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resumo A optimização estrutural é uma temática antiga em engenharia. No entanto, com
o crescimento do método dos elementos finitos em décadas recentes, dá origem a
um crescente número de aplicações. A optimização topológica, especificamente,
surge associada a uma fase de definição de domínio efectivo de um processo global
de optimização estrutural. Com base neste tipo de optimização, é possível obter
a distribuição óptima de material para diversas aplicações e solicitações. Os ma-
teriais compósitos e alguns materiais celulares, em particular, encontram-se entre
os materiais mais proeminentes dos nossos dias, em termos das suas aplicações e
de investigação e desenvolvimento. No entanto, a sua estrutura potencialmente
complexa e natureza heterogénea acarretam grandes complexidades, tanto ao nível
da previsão das suas propriedades constitutivas quanto na obtenção das distribui-
ções óptimas de constituintes. Procedimentos de homogeneização podem fornecer
algumas respostas em ambos os casos. Em particular, a homogeneização por
expansão assimptótica pode ser utilizada para determinar propriedades termome-
cânicas efectivas e globais a partir de volumes representativos, de forma flexível
e independente da distribuição de constituintes. Além disso, integra processos de
localização e fornece informação detalhada acerca de sensibilidades locais em me-
todologias de optimização multiescala. A conjugação destas áreas pode conduzir a
metodologias de optimização topológica multiescala, nas quais de procede à obten-
ção não só de estruturas óptimas mas também das distribuições ideais de materiais
constituintes. Os problemas associados a estas abordagens tendem, no entanto, a
exigir recursos computacionais assinaláveis, criando muitas vezes sérias limitações
à exequibilidade da sua resolução. Neste sentido, técnicas de cálculo paralelo e
distribuído apresentam-se como uma potencial solução. Ao dividir os problemas
por diferentes unidades memória e de processamento, é possível abordar problemas
que, de outra forma, seriam proibitivos.
O principal foco deste trabalho centra-se na importância do desenvolvimento de
procedimentos computacionais para as aplicações referidas. Adicionalmente, estas
conduzem a diversas abordagens alternativas na procura simultânea de estruturas e
materiais para responder a aplicações termomecânicas. Face ao exposto, tudo isto
é integrado numa plataforma computacional de optimização multiobjectivo multi-
escala em termoelasticidade, desenvolvida e implementada ao longo deste trabalho.
Adicionalmente, o trabalho é complementado com a montagem e configuração de
um cluster do tipo Beowulf, assim como com o desenvolvimento do código com
vista ao cálculo paralelo e distribuído.

keyworkds Development of computational tools, topology optimisation, homogenisation, finite
element method, multiscale, parallel processing.
abstract Structural optimisation has been a present field in engineering for some time. Howe-
ver, along with the growth of the finite element method in recent decades, it’s
increasingly leading to a variety of applications. Topology optimization, in particu-
lar, is associated to a stage of structural optimization where the study of a given
ground structure renders an optimal material distribution for several applications
and requirements. Composite and some cellular materials, on the other hand, are
among the most prominent materials of today. However, its frequently complex
and heterogeneous nature lead to some modelling complexities, both in terms of
estimating effective properties and in terms of attaining optimal distributions. In
either case, homogenisation methods may provide some answers. Among these
methods, asymptotic expansion homogenisation proves an efficient tool to deter-
mine global thermomechanical properties based on representative volumes of the
local material distributions. Moreover, it provides localisation tools and sensiti-
vity information useful for optimisation methodologies. Joining both these fields
allows the development of multiscale topology optimization procedures, where not
only optimal structures are obtained but also optimal local constituent material
distributions. A strong limitation of these procedures may be the sheer size of the
problems, requiring substantial computational resources. In this sense, a parallel
and distributed computation approach might provide an answer. The division of
resources, in terms of memory and processing units, increases the allowed size or
reduces the processing time of the problems to solve.
With this in mind, the main scope of this work is centred on the importance of de-
veloping computational tools. These tools result in several alternative approaches
in the search for simultaneous optimal structures and materials in thermomechani-
cal problems. In this work, a code was developed fully in-house to solve multiscale
thermoelastic multiobjective topology optimisation problems. Also in this work,
a Beowulf computer cluster was assembled and the code implemented in parallel
structures.

.“Think lightly of yourself and deeply of the world.”
Miyamoto Musashi
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Capítulo 1
Introdução
Procede-se ao enquadramento das temáticas abordadas e definem-se
os objectivos gerais do trabalho. Descreve-se a estrutura deste
documento e faz-se um guia geral da sua leitura.
Neste capítulo introduzem-se sucintamente as temáticas e motivações que regem o trabalho
desenvolvido. Abordam-se os objectivos gerais do trabalho e faz-se o enquadramento geral no
contexto de aplicações multiescala e optimização topológica. Apresenta-se ainda um guia de leitura,
destinado a esclarecer a estrutura adoptada ao longo deste documento.
1.1 Enquadramento
O desenvolvimento da temática de estruturas em engenharia envolve actualmente disciplinas trans-
versais a várias áreas de conhecimento científico. Uma das principais áreas de relevo diz respeito
ao desenvolvimento de materiais de engenharia como resposta a solicitações específicas. A este
nível, grande atenção tem sido dada ao estudo e à manipulação da microestrutura dos materiais,
seja em termos de controlo da estrutura cristalina ou de grão seja ao nível da microestrutura de
materiais com distribuições particulares de constituintes. Na realidade, grande parte dos materi-
ais de engenharia modernos são constituídos por diferentes fases, diferenciáveis numa dada escala
dimensional. Destacam-se os materiais compósitos, caracterizados por dois ou mais constituintes
que diferem em forma e em composição química. Outros materiais heterogéneos são, por exemplo,
o osso, a madeira ou os materiais com gradiente funcional de propriedades (Functionally Graded
Materials — FGM). Note-se ainda que alguns destes materiais podem também enquadrar-se na
categoria de materiais celulares, dos quais se destacam ainda a cortiça ou as espumas metálicas.
Em todos estes casos, às fases que constituem as suas microestruturas encontram-se associadas
interacções que originam um comportamento global diferente do de cada material constituinte.
Este facto levanta duas questões relevantes. Por um lado, qual será o comportamento efectivo do
material e como se deverá fazer a sua avaliação? Por outro lado, qual será a combinação ideal
de constituintes para que um dado material seja uma boa solução para uma determinada aplica-
ção estrutural? A conjugação destas questões constitui, a vários níveis, a principal motivação do
trabalho aqui apresentado, estando na origem do recurso a metodologias de homogeneização em
conjunção com aplicações de optimização.
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A homogeneização é um processo pelo qual se faz a avaliação do comportamento efectivo de um
dado material heterogéneo a partir da distribuição dos seus constituintes. Estas estimativas têm
uma elevada importância, já que determinam a qualidade das aproximações obtidas em simulação
numérica. Além disso, levam tipicamente a uma redução de requisitos computacionais ao evitar a
modelação detalhada da microestrutura do material. Note-se, no entanto, que, em termos históri-
cos, as tendências iniciais para o cálculo das propriedades efectivas de materiais heterogéneos são
de previsão matemática de limites [Poisson 1824,Maxwell 1873,Rayleigh 1892,Hashin 1962,Hashin
e Shtrikman 1963,Hill 1963,Hashin e Rosen 1964]. Metodologias analíticas, como as leis de mis-
turas, ou fórmulas semiempíricas, como as equações de Halpin-Tsai, podem ser utilizadas, mas
revelam-se limitativas em termos da qualidade da previsão de propriedades devido ao seu funda-
mento físico pouco abrangente [Bo¨hm 2012]. No entanto, geometrias simples com distribuições
predefinidas de inclusões esféricas ou cilíndricas, por exemplo, permitem a utilização destes mé-
todos analíticos [Chung 1999]. Metodologias mais complexas surgem usualmente por associação a
simulação numérica, nomeadamente em conjugação com o Método dos Elementos Finitos (MEF).
Assim, as estratégias de homogeneização visam obter a resposta de um dado elemento de volume
a um conjunto de condições de fronteira, a partir da qual se deduzem as propriedades globais. As
metodologias de homogeneização mais comuns podem ser subdivididas em dois grupos principais.
O primeiro grupo é constituído por métodos que consideram os pormenores da microgeometria
de materiais heterogéneos com base em informações estatísticas. São incluídos neste grupo os
métodos de campo médio (Mean Field Approaches — MFA) e os métodos de limites por prin-
cípios variacionais (Variational Bounding Methods — VBM) [Bo¨hm 2012]. O segundo grupo de
aproximações baseia-se no estudo de microestruturas discretas e inclui as metodologias de campo
periódico (Periodic Microfield Approaches — PMA), de células embebidas (Embedded Cell Ap-
proaches — ECA) e de janelas (Windowing Approaches) [Bo¨hm 2012]. Neste trabalho utiliza-se
a metodologia de Homogeneização por Expansão Assimptótica (HEA). Esta pode incluir-se nas
metodologias de campo periódico (ou métodos de célula unitária), onde o material heterogéneo
é aproximado por um modelo infinito com um arranjo periódico de fases constituintes. Tipica-
mente, estas metodologias permitem a análise de uma grande variedade de microestruturas, bi- ou
tridimensionais, recorrendo a Células Representativas Unitárias (CRU) e a condições de fronteira
específicas [Chung 1999]. Em particular, a HEA permite considerar explicitamente o processa-
mento da estrutura global (macroescala) e o processamento do detalhe ao nível microestrutural do
material (microescala) num processo designado por multiescala [Bo¨hm 2012]. Esta característica
é relevante ao nível da obtenção de propriedades homogeneizadas do material heterogéneo utili-
zado. É ainda muito importante, destacando-se da generalidade dos métodos de homogeneização,
o facto de permitir verificar de forma detalhada o comportamento do material na microescala com
base em resultados da macroescala, num processo designado de localização. Grande parte das
aplicações da homogeneização por expansão assimptótica surge em problemas de mecânica estru-
tural. As formulações mais comuns aplicam-se a problemas simples de elasticidade [Bensoussan
et al. 1978, Sanchez-Palencia 1980,Guedes e Kikuchi 1990,Hollister e Kikuchi 1992,Terada e Ki-
kuchi 1996,Chung et al. 2001], mas observam-se outros desenvolvimentos aprofundados na medida
da complexidade dos problemas. Destacam-se, a título de exemplo, áreas de aplicação como a bio-
mecânica, no estudo das propriedades efectivas das estruturas porosas do osso trabecular [Hollister
et al. 1991], a análise localizada de dano, nomeadamente em materiais compósitos de fibras con-
tínuas [Lene e Paumelle 1992,Whitcomb 1991], a geomecânica, considerando aplicações a rochas
porosas [Kawamoto e Kyoya 1993], o cálculo estrutural de elementos discretos (vigas), incluindo
graus de liberdade de rotação [Lefik e Shrefler 1994], a termoelasticidade [Dasgupta et al. 1996,Te-
rada 1996], a nanotecnologia [Song e Youn 2006], etc. Refira-se que a HEA pode ser utilizada para
aplicações em regime inelástico, já que o procedimento de localização permite a obtenção do deta-
lhe local associado às grandezas calculadas ao nível macroestrutural. É assim possível actualizar o
comportamento da microescala em função do estado local e actual em cada iteração. Esta é, aliás,
uma característica que está na origem de aplicações como o trabalho pioneiro de Bendsøe e Kiku-
chi [Bendsøe e Kikuchi 1988]. Os autores introduzem uma metodologia de optimização topológica,
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relaxando o problema de optimização para incluir a evolução microestrutural do material em cada
ponto da macroescala. A HEA é utilizada para actualizar as propriedades das microestruturas em
cada iteração do processo de optimização. Este trabalho revela-se um trabalho de referência não
só ao nível de aplicação da homogeneização por expansão assimptótica mas também incontornável
no campo da optimização topológica estrutural, abrindo caminho a novas abordagens gerais do
problema e, em particular, às abordagens multiescala aqui estudadas.
Na sequência do exposto, outra parte essencial deste trabalho centra-se na optimização estru-
tural, que visa a manipulação da configuração de uma estrutura para responder a um dado objec-
tivo, e.g. mecânico ou térmico. Em particular, foca-se especificamente a optimização topológica,
um dos três tipos principais de optimização estrutural (optimização dimensional ou paramétrica,
optimização topológica e optimização de forma) [Silva 2010]. Neste caso, a função-objectivo é
optimizada actuando sobre a distribuição de material ao longo de um domínio predefinido. As
variáveis utilizadas, tipicamente variáveis de densidade ou magnitude das propriedades em aná-
lise, permitem o controlo da quantidade ou mesmo da natureza do material existente em cada
ponto da estrutura, oscilando entre material homogéneo e ausência de material. Numa abordagem
multiescala, é ainda possível considerar a existência de estados intermédios, correspondentes a mi-
croestruturas de materiais compósitos ou celulares que traduzem não só determinadas densidades
intermédias mas também uma virtualmente inumerável variedade de propriedades constitutivas.
É neste campo que o trabalho de Bendsøe e Kikuchi [Bendsøe e Kikuchi 1988], referido anterior-
mente, se apresenta como basilar. Com a solução apresentada, os autores relaxaram o problema de
optimização topológica, i.e. alargaram o domínio admissível, permitindo que a sua parametrização
contivesse muito mais informação e detalhe do que simplesmente a existência ou não de material.
Para além de outras abordagens multiescala, nomeadamente com a utilização de materiais lamina-
dos [Thomsen 1992,Jacobsen 1998,Allaire e Aubry 1999], surgem posteriormente outras soluções de
relaxação destes problemas, de onde se destaca a metodologia de penalização de densidades inter-
médias SIMP (Solid Isotropic Material with Penalization) [Rozvany et al. 1992,Bendsøe e Sigmund
1999]. Na maioria dos casos, as aplicações multiescala apresentam-se de acordo com a definição
paramétrica de microestruturas predefinidas, seja na forma de inclusões particulares [Bendsøe e
Kikuchi 1988,Nishiwaki et al. 1998, Fernandes et al. 1999] seja na forma de diferentes tipos de
laminados. Contudo, este trabalho centra-se num grupo de problemas que considera a optimização
ao nível da microescala sem uma microestutura predefinida [Sigmund e Torquato 1997, Sigmund
2000,Rodrigues et al. 2002, de Kruijf et al. 2007, Coelho et al. 2008a,Kang et al. 2010]. Estas
abordagens são usualmente mais complexas, mas permitem a obtenção de uma maior variedade
de soluções. Permitem ainda alguma flexibilidade no tipo de resolução do problema, potenciando
uma maior liberdade ao nível das soluções obtidas. Em contrapartida, estas abordagens acarretam
normalmente algumas limitações ao nível da sua aplicação prática. Em grande medida por essa
razão, verifica-se que os trabalhos mais relevantes a este nível se centram em aplicações biomecâni-
cas [Coelho et al. 2008a,Coelho 2009,Coelho et al. 2011b], onde a topologia das estruturas ósseas,
optimizadas na natureza de acordo com uma resposta mecânica contínua, surge como o domínio
de aplicação ideal. Refira-se que a HEA, devido às vantagens enunciadas anteriormente, se revela
uma ferramenta adequada a estas aplicações. Para além da independência relativamente ao tipo de
microestrutura obtida na avaliação das correspondentes propriedades constitutivas, o processo de
optimização multiescala é em grande medida controlado por formas de localização que permitem
a avaliação microestrutural da influência de campos macroestruturais.
A abordagem multiescala aqui apresentada é sustentada no desenvolvimento de uma plataforma
computacional implementada para o efeito ao longo deste trabalho. O programa desenvolvido
permite a resolução de uma grande variedade de problemas. No entanto, muitos dos problemas
resolvidos tendem a apresentar dimensões e custos computacionais proibitivos. Neste sentido, uma
potencial resposta para estas limitações reside na consideração de metodologias de cálculo paralelo e
distribuído. A computação paralela consiste essencialmente na resolução mais rápida de uma tarefa
através da utilização simultânea de múltiplos processadores que comunicam e executam operações
para a redução dos tempos de processamento. Em simulação numérica, tal como na generalidade
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dos casos, o processamento paralelo envolve requisitos a dois níveis, software e hardware. Por um
lado, um programa tem de ser desenvolvido e compilado de modo a incluir tanto procedimentos
preparados para serem executados de modo concorrente quanto uma gestão de memória e de
execução que atenda a divisões de domínio e comunicações entre processos. Por outro lado, um
sistema de computação paralela, independentemente do tipo de arquitectura utilizado, tem de ser
constituído por diferentes processadores, capazes de processar em simultâneo blocos de dados e/ou
instruções, e de meios de controlo e comunicação, para garantir o sincronismo e a transmissão
desses blocos. Neste trabalho, actua-se a ambos os níveis. O código foi desenvolvido atendendo
aos requisitos do cálculo paralelo, ao mesmo tempo que se construiu e configurou uma máquina de
processamento paralelo do tipo cluster Beowulf.
1.2 Objectivos
As aplicações das metodologias referidas anteriormente são ainda reduzidas, devido à complexi-
dade e dimensão dos problemas envolvidos. Além disso, o seu âmbito de aplicação é algo limitado,
devido à dificuldade de fabrico dos materiais e estruturas obtidos. Por essa razão, são essencial-
mente usadas para aplicações biomecânicas, com as microestruturas ósseas a constituir um natural
paralelo com fenómenos naturais de optimização. Neste trabalho visa-se, por um lado, alargar este
tipo de aplicação a materiais compósitos e a tipos de problemas alternativos, como a termoelastici-
dade e a condução de calor, assim como a abordagens multiobjectivo. Por outro lado, pretende-se
desenvolver estratégias alternativas conducentes a aplicações mais viáveis em termos de fabrico de
estrutura e material, compósito ou celular.
O principal objectivo deste trabalho é o desenvolvimento de um programa de simulação numé-
rica, tendo como base o método dos elementos finitos. Todo este programa é construído com código
específico, desenvolvido e implementado no âmbito deste trabalho. Pretende-se que seja uma fer-
ramenta de cálculo para diversas aplicações, constituindo uma base de teste e desenvolvimento
para trabalhos futuros. Neste contexto, os objectivos gerais deste trabalho podem resumir-se no
desenvolvimento e implementação de diversas metodologias de cálculo, onde se inserem:
i) Módulos bi- e tridimensionais de cálculo elástico, termoelástico e térmico;
ii) Módulos de optimização topológica, em diferentes configurações e tipos de problema;
iii) Metodologias que optimizem a aplicação de condições de fronteira de periodicidade no modelo
de célula representativa unitária, flexíveis para diferentes tipos de elemento finito e células
representativas unitárias;
iv) Estratégias de optimização microestrutural de materiais compósitos ou celulares;
v) Estratégias de optimização multiescala, nomeadamente com modelos hierárquicos, ao nível
do comportamento termomecânico, térmico e ambos (multiobjectivo);
vi) Estruturas de optimização multiescala hierárquica alternativas, mais orientadas para distri-
buições regulares periódicas de constituintes e, por conseguinte, para aplicações reais com
materiais compósitos;
vii) Uma plataforma flexível de cálculo que permita a resolução de uma variedade de problemas
de elementos finitos e de optimização topológica, segundo diversas configurações alternativas;
viii) Uma plataforma numérica totalmente paralelizada, quer em termos de resolução dos proble-
mas de elementos finitos quer ao nível das estruturas algorítmicas de optimização.
Aos objectivos referidos anteriormente, acrescenta-se um objectivo adicional. Durante o decor-
rer do trabalho, surgiu a oportunidade de construir uma máquina de processamento paralelo do tipo
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cluster Beowulf. Assim, tornou-se parte deste trabalho a definição e a aquisição dos componentes
necessários, montagem, configuração, gestão e manutenção desta máquina.
Pretende-se ainda que este documento possa ser consultado por leitores não-especializados.
Nesse sentido, procede-se sempre que possível à apresentação de conceitos essenciais para o enqua-
dramento em cada uma das matérias fundamentais do trabalho.
1.3 Guia de Leitura
Pretende-se que este documento, para além do interesse intrínseco no âmbito do trabalho realizado,
possa fornecer uma base introdutória para algumas das temáticas aqui tratadas. Assim, inclui
algumas considerações fundamentais sobre as diversas áreas, de modo a permitir uma compreensão
sequencial e sustentada das análises. Refira-se ainda que, na elaboração deste trabalho, optou-se
por uma divisão definida na elaboração de capítulos curtos e tão auto-suficientes quanto possível.
Estes, por sua vez, encontram-se distribuídos por quatro partes principais da estrutura global da
dissertação. Na figura 1.1 ilustra-se a estrutura geral deste documento, assim como as principais
dependências das matérias abordadas. Esta estrutura é resumida nos parágrafos seguintes.
I
OG
RO
AG
C
RP
H
CP
OT
TM
Figura 1.1: Esquema sinóptico da dissertação.
Na primeira parte, intitulada de Enquadramento e iniciada com o Capítulo 1, intitulado
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Introdução (I), faz-se a presente introdução ao trabalho e descreve-se um conjunto de conceitos
elementares necessários para a compreensão e enquadramento dos dois temas centrais. O Capí-
tulo 2, intitulado Conceitos Gerais de Optimização Estrutural, faz uma breve introdução
a conceitos elementares de optimização (OG). Estes são abordados de forma geral e transversal a
diferentes aplicações, apesar de centrados no âmbito de influência deste trabalho. Neste sentido, é
feita ainda uma contextualização geral da optimização em aplicações de mecânica estrutural, com
particular foco na optimização topológica. Segue-se oCapítulo 3, Conceitos Gerais de Cálculo
Paralelo. Aqui apresentam-se aspectos elementares de computação concorrente, isto é, paralela
e/ou distribuída (CP). Abordam-se questões gerais de hardware e de software, incluindo metodolo-
gias de avaliação de desempenho. Referem-se ainda algumas tendências actuais no processamento
paralelo e distribuído.
Na segunda parte deste trabalho, intituladaModelação Matemática e Numérica, definiu-se
a formulação da generalidade dos problemas abordados neste trabalho. Esta é feita de acordo com
a sua base matemática e a sua aplicação numérica. Note-se que a este nível existe uma constante e
subjacente ligação ao MEF. O Capítulo 4 é o primeiro da segunda parte, com o títuloModelação
do Comportamento Termoelástico Linear. Tecem-se aqui algumas considerações acerca do
comportamento dos materiais aqui utilizados e o equilíbrio das estruturas analisadas. Este com-
portamento é considerado linear, quer em termos mecânicos quer térmicos. Nesse sentido, define-se
a formulação matemática do problemas linear de condução de calor térmico e do problema linear
desacoplado de termoelasticidade (TM). Procede-se ainda às suas discretizações espaciais pelo mé-
todo dos elementos finitos. Segue-se o Capítulo 5, designado de Optimização Topológica. Este
capítulo centra-se na optimização estrutural topológica (OT). Define-se aqui o problema geral, de
aplicação mecânica, térmica e multiobjectivo. Dá-se especial relevo à sua parametrização é às suas
implicações, em particular em termos de instabilidades numéricas e métodos de resolução. Por fim,
o Capítulo 6 é intitulado Homogeneização por Expansão Assimptótica e Optimização
Multiescala. Este capítulo começa por formular os problemas de Homogeneização por Expansão
Assimptótica de condução de calor e termoelasticidade, esclarecendo as metodologias gerais de ho-
mogeneização e localização. Posteriormente, enquadra este tipo de homogeneização em aplicações
de optimização multiescala (H). Particular atenção é dada ao problema de optimização hierár-
quica nas suas diferentes aplicações. É ainda apresentada uma abordagem local de optimização
topológica, convertendo a formulação geral de optimização topológica para aplicações locais com
condições de fronteira específicas.
A terceira parte designa-se por Implementação, e diz respeito ao desenvolvimento e implemen-
tação dos diversos procedimentos e métodos necessários para a resolução dos problemas abordados.
Divide-se em dois capítulos, relativos ao desenvolvimento de software e à montagem e configuração
de sistemas de hardware de computação paralela. Assim, o Capítulo 7, intitulado Programa
mainFRAN, aborda as questões mais relevantes no desenvolvimento do programa de simulação
numérica. Chamado de mainFRAN, este programa permite a resolução de uma considerável vari-
edade de problemas. Sendo não só uma ferramenta de simulação mas também uma ferramenta de
estudo, está construído de forma a incluir diversas metodologias e estratégias de funcionamento,
com um controlo exaustivo de uma multiplicidade de parâmetros e configurações. No Capítulo
8, Cluster Beowulf TaranTux – Montagem e Configuração de um Sistema de Compu-
tação Paralela, tecem-se algumas considerações sobre a montagem de máquinas de computação
paralela utilizando componentes de consumo geral (e.g. cluster Beowulf). Este capítulo constitui
uma referência da configuração específica do cluster TaranTux.
A quarta parte deste trabalho é intitulada Apresentação, Validação e Discussão de Re-
sultados. O principal foco desta parte é o comportamento geral da ferramenta desenvolvida.
Nesse sentido, tenta-se manter uma sequência lógica na abordagem da variedade de problemas em
resolução e, em especial, das diferentes metodologias utilizadas.
Inicia-se assim com o Capítulo 9, Validação e Resultados Preliminares (RO). Começa-se
neste caso com a resolução de problemas de avaliação do comportamento de materiais compósitos
com recurso a metodologias de homogeneização e localização. Seguem-se problemas de optimização
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topológica. Estes são apresentados de forma sequencial, com optimização macroestrutural e optimi-
zação multiescala. Os procedimentos multiescala são divididos entre optimização microestrutural,
optimização macroestrutural com homogeneização e optimização hierárquica. Abordam-se aqui
problemas mecânicos gerais, remetendo-se aplicações mais específicas para os capítulos seguintes.
Note-se que neste capítulo se dá particular relevo à influência de parâmetros e metodologias nos
resultados obtidos. O Capítulo 10, Desempenho em Processamento Paralelo, centra-se
no desempenho do programa mainFRAN na execução em paralelo no cluster TaranTux (RP).
Testam-se aqui diferentes configurações de cálculo, particularmente o processamento de problemas
de optimização hierárquica e as diferentes estratégias para melhorar o seu desempenho. Por sua
vez, no Capítulo 11, intitulado Aplicações Gerais (AG), abordam-se aplicações de optimização
topológica multiescala segundo estratégias alternativas de optimização hierárquica desenvolvidas
neste trabalho. Por um lado, apresentam-se problemas térmicos e multiobjectivo. Por outro lado,
mais adequados à utilização de materiais compósitos, resolvem-se problemas de optimização micro-
estrutural com actualização macroestrutural e problemas desacoplados de optimização multiescala.
Por fim, no Capítulo 12, Considerações Finais, apresentam-se algumas conclusões e faz-se uma
apreciação geral do trabalho (C). Reflecte-se ainda sobre algumas perspectivas de trabalho futuro.
Para além da Bibliografia, este texto inclui também alguns apêndices. O Apêndice A con-
siste num guia de Notação, Nomenclatura, Siglas e Acrónimos. Intitulado Estratégias
de Optimização Topológica Multiescala em Subdomínios, o Apêndice B contém alguns
detalhes adicionais acerca da metodologia de optimização topológica multiescala utilizando um
problema global dividido em subdomínios, assim como algumas considerações acerca de outras
metodologias multiescala desenvolvidas neste trabalho. O Apêndice C intitula-se Cluster Be-
owulf — Arquitectura de Nós, Rede e Periféricos, e descreve sumariamente os principais
componentes de hardware relevantes em clusters Beowulf. Os Apêndices D e E, por sua vez,
apresentam as listas de figuras e tabelas, respectivamente.
Refira-se ainda que o texto aqui apresentado foi estruturado de modo a poder ser consultado
por leitores com diferentes objectivos. Desta forma, para além da dissertação aqui documentada,
pretende-se que o texto contenha, sempre que possível, alguns tópicos introdutórios acerca das
áreas abordadas. Assim, será possível adoptar diferentes abordagens na leitura deste documento
consoante o interesse do leitor. Destacam-se três abordagens alternativas, ilustradas na tabela 1.1.
Uma abordagem pedagógica deve incluir os capítulos 2 e 3 da Parte I. Estes capítulos são introdu-
tórios nas áreas da optimização e da computação paralela. Uma leitura avançada pode dispensar
estes capítulos e avançar para a Parte II, onde se estabelecem os fundamentos teóricos do trabalho
aqui apresentado. Uma abordagem mais prática, por sua vez, pode incidir preferencialmente sobre
a Parte III e a Parte IV, especificamente dedicadas a aspectos de implementação e discussão de
resultados, respectivamente.
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Tabela 1.1: Representação esquemática de possíveis abordagens alternativas a adoptar na leitura
desta dissertação.
Leitura
1
I
II
III
IV
2
3
4
5
6
7
8
9
10
11
12
Capítulo Pedagógica Avançada Prática
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Capítulo 2
Conceitos Gerais de Optimização
Estrutural
Introduzem-se alguns conceitos elementares de optimização relevantes
no contexto deste trabalho. Descrevem-se sumariamente algumas
metodologias de optimização. Abordam-se os principais tipos de
aplicação de optimização em cálculo estrutural.
2.1 Introdução
O conceito de optimização aborda problemas de decisão com alguma elegância, envolvendo a se-
lecção de valores para um dado conjunto de variáveis e focando-se num determinado objectivo,
estabelecido para quantificar o desempenho e a qualidade da decisão. Este objectivo é maximizado
ou minimizado, dependendo da formulação, e sujeito a restrições. Note-se que é rara a capaci-
dade de representar completamente todos os factores que influenciam um determinado processo de
decisão, pelo que, como acontece com a maioria dos processos numéricos, a optimização deve ser
abordada apenas como uma aproximação. Assim, a optimização – em particular abordagens como
as apresentadas neste trabalho – estabelece-se mais como ferramenta de conceptualização e análise
do que como algo que garanta a solução universalmente mais correcta [Luenberger e Ye 2008].
São aqui relevantes os fundamentos teóricos, assim como a correcta formulação dos problemas,
manipulação e afinação dos modelos, e interpretação dos resultados.
Os processos de obtenção de soluções óptimas para um problema de engenharia são variados.
A abordagem puramente analítica depende directamente de metodologias de análise matemática,
e torna-se demasiado complexa ou mesmo impraticável para muitos problemas de engenharia. Na
realidade, a abordagem tradicional de optimização estrutural em engenharia centra-se em proces-
sos empíricos ou em análises parametrizadas, nomeadamente com recurso a simulação numérica.
No entanto, abordar a optimização com estratégias empíricas ou de análise paramétrica por ten-
tativa apenas faz sentido quando o número de casos a estudar é muito reduzido. A evolução da
mecânica computacional, em contrapartida, abre caminho à maior disponibilidade de ferramentas
de optimização mais completas e eficientes. Com o aumento da dimensão dos problemas ou da
gama de variáveis a controlar, a opção eficiente recai forçosamente sobre algoritmos de optimização
numérica, contribuindo para reduzir drasticamente o tempo necessário para encontrar a solução
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óptima, assim como oferecendo mais garantias de obtenção da solução efectivamente óptima para
as condições estudadas.
Neste capítulo, descrevem-se brevemente os conceitos gerais que presidem à utilização de técni-
cas de optimização numérica. Posteriormente, o texto centra-se nas formas comuns de optimização
estrutural e no seu enquadramento neste trabalho, contextualizando as metodologias de optimiza-
ção topológica aqui desenvolvidas e implementadas. Salientam-se algumas obras como referências
fundamentais deste capítulo, aconselhadas para o aprofundamento das temáticas abordadas [Bele-
gundu e Chandrupatla 1999,Arora 2004,Arora 2007b,Luenberger e Ye 2008].
2.2 Conceitos Gerais
Para estudar os problemas de optimização abordados neste trabalho é conveniente introduzir um
conjunto de conceitos associados a este tipo de estudo. Estes conceitos são comuns e transversais
em optimização, funcionando como uma forma de uniformizar a sua abordagem. À semelhança
do que é apresentado de forma quase uniforme na bibliografia [Belegundu e Chandrupatla 1999,
Quarteroni et al. 2000,Arora 2004,Baldick 2006,Luenberger e Ye 2008,Rao 2009], por uma questão
de conveniência e padronização, consideram-se problemas genéricos de minimização, referindo,
quando adequado, os detalhes relevantes para um problema de maximização.
Um passo crítico na resolução de um problema de optimização é a sua tradução para lingua-
gem matemática. Se a formulação do problema não for adequada, a solução será provavelmente
desadequada [Arora 2007a]. Assim, é necessário prestar particular atenção à formulação de um
problema de optimização. Neste sentido, qualquer problema é constituído por três elementos es-
senciais: as variáveis de optimização ou de projecto, representadas pelo vector x; a função-custo
ou função-objectivo, f(x); as restrições, gi(x), expressas como restrições de igualdade (equações)
ou desigualdade (inequações). As variáveis do problema podem ser contínuas ou discretas. Depen-
dendo das variáveis e das funções-objectivo associadas, obtém-se problemas de variáveis contínuas,
de variáveis discretas, diferenciáveis e não-diferenciáveis. Os diferentes tipos de problemas são
resumidamente descritos em seguida.
Qualquer problema de optimização com variáveis contínuas pode ser resolvido com modelos
de programação não-linear (PNL). Um problema P típico traduz-se na procura do vector x, de n
variáveis, que minimiza a função-objectivo f(x) sujeita a um conjunto de restrições g(x), de igual-
dade ou desigualdade. Este problema pode escrever-se na forma típica de programação matemática
como
minx f(x)
suj. a gj(x) = 0, j = 1, · · · , p (2.1)
gj(x) ≤ 0, j = p+ 1, · · · , m ,
em que p é o número de restrições de igualdade e m é o número total de restrições. O domínio
admissível de x corresponde a todos os pontos que satisfazem as restrições g e pode ser representado
alternativamente como
R =
{
x | gj(x) = 0, j = 1, · · · , p; gj(x) ≤ 0, j = p+ 1, · · · , m
}
. (2.2)
Note-se que o domínio admissível de um problema pode ser vazio se existirem demasiadas restrições
ou se estas forem incoerentes. Isto é habitualmente difícil de detectar antes da resolução do
problema, devendo a formulação ser analisada e eventualmente relaxarem-se restrições. Note-se
também que nem sempre é possível saber de antemão se o problema tem solução. No entanto,
atendendo a algumas considerações iniciais acerca da funções que o definem, é possível verificar a
existência de solução para vários problemas. Se f(x) é contínua num domínio R não-vazio, todas
as restrições são contínuas e todas as restrições de desigualdade contêm os seus pontos de fronteira
(i.e. definidas por ≤ ou ≥), então existe uma solução para o problema de optimização. Nesta
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situação, garante-se que um algoritmo de optimização robusto é capaz de convergir para uma
solução [Arora 2007a]. Se não existirem restrições, o domínio R corresponde a todo o espaço de
x e o problema é chamado de problema de optimização não-restringida ou sem restrições. Existe
por vezes a ideia de que a optimização sem restrições é limitada e desadequada em termos de
aplicabilidade a problemas reais, mas, na realidade, passa-se o contrário [Luenberger e Ye 2008].
Por um lado, se a abordagem a um problema for alargada de modo a contemplar todas as variáveis
relevantes para a decisão, as restrições deixarão de ser necessárias. Assim, em muitos casos, as
restrições funcionam como uma forma artificial de impor limitações a problemas cuja formulação
não é abrangente o suficiente. Por outro lado, existem muitos problemas com restrições em que
a aplicação e a resolução efectiva envolvem a sua transformação em problemas não-restringidos.
Como exemplo, veja-se a utilização de restrições de igualdade. O seu efeito é limitar o número de
graus de liberdade, tomando algumas variáveis como função de outras. Estas dependências podem,
por vezes, ser caracterizadas explicitamente, conduzindo assim a um problema em que o número
de variáveis é igual ao número real de graus de liberdade do problema1. Note-se ainda que, para
além de ter significado efectivo na resolução de diversos problemas, a optimização sem restrições
constitui uma base para o estudo de problemas mais gerais de optimização com restrições. Em
muitos casos, teoria e algoritmos são inicialmente desenvolvidos e verificados sem restrições, antes
de serem generalizados para problemas restringidos. Na prática, no entanto, muitos problemas
são formulados de raiz como problemas com restrições. Isto deve-se ao facto de, na maioria dos
casos, não ser possível (ou conveniente) contemplar todos os factores de influência de um problema
geral, sendo mais útil a avaliação de um determinado subproblema. Assim, um dado subproblema
é restringido de modo a permitir a sua resolução de forma desacoplada do problema geral. Surgem
assim os problemas de programação matemática não-linear restringida, onde se enquadram os
problemas abordados neste trabalho. Se todas as funções envolvidas são lineares, o problema
é chamado de programação linear (PL). Se a função-objectivo é quadrática e as restrições são
lineares, o problema é de programação quadrática. Diz-se que uma desigualdade gj(x) ≤ 0 é activa
no ponto x se a condição de igualdade for satisfeita nesse ponto, isto é, se o ponto x for um ponto
de fronteira da restrição gi. A restrição é inactiva se tiver um valor negativo em x e violada se
o valor for positivo. Note-se que uma condição de igualdade é sempre ou activa ou violada num
dado ponto.
Note-se ainda que alguns problemas requerem variáveis inteiras ou discretas como reflexo da
sua formulação (e.g. selecção de propriedades tabeladas de materiais ou número de elementos
estruturais). Neste caso, surge um problema de variáveis discretas ou um problema misto, com
variáveis discretas e contínuas. Este resulta da modificação do problema definido na expressão 2.1,
acrescentando à função-objectivo e às restrições o requisito de selecção das variáveis discretas a
partir do conjunto
xi ∈ Di, Di =
(
ai1, ai2, . . . , aiqi
)
; i = 1, · · · , nd , (2.3)
onde nd é o número de variáveis discretas, Di o domínio dos valores admissíveis e qi o número de
valores admissíveis para a variável xi. Este tipo de definição inclui problemas quer de variáveis
inteiras quer de variáveis 0/1 (variáveis on/off ou binárias). Se o problema contém apenas variáveis
contínuas e tanto a função-objectivo quanto as restrições são contínuas e duplamente diferenciáveis
obtém-se novamente o problema geral contínuo (vd. Eq. 2.1). A formulação de muitos problemas
de variáveis discretas, no entanto, é constituída por funções não-diferenciáveis. Este facto inibe
a utilização de métodos baseados em gradientes, mas existem métodos alternativos. É também
relevante salientar que a optimização de um problema de optimização com variáveis discretas
requer frequentemente um esforço computacional consideravelmente superior ao de um problema
de variáveis contínuas [Belegundu e Chandrupatla 1999].
1Por exemplo, uma restrição do tipo x1 + x2 = B pode ser eliminada substituindo x2 por B− x1 na formulação
do problema.
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2.3 Condições de Óptimo do Problema de Variáveis Contí-
nuas
As condições de óptimo2 são condições matemáticas que caracterizam o ponto óptimo de um
problema. Considere-se novamente o problema de minimização da função f(x) (Eq. 2.1). Define-
se a existência de um mínimo local (i.e. mínimo relativo) no ponto x∗, no domínio R, se o valor
de f(x∗) é mínimo numa dada vizinhança δ de x∗, isto é,
‖x∗ − x‖ < δ ⇒ f(x∗) ≤ f(x) . (2.4)
Se a desigualdade for estrita (i.e. f(x∗) < f(x)) então o mínimo local designa-se de estrito ou
isolado. A função-objectivo tem um mínimo global ou absoluto no ponto x∗ se a equação 2.4 for
válida para todo o domínio R, isto é, para qualquer valor de δ > 0. Este mínimo designa-se de
mínimo global estrito ou único se a desigualdade for estrita. Assim, mostra-se que um mínimo
local é testado numa vizinhança limitada, ao passo que um mínimo global tem de satisfazer as con-
dições apresentadas em todo o domínio admissível. Uma função-objectivo pode ter vários mínimos
globais, desde que tenha o mesmo valor em todos eles. O mesmo se passa com os mínimos locais,
na sua respectiva vizinhança. Estas definições não conduzem directamente aos mínimos (locais
ou globais), mas podem ser usadas para definir condições ou critérios de óptimo que caracteri-
zem mínimos locais. Note-se que, em contrapartida, estas definições não podem ser usadas para
estabelecer condições para mínimos globais, que requerem o conhecimento do comportamento da
função-objectivo em todo o domínio admissível. No caso de variáveis discretas, estas definições são
particularmente úteis, visto existir apenas um número finito de pontos a analisar.
Concretamente, as condições de óptimo podem ser divididas em duas categorias: necessárias
e suficientes. As primeiras têm forçosamente de ser satisfeitas para que um ponto seja candidato
a mínimo da função. Os pontos que satisfazem as condições necessárias são chamados de pontos
estacionários. Estes pontos não correspondem necessariamente a mínimos de f(x), sendo apenas
pontos óptimos se as condições suficientes forem satisfeitas. Se as condições suficientes não forem
satisfeitas num ponto estacionário não é possível concluir se o ponto é óptimo ou não. Nas sec-
ções seguintes faz-se uma breve descrição das condições necessárias e suficientes, primeiro para o
problema não-restringido (ou não-constrangido) e depois para o caso geral restringido. Estas são
utilizadas de duas formas: (i) como base para desenvolver métodos numéricos para a procura de
pontos óptimos e (ii) como ferramenta de verificação de critérios de óptimo e critérios de paragem
em algoritmos iterativos [Arora 2007a].
2.3.1 Problema Não-Restringido
Sem restrições, o problema apresentado resume-se à minimização da função-objectivo, f(x). As
condições para que x∗ seja um ponto de mínimo de f(x) são obtidas a partir da análise do com-
portamento local da função no ponto x∗, isto é, recorrendo à expansão da função com a série de
Taylor [Quarteroni et al. 2000]. Estabelece-se a condição necessária de primeira ordem como: se
x∗ é um ponto de mínimo local da função-objectivo f(x), então o gradiente da função nesse ponto
deve ser nulo, i.e. ∂f/∂xi = 0, i = 1, . . . , n. Por sua vez, a condição necessária de segunda ordem
define-se como: se x∗ é um ponto de mínimo local da função-objectivo f(x), então a sua matriz
hessiana,
H =
[
∂2f
∂xi∂xj
]
, (2.5)
2É comum na terminologia designar as condições de óptimo como condições de optimalidade. O termo opti-
malidade, palavra não-dicionarizada e consagrada pelo uso na escrita científica acerca da temática de optimização,
corresponde à integração do anglicismo e posterior aportuguesamento do termo inglês optimality.
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deve ser positiva semidefinida3 em x∗. A condição suficiente de segunda ordem, por sua vez,
define-se como: se a matriz hessiana H(x∗) for positiva definida4, então o ponto estacionário x∗
corresponde a um mínimo local isolado da função. Qualquer ponto x∗ que satisfaça as condições
necessárias é um ponto estacionário. Se um ponto estacionário não for um ponto de mínimo nem
de máximo, então corresponde a um ponto de inflexão.
Em suma, num problema de optimização não-restringida, numa aproximação local compara-se
um dado ponto com a sua vizinhança, obtendo-se um mínimo relativo ou local de uma função
suave quando o gradiente se anula e a matriz hessiana é definida positiva. Estas condições são
necessárias e suficientes para a obtenção de um mínimo local. Se uma função for convexa, estas
condições garantem ainda que este mínimo local seja também mínimo global do problema.
Note-se ainda que as condições apresentadas baseiam-se nas derivadas de f(x) e não no valor da
função. Assim, constatação essencial em inúmeras aplicações, o ponto mínimo não sofre alteração
se uma constante for adicionada à função ou se esta for transformada por uma constante escalar.
Nestes casos, altera-se apenas o valor da função no ponto óptimo. Este comportamento é de
extrema importância para a normalização das funções envolvidas, como se verá ao longo deste
trabalho, assim como para a utilização de alguns métodos de optimização.
2.3.2 Problema Restringido
Um problema de optimização pode ter um ponto óptimo sem restrições activas, o que corresponde
ao problema não-restringido e às correspondentes condições de óptimo. Este cenário, no entanto,
é pouco comum. As condições de óptimo do problema não-restringido são, na realidade, um caso
especial das condições para o problema restringido. Estas podem ser expressas de várias formas
equivalentes, sendo as mais comuns as condições de Karush-Kuhn-Tucker (KKT) [Luenberger e
Ye 2008]. Para considerar estas condições é antes necessário estabelecer o conceito de ponto regular.
Um ponto x é um ponto regular do domínio admissível R se a função-objectivo é contínua e os
gradientes de todas as restrições activas são linearmente independentes nesse ponto. O número
de vectores linearmente independentes não pode ser superior ao número de variáveis n, isto é, à
dimensão de cada vector. Assim, o número total de restrições activas não pode ser superior ao
número de variáveis no ponto regular. Definem-se então as condições necessárias de Karush-Kuhn-
Tucker. Seja o lagrangiano do problema P definido como
L(x,λ) = f(x) + λTg(x) , (2.6)
onde λ é um vector de multiplicadores de Lagrange para as restrições g. Sejam x∗ um ponto
de mínimo local de f(x) e as restrições activas em x∗ linearmente independentes, isto é, seja x∗
regular. Existem então multiplicadores de Lagrange λ∗
i
(únicos) tais que
∇L(x∗) = ∇f(x∗) + λ∗T∇g(x∗) = 0 , (2.7)
λ∗
i
gi(x
∗) = 0, i = (p+ 1), · · · ,m , (2.8)
λ∗
i
≥ 0, i = (p+ 1), · · · ,m . (2.9)
∇L(x∗) é uma matriz de dimensão n×m. A equação 2.7 (condições de estacionariedade) mostra que
o lagrangiano é estacionário relativamente a x quando o seu gradiente é nulo. A equação 2.8 mostra
que, no ponto de mínimo, ou o multiplicador de Lagrange λ∗
i
é nulo ou a restrição gi é activa. Esta
equação define a condição de complementaridade ou folgas complementares, e identifica restrições
activas e inactivas. A inequação 2.9, por sua vez, define as condições de viabilidade dual e mostra
que os multiplicadores de Lagrange das restrições de desigualdade devem ser não-negativos. Note-
-se que as condições de viabilidade primal correspondem às próprias restrições do problema (vd.
Eq. 2.1). A equação 2.7 tem n variáveis e m multiplicadores de Lagrange, resultando num total de
3Uma matriz A ∈ IRn×n diz-se semidefinida positiva se ∀x ∈ IRn\{0}, xTAx ≥ 0.
4Uma matriz A ∈ IRn×n diz-se definida positiva se ∀x ∈ IRn\{0}, xTAx > 0.
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n+m incógnitas. Existem também n+m equações, com n equações na expressão 2.7, p restrições
de igualdade e m− p equações na expressão 2.8. As condições necessárias KKT de primeira ordem
correspondem assim a um sistema de equações, usualmente não-linear. A equação 2.7 pode ainda
ser reescrita como
−∇f(x∗) = λ∗
T
∇g(x∗) . (2.10)
Dado um problema de minimização sujeito a restrições de igualdade, com funções suaves, uma
condição necessária no ponto óptimo é que o gradiente da função seja ortogonal ao plano tangente
da superfície de restrição. Isto é equivalente a ter o gradiente da função paralelo ao gradiente da
restrição. Se o ponto for regular, então o plano tangente tem uma representação simples em termos
dos gradientes das funções de restrição e a condição pode ser expressa em termos de multiplicadores
de Lagrange. As condições de desigualdade são processadas com a verificação de quais estão activas
numa solução. Uma desigualdade activa passa a comportar-se como uma restrição de igualdade,
excepto pelo facto de ser associada a um multiplicador de Lagrange que não pode ser negativo
devido à interpretação de sensibilidade dos multiplicadores. Salienta-se assim o significado físico
da condição de gradiente 2.10. Assim, num ponto de mínimo, a direcção de gradiente com declive
máximo, ou seja, o simétrico do gradiente da função-objectivo, é paralela à combinação linear dos
gradientes das restrições activas. Os multiplicadores de Lagrange são os factores escalares desta
combinação linear e traduzem a influência ponderada de cada uma das restrições no processo de
optimização e no ponto óptimo [Arora 2007a]. Note-se que se o ponto x∗ não for regular, as
restantes condições KKT podem ou não ser verificadas.
Apesar de não serem utilizadas neste trabalho, pode recorrer-se ainda às condições necessárias
de segunda ordem para distinguir pontos óptimos de outros pontos regulares. Estas condições
recorrem a matrizes hessianas das funções. Note-se ainda que as condições necessárias para pro-
blemas convexos podem ser expressas sem derivadas, sendo neste caso denominadas condições de
ordem zero.
2.3.3 Convexidade e Questões Adicionais
Em muitos casos, a conclusão a retirar de um processo de optimização é que o ponto óptimo
encontrado é apenas um óptimo local. Um óptimo global pode ser determinado por procura
exaustiva de todo o domínio admissível ou provando que o problema é convexo, sendo que ambos
os procedimentos são computacionalmente exigentes. Se o problema for convexo, então um óptimo
local é também um óptimo global e as condições KKT necessárias de primeira ordem são também
suficientes [Arora 2007a]. Assim, um problema é convexo se a função f(x) for convexa no domínio
admissível R. Um conjunto de pontos é dito convexo se e só se para qualquer dois pontos do
domínio todo o segmento que une os dois pontos pertence também ao domínio. Verifica-se que
igualdades e desigualdades lineares definem sempre um domínio admissível convexo. Igualdades
não-lineares, em contrapartida, definem sempre domínios admissíveis não-convexos. Este tipo de
análise, no entanto, é normalmente complexo de utilizar, pelo que são necessários métodos mais
expeditos para verificar a convexidade de um domínio. Neste sentido, verifica-se que se todas as
funções que definem um domínio admissível forem convexas, então este é também convexo. Por sua
vez, uma função é convexa se e só se a sua matriz hessiana é pelo menos semidefinida positiva em
todo o domínio. Se uma função gi for convexa, o domínio definido por gi ≤ ei é também convexo,
para qualquer constante ei. Note-se que esta é uma condição suficiente, mas não necessária, sendo
possível uma função gi não-convexa conduzir ainda assim a um domínio convexo [Arora 2004].
É também importante salientar que os valores óptimos dos multiplicadores de Lagrange repre-
sentam a importância relativa das restrições respectivas sobre a função-objectivo. Para além disto,
em aplicações práticas, é comum afectar a função-objectivo e as restrições de um factor de escala
para evitar instabilidades numéricas, sendo importante verificar a sua relação com os multiplicado-
res de Lagrange. Considere-se um problema em que os valores-limite das restrições são zero. Seja
ei uma pequena variação no segundo termo da restrição gi. A perturbação no ponto óptimo será
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função de um vector e, com x∗ = x∗(e) e f = f(e). Como resultados destas funções implícitas
de e surgem as derivadas implícitas ∂f∂ei e o conceito de sensibilidade a variações nas restrições.
Assim, sejam x∗ um ponto regular e λ∗i os multiplicadores de Lagrange que satisfazem as condições
de KKT necessárias e suficientes para que x∗ seja um ponto de mínimo. Se para cada gi(x) = 0,
com i > p, se tiver λ∗i > 0, então a solução do problema modificado é uma função continuamente
diferenciável de e numa dada vizinhança de e = 0 e
∂f (x∗(0))
∂ei
= −λ∗i , i = 1, . . . ,m . (2.11)
Se estas condições não se verificarem, a derivada implícita expressa na equação 2.11 pode ainda
assim existir, apenas não se garante a sua existência. Esta equação permite estimar o custo de
uma determinada alteração no segundo termo da restrição i. O termo de primeira ordem da série
de Taylor da função-objectivo no ponto ei é dado por
f(ei) = f(0) +
∂f(0)
∂ei
ei , (2.12)
onde f(0) é o valor da função-objectivo com ei = 0. Recorrendo à equação 2.11 pode obter-se a
variação da função-objectivo, Δf , como
Δf = f(ei)− f(0) = −λ∗i ei . (2.13)
Mostra-se assim que o multiplicador de Lagrange associado a uma restrição do tipo ≤ deve ser não-
-negativo [Arora 2007a]. Esta afirmação pode ilustrar-se relaxando uma restrição de desigualdade
gi ≤ 0 com ei > 0, expandindo o domínio admissível do problema. Neste caso, o valor mínimo
da função-objectivo devia reduzir-se ainda mais ou manter-se inalterado, se com a alteração a
restrição deixasse de ser activa. No entanto, de acordo com a expressão 2.13, se λi ≤ 0 esta
alteração resultaria num aumento do valor da função-objectivo (Δf > 0).
A necessidade de normalizar a função-objectivo é comum em diversos problemas, procedendo-
-se usualmente à sua multiplicação por uma constante positiva. Apesar de esta alteração não
modificar o ponto óptimo, altera os multiplicadores de Lagrange para todas as restrições. Usando
as condições definidas na expressão 2.7, mostra-se que todos os multiplicadores de Lagrange são
também multiplicados pelo mesmo factor. Seja λ∗i o multiplicador associado à restrição gi no
problema original. Seja também a função-objectivo actualizada como f ′ = αf , com α > 0. O novo
multiplicador de Lagrange da condição gi no ponto óptimo passa a ser λ∗i
′ = αλ∗i , i = 1, . . . ,m.
Na prática, é usualmente útil normalizar também todas as restrições, especialmente por se tornar
complicado verificar quais as restrições mais severamente violadas sem normalização. Esta questão
é particularmente relevante se as restrições envolverem a avaliação de grandezas físicas, que podem
diferir de diversas ordens de grandeza e têm forçosamente de ser normalizadas para poderem
ser comparadas. Esta normalização é efectuada, à semelhança do referido anteriormente para
a função-objectivo, multiplicando as restrições por constantes positivas que as enquadrem numa
mesma escala numérica. Estas alterações não modificam o ponto óptimo ou a função-objectivo,
afectando apenas cada um dos multiplicadores de Lagrange. Recorrendo novamente à expressão 2.7
verifica-se que o multiplicador de uma restrição i é dividido pelo mesmo factor de escala. Assim,
o multiplicador associado à nova restrição g′i = βigi no ponto óptimo é definido por λ∗i
′ = λ∗i /βi,
i = 1, . . . ,m.
2.4 Métodos de Optimização
2.4.1 Conceitos Gerais
Existem inúmeros métodos de optimização, com diversas aplicações e diferentes níveis de comple-
xidade. Cada vez mais, com a evolução da capacidade computacional, também as ferramentas e
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algoritmos de optimização permitem a resolução de problemas mais complexos e de maiores di-
mensões. Os próprios métodos, com a crescente aplicação de metodologias de optimização, têm
sido alvo de constante evolução nas últimas décadas. Nesta secção faz-se uma abordagem genérica
sobre os conceitos essenciais dos algoritmos de optimização.
Os algoritmos iterativos na busca de mínimos globais e locais diferem nas suas propriedades de
convergência. No primeiro caso, são questões potencialmente críticas a dependência da trajectória
de convergência e a garantia da obtenção de um mínimo global a partir de um dado ponto inicial
arbitrário. A verificação deste tipo de convergência é chamada de análise de convergência global. Na
convergência local, analisa-se a velocidade na qual a sequência de pontos converge para a solução.
Neste caso, as propriedades mais relevantes de um algoritmo prendem-se essencialmente com a
sua velocidade de convergência por comparação com algoritmos alternativos. Esta comparação
faz-se ainda de acordo com outras características: (i) robustez, correspondente à capacidade de
um algoritmo produzir bons resultados em diferentes problemas ou configurações; (ii) eficiência,
traduzida no equilíbrio entre qualidade da solução e recursos consumidos; (iii) precisão associada
à solução, intimamente ligada à precisão do sistema computacional utilizado e da codificação
utilizada.
Os algoritmos de gradiente são possivelmente os mais comuns em optimização, apesar de ga-
rantirem apenas a convergência para óptimos locais visto as direcções de descida se tratarem de
propriedades locais e não globais [Rao 2009]. Estes algoritmos utilizam o seguinte procedimento
iterativo,
x(k+1) = x(k) + αkd
(k) , k = 0, 1, . . . (2.14)
k representa o número da iteração, x(k) é a estimativa de óptimo actual e αkd(k) constitui a
alteração que conduz à estimativa seguinte. Aqui, αk > 0 é a dimensão do passo de actualização
actual e d(k) a direcção de procura. O processo é iniciado numa estimativa inicial, o ponto x(0).
Os algoritmos de gradiente são classificados como métodos primais e métodos de transforma-
ção [Luenberger e Ye 2008]. Nos métodos primais, a direcção que define o vector d(k) é calculada
utilizando funções do problema e os seus gradientes no ponto xk. Diferentes algoritmos podem ser
gerados com base na forma como a direcção e o passo de actualização são calculados e em muitos
casos d é calculado resolvendo subproblemas lineares ou quadráticos. Os métodos primais têm três
vantagens significativas que tornam a sua utilização preferível numa grande parte dos problemas de
programação não-linear [Luenberger e Ye 2008]. Em primeiro lugar, como cada ponto gerado pelo
procedimento de busca é admissível, se o processo for terminado antes de se encontrar a solução (o
que acontece quase sempre por questões práticas), o ponto final é admissível também. Assim, este
ponto é válido, e provável e suficientemente próximo da solução óptima para ser considerado como
solução prática efectiva. Em segundo lugar, é usualmente garantido que se se conseguir gerar uma
sequência convergente, o ponto limite será pelo menos um mínimo local restringido. Finalmente,
a maior vantagem é que a maioria dos métodos primais não são sustentados por uma estrutura
especial do problema, como a convexidade, tornando-os aplicáveis a problemas de programação
não-linear genéricos. Estes métodos, no entanto, têm também desvantagens. Para além da necessi-
dade de se obter um ponto admissível inicial, têm dificuldades computacionais (especialmente para
problemas com restrições não-lineares) inerentes à necessidade de garantir que se mantém na região
admissível durante a evolução do processo. Alguns métodos podem ainda falhar na convergência
com condições de desigualdade, a menos que precauções elaboradas sejam previamente tomadas.
Nos métodos de transformação, por sua vez, um problema de optimização restringido é transfor-
mado numa sequência de problemas não-restringidos. As soluções dos problemas não-restringidos
convergem para a solução do problema inicial. Estes métodos incluem métodos de barreira e penali-
dade, incluindo ainda o lagrangiano aumentado e métodos de multiplicadores [Hestenes 1969,Arora
2004,Luenberger e Ye 2008]. Nos métodos de transformação, uma função transformada é construída
adicionando um termo de penalidade às violações de restrições na função-objectivo, resultando ge-
nericamente em F (x, r) = f(x) + P (g(x), r). Aqui, r é um escalar ou um vector de parâmetros de
penalidade, e P é uma função que impõe uma penalidade em função de r e das restrições. Refira-se
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ainda que algoritmos robustos respondem normalmente aos seguintes quatro passos: (i) lineari-
zação da função-objectivo e restrições no ponto actual; (ii) correcta definição do subproblema de
cálculo da direcção de procura; (iii) resolução deste subproblema; (iv) cálculo da dimensão do
passo de actualização na direcção de procura. Os subproblemas usados para determinar a direcção
de procura em cada iteração recorrem normalmente a gradientes das funções de restrição. Um
subproblema que utilize gradientes apenas de um subconjunto das restrições usa uma estratégia
de restrição potencial. Este subconjunto é composto por índices para restrições activas, aproxima-
damente activas e violadas, como, por exemplo, o conjunto de índices Ik no ponto xk,
Ik =
{
i | i = 1, . . . , p; i > p, (gi + ε) ≥ 0
}
, (2.15)
onde ε > 0 é um valor reduzido utilizado para classificar desigualdades como aproximadamente
activas. Note-se que as restrições de igualdade (i ≤ p) são incluídas neste subconjunto.
2.4.2 Métodos de Gradiente
Os métodos de gradiente são adequados para problemas de variáveis contínuas e funções diferen-
ciáveis. Estes incluem diversas metodologias, mostrando-se nesta secção os grupos mais relevantes
no contexto deste trabalho.
2.4.2.1 Linearização e Programação Linear Sequencial
Todos os métodos de busca começam com uma estimativa inicial do ponto óptimo, com base na
qual se inicia o processo iterativo. Este processo recorre à resolução de um subproblema para
melhorar a solução, obtido através da série de Taylor da função-objectivo e das restrições. Seja
x(k) a estimativa k e Δx(k) a alteração desejada. Em vez de Δx(k), são comummente usados uma
direcção de procura d(k) e um tamanho de passo calculado nessa direcção para determinar a nova
aproximação. O subproblema linearizado obtido, no ponto x(k), pode ser escrito como
min cTd , (2.16)
sujeito às igualdades linearizadas
(∇gj)Td = ej , j = 1, . . . , p , (2.17)
e às desigualdades linearizadas
(∇gj)Td ≤ ej, j > p e j ∈ Ik , (2.18)
com ej = −gj
(
x(k)
)
e c = ∇f (x(k)). Note-se que se utiliza na expressão 2.18 uma estratégia
de restrição potencial. No caso de não ser utilizada, pode usar-se um valor ε muito elevado na
definição do subconjunto Ik (vd. Eq. 2.15).
Como as funções das equações 2.16 a 2.18 são lineares relativamente às variáveis di, é possível
utilizar metodologias de programação linear na resolução em di. Estes métodos são chamados
de Programação Linear Sequencial (PLS). Note-se, no entanto, que este problema pode não ter
uma solução limitada. Assim, devem impor-se limites sobre as variações das variáveis. Estes são
normalmente designados de limites móveis (move limits) e podem ser expressos como
−Δi ≤ di ≤ Δi, i = 1, . . . , n , (2.19)
onde Δi traduz a variação máxima da variável di na iteração k. O problema continua a ser linear
em di, pelo que metodologias de programação linear continuam a poder ser utilizadas. A correcta
selecção destes limites em cada iteração, apesar de potencialmente complexa, é determinante na
eficácia do algoritmo de PLS.
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2.4.2.2 Programação Quadrática Sequencial
Os métodos de Programação Quadrática Sequencial (PQS) permitem contornar alguns inconveni-
entes da PLS. Neste caso, resolve-se um subproblema de programação quadrática para encontrar a
direcção de procura e usa-se uma função de direcção de descida para calcular o tamanho de passo
a utilizar nessa direcção. Define-se assim este subproblema como
min
[
cTd+
1
2
(dTHd)
]
, (2.20)
sujeito às restrições linearizadas 2.17 e 2.18. H é uma matriz n × n que aproxima a hessiana da
função lagrangiana. Diferentes definições do subproblema de programação quadrática originam
diferentes direcções de procura. Com base na direcção de procura determinada, procede-se à
minimização de uma função de direcção de descida para a determinação do tamanho de passo.
A função de direcção de descida, em problemas com restrições, é obtida adicionando à função-
-objectivo factores de penalidade para violações de restrições. Uma das propriedades das funções de
direcção de descida é terem o mesmo valor da função-objectivo no ponto óptimo. Adicionalmente,
o seu valor deve diminuir ao longo da direcção de procura em cada iteração, o que significa que a
direcção de procura deve ser uma função de direcção de descida para a função-objectivo.
2.4.2.3 Métodos de Penalidade e Lagrangiano Aumentado
Existe uma classe de métodos computacionais que transformam um problema com restrições num
problema não-restringido, permitindo a sua resolução como tal. Estes métodos designam-se por
técnicas de minimização sequencial não-restringida. O princípio base destas técnicas consiste em
combinar a dualidade do métodos de multiplicador com funções de penalidade (exterior) [Belegundu
e Chandrupatla 1999]. Este termo corresponde às funções de restrição multiplicadas por parâmetros
de penalidade. As penalidades vão sendo sequencialmente aumentadas e a função minimizada, até
que a variação na solução seja inferior a um determinado valor de tolerância.
Os métodos de penalidade e barreira são procedimentos que aproximam problemas de optimiza-
ção restringida com problemas não-restringidos. No caso dos métodos de penalidade a aproximação
é obtida adicionando à função-objectivo um termo que determine um custo elevado para a violação
de restrições. No caso dos métodos de barreira, adiciona-se um termo que favorece os pontos no
interior da região admissível face a pontos próximos da fronteira. Associado a estes métodos surge
um parâmetro c que determina o peso da penalização ou barreira, e, consequentemente, o nível de
aproximação do problema não-restringido ao problema original. Enquanto a função-objectivo pode
não ser localmente convexa, o problema penalizado torna-se localmente convexo para c suficiente-
mente elevado [Luenberger e Ye 2008]. Para um problema com n variáveis e m restrições, estes
métodos actuam directamente no espaço de dimensão n das variáveis (ao contrário dos primais
que actuam em num espaço com dimensão (n−m)) [Belegundu e Chandrupatla 1999,Luenberger
e Ye 2008]. Nestes métodos, é importante determinar (e controlar) o nível de aproximação do
problema não-restringido. É necessário verificar se com c → +∞ a solução do problema não-res-
tringido tende a convergir para a solução do problema original. Outra questão importante do ponto
de vista prático é a forma adequada de resolver um problema não-restringido quando a sua função-
objectivo contém um termo de penalidade ou de barreira. Este problema é bastante relevante, já
que à medida que c aumenta, com o intuito de fornecer uma boa aproximação, o problema tende
a tornar-se também menos favorável a uma correcta resolução numérica, originando problemas de
instabilidade e diminuindo as taxas de convergência em diversos algoritmos.
Os métodos de penalidade e de barreira têm grande utilidade. Do ponto de vista prático
fornecem formas simples de resolver problemas restringidos, que podem ser implementadas sem
programação demasiado sofisticada e possuem o mesmo nível de generalidade que os métodos
primais. Do ponto de vista teórico, têm a vantagem de poder condensar diversos tópicos da
teoria de optimização, incluindo multiplicadores de Lagrange, condições necessárias e diversos
tipos de algoritmo. Uma vantagem destes métodos é a possibilidade de utilizar algoritmos e
ferramentas de optimização não-restringida em problemas com restrições. Uma das desvantagens,
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no entanto, é que os parâmetros de penalidade podem tender para infinito para se obter um
óptimo, criando instabilidades numéricas. De modo a contornar esta limitação surge um outro tipo
de método que necessita apenas de penalidades finitas suficientemente elevadas, com os métodos
de lagrangiano aumentado, designados alternativamente como métodos de multiplicador. Estes
constituem uma das classes mais eficientes de métodos de programação não-linear correspondendo
a uma combinação de funções de penalidade com métodos de dualidade local. Para um problema
com restrições de igualdade, o lagrangiano aumentado pode ser definido como
L = f(x) +
p∑
i=1
λigi(x) +
1
2
c
p∑
i=1
g2i (x) . (2.21)
Do ponto de vista do método de penalidade, o lagrangiano aumentado, para um dado λ, é essenci-
almente a aplicação de uma função de penalidade quadrática ao problema definido no lagrangiano5
da equação 2.6. Note-se ainda que, do ponto de vista complementar da teoria de dualidade, o
lagrangiano aumentado é o lagrangiano da função objectivo f(x) (vd. Eq. 2.1, com j ≤ p) pena-
lizada. Como referido anteriormente, note-se que a adição da função de penalização não altera o
ponto óptimo ou os multiplicadores de Lagrange, mas tende a tornar a função convexa perto da
solução, teoricamente melhorando a convergência do método dual. Esta convexidade local permite
a resolução do problema através de um método iterativo em λ. O esquema iterativo [Luenberger
e Ye 2008] inicia-se com um valor λk, para o qual xk é calculado como o ponto de mínimo da
equação 2.21. De seguida, λ é actualizado de acordo com
λk+1 = λk + cg(x(λk)) . (2.22)
Uma das vantagens do lagrangiano aumentado é o facto de condições de desigualdade serem fa-
cilmente incorporadas [Luenberger e Ye 2008]. Assim, o lagrangiano aumentado, considerando
também condições de desigualdade, pode ser escrito como
L = f(x) +
⎧⎨⎩
p∑
i=1
λigi(x) +
1
2
c
p∑
i=1
g2i (x)
⎫⎬⎭ +
⎡⎣ 1
2c
m∑
i=p+1
[
(max {0, λi + cgi(x)})2 − λ2
]⎤⎦ , (2.23)
com a adição do último termo [Belegundu e Chandrupatla 1999]. Note-se que λi com i = 1 a
p são os multiplicadores de Lagrange para as restrições de igualdade, enquanto que para i > p
são multiplicadores de Lagrange para as restrições de desigualdade. Como referido anteriormente,
este método pressupõe, sequencialmente e a partir de valores iniciais para os parâmetros c e λi,
a minimização da função 2.23 e a actualização dos parâmetros. O processo é repetido até que os
critérios de óptimo sejam satisfeitos.
Note-se que os métodos duais são baseados na perspectiva de que são os multiplicadores de
Lagrange as variáveis fundamentais associadas ao problema restringido, sendo estes que controlam
o processo de convergência. Assim, os métodos duais não actuam directamente sobre os problemas
restringidos originais, mas sim um problema alternativo, o problema dual, cujas variáveis são os
multiplicadores de Lagrange do problema original. Num problema com n variáveis e p restrições
de igualdade, os métodos duais actuam no espaço p-dimensional dos multiplicadores. Como os
multiplicadores de Lagrange medem sensibilidades e têm frequentemente outras interpretações
significativas (como os custos associados a recursos de restrições), a determinação dos seus valores
pode ser de grande utilidade para o controlo da convergência ou a análise do comportamento do
objectivo [Belegundu e Chandrupatla 1999,Luenberger e Ye 2008].
2.4.3 Algoritmos Alternativos
Enquanto um problema de optimização com variáveis contínuas, de domínio não-vazio, tem uma
infinidade de pontos admissíveis, os problemas de variáveis discretas têm apenas um universo
5A designação de Lagrangiano Aumentado surge a partir da adição do termo de penalidade ao problema lagran-
giano inicial [Belegundu e Chandrupatla 1999].
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finito de potenciais soluções. No entanto, o processo de optimização pode tornar-se mais oneroso
devido à ausência de condições de óptimo para orientar o processo [Arora 2004]. Nestes casos,
é comum testar a definição de ponto óptimo recorrendo aos pontos disponíveis e à equação 2.4.
Diversos métodos melhoram a eficiência deste processo recorrendo a abordagens estocásticas ou
regras heurísticas.
Existem também diversas abordagens a problemas mistos, de variáveis discretas e contínuas.
As metodologias adoptadas dependem naturalmente das características das variáveis, das funções
utilizadas e do tipo de problema em análise. Note-se ainda que alguns destes métodos são utilizados
em versões relaxadas de problemas de variáveis discretas (e.g. optimização topológica estrutural).
Os métodos de resolução de problemas envolvendo variáveis discretas podem dividir-se em dois
grupos [Arora 2007a]: (i) métodos de enumeração, implícita ou explícita (e.g. branch and bound
algorithms), e (ii) métodos estocásticos ou evolucionários (e.g. algoritmos genéticos e recozimento
simulado) [Ramos e Leal 2002,Foley 2007,Vasan e Raju 2009]. A título de exemplo destacam-se os
algoritmos evolucionários como um conjunto de metodologias que se têm revelado ferramentas de
elevada utilidade em diversas aplicações de engenharia. Estes métodos enquadram-se nas metodo-
logias de procura estocástica e simulam fenómenos presentes na natureza, como o comportamento
de animais (e.g. ant colony ou particle swarm) ou princípios de selecção natural (e.g. algoritmos
genéticos). Esta aproximação ao tipo de resposta apresentado por sistemas naturais procura ob-
ter níveis semelhantes de robustez e adaptabilidade, dando a este tipo de métodos uma grande
variedade de aplicações. Os algoritmos evolucionários funcionam pela geração de populações de
potenciais soluções, em detrimento de soluções individuais, orientando a seu processo de evolução
no sentido do óptimo. Actualmente, a metodologia mais comum na corresponde aos algoritmos
genéticos [Costa et al. 1999, Ramos e Leal 2002]. Neste caso, em cada iteração é gerada uma
nova população (geração) por combinação das características (genes) mais favoráveis da geração
anterior. Estas características, para cada indivíduo, traduzem-se na codificação (e.g. codificação
binária) de um array de parâmetros (cromossoma) a serem avaliados pela função-objectivo de
modo a traduzir a robustez do indivíduo. A robustez média da população é melhorada em cada
geração. Uma vantagem desta metodologia é o facto de não necessitar do cálculo de derivadas
das funções envolvidas. O processo é normalmente iniciado com um conjunto de pontos gerados
aleatoriamente, correspondentes a uma população de indivíduos com diferentes códigos genéticos
(i.e. arrays de parâmetros). Estes são avaliados de acordo com a sua robustez, escolhendo-se
os indivíduos cuja qualidade genética deve influenciar a geração seguinte. A nova geração nasce
pela manutenção de indivíduos de robustez elevada e da actuação de operadores específicos do
método. Qualquer implementação de algoritmos genéticos tem pelo menos os operadores de (i)
cruzamento ou reprodução e (ii) mutação [Ramos e Leal 2002]. No cruzamento ou reprodução,
os indivíduos seleccionados trocam parte do seu código genético, com uma probabilidade variável
de acordo com a imposição de alguma aleatoriedade e a robustez de cada indivíduo envolvido.
Note-se que esta troca pode ser efectuada de diversas formas, dependendo da implementação e do
problema em análise. A mutação, por sua vez, consiste na alteração aleatória de um ou mais genes
de um cromossoma, e é utilizada com probabilidades normalmente baixas. A evolução do processo
geral leva à progressiva eliminação dos indivíduos mais fracos. A mutação, contudo, permite for-
çar o surgimento de pontos diferentes no domínio admissível, levando à exploração de diferentes
alternativas. O algoritmo tem um critério de paragem associado, de modo a que seja considerada
como última geração aquela a partir da qual já não se conseguem melhorias de robustez ou o cujo
número corresponda a um limite predefinido. Considera-se como óptimo o indivíduo mais robusto
desta última geração. Refira-se que uma das principais complexidades deste método assenta no
equilíbrio entre o número de indivíduos da população, o número e a complexidade das variáveis cuja
codificação conduz ao código genético analisado, e o esforço computacional exigido pela avaliação
de cada indivíduo.
Salienta-se ainda o facto de, em algumas aplicações, ser necessário encontrar a solução global de
um problema de optimização em detrimento de soluções locais. Exceptuando-se o caso de proble-
mas convexos, não existem condições matemáticas que permitam determinar se um óptimo local
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é também um óptimo global. Definir um correcto critério de paragem para um algoritmo de op-
timização global torna-se assim uma tarefa complexa. Normalmente aceita-se como óptimo global
a melhor solução obtida depois de se executar um algoritmo um número de iterações suficiente.
Note-se que o esforço computacional associado a esta estratégia aumenta de forma evidente com o
o número de variáveis, pelo que a eficiência de um processo de optimização global é um factor de
extrema importância. Refira-se de antemão que, em problemas não-diferenciáveis e problemas com
variáveis discretas ou mistas, os métodos estocásticos ou evolucionários referidos anteriormente
podem ser utilizados com sucesso numa grande variedade de problemas. Uma das suas vantagens
assenta na possibilidade de procura por todo o domínio admissível [Alba et al. 2009]. Em termos
gerais, os métodos de optimização global são tipicamente métodos determinísticos, de busca exaus-
tiva do domínio admissível ou métodos estocásticos, que, por definição, dependem essencialmente
de processos aleatórios para a procura de óptimos globais [Arora 2007a].
2.4.4 Optimização Multiobjectivo
A optimização simultânea de múltiplas funções-objectivo é comum em diversas aplicações práti-
cas, conduzindo a metodologias multiobjectivo6. Estes problemas são normalmente transformados
num problema com uma única função-objectivo por combinação linear das funções individuais das
funções-objectivo. Abordando novamente um problema geral de minimização, agora como um
problema multiobjectivo, define-se o vector de funções-objectivo
f(x) =
{
f1(x), f2(x), . . . , fk(x)
}
, (2.24)
composto por k funções-objectivo. Em problemas de optimização com um único objectivo, os
métodos utilizados fornecem mínimos locais para a função-objectivo no domínio admissível R. Se
todos os mínimos locais forem encontrados, torna-se possível identificar um mínimo global. Em
optimização multiobjectivo, o problema torna-se mais complexo e conduz normalmente a mais
que uma solução. Na realidade, dificilmente um ponto óptimo x∗ corresponde à minimização de
todas as funções-objectivo, criando alguma ambiguidade no conceito de optimização multiobjec-
tivo [Turevsky e Suresh 2011]. Como as diferentes funções conduzem frequentemente a conflitos e
a soluções de compromisso, pode existir uma infinidade de pontos óptimos, conduzindo ao conceito
de Óptimo de Pareto7 [Grierson 2008]. Define-se então um ponto x∗ como um sendo óptimo de
Pareto se e só se não existir outro ponto x ∈ R tal que f(x) ≤ f(x∗) com pelo menos uma função
fi(x) < fi(x
∗), i.e. se nenhum ponto permitir a redução do valor de uma função-objectivo sem
aumentar outra. Um vector de funções-objectivo f◦ é denominado de ponto ideal ou utópico se
cada f◦i for óptimo da função-objectivo fi. O ponto ideal é um ponto único no espaço de critérios,
obtido pela minimização isolada de cada função-objectivo. Cada minimização resulta num ponto
do espaço admissível de variáveis e num valor da função-objectivo correspondente. Note-se que
este ponto é normalmente existente apenas no espaço de critérios e não no espaço de variáveis,
já que dificilmente a minimização isolada das funções objectivo conduz ao mesmo ponto neste es-
paço. Por esta razão, o ponto escolhido como óptimo corresponde a uma solução de compromisso,
seleccionado segundo um critério escolhido a priori. Estes conceitos são ilustrados na figura 2.1.
Os problemas multiobjectivo têm uma infinidade de soluções, correspondentes a regiões óptimas
de Pareto (e.g. com duas funções-objectivo obtém-se uma curva bidimensional de Pareto). Neste
sentido, pode ser necessário calcular toda a região óptima de Pareto ou uma parte representativa
da mesma. Esta região é normalmente obtida por variação de parâmetros de controlo, utilizados
de forma a que as diversas funções-objectivo sejam uma contribuição para uma função-objectivo
6É também comum classificar metodologias multiobjectivo como multicritério ou problemas de optimização
vectorial.
7O conceito de óptimo ou eficiência de Pareto surge inicialmente no domínio da economia, com os estudos
de Vilfredo Pareto sobre a utilidade simultânea de diferentes agentes económicos. Neste sentido, Pareto refere a
impossibilidade de, em pontos de equilíbrio, incrementar a utilidade de uma entidade sem prejudicar outra [Pareto
1896].
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(a)
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f1/f1,k=0
(b)
Figura 2.1: Representação esquemática (a) da fronteira de Pareto e linha de utopia (f◦) e (b)
normalização das funções-objectivo.
global escalar. Refira-se ainda que os diferentes métodos utilizados podem permitir o cálculo de
regiões incompletas ou completas de Pareto, podendo, neste último caso, resultar em óptimos
não-Pareto [Messac e Mullur 2007].
A abordagem mais comum a esta questão corresponde a uma metodologia de soma ponderada
das diversas funções-objectivo. Cada função-objectivo fi é ponderada com um factor de peso
wi > 0, resultando na função-objectivo composta
F =
k∑
i=1
wifi(x) . (2.25)
As funções-objectivo são usualmente normalizadas antes de serem ponderadas, especialmente se
traduzirem grandezas físicas diferentes. Os pesos devem traduzir a importância relativa dos dife-
rentes objectivos envolvidos, mas podem ser manipulados de diferentes formas. Por um lado, a
sua definição pode depender do utilizador (ou programador), de modo a traduzir a ponderação
pretendida. Por outro lado, podem ser sistematicamente variados no sentido de obter diferentes
óptimos e consequentemente se poder construir regiões óptimas de Pareto. Note-se que existem
diversas variações desta metodologia, nomeadamente minimizando o desvio entre as soluções e os
pontos de utopia.
2.5 Optimização em Cálculo Estrutural
Nas suas variadas formas, especialmente em termos empíricos, a optimização estrutural (Structural
Optimisation – SO) é uma temática antiga em engenharia. Esta designa usualmente a optimização
de estruturas em engenharia com vista a obter o melhor compromisso entre características como
rigidez, peso ou custo. No entanto, a primeira abordagem orientada para uma avaliação científica
de problemas de optimização estrutural é atríbuida a Maxwell [Maxwell 1870] e posteriormente
a Michell [Michell 1904]. Numa abordagem essencialmente associada a problemas de engenharia
civil, Maxwell estudou formas de projectar uma ponte utilizando o mínimo de material. Assim,
recorreu a conceitos de teoria de elasticidade para estudar a distribuição ideal de material num
domínio infinito, sujeito a carregamentos e apoios. Com base na análise dos campos de tensões
obtidos, Maxwell sugeriu que uma estrutura óptima seria constituída por elementos discretos tipo
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barra (estruturas articuladas) orientados segundo as direcções principais do campo de tensões ob-
tido. Nestas direcções, os elementos estariam sujeitos apenas a tensões normais, sem componentes
de corte. Esta abordagem foi mais tarde retomada por Michell, aplicada à obtenção de estruturas
óptimas com minimização de material. Um exemplo deste tipo de estrutura pode ver-se na figura
2.2 [Michell 1904,Rozvany 1998], neste caso para uma viga encastrada e um carregamento pontual
(Michell-cantilever). Estas estruturas são frequentemente utilizadas como benchmarks analíticos
para optimização topológica de estruturas reticuladas ou limites teóricos para problemas de opti-
mização topológica bidimensionais quando o volume tende para 0 [Rozvany 1998].
Figura 2.2: Exemplo de estrutura reticulada de Michell (Michell-cantilever).
Estes resultados, essencialmente por questões práticas de fabrico, foram considerados demasi-
ado académicos e apenas abordados de novo mais tarde [Silva 2010]. A análise computacional do
comportamento estrutural surge a partir dos anos 1960 [Schmit 1960], com o crescimento do Mé-
todo dos Elementos Finitos (MEF) [Zienkiewicz e Taylor 1989]. Inicialmente as aplicações incidiam
sobre estruturas discretas, essencialmente articuladas, actuando sobre as secções transversais dos
elementos. As variáveis utilizadas foram gradualmente generalizadas para parâmetros geométricos
de vigas ou placas, mantendo a vantagem de poderem ser manipuladas sem influenciar a malha ini-
cial de elementos finitos (ground structure). Numa fase inicial mais ligados à indústria aeronáutica,
surgem mais tarde diversos algoritmos de optimização com aplicações cada vez mais abrangentes.
Na década de 80, com a evolução de sistemas computacionais e o surgimento de programas comer-
ciais de simulação numérica, as ferramentas de optimização tornam-se mais comuns e, nas suas
diversas formas, são aplicadas em inúmeras áreas científicas e de engenharia. O foco da optimi-
zação estrutural foi gradualmente actuando também sobre a forma (geometria) ou topologia das
estruturas, exigindo reconfiguração da malha ou alteração das porções efectivamente disponíveis de
material. Esta migração acarretou também a necessidade de lidar com um número normalmente
muito elevado de variáveis de optimização, associado a um custo computacional muito elevado de
cada avaliação das funções-objectivo.
Note-se ainda que grande parte dos problemas de optimização estrutural são formulados como
problemas contínuos, mas existe também um elevado interesse em optimização de variáveis dis-
cretas. Estas tendem a dividir-se em duas categorias: aquelas que são efectivamente contínuas,
mas disponíveis em conjuntos limitados (e.g. aplicações em engenharia civil, com elementos es-
truturais normalizados); aquelas cuja definição inicial é discreta (e.g. distribuição topológica de
material) [Haftka e Sobieszczanski-Sobieski 2001].
2.5.1 Tipos de Optimização Estrutural
De acordo com o que se referiu anteriormente, é comum dividir a optimização estrutural em três
abordagens fundamentais: optimização dimensional ou paramétrica, optimização topológica e op-
timização de forma [Silva 2010]. Na figura 2.3 mostra-se uma ilustração geral destes tipos de
optimização.
Na optimização paramétrica ou dimensional, as variáveis de projecto são parâmetros relevantes
em termos do comportamento de uma estrutura. Tipicamente, estes são parâmetros de definição
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(a) (b) (c)
Figura 2.3: Representação esquemática das abordagens comuns em optimização estrutural: (a)
optimização paramétrica, (b) optimização de forma e (c) optimização topológica.
de secção transversal, dimensões isoladas, parâmetros constitutivos, etc. Neste sentido, a optimi-
zação paramétrica mistura-se muitas vezes com a optimização de forma. A optimização de forma
permite alterar a geometria de uma estrutura de modo a se obter a configuração óptima. As va-
riáveis de projecto são normalmente coordenadas de pontos relevantes ou parâmetros de definição
geométrica. Actualmente, uma das abordagens mais comuns, especialmente quando complementa-
das com algoritmos de geração de malha, é a manipulação de coeficientes de curvas representativas
da geometria de uma peça (e.g. splines ou NURBS8). Na optimização topológica, por sua vez, a
função-objectivo é optimizada manipulando a topologia da estrutura dentro de um domínio pos-
sível. Essencialmente, este tipo de optimização estrutural corresponde a distribuir o material no
interior do domínio de modo a responder da melhor forma à função que se quer maximizar e às
diversas restrições associadas. As variáveis utilizadas, variáveis de densidade ou magnitude das
propriedades em análise, permitem oscilar entre diferentes fases de material ou simplesmente va-
zio. A temática da optimização topológica é um dos pontos essenciais deste trabalho, pelo que será
retomada em detalhe no decorrer deste documento.
8As NURBS, Non-Uniform Rational Basis Spline, resultam de um modelo matemático usado habitualmente em
gráficos gerados por computador que permite a representação de curvas e superfícies com grande flexibilidade e
precisão, e são uma generalização não-uniforme de curvas Bézier.
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Capítulo 3
Conceitos Gerais de Cálculo Paralelo
Descrevem-se alguns conceitos relevantes em computação paralela e
distribuída. Resumem-se as principais arquitecturas de computação,
procedimentos de programação e análise de desempenho.
3.1 Introdução
A necessidade de sistemas de computação paralela prende-se com a resolução de aplicações com re-
quisitos de grande capacidade de processamento, seja pelo volume de dados seja pela complexidade
dos problemas associados. Muitos problemas de engenharia, especialmente no que diz respeito à
simulação numérica, são de tal forma exigentes em termos de recursos que a utilização de apenas
uma máquina convencional se torna inviável.
Em termos genéricos, a computação paralela pode ser definida como sendo a resolução mais
rápida de uma tarefa, recorrendo à utilização simultânea de múltiplos processadores [Leopold 2001],
que comunicam e cooperam para a redução dos tempos de processamento [Almasi e Gottlieb 1994].
Estes sistemas podem ser classificados segundo diferentes arquitecturas e a comunicação efectuada
segundo diferentes protocolos. O processamento e a sua avaliação, por sua vez, obedecem a certos
conceitos e parâmetros, como é exposto nas secções que se seguem.
Desde o primeiro computador digital electrónico de aplicação geral que podem ser identificadas
cinco gerações distintas de hardware: tubos de vácuo (1939–1950), díodos e transístores (1950–
1960), circuitos integrados em pequena, média e grande escala – SSI (Small-Scale Integration),
MSI (Medium-Scale Integration) e LSI (Large-Scale Integration) – (1960–1970), circuitos integra-
dos em muito alta escala – VLSI (Very-Large-Scale Integration) – (1970–1990) e ultraescala –
VLSI (Ultra-Large-Scale Integration) – (1990– *) [Noor 1997]. Destaca-se o surgimento dos circui-
tos VLSI, trazendo formatos mais compactos e conduzindo simultaneamente a maior complexidade
e à redução de custos. Este foi um factor determinante no desenvolvimento de sistemas computa-
cionais, quer no que diz respeito a arquitecturas de computação paralela quer a máquinas de von
Neumann (vd. Sec. 3.2.1) [Palin 2007].
Note-se que também a evolução das redes de comunicação possibilita um aumento da eficiência
e fiabilidade das ligações entre computadores, trazendo grandes benefícios no desenvolvimento
de sistemas paralelos e distribuídos. Assim, outros autores [Grama et al. 2003] fazem a divisão
cronológica da evolução dos sistemas computacionais da seguinte forma: batch era, processamento
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em lotes de cartões perfurados; time-sharing era, com a possibilidade de mais que um utilizador
utilizar um dado computador; desktop era, com a democratização dos computadores pessoais; a
network era, com a evolução da comunicação em rede e consequente influência nos paradigmas de
processamento e cooperação.
É ainda comum a divisão histórica do processamento segundo duas fases: de processamento
sequencial e de processamento paralelo [Palin 2007]. Em qualquer caso, a sequência de evolução em
termos de computação começa no desenvolvimento de arquitecturas físicas, seguido do desenvolvi-
mento de software de sistema (especialmente compiladores e sistemas operativos). Surgem depois
as aplicações e atinge-se o ponto de saturação com o seu crescimento na aplicação em sistemas e
plataformas dedicadas de resolução de problemas. Por sua vez, todos estes sistemas passam por 3
fases: I&D, comercialização e chegada a produto de consumo geral (commodity). Note-se que, inde-
pendentemente dos critérios utilizados, todas as análises da evolução dos sistemas computacionais
convergem na tendência para obter elevados desempenhos e capacidade de processamento recor-
rendo a agregados de unidades de processamento com algum tipo de processamento cooperativo
via rede.
Salienta-se o facto de existir ainda alguma ambiguidade na utilização de designações como com-
putação paralela, distribuída ou concorrente, especialmente no caso dos dois primeiros. Um dado
sistema pode ser simultaneamente classificado de paralelo e distribuído, dependendo da abordagem
ou do paradigma de programação e desenvolvimento utilizado. Neste trabalho, o termo paralelo
é assumido como a forma mais interactiva e dependente de processos de um sistema distribuído,
onde existe comunicação entre os fluxos de tarefas durante a sua execução. Um sistema distribuído
será, em termos genéricos, um sistema em que os diferentes processos paralelos são executados de
forma independente, contribuindo, no final de um dado fluxo de instruções, com a sua parte para a
resolução de um problema global. O termo concorrente é genericamente aplicado a processos que
sejam executados em simultâneo.
Em termos de computação científica, o cálculo paralelo vai gradualmente assumindo um papel
de crescente importância. Ao mesmo tempo que os modelos utilizados vão evoluindo, tornando-se
mais sofisticados e detalhados, os tempos de execução tendem muitas vezes a aumentar também,
apesar dos avanços na tecnologia de hardware [Rajan et al. 2004]. Note-se, no entanto, que
os avanços têm ocorrido também ao nível do poder de computação em termos de algoritmia. À
medida que o hardware foi evoluindo, também evoluiu o potencial para o desenvolvimento de estra-
tégias e algoritmos de cálculo mais eficientes [Houstis e Rice 2000]. Todos estes avanços são ainda
acompanhados pelo desenvolvimento de sistemas operativos, ferramentas de gestão e compiladores,
contribuindo em conjunto para o crescimento dos recursos efectivos disponíveis para computação.
Tudo isto contribuiu, em métodos computacionais em engenharia, para permitir a resolução de
problemas de elevada dimensão, quer pelo número de graus de liberdade quer, por exemplo, em
optimização, pelo número de variáveis de projecto envolvidas [Oden 2003]. Todos estes avanços, no
entanto, não garantem o melhor desempenho dos métodos de resolução dos problemas. O desempe-
nho de uma análise pelo método dos elementos finitos, por exemplo, é função de diversos factores:
(i) a possibilidade e a eficiência de partição do problema em subdomínios; (ii) a estrutura de dados
e algoritmos; (iii) a eficiência dos algoritmos utilizados no processamento de matrizes esparsas;
(iv) a eficiência dos métodos de resolução iterativos; (v) a eficiência dos algoritmos utilizados ao
nível das comunicações, especialmente com o aumento do número de subdomínios envolvidos [Ra-
jan et al. 2004]. Estas limitações, juntamente com alguma inércia na exploração do potencial
computacional actualmente disponível [Oden 2003], leva a que o número de trabalhos de métodos
computacionais em engenharia utilizando explicitamente cálculo paralelo sejam comparativamente
poucos. No entanto, nas últimas décadas, diversos autores têm investido no desenvolvimento de
códigos e aplicações com cálculo paralelo em diversas áreas [Kayvantash e Thierauf 1991,Storaasli
et al. 1993,Brown et al. 2000, Sonzogni et al. 2002,Yoshimura et al. 2002,Har e Fulton 2003,Rus
et al. 2003,Tai e Zhao 2003,Chung et al. 2006,Tezduyar e Sameh 2006]. Em particular, em optimi-
zação estrutural, desde os anos 80/90 que alguns autores recorrem ao cálculo paralelo na resolução
de problemas [Sikiotis e Saouma 1988, El-Sayed e Hsiung 1991,Xicheng e Guixu 1992,Hsiung e
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El-Sayed 1993]. Na última década, surgem ainda aplicações de optimização topológica em cálculo
paralelo, para problemas de elevadas dimensões [Borrvall 2001,Kim et al. 2004,Vemaganti e La-
wrence 2005,Mahdavi et al. 2006,Evgrafov et al. 2008,Wuppalapati et al. 2008,Coelho et al. 2011a].
3.2 Conceitos Gerais
3.2.1 Arquitecturas e Redes em Computação Paralela
As diferentes arquitecturas de computação paralela podem ser classificadas de acordo com diferen-
tes aspectos. Destacam-se, por exemplo, o modelo de controlo, o tipo de processador, o modelo de
memória ou a topologia da rede de comunicações. No entanto, a enorme diversidade de arquitec-
turas existentes impossibilita uma classificação universal, pelo que várias taxionomias têm vindo
a ser propostas [Feng 1972, Shore 1973,Händler 1977,Hwang e Briggs 1984,Basu 1987,Hockney
1987,Johnson 1988,Snyder 1988,Skillicorn 1988,Duncan 1990,Dasgupta et al. 1990,Krishnamurthy
1990,Martin et al. 1991,Almasi e Gottlieb 1994]. A taxonomia mais difundida foi desenvolvida
em 1966 por Flynn [Flynn 1966,Flynn 1972]. De acordo com este autor, as arquitecturas com-
putacionais classificam-se com base na relação existente entre fluxos de dados e fluxos de instru-
ções1. Desta classificação resultam as seguintes categorias: Single Instruction stream/Single Data
stream (SISD), Single Instruction stream/Multiple Data streams (SIMD), Multiple Instruction stre-
ams/Single Data stream (MISD) e Multiple Instruction streams/Multiple Data streams (MIMD).
A categoria SISD corresponde, normalmente, a computadores sequenciais de um processador (má-
quina de von Neumann). Neste caso, um único fluxo de instruções é executado sequencialmente
sobre um único fluxo de dados. Existem, no entanto, sistemas SISD paralelos [Hlavička 1997].
Por sua vez, nos computadores paralelos SIMD, várias unidades de processamento (UP) executam
um dado fluxo de instruções sobre diferentes fluxos de dados. Estas instruções são executadas
de modo sincronizado, de acordo com uma única unidade de controlo (UC). Com muito poucos
exemplos existentes, os computadores MISD são compostos por múltiplos processadores que exe-
cutam diferentes fluxos de instruções sobre um único fluxo de dados. A maioria dos computadores
paralelos actuais (e.g. os clusters) pertencem, no entanto, à categoria MIMD. Neste caso, os siste-
mas de computação paralela são constituídos por múltiplos processadores que executam, de forma
independente, diferentes fluxos de instruções sobre diferentes fluxos de dados.
A taxonomia de Flynn, no entanto, apresenta algumas limitações, especialmente pelo facto
de não ser abrangente o suficiente para incluir alguns dos tipos de computador moderno. Es-
sencialmente, o problema advém do facto de existirem arquitecturas cujo controlo não se baseia
exclusivamente no modelo feito por uma sequência de instruções, segundo o modelo de von New-
mann. Para além de classes que não são abrangidas pela taxonomia de Flynn, este modelo também
se torna demasiado limitativo ao não hierarquizar as diferentes arquitecturas de cada classe. Aten-
dendo a tudo isto, surge a taxonomia de Duncan [Duncan 1990] como modelo mais abrangente
para a classificação de arquitecturas paralelas [Pinho-da-Cruz 2007]. Por um lado, a taxionomia
de Duncan exclui as arquitecturas em que o paralelismo se baseie exclusivamente em mecanismos
de baixo nível (e.g. pipelining2 de instruções), essencialmente pelo facto de ser um mecanismo de
paralelismo comum à maioria dos computadores actuais. Adicionalmente, mantêm-se as principais
classes de Flynn — SIMD e MIMD —. Assim, a taxonomia de Duncan pode resumir-se da seguinte
forma [Pinho-da-Cruz 2007]:
1O fluxo de instruções é a “sequência de instruções executadas pela máquina” e o fluxo de dados é a “sequência
de dados utilizada pelo fluxo de instruções” [Flynn 1966].
2Pipelining é uma técnica em que se sobrepõe a execução de várias instruções. Enquanto que num processo sem
pipeline uma instrução é executada apenas após se completar a anterior, num processo com pipeline uma instrução
é dividida em etapas, começando uma instrução a ser executada logo que se complete a primeira etapa da instrução
anterior, resultando assim numa diminuição do tempo de execução necessário.
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• Síncrona
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
· Processador vectorial
· SIMD
⎧⎪⎪⎪⎪⎩ · Array de processadores· Processadores associativos
· Array sistólico
• Assíncrona
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
· MIMD
⎧⎪⎪⎪⎩ · Memória partilhada· Memória distribuída
· Paradigma MIMD
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
· MIMD/SIMD
· Arquitectura de fluxo de dados
· Arquitectura de redução
· Array de frente de onda
Distinguindo as principais classes, refira-se que numa máquina paralela síncrona os processa-
dores executam, com base num relógio global, a mesma instrução em simultâneo. Esta categoria
subdivide-se em processador vectorial [Hintz e Tate 1972,Watson 1972], máquina SIMD [Thurber
e Wald 1975,Yau e Fung 1977,Hwang e Briggs 1984] e array sistólico [Kung e Leiserson 1979]. Em
contrapartida, nas arquitecturas assíncronas os vários processadores executam, num determinado
instante, diferentes instruções. Esta categoria é constituída pelas arquitecturas MIMD e paradigma
MIMD. A classe MIMD coincide com a arquitectura homónima de Flynn, i.e. computadores com
múltiplos processadores que executam, simultânea e independentemente, diferentes fluxos de ins-
truções sobre distintos fluxos de dados. O paradigma MIMD consiste numa classe de máquinas
que, embora funcionem de modo assíncrono com múltiplos fluxos de instruções e dados (MIMD),
apresentam modelos de controlo de execução que não se baseiam no fluxo de instruções. Esta classe
subdivide-se nas arquitecturas MIMD/SIMD [Lipovski e Malek 1987], de fluxo de dados [Trelea-
ven et al. 1982,Watson e Gurd 1982], de redução [Treleaven et al. 1982] e no array de frente de
onda [Kung et al. 1987].
Um outro ponto-chave em processamento paralelo diz respeito às redes que permitem a comuni-
cação entre os diferentes processos. A topologia destas redes, assim como a sua gestão, determina
a forma e a eficiência das ligações entre os nós. Algumas das noções utilizadas na caracterização
das topologias de rede consistem no grau de um nó, na distância entre nós e no diâmetro da rede.
Dois nós dizem-se vizinhos se existe uma ligação directa entre eles, ou seja, se existir uma ligação
sem nós intermédios. O grau de um determinado nó corresponde ao número de vizinhos que este
possui. A distância entre dois nós corresponde ao número de ligações que definem o caminho mais
curto que os une. A distância máxima entre dois nós quaisquer define o diâmetro da rede. Adicio-
nalmente, convém definir a conectividade de uma topologia, correspondente à razão entre o número
de ligações e o número de nós. A largura de banda3, por sua vez, corresponde à taxa máxima de
transferência de informação através da rede de interligação [Hennessy e Patterson 2002].
As redes de interligação podem ser estáticas ou dinâmicas. As redes estáticas mantêm a con-
figuração das suas ligações invariante durante a execução de um programa. Por outro lado, as
redes dinâmicas não possuem uma topologia fixa, adaptando-se dinamicamente de acordo com as
necessidades de transferência de dados [Pinho-da-Cruz 2007]. As topologias de rede estática mais
comuns em sistemas paralelos são em anel, em anel cordal, de malha totalmente ligada, em estrela,
de malha bidimensional e de hipercubo. Estas encontram-se representadas esquematicamente na
figura 3.4. Pode verificar-se que o grau de nó pode ser constante, como, por exemplo, no caso
da rede em anel, ou variar de acordo com o número de nós da rede, como é o caso da topolo-
gia de rede em estrela. Cada ligação efectuada por um nó necessita da existência de uma porta,
3Do inglês: bandwidth.
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(a) (b) (c)
(d) (e) (f)
Figura 3.1: Representação esquemática das topologias mais comuns de rede estática: (a) em anel,
(b) em anel cordal, (c) de malha totalmente ligada, (d) em estrela, (e) de malha bidimensional e
(f) de hipercubo.
pelo que as redes com graus de nó mais reduzidos se tornam menos dispendiosas economicamente.
Adicionalmente, a escolha de topologia deve ser coerente com o padrão de comunicações utilizado
no sistema de computação paralela em causa. Em condições ideais, o grau de uma rede estática
seria igual a N − 1 graus de nó, sendo N o número total de nós, e o diâmetro igual a 1. As
diferentes topologias oferecem diferentes compromissos entre estes factores. No extremo inferior
em termos de conectividade, aparece a rede de anel, com uma conectividade reduzida. Neste caso,
além de um grau de nó constante (e igual a 2), tem um diâmetro que aumenta proporcionalmente
ao número de nós, podendo, atendendo ao reduzido número de caminhos redundantes, originar
problemas de comunicação no caso de falhas em algum dos ramos de comunicação. A inclusão de
caminhos redundantes tende para a criação de um anel cordal e, no limite, de malha totalmente
ligada. Neste caso, apesar da complexidade e custos elevados, a conectividade aumenta com o
número de nós e o diâmetro é sempre mínimo. A topologia de hipercubo acaba por ser um bom
compromisso entre as topologias de anel e totalmente ligada. Neste caso, o diâmetro de rede e o
grau de nó crescem logaritmicamente com o número de nós. Estas três redes apresentam simetria
nodal, o que significa que a rede é vista de igual modo por qualquer dos nós. Assim, não existem
nós privilegiados, que tendem a propiciar estrangulamentos de comunicação. Um exemplo de nó
privilegiado é o nó central da rede em estrela [Pinho-da-Cruz 2007].
No que diz respeito às redes dinâmicas, estas consistem, em termos gerais, no barramento (bus)
partilhado ou em sistemas de interligação centrais cuja estrutura é configurável por meio de múl-
tiplos comutadores que permitem estabelecer ligações entre quaisquer nós [Hennessy e Patterson
2002]. As redes dinâmicas crossbar switch e multistage switch (multietapa) constituem dois exem-
plos de sistemas de interligação centralizados [Pinho-da-Cruz 2007]. No barramento partilhado,
ilustrado na figura 3.2(a), onde P representa uma unidade de processamento e M representa uma
unidade de memória, a comunicação pode ser feita directamente entre dois nós, sendo o diâme-
tro de rede igual a 1. Uma das grandes limitações deste tipo de rede surge pelo facto de não
ser possível haver comunicações simultâneas para diferentes pares de nós, sendo necessário que o
acesso de um nó emissor à rede seja exclusivo deste, o que pode elevar ao estrangulamento das
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comunicações [Murdocca e Heuring 2000,Hennessy e Patterson 2002]. A este fenómeno, em que
dois nós concorrem para o acesso ao barramento dá-se o nome de contenção e leva à diminuição
da largura de banda efectiva disponível para cada nó [Murdocca e Heuring 2000]. Outra limitação
deste tipo de rede é a falta de caminhos redundantes, existindo apenas um caminho de comuni-
cação. No caso de este falhar, o resultado é o bloqueio total do sistema. Ainda assim, devido ao
seu baixo custo, este tipo de rede é bastante utilizado, especialmente em sistemas com um número
reduzido de nós [Pinho-da-Cruz 2007]. Estas limitações podem, no entanto, ser contornadas com
o recurso a um sistema de barramento múltiplo, constituído por vários barramentos dispostos em
paralelo [Tabak 1990] (vd. Fig. 3.2b). Este permite obter valores superiores de largura de banda
e redundância em caso de falha.
P P P
M M
(a)
P P P
M M
(b)
Figura 3.2: Representação esquemática dos barramentos (a) partilhado e (b) múltiplo.
A rede dinâmica crossbar switch é essencialmente uma malha de interruptores. Esta malha
permite a comunicação entre quaisquer dois nós (desde que não se encontrem já ocupados) sem
que haja redução da largura de banda. Mais uma vez, devido à comunicação directa entre dois nós,
o diâmetro deste tipo de rede é igual a 1 [Murdocca e Heuring 2000]. No entanto, apesar do elevado
desempenho, o seu elevado custo limita a sua utilização generalizada em máquinas paralelas. Neste
aspecto, as redes de interligação multietapa apresentam-se como soluções mais viáveis, sendo menos
dispendiosas que as redes crossbar switch, permitindo que se obtenham melhores desempenhos
na comunicação devido à sua simplicidade de comutação [Pinho-da-Cruz 2007]. Estas redes são
constituídas por vários comutadores simples de k entradas e k saídas, e podem ser classificadas
como bloqueantes, não-bloqueantes ou reconfiguráveis. Uma rede diz-se bloqueante se existe pelo
menos uma ligação entre os nós que não pode ser efectuada. Numa rede não-bloqueante todas as
ligações entre os nós podem ser efectuadas sem que seja necessário alterar as restantes ligações. Por
fim, numa rede reconfigurável todas as ligações entre os nós são possíveis, sendo porém necessário
em algumas situações alterar-se parte das restantes ligações.
Note-se que, à excepção da topologia de malha totalmente ligada ou dos sistemas baseados num
meio partilhado (e.g. barramento), as redes de interligação não permitem que todos os nós comuni-
quem de modo directo, havendo a necessidade de conduzir correctamente os dados entre nós. Para
o efeito, existem técnicas específicas de encaminhamento4 e de comutação5 de mensagens. As téc-
nicas de encaminhamento são responsáveis pela forma como uma mensagem deve ser transportada
de um nó emissor até a um nó receptor. As técnicas de comutação definem a transmissão de men-
sagens entre os vários comutadores. Cada comutador pode encontrar-se directamente ligado a um
nó – sendo as ligações dedicadas e predefinidas que daí resultam características de uma rede directa
– ou existirem comutadores interligados, parte de um sistema central de interligação característico
de uma rede indirecta. Os protocolos que definem estes tipos de rede afectam directamente a efici-
ência das comunicações e, consequentemente, o desempenho da máquina de computação paralela.
4Do inglês: routing techniques.
5Do inglês: switching techniques.
32
Conceitos Gerais
P
P
P
P
P
M M M M M
(a)
P
P
P
P
P
(b)
Figura 3.3: Representação esquemática dos cross switches (a) unilateral e (b) bilateral.
3.2.2 Arquitecturas MIMD
Neste trabalho utilizam-se arquitecturas MIMD. Estas classificam-se quanto ao tipo de organiza-
ção de memória como multiprocessadores (memória partilhada) ou multicomputadores (memória
distribuída).
Os multiprocessadores são constituídos por vários processadores interligados que comunicam
através de uma barramento (bus) comum com uma memória partilhada. Cada posição de me-
mória só pode ser acedida por um processador de cada vez. Os multiprocessadores são ainda
classificados, de acordo com o tipo de acesso à memória, segundo os modelos UMA (Uniform
Memory Access), NUMA (Non-Uniform Memory Access) e COMA (Cache-Only Memory Archi-
tecture) [Hwang 1993]. Actualmente, este é um tipo de arquitectura presente na maioria dos
computadores através do uso de processadores multinúcleo (multi-core). Estes processadores cons-
tituem sistemas MIMD de memória partilhada com a particularidade de todos os processadores
se encontrarem no mesmo socket, sendo classificados de CMP (Chip Multiprocessor). Todos os
núcleos usam o mesmo barramento para aceder à mesma memória principal, partilhando normal-
mente memória de acesso rápido cache (L2). Os diferentes núcleos executam tarefas em paralelo e
cada núcleo é capaz de executar diferentes threads (∼ linhas de execução). A evolução dos proces-
sadores neste sentido deve-se essencialmente a facto de, com a actual tecnologia e arquitecturas,
se estar a atingir o limite de desenvolvimento dos núcleos actuais. Apesar da lei de Moore prever
a duplicação do número de transístores por circuito integrado de silício, assim como, consequente-
mente, da velocidade de processamento destes circuitos, a cada 18 a 24 meses, prevê-se que, por
aproximação ao limite atómico dos materiais que os compõem, a evolução da capacidade de pro-
cessamento de núcleos individuais abrande nos próximos anos [Reed e Tour 2000]. Além disso, há
uma crescente necessidade de executar inúmeras tarefas em simultâneo, mesmo em computadores
pessoais, migrando-se no sentido de cada vez maior paralelismo.
Os multicomputadores, por sua vez, têm blocos de memória independentes associados a cada
computador. Todos os acessos a essa memória são realizados através dos barramentos associados a
esse núcleo, segundo instruções desse processador. Esta arquitectura é por isso designada também
de NORMA (NOn-Remote Memory Access). Neste caso, o processamento paralelo é feito por
comunicação entre os vários processadores, cada um com o seu espaço de alocação próprio. Os
multicomputadores são constituídos por um conjunto de nós interligados por uma rede de comuni-
cações. Cada nó corresponde a um computador autónomo, constituído por processador, memória
primária e os diversos componentes periféricos necessários ao seu funcionamento. A utilização
deste tipo de sistema revela-se vantajosa na resolução de problemas em que não é exigida grande
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quantidade de comunicações entre processadores, sendo a maior parte do processamento executada
localmente, sem conflitos de acesso a memória. Das arquitecturas multicomputador destacam-se
os clusters, em particular o cluster Beowulf abordado em detalhe no Capítulo 8 deste trabalho.
Outra arquitectura ainda em utilização em sistemas de grandes dimensões corresponde aos com-
putadores de processamento maciçamente paralelo MPP (Massive Parallel Processors) [Marchi e
Massaioli 1997,Yagawa et al. 1997]. Estes computadores possuem memória distribuída e são ge-
ralmente constituídos por várias centenas de processadores. As versões actuais são muitas vezes
constituídas por uma estrutura hierárquica com processadores MPPA (Massively Parallel Proces-
sor Array) em paralelo. Estes processadores são constituídos por um número elevado de núcleos
que partilham o mesmo circuito, num número muito superior às arquitecturas multinúcleo. Com
custos muito superiores à maioria dos clusters, este tipo de sistema é usualmente utilizado para
a resolução de problemas de cálculo intensivo que envolvem simulações com grandes quantidades
de dados [Pinho-da-Cruz 2007]. Refira-se ainda que a tendência actual é a de conjugação das
capacidades dos dois tipos de arquitecturas MIMD referidos, aproveitando as vantagens de ambos.
Assim, utilizam-se arquitecturas multicomputadores com máquinas que, por sua vez, têm estrutu-
ras multiprocessadores, conjugando características de memória distribuída e memória partilhada.
Na figura 3.4 ilustram-se as configurações multiprocessador do tipo COMA e de multicompu-
tador, onde P representa uma unidade de processamento, M uma unidade de memória e C uma
unidade de memória de acesso rápido cache.
P P P P P
C C C C C
Rede de Interligação
(a)
P P P P P
M M M M M
Rede de Interligação
(b)
Figura 3.4: Representação esquemática do modelo (a) COMA de um multiprocessador e (b) mul-
ticomputador (NORMA).
3.2.3 Avaliação de Desempenho
Existem múltiplos aspectos relevantes na avaliação de desempenho de um sistema de computação
paralela, como a capacidade de processamento, a largura de banda e latência da rede de comunica-
ções, a capacidade de processamento de cada processador, etc. Com a necessidade de uma medição
objectiva da influência destes factores, a forma mais frequente de avaliação de desempenho consiste
na comparação dos tempos de execução de algoritmos em série e em paralelo. Neste ponto, para
além das características intrínsecas de processamento de cada parte do sistema, a comunicação e
o seu peso no processo global constitui um dos elementos mais importantes. O custo das comu-
nicações advém, por um lado, da programação do algoritmo e, por outro, das características de
hardware do sistema. Estas características são habitualmente contabilizadas em termos de largura
de banda — quantidade efectiva de informação que pode ser transmitida num dado período de
tempo — e latência de comunicação — tempo necessário para o transporte de uma mensagem do
processo emissor até ao processo receptor. Estes dois factores determinam a velocidade efectiva de
transmissão de uma rede e são ilustrados na figura 3.5. Nesta figura mostram-se também as quatro
parcelas principais na latência de comunicação [Hennessy e Patterson 2002]: overheads de emissão
e de recepção, tempo de transferência e latência de rede. Os overheads de emissão e de recepção
representam geralmente o factor dominante na latência e comunicação [Hennessy e Patterson 2002]
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e correspondem ao tempo que os nós emissor e receptor despendem na interacção com a rede. Este
é usualmente o tempo de comunicação entre os dispositivos e a própria rede, na transição entre
buffers de memória, barramentos internos, dispositivos de rede e protocolos de comunicação. O
transporte efectivo da mensagem na rede é representado pelo tempo de transferência e latência de
rede. O tempo de transferência traduz a relação entre o comprimento da mensagem e a largura
de banda efectiva disponível para cada nó e o tempo de latência da rede depende directamente
da tipologia de rede e dos dispositivos de comutação intermédios, que induzem tempos de latência
próprios [Pinho-da-Cruz 2007].
Envio da
Mensagem
Recepção da
mensagemLatência de comunicação
Overhead
de emissão
Tempo de
transferência
Latência
de rede
Overhead
de recepção
Figura 3.5: Representação esquemática da latência de comunicação de uma mensagem.
Em termos de avaliação de desempenho global de um sistema, os principais parâmetros utiliza-
dos são o speed-up e a eficiência. O speed-up, Sp, traduz a relação entre o tempo da execução em
série e o tempo de execução em paralelo, ou seja, quantas vezes o programa paralelo é mais rápido
que a sua versão sequencial. A definição de speed-up é
Sp =
ts
tp
, (3.1)
onde ts é o do tempo de execução do algoritmo sequencial e tp o tempo de execução do algoritmo
paralelo. Note-se que um sistema paralelo ideal, constituído por np processadores idênticos, terá
Sp = np. Este sistema terá uma eficiência, ep, de 1 (= 100%), definida por
ep =
Sp
np
. (3.2)
A eficiência é então um parâmetro que indica o grau de aproveitamento dos recursos de proces-
samento, representando a fracção de tempo despendido pelos processadores exclusivamente na
execução do algoritmo paralelo. Na realidade, os processadores não consomem tempo unicamente
na execução do algoritmo. Parte é despendida noutras tarefas como, por exemplo, na comunicação
entre os processadores ou em componentes do algoritmo executadas em série. Assim, os sistemas
reais apresentam tipicamente valores de speed-up inferiores a np e eficiências inferiores a 1.
Um dos factores que limita o speed-up é a fracção do algoritmo executada de modo sequencial
num sistema paralelo. Considere-se um programa constituído por uma parte S correspondente a
uma fracção f intrinsecamente sequencial, i.e. não-paralelizável, e uma parte P correspondente a
uma fracção (1− f) susceptível de ser paralelizada. Verifica-se o tempo de execução em paralelo,
em np processadores, pode ser calculado como
tp = fts +
(1− f)ts
np
. (3.3)
Assim, se a execução da parte susceptível de ser paralelizada num computador com np processadores
decorrer de modo ideal (com Sp = np), de acordo com a lei de Amdahl [Amdahl 1967], o speed-up
total será
Sp =
1
f + 1−fnp
. (3.4)
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Conclui-se assim que o máximo valor do speed-up é 1/f , com np → +∞. A lei de Amdahl (vd. Fig.
3.6) permite prever o desempenho da versão paralelizada de um dado algoritmo. Mostra ainda
que é necessário reduzir os blocos sequenciais para se melhorar o seu desempenho em paralelo.
Note-se ainda que a execução da parte paralelizável de uma aplicação paralela dificilmente ocorre
de modo ideal pelo que o valor de speed-up obtido será inferior ao previsto na equação 3.4. O
aumento do número de processadores na resolução de um determinado problema pode acarretar o
aumento dos tempos de comunicação entre processadores e dos conflitos na partilha de recursos. A
partir de um dado ponto, este factor origina inevitavelmente a degradação acentuada do speed-up
observado [Pinho-da-Cruz 2007].
(1-f)ts
(1-f)t /ns p
tp
ts
fts
1P
5P S
P
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P
P
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S P P P P P
Figura 3.6: Ilustração esquemática da relação entre os tempos de execução sequencial e paralela,
para a lei de Amdahl (caso particular de 5 processadores em paralelo).
Note-se que, no entanto, existem situações em que o speed-up pode ser superior ao número de
processadores np (eficiência superior a 100%). Este speed-up é dito sobrelinear e depende normal-
mente da divisão do domínio do problema global em subdomínios locais. Em algumas situações, as
dimensões de um problema podem forçar a utilização de memória virtual por parte dos processa-
dores. A divisão de domínios por um número suficiente de processadores pode reduzir os recursos
individuais a níveis em que a utilização de memória primária seja suficiente, aumentando significa-
tivamente o desempenho individual e podendo originar desempenhos globais sobrelineares [Barbosa
2000].
É ainda útil considerar os conceitos de granularidade e escalabilidade. A granularidade ca-
racteriza o grau de interacção de um determinado processo. Consiste no número de instruções
executadas por cada operação de comunicação [Ibbett e Topham 1989,Stone 1993], considerando-
-se a execução de um grão de actividade entre cada duas operações de comunicação consecutivas.
Assim, um processo que comunica com muita frequência apresenta um granularidade fina, sendo
constituído por grãos de poucas instruções. Processos com granularidade grossa, em contrapar-
tida, comunicam com pouca frequência e têm grãos de actividade com muitas instruções [Martins
1999]. Por sua vez, a escalabilidade traduz a característica de alguns sistemas manterem a sua
eficiência aumentando simultaneamente o número de processadores e o grão computacional, i.e.
a dimensão do problema. Assim, um sistema paralelo escalável permite que se aumente o speed -
-up em proporção directa com o número de processadores. A resolução de problemas de maior
dimensão origina um maior grão computacional, diminuindo o peso da latência de comunicação
no desempenho. O aumento do tempo de execução de instruções num grão de actividade dimi-
nui a fracção de tempo consumido em comunicação, tendendo em diversos sistemas a aumentar
a eficiência [Grama et al. 1993,Das 1997]. Este fenómeno consiste numa das premissas essenciais
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de procedimentos de decomposição de domínio [Smith et al. 1996]. A decomposição de domínio
consiste num conjunto de estratégias de resolução de equações diferenciais parciais (e.g. método de
Schwarz [Schwarz 1870]) que visam a obtenção mais rápida de soluções. Estas técnicas recorrem
à divisão do problema em partições alocadas a cada um dos processadores para obter a solução
global do problema original a partir das soluções de cada um dos subdomínios [Vasconcelos 1998].
Assim, assumindo como exemplo a resolução de um sistema de equações associado a um problema
genérico de elementos finitos, tanto a construção do sistema quanto a sua resolução podem ser
efectuados de forma dividida pelos diferentes processadores [Kim e Im 2003]. Esta partição não é,
para um dado processador, independente da actividade dos processadores vizinhos. Na realidade,
é necessária a comunicação de informações relativas às fronteiras dos subdomínios, associada às
mútuas influências das diferentes partições sobre o domínio global. Assim, a relação entre os tem-
pos despendidos pelos processadores na execução de instruções num grão de actividade e numa
comunicação pode ser vista como uma razão entre um volume e uma área de superfície. No caso
do problema de elementos finitos, o volume de cada subdomínio é a porção da malha de elementos
finitos associada a um processador e a superfície corresponde aos graus de liberdade partilhados
com a malha de outros processadores. A partição de domínios actua directamente sobre estas
relações, optimizando a razão entre o volume e a área superficial dos subdomínios no sentido de
aumentar a dimensão (volume) do problema local e reduzir a importância relativa da latência de
comunicação [Sterling et al. 1999]. A eficiência de um algoritmo de partição de domínios influencia
directamente a eficiência global da computação paralela, quer pela dimensão quer pela forma e
partilha das fronteiras dos subdomínios. Na aplicação do método dos elementos finitos significa
que a malha deve ser distribuída de modo a que (i) o número de elementos seja igual nos vários
processadores e (ii) o número de elementos adjacentes a fronteiras comuns seja mínimo. Assim,
consegue-se uma divisão equitativa da componente de processamento entre os vários processadores
e minimizam-se as comunicações associadas às fronteiras. Refira-se ainda que neste trabalho a
decomposição de domínios é feita utilizando a livraria METIS [Karypis e Kumar 1998].
O facto de a eficiência variar com o grão computacional levou à generalização da lei de Am-
dahl (vd. Eq. 3.4) para problemas de dimensão crescente por parte de Gustafson [Gustafson
1988]. Considerando um computador paralelo associado a um número máximo de processadores
np, determinou o tempo de execução de um problema de maior dimensão possível de resolver nessa
configuração, ou seja, o maior problema para a memória associada a np processadores. Calculou
ainda, por extrapolação do valor obtido anteriormente, o tempo necessário para resolver o mesmo
problema numa máquina com um processador apenas, assumindo que tivesse memória suficiente
para o seu armazenamento. Através da relação entre os valores obtidos definiu o valor de speed-up
escalado (scaled speed-up) [Gustafson 1988,Davies 1994,Pinho-da-Cruz 2007]. Assim, considerando
tp como o tempo de execução em np processadores, uma fracção f de processamento sequencial
e uma fracção (1− f) de processamento paralelo, o tempo necessário para a execução do mesmo
programa numa máquina com um único processador pode ser calculado como
ts = ftp + np(1 − f)tp. (3.5)
Com base na lei de Amdahl (Eq. 3.1) pode calcular-se o speed-up escalado como
Se =
ftp + np(1− f)tp
tp
(3.6)
ou, simplificando,
Se = f + (1− f)np. (3.7)
Note-se que, ao contrário do speed-up traduzido pela lei de Amdahl, o speed-up escalado é ilimitado,
crescendo proporcionalmente ao número de processadores. Esta consideração é limitada na prática
pois as condicionantes e os conflitos da comunicação em rede e a partilha de recursos tendem a
reduzir este valor. Note-se que a maior diferença entre as duas definições de speed-up apresentadas é
uma questão de abordagem. Por um lado, o modelo de Amdahl parte de um problema de dimensão
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definida no sentido da minimização do tempo de processamento, i.e. maximização de speed-up e
eficiência. Este modelo toma como referência o tempo de processamento num único processador.
Por outro lado, no caso do modelo de Gustafson, a quantidade de memória disponível é considerada
como uma restrição inicial e abordam-se problemas com dimensões demasiado elevadas para serem
resolvidos em sistemas com menos que um número mínimo de processadores. Neste caso, o grão
computacional e os recursos máximos alocados a cada processador são factores preponderantes,
tomando como referência o sistema paralelo necessário para resolver o problema. O tempo de
execução numa máquina hipotética de um único processador é previsto a partir da referência de
execução em paralelo.
3.3 Programação em Sistemas de Computação Paralela
A função de um compilador é traduzir a linguagem específica utilizada pelo programador em lin-
guagem de nível mais baixo, num conjunto de instruções adequadas à arquitectura computacional
onde serão executadas. É também o compilador que garante que código escrito numa determinada
linguagem pode ser adequado a diferentes plataformas, hardware e sistemas operativos, i.e. por-
tabilidade do código [D’Ambra et al. 2002]. No caso específico de arquitecturas de computação
paralela, atendendo à variedade de arquitecturas e recursos utilizados, recorre-se a compiladores es-
pecíficos, desenvolvidos pelos próprios fabricantes de hardware, ou a API (Application Programming
Interface) que garantam a interface entre compiladores comuns, e as especificidades do software
e hardware utilizados. Note-se que o programador deve, de acordo com estes pressupostos, optar
por linguagens e paradigmas de programação adequados [Pinho-da-Cruz 2007].
Defina-se em primeiro lugar, na programação de máquinas paralelas, o paralelismo como ex-
plícito ou implícito. No paralelismo explícito é o programador que gere os recursos do sistema,
não sendo o compilador responsável pelo paralelismo das instruções. O programador faz a gestão
dos recursos e controla os fluxos de dados e instruções no sistema. Por um lado, este tipo de
paralelismo permite um acentuado controlo sobre todo o funcionamento de um programa, per-
mitindo uma percepção aprofundada do seu funcionamento e a sua optimização. Esta vantagem
torna-se também na principal desvantagem, já que a acrescida complexidade do código e maiores
requisitos em termos de programação e conhecimentos associados consomem tempo e recursos as-
sinaláveis. A programação é efectuada utilizando um comum compilador do tipo sequencial (e.g.
Fortran6 [Campbell et al. 1978], C [Kernighan e Ritchie 1978]). Nestes casos, as instruções de para-
lelismo são controladas usando API ou bibliotecas de funções independentes do compilador, sendo
as mais comuns as bibliotecas MPI [MPIF 1994] (Message-Passing Interface) e PVM [Sunderam
1990] (Parallel Virtual Machine). Por outro lado, no paralelismo implícito é o próprio compilador
que verifica os blocos de instruções ou dados que podem beneficiar da execução em paralelo. Neste
caso, a programação é feita de forma perfeitamente equivalente à sua versão sequencial. A grande
vantagem deste modelo de programação é a grande portabilidade do código, que pode ser utili-
zado sem alterações em diferentes plataformas e tipos de hardware. Em contrapartida, dificilmente
se aproveita o verdadeiro potencial de um sistema paralelo e o controlo sobre a paralelização é
limitado [Pinho-da-Cruz 2007]. Esta abordagem é ainda pouco abrangente, essencialmente por li-
mitações dos compiladores disponíveis. No entanto, um modelo intermédio é cada vez mais comum.
Para além de modelos específicos de separação de threads nos sistemas operativos e processadores
actuais, são cada vez mais comuns instruções de paralelização automática de ciclos. Estas surgem
de modo intrínseco em versões actuais de compiladores de linguagens como Fortran ou C ou re-
correndo a API específicas (e.g. OpenMP [Graham 1999] (Open Multi-Processing)). Na maioria
dos casos, basta indicar ao compilador que deve executar um dado ciclo de instruções em para-
lelo, num modelo de programação semi-implícita. Refira-se ainda que esta é uma abordagem em
acentuado crescimento, em grande medida devido às arquitecturas multiprocessador dos actuais
6Fortran, anteriormente FORTRAN, é um acrónimo derivado da expressão “IBM Mathematical FORmula
TRANslating System”.
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computadores pessoais. Emergente é ainda o modelo híbrido de paralelismo explícito e implícito,
com a utilização simultânea de, por exemplo, MPI e OpenMP.
Em computadores MIMD, os modelos de programação dividem-se normalmente em paralelismo
de dados, partilha de memória e passagem de mensagens [Culler et al. 1998,Leopold 2001]. O mo-
delo de programação por paralelismo de dados corresponde à execução paralela de uma operação
comum sobre diferentes partes de um conjunto de dados. O modelo partilha de memória corres-
ponde à partilha de um espaço de endereçamento comum, leitura e escrita assíncrona de dados.
Este modelo é adequado para máquinas de memória partilhada. Para arquitecturas de memória
distribuída, o modelo indicado é o modelo de passagem de mensagens. Este é um modelo de progra-
mação explícita, correspondente à utilização de API como o MPI, onde se definem as interacções
entre os diversos processos do sistema paralelo.
A programação de sistemas de computação MIMD pode classificar-se ainda segundo diferentes
paradigmas. Estes paradigmas definem a estrutura dos programas e a abordagem do programador
na sua organização. A sua selecção depende essencialmente das características da aplicação, dos re-
cursos computacionais disponíveis e do tipo de paralelismo intrínseco ao problema que se pretende
resolver [Pinho-da-Cruz 2007]. Os principais paradigmas usados neste contexto são o paradigma
mestre-escravo (master-slave) e SPMD (Single Program–Multiple Data). O paradigma mestre-
escravo assenta na distinção entre um processo mestre e vários processos escravos. O processo
mestre coordena a execução das diferentes actividades dos outros processos, sendo responsável
pela decomposição do problema e pela distribuição de tarefas pelos escravos. Recolhe ainda os
resultados dos diferentes processos depois da sua execução e procede à conclusão da resolução do
problema. Neste caso, a comunicação faz-se essencialmente entre mestre e escravos. Refira-se que
este paradigma tende a conduzir a um speed-up elevado e uma elevada escalabilidade7. É possível
a ocorrência de problemas de estrangulamento quando o número de processos escravos é muito
elevado. Este problema pode ser contornado alterando a estrutura, com o controlo dos processos
escravos dividido por diversos processos mestres. Por sua vez, no paradigma SPMD cada processo
executa o mesmo programa sobre diferentes blocos de dados. Este tipo de paralelismo é denomi-
nado de paralelismo geométrico, de decomposição de domínio ou paralelismo de dados, pelo facto
de requerer um divisão prévia dos dados pelos diversos processadores. Cada processo comunica
com os processos vizinhos de modo a manter a integridade do problema total. Assim, o cálculo
computacional de cada processador é proporcional à dimensão do subdomínio associado, enquanto
que a dimensão das comunicações é proporcional às dimensões das fronteiras entre os subdomínios.
Sendo o paradigma mais utilizado em cálculo paralelo, é possível atingir eficiências muito eleva-
das. Esta eficiência depende logo à partida das metodologias de partição de domínios utilizadas,
devendo estas garantir o correcto balanceamento de esforço computacional pelos diversos proces-
sadores, assim como uma relação óptima entre a dimensão dos subdomínios e a minimização das
suas fronteiras. O maior inconveniente deste paradigma prende-se com a possibilidade de para-
gem global no caso da falha individual de um processo, por exemplo, em pontos de sincronização.
Note-se que a programação é feita muitas vezes segundo ambos os paradigmas, com paralelismo
de dados e tarefas [Silva e Buyya 1999,Leopold 2001].
3.4 Interface de Passagem de Mensagens (MPI)
Para que aplicações possam utilizar os recursos de rede, precisam de software de controlo e refe-
rências dos diversos dispositivos e endereços que dela fazem parte. Este software surge a diferentes
níveis. O nível mais baixo é o dos drivers que comunicam directamente com os controladores
dos dispositivos de rede. A um nível intermédio surgem os diversos protocolos de comunicação,
responsáveis pela forma de transmissão e recepção de informação, verificação, controlo de fluxo
e sua formatação. Num nível mais alto aparecem as livrarias de comunicação ou passagem de
7O paradigma mestre-escravo, no limite, pode ser encarado como computação distribuída, em que a eficiência é
sempre próxima dos 100%.
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mensagens, como o MPI8 (Message Passing Interface) ou PVM (Parallel Virtual Machine). Estas
livrarias fornecem uma plataforma de comunicação independente, podendo ser usadas por dife-
rentes aplicações ou linguagens de programação. Parte integrante de um modelo de passagem de
mensagens, fornecem ao programador funções que permitem definir explicitamente as interacções
entre os vários processos que decorrem em paralelo em espaços de endereçamento disjuntos.
Neste trabalho, utiliza-se a interface de passagem de mensagens MPI. A biblioteca de funções
MPI constitui uma norma amplamente divulgada e utilizada na programação de aplicações em pro-
cessamento paralelo. Para além do desenvolvimento dos sistemas MIMD de memória distribuída, a
grande motivação desta normalização prende-se com a portabilidade das aplicações desenvolvidas.
A criação do Fórum MPI em 1992 teve por objectivo a obtenção de uma especificação comum, se-
gundo a qual se obteria compatibilidade entre hardware e software desenvolvido. O sistema obtido,
uma implementação open-source do padrão desenvolvido, foi designado de MPICH [Gropp e Smith
1993] (Message-Passing Interface CHameleon). Desde a primeira versão do MPI [MPIF 1994], o
padrão tem vindo a ser sucessivamente actualizado. Neste trabalho utilizou-se a versão MPI–
1.2.7 [Gropp e Lusk 2005], sendo a versão final da especificação MPI–1 correspondente ao MPI–
1.3 [MPIF 2008]. As diversas evoluções, para além de melhorias de desempenho e compatibilidade
com diferentes sistemas, permitiu uma crescente portabilidade do código-fonte. Refira-se que as
versões iniciais permitiam apenas a utilização de sistemas homogéneos. Esta limitação foi corrigida
a partir da versão MPI–1.2 [MPIF 1997], assim como na nova especificação MPI–2 [MPIF 1997].
Na especificação MPI–2 existem alguns aspectos adicionais como, por exemplo, gestão dinâ-
mica de processos, acesso remoto a zonas de memória partilhada, paralelismo em operações de
entrada/saída e extensões a operações colectivas [Pinho-da-Cruz 2007]. Refira-se que, sendo o
padrão MPI–1.2 globalmente adoptado, especialmente em clusters, a utilização do MPI–2 tem
sido mais limitada. As principais razões são usualmente apontadas à maior complexidade da nova
norma. Apesar de uma maior variedade de modos de gestão de processos e comunicações – sendo
a possibilidade de I/O paralelo uma das mais valorizadas –, a implementação de middleware9
tem dimensões substancialmente superiores e muitos sistemas não permitem a gestão dinâmica de
processos. Existem também muitos programas perfeitamente funcionais e completamente desen-
volvidos segundo o padrão MPI–1.2. Nestes casos, a necessidade de adaptar o código e a potencial
perda de portabilidade é um forte dissuasor. Adicionalmente, muitas destas aplicações usam apenas
uma pequena parte das funções disponíveis no MPI–1.2, contrastando com a elevada quantidade
de funções e procedimentos presentes no novo padrão. Note-se, no entanto, que este se vem gradu-
almente afirmando no mercado. Note-se também que uma das características do MPI–2, o acesso
remoto a blocos de memória partilhada, tem vindo a ser conseguido também com implementações
mistas de padrões de memória distribuída com memória partilhada. A opção mais comum corres-
ponde à conjugação de uma implementação de MPI com OpenMP, com o primeiro a fazer a gestão
de processos remotos e o OpenMP a gestão secundária de processos de memória partilhada em
cada nó [Dorta et al. 2005].
Nas secções seguintes resumem-se os dois grupos principais de rotinas MPI (padrão MPI-1.2),
com os procedimentos de gestão e os procedimentos de comunicação.
3.4.1 Procedimentos de Gestão
Os procedimentos de gestão são responsáveis por tarefas globais de definição do programa, como
a iniciação, contagem, identificação e finalização de processos paralelos. Mostra-se de seguida um
exemplo de programa (Fortran) que ilustra estes procedimentos [Pinho-da-Cruz 2007].
8O MPI é essencialmente uma API (Application Programming Interface) que faz a interface entre uma aplicação
e o software que controla as comunicações na rede.
9O middleware ou software mediador corresponde à camada de software que faz a ligação entre os sistemas
operativos e as diversas aplicações que necessitam de ser executadas sobre estes. No caso de sistemas de computação
paralela, é responsável pela integração das aplicações, plataformas e protocolos de comunicação, e processamento
paralelo nos sistemas nativos.
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PROGRAM processo
INCLUDE ’mpif.h’
INTEGER ierr, comm, rank, size
CALL MPI_INIT(ierr)
comm = MPI_COMM_WORLD
CALL MPI_COMM_SIZE(comm,size,ierr)
CALL MPI_COMM_RANK(comm,rank,ierr)
WRITE(*,*) ’Processo ’,rank,’ de ’,size,’ criados.’
CALL MPI_FINALIZE(ierr)
END
A primeira particularidade deste programa é a inclusão do ficheiro mpif.h. Neste são definidos os
tipos de dados e predefinidas as constantes a serem utilizados pelas funções de MPI. Este ficheiro
permite flexibilizar esta definição, de modo a ser facilmente incluído em diferentes programas e
garantir a correcta ligação das sub-rotinas MPI ao código Fortran10. Este ficheiro pode ainda ser
utilizado para fornecer sub-rotinas virtuais, de modo a não serem necessárias alterações de código
em implementações em série sem utilização da biblioteca MPI. A iniciação do ambiente MPI é feita
com a sub-rotina MPI_INIT, que sincroniza todos os processos aquando do início de uma aplicação
de MPI. Esta deve ser a sempre primeira sub-rotina de MPI a ser invocada. Por sua vez, a última
função MPI deve ser a declaração MPI_FINALIZE, responsável pela finalização do ambiente MPI
para cada processo onde é invocada. O procedimento MPI_COMM_SIZE permite obter o número
de processos paralelos activados, i.e. número de processadores activos, através da variável size.
Estes processos são ordenados com o procedimento MPI_COMM_RANK, ficando cada dos n processos
(ou processadores) com o seu valor rank identificador. A numeração segue a indexação típica
da linguagem C, variando entre 0 e n − 1 segundo a ordem dos nós ou processadores definida
na configuração de MPICH no sistema em questão. O argumento comm define um parâmetro
comunicador, um objecto utilizado pelo MPI para determinar que processos estão envolvidos num
dado procedimento ou comunicação. Em particular, o comunicador geral MPI_COMM_WORLD engloba
a totalidade dos processos da aplicação. Assim, no caso apresentado, todos os processos realizam
a escrita do seu identificador e do número total de processos.
3.4.2 Procedimentos de Comunicação
Os procedimentos de comunicação disponibilizados pelo MPI destinam-se não só à troca de men-
sagens entre os vários processos mas também a tarefas de sincronismo. Devido à sua variedade e
diferentes funções, é conveniente descrever um conjunto de conceitos antes da sua descrição. As
funções de comunicação do MPI podem ser classificadas de acordo com o número de processos
envolvidos ou com o tipo de transmissão. Quanto ao número de processos em comunicação, as fun-
ções podem ser de comunicação ponto-a-ponto ou de comunicação colectiva. Quando dois processos
distintos trocam mensagens entre si, em que um processo envia e outro recebe, a comunicação é
classificada como ponto-a-ponto. Por sua vez, a comunicação é colectiva quando todos os processos
são envolvidos na troca de mensagens e partilham o mesmo comunicador, i.e. o comunicador geral
MPI_COMM_WORLD. O tipo de transmissão pode ainda ser bloqueante ou não-bloqueante, quando
classificadas de acordo com o tipo de transmissão. Neste caso, uma comunicação diz-se bloqueante
se o processo segue para as instruções seguintes apenas quando é terminada a comunicação em
curso. Pelo contrário, uma comunicação não-bloqueante permite a execução de outras tarefas em
simultâneo, sem necessidade de comunicação efectiva ou confirmação. No entanto, não garante
que a comunicação tenha sido efectivamente concluída. Apesar de poder ser menos fiável, visa a
melhoria do desempenho de aplicações paralelas ao não parar a execução de tarefas subsequen-
tes [Pinho-da-Cruz 2007].
10O MPICH é implementado em C, pelo que necessita de configurações específicas para permitir uma correcta
ligação (linkagem) com o compilador de Fortran.
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As funções de comunicação ponto-a-ponto são essencialmente procedimentos de envio e recep-
ção (send/receive) de mensagens entre dois processos distintos, podendo ser bloqueantes ou não
bloqueantes de acordo com necessidade de sincronismo ou requisitos de desempenho.
O envio bloqueante no MPI engloba quatro tipos de comunicação. Estes podem ser: síncrono
(synchronous), em que o processo emissor apenas retoma a sua execução após o processo emissor
ter iniciado a recepção da mensagem e se ter concluído a transmissão a partir do buffer de emissão;
pronto (ready), em que a mensagem é enviada pelo emissor assim que receba notificação de espera
por parte do receptor, sem a qual ocorre um erro no programa; armazenado (buffered), onde a
mensagem é copiada do buffer do processo emissor para um buffer de sistema, previamente definido
pelo programador e de onde a comunicação efectiva com o receptor será posteriormente efectuada,
e apenas depois procede com a execução; padrão (standard), dependente da implementação de
MPI considerada [MPIF 1995] e onde os resultados podem variar de acordo com a dimensão da
mensagem. Assim, se a mensagem transmitida tiver uma dimensão superior a um valor-limite
(threshold), o processo ocorre de forma análoga ao envio síncrono. Os procedimentos comunicação
ponto-a-ponto de envio bloqueante no MPI são chamados com os comandos MPI_SSEND (envio
síncrono), MPI_RSEND (envio pronto), MPI_BSEND (envio armazenado) e MPI_SEND (envio padrão).
Em termos de recepção, no entanto, no MPI é apenas definido um modo de comunicação ponto-
-a-ponto bloqueante com MPI_RECV. Neste caso, o processo receptor apenas procede com a sua
execução ao verificar a recepção integral da mensagem.
Os procedimentos de comunicação ponto-a-ponto não bloqueante permitem que um processo
continue a ser executado imediatamente após a sua chamada. Este tipo de sub-rotina é utilizada
para melhorar o desempenho das aplicações paralelas. A principal limitação destas funções, pelo
facto de não se verificar a correcta realização ou conclusão da comunicação, acaba por ser a falta
de garantias de que o buffer de envio possa ser manipulado sem corromper os dados a serem
transmitidos. Para promover essas garantias, existem funções auxiliares de sincronização para
verificar e/ou esperar pela conclusão da transmissão — MPI_WAIT e MPI_TEST. Refira-se ainda que
as funções de comunicação não-bloqueantes, apesar de exigirem alguns cuidados suplementares
da parte do programador, ao permitirem a continuação da execução dos processos, eliminam o
potencial problema de bloqueio mútuo (deadlock). Este fenómeno ocorre quando todos os processos
se encontram simultaneamente em espera. Estas funções reduzem ainda o overhead de sistema.
No MPI, as funções não-bloqueantes correspondem aos mesmos modos de comunicação já referidos
para as bloqueantes, i.e. MPI_ISSEND (envio síncrono), MPI_IRSEND (envio pronto), MPI_IBSEND
(envio armazenado), MPI_ISEND (envio padrão) e MPI_IRECV (recepção).
As comunicações colectivas, por sua vez, envolvem a comunicação simultânea de todos os pro-
cessos que partilhem um dado comunicador. O MPI considera por defeito que todos os processos
se encontram envolvidos neste tipo de comunicação, apesar do programador poder definir subgru-
pos de processos para o efeito. Em rigor, as comunicações colectivas consistem na automatização
de múltiplas comunicações ponto-a-ponto e são definidas com base nas funções MPI_Broadcast,
MPI_Gather, MPI_Scatter e MPI_Reduce [Caglar 2004]. Os modos de comunicação podem ser
classificados, em termos de processos envolvidos, em três categorias: de um para vários processos,
de vários processos para um e de vários processos para vários. Os primeiros dois tipos requerem a
actuação de um processo mestre ou raiz (root), que comanda o envio ou a recepção. Estas funções
podem ser ainda classificadas como funções de sincronização de tarefas, de movimentação de dados
e de computação global [Pinho-da-Cruz 2007].
A principal função dedicada exclusivamente a sincronização é a MPI_BARRIER. Esta sincroniza
todos os processos de um mesmo comunicador, bloqueando-os até que todos a tenham invocado.
Na figura 3.7 pode ver-se uma ilustração deste processo, especialmente do facto de todos os pro-
cessos avançarem de modo sincronizado após o final do bloqueio.
Por sua vez, as principais funções de movimentação de dados são as seguintes (vd. Fig. 3.8) [Gropp
e Lusk 2005,Caglar 2004]:
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Processo 1 Processo nProcesso j
barreira
barreira
barreira
Figura 3.7: Representação esquemática da rotina MPI_BARRIER.
• MPI_BCAST — difusão dos dados armazenados no buffer do processo raiz para todos os pro-
cessos do mesmo comunicador, incluindo o próprio. A definição da quantidade de dados
trocada deve ser exactamente a mesma em todos os processos e no final todos os processos
têm a mesma informação;
• MPI_GATHER — recolha dos dados dos buffers de emissão de todos os processos com o mesmo
comunicador no buffer de recepção do processo raiz;
• MPI_SCATTER — dispersão dos dados do buffer de emissão do processo raiz pelos buffers de
recepção dos vários processos com o mesmo comunicador. No final, cada processo tem a sua
parte dos dados originais;
• MPI_ALLGATHER — recolha dos dados armazenados nos buffers de emissão de todos os pro-
cessos com o mesmo comunicador em todos os seus buffers de recepção;
• MPI_ALLTOALL — dispersão de dados armazenados no buffer de emissão de cada processo
pelos buffers de recepção dos processos com o mesmo comunicador. Cada processo recolhe
uma porção de dados de todos os processos do grupo.
As funções MPI_GATHERV, MPI_SCATTERV, MPI_ALLGATHERV e MPI_ALLTOALLV, por sua vez, esten-
dem a aplicabilidade dos procedimentos anteriores ao permitir a comunicação de blocos de dimensão
variável ou a localização não-sequencial das mensagens em memória. Note-se o sufixo V na definição
das funções, relativo ao referido carácter variável das mesmas.
Em termos de computação global, as operações colectivas disponíveis no MPI destinam-se à
realização de operações com dados remotos, referidas como operações globais de redução pelo
facto de reduzirem informações dispersas a resultados locais. Ao nível elementar, estas operações
podem ser do tipo MPI_MAX — valor máximo, MPI_MIN — valor mínimo, MPI_SUM — somatório
e MPI_PROD — produtório. A aplicação destes tipos de redução é feita com recurso a diferentes
funções de computação global, das quais se destacam (vd. Figs. 3.8 e 3.9) [Gropp e Lusk 2005]:
• MPI_REDUCE — operação de redução sobre os dados armazenados nos buffers de todos os
processos com os mesmos operadores e comunicador, e armazena o resultado no buffer de
resultados do processo raiz;
• MPI_GATHER — recolha dos dados dos buffers de emissão de todos os processos com o mesmo
comunicador no buffer de recepção do processo raiz;
• MPI_ALLREDUCE — operação de redução sobre os dados armazenados nos buffers de cada um
dos processos com os mesmos operadores e comunicador, e armazena o resultado nos buffers
de resultados de todos os processos do grupo;
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Figura 3.8: Representação esquemática das principais rotinas de movimentação de dados para um
grupo de quatro processos.
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• MPI_SCAN — operação de redução, com armazenamento de resultado no buffer de cada pro-
cesso (incluindo o próprio), sobre os dados de todos os processos do mesmo operador e
comunicador com ordem (rank) inferior ou igual à sua.
P0 P0A R(A,B,C,D)
P1 P1B
P2 P2C
P3 P3D
Reduce
(a)
P0 P0A R(A,B,C,D)
P1 P1B R(A,B,C,D)
P2 P2C R(A,B,C.D)
P3 P3D R(A,B,C,D)
Allreduce
(b)
P0 P0A R(A)
P1 P1B R(A,B)
P2 P2C R(A,B,C)
P3 P3D R(A,B,C,D)
Scan
(c)
Figura 3.9: Representação esquemática de rotinas de computação global: (a) MPI_REDUCE, (b)
MPI_ALLREDUCE e (c) MPI_SCAN.
Refira-se ainda que, à excepção da função MPI_BARRIER, destinada exclusivamente a sincroni-
zação, a utilização de funções de comunicação colectiva não garante sincronização. Isto deve-se ao
facto destas funções libertarem a execução de cada processo assim que a sua contribuição indivi-
dual terminar. Note-se ainda que as funções apresentadas constituem apenas uma parte essencial
do protocolo padrão de passagem de mensagens MPI. Adicionalmente, o padrão MPI 2 permite
muitas tarefas inexistentes ou pouco desenvolvidas no padrão MPI 1, nomeadamente ao nível, por
exemplo, da gestão dinâmica de processos ou o acesso remoto a zonas de memória partilhada.
3.5 Novas Tendências do Processamento
Paralelo e Distribuído
Existem diversas tecnologias emergentes em cálculo paralelo desde novas tecnologias de hardware
a diferentes paradigmas de computação. Por um lado, surge a crescente utilização de co-processa-
dores11 especializados, como unidades de processamento gráfico (GPU) ou processadores Cell (Cell
BE – Cell Broadband Engine Architecture). Com estes conseguem-se excelentes desempenhos em
computação paralela, formatando o processamento de modo a resolver rápida e repetidamente um
conjunto de instruções sobre dados de grão fino. A gestão de memória global e memória de acesso
rápido destes processadores, torna a programação muito exigente [Siirola 2009, Sen et al. 2011].
Por outro lado, existem actualmente duas grandes abordagens à computação paralela e especial-
mente distribuída, na forma de Grid Computing e Cloud Computing [Buyya et al. 2009, Shiers
11Um co-processador é um processador utilizado para operar de forma complementar ao processador primário
(CPU) e garantir o processamento independente de determinadas funções (e.g. processamento gráfico, operações de
ponto flutuante, processamento de sinal).
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2009,Murphy e Goasguen 2010, Sultan 2010]. Estes paradigmas de computação paralela estão
intimamente ligados, podendo dizer-se que partem de conceitos comuns.
Com o surgimento do Grid Computing12 surgiu também o conceito de supercomputador vir-
tual [Cunha et al. 2005]. Uma arquitectura distribuída grid consiste num sistema de computação
que recorre a computadores ligados por uma rede convencional. Esta tipologia, apesar de próxima
de algumas arquitecturas MIMD heterogéneas, distingue-se pelo facto de ser viável a utilização de
virtualmente qualquer computador através de uma rede como, por exemplo, a internet. Contrasta
assim com o supercomputador típico, cujos nós de processamento são ligados por redes dedicadas
de elevado desempenho. Este conceito foi popularizado ainda na década de 1990 com o arranque
do projecto SETI@home13. Neste caso, qualquer utilizador da internet pode fornecer parte dos
seus recursos computacionais para resolver parte de um problema comum, com o objectivo de
analisar dados na procura de vida extraterrestre. Existem actualmente alguns projectos semelhan-
tes, dos quais se podem destacar aqueles inseridos no projecto World Community Grid14. Estes
usam o programa BOINC15, definido como software open-source para a computação voluntária
e rede de computação. Em qualquer um dos casos, o paradigma de computação paralela passa
também pela criação de uma plataforma middleware específica. O middleware corresponde a um
conjunto de API com o objectivo de tornar as aplicações independentes das plataformas onde são
executadas, sendo aqui responsáveis pela gestão dos dados que são distribuídos para um determi-
nado computador, a ligação ao sistema operativo para utilizar correctamente os seus recursos, e
o envio dos resultados de modo a serem correctamente integrados no sistema de processamento
distribuído. Refira-se ainda que uma abordagem comum a este tipo de processamento, numa escala
mais pequena, corresponde à ligação remota de vários supercomputadores (e.g. cluster), de modo
a criar uma plataforma cooperativa de processamento paralelo. Torna-se assim possível que dife-
rentes entidades utilizem recursos computacionais superiores a cada um dos seus sistemas isolados,
partilhados numa organização segura e flexível [Murphy e Goasguen 2010].
Pode dizer-se que o Cloud Computing (computação em nuvem) é uma extensão do paradigma
anterior [Buyya et al. 2009], onde utilizadores ou diferentes entidades podem ter acesso a um
conjunto de aplicações e serviços fornecidos pelo sistema computacional de qualquer ponto de acesso
remoto. Actualmente, a orientação do Cloud Computing é a de disponibilizar serviços através da
internet. Este serviço torna-se atractivo ao reduzir os custos associados à existência de recursos
locais, sendo estes substituídos por simples pontos de acesso e pagamento de serviços. Note-
-se que estes serviços abrangem actividades tão distantes quanto plataformas de cálculo paralelo,
armazenamento de dados, sistemas operativos ou aplicações remotas de trabalho. Salientam-se
alguns exemplos de um universo de alternativas em crescimento:
• Amazon Elastic Compute Cloud — plataforma que permite a execução de aplicações de base
Linux. O utilizador pode criar a sua própria máquina virtual AMI (Amazon Machine Image)
ou seleccionar AMI de uma livraria de configurações predefinidas. O serviço é pago em termos
de tempo de actividade e trocas de informação.
• Google App Engine — permite ao utilizador executar aplicações desenvolvidas na linguagem
Python, para além da execução de todas as API fornecidas pela Google. Note-se que a
empresa quer expandir o este conceito com a abordagem adoptada no seu Chrome OS, onde
as aplicações utilizadas num computador pessoal se reduzem a um browser de internet e as
API funcionam remotamente nesta plataforma. Estes serviços são actualmente gratuitos.
• Microsoft Azure — esta plataforma é definida pela empresa como um sistema operativo
utilizado como um serviço remoto. Este sistema pretende fornecer uma grande variedade
12O termo grid surgiu na década de 1990, utilizado como uma metáfora com o potencial da computação ser de
tão fácil acesso como a electricidade na rede pública (power grid) [Foster e Kesselman 1999].
13SETI@home (Search for Extraterrestrial Intelligence) – http://setiathome.berkeley.edu/.
14World Community Grid – http://www.worldcommunitygrid.org/.
15BOINC – http://boinc.berkeley.edu/.
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de serviços aos seus clientes, entre ferramentas de desenvolvimento, bases de dados, serviços
associados à internet, API remotas, etc.
• Sun network.com (Sun Grid) [SunMS 2009a,SunMS 2009b] — permite que o utilizador exe-
cute o sistema operativo Solaris16 e aplicações Java, C, C++, e Fortran. A Sun fornece
plataformas de desenvolvimento local que permitem a compilação e o teste das aplicações
segundo os requisitos da plataforma cloud. O utilizador pode depois fazer upload das apli-
cações para execução remota e monitorizar o seu funcionamento. Refira-se ainda que a Sun
tem ainda o projecto Sun Open Cloud, onde pretende fornecer serviços e API gratuitos e
open-source. A empresa disponibiliza regularmente relatórios técnicos sobre o tema.
Estas soluções podem representar um importante ponto de viragem na forma como se utilizam
ferramentas e recursos computacionais de grande escala, oferecendo elevada flexibilidade, eficiência
e escalabilidade maciça. Note-se ainda que muito do potencial de desenvolvimento e flexibilidade
destas plataformas é fomentado pelo movimento open-source [SunMS 2009b].
Destaca-se ainda, como referência dos sistemas de processamento mais potentes do mundo, a
lista17 TOP500. Todos os anos, em Junho e em Novembro, são publicadas as listas dos sistemas
mais rápidos do mundo, assim como diversas estatísticas relevantes. De entre estas, destaca-se a
evolução do tipo de arquitectura das máquinas presentes neste ranking ao longo do tempo, ilustrada
na figura 3.10. Note-se que o número de clusters na lista Top500 subiu de apenas 2,2% (11) em
Junho de 1999 para 81,4% (407) em Junho de 2012. Mostra-se ainda a evolução do tipo de sistema
operativo utilizados, ilustrada na figura 3.11.
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Figura 3.10: Arquitecturas TOP500, lista de Junho de 2012: (a) parcela de sistemas e (b) parcela
de desempenho global, de 1993 a 2012 [TOP500 2012].
16O Solaris é a distribuição oficial de Linux da Sun Microsystems, actualmente subsidiária da Oracle. Existe
também uma versão open-source, o OpenSolaris.
17TOP500 — http:://www.top500.org/.
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Figura 3.11: Família de sistemas operativos, lista TOP500 de Junho de 2012: (a) parcela de
sistemas e (b) parcela de desempenho global, de 1993 a 2012 [TOP500 2012].
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Capítulo 4
Modelação do Comportamento
Termoelástico Linear
Apresenta-se a formulação geral dos problemas térmico e
termomecânico. Procede-se às suas formulações fracas e discretizações
espaciais recorrendo ao método dos elementos finitos.
4.1 Introdução
O comportamento mecânico de um material, em particular o comportamento linear elástico, é in-
fluenciado por variações de temperatura originadas por fenómenos de transferência de calor. Esta
dependência corresponde a fenómenos de termoelasticidade e está presente em diversas áreas de
aplicação. Consideram-se neste trabalho um conjunto de hipóteses que permitem a sua avaliação
segundo pressupostos de lineariedade. A termoelasticidade linear combina a elasticidade linear com
a condução de calor. A consideração de regime transitório nos fenómenos de transmissão de calor,
para além de complexa, está fora do âmbito geral dos problemas de optimização aqui desenvolvi-
dos. Nos problemas abordados, sem erros significativos nas aplicações em estudo, ignoram-se os
termos de acoplamento termomecânico nos problemas térmico e mecânico, e o termo de inércia na
equação de movimento. Neste caso, define-se o problema como de termoelasticidade quase-estática
desacoplada [Fung e Tong 2001]. Este problema divide-se então num problema linear de condução
de calor (transiente ou quase-estático) e num problema quase-estático de elasticidade linear, em
seguida denominado de termoelástico.
Neste capítulo apresenta-se a formulação do problema térmico, considerado neste trabalho como
quase-estático, assim como a formulação geral do problema de termoelasticidade linear. Procede-se
ainda à discretização espacial destes problemas por elementos finitos.
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4.2 Problema Térmico — Condução de Calor em Regime
Estacionário
4.2.1 Formulação Diferencial
A transmissão de calor em meios sólidos faz-se no seu interior, por condução, ou através da sua
fronteira. A equação que descreve a transmissão de calor num meio sólido1 Ω ∈ IR3 (vd. Fig. 4.1)
em regime estacionário corresponde, considerando um referencial cartesiano ortonormado, a
div (qk)−Q = 0 em Ω . (4.1)
qk é o vector de fluxos superficiais, por unidade de área, de calor por condução. Q representa a
taxa temporal de geração de calor por unidade de volume.
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Figura 4.1: Representação esquemática dos domínios associados ao problema térmico num corpo
sólido tridimensional.
Segundo uma lei constitutiva geral para problemas de escoamento potencial, correspondente à
lei de Fourier em condução de calor [Fourier 1822], tem-se que
qk = −k · grad(T ) em Ω , (4.2)
onde k e grad(T ) são o tensor de condutividade térmica e o gradiente do campo de temperaturas,
respectivamente. Substituindo a equação 4.2 em 4.1, tem-se que
−div [k · grad(T )]−Q = 0 em Ω . (4.3)
É necessário impor as condições de fronteira associadas ao problema térmico para resolver a equa-
ção 4.3. Podem considerar-se condições de fronteira essenciais ou de Dirichlet, naturais ou de
Neumann, e de Robin (uma combinação linear das duas anteriores) [Snyder e Wilkerson 1987].
No presente capítulo não se consideram as condições de fronteira de Robin. As duas primeiras,
por sua vez, são definidas nas superfícies ΓDT e ΓNT , respectivamente, sendo ΓDT ∪ ΓNT = Γ e
ΓDT ∩ ΓNT = ∅.
As condições de fronteira de Dirichlet correspondem a
T = T¯ em ΓDT , (4.4)
em que T¯ é a temperatura prescrita na superfície ΓDT . As condições de fronteira de Neumann são
definidas por
−q¯ = [−k · grad(T )] · n em ΓNT . (4.5)
Estas correspondem à imposição de um fluxo superficial de calor q¯ na superfície ΓNT . n é um
versor normal exterior a Γ. O sinal negativo associado à condição de fronteira de fluxo superficial
prescrito advém da convenção de que q¯ é positivo quando a transferência de calor se efectua do
exterior para o domínio Ω considerado, representando assim um aumento de energia do domínio.
1O meio sólido ocupa o conjunto aberto Ω ∈ IR3, delimitado pela fronteira Γ. A resolução do problema térmico
em regime estacionário corresponde à determinação de T em Ω¯, sendo Ω¯ = Ω∪Γ o fecho de Ω [Pinho-da-Cruz 2007].
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4.2.2 Formulação Integral Fraca
A discretização espacial da equação diferencial 4.3 pode fazer-se quer recorrendo a um método
variacional quer a um método de resíduos ponderados. Neste trabalho, recorre-se ao método
dos resíduos pesados de Galerkin. Para obter a formulação integral fraca do problema utiliza-
se o princípio das temperaturas virtuais, análogo ao princípio dos deslocamentos virtuais [Bathe
1996]. A função de ponderação utilizada, δT , define um campo arbitrário de temperaturas virtuais
contínuo e suficientemente regular em Ω, com δT = 0 em ΓD. Multiplicando a equação de equilíbrio
4.3 pelo campo δT e integrando no domínio Ω, obtém-se∫
Ω
δT {−div [k · grad(T )]−Q} dΩ = 0. (4.6)
Devido à natureza arbitrária do campo de temperaturas virtuais tem-se que a formulação integral
forte 4.6 é equivalente à formulação diferencial (forte) 4.3 [Pinho-da-Cruz 2007]. Substituindo a
identidade
δTdiv [k · grad(T )] = div [δTk · grad(T )]− grad(δT ) · [k · grad(T )] (4.7)
na equação 4.6 e reorganizando os seus termos, obtém-se∫
Ω
grad(δT ) · [k · grad(T )] dΩ =
∫
Ω
δTQ dΩ+
∫
Ω
div [δTk · grad(T )] dΩ . (4.8)
A aplicação do teorema da divergência ao segundo termo do segundo membro da equação 4.8
resulta em ∫
Ω
div [δTk · grad(T )] dΩ =
∫
Γ
δT [k · grad(T )] · n dΓ . (4.9)
Sendo Γ = ΓDT ∪ ΓNT ∫
Γ
δT [k · grad(T )] · n dΓ =
∫
ΓNT
δT [k · grad(T )] · n dΓ . (4.10)
A substituição das equações 4.5, 4.9 e 4.10 na equação 4.8 resulta em∫
Ω
grad(δT ) · [k · grad(T )] dΩ =
∫
Ω
δT Q dΩ +
∫
ΓNT
δT q¯ dΓ . (4.11)
Esta equação integral de equilíbrio de fluxos de calor corresponde ao princípio das temperaturas
virtuais para o problema térmico associado à equação 4.3 [Zienkiewicz e Taylor 1989]. Segundo
este princípio, para que2 T seja a solução do problema térmico, a equação 4.11 deverá verificar-se
para qualquer campo arbitrário de temperaturas virtuais δT contínuo e suficientemente regular em
Ω, com δT = 0 em ΓDT [Pinho-da-Cruz 2007].
4.3 Problema Termoelástico
4.3.1 Formulação Diferencial
A equação que descreve o problema termoelástico num meio sólido Ω ∈ IR3 (vd. Fig. 4.2),
segundo a teoria das pequenas deformações, corresponde, considerando um referencial cartesiano
ortonormado, a
div (σ) + f = 0 em Ω. (4.12)
2T é um campo de temperaturas contínuo e suficientemente regular em Ω, com T = T¯ em ΓDT .
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As relações deformações-deslocamentos linearizadas e as relações constitutivas, segundo a forma
geral de Duhamel-Neumann da lei de Hooke, correspondem a
ε =
1
2
{
grad (u) + [grad (u)]T
}
em Ω e (4.13)
σ = D : ε−ΔTβ em Ω , (4.14)
respectivamente, onde
ΔT = T − T0 e (4.15)
β = D : α . (4.16)
D, α e u são os tensores de elasticidade e de expansibilidade térmica, e o vector de deslocamentos,
respectivamente. T0 é a temperatura de referência.
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Figura 4.2: Representação esquemática dos domínios associados ao problema termoelástico num
corpo sólido tridimensional.
Para a resolução do problema da equação 4.12 consideram-se condições de fronteira de Dirichlet
e de Neumann, definidas nas superfícies ΓDu e ΓNu , respectivamente, com ΓDu ∪ ΓNu = Γ. Por
uma questão de simplificação, consideram-se, para efeitos estritamente de formulação, as fronteiras
disjuntas, i.e. ΓDu ∩ ΓNu = ∅. Tal como no problema térmico, ignoram-se aqui as condições de
fronteira de Robin.
As condições de fronteira de Dirichlet e de Neumann definem-se como
u = u¯ em ΓDu (4.17)
e
σ · n = t¯ em ΓNu , (4.18)
respectivamente. u¯ é o deslocamento prescrito na superfície ΓDu e t¯ a força superficial na superfície
ΓNu . n é um versor normal exterior à superfície Γ.
4.3.2 Formulação Integral Fraca
À semelhança do problema térmico, a resolução numérica por elementos finitos do problema ter-
moelástico associado à equação diferencial 4.12 com base no método dos elementos finitos requer a
obtenção da sua formulação integral fraca. Recorre-se para o efeito ao princípio dos deslocamentos
virtuais. Seja δu um campo arbitrário de deslocamentos virtuais contínuo e suficientemente regular
em Ω, com δu = 0 em ΓDu . Partindo da equação 4.12, pode estabelecer-se que∫
Ω
δu · div (σ) dΩ +
∫
Ω
δu · f dΩ = 0 . (4.19)
Devido à natureza arbitrária do campo de deslocamentos virtuais tem-se que a formulação integral
forte 4.19 é equivalente à formulação diferencial (forte) 4.12 [Pinho-da-Cruz 2007]. Substituindo
na equação 4.19 a identidade
δu · div (σ) = div (δu · σ)− grad(δu) : σ (4.20)
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obtém-se que ∫
Ω
grad(δu) : σ dΩ =
∫
Ω
δu · f dΩ +
∫
Ω
div (δu · σ) dΩ . (4.21)
A aplicação do teorema da divergência ao segundo termo do segundo membro da equação 4.21
resulta em ∫
Ω
div (δu · σ) dΩ =
∫
Γ
δu · (σ · n) dΓ . (4.22)
Esta equação corresponde a ∫
Γ
δu · (σ · n) dΓ =
∫
ΓNu
δu · (σ · n) dΓ . (4.23)
considerando Γ = ΓDu ∪ΓNu e δu = 0 em ΓDu . Por sua vez, a substituição das equações 4.18, 4.22
e 4.23 na equação 4.21 resulta em∫
Ω
grad(δu) : σ dΩ =
∫
Ω
δu · f dΩ +
∫
ΓNu
δu · t¯ dΓ. (4.24)
Atendendo à simetria de σ, tem-se ainda que
grad(δu) : σ = δε : σ, (4.25)
onde
δε =
1
2
{
grad (δu) + [grad (δu)]T
}
(4.26)
é o campo de deformações virtuais. A substituição das equações 4.14 e 4.25 na expressão 4.24
conduz a ∫
Ω
δε : D : εdΩ =
∫
Ω
ΔT δε : β dΩ +
∫
Ω
δu · f dΩ +
∫
ΓNu
δu · t¯ dΓ. (4.27)
Esta equação define o princípio dos deslocamentos virtuais para o problema termoelástico associado
à equação 4.12 [Zienkiewicz e Taylor 1989]. Para que u seja a solução do problema termoelástico3,
a equação 4.27 deverá verificar-se para qualquer campo arbitrário de deslocamentos virtuais δu
contínuo e suficientemente regular em Ω, com δu = 0 em ΓDu [Pinho-da-Cruz 2007].
4.4 Discretização Espacial pelo Método dos Elementos
Finitos
Após se terem obtido as formulações fracas dos problemas térmico e termoelástico, procede-se às
suas discretizações espaciais por elementos finitos.
4.4.1 Problema Térmico
De acordo com uma decomposição do domínio Ω numa malha de elementos finitos, o campo global
de temperaturas pode ser aproximado por
T (x) = N˜ (x)T em Ω e (4.28)
T (x) = N˜Γ (x)T em Γ , (4.29)
onde N˜ e N˜Γ são as matrizes globais de funções de forma no domínio Ω e na superfície Γ, respecti-
vamente. T é o vector das temperaturas nodais, com componentes prescritas em nós associados a
3u é um campo de deslocamentos contínuo e suficientemente regular em Ω, com u = u¯ em ΓDu .
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ΓDT . É possível relacionar o campo de global de temperaturas virtuais com o campo discretizado
de temperaturas virtuais δT, correspondente a quantidades nodais, como
δT (x) = N˜ (x) δT em Ω e (4.30)
δT (x) = N˜Γ (x) δT em Γ . (4.31)
As suas componentes são nulas em nós de ΓDT . Substituindo as equações 4.28 a 4.31 na equação
4.11 obtém-se, atendendo à arbitrariedade do campo de temperaturas virtuais e utilizando notação
matricial, a equação discretizada
KT = Q+ q. (4.32)
A matriz K corresponde à rigidez térmica, neste trabalho constituída exclusivamente pelo termo
de condutividade térmica4, Kk. Q é o vector dos termos de geração de calor. q é o vector dos
fluxos prescritos. Cada uma destas grandezas definem-se como
K = Kk =
∫
Ω
M˜T kM˜dΩ , (4.33)
Q =
∫
Ω
N˜TQ dΩ e (4.34)
q = qN + qPN =
∫
ΓNT
N˜TΓ q¯ dΓ +
nq∑
k=1
(
P¯N
)
k
. (4.35)
M˜ é a matriz global das derivadas parciais das funções de forma, i.e. de interpolação do campo
do gradiente de temperaturas. O vector qPN representa o vector de fluxos pontuais (nodais),
constituído por nq fluxos prescritos P¯N.
4.4.2 Problema Termoelástico
A decomposição do domínio Ω numa malha de elementos finitos conduz à aproximação do campo
global de deslocamentos por
u (x) = N (x)U em Ω e (4.36)
u (x) = NΓ (x)U em Γ , (4.37)
onde N e NΓ são as matrizes globais de funções de forma (i.e. de interpolação) no domínio Ω e na
superfície Γ, respectivamente. U é o vector dos deslocamentos nodais, com componentes de valor
prescrito em nós de ΓDu . O campo de global de deslocamentos virtuais, por sua vez, é aproximado
pelo campo de deslocamentos virtuais discretizado (nodais), δU, como
δu (x) = N (x) δU em Ω e (4.38)
δu (x) = NΓ (x) δU em Γ , (4.39)
com componentes nulas em nós associados a ΓDu . Substituindo as equações 4.13, 4.26 e 4.36 a
4.39 na equação 4.27, atendendo à arbitrariedade do campo de deslocamentos virtuais e utilizando
notação matricial, obtém-se a equação discretizada de equilíbrio termoelástico,
KuU = F. (4.40)
Ku e F são a matriz de rigidez e o vector de forças externas, respectivamente. Estes são definidos
como
Ku =
∫
Ω
BTDBdΩ e (4.41)
F = FT + Ff + FN +RN
=
∫
Ω
ΔTBT βdΩ +
∫
Ω
NT fdΩ +
∫
ΓNu
NTΓ t¯ dΓ +
nr∑
k=1
(
R¯N
)
k
. (4.42)
4Ignoram-se aqui os termos de convecção e de radiação.
56
Discretização Espacial pelo Método dos Elementos Finitos
B é a matriz global das derivadas parciais das funções de forma. FT é o vector de forças de
dilatação térmica. Ff e FN são os vectores de forças distribuídas no volume Ω e na superfície ΓNu ,
respectivamente. RN representa o vector de forças pontuais (nodais), constituído por nr forças
prescritas R¯N.
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Capítulo 5
Optimização Topológica
Abordam-se conceitos elementares de optimização topológica em
cálculo estrutural. Descrevem-se aspectos de parametrização dos
problemas, controlo de estabilidade e métodos de resolução.
5.1 Introdução
A designação de optimização topológica é usualmente aplicada a uma área específica da optimização
estrutural que lida com a distribuição de material ao longo de um domínio admissível. No entanto,
os conceitos da optimização estrutural não são exclusivos da mecânica estrutural, sendo que a
natureza variacional do problema em meios contínuos deriva de estudos de problemas de condução
(térmica ou eléctrica) [Bendsøe 2001].
A primeira publicação comummente associada à optimização topológica surgiu no início do
século XX, onde Michell apresentou critérios de óptimo para a obtenção de estruturas reticuladas
de peso mínimo [Michell 1904]. Os seus princípios, com aplicação para fracções volúmicas muito
reduzidas [Rozvany 2001], foram mais tarde retomados. A possibilidade de aliar a optimização às
ferramentas computacionais então emergentes levou a um crescimento da aplicação computacio-
nal da optimização estrutural e a novas aplicações. A utilização de metodologias de programação
matemática foi iniciada nos anos 1960, baseada em modelos de estruturas reticuladas e progra-
mação linear [Schmit 1960,Dorn et al. 1964]. Nas décadas seguintes, Rozvani e outros autores
apresentaram vários trabalhos que apresentam desenvolvimentos dos princípios aplicados e gene-
ralização para estruturas contínuas [Rozvany 2009]. Um dos primeiros trabalhos com a utilização
de meios contínuos discretizados para a resolução de problemas de optimização topológica incidiu
sobre a distribuição óptima da espessura em placas elásticas [Cheng e Olhoff 1981]. Este trabalho
introduziu também a relevância da microestrutura dos materiais em optimização topológica, temá-
tica que levou ao trabalho basilar de Bendsøe e Kikuchi [Bendsøe e Kikuchi 1988]. Neste trabalho,
apresentou-se a optimização topológica como ferramenta computacional com aplicação a estruturas
contínuas, utilizando variações na microestrutura do material como forma de relaxar o problema
discreto de optimização topológica. Este trabalho foi pioneiro na forma como esta temática é
abordada, marcando o início de uma fase de grande crescimento. A título de exemplo, refira-se
que a abordagem SIMP (Solid Isotropic Material with Penalisation) foi primeiramente introduzida
por Bendsøe [Bendsøe 1989] e mais tarde apresentada por Rozvany et al. [Rozvany et al. 1992],
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constituindo uma das metodologias mais utilizadas actualmente na optimização topológica. O
crescimento das aplicações de optimização topológica ao cálculo estrutural desde então tem sido
acentuado. A influência da forma e da topologia na eficiência de uma estrutura leva a que os proce-
dimentos de optimização constituam ferramentas cada vez mais necessárias no contexto industrial,
assim como académico. Os problemas associados têm uma configuração típica em optimização, com
variáveis de optimização e variáveis de estado com elas relacionadas. O número destas variáveis é
frequentemente elevado, originando alguns compromissos ou simplificações em termos de restrições
ou formulação [Bendsøe e Sigmund 2003]. Atente-se ainda na grande variedade de designações
atribuídas a metodologias de optimização topológica, dependendo de autores, tipos de abordagem
ou métodos associados. Destacam-se as designações GSO (Generalized Shape Optimisation) como
termo genérico de optimização topológica ou LO (Layout Optimisation), usado para estruturas
discretas. É comum utilizar neste caso metodologias GSA (Groung Structure Approach), de grelha
ou malha completamente preenchida com elementos que são seleccionados e configurados de modo
a corresponder à melhor resposta possível. Esta abordagem é característica de estruturas discretas,
nomeadamente articuladas [Dorn et al. 1964], mas tem semelhanças com a malha de elementos fi-
nitos utilizada como domínio admissível de um problema geral de optimização topológica em meios
contínuos, que alguns autores designam de ISE (Isotropic Solid or Empty ground structures). A
utilização de métodos evolucionários, por sua vez, enquadra-se normalmente na ESO (Evolutio-
nary Structural Optimisation), também designada por SERA (Sequential Element Rejections and
Admissions) [Rozvany e Querin 2002].
5.2 Definição do Problema
A optimização topológica estrutural consiste na procura da distribuição óptima que minimize a
flexibilidade, i.e. maximize a rigidez. Considere-se um corpo associado a um domínio contínuo
Ω, através do qual se define a distribuição inicial de material. Considere-se ainda que existem
condições de fronteira que garantam o equilíbrio estático deste corpo, na forma de restrições e
carregamentos. Numa forma usual, para o problema de elasticidade linear usa-se como medida da
flexibilidade da estrutura a função energia de deformação, S, definida como
S =
1
2
∫
Ω
Dijkl(x)εij(u)εkl(u)dΩ , (5.1)
onde u representa o campo de deslocamentos correspondente ao equilíbrio, εij as componentes do
campo de deformações no equilíbrio e Dijkl as componentes do tensor de elasticidade do mate-
rial em x ∈ Ω. Uma forma alternativa corresponde à utilização do trabalho das forças externas
(compliance), definido como
W =
∫
Ω
biuidΩ+
∫
ΓNu
t¯iuidΓ . (5.2)
bi e t¯i correspondem às forças externas por unidade de volume e de área, respectivamente. Estas
funções podem ser usadas para definir a energia potencial total do sistema como
P = S −W = 1
2
∫
Ω
Dijkl(x)εij(u)εkl(u)dΩ−
(∫
Ω
biuidΩ +
∫
ΓNu
t¯iuidΓ
)
. (5.3)
De acordo com o princípio da energia potencial total mínima, esta é minimizada pelo campo de
deslocamentos u que corresponde ao equilíbrio (a variação de P é nula, i.e. δP = 0).
O problema de optimização topológica pode ser formulado em termos de qualquer uma das
grandezas anteriores, recorrendo à formulação mais conveniente para cada aplicação. Uma das
formais usuais recorre ao trabalho das forças externas (Eq. 5.2) como medida da flexibilidade da
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estrutura, resolvendo o problema de optimização
min
D∈Dadm
δP=0
(∫
Ω
biuidΩ+
∫
ΓNu
t¯iuidΓ
)
. (5.4)
A formulação mais comum deste problema corresponde à sua forma discretizada utilizando o Mé-
todo dos Elementos Finitos (MEF) e apresentada em notação matricial [Sigmund 2001]. Usa-se,
neste caso, uma matriz constitutiva D constante em cada elemento finito e o problema escreve-se
como
min
D∈Dadm
Ku=f
(∫
Ω
b · udΩ +
∫
ΓNu
t¯ · udΓ
)
(5.5)
ou, na sua implementação mais prática,
min
D∈Dadm
Ku=f
∫
Ω
fTu dΩ = min
D∈Dadm
Ku=f
∫
Ω
uTKu dΩ , (5.6)
onde a matriz de rigidez K é a matriz global que corresponde à assemblagem das matrizes ele-
mentares ke, definidas em cada elemento e como função da matriz constitutiva local De. Note-se,
no entanto, que a utilização do trabalho das forças externas ou da energia de deformação como
função-objectivo exige alguns cuidados no caso de problemas com imposição de condições de fron-
teira essenciais com valores prescritos diferentes de 0. Nestes casos, a estrutura pretendida, de
maior rigidez, corresponderá à maximização da energia de deformação (e do trabalho das forças
externas) e não à sua minimização [Hassani e Hinton 1998b,Allaire 2002]. Note-se ainda que o
mesmo problema se pode formular na sua versão complementar, em função do campo de tensões
em vez de deslocamentos. Esta abordagem não é utilizada neste trabalho, mas é usualmente cor-
respondente a uma formulação segundo o princípio de energia complementar mínima e pode ser
consultado em diversas referências bibliográficas [Allaire 2002,Bendsøe e Sigmund 2003].
As definições apresentadas podem ser adaptadas, em regime quase-estático, ao problema tér-
mico. Note-se que os problemas térmico estacionário e o problema mecânico são formalmente
idênticos. Ambos são definidos como problemas matemáticos (elípticos) típicos de conservação,
com relações constitutivas e de compatibilidade específicas, assim como condições de fronteira [Ci-
oranescu e Donato 1999]. Além disso, em ambos os casos os objectivos definem-se em termos da
maximização de uma propriedade constitutiva, i.e. rigidez e condutividade térmica. Neste sentido,
o problema térmico pode ser expresso, usando uma medida da flexibilidade térmica, maximizando
a condutividade térmica da estrutura, e ignorando os termos convectivos e radiativos, como
min
kT∈kTadm
qi=−kij dTdxj
∫
ΓNT
q¯TdΓ . (5.7)
Na sua implementação mais prática, recorrendo à usual discretização com o MEF e à notação
matricial, o problema pode definir-se como [de Kruijf et al. 2007]
min
kT∈kTadm
KTT=q
∫
Ω
TTKTTdΩ . (5.8)
Note-se ainda que este problema pode ser resolvido de modo independente ou como parte de
uma abordagem multiobjectivo (vd. Sec. 2.4.4). Na abordagem adoptada neste trabalho, os
objectivos mecânico e térmico podem simultaneamente ponderados, segundo uma metodologia de
soma ponderada, como [de Kruijf et al. 2007,Challis et al. 2008,Chen et al. 2010]
min
D∈Dadm
kT∈kTadm
Ku=f
KTT=q
(
wt
ft
f0t
+ wm
fm
f0m
)
, (5.9)
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onde ft e fm correspondem aos objectivos térmico e mecânico, respectivamente. Os valores f0t
e f0m correspondem a termos de normalização, ou seja, ao valor de cada um dos objectivos na
estimativa inicial, e os valores w correspondem aos pesos de cada um dos objectivos. A mani-
pulação destes pesos dá origem a análises de Pareto, sendo aqui definidos como wm = 1 − wt,
com wt ∈ [0, 1] [Frischknecht et al. 2011]. A normalização é essencial neste caso, visto a diferente
natureza de cada um dos problemas poder conduzir a diferentes dimensões relativas de cada um
dos objectivos. Uma abordagem semelhante é usualmente utilizada na definição de problemas de
multicarregamento. Neste caso, a soma ponderada continua a ser aplicada, mas não é essencial
a normalização dos objectivos, dependendo acima de tudo da implementação e das necessidades
do programador/utilizador. A título de exemplo, a definição do problema 5.4 como sendo de
multicarregamento pode escrever-se como
min
D∈Dadm
δP=0
L∑
l=1
wl
(∫
Ω
bliu
l
idΩ+
∫
ΓNu
t¯liu
l
idΓ
)
l
, (5.10)
onde L designa o número de carregamentos alternativos e wl o peso do caso l.
5.3 Parametrização do Problema
Os problemas de optimização topológica são essencialmente problemas de optimização inteira e
discreta de larga escala, na sua maioria com formulações onde a previsão da topologia se pode
processar com optimização diferenciável. O problema de optimização topológica definido neste
trabalho corresponde a obter o subdomínio Ω∗ de Ω, com uma dada fracção volúmica fv que
optimiza um determinado objectivo. Este objectivo é usualmente uma qualquer medida de rigidez
ou flexibilidade que se deseja maximizar ou minimizar, respectivamente. A topologia ideal terá
uma forma associada, com elementos estruturais e vazios (ou materiais constituintes distribuídos
em diferentes fases). A definição original deste problema corresponde, assim, a um problema de
optimização de variáveis discretas. Define-se comummente a variável ρ como densidade, podendo
tomar os valores 1 em Ω∗ ou 0 em Ω\Ω∗. Este problema genérico pode definir-se como
min
ρ(x)∈{0,1},∀x∈Ω∫
Ω
ρ
VΩ
dx≤fv
f(ρ) , (5.11)
onde é implícita a existência de uma função de estado como restrição ou parte integrante da função-
-objectivo, como, por exemplo, a equação de equilíbrio (vd. Sec. 5.2). No entanto, o problema
genérico definido na expressão 5.11 não tem solução global. Isto deve-se ao facto da introdução
de mais vazios sem se alterar a fracção volúmica geral ir em princípio originar um aumento da
eficiência do processo de optimização e melhorar o objectivo [Sigmund e Petersson 1998,Bendsøe
e Sigmund 2003,Rozvany et al. 2006]. Este fenómeno é normalmente designado como inexistência
de soluções. Neste caso, existem duas formas genéricas de obter uma solução de engenharia:
(i) modificar o problema de modo a que tenha solução e então proceder à sua discretização ou
(ii) discretizar o problema original. Na primeira abordagem existem duas metodologias comuns,
nomeadamente baseadas na relaxação ou na restrição do problema. Na segunda abordagem, apesar
de se produzirem resultados, diversos autores referem a metodologia como sendo por vezes dúbia,
no sentido em que as estruturas produzidas podem não corresponder ao problema contínuo original,
sendo este possivelmente indefinido [Haber et al. 1996,Sigmund e Petersson 1998,Petersson 1999,
Bendsøe e Sigmund 2003, Sigmund 2007]. A discretização destes problemas pode ser feita com
recurso ao método dos elementos finitos, dividindo-se o domínio em n elementos. A variável ρ
é tomada como constante em cada elemento finito, podendo a sua distribuição ser representada
com recurso ao vector ρ, de dimensão n. A utilização de densidades constantes em cada elemento
permite que a integração elementar seja feita da forma habitual, sendo a densidade utilizada
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usualmente como operador escalar da rigidez [Sigmund e Petersson 1998]. Assim, o problema
discretizado passa a ter a forma
min
ρi∈{0,1},i=1,...,n∑n
i=1
ρivi
VΩ
≤fv
f(ρ) , (5.12)
sendo ρi e vi as densidades e os volumes de cada elemento finito, respectivamente. Note-se que
no problema 5.12 a inexistência de soluções manifesta-se como uma dependência de malha, onde a
solução ideal e a existência de um número crescente de vazios no óptimo dependem directamente
do nível de refinamento da malha.
A relaxação de um problema consiste essencialmente em alargar o seu domínio admissível de
modo a conduzir à existência de solução. Uma das formas de o conseguir passa pela introdução
de detalhe adicional através de processos multiescala, abordados em maior detalhe no capítulo se-
guinte deste trabalho. Bendsøe e Kikuchi [Bendsøe e Kikuchi 1988] abriram caminho à optimização
topológica na sua forma actual, relaxando o problema com a introdução de detalhe ao nível da mi-
croescala usando metodologias de homogeneização. Esta abordagem aparece em diversos trabalhos
sob diferentes formas, nomeadamente com definição paramétrica de materiais porosos ou recurso
a materiais laminados do tipo Rank-N, introduzindo assim densidades intermédias devido ao de-
talhe microestrutural associado a cada valor de ρ [Thomsen 1992,Jacobsen 1998,Hassani e Hinton
1999,Allaire 2002]. Contudo, a abordagem mais comum para obter um problema bem-condicionado
e atingir soluções definidas corresponde a permitir que diferentes tensores constitutivos sejam pos-
síveis para definir as propriedades do material ao longo do domínio admissível. Transforma-se
assim o problema original discreto num problema contínuo em que a energia depende linearmente
da densidade ρ [Bendsøe et al. 1994,Sigmund e Petersson 1998], passando esta a variar linearmente
entre os valores discretos definidos anteriormente, i.e. entre 0 e 1. Esta dependência linear re-
sulta numa forma bastante flexível do problema [Sigmund e Petersson 1998], definindo limites de
eficiência mecânica das estruturas e permitindo resolver uma maior variedade de problemas (e.g.
espessura variável de chapa, funcionando ρ como parâmetro de controlo da espessura local). Por
outro lado, pode também restringir-se o problema. Acrescentando constrangimentos adicionais que
limitem a variação de densidade ou a sua distribuição, torna-se o domínio admissível mais pequeno
que o original, e ao mesmo tempo suficientemente fechado e com solução definida. Algumas formas
de o fazer são apresentadas nas secções seguintes, podendo em alguns casos ser também usadas
para eliminar problemas de dependência de malha ou melhorar a distribuição final de acordo com
o pretendido.
Outra estratégia também utilizada neste contexto, aliada à relaxação do problema discreto com
a definição contínua de ρ, consiste na penalização de densidades intermédias. Esta abordagem é
utilizada de modo a permitir a obtenção de soluções discretas [Sigmund e Petersson 1998,Bendsøe
e Sigmund 2003], permitindo o pós-processamento de problemas relaxados e evitando a utilização
de métodos de optimização discreta, considerados problemas NP-completos quando lidam com va-
riáveis binárias [Klein e Young 2010]. A dificuldade de resolver este problema de optimização na
forma original, especialmente aquando de grandes dimensões, leva a que, por razões computacio-
nais, se relaxe o problema. O facto de se permitir uma variação contínua das variáveis acarreta,
no entanto, o problema das densidades intermédias. Enquanto que numa abordagem multies-
cala [Bendsøe 1989,Bendsøe 1995,Hassani e Hinton 1999,Allaire 2002] ou em casos de variação
contínua de densidade (e.g. problemas de densidade óssea [Andrade-Campos et al. 2009, Coelho
et al. 2009]) as densidades intermédias poderão ter significado físico, na maioria dos problemas
estruturais estas são indesejadas. Adicionalmente, estas afastam a solução obtida da solução dos
problemas iniciais de variáveis discretas. Assim, recorre-se à utilização de variáveis contínuas com
penalização das densidades intermédias de modo a que a solução aproxime a solução discreta,
i.e. com valores binários. Esta perturbação do problema relaxado tende a aproximar a solução
do problema discreto com a intensificação da penalização, especialmente em conjugação com a
utilização de filtros ou restrições geométricas [Bendsøe e Sigmund 2003]. Apesar de existirem
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diversas estratégias alternativas para a penalização de densidades intermédias [Sigmund e Peters-
son 1998,Petersson 1999,Allaire 2002,Borrvall 2001,Stolpe e Svanberg 2001a,Bendsøe e Sigmund
2003,Sigmund 2007,Hvejsel e Lund 2011], incluindo as restrições de perímetro, a metodologia mais
popular é a chamada SIMP (Solid Isotropic Material with Penalization)1, que designa usualmente
a lei de potência [Rozvany et al. 1992,Bendsøe e Sigmund 1999]
K(ρ) = ρpK0 , (5.13)
onde K0 é uma dada propriedade do material de base (correspondente a densidade 1), isotrópico na
abordagem geral do método, e p o factor de penalização que determina a forma como as variáveis
são conduzidas aos seus extremos. Como se pode ver na figura 5.1, neste esquema de interpolação
não-linear das propriedades, a influência do expoente de penalidade faz com que a densidade
efectiva correspondente a valores intermédios da variável ρ seja inferior, originando uma queda
acentuada da propriedade que influencia e tornando os extremos mais favoráveis em termos de
solução óptima. Isto deve-se ao facto de, ao longo da variação intermédia de ρ, o volume se manter
proporcional à variável densidade enquanto a propriedade que afecta passa a ser inferior ao valor
proporcional. O problema discretizado pode escrever-se como
min
0<ρmin≤ρi≤1, i=1,...,n∑n
i=1
ρivi
VΩ
≤fv
Ku=f
f(ρ) , f(ρ) =
∫
Ω
uTKu dΩ =
n∑
e=1
ρpeu
T
e k0ue , (5.14)
onde u, f e K denotam vectores de deslocamento e força, e matriz de rigidez, respectivamente.
O índice e indica quantidades elementares. Note-se que a rigidez do elemento e é definida como
ρpek0, onde k0 corresponde à rigidez elementar de e quando constituído pelo material de base. Esta
definição é equivalente a escrever ρpeD0, onde D0 corresponde à matriz constitutiva do material de
base.
Existem diversas definições alternativas para este problema, assim como para a própria definição
do SIMP. Detacam-se duas alternativas [Bendsøe e Sigmund 1999,Sigmund 2007]. Por um lado, a
alteração da lei de potência para
K(ρ) = ρpK1 + (1− ρp)K2 (5.15)
permite a interpolação das propriedades de dois materiais (1 e 2), sem vazio e com K1 > K2. Por
outro lado, permite também que se defina a propriedade K2 como o valor mínimo para o correcto
condicionamento do sistema de equações de definição do problema inicial, de uma fase de material
e domínio complementar vazio. Em qualquer dos casos, esta lei de potência pode ser redefinida
como
K(ρ) = ρpK0 + (1− ρp)dmK0 = [ρp + dm(1 − ρp)]K0 , (5.16)
em que2 dm = KminK0 . Por sua vez, o SIMP modificado,
K(ρ) = Kmin + ρ
p(K0 −Kmin) , (5.17)
tem as mesma implicações práticas. Kmin corresponde ao valor mínimo da propriedade K, associ-
ada ao material de menor K ou ao mínimo definido para o vazio, sendo diferente de zero para evitar
singularidades e problemas de condicionamento. Estas formas alternativas têm algumas vantagens
sobre o SIMP original, nomeadamente o facto de o valor mínimo de K ser independente do factor
de penalização. Permite também a consideração de materiais bifásicos e torna-se mais simples de
1O acrónimo SIMP é ainda ocasionalmente utilizada para designar Simple ou Simply Isotropic Material with
Penalization, ou ainda Simple ou Simply Isotropic Microstructure with Penalization [Duysinx 1997, Sigmund e
Petersson 1998,Rozvany 2001,Rozvany 2009].
2dm pode assumir diferentes valores para diferentes propriedades.
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generalizar para a utilização de uma maior variedade de técnicas de filtragem [Sigmund 2007]. Em
qualquer dos casos, sempre que a restrição de volume é activa, o problema tende a convergir para
soluções aproximadamente discretas se o factor de penalização p for suficientemente elevado. Este
valor é usualmente tomado como p ≥ 3, apesar de depender do tipo de problema e de propriedades
como o coeficiente de Poisson [Bendsøe e Sigmund 1999].
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Figura 5.1: Representação da função de penalização SIMP para diferentes penalidades.
Note-se que o conceito de sensibilidade é particularmente relevante na parametrização do pro-
blema. A análise de sensibilidade em optimização corresponde ao estudo do gradiente da função-
-objectivo (ou de restrições) em relação às variações das variáveis do problema. Estes gradientes
traduzem a sensibilidade da resposta da função a pequenas alterações destas variáveis. Por um
lado, os algoritmos de optimização utilizados neste trabalho são algoritmos que necessitam do cál-
culo dos gradientes da função-objectivo e das restrições relativamente às variáveis do problema.
Por outro lado, a sensibilidade da resposta do problema relativamente à variação de parâmetros de
controlo pode ser de enorme relevância para a robustez e a precisão dos métodos utilizados [Ams-
tutz 2010]. No contexto da utilização da estratégia de penalização SIMP, utilizada neste trabalho,
a sensibilidade da função-objectivo f(ρ) relativamente à variável ρ é determinada pela derivada da
componente constitutiva dependente desta variável. Assim, a derivada da propriedade K definida
na expressão 5.13 pode escrever-se como
∂K(ρ)
∂ρ
= pρp−1K0 . (5.18)
Em particular, no problema de elementos finitos em elasticidade, a sensibilidade de f(ρ) relativa-
mente a ρ resulta em
∂f(ρ)
∂ρ
= −pρp−1e uTe k0ue , (5.19)
para o elemento finito e. Note-se que o sinal negativo da sensibilidade da função advém da sua
definição em termos de trabalho das forças externas. Assim, sendo
f(ρ) = FTU = UTKU (5.20)
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tem-se que
∂f(ρ)
∂ρ
= FT
∂U
∂ρ
+
∂FT
∂ρ
U . (5.21)
Por sua vez, sendo KU = F e atendendo a que KT = K, resulta que UTK = FT. Assim,
∂f(ρ)
∂ρ
= UTK
∂U
∂ρ
+
∂FT
∂ρ
U . (5.22)
Por outro lado, tem-se que
∂K
∂ρ
U+K
∂U
∂ρ
=
∂F
∂ρ
, (5.23)
pelo que
K
∂U
∂ρ
=
∂F
∂ρ
− ∂K
∂ρ
U . (5.24)
Assumindo os carregamentos como condições de fronteira independentes de ρ, obtém-se
∂f(ρ)
∂ρ
= UT



0
∂F
∂ρ
−UT ∂K
∂ρ
U+



0T
∂FT
∂ρ
U = −UT ∂K
∂ρ
U . (5.25)
Note-se ainda que, no caso das penalizações alternativas apresentadas, a sensibilidade da proprie-
dade K(ρ) (vd. Eq. 5.18) passa a definir-se como
∂K(ρ)
∂ρ
= pρp−1(1− dm)K0 (5.26)
no caso da interpolação na expressão 5.16 ou
∂K(ρ)
∂ρ
= pρp−1(K0 −Kmin) (5.27)
para o SIMP modificado definido na expressão 5.17.
5.4 Instabilidades Numéricas em Optimização Topológica
Atendendo ao descrito na secção anterior, as instabilidades numéricas e os problemas de conver-
gência para a solução óptima mais comuns em optimização topológica podem dividir-se em três
categorias principais [Sigmund e Petersson 1998]: (i) checkerboards3, (ii) dependência de malha e
(iii) mínimos locais. O problema de checkerboard (vd. Fig. 5.2(a)) consiste no aparecimento de
regiões alternadas de material e vazio, isto é, densidade 0 e densidade 1, na solução do problema
de optimização topológica. Esta designação é oriunda da utilização comum de malhas regulares de
elementos quadrangulares em problemas bidimensionais, apesar de ser também existente noutros
tipos de malha ou elementos finitos, assim como em problemas tridimensionais. Os padrões que
caracterizam este fenómeno numérico estão directamente ligados a erros resultantes da modelação
numérica da rigidez de elementos distribuídos desta forma. Estes padrões induzem numericamente
3O termo inglês checkerboard é amplamente utilizado como referência ao padrão de tabuleiro de damas frequen-
temente desenvolvido durante o processo de optimização topológica. É comum em optimização referir-se este padrão
como de tabuleiro de xadrez. Pela falta de uma tradução mais adequada, utiliza-se o termo inglês ao longo deste
documento.
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uma rigidez demasiado elevada, razão pela qual tendem a aparecer como resultados óptimos de
minimização de flexibilidade (maximização de rigidez) [Diaz e Sigmund 1995]. Note-se que este é
um problema associado à discretização e não necessariamente ao método de optimização [Rozvany
2009]. Atendendo à origem numérica deste fenómeno, alguns métodos são usualmente utilizados
para evitar ou minimizar o seu aparecimento. Destacam-se de seguida os mais comuns. Uma das
formas mais simples, desaconselhada por ignorar o fundamento físico do problema, corresponde à
utilização de métodos de suavização da solução obtida recorrendo a algoritmos de processamento
de imagem. Uma forma mais correcta e eficiente de obter soluções é a utilização de elementos
finitos de ordem superior. A utilização de elementos quadráticos permite usualmente a obtenção
de melhores soluções. No entanto, o facto de permitirem uma melhor representação dos campos
associados ao problema de elementos finitos não é suficiente para garantir a inexistência de pro-
blemas de checkerboard, dependendo da metodologia utilizada e da correcta escolha de parâmetros
de optimização (e.g. penalidade) [Diaz e Sigmund 1995]. Adicionalmente, o recurso a elementos
de ordem superior acarreta um aumento dos requisitos de processamento e/ou perda de resolu-
ção na distribuição óptima. Em alternativa, a família de métodos mais utilizados corresponde à
utilização de filtros [Sigmund 1994,Bendsøe e Sigmund 2003,Sigmund 2007]. Estes alteram as sen-
sibilidades ou as próprias variáveis de optimização em cada elemento finito e ao longo do processo
iterativo de modo a que dependam dos valores encontrados nos elementos dentro de uma determi-
nada vizinhança. Esta é uma forma eficiente de controlar checkerboards, muitas vezes recorrendo a
algoritmos e definições adaptadas directamente de técnicas de filtragem usadas em processamento
de imagem. Note-se que esta ligação se deve à semelhança formal entre uma malha bidimensional
regular de elementos finitos e uma imagem raster, i.e. mapa de bits, onde a distribuição de re-
sultados do problema de optimização na malha de elementos finitos equivale a uma codificação de
cor na representação gráfica. Note-se que estes métodos são normalmente utilizados não só para
controlar a formação destes padrões mas também para se obter alguma independência do grau
de refinamento da malha. Na verdade, os diversos métodos de controlo de dependência de malha
tendem a minimizar os problemas de checkerboard. A dependência de malha, ilustrada na figura
5.2(b), resulta directamente do problema de não-existência de solução do problema inicial. Tal
como nesse caso, o refinamento da malha tende a permitir o surgimento de detalhe adicional na
solução final, sob a forma de um número crescente de vazios e consequente aumento de rigidez,
traduzindo soluções qualitativamente diferentes. No entanto o resultado do refinamento de malha
deveria idealmente ser uma resolução4 que permitisse uma melhor modelação da mesma estrutura
óptima e uma melhor caracterização das suas fronteiras. O problema de dependência de malha
pode dividir-se em duas categorias distintas, associadas (i) ao detalhe adicional que surge do re-
ferido problema de não-existência de solução do problema original e (ii) à potencial existência de
múltiplas soluções concorrentes. Um exemplo do segundo caso é o problema de tracção uniaxial
(vd. Fig. 5.2(c)), onde uma solução com uma barra de espessura elevada pode responder ao objec-
tivo exactamente da mesma forma que diversas barras de espessura reduzida. No primeiro caso, a
gestão das soluções obtidas pode ser complexa, visto que cada nível de refinamento tenderá a trazer
uma melhoria da resposta à função-objectivo. No segundo caso, o refinamento continua a ser pos-
sível, mas não necessário. Apesar da potencial existência não-única de soluções ou de subsequentes
níveis de refinamento, e consequente melhoria das soluções acarretarem opções que nem sempre são
óbvias, é possível impor restrições ao problema que diminuam de forma coerente a dependência do
nível de refinamento da malha de elementos finitos [Sigmund e Petersson 1998]. Uma das primeiras
alternativas corresponde à já referida relaxação do problema inicial (ou à utilização de parâmetros
de penalidade reduzidos no SIMP). Esta solução acarreta a existência de regiões de densidades
intermédias, nem sempre desejáveis. As alternativas surgem com a utilização de restrições, locais
ou globais, à forma como a variável densidade varia. Os métodos mais utilizados em optimização
topológica são: (i) métodos de restrição, como o controlo de perímetro, ou controlo de gradientes
locais ou globais [Bendsøe 1995,Haber et al. 1996,Duysinx 1997, Petersson 1999], (ii) filtros de
4É comum, no contexto da optimização topológica, utilizar o conceito de resolução no sentido gráfico, descrevendo
o nível de detalhe de uma imagem ou, neste caso, da distribuição de variáveis de optimização numa solução óptima.
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independência de malha, actuando sobre sensibilidades ou densidades [Sigmund 1994,Bendsøe e
Sigmund 1999,Bourdin 2001,Bendsøe e Sigmund 2003, Sigmund 2007] e (iii) diversos outros mé-
todos alternativos [Kim 2000, Sigmund 2007,Yoon e Kim 2005,Wang et al. 2010], dos quais se
destacam os level-set methods [Challis et al. 2008,Boucard et al. 2009,Dijk et al. 2010,Yamasaki
et al. 2010]. O problema da convergência para mínimos locais é comum em optimização topológica,
especialmente em problemas sem restrições suficientes [Sigmund e Petersson 1998]. As estratégias
referidas anteriormente tendem a tornar estes problemas mais convexos, resultando em soluções
mais definidas e menos dependentes da resolução. Ainda assim, pequenas variações nos parâmetros
utilizados podem conduzir a soluções supostamente óptimas bastante diferentes. A robustez dos
algoritmos utilizados pode traduzir-se pela independência destas alterações, garantindo-se o mais
possível a convergência para uma única solução, independentemente dos parâmetros utilizados ou
da solução inicial. Este tipo de robustez é muitas vezes difícil de obter, em grande medida devido à
planeza das funções-objectivo e a características intrínsecas dos próprios métodos de optimização
utilizados [van Dijk et al. 2010]. Muitas vezes, uma das melhores formas de evitar a convergência
para pontos estacionários não-óptimos corresponde à utilização dos chamados métodos de continua-
ção numérica5 [Stolpe e Svanberg 2001b,Groenwold e Etman 2009]. Os problemas com penalização
estudados neste trabalho tendem a deixar de ser convexos, podendo originar uma elevada quanti-
dade de mínimos locais. Nestes casos, a abordagem de continuação resume-se geralmente a iniciar
o processo de optimização sem penalização (p = 1), resolver o problema e aumentar gradualmente
o parâmetro de penalidade durante o processo iterativo. Este processo vai sendo repetido até que
o factor de penalidade seja suficientemente elevado. Deste modo, vai-se gradual e artificialmente
convertendo por etapas um problema convexo num problema penalizado não-convexo, evitando a
convergência prematura para mínimos locais. Note-se ainda que esta estratégia é frequentemente
utilizada com diversos outros parâmetros (e.g. penalidade em alguns métodos duais e métodos de
penalidade, dimensão de raios de filtragem, etc.).
Nas secções seguintes focam-se em maior detalhe algumas das metodologias utilizadas ao longo
deste trabalho para abordar alguns destes problemas numéricos.
5.4.1 Filtros de Sensibilidade e Densidade
Diversos métodos de restrição para optimização topológica com variável de densidade têm como
objectivos principais, por um lado, reduzir a dependência de malha e os fenómenos checkerbo-
ard, e, por outro, permitir um melhor pós-processamento das geometrias obtidas. Este último é
particularmente relevante se se atender à integração da optimização topológica em metodologias
conjuntas de optimização estrutural (vd. Sec. 2.5.1) e ao objectivo final de optimizar a transição
destas soluções para a produção de estruturas reais. De entre destes métodos destacam-se as téc-
nicas de filtragem, de densidades ou de sensibilidades. Estes métodos tendem a gerar distribuições
definidas de material, muitas vezes com zonas de transição demarcadas, com espessura dependente
da dimensão do filtro. Esta transição é muitas vezes conveniente, nomeadamente para a utilização
de isovalores de transição para aproximação geométrica. Contudo, em muitos casos, resultados
claramente preto e branco (0/1) permitem uma aproximação mais correcta ao problema discreto
original e geometrias de melhor interpretação, com elementos discretos aproximados de dimensão
mínima controlada pela dimensão dos filtros. De um modo geral, o filtro ideal deveria corresponder
aos seguintes requisitos [Sigmund 2007]: obter soluções independentes de malha e sem problemas
de checkerboard ; obter soluções discretas (0/1); controlar a exequibilidade da solução (raios míni-
mos de ferramentas, dimensões mínimas de vazios, limitações geométricas, etc.); não necessitar de
restrições adicionais ao problema de optimização; depender de poucos parâmetros e ser robusto;
originar uma convergência rápida e estável; ter aplicabilidade geral; ser de implementação simples;
ter um baixo custo computacional.
A regularização da optimização topológica através da utilização de técnicas de filtragem pode
ser dividida entre aquela em que os filtros actuam directamente sobre as variáveis do problema
5Designação adaptada do inglês continuation methods ou numerical continuation.
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Figura 5.2: Problemas típicos de instabilidade numérica em optimização topológica: (a) checker-
boards, (b) dependência de malha e (c) soluções não-únicas [Sigmund e Petersson 1998].
e aquela em que os filtros actuam sobre os gradientes ou sensibilidade da função-objectivo às
variáveis. No primeiro caso, as densidades são ponderadas com a vizinhança e alteradas antes
de se voltar a calcular a função-objectivo. As suas sensibilidades são depois calculadas tendo em
conta esta alteração e então utilizadas na actualização das densidades. No segundo caso, estas são
calculadas e depois ponderadas com a vizinhança, usualmente com base em métodos puramente
heurísticos [Sigmund 1997,Sigmund 2001,Bendsøe e Sigmund 2003]. A vizinhança de um elemento
e define-se aqui pelo conjunto de elementos cujos centros estão a menos de uma dada distância do
centro de e, delimitada pelo raio do filtro Rf , correspondente a
Ne =
{
i : ||xi − xe|| ≤ Rf
}
, (5.28)
onde xi define a localização do centro do elemento i. Associado a esta vizinhança surge o peso
de ponderação, também designado por operador de convolução6 [Sigmund 1997, Sigmund 2001,
Bendsøe e Sigmund 2003]
wi = Hˆi = Rf − ||xi − xe|| , (5.29)
para cada elemento i na vizinhança Ne. Note-se que filtros exclusivamente dependentes de dis-
tâncias podem acarretar problemas com regiões que se encontrem dentro da distância definida,
6O termo convolução, traduzido do termo inglês convolution, é usado neste âmbito não apenas no sentido da
definição matemática de operador de convolução. É habitual o recurso ao termo, a partir da origem latina convolutus,
para traduzir um grau qualitativo da complexidade ou sinuosidade das geometrias obtidas.
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mas não tenham ligação física ao elemento em análise, podendo originar a degenerescência das
soluções obtidas. Assim, ao longo da maior parte deste trabalho, as vizinhanças são definidas com
base em conectividades entre os elementos e as distâncias são contabilizadas apenas para ponde-
ração. Na definição das vizinhanças surgem outras complexidades, nomeadamente a gestão das
fronteiras da malha de elementos finitos. Idealmente, os filtros deveriam ser expandidos e con-
siderarem elementos para além dos limites da malha como elementos vazios. Da mesma forma,
fronteiras com condições de simetria deviam contemplar elementos correspondentes a essa simetria,
da mesma forma que condições de periodicidade conduziriam à inclusão de elementos cujos graus
de liberdade estivessem associados ao elementos em análise. Esta prática é, no entanto, usualmente
ignorada [Sigmund 2007].
A filtragem de sensibilidades é largamente utilizada em códigos académicos e comerciais. Estes
filtros actuam sobre as sensibilidades, sendo a actualização das variáveis de optimização feita com
base nas sensibilidades filtradas. Apesar da sua comprovada robustez para inúmeras aplicações,
esta metodologia envolve alguns riscos também. Na realidade, as sensibilidades filtradas podem
deixar de representar correctamente os gradientes das variáveis, e criar problemas de convergência
ou mesmo paragem prematura dos algoritmos. A versão original do filtro de sensibilidades [Sigmund
1997], para independência de malha, tem origem heurística e pode definir-se como
∂ˆf
∂ρe
=
1
ρe
∑
i∈Ne Hˆi
∑
i∈Ne
Hˆiρi
∂f
∂ρi
. (5.30)
Em casos onde se permita que o limite inferior da densidade seja igual a zero, nomeadamente nas
definições do SIMP descritas nas expressões 5.15 a 5.17, o valor de ρe em denominador deverá ser
substituído por max(ρe, ς). ς é um valor positivo reduzido, para evitar a divisão por zero [Andre-
assen et al. 2010]. Para malhas não-regulares, deve ainda proceder-se à seguinte alteração,
∂ˆf
∂ρe
=
1
ρe
ve
∑
i∈Ne Hˆi
∑
i∈Ne
Hˆi
ρi
vi
∂f
∂ρi
, (5.31)
contemplando assim os diferentes volumes (ou áreas) dos elementos i na vizinhança Ne de e.
Note-se que, com esta modificação heurística das sensibilidades, deixa-se de minimizar o problema
original, mas sim uma versão suavizada do objectivo inicial [Bendsøe e Sigmund 2003].
Os filtros de densidades actuam directamente sobre as variáveis do problema e, consequente-
mente, sobre a rigidez. Uma das mais importantes características de um bom filtro em optimização
estrutural topológica é a preservação de volume. Este é um problema para muitos filtros, já que
existem em alguns casos claras alterações a este constrangimento. Ainda assim, mesmo os fil-
tros com melhor comportamento tendem a induzir pequenas alterações, especialmente se forçarem
distribuições puramente discretas. O controlo deste problema deve ser feito associando o cons-
trangimento de volume à variável modificada, ρˆ, e não à original, ρ. Na realidade, a relação entre
estas duas densidades é um ponto importante na utilização de filtros de densidade. As densidades
originais deixam de ter significado físico, tornando-se apenas variáveis intermédias. As variáveis
utilizadas para o cálculo da função-objectivo passam a ser as modificadas, pelo que também o
pós-processamento e a análise de resultados devem ser efectuados com a versão filtrada das densi-
dades [Kawamoto et al. 2011]. Note-se ainda que, apesar de não ser prática comum, a verdadeira
representação de densidade e, consequentemente, de fracção de rigidez, deveria ser ρp [Bendsøe
e Sigmund 2003, Sigmund 2007]. Curiosamente, a filtragem de densidades foi introduzida depois
da filtragem de sensibilidades [Sigmund 1997,Bruns e Tortorelli 2001] e pode ser apresentada de
diversas formas. A forma mais comum usa o operador de convolução definido em 5.29 como peso
de ponderação de decaimento linear. A densidade filtrada pode definir-se como
ρˆe =
∑
i∈Ne Hˆiviρi∑
i∈Ne Hˆivi
, (5.32)
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com v a designar uma medida de volume do elemento. Note-se que num problema bidimensional
esta medida corresponde à área do elemento. O operador de convolução definido na expressão
5.29 corresponde a uma superfície cónica de ponderação em torno do elemento e [Sigmund 2007].
Alternativamente, uma função mais suave pode ser obtida utilizando uma função de distribuição
gaussiana, tornando-se esta a geratriz da superfície de ponderação. Neste caso, o operador de
convolução deve ser substituído por
wi = e
− 12
( ||xi−xe||
σd
)2
, (5.33)
onde σd traduz a variância da curva de dispersão. Este parâmetro é originalmente designado, na sua
aplicação em técnicas de processamento de imagem, por dispersão fotométrica [Tomasi e Manduchi
1998, Elad 2002]. σd é função do raio do filtro Rf utilizado e acarreta a truncagem de parte da
superfície obtida [Wang et al. 2003, Sigmund 2007]. Pode ainda usar-se um peso de ponderação
constante wi = 1. O efeito da ponderação de densidades será mais evidente para o peso constante,
menor para o caso linear e menor ainda para a versão gaussiana [Sigmund 2007]. Verifica-se também
que, a partir do momento em que se filtram as densidades, também as sensibilidades associadas
deverão ser actualizadas. Assim, pela regra da derivação em cadeia, passa a ter-se
∂f
∂ρe
=
∑
i∈Ne
∂f
∂ρˆi
∂ρˆi
∂ρe
, (5.34)
onde a sensibilidade da variável filtrada relativamente a variações na variável original é dada
por [Sigmund 2007,Andreassen et al. 2010]
∂ρˆi
∂ρe
=
weve∑
j∈Ni wjvj
. (5.35)
Existem diversos outros tipos de filtros de densidades. Destacam-se os filtros inspirados em ope-
radores morfológicos de tratamento de imagem, utilizados para eliminar as zonas cinzentas de
transição entre densidades e obter soluções discretas. A sua análise e comparação, assim como de
alguns outros, pode ser consultada nos trabalhos de Ole Sigmund [Sigmund 2007, Sigmund 2009].
Apesar de implementados, os filtros de densidade não são usados na parte microestrutural deste
trabalho por tenderem a deteriorar a periodicidade das distribuições obtidas.
5.4.2 Controlo de Perímetro
A obtenção de soluções tendencialmente discretas requer normalmente que sejam feitas alterações
ao problema relaxado de optimização topológica. Para além de filtros e outros métodos referidos
na secção anterior, destaca-se o controlo de perímetro como uma forma de controlar não só a
variação de densidade na solução mas também, em certa medida, influenciar a sua natureza mor-
fológica [Haber et al. 1996,Duysinx 1997,Sigmund e Petersson 1998,Petersson 1999]. O perímetro
do domínio é essencialmente a soma dos perímetros dos vários limites e vazios da solução obtida. A
metodologia usual pressupõe a imposição de um limite superior P ∗ para o perímetro P da solução,
resultando numa condição P −P ∗ ≤ 0. Para uma variação contínua de ρ o perímetro corresponde
a [Haber et al. 1996,Sigmund e Petersson 1998]
P (ρ) =
∫
Ω
|∇ρ| dx . (5.36)
Para uma geometria discretizada, considerando uma função contínua por troços, este valor pode
calcular-se como [Fernandes et al. 1999]
P (ρ) =
∫
Ω
|∇ρ| dΩ+
∫
Γe
|〈ρ〉| dΓ , (5.37)
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onde 〈ρ〉 traduz a variação da densidade na transição entre elementos que partilham a fronteira de
descontinuidade Γe. A partir daqui, é possível obter a seguinte medida do perímetro
P (ρ) =
∫
Ω
[{
(∇ρ)T∇ρ+
( ς
h
)2} 12
− ς
h
]
dΩ+
∫
Γe
(√
〈ρ〉2 + ς2 − ς
)
dΓ . (5.38)
ς e h correspondem a um escalar positivo de valor reduzido, utilizado para garantir a diferenciabili-
dade do perímetro, e a uma dimensão característica da malha de elementos finitos, respectivamente.
Note-se ainda que, ao considerar a densidade constante em cada elemento, ∇ρ = 0. Assim, a ex-
pressão 5.38 pode resultar em
P (ρ) =
∫
Γe
(√
〈ρ〉2 + ς2 − ς
)
dΓ . (5.39)
Esta definição traduz uma medida da variação de ρ na estrutura obtida que apenas corresponde
efectivamente ao perímetro no caso de não existirem densidades intermédias. Adicionalmente, esta
medida de perímetro reveste-se de alguma anisotropia, privilegiando limites paralelos às fronteiras
dos elementos finitos. Esta limitação pode analisar-se considerando o exemplo de uma aresta 2-D
com uma inclinação de 45o. Neste caso, a medida do perímetro da solução discretizada resulta
√
2
vezes superior ao valor real [Sigmund e Petersson 1998,Petersson 1999].
A sensibilidade de P (ρ) relativamente a ρ corresponde a
∂P (ρ)
∂ρ
=
∫
Γe
〈ρ〉√〈ρ〉2 + ς2 dΓ . (5.40)
Neste trabalho, o constrangimento de perímetro é apresentado como uma restrição adicional ao
problema de optimização [Duysinx 1997,Fernandes et al. 1999,Petersson 1999,Coelho et al. 2008a].
Por outro lado, na primeira implementação do constrangimento de perímetro, Haber et al. mostram
a sua aplicação como um método de penalidade [Haber et al. 1996]. Aqui, o perímetro integra uma
função de penalidade interior, tornando assim a minimização da função-objectivo dependente da
minimização do perímetro. Note-se que alguns autores utilizam metodologias semelhantes para a
penalização de densidades intermédias, como, por exemplo, usando funções de penalização como
q
∫
Ω
ρ(1 − ρ)dΩ, q ∫
Ω
(1/2− ρ)2 dΩ ou q ∫
Ω
(ρmax − ρ)(ρ − ρmin)dΩ [Haber et al. 1996,Fernandes
et al. 1999,Petersson 1999], onde q é um escalar positivo. Em qualquer uma das metodologias,
a restrição de perímetro necessita de algum esforço de afinação para se obter alguma robustez,
apesar de se poder melhorar combinando a sua utilização com técnicas de filtragem [Sigmund e
Petersson 1998]. Adicionalmente, a utilização da restrição de perímetro P ≤ P ∗ pode necessitar
de ser testada previamente para se ter noção do perímetro associado à solução não-restringida e
se garantir que a restrição não leva à inexistência de solução.
5.5 Solicitações Dependentes de Variáveis de Projecto
Apesar da grande variedade de trabalhos publicados acerca das aplicações estruturais da optimi-
zação topológica desde o trabalho pioneiro de Bendsøe e Kikuchi [Bendsøe e Kikuchi 1988], apenas
uma pequena parte tem sido apresentada acerca da utilização de carregamentos e solicitações
dependentes da densidade, como pesos próprios, forças centrífugas ou solicitações termomecâni-
cas. Para além da especificidade acrescida destes problemas, este facto prende-se ainda com algu-
mas dificuldades que este tipo de solicitação traz às metodologias habituais [Bruyneel e Duysinx
2004,Gao e Zhang 2010]. Por um lado, a função-objectivo pode exibir um carácter não-monótono
relativamente às variáveis de optimização, com a sensibilidade a alternar de sinal durante o pro-
cesso iterativo. Neste caso, procedimentos como os de critério de óptimo ou métodos como MMA
(Method of Moving Asymptotes) ou CONLIN (CONvex LINearization) tornam-se desadequados
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e a convergência ou não é atingida ou é muito lenta. Por outro lado, o SIMP tem tendência a
originar alguns efeitos parasitas de distribuição de densidade para zonas de densidade baixa [Gao e
Zhang 2010]. Este efeito é também visível em alguns resultados locais de optimização hierárquica
estudados neste trabalho e deve-se ao facto de a função de penalização SIMP ter derivada que
tende para zero com a redução da densidade (vd. Fig. 5.3). Este facto acentua-se com o aumento
da penalidade [Stolpe e Svanberg 2001a].
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Figura 5.3: Representação derivada da função de penalização SIMP, considerando diferentes pe-
nalidades.
Em problemas com solicitações predefinidas, as derivadas dos carregamentos relativamente às
variáveis de projecto são nulas e as sensibilidades são sempre negativas. Nestes casos, o compor-
tamento da compliance, tanto estrutural quanto térmica, é monótono. Em contrapartida, quando
existem solicitações dependentes das variáveis, o termo da sensibilidade dos carregamentos não
desaparece e surge a contribuição de cada elemento finito para o vector de carregamento de acordo
com a sua densidade. Assim, dependendo da magnitude deste termo de sensibilidade, o valor da
derivada total pode alternar entre sinais com a evolução das variáveis. Neste caso, a compliance
adquire um caracter não-monótono. Esta questão pode ser analisada recorrendo novamente à
equação 5.25, de onde se tem que
∂f(ρ)
∂ρ
= 2UT
∂F
∂ρ
−UT ∂K
∂ρ
U . (5.41)
Considerando a existência de carregamentos prescritos Fp e carregamentos dependentes da densi-
dade Ft, sendo F = Fp + Ft, tem-se que
∂f(ρ)
∂ρ
= 2UT
∂(Fp + Ft)
∂ρ
−UT ∂K
∂ρ
U = 2UT
∂Ft
∂ρ
−UT ∂K
∂ρ
U , (5.42)
resultando assim em duas parcelas de sinal contrário responsáveis pela eventual não-monotonia do
problema. Neste trabalho, esta análise surge enquadrada na resolução de problemas com solicita-
ções termomecânicas. Neste caso, para o elemento e, tem-se (vd. Cap. 4)
Fet =
∫
Ωe
BTβ(ρe)ΔTdΩ . (5.43)
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β corresponde ao tensor dos módulos térmicos. Atendendo ao facto do tensor de elasticidade D
poder ser definido como
De = D(ρ) = ρ
p
eD
0 , (5.44)
então [Li et al. 2010]
βe = β(ρ) = D(ρ) : α(ρ) =
(
ρpeD
0
)
:
(
ρpeα
0
)
= ρ2pe
(
D0 : α0
)
= ρ2pe β
0 , (5.45)
onde α corresponde ao tensor de expansibilidade térmica. Definindo, como grandeza auxiliar
elementar
Fet0 =
∫
Ωe
BTe β0ΔTdΩ , (5.46)
tem-se que
Fet = ρ
2p
e
∫
Ωe
BTβ0ΔTdΩ = ρ
2p
e F
e
t0 . (5.47)
Deste modo, a sensibilidade da componente de dilatação térmica à variação de densidade pode
calcular-se como
∂Fet
∂ρ
= 2pρ2p−1e F
e
t0 , (5.48)
para o elemento finito e, se T for independente de ρ. Contudo, se a temperatura depender da
distribuição de material, torna-se necessário contemplar ainda a sua sensibilidade também. Assim,
∂Fet
∂ρ
= 2pρ2p−1e F
e
t0 + ρ
2p
e
∂Fet0
∂T
∂T
∂ρ
. (5.49)
Esta complexidade adicional não afecta problemas com campos predefinidos de temperatura, ao
contrário de problemas com actualização do campo de temperaturas em função da distribuição de
material. É, no entanto, comum considerar-se esta componente de sensibilidade nula apesar da
actualização térmica, melhorando a eficiência do processo de optimização sem deteriorar a precisão
dos resultados [Xia e Wang 2008,Gao e Zhang 2010].
Atendendo ao descrito, o problema mecânico exposto na equação 5.14, considerando as solici-
tações termomecânicas, mantém-se idêntico. A sensibilidade da função-objectivo, considerando a
sensibilidade da temperatura à variação de densidade como sendo nula e atendendo a que ke = ρeke0,
pode escrever-se, para o elemento e, como
∂f(ρ)
∂ρ
= 4pρ2p−1e u
T
e F
e
t0 − pρp−1e uTe k0ue . (5.50)
Note-se o carácter potencialmente não-monótono do problema. Refira-se ainda que no caso de se
usar o tipo de interpolação mostrado na expressão 5.16, passa a ter-se que7
βe =
[{
ρpe + dm(1− ρpe)
}
D0
]
:
[{
ρpe + dm(1− ρpe)
}
α0
]
(5.51)
=
{
ρpe + dm(1− ρpe)
}2
β0 ,
pelo que a equação 5.50 corresponde a
∂f
∂ρ
= 4
(
(1− dm)pρp−1e
)× (ρpe + dm(1 − ρpe))uTe Fet0 (5.52)
− ((1− dm)pρp−1e )uTe k0ue .
7Opta-se aqui por considerar a variável dm como idêntica para as diversas propriedades, apesar de se poder
igualmente assumir um valor independente para cada uma delas.
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A particularidade deste problema é que os carregamentos térmicos dependem da rigidez e do
coeficiente de expansão térmica do material. A estratégia de penalizar apenas a rigidez indepen-
dentemente do coeficiente de expansão térmica poderia ser válida para material/vazio. No caso de
dois materiais, no entanto, o modelo de interpolação deve poder variar simultaneamente o coefici-
ente de expansão térmica e a rigidez entre os dois constituintes [Gao e Zhang 2010]. Note-se ainda
que os problemas com carregamentos dependentes da densidade tendem a ampliar os problemas
do SIMP em regiões de densidade reduzida, relacionados com a derivada nula em ρ = 0, e levar a
oscilações em torno da restrição de volume [Bruyneel e Duysinx 2004,Gao e Zhang 2010].
5.6 Métodos de Resolução
Face a outros problemas típicos de optimização, a optimização topológica apresenta um número
elevado de variáveis de projecto, frequentemente da mesma ordem de grandeza do número de
variáveis de análise do problema [Bendsøe e Sigmund 2003]. Neste sentido, é essencial o recurso a
um correcto e eficiente método de resolução do problema de optimização. Nesta secção abordam-se
resumidamente dois métodos bastante difundidos na resolução dos problemas apresentados neste
trabalho, métodos de critério de óptimo (optimality criteria – OC) [Hassani e Hinton 1998c,Bendsøe
e Sigmund 2003] e métodos de programação matemática como o Método das Assimptotas Móveis
(MMA) de Krister Svanberg [Svanberg 1987] ou o CONLIN (CONvex LINearization) [Fleury e
Braibant 1986,Fleury 1989].
Os métodos de critério de óptimo8, com grande afinidade com métodos duais, podem ser muito
eficientes para problemas em que o número de restrições é reduzido quando comparado com o
número de variáveis de projecto. Esta afirmação é particularmente relevante em problemas como
os apresentados nas secções anteriores, onde na realidade existe apenas uma restrição (para além
dos limites das próprias variáveis) [Haftka e Gürdal 1992]. Os métodos de OC com aplicação estru-
tural surgem nos anos 1960 [Prager 1968], sendo rapidamente expandidos para outras aplicações
estruturais [Berke 1970,Venkayya 1978,Khot 1981] e actualmente bastante difundidos [Sigmund
2001]. Estes métodos baseiam-se usualmente em critérios de óptimo rigorosos, derivados a partir
das condições necessárias de KKT (vd. Sec. 2.3.2), apesar de serem comuns alguns métodos mais
intuitivos, como a densidade de energia de deformação uniforme na estrutura ou o chamado fully
stressed design. Suportadas pelos critérios de óptimo, surgem regras de actualização heurísticas,
de acordo com esquemas de ponto fixo usados em cada iteração. Os esquemas de actualização têm
o objectivo de actualizar as variáveis que definem a estrutura, classificados usualmente de resizing
schemes, de modo a respeitar os critérios de óptimo. Esta é, aliás, a razão pela qual estes são
classificados de métodos indirectos, já que procuram satisfazer um conjunto de critérios em vez de
optimizar directamente a função-objectivo, como nos métodos de programação matemática [Has-
sani e Hinton 1998c]. Em suma, estes métodos baseiam-se na determinação de critérios apropriados
às condições do problema e no desenvolvimento de procedimentos iterativos para proceder à actua-
lização das variáveis e a procura do óptimo. Retomando o problema genérico definido na expressão
2.1,
minx f(x) (5.53)
suj. a
gj(x) = 0, j = 1, · · · , p
gj(x) ≤ 0, j = p+ 1, · · · ,m
as condições necessárias de KKT (vd. Eqs. 2.7, 2.8 e 2.9) traduzem condições de estacionariedade,
∇f(x∗) + λ∗T∇g(x∗) = 0 , (5.54)
8A designação de métodos de critério de óptimo surge aqui como uma adaptação da terminologia inglesa optimality
criteria methods (OC), em alternativa à designação métodos de critério de optimalidade.
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condição de complementaridade ou folgas complementares
λ∗jgj(x
∗) = 0, j = p+ 1, · · · ,m , (5.55)
e viabilidade dual
λ∗j ≥ 0, j = p+ 1, · · · ,m , (5.56)
respectivamente, para além da viabilidade primal definida nas próprias restrições do problema.
Note-se que, para problemas convexos, as condições necessárias são também suficientes. Consi-
derando um problema com uma só restrição como definido nas secções anteriores, a equação 5.54
pode ser escrita como
− ∂f
∂xi
= λ
∂g
∂xi
, i = 1, · · · , n , (5.57)
de onde se pode retirar que
λ = −
∂f
∂xi
∂g
∂xi
. (5.58)
Mostra-se aqui que os multiplicadores de Lagrange funcionam como uma medida da rentabilidade
da forma como a variável xi afecta a restrição. O denominador mede o seu efeito na restrição
e o numerador o seu custo efectivo. Enquanto que no óptimo todas as variáveis são igualmente
rentáveis, sendo o multiplicador de Lagrange constante em todo o domínio, fora do ponto óptimo
os custos da sua variação assumem influências diferentes [Haftka e Gürdal 1992]. As condições
apresentadas conduzem ao estabelecimento de algoritmos que permitam o cálculo das variáveis
não com a resolução directa das equações definidas nos critérios de óptimo, mas sim com recurso
a esquemas de actualização. Tradicionalmente é neste ponto que as abordagens mais comuns aos
métodos de critério de óptimo variam entre abordagens heurísticas e analíticas. Neste trabalho
utilizam-se esquemas heurísticos de actualização das variáveis [Rodrigues et al. 2002,Bendsøe e
Sigmund 2003], que serão definidos aquando da abordagem numérica deste texto. Mostra-se aqui,
no entanto, um exemplo alternativo comum de esquema iterativo que pode ser definido directamente
a partir das relações apresentadas. Reescrevendo a equação 5.58 de modo a que o multiplicador
de Lagrange passe para o segundo membro e multiplicando ambos os membros da equação por xγi ,
tem-se
xγi = x
γ
i
(
−
∂f
∂xi
λ ∂g∂xi
)
, (5.59)
o que serve de base para um esquema de actualização de ponto fixo9, na iteração k [Haftka e Gürdal
1992,Belegundu e Chandrupatla 1999]
x
(k+1)
i = x
(k)
i
(
−
∂f
∂xi
λ ∂g∂xi
) 1
γ
. (5.60)
γ é um parâmetro de controlo do tamanho do passo da iteração. Um valor elevado origina pequenas
variações na actualização das variáveis, enquanto um valor reduzido permite variações maiores, mas
pode acarretar problemas de convergência. Note-se ainda que este tipo de método recursivo requer
ainda que o multiplicador de Lagrange seja também actualizado ao longo do processo iterativo.
Esta actualização pode ser feita considerando a restrição como activa (λ > 0) e a condição de
9É comum a resolução de equações não-lineares como problemas de ponto fixo (xk+1 = P (xk)). Uma solução x∗
deste problema é chamada de ponto fixo [Kelley 1995].
76
Métodos de Resolução
estacionariedade da função lagrangiana relativamente ao multiplicador de Lagrange (∂L∂λ = 0).
Numa abordagem mais simples, pode também ser actualizado em função do processo iterativo de
actualização das variáveis de modo a se garantir que a restrição é respeitada e está activa [Sigmund
2001].
No que diz respeito à utilização de métodos de programação matemática, mais especificamente
métodos de aproximação convexa, o principal método utilizado neste trabalho é o método das as-
simptotas móveis [Svanberg 1987]. Este algoritmo, com diversas implementações gentilmente dis-
ponibilizadas pelo autor, mostra-se bastante versátil e eficiente, lidando com problemas de grandes
dimensões e múltiplas restrições. Este tipo de método tem a virtude de permitir a aproximação
do problema original por uma sequência de subproblemas convexos separáveis e mais simples —
de forma semelhante a métodos de programação linear sequencial e quadrática sequencial (PLS
e PQS) [Bendsøe e Sigmund 2003] —, com resoluções mais eficientes recorrendo a estratégias
duais [Fleury 1989].
Defina-se, de acordo com Svanberg [Svanberg 1987], o problema Q de optimização como
Q : minx f0(x) (5.61)
suj. a fi(x) ≤ 0, i = 1, · · · ,m ,
iniciando-se a iteração k com base no valor actual x(k). São então geradas funções de aproximação
f
(k)
i , para i = 0, · · · ,m, tais que
f
(k)
i (x) = r
(k)
i +
m∑
j+1
(
p
(k)
ij
U
(k)
j − xj
+
q
(k)
ij
xj − L(k)j
)
. (5.62)
Estas funções são construídas com a sensibilidade das funções originais e os parâmetros Lj e Uj
(classificados como assimptotas móveis). Estas valores permitem ajustar a convexidade de cada
subproblema e são actualizados em cada iteração, de acordo com a evolução das iterações anteriores,
de modo que
L
(k)
j < x
(k)
j < U
(k)
j . (5.63)
Por sua vez, os restantes parâmetros são definidos como
p
(k)
ij =
⎧⎨⎩
(
U
(k)
j − x(k)j
)2
∂fi
∂xj
se ∂fi∂xj > 0
0 se ∂fi∂xj ≤ 0
(5.64)
q
(k)
ij =
⎧⎨⎩ 0 se
∂fi
∂xj
≥ 0
−
(
x
(k)
j − L(k)j
)2
∂fi
∂xj
se ∂fi∂xj < 0
(5.65)
r
(k)
i = fi(x
(k))−
m∑
j+1
(
p
(k)
ij
U
(k)
j − x(k)j
+
q
(k)
ij
x
(k)
j − L(k)j
)
. (5.66)
As funções f (k)i constituem um subproblema Q
(k) convexo gerado e resolvido pelo método em
cada nova iteração, e cuja solução serve de ponto de partida para a iteração seguinte, até haver
convergência. Note-se que Krister Svanberg disponibiliza ainda uma versão do MMA para pro-
blemas não-monótonos, o Globaly Convergent MMA (GCMMA). Revisões e estudos comparativos
desta família de métodos podem ser consultados nas referências [Zhang e Fleury 1997,Bruyneel
et al. 2002,Bruyneel e Duysinx 2004]. De entre este tipo de métodos destaca-se ainda o método
de linearização convexa (CONLIN) [Fleury e Braibant 1986,Fleury 1989], também utilizado neste
trabalho. Este método é um caso particular do MMA, apesar de, em rigor, o MMA ter surgido
posteriormente. Efectivamente, o MMA reduz-se ao CONLIN quando se anula a actualização das
assimptotas, fixando-as em Lj = 0 e Uj → ∞.
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Note-se ainda que a utilização de métodos de programação matemática permite uma maior
flexibilidade dos procedimentos de optimização topológica desenvolvidos, visto não terem a depen-
dência acentuada que nos métodos de critério de óptimo obriga muitas vezes à implementação de
diferentes algoritmos para diferentes problemas [Bendsøe e Sigmund 2003].
5.7 Pós-Processamento de Resultados de Optimização
Topológica
O pós-processamento dos resultados obtidos a partir de procedimentos de optimização topológica
é um tópico de elevada importância. Para além do pós-processamento típico de problemas resolvi-
dos com o MEF, realizado neste trabalho com recurso ao programa GiD para a visualização dos
diversos resultados, a optimização topológica pressupõe normalmente uma aproximação por uma
geometria não-discretizada. A transição das soluções obtidas para geometrias definidas correspon-
dentes a estruturas exequíveis e efectivamente óptimas pode originar algumas complexidades. Uma
abordagem comum corresponde à aproximação das imagens raster com definições vectoriais. Este
procedimento pode ser efectuado manualmente ou desenvolvendo procedimentos que façam a apro-
ximação das distribuições obtidas recorrendo a funções matemáticas passíveis de serem utilizadas
em CAD (Computer-Aided Design). Uma das formas mais imediatas de implementar este tipo de
abordagem é recorrer a plataformas de cálculo numérico e analítico (e.g. Matlab) que permitam
a representação gráfica de distribuições de pontos e de funções, assim como a obtenção automática
de curvas de nível ou de isovalores. Na figura 5.4 mostram-se, a título de exemplo, resultados de
um pequeno programa implementado em Matlab (TopPlot.m) que aplica este tipo de abordagem
em problemas 2-D de optimização topológica, permitindo a exportação vectorial das curvas obtidas
para posterior processamento CAD.
(a) (b)
(c) (d)
Figura 5.4: Pós-processamento de resultados de um problema bidimensional de optimização topo-
lógica: (a) resultados do problema de optimização topológica, (b) curvas de isovalores, (c) curvas
suavizadas (CAD) e (d) malha de elementos finitos.
Uma outra abordagem a este problema, igualmente utilizada neste trabalho, surge associada
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a metodologias de engenharia inversa e levantamento de forma [Dieter 2000]. Em áreas como o
desenvolvimento de produto, é cada vez mais comum a engenharia inversa passar pelo levanta-
mento de forma de geometrias físicas, de modo a se obter modelos virtuais representativos destas
geometrias10. Este levantamento de forma, especialmente para geometrias complexas, passa pela
medição das coordenadas de pontos notáveis da mesma. Esta medição é frequentemente realizada
por tecnologias ópticas de varrimento (e.g. 3-D laser scanning), resultando numa nuvem de pon-
tos cujas coordenadas traduzem uma função discreta que aproxima a geometria do modelo. Esta
nuvem de pontos é depois processada em programas CAD de modo a resultar em superfícies que
a aproximem correctamente. Estas superfícies podem ser simplificadas, manipuladas e parametri-
zadas de modo a definirem a geometria pretendida. No contexto da optimização topológica, este
tipo de metodologia permite uma grande flexibilidade em termos de concretização dos resultados
obtidos, apesar de potencialmente morosa em termos de afinação. Assim, as coordenadas de nós
ou pontos de Gauss podem ser utilizadas de forma idêntica às nuvens de pontos utilizadas nas me-
todologias de engenharia inversa referidas, em casos bi- ou tridimensionais. Deste modo, em casos
de problemas de optimização discreta (e.g. problemas {0, 1}), mesmo que resultantes de versões
relaxadas, os pontos de transição servem de base para a aproximação por curvas ou superfícies
NURBS que permitem a modelação da geometria óptima. Nas figuras 5.5 mostram-se exemplos
deste procedimento, para casos 2-D e 3-D.
(a) (b)
Figura 5.5: Exemplos (a) 2-D e (b) 3-D de pós-processamento de resultados de um problema de
optimização topológica com base em técnicas de levantamento de forma e engenharia inversa a
partir de núvens de pontos.
Note-se que após a modelação da geometria que aproxima os resultados da optimização to-
pológica, é possível gerar a malha do problema em causa e realizar eventuais simulações sobre a
geometria óptima. É ainda possível utilizar a nova definição paramétrica de óptimo para proce-
dimentos de optimização de forma e assim refinar os resultados obtidos. Esta estrutura pode ser
designada de Optimização Estrutural Integrada [Hassani e Hinton 1998b] e resume-se na figura 5.6.
10O levantamento de forma no contexto do desenvolvimento de produto e engenharia inversa é frequentemente
designado de digitalização.
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Pós-Processamento de Resultados de Optimização Topológica
Domínio Inicial
Imagem ( )greyscale
Definição de Geometria
Geometria Final
Optimização Topológica
Processamento de Imagem
Optimização de Forma
Figura 5.6: Representação esquemática de uma estrutura de procedimentos em optimização estru-
tural integrada.
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Capítulo 6
Homogeneização por Expansão
Assimptótica e Optimização
Multiescala
Resume-se a metodologia de homogeneização por expansão
assimptótica e a sua utilização em procedimentos multiescala de
optimização. Descrevem-se metodologias e estratégias alternativas de
optimização de estrutura e material em cálculo estrutural.
6.1 Introdução
A utilização de metodologias de homogeneização no estudo de materiais celulares e compósitos
prende-se usualmente com a necessidade de reduzir o custo computacional dos problemas associ-
ados. Nesse sentido, a modelação detalhada das heterogeneidades do material que compõe uma
determinada estrutura é substituída por um meio homogéneo equivalente, sustentado por leis de
comportamento microestrutural obtidas a partir da análise de informação constitutiva calculada de
acordo com o comportamento representativo de unidades heterogéneas de material. Estas unidades
representativas são geralmente caracterizadas por apresentarem heterogeneidades cujas dimensões
características se revelam bastante inferiores às dimensões características dos componentes estru-
turais em que são aplicadas. Se as características heterogéneas destes materiais se distribuem de
um modo repetitivo ao longo do material, a sua morfologia pode ser aproximada pela repetição
periódica de uma célula unitária representativa dos detalhes microestruturais do material.
Surge assim a metodologia de Homogeneização por Expansão Assimptótica (HEA) como uma
técnica expedita de abordagem a problemas de modelação de fenómenos físicos em meios com
estrutura periódica, em particular do comportamento termomecânico de componentes estruturais
constituídos por materiais compósitos. Em termos numéricos, as principais vantagens desta me-
todologia consistem no facto de (i) conduzir a uma redução bastante significativa do número de
graus de liberdade associados à modelação do comportamento termomecânico deste tipo de es-
truturas e (ii) permitir a caracterização dos campos microestruturais [Pinho-da-Cruz 2007]. Na
realidade a obtenção de equações explícitas que possibilitam a determinação dos níveis microestru-
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turais de fluxo superficial de calor por condução, de tensão e de deformação, num processo inverso
classificado usualmente como localização.
Note-se que o conceito da homogeneização de propriedades físicas não é novo, existindo traba-
lhos pioneiros que datam século XIX [Poisson 1824,Maxwell 1873,Rayleigh 1892]. Os primeiros
desenvolvimentos da teoria matemática da homogeneização, no entanto, surgem apenas final dos
anos 60 do século XX [Spagnolo 1968, Sanchez-Palencia 1970,De Giorgi e Spagnolo 1973]. De-
pois destes surgiram diversos métodos de homogeneização como, por exemplo, a homogeneização
por expansão assimptótica [Bensoussan et al. 1978, Sanchez-Palencia 1980, Lions 1981, Bakhva-
lov e Panasenko 1989,Oleinik et al. 1992]. A HEA permite o cálculo de valores homogeneizados
das propriedades termomecânicas de materiais com microestrutura periódica. No caso de mate-
riais não-periódicos, será necessário recorrer a outras técnicas de homogeneização, tais como, por
exemplo, a convergência-G [Spagnolo 1968] — para problemas simétricos e não-periódicos —, a
convergência-H [Murat e Tartar 1997] — para problemas não-simétricos e não-periódicos — e a
convergência-Γ [Dal Maso 1993] — para problemas que admitem uma caracterização variacional.
No entanto, estas técnicas não permitirem o cálculo de propriedades equivalentes, apenas a obten-
ção de limites que enquadrem os respectivos valores homogeneizados. Destacam-se as seguintes
referências como revisões de metodologias correntes de homogeneização [Kanouté et al. 2009,Pin-
dera et al. 2009,Bo¨hm 2012].
Por outro lado, a optimização topológica em cálculo estrutural trabalha com distribuições
de material para obter a melhor resposta para um dado objectivo. A forma mais comum de
optimização topológica estrutural, usada neste trabalho, corresponde a uma variedade de formas de
minimizar a flexibilidade (compliance) ou maximizar a rigidez. Na análise de materiais compósitos
e celulares, estas estratégias conduzem frequentemente a metodologias multiescala, quer como
forma de relaxar o problema inicial (vd. Cap. 5) quer como forma de avaliar tanto a estrutura
global como o material que a constitui. Neste sentido, a integração da HEA nos procedimentos
de optimização topológica conduz a diversas abordagens distintas: optimização de uma estrutura
constituída por um material com uma dada microestrutura; optimização da microestrutura para
uma determinada aplicação estrutural; optimização simultânea de ambas as escalas; optimização
do material (homogeneização inversa).
Um dos trabalhos pioneiros na relaxação do problema original discreto de optimização topoló-
gica, de Bendsøe e Kikuchi [Bendsøe e Kikuchi 1988], introduz a utilização da definição de micro-
estruturas de material compósito para a definição da variação contínua de densidade no problema
original. Os autores introduzem o método de homogeneização, onde as variáveis de optimização
controlam as dimensões e a orientação de células representativas quadradas com furos quadrados
numa microestrutura periódica. As propriedades locais dos materiais obtidos são avaliadas recor-
rendo a processos de homogeneização. Apesar da introdução do esquema de relaxação actualmente
mais comum em optimização topológica estrutural, o SIMP [Bendsøe 1989,Rozvany et al. 1992],
diversas aplicações multiescala têm sido utilizadas como forma de obter e justificar a variação
contínua de densidade e a existência de valores intermédios. Uma das abordagens mais comuns
corresponde a estratégias semelhantes à utilizada por Bendsøe e Kikuchi, com células representati-
vas de geometria definida. Nestes casos, as variáveis de optimização são parâmetros característicos
de inclusões ou furos definidos numa Célula Representativa Unitária (CRU), usualmente quadran-
gular ou circular, assim como a sua orientação [Bendsøe e Kikuchi 1988,Ma et al. 1995,Rodrigues
e Fernandes 1995,Nishiwaki et al. 1998,Fernandes et al. 1999]. Note-se que, apesar de serem menos
comuns, alguns trabalhos de optimização topológica recorrem a microestruturas triangulares ou he-
xagonais [Folgado et al. 1995,Hassani e Hinton 1999]. As propriedades equivalentes são obtidas por
métodos de homogeneização. Outra abordagem corresponde ao recurso a laminados sequenciais do
tipo rank-N [Thomsen 1992,Olhoff et al. 1993,Jacobsen 1998,Hassani e Hinton 1998a,Allaire e Au-
bry 1999]. Estes modelos correspondem a microestruturas definidas pela sobreposição em camadas
de diferentes materiais e vazios, segundo N escalas. O material rank-1, por exemplo, é um laminado
com camadas alternadas de sólido e vazio. Neste caso, para evitar problemas de singularidade na
definição constitutiva do material, considera-se o vazio como um material de rigidez muito redu-
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zida [Hassani e Hinton 1999]. Este material é a base para os materiais de rank superior. O rank-2
é construído alternando um material rank-1 e uma camada sólida. As orientações das camadas
de diferentes ranks são ortogonais, repetindo-se esta conjugação para mais escalas. Este tipo de
material permite a obtenção analítica das suas propriedades constitutivas. Tem, no entanto, o in-
conveniente de ser puramente teórico em termos de estrutura, não sendo exequível ao nível prático.
Este é, aliás, um problema que afecta muitas vezes outro grupo de microestruturas utilizadas em
procedimentos de optimização topológica multiescala, correspondente a materiais artificiais, isto é,
sem topologia definida [Sigmund e Torquato 1997, Sigmund 2000,Rodrigues et al. 2002, de Kruijf
et al. 2007,Coelho et al. 2008a,Kang et al. 2010]. Menos frequente que os modelos anteriores e
potencialmente mais complexa, este tipo de metodologia permite a aplicação de estratégias de dis-
tribuição óptima de material ao nível das diferentes escalas. É assim possível obter uma variedade
de microestruturas óptimas para as diferentes aplicações, como se verá ao longo deste trabalho. A
maior liberdade em termos de topologia pode acarretar limitações em termos de exequibilidade das
microestruturas obtidas, assim como a necessidade de procedimentos numéricos de homogeneiza-
ção e recursos computacionais onerosos. Este tipo de metodologia permite, no entanto, aplicações
segundo diferentes estratégias, com diversos tipos de avaliação multiescala ou com optimização do
material exclusivamente ao nível da microescala.
Neste capítulo abordam-se os principais aspectos relativos à aplicação da técnica da homogenei-
zação assimptótica ao problema de termoelasticidade quase-estática desacoplada em regime linear
(vd. Cap. 4). Mostram-se ainda a sua utilização de forma inversa, em processos de optimização
topológica multiescala.
6.2 Homogeneização por Expansão Assimptótica
Os formalismos da metodologia da homogeneização por expansão assimptótica para o problema
de termoelasticidade desacoplada quase-estática resumidos nas próximas secções baseiam-se na
formulação forte apresentada por Pinho-da-Cruz [Pinho-da-Cruz 2007]. Para consultar informações
mais detalhadas acerca dos fundamentos matemáticos e teóricos da metodologia de HEA, assim
como formulações alternativas e suas aplicações, consultar ainda as referências [Guedes e Kikuchi
1990,Terada 1996,Chung et al. 2001,Oliveira et al. 2009a,Pinho-da-Cruz et al. 2009a,Pinho-da-
Cruz et al. 2009b].
6.2.1 Formulação Diferencial dos Problemas Térmico e Termoelástico
Considere-se um material heterogéneo linear termoelástico associado a um meio sólido1 Ω ∈ IR3,
cuja microestrutura seja constituída pela distribuição espacialmente periódica de uma célula uni-
tária associada a uma região Y, conforme ilustrado na figura 6.1. Uma vez que a generalidade
dos materiais heterogéneos de microestrutura periódica apresenta uma relação  entre as dimen-
sões características dos domínios da micro- e da macroestrutura reduzida (  1), verifica-se que,
aquando da solicitação termomecânica destes materiais, surgem oscilações periódicas dos campos
resultantes de temperaturas, deslocamentos, fluxos superficiais de calor por condução, tensões ou
deformações. Este tipo de oscilações advém da periodicidade associada à heterogeneidade micro-
estrutural e manifesta-se na vizinhança de dimensão  de qualquer ponto de Ω. Neste contexto, é
natural assumir a existência de duas escalas distintas x e y, associadas, respectivamente, aos fenó-
menos de comportamento do material nos níveis da macroescala Ω e da microescala Y, tal como
ilustrado na figura 6.1. Deste modo, resulta que as variáveis associadas aos campos anteriormente
referidos passam a depender funcionalmente de ambos os sistemas x e y, em que
y = x/. (6.1)
1O meio sólido ocupa o conjunto aberto Ω ∈ IR3, que se encontra delimitado pela fronteira Γ e cujo fecho
corresponde a Ω¯ = Ω ∪ Γ.
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Do exposto, resulta ainda que a dependência funcional em y é periódica no domínio Y, sendo esta
característica usualmente designada por Y-periodicidade.
Yx 2
y 2 h
x 1 y 1
3x
3y
Figura 6.1: Representação esquemática do material termoelástico heterogéneo Ω e da célula uni-
tária Y associada à microescala, utilizados no processo de homogeneização assimptótica, de que
resulta, com  → 0, o material homogéneo Ωh.
Em termos de propriedades lineares termoelásticas, a Y-periodicidade da heterogeneidade mi-
croestrutural reflecte-se no facto de os tensores de condutividade térmica k, de expansibilidade
térmica α e de elasticidade D serem Y-periódicos em y. Por outro lado, a homogeneidade do
material ao nível da macroescala resulta na não-dependência directa destes tensores relativamente
ao sistema de coordenadas da macroescala, x. Neste contexto, em termos das componentes dos
tensores de condutividade térmica, de expansibilidade térmica e de elasticidade, obtém-se2
kij = kij(y), (6.2)
αij = αij(y) e (6.3)
Dijkl = Dijkl(y), (6.4)
respectivamente. No entanto, no sistema de coordenadas da macroescala, x, a heterogeneidade mi-
croestrutural manifesta-se num período −1 vezes menor que a dimensão característica do domínio
Y. Este facto é denotado, de acordo com a equação 6.1, por
kij(x) = kij(x/), (6.5)
αij(x) = αij(x/) e (6.6)
Dijkl(x) = Dijkl(x/), (6.7)
em que o índice superior  evidencia o facto de k, α e D serem Y-periódicos no sistema de coorde-
nadas da macroescala, x, dependendo, assim, indirectamente de x. Neste contexto, considerando
a convenção de Einstein para a notação indicial das componentes das grandezas tensoriais, o pro-
blema térmico em regime estacionário é descrito por equações de equilíbrio e de Fourier para a
condução de calor que correspondem [Cioranescu e Donato 1999], respectivamente, a
∂qi
∂xi
−Q = 0 em Ω e (6.8)
qi = −kij
∂T 
∂xj
em Ω, (6.9)
para3 i, j = 1, . . . , 3. qi são as componentes do vector de fluxos superficiais de calor por condução.
Q representa a taxa temporal de geração de calor por unidade de volume e T é o campo de
temperaturas. O índice superior  evidencia a Y-periodicidade de uma determinada variável no
sistema de coordenadas da macroescala, x. A fronteira de Ω é definida, de modo disjunto, pelas
2No presente capítulo, de modo a tornar mais expedita a exposição da aplicação do método de homogeneização
por expansão assimptótica ao problema da termoelasticidade linear desacoplada utiliza-se a notação dita indicial
para as componentes das grandezas tensoriais.
3No seguimento do presente capítulo considera-se implicitamente que quaisquer índices referentes à notação
tensorial tomam valores no conjunto {1, 2, 3}.
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superfícies ΓDT , ΓNT e ΓRT . Estas superfícies encontram-se associadas a condições4 de fronteira
de Dirichlet, de Neumann e de Robin definidas por
T  = T¯ em ΓDT , (6.10)
qini = −q¯ em ΓNT e (6.11)
qini = hc(T
 − T∞) em ΓRT , (6.12)
respectivamente, em que ΓDT ∪ ΓNT ∪ ΓRT = Γ e ΓDT ∩ ΓNT = ΓDT ∩ ΓRT = ΓNT ∩ ΓRT = ∅.
T¯ e q¯ são valores prescritos de temperatura e de fluxo de calor por condução por unidade área,
respectivamente. ni são as componentes de um versor normal exterior às superfícies ΓNT ou ΓRT .
hc e T∞ são o coeficiente de convecção e a temperatura do meio ambiente, respectivamente.
A resolução do problema térmico consiste na determinação do campo de temperaturas, que
corresponde à solução T  ∈ V0Ω do problema variacional auxiliar∫
Ω
kij
∂T 
∂xj
∂v
∂xi
dΩ =
∫
Ω
QvdΩ +
∫
ΓNT
q¯vdΓ−
∫
ΓRT
hc (T
 − T∞) vdΓ, ∀v ∈ V0Ω, (6.13)
em que V0Ω é o conjunto das funções contínuas suficientemente regulares, nulas em ΓDT .
Atenda-se ao facto de o material heterogéneo ser constituído por n > 1 materiais homogéneos,
pelo que, na realidade, o problema térmico consiste em n equações análogas à equação 6.8, associa-
das a condições de continuidade de temperatura e de fluxos superficiais em quaisquer das interfaces
entre os vários subdomínios [Lewis et al. 1996]. No entanto, por uma questão de simplificação e
sem perda de generalidade, estas equações serão omitidas no seguimento deste trabalho.
Por outro lado, assumindo deformações infinitesimais associadas a um processo quase-estático,
o problema associado de termoelasticidade linear é descrito por equações de equilíbrio, relações
deformações-deslocamentos linearizadas e relações constitutivas (lei de Duhamel-Neumann) que
correspondem a [Cioranescu e Donato 1999]
∂σij
∂xj
+ fi = 0 em Ω, (6.14)
εij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
em Ω e (6.15)
σij = D

ijklε

kl −ΔT βij em Ω, (6.16)
respectivamente, em que
ΔT  = T  − T0 e (6.17)
βij = D

ijklα

kl = β

ij(x/). (6.18)
σij e εij são as componentes dos tensores das tensões de Cauchy e das deformações, respectiva-
mente. fi e ui representam as componentes dos vectores de forças por unidade de volume e de
deslocamentos, respectivamente. T0 é a temperatura de referência e βij são as componentes do
tensor dos módulos térmicos. Note-se que se ΔT  = 0 ou βij = 0 se obtêm as relações constituti-
vas para o caso puramente mecânico de elasticidade linear. A fronteira de Ω é definida, de modo
disjunto, pelas superfícies ΓDu e ΓNu . Estas superfícies encontram-se associadas a condições de
fronteira de Dirichlet e de Neumann definidas5 por
ui = u¯i em ΓDu e (6.19)
σijnj = t¯i em ΓNu , (6.20)
4Devido à não-linearidade associada à radiação, este tipo de condição de fronteira não será abordada no segui-
mento do presente capítulo.
5Tal como para o problema térmico, é possível definir condições de fronteira de Robin para o problema de
termoelasticidade, apesar de, sem perda de generalidade, não serem consideradas neste trabalho. Fisicamente, estas
correspondem à existência de uma fundação elástica em contacto com a superfície ΓRu do meio sólido Ω¯.
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respectivamente, em que ΓDu ∪ ΓNu = Γ e ΓDu ∩ ΓNu = ∅. u¯i e t¯i são valores prescritos de
deslocamento e de força por unidade de área, respectivamente. nj são as componentes de um
versor normal exterior à superfície ΓNu .
A resolução do problema termoelástico consiste na determinação do campo de deslocamentos,
que corresponde à solução u ∈ V0Ω do problema variacional auxiliar∫
Ω
Dijkl
∂uk
∂xl
∂vi
∂xj
dΩ =
∫
Ω
(T  − T0)βij
∂vi
∂xj
dΩ +
∫
Ω
fividΩ +
∫
ΓNu
t¯ividΓ, ∀v ∈ V0Ω, (6.21)
em que V0Ω é o conjunto das funções contínuas suficientemente regulares, nulas em ΓDu .
De acordo com o que foi anteriormente referido, devido ao facto de o material heterogéneo
ser constituído por n > 1 materiais homogéneos, o problema de termoelasticidade linear consiste
em n equações análogas à equação 6.14, associadas a condições de continuidade de deslocamento
e de forças superficiais em quaisquer das interfaces entre os vários subdomínios. Nas aplicações
apresentadas no presente trabalho, o número efectivo de materiais homogéneos que constituem o
material heterogéneo depende da distribuição de densidade ao longo da microestrutura, segundo a
aplicação da metodologia SIMP (vd. Sec. 5.3). Por uma questão de simplificação e sem perda de
generalidade, estas equações serão omitidas no seguimento deste trabalho.
6.2.2 Problemas Térmico e Termoelástico Homogeneizados
Assumindo a existência de duas escalas distintas associadas aos fenómenos de comportamento do
material nos níveis da macroescala Ω e da microescala Y, a aproximação do campo de temperaturas
e de deslocamentos (variáveis primárias) faz-se com base nas respectivas expansões assimptóticas
em , ou seja,
T (x) = T (0)(x,y) + T (1)(x,y) + 2T (2)(x,y) + · · · e (6.22)
ui(x) = u
(0)
i (x,y) + u
(1)
i (x,y) + 
2u
(2)
i (x,y) + · · · , (6.23)
em que T (r)(x,y) e u(r)i (x,y), com r ∈ IN0, são funções Y-periódicas em y. Estas podem ser desig-
nadas como correctores de ordem r dos campos de temperaturas e deslocamentos, respectivamente.
Atendendo à equação 6.1, recorrendo à regra da cadeia utilizada na derivação de funções, tem-se
que
∂ ·
∂xi
=
∂ ·
∂xi
+
1

∂ ·
∂yi
. (6.24)
Assim, substituindo a expansão assimptótica do campo de temperatura (Eq. 6.22) nas equações
de Fourier para a condução de calor (Eq. 6.9) e na lei de Duhamel-Neumann (Eq. 6.16), assim
como a expansão assimptótica dos deslocamentos (Eq. 6.23) nas relações deformação-deslocamento
linearizadas (Eq. 6.15), obtém-se o problema termoelástico linearizado. O campo de temperaturas
T (0) é a solução do problema térmico homogeneizado
∂Ξi
∂xi
−Q = 0 em Ω, (6.25)
T (0) = T¯ em ΓDT , (6.26)
Ξini = −q¯ em ΓNT , (6.27)
Ξini = hc
(
T (0) − T∞
)
em ΓRT , com (6.28)
Ξi = −khij
∂T (0)
∂xj
em Ω, (6.29)
onde Ξi são as componentes dos campos macroestruturais homogeneizados de condução de calor e
khij as componentes do tensor de condutividade térmica homogeneizada, definidas como
khik =
1
|Y|
∫
Y
kij (y)
(
Ikj −
∂Υk
∂yj
)
dY. (6.30)
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Ikj = δjk é o delta de Kronecker e Υk as componentes do tensor de deslocamentos termocaracte-
rísticos [Pinho-da-Cruz 2007]. Estes são as soluções Υk ∈ V˜Y do problema variacional auxiliar
microestrutural ∫
Y
kij
∂Υk
∂yj
∂v
∂yi
dY =
∫
Y
kik
∂v
∂yi
dY, ∀v ∈ V˜Y, (6.31)
onde V˜Y é o conjunto das funções contínuas suficientemente regulares, Y-periódicas e com um
valor médio6 igual a zero em Y. A existência de valores médios nulos Y para as soluções das
equações 6.31 é uma condição de unicidade para o tensor de deslocamentos termocaracterísticos
Υ [Sanchez-Hubert e Sanchez-Palencia 1992].
Por sua vez, o campo de deslocamentos u(0)i é a solução do problema homogeneizado de termo-
elasticidade
∂Σij
∂xj
+ bi = 0 em Ω, (6.32)
u
(0)
i = u¯i em ΓDu , (6.33)
Σijnj = t¯i em ΓNu , com (6.34)
Σij = D
h
ijkl
∂u
(0)
k
∂xl
−
(
T (0) − T0
)
βhij em Ω, (6.35)
em que Σij são as componentes dos tensor de tensões macroestruturais homogeneizado. Dhijkl
e βhij são as componentes dos tensores homogeneizados de elasticidade e dos módulos térmicos,
respectivamente,
Dhijmn =
1
|Y|
∫
Y
Dijkl (y)
(
Imnkl −
∂χmnk
∂yl
)
dY e (6.36)
βhij =
1
|Y|
∫
Y
[
βij (y)−Dijkl (y) ∂Ψk
∂yl
]
dY . (6.37)
Imnkl = δkmδln, onde δij é o símbolo do delta de Kronecker. χmnk e Ψk são os componentes dos
tensores característicos de deslocamentos mecânicos e termomecânicos, respectivamente [Pinho-da-
Cruz 2007]. Estes campos são as soluções χmnk ∈ V˜Y e Ψk ∈ V˜Y do problema variacional auxiliar
microestrutural ∫
Y
Dijkl
∂χmnk
∂yl
∂vi
∂yj
dY =
∫
Y
Dijmn
∂vi
∂yj
dY, ∀vi ∈ V˜Y, e (6.38)∫
Y
Dijkl
∂Ψk
∂yl
∂vi
∂yj
dY =
∫
Y
βij
∂vi
∂yj
dY, ∀vi ∈ V˜Y, (6.39)
onde V˜Y é o conjunto de funções Y-periódicas, contínuas e suficientemente regulares, com um
valor médio igual a zero em Y. A existência de valores médios nulos em Y para as soluções das
equações 6.38 e 6.39, como já referido, é uma condição de unicidade para o tensor χ do campo dos
deslocamentos mecânicos característicos [Sanchez-Hubert e Sanchez-Palencia 1992] e para o tensor
Ψ do campo de deslocamentos termomecânicos característicos.
Note-se que a utilização de duas escalas baseia-se no pressuposto de ocorrência de oscilações
periódicas dos campos de temperaturas e deslocamentos como resultado da periodicidade dos
detalhes heterogéneos encontrados na microestrutura. Estas oscilações devem sobrepor-se aos
campos macroscópicos, onde as heterogeneidades características do material são aproximadas por
um meio homogeneizado. Assim, as aproximações de primeira ordem dos campos de temperatura
e deslocamento surgem como flutuações em torno de valores macroscópicos médios, como ilustrado
na figura 6.2 para o campo de temperaturas.
6O valor médio de uma função Φ (x,y), Y-periódica em Y, define-se como < Φ >Y= 1|Y|
∫
Y Φ (x,y) dY .
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Figura 6.2: Ilustração esquemática da aproximação de primeira ordem da expansão assimptótica
do campo de temperaturas, para um caso unidimensional — o campo de temperaturas, em Ω, é
aproximado pela sobreposição do campo homogeneizado da macroescala, em Ωh, com as flutuações
de primeira ordem advindas da Y-periodicidade do campo da microescala, em Y.
6.3 Metodologias de Homogeneização
Na prática, verifica-se que uma parte significativa das aplicações estruturais de engenharia baseadas
em materiais heterogéneos de microestrutura periódica se encontra associada a valores de  
1. Assim, verifica-se que as aproximações de primeira ordem dos campos de temperaturas e de
deslocamentos se revelam adequadas para a representação dos campos de temperaturas T  e de
deslocamentos ui , respectivamente. A não-consideração dos termos de correcção de ordem superior
simplifica a metodologia de homogeneização por expansão assimptótica, resultando na metodologia
convencional de homogeneização [Terada 1996].
Atendendo ao exposto nas secções anteriores, a metodologia convencional de homogeneização
consiste, em termos do problema de termoelasticidade quase-estática desacoplada, numa técnica
matemática rigorosa, com base na qual se substitui a resolução dos problema iniciais pela resolução
de procedimentos de duas escalas. A informação constitutiva do problema global é determinada
pelos coeficientes dos problemas homogeneizados, resultantes da solução dos problemas definidos
numa célula da microescala, cujas fronteiras se encontram associadas a condições de fronteira de
periodicidade.
Neste contexto e em termos numéricos, uma das principais vantagens desta metodologia consiste
no facto de permitir uma redução bastante significativa do número de graus de liberdade associados
à resolução do problema de termoelasticidade quase-estática desacoplada. De facto, esta técnica
permite que a modelação das particularidades microestruturais seja efectuada com base numa única
célula unitária, sendo, ainda, a macroescala modelada como se de um meio homogéneo se tratasse.
Outra vantagem relevante da aplicação do método de homogeneização por expansão assimptó-
tica ao problema de termoelasticidade desacoplada quase-estática consiste, como foi anteriormente
referido, no facto de permitir a caracterização dos campos microestruturais de fluxos superficiais de
calor por condução, de deformações e de tensões. Na realidade, ao contrário dos restantes métodos
usuais de homogeneização, o método de homogeneização por expansão assimptótica permite a ob-
tenção explícita de equações que possibilitam a determinação dos níveis microestruturais de fluxo
superficial de calor por condução, de deformação e de tensão. Este processo, designado por loca-
lização, corresponde, em termos genéricos, ao processo inverso da homogeneização (cf. Fig. 6.3).
Considerando aproximações de primeira ordem, o campo microestrutural de fluxos superficiais
de calor por condução associado à metodologia convencional de localização [Pinho-da-Cruz 2007]
corresponde a
q
(1)
i (x,y) = kij (y)
(
∂Υk
∂yj
− Ikj
)
∂T (0)
∂xk
. (6.40)
Por outro lado, o campo microestrutural de deformação associado à metodologia convencional
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Y
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Figura 6.3: Ilustração esquemática dos fluxos de informação associados às técnicas de homogenei-
zação e de localização, que ocorrem entre a macroescala Ω e a microescala Y.
de localização define-se como
ε
(1)
ij (x,y) = klij
[(
Imnkl −
∂χmnk
∂yl
)
∂u
(0)
m
∂xn
+
∂Ψk
∂yl
(
T (0) − T0
)]
, (6.41)
em que7
klij =
1
2
(δikδjl + δilδjk) . (6.42)
Por sua vez, o campo microestrutural de tensões associado à metodologia convencional de
localização corresponde a
σ
(1)
ij (x,y) = Dijkl (y)
(
Imnkl −
∂χmnk
∂yl
)
∂u
(0)
m
∂xn
+
[
Dijkl (y)
∂Ψk
∂yl
− βij (y)
] (
T (0) − T0
)
. (6.43)
As equações 6.40, 6.41 e 6.43 permitem obter, para um determinado ponto da macroescala x, os
valores aproximados dos campos de fluxos superficiais de calor por condução, de deformações e
de tensões no seio da microestrutura heterogénea. Pelo contrário, os campos macroestruturais
homogeneizados de fluxos superficiais de calor por condução, Ξi, e de tensões, Σij , ao correspon-
derem aos valores médios, respectivamente, dos campos microestruturais de fluxos superficiais de
calor por condução q(1)i e de tensões σ
(1)
ij em Y, revelam-se incapazes de representarem quaisquer
flutuações microestruturais dos campos correspondentes.
6.4 Optimização Topológica Multiescala
A optimização topológica, na forma apresentada neste trabalho, consiste na determinação da dis-
tribuição óptima de material numa estrutura. Esta distribuição, controlada por variáveis de den-
sidade, oscila entre regiões de elevada densidade e densidade reduzida. Uma estratégia para a
relaxação do problema discreto inicial (vd. Sec. 5.3) consiste na utilização de densidades inter-
médias, correspondentes a microestruturas de material celular ou compósito. Esta processa-se em
(pelo menos) duas escalas, à semelhança do apresentado nas secções anteriores. Regularmente clas-
sificada de método de homogeneização, tem sido aplicada segundo diversas implementações como
forma de resolver o problema local [Bendsøe e Kikuchi 1988,Rodrigues e Fernandes 1995, Diaz
e Lipton 1997, Theocaris e Stavroulakis 1998, Hassani e Hinton 1999, Theocaris e Stavroulakis
7klij correspondem, num referencial cartesiano ortonormado, às componentes do tensor identidade não-geral de
quarta ordem .
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1999,Allaire 2002,Rodrigues et al. 2002, Bendsøe e Sigmund 2003,Guedes et al. 2006,Rodrigues
2006]. Esta metodologia remete a obtenção de distribuições discretas para a escala relativa à mi-
croestrutura do material, dando significado físico às regiões de cinzento na macroescala, i.e. na
estrutura global. Neste sentido, nas secções seguintes apresenta-se uma metodologia designada de
multilevel ou hierárquica [Theocaris e Stavroulakis 1998,Theocaris e Stavroulakis 1999,Rodrigues
et al. 2002, Coelho et al. 2008a,Coelho et al. 2008b]. Neste trabalho, as metodologias multies-
cala de optimização topológica são utilizadas de diversas formas: optimização de uma estrutura
constituída por um material com uma dada microestrutura; optimização simultânea de ambas as
escalas; optimização do material (homogeneização inversa); optimização da microestrutura para
uma determinada aplicação estrutural; optimização simultânea desacoplada de ambas as esca-
las; optimização microestrutural simultânea para diferentes subdomínios macroestruturais. Estas
abordagens alternativas são ilustradas na figura 6.4.
(a) (b)
(c) (d)
(e) (f)
Figura 6.4: Ilustração de metodologias multiescala de optimização topológica: (a) optimização de
uma estrutura constituída por um material com uma dada microestrutura, (b) optimização si-
multânea de ambas as escalas, (c) optimização do material (homogeneização inversa ou estratégia
local), (d) optimização da microestrutura para uma determinada aplicação estrutural, (e) optimi-
zação microestrutural simultânea para diferentes subdomínios macroestruturais e (f) optimização
simultânea desacoplada de ambas as escalas.
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6.4.1 Formulação Hierárquica do Problema em Termoelasticidade
A optimização topológica estrutural visa tipicamente a minimização da flexibilidade (ou maximi-
zação da rigidez) de uma estrutura. Na sua forma mais corrente em elasticidade linear, procede-se
à minimização da flexibilidade usando como medida o escalar obtido no cálculo da energia de
deformação (vd. Sec. 5.2)
S =
1
2
∫
Ω
ρpε(u) : D0 : ε(u)dΩ , (6.44)
onde ρ = ρ(x) é o valor de densidade macroestrutural, ou no cálculo do trabalho realizado pelas
forças externas
W =
∫
Ω
b · udΩ +
∫
ΓNu
t¯ · udΓ . (6.45)
b e t¯ correspondem às forças externas de volume e superfície, respectivamente. Estas duas gran-
dezas podem ser usadas para definir a energia potencial total do sistema
P = S −W = 1
2
∫
Ω
ρpε(u) : D0 : ε(u)dΩ−
(∫
Ω
b · udΩ +
∫
ΓNu
t¯ · udΓ
)
. (6.46)
Segundo o princípio da energia potencial mínima, a energia potencial total é minimizada pelo
campo de deslocamento u que diz respeito ao equilíbrio e às condições de fronteira impostas.
Uma vantagem da utilização da energia potencial total como função-objectivo é que evidencia
explicitamente a estrutura hierárquica da aplicação multiescala [Coelho 2009]. Assim, o problema
de optimização hierárquica (vd. Fig. 6.4(b)) pode escrever-se como [Theocaris e Stavroulakis
1998,Theocaris e Stavroulakis 1999,Rodrigues et al. 2002,Bendsøe e Sigmund 2003,Bendsøe 1995]
max
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
min
ul∈U
l=1,...,L
[
1
2
∫
Ω
Φ(ρ,u1, . . . ,uL)dΩ (6.47)
−
L∑
l=1
wl
(∫
Ω
bl · uldΩ+
∫
ΓNu
t¯l · uldΓ
)]
,
onde u é o campo de deslocamentos no equilíbrio, que minimiza a energia potencial. Esta minimi-
zação corresponde à resolução do problema de elementos finitos, que pode ser considerada como
uma restrição de igualdade adicional. ρ é a variável de densidade macroscópica. A função-objectivo
apresentada corresponde ao modo multicarregamento, com L modos de carga, cada um com um
peso de ponderação wl. A função de densidade de energia óptima Φ(ρ,u1, . . . ,uL) corresponde à
solução do problema local (microescala) e é definida como
Φ(ρ,u1, . . . ,uL) = max
μ(x,y)
0≤μ(x,y)≤1∫
Y
μ(x,y)dY=ρ(x)
L∑
l=1
wl
[
Dhijkl(μ)εij(u
l)εkl(u
l)
]
. (6.48)
Estes problemas correspondem a uma metodologia de dois problemas de optimização acoplados,
também chamados de problema de optimização de distribuição de material e problema de aniso-
tropia local. A dependência entre os dois problemas torna estes problemas não-lineares em termos
constitutivos, ainda que definidos de base por comportamentos lineares [Bendsøe e Sigmund 2003].
A definição de multicarregamento omite-se a partir deste ponto de modo a tornar mais clara a apre-
sentação da formulação. Será retomada sempre que conveniente, nomeadamente na apresentação
de resultados.
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Esta formulação, correspondente ao problema de elasticidade, pode ser expandida para o pro-
blema de termoelasticidade contemplando os termos de expansibilidade térmica. Assim, atendendo
a que a energia de deformação passa a definir-se através da forma geral de Duhamel-Neumman da
lei de Hooke (cf. Eq. 4.14) [Fung e Tong 2001]
σij = Dijklεkl − βijΔT , (6.49)
a equação 6.48 pode reescrever-se como
Φ(ρ,u) = max
μ(x,y)
0≤μ(x,y)≤1∫
Y
μ(x,y)dY=ρ(x)
[
Dhijkl(μ)εij(u)εkl(u)− 2βhij(μ)εij(u)ΔT
]
. (6.50)
O problema local resulta de um processo de localização8, onde se maximiza a densidade de energia
de deformação local de acordo com o valor de deformação obtido como informação macroestrutural.
Esta função divide-se em duas parcelas, a primeira relativa à densidade de energia de deformação
elástica e a segunda relativa à densidade de energia de deformação termoelástica, nula no problema
mecânico. Note-se que esta estrutura traduz dois problemas, em duas escalas distintas. Por um
lado, o problema de cálculo estrutural global, onde se resolve o problema macroestrutural de
elementos finitos e se procede à optimização topológica do problema relaxado, com a variável de
densidade ρ(x). Neste problema, utiliza-se informação constitutiva de cada um dos problemas
locais. Nestes, por sua vez, informação macroestrutural localizada é utilizada para resolver um
problema de optimização topológica em que a variável de densidade local μ(x,y) se relaciona com
a variável macroestrutural através das restrições locais de volume∫
Y
μ(x,y)dY = ρ(x) . (6.51)
Por sua vez, cada um destes problemas dá origem a uma distribuição de material que, através
de processos de homogeneização, fornecem as propriedades necessárias à resolução do problema
externo. Utiliza-se neste trabalho a HEA para resolver o problema de homogeneização. Note-se,
no entanto, que esta estrutura hierárquica pode ser utilizada com outras metodologias de homo-
geneização [Diaz e Lipton 1997,Theocaris e Stavroulakis 1998,Bendsøe e Sigmund 1999,Hassani e
Hinton 1999,Theocaris e Stavroulakis 1999,Allaire 2002,Guedes et al. 2006,de Kruijf et al. 2007].
Assim, as matrizes constitutivas homogeneizadas Dh e βh são obtidas com a homogeneização por
expansão assimptótica (vd. Eqs. 6.36 e 6.37). A diferença essencial relativamente à formulação
habitual reside na definição das propriedades elementares na microescala. Em vez de se terem ma-
teriais constituintes distintos, passa a ter-se uma distribuição de material definida pela metodologia
SIMP e as respectivas densidades elementares μ. Assim,
Dey = D(μey) = μ
p
eyD
0 (6.52)
e
βey = β(μey ) = μ
pD0μpα0 = μ2peyβ
0 . (6.53)
Resulta então que as equações 6.36 e 6.37 passam a escrever-se
Dhijmn =
1
|Y|
∫
Y
Dijkl(μ)
(
Imnkl −
∂χmnk
∂yl
)
dY e (6.54)
βhij =
1
|Y|
∫
Y
(
βij(μ)−Dijkl(μ)∂Ψk
∂yl
)
dY . (6.55)
8Distingue-se o processo aqui utilizado da localização definida no contexto da homogeneização por expansão
assimptótica, específicas desta metodologia.
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Refira-se que a equação 6.54 pode também escrever-se na forma variacional (quadrática) [Bendsøe
1995] como
Dhijmn =
1
|Y|
∫
Y
Dpqkl(μ)
(
Iijpq −
∂χijp
∂yq
)(
Imnkl −
∂χmnk
∂yl
)
dY . (6.56)
Estas alterações em termos de propriedades locais, com a influência das variáveis de densidade
local, devem ser estendidas às equações que definem os problemas locais de homogeneização e
permitem o cálculo dos correctores correspondentes (vd. Eqs. 6.30, 6.36 e 6.37).
Convém ainda salientar que o problema de optimização hierárquica pode também escrever-se
como
min
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
Ku=f
[
1
2
∫
Ω
Dhijkl(μ)εij(u)εkl(u)dΩ
]
, (6.57)
correspondente à minimização da energia de deformação elástica, sendo equivalente, no equilíbrio,
à minimização do trabalho das forças externas. Refira-se que a maximização da energia potencial
total mínima corresponde no caso termoelástico à minimização da energia de deformação elástica
e não da energia de deformação total. De facto, a parcela da energia de deformação termoelástica
faz parte da componente de trabalho das forças externas. Note-se ainda que o factor 1/2 pode ser
omitido da formulação, visto alterar apenas o valor da função-objectivo no óptimo, mas nada mais
acerca da solução [Rao 2009].
6.4.2 Condições de Óptimo
Para definir as condições necessárias de óptimo para o problema de optimização hierárquica é
necessário definir o problema de uma forma adequada à sua implementação numérica. Assim,
segundo Rodrigues et al. [Rodrigues et al. 2002], o lagrangiano aumentado (vd. Sec. 2.4.2.3) do
problema global 6.47 pode definir-se como
L = min
u∈U
[
1
2
∫
Ω
Φ(ρ,u)dΩ−
(∫
Ω
b · udΩ +
∫
ΓNu
t¯ · udΓ
)]
(6.58)
− 1
2c
{[
max
{
0,Λ+ c
(∫
Ω
ρdΩ− V
)}]2
− Λ2
}
,
onde c é o parâmetro de penalidade e Λ ≥ 0 é o multiplicador de Lagrange associado à restrição
global de desigualdade. Tomando u˜ como o campo de deslocamentos que é solução do problema
de equilíbrio global, a condição de estacionariedade relativamente à variável de optimização ρ(x)
define-se como
1
2
∂Φ(ρ, u˜)
∂ρ
= max
[
0,Λ + c
(∫
Ω
ρdΩ− V
)]
, ∀x ∈ Ω , (6.59)
em pontos onde ρ tem valores intermédios (ρ ∈]0, 1[). Nos extremos, a condição passa a ser definida
com uma desigualdade (≤ quando ρ = 0 e ≥ quando ρ = 1) [Rodrigues et al. 2002,Coelho 2009].
Note-se, no entanto, que estes extremos correspondem a pontos onde não é necessário resolver o
problema local, correspondendo respectivamente ao material original (D = D0) ou à ausência de
material (D = 0). Por sua vez, a estacionariedade relativamente ao multiplicador de Lagrange
conduz a
Λ = max
[
0,Λ+ c
(∫
Ω
ρdΩ− V
)]
. (6.60)
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A condição 6.60 implica o cumprimento da restrição global de volume. Por sua vez, a condição 6.59
traduz a estabilidade do multiplicador de Lagrange Λ no equilíbrio e na solução óptima, significando
neste caso que a derivada da função densidade de energia relativamente às densidades globais é
constante para qualquer x (com 0 < ρ < 1) [Rodrigues et al. 2002,Coelho et al. 2008b].
A função lagrangiana do problema local (Eq. 6.50), por sua vez, pode escrever-se como
L =
[
Dhijkl(μ)εij(u˜)εkl(u˜)− 2βhij(μ)εij(u˜)ΔT
]
− λ(x˜)
[∫
Y (x˜)
μdy − ρ(x˜)
]
. (6.61)
Este lagrangiano é definido em cada x ∈ Ω e o multiplicador λ é associado à restrição de volume
local, que relaciona os campos de densidade local μ com o valor global de densidade em cada
ponto (ρ(x)). Por sua vez, εij(u˜) são as componentes do campo de deformação associado aos
deslocamentos u˜ no equilíbrio em x˜. À semelhança do realizado com o lagrangiano global, define-
se a condição de estacionariedade relativamente à variável microestrutural μ como [Rodrigues e
Fernandes 1995]
∂Dhijkl(μ)
∂μ
εij(u˜)εkl(u˜)− 2
∂βhij(μ)
∂μ
εij(u˜)ΔT = λ(x˜) , (6.62)
∀y ∈ Y (x˜) , com 0 < μ < 1 ,
onde
∂Dhijkl(μ)
∂μ
=
1
|Y |
∫
Y
pμp−1D0pqrs
(
δrkδsl − ∂χ
kl
r
∂ys
)(
δpiδqj −
∂χijp
∂yq
)
dY (6.63)
e
∂βhij(μ)
∂μ
=
1
|Y |
∫
Y
(
2pμ2p−1D0ijklα
0
kl − pμp−1D0ijkl
∂Ψk
∂yl
)
dY (6.64)
correspondem às sensibilidades dos tensores homogeneizados de elasticidade, Dh, e dos módulos
térmicos, βh, respectivamente, relativamente à variação de μ. Tal como no problema global, nos
extremos estas condições tomam as desigualdades descritas anteriormente. A condição definida em
6.62 deve ser satisfeita, para cada x em Ω, em qualquer y da célula unitária.
O lagrangiano 6.61 corresponde ao problema local definido pela função-objectivo Φ(ρ, u˜) (vd.
Eq. 6.48) no ponto óptimo. Estabelecendo a condição de estacionariedade relativamente à densi-
dade global ρ, verifica-se que no óptimo x˜
∂Φ(ρ, u˜)
∂ρ
= λ(x˜) , ∀x˜ ∈ Ω . (6.65)
Substituindo na equação 6.59 verifica-se que
λ(x) = 2max
[
0,Λ+ c
(∫
Ω
ρdΩ− V
)]
, ∀x ∈ Ω , com 0 < ρ < 1 . (6.66)
Note-se que, enquanto λ(x) é uma função, o segundo membro da equação anterior é constante em
Ω (0 < ρ < 1) [Coelho 2009]. Assim, verifica-se que, no ponto óptimo, o multiplicador de Lagrange
da restrição local será constante em todo o domínio macroestrutural. Associando os resultados
anteriores, verifica-se ainda que condição de estacionariedade 6.62 pode ser ainda escrita como
∂Dhijkl(μ)
∂μ
εij(u˜)εkl(u˜)− 2
∂βhij(μ)
∂μ
εij(u˜)ΔT = λ(x˜) = 2Λ , (6.67)
∀y ∈ Y (x˜) , com 0 < μ < 1 ,
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relacionando assim as condições de óptimo das diferentes escalas.
Note-se ainda que o método do lagrangiano aumentado tem como iteração principal a corres-
pondente à perspectiva dual, controlado pela actualização dos multiplicadores de Lagrange. Neste
sentido, a equação 6.60 corresponde a
Λt+1 = max
[
0,Λt + c
(∫
Ω
ρdΩ− V
)]
. (6.68)
No ponto óptimo, Λt+1 será constante em todo o domínio e igual a Λt o que, para uma condição
de igualdade, corresponde a ter
∫
Ω ρdΩ = V .
6.4.3 Problema Térmico
A abordagem hierárquica apresentada pode ser directamente adaptada ao problema térmico em
regime estacionário. Note-se que em regime quase-estático os problemas térmico e elástico são
formalmente equivalentes. Por um lado, ambos são regidos por um problema matemático (elíptico)
típico de conservação, complementado por equações específicas constitutivas e de compatibilidade,
assim como de condições de fronteira [Cioranescu e Donato 1999]. Por outro lado, os objectivos das
aplicações apresentadas são a maximização de uma constante constitutiva de proporcionalidade que
rege o problema, isto é, rigidez e condutividade. Assim, recorrendo à forma apresentada na relação
6.57, o problema de minimização da compliance térmica (ou maximização da condutividade) pode
ser definido como
min
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
KTT=q
[
1
2
∫
Ω
Θ(ρ,T)dΩ
]
, (6.69)
onde
Θ(ρ,T) = max
μ(x,y)
0≤μ(x,y)≤1∫
Y
μ(x,y)dY=ρ(x)
[
khij(μ)T
′
iT
′
j
]
, com T ′k =
∂T
∂xk
. (6.70)
A função Θ é análoga à função energia de deformação, utilizada no problema térmico, e encontra-se
associada ao princípio das temperaturas virtuais, por sua vez análogo ao princípio dos deslocamen-
tos virtuais [Cook et al. 1989,Bathe 1996]. Esta função é usada como uma medida da compliance
térmica e usada aqui para a maximização da condutividade térmica do ponto x da macroestrutura
Ω. T ′k e k
h
ij correspondem aos gradientes térmicos e aos coeficientes da matriz dos coeficientes de
condutividade térmica homogeneizada, respectivamente. Esta matriz, definida na equação 6.30,
corresponde, com a influência das densidades locais, a
khik =
1
|Y|
∫
Y
kij(μ)
(
Ikj −
∂Υk
∂yj
)
dY , (6.71)
com
key = k(μ) = μ
pk0 . (6.72)
A equação 6.71 pode também escrever-se na forma quadrática
khik =
1
|Y|
∫
Y
klj(μ)
(
Iil −
∂Υi
∂yl
)(
Ikj −
∂Υk
∂yj
)
dY . (6.73)
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A definição do problema de optimização e as condições de óptimo são idênticas ao apresentado
nas secções anteriores. Importa, no entanto, definir a sensibilidade do tensor homogeneizado de
condutividade térmica relativamente à variação de μ como
∂khij(μ)
∂μ
=
1
|Y|
∫
Y
pμp−1k0rs
(
δri − ∂Υ
i
∂yr
)(
δsj − ∂Υ
j
∂ys
)
dY . (6.74)
Neste trabalho, este problema pode ser resolvido de forma isolada ou numa abordagem multiobjec-
tivo. Neste caso, os problemas térmico e mecânico são resolvidos como [de Kruijf et al. 2007,Challis
et al. 2008,Chen et al. 2010]
min
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
Ku=f
KTT=q
[
wt
ft
f0t
+ wm
fm
f0m
]
, (6.75)
onde ft e fm são objectivos térmicos e mecânicos, respectivamente. Os valores f0t e f0m corres-
pondem a termos de normalização, tipicamente o valor de cada um dos objectivos na estimativa
inicial, e os valores w são aos pesos de cada um dos objectivos. A manipulação destes pesos
dá origem a análises de Pareto (vd. Sec. 2.4.4), sendo aqui definidos como wm = 1 − wt, com
wt ∈ [0, 1] [Frischknecht et al. 2011].
6.5 Homogeneização Inversa
A metodologia apresentada nas secções anteriores, devido à clara separação do problema em duas
escalas distintas, permite o recurso ao problema interno para efectuar optimização local. Assim,
é possível obter microestruturas de materiais compósitos ou celulares óptimos para responder
a valores de campo distante (far-field). Este tipo de problema é frequentemente designado de
problema local anisotrópico e a metodologia de homogeneização inversa (vd. Fig. 6.4(c)) [Sigmund
1994].
A definição deste problema, equivalente ao problema local da estrutura hierárquica anterior
(vd. Eqs. 6.48 e 6.70), pode escrever-se como
Φ(μ, ε¯, Δ¯T ) = max
μ(y)
0≤μ(y)≤1∫
Y
μ(y)dY=V
[
Dhijkl(μ)ε¯ij ε¯kl − 2βhij(μ)ε¯ijΔ¯T
]
, (6.76)
ou
Θ(μ, T¯′) = max
μ(y)
0≤μ(y)≤1∫
Y
μ(y)dY=V
[
khij(μ)T¯
′
iT¯ ′j
]
, (6.77)
consoante se trate de um problema de termoelasticidade ou térmico, respectivamente. ε¯, Δ¯T e T¯′
são campos impostos de deformação, variação de temperatura e gradiente térmico, respectivamente.
Os objectivos são maximizar a rigidez e maximizar a condutividade térmica do material obtido. À
semelhança do caso hierárquico, estes problemas podem ser resolvidos em modo multicarregamento
e multiobjectivo.
Para além da estrutura hierárquica apresentada anteriormente, a homogeneização inversa pode
ser utilizada de forma isolada ou integrada noutros modos de cálculo. Uma das formas desenvolvi-
das neste trabalho corresponde à sua integração num modo de cálculo multiescala, com optimização
apenas ao nível da microescala (vd. Fig. 6.4(d)). Neste caso, em vez de serem impostos valores
prescritos de deformação macroestrutural, o problema de optimização inversa é controlado pelo
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comportamento do problema homogeneizado da macroescala. Em cada iteração, os resultados
macroestruturais são ponderados de forma a actualizar o tensor de deformações que controla o
comportamento do problema de optimização. Este problema pode ser formulado como (vd. Eq.
6.47)
min
u∈U
[
1
2
∫
Ω
Φ(u)dΩ−
(∫
Ω
b · udΩ+
∫
ΓNu
t¯ · udΓ
)]
, (6.78)
com
Φ(u) = max
μ(y)
0≤μ(y)≤1∫
Y
μ(y)dY=V
[
〈Dhijkl(μ)〉εkl(u)εkl(u)− 2〈βhij〉(μ)εij(u)ΔT
]
. (6.79)
Neste caso, à semelhança das estratégias hierárquicas, ε(u) e ΔT são calculados a partir da dis-
tribuição de cada uma das grandezas na macroescala. No entanto, as propriedades constitutivas
〈Dhijkl(μ)〉 e 〈βhij〉 são constantes em toda a estrutura, correspondendo a uma fracção volúmica
constante e a uma única topologia microestrutural óptima. Neste caso, as diferenças face às me-
todologias hierárquicas diferem no cálculo de sensibilidades locais. Em vez de se considerar cada
um dos problemas locais de forma isolada, calculam-se as sensibilidades locais considerando um
único problema microestrutural segundo diversas alternativas como, por exemplo, médias pondera-
das dos campos macroestruturais ou recorrendo aos valores menos favoráveis em toda a estrutura.
Procura-se aqui a estrutura mais rígida, actuando apenas sobre a microescala e optimizando uma
microestrutura única e periódica para uma macroescala homogeneizada. Refira-se que este tipo
de estrutura permite ainda que a optimização microestrutural seja feita segundo subdomínios da
macroescala (vd. Fig. 6.4(e)), conduzindo a um número predefinido de microestruturas ópti-
mas [Bendsøe 1995,Cherkaev et al. 1998]. Com uma formulação semelhante ao caso hierárquico
apresentado neste capítulo, esta metodologia encontra-se resumida no Apêndice B.
Outro modo de cálculo que foi desenvolvido neste trabalho corresponde à utilização de uma
estrutura de optimização multiescala desacoplada, conjugando a formulação de homogeneização
inversa com optimização macroestrutural (vd. Fig. 6.4(f)). Neste caso, no entanto, ao contrário
da estrutura hierárquica apresentada anteriormente, as variáveis de densidade macroestrutural e
microestrutural não dependem uma da outra, apesar de os dois problemas serem funcionalmente
dependentes. Esta estratégia desacoplada9 pretende obter simultaneamente uma macroestrutura
discreta (ρ ∈ {0, 1}) e uma microestrutura discreta única e ideal para definir o material de que é
feita a estrutura (μ ∈ {0, 1}). Assim, em vez da microestrutura variar ao longo da estrutura global,
será constante e corresponderá, por exemplo, ao material compósito de que deverá ser feita. A
formulação deste problema pode definir-se como
max
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤VM
min
u∈U
[
1
2
∫
Ω
Φ(ρ,u)dΩ−
(∫
Ω
b · udΩ+
∫
ΓNu
t¯ · udΓ
)]
, (6.80)
com
Φ(ρ,u) = max
μ(y)
0≤μ(y)≤1∫
Y
μ(y)dY=Vm
[
ρp〈Dhijkl(μ)〉εkl(u)εkl(u)− 2ρ2p〈βhij(μ)〉εij(u)ΔT
]
, (6.81)
utilizando as mesmas alternativas de ponderação mostradas anteriormente, acrescidas da questão
de existência ou não de material na macroestrutura. Assim, independentemente da opção de pon-
deração utilizada, cada parcela é ainda afectada pela densidade macroestrutural correspondente.
9Embora esta estratégia seja aqui classificada como desacoplada, mantém aquilo a que se pode chamar um
acoplamento fraco. Apesar das variáveis de optimização macro- e microestruturais deixarem de ser directamente
dependentes, os problemas de ambas as escalas continuam a ter dependência cosntitutiva.
97
Optimização Local
Significa assim que, no limite, a ponderação é feita apenas com as regiões da estrutura onde efecti-
vamente existe material. VM e Vm correspondem às fracções volúmicas pretendidas para o problema
macroestrutural e para o problema microestrutural, respectivamente, podendo os domínios serem
sujeitos a restrições de volume independentes. O facto de estas restrições serem independentes,
com a restrição local a não ser definida em função da densidade global, leva a que o acoplamento
fraco característico deste problema se verifique também nas condições de óptimo definidas ante-
riormente para o problema geral hierárquico (vd. Sec. 6.4.2). A abordagem geral do problema
desacoplado pode ser semelhante ao apresentado para o problema hierárquico, mas a condição 6.65
deixa de ser válida. Isto tem reflexo directo na condição de estacionariedade definida na expressão
6.67, onde se perde a relação entre os multiplicadores de Lagrange das restrições global e local.
As condições de óptimo de ambas as escalas passam a ser independentes, resultando no carácter
desacoplado deste problema de optimização.
Note-se que estes tipos de metodologia podem ainda ser aplicados ao problema térmico segundo
os mesmos princípios. Existe ainda a possibilidade de ser utilizado em conjunto com a estratégia
de optimização local que se apresenta em seguida, apesar de ser uma solução menos eficiente.
6.6 Optimização Local
Existem diversas metodologias para obter a distribuição óptima de material para uma dada apli-
cação em análise estrutural. Uma abordagem também utilizada neste trabalho para a optimização
local do material (vd. Fig. 6.4(c)), como alternativa à homogeneização inversa, corresponde a uma
definição mais comum do problema de optimização topológica. Neste caso, procede-se à minimiza-
ção do trabalho realizado pelas forças externas (minimização da compliance), numa metodologia
semelhante à utilizada no problema de optimização macroestrutural apresentado na Secção 5.2.
Assim, este problema pode definir-se como
min
0≤μ≤1∫
Y
μ(y)dY=ρ¯
Ku=f
[∫
Ω
ΔTβ : ε(u)dΩ+
∫
Ω
b · udΩ +
∫
ΓNu
t¯ · udΓ
]
(6.82)
ou, usando a implementação prática comum, expressa em notação matricial [Sigmund 2001], como
min
0≤μ≤1∫
Y
μ(y)dY=ρ¯
Ku=f
∫
Ω
uTKu dΩ , (6.83)
para o caso termoelástico, e
min
0≤μ≤1∫
Y
μ(y)dY=ρ¯
KTT=q
∫
ΓNT
q¯TdΓ , (6.84)
ou, usando a implementação prática comum expressa em notação matricial, como
min
0≤μ≤1∫
Y
μ(y)dY=ρ¯
KTT=q
∫
Ω
TTKTTdΩ (6.85)
para o problema térmico [de Kruijf et al. 2007]. A principal diferença desta aplicação reside nas
condições de fronteira utilizadas. Recorrendo a uma abordagem de campo distante [Bo¨hm 2012],
os campos impostos na homogeneização inversa são também utilizados neste caso. No entanto,
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são transformados em condições de fronteira adequadas para a resolução do problema de elemen-
tos finitos definido nas restrições do problema. Estas condições de fronteira têm forçosamente de
manter a periodicidade do estado deformado da célula representativa unitária. Porém, ao contrário
das condições homogéneas de dois graus de liberdade utilizadas na HEA, devem permitir a defor-
mação global da CRU para além das oscilações típicas da abordagem multiescala. Neste caso, é
possível impor condições de fronteira naturais e essenciais tanto ao nível mecânico quanto ao nível
térmico. Associadas a estas condições de fronteira devem ser utilizadas condições de periodicidade
que envolvam não só os nós associados mas também nós de controlo, responsáveis pela deformação
global da CRU, isto é, nestes campos, ao contrário dos obtidos como solução para os problemas
microestruturais da HEA, os resultados não correspondem a médias nulas. Esta metodologia será
aprofundada aquando da introdução das questões numéricas associadas. Note-se ainda que, após
convergência do processo de optimização, é realizada a homogeneização da distribuição de material
obtida para se obter a correspondente informação constitutiva.
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Capítulo 7
Programa mainFRAN
Descrevem-se os principais aspectos numéricos e computacionais do
programa desenvolvido no contexto deste trabalho. Abordam-se
questões gerais, optimização topológica, cálculo multiescala e cálculo
paralelo.
7.1 Introdução
Uma das bases deste trabalho é o desenvolvimento de uma ferramenta computacional para res-
ponder aos objectivos propostos. O programa mainFRAN é programa de simulação numérica que
concentra diversos tipos de cálculo. Por um lado, utiliza o Método dos Elementos Finitos (MEF)
para resolver problemas térmicos e termomecânicos, bi- e tridimensionais. Por outro lado, diferen-
tes módulos de cálculo permitem a execução em cálculo paralelo, cálculo multiescala e diferentes
aplicações de optimização topológica. Esta plataforma, desenvolvida em Fortran 90, foi construída
de forma modular e dinâmica, tanto em termos de alocação de memória quanto em termos da sua
estrutura. O programa foi desenvolvido de modo a permitir alguma flexibilidade nas suas alterna-
tivas de cálculo. Por um lado, a alocação de memória é dinâmica, permitindo que os procedimentos
e as suas variáveis sejam correctamente executados e dimensionadas independentemente das di-
mensões ou do tipo de problema. Por outro lado, construiu-se um conjunto de livrarias comuns,
partilhadas por módulos principais de cálculo, que possibilitam uma estrutura de programação
mais limpa, assim como, caso necessário, uma mais fácil expansão de modos de cálculo. Esta
opção, por vezes divergente da estrutura tipicamente sequencial da programação em Fortran, pode
acarretar, contudo, alguns compromissos. Apesar das suas vantagens, a estrutura modular cria
algumas complexidades de implementação, nomeadamente em termos de processamento paralelo.
Podem ver-se nas figura 7.1 ilustrações da estrutura modular do programa mainFRAN. A figura
7.1(a) mostra os principais módulos de cálculo, assim como as camadas partilhadas. Por sua vez,
a figura 7.1(b) ilustra a estrutura local, utilizada nos processos multiescala, ilustrando o facto de
fazer uso da mesma estrutura, e partilhar módulos de cálculo e livrarias com a estrutura de controlo
principal.
Neste capítulo, em detrimento de uma descrição geral do código implementado, focam-se apenas
alguns detalhes específicos. Assim, as secções seguintes centram-se em aspectos característicos dos
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mainFRAN
FRAN.OPT
FRAN.ThEl
FRAN.Th
FRAN.HEAe
FRAN.HEAt
(a)
HIER
HEA.ThEl
HEA.ThOPT.LOC
FRAN.LOC
(b)
Figura 7.1: Ilustração da estrutura modular do programa mainFRAN: (a) estrutura geral e (b)
estrutura local.
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tipos de cálculo em análise, nomeadamente ao nível de procedimentos multiescala ou de optimiza-
ção. Algumas questões gerais, nomeadamente relacionadas com o método dos elementos finitos ou a
resolução de sistemas de equações, são ainda abordadas pela sua influência em aspectos específicos
de cálculo.
7.2 Método dos Elementos Finitos
Os processos de discretização espacial e a definição dos diferentes problemas neste trabalho seguem
os procedimentos habituais do método dos elementos finitos. A formulação geral do MEF pode
ser consultada em detalhe em diversas referências [Zienkiewicz e Taylor 1989,Oñate 1995, Bathe
1996,Teixeira-Dias et al. 2010]. É, no entanto, conveniente especificar alguns detalhes relevantes.
7.2.1 Elementos Finitos Isoparamétricos
Utilizam-se elementos finitos bidimensionais (triangulares e quadrangulares) e tridimensionais (te-
traédricos e hexaédricos), lineares e quadráticos. Estes elementos são ilustrados nas figuras 7.2 e
7.3, para elementos bidimensionais e tridimensionais, respectivamente. Mostram-se aqui as suas
representações no referencial global Oxyz e a sua representação isoparamétrica, no sistema de
coordenadas naturais Oξηζ, para a geometria normalizada do elemento. A formulação isoparamé-
trica dos elementos utilizados é definida com coordenadas naturais que variam no intervalo [0, 1]
para elementos triangulares e tetraédricos, e no intervalo [−1, 1] para elementos quadrangulares e
hexaédricos. Os elementos implementados resumem-se na tabela 7.1.
Tabela 7.1: Lista de elementos finitos implementados no programa mainFRAN.
REF.a Tipo Dim. N.o Nós Interpolação Integração Obs.
TR3 Triangular 2-D 3 Linear 1 –
QD4 Quadrilátero 2-D 4 Linear 2× 2 Lagrangiano/Serendipítico
QD8 Quadrilátero 2-D 8 Quadrática 3× 3 Serendipítico
QD9 Quadrilátero 2-D 9 Quadrática 3× 3 Lagrangiano
TT4 Tetraédrico 3-D 4 Linear 1 –
T10 Tetraédrico 3-D 10 Quadrática 4 –
HX8 Hexaédrico 3-D 8 Linear 2× 2× 2 Lagrangiano/Serendipítico
H20 Hexaédrico 3-D 20 Quadrática 3× 3× 3 Serendipítico
7.2.2 Condições de Fronteira
As condições de fronteira podem ser divididas em condições naturais ou de Neumann e condições
essenciais ou de Dirichlet1 [Fung e Tong 2001]. As últimas actuam directamente sobre os graus
de liberdade. Nesta secção, focam-se variantes de condições essenciais e alguns casos específicos
de condições de fronteira naturais. Usa-se como referência o problema mecânico, actuando sobre
deslocamentos e carregamentos. No entanto, as relações aqui discutidas são directamente aplicáveis
a outros problemas e graus de liberdade, nomeadamente ao problema térmico.
As condições de Dirichlet, em problemas de elasticidade, são tradicionalmente utilizadas para
a modelação de apoios ou deslocamentos prescritos. Estas, por prescreverem directamente valores
sobre graus de liberdade, são chamadas de condições SFC (Single-Freedom Constraints) [Felippa
2004] e podem ser expressas como ui = c. c é um valor finito, tornando a condição homogénea se
c = 0 ou não-homogénea se c = 0. No entanto, as condições de fronteira essenciais podem ser mais
complexas, envolvendo múltiplos graus de liberdade. Neste caso, podem chamar-se condições MFC
(Multi-Freedom Constraints) [Felippa 2004,Li 2008]. Usam-se aqui equações para definir condições
1Existe ainda um terceiro tipo de condições de fronteira, as condições de Robin. Não utilizadas neste trabalho,
estas correspondem a uma combinação linear das condições de Neumann e de Dirichlet.
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Figura 7.2: Referenciais global (Oxyz) e natural (Oξηζ) dos elementos isoparamétricos bidimensio-
nais utilizados: (a) elemento triangular de 3 nós, (b) elemento quadrangular de 4 nós, (c) elemento
quadrangular de 8 nós e (d) elemento quadrangular de 9 nós.
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Figura 7.3: Referenciais global (Oxyz) e natural (Oξηζ) dos elementos isoparamétricos tridimensi-
onais utilizados: (a) elemento tetraédrico de 4 nós, (b) elemento hexaédrico de 8 nós, (c) elemento
tetraédrico de 10 nós e (d) elemento hexaédrico de 20 nós.
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MFC de igualdade, apesar de o caso mais geral corresponder a inequações para a imposição de
condições MFC, como
f(graus de liberdade) = valor prescrito . (7.1)
Esta corresponde à forma canónica das condições MFC, onde todos os graus de liberdade se encon-
tram no primeiro termo. A MFC é chamada de multiponto ou multinó se envolve diferentes nós
da malha de elementos finitos. Podem ainda ser lineares ou não-lineares, de acordo com a depen-
dência funcional entre graus de liberdade. Tal como as SFC, podem também ser homogéneas ou
heterogéneas, de acordo com o valor de c. Em aplicações estruturais, as MFC surgem tipicamente
como condições do tipo
ui + uj = 0 ou ui + uj = c . (7.2)
Neste trabalho, as MFC surgem sempre como condições de periodicidade. Uma Célula Representa-
tiva Unitária (CRU) deve ter periodicidade geométrica (e material) tanto na sua geometria original
quanto deformada. A periodicidade deformada é controlada com MFC homogéneas se a solicitação
envolver imposição de carregamentos/tensões e não-homogéneas se depender da imposição de um
dado estado de deformação [Oliveira et al. 2010b].
A aplicação à homogeneização por expansão assimptótica corresponde ao caso mais simples de
condições homogéneas de dois graus de liberdade. As condições de periodicidade são impostas na
superfícies externas da CRU (vd. Fig. 7.4). Para uma CRU hexaédrica em y1 ∈ [0, y01], y2 ∈ [0, y02]
e y3 ∈ [0, y03] (vd. Fig. 7.4b), as condições de fronteira podem ser definidas, para o caso geral 3-D,
como
χ(0, y2, y3)− χ(y01 , y2, y3) = 0 ,
χ(y1, 0, y3)− χ(y1, y02 , y3) = 0 e (7.3)
χ(y1, y2, 0)− χ(y1, y2, y03) = 0 ,
onde χ é a solução da equação 6.38 (vd. Cap. 6.2). Para evitar movimento de corpo rígido, é
necessário restringir deslocamentos e rotações num ponto arbitrário da malha, ou, visto as condições
serem homogéneas, restringir os deslocamentos nos vértices da CRU.
y1
0
y2
0
0
y1
y2
0
2
1
(a)
y3
y3
0
y1
0
y2
0
0
y1
y2
0
1
2
3
4
5
6
2
(b)
Figura 7.4: Células representativas unitárias periódicas: (a) quadrilátera (2-D) e (b) hexaédrica
(3-D).
Um caso mais geral de condições homogéneas é utilizado na abordagem local de optimização
multiescala, em problemas com imposição de campos de tensão (vd. Sec. 6.6). A imposição de
108
Método dos Elementos Finitos
um campo macroestrutural de tensão σ na CRU (e.g. originário de um ponto de integração da
malha da estrutura global) pode ser feita calculando o carregamento equivalente (P) na CRU. Este
é aplicado na fronteiras da célula unitária (Γ), onde [Bo¨hm 2012]
P =
∫
Γ
ta(y)dΓ, com ta = σa · nΓ . (7.4)
ta é o vector de tracção superficial, correspondente ao campo de tensões (far-field stress) apli-
cado num dado ponto da superfície exterior da CRU e nΓ o versor normal local exterior a Γ.
Numericamente, a imposição de carregamentos equivalentes envolve a multiplicação de uma dada
componente de tensão pela área superficial da fronteira num dado elemento e a sua distribuição
pelos nós com conectividade nessa fronteira. Este campo equivalente deve ser antiperiódico para
se garantir o equilíbrio, à semelhança dos carregamentos característicos que controlam o problema
de homogeneização. Adicionalmente, para se garantir a periodicidade, é necessária a existência de
condições MFC adequadas. Estas continuam a ser homogéneas, mas onde as anteriores apenas per-
mitiam oscilações em torno de um estado médio, neste caso devem permitir a deformação global da
CRU. Assim, os vértices deixam de estar fixos e as MFC associam mais de dois nós. O movimento
de corpo rígido é impedido recorrendo a condições SFC, ilustradas nas figuras 7.4, restringindo 6
graus de liberdade para o problema 3-D e 3 para o 2-D. As MFC, por sua vez, usam os vértices de
controlo para condicionar os restantes nós da fronteira e garantir o comportamento periódico da
CRU. As condições resultantes podem escrever-se como
u(y01 , y2) = u(0, y2) + u1 e
u(y1, y02) = u(y1, 0) + u2 , (7.5)
para o caso 2-D, e
u(y01 , y2, y3) = u(0, y2, y3) + u1 ,
u(y1, y02 , y3) = u(y1, 0, y3) + u2 e (7.6)
u(y1, y2, y03) = u(y1, y2, 0) + u3 ,
para o caso 3-D.
Alternativamente, é possível recorrer às deformações ε macroestruturais num dado ponto da
estrutura global homogeneizada para solicitar a CRU. A principal diferença, neste caso, é a utiliza-
ção exclusiva de condições de Dirichlet. A localização é feita forçando deslocamentos equivalentes
que correspondam a uma deformação média idêntica ao estado imposto. Isto é feito utilizando as
condições não-homogéneas
u(y01 , y2)− u(0, y2) = c1 e
u(y1, y02)− u(y1, 0) = c2 , (7.7)
e
u(y01 , y2, y3)− u(0, y2, y3) = c1 ,
u(y1, y02 , y3)− u(y1, 0, y3) = c2 e (7.8)
u(y1, y2, y03)− u(y1, y2, 0) = c3 ,
para os casos 2-D e 3-D, respectivamente. Uma configuração alternativa pode ser obtida com
as mesmas condições homogéneas utilizadas no caso de imposição de tensão. Estas garantem
periodicidade, ao mesmo tempo que se utilizam deslocamentos prescritos sobre os nós de controlo
como
u1 − u0 = c1 ,
u2 − u0 = c2 e (7.9)
u3 − u0 = c3 .
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Note-se que a terceira condição é utilizada apenas no caso tridimensional. Adicionalmente, u0 = 0,
pelo que as equações 7.9 se reduzem a condições de deslocamento prescrito. Sendo L1, L2 e L3
as dimensões da CRU em cada uma das direcções ortogonais, os coeficientes independentes das
condições podem definir-se como
c1/L1 =
{
ε11
1
2γ12
}T e (7.10)
c2/L2 =
{
1
2γ12 ε22
}T
,
para o problema 2-D, e
c1/L1 =
{
ε11
1
2γ12
1
2γ13
}T
,
c2/L2 =
{
1
2γ12 ε22
1
2γ23
}T e (7.11)
c3/L3 =
{
1
2γ13
1
2γ23 ε33
}T
,
para o problema 3-D.
A implementação numérica das condições de fronteira MFC apresentadas é feita sobre a matriz
de rigidez global do sistema de equações em análise. É este sistema modificado que efectivamente é
resolvido. Existem três métodos principais para impor estas condições: (i) o método de eliminação,
(ii) o método de penalidade e (iii) o método dos multiplicadores de Lagrange [Felippa 2004]. Note-
-se que qualquer um destes métodos pode também ser utilizado para prescrever valores isolados
a graus de liberdade, isto é, impor condições SFC. Além disso, numa primeira abordagem, não
necessitam forçosamente de alterações no procedimento de assemblagem, permitindo que o sistema
seja montado e apenas depois sejam acrescentadas as condições de fronteira. Neste trabalho, utiliza-
-se essencialmente o método de penalidade, apesar de ter sido também implementado o método
dos multiplicadores de Lagrange para efeitos de comparação e uma versão simplificada do método
de eliminação para condições de fronteira homogéneas de valor prescrito.
7.2.2.1 Método de Eliminação
Este método requer a distinção entre graus de liberdade mestre e escravo. Isto pode ser feito caso
a caso ou de forma automatizada de acordo com a análise das fronteiras da malha de elementos
finitos da célula representativa unitária. Os graus de liberdade escravos são removidos do sistema,
e a sua rigidez e carregamentos são adicionados aos graus de liberdade mestres correspondentes.
A adição de uma condição de fronteira homogénea de periodicidade ui − uj = 0 ao sistema de
equações lineares Ku = f pode ser feita removendo as linhas e colunas escravas, e definindo as
equações restantes como⎡⎢⎢⎣
. . .
...
. . . Kii +Kjj . . .
...
. . .
⎤⎥⎥⎦
⎧⎪⎪⎨⎪⎪⎩
...
ui
...
⎫⎪⎪⎬⎪⎪⎭ =
⎧⎪⎪⎨⎪⎪⎩
...
fi + fj
...
⎫⎪⎪⎬⎪⎪⎭ , (7.12)
onde i é o grau de liberdade mestre e j o escravo. Se a condição for não-homogénea (ui−uj = c = 0),
o coeficiente independente é multiplicado pela rigidez do grau de liberdade escravo e subtraído
ao carregamento do mestre correspondente. Se o escravo está ainda associado a outros graus
de liberdade, a sua rigidez deve ser também contabilizada. Considerando que o escravo j tem
conectividade com k, a condição MFC não-homogénea resulta em⎡⎢⎢⎢⎢⎢⎢⎢⎣
. . .
...
...
. . . Kii +Kjj . . . Kjk . . .
...
. . .
...
. . . Kjk . . . Kkk . . .
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
...
ui
...
uk
...
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
...
fi + fj − c×Kjj
...
fk − c×Kjk
...
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
. (7.13)
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Depois de resolver as equações 7.12 ou 7.13, uj é calculado utilizando a equação da condição
imposta. Note-se que, apesar de ser matematicamente equivalente escolher qualquer um dos graus
de liberdade envolvidos como mestres, a eficiência resultante na resolução de sistemas de equações
esparsos pode não ser a mesma, assim como o seu condicionamento. Este método pode também
originar algumas complexidades numéricas quando as condições envolvem mais graus de liberdade
e/ou quando nós mestres são simultaneamente escravos em outras condições. Uma das principais
limitações deste método é o facto de envolver o redimensionamento do sistema de equações e
necessitar de um sistema auxiliar para se obter a solução para as incógnitas escravas. Este método
é muito útil para condições lineares simples, mas é limitado como método de aplicação geral pela
crescente dificuldade de actuação com o número e complexidade das condições, assim como por
falta de robustez [Felippa 2004].
7.2.2.2 Método de Penalidade
O método de penalidade é talvez o método mais comum para a imposição de condições MFC e
de condições de fronteira de valor prescrito, sendo a sua implementação menos intrusiva que as
alternativas. Não necessita de qualquer alteração ao esquema de armazenamento ou ao sistema
de equações, para além da adição de alguns termos. Considerando novamente uma condição
homogénea de periodicidade (ui− uj = 0), é possível fazer uma analogia física com esta imposição
(vd. Fig. 7.5(a)). Adicionar esta condição, utilizando o método da penalidade, é equivalente
a assemblar uma barra rígida no sistema, com conectividade entre os dois graus de liberdade
associados. Por esta razão, este tipo de condição é muitas vezes classificado como uma ligação
rígida. Numericamente, a rigidez infinita é substituída por uma penalidade finita wp. As equações
locais para este elemento barra são
wp
[
1 −1
−1 1
]{
ui
uj
}
=
{
0
0
}
. (7.14)
Assemblar estas equações no sistema global (Ku = f) resulta em⎡⎢⎢⎢⎢⎢⎢⎢⎣
. . .
...
...
. . . wp +Kii . . . −wp +Kij . . .
...
. . .
...
. . . −wp +Kji . . . wp +Kjj . . .
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
...
ui
...
uj
...
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
...
fi
...
fj
...
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
. (7.15)
Para condições não-homogéneas (MFC ou SFC), a principal diferença prende-se com o coeficiente
independente. Neste caso, a condição ui − uj = c requer a assemblagem da equação
wp
[
1 −1
−1 1
]{
ui
uj
}
= wp
{
c
−c
}
. (7.16)
no sistema de equilíbrio global. Note-se que em ambos os casos o peso das condições no sistema
global é suficientemente elevado para as tornar dominantes e resultar na imposição pretendida.
Uma forma genérica de aplicação de condições lineares com este método pode escrever-se como
wpc
Tcu = wpθc
T , (7.17)
para uma condição αui + βuj + κuk = θ com c =
{
α β κ
}
e u =
{
ui uj uk
}T.
O custo desta flexibilidade de implementação reside na escolha do valor de penalidade wp.
Idealmente deveria ser wp = +∞, sendo que a utilização de um valor finito origina um erro
eg = ui−uj−c = 0. A magnitude de |eg| é inversamente proporcional à magnitude de wp. Existem,
no entanto, limitações de hardware e software para a escolha da penalidade. Por um lado, o valor
de wp é limitado pelo valor de overflow2 do computador utilizado. Por outro lado, surgem questões
2Overflow refere-se a situações em que cálculos computacionais produzem blocos de dados ou valores numéricos
demasiado elevados para serem alocados na unidade de memória.
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uiuj
(a) (b) (c)
Figura 7.5: Aplicação de condições de fronteira Multi-Freedom Constraints (MFC) com o método
(a) de eliminação, (b) de penalidade e (c) dos multiplicadores de Lagrange.
numéricas relacionadas com a inversão da matriz de rigidez, para valores de wp muito inferiores
aos de overflow. De facto, como se verá mais à frente, o aumento do peso de penalidade piora
o condicionamento da matriz de rigidez. No limite, as linhas e colunas que contêm a condição
tornam-se linearmente dependentes, levando a que a matriz de rigidez se torne singular. Ainda
assim, o valor de wp deve ser várias ordens de grandeza superior à norma máxima da matriz3. Neste
sentido, é comum seguir um método heurístico designado por regra da raiz, usando wp = 10k+p/2
para uma matriz cujo maior coeficiente seja 10k, com uma precisão p dígitos [Felippa 2004].
7.2.2.3 Método dos Multiplicadores de Lagrange
À semelhança do método de penalidade, é possível fazer um paralelo físico com a aplicação do
método dos multiplicadores de Lagrange. Neste caso, o método corresponde a adicionar as cargas
necessárias para estabelecer o equilíbrio pretendido com as condições de fronteira (vd. Fig. 7.5(b)).
Estas cargas têm uma intensidade λ, correspondente ao multiplicador de Lagrange associado à
condição a impor. O caso genérico de imposição de uma condição MFC não-homogénea ui−uj = c,
com Ku = f , escreve-se como
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
. . .
...
...
0
...
0
. . . Kii . . . Kij . . . 1
...
. . .
...
0
...
0
. . . Kji . . . Kjj . . . −1
...
...
. . .
0
...
0
0 . . . 0 1 0 . . . 0 −1 0 . . . 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
...
ui
...
uj
...
λ
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
...
fi
...
fj
...
c
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (7.18)
3A norma máxima da matriz A é ||A||∞ = max|aij |.
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Pode ainda ser apresentado na forma geral[
K AT
A 0
]{
u
λ
}
=
{
f
c
}
. (7.19)
Para um dado conjunto de condições lineares Aλ = c, onde λ é o vector dos multiplicadores de
Lagrange λi. Para além dos valores dos graus de liberdade, este sistema fornece ainda os valores
de λi no equilíbrio. Estes podem ser utilizados para o cálculo de resultantes nos graus de liberdade
afectados pelas condições com −ATλ.
A maior vantagem deste método relativamente aos métodos de penalidade é o facto de ser um
método exacto. Adicionalmente, facilita o cálculo das reacções nos graus de liberdade com condi-
ções de fronteira e não necessita do controlo de parâmetros de penalidade. Por outro lado, introduz
incógnitas adicionais e obriga à utilização de algoritmos de armazenamento mais complexos para
responder à necessidade de redimensionamento do sistema. Além disso, é fortemente sensível à
dependência linear das equações que definem as condições e não se adapta a algoritmos de reso-
lução baseados em matrizes definidas positivas. Este facto é crítico na utilização de métodos de
resolução como método do gradiente conjugado. Note-se ainda que os métodos de multiplicadores
de Lagrange têm inúmeras aplicações, nomeadamente em problemas de optimização.
7.2.3 Armazenamento Matricial
Os problemas considerados neste trabalho resultam em sistemas de equações cujas matrizes de coe-
ficientes são esparsas. Os coeficientes não-nulos constituem uma percentagem reduzida do número
total de coeficientes, pelo que a utilização da totalidade da matriz reduz a eficiência das operações
matriciais. Esta redução na eficiência torna-se ainda mais evidente com o aumento da dimensão do
problema, implicando um cada vez maior esforço computacional desperdiçado em multiplicações
com coeficientes nulos. Esta limitação pode ser ultrapassada identificando os coeficientes nulos e
eliminando as correspondentes operações de multiplicação. Neste trabalho recorre-se para o efeito
ao esquema CRS (Compressed Row Storage) como algoritmo de armazenamento matricial. As
vantagens deste formato são significativas [Barrett et al. 1994], permitindo o armazenamento de
2nn¯+n+1 coeficientes, em oposição aos n2 coeficientes do esquema de armazenamento total. n×n
é a dimensão da matriz e nn¯ o número de coeficientes não-nulos. Como ilustração do esquema de
armazenamento CRS considere-se como exemplo a seguinte matriz
A =
⎡⎢⎢⎣
a 0 0 b
c d 0 0
0 e f g
h 0 i j
⎤⎥⎥⎦ .
O armazenamento CRS de A é definido nos vectores
m =
{
a b c d e f g h i j
}
,
i =
{
1 4 1 2 2 3 4 1 3 4
}
e
j =
{
1 3 5 8 11
}
.
A matriz A é armazenada num vector que contém unicamente os valores não-nulos (m). Os
vectores i e j, por sua vez, correspondem ao número da coluna de cada coeficiente não-nulo na
matriz A e ao índice do primeiro valor de cada linha emm, respectivamente. A última componente
do vector j especifica a dimensão nn¯ do vector m, tendo o valor nn¯ + 1.
Note-se que no esquema CRS é a própria conectividade que determina os índices dos vectores de
ponteiros. Desta forma evitam-se os cuidados específicos com a ordenação dos graus de liberdade
do sistema. Em rigor, a assemblagem é feita de forma natural. Os índices globais são ditados pela
relação entre a conectividade de cada elemento e a numeração dos graus de liberdade. O esquema
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pode ser também adaptado para armazenar apenas uma matriz triangular no caso de matrizes
simétricas, reduzindo a memória necessária. Contudo, esta alteração aumenta a complexidade
dos algoritmos usados para acesso aos dados, assim como para a realização de operações matrici-
ais [Barrett et al. 1994]. No tipo de problemas resolvidos neste trabalho, a redução de memória
não justifica a complexidade acrescida dos algoritmos associados, pelo que se opta por sacrificar
um pouco a memória em prol da velocidade de processamento. Informação adicional sobre este
tipo de metodologia pode ser consultada em [Saad 2003,Stathis 2004].
7.2.4 Resolução do Sistema de Equações
Um problema resolvido através do método dos elementos finitos define-se tipicamente num sistema
de equações lineares do tipo
Ax = b, (7.20)
onde a matriz A ∈ IRn×n é não-singular e geralmente esparsa. x e b ∈ IRn são os vectores de
incógnitas e de termos independentes, respectivamente. A maior fracção do tempo de cálculo
corresponde à sua resolução [van der Vorst 2003], pelo que a selecção de um método numérico de
resolução eficiente é essencial em termos de desempenho. Os métodos de resolução podem dividir-se
em (i) métodos directos e (ii) métodos iterativos [Meurant 1999].
Os métodos directos baseiam-se na factorização da matriz A. O método de eliminação de
Gauss, ou de factorização LU, é um exemplo corrente de método directo. A robustez e a precisão
na resolução de sistemas de equações lineares levam a que este tipo de método seja bastante
utilizado. No entanto, a aplicação destes métodos a matrizes esparsas tem a desvantagem de
requerer elevadas quantidades de memória computacional. Isto resulta da alteração do padrão de
esparsidade da matriz de coeficientes do sistema. De facto, na aplicação do método de eliminação
de Gauss verifica-se que posições originalmente nulas da matriz A passam a ser ocupadas por
valores não-nulos. Este fenómeno, habitualmente designado por fill-in, resulta na transformação
de uma matriz originalmente esparsa numa matriz densa. Os métodos directos apresentam ainda
um baixo grau de paralelismo, o que limita a expansibilidade para sistemas de computação paralela.
Além disso, a propagação de erros numéricos nas operações aritméticas pode originar problemas
de precisão numérica. Mais detalhes sobre métodos directos para a resolução de sistemas com
matrizes esparsas podem ser consultados em [Duff et al. 1989].
Nos métodos iterativos define-se uma aproximação inicial x(0) para a solução x∗. Com base
num processo iterativo, gera-se uma sucessão de vectores-solução
{
x(1), x(2), . . . , x(k)
}
até que a
solução numérica seja suficientemente próxima da solução exacta. De uma forma geral, um método
iterativo diz-se convergente se
lim
k→+∞
x(k) = x∗. (7.21)
Neste contexto, um processo iterativo corresponde a uma técnica em que, dada uma aproximação
inicial da solução, se procura minimizar o erro e = x∗ − x(k) ou o resíduo r(k) = b −Ax(k). De
um modo geral, as principais vantagens dos métodos iterativos relativamente aos métodos directos
são [Axelsson 1996,Saad 2003]:
1. O desempenho computacional do processo pode ser melhorado se a aproximação inicial x(0)
for próxima de x∗;
2. Não alteram o padrão da esparsidade da matriz de coeficientes do sistema, exigindo menores
quantidades de memória computacional;
3. Não exigem a definição explícita da matriz de coeficientes do sistema, pelo que se revelam
adequados para paralelização.
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Refira-se, no entanto, que geralmente não é possível prever o número de iterações necessárias para
atingir uma determinada precisão. Assim, embora ambos os tipos de método apresentem vantagens
e desvantagens, é usualmente a natureza do problema que determina qual o método de resolução
mais adequado.
Os métodos iterativos são geralmente classificados como (i) métodos estacionários e (ii) mé-
todos não-estacionários. Os métodos não-estacionários distinguem-se dos estacionários no sentido
em que os dados são alterados no decorrer de cada iteração. Embora apresentem um nível de com-
plexidade superior, os métodos não-estacionários são frequentemente mais eficientes [Saad 2003].
Actualmente, os métodos iterativos não-estacionários mais populares pertencem ao conjunto de
métodos baseados em subespaços de Krylov [van der Vorst 2003]. A sua utilização é determinada
pelas características da matriz de coeficientes A. Consequentemente, uma vez que o tipo de pro-
blemas resolvidos neste trabalho envolve sistemas com matrizes simétricas e definidas positivas, o
Método do Gradiente Conjugado (Conjugate Gradient – CG) [Hestenes e Stiefel 1952] é o mais
indicado.
7.2.4.1 Método do Gradiente Conjugado
O método do gradiente conjugado é considerado uma das técnicas mais eficientes para a resolução
de sistemas de equações lineares com matrizes de coeficientes simétricas e definidas positivas [Golub
e O’Leary 1989]. Inicialmente considerado um método directo por permitir obter a solução de um
sistema de n equações lineares num máximo de n iterações, rapidamente se constatou que os erros
provenientes do arredondamento numérico destruíam a propriedade de convergência finita deste
método, não constituindo uma alternativa eficiente para a factorização de sistemas de equações
lineares densos. No entanto, o método do CG é hoje considerado um método iterativo [Reid 1971].
Apesar de ser muitas vezes incapaz de superar a velocidade de cálculo de alguns métodos direc-
tos [Irons e Ahmad 1980], o método do CG é uma alternativa competitiva [Farhat e Wilson 1987].
Umas das razões para tal é a utilização de precondicionadores. Verifica-se que a velocidade de con-
vergência do método do CG depende do condicionamento do sistema de equações lineares [Barrett
et al. 1994]. Assim, a aplicação de precondicionamento ao sistema permite atingir velocidades de
cálculo superiores às dos métodos directos [Saint-Georges et al. 1996].
Uma das vantagens da utilização do método do CG é o facto de não obrigar ao armazenamento
dos coeficientes nulos da matriz A. Além disso, a simetria desta matriz possibilita ainda o não-
armazenamento de uma das suas partes triangulares. Por outro lado, a natureza intrinsecamente
paralelizável do método do CG constitui também uma vantagem relevante deste método em relação
aos métodos directos.
O método do gradiente conjugado é um método iterativo não-estacionário baseado em subes-
paços de Krylov [van der Vorst 2003]. Com este método, a resolução do sistema de equações 7.20
baseia-se na técnica de projecção ortogonal num subespaço afim
x(0) +Km
(
A, r(0)
)
, (7.22)
em que x(0) é uma solução aproximada inicial, Km
(
A, r(0)
)
é o subespaço de Krylov gerado por
{r(0),Ar(0),A2r(0),A3r(0), . . . ,Am−1r(0)} e r(0) = b − Ax(0) é o resíduo inicial [van der Vorst
2003]. Para uma matriz A simétrica e definida positiva, esta técnica corresponde à minimização
da função quadrática [Axelsson 1996]
ϕ(x) =
1
2
(b−Ax)TA−1 (b−Ax) . (7.23)
O método do gradiente conjugado procura minimizar a função ϕ(x) em cada iteração
x(k+1) = x(k) + αk+1p(k+1) , (7.24)
em que x(k) é a solução aproximada actual e αk+1 um escalar que actua segundo a direcção de
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busca p(k+1) [Reid 1971]. O escalar αk+1 é definido por
αk+1 =
[
r(k)
]T
r(k)[
p(k+1)
]TAp(k+1) . (7.25)
O resíduo actual é r(k) = b−Ax(k), enquanto que o novo resíduo é
r(k+1) = r(k) − αk+1Ap(k+1). (7.26)
Estes resíduos correspondem aos gradientes da função quadrática ϕ(x). Sendo as direcções de
busca conjugadas4 relativamente a A, p(k+1) é definida recursivamente por
p(k+1) = r(k) + βkp(k), (7.27)
em que βk é um escalar definido por
βk =
[
r(k)
]T
r(k)[
r(k−1)
]T r(k−1) . (7.28)
Embora seja difícil prever a taxa de convergência do método do CG, é possível determinar um
limite superior para a norma do erro associada a cada iteração. Este limite relaciona-se com o
número de condição espectral5 de A, designado por κ(A). Considerando a norma-A do vector6
x(k) − x∗, a taxa de convergência pode ser determinada com a expressão [Ortega 1988]
||x(k) − x∗||A ≤ 2
[√
κ(A)− 1√
κ(A) + 1
]k
||x(0) − x∗||A . (7.29)
De acordo com a expressão anterior, verifica-se que a norma-A do erro e(k) = x(k)−x∗ tende para
zero quando k → +∞. Este facto justifica a natureza iterativa do método do gradiente conju-
gado [Meurant 1999]. Adicionalmente, constata-se que quanto mais próximo for κ(A) de 1, maior
é a taxa de convergência do processo. O precondicionamento consiste na obtenção de um sistema
equivalente a 7.20 em que a nova matriz de coeficientes possua um número de condição espectral
mais próximo da unidade. Conseguem-se assim taxas de convergência mais elevadas [Benzi 2002].
7.2.4.2 Técnicas de Precondicionamento
O precondicionamento do sistema 7.20 consiste na sua transformação linear de modo a minimizar o
número de condição espectral. A aplicação desta técnica ao método do gradiente conjugado permite
aumentar as suas eficiência e robustez. Neste contexto, sendo P não-singular, pode substituir-se o
sistema de equações 7.20 por
P−1Ax = P−1b. (7.30)
P = A é o precondicionador ao qual corresponde uma taxa de convergência mais elevada [Meurant
1999,Benzi 2002]. De facto, neste caso resulta que κ(P−1A) = 1. Porém, a determinação de P−1
corresponde à resolução do sistema 7.20, pelo que esta situação não apresenta qualquer vantagem
em relação à resolução directa do problema original. No entanto, depreende-se que a matriz P
deva aproximar-se da matriz A.
Refira-se que, no caso de A ser simétrica e definida positiva, a matriz de precondicionamento
P deve [Meurant 1999]:
4x e y ∈ IRn dizem-se conjugados de A ∈ IRn×n, simétrica e definida positiva, se são ortogonais em relação ao
produto interno (x, y)A
.
= xTAy.
5O número de condição espectral, κ, de uma matriz A ∈ IRn×n é o quociente dos valores próprios máximo
(λmax) e mínimo (λmin) de A, i.e. κ(A) = λmaxλmin . É ainda comum este valor ser calculado como κ(A) =
maxi|Aii|
mini|Aii| ,
resultando geralmente em valores mais elevados.
6A norma de um vector x ∈ IRn em relação à matriz A ∈ IRn×n, simétrica e definida positiva, é ||x||A .=
(x, x)1/2
A
=
√
xTAx.
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1. Ser simétrica e definida positiva;
2. Ter esparsidade semelhante à da matriz A;
3. Ser tal que o sistema Pc = d, com c e d ∈ IRn, seja de simples resolução;
4. Ser tal que κ(P−1A) seja menor do que κ(A).
Porém, a verificação simultânea de todas estas condições gera frequentemente incompatibilidades,
pelo que se torna difícil obter um precondicionador globalmente eficiente. Para mais informações
sobre a utilização de precondicionadores em sistemas lineares de grandes dimensões consultar, por
exemplo, o trabalho de Benzi [Benzi 2002].
Refira-se que a implementação do Método do Gradiente Conjugado Precondicionado (Precon-
ditioned Conjugate Gradient – PCG) utilizada neste trabalho, intitulada de PARCONG (PARal-
lel CONjugate Gradient solver), foi desenvolvida por Pinho-da-Cruz [Pinho-da-Cruz 2007]. Para
além da versão sem precondicionamento (SP), utilizam-se aqui os seguintes precondicionadores: (i)
precondicionamento de Jacobi (JAC), (ii) precondicionamento de sobrerrelaxação sucessiva simé-
trica (Symmetric Successive Over-Relaxation – SSOR) e (iii) factorização incompleta de Cholesky
(IC0) [Benzi 2002]. Refira-se ainda que, no âmbito deste trabalho, esta implementação foi apenas
alterada para permitir o cálculo distribuído, i.e. de modo a que possa ser isoladamente executado
em nós escravos sem o controlo do nó mestre.
7.3 Homogeneização por Expansão Assimptótica
Os procedimentos de homogeneização por expansão assimptótica são utilizados neste trabalho
tanto para a determinação de propriedades efectivas de materiais compósitos e celulares quanto na
determinação de sensibilidades locais em processos de optimização multiescala (vd. Cap. 6).
7.3.1 Cálculo de Correctores
As soluções Υ, χ e Ψ, das equações 6.31, 6.38 e 6.39, são designadas por correctores e corres-
pondem, respectivamente, às matrizes de deslocamentos termocaracterísticos e de deslocamentos
característicos, e ao vector dos coeficientes característicos de dilatação linear efectiva. Estes po-
dem ser interpretados como modos próprios de variação das propriedades locais nos respectivos
problemas. A discretização destas equações pode escrever-se como, respectivamente,∫
Ye
M˜TkM˜ dY Υ = Fk, (7.31)∫
Ye
BTDB dY χ = FD e (7.32)∫
Ye
BTDB dY Ψ = Fβ , (7.33)
onde
Fk =
∫
Ye
M˜Tk dY, (7.34)
FD =
∫
Ye
BTD dY e (7.35)
Fβ =
∫
Ye
BTβ dY. (7.36)
O superíndice e representa quantidades elementares associadas ao domínio da célula unitária dis-
cretizado em elementos finitos (corpo Y) [Chung et al. 2001]. M˜ e B são as matrizes das derivadas
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parciais das funções de forma, para os campos de temperaturas e de deslocamentos, respectiva-
mente. k, D e β são as matrizes locais de condutividade térmica, de elasticidade e dos módulos
térmicos, respectivamente. Em problemas de optimização topológica, estas são substituídas pelo
respectivo modelo de material, dependente da densidade local (vd. Eqs. 6.72, 6.52 e 6.53, respecti-
vamente). Por sua vez, Fk e FD são as matrizes dos vectores de solicitações termocaracterísticas e
de solicitações mecânicas características, respectivamente. As colunas destas matrizes constituem
vectores de coeficientes independentes. Estes definem respectivamente dois e três, ou três e seis
sistemas de equações lineares, caso seja um problema bi- ou tridimensional. Fβ é o vector de soli-
citações termoelastocaracterísticas, a que corresponde um único sistema de equações lineares. As
soluções destes sistemas de equações correspondem às colunas dos correctores correspondentes. As
colunas de Fk, FD e Fβ surgem por integração dos gradientes das propriedades dos materiais que
constituem a célula representativa unitária. Note-se ainda que as equações 7.32 e 7.33 podem ser
resolvidas com a mesma construção de sistema, já que apresentam a mesma matriz de coeficientes
e diferem apenas nos correspondentes vectores de termos independentes.
7.3.2 Matrizes Constitutivas Homogeneizadas
As matrizes homogeneizadas de condutividade térmica kh e de elasticidade Dh são calculadas com
o método dos elementos finitos, a partir das equações 6.30 e 6.36, como
kh =
ne∑
k=1
Y k
Y
kk
(
I− M˜kΥk
)
e (7.37)
Dh =
ne∑
k=1
Y k
Y
Dk
(
I−Bkχk) , (7.38)
respectivamente. Y k, Y e ne são os volumes de um elemento finito genérico k, o volume total
da célula representativa unitária e o número de elementos finitos da CRU, respectivamente. I é a
matriz identidade. O vector homogeneizado dos módulos térmicos βh corresponde, de acordo com
a equação 6.37, a
βh =
ne∑
k=1
Y k
Y
(
βk −DkBkΨk
)
. (7.39)
O vector homogeneizado dos coeficientes de dilatação térmica αh pode também ser obtido, de
acordo com a relação 4.16 e assumindo a não singularidade de Dh, calculando
αh =
(
Dh
)−1
βh. (7.40)
O superíndice k refere-se a quantidades elementares. Note-se ainda que se o gradiente de um dos
correctores for nulo, a matriz constitutiva homogeneizada resulta na sua média volúmica na micro-
escala. As matrizes homogeneizados são posteriormente utilizadas na macroescala como informação
constitutiva ou utilizadas isoladamente na análise de propriedades dos materiais representados.
É ainda conveniente referir que, quando se trata da homogeneização de distribuições de material
resultantes de um processo de optimização topológica (vd. Secs. 6.4.1 e 6.4.3), as equações 6.71 e
6.73 correspondem, respectivamente, a
kh =
ne∑
k=1
Y k
Y
μpkk
0
(
I− M˜kΥk
)
e (7.41)
kh =
ne∑
k=1
Y k
Y
(
I− M˜kΥk
)T
μpkk
0
(
I− M˜kΥk
)
. (7.42)
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As equações 6.54 e 6.56, por sua vez, correspondem a
Dh =
ne∑
k=1
Y k
Y
μpkD
0(I−Bkχk) (7.43)
e a
Dh =
ne∑
k=1
Y k
Y
(I−Bkχk)TμpkD0(I−Bkχk) , (7.44)
respectivamente. Por sua vez, a equação 6.55 corresponde a
βh =
ne∑
k=1
Y k
Y
(
μ2pk β
0 − μpkD0BkΨk
)
. (7.45)
Note-se que as formas quadráticas [Bendsøe 1995] 7.42 e 7.44 são particularmente relevantes em op-
timização topológica, garantindo a simetria das matrizes homogeneizadas correspondentes mesmo
em casos de existência de fases desconexas.
7.3.3 Localização
Os campos microestruturais de fluxos superficiais de calor por condução, de deformação e de tensão,
num determinado ponto de integração de um elemento finito da macroescala, podem calcular-se,
de acordo com as equações 6.40, 6.41 e 6.43, como
q(1) = ke
(
M˜eΥ− I
)
M˜ET(0), (7.46)
	(1) = (I−Beχ)BEu(0) +BeΨ
(
T (0) − T0
)
e (7.47)
σ(1) = De (I−Beχ)BEu(0) + (DeBeΨ− βe)
(
T (0) − T0
)
, (7.48)
respectivamente. O superíndice e denota quantidades elementares microestruturais e o superíndice
E quantidades elementares macroestruturais. A CRU onde é feita a localização fornece campos
locais para os valores macroestruturais obtidos num ponto de integração do elemento E. T0 é a
temperatura de referência e T (0) a temperatura global do material homogeneizado em E. u(0) é o
campo macroestrutural de deslocamentos.
7.3.4 A Sub-Rotina Slavery
As metodologias multiescala utilizadas neste trabalho utilizam células representativas unitárias
como elementos de análise das microestruturas periódicas dos materiais estudados. Para além da
periodicidade geométrica destas CRU, é também necessário garantir que a deformada seja perió-
dica. Assim, deve existir continuidade entre células vizinhas e, consequentemente, entre regiões
geométricas opostas de uma CRU, quer para a geometria original quer para a sua deformada [Bo¨hm
2012]. A periodicidade da deformada de uma CRU depende da imposição de condições de fronteira
de periodicidade (vd. Sec. 7.2.2). Neste sentido, os nós das fronteiras geométricas devem ser as-
sociados de forma a garantir que os deslocamentos sejam compatíveis com as células vizinhas, i.e.
com as regiões que, por periodicidade, correspondam às mesmas interfaces de células adjacentes.
De forma a automatizar esta associação de graus de liberdade, desenvolveu-se um algoritmo que
estabelece índices de associação entre nós pertencentes a fronteiras geométricas de CRU tridimen-
sionais de arestas ortogonais, independentemente das suas dimensões [Oliveira et al. 2008,Oliveira
et al. 2009a]. Posteriormente, este algoritmo foi actualizado para permitir o processamento de CRU
prismáticas de secção hexagonal [Oliveira et al. 2009b]. Neste caso, a análise das interfaces entre
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células adjacentes acarreta algumas complexidades adicionais, nomeadamente na determinação do
lugar geométrico dos nós correspondentes. Este procedimento foi ainda estendido ao processamento
de CRU bidimensionais, quadrangulares e hexagonais. Nas figuras 7.6 e 7.7 ilustra-se o processo de
associação para células cúbicas ou paralelepipédicas, e para células hexagonais, respectivamente.
(a) (b) (c) (d)
Figura 7.6: Regiões de associação para a periodicidade de uma célula unitária cúbica ou paralele-
pipédica: (a,b) faces, (c) arestas e (d) vértices.
(a) (b) (c) (d)
Figura 7.7: Regiões de associação para a periodicidade de uma célula unitária hexagonal: (a,b)
faces, (c) arestas e (d) vértices.
Atenda-se ainda ao facto de na imposição de condições de fronteira de periodicidade em malhas
estruturadas de elementos finitos ser sempre possível encontrar correspondência entre nós de regiões
associadas por estes se localizarem em lugares geométricos coincidentes. Em contrapartida, no caso
de malhas não-estruturadas, a distribuição de nós não é necessariamente idêntica em regiões de
controlo e em regiões dependentes, pelo que a associação automática de graus de liberdade envolve
normalmente aproximações em termos da posição geométrica de nós dependentes. Esta aproxima-
ção, no entanto, pode ser feita sem prejuízo para os resultados numéricos em procedimentos de
homogeneização por expansão assimptótica [Oliveira et al. 2008,Oliveira et al. 2009a].
7.4 Optimização Topológica
A optimização topológica, como elemento basilar deste trabalho, é resumida ao longo das secções
seguintes. Sem se ser demasiado exaustivo em termos de detalhes de implementação, pretende-
se que a abordagem aqui apresentada forneça uma visão geral da estrutura implementada e de
algumas opções tomadas em termos computacionais.
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7.4.1 Metodologia Geral
A estrutura típica de um programa de optimização topológica pode ser ilustrada pelo fluxograma
da figura 7.8. Os diversos problemas de optimização apresentados nas Secções 5 e 6 seguem, com as
devidas adaptações, a mesma estrutura. A implementação modular seguida neste trabalho permite
que diversas alternativas de cálculo sejam activadas/desactivadas de acordo com as opções selec-
cionadas, permitindo que esta estrutura geral seja respeitada. Nesse sentido, esta figura pretende
servir de base para as diferentes descrições de procedimentos de optimização ao longo das secções
seguintes. Assim, cada uma das partes do núcleo Geral de um algoritmo de optimização topoló-
gica (G) foi demarcada para que possa ser correcta e separadamente detalhada quando necessário.
Estas partes designam-se aqui, em termos genéricos, como: (i) definição de propriedades (P), (ii)
análise do problema (A), (iii) avaliação de sensibilidades e função-objectivo (S), (iv) actualização
das variáveis de optimização (O) e (v) avaliação de convergência (C).
Solução Inicial
Configuração
Input
Output
Pós-Processamento
G
C
Propriedades
Sensibilidades e F.O.
Análise
Actualização
P
S
A
O
Convergência
S
N
Figura 7.8: Fluxograma geral de um algoritmo de optimização topológica em cálculo estrutural.
Pode então descrever-se o algoritmo geral de um problema de optimização topológica. Inde-
pendentemente da sua organização ou mesmo do tipo de análise, o primeiro passo corresponde
sempre à fase de introdução de dados (input). No programa mainFRAN, esta é feita com recurso a
diversos ficheiros de dados. Um ficheiro sempre presente designa-se por solve.prm e contém toda
a informação de configuração e parametrização da execução. A este são acrescentados diversos
ficheiros de dados, específicos de cada problema a resolver. Estes ficheiros são gerados a partir de
configurações personalizadas do software GiD, separados entre ficheiros de geometria de malha,
para estrutura e CRU, modos de carga, prescrição de condições de fronteira e densidades prescri-
tas, dados térmicos, etc. Todos estes dados são utilizados numa fase de configuração inicial do
programa e de pré-processamento interno, onde se estabelecem todos os parâmetros que irão con-
dicionar o fluxo de instruções específicos de determinada execução e se procede à primeira fase de
dimensionamento e alocação dinâmica de memória, assim como iniciação de variáveis. É também
nesta fase que se organizam diversas partes dos problemas de optimização e elementos finitos. Em
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problemas de optimização, é então definida uma solução inicial, com uma distribuição de material
sobre a qual é iniciada a análise. Em termos macroestruturais, esta corresponde usualmente a uma
distribuição uniforme com densidade igual à fracção volúmica imposta como restrição. Note-se que,
caso sejam utilizadas densidades prescritas, esta distribuição é ajustada de modo a que a solução
inicial respeite a restrição de volume.
Depois do conjunto de tarefas necessárias à configuração inicial do problema, entra-se no bloco
central do fluxo de instruções (G), correspondente à resolução efectiva dos problemas de opti-
mização. Convém neste ponto salientar que esta estrutura continua a ser válida em problemas
que não envolvam optimização. Na resolução isolada de problemas de elementos finitos, com ou
sem homogeneização, a parte iterativa deste bloco central deixa de existir, assim como as tarefas
associadas especificamente ao problema de optimização, sem, no entanto, se alterar a estrutura
do programa. A etapa seguinte, designada de definição de propriedades, corresponde à fase de
definição constitutiva. Num problema exclusivamente macroestrutural, esta designação é mera-
mente indicativa, já que as propriedades dos materiais (isotrópicos) são predefinidas e as matrizes
constitutivas são definidas dentro dos procedimentos de construção dos sistemas de equações. Em
procedimentos multiescala, por sua vez, esta etapa adquire dimensões que tendem a sobrepor-se
ao resto da execução em termos de requisitos computacionais. Como se verá ao longo das secções
seguintes, para além dos cálculos associados à determinação da matrizes constitutivas de uma ou
várias distribuições de material constituinte, esta etapa pode ainda envolver tarefas de optimiza-
ção local, com cálculos de sensibilidades e actualização da distribuição de material. Tudo isto em
elasticidade ou termoelasticidade (lineares). Segue-se a resolução do problema macroestrutural
de elementos finitos. Este envolve as tarefas de construção de rigidez, definição de condições de
fronteira e resolução do sistema de equações (térmico, mecânico ou termomecânico). Surgem aqui,
no entanto, algumas especificidades. No que diz respeito à definição dos sistemas de equações, se o
problema de optimização for exclusivamente macroestrutural, a sua construção é simplificada após
a primeira iteração. Para o efeito, a rigidez de cada um dos elementos finitos pode ser construída
apenas na primeira iteração e armazenada em memória, permitindo que seja apenas afectada pela
sua densidade penalizada em cada iteração. Esta opção é válida para diversas grandezas que de-
pendam da densidade do material, nomeadamente a componente constitutiva dos carregamentos
térmicos elementares no problema termoelástico. Estes, aliás, são sempre construídos com base
no campo de temperaturas determinado pela resolução do problema térmico e nas propriedades
do material (isotrópico ou homogeneizado) utilizado. Note-se ainda que estes carregamentos são
apenas calculados em problemas de termoelasticidade. Quando o problema é térmico ou multiob-
jectivo, com objectivos térmico e puramente mecânico, o vector de carregamentos termomecânicos,
Ft, não é calculado (vd. Fig. 7.9). Refira-se ainda que, se o problema envolve microestruturas
que evoluem ao longo do processo iterativo, as definições constitutivas dos diversos problemas a
resolver têm de ser recalculadas em cada iteração e para cada elemento finito, tornando o processo
computacionalmente mais oneroso. Obtidas as soluções dos problemas, é então possível avaliar o
estado actual do problema de optimização. Por um lado, a função-objectivo pode então ser avali-
ada. Por outro lado, tarefa mais importante por ser aquela que efectivamente controla o processo
de optimização, é então possível calcular as sensibilidades desta a alterações de cada uma das va-
riáveis de optimização. Esta análise de gradientes, por sua vez, permite a utilização de algoritmos
de optimização para obter uma correcta actualização das variáveis de optimização, isto é, das den-
sidades elementares. O campo de densidades, a função-objectivo e outras variáveis relevantes são
então comparados com os de iterações anteriores para tirar ilações sobre o processo de convergência
e determinar a necessidade de uma nova iteração. Em cada iteração, se necessário, utilizar-se-ão
as novas variáveis para efectuar uma nova avaliação de estado de todo o problema e conduzir a
novas soluções até que o óptimo seja atingido.
Fora já do bloco central de optimização no fluxograma genérico apresentado, surge a tarefa
de pós-processamento e obtenção de resultados (output). Estas são essencialmente ilustrativas, já
que no programa aqui discutido o pós-processamento é distribuído ao longo do processo iterativo.
Para evitar o armazenamento excessivo de dados, assim como para permitir um acompanhamento
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Figura 7.9: Fluxograma de resolução dos problemas de termoelasticidade.
intermédio da evolução do cálculo, diversas regiões intermédias têm tarefas de tratamento e es-
crita associadas. Estas dividem-se por ficheiros de resultados de optimização macroestruturais, de
optimização microestruturais, de homogeneização e de localização.
7.4.2 Optimização Multiobjectivo
A optimização multiobjectivo surge neste trabalho de duas formas distintas. Por um lado como
problemas de carregamentos mecânicos múltiplos7. Por outro lado, como problemas de obten-
ção de óptimos de Pareto com ponderação de objectivos térmicos e mecânicos. Ambos seguem
a metodologia de soma ponderada (vd. Eq. 2.25) de modo a controlar o peso de cada um dos
objectivos no objectivo global. Além disso, ambos seguem o esquema de normalização apresentado
na equação 5.9. Isoladamente, sendo um problema linear, é a morfologia e não a magnitude das
condições de fronteira associadas a cada objectivo que determinam a topologia resultante. No en-
tanto, quando ponderadas com outros objectivos, a magnitude das funções-objectivo pode originar
objectivos incorrectamente dominantes. Esta afirmação é válida para casos de multicarregamento,
mas particularmente relevante em casos de multiobjectivos térmico e mecânico. Aqui, como se
comparam grandezas e fenómenos físicos de natureza diversa, as magnitudes dos objectivos podem
tornar a ponderação completamente inconsistente. Assim, a normalização dos objectivos é reali-
zada, em qualquer um dos casos, para garantir que a ponderação é controlada pelo peso definido
pelo utilizador e não pela magnitude original dos problemas associados. Mais ainda, a normalização
apresentada é estendida a todos os objectivos, mesmo que processados de forma isolada. Assim,
cada função-objectivo passa a definir-se como F = ff0 . Esta opção é tomada para garantir que os
problemas definidos se encontram sempre dentro da gama de actuação dos algoritmos de optimiza-
ção utilizados, tornando-os independentes da magnitude das solicitações impostas. Note-se ainda
que a implementação do caso multicarregamento, neste programa, resume-se a modos de carga
alternativos, sem alteração de condições de fronteira essenciais. Isto deve-se ao facto de permitir
assim que o sistema de equações seja mantido em cada resolução, bastando actualizar o vector de
forças e repetir a resolução do sistema.
7A designação de problemas multicarregamento como sendo multiobjectivo não é usual. No entanto, é aqui
adoptada pelo facto da optimização multiobjectivo poder ser também designada de optimização vectorial e, neste
contexto, o problema multicarregamento fazer uso do mesmo tipo de metodologia [Bendsøe e Sigmund 2003].
123
Optimização Topológica
7.4.3 Filtros
Utilizam-se aqui filtros de sensibilidade (F#) e de densidade (Fx#), apesar deste trabalho se focar
essencialmente nos filtros de sensibilidade (vd. Sec. 5.4.1). Apesar das suas implementações serem
próximas, com parte dos procedimentos comuns aos dois casos, verifica-se que os filtros de densidade
tendem a deteriorar a periodicidade das microestruturas obtidas em procedimentos multiescala.
Esta limitação poderia ser contornada incluindo as fronteiras de periodicidade no procedimento de
filtragem. No entanto, os filtros de sensibilidade não são tão sensíveis neste aspecto, razão pela
qual são preferidos neste caso. Numa primeira fase, comum a qualquer dos filtros utilizados, é
efectuada uma avaliação geral da malha. Nesta fase, a mais onerosa do processo de filtragem, toda
a malha de elementos finitos é avaliada de modo a calcular e armazenar distâncias entre elementos
e sequências de conectividade. Estes cálculos destinam-se a preparar o cálculo para a utilização
das diferentes opções de filtragem. A forma mais simples e comum permite que a filtragem seja
feita directamente com o operador de convolução e entre os elementos contidos na vizinhança
definida pelo raio do filtro (F1). Esta forma de actuação pode representar alguns problemas,
nomeadamente a inclusão de regiões geometricamente próximas, mas sem ligação física [Desmorat
2007]. Para evitar este problema, os restantes filtros foram alterados de modo a só incluir elementos
em determinada vizinhança se estiverem efectivamente ligados. Nesse sentido, utilizam-se neste
trabalho essencialmente filtros de conectividade. Constrói-se uma lista de todos os elementos com
conectividade a um dado elemento, assim como as respectivas distâncias entre centros geométricos.
O processo de filtragem actua então apenas sobre os elementos admissíveis, mesmo que a distância
seja inferior ao raio definido para a vizinhança, Rf. Distinguem-se aqui três modos principais de
funcionamento. Por um lado, utiliza-se um modo que inclui apenas os elementos directamente
ligados ao elemento sobre o qual actua o filtro (F2). Continua a ser possível actuar sobre os
pesos de ponderação através do raio de filtragem e do operador de convolução, mas sempre com os
elementos mais próximos. Neste caso, o raio definido pelo utilizador vai ser variável. Este deixa de
ser o raio absoluto referido anteriormente, Rf, e passa a ser definido como raio relativo, R¯f, cuja
unidade corresponde à distância mínima entre cada elemento e os seus vizinhos. Consegue-se assim
garantir que o filtro funciona de forma equilibrada independentemente da regularidade das malhas,
ou da dimensão do problema e elementos utilizados. Contudo, este funciona muitas vezes apenas
como um filtro de limitação de fenómenos checkerboard, já que à medida que as malhas são refinadas
tendem a surgir efeitos cada vez mais pronunciados de dependência de malha. Duas alternativas de
funcionamento suplementares permitem um maior controlo sobre este efeito, conduzindo a melhores
resultados em termos de independência de malha. Incluindo na vizinhança de elementos admissíveis
camadas suplementares de elementos com conectividade, isto é, de elementos com conectividade
com elementos vizinhos, é possível alargar a actuação destes filtros de conectividade e controlar
a sua actuação. Os raios definidos para esta vizinhança são aqui definidos de duas formas. Por
um lado, pode utilizar-se o raio proporcional referido anteriormente. Este pode ser específico
para cada elemento (F3), de modo a actuar de forma equilibrada em malhas não-regulares, ou
ser definido como igual para toda a malha (F4). Por outro, pode utilizar-se um raio absoluto,
levando a que a dimensão da vizinhança seja definida independente do refinamento da malha (F5).
Note-se que estes diferentes níveis de controlo podem originar efeitos perversos. Se por um lado é
possível controlar o surgimento de algumas instabilidades numéricas ou fenómenos de dependência
de malha, por outro acaba-se muitas vezes por destruir a resolução das soluções obtidas, quer
em termos de aproximação à solução do problema discreto quer em termos de detalhe estrutural.
Assim, é necessário algum cuidado na avaliação destas soluções, já que muitas vezes a validação é
feita em termos essencialmente visuais [Rozvany 2009].
7.4.4 Algoritmos de Optimização
Neste trabalho são utilizados dois tipos de método de optimização, como referido na Secção 5.6.
Utilizam-se métodos de critério de óptimo (OC), com esquemas de actualização de ponto fixo, e o
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Método das Assimptotas Móveis (MMA), de Svanberg [Svanberg 1987], assim como uma adaptação
deste para funcionar como CONLIN (CONvex LINearization), de Fleury [Fleury 1989].
A aplicação do método de critério de óptimo utilizada neste trabalho baseia-se nas equa-
ções 5.57, 5.58 e 5.19. No ponto óptimo pode escrever-se que
− ∂f∂ρe
λ ∂g∂ρe
=
pρp−1e u
T
e k0ue
λve
= 1 . (7.49)
ve é o volume do elemento finito e, surgindo de ∂g∂ρe =
∂V
∂ρe
, onde V =
∑
veρe = ρ
Tv. Este
ponto é particularmente relevante em malhas não-regulares. Fisicamente, esta equação significa
que a função densidade de energia de deformação deve ser constante ao longo do domínio (para
densidades intermédias). Recorrendo ao tipo de esquema de ponto fixo apresentado na equação
5.60, pode então escrever-se, para a iteração k + 1,
ρ(k+1)e = ρ
(k)
e
(
pρp−1uTe k0ue
λve
)ξ
= ρ(k)e
(
B(k+1)e
)ξ
. (7.50)
ξ é um coeficiente de amortecimento. Para limitar a variação da variável densidade, introduz-se
ainda um limite positivo de actualização (move limit), ζ. Ambos estes coeficientes têm como
objectivo estabilizar as iterações, limitando a dimensão de B e a variação de ρ, respectivamente.
Os seus valores podem variar entre 0 e 1, sendo utilizados como parâmetros de afinação de rapidez e
estabilidade do processo iterativo. Note-se que, normalmente, o aumento da rapidez acarreta uma
redução da estabilidade e uma maior propensão para tender para óptimos locais. Neste trabalho
usam-se normalmente valores de ξ = 0,5 e ζ = 0,2. Pode assim construir-se o seguinte esquema
heurístico de actualização [Sigmund 2001,Bendsøe e Sigmund 2003]
ρ(k+1)e =
⎧⎪⎪⎨⎪⎪⎩
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[
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]
se Beρ
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]
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se Beρ
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e , 1
]
Beρ
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e se outros casos
. (7.51)
Este procedimento aumenta a densidade em regiões com B(k) > 1 e reduz em regiões com B(k) < 1.
No ponto óptimo B(k) = 1 para todas as densidades intermédias. Note-se ainda que o multiplicador
de Lagrange deve satisfazer a restrição de volume. A função g(λ) = V (ρ(λ)) − fvV¯ tem uma
dependência monótona decrescente com λ, pelo que se pode utilizar um algoritmo de bissecção para
actualizar também iterativamente o multiplicador de Lagrange. Esta actualização, na tentativa de
garantir que a restrição de volume é respeitada, conduz ao ciclo iterativo interno representado na
figura 7.10. O esquema de actualização determina o correcto ρk+1 quando g(ρ) = 0. Note-se que
a convergência do processo iterativo e do problema de optimização corresponde ao caso em que
todos os valores intermédios resultem em Be = 1 e, consequentemente, em ρ(k+1) = ρ(k).
Refira-se ainda que, apesar de neste trabalho se utilizar o MMA para gerir restrições múltiplas,
é possível estabelecer esquemas de actualização para métodos de critério de óptimo para o mesmo
efeito [Venkayya 1989,Fernandes et al. 1999,Yin e Yang 2001]. Esta é, aliás, uma das vantagens
do MMA relativamente ao método OC, permitindo a resolução de problemas mais complexos sem
alterações da sua definição ou implementação. A versão de 2007, implementada em Fortran e
gentilmente cedida por Krister Svanberg [Svanberg 1987], permite uma integração simples em
códigos de optimização topológica. Necessita de algumas variáveis auxiliares, mas é flexível o
suficiente para ser adaptada à resolução de diversos tipos de problemas. As sub-rotinas utilizadas
fornecem ainda diversas variáveis de controlo como output, e.g. multiplicadores de Lagrange.
O MMA funciona através da linearização das restrições fi(x) (vd. Sec. 5.6) com variáveis do
tipo 1/(U − x) e 1/(x− L), dependendo dos sinais das derivadas em x, com L < x < U [Svanberg
1987]. L e U constituem os pontos das assimptotas que controlam o método. Estas assimptotas
125
Optimização Topológica
O
Actualização 
Actualização 
g( )=0?
S
N
Figura 7.10: Ciclo de iterações internas no OC.
são móveis, já que se vão aproximando à medida que o processo vai convergindo. A manipulação
destas assimptotas permite ainda algum controlo do funcionamento do método. Alterando o seu
funcionamento para um modelo de assimptotas fixas, é possível obter funções de aproximação
características de outros métodos. O intervalo entre L(k) e U(k) afecta directamente as segundas
derivadas dos subproblemas. Se o intervalo definido entre as assimptotas é próximo de x(k), o valor
das segundas derivadas das funções de aproximação f (k)i (vd. Eq. 5.62) aumenta. Assim, aumenta-
se a curvatura das funções de aproximação e torna-se a aproximação ao problema original mais
conservadora [Svanberg 1987]. Por outro lado, se este intervalo é definido com limites distantes de
x(k), as funções de aproximação aproximam-se de funções lineares. No limite, com as assimptotas
L
(k)
j = −∞ e U (k)j = +∞, as funções de aproximação tornam-se idênticas às de um problema de
PLS (Programação Linear Sequencial). Por outro lado, um caso intermédio comum corresponde
à utilização das assimptotas fixas L(k)j = 0 e U
(k)
j = +∞. Neste caso, as funções de aproximação
passam a ser idênticas ao método CONLIN [Fleury 1989]. Salienta-se aqui o facto de Krister
Svanberg permitir o acesso ao código-fonte do seu MMA [Svanberg 1987]. Esta postura, em linha
com algumas tendências emergentes de divulgação científica open-science8, permite o controlo do
funcionamento interno do método. Assim, nesta implementação do MMA, a manipulação destes
parâmetros pode ser feita alterando o código-fonte das sub-rotinas originais. Para o efeito, é
conveniente controlar um conjunto de variáveis de modo a actuar de acordo com as relações
L
(k)
j < x
(k)
min ≤ α(k)j ≤ x(k)j ≤ β(k)j ≤ x(k)max < U (k)j . (7.52)
As variáveis α(k)j e β
(k)
j são utilizadas como limites de actualização, evitando por um lado que
as variáveis se aproximem dos limites definidos pelas assimptotas, evitando assim divisões por 0
(vd. Eq. 5.62), e controlando a agressividade da actualização das variáveis de optimização. É
possível actuar directamente sobre cada uma delas ou recorrer ao parâmetro s0 ∈ [0, 1], definido
na implementação de Svanberg por ALBEFA, como
α
(k)
j = L
(k)
j + s0
(
x
(k)
j − L(k)j
)
e (7.53)
β
(k)
j = U
(k)
j − s0
(
U
(k)
j − x(k)j
)
.
Assim, quanto maior for s0 mais próximos da variável são colocados os limites de actualização e
mais lenta é a sua actualização. O inverso é também verdadeiro. Note-se ainda que este controlo
de actualização é válido em qualquer uma das variações do método [Svanberg 1987].
Por sua vez, as restrições múltiplas surgem nesta implementação do MMA de forma natural.
Adicionar a um problema com restrição de volume uma restrição de perímetro (vd. Sec. 5.4.2),
8A designação open-science é uma de diversas classificações para um paradigma diferente de disseminação cien-
tífica, onde se procura uma maior abertura e um esforço conjunto no desenvolvimento de conhecimento.
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por exemplo, corresponde a redimensionar algumas variáveis do problema e a fornecer ao MMA o
valor e a derivada da restrição.
7.5 Optimização Topológica Multiescala
A integração de procedimentos de homogeneização em problemas de optimização topológica origina
uma divisão clara do cálculo em duas partes distintas: a de homogeneização e a de optimização.
No entanto, esta afirmação aparentemente evidente reveste-se, no presente contexto, de diversas
especificidades. Por um lado, o objectivo de um módulo de homogeneização, nomeadamente de
homogeneização por expansão assimptótica como aqui utilizado, destina-se a determinar relações
constitutivas com base na distribuição de material constituinte. Num cálculo típico, esta avaliação
é efectuada uma única vez e armazenada para utilização ao longo do cálculo global. Isto é verdade
para um problema de elementos finitos genérico ou para um problema de optimização topológica
da macroescala com uma microescala predefinida. Em metodologias mais gerais, no entanto, o pro-
cesso de homogeneização pode gerar mais informações relevantes, como sensibilidades de variáveis
de distribuição local de material. Nestes casos, as distribuições de material, ditas artificiais, exigem
repetidas avaliações das propriedades constitutivas dos materiais resultantes, que por sua vez con-
dicionam o comportamento das estruturas que constituem e cujas respostas promovem alterações
nas distribuições locais.
Nas secções seguintes abordam-se as diferentes estratégias utilizadas no referido contexto (vd.
Fig. 6.4). Estas metodologias multiescala de optimização topológica dividem-se em: (i) optimiza-
ção de uma estrutura constituída por um material com uma dada microestrutura; (ii) optimização
simultânea de ambas as escalas; (iii) optimização do material (homogeneização inversa); (iv) opti-
mização da microestrutura para uma determinada aplicação estrutural; (v) optimização simultâ-
nea desacoplada de ambas as escalas; (vi) optimização microestrutural simultânea para diferentes
subdomínios macroestruturais. Note-se que o primeiro caso não é abordado em detalhe por corres-
ponder à utilização da metodologia geral de optimização topológica, já apresentada anteriormente.
A única diferença prende-se com a informação constitutiva. Neste caso, em vez de ser proveniente
de uma definição de material isotrópico, é calculada pela avaliação das propriedade equivalentes de
uma determinada célula representativa unitária. O controlo do modo de cálculo ao nível da micro-
estrutura é feito, em termos gerais, de acordo com o apresentado na figura 7.11. As alternativas
são a definição isotrópica de material (variável micMAC = 0), sem cálculo associado à microescala, a
definição constitutiva com microestruturas predefinidas (micMAC = 1) ou a inclusão de algum tipo
de optimização microestrutural (micMAC = 2).
micMAC
2 10
Opt. Mic.
HEA
P
Figura 7.11: Representação esquemática da selecção de modos de funcionamento multiescala do
programa mainFRAN.
Refira-se que a abordagem mais frequente do problema de optimização topológica de aproxima-
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ção ao problema original discreto, em casos hierárquicos, é apenas aplicável aos problemas locais,
seja para materiais celulares seja para materiais compósitos. Pretende-se, aqui, a obtenção de
microestruturas perfeitamente definidas, com duas fases distintas, representativas de uma distri-
buição de material discreta. Por sua vez, a macroescala, pode contemplar valores intermédios de
densidade. Estes correspondem a regiões onde a distribuição de material traduz fracções volúmicas
locais intermédias. Por sua vez, os limites correspondem a regiões onde se tem vazio (ou material
menos rígido) e material isotrópico (ou material de maior rigidez), i.e. uma CRU com fracção
volúmica local fv = 1. Note-se que, do ponto de vista matemático, estes limites poderão criar
alguns problemas, visto conduzirem à inexistência de multiplicadores de Lagrange definidos (vd.
Sec. 6.4.2). Por esta razão, limita-se por vezes a existência destes casos limite, garantindo que
as densidades globais nunca são extremas. Um exemplo deste tipo de restrição pode ser visto em
aplicações de remodelação óssea, onde se pretende que exista sempre algum material poroso [Coe-
lho et al. 2009,Coelho et al. 2011b]. Contudo, visto este trabalho visar aplicações estruturais, as
regiões sólidas ou de vazio são perfeitamente admissíveis.
Note-se ainda que as discretizações macro- e microestruturais são perfeitamente distintas, quer
em termos de geometria quer em termos de tipo de elementos finitos. Assim, existe uma malha de
elementos finitos para o problema global, com as condições de fronteira específicas do problema, e
uma malha de elementos finitos local, utilizada para cada um dos problemas da microescala e com
condições de fronteira específicas (vd. Sec. 7.2.2), atribuídas de forma automática para permitir a
resolução dos problemas de homogeneização por expansão assimptótica associados.
7.5.1 Modelos Hierárquicos
A combinação simultânea de optimização local de propriedades equivalentes e optimização espacial
da sua distribuição é feita com recurso a procedimentos de resolução hierárquicos. As metodolo-
gias utilizadas baseiam-se em estratégias documentadas na bibliografia [Bendsøe 1995,Rodrigues
et al. 1999,Rodrigues et al. 2002,Bendsøe e Sigmund 2003,Coelho et al. 2008b,Coelho 2009]. Em
particular, Coelho [Coelho 2009] divide estas em estratégias do tipo I e do tipo II. As estratégias
do tipo I definem-se por ter como variáveis de optimização independentes as variáveis de densi-
dade microestrutural, μ, com as densidades macroestruturais, ρ, dependentes destas. Por outro
lado, as estratégias do tipo II são caracterizadas por dois conjuntos de variáveis de optimização
independentes, as densidades microestruturais – calculadas no problema local – e as variáveis ma-
croestruturais – calculadas na resolução do problema global. Estas correspondem explicitamente
à divisão do problema em duas escalas distintas definida na formulação hierárquica (e.g. Eqs.
6.47 e 6.48). Com este tipo de estrutura, a utilização de outras restrições locais do problema
de optimização, para além da restrição de volume, é também mais simples de processar [Coelho
et al. 2008a].
Estas estratégias conduzem a diferentes alternativas de metodologias de optimização. Por um
lado, o fluxo de dados entre as duas escalas depende do tipo de estratégia e dos métodos utiliza-
dos. Por outro lado, o controlo do processo de optimização depende directamente destes fluxos de
dados. Na figura 7.12 resumem-se os algoritmos adoptados em termos de optimização hierárquica
e representam-se estes fluxos. Em qualquer dos casos, estes problemas envolvem sempre uma ava-
liação local de sensibilidades (vd. Eqs. 6.62, 6.63, 6.64 e 6.74) e dos tensores constitutivos (vd.
Eqs. 6.54, 6.55 e 6.71), assim como a avaliação global de campos macroestruturais de deforma-
ção, ε, e/ou gradientes térmicos dT/dx. Note-se que estes valores macroestruturais constituem
quantidades associadas à macroescala a ser utilizadas no cálculo de sensibilidades da microescala.
Estas poderiam ser calculadas ao nível de cada ponto de integração, mas teria como resultado
tornar exageradamente oneroso um tipo de cálculo já bastante exigente. Assim, opta-se por cal-
cular valores médios em cada elemento utilizado ao nível da microescala correspondente. Outras
questões numéricas dependem já da estratégia adoptada. Se o controlo do processo de optimização
for efectuado actuando sobre as variáveis de densidade microestrutural, com as densidades ma-
croestruturais dependentes destas, pode ou não ser necessário que o cálculo global forneça o valor
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actual do multiplicador de Lagrange do lagrangiano aumentado, Λ. Tal depende directamente da
metodologia de optimização a utilizar, como se verá na secção seguinte. Além disso, as densidades
macroestruturais, para cada elemento da macroescala, são obtidas a partir da fracção volúmica lo-
cal resultante da resolução do problema local correspondente. Se, alternativamente, a optimização
for efectuada actuando sobre as densidades micro- e macroestruturais, será necessário que cada
microescala forneça o multiplicador de Lagrange associado à restrição de volume local. Esta restri-
ção é imposta tomando como fracção volúmica local o valor da densidade global correspondente.
Esta, por sua vez, é calculada com recurso a sensibilidades obtidas a partir do multiplicador local
correspondente (vd. Eq. 6.65).
Para além destas estratégias gerais, as metodologias aqui apresentadas dividem-se ainda de
acordo com o tipo de problema e algumas questões numéricas. As designações H1 e H3 dizem
respeito às metodologias gerais de optimização hierárquica (vd. Secs. 6.4.1 e 6.4.3), sendo H1 res-
peitante à aplicação de estratégias do tipo I e H3 a estratégias do tipo II [Coelho et al. 2009]. Estas
estratégias resumem-se, em termos gerais, na figura figura 7.13. Assim, os modos H1 controlam
o processo de optimização actuando sobre as densidades microestruturais, enquanto os modos H3
actuam em simultâneo sobre as densidades macro- e microestruturais. Adicionalmente, a metodo-
logia H1 tem dois modos distintos de funcionamento. Em qualquer um dos casos, a restrição de
volume é controlada ao nível global. Utilizando um algoritmo de OC, este controlo é feito recor-
rendo ao multiplicador de Lagrange, Λ, do lagrangiano aumentado e os problemas locais podem
ser separados por conveniência de implementação. Por sua vez, a utilização de métodos MMA e
derivados, leva a que os problemas locais sejam separados ao nível de análise de sensibilidades e
avaliação constitutiva mas a actualização de variáveis de densidade microestrutural seja feita em
simultâneo com todas as variáveis de todos os problemas locais. Em ambos os casos, a variável de
densidade macroestrutural ρ é dependente das variáveis microestruturais e utilizada apenas para
efeitos de pós-processamento. No caso da metodologia H3, em contrapartida, esta variável é uma
variável independente, efectivamente actualizada para resolver o problema de optimização. Neste
caso, a restrição de volume é respeitada por acção sobre as densidades macroestruturais. Por sua
vez, estas funcionam como restrições de volume locais para a resolução dos problemas ao nível da
microescala. As variáveis microestruturais são actualizadas na resolução isolada de cada um dos
problemas locais. Estes fornecem as sensibilidades ao problema macroestrutural na forma de cada
um dos multiplicadores de Lagrange, λ, associados às restrições locais de volume.
Por sua vez, as metodologias H4, H5 e H6, esquematizadas na figura 7.14, correspondem a modos
multiescala derivados da homogeneização inversa (vd. Sec. 6.5). Os modos H4 e H5 correspondem
à optimização da microescala de acordo com a resposta de uma macroescala homogeneizada, com
avaliação do campo de deformação macroestrutural em cada iteração do processo de optimização
da microescala. O modo H6, por sua vez, constitui um modo de cálculo desacoplado, em que
se optimiza em simultâneo, mas de modo independente, as densidades macro- e microestruturais.
Neste caso, procura-se na macroescala uma estrutura definida, de material e vazio, e na micro-
escala uma microestrutura (única) para um material celular ou compósito que a constitui. As
metodologias H4, H5 e H6 distinguem-se da estratégia hierárquica típica pelo facto de adoptarem
uma abordagem mais coerente com a utilização de materiais compósitos. A abordagem hierárquica
apresenta evidentes limitações práticas em termos de exequibilidade física das estruturas obtidas.
Estas estratégias derivadas pretendem, no entanto, obter apenas uma microestrutura material que
permita optimizar a resposta global de uma dada estrutura. Assim, ao contrário da metodologia
hierárquica geral, apenas um problema local é resolvido em cada iteração. Neste caso, as sensi-
bilidades locais são calculadas não a partir da localização de respostas macroestruturais mas sim
de valores macroestruturais predefinidos. Estes valores podem ser definidos de diferentes formas,
desde valores médios a médias ponderadas com valores equivalentes ou mesmo utilizando os va-
lores correspondentes aos pontos mais desfavoráveis. Nos modos H4 e H5 não existe optimização
macroestrutural. O problema global destina-se apenas a avaliar o impacto da microestrutura no
objectivo global e a fornecer os valores representativos da sua resposta. Neste caso, o material
homogeneizado utilizado tem, em cada iteração, as propriedades equivalentes fornecidas pela ho-
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Figura 7.12: Representação esquemática geral dos modos de funcionamento do programa main-
FRAN com optimização hierárquica e homogeneização inversa.
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mogeneização da microestrutura actual. Os modos H4 e H5 distinguem-se apenas pela estrutura
adoptada em termos numéricos e são utilizados alternativamente para efeitos comparativos. Estes
correspondem, em termos de estrutura e implementação, aos modos gerais H1 e H3, respectiva-
mente. O modo H6, por sua vez, adopta uma estratégia de optimização multiescala desacoplada.
Neste caso, o problema local continua a ser único, fornecendo um material ideal para compor o ma-
terial homogeneizado da macroescala. Esta última, por sua vez, é optimizada como se se tratasse
de um problema de optimização macroestrutural com microescala prescrita. Este problema conduz
a uma distribuição de material com um esquema de interpolação SIMP, onde se pretende obter
uma distribuição discreta entre material e vazio. As regiões onde existe material são constituídas
pelo material compósito ideal obtido, em simultâneo, no problema da microescala. A resolução
deste é feita da mesma forma que no modo H5, mas o cálculo de valores macroestruturais médios
é ainda ponderado pelas correspondentes densidades macroestruturais penalizadas (vd. Eq. 6.81).
Pretende-se, assim, que apenas as regiões onde exista material tenham influência sobre o problema
local. Esta metodologia exige algum cuidado em termos controlo da velocidade de convergência
do processo de optimização de cada um dos problemas, já que desequilíbrios a este nível tendem a
fazer com que um dos problemas se torne dominante.
Estes modos alternativos de optimização multiescala deram ainda origem a dois esquemas de
funcionamento adicionais, o H7 e o H8 (vd. Fig. 7.14). Nestes casos, adopta-se uma abordagem
por subdomínios da macroescala [Bendsøe 1995, Cherkaev et al. 1998], numa estrutura de opti-
mização hierárquica com um número predefinido de problemas locais. Nestes casos, a resolução
local utilizando sensibilidades médias, à semelhança dos modos H4 a H6, é feita dentro de cada
um dos subdomínios da estrutura global (vd. Fig. 6.4(f)). Assim, em vez de uma microestrutura
óptima para toda a macroescala ter-se-á um conjunto de microestruturas óptimas, cada uma cor-
respondente a uma região predefinida da macroescala. Estes modos H7 e H8 diferem entre si na
resolução do problema global. Enquanto no modo H8 a fracção volúmica global é mantida para
toda a estrutura, levando a que não seja necessária a resolução do problema global, no modo H7 o
problema global é resolvido em simultâneo. Assim, a densidade macroestrutural é constante e igual
à restrição de volume em toda a estrutura quando se trata do modo H8, sendo no caso H7 variável
de acordo com cada um dos subdomínios. Neste caso, o funcionamento corresponde essencialmente
a um modo H3 com um número de problemas definido não pelo número de elementos finitos da
macroescala mas sim pelo número de subdomínios utilizado. Refira-se ainda que estes subdomí-
nios são usualmente definidos a priori, no pré-processamento dos problemas, de acordo com regiões
avaliadas de acordo com a produção dos componentes em causa. Alternativamente, o programa
permite a divisão automática de acordo com o comportamento geral da estrutura (e.g. campo de
tensões equivalentes ou de tensões principais). Note-se ainda que estes modos de funcionamento
coincidem com os H4/5 se se definir apenas uma região macroestrutural.
A homogeneização inversa (H2) corresponde à resolução isolada do problema local de acordo
com um campo médio de deformação e/ou gradiente de temperatura impostos (vd. Eqs. 6.76 e
6.77). Neste caso, os procedimentos abordados anteriormente resumem-se à região de optimização
local. O processo iterativo ocorre apenas dentro do ciclo local, como ilustrado na figura 7.12, sendo
terminado de acordo com critérios de paragem aplicados exclusivamente à avaliação do problema
local.
Note-se ainda que em qualquer uma das estratégias abordadas (H1 a H8) existe apenas uma
iteração de cada um dos problemas associados por cada iteração do problema de optimização.
7.5.2 Algoritmos de Optimização Hierárquica
Na sua essência, os problemas de optimização multiescala aqui apresentados são semelhantes aos
problemas de optimização topológica macroestrutural. Envolvem a minimização da flexibilidade
(mecânica ou térmica) por acção na distribuição de material. No entanto, esta distribuição de
material manifesta-se em duas escalas, através da existência de densidades macroestruturais ρ
definidas em cada elemento finito da estrutura global, ex, e de densidades microestruturais μ
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definidas em cada elemento finito de cada célula representativa unitária, ey. No caso geral, este
problema é então constituído por uma malha de Nex elementos finitos da macroescala e por Nex
malhas de Ney elementos finitos de cada microescala. Cada elemento macroestrutural tem um
problema microestrutural associado, correspondendo então a Nex × Ney variáveis de optimização
no total. Para cada elemento finito macroestrutural e o correspondente problema local, a densidade
global e as densidades locais relacionam-se através da restrição de volume local 6.51.
A aplicação directa dos critérios de óptimo descritos na Secção 6.4.2 pode conduzir à aplicação
de uma metodologia de critério de óptimo. De modo semelhante ao esquema iterativo apresentado
no método de critério de óptimo da Secção 7.4.4, pode definir-se, no ponto óptimo, o multiplicador
(vd. condição de estacionariedade da equação 6.67)
γey =
Π
2Λt
. (7.54)
A função Π caracteriza a sensibilidade local à variação de μ no elemento ey da microescala corres-
pondente ao macroelemento ex e pode definir-se como
Π =
M∑
r=1
{
wr
[
∂Dhijkl(μ)
∂μ(y)
〈εij(u˜r)〉ex〈εkl(u˜r)〉ex
]}
(7.55)
para o problema elástico com M carregamentos múltiplos com peso wr. 〈εij(u˜r)〉ex é a deformação
macroestrutural do elemento ex, localizada para permitir o processamento do problema local. Esta
poderia ser integrada ao longo do elemento ou, opção tomada neste trabalho, recorrendo a um
valor médio. Em termos numéricos, tomando como exemplo um problema com material e vazio,
esta equação é equivalente a
Π =
M∑
r=1
{
wrε
(0)T
r
[
1
|Y |pμ
p−1D0(I−Bχ)
]
ε(0)r
}
(7.56)
ou, na definição quadrática, a
Π =
M∑
r=1
{
wrε
(0)T
r
[
(I−Bχ)T
(
1
|Y |pμ
p−1D0
)
(I−Bχ)
]
ε(0)r
}
. (7.57)
Uma das vantagens dos procedimentos aqui apresentados é que o algoritmo principal é independente
da modelação do material utilizado ou mesmo, para os casos aqui estudados, do tipo de problema
analisado [Bendsøe e Sigmund 2003]. Assim, as expressões apresentadas continuam a ser válidas
para o caso do problema de termoelasticidade, onde
Π =
∂Dhijkl(μ)
∂μ(y)
〈εij(u˜)〉ex〈εkl(u˜)〉ex − 2
∂βhij(μ)
∂μ(y)
〈εij(u˜)〉ex〈ΔT 〉ex , (7.58)
ou para o problema térmico, com
Π =
∂khij(μ)
∂μ(y)
〈T ′i 〉ex〈T ′j〉ex , com T ′k =
∂T
∂xk
. (7.59)
Omite-se, nestes casos e por uma questão de simplificação, a definição de solicitações múltiplas.
Por sua vez, o problema multiobjectivo térmico e termoelástico também pode ser resolvido com
recurso às metodologias apresentadas. Para o efeito, visto que as respectivas funções-objectivo são
ponderadas (vd. Eq. 6.75), as sensibilidades devem ser ponderadas da mesma forma, como
Π = wtΠt + wmΠm . (7.60)
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O parâmetro γey é equivalente, em termos de aplicação, ao parâmetro β utilizado no método
de critério de óptimo definido na Secção 7.4.4 para o problema geral de optimização estrutural.
Este é calculado em cada elemento da microescala, com base na sensibilidade calculada na iteração
anterior (quando se calcularem os correctores para obter as matrizes constitutivas homogeneizadas),
no multiplicador de Lagrange (Λt) e nas deformações do elemento x que resulta da resolução do
problema macroestrutural. Com base neste valor, o campo de densidades da microescala pode ser
calculado, para a iteração t+ 1, através de [Rodrigues et al. 1999,Bendsøe e Sigmund 2003]
μ
ey
t+1 =
⎧⎨⎩
max
[
(1 − ζ)μeyt , μmin
]
se γeyμeyt ≤ max
[
(1− ζ)μeyt , μmin
]
min
[
(1 + ζ)μ
ey
t , 1
]
se γeyμeyt ≥ min
[
(1 + ζ)μ
ey
t , 1
]
γeyμ
ey
t se outros casos
. (7.61)
Este esquema de actualização é equivalente ao método heurístico definido na equação 7.51, utili-
zando também um limite móvel ζ para limitar a dimensão de cada actualização. Note-se que no
ponto óptimo se tem que γey = 1 para todas as densidades intermédias. Esta nova distribuição
de material permite, em cada microestrutura, a obtenção da nova densidade correspondente do
elemento ex da macroescala como
ρext+1 =
∫
Yex
μt+1dY (7.62)
e o cálculo das novas matrizes constitutivas homogeneizadas. Já na macroescala, estas são utilizadas
na resolução do problemas de equilíbrio, onde se calculam o campo de deformações e o campo de
temperaturas para a próxima iteração. A densidade global actualizada é por sua vez utilizada para
actualizar o multiplicador de Lagrange da condição global
Λt+1 = max
[
0,Λt + c
(∫
Ω
ρtdΩ− V
)]
. (7.63)
Esta metodologia de critério de óptimo consiste numa abordagem centrada nas densidades mi-
croestruturais, sendo as densidades macroestruturais dependentes destas. Apesar de expressar
explicitamente a formulação apresentada na Secção 6.4.2 [Rodrigues et al. 2002], tem algumas li-
mitações em termos de implementação. O principal problema prende-se com o facto de depender
de forma bastante acentuada dos valores definidos para o parâmetro de penalidade c e o valor ini-
cial do multiplicador de Lagrange Λ0 do método do lagrangiano aumentado. Para minimizar este
problema, é utilizado um método de continuação na escolha do parâmetro de penalidade c, sendo
o valor inicial definido pelo utilizador e posteriormente aumentado de forma gradual até um limite
predefinido [Belegundu e Chandrupatla 1999]. O valor de Λ0 é também definido pelo utilizador.
Apesar da formulação geral ser usualmente apresentada em termos da energia potencial mí-
nima, tal como nas equações 6.47 e 6.50, ao nível prático utiliza-se aqui como função-objectivo a
formulação alternativa em que se considera a minimização da função energia de deformação elástica
(vd. Eq. 6.57), como
min
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
Ku=f
∫
Ω
〈ε(u˜)〉TexDh(μ)〈ε(u˜)〉exdΩ , (7.64)
para o problema termoelástico. O problema térmico, por sua vez, pode escrever-se como (vd. Eqs.
6.69 e 6.70)
min
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
KT=q
∫
Ω
ΘΩ , com Θ = 〈T′〉Texkh(μ)〈T′〉ex . (7.65)
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Esta formulação integra directamente as contribuições dos problemas locais. Note-se que estes
mantêm a sua formulação inalterada (vd. Eqs. 6.50 e 6.70), correspondendo à maximização local
de rigidez (térmica) que, por sua vez, conduz à minimização da flexibilidade (térmica) global.
Uma vantagem desta opção surge em termos de normalização. Seja por questões de gama seja por
questões de ponderação em problemas multiobjectivo, permite que cada problema, quer global quer
local, seja normalizado pelo respectivo valor inicial da correspondente função-objectivo. Tal é usado
na metodologia de critério de óptimo apresentada anteriormente, assim como em metodologias
de optimização simultânea de variáveis micro- e macroestruturais (estratégias do tipo II [Coelho
2009]). Nestes casos, cada problema (local ou global) é optimizado independentemente, com um
optimizador próprio. Neste trabalho utilizam-se diversas configurações do MMA [Svanberg 1987]
em ambas as escalas, assim como, alternativamente, um método do critério de óptimo para os
problemas locais. O problema global é sempre optimizado com recurso ao MMA, actuando sobre
as densidades globais ρ. Estas definem as restrições de volume local como VY(μ) = ρex V¯Y. Os
multiplicadores de Lagrange dos respectivos problemas locais λ, por sua vez, de acordo com a
equação 6.65, definem as sensibilidades de cada uma das parcelas locais relativamente a ρ no
problema global.
Nesta abordagem de variáveis locais e globais independentes, os problemas locais são optimi-
zados individualmente com diversas opções de algoritmo. Uma das opções é a consideração de um
método de critério de óptimo. A optimização da microestrutura é feita em cada problema local,
de acordo com os valores localizados a partir do respectivo elemento macroestrutural, utilizando o
mesmo esquema de actualização apresentado na equação 7.51. O multiplicador de Lagrange local,
λ, continua a ser actualizado através de um algoritmo de bissecção para respeitar a restrição de
volume local g(λ) = VY(μ(λ))− ρex V¯Y e o parâmetro B, de forma análoga a γey , passa a definir-se
como
Bey =
Π
λt
. (7.66)
De acordo com a equação 6.65, estes multiplicadores de Lagrange permitem ainda definir as sensibi-
lidades das parcelas locais às variações da densidade macroestrutural, permitindo assim controlar o
problema de optimização global e a actualização destas variáveis. Outras alternativas surgem com
diferentes configurações do MMA. Por um lado, pode ser utilizada a configuração base do método.
Por outro lado, o controlo das assimptotas e dos limites móveis permite manipular as propriedades
de convergência dos problemas locais (e global), equilibrando o comportamento das duas escalas.
No limite, a fixação das assimptotas pode dar origem a métodos como o CONLIN [Fleury 1989,Co-
elho et al. 2008a]. A utilização do MMA (e casos específicos deste) na resolução dos problemas
locais tem a vantagem de permitir a consideração de forma mais eficiente de constrangimentos
locais adicionais, como, por exemplo, restrições de perímetro. O CONLIN, em particular, tende a
gerar multiplicadores de Lagrange locais, λ, mais correctos, permitindo um cálculo de sensibilidades
mais preciso e assim um melhor controlo de convergência [Coelho et al. 2008a]. Note-se que esta
definição dos multiplicadores de Lagrange locais é essencial para o controlo do problema global. Se
todas as densidades de um problema local têm valores extremos, o multiplicador de Lagrange da
restrição local deixa de estar definido. Atendendo ao facto de se pretenderem soluções definidas
nas microestruturas, este cenário tende a ocorrer. Por um lado, a utilização de filtros na microes-
cala evita este caso-limite. Por outro lado, apesar de a probabilidade de ocorrência para soluções
sem filtro ser elevada, o problema converge ainda assim para uma solução válida. Note-se que
os casos-limite acontecem, independentemente da existência de filtros, nos extremos onde as den-
sidades globais sejam os valores-limite, significando microestruturas totalmente preenchidas para
ρex = 1 ou totalmente vazias para ρex = 0. Neste sentido, tirando partido de metodologias onde
o problema macroestrutural possa ser resolvido de forma independente, é possível contornar este
limite restringindo as densidades globais a valores intermédios e obrigando, assim, a que todas as
estruturas sejam constituídas por duas fases. Utilizando o MMA no processamento da macroescala,
basta definir os limites das densidades de acordo com o pretendido (ρmin ≤ ρ ≤ ρmax). Salienta-se
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ainda o facto de as metodologias com manipulação simultânea de densidades macro- e microestru-
turais requererem um controlo mais preciso sobre a forma como as variáveis são actualizadas. Para
controlar a estabilidade do processo iterativo, é usualmente necessário abrandar a actualização das
densidades macroestruturais e agilizar a actualização das variáveis microestruturais. Em métodos
derivados do MMA isto pode ser feito manipulando o parâmetro ALBEFA (vd. Eqs. 7.52 e 7.53),
enquanto que em critérios de óptimo se pode manipular para o efeito o parâmetro ζ.
Uma outra alternativa de resolução surge ainda quando se consideram as variáveis microestrutu-
rais como parte integrante de um problema global único. Neste caso, as variáveis macroestruturais
são mais uma vez dependentes das microestruturas, mas estas, em vez de serem processadas isola-
damente na respectiva microescala, são optimizadas em simultâneo num problema de optimização
de grandes dimensões. Neste caso, pode deixar de se utilizar uma formulação que mantém os pro-
blemas separados e a optimização pode feita em termos de minimização de energia de deformação
elástica com a função-objectivo
min
μ(y)
0≤μ(y)≤1∫
Y
μ(y)dY=V
Ku=f
∫
Ω
[
〈ε(u˜)〉TexDh(μ)〈ε(u˜)〉ex
]
dΩ , (7.67)
para o problema de termoelasticidade. No caso do problema térmico, a abordagem é idêntica, com
min
μ(y)
0≤μ(y)≤1∫
Y
μ(y)dY=V
KTT=q
∫
Ω
[
〈T′〉Texkh(μ)〈T′〉ex
]
dΩ . (7.68)
Este problema pode ser resolvido recorrendo ao método das assimptotas móveis, mais indicado
do que os métodos de critério de óptimo para problemas com um elevado número de variáveis
(Nex × Ney). A avaliação constitutiva e de sensibilidade é aqui efectuada para cada problema
local, sendo posteriormente as sensibilidades processadas de modo a conduzir, em simultâneo,
à actualização de todo o universo de densidades microestruturais. Salienta-se o facto de esta
abordagem ter sido também testada com os métodos de critério de óptimo aqui apresentados. No
entanto, apesar de se obter convergência para soluções adequadas, estes métodos revelam-se muito
ineficientes devido ao elevado número de variáveis, razão pela qual não são utilizados.
Note-se que as metodologias apresentadas são igualmente válidas para as restantes estratégias
(H2 e H4 a H8). Na homogeneização inversa, aplicada isoladamente na metodologia H2 (vd.
Eq. 6.76) ou num processo multiescala com avaliação constitutiva nas metodologias H4 e H5
(vd. Eq. 6.79), a optimização concentra-se na microescala. Utilizando MMA ou métodos de
critério de óptimo, existe apenas uma CRU cuja distribuição de material é actualizada em cada
iteração do problema. No caso da metodologia H6 (vd. Eqs. 6.80 e 6.81), com uma abordagem
desacoplada das duas escalas, é possível utilizar qualquer uma das combinações apresentadas. Neste
caso, é conveniente limitar os intervalos de actualização das densidades de ambas as escalas para
evitar que seja um dos problemas (global ou local) a dominar o processo de convergência. Este
é ainda o único caso onde se utilizam técnicas de filtragem am ambas as escalas. Finalmente, as
metodologias H7 e H8 diferem das anteriores pelo facto de constituírem abordagens intermédias.
Nestes casos, a avaliação do objectivo continua a ser idêntica mas o número de problemas locais
não é correspondente ao número de elementos macroestruturais nem necessariamente único. Nestes
modos de funcionamento é feita uma divisão da macroescala em regiões e existe um problema
local por cada um dos subdomínios. A metodologia H7 difere da metodologia H8 pelo facto de
permitir a variação da densidade macroestrutural. Neste caso, mantendo o esquema de actualização
simultânea das variáveis de densidade macro- e microestrutural, à semelhança da estratétia H3,
é calculada a densidade local óptima de cada uma das regiões macroestruturais. No caso H8, à
semelhança da estratégia H5, a densidade macroestrutural é constante em todo o domínio, fazendo
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com que a restrição de volume em cada um dos problemas locais seja igual à restrição de volume
global.
Note-se ainda que a actualização de variáveis locais da homogeneização inversa (H2) e estraté-
gias multiescala alternativas (H4 a H8) continua a ser controlada pelas sensibilidades locais (vd.
Eqs. 7.55, 7.58 e 7.59). Nestes casos, no entanto, estas não são calculadas de acordo com a locali-
zação nos elementos finitos macroestruturais correspondentes a cada um dos problemas locais. As
sensibilidades são aqui calculadas com base em valores prescritos, no caso da homogeneização in-
versa, ou de acordo com médias ponderadas dos campos macroestruturais obtidos em cada domínio
macroestrutural considerado. Tomando como exemplo o problema de elasticidade, sem carrega-
mentos múltiplos, esta ponderação resulta num cálculo de sensibilidades locais relativamente à
variação das densidades microestruturais, μ, para cada elemento finito local, que se pode escrever
como
Π =
N∑
e=1
{
ι
Vex
VΩ
[
∂〈Dhijkl(μ)〉Ω′
∂μ(y)
〈εij(u˜)〉ex〈εkl(u˜)〉ex
]}
. (7.69)
〈Dhijkl(μ)〉 corresponde à matriz constitutiva correspondente à topologia local óptima calculada,
única para o domínio considerado, e 〈εij(u˜)〉ex à média das deformações globais no elemento finito
macroestrutural ex. O número de parcelas consideradas corresponde ao número de elementos
existentes no domínio considerado Ω′. Assim, este corresponde a toda a macroescala nos casos
H4 a H6 (Ω′ = Ω ), sendo N = Nex . Nos casos H7 e H8, por sua vez, cada um dos problemas
locais considera apenas os elementos macroestruturais existentes no correspondente subdomínio
Ω′, sendo N = Nex∈Ω′ . Por sua vez, ι é um parâmetro de ponderação a ser utilizado para controlar
a forma como a média das sensibilidades é calculada (vd. Apêndice B). Assim, ι = 1 corresponde
a média volúmica no domínio considerado. Contudo, pode também ser usado para ponderar
grandezas alternativas como, por exemplo, tensões equivalentes, tensões principais ou densidades
macroestruturais (H6).
7.5.3 Abordagem Local
A abordagem local de optimização topológica é alternativa à homogeneização inversa. O objectivo
é comum, pretendendo-se obter a microestrutura ideal para responder a um objectivo de rigidez
e/ou condutividade térmica. Neste caso, no entanto, os algoritmos e a estrutura de optimização
utilizados são idênticos ao problema geral de optimização (cf. Sec. 7.4), inclusive em termos
de função-objectivo e metodologias de optimização. As principais diferenças podem ver-se na
figura 7.15. Por um lado, note-se que o problema global passa a utilizar a geometria e malha da
célula representativa unitária habitualmente destinada aos problemas locais. Por outro lado, o
problema passa por fases de pré- e pós-processamento internos diferentes. Assim, a solução inicial
é calculada de modo a evitar desrespeitar a restrição de volume, por um lado, e, por outro lado,
gerada de modo a evitar questões de campo uniforme de sensibilidades que tendem a impedir o
correcto funcionamento do procedimento de optimização. Outra operação essencial a este nível é a
configuração das condições de fronteira. Ao contrário do problema global, onde estas são definidas
pelo utilizador de acordo com condições de fronteira naturais ou essenciais a impor, neste caso o
utilizador define apenas o campo médio de tensões ou deformações ao qual a CRU estaria sujeita.
De acordo com o campo em causa e com a geometria da CRU, o programa calcula as condições
de fronteira MFC necessárias para gerar uma solicitação equivalente sobre a CRU. Isto é feito de
acordo com o descrito na Secção 7.2.2, originando um conjunto de condições MFC homogéneas ou
heterogéneas.
Por sua vez, o procedimento geral de optimização topológica (termomecânico, térmico ou mul-
tiobjectivo) é em tudo idêntico ao caso geral. Depois de terminado o processo iterativo, surge
contudo o processo de homogeneização como tarefa de pós-processamento. Esta actua também
sobre a malha do problema global e permite calcular as propriedades equivalentes da distribuição
de material obtida como óptimo para a solicitação em causa.
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Figura 7.15: Representação esquemática das diferenças do algoritmo de abordagem local relativa-
mente à estrutural macroestrutural de optimização topológica.
7.6 Pré- e Pós-Processamento
Neste trabalho, recorrendo a interfaces configuradas especificamente para o efeito, quer o pré-
-processamento quer o pós-processamento são feitos utilizando o programa GiD. Este programa
permite a geração de malha com diversos tipos de elementos, de controlo de malha (estruturada
ou não) e de vários protocolos de importação de geometrias externas, e fornece ao utilizador
amplas possibilidades configuração. Todas as configurações e opções de personalização podem ser
definidas num chamado problema-tipo, tornando o GiD uma interface específica do programa e
automatizando a geração de dados compatíveis. No sentido do pós-processamento, basta gerar
ficheiros de resultados com formatos suportados pelo GiD. Este programa fornece uma grande
variedade de representações de resultados, análises de variações, configurações gráficas, etc.
No programa mainFRAN, as interacções com o GiD fazem-se a diversos níveis. Por um lado,
existem usualmente dois problemas em simultâneo, um estrutural e outro local. Os dados do
problema global incluem toda a informação geométrica, de material e condições de fronteira. O
problema local, por sua vez, precisa apenas da malha de elementos finitos, já que todo o pro-
blema, incluindo as condições de fronteira, é gerido pelo próprio mainFRAN. Ao nível do pós-
processamento, esta divisão segundo escalas mantém-se. Neste caso, no entanto, a diversidade de
ficheiros e tipos de resultados pode ser substancialmente maior, dependendo do tipo de problema
e do número de subproblemas em resolução.
7.7 Cálculo Paralelo
A abordagem numérica dos procedimentos apresentados ao longo deste capítulo é condicionada por
diversos factores. Por um lado, esta depende directamente do tipo de problema e das restrições
associadas. Por outro lado, é moldada por especificidades de programação e algoritmia. Estas
dependências estão intimamente ligada às opções tomadas ao nível da programação paralela, quer
em termos de infra-estrutura computacional quer em termos de opções de programação. Note-se
ainda que uma parte integrante de aplicações de elementos finitos em cálculo paralelo é o esquema
de partição de domínio utilizado (vd. Sec. 3.2.3). Neste trabalho a decomposição de domínios é
feita utilizando a livraria METIS [Karypis e Kumar 1998].
Resumem-se em seguida algumas questões associadas à versão paralela do programa aqui des-
crito. Para o efeito, começa-se por abordar questões gerais, seguindo depois para especificidades
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dos problemas de optimização e dos múltiplos problemas da abordagem hierárquica.
7.7.1 Problemas Gerais do MEF
Começando por problemas gerais de elementos finitos, a paralelização é feita a diversos níveis. O
sistema de equações é construído localmente, isto é, em cada nó computacional é construída apenas
a parte do sistema de equações respeitante a cada subdomínio. Apesar de ser possível construir
todo o sistema no nó mestre e fazer a posterior comunicação aos nós responsáveis por cada um
dos subdomínios, a opção implementada é significativamente mais eficiente [Kim e Im 2003]. Na
realidade, para além de se reduzir a quantidade de memória computacional exigida, esperam-
-se, nesta etapa, eficiências próximas de 1. Este processo é perfeitamente expansível pelo facto
de quer a formulação elementar quer a maior parte da assemblagem poderem ser realizadas sem
necessidade de comunicação entre os diferentes processos. A gestão das condições de fronteira
também é realizada localmente. Uma das características do método do gradiente conjugado é o
facto de não ser essencial assemblar globalmente a matriz de coeficientes, sendo apenas necessários
os resultados das multiplicações de matrizes por vectores e dos produtos internos envolvidos no
método. É por esta razão que os subdomínios podem ser tratados independentemente em cada
um dos processos. Neste sentido, a única troca de informação entre diferentes processos, no que
diz respeito à definição do sistema, consiste em completar as partes do sistema relativas a graus
de liberdade das fronteiras dos domínios. Assim, cada processo precisa de assemblar, também,
a influência da rigidez dos elementos pertencentes aos outros subdomínios com conectividade em
nós de fronteiras comuns. Esta operação é feita apenas no início da fase de resolução. Em termos
de processamento paralelo, em cada iteração existem apenas dois tipos de operações relevantes,
os produtos internos e as multiplicações de matrizes por vectores [Kim e Im 2003]. No entanto,
em cada processo, estas operações são executadas de forma independente sobre o subdomínio
respectivo. Na realidade, o método do CG paralelizado tem um funcionamento idêntico ao da versão
em série, sendo apenas necessário influenciar os diferentes subdomínios com a mesma direcção de
busca para garantir que as varias partes do sistema reajam como se fossem processadas pelo mesmo
processador. Assim, as actualizações dos vectores x e r são realizadas em cada processador (vd.
Eqs. 7.24 e 7.25). Em cada iteração, a convergência do processo é influenciada pelos coeficientes
globais α e β, calculados pelos produtos internos envolvendo os vectores de resíduo e as direcções de
busca. Em rigor, estes constituem os dois pontos de sincronização dos processos paralelos, sendo os
que requerem comunicações colectivas. Contudo, estas comunicações envolvem apenas os escalares
provenientes dos produtos internos realizados em cada processador, sendo somados em todos os
processadores. Em cada iteração é ainda necessário resolver o produto Ap, que, mais uma vez,
apresenta a vantagem de não necessitar do armazenamento explícito da matriz global, apenas da
obtenção da parte do resultado respeitante a cada processador.
7.7.2 Optimização Topológica
A tarefa mais exigente de um problema de optimização topológica é tipicamente a resolução do
sistema de equações associada à análise do problema [Borrvall e Petersson 2001,Amir e Sigmund
2010,Bendsøe e Sigmund 2003]. Esta tarefa é feita múltiplas vezes ao longo do processo iterativo,
assim como as tarefas associadas à sua definição. No entanto, a estrutura geral deste procedimento
é idêntica ao abordado na secção anterior, com a definição do sistema de equações, configuração
de condições de fronteira e posterior resolução. Neste aspecto, os pressupostos apresentados para
a versão paralela são aqui válidos também. Assim, o cálculo macroestrutural paralelo de proble-
mas de optimização começa por ter uma configuração de processamento distribuído na definição
das equações elementares e na assemblagem local. Note-se, contudo, que o facto de as equações
locais serem armazenadas em memória para serem apenas afectadas das variações de densidade
do material em cada iteração traz grandes benefícios em termos de processamento, mas levam a
que o peso da sua paralelização se faça sentir de forma menos pronunciada após a primeira itera-
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ção. O sistema de equações, por sua vez, é em cada iteração resolvido com recurso ao método do
CG anteriormente referido. É assim possível obter bons resultados de desempenho paralelo com
a paralelização da fase de análise de um problema de optimização topológica, pelo que se optou
por não paralelizar os algoritmos de optimização utilizados. Verifica-se, no entanto, que em alguns
problemas há uma tarefa cujo peso tem um crescimento geométrico com a dimensão do problema.
A avaliação inicial da malha para a definição de vizinhanças e distâncias entre elementos finitos
em problemas com filtros torna-se muito onerosa com o aumento das dimensões do problemas. No
entanto, a sua simplicidade torna-a também propensa a uma simples paralelização. Como esta
avaliação pode ser efectuada de modo completamente independente, elemento a elemento, torna-se
perfeitamente escalável e resulta em ganhos assinaláveis.
7.7.3 Optimização Topológica Multiescala
É conveniente referir, antes de mais, que as considerações efectuadas relativamente às versões para-
lelas definidas anteriormente continuam a ser válidas quando se tratam de problemas de optimização
topológica multiescala. Note-se também que esta secção se centra na estrutura hierárquica, sendo
os restantes problemas, nomeadamente os problemas de optimização estrutural com microescala
predefinida, regidos pelos pressupostos anteriores. Em qualquer caso, a parte macroestrutural dos
problemas em análise assenta na mesma estrutura computacional, pelo que se mantém o seu fun-
cionamento paralelo. A principal diferença prende-se com a definição das equações elementares,
visto que numa estrutura hierárquica as propriedades constitutivas se alteram em cada iteração e
obrigam à construção completa de cada sistema de equações.
A estrutura de cálculo para problemas de optimização topológica hierárquica rege-se, em termos
de cálculo paralelo, pela gestão dos problemas locais. Para além de constituírem, por larga margem,
o principal requisito computacional destes problemas, acarretam alguns desafios particulares. São
necessários dois modelos de elementos finitos, um correspondente à discretização da estrutura
(macroescala – Ω) e outro à discretização do domínio onde se desenvolve a optimização de cada uma
das distribuições de material associadas (microescala – Y ). A estrutura hierárquica do problema
leva a que seja necessário resolver um problema de homogeneização, acarretando várias resoluções
de sistemas de equações por cada ponto de integração de cada elemento da macroescala, assim como
o próprio problema de elementos finitos global. Mesmo utilizando uma aproximação comum, como o
caso neste trabalho, em que se usa o campo médio de deformação em cada elementos da macroescala
para permitir a resolução de um problema de optimização local por elemento macroestrutural, a
dimensão do problema pode assumir proporções bastante limitativas. Considere-se como exemplo
um problema bidimensional, com uma malha regular de 20 × 40 elementos quadriláteros (1722
Graus de Liberdade – GL) na macroescala e malhas regulares de 20× 20 elementos quadriláteros
(882 GL) na microescala. Apesar da aparente pequena dimensão, o problema global de 1722 GL
será acompanhado da resolução de 800 problemas de homogeneização em cada iteração. Cada um
destes problemas acarreta a resolução de 3 sistemas de equações para o caso de elasticidade, 4 no
caso de termoelasticidade e 6 no caso de se resolver também o problema térmico. Se o problema
for tridimensional, o número de sistemas a resolver passa para 6, 7 e 10, respectivamente, para
além das maiores dimensões dos sistemas associados. Adicionalmente, estes problemas tendem a
sofrer de problemas sérios de condicionamento, especialmente no caso de serem utilizados métodos
de penalidade para impor as condições de periodicidade, agravados pelas diferenças de magnitude
dos valores de rigidez local com a utilização do SIMP. Tudo isto pode ser relacionado com uma
medida da qualidade do condicionamento de um sistema de equações através o número de condição
espectral. A penalização de propriedades característica do SIMP, especialmente em problemas de
material e vazio, tende a aumentar este valor, traduzindo uma deterioração do condicionamento das
matrizes que definem os sistemas de equações. Uma matriz mal-condicionada resulta numa maior
sensibilidade da solução do sistema a pequenas variações dos coeficientes da matriz ou do vector de
coeficientes independentes, criando problemas de convergência nos algoritmos de resolução (vd. Sec.
7.2.4.1) [Borrvall e Petersson 2001,Kaw e Kalu 2011]. A utilização simultânea de penalidades nas
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condições MFC e penalidades do modelo SIMP em problemas de homogeneização com optimização
topológica criam ainda mais problemas de condicionamento. Apesar de estes problemas serem
reduzidos com recurso a técnicas de precondicionamento, esta questão pode tornar-se ainda mais
limitativa se o método de resolução for paralelizado. Note-se que a decomposição de domínio resulta
numa divisão do sistema de equações usualmente feita de duas formas alternativas, por nós (ou por
graus de liberdade) ou por elementos, como é ilustrado na figura 7.16 para elementos de dois nós. O
método aqui utilizado segue a segunda opção [Pinho-da-Cruz 2007], mais adequada para a resolução
de problemas de elementos finitos por não fazer a divisão de equações elementares. Em qualquer
dos casos, a comunicação entre domínios é feita com informação relativa às fronteiras. Como a
periodicidade impõe a existência de elementos virtuais com conectividade entre nós usualmente
pertencentes a domínios diferentes, para além das questões de condicionamento, pode surgir uma
tendência inicial para que as penalidades se tornem dominantes nos respectivos domínios, levando
a erros mais pronunciados nas soluções iniciais e à consequente deterioração da qualidade da
convergência, já que é a comunicação entre processos que gradualmente regula a coerência das
soluções.
(a) (b)
Figura 7.16: Ilustração dos sistemas de equações resultantes da decomposição de domínio (a) por
nós e (b) por elementos.
Neste trabalho, foram três as estratégias de paralelização adoptadas para a resolução dos pro-
blemas locais. Estas são ilustradas na figura 7.17 e resumem-se de seguida. Apesar das referidas
limitações, uma das abordagens adoptadas consiste em resolver cada sistema de equações em pa-
ralelo, recorrendo a métodos de decomposição de domínio. Neste caso, cada um dos problemas
locais é resolvido em sequência e em todos os processadores (Fig. 7.17(a)), com uma estrutura
paralela interna de resolução dos problemas de elementos finitos em tudo idêntica à versão paralela
do problema macroestrutural. Alternativamente, pode tirar-se partido da estrutura hierárquica e
da separação dos problemas locais para distribuir cada um deles em diferentes nós de processa-
mento. Assim, cada sistema é resolvido em série, mas no nó de computação correspondente ao
elemento macroestrutural respectivo, dando origem a uma estrutura de cálculo distribuído. Esta
abordagem traz evidentes vantagens em termos de eficiência, sendo estes problemas resolvidos em
simultâneo com outros problemas locais. Esta estratégia, apesar de representar um grão computa-
cional potencialmente diferente para cada processador, tem as vantagens de, sendo uma estratégia
de processamento distribuído, tender a ser mais escalável e menos sensível a problemas de condici-
onamento do sistema associado. Mesmo no caso de utilização de metodologias de optimização que
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percam a independência dos problemas locais – como o modo H1 com MMA –, esta estratégia traz
claras vantagens pelo facto de continuar a permitir que os problemas de homogeneização associados
a cada problema local, responsáveis pela maior parte dos recursos consumidos, continuem a ser
executados deste modo. Distinguem-se assim duas estruturas alternativas. Por um lado, em modos
de cálculo que mantenham a separação total dos problemas locais, os problemas são totalmente
distribuídos, tanto em termos de homogeneização quanto em termos de procedimentos locais de
optimização (Fig. 7.17(b)). Alternativamente, modos de cálculo em que as variáveis microestru-
turais sejam optimizadas em simultâneo, separou-se a optimização, não-paralelizada, da fase de
cálculo de homogeneização e determinação das sensibilidades constitutivas locais, distribuída de
modo a manter o desempenho paralelo pretendido (7.17(c)). Salienta-se o facto de ter sido necessá-
rio adaptar, nesta versão distribuída, a estrutura do método de resolução de sistemas de equações
aqui utilizado. A versão paralela utilizada recorria sempre ao universo de processadores disponíveis,
fornecido pela livraria MPI através do comunicador MPI_COMM_WORLD. Foram necessárias algumas
alterações para permitir que este fosse executado apenas no respectivo processador local, de modo
a correr em série considerando cada um dos processadores como nó mestre do processo em causa.
Note-se ainda que a estrutura distribuída implementada tem algumas limitações. Por um lado, o
seu desempenho depende do resto da divisão inteira de processos pelo número de processadores.
Por outro lado, as comunicações podem tornar-se num peso bastante elevado nesta abordagem.
Como a quantidade de dados envolvidos pode ser maciça, a forma como estes são geridos e comu-
nicados entre processadores pode constituir um sério bottleneck9 ao desempenho computacional,
especialmente em situações de pequeno grão computacional. Dependendo da estratégia de opti-
mização utilizada, os requisitos de memória na resolução de alguns problemas podem ser bastante
elevados. Este facto é notório não só em termos de armazenamento geral mas também ao nível de
variáveis isoladas, levando mesmo à necessidade de se anular os limites de alocação de processos
(ULIMIT -S UNLIMITED) no sistema operativo Linux. Neste trabalho, algumas concessões foram
feitas a este nível devido à flexibilidade pretendida em termos de modularidade, e à necessidade
de controlar uma elevada quantidade de resultados e valores intermédios, com sucessivas escritas
e operações de pós-processamento.
7.8 Considerações Gerais
Nesta secção salientam-se algumas questões gerais de implementação, relevantes para diversos
aspectos abordados anteriormente.
Os critérios de convergência são definidos consoante o problema em análise. Estes são definidos
com base na variação da função-objectivo e/ou das variáveis de optimização. Note-se que os
critérios baseados na evolução das variáveis são usualmente mais fiáveis, já que em diversos casos a
função-objectivo estabiliza muito antes da distribuição de material. Este efeito é particularmente
notório em problemas de optimização hierárquica, onde a aparente estabilização (ou oscilação em
torno de valores médios) da função-objectivo envolve muitas vezes reorganizações ainda evidentes
de material ao nível local. Neste sentido, válido tanto em problemas da macroescala quanto em
problemas multiescala, é comum adoptar como critério a paragem do algoritmo quando nenhum
valor de densidade varia mais do que um valor prescrito ao longo de duas (ou mais) iterações.
Note-se que este critério acarreta alguma dependência dos parâmetros utilizados na definição do
problema. A título de exemplo, alguns problemas tendem a gerar efeitos parasita de flutuação de
densidade para regiões de densidade baixa (e.g. [Gao e Zhang 2010]) que, apesar de não alterarem
a topologia resultante, evitam a convergência do problema com este tipo de avaliação.
Utilizam-se aqui estratégias de continuação (continuation methods) em diversas aplicações. No
SIMP, por exemplo, esta utilização é por vezes aconselhada para evitar a convergência para míni-
9Bottleneck é uma expressão de origem inglesa que designa usualmente um fenómeno onde o desempenho de um
determinado sistema é limitado por um factor isolado ou por um número reduzido de factores. Advém literalmente
da limitação de fluxo imposta pelo diâmetro da saída numa garrafa.
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Figura 7.17: Ilustração dos modos de cálculo paralelo/distribuído na resolução local de problemas
de optimização hierárquica: (a) resolução em paralelo e resolução distribuída segundo os modos
(b) H3 e (c) H1.
mos locais [Bendsøe e Sigmund 1999]. Actuando sobre a penalização das sensibilidades, altera-se
gradualmente o problema suavizado e convexo para que se vá aproximando do problema discreto
original, apesar de o tornar não-convexo [Sigmund e Petersson 1998]. Isto é feito por etapas, alte-
rando o processo iterativo de modo a que seja retomado após convergir, mas com uma penalização
mais acentuada. Note-se, no entanto, que as trajectórias dos processos de optimização utilizando
estes métodos podem ser descontínuas [Stolpe e Svanberg 2001b]. Uma aplicação semelhante pode
ser feita na utilização de técnicas de filtragem, iniciando-se o processo com raios elevados para
obter problemas convexos e independência de malha, e posteriormente reduzi-los para aproximar a
solução discreta [Sigmund e Torquato 1997]. Na aplicação do método do lagrangiano aumentado,
a penalidade pode também ser gradualmente aumentada, evitando problemas de condicionamento
e instabilidade no início do processo, e garantindo a convexidade necessária para a convergência
no final [Belegundu e Chandrupatla 1999]. Segundo esta filosofia, existem ainda outras opções que
por vezes são tomadas no sentido da estabilização da convergência (e.g. na selecção dos limites de
actualização as variáveis de optimização). Por um lado, opta-se por diferentes limites em diferentes
situações, relaxando ou apertando as actualizações das densidades de acordo com o problema. Por
outro lado, especialmente em problemas que tendam a originar oscilações em torno de densida-
des baixas, é comum neste trabalho apertar os limites de actualização quando de detectam estas
instabilidades.
Note-se que o custo do processamento de um problema computacional de optimização é regu-
lado pela complexidade de três aspectos principais: (i) o modelo, (ii) a análise e (iii) a optimi-
zação [Venkataraman e Haftka 2004]. Estas complexidades promovem a procura de metodologias
que reduzam requisitos computacionais sem prejuízo das soluções obtidas. O cálculo paralelo é
uma das abordagens possíveis, actuando não sobre a redução do custo computacional, mas sobre o
aumento dos meios efectivamente utilizados para obter a solução pretendida. Note-se, no entanto,
que existem caminhos alternativos a seguir. Salienta-se aqui um grupo particular, pela sua sim-
plicidade e qualidade de resultados. Este concentra-se na redução do peso computacional daquela
que é a parte mais onerosa de um problema deste tipo, as sucessivas resoluções de sistemas de
equações [Bendsøe e Sigmund 2003,Amir e Sigmund 2010]. Diversos trabalhos mostram que re-
sultados aproximados dos sistemas de equações utilizados nas etapas de análise podem conduzir à
mesma solução final do problema de optimização, sendo que análises aproximadas podem conduzir
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a sensibilidades correctas [Amir e Sigmund 2010]. Surgem aqui diferentes abordagens, seja por es-
quemas de reanálise aproximada, alteração das metodologias de resolução dos sistemas de equações
ou simplesmente o recurso a critérios de paragem mais relaxados em métodos de resolução iterati-
vos [Kirsch et al. 2002,Wang et al. 2007,Amir et al. 2009,Amir e Sigmund 2010,Amir et al. 2010].
Esta abordagem é também testada neste trabalho, manipulando a tolerância de convergência e a
penalidade do algoritmo de resolução iterativo utilizado.
Refira-se que um trabalho deste tipo é um processo evolutivo, onde o código implementado vai
constantemente sofrendo mutações. Seja pela necessidade de resolver um determinado problema,
seja pela curiosidade de testar uma diferente aplicação, tenta-se aqui desenvolver um produto vivo
que espera constituir uma base aberta para novos trabalhos e diferentes ideias.
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Capítulo 8
Cluster Beowulf TaranTux —
Montagem e Configuração de um
Sistema de Computação Paralela
Descrevem-se os principais aspectos de relevo na montagem de um
sistema de computação paralela utilizando componentes comuns.
Resume-se a configuração do cluster TaranTux.
Pretende-se neste capítulo abordar os requisitos essenciais de um sistema de computação pa-
ralela de multicomputadores do tipo cluster1 Beowulf2. Neste sentido, faz-se a classificação geral
deste tipo de sistema, e abordam-se as configurações habituais e opções em termos de hardware
mais comuns em plataformas de pequena e média dimensão (classificação assumida por questões de
conveniência e nível de investimento). Faz-se ainda uma descrição detalhada do sistema montado
e configurado no início deste trabalho, tanto ao nível do hardware quanto ao nível do software.
Pretende-se assim que este capítulo possa constituir um guia introdutório de configuração não só
para o sistema actual mas também para outros sistemas semelhantes. Os elementos descritos ao
longo deste capítulo foram compilados durante a montagem e a configuração do cluster Beowulf
TaranTux. Baseiam-se em diversas fontes, tanto referências bibliográficas quanto referências de dis-
cussão geral, nomeadamente obtidas na internet [Radajewski e Eadline 1998,Parhami 1999,Spector
2000,Gropp et al. 2003,Brown 2003,Pitanga 2004,Davies et al. 2006].
8.1 Enquadramento
O tipo de arquitectura abordado tem vindo a proliferar desde o início da década de 90. Efecti-
vamente, tem vindo a verificar-se uma tendência gradual de migração de arquitecturas dedicadas,
geralmente mais dispendiosas (quer em termos de hardware quer ao nível do software), como é o
1Utilizando o termo anglo-saxónico, um cluster é um aglomerado de computadores independentes, utilizados em
conjunto de modo a constituir um sistema de computação paralela, recorrendo a software específico e uma rede
dedicada.
2O nome Beowulf é inspirado num antigo poema anglo-saxónico. Foi escolhido por Thomas Sterling, um dos
criadores do cluster Beowulf. Beowulf é o herói da história, retratado como possuindo a força de muitos homens.
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caso dos tradicionais supercomputadores, para soluções de custo mais reduzido e maior flexibili-
dade. Este fenómeno deve-se a um conjunto de factores, dos quais se destacam os seguintes: o
desempenho de workstations e computadores pessoais evolui de forma acentuada, especialmente
a partir do momento em que surgem tecnologias de multithreading e núcleos múltiplos; a evolu-
ção das redes permite aumentar a largura de banda e reduzir a latência, compensando uma das
habituais limitações de sistemas de memória distribuída; a facilidade de integração em sistemas e
redes existentes; a crescente variedade de ferramentas, muitas vezes gratuitas, de desenvolvimento,
gestão e avaliação de desempenho; um custo mais reduzido que o dos habituais sistemas dedicados
de computação paralela, apresentando ainda um elevado potencial de escalabilidade; a possibili-
dade de integrar nós com diferentes características, em alguns casos mesmo máquinas obsoletas.
Uma das maiores limitações é ainda a rede de comunicações, pelo menos com redes de utilização
corrente, tornando este tipo de arquitectura por vezes pouco indicada para aplicações com um
grande peso da componente de comunicação.
Existem diversas definições de cluster do tipo Beowulf. Enquanto algumas usam como refe-
rência a arquitectura usada no conceito original [Sterling et al. 1995], existem casos em que se
generaliza a designação para uma grande diversidade de sistemas de computação paralela com
memória distribuída. A designação utilizada neste texto, constituindo talvez a mais consensual,
caracteriza um cluster Beowulf como sendo um sistema de arquitectura MIMD (vd. Sec. 3.2.2)
do tipo multicomputador de computação paralela. Este sistema consiste normalmente num nó
classificado como servidor ou mestre (master), e um ou mais nós clientes, tais como nós escra-
vos (slaves), ligados por uma rede LAN (Local Area Network) ou SAN (System Area Network).
Esta configuração é ilustrada esquematicamente na Figura 8.1. Mais ainda, um cluster Beowulf
é especificamente um sistema constituído por computadores pessoais (Personal Computer – PC)
cujos componentes são off-the-shelf, i.e. componentes convencionais e genéricos, característicos
de qualquer máquina de utilização pessoal. Estes computadores devem ser capazes de suportar
sistemas operativos (Operating System – OS) open-source, essencialmente alguma distribuição de
Linux, protocolos livres de passagem de mensagens (Parallel Virtual Machine – PVM – e/ou Mes-
sage Passing Interface – MPI), e usar como componentes periféricos adaptadores de rede padrão
Ethernet e switches. Estas máquinas não contêm hardware específico para computação paralela e
são facilmente reproduzíveis. O nó servidor controla todo o sistema, e fornece fluxos de dados e
instruções aos outros nós. É ainda através deste que se faz a interface com o utilizador e a rede
exterior ao cluster. Refira-se que, em sistemas de maiores dimensões, é comum existirem diversos
servidores, assim como nós dedicados a tarefas específicas (e.g. gestão de consolas ou estações de
monitorização). É também comum os nós clientes serem dependentes do servidor. Nestes casos, os
nós clientes são configurados e controlados inteiramente pelo servidor, fazendo apenas as tarefas
que partem deste. Em configurações sem disco, os nós clientes não têm sequer conhecimento do seu
nome ou endereço IP (Internet Protocol) até que estes lhes sejam fornecidos pelo servidor. Nestes
casos, mesmo a base de OS necessária para suportar os procedimentos é fornecida no arranque
pelo servidor (RAM disks3). Uma das maiores diferenças entre um cluster Beowulf e um COW
(Cluster Of Workstations) é o facto de o primeiro se comportar como se de uma única máquina
se tratasse e não como um conjunto de máquinas ligadas em rede. Na maioria dos casos, os nós
cliente não têm periféricos e podem ser acedidos apenas via login remoto a partir do nó servidor ou
do exterior através deste. Na sua forma mais simples (e económica), os nós de um Beowulf podem
ser vistos como CPU (Central Processing Unit) com memória que podem ser simplesmente ligados
ao cluster via rede, tal como um processador ou módulo de memória pode ser montado numa
motherboard. Assim, um cluster Beowulf resume-se à tecnologia que permite ligar computador
pessoais com Linux para formar uma máquina de processamento paralelo. Na realidade, apesar de
existirem muitas ferramentas e pacotes de software desenvolvidos para tornar estas arquitecturas
mais rápidas e eficientes, um supercomputador Beowulf pode ser configurado recorrendo apenas
a uma distribuição Linux open-source standard sem qualquer software adicional. A sua forma
3Um RAM disk ou RAM drive é uma parte da memória RAM (Random Access Memory) que o software trata
como se se tratasse de uma unidade secundária de armazenamento.
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mais simples é um sistema de dois nós constituído por dois computadores pessoais com Linux, que
partilham pelo menos o directório /home do sistema via NFS (Network File System) e autorizam
execuções de ambos os nós via rsh (remote shell).
nós escravos
nó mestre
Figura 8.1: Representação esquemática de um cluster do tipo Beowulf.
Note-se que, apesar destas definições gerais, existe alguma variabilidade no tipo de hardware
utilizado. Alguns desvios à abordagem commodity surgem quando a necessidade de maior desempe-
nho leva à incorporação de material especializado, i.e. não de consumo geral. Assim, para facilitar
a distinção entre sistemas, podem ainda classificar-se os clusters Beowulf como sendo de Classe I
ou de Classe II. A Classe I designa as máquinas integralmente construídas a partir de componentes
de consumo geral, off-the-shelf. As vantagens destes sistemas centram-se na disponibilidade de
material, suporte ao nível da configuração de sistemas operativos e recurso a protocolos padrão.
Em contrapartida, máquinas equivalentes de Classe II devem garantir melhor desempenho. A esta
classe correspondem os clusters que tenham componentes específicos de fabricantes especializados.
Estes tendem a garantir níveis de desempenho superiores. No entanto, tornam-se mais dispen-
diosos, dependem de determinados fornecedores e não garantem um suporte de configuração tão
difundido [Galan et al. 2001].
Nas secções seguintes descrevem-se algumas questões relevantes na configuração de um sistema
de Classe I. Adicionalmente, uma descrição geral de arquitectura de nós, rede e componentes
periféricos comuns neste tipo de clusters Beowulf pode ser consultada no Apêndice C.
8.2 Cluster TaranTux
Como parte integrante deste trabalho, surgiu a oportunidade de montar e configurar um cluster do
tipo Beowulf de Classe I. Denominado TaranTux, este sistema computacional encontra-se em fun-
cionamento no Departamento de Engenharia Mecânica da Universidade de Aveiro. É actualmente
utilizado para execução em cálculo paralelo de ferramentas pessoais ou recorrendo a programas
comerciais como ABAQUS.
Na figura 8.2 mostra-se o cluster TaranTux. Cada parte deste sistema será abordada em detalhe
nas secções seguintes. Em particular, apresenta-se nas figuras 8.2(b) e (c) o sistema real, na sua
localização e a configuração actual.
Nas secções que se seguem, descrevem-se as características gerais do sistema construído, quer
a nível de hardware quer de software. Descreve-se o processo de instalação e configuração dos
vários sistemas, com o intuito de poder funcionar não só como um guia de configuração do cluster
descrito mas também como elemento de referência para a configuração de sistemas semelhantes.
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(a) (b) (c)
Figura 8.2: Cluster Tarantux: (a) modelação CAD do sistema e (b,c) sistema real no Departamento
de Engenharia Mecânica da Universidade de Aveiro.
8.2.1 Hardware dos Nós
Ao construir um cluster existe uma grande variedade de questões a abordar. Por um lado, a escolha
do hardware de acordo com os objectivos e requisitos do sistema. Por outro lado, questões como
espaço e acondicionamento, refrigeração, e disponibilidade de energia e rede são também fulcrais.
Apoio técnico e manutenção são ainda relevantes, quer numa fase de construção e configuração
quer em fases posteriores. Uma das soluções mais expeditas corresponde a adquirir o sistema já
montado e configurado, havendo grande variedade de soluções integradas. Apesar de mais simples
e de garantir resultados em pouco tempo, esta abordagem é mais dispendiosa. Note-se que a
maior estabilidade e garantia de qualidade de funcionamento pode perfeitamente justificar os custos
acrescidos. A abordagem intermédia corresponde à aquisição dos diversos nós já montados segundo
as especificações desejadas. Esta é uma prática comum com clusters Beowulf de Classe I, com a
aquisição de computadores pessoais e dos periféricos necessários, procedendo depois à instalação
das diversas máquinas e redes. Note-se que os clusters Beowulf de Classe I resultam frequentemente
de opções tomadas também de acordo com restrições orçamentais mais apertadas. No entanto,
têm como vantagem o controlo não só das características físicas do material utilizado mas também
controlo o total do software e da configuração do sistema. Esta foi a abordagem adoptada neste
trabalho. É ainda possível adquirir os diversos componentes individuais e proceder à montagem
de todo o sistema, incluindo dos nós.
A montagem completa do sistema que aqui se descreve, no seu estado actual, foi concluída em
Março de 2007. O cluster Beowulf TaranTux é constituído por 14 máquinas, 1 nó servidor e 13
nós cliente. Os diferentes nós têm as seguintes características comuns:
• Sistema Operativo OpenSuSE Linux 10.2 (32 bit);
• Motherboard ASUS P5VD2-MX - VIA P4M890; FSB800/1066; LGA 775; 2 DDR II 533
MHz; Placa gráfica Vga integrada 64MB; Controladora Ethernet integrada Fast Ethernet
ASUSTeK VT6102 [Rhine-II] PCI 10/100 MB/s;
• Processadores do tipo x86 – Intel Core 2 Duo E6400 2.13 GHz skt775 2 Mb Cache bus
1066 MHz;
• Memória RAM 2x DDR 2 1024 Mb 533 MHz;
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• Placa Realtek RTL-8169 Gigabit Ethernet PCI 10/100/1000 MB/s (32 bit);
• Cx MidiTow ATX - 350 W com tubo de ventilação lateral ATX;
• HDD 80 Gb 7200 rpm Serial-ATA;
• DVD-ROM 16x/48x.
O nó servidor tem as seguintes diferenças (neste caso, também é utilizada a controladora Ether-
net integrada da motherboard):
• HDD 250 Gb 7200 rpm Serial-ATA II;
• DVD-ROM 16x/48x;
• Gravador de DVD.
Para além dos nós, é essencial utilizar equipamento adequado para a rede interna do cluster. É
necessário utilizar comutadores de rede adequados, tanto em termos de número de portas quanto ao
nível das velocidades de rede suportadas. A este nível, é ainda importante utilizar um meio físico
adequado (e.g. para Gigabit Ethernet, o padrão adequado é a Categoria 6). É favorável algum tipo
de acesso local, com GUI (Graphical User Interface) específico ou via consola. Diversas informações
importantes são apresentadas durante a sequência de arranque do BIOS (Basic Input/Output
System) e do próprio OS. Além disso, é muitas vezes conveniente trabalhar directamente nas
máquinas (servidor e nós) para efeitos de configuração e manutenção. Neste sentido, a solução
mais simples é o recurso a hardware de interface (teclado, rato e monitor), juntamente com um
comutador para permitir a ligação a diferentes nós. Deve ainda utilizar-se algum tipo de sistema
de backup de dados e também fontes auxiliares de alimentação. Estes componentes periféricos, no
cluster TaranTux, resumem-se na seguinte lista:
• Monitor TFT-LCD 17 pol, teclado e rato;
• Data switch manual Kit 2PC USB - 1T+1R+1M;
• Switch/Gigabit Ethernet 16 portas 10/100/1000 (também ligado a UPS);
• Cabo de rede APC categoria 6e, duplo par entrançado blindado, RJ45 male, 10 m;
• Disco externo 350 Gb 3,5 pol USB 2.0 — sistema de backup;
• 6 APC Back-UPS CS 500 USB/Serial.
A configuração de hardware apresentada visou equilibrar restrições orçamentais com caracte-
rísticas adequadas. Reduziram-se os componentes ao essencial, obtendo ainda assim um sistema de
computação paralela perfeitamente funcional e com boas características relativas de desempenho.
8.2.2 Software
A configuração de um cluster Beowulf de Classe I assenta na escolha de uma distribuição Linux, se-
gundo uma licença GPL (General Public License). Note-se que existem distribuições Linux que não
contêm ferramentas de servidor de rede, necessárias para a configuração do nó servidor. Algumas
definições utilizadas dependem da distribuição de Linux seleccionada, mas são maioritariamente
comuns, e obedecem a um conjunto de regras e estratégias normalmente replicáveis. Assim, para
além de questões associadas à instalação e configuração do OS, deve obedecer-se ainda as passos
seguintes [Pitanga 2004]:
1. Configuração dos endereços (IP) dos diversos nós;
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2. Configuração de um sistema nomes de domínios através do arquivo hosts, sistema NIS
(Network Information System) ou DNS (Domain Name System);
3. Criação de um sistema de permissões para comunicação e acesso entre os nós;
4. Permissão para a utilização de execuções remotas entre os vários nós;
5. Criação e distribuição de um sistema de armazenamento comum via NFS;
6. Instalação de bibliotecas de passagem de mensagens, PVM e/ou MPI;
7. Instalação de compiladores e outros elementos necessários para a produção de aplicações
paralelas;
8. Instalação de aplicações de gestão de rede e nós.
Estas são as tarefas essenciais na configuração de um sistema funcional, resumidas nas secções
seguintes.
8.2.2.1 Sistema Operativo
Como já referido, a principal premissa na escolha do sistema operativo (OS) foi ser Linux. Es-
tes sistemas operativos são baseados na arquitectura Unix4. As principais razões desta escolha
prendem-se com as qualidades intrínsecas destes OS, mas principalmente com o facto de o seu
código-fonte estar disponível sob licença GPL. Refira-se que a opção de utilizar software livre
(open-source) abrange todos os componentes do OS e da sua configuração no âmbito deste tra-
balho. Assim, todo o software utilizado neste contexto é completamente gratuito e sempre que
possível associado a licenças do tipo GPL, com completa liberdade de análise, manipulação e dis-
tribuição. Esta característica também significa que a licença é válida para todos os computadores
do sistema de computação paralela, continuando igualmente válida para qualquer expansão que
se faça ao sistema. É ainda uma das características-base da definição de cluster Beowulf aqui
adoptada.
Existem diversas distribuições de sistemas operativos Linux. Depois de alguns testes e experi-
ências com outras alternativas, a opção acabou por recair sobre a distribuição openSUSE Linux,
patrocinada pela Novell. Esta distribuição (versão 10.2), aquando da configuração do sistema, foi a
única a permitir ultrapassar todas as limitações encontradas noutras distribuições, nomeadamente
a compatibilidade com discos rígidos S-ATA (Serial Advanced Technology Attachment) e S-ATA II,
e incluir todas as ferramentas de servidor/cliente de rede necessárias à configuração de um cluster.
Actualmente, o cluster TaranTux está em funcionamento com o OS openSUSE 10.2 (Linux kernel
2.6.18.2).
Antes da instalação do OS foi necessário atender a dois detalhes de configuração do sistema
BIOS. Um deles diz respeito à necessidade de se desligar o evento stop on keyboard error nas várias
máquinas, de modo a permitir o seu funcionamento sem teclado. Adicionalmente, devido à necessi-
dade de associar licenças de software à placa de rede Gigabit do nó servidor (com um MAC-Address
específico), exigindo a identificação eth0 neste caso, desligou-se na BIOS (dispositivos southbridge)
a placa interna. Esta foi activada e configurada depois de instalado o OS, ficando assim com o
identificador eth1. Esta controladora Ethernet integrada (Fast Ethernet 100 MBit/s) é utilizada
para permitir o acesso externo ao cluster, ficando ligada à LAN de servidores da Universidade de
Aveiro. No caso dos nós clientes, esta controladora ficou desactivada, sendo que apenas necessitam
de ligação à rede interna Gigabit do cluster. Depois disto, sendo que todos os nós têm disco rígido,
procedeu-se à instalação do sistema operativo nos diversos computadores. Durante a instalação, os
únicos cuidados específicos foram desactivar o knetworkmanager, garantindo a configuração ma-
nual de redes e o controlo de funcionamento com ifup/ifdown, bem como assinalar a opção allow
4O Linux foi desenvolvido por Linus Torvalds e representa o kernel (i.e. núcleo) do OS. O projecto GNU (Gnu
is Not Linux) deu origem a um conjunto de aplicações de software livre que, sobre o kernel Linux, formam um OS
completo e funcional.
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ssh para permitir o acesso por secure shell. No caso do nó servidor, instalaram-se ainda todos
pacotes essenciais para a sua configuração como tal. Foram ainda instalados os pacotes necessários
para permitir a utilização de comandos rsh. Pelo facto de constituir uma ligação não-segura, o
rshd daemon não vem activado por defeito em muitas distribuições mais recentes. É, no entanto,
necessário para as comunicações e execuções remotas internas na rede do cluster, nomeadamente
através de protocolos MPI.
8.2.2.2 Configuração do Sistema
Após as secções anteriores, pretende-se estabelecer um guia geral de configuração deste tipo de
sistemas. Atenda-se, no entanto, ao facto de esta sequência de operações, apesar de resumida
e meramente exemplificativa, dever ser adaptada às particularidades da distribuição de Linux
utilizada. Como já referido, chama-se também a atenção para a existência de um disco rígido em
cada nó do cluster aqui descrito. No caso de configuração de nós escravos sem disco rígido, para
além de outras limitações, é necessário recorrer a uma configuração RAM Disk e NFS a partir
do nó servidor. No caso descrito, o protocolo NFS é utilizado apenas para as pastas pessoais do
utilizadores e directórios associados à instalação de MPI.
O primeiro passo é a definição e a atribuição de endereços IP aos nós do sistema. Segundo a
norma RFC 1918 da IANA5 (Internet Assigned Numbers Authority), numa rede interna podem
usar-se os seguintes blocos de endereços privados:
• 10.x.x.x;
• 172.16.x.x a 172.31.x.x;
• 192.168.x.x.
Na solução apresentada, optou-se pelo endereçamento de rede 10.0.0.x, com máscara de rede
(subnet mask) 255.255.255.0. Este endereçamento pode ser efectuado de forma estática ou por
protocolo DHCP (Dynamic Host Configuration Protocol). Este protocolo permite automatizar a
configuração do protocolo TCP/IP (Transmission Control Protocol/Internet Protocol) em compu-
tadores registados. Pode ser usado para atribuir remota e automaticamente endereços IP, assim
como outros dados de configuração como máscara de rede, DNS e gateway. O DHCP evita a
necessidade de configurar manualmente todas estas definições para cada computador, sendo todas
as definições geridas de forma central pelo administrador do sistema. No cluster TaranTux, quer o
endereçamento interno quer o externo são feitos feito de forma estática, sendo o endereço externo
determinado pela gestão de servidores da Universidade de Aveiro. A opção de endereçamento es-
tático para a rede interna, por sua vez, deve-se à reduzida dimensão do sistema e ao controlo local
pretendido.
Em termos de identificação de nomes e endereços dos nós na rede interna, assim como de
reconhecimento e autorização entre máquinas, é necessário começar pela configuração do ficheiro
/etc/hosts. Existe ainda a alternativa de utilização de um serviço DNS ou NIS, especialmente
se as dimensões do sistema o justificarem. Neste caso, em todos os nós é configurado o ficheiro
/etc/hosts:
127.0.0.1 localhost
10.0.0.1 head
10.0.0.101 wing01
10.0.0.102 wing02
...
10.0.0.113 wing13
5A IANA é a entidade responsável pela coordenação global de nomes de domínios, endereçamento IP e protocolos
de comunicação da internet.
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Para anular a necessidade de identificação com palavra-passe entre os nós do cluster é também
necessário utilizar o ficheiro /etc/hosts.equiv. Este ficheiro define os hosts equivalentes em
termos de segurança para acessos sem autenticação. Em redes genéricas, esta opção representaria
riscos acentuados em termos de segurança. Num cluster, em contrapartida, esta opção é válida
apenas na sua rede interna, sendo que as questões de segurança devem ser concentradas na ligação
à rede externa, onde todo o sistema se identifica como uma única máquina. Esta abordagem é
ainda um requisito do protocolo de acesso remoto rsh para comunicações e execuções livres no
interior do cluster. O ficheiro /etc/hosts.equiv deve existir em todos os nós do sistema e tem
uma configuração simples:
hosts.equiv
head
wing01
wing02
...
wing13
De forma muito semelhante surge ainda o ficheiro .rhosts. Este ficheiro deve ser colocado nos
directórios pessoais dos diversos utilizadores (/home/user) e no directório /root. É também
utilizado pelo protocolo rsh, permitindo ainda que os nós “confiem” num utilizador cujo login
tenha sido efectuado noutra máquina. Tem o seguinte formato:
.rhosts
head
head
wing01
wing02
...
wing13
É ainda necessário configurar os ficheiros inetd ou xinetd, dependendo da distribuição de Linux,
activando os comandos remote: rsh, rlogin e rcp. Estes comandos são importantes acima de tudo
por serem utilizados pelas bibliotecas de passagem de mensagens (MPI e/ou PVM). Para o efeito
é ainda necessário configurar o ficheiro /etc/securetty, de modo a autorizar ao utilizador root a
ligação através de diferentes dispositivos de terminal TTY (derivado de TeleTYpewriter). A ligação
do utilizador root é permitida na lista de terminais definida neste ficheiro, sendo bloqueada nos
outros. Segue-se um exemplo de um ficheiro /etc/securetty, que deverá também ser repetido em
todos os nós.
#/etc/securetty
tty1
tty2
tty3
tty4
rsh
rlogin
Será ainda necessário activar os serviços rsh, rlogin, ssh e rexec com o comando ntysysv. De
seguida, deve iniciar-se o daemon6 xinetd no directório /etc/rc.d/init.d (no openSUSE Linux,
/etc/init.d) com o comando ./xinetd restart, de modo a que o serviço seja activado a cada
vez que o sistema seja reiniciado. Estes serviços podem ainda ser activados utilizando o YaST (Yet
another Setup Tool), o sistema de instalação e gestão de sistema do openSUSE.
6Um daemon (Disk And Execution MONitor) é um programa informático responsável por executar processos
em segundo plano num sistema operativo.
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Outro elemento indispensável num cluster é o serviço NFS. Este serviço permite a criação de um
sistema remoto de armazenamento, em que ficheiros e directórios são partilhados através da rede
para serem utilizados remotamente por programas e utilizadores como se fossem locais. Assim,
qualquer nó pode aceder a informação que se encontra num disco central, neste caso o disco do
nó servidor, como se fosse uma pasta no seu disco local. O NFS exporta todos os directórios
definidos no serviço para os clientes remotos e estes integram estes directórios na sua estrutura
local. No cluster TaranTux o serviço NFS partilha os directórios /home e /usr/local, de modo
a que as pastas pessoais dos utilizadores sejam acessíveis a partir de qualquer nó, assim como
um conjunto de configurações, e acesso a programas e atalhos contidos no directório /usr/local.
Note-se ainda que, assim, elementos de configuração de utilizador como o ficheiro .rhosts são
automaticamente actualizados em todos os nós. Para activar o serviço NFS é necessário configurar
o nó servidor para exportar os directórios via rede e os nós clientes para montarem estas localizações
de armazenamento remoto na sua estrutura de armazenamento local. No nó servidor é necessário
acrescentar os directórios em causa e as definições associadas ao ficheiro /etc/exports. Neste
caso, acrescentaram-se as seguintes linhas:
/usr/local *(rw,no_root_squash)
/home *(rw,no_root_squash)
Entre outros marcadores possíveis, rw é utilizado para permitir leitura e escrita, e o marcador
no_root_squash para permitir o recurso a privilégios de superutilizador (root). É ainda necessário
iniciar o servidor NFS, o que pode ser feito através do YaST ou com os comandos ./nfs stop e
./nfs start no directório /etc/rc.d/init.d. Deve também configurar-se a activação automática
do servidor NFS, através do YaST ou através do gestor de serviços usando o comando chkconfig.
Depois do servidor activar o NFS, os clientes montam os directórios disponibilizados. Cada cliente
pede autorização ao servidor para montar as localizações que pretende, e este verifica se existem e
se foram efectivamente exportados, autorizando o acesso. O sistema de ficheiros pode ser montado
de forma manual, usando o comando mount para cada localização. Faz, no entanto, mais sentido
fazer uma montagem automática. A forma mais expedita de o fazer é acrescentando as localizações
na tabela do sistema de ficheiros, localizada no ficheiro /etc/fstab. Neste caso, em todos os nós,
basta acrescentar as seguintes linhas:
10.0.0.1:/usr/local /usr/local nfs rw,soft,intr 0 0
10.0.0.1:/home /home nfs rw,soft,intr 0 0
Neste ponto, os diferentes nós têm todas a configurações necessárias para comunicar livremente
entre si. Adicionalmente, este procedimento é suficiente para acrescentar um novo nó cliente, e
facultar a sua identificação e autorização.
Num sistema distribuído é importante que se garanta o sincronismo dos relógios dos diferentes
nós. Na realidade, os algoritmos de processamento paralelo e distribuído utilizados neste trabalho
executam processos de acordo com o relógio local. A sincronização de relógios torna-se assim útil
não só para a determinação de parâmetros de desempenho e verificação, mas também ao nível de
gestão de processos, sincronização de tarefas, etc. Este sincronismo pode ser garantido por um
serviço que, não sendo indispensável, é importante nesta aplicação. Utiliza-se para o efeito um
servidor NTP (Network Time Protocol). Recorre-se aqui a um servidor NTP externo para acertar
o relógio do nó servidor, funcionando este como servidor interno para sincronizar os relógios dos nós
clientes. Configura-se o ficheiro /etc/ntp.conf de modo a sincronizar com o servidor remoto (ou
com o próprio relógio) e fazer broadcast para os clientes, e configuram-se os clientes para utilizar
o nó servidor como servidor NTP. O ficheiro /etc/ntp.conf terá uma configuração para o nó
servidor semelhante a:
driftfile /var/lib/ntp/ntp.drift
server pool.ntp.org
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server 127.127.1.0
fudge 127.127.1.0 stratum 10
authenticate no
e para os nós clientes:
driftfile /var/lib/ntp/ntp.drift
server 10.0.0.1
authenticate no
É então necessário iniciar o daemon ntpd (ntp no openSUSE) no servidor e depois nos clientes,
utilizando o comando service ntp start.
Um elemento indispensável à utilização deste sistema para o tipo de computação paralela e
distribuída apresentado neste trabalho diz respeito à utilização de mecanismos de passagens de
mensagens. Como estes sistemas têm memória distribuída, é necessário proceder à transmissão de
dados e instruções entre os diferentes processos em execução. No cluster TaranTux utiliza-se a
biblioteca MPICH (1.2.7) [Gropp e Lusk 2005], uma implementação gratuita do padrão MPI 1 (vd.
Sec. 3.4). Em temos de instalação do MPICH, as operações a realizar são padronizadas. Depois de
configuradas as permissões e acessos rsh, basta seguir a instalação indicada pelo fornecedor. Neste
caso em particular, surgem algumas complexidades associadas à configuração e compilação com o
compilador de Fortran da Intel, devido à necessidade de compilar o MPICH com este compilador
em vez do compilador nativo de Fortran (GNU Fortran). Depois de instalar o compilador da Intel,
começa-se por associar os comandos F77 e F90 ao comando ifort (export F90=ifort e export
F77=ifort). Segue-se a configuração geral do MPICH7 para a instalação, com
#./configure −−prefix=/usr/local/mpich127 −−with-device=ch_p4
−−with−arch=linux
De seguida, executa-se o comando make, após o qual se deve verificar se foram criados os comandos
mpif77 e mpif90. As ferramentas descritas neste trabalho são compiladas utilizando mpif90,
que faz a compilação do código integrando o compilador original com a ligação aos comandos e
livrarias específicas da implementação do MPI (objectos compilados em C). Falta ainda a instalação
efectiva do MPICH, depois de devidamente compilado e configurado. Basta para isso executar
make install, forçosamente como administrador. Aconselha-se ainda, para garantir que todos os
utilizadores têm permissão para executar comandos MPI e que não é necessário fornecer todo o
path a cada execução, a introdução das seguintes instruções:
#/usr/local/mpich127/chmod -R 777 *
#/usr/local/bin/ln -sf /usr/local/mpich127/bin/mpirun mpirun
#/usr/local/bin/ln -sf /usr/local/mpich127/bin/mpif90 mpif90
#/usr/local/bin/ln -sf /usr/local/mpich127/bin/mpif77 mpif77
Falta apenas fornecer ao MPICH a lista dos nós a utilizar, através do ficheiro machines.LINUX
localizado no directório /usr/local/mpich127/share/ e realizar um teste básico de ligação exe-
cutando /usr/local/mpich127/sbin/tstmachines -v. A partir deste momento, é possível a
qualquer utilizador autorizado executar programas em paralelo utilizando o comando genérico
#mpirun -np np programa,
onde np corresponde ao número de processadores a utilizar. Para além desta declaração mínima,
destacam-se ainda pela sua utilidade parâmetros opcionais como, por exemplo, -nolocal, para que
o nó local não seja utilizado ou -machinefile ficheiro, usado para especificar os processadores a
utilizar. Note-se ainda que esta configuração disponibiliza ainda a alternativa mpiexec, equivalente
a mpirun.
7Na biblioteca MPICH, a definição ch_p4 é associada a ambientes de memória distribuída, com a alternativa
ch_shmem para memória partilhada.
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8.2.3 Monitorização e Gestão
Na configuração de sistemas de computação paralela e, em particular, de clusters Beowulf, o
desempenho e a sua optimização dependem largamente da sua monitorização e da forma como
é gerido. Por um lado, é essencial fazer a expedita detecção de erros ou problemas associados a
comunicações ou ao funcionamento de nós individuais. Por outro lado, uma correcta monitorização
pode fornecer informações essenciais relativamente a limitações de desempenho e orientar a sua
resolução. Mais ainda, a gestão de uma plataforma paralela pode tornar-se um trabalho árduo
se não acompanhada das ferramentas correctas. Os dois níveis mais importantes de gestão de
um cluster são os utilizadores e os recursos. É essencial que a gestão de contas, controlo de
permissões e acessos, e reserva de espaço de armazenamento sejam feitos de modo eficiente e
invisível, especialmente quando o número de utilizadores autorizados é considerável. A gestão
de recursos, por sua vez, vai ditar muito da eficiência, actuando ao nível da gestão de fila (no
sentido de queuing), selecção de nós, etc. Em qualquer dos casos, existem inúmeras aplicações que
permitem realizar estas tarefas. Existe também uma grande dispersão de características de cada
uma delas, desde o tipo de interface ao nível de controlo que permitem. A exploração exaustiva das
alternativas existentes a este nível divergem do âmbito deste trabalho, pelo que apenas se referem
brevemente as ferramentas open-source utilizadas no contexto da gestão do cluster TaranTux.
Uma das ferramentas de utilidade mais imediata é o programa bWatch (beowulf Watch). Este
programa, desenvolvido em Tcl/Tk por Jacek Radajewski, permite monitorizar todos os nós activos
de um cluster através de uma interface gráfica que mostra os parâmetros de funcionamento mais
importantes dos diversos nós. Funciona segundo o pressuposto de que qualquer máquina listada na
variável $listOfHosts é capaz de comunicar por rsh, utilizando comunicação remota para verificar
periodicamente o funcionamento de cada nó. Este script, invocado com bwatch.tcl, pode ser
executado por qualquer utilizador, desde que com autorização para comunicar via rsh. É necessário
fornecer ao programa a lista de nós pertencentes ao cluster. Isto é feito através da definição set
listOfHosts {mestre escravo1 . . . escravon} no ficheiro .bWatchrc.tcl (directório root ou
home, dependendo do tipo de utilizador).
Outro tipo de monitorização utilizada neste trabalho concerne a temperatura de alguns elemen-
tos de hardware do cluster TaranTux. Utiliza-se aqui uma livraria de funções de monitorização
de sistemas Linux chamada Lm-sensors. Incluída na distribuição utilizada, esta livraria contém
um conjunto de funções de ligação ao hardware controlador de diversos dispositivos e sensores,
dependentes da motherboard. Para a sua instalação, basta activar o package respectivo e executar
o comando sensors-detect como administrador. Este detecta todos os sensores suportados na
configuração de hardware em análise e cria um ficheiro de controlo sensors.conf. Note-se que
pode ser necessário fornecer ao serviço módulos adicionais de ligação ao hardware, normalmente
controlados no ficheiro etc/modules.conf. O serviço lmsensors é activado usando o gestor de
serviços do sistema e o seu funcionamento pode ser verificado através do comando sensors. Este
deverá fornecer informações acerca de temperaturas, nomeadamente dos núcleos do processador,
diferenças de potencial, velocidades de rotação de ventoinhas, etc. O serviço pode ainda ser confi-
gurado para escrever estas leituras num ficheiro predefinido com uma determinada frequência. Esta
configuração pode também ser feita através do programa nativo de monitorização ksysguard.
Ao nível da gestão de recursos, existem programas CMS (Cluster Management System) que
permitem adequar os recursos existentes à ordem e ao nível de necessidades dos processos sub-
metidos pelos utilizadores. Estes programas estabelecem ordens de execução (escalonamento ou
scheduling), filas de espera (queuing), fazem a selecção dos recursos, nomeadamente nós onde os
processos possam ser executados, estabelecem prioridades e monitorizam as execuções, fornecendo
informação actualizada ao administrador do sistema e aos utilizadores. Estas aplicações fornecem
serviços como:
• Execução de tarefas em modo batch;
• Controlo de aplicações paralelas com MPI ou PVM;
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• Sistema de interface com os utilizadores, permitido algum controlo sobre parâmetros e opções
de configuração da execução de processos;
• Utilização de pontos de controlo e eventual migração de processos em caso de falhas no
sistema;
• Balanceamento de carga, de modo a optimizar a utilização dos diferentes nós;
• Controlo de tempos de execução de tarefas;
• Serviços de verificação de estado actual;
• Serviços de ligação remota e autenticação segura.
No sistema aqui descrito, utiliza-se o gestor de recursos TORQUE com o Maui Cluster Scheduler.
Ambos são expansões do sistema original de gestão de recursos OpenPBS8. Este permite a utilização
de uma interface própria, com scripts e comandos que dizem ao sistema qual a configuração da
execução que se pretende. O sistema, por sua vez, faz toda a gestão da execução processo, decidindo
quando e onde deverá ser executado, e informando o utilizador do seu estado actual e da ocupação
do sistema.
Utiliza-se ainda um sistema de limitação de espaço de armazenamento, recorrendo à definição
nativa de user quota do openSUSE (serviço quota). Essencialmente, este serviço destina-se a
limitar o espaço ocupado em disco pela conta de cada utilizador. As quotas são geridas utilizador
a utilizador ou por grupos. Para a utilização deste serviço é necessário definir a sua actuação nos
sistemas de ficheiros adequados, no directório /home. Isto faz-se acrescentando as opções usrquota
e grpquota ao ficheiro etc/fstab (vd. Sec. 8.2.2.2). É ainda necessário criar ficheiros de gestão
de quotas (aquota.user, aquota.group), remontar a partição respectiva e iniciar o serviço. A
partir do momento em que este serviço está em funcionamento, a gestão de quotas pode ser feita
editando os limites através do comando edquota -u username para utilizadores ou edquota -u
group para grupos de utilizadores.
8.2.4 Âmbito de Utilização
O sistema aqui descrito é utilizado exclusivamente em ambiente académico. Este sistema serve
de base de desenvolvimento de ferramentas computacionais em processamento paralelo e tem con-
tribuído para a formação das pessoas envolvidas na sua gestão e configuração a diversos níveis.
No que concerne todas as questões associadas à configuração tanto do sistema operativo quanto
das diversas ferramentas utilizadas, utiliza-se sempre software livre. Especificamente ao nível do
cálculo paralelo, esta plataforma permite a realização de diversos ensaios e testes necessários nesta
temática. Mesmo à medida que o hardware se vai tornando obsoleto, uma inegável inevitabili-
dade no que concerne a equipamento informático, toda a análise de desempenho das mais variadas
ferramentas computacionais pode ser feita em termos relativos.
8.3 Considerações Adicionais
Apesar da constante evolução das plataformas e configurações de processamento a nível computa-
cional, os clusters Beowulf continuam a ser uma excelente aposta na relação custo/benefício. Ao
nível académico, permitem uma grande variedade de configurações, testes e tipos de análise, mesmo
com hardware menos actual. A maioria dos tipos de implementação permite avaliar desempenho
ao nível de speed-up e escalabilidade, com resultados ao nível da paralelização e da optimização do
código facilmente extrapoláveis para configurações mais potentes. Existe actualmente, no entanto,
8O OpenPBS, sigla de Open Portable Batch System, é um sistema opensource de gestão de recursos de sistemas
de computação paralela originalmente desenvolvido pela Beridian Systemas para a NASA no início dos anos 90.
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alguma migração para um tipo de paralelização mista, fruto da crescente capacidade de processa-
mento simultâneo de threads dos processadores actuais. Para além de núcleos com características
multithreading, a quantidade de núcleos por processador continua a crescer. Neste sentido, cada
nó adquire capacidade de computação paralela, numa arquitectura interna de memória partilhada.
Assim, a abordagem do desenvolvimento de sistemas e metodologias de computação paralela de
pequenas e médias dimensões deve ser revista, ponderando a separação interna de fluxo de instru-
ções e dados com a distribuição dos mesmos. Recorrendo a protocolos como o OpenMP é possível
paralelizar algoritmos de execução de forma automática e, numa primeira abordagem, relativa-
mente simples em termos de implementação de ciclos internos de um código. Em muitos casos, os
benefícios são por si só acentuados. Cada vez mais, a paralelização (em clusters com hardware de
Classe I) deve funcionar a dois níveis, aproveitando esses benefícios e complementando-os com a
componente de cálculo paralelo e distribuído de memória não-partilhada nos diferentes nós.
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Capítulo 9
Validação e Resultados Preliminares
Discutem-se os resultados de ensaios numéricos de teste e validação.
Analisa-se o desempenho do programa mainFRAN em diferentes
aplicações, com ênfase na optimização topológica e cálculo multiescala.
9.1 Introdução
O programa mainFRAN, desenvolvido ao longo deste trabalho, permite a resolução de uma varie-
dade de problemas de simulação numérica. Para além de problemas de termoelasticidade resolvidos
pelo método dos elementos finitos, pode ser uma ferramenta de avaliação de propriedades equiva-
lentes de materiais compósitos ou um programa de optimização topológica com diversos modos de
cálculo e inúmeras opções de processamento.
Na tabela 9.1 ilustra-se a estrutura geral do presente capítulo. Este apresenta a resolução de
problemas especificamente seleccionados para ilustrar o funcionamento do programa desenvolvido
em termos de optimização topológica, elemento principal no âmbito deste trabalho. Começa-se, no
entanto, por realizar alguns estudos de aplicação da metodologia de Homogeneização por Expansão
Assimptótica (HEA), cujo funcionamento é essencial ao nível dos procedimentos multiescala de op-
timização topológica aqui abordados. Mostram-se também a utilização de Células Representativas
Unitárias (CRU) de secção hexagonal, assim como exemplos de aplicação multiescala com locali-
zação. Apresentam-se depois problemas gerais de optimização topológica, incluindo aplicações em
termoelasticidade e de cálculo multiobjectivo, onde se inserem também problemas de condução de
calor. Neste ponto, os resultados apresentados sustentam a apresentação de resultados relacionados
com a optimização ao nível do material, conduzindo à secção de optimização topológica multies-
cala. Esta, por sua vez, divide-se em três subsecções distintas. Assim, apresentam-se aplicações de
optimização isolada do material constitutivo, de optimização macroestrutural com homogeneização
de materiais prescritos não-isotrópicos, e de optimização simultânea de estrutura e material, com
a optimização hierárquica.
Refira-se que ao nível da optimização topológica usam-se neste capítulo essencialmente proble-
mas bidimensionais. Estes permitem uma mais fácil percepção dos fenómenos numéricos que se
pretendem ilustrar, sendo a maioria das conclusões retiradas extrapoláveis para problemas tridi-
mensionais. No entanto, exemplos destes problemas são também apresentados sempre que se julga
conveniente.
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Tabela 9.1: Estrutura geral do capítulo Validação e Resultados Preliminares (Cap. 9).
Homogeneização por Expansão Assimptótica
∼ Análise de Propriedades de Materiais Compósitos
∼ Células Representativas Unitárias Hexagonais
∼ Cálculo Multiescala e Localização
Optimização Topológica
∼ Estudos Gerais
∼ SIMP e Implicações Numéricas
∼ Abordagem Aproximada
∼ Termoelasticidade
∼ Cálculo Multiobjectivo
Optimização Topológica Multiescala
∼ Optimização de Material
– Abordagem Local
– Homogeneização Inversa
∼ Optimização Macroestrutural
∼ Optimização Hierárquica em Elasticidade
9.2 Homogeneização por Expansão Assimptótica
A homogeneização por expansão assimptótica, abordada em detalhe nos Capítulos 6 e 7, é uma
metodologia que permite a análise do comportamento de materiais celulares e compósitos com
heterogeneidades periódicas. Por um lado, constitui uma ferramenta de cálculo de propriedades
equivalentes destes materiais. Por outro lado, integra a avaliação do material em procedimentos
multiescala, com a avaliação das heterogeneidades ao nível da microescala e o cálculo macroestru-
tural como se de um material homogéneo se tratasse. Nesta secção, atendendo ao facto de esta
metodologia ser de elevada importância na resolução dos problemas de optimização abordados neste
trabalho, procede-se à ilustração do seu funcionamento. Apresentam-se para o efeito exemplos 2-D
e 3-D, com células representativas unitárias quadradas e cúbicas convencionais, assim como com
CRU rectangulares e paralelipipédicas ou de secção hexagonal. Ilustra-se ainda o funcionamento
da metodologia inversa associada à HEA, designada usualmente por localização.
9.2.1 Análise de Propriedades de Materiais Compósitos
Uma das vantagens da homogeneização por expansão assimptótica é o facto de não depender de
distribuições de material específicas, desde que sejam periódicas. Assim, oferece uma elevada
flexibilidade no cálculo de propriedades equivalentes e informação constitutiva de materiais com-
pósitos e celulares. Esta característica permite ainda que os seus resultados sejam coerentes em
optimização topológica, independentemente da distribuição de material obtida. Para ilustrar o
funcionamento da HEA, analisa-se o comportamento termoelástico de um material compósito re-
forçado com fibras cilíndricas contínuas e unidireccionais. A célula representativa unitária (CRU)
utilizada apresenta-se esquematicamente na figura 9.1. No caso bidimensional, utiliza-se a geome-
tria correspondente ao plano x1Ox2, transversal à direcção longitudinal das fibras. Os casos aqui
apresentados correspondem a um Estado Plano de Tensão (EPT). Por um lado, face ao Estado
Plano de Deformação (EPD), permite que a análise aqui apresentada seja equivalente ao caso 3-D,
com matrizes constitutivas idênticas. Por outro lado, os problemas de optimização topológica 2-D
abordados neste trabalho são comummente relativos a placas de pouca espessura, coerentes com
estados planos de tensão [Dowling 1999,Hassani e Hinton 1999,Rozvany et al. 2006]. Note-se, no
entanto, que, enquanto a avaliação desta distribuição de constituintes em estado plano de defor-
mação aproxima o comportamento de compósitos reforçados com fibras contínuas, o estado plano
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de tensão tende a aproximar o comportamento de placas de pouca espessura com partículas de
reforço.
x3
x1 x2
Figura 9.1: Representação esquemática da célula representativa unitária de um material compósito
reforçado com fibras unidireccionais contínuas segundo um arranjo quadrado.
O material compósito estudado é constituído por uma matriz de alumínio (Al) e reforço de boro
(B), cujas propriedades termomecânicas são apresentadas na tabela 9.2 [Kenaga et al. 1987,Lonn-
berg et al. 1998,Teixeira-Dias 1999,Pinho-da-Cruz 2007]. As propriedades equivalentes (homoge-
neizadas) do material compósito são calculadas para uma fracção volúmica de reforço fr = 47%.
Realizam-se ensaios utilizando diferentes tipos de elementos lineares: (i) triângulos (TR3) e (ii)
quadriláteros (QD4), para o caso 2-D, e (iii) tetraedros (TT4) e (iv) hexaedros (HX8), para o caso
3-D. A utilização de elementos quadráticos garante uma menor dependência do grau de refinamento
da malha, mas não são apresentados nesta análise [Pinho-da-Cruz 2007,Oliveira et al. 2009a]. As
malhas utilizadas foram geradas respeitando análises de convergência de malha realizadas, con-
siderando a evolução da norma de Frobenius associada às matrizes constitutivas homogeneizadas
obtidas com cada tipo de elemento finito [Rizzo 1991,Oliveira et al. 2009a]. Note-se que na apli-
cação da HEA a convergência depende não só do número de graus de liberdade mas também do
número de elementos finitos. Isto deve-se ao facto de as matrizes homogeneizadas serem calculadas
como ponderações volúmicas das propriedades microestruturais corrigidas com os gradientes das
propriedades elementares na célula representativa unitária. Assim para além de um número de
Graus de Liberdade (GL) adequados a uma correcta aproximação, a HEA necessita de um nú-
mero de elementos suficiente para que as propriedades sejam correctamente ponderadas [Oliveira
et al. 2009a]. Mostra-se na figura 9.2 um exemplo de análise de convergência, com a evolução
relativa da norma da matriz de elasticidade Dh, ||Dh||, com o refinamento sucessivo para 5 malhas
de cada tipo de elementos finito. O comportamento aqui ilustrado é coerente com o observado para
as restantes matrizes constitutivas e propriedades equivalentes obtidas. Note-se que a convergência
para malhas bidimensionais é aparentemente mais rápida que para as tridimensionais. Isto deve-
se ao facto de, no problema em análise, o refinamento nos problemas 2-D se concentrar no plano
transversal à direcção longitudinal das fibras de reforço, traduzindo mais facilmente as heterogenei-
dades nesse plano. Na direcção longitudinal, a HEA tende a resultar em propriedades equivalentes
idênticas às da lei das misturas para associações de constituintes em paralelo, correspondente ao
limite analítico de Voigt [Voigt 1889,Oliveira et al. 2009a].
Constata-se uma reduzida dependência dos valores calculados face ao grau de refinamento de
malha. Em termos de grau de confiança dos resultados esta é uma importante constatação, visto
que, por questões de custo de processamento, as malhas de elementos finitos utilizadas nos proce-
dimentos de optimização topológica multiescala apresentados neste trabalho tendem a ser pouco
refinadas. Atendendo à rápida convergência de resultados, com variações inferiores a 1% face ao
refinamento anterior na generalidade dos parâmetros avaliados, optou-se pelas malhas apresenta-
das na figura 9.3 para proceder à análise de resultados. Estas apresentam boas aproximações e
são refinadas o suficiente para uma correcta ilustração gráfica de resultados. São constituídas por
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Tabela 9.2: Propriedades termoelásticas da matriz (m) e reforço (r) do material compósito de
alumínio reforçado com fibras de boro.
Propriedade Valor
Módulo de elasticidade da matriz, Em [GPa] 68,3
Coeficiente de Poisson da matriz, νm [-] 0,3
Coeficiente de condutividade térmica da matriz, km [Wm−1K−1] 171
Coeficiente de expansibilidade térmica da matriz, αm [K−1] 23× 10−6
Módulo de elasticidade do reforço, Er [GPa] 379,3
Coeficiente de Poisson do reforço, νr [-] 0,1
Coeficiente de condutividade térmica do reforço, km [Wm−1K−1] 27, 4
Coeficiente de expansibilidade térmica do reforço, αm [K−1] 6, 4× 10−6
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Figura 9.2: Evolução da norma da matriz de elasticidade homogeneizada, ||Dh||, com o refinamento
das malhas de elementos finitos utilizadas.
4300 elementos triangulares (Fig. 9.3(a)), 4500 elementos quadrangulares (Fig. 9.3(b)), 20332
elementos tretraédricos (Fig. 9.3(c)) e 20480 elementos hexaédricos (Fig. 9.3(d)).
Verifica-se que os materiais analisados têm um comportamento ortotrópico. Um material orto-
trópico tem propriedades que dependem da sua orientação, sendo válidas para um sistema de três
planos de simetria — x1Ox2, x2Ox3 e x1Ox3 (vd. Fig. 9.1) [Dowling 1999]. Verifica-se ainda que
o material aqui estudado corresponde a um caso especial de material ortotrópico, definido como
tetragonal, com uma matriz de elasticidade
Dh =
⎡⎢⎢⎢⎢⎢⎢⎣
Dh11 D
h
12 D
h
31 0 0 0
Dh12 D
h
11 D
h
31 0 0 0
Dh31 D
h
31 D
h
33 0 0 0
0 0 0 Dh44 0 0
0 0 0 0 Dh55 0
0 0 0 0 0 Dh55
⎤⎥⎥⎥⎥⎥⎥⎦ . (9.1)
Este material tem um comportamento próximo do de um material transversalmente isotrópico,
mas a aparente isotropia no plano transversal à direcção longitudinal das fibras é também depen-
166
Homogeneização por Expansão Assimptótica
(a) (b) (c) (d)
Figura 9.3: Representação das malhas de elementos finitos seleccionadas para análise. Células re-
presentativas unitárias 2-D, discretizadas em (a) triângulos e (b) quadriláteros, e 3-D, discretizadas
com (c) tetraedros e (d) hexaedros.
dente da orientação1 [Banks-Sills et al. 1997]. Isto encontra-se ilustrado nos gráficos de isotropia
da figura 9.4, onde se mostra, no plano transversal, a dependência do coeficiente de elasticidade
transversal com a orientação para (a) um caso isotrópico e (b) o caso presente. O comportamento
ortotrópico deste material reflecte-se também no seu comportamento termomecânico e no compor-
tamento térmico, resultando em propriedades equivalentes também dependentes das orientações.
Em qualquer caso é possível obter as propriedades equivalentes a partir das respectivas matrizes
constitutivas. Enquanto a matriz de condutividade térmica homogeneizada fornece automatica-
mente o coeficiente de condutividade térmica homogeneizado, para cada direcção, na diagonal
da matriz de condutividade térmica, o caso mecânico necessita de alguma manipulação matemá-
tica. A inversão da matriz de elasticidade Dh resulta, para um material tetragonal, na matriz de
flexibilidade homogeneizada
Sh =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1
E11
−ν12
E11
−ν31
E33
0 0 0
−ν12
E11
1
E11
−ν31
E33
0 0 0
−ν31
E33
−ν31
E33
1
E33
0 0 0
0 0 0 1G12 0 0
0 0 0 0 1G31 0
0 0 0 0 0 1G31
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (9.2)
de onde é possível retirar as propriedades mecânicas homogeneizadas. E33 e E11 são os módulos de
elasticidade relativos às direcções longitudinal e transversal das fibras de reforço, respectivamente.
G31, ν31, G12 e ν12 são os módulos de corte e coeficientes de Poisson associados às direcções 3–1
e 1–2, respectivamente. Os coeficientes de expansibilidade térmica homogeneizados, por sua vez,
são obtidos através da multiplicação da matriz de flexibilidade homogeneizada pelo vector homo-
geneizado dos módulos térmicos (vd. Eq. 7.40). Refira-se que em problemas 2-D, considerando o
plano transversal à direcção longitudinal das fibras (x1Ox2), as matrizes correspondentes podem
ser obtidas por supressão das linhas e colunas relativas a esta direcção (Ox3). No caso da matriz
de flexibilidade, corresponde neste caso a um estado plano de tensão.
A manipulação das componentes associadas aos diversos vectores e matrizes homogeneizados
permite o cálculo de propriedades homogeneizadas do material compósito estudado. As proprieda-
des elásticas2 são resumidas na tabela 9.3, juntamente com resultados numéricos (N), de previsão
1Um material transversalmente isotrópico tem apenas duas propriedades independentes no plano de isotropia,
onde Dh44 =
Dh11−Dh12
2
.
2Note-se que o coeficiente de Poisson νij está relacionado fisicamente com uma contracção na direcção j quando
existe uma tracção na direcção i. Os restantes coeficientes de Poisson podem calcular-se como
(
νij
Ei
=
νji
Ej
)
.
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Figura 9.4: Gráficos de anisotropia plana, com a variação do coeficiente de elasticidade transversal
com a orientação, para (a) um material isotrópico e (b) um material tetragonal.
analítica (A) e experimentais (E) [Kenaga et al. 1987]. Xia et al. [Xia et al. 2003] apresentam
resultados numéricos obtidos com uma combinação do método dos elementos finitos com condições
de fronteira de periodicidade explícitas baseadas nos modelos micromecânicos desenvolvidos por
Suquet [Suquet 1987]. Sun e Vaidya [Sun e Vaidya 1996] apresentam resultados numéricos basea-
dos na conjugação de princípios de energia de deformação equivalente com o método dos elementos
finitos, apresentando resultados quer para distribuições quadradas (SQR) quer para distribuições
hexagonais (HEX) de fibras de reforço. Pinho-da-Cruz [Pinho-da-Cruz 2007,Oliveira et al. 2009a]
apresenta resultados numéricos utilizando também a homogeneização por expansão assimptótica,
com malhas de elementos finitos tetraédricos. Por outro lado, os resultados de previsão analítica
de Whitney e Riley [Whitney e Riley 1966] são baseados em métodos de ponderação energética
derivados da teoria clássica da elasticidade. Os resultados analíticos apresentados por Sun and
Chen [Sun e Chen 1991] e Chamis [Chamis 1984], por sua vez, são baseados em modelos micro-
mecânicos envolvendo condições de continuidade e de equilíbrio de forças. Verifica-se em primeiro
lugar que os valores obtidos com elementos tetraédricos (TT4) são praticamente coincidentes com
os resultados de Pinho-da-Cruz [Pinho-da-Cruz 2007]. Por outro lado, os resultados obtidos para
os módulos de elasticidade com elementos finitos hexaédricos são ligeiramente inferiores aos obtidos
com elementos tetraédricos. Constata-se, no entanto, que as diferenças são reduzidas, verificando-
se que os sucessivos refinamentos de malha com elementos hexaédricos tendem gradualmente para
os resultados correspondentes a tetraedros, menos sensíveis a refinamentos de malha na HEA. Este
tipo de tendência verifica-se também entre elementos triangulares e quadrangulares. Em termos
absolutos, os valores obtidos nos casos 2-D apresentam-se geralmente inferiores aos 3-D. Estas
diferenças poder-se-ão dever à consideração de um estado plano de tensão. Esta opção permite a
utilização do mesmo tipo de cálculo de propriedades equivalentes, utilizando formas simplificadas
das matrizes tridimensionais. No entanto, modelos de EPT tendem para previsões mais flexíveis
que os obtidos para a definição 3-D. A utilização de EPT, por conseguinte, aproxima melhor o com-
portamento de placas finas reforçadas, explicando as diferenças obtidas. O recurso a um EPD, por
sua vez, tende usualmente para respostas mais rígidas que os modelos 3-D correspondentes [Bo¨hm
2012]. Considerando os valores obtidos para elementos tetraédricos, os resultados da HEA cons-
tituem boas aproximações aos resultados experimentais. As diferenças ao nível dos módulos de
Young são reduzidas. Por sua vez, o erro associado aos coeficiente de Poisson ν31 é mais elevado.
No entanto, este facto é coerente com as restantes aproximações.
Os resultados de previsão de propriedades termoelásticas e térmicas do material compósito,
por sua vez, são apresentados na tabela 9.4. Estes são aqui comparados com os limites de Voight-
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Tabela 9.3: Resultados da avaliação numérica (N) – segundo um arranjo quadrado –, analítica (A)
e experimental (E) das propriedades elásticas de um material compósito de matriz de alumínio
reforçado com fibras cilíndricas de boro (47% vol.).
Resultados E33 [GPa] E11 [GPa] ν31 [-] ν12 [-]
N — AEH QD4 — 132,4 — 0,209
N — AEH TR3 — 133,9 — 0,209
N — AEH HX8 212,0 141,3 0,195 0,255
N — AEH TT3 214,4 144,5 0,195 0,251
N — Pinho-da-Cruz 214,6 144,5 0,19 0,25
N — Sun e Vaidya (SQR) 215 144 0,19 0,29
N — Sun e Vaidya (HEX) 215 136,5 0,19 0,34
N — Xia et al. 214 143 0,195 0,253
A — Sun e Chen 214 135 0,19 —
A — Chamis 214 156 0,20 0,31
A — Whitney e Riley 215 123 0,19 —
E — Kenaga et al. 216 140 0,29 —
Reuss [Voigt 1889,Reuss 1929] e o modelo de Fahmy e Ragai [Fahmy e Ragai 1970] para o coeficiente
de expansibilidade térmica. Este modelo analítico foi desenvolvido para a previsão do comporta-
mento de compósitos de matriz metálica com reforço de partículas. Note-se que a influência das
propriedades mecânicas e a consequente geração de tensões de origem térmica entre materiais
constituintes leva a que os coeficientes de expansibilidade térmica equivalentes sejam de difícil pre-
visão, divergindo de previsões dadas por leis de misturas como as de Voight-Reuss [Fahmy e Ragai
1970,Gibiansky e Torquato 1997]. Os módulos de condutividade térmica transversal são compara-
dos com os limites superior (sup) e inferior (inf) de Hashin e Shtrikman [Hashin e Shtrikman 1962],
para compósitos reforçados com partículas, e com o modelo de previsão de Gutman et al. [Gutman
et al. 1981], desenvolvido com base em teorias de célula unitária para arranjos periódicos de fibras
contínuas unidireccionais. Analisando os resultados obtidos, verifica-se antes de mais que os valores
obtidos numericamente para a condutividade térmica são muito próximos, especialmente no caso
2-D. Neste caso, a ausência de componentes não-diagonais de condutividade térmica, ao contrário
do que ocorre no comportamento elástico com o coeficiente de Poisson, poderá explicar o facto de
os resultados dos problemas 2-D de aproximarem dos resultados dos problemas 3-D. Verifica-se que
estes valores se encontram aproximadamente dentro dos limites de Voight-Reuss, correspondentes
a associações de constituintes em série e em paralelo, respectivamente. Verifica-se ainda que, como
esperado, a existência de fases contínuas na direcção longitudinal das fibras leva a que os valo-
res homogeneizados encostem ao limite superior de Voight, para associações em paralelo [Korab
et al. 2002]. Em termos transversais, por sua vez, os valores obtidos encontram-se dentro dos
limites teóricos previstos e muito próximos da previsão de Gutman et al. [Gutman et al. 1981]. A
análise dos coeficientes de expansibilidade térmica é mais complexa. O seu cálculo depende não só
das propriedades dos constituintes mas também da matriz de elasticidade homogeneizada. É por
esta razão que os valores obtidos para os casos 2-D são bastante diferentes dos 3-D. O facto de se
utilizar um modelo de estado plano de tensão leva mais uma vez a uma redução da rigidez do ma-
terial, reflectindo-se também na sua dilatação efectiva. Note-se que os problemas 3-D resultam em
limites que excedem ligeiramente os limites correspondentes de Voight-Reuss. Em contrapartida,
os casos 2-D resultam em coeficientes de expansibilidade térmica homogeneizados que diferem em
apenas 1,1% da previsão analítica de Fahmy e Ragai, coerente com uma aproximação de EPT a
um modelo de previsão que considera partículas de reforço.
As diversas propriedades homogeneizadas apresentadas são calculadas com base nos gradientes
dos correctores respectivos. Os campos característicos definidos com base nos correctores consti-
tuem uma medida da heterogeneidade microestrutural do material compósito [Chung 1999] e são
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Tabela 9.4: Resultados da avaliação numérica (N) – segundo um arranjo quadrado – e analítica
(A) de propriedades termoelásticas e térmicas de um material compósito de matriz de alumínio
reforçado com fibras cilíndricas de boro (47% vol.).
Resultados α1 [10−6K−1] α2 [10−6K−1] k11 [Wm−1K−1] k22 [Wm−1K−1]
N — AEH QD4 — 13,88 — 83,07
N — AEH TR3 — 13,88 — 83,72
N — AEH HX8 9,640 16,00 102,0 82,52
N — AEH TT3 9,661 15,99 103,9 84,38
A — Voight (sup) 15,20 15,20 103,5 103,5
A — Reuss (inf) 10,36 10,36 49,38 49,38
A — Fahmy e Ragai 14,04 14,04 — —
A — HSsup — — — 91,75
A — HSinf — — — 69,19
A — Gutman — — — 85,90
indicativos da influência das heterogeneidades do material no seu comportamento. São também
indicativos da coerência entre as diferentes aplicações da HEA como efectivamente representati-
vas do comportamento do mesmo material. Nas figuras 9.5 e 9.6 apresentam-se os deslocamentos
característicos, campo de coeficientes característicos de dilatação linear efectiva e deslocamentos
termocaracterísticos das CRU bi- e tridimensionais, respectivamente. Estes são os resultados de 3
(2-D) e 6 (3-D) sistemas de equações do problema mecânico, 1 sistema de equações do problema ter-
momecânico, e 2 (2-D) e 3 (3-D) sistemas de equações do problema térmico, respectivamente. Cada
um corresponde a uma coluna dos correctores χ, Ψ e Υ. Cada uma destas colunas é a resposta
à coluna correspondente da matriz FD, do vector Fβ e da matriz Fk, respectivamente (vd. Eqs.
7.32, 7.33 e 7.31). Estes apresentam-se nas figuras 9.7 e 9.8 para os casos bi- e tridimensional,
respectivamente.
(a) (b) (c) (d) (e)
Figura 9.5: Deslocamentos característicos – modos normais (a) χ11 e (b) χ22, e modo de corte (c)
χ12 –, campo de coeficientes característicos de dilatação linear efectiva – (d) Ψ – e deslocamentos
termocaracterísticos – (e) Υ – de uma CRU 2-D quadrada discretizada com elementos finitos
quadrangulares.
Note-se que a periodicidade dos correctores é perfeitamente garantida, como se pode constatar
na figura 9.9. Mostra-se aqui, a título de exemplo, os modos próprios χ12, usando uma repetição
de 4 CRU em 2-D e 8 CRU em 3-D
Para além do funcionamento geral da HEA, apresentado anteriormente commalhas estruturadas
e não-estruturadas, com CRU cúbicas (3-D) e quadradas (2-D), os procedimentos desenvolvidos
permitem o processamento de CRU com geometrias paralelipipédicas (3-D) ou rectangulares (2-
D). Mostra-se que, desde que representativas da mesma microestrutura, diferentes CRU podem
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(a) (b) (c) (d) (e) (f)
(g) (h)
Figura 9.6: Deslocamentos característicos – modos normais (a) χ11, (b) χ22 e (c) χ33, e modos de
corte (d) χ12, (e) χ23 e (f) χ13 –, campo de coeficientes característicos de dilatação linear efectiva
– (g) Ψ – e deslocamentos termocaracterísticos – (h) Υ – de uma CRU 3-D cúbica discretizada
com elementos finitos hexaédricos.
(a) (b) (c) (d) (e)
Figura 9.7: Representação vectorial dos campos de solicitações (a-c) mecânicas características,
FD, (d) termoelastocaracterística, Fβ , e (e) termocaracterística, Fk, de uma CRU 2-D quadrada
discretizada com elementos finitos quadrangulares.
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(a) (b) (c) (d) (e) (f)
(g) (h)
Figura 9.8: Representação vectorial dos campos de solicitações (a-e) mecânicas características,
FD, (d) termoelastocaracterística, Fβ, e (e) termocaracterística, Fk, de uma CRU 3-D cúbica
discretizada com elementos finitos hexaédricos.
(a) (b)
Figura 9.9: Y-periodicidade dos deslocamentos característicos, com ilustração dos modos de corte
(a) χ12 para uma CRU 2-D e (b) χ13 para uma CRU 3-D.
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ser utilizadas para a obtenção das mesmas propriedades equivalentes [Oliveira et al. 2008]. Neste
sentido, apresentam-se exemplos de CRU 3-D discretizadas com malhas não-periódicas e não-
-estruturadas, mas representativas da mesma microestrutura analisada anteriormente (CRU C3T).
As geometrias utilizadas apresentam-se nas figuras 9.10, juntamente com uma CRU do problema
anterior como referência. Note-se que a CRU C4 tem o dobro das dimensões das outras, sendo
equivalente a 8 CRU das anteriores.
(a) (b) (c) (d)
Figura 9.10: Representação de CRU 3-D alternativas para o mesmo arranjo quadrado de fibras
contínuas unidireccionais de reforço (fr = 47%): (a) C1, (b) C2, (c) C3 e (d) C4.
Os resultados obtidos para os problema apresentados resumem-se na tabela 9.5, comparando o
erro relativo das normas das matrizes constitutivas calculadas com a HEA relativamente à obtida
anteriormente. Aproximações da mesma ordem são obtidas para as diversas componentes das
matrizes homogeneizadas, demonstrando que a HEA se apresenta como um método de avaliação
de propriedades preciso desde que as CRU sejam representativas do material em análise. Verifica-
-se ainda que a dimensão característica das heterogeneidades do material, na formulação utilizada,
não é relevante. Note-se que, recorrendo apenas a correctores de primeira ordem na HEA, o factor
 de relação entre escalas não aparece explicitamente na formulação do método. Os resultados
apresentados significam também que os procedimentos desenvolvidos são flexíveis o suficiente para
processar diferentes tipos de CRU sem perder o seu carácter automático e sem prejuízo da qualidade
dos resultados.
Tabela 9.5: Erro absoluto das normas das matrizes constitutivas homogeneizadas em comparação
com a CRU de referência (C3T).
RUC C1 C2 C3 C4
Erro ||Dh|| [%] 0,09 0,23 0,00 0,19
Erro ||βh|| [%] 0,67 0,35 0,17 0,18
Erro ||kh|| [%] 0,00 0,02 0,01 1,08
Mostram-se na figura 9.11 ilustrações de periodicidade, utilizando 4 CRU. Estas são indicativas
de que os correctores obtidos são representativos das mesmas heterogeneidades do material, apesar
de resultarem de unidades representativas diferentes.
9.2.2 Células Representativas Unitárias Hexagonais
Na sequência dos resultados anteriores, pretende-se aqui ilustrar a flexibilidade desta implemen-
tação do método da homogeneização por expansão assimptótica na utilização de células represen-
tativas unitárias menos comuns. Neste sentido, desenvolveram-se módulos de avaliação de malha,
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(a) (b) (c) (d)
Figura 9.11: Y-periodicidade dos deslocamentos característicos, com ilustração do modos de corte
χ13, para as CRU alternativas (a) C1, (b) C2, (c) C3 e (d) C4.
associação de graus de liberdade e geração automática de condições de fronteira para permitir
a utilização de CRU do tipo prisma hexagonal regular (3-D) ou hexagonais (2-D), para além das
CRU cúbicas ou paralelipipédicas apresentadas anteriormente [Oliveira et al. 2009b]. Para o efeito,
analisa-se novamente um material compósito de alumínio reforçado com fibras unidireccionais de
boro (fr = 0,47). As propriedades são as apresentadas anteriormente na tabela 9.2. A distribuição
de reforço, no entanto, segue um arranjo hexagonal em vez do arranjo quadrangular apresentado.
Esta é representada na figura 9.12, onde se podem ver também as CRU alternativas utilizadas,
com bases quer hexagonais quer rectangulares [Oliveira et al. 2009b].
(a)
x3
x1 x2
(b)
Figura 9.12: Representação (a) de células representativas unitárias alternativas para a microes-
trutura de um material compósito com arranjo hexagonal de fibras continuas unidireccionais de
reforço e (b) da CRU prismática hexagonal regular utilizada.
Utilizam-se novamente malhas estruturadas periódicas e não-estruturadas não-periódicas, bi- e
tridimensionais. Opta-se por apresentar apenas dois tipos de CRU, ilustrando-se nas figuras 9.13
exemplos de malhas regulares utilizadas. Estas foram geradas respeitando análises de conver-
gência de malha [Rizzo 1991]. Neste sentido, utilizaram-se malhas de 7494 triângulos (H2T) e
5760 quadriláteros (H2Q) em CRU 2-D hexagonais, 6142 triângulos (P2T) e 6200 quadriláteros
(P2Q) em CRU 2-D rectangulares, 22141 tetraedros (H3T) e 22500 hexaedros (H3H) em CRU 3-D
prismáticas hexagonais regulares, 14583 tetraedros (P3T) e 15500 hexaedros (P3H) em CRU 3-D
paralelipipédicas.
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(a) (b) (c) (d)
Figura 9.13: Representação das malhas de elementos finitos seleccionadas para análise. Ilustra-
ção de células representativas unitárias: (a) hexagonal, (b) rectangular, (c) prismática hexagonal
regular e (d) paralelipipédica, discretizadas com malhas regulares de (a,b) quadriláteros e (c,d)
hexaedros.
Os resultados obtidos revelam um comportamento do tipo ortotrópico. Adicionalmente, de
modo coerente com o tipo de microestrutura estudada, verifica-se que a matriz de elasticidade
corresponde ao caso particular de comportamento ortotrópico em que não existe dependência da
orientação no plano ortogonal à direcção longitudinal das fibras (vd. Fig. 9.4). Assim, o material
apresenta um comportamento transversalmente isotrópico, também chamado de hexagonal [Mavko
et al. 1998,Dowling 1999,Rand e Rovenski 2005]. A matriz de flexibilidade homogeneizada mantém
a forma apresentada na equação 9.2, mas, neste caso, com apenas duas propriedades independentes
no plano de isotropia (ν12 e E11).
Na tabela 9.6 mostram-se as propriedades elásticas homogeneizadas – módulos de elasticidade
longitudinal e transversal, e coeficientes de Poisson associados – obtidas com as diferentes discre-
tizações. Mostram-se resultados numéricos de HEA para problemas 2-D e 3-D, com distribuições
hexagonais de reforço. Estes valores são comparados com outros resultados de previsão numérica
(N) e analítica (A), assim como com resultados experimentais (E) [Kenaga et al. 1987]. Verifica-
-se que os valores obtidos para diferentes geometrias de célula representativa unitária são muito
aproximados. As propriedades elásticas calculadas têm, no entanto, algumas diferenças. No que
diz respeito ao módulo de elasticidade longitudinal, E33, verifica-se que os valores obtidos são in-
feriores, ainda que com diferenças reduzidas, ao valor estimado para arranjos quadrados e para
os valores experimentais (vd. Tab. 9.3). Os valores do módulo de elasticidade transversal, E11,
são mais baixos que os resultados obtidos para arranjos quadrados [Huang et al. 2008], tal como
mostram os valores obtidos por Sun e Vaidya [Sun e Vaidya 1996]. Este facto deve-se ao tipo de
comportamento do material, tetragonal no caso dos arranjos quadrados e transversalmente iso-
trópico no arranjo hexagonal. Neste caso, a diferença para os valores experimentais é de 4,4%.
Mais uma vez, os valores obtidos para os coeficientes de Poisson apresentam diferenças superiores.
O coeficiente de Poisson longitudinal-transversal (ν31) apresenta valores semelhantes às restantes
previsões. Verifica-se, no entanto, que as previsões do coeficiente de Poisson transversal-transver-
sal (ν12) tendem para valores superiores aos limites numéricos dos coeficientes correspondentes dos
materiais constituintes [Huang et al. 2008], tendência apresentada também pelos resultados de Sun
e Vaidya [Sun e Vaidya 1996]. Nos casos 2-D isto não acontece, porém, são claramente superiores
aos correspondentes a arranjos 2-D quadrados. Verifica-se ainda que as CRU 2-D rectangulares
(P2Q e P2T) resultam em módulos de elasticidade transversais inferiores a qualquer um dos ca-
sos estudados. Note-se que, à semelhança dos estudos anteriores e com a excepção do módulo
de elasticidade longitudinal do problema P3T, as malhas não-estruturadas tendem a resultar em
respostas mais rígidas que as malhas estruturadas, tanto em problemas bi- quanto tridimensio-
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nais. Refira-se ainda que as diferenças entre os resultados da HEA, para ambos os arranjos de
fibras reforço, e os experimentais, podem advir do facto da modelação numérica não contemplar a
distribuição irregular das fibras de reforço, factor que influencia maioritariamente as propriedades
transversais. Adicionalmente, factores como defeitos microestruturais ou questões de aderência
entre constituintes acentuam estas diferenças [Pinho-da-Cruz 2007].
Tabela 9.6: Resultados da avaliação numérica (N) – segundo um arranjo hexagonal –, analítica
(A) e experimental (E) das propriedades elásticas de um material compósito de matriz de alumínio
reforçado com fibras cilíndricas de boro (47% vol.).
Resultados E33 [GPa] E11 [GPa] ν31 [-] ν12 [-]
N — H2Q — 130,9 — 0,252
N — H2T — 133,8 — 0,251
N — P2Q — 125,0 — 0,257
N — P2T — 125,4 — 0,257
N — H3H 210,1 130,0 0,195 0,310
N — H3T 212,4 133,9 0,195 0,302
N — P3H 215,3 133,1 0,195 0,310
N — P3T 213,1 134,3 0,195 0,301
N — Sun e Vaidya (SQR) 215 144 0,19 0,29
N — Sun e Vaidya (HEX) 215 136,5 0,19 0,34
N — Xia et al. 214 143 0,195 0,253
A — Sun e Chen 214 135 0,19 —
A — Chamis 214 156 0,20 0,31
A — Whitney e Riley 215 123 0,19 —
E — Kenaga et al. 216 140 0,29 —
Por sua vez, propriedades termoelásticas e térmicas homogeneizadas são apresentadas na ta-
bela 9.7. Neste caso, os valores obtidos para as diversas propriedades efectivas são muito próximas
dos obtidos para arranjos quadrados, verificando-se assim que a alteração para um arranjo hexago-
nal de fibras tem pouca influência nas propriedades obtidas. Isto deve-se ao facto de se continuar
a ter uma fase contínua de matriz com uma distribuição regular de reforço, o que acaba por
se traduzir numa aproximação entre comportamento tetragonal e transversalmente isotrópico em
propriedades sem componentes não-diagonais.
À semelhança do apresentado anteriormente, as propriedades homogeneizadas são calculadas
com base nos gradientes dos correctores χ, Ψ e Υ. Estes são ilustrados nas figuras 9.14 e 9.15
para os casos 2-D e 3-D, respectivamente. Note-se que correspondem aos mesmos modos próprios,
mostrando que, apesar de se utilizarem CRU diferentes e arranjos diferentes, traduzem de forma
equivalente as heterogeneidades do material.
Ilustra-se ainda a periodicidade das CRU hexagonal e prismática hexagonal regular na fi-
gura 9.16. Representam-se aqui os modos de cortes χ13 para arranjos de 4 (2-D) e 8 (3-D) células
vizinhas e discretizações com elementos finitos quadriláteros e hexaédricos, respectivamente.
9.2.3 Cálculo Multiescala e Localização
Apresenta-se ainda, a título de exemplo, um problema geral de termoelasticidade multiescala com
recurso à homogeneização por expansão assimptótica. O objectivo dos resultados apresentados é
ilustrar o procedimento de localização, usualmente pouco abordado e representando uma das gran-
des vantagens da HEA. Representa-se esquematicamente na figura 9.17 o problema resolvido para
os casos 2-D e 3-D. São aqui impostas restrições de temperatura (T¯ = Tref = 298 K) nas paredes
laterais e prescritos fluxos superficiais de calor por condução na direcção normal. Na discretização
do problema macroestrutural utilizaram-se malhas estruturadas de 2500 elementos quadriláteros e
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Tabela 9.7: Resultados da avaliação numérica (N) – segundo um arranjo hexagonal – e analítica
(A) de propriedades termoelásticas de um material compósito de matriz de alumínio reforçado com
fibras cilíndricas unidireccionais contínuas de boro (47% vol.).
Resultados α1 [10−6K−1] α2 [10−6K−1] k11 [Wm−1K−1] k22 [Wm−1K−1]
N — H2Q — 14,15 — 82,82
N — H2T — 14,14 — 84,29
N — P2H — 13,92 — 84,37
N — P2T — 13,90 — 84,23
N — H3H 9,631 16,05 101,6 82,66
N — H3T 9,705 16,03 104,2 85,57
N — P3H 9,631 16,05 104,1 84,68
N — P3T 9,669 16,02 104,2 85,55
A — Voight (sup) 15,20 15,20 103,5 103,5
A — Reuss (inf) 10,36 10,36 49,38 49,38
A — Fahmy e Ragai 14,04 14,04 — —
A — HSsup — — — 91,75
A — HSsup — — — 69,19
A — Gutman — — — 85,90
(a) (b) (c) (d) (e)
Figura 9.14: Deslocamentos característicos – modos normais (a) χ11 e (b) χ22, e modo de corte (c)
χ12 –, campo de coeficientes característicos de dilatação linear efectiva – (d) Ψ – e deslocamentos
termocaracterísticos – (e) Υ – de uma CRU 2-D hexagonal discretizada com elementos finitos
quadrangulares.
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(a) (b) (c) (d) (e) (f)
(g) (h)
Figura 9.15: Deslocamentos característicos – modos normais (a) χ11, (b) χ22 e (c) χ33 e modos de
corte (d) χ12, (e) χ23 e (f) χ13 –, campo de coeficientes característicos de dilatação linear efectiva
– (g) Ψ – e deslocamentos termocaracterísticos – (h) Υ – de uma CRU 3-D hexagonal discretizada
com elementos finitos hexaédricos.
(a) (b)
Figura 9.16: Y-periodicidade dos deslocamentos característicos, com ilustração dos modos de corte
(a) χ12 para uma CRU hexagonal (2-D) e (b) χ13 para uma CRU prismática hexagonal regular
(3-D).
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5488 elementos hexaédricos para os problemas bi- e tridimensionais, respectivamente. As células
representativas unitárias utilizadas são as apresentadas nas secções anteriores.
TT
q
q
(a)
T
T
q
q
(b)
Figura 9.17: Representação esquemática de um problema de termoelasticidade. Definição (a) bi-
e (b) tridimensional.
O método de HEA fornece equações explícitas para a determinação dos níveis microestruturais
de fluxo superficial de calor por condução, de tensão e de deformação. Estas equações sobrepõem
aos campos macroestruturais (homogéneos) as oscilações induzidas pelas heterogeneidades microes-
truturais. Note-se que, como se ilustra na figura 9.18 para os campos vectoriais de fluxo superficial
de calor por condução de um elemento da macroescala, se o material de base é homogéneo, os
resultados da localização deverão ser idênticos aos campos homogéneos macroestruturais. Verifica-
se neste caso que os campos localizados correspondem a uma distribuição homogénea do campo
macroestrutural. No entanto, quando a estrutura é constituída por um material heterogéneo, os
campos macroestruturais são na realidade campos médios (homogeneizados) dos campos reais he-
terogéneos, obtidos por localização. Neste contexto, mostram-se nas figuras 9.19 a 9.22 resultados
de localização obtidos com a resolução do problema multiescala termoelástico, para problemas
2-D e 3-D, com arranjos quadrados e hexagonais de reforço. A localização é feita em dois ele-
mentos exemplificativos, a partir de um dos pontos de integração, de modo a ilustrar a coerência
dimensional e direccional dos campos localizados com os campos macroestruturais. Os campos
apresentados são referentes à tensão equivalente e aos fluxos superficiais de calor por condução,
neste caso também com representação dos campos vectoriais.
Verifica-se em qualquer dos casos que os campos localizados têm valores superiores no consti-
tuinte com a propriedade equivalente mais elevada. Assim, a localização de uma dada deformação
macroestrutural resulta em tensões mais elevadas no constituinte mais rígido. Da mesma forma,
a um determinado campo de temperaturas macroestrutural corresponde um campo de fluxos de
calor que são superiores no constituinte com maior coeficiente de condutividade térmica. As dife-
renças de magnitude destes campos são reguladas pela diferença entre as respectivas propriedades,
traduzidas nos respectivos correctores. Verifica-se também que a média volúmica dos campos lo-
calizados, ponderada com as propriedades dos constituintes, corresponde ao valor associado ao
elemento macroestrutural utilizado na localização.
Refira-se que o processo de localização permite a avaliação do comportamento do material
compósito em regimes não-lineares. No entanto, a saída de regimes lineares tem como consequência
a obrigatoriedade de um estudo individualizado para cada ponto de integração da macroescala,
usualmente aproximado com avaliação média de cada elemento finito. Este estudo individualizado
obriga à localização para todos os elementos macroestruturais, assim como, a partir do momento em
que se abandona o regime de comportamento linear, ao estudo de comportamento e homogeneização
do material compósito em cada elemento. À semelhança do que acontece com os problemas de
optimização topológica multiescala abordados neste trabalho, os requisitos computacionais crescem
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(a)
(b)
Figura 9.18: Representação vectorial dos campos de fluxo superficial de calor por condução, com
localização na microescala correspondente a um dos elementos macroestruturais. Exemplos de
material homogéneo (a) bi- e (b) tridimensional.
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(a)
(b)
(c)
Figura 9.19: Representação de localização, para dois elementos macroestruturais, num problema
2-D de CRU quadradas: (a) deformada e isovalores de tensão equivalente, (b) vectores e (c)
isovalores do campo de fluxo superficial de calor por condução.
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(a)
(b)
(c)
Figura 9.20: Representação de localização, para dois elementos macroestruturais, num problema
2-D de CRU hexagonais: (a) deformada e isovalores de tensão equivalente, (b) vectores e (c)
isovalores do campo de fluxo superficial de calor por condução.
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(a)
(b)
(c)
Figura 9.21: Representação de localização, para dois elementos macroestruturais, num problema
3-D de CRU cúbicas: (a) deformada e isovalores de tensão equivalente, (b) vectores e (c) isovalores
do campo de fluxo superficial de calor por condução.
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(a)
(b)
(c)
Figura 9.22: Representação de localização, para dois elementos macroestruturais, num problema
3-D de CRU prismáticas hexagonais regulares: (a) deformada e isovalores de tensão equivalente,
(b) vectores e (c) isovalores do campo de fluxo superficial de calor por condução.
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para níveis muitas vezes proibitivos, razão pela qual a aplicação da HEA a regimes não-lineares é
pouco comum [Terada 1996].
9.3 Optimização Topológica
Ao longo desta secção opta-se por abordar diversos aspectos da optimização topológica com base
num problema bidimensional comum. Desta forma, validam-se os procedimentos gerais implemen-
tados e analisam-se vários fenómenos e parâmetros de configuração de modo mais perceptível e
melhor ilustrado. O principal problema abordado é a viga “MBB” [Rozvany 1998,Bendsøe e Sig-
mund 2003], cuja definição geral é ilustrada na figura 9.23. Este problema teve origem na empresa
Messerschmidt-Bälkow-Blohm e diz respeito a uma peça de um avião de passageiros Airbus com
diversas restrições [Olhoff e Bendsøe 1991,Rozvany 1998]. A designação de viga MBB designa
habitualmente um problema com as mesmas condições de fronteira e um objectivo de minimização
de compliance. Resultados de optimização topológica com base neste problema podem ser consul-
tados em diversas referências [Haber et al. 1996,Rozvany 1998,Hassani e Hinton 1999,Rodrigues
et al. 2002,Bendsøe e Sigmund 2003, Sigmund 2007,Rozvany 2009,Groenwold e Etman 2009, Sig-
mund 2009,Andreassen et al. 2010]. Apresentam-se ainda, a título de exemplo, alguns problemas
tridimensionais.
(3x1)
Figura 9.23: Representação esquemática do problema de optimização topológica MBB, conside-
rando condições de fronteira de simetria.
Chama-se a atenção para o facto de os estudos apresentados nesta secção serem independentes
da magnitude das solicitações ou do material de base. Tendo os materiais utilizados comportamento
linear, a optimização é controlada pelas sensibilidades elementares, sendo estas proporcionais às
solicitações impostas. Desde que dentro dos limites implementados de actuação dos métodos
de optimização utilizados, o facto das sensibilidades manterem variações relativas idênticas entre
problemas cujas condições de fronteira variem apenas em magnitude leva a que a topologia óptima
seja invariante. Neste sentido, os problemas resolvidos neste trabalho são normalizados com base
nos valores iniciais das funções-objectivo (vd. Eq. 5.9). Utiliza-se como material de base um
material isotrópico cujas propriedades são ilustradas na tabela 9.8. As solicitações impostas, por
sua vez, podem ser usualmente consideradas como sendo unitárias.
Tabela 9.8: Propriedades termoelásticas e térmicas de um material isotrópico genérico.
Propriedade Valor
Módulo de elasticidade, Em [GPa] 200,0
Coeficiente de Poisson, νm [-] 0,3
Coeficiente de condutividade térmica, km [Wm−1K−1] 46
Coeficiente de expansibilidade térmica, αm [K−1] 1, 0× 10−5
Salienta-se o facto de a verificação numérica das soluções obtidas por métodos de optimização
topológica, nomeadamente na utilização do SIMP, ser usualmente complexa. O método mais usual
de verificação consiste na comparação visual entre soluções, altamente subjectivo, mas muitas ve-
zes com poucas alternativas [Rozvany 2009]. Por um lado, existem de uma grande variedade de
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parâmetros e abordagens a influenciar os resultados. Note-se que mesmo as metodologias usu-
almente utilizadas para melhorar o comportamento numérico dos procedimentos computacionais
são muitas vezes responsáveis pela variedade de soluções obtidas (e.g. filtros de independência
de malha). Por outro lado, a comparação com benchmarks analíticos, especialmente estruturas
de Michell reveste-se de problemas [Rozvany 1998, Lewiński e Rozvany 2007, Lewiński e Rozvany
2008,Rozvany 2009]. Atendendo ao exposto, mantendo a observação formal como modo de avalia-
ção de resultados, analisa-se e compara-se também o impacto de cada metodologia nos resultados
efectivos do processo de optimização, ao nível da função-objectivo ou de algumas variáveis notáveis.
9.3.1 Estudos Gerais
Na resolução do problema MBB utilizam-se malhas estruturadas de quadriláteros, com 15 × 5
(M1), 30 × 10 (M2), 60 × 20 (M3), 120 × 40 (M4) e 240 × 80 (M5) elementos finitos (vd. Fig.
9.24). Este problema é resolvido com uma restrição de volume de fv = 0,5, utilizando um método
de optimização de Critério de Óptimo (Optimality Criteria – OC). Considera-se uma associação
de material/vazio, com uma densidade mínima ρmin = 0,001. O modelo de interpolação material
é o SIMP (vd. Sec. 5.3), com uma penalidade p = 3,0. Sem qualquer técnica de controlo de
instabilidades numéricas, as topologias óptimas obtidas para cada discretização são ilustradas na
figura 9.25.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.24: Representação das malhas de elementos finitos seleccionadas para análise do problema
de optimização topológica MBB, discretizadas com (a) 15× 5, (b) 30× 10, (c) 60× 20, (d) 120× 40
e (e) 240× 80 elementos finitos quadriláteros.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.25: Topologias obtidas na resolução do problema MBB com um método OC sem filtragem.
Na figura 9.26 mostra-se a evolução das funções-objectivo e a variação máxima de densidade
por iteração ao longo do processo iterativo. Utilizaram-se critérios de paragem apertados, com
tolerâncias de 10−5 e um número máximo de iterações de 100. Verifica-se uma rápida e estável
convergência para as topologias apresentadas. A restrição de volume é sempre respeitada, definida
como restrição de igualdade. A optimização com diferentes malhas de elementos finitos converge
para soluções com funções-objectivo normalizadas muito próximas. Isto deve-se à influência do
problemas de checkerboard. A rigidez excessiva originada por este fenómeno com elementos finitos
lineares leva a um aumento artificial da rigidez da estrutura e consequente redução da energia de
deformação. Uma malha mais grosseira de elementos de dimensões superiores reduz a qualidade
da aproximação e tende a reduzir a flexibilidade da estrutura, mesmo sem checkerboards [Rozvany
2009]. Por esta razão, os valores iniciais absolutos das funções-objectivo, calculados para uma
densidade constante, tendem a aumentar com o refinamento de malha. Neste caso, corresponde
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Figura 9.26: Problema de optimização topológica MBB, com discretizações M1 a M5, resolvido
com um método de critério de óptimo e sem técnicas de controlo de instabilidades: evolução (a)
da função-objectivo e (b) da actualização de densidade máxima.
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a subidas entre 3,3% no primeiro refinamento e 1,8% no último. Salienta-se ainda a influência
do limite móvel no OC, impedindo que as actualizações de densidades excedam o valor definido
(ζ = 0,2).
9.3.1.1 SIMP e Implicações Numéricas
A resolução geral ilustrada anteriormente apresenta alguns dos problemas de instabilidade nu-
mérica apresentados na Secção 5.4. Um dos primeiros problemas de instabilidade a abordar é a
questão dos fenómenos de checkerboard. Estes são fenómenos numéricos originados pela resposta
de alguns elementos finitos utilizados, levando a um aumento artificial de rigidez com este tipo de
distribuição de material [Rozvany 2009]. Este problema pode resolver-se com técnicas de filtra-
gem. Neste trabalho utilizam-se preferencialmente filtros de conectividade3. Por um lado, evitam
a possibilidade de se afectarem regiões próximas sem ligação de material. Por outro lado, apesar
de exigirem algum processamento adicional, permitem um controlo de malha mais rigoroso. O tipo
de filtro com conectividade mais elementar corresponde à consideração de apenas uma camada de
elementos em torno de cada elemento finito (filtro F2).
Utilizando um raio relativo de R¯f = 1,25, resolve-se a questão do checkerboard com um mínimo
de perda de detalhe nas soluções. Neste caso, considerando-se apenas uma camada de elementos
vizinhos, a vizinhança definida na equação 5.28 depende das conectividades e não apenas do raio.
O raio é utilizado para controlar o peso relativo das densidades vizinhas na ponderação do filtro.
Considera-se raio 1 como a distância até ao vizinho mais próximo. Em malhas regulares de quadri-
láteros ou hexaedros, por exemplo, um raio próximo da unidade acaba por incluir apenas elementos
vizinhos com conectividade de arestas. Os resultados obtidos com o OC são apresentados na figura
9.27. Verifica-se em primeiro lugar o aparecimento de regiões de densidade intermédia, correspon-
dentes a transições entre zonas de material e zonas de vazio. Mostra-se também que desapareceram
os problemas de checkerboard observados anteriormente, constatando-se o correcto funcionamento
do filtro de sensibilidades. Por outro lado, constata-se que este filtro não garante independência
de malha. Na realidade, o facto de incluir apenas uma camada de elementos vizinhos leva a que
se permita detalhe adicional com o refinar da malha de elementos finitos.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.27: Topologias obtidas na resolução do problema MBB com um método OC com um filtro
de sensibilidade (F2, R¯f = 1,25).
Este efeito tem impacto efectivo no objectivo a optimizar. Como se pode ver na figura 9.28,
onde se mostra a evolução da função-objectivo para cada uma das discretizações utilizadas, existem
diferenças evidentes entre os mínimos obtidos para os diferentes casos. Aparentemente a minimi-
zação é menos eficiente para malhas mais grosseiras. Isto deve-se a dois factores. Por um lado, o
detalhe adicional referido anteriormente permite um número maior de elementos estruturais com
o refinamento da malha. Os sucessivos refinamentos tendem a gerar um número crescente de ele-
mentos estruturais, convergindo gradualmente para uma solução próxima da solução analítica de
Michell (e.g. Fig. 9.29) [Rozvany 1998]. Por outro lado, os casos anteriores sofrem dos referidos
problemas de rigidez artificial. Note-se ainda que o caso particular da malha M1 tende a ser de-
masiado grosseira para a utilização de técnicas de filtragem, faltando resolução para a geração de
3Classificam-se aqui filtros de conectividade como filtros de sensibilidades (ou de densidades) que definem as
fronteiras dos elementos não só pela sua localização espacial mas também pela sua conectividade efectiva.
188
Optimização Topológica
ligações estruturais efectivas. O facto de as regiões de densidades intermédias serem penalizadas
leva a que a sua rigidez efectiva seja exponencialmente reduzida face às regiões de material.
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Figura 9.28: Evolução da função-objectivo para um problema de optimização topológica MBB, com
discretizações M1 a M5, resolvido com um método de critério de óptimo e um filtro de sensibilidades
F2, com R¯ = 1,25.
Figura 9.29: Exemplo de solução de Michell para o problema MBB [Rozvany 1998].
Comparando métodos de resolução, a resolução do mesmo problema com o Método das As-
simptotas Móveis (MMA) conduz às topologias apresentadas na figura 9.30. A principal diferença
surge na malha M4, onde neste caso se perde algum detalhe comparativamente aos resultados do
OC. Contudo, estas topologias são coincidentes com as topologias obtidas com OC quando se au-
mentando o raio do filtro para R¯f = 2,5. Constata-se que o MMA é menos sensível à variação do
raio, ao mesmo tempo que o OC apenas apresenta pequenas diferenças relativamente a este para
raios muito reduzidos. Ainda assim, entre qualquer uma destas soluções, as diferenças em termos
de função-objectivo do caso M4 são inferiores a 0,5%. Este comportamento do MMA relaciona-se
com o facto de o método contabilizar não só valores isolados de sensibilidade mas também os das
soluções anteriores, tendendo a eliminar mais rapidamente regiões de oscilação em densidades in-
termédias ou elementos estruturais de reduzida espessura e densidade. As funções-objectivo para
a resolução do problema M4 (filtro F2 com raio R¯f = 1,25) são comparadas na figura 9.31, conside-
rando o método OC, MMA geral (s0 = 0,1) e MMA com variações mais controladas (s0 = 0,9) (vd.
Eq. 7.53). Apesar do MMA de Svanberg [Svanberg 1987] utilizar por defeito um valor s0 = 0,1,
verifica-se por vezes que este induz algumas instabilidades. Por um lado, o facto de permitir actu-
alizações mais agressivas das variáveis leva a que a convergência seja muitas vezes mais rápida. É
aliás por esta razão que tende a anular mais rapidamente regiões de rigidez reduzida ou flutuante,
ao passo que a utilização de s0 = 0,9 mantém os elementos intermédios patentes no OC. Por outro
lado, leva muitas vezes ao aparecimento de ruído em regiões de densidade reduzida, relacionado
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(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.30: Topologias obtidas na resolução do problema MBB com um método MMA e um filtro
de sensibilidade (F2, R = 1,25).
com o comportamento da derivada do SIMP (vd. Sec. 5.5), e a ocasionais divergências temporárias
ao longo do processo iterativo. Este fenómeno é ilustrado na figura 9.32(a), onde se pode ver a
evolução da alteração máxima de densidade para os diferentes métodos. Acrescenta-se aqui uma
alternativa também implementada de comportamento misto do MMA. Quando o utilizador define
s0 = 0,0, o método inicia o processamento com o MMA padrão e aperta a influência de s0 assim
que se detectam instabilidades na sua actuação. Este comportamento é também perceptível na
figura 9.32(b), correspondente à evolução da restrição de volume. Chama-se aqui a atenção para
o facto da implementação do método MMA utilizada definir as restrições como desigualdades (≤)
em vez de igualdades (=).
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Figura 9.31: Evolução da função-objectivo para um problema de optimização topológica MBB,
com a discretização M4 e um filtro de sensibilidades F2 (R¯ = 1, 25). Comparação da resolução
com os métodos OC e MMA de s0 variável (0,0), s0 = 0,1 e s0 = 0,9.
Em termos de função-objectivo, as diferenças obtidas com os diferentes métodos para as várias
malhas são reduzidas. Esta afirmação é também verdadeira quando se utiliza o CONLIN. Neste
trabalho, aproxima-se o CONLIN de duas formas. Por um lado, numa versão de MMA intermédia,
fixam-se os limites α e β nos valores ρmin e 1,0, respectivamente. No entanto, continua a permitir-se
a mobilidade das assimptotas. Como esperado, o comportamento apresentado neste caso é muito
próximo do comportamento do MMA. Como por defeito o MMA usa um s0 muito relaxado, acaba
por conduzir a limites efectivos α e β não muito diferentes dos fixos. Por sua vez, o CONLIN
corresponde a fixar não só os limites móveis do método mas também as próprias assimptotas (vd.
Sec. 7.4.4), resultando num comportamento distinto. Esta versão do CONLIN apresenta evoluções
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Figura 9.32: Evolução (a) da variação máxima de densidade e (b) da restrição de volume para um
problema de optimização topológica MBB, com a discretização M4 e um filtro de sensibilidades F2
(R¯f = 1,25). Comparação da resolução com os métodos OC, e MMA de s0 variável (0,0), s0 = 0,1
e s0 = 0,9.
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mais estáveis, fruto da distância efectiva entre as assimptotas e os limites das variáveis e converge
para soluções com função-objectivo equivalentes aos melhores dos anteriores. As topologias obtidas
são apresentadas na figura 9.33.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.33: Topologias obtidas na resolução do problema MBB com um método CONLIN e um
filtro de sensibilidade (F2, R¯f = 1,25).
Analisando os exemplos anteriores opta-se pelo MMA de Svanberg, na sua versão original,
como o método de optimização para a realização da generalidade dos ensaios que se seguem. Para
além de ser fiável e permitir a consideração de restrições adicionais, é menos sensível a pormenores
de transição, tendendo a ignorar detalhes topológicos de reduzida espessura. Assim, é possível
utilizar os filtros com raios reduzidos. Quando justificado, utilizam-se variações do MMA para
estabilizar os problemas em análise. O OC, por sua vez, mostra uma maior dependência de
malha e tende a ser mais lento para problemas de grandes dimensões, necessitando tipicamente de
mais iterações [Sigmund 2001,Bendsøe e Sigmund 2003]. Além disso, tende a apresentar alguns
desequilíbrios em problemas multiobjectivo, mais sensível às normalizações, e resulta em erros
numéricos em problemas de termoelasticidade quando as sensibilidades mudam de sinal [Pedersen
e Pedersen 2010].
O MMA tende a ser independente do raio escolhido com o filtro F2, obtendo-se as mesmas
topologias. No entanto, um raio mais apertado resulta em fronteiras mais limpas, com transições
de cinzento mais reduzidas. Isto deve-se ao facto de o filtro F2 contemplar na vizinhança apenas os
elementos com conectividade directa, resultando o raio num peso de ponderação das sensibilidades
vizinhas. Enquanto o OC se mostra sensível a este peso, o MMA mantém a influência relativa
mais ou menos constante, correspondendo a uma baixa sensibilidade a este parâmetro. Neste
sentido, utiliza-se ao longo desta secção preferencialmente MMA com este filtro, reduzindo assim
a influência do filtro e centrando as análises em cada um dos parâmetros estudados. Note-se,
antes de analisar a influência de outros parâmetros, que o programa desenvolvido disponibiliza
também outras técnicas de filtragem. Enquanto o filtro de conectividade com uma camada, com
o aumento do raio, permite algum controlo de dependência de malha mesmo considerando apenas
uma camada de elementos vizinhos, outros filtros mostram-se mais adequados para este efeito. Das
diversas técnicas de filtragem implementadas apresentam-se, a título de exemplo, duas estratégias
adicionais. Em primeiro lugar, um filtro de conectividades que avalia as camadas de conectividade
sequencialmente, dependentes do raio imposto (F3). Note-se que em malhas irregulares este filtro
pode alternativamente definir-se o raio relativo consoante a dimensão dos elementos finitos em
causa. Nos casos apresentados, com malha regular, o raio efectivo corresponde a valor definido
pelo utilizador multiplicado pela distância entre elementos vizinhos. Assim, um raio superior a 2
dá origem a uma fronteira de conectividade com 2 ou mais camadas de elementos. Na figura 9.34
mostram-se exemplos deste filtro F3 com R¯f = 2,5 e R¯f = 5,0. Percebe-se aqui que o aumento
do raio tende a gerar soluções cada vez mais independentes do grau de refinamento de malha.
Este efeito é ilustrado pelo facto de a malha M5 com raio R¯f = 5,0 ser essencialmente idêntica
à malha M4 com raio R¯f = 2,5. Ao mesmo tempo, o aumento do raio acarreta também um
aumento de cinzento e a falta de definição para malhas mais grosseiras. A definição deste filtro, no
entanto, continua a depender da dimensão dos elementos da malha em utilização. Neste sentido,
um filtro com verdadeiro controlo de dependência de malha deve ser absoluto na sua definição.
Neste trabalho surgem duas alternativas a este nível. Por um lado, a versão mais simples do filtro
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de sensibilidades de Sigmund [Sigmund 2001], onde a vizinhança é definida apenas considerando as
distâncias (absolutas) entre elementos (F1). Por outro lado, utiliza-se um filtro de conectividade de
raio absoluto (F5). O funcionamento aqui é semelhante ao modo de raio absoluto, sem dependência
da dimensão dos elementos, mas considerando a conectividade como necessária. Este raio é, por
uma questão de conveniência e opção de implementação, definido não com uma dimensão absoluta
mas como percentagem das dimensões globais da estrutura. As topologias resultantes, para uma
vizinhança de 10% das dimensões da estrutura, são idênticas para ambos os filtros e apresentadas
na figura 9.35. Por um lado, verifica-se que estes filtros dão origem a verdadeira independência de
malha. Por outro lado, malhas mais grosseiras podem não ser verdadeiramente filtradas ao tender
para vizinhanças que não contenham elementos para além do próprio.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
(f) M1 (g) M2 (h) M3 (i) M4 (j) M5
Figura 9.34: Topologias obtidas na resolução do problema MBB com um método MMA e um filtro
de sensibilidade F3: (a-e) R¯f = 2,5 e (f-j) R¯f = 5,0.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.35: Topologias obtidas na resolução do problema MBB com um método MMA e um filtro
de independência de malha.
Salienta-se o facto de um filtro de independência de malha não garantir necessariamente a so-
lução mais correcta. Este garante apenas alguma simplicidade das soluções impedindo que seja
acrescentado detalhe com o refinamento de malha. A solução ideal corresponderia sempre a acres-
centar mais furos, aumentando a quantidade de regiões de ligação. Isto corresponde em estado
plano de tensão a aproximar das soluções de Michell, i.e. de estruturas discretas reticuladas. Este
controlo de detalhe pode ser útil em diversos problemas, nomeadamente nas abordagens multi-
escala utilizadas neste trabalho. Nestes casos, malhas mais refinadas conduzem a maior detalhe
microestrutural, enquanto malhas mais grosseiras reduzem o detalhe. Por um lado, conduzem as-
sim a óptimos de qualidade inferior. Por outro lado, conduzem usualmente a materiais laminados
de produção mais fácil.
Retomando a utilização do filtro F2 com R¯f = 1,25, por uma questão de uniformização dos
estudos a efectuar, apresenta-se ainda como exemplo a sua aplicação como filtro de densidades
em vez de sensibilidades. Os resultados são idênticos aos obtidos com o correspondentes filtro de
sensibilidades. Este tipo de filtragem pode permitir algum controlo adicional das soluções [Sigmund
2009], nomeadamente ao nível das fronteiras entre fases. Neste trabalho, no entanto, utiliza-se
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apenas como elemento de teste pelo facto de tender a deteriorar a periodicidade em problemas
com optimização de microestruturas.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.36: Topologias obtidas na resolução do problema MBB com um método MMA e um filtro
de densidade.
Os filtros utilizados podem ainda ser utilizados com malhas de qualquer elemento finito, visto os
procedimentos serem independentes da formulação elementar e serem implementados para funcio-
nar de forma flexível. Mostram-se na figura 9.37 exemplos para malhas de triângulos com diferentes
níveis de refinamento, onde os casos 9.37(c) e 9.37(d) são de malhas estruturadas. As topologias
obtidas são coerentes com as apresentadas anteriormente.
(a) (b) (c) (d)
Figura 9.37: Topologias obtidas na resolução do problema MBB com um método MMA e um filtro
de sensibilidade, utilizando malhas de triângulos.
Uma alternativa de controlo das soluções, nomeadamente em termos de checkerboards e nível
de detalhe, é o recurso ao controlo de perímetro ou de superfície (vd. Sec. 5.4.2). Neste trabalho
este é feito com uma restrição adicional, impondo um valor máximo (ou mínimo) de perímetro.
Mostra-se na figura 9.38 a influência desta restrição sobre a topologia M4, para P ≤ 5, P ≤ 7,5,
P ≤ 10, P ≤ 15 e P ≤ 20. Na figura 9.39 mostra-se a evolução das funções-objectivo para estas
restrições. Na figura 9.40, por sua vez, ilustra-se a evolução das correspondentes restrições de
volume e perímetro, e dos respectivos multiplicadores de Lagrange, para os exemplos de P ≤ 5
e P ≤ 15. Verifica-se que a restrição de volume é normalmente respeitada, estando activa e com
multiplicadores mais estáveis. As restrições de perímetro, por sua vez, são desrespeitadas numa
fase inicial e posteriormente controladas. Isto reflecte-se no comportamento dos multiplicadores
de Lagrange, muito mais instáveis e com valores normalmente mais elevados. Para além da maior
dificuldade de controlo destas restrições, note-se que a solução inicial utilizada têm uma grande
influência neste comportamento. A opção por uma distribuição uniforme de material com densidade
equivalente à restrição de volume leva a que esta restrição esteja inicialmente em condições de
equilíbrio. Por sua vez, o perímetro inicial (interno) é nulo. Ao deixar que este suba ao encontro do
valor da restrição, surge um efeito de inércia numérica que leva o perímetro a ultrapassar a restrição
e obriga o método a desestabilizar a evolução do processo para o corrigir. Este problema tende a
ser menos crítico para limites de perímetro mais elevados, como se pode observar pelas evoluções
mais estáveis das funções-objectivo. Note-se também que, tal como referido para as funções-
objectivo, é muito importante a normalização das restrições para um correcto funcionamento do
procedimento de optimização utilizado. Neste caso, para a utilização do MMA e procedimentos
derivados, utilizam-se tendencialmente restrições do tipo g/g¯ − 1 ≤ 0. Este tipo de restrição
acarreta alguma dificuldade de controlo. Por um lado, necessita por vezes de algumas avaliações
de perímetro inicial para impor um correcto limite. É por esta razão que um limite muito apertado
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(vd. Fig. 9.38(a)) mantém muitas vezes regiões de cinzento consideráveis, resultando da dificuldade
de transitar dessas regiões de densidade constante (e perímetro reduzido) para zonas definidas.
O oposto (vd. Fig. 9.38(d)), por sua vez, pode já trazer alguns padrões checkerboard. Por
outro lado, a definição de perímetro tende a privilegiar fronteiras orientadas segundo as arestas
dos elementos finitos utilizados (tipicamente verticais e horizontais) [Stolpe e Svanberg 2001a].
Chama-se ainda a atenção para o facto de se poder utilizar uma restrição de perímetro mínimo,
em detrimento do limite máximo, para tentar induzir soluções mais complexas, com mais elementos
estruturais [Coelho et al. 2008a]. Este tipo de restrição, no entanto, tende a originar muitos padrões
checkerboard, caracterizados simultaneamente por aumentos artificiais de rigidez e de perímetro.
Esta instabilidade verifica-se tanto neste tipo de problema quanto em problemas de optimização
local com periodicidade. Neste último caso, devido às condições de fronteira utilizadas e dentro de
limites controlados, esta questão tende a ser menos problemática. Em ambos os casos, a utilização
simultânea de filtros de sensibilidade ajuda a controlar estes efeitos sem os anular completamente.
Neste trabalho, apesar de implementado, este tipo de restrição não é coerente com a simplicidade de
soluções pretendida em materiais compósitos e celulares de engenharia, já que tende a acrescentar
detalhe microestrutural.
(a) (b) (c) (d) (e)
Figura 9.38: Topologias obtidas na resolução do problema MBB (M4) utilizando controlo de perí-
metro: (a) P ≤ 5, (b) P ≤ 7,5, (c) P ≤ 10 e (d) P ≤ 15.
0,0 
0,1 
0,2 
0,3 
0,4 
0,5 
0,6 
0,7 
0,8 
0,9 
1,0 
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 
Fu
nç
ão
-o
bj
ec
ti
vo
 
Número de iterações 
5 7,5 10 15 20 
(a)
Figura 9.39: Evolução da função-objectivo para um problema de optimização topológica MBB,
com discretização M4 e restrições de perímetro (P ≤ 5, P ≤ 7,5, P ≤ 10, P ≤ 15 e P ≤ 20).
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Figura 9.40: Evolução (a) das restrições de perímetro e de volume, e (b) dos multiplicadores de
Lagrange associados, para um problema de optimização topológica MBB, com discretização M4 e
restrições de perímetro (P ≤ 5 e P ≤ 15).
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Apesar da eficácia das técnicas ilustradas anteriormente, parte dos problemas de instabilidade
numérica advém de questões associadas aos elementos finitos utilizados. Os padrões checkerboard,
associados comummente ao próprio modelo de interpolação SIMP, é na realidade causado pela ten-
dência de alguns elementos finitos, nomeadamente elementos lineares, gerarem aumentos artificiais
de rigidez com estes padrões [Rozvany 2009]. Uma resposta a este nível surge com a utilização
de elementos de grau superior. Elementos quadráticos, por exemplo, tendem reduzir de forma
considerável estes problemas. Isto pode ver-se na figura 9.41, onde se mostram resultados dos pro-
blemas apresentados utilizando elementos quadriláteros quadráticos de 9 nós, sem qualquer tipo de
controlo de instabilidade. As topologias obtidas com elementos serendipíticos de 8 nós são omitidas
por serem praticamente coincidentes. A minimização mostra-se eficiente, com comportamento da
função-objectivo comparável aos resultados anteriores. A grande limitação desta abordagem, para
além da evidente dependência de malha (limitável com métodos de continuação), é o custo compu-
tacional. O aumento do tempo de processamento é aproximadamente proporcional ao aumento do
número de graus de liberdade, apesar de, para o mesmo número de nós, as resoluções dos problemas
demorarem mais tempo para Q8 e ainda mais para Q9. No entanto, o grande problema é o facto
de a topologia ser regida pelo número de elementos. Na figura 9.42 mostra-se que os problemas
são muito mais onerosos do que os problemas resolvidos com um número equivalente de elementos
de 4 nós.
(a) M1 (b) M2 (c) M3 (d) M4 (e) M5
Figura 9.41: Topologias obtidas na resolução do problema MBB utilizando elementos quadriláteros
quadráticos.
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Figura 9.42: Comparação dos tempos de execução, em função do número de elementos finitos dos
problemas, entre elementos lineares de 4 nós e quadráticos de 8 e 9 nós.
É necessário destacar alguns parâmetros adicionais. Um dos principais é a penalidade utilizada
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no SIMP. Por um lado, a utilização de penalidades baixas tende a manter densidades intermé-
dias que se podem considerar uma aproximação ao detalhe da solução ideal. Por outro lado, a
perturbação induzida pela penalização reduz estas regiões, tornando as soluções aproximadamente
discretas e gerando fases distintas correspondentes a estruturas definidas. Na figura 9.43 mostra-se,
utilizando o filtro F2 com raio 1,25, resultados da optimização do problema M4 com p = 1, p = 2,
p = 3 e p = 4. Note-se que ao longo deste trabalho usa-se normalmente p = 3 [Bendsøe e Sigmund
2003], exceptuando em problemas locais, que serão abordados em secções posteriores. Verifica-se
para p = 2 que a penalidade não é suficiente para penalizar alguns elementos estruturais finos e
com densidades intermédias, correspondendo a uma solução com uma distribuição mais gradual
de elementos estruturais. Com p = 4 já se nota um processo inverso, onde a penalização tende a
definir alguns detalhes antes que as densidades intermédias os levem a desaparecer. A este efeito
está também associada uma tendência de gerar-se fronteiras mais definidas com penalizações mais
elevadas.
(a) (b) (c) (d)
Figura 9.43: Topologias obtidas na resolução do problema MBB (M4) utilizando as penalidades
(a) p = 1, (b) p = 2, (c) p = 3 e (d) p = 4.
Outro efeito da penalização é a variação da função objectivo (vd. Fig. 9.44). As curvas
normalizadas aqui apresentadas dependem do valor inicial da função-objectivo. Para a mesma
solução inicial, de ρ = fv em todos os elementos, a avaliação inicial da função-objectivo aumenta
para o dobro com cada subida de um valor na penalização. Isto deve-se ao facto de tornar a solução
inicial, de densidade constante, duas vezes mais flexível. Por sua vez, os valores finais absolutos
das funções-objectivo apresentam diferenças relativas de 15%, 5% e 0,5% com cada aumento de
penalidade. Estes correspondem a valores que aumentam com a subida da penalidade, seguindo
a mesma tendência dos deslocamentos máximos, o mais imediato reflexo da rigidez efectiva da
estrutura. Relacionando a minimização da energia de deformação com o aumento da rigidez de
uma estrutura real a única curva que, na realidade, traduz de forma correcta a evolução de rigidez
da estrutura é a referente a p = 1. Enquanto que para p = 1 a estrutura inicial se relaciona
com a rigidez do material de base por Kfv, para qualquer um dos outros casos a rigidez efectiva
da estrutura inicial é Kfpv . Assim, para penalidades superiores à unidade, a estrutura inicial é
muito mais flexível do que a relação com a restrição de volume deixa antever. Este comportamento
reflecte-se também na relação entre fases da solução. O “vazio” para p = 1 é 109 vezes mais rígido
que o correspondente em p = 4. Esta é uma das razões pelas quais as soluções com penalidades
superiores são gradualmente menos rígidas. A outra é o facto de a solução com p = 1 corresponder
mais naturalmente ao nível de detalhe que se esperaria da real solução óptima, sem limitações de
resolução associadas à malha. Isto tem ainda impacto no condicionamento dos sistemas de equações
e sua resolução. Além disso, penalidades maiores tendem a tornar o comportamento do método de
optimização menos estável em regiões de densidade próxima de zero, devido ao comportamento da
derivada do SIMP. Este aspecto é particularmente sensível com a existência de filtros, levando à
ocorrência de flutuações e, especialmente com filtros mais abertos, à formação de ilhas isoladas de
material supérfulo [Bendsøe e Sigmund 2003]. A suavização do problema por acção do filtro dá por
vezes demasiado peso a elementos de densidade baixa, resultando em sensibilidades pontualmente
elevadas e ao aparecimento de material.
Algumas das questões referidas, nomeadamente em termos de propriedades efectivas do vazio,
são também válidas no que diz respeito à densidade mínima ρmin. Utiliza-se usualmente ρmin =
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Figura 9.44: Evolução da função-objectivo obtida na resolução do problema MBB (M4), utilizando
as penalidades p = 1, p = 2, p = 3 e p = 4.
0,001, mas a manipulação deste valor de densidade mínima pode influenciar os resultados obtidos
e o comportamento dos algoritmos de resolução do sistema de equações. Opta-se por omitir as
curvas da evolução de funções-objectivo e topologias obtidas, sendo próximas das apresentadas
anteriormente, mas constata-se, por um lado, que ρmin = 0,1 é em muitos casos suficiente para
obter topologias correctas. Verifica-se, no entanto, que ρmin = 0,01 dá maiores garantias a este
nível. A utilização de valores mais altos de ρmin conduz, da mesma forma que penalidades mais
baixas, a problemas mais bem condicionados e menores tempos de resolução dos sistemas de
equações. Atente-se, no entanto, a que a influência conjunta de ambos pode ser contraproducente,
sendo necessário estudar correctamente o seu efeito antes de tentar estabilizar os sistemas relaxando
os dois em simultâneo. Note-se ainda que o relaxamento do valor de densidade mínima tende a
diminuir instabilidades associadas às sensibilidades em regiões de densidades próximas de 0, críticos
especialmente com MMA e filtros. Adicionalmente, ao calcular o volume efectivo como
∑
(ρeve),
a relação entre os volumes das diferentes fases na topologia final tem sempre um erro associado
relativamente à fracção volúmica imposta. Este erro é tanto maior quanto mais ρmin = 0 e é
ilustrado na figura 9.45 considerando diferentes fracções volúmicas impostas. Sendo fv a fracção
volúmica de material de densidade ρ = 1 numa distribuição de duas fases e a fracção volúmica
imposta é na realidade f¯v = fv × 1 + (1− fv)× ρmin, o resultado é uma fracção volúmica inferior
à pretendida.
Para além da consideração de materiais compósitos e diferentes relações entre fases constituin-
tes, também as questões de condicionamento podem ser melhoradas recorrendo a modelos de SIMP
modificado. Esta afirmação tem particular relevo em problemas malcondicionados como os micro-
estruturais aqui abordados. Neste trabalho utiliza-se preferencialmente o modelo da equação 5.16,
controlado essencialmente pelo parâmetro dm. Com este, é possível limitar as diferenças de mag-
nitude dos coeficientes das matrizes de rigidez de diferentes elementos, por um lado, e estudar o
comportamento de diferentes combinações de propriedades entre fases. Adicionalmente, permite a
utilização de ρmin mais baixos (no limite ρmin = 0) e penalidades mais elevadas sem reflexo directo
no condicionamento dos sistemas de equações. Note-se que, para p = 3, com dm = 0,001 se tem
a mesma relação de magnitudes entre coeficientes da matriz de rigidez relativos a fases rígida e
flexível que com ρmin = 0,1 e dm = 0. Mantendo os valores padrões utilizados ao longo desta secção
(ρmin = 0,001 e p = 3), mostra-se na figura 9.46 a influência deste parâmetro nas topologias obti-
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Figura 9.45: Erro relativo associado à fracção volúmica efectiva das fases obtidas em optimização
topológica em função da variação da densidade mínima, ρmin, para fracções volúmicas impostas de
fv = 0,2, fv = 0,5 e fv = 0,8.
das. As soluções aproximam-se das do SIMP geral com dm ≤ 0,001. Valores mais elevados de dm
correspondem já a fases flexíveis cuja rigidez é demasiado elevada para ser comparativamente des-
prezável face à fase rígida, traduzindo diferentes topologias óptimas, correspondentes, neste caso,
a combinações de constituintes como, por exemplo, de materiais compósitos. Verifica-se ainda que
a utilização de valores dm pouco reduzidos tendem a gerar mais “ruído” em zonas de densidade
nula, à semelhança do referido anteriormente para a utilização de MMA com filtros de raio mais
elevado. Tal como nesse caso, apertar os limites de actualização das variáveis reduz este fenómeno,
potenciado pela aproximação das propriedades efectivas das diferentes fases em conjugação com a
derivada do SIMP em zonas de densidade baixa.
(a) (b) (c) (d)
Figura 9.46: Topologias obtidas na resolução do problema MBB (M4) utilizando (a) dm = 0,1, (b)
dm = 0,01, (c) dm = 0,001 e (d) dm = 0,0001.
Nesta apreciação geral de modos de funcionamento e parâmetros de optimização, um tipo de
abordagem que é amplamente utilizada na implementação em análise diz respeito aos métodos de
continuação (continuation methods). Estes constituem uma forma de tentar controlar algumas das
limitações numéricas enunciadas anteriormente. Por um lado, podem aumentar a estabilidade de
um algoritmo, como já referido para o caso do parâmetro s0 do MMA. Por outro lado, podem
permitir o refinamento das soluções com menos tendência para convergir para óptimos locais.
Salientam-se duas aplicações, ao nível do factor de penalidade do SIMP e do raio em técnicas
de filtragem. Em termos de penalidade, inicia-se a resolução do problema de optimização com
p = 1 e depois vai-se aumentando o valor ao longo do processo iterativo. Esta actualização
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pode ser progressiva ou, como apresentado nas funções-objectivo ilustradas na figura 9.47, entre
valores inteiros. As actualizações são feitas de acordo com intervalos definidos pelo utilizador
ou, caso o processo estabilize antes, quando dados parâmetros de convergência são respeitados.
As curvas apresentadas correspondem à resolução do problema M4 utilizando um método OC,
MMA padrão e o MMA com s0 = 0,9. As topologias intermédias apresentadas correspondem ao
OC, representativas de soluções com diferenças apenas ligeiras entre a aplicação dos diferentes
métodos. Estas diferenças centram-se essencialmente na influência dos dois elementos mais finos,
que na solução apresentada oscilam em torno de cinzentos e nos MMA rapidamente desaparecem.
No caso do OC, estes elementos estruturais estabilizam em densidades intermédias com p = 3 e
depois passam a oscilar em torno dessas com p = 4, com pouca alteração até ao final. Aliás, na
generalidade das aplicações a transição de p = 3 para p = 4 mostra-se sempre a mais regular,
traduzindo-se normalmente por uma definição adicional das fronteiras, diminuindo as densidades
de transição. Chama-se ainda a atenção para as diferenças entre as topologias das iterações 50 e 52,
com uma muito rápida influência do aumento de penalidade na redução de cinzentos e definição de
elementos estruturais de densidade ρ = 1. Verifica-se que as diferenças entre valores absolutos das
funções-objectivo, referidas anteriormente durante a análise da influência da penalidade, dão origem
ao tipo de curva apresentado. A redução de rigidez efectiva das regiões de densidade intermédia com
o aumento da penalidade dá origem às falhas de continuidade nas funções-objectivo, aumentando
os seus valores. No caso do MMA, devido à actualização mais agressiva de densidades, estes
pontos são por vezes acompanhados de alguma instabilidade, levando a atrasos na convergência.
Converge-se, no entanto, para soluções muito aproximadas.
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Figura 9.47: Evolução da função-objectivo para um problema de optimização topológica MBB,
com discretização M4, resolvido com um método de continuação actuando sobre a penalidade do
SIMP (p = 1, · · · , 4).
Se nos exemplos anteriores surgem algumas diferenças entre métodos de optimização, ainda
que reduzidas, a aplicação de métodos de continuação ao nível de filtros de sensibilidade tende a
conduzir o processo iterativo para soluções virtualmente idênticas. Apresentam-se na figura 9.48
as funções-objectivo correspondentes à utilização dos mesmos métodos de optimização. Neste caso,
utilizou-se um filtro de conectividade de múltiplas camadas de elementos (F3), iniciando o processo
com um raio R¯f = 10, gradualmente dividido por 2 até R¯f = 1,25. As topologias apresentadas
correspondem ao MMA com s0 = 0,9, por serem as que apresentam maior detalhe. Verifica-se, no
entanto, que as diferenças entre os diferentes métodos são neste caso perfeitamente insignificantes.
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Na realidade, todos convergiram para topologias próximas das apresentadas com o MMA no início
desta secção. Este método, utilizando parâmetros padrão, é mais agressivo e tende a ser mais
instável.
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Figura 9.48: Evolução da função-objectivo para um problema de optimização topológica MBB,
com discretização M4, resolvido com um método de continuação actuando sobre o raio de um filtro
de sensibilidades.
Mostra-se ainda a utilização de elementos passivos, neste caso com a imposição de uma fronteira
de ρ = 1. Na figura 9.49 mostram-se as soluções para cada um dos diferentes níveis de refinamento.
Na figura 9.50, por sua vez, mostra-se a influência da restrição de volume, no caso da malha M4. As
topologias apresentadas correspondem a fracções volúmicas de material de fv = {0,2; 0,4; 0,6; 0,8}.
No caso fv = 0,2, verifica-se que as limitações impostas pela utilização de um domínio discretizado
com uma resolução gráfica específica impede a convergência para o mesmo tipo de configuração
topológica. Verifica-se que o comportamento dos métodos de optimização topológica depende acen-
tuadamente do refinamento de malha utilizado. À medida que a restrição de volume aponta para
fracções mais reduzidas, é necessário um número cada vez maior de elementos (ground elements)
para caracterizar a solução. Se a malha não tiver resolução suficiente, torna-se impossível reprodu-
zir o nível de detalhe necessário para a correcta transmissão de carga, reduzindo a sua eficiência.
No limite, para fracções muito baixas, pode deixar de ser sequer possível gerar uma estrutura
conexa e a função-objectivo aumenta, teoricamente, para infinito [Rozvany 2009].
(a) (b) (c) (d) (e)
Figura 9.49: Topologias obtidas na resolução do problema MBB utilizando elementos passivos
(ρ = 1).
Em termos de função-objectivo, por sua vez, ilustra-se na figura 9.51 a evolução do processo
iterativo. À semelhança do que foi referido em casos anteriores, a utilização de valores normalizados
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(a) (b) (c) (d)
Figura 9.50: Topologias obtidas na resolução do problema MBB (M4) com restrição de volume (a)
fv = 0,2, (b) fv = 0,4, (c) fv = 0,6 e (d) fv = 0,8.
dá neste caso informações contraditórias. Verifica-se que a redução relativa da função-objectivo,
muito superior para as fracções volúmicas mais baixas, está novamente relacionada com a solução
inicial. Assim, a rigidez efectiva a estrutura inicial não corresponde à fracção volúmica imposta
(fv) mas sim a (fv)p.
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Figura 9.51: Evolução da função-objectivo para um problema de optimização topológica MBB,
com discretização M4, para diferentes fracções volúmicas de material.
A resolução do mesmo problema com prescrição de deslocamentos em vez de carregamentos
traz algumas pequenas nuances. Neste caso, o problema passa a ser de maximização da energia
de deformação, pela maximização da rigidez. Contudo, as sensibilidades continuam a ser idênticas
e toda a implementação mantém-se inalterada. Como os processos de optimização utilizados se
baseiam em gradientes e não nos valores da função-objectivo, o processo efectivo de optimização
continua a ser o mesmo, mas com um reflexo diferente sobre a evolução do objectivo. Mantendo-se
o campo de deslocamentos praticamente inalterado, o aumento de rigidez da estrutura resultante
de uma distribuição de sensibilidades essencialmente idêntica leva a um aumento da energia de
deformação. Resolvendo novamente o mesmo problema, verifica-se que são obtidas exactamente
as mesmas topologias (vd. Fig. 9.30). A evolução das funções-objectivo é a apresentada na figura
9.52(a), observando-se um aumento gradual da energia de deformação, reflexo do aumento da
rigidez. Na figura 9.52(b) apresentam-se as curva inversas. Constata-se que estas são idênticas
às apresentadas anteriormente para o problema de imposição de carregamentos e reforça-se a
conclusão de que resulta na mesma topologia e no objectivo equivalente. Esta abordagem tem,
no entanto, algumas implicações. Os sistemas de equações tornam-se mais sensíveis a tolerâncias
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mais reduzidas. As deformadas em regiões de rigidez reduzida tendem a flutuar devido à diferença
acentuada de coeficientes da matriz de rigidez por causa da utilização de penalidades na prescrição
de deslocamentos. Este efeito é ilustrado na figura 9.53, correspondente às iterações 8, 19 e 34 do
problema anterior. Este fenómeno, no entanto, é mais notório nas iterações iniciais e só tem reflexos
efectivos nos resultados da optimização para tolerâncias mais relaxadas. Note-se que implicações
maiores podem surgir em problemas de optimização multiobjectivo. Neste caso é necessário algum
cuidado suplementar na ponderação de objectivos, já que podem seguir tendências diferentes do
esperado. Mais uma vez, o controlo é feito pelas sensibilidades, pelo que tende a conduzir aos
mesmos resultados. No entanto, a análise da evolução do problema e dos valores efectivos das
funções-objectivo pode ser prejudicada.
9.3.1.2 Abordagem Aproximada
Designa-se aqui por abordagem aproximada a resolução dos problemas descritos anteriormente
considerando soluções aproximadas para os campos de deslocamentos. Neste caso, pretende-se
avaliar a relação de custo e benefício entre a elevada qualidade das soluções obtidas na parte
usualmente mais onerosa da resolução de um problema de optimização topológica, o sistema de
equilíbrio, e o seu custo computacional [Amir et al. 2009, Amir e Sigmund 2010]. O aspecto
dominante nestes casos é a precisão do cálculo de sensibilidades para uma dada aproximação do
campo de deslocamentos e a influência da falta de exactidão das sensibilidades no processo global
de optimização. Neste caso, utilizou-se uma abordagem de paragem prematura do método do
gradiente conjugado com precondicionamento (PCG) [Amir et al. 2010].
Os problemas apresentados até aqui foram resolvidos com um método de gradiente conjugado
com precondicionamento de sobrerrelaxação sucessiva simétrica (SSOR), utilizando uma tolerância
de controlo de convergência de t = 10−6. No entanto, verifica-se que os métodos de optimização
topológica implementados se mantêm muito estáveis até tolerâncias bastante mais relaxadas na
resolução do sistema de equilíbrio. A título de exemplo, mostram-se na figura 9.54 as topologias
obtidas para tolerâncias de t = 10−1 e t = 10−2, caso M4. Nestes casos, os erros ao nível do campo
de deslocamentos são já assinaláveis, mas, ao conduzirem a campos que, em termos formais, se
mantêm coerentes, as topologias obtidas são ainda aceitáveis. Mesmo com tolerâncias baixas as
topologias são aproximadas em grande medida por causa das diferenças de magnitude da rigidez,
levando a que os erros se concentrem nas regiões de densidade baixa e a representação da estrutura
óptima seja aproximada. Verifica-se, aliás, que, para este problema, uma tolerância de t = 10−2
é ainda aceitável, apesar de mostrar já alguns desequilíbrios. Até t = 10−2 percebem-se pequenas
irregularidades, mas a topologia ainda é a mesma, assim como o valor da função-objectivo com
diferenças inferiores a 0,3%. No caso de t = 10−1, verificam-se já sinais de perda evidente de
eficiência. Estas questões se tornam mais críticas com malhas mais refinadas.
Na figura 9.55 mostra-se as implicações práticas da utilização de tolerâncias mais relaxadas no
tempo de resolução do problema M4. Mostra-se ainda a influência de outros parâmetros aborda-
dos anteriormente. Por um lado, verifica-se que parâmetros como dm, p ou ρmin têm real impacto
nos tempos de processamento. Estas diferenças surgem acima de tudo pela influência no condi-
cionamento do sistema de equações. No caso da tolerância do método do gradiente conjugado, a
influência é evidente nos tempos de resolução. Isto é verdadeiro quer se use ou não um precon-
dicionador, já que o sistema de equações inicial é o mesmo. No entanto, para além dos evidentes
benefícios da utilização de precondicionamento em termos de velocidade de convergência, em pro-
blemas onde o condicionamento do sistema seja crítico um método sem precondicionamento pode
nem sequer convergir para tolerâncias mais apertadas. Esta questão é particularmente perceptível
ao comparar o comportamento de diferentes iterações, nomeadamente a primeira iteração com
uma distribuição homogénea de material e excelente condicionamento, e iterações com diferenças
acentuadas de densidades com penalizações elevadas.
Em termos gerais, para tolerâncias menos apertadas, apesar da aproximação mais grosseira
em termos de deslocamentos, o cálculo de sensibilidades é consistente, sendo estas precisas face
à aproximação que é calculada. No entanto, o comportamento deste tipo de aproximação tende
204
Optimização Topológica
1,0 
2,0 
3,0 
4,0 
5,0 
6,0 
0 10 20 30 40 50 60 70 80 90 100 
Fu
nç
ão
-o
bj
ec
ti
vo
 
Número de iterações 
M1 M2 M3 M4 M5 
(a)
0,0 
0,1 
0,2 
0,3 
0,4 
0,5 
0,6 
0,7 
0,8 
0,9 
1,0 
0 10 20 30 40 50 60 70 80 90 100 
Fu
nç
ão
-o
bj
ec
ti
vo
 
Número de iterações 
M1 M2 M3 M4 M5 
(b)
Figura 9.52: Evolução da função-objectivo para um problema de optimização topológica MBB,
com discretizações M1 a M5, resultante da prescrição de deslocamentos: (a) curvas obtidas e (b)
curvas inversas.
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Figura 9.53: Ilustração de desequilíbrios em zonas de densidade reduzida num problema de opti-
mização topológica MBB, com discretização M4, resultante da prescrição de deslocamentos.
(a) (b)
Figura 9.54: Topologias obtidas na resolução do problema MBB (M4) com tolerâncias de resolução
de (a) t = 10−1 e (b) t = 10−2.
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Figura 9.55: Comparação de tempos de resolução de um problema de optimização topológica (M4)
em função da variação dos parâmetros dm, densidade mínima, penalidade do SIMP e tolerância da
resolução de sistema de equações.
a variar com o problema, já que o CG não se comporta da mesma forma com todos os tipos de
solicitação.
9.3.2 Termoelasticidade
A optimização topológica de problemas de termoelasticidade acarreta algumas complexidades as-
sociadas ao facto de as solicitações serem dependentes das variáveis de projecto. Para analisar
o seu comportamento recorre-se a um problema comum na bibliografia [Rodrigues e Fernandes
1995,Li et al. 1999,Xia e Wang 2008,Gao e Zhang 2010,Pedersen e Pedersen 2010], ilustrado na
figura 9.56. A restrição de volume utilizada é fv ≤ 0,5.
Figura 9.56: Ilustração das condições de fronteira de um problema de termoelasticidade linear (∗ –
fonte fria, • – fonte quente).
É necessário referir que o problema apresentado tem algumas variantes. Parte das referências
consultadas usam regiões de domínio com densidade prescrita (ρ = 1), representada na figura a
cinzento. Apresentam-se aqui as duas hipóteses. Além disso, o problema definido na bibliografia
impõe uma variação de temperatura, ΔT , constante em toda a estrutura. O estudo que se segue
é efectuado desta forma, mas refere-se posteriormente a influência de um campo de temperaturas
variável, alternativamente resolvido com a imposição de temperaturas ou fluxos de calor na fonte
quente, de acordo com o representado na figura 9.56. A malha estruturada de elementos finitos
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quadriláteros lineares é constituída por 80× 40 elementos [Li et al. 1999]. Na figuras 9.57 e 9.58
apresentam-se as topologias obtidas com e sem regiões de densidade prescrita, respectivamente. As
variações de temperatura impostas enquadram-se no intervalo −1 K ≤ ΔT ≤ 1 K . Refira-se que,
para além das instabilidades inerentes a este tipo de problema, a convergência muito lenta [Bruy-
neel e Duysinx 2004] levou a que o número de iterações necessário para atingir estas soluções tenha
sido em diversos casos da ordem de várias centenas. Verifica-se, no entanto, que os problemas re-
solvidos com elementos passivos tendem a convergir mais rapidamente. Analisando as referências,
são utilizadas em alguns casos aproximações adicionais para tentar equilibrar o problema, seja
considerando o coeficiente de expansibilidade térmica constante [Xia e Wang 2008] ou penalidades
diferentes para componentes mecânica e termomecânica [Gao e Zhang 2010]. Neste último caso,
ao separar a penalização de densidades do SIMP nas componentes mecânica e termomecânica,
controla-se separadamente o comportamento de cada um dos problemas. A penalidade mais alta
no problema mecânico leva a que este problema seja dominante em termos da agressividade de
contabilização das sensibilidades, conseguindo-se uma penalização efectiva das densidades inter-
médias e desenhos mais definidos. Quando se aumenta a penalidade do problema termomecânico,
aumenta-se o impacto das oscilações associadas às componentes termoelásticas, tornando a con-
vergência mais delicada. Este tipo de fenómeno é observado nos resultados apresentados. Em
termos gerais, sem separação de penalização, no entanto, a utilização de penalidades mais elevadas
tende a melhorar ligeiramente a convergência. Na formulação apresentada, esta acaba por ser uma
luta inglória. Ao privilegiar a redução de deslocamentos, a melhor forma de minimizar os efeitos
termoelásticos é fazer desaparecer o material. É por esta razão que alguns problemas resultam em
volumes efectivos menores do que a fracção volúmica imposta (note-se que a implementação de
MMA utilizada usa restrições do tipo ≤). Os problemas de convergência e estabilidade estão per-
feitamente documentados no trabalho de Bruyneel e Duysunx [Bruyneel e Duysinx 2004], estando
intimamente ligados com a falta de monotonia dos problemas e o comportamento dos métodos
de optimização utilizados nesse tipo de problema. Verifica-se que os métodos utilizados não são
adequados à resolução deste tipo de problema [Bruyneel e Duysinx 2004]. Note-se ainda que o
OC implementado não permite sequer a sua resolução, já que os critérios utilizados e a definição
de multiplicadores de Lagrange não são adequados a sensibilidades positivas [Pedersen e Pedersen
2010].
Para o problema com regiões de densidade prescrita, a evolução das funções-objectivo resultan-
tes apresenta-se na figura 9.59. Pode daqui depreender-se que os problemas são tão mais estáveis
quanto mais reduzida for a variação de temperatura. O comportamento apresentado pode ser
analisado com base nas curvas das figuras 9.60, onde se mostra a evolução das sensibilidades e
dos carregamentos térmicos, respectivamente, nos nós centrais superior (1296) e inferior (2124) da
estrutura. Estas curvas, como exemplo ilustrativo, correspondem a ΔT = 0,1 K e ΔT = 1 K. Para
ΔT = 0,1 K a sensibilidade no ponto de aplicação de carregamento mecânico é sempre negativa,
reflexo do facto de este ser dominante. Este é um dos critérios de estabilidade da resolução deste
tipo de problema com os métodos aqui utilizados. As instabilidades surgem com a oscilação de sinal
das sensibilidades, quebrando a monotonia dos problemas de optimização aqui abordados. Refira-
se que o carregamento mecânico aqui imposto é F = 1 × 105 N. No entanto, este carregamento é
aplicado num ponto isolado enquanto que os carregamentos térmicos surgem distribuídos por toda
a estrutura, somando-se na sua influência nas sensibilidades. Este efeito é perfeitamente represen-
tado no ponto superior, onde as sensibilidades oscilam de forma evidente. Isto deve-se ao facto
de o problema termomecânico se sobrepor aqui ao mecânico. No entanto, anula-se a existência de
material e estabiliza-se o processo, limitando a dilatação e concentrando material onde é necessária
rigidez para responder ao carregamento mecânico. Esta estabilização é notória no que diz respeito
a carregamentos de origem térmica. A rápida convergência local de material no ponto de aplicação
do carregamento mecânico torna o carregamento térmico correspondente constante. É neste caso
estável porque o carregamento térmico é inferior ao carregamento mecânico. Já com ΔT = 1 K, o
processo comporta-se de forma diferente. O problema termomecânico sobrepõe-se ao mecânico e as
oscilações são evidentes mesmo para o ponto de aplicação do carregamento mecânico. Neste caso, o
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 9.57: Topologias obtidas na resolução de um problema geral de termoelasticidade com
elementos passivos: (a) ΔT = −1 K, (b) ΔT = −0,1 K, (c) ΔT = −0,05 K, (d) ΔT = −0,025 K,
(e) ΔT = 0 K, (f) ΔT = 0,025 K, (g) ΔT = 0,05 K, (h) ΔT = 0,1 K e (i) ΔT = 1 K.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j)
Figura 9.58: Topologias obtidas na resolução de um problema geral de termoelasticidade: (a)
ΔT = −1 K, (b) ΔT = −0,1 K, (c) ΔT = −0,05 K, (d) ΔT = −0,025 K, (e) ΔT = 0 K, (f)
ΔT = 0,025 K, (g) ΔT = 0,05 K, (h) ΔT = 0,1 K e (i) ΔT = 1 K.
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facto de as dilatações tenderem a sobrepor-se à deformação mecânica origina uma clara quebra de
monotonia do problema, patente nas oscilações de sinal das sensibilidades e no facto de o problema
estabilizar numa solução (divergente) de densidades intermédias que mantêm os deslocamentos
artificialmente equilibrados entre rigidez necessária para equilibrar o carregamento mecânico e a
ausência de material necessária para reduzir dilatação. Isto pode ser analisado na representação da
figura 9.61, relativa às energias envolvidas. Verifica-se que ao retirar a parcela de energia relativa à
componente de dilatação, patente na lei de Duhamel-Neumann (vd. Eq. 4.14), o equilíbrio entre a
área respeitante à componente estritamente mecânica e a área complementar restante, ditada pela
componente de expansão térmica, determina a estabilidade do problema. Este permite atingir so-
luções válidas quando a área correspondente à parte mecânica é superior e se mantém a monotonia
do problema. Caso contrário, observa-se que ao minimizar o trabalho das forças externas (com-
pliance), pode ser vantajoso reduzir o volume efectivo de material na estrutura. Por esta razão,
torna-se ambígua a escolha deste tipo de objectivo em problemas de termoelasticidade [Pedersen e
Pedersen 2010]. Isto deve-se ao facto de minimizar o trabalho das forças externas ser equivalente a
minimizar a função energia de deformação elástica, já que a componente de energia de deformação
termoelástica faz parte do trabalho das forças externas. Assim, o problema comporta-se como um
problema de minimização de deslocamentos, independentemente da sua origem.
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Figura 9.59: Evolução da função-objectivo para um problema de optimização topológica em ter-
moelasticidade, com diferentes valores de temperatura prescrita constante.
A resolução do problema apresentado com um problema térmico de temperaturas variáveis, por
sua vez, conduz a resultados como os apresentados na figura 9.62. Mostra-se na figura 9.62(a) a
topologia resultante da utilização de fluxos superficiais de calor na fonte quente (q¯ = 40 Wm−2).
Alternativamente, a utilização de temperaturas prescritas na fonte quente conduzem às topologias
apresentadas na figura 9.62(b) para ΔT = 0,1 K e na figura 9.62(c) para ΔT = 1,0 K.
O facto de as condições de fronteira de prescrição de temperaturas resultarem num gradiente
térmico com uma redução gradual de variações de temperatura e consequentemente de dilatações
leva a que as soluções sejam topologicamente mais definidas do que nos casos anteriores. Em con-
trapartida, o problema torna-se completamente divergente para a prescrição de fluxos superficiais
de calor. Observa-se que a resolução deste tipo de problema com fluxos de calor tende a divergir,
mesmo para valores reduzidos. As instabilidades surgem porque a existência de fluxos de dada
intensidade correspondem a um fluxo de energia predefinido. Quando não existe material com
densidade suficiente para conduzir calor em condições normais, os gradientes térmicos necessários
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Figura 9.60: Evolução de um problema de optimização topológica em termoelasticidade, com
temperatura prescrita constante de ΔT = 0,1 K e ΔT = 1,0 K: (a) evolução de sensibilidades
locais e (b) evolução do carregamento termomecânico resultantes, para os elementos 1296 e 2124.
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Figura 9.61: Representação esquemática das parcelas mecânica e termomecânica da função densi-
dade de energia de deformação.
(a) (b) (c)
Figura 9.62: Topologias obtidas na resolução de um problema geral de termoelasticidade com
temperaturas variáveis, utilizando uma fonte quente de (a) fluxo de calor superficial q¯ = 40 Wm−2,
e de temperatura imposta (b) ΔT = 0, 1 K e (c) ΔT = 1, 0 K.
para corresponder aos fluxos impostos tornam-se cada vez maiores. Com este aumento, aumenta
também a dilatação associada e é novamente reduzida a densidade. Este torna-se um ciclo de
instabilidades, levando à divergência do problema. Estes aspectos são ilustrados nas figuras 9.63,
com representação da evolução das funções-objectivo, e 9.64, com sensibilidades e carregamen-
tos termomecânicos. Note-se que o problema com fluxos de calor diverge de forma praticamente
instantânea, passando a oscilar de forma acentuada até ao fim do processo.
À semelhança dos estudos anteriores, retoma-se, a título de exemplo, o problema MBB. Neste
caso, considera-se juntamente com o problema mecânico original a existência de campos de variação
de temperatura constantes de ΔT = 0,1 K e ΔT = 1 K. Estes resultam nas topologias, obtidas
para a malha M4, apresentadas na figura 9.65. O comportamento observado é coerente com a
análise efectuada anteriormente.
9.3.3 Cálculo Multiobjectivo
Na abordagem geral do comportamento do programa mainFRAN em problemas macroestruturais
de optimização topológica, resta abordar o cálculo multiobjectivo. Este divide-se nesta secção
em duas partes, uma referente a multiobjectivos mecânicos, isto é, problemas com carregamentos
múltiplos, e ponderação de objectivos mecânicos e térmicos. Apesar do código permitir a utilização
de termoelasticidade como modo suplementar de carregamento múltiplo ou como problema incluído
em cálculo multiobjectivo, opta-se aqui por recorrer a problemas exclusivamente mecânicos e/ou
térmicos.
Começando pela consideração de problemas multicarregamento, acrescentam-se ao problema
original MBB dois modos de carga suplementares, de acordo com o ilustrado na figura 9.66. Este
problema é em primeiro lugar resolvido considerando os dois primeiros carregamentos, com uma
ponderação do segundo carregamento de w2 = {0; 0,2; 0,5; 0,8; 1}. As topologias obtidas, conside-
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Figura 9.63: Evolução de funções-objectivo obtidas na resolução de um problema de optimização
topológica em termoelasticidade com imposição de um campo de temperaturas variável recorrendo
a uma fonte quente com prescrição de temperaturas ou de fluxos superficiais de calor.
rando aqui o problema resolvido com a discretização M4, são apresentadas na figura 9.67.
Nas figuras 9.68(a) e (b) mostram-se as topologias resultantes da optimização isolada do ter-
ceiro modo de carregamento e e da ponderação equitativa dos três modos de carga apresentados,
respectivamente. Os deslocamentos associados a cada um dos problemas de carregamento são
representados na figura 9.69, considerando a topologia que melhor equilibra os três. As funções-
-objectivo correspondentes à resolução de cada um dos problemas isoladamente, assim como do
problema multicarregamento considerando os três em simultâneo, são ilustradas na figura 9.70. A
evolução dos objectivos associados aos dois primeiros carregamentos é muito semelhante, já que a
natureza dos problemas é idêntica. No caso do terceiro carregamento, observa-se uma convergên-
cia bastante mais rápida do objectivo a minimizar, assim como da configuração topológica geral.
Este é, aliás, um dos casos onde se verifica a afirmação anterior da própria resolução do sistema
de equações e do algoritmo do gradiente conjugado ter comportamentos diferentes consoante o
problema. Isto deve-se ao facto de se tratar de um problema de tracção, que neste caso tende a
ser de resolução mais simples que os problemas de flexão.
Chama-se ainda a atenção para as diferenças notórias entre um problema multicarregamento e
a simples soma de carregamentos, cujas topologias são apresentadas na figura 9.71. Nestes casos,
em vez de estruturas que equilibrem a resposta a diferentes solicitações são obtidas estruturas que
respondem a uma solicitação única correspondente à aplicação simultânea de diferentes cargas.
Quanto à resolução de problemas multiobjectivo, resolve-se aqui um problema semelhante ao
apresentado por de Kruijf et al. [de Kruijf et al. 2007]. Ilustra-se este problema na figura 9.72,
onde são apresentadas as condições de fronteira do problema mecânico e a fonte fria do problema
térmico. A fonte quente é distribuída em toda a geometria, recorrendo a fluxos superficiais de
calor por condução. Utiliza-se na resolução deste problema uma malha de 80×80 elementos finitos
quadriláteros lineares. A restrição de volume corresponde a fv = 0,4.
As topologias obtidas são apresentadas na figura 9.73, para pesos de ponderação do problema
térmico de wt = {0; 0,1; 0,2; 0,4; 0,6; 0,8; 0,9; 1}. Verifica-se que as soluções obtidas são idênticas às
da bibliografia [de Kruijf et al. 2007]. A utilização do método MMA com controlo progressivo do
parâmetro s0, graças à sua estabilidade adicional, leva a que estas se apresentem geralmente mais
simétricas que as apresentadas na bibliografia. As funções-objectivo (normalizadas) para estes casos
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Figura 9.64: Evolução de um problema de optimização topológica em termoelasticidade com im-
posição de um campo de temperaturas variável recorrendo a uma fonte quente com prescrição de
temperaturas ou de fluxos superficiais de calor: (a) sensibilidades locais e (b) carregamentos de
origem térmica, para os elementos 1296 e 2124.
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(a) (b)
Figura 9.65: Topologias obtidas na resolução do problema MBB com termoelasticidade, aplicando
um campo de temperaturas constante de (a) ΔT = 0,1 K e (b) ΔT = 1 K.
13
2
Figura 9.66: Ilustração de carregamentos alternativos para a resolução de um problema de opti-
mização topológica.
(a) (b) (c) (d) (e)
Figura 9.67: Topologias obtidas na resolução do problema MBB com dois carregamentos múltiplos:
(a) w2 = 0, (b) w2 = 0,2, (c) w2 = 0,5, (d) w2 = 0,8 e (e) w2 = 1.
(a) (b)
Figura 9.68: Topologias obtidas na resolução do problema MBB com três carregamentos múltiplos:
(a) w3 = 1 e (b) w1 = w2 = w3 = 1/3.
(a) (b) (c)
Figura 9.69: Deformadas correspondentes aos três modos de carga do problema MBB multicarrega-
mento, para a topologia obtida na resolução do problema MBB com três carregamentos múltiplos,
w1 = w2 = w3 = 1/3, segundo os carregamentos (a) 1, (b) 2 e (c) 3.
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Figura 9.70: Evolução das funções-objectivo na resolução de problemas de optimização topológica
de carregamentos múltiplos (w = {1, 0, 0}, w = {0, 1, 0}, w = {0, 0, 1} e w = {1, 1, 1}).
(a) (b)
Figura 9.71: Topologias correspondentes à soma de carregamentos (a) 1 e 2, e (b) 1, 2 e 3.
Figura 9.72: Representação esquemática de um problema multiobjectivo (∗ – fonte fria, • – fonte
quente) [de Kruijf et al. 2007].
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são apresentadas na figura 9.74(a), mostrando-se os valores obtidos para os objectivos mecânico,
térmico e global. A relação entre objectivos e a forma como estes evoluem em sentidos inversos é
ilustrada também na figura 9.74(b), onde se mostra uma curva de Pareto. Note-se que os óptimos
de cada objectivo correspondem a pontos de utopia, dificilmente conciliáveis com o outro objectivo
em análise. Na realidade, estes são muitas vezes incompatíveis, levando a que um peso elevado
dado a um dos objectivos invalide uma solução viável do outro. Isto é particularmente notório ao
constatar que cada um dos objectivos normalizados tende para valores piores que a solução inicial
quando o outro objectivo é privilegiado. É comum este problema agudizar-se quando existe uma
diferença pronunciada entre propriedades em regiões de densidades-limite, levando muitas vezes à
incapacidade de resolver os sistemas de equações. Por esta razão, os exemplos aqui apresentados
utilizam dm = 0,001 para garantir a estabilidade das soluções limite. É também por esta razão que
valores das funções-objectivo nos extremos de ponderação nula não se tornam demasiado elevados.
A influência das soluções em cada objectivo alternativo pode ainda ser ilustrada com recurso à
figura 9.75. Mostram-se os campos de deslocamento e temperatura para as soluções óptimas de
wt = 0,1 e wt = 0,9. Verifica-se que ao valorizar o objectivo mecânico se reduzem os deslocamentos,
mas tornam-se necessários gradientes térmicos muito superiores para garantir o fluxo de energia
necessário ao escoamento imposto. O inverso é igualmente verdadeiro.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 9.73: Topologias obtidas na resolução de um problema multiobjectivo com peso de ponde-
ração do problema térmico (a) wt = 0, (b) wt = 0,1, (c) wt = 0,2, (d) wt = 0,4, (e) wt = 0,6, (f)
wt = 0,8, (g) wt = 0,9 e (h) wt = 1.
Mais uma vez, retoma-se como ilustração o exemplo MBB apresentado ao longo desta secção.
Neste caso, adiciona-se um objectivo térmico ao problema original, como ilustrado na figura 9.76.
As topologias obtidas, para o caso da malha M4, são apresentadas na figura 9.77 para wt =
{0; 0,2; 0,4; 0,5; 0,6; 0,8; 1}. A evolução de funções-objectivo e curva de Pareto para este problema
são apresentadas na figura 9.78. No caso apresentado, o problema térmico tem uma solução ainda
aceitável no extremo de optimização mecânica, razão pela qual o pior valor (normalizado) deste
objectivo é ainda assim inferior à unidade.
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Figura 9.74: (a) Funções-objectivo mecânica, térmica e global, e (b) curva de Pareto da resolução
de um problema multiobjectivo.
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(a) (b)
(c) (d)
Figura 9.75: Representação dos campos de (a,b) temperaturas e (c,d) deslocamentos para as
topologias correspondentes a um peso do objectivo térmico de (a,c) wt = 0,1 e (b,d) wt = 0,9.
Figura 9.76: Representação esquemática do problema térmico a utilizar com o problema MBB
numa abordagem multiobjectivo (∗ – fonte fria, • – fonte quente).
(a) (b) (c) (d)
(e) (f) (g)
Figura 9.77: Topologias obtidas na resolução de um problema MBB multiobjectivo com peso de
ponderação do problema térmico (a) wt = 0, (b) wt = 0,2, (c) wt = 0,4, (d) wt = 0,5, (e) wt = 0,6,
(f) wt = 0,8 e (g) wt = 1.
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Figura 9.78: Representação das (a) funções-objectivo mecânica, térmica e global, e da (b) curva
de Pareto da resolução do problema MBB multiobjectivo.
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9.3.3.1 Exemplos 3-D
Apresentam-se alguns problemas tridimensionais. Um primeiro exemplo corresponde a um pro-
blema de carregamentos múltiplos [Fernandes 1998]. Utiliza-se uma malha de 20×20×20 elementos
finitos hexaédricos, representando um quarto do problema com condições de fronteira de simetria.
Os modos de carga alternativos são apresentados na figura 9.79, juntamente com as topologias obti-
das para a ponderação do segundo carregamento com w2 = {0; 0,2; 0,5; 0,8; 1}. A fracção volúmica
imposta é fv = 0,5.
(a) (b) (c) (d)
(e) (f) (g)
Figura 9.79: Topologias obtidas na resolução de um problema tridimensional de carregamentos
alternativos, com peso de ponderação do segundo carregamento (b) w2 = 0, (c) w2 = 0,2, (d)
w2 = 0,5, (e) w2 = 0,8 e (f) w2 = 1. Definição (a) do primeiro e (g) do segundo carregamento.
Um segundo exemplo corresponde à resolução de um problema multiobjectivo, com objectivos
mecânico e térmico [Oliveira et al. 2010a]. Utiliza-se uma malha de 20× 40× 80 elementos finitos
hexaédricos. Na figura 9.80 apresentam-se os problemas resolvidos e as topologias obtidas na sua
resolução. Comparam-se ainda com a resolução de um problema 2-D equivalente.
Por fim, à semelhança do problema anterior, resolve-se um problema multiobjectivo mecânico
e térmico [Chen et al. 2010]. Resolve-se neste caso apenas um quarto do problema, considerando
condições de simetria e uma malha de 80 × 40 × 40 elementos finitos hexaédricos. As diferentes
topologias obtidas são ilustradas na figura 9.81, juntamente com a representação dos problemas
resolvidos (fv = 0,3). Por uma questão de visualização, apresentam-se resultados suavizados das
topologias obtidas. Chama-se a atenção neste exemplo para os resíduos verificados na topologia
da figura 9.81(c), correspondente a wt = 0, 2. Os focos de densidade superior perceptíveis nas
regiões de vazio correspondem às instabilidades referidas anteriormente, associadas aos filtros de
sensibilidades e ao comportamento da derivada do SIMP em regiões de densidade reduzida.
9.4 Optimização Topológica Multiescala
Os procedimentos de optimização multiescala estudados neste trabalho actuam ao nível da mi-
croescala, macroescala ou ambas, de acordo com as estratégias definidas nos Capítulos 6 e 7 (vd.
Fig. 6.4). Ao longo desta secção abordam-se os modos de cálculo base das diferentes abordagens,
remetendo para estudos posteriores a análise de metodologias alternativas. Neste sentido, procede-
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figura 9.80: Topologias obtidas na resolução de um problema bi- e tridimensional multiobjectivo,
de viga encastrada, com peso de ponderação do problema térmico (b,g) wt = 0, (c,h) wt = 0,5 e
(d,i) wt = 1. Definição do problema (a,f) mecânico e (e,j) térmico (∗ – fonte fria, • – fonte quente).
(a) (b) (c) (d)
(e) (f) (g)
Figura 9.81: Topologias obtidas na resolução de um problema tridimensional multiobjectivo, com
peso de ponderação do problema térmico (b) wt = 0, (c) wt = 0,2, (d) wt = 0,5, (e) wt = 0,8 e (f)
wt = 1. Definição do problema (a) mecânico e (g) térmico (∗ – fonte fria, • – fonte quente).
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-se à optimização isolada de material, ao nível da microescala, seguido de optimização isolada da
macroescala, com influência de distribuições de constituintes microestruturais prescritas. Por fim,
faz-se uma primeira abordagem à optimização simultânea de estrutura e material com estratégias
hierárquicas.
9.4.1 Optimização de Material
Ao nível da optimização do material constituinte, abordam-se aqui duas estratégias distintas.
A abordagem local da optimização topológica consiste na utilização de procedimentos idênticos
aos já aplicados neste capítulo, mas recorrendo a condições de fronteira específicas, quer para
garantir a periodicidade quer para impor de forma consistente campos de deformação periódicos
ou campos de tensão antiperiódicos. Nesta abordagem, as propriedades dos materiais são apenas
avaliadas através da homogeneização por expansão assimptótica, como parte de pós-processamento
(interno). Por sua vez, a homogeneização inversa utiliza a HEA como parte integrante do processo
de optimização. Assim, cada iteração envolve não a resolução de um sistema de equilíbrio pelo
método dos elementos finitos, mas sim a resolução de diversos sistemas de equações relativas aos
problemas de elementos finitos da HEA. Este procedimento é também a base dos procedimentos
hierárquicos abordados. Por esta razão, a sequência aqui adoptada difere dos capítulos iniciais.
Encara-se a abordagem local como um tipo de procedimento acessório, face à importância mais
geral da homogeneização inversa.
9.4.1.1 Abordagem Local
Mostram-se aqui alguns exemplos da utilização das condições de fronteira multigrau-de-liberdade
descritas na Secção 7.2.2 [Oliveira et al. 2010b]. As células representativas unitárias utilizadas são
quadradas e cúbicas, discretizadas com 20 × 20 elementos quadriláteros lineares e 15 × 15 × 15
elementos hexaédricos lineares, respectivamente. As condições de fronteira utilizadas são impostas
recorrendo a um método de penalidade. Os campos impostos são normalizados, utiliza-se uma
restrição de volume de fv = 0,5 e uma penalidade p = 4. O método de optimização utilizado é o
método das assimptotas móveis padrão [Svanberg 1987].
Na figura 9.82 mostram-se resultados para a imposição de um estado de deformação ou de tensão
uniaxial num problema 2-D. O problema de imposição de um estado de deformação (Fig. 9.82(a))
resulta de uma deformação4 macroestrutural homogénea ε0 = {1,0; 0,0; 0,0}, enquanto que o pro-
blema de imposição de tensão (Fig. 9.82(b)) resulta de um campo de tensão macroestrutural
σ0 = {1,0; 0,0; 0,0}. As topologias obtidas são idênticas em ambos os casos. Note-se o efeito
das condições de fronteira homogéneas utilizadas no caso de imposição de tensão, onde as cargas
equivalentes induzem diferentes deslocamentos nas regiões de diferentes densidades. No entanto,
a periodicidade é mantida, assim como o valor homogeneizado da deformação da CRU. A carga
distribuída resultante do campo de tensão imposto é representado na figura 9.82(c), onde se pode
observar o seu caracter antiperiódico. O mesmo pode ser verificado na figura 9.83, onde se repre-
senta cada um dos carregamentos mecânicos característicos FD da HEA, assim como as deformadas
correspondentes ao respectivos correctores χ. As condições de fronteira homogéneas de dois nós
levam a que estes deslocamentos característicos sejam periódicos, oscilando de acordo com as va-
riações locais de propriedades dos materiais constituintes que conduzem à obtenção da matriz de
elasticidade homogeneizada Dh. Para um caso 3D, a resolução de um problema idêntico resultou
na distribuição óptima de material representada na figura 9.84. Note-se novamente a antiperiodici-
dade dos carregamentos equivalentes no caso de imposição de tensão. A utilização das condições de
fronteira MFC ao longo de toda a fronteira das CRU dá origem a problemas de condicionamento e
estabilidade assinaláveis. O desequilíbrio entre magnitude dos coeficientes das matrizes de rigidez
dos problemas devido à utilização de penalidades é acentuado pela influência da penalidade no
4Os valores de deformação e tensão impostos ao longo deste capítulo são normalizados. Adicionalmente, são
representados segundo a notação matricial de Voigt, considerando-se a definição de deformações de engenharia
(γij = 2εij) [Fung e Tong 2001].
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(a) (b) (c)
Figura 9.82: Geometria deformada e distribuição óptima de material para a imposição de (a) de-
formação e (b) tensão uniaxial num problema 2-D. Representação do (c) carregamento equivalente
antiperiódico no caso de tensão.
SIMP. Estes problemas de condicionamento são uma séria limitação na resolução destes problemas
de optimização, levando a que os tempos de resolução dos sistemas de equações cresçam com o
aumento da discrepância entre propriedades dos elementos finitos utilizados.
(a) (b) (c)
Figura 9.83: Deslocamentos característicos periódicos e carregamentos mecânicos característicos
antiperiódicos de uma CRU 2-D: (a) χ11 e FD11, (b) χ22 e FD22, e (c) χ12 e FD12.
Para melhor ilustrar a periodicidade das soluções obtidas, quer em termos de distribuição
de material quer em termos de deslocamentos característicos, alguns resultados são apresentados
na figura 9.85. Estes mostram as deformadas e distribuição de material com a repetição de CRU
resultantes da imposição dos campos homogéneos de deformação ε¯ = {1,0;−1,0; 1,0} (Fig. 9.85(a))
e ε¯ = {0,0; 0,0; 1,0} (Fig. 9.85(c)). Como exemplo de correctores oriundos da aplicação da HEA
a estas CRU, mostra-se o corrector χ12 (Fig. 9.85(b)) para o primeiro caso e χ22 (Fig. 9.85(d))
para o segundo. Note-se a periodicidade da distribuição de material resultante. É ainda notória a
diferença entre o resultado da utilização de condições de fronteira homogéneas de dois nós da HEA
e as condições de fronteira não-homogéneas de três nós utilizadas no procedimento geral. Enquanto
que as primeiras permitem apenas oscilações em torno de um estado médio, com vértices fixos, as
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(a) (b) (c)
Figura 9.84: (a,b) Distribuição óptima de material para um problema de tracção uniaxial 3-D e
(c) correspondente carregamento antiperiódico para o caso de imposição de um campo de tensão.
(a) (b)
(c) (d)
Figura 9.85: Ilustração de periodicidade para a repetição de CRU quadradas com imposição de
condições de fronteira homogéneas e não-homogéneas: (a) deformada com distribuição óptima de
material para ε¯ = {1,0;−1,0; 1,0} e (b) deslocamentos característicos χ12, (c) deformada com
distribuição óptima de material para ε¯ = {0,0; 0,0; 1,0} e (d) deslocamentos característicos χ22.
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condições mais gerais permitem a deformação global da CRU, mantendo a periodicidade.
No contexto desta metodologia, apresentam-se ainda exemplos de aplicação 2-D multiobjec-
tivo [Oliveira et al. 2010b]. Utiliza-se aqui uma malha de 80 × 80 elementos finitos quadriláteros
lineares. São impostos campos homogéneos de tensão, ε¯ = {1,0; 0,0; 0,0}, e de calor superficial,
q¯ = {0,0; 1,0}, tendendo cada um a gerar fases dominantes alinhadas segundo uma direcção orto-
gonal. Assim, utiliza-se o peso wt para controlar o peso do problema térmico na ponderação de
objectivos mecânico e térmico. Refira-se que os extremos podem conduzir a singularidades para o
objectivo complementar. Como a fase de vazio não é efectivamente de densidade nula, é possível
controlar a dificuldade de convergência nestes limites. Mostra-se na figura 9.86 a variação dos ob-
jectivos com a ponderação do problema térmico. A figura 9.87, por sua vez, mostra uma curva de
Pareto para este problema, juntamente com as topologias obtidas. É neste caso perceptível a varia-
ção da orientação dominante de material com a transição entre objectivos. A variação das proprie-
dades equivalentes (homogeneizadas) das soluções obtidas é ilustrada nas figuras 9.88. Denotam-se
dois detalhes a este nível. A variação dos módulos de elasticidade e coeficientes de condutividade
térmica tem variações abruptas de tendência junto aos limites. Isto acontece pelo facto de o mate-
rial se tornar desconexo nos extremos, levando a uma queda abrupta das propriedades transversais.
Motivado pelo mesmo efeito, os coeficiente de expansibilidade térmica mantêm-se num patamar
idêntico à propriedade do material de base exceptuando quando deixa de haver continuidade de
material em dada direcção. Este comportamento é esperado, sendo o coeficiente de expansibili-
dade térmica em materiais celulares (material e vazio) idêntico ao coeficiente do material excepto
quando este é desconexo [Bendsøe e Sigmund 2003]. Campos característicos são apresentados na
figura 9.89, para o caso de wt = 0,4. Na figura 9.90 apresenta-se a topologia óptima e campos ca-
racterísticos são ilustrados para um problema multiobjectivo 3-D (σ¯ = {1,0;−1,0; 0,0; 0,0; 0,0; 0,0}
e q¯ = {0,5; 0,25; 1,0}, com wt = 0,5.
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Figura 9.86: Variação das funções-objectivo mecânica, térmica e total com wt num problema de
optimização local multiobjectivo.
9.4.1.2 Homogeneização Inversa
A metodologia de resolução anterior é válida para a optimização local de material, com a virtude
de poder ser implementada com poucas alterações face a um programa genérico de optimização
topológica macroestrutural. No entanto, apresenta algumas limitações, nomeadamente na integra-
ção em processos de cálculo mais complexos (e.g. optimização multiescala) ou nas dificuldades de
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Figura 9.87: Curva de Pareto num problema de optimização local multiobjectivo.
convergência do sistema de resolução de equações em algumas aplicações (e.g. em problemas com
fases desconexas de material). A metodologia que se apresenta em seguida, em contrapartida, é for-
mulada em torno da própria informação constitutiva do material (vd. Cap. 6). A homogeneização
inversa apresenta-se como uma técnica que permite não só a optimização de material mas também
uma natural integração em diferentes procedimentos multiescala. Aborda-se aqui a sua aplicação
ao problema de cálculo multiobjectivo apresentado anteriormente, prosseguindo-se depois com a
análise de algumas questões numéricas associadas à sua aplicação.
O problema multiobjectivo da secção anterior é aqui resolvido com o método das assimptotas
móveis, na sua configuração padrão. Resolve-se este problema sem nenhuma técnica de controlo
de instabilidades numéricas (Fig. 9.91) e depois com a utilização de um filtro de sensibilidades
(Fig. 9.92). À semelhança da maioria dos problemas resolvidos neste capítulo, utiliza-se um filtro
de conectividade (F2) com um raio R¯f = 1,25.
Na figura 9.93 ilustra-se o efeito verificado nos extremos. Tomando como exemplo o caso de
wt = 0,2, observa-se que existe uma tendência inicial para gerar uma topologia com elementos de
ligação vertical. No entanto, esta tendência é gradualmente anulada pelo efeito do filtro, já que a
espessura reduzida destas ligações é fortemente afectada pela influência do filtro e, consequente-
mente, das regiões vizinhas de densidade reduzida. A influência deste efeito é dependente do grau
de refinamento de malha, assim como da agressividade do método de actualização de variáveis
utilizado e do tipo de controlo de instabilidade utilizado. Constata-se que o problema não-filtrado
é menos sensível a esta questão. Comparando com a optimização local, potencialmente pelas dife-
renças no tipo de condições de fronteira e na deformação da célula unitária, observa-se que esta é
menos sensível a este efeito.
Mostra-se na figura 9.94 a variação da anisotropia mecânica das topologias obtidas com a
variação do peso do problema térmico. Note-se que no extremo do problema puramente térmico,
o módulo de elasticidade na direcção da solicitação mecânica é praticamente nulo. É por esta
razão que a metodologia anterior, de optimização local, tem sérios problemas de convergência
para o problema mecânico neste caso. Na realidade, a existência de uma fase de material com
uma reduzida rigidez nesta a separar as fases de material com densidade ρ = 1 leva a que estas
actuem como se fossem desconexas, reduzindo drasticamente a rigidez e tornando as equações que
a definem nesta direcção tendencialmente linearmente dependentes.
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Figura 9.88: Variação (a) do coeficiente de conditividade térmica, k, e do módulo de Young, E, e
(b) do coeficiente de expansibilidade térmica, α, com o peso do objectivo térmico, wt.
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(a) (b) (c)
(d) (e) (f)
Figura 9.89: Problema de optimização local 2-D: (a) distribuição óptima de material e (b) des-
locamentos termocaracterísticos, Υ, (c) campo de coeficientes característicos de dilatação linear
efectiva, Ψ, e (d-f) deslocamentos característicos, χ11, χ22 e χ12 (wt = 0,4).
9.4.1.3 Detalhes Numéricos
Pretende-se nesta secção avaliar a influência de alguns parâmetros e configurações na resolução
de problemas de homogeneização inversa. Para isso, recorre-se a alguns problemas típicos para
análise. Antes de avançar a este nível, no entanto, procede-se a uma comparação preliminar de
métodos de resolução. Assim, recorrendo à mesma malha dos problemas anteriores, de 80 × 80
elementos finitos quadriláteros lineares, resolve-se um problema com imposição de um estado de
deformação macroestrutural de ε¯ = {1;−1; 0}T [Bendsøe e Sigmund 1999]. Mostra-se nas figu-
ras 9.95 a topologia obtida, com o filtro F2, e o comportamento das funções-objectivo utilizando
o MMA (s0 variável, s0 = 0,1 e s0 = 0,9), método de critério de óptimo (OC) e CONLIN. A
topologia, por um lado, é perfeitamente coincidente em qualquer um dos casos, assim como o com-
portamento homogeneizado do material obtido. As funções-objectivo, por outro lado, apresentam
comportamentos coerentes com as análises efectuadas anteriormente. Os métodos derivados do
MMA, variam entre a progressividade da versão de limite de actualização mais apertada s0 = 0,9
e a maior agressividade mas maior instabilidade também da versão original com s0 = 0,1. Esta é,
aliás, a única que apresenta alguma instabilidade numa fase mais avançada do cálculo. Constata-se
ainda a estabilidade e progressividade dos métodos OC e CONLIN. O comportamento apresen-
tado neste exemplo observa-se também para outros problemas. Assim, seguindo uma abordagem
coerente com o já apresentado, utiliza-se na generalidade dos problemas o método MMA padrão.
Segue-se uma análise de dependência de malha. Para o efeito, recorre-se a malhas de 10× 10,
20 × 20, 30 × 30, 40 × 40, 50 × 50, 60 × 60, 70 × 70 e 80 × 80 elementos finitos quadriláteros
lineares. Resolvem-se os problemas de imposição de deformações macroestruturais ε¯ = {0; 0; 1}T
(vd. Fig. 9.96), ε¯ = {1; 0; 0}T (vd. Fig. 9.97), ε¯ = {1;−1; 0}T (vd. Fig. 9.98) e ε¯ = {1; 1; 0}T
(vd. Fig. 9.99). Algo que se torna rapidamente aparente é a tendência para a simplicidade
das soluções. Naturalmente lógico para problemas simples como os apresentados, esta é uma
tendência que se verifica regularmente nesta metodologia e que é claramente desejada ao trabalhar
com materiais compósitos. Por esta razão, constata-se que a utilização de metodologias como
controlo de perímetro ao nível da microescala, quando processada isoladamente, não traz resultados
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 9.90: Exemplo de problema de optimização local 3-D: (a) distribuição óptima de material
e (b) deslocamentos termocaracterísticos, Υ, (c) campo de coeficientes característicos de dilatação
linear efectiva, Ψ, e (d-i) deslocamentos característicos, χ11, χ22, χ33, χ12, χ23 e χ13 (wt = 0,5).
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k)
Figura 9.91: Resolução de problema de homogeneização inversa multiobjectivo, com um peso do
problema térmico de wt = 0,0; 0,1; · · · ; 1,0, sem recurso a controlo de estabilidade.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k)
Figura 9.92: Resolução de problema de homogeneização inversa multiobjectivo, com um peso do
problema térmico de wt = 0,0; 0,1; · · · ; 1,0, utilizando um filtro de sensibilidades.
(a) (b) (c)
Figura 9.93: Ilustração de iterações intermédias na evolução de um problema de homogeneização
inversa multiobjectivo com wt = 0,2: (a) i = 6, (b) i = 9 e (c) i = 22.
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Figura 9.94: Variação do coeficiente de elasticidade em função da orientação e do peso do problema
térmico, wt, num problema de homogeneização inversa multiobjectivo.
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Figura 9.95: Evolução inicial da função-objectivo utilizando diferentes métodos na resolução de
um problema de homogeneização inversa com imposição de uma deformação macroestrutural ε¯ =
{1;−1; 0}T.
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relevantes nesta aplicação. Em contrapartida, abordagem não adoptada neste trabalho, é possível
o recurso a este tipo de metodologia impondo limites mínimos de perímetro quando o objectivo é
de aumentar o detalhe e a complexidade das microestruturas (e.g. aplicações biomecânicas ao nível
da microestrutura óssea [Coelho et al. 2008a]). No entanto, esta abordagem, mesmo com controlo
simultâneo com técnicas de filtragem, acarreta algum ruído sob a forma de padrões checkerboard,
que numericamente aumentam o perímetro/superfície. No caso deste trabalho, verifica-se ainda que
a homogeneização inversa se apresenta muito mais estável que o modelo geral macroestrutural para
este tipo de problemas. A tendência para a existência de fenómenos checkerboard é muito menor,
em muitos casos aparecendo apenas de forma ténue em problemas 3-D. Por sua vez, dependência
de malha é menos evidente, observando-se que as diferenças ao nível do detalhe das topologias
se verificam não tanto na existência de diferentes elementos estruturais, mas mais ao nível do
refinamento da sua geometria. Estas questões estão intimamente ligadas à forma como as condições
de fronteira são aplicadas, assim com à sua natureza. Por um lado, os campos impostos são
homogéneos e constantes em toda a malha quando o material é homogéneo também. Por outro
lado, ao contrário do caso anterior, o facto de não haver uma deformação global da CRU leva a que
as oscilações impostas pelos sistemas de equações HEA e as consequentes sensibilidades tendam a
manter a simplicidade das soluções obtidas.
(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figura 9.96: Topologias obtidas na resolução de um problema de homogeneização inversa com
imposição de uma deformação macroestrutural ε¯ = {0; 0; 1}T, com diferentes níveis de refinamento
de malha: (a-h) sem filtragem e (i-p) com filtragem de sensibilidades.
Uma clara contradição à observação anterior surge para o caso do problema ε¯ = {1; 1; 0}T com
filtro. Neste caso, verifica-se uma tendência para passar pela solução esperada, coerente com a
solução não-filtrada, e depois oscilar em torno de soluções com objectivos menos favoráveis. Esta
evolução pode observar-se na figura 9.100, tomando como exemplo a malha 50× 50. Nesta figura
apresenta-se a função-objectivo e uma evolução do módulo de elasticidade E11 normalizado com o
módulo de elasticidade do material de base E0, tomando como referência as iterações 9, 15, 43, 70,
105, 153, 179 e 200. A função-objectivo atinge o seu valor máximo numa fase inicial do processo
iterativo (i = 15). Constata-se, no entanto, uma tendência para ir gradualmente acrescentando
detalhe à solução. Esta tendência é semelhante em praticamente todos os níveis de refinamento de
malha, dependendo apenas do nível de detalhe possível dada a resolução da malha e do critério de
paragem utilizado. Nos resultados apresentados para este problema todos os refinamentos com a
excepção do caso de 10× 10 elementos atingiram o número máximo de iterações estipulado (200).
A instabilidade verificada para o referido problema pode ser interpretada da seguinte forma.
A única topologia que se aproxima da solução inicial corresponde à iteração 70, onde a rigidez
máxima é bastante reduzida face à solução prevista e à rigidez do material de base. Contudo, a
função de energia de deformação avaliada com a função-objectivo é praticamente máxima neste
ponto. A justificação para tal pode obter-se analisando as figuras 9.101. Constata-se que o com-
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(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figura 9.97: Topologias obtidas na resolução de um problema de homogeneização inversa com
imposição de uma deformação macroestrutural ε¯ = {1; 0; 0}T, com diferentes níveis de refinamento
de malha: (a-h) sem filtragem e (i-p) com filtragem de sensibilidades.
(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figura 9.98: Topologias obtidas na resolução de um problema de homogeneização inversa com im-
posição de uma deformação macroestrutural ε¯ = {1;−1; 0}T, com diferentes níveis de refinamento
de malha: (a-h) sem filtragem e (i-p) com filtragem de sensibilidades.
(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figura 9.99: Topologias obtidas na resolução de um problema de homogeneização inversa com
imposição de uma deformação macroestrutural ε¯ = {1; 1; 0}T, com diferentes níveis de refinamento
de malha: (a-h) sem filtragem e (i-p) com filtragem de sensibilidades.
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Figura 9.100: Divergência na resolução de um problema de homogeneização inversa com imposição
de uma deformação macroestrutural ε¯ = {1; 1; 0}T: (a) evolução da função-objectivo e (b) variação
do módulo de elasticidade E11 normalizado.
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portamento do material obtido nesta iteração é aproximadamente isotrópico. No entanto, devido
à existência de regiões de densidade intermédia e à sua consequente penalização, estas são pro-
cessadas na procura de uma solução discreta. Esta tendência, aliás, é patente ao longo de todo o
processo iterativo até que, aumentando o limite de iterações, o limite de resolução da malha tende
a criar instabilidades e desequilíbrios de distribuição de material que deterioram as soluções. A
tendência aparente é de oscilar em torno de soluções concorrentes que tentam responder ao ob-
jectivo pelo meio de maximização de rigidez nas direcções impostas ou de resposta a um estado
aparentemente hidrostático com um material de comportamento isotrópico. Estas oscilações são
parcialmente originadas pelas técnicas de filtragem. Ao relaxarem os problemas, os filtros atrasam
a estabilização das soluções. Em todos os casos apresentados, independentemente da solicitação, a
solução sem filtro é atingida em muito poucas iterações, fruto da forte penalização de densidades
intermédias e actualização agressiva das variáveis. Refira-se ainda que, para além das diferentes
alternativas de filtro de sensibilidade, foram também testados filtros de densidade. No entanto, o
seu funcionamento tende a destruir a periodicidade das topologias obtidas. Isto deve-se ao facto
de não contemplarem as densidades das CRU vizinhas. Para o efeito, seria necessário contabilizar
também a influência das regiões de fronteira que definem a periodicidade.
Uma questão relevante na análise do comportamento das metodologias apresentadas prende-
-se com a solução inicial utilizada [Bendsøe e Sigmund 2003,Guedes et al. 2003,Guest e Prévost
2007, Coelho 2009]. Na figura 9.102 mostram-se as principais alternativas implementadas neste
trabalho. Em qualquer um dos casos, as topologias iniciais são geradas automaticamente de modo
a corresponder ao padrão desejado e a manter a restrição de volume activa. Note-se que o algoritmo
de geração de soluções iniciais implementado neste trabalho actua independentemente do tipo
de elemento finito ou célula unitária utilizados, em problemas 2-D ou 3-D. Destacam-se alguns
exemplos. A figura 9.102(a) corresponde à solução inicial de densidade constante, semelhante
à utilizada em problemas macroestruturais. A solução apresentada na figura 9.102(d) é utilizada
preferencialmente neste trabalho e corresponde a um gradiente entre a densidade mínima no interior
e a máxima no exterior, posteriormente ajustado para corresponder à fracção de volume pretendida.
Na figura 9.102(f) mostra-se um exemplo da opção de solução inicial definida pelo utilizador,
neste caso correspondente à solução de um problema anterior. De entre opções de teste menos
convencionais, a figura 9.102(g) ilustra uma opção de variação de acordo com a numeração de
elementos e a figura 9.102(h) a opção classificada aqui de nucleação aleatória. Neste caso, gera-se
aleatoriamente uma zona de densidade elevada para desestabilizar o problema e facilitar o arranque
do processo de actualização. Este é, aliás, um dos pontos essenciais neste tipo de análise. Os
campos constantes que advêm da imposição de estados de deformação macroestruturais ao nível
de microescalas com uma fase única de material dão origem a campos localizados e sensibilidades
constantes. Assim, é necessário algum tipo de desequilíbrio numérico ou variação artificial dos
campos iniciais para se obter alguma resposta dos métodos de optimização utilizados. Esta questão
é mais evidente se a penalização do SIMP for reduzida, razão pela qual se utilizam aqui penalidades
elevadas, assim como mais crítica na abordagem local apresentada na secção anterior.
Ilustram-se estes fenómenos analisando a resposta da optimização a uma solução inicial de
densidade homogénea. Neste caso, em condições normais, o algoritmo pára muito rapidamente na
mesma solução, pelo facto de não ocorrer nenhuma alteração. O problema do campo homogéneo
leva a que as sensibilidades sejam constantes em toda a malha de elementos finitos e não haja forma
de actualizar as variáveis sem ser em bloco. A actuação simultânea e idêntica em todas as variáveis
é impedida pelo facto de a única forma de melhorar o objectivo ser desrespeitando a restrição de
volume. Assim, é necessário existir algum tipo de nucleação numérica5 [Pantz e Trabelsi 2007].
Uma forma pouco robusta de o fazer corresponde a gerar voluntariamente erros de aproximação nos
sistemas de equações, criando flutuações artificiais nos campos de deslocamentos característicos.
Na figura 9.103 mostra-se um exemplo, comparando o resultado da resposta a uma solicitação
uniaxial com uma tolerância do método do gradiente conjugado de 10−4 e com uma tolerância de
5O termo nucleação é aqui utilizado num sentido semelhante ao sentido físico, onde é necessário um pequeno
desequilíbrio para iniciar um dado processo em condições estáveis e homogéneas.
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Figura 9.101: Divergência na resolução de um problema de homogeneização inversa com imposição
de uma deformação macroestrutural ε¯ = {1; 1; 0}T: topologias e mapas de anisotropia (coeficiente
de elasticidade) para as iterações (a, b) 9, (c, d) 15, (e, f) 43, (g, h) 70, (i, j) 105, (k, l) 153, (m,
n) 179 e (o, p) 200.
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(a) (b) (c) (d) (e) (f) (g) (h)
Figura 9.102: Soluções iniciais alternativas para problemas locais.
10−6. Apesar de se utilizar neste caso uma penalidade de 104, onde se esperaria uma tolerância
mínima de 10−8, mesmo com 10−6 os campos obtidos ainda são demasiado estáveis para promover
a actualização das variáveis de optimização. No entanto, a tolerância mais relaxada origina uma
solução que, apesar de equivalente à solução esperada, parece desviada quando comparada com
soluções apresentadas anteriormente. De uma forma mais controlada, este é o efeito que se pretende
analisar com a solução inicial de nucleação aleatória. Nas figuras 9.104(a) e (b) mostra-se a solução
inicial do problema uniaxial anterior e a topologia obtida, respectivamente. No caso de corte
apresentado anteriormente, as figuras 9.104(c), (d) e (e) mostram uma nova solução inicial, a fase
de nucleação da solução e a topologia obtida, respectivamente. Outros exemplos são ilustrados na
figura 9.105, onde se podem ver as soluções obtidas nos problemas de ε¯ = {0, 0, 1} e ε¯ = {1,−1, 0}
com diferentes soluções iniciais.
(a) (b)
Figura 9.103: Soluções obtidas a partir de uma solução inicial homogénea com tolerância de reso-
lução de sistema de (a) 10−4 e (b) 10−6.
(a) (b) (c) (d) (e)
Figura 9.104: Ilustração da influência de uma solução inicial de nucleação aleatória: (a,b) ε¯ =
{1; 0; 0}T e (c-e) ε¯ = {1;−1; 0}T.
A periodicidade das soluções obtidas, assim como a ilustração de que correspondem efectiva-
mente às mesmas microestruturas, apresenta-se na figura 9.106. Refira-se, contudo, que é necessário
algum cuidado com a utilização de diferentes soluções iniciais. Para além de poder em alguns ca-
sos resultar em soluções efectivamente diferentes, em algumas situações a solução inicial pode dar
origem a problemas de estabilidade. A título de exemplo, mostram-se na figura 9.107 dois casos de
nucleação aleatória sem filtragem de sensibilidades. No primeiro caso, de um problema uniaxial, a
proximidade do ponto de nucleação da fronteira e a garantia de periodicidade dá origem a detalhes
locais inesperados. No segundo caso, biaxial, ocorre um fenómeno generalizado de checkerboard e
a uma excessiva rigidez artificial da solução.
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Figura 9.105: Ilustração da influência de soluções iniciais alternativas na homogeneização inversa:
(a,d,g,j) soluções iniciais, (b,e,h,k) topologias obtidas para ε¯ = {0; 0; 1}T e (c,f,i,l) topologias
obtidas para ε¯ = {1;−1; 0}T.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 9.106: Ilustração da influência de soluções iniciais alternativas na homogeneização inversa:
periodicidade das topologias obtidas para (a-d) ε¯ = {0; 0; 1}T e para (e-h) ε¯ = {1;−1; 0}T.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 9.107: Evolução e instabilidades de problemas não-filtrados de homogeneização inversa com
soluções iniciais aleatórias alternativas.
A utilização do parâmetro dm em aplicações microestruturais tem um significado e comporta-
mento semelhantes ao caso macroestrutural. Por um lado, como se pode observar na figura 9.108,
este parâmetro tende a influenciar apenas ligeiramente a topologia obtida quando não se utiliza
filtro, praticamente não originando alterações com filtro. Note-se que o facto de se considerar a
fase flexível não como vazio, mas como um constituinte de menor rigidez, traz o comportamento
destes materiais do campo dos materiais celulares para os materiais compósitos. O facto de haver
uma combinação de propriedades a responder às solicitações impostas, em vez de uma combinação
de material e vazio, tende a manter a natureza geral da topologia obtida, mas a gerar geometrias
ligeiramente diferentes, traduzindo as mudanças mais graduais de propriedades. Este equilíbrio
de propriedades é patente nas propriedades constitutivas homogeneizadas obtidas. Observa-se nos
exemplos apresentados uma tendência nas diversas propriedades para aumentarem com o aumento
de dm, como esperado face à crescente relevância da fase flexível. Para valores inferiores a 0,01,
verifica-se que as diferenças são inferiores a 2,5%, mas um valor dm = 0,1 representa já uma di-
ferença de módulo de elasticidade de 31% e de coeficiente de Poisson de 68%. Refira-se que a
influência deste parâmetro se verifica de forma equivalente na sua aplicação a problemas térmicos.
Por outro lado, inesperada foi a sua influência nos tempos de processamento. Enquanto se esperava
que a sua utilização reduzisse o tempo de resolução dos sistemas de equações, verifica-se que estes
se mantêm sensivelmente equivalentes à utilização da combinação de material e vazio. Isto pode
explicar-se pelo peso e pela quantidade das condições de fronteira de periodicidade, cujo efeito se
sobrepõe à relação de magnitude original dos coeficientes da matriz de rigidez.
(a) (b) (c) (d)
Figura 9.108: Influência do parâmetro de relação entre materiais constituintes na topologia obtida
para a imposição de ε¯ = {1;−1; 0}T: (a) dm = 0,1, (b) dm = 0,01, (c) dm = 0,001 e (d) dm = 0,0001.
Um parâmetro que influencia naturalmente os tempos de resolução dos problemas é a tolerância
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do método do gradiente conjugado. A utilização de uma penalidade de w = 104 pressupõe a
utilização adequada de uma tolerância de convergência de 10−8. No entanto, a utilização de
tolerâncias mais reduzidas permite a obtenção de bons resultados e tempos de processamento
inferiores. Em termos de tempos de processamento, verifica-se que a utilização de tolerâncias
de 10−6, 10−4 e 10−2 leva a reduções de 22%, 48% e 58%, respectivamente. Em termos de
solução óptima, constata-se que mesmo uma tolerância de 10−2 (em alguns casos mesmo 10−1) dá
origem a topologias equivalentes. Os maiores erros tendem a concentrar-se nas componentes das
matrizes constitutivas que se esperam mais reduzidas em módulo. Observa-se ainda que quanto
mais anisotrópico for o material obtido maiores serão os erros observados. Para as tolerâncias
mais altas as propriedades obtidas começam a apresentar erros de avaliação, patentes também
na qualidade dos correctores obtidos. Enquanto que em problemas de optimização inversa os
resultados podem ser satisfatórios, em problemas multiescala é forçoso utilizar tolerâncias baixas o
suficiente. Nesses casos, a propagação de erro torna-se demasiado importante e desvia efectivamente
os resultados, já que influenciam directamente os resultados macroestruturais e das outras células
da estrutura.
Refira-se ainda a utilidade da utilização de elementos quadráticos nestas aplicações. A utili-
zação de elementos de grau superior na HEA permitem uma correcta avaliação de propriedades
constitutivas com um número mais reduzido de elementos finitos [Oliveira et al. 2009a]. No entanto,
a obtenção de soluções definidas depende da resolução da malha de elementos finitos utilizada. A
utilização de elementos quadráticos nesta aplicação mantém a vantagem apresentada anteriormente
de uma menor tendência para formar padrões checkerboard. Contudo, a homogeneização inversa
apresenta-se como menos propensa que a optimização topológica macroestrutural, apesar de não
imune, a sofrer destes fenómenos. Para além disso, factor efectivamente limitador a este nível, a
utilização de elementos quadráticos nos problemas locais acerreta um custo computacional assina-
lável, tornando-os proibitivos a este nível. A resolução de um problema de homogeneização inversa
sem filtro com uma malha de 20 × 20 elementos quadriláteros quadráticos de 8 e 9 nós, para o
mesmo número de iterações, demora aproximadamente 6 e 7 vezes mais que o mesmo problema
resolvido com elementos lineares, respectivamente.
Os procedimentos aqui desenvolvidos e implementados permitem também o processamento de
células representativas unitárias com diferentes configurações. Refira-se a este respeito que o tipo
de programação adoptado permite que a grande maioria dos algoritmos sejam flexíveis o suficiente
para processar problemas, malhas e condições diferentes sem qualquer alteração. Mostram-se exem-
plos de problemas resolvidos com CRU hexagonais, onde são utilizadas malhas de 1800 elementos
quadriláteros lineares, com 20 elementos em cada aresta na malha hexagonal. As topologias obtidas
na resolução dos problemas apresentados anteriormente, utilizando CRU hexagonais, apresentam-
-se na figura 9.109. Mostra-se aqui a malha utilizada, assim como resultados sem e com recurso
a técnicas de filtragem de sensibilidades. Sem entrar em detalhes, verifica-se, por um lado, que a
utilização de CRU hexagonais tende a apresentar sinais mais evidentes de dependência de malha.
Note-se, no entanto, que esta questão poderá ser devida à condicionantes de percepção e não a
desvios numéricos, visto ser habitual o observador esperar configurações raster coerentes com uma
grelha ortogonal. Constata-se ainda que, em alguns casos, tende a haver uma maior dificuldade na
garantia de periodicidade nas faces não-horizontais da CRU. Isto pode constatar-se, por exemplo,
nas figuras 9.109(c) e 9.109(h). No caso não-filtrado, surgem detalhes junto aos vértices responsá-
veis pela garantia de periodicidade. No caso filtrado, esses detalhes são ocasionalmente anulados
pela actuação do filtro. Adicionalmente, a figura 9.109(f) mostra um gráfico de anisotropia para
o problema hidrostático discutido anteriormente, correspondente à topologia da figura 9.109(i).
Como resposta natural ao problema, assim como pela configuração da célula representativa uni-
tária, observa-se que os resultados obtidos a este nível correspondem a uma resposta isotrópica.
Esta tendência verifica-se para todos os ensaios executados a este nível, com diferentes níveis de
refinamento de malha, diferentes tipos de elemento finito e diferentes parâmetros de execução. Este
comportamento está de acordo com a análise feita anteriormente, de tendência natural para uma
resposta isotrópica para uma solicitação do tipo ε¯ = {1; 1; 0}T.
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Figura 9.109: Exemplos de homogeneização inversa utilizando uma CRU hexagonal: (a) malha
utilizada; topologias resultantes de (a, g) ε¯ = {0; 0; 1}T, (c, h) ε¯ = {1; 0; 0}T, (d, i) ε¯ = {1; 1; 0}T e
(e, j) ε¯ = {1;−1; 0}T, sem e com filtragem de sensibilidades, e (f) mapa de anisotropia (coeficiente
de elasticidade) para os casos de ε¯ = {1; 1; 0}T.
Apresentam-se de seguida aplicações em termoelasticidade. Observa-se que o comportamento
da optimização microestrutural é idêntico ao da optimização macroestrutural, revestindo-se das
mesmas instabilidades associadas à falta de monotonia do problema. Assim, usa-se como exemplos
os problemas ε¯ = {1; 0; 0}T e ε¯ = {1;−1; 0}T, permitindo conciliar o comportamento termoelástico
em tracção e em compressão. Utiliza-se mais uma vez a malha 50× 50 para ilustração. Neste caso
passa a ser importante a correcta definição das magnitudes relativas das grandezas envolvidas.
Assim, para permitir uma correcta comparação de efeitos mecânico e termomecânico, utilizando
uma propriedade base α0 = 1 × 10−5K−1, as deformações impostas foram da ordem de 1× 10−5.
Ilustram-se na figura 9.110 os resultados obtidos para estes problemas, sem a utilização de filtros de
sensibilidades e impondo variações de temperatura macroestrutural de ΔT = 0,01 K, ΔT = 0,1 K
e ΔT = 1 K. As instabilidades surgem, com esperado, para variações de temperatura que levem
a dilatações que se aproximem das deformações mecânicas. É nestes casos que as sensibilidades
oscilam de forma mais evidente, tornando os problemas não-monótonos e criando dificuldades de
convergência. No caso de tracção uniaxial este problema leva a que apenas se obtenha uma solução
definida para uma variação de temperatura reduzida. No caso biaxial, as instabilidades concentram-
se na direcção de tracção, já que em compressão a componente de deformação mecânica contraria
a dilatação térmica e estabiliza o processo. Este fenómeno verifica-se também nas soluções deste
problema usando um filtro de sensibilidades, apresentadas na figura 9.111. Constata-se que o filtro
acaba por anular as regiões de instabilidade, convergindo neste caso para soluções que aproximam
a resposta apenas à componente de compressão.
Por fim, apresentam-se exemplos de problemas térmicos. Na figura 9.112 mostram-se topologias
obtidas com gradientes térmicos macroestruturais orientados segundo diferentes direcções. Na
esquerda mostram-se as topologias obtidas sem qualquer controlo de instabilidade e na direita
problemas equivalentes utilizando um filtro de sensibilidades. Por um lado, constata-se que as
distribuições de material obtidas sem filtro são mais elaboradas. Isto deve-se novamente ao facto de
a penalização elevada do SIMP tender a forçar rapidamente os extremos de densidade, convergindo
rapidamente para avaliações iniciais de topologia. Em contrapartida, as versões filtradas tendem
a passar por estas soluções (vd. Fig. 9.113), mas depois evoluir gradualmente para soluções mais
simples. Estas soluções correspondem a distribuições de material alinhadas longitudinalmente
segundo a direcção do fluxo imposto. No entanto, na realidade, acabam por tender para um número
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(a) (b) (c) (d) (e) (f)
Figura 9.110: Problema de homogeneização inversa em termoelasticidade, sem filtragem de sensi-
bilidades, com (a-c) ε¯ = {1; 0; 0}T e (d, f) ε¯ = {1;−1; 0}T. ΔT é constante e igual a (a) 0,01 K,
(b) 0,1 K e (c) 1 K.
(a) (b) (c)
Figura 9.111: Problema de homogeneização inversa em termoelasticidade, com filtragem de sensi-
bilidades: ε¯ = {1;−1; 0}T com ΔT constante e igual a (a) 0,01 K, (b) 0,1 K e (c) 1 K.
discreto de soluções. Este efeito é notório em ângulos próximos da horizontal ou da vertical, onde
o filtro de sensibilidades tende a forçar a convergência para esses limites.
9.4.1.4 Exemplos 3-D
Comparando as topologias obtidas com a bibliografia [Coelho 2009], apresentam-se alguns exemplos
de topologias resultantes da homogeneização inversa com problemas mecânicos 3-D. Utilizou-se
para o efeito uma malha de 30× 30× 30 elementos hexaédricos lineares. Nas figuras 9.114 e 9.115,
sem e com filtro de sensibilidades, respectivamente, ilustram-se as soluções obtidas para a imposição
dos seguintes campos macroestruturais de deformação: 9.114(a,b) e 9.115(a) – ε¯ = {1; 1; 1; 0; 0; 0}T;
9.114(c,d) e 9.115(b) – ε¯ = {0; 1; 1; 0; 0; 0}T; 9.114(e,f) e 9.115(c) – ε¯ = {0; 0; 1; 0; 0; 0}T; 9.114(g,h)
e 9.115(d) – ε¯ = {0; 0; 0; 1; 1; 1}T; 9.114(i,j) e 9.115(e) – ε¯ = {0; 0; 0; 1; 0; 1}T; 9.114(k,l) e 9.115(f) –
ε¯ = {0; 0; 0; 0; 0; 1}T; 9.114(m,n) e 9.115(g) – ε¯ = {1;−1; 0; 0; 0; 0}T; 9.114(o,p) e 9.115(h) – soma
de (d) e (g) - ε¯ = {1;−1; 0; 1; 1; 1}T; 9.114(q,r) e 9.115(i) – multicarregamento com (d) e (g) -
ε¯ = {1; 1; 1; 0; 0; 0}T + ε¯ = {1;−1; 0; 0; 0; 0}T; 9.114(s,t) e 9.115(j) – ε¯ = {2; 1; 5; 1,5; 9; 4}T. Note-
se que na figura 9.115(k) apresenta-se a fase complementar, permitindo uma melhor percepção da
microestrutura obtida.
Constata-se mais uma vez que a homogeneização inversa é menos propensa que a optimização
topológica macroestrutural a sofrer de instabilidades de checkerboard. O único exemplo deste fenó-
meno nestes casos 3-D surge na versão não-filtrada do segundo exemplo (vd. Figs. 9.114(c,d)). No
entanto, à semelhança dos casos 2-D anteriores, mantêm-se a tendência para estabilizar prematu-
ramente devido à penalização de densidades intermédias. Ainda assim, as soluções são admissíveis
sem filtragem. Com filtro, as soluções tendem a ser mais simples, convergindo na maior parte
dos casos para laminados e/ou modelos de fibras unidireccionais. Apresentam-se na figura 9.116
ilustrações de periodicidade e mapas de anisotropia para os exemplos ε¯ = {0; 0; 0; 1; 1; 1}T, caso
multicarregamento ε¯ = {1; 1; 1; 0; 0; 0}T mais ε¯ = {1;−1; 0; 0; 0; 0}T, e ε¯ = {2; 1; 5; 1,5; 9; 4}T.
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Figura 9.112: Topologias obtidas para um problema térmico de homogeneização inversa, soluções
com e sem filtragem de sensibilidades, de acordo com a orientação do fluxo de calor imposto.
(a) (b) (c) (d)
Figura 9.113: Topologias intermédias na evolução iterativa de um problema térmico de ho-
mogeneização inversa, com filtragem de sensibilidades, para um caso de fluxo imposto (a, b)
∂T/∂x = {1; 4}T e (c, d) ∂T/∂x = {1; 5}T.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Figura 9.114: Exemplos 3-D de homogeneização inversa sem filtro de sensibilidades – fase rígida e
fase flexível: (a,b) ε¯ = {1; 1; 1; 0; 0; 0}T, (c,d) ε¯ = {0; 1; 1; 0; 0; 0}T, (e,f) ε¯ = {0; 0; 1; 0; 0; 0}T,
(g,h) ε¯ = {0; 0; 0; 1; 1; 1}T, (i,j) ε¯ = {0; 0; 0; 1; 0; 1}T, (k,l) ε¯ = {0; 0; 0; 0; 0; 1}T, (m,n) ε¯ =
{1;−1; 0; 0; 0; 0}T, (o,p) d+g – ε¯ = {1;−1; 0; 1; 1; 1}T, (q,r) multicarregamento d+g – ε¯ =
{1; 1; 1; 0; 0; 0}T + ε¯ = {1;−1; 0; 0; 0; 0}T e (s,t) ε¯ = {2; 1; 5; 1,5; 9; 4}T.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figura 9.115: Exemplos 3-D de homogeneização inversa com filtro de sensibilidades: (a) ε¯ =
{1; 1; 1; 0; 0; 0}T, (b) ε¯ = {0; 1; 1; 0; 0; 0}T, (c) ε¯ = {0; 0; 1; 0; 0; 0}T, (d) ε¯ = {0; 0; 0; 1; 1; 1}T,
(e) ε¯ = {0; 0; 0; 1; 0; 1}T, (f) ε¯ = {0; 0; 0; 0; 0; 1}T, (g) ε¯ = {1;−1; 0; 0; 0; 0}T, (h) d+g – ε¯ =
{1;−1; 0; 1; 1; 1}T, (i) multicarregamento d+g – ε¯ = {1; 1; 1; 0; 0; 0}T + ε¯ = {1;−1; 0; 0; 0; 0}T e (j)
ε¯ = {2; 1; 5; 1,5; 9; 4}T.
No que diz respeito a problemas térmicos, o comportamento global é extrapolável do apresen-
tado para o exemplo bidimensional. Ilustra-se na figura 9.118(a) a topologia óptima resultante
de um exemplo de imposição de gradiente macroestrutural de temperatura ∂T/∂x = {1; 1; 1}T.
A topologia obtida segue uma orientação correspondente à orientação do fluxo imposto, tal como
esperado. As restantes figuras 9.118 representam os correctores (b-g) mecânicos, (h) termome-
cânico e (i) térmicos, assim como os respectivas solicitações características. Na figura 9.118, por
sua vez, apresenta-se a resposta obtida para o caso ∂T/∂x = {1; 0,5; 0,5}T. Mais uma vez existe
uma tendência inicial semelhante aos casos bidimensionais, com posterior simplificação da solução
para uma topologia mais simples. Nas iterações intermédias apresentadas é perceptível a gradual
separação de fases, iniciada neste caso de forma desalinhada pela influência da orientação do fluxo
macroestrutural.
9.4.2 Optimização Macroestrutural
Antes de abordar a optimização hierárquica, que actua simultaneamente ao nível da macro- e da
microescala, faz-se referência à influência da configuração da microescala na optimização macro-
estrutural. Para o efeito, um dos modos de funcionamento implementados neste trabalho permite
a avaliação das propriedades constitutivas de materiais compósitos e celulares, utilizando a ho-
mogeneização por expansão assimptótica, enquadrada na optimização macroestrutural. Assim,
retoma-se o exemplo apresentado anteriormente de viga MBB, apresentado aqui com a malha M4,
utilizando diferentes configurações de material em vez da definição isotrópica do SIMP. Note-se
que o SIMP continua a ser utilizado. No entanto, em vez de afectar propriedades isoladas de um
material isotrópico passa a definir a existência ou não de um material com uma microestrutura
definida. Neste caso, enquanto a macroescala oscila num processo de optimização entre vazio e
material, o material utilizado é por sua vez definido a priori por uma microestrutura. Esta pode
ser constituída por vários materiais distintos, assim como por combinações de material e vazio, e as
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Figura 9.116: Ilustração de periodicidade e mapas de anisotropia (coeficiente de elasticidade) para
os exemplos 3-D de homogeneização inversa com filtro de sensibilidades: (a,b) ε¯ = {0; 0; 0; 1; 1; 1}T,
(c,d) ML d+g, ε¯ = {1; 1; 1; 0; 0; 0}T + ε¯ = {1;−1; 0; 0; 0; 0}T e (e,f) ε¯ = {2; 1; 5; 1,5; 9; 4}T.
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Figura 9.117: Homogeneização por expansão assimptótica: (a) topologia obtida como resposta a
ε¯ = {0, 0, 0, 1, 1, 1}T, (b-g) correctores mecânicos, (h) termomecânico e (i) térmico, e (j-q) respec-
tivas solicitações características.
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(a) (b) (c)
Figura 9.118: Problema de homogeneização inversa térmico com ∂T/∂x = {1; 0,5; 0,5}T e filtragem
de sensibilidades: (a) topologia óptima e (b, c) soluções intermédias.
suas propriedades são avaliadas apenas na primeira iteração do procedimento de homogeneização
macroestrutural.
Na figuras 9.119(a), 9.119(f) e 9.119(k) apresentam-se três exemplos de célula representativa
unitária, representando duas configurações laminares de direcções ortogonais e uma configuração
tetragonal, ou seja, de material ortotrópico com propriedades idênticas em duas direcções orto-
gonais no plano. Todas estas distribuições de material têm uma fracção volúmica de reforço de
fv = 0,5. O reforço, representado pela fase escura, tem uma rigidez predefinida. O material da
matriz é definido com diferentes níveis de rigidez, sendo esta considerada como 10, 100 ou 1000
vezes inferior à rigidez do material de reforço. Estas alterações dão origem a diferentes respostas
constitutivas do material compósito utilizado. A dependência do módulo de elasticidade com a
orientação considerada é representada nas figuras 9.119(b), 9.119(g) e 9.119(l). Adicionalmente,
representa-se em cada mapa de anisotropia todos os casos de influência da rigidez relativa, sendo o
material da matriz tanto mais rígido quanto mais exterior for a curva obtida. As topologias obtidas
são apresentadas nas figuras seguintes a cada CRU. Observa-se uma clara influência do material
utilizado sobre a topologia macroestrutural óptima. Por um lado, verifica-se que esta influência
é notória mesmo com diferenças reduzidas entre as propriedades das fases envolvidas. Por outro
lado, quanto maior for esta diferença maior é a discrepância entre topologias óptimas obtidas. Isto
deve-se ao acentuar do carácter ortotrópico do comportamento do material. A gradual redução da
rigidez da fase flexível leva a que a orientação da fase rígida seja cada vez mais determinante, sendo
as macroestruturas óptimas claramente coerentes com as orientações dos elementos resistentes.
Os exemplos apresentados na figura 9.120 mostram uma influência menos marcada. Neste
caso, as microestruturas estudadas correspondem a uma inclusão elipsoidal numa matriz contínua
de material mais flexível, correspondendo a uma fracção volúmica de reforço fv = 0,185. O reforço
elipsoidal é colocado segundo quatro orientações alternativas, espaçadas de 45o. Mais uma vez, a
rigidez da matriz é considerada como 10, 100 ou 1000 vezes inferior à rigidez do material de reforço.
Neste caso, a continuidade da matriz em todo o perímetro da CRU apresenta-se como um factor
determinante no comportamento obtido. Esta concentra a maior parte da deformação do material.
Não considerando interacções entre partículas de reforço, os resultados constitutivos apresentam-se
como efectivamente dependentes da orientação do reforço, mas claramente dominados pela matriz
em termos de magnitude. A natureza geral do comportamento do material, apesar das acentuadas
diferenças de magnitude, apresenta-se menos sensível à variação de rigidez. Ainda assim, fruto da
normalização e do carácter linear do comportamento do material, verifica-se que esta magnitude não
tem influência nos resultados. Note-se que as soluções diagonais, pela geometria mais equilibrada
da matriz, apresentam comportamentos mais próximos do isotrópico. Por esta razão, as topologias
obtidas aproximam-se mais dos exemplos apresentados em secções anteriores e revelam-se menos
sensíveis à orientação da partícula de reforço.
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Figura 9.119: Optimização macroestrutural com diferentes topologias microestruturais e diferentes
relações de magnitude de materiais constituintes: (a, f, k) microestruturas, (b, g, l) mapas de
anisotropia (coeficiente de elasticidade) e (c-e, h-j, m-o) topologias macroestruturais óptimas com
diferenças crescentes entre materiais constituintes.
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Figura 9.120: Optimização macroestrutural com microestruturas prescritas, de acordo com a ori-
entação de uma inclusão elipsoidal, e diferentes relações de magnitude de materiais constituintes:
(a, f, k, p) microestruturas, (b, g, l, q) mapas de anisotropia (coeficiente de elasticidade) e (c-
e, h-j, m-o, r-t) topologias macroestruturais óptimas com diferenças crescentes entre materiais
constituintes.
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9.4.3 Optimização Hierárquica em Elasticidade
Após os estudos anteriores, é agora possível analisar o comportamento do programa desenvolvido
em aplicações de optimização hierárquica. Abordam-se aqui questões gerais de optimização hie-
rárquica em elasticidade, centradas no comportamento das diferentes estratégias implementadas e
questões numéricas mais relevantes. Os diversos modos adicionais de funcionamento remetem-se
para o Capítulo 11 deste trabalho. Refira-se ainda que esta secção se centra em questões gerais e es-
pecíficas da abordagem hierárquica. A grande maioria dos parâmetros e das estratégias abordados
anteriormente (e.g. tolerâncias de resolução de sistemas ou métodos de continuação) têm visível
impacto nos resultados aqui ilustrados. No entanto, a variedade e a extensão das análises associ-
ados ao seu estudo são desadequados no contexto deste documento. Adicionalmente, muitas das
conclusões retiradas anteriormente são extrapoláveis para esta aplicação mais abrangente. Assim,
opta-se aqui por fazer uma avaliação geral do funcionamento destas metodologias, comparando
estratégias e métodos de optimização em torno de um problema-tipo.
À semelhança de grande parte deste capítulo, resolvem-se nesta secção problemas MBB em
diferentes configurações de cálculo. Na figura 9.121 apresentam-se as 3 malhas macroestruturais
estruturadas utilizadas nesta secção, designadas por MH1, MH2 e MH3. Estas são constituídas,
respectivamente, por 15× 5, 30× 10 e 45× 15 elementos finitos quadriláteros lineares. Os proble-
mas aqui apresentados são resolvidos com imposição de uma restrição de volume correspondente
a uma fracção volúmica global de fv = 0,5. Utiliza-se uma configuração de dois materiais em vez
de material e vazio, utilizando-se um valor dm = 0,0001. Como referido anteriormente, verifica-se
que esta diferença de magnitude entre materiais constituintes aproxima os resultados de material
e vazio. No entanto, a utilização deste parâmetro traz outras vantagens. Por um lado, verifica-se
que é menos sensível às instabilidades locais, já que por vezes problemas de convergência de um
problema local podem comprometer toda a resolução. Por outro lado, permite testar também o
funcionamento da configuração de cálculo que diz respeito a considerar materiais compósitos em
vez de materiais celulares. Refira-se que se utiliza na generalidade dos problemas uma penalidade
p = 4 no SIMP, assim como um filtro de sensibilidades nos problemas locais. Refira-se ainda que se
utilizam critérios de paragem voluntariamente apertados. Apesar de na maior parte dos casos apre-
sentados se obterem resultados satisfatórios muito antes, as soluções apresentadas correspondem
geralmente à iteração 200. A malha microestrutural estruturada utilizada nos próximos ensaios é
constituída por 20× 20 elementos quadriláteros lineares.
(a) (b) (c)
Figura 9.121: Malhas utilizadas nos problemas globais de optimização topológica hierárquica: (a)
MH1 – 15× 5 elementos –, (b) MH2 – 30× 10 elementos – e (c) MH3 – 45× 15 elementos.
Os modelos hierárquicos aqui analisados são o H1 e o H3 (vd. Sec. 7.5.1), correspondentes a
estratégias tipo I e tipo II [Coelho et al. 2008a], respectivamente. No modelo H1, as variáveis do
problema são exclusivamente as densidades microestruturais, μ. Neste caso, as densidades macro-
estruturais, ρ, são variáveis dependentes e definem o volume local de cada CRU, assim como, conse-
quentemente, a densidade de cada elemento macroestrutural. Segundo esta abordagem, começa-se
por avaliar a utilização do método das assimptotas móveis e configurações adaptadas a partir deste.
Refira-se que a combinação do MMA com uma estrutura do tipo H1, neste trabalho, corresponde
a resolver um único problema onde todas as variáveis microestruturais são actualizadas em si-
multâneo. Na figura 9.122 apresentam-se as topologias macroestruturais obtidas para cada uma
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das malhas apresentadas. Estas foram obtidas utilizando o MMA padrão, MMA com controlo de
actualização de modo a tornar as variações mais lentas com s0 = 0,9 e s0 = 0,95, e com controlo
activo desta variável, utilizando s0 = 0,0. Mostram-se ainda os resultados obtidos com o método
CONLIN. Formalmente, estas topologias apresentam regiões evidentes de densidades intermédias.
Ao contrário dos casos macroestruturais avaliados anteriormente, o que se obtém aqui não é uma
estrutura aproximadamente discreta, mas uma distribuição local de materiais constituintes. A re-
presentação topológica macroestrutural corresponde apenas à tradução macroscópica das fracções
volúmicas dos materiais constituintes. Assim, é aqui válida a existência de densidades intermédias.
Em termos de comparação entre métodos, as maiores diferenças surgem para malhas macroes-
truturais mais refinadas. Note-se que o problema MH1 tem 5 × 15 elementos macroestruturais,
cada um com 20 × 20 elementos microestruturais associados, correspondendo a 30000 variáveis
de optimização. O problema MH3, por sua vez, corresponde já a 270000 variáveis. Anda assim,
apesar de algumas diferenças em termos de densidades intermédias macroestruturais, verifica-se
que a natureza das topologias obtidas é coerente entre métodos. Observa-se ainda que existe uma
correlação entre a agressividade do método utilizado e as soluções obtidas. Entre o MMA e o
MMA com controlo activo, como a actualização das variáveis só é afectada a partir de determinado
ponto, os resultados são essencialmente idênticos. No entanto, nos outros métodos observa-se uma
quantidade de elementos macroestruturais com densidades intermédias crescente com a suavidade
de actualização do método utilizado. Existe também uma tendência para o surgimento de alguns
padrões checkerboard. No entanto, este fenómeno tem aqui características ligeiramente diferentes.
Neste caso, surgem usualmente em torno de regiões de densidade intermédia e correspondem a
pequenas oscilações de topologia local.
Na figura 9.123 mostra-se a evolução da função-objectivo para o problema resolvido com o
MMA. Note-se que, de acordo com a equação 7.64, o objectivo é minimizar a função energia
de deformação. Apresentam-se apenas as curvas referentes a este método porque, em termos
gráficos, são praticamente coincidentes com as obtidas para as diferentes versões de MMA, CONLIN
ou mesmo OC. No entanto, apresentam no geral alguns detalhes de comportamento diferentes.
Comparando a restrição de volume ao longo do processo iterativo, apresentada na figura 9.124
para os métodos MMA e CONLIN, pode verificar-se que o seu comportamento apresenta algumas
diferenças em termos de estabilidade. Constata-se, no entanto, que mesmo nesta aplicação o seu
comportamento é coerente com o verificado anteriormente. Atente-se ainda no facto de a função
objectivo corresponder à integração de cada uma das funções-objectivo locais. Estas apresentam
tendências semelhantes, apesar de directamente ligadas ao respectivo volume. Na figura 9.125
apresentam-se exemplos destas parcelas locais para alguns elementos.
Em termos globais, um ponto importante na evolução das funções-objectivo ilustradas na figura
9.123 é o facto de todas tenderem e convergirem para valores bastante aproximados, ao contrá-
rio de resultados apresentados anteriormente com diferentes níveis de refinamento de malha em
problemas exclusivamente macroestruturais. Isto deve-se à forma como este problema é relaxado
com a inclusão de problemas locais. Mesmo com malhas pouco refinadas na microescala, estes
problemas tendem a dar respostas globais com reduções aproximadas nas funções-objectivo. Isto
deve-se ao facto de cada problema local acrescentar um nível de detalhe local que de certa forma
equilibra a falta de detalhe macroestrutural. Neste caso, em vez de o detalhe ser fornecido em
termos geométricos é fornecido em termos constitutivos, levando a que uma malha pouco refinada
permita uma resposta a um dado objectivo aproximada àquela de uma malha mais refinada. Assim,
a distribuição de propriedades ao longo da estrutura depende directamente da topologia local e
varia em termos de anisotropia. Isto pode ilustrar-se na figura 9.126, para o caso da topologia MH1
obtida com MMA. Pode ver-se aqui a distribuição do módulo de elasticidade associado à direcção
horizontal do material para cada elemento finito macroestrutural. Por sua vez, utilizando uma
escala logarítmica, ilustra-se nas figuras 9.127 a distribuição de módulos de elasticidade segundo
a direcção horizontal e vertical, respectivamente. Estas propriedades não são coincidentes, como
seria o caso numa resolução macroestrutural com propriedades apenas afectadas pela densidade
macroestrutural. O efeito destas diferenças é visível comparando os resultados obtidos com os
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Figura 9.122: Topologias macroestruturais obtidas na optimização topológica hierárquica utili-
zando o modo de cálculo H1 e configurações de MMA com (a-c) s0 = 0,1, (d-f) s0 variável, (g-i)
s0 = 0,9 e (j-l) s0 = 0,95, assim como (m-o) CONLIN.
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Figura 9.123: Evolução da função-objectivo para um problema de optimização topológica hierár-
quica, com discretizações MH1 a MH3, utilizando o modo H1 e o método MMA.
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Figura 9.124: Evolução da restrição global de volume para um problema de optimização topológica
hierárquica, com discretizações MH1 a MH3, utilizando o modo H1 e diferentes configurações do
método MMA e CONLIN.
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Figura 9.125: Evolução das parcelas locais (elementos 1, 5, 13 e 56) da função-objectivo para um
problema de optimização topológica hierárquica, problema MH1, utilizando o modo H1 e o método
MMA.
correspondentes à resolução dos mesmos problemas sem considerar os problemas locais. Assim, a
resolução estritamente macroestrutural dos problemas apresentados, com filtros de sensibilidade,
conduz às topologias apresentadas na figura 9.128. Para comparar os dois tipos de resolução,
apresenta-se na figura 9.129 a evolução das funções-objectivo para cada um dos três problemas,
resolvidos segundo a metodologia hierárquica e segundo uma metodologia de optimização macroes-
trutural (em cor cinza). Utiliza-se aqui, para ambos os problemas, a função-objectivo calculada de
acordo com a abordagem macroestrutural. Esta corresponde ao trabalho das forças externas da es-
trutura global e é calculada recorrendo à equação 5.6. Constata-se que os resultados obtidos através
da metodologia hierárquica correspondem, mesmo para o problema menos refinado, a resultados
sempre melhores que os obtidos para o caso macroestrutural. Esta afirmação é ainda comprovada
pelos deslocamentos verticais máximos calculados para cada um dos problemas. Estes são resu-
midos na tabela 9.9, normalizados em relação ao melhor resultado da resolução macroestrutural.
Tabela 9.9: Deslocamentos verticais normalizados, utilizando estratégias hierárquicas e uma reso-
lução macroestrutural.
Malha Hierárquica Macroestrutural
MH1 0,88 2,94
MH2 0,87 1,17
MH3 0,88 1,00
A estratégia de resolução H1 é também aplicada segundo um método de critério de óptimo [Ro-
drigues et al. 2002]. Neste caso, a aplicação deste método corresponde exactamente à metodologia
de lagrangiano aumentado utilizada para definir as condições gerais do problema (vd. Sec. 6.4)
e segue o esquema de actualização de ponto fixo apresentado na Secção 7.5.2. Ao contrário da
configuração anterior, apesar das únicas variáveis independentes continuarem a ser as densidades
microestruturais, cada problema local pode neste caso ser resolvido separadamente. Na figura 9.130
ilustram-se as topologias obtidas com a utilização do método de critério de óptimo, utilizando
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Figura 9.126: Ilustração da distribuição do módulo de elasticidade E11 para a topologia MH1
obtida na resolução de um problema de optimização topológica utilizando o modo H1 e o método
MMA.
diferentes valores no limite móvel, ζ, que controla a actualização das variáveis de densidade mi-
croestrutural. Utilizam-se valores de ζ = 0,1, ζ = 0,2 e ζ = 0,5. Observa-se uma clara influência
deste parâmetro. Um limite móvel mais relaxado leva a que as variáveis locais tenham tendência a
encostar aos extremos. Como inicialmente é a deformação macroestrutural de um dado elemento e
não tanto a topologia local correspondente que domina a distribuição de sensibilidades, as variáveis
locais rapidamente assumem valores de 0 ou 1 em bloco. É por esta razão que as topologias macro-
estruturais são quase discretas para ζ = 0,5. Este fenómeno é tanto menor quanto mais apertado
for ζ. Com valores mais pequenos o problema tem tempo para reconfigurar as topologias locais,
levando assim ao aparecimento de mais CRU com fracções volúmicas intermédias. Esta questão
pode também ser ilustrada com a figura 9.131. Mostram-se aqui as primeiras iterações da evolução
da função-objectivo, para o problema MH1, com os diferentes valores de limite móvel. Apesar de
convergirem para valores aproximados, a maior agressividade das actualizações com um valor ζ
superior é notória. Este comportamento está directamente associado ao lagrangiano aumentado e
à correspondente influência da restrição de volume global. Por conseguinte, apresenta-se na figura
9.132 a evolução das restrições de volume globais para os três problemas em análise e os diferen-
tes limites móveis. Constata-se que o limite móvel efectivamente torna a resposta à restrição de
volume mais agressiva, estabilizando mais cedo que a correspondente aos valores mais baixos. A
actualização de variáveis e a resposta à restrição de volume é mais progressiva com limites mais
apertados. Verifica-se também que nestes casos existe menos dispersão da evolução da restrição de
volume para os diferentes problemas. Isto é também visível ao nível do multiplicador de Lagrange
associado à imposição da condição de volume global, Λ, representado na figura 9.133. Observa-se
que para os diversos problemas resolvidos com ζ = 0,2 ou ζ = 0,1 o multiplicador de Lagrange
converge sensivelmente para o mesmo valor. No entanto, com ζ = 0,5 a dispersão a este nível
é muito superior. Isto deve-se ao facto de as variáveis serem actualizadas de forma demasiado
agressiva e a solução convergir rapidamente para um óptimo local. Refira-se que, para além de ser
mais crítico em termos de normalização, este método necessita de algum esforço de configuração
de parâmetros. Para tentar tornar esta aplicação do lagrangiano aumentado menos sensível aos
parâmetros do utilizador, utiliza-se neste trabalho um esquema de continuação para o parâmetro
de penalidade, aumentando-o gradualmente ao longo do processo iterativo. Utiliza-se um valor
inicial Λ = 1, já que a restrição de volume é respeitada na primeira iteração (vd. Eq. 7.63).
Ainda numa abordagem H1, apesar de igualmente válido para a metodologia H3, convém referir
que a utilização de elementos quadráticos é uma boa resposta para as instabilidades de checker-
board apresentadas. Ilustram-se na figura 9.134 topologias macroestruturais obtidas com MMA,
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(a)
(b)
Figura 9.127: Ilustração da distribuição dos módulo de elasticidade (a) E11 e (a) E22 para a
topologia MH1 obtida na resolução de um problema de optimização topológica utilizando o modo
H1 e o método MMA, segundo uma escala logarítmica.
(a) (b) (c)
Figura 9.128: Resolução estritamente macroestrutural dos problemas de optimização topológica
MH1, MH2 e MH3.
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Figura 9.129: Evolução da função-objectivo macroestrutural na resolução hierárquica de um pro-
blema de optimização topológica.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 9.130: Topologias macroestruturais obtidas na optimização topológica hierárquica utili-
zando o modo de cálculo H1 e configurações de OC com (a-c) ζ = 0,1, (d-f) ζ = 0,2 e (g-i)
ζ = 0,5.
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Figura 9.131: Evolução da função-objectivo na optimização topológica hierárquica utilizando o
modo de cálculo H1 e configurações de OC com ζ = 0,1, ζ = 0,2 e ζ = 0,5, para o problema MH1.
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Figura 9.132: Evolução da restrição de volume na optimização topológica hierárquica utilizando o
modo de cálculo H1 e configurações de OC com ζ = 0,1, ζ = 0,2 e ζ = 0,5.
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Figura 9.133: Evolução do multiplicador de Lagrange, Λ, na optimização topológica hierárquica
utilizando o modo de cálculo H1 e configurações de OC com ζ = 0,1, ζ = 0,2 e ζ = 0,5.
utilizando elementos quadráticos de 8 nós apenas na macroescala. É importante realçar que aqui
os valores de função-objectivo no óptimo são muito próximos, mas ligeiramente mais elevados,
sendo esta diferença correspondente ao facto de não haver a rigidez artificial induzida pelo fenó-
meno checkerboard em elementos lineares. Note-se ainda que, mesmo com elementos quadráticos,
o custo computacional do problema macroestrutural é completamente desprezável face ao total.
Em contrapartida, como referido nas secções anteriores, a utilização de elementos quadráticos
na microescala exige demasiados recursos sem um verdadeiro retorno em termos de qualidade de
resultados.
(a) (b) (c)
Figura 9.134: Topologias macroestruturais obtidas na optimização topológica hierárquica utili-
zando o modo de cálculo H1 e MMA com elementos macroestruturais quadráticos de 8 nós.
A metodologia H3 constitui uma abordagem alternativa ao problema de optimização topológica
hierárquica. No algoritmo H3, tanto as densidades macroestruturais quanto as microestruturais
são variáveis do problema. Assim, na resolução do problema global calcula-se as densidades macro-
estruturais, que actuam como restrições de volume para os correspondentes problemas microestru-
turais. A resolução dos problemas microestruturais dá origem a uma distribuição local de material.
Esta permite a avaliação constitutiva a ser utilizada no correspondente elemento macroestrutural,
assim como o cálculo das sensibilidades globais à evolução local. Apresentam-se na figura 9.135
topologias macroestruturais obtidas para os problemas abordados anteriormente, MH1, MH2 e
MH3, resolvidos numa estrutura do tipo H3. Neste caso, utiliza-se sempre o MMA na resolução
do problema global. No problema local, por sua vez, utiliza-se alternativamente o CONLIN, o
MMA e o OC. Em qualquer um dos casos, é necessário equilibrar as actualizações das variáveis
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macro- e microestruturais. Tal como na homogeneização, trata-se sempre de oscilações locais que
se sobrepõem a um campo médio global. Assim, faz neste caso sentido permitir actualizações mais
agressivas na microescala, para permitir uma resposta adequada às variações macroestruturais.
Em contrapartida, deve-se restringir a variação de densidade global de modo a não desestabilizar
os problemas locais e manter uma evolução progressiva do processo iterativo [Coelho 2009]. Este
equilíbrio tende a tornar esta configuração mais sensível à manipulação de dos parâmetros de cál-
culo. Em contrapartida, pode também torná-la mais flexível que as metodologias H1. Verifica-se
que os valores obtidos para a função-objectivo no ponto óptimo são aproximados dos obtidos an-
teriormente com as metodologias H1. Na figura 9.136 comparam-se as curvas obtidas com MMA e
CONLIN segundo a metodologia H1 com as curvas obtidas com CONLIN para a metodologia H3.
Constata-se que a evolução é semelhante nestes casos, assim como com a utilização dos restantes
métodos. Existem, no entanto, algumas diferenças no seu comportamento. Estas podem ser veri-
ficadas na evolução da restrição global de volume utilizando como metodologia local o CONLIN,
o MMA e o OC (vd. Fig. 9.137). Observa-se aqui que a tendência geral é semelhante ao referido
com os mesmos métodos noutras aplicações. No entanto, a interacção entre as diferentes escalas
dá origem a algumas oscilações. O método mais estável e mais coerente em termos de resulta-
dos é o CONLIN. Na figura 9.138 pode visualizar-se a evolução dos multiplicadores de Lagrange
associados às restrições locais de volume, para alguns elementos da macroescala MH1. Note-se
que estes multiplicadores são usados como informação de sensibilidade para a função-objectivo do
problema externo, utilizados na actualização das variáveis de densidade macroscópica. Por um
lado, tal como necessário para a satisfação das condições de óptimo [Coelho 2009], constata-se que
todos eles convergem para o mesmo valor em problemas locais onde a densidade macroestrutural
é intermédia, i.e. 0 < ρ < 1. Por outro lado, verifica-se que esta afirmação apenas não é ver-
dadeira para casos onde as densidades macroestruturais encostam nos limites. Nestes casos, os
multiplicadores são nulos (e.g. elemento ex = 1, com ρ = 0) ou oscilando pelo facto de tenderem
a encostar no limite (e.g. elemento ex = 5, com ρ = 1). Os valores médios dos multiplicadores de
Lagrange locais no óptimo são coerentes com o verificado nos restantes métodos. No entanto, o
comportamento geral não é o mesmo. Nas figuras 9.139 e 9.140 apresentam-se curvas equivalentes
para a utilização dos métodos de optimização local MMA e OC, respectivamente. O MMA dá
origem a multiplicadores de Lagrange muito mais dispersos e com fortes flutuações, influenciando
negativamente os resultados. Esta afirmação é coerente com o referido na bibliografia, onde o MMA
nesta aplicação é definido como menos fiável que o CONLIN [Coelho 2009]. Presume-se que esta
diferença de comportamento, visto, em rigor, tratar-se de uma versão com poucas alterações face
à implementação original de Svanberg [Svanberg 1987], se deva à flutuação das assimptotas e para
valores próximos das variáveis a actualizar, provocando oscilações mais notórias na variável dual
λ. A utilização do OC dá origem a multiplicadores de Lagrange locais que se aproximam da média
apresentada anteriormente. No entanto, nesta implementação, dão origem a alguns desequilíbrios
na evolução simultânea dos problemas locais e o problema global. Estas oscilações são visíveis
no comportamento dos multiplicadores de Lagrange locais e geram por vezes oscilações entre a
distribuição de densidade local e a fracção volúmica efectiva dos problemas locais correspondentes,
deteriorando os resultados, nomeadamente, no caso de malha macroestrutural mais refinada.
Refira-se ainda que é possível contornar a questão de indefinição de sensibilidade global quando
as densidades macroestruturais encostam aos extremos. Nestes casos, todas as variáveis locais
encostam também ao mesmo extremo e deixa de haver um multiplicador de Lagrange definido6.
Apesar de, nesses casos, a validade da solução tender a manter-se pelo facto de ser essa a solução
local efectiva e a densidade macroestrutural correspondente estabilizar, uma forma de manter
multiplicadores válidos ao longo de todo o processo é impedir que as densidades macroestruturais
assumam os valores 0 ou 1. Basta para isso definir limites para os valores dessas variáveis, tanto
máximo quanto mínimo, limitando assim os extremos admissíveis de fracção volúmica para os
6Note-se que se pode ter o mesmo problema de sensibilidade global em casos de densidade intermédia, bastando
para isso que todas as variáveis microestruturais de determinado problema local se encostem aos extremos, e.g.
problema local sem técnicas de filtragem.
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(g) (h) (i)
Figura 9.135: Topologias macroestruturais obtidas na optimização topológica hierárquica, utili-
zando o modo de cálculo H3 e diferentes métodos de optimização na resolução dos problemas
locais: (a-c) CONLIN, (d-f) MMA e (g-i) OC.
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Figura 9.136: Evolução inicial da função-objectivo dos problemas de optimização topológica hie-
rárquica, utilizando H3 com CONLIN na resolução local e H1 com MMA e CONLIN.
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Figura 9.137: Evolução da restrição global de volume do problema MH1 de optimização topológica
hierárquica, utilizando o modo H3, com CONLIN, MMA e OC na resolução dos problemas locais.
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Figura 9.138: Evolução dos multiplicadores de Lagrange das restrições locais de volume, λ, para o
problema de optimização hierárquica MH1, resolvido com H3 e CONLIN nos problemas locais.
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Figura 9.139: Evolução dos multiplicadores de Lagrange das restrições locais de volume, λ, para o
problema de optimização hierárquica MH1, resolvido com H3 e MMA nos problemas locais.
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Figura 9.140: Evolução dos multiplicadores de Lagrange das restrições locais de volume, λ, para o
problema de optimização hierárquica MH1, resolvido com H3 e OC nos problemas locais.
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problemas locais. Na figura 9.141 mostra-se, a título de exemplo, as topologias obtidas com
imposição dos limites 0,2 ≤ ρ ≤ 0,8. Note-se que a estratégia H1 não apresenta este problema
associado aos multiplicadores de Lagrange locais e correspondentes sensibilidades globais, já que
todas as variáveis são processadas apenas ao nível local e as densidades macroestruturais surgem
apenas como variáveis dependentes. Em contrapartida, a estratégia H3 traz algumas vantagens em
termos de controlo local de cada problema microestrutural, nomeadamente permitindo a inclusão
de restrições adicionais independentes ao nível de cada microestrutura, por exemplo, de restrições
de permeabilidade ou de perímetro [Coelho et al. 2008a,Coelho 2009]. Numa estratégia do tipo H1,
nesta implementação, as restrições adicionais afectam sempre a estrutura como um todo. Neste
trabalho foram implementadas restrições de perímetro máximo prescrito nas metodologias locais
derivadas de MMA, nas estratégias H1 e H3, permitindo um controlo CRU a CRU com H3 e um
controlo médio com H1.
(a) (b) (c)
Figura 9.141: Topologias macroestruturais obtidas na optimização topológica hierárquica utili-
zando o modo de cálculo H3 e CONLIN nas resoluções locais, com limites de densidades macroes-
truturais 0,2 ≤ ρ ≤ 0,8.
As diferentes estratégias e métodos utilizados comparam-se na figura 9.142. Apresentam-se
aqui os diferentes valores de função-objectivo no ponto óptimo compararam-se os valores da função-
objectivo para os diferentes métodos, incluindo ainda resoluções com diferentes refinamentos da
malha da microescala. Utiliza-se como referência o valor obtido com a estratégia H1, utilizando o
método MMA com o parâmetro s0 variável (H1.MMAv). Em primeiro lugar, constata-se que as
diferenças em termos de função-objectivo, mesmo em relação às discretizações mais grosseiras, são
reduzidas. Verifica-se também que, em termos gerais, o refinamento da malha macroestrutural,
como esperado, traz benefícios a este nível. Podem ainda tirar-se diversas conclusões adicionais.
Os resultados obtidos com o modo de cálculo H1 são globalmente melhores que os obtidos com H3.
Neste caso, destaca-se pela negativa e pelas razões já referidas o cálculo com recurso ao método
MMA na actualização das variáveis de densidade nos problemas locais. Resultado aparentemente
negativo é apresentado também pela utilização de elementos quadráticos na macroescala (H1.Q).
No entanto, o facto de se obterem pontos de mínimo com função-objectivo um pouco mais elevada
devem-se essencialmente à inexistência de fenómenos checkerboard nestes casos. A influência desta
questão é tanto maior quanto menos refinada é a malha macroestrutural, já que são as conecti-
vidades entre elementos lineares de densidade elevada pelos vértices que dão origem a problemas
de rigidez artificial. Quanto à resolução com recurso a CRU mais refinadas, verifica-se algo que já
foi referido neste capítulo, as soluções locais tendem para topologias simples. Constata-se que um
maior refinamento local dá origem a topologias com maior detalhe mas essencialmente da mesma
natureza, conduzindo a propriedades homogeneizadas e sensibilidades locais de onde se obtém re-
sultados muito aproximados. Ainda assim, observa-se um ligeira melhoria quando comparados
com os resultados equivalentes de células menos refinadas. A utilização de malhas locais dema-
siado grosseiras, como é o caso da malha de 10 × 10 elementos, leva a piores resultados e altera
a solução, como esperado, pelo facto de haver dificuldades em caracterizar o detalhe necessário
para a solução óptima [Rodrigues et al. 2002]. Todas as diferenças referidas são mais acentuadas
quando o problema global é constituído por poucos elementos. Nestes casos, é forçosamente o nível
de detalhe da microescala que pode ou não melhorar a resposta global da estrutura. Note-se ainda
que o maior detalhe microestrutural origina uma tendência menos acentuada para gerar efeitos
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checkerboard na macroescala, com soluções globais caracterizadas por mais densidades globais de
valor intermédio. Interpreta-se esta característica como estando associado ao maior número de
variáveis locais e a uma resposta mais lenta da actualização de topologias locais e, consequente-
mente, uma menor tendência para estas encostarem aos extremos (ρ = 0 ou ρ = 1). Este é um
fenómeno que ocorre também em problemas 3-D, caracterizados por uma quantidade ainda maior
de variáveis locais. Estas questões podem ser ilustradas recorrendo às figuras 9.143. Mostram-se
aqui as soluções macroestruturais para os problemas apresentados, utilizando microestruturas com
diferentes níveis de refinamento (10× 10, 20× 20, 30× 30 e 40× 40 elementos).
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Figura 9.142: Erro relativo para diferentes modos de cálculo e métodos de optimização na resolução
de problemas de optimização topológica hierárquica.
Com carácter acessório, referem-se apenas alguns pontos adicionais. A não-utilização de filtros
de densidade na microescala leva a comportamentos distintos. Nas metodologias H1 (vd. Fig.
9.144), à semelhança do que acontece na homogeneização inversa, o nível de ruído (checkerboards)
nas soluções locais não é muito elevado, mas estas estabilizam prematuramente com o encostar
de densidades locais aos extremos. Isto leva a que os problemas atinjam a paragem, mesmo com
critérios apertados, muito cedo. Isto tende ainda a acontecer em fracções volúmicas intermédias,
tornando as soluções macroestruturais bastante menos definidas do que as correspondentes utili-
zando filtros. No que diz respeito metodologias do tipo H3 (vd. Fig. 9.145), apresentam-se alguns
problemas de estabilidade. Por um lado, mantém-se a mesma tendência para encostar aos extre-
mos. Por outro lado, em vez de uma paragem prematura é comum atingirem-se níveis de oscilação
que podem mesmo levar à divergência do problema. Nestes casos, à medida que as soluções mi-
croestruturais estabilizam de forma agressiva em soluções discretas, as variáveis macroestruturais
perdem informação de sensibilidade e desestabilizam em termos de actualização. Este efeito, por
sua vez, leva à imposição de restrições de volume incoerentes com o estado limite da microestrutura
correspondente, levando a oscilações entre os campos macroestrutural e microestrutural. A título
de exemplo, ilustram-se ainda na figura 9.146 as topologias obtidas para os problemas abordados
nesta secção, resolvidos com o modo H1 e MMA, mas utilizando CRU hexagonais. Utilizou-se para
o efeito uma CRU com 450 elementos finitos quadriláteros lineares.
Conclui-se este capítulo ilustrando algumas das soluções locais obtidas nos problemas resolvidos
ao longo da presente secção. Na figura 9.147 comparam-se as topologias globais e locais para os
problemas MH1 resolvidos em H1 com MMA e uma CRU de 20× 20 elementos, com e sem filtros
de sensibilidade. Na figura 9.147 apresentam-se as topologias globais e locais para os problemas
MH1, resolvidos com os mesmos métodos, mas utilizando CRU quadradas de 10 × 10 e 40 × 40
elementos finitos, assim como uma CRU hexagonal com 450 elementos. Observa-se que as malhas
locais mais grosseiras originam ocasionais falhas de periodicidade. Estas devem-se a dificuldades
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Figura 9.143: Topologias macroestruturais obtidas na optimização topológica hierárquica utili-
zando o modo de cálculo H1, com MMA de s0 variável, e diferentes níveis de refinamento na malha
microestrutural: (a-c) 10× 10, (d-f) 20× 20, (g-i) 30× 30 e (j-l) 40× 40.
(a) (b) (c)
Figura 9.144: Topologias macroestruturais obtidas na optimização topológica hierárquica utili-
zando o modo de cálculo H1 e MMA sem filtragem de sensibilidades locais.
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Figura 9.145: Evolução das densidades de dois elementos macroestruturais e da fracção volúmica
local correspondente (l).
(a) (b) (c)
Figura 9.146: Topologias macroestruturais obtidas na optimização topológica hierárquica utili-
zando o modo de cálculo H1 e MMA com CRU hexagonais.
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de representar detalhe suficiente, assim como à margem reduzida para respeitar o volume previsto.
No caso da CRU hexagonal, a este factor acresce uma acentuada dependência de malha, com as
opções tomadas na geração estruturada a afectar claramente algumas topologias.
(a)
(b)
Figura 9.147: Ilustração de solução global e soluções locais para o problema de optimização topo-
lógica hierárquica, modo H1 e MMA, utilizando uma CRU com 20× 20 elementos: (a) com e (b)
sem filtragem de densidades locais.
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(a)
(b)
(c)
Figura 9.148: Ilustração de solução global e soluções locais para o problema de optimização to-
pológica hierárquica, modo H1 e MMA, utilizando CRU alternativas: (a) quadrada com 10 × 10
elementos, (b) quadrada com 40× 40 elementos e (c) hexagonal com 450 elementos,
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Capítulo 10
Desempenho em Processamento
Paralelo
Analisa-se o desempenho do programa mainFRAN na execução de
problemas em paralelo no cluster TaranTux. Comparam-se diferentes
abordagens no cálculo paralelo envolvendo optimização topológica e
multiescala.
10.1 Introdução
A dimensão e a complexidade dos problemas de optimização topológica têm tido um crescimento
que leva a que a constante evolução de desempenho dos recursos computacionais seja por vezes
insuficiente para tornar a sua resolução menos onerosa em termos de tempos de processamento.
Para além de outras estratégias utilizadas neste trabalho para limitar os requisitos computacionais
destes problemas, aborda-se neste capítulo o processamento paralelo como uma possível resposta
para esta questão. Neste sentido, começa-se por fazer uma análise geral do problema de elementos
finitos, para o problema de elasticidade linear, analisando o desempenho das principais partes
de um programa de resolução. Posteriormente, esta análise é enquadrada numa plataforma de
resolução de problemas de optimização topológica. Neste caso, avalia-se novamente o desempenho
de diferentes partes do cálculo em computação paralela.
A parte final deste capítulo aborda problemas de optimização topológica multiescala, especifi-
camente de estratégias hierárquicas. Estes problemas apresentam desafios computacionais interes-
santes, quer pela sua dimensão quer pela sua estrutura. Neste sentido, apresentam-se aqui duas
abordagens distintas de cálculo concorrente. Analisa-se uma abordagem paralela dos problemas,
com cada uma das partes executadas em paralelo por diferentes processadores. Analisa-se ainda
uma abordagem distribuída do problema. Espera-se que, neste caso, a resolução dos problemas
locais por diferentes processadores apresente um maior potencial de escalabilidade.
Opta-se por não apresentar estudos isolados de desempenho do cluster TaranTux, destacando-se
a referência [Costa 2010] como exemplo de excelentes resultados na sua utilização.
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10.2 Análise de Desempenho
A análise de desempenho efectuada ao longo desta secção diz respeito a um problema geral es-
trutural, resolvido pelo método dos elementos finitos. O problema aqui estudado é meramente
exemplificativo e ilustrado na figura 10.1. Consiste num problema tridimensional constituído por
21952 elementos hexaédricos lineares, de 8 nós, com 73167 graus de liberdade. Na figura 10.1 pode
ver-se uma representação das condições de fronteira, malha utilizada e deformada resultante da
resolução do problema. Salienta-se que os aspectos computacionais aqui abordados são extensíveis
a outros problemas executados sobre a mesma plataforma, salvo questões de condicionamento e de
grão computacional.
(a) (b) (c)
Figura 10.1: Ilustração do problema mecânico: (a) geometria e condições de fronteira, (b) malha
de elementos finitos e (c) representação da deformada.
Utiliza-se como algoritmo de resolução de sistemas de equações uma implementação do Método
do Gradiente Conjugado Precondicionado (PCG – Preconditioned Conjugate Gradient), denomi-
nada PARCONG (PARallel CONjugate Gradient solver) [Pinho-da-Cruz 2007]. Os ensaios foram
aqui realizados (i) sem precondicionamento (SP), (ii) com o precondicionador de Jacobi (JAC), (iii)
com precondicionamento de sobrerrelaxação sucessiva simétrica (SSOR) e (iv) com a factorização
incompleta de Cholesky de nível 0 (IC0). Os tempos relativos à utilização de cada esquema de
resolução são apresentados na tabela 10.1. As condições de fronteira foram impostas com métodos
de penalidade, utilizando uma penalidade wp = 104. A tolerância utilizada para a convergência
do PC foi 10−8. O precondicionador SSOR apresenta os tempos de processamento mais reduzidos.
Este precondicionador é, por isso, utilizado durante este trabalho em todos os cálculos efectu-
ados em série. Contudo, neste capítulo utiliza-se preferencialmente o precondicionador IC0, de
factorização incompleta de Cholesky de nível 0. Apesar de ser mais complexo de paralelizar, este
precondicionador pode originar uma factorização mais escalável. Além disso, tende a melhorar o
condicionamento dos sistemas envolvidos [Borrvall e Petersson 2001]. O maior tempo de execução
é originado por uma factorização mais morosa. No entanto, traz benefícios em problemas menos
bem-condicionados e em problemas de maiores dimensões. Em termos de análise de desempenho
paralelo, a maior estabilidade e um número de iterações mais reduzido justifica esta opção. A figura
10.2 ilustra este aspecto, mostrando a evolução do resíduo relativo1, Rr, ao longo da resolução do
sistema de equações.
Procede-se então à resolução do mesmo problema em paralelo. Utilizou-se o cluster TaranTux,
recorrendo a 12 processadores. Para o efeito, consideram-se três parcelas essenciais num problema
1O resíduo relativo, Rr, é a norma do vector de resíduos do método do gradiente conjugado, ||r(k)||, adimensio-
nalizada com a norma do vector de resíduos inicial, ||r(0)||.
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Tabela 10.1: Tempos de processamento do algoritmo de resolução do sistema de equações lineares
sem e com precondicionamento.
Precondicionamento SP JAC SSOR IC0
Tempo de resolução [s] 121,31 33,07 12,76 52,36
Tempo de relativo [%] 100 27,3 10,5 43,2
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Figura 10.2: Resíduos relativos na resolução de um sistema de equações com o método do gradiente
conjugado, sem e com precondicionadores.
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de elementos finitos: (i) a resolução do sistema de equações, (ii) a construção da matriz de ri-
gidez global e (iii) os procedimentos restantes. Consideram-se apenas os tempos até à obtenção
da solução do problema, excluindo tarefas de pós-processamento. Os tempos obtidos resumem-se
na tabela 10.2. No gráfico da figura 10.3 mostra-se a evolução do tempo de cálculo com o nú-
mero de processadores, np. Apresenta-se esta evolução para diferentes parcelas. Note-se a redução
dos tempos de computação para o tempo total, graças às reduções nas parcelas de construção do
sistema de equações e sua resolução. Note-se ainda que não existe redução do tempo restante,
representando uma componente claramente de série do processamento. Estas considerações são
mais evidentes quando se consideram os indicadores de desempenho em processamento paralelo. A
figura 10.4 mostra a evolução do speed-up, Sp, com o número de processadores, np. Verifica-se que
a parcela correspondente a tarefas efectuadas maioritariamente em série mantém um speed-up em
torno da unidade, tendendo até a reduzir ligeiramente devido às tarefas de gestão e dimensiona-
mento adicionais em cálculo paralelo. No extremo oposto do espectro, como esperado, encontra-se
a construção do sistema de rigidez. Neste caso, o facto de cada porção do sistema ser construída
de forma completamente independente no processador correspondente aos elementos que lhe dizem
respeito traduz-se num processo perfeitamente escalável. Resultados satisfatórios foram também
obtidos para a resolução do sistema de equações e, consequentemente, para o desempenho global
do problema. Aqui o desempenho é sublinear, mas com um decaimento reduzido. A eficiência, ep,
do algoritmo de resolução do sistema de equações, cuja variação se encontra ilustrada na figura
10.5, tem um mínimo de 0,76. Note-se que a eficiência do processo global é sempre ligeiramente
inferior à da etapa de resolução do sistema de equações devido ao aumento do peso relativo das
etapas de processamento em série. Este efeito é melhor ilustrado na figura 10.6. Mostra-se aqui
que o peso relativo de cada uma das parcelas de cálculo depende directamente da sua eficiência
em paralelo. Assim, enquanto a construção do sistema de equações vai representando uma parcela
cada vez menor no tempo de execução, a redução gradual de eficiência da parte do problema exe-
cutada em série leva a que seja cada vez mais relevante em termos de tempo total de execução.
Salientam-se as referências [Pinho-da-Cruz 2007,Costa 2010], em que os autores utilizam o pro-
grama comma3D [Pinho-da-Cruz 2007], no qual foi originalmente desenvolvido e implementado o
algoritmo PARCONG de resolução do sistema de equações utilizado neste trabalho, e onde o seu
comportamento conduz a eficiências ainda superiores. Estas diferenças poderão dever-se essenci-
almente a questões de portabilidade, compilação e estrutura geral dos programas envolvidos.
Tabela 10.2: Tempos e respectivas fracções de processamento das principais partes da resolução
do problema pelo método dos elementos finitos.
Total Resolução Rigidez Outros
Tempo de resolução [s] 67,06 52,36 13,71 0,99
Tempo relativo [%] 100 78,1 20,4 1,5
Na figura 10.7 mostra-se a distribuição de elementos pelos diferentes processadores, resultante
da decomposição de domínio realizada com recurso à livraria METIS [Karypis e Kumar 1998].
Refira-se o facto de na versão utilizada (4.0) ser comum utilizar-se um algoritmo diferente para
números de processadores inferiores a 8, razão pela qual os indicadores de desempenho tendem a
sofrer alterações na sua tendência de evolução a partir de np = 8.
10.3 Optimização Topológica
A maior parcela de processamento num problema de optimização topológica é usualmente consu-
mida pela parte de análise do problema, neste caso com a resolução do problema de elementos
finitos [Bendsøe e Sigmund 2003,Amir e Sigmund 2010]. Neste sentido, procede-se nesta secção à
verificação da influência da resolução em paralelo deste problema no desempenho global de proble-
mas de optimização topológica. Para o efeito, procede-se à optimização do problema apresentado
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Figura 10.3: Variação do tempo total de resolução do problema em função do número de proces-
sadores, np.
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Figura 10.4: Evolução do speed-up, Sp, com o número de processadores, np.
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Figura 10.5: Evolução da eficiência, ep, com o número de processadores, np.
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Figura 10.6: Evolução da parcela do tempo correspondente a cada etapa de processamento com o
número de processadores, np.
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figura 10.7: Isovalores correspondentes ao número do processador a que cada subdomínio é alocado,
consecutivamente, de 1 a 12 processadores.
anteriormente (vd. Fig. 10.1). As resoluções dos sistemas de equações associados foram efectuadas
segundo as condições já referidas. A construção de cada sistema de equações pressupõe a definição
das matrizes elementares apenas na primeira iteração. Estas são depois armazenadas em memória
e afectadas pelo esquema de interpolação de densidade ao longo do processo iterativo. Para efeitos
de uniformização, todos as análises de desempenho realizadas deste ponto em diante consideram
apenas as primeiras 25 iterações do processo de optimização.
10.3.1 Optimização Topológica Sem Filtro
Numa primeira abordagem do problema, este é executado sem qualquer técnica de controlo de
instabilidade numérica. Utiliza-se um modelo SIMP de material e vazio, com uma penalização
p = 3, e é imposta uma fracção volúmica fv = 0,4. A distribuição de material obtida mostra-se na
figura 10.8.
Em termos de desempenho, este problema é executado em paralelo nos tempos apresentados
na figura 10.9. Acrescenta-se, neste caso, o tempo associado às tarefas de optimização (análise
de sensibilidades e função-objectivo, e actualização de variáveis). Note-se o reduzido peso destas
tarefas no processamento do problema, razão pela qual são neste trabalho executadas em série no nó
mestre. Estas tarefas mantêm um tempo de computação constante em paralelo, mas, apesar disso,
é perceptível a redução gradual do tempo total de processamento com o aumento do número de
processadores. Os valores de speed-up relativos à resolução do problema em análise mostram-se na
figura 10.10. Salientam-se aqui as evoluções de desempenho da construção do sistema de equações
e da sua resolução como sendo idênticas ao caso geral, ao mesmo tempo que as tarefas executadas
em série não apresentam evoluções com o aumento do número de processadores. Por esta razão, o
desempenho global mantém-se elevado, mas reduz-se face ao caso anterior. Este efeito é também
perceptível no gráfico correspondente às eficiências (vd. Fig. 10.11). Atente-se ainda na evolução
do peso relativo das diferentes parcelas de processamento, representada na figura 10.12. A maior
parcela nos requisitos gerais de processamento é da responsabilidade das resoluções do sistema
de equações, especialmente para poucos processadores. Compare-se também o peso relativo das
tarefas de construção dos sistemas de equações deste caso com o apresentado na figura 10.6. Esta
redução deve-se ao facto da definição elementar e da assemblagem serem feitas de forma simplificada
279
Optimização Topológica
(a) (b)
Figura 10.8: Distribuição óptima não-filtrada de material para um problema de optimização topo-
lógica: (a) topologia geral e (b) representações superior e inferior alternativas.
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Figura 10.9: Variação dos tempos de resolução no problema de optimização topológica em função
do número de processadores, np.
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Figura 10.10: Evolução do speed-up, Sp, com o número de processadores, np, para o problema de
optimização topológica.
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Figura 10.11: Evolução da eficiência, ep, com o número de processadores, np, para o problema de
optimização topológica.
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depois da primeira iteração. As tarefas associadas a procedimentos de optimização, por sua vez,
têm um peso reduzido, apesar de este ir gradualmente aumentando em termos relativos com as
reduções de tempo de processamento das tarefas executadas em paralelo. Apesar de contemplarem,
neste caso, algumas operações de pós-processamento intermédio, as tarefas restantes têm um peso
residual no desempenho global deste problema de optimização.
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Figura 10.12: Evolução da parcela do tempo correspondente a cada etapa de processamento com
o número de processadores, np, para o problema de optimização topológica.
10.3.2 Utilização de um Filtro de Sensibilidades
Apesar da estrutura óptima representada na figura 10.8 não apresentar problemas notórios de ins-
tabilidade numérica, resolveu-se o mesmo problema utilizando um filtro de sensibilidades. Assim,
recorreu-se a um filtro de conectividade (F2) com um raio relativo elementar de 1,5, conduzindo
à distribuição de material ilustrada na figura 10.13. Sabendo de antemão que o recurso a es-
tratégias de filtragem de sensibilidades (ou de densidades) pode ser representativo em termos de
processamento, procede-se à análise das diferentes partes das tarefas de optimização envolvidas no
problema. Na figura 10.14 apresentam-se os tempos de processamento de cada parte do problema
de optimização. As tarefas de optimização são apresentadas em termos totais (Opt.) e divididas
nas parcelas de análise de sensibilidades e função-objectivo (F.O./Sens.), filtragem de sensibilida-
des (Filtros) e actualização de variáveis (Act.). É imediatamente perceptível, especialmente se se
compararem as curvas obtidas com os exemplos anteriores, que a maior parcela de processamento
em tarefas de optimização corresponde, nesta implementação, às operações relacionadas com a
aplicação de filtros. Note-se ainda que uma parte considerável do tempo consumido surge na pri-
meira iteração. Nesta implementação, a malha de elementos finitos é avaliada de modo a gerar,
para cada elemento, a distância aos restantes elementos, conectividades entre elementos e avaliação
de vizinhanças. Os requisitos desta avaliação crescem geometricamente com o número de elemen-
tos, tornando-a gradualmente dominante em termos de processamento. Por esta razão, como se
pode verificar na análise do speed-up deste problema (vd. Fig. 10.15), o desempenho do problema
é francamente deteriorado com a utilização desta técnica de filtragem de sensibilidades. Note-se
que, face aos resultados obtidos sem filtragem, há um evidente descolar do desempenho global
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(a) (b)
Figura 10.13: Distribuição óptima de material para um problema de optimização topológica, uti-
lizando um filtro de sensibilidades: (a) topologia geral e (b) representações superior e inferior
alternativas.
0 
200 
400 
600 
800 
1000 
1200 
1400 
1600 
1800 
1 2 3 4 5 6 7 8 9 10 11 12 
T
em
po
 t
ot
al
 [
s]
 
Número de processadores 
Total Resolução Opt. Rigidez 
Filtros F.O./Sens. Act. Outros 
Figura 10.14: Variação dos tempos de resolução no problema de optimização topológica em função
do número de processadores, np, utilizando um filtro de sensibilidades.
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quando comparado com a tarefa anteriormente dominante, a resolução dos sistemas de equações.
Este efeito é também ilustrado na figura 10.16, onde se representam as eficiências de cada parte
do processamento. O processamento em série da filtragem de sensibilidades faz a eficiência global
descer para 0,375 em 12 processadores, claramente inferior ao mínimo de 0,6 obtido anteriormente.
A justificação para esta descida é perfeitamente ilustrada na figura 10.17. Observa-se aqui que o
peso relativo desta operação vai gradualmente crescendo, sendo a segunda operação mais onerosa
quando executada em série e acabando por consumir mais de 50% dos recursos computacionais
para 12 processadores. Neste caso, a redução do tempo das operações relevantes executadas em
paralelo leva a que o processo de filtragem se torne dominante em termos de cálculo.
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Figura 10.15: Evolução do speed-up, Sp, com o número de processadores, np, para o problema de
optimização topológica utilizando um filtro de sensibilidades.
Para resolver o problema de desempenho apresentado, opta-se por paralelizar a utilização de
técnicas de filtragem. Identificada a primeira iteração e, em particular, a avaliação inicial de malha
como o principal responsável por este problema, a paralelização centrou-se exclusivamente neste
ponto. Para além do seu peso relativo, esta avaliação de malha tem a vantagem de poder ser
efectuada de forma completamente independente, elemento a elemento, tornando-a teoricamente
escalável. Os resultados obtidos são ilustrados no gráfico da figura 10.18. Os tempos de proces-
samento passam, neste caso, a ter uma redução mais evidente do que se mostrou anteriormente.
Constata-se que a parte de optimização passa a ter uma redução de tempo de processamento as-
sinalável por actuação apenas sobre a avaliação de malha inicial, sendo a diferença entre a curva
de optimização e a curva de filtragem correspondente à execução em série das restantes operações.
Analisando o speed-up e a eficiência paralela (vd. Figs. 10.19 e 10.20), é possível verificar que os
benefícios são assinaláveis. O desempenho da filtragem é quase perfeitamente escalável, tendo um
comportamento ligeiramente sublinear apenas por influência das restantes operações de filtragem
que são executadas em série. Por esta razão, o esforço suplementar de paralelização destas tarefas,
na implementação aqui discutida, é perfeitamente dispensável. Por sua vez, apesar de corresponder
ainda assim a tempos de processamento ligeiramente superiores, o desempenho global é neste caso
superior ao obtido sem filtros, com uma eficiência mínima de 0,63. Atente-se de novo sobre os pesos
relativos de cada uma das principais partes do processamento, ilustrados na figura 10.21. Neste
caso, com um comportamento com elevada escalabilidade, as tarefas de filtragem de sensibilidades
passam ter um impacto cada vez mais reduzido no desempenho paralelo do cálculo.
Refira-se ainda que, apesar de pouco perceptível e mantendo a mesma tendência geral, o desem-
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Figura 10.16: Evolução da eficiência, ep, com o número de processadores, np, para o problema de
optimização topológica utilizando um filtro de sensibilidades.
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Figura 10.17: Evolução da parcela do tempo correspondente a cada etapa de processamento com
o número de processadores, np, para o problema de optimização topológica, utilizando um filtro
de sensibilidades.
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Figura 10.18: Variação dos tempos de resolução num problema de optimização topológica em
função do número de processadores, np, utilizando um filtro de sensibilidades paralelizado.
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Figura 10.19: Evolução do speed-up, Sp, com o número de processadores, np, para o problema de
optimização topológica, utilizando um filtro paralelizado.
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Figura 10.20: Evolução da eficiência, ep, com o número de processadores, np, para o problema de
optimização topológica, utilizando um filtro paralelizado.
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Figura 10.21: Evolução da parcela do tempo correspondente a cada etapa de processamento com
o número de processadores, np, para o problema de optimização topológica, utilizando um filtro
paralelizado.
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penho do algoritmo de resolução desceu ligeiramente nos problemas de optimização. Isto deve-se
ao facto de o condicionamento dos sistemas de equações obtidos ao longo das diferentes iterações
não ser necessariamente idêntico, levando a que o desempenho paralelo em cada sistema de equa-
ções resolvido não seja necessariamente idêntico. A figura 10.22 ilustra este aspecto, comparando
a evolução dos resíduos do método do gradiente conjugado na resolução em série dos sistemas de
equações para algumas iterações (e.g. 1, 2, 5, 10 e 15). Note-se que a primeira iteração, onde a
densidade é constante e, consequentemente, as propriedades de cada um dos elementos idêntica,
é a mais estável em termos de resolução. Este fenómeno torna-se particularmente relevante nos
problemas abordados em seguida, onde as questões de condicionamento dos sistemas de equações
se podem tornar incontornáveis em termos de desempenho.
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Figura 10.22: Resíduos relativos na resolução de sistemas de equações para diferentes iterações do
problema de optimização topológica com o método do gradiente conjugado precondicionado.
10.4 Cálculo Multiescala Distribuído
Neste trabalho, os problemas cuja exigência computacional é mais evidente são os de optimização
hierárquica. De facto, nestes processam-se duas escalas em simultâneo, com a resolução de um
problema local de homogeneização por expansão assimptótica por cada elemento da estrutura
global, para além do problema global. É, assim, necessário resolver, em cada iteração, um sistema
de equações do problema de elementos finitos macroestrutural e vários sistemas de equações (entre
três e seis para o problema de elasticidade) por cada problema microestrutural.
Para abordar as questões relativas ao desempenho paralelo destes procedimentos, considera-se
aqui o mesmo problema de torção definido na figura 10.1. No entanto, a malha de elementos
finitos (hexaedros lineares) utilizada é a que se apresenta na figura 10.23(a). Esta malha de
pequenas dimensões (27 elementos) foi seleccionada de modo a permitir que os tempos de resolução
sejam reduzidos e que se foquem alguns aspectos relevantes nas diferentes abordagens adoptadas
em seguida. A cada um destes elementos encontra-se associada a resolução de um problema
local de optimização, com a discretização ilustrada na figura 10.23(b). Esta é constituída por
1000 elementos finitos (hexaedros lineares). A maior parte do tempo consumido na resolução dos
problemas locais, assim como de todo o problema de optimização, é despendida na resolução dos
problemas de elementos finitos associados à homogeneização por expansão assimptótica. Estes
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problemas de elementos finitos pressupõem a construção e a resolução de 6 sistemas de equações
por cada problema local, em cada iteração.
(a) (b)
Figura 10.23: Malhas de elementos finitos utilizadas no problema de optimização multiescala 3-D:
(a) problema global e (b) problemas locais.
Mostra-se na figura 10.24 a distribuição de material obtida para este problema. Note-se que
existem falhas aparentes de periodicidade nos vértices superiores da figura 10.24(b). À semelhança
do referido na Secção 9.4.3, este é apenas um caso de malha com pouco refinamento para representar
todos os detalhes da microestrutura em causa.
Apresentam-se de seguida duas abordagens alternativas à resolução deste problema em cálculo
paralelo. Por um lado, uma resolução inteiramente paralela, em que cada problema é resolvido
sequencialmente em paralelo, recorrendo a todos os processadores disponíveis. Por outro lado, uma
resolução vincadamente distribuída, com a separação de problemas por diferentes processadores e,
sempre que possível, a sua resolução em simultâneo.
10.4.1 Cálculo Paralelo e Condicionamento
Na configuração paralela do programa mainFRAN, o problema de optimização topológica hie-
rárquica é resolvido, para além das operações efectuadas em série, sempre em paralelo. Quer isto
dizer que todas as tarefas paralelas são executadas sequencialmente, com recurso aos processadores
disponíveis. As partes macroestruturais do problema são resolvidas de acordo com a metodologia
abordada nas secções anteriores. Cada problema local é resolvido segundo a mesma metodologia.
Assim, um problema de homogeneização por expansão assimptótica pressupõe a construção do
sistema de equações de acordo com técnicas de decomposição de domínio e as seis resoluções deste
sistema são feitas em paralelo, uma de cada vez, nos vários processadores. Os diversos problemas
locais são então resolvidos em sequência, começando pelo problema relativo ao elemento finito
macroestrutural ex = 1 e terminando no problema do elemento macroestrutural ex = 27, neste
caso. Os diferentes domínios, para os problemas macroestrutural e microestruturais são ilustrados,
respectivamente, nas figuras 10.25 e 10.26.
O tempo de processamento, para 25 iterações, obtido na resolução deste problema é apresen-
tado na figura 10.27. Mostra-se aqui o tempo total e o tempo de execução da segunda iteração.
Considera-se, aliás, a segunda iteração nas diferentes resoluções como elemento comparativo de
desempenho em diversas das análises seguintes. Refira-se ainda que o desempenho do problema
macroestrutural é ignorado nestas análises, não só por ter sido abordado anteriormente mas tam-
bém por ser desprezável face ao tempo total despendido neste contexto.
Os tempos de execução oscilam bastante, resultando num fraco desempenho paralelo. Consi-
dere-se como exemplo a resolução de cada um dos sistemas de equações, na segunda iteração, de
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(a) (b)
Figura 10.24: Distribuição de material óptima (a) no problema global e (b) nos problemas locais.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figura 10.25: Isovalores correspondentes ao número do processador a que cada subdomínio é
alocado, de 1 a 12 processadores, para o problema macroestrutural (global).
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figura 10.26: Isovalores correspondentes ao número do processador a que cada subdomínio é
alocado, de 1 a 12 processadores, para os problemas microestruturais (locais).
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Figura 10.27: Variação do tempo total (Total) e de execução da segunda iteração (It.2) da resolução
do problema de optimização hierárquica em função do número de processadores, np.
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um dos problemas locais. Os valores de speed-up obtidos na resolução dos sistemas de equações
de cada um dos correctores, apresentados na figura 10.28, mostram oscilações que são coerentes
com as que foram obtidas para o problema global (cf. Fig. 10.27). Analisando as eficiências
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Figura 10.28: Evolução do speed-up, Sp, das resoluções de sistema associadas a uma CRU, no
problema de optimização hierárquica, com o número de processadores, np.
correspondentes (vd. Fig. 10.29), observa-se novamente o mau desempenho paralelo. Verifica-se
também que a tendência geral dos vários sistemas de equações é coerente com a tendência do
problema global. Analisando, por exemplo, os resíduos relativos da resolução do sistema de equa-
ções do corrector χ11 para diferentes números de processadores (vd. Fig. 10.30), constata-se que,
mesmo na segunda iteração, onde as diferenças de propriedades ainda são reduzidas (razão pela
qual a resolução em série é estável), as instabilidades do algoritmo de resolução em paralelo são
notórias. Ao longo das diferentes iterações e para diferentes problemas locais, mantém-se esta
tendência. Verifica-se também que os problemas de condicionamento destes problemas são gene-
ralizados nesta implementação. Apesar do precondicionador utilizado melhorar significativamente
o condicionamento, a factorização é feita sem que as penalidades sejam correctamente distribuí-
das, continuando a induzir instabilidades. Em conjunto com as variações de rigidez associadas à
optimização topológica, estas instabilidades são associadas maioritariamente às penalidades das
condições de periodicidade, idênticas em todas as CRU. O principal problema neste caso surge na
relação entre estas penalidades e a decomposição de domínio, razão pela qual a tendência geral
de desempenho se mantém ao longo das diferentes iterações. Como a decomposição do sistema de
equações é efectuada elemento a elemento (vd. Sec. 7.7.3), as penalidades utilizadas na imposi-
ção de condições de fronteira MFC encontram-se muitas vezes descompensadas em processadores
distintos. Tal leva a que haja uma propensão inicial para a resolução seguir uma tendência dis-
tinta da solução pretendida, correspondente ao desequilíbrio entre regiões isoladas dos subsistemas
que apenas serão equilibradas à medida que o processo iterativo de resolução ocorre e as soluções
nos graus de liberdade de fronteira são partilhados entre processadores (vd. Fig. 7.16(b)). Isto
reflecte-se de forma distinta, de acordo com a decomposição de domínio, dependendo da malha e
do número de processadores. Para ilustrar este problema, na figura 10.31 mostram-se os resíduos
relativos da resolução de um sistema de equações correspondente ao corrector χ12 de um problema
genérico bidimensional. Esta resolução é feita com 1 e 2 processadores, em condições normais de
periodicidade, e, alternativamente, com as MFC desligadas, ou seja, com solicitações do problema
de homogeneização correspondente, mas apenas fixação dos vértices. É possível verificar aqui dois
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Figura 10.29: Evolução da eficiência, ep, das resoluções de sistema associadas a uma CRU, no
problema de optimização hierárquica, com o número de processadores, np.
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Figura 10.30: Resíduos relativos da resolução do sistema de equações do corrector χ11 associada a
uma CRU 3-D, no problema de optimização hierárquica, para diferentes números de processadores,
np.
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efeitos. A imposição de condições de fronteira MFC, utilizando um método de penalidade, deses-
tabiliza a resolução do sistema de equações em qualquer um dos casos. Adicionalmente, enquanto
a resolução em paralelo se aproxima da resolução em série quando não existem MFC e a resolução
em série com MFC converge ainda assim para a solução num número de iterações aproximado, a
resolução em paralelo do problema com MFC apresenta instabilidades iniciais de tal ordem que o
processo leva muito mais iterações para atingir a convergência.
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Figura 10.31: Resíduos relativos de uma resolução de sistema associada a uma CRU 2-D, num
problema HEA, para diferentes números de processadores, np, sem e com condições de fronteira
MFC.
Nas figuras 10.32 é possível observar o reflexo deste fenómeno na solução. A figura 10.32(a)
mostra as solicitações correspondentes ao corrector χ12, e as seguintes mostram a solução da pri-
meira iteração do método do gradiente conjugado precondicionado para 1, 2 e 3 processadores. Por
um lado verifica-se que, nos casos paralelos, o comportamento em termos de MFC é o esperado
apenas em regiões que pertencem ao mesmo processador. Por outro lado, o facto de cada proces-
sador ter acesso apenas às penalidades das MFC que se encontram no seu próprio domínio leva
a que as penalidades correspondentes sejam inicialmente processadas como meras prescrições de
deslocamento nulo. Esta questão é um problema também em termos de técnica de decomposição
de domínio e de precondicionamento. O processamento de domínios no programa PARCONG é
feito com recurso ao método aditivo de Schwarz [Smith et al. 1996, Saad 2003]. Neste método,
em iterações semelhantes às iterações block-Jacobi, são resolvidos blocos associados a cada sub-
domínio separadamente e actualizando cada subdomínio com a influência dos resíduos globais.
Em cada iteração, no entanto, o bloco associado a cada domínio é resolvido independentemente
e as influências dos domínios vizinhos apenas são contabilizadas, através do resíduo, no final de
cada iteração em todos os domínios. O precondicionamento, por sua vez, é feito sobre cada bloco
de forma completamente independente. Assim, para além do facto das condições de fronteira de
periodicidade tornarem os sistemas anormalmente esparsos, levam a que os blocos associados aos
domínios tendam gerar a resolução de subproblemas locais que se afastam inicialmente de uma
influência muito vincada dos subproblemas vizinhos.
Atendendo a estes problemas, fruto do método utilizado para impor as condições de periodi-
cidade, da forma como as penalidades são geridas no algoritmo de resolução e das estratégias de
decomposição de domínio utilizadas, a secção seguinte aborda uma alternativa de resolução em
paralelo destes problemas.
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(a) (b) (c) (d)
Figura 10.32: Análise do modo próprio de deformação xy de um problema de HEA com uma CRU
2-D: (a) vectores de solicitação e deformada no final da primeira iteração do método do gradiente
conjugado executado em (b) 1, (c) 2 e (d) 3 processadores.
10.4.2 Cálculo Distribuído
Atendendo ao exposto anteriormente, discute-se aqui o recurso à distribuição dos problemas locais
como procedimento para a obtenção de melhores resultados em termos de desempenho paralelo.
Refira-se que esta solução, mesmo num caso de divisão equitativa de problemas entre processadores,
depende sempre do balanceamento de cada um dos problemas, como se ilustra na figura 10.33.
Assim, o desempenho paralelo é sempre limitado pelo processador que consome mais tempo de
processamento.
S
P
P
P
P
P
Figura 10.33: Ilustração do impacto de um processo de cálculo distribuído com balanceamento
heterogéneo, com a execução de tarefas em série (S) e em paralelo (P), no desempenho de um
sistema homogéneo de computação.
Resolve-se novamente o mesmo problema. Neste caso, a decomposição de domínio é feita
apenas na macroescala, conforme ilustrado na figura 10.25. Em cada caso, os problemas locais são
resolvidos de forma independente no processador correspondente ao domínio do elemento a que
pertence. Tomando como exemplo o caso de utilização de 10 processadores, esta distribuição de
problemas resulta no que se ilustra na figura 10.34. Assim, o problema macroestrutural é resolvido
em paralelo, com todos os processadores em simultâneo, enquanto que os problemas locais são
resolvidos de forma independente pelos respectivos processadores.
Na abordagem da secção anterior, o tipo de estrutura hierárquica utilizada na resolução do pro-
blema era indiferente. Nesta, opta-se por mostrar a resolução do problema com duas estratégias,
H1 e H3 (vd. Sec. 7.5). Observa-se ao desta secção que o desempenho segundo estas estratégias
é idêntico. Apesar da estratégia H1 não permitir a separação completa dos problemas, a homoge-
neização é de tal forma dominante em termos de processamento que o desempenho paralelo leva
aos mesmos resultados. Na figura 10.35 verifica-se que as curvas correspondentes aos tempos de
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(a) (b)
Figura 10.34: Isovalores correspondentes ao número do processador que a cada subdomínio é
alocado, no caso de 10 processadores: (a) decomposição do problema global e (b) distribuição dos
problemas locais.
execução são praticamente coincidentes. Utiliza-se também, mais uma vez, a segunda iteração
como elemento de análise.
Na figura 10.36 mostram-se os respectivos valores de speed-up. Pode ver-se aqui que as dife-
rentes estratégias conduzem sensivelmente aos mesmos desempenhos. Constata-se também que o
desempenho global segue a mesma tendência que cada uma das iterações. Estas afirmações são
igualmente válidas na análise da eficiência do processamento paralelo, como se ilustra na figura
10.37. Refira-se que, apesar de se esbater no tempo total, a primeira iteração destes problemas
prejudica sempre o desempenho global. Nesta estratégia distribuída, o balanceamento da primeira
iteração é completamente heterogéneo já que apenas se resolve um único problema local. Isto
deve-se ao facto da distribuição de material inicial ser a mesma para todas as CRU, tornando
desnecessária a resolução dos restantes problemas locais.
Nos gráficos correspondentes aos indicadores de desempenho anteriores, para além de linhas
representativas dos desempenhos lineares ideais, são ainda ilustradas linhas indicadoras adicionais.
Estas correspondem ao desempenho máximo do problema em análise para cada uma das distribui-
ções possíveis de problemas pelo número de processadores. Na realidade, o desempenho apenas
pode ser o ideal em casos em que se obtenha um resto nulo da divisão inteira do número de proble-
mas locais pelo número de processadores. No caso em análise, isto apenas acontece para 1, 3 e 9
processadores. Mostram-se na figura 10.38 outros exemplos de desempenho máximo do cálculo dis-
tribuído para problemas com 27, 50 e 64 elementos finitos macroestruturais. Note-se que, fora dos
casos ideais, o balanceamento dos requisitos de processamento entre processadores é heterogéneo,
pelo que, em condições normais, num sistema homogéneo como aqui se utiliza, os processadores
com domínios mais pequenos tenham geralmente de esperar pela conclusão das tarefas dos mais
sobrecarregados. Quanto maior o número de elementos finitos do problema macroestrutural, ou
seja, quanto maior for o número de problemas locais, menores serão as diferenças em termos de
balanceamento. Note-se ainda que, mesmo entre processadores com um número idêntico de pro-
blemas locais, o tempo de resolução de cada um dos problemas associados tende a variar, com o
desempenho a ser condicionado pelo pior caso.
Se as eficiências forem calculadas em função dos valores máximos de speed-up em vez dos
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Figura 10.35: Variação do tempo total de resolução do problema de optimização hierárquica, versão
distribuída, em função do número de processadores, np.
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Figura 10.36: Evolução do speed-up, Sp, da versão distribuída de um problema de optimização
topológica hierárquica com o número de processadores, np.
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Figura 10.37: Evolução da eficiência, ep, da versão distribuída de um problema de optimização
topológica hierárquica com o número de processadores, np.
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
0 
0,1 
0,2 
0,3 
0,4 
0,5 
0,6 
0,7 
0,8 
0,9 
1 
1 2 3 4 5 6 7 8 9 10 11 12 
S
pe
ed
-u
p,
 S
p 
E
fic
iê
nc
ia
, e
p 
Número de processadores 
e27 e50 e64 S27 S50 S64 
Figura 10.38: Representação da evolução dos limites máximos de speed-up, Sp, e eficiência, ep, no
cálculo distribuído em sistemas de computação homogéneos com o número de processadores, np.
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efectivos, as eficiências corrigidas correspondentes seriam as que se mostram na 10.39. Estas
eficiências podem calcular-se como e′p = epnp/S′p. O speed-up máximo pode calcular-se como S′p =
nh/dh, onde nh designa o número de problemas locais e dh o inteiro que resulta da divisão inteira
do número de problemas pelo número de processadores. Verifica-se, assim, que o desempenho
efectivamente obtido, face ao máximo possível, é superior ao apresentado inicialmente e com uma
tendência mais regular.
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Figura 10.39: Representação da evolução das eficiências corrigidas, e′p, no cálculo distribuído em
sistemas de computação homogénea com o número de processadores, np.
Uma clara limitação da implementação aqui testada corresponde às comunicações efectuadas
em cada iteração. Com o facto de se concentrarem algumas operações de optimização no nó
mestre, para além da concentração de informação para controlo e pós-processamento, a quantidade
de informação trocada entre processadores relativa aos problemas locais origina um bottleneck de
desempenho. Na figura 10.40 comparam-se os tempos de execução da segunda iteração do problema
analisado com o tempo despendido em comunicações. Comparam-se ainda estes tempos com os
tempos obtidos sem comunicações (H1” e H3”) obtidos por subtracção dos anteriores. Apesar
de, em absoluto, a penalização associada à elevada quantidade de comunicações não ser muito
elevada, verifica-se que sem esta os indicadores de desempenho subiriam para valores próximos dos
óptimos, como se pode ver na figuras 10.41 e 10.42. Salienta-se o facto de parte da comunicação
ser feita não por necessidade de processamento mas por opção de implementação, nomeadamente
por questões de controlo de processo e pós-processamento, ou pela estrutura modular do programa
desenvolvido. Além disso, parte dos resultados locais são escritos em ficheiros relativos a cada
um dos problemas locais directamente pelos processadores em causa. Nestes casos, a escrita é
feita no disco rígido do nó mestre. Note-se que estes resultados são beneficiados pelo facto de
o tempo perdido em comunicações na primeira iteração ser 0. Ainda assim, é possível perceber
que esta é a grande limitação neste processo. Este factor é particularmente visível em casos de
pequeno grão. Na figura 10.43 mostram-se as malhas de um problema ilustrativo macroestrutural
2-D e dos problemas microestruturais associados. A malha da microestrutura é constituída por 400
elementos quadriláteros lineares. Neste caso, os problemas de comunicação tornam-se dominantes,
para além de o facto dos problemas locais serem de grão pequeno e conduzirem a muita dispersão
em termos de tempos de resolução, prejudicando assim o desempenho global.
Na figura 10.44 mostram-se os tempos de execução de uma iteração dos problemas locais resol-
vidos com a estratégia de optimização menos favorável em termos de cálculo paralelo (H1). Note-se
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Figura 10.40: Influência das comunicações na variação do tempo total de resolução do problema
de optimização hierárquica, em função do número de processadores, np .
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Figura 10.41: Evolução do speed-up, Sp, em função do número de processadores, np, com a influên-
cia das comunicações.
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Figura 10.42: Evolução da eficiência, ep, em função do número de processadores, np, com a in-
fluência das comunicações.
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Figura 10.43: Malhas de elementos finitos utilizadas num problema de optimização multiescala
2-D: (a) problema global e (b) problemas locais.
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que os tempos de resolução são muito reduzidos. Uma iteração em série corresponde à resolução,
em 15 s, num só processador e para além das restantes tarefas, de 5 × 10 (nE) problemas locais,
cada um com 3 sistemas de equações de 882 graus de liberdade.
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Figura 10.44: Variação do tempo de resolução na segunda iteração de um problema de optimização
hierárquica 2-D de grão reduzido, em função do número de processadores, np.
Neste caso, o peso relativo das tarefas de comunicação é muito mais elevado. Com o peso da
comunicação, o cálculo paralelo não traz nenhum benefício na resolução deste problema. Verifica-
se, contudo, que sem as comunicações estes benefícios seriam já aceitáveis (vd. Fig. 10.45). No
entanto, com problemas de grão reduzido, observa-se também que o maior impacto da dispersão
dos tempos de resolução dos sistemas locais prejudica o desempenho paralelo. Ainda assim, nestes
casos, seria mais justificável alterar a estrutura de cálculo para aumentar a independência dos
problemas locais e reduzir as comunicações.
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Figura 10.45: Evolução da eficiência, ep, da segunda iteração de um problema de optimização
hierárquica 2-D de grão reduzido, em função do número de processadores, np.
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Capítulo 11
Aplicações Gerais
Discutem-se estratégias de processamento com o programa
mainFRAN. Apresentam-se exemplos gerais de aplicação e
analisam-se os resultados de metodologias alternativas em
optimização multiescala.
11.1 Introdução
Neste capítulo abordam-se algumas aplicações alternativas no contexto das metodologias desen-
volvidas. Apresentam-se exemplos de resolução multiobjectivo de problemas de optimização to-
pológica hierárquica, em primeiro lugar na sua vertente multicarregamento e posteriormente na
conjugação de problemas mecânicos com problemas térmicos. Adicionalmente, ilustram-se modos
de processamento multiescala alternativos. Estas estratégias visam uma maior adequação a apli-
cações com materiais compósitos e celulares. Pretende-se promover uma melhor aproximação a
estruturas e materiais efectivamente fabricáveis, ponto onde a abordagem geral de optimização
topológica hierárquica se torna limitativa.
11.2 Optimização Multiescala Multiobjectivo
Na presente secção abordam-se problemas de optimização multiescala multicarregamento e multi-
objectivo. Os problemas apresentados são 2-D e utilizam-se elementos quadráticos quadriláteros de
8 nós na macroescala. Como referido anteriormente, não representam custos significativos ao ser
utilizados na macroescala de um problema de optimização topológica hierárquica e minimizam a
existência de efeitos numéricos de instabilidade do tipo checkerboard. Utilizou-se uma estratégia H1
com o Método das Assimptotas Móveis (MMA) na resolução destes problemas, com actualização
do parâmetro s0 de controlo da actualização de variáveis. A malha utilizada nos problemas locais é
constituída por 30× 30 elementos quadriláteros lineares. Utilizou-se o SIMP com uma penalização
p = 4 e dm = 0,0001. Esta opção deve-se ao facto de o SIMP convencional dar origem a diferenças
demasiado elevadas nas propriedades locais, resultando frequentemente em sérios problemas de
condicionamento e convergência em problemas locais dominados por objectivos complementares.
Em termos de carregamentos múltiplos, retoma-se o problema apresentado na Secção 9.3.3,
com uma malha correspondente ao caso MH2 (10 × 30 elementos) apresentado na figura 9.121
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mas utilizando elementos quadráticos de 8 nós. Os casos de multicarga aqui resolvidos envolvem
a ponderação de apenas o primeiro e o terceiro carregamentos (cf. Fig. 9.66). Apresentam-se na
figura 11.1 as evoluções das funções-objectivo obtidas na resolução deste problema, para pesos do
terceiro carregamento de w3 = 0,0, w3 = 0,2, w3 = 0,5, w3 = 0,8 e w3 = 1,0. A comparação
entre os dois objectivos é semelhante ao obtido anteriormente para o caso de uma escala apenas
(vd. Fig. 9.70), com o segundo carregamento a corresponder a uma redução maior da energia de
deformação. No entanto, as variações mostram-se neste caso mais progressivas e estáveis, fruto da
actuação ao nível da microescala e da progressiva influência constitutiva sobre o material em cada
ponto da macroescala. Este tipo de actualização origina também, apesar de uma discretização ma-
croestrutural bastante menos detalhada, uma minimização mais eficaz graças ao elevado detalhe
local dado pela microescala. Este detalhe é ilustrado na figura 11.2, onde se podem observar as
topologias obtidas na resolução destes problemas. Verifica-se um tendência global ao nível da topo-
logia semelhante ao observado nos problemas estritamente macroestruturais. Tal como esperado,
verifica-se também que a evolução das topologias microestruturais fornece um nível de detalhe que
permite a obtenção de uma resposta global muito melhor do que a discretização macroestrutural
poderia permitir. Atentando aos exemplos de topologias locais, observam-se diversos efeitos. É
perceptível a evolução das microestruturas no sentido de corresponder à melhor resposta local de
acordo com a solicitação global. Este facto é bastante evidente, por exemplo, nos diversos lamina-
dos unidireccionais apresentados. Observa-se também em vários casos uma tendência para que as
transições entre microestruturas sejam graduais, com topologias vizinhas a evoluir de forma muitas
vezes progressiva. Isto permite concluir que um maior detalhe macroestrutural dará origem a uma
resposta ainda melhor, apesar de se verificar que por pouca margem, com uma variação que no
limite seria contínua entre topologias e propriedades de CRU vizinhas.
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Figura 11.1: Evolução das funções-objectivo na resolução de problemas de optimização topológica
hierárquica multicarregamento, com um peso do terceiro carregamento w3 = 0,0, w3 = 0,2, w3 =
0,5, w3 = 0,8 e w3 = 1,0.
As questões referidas aplicam-se também se se considerarem objectivos de naturezas diferen-
tes. Considere-se o exemplo típico de roda da bicicleta de Michell [Haber et al. 1996,Bendsøe e
Sigmund 2003,Rozvany 2009, Coelho 2009], utilizando as condições de fronteira apresentadas na
figura 11.3(a). A este problema acrescenta-se um objectivo térmico segundo duas configurações
alternativas, apresentadas esquematicamente nas figuras 11.3(b) e (c). Em qualquer um dos casos
considera-se uma fonte fria de temperatura prescrita e a imposição de fluxos superficiais de calor
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(a) (b)
(c) (d)
(e)
Figura 11.2: Topologias obtidas na aplicação multicarregamento de um problema de optimização
topológica hierárquica, com um peso do terceiro carregamento (a) w3 = 0,0, (b) w3 = 0,2, (c)
w3 = 0,5, (d) w3 = 0,8 e (e) w3 = 1,0.
307
Optimização Multiescala Multiobjectivo
como fonte quente, na fronteira exterior e em todo o domínio, respectivamente. A malha utilizada
nestes casos é de 25× 25 elementos quadriláteros quadráticos de 8 nós. Resolveram-se problemas
considerando um peso do objectivo térmico de wt = 0,0, wt = 0,2, wt = 0,5, wt = 0,8 e wt = 1,0.
Nas figuras 11.4 podem ver-se os valores obtidos para as funções-objectivo global, mecânica e tér-
mica para cada uma das configurações apresentadas, de acordo com as ponderações multiobjectivo
referidas. A evolução de cada um dos objectivos nas diferentes configurações pode ser visualizada
na figura 11.5 e curvas de Pareto são apresentadas na figura 11.6. Em todos os casos verifica-se que
os objectivos são concorrentes, tendendo a minimização de um a prejudicar de forma acentuada
a minimização do outro. Esse efeito é perceptível na representação geral de funções-objectivo e
de curvas de Pareto, mas talvez mais evidente nas representações das evoluções de cada uma das
funções-objectivo ao longo do processo iterativo. Observa-se nestes casos uma clara deterioração da
resposta nos objectivos complementares quando se optimiza preferencialmente um dos problemas.
Em contrapartida, constata-se que para ponderações intermédias as respostas se tornam bastante
equilibradas em todos os casos. Isto deve-se à distribuição das condições de fronteira dos problemas
utilizados e ao detalhe fornecido pela optimização multiescala.
(a) (b) (c)
Figura 11.3: Definição das configurações de um problema de roda de bicicleta com ponderação
multiobjectivo: (a) problema mecânico, (b) configuração 1 e (c) configuração 2 do problema térmico
(∗ – fonte fria, • – fonte quente).
O detalhe obtido ao nível das topologias óptimas é ilustrado nas figuras seguintes. A figura
11.7 ilustra a topologia obtida para o problema estritamente mecânico (wt = 0,0), comum a am-
bas as configurações. Nas figuras 11.8 e 11.9 representam-se as topologias obtidas para as duas
configurações térmicas apresentadas, de acordo com o peso do objectivo térmico na ponderação
multiobjectivo. Apesar dos problemas locais serem independentes, é perceptível a progressivi-
dade das topologias, conduzindo a variações graduais de propriedades coerentes com o detalhe
microestrutural necessário à resposta. Isto é particularmente evidente nos casos de ponderação
exclusivamente térmica (wt = 1,0), onde as topologias locais obtidas evoluem gradualmente entre
as orientações limite (horizontal e vertical) ideais para a condução de calor por condução entre
as fontes impostas. À semelhança do verificado na Secção 9.4 (e.g. Fig. 9.112), verifica-se que a
utilização de técnicas de filtragem de sensibilidades mantém a generalidade das topologias locais
relativamente simples, permitindo até que sejam aproximadas por combinações de constituintes
sob a forma de laminados. No entanto, a influência dos diferentes objectivos tende a aumentar a
sua complexidade em diversos casos, especialmente em regiões de transição entre topologias locais
mais definidas. É possível constatar a coerência das orientações das fases locais com os problemas
envolvidos e as regiões a que dizem respeito. Nota-se ainda o aparecimento de ondulações em
diversas fases por influência do problema térmico, possivelmente por uma questão de aumento da
área de interface entre fases para aumentar a dissipação de calor.
Refira-se ainda que a resolução dos problemas apresentados se mostrou muito estável, em grande
medida graças à estabilização progressiva das assimptotas móveis do método MMA. Na sua versão
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Figura 11.4: Valores óptimos das funções-objectivo na resolução de problemas de optimização
topológica hierárquica multiobjectivo, com um peso do problema térmico wt = 0,0, wt = 0,2,
wt = 0,5, wt = 0,8 e wt = 1,0, segundo a configuração (a) 1 e (b) 2.
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Figura 11.5: Evolução das funções-objectivo na resolução de problemas de optimização topológica
hierárquica multiobjectivo, com um peso do problema térmico wt = 0,0, wt = 0,2, wt = 0,5,
wt = 0,8 e wt = 1,0, segundo a configuração (a) 1 e (b) 2.
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Figura 11.6: Curvas de Pareto de problemas de optimização topológica hierárquica multiobjectivo,
com um peso do problema térmico wt = 0,0, wt = 0,2, wt = 0,5, wt = 0,8 e wt = 1,0, segundo a
configuração (a) 1 e (b) 2.
Figura 11.7: Topologias obtidas na aplicação multiobjectivo de um problema de optimização topo-
lógica hierárquica com um peso do problema térmico wt = 0,0, comum a ambas as configurações.
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(a) (b)
(c) (d)
Figura 11.8: Topologias obtidas na aplicação multiobjectivo de um problema de optimização to-
pológica hierárquica, configuração 1, com um peso do problema térmico wt de (a) 0,2, (b) 0,5, (c)
0,8 e (d) 1,0.
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(a) (b)
(c) (d)
Figura 11.9: Topologias obtidas na aplicação MO de um problema de optimização topológica
hierárquica, configuração 2, com um peso do problema térmico wt de (a) 0,2, (b) 0,5, (c) 0,8 e (d)
1,0.
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original, especialmente com objectivos térmicos e mecânicos, o método dá origem a muito ruído em
zonas de densidade microestrutural próxima de μmin. Estes problemas são mais críticos quando se
utilizam propriedades de constituintes muito próximas (e.g. dm = 0,1). Constata-se também que
a utilização de estratégias como a H3, que consideram os problemas locais separados, têm menos
tendência para gerar estes fenómenos. A utilização de penalizações de densidades menos agressivas
(p ≤ 3) também reduz estes fenómenos, para além de serem menos propensos a problemas de
condicionamento e resolução local em objectivos complementares. No entanto, dão frequentemente
origem a uma convergência local demasiado lenta ou a CRU com densidades intermédias.
11.3 Estratégias Alternativas de Optimização Multiescala
Para além da abordagem hierárquica apresentada na secção e capítulos anteriores, desenvolveram-
-se neste trabalho algumas estratégias alternativas de cálculo multiescala. O problema geral de
optimização hierárquica apresenta algumas limitações em termos de exequibilidade prática das to-
pologias obtidas [Bendsøe 1995], razão pela qual os principais trabalhos apresentados neste sentido
surgem em áreas como a biomecânica e a modelação de fenómenos de remodelação óssea [Coe-
lho 2009,Coelho et al. 2009]. No sentido de aproximar este tipo de cálculo de abordagens mais
coerentes com a produção efectiva de materiais de engenharia, nomeadamente materiais compó-
sitos e celulares para aplicações estruturais, desenvolveram-se estratégias multiescala com vista a
controlar o número e a distribuição efectiva de materiais constitutivos (vd. Secs. 6.5 e 7.5.1).
Surgem assim, em primeiro lugar, as abordagens H4 e H5. Nestes casos, considera-se apenas
uma topologia local para toda a estrutura. O problema de optimização topológica continua a ser
multiescala, mas a optimização é feita apenas ao nível de uma microescala isolada. Refira-se que
esta abordagem difere da homogeneização inversa no sentido em que os campos macroestruturais
evoluem juntamente com a variação da resposta macroestrutural em função da evolução consti-
tutiva usualmente anisotrópica da microestrutura óptima. A estratégia H6, por sua vez, mantém
apenas um problema local e controla de forma desacoplada a evolução das variáveis micro- e ma-
croestruturais. Assim, ao contrário da metodologia hierárquica convencional, são obtidas duas
topologias definidas micro- e macroestruturais. Neste caso, podem considerar-se parâmetros de
resolução distintos nas duas escalas ou mesmo restrições separadas. Finalmente, as estratégias H7
e H8 representam um meio-termo entre a abordagem geral hierárquica e as abordagens H4/H5.
A macroescala é dividida em regiões predefinidas e a cada uma corresponde um problema local.
Este tipo de estratégia visa uma maior adequação a algumas metodologias usuais de fabrico de
componentes em materiais compósitos, onde são definidas divisões geométricas com distribuições
específicas de materiais constituintes.
Refira-se que, para além do potencial em termos de exequibilidade construtiva, estas estraté-
gias apresentam vantagens notórias em termos de recursos computacionais face às metodologias
hierárquicas convencionais. Por um lado, passa a ser possível a utilização de discretizações macro-
estruturais refinadas sem se tornar proibitivo em termos de memória e tempos de processamento.
Por outro lado, controlando o número de problemas locais a resolver, é possível resolver estes pro-
blemas muito mais rapidamente e/ou utilizar malhas locais mais refinadas em busca de detalhe
adicional.
Nas secções seguintes retoma-se o problema MBB 2-D apresentado na Secção 9.3.1, utilizando
as malhas M1 a M5 (cf. Fig. 9.24). Devido às diferenças em termos de recursos necessários, é nestes
casos possível utilizar malhas macroestruturais com diferentes níveis de refinamento sem prejuízo
relevante dos tempos de computação. Salvo indicação em contrário, a malha local utilizada é cons-
tituída por 40× 40 elementos quadriláteros lineares. A restrição de volume utilizada corresponde
a uma fracção volúmica fv = 0,5 e utiliza-se o SIMP convencional (dm = 0,0). Utiliza-se ainda o
método das assimptotas móveis na resolução dos diversos problemas.
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11.3.1 Optimização Topológica Microestrutural
As estratégias H4 e H5 são aqui testadas com os problemas de flexão, corte e tracção, ilustrados na
figura 11.10. Foram ainda realizados ensaios de compressão por inversão do problema de tracção,
para analisar a coerência dos métodos utilizados. Estes problemas genéricos permitem avaliar
de forma global alguns aspectos do comportamento do programa desenvolvido nestas aplicações.
Na figura 11.11 ilustram-se as evoluções das funções-objectivo na optimização destes problemas.
Apresentam-se as curvas obtidas para o exemplo mais crítico, com a malha macroestrutural mais
refinada (M5). Constata-se que as estratégias H4 e H5 dão resultados coincidentes, razão pela
qual não aparecem discriminados na figura. Numa fase inicial, permitiu-se que as estratégias H4
e H5 funcionassem, respectivamente, como as estratégias H1 e H3 que lhes dão origem. Nestes
casos, a diferença prendia-se como o facto de todos os problemas locais estarem sujeitos às mesmas
sensibilidades locais médias. Posteriormente, alterou-se a sua estrutura de modo a utilizar-se o
mínimo de memória e resolverem-se apenas os problemas estritamente necessários, isto é, actuando
exclusivamente sobre as variáveis correspondentes a um único problema microestrutural. Em
qualquer dos casos, o comportamento das diferentes estratégias conduz aos mesmos resultados,
apesar de estruturas algorítmicas definitivas diferentes. Não existem alterações à topologia global,
sendo a estrutura tratada como se de um material homogéneo fosse constituída, mas existem
diferentes respostas ao nível microestrutural. As topologias obtidas na resolução dos diversos
problemas apresentados, com diferentes níveis de refinamento macroestrutural, podem ver-se na
figura 11.12. Estas topologias ilustrativas representam resultados expectáveis nestas abordagens.
Serão abordadas em mais detalhe no decorrer deste texto.
(a) (b) (c)
Figura 11.10: Solicitações de teste para optimização topológica multiescala: (a) flexão, (b) corte e
(c) tracção.
Para os diversos níveis de refinamento da discretização macroestrutural, observa-se que as
curvas obtidas são essencialmente coincidentes em tracção/compressão. No entanto, em corte e es-
pecialmente em flexão, verifica-se alguma dispersão e dependência do refinamento de malha. Esta
dependência parece ser bastante mais crítica no que diz respeito à malha macroestrutural do que
à malha microestrutural, como se mostrará mais à frente. Na figura 11.13 comparam-se as curvas
obtidas para o problema de flexão com as diferentes malhas (M1 a M5). Esta dispersão, com piores
resultados para malhas mais refinadas, advém de problemas associados à ponderação realizada (vd.
Eq. 7.69). A utilização de diferentes opções de ponderação leva a diferentes resultados, como se
pode observar na figura 11.14. A referência hopt = 1 corresponde à média volúmica simples de
deformações macroestruturais. hopt = 2 corresponde à ponderação com deformação equivalente
(hopt = 2.1), tensão equivalente (hopt = 2.2) e a tensão principal σ1 (hopt = 2.3). Por um lado,
verifica-se que em geral se obtém melhores resultados com a ponderação de tensões equivalentes
(hopt = 2.2), ao mesmo tempo que existem algumas instabilidades com deformações equivalentes
(hopt = 2.1). Apesar de aparentemente semelhantes, a ponderação com tensões em detrimento de
deformações tem informação constitutiva adicional, ao passo que o campo de deformações, apesar
de resultante de uma determinada resposta, é calculado em termos estritamente geométricos. Em
qualquer dos casos, verifica-se que a limitação desta metodologia em problemas como o de flexão
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Figura 11.11: Evolução das funções-objectivo, segundo estratégias H4 e H5, para os problemas de
teste considerando uma malha M5.
(a) (b) (c) (d)
Figura 11.12: Topologias locais obtidas para as solicitações de teste: (a) compressão, (b) tracção,
(c) corte e (d) flexão.
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Figura 11.13: Evolução das funções-objectivo para o problema de flexão com diferentes discretiza-
ções macroestruturais.
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Figura 11.14: Evolução das funções-objectivo para o problema de flexão com diferentes tipos de
ponderação e malha M5.
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se prende com o facto de a média volúmica tender a anular a influência das regiões mais relevan-
tes. Assim, em vez desta metodologia valorizar a influência das regiões-limite que se encontram à
tracção ou à compressão, tende a limitar a sua relevância em detrimento das regiões em torno da
linha neutra. É por esta razão que as topologias obtidas tendem muitas vezes a ser próximas das
obtidas para o problema de corte ou das obtidas anteriormente em regiões centrais nas resoluções
hierárquicas. Em qualquer dos casos, no entanto, as topologias obtidas parecem ser da mesma
natureza das soluções por domínios apresentadas na bibliografia [Cherkaev et al. 1998]. Note-se
ainda que esta limitação tende a ser mais crítica com o maior refinamento da malha macroestru-
tural. Um problema de flexão de vigas esbeltas tem uma região de tensões axiais nulas no centro
transversal (linha neutra). Apesar de esta questão ser menos evidente em vigas menos esbeltas, os
extremos transversais do problema de flexão são preponderantes no comportamento da estrutura,
com solicitações marcadamente de tracção e compressão. Ao efectuar a média de deformações em
toda a estrutura estas regiões tendem a anular-se, resultando em sensibilidades que privilegiam a
influência da região mais central da viga. Esta questão é tão mais crítica quanto mais refinada for a
malha. Com malhas menos refinadas, em contrapartida, a demarcação destes limites é menos evi-
dente, levando a que uma microestrutura óptima típica de um problema de corte corresponda ainda
assim a uma boa resposta. No entanto, este tipo de microestrutura tem uma rigidez muito inferior
à necessária na direcção horizontal, essencial à resposta requerida fora da linha neutra. Surge aqui
a ponderação com a tensão principal σ1 (hopt = 2.3) para tentar resolver esta questão. Neste caso,
são privilegiadas as regiões sujeitas a esforços tendencialmente uniaxiais, resultando em resultados
melhores para a optimização deste problema. No entanto, tendem a divergir se o processo não for
parado no momento certo. Com a evolução do processo iterativo, a topologia tende a passar por
um ponto óptimo, mas a reajustar-se progressivamente para se aproximar a um laminado. Neste
caso, a menos que a fase flexível tenha rigidez suficiente, acaba por tornar o material desconexo e
a deteriorar os resultados. Refira-se, aliás, que esta se apresenta como uma limitação geral deste
trabalho. Torna-se em alguns casos conveniente parar o processo de optimização em momentos
específicos. No entanto, constata-se alguma complexidade na definição de critérios de paragem
suficientemente fiáveis para não se destruir a convergência noutros casos. Parte destes problemas
deve-se ao facto de os campos macroestruturais evoluírem com as topologias locais, levando muitas
vezes a um reequilibrar de solicitações e respostas que desestabiliza o processo. Adicionalmente,
a utilização de técnicas de filtragem de sensibilidades é condicionante a este nível. Estas fazem
com que os gradientes locais efectivamente utilizados sejam ponderados com gradientes vizinhos,
originando alguns dos graduais reajustes e simplificações das soluções locais. Tal como verificado
anteriormente, estas questões não se colocam sem a utilização de filtros de sensibilidade.
As questões referidas anteriormente podem analisar-se na figura 11.15, onde se mostram to-
pologias locais acompanhadas dos respectivos mapas de anisotropia para cada uma das soluções
apresentadas. Como referência, ilustra-se ainda a solução inicial utilizada (Figs. 11.15(s) e (t)),
assim como os mapas de anisotropia associados a topologias homogéneas de μ = 0,5 com penali-
zação (Fig. 11.15(u)) e sem penalização (Fig. 11.15(v)). Verifica-se que a resposta anisotrópica
apresentada é coerente com o tipo de solicitação imposto. Este facto é particularmente notório nos
problemas de tracção/compressão. Em contrapartida, os problemas referidos anteriormente para
os problemas de flexão prendem-se com rigidez demasiado orientada. Há uma tendência a privi-
legiar orientações diagonais devido à forma como as ponderações são efectuadas. No entanto, as
limitações nos problemas de flexão surgem pelo facto de o material, que apresenta elevada rigidez
em determinadas direcções, se mostrar demasiado flexível na direcção horizontal, essencial à res-
posta em flexão. Em boa parte dos casos esta pode apresentar-se mesmo inferior à solução inicial,
razão pela qual a minimização da função-objectivo pode indicar resultados tão pouco satisfatórios.
O recurso a diferentes ponderações tende a melhorar estes problemas, especialmente ao considerar
tensões principais σ1. Note-se neste caso, no entanto, a deterioração de rigidez quando o material
passa a ser mais laminado. Note-se ainda que o recurso a σ2 dá resultados bastante inferiores.
Utilizando propriedades dos constituintes mais próximas, com dm = 0,1, os resultados, como
esperado, são bastante melhores. Isto deve-se não só à maior rigidez da fase menos rígida mas
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Figura 11.15: Topologias e mapas de anisotropia (coeficiente de elasticidade) para diferentes mi-
croestruturas em optimização multiescala H5 para diferentes solicitações e parâmetros: (a, b)
compressão, (c, d) corte, (e, f) flexão, (g, h) flexão com ponderação de deformação equivalente, (i,
j) flexão com ponderação de tensão equivalente, (k, l) flexão com ponderação de tensão principal
σ1 em iteração intermédia, (m, n) flexão com ponderação de tensão principal σ1, (o, p) flexão com
ponderação de tensão principal σ2 em iteração intermédia, (q, r) flexão com ponderação de tensão
principal σ2, (s, t) solução inicial, e topologias homogéneas de (u) μ = 0,5 e (v) μ = 0,5 sem
penalização.
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também ao facto de deixar de ser relevante a questão das fases desconexas. Além disso, tende-se
para soluções mais simples e muitas vezes mais coerentes com a produção de materiais compósitos.
A figura 11.16 ilustra as topologias locais e os mapas de anisotropia obtidos na resolução dos
problemas apresentados com esta relação de materiais constituintes para o caso menos favorável de
ponderação anterior (hopt = 2.1), mostrando-se que mesmo neste caso os resultados são bastante
melhores. Isto é corroborado pelas curvas de evolução das funções-objectivo apresentadas na
figura 11.17. Verifica-se uma minimização mais evidente da energia de deformação. No caso da
ponderação usando a tensão principal σ1 (hopt = 2.3), apresentada como exemplo, observa-se que
a função-objectivo é reduzida para níveis aproximados dos anteriores, mas, mais importante, é
significativamente mais estável. Refira-se ainda que as curvas de evolução da função-objectivo
apresentam um comportamento melhor mesmo sem partir de uma solução inicial tendencialmente
flexível pela penalização das densidades intermédias. A generalidade dos análises efectuadas neste
capítulo não recorre a esta relação de propriedades constituintes por camuflar muitos dos efeitos
observados.
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Figura 11.16: Topologias e mapas de anisotropia (coeficiente de elasticidade) para diferentes mi-
croestruturas em optimização multiescala H5 segundo diferentes solicitações, com dm = 0,1: (a, b)
corte com ponderação de deformação equivalente, (c, d) flexão com ponderação de deformação equi-
valente, (e, f) tracção com ponderação de deformação equivalente e (g, h) flexão com ponderação
de tensão principal σ1.
Na figura 11.18 mostram-se ainda topologias obtidas para malhas com diferentes níveis de
refinamento, de 20 × 20 e 60 × 60 elementos finitos. Os resultados são semelhantes, constatando-
se que a malha da microescala influencia significativamente menos os resultados obtidos do que
a macroestrutural. Verifica-se, no entanto, que a falta de detalhe de malhas pouco refinadas
influencia negativamente o comportamento geral, com materiais tendencial e ligeiramente menos
rígidos. Esta falta de detalhe pode ainda tornar-se mais relevante para casos de microestruturas
óptimas mais complexas.
11.3.2 Optimização Topológica Multiescala Desacoplada
Uma estratégia alternativa aqui utilizada corresponde ao chamado modo desacoplado, H6. Neste
caso, o problema global é constituído por dois problemas distintos de optimização macroestrutural
e optimização microestrutural. Cada um deles é independente, exceptuando pelo facto de o pro-
blema microestrutural utilizar o campo de densidades macroestrutural como factor de ponderação
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Figura 11.17: Evolução das funções-objectivo segundo diferentes solicitações (corte e flexão), com
ponderação usando deformações equivalentes (hopt = 2.1) e tensão principal σ1 (hopt = 2.3).
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Figura 11.18: Topologias locais óptimas obtidas com diferentes níveis de refinamento de malha,
com (a-c) 20× 20 e (d-f) 60× 60 elementos finitos, em (a, d) corte, (b, e) flexão e (c, f) tracção.
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e do problema macroestrutural utilizar como base constitutiva a topologia microestrutural óptima.
Continua neste caso a haver apenas uma iteração de cada um dos problemas por cada iteração
global onde cada campo de densidades é actualizado de forma independente.
Na figura 11.19 apresenta-se a evolução da função-objectivo, para o problema de flexão resolvido
anteriormente com a malha macroestrutural M4. Apresentam-se três curvas distintas, caracterís-
ticas do carácter desacoplado desta estratégia. Por um lado, o problema H6 geral corresponde
à optimização simultânea em ambas as escalas, com restrições de volume fv = 0,5 nos dois ca-
sos. Por sua vez, os restantes limites correspondem à fixação da restrição de volume macro- ou
microestrutural em fv = 1,0. Estes casos, pelo facto de se fixar uma das escalas, correspondem
à optimização macroestrutural e à optimização do tipo H5 apresentada anteriormente, respecti-
vamente. Utilizou-se como referência o pior caso anterior, de ponderação utilizando deformações
equivalentes (hopt = 2.1). Verifica-se que estes casos-limite correspondem exactamente aos resulta-
dos obtidos com as metodologias de optimização correspondentes, como ilustrado na figura 11.20,
traduzindo um correcto funcionamento do modo H6 assim como a sua flexibilidade. O modo geral
apresenta uma redução mais significativa, fruto da actuação simultânea sobre ambas as escalas de
forma independente e com penalizações próprias. Assim, no modo H6 geral tende a haver sem-
pre uma redução acentuada no objectivo pela conjugação das duas escalas e os resultados obtidos
podem induzir conclusões erradas acerca da sua eficácia. Apesar das situações-limite funcionarem
de modo coerente, assim como os modos intermédios, existem alguns riscos na utilização desta
metodologia. Como se pode observar nas figuras 11.21, a variedade de soluções é assinalável. Nes-
tas figuras apresenta-se a resolução de alguns dos problemas apresentados anteriormente, assim
como a influência de diferentes esquemas de ponderação. Verifica-se que a influência das duas
escalas é coerente, com cada uma das topologias a aparecer como resposta orientada de acordo
com a influência da outra. No entanto, é normal uma das escalas tornar-se dominante no processo
de convergência, mesmo utilizando actualizações muito lentas. Constata-se ainda a dificuldade da
macroescala responder coerentemente a solicitações de campo homogéneo como as de tracção. Este
caso corresponde a um problema de múltiplas soluções, tendo como resultado o oscilar em torno
da solução inicial ou o desestabilizar do processo para uma das virtualmente infinitas soluções
possíveis.
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Figura 11.19: Evolução das funções-objectivo de um problema de flexão com optimização mul-
tiescala desacoplada e ponderação com deformações equivalentes. Caso geral e problemas-limite
micro- e macroestrutural.
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Figura 11.20: Topologias óptimas de um problema de flexão com optimização multiescala desaco-
plada: problemas-limite (a, b) micro- e (c, d) macroestrutural.
Pode concluir-se que este modo de optimização permite a optimização simultânea de ambas
as escalas, conciliando o funcionamento de diferentes tipos de optimização já apresentados. No
entanto, esta metodologia apresenta também alguma dependência relativamente a diversos factores,
exigindo algum cuidado na sua utilização e mais desenvolvimento.
11.3.3 Optimização Topológica Multiescala em Subdomínios
Os modos de optimização H7 e H8 representam uma alternativa na resolução de problemas multi-
escala, controlando o número de problemas locais da abordagem hierárquica. Nestes casos, utili-
zam-se procedimentos derivados do modo H5 mas com ponderação por regiões. Assim, existe um
problema local por cada região predefinida na macroescala. Pretende-se aqui fazer a divisão do
domínio de forma a procurar o melhor compromisso entre a determinação do material óptimo e o
fabrico do componentes estruturais. A distinção entre os modos H7 e H8 prende-se essencialmente
com a forma como são controladas as densidades macroestruturais. No primeiro caso estas são
actualizadas, seguindo o mesmo esquema utilizado no modo H3, enquanto no segundo caso estas
são mantidas fixas e iguais à restrição global de volume.
Na figura 11.22 apresentam-se alguns exemplos de divisões de domínio utilizadas nesta aná-
lise. Retomando o problema anterior de flexão com ponderação de deformações equivalentes
(hopt = 2.1), como um dos mais desfavoráveis dos apresentados, mostram-se na figura 11.23 as
evoluções das funções-objectivo para o caso de dois subdomínios horizontais e diferentes níveis de
refinamento de malha macroestrutural utilizando a metodologia H7. Constata-se neste caso, com
apenas dois problemas locais e duas CRU, que os resultados obtidos são muito melhores que os an-
teriores. No entanto, a mesma análise para domínios verticais (vd. Fig. 11.24) conduz a conclusões
contraditórias. Isto deve-se ao facto de as divisões verticais acentuarem a questão anteriormente
referida de desadequação deste tipo de ponderação ao problema de flexão. Enquanto as divisões
horizontais permitem controlar o problema de anular a influência das regiões limites em flexão,
as divisões verticais acentuam este problema pelo facto de corresponderem a ponderações sobre
vigas artificialmente menos esbeltas. Assim sendo, conclui-se que este modo de funcionamento
requer uma correcta avaliação de engenharia do problema a resolver, por forma a definir divisões
coerentes com as solicitações de serviço dos componentes a fabricar. Refira-se que se iniciou neste
trabalho um esquema de divisão automática. Na figura 11.25 apresenta-se um exemplo de divisão
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Figura 11.21: Topologias óptimas de problemas de optimização multiescala desacoplada: (a, b)
tracção, (c, d) corte, (e, f) flexão, (g, h) flexão com ponderação de tensão principal σ1, (i, j) flexão
com ponderação de tensão principal σ2, (k, l) corte com ponderação de tensão principal σ1 e (m,
n) corte com ponderação de tensão principal σ2.
(a) (b) (c) (d)
(e) (f) (g)
Figura 11.22: Ilustração de diferentes divisões de domínio, horizontais e verticais, utilizadas para
teste dos modos de optimização multiescala H7/8: (a) 2h, (b) 3h, (c) 4h, (d) 5h, (e) 5b, (f) 2v e
(g) 3v.
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Figura 11.23: Evolução das funções-objectivo na optimização multiescala por regiões H7 de um
problema de flexão com dois subdomínios horizontais e ponderação com deformações equivalentes,
para malhas macroestruturais M2 a M5.
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Figura 11.24: Evolução das funções-objectivo na optimização multiescala por regiões H7 de um
problema de flexão com dois subdomínios verticais e ponderação com deformações equivalentes,
para malhas macroestruturais M2 a M5.
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automática segundo isolinhas de tensões principais (e.g. σ1). No entanto, os resultados obtidos
demonstram a necessidade de maior desenvolvimento a este nível.
(a)
(b)
Figura 11.25: Exemplo de (a) divisão automática em 5 regiões através de isovalores de tensão
principal σ1, com (b) distribuição de densidades macroestruturais e topologias microestruturais.
Retomando as divisões predefinidas, a figura 11.26 apresenta curvas de evolução da função-
-objectivo para diferentes combinações de domínios predominantemente horizontais. Utiliza-se
como exemplo a malha macroestrutural M4. Os piores resultados são obtidos para apenas duas
divisões, já que um número maior de subdomínios coerentes permite que cada região contribua
de melhor forma para o desempenho global da estrutura. Comparando novamente com a figura
11.23, observa-se que a divisão em dois domínios apresenta aqui uma gradual deterioração dos
resultados. No entanto, como se pode observar na figura 11.27, verifica-se que os multiplicadores
de Lagrange associados às restrições locais de volume, λ, evoluem de forma estável e coerente. Este
fenómeno corresponde à tendência referida anteriormente de algumas topologias locais evoluírem
gradualmente para laminados. Este fenómeno, na metodologia H7, parece ser controlado com a
ponderação, utilizando tensões equivalentes (hopt = 2.2) em vez de deformações, como se pode
verificar na figura 11.28. Com esta ponderação, a topologia local que conduz à deterioração dos
resultados estabiliza a partir de dado ponto, sem a tendência para o desligar de fases constituintes
observada anteriormente. Estas diferenças estão associadas aos campos utilizados para ponderação.
Na realidade, mesmo os campos iniciais são diferentes pela influência da topologia local inicial
anisotrópica sobre o campo de tensões. Isto acentua-se com o diferenciar das soluções locais ao
longo do processo iterativo, como se ilustra na figura 11.29. Note-se ainda a influência das diferentes
propriedades locais nos deslocamentos, com o caso de ponderação com deformações equivalentes a
apresentar disparidades visíveis na forma como cada região da estrutura é deformada.
Nas figuras 11.30 e 11.31 apresentam-se algumas topologias obtidas nos problemas de flexão
com diferentes divisões de domínio. A cor de cada região da macroescala representa a densidade
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Figura 11.26: Evolução das funções-objectivo na optimização multiescala por regiões H7 de um
problema de flexão com diferentes divisões horizontais e ponderação com deformações equivalentes,
para o exemplo de malha macroestrutural M4.
0,00 
0,05 
0,10 
0,15 
0,20 
0,25 
0,30 
0,35 
0,40 
0,45 
0,50 
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 
M
ul
ti
pl
ic
ad
or
 d
e 
La
gr
an
ge
 
Número de Iterações 
M4h2 (1) M4h2 (2) 
Figura 11.27: Evolução dos multiplicadores de Lagrange das restrições locais de volume, λ, na
optimização multiescala por regiões H7 de um problema de flexão com dois subdomínios horizontais
e ponderação com deformações equivalentes, para o exemplo de malha macroestrutural M4.
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Figura 11.28: Evolução das funções-objectivo na optimização multiescala por regiões H7 de um
problema de flexão com duas divisões horizontais e ponderação com deformações (hopt = 2.1) ou
tensões (hopt = 2.2) equivalentes, para o exemplo de malha macroestrutural M4.
(a) (b) (c)
(d) (e) (f)
Figura 11.29: Ilustração do comportamento da estrutura num problema de optimização topológica
multiescala por regiões, segundo o modo H7, com ponderação de (a-c) deformações e (d-e) tensões
equivalentes: (a, d) campo inicial, (b, e) deformada e (c, f) campo final.
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local da CRU associada, segundo a mesma escala utilizada na topologia microestrutural. Observa-
se alguma variedade de topologias locais, assim como alguns casos onde se apresentam oscilações
sobre densidades intermédias. Estas correspondem a oscilações entre a densidade macroestrutural
e a resposta local, tendendo a resultar em algumas regiões de cinzento. Tendem a corresponder,
no entanto, a oscilações em torno topologias comuns nos restantes resultados aqui apresentados.
O modo de funcionamento H8, sem alteração das densidades globais, apresenta-se como menos
permeável a este tipo de problema. Neste caso, a densidade mantém-se constante em toda a ma-
croescala apesar da evolução topológica de cada uma das microescalas. Na figura 11.32 mostra-se a
evolução das funções-objectivo com duas divisões horizontais ou verticais, e discretizações macro-
estruturais entre M2 e M5, utilizando uma ponderação de deformações equivalentes (hopt = 2.1).
Constata-se novamente, nos casos de divisão horizontal, um gradual deteriorar da solução pela
tendência de evolução para topologias do tipo laminado. Este é um fenómeno que, mais uma vez,
parece não ser notório com mais de dois domínios. Além disso, constata-se que a solução apre-
sentada anteriormente de recorrer a ponderação em termos de tensões equivalentes permite o seu
controlo. No que diz respeito aos casos de divisões verticais, os resultados são aqui bastante me-
lhores do que os apresentados com o modo H7. Isto pode ver-se na figura 11.33, onde se comparam
as evoluções das funções-objectivo para a malha M4 com duas divisões horizontais e verticais. En-
quanto as soluções são praticamente coincidentes no caso de divisão horizontal, as divisões verticais
deterioram claramente as soluções no caso H7. Isto deve-se ao facto de esta metodologia tender a
deslocar material de um domínio para o outro por actuação sobre as densidades macroestruturais.
Esta actuação leva a desvios que podem acarretar alguma inércia na sua correcção por necessidade
simultânea de adaptação da topologia microestrutural. Este fenómeno, no entanto, não ocorre
no modo H8 pelo facto de o campo global de densidades se manter constante. É também por
esta razão que as topologias obtidas neste modo de funcionamento são usualmente mais definidas,
como se pode verificar nos exemplos apresentados nas figuras 11.34. Para permitir uma melhor
comparação com os exemplos apresentados no modo H7, as topologias ilustradas foram obtidas
com a ponderação de tensões equivalentes (hopt = 2.2). No geral, verifica-se que o modo H8 é mais
rápido que o modo H7 e tende a ser menos sensível às condições e aos parâmetros de análise. O
modo H8 conduz normalmente a melhores resultados. Com tempo suficiente e algum cuidado na
selecção de parâmetros de cálculo, o modo H7 tem potencial para fornecer melhores resultados,
mas verifica-se que os benefícios são mínimos.
No geral, pode concluir-se que as metodologias apresentadas representam uma boa alternativa à
optimização hierárquica. Revelam-se muito menos onerosas em termos computacionais e conduzem
a resultados que permitem uma maior adequação ao fabrico de componentes e estruturas em
materiais compósitos e celulares.
11.4 Exemplos de Aplicação 3-D
Nesta secção apresentam-se dois exemplos gerais de aplicação, utilizando as metodologias aborda-
das anteriormente em aplicações 3-D. Em qualquer dos casos, utiliza-se uma malha microestrutural
de 30 × 30 × 30 elementos finitos hexaédricos lineares. Utilizam-se nos exemplos apresentados as
estratégias H5, H6, H7 e H8, com ponderação simples de campos de deformações macroestruturais
(hopt = 1) e SIMP padrão, e restrições de volume de fv = 0,5.
O primeiro exemplo consiste no problema de elasticidade linear ilustrado na figura 11.35. A
viga apresentada é encastrada numa extremidade e sujeita a esforços de flexão e torção. Estes
esforços podem ser sobrepostos, resultando num carregamento total, ou optimizados como casos
alternativos de um problema de carregamentos múltiplos (ML). Apresentam-se ainda as divisões
em dois ou três domínios para a aplicação das metodologias H7 e H8 (vd. Figs. 11.35(d,e)).
As curvas de evolução das funções-objectivo correspondentes a exemplos de resolução destes
problemas são apresentadas na figura 11.36. Observa-se antes de mais um comportamento geral co-
erente com o verificado anteriormente para casos bidimensionais. Verifica-se uma redução efectiva
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(a) (b)
(c) (d)
(e)
Figura 11.30: Topologias óptimas obtidas na optimização multiescala por domínios H7 de um
problema de flexão com diferentes divisões macroestruturais (2 a 4 regiões).
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(a) (b)
Figura 11.31: Topologias óptimas obtidas na optimização multiescala por domínios H7 de um
problema de flexão com diferentes divisões macroestruturais (5 regiões).
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Figura 11.32: Evolução das funções-objectivo na optimização multiescala por regiões H8 de um
problema de flexão com dois subdomínios horizontais ou verticais, e ponderação com deformações
equivalentes, para malhas macroestruturais M2 a M5.
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Figura 11.33: Comparação entre os modos H7 e H8 da evolução das funções-objectivo na optimi-
zação multiescala por regiões de um problema de flexão com quatro subdomínios horizontais ou
verticais, e ponderação com deformações equivalentes, para o exemplo da malha macroestrutural
M4.
(a) (b)
(c) (d)
Figura 11.34: Exemplos de topologias óptimas obtidas na optimização multiescala por domínios
H8 de um problema de flexão com diferentes divisões macroestruturais (2 e 3 regiões).
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(a) (b) (c) (d) (e)
Figura 11.35: Definição de um problema 3-D de (a) flexão e torção de uma viga encastrada, com
representação da deformada de (b) flexão e (c) torção. Definição da separação de volumes, (d) 2 e
(e) 3, para optimização multiescala por domínios.
do objectivo (minimização da energia de deformação), mas com alguma instabilidade nas metodolo-
gias H5. No entanto, esta redução na função-objectivo é baixa face à solução inicial, especialmente
no caso de imposição conjunta dos dois carregamentos. Constata-se também que a evolução inicial
das funções-objectivo é muito semelhante entre os casos de um e dois problemas locais. No caso
de apenas um problema local (H5), antes da função-objectivo começar gradualmente a aumentar e
a curva correspondente se separar definitivamente dos exemplos de duas regiões (H7(2)), existem
ainda algumas regiões de densidades locais intermédias. Com a definição de duas fases distintas e
do detalhe a elas associado, a resposta da solução obtida passa a ser pior do que a evolução inicial
deixaria antever. No caso de múltiplas regiões isto não acontece, já que o facto de existirem dois
problemas locais corresponde efectivamente a uma melhor distribuição de material e consequente-
mente a uma melhor resposta. Isto é ainda mais notório no caso de três regiões distintas, onde
se constata que a resposta da estrutura é acentuadamente melhor. Isto deve-se também à forma
como as regiões macroestruturais foram definidas, separadas em alma e banzos de acordo com o
comportamento dominante previsto para este tipo de elemento estrutural. Salienta-se ainda, à se-
melhança do observado anteriormente, o facto de o modo de densidade macroestrutural constante
(H8) permitir uma resposta ao nível do modo de densidade macroestrutural variável (H7). Além
disso, converge mais rapidamente e resulta em soluções mais definidas.
As topologias obtidas na resolução dos problemas apresentados podem visualizar-se nas figu-
ras 11.37 e 11.38, correspondentes à utilização de metodologias H5 e H7/8, respectivamente. No
caso de um problema local, utilizando a metodologia H5, as topologias apresentadas na figura 11.37
tendem a apresentar uma natureza aproximada a um laminado, associado à solução geral obtida
para a resolução isolada do problema de flexão (vd. Fig. 11.37(e)). O detalhe adicional surge como
resposta à inclusão do problema de torção (vd. Fig. 11.37(f)). Verifica-se, aliás, que o problema
de torção se revela bastante instável, tendendo a divergir quando resolvido isoladamente e criando
algumas oscilações nas resoluções combinadas. Um exemplo onde se verifica uma deterioração da
solução com a definição do detalhe da solução corresponde ao caso de carregamento simultâneo.
Neste caso, a solução óptima (vd. Fig. 11.37(b)) revela-se menos rígida que algumas soluções inter-
médias (vd. Fig. 11.37(c)), como referido anteriormente. No entanto, estas são caracterizadas por
alguma indefinição topológica que, pela distribuição de densidades intermédias, sugere uma res-
posta artificialmente melhor. À medida que estas são penalizadas, a solução torna-se mais definida
apesar de se deteriorar um pouco a resposta. Refira-se ainda que a utilização de propriedades de
constituintes mais próximas (e.g. dm = 0,05), acentua a tendência para as topologias conduzirem
a respostas próximas do caso de flexão (vd. Fig. 11.37(e)). No que diz respeito à optimização
multiescala por domínios, as topologias ilustradas na figura 11.38 correspondem a uma resposta
conjunta superior ao caso de 1 problema local único. Note-se, no entanto, tal como verificado nos
exemplos 2-D, alguma indefinição em algumas soluções com a metodologia H7 (vd. Fig. 11.38(b)).
Atente-se ainda nas soluções apresentadas para os casos de 3 subdomínios macroestruturais. As
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Figura 11.36: Evolução da função-objectivo na resolução de um problema de viga encastrada,
com flexão e torção, como carregamento simultâneo ou multicarregamento (ML), utilizando as
metodologias H5, H7 e H8 (1, 2 e 3 regiões).
soluções mostram-se adequadas no tipo de resposta que indiciam. Além disso, permitem mais
uma vez comparar o comportamento das metodologias H7 e H8. O caso H7 resulta numa res-
posta ligeiramente melhor pela variação de densidade global (e correspondentes fracções volúmicas
locais), mas esta é compensada pela estabilidade e melhor definição das respostas obtidas com a
metodologia H8.
(a) (b) (c) (d) (e) (f)
Figura 11.37: Topologias óptimas locais do problema de viga encastrada segundo uma metodologia
H5: (a) referência de orientação, (b) carregamento simultâneo, (c) solução intermédia no problema
de carregamento simultâneo, (d) carregamento múltiplo com pesos idênticos, e solução isolada dos
problemas de (e) flexão e (f) torção.
Apresenta-se ainda a optimização do material a utilizar no suporte de um perfil alar usado para
gerar apoio aerodinâmico num automóvel de competição [DTM 2012], tal como ilustrado na figura
11.39. Utiliza-se uma geometria aproximada, ilustrada na figura 11.40 juntamente com as condições
de fronteira adoptadas e uma alternativa de divisão em dois subdomínios. Os carregamentos
impostos correspondem a uma força vertical, acompanhada de uma componente longitudinal de
arrasto e uma componente transversal de magnitude reduzida.
Na figura 11.41 mostra-se a evolução da função-objectivo para três abordagens utilizadas na re-
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(a)
(b)
(c)
(d)
Figura 11.38: Topologias óptimas locais do problema de viga encastrada segundo metodologias
multiescala de subdomínios: (a) H7 com duas regiões, (b) H7 com duas regiões e multicarregamento,
(c) H7 com três regiões e (d) H8 com três regiões.
335
Exemplos de Aplicação 3-D
Figura 11.39: Representação de um suporte de aerofólio traseiro num automóvel de competição.
(a) (b)
Figura 11.40: Representação (a) de geometria e condições de fronteira de um problema de optimi-
zação de um suporte de aerofólio de um automóvel de competição, assim como de (b) uma divisão
em duas regiões.
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solução do problema, com os modos H5, H61 e H8, neste caso com 2 subdomínios. Neste problema,
ao contrário do anterior, verifica-se que a evolução obtida corresponde a respostas rápidas e estáveis
dos problemas, com soluções que permitem uma acentuada minimização do objectivo. As soluções
obtidas estabilizam rapidamente e sem deterioração posterior dos resultados, constatando-se que
o comportamento geral das metodologias utilizadas depende fortemente da natureza do problema
resolvido. Na figura 11.42 ilustram-se as topologias obtidas na resolução deste problema segundo as
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Figura 11.41: Evolução da função-objectivo na resolução de um problema de suporte de aerofólio
de automóvel de competição, utilizando as metodologias H5, H6 e H8 (duas regiões).
referidas metodologias. A distribuição dominante volta a ser o laminado observado anteriormente.
Mais uma vez, surgem estruturas secundárias para fazer a ligação entre os planos do laminado e
manterem uma estrutura conexa entre fases constituintes. Estas estruturas são menos importantes
quando as propriedades destas fases se aproximam (vd. Fig. 11.42(d)), tendendo-se novamente
para um laminado mais simples. Atente-se ainda à resposta do domínio vertical na resolução com a
estratégia H8, onde a microestrutura óptima obtida é coerente com os esforços predominantemente
longitudinais observados nesta região. Por sua vez, a optimização multiescala desacoplada (H6),
apesar das reservas descritas anteriormente, conduz a resultados válidos. No entanto, a evolução da
optimização microestrutural mostrou-se mais lenta que a macroestrutural, tendendo para manter
algumas densidades intermédias residuais.
Em termos de aplicação das metodologias desenvolvidas em problemas 3-D, os resultados obti-
dos apresentam-se coerentes com o observado para problemas 2-D. No entanto, a maior complexi-
dade associada a esses problemas, assim como a sua dimensão, leva a que sejam necessários estudos
mais aprofundados para afinar correctamente o seu desempenho.
1No exemplo aqui ilustrado, utilizou-se na estratégia H6 uma fracção volúmica macroestrutural de fv = 0,7 e
microestrutural de fv = 0,5.
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(a) (b) (c) (d)
(e) (f) (g)
Figura 11.42: Topologias óptimas obtidas para um suporte de aerofólio de automóvel de competi-
ção: (a) referência de orientação, (b) H5, (c) periodicidade H5, (d) H5 com dm = 0,05, (e) H8 com
duas regiões e topologias H6 (f) macro- e (g) microestrutural.
338
Capítulo 12
Considerações Finais
Resumem-se as conclusões gerais obtidas ao longo do trabalho.
Tecem-se algumas considerações gerais acerca do trabalho realizado e
estabelecem-se previsões de potencial desenvolvimento futuro.
O trabalho descrito neste documento centrou-se no desenvolvimento de metodologias de simula-
ção numérica e optimização topológica, e na sua implementação para a construção de ferramentas
computacionais. O programa desenvolvido, de acordo com os objectivos propostos, permite a re-
solução de uma grande variedade de problemas, de forma dinâmica e flexível. O desenvolvimento
de software foi acompanhado por trabalho ao nível do hardware na forma de um cluster do tipo
Beowulf, montado e configurado no âmbito do mesmo trabalho. Nas secções seguintes tecem-se
algumas considerações gerais, resumindo as conclusões do trabalho e fazendo uma apreciação sobre
o seu desenvolvimento e futuro.
12.1 Conclusões
Os resultados apresentados destinam-se, por um lado, a ilustrar o desempenho do programa de-
senvolvido. Por outro lado, têm também por objectivo compreender o funcionamento das várias
metodologias de optimização topológica em análise, especialmente das estratégias multiescala e,
em particular, das abordagens alternativas aqui apresentadas. De acordo com a estrutura geral
deste documento, as conclusões resumem-se numa sequência idêntica ao apresentado nos capítulos
de resultados.
12.1.1 Homogeneização por Expansão Assimptótica
Atendendo à grande importância da Homogeneização por Expansão Assimptótica (HEA) no tra-
balho desenvolvido, fizeram-se alguns ensaios para a avaliação dos seus resultados. Estes incluíram
avaliações de propriedades constitutivas com diferentes tipos de Células Representativas Unitárias
(CRU), bi- (2-D) e tridimensionais (3-D). Estas foram comparadas com outras técnicas de previsão
de propriedades equivalentes, numéricas e analíticas.
Com a HEA é possível extrair tensores constitutivos e, por sua vez, propriedades equivalentes
em problemas de termoelasticidade e condução de calor. Constata-se uma reduzida dependência
das propriedades homogeneizadas obtidas face ao grau de refinamento de malha. Em termos de
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grau de confiança dos resultados esta é uma importante constatação, visto que, por questões de
custo de processamento, as malhas de elementos finitos utilizadas nos procedimentos de optimização
topológica multiescala apresentados neste trabalho tendem a ser pouco refinadas.
Observa-se também uma elevada coerência entre os resultados obtidos e os diferentes valores de
referência. As diferenças mais relevantes surgiram em alguns casos 2-D, essencialmente devido ao
facto de se ter optado por análises em estado plano de tensão por uma questão de coerência com
a utilização habitual em optimização topológica. Nestes casos, ao analisar materiais compósitos
de fibras contínuas unidireccionais, verifica-se que seria mais adequado recorrer a estado plano de
deformação para aproximar os resultados 3-D.
Demonstra-se também a flexibilidade dos procedimentos desenvolvidos, não só com o recurso
a diferentes tipos de elementos finitos mas também a CRU de geometrias alternativas. Neste
aspecto, mostram-se bons resultados utilizando CRU paralelipipédicas e rectangulares, assim como
na aplicabilidade das metodologias desenvolvidas a CRU de geometria hexagonal. Refira-se que
em qualquer dos casos os diversos correctores são claramente representativos da heterogeneidade
do material. Esta afirmação é particularmente relevante no que diz respeito ao enquadramento
em estratégias de optimização local, já que vão ser responsáveis pelas sensibilidades ao nível da
microescala.
12.1.2 Optimização Topológica
Ao desenvolver o código que está na origem dos resultados aqui apresentados, foi perceptível a
grande quantidade de aspectos relevantes no seu desempenho. Em particular, os módulos de opti-
mização topológica são condicionados por diversos parâmetros e procedimentos cujo funcionamento
e influência deveriam ser analisados. Este aspecto torna-se ainda mais relevante ao considerar o
facto de a estrutura modular do programa desenvolvido acarretar uma interdependência acentuada
entre diferentes módulos de cálculo. Assim, ao nível da optimização topológica, começou-se por
realizar um conjunto de estudos com vista a compreender o comportamento geral do programa
antes de aprofundar procedimentos mais específicos. No geral, pela sua dimensão e pelo facto
de muitos aspectos de tornarem mais perceptíveis, nomeadamente ao nível do pós-processamento,
optou-se por realizar análises 2-D, apresentando exemplos 3-D sempre que se julgou conveniente.
Na resolução de problemas de optimização topológica, em termos gerais, verifica-se uma correcta
convergência dos processos iterativos. Além disso, demonstram-se bons resultados em termos de
objectivos efectivos e topologias obtidas por comparação com a bibliografia. Observam-se, no
entanto, como esperado, problemas de instabilidade numérica, nomeadamente ao nível da existência
de fenómenos checkerboard ou de dependência de malha. Uma das soluções para alguns destes
problemas passa pela utilização de filtros de sensibilidades ou de densidades. Desenvolveram-se
diferentes estratégias de modo a controlar estes fenómenos. Neste aspecto, mostra-se ainda que
utilização de elementos quadráticos se apresenta como uma boa opção para controlar algumas
destas instabilidades.
Utilizaram-se diferentes métodos de resolução, segundo critérios de óptimo (OC) e variações
do Método das Assimptotas Móveis (MMA), todos com bons resultados. Verifica-se que o MMA
permitia, controlando a actualização das assimptotas móveis, a manipulação da sua actuação entre
actualizações mais ou menos agressivas das variáveis de optimização, assim como a adaptação para
funcionar como o método CONLIN. Foi ainda alterado de modo a permitir a manipulação activa
desta actualização.
De entre os vários aspectos cuja influência foi testada, destaca-se a utilização de uma ver-
são modificada do SIMP, permitindo o controlo das diferenças de magnitude entre propriedades
constituintes. Esta versão da parametrização do problema, actuando sobre o impacto efectivo
das densidades calculadas, permite uma aproximação ao comportamento de materiais compósitos,
assim como evitar algumas singularidades.
Destaca-se também a abordagem aproximada como uma forma de melhorar o desempenho
computacional global dos problemas de optimização. Verifica-se que os métodos de optimização
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topológica implementados se mantêm muito estáveis mesmo com tolerâncias bastante relaxadas na
resolução dos sistemas de equilíbrio. É possível ter-se erros ao nível do campo de deslocamentos
assinaláveis que conduzam a campos de sensibilidade que, em termos formais, se mantêm coerentes.
Nestes casos, as topologias obtidas são ainda aceitáveis, facto muito importante na resolução de
problemas de grandes dimensões.
A resolução de problemas de termoelasticidade apresentou-se revestida de diversos problemas
de estabilidade. As instabilidades surgem essencialmente com a oscilação de sinal das sensibilidades
por influência das componentes de dilatação, quebrando a monotonia dos problemas de optimização
e tornando os métodos utilizados claramente desadequados. Estes problemas são tanto piores
quanto maiores são as variações de temperatura envolvidas, acentuando-se claramente com campos
não-constantes de temperatura e especialmente com a imposição de fluxos de calor.
Em contrapartida, os problemas de condução de calor apresentam bons resultados, coerentes
com a bibliografia. Por sua vez, a sua conjugação com problemas mecânicos em optimização
multiobjectivo mantém esse bom comportamento.
Em termos gerais, constata-se que as conclusões obtidas para os casos 2-D são extrapoláveis
para 3-D, apresentando estes os mesmos fenómenos. Os resultados apresentados são coerentes.
12.1.3 Optimização Topológica Multiescala
A optimização topológica multiescala é uma parte fulcral deste trabalho. As diferentes estratégias
utilizadas, conjugadas com métodos de optimização, parâmetros e diversos outros factores que
influenciam a resolução dos problemas deste tipo, levam a que seja necessária uma análise objectiva
do comportamento do programa a este nível. Sendo as abordagens multiescala aqui apresentadas
fortemente dependentes do comportamento ao nível da optimização microestrutural, começou-se
por fazer uma análise da abordagem local e da homogeneização inversa. Posteriormente verificou-
-se a influência da microestrutura sobre a optimização macroestrutural e, por fim, analisou-se
a optimização topológica hierárquica, esta verdadeiramente multiescala. Optou-se por centrar a
maioria destes estudos em estratégias clássicas e elasticidade linear, remetendo outros tipos de
análise e de estratégias para capítulos subsequentes.
Ao nível da optimização do material constituinte, abordaram-se aqui duas estratégias distintas.
A abordagem local da optimização topológica constitui uma adaptação do procedimento geral com
condições de fronteira específicas, ao passo que a homogeneização inversa utiliza a HEA como parte
integrante do processo de optimização.
Na abordagem local, a utilização das condições de fronteira MFC ao longo de toda a fronteira
das CRU dá origem a problemas de condicionamento e estabilidade assinaláveis, especialmente
utilizando condições heterogéneas. Estes problemas de condicionamento são uma séria limitação
na resolução destes problemas de optimização, levando a que os tempos de resolução dos sistemas
de equações cresçam com o aumento da discrepância entre propriedades dos elementos finitos
utilizados. No entanto, esta metodologia funciona de forma correcta em 2-D e em 3-D, mas
mostra-se demasiado limitativa.
Em contrapartida, a homogeneização inversa apresenta resultados comparáveis aos anteriores
nos problemas resolvidos em comum, mas com mais estabilidade e muito maior flexibilidade. A
homogeneização inversa apresenta-se como uma técnica que permite não só a optimização de ma-
terial mas também uma natural integração em diferentes procedimentos multiescala. Muitas das
conclusões retiradas dos casos de optimização macroestrutural são extrapoláveis para aqui. No
entanto, a periodicidade associada à homogeneização e às sensibilidades resultantes traz algumas
especificidades. Destaca-se, nomeadamente, uma tendência usualmente mais reduzida para incor-
rer em algumas das instabilidades numéricas referidas anteriormente. Um dos aspectos que se
torna rapidamente aparente é a tendência para a simplicidade das topologias obtidas, claramente
desejada ao trabalhar com materiais compósitos.
Sem filtros de sensibilidade, os processos iterativos de homogeneização inversa tendem a esta-
bilizar muito rapidamente, ao passo que a utilização de técnicas de filtragem acarreta usualmente
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uma adaptação mais lenta. Isto é acompanhado pela referida tendência para simplificar soluções,
podendo, no entanto, acabar por desligar fases rígidas e deteriorar a resposta do material obtido.
Em contrapartida, a utilização de elementos quadráticos na microescala oferece poucas vantagens
face ao custo computacional elevado que acarreta.
Denota-se ainda a influência da solução inicial, especialmente ao perceber que um campo de
densidades homogéneo inicial conduz a sensibilidades constantes na microescala que precisam de
algum tipo de desequilíbrio numérico para redistribuir material. Refira-se também que, mais uma
vez, se constata a coerência entre as análises 2-D e 3-D.
Antes de abordar a optimização hierárquica, que actua simultaneamente ao nível da macro-
e da microescala, fez-se referência à influência da configuração da microescala na optimização
macroestrutural. Para o efeito, utilizou-se a HEA como base integrada de cálculo da informação
constitutiva utilizada na resolução macroestrutural de optimização topológica. Verifica-se uma
clara influência do material utilizado sobre a topologia macroestrutural óptima. Por um lado, esta
influência é notória mesmo com diferenças reduzidas entre as propriedades das fases envolvidas.
Por outro lado, quanto maior for esta diferença maior é a discrepância entre topologias óptimas
obtidas. Isto deve-se ao acentuar do carácter ortotrópico do comportamento do material.
Após os estudos anteriores, analisou-se o comportamento do programa desenvolvido em apli-
cações de optimização hierárquica. Abordaram-se questões gerais de optimização hierárquica em
elasticidade, centradas no comportamento das diferentes estratégias implementadas e questões nu-
méricas mais relevantes. Os modelos hierárquicos analisados foram o H1 e o H3. No modelo H1, as
variáveis do problema são exclusivamente as densidades microestruturais. No modelo H3, por sua
vez, as densidades macroestruturais são também variáveis independentes, actualizadas ao nível da
macroescala de acordo com sensibilidades oriundas das microestruturas correspondentes e consti-
tuindo restrições de volume para os problemas locais. Note-se que nas abordagens hierárquicas
as topologias macroestruturais apresentam regiões de densidades intermédias. Ao contrário dos
casos estritamente macroestruturais, o que se obtém aqui não é uma estrutura aproximadamente
discreta, mas uma distribuição local de materiais constituintes. A representação topológica ma-
croestrutural corresponde apenas à tradução macroscópica das fracções volúmicas associadas aos
problemas microestruturais.
Verifica-se que a estratégia H1 apresenta resultados aproximados com os vários métodos de
optimização, apesar de se verificar que o controlo do processo é de afinação complicada com critérios
de óptimo. Os resultados obtidos atingem, mesmo para malhas macroestruturais pouco refinadas,
objectivos melhores do que os obtidos para os casos macroestruturais correspondentes. No caso
dos métodos H3, observa-se que os valores obtidos para a função-objectivo no ponto óptimo são
aproximados aos obtidos com as metodologias H1, especialmente utilizando método CONLIN na
resolução dos problemas locais. No entanto, esta metodologia apresenta algumas limitações no
que diz respeito à definição de sensibilidades nos casos de densidade macroestrutural extrema, 0
ou 1. A estratégia H1 não apresenta este problema, associado aos multiplicadores de Lagrange
locais utilizados como sensibilidades globais na estratégia H3. No caso H1 todas as variáveis são
processadas apenas ao nível local e as densidades macroestruturais surgem apenas como variáveis
dependentes. Em contrapartida, a estratégia H3 traz algumas vantagens em termos de controlo
local de cada problema microestrutural. Os resultados obtidos com o modo de cálculo H1 são
globalmente melhores do que os obtidos com H3. Neste caso, destaca-se pela negativa o cálculo
com recurso ao método MMA na actualização das variáveis de densidade nos problemas locais. Em
termos gerais, constata-se alguma instabilidade na metodologia H3 nesta implementação
Ao nível da microescala, o recurso a CRU com maior refinamento de malha dá origem a to-
pologias com maior detalhe, mas essencialmente da mesma natureza, conduzindo a propriedades
homogeneizadas e sensibilidades locais de onde se obtém resultados muito aproximados. Isto está
intimamente ligado à tendência para soluções simples ao nível local. Ainda assim, verifica-se uma
ligeira melhoria quando comparados com os resultados equivalentes de células menos refinadas.
Note-se ainda que as malhas locais mais grosseiras originam ocasionais falhas de periodicidade.
Estas devem-se a dificuldades de representar detalhe suficiente, assim como à margem reduzida
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para respeitar o volume previsto. No que diz respeito à macroescala, destaca-se a utilização de
elementos quadráticos como uma excelente solução para o controlo de alguns efeitos checkerboard
observados.
12.1.4 Desempenho em Processamento Paralelo
A dimensão e a complexidade dos problemas de optimização topológica tende a consumir recursos
computacionais que se podem tornar proibitivos na resolução de muitos problemas em tempo útil.
Apesar da constante evolução ao nível do equipamento informático disponível para os consumi-
dores em geral, o cálculo paralelo é cada vez mais uma constante, mesmo que imperceptível, no
quotidiano computacional. Neste trabalho, especialmente atendendo à dimensão de alguns dos
problemas de optimização multiescala, este tipo de processamento constitui um ponto de análise
relevante. Assim, utilizando para o efeito uma máquina multicomputadores do tipo cluster Beowulf
desenvolvida no âmbito deste trabalho, e através da paralelização do código desenvolvido segundo
um paradigma de memória distribuída, fizeram-se alguns estudos acerca do comportamento do
programa segundo estratégias de cálculo paralelo e distribuído.
Uma primeira conclusão a este nível diz respeito ao desempenho do cluster TaranTux. Apesar
de não serem aqui incluídas análises de desempenho de hardware, verifica-se não só no âmbito
deste trabalho mas também noutras utilizações que o seu funcionamento corresponde ao esperado,
conduzindo a bons resultados em diversas aplicações.
Quanto ao comportamento do programa desenvolvido, a primeira análise fez-se isoladamente ao
nível do problema de elementos finitos. Verifica-se a redução dos tempos de computação em cálculo
paralelo. Como esperado, a parcela correspondente a tarefas efectuadas maioritariamente em série
mantém um speed-up em torno da unidade, tendendo mesmo a reduzir ligeiramente devido às ta-
refas de gestão e dimensionamento adicionais em cálculo paralelo. No extremo oposto do espectro
encontra-se a construção do sistema de rigidez. Neste caso, o facto de cada porção do sistema
ser construída de forma praticamente independente no processador correspondente aos elementos
do domínio que lhe diz respeito traduz-se num processo perfeitamente escalável. Resultados sa-
tisfatórios foram também obtidos para a resolução do sistema de equações e, consequentemente,
para o desempenho global do problema. Constata-se, no entanto, que a implementação do algo-
ritmo de resolução PARCONG neste programa apresenta resultados claramente inferiores à sua
implementação original.
A resolução do problema de elementos finitos corresponde à maior parcela de processamento
consumida na optimização topológica. O tempo associado às tarefas de optimização (análise de
sensibilidades e função-objectivo, e actualização de variáveis), dependendo das estratégias utiliza-
das, apresenta usualmente um peso reduzido no processamento do problema. Assim, estas são aqui
executadas em série no nó mestre. Estas tarefas mantêm um tempo de computação constante em
paralelo, mas, apesar disso, é perceptível a redução gradual do tempo total de processamento com
o aumento do número de processadores. As evoluções de desempenho da construção do sistema de
equações e da sua resolução são idênticas ao caso geral, ao mesmo tempo que as tarefas executadas
em série não apresentam evoluções com o aumento do número de processadores. Por esta razão, o
desempenho global mantém-se elevado, mas reduz-se face ao caso geral.
Uma clara alteração surge com a utilização de filtros de sensibilidades, para problemas de gran-
des dimensões, já que neste trabalho envolvem sempre uma análise exaustiva de toda a malha.
Assim, a maior parcela de processamento em tarefas de optimização corresponde, nesta imple-
mentação, às operações relacionadas com a aplicação de filtros. Note-se ainda que uma parte
considerável do tempo consumido surge na primeira iteração. O desempenho do problema é fran-
camente deteriorado com a utilização de filtros. Optou-se então por paralelizar este procedimento
nas tarefas iniciais, já que apresentam a vantagem de poderem ser efectuadas de forma completa-
mente independente, elemento a elemento, tornando-o teoricamente escalável. Isto é verificado nos
indicadores de desempenho resultantes, com claras vantagens face à versão em série.
A principal motivação para a inclusão do cálculo paralelo surge com a optimização hierárquica,
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como responsável pelos problemas cuja exigência computacional é mais evidente. De facto, nestes
processam-se duas escalas em simultâneo, com a resolução de um problema local de homogenei-
zação por expansão assimptótica por cada elemento da estrutura global, para além do problema
global. Começou-se por uma estratégia inteiramente paralelizada, onde todos os problemas são
resolvidos em todos os processadores. Verifica-se neste caso que os tempos de execução oscilam
bastante, resultando num péssimo desempenho paralelo. Os problemas de condicionamento dos
problemas locais, responsáveis pela quase totalidade dos recursos necessários, são generalizados
nesta implementação com sérias instabilidades associadas à distribuição das penalidades utilizadas
na imposição de periodicidade. Em conjunto com as variações de rigidez resultantes da optimiza-
ção topológica, estas instabilidades originam resultados péssimos que invalidam a utilização desta
paralelização.
A resposta a este problema surge numa abordagem distribuída. Os problemas locais são distri-
buídos de modo a serem resolvidos em série, simultaneamente, em diferentes processadores. Neste
caso, a decomposição de domínio é feita apenas na macroescala. Os resultados são muito melhores
que os anteriores e mais coerentes com o esperado, apesar do desempenho depender da relação
entre o número de problemas e o número de processadores disponíveis. Ainda assim, existe uma
clara limitação desta implementação nas comunicações efectuadas em cada iteração. Com o facto
de se concentrarem algumas operações de optimização no nó mestre, para além da concentração
de informação para controlo e pós-processamento, a quantidade de informação trocada entre pro-
cessadores, relativa aos problemas locais, origina um bottleneck de desempenho. Constata-se que
este problema é demasiado limitativo em problemas de grão reduzido, pelo que seria justificável
alterar a estrutura de cálculo para aumentar a independência dos problemas locais e reduzir as
comunicações.
Note-se ainda que a resolução destes problemas com as duas estratégias alternativas, H1 e
H3, conduz a indicadores de desempenho virtualmente idênticos. Salienta-se ainda uma questão
adicional. Os paradigmas de programação paralela aqui utilizados, de acordo com modelos de
memória distribuída, tendem a trazer menos benefícios do que desejado em sistemas de poucos
processadores. Adicionalmente, a actual profusão de múltiplas unidades de processamento em
computadores pessoais justifica uma revisão desta abordagem, no sentido de modelos de memória
partilhada ou mistos.
12.1.5 Aplicações Gerais
Para além dos problemas de elasticidade apresentados anteriormente, neste trabalho desenvolve-
ram-se também ferramentas de optimização multiobjectivo, com recurso a problemas adicionais de
condução de calor, em optimização multiescala hierárquica. Além disso, este trabalho teve sempre
em vista as aplicações de engenharia utilizando materiais compósitos e celulares. As estratégias
de optimização multiescala hierárquicas tendem a gerar uma grande variedade de distribuições
locais de material que se revelam pouco exequíveis em termos de produção, razão pela qual fo-
ram desenvolvidas estratégias alternativas com vista a obter propostas óptimas de distribuição de
constituintes que não levassem apenas em conta os efeitos locais mas tentassem de alguma forma
capturar os efeitos relevantes no comportamento de toda uma estrutura ou de regiões notáveis da
mesma. Neste contexto, depois de validações e análises preliminares, realizaram-se alguns estudos
no sentido de avaliar o comportamento do programa segundo estas abordagens alternativas.
Ao nível da optimização multiescala multiobjectivo, verifica-se que a comparação entre objecti-
vos é semelhante ao obtido para o caso de uma escala apenas. No entanto, as variações mostram-se
neste caso mais progressivas e estáveis, fruto da actuação ao nível da microescala e da progressiva
influência constitutiva sobre o material em cada ponto da macroescala. Este tipo de actualiza-
ção origina também, apesar de uma discretização macroestrutural bastante menos detalhada, uma
minimização mais eficaz graças ao elevado detalhe local dado pela microescala. Mais uma vez,
apesar dos problemas locais serem independentes, é perceptível a progressividade das topologias,
conduzindo claramente a variações graduais de propriedades coerentes com o detalhe microestru-
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tural necessário à resposta. Refira-se ainda que a resolução dos problemas apresentados se mostrou
muito estável, em grande medida pela estabilização progressiva das assimptotas móveis do método
MMA.
No que diz respeito a estratégias de optimização multiescala, constata-se que o problema geral
de optimização hierárquica apresenta algumas limitações em termos de exequibilidade prática das
topologias obtidas. No sentido de aproximar este tipo de cálculo de abordagens mais coerentes com
a produção efectiva de materiais de engenharia, nomeadamente materiais compósitos e celulares
para aplicações estruturais, as estratégias multiescala têm por objectivo controlar o número e
a distribuição efectiva de materiais constitutivos. Refira-se, a título geral, que, para além do
potencial em termos de exequibilidade construtiva, estas estratégias apresentam vantagens notórias
em termos de recursos computacionais face às metodologias hierárquicas convencionais. Por um
lado, passa a ser possível a utilização de discretizações macroestruturais refinadas sem se tornar
proibitivo em termos de memória e tempo de processamento. Por outro lado, controlando o número
de problemas locais a resolver, é possível resolver estes problemas muito mais rapidamente e/ou
utilizar malhas locais mais refinadas em busca de detalhe adicional.
Em primeiro lugar, nas abordagens H4 e H5 considera-se apenas uma topologia local para toda
a estrutura. Verifica-se que as respostas anisotrópicas apresentadas na microestrutura são coerentes
com os tipos de solicitação impostos na macroescala. No entanto, existem algumas limitações em
alguns dos problemas resolvidos, já que a média volúmica de grandezas macroestruturais tende por
vezes a anular a influência de regiões de maior relevância. O recurso a diferentes ponderações tende
a melhorar estes problemas, apesar de ser claramente necessário algum desenvolvimento adicional
neste âmbito. Utilizando propriedades dos constituintes próximas, os resultados são bastante
melhores. Isto deve-se não só à maior rigidez relativa das fases menos rígidas mas também ao facto
de deixarem de ser relevantes questões de fases desconexas. Além disso, tende-se para soluções
mais simples e muitas vezes mais coerentes com a produção de materiais compósitos.
Constata-se também que o refinamento da malha da microescala influencia significativamente
menos os resultados obtidos do que o refinamento da malha macroestrutural. Verifica-se, no en-
tanto, que a falta de detalhe de malhas locais pouco refinadas influencia negativamente o compor-
tamento geral, com materiais tendencial e ligeiramente menos rígidos. Esta falta de detalhe pode
ainda tornar-se mais relevante para casos de microestruturas óptimas mais complexas.
A alternativa de optimização topológica multiescala desacoplada surge como uma tentativa
de conciliar a optimização ao nível do material com a obtenção de estruturas óptimas definidas
ao nível macroestrutural utilizando campos de variáveis independentes. A resolução de casos-
-limite, com optimização apenas numa das escalas, revela que esta estratégia conduz exactamente
aos mesmos resultados obtidos com as metodologias de optimização correspondentes, ou seja,
macroestrutural e H5. Tal traduz-se, assim, num correcto funcionamento do modo H6 assim como
na sua flexibilidade. Apesar das situações-limite funcionarem correctamente, assim como os modos
intermédios, existem no entanto alguns riscos na utilização desta metodologia. Verifica-se que a
influência das duas escalas é coerente, mas é normal uma das escalas tornar-se dominante no
processo de convergência, mesmo utilizando actualizações muito lentas. Conclui-se que este modo
de optimização permite a optimização simultânea de ambas as escalas, mas exige algum cuidado
na sua utilização.
Os modos de optimização H7 e H8 representam uma alternativa na resolução de problemas
multiescala, controlando o número de problemas locais da abordagem hierárquica. Utilizam-se
procedimentos derivados do modo H5, mas com ponderação de acordo com subdomínios, existindo
um problema local por cada região predefinida na macroescala. Pretende-se aqui que se faça a
divisão do domínio de forma a procurar o melhor compromisso entre a determinação dos materiais
óptimos e o fabrico dos componentes estruturais.
Constata-se nestes casos, mesmo com apenas dois problemas locais e duas CRU, que os resulta-
dos obtidos são muito melhores que os anteriores. No entanto, a qualidade dos resultados depende
acentuadamente da divisão de domínios efectuada, concluindo-se que este modo de funcionamento
requer uma correcta avaliação de engenharia do problema a resolver por forma a definir divisões
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coerentes com as solicitações de serviço dos componentes a fabricar. De qualquer forma, um nú-
mero maior de subdomínios coerentes permite que cada região contribua de melhor forma para o
desempenho global da estrutura e tende a melhorar o desempenho.
Observa-se no modo H7 alguma variedade de topologias locais, assim como alguns casos onde
se apresentam oscilações sobre densidades intermédias. Estas correspondem a oscilações entre a
densidade macroestrutural e a resposta local, tendendo a resultar em algumas regiões de cinzento.
No entanto, estas correspondem a oscilações em torno topologias comuns. O modo de funciona-
mento H8, sem alteração das densidades globais, apresenta-se como menos permeável a este tipo
de problema. Neste caso, a densidade mantém-se constante em toda a macroescala apesar da evo-
lução topológica de cada uma das microescalas. Além disso, as topologias obtidas neste modo de
funcionamento são mais definidas, e a convergência mais rápida. A resposta geral das estruturas
obtidas é ligeiramente pior, mas muito próxima.
No geral, pode concluir-se que as metodologias apresentadas representam uma boa alternativa
à optimização hierárquica. Estas revelam-se muito menos onerosas em termos computacionais e
conduzem a resultados que permitem uma maior adequação ao fabrico de componentes e estruturas
em materiais compósitos e celulares. Em termos de aplicação das metodologias desenvolvidas em
problemas 3-D, os resultados obtidos mostram-se mais uma vez coerentes com o observado para
problemas 2-D. No entanto, a maior complexidade associada a esses problemas, assim como a sua
dimensão, leva a que sejam necessários estudos mais aprofundados para afinar correctamente o seu
desempenho.
12.2 Perspectivas de Trabalho Futuro
Pretende-se que as ferramentas desenvolvidas no âmbito deste trabalho sejam utilizadas e aper-
feiçoadas no futuro, no sentido de constituírem uma contribuição efectiva para a investigação nas
áreas abordadas. Neste sentido, tem-se como objectivo investir na sua melhoria e desenvolvimento
segundo as vertentes descritas de seguida. Assim, pretende-se que o desenvolvimento futuro do
programa contemple:
◦ A redução das comunicações na optimização topológica hierárquica, passando eventualmente
pela paralelização dos métodos de optimização;
◦ A melhoria da portabilidade do código, essencial para a criação de uma versão para execução
em sistema operativo Windows;
◦ A inclusão de uma variável de orientação microestrutural em conjunção com as abordagens
alternativas apresentadas;
◦ A criação de uma versão OpenMP;
◦ A introdução de métodos de optimização mais coerentes com problemas não-monótonos como
o de termoelasticidade.
Intimamente ligada aos pontos anteriores surge a perspectiva de desenvolvimento de ferramentas
complementares:
◦ Desenvolvimento de um programa de interface, para facilitar a utilização do programa e para
o tornar mais user-friendly;
◦ A divisão em módulos independentes de execução isolada, de modo a adequar os diferentes
modos de funcionamento a utilizações mais específicas;
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Notação, Nomenclatura, Siglas e
Acrónimos
A.1 Conceitos Gerais de Optimização
0 – Matriz nula
ai – Valor admissível para a variável xi
d(k) – Direcção de procura na iteração k num algoritmo de gradiente
Di – Domínio dos valores discretos admissíveis da variável xi
ei – Escalar de relaxação da restrição gi
f – Função-objectivo
f(x) – Função-objectivo de um problema de optimização
f – Vector de funções-objectivo
f◦ – Ponto ideal ou utópico do vector de funções-objectivo f
F – Função transformada/função-objectivo composta
g(x) – Restrição de um problema de optimização
H – Matriz hessiana
Ik – Conjunto de índices de restrições
k – Índice de iteração
L – Lagrangiano de um problema de optimização
m – Número total de restrições
nd – Número de variáveis discretas
p – Número de restrições de igualdade
P – Penalidade em métodos de transformação
qi – Número de valores admissíveis para a variável xi
R – Domínio admissível de variáveis de optimização
x – Vector de variáveis de optimização
x∗ – Vector solução (óptimo) de variáveis de optimização
α – Escalar de normalização de uma função-objectivo
αk – Dimensão do passo da actualização k num algoritmo de gradiente
β – Escalar de normalização de uma restrição
δ – Raio de vizinhança do ponto óptimo x∗
Δi – Limite móvel para a variação da variável xi
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ε – Escalar utilizado para classificar desigualdades como aproximadamente
activas
λ – Multiplicador de Lagrange
λ – Vector de multiplicadores de Lagrange
A.2 Conceitos Gerais de Cálculo Paralelo
ep – Eficiência do cálculo paralelo
f – Fracção intrinsecamente sequencial, i.e. não-paralelizável, de um
programa
np – Número de processadores
Se – Speed-up escalado
Sp – Speed-up
ts – Tempo de execução de um algoritmo sequencial
tp – Tempo de execução de um algoritmo paralelo
A.3 Termoelasticidade Linear
0 – Tensor nulo
B – Matriz global das derivadas parciais das funções de forma para o pro-
blema mecânico
D – Tensor de elasticidade
f – Vector de solicitações mecânicas
F – Vector de forças externas
Ff – Vector de forças distribuídas no volume Ω
FN – Vector de forças distribuídas na superfície ΓNu
FT – Vector de forças de dilatação térmica
k – Tensor de condutividade térmica / Matriz de rigidez térmica local
K – Matriz de rigidez térmica
Kk – Matriz de condutividade térmica
Ku – Matriz de rigidez
M˜ – Matriz global das derivadas parciais das funções de forma para o pro-
blema térmico
nq – Número de fluxos prescritos
nr – Número de forças prescritas
n – Versor normal exterior a Γ
N – Matriz global de funções de forma no domínio Ω para o problema
mecânico
N˜ – Matriz global de funções de forma no domínio Ω para o problema térmico
NΓ – Matriz global de funções de forma na superfície Γ para o problema
mecânico
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N˜Γ – Matriz global de funções de forma na superfície Γ para o problema
térmico
P¯N – Vector de fluxos pontuais prescritos
q¯ – Fluxo superficial imposto de calor por condução
q – Vector de fluxos superficiais, por unidade de área, de calor por condução
qN – Vector de fluxos de calor distribuídos no volume Ω
qPN – Vector de fluxos pontuais
Q – Taxa temporal de geração de calor por unidade de volume
Q – Vector dos termos de geração de calor
RN – Vector de forças pontuais
R¯N – Forças pontuais prescritas
t¯ – Força superficial na superfície ΓNu
T – Temperatura
T¯ – Temperatura prescrita
T – Vector de temperaturas
u – Vector de deslocamentos
u¯ – Vector de deslocamentos prescritos na superfície ΓDu
U – Vector dos deslocamentos nodais
x – Vector de coordenadas de um ponto genérico
α – Tensor de expansibilidade térmica
β – Tensor dos módulos térmicos
Γ – Fronteira do domínio sólido Ω
ΓDT – Superfície de fronteira correspondente às condições de fronteira de Diri-
chlet associadas ao problema térmico
ΓDu – Superfície de fronteira correspondente às condições de fronteira de Diri-
chlet associadas ao problema mecânico
ΓNT – Superfície de fronteira correspondente às condições de fronteira de Neu-
mann associadas ao problema térmico
ΓNu – Superfície de fronteira correspondente às condições de fronteira de Neu-
mann associadas ao problema mecânico
δT – Campo discretizado de temperaturas virtuais
δU – Campo discretizado de deslocamentos virtuais
ε – Tensor de deformações
σ – Tensor de tensões
Ω – Conjunto aberto ocupado pelo meio sólido delimitado pela fronteira Γ
A.4 Optimização Topológica
0 – Vector nulo
bi – Força externa por unidade de volume
bl – Força externa por unidade de volume para o carregamento l
dm – Factor de relação entre as propriedades de dois materiais constituintes
Dijkl – Componentes do tensor de elasticidade
D – Matriz constitutiva de elasticidade
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D0 – Matriz de elasticidade do material de base
De – Matriz constitutiva de elasticidade local do elemento e
Dadm – Conjunto de matrizes de elasticidade admissíveis
f – Função-objectivo
f0 – Função-objectivo do problema Q na definição do MMA
fi – Restrição i do problema Q na definição do MMA
f
(k)
i – Função de aproximação do problema Q na definição do MMA
fm – Função-objectivo do problema mecânico
f0m – Termo de normalização da função-objectivo do problema mecânico
ft – Função-objectivo do problema térmico
f0t – Termo de normalização da função-objectivo do problema térmico
fv – Fracção volúmica de material
f – Vector de carregamentos mecânicos
F – Vector de carregamentos global
Fet – Solicitações mecânicas de origem térmica no elemento e
Fet0 – Grandeza auxiliar de solicitação mecânica de origem térmica sobre o
material de base do elemento e
Fp – Carregamentos prescritos
Ft – Solicitações mecânicas de origem térmica
gj – Restrição j
g – Vector de restrições
h – Dimensão característica da malha de elementos finitos
Hˆi – Peso de ponderação ou operador de convolução do elemento i em técnicas
de filtragem
kij – Componentes do tensor de condutividade térmica
k0 – Matriz de rigidez local do material de base
kT – Matriz de condutividade térmica
kTadm – Conjunto de matrizes de condutividade térmica admissíveis
K – Propriedade geral de um material
K0 – Propriedade de um material de base
K1, K2 – Propriedade de um material constituinte de base
Kmin – Valor mínimo para uma dada propriedade de um material
K – Matriz global de rigidez
KT – Matriz de rigidez térmica
l – Índice de carregamento múltiplo
L – Número de carregamentos múltiplos
L
(k)
j – Assimptota móvel inferior da variável xj no MMA
m – Número de restrições
Ne – Conjunto de elementos cujos centros estão a menos de uma dada distân-
cia do centro do elemento e
p – Número de restrições de igualdade / Penalidade da lei de potência SIMP
p
(k)
ij – Parâmetro de definição de funções de aproximação do problema Q na
definição do MMA
P – Energia potencial total de um sistema / Perímetro
P ∗ – Limite superior de perímetro
q – Escalar positivo de penalização de perímetro
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q¯ – Fluxos de calor impostos
q
(k)
ij – Parâmetro de definição de funções de aproximação do problema Q na
definição do MMA
q – Vector de fluxos superficiais de calor
Q – Problema genérico de optimização na definição do MMA
r
(k)
i – Parâmetro de definição de funções de aproximação do problema Q na
definição do MMA
Rf – Raio do filtro de sensibilidades ou de densidades
S – Função energia de deformação
t¯i – Força externa por unidade de área
t¯l – Força externa por unidade de área para o carregamento l
T – Campo de temperatura
ui – Componentes do campo de deslocamentos
ul – Deslocamentos para o carregamento l
u – Campo de deslocamentos
ue – Campo de deslocamentos
U
(k)
j – Assimptota móvel superior da variável xj no MMA
U – Vector de deslocamentos global
ve – Volume do elemento finito e
vi – Volume do elemento finito i
VΩ – Volume do domínio Ω
wi – Peso de ponderação ou operador de convolução do elemento i em técnicas
de filtragem
wl – Peso de ponderação em optimização de carregamentos múltiplos
wm – Peso do problema mecânico em optimização multiobjectivo
wt – Peso do problema térmico em optimização multiobjectivo
W – Trabalho das forças externas (compliance)
x – Vector de coordenadas de um ponto genérico
x∗ – Ponto de óptimo
α – Tensor de expansibilidade térmica
β – Tensor dos módulos térmicos
Γ – Superfície de fronteira de um sólido tridimensional genérico
γ – Parâmetro de controlo do tamanho do passo da iteração num esquema
de actualização de ponto fixo
Γe – Fronteira do elemento e
ΓNu – Superfície de fronteira correspondente às condições de fronteira de Neu-
mann associadas ao problema mecânico
εij – Componentes do campo de deformações
λj – Multiplicador de Lagrange associado à restrição j
λ – Vector de multiplicadores de Lagrange
λ∗ – Vector de multiplicadores de Lagrange no ponto de óptimo
ρ – Densidade num problema de optimização topológica
ρˆ – Densidade modificada por acção de filtragem de densidades
〈ρ〉 – Variação da densidade na transição entre elementos que partilham uma
mesma fronteira
ρe – Densidade do elemento finito e
ρˆe – Densidade do elemento emodificada por acção de filtragem de densidades
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ρi – Densidade do elemento finito i
ρmin – Densidade mínima
ς – Escalar positivo utilizado para garantir a diferenciabilidade do perímetro
σd – Variância da curva de dispersão em filtragem com função de distribuição
gaussiana
Ω – Sólido tridimensional genérico
A.5 Homogeneização e Optimização Multiescala
b – Vector de forças externas por unidade de volume
c – Parâmetro de penalidade do lagrangiano aumentado
D0 – Tensor de elasticidade do material base
Dijkl – Componentes do tensor de elasticidade
Dhijkl – Componentes do tensor homogeneizado de elasticidade
Dijkl – Componentes do tensor de elasticidade no sistema de coordenadas da
macroescala
〈Dhijkl(μ)〉 – Componentes de um tensor de elasticidade homogeneizado médio, resul-
tante de uma topologia microestrutural óptima
D – Matriz de elasticidade
D0 – Matriz de elasticidade do material de base
ex – Elemento finito macroestrutural
ey – Elemento finito microestrutural
fm – Função-objectivo do problema mecânico
f0m – Termo de normalização da função-objectivo do problema mecânico
ft – Função-objectivo do problema térmico
f0t – Termo de normalização da função-objectivo do problema térmico
f – Vector de carregamentos nodais
hc – Coeficiente de convecção
Ikj – Componentes do tensor identidade de segunda ordem num referencial
cartesiano ortonormado
kij – Componentes do tensor de condutividade térmica
khij – Componentes do tensor homogeneizado de condutividade térmica
kij – Componentes do tensor de condutividade térmica no sistema de coorde-
nadas da macroescala
k – Tensor de condutividade térmica
K – Matriz de rigidez
l – Índice de carregamento múltiplo
L – Número de carregamentos múltiplos
L – Função lagrangiano aumentado
ni – Componentes de um versor normal exterior às superfícies ΓNT ou ΓRT
nj – Componentes de um versor normal exterior à superfície ΓNu
p – Penalidade da lei de potência SIMP
P – Energia potencial total de um sistema
q – Campo de fluxos superficiais de calor no domínio macroestrutural
352
Homogeneização e Optimização Multiescala
q¯ – Fluxo prescrito de calor por condução por unidade área
q
(1)
i – Campo microestrutural de fluxos superficiais de calor por condução con-
siderando aproximações de primeira ordem
Q – Taxa temporal de geração de calor por unidade de volume
S – Função energia de deformação
t – Índice de iteração
t¯i – Valor prescrito de força por unidade de área
t¯ – Vector de forças externas por unidade de área
T – Campo de temperaturas
T¯ – Temperatura prescrita
T0 – Temperatura de referência
T ′i – Gradientes térmicos macroestruturais
T
(0)
i – Temperatura global do material homogeneizado associado à macroescala
T
(1)
i – Corrector de primeira ordem do campo de temperaturas
T
(2)
i – Corrector de segunda ordem do campo de temperaturas
T  – Campo de temperaturas no sistema de coordenadas da macroescala
T∞ – Temperatura do meio ambiente
T – Campo de temperaturas
T¯′ – Campo imposto de gradiente térmico macroestrutural
u – Componentes do campo de deslocamentos no sistema de coordenadas da
macroescala
u¯i – Deslocamentos prescritos
u
(0)
i – Deslocamento global do material homogeneizado associado à
macroescala
u
(1)
i – Corrector de primeira ordem do campo de deslocamentos
u
(2)
i – Corrector de segunda ordem do campo de deslocamentos
u – Vector de deslocamentos / Vector de deslocamentos nodais
u˜ – Campo de deslocamentos que é solução do problema de equilíbrio global
V – Volume de material previsto num problema de optimização topológica
Vm – Volume de material microestrutural previsto num problema de optimi-
zação topológica multiescala desacoplada
VM – Volume de material macroestrutural previsto num problema de optimi-
zação topológica multiescala desacoplada
V0Ω – Conjunto das funções contínuas suficientemente regulares, nulas em ΓDT
ou ΓDu
wl – Peso de ponderação em optimização de carregamentos múltiplos
wm – Peso do problema mecânico em optimização multiobjectivo
wt – Peso do problema térmico em optimização multiobjectivo
W – Trabalho das forças externas (compliance)
x – Variável do domínio da macroescala
x˜ – Vector de coordenadas de um ponto genérico do domínio de solução
macroestrutural
y – Variável do domínio da microescala
Y – Domínio da microescala
< · >Y – Valor médio de uma função Y-periódica em Y
αij – Componentes do tensor de expansibilidade térmica
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αij – Componentes do tensor de expansibilidade térmica no sistema de coor-
denadas da macroescala
βij – Componentes do tensor dos módulos térmicos
βhij – Componentes do tensor homogeneizado dos módulos térmicos
〈βhij(μ)〉 – Componentes de um tensor dos módulos térmicos homogeneizado médio,
resultante de uma microescala óptima
Γ – Fronteira de Ω
ΓDT – Superfície com condições de fronteira de Dirichlet associadas ao problema
térmico
ΓNT – Superfície com condições de fronteira de Neumann associadas ao pro-
blema térmico
ΓRT – Superfície com condições de fronteira de Robin associadas ao problema
térmico
ΓDu – Superfície com condições de fronteira de Dirichlet associadas ao problema
termomecânico
ΓNu – Superfície com condições de fronteira de Neumann associadas ao pro-
blema termomecânico
Δ¯T – Campo imposto de variação de temperatura macroestrutural
ε¯ – Campos imposto de deformação macroestrutural
εij – Componentes do tensor das deformações
ε
(1)
ij – Campo microestrutural de deformações considerando aproximações de
primeira ordem
εij – Componentes do campo de deformações na macroescala
ε – Tensor / Matriz das deformações
 – Relação entre as dimensões características dos domínios da micro- da
macroestrutura ou índice superior de εY-periodicidade
Θ – Função análoga à função densidade de energia de deformação, utilizada
na definição local do problema térmico
λ – Multiplicador de Lagrange associado à restrição de volume local
Λ – Multiplicador de Lagrange associado à restrição global de volume
μ – Densidade macroestrutural num problema de optimização topológica
μ(x,y) – Densidade macroestrutural num problema de optimização topológica,
como função da macro- e da microescala
Φ – Função de densidade de energia óptima (problema local)
Φ¯ – Função de energia de deformação óptima (problema local de um dado
subdomínio)
ρ – Densidade macroestrutural num problema de optimização topológica
ρ¯ – Densidade macroestrutural imposta
σij – Componentes do tensor das tensões
σ
(1)
ij – Campo microestrutural de tensões considerando aproximações de pri-
meira ordem
σij – Componentes do campo de tensões na macroescala
Σij – Componentes do campo macroestrutural homogeneizado de tensões
Υk – Componentes Y-periódicas do vector do campo de deslocamentos
termocaracterísticos
Υ – Vector do campo de deslocamentos termocaracterísticos de primeira
ordem
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Ξi – Componentes do campo macroestrutural homogeneizado de fluxos su-
perficiais de calor por condução
χmnk – Componentes Y-periódicas do tensor do campo de deslocamentos
característicos
χ – Tensor do campo de deslocamentos característicos de primeira ordem
Ψk – Componentes Y-periódicas do vector dos coeficientes característicos de
dilatação linear efectiva
Ψ – Vector dos coeficientes característicos de dilatação linear efectiva
Ω – Domínio da macroescala
Ωh – Domínio da macroescala associado a um material homogéneo
A.6 Programa mainFRAN
0 – Tensor nulo
A – Matriz de coeficientes
b – Vector de coeficientes independentes de um sistema de equações
B – Matriz global das derivadas parciais das funções de forma, para o campo
de deslocamentos
Be – Função de controlo de esquema de ponto fixo num método de critério de
óptimo
c – Escalar
c – Vector de escalares / Vector de incógnitas do sistema de equações
precondicionado
d – Vector de coeficientes independentes do sistema de equações
precondicionado
Dh – Matriz de elasticidade homogeneizada
ex – Elemento macroestrutural
ey – Elemento microestrutural
e – Erro associado à resolução de um sistema de equações
f – Função objectivo
f0 – Valor inicial da função-objectivo f
fi, fj – Componente do vector de carregamentos globais
f
(k)
i – Função de aproximação do método MMA
fi(x) – Restrição i no método MMA
fv – Fracção volúmica de material
f – Vector de carregamentos
F – Função-objectivo normalizada
FD – Matriz dos vectores de solicitações mecânicas características
Fk – Matriz dos vectores de solicitações termocaracterísticas
Fβ – Vector de solicitações termoelastocaracterísticas
I – Matriz identidade
k – Índice de iteração
k – Matriz de condutividade térmica
kh – Matriz homogeneizada de condutividade térmica
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Kij – Componente da matriz de rigidez global
Km – Subespaço de Krylov de dimensão m
K – Matriz de rigidez global
Li – Dimensões de uma célula representativa unitária paralelipipédica em na
direcção i
Lj – Assimptota móvel inferior da variável xj no método MMA
m, i, j – Vectores de armazenamento CRS
M˜ – Matriz global das derivadas parciais das funções de forma, para o campo
de temperaturas
M – Número de carregamentos múltiplos
n – Número de linhas e colunas de uma matriz quadrada
nn¯ – Número de coeficientes não-nulos de uma matriz
ne – Número de elementos finitos
nΓ – Versor normal exterior a Γ
Ney – Número de elementos microestruturais, i.e. da célula representativa
unitária
Nex – Número de elementos macroestruturais
Oxyz – Referencial de coordenadas globais
Oξηζ – Referencial de coordenadas naturais
p – Penalidade da lei de potência SIMP
p – Vector de direcção de busca do método do gradiente conjugado
P – Carregamento equivalente / Matriz de precondicionamento
r – Resíduo associado à resolução de um sistema de equações
r – Índice de carregamento múltiplo
R¯f – Valor imposto para o raio de um filtro de sensibilidades ou de densidades
s0 – Parâmetro de controlo dos limites de actualização no método MMA
t – Índice de iteração
ta – Vector de tracção superficial
T – Campo de temperatura
T ′ – Vector de gradientes térmicos macroestruturais
T0 – Temperatura de referência
ui – Componente de campo de deslocamentos
u – Vector de deslocamentos
u˜ – Vector de deslocamentos solução do problema de equilíbrio global
Uj – Assimptota móvel superior da variável xj no método MMA
ve – Volume do elemento e
V¯ – Volume prescrito como restrição global
Vex – Volume do elemento macroestrutural ex
V¯Y – Volume total da célula representativa unitária
wp – Penalidade do método de penalidade para imposição de condições de
fronteira
wr – Peso de ponderação do carregamento r
x – Vector solução de um sistema de equações
x∗ – Solução exacta de um sistema de equações
y – Coordenadas microestruturais
Y – Domínio da microescala
·(0) – Grandeza relativa à macroescala
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·(1) – Grandeza relativa à microescala
·e – Relativo a um elemento macroestrutural
·E – Relativo a um elemento macroestrutural
[·]h – Valor homogeneizado
〈·〉ex – Valor médio do elemento macroestrutural ex
α, β – Escalar genérico / Parâmetro escalar do método do gradiente conjugado
αh – Vector homogeneizado dos coeficientes de dilatação térmica
αj – Limite de actualização inferior da variável xj no método MMA
βj – Limite de actualização superior da variável xj no método MMA
βh – Vector homogeneizado dos módulos térmicos
γey – Função de controlo de esquema de ponto fixo num método de critério de
óptimo, relativo ao elemento ey num problema local
Γ – Fronteira de uma célula representativa unitária
εij – Componentes do tensor das deformações
ζ – Limite de actualização (move limit)
θ – Escalar
ι – Parâmetro de controlo de ponderação de sensibilidades
κ – Escalar genérico / Número de condição espectral
λ – Vector de multiplicadores de Lagrange
λ – Multiplicador de Lagrange
Λ – Multiplicador de Lagrange associado à restrição de volume
macroestrutural
μmin – Valor mínimo de densidade microestrutural
Π – Função da sensibilidade local à variação da densidade μ no elemento ey
Πm – Componente mecânica da função da sensibilidade local
Πt – Componente térmica da função da sensibilidade local
ρ – Densidade macroestrutural
ρ – Vector de densidades
σ – Tensor de tensões
Υ – Matriz de deslocamentos termocaracterísticos
χ – Matriz de deslocamentos característicos
ξ – Coeficiente de amortecimento num método de critério de óptimo
Ψ – Vector de coeficientes característicos de dilatação linear efectiva
Ω – Domínio da macroescala / Sólido tridimensional genérico
Ω′ – Subdomínio de Ω
A.7 Discussão de Resultados
dm – Factor de relação entre as propriedades de dois materiais constituintes
dh – Divisão inteira do número de problemas pelo número de processadores
em processamento distribuído
Dh – Matriz homogeneizada de elasticidade
Dhij – Componentes da matriz homogeneizada de elasticidade
ex – Elemento finito da macroescala
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ep – Eficiência do cálculo paralelo
e′p – Eficiência do cálculo paralelo corrigida em processamento distribuído
Eii – Módulo de elasticidade relativo à direcção i
Em – Módulo de elasticidade da matriz / Módulo de elasticidade de um ma-
terial isotrópico genérico
Er – Módulo de elasticidade do reforço
f¯v – Fracção volúmica efectiva
fr – Fracção volúmica de reforço
fv – Fracção volúmica
FD – Matriz dos vectores de solicitações mecânicas características
Fβ – Vector de solicitações termoelastocaracterísticas
Fk – Matriz dos vectores de solicitações termocaracterísticas
g – Restrição genérica
Gij – Módulo de corte relativo às direcções i e j
hopt – Parâmetro de controlo de ponderação em optimização microestrutural
k – Coeficiente de condutividade térmica
km – Coeficiente de condutividade térmica da matriz / Coeficiente de condu-
tividade térmica de um material isotrópico genérico
kr – Coeficiente de condutividade térmica do reforço
K – Designação genérica de rigidez
np – Número de processadores
nh – Número de problemas locais em processamento distribuído
p – Penalidade da lei de potência SIMP
P – Perímetro
q¯ – Fluxo superficiai de calor por condução prescrito
q¯ – Vector de fluxos superficiais de calor por condução prescritos
R¯f – Valor imposto para o raio de um filtro de sensibilidades ou de densidades
s0 – Parâmetro de controlo dos limites de actualização no método MMA
Sp – Speed-up
S′p – Speed-up corrigido em processamento distribuído
Sh – Matriz homogeneizada de flexibilidade
t – Tolerância de convergência no método do gradiente conjugado
T – Temperatura
T¯ – Temperatura prescrita
ΔT – Variação de temperatura
wi – Peso de ponderação em optimização de carregamentos múltiplos
wp – Penalidade do método de penalidade para imposição de condições de
fronteira
wt – Peso do problema térmico em optimização multiobjectivo
α – Coeficiente de expansibilidade térmica / Limite inferior de actualização
do método MMA
αm – Coeficiente de expansibilidade térmica da matriz / Coeficiente de expan-
sibilidade térmica de um material isotrópico genérico
β – Limite superior de actualização do método MMA
ε¯ – Vector de deformações prescritas
ζ – Limite móvel de um método de critério de óptimo (move limit)
λ – Multiplicador de Lagrange associado à restrição local de volume
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Λ – Multiplicador de Lagrange associado à restrição global de volume
νm – Coeficiente de Poisson da matriz / Coeficiente de Poisson de um material
isotrópico genérico
νr – Coeficiente de Poisson do reforço
νij – Coeficiente de Poisson relativo às direcções i e j
μ – Densidade microestrutural
ρ – Densidade macroestrutural
ρmin – Densidade macroestrutural mínima
σ1, σ2 – Tensões principais
σ¯ – Vector de tensões prescritas
Υ – Matriz de deslocamentos termocaracterísticos
χ – Matriz de deslocamentos característicos
Ψ – Vector dos coeficientes característicos de dilatação linear efectiva
A.8 Siglas e Acrónimos
AGP – Advanced Graphics Port
API – Application Programming Interface
ATA – Advanced Technology Attachment
BIOS – Basic Input/Output System.
CAD – Computer-Aided Design
Cell BE – Cell Broadband Engine architecture
CG – Conjugate Gradient
CMP – Chip MultiProcessor
COMA – Cache-Only Memory Architecture
CONLIN – CONvex LINearization
COW – Cluster Of Workstations
CPU – Central Processing Unit
CRU – Célula Representativa Unitária
DHCP – Dynamic Host Configuration Protocol
DNS – Domain Name System
ECA – Embedded Cell Approach
EPD – Estado Plano de Deformação
EPT – Estado Plano de Tensão
ESO – Evolutionary Structural Optimisation
FGM – Functionally Graded Material
FSB – Front Side Bus
GCMMA – Globally Convergent Method of Moving Asymptotes
GL – Grau de Liberdade
GNU – Gnu is Not Linux
GPL – General Public License
GPU – Graphics Processing Unit
GSA – Groung Structure Approach
GSO – Generalized Shape Optimisation
GUI – Graphical User Interface
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H1 – Metodologia de optimização hierárquica (densidades macroestruturais
dependentes)
H2 – Metodologia de homogeneização inversa
H20 – Elemento finito isoparamétrico hexaédrico de 20 nós
H2Q – CRU Hexagonal com elementos quadriláteros
H2T – CRU Hexagonal com elementos triangulares
H3 – Metodologia de optimização hierárquica (densidades macroestruturais
independentes)
H3H – CRU prismática hexagonal com elementos hexaédricos
H3T – CRU prismática hexagonal com elementos tetraédricos
H4 – Metodologia de optimização multiescala com uma única CRU (segundo
H1)
H5 – Metodologia de optimização multiescala com uma única CRU (segundo
H3)
H6 – Metodologia de optimização multiescala desacoplada
H7 – Metodologia de optimização multiescala em subdomínios com actualiza-
ção de densidades macroestruturais
H8 – Metodologia de optimização multiescala em subdomínios com actualiza-
ção de densidades macroestruturais
HEA – Homogeneização por Expansão Assimptótica
HEX – Distribuições hexagonais de reforço
HX8 – Elemento finito isoparamétrico hexaédrico de 8 nós
IANA – Internet Assigned Numbers Authority
IC0 – Factorização Incompleta de Cholesky
IDE – Integrated Drive Electronics
IP – Internet Protocol
ISA – Instruction Set Arquitecture
ISE – Isotropic Solid or Empty ground structures
JAC – Precondicionamento de Jacobi
KKT – Karush-Kuhn-Tucker
LAN – Local Area Network
LO – Layout Optimisation
LSI – Large-Scale Integration
M1 – Malha estruturada de 15 × 5 quadriláteros utilizada na resolução do
problema MBB
M2 – Malha estruturada de 30 × 10 quadriláteros utilizada na resolução pro-
blema MBB
M3 – Malha estruturada de 60 × 20 quadriláteros utilizada na resolução do
problema MBB
M4 – Malha estruturada de 120 × 40 quadriláteros utilizada na resolução do
problema MBB
M5 – Malha estruturada de 240 × 80 quadriláteros utilizada na resolução do
problema MBB
MAC – Media Access Control
MBB – Problema de optimização topológica (empresa Messerschmidt-Bälkow-
Blohm)
MEF – Método dos Elementos Finitos
MFA – Mean Field Approaches
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MFC – Multi-Freedom Constraints
MH1 – Malha estruturada de 15× 5 quadriláteros utilizada na resolução hierár-
quica do problema MBB
MH2 – Malha estruturada de 30 × 10 quadriláteros utilizada na resolução hie-
rárquica do problema MBB
MH3 – Malha estruturada de 45 × 15 quadriláteros utilizada na resolução hie-
rárquica do problema MBB
MIEM – Mestrado Integrado em Engenharia Mecânica
MIMD – Multiple Instruction streams/Multiple Data streams
MISD – Multiple Instruction streams/Single Data stream
MMA – Method of Moving Asymptotes
MPI – Message-Passing Interface
MPICH – Message-Passing Interface Chameleon
MPP – Massive Parallel Processors
MPPA – Massively Parallel Processor Array
MSI – Medium-Scale Integration
NFS – Network File System
NIS – Network Information System
NORMA – NOn-Remote Memory Access
NTP – Network Time Protocol
NUMA – Non-Uniform Memory Access
NURBS – Non-Uniform Rational Basis Spline
OC – Optimality Criteria
OpenMP – Open Multi-Processing
OS – Operating System
P2Q – CRU rectangular com elementos quadriláteros
P2T – CRU rectangular com elementos triangulares
P3H – CRU Paralelipipédica com elementos hexaédricos
P3T – CRU Paralelipipédica com elementos tetraédricos
PARCONG – PARallel CONjugate Gradient solver
PATA – Parallel ATA
PC – Personal Computer
PCG – Preconditioned Conjugate Gradient
PCI – Peripheral Component Interconnect
PL – Programação Linear
PLS – Programação Linear Sequencial
PMA – Periodic Microfield Approaches
PQS – Programação Quadrática Sequencial
PVM – Parallel Virtual Machine
PXE – Pre-eXecution Environment
QD4 – Elemento finito isoparamétrico quadrilátero de 4 nós
QD8 – Elemento finito isoparamétrico quadrilátero de 8 nós
QD9 – Elemento finito isoparamétrico quadrilátero de 4 nós
RAID – Redundant Array of Inexpensive Disks ou Redundant Array of Indepen-
dent Drives
RAM – Random Access Memory
ROM – Read-Only Memory
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SAN – System Area Network ou Storage Area Network
SATA – Serial ATA
SCSI – Small Computer System Interface
SERA – Sequential Element Rejections and Admissions
SFC – Single-Freedom Constraints
SIMD – Single Instruction stream/Multiple Data streams
SIMP – Solid Isotropic Material with Penalisation
SISD – Single Instruction stream/Single Data stream
SMP – Symmetric MultiProcessing
SO – Structural Optimisation
SP – Sem Precondicionamento
SPMD – Single Program-Multiple Data
SQR – Distribuições quadradas de reforço
SSI – Small-Scale Integration
SSOR – Symmetric Successive Over-Relaxation
T10 – Elemento finito isoparamétrico tetraédrico de 10 nós
TCP – Transmission Control Protocol
TR3 – Elemento finito isoparamétrico triangular de 3 nós
TT4 – Elemento finito isoparamétrico tetraédrico de 4 nós
TTY – Derivado de TeleTYpewriter
UC – Unidade de Controlo
UMA – Uniform Memory Access
UP – Unidade de Processamento
UPS – Uninterruptible Power Supply ou Uninterruptible Power Source
USB – Universal Serial Bus
VBM – Variational Bounding Methods
VLSI – Ultra-Large-Scale Integration
VLSI – Very-Large-Scale Integration
YaST – Yet another Setup Tool
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Apêndice B
Estratégias de Optimização
Topológica Multiescala em
Subdomínios
B.1 Introdução
Tomando por base uma estrutura semelhante à apresentada nas Secções 6.4.1 e 6.4.2, apresentam-se
nas secções seguintes alguns pontos relevantes no esclarecimento da formulação e da implementação
da metodologias de optimização topológica multiescala por subdomínios (H7) desenvolvida neste
trabalho. São ainda tecidas algumas considerações relativamente à metodologia de optimização
topológica multiescala desacoplada (H6).
B.2 Formulação do Problema em Elasticidade Linear
Considere-se que o domínio macroestrutural Ω se divide num número finito de subdomínios Ωq,
q = 1, . . . , Q, tais que Ω = ∪Qq=1Ωq e Ωi ∩ Ωj = ∅ , ∀i = j. Cada um destes subdomínios tem
propriedades de material constantes. O problema de optimização por subdomínios pode então
escrever-se como [Bendsøe 1995]
max
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
min
u∈U
[
1
2
Q∑
q=1
Φ¯(ρ,u)−
(∫
Ω
b · udΩ +
∫
ΓNu
t¯ · udΓ
)]
, (B.1)
onde u é o campo de deslocamentos no equilíbrio, que minimiza a energia potencial. ρ é a variável
de densidade macroscópica. Esta forma difere da utilizada para a formulação hierárquica pelo facto
de se considerar as propriedades do material constantes em cada subdomínio q. Isto corresponde
a um número de problemas locais equivalente ao número de subdomínios. A função de energia de
deformação óptima Φ¯(ρ,u) corresponde à solução do problema local (microescala) do subdomínio
Ωq e é definida como
Φ¯(ρ,u) = max
μ(x,y)
0≤μ(x,y)≤1∫
Y
μ(x,y)dY=ρ(x)
[
Dhijkl(μ)
∫
Ωq
εij(u)εkl(u)dΩ
]
. (B.2)
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Assim, o tensor constitutivo Dh é constante em todo o subdomínio Ωq. Esta equação pode ainda
escrever-se, por uma questão de conveniência, como
Φ¯(ρ,u) = max
μ(x,y)
0≤μ(x,y)≤1∫
Y
μ(x,y)dY=ρ(x)
[
Dhijkl(μ) S¯ijkl(u)
]
, com (B.3)
S¯ijkl(u) =
∫
Ωq
εij(u)εkl(u)dΩ . (B.4)
A grandeza S¯ [Bendsøe 1995] é o integral dos produtos diádicos εij(u)εkl(u) no subdomínio Ωq.
À semelhança do problema de optimização hierárquica, o problema de subdomínios apresentado
pode também escrever-se como (vd. Eq. 6.57)
min
ρ(x)
0≤ρ(x)≤1∫
Ω
ρ(x)dΩ≤V
Ku=f
[
1
2
Q∑
q=1
Φ¯(ρ,u)
]
, (B.5)
correspondente à minimização da energia de deformação elástica, sendo equivalente, no equilíbrio,
à minimização do trabalho das forças externas. Esta formulação permite ainda a inclusão de
diferentes estratégias de ponderação no operador S¯ijkl . Nestes casos, pode passar a designar-se o
problema de minimização da energia de deformação como problema de minimização de uma média
ponderada da energia de deformação. Aqui, S¯ijkl pode redefinir-se de diversas outras formas,
utilizando diferentes ponderações para numericamente controlar a tendência e o comportamento
geral do problema, como
S¯′ijkl(u) =
∫
Ωq
ι εij(u)εkl(u)dΩ (B.6)
onde ι é um parâmetro genérico de ponderação que pode ser definido para relacionar parcelas de
influência ιx com os correspondentes valores totais ιΩ, sendo ι = ιxιΩ . A utilização deste parâmetro
permite controlar de forma mais flexível a forma como o comportamento efectivo da estrutura
influencia o comportamento local.
Em termos numéricos, um aspecto interessante desta metodologia é ainda o facto de poder
degenerar em dois casos-limite apresentados neste trabalho. Por um lado, se o número de domínios
for Q = 1, a densidade macroestrutural é constante e existe apenas um problema local, passando
a ser equivalente às metodologias H4/H5. Alternativamente, se o número de domínios for igual ao
número de elementos finitos macroestruturais, Q = nex , passa a comportar-se como a optimização
hierárquica, com um problema local por cada elemento finito macroestrutural. Refira-se ainda que
a formulação aqui apresentada para a optimização multiescala em subdomínios poderá também ser
adoptada no caso de optimização multiescala desacoplada abordada neste trabalho (vd. Sec. 6.5),
definida como metodologia H6. Considera-se então um domínio apenas e o integral dos produtos
diádicos S¯ deve integrar também a densidade macroestrutural penalizada. Adicionalmente, o
problema passa a ter apenas um acoplamento fraco, já que as restrições de volume de cada uma
das escalas são desacopladas e as respectivas variáveis de densidade deixam de ter dependência
directa, mantendo-se, no entanto, a influência constitutiva do problema microestrutural sobre o
macroestrutural. Como referido anteriormente, salienta-se o facto de esta abordagem permitir a
obtenção de uma topologia macroestrutural discreta, constituída por uma determinada fracção
volúmica de domínio ocupado por um dado material óptimo. Na realidade, em termos físicos,
o problema macroestrutural corresponde a uma estratégia em tudo semelhante ao caso geral de
optimização topológica com um material isotrópico ou com um material com uma microestrutura
prescrita. No entanto, a topologia deste material é optimizada em simultâneo.
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O procedimento para a determinação das condições de óptimo do problema de optimização
por subdomínios é idêntico ao apresentado na Secção 6.4.2. Assim, o lagrangiano aumentado do
problema global B.1 pode definir-se como
L = min
u∈U
[
1
2
Q∑
q=1
Φ¯(ρ,u)−
(∫
Ω
b · udΩ +
∫
ΓNu
t¯ · udΓ
)]
(B.7)
− 1
2c
{[
max
{
0,Λ+ c
(∫
Ω
ρdΩ− V
)}]2
− Λ2
}
,
onde c é o parâmetro de penalidade e Λ ≥ 0 é o multiplicador de Lagrange associado à restrição
global de desigualdade. Tomando u˜ como o campo de deslocamentos que é solução do problema
de equilíbrio global, a condição de estacionariedade relativamente à variável de optimização ρ(x)
define-se como
1
2
∂Φ¯(ρ, u˜)
∂ρ
= max
[
0,Λ + c
(∫
Ω
ρdΩ− V
)]
, ∀x ∈ Ω , (B.8)
em pontos onde ρ tem valores intermédios (ρ ∈]0, 1[). Nos extremos, a condição passa a ser definida
com uma desigualdade (≤ quando ρ = 0 e ≥ quando ρ = 1) [Rodrigues et al. 2002,Coelho 2009].
Note-se, no entanto, que estes extremos correspondem a pontos onde não é necessário resolver o
problema local, correspondendo respectivamente ao material original (D = D0) ou à ausência de
material (D = 0). Por sua vez, a estacionariedade relativamente ao multiplicador de Lagrange
conduz a
Λ = max
[
0,Λ+ c
(∫
Ω
ρdΩ− V
)]
. (B.9)
A condição B.9 implica o cumprimento da restrição global de volume. Por sua vez, a condição B.8
traduz a estabilidade do multiplicador de Lagrange Λ no equilíbrio e na solução óptima, significando
neste caso que a derivada da função densidade de energia relativamente às densidades globais é
constante para qualquer x (com 0 < ρ < 1) [Rodrigues et al. 2002,Coelho et al. 2008b].
A função lagrangiana do problema local (Eq. B.3), por sua vez, pode escrever-se como
L =
[
Dhijkl(μ)S¯ijkl(u˜)
]
− λ(x˜)
[∫
Y (x˜)
μdy − ρ(x˜)
]
. (B.10)
Este lagrangiano é definido em cada x ∈ Ω e o multiplicador λ é associado à restrição de volume
local, que relaciona os campos de densidade local μ com o valor global de densidade em cada
ponto (ρ(x)). Por sua vez, S¯ijkl(u˜) são as componentes de S¯ associadas aos deslocamentos u˜ no
equilíbrio em x˜. À semelhança do realizado com o lagrangiano global, define-se a condição de
estacionariedade relativamente à variável microestrutural μ como
∂Dhijkl(μ)
∂μ
S¯ijkl(u˜) = λ(x˜) , ∀y ∈ Y (x˜) , com 0 < μ < 1 , (B.11)
onde ∂D
h
ijkl(μ)
∂μ equivale à definição apresentada na equação 6.63 e corresponde às sensibilidades do
tensor homogeneizado de elasticidade, Dh, relativamente à variação de μ. Tal como no problema
global, nos extremos estas condições tomam as desigualdades descritas anteriormente. A condição
definida em B.11 deve ser satisfeita, para cada x em Ω, em qualquer y da célula unitária.
O lagrangiano B.10 corresponde ao problema local definido pela função-objectivo Φ¯(ρ, u˜) (vd.
Eq. B.2) no ponto óptimo. Estabelecendo a condição de estacionariedade relativamente à densidade
global ρ, verifica-se que no óptimo x˜
∂Φ¯(ρ, u˜)
∂ρ
= λ(x˜) , ∀x˜ ∈ Ω . (B.12)
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Substituindo na equação B.8 verifica-se que
λ(x) = 2max
[
0,Λ+ c
(∫
Ω
ρdΩ− V
)]
, ∀x ∈ Ω , com 0 < ρ < 1 . (B.13)
Note-se que, enquanto λ(x) é uma função, o segundo membro da equação anterior é constante em
Ω (0 < ρ < 1) [Coelho 2009]. Assim, verifica-se que no ponto óptimo o multiplicador de Lagrange
da restrição local será constante em todo o domínio macroestrutural. Associando os resultados
anteriores, verifica-se ainda que condição de estacionariedade B.11 pode ser ainda escrita como
∂Dhijkl(μ)
∂μ
S¯ijkl(u˜) = λ(x˜) = 2Λ , ∀y ∈ Y (x˜) , com 0 < μ < 1 , (B.14)
relacionando assim as condições de óptimo das diferentes escalas. Salienta-se ainda o facto de
esta relação entre condições de óptimo de ambas as escalas não ser válida no caso de optimização
topológica multiescala desacoplada, traduzindo o acoplamento fraco deste problema. Os problemas
global e local têm neste caso restrições de volume independentes, tal como as variáveis de densidade
ρ e μ, deixando de ser válidas as condições definidas na equação B.12 e seguintes.
As condições estabelecidas são directamente extrapoláveis para a definição dos restantes ti-
pos de problema abordados neste trabalho. Adicionalmente, o cálculo numérico de sensibilidades
apresentado na expressão 7.69 pode também definir-se como
Π =
∂〈Dhijkl(μ)〉Ωq
∂μ(y)
N∑
e=1
Vex
VΩ
[
〈εij(u˜)〉ex〈εkl(u˜)〉ex
]
. (B.15)
〈Dhijkl(μ)〉 corresponde à matriz constitutiva homogeneizada da topologia local óptima calculada,
única para o subdomínio Ωq considerado, N = Nex∈Ωq ao número de elementos finitos pertencentes
ao subdomínio e 〈εij(u˜)〉ex à média das deformações globais no elemento finito macroestrutural ex.
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Apêndice C
Cluster Beowulf — Arquitectura de
Nós, Rede e Periféricos
C.1 Arquitectura de Nós
Um cluster consiste num conjunto de máquinas – nós do sistema – constituídas por processador,
memória e eventualmente unidades de armazenamento de dados e periféricos, interligadas de modo
a executar tarefas de uma forma cooperativa. Genericamente, cada nó pode ser uma máquina
do tipo uniprocessador ou uma máquina SMP (Symmetric MultiProcessing), como, por exemplo,
processadores multinúcleo actuais. Os clusters do tipo Beowulf, no entanto, são habitualmente
computadores pessoais (PC – Personal Computer), com hardware off-the-shelf, ou seja, com com-
ponentes comuns, disponíveis no mercado da informática pessoal. Os principais componentes são
descritos de forma resumida nas secções seguintes.
Cada nó é responsável pelo ambiente e pelo sistema operativo necessários para o processamento
das tarefas associadas a um dado programa paralelo que lhe são alocadas. As condições necessárias
são garantidas por um conjunto de componentes. Cada aplicação é efectivamente executada num
processador. Este armazena dados sob a forma de registos binários na sua memória cache e
memória RAM (Random Access Memory). As aplicações usam também componentes periféricos,
como armazenamento permanente ou redes de comunicação, para tarefas “não-computacionais”.
Todos os sistemas periféricos comunicam directamente com a memória RAM, onde o processador
tem acesso aos dados necessários. Neste sentido, as diversas aplicações podem ser caracterizadas
segundo as seguintes operações essenciais:
• Execução de instruções – operando com dados em registos e armazenando os resultados em
novos registos, processados pelo CPU (Central Processing Unit);
• Carregamento de registos – carregar dados a partir da memória ou cache do processador
para registos do processador para facilitar a execução da instrução, envolvendo o CPU, o
front-side bus e a memória de sistema;
• Uso de periféricos – cópia de dados através de um barramento (bus) I/O, i.e. input/output,
para ou da memória principal para permitir que tarefas “não-computacionais” ocorram, envol-
vendo o componente periférico, barramento I/O e a sua interface com a memória de sistema,
e a própria memória de sistema.
As diferentes partes de um computador pessoal, intervenientes nestas operações, são descritas nos
parágrafos seguintes.
O processador é a unidade principal de processamento de um computador, responsável pela
execução das instruções. Note-se que cada nó pode ter mais que um processador, operando em
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modo SMP. O nível mais baixo de codificação binária das instruções e acções executadas num
processador são determinadas pela sua arquitectura ISA (Instruction Set Arquitecture). As ISA
mais comuns em nós de clusters Beowulf actuais são as IA32 ou X86, e X86-64. Um determinado
processador funciona a uma dada velocidade/frequência de relógio, relativa à frequência com que
consegue executar instruções individuais. Apesar de ser um dos factores primordiais na avalia-
ção de desempenho de processadores, note-se que a velocidade de relógio nem sempre pode ser
directamente comparada. Processadores com diferentes velocidades de relógio podem ter desem-
penhos idênticos para determinadas tarefas. Da mesma forma, dois processadores com a mesma
velocidade podem ter desempenhos muito diferentes. A avaliação da velocidade de um processador
actual traz contudo diversas complexidades adicionais. Por um lado, os núcleos de processadores
actuais são capazes de executar múltiplas instruções em simultâneo (multithreading). Por outro
lado, os processadores actuais têm múltiplos núcleos (multicore), permitindo processamento para-
lelo de memória partilhada e originando algumas dificuldades de comparação com processadores
de velocidade de relógio semelhante, mas funcionamento puramente em série. Assim, qualquer
processador tem uma velocidade máxima teórica, determinada pela frequência de relógio, ISA e
funcionamento dos diferentes componentes do processador. Esta velocidade é medida em flops1
(Floating-Point Operations per Second). Tanto as instruções quanto os dados que passam pelo
processador constituem informação trocada com a memória RAM. A memória RAM funciona a
uma frequência muito inferior, normalmente medida em centenas de Hz, pelo que o funcionamento
do processador é muitas vezes limitado pela velocidade de escrita e leitura na memória. Esta tran-
sição é atenuada pela memória cache do processador. Esta é uma pequena quantidade de memória
rápida directamente ligada ao processador. Quando dados são copiados da RAM para utilização
no processador são também armazenados na sua cache. Se for necessário utilizá-los novamente, o
acesso é feito pelo processador directamente a esta memória. Isto leva a que diversas aplicações
sejam condicionadas de modo a optimizar a troca de informação entre processador e memória em
blocos que tirem partido da velocidade extra da cache. Com a evolução das velocidades dos proces-
sadores, a memória cache foi ainda dividida em níveis. Assim, é comum um processador ter cache
de níveis L1, L2 e em alguns casos L3, numa sequência de dimensão crescente, menor desempenho
e maior distância relativamente ao processador. Refira-se ainda que a cache de acesso mais ime-
diato (L1) pode estar dividida em dois níveis, um de dados e outro de instruções. A quantidade
(e configuração) de memória rápida associada a um processador é um factor determinante na sua
velocidade efectiva. Por sua vez, a memória RAM do sistema é uma memória de armazenamento
temporário, usada para armazenar dados e instruções. As instruções correspondem a operações
efectivas executadas pelo processador, enquanto os dados podem ter diversas origens, desde o pro-
cessador a controladores de diversos periféricos. Tanto as instruções quanto os dados constituem
informações necessárias ao funcionamento do processador, pelo que é este que faz a utilização mais
intensiva da memória através do barramento de memória. Os barramentos de memória operam
tipicamente a frequências entre 100 MHz e 800 MHz, e são habitualmente designados de barra-
mento frontal (FSB — Front Side Bus). Devido à diferença entre a velocidade do processador e a
velocidade da memória, o FSB funciona como um dos maiores estrangulamentos ao desempenho.
Tal como acontece nas comunicações via rede, os dois indicadores de desempenho do barramento
de memória são a largura de banda e a latência de comunicação. A primeira diz respeito à quanti-
dade de dados que pode ser trocada em simultâneo entre o processador e os circuitos da memória
principal. A segunda diz respeito ao tempo efectivo de transporte de informação entre estes dois
elementos. Note-se ainda que, idealmente, todo o bloco de dados a serem usados pelo processador
numa dada aplicação deve estar armazenado na memória RAM. A alternativa, responsável por
declínio acentuado de desempenho, é utilizar armazenamento em disco. Este armazenamento é
prejudicial quer se for explícito (armazenamento efectivo de dados) quer se for implícito (como
memória virtual, para colmatar limitações de espaço da memória RAM). Esta questão determina
dimensão máxima do problema que pode ser resolvido em cada nó de forma eficiente.
1Uma calculadora básica de 4 operações tem um desempenho da ordem dos 10 flops, enquanto que um processador
de última geração, como o Intel Core i7 965 XE, pode realizar mais de 70 Gflops com dupla precisão.
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A memória é ligada aos periféricos por barramentos I/O. Estes periféricos podem ser desde
controladores de vídeo a controladores de rede ou USB (Universal Serial Bus). Cada máquina
tem diversos barramentos deste tipo, cada um ligado à memória por uma ponte (bridge). Sendo
I/O uma das tarefas mais comuns num computador, este subsistema é parte integral de qualquer
sistema computacional e é suportado pela placa-mãe (motherboard). A motherboard é um cir-
cuito integrado que contém a maioria dos componentes de um PC e a sua ligação, fornecendo a
infra-estrutura física e lógica para a integração de cada subsistema. Este componente, como parte
integrante do funcionamento de todos os outros, é determinante no funcionamento e desempenho
de cada nó. Com a excepção do processador, a escolha da motherboard é a decisão mais importante
para determinar as características de um nó. A integração dos diversos sistemas é feita através de
diversos sockets e ligações, e funcionam como condicionantes para a escolha do processador, me-
mória, etc. Refira-se que tanto o barramento de RAM quanto todos os barramentos I/O são parte
integrante da motherboard. A combinação dos elementos lógicos que definem o seu funcionamento é
designada de chipset, que aparece dividido em duas partições lógicas. A ponte norte (northbridge)
é responsável pelo front side bus, que faz a ligação ao barramento da memória RAM, processador e
AGP (Advanced Graphics Port) ou PCI (Peripheral Component Interconnect) express. Estas estão
colocadas na northbridge para garantir o acesso privilegiado à memória RAM, razão pela qual sur-
gem cada vez mais opções de integração dos processadores gráficos em operações de processamento.
A ponte sul (southbridge) não está ligada directamente ao processador, e contém os barramentos
I/O e qualquer periférico incluído, como controladores de disco ou portas USB. Um conjunto de
portas particularmente importante na southbridge são as portas PCI, usadas para diversos tipos de
placas de expansão e controladores, incluindo placas de rede. Refira-se ainda que, por questões de
acesso rápido à memória, existem várias tecnologias de rede que usam portas PCI Express ligadas
à northbridge (e.g. 10 Gbit Ethernet). As tecnologias de rede são elementos preponderantes no
desempenho de um cluster, pelo que serão abordadas em maior detalhe na secção seguinte. Inte-
grado na motherboard surge o BIOS (Basic Input/Output System). O BIOS é o bloco de software
que inicia todos os sistemas de hardware até um estado em que o OS (Operating System) possa
ser iniciado e assuma o controlo. É o primeiro software a ser executado, iniciando normalmente
com uma avaliação do seu funcionamento, e verificação de memória e sistemas principais. Executa
ainda código de iniciação presente nos periféricos, garantindo o seu correcto arranque. Refira-se
ainda que o BIOS se encontra armazenado num circuito de memória ROM (Read-Only Memory).
Depois da iniciação do sistema, o BIOS procura um dispositivo de arranque do sistema operativo,
normalmente um dispositivo de armazenamento permanente (e.g. disco rígido ou disco óptico).
Sendo uma opção pouco usada em computadores pessoais, num nó cliente de um cluster Beowulf
é também comum a utilização de configurações PXE (Pre-eXecution Environment). Este é um
sistema em que o sistema operativo de um nó arranca com base numa configuração fornecida por
rede e numa imagem de arranque. Este sistema resulta da combinação de dois sistemas de rede co-
muns. Em primeiro lugar, o nó faz uma procura DHCP2 (Dynamic Host Configuration Protocol).
O servidor retorna um endereço IP (Internet Protocol), parâmetros adicionais de configuração e
uma imagem de arranque do OS. A maioria das máquinas actuais suporta esta opção e muitos
sistemas de gestão de clusters tiram proveito disto para a instalação e configuração de nós. Esta
opção é essencialmente implementada por BIOS em motherboards com controladores integrados
de Ethernet ou controladores externos com firmware compatível. Existe ainda a opção de licença
GPL (General Public License) chamada coreboot (anteriormente designada de LinuxBIOS). Esta é
uma implementação específica de BIOS, baseada num kernel Linux, que executa uma iniciação de
hardware seguida da execução da componente lógica. Para além de tempos de arranque mais redu-
zidos, permite a configuração directa da BIOS e a execução directa de procedimentos, ou mesmo a
integração do kernel de alguns sistemas operativos. À excepção da BIOS, todos os dados armaze-
nados em memória são perdidos quando o computador é reiniciado ou desligado. Para armazenar
memória de modo persistente é necessário recorrer a um meio de armazenamento fixo, não-volátil.
2O DHCP é um protocolo do serviço TCP/IP que fornece a configuração dinâmica e remota de endereços IP e
outros parâmetros, e a configuração de rede para terminais cliente.
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Tipicamente, mesmo dados da memória RAM são armazenados em disco quando as aplicações
não os estão a utilizar, sendo transferida de novo quando necessário. A maioria dos clusters têm
algum tipo de armazenamento persistente, normalmente um disco rígido, em cada nó, assim como
algum tipo de armazenamento central (e.g. o disco do servidor). Discos rígidos são sistemas de
armazenamento magnético, geridos por um controlador e ligados por algum tipo de barramento.
Fisicamente, contêm vários discos em rotação e a leitura e a escrita de dados é optimizada de forma
a corresponder à geometria do discos que resulte num melhor desempenho colectivo. Contêm ainda
memória cache própria, de modo a evitar procedimentos redundantes. Os barramentos típicos são
IDE/ATA (Integrated Drive Electronics/Advanced Technology Attachment), SCSI (Small Compu-
ter System Interface) e Serial ATA. Durante muito tempo, os discos IDE foram os mais comuns.
Os discos SCSI são tipicamente utilizados em servidores pelo facto de funcionarem a velocidades
mais elevadas. Este acréscimo de velocidade é maioritariamente responsabilidade de barramentos
específicos, que suportam mais dispositivos e funcionam a velocidades superiores. Actualmente, os
discos mais comuns são Serial ATA ou S-ATA, substituindo os controladores IDE na maioria das
motherboards de PC actuais. A definição IDE, originalmente designada de ATA, foi renomeada
de Parallel ATA (P-ATA) depois da introdução do padrão de armazenamento S-ATA. A maior
diferença entre estes dois padrões, como a designação indica, é a utilização de barramentos séries
em vez dos barramentos paralelos usados nos discos P-ATA e SCSI. As velocidades de transferência
são mais elevadas, para além da utilização de cablagens mais pequenas permitir melhorias de acon-
dicionamento. Em muitos casos, este padrão não traz necessariamente vantagens em termos de
desempenho, já que continua limitado pela velocidade intrínseca dos discos, que não permitem tirar
partido do barramento mais rápido. Refira-se que qualquer um dos padrões referidos utiliza discos
com essencialmente a mesma tecnologia. A avaliação do seu desempenho depende largamente da
velocidade de rotação dos discos. Quanto maior for a velocidade de rotação, menor será a latência
e maior a largura de banda das comunicações associadas. Outro factor relevante no desempenho de
um disco rígido é a dimensão da cache do controlador. É também comum em clusters a utilização
da tecnologia RAID (Redundant Array of Inexpensive Disks ou Redundant Array of Independent
Drives). Esta consiste numa forma de agregação das características e do desempenho de vários
discos individuais. Este sistema é usado como se um disco único se tratasse, sendo várias as razões
para a sua utilização. Por um lado, surge a possibilidade de ganho em desempenho no acesso ao
disco, já que o desempenho de múltiplos discos será melhor que o desempenho de um disco isolado.
Adicionalmente, o armazenamento é normalmente redundante, o que permite o funcionamento
correcto do sistema mesmo em caso de falhas de disco e fornece segurança suplementar no caso de
perda isolada de informação. Estas soluções podem ser implementadas por software, com drivers
específicos, ou por hardware, recorrendo a um controlador RAID, um processador para a gestão de
funções RAID e eventualmente um ligação SAN (Storage Area Network3). As configurações por
software tendem a ser mais flexíveis e menos dispendiosas, mas podem consumir recursos compu-
tacionais significativos, visto a gestão de funções RAID ser suportada pelo processador. Este tipo
de armazenamento é normalmente utilizado em nós armazenamento. Faz ainda sentido referir o
armazenamento remoto. Este tipo de armazenamento, cuja utilização efectiva e suporte físico são
idênticos ao armazenamento local, difere essencialmente na camada de transmissão de dados. No
armazenamento remoto, a informação é transmitida via rede de comunicações (dedicada ou não)
para o espaço de armazenamento central. Os protocolos mais comuns em clusters são sistemas NFS
(Network File System). Diferem dos sistemas de armazenamento persistente anteriores no meio
físico de comunicação e no formato de informação enviada, sendo neste caso utilizados formatos
específicos do OS em vez de blocos de memória.
Um componente importante em qualquer computador pessoal é a placa gráfica. Este dispositivo
3Uma Storage Area Network é essencialmente uma System Area Network dedicada para a troca de dados com
dispositivos de armazenamento não-volátil.
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tem a função de fazer o rendering4 do estado actual do GUI (Graphical User Interface) do sistema
operativo e programas em utilização, e a sua transmissão para um monitor. Os utilizadores de
um cluster, no entanto, interagem com as ferramentas computacionais de forma diferente. Sendo
o acesso remoto o mais comum, as placas gráficas tornam-se elementos de reduzida importância.
Mesmo numa utilização local, tipicamente apenas no servidor é utilizado um GUI e essencialmente
para tarefas de gestão. O maior campo de aplicação efectiva das placas gráficas dos diversos nós
de um cluster surge em visualização de grandes formatos, nomeadamente de tiled displays. Nestes
casos, o output de várias placas gráficas é usado em paralelo para resultar em imagens de elevada
resolução, em que cada nó fornece a sua parte de uma imagem que seria impossível de obter com
um único dispositivo. Note-se, no entanto, que surgem actualmente diversas aplicações em que
o elevado desempenho da geração actual de processadores gráficos (GPU – Graphics Processing
Units) pode ser utilizado para executar tarefas de processamento dedicado.
Convém ainda salientar que um aspecto importante na construção de um cluster Beowulf ou
qualquer sistema de computação paralela diz respeito à arrumação e ao acondicionamento. As
configurações mais comuns oscilam entre caixas de PC em estantes e organização densa com caixas
tipo gaveta (em racks). Os factores mais relevantes neste aspecto são a relação entre o espaço
disponível e a dimensão do sistema, e o arrefecimento. Em clusters Beowulf de Classe I, baseados
em computadores pessoais, é comum a utilização de caixas do tipo torre. Neste caso, devido às
suas dimensões e ao espaço vazio no seu interior, o arrefecimento é normalmente mais simples. As
configurações em rack surgem em produtos de Classe II. São nós de perfil muito baixo, empilhados
em estruturas dedicadas. Esta opção fornece boa acessibilidade e facilidade de manutenção, mas,
devido à maior densidade, obriga a maiores cuidados com o arrefecimento. Um pouco mais longe
da filosofia Beowulf, surge o limite da configuração rack, com os servidores blade. Neste caso,
os componentes de cada nó são agrupados em lâminas de forma a serem tão compactos quanto
possível. Em muitos casos, componentes como a fonte de alimentação são comuns a vários nós.
Apesar da elevada densidade atingida, os componentes são normalmente mais especializados. A
sequência apresentada é também representativa em termos de custos.
C.2 Rede e Periféricos
Ao falar de redes associadas a sistemas de computação paralela e distribuída, especialmente siste-
mas de multicomputadores que funcionam como uma única máquina, como os clusters Beowulf,
é forçoso distinguir redes internas de redes externas, i.e. LAN (Local Area Network) interna e
externa5.
A tecnologia de comunicação mais comum em redes locais (LAN) de clusters Beowulf é a Ether-
net6. Esta rede baseia-se na transmissão de blocos de dados, especificando o protocolo da camada
física e da camada controlo MAC (Media Access Control). Cada ponto da rede tem um endereço
próprio, uma sequência de 48 bits normalmente apresentada em formato hexadecimal e conhecida
como MAC-address. Segundo o protocolo global de comunicações TCP/IP (Transmission Control
Protocol/Internet Protocol), a cada endereço MAC corresponde um endereço IP para identificação
na rede. Sendo o padrão mais comum para redes locais de transmissão física, existe actualmente
com os padrões 10Base-T Ethernet (IEEE 802.3 – 10 MBit/s), Fast Ethernet (IEEE 802.3u –
100 MBit/s), Gigabit Ethernet (IEEE 802.3z – 1 GBit/s) e 10 Gigabit Ethernet (IEEE 802.3ae
– 10 GBit/s). Em termos de utilização na LAN interna de um cluster, é forçoso ter em atenção
o desempenho da rede de comunicação e o seu inpacto no desempenho global de comunicação,
4Não existindo uma tradução inequívoca do termo em português, rendering é globalmente aceite como o pro-
cesso que permite processar a informação necessária para produzir um mapa de bits (imagem de tipo raster) para
visualização.
5Com determinados tipos de rede (e.g. Myrnet) é comum designar a rede interna de SAN (System Area Network).
6Originalmente, a rede Ethernet foi criada para transmissão através de cabo coaxial partilhado. A sua designação
vem de um paralelismo feito com as transmissões de rádio, em que todas as emissões partilham um meio único, que,
por associação à designação clássica de éter (ether) para o ar, deu origem ao nome Ethernet.
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pelo que a largura de banda deve ser elevada e a latência reduzida. Assim, para além de serem
comuns redes Fast Ethernet em aplicações gerais, larguras de banda inferiores a 100 MBit/s não
fazem sentido em aplicações de comunicações intensivas. Estando a sua aplicação perfeitamente
difundida, é indicada a utilização de redes com largura de banda de 1 GBit/s ou superior. A
utilização de Gigabit Ethernet BASE-T (designação atribuída ao protocolo Gigabit Ethernet com
cablagem de cobre de categoria 5e ou 6, cabos de elevado desempenho) é o padrão actual em
clusters Beowulf. Refira-se ainda que a utilização de rede 10-Gigabit Ethernet é ainda reduzida a
aplicações específicas, já que, apesar da largura de banda elevada, permite apenas comunicações
ponto-a-ponto.
Inicialmente, as redes Ethernet partilhavam literalmente um cabo coaxial onde todos os dispo-
sitivos de rede se ligavam. Esta configuração levava a que qualquer defeito parasse toda a rede.
Além disso, qualquer informação enviada era recebida por todos os computadores, independen-
temente do destinatário. Apesar das placas serem normalmente configuradas para descartar a
informação destinada a outros endereços, esta topologia de rede (topologia física em anel) criava
grandes problemas em termos de segurança e desempenho, já que a largura de banda era totalmente
partilhada. A solução para estas limitações, mantendo o protocolo-base, surge com os concentra-
dores de rede (hubs) Ethernet, criando uma topologia física em estrela. Com esta configuração,
os diferentes dispositivos enviam os dados e estes passam forçosamente pelo hub. Daqui, os dados
são enviados a um backbone7 ou outros segmentos de rede. Os hubs, no entanto, têm limitações.
Uma das principais é o facto de permitirem colisões, pelo que as redes com esta configuração ge-
ram erros de comunicação crescentes com o nível de tráfego. A probabilidade de ocorrência de
colisões é proporcional ao número de transmissões e ao volume de dados enviados, pelo que a rede
se pode tornar congestionada em utilizações mais intensivas. A solução para esta limitação, parti-
cularmente importante na aplicação aqui em análise, reside na utilização de comutadores de rede
(switches) Ethernet, transformando-se uma ligação half-duplex em full-duplex. Estes comutadores,
apesar de a rede se manter idêntica, permitem uma maior largura de banda e cablagem simpli-
ficada. Apesar de estas redes manterem uma topologia física em estrela, a comutação realizada
pelos switches aproximam a topologia de malha totalmente ligada. Um switch funciona inicial-
mente da mesma forma que um hub, mas vai gradualmente mapeando a rede e deixa de enviar
pacotes de dados para portas às quais não se destinem. Este controlo de portas e endereços permite
aproveitamento total da largura de banda intrínseca da rede na comunicação entre duas portas de
um mesmo switch. Note-se, ainda, que apesar de não ser um factor preponderante numa LAN
interna de um cluster, uma rede Ethernet comutada torna-se também mais segura que a versão
de meio partilhado. Adicionalmente, um cluster permite, em condições normais, o acesso remoto.
Neste sentido, é necessária a existência de um dispositivo de rede adicional no nó servidor para
ligação à rede externa. Neste caso, as características deste dispositivo devem ser coerentes com a
rede e o tipo de acesso disponíveis. Se a quantidade de acessos remotos e a troca de dados forem
relevantes, pode ser necessária a existência de um nó dedicado para ligação externa ou a exclusão
do nó servidor do processo de cálculo, de modo a não influenciar o desempenho do sistema.
Existem alguns elementos periféricos habituais em clusters, nomeadamente do tipo Beowulf.
Os mais próximos de qualquer computador pessoal são os dispositivos de interface local: monitor,
teclado e rato. Estes, no entanto, não são estritamente necessários, e são muitas vezes usados
apenas para configuração ou monitorização local. Neste sentido, é comum a utilização de comu-
tadores de partilha, de modo a que possam estar em simultâneo ligados a vários nós e permitam
a comutação rápida entre eles. Um elemento essencial na maior parte destas aplicações é um
sistema UPS (Uninterruptible Power Supply ou Uninterruptible Power Source), sistema também
designado de fonte de alimentação ininterrupta ou battery backup. Este tipo de periférico é um
sistema de alimentação eléctrica, usado quer para permitir alguma autonomia ao sistema em caso
de interrupção de energia quer para manter uma diferença de potencial constante, anulando ruído
7Um backbone é um esquema central de ligações de rede destinado a comutar fluxos de dados entre diferentes
pontos de acesso em redes de grandes dimensões, garantindo maior desempenho na transmissão de dados entre
diferentes pontos de acesso.
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e possíveis picos de tensão da rede, muitas vezes responsáveis por quebras de processos ou pro-
blemas de hardware. O tipo de UPS mais comum é classificado de no-break. Funciona da mesma
forma que a bateria de um portátil, sendo carregada – ou mantida no nível de carga máxima –
sempre que a fonte de alimentação tenha corrente e fornecendo a autonomia que o seu nível de
carga permita sempre que o fornecimento externo de electricidade seja interrompido. A autonomia
deste tipo de UPS depende das suas características, e das características e número de equipamentos
a ela ligados. Estes são tipicamente os factores de selecção de uma UPS, conjugando o número
de tomadas de alimentação que possui, a potência que garante, e a sua relação com a potência
consumida pelos diversos dispositivos com a estabilidade e autonomia que se pretende. Sendo a
autonomia obtida normalmente reduzida, é comum estes sistemas permitirem ainda algum tipo de
comunicação com o sistema computacional (e.g. Ethernet, RS232) para enviar informações como
o tipo de anomalia em termos de fornecimento de energia ou o nível actual da bateria. Neste tipo
de configuração, o sistema tem um conjunto de acções predefinidas para garantir a segurança de
dados e equipamento. Refira-se que existem ainda outros sistemas com a mesma função, sendo que
o mais eficaz é a utilização de sistemas de geração alternativa de energia, como geradores, células
de combustível, etc.
Note-se ainda que, especialmente em sistemas de maiores dimensões e/ou em sistemas de maior
densidade, a refrigeração de todo o sistema deve ser correctamente avaliada. Em sistemas de Classe
I, pouco densos e de reduzidas dimensões como o abordado neste trabalho, a refrigeração própria
de cada um dos nós pode mostrar-se suficiente.
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