Abstract-We analyze how multipath effects, namely, errors due to channel-induced intersymbol interference, influence the error probability of frequency shift keying (FSK) with frequency-discriminator detection. We first introduce a new mathematical technique that allows insights into the error mechanisms. This technique is also capable of dealing with frequency shifts of the multipath components, postdiscriminator filtering, and nonlinearities in the discriminator. We then show that increasing the modulation index decreases the error floor, especially in the presence of frequency shifts. We also discuss the differences between prediscriminator and postdiscriminator filtering and show that an integrator is the best postdiscriminator filter.
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I. INTRODUCTION

E
RROR floors, where increased signal strength does not reduce the error rate, have been observed and studied in satellite and land mobile communications as well as simulcast. They have been attributed to Doppler shift (e.g., [1] - [3] ), or to time dispersion (e.g., [4] - [7] ). The error floor is of great importance both in mobile radio and in simulcast systems. Excess delays as high as 100 s and Doppler shifts as high as 1 kHz can occur in practice, and it is often the error floor, not the noise, that limits the performance of these systems.
In this paper, we will treat three aspects of the error floor of frequency shift keying (FSK) modulation: 1) we develop a simple theory that is capable of dealing with both frequency shifts and time dispersion in a semianalytical way; this theory is suitable for various types of frequency-discriminator detection and allows physical insights into the error mechanisms; 2) we analyze how the modulation index of the FSK influences the error floor; and 3) we analyze the influence of the receiver filtering on the error floor, distinguishing between prediscriminator and postdiscriminator filtering.
Because of its great practical importance, the error floor of FSK with frequency-discriminator detection has been given considerable attention in the literature. References [21] and [23] used an extension of Stein's unified theory of binary error probabilities [29] ; their work was restricted to the time-and frequency-dispersive Rayleigh-fading environment. Their results could be generalized by the application of Proakis' analysis of quadratic forms of Gaussian variables [28] to include also line-of-sight (LOS) components, although to our knowledge this has not yet been done. References [24] and [26] used an extension of Pawula's method [17] that gives the probability density function (pdf) of deterministic vectors perturbed by complex Gaussian random vectors. Reference [30] used the pdf of the in-phase and quadrature-phase components of signal-plus-echo to compute the bit error rate (BER). All these papers relied on the assumption that the channel is Rayleigh or Rice fading, 1 and they give explicit results only for binary FSK. Furthermore, there is a large number of papers dealing with narrow-band FSK, i.e., FSK in environments without time dispersion, see e.g., [1] and the references cited therein. The approach presented in the current paper is based on experimental observation of disturbances at the output of a frequency discriminator, mostly located near the symbol edges. This theory allows to study the appearance of errors for a given instantaneous channel realization. This gives more physical insights than the previous methods, which were based on the evaluation of the properties of averaged Gaussian variables. Furthermore, our approach has the following advantages: 1) the amplitude statistics of the channel need not be Rayleigh or Rice 2) the method can be easily generalized to deal with nonlinear FM/AM conversion at the receiver. These advantages are bought at the price of a restricted model for the time and frequency dispersion, as will be explained below.
The paper is organized the following way: in Section II, we present the mathematical model and study the appearance of FM clicks at the symbol edges in a time-dispersive channel, with and without frequency shift; closed-form equations for the error probability are derived in Section III. In Section IV, we analyze results from these BER computations and discuss the influence of the modulation index and the receiver filtering on the error floor. A summary concludes the paper.
II. MATHEMATICAL MODEL
The mathematical model presented here is based on a two-path approximation, frequently used in earlier studies of time dispersion effects [4] , [6] , [10] . This model has been applied to the analysis of digital simulcast [11] , adjacent channel interference [13] , or cochannel interference [14] , because it is the simplest possible model that includes time dispersion effects. The impulse response of the channel is given as (1) 1 Due to this fact, it is also straightforward to include noise effects.
0018-9545/00$10.00 © 2000 IEEE In mobile radio, the two paths will generally originate from two different propagation paths between transmitter and receiver, while in simulcast applications they represent the signals from two base stations that can reach the receiver. Here, and are the amplitudes and phase shifts of the two channel echoes of the transmitted delta pulse; is a frequency offset for the first and second path, respectively. In the following, we will set if not stated otherwise. We furthermore assume , i.e., quasi-stationarity over several bit durations. The assumption of quasi-stationarity of the channel is reasonable since in many mobile radio systems, the bit length is so short that the channel does not change significantly during that time; for 30-m/s velocity and 900-MHz carrier frequency, the channel changes in 10 ms, while bit durations are typically tens of s. The contributions of the Doppler effect are included in the frequency offset . As was shown in [3] , the effects of the Doppler shift are well approximated by a constant offset of twice the rms Doppler spread. The contribution denotes an intentional frequency offset that might be introduced in a simulcast system in order to avoid long-lasting fading dips.
For this channel model, the received signal can be expressed as (2) where and are the amplitudes and and the instantaneous phases of the component signals. We note that , , , and are influenced by both the transmitted signal and the channel. It is thus possible that varies within one bitlength although the channel does not. More importantly, and are strongly varying with time , because these contributions are created by the transmitted signal phase at different times.
If we denote in-phase and quadrature component of the composite signal by and , respectively, then the instantaneous phase is and the instantaneous frequency of the received signal can be calculated as [19] (3)
Substituting the in-phase and quadrature components of the received signal into (3), we get (4) where Equation (4) shows that the instantaneous frequency consists of two parts, the average frequency of the component signals, and the correction term. One of us has shown earlier [3] how this equation can be used to predict performance dominated by Doppler shifts.
Let us finally denote the carrier frequency with , the symbol interval with , the differential delay between two paths with , the baseband pulse shape with , such that , the nominal frequency deviation with , and the th data symbol with where is the number of distinct data symbols. The modulation index is written as . The instantaneous frequencies in paths and can then be expressed as (5) At the receiver we assume that we first have an (optional) receiver filter in order to eliminate adjacent channel interference. After that, there is a frequency discriminator, which transforms the frequency modulation into an equivalent amplitude modulation. The input/output relation of this frequency discriminator can be linear or nonlinear. In theoretical papers, it is usually assumed that the discriminator is perfectly linear, , and deviations from this behavior are assumed to be a nasty but hopefully small disturbance. 2 The computation method we develop here is valid for both linear and nonlinear frequency discriminators. Finally, after the frequency discriminator, we have a low-pass filter so that the output frequency is (6) This low-pass filter achieves an averaging over the instantaneous frequency over one bit duration, and thus a further reduction of noise effects. The most effective realization of such a filter is an integrate-and-dump filter, so that the output is for and zero elsewhere, where is the time offset between arrival of the first path and sampling. Other filter structures with a similar impulse response are possible.
The above formulations are very general in several respects: 1) They include both prediscriminator and postdiscriminator filters. It has been shown repeatedly that a prediscriminator filter can be shifted to the transmitter for the computer model, and can thus be incorporated into the transmitted signal. However, this is inherently impossible for the postdiscriminator filter, even if the discriminator performs a linear FM/AM conversion. Our analysis allows to include both types of filter. 2) Most analyses are based on the assumption of binary FM, i.e., we only have to decide whether the frequency at sampling instant is larger or smaller than zero. Since we compute the actual frequency at the sampling instant, we can compute -ary FSK. 3) By using an integrate-and-dump filter, the frequency discriminator becomes similar to a differential phase detector DPD (if the integration period extends over the whole bit length) 3 or a fractional-bit detector (if the integration period is less than a bit length). The formulation thus includes the most important types of detectors. A block diagram of the whole transmitter-channel-receiver arrangement is given in Fig. 1 .
III. FM CLICKS DUE TO TIME DISPERSION
We next proceed to compute the shape of the FM clicks in the time-dispersive environment. For this purpose, we just have to evaluate (4) for various times ; for our examples, we choose pure (unfiltered) binary FSK with modulation index . It will become evident that error occurrence is bit-pattern specific. Results for a bit pattern are depicted in Fig. 2 . We see that the major distortions occur near the edges of the symbol periods. This is comparable to the interpretation for MSK in [16] that the "bit transition regions" contribute the major distortions of the signal. During the interval , path is still carrying the symbol , while path is carrying the symbol . 4 The effect of their interference depends strongly on the initial phase difference, and for it takes the shape of a large FM click. It peaks at , when , and the peak amplitude can be calculated from (4) as (7) In our case the peak amplitude can be found as . 5 This type of FM clicks, located at the symbol edges and occurring in a dispersive channel, has been detected in our laboratory and field test experiments (University of Mississippi). Fig. 2 shows that, for the given set of parameters, the click occurring during the interval is followed by another click with the same shape and opposite polarity in the interval . This is the result of the fact that the sign of changes between the clicks due to the data pattern. Therefore, for the given set of parameters, an integrate-and-dump receiver will produce, at the end of the interval , the output . This output is larger than zero for all , and no error will occur in this situation. If the bit pattern is , then there is no symbol transition around , and there is no second click to compensate the leading click. Therefore, an error may occur, depending on the set of input parameters, which is the subject of the analysis below. For the bit pattern , there are no transitions and thus no errors due to the time dispersion. For the pattern , the error may occur only if the trailing-edge click has a negative direction. It can be seen from (7) that the change in the click direction can occur when becomes larger than unity, i.e., the path has a larger amplitude than the path . Scrutinizing the FM click shapes leads to the idea that the BER could be reduced if the clicks could be somehow excluded from the integration process. One possible way to achieve that is to choose an integration interval shorter than the bit interval and concentrated in the middle section of the bit. This technique is also called partial-bit integration [17] or fractional-bit detection [16] ; however, it has somewhat limited use in practical systems [18] .
The frequency offset between the paths can cause clicks on its own during the central portion of the bit interval, which we studied earlier [3] . Furthermore, the frequency offset can disturb the symmetry of the leading and trailing clicks, which can cause bit errors. Therefore, frequency shift effects need to be taken into account even if . Apart from the initial phase difference, the click shape also depends on the amplitude ratio . Fig. 3 shows results for a bit pattern obtained for the modulation index , , and amplitude imbalance and . For most of the initial phase differences , the effect of the dispersion is a reduction of the output by approximately times. However, for certain initial phases, the FM clicks may occur and the output may become negative, which causes a bit error. For future use, we define a function that is zero when has the correct sign, and is one when has the wrong sign (negative in our example). The variable is then defined as the support of , i.e., the range of where is not equal to zero. Of course, and depend on . Fig. 3 also indicates that the probability of a bit error will increase when approaches one. This is related to the fact that the click amplitude increases with approaching one, as can be seen from (7). For a sufficiently small , the clicks are too small to cause any errors in the absence of noise. In order to observe the effect of the modulation index, we have analyzed similar diagrams for (corresponding to MSK), and . The main conclusion from these analyses is that for larger it takes closer to one to cause an error. On the other hand, the range of initial phases that cause errors broadens. We note here that [31] reports similar work, which was done independently of our own work (note that preliminary results of our work are given in [33] ).
IV. COMPUTATION OF AVERAGE ERROR PROBABILITY
In this section, we will derive semianalytical equations for the error probability of FSK with frequency-discriminator detection. When considering (4), we see that (for a given modulation index, time delay , and frequency offset) the instantaneous frequency depends on two parameters: the amplitude imbalance of the signal, and the initial phase difference . We then proceed in two steps: 1) for each , we compute the range of initial phase differences for which we get an erroneous decision, and 2) we average this error probability over the probability for the occurrence of a certain value .
Since the decision boundaries for -ary FSK are at , we have to solve equations of the type (8) in order to get the boundaries of the range of for which falls outside the frequency band associated with the correct symbol;
is given by (6) . The probability that the initial phase difference falls within this range corresponds to the symbol error probability . In our calculations, we will assume that the initial phase difference of the two incoming waves is uniformly distributed over . 6 When furthermore the FM/AM converter is linear, we have no prediscriminator filter, and the postdiscriminator filter is an integrate-and-dump filter, the computation of the error-prone initial phases can be done analytically (9) where (10) and (11) Having thus obtained , the error probability is then . Of course, there are values of where no real solutions of (9) exist; for these values of , no errors occur. We also have to take into account the fact that in the derivation of (9), we took the tangens of the equation, which can introduce an ambiguity by . It is thus necessary to exclude "bogus" solutions of (9) from our computations. The most straightforward method is to insert the solutions into (6) and check whether the resulting decision variable really is close to the decision boundary. An alternative way is to argue from physical considerations: for each bit combination, only certain values of can lead to real errors: e.g., for binary signaling and bit combination , only can lead to negative frequency bursts and thus to errors; solutions for must thus be disregarded. In the case that a general low-pass filter is used instead of the integrate-and-dump filter after the discriminator, the integral in (6) cannot be evaluated analytically, so that a numerical root search must be performed in the resulting equation. However, given the fact that the range of possible solutions is limited to the range , no numerical instabilities are to be anticipated, and highly efficient root searching algorithms can be applied [34] .
In practical situations, the ratio of amplitudes is not a fixed quantity, but a random variable that depends on the fading pattern. If we assume that the two paths have their amplitudes distributed as two independent Rayleigh faded signals, then the distribution of the ratio of their amplitudes, , is [27] pdf (12) where is the ratio of the average amplitudes . The total error probability is thus BER pdf (13) where signifies each possible bit combination and is the number of possible bit combinations. There are actually no restrictions on the pdf of the amplitude ratio; the fading could obey a Rayleigh, Rice, Nakagami, or any other distribution. The equation for the pdf of the ratio of a Ricean and a Rayleigh variable is pdf (14) where is the Rice factor of the first path; equations for the ratio of two Nakagami variables are given in [36] .
V. INFLUENCE OF MODULATION INDEX, FREQUENCY OFFSET, AND RECEIVER FILTER
In this section, we analyze how the modulation index and a possible frequency offset between the two paths influence the total error probability. Furthermore, we consider the BER when prediscriminator and postdiscriminator receiver filters are used.
The choice of the modulation index influences not only the error floor, but also the noise susceptibility and the spectral efficiency. Obviously, the smaller the modulation index, the better the spectral efficiency. On the other hand, the noise performance shows a minimum at a finite value of . For the pure additive white Gaussian noise (AWGN) case, is optimum, as shown in [19] and [20] . However, the minimum is not very pronounced. The error floor, on the other hand, depends in a rather pronounced way on the modulation index. Fig. 4 shows the results of BER versus for different . It shows that (MSK) and have nearly the same error floor. However, shows much better performance for small , or alternatively, for low error floors (say, below 10 ). 7 This is important in uncoded systems, where raw bit error rates smaller than 10 are required for satisfactory speech transmission performance. The advantage of a high-modulation index with respect to the error floor is also present when a frequency shift is taken into account. Fig. 5 Let us next analyze the influence of the receiver filtering. Some kind of prediscriminator filtering is always necessary in order to limit the received noise power, and to eliminate adjacent channel interference. The spectral efficiency is also influenced by the filtering: the tighter the receiver filtering, the closer can the different carriers be spaced. The disadvantage of the filtering lies in the fact that it introduces intersymbol interference that compounds the effects of the channel-induced intersymbol interference. Fig. 6 shows the error floor as a function of the prediscriminator receiver bandwidth (for a Gaussian filter) when after the discriminator there is only a sample-and-hold device (with sampling at ) and the decision device. We see that there would be no error floor when the filter bandwidth becomes very large; this corresponds to the fact that for this arrangement, we only sample the instantaneous frequency in the middle of the bit interval, i.e., the instantaneous frequency bursts do not influence the decision variable. On the other hand, a very large bandwidth is not practicable because of the noise and interference. An alternative approach is to use postdiscriminator filtering, but no prediscriminator filtering. It is well known [35] that for high signal-to-noise ratios, the postdiscriminator noise is approximately Gaussian and equivalent to the prediscriminator noise. Thus, for flat fading, prediscriminator and postdiscriminator filters are equivalent. For the error floor, we see that the postdiscriminator filter leads to a smaller error floor. Still, a certain amount of prediscriminator filtering is inevitable because only this type of filtering can effectively combat adjacent channel interference.
In order to achieve better spectral efficiency, it is sometimes desirable to employ a multilevel FSK, as described in Section II. The computation method stays the same, we just have to check not whether the output frequency is larger or smaller than zero, but whether it lies within a certain frequency band. One example is the four-level FSK that we employed for a simulcast system used in paging, see Fig. 7 . The dependence of the error rate on the delay spread is basically the same as for the binary FSK, namely, proportional to the square of the delay spread. The proportionality constant is higher. However, we have to take into account that we can transmit two bits within one symbol period.
Finally, we emphasize that our computation method can also be applied when the frequency discriminator is nonlinear. However, this aspect is described in detail in [32] and will thus not be treated any further here.
VI. SUMMARY AND CONCLUSIONS
We introduced a new mathematical model for studying the effects of frequency shifts and time dispersion on an FSK signal. The model indicates the existence of FM clicks (spikes in the instantaneous frequency) during deep fades, i.e., when the two signals are in opposite phases. The click amplitudes depend on the amplitude imbalance, and the frequency difference in the component signals.
We have found that a frequency offset can interact with the delay spread and significantly increase the bit error rate for small time dispersions. On the other hand, such an offset is often used in simulcast systems in order to reduce the duration of deep fades. An optimization of the magnitude of these shifts is made possible by the approach presented in this paper. We found also that the increase in the modulation index can improve BER for small time dispersion, particularly in the presence of a Doppler shift.
