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den grössten Genuss gewährt.
Carl Friedrich Gauss
Ich habe keine besondere Begabung, sondern bin
nur leidenschaftlich neugierig.
Albert Einstein
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Kurzfassung
Der weltweite Datenverkehr im Internet erfährt einen immensen Anstieg, des-
sen Ende nicht absehbar ist und möglicherweise auch niemals kommen wird. Ein
Aspekt, der wesentlich zu dieser Entwicklung beiträgt, ist die wachsende Zahl
der an dieses Netz angeschlossenen Nutzer und Geräte. Hinzu kommt ein bestän-
dig steigender Bandbreitenbedarf vieler Internet-Anwendungen. Insbesondere
triﬀt dies auf online Video-Dienste zu. Die zugehörigen Videos wachsen nicht
nur in ihrer Zahl, sondern insbesondere auch in der Qualität, was zu einem signi-
ﬁkanten Anstieg der Dateigrößen führt. Aber auch Softwaredownloads, -updates
und -patches, sowie Online-Spiele, Cloud-Computing und -Speicher tragen maß-
geblich zum Anstieg des Datentransfervolumens bei.
Ob es in Zukunft stets möglich sein wird die bestehende Infrastruktur ausrei-
chend schnell auszubauen um dem steigenden Bedarf gerecht zu werden, ist
unsicher. In jedem Fall würde dies ein kostenintensives Unterfangen werden und
die Folgen des daraus resultierenden Anstiegs der Komplexität des Netzes schwer
abzuschätzen sein. Überdies führt eine solche Maßnahme lediglich zu einer Ver-
schiebung der Kapazitätsgrenzen, stellt jedoch stets nur eine temporäre Lösung
dar, sofern die Skalierbarkeit nicht verbessert wird.
Für eine Vielzahl der über das Internet übertragenen Daten kann ein hohes
Maß an Redundanz beobachtet werden. Beliebte Videos, die auf Portalen wie
YouTube angeboten werden, können ohne Weiteres etliche Millionen Betrach-
tungen während der Dauer ihrer Existenz verzeichnen. Oftmals ereignen sich
diese sogar innerhalb kurzer Zeitintervalle [63]. Aktualisierungen weit verbreite-
ter Betriebssysteme werden von hunderten von Millionen Clients bezogen [45].
Bedingt durch die zeitlichen Diﬀerenzen zwischen den einzelnen Anfragen und
den Mangel an Alternativen zum Unicast Übertragungsmodus wächst der da-
durch verursachte Datenverkehr linear mit der Zahl der Empfänger. Dies stellt
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nicht nur für das Übertragungsnetz eine erhebliche Herausforderung dar, son-
dern darüber hinaus auch für die Server der Content Provider. Dieses Problem
wird verschärft durch die tageszeitabhängigen Schwankungen der Nutzeraktivi-
tät, die je nach Art der Anwendung unterschiedlich sein kann, jedoch üblicher-
weise starke Spitzenlasten in den späten Abendstunden aufweist und am frühen
Morgen vor Beginn der Arbeitszeiten ihre Talsohle erreicht.
Diese Dissertation argumentiert, dass eine Minderung der Höchstlasten im Inter-
netdatenaufkommen sowie eine Reduzierung der Gesamtmenge an übertragenen
Daten durch eine Verlagerung der redundanten Transfers in ein broadcast Netz-
werk, insbesondere Satellitennetze, erreicht werden kann. Dabei werden unicast
und broadcast Netzwerk zu einem sogenannten hybriden Netzwerk, welches eine
dynamische Vermittlung der Datenpakete über jedes der beiden Netze ermög-
licht. Basierend auf dieser Infrastruktur wird ein neues, auf Peer-to-Peer (P2P)
Technologie aufbauendes sozial angereichertes Datenverteilungsmodell deﬁniert,
welches die Auswahl des geeigneten Übertragungsnetzes und die eigentliche Zu-
stellung der Daten regelt. Darüber hinaus strebt es eine Bereitstellung der Da-
teien in Nutzer-Zwischenspeichern vor der Entstehung des konkreten Bedarfs
an, wodurch eine weitere Angleichung der Schwankungen der Internet- und Ser-
verauslastungen ermöglicht wird. Dies geschieht unter intensiver Ausnutzung
sozialer Strukturen anhand von Berücksichtigung sozialer Bindungen, Ähnlich-
keiten und wechselseitiger Beeinﬂussung zwischen Individuen. Es wird gezeigt,
dass durch diesen Ansatz eine beträchtliche Reduzierung des Internet Datenauf-
kommens erreicht werden kann, während dafür nur eine verhältnismäßig geringe
Satellitenkapazität benötigt wird. Gleichzeitig wird die von Nutzern erfahrene
Servicequalität im Sinne verkürzter Übertragungszeiten verbessert.
ix
Abstract
The global Internet traﬃc is experiencing a tremendous growth whose end can
not be foreseen and potentially will never come. One aspect that contributes
to this development is the increasing number of users and devices that are
connected to this network. In addition, most Internet applications get more
and more bandwidth demanding. This especially applies for online videos ser-
vices. The corresponding videos do not only grow in quantity but particularly
in quality, which leads to a signiﬁcant increase in ﬁle sizes. But also software
downloads; updates and patches as well as online games, cloud computing and
storage account for a notable growth in Internet traﬃc.
Whether or not it will always be possible to upgrade the existing infrastructure
fast enough to keep up with the increasing demand is uncertain. On any ac-
count this undertaking will be expensive and the consequences that arise from
the thereby growing complexity of the network are hard to predict. Moreover,
this will always just push the limit a little further, but as far as scalability is
not improved, this will always remain a temporary solution.
For many of the ﬁles delivered through the Internet a large degree of redundancy
can be observed. Popular videos provided on sites like YouTube may easily have
several millions of views during their lifetime, often even within a short time pe-
riod [63]. Updates of popular operating systems are downloaded by hundreds of
millions of clients [45]. Due to timely discrepancies of the requests and the lack
of alternatives to the unicast transmission mode, the induced traﬃc increases
linearly with the number of downloads. This is not only a challenge for the
network used for delivery but also for the servers of the corresponding content
providers. The problem is aggravated by the time-of-day eﬀects in user activity
which varies for diﬀerent classes of content but commonly has a high peak in
the late evening and bottoms out in the early morning hours before the working
xhours.
This thesis argues that the peaks in Internet traﬃc can be truncated and the
aggregated amount of bytes transfered be signiﬁcantly reduced by shifting this
redundant traﬃc to a broadcast network, particularly satellites. Thereby the
unicast and broadcast network are combined by means of a hybrid network that
allows dynamic routing of data via either of them. Based on this infrastructure
a new socially augmented content distribution model relying on peer-to-peer
(P2P) technology is deﬁned that manages the selection of the appropriate net-
work and the actual delivery of data. Further it aims at delivering ﬁles to user
caches prior to the actual demand and thus can further level out the ﬂuctua-
tions in daily Internet and server load. Thereby it makes intensively use of social
network structures by means of capitalizing information about social ties, sim-
ilarities and mutual inﬂuence among individuals. It will be shown that by this
approach the Internet traﬃc can be signiﬁcantly reduced while only requiring
a comparatively small amount of satellite capacity. At the same time the user
perceived quality of service is increased by means of a reduced delivery time.
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1CHAPTER 1
Introduction
1.1 Motivation
More than 40 year have gone by since the ﬁrst attempts of inter-networking
by means of message exchange The rise of the
Internet and WWW
between few computers. Roughly 20 years later
the birth of the World Wide Web (WWW) was celebrated. Just a few years
later many companies and private households owned an Internet connection
and thus access to the WWW. Since then both became more and more widely
available and have been adopted by an enormous and ever growing number
of users worldwide. In conjunction with a vast amount of web pages, online
service and content providers a point has been reached that corresponds to a
prognosis printed in an article of an issue of Popular Science in the year 1970
[106]. Therein Wernher von Braun cites Arthur C. Clarke with the following
words: "Imagine a console in your oﬃce, he says, combining the features of a
Touch-Tone (pushbutton) telephone, a television set, a Xerox machine and a
small electronic computer. Tuned in to a system of synchronous satellites, this
console will bring the accumulated knowledge of the world to your ﬁngertips."
Even though the satellites are rather the exception for online access, the Inter-
net and the WWW have become an essential part of many people's life, not
only in oﬃces but also for leisure time in a similar extent.
These days it seems diﬃcult to even imagine a life without Internet. The rea-
son for this is that the On the
indispensability of
the Internet
increasingly ubiquitous access gave rise to a paradigm
change in the way we access digital information. While several years ago people
used to download ﬁles and store them locally for the sake of better access to it,
today this has been inverted. People do not store online content anymore since
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it is often much simpler to just download it again. Beyond that more and more
private content is shifted from local hard disks to online storage in order to have
it accessible from everywhere and from any device. Even applications are more
and more substituted by online services and browser applications. According to
[97] there is a noticeable trend to move parts of our personal memory into the
internet, since there seems to be little need for remembering facts that can be
looked up at any time.
This trend necessarily leads to an increasing amount of data transfered through
theTraﬃc explosion,
the consequence of
success
Internet. This is reﬂected in measurements and prognoses on future global
Internet traﬃc such as shown in ﬁgure 1.1. Such a growth pushes the existing
Figure 1.1: Internet traﬃc forecast provided by [27]
network infrastructure consistently to its limits of capacity and thus entails the
demand for upgrades. However,Vulnerability of
complex networks
adding nodes and links to a network increases
its complexity and leads to increased risk of functional failures, as stated in
[50] and [31]. In the past several notable failures of Internet services and in-
frastructure have been observed at recognized providers which might have been
considered as highly reliable. One example is the Google failure 20091, the com-
plete failure of Level 3's backbone in 20052 which had worldwide consequences
or the breakdown of the popular video and voice communication service Skype
in 20073. While it was possible to solve all these problems within a relative
short amount of time, they nevertheless caused immense deﬁcits for businesses
and costs for carriers as well as annoyance for private users.
1On 14.05.2009 a change in routing behavior made Google's services unavailable for ap-
proximately 14% of worldwide Google users.
2For more than two hours, the backbone infrastructure of the US IP-Carrier Level 3 was
out of service on the 21.10.2005.
3The P2P based service of Skype failed for three days on 16.08.2007, which paralyzed the
communication for many private and business users.
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What can be derived from these events isin the style of Ockhams Razorthat
better than increasing the systems complexity by constantly upgrading is to use
existing facilities more eﬃciently in order to achieve the goal of coping with
future Internet traﬃc.
The aforementioned change in the way we access contentthat is ubiqui-
tously, on demand and highly Implications on
other delivery
networks
individualizedpotentially put a threat on other
technologies that are not designed for this new paradigm. A very prominent
example are television broadcasts that use static program schedules. This dis-
crepancy to actual trends in human behavior might lead to a falling acceptance
in the future. Indications for this can be observed in the development of adver-
tising reported by [57] and [96]. Furthermore the composition of Internet traﬃc
depicted in ﬁgure 1.2 show a substantial growth in demand, particularly for
Figure 1.2: Prognosis of future Internet traﬃc classiﬁed by application type
provided by [3]
online video. Should content providers or television channel operators decide to
entirely switch their distribution channels towards the Internet, a considerable
amount of capacity will become idle in broadcast networks. Despite this conjec-
ture there is an aspect that reduces the eﬃciency of television broadcasts. The
complete program schedule for a television channel is broadcasted, even if only
very few people are watching. In a stricter sense, this kind of unrequested and
ignored information transfer must be considered a waste of resources.
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Figure 1.3: Internet traﬃc measured at an European IXP [34]
One could ask how this relates to the problems arising from growing traf-
ﬁc in the Internet. First, as ﬁgureThe tie between the
problems of
broadcast networks
and the Internet
1.2 reveals, online video is one of the most
growing types of application in terms of traﬃc volumes. Second, broadcast net-
works have fundamental advantages. The latter are most distinctive for satellite
broadcasts. They provide a great coverage and a practically inﬁnite scalabil-
ity with regard to the number of recipients within a satellite's footprint. This
makes it a very eﬀective tool for distributing classical television content to mil-
lions of viewers. It is safe to assume that the audience rate will remain largely
unaﬀected by a change of transmission medium in case there is no perceivable
diﬀerence for the consumer.Aspects of video
request for online
content
However, the moment when people start watching
will diﬀer,from a few milliseconds up to several days or even years. This skew
depends on the general attractiveness and on the type of content. However,
especially for highly desired and thus potentially popular videos it can be as-
sumed that a signiﬁcant number of views occur within a relatively short period
of time after the provision. Since online services rely on unicast transmission,
frequently requested content is a challenge for content providers and for the
network itself since the load grows linearly with the number of viewers. This
is further intensiﬁed by the non-uniformly distribution of user online activity
over the course of a day. It exhibits high peaks alternating with periods of low
activity as ﬁgure 1.3 shows.
In summary on the one hand there is a unicast network that is used for up to
million-fold redundant transmissionOutlining the
problem of content
distribution
of the same data, on the other hand exists
a broadcast medium that is used ineﬃciently in terms of temporarily serving
only very few people. The latter reaches its climax in bidirectional satellite In-
ternet access, where the broadcast is used to send individual content to just one
user. Thus this not only aﬀects videos but the whole spectrum of online content.
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The intend of this thesis is to deﬁne a hybrid network infrastructure com-
bined with a content distribution Hybrid networks as
a basis for a new
content delivery
model
model that addresses the problems highlighted
above. Thereby a fusion of both delivery networks is applied that allows a dy-
namic routing via either of them. This allows popular content to be broadcasted
while individual and less often requested content is sent via unicast. Further-
more a prediction based in-advance delivery scheme is used that stores content
in local user caches before a request for these ﬁles is actively made. As a result
it reduces Internet traﬃc by avoiding peaks caused by very popular ﬁles. More
so it allows to partially shift traﬃc from the times of high user activity (see
ﬁgure 1.3) to calmer periods. This approach is not limited to television or video
transmission in general, but can be used for arbitrary types of content. The
entire process would be transparent to the user who will not be aware of the
transmission channel that is used, same as most users today are not concerned
by the routes the individual packets of their downloads might take. This is facil-
itated Closing the circleby introducing a small box, containing a small computer that takes care
of the data reception from both networks and thereby brings the accumulated
knowledge of the world to the users ﬁngertips. And thus, by the integration of
satellites, will ﬁnally make Arthur C. Clarke's prophecy come entirely true.
1.2 Related Work
In their paper "Accelerating YouTube with video correlation" [26] the authors
analyze the video correlation Accelerating
YouTube with video
correlation
on YouTube and develop a P2P ﬁle sharing sys-
tem with a focus on live streaming of small ﬁles and short videos. Thereby
they ﬁnd that the graph of related videos exhibits a high average clustering
coeﬃcient. Based on this ﬁnding they create a P2P ﬁle sharing system that
establishes overlay networks not for each ﬁle but for sets of related videos. The
evaluation also provided in this paper shows that they achieve their primary
objective of reducing the server load signiﬁcantly more than traditional P2P
streaming protocols while still maintaining ﬂuent video playback. The traﬃc
in the Internet backbone and between the peers has not been taken into account.
A multicast approach for a client/server based content delivery scheme for
video on-demand applications The eﬀectiveness of
intelligent
scheduling for
multicast
video-on-demand
is presented in [6]. Thereby the authors use a par-
titioning of videos into smaller chunks and do a server side request aggregation
on chunk level. The paper puts much eﬀort into the analysis of an appropriate
request aggregation and delivery scheduling strategy. Thereby they ﬁnd that
an earliest deadline ﬁrst (EDF) approach delivers best results and allows ﬂuent
playback. Their EDF strategy relies on the assumption that a video request
implies the scheduling of the delivery of all its chunks. According to the viewing
position, each chunk has a deadline. The basic idea is to deliver all chunks as
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late as possible in order to be able to aggregate as many requests as possible.
While being intended for multicast delivery, this strategy can also be applied to
the piece selection strategies in P2P systems. In this work onlyuser-requested
videos are considered. The prefetching process is not covered.
The authors of [37] and [36] propose a P2P system for recommendations
based on social ties,P2Prec: a P2P
recommendation
system for
large-scale data
sharing
e.g. friendships. This decentralized recommendation ap-
proach suggests documents for P2P download by means of calculating similari-
ties between the user and neighbors or second level neighbors in the social graph.
Besides the recommendation their system further classiﬁes the peers according
to their usefulness for potential future ﬁle exchanges.
In [43] a P2P based video on demand content distribution model is proposed
and analyzed. It isOoading servers
with collaborative
video on demand
stated that the objective is a reduction of server load. The
authors highlight the diﬃculties in the P2P distribution of VoD content com-
pared to P2P live streaming. These are the timely shifted requests and the
resulting distinct viewing positions. Since according to their statistical data
(from year 2003) the number of concurrent downloaders/viewers is insuﬃcient,
their approach relies on the recruitment of helpers, peers that support the down-
load of other users with their idle capacity. Furthermore the authors present a
new piece selection strategy by the name of "biased random". Thereby the next
piece for download is chosen with a probability inversely to its replication rate.
They argue that common approaches like earliest ﬁrst or rarest ﬁrst leaded to a
piece distribution that was adverse to the delivery of VoD content. It is stated
that the former favored the earliest pieces too much, while the latter did the
opposite and thus caused stuttering playback.
LiveSky, an operational content distribution network that incorporates P2P
technology isDesign and
deployment of a
hybrid CDN-P2P
system for live video
streaming
described and analyzed in [110]. The system uses a static CDN
backbone organized as a tree. The edge-servers act as seeders for the P2P con-
tent delivery. The exchange of ﬁles and their pieces is only allowed between
clients connected to the same edge-server. The analysis provided in this paper
shows that the presence of the edge servers as reliable seeders is essential to
prevent rebuﬀering.
The impacts of P2P based content distribution on Internet service providers
external traﬃc is investigatedShould internet
service providers'
fear peer-assisted
content
distribution?
in [59]. The paper focuses on the beneﬁts of lo-
cality awareness and of caching on the premises of Internet service providers
(ISP). The authors highlight that common P2P solutions request data from
distant peers even in case it was locally available (in the same ISP network).
They state implementing locality awareness resulted in a performance gain for
the users in terms of 50% faster downloads for 24% of all peers. At the same
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time it could reduce ISP's inbound traﬃc by more than 50% compared to a
client/server model, outbound traﬃc by more than 80% compared the standard
BitTorrent protocol. The authors recommend an active involvement of ISP and
emphasize the potential of further improvements if clients did remain as seeder
for a longer time.
In [41] the utilization of social networks for avoiding free-riding in BitTor-
rent is Leveraging social
networks for
increased BitTorrent
robustness
analyzed. Thereby BitTorrent is modiﬁed to implement its own social
network. The proposed approach relies on giving absolute priority to friends.
It is stated that these changes make BitTorrent more robust against free-riders.
Further the authors ﬁnd that social sharing alone is not suﬃcient for the sharing
of rare/unpopular content. Furthermore very long download durations for 20
to 30% of all peers are reported when the exchange is strictly limited to friends
due to the power law degree distribution. In consequence many clients have not
enough peers to achieve reasonable download speeds.
The authors of [107] investigate prefetching and caching strategies for the
distribution of online Prefetching strategy
in peer-assisted
social video
streaming
videos by capitalizing social networks. Thereby they capi-
talize information of previous download behavior of a corresponding user as well
as of his close social contacts. For the caching three distinct cache classes are
deﬁned. Class 1 holds videos that are currently watched, class 2 those who are
subject of a prefetching job and class 3 for all remaining videos. The authors
propose diﬀerent cache replacement strategies for these classes. These are no
replacement for class 1, ﬁrst in ﬁrst out (FiFo) for class 2 and least frequently
used (LFU) for class 3. It is further stated that the size of the cache has a
crucial impact on the prefetching quality.
An approach for increasing P2P performance by exploiting social ties among
peers is presented in [87]. TRIBLER: A
social-based
peer-to-peer system
The social network is capitalized for improving con-
tent discovery, content recommendation and downloading. Tribler implements
an exchange of preference lists among peers, referred to as BuddyCast. It pe-
riodically selects a peer to exchange preference lists with. The authors state
that in order to improve P2P content distribution durable and unique user ids
are mandatory as well as persistent information such as social relations, uptime
statistics and similarities in taste to other users. By using this information they
implement a collaborative downloading strategy that consults helpers in order
to improve download performance. It is stated that this approach can speed up
downloads by a factor up to 6 for clients with a download bandwidth of 8Mbit.
Especially the importance of a sophisticated coordination between downloader
and its helpers is emphasized.
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The collaborative downloading in Tribler relies of the 2Fast protocol intro-
duced in [42]. It implements2Fast :
Collaborative
Downloads in P2P
Networks
groups of trusted peers (buddies) that denote their
idle bandwidth to speed up downloads of (social) group members. The authors
argue that due to the asymmetric Internet connections of most users and due
to the tit-for-tat policy of BitTorrent, peers could not saturate their download
capacity, but it was limited by the upload bandwidth. Thus in 2Fast they al-
low peers to ask their buddies for support, who will then start downloading
the corresponding ﬁle from other peers and send missing pieces to the inquirer.
However, half of the helpers upload capacity is used in order to receive ﬁle pieces
from other peers since they also have to satisfy the tit-for-tat principle. Never-
theless the results presented in this paper show that this strategy can result in
a signiﬁcantly increased download speed.
1.3 Contribution
According to the developments in the extend of Internet usage and the resulting
increases inNovelty of this
research
web traﬃc this thesis argues that new strategies for content delivery
must be applied in order to handle future demand. Otherwise the high traﬃc
and especially the peak loads will overstress the infrastructure. This not only
aﬀects the Internet backbone but further its edges in terms of Internet access
service providers as well as content providers and thus in consequence also the
Internet users. Several studies address this problem for one or more of these
involved domains. This thesis proposes a solution that will tackle the problem
for all mentioned ﬁelds. It is stated that this can be achieved by just making
better use of existing networks. Besides the Internet itself this further incorpo-
rates broadcast and social networks.
The examination of the required preconditions, the design and speciﬁcation of
a corresponding content delivery model and the implementation of an adequate
protocol comprises several research domains that result in contributions in var-
ious areas that are described separately in the following.
1.3.1 Content Distribution Model for Hybrid Networks
A content distribution model using a hybrid network as underlying physical
infrastructure is proposed.Proposal of a new
content distribution
model
This model incorporates peer-to-peer structures in
order to achieve a ﬁrst level of scalability with regards to the server load on the
content provider premises. As a novel concept additionally satellite broadcasts
are being utilized for the distribution of highly popular ﬁles respectively pieces
of those. Other approaches found in literature either use satellite broadcasts
as a standalone solution decoupled from Internet, or for ﬁlling the caches of
dedicated super seeders which are part of a static backbone or transform the
physical broadcast into a factual unicast. The model proposed in this thesis
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uses both network in parallel, allowing traﬃc to be routed via either of them.
By means of this new approach the solution obtains the aptitude of dynamic
adoption to changing conditions of user requests. The utilization of the satellite
broadcast in a true one-to-many manner brings scalability and coverage. This
further relieves the content providers servers but also takes traﬃc from the ter-
restrial transportation network.
In order In-advance
distribution prior to
demand
to allow better aggregation of transmission requests by means of in-
creasing timely correlation of content transfers an in-advance delivery concept
is proposed. It makes heavy use of ﬁndings in the ﬁeld of social interactions and
mutual inﬂuence among individuals organized in social networks.
The beneﬁts of this content distribution model are a better scalability, reduction
of peaks in server and Internet traﬃc, a mitigation of the restraints adherent
to small bandwidth Internet connections, enhanced traﬃc locality and faster
downloads.
1.3.2 Peaks and their predictability in online video portals
For the eﬃciency of the broadcasts the number of concurrent recipients for a
speciﬁc ﬁle is essential. While Detecting peaks in
YouTube access
patterns
this can be increased by means of the above men-
tioned in-advance caching, having knowledge about real world access patterns
of users to online content is important to estimate the prospect of success of
the proposed content distribution model. Thus statistical data of online videos
hosted by YouTube has been collected and analyzed in order to determine the
peakiness of video requests. based on the observations this thesis gives an es-
timation on the predictability of future peak probability for certain classes of
videos.
1.3.3 Protocol implementing the content distribution model
A P2P protocol is presented that implements the proposed content distribution
model. This is done in a SatTorrent protocol
deﬁnition and
evaluation
two-step approach. In the ﬁrst stage the hybrid net-
work by means of an additional broadcast channel is considered in the design of
the SatTorrent protocol. This allows a comparison to existing P2P protocols,
in particular to BitTorrent, by evaluating simulation results of a single ﬁle dis-
tribution process. This protocol can be implemented in a real world application
as it is and thus allows providers of a corresponding solution an easy market
entry due to a reduced complexity.
In a next step the protocol is extended to Social SatTorrent. The integration
of social networks allows Social SatTorrent
protocol deﬁnition
and evaluation
clients to optimize their own ﬁle acquisition process.
One facet is the improved prefetching by means of better predictions of future
demand based on collaborative ﬁltering and consideration of mutual inﬂuence
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among socially close connected users. This constitutes an exploitation of the
causes for extraordinary content popularity for mastering the handling of its
consequences with respect to server and Internet load. The results show the
appropriateness of socio-aware application design, particularly in the ﬁeld of
content distribution and P2P networks, for coping with the consequences of
increasing online activity.
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CHAPTER 2
Introduction to Network Technologies
2.1 Introduction
In our every day life we are confronted with arbitrary types of networks. Typical
examples are street Narrowing down the
notion of networks
networks, food networks and telecommunication networks.
For decades the latter have usually been mainly associated with telephone net-
works until the Internet entered the stage. Nowadays most people will probably
ﬁrst think of the Internet when talking comes about networks. This is due to the
great importance this network gathered during the few years of its existence.
But what exactly is this Internet made of? Structure of this
chapter
We will have a glimpse into the
structure and technological aspects in the following section, followed by an in-
troduction to other networks that are of signiﬁcant importance for the research
presented in this dissertation. One of these are Satellite Networks, which are ca-
pable of sending information to millions of users respectively devices all around
the world (section 2.3) in just one or very few transmissions1. This is followed
by the presentation of social networks (section 2.4), content distribution net-
works (2.5) and peer-to-peer networks(2.6). All of them play an important role
for the research presented in this document.
2.2 The Internet
It can be safely assumed The Internet and
the WWW
that almost everybody who will read this thesis has a
certain idea about what the Internet is. Nevertheless a short outline is provided
1For a global coverage (except the poles) three satellites are needed, as stated in [10].
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Figure 2.1: Exemplary home network
in this section, especially on those aspects that will be relevant in the course
of reading this work. First, since they are often mixed up, it should be clearly
distinguished between the Internet and the already mentioned world wide web.
The former refers to the technical infrastructure, to a large set computers placed
all over the globe which are interconnected by means of routers, gateways and
of course the Internet protocol stack. The latter is an application layered on
top of the Internet. In an abstract view it can be summarized as a collection
of interlinked hypertext documents, hosted on servers which can be accessed by
clients via the infrastructure provided by means of the Internet.
The ﬁrst Internet applications where limited to the exchange of very simple
messages between a few computers located at scientiﬁc laboratories.The rise of the
Internet
The great
breakthrough commenced with the advent of the aforementioned world wide
web, better known under its abbreviation WWW or web. This allowed compa-
nies and later also private users to present themselves by means of web pages
accessible for every Internet user around the world. While the ﬁrst web pages
exhibited a very simple structure and hardly contained more than textsome
pleased their visitors by colored, potentially even blinking textthey where
quickly enhanced by pictures, sounds and animations. Today every user can
share messages, multimedia ﬁles like images, music or videos, links to other
pages or documents even without having the slightest knowledge about the pro-
tocols, programming languages and technology that is involved.
The term Internet is a short form for interconnected networks, which al-
ready describes itsThe structure of the
Internet
nature very well: It is made up of various smaller networks
that are interconnected. The smallest entity that we consider here is a device
equipped with at least one network adapter. This device may be part of a small
private network within a householdconsisting of just a few devices as shown
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Figure 2.2: Coarse internal structure of an ISP
in ﬁgure 2.1or of a bigger company networkcomposed of several hundreds
of devices. Such a network potentially consists of smaller subnets which may
use diﬀerent topologies and technologies. Local area networksThe described structures are referred
to as local area networks (LAN). A LAN or also a single device connects to
an Internet service provider (ISP) in order to become part of the Internet. To
allow communication between hosts located in diﬀerent ISP networks the thou-
sands of ISPs in the world must be interconnected. The diﬀerent tiers
of Internet service
providers
For this interconnection a
complex structure evolved over the year that consists of diﬀerent tiers of ISPs.
Those who provide Internet access to end users are referred to as access ISPs.
Their geographical expansion is limitedit usually stops at country borders as
the latestand thus they rely on higher tier ISPs that provide a connection
to hosts located in remote access ISP networks. On the highest level we ﬁnd
the tier 1 ISPs which provide a globe spanning network that oﬀers extremely
high link capacities. If we make an analogy to public transport, a tier 1 ISP
might correspond to an airline. And just as airports are only build at densely
populated locations, the tier 1 ISPs do not expand their infrastructure in order
to reach all potentially small ISPs in the world since there is little economical
incentive. This gap is closed by the regional ISPs which can be seen as the coun-
terpart to the railway companies in public transport if we assume that they are
not selling tickets themselves but rather take over passengers from ticket shops
and bus lines. The latter two would then correspond to the access ISPs.
Each ISP network consists of numerous routers and links between them as
illustrated in The inner structure
of ISP networks
ﬁgure 2.2. Thereby there is a strict separation between internal
routers that are responsible to route traﬃc within the providers network and
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Figure 2.3: Exemplary interconnection of various ISP networks
the gateway routers that provide connectivity to other external networks (see
ﬁgure 2.3). The places where the latter are located are referred to as points
of presence (PoP). In our transportation network example, these would be the
airports, train stations and bus stops.
Sending traﬃc through a higher tier is usually charged. In order to reduce
the costs, adjacent ISPsInterconnecting ISP
networks
on the same level may directly connect. This approach
is denominated as peering and the involved partners usually have agreements
that makes the corresponding traﬃc free of charge. Internet exchange Points
(IXP), often operated by a third party provider, oﬀer the infrastructure to allow
multiple ISPs to peer at a single location. This concentration of interconnections
is on the one hand a simpliﬁcation of routing and on the other hand potentially
a reduction of path lengths since without IXPs each of the ISPs would probably
only connect to a small fraction of the other providers.
An example for an interconnection of ISPs at diﬀerent tiers is illustrated in
ﬁgure 2.4. TherebyCharges for
inter-ISP traﬃc
black links indicate a connection that is free of charge while
on red links traﬃc usually will induce costs. Thus a message from the access
ISP on the lower left in ﬁgure 2.4 to the one on the lower right might be sent via
the tier 1 providers for a certain fee. Alternatively it might be passed from one
access ISP to the nextprobably via an IXPuntil it reaches its destination
for free. However, this comes at the cost of a higher delay and a higher risk
of packet loss. Depending on the type of application, this might be tolerable
or not. Further, an ISP might complain when it is repeatedly abused as a free
transit network for other ISPs.
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Figure 2.4: Connectivity of ISPs on diﬀerent tiers
The described interconnecting of various types of networks and the involved
host systems makes up todays Internet. Its link infrastructurean approach
of capturing its structural layout is illustrated in ﬁgure 2.5is not a result of
a clear design, but has rather evolved over the years to a highly complex but
nevertheless robust and reliable system. The reliability is a result of the exis-
tence of alternative paths and the employed routing protocols. The latter can
quickly detect link outages and thus use alternative routes in order to maintain
the Internet's functionality.
Internet routing is separated into two parts, routing within a so called au-
tonomous system (AS) and routing Autonomous
systems and their
relation to ISPs
between distinct AS's, with an AS being
deﬁned as a network that is under one administrative control. Correspondingly
both are called intra-AS routing and inter-AS routing respectively. In order
to enable addressing of autonomous systems they are being assigned an oﬃcial
worldwide unique AS number. Globally responsible for these numbers is the
Internet Assigned Numbers Authority (IANA) which delegates number assign-
ment to several regional authorities. In many cases, the network of one ISP is
an AS, which might be the reason why both terms are often used synonymously.
However, an ISP can as well be partitioned into several AS' and also a company
network (which is not an ISP) can be a registered AS. Further not every access
ISP is necessarily an AS that has its own oﬃcial number.
The fact that the Internet is partitioned in such smaller networks reduces the
complexity of routing Intra-AS routingnotably. Each AS is responsible for its internal routing.
The internal host addresses and routers are well known which facilitates an
eﬃcient routing. The corresponding protocol for the intra-AS routing can be
freely chosen. We recall the illustration given in ﬁgure 2.2 that also applies for
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Figure 2.5: Partial map of the Internet based on the January 15, 2005 [21]
autonomous systems. If a router receives a message that is addressed to one of
the devices in the LANs directly connected to the AS, it forwards it to the next
internal router on the path to the destination. If theInter-AS routing destination is outside the
AS the message is sent towards the appropriate gateway router. For the inter-
AS routing the connected systems must use a common protocol. This must also
enable the gateway routers to learn from adjacent AS' what IP address ranges
can be routed to them. Thereby, whether the corresponding neighbor is the
destination AS or just a next hop on the path is not of that gateway's concern.
Both, inter-AS and intra-AS routing protocols, must be able to recognize failed
links or routers and adapt to this situation in order to keep the Internet opera-
tional.
We will not go deeper into routing and the protocols that are involved. The
interested readerFurther information
about routing
might ﬁnd further information on routing in general in [56];
[80]; [83]; [76]; [89]; [13]; [48]; or [28], on the performance of Internet routing
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Figure 2.6: Model of an artiﬁcial satellite in space (Source: SES www.ses.
com)
in [71] or [86] and on computer networks in general (including routing) in e.g.
[100] or [73].
2.3 Satellite Networks
In the sky above usmostly invisible for the human eyea plethora of satellites
are ﬂying. Most What do we mean
by satellite? A ﬁrst
broad deﬁnition.
of us are aware of television (communication) or the naviga-
tion satellites for the widely used GPS respectively the soon being used Galileo
2navigation systems. Of interest for this study are only the so called artiﬁcial
satellites[10], deﬁned as man-made objects that are launched into an orbit Introducing the
artiﬁcial satellites
. The
remaining are classiﬁed as natural satellites, e.g. the moon, the earth or any
planet that is orbiting around its sun. The number of artiﬁcial earth satellites
is about 6000, while approximately 5200 of those already reached their end of
life but still are circulating earth in a so called graveyard orbit. The remaining
satellites are operational and continuously monitored and controlled from earth
stations. This becomes necessary since satellites recurrently need slight correc-
tions on their ﬂight in order to stay in the correct orbital positiona process re-
ferred to as (orbital) station keeping. This need arises since a satellite is exposed
to several forcessuch as atmospheric drag, lunar and solar gravitationthat
cause a deviation from the desired position. Further many satellites deliver data
for various purposes, e.g. scientiﬁc measurements or military observation, that
must be continuously recorded and evaluated and thus require uninterrupted
attention.
2The Galileo platform is announced to be operational by the end of 2014, as stated by [30].
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2.3.1 Technical aspects
Satellites can ﬂy at diﬀerent heights respectively distances to earth, following an
ellipticalin someFlight altitude and
its implcations
cases circularcurve referred to as earth orbit or just orbit.
Thereby they use the centrifugal force in order to countervail earth gravitation
and thus to keep a constant height of ﬂight. The smaller the altitude, the higher
the inﬂuence of earth gravity. As an immediate consequence, a satellite's ﬂying
speed is inversely proportional to its distance to earth. The increased speed and
reduced length of the orbit lead to a shorter orbital period, which is the time
the satellite needs to once travel the complete orbit. The most used orbitsor
ranges of orbitsare the following:
LEO Low Earth Orbit. Precisely it refers to altitudes up to 2000 kilome-
ters. The corresponding orbital period is about 100 minutes. This orbit
is mostly used for military and scientiﬁc satellites as well as for human
spacecrafts.
MEO Medium Earth Orbit. Covers the range between LEO and GEO and thus
allows altitudes from 2000 to 35,786 kilometers. However, most common
are heights of 19,000 to 24,000 kilometers which correspond to orbital pe-
riods of approximately 12 hours. In this orbit we ﬁnd primarily navigation
satellites such as those used for GPS or Galileo.
GEO Geostationary Earth Orbit. Satellites ﬂying on this orbit always stay
ﬁxed above a certain point on earth. This is only possible at a certain alti-
tude of approximately 35,786 kilometers and perpendicular to the equator.
Obviously the orbital period is exactly one (sidereal) day, respectively 23
hours, 56 minutes and 4.091 seconds, as described in [105].
Despite the cost of bringing a satellite to its orbit, which increases with the
height of this orbit, fourImportant aspects
concerning a
satellite's position
aspects about ﬂight heights are especially important.
During their discussion the word bandwidth will be used. However, this word is
used in the ﬁeld of computer science as well as in satellite business with diﬀerent
meanings. In the latter if refers to a frequency range within a frequency band.
In contrast computer scientists use this word in terms of a maximum bitrate
that can be achieved on a speciﬁc link, measured in bits per second. This is
referred to as data rate by the other group. In this thesis the deﬁnition used in
computer science is applied.
Visibility How long a satellite is visible from a speciﬁc ground station depends
on its height which determinesVisibility depending
on height and speed
its speed of ﬂight. Geostationary satellites
have a permanent visibility since they remain on a ﬁxed position. For all
lower orbits the satellites are moving regarded from a terrestrial reference
system. Thus an antenna for reception must either be able to adjust on a
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potentially fast moving satellite and follow its path (Tracking antennas)
or use alternative technologies, at the cost of signal strength.
Bandwidth The lower a satellite's orbit the higher is the ﬂight speed. Con-
sequently pointing Signal strenght is
crucial for the
eﬀektive bandwidth
an antenna exactly to a satellite becomes increasingly
diﬃcult with lower altitude. Thus for the end user market only anten-
nas are used that do not need permanent adjustment, which makes them
easier to build and thus aﬀordable. However, as mentioned above, this
signiﬁcantly reduces the signal strength and thus the eﬀective bandwidth
that can be achieved.
Delay The higher the distance to earth the greater is the lower bound for the
delay, since the signal Latency is
proportional to the
distance
needs to cover this distance always twice. In case of
an satellite in GEO this distance is 35,786 kilometers, the maximum signal
propagation speed is 299,792,458 meters per second. Thus from sender to
reception site it takes at least 238.74 milliseconds. This sums up with
propagation delays of the satellite itself and send/receive hardware. Plus,
in a bidirectional connection the signal must travel to the satellite and
back twice, thus the aforementioned delay is doubled. This is absolutely
negligible for television broadcasts, especially when all recipients have the
same delay, even several seconds would not be recognized in most cases.
However, it is very critical for voice applications like phone calls or also
for most online games.
Coverage The higher the satellite's position above the earth, the greater the
potential maximum area where Coverage grows with
ﬂight height
its signals can be received, the so called
footprint. Further there is the aspect of visibility that has been discussed
above. A GEO satellite, due to its ﬁxed position relative to the ground,
always covers the same area. This makes it easier to determine which
recipients are within its range at a certain moment, compared to satellites
in lower orbits.
Currently satellites use radio signals for communication. The frequency
spectrum ranges from 230 MHz Used frequencies
and their
constraints
up to 75 GHz, while frequencies above 31 GHz
are rather uncommon. Although higher frequencies are attractive in general,
their usage is much more challenging [84]. In general the higher the frequency
the shorter the wave and the reach, assuming the same energy is used for send-
ing. Furthermore for higher frequencies of electromagnetic radiation it becomes
increasingly diﬃcult and at some point even impossible to penetrate walls or
roofs. In consequence, most satellite signals require a direct line of sight between
satellite and the ground antenna.
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2.3.2 Applications of satellites
The range of applications for satellites is broad and includes navigation, televi-
sion, earth and space observationProminent
applications of
satellites
and many more. Discussing them all is beyond
the scope of this work. In the remainder of this section we will take a closer
look on two ﬁelds that are of interest for the research presented in this thesis,
television broadcasts and Internet access via satellite, both belonging into the
group of communication satellites.
Television Broadcasts
The television broadcasts and by satellite that could be received directly by
the end usersreferred to asPosition and
functional layout of
television satellites
direct to home (DTH)have been introduced in
1974. The corresponding satellites are positioned in a geostationary orbit and
equipped with antennas for reception and for sending signals. A receive antenna
is connected to a send antenna by means of a transponder, a unit that is able
to amplify the signal and potentially convert the frequency. For analog televi-
sion channels one transponder is needed per program. Due to compressed video
encoding used for digital content, several channels can use one transponder.
Technical details of transponders will not be further discussed at this point.
What is important to know is that the common end user receiver hardware
can only be tuned to one transponder. Since the majority of television satel-
lite broadcasts use frequencies in the so called Ku band and a bandwidthin
terms of a frequency rangeper transponder of 36 MHz, a net link capacity of
approximately 36 to 40 Mbit per second is available per transponder3. Without
changing the underlying technology, the bandwidth can only be increased by
using several receivers in parallel. This is a common practice in order to allow
consumers to watch an arbitrary channel while another one is being recorded.
Television broadcastsFootprints and
coverage
are unidirectional. The signal is sent to the satellite from
a ground uplink station and then broadcasted. The size and shape of the corre-
sponding footprint is mostly determined by the satellites send antenna and can
be as big as a whole continent. However, in densely populated areas they are
often designed to be much smaller, not for technical but for legal and economical
constraints. Nevertheless, there are usually millions of potential receiving users
within a footprint. This one to many transmission represents a very eﬃcient use
of satellites.Concerns about
current television
broadcast schemes
However, the ﬁxed program schedules of television channels that
allow this scheme do not fully match the viewing patterns of modern viewers.
Many people are largely attracted by the highly individual on demand services
oﬀered online. This can be observed in viewing statistics of online videos but
also in the development on the advertisement market where investments are
shifting from television towards online services [96]. In order to be prepared for
3Source: SES TechCom
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potential future challenges, satellite providers should develop new strategies and
delivery models that adopt to the new trends. Thereby the ideas and results
provided in this thesis might be helpful.
Satellite Internet Access
A notable attempt of Internet access via satellites started already in 1990. The
company Teledesic History of Internet
via Satellite
started research and development of a system that was in-
tended to use a constellation of 288 satellites in LEO. It was planned to allow
Internet connections with 100 Mbit per userback in that time a considerably
high numberwith an coverage of 95% of earth surface. However, the project
has been discontinued in 2002 before the network was even partially operational
[101].
Today all companies that are oﬀering satellite Internet access are using geosta-
tionary satellites. State of the artAs already mentioned in the technical section the coverage of
these satellites is great. Thus these systems allow Internet access at almost any
place on earth where laying of cables would never have been an option, e.g. in
sparsely populated area or on the sea. Further satellites provide a reliable and
unrestricted Internet access in politically instable regions. One- and two-way
satellite Internet
access
It is distinguished
between one-way and two-way satellite Internet access. While the former needs
an additional terrestrial connection for the back channel, the latter uses the ex-
clusively the satellite for both directions of data ﬂow. Thereby they reach band-
widths of up to 18 Mbit per second for the downlink and 6 Mbit per second for
the uplink. However, these are maximum values and since the communication
relies on a shared medium and uses time division multiple access (TDMA), these
high data rates can only be achieved at short peaks and not over a longer period.
As just mentioned two diﬀerent modes can be used for satellite based In-
ternet access, two-way satellite communication and one-way broadcast. Physical limitations
of two-way Internet
access via satellite
For the
remainder of this section two-way satellite Internet access will be considered. A
corresponding satellite must be able to receive signals from many locations and
then forward them to usually a singe point on earth where the data is passed
into the terrestrial Internet. However, the uplink antennas installed at the end
users have a comparably small diameter of down to 70 centimeters. This is,
besides the already mentioned shared medium, another aspect that limits the
maximum possible uplink capacity. When data is sent to an end user, it is
routed to the service providers uplink station, sent to the satellite and then
broadcasted. Since the corresponding data can be received at any point within
the footprint, the data must be encrypted allowing decryption only to the de-
sired receiver.
The application of satellites for a one-to-one communication transforms the
broadcast to a unicast. Thus the potential of satellites is not fully utilized. Even
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worse, in case that all customers of one satellite Internet access providerjust
as an exampleIssues of doing
unicasts via
broadcast medium
assuming that these were 10,000should request the same data
at more or less the same time, this data would be transfered 10,000 fold. This is
an suboptimal utilization of this medium. However, for general Internet usage
due to reasons of privacy no aggregation of such transfers is possible.
2.4 Social Networks
Usually we get in contact with various other individuals almost every day. Those
of them we interfereIntroduction to
social networks
with more frequently are being considered as being part of
our social relations. The intensity of these connection may vary widely. Some
people we see every day others only occasionally, some are perceived as highly
important while others may be expendable. Further all of our contacts have
their own social ties. All these connections together make up a complex network
referred to as a social network . Such a network can be mapped to graphin
this case called the social graphwith the nodes being the individuals and the
edges being social connections between them. Weighted edges can be used to
express the intensity of the tie. Social scientists are exploring such structures
and their relevance for decades. However, it has always been a challenging task
to gather information about the social contacts and their intensity for a larger
group of individuals.
This changed tremendously with the advent of online social networks (OSN).
People can use theseNew perspectives in
social network
research
platforms to create their user proﬁle and to establish con-
nections to people they know and want to get respectively to stay in contact
with. Thereby they give the OSN provider detailed information about their
social network. However, users commonly only create a link to another user
without rating it. Some OSNs extended their platforms in order to give users
the possibility to classify a link e.g. as close friend or professional contact. Yet
not all users provide this information, and if they do, it may not be complete,
plus it is uncertain how precise such classiﬁcations may be. Thus additionally
other approaches such as using the frequency of communication as an indication
for the intensity of the connection are being used.
Social networks are a natural fact and OSNs are theprobably only partial
virtual analogySocial networks
recently received
great attention
to them which allow an easy acquisition and analysis. The rea-
sons why social networks are so important are manifold and will be discussed in
the following It will be highlighted how the knowledge about them can be used
for improvements in general and for computer applications in particular. The
numerous properties exhibited by social networksas stated in [108]that jus-
tify this great regard. First they exhibit a high clustering, which means we ﬁnd
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Figure 2.7: Small world example
highlighting the clustering.
Figure 2.8: Circular layout of
a Watts-Strogatz small world
graph.
a groups of tightly connected nodes and sparse edges that interconnect these
clusters. Clustering in social
networks
For example, the extraordinary high clustering in the Facebook social
graph has been documented in [104]. Secondly, social networks have small av-
erage distances. This means for almost any two nodes that are picked from the
network the length of the path between them is relatively short compared to the
size of the network. The combination of both characteristics is being referred
to as the small world property and the corresponding graphs as small world
graphs. Figures 2.7 and 2.8 both show examples of the latter, the colors of the
nodes reﬂect their degree. The diﬀerent layouts illustrate the properties. The
clustering can be immediately observed in ﬁgure 2.7. One might imagine ﬁnding
a similar structure when considering the own friends, colleagues from work and
people known from high school. Figure 2.8 points out the short average paths
which result from the shortcuts that slice through the middle of the circle while
most connections are between neighboring nodes on the circle. The small world
property can be observed in many real world networks such as the Internet, the
WWW, brains, transportation networks, power grids, human sexual contacts,
professional collaboration and many others [79], [108].
Besides this, social networks belong to the so called scale-free networks. These
are characterized Social network
graphs are scale-free
by a typical distribution of node degrees that follows a power
law with an exponent between two and three. This implies that they have a
few nodes with an extraordinary high degreethe so called (social) hubsand
a large number of nodes with a low degree. These hubs are mostly responsi-
ble for the connectivity between clusters. Remarkable is that these properties
hold even for a random subset of a graph's nodes. Further this also applies
if nodes are randomly added or removed, which is why they are called scale
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free.Robustness of
scale-free networks
As a consequence of this property those networks are extremely robust
against random node failures since most likely the removed node will have a
small degree and thus not integral for the connectivity of the graph. However,
if hubs are selectively deleted the network will soon be separated into smaller,
disconnected sub-nets. Thus they are vulnerable points that must be protected
against targeted attacks as good as possible. Many of the aforementioned exam-
ples of small world networks are also scale free, such as the WWW, the Internet
and power grids. All these networks are very reliable and we seldom get any
notion about the occurring node failures, although serious system outages with
cascading node failures happen occasionally.
All these networks have not been designed with scale-freeness and a power law
degree distribution in mind,Scale-freeness a
result of evolution
but this property has evolved. The fact that it can
be found that often as a result of an evolutionary process might be considered
as an indication that these networks have some remarkable advantages which
make scale free small world networks so fascinating and valuable for many ap-
plications. Besides the already mentioned resilience, it has been observed that
information canSpread of
information and
mutual inﬂuence in
social networks
spread extremely fast within scale free in general and social
networks in particular [85],[8], [35]. Further it can be observed that not only
information is passed between nodes in a social network, but also personal opin-
ions. And depending on the distance in the social graph but also on other factors
such a physical proximity and intensity of the relation, there is a strong mutual
inﬂuence among individuals in a social network [18], [47], [24], [23]. Knowledge
about such details can help to improve predictions on the future development
of trends and thus to improve content distribution [7].
2.5 Content Distribution Networks
As already discussed in the introduction, the Internet experiences an enormously
growth of users,Why content
distribution
networks are
required
content and also of per-user online activity. A ﬁrst obvious prob-
lem is that this increases the general load due to a higher traﬃc. However, this
trend is challenging also for online content providers whose content experiences
a very high popularity. This applies to software distributorsfor downloads
of installation packages as well as for online updatesbut especially to online
video portals. While a slow throughput during downloading the updates for a
game might just be annoying, it makes a video unwatchable dueReal time content is
especially
challenging
to stuttering
playback or rebuﬀering in case it drops below the video bitrate and is thus not
acceptable in this context. Examples for important online video portals are
MyVideo, Vimeo, Dailymotion, Youku, Todou, Metacafe and Youtube, the lat-
ter being the most famous and the most popular video service. The videos their
users upload and others can access are growing in size and quantity. Further-
more the number of viewers, and thus downloads, is growing. In addition the
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existence of online social networks, where links are shared and recommendations
are made, speeds up the request rates for popular videos and further increases
the total number of viewers.
In order to serve such high amounts of videosin case of YouTube this
exceeded four billion High request
amounts require
potent servers
video requests per day4an extremely high-performance
data center is needed just to manage the requests. However, this is not the
only problem to solve, the content delivery is also a very challenging task. The
data of every video that is watched must be sent from the data center to the
viewer who can reside at any place of the world. Consequentlyat least when
content of international interest is oﬀereda signiﬁcant amount of data must be
sent over very long distances, through several networks and even more routers.
Delay, lost packets
and throughput
must be optimized
as far as possible
Besides the delay that usually grows with the distance, every hop on the delivery
path increases the risk for packet loss and throughput bottlenecks. Both will
result in stuttering video playback which must be avoided. What is more, since
the route for each packet that is sent is not known in advance and usually will
pass several autonomous systems, it is impossible even to estimate the minimal
throughput, not to talk about guarantees. Further, sending all this data causes
high costs for the content provider and also its ISP potentially might not even
be able to handle such tremendous traﬃc at all.
Nevertheless it can be observed that especially the most popular providers of
online videos and other CDNs make video
streaming work
conveniently
often downloaded content are able to serve their viewers
even at peak loads. This is achieved by using content distribution networks
(CDN), sometimes also referred to as content delivery networks. They are in
charge of bringing data to end users for their customersthe content providers
at high speed and under any load conditions. In order to do this, two approaches
exist, also described in [73], which are brieﬂy introduced in the following.
Edge Caching The ﬁrst relies Getting as close as
possible to the
recipients
on the installation of edge servers within sev-
eral access ISP networks which are responsible for caching content near the end
users, at the edges of the Internet. This allows caching of content close to all
users connected to the corresponding ISP. However, edge servers are not present
at every ISP in the world. For Internet users who are homed in those ISPs who
do not have one installed, the best edge server in their proximity must be deter-
mined. It is worth noting that the involved measurements inducedepending
on their strategysome or signiﬁcant extra Internet traﬃc. In [98] On the performance
of current CDNs
the authors
investigated the quality of these measurements for Akamai, the biggest CDN
using the edge caching approach who proclaims to have more than 100,000 of
4Source:http://www.reuters.com/article/2012/01/23/us-google-youtube-
idUSTRE80M0TS20120123
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these servers worldwide located in 75 countries [1]. According to their results,
Akamai really can identify notably faster paths and thus it seems to be worth
the eﬀort, obviously at least for Akamai and its customers. In contrast to the
CDN technology described in the following paragraph, edge caching does not
raise a demand for maintaining a network infrastructure with potentially long
geographic distance links.
Private High Speed Network The second approach implements few big
data centers in proximity to the PoPs of important ISPs, mainlyProviding a
dedicated network
allows guaranted
throughput
those of tier
1. There the CDN stores respectively caches its customers content. For inter-
connecting these data centers the CDN operators install their own high speed
network. While this requires a notable eﬀort, it gives the CDN operator full
control over the network capacity and allow load monitoring. However, it can
not bring the content as close to the end user as edge servers do. In consequence
this CDN design can not reduce the traﬃc on the remaining path, that is be-
tween CDN and viewer.
Both CDN methodologies need to recognize user requests and serve them
instead of the original server at theHanding over
requests to CNDs by
DNS redirecting
content provider. This can be achieved by
letting the content provider's DNS server rewrite the DNS request in order to
redirect it to the DNS server of the CDN, who can then answer with the IP of
its own, best suited server for this request. We wont go further into detail of
this technique here. A more detailed general description can be found in [73],
a comprehensive explanation of the DNS redirecting of Akamai in particular is
given in [98].
Current CDNs are able to reduce the server load of their customers, the
content providers as wellWhat current CDNs
can provide
as to decrease their outbound Internet traﬃc by re-
ducing redundant transfers of ﬁles. Furthermore they avoid the content being
unavailable due to server overloading. In many cases this already means a great
improvement for content providers and makes it reasonable for them to pay for
content delivery rather than to upgrade their own infrastructure. Nevertheless,
content provider and CDN can be represented by the same company. The most
notable example for such a vertical integration is Google, who has its own highly
potent CDN to deliver, besides much other data, the videos hosted at YouTube.
However, while content distribution networks do a good job in delivering
online data from servers toLimitations of
current CDNs 
Scalability and last
mile bandwidth
clients today, they do not solve the problem in
general. No matter how powerful the installed hardware may be, the capacity
of a CDN is limited, may it be the caching capacity of the edge servers, the
storage on the data centers or the link capacity of the private network. In
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consequence current CDNs require upgrades when the number of users, ﬁles
or the size of ﬁles exceeds the bounds of installed capacity. Further, they are
neither able to reduce the traﬃc on the last mile connections to the end users nor
can they overcome the bandwidth limitations on this ﬁnal part of the delivery
path. Thus there is still potential for optimizing content distribution networks.
2.6 P2P Networks
The traditional modus operandi for all communication between nodes in the
Internet followed Limitations of the
client/server
principle
the client/server principle. On the one side there is a server
waiting for requests, on the other side are a multitude of clients sending them.
For many applications this is a practicable solution. However, this is not scal-
able, neither for growing numbers of requests, nor for increasing transfer vol-
umes. The latter aﬀects mostly the Internet connection of the server that will
always have a limited bandwidth, no matter how big it might be. The number
of requests, more precisely the requests per time unit, usually rather brings the
server's hardware to its limits but might also cause performance degradation on
the Internet transport or lower layers. These issues together with having a single
point of failure (SPOF) are inherent problems of centralized approaches such as
the client/server model. The peer-to-peer
model, a distributed
approach
The alternative is a decentralized setup where every
node acts as a client and a server at the same time. This approach is referred to
as peer-to-peer. The involved nodesthe peers donate their own resources
CPU time, storage, Internet link capacityto the network and in consequence
the available resources grow as the number of participants increases. One of the
most common applications for P2P networksand the one which is of interest
for this thesisis the exchange of ﬁles.
In P2P ﬁle sharing applications the ﬁles that are distributed are separated
into smaller parts, most commonly Introduction to P2P
ﬁle sharing
referred to as chunks. For the ease of un-
derstanding, in the following we will discuss a scenario where just one ﬁle is
exchanged. Initially the network has usually one server and an arbitrary num-
ber of clients and thus it seems similar to the traditional client/server approach.
However, as clients ﬁnish downloading of chunks, they immediately become a
server for these speciﬁc pieces themselves. Clients that are acting as a server
in the way just described but do not have completed their download are called
leechers. After the completion they are referred to as seeders. Advantages of P2P
ﬁle sharing over the
client/server
approach
This strategy
results in a quick increase of the available download sources for the involved
clients and thus reduces the load on the one original seeder with regards to its
own capability to serve requests as well as its Internet connection upload ca-
pacity. This load is now distributed over all the involved peers. The available
resources increase as more peers join the network. Thus scalability can be pro-
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vided by P2P systems in case maintenance overhead and signaling traﬃc are
kept within limits. Furthermore the ﬁle, or its chunks, are replicated several
times within the network which makes an unreachable server or failing nodes
tolerable, at least up to a certain extent. Important for the ﬁle availability is
the replication rate of the pieces. If we assume that just one piece exclusively
exists at only one node while for all others several hundred copies can be found,
an outage of that speciﬁc node would make the ﬁle unavailable and all other
pieces worthless.
In consideration of this problem strategies have been developed that should
provide an almost equalPiece selection
strategies
replication rate for all pieces of a ﬁle. Most commonly
applied are random approaches and rarest ﬁrst. For the latter, peers intend to
download those pieces ﬁrst which have the lowest replication rate. Obviously,
in order to do this correctly they need information about the number of copies
of each chunk within the swarm. However, such global knowledge is usually not
available. Consequently a less accurate approach is used that is based on local
information whichaccording to [74]delivers good results. SomeOptimized piece
selection for speciﬁc
applications
applications
might put further constraints on the download sequence of chunks, as for exam-
ple P2P video streaming. Here clients need to obtain the data in chronological
order to maintain a ﬂuent playback. An approach that aims at achieving a
balanced duplication while at the same time incorporating incremental chunk
reception to avoid stuttering playback is described and analyzed in [112].
However, besides these valuable aspects there are challenges concerning P2P
technology that have to be managed.Potential issues of
P2P ﬁle sharing
First to mention there is the ﬁle availability
which has already been described in the context of chunk selection strategies. If
only some bytes of a ﬁle become unavailable the sharing fails. Unfortunately the
involved clients are most commonly private computers with little or no reliabil-
ity and thus might often fail unexpectedly. Further, as results in [75] show, such
hosts exhibit rather short online times and therefore are frequently unreachable.
Churn in P2P
networks
Therefor P2P networks have to deal with a situation where clients join and leave
incessantly, a procedure often referred to as churn. However, P2P systems per-
form surprisingly well even under these conditions. When availability must be
guaranteed other measures must be taken such as making the original seeders
always available or implementing a structured, highly reliable backbone. Such
approaches are described and discussed in [17], [19] and [16].
Another challenge for P2P networks is a third group of participantsbesides
the seeders and leecherswhichFree-riding, the
problem of selﬁsh
peers
is called free riders. Such clients are download-
ing data from peers but do refuse to upload. This behavior is a real threat
for a P2P swarms. It was shown by [91] that in 2002 in the Gnutella Network
25% of all peers were free riders. The consequences of and possible counter-
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measures against selﬁsh peers have been discussed comprehensively, e.g. in [61],
[88], [5], [54], [58] and [60]. It can be concluded thatalthough they can not
be thoroughly preventedfree rides can be restrained and thus it is strongly
recommended to consider them in the design of a P2P protocol.
Another aspect that damaged the reputation and thus also reducedbut in
no way stoppedthe success The reputation of
P2P ﬁle exchange
of P2P technology is the fact that they are often
associated with illegal ﬁle sharing. While indeed P2P has been used in this
manner frequently, such behavior is neither intended nor inherently promoted
by the technology in general. However, it can be considered as a proof for the
advantages of P2P approaches with respect to server load and content distribu-
tion to arbitrary numbers of users.
However, most Internet service providers do not agree on the generally pos-
itive assessment of ISPs' concerns
about P2P
technology
P2P users. While there is an undeniable beneﬁt for content
providers and consumers, the aggregated Internet bandwidth consumption is
increased. What is more, since P2P demands its downloaders to provide up-
load resources in turn, ISPs are confronted with a growing amount of outbound
traﬃc and consequently with increasing expenses. A popular, often disclaimed
measure to limit the cost growth is throttling P2P traﬃc. In turn, P2P pro-
tocols implemented counter measures in order to hide from packet inspectors.
Unfortunately this established a gap between ISPs and P2P users that also ob-
structed promising approaches to reduce the inter ISP traﬃc. The most notable
example is a peer localization that is supposed to foster exchange with peers in
close proximity and thus potentially keeps P2P exchanges within the same ISP
network. As the authors of [59] state, when ISPs and P2P users cooperate, the
cost induced by P2P traﬃc can be signiﬁcantly reduced.
A plethora of P2P protocols has been developed and implemented in widely
used clients. Describing all Focussing on
BitTorrent
of them in detail is out of the scope of this thesis.
However, one of them, namely BitTorrent, is the basis for the SatTorrent proto-
col that was developed as part of this thesis. As a consequence, the knowledge
of BitTorrent is of great importance for the understanding of this work and thus
is explicitly discussed in the following section.
2.6.1 BitTorrent
The BitTorrent protocol has been published in 2001 by its developer Bram
Cohen. It implements an unstructured History of the
BitTorrent protocol
P2P network which is easy to main-
tain. A notable aspect that distinguishes BitTorrent from other P2P protocols
is its single ﬁle swarm approach. While other protocols maintain one large
swarm, BitTorrent establishes an individual onedenominated as Torrent in
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this contextfor each ﬁle5 that is exchanged. As a consequence a client can be
connected to numerous autonomous BitTorrent networks. The procedure for a
host of sharing a ﬁle via BitTorrent and for a client joining a network respec-
tively to start downloading a speciﬁc ﬁle is described in the following.
In order to share a ﬁle via BitTorrent a metadata ﬁle must be created which
is referred to as theBitTorrent
proceeding: Sharing
a ﬁle
torrent ﬁle. As it is case for several other P2P protocols,
BitTorrent partitions ﬁles into smaller parts. While these are often referred to
as chunks in other protocols, the naming convention for BitTorrent is pieces.
In order to optimize the transfer of pieces, they are further partitioned into
smaller blocks which a commonly used size of 16 KByte each. The torrent-ﬁle
contains all information that is needed to join the ﬁle speciﬁc overlay network
respectively to start the download. That comprises the number of pieces the
ﬁle consists of as well as the concatenated 20 byte hash values of all pieces.
The latter makes every torrent unique and robust against undesired ﬁle mod-
iﬁcations. Thus it is an unambiguous identiﬁer for a speciﬁc version of a ﬁle.
BitTorrent
proceeding: Multi
and single ﬁle
torrents
Further a torrent can be created in two diﬀerent modes, the single ﬁle mode and
the multi ﬁle mode. In case of the latter, the torrent contains a recommended
name for a directory to save the ﬁles and a dictionary that provides the length,
checksum (which is optional) and path relative to the speciﬁed directory for
every ﬁle. In the single ﬁle mode this dictionary is not needed and replaced by
three ﬁelds containing a recommended ﬁle name, a checksum (optional again)
and the length of the ﬁle in bytes. In the remainder of this thesis only the single
ﬁle mode is utilized. The complete structure of its torrent ﬁle is shown in table
2.1.The BitTorrent
tracker
The ﬁrst entry announce contains the IP address of the so called tracker.
A tracker can provide information about and keeps track of all downloads for
one or more ﬁles shared via BitTorrent. It serves peers with an initial list of
possible exchange partners and thus solves the bootstrap problem. In the oﬃcial
protocol only one tracker is allowed for a torrent, but extensions have been de-
veloped that allow multiple trackers [2] in order to avoid a single point of failure.
Clients intending to download a ﬁle must ﬁrst obtain the corresponding tor-
rent. This can happenBitTorrent
proceeding:
Obtaining a torrent
ﬁle
via direct exchange between its creator and the potential
downloader. However, this is often not a practicable method when the ﬁle is
supposed to the shared with vast number of individuals that do not belong to
a predeﬁned group. Thus the common practice is to oﬀer the torrent on a pub-
lic web server where interested people can access it, often as part of a larger
directory of various torrents. Well known examples for such a web servers are
5Protocol extensions exist that allow sharing numerous ﬁles with one torrent. However,
this can be rather considered as an archive containing these ﬁles.
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Field name Description
announce the URL of the corresponding tracker
info:
piece length byte count per piece
pieces concatenation of all piece's hash values
name recommended name
length ﬁle length (in bytes)
Table 2.1: Torrent ﬁle structure.
Name Description
info_hash 20 byte hash value of the info part in the torrent ﬁle
peer_id a string providing an ID for the peer
ip the peer's IP address
port the port number the peer is listening on
uploaded bytes uploaded by the peer
downloaded bytes downloaded by the peer
left bytes still missing
event peer status (STARTED, COMPLETED, STOPPED, EMPTY)
Table 2.2: Structure of a GetRequest message
the ones from The Pirate Bay6, SuprNova7 or IsoHunt8. Unfortunately these
servers are also heavily used for sharing illegal content that violates copyrights.
After having downloaded the torrent, the client extracts the necessary infor-
mation including the URL BitTorrent
proceeding: The ﬁrst
tracker contact
of the corresponding tracker. Now a GetRequest
sometimes also referred to as an announce requestis sent to this tracker. The
structure of such a request message is illustrated in table 2.2. The info ﬁeld
identiﬁes the ﬁle that is about to be downloaded. While for this purpose the
content of the info ﬁeld from the torrent could theoretically be directly used
here, this would cause enormous message sizes. Since GetRequests are fre-
quently sent, as we will see below, this must be avoided. Thus a 20 byte hash
of this data is created and used for the GetRequest. Further it contains an ID,
the IP address and the listening port of the client that is sending the request.
6http://thepiratebay.se/
7http://www.suprnova.org/
8http://isohunt.com/
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Name Description
interval time interval (seconds) in which peers should send an-
nounce messages to the tracker
tracker id a string providing an ID for the tracker (to be used in future
announce messages)
complete number of available seeders
incomplete number of leechers
peers dictionary with peer information
peer id the id of a peer (see table 2.2)
ip the IP address of the peer
port the port the peer is listening on
warning message describes potential noncritical problems (optional)
failure reason describes critical problems (only set if applicable)
Table 2.3: Structure of a tracker response message
The ID is randomly created for each download, thus one client can simultane-
ously have multiple IDs if it is downloading several ﬁles at once. Further the
message provides information about how many bytes the corresponding peer
already has downloaded, uploaded and how many are still missing. Due to pos-
sible transfer errors, the latter can not simply be calculated from the prior two.
The last entry event indicates the purpose of this message. In the case of a
new downloadthat we are regarding nowthis would be a STARTED event.
Just as the COMPLETED and STOPPED events, such a message is sent only
once for each download. Obviously either a COMPLETED or a STOPPED
eventwhich indicates that the peer aborted the corresponding downloadis
sent. Field code EMPTY is used for announce messages that are sent in regular
intervals throughout the download phase in order to keep the tracker informed
about the peers progress. Further they serve as a keep alive signal and peers
not announcing within the expected intervals are considered as having failed and
not being available any more. In consequence such a peer would be removed
from the list of available peers that a tracker has for each ﬁle it is responsible for.
When a tracker receives a STARTED GetRequest it sends a tracker response
message (table 2.3) to the requestingBitTorrent
proceeding: The
tracker response to
a GetRequest
client. It provides the interval in which the
tracker expects announce messages from the peer, the tracker's ID, the number
peers that posses the complete ﬁlethe seeders and of those who have just
parts of the ﬁlethe leechers. Further a dictionary that contains information
about peers that are in BitTorrent swarm for this ﬁle. The number of peers
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Name Description
bitﬁeld complete list of available and unavailable pieces
cancel cancel a piece request
choke prohibit download
have inform that a certain piece has been completed
interested announce demand for a piece
keep-alive just avoid disconnect due to inactivity
not interested no demand for the available pieces
piece subset of a piece as payload
request request for a speciﬁc piece
unchoke permit download
Table 2.4: Peer wire protocol message types
in that list is limited by the tracker. It is argued that peers can not establish
too many concurrent connections anywaythe version three of the oﬃcial client
stops connecting to new peers when it has more than 30 open connectionsand
thus do not need more than a certain amount. Commonly this does not exceed
50 entries, while often much smaller values between 20 and 30 are used. This
limit is a trade oﬀ between the demand of the peers for connection partners and
the tolerable size of tracker response messages.
In case of serious problems making the usual response impossible a failure reason
is included in the response, while other ﬁelds remain unset (e.g. the peers
dictionary). In case of noncritical problems that still allowed the request to be
answered correctly, a warning message can be optionally included.
In case no errors occurred the peer receives the tracker's response and ex-
tracts the entries of the peers BitTorrent
proceeding:
Connecting to other
peers in the overlay
network
dictionary. Having this information it starts
connecting to the provided peers. Each connection between two peers is com-
menced with a handshake message that introduces them to each other. In order
to do so, they exchange information about the client and the protocol version
they use as well as their ID and the ﬁle that is about to be exchanged. All fur-
ther communication between peers is performed via peer wire messages (PWM).
The header of a PWM contains the message ID that indicates the type and thus
the purpose of this message. The oﬃcial protocol version distinguishes ten dif-
ferent types which are listed in table 2.4. Immediately after the handshake,
a message of type bitﬁeld is exchanged that mutually informs BitTorrent
proceeding:
Inter-peer
communication
the peers which
pieces of the ﬁle the vis-a-vis already possesses. Peers store this bitﬁeld for all
connected nodes and thus maintain a knowledge base of the download status of
all these peers. It is worth noting that this is usually only a proper subset of the
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complete swarm for this ﬁle, hence peers do not have a global knowledge about
the Torrent. Based on the local information in the bitﬁeld data a peer can de-
termine whether the exchange partner can provide pieces that are still missing
and send a PWM of type interested if applicable. An interested client is allowed
to requestand eventually downloada piece after it has been unchoked. This
requires each client to store for every open connection:
• its own interest it announced to the peer (am_interested)
• whether it is choked or unchoked by the peer (peer_choking)
• the interest status of the peer (peer_interested)
• whether it has choked or unchoked the peer (am_choking).
After the handshake this status is initially set to choked and not interested for all
peers.BitTorrent
proceeding: Choking
and unchoking of
peers
Within deﬁned intervals the BitTorrent clients execute an choking algo-
rithm in order to allow peers downloading pieces. The design of this algorithm is
of signiﬁcant importance for the protocol performance. A major aspect it must
consider is avoiding too many downloaders at the same time. The motivation
is thatdue to the often relatively small upload bandwidth provided by con-
sumer Internet connectionsa large number of concurrent uploads would make
each transfer very slow. This is ampliﬁed by underlying transport layer protocol
TCP, whose ﬂow and congestion control mechanisms experience a performance
degradation under too many simultaneous transfers. Further the choking algo-
rithm must ensure fairness which is maintained by BitTorrent's tit-for-tat policy
that rewards peers who contribute a lot and penalizes selﬁsh peers that do not
share pieces to others. A widely used algorithm is described in the following.
Every ten seconds four peers with the highest upload rate are selected for being
unchoked from thoseA commonly used
choking algorithm
having the status peer_interested. In case they diﬀer from
those from the previous selection, the prior peers must be choked by sending the
corresponding PWM. Since the newly unchoked peers are interested, they will
start downloading immediately. Further there is the optimistic unchoking which
is performed every 30 seconds. In this procedure a peer is selected for unchoking
regardless of its upload rate. The probability of being selected is increased for
newly connected peers, for all other peers it is equally distributed. The purpose
of this modus operandi is to quickly provide new peers with complete pieces in
order to allow an immediate start of piece exchange with other peers.
An unchoked client willassuming that it is interestedimmediately send
a request PWM to theBitTorrent
proceeding: The
course of a ﬁle
download
corresponding peer. This message not only speciﬁes the
piece that the client intends to receive but also the block within this piece. For
a better performance usually several blocks are requested at once. The peer
will respond with piece PWMs that contain the actual data of the requested
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blocks. After the client has completed the download of a speciﬁc piece it an-
nounces this eventby means of a have PWMto all connected peers who will
in turn update the appropriate bitﬁeld. Thereby all peers keep the bitﬁelds
of all connected peers updated. However, this means that a lot of additional
messages have to be sent which induce a notable amount of traﬃc. Thus a mea-
sure has been introduced in order to reduce the number of these have messages.
This approachwhich is not part of the oﬃcial protocolis referred to as have
message suppression and prevents sending these messages to peers who already
own the corresponding piece themselves. Obviously, these peers will not request
that speciﬁc piece anymore and consequently do not that urgently need to be
informed. However, this makes the identiﬁcation of the rarest pieces inaccurate
when the corresponding piece selection strategy is applied.
When a client has downloaded all pieces the download is complete. Afterwards
it may leave the BitTorrent
proceeding:
Finishing a
download
overly network or remain as a seeder. Seeders are valuable re-
sources for a P2P swarm. However, BitTorrent oﬀers little incentives for clients
to seed after the download since the rewarding for uploadsrepresented by the
tit-for-tat policyis applied on a per-ﬁle basis only. Nevertheless, BitTorrent
became and probably will remain one of the most popular and robust P2P
protocols in existence.
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CHAPTER 3
The Importance of Computer Simulations
In many areas simulations are of great importance, including product develop-
ment, meteorology, The signiﬁcance of
simulations
ﬁnance market and especially for many research ﬁelds. Of
special interest, in particular for this thesis, are computer simulations which
oﬀer a variety of advantages compared to real world testing and investigation of
physical models. For the sake of simplicity the words simulation and computer
simulation are from now on used synonymously. In the Beneﬁts of
simulative analysis
simplest case the beneﬁt
of simulations may just be a monetary gain since they can drastically reduce
the costs for experiments. Even more important is the potential reduction or
complete avoidance of risks, may it be for the involved actors or for the broader
environment. In many cases a simulation is used as a cheap and safe alternative
for real world testing, measurement and observation. However, there are also
scenarios where it represents the only possibility to perform studies. This is the
case if the corresponding real world processes are running too fast or too slow
and thus observation and experiments are impossible. For example the analysis
of forest vegetation over several generations of trees under diﬀerent conditions;
such as precipitation rate, average sun hours per day; would take hundreds of
years for each simulation run in a real world test.
In the same way it is impossible to analyze systems that are not existing
yet or can not be measured Simulation of
notional systems
for other reasons. An example for the latter which
is immediately related to this thesis, is the comparative testing of diﬀerent pa-
rameters and protocols for software clients in a globally distributed system with
thousands of participants. First it is doubtful whether a researcher would get
into the position to measure data on such a high number of clients that are
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in private possession. Second, even if that was possible, coordinating the dis-
tribution and successful installation of the repeatedly changed client software
respectively of the new parameters with such a high number of involved end
devices is an error prone task. What makes it ﬁnally impossible is the fact that
consistent measurements in such an environment can not be obtained, not least
since the conditions are subject to continuous changes.
In the application described above the simulation is used for the substantia-
tion of a theoretical model. OtherPorposes of
simulations
purposes they are used on include optimiza-
tion (e.g. of processes) and prognosis of future developments.
Regardless of the speciﬁc objective that is followed by a simulative analysis,
it always involves two steps. The ﬁrst step is the creation of a corresponding
model that reﬂects theThe two steps of
simulations
system and the second step the simulation execution.
While both steps are important, the former is much more error prone. Thus
the careful creation of an appropriate model is the key to any credible and re-
liable results. Two diﬀerent approaches for modeling can be distinguished, the
analytic and the descriptive models. The former rely on mathematical equa-
tions thatAnalytic vs.
descriptive
simulation models
specify the systems behavior which becomes increasingly diﬃcult as
the complexity of the system increases. The descriptive models implement a
virtual copy of the real system that allows detailed analysis and measurement.
Both approaches rely on an abstraction of the real processes. On the one hand
describing every little detail in the model is not possible, on the other hand
the more ﬁne grained the model, the higher the computing power needed for
the simulation. Thus a model must be as simple as possible and as complex as
needed in order to achieve a trade-oﬀ between exactness and resource require-
ments for the simulation. However, from every abstraction arises a discrepancy
between reality and simulation. This must be carefully considered in order to
preserve the credibility of the corresponding results.
It must be admitted that simulations underlie certain limitations. One im-
portant aspect, the limitationLimitations of
simulative
approaches
of resources, has already been mentioned. It
includes CPU power and memory as well as time. Further results are always
only valid for the applied set of input parameters. Beyond that for reliable
results all relevant inﬂuencing factors must be considered during the model cre-
ation process. Any aspect that is not included may it be because they were
forgotten, considered to be irrelevant or even not known at that timemight
lead to completely diﬀerent results in reality and in the simulation. On the other
hand, the higher the number of parameters, the more challenging is the task
of adjusting them correctly. Further this increases the complexity of the model
and thus also the risk of errors. By carefully choosing the required parameters
and by using reasonable abstractions, these potential problems can be managed.
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In spite of these challenges that adhere to all forms of simulations, they re-
main an important tool for Concluding the
survey on
simulations
developers and scientists which is capable of signiﬁ-
cantly speeding up observation, evaluation and optimization of new approaches
as well as of existing systems.
3.1 Models for Complex Networks
Simulating and modeling of social network structures are prevalent requirements
Models for social
network graphs
for many research ﬁelds, especially for interdisciplinary research that often takes
social networks into consideration. Also for the evaluation of the models and
protocols proposed in this thesis simulations that incorporate social network
structures are required. Thus in the following three of the most important
models for graphs that reﬂect the same properties as social networks are intro-
duced.
3.1.1 Barabasi-Albert Model
This model produces small world graphs, thus such exhibiting short average
paths. The key strategy Creation and
properties of
Barabasi-Albert
graphs
of the Barabasi-Albert model (BA) [15] is preferential
attachment. Starting from an initial graph consisting of a very small number of
nodes (m0 ≥ 2), new nodes are added subsequently with a speciﬁed number of
edges (m). The probability for connection to an existing node N is proportional
to the degree of that target node. This leads to scale-free graphs that exhibit
the typical power law degree distribution with few super hubs that have an ex-
traordinary high number of connections and a high number of nodes with only
very few links. The clustering in Barabasi-Albert graphs has been reported to
decrease with growing numbers of nodes in [40]. Despite that the BA model is
one of the best known and most widely used models for scale free networks.
3.1.2 Toivonen Model
The Toivonen model has been presented in [103]. It has been designed to deliver
graphs that exhibit Creation and
properties of
Toivonen graphs
a high degree of similarity to those that can be observed in
social networks. Correspondingly the TO model is supposed to deliver graph
containing communities with very dense internal connections. Further short av-
erage paths, high average clustering coeﬃcient and a node degree distribution
that exhibits a steep tail. In addition the resulting network should be assorta-
tive. In order to achieve this, the TO model starts with an initial connected
graph of size N0 where new nodes are added by ﬁrst connecting to mr ≥ 1
randomly chosen vertices. In a next step the new node connects to averagely
ms ≥ 0 neighbors of each those nodes it connected to in the ﬁrst step.
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According to the results in [103], this model achieves its goal of delivering a re-
alistic social network structure that exhibits small world properties, a power law
degree distribution, short average paths and a high average clustering. Thereby,
it prohibits the emergence of nodes with extremely high degreessuper hubs
that can be found in other models, e.g. in BA graphs. These highly connected
hubs are usually institutions rather than individuals. Excluding these institu-
tional sources might be interesting for certain P2P scenarios.
3.1.3 Watts-Strogatz Model
Another model for the generation of small world graphs was developed by Dun-
can J. Watts and Steven H. StrogatzCreation and
properties of
Watts-Strogatz
graphs
and is described in [108]. It relies on
rewiring of edges in a regular ring lattice with n vertices and k edges per ver-
tex. Each edge in the graph is considered for rewiring with a probability p, also
often named β in accordance to D.J. Watts naming used in [109]. The rewiring
maintains the source node while randomly choosing a new target node from
the set of all nodes. Thereby self-loops as well as parallel edges are avoided.
Setting p = 0 leaves the regular ring lattice unchanged while p = 1 results in
a random graph. According to the results published in [108] p should not be
smaller than 0.3 and not greater than 0.5 in order to achieve reasonable small
world properties. In addition to the short average paths these graphs further
exhibit a high clustering.
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A Model for Content Distribution in Hybrid Networks
The challenges the Internet is opposed tobeing continuously pushed towards
its capacity boundshave been Highlighting the
demand for a better
model
motivated already in the introduction of this
work. Further the importance of eﬃcient content distribution has been out-
lined in chapter 2 in the context of CDNs. In summary it can be stated that
the Internet is confronted with steadily increasing number of hosts and traﬃc
volumes. Not only does this trigger demand for infrastructural upgrades, the
closer the network operates at its limit the more do delays increase and the
higher the risk of packet loss. While current CDNs are able to signiﬁcantly
improve content delivery, they are just deferring the point where the network
will become unable to handle the load and at which they might even collapse
in the worst case. As this indicates a new content distribution model is vitally
important in order to cope with the future Internet traﬃc. Even Problems of existing
solutions
considering the
current state and the near future, having a way to transfer online data to the
users more eﬃcientlywith respect to the Internet transfer volumesmight re-
duce costs, distribution time as well as power consumption and might avoid the
necessity for infrastructural upgrades. There might be multiple ways to reach
this objective, such as improving current CDNs while additionally concentrating
capacity upgrades on the last miles, the edges of the Internet or to improve IP
multicasts. However, in this thesis another approach is favored that uses a novel
content distribution model which relies on a hybrid network infrastructure, a
combination of terrestrial Internet and satellites. This architecture is described
in detail in section 4.1. Having this network structure deﬁned is the provision
for the content distribution model that incorporates social network structures,
user preferences and P2P technologies in order to reach the deﬁned target. This
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model is introduced in section 4.2.
4.1 Hybrid Networks
During the introduction we already had a glimpse into the understanding of
hybrid networks thatWhat is a hybrid
network?
is being used in this work. This might be diﬀerent from
some also common associations with that term. Often it is used in the ﬁeld of
mobile telephone networks when the possibility for roaming between the phone
network (e.g. GSM) and another wireless network (mostly wireless LAN) is
meant.
Another very popular interpretation is the combination of an ad hoc network
with an access point in the ﬁeld of wireless networks [77]. The term can further
be found in the context of networking. There it refers to the combination of
two or more distinct topologies that are combined, e.g. several start networks
interconnected by means of a ring, which is correctly called a multiplex net-
work. According to this deﬁnition the Internet itself is a hybrid network, since
it consists of a plethora of heterogeneous networks as it has been highlighted in
chapter 2.2.
A plethora of further interpretations can be found in the WWW. Two fur-
ther examples are given in theExamples for
existing
interpretations of
hybrid networks
following, for which the network topology is not
decisive. The ﬁrst provided by [90] "A hybrid network refers to any computer
network that contains two or more diﬀerent communications standards. In this
case, the hybrid network uses both Ethernet (802.3) and Wi-Fi (802.11 a/b/g)
standards. A hybrid network relies on special hybrid routers, hubs and switches
to connect both wired and wireless computers and other network-enabled de-
vices." focuses on the combination of protocols.
In [78] it can be read "A hybrid network is a local area network (LAN) con-
taining a mixHybrid as
combination of
guided and unguided
media
of both wired and wireless client devices. In home networks, wired
computers and other devices generally connect with Ethernet cables, while wire-
less devices normally use WiFi technology." which uses the transfer medium as
the distinctive aspect. It can be considered as describing a subset of the ﬁrst.
A completely diﬀerent approach is taken in the following deﬁnition published
at [44] that puts its focus on the quality rather that than on the technologi-
cal aspects. "In networking terminology, a hybrid networkalso called a hybrid
network topologycombines the best features of two or more diﬀerent networks".
According to 'Information Technology Control and Audit,' hybrid topologies are
reliable and versatile. They provide a large number of connections and data
transmission paths to users."
4.1. HYBRID NETWORKS 43
While none of the deﬁnitions is contradictory to an intuitive understanding
of the term hybrid network, their A deﬁnition of
hybrid networks for
this work
multiplicity is confusing and thus handicaps
discussions about this topic. However, for the scope of this thesis we need a clear
deﬁnition in order to reach a common understanding of hybrid networks. This
will enable comprehension of applications that build on top of this very special
kind of networks that will be needed during the remainder of this work. Thus,
for the scope of this thesis we use the following deﬁnition that corresponds to
the description of hybrid networks given in [64]:
Deﬁnition 1 A computer network is a Hybrid Network if it satisﬁes the
the following rules:
1. It is a combination of at least two networks.
2. At least one of the involved networks must use unicast as its primary
addressing scheme.
3. At least one of the involved networks uses a primary addressing scheme
diﬀerent from unicast, such as broadcast, multicast or geocast.
4. For every data packet that is send from a source to a target the routing
decision can be freely taken for any of the involved networks without
preconditions.
Thereby the primary addressing scheme of a network is that which
is best suited for the corresponding Infrastructure and can be used in an
eﬃcient way.
A direct consequence of deﬁnition 1 is that all nodes must be equipped with
the hardware required to connect to at least two of the involved networks that
satisfy the hybrid network conditions.
At this Distingtion between
the Internet and a
hybrid network
point a problem arises that has been mentioned before: How does
the Internet diﬀerentiate from a hybrid network? Strictly speaking whenever
we combine the Internet with any other network that uses the Internet protocol
stack, it would just become part of the Internet according to its deﬁnition of
being a network of networks. Let us imagine mobile Internet users who are con-
nected via a GSM network. For sending data to a host, the latter technically
uses a broadcast within the GSM cell the host is located, even though only the
one destination device will process the data. From a wider perspective, consid-
ering the whole GSM operator network, it is rather a geocast. But from a global
perspective considering the whole path, from an arbitrary Internet host to this
mobile node, this is just a one-to-one communication, in other words: a unicast.
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Consequently it is constituted that the Internet's primary addressing scheme is
unicast. Although multicast and broadcast are supported by the IP, they are
of little practical relevance. A global Internet broadcast is hardly ever reason-
able and for multicast the overhead of group management is too expensive in
the majority of cases, especially when the group memberships change frequently.
For the remainder of this work we will consider only one speciﬁc type of a
hybrid network that is composedConstituting
satellites for utilized
broadcast network
of the Internet and a satellite network. From
now on the term hybrid network will be used interchangeably for this speciﬁc
type. Since satellites use broadcast as primary addressing scheme, all packets
that are routed to the satellite uplink will be received by all nodes connected to
the hybrid network. A more ﬁne grained addressing is under the responsibility
of the application layer protocol. Further we assume the utilization of geosta-
tionary satellites, radio frequencies in the Ku band and a bandwidth of 36 MHz.
This allows the use of television satellites and has the beneﬁt that equipment
for reception of these signals is available at low cost and further is already in-
stalled at many households. This keeps entry barriers for implementing hybrid
networks based on this technology low.
Connectivity to the hybrid network is achieved by means of a home gateway
(HGW). This deviceThe home gateway
as mediator between
hybrid network and
user devices
was ﬁrst described in [69] and further speciﬁed in [64]. It
possesses external connectivity to the Internet as well as to satellite broadcasts.
On the internal side it provides LAN connectivity, for the end user market this
will usually be an Ethernet switch as well as a WiFi access point. This allows
connection of the devices we ﬁnd in typical households. The delivery channel,
which is illustrated in ﬁgure 4.1, is thereby transparent to the devices connected
to the HGW. A distinction, if required, can only be made on application layer.
On the senders side no transparency is given. The decision whether or not a
packet shall be broadcasted must be explicitly stated when it is sent. In general
there are two possible models for realizing this procedure of hybrid network
delivery.
ISP model A packet has a ﬂag that indicates whether a broadcast is possible
or not. In case it is it is further assumed that a broadcast is also desired.
Every router the packet passes can now decide either to send it towards the
satellite uplink station or to pass it on the next routers on the path to the
recipients. This would give the satellite network operator the role of an ISP
that operates on multiple levels. However, this approach requires updates
for all routers since they must support the new protocol and further they
must be able to handle groups of recipients. This is a signiﬁcant eﬀort
and comes with the same problems that prevented the IP multicast from
being widely used.
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Figure 4.1: Data Channels in Hybrid Networks
CDN model In this model the satellite operator has the role of a CDN provider.
Thus an agreement between sender and recipient must be made before the
hybrid network can be used. When this precondition is met, the sender
encapsulates a broadcast packet in a TCP frame and sets the destination
address of the latter explicitly to that of the next satellite uplink sta-
tion. This station will then extract the header information from broadcast
packet and then puts the original TCP message in the broadcast queue
accordingly. Preserving the TCP header is important for transparency
on receivers side. In case congestion occurs the uplink rejects the packet
and the sender will have to send it again via Internet in unicast mode. In
order to allow most eﬃcient usage of the broadcast network, a broadcast
packet carries information on the number of recipients. This allows the
uplink station to give a packet with 100,000 intended recipients the pri-
ority before one with only 1,000. Further a delivery deadline is provided
by a broadcast packet that enables better scheduling of broadcasts. As
a third header information a broadcast packet contains area codes that
coarsely indicate in which regions the recipients are located, which allows
the selection of the correct satellites respectively transponders.
While in the remote future the ISP model might become interesting, for the
moment the CDN model is clearly the preferred one since it does not require
any changes to the Internet infrastructure. Further it has only little overhead
for the communication and thus can be realized on a short-term perspective.
Why has this speciﬁc combination of Internet and satellites been chosen?
The decision for the Internet Internet and
Satellites,
combination of
opposed strengths
as the unicast network is obvious since the deﬁned
target of this research is making online content delivery more eﬃcient, combined
with a reduction of Internet traﬃc. However, for the broadcast network also
other solutions would have been possible such as cable TV, cellular or terrestrial
radio networks. However, there are a couple of advantages that make satellites
the preferred choice among all broadcast networks. Concisely it can be said that
satellites and the Internet possess nearly orthogonal specialties. The Internet
provides low latencies and a fast back channel. While these are points where
satellites deliver a relatively poor performance, they come with notable strengths
which can be derived from the introduction to satellite networks in chapter 2.3.
In summary and with respect to the hybrid network approach these are the
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following:
Scalability Even though many other networks support broadcasts as primary
addressing scheme, none of them can that easily adopt new user as satel-
lites do. All those networks that rely on guided media as a physical
medium demand for a cable being drawn from an (probably) existing
hub to the new user. While unguided media such as WiFi, 3G or LTE
obviously do not need any cables, they are limited in the number of users
that can be concurrently connected to one access point. Thus also here
a demand for additional infrastructure is raised as the number of user
increases. Further, these wireless networks have a much more limited ge-
ographical reach than satellites. For the satellites it can be stated that
within their area of reach they scale without limits with the number of
users.
Coverage As already highlighted in chapter 2, satellites provide a great cov-
erage. For the utilized GEO satellites, only three satellites are needed in
order to achieve a global coverage. For guided media as well as for other
unguided media broadcast networkswhich have a much more limited
reachthe cost for extending them towards global coverage makes this
approach economically unreasonable.
Bandwidth Compared to many guided media networks, satellites respectively
satellite transponders, do not provide a notable high bandwidth. Thus this
aspect mainly applies for the comparison to other wireless technologies.
For them the signal strength signiﬁcantly depends on the distance to the
next access point and thus the transmission rate degrades as distance
grows. For satellite broadcasts the geographical location of the recipient
does not notably eﬀect the transmission rate as long as being within the
footprint. There is no doubt that radio signals coming from an earth orbit
underlie the same physical laws as terrestrial ones. However, the distance
for GEO satellites is large in any case. Thus the relative eﬀect on the
distance to the signal source is negligible.
As highlighted in section 2.3, one satellite can only cover a part of the worlds
Simplifying the
notion of a global
satellite broadcas
surface but for a complete coverage at least three satellites are required. For
the sake of reduced complexity we will assume a full global coverage when the
phrase one broadcast is being used, knowing that this refers to the event of three
simultaneous broadcasts. In fact the results presented in [94], [22] and also in
[12] show that content popularity tends to be rather geographically localized
and thus in the majority of cases one broadcast using a single satellite is sup-
posed to be suﬃcient.
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4.2 The content distribution model
In the preceding Expectations of this
new model
section we learned about hybrid networks. As announced at
the beginning of this chapter we will now use this infrastructure to develop a
model for scalable content distribution. Before we start let us quickly recall the
expected beneﬁts of that model.
1. Reduced Internet traﬃc, especially on Internet backbone.
2. Scalability with respect to the number of users and ﬁles.
3. Better or equal download duration.
The approach for reaching these objectives is based on the principle of broadcast-
ing popular Strategy:
broadcasting popular
ﬁles
content that is frequently requested and unicasting the remaining,
seldom requested content. Therefore it utilizes a hybrid network as underlying
infrastructure. Since the broadcast allows every user connected to the hybrid
network to receive and store the corresponding data, we assume a ﬁle level en-
cryption that allows the free distribution of all content without violating copy-
rights. Every node in the network may receive, store and share all data without
any restrictions. However, access to the content in terms of consuming it (e.g.
watching a video, reading an ebook or running a software) is only granted after
being authorized by the content rights owner. This encryption is not subject of
this thesis and will not be further discussed.
Even though it is based on a hybrid network infrastructure, the content distri-
bution model also supports mixed environments containing clients that have no
connection to a broadcast network but only to the Internet or vice versa using
a two-way satellite connection. Even though such nodes miss some of the ben-
eﬁcial aspects of the model, they still take proﬁt from it as we will see during
the reading of this chapter.
Before we go into the details of the model, let us inspect the process of con-
tent distribution in general. An abstract view on
the content delivery
chain
On one side there is a source for online content,
the so called content provider (CP), on the other side a node requesting that
content, the consumer or user. We ﬁnd this situation illustrated in ﬁgure 4.2.
Figure 4.2: Usual delivery path for online content.
As we learned from chapter 2 there are usually numerous hops on the path be-
tween these two nodes that cause delays and bear the risk of potential package
loss. For the presentation of the proposed content delivery model the abstract
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model in ﬁgure 4.2 is used for the sake of a reduced complexity, keeping in mind
the potential problems of this delivery channel.
In case of a hybrid network an alternative path is added to this delivery chain
that allows the CPThe delivery chain
for hybrid networks
either to send the data to the requesting users directly via
Internet or to pass it to the satellite uplink station (SUS) for having it broad-
casted. No matter which delivery channel is being used, the data is ﬁrst received
by the HGW of the requesting user, that will pass it on to the corresponding
user device the content request originated from. This leads to the delivery chain
visualized in ﬁgure 4.3.
Figure 4.3: Delivery chain for online content in hybrid networks.
So far this is what one expects when a hybrid network infrastructure is being
used. On top of that, the content distribution model adds functions at three
points of this delivery chain. These are the CP, the SUS and the HGW. It is
worth noting that in principle instead of the HGW the corresponding function-
ality could be implemented on any other device, may it be a dedicated hardware
or an end user device such as a PC, laptop of mobile phone. Oﬀering a cor-
responding software package that can be installed on various devices might be
an interesting solution especially for user without access to a hybrid network,
who do not necessarily require a HGW.The HGW
implements all
client side
functionality
However, for the scope of this work it is
assumed that all users have a HGW installed that also provides the necessary
functionality even if no hybrid network access is provided. Besides this saves
us from having to diﬀerentiate at each point the HGW is mentioned, having
this device in place as mediator between the home network on the one side and
the Internet and/or broadcast network on the other is the preferential choice
since it can provide all devices in the home network with the beneﬁts of the
proposed content distribution model. Further, the HGW is considered as being
an always-on devicesimilar to the common case for most of todays Internet
Modems and DSL routersand thus can operate uninterruptedly.
Now let us examine the features that the diﬀerent nodes implement. The
CP has to monitor the active downloadsSummarizing the
functions of the
main actors in the
delivery chain
respectively requests for all its ﬁles and
must decide accordingly on what data should be broadcasted instead of being
unicasted. The SUS has to check how much satellite capacity is still available
and corresponding to the result instruct the CPs to reduce their broadcast re-
quests or to increase them. The biggest part of functionality is implemented
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at the HGW. Besides receiving data and passing it to the devices in the cor-
responding home network, it also actively requests ﬁles according to the users
preferences. Demand prediction
and prefetching
The intention behind this prefetching is to download ﬁles even
before the user's demand arises and thus have them already available in the local
cache when they are needed. The prediction of future demand that is required
in this context is probably the most challenging part of the whole content dis-
tribution model. In order to facilitate this, in addition to the user's preferences
also data provided by his social network neighborhood in being capitalized. The
details of these aspects will be discussed in section 4.2.3.
In order to be capable to do the described caching, obviously the HGW must
be equipped with a suﬃciently large storage. Besides prefetched ﬁles, also those
that have already been requested and consumed by a user remain in the cache.
Which ﬁles are cached depends on the cache replacement strategy and on the
rating for future demand probability. Both aspects are described in detail in
section 4.2.3.
As an immediate result of this caching policy there will be a lot of ﬁles being
cached at the very edges of the network. It is more or less self-evident to make
use of this situation and to serve future requests from other users in physical
proximity from these caches. Since this concerns data that has already been
delivered once before from the CP to the HGW's cache this process is referred
to as re-distribution of content.
For this re-distribution among HGWs as well as for the delivery from CP
to the HGWs a P2P technique is being Delivery based on
P2P technology
used. More precisely a modiﬁcation
of the popular BitTorrent protocoldescribed in detail in chapter 2has been
selected, primarily because of its utilization of a tracker. As we know from the
previous chapter, every peer ﬁrst contacts the tracker when a new download is
started. Further all peers periodically send announce messages that keep the
tracker informed about their download progress. Thus the tracker has profound
knowledge about the number of concurrent downloads of each ﬁle as well as the
individual progress. This is precisely that information the CP needs in order to
decide whether to broadcast speciﬁc data or not. We will come back to the con-
nection between tracker and CP as well as to the details of broadcast decisions
in section 4.2.1.
Besides On the eligibility of
a P2P approach
the mentioned beneﬁts that come with the trackers, a P2P approach
is further the natural choice for the re-distribution of cached content. The in-
volved nodes have usually a rather low Internet connection bandwidth and also
a low reliability, both properties that harmonize very well with P2P. In the style
of the BitTorrent protocol each ﬁle is partitioned in several smaller pieces, in
other P2P protocols often referred to as chunks. According to that scheme from
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now on the granularity on which data is either broadcasted or unicasted is set
to one piece. Correspondingly the content provider decides for a piece whether
it should be broadcasted or not, and the HGW either receives a piece via broad-
cast or via unicast network.
After this coarse introduction to the proposed content distribution model still
several questions remain open. Probably the most noteworthy ones are the fol-
lowing:
Q1: How does the CP know which nodes can receive broadcasts in a mixed
environment?
Q2: How can nodes determine which potential P2P exchange partners are
nearby and which are far away?
Q3: How can one broadcast be eﬃciently used to substitute unicast transfers
when the content requests are individual and thus issued at arbitrary, most
likely diﬀerent times?
Q4: How can the future demand be predicted in order to facilitate the prefetch-
ing?
The key, even though not the answer, to these questions is the utilization
of user proﬁles and restrictingConﬁning the model
to registered users
the whole service to registered users. In order
to realize this, each user has a proﬁle that contains the required information.
In principle also multiple proﬁles per user can be used, allowing to keep e.g.
private use separated from professional use. These proﬁles are stored and main-
tained on the HGW and thus remain under the full control and disposal of the
corresponding users. However, storing and using personal user information al-
ways raises security and privacy implications that have to be addressed. For
the scope of this work and the corresponding research we assume that the users
can freely decide whether they want to use the proposed service and what data
they want to share and which is strictly private.
The userConstitution of user
proﬁles
proﬁles contain data about personal preferenceswhat games one
plays, what software is installed and what kind of movies; books or music one
likeswhether or not the HGW is able to receive satellite broadcasts and the
physical location of the HGW. For the latter a very coarse granularity can be
used. For instance in the implementation of this content distribution model
that will be discussed in chapters 7 and 8 just a number that identiﬁes the au-
tonomous system the HGW belongs to is being used for this purpose. This is in
most cases suﬃcient to determine whether two users are located within the same
ISP network, and thus can be used to keep inter ISP traﬃc as low as possible
by giving preference for communication and data exchange to nodes within the
same AS. Whether or not the proﬁle also contains information about the user's
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social network or if rather data from accounts in existing OSNs is being used
has no impact on the model in general. Thus it is just assumed that the social
graphs are accessible for the HGW for all users it administrates.
Before describing the functional details of CP, SUS and HGW two more
naming conventions are introduced. Naming
conventions:
sat-enabled, sat-peer
and SatTorrent
From now on we will refer to the capability
of a node respectively of an HGW to receive satellite broadcasts as being sat-
enabled and to the corresponding nodes as sat-peers. Further the modiﬁcation
of the BitTorrent protocol that will be presented in the subsequent chapters
is named SatTorrent due to its special purpose of integrating support for
satellite broadcasts into BitTorrent. For the moment it is suﬃcient to know that
SatTorrent provides all features of BitTorrent, the remainder will be introduced
in the chapters 7 and 8.
4.2.1 Content Provider Logic
Obviously the most important task of a CP is to host its content and provide
access to it. However, the New tasks for
content providers
proposed content delivery model adds further re-
quirements that are essential for the functioning of the model. As indicated in
the brief introduction above, for the general provision and distribution of ﬁles
a BitTorrent like P2P approach is utilized. Correspondingly the CP's content
provision is realized as a seeder that uses the same client software that is being
used for all other peers. In contrast to them, this original ﬁle sourcereferred
to as origin-seederwill have a much higher reliability and Internet connec-
tion bandwidth in order to serve several concurrent requests up to a certain
number via unicast. However, as results presented in [26] and [43] show, the
bandwidth requirements for the content provider as well as its overall outgoing
traﬃc is signiﬁcantly reducedby more than 65%in consequence of the P2P
technology. Since the proposed SatTorrent protocol is based on BitTorrent, it
further relies on a tracker, as already indicated before. Relation between
tracker and content
provider
The tracker might be
located on an arbitrary node in the Internet and even be provided by another
authority. However, there are good reasons to have the tracker maintained by
the content provider and in physical proximity to the hosted ﬁles as will become
obvious during the reading of this section. For now we will assume that tracker
and content provider are one entity and that the tracker can access the ﬁles
directly. Otherwise for an optimal performance it would be required to have a
minimal throughput on the Internet path between content provider and tracker
that conforms to the bandwidth of the satellite transmission. The torrent ﬁles
can be hosted at arbitrary locations, however the corresponding servers should
have a high reliability. In principle the access statistics of torrent ﬁles could
be used as an early warning system for future downloaders, yet the precision
is questionable since the timely correlation between torrent and ﬁle download
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is uncertain plus the torrent ﬁles might further be exchanged directly between
users, potentially via OSNs.
Summing up the speciﬁcations from the preceding paragraph we end up
with a two-tier network architectureThe two-tier
network approach
consisting of a highly reliable, always avail-
able backbonecomposed of the origin-seeders, the trackers and the torrent ﬁle
serversand the consumers who download the ﬁles. The latter are assumed to
commonly have small upload and download capacities as well as a low reliability.
The beneﬁts of such a network layout, most notable the reliable accessibility of
persistent data, have been discussed in [19].
Figure 4.4: The content provider's broadcast decision.
As ﬁgure 4.4 indicates the CP has to decide which content respectively which
pieces shall be broadcasted.The concept of
broadcastability
First there is the fundamental question whether
the nature of the content allows a broadcast. For example everything that ex-
hibits a high degree of individualitye.g. the content of a dynamic websiteis
probably not suitable for a broadcast. Further the delay induced by the long
distance to the satellite and back might not be tolerable for certain types of
content. We refer to the general applicability of content for being broadcasted
as broadcastability. While for certain cases the decision against a broadcast
is obvious, for the opposite direction this is much more complicated. Regarding
currently available technology, a broadcast comes with much higher costs than
one Internet unicast of the same amount of data.The broadcast
threshold restricts
access to the
satellite uplink
Obviously a certain number of
concurrent recipients is needed for an economically reasonable broadcast. This
value, that we refer to as the broadcast threshold (BT), depends on many
factorse.g. costs for satellite construction, satellite launch and satellite main-
tenance, station keeping but also for energy and many moreand may vary a
lot. As a result it can best be determined by the satellite operator respectively
the SUS. From a solely economical point of view one might argue that the SUS,
as a service provider for the CP, simply charges his customer corresponding to
the traﬃc and thus the CP would decide on the cost comparison. However,
when the objective is the most eﬃcient usage of the satellite, letting the SUS
determine the BT is the preferential solution.
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Figure 4.5: Exemplary client bitﬁelds before a broadcast.
According to this BT is assumed to be a given parameter for the CP, who in
turn has to determine which pieces Dealing with delays
in broadcasts
have a number of concurrent requests that
exceeds BT. While this is possible, waiting for piece requests to arrive, then
making a broadcast decision and triggering the broadcast if applicable adds a
signiﬁcant delay for each piece. However, each piece belongs to a certain ﬁle,
and it can be assumed that a user who requests a piece will continue to down-
load the complete ﬁle. Thus when the sum of piece requests for one ﬁle from
distinct users is greater than BT a broadcast of all pieces of the corresponding
ﬁle might be considered. However, pieces are often requested out of order, and
several users potentially already possess several of these pieces. Let us consider
the download of a movie and the CP being a video on-demand provider. In
a realistic setting each user would start watchingand thus downloadingthe
ﬁle at diﬀerent moments in time, one after the other. Thus when the number of
downloaders exceeds BT, all those that started watching before will have par-
tially ﬁnished the download already. Determining global
piece demand of
sat-enabled
downloaders
Accordingly only those pieces that have
not been received by any user satisfy the requirements for a broadcast. Luck-
ily, the trackerwhich, as we recall, is an essential part of SatTorrenthas
knowledge about the number of concurrent downloads by deﬁnition. Beyond
that it also has detailed information about the download progress, by means
of already downloaded pieces, for each user. This makes the tracker the per-
fect authority to decide about and to trigger broadcasts. If now, as it was
recommended before, the tracker is hosted by the CP and has direct access to
the ﬁles, it can immediately send the applicable pieces to the SUS for broadcast.
An exemplary situation for a video on-demand movie download is illustrated
in ﬁgure 4.5. A speciﬁc Exemplary download
progress situation
characteristic of such video streaming via P2P is the
in-order piece download since pieces next to the current viewing position must
be available ﬁrst. Let us assume four groups of peers with a homogeneous
download progress within the groups. We ﬁnd these groups in ﬁgure 4.5 and
the downloaded pieces represented by dark squares. Let the sum of all peers of
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these groups be BT − 1, thus the new joining peer will cause BT to be reached.
Now the tracker determines those pieces that are still missing for D peers, with
D ≥ BT and triggers their broadcast.Download progress
after the broadcast
This leads to the situation illustrated
in ﬁgure 4.6 where all peers possess the broadcasted pieces, shown as green
squares. In the meantime all peers continued to download pieces via P2P ex-
change, as a result they thus received the pieces marked as red squares. It can
be observed that group 1 has obtained one piece twofold, once via broadcast
and once via P2P. It is true that the tracker might have considered this circum-
stance and excluded this piece from the broadcast. However, the tracker has no
guarantee that all peers will receive that piece via unicast. Therefore this is a
design decision towards increased reliability which can be taken diﬀerently for
each implementation of the model.
Besides such dynamic piece broadcasts that are based on monitoring the
current download situation there areService side
estimation of future
demand
other situations where the CP knows in
advance how many users will download a ﬁle. This might be in case users made
a subscription for a certain type of content, pre-ordered a certain ﬁle or even
if a high popularity can be expected in advance. The latter might be the case
for videos of certain sports events, the news or releases of patches; updates or
addons of popular software. Further the results presented in [99] indicate that
predictions on the future popularity of certain types of online content are possi-
ble after two to three days after the corresponding ﬁle has been made publicly
available. This shows that a service-side prediction of future ﬁle demand is pos-
sible. However, this only applies for certain categories of content, in the case
of [99] it was shown for videos shared via YouTube. Further these approaches
only consider the pure number of expected requests and no geographical dis-
tinctions. This and the fact that the user clients may have access to much more
information that allow better predictions without raising security and privacy
issues, a client side prediction has been preferred for this content distribution
Figure 4.6: Exemplary client bitﬁelds after a broadcast.
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model. The details of this approach are discussed in 4.2.3.
It is worth noting that in general for the broadcast decision only sat-enabled
downloaders should be Peers in
consideration for
estimating broadcast
eﬃciency
considered since only these will directly beneﬁt. How-
ever, it might sometimes be desirable to make a broadcast even if the number
of sat-peers does not exceed the BT but at the same time the total number of
downloaders is extremely large. In such a situation the broadcast would immedi-
ately increase the number of available seeders and thus speed up the distribution
as well as reduce the load on the SP. Further, this can potentially reduce the In-
ternet backbone load due to the location awareness implemented by SatTorrent.
Whether there are any ﬁles in existence that exhibit a suﬃciently large num-
ber of concurrent downloads Correlation of ﬁle
downloads
that exceeds the BT is to be clariﬁed. However, the
results of [33], [14] and [9] suggest that this should be the case. This assumption
will be further substantiated by real world measurements presented in chapter
5. The total number of requests for a certain ﬁle oﬀered online is often very easy
to determine. For example in case of YouTube the absolute number of views
for a certain video is immediately shown on the website. However, far more
important that this value is the distribution of requests over time. In case they
should be are equally distributed, it will be highly unlikely that a broadcast ever
was economically reasonable. Fortunately there is evidence that for much online
content there are often peaks of requests where numerous downloads occur in
a relatively short period of time [39], [38]. In order to show more evidence for
this temporal correlation of content requests the access patterns for randomly
chosen and also for consciously arranged sets of videos have been observed and
analyzed. This study and its results are presented in chapter 5.
4.2.2 Satellite Uplink Station Logic
The SUS has a precise knowledge about the number of satellites and the corre-
sponding capacity that is has The role of the
satellite upling
station
at its disposal for the hybrid network respectively
for the content distribution. It can be expected that the demand for this ca-
pacity follows the typical daytime curve that has been discussed during the
introduction of this work. Thus potentially there will be peaks of high load
and more quiet time, especially at night. However, this curve reﬂects mainly
the times when users have time to make downloads and not necessarily when
they actually need it. This circumstance is exploited by means of scheduling
the broadcasts according to their urgency and shifting low priority requests into
nighttime. However, the SUS itself has no means of estimating the urgency of a
speciﬁc piece. In section 4.1 we introduced the header information provided for
each broadcast request on a packet level. For the content distribution model we
will consider a more abstract form on a per piece level. Accordingly we assume
the presence of the following information for every piece that is sent to the SUS:
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Number of recipients and the broadcast deadline. In case the latter is not set,
the corresponding piece has highest priority and must be sent immediately. All
other pieces can be sent at any instant of time before the deadline.
In case for a certain time interval more pieces are in the broadcast queue than
satellite capacity is availableHandling congestion
at the SUS
the SUS must take measures to address this prob-
lem. First it must announce this incidence to all the piece sending CPs and
instruct them to increase their BT values (see ﬁgure 4.7). While this might
Figure 4.7: The satellite uplink station's decision chain.
avoid future problems, the actual issue must still be resolved. Some of the cor-
responding packages might just be deferred to the next time interval. However,
depending on the content the corresponding delay might not be acceptable. Fur-
ther, what if in the consecutively time slots also congestion occurs? The only
way out would then be to drop the pieces which forces the intended receivers
to request them again after a timeout occurred. However, considering the delay
that is inherent to satellite broadcast1 the packets mightFeedback channel
between SUS and
content provider
still be received in time
when the SUS informs the CP about the congestion immediately and instructs
it to use the unicast network instead. Doubtlessly, it would save time if the SUS
addressed the pieces via unicast to the corresponding recipients directly. But
knowing their addresses in advance would require the CP to send them for all
recipients with every piece that is meant to be broadcasted. This would be a
tremendous overhead, not to mention the privacy issues raised by this practice.
Non-critical is the situation when the number of pieces, respectively their total
size, does not saturate the available satellite capacity since it does not aﬀect the
successful piece delivery. However it is desirable in terms of eﬃciency to strive
for a full capacity utilization. Thus in such cases the SUS instructs the CPs to
lower their BT in order to increase the number of pieces selected for broadcast.
Whether an implementation of this model takes the risk of delayed piece
delivery or rather triggers unicast compensation messages is primary a design
decision. Both approaches will work and in case the HGW and the CP perform
well in their tasks of predicting future demand respectively setting deadlines,
such situations should occur seldom.
1At least when geostationary satellites are used, as it is the case here.
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4.2.3 Home Gateway Logic
As described section 4.2.1 a two-tier approach is utilized in order to increase
the overall system reliability Reliability and
availability of
HGWs
and availability. Since a node's probability to fail
also largely depends on the complexity of its software, the most logic including
the user proﬁle management is implemented in the HGW where minor out-
ages are admissible or even part of normal operation. For example some users
might prefer to switch oﬀ their HGW during the nighteven though this is
not recommendedor short times of unreachable HGWs might occur as con-
sequence of the commonly used dynamic IP address assignment. Furthermore,
besides reducing software complexity in the reliable network tier, this approach
gives full control about their private data to the users. When a user deletes his
proﬁle or turns oﬀ the HGW, no access to it will be possible anymore.
Before entering into the details of the HGW's functionality, we brieﬂy sum-
marize the requirements it must Functional
requirements for the
home gateway
meet in order to be able to deliver this per-
formance. These include an Internet and/or a satellite connection as well as a
suﬃciently large storage that represents the persistent cache. Furtherfor the
home network connectivityit must provide an Ethernet and/or WiFi connec-
tion, ideally in form of a multi-port switch respectively a WiFi access point.
Further we assume the presence of a hardware that is capable of executing the
required client software and an up-time of 24 hours per day. The HGW provides
its functionality to one or more users and requires their proﬁles to exist and to
be stored locally.
Further several functions of the client software rely on knowledge about the
immediate social neighborhood Integration of social
network structures
of the connected users. How this information is
being provided does not aﬀect the functioning of the model's implementation.
It is possible to access one or more existing OSNs whenever the correspond-
ing data is needed, it can be requested from there once and then being stored
locally or a new social network structure can be implemented by the HGW.
The latter might be the preferred solution since it strictly distinguishes between
people users want to communicate with and those they want to collaborate with
in the scope of the proposed model, which probably requires a higher level of
trust between the social contacts. Furthermore it might be useful for the system
performance to limit the social contacts to those who are really close, since for
those ties the mutual inﬂuence and thus the similarity in personal preferences
is considerably higher than for loose ties as stated in [18] and [24]. However, in
principle it has no inﬂuence on the functioning of the client software where the
social network information is stored. Thus for the scope of this work we only
assume that the HGW has unrestricted access to this information whenever this
is needed.
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After having identiﬁed these preconditions analyzing the functionality pro-
vided by the HGW can commence. We start itsStarting a new
download
illustration with a user con-
nected to the HGW making a request for a speciﬁc online content C. Thereby
the HGW serves at a proxy for this request and ﬁrst checks its local cache
whether C is already present, as illustrated in ﬁgure 4.8. In case it is, the re-
Figure 4.8: HWG handling of user requests.
quest is served from cache, otherwise it is forwarded to the content provider that
corresponds to C. In the following the HGW will join theJoining the P2P
overlay network
P2P swarm for C
and download it, forwarding all received data to the user who made the request.
Depending on the popularity of C the pieces will arrive via unicast or broadcast
network, respectively a mixture of both (see section 4.2.1, broadcast threshold).
The reception of pieces during the P2P ﬁle exchange is depicted in ﬁgure 4.9.
Figure 4.9: Piece reception at the HGW.
Pieces that arrive via unicast network necessarily belong to a download that
has been started by the HGWHandling pieces
received via unicast
network
respectively by a user connected to it. In con-
sequence the unicast pieces either stored in the local cache or forwarded to the
user device the request originated from. In the latter case a copy of the piece
might further be kept in the HGW's cache. The reasons for this behavior will
be discussed later in this section.
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The situation is diﬀerent for pieces received via broadcast network. These
might have been requested Handling pieces
receibed via
broadcast network
either by a connected user, by the HGW by means
of a prefetching job or not at all. But even in the latter case it might be in-
teresting to store the piece in the local cache. The decision whether or not
this is the case is based on a metric that reﬂects the probability that a speciﬁc
content will be needed in the future. This is decided on a per ﬁle basis rather
than for every piece. This metric takes into account the preferences of all users
registered at the corresponding HGW as well as their individual social network
neighborhood. The reason for considering the latter is twofold. First, according
to the observable mutual inﬂuence among social contacts as described in [18]
and [55], a ﬁle that was accessed by a close friend might also be requested by
the corresponding user in the near future. Second, when a ﬁle does not match
the own preferences but those of a friend, it might be reasonable to cache it
in order to support this friends potential future download of that ﬁle. Caching data for
own demand and
for friends
This
procedure is being referred to as social caching which together with the per-
sonal cachingwhich is responsible for the demand of local usersmakes up
the complete caching policy. Since storage capacity is a limited resource, pri-
ority is given to the personal demand of local users. As long as free space is
available, everything thataccording to the metricreaches a certain minimum
probability for future demand is cached, no matter if for personal or social use.
When the capacity limit is reached, in an event of personal caching attempt
ﬁrst ﬁles from the social cache are removed. In case all cached ﬁles are for per-
sonal demand, those with the lowest probability are replaced. It is obvious that
new social caching attempts can only replace ﬁles that have not been cached
for personal demand. Depending on the total amount of available storage, the
number of local users, their variety of interests and the number of ﬁles provided
by content providers the portion of cache that is used for social caching might
be low or even non existent. However, due to the similarity in taste observed for
tight social ties still a signiﬁcant number of ﬁles that were cached for personal
demand should also be applicable for supporting social contacts.
In the course of this section prefetching has been addressed several times.
The objective The traﬃc neutral
approach of passive
prefetching
behind this technique is to have ﬁles stored in the local cache
already when the connected users actively decide to download them. Prefetch-
ing has two dimensions. There is the passive prefetching where the HGW
monitors incoming broadcasts and checks whether the received data belongs to
a ﬁle that might be of interest in the future, that was already described above
in the context of caching. As mentioned, an implementation of this content
distribution model must provide a metric that allows rating of ﬁles for expected
future relevance. In case the prefetching engine decides to cache a ﬁle it simply
stores it in the local cache if there is space left. Otherwise cache replacement
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strategies must be applied in order to free cache space for the new data. How-
ever, this approach relies on broadcasts that have been triggered in response to
other users requests. This might in many cases not be suﬃcient to have a max-
imum of ﬁles cached that might become subject of future user demand. This
especially applies when the local users are interested in ﬁles that exhibit a very
low popularity and thus are never broadcasted. In order to ﬁll this gap and to
increase the cache hits the HWG uses active prefetching that, as the name
betrays, actively requests content that has been ascertained as being subject
of future demand with a high probability. However this must not hinder any
other, user initiated download and thus only occurs during idle times since it
probably will allocate bandwidth on the unicast network.
While passive prefetching does not cause any additional network traﬃc, the
active approach does withActive prefetching
demands for reliable
demand prediction
a varying amount, depending on whether the cor-
responding content is being broadcasted or not. Nevertheless, it is important
to limit this traﬃc. Here the reliability of predictions on future demand play
an important role, since when the prediction is correct, the user would have
downloaded the corresponding ﬁle anyway, just at a later moment in time. In
other words whenever we have a cache hit, and thus a prediction hit, for
an actively cached ﬁle the traﬃc was not wasted. On the other side, ﬁles that
are removed from cached in result of the cache replacement strategy without
having even been accessed indicate a waste of resources. Obviously a good pre-
diction engine is needed and only those ﬁles with a high expected reliability of
predictions should be considered for active caching. It has been shown in [11]
that future popularity of online media can be predicted with high reliability by
means of harnessing social networks.
The implementation of this prediction is not subject of the content distri-
bution model itself andPrediction and
caching is subject to
client
implementation
thus not further discussed here. It may vary from one
HGW to another and potentially even allow user customization. An example of
a prediction engine will be discussed later in chapter 8 when an implementation
of this content distribution model is presented. The same applies for details on
the cache replacement strategies. For the moment it is assumed that both exist
and deliver decent results.
In the following chapter on of the most popular online video portal provider,
namely YouTube, is analyzed for determining the existence and predictability of
exceptionally popular ﬁles and in particular for peakss in the request for online
videos.
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Access patterns of online content
The fact that many users frequently switch between a plethora of devices
tablets, PCs, laptop, Challenges arising
from intensiﬁed use
of online services
smartphonesthat all have an almost permanent access
to the Internet completely changed the way how most people manage their data.
It is easier and often also faster to store data online and download it on each
device than using direct transfer options. Especially when ﬁles are to be shared
with other people the utilization of online storage considerably simpliﬁes the
process. As a result the providers of online storage or speciﬁc service platforms
experience a vast number of user requests as well as up- and downloads. As
indicated in the preceding chapter whether or not a hybrid network respectively
the proposed content delivery model is eligible to improve the distribution of
ﬁles largely depends on two aspects. The number of users that have an interest
in an individual ﬁlereferred to as the popularity of a ﬁleand the timely cor-
relation of the corresponding requestsreferred to as the peakiness of access
patterns. Peaks in access
patterns and aﬀect
the broadcastability
Both together determine the broadcastabiltiy of a speciﬁc ﬁle. In
this chapter we will analyze access patterns for online content of a very popular
content provider. Youtube1, which is currently the worldwide best known and
most used online video platform, experiences more than two billion requests for
its videos every day [111]. Each minute 24 hours of new videos are uploaded
[46] by professionals, companies or private users. The latter produce what is
referred to as user generated content (UGC). This is the key aspect of the
Web 2.0 and introduced a paradigm change in the Internet usage. According to
[72], most ﬁles on YouTube are user generated content, but they seldom appear
in the category of the most popular videos, which is dominated by professional
1www.youtube.com
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content. Nevertheless, the most subscribed channels on YouTube are user chan-
nels.Distribution of video
popularity limits the
scope
Due to the ZIPFlike distribution of user generated content popularity [4],
a relatively small fraction of these videos causes a signiﬁcant portion of traﬃc.
While is it obvious that this small fraction ofaccording to [25] and [32]about
10% is predestined for being broadcasted, identifying the corresponding videos
early enough is diﬃcult. This study will further narrow down the scope of videos
that are potentially part of these very popular clips.
The importance of YouTube and its popularity as well as the existence of
a sophisticated API were the most important criteria to choose this content
provider for an analysis of ﬁlerequest correlation. The aim of this study is to
gain more knowledge about the peakiness of requests and thus to determine the
broadcastability of existing material.
5.1 Data Collection
The decision on how to collect data is essential for the quality of the results.
Technically the YouTube API allowsAspects of the
YouTube API
requests for detailed information of a cer-
tain video, identiﬁed by te video ID. This information is updated by the provider
in intervals between 30 and 120 minutes2. Further various feeds are provided
that contain the IDs of videos that meet certain criteria, such as having a high
popularity or been uploaded recently. The complete list of the available feeds
is shown in table 5.1. All of them can be further ﬁltered according to speciﬁed
categories, such as News, Comedy, Entertainment, Nonproﬁts & Activism, Pets
& Animals, Sports and many more. The feeds are updated in diﬀerent intervals,
varying from 30 minutes up to 24 hours. Further YouTube permits the creation
of so called channels. These allow users to aggregate an arbitrary number of
videos in a common group. For example all videos uploaded by a certain user
can be found in his user channel. Further one might create further channels
such as vacation or research.
In order to gain insight into the evolution of online video requests and their
tomporal correlation, which is expected toMeasurement
procedure
enable identiﬁcation of certain groups
of videos that are particularly eligible for being broadcasted, numerous measure-
ments have been performed. During each of them one or more of these feeds
have been periodically checked and the contained videos have been added to
the observation list in case they were not already embodied. Thus videos ap-
pearing in several feeds were not added twice. The number of videos per feed
has been limited to one hundred. Besides their IDs also the uploading user, the
corresponding location, the category, upload date and the duration of the video
2Source: www.youtube.com
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Category Description
Most popular (today) Videos with the most views today.
Most popular (week) Videos with most views during the actual week.
Most recent Most recently added videos.
Most responded The videos with the most responses.
Most shared Videos most frequently shared on Facebook and
Twitter.
Top rated Most highly rated YouTube videos.
Top favorites Videos most frequently ﬂagged as favorite
videos.
Most discussed Videos that have received the most comments.
Recently featured Videos recently featured on the YouTube home
page or featured videos tab.
Trending videos Videos from YouTube trends.
Table 5.1: Standard video feeds provided by YouTube.
have been recorded. All this is static data that does not change.
For all ﬁles under surveillance the video information was fetched again in
intervals between 30 and 120 minutes Periodical update
queries for
statistical data
in accordance to the update windows of
YouTube. Thereby the updated values of the entries that contain the total
number of views, the IDs of related videos, the number of subscribers for the
corresponding channel, the amount of comments, the user rating for that video
and the time stamp of the update were recorded and appended to the video
data.
For some of the observed feeds it was expected in advance that the probabil-
ity of catching a video that exhibits Capturing the
relevant phase in a
video's lifetime
peaks in its access patterns was considerably
low. This especially applies for the feed of most recently uploaded videos. Fur-
ther videos appearing in the feeds most popular, may it be those of the day or
of the week, already have a high view count. Whether or not this would further
increase during the measurement was uncertain. Thus the obtained data misses
the most interesting phase where the videos got popular. In order to have the
guarantee that very popular videos are observed from the beginning additional
video queries have been added to the list. This includes the videos in the user
channels of the YouTube users RayWilliamJohnson and BarelyPolitical. Their
channels are on top of the US all time most subscribed list. Ray William John-
son's videos reliably get at least 3 million views during the ﬁrst 4 days after
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their publication. For BarelyPolitical, the situation is a little diﬀerent. Most of
his videos do not get that high view counts, usually they stay at values between
100,000 and 500,000. But there are several exceptions which have millions of
views. Since the primary objective for monitoring these channels was to cap-
ture the transition from low to extremely high popularity, only videos not older
than 30 days were considered. Further the search function of YouTube has been
utilized to add videos to the observation list that relate to hot topics at the
corresponding time.
It is worth noting that the measurement intervalwhich is set to 30-120
minutesis not as ﬁneThe granularity of
data updates
grained as it would be desirable. As mentioned before,
this follows from the limitations of the data provided by YouTube. During early
measurements requests for the video statistics have been done every 15 minutes.
The results document that YouTube seldom provides data updates for the very
important view counter in Intervals shorter than 60 minutes. This especially
applies to very popular videos with heavy changes for these values. Thus the
statistical data is coarse grained on any account. This causes the results to
appear as stepped curves as we will see later in this chapter (e.g. in ﬁgure
5.3). Interestingly, the comment statistics of videos are updated much more fre-
quently. Thus the data observed here could be used to approximate the views
between the updates. However, this interpolation would have resulted in values
that were not entirely authentic. Due to this reason this has not been done for
this study.
5.2 Evaluation of results
As indicated in the beginning of this chapter the objective of this analysis is to
ﬁnd peaks in the requestSpecifying the
characteristics of
peaks
patterns of online videos. Thereby the frequency of
peaks as well as their magnitude are important factors. However little can be
said about both unless it has not been speciﬁed what a peak is. An important
factor in this context is the number of requests R for a certain ﬁle within a
speciﬁed time interval t of length T . Instead of RtT we use the short form Rt
to refer to this value, using T as a static parameter. Let further be RB be the
peak deﬁning threshold, thus Rt ≥ RB indicates a peak.
In general it would make sense to set the value of RB relative to the average over
all Rt individuallyRelevant peaks must
exhibit high absolute
view counts
for each ﬁle. However, this kind of peaks are of limited use
for our application. The objective here is to identify extraordinary high absolute
values of Rt instead of relative ones. We recall from chapter 4 that a broadcast
threshold (BT ) must be reached in order to justify a satellite broadcast. Ob-
viously in the context of this work we are interested in peaksrespectively in
values for RB that relate to an exceeding of BT . Though, as it has been stated
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Category # videos
Most popular (today) 797
Most popular (week) 134
Most recent 5248
Most responded 65
Most shared 1099
Top rated 57
Trending videos 964
Table 5.2: Feeds observed in measurement of 2011/04/05
for BT , determining a generally applicable value for RB is impossible. Accord-
ingly in this chapter diﬀerent, considerably high numbers are used for RB which
are arbitrarily chosen. As far as not indicated diﬀerently, RB = 10000 is applied
in the remainder of this chapter. Further the peak period T has been chosen in
a way that it reﬂects the YouTube update interval as far as possible and is 60
minutes for the majority of measurements. Deviations from this standard value
will be highlighted when applicable.
The ﬁrst measurements for this study have been performed in November
2010, the last ones in February 2013. Timely scope of the
data collection
During that time, more than 100 mea-
surements have been made, each containing up to several hundreds of thousands
datasets. A fraction of these were presented and analyzed in [63]. The results
shown in this chapter are also based on a subset of the data.
The analysis starts with a set of data collected on a measurement period
from 2011/04/05 to 2011/04/16. The Analysis of ﬁrst
results
observed standard feeds as well as the
number of recognized unique videos are shown in table 5.2. Besides these,
also data for 16 videos from the channel of user BarelyPolitical and for 10
videos from the channel of user RayWilliamJohnson has been recorded. The
ﬁrst analysis concentrates on the occurrences of peaks within the diﬀerent feeds
respectively channels under varying values for RB . The results for RB = 10, 000,
RB = 50, 000 and RB = 100, 000 are shown in tables 5.3, 5.4 and 5.5.
Since each peak potentially justiﬁes a broadcast, the column # peaks is of
particular Interpretation of the
results
interest, together with the average increase of the view counter per
peak in the adjacent column. The latter depicts the maximum number of uni-
cast transmissions that could have been saved each time in case the proposed
hybrid network content delivery model was utilized. Thereby the total number
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Category Videos with
Peaks
# peaks ∅ incr.
per peak
∅ peaks
per video
MostPopular (today) 450 2358 29278 2.9586
MostPopular (week) 53 570 20671 4.2537
MostRecent 0 0 0 0
MostResponded 2 10 13974 0.1538
Most shared 301 2567 35233 2.3358
Top Rated 44 1186 42027 20.8070
Trending videos 280 2412 33659 2.5021
RayWilliamJohnson 7 234 58696 23.4000
Barelypolitical 7 43 15478 2.6875
Table 5.3: Peaks after category. MB = 10, 000
Category Videos with
Peaks
# peaks ∅ incr.
per peak
∅ peaks
per video
MostPopular (today) 91 278 101692 0.3488
MostPopular (week) 8 25 71388 0.1866
MostRecent 0 0 0 0
MostResponded 0 0 0 0
Most shared 82 388 116010 0.3530
Top Rated 9 193 154690 3.3860
Trending videos 70 333 117314 0.3454
RayWilliamJohnson 4 76 127308 7.6000
Barelypolitical 0 0 0 0
Table 5.4: Peaks after category. MB = 50, 000
Category Videos with
Peaks
# peaks ∅ incr.
per peak
∅ peaks
per video
MostPopular (today) 25 73 196879 0.0916
MostPopular (week) 2 3 138266 0.0224
MostRecent 0 0 0 0
MostResponded 0 0 0 0
Most shared 34 161 182823 0.1465
Top Rated 4 87 262078 1.5263
Trending videos 36 121 202556 0.1255
RayWilliamJohnson 3 36 191801 3.6000
Barelypolitical 0 0 0 0
Table 5.5: Peaks after category. MB = 100, 000
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Figure 5.1: Peak-rating correla-
tion for search string "Fukushima"
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Figure 5.2: Peak-rating correla-
tion for standard feeds
of videos with peaks in tables 5.3 to 5.5 is the minimum amount of necessary
ﬁle broadcasts, which can be reached when the caches are able to store such a
video for a suﬃciently long time. An example for
potential savings
with the proposed
content delivery
model
The data of the ﬁrst row in table 5.3 is used
for the following example. In that case 450 broadcasts might have substituted
2358∗29278 = 69037524 unicast transmissions. Even assuming only a relatively
small ﬁle size of 10 MByte, this would mean that the Internet traﬃc was re-
duced by more than 658 TByte. On the other side less than 4.4 GByte needed
to be broadcasted. With other words each 10 MByte broadcast saved over 1.46
TByte of unicast traﬃc in the best case. With RB = 100000 it was even more
than 5.48 TByte. In this case, the broadcast eﬃciency would be higher, at the
price of a lower total traﬃc reduction in the unicast network.
The last column of the tables 5.3 to 5.5 is interesting since the values provided
there indicate the probability Peak probability for
distinct channels
of a video from that particular feed respectively
channel to experience a peak in user requests. This is of signiﬁcant importance
for a prediction of future user demand and thus for triggering broadcasts. Com-
paring the diﬀerent feeds/channels we observe that for the most recent videos
in that measurement no peaks occurred at all, no matter how RB is chosen.
From that it can be derived that it would be pointless to apply our content
distribution model if no further information on the future peak-probability of a
video was available.
Further the tables show an extraordinary high probability for peaks for
videos in the feed Identifying
characteristics of
peaky videos
top rated and those on the channel of user RayWilliamJohn-
son. The former indicates that a high rating considerably attracts potential
viewers. We further ﬁnd evidence for the correlation between high ratings and
the probability for peaks in ﬁgures 5.1 and 5.2 3. Figure 5.1 is based on the
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Figure 5.3: View count development for videos from user-channel of Ray-
WilliamJohnson
data recorded for a special search string named "Fukushima" that will be fur-
ther discussed later in this section. Figure 5.2 relies on data collected for the
same set of feeds as shown in table 5.2 during the complete month of May in
2011.
In case of videos from the channel of user RayWilliamJohnson the high
peak probability can be partiallyChannel subscribers
not always decisive
for peak in videos
reasoned by the high number of channel sub-
scribers which are all informed about new channel videos at the same moment.
However, the user-channel of barelypolitical has a similar high number of sub-
scribers but the peak-probability for a video is much lower. The reason why
RayWilliamJohnson videos have so many peaks can not be derived from the
measurement results. However, there is a considerably easy way to predict the
timely occurrence of peaks for new videos in this channel, and that is based
on experience. Each video that is being uploaded to this channel experiences
almost the same development as its predecessors. We see the progression of the
view counter for ﬁve videos from this channel in ﬁgure 5.3. The upper two,
dashed curves belong to older videos.Progression of
videos' view counts
for an exemplary
popular channel
The changes that can be observed for
these mature videos are not signiﬁcant anymore. For the other videos the day
of their upload lies less in the past, partially it falls even into the measurement
period. They all exhibit a fast increase within the ﬁrst days after the video has
been published and a decreasing gradient after day three. Later, this will be
followed by a rather ﬂat progression for the remainder of their lifetime, like we
observe it for the two older clips. The same eﬀect can be noticed for all videos
from this channel during all measurements. Further it seems to be characteristic
3In these ﬁgures a rating of -1 indicates that there was no rating information provided by
YouTube for the corresponding video.
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Upload
date
#Views during
observation
#peaks ∅ increase
per peak
2011/04/15 1500502 8 187562
2011/04/08 4721440 54 87339
2011/04/05 4790816 73 64681
2011/03/22 326883 4 11971
2011/01/21 65565 0 0
Table 5.6: Peaks in Ray William Johnson's Videos during measurement period.
for channels with many subscribers, except for a varying duration of the distinct
phases and diﬀerent absolute view counts. For example the progression of view
statistics for videos from BarelyPolitical's channel have almost the same shape,
even though the maximum view count is considerably lower.
The visual impression that we get from ﬁgure 5.3 is substantiated by the
corresponding peak Peak occurances
during video lifetime
analysis results shown in table 5.6. The oldest video in the
table does not exhibit any peaks at all, even though it still receives numerous
requests. This shows that requests for older videos occur less frequently and are
rather evenly distributed. All other videos in this category (not shown in the
table) which had an higher age did not have any peaks either. Further it can be
observed that the intensity of peaksby means of average increase per peakis
highest during the ﬁrst hours after the video upload and then decreases, which
perfectly matches the progression of the curves in ﬁgure 5.3. Further it ﬁts the
observations made by the authors of [22], who report that most videos have
their peak at the ﬁrst day. This agglomeration of peaks in the ﬁrst days of a
video's lifetime is characteristic for channels with a extremely high number of
subscribers. This is not surprisingly, since a subscription implies a notiﬁcation
about new videos which enforces early views. For the content distribution model
this means that such videos are a perfect choice for broadcasts, since not only
the rough number of future viewers but also their identity is known in advance.
Another approach for ﬁnding videos with a high probability for peaks in the
near future is monitoring social Catching peaky
videos by harnessing
social networks
networks like Facebook4, Google+5 or Twitter6
for the most discussed terms, the so called hot topics. Two of them in march
2011 were Fukushima and Osama. They have been used as a search string in
the YouTube API and the results have been added to the observation list. The
4www.facebook.com
5plus.google.com
6www.twitter.com
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Figure 5.4: Correlation of video
age and brusts
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Figure 5.5: Correlation of total
number of views and peaks
results of the peak analysis are shown in table 5.7. As is can be observed the
average peaks per video are lower than for the most YouTube standard feeds
(compare tables 5.3 to 5.5). Especially the feed trending videos delivers slightly
better results. Nevertheless, the number of peaks as well as their intensity is
notable. Thus this is further evidence that taking social network trends into
consideration can further improve the content delivery eﬃciency.
Further analysis has been made for the Fukushima data sets. Thereby the
data has been ﬁltered for videosDelay between peak
occurrences and
triggering event
whose age at the end of the measurement was
less than 23 days. This limits the videos to those who were uploaded after
a heavy natural disaster that especially striked Japan's prefecture Fukushima.
This was followed by a meltdown at the nuclear power plants located there.
These dramatic events were causative for a signiﬁcantly increased interest in
this topic. A notable aspect here is that the peak in peak occurrences appears
several days after the disaster, as it can be observed in ﬁgure 5.4. This delay
would allow to broadcast such videos even before the majority of peaks have
emerged and thus to reduce the induced traﬃc.
In ﬁgure 5.5 the correlation between the number of peaks and the total views
Search string # videos Videos with
Peaks
# peaks ∅ incr.
per peak
∅ peaks
per video
Fukushima 313 38 418 33651 1.3355
Osama 348 46 339 26473 0.9741
Table 5.7: Peaks for trending Twitter topics (MB = 10, 000)
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Figure 5.6: Corre-
lation of peaks and
views for data set
from beginning of
March 2011
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Figure 5.7: Corre-
lation of peaks and
views for data set
from end of March
2011
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Figure 5.8: Cor-
relation of peaks
and views for data
set from April 2011
(whole month)
of videos from this data set Correlation between
the number of peaks
and total views
is illustrated. Apparently the requests for very pop-
ular content are indeed not uniformly distributed but occur concentrated in
peaks, which is a great beneﬁt for the proposed content distribution model. In
order to substantiate this ﬁnding the same analysis has been performed for other
measurements. Figure 5.6 is based on a data set obtained at the beginning of
march 2011. The data for ﬁgure 5.7 was recorded at the end of march 2011
while ﬁgure 5.8 relies on results collected in a measurement that lasted for the
complete month of April 2011. Also here a correlation between the absolute
popularity of a video and the number of peaks can be observed.
We conclude with an analysis of the relation between peaks and speciﬁc
YouTube categories. The results are Peak occurences by
categories
visualized in ﬁgures 5.9, 5.10 and 5.11 for
varying values of RB . A notable cumulation of peaks can be observed for the
categories Comedy, Entertainment and Music. The signiﬁcance of this eﬀect
varies with the changing RB but the general trend remains. This knowledge
can and should also be utilized when estimating the future peakprobability of
videos since it allows to further narrow down the scope of videos that potentially
will become eligible for being broadcasted.
It can be summarized that peaks in video request pattern can be frequently
observed. Further, they happen with Chapter conclusionincreased probabilities in certain cate-
gories, feeds and channels. The provided results do not allow a precise prediction
of future peaks for arbitrary videos. What they clearly disclose is that online
content such as the videos oﬀered by online video providers is highly suitable
for the content distribution model proposed in this thesis, relying on a hybrid
network infrastructure.
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Figure 5.9: Peak occurrences by
categories for MB = 10000
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Figure 5.10: Peak occurrences
by categories for MB = 50000
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Figure 5.11: Peak occurrences by categories for MB = 100000
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CHAPTER 6
Analyzing Dynamic Broadcasts
In this chapter a very basic evaluation of the content distribution model is being
made. The results shown herein have been Analyzing traﬃc
savings for
broadcasting pieces
of concurrent
downloads
published in [67]. The scope of this
analysis is limited to live transmissions of currently requested ﬁles. In conse-
quence there is no in-advance distribution, no prefetching, no P2P distribution
and no caching taken into account. In this case the model solely relies on ﬁles
having access patterns which exhibit a timely correlation to a high degree. In
the studies presented in chapter 5 it has been shown that videos exist which
show a high quantity of peaks with strong amplitudes. The analysis presented
in this chapter is based on this ﬁnding and relies on the statistical informa-
tion gathered during the previously presented analysis of user access patterns in
YouTube online videos. In consequence the results of this study are only appli-
cable for the distribution of video ﬁles. Since this is an application that is also
very popular on mobile devices, these are especially considered here. Putting special
emphasis on mobile
clients
Thereby
the mobile clients may have Internet access either via the mobile network or
via WiFi when they are near a home gateway. With regard to improvements in
mobile satellite reception it is further assumed that the involved mobile clients
can always receive satellite broadcasts with the same data rate as the HGW.
Thereby it is postulated that they get the broadcasts bypassed by the HGW
in case they are inside a building. For the distribution of the video ﬁles a
client/server approach is being used. However, the ﬁles are partitioned into
smaller pieces which are independently submitted as it is common practice in
P2P approaches. In the following section 6.1 the simulation model is introduced,
followed by the corresponding evaluation in section 6.2.
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6.1 Simulation Model
For the distribution each ﬁle is subdivided into pieces of size SP . The Inter-
net access bandwidth for allSpeciﬁcation of
simulation
parameters
clients is equal and referred to BM . For both a
homogeneous conﬁguration is used, thus all clients have the same bandwidth
and all ﬁles use the same piece size. Both are set to the same value thus that
one piece can be submitted per second via unicast. This further implies that
this denominates also the maximum encoding bitrate for videos in case a ﬂuent
playback is intended. Thus in general the same value will be also assumed for
the encoding bitrate. However, in the evaluation in section 6.2 also a higher
video encoding bitrates will be used during the simulations.
Regardless of a speciﬁc encoding bitrate, given a size SF for a ﬁle F , this
means that F is split into
|PF | := SF
SP
(6.1)
pieces. Let further the available satellite bandwidth be BS . Whenever the
number of active downloadersRatio between
satellite and devices
unicast download
bandwidth
exceeds the broadcast threshold BT , a broadcast
is scheduled. In the common case the satellite bandwidth is high enough to
transmit several pieces within one second. Let r be deﬁned as the ratio between
the ﬁles transmitted per second via mobile network and via broadcast depends
on the available mobile network bandwidth. Thus it is
r =
BS
BM
(6.2)
Due to the assumptions that have been made with respect to the clients Internet
access bandwidth, the pieceSequential download
order
size and the video encoding bitrate all pieces will be
downloaded in sequential order via mobile network. Thus when BT is reached
the piece with the highest sequence number piecemax(F ) that at least one on the
active downloaders already holds is determined. In the next step all pieces with a
sequence number higher than piecemax(F )+2 and lower or equal piecemax(F )+
2 + r are broadcasted. In case that
piecemax(F ) + 2 + r > |PF | (6.3)
we change the start sequence number for the broadcasted pieces to |PF | − r in
order to utilize the full available bandwidth.Granularity of
satellite bandwidth
allocation
This means in that special case
some pieces are broadcasted even if BT is not reached for them. However, the
remaining bandwidth could not be used for other ﬁles since one second is the
ﬁnest granularity for which satellite capacity is being assigned. Using it this
way further increases the download speed for the remaining clients.
While this broadcast is being made all clients continue their unicast download of
the next piece in line as it would have been the case without a broadcast. This
is why the 2 is added the highest sequence number in equation 6.3. Otherwise,
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some pieces would be received twice by some clients.
Two other parameters being required are the maximum number of clients that
can start watching a video per second (CpS) and the probability P that they
will. Both are required to be adjusted in order to achieve realistic request
patterns. The evaluation of this model in the following section will show the
possible traﬃc savings.
6.2 Evaluation
The ﬁrst important question concerning the evaluation of the proposed model is
the choice of the parameters. Simulation
parameters:
Internet access
bandwidth
For the clients the Internet connection bandwidth
is chosen by the expected smallest common denominator. It is assumed that
this is the bandwidth usually available in the standard Enhanced Data Rates
for GSM Evolution (EDGE), being 236 kbit/sec. Thus let
SP = 236kbit (6.4a)
BM = 236kbit/sec (6.4b)
BS = 36, 000kbit/sec (6.4c)
Another very critical parameter is the number of users that might request
a certain ﬁle per step respectively Simulation
parameters: Client
join rate
per second. Here the results of the YouTube
study presented in chapter 5 are used. There it has been shown that videos ex-
perience an average of 715.5 requests per minute during the ﬁrst three days after
they have been uploaded. This means there are approximately 12 requests per
second in average. Due to the coarse grained measurement that has been dis-
cussed in chapter 5 no information is available how the requests are distributed
within a period shorter than one hour. Thus a Poisson distribution is assumed.
It is worth noting that this refers to the worst case for the objected broadcasts,
since more uniform playback positions would be achieved in case the downloads
did occur peaked in a short interval and thus result in a increased eﬃciency.
According to the assumptions just made the parameters are set to
CpS = 7, 155 (6.5a)
P = 0.0017 ≈ 12
7155
(6.5b)
which results in approximately 12 users joining the ﬁle download per second.
Simulation
termination
condition
The simulation ends after 100,000 clients have completely downloaded the ﬁle.
Further an average video duration of 342 seconds is used, which relies on the
results for very popular videos achieved in chapter 5. For the simulations two
diﬀerent video encoding bitrates are used. The ﬁrst is 1, 057kb/sec which is
often used for video with the resolution 480p and an audio bitrate of 96kb/sec.
Video enccoding
bitrate and ﬁle sizes
It results in an average video ﬁle size of ≈ 48.16MByte. These bitrates respec-
tively this video resolution has been chosen since it is a common resolution for
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screens of mobile devices. The second is 236kbit/sec and thus matches the as-
sumed maximum download bandwidth of mobile clients. This will allow a ﬂuent
playback on mobile devices even without buﬀering and in absence of broadcasts.
The corresponding ﬁle size is 10.01 MB. Figures 6.1 and 6.2 show the download
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Figure 6.1: Mean download dura-
tion for varying BT and an encod-
ing bitrate of 1,057 kbit/sec
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Figure 6.2: Mean download dura-
tion for varying BT and an encod-
ing bitrate of 236 kbit/sec
duration for varying values of BT for both encoding bitrates.Impact of BT on the
distribution
duration
Thereby BT = 0
means that broadcasts are disabled. In both cases the drop in the mean distribu-
tion time is tremendous as soon as broadcasts are enabled. While for the bigger
ﬁle, respectively the higher encoding bitrate, this seems to remain constant, for
the smaller ﬁle slowly increasing values can be observed. In order to analyze
this behavior in more detail, a simulation with a wider range of BT has been
performed, with coarser steps. Figures 6.3 and 6.4 illustrate the corresponding
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Figure 6.3: Mean download du-
ration for varying BT and an en-
coding bitrate of 1,057 kbit/sec,
coarse grained
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Figure 6.4: Mean download du-
ration for varying BT and an en-
coding bitrate of 236 kbit/sec,
coarse grained
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results. It is conﬁrmed that the duration stays on a constant level for the bigger
ﬁle. However, then it experiences a rapid increase. For the smaller ﬁle this
seems to be a more gradual development. However, what both results have in
common is that from a certain value of BT on, the mean duration falls back
on the ﬁgures that have been observed when broadcasts were disabled. Upper bound for BT
depending on client
joint rate and ﬁle
size
This is
caused by the probability of users to join per second, the maximum number of
clients that can join in a second, the download bandwidth in the unicast net-
work and the size of the ﬁle. Assuming that exactly 12 clients join each second,
a ﬁle consists of 10 pieces and one piece can be downloaded per second. This
means every client would ﬁnish its download after 10 seconds. During this time
120 clients would have started downloading in total. In consequence if BT is
greater than 120 a broadcast can never occur. In general this means that no
broadcast will be possible if
BT ≥ SF
BM
· CpS · P ≡ |PF | · CpS · P (6.6)
The latter equivalence only exists because equal values are being used for BM
and SP . This implies that Critical performance
factors and
constraints
the bigger the ﬁle size, the higher BT can be chosen
if the client's download bandwidth in the unicast network remains constant.
On the other hand, BT must potentially be decreased if BM grows. However,
lowering BT reduces the eﬃciency of a broadcast. In this context the cost for
a broadcast must be compared to that of the unicast delivery. It must also be
taken into account that the model as it has been deﬁned in section 6.1 will only
work reasonably if r ≤ 1. Otherwise, broadcasts could still be used to reduce
bandwidth consumption in the unicast network. However, it can be assumed
that the user acceptance would be very low if they have to wait longer for the
broadcasted than for the unicasted content.
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Next the bandwidth consumption in the unicast and in the broadcast net-
work is analyzed and compared. AsComparison of
bandwidth
consumption
ﬁgures 6.5 and 6.6 show the demand on
satellite capacity is very high for small values of BT, which is not surprising.
However, it quickly drops to very low values. On the other hand the unicast
traﬃc immediately falls when the broadcasts start and start increasing only
verly slowly with growing BT. For the bigger ﬁle the situation is diﬀerent, as
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coding bitrate of 1057 kbit/sec
ﬁgures 6.7 and 6.8 show. In the broadcast network the decline after the peak
is not that distinctive. Though considering the much bigger ﬁle, the peak is
comparatively low. While for growing BT the satellite bandwidth consumption
slowly decreases, the traﬃc in the unicast network remains more or less constant.
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Figure 6.9: Ratio between traﬃc reduction withing the unicast network and
bandwidth consumption in the broadcast network for varying BT
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The gain of broadcasts in terms of traﬃc reduction becomes apparent in
ﬁgure 6.9. While the ratio between bandwidth savings in the unicast and band-
width consumption in the broadcast network remains constant at 50 for the
bigger ﬁle, the smaller ﬁle shows an increasing gain. This is due to the fact that
the demand for satellite bandwidth was considerably lower for this ﬁle distribu-
tion.
In this chapter the very basic components of the proposed content distri-
bution model have been analyzed. It has Chapter conclusionbeen shown that the unicast traﬃc
can be signiﬁcantly reduced depending on the parameters that are used. At the
same time, the required satellite bandwidth is much lower. However, whether
this diﬀerence is big enough in order to justify a broadcast must be further
investigated. Further it has been shown that the integration of broadcasts can
clearly reduce the average distribution Performance
increases with rising
number of
concurrent
downloads
time. What can be derived from the
results presented in this chapter is that the broadcast eﬃciency beneﬁts from a
high number of concurrent downloaders. Thus the features like prefetching and
caching which are discussed in the following chapters can be expected to bring
a signiﬁcant improvement of the content distribution model's performance.
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CHAPTER 7
The SatTorrent Protocol
Chapter
Introduction
The SatTorrent protocol is a modiﬁcation of BitTorrent as mentioned previ-
ously. In this chapter a comprehensive knowledge about the latter is postulated
since the details of BitTorrent will not be discussed again. This chapter concen-
trates on the modiﬁcations and extensions that are introduced by SatTorrent
as they have been partially presented in [66].
7.1 SatTorrent Protocol
The pure SatTorrent protocolwithout support for any integration of social
networksas it is described in this chapter Requirements of the
SatTorrent protocol
has been ﬁrst presented in [65] and
[66]. It relies on a hybrid network infrastructure. The concurrent access to a
unicast and a satellite broadcast network is thereby mandatory for the content
provider side, in particular for the tracker. For the clients a mixed environment
is supported where only a fraction of nodes has hybrid network access. This set
of nodes should neither be empty nor so small that no beneﬁt can be obtained
from the broadcasts. Viable ratios between sat-enabled and non sat-enabled
peers will be determined later in this chapter.
Two diﬀerent versions of SatTorrent have been designed. The ﬁrst aims at a
very low demand on satellite bandwidth. The two SatTorrent
versions
It only uses the broadcast facilities
to distribute metadata to the peers and is referred to as SatTorrent-M. The
second extends SatTorrent-M by further allowing broadcasts of P2P payload,
more precisely pieces of ﬁles. This is considered as the complete version of the
protocol and thus being named SatTorrent. Both versions are introduced and
evaluated separately in the remainder of this chapter.
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Name Description
info_hash 20 byte hash value of the info part in the torrent ﬁle
peer_id a string providing an ID for the peer
ip the peer's IP address
port the port number the peer is listening on
uploaded bytes uploaded by the peer for this ﬁle
downloaded bytes already downloaded by the peer for this ﬁle
left bytes the peer still needs to receive in order to ﬁnish the down-
load
location the physical location of the peer, here the AS number
satenabled set to true in case the peer is sat-enabled, false otherwise
event peer status (STARTED, COMPLETED, STOPPED, EMPTY)
Table 7.1: GetRequest parameters
7.2 SatTorrent-M  The Metadata Broadcasts
As previously discussed this approach only utilizes the broadcast channel for dis-
tributing metadata. In particularCapabilities and
constraints of
SatTorrent
only the trackers are able to trigger broadcasts
and in consequence only unicast tracker response messages can be substituted
by satellite transmissions. This means that the payload transferby means of
piece carrying peer wire messagesremains in the unicast network. It is worth
noting that thereby the number of these messages, the biggest ones in size,
remains unchanged since the data still needs to be sent to every single client.
However, due to the increased knowledge that is provided to the sat-enabled
clients an improved performance in the ﬁle exchange process is postulated. The
expected gains are in the time demand for a ﬁle distribution as well as in the
number of required control messages. The latter are all PWMs except those
of type piece. In the following the modiﬁcations made to the BitTorrent pro-
tocol in order to facilitate and handle these metadata broadcasts are introduced.
As already indicated in chapter 4 the clients need to provide the tracker
with additionalExtension of tracker
announce messages
information. Correspondingly the tracker announce messages
are extended to support the exchange of these values. The complete speciﬁca-
tion of an announce message is given in table 7.1. The new ﬁelds that have
been added to BitTorrent's GetRequest message are satenabled and location.
The former indicated whether the sending peer is connected to a hybrid net-
work. The latter provides information about the physical location of the peer
to the tracker. However, this can be very coarse, e.g. for the current protocol
version the autonomous system number is used here. This allows a very simple
but eﬀective metric that decides whether or not two peers are within the same
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AS and thus are preferable exchange partners. Location awareness
in SatTorrent
It is worth noting that a high
throughput can also be achieved with peers in other ASs that are far away.
However this might induce a higher cost for sending the data through a higher
level ISP network. We recall that this aspect of high cost for ISPs is one of
the biggest problems BitTorrent was opposed to, since this caused several ISPs
to take measures against the thereby provoked cost explosion such as traﬃc
throttling attempts for P2P packets as it has been mentioned in [59]. Thus
avoiding such potential problems increases the chances for a broad acceptance
and support of the SatTorrent protocol.
At the beginning of a download, the tracker will receive such an announce
message with event code STARTED. In Tracker handling
new downloads
turn it will add information to its dic-
tionary that the announcing peer is now downloading the speciﬁc ﬁle and has
no pieces so far. In case this is a resuming of an interrupted download, this
entry will already be present. However, the tracker will then have to change the
peers download status to active again. The further line of action taken by the
tracker depends on the entry satenabled. If this is set to false the tracker simply
composes a response message in the style of the BitTorrent protocol. The same
applies in case the parameter value is true an error should have occurred dur-
ing the request handling. Otherwise, a tracker response message broadcast is
scheduled, in case this has not already been done for a previous request. Broadcast tracker
messages are sent in
ﬁxed time intervals
These
broadcasts are done in certain intervals (ranging from 5 to 60 seconds) and thus
introduce a little delay compared to unicast responses which are always sent
immediately. Making a broadcast directly after each request would solve this
problem but would lead to an excess of broadcast messages. Due to the just
mentioned delay the startup performance for sat-enabled peers would be de-
graded. This is especially critical in the beginning of a ﬁle's distribution since it
would slow down the piece replication and thus would delay the load reduction
for the original seeder, e.g. the content provider. Thus a threshold is introduced
that causes the sending of an immediate tracker response via unicast in case the
total number of sat-enabled peers known by the tracker does not exceed its
value. This threshold is referred to as the tracker broadcast compensation
threshold (TBCT). Eligible values for it will be evaluated in the subsequent
section.
A Broadcast Tracker Response Message (BTRM) can have two diﬀerent
forms. The standard The two types of
broadcast tracker
response messages
design contains the ﬁelds listed in table 7.2. The most
notable aspect is that it contains not only a subset of all peers in the swarmas
it would be the case in a normal responsebut all of them. Further, for every
peer it provides additional information such as whether it is sat-enabled, its AS
ID, its bitﬁeld for this ﬁle and the bytes the peers uploaded to other peers. The
latter is not only for this ﬁle but for all of its downloads and allows a rating of
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ﬁeld name description
message_id 4 bit ﬁeld indicating the type of the broadcast message, 0001
for BTRM
info_hash 20 byte hash value of the info part in the torrent ﬁle that
identiﬁes the ﬁle
tracker_id a string providing an ID for the tracker
announce the announce interval given by the tracker
peerlist a dictionary with the following info for each peer:
peer_id the identiﬁer chosen by the peer
IP the peer's IP address
port the listening port of the peer
uploaded the total number of bytes the peer uploaded for all its down-
loads
ASID number identifying the AS the peer is located in
satenabled whether or not the peer can receive broadcasts
bitﬁeld the peer's bitﬁeld for this ﬁle, indicating complete pieces
Table 7.2: BTRM speciﬁcation
its altruism. Peers might prefer to upload pieces to altruistic peers in order to
speed up the ﬁle distribution. The value of the other information is explained
below when we examine the peer behavior.
The other form of a tracker response is the extended BTRM, or shortBTRM-
E.Extended broadcast
tracker response
messages
Instead of containing peer list and bitﬁelds for one ﬁle, it contains a list of
ﬁle-peerlist value pairs. The structure of a BTRM-E message is shown in table
7.3. In addition to the information contained in a BTRM, it further contains
the upload and download bandwidth for each peer as well as the number of
bytes uploaded, downloaded and missing for each peer-ﬁle pair. Obviously this
provides the recipients with more information that can be used for increasing
the quality of exchange partner selection. On the other hand this increases the
satellite bandwidth demand for these messages. Whether or not this is desirable
depends on the quality of service the provider wants to oﬀer.
When a peer receives a BTRM or BTRM-E, all information it provides is
added to the locally stored data.How peers handle
broadcat tracker
responses
This means that the recipient may learn the
IDs, addresses and ports of new peers as well as their download progress
by means of the bitﬁeld vectorsof one or potentially more downloads. It
is worth noting that even if the standard BTRMs are used, each client can
receive and process broadcasts that do not belong to its current downloads.
Storing the corresponding data can be of high value for future downloads as the
evaluation in section 7.2.1 will show. Let us consider the case of a peer that just
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ﬁeld name description
message_id 4 bit ﬁeld indicating the type of the broadcast message,
0010 for BTRM-E
tracker_id a string providing an ID for the tracker
announce the announce interval given by the tracker
ﬁlelist a dictionary with the following info for each ﬁle:
info_hash 20 byte hash value of the info part in the torrent ﬁle
that identiﬁes the ﬁle
peerlist a dictionary with the following info for each peer:
peer_id the identiﬁer chosen by the peer
IP the peer's IP address
port the listening port of the peer
dl_bw the peer's download bandwidth
ul_bw the peer's upload bandwidth
bytes downloaded bytes downloaded for this ﬁle
bytes uploaded bytes uploaded for this ﬁle
bytes missing bytes missing for this ﬁle
ASID number identifying the AS the peer is located in
satenabled whether or not the peer can receive broadcasts
bitﬁeld the peer's bitﬁeld for this ﬁle, indicating complete
pieces
Table 7.3: BTRM-E speciﬁcation
started a new download. With the BTRM it receives a list of potential exchange
partners. In case Diﬀerences between
BitTorrent and
SatTorrent
of BitTorrent, this would be a short list, a fraction of all peers
selected randomly by the tracker. In that case the client connects to all peers on
the list, a handshake is performed and bitﬁeldspotentially empty onesare
exchanged. This is diﬀerent for SatTorrent. Here the sat-enabled client has a
complete list of all peers downloading that ﬁle. Connecting to all of them is
not an option since such a high number of open connections is detrimental for
the overall performance due to the characteristics of the underlying TCP/IP
protocol stack. SatTorrent's
enhanced peer
connecting
The SatTorrent client chooses peers for connecting according to
the provided information and gives priority to peers who are known to be useful
in terms of being able to provide missing pieces. Those who are in the same
autonomous system and who possess at least one piece that is still needed are
connected to with priority 1. Peers that are not is the same AS but can provide
missing pieces are in priority class 2. Third and last, all other peers are assigned
priority 3. In the style of the BitTorrent equivalent, the SatTorrent client has
a limit for maximum open connections. The open
connection limit
For SatTorrent this is being referred
to as open connection limit (OCL). Connections to peers in priority class
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2 and 3 are only established with a certain probability ρ. If we refer to the
number of existing connections as C, then C−OCL denominates the amount of
connections that can still be initiated. Then ρ is determined by the quotient of
C − OCL and OCL and a parameterizable factor fconprob. The latter allows a
further adjustment of the probability for connecting to this kind of peers. Thus
we get
ρ =
(C −OCL) · fconprob
OCL
(7.1)
In other words, connections to other nodes who are less desirable as exchange
partners get more restricted as the number of existing connections grows. The
purpose is to restrict such connections in case a suﬃcient number of class 1
peers are available while avoiding starvation in case none or too little of this
kind are present.
As for BitTorrent, each connection starts with a handshake (see chapter
2.6.1). However, in contrastBitﬁeld suppression
for Sat-Peers
to BitTorrent, a sat-enabled client will not request
a bitﬁeld from the remote peer if this has been received via broadcast. Further
it will only send its own bitﬁeld in case the connection partner can not receive
broadcasts. Since the bitﬁeld messages are the second biggest PWMs after the
piece messages, this is expected to signiﬁcantly reduce the traﬃc. This SatTor-
rent feature is referred to as bitﬁeld suppression
The location information is further used for SatTorrent's unchoking algorithm.
However, in this case theLocation aware
unchoking
peers in the proximity are not exclusively served ﬁrst.
This would potentially hinder a distribution of ﬁles respectively of pieces across
AS boundaries. Instead, in case more candidate peers are available than can
be unchoked, nodes in a foreign AS are considered with a reduced probability
which can be adjusted in the client settings. This is done for theRestricting distant
peers
normal un-
choking as well as for the optimistic unchoke. In this context the bitﬁelds are
not incorporated. Except for the optimistic unchoke, only peers that announced
their interest in a pieceby means of a PWM of type interestedare consid-
ered. Thus it is in the responsibility of the connected peers to state which are
eligible for being unchoked. The broad availability of bitﬁelds would allow a
reversal of this process, letting the unchoking client also determine the peer's
piece demand respectively it's interest. However, the other approach must still
be supported for non sat-enabled peers. Further, due to the broadcast interval
there is a slight delay in the information distribution. Thus the data the interest
is ascertained on might not be up to date. As a consequence, a peer might be
unchoked that cannot be provided with a missing piece anymore. This would
cause confusion and delays unckoking of peers with real demand and therefore
is not applied.
For BitTorrent the extension that is referred to as have-message suppression
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has been developed. SatTorrent adopts this feature and adds a further enhance-
ment, the strict have-message suppression. It eliminates all have messages
to sat-enabled peers and only Strict have-message
suppression
sends one to the tracker, who updates the corre-
sponding bitﬁeld which is then distributed with the next broadcast. The only
exception from this rule is made for peers that are currently downloading from
the client who just ﬁnished the piece download. They still get a unicast have
message. The reason is that downloaders, which are unchoked peers, should
have the opportunity to download as many pieces in a row as possible. Since
the newly downloaded chunk might be the only one such a peer still requires,
the instantaneous status update is very important. Further, all non sat-enabled
peers still must be informed about the successful piece download by means of
an immediate have message. In spite of these exceptions this approach can sig-
niﬁcantly reduce the number of messages. However, it also introduces a delay in
information of most sat-enabled peers. The evaluation in the following section
will show that this still allows SatTorrent to perform better than BitTorrent.
7.2.1 Evaluation of SatTorrent-M
In order to facilitate the evaluation of SatTorrent and allow a performance com-
parison to BitTorrent, a Concerning
limitations of the
simulation
Simulator has been implemented that is capable of
simulating both under diﬀerent conditions. It must be admitted that such sim-
ulators have a high memory consumption. This is due to the fact that every
client must store the bitﬁelds of all known peers. At least in case of sat-enabled
peers, this corresponds to the total number of clients in the network. Further,
since there is an practical upper bound of 512 kByte for the chunk size[102],
the complexity of bitﬁelds is determined by the size of the corresponding ﬁle.
File size and
network order are
limiting factors
Thus both, ﬁle size and number of nodes in the network cause an exponential
growth of memory demand. In consequence these two parameters can not be
increased arbitrarily. In particular this does not allow simulating networks with
hundreds of thousands of peers. Nevertheless the simulation results show a clear
tendency towards increasing performance gains of SatTorrent for rising numbers
of involved nodes and ﬁle sizes. This will be further discussed when the corre-
sponding results are presented.
Before starting the analysis of the various simulations, an introduction of
the general simulation parameters Specifying general
simulation
parameters
is necessary. The assumptions that have
been made for the content distribution model that is subject of this analysis
lead to simulation parameters that are diﬀerent from common BitTorrent sim-
ulations. The HGW, where the SatTorrent client is running on, is considered
as an always on device. In consequence churnan important aspect in most
BitTorrent simulations due to a high peer ﬂuctuationis insigniﬁcant in this
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scenario. In consequence and due to the relatively short simulated time spans,
churn is not being considered in the simulations presented in this section.
A further specialty in the context of the proposed hybrid network based con-
tent distribution modelSeeding time in the
proposed model
is the increased piece availability at the peers. Since the
HGW is always on, always connected and due to the caching strategy, pieces
that are once downloaded are available for other peers for a long time until they
are purged as a consequence of the cache replacement strategy. This applies
for completed downloads as well as for those that are aborted. For the simula-
tions in the context of SatTorrent-M where one single ﬁle is being distributed
among all peers this means that all clients remain as seeders after ﬁnishing their
download until the end of the simulation. The latter is reached when all clients
completed the ﬁle download. The time that elapses until that point is also a
measure for the protocols content distribution performance.
Figure 7.1 shows this duration for varying ratios of sat-enabled peers. In
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Figure 7.1: Distribution duration for varying values of SPR
each simulation run a ﬁle of 20 MByteComparing
distribution time for
varying amounts of
sat-peers
size is distributed among 2000 peers, one
of them being the original seeder. Further all clients have the same asymmetric
Internet connection bandwidth of 6 Mbit for incoming and 2 Mbit for outgoing
traﬃc. The result on the very left for sat-peer ratio (SPR) set to zero reﬂects
the time demand for BitTorrent where no satellites are involved at all. For all
other results the clients implement the SatTorrent protocol, with SPR indicat-
ing the amount of peers connected to a hybrid network. We observe a reduction
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of distribution time as the portion of sat-enabled peers increases with just one
exception. Increasing duration
for settings with
sat-enabled clients
only
For a setting where only sat-enabled peers are in the network, the
distribution time experiences an increasing again. This is an indication for a
symbiosis between sat-peers and those who have no access to a hybrid network.
The reason is twofold and reasoned by the little delays sat-enabled peers are
exposed to as well as their restrictive behavior against peers that are not is the
same AS or cannot be ensured to be valuable as exchange partners. This causes
some peers to experience relatively long download durations. Surprisingly very
little ratios of non sat-peers can fully compensate this eﬀect in a heterogeneous
network. This increase and measures to avoid it will be further investigated in
section 7.3 when the full SatTorrent protocol is evaluated.
No negative Message count for
varying ratios of
sat-enabled peers
eﬀects for SPR = 1 are observed with regard to the amount
of PWMs. As ﬁgure 7.2 shows, their number monotonously decreases as SPR
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Figure 7.2: Peer wire messages for varying values of SPR
grows. Thus when the objective is maximizing the message savings, a higher
portion of sat-enabled peers is always desirable. When distribution time is more
important, a little share of non sat-peers should be aspired. It is worth noting
that in all these simulations the number of required BTRMs never exceeded 17
and was at 13.6 on average. Thus the price for the beneﬁts of SatTorrent is
considerably low.
For the remainder of this evaluation we focus on optimizing the message com-
plexity. Under these conditions Analyzing the
impact of increasing
ﬁle sizes
we next analyze how the total number of mes-
sages evolves for BitTorrent and SatTorrent as the distributed ﬁle increases in
size. For these simulations a network size of 1000 nodes has been used with
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SPR = 1.0. The results are illustrated in ﬁgure 7.3. It can be observed that
the total number of unicast messages in dependence of theHigh potential for
message reduction
observable
ﬁle size is growing
signiﬁcantly slower for SatTorrent. It is worth noting that the ﬁle sizes that have
been analyzed here are comparatively small, considering the size of movies and
software packages oﬀered online. This reduction cannot solely be justiﬁed by
the tracker response messages that are substituted by BTRMs. In order to gain
a better understanding of the particular changes in message complexity the var-
ious PWMs have been monitored isolated. Furthermore, diﬀerent simulations
have been made with certain protocol features of SatTorrent being disabled. As
an experimental feature for the evaluation the extended tracker announce
messages have been implemented. Using them will cause the peers to send
information about all their downloadsincluding ﬁnished onessuch as bytes
downloaded, uploaded and missing as well as the corresponding bitﬁelds to the
tracker with each announce message. This causes a lot of traﬃc which makes
this approach unalluring for practical use. Especially since all the information
in these extended messages can also be obtainedExamining the
tracker's
functioning
by the tracker by consequently
collecting from other sources (e.g. have messages, normal announce messages)
and keeping peer information persistent even after a disconnect. Thus this fea-
ture is exclusively used in order to determine whether or not this data collection
is working reliably.
In ﬁgure 7.4 we see the changing quantities of all aggregated unicast mes-
sages (total messages), have and bitﬁeld messages. The diﬀerent simulation
settings for the individual results in the chart are as follows: Beyond this, for
7.2. SATTORRENT-M  THE METADATA BROADCASTS 91
(a) (b) (c) (d) (e) (f)
M
es
sa
ge
s
0
50
00
0
10
00
00
15
00
00
Total Messages
Have Messages
Bitfield Messages
Figure 7.4: Amount of have and bitﬁeld messages and total message count
for varying combinations of protocol features.
all these simulations a ﬁle size of 10 MByte and a network size of 2000 nodes
have been applied. Interpretation of
simulation results
As we observe in 7.4(a) and (b), the have message suppres-
sion greatly reduces the number of have messagesand the total messages to
the same extentalready in BitTorrent. Comparing these values to those in
7.4(c) only a slight improvement is achieved. This is not surprising since all
measures of SatTorrent that potentially can reduce the amount of messages are
not applied in these settings. The small decrease is a result of a lower value for
the OCL. Having less connections to other peers necessarily reduces the number
of required have messages when a piece is received.
For the results in 7.4(d) several features have been merged, in particular these
are the BitField Suppression (BS), Extended GetRequest (EGR) and Extended
Tracker Response Mode (BTRM-E). This is due to the fact that the activation of
EGR and BTRM-E did not lead to any notable changes. Correct functioning
of the tracker
conﬁrmed
Considering EGR this
indicates the correct functioning of the tracker. With respect to the BTRM-
E messages it shows that the information provided by the standard BTRMs
is suﬃcient for achieving good results. What can further be observed in ﬁg-
ure ﬁg:modecomp1(d) is that the bitﬁeld suppression signiﬁcantly reduces the
bitﬁeld messages. Complete avoidance
of bitﬁeld messages
achievable
More precisely they are eliminated. This is the expected be-
havior since all clients are sat-enabled and with bitﬁeld suppression no bitﬁeld
messages are sent to such peers. However, at the same point we observe a slight
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ID description
a BitTorrent without extensions
b BitTorrent with Have-Message Suppression (HMS)
c SatTorrent with HMS
d SatTorrent with HMS, BitField Suppression (BS), Extended GetRequest
(EGR) and Extended Tracker Response Mode (BTRM-E)
e SatTorrent with HMS, BS, EGR, BTRM-E and Strict Have-Message
Suppression (SHMS)
f SatTorrent with HMS, BS, EGR, BTRM-E, SHMS and location aware-
ness
Table 7.4: Legend for simulation parameter settings
increase of have messages. According to the protocol have message suppression
avoids this type of PWMs to peers who already possess the corresponding piece.
However, broadcasted bitﬁelds introduce a certain delay, potentially as long as
the broadcast interval of the tracker. Thus it might happen that a peer decides
to send a have message based on an outdated bitﬁeld. However, this can only
be the case shortly after a new connection has been established, since otherwise
the remote peer would have sent a have message already.Priority for the
reduction of big
messages
Considering the big-
ger size of a bitﬁeld message compared to a have message, the reduction of the
former justiﬁes this slight increase of the latter. This holds all the more with
regard to the development of have messages in 7.4(e) where these messages are
only send to the tracker and to non sat-enabled peers, which are not present in
this simulation settings at all.
The last feature that has been included in the simulation on which the results
of 7.4(f) are based onEvaluation of
location awareness
is the location awareness. We observe a further reduction
of total messages that can only be partly explained by the decreasing number
of have messages that is shown in 7.4(f). In ﬁgure 7.5 it can be seen that there
is further a considerable reduction of unchoke messages. What are the rea-
sons for this behavior in consequence of location awareness?Cautious behavior
causative for further
message reduction
Many parts of the
clientsuch as unchoking, connecting to new peers, piece requestsare much
more restrictive when this function is enabled. This leads to a situation where
clients tend to have less open connections, potentially also permit less unchokes
and in consequence less concurrent downloaders. The latter is causative for the
slight reduction of have messages that can be observed in ﬁgure 7.4 (f), since
with HMS these are only sent to downloaders and to the tracker. All other
variations in ﬁgure 7.5 are of low signiﬁcance and not further discussed.Impact of cautious
clients on download
duration
Rather
the implications of the location awareness will be investigated in more detail.
What has been stated before, a potentially lower number of downloaders and
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Figure 7.5: Amount of choke, unchoke and handshake messages for varying
combinations of protocol features
more restrictive behavior in general indicates that the download duration might
suﬀer from this. However this is not the case as the simulation results revealed.
In simulations with SPR = 1.0, 2000 peers and a 20 MB ﬁle, where location
awareness has been enabled and disabled in diﬀerent runs, we detect an average
total time demand of 242 seconds for the former and of 303 seconds for the
latter. Thus at least for higher numbers of involved peers and well crowded AS
this eﬀect can not be observed. Potential
discrimination of
isolated clients
It must be admitted that in case there might
be one or more AS with only very few peers, these still will experience a longer
download duration. The probability for this issue increases inversely to the ra-
tio between total peers and number of autonomous systems. This is the price
of consequently avoiding inter AS traﬃc. It is worth noting that SatTorrent's
purpose is to take load from the Internet by means of shifting transmissions
of highly popular ﬁles to the satellite broadcast. Concluding on the
performance of
location awareness
Thus it can be assumed that
in practice this inauspicious constellation will seldom occur. But does location
awareness fulﬁll its objective of reducing inter AS traﬃc? When we have a
look at ﬁgure 7.6 we observe that this reduction is not that distinctive for small
amounts of involved clients. However, as mentioned before and as these curves
indicate, the performance as well as the gain of location awareness increases
with growing number of peers and might become substantial in extremely large
networks. This assumption is further backed up by the results of [59] who state
that location awareness can lead to 50% faster downloads for approximately
24% of peers.
After the studies presented in this section it can be concluded that SatTorrent-
M has a great potential Summarizing
section results
to reduce unicast messages while at the same time having
only a negligible demand for broadcast messages. The protocol can be tuned
towards maximum message saving or minimal distribution time as well as to a
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Figure 7.6: Inter-AS Messages with and without location awareness.
trade-oﬀ between both.
7.3 SatTorrent with Payload Broadcasting
The full SatTorrent protocol that is presented in this section combines meta-
data and payloadSatTorrent
combines payload
and metadata
broadcasts
broadcasts. It fully integrates SatTorrent-M as it has been
described in the previous section. In principle it would also be possible to realize
the payload broadcast without doing any metadata broadcasts. However, the
tracker still needed the additional information provided in SatTorrents announce
messages (see table 2.2), needed to process and to store the corresponding data.
Thus the savings that could be expected from excluding this aspect were negli-
gible. Further, since BTRMs are only sent occasionally and due to the positive
results we have seen in the preceding section, it would make no sense to renounce
this aspect and the resulting beneﬁts.
As discussed in chapter 4 during the introduction of the content distribution
model,Modiﬁcation of
tracker an clients
required
the broadcasts are initiated on the content provider side, more precisely
by the tracker. In order to facilitate this extension an upgrading of the tracker's
functionality is mandatory. Further the clients must be modiﬁed to handle the
broadcasted pieces correctly. All these changes are described in the following
section before we start the evaluation of the protocols performance based on
simulation later in section 7.3.2.
7.3.1 The SatTorrent Protocol  Payload Extension
In order to explain and to understand how the tracker determines what pieces
of which ﬁles should be broadcasted we will have a closer look on how it stores
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information about peers and their downloads. Thereby identiﬁers will be deﬁned
which facilitate the speciﬁcation of rules and of an algorithm that describe the
broadcast decision making process. First, let the number of ﬁles managed by a
speciﬁc tracker be N and the corresponding set of ﬁles F be deﬁned as
F = {f : f is handled by this tracker } (7.2)
Each ﬁle f ∈ F consists of a speciﬁc number of pieces so that
f = {c : c is a piece of f} (7.3)
Further for each f ∈ F the corresponding tracker holds a list of peers which is
deﬁned as
P f = {p : p is currently downloading f ∈ F}. (7.4)
Further, for each peer known by the tracker, the latter stores a vector V p con-
taining the necessary Tracker maintains
extended peer
information records
information about peer p. This information includes the
peer's IP address, the port it is listening on and its ID, the amount of bytes
uploaded, downloaded and still missing in order to complete the download. So
far, this is identical to the information that the BitTorrent tracker stores. As
we know from the preceding section, for a SatTorrent tracker each V p con-
tains additional information about the corresponding peer, including location,
whether or not the peer is sat-enabled and the bitﬁelds for all active and inactive
downloads. In this context we deﬁne the following function:
s(p) =
1, if peer p is sat-enabled0, otherwise (7.5)
Let further be Bfp the bitﬁeld of peer p for ﬁle f . We deﬁne the function
b(p, f, c) =
1, if p ∈ P f ∧ p has piece c ∈ f0, otherwise (7.6)
Now we are able to express the broadcast decision metric of a tracker. A broad-
cast for piece c of ﬁle f is triggered only if
|P f |−1∑
p=0
b(pi, f, c) · s(pi) ≥ BT (7.7)
Thereby BT is the broadcast threshold introduced in chapter 4.2. It denotes
the required number of Factors inﬂuencing
the broadcast
threshold
peers that potentially, according to the tracker's infor-
mation, have a demand for the speciﬁc piece. The exact value of BT depends on
numerous parameters such as for example the available satellite bandwidth, the
cost comparison between Internet delivery and broadcast and whether there is
a competitive situation of several broadcast attempts that can not all be served
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Algorithm 1 Determining piece broadcasts
1: for all ﬁles f ∈ F do
2: for all pieces c ∈ f do
3: counter ← 0
4: for all peers p ∈ P f do
5: if b(p, f, c) == 0 & s(p) == 1 then
6: counter ← counter + 1
7: end if
8: end for
9: if counter ≥ BT then
10: broadcast piece c
11: end if
12: end for
13: end for
within an acceptable time frame. As depicted in chapter 4 narrowing down
this threshold for a speciﬁc scenario is not subject of this work. Instead in the
following section the performance of SatTorrent will be evaluated under varying
values of BT . The procedure that a tracker periodically executes in order to
determine the pieces that are suitable for a broadcast is illustrated as pseudo
code in algorithm 1.Determining
broadcastability on
piece level
This algorithm is mainly based on equation 7.7. For each
piece of every ﬁle the tracker counts the number of peers that are downloading
the corresponding ﬁle but still do not possess that piece. After this has been
evaluated for all ﬁles, those pieces where the number of demanding peers ex-
ceeds BT are passed to the uplink station for broadcast.
In principle each of the broadcasted pieces is received by all sat-enabled
clients. When pieces are exchangedIdentifying
broadcasted pieces
via peer wire protocol between peers, the
TCP connection facilitates the correlation between piece and ﬁle. This is not
the case for broadcasted pieces. Thus in order to determine what ﬁle an incom-
ing piece belongs to, a broadcast piece message must contain an identiﬁer of the
corresponding ﬁle. For that purpose the info hash also used in tracker announce
messages is being used which leads to the speciﬁcation of a broadcast piece
message (BPM) shown in table 7.5.
In order to make the broadcast more eﬃcient the message overhead is reduced
as far as possible. In consequenceClient strategies for
processing
broadcasted pieces
a BPM contains a list of pieces rather than
one single piece. A client can use diﬀerent strategies for handling incoming
BPMs. The situation for pieces belonging to ﬁles that are currently down-
loaded is straightforward. This message is processed and the contained pieces
are stored, the local data structures updated accordingly (e.g. bytes down-
loaded, missing, bitﬁeld). Further it must be checked whether any PWMs of
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ﬁeld name description
message_id 4 bit ﬁeld indicating the type of the broadcast message, 0100
for BPM
info_hash 20 byte hash value of the info part in the torrent ﬁle that
identiﬁes the ﬁle
piecelist a dictionary with the following info for each piece:
piece_id an identiﬁer for the piece
piece_data the actual payload containing the piece's data
Table 7.5: BPM speciﬁcation
type interested are now obsolete and thus must be revoked by means of an
uninterested message to the corresponding peers. Also it is possible that this
speciﬁc piece currently downloaded from another peer. In that case this down-
load should be canceled immediately. Since the client is unchoked by that peer,
another piece must be requested instantaneously if applicable in order to make
use of this situation in terms of downloading as many pieces as possible before
being choked again. The remaining procedure is equivalent to the standard rou-
tine when a piece download is completed.
Next the question is considered how clients should handle BPMs for ﬁles that
are not part of an ongoing download. Possible Handling of
unrequested pieces
approaches are to discard the
message, to generally store the contained pieces for all BPMs for potential future
demand or to store only those pieces belonging to ﬁles that have a high prob-
ability to be subject of prospective needs. In case simply everything is stored
in the cache, ﬁles are replaced by means of a least recently added strategy in
case of insuﬃcient cache capacity. In case of taking future demand probabili-
ties into consideration additional information Caching requires
prediction of future
demand
and eﬀort is needed in order to
make the corresponding decision. In this chapter respectively in the evaluation
of SatTorrent in the subsequent section such a prediction based approach will
not be considered. The reason is that for the meantime only the distribution of
one single ﬁle is analyzed and thus such strategies are irrelevant in this context.
The subject will be revisited in the next chapter when social awareness is added
to the protocol. Then the clients will be able to choose their downloads from
larger repositories of ﬁles.
Another important aspect for all P2P ﬁle exchange protocols is the piece
selection strategy. It speciﬁes the Piece selection
strategy
way clients decide on which of the missing
pieces should be downloaded ﬁrst from a peer. In the oﬃcial BitTorrent proto-
col speciﬁcation a random piece selection is proposed [29]. However, for many
application scenarios the commonly used rarest ﬁrst approach is the preferable
choice, since it promotes an equal piece replication rate and thus improves the
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piece availability as it is shown in [74]. Other application areas might need
specialized strategies. For example when P2P distribution is used for live video
streaming the clients must receive the pieces before the corresponding playback
position is reached. In case of small buﬀers and a download bandwidth only
marginally above the video encoding bitrate, this suggest a sequential piece
download order.Application speciﬁc
piece selection
strategies
Corresponding alternative piece selection strategies have been
designed and investigated by [107] and [43]. As these examples show there is
not one optimal solution to this problem, rather every application has its own,
speciﬁc demand. For SatTorrent in principle a sequential order would be the
best choice in order to exceed BT as early and often as possible. However,
not all participating clients can be expected to be sat-enabled. Further it can
hardly be judged by a client whether or not pieces of a downloaded ﬁle might be
broadcasted in the future. In case no broadcast occurs, a sequential piece down-
load would constrain the replication rate and thus slow down the distribution
process. In the evaluation presented in the following section we will stick to a
random selection. Since the objective is primarily to compare the performance
of SatTorrent and BitTorrent with each other it is better than using a strategy
that would exclusively promote one of the protocols.
7.3.2 Evaluation of SatTorrent
In this section we will evaluate SatTorrent's performance under varying con-
ditions in comparison to BitTorrent. This will provide knowledge on how pa-
rameters should be adjusted to obtain the best attainable results for a speciﬁc
purpose. Therefore the simulator used in section 7.2 has been extended in or-
der to comply with the SatTorrent protocol with payload broadcasts. For the
purpose of ensuring reproducibility of the achieved results, each simulation is
unambiguously speciﬁed by a conﬁguration ﬁle.
As described in section 7.2 the scalability of the simulator is mostly limited
by its memory consumption. InIncreasing
simulation
performance by
means of astraction
order to cope with this problem the simulator
must employ a certain level of abstraction to limit the simulation's complexity
and its memory demand. In this regard in the simulation only full pieces are
exchanged between peers instead of transferring numerous blocks for each piece.
This means in the simulation only one PWM of type piece is sent where in re-
ality several would have been needed. That becomes important at this point
since we are about to compare the traﬃc caused by PWMsand piece mes-
sages in particularin the unicast and in the broadcast network. For a better
distinction between real world piece messages carrying blocks and those in the
simulator, we refer to the former as block messages. The rate in which piece
messages are being sent in the simulation has been adjusted in order to reﬂect
this merging. However, the simulator only counts the number of piece messages
that are exchanged. Thus for the analysis of the results and a comparison of
7.3. SATTORRENT WITH PAYLOAD BROADCASTING 99
Name Description Size
id the message type id number 32 bit
index zero based piece index 32 bit
begin zero based oﬀset within the piece 8 bit
Table 7.6: Block Message Overhead
bandwidth consumption it must be considered Overhead of unicast
block messages
that each piece message in the
unicast network implies several block messages. In this context it is necessary to
know the overhead of the latter. The common block size used in most current
BitTorrent client implementations is 16 kByte per block [102]. Considering the
prevalent piece size of 512 kBytewhich is also used by the simulatorthis re-
sults in 32 blocks per piece. As it can be seen in table 7.6 the overhead per block
message is 72 bit or 9 Byte. This means each piece message in the simulation
generates a network traﬃc of 512 kByte for the payload plus 32 times 9 Byte
for the overhead equals 524,576 Byte. The results presented in this section are
adapted accordingly.
As far as nothing else is speciﬁed, the parameter settings introduced in the
following remain unchanged for all Global parameters
used for
SatTorrent's
analysis
simulation runs. First to mention is the
satellite transponder bandwidth, which is set to 36 Mbit. As discussed in chap-
ter 2.3 this is a bandwidth that even older communication satellites used for
analogous television broadcasts are capable of after deducting error correction
(net bandwidth). One of these transponders is available for the broadcasts. Fur-
ther, as already mentioned above, a piece size of 512 kByte is used. According
to [102] this is a common value for BitTorrent and represents a Providing an
equitable protocol
comparison
good trade oﬀ
between torrent-ﬁle size and eﬃciency for that protocol. In order to provide a
fair comparison between BitTorrent and SatTorrent, respectively the solely uni-
cast delivery and a satellite broadcast aided approach, it is vitally important to
apply the best possible settings for BitTorrent. The tracker announce interval is
set to 300 seconds, the broadcast interval for BTRMs to 20 seconds. The client
nodes as well as the original seeder are distributed to 12 autonomous systems.
The TBCT has initially been set to 20, a comparison of the protocol perfor-
mance when using other values follows later in this section. Further the open
connection limit (OCL) has been set to 80, which is the value also commonly
used for BitTorrent clients. The maximum number of peers that can join the
network per step is set to 30.
As a ﬁrst performance evaluation the distribution time and the aggregated
bandwidth demand for SatTorrent and BitTorrent are compared. The latter is
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Figure 7.7: Distribution time under diﬀerent proportions of sat-enabled peers
equivalent to SatTorrent without any sat-enabled peers. Thus whenever we have
SPR = 0.0 in theComparing
distribution time
and bandwidth
demand
charts presented in this sections, this means that these are
the results for BitTorrent. As mentioned before, it can hardly be expected to
have 100% of sat-enabled peers in a real world scenario since not all households
are willing or allowed to install a satellite dish. Plus, according to results of
SatTorrent-M this seems not even desirable. Here we analyze the distribution
of a ﬁle of 20MB size among 1000 peers with BT = 150 under varying values for
SPR. Figure 7.7 shows the distribution time for SPR ranging from 0.0 to 1.0.
Due to the change in the progression of distribution time that has been observed
for SatTorrent-M in the range of SPR from 0.9 to 1.0 a more ﬁne grained step-
ping has been applied within this interval. Within the range from 10% to 90%
a reduction of the distribution time for increasing ratios of sat-enabled peers
can be seen. However, between 90 and 95% it remains more or less on the same
level until it starts increasing again beyond 95%. Further there is a very small
increase in the step from SPR = 0 to SPR = 0.1.
It can beReduced gain under
extreme conditions
observed that the distribution time becomes negatively inﬂuenced if
one of the two groupssat-peers or othersbecomes too small. In case an
overwhelming majority of clients is sat-enabled (more than 95%), it is more
likely that the increased distribution time is driven by the restrictive behav-
ior of sat-peers that prioritizes those peers that are most supportive. Now we
have a situation where all sat-enabled peers receive the broadcasted pieces at the
same time, which narrows down their missing pieces homogeneously. Since these
clients concurrently still download pieces from peers via unicast, the probability
that a sat-enabled peer will receive a piece also needed by another sat-peer is
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relatively high. In contrast, non sat-enabled clients might download pieces ﬁrst
that the sat-peers Impact of piece
selection on this
behavior
already received via broadcast. This would even be enforced
if a rarest ﬁrst piece selection strategy was applied. On the one hand the pre-
viously rarest pieces are those who become well distributed after the broadcast.
On the other hand non sat-enabled clients only have knowledge about the bit-
ﬁelds of a small fraction of all peers. In consequence, they might not be aware
of the changed global situation and thus continue to concentrate on the alleged
rarest pieces. Due to the broad availability of these pieces, getting them became
easy. Thus the probability for requesting and getting a piece that was previously
broadcasted is even increased for non sat-enabled clients. And indeed during
the simulation it could be observed that in these cases only a few peers (less
than 0.2%) were causative for the increased total duration. These have still
been downloading while all other peers had ﬁnished. None of these clients was
sat-enabled.
Regarding the Number of sat-peers
should at least
exceed BT
slight increase of distribution time when the SPR changes from
0.0 to 0.1, another reason for this behavior can be derived from the results
presented in ﬁgure 7.8. There the consumed satellite bandwidth for diﬀerent
Figure 7.8: Satellite bandwidth
consumption for varying SPR
Figure 7.9: Aggregated band-
width consumption for varying
SPR
proportions of sat-peers is illustrated. If SPR is set to 0.0, in other words for
BitTorrent, there is obviously nothing broadcasted. This remains even if SPR
equals 0.1 since the amount of sat-enabled peers (100 in this case) prohibits
that the condition given in equation 7.7 is ever satisﬁed, as we are using a BT
of 150. Going back to the observed increase in distribution time at SPR set to
0.1 in ﬁgure 7.7, this means that the sat-enabled peers suﬀer from the afore-
mentioned delays of satellite broadcasts while the major corresponding beneﬁt
does not occur. That is the increased download speed due to broadcasted ﬁle
pieces. At the same time, there are too little sat-enabled peers in order to take
a considerable advantage of the metadata broadcasts. It is worth noting that
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the diﬀerence in distribution time is only one second and thus probably not that
meaningful. Nevertheless, we will evaluate better client and tracker parameters
in order to achieve better results later in this section.
Having a look at ﬁgure 7.9 we observe the most signiﬁcant advantages of payload
broadcasts and thus ofSigniﬁcant reduction
of aggregated
network traﬃc
the proposed content distribution model. The chart vi-
sualizes the aggregated bandwidth consumption for broadcast and unicast piece
messages. What can be observed is a monotonic decrease of total bandwidth
demand for increasing values of SPR. At the same time the fraction of satel-
lite bandwidth is considerably small. Accordingly there is a great potential
for reducing the unicast network traﬃc by more than 89%. The stagnation
at the beginning is self-evident since a perceptible traﬃc reduction cannot be
expected as long as not payload broadcasts occur (see ﬁgure 7.8). As soon as
piece messages start to be distributed via satellite the Internet traﬃc experience
a nearly linear decrease with a mean gradient of approximately −35818, 75. The
Traﬃc decreases
monotinically with
increasing SPR
described eﬀect holds up to SPR set to 1.0. The unicast traﬃc reduction is not
aﬀected by the longer duration of the distribution process. We recall that the
by far biggest messages are those carrying ﬁle pieces. SatTorrent has no mea-
sures to reduce the piece messages that must be sent to non sat-enabled peers
since they can only receive the corresponding data via unicast. Thus savings are
made mostly at the sat-peers. Since, as stated above, the peers that cause the
increased time demand are not sat-enabled the traﬃc reduction is not inﬂuenced
by their longer lasting downloads.
Next the previously recognized issues concerning the increased distribution
time for extreme values of SPR will be addressed. This includes an evaluation
of how this behavior can be avoided. An easy approach to do this would be
to generally remove the enhanced selection process for sat-peers and to change
the way the tracker is handling get-requests from sat-enabled peers.Optimizing
SatTorrent
parameters
In partic-
ular this would mean that in any case a unicast response would be sent also to
sat-enabled clients in addition to the BTRMs and that clients treat all peers
equally. This results in an increasing number of messages and would revert
many of the advantages of SatTorrent which is not desirable. In the following
an optimization of the results is being approached by means of minor changes to
the parameters. The simulations have been repeated with the modiﬁed settings.
In the following the corresponding results are being presented, showing that an
increased performance has been achieved.
The limit for open connections has been changed for sat-enabled peers. This is
based on the assumption that the sameIntroducing the new
settings
performance can be achieved with Sat-
Torrent even with a smaller number of connected peers. Thus an OCL of 40 has
been used for sat-peers, while it remained unchanged (80) for the others. The
TBCT has been raised from 20 to 100. This shall further reduce the impact of
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the delay in tracker responses that sat-peers experience and that can potentially
increase the overall distribution time. At the same time, it is still small enough
to keep the amount of additional unicast messages in reasonable bounds. Less restrictive
connection making
Also
the value for fconprob has been raised to 1.0 in order to relax the restrictions
against potentially less useful peers. It is worth noting that this still means
that priority is given to the best qualiﬁed peers. The factor just changes the
strength of this eﬀect (see equation 7.1). The new conﬁguration of parameters
is referred to as alternative parameter set 1 (APS1). In ﬁgure 7.10 we see the
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Figure 7.10: Total distribution time for varying SPR with APS1
resulting distribution times for diﬀerent values of SPR. The small increase at
SPR = 0.1 disappeared Issues with
increasing
distribution time
solved
in consequence of the adjusted TBCT. Further there is
no more increase for very high values, in particular for SPR = 1.0. This shows
that the assumption about the causes for this eﬀect and the proposed measures
are correct. The corresponding demands for satellite and Internet capacity are
illustrated in ﬁgures 7.11 and 7.12. Regarding the Internet traﬃc we have the
same behavior as documented before. While minor changes can be observed for
the satellite usage, they are so small that they are not signiﬁcant. In particular
since they are alternating which means that there is no obvious advantage for
one of the settings.
In another approach a diﬀerent combination of parameters is used which is
referred to as APS2. The download Evaluation with
changed client
parameters
bandwidth for all clients is increased from
6 to 8 Mbit, all peers join the network in the ﬁrst step of the simulation instead
of arriving successively. Further the number of available satellite transponders
is increased from 1 to 4 and the TBTC has been reset to 20 again. The con-
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sequence of the latter can be observed in ﬁgure 7.13. Although it is shifted
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Figure 7.13: Distribution time for varying SPR with APS2
towards SPR = 0.2 there is a visible increase in the distribution time for the
small number of sat-enabled peers. The shift is a result of the changed peer join
behavior and the increased download bandwidth. The latter is further causative
for the smaller amplitude of duration changes.Impact of increased
client bandwidth
The higher bandwidth allows an
increased download speed for the pieces exchanged via unicast network, even
without changing the upload bandwidth. The satellite capacity utilization illus-
trated in ﬁgure 7.14 is slightly lower than in the previous evaluations. This has
two reasons. On the one hand the higher Internet access bandwidth lets pieces
be faster distributed via unicast, thus some broadcasts are substituted by that.
Further, the fact that all peers join at the very beginning of the simulation allow
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more clients to be reached with one download. In contrast to that, with subse-
quently joining peers the ﬁrsts broadcast might have already taken place before
all peers arrived. Thus those who missed this broadcast might trigger another
one. In the Internet traﬃc chart (ﬁgure 7.15) no mentionable diﬀerences to the
ﬁrst approaches can be observed.
In order to allow a better comparison of the diﬀerent results they have been
merged in one chart for each Direct comparison
of all results
category. This is shown in ﬁgures 7.16, 7.17 and
7.18. Most noteworthy here is, as mentioned before, the fact that the same ex-
Figure 7.16: Distribution time under varying SPR for three diﬀerent parameter
conﬁgurations
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Figure 7.17: Satellite band-
width consumption for varying
SPR
Figure 7.18: Internet band-
width consumption for varying
SPR
cellent results for Internet traﬃc reduction could be obtained with all settings.
In another set of simulations this has been analyzed for a network consisting of
2000 nodes. The rate at which increasing numbers of sat-enabled peers are able
to reduce Internet traﬃc is even higher. At the same time, the mean satellite
capacity demand is lower than in the simulations with 1000 peers that have
been presented above. This conﬁrms the aforementioned expectation that Sat-
Torrent performance will ever increase with a growing network size and thus it
represents a scalable solution for content distribution.
In order to further augment our understanding of how SatTorrent performs
for diﬀerent network sizes the sameSST under varying
network sizes
ﬁle distribution using the standard settings
introduced in the beginning of this section has been analyzed for varying num-
bers of peers. In ﬁgures 7.19 and 7.20 we see the bandwidth consumption for
diﬀerent network sizes in the Internet and in the satellite network respectively.
The behavior with respect to the unicast messages (ﬁgure 7.19) is straightfor-
ward and satisﬁes our expectations: The bandwidth demand for payload deliv-
ery is continuously decreasing with the proportion of sat-enabled peers. The
horizontal line segments in the plot reveal the only condition: The total number
of sat-enabled peers must at least be equal or greater than the broadcast thresh-
old, which is not surprising at all since otherwise broadcasts are not possible.
Even though the curves in ﬁgure 7.20 all exhibit a similar shape, their progres-
sionPresentation of
simulation results
is by far less self-evident than the ones for Internet bandwidth consumption
and takes a deeper investigation. First we observe a steep increase immediately
after the SPR reaches a value that allows the number of sat-enabled peer to ex-
ceed the broadcast threshold BT . The fact that we observe a peak at SPR = 0.3
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Figure 7.19: Internet bandwidth consumption for diﬀerent values of SPR
Figure 7.20: Satellite bandwidth consumption for diﬀerent values of SPR
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for network sizes of 750, 1000 and 1500 peers indicates that this high demand
for satellite bandwidth is not depending on the absolute numberInterpretation of
simualtion results
of sat-enabled
peers in relation to BT . The reason seems to be in the ratio between sat-enabled
and non-sat-enabled peers. On the one hand peers that are able receive pieces by
broadcast do not wait idle for satellite transmissions but continuously exchange
pieces with other peers in the network. On the other hand, the piece selection
strategy leads to a uniform distribution of pieces at the peers. In consequence
the condition given in equation 7.7 might in many cases only be scarcely fulﬁlled
even though the number of sat-enabled peers is twice or thrice as much as BT .
With an increasing density of sat-enabled peers the probability that each piece
broadcast is received by a larger number of peers that still need that speciﬁc
part of the ﬁle grows, and thus the eﬃciency of the broadcast increases. This
results in the decreasing curves which can be found after the peak.
This is true except for situations where all peers are sat-enabled. The main
reason for this is the complete absenceConﬁrmed the
issues when all
peers are sat-enabled
of non sat-enabled peers which are less
restrictive in their behavior. The restrictive behavior of sat-enabled peers has
been discussed above. In case fconprob is set to a low value, this leads to an
increased time demand until the data has been completely delivered to all peers
as we have already observed in ﬁgure 7.7. The positive aspect, which is not re-
ﬂected in this ﬁgure, is that it also further reduces the unicast traﬃc. However,
there are two aspects that mitigate this eﬀect. The ﬁrst is that, as discussed
earlier, in a real life environment we will hardly ever reach a conﬁguration where
all peers are sat-enabled. Second, we have seen in the optimization approaches
above, particularly in ﬁgures 7.12 and 7.15, that small changes in the settings
can eliminate this increase for SPR = 1.0 without negatively inﬂuencing the
other results.
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Next the impact of the ﬁle size on the performance of SatTorrent is inves-
tigated. For the corresponding simulations the results presented here rely on
a distribution among 500 peers Impact of ﬁle size
on SST performance
has been used with BT set to 150 and SPR to
0.9. The latter has been chosen since it has shown to be a good choice with
respect to the time demand for the ﬁle distribution as well as concerning the
satellite bandwidth consumption. In general SatTorrent's performance can be
expected to increase with the size of the ﬁles being distributed since that also
augments the probability to have many concurrent downloads. In consequence
each broadcast can be received by a potentially higher number of peers which
constitutes an elevated eﬃciency. By applying parameters that are nearly opti-
mal also for smaller ﬁles we reduce the inﬂuence of other factors except ﬁle sizes
in this measurement. The results can be seen in ﬁgures 7.21 and 7.22.
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Figure 7.22: Overall delivery duration in relation to ﬁlesize
The correlation between ﬁle size and the relative satellite bandwidth demand
becomes obvious in ﬁgure 7.21. The decreasing gradient that we ﬁnd here con-
ﬁrms our assumption of an increasing SatTorrent eﬃciency for larger ﬁles. The
same applies for the relative distribution time that is decreasing with growing
ﬁle sizes (see ﬁgure 7.22).
At last SatTorrent has been analyzed under varying values of BT . The ex-
pectation that altering this Analyzing SST
under diﬀerent BT
values
parameter would have a signiﬁcant eﬀect on the dis-
tribution time and on the satellite bandwidth demand has not been conﬁrmed.
The latter is displayed in ﬁgure 7.23. The reduction in bandwidth demand is
marginal. The outlier on the very right is irrelevant since here BT was higher
than the maximum number of sat-enabled peers. Thus is was simply impossible
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to have any broadcasts and consequently no bandwidth has been allocated.
Figure 7.23: Satellite bandwidth demand for relative BT values
Summarizing it can be stated that SatTorrent with payload broadcasts sat-
isﬁes the expectations of signiﬁcantlyChapter conclusion reducing the unicast network traﬃc while
on the other hand only demanding a relative small amount of satellite capacity.
Evidence for the scalability of the content distribution model has been provided
in this chapter. Further it has been shown that the distribution of ﬁles with
SatTorrent is signiﬁcantly faster than the conventional approach of using Bit-
Torrent even if the number ob sat-enabled peers is very small. Last but not least
the results presented above reveal that SatTorrent, due to its comprehensive set
of adjustable parameters, has a great ﬂexibility that allows it to be optimized
for various usage scenarios.
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Social SatTorrent
In the preceding chapter the SatTorrent protocol has been introduced and an-
alyzed with respect to its Social SatTorrent
implmenets
remaining model
aspects
performance. However, several important aspects of
the content distribution model as it has been proposed in chapter 4 have not
been considered in the evaluations so far. These are basically caching of broad-
casted data for potential future demand, prefetching and especially everything
related to the social augmentation. As is has been previously motivated each
client is equipped with a large persistent storage that is used as a cache. Its
primary purpose is to have as much data as possible cached already prior to
the actual demand. Thereby the user client, more precisely the HGW, is re-
sponsible for the caching. The ﬁrst component needed in order to facilitates
this is a user proﬁle. Thereby it is irrelevant whether this is explicitly deﬁned
by each user or implicitly created and maintained by the home gateway. Proﬁles enable
caching measures
The
existence of such a user proﬁle already facilitate in-advance caching on a very
basic level for certain types of content. An example are subscriptions, e.g. for
software updates or online video channels. These can also be either explicit or
implicit. If we imagine that a user has Microsoft Windows 7 installed on his
PC as well as the World of Warcraft (WoW) client. Then it can be assumed
that he will install almost all of the recommended operating system patches and
also all WoW client updates. In these cases the "prediction" is very straightfor-
ward. Other assumptions of future demand can be made by means of personal
preferences provided by the proﬁle. If we imagine a user likes the actor Clint
Eastwood and also western movies, caching "A ﬁstful of dollars" will probably
result in a cache hit. However, this way of prediction is by far more diﬃcult and
error prone than the ﬁrst mentioned. And there are others that can even be
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considered as being nearly impossible. Internet memes fall into this category,
experiencing an outstanding popularity often without any identiﬁable rational
cause.Measures to detect
and handle traﬃc
caused by memes
In that case an a priori prediction of the incident itself based on local
information is a goal which is very diﬃcult to achieve. Having complete knowl-
edge about the development of content request might allow a prognosis after
monitoring the process of rapidly increasing popularity for a while. However,
it that case much time is lost before a reaction to this event is possible. The
key to an earlier detection of meme-like behavior is analyzing online social net-
works. A sudden occurrence of link sharing for a speciﬁc piece of content can
be used as an indicator for a emerging meme. But there are also other ways
of capitalizing social network structures for an estimation of future demand of
individual users. For example, if several friends of a speciﬁc user have already
watched a certain video, potentially also gave it a high rating or shared it in an
OSN, there is a signiﬁcantly increased probability that this user will also access
this video, as the results of [18] indicate. Thus for the realization of prefetching
and caching functions for SatTorrent the use of social networks is self-evident.
As pointed out in chapter 4 the HGW, in this case the SatTorrent client, does
not necessarily need to implement the online social network. It can be assumed
that the client has knowledge about the immediate neighborhood in the social
graph of each registered user.Making use of
increased trust
among close social
ties
Between these direct neighbors, in OSNs often re-
ferred to as friends or buddies, an increased level of trust can be assumed. This
property allows sharing of potentially private information among close social
ties that users might not disclose to other, less trusted individuals. According
to that, access to these contacts preferences is postulated. This further allows
each sat-enabled client not only to cache broadcasted content matching the de-
mand of connected users, but also for their close social contacts. This ampliﬁes
the beneﬁt that non sat-peers gain from SatTorrent. The results presented in
this chapter have been partially published in [68]. In the next section the corre-
sponding extensions to the SatTorrent protocol are speciﬁed, which turn it into
Social SatTorrent (SST). This is followed by an evaluation of the resulting
performance assets in section 8.3.
8.1 Social SatTorrent Protocol
In the following the protocol extensions that distinguish SST from SatTorrent
are introduced prior to their evaluation in the section 8.3
8.1.1 Persistent global upload rewarding
When investigating the causes of BitTorrent's great success, one of the most
essential facets is the tit-for-tat policy. It ensures that clients upload pieces
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preferentially to altruistic peers while penalizing free riders. The latter have
been a major vulnerability in previous P2P protocols, as documented in [60], [5],
[88], [61]. However, in BitTorrent this rating of peers' cooperativeness is always
done on a per ﬁle basis. This means if peers A and B are both downloading
the ﬁles f1 and f2, and A solely uploaded 50% of f1's data to B, B would still
punish A for not uploading data of f2. The consequence is that there is little
incentive for clients to keep seeding a ﬁle after the download has been completed
since there is no beneﬁt from that. Limitations and
performance issues
of tit-for-tat
Even worse, uploading pieces of the ﬁnished
ﬁle will reduce the available upload capacity for other, incomplete downloads
and thus have a negative impact on their performance. Considering that most
P2P protocols aim at preserving the users anonymity as much as possible, a
broader approach that would deliver more fairness was simply not possible for
BitTorrent. However, SST has a diﬀerent objective. It aims at maximizing
performance for downloads from authorized sources only and implies persistent
user proﬁles. This facilitates the provision of a global rewarding scheme based
on credits. At the same time a much more strict tit-for-tat policy is applied, that
always requires a mutual contribution from two exchange partners. Thus when
a client wants to receive data from a peer, it either must in turn send other
data required by that peer or give credits. The global credit
system implemented
by SST
Every new registered user starts
with zero credits. However, since these new participants neither have pieces to
share nor any credits, all users are allowed to have a certain amount of negative
credits in order to avoid ostracism of new participants. Let the corresponding
threshold for negative credits be mC. This concept facilitates another element
of SatTorrent, the donation of credits to other peers which is introduced in the
following section. How user credits are managed, where they should be stored
as well as measures against manipulation must be considered for an operational
implementation. However, for the scope of this thesis and the corresponding
simulations it will be assumed that the credits are stored on the HGW in the
user proﬁle, under the presumption that all users are trustworthy. For a real
world implementation however, this data must be protected from fraud.
8.1.2 Social Aid in SST
The idea of buddies supporting each other in their download attempts by means
of donating Download support
in the 2Fast protocol
idle capacities, mainly bandwidth, is utilized by the 2Fast protocol,
as described in chapter 1.2. The motivation for this approach is the observa-
tion that often clients can not saturate their download link capacity in BitTor-
rent networks. The reason is, according to [42], the often asymmetric Internet
connection bandwidth in combination with the tit-for-tat policy. Due to the
increased download speed that has been reached with the 2Fast protocol as re-
ported in [42], SatTorrent takes up this concept and adapts it to the special
characteristics of hybrid networks. Friendly aid in SSTIn particular this means that sat-enabled
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priority task peer set
1. request piece friends who are downloading the ﬁle
2. request piece non-friends who are downloading the ﬁle
3. request piece friends who are seeding the ﬁle
4. request piece non-friends who are seeding the ﬁle
5. request support sat-enabled friends
6. request support non sat-enabled friends
Table 8.1: Piece source priority list for SST
peers cache broadcasted ﬁles that are downloaded by their friends even if they
should not match their own preferences. Subsequently they are able to support
these social contacts in their downloads. In contrast to 2Fast, in this case they
can allocate their full upload capacity for sending pieces to the supported peer.
Consequently, in the best case SST only needs half the helpers that 2Fast needs
to saturate the Internet connection downlink capacity of the assisted peer. In
case the required ﬁle has not been broadcasted before, the friends will start
downloading it on their own and forward the received pieces to the client that
asked for support. In this case additional unicast traﬃc is produced. Therefore
this friendly aid is only applied in case all other measures did not result in a
full utilization of the downlink capacity.
Due to the knowledge of sat-enabled clients about their social environment and
the bitﬁelds of all peers active in the same torrent (downloading or seeding) they
can use the following priority for requesting pieces: Thereby sat-peers who have
cached previously broadcasted pieces of a ﬁle they are not actively downloading
belong to class 3. EachPriority classes for
exchange partner
selection
client ﬁrst attempts to get pieces from peers in priority
class 1, then 2 and so on. This commences until either its download capacity
is completely allocated or no peers are left. The sets of clients deﬁned by these
classes are disjunct. Thereby the assignment follows the same priority. Thus a
downloading sat-enabled friend will be in class 1 and not in 5. The priorities
are ordered for best overall distribution performance. By asking downloaders
ﬁrst, an exchange of pieces is promoted and thus a better balance of credits
preserved. The reason why always the friends are asked ﬁrst is twofold. On one
hand, according to [94] and [22], by fostering the exchange between neighbors
in the social graph the probability increases to keep traﬃc in the close physi-
cal proximity. The corresponding advantages have been discussed in previous
chapters already. On the other hand friends will still provide pieces even if no
credits can be transmitted in return.Idle friends may
provide support
without reward
The latter aﬀects priority classes 3 and
5 only, since friends that are currently downloading data (class 1) may be hin-
dered since they would spend upload capacity without receiving data in return.
8.1. SOCIAL SATTORRENT PROTOCOL 115
The speciﬁc form of support received by peers of class 5 may vary. In case the
help-requesting peer A has less The Diﬀerent forms
of support
than mC2 credits left while the supporting peer
B is possessing more than |mC|, B donates |mC|2 credits to A. This prevents A
from running out of credits and thus supports its download. In any case B starts
downloading the corresponding ﬁle too, focusing its download on those pieces
A is still missing. All downloaded data is immediately forwarded to A. Since B
is sat-enabled, the fact that it is now downloading the ﬁle as well increases the
probability that it will be broadcasted.
The procedure is similar for a non sat-enabled client except that it will usually
know less peers, thus the choice within the classes will be smaller. Furthermore,
it will not be able to proﬁt immediately from a broadcast. However, there will
be an indirect beneﬁt since its sat-enabled friends will be able to cache the data
and thus become an additional source for pieces as described above. The details
of caching will be further discussed in section 8.1.4.
8.1.3 Rating probability of future demand
For several aspects of SST it is necessary to know the probability of a cer-
tain ﬁle for being Comparing future
demand probabilities
of diﬀerent ﬁles
required in the future. For the corresponding metric several
parameters are taken into consideration. These are the preferences of the corre-
sponding user itself as well as the preferences of his immediate neighbors in the
social network graph, their history of downloaded ﬁles, potential ratings and
recommendations. The latter may also include links to content shared in OSNs.
Predictions and recommendations based on collaborative ﬁltering, ontologies
and social ties have been extensively studied, e.g in the work of [53], [51], [49],
[20], [92], [52], [62], [95] and [70]. The selection and evaluation of a qualiﬁed
approach for SST is not subject of this work. For the evaluation in this chapter
a simple metric is used that allows a rating of future demand probability on a
ﬁle-category level. Thereby the user proﬁle contains a quantiﬁer for all content
categories the corresponding user is interested in. Its value rates the degree of
interest in the speciﬁc category.
This requires that for any incoming piece, a client has to know the corre-
sponding ﬁle's category in order to make a Matching pieces and
ﬁles to categories
match with the user's preferences.
The category of a ﬁle is provided in its torrent ﬁle. In case of a user initiated
download this ﬁle has been received prior to the download. For pieces received
via broadcast this is not necessarily the case. Downloading the missing torrent
ﬁles from the corresponding servers would be possible. However, since a vast
number of ﬁles might be broadcasted, this would cause a high amount of ad-
ditional unicast traﬃc. Having a hybrid network at hand makes broadcasting
them an appealing alternative. In case of a content provider with a relatively
small set of ﬁlese.g. a video on-demand provider or a software distributor
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oﬀering updatessimply all torrent ﬁles might be broadcasted. However, if we
imagine YouTube as a content provider, the number and the aggregated size
of all torrent ﬁles would be enormously large. In consequence broadcasting all
of them makes no sense, the more since 90% of all YouTube videos are only
seldom requested [25]. In that case the content provider was required to make
a pre-selection of popular torrent ﬁles that should be distributed. The clients
would then keep those that match their users' preferences. However, this still
might result in a signiﬁcant number of unnecessarily broadcasted ﬁles. Further,
deciding which ﬁles will belong to the most popular 10% in nontrivial. Though
there is a much easier solution.
If a piece of a ﬁle is broadcasted for the ﬁrst time, prior to that broadcast the
torrent ﬁle isDistribution of
relevant torrent ﬁles
being distributed via satellite. The same is done in case the period
since the last broadcast of that torrent exceeds a speciﬁed threshold. The clients
will then decide for the torrent ﬁle whether to keep it or not.
Corresponding
metric is not part of
the protocol
However, this is solely an implementation detail and may even be diﬀerent
for distinct clients. For the protocol it is assumed that a corresponding metric
exists that allows a comparison of the probabilities for future demand for dis-
tinct ﬁles. Let PFD(f, u) be the probability that a ﬁle f will be required by a
user u in the future. This incorporates also the probability that a certain ﬁle
might be needed by a neighbor in the social graph. However, the own demand
it given priority.
8.1.4 Caching
Every HGW, and thus every client, is equipped with a persistent storage that is
used as a cache. SST considers each piece of a ﬁle that is received for caching, no
matter whether it arrives via unicast or broadcast. In case there is still enough
cache capacity available pieces of all ﬁles are stored without further inspection.
Let the remaining cache capacity be CR.Caching in the face
of limited resources
If however no or not enough free
storage space is remaining, it must be checked whether the pieces should be
withdrawn or be stored by means of replacing an existing cache entry. For this
purpose PFD is computed for the ﬁle the pieces belong to.
As described in the previous chapter a broadcast piece message (PBM) con-
tains a list of pieces for a given ﬁle while a unicast peer wire message carries
always just one piece. For the sake of simplicity it is assumed that in any case
there is a list of pieces which in case of a unicast PWM contains only one ele-
ment. We refer to this list as P . Let the ﬁle that corresponds to the incoming
piece list be fP and the cache index containing the identiﬁers of all ﬁles of
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which pieces are cached be deﬁned as
CI = {f |pieces of fare stored in the cache} (8.1)
Furthermore the following functions shall be deﬁned:
c(p) :=
1, if piece p is in the cache0, otherwise (8.2)
s(P ) := {storage capacity required to cache P} (8.3)
minPFD := min(PFD(f1), ..., PFD(fn))∀fi ∈ CI , n = |CI | (8.4)
The Searching a
candidate for
replacing
latter returns the smallest probability for future demand for all cached ﬁles.
For equation 8.3 it is worth noting that in case some of the pieces contained in
P are already cached, only the size respectively the storage demand for those
pieces in P that are not yet cached is returned. Let further be a function deﬁned
that returns the set of all ﬁles that have the lowest probability for future demand
of all cached ﬁles.
min(CI) := {f |f ∈ CI ∧ PFD(f) = minPFD} (8.5)
Then the algorithm shown in 2 describes how the client handles an incom-
ing list of pieces. In case there is enough capacity left to store all the pieces,
they are simply added to the cache. If not, ﬁles with the lowest probability for
future demand are removed until either enough capacity is free or non such ﬁles
remain. Then as many pieces contained in P as possible are added to the cache.
The just described caching strategy is supposed to deliver good cache hit
rates for two reasons. First many Cache hit rate
increase by keeping
once downloaded
ﬁles
HGWs should be used by several users, e.g.
a family living together in one household, potentially also by friends who often
come for a visit and connect with their mobile devices. People using the same
HGW usually will have some social tie since the collective usage requires them to
be in a relatively close physical proximity. In consequence there is an increased
probability for the involved individuals to mutually inﬂuence each other. Hence
the likelihood for a ﬁle previously requested by one user registered at a speciﬁc
HGW to be demanded by another user connected to this same HGW is elevated.
Further the one user might want to download the same ﬁle on several of his own
devices. Both aspects make caching of already downloaded content a reasonable
approach.
Caching broadcasted Beneﬁts of caching
broadcasted data
content is interesting since only very popular ﬁles are being
broadcasted. Due to their high popularity, their chance for being recommended
by other users (potentially friends) is increased. This also results in a grow-
ing probability for becoming subject of the locally managed users' demand in
consequence of the mutual inﬂuence among people and in particular between
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Algorithm 2 Cache decision for incoming pieces
1: if CR ≥ s(P ) then
2: add P to cache
3: else
4: while PFD(fP ) > minPFD ∧ CR ≤ s(P ) do . Remove ﬁles with lower
probability for future demand from cache
5: for all ﬁles f ∈ min(CI) do
6: remove f from cache
7: end for
8: end while
9: for all pieces p ∈ P do
10: if c(p) == 0 then . is the piece not cached already?
11: if CR ≥ s(P ) then . check remaining cache capacity
12: add p to cache
13: else
14: break; . the cache is full, stop caching
15: end if
16: end if
17: end for
18: end if
friends as stated in [55]. Since caching relies on the probability metric for fu-
ture demand, which further incorporates social networks, this cached content
can potentially be used to support downloads of friends in terms of the social
aiding described previously. In particular this lets non sat-enabled peers take
proﬁt of the hybrid network and the satellite broadcasts.
8.1.5 SocioAware Prefetching
The just described caching is a strategy that can potentially ﬁll the local cache
of sat-peers with ﬁles that have a good chance for being needed in the future.
Limitations of the
functions introduced
so far
However, the scope of ﬁles that can be cached by means of the functions de-
scribed so far is limited. Especially niche content would never ﬁnd its way
into the local cache by these approaches. The same applies for preferences of
non sat-enabled peers that none of their social contacts share. This means for
all clients there is no chance of ever having an unpopularor at least not yet
popularﬁle in the cache that has never been requested by any attached user
so far. However, the are several reasons that make it desirable to have also
these ﬁles cached in advance to the actual demand. On one hand this allows
immediate access even in case the Internet connection bandwidth of an HGW is
very small. On the other hand, considering the typical day-time curve of Inter-
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net activity that has been described in chapter 1, downloading a ﬁle in advance
allows avoidance of traﬃc peaks. SST's strategy to close this gap is socio-aware
prefetching which is described in the following.
When a peer is idle it checks the ﬁle repositories of the known content providers
for potentially The prefetching
procedure on detail
interesting ﬁles. Thereby for a detected ﬁle f the probabil-
ity PFD(f, u) is determined for every user managed by the HGW. In case the
resulting probability is above a prefetching threshold (PT) plus exceeds
minPFD (see section 8.1.4) a prefetching download is started. This is in gen-
eral performed as any other download except a few diﬀerences. First it will
immediately be postponed if a download resulting from an explicit user request
is started. Secondly, the exchange partners considered for piece downloads are
restricted. In comparison to the priority list shown in table 8.1, the only peers
in priority classes one to three are used for prefetching. Prefetching must
not hinder any
downloads
The motivation for this
constraint is to avoid prefetching to negatively inﬂuence other downloads. Peers
in class 1 and 2 are currently downloading the same ﬁle. Thus there will be a
mutual proﬁt here when pieces are exchanged. In class 3 are those friends who
are seeding the ﬁle. According to the results of [94], [12] and [93]who show
that the majority of social connections exhibit a small geographical distance
this causes the prefetching to happen mainly in the near physical proximity of
the client. Keeping prefetching
traﬃc local
This comes with the great advantage that the major part of the in-
duced traﬃc is kept within a comparatively small geographical region and thus
potentially inside of a single Internet service provider's (ISP) network. This is
supposed to increase the acceptance of SatTorrent among the ISPs, who com-
monly dislike P2P ﬁle exchange protocols due to the costly inter-ISP traﬃc their
applications produce. Additionally, due to the increased similarity and the mu-
tual inﬂuence among these peers, there is a high chance of ﬁnding an exchange
partner in this set of peers. Both also applies for nodes in class 1. Certain classes of
peers are not
considered for
prefetching
Non-friend
seeders of the ﬁle (class 4) are more urgently needed by other downloaders who
are not prefetching or should be left alone in order to allow them to do their own
prefetching. Classes 5 and 6 are not considered since otherwise this would be an
exploitation of helpfulness. Instead it is preferred to give also these peers the
opportunity to do prefetching. This is not purely altruistic since a ﬁle cached by
a friend might be serviceable for future downloads due to the mutual inﬂuence.
8.2 Simulation conditions
The results of the SatTorrent analysis in the preceding chapter enabled the de-
velopment of an improved simulator Considerations for
the SST simulations
. Relying on the gained insights a higher
level of abstraction can be used that facilitates simulating signiﬁcantly higher
amounts of users, ﬁles and ﬁle sizes. The integration of social networks further
raised the demand for integrating new functions. Besides the obvious compo-
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nents like a social graph structure, user proﬁles and cache management, there
are further aspects related to the social awareness which must be included.
Most notably among these is the inﬂuence among individuals in a social net-
work. In order to do a plausible analysis of P2P downloaders organized in a
social network and thus interfering with each other, mutual inﬂuence must be
taken into consideration. In the following section this topic is discussed before
more aspects of the SST evaluation are introduced.
8.2.1 Mutual inﬂuence model
There is no doubt about the mutual inﬂuence between individuals in general and
in particular between users in online social networks. While several studies ana-
lyzeModelling mutual
inﬂuence in social
networks
these incidents and develop numerous models to describe them, there is no
model that can be considered as the ultimate characterization of the real world
procedures. Considering this in combination with the ﬁniteness of resources
for a simulation based analysis, a decision in favor of a simple approachin
terms of the computational complexityhas been taken. In order to achieve
a broader view and to allow a comparative analysis, various models have been
implemented which are described in the following. For all of them the mutual
inﬂuence model for every node is applied in discrete intervals with a probability
pMI .Global parameters
of the mutual
inﬂuence models
In order to facilitate mutual inﬂuence, each user u has a list of prefer-
ences P (u). The set of all categories is referred to as C. The list of preferences
contains entries which consist of an integer that unambiguously identiﬁes the
category c and a quantiﬁer q(c, u) that speciﬁes the importance of this category
for the corresponding user u. Thereby, a higher quantiﬁer indicates a higher
interest in a category, with 0 ≤ q(c, u) ≤ 1. In case a category is not listed in a
user's preferences, the corresponding quantiﬁer is deﬁned as being zero. Further
the set of nodes that have aBuddies and the
buddy-list of a user
common edge with node u  in other words the
direct neighbors  is referred to as the buddies or the Buddy-List B(u) of this
node.
Let the following function be deﬁned that identiﬁes whether a category c ∈ C
appears in the properties of a node u with a quantiﬁer greater zero.
a(c, u) :=
1, if q(c, u) > 00, otherwise (8.6)
Now the following function can be deﬁned that counts for all neighbors bi ∈ B(u)
of a node u the frequency of occurrences of a speciﬁc category c.
freq(c, u) :=
|B(u)|−1∑
i=0
a(c, bi) (8.7)
Based on this four diﬀerent models for mutual inﬂuence can be described in the
following.
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Three Most signiﬁcant (MI1)
In this mutual inﬂuence model one of those categories with the highest aggre-
gated quantiﬁers of all neighbors is used for inﬂuencing. Therefore the pref-
erences of all direct neighbors bi ∈ B(u) are analyzed for a user u. For each
category found in these preferences the corresponding quantiﬁers are summed
up in
s(c, u) :=
|B(u)|−1∑
i=0
q(c, bi) (8.8)
which gives us the following set containing pairs of categories and aggregated
quantiﬁers
Qu := {(c, qa) : qa = s(c, u)} (8.9)
Further let
M3(u) := {c : (c, qa) ∈ Qu ∧ qa is one of the three highest values in all pairs }
(8.10)
In other words the set consisting of those three categories that exhibit the highest
aggregated quantiﬁers. Applying the mutual
inﬂuence model
Then one element r ∈M3(u) is picked with a probability
proportional to the number of occurrences f(c, u). In case the user u does not
have this category in his preferences, it is added with the mean quantiﬁer.
Otherwise, the new quantiﬁer q′(c, u) of peer u for category c ∈ C is determined
by modifying the old. Both variants are calculated by means of the following
formula:
q′(c, u) := q(c, u) +
s(r, u)
freq(c, u)
· (1− q(c, u)) (8.11)
Three Most Frequent (MI2)
This approach uses as Disregarding
quantiﬁers for
selecting inﬂuencing
category
criterion the absolute occurrences of the speciﬁc categories
in the neighbors' preferences to select the three candidate categories. The set
deﬁned in equation 8.12 contains all pairs of categories and their frequencies of
occurrence in the preferences of all neighbors of u
Fu := {(c, f) : c ∈ C ∧ f = freq(c, u)} (8.12)
Now let
F 3(u) := {c : (c, f) ∈ Fu ∧ f is one of the three highest values in all pairs}
(8.13)
Then one element r ∈ F 3(u) is randomly selected. Then the new quantiﬁer
q′(c, u) of peer u for category c ∈ C is determined by the formula given in
equation 8.11
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Most signiﬁcant only (MI3)
This model is very similar to MI1, except that the category r ∈ C which is
selected for being inﬂuenced is chosen from
M1(u) := {c : (c, qa) ∈ Qu ∧ q is the maximum of all value pairs} (8.14)
In most cases this set should contain only one element. However, in case there
are several categories which exhibit exactly the same maximum quantiﬁer, one
among them is randomly selected. Thus in general it can be stated that a cate-
gory r is randomly chosen from M1(u). The modiﬁcation of the corresponding
quantiﬁer follows equation 8.11.
Random (MI4)
From B(u) one neighbor bi is selected randomly. Then again a random selection
is applied to pick one of this nodes preference categories c, which is thenRandom selection
from all neighbors
prefences
used
for inﬂuencing u. In case c ∈ P (u) the new quantiﬁer q′(c, u) is determined as
shown in equation 8.15.
q′(c, u) = q(c, u) + q(c, bi) · (1− q(c, u)) (8.15)
and by
q′(c, u) = 0.5 · q(c, bi) (8.16)
otherwise.
8.2.2 Experience Based Preference Feedback
Despite the mutual inﬂuence between individuals, the opinion of users is also in-
ﬂuenced by personal experiences. Thus whenever a user completes the download
of a ﬁle in thePersonal experience
further changes user
preferences
simulation it will inﬂuence the quantiﬁer of the corresponding
category in his preferences. With a deﬁned probability (simulation settings)
this change will be negative. The magnitude of the modiﬁcation is depending
on the variety of interests and the current quantiﬁer value.
8.2.3 Social Graph Modelling
The simulator supports diﬀerent graph modeling algorithms. For the evaluation
the Barabasi-Albert, Watts-Strogatz and Toivonen models have been used since
all of them result in graphsThe social graph
models used in the
simulations
that exhibit characteristics similar to real world so-
cial network graphs. The Toivonen model is less popular and not as extensively
analyzed as the others. The graphs generated by this model do not exhibit
hubs with extremely high node degrees as they can be found in BA graphs.
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This is an interesting property since the graphs of those P2P networks that
consist of only private users might be missing such super hubs. However, the
P2P overlay networks for the proposed content distribution model also contain
the seeder nodes of the content provider, which usually should have very high
degrees. Nevertheless, including the Toivonen model into the analysis might
provide valuable information about SSTs performance in a scenario where no
super-hubs are involved.
The Watts-Strogatz model is well studied and a good choice for generating
small world networks. However, the resulting No scale-freeness in
WS graphs
graphs are missing the scale free
property that is commonly observed in real world social network graphs. This
suggests that the Barabasi-Albert model, despite its known deﬁciencies, should
be the most qualiﬁed approach for this evaluation. More details on the proper-
ties and analysis results will be provided later in section 8.3.
8.2.4 Static Simulation Parameters
For the sake of comparability as many parameters as possible are kept unchanged
throughout the The ﬁxed paramters
for all simulations
evaluation phase. These are summarized in table 8.2. There are
ten initial seeders with each of them providing all the ﬁles. All participants
including the seedersshare the same asymmetric connection bandwidth. After
a peer has ﬁnished a download, before starting a new one it waits for a random
time whose global average is set to two hours. The remaining parameters are
introduced later in section 8.3 with their particular values.
Parameter value
File Size 100 MB
Categories 100
Seeders (initially) 10
Download Bandwidth 8 Mbit
Upload Bandwidth 1 Mbit
Sat-Enabled Peers 30%
Avgerage download wait time 2h
Table 8.2: Static Simulation Parameters
8.3 Evaluation
In this section the performance of SST under varying conditions is measured and
compared. Before analyzing the ﬁle distribution with this protocol in particular,
the impact of the applied social graph modeling algorithms on the distribution
of sat-enabled peers in the social network is examined in section 8.3.1. This is
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followed by a survey on the eﬀects that the diﬀerent mutual inﬂuence models
introduced in section 8.2.1 have on the overall network traﬃc in section 8.3.2.
Then we conclude with a comparison of SST to SatTorrent without social en-
hancements and to BitTorrent in section 8.3.3.
8.3.1 Dish Distribution Analysis
As the results of preceding SatTorrent evaluations in chapter 7 show, the proto-
col's performance increases with rising ratios of sat-enabled peers.Realistic percentages
of sat-enabled peers
Even though
a change in that trend has been observed for fractions of sat-enabled peer of
more than 95% under certain circumstances, it has been shown that this ef-
fect can be leveraged by optimizing SatTorrent's parameters. Though, in a real
world scenario it might happen that the ratio of sat-enabled peers is relatively
small. For example in the USA, according to statistics published in [82] and [81],
at most 40% of all households with broadband access also have satellite recep-
tion hardware. Even though this proportion might increase in case the herein
proposed content network model should become available and thus the paral-
lel installation of both more appealing for the time being using a lower value is
more authentic. In consequence, for the remainder of this chapter a considerably
lower value of 30% of sat-peers will be assumed. As the preceding SatTorrent
evaluations revealed the protocol's performance signiﬁcantly increases in case
the relative number of sat-enabled peers is higher. Thus the results presented
later in this chapter can be considered as a lower bound that corresponds to the
current situation.
However, for the overall
Probability for
having sat-enabled
neighbors
performance of SST not only the number of sat-enabled
peers is important. An additional crucial factor is the number of nodes that can
immediately take proﬁt of a sat-peer. In particular this refers to the question
how many clients have a sat-enabled direct neighbor in the social graph. Or
inversely beheld, how many do not. We refer to the probability of an arbitrary
node in the network for having no sat-enabled direct neighbor as PNSN.
In this context the distribution of sat-enabled peers across social network com-
munities is analyzed. Therefore the social network graphs are generated accord-
ing to the models introduced in section 8.2.3 and analyzed afterwards. For the
Barabasi-Albert (BA) model theParameter selection
for graph models
initial graph is composed of 5 nodes (m0 = 5)
with a minimal node degree of 3. Each node added to this graph connects to
5 existing nodes via preferential attachment (m = 5). While this results in
scale-free small world graphs, the average clustering coeﬃcient is signiﬁcantly
lower than those that can be observed in real social networks. This behavior is
well-known for BA graphs and is analyzed in [40]. The clustering declines as the
network grows. In order to achieve a higher clustering coeﬃcient another BA
graph with m0 = 50 and a well connected initial graph has used for comparison.
For this graph, referred to as BA2, each new node connects to 4 existing ones.
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For the Toivonen graph (TO) the settings mr = 2 and ms = 3 are used, for the
Watts-Stragatz graph (WS) it is beta = 0.2 and K = 10.
The resulting graphs are illustrated in ﬁgures 8.1 to 8.4. In ﬁgure 8.1 one can ob-
serve the typical shape of a BA graph with very few nodes showing an extremely
Characteristics of
the resulting BA
graphs
high degree while it is very small for the majority of nodes. This is diﬀerent
when the initial graph for the BA model is changed, as ﬁgure 8.2 shows. Here
the number of nodes with a high degree is visibly increased but those nodes
with a moderate degree are almost missing completely. This is a consequence of
the large well connected graph used initially in the creation process. This eﬀect
can also be observed in the degree distribution plotted in ﬁgure 8.6, especially
in comparison to ﬁgure 8.5. This indicates that the settings used for the BA2
graph are not suited for the purpose of analyzing SST.
The Toivonen graph in ﬁgure 8.3 exhibits fewer nodes with a very high de-
gree. Figure 8.7 conﬁrms this and shows a break in the TO graph shows less
dominant hubs
distribution for very
low values. Thus the number of nodes with only one or two neighborsfriends
in the objected useis signiﬁcantly lower than for the BA models. Further also
the highest observed degrees are much lower in the TO graph. The latter is a
declared objective of the model. While the former is debatable, it is not neces-
sarily undesirable. In the scenario of a content distribution network based on
SST, there is an incentive for users to have more friends in order to maximize
the corresponding beneﬁts.
The Watts-Strogatz graph (WS) illustrated in ﬁgure 8.4 considerably diﬀers
from the Peculiarities of WS
graphs
previous three. This is due to diﬀerent degree distribution where most
node degrees accumulate around K. This is conﬁrmed by the Poisson like shape
of the plot in ﬁgure 8.8. These are typical properties of a WS graph and thus
not surprising. Albeit all these diﬀerences to the previously discussed ones, this
is also a small world graph.
The later can best be observed in tables 8.3 and 8.4 There several important
statistical properties of the generated graphs are listed, once for graphs consist-
ing of 1000 nodes, once for the order of 10000. Most notable are the average
path lengths, which are very short despite the little diﬀerences between the
various graph models. With regard to the Toivonen model Comparing the
graph analysis
results
thistogether with
the other observed properties discussed aboveconﬁrms the results presented
in [103]. The previously mentioned decreasing clustering in BA graphs for ris-
ing graph orders is distinct for both graph settings. Even though the unusual
increase of the initial graph resulted in a relatively strong gain of the average
clustering coeﬃcient, its absolute value is still very small for the higher order
graph. Especially, it is considerably lower than those values observed in an OSN
[104]. Whether or not this has a considerable impact on the performance of SST
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Figure 8.1: BA graph (or-
der=1000)
Figure 8.2: BA2 graph (or-
der=1000)
Figure 8.3: TO graph (or-
der=1000)
Figure 8.4: WS graph (or-
der=1000)
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Figure 8.5: Degree distribution of
BA graph (order=1000)
Figure 8.6: Degree distribution of
BA2 graph (order=1000)
Figure 8.7: Degree distribution of
TO graph (order=1000)
Figure 8.8: Degree distribution of
WS graph (order=1000)
is analyzed in section 8.3.3.
Next PNSN is examined under diﬀerent proportions of sat-enabled peers,
varying from 0% up to 100%. The graph order used for this analysis is 100,000.
The Analyzing
probabilities for
sat-enabled
neighbors under
varying SPR
results are visualized in ﬁgure 8.9. All the four curves are rapidly decreasing,
while for the Watts-Strogatz graph the probability recedes most quickly. It
can be stated that for settings with more than 50% of sat-enabled peers the
choice of the graph modelling algorithm in completely negligible. In the interval
between 20 and 30 percent the highest diﬀerences can be measured. Thus for
the further evaluation, picking a value within this range will give the most
interesting results.
The small diﬀerence between the models in this interval can also be observed
in ﬁgure 8.10 where PNSN is compared for the diﬀerent graphs under varying
network orders and a constant sat-peer ratio (SPR)of 0.3. First to mention is
the fact that within the distinct networks the results for PNSN remain more or
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BA BA2 TO WS
Edges 4981 4876 4864 5000
Average degree 9.962 9.752 9.728 10
Network diameter 5 5 7 6
Avg. path length 2.969 2.790 3.511 3.856
Avg. clustering coeﬃcient 0.042 0.246 0.544 0.344
Total triangles 978 15557 6355 5068
Table 8.3: Comparison of graph properties for network order=1,000
BA BA2 TO WS
Edges 49981 40876 48414 50000
Average degree 9.996 8.175 9.683 10
Network diameter 6 6 9 8
Avg. path length 3.653 3.427 4.426 5.241
Avg. clustering coeﬃcient 0.008 0.037 0.536 0.347
Total triangles 2185 19407 58976 51419
Table 8.4: Comparison of graph properties for network order=10,000
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Figure 8.9: PNSN for varying dish ratios (order=100,000)
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Figure 8.10: PNSN for varying graph orders (SPR = 0.3)
less constant for growing orders. Only for small numbers of nodes an identiﬁable
ﬂuctuation is present.
Even though the observed diﬀerences between the various graphs are small in
absolute values, they are signiﬁcant. Especially in the WS graph the risk of
not having at least one friend who is sat-enabled is very low. Determining best
model for SST
analysis
Thus when using
the WS model for generating the graphs for the analysis of SST's performance,
the results will potentially be better than those that would be expectable in
real networks in case they rather resemble one of the other graphs. The BA
graph with the settings used for BA2 should not be considered either for the
reasons mentioned previously in this section. Therefore, in the remainder of this
chapter the BA model will be preferentially used for further analysis of SST,
supplemented by a direct comparison of BA, TO and WS graphs.
8.3.2 Impact of Mutual Inﬂuence Model
In section 8.2.1 diﬀerent ways of modeling the mutual inﬂuence among users
have been introduced. Since the prediction of future user behavior and thus the
prefetching, caching and cache replacement strategies rely on the analysis of the
user proﬁles and those of the corresponding buddies, the mutual inﬂuence model
is crucial for the reliability of the simulation results. However, it is impossible
to deﬁne Estimating the
impact of diﬀerent
mutual inﬂuence
models on SST
one universal mutual inﬂuence model that would correctly reﬂect the
behavior for all possible applications of SST. The comparison provided in this
section will show how much the performance of SST is aﬀected by variation of
the applied model. In this context ﬁrst the average download durations for the
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diﬀerent models are being compared. Besides the three realistic models (MI1,
MI2, MI3) this analysis is additionally performed for a fourth, random approach
(MI4). The latter is considered being not realistic and thus its application is
expected to deliver rather undesired results by leading to cache misses and failed
prefetching attempts. Using MI4 will indicate the performance of the social fea-
tures in SST in case no assumptions about the process of mutual inﬂuence can
be made. Figure 8.11 shows a comparison of average download times. While
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Figure 8.11: Average download duration over time compared for the diﬀerent
mutual inﬂuence models.
all the four models are close together, indeed the worstRandom approach
as expected gives
worst results
results can be observed
for the random approach. The common increase in the download times after 12
hours is caused by the increasing number of concurrent downloads paired with
a high prefetching activity. Thus a point is reached where insuﬃcient sources
are available to satisfy the demand. This is due to the asymmetric Internet
connection with an download/upload ratio of 8:1, which makes it simply im-
possible to have all peers concurrently downloading at full speed. Whether or
not this means that SST with prefetching leads to a better or maybe worse
overall performance than non-social SatTorrent or other P2P protocols will be
investigated later in section 8.3.3.
Another important factor for the benchmarking of SST is the number of bytes
that are exchanged between peers that are not neighbors in the social graph,
since this traﬃc is assumed to be less local and consequently to be more costly
for ISPs. The results of the corresponding analysis are visualized in ﬁgure 8.12.
While MI1 to MI3 again show only very little diﬀerences, the random approach
exhibits a diﬀerent behavior with lower values at the start. The reason for this
eﬀect is that at the beginning the diﬀerences between neighbors are still more
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Figure 8.12: Unicast network traﬃc between non direct neighbors in the social
graph over time compared for the diﬀerent mutual inﬂuence models.
signiﬁcant, while they Realistic models
need time to
outperform random
approach
assimilate more and more in the course of the simulation.
Thus a random approach can perform better at the start since the changes are
unbiased. However, the random approach performs worse after approximately
half a day. Then the other models led to an assimilation of neighboring nodes
which allows better prediction and improved synergy eﬀects. Interestingly, all
curves quickly converge to zero after a relatively short period. This is a result
of the satellite broadcasts, the caching and the prefetching. The eﬀects of these
features will be investigated in more detail in the next section 8.3.3.
When we have a look at the correlation coeﬃcients of download duration and
being sat-enabled respectively the number of sat-enabled friends (table 8.5), a
better understanding of this diﬀerence can be achieved. For MI3, having a dish
is still important, The harder the
prediction, the more
important the
broadcasts
but not as much as for the other models. The same relation
is observed for the number of sat-enabled friends. The reason is that MI3 leads
to user preferences where a few categories reach very high ratings while most
others remain low. Thus less ﬁles are suﬃcient for a good cache hit rate. What
Sat-Peer #Sat-Peer Friends
3 most signiﬁcant (MI1) 0.4613411 -0.1048858
3 most frequent (MI2) 0.499472 -0.1194338
most signiﬁcant (MI3) 0.3898186 -0.09718519
random (MI4) 0.5298729 -0.1245606
Table 8.5: Comparison of correlation coeﬃcients (duration, sat-enabled)
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can be derived from this is that the less exactly the future demand can be pre-
dicted, the more important the satellite broadcasts are. Also the more diverse
the user preferences, the higher the beneﬁt gained from broadcasts.
Concluding it can be stated that be best results have been achieved by
means of the mutualSection conclusion inﬂuence model using the most signiﬁcant category in the
neighborhood for the inﬂuencing of user preferences. However, all models, even
the random approach, exhibit such a high similarity that it can be aﬃrmed that
the details of the driving forces behind mutual inﬂuence in social network is not
decisive for SST's performance.
8.3.3 Content Distribution Eﬃciency
In this section the performance of SST with regard to distribution time and
network traﬃc is analyzed. Thereby a special attention is paid to exchange of
data respectively pieces which areAnalyzing the
performance gain of
social network
integration
transferred between clients that are no direct
neighbors in the social graph. This will be an indicator of the successful design
of the SST protocol respectively of the proposed content distribution model.
For the latter, one objective was to reduce inter-AS respectively inter-ISP traf-
ﬁc. Since human beings tend to have most social contacts in their near physical
proximity, a low ratio of traﬃc between non friends would indicate that this aim
has been achieved.
For ﬁrst set of experiments in this section one satellite transponder is utilized
with aSpecifying
simulation
parameters
net bandwidth of 36 Mbit (error correction already deducted). Further
the social network is based on a BA graph with m0 = 5, m = 5 and a minimal
node degree for the initial graph of 3. Thereby for all of the corresponding
simulations the same set of SST speciﬁc parameters has been used which is
shown in table 8.6. These settings can be divided into two distinct blocks, one
with and another without support for payload and metadata broadcasts. Each
item in the latter has a broadcast enabled equivalent in the former. Thereby a
corresponds to i, b to g, c to f and d to e. The only broadcast entry that has
no counterpart is h. This correlation is considered in the subsequent ﬁgures by
means of coinciding colors. Thereby the broadcasts use dashed, the pure unicast
approaches solid lines.
Figure 8.13 shows the mean download duration for these diﬀerent settings.
Thereby for a and b a signiﬁcantly increasing duration canComparison of
simulation results
for download
duration
be observed. This is
caused by a high number of downloaders joining within a relatively short time
frame. This leads to a shortage of ﬁle sources as more and more clients start
downloading. According to the asymmetric Internet connections that have been
assumed for all peers, a contemporaneous download of all clients will not be able
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id description
a BitTorrent simulation mode; all social features disabled
b download support by friends enabled (social aid)
c download support by friends; prefetching enabled with prediction of future
popularity
d download support by friends; prefetching enabled with prediction of future
popularity but limited to an average of 10 concurrent prefetchers in the entire
network
e broadcasts enabled (payload and metadata); download support by friends;
prefetching enabled with prediction of future popularity but limited to an av-
erage of 10 concurrent prefetchers in the entire network
f broadcasts enabled (payload and metadata); download support by friends;
prefetching enabled with prediction of future popularity
g broadcasts enabled (payload and metadata); download support by friends en-
abled (social aid)
h broadcasts enabled (payload and metadata); prediction of future demand;
other social features disabled
i broadcasts enabled (payload and metadata); all social features disabled
Table 8.6: SST speciﬁc simulation parameters
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Figure 8.13: Mean download duration over time for diﬀerent conﬁgurations
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Figure 8.14: Magniﬁcation of ﬁgure 8.13
to exceed download rates equal to the mean upload bandwidth of all nodes. The
remaining conﬁgurations which make better use of the social network structure
Socially augmented
models exhibit faster
downloads
or even use broadcasts all perform much better. Thereby it can be observed
that the broadcasting counterparts always delivers better results than the cor-
responding unicast-only approaches. The diﬀerence might look small, but the
broadcasts reduce the mean duration up to one third. This becomes more visible
in the magniﬁcation of the lower right corner of this plot provided in ﬁgure 8.14.
The results for h and i seem to be especially impressive, at least on the ﬁrst
view. However, ﬁgure 8.15 reveals that the average number of ﬁles downloaded
by each user is much lower for these conﬁgurations.Higher throughput
for sat-enabled peers
What happened here is
that sat-enabled peersdue to cached contentoften have download times of
zero seconds since the ﬁles are already completely cached when they start the
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Figure 8.15: Number of ﬁles downloaded by each client on average.
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Figure 8.16: Evolution of traﬃc between nodes that are no neighbors in the
social graph.
corresponding download. However, non sat-enabled peers exhibit much longer
download durations. Since the fast downloads resulting from cache hits decrease
the mean duration, the very slow unicast downloads have a negligible inﬂuence
the average values. Cache hits increase
total downloads and
reduce average
duration
Thus, this combination of a relative small number of very
long lasting unicast downloads and a high number of extremely fast broadcast
transfers leads to the curve progressions for h and even more for i in ﬁgure 8.13
and 8.14 with very low average values.
In ﬁgures 8.16 and 8.17 the amount of data received from peers that are not
in the downloader's buddy list (not friends) is compared for the various conﬁgu-
rations of table 8.6. Figure 8.17 shows absolute values and exhibits high results
for setting a. Due to that reason the corresponding curve does not even SST outperforms
BitTorrent,
broadcasts further
reduce long distance
traﬃc
appear
in ﬁgure 8.16 where the range has been limited to the most important section.
According to these and the previous results it can be stated that BitTorrent
can not compete with the social network enhanced approaches. What can be
observed again in ﬁgure 8.16 is that those simulations that use broadcasts con-
verge to lower values than their non-broadcast counterparts. Considering that
the so far observed absolute unicast traﬃc is only slightly lower for the broad-
cast approaches, this is an important factor since it documents an increased
locality for the distribution supported by broadcasts.
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Figure 8.17: Aggregated traﬃc between non-friend nodes.
For the next analysis, which focuses on the comparison of the various proto-
col functions in particular for broadcast mode, a longer time period of 12 entire
days is considered. Thereby the simulation uses 1000 peers that may select their
downloads from a set of 1000 ﬁles initially seeded by 10 content provider seeders.
Good results even
with thin content
provider seeder
nodes
It is worth noting that the latter use the same Internet connection bandwidth
as all other peers (8 Mbit download, 1 Mbit upload). In consequence the results
provided in the following can be achieved without huge investments into infras-
tructure or hardware. Particularly this means that the presented results can be
achieved even for end users sharing their own user generated content from their
private devices. Further all ﬁles have an equal size of 100 MByte. The clients
posses caches of homogeneous sizes with capacity for 100 complete ﬁles. For
the broadcasts now ﬁve transponders are available, each with a bandwidth of
36Mbit. Still the Barbasi-Albert model with the same settings as before is used
for generating the social network graph.
Again we start with the inspection of average download duration and its
evolution over time. The results are illustrated in ﬁgure 8.18.Broadcasts have
large impact on
distribution time
Not unexpectedly
a much higher average time demand for the distribution of ﬁles can be observed
when no broadcasts are enabled and further neither prefetching nor help from
friends is being used (a2). This signiﬁcantly decreases as soon as broadcasts are
enabled. However, the performance boost by the prefetching is still distinctive
when comparing the results for parameter set b2 with those of c2, d2 and e2. For
the very last mentioned the Toivonen model has been used for the generation of
the social graph. According to the results of section 8.3.1, the TO and the BA
model are the most suitable graph modeling algorithms for a simulative analysis
of SST. Nevertheless, later in this section also the WS model will be examined
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Figure 8.18: Download duration over time for diﬀerent settings.
and compared to the others.
For a better distinction of the results for c2, d2 and e2 a magniﬁcation of
the most relevant part of the plot is provided in ﬁgure 8.19. Unrestricted
prefetching allows
fastest download
times
There it can be ob-
served that the permission of unlimited prefetchingallowing clients to spend
all idle time on itthe download duration for requested ﬁles is the shortest.
Considering the two sets where the prefetching has been restricted by means
of allowing only 10 concurrent prefetching clients in average, better results are
achieved for the Toivonen model. Thus in order to determine a lower bound for
SST's performance it is preferable to work with the BA model, at least in corre-
spondence to results shown on ﬁgure 8.19. The outcomes of the Internet traﬃc
comparison illustrated in ﬁgure 8.20 reveal the prize of the shorter download
duration achieved by unrestricted prefetching. This relativizes the advantage
of this approach observed in 8.19. The induced traﬃc is more than four times
higher than for those cases where prefetching is limited. Unrestricted
prefetching induces
high unicast traﬃc
Considering the rela-
tively small diﬀerences in average download duration, according to the results
achieved so far it might be put into question whether it is worth this high traﬃc
increase. At least using it as the general approach should be reconsidered. How-
ever, under certain conditions and for speciﬁc applications this might be a viable
option. E.g. for the distribution of video on-demand content to nodes that have
an Internet connection bandwidth lower than the video encoding bitratethus
downloading in advance is essentialthe gain in convenience legitimates an in-
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Figure 8.20: Internet traf-
ﬁc compared for selected SST
broadcast settings.
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Figure 8.23: Average traﬃc per
ﬁle between non-friend nodes.
creased traﬃc. Further ﬁgure 8.20 shows that in terms of Internet traﬃc there
is no perceptible diﬀerence between the BA and the TO model.
The last aspect that is examined for this set of conﬁgurations is the traﬃc
between nodes that have Analyzing traﬃc
between non-direct
neighbors
no direct connection in the social graph. In this context
ﬁrst the absolute traﬃc is considered. The corresponding results are illustrated
in ﬁgure 8.22. While it must be admitted that very low values for a2 and es-
pecially b2 are achieved, seen at the background of the very low ﬁle download
quote discussed above, both conﬁgurations are not competitive. The result for
c2, which is also very good, High unicast traﬃc
for unrestricted
prefetching
relativized by locality
completely changes the interpretation of the high
network traﬃc caused by this unrestricted prefetching approach. Considering
the fact that the biggest fraction of this traﬃc occurs between friends while the
amount of data exchanged between nodes not adjacent in the social graph is even
lower than for the restricted prefetching, this conﬁguration becomes very appeal-
ing. The conclusions just made are further conﬁrmed by ﬁgure 8.23, where the
mean non-neighboring traﬃc per ﬁle is illustrated . Especially it highlights the
disproportionately high transfer volumes between non neighboring clients for a2.
In the following the impact of the diﬀerent graph modelsin particular
Barabasi-Albert, Toivonen and Watts-Strogatzis analyzed. In this matter
simulations Comparing resutls
for diﬀerent social
graph models
for each of the three models have been performed with the conﬁg-
urations c, d, e and f of table 8.6. The results are shown in ﬁgures 8.24-8.27.
What can ﬁrst be observed is that again the unrestricted prefetching results in
shorter download times. Second, the TO model delivers slightly better results
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Figure 8.24: Progression of mean
download duration over time for
conﬁguration c of table 8.6.
0.0 0.5 1.0 1.5 2.0
0
50
0
10
00
15
00
20
00
time (days)
m
e
a
n
 d
ow
n
lo
ad
 d
ur
a
tio
n 
(se
c) BATO
WS
Figure 8.25: Progression of mean
download duration over time for
conﬁguration d of table 8.6.
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Figure 8.26: Progression of mean
download duration over time for
conﬁguration e of table 8.6.
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Figure 8.27: Progression of mean
download duration over time for
conﬁguration f of table 8.6.
than BA at almost any time. While WS sometimes delivers the shortest distri-
bution times, it also exhibits very strong increases of distribution time, particu-
larly for those settings where prefetching is limited.Diﬀerences between
the models are small
However, the other models
also show an increase here, even though it is much less pronounced. Despite
the just described outliers the results for all models are relatively close. What
has been mentioned before is again conﬁrmed in these ﬁgures: The best choice
for an investigation and estimation of SST's performance is the BA model. The
reason is that is bears the smallest risk of achieving better results than in reality.
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Next the average number of ﬁles downloaded by each user is given a closer
look. No considerable
impact of graph
model on
distribution
throughput
While diﬀerences are observable in ﬁgures 8.28-8.31, they are small enough
in order to allow stating that the details of the underlying social network graph
are not distinctive for the performance of Social SatTorrent and thus also not
for the proposed content distribution model. This is again conﬁrmed by ﬁgures
8.32-8.35 where no diﬀerences between the diﬀerent models can be discovered.
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table 8.6.
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Concluding it can be stated that social features, most notable social prefetch-
ing, implemented in SST have aChapter conclusion large impact on all performance aspects. Fur-
thermore it is aﬃrmed that the better the prediction of future demand, and
thus the better the cache ﬁlling and prefetching, the smaller the impact of the
satellite broadcasts on the download duration due to better cache hit rates for
demanded ﬁles. However, there still is a notable diﬀerence. Despite that, when-
ever solely the unicast network is used for delivery, all pieces of every transfered
ﬁle have to traverse the network at least once for each transmission. In conse-
quence a signiﬁcant reduction of the overall Internet traﬃc can only be achieved
by means of broadcasts.
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Conclusion
This dissertation explores the applicability of socially augmented content distri-
bution in hybrid Synopsis of this
thesis
networks in order to maintain functionality and performance
of the Internet under future online traﬃc situations. In this regard a model
and a corresponding implementation based on a peer-to-peer concept is pro-
vided. Thereby a two layered approach has been taken that consists of a highly
reliable static part, maintained by the content and satellite providers, and a
dynamic part consisting of user devices where no preconditions on the node re-
liability are required. The decision for a P2P based model is motivated by the
inherent scalability for the source side of the content delivery chain. Layering
this on top of a hybrid network brings scalability for the delivery network that
interconnects content providers and consumers.
It has been stated in the beginning and substantiated in the course of this the-
sis that the social augmentation Socially
augmentation
facilitates
performance gain
of the content distribution process is a key
enabler for the good performance. The results of the comparative analysis' of
the distinct aspects that have been speciﬁed for the content delivery model show
that the more of its components are implemented, the better is the performance
which supports coherence of the model. Since a separate evaluation has been
made for the key components, an estimation of the trade-oﬀs that were con-
nected with a partly implementation is possible. The individual achievements
from the studies of the divers facets are discussed separately in the following
section.
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9.1 Summary
In chapter 4 a novel content distribution model based on a hybrid network has
been proposed.The hybrid network
based socio-aware
content delivery
model
For the latter a deﬁnition has been given prior to the speciﬁ-
cation of the content distribution model. Besides the new infrastructure where
packets can be dynamically routed via either of both networks a key aspect of
this model is the capitalization of social networks for an increased eﬃciency.
For this thesis the hybrid network has been further narrowed down to the com-
bination of the Internet and satellites. The latter have been chosen for reasons
of scalability, coverage and bandwidth. The objectives of the content delivery
model are a reduction of Internet traﬃc, particularly at peak loads, scalability
with respect to the number of users and ﬁles well as a reduced distribution dura-
tion compared to other approaches. The strategy taken in order to achieve this
goal is a shift of redundant traﬃc from the unicast into the broadcast network.
For substituting several unicast deliveries by one broadcast numerous requests
must be aggregated. In order to avoid delays caused by this aggregation a pre-
diction of future demand is utilized that facilitates an in-advance distribution
to local user caches. For estimating future demand the social connections of the
involved users have been capitalized.
The proposed model involves three main entities that implement this delivery
scheme. These are the home gateway, theThe main actors of
the model
content provider and the satellite up-
link station. The speciﬁc tasks each of the involved entities has to accomplish
have been described in detail. All requests and thus the prediction of future
demand are managed by the HGW. using this distributed approach gives more
control about their private data to the users and further increases the scalability
by keeping all centralized components of the distribution network as simple as
possible. The ﬁles are not only being transfered from the content provider to
the clients. For the entire distribution process a P2P technique is being used
that allows the ﬁles further to be exchanged between the users. In particular a
modiﬁcation of the BitTorrent protocol has been suggested because its utiliza-
tion of a tracker is an ideal precondition for the proposed model.
In chapter 5 the access patterns for online video on demand content have
been analyzed. In this contextPeak occurances in
online video access
patterns
the popular video platform YouTube has been
monitored for a cumulative duration of more than 4 months. Over 500,000
videos have been observed and changes in view counts, rating and other rele-
vant statistical data been recorded. The objective was to get information about
timely correlations of request for the online videos, the peakiness of views. In
addition this study aimed at detecting properties of highly popular videos that
allow a coarse estimation of the future popularity and peakiness of distinct
classes of videos. The evaluation of the measurement results that have been
presented in this thesis has shown that not only heavy peaks in the requests for
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videos exist but further for certain classes of videos and for particular channels
the peakiness is signiﬁcantly increased which allows a good estimation of the
future popularity of certain videos and of the distribution of their view counts
over time. These results have shown that content exists whose access patterns
and popularity exactly meet the requirements of the proposed content distribu-
tion model.
In chapter 6 a ﬁrst analysis of the basic components of the hybrid network
based content distribution model Analyzing the
performance of
dynamic network
switching
has been performed. Thereby only actual
downloads of online videos resulting from immediate user requests have been
considered. For this study mobile devices have been particularly taken into
consideration. In consequence, the size of the regarded videos was rather small.
The simulation for this analysis used the results of the YouTube presented in
chapter 5 for the adjustment of the corresponding parameters. The results have
shown that even without prefetching, caching, prediction of future demand and
social network integration Potential for
reduction of traﬃc
and download time
the bandwidth consumption in the unicast network
can be signiﬁcantly reduced. Up to 80% and more depending on the broadcast
threshold, the size of the ﬁles being distributed and the Internet access band-
width of the involved clients. Further it has been shown that the download
duration can be reduced to the same extent. However, in this case BT must
not exceed the limit where broadcasts would be prohibited due to a insuﬃcient
number of concurrently downloaders. In consequence broadcasts must be made
for relatively small numbers of recipients, e.g. for 2000 in case of a ﬁle size of
10.01 Mbyte and 100,000 views in total for the corresponding video. For a ﬁle
of approximately 48 Mbyte BT can be increased to 15,000 already. In general
the results meet the expectation that the gain of the proposed model by means
of traﬃc savings increases with growing ﬁle sizes.
In chapter 7 SatTorrent, a P2P ﬁle exchange protocol based on BitTorrent,
has been introduced. The protocol The SatTorrent
protocol facets
speciﬁcation as well as the performance eval-
uation have been split into two domains. One considering the broadcasting of
SatTorrent related metadata exclusively and the other additionally supporting
payload broadcasts. For both approaches the principle of broadcasting data
that is of interest for a broader audience while unicasting individual messages
has been taken into account. The tracker has an central role in the hybrid net-
work delivery management. It is responsible for selecting the most appropriate
delivery network. In order to do this it only needs little more information than
a BitTorrent tracker.
For the metadata broadcasts The evaluation of
the metadata
broadcast
a notable reduction on the number of unicast mes-
sages has been observed in comparison to BitTorrent. At maximum the achieved
savings were approximately 50%. This is not only due to the replacement of
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unicast tracker responses by broadcast messages. Far more important is the in-
creased knowledge about other peers the sat-enabled clients are provided with.
This allows them to precisely select the best peers for ﬁle exchange and thus
reduces especially the amount of peer wire messages.
Nevertheless, considering the high eﬀort of satellite broadcasts that are required
for this approach,Interpretation of the
measured savings
savings of 50% might seem sparse. However, it is worth not-
ing that especially the biggest messages, have messages and bitﬁeld messages,
have been abated. Further it must be considered that even in case of a small
number of 2000 involved nodes and a ﬁle size of 20 Mbyte the number of peer
wire messages (PWM) has been reduced by four million. On the other hand
less than 30 metadata broadcasts have been required to achieve this. Location
awareness has shown to have an impact on the number of messages crossing ISP
boundaries, even though this was less signiﬁcant than expected. However, the
gain of this strategy largely depends on a high number of peers within the same
autonomous system. Thus in an environment with 100,000 or more users this
can be assumed to deliver much better results.
For the payload broadcasts of SatTorrent it has been shown that minor modiﬁca-
tions, most notablyThe concept of
payload broadcasts
having all clients sending it have messages after a successful
piece download, enable the tracker to manage payload broadcasts. After having
introduced the tracker's procedure for making a broadcast decision, the client
side treatment of broadcasted piece messages has been described. Subsequently
the common piece selection strategies and their applicability for SatTorrent
clients have been discussed. Due to the problems of other approaches and to
the heterogeneous types of content a random piece selection has been preferred.
The evaluation has shown that the payload broadcasts can reduce the distribu-
tion duration byInterpretation of the
simulation results
for SatTorrent
more than 50%. At the same time it has been possible to reduce
the bandwidth consumption in the unicast network by over 75%. Further re-
sults have been presented documenting an increase of this eﬀect's strength with
a growing number of clients. Also is has been shown that the latter has only a
barely perceptible inﬂuence on the required satellite bandwidth. Another very
important aspect is the progression of relative distribution duration in relation
to the size of exchanged ﬁles. In this context is has been shown that the former
decreases with growing ﬁle sizes. This indicates that for ﬁles that measure sev-
eral Gbytes or more the performance of SatTorrent should be much higher.
In chapter the SatTorrent has been extended by means of integration of
knowledge on social networkSocial SatTorrent
and its key aspects
8 structures of the participating users. All fea-
tures that have been proposed for the content distribution model that have not
been discussed until that point rely on these social networks. Download sup-
port by friends, caching of broadcasted ﬁles for the potential demand of friends,
prefetching which relies on the prediction of future demand, same as the caching
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for personal demand depend on or take proﬁt of the knowledge about the social
graph structure. As another important aspect a persistent global rewarding
scheme for altruistic behavior has been developed that elevates BitTorrents tit-
for-tat policy on a higher level and in ﬁrst line increases the fairness of the
system in terms of remembering upload eﬀort beyond the scope of a single ﬁle
download. As a side eﬀect, the credits which are used for this purpose can be
traded and exchanged, and thus also used for a very easy way of supporting
other peers in their download attempts.
Prior to a presentation of simulation results the most important aspects of the
simulation model and its parameters Mutual inﬂuence
and graph models
have been discussed. This includes the
mutual inﬂuence models, which determine how users organized in a social net-
work take mutual inﬂuence on each other's preferences. Since this is crucial for
the reliability of the simulation results not only one but four diﬀerent models
have been introduced and used later on. The same applies for the layout of the
social network graph. In consequence three diﬀerent graph models have been
used, in particular Barabasi-Albert, Watts-Strogatz and Toivonen.
Then the results of the simulations have been presented and discussed. First
the distribution of satellite Analisys of dish
distribution and
mutual inﬂuence
dishes has been taken into account. Besides being
sat-enabled, the newly introduced social aspects of SST further allow clients to
indirectly take proﬁt of broadcast. This is achieved by having sat-peers caching
content potentially required by their social contacts. Thus special attention has
been paid on the probability of having friends that are sat-enabled. This has
been analyzed for the diﬀerent graph models. The diﬀerences that have been
observed are small. However, the highest probability for having sat-enabled
friends was given for the Watts-Strogatz graph. In order to avoid idealized re-
sults the subsequent simulations concentrated more on the Toivonen and the
Barabasi-Albert model. Next the impact of the diﬀerent mutual inﬂuence mod-
els has been analyzed. The corresponding results have revealed that this impact
in small and that the performance of SST is good even if the exact way how
individuals mutually inﬂuence each other are not known.
Further, the performance of content distribution with SST has been evaluated,
showing that the distribution SST's content
distribution
performance
time can signiﬁcantly reduced by using the full po-
tential of SST. It has also been observed that the traﬃc locality mostly depends
on the degree of utilization of social networking features and only to a lesser
extend on the broadcasts. It has been shown that by regulating the prefetch-
ing eﬀort of clients the gains of SST can be adjusted in order to put a greater
emphasis on unicast traﬃc savings or on the time demand for ﬁle distribution.
Finally the impact on the diﬀerent graph models on the simulation results has
been studied. The corresponding ﬁgures have shown that this inﬂuence for the
realistic, and thus relevant, models is marginal even though there are signiﬁcant
diﬀerences in the graph properties.
148 CHAPTER 9. CONCLUSION
9.2 Perspectives
This thesis has a practical orientation in terms that it aims at an actual im-
plementation of theMarket relevance of
the proposed model
proposed content distribution model. In this context the
ﬁrst steps have been taken already. As a result of the research performed in
the scope of this thesis, a business related study has been started performed by
a consortium of three Luxembourgish institutions. In particular by the Puplic
Research Centre Henri Tudor, Cybercultus and SES TechCom. That study is
funded by Luxinnovation, the National Agency for Innovation and Research in
Luxembourg and examines the market demand and acceptance of a service im-
plementing the proposed model. Depending on the results, as the next steps
the development of a corresponding prototype might be considered.
Further investigations should be made considering the piece selection strate-
gies. Here a dynamic approachOptimizing piece
selection strategies
for diﬀerent
purposes
depending on the nature of the currently down-
loaded ﬁle might be preferable. Especially if in the future the percentage of
sat-enabled clients should increase, it might become interesting to use a sequen-
tial piece download order for all ﬁles that have a high probability for being
broadcasted. For informing peers about the latter, the tracker could send a
corresponding strategy instruction via broadcast to all sat-enabled peers.
During the speciﬁcation of the content distribution model it has been high-
lighted that its generalSimulations of the
model at a larger
scale
conception suggests an increasing performance gain with
growing numbers of users and ﬁles as well as ﬁle sizes. Many of the results pre-
sented in the course of this work support this assumption. However, such a
complex system of networks might show unexpected behavior at larger scales.
Thus a further investigation with signiﬁcantly higher values for these parame-
ters is recommended. However, considering current hardware and the ﬁniteness
of the resource time this is a challenging, potentially even impossible task. At
least if millions of users and ﬁles in combination with ﬁle sizes up to tens of
gigabytes are intended to be analyzed.
On the other hand the results presented in this thesis might be suﬃcient to
justify the implementationImmediate
implementation
depending of
economical aspects
of this hybrid network content distribution model.
This largely depends on the economical appraisal of these ﬁgures and on the
relation of unicast to broadcast message cost, which has not been in the scope
of this thesis. A technical implementation involves building a prototype of the
HGW as well as the implementation of the Social SatTorrent protocol by means
of client and tracker development. Alternatively also other, newly developed
protocols can be used that comply with the model.
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