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Abstract 
We apply a new method of Lipschitz approximation to nonlinear time series predic-
tion. Using the delay coordinate embedding, the method approximates the prediction 
function using past values of the time series. The approximation problem involves 
multivariate scattered data. We show that Lipschitz approximation, which provides 
tight uniform error bounds on the approximated values, can be successfully used in 
time series prediction, and is competitive with other methods. 
Key words: Scattered data interpolation, Lipschitz approximation, Time series fore-
casting. 
1 Introduction 
Multivariate approximation is frequently used in time series prediction. Using delay 
coordinate embedding, one represents the value of the time series at time t as a function 
of a delay coordinate vector consisting of time-delayed versions of the observables of 
the system. Prediction of time series into the future can be made by computing the 
value of the prediction function using the current values of the delay coordinate vector. 
The prediction function itself is learned from the past observations using multivariate 
regression techniques [16, 14, 6]. 
Multiple linear regression is a classical method used in time series forecasting. The 
prediction function is assumed to be linear, and the delay variables are frequently taken 
as the values of the time series preceeding the predicted value. In nonlinear time series 
models, the prediction function is nonlinear. Various approaches were proposed to repre-
sent such a function, and to find its parameters from the data. Neural networks, nearest 
neighbor interpolation and multivariate adaptive regression splines (MARS) are among 
the approaches used to learn the prediction function [16, 6]. 
This paper examines the applicability of a new method of Lipschitz interpolation to 
time series prediction. We use the standard approach of delay coordinate embedding, in 
combination with the new method of multivariate Lipschitz interpolation. Such method 
of interpolation has many desirable properties, it delivers reliable approximation of the 
data in the worst case scenario, and it seems appropriate to investigate its performance 
on such an important problem as time series prediction. 
The next section reviews the delay coordinate embedding in time series prediction. 
Section 3 reviews the method of multivariate Lipschitz approximation. In section 4 we 
apply Lipschitz approximation to time series prediction. We examine the performance 
of the new approach on various benchmark time series, using a number of validation 
techniques. 
2 Delay coordinate embedding 
Let us have a time series ... ,Xt-2, Xt-1, Xt, .... The general state-space model assumes 
that 
Xt+1 = F(yi+1' Y;+1"'" Y*l) + tH1, 
where tH1 is random noise, and Y[+u Y;+l"" are state variables, 
i G( 1 m ) . 1 Yt+1 = i Yt,·· . ,Yt ,Xt, Xt-1,··· , Z = , ... , m, 
and F, Gi are some functions [16]. More often than not, the state variables are not 
observables, and the only information available is the time series ... ,Xt-2, Xt-1, Xt, ... 
itself. An elegant solution is to use delay coordinate embedding, in which each state 
is identified by a unique vector a = (Xt,Xt-1, ... ,Xt-n+t), called the delay coordinate 
vector, and the prediction can be made using prediction function P (also known as general 
autoregression function of order n) 
XH1 = P(Xt, Xt-1,"" Xt-n+1) + tH1· 
lt is assumed that P does not depend on time t, and the time series is stationary. One 
can use the past values of the time series to approximate function P. In some models, P 
is assumed to be linear, and multiple regression methods are used [14, 6]. In nonlinear 
time series modelling, P is assumed to be nonlinear, and therefore some general nonlinear 
approximation methods are needed to fit P to the available data. We return to this 
problem in the next section. 
Consider now forecasting the time series. Assume that we have found the approxima-
tion to the prediction function P. One step ahead forecast is computed by 
(1) 
For predicting values further into the future, one of the traditional approaches is to use 
iterated prediction 
(2) 
where h is called forecast horizon. h can be larger than the dimension of the delay 
coordinate vector n. 
In this paper we concentrate on the approximation of P from past observations. We 
want to find an approximation P ~ P, for instance by minimizing the least squares 
criterion 
min (t [P(Xk-1,"" Xk-n) _ Xk] 2) 1/2 , 
k=n+1 
or by interpolating P: P(Xk-1, ... , Xk-n) = Xk, k = n + 1, ... ,K [15]. Such methods 
as neural networks, radial basis functions, MARS and kernel methods have been used to 
approximate the prediction function [16]. These methods are classified as non-parametric. 
They do not assume any undelying model for the prediction function, and simply fit it to 
the available data. 
In the same framework, we will apply a recently developed method of Lipschitz in-
terpolation to approximate P. Our purpose is two-fold. Firstly, we want to show that 
the new approximation method can be applied successfully for a challenging practical 
problem of time series forecasting, that it is sufficiently robust and efficient to be used 
in this setting. Secondly, we want to exploit the advantages of the new method over the 
existing techniques, to improve the performance of the current forecasting methods. 
3 Lipschitz approximation 
3.1 Interpolation 
Two distinctive features of the approximation problem arising in time series prediction 
is that the data are multivariate and scattered. Scattered data approximation methods 
include multivariate splines, MARS, neural networks, decision trees, radial basis functions 
and several other methods [1, 5, 10]. 
Consider the data set {(Xk, yk)}f=l' Xk E R n , yk E R. We assume that there exists 
a function P which generated the values yk = P(xk). Our goal is to interpolate the 
data, i.e., to find a function P : p(xk) = yk, k = 1, ... , K, such that p(x) ~ P(x) at all 
other points x. The method of Lipschitz interpolation proposed in [2] assumes that the 
unknown function P is Lipschitz continuous in X, with the smallest Lipschitz constant 
M in the norm 11.11, 
\lx,z E X eRn, 3M> 0: IP(x) - P(z)1 ~ Mllx - zll. (3) 
We denote the class of such functions Lip(M). We also assume that the convex hull of 
the abscissae of data points C H ( { xk}) eX. 
From the Lipschitz condition, we obtain tight bounds on the values of P(x) at any 
x EX, 
P(x) ~ Hupper(x) = ~in(yk + Mllx - xkll), 
P(x) > Hlower(x) = max(yk - Mllx - xkll). 
- k 
N ow let us define the interpolant as 
A 1 I P(x) = 2(H ower(x) + Hupper(x)), \Ix E X. 
(4) 
(5) 
Clearly P interpolates the data, and P E Lip(M). However the most interesting result 
is that for any x E X, p(x) is the best possible approximation to P(x) in the worst case 
scenario [2]. Formally, F solves the best uniform approximation problem 
such that 
F=arginf{ max IIP-Pllc(x),} 
PELip(M) 
A k k k P(x ) = P(x ) = y ,k = 1, ... ,K, 
(6) 
where C(X) is the space of uniformly continuous functions on X with the supremum 
norm. The error bounds are given by 
A k 
m!'1x liP - PIIC(x) = Mmax min Ilx - x II· 
PEL~p(M) xEX k=l, ... ,K 
(7) 
Further, in [2] it is shown that no conditions of differentiability or analyticity of the 
interpolant can improve the above error bounds. That is, F is the best approximation 
among all continuous functions interpolating the data. 
The theoretical basis of such result follows from Golomb-Weinberger theory [8], which 
considers best approximation in linear spaces subject to finite bounds on some nonlinear 
functional. In our case, the functional is the Lipschitz seminorm, bounds are given by 
P E Lip(M), and the linear space is C(X). 
We further note that in the Lipschitz condition, and in the expressions (4),(5) we 
can take any norm, or in fact any other distance function (such as polyhedral, simplicial 
distances, or Minkowski gauge). What changes is the numerical value of the Lipschitz 
constant. [2] exploits this fact, and proposes a very efficient numerical algorithm based 
on simplicial distance. Here, because of typically large dimension used in time series 
prediction (n 2 5), we will be using explicit evaluation of (5) via (4), which is no less 
efficient than most alternative methods. 
In [2] we have shown that besides being the best possible approximation in the worst 
case scenario, P possesses a number of other desirable properties [1], such as local approx-
imation, continuous dependence on the data, numerical stability, preservation of Lipschitz 
properties of P, etc. There are also interesting similarities of the interpolant P with the 
natural neighbor interpolation [13], which takes into account the data in the neighborhood 
of x, but also spread all around x. Still most importantly, P guarantees the performance 
in the worst case scenario, and thus delivers reliable approximation. 
3.2 Smoothing 
In some cases the data values yk are not known exactly, but include errors of measurement 
(noise). Therefore it is possible that the condition P E Lip(M) contradicts the available 
data. It may happen that 
3k,j E {I, ... ,K}, k i- j, : IP(xk ) - P(xj)1 > Mllxk - xjll. 
In this case problem (6) has no solution. In [3] we propose a method of smoothing the 
data, which delivers an approximation which satisfies the required Lipschitz condition. 
Let us express p(xk ) = rk + yk, where rk are the residuals. We want to smooth the data 
in such a way that the Lipschitz condition is satisfied, while minimizing the alterations 
to the data, i.e., the norm of the residuals. Denote by dkj = Ilxk -Xjll. We proposed the 
following two formulations of the smoothing problem 
Smoothing problem 1 
s.t. 
(8) 
Smoothing problem 2 
s.t. 
(9) 
The vector of weights W E RK reflects our assumptions on reliability of the k-th 
data value. The fisrt problem is a positive definite quadratic programming problem with 
inequality constraints. It is dealt with in detail in [11, 17], and several computationally 
efficient algorithms are available [9, 7]. The second problem can be transformed to a linear 
programming problem by representing rk via a difference of two non-negative variables 
rk = Uk - Vk, in which case Irkl = Uk + Vk, and hence we have 
Smoothing problem 2' 
s.t. 
minLk~l Wk(Uk + Vk), 
. k 
Uk - Vk - Uj + Vj ::; yJ - Y + M dkj, 
-Uk + Vk + Uj - Vj ::; yk - yj + M dkj, 
Ui,Vi 2 O. (10) 
It was further shown in [3] that many of the constraints in (8),(10) are redundant, and 
a computationally efficient algorithm to solve these smoothing problems was proposed. 
Once the data is smoothened, the modified values zk = yk + rk are used in the inter-
polation formulae from the previous section. This way, using the user-specified value of 
the Lipschitz constant, which reflects their assumptions on how quickly the function P 
changes, one can construct the best approximation, consistent with this Lipschitz con-
stant, which minimizes the vector of residuals. If the data are consistent with the specified 
Lipschitz constant, then it will be interpolated. 
4 Time series prediction 
Let us return to the time series prediction problem. We are interested in approximating 
the prediction function P(x), where x E Rn is the vector of delay coordinates. That is, 
for the time series Xl,"" Xt-Z, Xt-l, Xt, ... , 
Xt+1 = P(x) + tt+1 = P(Xt, Xt-l,"" Xt-n+1) + tt+1' 
To approximate P with P, we use the data set {xk, yk}f=l' where x~ = (xk+n,' .. ,Xk), 
and yk = Xk+n+1' We will use Eqs. (4)-(5) to build the approximation P, with the 
smoothened data to satisfy the desired Lipschitz condition. The desired Lipschitz con-
stant is the parameter which controls how fast we think function P changes. If no such 
assumptions are made, the smallest value of M compatible with the data is automatically 
computed. 
To forecast future values at the horizon h, we use iterated formulae (2). 
To validate the method, we will compare the predicted out of sample values with the 
observed time series. That is, we use the first N = K + n + 1 values of the time series 
to approximate P, and then we use the remaining observed values XI<+n+Z, .. . ,XL, not 
used in the construction of P, to validate our predictions. 
As a simple validation criterion, we will use the normalized mean square error, used 
in SantaFe competition [16] 
where I = L - N is the number of predicted values, and a is the variance of the true 
series over the prediction duration I. A value of NMSE=1 corresponds to predicting the 
unconditional mean. 
Further, since the time series contains random noise tt, it is impossible to fit the 
time series exactly, even if the true function P were known. However, good prediction 
methods should provide the residuals ri = Xi - Xi which behave like white noise. Thus 
we will apply two methods to test whether the residuals behave like white noise, Fisher's 
test and generalized likelihood ratio test [6]. These tests are based on examining the 
periodogram of the series rl, ... , r I (obtained by the discrete Fourier transform). Under 
white noise assumption, the spectral density should be approximately constant. We can 
therefore compare the computed spectral density with that of white noise, and conclude 
at specified significance level whether the white noise assumption holds. The methodology 
and the algorithms are described in [6]. 
5 Examples and numerical results 
As the test examples we took the following time series, available at 
http://www-psych.stanford.edu/- andreas/Time-Series/SantaFe.html 
http://www.ics.uci.edu/- mlearn/MLRepository.html, 
and http://www . isds. duke. edur mw/ts_data_sets. html. 
I. Makey-Glass time series [12]. A chaotic time series modelled by the differential 
t · . - o.2x~t-T) 0 1 (t) equa Ion x - l+xl (t-T) - . x . 
II. Gas furnace time series [4]. Used to predict concentration of C02 in a gas 
furnace system, controlled by methane feed. The data represents methane feed rate and 
CO2 concentration in the exhaust gases. 
III. Time series A (from SantaFe competition [16]). Fluctuations in a far-
infrared laser. 
IV. Time series E (from SantaFe competition [16]). Astrophysical data from a 
variable star. The data contains significant observational noise. 
V. Southern oscillation index. Monthly values of the The Southern Oscillation 
Index (SOl) of interest in connection with warming trends and "EI Nino" cyles in cimate. 
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Figure 1: Mackey-Glass time series. 500 points were used to approximate the prediction 
function. Predicting one value ahead. 
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Figure 2: Mackey-Glass time series. Predicting 500 points ahead using iterative predic-
tion. 
The time series (out of sample predicted vs. observed values) are plotted on Figs. 1-6. 
The values of NMSE are presented in Table 1. It is quite clear that the proposed method 
is capable to predict the time series with good accuracy competitive with alternative 
methods [16]. 
Such time series as Mackey-Glass can be predicted with a very large prediction horizon. 
This particular noiseless time series is frequently used as a benchmark for algorithms for 
time series prediction. Many methods based on delay coordinate embedding can predict 
this time series with a large horizon, due to relatively simple surface P. Here Lipschitz 
approximation delivers better results than some neural network based algorithms, and 
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Figure 3: Gas furnace time series. 145 points were used to approximate the prediction 
function. Predicting one value ahead. 
Figure 4: Time series A (infrared laser). 5000 points were used to approximate the 
prediction function. Predicting one value ahead. The residual are white noise (p-value 
0.37 in Fischer test, 0.1 in the generalized likelihood test) 
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Figure 5: Noisy time series E (astrophysical data). 15000 points were used to approximate 
the prediction function. Predicting one value ahead. The residual are white noise (p-value 
0.01 in Fischer test, 0.001 in the generalized likelihood test). 
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Figure 6: Southern Oscillation Index. 340 points were used to approximate the prediction 
function. Predicting one value ahead. The residual are white noise (p-value 0.03 in Fischer 
test, 0.01 in the generalized likelihood test). 
with zero training time, but due to variety of neural network configurations, we will not 
generalize this observation. 
The Lipschitz approximation based forecasting also compares favorably with alterna-
tive techniques (such as neural networks and MARS) on other tested time series. the 
reader can find corresponding results in [16] (SantaFe competition). The new method is 
also capable to deal with noisy time series (E, SOl). 
Time K I Prediction Delay vector NMSE 
series horizon h dimension d 
Mackey-Glass 500 500 1 5 0.004 
Mackey-Glass 500 500 5 15 0.005 
Mackey-Glass 500 500 500 15 0.005 
Gas furnace 145 150 1 5 0.147 
A 1000 1000 1 20 0.12 
A 5000 1000 1 20 0.014 
A 5000 1000 5 20 0.078 
A 5000 1000 10 20 0.56 
E 15000 1000 1 15 0.92 
SOl 340 200 1 10 0.93 
Table 1. Prediction of the tested time series. Computing time was below 5 sec on Pentium IV 1.2 
GHz workstation. 
6 Conclusion 
The goal of this study was to apply a new method of multivariate scattered data ap-
proximation to an important problem of time series forecasting. We used a traditional 
approach of delay coordinate embedding, but approximated nonlinear prediction func-
tion by using the new approximation method. Thus, our approach will share the same 
advantages/disadvantages of other methods based on delay coordinate embedding and 
nonlinear approximation, like those discussed in [16] . 
However, the new Lipschitz approximation technique is likely to improve some numer-
ical aspects of time series forecasting. It delivers reliable approximation: the tight error 
bounds are obtained in the worst case scenario. The approximating function is numeri-
cally stable and computationally very efficient (even very large data sets are processed in 
the matter of seconds). There is no need for a long training process, like the one used in 
neural networks. On the other hand, we demonstrated the applicability and robustness 
of the new approximation tool in such an important problem as time series prediction. 
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