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Abstract: 30
Oil palm plantations are rapidly expanding in the tropics, which leads to deforestation and 31 other associated damages to biodiversity and ecosystem services. Forest researchers and 32 practitioners in developing nations are in need of a low-cost, accessible and user-friendly tool 33
for detecting the establishment of industrial oil palm plantations. Google Earth Engine (GEE) 34 is a cloud computing platform which hosts publicly available satellite images and allows for 35 land cover classification using inbuilt algorithms. These algorithms conduct pixel-based 36 classification via supervised learning. We demonstrate the use of GEE for the detection of 37 industrial oil palm plantations in Tripa, Aceh, Indonesia. We performed land cover 38 classification using different spectral bands (RGB, NIR, SWIR, TIR, all bands) from our 39
Landsat 8 image to distinguish the following land cover classes: immature oil palm, mature 40 oil palm, non-forest non-oil palm, forest, water, and clouds. The overall accuracy and Kappa 41 coefficient were the highest using all bands for land cover classification, followed by RGB, 42 SWIR, TIR, and NIR. Classification and Regression Trees (CART) and Random Forests 43 (RFT) algorithms produced classified land cover maps which had higher overall accuracies 44 and Kappa coefficients than the Minimum Distance (MD) algorithm. Object-based 45 classification and using a combination of radar-and optic-based imagery are some ways in 46 which oil palm detection can be improved within GEE. Despite its limitations, GEE does 47 2013; Hoyle and Levang, 2012) , it is important to have a classification system which is able 76 to detect oil palm land cover across the tropics in near real-time. 77 Mapping of oil palm land cover using satellite remote sensing data has been carried 78 out in many studies across the tropics (Gutiérrez-Vélez et al. image analysis which classifies pixels based on their spectral class thresholds (Shafri et al., 92 2011) . Some challenges related to detecting oil palm plantations using optics based methods 93 include the difficulty in separating oil palm plantations from other spectrally similar land 94 cover types (e.g., forests, rubber trees) (Morel et al., 2011) as well as the frequent presence of 95 cloud cover in the tropics which hinders image analysis (Li et al., 2015) . Recent use of radar 96 data which is all-weather and all-time capable has shown great potential and suitability for oil 97 palm mapping (Miettinen and Liew, 2010) . Phased Array type L-band Synthetic Aperture6 palms (oil palm and coconut (Cocos nucifera)). The use of both radar and optical data for 101 image classification may provide enhanced information on land cover and use (Joshi et al., 102 2016 ). Microwave energy scattered by vegetation depends on the size, density, as well as 103 orientation and dielectric properties of elements that are comparable to the size of the radar 104 wavelength, while optical energy reflected by vegetation depends on the leaf structure, 105 pigmentation and moisture (Joshi et al., 2016) . Hence, radar data provide more information 106 on the structural properties of the land, while optical products, commonly available in the 107 form of multispectral images, offer information on spectral reflectance and can be used to 108 accentuate land cover using different indices (e.g., Normalized Difference Vegetation Index) 109 (Joshi et al., 2016) . 110
These methods of classifying oil palm land cover require training in remote sensing, 111 expensive software to process satellite images, and expensive hardware with fast computer 112 processing power and large storage capacities (Friess et al., 2011) . While it is important that 113 such mapping exercises be carried out cautiously, these methods do require a significant 114 amount of time, and are disadvantageous for independent monitoring bodies (e.g. 
html). GEE also 137
hosts an imagery classification system in the cloud which enables one to run supervised 138 learning algorithms across huge datasets in real time. These algorithms are trained to identify 139 different land cover classes using hand-drawn points and polygons on the input dataset 140 (satellite image). This land cover classification method is rapid and accessible through the 141 World Wide Web. Hence, GEE's computing infrastructure revolutionizes time-consuming 142 remote sensing processes, facilitates access of remote sensing resources and tools to the 143 public, and paves a new way forward for rapid land cover classification. 144
To explore the potential of GEE's imagery classification system as a low-cost, 145 accessible and user-friendly oil palm detection tool, we used GEE's classifiers to detect and 146 map the establishment of industrial oil palm plantations in Aceh province, Indonesia. Toevaluate GEE as a potential oil palm monitoring system for scientists and NGOs in tropical 150 developing countries. 151 152
Study site 153
Our study site is located at Tripa (3°50'31 N, 96°33'17 E), which is on the west coast of 154 Aceh province, Indonesia. The Tripa landscape covers an area of ~1,020 km 2 , and falls under 155 the administration of two districts, Nagan Raya and Aceh Barat Daya. Our study area (314 156 km 2 ) is part of the Tripa landscape. In the early 1990s, Tripa was covered with pristine peat 157 swamp forests and hosted as many as 1,000 Sumatran orangutans (Pongo abelii) (Wich et al., 158 2011 ). This landscape is characterized by large peat domes and deep peat with peat depth 159 greater than 3 meters (Wich et al., 2011) . However over the last two and a half decades, the 160
Tripa ecosystem has seen a rapid decline in forest cover mainly due to oil palm agricultural 161 expansion at both the scale of industrial and smallholder plantations (Tata et al., 2010) . Due 162 to the predominance of oil palm agriculture in this landscape and rapid transitions of forest to 163 oil palm land cover, we used Tripa as a case study for testing GEE's imagery classification 164 system for detecting industrial oil palm plantations. 165 We used 60% of these training points to train the GEE classifiers while the remaining 184 40% were used to conduct accuracy assessments. We used different spectral bands from the 185
Landsat 8 TOA image for image classification. We included red, green and blue bands 186 classification detects industrial oil palm, we focused more on the producer's and user's 200 accuracy for immature and mature oil palm land cover classes. We calculated the Kappa 201 coefficient which tests whether a land cover map is significantly better than if a map had been 202 generated at random (Congalton, 1996) followed by Random Forest (RFT) classification using ALL bands (91.2% with a Kappa 217 coefficient of 0.89), and CART classification using RGB bands ( Table 2 ). The near infrared 218 (NIR) and thermal infrared (TIR) bands performed poorly compared to the ALL, RGB and 219 SWIR bands. 220 GEE classifiers CART and RFT using ALL and RGB bands provided the best producer's and 221 user's accuracy scores for distinguishing immature oil palm (Table 3 ). The producer's 222 accuracy for immature oil palm was the highest under the CART classifier using ALL bands 223 (94%), followed by the RFT classifier using ALL bands (88%), and RFT classifier usingRGB bands (83%). The user's accuracy for immature oil palm was highest for CART 225 classifier using RGB bands (92%), followed by CART classifier using ALL bands (88%), 226 and RFT classifier using RGB bands (86%). 227 GEE classifiers CART and RFT using ALL and RGB bands also provided the best producer's 228 and user's accuracy scores for distinguishing mature oil palm (Table 3) . Interestingly, the 229 producer's accuracy score for MD classifier using SWIR bands was the second highest 230 (Table 3 ). The producer's accuracy for mature oil palm was highest for CART classifier 231 using ALL bands, followed by MD classifier using SWIR bands (82%), and RFT classifier 232 using ALL bands (80%). The user's accuracy for mature oil palm was highest for CART 233 classifier using ALL bands (88%), followed by RFT classifier using ALL bands (87%), and 234 RFT classifier using RGB bands (71%). In this study, we assessed the use of GEE's classifiers for detecting industrial oil palm 289 plantations in Tripa, Indonesia. Expanding the scope of our study to include other regions of 290
Indonesia (e.g., Kalimantan and Papua) as well as other parts of the world (e.g., Cameroon 291 and Peru where oil palm is expanding rapidly (Butler, 2013; Mousseau, 2013) ) would be a 292 useful next step to test GEE's oil palm mapping for different contexts of oil palm 293 development. The ultimate goal would be to develop an online tool where preliminary 294 detection of mature, industrial oil palm plantations can be made publicly available to various 295 stakeholders (e.g., researchers, non-governmental organizations, government officials, as well 296 as industry players) to increase monitoring efforts and improve transparency on whether palmpalm expansion will allow for better monitoring of oil palm expansion within the tropics, and 299 has potential implications for the traceability of zero-deforestation palm oil products. CART is a non-parametric decision tree learning technique which produces prediction models from training data. The models are obtained by recursively partitioning the data space and fitting a simple regression or classification model within each partition to predict continuous or categorical dependent variables respectively.
Random Forests (RFT)
Random forests are an ensemble learning method which generates successive decision trees that are independently constructed using a random sample of the data. The best split at each node of the decision tree is based on a subset of randomly selected predictor variables. The number of trees required for a robust result depends on the number of predictors. The GEE default input parameters used for the Random Forest classifier were: number of Rifle decision trees to create per class = 1; number of variables per split = square root of the number of variables; minimum size of a terminal node = 1; and fraction of input to bag per tree = 0.5. 
