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Abstract
The classic method for abstracting temporal properties when realizing abstract
model checking is based on deﬁning an abstract satisﬁability relation which under-
approximates the standard one. As a consequence, satisﬁability of universal proper-
ties is directly preserved from the abstract model to the concrete one. However, this
result may be impractical due to the imprecision and incompleteness with which
abstract models are usually constructed. Thus, in the case a model checking tool
supporting abstract model checking gives a negative answer, the user must analyze
the counter-examples produced to decide whether the property really fails or, on
the contrary, the abstract model is too imprecise to obtain a deﬁnitive result. We
have developed an alternative method for abstracting temporal properties based
on the idea of over-approximation. In this paper, we compare these two meth-
ods with respect to the satisﬁability/refutation of universal/existential properties,
proving that they produce complementary results. Finally, we study the conditions
which ensure that the method based on over-approximation also produces deﬁnitive
answers when analyzing universal properties.
1 Introduction
Model Checking [1] represents one of the most useful results of almost twenty
years of research in formal methods to increase the quality of software and
other related systems. A model checker works with a high level description of
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a system, a model, and it can automatically inspect the reachable states of the
system to check if a given property is satisﬁed. Typically, the properties are
expressed with some variant of temporal logic, where Linear time Temporal
Logic (LTL) is one of the most employed [12].
In the context of model checking, abstract interpretation [2] is used as a
way of dealing with the so-called state explosion problem which occurs when
realistic systems are analyzed. Abstract model checking involves two activi-
ties. On the one hand, in order to reduce the state space of the original model
M , we apply abstract interpretation to construct an abstract model Mα ap-
proximating M . On the other, we abstract the original satisﬁability relation
|=, which evaluates temporal properties against concrete models, and deﬁne
an abstract relation |=α to reinterpret the meaning of properties against the
abstract models.
Given a generic temporal property f , the ﬁnal objective of the abstraction
process is the “strong preservation” (that is, the preservation of both the
truth and the falsehood) of the universal (∀f) and existential (∃f) properties
between M and Mα, in other words,
Mα |=α ∀f ⇒M |= ∀f (U1) Mα |=α ∀f ⇐ M |= ∀f (U2)
Mα |=α ∃f ⇒M |= ∃f (E1) Mα |=α ∃f ⇐ M |= ∃f (E2)
However, the strong preservation of universal and existential properties is
only possible if M and Mα are bi-similar [10], which entails a considerable
constraint when the objective is to decrease the state space. Thus, it is ac-
cepted that a reasonable construction of abstract models may involve some
loss of information when analyzing temporal properties.
The classic method [3,5] to abstract |= under-approximates properties in
such a way that the abstract model satisﬁes less properties than the concrete
one. This deﬁnition directly produces the weak preservation (U1) of universal
properties. However, the remaining preservation results may fail due to the
incompleteness/imprecision of the abstract model.
The way to tackle this problem is to analyze the counter-examples pro-
duced by the analysis to determine whether they are “spurious” as in [4] and
[11] or to carry out a property-driven/domain-driven reﬁnement of the ab-
stract model as in [5].
In [5], the authors also present a proposal to analyze the existential prop-
erties (E1 and E2), which is based on the construction of a diﬀerent abstract
model Mαe over which they are directly preserved.
We employ an over-approximation method developed in [8] for deﬁning an
abstract satisﬁability relation that over-approximates properties. In this case,
the abstract model satisﬁes more properties than the concrete one and the
refutation of existential properties (E2) is now directly preserved. However,
as in the classic method, we need to make an additional analysis in order to
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achieve the remaining preservation results. This paper is devoted to com-
paring these two complementary methods. We also study how imprecision
and incompleteness aﬀect preservation results and state the conditions which
guarantee that the over-approximation method may also be used to analyze
the satisﬁability of universal properties (U1).
Finally, we argue that a mixed method integrating the classic and the over-
approximation approaches may be useful to improve the set of properties to
be analyzed without modifying the abstract model. However, the description
of this mixed method is beyond the aim of this paper, which is devoted to
compare both approaches.
The paper is organized as follows. Section 2 is devoted to the construction
of the abstract model. In Section 3, we present the classic and the over-
approximation methods for abstracting temporal logic. We illustrate both
methods with an example to show the natural way of applying each one.
Section 4 discusses the problems of incompleteness and imprecision and ﬁnally,
in Section 5, we give the conclusions.
2 Abstracting Concurrent Systems
Execution of a concurrent program may be deﬁned by means of labeled tran-
sition systems (LTS) such as M = (A,Σ,
−−→, s0) where A is the set of ob-
servable atomic actions, Σ is the set of standard states,
−−→⊆ Σ × A × Σ is
a labeled transition relation and s0 is the initial state. We write s
a−→ s′ for
(s, a, s′) ∈ −−→. A trace x = t0 a0−→ t1 a1−→ . . . of M is a sequence of states and
it represents a (possibly inﬁnite) computation from state t0 where a0a1 . . . is
the sequence of atomic actions executed. Given a trace x = t0
a0−→ t1 a1−→ . . . ,
with xj we will denote the suﬃx path tj
aj−→ tj+1 aj+1−→ . . . . A full-trace
x = t0
a0−→ . . . is a trace that cannot be extended in the future. We assume
that terminating traces has a ﬁnal state which is repeated forever. The set
O(M) = {x | x = s0 a0−→ . . . is a full − trace} deﬁnes the trace semantics
determined by the transition system M .
An abstract interpretation Mα = (A,Σα,
−−→α, sα0 ) of a labeled transi-
tion system M = (A,Σ,
−−→, s0) is constructed by means of a triple Iα =
(Σ, (Σα,≤α), β). (Σα,≤α) is a lattice of abstract states where partial order
≤α represents the degree of precision of each abstract state, the smallest ele-
ments being the most precise ones. Function β : Σ → Σα is the abstraction
function that associates each state s with its “best” (wrt ≤α) approxima-
tion β(s) ∈ Σα. 5 In the sequel, we always assume that Mα is a Iα−abstract
interpretation of M .
Given a trace x = t0
a0−→ t1 a1−→ · · · , we denote with β(x) the abstract
5 We have not used α to denote this function because this name usually refers to the
lower adjoint α : 2Σ → Σα of a Galois connection between (2Σ,⊆) and (Σα,≤α). Anyway,
∀s ∈ Σ.α({s}) = β(s).
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trace β(t0)
a0−→α β(t1) a1−→α · · · . Note that possibly β(x) is not an element
of O(Mα). In addition, given xα = tα0 a0−→α tα1 a1−→α · · · and yα = rα0 a0−→α
rα1
a1−→α · · · , we write xα ≤α yα when ∀i ≥ 0.tαi ≤α rαi .
Deﬁnition 2.1 We say that Mα is Iα−correct wrt M , iﬀ ∀x ∈ O(M) there
exists xα ∈ O(Mα) such that β(x) ≤α xα.
As usual in abstract interpretation, Iα−correctness means that the ab-
stract transition system over-approximates the original one, which may intro-
duce imprecision when analyzing temporal properties over the abstract model.
Also, the construction of abstract transition systems may additionally produce
so-called “spurious” abstract traces, that is, traces that do not correspond to
any concrete ones. These traces are undesirable because they can lead to
obtaining false answers when analyzing temporal properties. The notion of
Iα−completeness deﬁnes the abstract transition systems without “spurious”
traces.
Deﬁnition 2.2 We say that Mα is Iα−complete wrt M iﬀ ∀xα ∈ O(Mα)
there exists x ∈ O(M) such that β(x) ≤α xα.
Example 2.3 This example has been extracted from [5] that is one of the
key references of the classic method. Consider a system composed of two
processes (the dining mathematicians) which use a parallel version of the Col-
latz program for the mutually exclusive access to the critical section where
they may eat. Consider the LTS M = (Σ, A,
−−→, s0) where the set of sys-
tem states Σ is {think, eat}2 × N , N being the set of natural numbers. An
element 〈l0, l1, n〉 ∈ Σ represents the state of each mathematician, thinking
or eating, and the current value of variable n. The set of actions is A =
{odd(n), even(n), mult(n), div(n)}, the initial state s0 is 〈think, think, 100〉,
and the transition relation is deﬁned as follows:
〈think, l1, n〉 odd(n)−→ 〈eat, l1, n〉 〈l0, think, n〉 even(n)−→ 〈l0, eat, n〉
〈eat, l1, n〉 mult(n)−→ 〈think, l1, 3 ∗ n + 1〉 〈l0, eat, n〉 div(n)−→ 〈l0, think, n/2〉
That is, the parity of n decides which mathematician may eat. 6
Consider the abstract LTSMα = (Σα, A,
−−→α, sα0 ) where Σα = {think, eat}2×
{⊥, e, o,}. The set {⊥, e, o,} is a lattice with the partial order ≤α deﬁned
as: sα1 ≤α sα2 ⇔ sα1 = ⊥ or sα2 = . The initial state is sα0 = 〈think, think, e〉
and the abstract transition relation
−−→α is given by:
6 We could complicate this model considering more initial states (which could be added
with additional transition rules.) However, this concrete model is suﬃcient to illustrate the
main results of the paper.
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〈think, l1, o〉 odd(n)−→ α 〈eat, l1, o〉 〈l0, think, e〉 even(n)−→ α 〈l0, eat, e〉
〈think, l1,〉 odd(n)−→ α 〈eat, l1,〉 〈l0, think,〉 even(n)−→ α 〈l0, eat,〉
〈eat, l1, o〉 mult(n)−→ α 〈think, l1, e〉 〈eat, l1,〉 mult(n)−→ α 〈think, l1,〉
〈l0, eat, e〉 div(n)−→ α 〈l0, think,〉 〈l0, eat,〉 div(n)−→ α 〈l0, think,〉
Note that the action div(n) (n:=n/2) produces the imprecise value  for n.
In addition, once this action has been executed, it is not possible to generate
a more precise value for n.
Deﬁne β : Σ→ Σα as β(〈l0, l1, n〉) = 〈l0, l1, e〉 iﬀ n is even and β(〈l0, l1, n〉) =
〈l0, l1, o〉, otherwise, and consider Iα = (Σ, (Σα,≤α), β). Then Mα is Iα-
correct wrt M .
The unique trace in O(M) is
x = 〈think, think, 100〉 even(n)−→ 〈think, eat, 100〉 div(n)−→
〈think, think, 50〉 even(n)−→ 〈think, eat, 50〉 div(n)−→
〈think, think, 25〉 odd(n)−→ 〈eat, think, 25〉 . . .
which is abstracted by xα ∈ O(Mα) (that is, β(x) ≤α xα) where
xα = 〈think, think, e〉 even(n)−→ α 〈think, eat, e〉 div(n)−→ α
〈think, think,〉 even(n)−→ α 〈think, eat,〉 div(n)−→ α
〈think, think,〉 odd(n)−→ α 〈eat, think,〉 . . .
Trace xα is imprecise since from the third state the parity of variable n has
been lost, that is, β(x) = xα. O(Mα) also contains some “spurious” traces
like
〈think, think, e〉 even(n)−→ α 〈think, eat, e〉 div(n)−→ α
〈think, think,〉 odd(n)−→ α 〈eat, think,〉 mult(n)−→ α
〈think, think,〉 even(n)−→ α 〈think, eat,〉 . . .
Now consider Mαp = (Σ
α, A,
−−→pα, sα0 ), where the relation −−→
p
α is:
〈think, l1, o〉 odd(n)−→
p
α 〈eat, l1, o〉 〈l0, think, e〉
even(n)−→
p
α 〈l0, eat, e〉
〈eat, l1, o〉 mult(n)−→
p
α 〈think, l1, e〉
〈l0, eat, e〉 div(n)−→
p
α 〈l0, think, e〉 〈l0, eat, e〉
div(n)−→
p
α 〈l0, think, o〉
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Observe that in this example the imprecision of the action div(n) is solved
by means of a non-deterministic selection between the two rules written in
bold. Thus, O(Mαp ) contains more abstract traces than O(Mα), but in con-
trast, the traces in O(Mαp ) are more precise. Mαp is also Iα−correct wrt M ,
and the abstract trace approximating x ∈ O(M) is
xα1 = 〈think, think, e〉
even(n)−→
p
α 〈think, eat, e〉
div(n)−→
p
α
〈think, think, e〉 even(n)−→
p
α 〈think, eat, e〉
div(n)−→
p
α
〈think, think, o〉 odd(n)−→
p
α 〈eat, think, o〉 . . .
Note that β(x) = xα1 . Furthermore, M
α
p also contains “spurious” traces. In
contrast, a transition system Mα1 such that O(Mα1 ) = {xα, xα1} would be
Iα−complete wrt M . However note that, for this example, it is not easy to
deﬁne an abstract transition system generating a complete model.
3 Abstracting Temporal Logic
Kripke structures are used to evaluate temporal formulas against models. In
this section, we summarize the classic approach for abstracting Kripke struc-
tures and also discuss the main preservation results that may be deduced from
this deﬁnition. In order to easily integrate the classic method and our pro-
posal, we consider weak Kripke structures where the negation ¬ is not dealt
with as a connective, but as a way of constructing an atomic proposition.
3.1 Temporal Logic
Given Prop a set of propositions, we construct the set P = Prop ∪ ¬Prop,
where ¬Prop = {¬p : p ∈ Prop}. Let F be the set of LTL temporal formulas
built inductively using the elements of P , the standard Boolean operators,
except ¬, and the temporal operators: next “©”, always “✷”, eventually “✸”
and until “U”.
A LTS M = (A,Σ,
−−→, s0) may be extended to a weak Kripke structure
K = 〈M, τ 〉 where τ : Σ → 2P is a function that assigns truth values to the
propositions of P in each state.
K = 〈M, τ 〉 is a Kripke structure iﬀ ∀s ∈ Σ, ∀p ∈ Prop the Principle of
Excluded Middle (PEM) (i. e., p ∈ τ (s) ∨ ¬p ∈ τ (s)), and the Principle of
Non-Contradiction (PNC) (i. e., p ∈ τ (s) ∨ ¬p ∈ τ (s)) hold.
Note that K deﬁnes an interpretation of actions and an interpretation of
atomic propositions. In the following, p ∈ P denotes both non-negated and
negated atomic propositions.
Deﬁnition 3.1 Let K = 〈M, τ 〉 be a weak Kripke/Kripke structure. Given a
trace x = t0
a0−→ . . . , and properties p ∈ P and f, g ∈ F , we deﬁne relation
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|=τ inductively as follows:
x |=τ p iﬀ p ∈ τ (t0).
x |=τ f ∨ g iﬀ x |=τ f or x |=τ g.
x |=τ f ∧ g iﬀ x |=τ f and x |=τ g.
x |=τ f → g iﬀ x |=τ f implies x |=τ g.
x |=τ ©f iﬀ x1 |=τ f.
x |=τ ✷f iﬀ ∀k ≥ 0.xk |=τ f.
x |=τ ✸f iﬀ ∃k ≥ 0.xk |=τ f.
x |=τ f Ug iﬀ ∃k ≥ 0.(xk |=τ g and ∀j < k.[xj |=τ f ]).
Finally, we extend |=τ to weak Kripke structures as follows.
(i) Universal formulas: M |=τ ∀f iﬀ ∀x ∈ O(M).x |=τ f .
(ii) Existential formulas: M |=τ ∃f iﬀ ∃x ∈ O(M).x |=τ f .
In the following sections, we always assume that the abstract LTS Mα =
(A,Σα,
−−→α, sα0 ) is Iα−correct wrt M = (A,Σ, −−→, s0). In addition, in order
to simplify notation, we will write |= and |=α instead of |=τ and |=τα, respec-
tively. Besides, to diﬀerentiate between the two diﬀerent ways of abstracting
the satisﬁability relation considered in the paper, we will use |=αc when we
refer to the classic relation.
3.2 The classic method
Let K = 〈M, τ 〉 and Kα = 〈Mα, ταc 〉 be two weak Kripke structures. The
classic way of deﬁning ταc (s
α) is as follows 7
ταc (s
α) =
⋂
{τ (s)|β(s) ≤α sα} (Underc)
Usually, K is a Kripke structure, that is, it satisﬁes the conditions PNC
and PEM. However, note that the way of deﬁning ταc makes it possible that
for a given abstract state sα and a proposition p ∈ P , neither p ∈ ταc (sα) nor
¬p ∈ ταc (sα) occur.
Deﬁnition (Underc) has some interesting properties, such as,
(i) ταc under-approximates τ ,
β(s) ≤α sα ⇒ τ (s) ⊇ ταc (sα) (LCc)
(ii) ταc is the biggest set verifying the condition (LCc),
if ∃Q ⊆ P .∀s(β(s) ≤α sα ⇒ τ (s) ⊇ Q) then ταc (sα) ⊇ Q (Cc)
7 Note that the codomain of both τ and ταc coincide.
137
Gallardo, Merino, Pimentel
(iii) ταc is monotonic decreasing,
ifsα1 ≤α sα2 and ∃s.β(s) ≤α sα1 then ταc (sα1 ) ⊇ ταc (sα2 ) (Mc)
(iv) LCc and Cc univocally determine τ
α
c ,
Underc ⇐⇒ LCc and Cc (Ec)
(v) The extension to abstract traces preserves the satisﬁability relation from
the abstract to the concrete model, that is, given f ∈ F
β(x) ≤α xα ⇒ (xα |=αc f ⇒ x |= f) (Consc)
Proof. [of properties of Deﬁnition Underc]
(i) Conditions LCc, Cc and Ec hold by deﬁnition of τ
α
c .
(iii) ConditionMc: If s
α
1 ≤α sα2 , then {s|β(s) ≤α sα1} ⊆ {s|β(s) ≤α sα2}. Thus,
assuming that {s|β(s) ≤α sα1} = ∅, we have that
⋂{τ (s)|β(s) ≤α sα1} ⊇⋂{τ (s)|β(s) ≤α sα2}, or equivalently, ταc (sα1 ) ⊇ ταc (sα2 ).
(v) Condition Consc: Consider that f = p is an atomic proposition. Let
us assume β(x) ≤α xα where xα = tα0 → · · · and x = t0 → · · · , then
β(t0) ≤α tα0 , which implies by LCc that ταc (tα0 ) ⊆ τ (t0). By deﬁnition,
if xα |=αc p, then p ∈ ταc (tα0 ), that is, p ∈ τ (t0). Finally, applying the
deﬁnition of |=, we obtain x |= p. The rest of the cases are proved by
induction on the formula structure.
✷
Condition Consc assures the weak conservation of universal properties from
the abstract to the concrete model:
Theorem 3.2 Given f ∈ F , if Mα |=αc ∀f then M |= ∀f .
Proof. Let x ∈ O(M). By the Iα-correctness condition, there exists xα ∈
O(Mα) such that β(x) ≤α xα. Since by hypothesis Mα |=αc ∀f , then we have
that xα |=αc f . Finally, using Condition Consc, we deduce x |= f . ✷
Example 3.3 Following Example 2.3, consider propositions even(n), odd(n) ∈
P . If we denote with sα.n the value of variable n in the abstract state sα then,
using Deﬁnition Underc, we have that odd(n) ∈ ταc (sα) ⇐⇒ sα.n = o , and
even(n) ∈ ταc (sα) ⇐⇒ sα.n = e. In addition, by Theorem 3.2, checking
Mαp |=αc ∀✸odd(n) implies that M |= ∀✸odd(n). This property means that
the ﬁrst mathematician is not delayed indeﬁnitely. Note that with a real
model, which generates more traces, this result is very interesting.
3.3 The Over-Approximation Method
Consider now the dual abstraction of K given by Kα = 〈Mα, τα〉 where
τα(sα) =
⋃
{τ (s)|β(s) ≤α sα} (Over)
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Note that with this deﬁnition, it is possible that for a given abstract state
sα and a proposition p ∈ P , either p ∈ τα(sα) and ¬p ∈ τα(sα) occur. The
following properties of τα are dual to the ones given in the preceding section:
(i) τα over-approximates τ ,
β(s) ≤α sα ⇒ τ (s) ⊆ τα(sα) (LC)
(ii) τα is the smallest set verifying the condition (LC),
if ∃Q ⊆ P .∀s(β(s) ≤α sα ⇒ τ (s) ⊆ Q) then τα(sα) ⊆ Q (C)
(iii) τα is monotonic increasing,
if sα1 ≤α sα2 then τα(sα1 ) ⊆ τα(sα2 ) (M)
(iv) LC and C univocally determine τα,
Over ⇐⇒ LC and C (E)
(v) The extension to abstract traces preserves the satisﬁability relation from
the concrete to the abstract model, that is, given f ∈ F
β(x) ≤α xα ⇒ (x |= f ⇒ xα |=α f) (Cons)
Proof. [of properties of Deﬁnition Over]
(i) Conditions LC , C and E hold by deﬁnition of τα.
(iii) Condition M : If sα1 ≤α sα2 then {s|β(s) ≤α sα1} ⊆ {s|β(s) ≤α sα2}. Thus,
we have that
⋃{τ (s)|β(s) ≤α sα1} ⊆
⋃{τ (s)|β(s) ≤α sα2}, or equivalently,
τα(sα1 ) ⊆ τα(sα2 ).
(v) Condition Cons: Consider that f = p is an atomic proposition. Let
us assume β(x) ≤α xα where xα = tα0 → · · · and x = t0 → · · · , then
β(t0) ≤α tα0 , which implies by LC that τ (t0) ⊆ τα(tα0 ). By deﬁnition, if
x |= p then p ∈ τ (t0), that is, p ∈ τα(tα0 ) . Finally, by deﬁnition, we
obtain xα |=α p. The rest of the cases are proved by induction on the
formula structure.
✷
Condition Cons assures the weak refutation of existential properties from
the abstract to the concrete model:
Theorem 3.4 Given f ∈ F , if Mα |=α ∃f then M |= ∃f .
Proof. Let x ∈ O(M). By the Iα-correctness condition, there exists xα ∈
O(Mα) such that β(x) ≤α xα. Assume that x |= f , then applying condi-
tion Cons, we obtain that xα |=α f . But this is not possible by hypothesis.
Therefore, x |= f . ✷
Example 3.5 Following Examples 2.3 and 3.3, by Deﬁnition Over, we have
that for the over-approximation method odd(n) ∈ τα(sα) ⇐⇒ sα.n = e and
even(n) ∈ τα(sα) ⇐⇒ sα.n = o. We exclude the abstract value ⊥ because it
is never reached by the abstract traces. Thus, by Theorem 3.4, proving that
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Mαp |=α ∃✷even(n) implies that M |= ∃✷even(n). Note that both approaches
prove the same property but using dual methods. The selection of the method
depends on the property to be analyzed. If formula f represents a desired
property that should be held by all traces, then you must use the classic
method. On the contrary, if f represents an erroneous behavior that no trace
should satisfy then you must use the over-approximation method.
For instance, assume that you want to check the following property over
the model M : “It never occurs that variable n is odd and the second math-
ematician is eating”. You may specify this property as an erroneous behav-
iour with the temporal formula: f = ✸(odd(n) ∧ l1 = eat). Now, checking
Mαp |=α ∃✸(odd(n) ∧ l1 = eat) proves that no concrete trace matches this
erroneous behaviour. Alternatively, you may specify the desired behaviour as
f = ✷(even(n) ∨ l1 = think) and check Mαp |=αc ∀✷(even(n) ∨ l1 = think) to
prove that all traces have the expected behaviour. Note that for this example
it seems easier to specify the “bad state” than the “good one”.
Note that Theorems 3.2 and 3.4 are not equivalent because both methods
deal with negation using non-standard and dual approaches. Thus, considering
that formula ¬f is in negation normal form, we have that Mα |=αc ∀f ⇒
Mα |=αc ∃¬f , and, in addition, Mα |=α ∀f ⇒ Mα |=α ∃¬f .
4 Incompleteness and Imprecision
Assuming completeness, we achieve dual results for the classic and over-
approximation methods concerning the satisfaction (resp. refutation) of exis-
tential (resp. universal) properties.
Theorem 4.1 If Mα is Iα- complete wrt M then given f ∈ F ,
(1) Mα |=αc ∃f ⇒ M |= ∃f
(2) Mα |=α ∀f ⇒ M |= ∀f
Proof.
(i) By hypothesis, there exists xα ∈ O(Mα) such that xα |=αc f . As Mα is
Iα−complete wrt M then there exists x ∈ O(M) such that β(x) ≤α xα.
Finally, by condition Consc, since x
α |=αc f we have that x |= f , that is,
M |= ∃f .
(ii) By hypothesis, there exists xα ∈ O(Mα) such that xα |=α f . As Mα is
Iα−complete wrt M then there exists x ∈ O(M) such that β(x) ≤α xα.
Finally, by condition Cons, since xα |=α f we deduce that x |= f , that
is, M |= ∀f .
✷
The previous theorem is mainly used for debugging, since if the model
checker provides an abstract trace, we know that this is not spurious.
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We now discuss how the imprecision and incompleteness with which the
abstract model has been deﬁned aﬀects the analysis of properties. Imprecision
occurs when an abstract trace xα approximating a concrete one x is strictly
bigger (wrt ≤α) than β(x). Considering the classic method, due to condition
Mc, bigger states may lose information about the satisﬁability of propositions.
In addition, in the over-approximation method, condition M means the same
but in the opposite direction. Thus we have
(a) Mα |=αc ∀f ⇒ M |= ∀f vs. Mα |=α ∀f ⇒M |= ∀f
(b) Mα |=αc ∃f ⇒ M |= ∃f vs. Mα |=α ∃f ⇒M |= ∃f
Example 4.2 Consider the imprecise abstract model Mα deﬁned in Exam-
ple 2.3 the property f = ✸odd(n) that express that variable n eventually
takes an odd value. Considering the classic method, due to the imprecision of
the model, there exist some abstract traces for which this property does not
hold, that is, Mα |=αc ∀✸odd(n). For instance, the trace xα deﬁned in Exam-
ple 2.3, does not satisfy f , since odd(n) ∈ ταc (sα) when sα.n = . However
note that M |= ∀✸odd(n) as studied in Example 3.3. Alternatively consider
the over-approximation method and the same abstract model Mα. For the
abstract trace xα, we have that xα |=α ✷even(n) since even(n) ∈ τα(sα),
when sα.n = . Therefore Mα |=α ∃✷even(n). However, M |= ∃✷even(n) as
studied in Example 3.5.
In the rest of the section, we prove that when the abstract model is precise
wrt the property to be analyzed, both methods produce equivalent results. As
a previous result, we study the eﬀect of the abstract interpretation over the
meaning of the properties to be checked.
Deﬁnition 4.3 [Strong Consistency Condition] τα is strongly consistent wrt
τ and α when the following condition holds:
τ (s) ⊆ τα(sα)⇒ β(s) ≤α sα (SC)
Note that consistency condition LC and SC are reciprocal conditions.
Deﬁnition 4.4 [Abstract Implication] Given f1, f2 ∈ F then f1 ⇒α f2 iﬀ
∀xα ∈ O(Mα) : xα |=α f1 ⇒ xα |=α f2.
Proposition 4.5 Let K = 〈Std, τ 〉 and Kα = 〈Stdα, τα〉 be two weak Kripke
structures such that Kα is Iα-correct wrt K, τα being strongly consistent wrt τ
and Iα. Then, given x ∈ O(M), and f ∈ F such that β(x) |=α f , there exists
a formula f ′ ∈ F such that x |= f ′ and f ′ ⇒α f .
Proof. In [8]. ✷
Consider an atomic proposition p ∈ P to be analyzed against the ab-
stract model Mα. If we use the classic method, we need impose that if
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p ∈ τ (s) then p ∈ ταc (β(s)). Otherwise, we would have that the informa-
tion about p has been lost even before of the analysis, and therefore, this
is not useful. For instance, the abstract interpretation Iα deﬁned in Exam-
ple 2.3 is not adequate for analyzing property f = ✸(n > 10), since the
abstraction has lost all the information about n > 10 from the beginning.
This is also applicable to the over-approximation method. However Propo-
sition 4.5 states that when condition SC holds, this method may use some
properties that seem to be inconsistent with the abstraction. For instance,
consider the formula ✷(n = 2). Clearly, the classic method cannot ana-
lyze it. However, for the dual method the situation is diﬀerent. Note that
n = 2 ∈ τα(sα) ⇐⇒ sα.n = o ⇐⇒ even(n) ∈ τα(sα). Thus, checking
Mα |=α ∃✷(n = 2) is equivalent to prove that Mα |=α ∃✷even(n).
The previous proposition allows us to deﬁne the notion of abstract exten-
sion of a formula f .
Deﬁnition 4.6 [Abstract extension of a formula] Given f ∈ F , we deﬁne fα,
the abstract extension of f , as
∨{f ′| f ′ ⇒α f}.
For instance, n = 2
α
=
∨{n = a|even(a)}= even(n). However, in general,
there is no guarantee that formula f
α
can be constructed. We only use the
operator ·α to represent the set of concretizations of a given formula. It denotes
the possible loss of precision of f due to the abstract interpretation, that is
f ⇒ fα, which can be easily proved. In general, the opposite is not true, and
f and f
α
do not coincide; this means that Iα has modiﬁed the meaning of f ,
which cannot be restored.
The next deﬁnition captures the loss of information due to the existence
of imprecise abstract traces in the abstract model.
Deﬁnition 4.7 We say that formula f ∈ F does not lose precision wrt
O(Mα) iﬀ ∀xα ∈ O(Mα), if xα |=α f then xα |=α ¬f .
Proposition 4.8 Assume that K is a Kripke structure 8 and that formula
f ∈ F does not lose precision wrt O(Mα), then
Mα |=α ∀f ⇒ M |= ∀fα
Proof. Assume that f = p ∈ P . Given x ∈ O(M), by the Iα−correctness,
there exists xα ∈ O(Mα) such that β(x) ≤α xα. It is easy to prove that
β(x) |=α ¬p implies that xα |=α ¬p. But this is not possible by Deﬁnition 4.7,
thus β(x) |=α ¬p. Since, K is a Kripke structure, this implies that β(x) |= p.
Finally, by Proposition 4.5, we have that x |= pα. The rest of the cases are
proved by induction on the formula structure. ✷
The previous proposition states that when the formula f to be analyzed
has not lost precision wrt the abstract model, the over approximation method
may be used to prove the universal formula ∀f . We can automatically check
8 This condition may be weakened but we use it here to simplify the proof
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if a given formula loses precision wrt a given abstract model. Although the
development of this result is out of the scope of the present paper, the method
is based on checking the abstract values that taken by the variables during
the model checking process.
Finally, assuming that the formula f to be checked has not lost information
due to the abstract interpretation, that is, f = f
α
, and that the abstract model
has not lost information wrt f we have that classic and over-approximation
methods coincide when analyzing the satisfaction of universal formulas, that
is, Mα |=αc ∀f ⇔Mα |=α ∀f .
Example 4.9 In the context of the previous examples, consider the formula
f = ✷(l0 = think ∨ l1 = think). Since abstraction does not modify f , we
have that f does not loss precision wrt model Mαp , and also that f
α
= f . In
these conditions, proving Mαp |=α ∀✷(l0 = think∨ l1 = think) is equivalent to
proving Mαp |=αc ∀✷(l0 = think ∨ l1 = think).
5 Discussion and Conclusion
From our experience in the veriﬁcation of concurrent systems using temporal
logic, we have noted that many properties are naturally expressed as universal
formulas, but others are more easily written to be refuted. This observation
agrees with the functionality implemented in many model checking tools like
SPIN [9]. This leads us to argue that the ideal method for abstracting proper-
ties when realizing abstract model checking should integrate the classic and our
over-approximation method. The classic method could increase the conﬁdence
in the quality of software by proving the satisfaction of some key properties,
and our method could be used to discard very critical errors.
When analyzing universal properties, we may consider that the classical
and the over-approximation methods produce the most and the least precise
abstract satisﬁability relations, respectively. To this respect, we have devel-
oped an approach that allows users to obtain intermediate precision results
when these two methods do not provide deﬁnite answers, avoiding the con-
struction of a new abstract model. We are currently extending our tool αspin
[6,7] http://www.lcc.uma.es/~gisum/fmse/tools to incorporate this capa-
bility.
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