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Abst raet - -A  modified Monte Carlo technique, first developed inestimating a solution to Poisson's 
equation, is described and estimates ofits computational complexities are derived. The method yields 
better estimates than the standard Monte Carlo approach by incorporating boundary information 
more efficiently and by the implicit reuse of random walk information gathered throughout the course 
of the computation. The new approach reduces the computational complexity of the length of a 
random walk by one order of magnitude as compared to a standard method described in many text 
books. Also, the number of walks necessary to achieve a desired accuracy is reduced. 
Keywords - -Monte  Carlo methods, Boundary value problems. 
1. INTRODUCTION 
The new method is compared with a s tandard Monte Carlo technique that  samples the com- 
putat iona l  domain  of a 2-D mesh. Detai ls for the latter  calculat ion are found in [1]. To date, 
our studies have only involved problems with Dirichlet boundary  condit ions and a f ive-point 
discret ized form of Poisson's equat ion with constant coefficients. However, the method can be 
extended to other boundary  condit ions [1] and to more general ell iptic equations and grids; see 
the remarks of Section 6. 
A s tandard  implementat ion for the use of the Monte Carlo (MC) method in the solut ion of 
Poisson's equat ion may be viewed as a Jacobi- l ike procedure where the est imate for each interior 
grid point  is determined without reference to est imates obta ined at other points. An advantage 
of this computat iona l  feature is its l ikely candidacy for implementat ion on a massively paral lel  
system. However, with a slight modif icat ion to this method,  we have succeeded in incorporat ing 
a Gauss-Seidel- l ike aspect that  reduces both the number and durat ion of random walks required 
in obta in ing a comparable or better  convergence rate to the est imated solution. 
The new technique described here "propagates" the boundary  information into the interior of 
the solut ion domain.  The procedure consists of init iat ing random walks only from those grid 
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Figure 1. Phases of the boundary propagation method. 
points adjacent to the boundary. After the potentials of all these points have been computed to 
a given degree of accuracy, these points replace the original boundary points which are logically 
discarded. Using the new boundary (pseudo-boundary), theprocedure continues recursively, in- 
crementally "propagating" the boundary into the interior of the solution domain. We refer to this 
as a Monte Carlo boundary propagation (MCPB) method. Figure 1 shows the "propagation" 
of the pseudo-boundary for a few "iterations." Because ach step of the boundary propagation 
depends on the result of the previous pseudo-boundary calculation, it is clear that the MCPB 
method exhibits less computational parallelism than the original standard MC technique de- 
scribed above. 
The MCBP method has been applied to the solution of Poisson's equation [2]. Empirically, it 
can be shown that the average length (number of steps) of a random walk (WMC) required by the 
standard MC method to exit a 2-D solution domain of size L x L is given by 
WMC = O.14L 2, (1) 
for L ranging from 4 to 128. On the other hand, the MCBP method, using a similar analysis, 
has an average random walk length of 
WMCBP = 0.37L, (2) 
for L ranging from 4 to 256. 
Table 1. MC and MCBP. 
L 4 8 16 32 64 128 256 
w 2.00 8.19 33.98 139.46 566.30 2282.76 - -  
O.)MC 2.23 8.91 25.65 142.60 57.0.38 2281.52 - -  
w 1.44 3.05 6.12 12.14 24.08 47.97 95.63 
~MCBP 1.50 2.99 5.98 11.97 23.94 47.87 95.74 
Table 2. Execution times for MC vs. MCBP. 
L MC time (s) MCBP time (s) Ratio MC to MCBP 
32 3,981.0 349.6 11.39 
64 67,675.6 2,967.8 22.80 
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In Table 1, the measured (w) and computed (~MC) and (03MCBP) values, respectively, are listed 
for the average number of steps required to reach the mesh boundary. These results are based 
on a sample size of N = 50k, k a positive integer, random walks per mesh point. Table 2 shows 
the execution times for the standard MC and the MCPB method on a Sun 3 workstation. The 
times are measured for an example using 100 random walks initiated from each mesh point. 
To test the numerical accuracy of the MCPB method, we compared both methods for the 
solution of the following test problem: 
p(x, y) = sin(x) sin(y), 
¢(x0, Y0) = O. (3) 
Using mesh sizes of 32 × 32 and 64 × 64 (for which the boundaries are included), the resulting 
solutions are compared against the exact solution. We show in [2] that the Monte Carlo error 
/3/v/-N, where/3 = 0.82, as determined through a least squares fit applied to the measured maxi- 
mum errors, obeys the appropriate statistical behavior. In Figure 2, the correspondence b tween 
the measured ata and the fitted curve is plotted. The difference in the norm of the errors for 
the respective mesh sizes is seen in Figure 3. 
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Figure 2. Max imum error as a function of N. 
2. AVERAGE NUMBER OF  STEPS OF  A RANDOM WALK 
Suppose we take a random walk having step-size ~. It is well known [3] that the average 
number of steps w of such a random walk (with direction chosen uniformly) in a domain 12 
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Figure 3. Comparison of the error norms; MCBP vs. MC. 
having boundary F can be approximated by the solution of 
1 
/X~-  t? 2' in~ and u J=0,  onF .  
Now, for simplicity, assume that Y~ is a cube in n-dimensional space, and let D denote the length 
of the sides of the cube. Let d denote the closest distance from a given point Xo E ~ to the 
boundary F. Without loss of generality, assume that the origin is at the center of the cube 
and that the closest boundary face to the point Xo is the face x = D/2 .  Let ~ = x2/(2~ 2) and 
rl = w + ~. Then, 
/kr /=0,  inf~ and r /=~,  onF.  
By the maximum principle and the definition of the function ~, we have that 
D 2 
~/(x) _< m~r ~/(x ) = max~(x),¢er = (8~ 2) " 
Then, 
D 2 x 2 
= - < - - 
Now, since x0 is a distance d from the face x = D/2 ,  we have that x0 = (D/2) - d, so that 
D 2 (D - 2d) 2 d 
w(xo) < 8i 2 ~ - 2- f i (D -  d). (4) 
This result indicates that the closer one makes the starting point of a walk to the boundary 
of the cube, the smaller the average number of steps of the walk. Note that the result (4) is 
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independent of dimension. This is not true for arbitrary domains. For example, for spheres we 
have that a; = (d /2g2n)(D - d), where d again denotes the distance from the starting point of 
the walk to the boundary and g denotes the length of each step, and where now D denotes the 
diameter of the sphere. 
We first consider two-dimensional domains. Suppose we subdivide the square ~ into a uniform 
grid of length h. Then, we have that h = D/L ,  where L is the number of subintervals in each 
coordinate direction. Let the pseudo-boundaries be denoted by Fi, i = 0 , . . . ,  [L/2], where [-] 
denotes the greatest integer function and where F0 = F. Then, for example, F1 denotes the first 
interior pseudo-boundary. We denote by d(P, Fi) the distance from a point P to the pseudo- 
boundary Fi. We also let mi denote the number of grid points on Fi; clearly, mi = 4(L - 2i) for 
i = 0, [L/2], except in case L is even, for which ?~.[L/2] • 1 Of course, ~7~[L/21 m = (L - 1) 2 
• * ' ' " A .~ i=I  7, , 
the number of interior grid points. 
Consider the MC method. Here, all walks proceed until they reach the outer boundary F0 = F 
and all walks have a step-size ~ = h. If P 6 Pi, we have that d(P, F) = ih and the domain over 
which the walk takes place is, for all i = 1 , . . . ,  [L/2], always the square ~0 = ~ having sides of 
length D. Then, the average number of steps of a walk from that point is given (assuming that 
the inequality (4) is sharp) by 
ih i (n  - i) 
~o~ ~ V~-~(D - ih) - 2 (5) 
If we take one walk starting from each interior point, we have that the number of steps of these 
(L -- 1) 2 walks would, on the average, be given by 
El //1 El //j 2i(L - 20(L - 0 
COMC ~ X_,[L/2] -- (L - 1) 2 
A-~i= 1 mi 
For L large, one easily finds that 
L 2 
~MC ~ - - .  (6) 
16 
Now, consider the MCPB method. Again, all walks have a step-size g = h. However, now a 
walk starting at a point P c Fi, i = 1 , . . . ,  [L/2], proceeds until the walk reaches the pseudo- 
boundary Fi-1, so that d(P, Fi) = h for all i = 1 , . . . ,  [L/2]. Furthermore, the domain over which 
a walk starting from Fi takes place is now the subdomain ~i-1,  a square having sides of length 
Di -1  = D - 2(i - 1)h. Thus, we now have that the average number of steps for a walk starting 
on Fi is given by 
co~h (D i - l -h )=~-~(h  D-2( i -1 )h -h ) -  (L+12-2 i )  (7) 
If we take one walk starting from each interior point, we have that the number of steps of these 
(L - 1) 2 walks would, on the average, be given by 
EIL=/~2]m~w~ Elr=/1212(L- 2i)(L + 1-2 / )  
For L large, one easily finds that 
L 
¢OMCPB ~ - - .  (8 )  
3 
Note that (6), and especially (8) are in good agreement with (1) and (2), respectively. In- 
tuitively, since the walks for the MC method are longer than those for the MCPB method, we 
would expect (4) to be less sharp for the first method than for the second. As a result, we expect 
31-6-F 
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better agreement between the derived and computed values of w for the MCPB method than for 
the MC method. Indeed, this is the case. 
A similar development can be carried out in three dimensions. The relations (5) and (7) remain 
unchanged; however, now 
mi = 24i 2 - 24Li + (3L 2 - 1), 
so that, for large L, 
L 2 3L 
•MC ~ 20  and WMCPB ~, y .  (9)  
Thus, in both two and three dimensions, we see that the average number of steps for the walks 
in the MCPB method is of O(L), while for the MC method, it is of O(L2). 
3. ACCURACY FOR A F IXED NUMBER OF  WALKS 
Let us consider the accuracy of the new algorithm in case the number of walks that start from 
each interior point is fixed. In this case, the accuracy of solutions obtained by the new algorithm 
is at least as good as that obtained from the standard Monte Carlo method under analogous 
conditions. The key to the validity of this observation is the fact that random walks have no 
past history; i.e., the means by which one arrives at a certain point has no effect on the future 
course of a walk. This is easily seen for a continuous walk. Suppose we are performing walks in 
a domain fl0 with boundary F0. Now let fll be a domain strictly contained in fl0 and having 
boundary F1. Let's start a walk at a point x in the interior of il l. Then, if we are solving for a 
function u that satisfies Laplace's equation with Dirichlet boundary data, we have that 
[ K( ly  - xl)u(y )dry ,  for x • ill, (10) U(X)  
J F  1 
where the kernel K(.) is determined from a Green's function. This equation states that u at the 
point x • fll can be determined as a weighted average, with weight given by K(.), of the values 
of u on F1. Of course, we can also write 
u(x) = [ g( fz  - xl)u(z ) dFz, for x • ill, (11) 
J F  o 
which states that u at the point x • fll can also be determined as a weighted average of the 
values of u on F0. By the same token, we have that 
u(y) = [ g( Iz  - yl)u(z) drz ,  for y • F1, (12) 
J F  o 
which states that u at the point y • F1 can be determined as a weighted average of the values 
of u on F0. Combining (10) and (12) yields 
u (x )= f r  K ( ,y -x , ) ( f r  K ( , z -y , )u (z )dFz )dF~,  for x•  ~1. (13) 
1 o 
Interchanging the order of integration, we have that 
u (x )= f roU(Z) ( f r ,  K ( ,y -x , )K ( , z -y , )dF~)dF~,  for x•  ~1. (14) 
Now applying (1) to the function K(Iz - xi), i.e., for fixed z, replacing the function u(x) in (1) 
by K(Iz - xl), yields 
g ( I z -x l )=  ~_ g( ly -x l )K ( l z -y l )dF  ~, fo rxe f l l .  (15) 
J F  1 
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Combining (14) and (15) yields (11). Thus, we can view (11) as representing a collection of walks 
starting at x and proceeding directly to the boundary Fo. If, however, we view the walks as 
starting at x and proceeding to a point y c F1, and then restart the walk at that point and 
proceeding on to F0, the result is, of course, still (11). 
For a walk on a grid, a similar analysis is possible. Here, we have that 
J 
U(xk) ---- ~ ~(IJ -- k[)U(yj), for xk E a l ,  (16) 
j= l  
where yj ,  j = 1 , . . . ,  J are grid points on F1, xk is a grid point in f~l, and the weights c~(.) are 
determined from a discrete Green's function. Likewise, 
M 
U(yj) = E a( lm - j [ )U(zm) ,  for j = 1 , . . . ,  J, (17) 
m=l  
where Zm, m = 1 , . . . ,  M, are grid points on F0. Combining (16) and (17) and interchanging the 
summations yields 
U(xk) = ~ U(zm) a([J - k l )a ( [m - Jr) , for xk ~ f~l. (18) 
m=l  j= l  
If, for fixed m, we apply (16) to the function a( lm - kl), we find that 
J 
c~( Im-k l )=Ec~( l j - k l ) c~( lm- j l ) ,  for m = 1 , . . . ,M .  (19) 
j= l  
Combining (18) and (19) yields 
M 
U(xk)  =  (Im - for xk e a l .  (2O) 
m=l  
Thus, we can view (20) in two ways, namely, as arising from walks starting at xk and proceeding 
to Fo, or as arising from a composition of walks from xk to a point yj E F1 with walks from yj  
to F0. 
Clearly, if in two calculations the total number of walks from the same point in the interior 
of f~l to the outer boundary Fo is the same, then the expected accuracy of the two results is the 
same, regardless of whether one calculation is viewed as walks proceeding directly to F0 and the 
other calculation is viewed as walks proceeding first to F1, and then from F1 to F0. 
4.  NUMBER OF  WALKS FOR F IXED ACCURACY 
In the previous section, we saw that if a fixed number of walks are taken from each interior 
point, then the accuracy of the new algorithm is no worse than that of the standard Monte Carlo 
method. In this section, we examine the possibility that, for a given accuracy, one may actually 
take fewer walks in the MCPB method than are needed for the MC method. We shall see that 
indeed this is the case. 
Before proceeding, we make an obvious remark. In the MCBP method, a single walk starting 
from a point x2 E ['2 that reaches the point xl E F1 can be thought of as being composed with 
the N walks previously taken from xl  to the boundary [`0. Thus, the single walk from x2 to xl 
can be thought of as N walks from x2 to [`0. The naive question to ask is: is this single walk, 
which is equivalent o N walks to the boundary, sufficient o achieve the same accuracy at x~ 
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as that achieved previously at x l? The obvious answer is no because the N composed walks 
from x2 to F0 are not statistically independent; i.e., they all go through the same point xl ,  and 
in fact, they all proceed from x2 to xl by the same path. Obviously, this sample of N walks is 
highly biased. Nonetheless, we shall show that, for a desired accuracy, one can take less walks in 
the MCBP method than that required for the MC method. 
For simplicity, let us consider approximating a function u(x) that is a solution of Laplace's 
equation with Dirichlet boundary conditions. One usually estimates the number of walks needed 
to achieve a given accuracy e by using the estimate [3] 
N ~ 9V(u) 
c2 , (21) 
where N denotes the number of walks and V(.) denotes the variance. Since the variance is given 
by V(u)  -- E(u  2) - [E(u)] 2, where E(.) denotes the expected value, we have from (21) and the 
maximum principle [4], that if we take N walks, with N given by 
9 maxxer [u(x)[ 
N ~ e2 , (22) 
then we are guaranteed to achieve the desired accuracy. In (22), as usual, F denotes the boundary 
of the region. We can obtain a less pessimistic estimate as follows. We know that u satisfies 
Au- -0 ,  in~t and u=U0,  onF.  (23) 
The required number of walks does not change if we add a constant o u, e.g., if we solve for a 
function w such that w = u + C. Note that w satisfies 
Aw=0,  in~t and u=U0+C,  onF .  
We choose C = -minxer  u(x). Then, it follows that w(x) _> 0 for all x and 
maxx r Iw(x) l = m [u(x) + C] = C + u(x) = - xmjn u(x). (24) 
Then, (22) applied to w and (24) imply that the number of walks required is given by 
N ~ 9 (maxu[r - minu[r)  2 (25) 
Note that the estimate (25) for the number of walks required to achieve the desired accuracy 
is independent of the starting point of the walk. Thus, for the MC method for which all walks 
end at the boundary F0, in order to achieve the accuracy e, one takes 
g l  = 9 (maxU[roe2- minu[r°)2 (26) 
walks from every interior point. 
For the MCBP method, however, walks that start on F~ terminate on Fi-1, for i _> 1. Thus, 
for a walk that starts on a point on Fi, the number of walks required to achieve the accuracy e
is given by 
9 (maxu l r , _ ,  - minulr,_,) 2 
(27) Ni  ~ ~2 
For the problem at hand, i.e., (23), the maximum principle implies that 
N~ < Ni-1 < -.. < N1, for i > 1. (28) 
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Thus, the number of walks required to achieve the same accuracy for every interior point is, in 
general, less for the MCBP method than for the MC method. 
In order to give a quantitative xample, let us consider the 1-D problem u" = 0 on [0,1] with 
boundary conditions u(0) = A and u(1) = B. Then, u(x) = (1 - x)A + xB. We subdivide the 
interval [0,1] into L subintervals of length h = 1/L. From (26), we see that for the MC method, 
the number of walks required to achieve an accuracy e is, for every interior point, 
9 (max{A, B} - min{A, B}) 2 9(B - A) 2 
N1 ---- £2 (~2 
The set Fi now consists of the two points ih and (1 - ih), so that 
• 2 (maxulr ~ - mmulr , )  = (max{(1 - ih)A + ihB, ihA + (1 - ih)B} 
- min{(1 - ih)A + ihB, ihA + (1 - ih)B}) 2 (29) 
= (B - A)2(1 - 2ih) 2. 
Then, from (27), for a point on F~, the number of walks needed to achieve the desired accuracy 
is given by 
Ni = 9(B - A)211 - 2(i - 1)h] 2 
e2 = N111 - (2(i - 1)h] 2. 
For example, if L -- 100, we have that N2 ,-~ .96N1, Nll = .64N1, N2~ = .25N1, and that 
Ns0 = .0004N1. Thus, we see that the number of required walks is substantially reduced in the 
MCBP method. 
We can actually get an estimate for the total number of steps necessary to achieve the desired 
accuracy e. If we repeat he analysis of Section 2 for the current one-dimensional case, we find 
that the average length of the walks for the MC method is, for larger L, approximately L2/12. 
Thus, for a given desired accuracy e, the average number of steps necessary fl'om each interior 
point is given by N1L2/12 for the MC method. For the MPBC method, the average length of the 
walks is given by L/2, so that if we take a fixed number N1 of walks fl'om each interior point, the 
average number of steps necessary from each interior point is given by N1L/2. The reduction, 
compared to the MC method, is due to the shorter lengths of the walks. If we also take advantage 
of the fact that the number of walks can be reduced according to (27) or (29), we have that the 
average number of steps necessary from each point is given by N1L/4. Thus, we see that the 
fact that the number of walks for the MCBP method is smaller than that necessary for the MC 
method does not effect a further reduction in the exponent of L in the work estimate, but rather 
reduces the size of the multiplicative factor. 
5. CONCLUDING REMARKS 
We have shown, in a simple setting, that the MCBP method has a lower complexity than the 
MC method due to the fact that the average length of the walks is smaller and also to the fact 
that the number of walks necessary to achieve a given accuracy is lower as well. 
It is clear the MCBP algorithm generalizes to any problem that can be treated by the MC 
method• In particular, one can extend the algorithm to problems of the type 
where {aij } are the entries of a symmetric, positive definite matrix, along with Dirichlet, or Neu- 
mann, or mixed boundary conditions. The algorithm may also be extended to general domains 
and meshes via, for example, a finite element discretization. In both cases, discretization results 
in a linear system 
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For the case of constant coefficients, i.e., the Lapalace operator, and uniform meshes, the co- 
efficient matrix /C is a Toeplitz matrix, and thus, there is an equal probability of walking in 
any particular direction. For the variable coefficient case and/or for the nonuniform mesh case, 
/C is no longer Toeplitz, and the probability of walking along any particular edge of the mesh is 
determined from the entries of/C in a standard manner [3]. 
The analyses we have given in simplified settings can, in many cases, also be extended to 
more complex cases, although the necessary calculations are themselves often substantially more 
complicated. 
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