Our comparison thus far shows that while Hanf gives a generalized scheme in which the original Mahlo process can also be described as a particular case,
Fodor observes that there is a possibility of going much further than Mahlo did.
Hanfs scheme seems to be more general in the sense that Fodor's process as actually defined in §5 under the name "canonical process" can probably be described within its frame; this nevertheless does not make the latter super- Now take the fixed points of the first column of the first matrix obtained as the first row of the second matrix and apply to it the same procedure. Using the fixed points of the first column of this matrix, a third matrix can be produced.
This operation can be repeated transfinitely many times if in a step corresponding to a limit ordinal the first row of the matrix to be defined is the intersection of the first rows of all preceding matrices. By running through all the ordinals we obtain a sequence of two-dimensional matrices, which, with the exception of its first member, we build into a three-dimensional matrix.
Taking the fixed points of the class of the first elements of the two-dimensional matrices in this three-dimensional one we obtain a row with which we can restart again to but important feature of the process described is that its effect on ordinals less than the chosen pseudo-universe is independent of the particular choice of this latter.
The device by which we can redefine the process consists in combining the transfinite "subdefinitions" of the various matrices in a single transfinite induction.
To be able to achieve this it is necessary to define a well-ordering by which the transfinite induction proceeds. This is actually more complicated than the order type of all ordinals (or of all those preceding the pseudo-universe we specify a member of this family as the canonical process.
To obtain an arbitrary member of the mentioned family we proceed as follows:
We choose a large inaccessible cardinal V fot playing the role of the pseudo- Starting with a set ft of ordinals < V, and denoting by E(ff, ft) the set obtained at the step a of the process, for an ordinal a preceding S, we define the process as follows:
For a start we put i.e. we take the superior limit of the sets written on the right-hand side as £ runs over all the ordinals < a. Finally, for a < S cofinal to V we define the set obtained at the step a as the result if we perform the operation / on the set of the initial elements of the sets obtained at the steps corresponding to the elements of s(a), i.e., min x denoting the initial element of the set x of ordinals, we put (4.5) F(a, H) = /([min F(£ H): £ £ s(a))).
As is easy to see from the above definition, for a successor ordinal a + 1 < Before we actually set about defining the set S we prove a lemma, which will help us in establishing its well-orderedness, but which we think worthwhile discussing independently of our specified course because of its own interest.
Let P, therefore, be an arbitrary well-ordered set, and let S be the set of all its finite subsets.
Define an ordering in S as follows:
Of two elements of S we consider as greater whichever contains tbe maximal element in the ordering of P from their symmetrical difference. We then have The set of all these will constitute the minimal element of the starting set A.
Returning to our specific problem, the set P will be defined as the set of all pairs (5.1) (£0, ex) of ordinals < V, well-ordered in a reverse lexicographical manner such that (5.2) (I?0, tfj) < (£", rfj)
holds if and only if either ¿^ < ^ or Vl = £j and t/Q < 1^.
As a deviation from the general considerations before, the set S will here be only a proper subset of what it was before. Specifically, S is defined as the set of every finite subset of P which does not simultaneously contain two pairs differing only in the first ordinal constituting them. The definition of the ordering of S will be derived from that of P in the same way as before, and on account of the lemma just proved we see that S is actually well-ordered thereby.
For this well-ordering we adopt the symbol -< . C. Finally, if neither of the above cases occurs, then the element in question is not cofinal to V in the ordering of S , and therefore the assigned sequence will not be defined. Proof of the theorem. Assume that the ordinal ¿; is the ath ordinal in order of magnitude that drops out at the step x, and define h(£) as the greater of a and rank x. It is easily seen that h is then a regressive function, divergent with respect to V, defined on the set of all ordinals dropping-out. This proves the assertion.
As a corollary of the above theorem we obtain Corollary 6.3. The operation derived from the fixed-point operation by the canonical process is strictly weaker than the stationary-point operation.
The phrase above that one operation is strictly weaker than the other refers to the fact that whenever they are performed on the same set the resulting set obtained by the weaker operation is strictly included in the one obtained by the other, unless both of them are empty.
The proof of the corollary is based upon the following lemma. i.e. are not required to be smaller than a certain pseudo-universe.
In this latter case we detach the smallest pair in x as done under (5.4), and so we write (7.2) x = Kf0, ¿j), U y. Now we distinguish several cases when the truth value of \Wxtu will be defined as "true". First we consider those in which the sequence s(x) was defined in the earlier discussion.
A. ç. = 0 and Çj is a successor ordinal, i.e. ff, = A, + 1 for some A., and (7.3) u = {(i, Aj)} U y.
B. çQ and ¿;^ ate successor ordinals, i.e. f0 = AQ + 1 and <f, = A, + 1 for some A" and A,, and moreover (7.4) u = l{t.kl)\u\(X0,{l)\Uy.
In the remaining cases the sequence s(x) was not defined.
C. çQ and ç, both equal zero, 7 = 0 and u = y.
D. f_ = 0, £. is a limit ordinal, t < f,, and furthermore (7.5) « = {(0, t)}Uy.
E. f0 /= 0, at least one of tf0 and ¿;. is not a successor ordinal (i.e. it is either zero or a limit ordinal), and moreover t < ¿j. or t < if. and (7.6) u = KO, t)\ u KA0, ^luy or u = \(t, ^)! U y, resp., according as <f0 = AQ + 1 for some AQ and <f j /■ 0 or this is not the case.
In the remaining cases the truth value of Hxtu is "false" by definition.
With the aid of the predicate just defined, the canonical process is easily formalized. Indeed, denote by F xy that the ordinal y belongs to the xth class of the process. In the terminology of the previous sections the above formula says that x is the first step in the process with rank x < y the class cotresponding to which does not contain y. It is simpler to express the fact that y drops out at some step.
In fact, we have (7.9) ( 3x) drop xy . <-+ . (3x)(rank x e y & ~ Fxy).
To be able to give a full formalization of the above concepts we should also formalize the predicate S itself.
To do this, a task very simple in principle, is rather dull and tedious, and, after all, not needed for our purposes. We mention here briefly only that, in an appropriate formalization, 2 is absolute in the following sense:
Lemma 7.1. // (A, eA) is a natural model for set theory, then (7.10) (Vx)(V>)(Va)(x, t, y £A ^. 2xtu «-» lAxtu), 2^ denoting the relativization of 2 to A.
In fact, as is well known, the ordinals are absolute in the above sense; We remark here that, in view of the presence of the quantifiers, the absoluteness of these expressions is not a consequence of the similar property of 2, but must be derived independently from that. This can be easily done by observing that both classes of those x for which, respectively, the first or the second of the above formulas is true can be described directly, without the quantifiers used.
Indeed, the first formula is true if x has one of the forms described in paragraphs C, D and E at the beginning of this section, while the truth-domain of the second formula corresponds to the cases A and B.
8. Definability of inaccessible cardinals in terms of sets of lower rank.
To state in a more precise form the problem mentioned in the title, a problem closely related to our previous considerations, we advance the following Definition 8.1. The set c is called definable in terms of sets of lower rank if there exists a formula </>(x) written in finite-length first order logic, containing only x as a free variable and, possibly, constant sets that are stipulated to have smaller ranks than x has, such that all its bound variables are confined to sets of rank less than that of x, and which is satisfied if and only if x = c.
We add that confining a variable y to sets of rank less than that of x means that the quantifiers corresponding to y occur in their environment in one of the following two ways:
(8.1) (Vy Krank y < rank x -> ...), (8.2) (3y)(ranky < rank x& .. . ).
In the above definition we did not specify whether the formula </>(x) is writ- Proof of the theorem. If a drops out at the step x" of the canonical process, then it is not the limit point of the other ordinals dropping out at this same step;
(5) We use the language of set theory with equality and elementhood. For our purposes, an additional predicate "inacc x" is needed, saying that x is an inaccessible cardinal.
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G. FODOR AND A. MATE [January hence there exists an ordinal ß < a such that a is the least ordinal dropping out at the step x and exceeding ß. The formalization of this assertion will be the desired sentence defining the cardinal a.
We elaborate the above idea more carefully.
To start with, the formula (7.7) defining the process can be rewritten in the mentioned case as follows:
Exy *-* : . inacc y &:
(3 a) -(3 a) Sxaa
The notation inacc y here expresses that y is an inaccessible cardinal. The above formula can easily be obtained by taking into account the definition of the fixed-point operation.
Since the predicate "inacc" was adopted in our language (see footnote (5)), it will be clear that Exy can be formalized in terms of sets of rank less than the maximum of the rank of x plus one and the rank of y.
Therefore it is easy to see that we can formalize the sentence "the ordinal y exceeds ß, and drops out at the step x " in terms of sets of rank less than y. of its subsystems of cardinality < a is so. In order to be able to confine ourselves to natural models (see 2.4) we adopt (2.4) and (2.5) as axioms in our structure (9.1) (A, t, 1, F, B),
where the meaning of the predicates listed will be explained gradually.
For a start, e is a binary predicate playing the role of the relation for elementhood in the model, and for it, apart from the axioms already mentioned, we adopt all the axioms of Zermelo-Fraenkel set theory except the axiom of extensionality, which we have already got as (2.4). The adoption of these axioms will enable us to relativize any set theoretical notion to our model.
The ternary predicate 2 will correspond to the relation 2 introduced in §7; the relativized form of its definition given there will be adopted as an axiom.
To actually write down this axiom we first had to formalize the definition of 2.
What is relevant here is only that this can be done. We intend to build our model so that the ordinals in it coincide with all the ordinals preceding a , which, we remind the reader, is the ordinal to be proved strongly incompact. As Hanf observed, it is easy to stipulate in the language La that any ordinal ¿j < a belongs to our model. Intuitively, we shall represent a as the supremum of a band B whose existence forces it to drop out at the step x of the process and require that all the ordinals belonging to the closure of B drop out before xQ. Since the process in a model can work only slower than in "reality", this will prevent our model from containing a.
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More precisely, if the ordinal a drops out at the step x then there is a band B with supremum a all the elements of which have dropped our previously.
(If an ordinal is not contained in the statting class of the process , then it is regarded as dropping out in the first step.) The band B can be represented in our model as a unary predicate B. To define this predicate we adopt the axioms
where cf runs over all the ordinals < a according as <f e B or cf i B occur.
(We note that these axioms actually make those listed under (9.5) superfluous and therefore omittable.) To stipulate that B is a band, or rather that it is a closed set, we add (9.7) (Vx)((Vy)(y e x -By) -b(U*))
as an axiom.
To be able to require that all the elements of B drop out before the step x it is necessary to give a description of x . This, however, can be easily done.
In fact, since x is built up of a finite number of ordinals < a in a "finite" We shall now show that the axioms already listed stop our model from containing the ordinal a.. In fact, supposing temporarily that a. belongs to the model, it belongs to the closure of the set of ordinals cf for which B<f is stipulated under (9.6), and thus by (9.7) we have B a. . So, relativizing our process to the model, by axiom (9.8) we see that a drops out before the step x" in the relativized process; this, however, contradicts the fact that in the nonrelativized process a drops out at the step x since the process is only weakened (i.e.
made less effectively discarding) by relativization. To start with, we list properties of 2 which were not only relevant in this
proof, but will also be required in order to be able to define a process with the aid of formula (7.7) which belongs to the family described in §4. For this extended relation we adopt the same symbol, and, as an aesthetical condition, we add that the initial element of the class S should be the empty set.
This requirement hits two different targets: Firstly, it defines the underlying well-ordering of the class S corresponding to the set S in §4; secondly, it gives a meaning to the formula (7.7) as a transfinite-inductive definition.
As an important consequence of the last of the above requirements we may notice that we have (10.5) (Vx)(Vy)(y < x-* (3/)(3a)(2x/a & y < a)).
To verify this assume that fot some x and y the second component of the above implication is false. This entails that y -< x cannot be derived from In order to be able to define important concepts such as for example that of dropping-out for the present, generalized version of the process we shall introduce the notion of grade, which will stage the steps of the process in a similar way to how it was done with the aid of the ranks of the steps previously. The grade of a step will be defined by putting (10.10) grade x = sup[a+ 1: (3y)(3zz)(zz -< x -< y & Hyau)}.
At the first sight it might not be clear whether the above definition is always meaningful; indeed, the problem is whether the class of ordinals a satisfying the formula on the right-hand side in the classified6) is limited from above. This is not a priori the case, since the well-ordering -< is defined on what may be a real class; thus the step x in the above formula may be preceded by a real class of steps. However, a simple consideration invoking condition F decides the question of the correctness of the above definition affirmatively.
The notion of dropping-out can be defined with the aid of the just introduced grading of the steps analogously to (7.8): (This in particular implies also cf < a.) The a-truncation of the process will be be defined by the formula (7.7), if we replace all occurrences of 2 by 2a there, and confine all ordinal variables to ordinals < a .
It is easy to establish that the a-truncation of the process has the same effect on ordinals < a as the whole process has. The critical point here is to observe that the recollection steps do not move by truncation, i.e. that if grad x < a,then (10.13) (Va(3a) 2x£a <-(V0Oa)(£ < a -. Ijcfr).
This, however, easily follows from the definition of grading by recalling condition D.
The above conditions will enable us to generalize Theorem 9.1. In the di- In other words, the number of steps of grade < a is at most a. It is interesting to compare the proof of this lemma with that of Theorem 4.1.
Proof. Assume the contrary of the assertion of the lemma, i.e. assume that for some regular ordinal a the a-truncation of a process satisfying the above axioms A-F has more than a steps, and omit the too faraway steps so that the order type of the set of the remaining steps in the ordering -< be exactly a , a as before denoting the cardinal immediately following a. Then, as is easily seen, the restriction 2 of the relation 2 to the retained steps will satisfy the same axioms A-F (except D) if we confine all the ordinal variables there to ordinals preceding a.
Now every element cofinal to a in the ordering -< of the set of the retained steps must be a recollection step. Indeed, with the aid of the relativized form of (10.5) we can derive (10.14) (V£)(3aKf <a^2xfa)
for every such element x. Therefore, using the nonmingling property, it is easily verified that the function which assigns to every such element x the element y with 2xly is one-to-one, and obviously regressive. These two facts together imply that this function is also divergent with respect to a , i.e.
