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Abstract
Sample- and computationally-efficient distribu-
tion estimation is a fundamental tenet in statis-
tics and machine learning. We present SURF,
an algorithm for approximating distributions by
piecewise polynomials. SURF is simple, replac-
ing existing general-purpose optimization tech-
niques by straight-forward approximation of each
potential polynomial piece by a simple empirical-
probability interpolation, and using plain divide-
and-conquer to merge the pieces. It is uni-
versal, as well-known low-degree polynomial-
approximation results imply that it accurately ap-
proximates a large class of common distributions.
SURF is robust to distribution mis-specification
as for any degree d ≤ 8, it estimates any distri-
bution to an `1 distance < 3 times that of the
nearest degree-d piecewise polynomial, improv-
ing known factor upper bounds of 3 for single
polynomials and 15 for polynomials with arbitrar-
ily many pieces. It is fast, using optimal sample
complexity, and running in near sample-linear
time. In experiments, SURF significantly outper-
forms state-of-the art algorithms.
1. Introduction
1.1. Background
Estimating an unknown distribution from its samples is a
fundamental statistical problem arising in many applications
such as modeling language, stocks, weather, traffic patterns,
and many more. It has therefore been studied for over a
century, e.g. (Pearson, 1895).
Consider an unknown univariate distribution f over R, gen-
erating n samples Xn def= X1, . . . ,Xn. An estimator for
f is a mapping fˆ : Rn → R. As in many of the prior
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works, we evaluate fˆ using the `1 distance, ‖fˆ − f‖1. The
`1 distance professes several desirable properties, including
scale and location invariance, and provides provable guaran-
tees on the values of Lipschitz functionals of f (Devroye &
Lugosi, 2001).
Ideally, we would prefer an estimator that learns any distribu-
tion. However, arbitrary distributions cannot be learned with
any number of samples. Let u be the continuous uniform
distribution over [0, 1]. For any number n of samples, uni-
formly select n3 points from [0, 1] and let p be the discrete
uniform distribution over these n3 points. Since with high
probability collisions do not occur within samples under
either distribution, u and p cannot be distinguished from the
uniformly occurring samples. As ‖u− p‖1 = 2, it follows
that for any estimator fˆ , maxf∈{u,p} E‖fˆ − f‖1 & 1.
A common modification, motivated by PAC agnostic learn-
ing, assumes that f is close to a natural distribution class C,
and tries to find the distribution in C closest to f . The fol-
lowing notion of OPTC(f) considers this lowest distance,
OPTC(f)
def
= inf
g∈C
‖f − g‖1.
Let the usual min-max rate of C be defined as
Rn(C) def= min
fˆ
max
f∈C
E
Xn∼f
‖fˆ − f‖1.
This is the lowest worst case expected distance achieved by
any estimator. Let the agnostic min-max rate be defined as
Rn(C, f) def= OPTC(f) +Rn(C),
that in addition to the min-max rate, accounts for the error
arising from f /∈ C. For any c ≥ 1, fˆ is said to achieve a
factor-c approximation for C if
E‖fˆ − f‖1 ≤ c ·OPTC(f) + O˜(Rn(C)).
The key challenge is to obtain such an estimate for dense
approximation classes C. One such class is the set of
degree-d polynomials, Pd and its t-piecewise extension,
Pt,d. It is known that by tuning the parameters t, d, the
bias and variance under Pt,d can be suitably tailored to
achieve several in-class min-max rates. For example, if f
ar
X
iv
:2
00
2.
09
58
9v
1 
 [s
tat
.M
L]
  2
2 F
eb
 20
20
SURF Algorithm
is a log-concave distribution, choosing t = n1/5 and d = 1,
Rn(Pt,d, f) = O(1/n2/5), matching the min-max rate of
learning log-concave distributions. Similarly, min-max rates
may be attained for many other structured classes including
uni-modal, Gaussian, and mixtures of all three.
The VC dimension, VC(C), measures the complexity of a
class C. For many dense classes, including Pt,d,Rn(C) =
Θ(
√
VC(C)/n). For such classes, a cross-validation based
estimator fˆ , such as the Scheffe tournament or minimum
distance based selection (Devroye & Lugosi, 2001), across
a sufficiently fine cover of C, achieves a factor-3 approxima-
tion to C, namely for any δ > 0, w.p. ≥ 1− δ,
‖fˆ − f‖1 ≤ 3OPTC(f) +O(
√
(VC(C) + log(1/δ))/n).
However, in general, such methods might have time com-
plexity exponential in n. This is especially significant in
modern applications that process a large number of samples.
As noted in (Bottou & Bousquet, 2008), it is desirable for
the computation complexity to scale roughly linearly with
sample size .
(Chan et al., 2014; Acharya et al., 2017) provided a near-
linear time factor-3 approximation for Pt,d. Their result
is stated below, where ω is the matrix multiplication expo-
nent (Chiantini et al., 2018).
Theorem 1. (Acharya et al., 2017) Given Xn ∼ f and
parameters t, d, for any γ > 0, ADLS computes fˆADLS in
time O˜(nd3+ω), such that w.p. ≥ 9/10,
‖fˆADLS − f‖1 ≤ (3 + γ)OPTPt,d(f) +O
(
1
γ
√
t(d+ 1)
n
)
.
This algorithm runs near-linear time and for any given t ≥ 0
and d ≥ 1, it achieves a factor-c approximation for Pt,d.
However it suffers from some key drawbacks and some
fundamental questions remain unanswered.
• Q1: For the constant-polynomial class P0, it is easy to
see that the empirical histogram fˆ is a factor-2 approx-
imation for P0, matching a known lower bound (De-
vroye & Lugosi, 2001). This raises the question if the
factor-3 upper bound in Theorem 1 can be reduced for
higher-degree polynomials as well?
• Q2: More importantly, ADLS requires prior knowl-
edge of the number t of polynomial pieces, which may
be impractical in real applications. Even for structured
distribution classes, the t achieving the min-max rate
can vary significantly. For example, for the class of
log-concave distributions, t = θ(n1/5), for unimodal
distributions with a bounded support, t = θ(n1/3), and
for Gaussian mixtures, t is proportional to the unknown
number of mixture components.
A suitable objective is an estimate that is simultane-
ously a factor-c approximation for Pt,d ∀t ≥ 0. While
some cross-validation methods may achieve this goal,
they may result in a large factor. For example, if the
Scheffe tournament or the minimum distance method
are used on the un-normalized estimates that ADLS
outputs for different t, the factor gets multiplied by
5 (Devroye & Lugosi, 2001), resulting in c = 5·3 = 15.
Normalizing ADLS may reduce the factor to 3 · 3 = 9,
but the question is whether these extra factors can be
avoided altogether.
Theorem 2 answers the first question and Theorem 3 ad-
dresses the second, both in the affirmative.
The theoretical results are born by experiments. In sim-
ulations, SURF consistently outperforms ADLS. Signif-
icantly, ADLS achieves comparable results only when it
is tuned with roughly the optimal number of polynomial
pieces, which agrees with the number SURF calculates. In
all other cases its error is several times larger.
1.2. Other Related Work
Among the many methods that have been employed in dis-
tribution estimation, see (Scott, 2012; Devroye et al., 2013),
SURF is inspired by the concept of statistically equivalent
blocks introduced in (Tukey, 1947; 1948). Distribution esti-
mation methods using this concept rely on partitioning the
domain into regions identified by a fixed number of samples,
and performing local estimation on these regions. These
methods have the advantage that they are simple to describe,
are almost always of polynomial time complexity in n, and
easy to interpret.
The first estimator that used this technique is found
in (Parthasarathy & Bhattacharya, 1961). Expanding on
several subsequent works, the notable work (Lugosi et al.,
1996) shows consistency of a family of equivalent block
based estimators for multivariate distributions. See (De-
vroye et al., 2013) for a more extensive treatment of this
subject. Ours is the first work that provides agnostic error
guarantees for an equivalent block based estimator.
Other popular estimation methods include the Kernel, near-
est neighbor, MLE, and wavelets surveyed in (Silverman,
2018). Another related method uses splines, for exam-
ple (Wegman & Wright, 1983; Gu & Qiu, 1993). While
MLE and splines may be used for polynomial estimation,
MLE is intractable in general, and agnostic error guarantees
are unavailable in either.
1.3. Main Results
SURF first uses an interpolation routine INT that outputs
an estimate, fˆI,INT ∈ Pd for any queried interval I . fˆI,INT
SURF Algorithm
is built on the observation that a degree-d polynomial is
determined by the measure it assigns to any d + 1 sub-
intervals. We show that a factor < 3 approximation to
Pd is achieved by the polynomial estimate that matches
its measure to the empirical masses on certain special sub-
intervals. These sub-intervals, provided in Lemma 9, are
functions of d and are sample independent. The result is
summarized as follows.
Theorem 2. Given Xn−1 ∼ f for some n ≥ 128, degree d,
and an interval I with qIn samples, INT takesO(dτ +qIn)
time, and outputs fˆI,INT ∈ Pd such that w.p. ≥ 1− δ,
‖fˆI,INT − f‖I ≤ (rd + 1) · infh∈Pd ‖h− f‖I
+ rd ·
√
5(d+ 1)qI log
n
δ
n
,
where ‖.‖I is the `1 distance evaluated on I , τ < 2.4 is
the matrix inversion exponent, rd is a fundamental constant
whose values are r0 = 1, r1 = 1.25, r2 ≈ 1.42, r3 ≈ 1.55,
r4 ≤ 1.675, r5 ≤ 1.774, r6 ≤ 1.857, r7 ≤ 1.930, r8 ≤
1.999 for 4 ≤ d ≤ 8.
Proof For a given d, INT outputs fˆI,INT, the re-scaled-
shifted fˆn¯d given by the corresponding n¯d ∈ Nd in
Lemma 9. Choosing (δ) =
√
5 log(n/δ)/n, for n ≥ 128,
Q(δ) occurs with probability≥ 1−δ from Lemma 6. Using
Lemma 7 with (δ) completes the proof.
Thus Theorem 2 answers Q1. We also note that such es-
timation based on matching the measure assigned on sub-
intervals to the empirical mass, may also provide factor-c
approximations for other dense parametric classes, for in-
stance, the Fourier, or the orthogonal series.
The main routine of SURF, STITCH, then calls INT to
obtain a piecewise estimate for any partition of the domain.
STITCH uses COMP to compare between the different
piecewise estimates. By imposing a special binary structure
on the space of partitions, we allow for COMP to efficiently
make this comparison via a divide-and-conquer approach.
This allows STITCH, and in turn SURF, to output fˆSURF
in O((dτ + log n)n log n) time. fˆSURF is a factor-(rd + 1)
approximation for Pt,d ∀t ≥ 0.
As a combined effect, for the case of unknown t, the best
known approximation factor of any sub-exponential time
algorithm is reduced from 15, to 2.25, 2.42, . . . , 2.999, re-
spectively, for d = 1, . . . , 8. This result is summarized
below in Theorem 3 and Corollary 4.
Theorem 3. Given Xn−1 ∼ f for some n ≥ 128 such that
n is a power of 2, and parameters d ≤ 8, α > 2, SURF
takes O((dτ + log n)n log n) time, and outputs fˆSURF such
that w.p. ≥ 1− δ,
‖fˆSURF − f‖1
≤ min
I¯∈∆R
∑
I∈I¯
(
(rd + 1) · α
α− 2 · infh∈Pd ‖h− f‖I
+
rd · (α
√
2 +
√
2− 1)
(
√
2− 1)2
√
5(d+ 1)qI log
n
δ
n
)
,
where ∆R is the collection of all partitions of R whose
intervals start and end at a sample point, ‖ · ‖I is the `1
distance evaluated in interval I , qI · n is the number of
samples in interval I ∈ I¯ , τ < 2.4 is the matrix inversion
exponent, and rd > 0 is the constant in Theorem 2.
Proof Choosing (δ) =
√
5 log(n/δ)/n, for n ≥ 128,
Q(δ) occurs with probability≥ 1−δ from Lemma 6. Using
Lemma 10 on top of Lemma 11 proves the theorem.
The simplicity of SURF, both the polynomial interpolation
and divide-and-conquer, allow us to derive all constants
explicitly unlike in the previous works.
Corollary 4. Running SURF with n ≥ 128, α > 2, d ≤ 8,
E‖fˆSURF − f‖1
≤ min
t≥0
(
(rd + 1) ·OPTPt,d(f) + O˜
(√
t · (d+ 1)
n
))
.
Proof From Theorem 3, w.p. ≥ 1− δ,
‖fˆA(Xn−1) − f‖1
≤ min
I¯∈∆R
∑
I∈I¯
(
(rd + 1) · α
α− 2 · infh∈Pd ‖h− f‖I
+
rd · (α
√
2 +
√
2− 1)
(
√
2− 1)2
√
5(d+ 1)qI log
n
δ
n
)
(a)
≤ min
t≥0
(
(rd + 1) · α
α− 2 ·OPTPt,d
+
rd · (α
√
2 +
√
2− 1)
(
√
2− 1)2
√
5t · (d+ 1) log nδ
n
)
,
where (a) follows since for any partition with t pieces,∑
I∈I¯
√
qI ≤
√
t. Letting α → ∞ and choosing δ ≈ 1/n
completes the proof.
Thus Corollary 4 resolves Q2 for d ≤ 8. If d > 8 the best
bounds remain at what is provided in (Acharya et al., 2017).
However for larger degrees, their computational complexity
of n · d3+ω = Ω(n · d5), and the Runge phenomenon (Tre-
fethen, 2013) may limit its applicability in practice.
The paper is organized as follows. In Section 2 we describe
the construction of intervals and partitions based on statis-
tically equivalent blocks. In Section 3 we present INT, a
SURF Algorithm
polynomial approximation method for any queried interval
based on a novel empirical mass interpolation. In Section 4
we explain the STITCH and COMP routines, that respec-
tively combine and compare between piecewise polynomial
approximations. We conclude in Section 5 with experi-
mental evaluations of SURF. Proofs of all the lemmas in
Section 2–4 may be found in the supplementary material.
2. Intervals and Partitions
2.1. Intervals
For n ≥ 1, let X(n−1) def= X(1), . . . ,X(n−1) be the
increasingly-sorted values of Xn−1. For integers 0 ≤ a <
b ≤ n, these samples define intervals on the real line R,
Ia,b
def
=

(−∞, X(b)) if a = 0,
[X(a), X(b)) if 0 < a < b < n,
[X(a),∞) if b = n.
The interval- and empirical-probabilities are
Pa,b
def
=
∫
Ia,b
dF, and qa,b
def
=
b− a
n
.
For any 0 ≤ a < b ≤ n, Ia,b forms a statistically equivalent
block (Tukey, 1947), wherein Pa,b ∼ Beta(b−a, n−(b−a))
regardless of f , and Pa,b concentrates to qa,b.
Lemma 5. For any 0 ≤ a < b ≤ n,  ≥ 0,
Pr[|Pa,b − qa,b| ≥ √qa,b] ≤ e
−(n−1)2
2 + e
−(n−1)2qa,b
2(qa,b+
√
qa,b) .
We extend this concentration from one interval to many. For
a fixed  > 0, let Q be the event that
∀ 0 ≤ a < b ≤ n, |Pa,b − qa,b| ≤ √qa,b.
Lemma 6. For any n ≥ 128 and  ≥ 0,
P [Q] ≥ 1− n(n+ 1)
2
(
e
−(n−1)2
2 + e
− (n−1)2
2(1+
√
n)
)
.
Notice that Q refers to a stronger concentration event that
involves √qa,b ∀0 ≤ a < b ≤ n and standard VC di-
mension based bounds cannot be readily applied to obtain
Lemma 6.
2.2. Partitions
A collection of countably many disjoint intervals whose
union is R is said to be a partition of R. A distribution
q¯, consisting of interval empirical probabilities is called
an empirical distribution, or that each probability in q¯ is a
multiple of 1/n. The set of empirical probabilities, ∆emp,n,
is defined as
∆emp,n
def
= {q¯ ∈ ∆ : ∀q ∈ q¯, q = ν(q)/n, ν(q) ∈ Z}.
(1)
Since each q ∈ q¯ ∈ ∆emp,n ≥ 1/n, q¯ may be split into
its finitely many probabilities as q¯ = (q1, . . . ,qk). For
1 ≤ i ≤ k, let ri def=
∑i−1
j=1 qj . We use an empirical
distribution to define an interval partition as follows:
I¯q¯
def
= (Ir1n,(r1+q1)n, Ir2n,(r2+q2)n, . . . ,
Irkn,(rk+qk)n). (2)
These are the intervals that contain the first increasingly
sorted q1n samples, the next q2n samples and so on. For
example Ir1n,(r1+q1)n = I0,q1n = (−∞, X(q1n)) is the
interval with the smallest q1n samples, Ir2n,(r2+q2)n =
Iq1n,q2n+q1n = [X(q1n), X((q1+q2)n)) is the interval with
the next q2n samples, so on, and
Irkn,(rk+qk)n = I∑k−1
j=1 qjn,qkn+
∑k−1
j=1 qjn
= I∑k−1
j=1 qjn,n
= [X(1+
∑k−1
j=1 qjn)
,∞)
is the interval with the largest qkn samples.
3. The Interpolation Routine
This section describes INT, which outputs an estimate
fˆI,INT ∈ Pd for any queried interval I .
WLOG let I = [0, 1]. A collection, n¯d = (n0, . . . ,nd+1)
such that 0 = n0 ≤ n1 ≤ · · · ≤ nd ≤ nd+1 = 1 is said
to be a node partition of [0, 1]. Let Nd be the set of node
partitions and define r : Nd,Pd → [1,∞)
r(n¯d, h)
def
=
∫ 1
0
|h|∑d+1
i=1 |
∫ ni
ni−1
h|
, (3)
where 0/0 def= 1. Notice r(n¯d, h) ≥ 1 since
∫ 1
0
|h| ≥∑d+1
i=1 |
∫ ni
ni−1
h|. For any n¯d ∈ Nd, let
rd(n¯d) = sup
h∈Pd
r(n¯d, h).
Let In¯d,i
def
= [ni−1, ni], i ∈ {1, · · · , d + 1} so that any
n¯d ∈ Nd partitions [0, 1] into I¯n¯d = (In¯d,1, . . . ,In¯d,d+1).
Let fˆn¯d ∈ Pd be the unique polynomial whose measure on
all d+ 1 intervals in I¯n¯d matches the empirical mass. It is
defined as:
fˆn¯d
def
= h ∈ Pd : ∀i ∈ {1, · · · , d+ 1},
∫ ni
ni−1
h = qIn¯d,i ,
(4)
where qI denotes the empirical mass in interval I . The
estimate fˆn¯d corresponding to any choice of n¯d ∈ Nd has
the following property.
Lemma 7. For interval I = [0, 1] with empirical probabil-
ity qI , any n¯d ∈ Nd, and  > 0, the estimate fˆn¯d (4) is such
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that under event Q,
‖fˆn¯d − f‖1 ≤ (1 + rd(n¯d)) inf
h∈Pd
‖h− f‖1
+ rd(n¯d)
√
(d+ 1)qI .
In Lemma 8, we show that for any n¯d ∈ Nd, there exists an
rd(n¯d) achieving h ∈ Pd, and that it belongs to a special
set, Pn¯d ⊆ Pd,
Pn¯d def=
{
h ∈ Pd : ∃i1 ∈ {1, . . . ,d+ 1} :
∀i ∈ {1, . . . ,d+ 1} \ {i1},
∫ ni
ni−1
h = 0
}
.
In words, Pn¯d is the set of polynomials that has a non-zero
area in at most one I ∈ I¯n¯d .
Lemma 8. For any degree-d and n¯d ∈ Nd,
rd(n¯d) = sup
h∈Pd
r(n¯d, h) = max
h∈Pn¯d
r(n¯d, h).
Let the smallest rd(n¯d) and the attaining n¯d (if it exists) be
denoted by
r?d
def
= inf
n¯d∈Nd
rd(n¯d), n¯
?
d = arg min
n¯d∈Nd
rd(n¯d).
Lemma 9 finds r?d and n¯
?
d for d ≤ 3. Additionally, for
4 ≤ d ≤ 8 it finds n¯d ∈ Nd such that the corresponding
rd(n¯d) < 2.
Lemma 9. For d ≤ 3, there exists a node collection n¯?d that
achieves r?d. These, and their respective r
?
d are given by
d n¯?d r
?
d
0 (0, 1) 1
1 (0, 0.5, 1) 1.25
2 ≈ (0, 0.2599, 0.7401, 1) ≈ 1.42
3 ≈ (0, 0.1548, 0.5, 0.8452, 1) ≈ 1.56
Denoting n¯?2 = (0, α0, 1−α0, 1), and n¯?3 = (0, β0, 0.5, 1−
β0, 1), the exact values of α0, β0, are obtained as roots to
a degree-14 and degree-69 polynomial that we explicitly
provide. For degrees 4 ≤ d ≤ 8, the following n¯d ∈ Nd
and rd(n¯d) provide upper bounds on r?d.
d n¯d rd(n¯d)
4 (0, 0.1015, 0.348, 0.652, 0.8985, 1) < 1.675
5 (0, 0.071, 0.254, 0.5,
0.746, 0.929, 1) < 1.774
6 (0, 0.053, 0.192, 0.390,
0.610, 0.808, 0.947, 1) < 1.857
7 (0, 0.0405, 0.149, 0.310, 0.5,
0.690, 0.851, 0.9595, 1) < 1.930
8 (0, 0.032, 0.119, 0.252, 0.414,
0.586, 0.749, 0.881, 0.968, 1) < 1.999
For a given interval I and d ≤ 8, INT first scales and shifts
I to obtain [0, 1]. It then constructs fˆn¯d using the n¯d in
Lemma 9. The output fˆI,INT is the re-scaled-shifted fˆn¯d .
4. The Compare and Stitch Routines
This section presents STITCH and COMP, the main rou-
tines of SURF. For any contiguous collection of intervals I¯ ,
let fˆI¯,INT be the piecewise polynomial estimate consisting
of fˆI,INT ∈ Pd given by INT in each I ∈ I¯ . The key idea
in SURF is to separate interval partitions into a binary hi-
erarchy, effectively allowing a comparison of all the Ω(nc)
(for any c > 0) estimates corresponding to the different
interval partitions, but by using only O˜(n) comparisons.
4.1. Notation
Recall that n here a power of 2 and define the integer
D
def
= log2 n.
An empirical distribution, q¯ ∈ ∆emp,n, is called a binary
distribution if each of its probability values are of the form
1/2d, for some integer 0 ≤ d ≤ D. The corresponding
interval partition, I¯q¯ , is said to be a binary partition.
∆bin,n
def
= {q¯ ∈ ∆emp,n : ∀q ∈ q¯,
q = 1/2ν(q), 0 ≤ ν(q) ≤ D, ν(q) ∈ Z}.
For example q¯ = (1), q¯ = (1/2, 1/4, 1/4), q¯ =
(1/4, 1/8, 1/8, 1/2) are binary distributions. Similarly,
(1/n, . . . ,1/n) = (1/2logn, . . . ,1/2logn) is also a binary
distribution since n here is a power of 2 (assume n ≥ 8 so
that they are all in ∆emp,n).
Lemma 10. For any empirical distribution q¯ ∈ ∆emp,n,
there exists q¯′ ∈ ∆bin,n such that
‖f?I¯q¯′ − f‖1 ≤ ‖f
?
I¯q¯
− f‖1,
∑
q∈q¯′

√
q ≤
∑
q∈q¯
1√
2− 1
√
q,
where f?
I¯
is the piecewise polynomial closest to f on I¯ .
Lemma 10 shows that ∆bin,n retains most of the approximat-
ing power of ∆emp,n. In particular, that for any q¯ ∈ ∆emp,n,
there exists a binary distribution q¯′ ∈ ∆bin,n such that I¯q¯′
has a smaller bias than I¯q¯, while its deviation under the
concentration event, Q, is larger by less than a factor of
1/(
√
2− 1).
For a fixed p¯ ∈ ∆bin,n, let ∆bin,n,≤p¯ be the set of binary
distributions such that for any q¯ ∈ ∆bin,n,≤p¯, each I1 ∈ I¯q¯
is contained in some I2 ∈ I¯p¯.
∆bin,n,≤p¯
def
= {q¯ ∈ ∆bin,n : ∀I1 ∈ I¯q¯, ∃I2 ∈ I¯p¯, I1 ⊆ I2}.
(5)
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For example if p¯ = (1/2, 1/4, 1/4) is the binary dis-
tribution, (1/4, 1/4, 1/8, 1/8, 1/4), (1/2, 1/4, 1/8, 1/8) ∈
∆bin,n,≤p¯, whereas (1/2, 1/2) /∈ ∆bin,n,≤p¯.
Similarly, let ∆bin,n,≥p¯ consist of binary distributions such
that for any q¯ ∈ ∆bin,n,≥p¯, each I1 ∈ I¯p¯ is contained in
some I2 ∈ I¯q¯ .
∆bin,n,≥p¯
def
= {q¯ ∈ ∆bin,n : ∀I1 ∈ I¯p¯, ∃I2 ∈ I¯q¯, I1 ⊆ I2}.
For example, if p¯ = (1/2, 1/4, 1/4), then (1/2, 1/2) ∈
∆bin,n,≥p¯, but (1/2, 1/8, 1/8, 1/4) /∈ ∆bin,n,≥p¯. A com-
plimentary relationship exists between ∆bin,n,≤p¯ and
∆bin,n,≥p¯. For any p¯1, p¯2 ∈ ∆bin,n, p¯1 ∈ ∆bin,n,≤p¯2 ⇔
p¯2 ∈ ∆bin,n,≥p¯1 .
4.2. The STITCH Routine
STITCH receives as input, Xn−1 and parameters d, α, .
The routine operates in i ∈ {1, . . . ,D} steps. Define
D(i)
def
= D − i and let
u¯i
def
=
(
1
2D(i)
, . . . ,
1
2D(i)
)
, I¯u¯i = (Iu¯i,1, . . . ,Iu¯i,2D(i)).
Initialize q¯0 ← (1/n, . . . ,1/n).
Start with i = 1 and assign s¯ ← q¯i−1. In each step, the
routine maintains this s¯ = q¯i−1 ∈ ∆bin,n,≤u¯i . This can
be seen from the initialization above for i = 1 since u¯1 =
(2/n, . . . ,2/n), and verified for i > 1. Thus, using I¯u¯i , we
may separate
I¯s¯ = (I¯s¯,1, . . . ,I¯s¯,2D(i)), s¯ = (s¯1, . . . ,s¯2D(i)),
where for each j ∈ {1, . . . ,2D(i)}, I¯s¯,j ⊆ I¯s¯ are inter-
vals in I¯s¯ whose union gives Iu¯i,j ∈ I¯u¯i . Let s¯j ∈ s¯
denote the empirical probabilities in s¯ corresponding to in-
tervals in I¯s¯,j . Notice that the sum of all probabilities in
s¯j ,
∑
s∈s¯j s = 1/2
D(i). Therefore the scaled 2D(i)s¯j is
an empirical distribution. For brevity, let the polynomial
estimate output by INT on Iu¯i,j , be denoted by
fˆIj
def
= fˆIu¯i,j ,INT.
Starting with j = 1, invoke COMP with arguments, the
polynomial estimate fˆIj , intervals I¯s¯,j and the empirical
distribution 2D(i)s¯j , samples Xn−1i,j ⊆ Xn−1 that lie in
Is¯,j , and parameters d,
γ
def
= α · rd · 
√
d+ 1.
This parameter, γ, is used to tune the bias-variance trade-
off. As will be shown subsequently, if γ → ∞, I¯s¯,j will
be merged, resulting in an estimate with a larger bias but
smaller variance. A small γ has the opposite effect.
Algorithm 1 STITCH
Input: Xn−1, d, α, 
Initialize D = log n, q¯ = (1/n, . . . ,1/n)
for i = 1 to D do
D(i)← D − i, s¯← q¯
for j = 1 to 2D(i) do
if COMP(fˆIj , I¯s¯,j , 2D(i)s¯j , X
n−1
i,j , d, γ) ≤ 0 then
s¯j ← (1/2D(i))
end if
end for
q¯ ← s¯
end for
Output: fˆI¯q¯,INT
If COMP(fˆIj , I¯s¯,j , 2
D(i)s¯j , X
n−1
i,j , d, γ) ≤ 0, merge I¯s¯,j
into a single interval Iu¯i,j . Accomplish this by updating s¯j
to a unitary value, its sum, (1/2D(i)). Otherwise, maintain
s¯ as is. Increment j within the range {1, . . . ,2D(i)} and
repeat this procedure.
After the entire run in j is complete, update q¯i ← s¯. If
D(i) = D − i > 0, increment i and repeat the same
steps. Otherwise, if D(i) = 0 or in other words if i = D,
STITCH, and in turn, SURF outputs the piecewise esti-
mate on I¯q¯D , i.e. fˆSURF = fˆI¯q¯D ,INT.
At each step i ∈ {1, . . . ,D}, STITCH calls COMP on
2D(i) intervals, each consisting of 2i samples. Thus each
step of STITCH takes O(2D(i) · (dτ + log(2i)) · 2i) =
O((dτ +log n)2D) time. The total time complexity is there-
fore O((dτ + log n)2DD) = O((dτ + log n)n log n).
4.3. The COMP Routine
COMP receives as input, a function fˆ , an interval partition
I¯
def
= I¯s¯ and the corresponding empirical distribution s¯,
samples Xm that lie in I¯ , and parameters d, γ.
Fix a p¯ ∈ ∆bin,m,≥s¯, and consider the piecewise polynomial
estimate on I¯p¯, fˆI¯p¯,INT. Define
ΛI¯p¯(fˆ)
def
= ‖fˆI¯p¯,INT − fˆ‖I¯p¯ , λp¯,γ
def
=
∑
p∈p¯
γ
√
p. (6)
COMP(fˆ) returns µI¯s¯,γ(fˆ), the largest difference between
ΛIp¯(fˆ) and λp¯,γ across all p¯ ∈ ∆bin,m,≥s¯,
µI¯s¯,γ(fˆ)
def
= max
p¯∈∆bin,m,≥s¯
ΛI¯p¯(fˆ)− λp¯,γ .
The quantity, ΛI¯p¯(fˆ) acts as a proxy for the increment in
bias that results if the piecewise estimate fˆI¯p¯,INT is merged
into fˆ , while λp¯,γ accounts for the deviation in fˆI¯p¯,INT
under Q. Notice that for any p¯ ∈ ∆bin,m,≥s¯, λp¯,γ ≤ λs¯,γ .
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Thus µI¯s¯,γ(fˆ) ≤ 0 if the decrease in deviation under I¯ = I¯s¯
is larger than the increased bias under any candidate I¯p¯. This
in turn signals STITCH to merge I¯ .
It may be shown that if s¯ = (1/m, . . . ,1/m), the cardinality,
|∆bin,m,≥s¯| = Ω(mc) for any c > 0. Therefore, naively
evaluating ΛIp¯(fˆ)− λp¯,γ over each p¯ ∈ ∆bin,m,≥s¯ incurs a
worst case time complexity that is super-linear inm. Instead,
COMP uses a simple divide-and-conquer procedure that
computes µI¯s¯,γ(fˆ) in time O((dτ + logm)m).
To describe this, notice that if I¯s¯ is a singleton (I), then
s¯ = (1), implying ∆bin,m,≥s¯ = {(1)}. In this case, obtain
fˆI,INT ∈ Pd and return
µI¯s¯,γ(fˆ) = ΛI¯(1)(fˆ)− λ(1),γ = ‖fˆI,INT − fˆ‖I¯(1) − γ
√
1.
If I¯s¯ is non singleton or s¯ 6= (1), any p¯ ∈ ∆bin,m,≥s¯ \
{(1)} may be split into two sub-distributions, p¯1, p¯2
that each sum to 1/2. For example, if the particular
p¯ = (1/4, 1/4, 1/8, 1/8, 1/4), it may be split into p¯1 =
(1/4, 1/4) and p¯2 = (1/8, 1/8, 1/4). The corresponding
interval partition is also split into I¯p¯ = (I¯p¯1 , I¯p¯2). Since
s¯ 6= (1), this may also be similarly split into s¯1 and s¯2. As
a consequence, I¯s¯ is also cleaved into (I¯s¯1 , I¯s¯2) correspond-
ing to s¯1 and s¯2. Using this observation,
max
p¯∈∆bin,m,≥s¯, p¯ 6=(1)
ΛI¯p¯(fˆ)− λp¯,γ
= max
p¯∈∆bin,m,≥s¯, p¯ 6=(1)
ΛI¯p¯1 (fˆ)− λp¯1,γ
+ ΛI¯p¯2 (fˆ)− λp¯2,γ
= max
p¯1∈∆bin,m/2,≥2s¯1
ΛI¯p¯1 (fˆ)− λp¯1,γ/√2
+ max
p¯2∈∆bin,m/2,≥2s¯2
ΛIp¯2 (fˆ)− λp¯2,γ/√2
= µI¯2s¯1 ,γ/
√
2(fˆ) + µI¯2s¯2 ,γ/
√
2(fˆ),
where 2s¯1, 2s¯2 are the normalized variants of s¯1, s¯2, and γ
is scaled by 1/
√
2 to accommodate for this scaling. By eval-
uating µI¯2s¯1 ,γ/
√
2(fˆ), µI¯2s¯1 ,γ/
√
2(fˆ) separately, and then
comparing their sum with ΛI¯(1)(fˆ)− λ(1),γ , we allow for a
recursive computation of µI¯s¯,γ(fˆ).
Let Xm1 and X
m
2 denote the samples in I¯s¯1 and I¯s¯2 respec-
tively. Using these arguments, call COMP on I¯s¯1 , s¯1 and
I¯s¯2 , s¯2, return the maximum as shown in Algorithm 2.
Now ΛI¯(1)(fˆ)− λ(1),γ is calculated by obtaining fˆI,INT ∈Pd from INT. Since I has m samples, from Theorem 2,
this takesO(m+dτ ) time. Further, notice that since both s¯1
and s¯2 sum to 1/2, the split I¯s¯ = (I¯s¯1 , I¯s¯2) occurs along the
median of Xm. Thus I¯s¯1 and I¯s¯2 has at most half the num-
ber of samples, m/2, and the time complexity of COMP,
Algorithm 2 COMP
Input: fˆ , I¯s¯, s¯, Xm, d,γ
I ← ∪I¯s¯, µ← ΛI(fˆ)− λs¯,γ
if |I¯| = 1 then
Return: µ
else
Return: max{µ,COMP(fˆ, I¯s¯1 , 2s¯1, Xm1 , d, γ/
√
2)
+ COMP(fˆ, I¯s¯2 , 2s¯2, X
m
2 , d, γ/
√
2)}
end if
T (m), is captured by
T (m) ≤ 2T (m/2) +O(m+ dτ ),
implying T (m) = O((dτ + logm)m).
Lemma 11 shows that underQ, fˆSURF is within a constant
factor of the best piecewise polynomial approximation over
any binary partition, plus its deviation in probability under
Q times O(
√
d+ 1).
Lemma 11. Given samples Xn−1 ∼ f , for some n that
is a power of 2, degree d ≤ 8 and the threshold α > 2,
SURF outputs fˆSURF in time O((dτ + log n)n log n) such
that under event Q,
‖fˆSURF − f‖1
≤ min
p¯∈∆bin,n
∑
I∈I¯p¯
(
(rd + 1) · α
α− 2 · infh∈Pd ‖h− f‖I
+
rd · (α
√
2 +
√
2− 1)√
2− 1 
√
(d+ 1)qI
)
,
where qI is the empirical mass under interval I , rd is the
constant corresponding to the INT routine in Theorem 2.
Lemma 11, along with Lemma 10 that establishes the ap-
proximating power of binary partitions proves Theorem 3.
5. Experiments
In all experiments in this section, SURF is run with α =
0.25 and errors are averaged over 10 runs. In running ADLS
we use the provided code as is.
The samples are generated using beta mixture distributions
over [0, 1], as they accommodate a wide range of shapes. We
obtained similar results for other smooth parametric families
such as the Gaussian, exponential, or Gamma distributions,
but omit them for brevity. Let fBeta,α,β be the beta density
with parameters α, β.
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Figure 1. Evaluation of the estimate output by SURF with degrees d = 1, 2, 3, α = 0.25, on the densities f1 = 0.4fBeta,3,4 + 0.6fBeta,5,2,
f2 = 0.4fBeta,10,3 + 0.6fBeta,2,8, and f3 = fBeta,6,6.
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Figure 2. SURF with degree d = 2, α = 0.25 estimating f = 0.3fBeta,3,10 + 0.7fBeta,17,4 with n = 1024, 4096, 16384, 65536 samples.
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Figure 3. Comparison of piecewise linear `1 errors of SURF and
ADLS on f = 0.4fBeta,0.8,4 + 0.6fBeta,2,2.
First, we run SURF to estimate three distributions: f1 =
0.4fBeta,3,4 + 0.6fBeta,5,2, f2 = 0.4fBeta,10,3 + 0.6fBeta,2,8,
and f3 = fBeta,6,6, shown in Figure 1(a). SURF estimates
the distributions using piecewise polynomials of degree
d = 1, 2, 3. Figures 1(b)–1(d) show the resulting `1 errors.
Observe that the errors are decaying, and are similar be-
tween distributions. This is not surprising since low degree
polynomial approximations largely rely on local smooth-
ness, which all of the considered densities possess. By the
same reasoning, on increasing d from 1 to 3, the variation
in error between distributions increases. The smoother f1
starts incurring a smaller `1 error than f2 and f3.
Next, we run SURF with d = 2 to esti-
mate f = 0.3fBeta,3,10 + 0.7fBeta,17,4 with
n = 1024, 4096, 16384, 65536. Figure 2 plots the
resulting estimates against f . Thus the estimate not only
successively better approximates f in `1 distance, but also
converges to it in a pointwise sense.
In Figure 3, we compare the `1 error in estimating the
distribution f = 0.4fBeta,0.8,4 + 0.6fBeta,2,2 using piece-
wise linear polynomials, as considered in (Acharya et al.,
2017). The plots correspond to the errors incurred on run-
ning SURF and ADLS with t = 5, 10, 20, 40. Observe
that depending on the number of pieces, the error incurred
by ADLS can be substantially larger than SURF. Signifi-
cantly, the t = 5 for which the results are comparable, is
also roughly the number of pieces that SURF outputs. Just
as we report for SURF, the errors under ADLS are also
very similar for other distributions such as the normal and
gamma mixtures. These conclusions are thus representative
of the overall behavior of the two algorithms.
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A. Intervals and Partitions
A.1. Proof of Lemma 5
Proof For simplicity, let
X
def
= Pa,b, p
def
= qa,b
so that X = Pa,b ∼ Beta(nqa,b, n(1− qa,b)) = Beta(np, n(1− p)). For any x, y ∈ R+, let B(x, y) = Γ(x)Γ(y)/Γ(x+ y)
denote the beta function and let a, b > 0 and x ∈ [0, 1],
Ix(a, b)
def
=
∫ x
0
za−1(1− z)b−1
B(a, b)
dz
be the incomplete beta function. Then,
Pr[X ≤ p− √p] (a)= Ip−√p(np, n(1− p))
(b)
=
n−1∑
i=np
(
n− 1
i
)
(p− √p)i(1− p+ √p)n−1−i
(c)
≤ e−(n−1)D(p||p−√p)
(d)
≤ e−(n−1) 
2
2 ,
where (a) follows by definition, (b) follows by the property of incomplete beta function (DLMF), (c) follows from the
Chernoff bound applied to the right tail of a Binom(n, p − √p) random variable, and (d) follows since D(x||y) ≤
(x− y)2/max{x, y}. Similarly,
Pr[X ≥ p+ √p] (a)= 1− I(p+√p)(np, n(1− p))
(b)
= 1−
n−1∑
i=np
(
n− 1
i
)
(p+ 
√
p)i(1− p− √p)n−1−i
≤
np∑
i=0
(
n− 1
i
)
(p+ 
√
p)i(1− p− √p)n−1−i
(c)
≤ e−(n−1)D(p||p+√p)
(d)
≤ e−(n−1) 
2p
2(p+
√
p) ,
where (a) follows by definition, (b) follows by the property of incomplete beta function (DLMF), and (c) follows from
Chernoff bound applied to the left tail of a Binom(n, p + 
√
p) random variable, and (d) follows since D(x||y) ≤
(x− y)2/max{x, y}.
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A.2. Proof of Lemma 6
Proof From using the union bound, we have
1− Pr[Q] = Pr
[∃0 ≤ a < b ≤ n : |Pa,b − qa,b| ≥ √qa,b]
≤
∑
0≤a<b≤n
Pr
[|Pa,b − qa,b| ≥ √qa,b]
(a)
≤
∑
0≤a<b≤n
(
e
−(n−1)2
2 + e
−(n−1)2qa,b
2(qa,b+
√
qa,b)
)
(b)
=
n(n+ 1)
2
(
e
−(n−1)2
2 + e
−(n−1)2qa,b
2(qa,b+
√
qa,b)
)
(c)
≤ n(n+ 1)
2
(
e
−(n−1)2
2 + e
− (n−1)2
2(1+
√
n)
)
,
where (a) follows from Lemma 5, (b) follows since |0 ≤ a < b ≤ n| = (n+12 ), and (c) follows since qa,b ≥ 1/n.
B. The Interpolation Routine
B.1. Proof of Lemma 7
Proof For a partition I¯ of I = [0, 1], and integrable functions g1, g2, define the distance
dI¯(g1, g2)
def
=
∑
J∈I¯
∣∣∣ ∫
J
g1 −
∫
J
g2
∣∣∣. (7)
In words, dI¯(g1, g2) is the sum of absolute differences between measures under g1 and g2 across all intervals in I¯ . For any
h ∈ Pd,
‖fˆn¯d − f‖I ≤ ‖h− f‖I + ‖fˆn¯d − h‖I
(a)
≤ ‖h− f‖I + rd(n¯d)dI¯n¯d (h, fˆn¯d)
(b)
≤ ‖h− f‖I + rd(n¯d)
(
dI¯n¯d
(h, f) + dI¯n¯d
(f, fˆn¯d)
)
(c)
≤ (1 + rd(n¯d)) ‖h− f‖I + rd(n¯d)dI¯n¯d (f, fˆn¯d)
(d)
≤ (1 + rd(n¯d)) ‖h− f‖I + rd(n¯d)
∑
J∈I¯n¯d
|PJ − qJ |
(e)
≤ (1 + rd(n¯d)) ‖h− f‖I + rd(n¯d)
∑
J∈I¯n¯d

√
qJ
(f)
≤ (1 + rd(n¯d)) ‖h− f‖I + rd(n¯d)
√
qI(d+ 1),
where (a) follows since (h− fˆI,n¯d) ∈ Pd, and from definitions of the ratio rd(n¯d) in Equation (3), (b) follows since the
dI¯ -distance satisfies the triangle inequality, (c) follows since the `1 distance upper bounds dI¯−distance, (d) follows since
fˆn¯d , by definition, is the polynomial such that
∫
J
fˆn¯d = qJ ∀J ∈ I¯n¯d , and the interval probability PJ def=
∫
J
f , (e) follows
under event Q, and (f) follows since by the concavity of
√
x for x ≥ 0, the sum∑J∈I¯n¯d √qJ is maximized if for each
J ∈ I¯n¯d , qJ = (
∑
J∈I¯n¯d qJ)/|I¯n¯d | = qI/(d+ 1).
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B.2. Proof of Lemma 8
Proof Fix h ∈ Pd. Let (β1, , . . . ,, βd0) be the roots of h in [0, 1] for some β1 ≤ , . . . , ≤ βd0 , 0 ≤ d0 ≤ d. Let
β0
def
= 0, βd0+1
def
= 1. Then notice that
∫ 1
0
|h| =
d0+1∑
i=1
∣∣∣ ∫ βi
βi−1
h
∣∣∣ (a)≤ sup
m¯d∈Nd
d+1∑
i=1
∣∣∣ ∫ mi
mi−1
h
∣∣∣ = sup
m¯d∈Nd
max
s¯∈{0,1}d+1
d+1∑
i=1
(−1)si
∫ mi
mi−1
h
(b)
≤
∫ 1
0
|h|,
where (a) follows since on padding d− d0 zeros, (0, · · · , 0, β0, . . . ,βd+1) ∈ Nd. Thus (b) is, in fact, an equality, implying
rd(n¯d) = sup
h∈Pd
r(n¯d, h) = sup
h∈Pd
∫ 1
0
|h|∑d+1
i=1 |
∫ ni
ni−1
h|
= sup
h∈Pd
supm¯d∈Nd maxs¯∈{0,1}d+1
∑d+1
i=1 (−1)si
∫mi
mi−1
h∑d+1
i=1 |
∫ ni
ni−1
h|
= sup
m¯d∈Nd
max
s¯∈{0,1}d+1
sup
h∈Pd
∑d+1
i=1 (−1)si
∫mi
mi−1
h∑d+1
i=1 |
∫ ni
ni−1
h|
.
Denote h =
∑d+1
i=1 ci · xi−1 and let c¯ def= (c1, . . . ,cd+1). Notice that since r(n¯d, h) ≥ 1 for any h ∈ Pd, and since
rd(n¯d, 0)
def
= 1, WLOG assume h 6= 0 or c¯ 6= 0¯ def= (0, . . . ,0). By linearity of the integral of h in c¯, recast rd(n¯d) into
rd(n¯d) = sup
m¯d∈Nd
max
s¯∈{0,1}d+1
sup
c¯∈Rd+1\{0¯}
∑d+1
i=1 ciµi∑d+1
i=1 |
∑d+1
j=1 cjλi,j |
,
where for any i, j ∈ {1, . . . ,d+ 1}, µi ∈ R is a function of m¯d, s¯ and λi,j ∈ R is a function of n¯d. Observe that n¯d is given,
and additionally fix m¯d ∈ Nd, s¯ ∈ {0, 1}d+1. Since the objective function here is a ratio whose denominator is positive
(since h 6= 0), WLOG set the numerator to 1 via the constraint∑d+1i=1 ciµi = 1 and convert it to a linear program as:
max
1∑d+1
i=1 vi
: c¯, v¯ ∈ Rd+1, vi ≥
d+1∑
j=1
cjλi,j , vi ≥ −
d+1∑
j=1
cjλi,j ,
d+1∑
i=1
ciµi = 1,
where v¯ def= (v1, . . . ,vd+1). Observe that these constraints give rise to a bounded region, and since this is a linear program,
there exists a solution at some corner point involving at least 2 · (d + 1) equalities, one for each variable. In any such
solution, since the equality:
∑d+1
i=1 ciµi = 1 is always active, at least 2 · (d+ 1)− 1 of the other inequalities attain equality.
Notice that for any i ∈ {1, . . . ,d+ 1}, vi = 0 if both
vi =
d+1∑
j=1
cjλi,j and vi = −
d+1∑
j=1
cjλi,j hold.
Thus in this corner point solution, vi 6= 0 for at most one i ∈ {1, . . . ,d+ 1}. Let
Dn¯d =
{
c¯ ∈ Rd+1 \ {0¯} : ∃i1 ∈ {1, . . . ,d+ 1} : ∀i 6= i1, |
d+1∑
j=1
cjλi,j | = 0
}
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This implies
rd(n¯d) = sup
m¯d∈Nd
max
s¯∈{0,1}d+1
sup
c¯∈Rd+1\{0¯}
∑d+1
i=1 ciµi∑d+1
i=1 |
∑d+1
j=1 cjλi,j |
= sup
m¯d∈Nd
max
s¯∈{0,1}d+1
max
c¯∈Dn¯d
∑d+1
i=1 ciµi∑d+1
i=1 |
∑d+1
j=1 cjλi,j |
= sup
m¯d∈Nd
max
s¯∈{0,1}d+1
max
h∈Pn¯d
∑d+1
i=1 (−1)si
∫mi
mi−1
h∑d+1
i=1 |
∫ ni
ni−1
h|
= max
h∈Pn¯d
sup
m¯d∈Nd
max
s¯∈{0,1}d+1
∑d+1
i=1 (−1)si
∫mi
mi−1
h∑d+1
i=1 |
∫ ni
ni−1
h|
= max
h∈Pn¯d
∫ 1
0
|h|∑d+1
i=1 |
∫ ni
ni−1
h|
= max
h∈Pn¯d
rd(n¯d, h).
B.3. Proof of Lemma 9
Proof For any polynomial h ∈ Pd, the ratio r(n¯d, h) is invariant to multiplying both the numerator and denominator
by a constant. Thus, WLOG consider polynomials whose leading coefficient is 1. Then for any n¯d ∈ Nd, Pn¯d =
(hn¯d,1, . . . ,hn¯d,d+1), is a set consisting of d + 1 unique polynomials, where each hn¯d,i, i ∈ {1, . . . ,d + 1} is that
polynomial with 0 area in all intervals in I¯n¯d except In¯d,i.
Case d = 0: Here N0 = {(0, 1)} and is a singleton set. Since any h ∈ P0 is a constant value,
∫ 1
0
|h| = | ∫ 1
0
h|. Therefore
r?0 = maxh∈P0 r(n¯d, h) = 1.
Case d = 1: Let n¯1 = (0,m, 1). In this case hn¯d,1(x) = x−m/2 and hn¯d,2(x) = x− (1 +m)/2. Using Lemma 8,
r1(n¯d) = max
h∈Pn¯d
r(n¯d, h) = max{r(n¯d, hn¯d,1), r(n¯d, hn¯d,2)}
= max
{m2/4 + (1−m/2)2
1−m ,
(1−m)2/4 + ((1 +m)/2)2
m
}
.
r1(n¯d) is minimized for m? = 1/2, giving r?1 = (1/16 + 9/16)/(1/2) = 1.25.
Case d = 2: By symmetry, the minimizing node partition is symmetric about 0.5. Thus WLOG let n¯2 = (0,m, 1−m, 1)
for some m ≤ 0.5. Among the d + 1 = 3 polynomials in Pn¯2 , by symmetry of n¯2, r2(hn¯d,1) = r2(hn¯d,3). Thus we
consider the larger ratio across only two polynomials, hn¯d,2, hn¯d,3.
Denote the polynomial as hn¯d,2(x) = (x− a2)2 − b22 and upon setting the respective integrals to 0,∣∣∣m3
3
− a2m2 + (a22 − b22)m
∣∣∣ = 0, ∣∣∣1− (1−m)3
3
− a2(1− (1−m)2) + (a22 − b22)m
∣∣∣ = 0
=⇒ a2 = 1
2
, b22 =
3(m2 −m) + 1
9
.
Representing hn¯d,3(x) = (x− a3)2 − b23 and repeating the same steps,∣∣∣m3
3
− a3m2 + (a23 − b23)m
∣∣∣ = 0, ∣∣∣ (1−m)3 −m3
3
− a3((1−m)2 −m2) + (a23 − b23)(1− 2m)
∣∣∣ = 0
=⇒ a3 = 1
3
, b23 =
4m2 − 6m+ 3
3
.
The corresponding r(n¯d, hn¯d,2) and r(n¯d, hn¯d,3) are given by
8
(
1−3m(1−m)
9
)3/2
m(1−m) + 1,
2
(
(2m−1)(2m−2)+1
3
)3/2
(2m− 1)(m− 1) − 1.
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From simultaneously minimizing the above expressions by equating them, the optimal m is the root of
q2(m) = −26624
729
m14 +
193280
729
m13 − 211024
243
m12 +
3703648
2187
m11 − 4790776
2187
m10 +
39108232
19683
m9
− 8554775
6561
m8 +
12357280
19683
m7 − 13004032
59049
m6 +
1061792
19683
m5 − 4350752
531441
m4 +
246976
531441
m3
+
11840
177147
m2 − 6656
531441
m+
256
531441
near 0.26. Thus the optimal m? ≈ 0.2599 and the corresponding r?2 ≈ 1.423.
Case d = 3: By symmetry, as before, WLOG let n¯d = (0,m, 0.5, 1 −m, 1). This reduces the search space to just two
polynomials, hn¯d,1, hn¯d,2. The optimal m occurs as the root of
q3(m)
def
= m69 +
2233
46
m68 +
3394851
2944
m67 − 26295551
1472
m66 +
76466381715
376832
m65 − 1357944230009
753664
m64
+
627961733592749
48234496
m63 − 3795194179761079
48234496
m62 +
1252499739594399621
3087007744
m61 − 5593584650474780121
3087007744
m60
+
87541700408454835933
12348030976
m59 − 9689649149944354300097
395136991232
m58
+
477481388280085878102175
6322191859712
m57 − 1316816736336377796401265
6322191859712
m56
+
104518853645525535726426411
202310139510784
m55 − 935729957191660731330480575
809240558043136
m54
+
1894032003216065918256250147
809240558043136
m53 − 111070063686665905121657252873
25895697857380352
m52
+
2947966937880382636398337723253
414331165718085632
m51 − 96053130159826779148472826511
9007199254740992
m50
+
5957768773291898355944143881565
414331165718085632
m49 − 28666092800309188568756667723285
1657324662872342528
m48
+
1936825259310147713677259087614429
106068778423829921792
m47 − 216663456959495677102483903955187
13258597302978740224
m46
+
4797689934446961630160031643189779
424275113695319687168
m45 − 6609917603386978813128872815736861
1697100454781278748672
m44
− 1831051294952734349349124229564767
424275113695319687168
m43 +
77448257249275962672807384094624197
6788401819125114994688
m42
− 3438211574596414864435399648557575571
217228858212003679830016
m41 +
14691873341415043555417961121466375911
868915432848014719320064
m40
− 52197058412928213666930233026164438477
3475661731392058877280256
m39 +
626588406181557032617836659688444683449
55610587702272942036484096
m38
− 1555525051509188771980730278198868813547
222442350809091768145936384
m37 +
2911728348738530370986950039544396475929
889769403236367072583745536
m36
− 415629763783269606797247480824967018319
618970019642690137449562112
m35 − 21293950227855325096203381076755307029285
28472620903563746322679857152
m34
+
568117182824342053622453013472967651433283
455561934457019941162877714432
m33 − 544176155073471826876603760623685652791461
455561934457019941162877714432
m32
+
26510792231823207111468208052472537291091795
29155963805249276234424173723648
m31
− 4339252967361049353363803334422356143484711
7288990951312319058606043430912
m30
+
80732188658524254663695919868749449919506951
233247710441994209875393389789184
m29
− 21178612540977853104278860543475186392271681
116623855220997104937696694894592
m28
+
80945977995703186772569013525777965350114711
932990841767976839501573559156736
m27
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− 17702912107607481296775724392303230443070095
466495420883988419750786779578368
m26
+
113795689628398207709330045266274999410341749
7463926734143814716012588473253888
m25
− 21034631455622622763256522489198166970683613
3731963367071907358006294236626944
m24
+
229167532475013797669274973054071362594872031
119422827746301035456201415572062208
m23
− 17963282649430914596699742603270996080670419
29855706936575258864050353893015552
m22
+
165857532854257459359651249063603517430127219
955382621970408283649611324576497664
m21
− 21988393007280087042133518345726499678514793
477691310985204141824805662288248832
m20
+
2673062517068208952962202401457887091620815
238845655492602070912402831144124416
m19
− 4753573760248527366859497435267453417384687
1910765243940816567299222649152995328
m18
+
7698530432612172216840174126420917394335697
15286121951526532538393781193223962624
m17 − 88254391793832097376072061503233796540539
955382621970408283649611324576497664
m16
+
466181759012121800363517839555926856292931
30572243903053065076787562386447925248
m15 − 34314489379863699139383468530966229926169
15286121951526532538393781193223962624
m14
+
71176987410160907949890583502121075660389
244577951224424520614300499091583401984
m13 − 3987333962073343668163889901656755306225
122288975612212260307150249545791700992
m12
+
748668655114740354600745066271570265031
244577951224424520614300499091583401984
m11 − 110845256761306163606440669442292637027
489155902448849041228600998183166803968
m10
+
1899176964083859703283044829743633209
170141183460469231731687303715884105728
m9 − 2073921584792354563737120211683341
42535295865117307932921825928971026432
m8
− 3440239020182100263379082512521175
61144487806106130153575124772895850496
m7 +
4264138856148752641548430451717
664613997892457936451903530140172288
m6
− 3117503551035781118929644883731
7643060975763266269196890596611981312
m5 +
29037077182037119112722125423
1910765243940816567299222649152995328
m4
− 46083309361423573178372679
238845655492602070912402831144124416
m3 − 597811927318403605685541
59711413873150517728100707786031104
m2
+
30104861649982869480831
59711413873150517728100707786031104
m− 105905655782897976459
14927853468287629432025176946507776
near 0.155. This gives m? ≈ 0.1548 and the corresponding r?3 ≈ 1.559.
For degrees 4 ≤ d ≤ 8, we use numerical methods on top of Lemma 8 to derive n¯d ∈ Nd and the corresponding rd(n¯d).
These values populate the second table in Lemma 9.
C. The Compare and Stitch Routines
C.1. Proof of Lemma 10
Proof As observed in Equation (1), any q ∈ q¯ ∈ ∆emp,n is an integral multiple of 1/n. Observing that log2 n is an integer,
we may decompose q along its binary expansion as
q =
log2 n∑
j=0
2−jbj ,
for some bj ∈ {0, 1}, j ∈ {1, . . . , log2 n}. Replace each q ∈ q¯ with the vector (2−0b0, 2−1b1, · · · ) to obtain q¯′ ∈ ∆bin,n.
From the property of the geometric sum,
log2 n∑
j=0
√
2−jbj ≤
√
q√
2− 1 .
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Finally ‖f?
I¯q¯′
− f‖1 ≤ ‖f?I¯q¯ − f‖1 since I¯q¯′ being a finer partition than I¯q¯ , f?I¯q¯′ is a closer approximation to f than f
?
I¯q¯
.
C.2. Proof of Lemma 11
Proof For any interval I , let
f?I
def
= arg min
h∈Pd
‖h− f‖I ,
and for any partition I¯ , let f?
I¯
be the piecewise polynomial that equals f?I in each I ∈ I¯ . For simplicity let Iq¯ def= Iq¯D denote
the final partition and q¯ def= q¯D the corresponding empirical distribution. Consider any p¯ ∈ ∆bin,n and its associated interval
partition, I¯p¯. Two interval partitions I¯1, I¯2 corresponding to binary distributions have the following property: Any interval
in I¯1 is either completely contained within some interval in I¯2, or is a union of contiguous intervals from I¯2. As a result I¯q¯
may partitioned into three classes of intervals:
I¯1q¯I¯
3
q¯ I¯
2
q¯ I¯
2
q¯ I¯
3
q¯ I¯
3
q¯I¯q¯
I¯p¯
I¯3p¯ I¯
3
p¯ I¯
1
p¯ I¯
2
p¯
I¯3p¯
Figure 4. Illustration of I¯q¯ being partitioned into I¯1q¯ , I¯2q¯ and I¯3q¯ using I¯p¯.
• I¯1q¯ , composed of intervals that are equal to some interval in I¯p¯,
• I¯2q¯ , that consists of intervals that lie strictly within some interval in I¯p¯,
• I¯3q¯ , containing intervals that are unions of more than one interval from I¯p¯.
This is shown in Figure 4. Lemmas 12, 13, 14 address each of these intervals separately. Combining the lemmas,
‖fˆI¯q¯ − f‖1 = ‖fˆI¯q¯ − f‖I¯1q¯ + ‖fˆI¯q¯ − f‖I¯2q¯ + ‖fˆI¯q¯ − f‖I¯3q¯
≤ (rd + 1) · ‖f?I¯p¯ − f‖I¯1q¯ +
∑
I∈I¯1p¯
rd · 
√
(d+ 1)pI
+
(rd + 1) · α
α− 2 · ‖f
?
I¯p¯
− f‖
I¯2q¯
+
1
α− 1
∑
I∈I¯2p¯
rd · 
√
(d+ 1)pI
+ (rd + 1) · ‖f?I¯p¯ − f‖I¯3q¯ +
α
√
2 +
√
2− 1√
2− 1
∑
I∈I¯3p¯
rd · 
√
(d+ 1)pI
(a)
≤ (rd + 1) · α
α− 2 ‖f
?
I¯p¯
− f‖1 + α
√
2 +
√
2− 1√
2− 1
∑
I∈I¯p¯
rd · 
√
(d+ 1)pI ,
where (a) follows since α > 2⇒ 1/(α− 1) < 1 < (α√2 +√2− 1)/(√2− 1).
Lemma 12. For the final partition I¯q¯ in the run of STITCH and any p¯ ∈ ∆bin,n, let I¯1q¯ ⊆ I¯q¯ be the intervals that intersect
with I¯p¯. Let I¯1p¯ = I¯
1
q¯ ⊆ I¯p¯ denote the corresponding collection in I¯p¯. Then,
‖fˆI¯q¯ − f‖I¯1q¯ ≤ (rd + 1) · ‖f
?
I¯p¯
− f‖
I¯1q¯
+
∑
I∈I¯1p¯
rd · 
√
(d+ 1)pI ,
Proof Follows from Theorem 2 and noticing that intervals in I¯1q¯ and I¯1p¯ coincide.
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Lemma 13. For the final partition I¯q¯ in the run of STITCH and any p¯ ∈ ∆bin,n, let I¯2q¯ ⊆ I¯q¯ be the intervals that do not
intersect with, and strictly lie in some interval in I¯p¯. Let I¯2p¯ ⊆ I¯p¯ be the corresponding intervals that contain I¯2q¯ . Then,
‖fˆI¯q¯ − f‖I¯2q¯ ≤
(rd + 1) · α
α− 2 · ‖f
?
I¯p¯
− f‖
I¯2q¯
+
1
α− 1
∑
I∈I¯2p¯
rd · 
√
(d+ 1)pI .
Proof Notice that all intervals in I¯2q¯ are strictly contained within some interval in I¯2p¯ . Using this, we further partition
I¯2q¯ using intervals in I¯
2
p¯ . Fix an I ∈ I¯2p¯ and let I¯ ∈ I¯2q¯ be intervals whose union gives I . Let q¯I¯ ⊆ q¯ denote the empirical
probabilities corresponding to I¯ and let pI denote the empirical probability under I .
I ∈ I¯2p¯
I¯s¯1I
I¯s¯I
I¯ ∈ I¯2q¯
I ′
I¯ ′ ∈ I¯
Figure 5. Illustration of I¯ ∈ I¯2q¯ , I¯s¯I and I¯s¯1I corresponding to a particular I ∈ I¯
2
p¯ .
While q¯I¯ is a sub-distribution in general, WLOG assume q¯I¯ is a distribution. Now, at some point in the run of STITCH,
COMP was called with fˆI,INT, I¯ , q¯I¯ , and it was in-turn declared that I¯ was not to be merged into I . Therefore, for the
µI¯,γ(fˆI,INT) attaining binary distribution, s¯I ∈ ∆bin,n,≥q¯I¯ , ΛIs¯I (fˆI,INT)− λs¯I ,γ ≥ 0. It follows that∑
s∈s¯I
α · rd · 
√
(d+ 1)s = λs¯I ,γ ≤ ΛIs¯I (fˆI,INT)
= ‖fˆI,INT − fˆI¯s¯I ‖I
≤ ‖fˆI,INT − f‖I + ‖f − fˆI¯s¯I ‖I
(a)
≤ (rd + 1) · ‖f?I − f‖I + rd · 
√
(d+ 1)pI
+ (rd + 1) · ‖f?I¯s¯I − f‖I +
∑
s∈s¯I
rd · 
√
(d+ 1)s
(b)
≤ 2(rd + 1) · ‖f?I − f‖I + rd · 
√
(d+ 1)pI +
∑
s∈s¯I
rd · 
√
(d+ 1)s,
where (a) follows from in Theorem 2, (b) follows since I being the union of I¯q¯I is also the union of I¯s¯I , and f
?
I is therefore
a coarser approximation to f than f?
I¯s¯I
, giving rise to a larger `1 distance. Rearrange this to obtain∑
s∈s¯I
rd · 
√
(d+ 1)s ≤ 1
α− 1 ·
(
2(rd + 1) · ‖f?I − f‖I + rd · 
√
(d+ 1)pI
)
. (8)
Consider a fixed I ′ ∈ I¯s¯I and let I¯ ′ ∈ I¯ be the intervals under I¯ whose union gives I ′. We recursively use the same argument
to bound the LHS of Equation (8). This is shown for the leftmost interval of I¯s¯I in Figure 5. Let q¯I¯′ be the corresponding
probabilities under I¯ ′ and let sI′ denote the empirical probability under I ′. Notice that in some previous step of STITCH,
as was for I , COMP was invoked with fˆI′,INT, I¯ ′, q¯I¯′ , for which µI¯′,γ(fˆI′,INT) ≥ 0. Repeat the same procedure as above
to obtain ∑
s∈s¯I′
rd · 
√
(d+ 1)s ≤ 1
α− 1 ·
(
2(rd + 1) · ‖f?I′ − f‖I′ + rd · 
√
(d+ 1)sI′
)
(a)
≤ 1
α− 1 ·
(
2(rd + 1) · ‖f?I − f‖I′ + rd · 
√
(d+ 1)sI′
)
, (9)
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where s¯I′ here is the binary distribution which attains µI¯′,γ(fˆI′,INT), and (a) follows because I ′ being an interval within
I , f?I is a coarser approximation to f than f
?
I′ . Summing Equation (9) for each such I
′, accumulate the distribution
s¯1I
def
= (∪I′∈I¯s¯I s¯I′), and using Equation (8), the inequality,∑
s∈s¯1I
rd · 
√
(d+ 1)s ≤
(
1
α− 1 +
1
(α− 1)2
)
· 2(rd + 1) · ‖f?I − f‖I +
1
α− 1 · rd · 
√
(d+ 1)pI . (10)
Notice that while both s¯I , s¯1I ∈ ∆bin,n,≥q¯I , s¯1I is at least one notch closer to q¯I as s¯1I ∈ ∆bin,n,<s¯I . Since the number of
binary distributions is finite, on recursively using this argument, summation across q¯I is eventually obtained on the LHS.
Iterating on this procedure yields the upper bound
∑
q∈q¯I¯
rd · 
√
(d+ 1)q ≤
(
1
α− 1 +
1
(α− 1)2 + · · ·
)
· 2(rd + 1) · ‖f?I − f‖I +
1
α− 1rd · 
√
(d+ 1)pI
(a)
≤ 2(rd + 1)
α− 2 · ‖f
?
I − f‖I +
1
α− 1 · rd · 
√
(d+ 1)pI ,
where (a) follows since α > 2. Repeating this argument across each I ∈ I¯2p¯ ,∑
I∈I¯2q¯
rd · 
√
(d+ 1)qI ≤ 2(rd + 1)
α− 2 · ‖f
?
I¯p¯
− f‖
I¯2q¯
+
1
α− 1
∑
I∈I¯2p¯
rd · 
√
(d+ 1)pI . (11)
This finally gives us
‖fˆI¯q¯ − f‖I¯2q¯
(a)
≤ (rd + 1) · ‖f?I¯q¯ − f‖I¯2q¯ +
∑
I∈I¯2q¯
rd · 
√
(d+ 1)qI
(b)
≤ (rd + 1) · ‖f?I¯p¯ − f‖I¯2q¯ +
∑
I∈I¯2q¯
rd · 
√
(d+ 1)qI
≤ (rd + 1)
(
1 +
2
α− 2
)
‖f?I¯p¯ − f‖I¯2q¯ +
1
α− 1
∑
I∈I¯2p¯
rd · 
√
(d+ 1)pI ,
where (a) follows from Theorem 2, (b) follows since, by definition, intervals in I¯2q¯ lie within those in I¯
2
p¯ , and thus f
?
I¯p¯
is a
coarser approximation to f than f?
I¯q¯
in I¯2q¯ , and finally (c) follows by plugging in Equation (11).
Lemma 14. For the final partition I¯q¯ in the run of STITCH and any p¯ ∈ ∆bin,n, let I¯3q¯ ⊆ I¯q¯ be intervals that are unions
of more than one interval from I¯p¯. Let I¯3p¯ ⊆ I¯p¯ be the corresponding intervals whose union gives I¯3q¯ . Then,
‖fˆI¯q¯ − f‖I¯3q¯ ≤ (rd + 1) · ‖f
?
I¯p¯
− f‖
I¯3q¯
+
α
√
2 +
√
2− 1√
2− 1
∑
I∈I¯3p¯
rd · 
√
(d+ 1)pI .
Proof Fix an I ∈ I¯1q¯ and let qI be its empirical probability. Let I¯p¯,I ∈ I¯p¯ indicate intervals under I¯p¯ whose union gives I
and let p¯I ⊆ p¯ denote the corresponding empirical probabilities under I¯p¯,I . In run of STITCH, let the interval collection that
was merged to create I be denoted by I¯q¯,I , and its collection of empirical probabilities by q¯I . While p¯I is a sub-distribution
in general, WLOG assume it is a distribution. This also implies q¯I is a distribution.
Using I¯q¯,I , separate I¯p¯,I into
• I¯1p¯,I , consisting of intervals in I¯p¯,I that are equal to, or unions of intervals from I¯q¯,I .
• I¯2p¯,I , intervals in I¯p¯,I that lie strictly inside some interval in I¯q¯,I .
SURF Algorithm
Let I¯2q¯,I ⊆ be the corresponding intervals in I¯q¯,I that contain I¯2p¯,I . Let p¯1I , p¯2I be empirical probabilities corresponding to
I¯1p¯,I , I¯
2
p¯,I respectively. Similarly let q¯
2
I correspond to I¯
2
q¯,I . This is shown in Figure 6, where the arrow indicates the collection
of intervals merged by STITCH.
I ∈ I¯3q¯
I¯q¯,I
I¯p¯,I
I ′ ∈ I¯2q¯,I
I¯2q¯,I I¯
1
q¯,I
I¯2p¯,I I¯
1
p¯,I
J¯p¯,I = I¯
1
p¯,I ∪ I¯2q¯,I
I¯p¯,I ′
I¯q¯,I ′
I¯2p¯,I′I¯
1
p¯,I′
I¯1q¯,I′ I¯
2
q¯,I′
I ′′ ∈ I¯2q¯,I ′
I¯q¯,I′′ = I¯
1
q¯,I′′
I¯p¯,I′′ = I¯
1
p¯,I′′
Figure 6. Illustration of proof construction for a particular I ∈ I¯3q¯ .
Modify I¯p¯,I to obtain a new partition J¯p¯,I
def
= I¯1p¯,I ∪ I¯2q¯,I . Now each interval in J¯p¯,I is equal to, or is a union of intervals
from I¯q¯,I . Equivalently, if s¯ is the empirical distribution corresponding to J¯p¯,I , s¯ ∈ ∆bin,n,≥q¯I . Since I was merged when
the merging routine was called with fˆI,INT, I¯q¯,I , q¯I , it implies λs¯,γ ≥ ΛIs¯(fˆI,INT). Therefore
‖fˆI¯q¯ − f‖I ≤ ‖fˆJ¯p¯,I − f‖I + ‖fˆI¯q¯ − fˆJ¯p¯,I‖I
(a)
= ‖fˆJ¯p¯,I − f‖I + ΛIs¯(fˆI,INT)
≤ ‖fˆJ¯p¯,I − f‖I + λs¯,γ
(b)
= ‖fˆJ¯p¯,I − f‖J¯p¯,I + λs¯,γ
= ‖fˆJ¯p¯,I − f‖J¯p¯,I + α
∑
s∈s¯
rd · 
√
(d+ 1)s
(c)
= ‖fˆI¯1p¯,I − f‖I¯1p¯,I + α
∑
p∈p¯1I
rd · 
√
(d+ 1)p
+ ‖fˆI¯2q¯,I − f‖I¯2q¯,I + α
∑
q∈q¯2I
rd · 
√
(d+ 1)q
(d)
= ‖fˆI¯p¯ − f‖I¯1p¯,I + α
∑
p∈p¯1I
rd · 
√
(d+ 1)p
+ ‖fˆI¯2q¯,I − f‖I¯2q¯,I + α
∑
q∈q¯2I
rd · 
√
(d+ 1)q, (12)
where (a) follows since by definition, fˆI¯q¯ = fˆI,INT in interval I , (b) follows since J¯p¯,I being a partition of I lies in the
same region as I , (c) follows since J¯p¯,I = I¯1p¯,I ∪ I¯2q¯,I , and (d) follows since fˆI¯p¯ = fˆI¯1p¯,I in I¯1p¯,I as I¯1p¯,I ⊆ I¯p¯.
Now consider an interval I ′ ∈ I¯2q¯,I . Since I¯2q¯,I ⊆ I¯q¯,I , and since I¯q¯,I , by definition, are intervals that were merged to
produce I , it follows that I ′ in turn was an interval that was merged into in some previous step of STITCH. As before, let
the intervals that were merged to generate I ′ be denoted by I¯q¯,I′ . Further, by definition of I¯2q¯,I , all intervals in it occur as
unions of those in I¯2p¯,I , and so does I
′. Let I¯p¯,I′ ⊆ I¯2p¯,I be these intervals whose union gives I ′. Repeat the same argument
SURF Algorithm
as above to obtain
‖fˆI¯2q¯ − f‖I′ ≤ ‖fˆI¯p¯ − f‖I¯1p¯,I′ + α
∑
p∈p¯1
I′
rd · 
√
(d+ 1)p
+ ‖fˆI¯2
q¯,I′
− f‖
I¯2
q¯,I′
+ α
∑
q∈q¯2
I′
rd · 
√
(d+ 1)q, (13)
where each of I¯1p¯,I′ , p¯
1
I′ , I¯
2
q¯,I′ and q¯
2
I′ are defined in exactly the same manner as was for I , but by replacing I
′ in all
definitions. Since I¯1p¯,I′ ⊆ I¯2p¯,I ⊆ I¯p¯, substituting Equation (13) into (12), a larger portion of I is bounded using the
difference ‖fˆI¯p¯ − f‖. Upon repeating the same argument for all ‖fˆI¯q¯ − f‖ terms that remain, a bound on the RHS is
obtained that consists exclusively of ‖fˆI¯p¯ − f‖. The entire procedure is shown in Figure 6.
Further, from Lemma 15, the sum of all the -deviation terms that results on the RHS from repeating the argument is
bounded by
√
2/(
√
2− 1) times the total -deviation in I¯3p¯ . This results in
‖fˆI − f‖I ≤ ‖fˆI¯p¯ − f‖I +
α√
2− 1
∑
p∈p¯I
rd · 
√
(d+ 1)p
(a)
≤ (rd + 1) · ‖f?I¯p¯ − f‖I +
(
1 +
α
√
2√
2− 1
)∑
p∈p¯I
rd · 
√
(d+ 1)p,
where (a) follows from Theorem 2. Repeating across I ∈ I¯3q¯ gives
‖fˆI¯q¯ − f‖I¯3q¯ ≤ (rd + 1) · ‖f
?
I¯p¯
− f‖
I¯3q¯
+
(
1 +
α
√
2√
2− 1
)∑
I∈I¯3p¯
rd · 
√
(d+ 1)pI .
Lemma 15. Suppose in the run of STITCH, a collection of consecutive intervals I¯1 was merged in k − 1 steps to generate
I¯k, and suppose I¯2, . . . ,I¯k−1 are the intermediate interval collections. Then,
k∑
i=1
∑
I∈I¯i
√
qI ≤
∑
I∈I¯1
√
2√
2− 1
√
qI .
Proof WLOG assume q¯I¯1 is a distribution, which also implies q¯I¯i is a distribution ∀i ∈ {2, . . . ,k}. Notice that for any
i ∈ {2, . . . ,k}, q¯I¯i ∈ ∆bin,n,≥q¯I¯i−1 . Thus |I¯i| ≤ 1/2 · |I¯i−1|, where |I¯| denotes the number of intervals in I¯ . By concavity
of
√
x for x ≥ 0, the sum∑I∈I¯i √qI is maximized for a given q¯I¯i−1 , if |I¯i−1| = 2 · |I¯i|. Since this equality is attained iff
q¯I¯i−1 is the uniform distribution over |I¯i−1| elements and q¯I¯i is uniform over |I¯i| = 1/2 · |I¯i−1| elements,∑
I∈I¯i
√
qI ≤ 1√
2
∑
I∈I¯i−1
√
qI .
This implies
k∑
i=1
∑
I∈I¯i
√
qI ≤
k∑
i=1
(
1√
2
)i−1
·
∑
I∈I¯1
√
qI ≤
√
2√
2− 1
∑
I∈I¯1
√
qI .
