In this paper, I argue that while normative ethical concerns such as fairness and accountability must be addressed in the design of intelligent software, these concerns are far removed from traditional software engineering practice. After reviewing representative illustrations of such ethical hazards arising from the use of intelligent applications, I discuss current practices that might contribute to software engineering practices to assure that intelligent software is safe to use, i.e., free of ethical hazard.
INTRODUCTION
In the past few years, we have witnessed a small number of breathtaking showcases of ML technology. More significant still are the myriad applications of ML and big data analytics. These have become a pervasive, if concealed, determinant of online and offline social reality-in mediating how we interact with one another, with businesses, and with government. And this has happened over a remarkably short period of time.
In this paper I refer to the various forms of ML and data analysis technology as algorithmic intelligence, and applications/services that make use of these enablers as intelligent applications/services, or sometimes simply intelligent software. There is now a substantial body of knowledge and practice available to software developers Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. SE4COG '18, May 28-29, 2018 about various forms of algorithmic intelligence, and how they are used. Open source software libraries for building intelligent applications are widely available, and commercial platforms are evolving quickly in both the capabilities offered and the ease with which these capabilities can be incorporated into new applications. Commercial competition for expertise and mindshare is fierce. Colleges and universities are racing to meet industry demand by incorporating elements of machine learning, data mining and big data into their undergraduate curricula.
As the software industry has learned about the many ways that intelligent software can be used, it has also become increasingly aware of its ethical hazards. Using the framework proposed by Mittlestadt, et al [18] , I distinguish epistemic concerns from normative concerns. I argue that epistemic concerns, however challenging they may be, are comprehended by the technical languages of software engineering discourse, namely mathematics and logic. However, normative concerns are value-laded, and arise from the social-embeddedness of decision outcomes. The language of discourse of normative ethics includes moral concepts such as fairness and agency that are not within the traditional ken of software developers. As such, normative concerns are not likely to be adequately addressed by software developers, and therefore will, without appreciable attention, continue to be a source of risk.
ETHICAL HAZARDS OF ALGORITHMIC INTELLIGENCE
As intelligent software has become increasingly present in our lives, we have also become acquainted with unique and unexpected hazards it poses to society. Algorithmic bias is a frequently-cited normative ethical concern. It takes many forms, for example bias against gender [4, 5, 8, 15, 17] , sexual orientation [14] , and race [1, 2, 28] . For one concrete example, gender was shown to affect job-related advertisements appearing in browsers [7] , with male users receiving more advertisements than females for career coaching for high paying jobs. Face recognition applications have encountered difficulties when applied to images of people with dark skin [6] . Two widely-used tagging systems have been shown to tag black people's faces as apes and gorillas [13, 20] . COMPAS is a risk assessment software that has been widely used in criminal justice systems in the United States to predict recidivism. When assessing the risk, the software correctly predicted recidivism for black and white defendants, at comparable rates. However, racial bias was revealed where the predictions were erroneous, with black defendants twice as likely as whites to be labeled as high-risk but later found to not re-offend; conversely, white defendants labeled as low-risk were twice as likely to re-offend [26] . Intelligent applications have also been shown to produce unexpected hazards to individual mental health [16, 23, 30] , and to sense of autonomy [18] . Personalization algorithms risk imposing outcomes that give preference to third-party interests rather than those of the individual [3, 27] . Systems intended to reduce a user's experience of "information overload" have been shown to unintentionally manipulate the user's emotional state [16] . Emotional coercion is an intentional feature of free-to-play (F2P) online games, with games adaptively responding to user actions for the purpose of maximizing the likelihood of in-game purchases [12] . These F2P monetization strategies have been shown to be highly correlated with internet gaming disorder, a type of mental disorder manifested in loss of control, withdrawal, and clinically significant impairment and distress [10, 11] .
SOFTWARE ENGINEERING RESPONSES TO NORMATIVE ETHICAL CONCERNS?
We use our laptop computers and cell phones with tacit and (I claim) reflexive expectation that they will not, for example: explode, burst into flames, shatter into thousands of razor-sharp shards, or emit toxic fumes. Violations do occur, but rarely; and when they do, they are newsworthy. The same tacit expectation of safety attends virtually all of the manufactured, functional things we regularly use. This is in its own way as remarkable an outcome as any showcase demonstration of machine learning; and this outcome can be attributed to routine engineering practice. All engineering professions codify ethical concerns that refer, in some way, to public safety and public welfare.
As we have seen, intelligent software poses many normative ethical hazards. An urgent question is whether, and how, software engineering practice can provide assurance that intelligent software is free from ethical hazard, and in particular free from normative hazard.
Algorithmic transparency has been suggested as a way to address normative ethical concerns. For example, there are various approaches to providing transparency and feedback about algorithmic state to enable inspection and steering of outcomes [9, 19] . Some have suggested that auditing will be a necessary step to verify correct function for all types of algorithmic intelligence [18] . Auditing is to create ex post procedural records of complex ML algorithms to deconstruct problematic, inaccurate decisions, or to detect discrimination or similar harms. A different notion of audit was proposed by Varshney, who suggests that procedural safeguards such as use of auditable open source software are needed to increase the safety of ML [29] . These solutions are all difficult to achieve with the currently generation of machine learning technology.
It is also possible to avoid hazards a priori by intentionally debiasing input data or introducing discrimination-defeating features into the ML classifiers [21] . These, in effect, prescribe judgments of fairness or desired social outcomes. This begs the question of who it is that prescribes these desired outcomes? One might be the established framework of discrimination law; although unrelated to discrimination law, legal doctrine for algorithmic contract law is already emerging [22] . Another, less formal approach is to invite vulnerable communities and independent advocacy groups to engage in discussion of fairness or other normative concerns [25] .
CONCLUSION
I have argued that significant attention is needed to ensure that intelligent applications are free of normative ethical hazards. The extent to which this response resides within software engineering practice remains an open question. On the one hand, enhancements of machine learning architecture to improve transparency and traceability would seem to fall within the provenance of software engineering. On the other hand, a purely technical focus on transparency does not address safety, at least in the sense that safety is concerned with preventing hazards.
The ML genie is out of the bottle, and the consequences of this are still unfolding. An encouraging recent development is taking place in classrooms where the next generation of software engineers are being trained. Harvard University and Massachusetts Institute of Technology have introduced a course on the ethics and regulation of artificial intelligence, and the University of Texas at Austin a course on ethical foundations of computer science [24] . The true potential for smart applications will be obtained only when the technology is responsive to the ethical demands of society.
