Let O n denote the Cuntz algebra for 2 ≤ n < ∞. With respect to a homogeneous embedding of O n m into O n , an extension of a Cuntz state on O n m to O n is called a sub-Cuntz state, which was introduced by Bratteli and Jorgensen. We show (i) a necessary and sufficient condition of the uniqueness of the extension, (ii) the complete classification of pure sub-Cuntz states up to unitary equivalence of their GNS representations, and (iii) the decomposition formula of a mixing sub-Cuntz state into a convex hull of pure sub-Cuntz states. Invariants of GNS representations of pure sub-Cuntz states are realized as conjugacy classes of nonperiodic homogeneous unit vectors in a tensor-power vector space. It is shown that this state parameterization satisfies both the U (n)-covariance and the compatibility with a certain tensor product. For proofs of main theorems, matricizations of state parameters and properties of free semigroups are used.
Introduction
For a unital C * -algebra A and a unital C * -subalgebra B of A, any state ω on B has an extensionω on A, that is,ω is a state on A which satisfiesω| B = ω ( [15] , 2.10.1), but it is not unique in general. In this paper, we completely classify extensions of a certain class of pure states on Cuntz algebras. In consequence, a new class of pure states on Cuntz algebras and the complete set of their invariants are given. In this section, we show our motivation, definitions and main theorems. Proofs will be given after § 3.
Motivation
In this subsection, we make it clear that our aim of this study against a background of well-known representation theory, and give a short survey.
Toward a representation theory of C * -algebras
According to Kobayashi [41] , central problems of representation theory (except interactions with other branches of mathematics) are listed as follows:
Problem 1 Understanding irreducible representations. Find and classify "smallest" objects. There are the following subproblems:
• Construction of irreducible representations.
• Finding a complete set of invariants of representations, so that they can separate different irreducible representations from one another.
• Understanding these invariants.
Problem 2 Decompose a given representation into irreducible ones. How is a given representation built from "smallest" objects?
Problem 2-A Given an irreducible representation τ of a subgroup G ′ , decompose the induced representation Ind G G ′ τ into irreducibles of G.
Problem 2-B Given an irreducible representation π of G, decompose the restriction π| G ′ into irreducibles of a subgroup G ′ . The formula of the irreducible decomposition in this problem is called a branching law (e.g., the decomposition of tensor product representation).
Each problem is more closely explained in the original text. Here a "representation" means a representation of a group G. We wish to generalize Kobayashi's problems to the class of algebras which includes group algebras. In general, representations of C * -algebras do not have unique decomposition (up to unitary equivalence) into sums or integrals of irreducibles [22] . This is a difficulty to consider Problem 2 in the representation theory of C * -algebras. However, it does not mean that every irreducible decomposition of a representation of a C * -algebra makes no sense. If one chooses a good class of representations, then Problem 2 can be treated satisfactorily. For example, it is known that Cuntz algebras have such good classes of representations.
States on Cuntz algebras
By Gel'fand-Naimark-Segal (=GNS) construction, the state theory of a C * -algebra A can be interpreted as the (cyclic) representation theory of A almost all. Hence, we mainly consider (pure) states instead of (irreducible) representations in this paper. For Cuntz algebras, representations and states have been studied by many authors [3, 4, 6, 7, 8, 9, 10, 19, 20, 21, 26, 27, 28, 42, 46, 48] (see a specific survey in § 1 and § 2 of [17] ), but their classifications have not been finished yet. The known most general approach was given in [8] . The set of all states on a Cuntz algebra is divided into two subsets, the set of finitely correlated states and otherwise (= the set of infinitely correlated states) (see § 2.1). A finitely correlated state is characterized by the existence of a finite-dimensional non-trivial s * i -invariant subspace of the GNS representation space [8, 17] . For example, any Cuntz state (see § 1.2) is finitely correlated. There exist both finitely and infinitely correlated vector states of permutative representations [7] (see § 4.2 and Example 4.8).
We illustrate a rough classification of states on O n (2 ≤ n < ∞) as follows: 2). Cuntz states are completely classified pure states with explicit complete invariants, and are used to construct multiplicative isometries ( [37] , § 3) and R-matrices ( [38] , § 3.2) (see also [30, 36] ). In this study, we select sub-Cuntz states as a target of complete classification because they are natural generalizations of Cuntz states. As well as Cuntz states, it is expected that sub-Cuntz states have many applications. Cuntz states and sub-Cuntz states will be explained explicitly in § 1.2. Examples will be shown in § 4.
Branching laws of representations of Cuntz algebras
We have mainly studied branching laws of representations of Cuntz algebras according to Kobayashi's Problem 2-B. In [31, 32, 34] , branching laws of permutative representations of Cuntz algebras arising from endomorphisms were computed (see also [45] ). In [1, 2, 29] , representations of fermions were considered as restrictions of representations of O 2 by a certain embedding of the CAR algebra into O 2 . By using a certain set of embeddings between Cuntz algebras, we defined a non-symmetric tensor product of representations [33] (see § 1.3.2). We showed the decomposition formula of this tensor product of permutative representations [33, 39] . The set of all unitary equivalence classes of irreducible permutative representations of O ∞ is one-to-one correspondence in the set of all equivalence classes of irrational numbers by modular transformations [40] . In this case, finitely and infinitely correlated vector states associated with irreducible components are corresponded to quadratic irrationals and otherwise, respectively.
Their common foundation is the representation theory of Cuntz algebras. Hence its development will be directly reflected in these subjects.
Definition and main theorems
In this subsection, we review the definition of sub-Cuntz state by BratteliJorgensen [7] , and show our main theorems for O n (2 ≤ n < ∞). For the case of O ∞ , see Appendix C. Fix 2 ≤ n < ∞. Let O n denote the Cuntz algebra with Cuntz generators s 1 , . . . , s n , that is, O n is a C * -algebra which is universally generated by s 1 , . . . , s n which satisfy s * i s j = δ ij I for i, j = 1, . . . , n and
. We review Cuntz state before sub-Cuntz state. For any complex unit vector z = (z 1 , . . . , z n ) ∈ C n , a state ω z on O n which satisfies ω z (s j ) = z j for all j = 1, . . . , n, ( 
here. By definition, ω is a sub-Cuntz state by z if and only if ω is an extension of the Cuntz state
Since an extension of ωẑ always exists, the statement holds.
From the proof of Fact 1.3, a sub-Cuntz state is regarded as an extension of a Cuntz state. Such an extension always exists but it is not always unique. We show a necessary and sufficient condition of its uniqueness as follows. Here we identify V n,m with (V n,1 ) ⊗m by the correspondence between bases e J → e j 1 ⊗ · · · ⊗ e jm for J = (j 1 , . . . , j m ) ∈ {1, . . . , n} m . From this identification, we obtain V n,m ⊗ V n,l = V n,m+l for any m, l ≥ 1. Then the following hold.
(i) (Uniqueness) ω is unique if and only if z is nonperiodic (or primitive [47] ), that is, z = x ⊗p for some x implies p = 1. In this case, we writẽ ω z as ω.
(ii) If z is nonperiodic, thenω z is pure.
. . , n} a ∪ {∅} where |J| denotes the word length of J, JK denotes the concatenation of J and K, s ∅ := I, z ∅ := 1 and
From Theorem 1.4(i), if z is periodic (= not nonperiodic), then ω is not unique. In this case, all possibilities of sub-Cuntz states by z are explicitly given as follows.
for all i} such that ω has the following form:
where ω j denotes the pure sub-Cuntz state by e 2πj
from Theorem 1.5 where ω j denotes the pure sub-Cuntz state by e 2πj √ −1/p v. Since ω is pure and ω i = ω j when i = j, there must exist j such that a j = 1 and ω = ω j . Let x := e 2πj √ −1/p v. Then the statement holds.
(⇐) From Theorem 1.4(ii), the statement holds.
From the above proofs, we see that z = x ⊗p for p ≥ 1.
Next, we consider an equivalence of sub-Cuntz states. (ii) (a) z = y, or
In these cases, z and y are said to be conjugate ( [47] , § 1.3), and we write z ∼ y.
Assume that both z ∈ (V n,m ) 1 and y ∈ (V n,l ) 1 are nonperiodic. If m = l, then z ∼ y. 
(ii) The restriction of any sub-Cuntz state on O n by z on the UHF subalgebra U HF n := C * {s J s * K ∈ O n : |J| = |K|} of O n is always uniquely defined by z from Theorem 1.4(iii) (see also [7] , Proposition 5.1).
(iii) For ω in (1.4), we have the unique irreducible decomposition of the GNS representation π by ω as follows:
where π j denotes the (irreducible) GNS representation by ω j , andâ j means the multiplicity coefficient of π j in π. By Theorem 1.7, π i ∼ π j when i = j because e 2πi √ −1/p x ∼ e 2πj √ −1/p x when i = j. Hence π is multiplicity free. In consequence, the GNS representation by any sub-Cuntz state is multiplicity free, and the class of GNS representations by sub-Cuntz states is closed with respect to the irreducible decomposition.
(iv) We can verify that ∼ in Theorem 1.7(ii) is an equivalence relation. Let ≈ denote the equivalence relation on V n,m = (C n ) ⊗m by the action of the cyclic group Z/mZ with respect to permutations of tensor components. Then ∼ does not coincide with ≈. For example, define three vectors in (V n,3 ) 1 , n ≥ 3 by
(1.6)
Naturalities of state parameterization
In Theorem 1.4, we introduced a parametrization of pure sub-Cuntz states:
In this subsection, we show how natural this parameterization is.
For convenience, we introduce some symbols as follows. (i) The map q : N n → P n,sub ; q(z) :=ω z , is bijective.
Corollary 1.9 Define
(ii) The map r : I n → SpecO n ; r(z) : From Theorem 1.7, N n /∼ ∼ = P n,sub /∼ and I n /∼ = I n . The parameter set I n can be regarded as the set of non-commutative homogeneous irreducible polynomials in n-variables with the norm 1 [43] .
We show a naturality of the parameterization in Corollary 1.9 with respect to the standard unitary group action α on O n , which is defined as
n and g ∈ U (n). Especially, α * g (P n ) = P n for all g. Let γ denote the standard action of U (n) on V n,1 = C n , that is,
g ji e j (i = 1, . . . , n, g ∈ U (n)).
(1.9)
Remark that if z is nonperiodic (resp. indecomposable), then Γ g z is also nonperiodic (resp. indecomposable) for any g ∈ U (n).
That is, the parameterization z →ω z is U (n)-covariant.
. . , n} m and g ∈ U (n). Since Γ g z is nonperiodic, α * g (ω z ) coincides withω Γgz from Theorem 1.4(i).
In other words, q in Corollary 1.9(i) is an isomorphism between two dynamical systems (N n , Γ, U (n)) and (P n,sub , α * , U (n)).
Compatibility with ϕ-tensor product
In [33] , we introduced a non-symmetric tensor product of states on Cuntz algebras. In this subsection, we show tensor product formulas of sub-Cuntz states.
We review definitions in [33] . Let s
Then ⊗ ϕ is associative. Hence the set n≥2 S n is a semigroup with the product ⊗ ϕ . Furthermore, the following holds. 
where J ∈ {1, . . . , n} m and K ∈ {1, . . . , n ′ } m are uniquely defined as
Remark that for any z, y ∈ V n,m , z ⊗ y ∈ V n,2m and z ⊠ y ∈ V n 2 ,m . Clearly,
In addition to ⊠, we define a new operation. For z = z J e J ∈ V n,m and y = y K e K ∈ V n ′ ,l , define
where d, α, β ≥ 1 are uniquely chosen such that d := αm = βl is the least common multiple of m and l. Especially, if m = l, then α = β = 1, d = m and z * y = z ⊠ y. If z = y = 1, then z * y = 1. About examples of these operations, see [33] . Proposition 1.12 Assume that both z ∈ (V n,m ) 1 and y ∈ (V n ′ ,l ) 1 are nonperiodic. Then the following hold:
(ii) (Tensor product formula)ω z ⊗ ϕωy =ω z * y . Especially, if m = l, theñ ω z ⊗ ϕωy =ω z⊠y .
Let ω z denote the Cuntz state on O n by z ∈ (C n ) 1 . As special cases of Proposition 1.10 and Proposition 1.12(ii), the following hold:
for any z ∈ (C n ) 1 , y ∈ (C n ′ ) 1 and g ∈ U (n) where gz = γ g z. From Proposition 1.12(ii), the operation * is associative because ⊗ ϕ is associative. Proposition 1.12(i) means that N * := n≥2 N n is a semigroup with the product * . Furthermore, the following holds from Corollary 1.6.
Corollary 1.13
For q and P n,sub in Corollary 1.9, the set P * ,sub := n≥2 P n,sub is a semigroup with the product ⊗ ϕ , and q can be extended to an isomorphism between (N * , * ) onto (P * ,sub , ⊗ ϕ ). Corollary 1.13 means the second naturality of the state parametrization q. The paper is organized as follows: In § 2, we will review known results and prepare tools to prove main theorems. In § 2.2, a matricization of state parameter will be introduced. In § 3, we will prove main theorems. In § 4, we will show examples. In § 4.1, we will show sub-Cuntz states of order 2. In § 4.2, sub-Cuntz states associated with permutative representations will be explained. In § 4.3, examples of non-sub-Cuntz states will be shown.
Preparations

Finitely correlated states on O n
We start from general properties of extensions of states. (ii) Every pure state on B can be extended to a pure state on A. Especially, if its extension is unique, then it is pure.
The existence of sub-Cuntz state is assured by Proposition 2.1(i). If it is unique, then its purity is assured by Proposition 2.1(ii).
If not, ω is said to be infinitely correlated.
Next, we show equivalent definitions of sub-Cuntz state as follows.
the following conditions are equivalent:
(i) ω is a sub-Cuntz state by z.
Proof. From Proposition 5.1 of [7] , (ii) and (iii) are equivalent. By the definition of (H, π, Ω), (iii) implies (i). From (i), we have
In Definition 5.7 of [17] , a cyclic representation of O n which satisfies equations in Theorem 2.3(iii) with m = 1 is called a generic representation.
(
ii) If ω is a sub-Cuntz state with the GNS representation
This implies the statement.
Matricization of state parameter
Assume m ≥ 2. In this subsection, we introduce operators associated with an element z ∈ V n,m .
For x ∈ V n,a and y ∈ V n,b with a, b ≥ 1, define the operator x ⊗ y * from V n,b to V n,a by (x ⊗ y * )v := y|v x for v ∈ V n,b . We generalize this as follows.
In other words,
The operator T a (z) is called the matricizing (matricization) [18] , unfolding [44] or flattening [49] of a tensor z ∈ V n,m = (C n ) ⊗m . Especially, T a (x ⊗ y) = x ⊗ y * for any x ∈ V n,m−a and y ∈ V n,a .
In the case of m = 2, T 1 (z) is identified with the matrix representation (z ij ) ∈ M n (C) of a 2-tensor z = n i,j=1 z ij e ij ∈ V n,2 by definition. In general case, by the identification Hom C (V n,a , V n,m−a ) with the set M n m−a ,n a (C) of all n m−a × n a matrices, T a is regarded as the following mapping:
In order to show properties of T a (z), we review operator norms as follows. Let H and K be Hilbert spaces. For a bounded linear operator A from H to K, the uniform norm and the Hilbert-Schmidt norm of A are defined as A := sup x∈H, x =1 Ax and A 2 := (trA * A) 1/2 , respectively [5, 16, 23] . Then A ≤ A 2 . Furthermore, A = A 2 = 0 if and only if there exist y ∈ H and x ∈ K such that x, y = 0 and A = x ⊗ y * .
(ii) If z = 0, then T a (z) = z if and only if z = x ⊗ y for some x ∈ V n,m−a and y ∈ V n,a .
Proof. (i) From the inequality of norms and (2.1),
Hence T a (z) = x ⊗ w * for some x ∈ V n,m−a and w ∈ V n,a . This implies z JK = x J w K = (x ⊗ w) JK for J ∈ {1, . . . , n} m−a and K ∈ {1, . . . , n} a . By taking y := w, z = x ⊗ y. The inverse direction holds from (2.1).
The following is one of key lemmas to prove main theorems.
. From these and Fact 2.5(ii),
. From this and (2.5), the statement holds.
Applying Corollary A.6(i) to this, the statement holds. Lemma 2.7 For z ∈ (V n,m ) 1 and y ∈ (V n,l ) 1 , we introduce the following assumptions: Assumption E: "O n acts on a Hilbert space H with two unit vectors Ω z and Ω y which satisfy
Reduction of problems
where
Assumption EC: Assumption E with the cyclicity of both Ω z and Ω y .
Assume Assumption E for z and y. Define the linear functional
Then the following hold.
(2.13) Hence ω z,y (s * K ) ∈ X and W z,y ⊂ X . Proof.
(2.14) By rewriting this,
where T a (z) is as in (2.1) and u a := |J|=a ω z,y (s J )e J ∈ V n,a .
If ω z,y (s J ) = 0 for some J ∈ {1, . . . , n} a and 1 ≤ a ≤ d − 1, then u a = 0 in (2.15). Applying Lemma 2.6(i) to (2.15) with (m, X, Y, c, v) = (d, z ⊗α , y ⊗β , 1, u a ) , we obtain When m = 1, ω is a Cuntz state. Hence it suffices to show the case of m ≥ 2. For J, K ∈ a≥0 {1, . . . , n} a , we compute the value ω(s J s * K ) as follows. Assume |J| − |K| ∈ mZ. Then either |J|, |K| ∈ mZ ≥0 or |J|, |K| ∈ mZ ≥0 holds. If |J|, |K| ∈ mZ ≥0 , then ω(s J s * K ) = z J z K from Theorem 2.3(ii) where we use the notation in Theorem 1.4(iii). If |J|, |K| ∈ mZ ≥0 , then the condition for J, K in "otherwise" of Theorem 1.4(iii) holds. In this case, 
(ii) From (i) and Proposition 2.1(ii), the statement holds. (iii) From the proof of (i), the statement holds.
Proof of Theorem 1.5
Lemma 3.1 Let x =
x J e J ∈ (V n,m ) 1 and p ≥ 2. Assume that O n acts on a Hilbert space H with a cyclic unit vector Ω which satisfies
where s(x) := x J s J ∈ O n . Then the following hold:
(iii) Fix i, j ∈ {1, . . . , p} and define x ′ := ζ i x and x ′′ := ζ j x. Assume
Proof. (i) Define K := {w ∈ H : s(x) p w = w}. Since Ω ∈ K, K is a non-zero closed subspace of H. Then R := s(x)| K satisfies R p = I K . From this, we obtain the spectral decomposition R = p j=1 ζ −j E j where {E j } is the orthogonal set of projections on K such that E 1 + · · · + E p = I K . For i = 1, . . . , p, define α i := E i Ω , and Ω i := α 
In Lemma 2.7, let l = m, z := x ′ and y := x ′′ . Assumption E holds for z and y with ω z,y = Ω i |(·)Ω j . Assume |J| = |K| = a. From (i), ω z,y (I) = Ω i |Ω j = 0. From this, the statement holds. The rest is proved from Lemma 2.7(i).
K Ω i |Ω j = 0 for any J, K when i = j. Hence we assume m ≥ 2. From (iii) and Lemma 2.7(ii), it is sufficient to show Ω i |s J Ω j = 0 for all 1 ≤ |J| ≤ m − 1. In Lemma 2.8(ii), let z := x ′ and y := x ′′ . Since z ∼ y, Ω i |s J Ω j = 0 for 1 ≤ |J| ≤ m − 1 from Lemma 2.8(ii).
Proof of Theorem 1.5. Assume that ω is a sub-Cuntz state by z with the GNS representation (H, π, Ω). For X ∈ O n , we write X as π(X) for the simplicity of description. Then the assumption in Lemma 3.1 is satisfied. For α i in Lemma 3.1(i), define a i := α 2 i for i = 1, . . . , p. From Lemma 3.1(i) and (iv),
If Ω j = 0, then we see that ω j is the sub-Cuntz state by ζ j x. If Ω j = 0, then ω j = 0 and a j = 0. In this case, we can replace ω j with the sub-Cuntz state by ζ j x with keeping p i=1 a i ω i . Therefore (1.4) holds as a convex-hull of states.
We prove the uniqueness as follows.
This implies a j − b j = 0 for all j. Hence (a 1 , . . . , a p ) is unique.
Proof of Theorem 1.7
Let ∼ be as in Theorem 1.7. By Theorem 2.3, we can prove the following.
Lemma 3.2
For two nonperiodic parameters z ∈ (V n,m ) 1 and y ∈ (V n,l ) 1 , the following are equivalent:
(ii) Assumption EC in Lemma 2.7 holds for z and y. (ii) By (2.7) and (2.8),
By Lemma A.1, z ⊗α = y ⊗β implies z ⊗α |y ⊗β = 1. Hence ω z,y (I) = 0. (ii)⇒(i) Assume z ∼ y and z = y. Then there exist
)Ω ∈ H is also a cyclic unit vector becauseω z is pure, and we can verify π(s(y))Ω ′ = Ω ′ . Hence Assumption EC for z and y holds. From Lemma 3.2,ω z ∼ω y . 
Proof of Theorem 1.7. (i)⇒(ii) Assumeω
Proofs of Proposition 1.11 and Proposition 1.12
Proof of Proposition 1.11. Let ω and ω ′ be sub-Cuntz states by z ∈ (V n,m ) 1 and y ∈ (V n ′ ,l ) 1 , respectively. Then z ⊗l ∈ (V n,ml ) 1 and y ⊗m ∈ (V n ′ ,ml ) 1 . For any J ∈ {1, . . . , nn ′ } ml , we can verify (ω ⊗ ϕ ω ′ )(s
where ⊠ is as in (1.12). Hence ω ⊗ ϕ ω ′ is a sub-Cuntz state by z ⊗l ⊠ y ⊗m ∈ (V nn ′ , ml ) 1 .
In this proof, there is no assumption of nonperiodicity for z and y. Hence ω, ω ′ and ω ⊗ ϕ ω ′ are not always unique. 
(ii) Let x, x ′ ∈ (V n,m ) 1 and y, z ∈ (V n ′ ,m ) 1 . If x⊠y = x ′ ⊠z or y⊠x = z⊠x ′ , then y = cz for some c ∈ U (1). (ii) Assume x ⊠ y = x ′ ⊠ z. By assumption and (i), 1 = x ⊠ y|x ′ ⊠ z = x|x ′ y|z . By applying Lemma A.1 to this, the statement holds. As the same token, the rest is proved.
By normalizing A and B, we obtain two unit vectors w 1 , w 2 such that w = w 1 ⊠ w 2 . From these, x⊠y = w ⊗p = (w 1 ⊠w 2 ) ⊗p = w 
From Corollary A.6(ii), v 1 = c ′′ z ⊗d 1 for some d 1 ≥ 1 and c ′′ ∈ U (1). From this and (3.9), z ⊗α = v
As the same token, β = pd 2 for some d 2 ≥ 1. Therefore α and β have a common divisor p ≥ 2. This contradicts with the choice of α and β. Therefore z * y is nonperiodic.
(ii) Remark thatω z * y is uniquely defined by (i) and Theorem 1.4(i). We see that {ω z ⊗ ϕωy }(s (nn ′ ) J ) = (z * y) J for all J ∈ {1, . . . , nn ′ } d . Henceω z ⊗ ϕωy is a sub-Cuntz state by z * y. Since a sub-Cuntz state by z * y is unique, the statement holds.
Examples
In this section, we show examples so that a reader can easily check main theorems.
Sub-Cuntz states of order 2
In this subsection, we show sub-Cuntz states on O n of order 2 as simplest, nontrivial and essentially new examples of main theorems. For convenience, we rewrite main theorems in § 1.2 for the case of m = 2 as follows.
(4.1)
Then such ω exists for any z and the following hold: (i) ω is unique if and only if z is nonperiodic, that is
In this case, we writeω z as ω.
(ii) If z is nonperiodic, thenω z is pure, and the following holds:
when both |J| and |K| are even,
(iii) If z = x ⊗ x for some x = (x 1 , . . . , x n ) ∈ C n , then there exists a real number 0 ≤ a ≤ 1 such that ω has the following form
where ω ± denotes the Cuntz state on O n by ±x, that is, ω ± satisfies ω ± (s i ) = ±x i for all i. We show a more convenient corollary as follows.
Corollary 4.2 Assume the same assumption in Theorem 4.1 for
(i) If A := (z ij ) ∈ M n (C) satisfies A < 1, then ω is unique and pure.
(ii) If z ij = z ji for some i, j, then ω is unique and pure.
Proof. (i) Remark that A coincides with T 1 (z) in (2.1) as operators on C n . The assumption implies that z is indecomposable. Especially, z is nonperiodic. From Theorem 4.1(i) and (ii), the statement holds.
(ii) In this case, z is nonperiodic. Hence the statement holds from Theorem 4.1(i) and (ii).
Next, we show concrete examples. In stead of z = ij z ij e i ⊗ e j ∈ ((C n ) ⊗2 ) 1 , we use a matrix A = (z ij ) ∈ M n (C) such that A 2 = 1 in order to apply Corollary 4.2. We assume that O n acts on a Hilbert space with a cyclic unit vector Ω. Define the vector state ω on O n with respect to Ω:
Example 4.3 Let (c i ) ∈ C n be a unit vector. Assume that the following equation holds:
Hence ω is unique and pure from Corollary 4.2(i).
(ii) If there exists i such that |c i | = 1, then c i s 2 i Ω = Ω. Let q ∈ U (1) be a quadratic root of c i . From Theorem 4.1(iii), there exists 0 ≤ a ≤ 1 such that ω = aω + + (1 − a)ω − where ω ± denotes the Cuntz state by ±qe i , that is, ω ± satisfies ω ± (s i ) = ±q. In this case, ω is pure if and only if a = 0 or 1.
Fix n = 2 from here. Let s ij := s i s j for i, j = 1, 2. 
Sub-Cuntz states associated with permutative representations
In this subsection, we show known results in § 5 of [7, 33] by using results of sub-Cuntz states. A representation (H, π) of O n is said to be permutative if there exists an orthonormal basis B = {v k : k ∈ Λ} of H such that π(s i )v k ∈ B for any i, k [7, 13, 14] . We explain sub-Cuntz states associated with permutative representations as follows. For z = z J e J ∈ (V n,m ) 1 , assume z J = 1 for some J. In this case, z = e J and the following holds. 
(vi) Let S n denote the symmetric group on the set {1, . . . , n}. Define the action of S n on C n as σe i := e σ(i) for i = 1, . . . , n σ ∈ S n . With respect to this action, we identify S n with the subgroup of U (n). When m = 1 in Proposition 4.6, there exists i ∈ {1, . . . , n} such that z = e i . In this case, z is nonperiodic and the following holds:
Any Cuntz state is given as a transformation of this by the dual action of the standard U (n)-action on O n (see the proof of Theorem B.1(ii)). 
By definition, (ℓ 2 (N × Z), π) is permutative, and π(s m 1 ) * e 1,0 = e 1,−m for any m ≥ 1. Hence dim Lin {π(s J ) * e 1,0 : J} = ∞. Therefore the state ω := e 1,0 |π(·)e 1,0 is infinitely correlated.
Example 4.9 (Quasi-free states) We show that any quasi-free state on O n is infinitely correlated. Let Λ n := {(a 1 , . . . , a n ) ∈ R n : a i > 0 for all i, a 1 + · · · + a n = 1}. For a ∈ Λ n , define the state ρ a on O n by
where a J := a j 1 · · · a jm for J = (j 1 , . . . , j m ) and a ∅ := 1. The state ρ a is called the quasi-free state on O n by a [3, 19] . It is known that the GNS representation by ρ a is a type III factor representation; ρ a ∼ ρ b if and only if a = b; ρ a ⊗ ϕ ρ b = ρ a⊠b [25, 36, 39] . Fix a ∈ Λ n and let (H, π, Ω) denote the GNS representation by ρ a . For J ∈ I, define v J := a (i) (Cancellation law) Assume that x, x ′ ∈ (V n,m ) 1 and y, z ∈ a≥1 (V n,a ) 1 satisfy x ⊗ y = x ′ ⊗ z or y ⊗ x = z ⊗ x ′ . Then x = cx ′ and y = cz for some c ∈ U (1). In addition, if x = x ′ , then y = z.
(ii) (Equidivisibility) Assume x ∈ (V n,m ) 1 , y ∈ (V n,l ) 1 and m > l.
Proof. (i) By using Lemma A.1, the statement can be verified.
(ii) When x = x J e J and y = y K e K , define
where {v i } is an orthonormal basis of V n,m such that {y⊗e K : |K| = m−l} ⊂ {v i }. Then we can verify x ⊗ w|y ⊗ z = x ′ ⊗ w|z . From this, 
A.2 Projective homogeneous tensor semigroup is free
Let V := V n,1 and we identify V n,m with V ⊗m for m ≥ 1, and let V ⊗0 := C.
By forgetting the addition of the tensor algebra T (V ) := m≥0 V ⊗m over V , T (V ) is regarded as a semigroup with respect to the tensor product ⊗. = {cx : c ∈ C × } ∈ P T (V ). For any subsemigroup S of T (V ), P S := (S \ {0})/C × is a subsemigroup of P T (V ). Especially, we consider the following subsemigroup G of (T (V ), ⊗) and its projective semigroup P G:
that is, G is the subsemigroup of all homogeneous unit vectors in T (V ) except vectors in V ⊗0 . A semigroup S is said to be free if there exists a nonempty subset B of S such that B generates S, and for any semigroup S ′ and any map f from B to S ′ , there exists a homomorphismf from S to S ′ such thatf | B = f [24] . In this case, S is called the free semigroup over B and #B is called the rank of S. A free semigroup is defined uniquely up to an isomorphism by the rank. Proof. Let I n be as in Corollary 1.9. From Lemma A.3, it is sufficient to show that every element of P G can be expressed uniquely as a product of elements of B := P I n .
Let X ∈ P G. By definition, X ∈ P (V n,m ) 1 for some m ≥ 1. Hence
Hence X is uniquely written as an element of B. Assume x ∈ I n . By definition, x = z 1 ⊗ z 2 for some z 1 , z 2 ∈ a≥1 (V n,a ) 1 . When y ∈ (V n,m ) 1 , define |y| := m. Then 1 ≤ |z 1 |, |z 2 | < m = |x|. By decomposing x repeatedly, we can obtain a finest decomposition x = x 1 ⊗ · · · ⊗ x l . Then x i ∈ I n for i = 1, . . . , l and
1 ∈ I n . From this and Lemma A.2(i), x 1 = c 1 x ′ 1 for some c 1 ∈ U (1). This implies X 1 = X ′ 1 . By the mathematical induction, we can verify that X i = X ′ i for all i and l = k. Therefore X has a unique expression as a product of elements of B.
Remark that T (V ) is the free C-algebra over the set {1, . . . , n} when dim V = n [43] . On the other hand, P G is the free semigroup over the uncountable set P I n , that is, the rank of P G is uncountable. Corollary A.6 Let x ∈ (V n,m ) 1 and y ∈ (V n,l ) 1 .
for some c ∈ U (1). Then there exists w ∈ (V n,a ) 1 such that x = γ 1 w ⊗f 1 and y = γ 2 w ⊗f 2 for some f 1 , f 2 ≥ 1 and γ 1 , γ 2 ∈ U (1). Especially, x⊗y is periodic and c = 1.
(ii) Assume that there exist two integers α, β ≥ 1 such that
Then there exists w such that x = γ 1 w ⊗k 1 and y = γ 2 w ⊗k 2 for some k 1 , k 2 ≥ 1 and γ 1 , γ 2 ∈ U (1). Especially, if m > l, then x is periodic. If x is nonperiodic, then y = cx ⊗d for some d ≥ 1 and c ∈ U (1).
(iii) Assume that m > l and there exist z 1 , z 2 such that
for some α, β. Then z is periodic.
Proof. From Proposition A.4 and its proof, Proposition A.5 can be applied to the pair (B + , B) = (P G, P I n ). (iii) Assume that z = u ⊗p and y = v ⊗q for some nonperiodic elements u and v. From Proposition A.5(iii), [u] and [v] are conjugate in P G. This implies u, v ∈ (V n,k ) 1 for some k ≥ 1. Hence z = u ⊗p ∈ (V n,kp ) 1 and y = v ⊗q ∈ (V n,kq ) 1 . Therefore m = kp and l = kq. Since m > l, p > q ≥ 1. Therefore z is periodic.
B Proofs of properties of Cuntz states
In this section, we prove well-known basic properties of Cuntz states on O n (2 ≤ n ≤ ∞) [7] . 
Here we identify h with the set of all complex sequences (z i ) i∈I 1 such that
(i) There exists a unique state ω 1 on O n such that ω 1 (s 1 ) = 1. In this case, ω 1 is pure and ω 1 (s i ) = 0 when i = 1.
(ii) For any z ∈ h 1 , a Cuntz state on O n by z exists uniquely and is pure.
(iii) For z ∈ h 1 , let ω z denote the Cuntz state by z. Then ω z ∼ ω y if and
Proof. (i) Let (H, π, Ω) denote the GNS representation by ω 1 . Then we see π(s i ) * Ω = δ i1 Ω for all i. This implies that ω 1 (s J s * K ) = 1 when J, K ∈ W := {∅, (1), (11) , (111), . . .} ⊂ I, and ω 1 (s J s * K ) = 0 otherwise. Therefore the uniqueness of ω 1 holds.
We prove the existence and purity as follows. Let {e k : k ∈ N} denote the standard basis of ℓ 2 (N).
Assume n < ∞. Define the action of O n on ℓ 2 (N) by
Since s 1 e 1 = e 1 , ω 1 := e 1 |(·)e 1 satisfies ω 1 (s 1 ) = 1. Therefore the existence is proved. Next we prove the irreducibility of the action (B.1). Remark that any k ∈ N is uniquely written as n(k ′ − 1) + i for some i = 1, . . . , n and k ′ ∈ N. Hence we see {e k : k ∈ N} = {s J e 1 : J ∈ I}. From this and (B.1), e 1 is a cyclic vector of ℓ 2 (N). Let v = m≥1 v m e m ∈ ℓ 2 (N), v = 0. Define m 0 = min{m ∈ N : v m = 0}. Then there exists J 0 ∈ I k 1 for some k ≥ 1 such that e m 0 = s J 0 e 1 . Hence e 1 |s *
This implies that any non-zero invariant closed subspace of ℓ 2 (N) coincides with ℓ 2 (N). Therefore the action in (B.1) is irreducible. Hence ω 1 is pure.
Assume n = ∞. Define the action of O ∞ on ℓ 2 (N) by
Then s 1 e 1 = e 1 and {s J e k : J} = {e m : m ∈ N}. Therefore e 1 is a cyclic unit vector of ℓ 2 (N) and ω 1 := e 1 |(·)e 1 satisfies ω 1 (s 1 ) = 1. As the same token, we can prove that the action in (B.2) is irreducible. Hence ω 1 is pure.
(ii) Let U (h) denote the unitary group on h. Let {e i } denote the standard basis of h. For z ∈ h 1 , let g = (g ij ) ∈ U (h) such that ge 1 = z where
where α is as in (1.8), which can be also well defined when n = ∞. By (B.3), ω ′ is pure and we can verify ω ′ (s j ) = z j for all j where we use ω 1 (s i ) = 0 when i = 1. Hence ω ′ is a Cuntz state by z. Therefore the existence is proved.
If ω ′′ is a Cuntz state by z, then we can verify that (ω ′′ Since Ω z |Ω y = 0, z|y must be 1. This implies z = y from Lemma A.1. The inverse direction is trivial.
(iv) By definition, the statement is verified.
C Sub-Cuntz states on O ∞
In this section, we generalize sub-Cuntz states on O n (n < ∞) to O ∞ . Except some parts, main theorems and properties of the state parametrization hold like the case of n < ∞. Hence we list different points and some remarks for the case of O ∞ .
C.1 Definition and parametrization
Let N := {1, 2, . . .} and let O ∞ denote the Cuntz algebra [12] , that is, a C * -algebra which is universally generated by {s i : i ∈ N} satisfying 
C.2 Main theorems and naturalities of parametrization
Statements in main theorems are almost same with the case of n < ∞. Let U (∞) denote the group of all unitaries in B(ℓ 2 (N)). Then the state parametrization z →ω z satisfies the U (∞)-covariance. For the ϕ-tensor product of states on O ∞ , the following new definitions are necessary. For 2 ≤ n < ∞, let {s for k ∈ N, i = 1, . . . , n. For ω 1 ∈ S ∞ and ω 2 ∈ S n , define ω 1 ⊗ ϕ ω 2 ∈ S ∞ by ω 1 ⊗ ϕ ω 2 := (ω 1 ⊗ω 2 )•ϕ ∞,n . For ω 1 ∈ S ∞ , ω 2 ∈ S n and ω 3 ∈ S n ′ , (ω 1 ⊗ ϕ ω 2 ) ⊗ ϕ ω 3 = ω 1 ⊗ ϕ (ω 2 ⊗ ϕ ω 3 ) ( [35] , the proof of Theorem 1.2(iv)). If ω 1 and ω 2 are sub-Cuntz states on O ∞ and O n , respectively, then we see that ω 1 ⊗ ϕ ω 2 is a sub-Cuntz state on O ∞ .
For J = (j 1 , . . . , j m ) ∈ N m and K = (k 1 , . . . , k m ) ∈ {1, . . . , n} m , define J ⊠ K = (l 1 , . . . , l m ) ∈ N m by l t := n(j t − 1) + k t for t = 1, . . . , m. where J ′ ∈ N m and J ′′ ∈ {1, . . . , n} m are uniquely defined as J = J ′ ⊠ J ′′ . For z ∈ V ∞,m and y ∈ V n,l , define z * y ∈ V ∞,αm by z * y := z ⊗α ⊠ y ⊗β where α and β are chosen such that αm = βl is the least common multiple of m and l. If z ∈ V ∞,m and y ∈ V n,l are nonperiodic, then z * y is also nonperiodic andω z ⊗ ϕωy =ω z * y .
C.3 Infinitely correlated sub-Cuntz states on O ∞ Lemma 2.4(i) does not hold for O ∞ . We prove that a sub-Cuntz state on O ∞ is not always finitely correlated by using examples.
Proposition C.2 For a unit vector x = x i e i ∈ ℓ 2 (N), define z := x j e j ⊗ e j ∈ (ℓ 2 (N) ⊗2 ) 1 , X := {i ∈ N : x i = 0} and N := #X. Assume that ω is a sub-Cuntz state on O ∞ by z. Then ω is finitely correlated if and only if N < ∞. We divide the case of N ≥ 2 from the case of N = 1.
Assume N ≥ 2. In this case, z is nonperiodic. From Theorem 1.4(iii) for O ∞ , Ω|π(s i ) * Ω = ω(s * i ) = 0 for all i. From this and (C.3), {Ω, |x i | −1 π(s * i )Ω : i ∈ X} i≥1 is an orthonormal family in H. Define I := a≥0 N a . Then I is a free monoid with respect to the concatenation [47] . Define the subsemigroup W of I generated by {(ii) : i ∈ N}:
W := {(ii) : i ∈ N} ⊂ I. Assume N = 1. It is sufficient to show that ω is finitely correlated. By assumption, there exists j such that z = x j e j ⊗ e j and |x j | = 1. In this case, we obtain x j π(s 2 j )Ω = Ω. From this, π(s i s k ) * Ω = δ ij δ jk x j Ω for all i, k.
(C.7)
Let q be a quadratic root of x j . Then there exists 0 ≤ a ≤ 1 such that ω = aω + + (1 − a)ω − where ω ± denotes the Cuntz state by ±qe j . In the proof of Theorem 1.5, there exists a unit vector (α, β) ∈ R 2 such that Ω = αΩ + + βΩ − and α 2 = a and β 2 = 1 − a where Ω ± denotes the GNS cyclic vector by ω ± . Then we see that π(s i ) * Ω = qδ ij (αΩ + − βΩ − ) for all i. From this and (C.7), π(s J ) * Ω ∈ Lin {Ω, αΩ + − βΩ − } for any J. Therefore dim K ≤ dim Lin {Ω, αΩ + −βΩ − } ≤ 2. Hence ω is finitely correlated.
For example, let x := 2 −i/2 e i ∈ (ℓ 2 (N)) 1 . Then ω associated with x satisfies N = ∞ in Proposition C.2.
