We study dualities between classes of relational topological structures, given by Hom-functors. We show that there exists a 2-element structure with infinitely many relations, which reconstructs all other structures generated by a 2-element one. As an application, we find a natural duality for the class of normal convexity structures. As another application, we give short proofs for several known dualities for classes of structures generated by a fixed 2-element structure.
Introduction
By a structure we mean a set endowed with some constants, relations and operations (functions). Many classes of structures appearing in general algebra and model theory are "generated" by a fixed finite structure D in the sense that, up to isomorphisms, the class consists of all substructures of arbitrary powers of D. This is the case, for instance, with partially ordered sets, distributive lattices, semilattices, 2-groups, median algebras, etc. We shall say that X is D-separated if it embeds into some power of D. This just means that the structure of D is determined by homomorphisms into D.
Once we have a D-separated structure X, it is natural to look at Hom(X, D), the set of all homomorphisms from X to D. Quite often, one can "recognize" some (possibly different) structure on Hom(X, D) which may happen to be E-separated for another finite structure E. The best situation is when E has the same universe as D and the structure on Hom(X, D) is inherited from the power E |X| , where |X| stands for the universe of X. We write X * = Hom(X, D) endowed with the E-structure. Now it is natural to consider X * * = Hom(X * , E) as a subset of D Hom(X,D) . There is a natural evaluation map κ : X → X * * defined by κ(x)(f ) = f (x). This map is always an embedding; if it is an isomorphism, we say that X is reflexive (or -more precisely -reflexive with respect to D and E). We talk about natural duality if all finite structures are reflexive. We show that in this case all compact as well as all discrete structures are reflexive. (Note that the definition of natural duality here is different than in [3] and other papers dealing with algebraic dualties. More on this can be found in Section 5.) In order to formulate the main statements, we need to talk about topological structures. Namely, a structure is topological if the set has a Hausdorff topology such that all relations and all operations are continuous. A structure X is D-separated if it is embeddable into a power of D. We now change the definition of Hom(X, D) to the set of all continuous homomorphisms from X into D (endowed with the discrete topology). We may still ask for reflexive structures. In the presence of natural duality, we show that the evaluation map κ : X → X * * is surjective whenever X is compact or discrete.
One of the best examples is the (nowadays classical) Priestley duality [6] . It says that bounded distributive lattices are reflexive with respect to the duality induced by the 2-element lattice and the 2-element partially ordered set. Our approach gives "for free" the reversed duality, discovered first by Gehrke (unpublished) and Banaschewski [2] , much later reproved in [1] : partially ordered sets are dual to compact 0-dimensional distributive lattices. It is interesting that a non-trivial topological ingredient is hidden here. Namely, how to recognize that a certain compact 0-dimensional topological structure is topologically E-separated, where E is the finite generating structure? We say that a compact structure is topologically E-separated if continuous homomorphisms into E separate points. It is proved in [8] (and also reproved in [1] ) that this happens with all distributive lattices (here E is the 2-element lattice). It is easy to see that this does not happen with compact partially ordered spaces, the 2-separated ones are called Priestley spaces [6] . Extensive study of natural dualities is given in the monograph of Clark & Davey [3] , where the authors consider algebras and allow relations in compact structures only. These assumptions have been relaxed in several recent papers [7] , [4] , [5] ; for applications see also [10] . We propose a unified approach, emphasizing on relational structures. In particular, we describe an ultimate structure with the two-element universe that encodes all 2-separated structures and offers a useful duality whose special cases are several well known dualities. We also discuss some applications to abstract convexity structures.
Natural dualities revisited
where R i , f j and c k are predicates for relations, (partial) operations and constants, respectively. Let X be another structure of the same language L . We say that X is M-separated if there is an embedding of X into some power of M. By an embedding we mean an injective homomorphism f : X → Y satisfying the equivalence
for every n-ary relation R in the common language of X and Y. In other words, f is an embedding iff the image f [X] is a substructure of Y isomorphic to X via f .
Following [3] , we denote by ISP(M) the class of all M-separated structures. It can be described as the class of all structures isomorphic to substructures of arbitrary powers of M (hence the shortcut ISP). In fact, given an M-separated structure X, there is an embedding j : X → M H , given by j(x)(h) = h(x), where H = Hom(X, M). On the other hand, every substructure of M κ is clearly M-separated. In case where M is finite, it can be regarded as a discrete topological structure and its powers are compact 0-dimensional structures. We denote by TISP(M) the class of all topological structures in the language of M, admitting a continuous embedding into some power of M. When dealing with topological structures, the set Hom(X, Y) will always denote all continuous homomorphisms from X to Y. Given a model M, we denote its universe by |M|. We say that M is finite if |M| is a finite set. We shall write X, Y, Z, . . . for the universe of X, Y, Z, . . . .
Dual pairs
Fix two countable first-order languages L , R and fix two finite models D, E of L , R respectively, so that |D| = |E|. We say that D, E is a semi-dual pair if for every finite X ∈ ISP(D) the following conditions are satisfied:
(S1) The set Hom(X, D) is a substructure of the power E X .
(S2) For every ϕ ∈ Hom(Hom(X, D), E) there exists x ∈ X such that ϕ(f ) = f (x) for f ∈ Hom(X, D). Here we consider the set Hom(X, D) with the R-structure induced from E X .
Finally, D, E is a dual pair if both D, E and E, D are semi-dual. Assume D, E is a fixed dual pair. We shall use the following abbreviations. Given a topological model X ∈ TISP(D), we shall denote by X * the set Hom(X, D) endowed with the R-structure induced from the power E X (recall that we consider continuous homomorphisms only). Notice that Hom(X, D) is indeed a substructure of E |X| , because of condition (S1). Indeed, given a k-ary function symbol F in R, given f 1 , . . . , f k ∈ Hom(X, D), the map F (f 1 , . . . , f k ) is defined pointwise, therefore it is a homomorphism (because its restriction to every finite substructure of X is a homomorphism by (S1)) and it is continuous with respect to the product topology. Similarly, given a topological structure Y ∈ TISP(E), we denote by Y * the L -structure on Hom(Y, E) induced from D Y , where Y = |Y|. Finally, given X ∈ TISP(D), we identify x ∈ X with the homomorphism κ x ∈ Hom(X * , D) defined by κ x (f ) = f (x). Notice that the map x → κ x , called the evaluation map, is indeed an embedding of X into X * * . It is moreover continuous with respect to the product topology on X * * which is just the topology of pointwise convergence. The evaluation map is often not a topological embedding, simply because the topology of X may be strictly bigger than the weak topology induced by all continuous homomorphisms into D.
We call X * and X * * respectively the dual structure and the second dual structure of X (relatively to D, E ). If D, E is a dual pair then, by definition, for every finite X ∈ ISP(D) the evaluation map κ : X → X * * is onto, i.e. it is an isomorphism. Now suppose that D, E is a semi-dual pair only. Given X ∈ TISP(D), define X * and X * * as before, ignoring the fact that X * * may not be a substructure of D |X * | (to be formal, we may let X * * to be generated by Hom(X * , E) ⊆ D |X * | ). The evaluation map κ : X → X * * is still an embedding and we can ask when it is an isomorphism. If this is so, automatically the set Hom(
Here is the formal definition. A structure X will be called reflexive with respect to a semi-dual pair D, E if the evaluation map κ : X → X * * is onto. Condition (S2) in the definition of a semi-dual pair says that every finite structure is reflexive. We are going to prove below that both compact and discrete structures are reflexive with respect to a fixed semi-dual pair. We start with the first (easier) part. Proof. We shall prove (a) and (b) simultaneously. Let Y = K * . We may assume that K ⊆ D Y . Fix a finite set S ⊆ Y and define
Now fix a homomorphism ϕ : K * → E. We do not assume in advance that ϕ is continuous. Again fix a finite
* is the projection on the s-th coordinate, i.e.
Y be such that x ↾ S = x S for every finite S ⊆ Y. We claim that x ∈ K. In fact, given a finite S ⊆ Y, there exists y S ∈ K such that y S ↾ S = x S . This shows that x belongs to the closure of K. It follows that x ∈ K, because K is compact and hence closed in D Y . In particular, we have shown that ϕ is continuous.
The proof that discrete structures are reflexive requires more work. We start with some lemmas. The first one is quite well-known, we present a proof just for completeness.
Lemma 2.2. Let D be a finite structure and let X be D-separated. Then every finitely generated substructure of X is finite.
Proof. We may assume that X is a substructure of D κ for some (infinite) set κ. Fix a finite S ⊆ X and let S = {s 0 , . . . ,
Notice that each element of S is constant on every κ ξ . Now let G consist of all x ∈ D κ that are constant on each κ ξ . It is clear that G is finite; in fact |G| = |D| |F | . It is also clear that G is a substructure of D κ and S ⊆ G. 
Proof. Since f is onto, it is clear that f * is one-to-one. It is also clear that f * is a homomorphism of E-separated structures. Fix a relation R in the language of E and suppose that ¬R(y Lemma 2.4. Assume D, E is a semi-dual pair and let X be a discrete D-separated structure. Then for every finite substructure S of X there exists a finite structure G(S) such that 
* is as required. Properties (1) and (2) are obvious. Given a finite structure Y ⊇ Z, by the above arguments we know that every homomorphism f :
Notice that H F is a closed (in fact: clopen) subset of D X . It is nonempty by the above arguments. Given F 0 , . . . , F k−1 ∈ F we have that
where F ∈ F is such that F i ⊆ F for every i < k. By compactness, there exists y ∈ F ∈F H F . Then y ↾ G(S) = f and clearly y ∈ X * .
Theorem 2.5. Let D, E be a semi-dual pair and let X ∈ ISP(D) be a discrete structure. Then X is reflexive with respect to D, E .
Since E is finite, using the compactness of K, we can find a finite G ⊆ X such that ϕ depends on coordinates from G, i.e.
By Lemma 2.4, we may assume that G = G(S) for some S, that is, the restriction map r : X * → G * is onto. In other words, G * = K(G). Now observe that ϕ induces a unique homomorphismφ :
Using reflexivity we can find x ∈ G such thatφ(g) = g(x) for every g ∈ G * . Finally, we
for every f ∈ K. This shows that ϕ is represented by a point of X.
Remark 2.6. The main point in the results above is the full symmetry in case of dual pairs. Namely, given a dual pair D, E , we have in fact 4 = 2 × 2 theorems on the reflexivity of compact / discrete / D-separated / E-separated structures.
Remark 2.7. It is possible to prove Theorems 2.1 and 2.5 using category-theoretic methods, more precisely, direct and inverse systems and their (co-)limits. In fact, given a finite structure D, the category of finite D-separated structures is co-dense in the category of all discrete D-separated structures and dense in the category of all compact D-separated structures. For definitions and some basic results concerning (co-)density of categories we refer to Chapter 0 of [8] (see also [9] for a more general approach).
We have decided to present elementary arguments of rather set-theoretic nature, in order to make the results accessible to a more general audience. Of course, by this way we are hiding some important ideas from category theory. Just to summarize, given a dual pair D, E , the main results of this section say that the category of discrete D-separated structures is dually equivalent to the category of compact E-separated structures, and vice-versa. Category-theoretic approach to natural dualities can be found in [7] .
Dualities for 2-separated structures
In this section we study dualities for D-separated structures, where D is a structure whose universe is 2 = {0, 1}. This includes posets, distributive lattices, semilattices and so on. We show below that there exists a universal structure on {0, 1} which provides semi-duality with all other structures on {0, 1}.
As it happens, the constants play a significant role for dualities. Thus, we make the following agreement. Given a structure D whose universe is {0, 1}, we shall denote by D +0 , D +1 and D +01 the same structure with constants 0, 1 or both of them, respectively, added to the language.
An ultimate structure with the 2-element universe
Define W = 2, {I n,m } n,m∈ω , where I n,m is a relation of arity n + m defined by
We allow n = 0 or m = 0, agreeing that min ∅ = 1 and max ∅ = 0. In particular, I 0,0 is the empty relation and plays almost no role. The following easy characterization partially explains the meaning of the relations I n,m :
Proposition 3.1. Every W-separated structure is isomorphic to
where F is a family of sets, and
Proof. Let X be a W-separated structure. We may assume that it is a substructure of
Y with the powerset of Y . Then X becomes a family of sets, the zero becomes the empty set. Finally, I n,m (a 0 , . . . , a n−1 , b 0 , . . . , b m−1 ) holds if and only if every homomorphism h : X → W such that h(a i ) = 1 for every i < n, satisfies h(b j ) = 1 for some j < m. The last condition is equivalent to the one stated above, i.e. I n,m = ı n,m .
From now on, we shall introduce a new (slightly non-standard) notation, namely, instead of the relations I n,m we shall work with a single relation defined on pairs of finite sets, having in mind that it encodes all the relations I n,m . More precisely, define
for every a = {s 0 , . . . , s n−1 }, b = {t 0 , . . . , t m−1 }. This new relation "hides" the properties saying that the relations I n,m are stable under suitable permutations of parameters. We can now list the set of axioms relevant for our structures.
Condition (ı 3 ) will be called the Pasch axiom, its meaning will be explained later. It is rather clear that all W-separated structures satisfy (ı 0 )-(ı 3 ). Actually, the Pasch axiom requires some easy computations. The converse is less obvious, as we see below.
Lemma 3.2. Let X be a W-separated structure and let {L, U} be a partition of X. Then the characteristic function of U is a homomorphism if and only if
Proof. Let f = χ U . If f preserves then it necessarily satisfies ( L). Suppose f is not a homomorphism, that is, there are finite sets s, t such that t s and
be a structure, where is a binary relation on pairs of finite sets satisfying
Proof. Note that condition (ı 2 ) says that equality is defined from . Thus, in order to show that X is W-separated, we need to show that, given finite sets a, b ⊆ X satisfying a b, there exists a homomorphism h : X → W such that min h[a] = 1 and max h[b] = 0. By (ı 2 ), this will also show that homomorphisms into W separate points. Fix a, b with a b and let U ⊇ a be a maximal (with respect to inclusion) set satisfying
Clearly, such a set exists by Zorn's Lemma, using the fact that a satisfies (1), (2) in place of U. Now, let L ⊇ b be a maximal set satisfying ( L) of Lemma 3.2 and
Again, the existence of L follows from Zorn's Lemma (note that L := b satisfies ( L) and (3)). We claim that L ∪ U = X. Suppose otherwise and fix p ∈ X \ (L ∪ U). By the maximality U, the set U ∪ {p} does not satisfy (2), so there is s 0 ∈ U such that (s 0 ∪ {p}) b. By the maximality of L, the set L∪{p} fails ( L), therefore there are
Finally, by Lemma 3.2, the characteristic function of U is a homomorphism such that
It is rather easy to guess the additional axiom for the class of W +0 -separated structures. Namely, in view of Proposition 3.1, the relevant axiom is
Similarly, for W +01 -separated structures we need to add (c 0 ) and
to the list (ı 0 )-(ı 3 ). It is interesting that axioms (c 0 ), (c 1 ) together with (ı 0 )-(ı 3 ) allow us to define the notion of a complement (or negation) of an element. We explain it later, when discussing some other features of the relation . We now show that W +01 can be regarded as the ultimate structure on the two-element universe. Proof. Fix a finite X ∈ ISP(D), where we assume that |D| = {0, 1}. Fix ϕ ∈ X * * . Since 0, 1 are in the language of W +01 , ϕ is not constant. Consider the universe of X * as the family of all subsets of X, whose characteristic functions are the homomorphisms into D. Let F = ϕ −1 (1), treated as a family of sets. Note that F = ∅, because ϕ = 0. Suppose F = ∅. Then F ∅ and ϕ[F ] = {1}, therefore ϕ is not a homomorphism, a contradiction. Thus F = ∅ and G := F = ∅. Suppose for each x ∈ G there is f x ∈ X * such that ϕ(f x ) = f x (x). Notice that F x := f −1
x (1) / ∈ F , because otherwise we would have that f x (x) = 1 and also ϕ(f x ) = 1. Thus ϕ(f x ) = 0, therefore f x (x) = 1, that is, x ∈ F x . Finally, we have
which means that F {F x } x∈G . This again shows that ϕ is not a homomorphism, a contradiction. Finally, if 0 is in the language of D, then we allow the possibility that ϕ = 0 and in this case ϕ(f ) = f (0) for f ∈ X * . If both 0 and 1 are in the language of D then we also allow that ϕ = 1 and consequently ϕ(f ) = f (1) for f ∈ X * . This completes the proof.
As a corollary, we obtain the main result of this section:
Theorem 3.5. W +0 , W +0 and W, W +01 are dual pairs.
Given a structure D whose universe is {0, 1}, given a D-separated structure X, it is natural to define
where s, t ∈ [X] <ω . It is easy to see that such defined relation satisfies (ı 0 )-(ı 3 ), therefore X becomes a W-separated structure. It is natural to ask whether -homomorphisms into W are the same as homomorphisms into D. This turns out to be true, as we show below. Theorem 3.6. Let D be a structure with universe {0, 1} and let X ∈ ISP(D). Consider X with the relation defined by condition (H) above. Then
when treated just as sets with no structure.
Proof. Just by definition, we have that Hom(X, D) ⊆ Hom(X, W). Fix f : X → {0, 1} which preserves and suppose that f is not a homomorphism into D. Replace each (possibly partial) operation in the language of D by a suitable relation. This causes no problem, because we deal with a fixed D-separated structure. Now the fact that f is not a homomorphism is witnessed by a relation R in the language of D. More precisely, there exist a 0 , . . . , a n−1 ∈ X such that X |= R(a 0 , . . . , a n−1 ) while D |= R(f (a 0 ), . . . , f (a n−1 )).
Changing the order if necessary, we may assume that f (a i ) = 0 for i < k and f (a i ) = 1 for k i < n (possibly k = 0 or k = n). Let t = {a i : i < k} and s = {a i : k i < n}. a 0 ) , . . . , h(a n−1 )).
On the other hand, X |= R(a 0 , . . . , a n−1 ), which contradicts the fact that h is a homomorphism of D-separated structures. *** We now make a brief discussion of basic properties of the relation . First of all, we note that restricted to singletons is just a partial order. Specifically, define
x y ⇐⇒ {x} {y}.
By (ı 2 ) this relation is reflexive and antisymmetric and (ı 3 ) gives transitivity. We shall come back to this observation later. W shall call the partial order associated to . This is in fact the restriction of to pairs of one-element sets. For some concrete classes of -structures, it happens that the partial order is discrete, that is, x y holds only if x = y. Another feature of , in the presence of the constants 0, 1, is the ability to define the negation. Namely, given a W +01 -separated structure X = X, , we say that b ∈ X is the complement (or negation) of an element a ∈ X if both relations {a, b} {0} and {1} {a, b} hold in X. Using Proposition 3.1, we see that b is uniquely determined, because X can be viewed as a family of sets F , with 0 being the empty set, 1 the whole universe V = F , and then {a, b} {0} means that a ∩ b = ∅ and {1} {a, b} means that a ∪ b = V . On the other hand, it is an easy exercise to derive the uniqueness of the complement just from the axioms (ı 0 )-(ı 3 ) together with (c 0 ), (c 1 ). The complement of a will be denoted by ¬a. In some cases, it will be natural to add the function ¬ to the language in order to get a duality. This indeed happens with Stone duality. We shall now try to explain the Pasch axiom. Let us imagine that each finite set x generates a "lower-set" ℓ(x) and an "upper-set" u(x), possibly by adding elements outside of the universe |X|. Now the relation a b means that u(a) ∩ ℓ(b) = ∅. In fact, this is the case when X = F , is like in Proposition 3.1, where ℓ(x) = {y : y ⊆ x} and u(x) = {y :
Formally we may still have ℓ(a) ∩ u(b) = ∅ even though a ⊆ b, however as we said before, the lower-and upper-set may contain more elements, for instance, all sets that are finite unions of elements of F . In that case, indeed ℓ(a) ∩u(b) = ∅ iff a b. Now let us imagine that both ℓ(x) and u(x) mean the convex hull of the set x, with respect to some fixed (possibly different) convexity structures. Condition (ı 3 ) becomes a geometric axiom saying that some convex sets should intersect. In case where a 0 , a 1 , b 0 , b 1 are singletons, this is the classical Pasch axiom stated in a more abstract setting, namely that the line segments [a 0 , a 1 ] and [b 0 , b 1 ] should intersect whenever a 1 ∈ [z, a 0 ] and
It turns out that a large subclass of W-separated structures indeed comes from convexity structures. More details are explained in the next section, where we also review some classical dualities for 2-separated structures.
Applications
In this section we study a duality involving convexity structures, as a special case of the duality involving . We also discuss some known dualities like Priestley duality for posets vs. distributive lattices and Hofmann-Mislove-Stralka duality for semilattices.
We already know that all 2-separated structures have their associated relation (formally a sequence of relations) which could replace the original language (see Theorem 3.6). Given 2-separated classes F and G , we shall say that F is naturally dual to G if for every finite X ∈ F it holds that X * ∈ G and X is reflexive with respect to the dual pair W, W +01 or W +0 , W +0 (depending on the existence of the constants 0, 1 in the language), and the same holds when interchanging the roles of F and G . In other words, F and G are naturally dual if the categories of finite structures of F and G are dually equivalent via the Hom-functors into W, W +0 or W +01 . Note that we actually do not require that the classes F and G are of the form ISP(D) and ISP(E) for some dual pair D, E . In any case, once we have suitable dual classes F and G , we can use Theorems 2.1 and 2.5 to conclude that all compact and all discrete structures in F and G are reflexive.
Abstract convexities
A convexity on a set X is, by definition, a family G of subsets of X that is closed under arbitrary intersections and unions of chains. So in particular X ∈ G , being the intersection of the empty subfamily of G . Some authors assume that ∅ ∈ G , although we prefer to avoid it for the reasons explained below. It is well known [12] and easy to check that every convexity is determined by the convex hull operator defined by conv A to be the intersection of all convex sets containing A. The relation "x ∈ conv A" can actually be defined in a first-order language, using infinitely many relations of the form B(x, y 0 , . . . , y n−1 ) meaning that x ∈ conv{y 0 , . . . , y n−1 }. For the sake of generality, we need to work with two convexities on the same set. Namely, a bi-convexity space is a structure of the form X, L , U , where L and U are convexities on X. We shall write conv L and conv U , indicating which convexity we have in mind. A bi-convexity space X, L , U is normal if
It is easy to "encode" normal bi-convexity structures in the language of . Namely, consider the following axiom:
Notice that the converse implication is a special case of (ı 3 ):
The following fact is rather obvious.
It turns out that the converse statement holds true, therefore we get an axiomatization of bi-convexity structures in terms of .
Then X, L , U is a normal bi-convexity space satisfying the condition
It is rather clear that the convexities L and U satisfying ( ‡) are uniquely determined.
Proof. It is clear that conv L and conv U are monotone, that is, they induce convexities L and U on X. We need to check that X, L , U is a normal bi-convexity space.
Condition (N1) is just the translation of (ı 2 ). Fix disjoint sets
<ω , we have that s t, therefore by the remark after the proof of Theorem 3.3 there exists a homomorphism h : X → W such that h[A] ⊆ {0} and h[B] ⊆ 1. Then h preserves the bi-convexity structures and hence H = h −1 (1) is such that H ⊆ B, H ∩ A = ∅ and H ∈ U , X \ H ∈ L . This shows (N2).
It is interesting to note that axiom (ı 3 ) for bi-convexity spaces is equivalent to the following
which is indeed known as the Pasch axiom for abstract convexity structures (see [11] for more details). Clearly, ( ¶) is a special case of (ı 3 ). On the other hand, it is easy to check that (ı 3 ) follows from (ı 0 )-(ı 2 ), (ı 4 ) and ( ¶). The two propositions above provide an axiomatization of normal bi-convexity structures in the language of W. Note that W itself can be regarded as a normal bi-convexity structure, because it satisfies (ı 4 ) for the obvious reasons. We are now ready to prove the main result of this subsection. Proof. We shall use Theorem 3.4. Fix a finite normal bi-convexity structure X. We look at X * as the family of all subsets of X whose characteristic functions are the homomorphisms from X into W. Fix S, T ⊆ X * such that S T , that is, S ⊆ T . Let A = t∈T (X \ t). Then A is an L -convex set disjoint from the U -convex set B = S. Thus, by normality, there exists H ∈ U such that X \ H ∈ L and B ⊆ H, A ∩ H = ∅. The characteristic function of H is a homomorphism into W, therefore H ∈ X * , according to our agreement. Finally, S {H} and {H} T , which shows that X * satisfies (ı 4 ). By Theorem 3.4, this completes the proof.
It might be of some interest to describe structures dual to normal convexity structures, that is, normal bi-convexity structures X, L , U with L = U . We do it below. In view of Propositions 4.1 and 4.2, the following axiom describes normal convexity spaces:
A structure X, satisfying (ı 5 ) will be called symmetric. As we know from Theorem 4.3, the dual to a normal convexity structure is necessarily a normal bi-convexity structure with 0, 1. Notice that, given a normal convexity structure X, for every homomorphism f : X → W, the map 1 − f is again a homomorphism. It follows that the dual bi-convexity structure is closed under negation. Note the following property:
where ¬s = {¬p : p ∈ s}. We shall say that a bi-convexity space X is complemented if 0, 1 are in the language of X and X is closed under negations. If this is the case, then condition (ae) is satisfied automatically.
Theorem 4.4. The class of normal convexity structures is naturally dual to the class of complemented normal bi-convexity structures.
Proof. Let X be a finite normal convexity structure (i.e. a finite normal symmetric biconvexity structure), represented in the language of W. By Theorem 4.3, the dual X * is a normal bi-convexity structure with 0 and 1. Clearly, it is complemented. Conversely, if X is a complemented normal bi-convexity structure then, again by Theorem 4.3, the dual X * is a normal bi-convexity structure. Since X is complemented, X * is symmetric, that is, both convexities are the same.
Note that the class of 2-separated convexity spaces (or, more generally, bi-convexity spaces) can be described as ISP(G), where G is the unique normal (bi-)convexity structure whose universe is {0, 1}. Recall that the language of G should consist of all relations coding "x ∈ conv{y 1 , . . . , y n }". Unfortunately, the class ISP(G) contains convexity structures that are not normal. In fact, it is easy to find a 5-element subset in the plane that is not normal as a convexity space. We do not know whether there exists a structure E such that G, E is a dual pair.
The Hofmann-Mislove-Stralka duality
Fix a finite semilattice X = X, ∧ , that is, ∧ is a symmetric associative operation on X such that x ∧ x = x holds for every x ∈ X. We use the adjective "meet" only to indicate that ∧ plays the role of the infimum with respect to the associated partial order defined by
Given finite sets s, t ⊆ X, define
where is the associated partial order. It is very easy to check that satisfies (ı 0 )-(ı 3 ) and therefore X becomes a W-separated structure. Actually, is the same as the relation defined by condition (H) before Theorem 3.6. Given f ∈ Hom(X, W), observe that the set F = f −1 (1) is meet-closed, therefore it is of the form [p, →), where p = F . For a moment, let us identify each f ∈ Hom(X, W) with the set f −1 (1). Then, given finite sets S, T ⊆ Hom(X, W) we have that S T if and only if S ⊆ T , just because of the remark above. It follows that the dual to a semilattice (with respect to the W, W +01 duality) is again a semilattice. By Theorem 3.5, we obtain the Hofmann-Mislove-Stralka duality: Theorem 4.5 (Hofmann, Mislove, Stralka [8] ). The class of semilattices is naturally dual to the class of semilattices with 0 and 1.
We also get another variant: Corollary 4.6. The class of semilattices with 0 is naturally dual to itself.
Priestley and Stone dualities
We already know that every W-separated structure has a natural partial order, namely, restricted to pairs of singletons. In some cases, this partial order trivializes, that is, it is just equality. This happens, for example, in symmetric structures. Let us now consider the other extreme: The case where the partial order induces the relation . The appropriate axiom is:
The class of W-separated structures satisfying (≤) coincides with ISP(O), where O = 2, is the 2-element linearly ordered set in which 0 < 1. Recall that a bounded distributive lattice is a structure of the form L, ∧, ∨, 0, 1 isomorphic to a family of sets L , ∩, ∪, ∅, X , where L = X. It is straight to see that the dual to a O-separated structure is closed under meet and join. It also carries the constants 0, 1, therefore it is a bounded distributive lattice. Conversely, given a bounded distributive lattice L, its dual structure (with respect to the W, W +01 duality) is a partially ordered set. This follows from the following folklore fact:
Proposition 4.7. Let S, T be finite families of prime filters in a distributive lattice such that S ⊆ T . Then there exist p ∈ S and q ∈ T such that p ⊆ q.
Summarizing, we obtain Priestley duality as a special case of Theorem 3.5: Stone duality can actually be regarded as a special case of Priestley duality. Namely, trivial partial orders correspond to complemented distributive lattices, i.e., Boolean algebras. In other words: Corollary 4.9 (Stone). Sets (i.e. structures whose language consists of equality only) are naturally dual to Boolean algebras.
Note that Priestley duality provides a simple proof of the classical fact saying that a bounded distributive lattice is a Boolean algebra if and only if each of its prime filters is maximal. Of course, using Theorems 2.1 and 2.5, we obtain the full Stone duality, saying that compact 0-dimensional spaces are dually equivalent to Boolean algebras. Since the duality is symmetric, one may ask for compact Boolean algebras and their duals, which should be just sets (with no structure). Obviously, we get the class of all Cantor cubes. In fact, this is again easily proved using duality: Proposition 4.10. Let K be a compact Boolean algebra which is {0, 1}-separated. Then K is topologically isomorphic to 2 κ for some cardinal κ.
Proof. Let A = K * . Recall that A carries no structure, therefore every function f : A → 2 is a homomorphism. By Theorem 2.1, K = 2 A .
We finish with an easy example showing that semi-dual pairs need not be dual.
Example 4.11. As before, let L be the 2-element bounded distributive lattice and let D = 2, = . We claim that D, L is a semi-dual pair. Indeed, if X ∈ ISP(D) then X * = Hom(X, D) has a structure of a distributive lattice (in fact: it is a Boolean algebra). If X ∈ ISP(D) is finite then X = X * * , because of the Priestley duality. On the other hand, if Y ∈ ISP(L) is a finite distributive lattice which is not a Boolean algebra then Y = Y * * , because P * is a Boolean algebra whenever P is a D-separated structure (i.e. P is any set with equality). It follows that D, L is not a dual pair.
Reflexivity of topological posets
It turns out that many topological 2-separated posets are reflexive. Below we give a necessary and sufficient condition for reflexivity. Given a poset P and A, B ⊆ P we write A B if x y holds for every x ∈ A, y ∈ B. We write FS(P ) for the set of all final segments in P , that is, all sets F ⊆ P whose characteristic functions are order preserving. Clearly, FS(P ) can be identified with the dual of P . Lemma 4.12. Let P = P, , T be a 2-separated topological poset. Let F be a closed filter in P * and define B = F . Then
In particular, B = ∅ (recall that, by definition, ∅ / ∈ F ).
Proof. Fix x 0 ∈ FS(P) such that B ⊆ x 0 . It suffices to show that x 0 ∈ cl B. For this aim, fix a basic neighborhood of the form s
<ω . Since t ∩ B = ∅ and F is closed under finite intersections, there is y ∈ F such that y ∩ t = ∅.
Theorem 4.13. Let P = P, , T be a 2-separated topological poset in which all clopen final and initial segments generate the topology T . Then P is reflexive if and only if for every closed final segment B ⊆ P and for every closed initial segment C ⊆ P with C < B, there exists a clopen final segment u such that B ⊆ u and C ∩ u = ∅.
Proof. We start with the "if" part. Fix a poset P satisfying the above condition. Let H be a clopen prime filter and let B = H. By Lemma 4.12, u ∈ H iff B ⊆ u and u ∈ FS(P). Let I = FS(P) \ H. Then I is a clopen (prime) ideal. Let C = P \ I. We claim that I = {u ∈ FS(P) : u ∩ C = ∅}.
In fact this statement follows from Lemma 4.12, considering the dual lattice of initial segments. Now we claim that C B. Indeed, suppose x ∈ C, y ∈ B are such that x y and find u ∈ FS(P) with x ∈ u and y / ∈ u. Then u / ∈ I and u / ∈ H, a contradiction. Since I ∩ H = ∅, we see that B and C cannot be separated by a clopen final segment. By our assumption, this means that B ∩ C = ∅. Finally, if q ∈ B ∩ C then B = [q, →) and hence H = q + . Now suppose that C, B witness the failure of the condition in the lemma. Define H = {u ∈ FS(P) : B ⊆ u} and I = {u ∈ FS(P) : u ∩ C = ∅}. Then H is a closed filter, I is a closed ideal and I ∩ H = ∅ since u ∈ I ∩ H would separate C and B. Moreover I ∪ H = FS(P) because if u / ∈ I then there is p ∈ C ∩ u and therefore B ⊆ [p, →) ⊆ u, that is u ∈ H. Thus H is a clopen prime filter. We claim that H = q + for any q ∈ P . Indeed, suppose H = q + ; then q / ∈ C so there exists a neighborhood v of q which is disjoint from C. We may assume that v = u \ w, where u, w ∈ FS(P). Then q ∈ u, so B ⊆ u. Thus C ∩ u = ∅, because u does not separate B from C. Now if p ∈ C ∩ u then p < q and hence p ∈ u \ w, because P \ w is an initial segment. Thus v ∩ C = ∅, a contradiction. This completes the proof of the "only if" part.
Below is an example of an irreflexive poset.
Example 4.14. Define S = {0} ∪ {1/n : n ∈ ω} with the natural linear order and let X = (ω 1 + 1) × S be endowed with the product ordering and with the product topology. Clearly, X is 2-separated. Define P = P, P , T , where P = X \ { ω 1 , 0 }, P = ↾ (P × P ) and T is the subspace topology. It is clear that P is 2-separated. Let B = { ω 1 , 1/n : n ∈ ω} and define H = {u ∈ FS(P) : B ⊆ u}.
Clearly, H is a closed filter in P * . Observe that B = H and H = p + for any p ∈ P . We shall show that H is a clopen prime filter. Let C = ω 1 × {0} and define
Clearly, I is a closed ideal in P * . Now it suffices to show that I ∪ H = FS(P) and that I ∩ H = ∅. Fix u ∈ FS(P) \ I. Then there is p ∈ C ∩ u and hence B ⊆ [p, →) ⊆ u, which shows that u ∈ H. Hence I ∪ H = FS(P). Fix u ∈ H. Then u is open and B ⊆ u. Thus for each n ∈ ω there is δ(n) < ω 1 with [δ(n), ω 1 ] × {1/n} ⊆ u. Let δ = sup n∈ω δ(n). Then δ < ω 1 and we have δ, 0 ∈ cl u = u. It follows that u ∩ C = ∅, that is u / ∈ I. This shows that I ∩ H = ∅.
Betweenness structures
There exist quite natural 2-element structures for which there is no duality. Below we describe one. Let b 0 be the following ternary relation on 2:
Let S 0 = 2, b 0 . An S 0 -separated structure is called a betweenness structure, sometimes also called S 0 -betweenness. A subset G of a betweenness structure X, B is convex if (∀ a, b ∈ G)(∀ x ∈ X) B(a, x, b) =⇒ x ∈ G.
We also define [a, b] = {x ∈ X : B(a, x, b)}, sometimes called the interval joining a and b. It is clear that convex sets form a (usually non-normal) convexity structure in the sense of Subsection 4.1, however not all convexities are induced by a betweenness relation. Every homomorphism from X into S 0 is the characteristic function of a convex subset of ω. Thus, X * is naturally homeomorphic to K = {∅, ω} ∪ [ω] 1 . After this identification, we have that ( †) κ(n) −1 = {ω, n} for every n ∈ ω. The set {κ(n) : n ∈ ω} should be pointwise closed. On the other hand, ( †) shows that the characteristic function of {ω} is the limit of the sequence {κ(n)} n∈ω . This is a contradiction, because ω is an isolated point of K and therefore its characteristic function is continuous.
Example 4.17. Let B be the natural betweenness relation on D = {0, 1}. That is, B(x, y, z) holds iff y ∈ {x, z}. Let us describe the class ISP(D). Fix a set X and a ternary relation B on X. We say that B is a betweenness relation if the following conditions are satisfied for every x, y, z, a, b ∈ X.
(1) B(x, x, y) and B(x, y, y). It is straight to check that every X, B ∈ ISP(D) satisfies the above conditions. On the other hand, if B is a betweenness relation on a set X then X, B ∈ ISP(D) if and only if for every x, y, z ∈ X such that ¬B(x, z, y) there exists a halfspace H ⊆ X such that z / ∈ H and x, y ∈ H. Recall that a set H is a halfspace if its characteristic function is a homomorphism into D. In other words, H is a halfspace iff whenever B(x, z, y) holds and x, y ∈ H then z ∈ H and whenever B(x, z, y) holds and x, y / ∈ H then z / ∈ H.
Question 4.18. Does there exist E such that D, E is a dual pair?
Notational remarks
In this section we assume that the reader knows the book [3] (or another texts on algebraic dualities) and our intention here is to explain the key similarities and differences between the approach and terminology in this paper and the above-cited book. Readers who are not familiar with the theory of algebraic dualities can safely stop reading here. Perhaps the key difference with the approach in [3] is our definition of semi-dual pair which just describes the conditions for duality between finite structures. As it was signalized earlier, here we use the term natural duality as something similar to the full duality for the class of finite structures.
Because we know that the duality for finite structures implies the duality for both compact and discrete structures (see Section 2), we decided to use the property of finite structures in the definitions.
Observe that if M ∼ yields a natural duality (in the sense of [3, Chapter 2]) on ISP(M) then the M, M ∼ is a semi-dual pair. Also note that since we allow more general structures in the definition of semi-dual pairs, the inverse implication does not need to hold (or at least is hard to express in the language of algebraic dualities).
Observe that Theorem 2.5 addresses a problem similar to those presented in Duality Compactness Theorem (see [3, 2.2.11] ) and Third Strong Duality Theorem (see [3, 3.2.11] ). The family of relations (see subsection 3.1) not only essentially "refines" the Brute Force construction (see [3, section 2.1]) for the two-element schizophrenic object, but also may be applied to full duality. Note that our results may be applied for more general classes than ISP(E); see Section 3 and the beginning of Section 4. Finally, some of the results of the last section cannot be obtained by classical methods of the theory of algebraic dualities.
