We consider dimensionality reduction methods for face recognition in a supervised setting, using an image-as-matrix representation. A common procedure is to project image matrices into a smaller space in which the recognition is performed. These methods are often called "two-dimensional" in the literature and there exist counterparts that use an image-as-vector representation. When two face images are close to each other in the input space they may remain close after projectionbut this is not desirable in the situation when these two images are from different classes, and this often affects the recognition performance. We extend a previously developed 'repulsion Laplacean' technique based on adding terms to the objective function with the goal or creation a repulsion energy between such images in the projected space. This scheme, which relies on a repulsion graph, is generic and can be incorporated into various two-dimensional methods. It can be regarded as a multilinear generalization of the repulsion strategy by Kokiopoulou and Saad [Pattern Recog., 42 (2009), pp. 2392-2402. Experimental results demonstrate that the proposed methodology offers significant recognition improvement relative to the underlying two-dimensional methods.
Introduction
Numerous linear dimensionality reduction methods have been developed for classification tasks. Among these are a class methods which convert the data items to vectors in numerical form. For example, in face recognition, a face image is transformed into a column vector by concatenating rows or columns. A linear projector is obtained using the training data. The projector projects both training and test data into a lower dimensional space, in which the recognition task is performed. Typical examples of these include principal component analysis (PCA) [32, 31] , linear discriminant analysis (LDA) [3, 5, 23] , locality preserving projections (LPP) [9, 10] , and neighborhood preserving projections (NPP) [8] . There are counterparts of LPP and NPP which enforce orthogonality constraint on the projector. They are denoted by OLPP and ONPP [14, 15] , respectively. Two-dimensional projection methods, treating each image as a matrix, with a goal of exploiting spatial redundancy. In the literature, such methods often utilize the key word 'two-dimensional' to charaterize them. They can be categorized into two different types. The first type of methods aim to preserve the distinct features of the data matrices in the projection [17, 29, 35, 36, 37] . These methods can be regarded as two-dimensional generalizations of the classical principal component analysis.
The other type of methods aim to preserve the closeness of neighboring data items in the projected space. In a supervised setting, two items are regarded as neighbors if they share the same class label. Examples of such methods include two-dimensional linear discriminant analysis (2D-LDA) [11, 20] , two-dimensional neighborhood preserving projections (2D-NPP) [22, 26] , and two-dimensional locality preserving projections (2D-LPP) [4, 7, 25] .
The aforementioned methods are summarized in Table 1 , where the synonyms in the application of face recognition, if any, are also listed.
An enhanced graph-based dimensionality reduction technique, repulsion Laplaceans [16] , was proposed to improve the classification methods which use image-as-vector representation. The objective is [26, 22] to repel from other data points that are not from the same class but that close to each other in the input high-dimensional space.
In this paper, we develop a generalized methodology using repulsion tensors to improve the twodimensional projection methods. This method is generic and can be applied to various methods, such as 2D-OLPP, 2D-ONPP, and 2D-LDA. The experiments on face recognition demonstrate significant improvements in the recognition performance over the existing two-dimensional methods. Compared to the peers using the image-as-vector representation, the proposed technique achieves substantial computational savings.
The rest of this paper is organized as follows. Section 2 formulates the two-dimensional projection methods in tensor form, establishes the connections between them, and gives a unified view. The enhancement with repulsion tensors is presented in Section 3, which also gives a unified framework for computing the projectors. Section 4 reports on experimental results with face recognition. The paper ends with conclusing remarks and a discussion of future work in Section 5. Appendix A introduces the concept of tensors and some related operations useful in this paper. Appendix B reviews the linear dimensionality reduction methods using image-as-vector representation.
The notational conventions in this paper are as follows. We denote scalars and vectors by lowercase letters (e.g., m, n), matrices by uppercase letters (e.g., U, V ), and tensors by calligraphic letters (e.g., A, B). An exception is that I, J, K are used for upper bounds of indices. For a third order tensor A ∈ R I×J×K , its (i, j, k) entry is denoted by a ijk . We also use MATLAB-like notation. For example, A(i, j, k) = a ijk , and A(:, :, k) is the matrix formed by elements a ijk for i = 1, . . . , I and j = 1, . . . , J and the specified k. We use I n to denote the identity matrix of size n-by-n, and e n to denote the vector of ones of length n. The norm · indicates the Frobenius norm. Table 1 summarizes various known two-dimensional methods for image subspace analysis. These methods treat each image as a matrix X k ∈ R m1×m2 . The general form of the bilateral projection is
Tensor formulation of 2D methods
where
The transformation matrices U and V from the training data are applied to a test image X to obtain a projected image Y = U T XV , and the recognition is performed by comparing Y to Y 1 , . . . , Y n . When U is an identity matrix (d 1 = m 1 ) or V is an identity matrix (d 2 = m 2 ), the projection is said to be unilateral.
In this section, we formulate these methods in tensor form. Readers are referred to [1] for tensor concepts and operations. A brief introduction of the main ideas is also given in Appendix A.
Aggregating the matrices in (1), we obtain the third order tensors X ∈ R m1×m2×n and Y ∈ R d1×d2×n , such that X (:, :, k) = X k and Y(:, :, k) = Y k for k = 1, . . . , n. The relation between X and Y can be written succinctly as
Constraints should be imposed to the transformation matrices U and V . A popular choice is the orthogonality
To facilitate the discussion, we introduce the concept of tensor trace. Given a fourth order tensor
I×J×I×J , we define the tensor trace by tr [1,2;3,4] 
where the subscript [1, 2; 3, 4] specifies the order of the dimensions respect to which the trace is taken. This is a generalization of the trace of a square matrix. In this paper we always use the order [1, 2; 3, 4] in the tensor trace. Hence we abbreviate tr [1,2;3,4] (B) as tr(B). A useful property which parallels the relation
where A = R I×J×K is a third order tensor, and A, A [3;3] is the mode-[3; 3] contracted tensor product. In the following discussion, we will use tensor and matrix notation interchangeably.
Two-dimensional PCA
We consider a class of tensor methods which can be regarded as high order generalizations of the classical PCA [17, 29, 35, 36, 37] . The discussion starts with a bilateral projection method, also referred to as the generalized low rank approximation of matrices (GLRAM) [37] or the concurrent subspaces analysis (CSA) [35] . This is a special case of the high order orthogonal iteration (HOOI) of tensors [19, 29] .
The goal here is to find a reduced representation Y k ∈ R d1×d2 of each X k ∈ R m1×m2 for k = 1, . . . , n. The reconstructed data, associated with two orthogonal matrices U and V (U T U = I d1 and
X i is the centroid matrix. Let X be the translated tensor such that X (:, :, k) = X k for k = 1, . . . , n. Then
where e n ∈ R n is the column vector of ones. In a similar discussion leading to (6), we obtain the program
where J n = I n − 1 n e n e T n is the centering matrix. The objective function can be written in the form of tensor trace as
Note that J n is a projection matrix. Hence J 2 n = J n = J T n . This property has been used in deriving (9) . We call the dimensionality reduction method which solves (8) the 2D-PCA hereafter.
There is no closed form of solution to (6) and (8) . One can use the high order orthogonal iteration (HOOI) [19] to compute U and V .
One may perform 2D-PCA with the projection applied to only one side of the input image matrices [36] . For example, we set V as the identity I m2 and therefore the projection is in the form
This unilateral projection is equivalent to performing PCA on the columns of all images.
Connection to PCA
Recall that PCA maximizes the trace of covariance matrix of the embedded data subject to orthogonal projection. See, e.g., Appendix B.1. Now we draw the corresponding property of 2D-PCA. Substituting (2) into the objective function of (8), we obtain
T is called the image covariance matrix, whose trace is maximized by 2D-PCA subject to the orthogonality constraints (3) . If m 2 = 1, then Y 1 , . . . , Y n are indeed column vectors, in which case 2D-PCA is equivalent to PCA.
Two-dimensional LPP
LPP and OLPP, reviewed in Appendix B.3, are linear dimensionality reduction methods using imageas-vector representation. Their two-dimensional counterparts, using image-as-matrix representation [4, 7, 25] , are presented next. The step to construct the symmetric weight matrix W = [w ij ] ∈ R n×n is the same as that in LPP and OLPP. We also compute the graph Laplacian L = D − W , where D ∈ R n×n is the diagonal matrix formed by elements d ii = 
= tr
where the tensor trace in (11) is defined in (4) . Note that the last term (11) is a tensor generalization of tr(Y LY T ) in (56). We can substitute (2) into (11) and obtain
Constraints are required in the minimization of (12) . For example, we can impose the orthogonality
. This option leads to the 2D-OLPP method,
How to solve this optimization problem (13) will be discussed in a unified framework in Section 3.3. Alternatively, we may consider concurrently maximizing
which corresponds to tr(Y DY T ) in the LPP program (54). Minimizing the ratio of (12) to (14) subject to U T U = I d1 and V T V = I d2 is a tensor generalization of the trace ratio optimization problem [24, 34] . Rather than solving this challenging problem, we will give a workaround in a unified framework in Section 3.3. This corresponds to the alternating algorithm in [7] . We call the resulting method 2D-LPP.
When m 2 = 1, X 1 , . . . , X n are indeed column vectors, and the data tensor X can be represented by a matrix [X 1 , . . . , X n ], in which case 2D-LPP is reduced to the formulation of LPP (54), and 2D-OLPP is equivalent to OLPP.
Two-dimensional NPP
Recall that NPP and ONPP, reviewed in Appendix B.4, are linear dimensionality reduction methods that use the image-as-vector representation. Here we present their two-dimensional counterparts, using the image-as-matrix representation [22, 26] .
Firstly, we compute a weight matrix W = [w ij ] ∈ R n×n in the same way as that of NPP and ONPP. See Appendix B.2 for a discussion. Then we consider the objective function to minimize
which parallels the objective function of NPP and ONPP (56).
To match the format of (11), we rewrite (16) in the tensor trace form as
where H = (I n − W ) T (I n − W ). We can further substitute (2) into (17) and obtain
Again, one can impose the orthogonality constraints U T U = I d1 and V T V = I d2 , yielding the 2D-ONPP method. Another option is to concurrently maximizing
We would like to write (19) in tensor trace form as
which is same as the objective function of GLRAM and CSA (7). Minimizing the ratio (18) to (20) subject to U T U = I d1 and V T V = I d2 is a challenging tensor trace ratio optimization problem. A workaround will be given in the unified framework in Section 3.3. This corresponds to the alternating algorithm in [22] . The resulting method is called 2D-NPP.
Note that if m 2 = 1, then X 1 , . . . , X n are indeed column vectors, and the data tensor X can be represented by a matrix [X 1 , . . . , X n ], in which case 2D-NPP and 2D-ONPP are reduced to the formulations of NPP (57) and ONPP (58), respectively.
Connection to 2D-PCA
Comparing the 2D-ONPP method to the 2D-PCA program (8) , there are only two differences. Firstly, 2D-ONPP 'minimizes' (18), whereas 2D-PCA 'maximizes' (9) . Both impose the orthogonality constraints U T U = I d1 and V T V = I d2 . Secondly, the multiplication × 3 (I n − 1 n e n e T n ) in (9) corresponds to the multiplication × 3 (I n −W ) in (18) . If a complete graph is used and the weights are uniformly distributed, then w ij = 1 n for i, j = 1, . . . , n, yielding W = 1 n e n e T n . In this case, the objective functions of 2D-PCA and 2D-ONPP are identical. This is a property similar to the connection between PCA and ONPP [14, 15] .
Two-dimensional LDA
We now present the two-dimensional counterpart of LDA [38] , using image-as-matrix representation instead of image-as-vector representation.
Suppose we are given training data matrices X 1 , . . . , X n ∈ R m1×m2 . Each data sample X i is associated with a class label c(i). For each class j = 1, . . . , c, there is an index set
The reduced data is obtained from the bilateral transformation 
and the between-scatter measure is
Note that if m 2 = 1, then X 1 , . . . , X n are indeed column vectors and the data tensor X can be represented by a matrix [X 1 , . . . , X n ], in which case D w in (21) and D b in (22) are the same as tr(U T S w U ) and tr(U T S b U ) in LDA, where S w and S b are defined in (59) and (60), respectively. Conceptually, the goal is to minimize D w and maximize D b , corresponding to minimizing tr(U T S w U ) and maximizing
To write (21) and (22) 
Hence we have
nj . This property has been used for the last equality.
Now we can rewrite (21) as
where in MATLAB-like notation,
. . , c, and
Substituting (2) into (23), we obtain the tensor trace form of D w as
The matrix S actually is the Laplacian matrix of a label graph with even weights [25] . To be precise, let W = I n − S with I n ∈ R n×n the identity. Then W = [w ij ] ∈ R n×n satisfies
This matrix S has rank n − c. See, for example, [10, 14, 15] . The discussion gives a connection to 2D-LPP. Now we consider D b in (22) , where
Hence we can rewrite (22) as
The two terms in (26) can be written in tensor trace form as follows. First,
T n n , Y [3;3] ).
Then we have
where J n = I n − ene T n n . Note that (27) is the same as the objective function (9) of 2D-PCA. Secondly,
where W = [w ij ] ∈ R n×n is defined in (25) . Then we have
where S = I n − W . Note that (28) is identical to (23) . Substituting (27) and (28) into (26), we obtain
Substituting (2) into (29), we obtain the tensor trace form of D b as
To obtain U and V , one could maximize the ratio of (24) to (30) subject to
Instead of solving this challenging optimization problem, we will solve a related problem in a unified framework in Section 3.3. This corresponds to the alternating algorithm in [38] .
An unified view
All the methods discussed in this section can be categorized into three cases.
1. The first case is to minimize tr( Y × 3 A, Y [3;3] ). The methods are 2D-OLPP and 2D-ONPP.
2. The second case is to maximize tr( Y × 3 B, Y [3;3] ). The methods are GLRAM/CSA and 2D-PCA.
3. The last case is to minimize tr( Y × 3 A, Y [3;3] ) and to maximize tr( Y × 3 B, Y [3;3] ) concurrently.
The methods are 2D-LPP, 2D-NPP, and 2D-LDA. 
J n − S Table 2 lists the corresponding matrices A and B and their references of all these methods. Each '-' indicates that there is no matrix A or no matrix B, implying the single objective of maximization or minimization. The methods using repulsion tensors, to be described in the next section, are also listed. The next section will also give a unified framework for computing the projectors U and V of all these methods.
Enhancement by repulsion tensors
Classical linear dimensionality reduction methods, such as LDA and LPP, project the data in vector form into a lower dimensional space. There are cases that two between-class data points which are close each other in the high dimensional space remain close after being projected to the lower dimensional space. An enhanced dimensionality reduction technique, called the repulsion Laplaceans [16] , was proposed to address such issues. Here we develop a corresponding two-dimensional method for classification of data matrices.
Repulsion graph
The methodology presented here is based on the use of repulsion graphs [16] . The technique requires two graphs that define the repulsion graph.
1. The first is the supervised label graph G = (V, E) such that (i, j) ∈ E if data items i and j have the same label.
2. The second is an unsupervised affinity graph
if data items i and j are close to each other in the input space. In practice, we construct a kNN graph for G (a) .
3. The repulsion graph is denoted by G (r) = (V, E (r) ), and its edges are defined by (i, j) ∈ E (r) if and only if (i, j) ∈ E (a) and (i, j) / ∈ E.
Note that all G, G (a) and G (r) are undirected and share the same vertices V = {1, . . . , n} as data indices. The high level idea is that if items i and j are not in the same class ((i, j) / ∈ E) but are close to each other ((i, j) ∈ E (a) ) we should add a penalty force to 'repel' them from each other in the projection process.
We will eventually construct a graph Laplacian L (r) of the repulsion graph G (r) = (V, E (r) ). Hence each edge (i, j) ∈ E (r) is assigned with a weight w (r) ij > 0. In practice, we use the Gaussian weights (51); see Appendix B.2. We also let w (r) ij = 0 if (i, j) / ∈ E (r) . The weights form a weight matrix
This matrix L (r) has been utilized to modify linear dimensionality reduction methods to project vector data [16] . For example, given the training data X = [x 1 , . . . , x n ] ∈ R m×n , the OLPP method minimizes tr(
, where L ∈ R n×n is the graph Laplacian. The improvement is achieved by incorporating L (r) into the objective function. To be precise, we minimize tr(U T X(L − βL (r) )X T U ) subject to U T U = I d , where β > 0 is a preset penalty parameter. The enhanced method is denoted by OLPP-R. This technique can also be used to improve LDA and ONPP in the same way; see [16] for details.
Repulsion tensor
Recall that in the common framework of the two-dimensional methods, we project data matrix
. . , n. Except for GLRAM/CSA and 2D-PCA, the methods presented in Section 2 all have an objective function to minimize in the form
Following the discussion in Section 3.1, we have a repulsion graph G (r) = (V (r) , E (r) ) and its Laplacian
Recall that the goal in 2D-LPP and 2D-OLPP, is to make neighboring points defined by G = (V, E) close to each other in the projected space. Therefore we minimize (10) . Here the objective is to repel the neighboring points defined by G (r) = (V (r) , E (r) ). Hence we maximize
The equation (32) can be seen from the derivation of (11). Substituting (2) into (32), we obtain
where ;3] is called the repulsion tensor. As an illustration, we incorporate the maximization of (33) into the minimization of (12) . Subtracting β· (33) from (12), we obtain
which is the objective function to minimize. Here the penalty parameter β > 0 is preset. If we impose the orthogonality constraints U T U = I d1 and V T V = I d2 , then the resulting method is called 2D-OLPP-R. If we follow 2D-LPP to maximize (14) concurrently, then the method is called 2D-LPP-R.
In 2D-ONPP, 2D-NPP, and 2D-LDA, there is a matrix which plays the role of graph Laplacian in 2D-LPP and 2D-OLPP. Hence the repulsion technique described above can be applied. We denote the modified methods by 2D-ONPP-R, 2D-NPP-R, and 2D-LDA-R, which incorporate the repulsion technique. The column 'Matrix A' of Table 2 lists all the matrices in the role of graph Laplacian.
The unified framework
All the methods in Table 2 can be categorized into three categories. The first has the objective is to minimize
subject to U T U = I d1 and V T V = I d2 . Methods in this category are 2D-OLPP, 2D-ONPP, 2D-OLPP-R and 2D-ONPP-R. In the second case, the objective is to maximize
subject to U T U = I d1 and V T V = I d2 . Methods in this category are GLRAM/CSA and 2D-PCA. In the last case, the objective is to minimize (35) and maximize (36) concurrently. One could also impose the orthogonality constraints U T U = I d1 and V T V = I d2 . However this leads to a challenging optimization problem. A practical workaround will be discussed later in this section. Methods in the last category are 2D-LPP, 2D-NPP, 2D-LDA, 2D-LPP-R, 2D-NPP-R, and 2D-LDA-R.
We start with the first case. There is no closed form solution to the problem of minimizing (35) subject to U T U = I d1 and V T V = I d2 . An alternating process to solve this problem is as follows. For simplicity, we fix U ∈ R m1×d1 and minimize (35) in terms of V ∈ R m2×d2 . Letting Z 1 = X × 1 U T and substituting it into (35), we obtain
Hence the minimizer of (37) subject to V T V = I d2 consists of the bottom d 2 eigenvectors corresponding to the smallest eigenvalues of
If we take the top eigenvectors, we obtain the maximizer of (37) subject to V T V = I d2 . Likewise, we can fix V ∈ R m2×d2 and minimize (35) in terms of U ∈ R m1×d1 . Similarly, we let Z 2 = X × 2 V T , and the minimizer subject to U T U = I d1 consists of the bottom d 1 eigenvectors of
We can solve the two sub-problems alternatively. The discussion leads to an alternating process to minimize (35) subject to U T U = I d1 and V T V = I d2 . The pseudo-code is given in Algorithm 1. This is the high order orthogonal iteration (HOOI) of tensors [19, 29] .
; until convergence or max number of iterations is met.
Algorithm 1: Alternating process #1 for U, V .
Consider Algorithm 1. Each update of U reduces the value of the objective function (35) , so does the update of V . The constraints U T U = I d1 and V T V = I d2 make the objective function (35) bounded. Hence Algorithm 1 must converge. However, it does not guarantee the convergence to the global minimum, although each sub-problem can be solved optimally. Indeed, the result depends on the initial U . In practice, we simply set the initial U as I m1 . Note that although I m1 is not of size m 1 -by-d 1 , in the consequent computation the U is of size m 1 -by-d 1 and satisfies U T U = I d1 . The methods in the second category, i.e., 2D-PCA and GLRAM/CSA, maximize (36) subject to U T U = I d1 and V T V = I d2 . we can just substitute −B for A in Algorithm 1. Equivalently, we can replace A by B and use the 'top' eigenvectors instead of the 'bottom' eigenvectors. Now we consider the last case, minimizing (35) and maximizing (36) concurrently. Following the discussion leading to (38), we fix U ∈ R m1×d1 . Then maximizing (36) in terms of V ∈ R m2×d2 is the same as maximizing tr(V T B 1 V ), where
with Z 1 = X × 1 U T . Now the sub-problem is to minimize tr(V T A 1 V ) and maximize tr(V T B 1 V ) concurrently, where A 1 and B 1 are defined in (38) and (40), respectively. If we enforce the orthogonality constraint V T V = I d2 , then it is a trace ratio optimization problem [24, 34] . For a better computational efficiency, we consider the related but simpler program
The minimizer V ∈ R m2×d2 of (41) consists of the bottom d 2 eigenvectors of the generalized eigenvalue problem
Likewise, if we fix V , then we will lead to the program
with Z 2 = X × 2 V T . We conclude an iterative algorithm which solves (41) and (42) alternatively. The pseudo-code is given in Algorithm 2, where we use the same initial U in Algorithm 1.
Compute the bottom d 2 eigenvectors of
; until convergence or max # iterations is met.
Algorithm 2: Alternating process #2 for U, V .
Unilateral versus bilateral
All the two-dimensional projections listed in Table 2 can be unilateral or bilateral. The alternating processes given in Algorithms 1 and 2 are for bilateral projections. The unilateral case is indeed simpler. We just need to solve one eigenvalue or generalized eigenvalue problem, and the optimal solution is reached with just one iteration. In the literature, [4, 11, 22, 25, 36] use unilateral projections, whereas bilateral projections are adopted by [17, 35, 37, 38] .
The clear advantage of unilateral projections is their computational efficiency. On the other hand, bilateral projections perform better in exploiting spatial redundancy, and therefore need fewer dimensions for the projected space. This is important in the application of data compression [37] .
Consider bilateral projections. GLRAM/CSA [37] and 2D-PCA [17] which maximize (36) usually converge in 2 or 3 iterations in practice. This is confirmed in our experiments. Other methods which minimize (35) require more iterations. In the face recognition experiments, we limit the number of iterations to 5. We found that more iterations usually help little in improving the recognition rate.
Considerations for 2D-LDA & 2D-LDA-R
There is a variant of Algorithm 2, described as follows. Instead of (41), another possibility is to maximize tr(V T B 1 V ) subject to V T A 1 V = I d2 . This option leads to computing the top d 2 eigenvectors of the generalized eigenvalue problem
Likewise, the other eigenvalue problem to solve in the alternating process is
We use this variant to compute the 2D-LDA projections, since we found that it usually achieves better performance in face recognition. However, it results in a problem in 2D-LDA-R where the repulsion tensor is incorporated. Note that solving the generalized eigenvalue problems (44) and (45), we need the matrices A 1 and A 2 being positive definite, which is no longer guaranteed with repulsion. The situation is even worse in the case of bilateral projections due to the iteration.
In practice, we set smaller penalty parameter β for a modest repulsion power. In addition, for bilateral projections, we use only one iteration and in this iteration U and V are computed independently, i.e., like computing the unilateral projections twice for U and V , respectively. These changes make 2D-LDA-R a useful method in face recognition. However, instability occurs occasionally. See Section 4.3 for an example in the experiment on the UMIST face images.
Pre-processing and post-processing
In LDA, LPP, NPP and their variants, it is common to pre-process the training data matrix by PCA, in order to avoid a singular matrix in the eigenvalue computation. Likewise, in 2D-LDA, 2D-LPP, 2D-NPP and their variants, one can pre-process the data by 2D-PCA. This can sometimes improve the stability, explained as follows.
Consider Algorithms 1 and 2. We would like to ensure that the matrices A 1 , B 1 ∈ R m2×m2 and A 2 , B 2 ∈ R m1×m1 are of full rank. We concentrate on A 1 . The discussion for B 1 , A 2 , B 2 is similar. The rank of A 1 is at most d 1 min{m 2 , rank(A)}. Hence if d 1 rank(A) < m 2 , we are guaranteed a singular A 1 . It is known that in supervised mode, rank(A) ≤ n − c, where n is the number of training images and c is the number of classes [10, 14, 15] . In practice, without the singularity problem, good performance can be achieved with very small d 1 or d 2 . Hence when the image size is large or the number of training images is small, pre-processing by 2D-PCA helps improve the stability. We found that it is an issue in the experiments on the AR database.
Another approach is to post-process the projected data by a one-dimensional method, in order to improve data compression or recognition performance. Examples include GLRAM + SVD [37] , 2D-LPP + PCA [4] , and 2D-LDA + LDA [38] . For the sake of simplicity, we did not adopt this approach in the experiments. The two directions open a door to numerous composite projections which deserve further investigations.
Experimental results
The experiments were performed in MATLAB on a PC equipped with a four-core Intel Xeon E5504 @ 2.0GHz processor and 4GB memory. We use 4 face image databases, ORL faces [28] , UMIST faces [6] , AR faces [23] , and ESSEX faces [30] . We compare empirically the performance of the repulsion methodology (see Section 3), the existing two-dimensional methods (see Section 2), and the classical linear dimensionality methods using image-as-vector representation (see Appendix B).
We report the results of 2D-PCA, 2D-LDA, 2D-PCA-R and 2D-LDA-R, as well as the results of 2D-LPP, 2D-NPP, 2D-OLPP-R, and 2D-ONPP-R. In practice, we found that 2D-LPP and 2D-NPP are generally better options than 2D-OLPP and 2D-ONPP. On the other hand, 2D-OLPP-R and 2D-ONPP-R often outperform 2D-LPP-R and 2D-NPP-R. Hence we omit the results of 2D-OLPP, 2D-ONPP, 2D-LPP-R, and 2D-NPP-R in this section.
Each recognition rate reported is the average from 20 random realizations of the training images, and the rest images are used for testing. In Tables 3-6 , we list the best recognition rate and the corresponding dimension for each method and each database. The statistics of the one-dimensional methods are from [16] , except for the NPP and LDA-R methods, whose numbers are obtained from the recent experiments.
Face image databases
The ORL (Olivetti Research Laboratory) face database [28] contains images of 40 subjects. Each subject has 10 grayscale images of size 112-by-92 with various facial expressions (smiling/non-smiling, etc.). In total there are 400 images. Sample face images of the first two individuals are displayed in Figure 1 . The UMIST database contains grayscale images of 20 subjects. We use a set of cropped images. Each subject has from 19 to 48 images of size 112-by-92. In total there are 575 images. Figure 2 gives sample images of the first individual. We use the AR database [23] which contains 1,008 grayscale 768-by-576 images of 126 subjects, 8 images per subject. These images were cropped and downsized to be 224-by-184 before the recognition is performed in the experiments. Figure 3 presents the sample images of the first two subjects. We also use the ESSEX database [30] . The 95' version contains 1,440 color 200-by-180 images of 72 subjects. Each subject has 20 images. We converted these color images to grayscale so they can be represented as matrices.
Performance sensitivity to repulsion
There are two parameters to select for the repulsion technique. One is the number k of neighbors per vertex, used for constructing a repulsion graph. The other is the penalty parameter β, which determines the strength of the repulsion term.
To examine the sensitivity of the recognition performance to these parameters, we conducted two experiments as follows. We use the 2D-ONPP-R and 2D-OLPP-R methods, in both unilateral and bilateral projections. For unilateral projection, we set d 2 = 10 and the result is marked by '(U)'. For bilateral projection, we set d 1 = d 2 = 10 and the result is marked by '(B)'. We use the images in the ORL database, and set the number of training images per class as 5. In one experiment, we set k = 6 and β = 0.3, 0.35, . . . , 1. In the other experiment, we set k = 1, 2, . . . , 20 and β = 0.5. The results are shown in Figure 4 . It can be observed from Figure 4 that the recognition rate changes modestly as long as β are k are large enough.
Face recognition results
We report the results for 4 databases: ORL, UMIST, AR, and ESSEX. Regarding the repulsion parameters, we use k = 6 in all cases. In both 2D-OLPP-R and 2D-ONPP-R, we set β = 0.5, but for the ESSEX database, we set β = 1.0. As discussed in Section 3.5, we need a smaller β for 2D-LDA-R, in which we set β = 0.2.
The results for the ORL database are displayed in Figure 5 , where the number of training images per class is set as 5. The left plot shows the recognition rates with the unilateral projections with the column dimension d 2 = 2, 4, . . . , 20, whereas the right plot shows the recognition rates with the bilateral projections with the row/column dimension d 1 = d 2 = 2, 4, . . . , 20. Two observations from Figure 5 can be made.
1. In both settings of unilateral and bilateral projections, 2D-LDA-R improves 2D-LDA, and 2D-OLPP-R and 2D-ONPP-R outperform 2D-LPP and 2D-NPP handsomely. Table 3 lists the best recognition rates and the corresponding dimensions, using the 7 two-dimensional (2D) methods and their one-dimen-sional (1D) peers. On average, the 1D methods and 2D methods are comparable in performance. However, the 1D methods with repulsion Laplaceans perform slightly better than the 2D methods with repulsion tensors. Figure 6 displays the results for the UMIST database, where the number of training images is set as 10. Table 4 lists the best recognition rates and the corresponding dimensions. The observations made previously for the ORL image set are also valid here, except for that the performance of the 2D-LDA-R bilateral projection deteriorates quickly while the dimension increases. An explanation of this instability is given in Section 3.5. Among the two-dimensional methods, both 2D-OLPP-R and 2D-ONPP-R are the apparent winners for the UMIST and ORL databases. The results for the AR database are illustrated in Figure 7 , where we set the number of training images as 4. Note that except for 2D-PCA, we pre-process the data by 2D-PCA, explained in Section 3.6. Table 5 lists the best recognition rates and the corresponding dimensions. 2D-ONPP-R and 2D-OLPP-R are still the best two-dimensional methods in performance. In addition, 2D-LDA-R with unilateral projection performs as good in this case. It is interesting to note that 2D-LPP and 2D-NPP yield very similar results. Also note that PCA and 2D-PCA does not perform that well for this case. Figure 8 displays the results for the ESSEX database, where we set the number of training images as 10. Table 6 lists the best recognition rates and the corresponding dimensions. In this case, 2D-OLPP-R outperforms the other methods, including all 1D methods. This database is the hardest one tested in [16] . It hints the potential of the repulsion tensors for challenging classification tasks. In addition to the attractive recognition rates by 2D-OLPP-R and 2D-ONPP-R. It is worth noting that the performance of 2D-OLPP-R and 2D-ONPP-R is very insensitive to the variation of the reduced dimension in all our tests. This is an appealing feature, especially considering that in real applications we may not have the labels of test images.
1D methods versus 2D methods
One-dimensional (1D) methods use the image-as-vector representation, whereas two-dimensional (2D) methods use the image-as-matrix representation. This fundamental difference governs the computation. Whether 2D methods or 1D methods are faster depends on several factors. For example, size of the images, number of training faces, how the algorithms are implemented, and the numerical libraries used, etc.
The high level idea is that 1D methods, which vectorize images, need to solve a much larger eigenvalue problem. On the other hand, the computation of the 2D methods is often dominated by forming the eigenvalue problem, i.e., computing (38) , (39), (40), and (43). In practice, this part is usually less expensive than the eigenvalue computation of the 1D method. Indeed, it has been reported that 2D methods are more efficient than their 1D counterparts, e.g., [4, 25, 36, 37, 38] . We have also observed this property in our experiments. Note however that one can downsize the image matrices to reduce the cost of the eigenvalue computation.
Conclusions and future work
We have developed a methodology with repulsion tensors to enhance the two-dimensional projection methods for classification. It can be regarded as a multilinear generalization of a technique called repulsion Laplaceans [16] . The key idea is improve the projection by repelling data items which are from different classes but close to each other in the input space. The experiments on face recognition exhibit significant improvement of recognition performance by the proposed technique.
Some two-dimensional projection methods can be formulated as a tensor trace ratio optimization problem. Instead of solving this problem directly, we use Algorithm 2 as an efficient workaround. It may be worth developing efficient algorithms for the tensor trace ratio optimization problem.
All the methods presented in this paper are linear. Hence it may fail to discover the underlying latent structure if the image manifold is highly nonlinear. A research topic is how to learn the nonlinear structure of images or higher order tensor objects in the supervised setting.
where p = i + (j − 1)I and q = k + (h − 1)K.
The mode-3 product of a tensor A ∈ R I×J×K times a matrix U ∈ R H×K is defined by (A × 3 U )(i, j, h) = K k=1 a ijk u hk .
The tensor-matrix products in other modes are defined similarly. The mode- [3; 3] contracted product of two third order tensors A ∈ R I1×J1×K and B ∈ R I2×J2×K is defined by A, B [3;3] (i 1 , j 1 , i 2 , j 2 ) = K k=1 a i1i2k b i2j2k , where the first 3 in [3; 3] indicates the third mode of A, and the second 3 refers to the third mode of B. The definition can be generalized to different modes and multiple modes [1] .
A useful property is that given A ∈ R I×J×K , we let B = A, A [3;3] , and then have 
where B (1,2;3,4) is the result of matricization of B. See (48) for the definition. With the tensor trace notation introduced in Section 2, we can write (49) as A 2 = tr( A, A [3;3] ), which is the high order generalization of A = tr(AA T ).
B Image-as-vector methods
We review the linear dimensionality reduction methods which transform X = [x 1 , x 2 , . . . , x n ] ∈ R m×n into Y = [y 1 , y 2 , . . . , y n ] ∈ R d×n (d < m) by a linear mapping Y = U T X in order to preserve some properties. This matrix U can be applied to project test data for recognition tasks. If the original numerical data items, such as face images, are not one-dimensional, they are converted to column vectors x 1 , x 2 , . . . , x n ∈ R m . The mapping is called orthogonal, if U ∈ R m×d consists of orthonormal columns, i.e., U T U = I d .
B.1 Principal component analysis
Principal Component Analysis (PCA) performs an orthogonal mapping Y = U T X to maximize the variance of the projected vectors. More precisely, the objective function to maximize is is a projection matrix and therefore J 2 n = J n = J T n . In the methods described subsequently in this appendix, it is common to pre-process the training data matrix X by PCA, in order to avoid a singular matrix in the eigenvalue computation. By abuse of notation, we also denote by X the resulting matrix preprocessed by PCA.
B.2 Affinity graph
Several dimensionality reduction methods utilize an affinity graph G = (V, E), where V = {1, . . . , n} consists of indices of data items. Data item j is deemed related to data item i if (i, j) ∈ E. If the input data are unsupervised, one may construct a kNN graph or an ǫ-graph for an affinity graph. The graph is made undirected if symmetry is desired. In supervised learning, each data item is associated with a class label. For example, in face recognition, each training image is of subject. A label graph G = (V, E) is defined by that (i, j) ∈ E if data items i and j have the same label, i.e., in the same class. It has been observed that supervised graphs often outperform their unsupervised peers in the recognition tasks.
Each edge (i, j) ∈ E is associated with a weight w ij as the measure of influence between the two neighboring points i and j. A popular choice is the Gaussian weights:
where t > 0 is some constant. Alternatively, we can use the binary weights from driving t → 0. It is common to employ an undirected affinity graph when the Gaussian weights or the induced binary weights are used. Another weighting scheme, proposed in the Locally Linear Embedding (LLE) [27] , is from minimizing the function
w ij x j 2 subject to w ij = 0 for (i, j) / ∈ E,
