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Abstract
In this paper, the (p, q)-derivative and the (p, q)-integration are investigated. Two suitable
polynomials bases for the (p, q)-derivative are provided and various properties of these
bases are given. As application, two (p, q)-Taylor formulas for polynomials are given, the
fundamental theorem of (p, q)-calculus is included and the formula of (p, q)-integration by
part is proved.
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1 Introduction
The Taylor formula for polynomials f (x) evaluates the coefficients fk in the expansion
f (x) =
∞
∑
k=0
fk(x− c)
k, fk =
f (k)(c)
k!
. (1)
It is possible to generalize (1) by considering other polynomial bases and suitable operators.
The fundamental theorem of calculus can be stated as follows.
Theorem 1. If f is a continuous function on an interval (a; b), then f has an antiderivative on (a; b).
Moreover, if F is any antiderivative of f on (a; b), then
∫ b
a
f (x)dx = F(b)− F(a). (2)
The q version of this theorem was stated in [5] as follows.
Theorem 2. If F(x) is an antiderivative of f (x) and if F(x) is continuous at x = 0, then
∫ b
a
f (x)dqx = F(b)− F(a), 0 ≤ a ≤ b ≤ ∞. (3)
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Here the q-integral is defined by
∫ a
0
f (x)dqx = (1− q)a
∞
∑
k=0
qk f (aqk). (4)
In this paper, two generalizations of (1) are given and a generalization of (3) is stated. The paper
is organised as follows.
• In Section 2, we introduce and give relevant properties of the (p, q)-derivative. The (p, q)-
power basis is given and main of its properties are provided. The properties of the (p, q)-
derivative combined with those of the (p, q)-power basis enable to state two (p, q)-Taylors
for polynomials. It then follows connection formulas between the canonical basis and the
(p, q)-power basis.
• In Section 3, the (p, q)-antiderivative, the (p, q)-integral are introduced and sufficient con-
dition for their convergence are investigated. Finally the fundamental theorem of (p, q)-
calculus is proved and the formula of (p, q)-integration by part is derived.
2 The (p, q)-derivative and the (p, q)-power basis
In this section, we introduce the (p, q)-derivative, the (p, q)-power and provide some of their rel-
evant properties. Two (p, q)-Taylor formulas for polynomials are stated and some consequences
are investigated.
2.1 The (p, q)-derivative
Let f be a function defined on the set of the complex numbers.
Definition 1. The (p, q)-derivative of the function f is defined as (see e.g. [4, 1])
Dp,q f (x) =
f (px) − f (qx)
(p− q)x
, x 6= 0, (5)
and (Dp,q f )(0) = f ′(0), provided that f is differentiable at 0. The so-called (p, q)-bracket or twin-basic
number is defined as
[n]p,q =
pn − qn
p− q
. (6)
It happens clearly that Dp,qx
n = [n]p,qxn−1. Note also that for p = 1, the (p, q)-derivative reduces
to the Hahn derivative given by
Dq f (x) =
f (x)− f (qx)
(1− q)x
, x 6= 0.
As with ordinary derivative, the action of the (p, q)-derivative of a function is a linear operator.
More precisely, for any constants a and b,
Dp,q(a f (x) + bg(x)) = aDp,q f (x) + bDp,qg(x).
The twin-basic number is a natural generalization of the q-number, that is
lim
p→1
[n]p,q = [n]q =
1− qn
1− q
, q 6= 1. (7)
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The (p, q)-factorial is defined by
[n]p,q! =
n
∏
k=1
[k]p,q!, n ≥ 1, [0]p,q! = 1. (8)
Let us introduce also the so-called (p, q)-binomial coefficient[
n
k
]
p,q
=
[n]p,q!
[k]p,q![n− k]p,q!
, 0 ≤ k ≤ n. (9)
are called (p, q)-binomial coefficients. Note that as p → 1, the (p, q)-binomial coefficients reduce
to the q-binomial coefficients.
Proposition 1. The (p, q)-derivative fulfils the following product rules
Dp,q( f (x)g(x)) = f (px)Dp,qg(x) + g(qx)Dp,q f (x), (10)
Dp,q( f (x)g(x)) = g(px)Dp,q f (x) + f (qx)Dp,qg(x) (11)
Proof. From the definition of the (p, q)-derivative, we have
Dp,q( f (x)g(x)) =
f (px)g(px) − f (qx)g(qx)
(p− q)x
=
f (px)[g(px) − g(qx)] + g(qx)[ f (px) − f (qx)]
(p− q)x
= f (px)Dp,qg(x) + g(qx)Dp,q f (x).
This proves (10). (11) is obtained by symmetry.
Proposition 2. The (p, q)-derivative fulfils the following product rules
Dp,q
(
f (x)
g(x)
)
=
g(qx)Dp,q f (x)− f (qx)Dp,qg(x)
g(px)g(qx)
(12)
Dp,q
(
f (x)
g(x)
)
=
g(px)Dp,q f (x)− f (px)Dp,qg(x)
g(px)g(qx)
(13)
Proof. The proof of this statements can be deduced using (10).
2.2 The (p, q)-power basis
Here, we introduce the so-called (p, q)-power and investigate some of its relevant properties.
The expression
(x⊖ a)np,q = (x− a)(px − aq) · · · (px
n−1 − aqn−1) (14)
is called the (p, q)-power. These polynomials will be useful to state our Taylor formulas.
Proposition 3. The following assertion is valid.
Dp,q(x⊖ a)
n
p,q = [n]p,q(px⊖ a)
n−1
p,q , n ≥ 1, (15)
and Dp,q(x⊖ a)0p,q = 0.
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Proof. The proof follows by a direct computation.
Proposition 4. Let γ be a complex number and n ≥ 1 be an integer, then
Dp,q(γx⊖ a)
n
p,q = γ[n]p,q(γpx⊖ a)
n−1
p,q . (16)
Proof. The proof is done exactly as the proof of (15).
We now generalize (15) in the following proposition.
Proposition 5. Let n ≥ 1 be an integer, and 0 ≤ k ≤ n, the following rule applies
Dkp,q(x⊖ a)
n
p,q = p
(k2)
[n]p,q!
[n− k]p,q!
(pkx⊖ a)n−kp,q . (17)
Proof. The prove is done by induction with respect to k.
Remark 1. For the classical derivative, it is known that for any complex number α, one has
d
dx
xα = αxα−1.
In what follows, we would like to state similar result for the Dp,q derivative as done for the Dq derivative
in [5].
Proposition 6. Let m and n be two non negative integers. Then the following assertion is valid.
(x⊖ a)m+np,q = (x⊖ a)
m
p,q(p
mx⊖ qma)np,q. (18)
In Proposition 6, if we take m = −n, then we get the following extension of the (p, q)-power
basis.
Definition 2. Let n be a non negative integer, then we set the following definition.
(x⊖ a)−np,q =
1
(p−nx⊖ q−na)np,q
. (19)
Proposition 7. For any two integers m and n, (18) holds.
Proof. The case m > 0 and n > 0 has already been proved, and the case where one of m and n is
zero is easy. Let us first consider the case
m = −m′ < 0 and n > 0. Then,
(x⊖ a)mp,q(p
mx⊖ qma)np,q = (x⊖ a)
−m′
p,q (p
−m′x⊖ q−m
′
a)np,q
by (19) =
(p−m
′
x⊖ q−m
′
a)np,q
(p−m′x⊖ q−m′a)m′p,q
by (18) =


(pm(p−mx)⊖ qm(q−ma))
n−m′
p,q if n ≥ m
′
1
(qn(q−m′x)⊖qn(q−m′a))
m′−n
p,q
if n < m′
by (19) = (x⊖ a)n−m
′
p,q = (x⊖ a)
n+m
p,q .
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If m ≥ 0 and n = −n′ < 0, then
(x⊖ a)mp,q(p
mx⊖ qma)np,q = (x⊖ a)
m
p,q(p
mx⊖ qma)−n
′
p,q
=
(x⊖ a)mp,q
(pm−n′x⊖ qm−n′a)n′p,q
=


(x⊖a)m−n
′
p,q (p
m−n′x⊖aqm−n
′
)n
′
p,q
(pm−n′x⊖qm−n′a)n′p,q
if m > n′
(x⊖a)mp,q
(pm−n′x⊖qm−n′a)n
′−m
p,q (pn
′−m(pm−n′)x⊖qn′−m(qm−n′a))mp,q
if m < n′
=
{
(x⊖ a)m−n
′
p,q if m > n
′
1
(pm−n′x⊖qm−n′a)n
′−m
p,q
if m < n′
= (x⊖ a)m−n
′
p,q = (x⊖ a)
m+n
p,q .
Lastly, if m = −m′ < 0 and n = −n′ < 0,
(x⊖ a)mp,q(p
mx⊖ qma)np,q = (x⊖ a)
−m′
p,q (p
−m′x⊖ q−m
′
a)−n
′
p,q
=
1
(p−m′x⊖ q−m′a)m′p,q(p
−n′−m′x⊖ q−n′−m′a)n′p,q
=
1
(p−n′−m′x⊖ q−n′−m′a)n
′+m′
p,q
= (x⊖ a)−m
′−n′
p,q = (x⊖ a)
m+n
p,q .
Therefore, (18) is true for any integers m and n.
It is natural to ask ourselves if (15) is valid for any integer as well. But before trying to answer
this question, let us generalise the twin-basic number as follows.
Definition 3. Let α be any number,
[α]p,q =
pα − qα
p− q
. (20)
Proposition 8. For any integer n,
Dp,q(x⊖ a)
n
p,q = [n]p,q(px⊖ a)
n−1
p,q . (21)
Proof. Note that [0] = 0. The result is already proved for n ≥ 0. For n = −n′ < 0, we use (12)
and (19) to get the result.
Proposition 9. The following relations are valid:
Dp,q
1
(x⊖ a)np,q
=
−q[n]p,q
(qx⊖ a)n+1p,q
, (22)
Dp,q(a⊖ x)
n
p,q = −[n]p,q(a⊖ qx)
n−1
p,q , (23)
Dp,q
1
(a⊖ x)p,q
=
p[n]p,q
(a⊖ px)n+1p,q
. (24)
Proof. The proof follows by direct computations.
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Proposition 10. Let n ≥ 1 be an integer, and 0 ≤ k ≤ n, we have the following
Dkp,q(a⊖ x)
n
p,q = (−1)
kq(
k
2)
[n]p,q!
[n− k]p,q!
(a⊖ qkx)n−kp,q . (25)
Proof. The prove is done by induction with respect to k.
2.3 (p, q)-Taylor formulas for polynomials
In this section, two Taylors formulas for polynomials are given and some of their consequences
are investigated.
Theorem 3. For any polynomial f (x) of degree N, and any number a, we have the following (p, q)-
Taylor expansion:
f (x) =
N
∑
k=0
p−(
k
2)
(
Dkp,q f
)
(ap−k)
[k]p,q!
(x⊖ a)kp,q. (26)
Proof. Let f be a polynomial of degree N, then we have the expansion
f (x) =
N
∑
j=0
cj(x⊖ a)
j
p,q. (27)
Let k be an integer such that 0 ≤ k ≤ N, then, applying Dkp,q on both sides of (27) and using (17),
we get (
Dkp,q f
)
(x) =
N
∑
j=k
cj
[j]p,q!
[j− k]p,q!
p(
k
2)(pkx⊖ q)
j−k
p,q .
Substituting x = ap−k, it follows that(
Dkp,q f
)
(ap−k) = ck[k]p,q!p
(k2),
thus we get
ck = p
−(k2)
(
Dkp,q f
)
(ap−k)
[k]p,q!
.
This proves the desired result.
Corollary 1. The following connection formula holds.
xn =
n
∑
k=0
p−(
k
2)
[
n
k
]
p,q
(ap−k)n−k(x⊖ a)kp,q (28)
Theorem 4. For any polynomial f (x) of degree N, and any number a, we have the following (p, q)-
Taylor expansion:
f (x) =
N
∑
k=0
(−1)kq−(
k
2)
(
Dkp,q f
)
(aq−k)
[k]p,q!
(a⊖ x)kp,q. (29)
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Proof. Let f be a polynomial of degree N, then we have the expansion
f (x) =
N
∑
j=0
cj(a⊖ x)
j
p,q. (30)
Let k be an integer such that 0 ≤ k ≤ N, then, applying Dkp,q on both sides of (30) and using (25),
we get (
Dkp,q f
)
(x) =
N
∑
j=k
cj(−1)
j [j]p,q!
[j− k]p,q!
q−(
k
2)(a⊖ qkx)
j−k
p,q .
Substituting x = aq−k, it follows that(
Dkp,q f
)
(aq−k) = ck(−1)
k[k]p,q!q
−(k2),
thus we get
ck = (−1)
kq−(
k
2)
(
Dkp,q f
)
(aq−k)
[k]p,q!
.
This proves the desired result.
Corollary 2. The following connection formula holds.
xn =
n
∑
k=0
(−1)kq−(
k
2)
[
n
k
]
p,q
(aq−k)n−k(a⊖ x)kp,q. (31)
Corollary 3. The following connection formulas hold.
(x⊖ b)np,q =
n
∑
k=0
[
n
k
]
p,q
(a⊖ b)n−kp,q (x⊖ a)
k
p,q, (32)
(b⊖ x)np,q =
n
∑
k=0
[
n
k
]
p,q
(b⊖ a)n−kp,q (a⊖ x)
k
p,q, (33)
Remark 2. If one takes b = ab in (32), then one gets
(x⊖ ab)np,q =
n
∑
k=0
[
n
k
]
p,q
an−k(1⊖ b)n−kp,q (x⊖ a)
k
p,q.
Now, take x = 1 and p = 1, the following well known q-binomial theorem follows
(ab; q)n =
n
∑
k=0
[
n
k
]
q
an−k(b; q)n−k(a; q)k. (34)
Then, (32) is an obvious generalization of (34).
Corollary 4. The following expansion holds.
1
(1⊖ x)np,q
= 1+
∞
∑
j=0
pj−(
j
2)[n]p,q[n+ 1]p,q · · · [n+ j− 1]p,q
[j]p,q!
xn
= 1+
∞
∑
j=0
[
n+ j− 1
j
]
p,q
pj−(
j
2)xj, (35)
Note that (35) is the (p, q)-analogue of the Taylor’s expansion of f (x) =
1
(1− x)n
in ordinary
calculus. Note also that when p → 1, (35) becomes the well known Heine’s binomial formula.
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3 The (p, q)-antiderivative and the (p, q)-integral
3.1 The (p, q)-antiderivative
The function F(x) is a (p, q)-antiderivative of f (x) if Dp,qF(x) = f (x). It is denoted by∫
f (x)dp,qx. (36)
Note that we say "a" (p, q)-antiderivative instead of "the" (p, q)-antiderivative, because, as in
ordinary calculus, an antiderivative is not unique. In ordinary calculus, the uniqueness is up to
a constant since the derivative of a function vanishes if and only if it is a constant. The situation
in the twin basic quantum calculus is more subtle. Dp,qϕ(x) = 0 if and only if ϕ(px) = ϕ(qx),
which does not necessarily imply ϕ a constant. If we require ϕ to be a formal power series, the
condition ϕ(px) = ϕ(qx) implies pncn = qncn for each n, where cn is the coefficient of xn. It is
possible only when cn = 0 for any n ≥ 1, that is, ϕ is constant. Therefore, if
f (x) =
∞
∑
n=0
anx
n
is a formal power series, then among formal power series, f (x) has a unique (p, q)-antiderivative
up to a constant term, which is
∫
f (x)dp,qx =
∞
∑
n=0
anx
n+1
[n+ 1]p,q
+ C. (37)
3.2 The (p, q)-integral
We define the inverse of the (p, q)-differentiation called the (p, q)-integration. Let f (x) be an
arbitrary function and F(x) be a function such that Dp,qF(x) = f (x), then
F(px)− F(qx)
(p− q)x
= f (x).
Therefore, F(px)− F(qx) = εx f (x) where ε = (p− q). This relation leads to the formula
F
(
p1q−1x
)
− F
(
p0q−0x
)
= εp0q−1x f
(
p0q−1x
)
F
(
p2q−2x
)
− F
(
p1q−1x
)
= εp1q−2x f
(
p1q−2x
)
F
(
p3q−3x
)
− F
(
p2q−2x
)
= εp2q−3x f
(
p2q−3x
)
...
F
(
pn+1q−(n+1)x
)
− F
(
pnq−nx
)
= εpnq−(n+1)x f
(
pnq−(n+1)x
)
By adding these formulas terms by terms, we obtain
F
(
pn+1q−(n+1)x
)
− F(x) = (p− q)x
n
∑
k=0
f
(
pkq−(k+1)x
)
.
Assuming
∣∣∣∣ pq
∣∣∣∣ < 1 and letting n → ∞, we have
F(x)− F(0) = (q− p)x
∞
∑
k=0
pk
qk+1
f
(
pk
qk+1
x
)
.
Similarly, for
∣∣∣∣ pq
∣∣∣∣ > 1, we have
F(x)− F(0) = (p− q)x
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
x
)
.
Therefore, we give the following definition.
Definition 4. Let f be an arbitrary function. We define the (p, q)-integral of f as follows:
∫
f (x)dp,qx = (p− q)x
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
x
)
. (38)
Remark 3. Note that this is a formal definition since the we do not care about the convergence of the
right hand side of (38).
From this definition, one easily derives a more general formula
∫
f (x)Dp,qg(x)dp,qx = (p− q)x
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
x
)
Dp,qg
(
qk
pk+1
x
)
= (p− q)x
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
x
) g ( qk
pk
x
)
− g
(
qk+1
pk+1
x
)
(p− q) q
k
pk+1
x
=
∞
∑
k=0
f
(
qk
pk+1
x
)(
g
(
qk
pk
x
)
− g
(
qk+1
pk+1
x
))
,
or otherwise stated
∫
f (x)dp,qg(x) =
∞
∑
k=0
f
(
qk
pk+1
x
)(
g
(
qk
pk
x
)
− g
(
qk+1
pk+1
x
))
. (39)
We have merely derived (38) formally and have yet to examine under what conditions it really
converges to a (p, q)-antiderivetive. The theorem below gives a sufficient condition for this.
Theorem 5. Suppose 0 <
q
p
< 1. If | f (x)xα| is bounded on the interval (0, A] for some 0 ≤ α < 1,
then the (p, q)-integral (38) converges to a function F(x) on (0, A], which is a (p, q)-antiderivative of
f (x). Moreover, F(x) is continuous at x = 0 with F(0) = 0.
Proof. Let us assume that | f (x)xα| < M on (0, A]. For any 0 < x < A, j ≥ 0,
∣∣∣∣ f
(
qj
pj+1
x
)∣∣∣∣ < M
(
qj
pj+1
x
)−α
.
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Thus, for 0 < x ≤ A, we have
∣∣∣∣ qjpj+1 f
(
qj
pj+1
x
)∣∣∣∣ < M qjpj+1
(
qj
pj+1
x
)−α
= Mpα−1x−α
[(
q
p
)1−α]j
. (40)
Since, 1 − α > 0 and 0 <
q
p
< 1, we see that our series is bounded above by a convergent
geometric series. Hence, the right-hand size of (38) converges point-wise to some function F(x).
It follows directly from (38) that F(0) = 0. The fact that F(x) is continuous at x = 0, that is F(x)
tends to zero as x → 0, is clear if we consider, using (40)∣∣∣∣∣(p− q)x
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
x
)∣∣∣∣∣ < M(p− q)x
1−α
p1−α − q1−α
, 0 < x ≤ A.
In order to check that F(x) is a (p, q)-antiderivative we (p, q)-differentiate it:
Dp,qF(x) =
1
(p− q)x
(
(p− q)px
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
px
)
−(p− q)qx
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
qx
))
=
∞
∑
k=0
qk
pk
f
(
qk
pk
x
)
−
∞
∑
k=0
qk+1
pk+1
f
(
qk+1
pk+1
x
)
=
∞
∑
k=0
qk
pk
f
(
qk
pk
x
)
−
∞
∑
k=1
qk
pk
f
(
qk
pk
x
)
= f (x).
Note that if x ∈ (0, A] and 0 <
q
p
< 1, then
q
p
x ∈ (0, A], and the (p, q)-differentiation is
valid.
Remark 4. Note that if the assumption of (5) is satisfied, the (p, q)-integral gives the unique (p, q)-
antiderivative that is continuous at x = 0, up to a constant. On the other hand, if we know that F(x) is
a (p, q)-antiderivative of f (x) and F(x) is continuous at x = 0, F(x) must be given, up to a constant,
by (38), since a partial sum of the (p, q)-integral is
(p− q)x
N
∑
j=0
qj
pj+1
f
(
qj
pj+1
x
)
= (p− q)x
N
∑
j=0
qj
pj+1
Dp,q F(t)|
t=
qj
pj+1
x
= (p− q)x
N
∑
j=0
qj
pj+1

F
(
q j
pj
x
)
− F
(
q j+1
pj+1
x
)
(p− q) q
j
pj+1
x


=
N
∑
j=0
(
F
(
qj
pj
x
)
− F
(
qj+1
pj+1
x
))
= F(x)− F
(
qN+1
pN+1
x
)
which tends to F(x)− F(0) as N tends to ∞, by the continuity of F(0) at x = 0.
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Let us emphasize on an example where the (p, q)-derivative fails. Consider
f (x) =
1
x
. Since
Dp,q ln x =
ln px− ln qx
(p− q)x
=
ln p− ln q
p− q
1
x
, (41)
we have ∫
1
x
dp,qx =
p− q
ln p− ln q
ln x. (42)
However, the formula (38) gives
∫
1
x
dp,qx = (p− q)
∞
∑
j=0
1 = ∞.
The formula fails because f (x)xα is not bounded for any 0 ≤ α < 1. Note that ln x is not
continuous at x = 0.
We now apply formula (38) to define the definite (p, q)-integral.
Definition 5. Let f be an arbitrary function and a be a real number, we set
∫ a
0
f (x)dp,qx = (q− p)a
∞
∑
k=0
pk
qk+1
f
(
pk
qk+1
a
)
if
∣∣∣∣ pq
∣∣∣∣ < 1 (43)
∫ a
0
f (x)dp,qx = (p− q)a
∞
∑
k=0
qk
pk+1
f
(
qk
pk+1
a
)
if
∣∣∣∣ pq
∣∣∣∣ > 1. (44)
Remark 5. Note that for p = 1, the definition (44) reduces to the well known Jackson integral (see [5, P.
67]) ∫
f (x)dqx = (1− q)x
∞
∑
k=0
qk f (qkx).
For p = r1/2, q = s−1/2, ∣∣∣∣ pq
∣∣∣∣ < 1 ⇐⇒ |rs| < 1,
and the formula (43) reads
∫ a
0
f (x)dp,qx = (s
−1/2 − r1/2)a
∞
∑
k=0
rk/2s(k+1)/2 f
(
rk/2s(k+1)/2a
)
,
which is the formula (11) given in [2]. Once more, for For p = r1/2, q = s−1/2,∣∣∣∣ pq
∣∣∣∣ > 1 ⇐⇒ |rs| > 1,
and the formula (44) reads
∫ a
0
f (x)dp,qx = (r
1/2 − s−1/2)a
∞
∑
k=0
s−k/2r−(k+1)/2 f
(
s−k/2r−(k+1)/2a
)
,
which is the formula (10) given in [2].
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Definition 6. Let f be an arbitrary function a and b be two nonnegative numbers such that a < b, then
we set ∫ b
a
f (x)dp,qx =
∫ b
0
f (x)dp,qx−
∫ a
0
f (x)dp,qx. (45)
We cannot obtain a good definition of improper integral by simply letting a → ∞ in (44).
Instead, since
∫ q j/pj
q j+1/pj+1
f (x)dp,qx =
∫ qj
pj
0
f (x)dp,qx−
∫ qj+1
pj+1
0
f (x)dp,qx
= (p− q)
{
∞
∑
k=0
qk+j
pk+1+j
f
(
qk+j
pk+1+j
)
−
∞
∑
k=0
qk+j+1
pk+j+2
f
(
qk+j+1
pk+j+2
)}
= (p− q)
qj
pj+1
f
(
qj
pj+1
)
,
it is natural to define the improper (p, q)-integral as follows.
Definition 7. The improper (p, q)-integral of f (x) on [0;+∞) is defined to be∫ ∞
0
f (x)dp,qx =
∞
∑
j=−∞
∫ q j/pj
q j+1/pj+1
f (x)dp,qx
= (p− q)
∞
∑
j=−∞
qj
pj+1
f
(
qj
pj+1
)
(46)
if 0 <
q
p
< 1 or
∫ ∞
0
f (x)dp,qx = (q− p)
∞
∑
j=−∞
∫ q j+1/pj+1
q j/pj
f (x)dp,qx (47)
if
q
p
> 1 where the formula is used.
Proposition 11. Suppose that 0 <
q
p
< 1. The improper (p, q)-integral defined above converges if
xα f (x) is bounded in a neighbourhood of x = 0 with α < 1 and for sufficiently large x with some α > 1.
Proof. By (46) we have∫ ∞
0
f (x)dp,qx = (p− q)
∞
∑
j=−∞
qj
pj+1
f
(
qj
pj+1
)
= (p− q)
{
∞
∑
j=0
qj
pj+1
f
(
qj
pj+1
)
+
∞
∑
j=1
q−j
p−j+1
f
(
q−j
p−j+1
)}
The convergence of the first sum is proved by Theorem 5. For the second sum, suppose for x
large we have |xα f (x)| < M where α > 1 and M > 0. Then, we have for sufficiently large j,∣∣∣∣ q−jp−j+1 f
(
q−j
p−j+1
)∣∣∣∣ = pα−1
(
q
p
)j(α−1) ∣∣∣∣∣
(
q−j
p−j+1
)α
f
(
q−j
p−j+1
)∣∣∣∣∣
< Mpα−1
(
q
p
)j(α−1)
.
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Therefore, the second sum is also bounded above by a convergent geometric series, and thus
converges.
Note that similar proposition can be stated when
q
p
> 1.
Definition 8. Let f be an arbitrary function and a be a nonnegative real number, then we put
∫ ∞
a
f (x)dp,qx = (q− p)a
∞
∑
k=0
p−k
q−(k+1)
f
(
p−k
q−(k+1)
a
)
if
∣∣∣∣ pq
∣∣∣∣ < 1 (48)
∫ ∞
a
f (x)dp,qa = (p− q)a
∞
∑
k=0
q−k
p−(k+1)
f
(
q−k
p−(k+1)
a
)
if
∣∣∣∣ pq
∣∣∣∣ > 1. (49)
Remark 6. Combining (43) with (48) and (44) with (49) we have for a = 1
∫ ∞
0
f (x)dp,qx = (q− p)
∞
∑
k=−∞
pk
qk+1
f
(
pk
qk+1
)
if
∣∣∣∣ pq
∣∣∣∣ < 1 (50)
∫ ∞
0
f (x)dp,qx = (p− q)
∞
∑
k=−∞
qk
pk+1
f
(
qk
pk+1
)
if
∣∣∣∣ pq
∣∣∣∣ > 1. (51)
3.3 The fundamental theorem of (p, q)-calculus
In ordinary calculus, a derivative is defined as the limit of a ratio, and a definite integral is
defined as the limit of an infinite sum. Their subtle and surprising relation is given by the
Newton-Leibniz formula, also called the fundamental theorem of calculus. Following the work
done in q-calculus, where the introduction of the definite integral (see [5]) has been motivated
by an antiderivative, the relation between the (p, q)-derivative and the (p, q)-integral is more
obvious. Similarly to the ordinary and the q cases, we have the following fundamental theorem,
or (p, q)-Newton-Leibniz formula.
Theorem 6. (Fundamental theorem of (p, q)-calculus) If F(x) is an antiderivative of f (x) and F(x) is
continuous at x = 0, we have ∫ b
a
f (x)dp,qx = F(b)− F(a), (52)
where 0 ≤ a < b ≤ ∞.
Proof. Since F(x) is continuous at x = 0, F(x) is given by the formula
F(x) = (p− q)x
∞
∑
j=0
qj
pj+1
f
(
qj
pj+1
x
)
+ F(0).
Since by definition, ∫ a
0
f (x)dp,qx = (p− q)a
∞
∑
j=0
qj
pj+1
f
(
qj
pj+1
a
)
,
we have ∫ a
0
f (x)dp,qx = F(a)− F(0).
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Similarly, we have, for a finite b,
∫ b
0
f (x)dp,qx = F(b)− F(0),
and thus ∫ b
a
f (x)dp,qx =
∫ b
0
f (x)dp,qx−
∫ a
0
f (x)dp,qx = F(b)− F(a).
Putting a =
qj+1
pj+1
and b =
qj
pj
and considering the definition of the improper (p, q)-integral (46),
we see that (52) is true for b = ∞.
Corollary 5. If f ′(x) exists in a neighbourhood of x = 0 and is continuous at x = 0, where f ′(x)
denotes the ordinary derivative of f (x), we have
∫ b
a
Dp,q f (x)dp,qx = f (b)− f (a). (53)
Proof. Using L’Hospital’s rule, we get
lim
x→0
Dp,q f (x) = lim
x→0
f (px)− f (qx)
(p− q)x
= lim
x→0
p f ′(px)− q f ′(qx)
p− q
= f ′(0).
Hence Dp,q f (x) can be made continuous at x = 0 if we define
(Dp,q f )(0) = f ′(0), and (53) follows from the theorem.
As the q-integral, an important difference between the (p, q)-integral an the its ordinary
counterpart is that even if we are integrating a function on an interval like [1; 2], we have to
care about behaviour at x = 0. This has to do with the definition of the definite (p, q)-integral
and the condition for the convergence of the (p, q)-integral.
Now suppose that f (x) and g(x) are two functions whose ordinary derivatives exists in a
neighbourhood of x = 0. Using the product rule (10), we have
Dp,q( f (x)g(x)) = f (px)Dp,qg(x) + g(qx)Dp,q f (x), .
Since the product of differentiable functions is also differentiable in ordinary calculus, we can
apply (5) to obtain
f (b)g(b) − f (a)g(a) =
∫ b
a
f (px)
(
Dp,qg(x)
)
dp,qx+
∫ b
a
g(qx)
(
Dp,q f (x)
)
dp,qx,
or ∫ b
a
f (px)
(
Dp,qg(x)
)
dp,qx = f (b)g(b) − f (a)g(a) −
∫ b
a
g(qx)
(
Dp,q f (x)
)
dp,qx,
which is the formula of (p, q)-integration by part. Note that b = ∞ is allowed.
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