Analiziranje BDP rasti v posameznih državah Evrope z aditivnimi modeli by Pršlja, Katarina
UNIVERSITY OF LJUBLJANA
FACULTY OF MATHEMATICS AND PHYSICS
Financial Mathematics - 2. degree
Katarina Pršlja
Analysing Country-Specific GDP Growth in Europe
with Additive Models
Master’s Thesis
Supervisors: Prof. Herwig Friedl and Prof. Tomaž
Košir
Ljubljana, 2019
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO
Finančna matematika - 2. stopnja
Katarina Pršlja
Analiziranje BDP rasti v posameznih državah Evrope
z aditivnimi modeli
Magistrsko Delo
Mentorja: prof. dr. Herwig Friedl in prof. dr. Tomaž
Košir
Ljubljana, 2019
IZJAVA
3
Contents
1 Introduction 8
2 Data Description 10
2.1 GDP and Important Indicators . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Data Source and Search . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Response Variable - Relative GDP Growth in % . . . . . . . . . . 12
2.2.2 Explanatory Variables . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Final Dataset Formation . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Basic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Parametric Regression Models 28
3.1 Linear Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Estimation of the Parameter β . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.1 Least Squares Estimation . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Maximum Likelihood Estimation . . . . . . . . . . . . . . . . . . 31
3.3 Hypothesis Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.1 t-Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.2 Analysis of Variance (ANOVA) . . . . . . . . . . . . . . . . . . . 35
3.4 Confidence Interval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.5 Prediction Interval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.6 Application of Linear Models . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Robust Locally Weighted Regression Scatterplot Smoothing 42
4.1 Description of the Method . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Application of Lowess . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Advantages and Disadvantages of Lowess . . . . . . . . . . . . . . . . . . 50
5 Nonparametric Regression Models 51
5.1 Additive Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Basis Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.1 Polynomial Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.2 Spline basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Estimating the Parameter β . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.1 Penalized Least Squares . . . . . . . . . . . . . . . . . . . . . . . 60
5.4 Effective Degrees of Freedom . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.5 Residual Variance Estimation . . . . . . . . . . . . . . . . . . . . . . . . 62
4
5.6 Estimating the Smoothing Parameter λ . . . . . . . . . . . . . . . . . . . 63
5.6.1 Unbiased Risk Estimator . . . . . . . . . . . . . . . . . . . . . . . 63
5.6.2 Cross Validation and Generalized Cross Validation . . . . . . . . 65
5.7 Distributional Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6 Application of Additive Models and Other Results 68
6.1 Model Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.2 GDP Growth over Years . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3 Prediction for Slovenia . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7 Conclusion 87
Razširjeni povzetek v slovenskem jeziku 87
Literature 98
5
Program dela
V delu opišite linearne in aditivne regresijske modele, ki se uporabljajo v makroekonomski
analizi. Predstavite njihovo uporabo na konkretnem zgledu izračuna bruto domačega
proizvoda.
Za osnovno literaturo uporabite delo S. N. Wood: Generalized Additive Models: An
introduction with R ter delo T. J. Hastie, R. J. Tibshirani: Generalized Additive Models.
Podpis mentorja:
Analiziranje BDP rasti v posameznih državah Evrope z aditivnimi modeli
Povzetek
V magistrskem delu se osredotočamo na obravnavo regresijskih modelov. Naš cilj je pred-
staviti razred aditivnih modelov, s katerim želimo preučiti razmerje med odvisno spre-
menljivko BDP in ustreznimi ekonomskimi kazalniki, ki imajo vpliv na BDP. Vendar pa se
najprej seznanimo z linearnimi modeli, saj so teoretična osnova za konstrukcijo aditivnih
modelov. Aditivni modeli so uporabni tudi zato, ker ne predpostavijo linearnega obn-
ašanja med spremenljivkami, temveč jih opišejo z gladkimi funkcijami, ki so pridobljene
na podlagi podatkov. Na koncu poskušamo napovedati BDP za leto 2016, ki temelji
na uveljavljenem modelu, ker so v času nastajanja dela bili na voljo samo podatki do
vključno 2016.
Analysing Country-Specific GDP Growth in Europe with Additive Models
Abstract
In this Master’s thesis, we concentrate on regression models, where the final goal is to
build an additive model. Further, the purpose of this model is to examine the relationship
between the response variable GDP and relevant indicators having the influence on GDP.
However, we first introduce linear models, since they are a theoretical foundation for
constructing additive models. They are flexible because they do not impose a linear
relationship between variables but rather describe it by some smooth function derived
from the data. Later in the thesis, we try to make a forecast for the year 2016 based on
some established model, because only data up to 2016 were available at the time of work
creation.
Math. Subj. Class. (2010): 62G08, 62J05, 62F12, 57R10, 57R12, 65D10, 93E14,
37E05, 62F03, 62G10, 15AXX, 15BXX.
Ključne besede: Regresija, parametrični, aditivni, cenilka, gladka, interval, testiranje,
matrika.
Key words: Regression, parametric, additive, estimator, smooth, interval, testing, mat-
rix.
Chapter 1
Introduction
One of the main questions that occur in the economy is how to recognize and investigate
all the important macroeconomic indicators which affect the Gross Domestic Product
(hereinafter, GDP) of a country. Here we are specifically interested which are these
indicators that affect the GDPs of the European countries in a period from 1997 till
2015.
Therefore, in Chapter 2 we first introduce the term GDP and describe these important
indicators (see [1] and [18]). We access all necessary data through the World Bank to
perform some basic analysis. All analysis is performed by the program R. For more
information see [13].
The aim of this study is to discover what kind of semi-parametric regression models can
we use to examine the relationship between the response variable GDP and all relevant
indicators that have an influence on GDP. Before we proceed to the additive models, we
first need to understand the parametric regression models.
To this end, in Chapter 3 we discuss linear regression models. With such models
the goal is to describe the dependence of the response variable on several explanatory
variables, where such a dependence is linear in each of the parametric associated with the
explanatory variables. We wish to explain and predict the mean of the response variable
with the help of relevant explanatory variables. Therefore, this chapter also represents
the theoretical grounding for building and better understanding additive models. For
more information see for example [2], [15] or edition [16].
In Chapter 4 the reader gets familiar with the term smoothing. We present the lowess
method which was first introduced by William S. Cleveland, see [3]. Here we do not
impose a linear relationship between the response and an explanatory variable. We are
more interested in what kind of behaviour can we obtain when we fit a smooth curve to
the data.
Chapter 5 introduces the class of additive models. These models are generalizations of
linear regression models, where linear is replaced by any additive function of an indicator.
We use this class of models with the purpose to discover presence of nonlinear relationships
between dependent and expalanatory variables. Additive models were introduced by
Hastie and Tibshirani, see [9]. We also refer to [15] or [16].
In Chapter 6 we focus on applying the theory of additive models to the data by using
the function gam() from the package mgcv by Simon N. Wood. The aim is to find an
additive model, the purpose of which is to provide explanation regarding the relationships
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between the mean GDP growth and some of the explanatory variables. We would like to
understand and make some inferences about those relationships.
A further aim of this study is trying to predict (make a forecast of) the country-specific
upcoming GDP growth for the year 2016 based on the model established using the theory
from Chapter 5 and its application.
In our investigation, also the following questions are to be relevant:
• What kind of information can we obtain from the data when it is modelled by a
semiparametric regression model?
• Is a chosen model a good representation of the reality?
• How does the mean of GDP behave in entire Europe?
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Chapter 2
Data Description
The objective of this chapter is to explain the term GDP and its growth (hereinafter GDP
growth). We present the composition of the GDP and potential macroeconomic indicators
that could have an impact on it. Then we continue with giving the main information
regarding the source of the data. Furthermore, we explain the process of examining the
data which results in the final data frame using the software R. We close this chapter by
performing the basic analysis on the final dataset to gain as much information as possible.
2.1 GDP and Important Indicators
GDP is a measure of a country’s aggregate economic output of goods and services whether
produced by domestic or foreign companies. It is the measure of the market value of all
final goods and services (for example, vehicles, apples, wine, bank services, etc.) produced
within the borders of a country during a given time period (e.g. a single year). GDP can
be measured by means of two important approaches which theoretically should both lead
to the same results. These are the
• income approach which measures how much income in total was earned. Here
different types of income are included: labour income (wages paid to workers),
capital income (profits paid to firms), interest, rents paid to land, and the
• product approach which measures the consumption of final goods and services
bought and used by households, companies, government and foreigners.
For a definition of GDP see [18].
Furthermore, for easier comprehension, we present the composition of the GDP. As
mentioned briefly, the GDP can be derived by adding up together values of purchased
amounts of goods and services by different groups participating in the economy. For ex-
ample, one of the participants in the economy are households. These consumers purchase
goods and services such as food, drinks, cars, haircuts, medical care, etc.
Companies take part in the economy by investing in their business activities. They
buy new factories, new machines or new equipment. People could make investments by
buying new apartments or houses.
Governments (state, local) spend money on, for example, payroll of government’s
employees, aeroplanes or office furniture, etc. Here, also investment type purchases such
as infrastructure (roads) and education (public schools) are included, etc.
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Some goods and services made by a country are exported to foreign countries and some
products and services that are consumed within a country are imports from overseas.
Foreign consumers, companies and government participate in the economy when they
buy exported goods and services.
To summarize, a country’s GDP can be measured by personal consumption (C) plus
investment, made by companies or people (I), government spending (G) and net exports
(NX), where NX refers to the difference between the value of all exports (X) and the
value of all imports (M). Therefore, GDP can be calculated through the relationship
GDP = C + I + G + (X−M).
Additionally, we can also measure the overall performance of the country’s output from
year to year by calculating the percentage rate of growth of GDP (hereinafter GDP
growth). We define the GDP growth for the year t as
100%× (GDPt −GDPt−1)
GDPt−1
.
Further, we want to obtain a better understanding of why sometimes GDP growth
goes through periods of negative or positive tendency. We would like to get a sense of a
relation between the macroeconomic indicators and GDP.
Thus, we lay the theoretical foundation by describing the possible effects of indicators
on GDP. For different reasons, we take into account the following country-specific indic-
ators: unemployment, inflation, consumption expenditure, investments, taxes, interest
rate, exports, and imports.
Intuition propounds that increasing unemployment rate would have a negative effect
on GDP growth. With higher unemployment rate we expect the consumption to decrease
because unemployed people don’t have the privilege to spend vastly on goods and services.
Consequently, consumer’s negative inclination towards consumption negatively affects the
company’s production. This could lead to the decrease in a company’s earnings and profit,
causing fewer possibilities for companies to invest and grow. There is a possible threat
of dismissal of employees because companies don’t produce as much any more. Thus, we
expect that a higher unemployment rate would lead to a lower GDP.
One of the macroeconomic goals is a low and stable inflation, where inflation signifies
an increase in the general level of prices. Thus, the goal is to maintain stability in the
prices of goods in the economy in order to maintain the cost of living. Unfortunately,
not all prices and salaries increase equivalently during the high inflation periods. Thus,
inflation affects the value of people’s income and wealth. Theory suggests a positive
relationship between GDP and inflation (but only temporary). In the long-term view,
there seems to be a relation between low inflation (low meaning gently rising prices) and
positive GDP growth.
One of the important behaviours that affects GDP growth is consumer spending. We
expect that the higher consumption would have an increasing impact on the GDP. The
reason for this behaviour is found in people’s inclination to purchase more products and
services. Therefore, they spend more money than usual. Consequently, there is a higher
demand for additional products and goods. This means that companies have to produce
more because they sell more. Therefore they earn more money. With higher earnings,
there are more opportunities for companies to grow.
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Now, let us consider the saving behaviour and the propensity to invest. People in
a country tend to invest if they save some of their income. Thus, if consumers don’t
spend all of their wages, they have a choice to save or invest part of it. We expect that
high inclination towards saving leads to high investment and therefore to positive GDP
growth.
Next major influence on the level of GDP to understand are taxes. Taxes have a
negative effect on people’s income. Latter means that after people pay taxes to the
government, a less spendable amount is left for buying goods and services (consumption),
and for private savings. Therefore, we expect higher taxes to decrease the level of GDP.
Interest rates are set by the central bank to control money, credit and the banking
system. The central bank raises the interest rate in case there is a threat of inflation rising
too high. Consequently, investment and consumption decrease, leading to the decline in
the level of GDP. On the contrary, a drop in the interest rate enables the consumers to
borrow and companies to invest cheaply. Latter reduces the decline in demand and in
the level of GDP.
Finally, GDP growth is also affected by net exports. If exports exceed imports, then
net exports are positive and add to the GDP, because the country exports more of their
goods and services. Consequently, the country produces more than it would in case of
higher imports.
Described theory regarding the GDP and important indicators refers to [1] and [18].
2.2 Data Source and Search
In order to use all these macroeconomic indicators as possible explanatory variables in
the regression model and to get a deeper insight into the behaviour of the mean GDP,
we utilize the data from the World Bank.
The World Bank is a special collaboration of different partnerships which helps de-
veloping countries around the world with financial means and technical support. Their
objective is to support progress and evolution and to reduce indigence. The World Bank
is also a virtual source of free access data. For more details visit the web page [19].
The data can be easily accessed from a virtual source through R by using the package
called World Development Indicators, or WDI, for short. To access the data package
WDI, we simply type in the following commands in R
> install.packages("WDI")
> library("WDI")
With these calls, we install and load the package to create the necessary environment,
where we can explore and search variables that have a relevant influence on GDP.
2.2.1 Response Variable - Relative GDP Growth in %
The main focus of interest is to study variables that have a significant influence on GDP
for all European countries within the time period from 1997 to 2015.
Because GDP itself is not comparable over time between different countries, we decided
to use the variable GDP growth. After some research in the WDI database, we found a
12
variable called GDP growth (annual %) which measures the annual percentage rate of
growth of the GDP at market prices.
In our study, it is important to have a response variable that is comparable over time
between different countries in Europe. That is the reason why we use GDP growth (the
relative GDP change) as a response variable for the further work. Hereinafter, we refer
to the response variable as GDP growth.
2.2.2 Explanatory Variables
In this section we identify relevant explanatory variables that could be in a model to
explain the mean of the response variable.
Thus we further investigate which variables are good representatives of indicators that
have an influence on the GDP growth. These indicators are unemployment, inflation,
consumption expenditure, investments, taxes, interest rate, exports, and imports. For
each indicator, we find at least one variable in WDI.
1. For the indicator unemployment we take the variable called "Unemployment, total
(% of total labor force)". Employed are all people who are working. Unemployed
are people who are jobless but are available and looking for employment. We add
up together the number of employed and unemployed people and get the labour
force. The unemployment rate is the share of the labour force that is unemployed.
From now on we call this variable "Unemployment rate" .
2. Indicator inflation is presented by a variable called "Inflation, consumer prices
(annual %)". The consumer price index (short CPI) measures the tendency for
the average price of a required basket of goods and services paid and bought by
consumers. The inflation rate (or inflation) measures the annual percentage change
in the general level of prices (CPI) from year to year. Hereinafter we call this
variable "Inflation rate" .
3. For the indicator consumption expenditure we take two variables
– "Household final consumption expenditure (annual % growth)", which repres-
ents the market value of all goods and services, including
∗ durable products (like automobiles, televisions, washing machines) and
nondurable goods (such as food) bought by consumers of households,
∗ imputed rent payment for owner-occupied dwellings (house, apartment),
but dwellings purchases are excluded,
∗ fee payments to governments for permits and licenses, and
∗ different services (such as haircuts, medical care, etc.),
– "General government final consumption expenditure (annual % growth)", which
includes
∗ all current purchases of goods and services by the government (here also
included compensation of employees)
∗ the most of the expenditures spent on national defence and security (here
military spendings that are part of government capital formation are ex-
cluded).
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Hereinafter we call these two variables "Private consumption" and
"Government consumption" .
4. Indicator investments is presented by the variable "Gross capital formation (annual
% growth)". Gross capital formation is specified as sum of
– private and public investments in fixed assets (such as land improvements as
fences, drains; purchases of factories, machines and diverse equipment; con-
struction of roads, streets, railways, schools, new offices, hospitals, private
homes, etc.),
– changes regarding the level of stocks (inventories which are held by companies
in order to be ready for unexpected variation in production or sales),
– net purchases of valuables.
We name this variable "Investments" .
5. For indicator taxes we take the variable called "Taxes on income, profits and capital
gains (% of revenue)". Here taxes are imposed on the net income of individuals,
on the profits of corporations and companies, on capital gains, on land, securities,
and other assets. Hereinafter, we name this variable "Taxes" .
6. Indicator interest rate is presented by a variable, called "Lending interest rate (%)".
It is the rate that banks charge their customers when asking for the loan. Hereinafter
we call it "Interest rate" .
7. To describe the size of exports of a country, WDI offers a variable called "Exports
of goods and services (annual % growth)". It represents the market value of all
goods and services provided to the rest of the world. Here is included the value
of merchandise and services such as transportation, travel, insurance, communic-
ation, information, construction, financial, etc. Hereinafter we name this variable
"Exports" .
8. For indicator imports we find variable "Imports of goods and services (annual %
growth)". On contrary from exports, it represents the market value of all goods
and services imported into the country from the rest of the world. Hereinafter, we
name this variable "Imports" .
For detailed information on all presented variables see the books World Development
Indicators [21], [22] and the web page [20], where definitions could be found. See also [1]
and [18].
For a better understanding, Table 2.1 lists all the explanatory variables needed for
further study.
2.3 Final Dataset Formation
The aim of this section is to form the final dataset in order to perform the further study.
We are interested in the time period from 1997 till 2015 for all European countries. Thus
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Table 2.1: Possible relevant explanatory variables
Indicator Explanatory variable’s
name in WDI
Usage name
Unemployment Unemployment, total (% of
total labor force)
Unemployment rate
Inflation Inflation, consumer prices
(annual %)
Inflation rate
Consumption expenditure - Household final consump-
tion expenditure (annual %
growth)
- Private consumption
- General qovernment fi-
nal consumption expendit-
ure (annual % growth)
- Government consumption
Investments Gross capital formation
(annual % growth)
Investments
Taxes Taxes on income, profits
and capital gains (% of rev-
enue)
Taxes
Interest rate Lending interest rate (%) Interest rate
Exports Exports of goods and ser-
vices (annual % growth)
Exports
Imports Imports of goods and ser-
vices (annual % growth)
Imports
we start with 49 countries (see the web page [6]). We include the determined response
variable GDP growth and a list of explanatory variables from Table 2.1.
However, we still have to carefully check if the observed response and explanatory
variables are available for all countries within the chosen time period. We have to be sure
that there are not too many missing values for any of these variables included.
After taking a first look at the data, we observe that for 10 countries there are data
values missing. In the registry there are NA entries (that stands for "not available") for
GDP growth and for most of the explanatory variables. These values are not very helpful
because evidently, they don’t give any information. We tackle this problem by excluding
all these 10 countries from the data frame, that are shown in Table 2.2.
Table 2.2: Excluded countries
Andorra Liechtenstein
Azerbaijan Malta
Bosnia and Hercegovina Monaco
Georgia Montenegro
Kosovo San Marino
After we have excluded these countries, we look again at the condensed dataset and
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we note that there is still a large number of missing values for two explanatory variables
Taxes and Interest rate for many countries. In this case, we solve the problem by excluding
these both variables from the data frame instead of excluding countries. Thus, in this
way we do have available more data.
The final dataset contains
• the remaining 39 countries displayed in Table 2.3,
Table 2.3: Remaining countries
Austria Germany Poland
Albania Greece Portugal
Armenia Hungary Romania
Belgium Iceland Russia
Bulgaria Ireland Slovakia
Belarus Italy Slovenia
Croatia Latvia Spain
Cyprus Lithuania Serbia
Czech Republic Luxembourg Sweden
Denmark FYR Macedonia Switzerland
Estonia Moldova Turkey
Finland Netherlands United Kindom
France Norway Ukraine
• the response variable GDP growth, and
• remaining 7 explanatory variables shown in Table 2.4.
Table 2.4: Remaining explanatory variables
Unemployment rate
Inflation rate
Private consumption
Government consumption
Investments
Exports
Imports
The overall sample size is 741 observations. We also provide Table 2.5, where the means
of the response and all explanatory variables in the final dataset are shown for every
country.
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Table 2.5: Country-specific means of GDP growth and remaining explanatory variables
Country EGDP growth EUnem EInfl EPriv EGovr EInv EExp EImp
Slovenia 2.49 6.99 4.16 1.91 2.04 2.13 6.49 5.63
Austria 1.77 5.03 1.83 1.35 1.50 1.16 4.99 3.99
Albania 4.15 17.95 5.04 2.81 0.55 6.71 14.04 8.29
Armenia 6.57 13.29 4.71 5.07 4.31 7.86 8.72 3.71
Belgium 1.80 7.85 1.87 1.33 1.43 2.70 4.10 3.98
Bulgaria 2.92 11.88 60.86 3.36 2.67 158.87 3.83 7.13
Belarus 5.77 0.82 51.21 9.37 1.15 9.14 7.14 8.29
Croatia 1.90 13.30 2.87 1.56 1.47 3.52 4.49 4.45
Cyprus 2.15 7.00 2.08 2.82 2.93 0.49 2.10 2.20
Czech Republic 2.40 6.77 3.06 2.14 1.32 2.35 8.79 7.99
Denmark 1.36 5.44 1.94 1.21 1.66 2.17 4.05 4.73
Estonia 4.19 9.91 4.17 4.59 2.10 7.75 7.84 8.56
Finland 2.07 9.48 1.64 2.39 1.28 2.48 4.43 4.75
France 1.59 9.44 1.40 1.72 1.40 2.49 4.05 4.82
Germany 1.39 7.98 1.43 0.92 1.33 0.86 6.08 5.15
Greece 0.76 13.81 2.64 0.91 0.71 -1.40 5.65 3.42
Hungary 2.40 8.01 6.30 2.10 1.54 2.02 10.30 9.79
Iceland 3.26 4.02 4.80 2.94 2.15 5.57 5.13 4.51
Ireland 5.76 8.08 2.15 3.96 2.16 6.42 10.01 8.99
Italy 0.48 9.55 1.96 0.64 0.61 0.12 2.49 2.87
Latvia 4.33 12.66 4.23 3.97 1.83 7.84 7.20 6.67
Lithuania 4.39 11.93 2.83 4.80 1.15 9.39 9.32 9.52
Luxembourg 3.71 4.18 2.00 2.49 3.36 4.86 7.22 7.65
MacedoniaFYR 2.95 32.79 2.08 3.22 1.88 6.80 8.41 8.24
Moldova 3.47 7.07 11.45 6.04 -1.04 3.79 6.75 7.00
Netherlands 1.87 4.42 1.99 1.28 2.38 1.77 4.92 4.97
Norway 1.98 3.60 2.04 3.22 2.34 3.67 1.26 4.16
Poland 3.94 12.57 4.23 3.54 3.10 5.42 8.26 7.74
Portugal 1.06 8.53 2.19 1.21 1.28 -0.16 4.61 3.79
Romania 2.75 6.78 23.32 4.49 0.22 5.49 9.31 11.17
Russian Fed. 3.71 8.05 16.76 5.46 0.75 6.10 4.97 7.74
Slovak Rep. 3.86 14.53 4.62 3.25 2.98 3.00 9.08 7.43
Spain 2.07 16.11 2.31 1.71 2.96 2.24 4.61 4.48
Serbia 2.73 17.32 20.68 3.36 2.29 5.29 11.63 11.16
Sweden 2.56 7.04 1.08 2.49 1.13 3.72 5.01 4.88
Switzerland 1.98 3.95 0.51 1.63 1.41 1.37 4.61 3.92
Turkey 4.75 9.21 27.29 4.36 4.77 7.17 7.05 7.43
United Kindom 2.11 6.06 1.99 2.32 2.11 2.95 3.56 4.41
Ukraine 1.88 8.75 13.66 5.53 0.49 1.66 -0.42 1.21
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2.4 Basic Analysis
Now that the final data set is formed, we continue our study with an initial analysis of
the data to gather as much information as possible. The aim of performing the initial
investigation is to better understand the data and also to find out if there is any relation-
ship between the response variable GDP growth and the chosen explanatory variables
listed in Table 2.4.
In addition, since we are talking about the annual relative growth of GDP, this refers
to the relative difference between two consecutive years of a specified time period divided
by the GDP of the previous year. Thus, the value of GDP can increase or decrease and
it can consequently be a positive or negative number.
In the following, we analyse these relationships between GDP growth and each of the
explanatory variables, in order to see if we can make any conclusion about the explanat-
ory variables having an effect on the annual GDP growth. For this purpose, we produce
graphical presentations such as scatterplots and boxplots which are shown in the fol-
lowing figures. We also provide summary tables for all explanatory variables which give
information about the minimum, first quartile, median, mean, third quartile, and the
maximum of the data observed. We only type in the R command summary() and get the
desirable results.
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Figure 2.1: Scatterplot of GDP growth for all countries over years.
Figure 2.1 shows a decreasing behaviour of GDP growth from 2007 until 2009 and
especially a sharp drop from the year 2008 to 2009. This is not so surprising since at that
time the financial crisis happened.
Figure 2.2 displays the series of boxplots of GDP growth for all countries for all years.
Again, we see a sharp decline from year 2008 to 2009 as already shown in Figure 2.1. We
notice that the boxplot of the year 2008 is located much higher than in the year 2009 and
also the boxplot of the year 2009 is located much lower than in the year 2010. However,
the variation of GDP growth within each boxplot over this short period seem to represent
the same spread of the data. We also observe that some boxplots in comparison to others
are long, which indicates that in these years the variation of GDP growth is very high,
meaning not very stable. On the other hand, some boxplots are comparatively short.
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Figure 2.2: Boxplots of GDP growth for all countries over years.
Latter leads to the conclusion that in these years the GDP growth did not change a lot
indicating stability of it.
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Figure 2.3: Boxplots of GDP growth of every country for all years.
Figure 2.3 presents the boxplots of the GDP growth for each country. We notice
that some of the boxplots are very short and others are very long. Latter indicates that
countries with a short boxplot have a low variation of GDP growth data and conversely
in case of long boxplots. In these countries, the GDP growth changes a lot over years, so
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it is not very stable. For some countries, the boxplots are located very high, for example
for Armenia, Belarus, Turkey or even for Albania.
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Figure 2.4: Scatterplot of GDP growth against unemployment rate.
Figure 2.4 shows a scatterplot of the GDP growth versus the rate of unemployment
for all countries and all years. Clearly, from the graphical outcome, it is hard to specify a
pattern of the relationship between these two variables. It is neither strictly positive nor
negative but rather possibly nonlinear. However, it is clear that there are countries with
unemployment rates higher than 20%. These countries are Albania, Greece, Macedonia,
Serbia, and Spain. Below is a summary table of the explanatory variable unemployment
rate:
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.490 5.504 8.010 9.542 11.790 37.250
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Figure 2.5: Scatterplot of GDP growth versus inflation rate with and without outliers.
Figure 2.5 displays two scatterplot graphs showing the relation between GDP growth
and the inflation rate for all countries and years. Evidently, on the left hand side of Figure
20
2.5, we see four outliers (red points) which represent the following countries, Belarus in
1999, 2000, and Bulgaria and Romania in the year 1997. We notice that because of the
outliers we can not see any structure. We only observe a dense region around 0% inflation
rate but not what is happening there. On the right hand side of Figure 2.5, another
scatterplot is shown. This one is plotted without the four labelled outliers. We clearly
get a better impression of the data. Now, in the beginning, we can see a dense region
between 0% and 20% of the inflation rate and afterwards a more spread trend of the data.
Below is a summary table for inflation rate, including outliers:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-4.480 1.409 2.590 7.984 5.652 1058.00
Now, we provide a summary table without these outliers:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-4.480 1.403 2.579 5.754 5.565 95.01
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Figure 2.6: Scatterplot of inflation rate against unemployment rate with and without
outliers.
Figure 2.6 illustrates two graphs showing a relation between the two explanatory vari-
ables, inflation and unemployment rate, for all included countries from 1997 to 2015.
In the left panel of Figure 2.6 a scatterplot with outliers (red points) is shown. As in
Figure 2.5, these points represent the same countries. Again, the outliers are preventing
us to see anything that could help to conclude something regarding the behaviour of the
presented relationship. In the right panel of Figure 2.6 we see the relationship between
the variables without outliers. We observe a dense region between 0% and 20% of the
inflation rate and afterwards a spread of the data, the same as in Figure 2.5. However,
this is here observed for the unemployment rate for the density around the 10%. The
unemployment rate of 4% is considered a low rate and there the inflation rate seems to
decrease. One can see that lower unemployment rate, closer to 0%, again leads to an
increase in inflation.
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Figure 2.7: Scatterplot of GDP growth versus private consumption.
In Figure 2.7, the GDP growth versus the private consumption for all countries and
years is plotted. Here, we can clearly observe a positive trend, probably a linear effect
of the private consumption on the response variable GDP growth. This is for the first
time a relatively clear increasing relationship. Below is the summary table for private
consumption:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-25.10 0.7836 2.720 3.0120 5.0740 21.390
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Figure 2.8: Scatterplot of GDP growth against government consumption with and without
outliers.
Figure 2.8 shows two scatterplot graphs of the GDP growth against the government
consumption for all countries and years. The left one is with outliers and the right one
is without them. On the left hand side of Figure 2.8, we can see that there is a dense
region in the centre of the scatterplot but no clear dependence structure. The outliers
(red points), below −13% represent the following countries, Albania (2008), Macedonia
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(2002, 2003) and Moldova (1998, 1999, 2004). The red points above 20% represent Albania
(2008) and Moldava (2002). On the right hand side of Figure 2.8, we again observe a dense
region but between −5% and 5% of the government consumption rate. Afterwards, we
notice a spread of the data, but with no clear trend. The summary tables of government
consumption, one including the outliers and the other excluding them, are beneath:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-38.260 0.2359 1.8110 1.7870 3.4930 35.460
Min. 1st Qu. Median Mean 3rd Qu. Max.
-10.66 0.2561 1.8180 1.8980 3.4930 19.05
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Figure 2.9: Scatterplot of government versus private consumption with and without
outliers.
Figure 2.9 displays two scatterplots showing the relationship between the two explan-
atory variables, government and private consumption, for all countries and years. From
the graphical outcome, from the left panel in Figure 2.9, it is difficult to say anything
about a trend or relationship. However, the right panel in Figure 2.9 seems to show an
increasing behaviour. We also notice a dense region between 0% and 10% of the private
consumption and spread of the data around the dense region.
Figure 2.10 contains two scatterplot graphs of the GDP growth against the investment
growth for all countries and years. The left panel shows a scatterplot with one obvious
outlier (red point) which represents Bulgaria in the year 1997. Other than that we can
not see any structure at all. However, the right panel in Figure 2.10 provides more
information. It seems like when we exclude Bulgaria from the data set, the graphical
presentation shows a somehow linear increasing behaviour between GDP and investment
growth. The summary tables of the investments, with and without this outlier, are below:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-57.40 -2.372 4.057 7.841 10.910 2820.0
Min. 1st Qu. Median Mean 3rd Qu. Max.
-57.400 -2.386 4.034 4.041 10.910 90.07
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Figure 2.10: Scatterplot of GDP growth against investment growth with and without
outlier.
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Figure 2.11: Scatterplot of GDP growth versus exports with and without outlier.
Figure 2.11 shows two scatterplot graphs of the GDP growth versus the exports for all
countries and years. One graph includes the outlier (red point), which represents Albania
(1999) and the other is without it. Here we can see that both graphs show an increasing
trend between the variables, and a dense region in the centre. The summary tables of
the exports, with and without the outlier, are below:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-43.330 1.905 5.695 6.208 10.730 73.060
Min. 1st Qu. Median Mean 3rd Qu. Max.
-43.330 1.904 5.690 6.117 10.660 46.360
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Figure 2.12: Scatterplot of GDP growth against imports with and without outlier.
Figure 2.12 displays two scatterplots of the GDP growth against the imports for all
countries and years. One scatterplot includes an outlier (red point) which represents
Serbia in the year 2001. Another graph is produced without this outlier. One may observe
that both scatterplots reflect an increasing trend between GDP growth and the imports.
We also notice a high density of imports between 0% and 20%. The summary tables of
imports, one including the outlier and other excluding it, are beneath:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-38.90 1.321 6.263 6.072 11.730 78.180
Min. 1st Qu. Median Mean 3rd Qu. Max.
-38.9 1.312 6.251 5.975 11.7 33.33
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Figure 2.13: Scatterplots of exports against imports with and without outliers.
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Figure 2.13 shows two scatterplots between the exports and the imports for all countries
and years. The left panel also shows the two outliers (red points) representing Albania
(1999) and Serbia (2001) while the other graph illustrates relationship excluding them.
Both graphical outcomes display a seemingly positive linear pattern between the exports
and the imports.
2.4.1 Summary
Before we fit any kind of regression model, it is advisable to examine the final data frame
itself to see if there are any problems arising. Therefore, now we gather and discuss all
the information that we obtained through the initial data analysis performed previously.
First, let us name the explanatory variables that visually provide some kind of struc-
ture regarding the relationship between each and GDP growth. These are private con-
sumption, exports and imports which seem to have a positive effect on GDP growth.
Additionally, the relationship between exports and imports seem to be described with an
increasing behaviour.
During the examination of the data, we came across finding outliers which were present
at five explanatory variables. Thus, in the following Table 2.6 we list all observed outliers
for these variables. The outliers represent different countries from different years.
Table 2.6: Observed outliers
Explanatory variable Country Year
Inflation rate Bulgaria 1997
Belarus 1999, 2000
Romania 1997
Government consumption Macedonia 2001, 2002, 2003
Moldova 1998, 1999, 2002, 2004
Albania 2008
Investments Bulgaria 1997
Exports Albania 1999
Imports Serbia 2001
It is interesting to notice from the table that some countries and years repeat several
times and Serbia and Romania appear only once. One would think that the year 2008
when the financial crisis happened would be problematic and consequently, we would
detect some extreme behaviour but here this is not the case.
Furthermore, outlier detected when analysing the relationship between GDP growth
and investments growth caused a lot of trouble. At first, we could not see any structure
but after omitting the extreme point, we consequently obtained an increasing behaviour.
Thus, this outlier really prevented us to see anything, so excluding it was the right
decision.
However, we get different scenarios when examining the relationship between GDP
growth and inflation rate, and GDP growth and government consumption. In both
cases, we observe several outliers that prevent us to see anything beneficial regarding the
trend or behaviour. Even when we leave out noticed outliers from the analysis, we still
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do not obtain anything concrete regarding the dependence structure between variables.
Nevertheless, we still omit them from the dataset because we obtain better scatterplots
in comparison to the scatterplots with outliers.
In addition, when we look at the relationship between GDP growth and unemployment
rate, one can notice that the unemployment rate reaches really extreme values, even more
than 30% which is very high for countries to have. However, among these extreme values,
it does not seem to have an outlier that has an effect on the relationship.
The outliers that are listed in Table 2.6 are excluded from the final data frame. Instead
of the outlier’s values, we now insert the entry "NA", meaning that they are not available.
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Chapter 3
Parametric Regression Models
The aim of this chapter is to recap some theoretical foundations for linear models in order
to understand and construct models such as additive models. We start by introducing
the class of linear regression models. Next, we describe two methods for estimating the
unknown parameter called least squares and maximum likelihood. We continue with
presenting tests such as t-test and F-test and at the end, we specify confidence and
prediction interval. The theory introduced and explained in this chapter refers to [2] and
[15]. In addition, [14] also provides a nice and helpful interpretation of this topic. At the
end of this chapter, we fit a linear model to the final data set based on the theory.
3.1 Linear Model
Let us consider a linear model with p− 1 explanatory variables and n observations
y = Xβ + ε, (3.1)
where
• y = (y1, . . . , yn)T is the response vector,
• design matrix is given by
Xn×p =

1 x1,1 x1,2 . . . x1,p−1
1 x2,1 x2,2 . . . x2,p−1
...
...
... . . .
...
1 xn,1 xn,2 . . . xn,p−1
 ,
• β = (β0, . . . , βp−1)T is the vector of unknown parameters that we want to estimate,
• ε = (ε1, . . . , εn)T is the vector of unobservable errors that are assumed to be nor-
mally distributed with zero mean and variance matrix σ2In.
Since ε ∼ N(0, σ2In), thus y in the model (3.1) is also normally distributed with mean
E(y) = µ = Xβ and variance equal to σ2In. We write this as
y ∼ N(Xβ, σ2In).
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3.2 Estimation of the Parameter β
The goal of this section is to find estimators for unknown parameters such that the defined
model (3.1) fits well the data. In the following subsections, we present two possibilities
of estimating the parameter β.
3.2.1 Least Squares Estimation
We use a sample to produce the estimator for β in model (3.1) with the least squares
method. The least squares estimator β̂ minimizes the sum of squared errors (hereinafter,
SSE)
SSE(β) =
n∑
i=1
(yi − µi)2 = ‖y−Xβ‖2
= (y−Xβ)T (y−Xβ)
= yTy− yTXβ − βTXTy + βTXTXβ
= yTy− 2βTXTy + βTXTXβ.
To find the minimizer of the sum above we calculate the first derivative of SSE(β) w.r.t. β
and set it to zero which gives the normal equation
∂SSE(β)
∂β
∣∣∣∣
β=β̂
= −2XTy + 2XTXβ̂ = 0.
It follows that
XTXβ̂ = XTy.
If XTX is a regular matrix, then there exists the inverse matrix (XTX)−1 and thus we
obtain the estimator of β, that is
β̂ = (XTX)−1XTy. (3.2)
Further, we show that β̂ is an unbiased estimator, namely its expected value is equal
to β:
E(β̂) = E((XTX)−1XTy)
= (XTX)−1XT E(y)
= (XTX)−1XTX β = β.
We also calculate the variance matrix of the estimator β̂ as
var(β̂) = var((XTX)−1XTy)
= (XTX)−1XTvar(y)((XTX)−1XT )T
= (XTX)−1XTσ2I X(XTX)−1
= σ2(XTX)−1XTX(XTX)−1
= σ2(XTX)−1.
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Since each component of the estimator β̂ is a linear combination of the normally distrib-
uted response vector y, therefore the estimator β̂ is also normally distributed. We write
this as
β̂ ∼ N(E(β̂), var(β̂)). (3.3)
Now that we have an estimator β̂, we can provide the vector of fitted values µ̂ of µ in
the following way,
µ̂ = Xβ̂ = X(XTX)−1XTy = Hy.
Here, H = X(XTX)−1XT is called the hat matrix which is a symmetric and idempotent
matrix. The definitions and procedures of both properties are shown as follows:
1. For symmetry, it holds that HT = H :
HT = (X(XTX)−1XT )T = X(XTX)−1XT = H. (3.4)
2. For idempotency, it holds that HH = H :
HTH = HH = (X(XTX)−1XT )(X(XTX)−1XT ) = X(XTX)−1XT = H. (3.5)
Furthermore, we calculate the mean and the variance of fitted vector µ̂. First, we calculate
the mean as
E(µ̂) = E(Hy) = HE(y) = HXβ = X(XTX)−1XTXβ = Xβ = µ.
Secondly, we calculate the variance using both properties of H, (3.4) and then (3.5),
var(µ̂) = var(Hy) = Hvar(y)HT = Hvar(y)H = Hσ2IH = σ2HH = σ2H.
Since µ̂ is a linear combination of the normally distributed response vector y, the fitted
vector µ̂ is also normally distributed. We write it as
µ̂ ∼ N(E(µ̂), var(µ̂)).
The goodness of fit of the linear model can be analysed through residuals. Thus we
continue with presenting the vector of residuals r which is the difference between the
vector of observed values y and the vector of fitted values µ̂,
r = y− µ̂ = y−Hy = (I−H)y.
Here (I−H) is also symmetric and idempotent, because it holds that
(I−H)T = IT −HT = I−H, (3.6)
(I−H)(I−H) = I− 2H + HH = I− 2H + H = I−H. (3.7)
Next, we consider the mean and the variance of the residual vector r. The mean is
calculated as
E(r) = (I−H)E(y) = (I−H)Xβ = Xβ −HXβ = Xβ −Xβ = 0,
where HX = X(XTX)−1XTX = XI = X.
For the calculation of the variance, we apply properties (3.6) and (3.7) and obtain
var(r) = (I−H)var(y)(I−H)T = var(y)(I−H)(I−H) = σ2(I−H).
Note that r is a linear combination of the normally distributed response vector y. There-
fore the residual vector r is also normally distributed. We write this as
r ∼ N(E(r), var(r)).
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3.2.2 Maximum Likelihood Estimation
Here, we consider estimating the unknown parameter β in the model (3.1) through the
maximum likelihood method.
We start with the required assumption that the response vector y is normally distrib-
uted. This estimation method suggests that we take as the estimator for the unknown
parameter β that maximizes the joint probability of getting the given observations.
In order to obtain the maximum likelihood estimators for β and σ2, we first provide
the likelihood function for y and X, that is
L(y,β, σ2) = (2πσ2)−n/2 exp
{
− 1
2σ2
(y−Xβ)T (y−Xβ)
}
,
where its corresponding logarithm function is equal to
l(y,β, σ2) = logL(y,β, σ2)
= −n
2
log(2πσ2)− 1
2σ2
(y−Xβ)T (y−Xβ)
= −n
2
log(2πσ2)− 1
2σ2
SSE(β).
For further work, we use l because the logarithm function is an increasing function which
means that the maximizer of the likelihood L is equivalent to the maximizer of l = log(L).
Since we are searching for the maximum likelihood estimators, we need to calculate
the first derivatives of the function l(y,β, σ2) w.r.t. its unknown parameters β and σ2.
Therefore, we get
∂l
∂β
= − 1
2σ2
(−2XTy + 2XTXβ) = 1
σ2
XT (y−Xβ),
∂l
∂σ2
= − n
2σ2
+
1
2σ4
SSE(β) = − n
2σ2
+
1
2σ4
‖y−Xβ‖2.
We set both first derivatives equal to zero and get the following two equations
∂l
∂β
∣∣∣∣
β=β̂,σ2=σ̂2
=
1
σ̂2
(XTy−XTXβ̂) = 0,
∂l
∂σ2
∣∣∣∣
β=β̂,σ2=σ̂2
= − n
2σ̂2
+
1
2σ̂4
‖y−Xβ̂‖2 = 0,
from which as a result we obtain the maximum likelihood estimators β̂ and σ̂2 as
β̂ = (XTX)−1XTy,
σ̂2b =
1
n
‖y−Xβ̂‖2 = 1
n
SSE(β̂).
Finally, we note that the estimator obtained through maximum likelihood is equivalent
to the estimator (3.2) obtained with least squares.
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3.3 Hypothesis Testing
This section focuses on performing hypothesis tests on the parameter β in the linear
model (3.1). It can help us to reach some conclusion regarding the question if there
exists a linear relationship between an explanatory and the response variables. Hence,
the goal is to identify which explanatory variables are relevant and have an effect on the
response vector y.
In order to do that, we present the t-test and the analysis of variance. For each, we
formulate null and alternative hypothesis on the parameters. We provide a statistic to
test the null hypothesis and define a decision rule when to reject the null hypothesis.
3.3.1 t-Test
With the t-test we examine, if any single explanatory variable xj in the design matrix
X defined in (3.1) has an effect on y. Putting in other words, we consider testing the
hypothesis on a single parameter βj. In order to do that, we formulate the null and the
alternative hypothesis as
H0 : βj = 0 versus H1 : βj 6= 0, for any j = 1, . . . , p− 1. (3.8)
Expression (3.3) indicates that the estimator β̂ for the model parameter β is normally
distributed with mean β and variance σ2(XTX)−1, thus we write
β̂ ∼ N(β, σ2(XTX)−1). (3.9)
Further, we show the stochastic independence of the estimator β̂ and the residual
vector r (or written in a different form β̂ and SSE(β̂) = rT r), that is, cov(β̂, r) = 0,
since the distribution is normal. In order to do that, firstly we show that the equality
SSE(β̂) = rT r holds. In the calculation we apply (3.2), (3.6) and the definition of
H = X(XTX)−1XT as follows
SSE(β̂) = yTy− 2β̂
T
XTy + β̂
T
XTXβ̂
= yTy− 2((XTX)−1XTy)TXTy + ((XTX)−1XTy)TXTX(XTX)−1XTy
= yTy− 2yTX(XTX)−1XTy + yTX(XTX)−1XTy
= yTy− 2yTHy + yTHy = yTy− yTHy = yT (I−H)y = rT r.
Next, we rewrite the estimator β̂ in terms of ε, namely using the model equation
y = Xβ + ε, and obtain
β̂ = (XTX)−1XTy = (XTX)−1XT (Xβ + ε)
= (XTX)−1XTXβ + (XTX)−1XTε = β + (XTX)−1XTε.
(3.10)
We use the same approach and rewrite the residual r as
r = (I−H)y = (I−H)(Xβ + ε) = IXβ + Iε−HXβ −Hε
= Xβ + Iε−Xβ −Hε = (I−H)ε.
(3.11)
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Now we calculate the covariance between β̂ and r using (3.10) and (3.11) as follows
cov(β̂, r) = E[(β̂ − E(β̂)) (r− E(r))] = E[(β̂ − β) (r− 0)]
= E[(β + (XTX)−1XTε− β) r] = E[(XTX)−1XTε (I−H)ε]
= (XTX)−1XT (I−H) E[ε2] = (XTX)−1XT (I−H) [var(ε) + E(ε)2]
= σ2(XTX)−1XT (I−H) = σ2(XTX)−1XT I− σ2(XTX)−1XTH
= σ2(XTX)−1XT − σ2(XTX)−1XTX(XTX)−1XT
= σ2(XTX)−1XT − σ2(XTX)−1XT = 0.
Therefore, β̂ and SSE(β̂) = rT r are independent under the assumption of a normal
distribution.
Further, our goal is to show that
SSE(β̂)
σ2
∼ χ2n−p.
In order to do that, we first observe
εTε = (y−Xβ)T (y−Xβ)
= (y−Xβ̂ + Xβ̂ −Xβ)T (y−Xβ̂ + Xβ̂ −Xβ)
= (r + Xβ̂ −Xβ)T (r + Xβ̂ −Xβ)
= (rT + [X[β̂ − β]]T ) (r + X[β̂ − β])
= rT r + rTX(β̂ − β) + [X(β̂ − β)]T r + [X(β̂ − β)]TX(β̂ − β).
Note that in the last line two mixed terms appear. We calculate these mixed terms using
expressions r = (I−H)y, H, HX = X and (3.6) to get
rTX(β̂ − β) = yT (I−H)X(β̂ − β) = yT (X−HX)(β̂ − β) = 0. (3.12)
[X(β̂ − β)]T r = [β̂ − β]TXT (I−H)y
= [β̂ − β]T (XT −XTX(XTX)−1XT )y
= [β̂ − β]T (XT −XT )y = 0.
(3.13)
We apply results (3.12) and (3.13) and obtain
εTε = rT r + (β̂ − β)TXTX(β̂ − β).
Therefore, the following equation holds
εTε
σ2
=
rT r
σ2
+
(β̂ − β)TXTX(β̂ − β)
σ2
. (3.14)
Since εi are independent, identically distributed random variables N(0, σ2), it follows
εi
σ
∼ N(0, 1) ⇒
(εi
σ
)2
∼ χ21 ⇒
n∑
i=1
ε2i
σ2
∼ χ2n. (3.15)
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Thus, we know that
εTε
σ2
=
n∑
i=1
(εi
σ
)2
∼ χ2n. (3.16)
Therefore, from (3.9) and applying the approach from (3.15) we obtain
(β̂ − β)TXTX(β̂ − β)
σ2
∼ χ2p. (3.17)
We continue with expressing the moment generating function of the χ2n-distribution,
where n represents degrees of freedom, as
M(t) = (1− 2t)−
n
2 , for t <
1
2
. (3.18)
Then, we apply (3.16) and (3.17) into the equation (3.14) and consider independence of
β̂ and r. Consequently, we get the following equality
(1− 2t)−
n
2 = E
(
et(r
T r/σ2)
)
(1− 2t)−
p
2 , (3.19)
where E
(
et(r
T r/σ2)
)
is the moment generating function of rT r
σ2
. From the equation (3.19)
we express
E
(
et(r
T r/σ2)
)
= (1− 2t)
−n
2
−−p
2 = (1− 2t)−
(n−p)
2 ,
and hence it follows that
rT r
σ2
=
SSE(β̂)
σ2
∼ χ2n−p. (3.20)
Because (3.20) holds, we can express the mean and the variance of SSE(β̂) as
E(SSE(β̂)) = σ2(n− p),
var(SSE(β̂)) = 2σ4(n− p).
Therefore, we can modify the maximum likelihood estimator σ̂2 to be unbiased namely
σ̂2 =
1
n− p
SSE(β̂).
As a consequence, if we want to test the relevance of the explanatory variable xj, one
can test the H0 stated in (3.8) by using the test statistic
T =
β̂j√
σ̂2djj
,
where djj corresponds to the (j + 1)th diagonal element of (XTX)−1. We reject the
hypothesis H0 : βj = 0 in favour of alternative hypothesis H1 if |T | > t(n−p);(1−α
2
). In
order to reject the H0, we must obtain a large value of T (positive or negative).
Finally, the two sided confidence interval for the parameter βj is presented as
βj ∈
[
β̂j ± σ̂
√
djjt(n−p);(1−α
2
)
]
.
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3.3.2 Analysis of Variance (ANOVA)
The aim of this section is to examine if a group of explanatory variables, part of the
design matrix X, has a relevant effect on y and therefore is significant to be included in
the model.
In order to do that, we split the design matrix X into two matrices X1 and X2. Based
on this, we rewrite the model in a following way
y = Xβ + ε = [X1 X2] [β1 β2]
T + ε = X1β1 + X2β2 + ε, (3.21)
where
• X1 and X2 are matrices with dimensions n× q and n× (p− q), where p > q and
• β1, β2 are the corresponding disjoint parameter vectors in β = (β0, . . . , βp−1)T .
In this case, we formulate the null hypothesis as
H0 : β2 = 0 versus H1 : β2 6= 0.
Therefore, if β2 = 0, then all explanatory variables in the matrix X2 are not necessary.
On the contrary, H1 expresses that any component of β2 is nonzero. Further, if β2 = 0,
then we are just left with the model y = X1β1 + ε.
Therefore, we continue with showing the latter as follows. First, we provide the ortho-
gonal projection of y onto the plane spanned by the columns of X1, that is
µ̂1 = X1β̂1 = X1(X
T
1X1)
−1XT1 y.
We partition the residuals y − µ̂1 into two orthogonal vectors by adding the term µ̂
in the following way
y− µ̂1 = (y− µ̂) + (µ̂− µ̂1), (3.22)
where
(y− µ̂)T (µ̂− µ̂1) = 0.
Thus, the expressed residuals in (3.22) are described through the model residuals r = y−µ̂
and the changes in the estimated values µ̂− µ̂1, if X2 is in addition taken into the design
matrix. Since, y− µ̂ and µ̂− µ̂1 are orthogonal linear functions of normally distributed
y, they are also independent. In the next step, we apply the Pythagorean theorem to
(3.22) and get
‖y− µ̂1‖2 = ‖y− µ̂‖2 + ‖µ̂− µ̂1‖2
or equivalently
SSE(β̂1) = SSE(β̂) +
(
SSE(β̂1)− SSE(β̂)
)
,
where SSE(β̂1)−SSE(β̂) is the reduction in the sum of squared errors if X2 is taken into
the model.
Under H0 : β2 = 0, the model y = X1β1 + ε is correct. From (3.20) it follows that
SSE(β̂) ∼ σ2χ2n−p and therefore SSE(β̂1) ∼ σ2χ2n−q. Since SSE(β̂) and the difference
SSE(β̂1)− SSE(β̂) are independent, it follows that
SSE(β̂1)− SSE(β̂) ∼ σ2χ2p−q.
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Therefore, it holds that
F =
(SSE(β̂1)− SSE(β̂))/(p− q)
SSE(β̂)/(n− p)
∼ F(p−q),(n−p).
We reject the hypothesisH0 : β = 0 in favour of the alternativeH1 if F > F(p−q),(n−p),(1−α),
where F has the Snedecor’s F distribution and P[F > F(p−q),(n−p),(1−α)] ≤ α.
3.4 Confidence Interval
At the end of Section 3.3.1 we briefly got in contact with the notion of a confidence
interval for the unknown parameter βj. Here we present the confidence interval for the
new mean parameter µ? in the following way.
Let us assume that we have a new vector available expressed as x? = (1, x?1, . . . , x?p−1)T .
We are interested in the mean µ? = x?Tβ, which can be estimated by calculating its
estimator as
µ̂? = x?T β̂. (3.23)
We already know that β̂ in (3.23) is normally distributed, see (3.3), and thus its mean
and variance are known. The estimator µ̂? is also normally distributed because it is a
linear combination of the estimator β̂. Therefore, we first provide the mean of µ̂? as
E(µ̂?) = E(x?T β̂) = x?TE(β̂) = x?Tβ, (3.24)
and secondly, the variance as
var(µ̂?) = var(x?T β̂) = x?Tvar(β̂)x? = σ2x?T (XTX)−1x?. (3.25)
In Section 3.3.1 we showed the independence of β̂ and r by calculating cov(β̂, r) = 0.
With the latter and the normal distribution of the estimator µ̂? it follows that
x?T β̂ − x?Tβ√
σ̂2x?T (XTX)−1x?
∼ tn−p. (3.26)
We compare the denominator in (3.26) with the variance of µ̂i = xTi β̂ in order to see
the resemblance between them. Hence, we look at
var(µ̂i) = xTi var(β̂)xi = σ
2xTi (X
TX)−1xi = σ2hii,
where hii presents the i-th diagonal element of the hat matrix. Consequently, we can
provide a two sided confidence interval with level (1− α) for the parameter µ? as
µ? ∈
[
x?T β̂ ±
√
σ̂2h? t(n−p),(1−α
2
)
]
.
Here, h? = x?T (XTX)−1x?.
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3.5 Prediction Interval
Let us suppose that we want to study the behaviour of a new observation, namely y? =
x?Tβ + ε?, where ε? ∼ N(0, σ2). There is a possibility to make a prediction for y? at the
new vector x?. Therefore, we continue with presenting a (1 − α) prediction interval for
the new observation y?.
We observe the difference y?− Ê(y?) = y?− µ̂? = y?−x?T β̂. From the results obtained
in (3.24) and (3.25) it follows that
E(y? − µ̂?) = E(y? − x?T β̂) = x?Tβ − x?Tβ = 0, and
var(y? − µ̂?) = var(y? − x?T β̂)
= σ2In + σ2x?T (XTX)−1x?
= σ2(1 + x?T (XTX)−1x?)
= σ2(1 + h?).
Therefore, it follows that all inferences regarding the new response y? are based on the
statistic
y? − x?T β̂√
σ̂2 (1 + x?T (XTX)−1x?)
∼ tn−p.
Here, the two sided prediction interval with level (1− α) is
y? ∈
[
x?T β̂ ±
√
σ̂2(1 + h?) t(n−p),(1−α
2
)
]
.
3.6 Application of Linear Models
In the last section of Chapter 2, we analysed the data and gained a first insight into the
data structure. This initial analysis gives us some indication of interactions between each
explanatory variable listed in the Table 2.4 and the response variable GDP growth.
In this section, we focus on fitting a linear model to the final dataset by using the
function lm() in the program R. We use the so-called backward elimination approach to
obtain the desired model the purpose of which is to determine which explanatory variables
from Table 2.4 are associated with the GDP growth in a linear way. In other words, from
the backward elimination approach we want to answer the following, which of the possible
seven explanatory variables (unemployment rate, inflation rate, private and government
consumption, investments, exports and imports) linearly affect GDP growth and which
do not? At the same time, we verify if the obtained results and the analysis done in
Chapter 2 return the same results.
Backward Elimination
We use the so-called backward elimination approach to select the desired linear model.
The idea behind this method is to start with the model that includes all explanatory vari-
ables (in our case, all seven variables in Table 2.4). We run it and after the examination
of the fitted model, we remove the one explanatory variable that is the least relevant,
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which corresponds to excluding the one with the largest p-value. Now, we fit the new
model with p − 1 variables, and again remove the variable with the largest p-value. We
repeat this procedure until all remaining variables in the model have a p-value below
some threshold, that is, they are all significant (see [10]).
During this process we utilize the function lm() to obtain a linear model, which is es-
timated by least squares. We do this in R by type in lm(y ∼ x1 + x2 +...+ xp, data),
where y represents the response variable GDP growth and x1 + x2 + ...+ xp corres-
pond to the explanatory variables in Table 2.4. Afterwards, we use the function summary()
on the resulted model to get more useful information such as residuals, estimated model
coefficients, corresponding standard deviation, t-value and p-value for the stated hypo-
thesis H0 : βj = 0, and also R2 and F statistic of the resulted model. The chosen
threshold for the p-value is 0.01. For more information see [13] and [15].
As described, we run the first model with all variables and remove the least significant
variable, which based on its p-value seems to be the unemployment rate. See the summary
table below
********************************************************************************
Call:
lm(formula = GdpGrowth ~ UnemploymentRate + InflationRate + PrivateCON +
GovernmentCON + Investments + Exports + Imports, data = gdp.data)
Residuals:
Min 1Q Median 3Q Max
-10.8114 -0.5390 -0.0463 0.5172 14.1874
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.460329 0.125982 3.654 0.000277 ***
UnemploymentRate -0.021409 0.009774 -2.190 0.028814 *
InflationRate -0.014678 0.005507 -2.666 0.007859 **
PrivateCON 0.449649 0.017290 26.006 < 2e-16 ***
GovernmentCON 0.138974 0.017204 8.078 2.78e-15 ***
Investments 0.167333 0.007041 23.766 < 2e-16 ***
Exports 0.260327 0.010533 24.715 < 2e-16 ***
Imports -0.195842 0.014073 -13.916 < 2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Residual standard error: 1.528 on 719 degrees of freedom
(14 observations deleted due to missingness)
Multiple R-squared: 0.8557,Adjusted R-squared: 0.8543
F-statistic: 609.1 on 7 and 719 DF, p-value: < 2.2e-16
********************************************************************************
Next, we run the model excluding the unemployment rate and from the summary output
below, it appears that the inflation rate is the next least significant variable.
********************************************************************************
Call:
lm(formula = GdpGrowth ~ InflationRate + PrivateCON + GovernmentCON +
Investments + Exports + Imports, data = gdp.data)
Residuals:
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Min 1Q Median 3Q Max
-10.9030 -0.5415 -0.0267 0.5184 14.2921
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.251524 0.082585 3.046 0.00241 **
InflationRate -0.013756 0.005505 -2.499 0.01268 *
PrivateCON 0.454959 0.017165 26.505 < 2e-16 ***
GovernmentCON 0.140536 0.017234 8.154 1.56e-15 ***
Investments 0.166574 0.007051 23.625 < 2e-16 ***
Exports 0.257263 0.010467 24.578 < 2e-16 ***
Imports -0.195337 0.014108 -13.845 < 2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Residual standard error: 1.532 on 720 degrees of freedom
(14 observations deleted due to missingness)
Multiple R-squared: 0.8547,Adjusted R-squared: 0.8535
F-statistic: 706.1 on 6 and 720 DF, p-value: < 2.2e-16
********************************************************************************
We remove the inflation rate and run the 5-variable model and obtain the following
summary result
********************************************************************************
Call:
lm(formula = GdpGrowth ~ PrivateCON + GovernmentCON + Investments +
Exports + Imports, data = gdp.data)
Residuals:
Min 1Q Median 3Q Max
-11.1605 -0.5152 0.0011 0.5445 14.4288
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.188386 0.079512 2.369 0.0181 *
PrivateCON 0.452803 0.017039 26.574 < 2e-16 ***
GovernmentCON 0.136947 0.017285 7.923 8.77e-15 ***
Investments 0.167667 0.007068 23.722 < 2e-16 ***
Exports 0.255267 0.010483 24.350 < 2e-16 ***
Imports -0.195426 0.014123 -13.838 < 2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Residual standard error: 1.541 on 724 degrees of freedom
(11 observations deleted due to missingness)
Multiple R-squared: 0.8531, Adjusted R-squared: 0.8521
F-statistic: 841.1 on 5 and 724 DF, p-value: < 2.2e-16
********************************************************************************
Now, from the summary table above it seems that the remaining five explanatory variables
are all significant. Therefore, we stop with the procedure of backward elimination. The
small p-values (< 0.01) lead to the conclusion that we can reject the H0 which states
that there is no linear relationship between GDP growth and each remaining predictor
variable. Another useful information provided by the summary table is the statistic R2.
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Here, R2 = 0.8531, which is pretty large, means that 85% of the variability in GDP
growth is explained by the linear regression model. Given the data size n = 724, the
statistic F = 841.1 is large, which means that we can reject H0 : β2 = β3 = · · · = βp = 0,
that is all predictors in the model are irrelevant, and therefore implying that there is at
least one relevant variable in the model.
Recall that from Figures 2.4 and 2.5 we can not conclude that the unemployment
and inflation rate affect GDP growth linearly. Since the final linear model obtained
through backward elimination does not include these two variables, it only confirms the
observations obtained from the mentioned figures, produced in Chapter 2.
However, in the next step, we evaluate if the obtained model is appropriate. We do
this by providing the plot of the model displayed in Figure 3.1 and examine the residuals.
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Figure 3.1: Plot of the fitted model
The upper left plot in Figure 3.1, where the residuals versus the fitted values are
shown, seems to show no obvious pattern or trend (red line). The visible density of the
residuals seems to be around the horizontal line at null, except for the three outliers
(points 58, 97, 342). In addition, one can notice that these three outliers are present at
all four graphs in Figure 3.1.
The upper right plot is a normal Q-Q plot, which stands for a quantile-quantile plot. If
the plot shows a straight line fit of the points, then the residuals are normally distributed.
However, in our case, we can observe that at the beginning and at the end, the residuals
do not fit the line. In that case, we say that compared with the normal distribution, the
empirical distribution of the residuals seem to have fatter tails.
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The lower left plot shows a scale-location plot. Here, the square root of the absolute
standardized residuals versus the fitted values are displayed. With this plot we examine
the assumption of the error terms having a constant variance, that is, var(εi) = σ2. We
can see that the red line, which reflects the mean curve, is horizontal but also a bit curved
in the middle. However, we are more concerned about the spread of these points and
shown aspect of the spread of the points is not that bad. It appears that the assumption
of equal variance could hold.
The lower right plot in Figure 3.1 displays the leverage for each xi value in the data.
For example, if an xi observation is large compared to the others, then xi is associated
with high leverage. Therefore, leverages tell us which points are influential in determining
the regression surface and which are not. This plot suggest that there are two outliers
(again points 342, 58) which are not influential (the distance is smaller than 1). This in-
dicates that the removal of these outliers would have only a little effect on estimating the
regression surface. However, the outlier (point 97- the distance is larger than 1) appears
to be influential and thus could strongly affect the linear fit.
Even though the results examined in Figure 3.1 are fairly straightforward to interpret,
we at the same time detect some problems in a linear model. Here, we impose a linear
relationship between the explanatory variables and GDP growth, that is, explanatory
variables are only allowed to have a linear effect on GDP growth. Therefore, we do not
just accept these results because it is not guaranteed that the explanatory variables are
only linearly associated with GDP growth.
Since this is not our only option, we consider some other possibility. To this end, we
continue with chapters, where we consider the lowess method and additive models. In
this way, we free ourselves of the restrictions of the parametric regression models and
allow for nonlinear effects to be detected.
Therefore, we generalize linearity with smooth functions, that is, we will try to replace
linear dependencies on explanatory variables with some smooth function and see if we
get any better results.
In addition, one can notice that the time factor was not included in the linear model
because it is obvious from the scatterplot in Figure 2.1 that the relationship between
GDP growth and years follows a nonlinear behaviour. Thus, this is another reason to use
smooth models.
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Chapter 4
Robust Locally Weighted Regression
Scatterplot Smoothing
The purpose of this chapter is to discuss the details of a scatterplot smoothing method,
the so-called "Robust Locally Weighted Regression Scatterplot Smoothing", hereinafter
lowess in short. The lowess method was presented by William S. Cleveland (see [3])
and is very useful for enhancing the visual information produced by scatterplots. It
can help us to highlight some possible underlying trends and changes in scatterplots
and thus give a better description of a relationship between the response and a single
explanatory variable. Therefore, at the end of this chapter, we provide illustrations of
these relationships in scatterplots by using the function lowess() in R, see [13].
4.1 Description of the Method
The idea of the method is to calculate smoothed points (xi, ŷi), i = 1, . . . , n, for each
data point (xi, yi) and then carry out a linear interpolation between xi and xi+1. Thus,
as a result we get the estimated smooth regression curve ŷ = f(x).
Therefore, the lowess method consists of two parts, namely
1. the smoothing part, where linear regression models are locally utilized to give the
fitted value ŷi at xi, and
2. the robustification part, which is used to prevent the smoothed points from being
influenced by some outliers.
In the following steps we provide a detailed description of the smoothing and robusti-
fication procedure in order to construct the smoothed point (xi, ŷi) for each data point
(xi, yi), i = 1, . . . , n.
Firstly, we locally form a sliding vertical window of data points to be smoothed. Such
a window of points is centered at xi and consists of the q = dfne nearest neighbours of
xi. The value of q is predetermined by choosing the parameter f , where f is the fraction
of data points of the total sample size n, that is f ∈ (0, 1]. Therefore, the parameter f
controls the number of points in every vertical window.
In the second step, we determine a local weight functionW and calculate the individual
weights wk for each point (xk, yk) identified within the formed window. Since the vertical
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window is centred at xi, we also wish the weight function to be centred at xi. We also
want the function W to be scaled so that at the qth nearest neighbour of xi (in other
words, at the window boundary, which is most distant from xi), W becomes zero for the
first time. For all data points within the sliding window we define the weight function W
with the following properties:
1.) W (u) > 0 for |u| < 1. Positivity is essential because negative weights make no
sense.
2.) W (u) is a nonincreasing function for u > 0. This is needed because it appears to be
reasonable to allocate to a specific point more weight than to the one that is more
distant from xi. Therefore, the point being smoothed (xi, yi) has the largest weight,
because it is considered to be the nearest point to itself.
3.) W (−u) = W (u), meaning the weight function is symmetric around xi, the point
being smoothed. This is required because there is no reason to differentiate between
the points located to the left and the right of xi.
4.) W (u) = 0 for |u| > 1, meaning that all points located outside the vertical window
have zero weight, and thus do not influence the local fit.
Cleveland proposes to use the Tricube function for this weighing scheme, i.e.
W (u) =
{
(1− |u|3)3, for |u| < 1,
0, otherwise,
and calculates the weight of every observation (xk, yk), k = 1, . . . , n, within the vertical
window by
wk(xi) = W
(
xi − xk
di
)
.
Here di is the distance on the horizontal axis between the focal point xi and its qth nearest
neighbour. If the distance between xi and its neighbour xk increases, consequently the
weight wk(xi) decreases.
In the third step, we utilize the weighted least squares method to fit the data points
(located within the window) at xi. That is, we obtain the estimators âi and b̂i that
minimize the weighted sum of squared errors
SSEw(ai, bi) =
n∑
k=1
wk(xi)(yk − ai − bixk)2. (4.1)
Thus the closer is the neighbour point to the central point xi, the more weight and
therefore more influence it has on determining the fit of the regression line. To find the
minimizer of (4.1), we calculate the first derivatives of SSEw(ai, bi) w.r.t. ai and bi and
set them to zero which provides both normal equations, i.e.
∂SSEw(ai, bi)
∂ai
∣∣∣∣
ai=âi,bi=b̂i
= −2
n∑
k=1
wk(xi)(yk − âi − b̂ixk) = 0,
∂SSEw(ai, bi)
∂bi
∣∣∣∣
ai=âi,bi=b̂i
= −2
n∑
k=1
wk(xi)(yk − âi − b̂ixk)xk = 0.
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By solving the normal equations we get the smoothed value at xi which is ŷi = âi + b̂ixi.
Therefore, we obtain the fitted value ŷi at each xi, which is the fitted value under the lin-
ear model to the data points utilizing weighted least squares together with weights wk(xi).
We continue with the robustification part within each sliding vertical window. With
some local robust regression, we can prevent the distortion of smoothed points generating
the smoothed curve from the influence of some outliers.
To do so we calculate a new set of weights for each data point (xi, yi) based on the size
of the residual, that is ri = yi− ŷi from the current fitted values ŷi obtained through the
first smoothing procedure. Here Cleveland proposes to use the Bisquare function, i.e.
B(u) =
{
(1− u2)2, for |u| < 1,
0, otherwise.
Finding the estimated mean at xi, i.e. ŷi, we additionally calculate so-called robustness
weights for (xk, yk) through
δk(xi) = B
( rk
6m
)
,
where m = med(|r|) is the median of the absolute values of the residuals. This allocates
large weights to the points with small residuals and conversely, small weights are allocated
to the points having large residuals.
Further, as before we calculate a new set of fitted values utilizing new weights δk(xi)wk(xi)
instead of just using wk(xi). Therefore, we minimize the doubly weighted sum of squares
errors
SSEδw(ai, bi) =
n∑
k=1
δk(xi)wk(xi)(yk − ai − bixk)2. (4.2)
By using the same considerations as before, we obtain estimators â∗i and b̂∗i that minimize
(4.2). Therefore, we get the new smoothed fitted mean ŷ∗i = â∗i + b̂∗ixi at xi, which is the
fitted value from the linear fit utilizing doubly weighted least squares with new weights
δk(xi)wk(xi).
In this way, we have complete one iteration of the robustification process. This process
can be repeated several times until we obtain a nice smooth curve. However, Cleveland
suggests that two robust iterations should be sufficient.
All theory presented in this chapter refers to [3]. One can also see [9] for a concise
explanation.
4.2 Application of Lowess
The aim of this section is to obtain more information from the scatterplots produced
at the end of Chapter 2. In order to do that we improve the scatterplots by adding a
smooth curve discussed in the previous section using the function lowess() in R. In the
following, we describe the function lowess() in R, present its application and discuss the
results.
The function lowess() carries out the calculations for obtaining the smooth curve
based on the theory presented in the section before. As a result lowess() returns the
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points of the smooth curve, that is, coordinate vectors x and y. x corresponds to the
original dataset, whereas values in y are calculated based on the lowess method.
We use lowess() together with the function lines(), which draws the lines by con-
necting points obtained by lowess(). In this way we add the lowess curve to the original
scatterplots produced in Chapter 2 using function plot(). This is done in R by typing
> plot(x, y)
> lines(lowess(x, y, f = *, iter = *))
Herein:
• x and y are component vectors of the points from the original scatterplot.
• f controls the amount of points being smoothed and concurrently the size of the
vertical window, which is used for calculating each smoothed point. It is expressed
as the fraction of data points of the total sample size, thus f ∈ (0, 1].
Cleveland suggests selecting the largest f possible, which at the same time minim-
izes the variability in the smoothed points without the patterns in the data being
distorted. Cleveland also proposes to start with f = 1/2 in the case when what
is needed is not obvious. However, selecting f from the interval [1/5, 4/5] should
suffice for most purposes.
If f increases, the number of influential points also increases and therefore the
smoothness of the smoothed points is inclined towards an increase. Thus values
of f, close to 1, tend to provide more flatten curves and less noise whereas small
f’s produce more wiggly curves with a lot of noise. In order to select the best
parameter f, one should try various values of f.
• iter gives the number of robustification iterations being performed. Cleveland
suggests that performing two robust iterations should be sufficient. Function lowess
runs faster if smaller values of iter are used.
For more information regarding the described function see [13].
We continue with applying the described function lowess() to illustrate the lowess
smoother. In Chapter 2 we produced scatterplots between the response variable GDP
growth and each explanatory variable listed in the Table 2.4. To each existing scatterplot,
we now add the smooth curve to summarize the relationship among them.
The goal is to discover if the relationship described by the lowess curve reveals any
underlying trends and changes. We want to see if the lowess smoother captures any
uncommon pattern in the scatterplot.
We take into account that large and small values of the parameter f can return dif-
ferently shaped lowess curves. As pointed out before, considering f from the interval
[1/5, 4/5] should enable us to find the suitable one.
Therefore, for each scatterplot we run different values of f ∈ [1/5, 4/5] to see what
kind of relationships between variables smooth curves reveal. We select the one which
describes the pattern and the overall trend of a relationship in the most satisfactory way.
In the following, we provide new scatterplots between GDP growth and each explan-
atory variable with an addition of the lowess curve obtained by specific f.
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Figure 4.1: Scatterplot of GDP growth over years for all countries with additional lowess
curve.
Figure 4.1 displays the lowess curve obtained by using the parameter f = 1/4. The
smooth fit to the data shows some apparent curvature. In the beginning, the curve
seems to follow a constant trend up to year 2002, but then it starts to slightly increase.
Decreasing behaviour of the smooth curve, which seemingly starts between 2006 and 2007
until 2009, is well visible and obvious. This is not so surprising since at that time the
financial crisis happened. After the year 2009, we observe a hint of an increasing trend.
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Figure 4.2: Scatterplot of GDP growth against unemployment rate for all countries and
years with additional lowess curve.
Figure 4.2 shows the lowess smooth fit to the data using f = 1/5. We select a small f
because we obtain more clarity regarding the dense region at the beginning. For a very
short period, the curve seems to decrease and then follows a wiggly pattern close to 20%
of the unemployment rate. After that, the curve reveals somehow a constant trend for
the relationship between GDP growth and the rate of unemployment. That is a more
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flat trend for countries with an unemployment rate higher than 20%, which are Albania,
Greece, Macedonia, Serbia and Spain (blue points).
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Figure 4.3: Scatterplot of GDP growth versus inflation rate for all countries and years
with additional lowess curve.
Figure 4.3 illustrates the lowess curve between the GDP growth and the inflation rate
using f = 1/5. Again we choose small value f because it provides a better smooth fit.
Closer examination of the curve reveals that there are two apparent segments. In the
first segment, the dense region around 0% and up to 20% inflation rate, the curve seems
to show an overall increasing behaviour. The second one starts around 20% and is going
forward. Here, points are more spread and diluted and the curve appears to be very flat.
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Figure 4.4: Scatterplot of GDP growth versus private consumption for all countries and
years with additional lowess curve.
Figure 4.4 displays the lowess fit to the data using f = 1/5. It seems that a closer
inspection of the smooth curve reveals three parts. The first part seems to show a positive
linear behaviour between the GDP growth and the private consumption. The second part,
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somewhere between −10% and 10% of consumption growth, the curve appears to show
an increasing behaviour. The last part, starting after reaching 10%, the smooth curve
seems to depict a slightly negative linear effect of the private consumption on the GDP
growth.
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Figure 4.5: Scatterplot of GDP growth against government consumption for all countries
and years with additional lowess curve.
Figure 4.5 illustrates the lowess curve describing the relationship between the GDP
growth and the government consumption using f = 1/2. The overall lowess fit seems to
show a very flat behaviour and no apparent changes. We also observe a dense region
between 0% and 5% of government consumption, where the curve shows a weak hint of
an increase.
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Figure 4.6: Scatterplot of GDP growth against investment growth for all countries and
years with additional lowess curve.
Figure 4.6 shows the lowess smooth curve between the GDP growth and the investment
growth using f = 1/2. A closer look to the smooth fit seems to reveal an increasing
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behaviour in the dense region and at the end somehow constant or flat trend.
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Figure 4.7: Scatterplot of GDP growth versus exports for all countries and years with
additional lowess curve.
Figure 4.7 displays the lowess fit to the data describing the relationship between the
GDP growth and the export growth using f = 1/3. The curve seems to follow an increas-
ing overall trend with the sign of a slight curvature in the dense region around the centre
of the scatterplot.
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Figure 4.8: Scatterplot of GDP growth against imports for all countries and years with
additional lowess curve.
Figure 4.8 illustrates the lowess curve representing the relationship between the GDP
growth and the import growth using f = 3/5. It is nicely visible that the curve shows an
overall increasing behaviour between the observed variables.
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4.3 Advantages and Disadvantages of Lowess
Observing the obtained scatterplots, the additional lowess curves highlight the mean
behaviour and reveal underlying trends and changes and thus give a better understanding
of what is happening in the data. It was helpful, especially in the dense regions, where a
huge amount of points are located in one place and where it was hard to directly see any
details regarding the behaviour.
By trying different values of the parameter f we can influence the shape of the smooth
curve.
Using very small f’s could potentially return very locally smooth curves capturing too
much noise in the data. However, we notice from the sequence of displayed lowess curves
using small f’s, that they have not captured so much noise. Curves are not wiggly, but
do highlight changes and describe the overall trend quite nicely.
There are three illustrated lowess curves obtained using value f = 1/2 or larger. As f
increases, the lowess method uses more points to calculate each smoothed point returning
more flat curve and therefore sometimes do not reveal so much information about the
changes in the data. In our cases, the lowess curves seem to be more flatter but at the
same time reveal some kind of trend and provide some information.
Therefore, using the local and flexible lowess method (instead of linear regression
models) to respond to the changes locally allows the data points to form a smooth curve
in the scatterplots. Another advantage of the lowess method is that while it smoothes all
of the data points, it performs well regardless of how points are spaced.
However, as we observed during practical work, we have to decide which of the obtained
results (different lowess curves) is sufficient. The reason is that the lowess method provides
neither any equation nor tools (as in Chapter 3) based on which we could obtain the results
and test the goodness of the smooth fit. Therefore, we can not measure how effective the
smooth fit is.
Practical work is performed in the program R. For more information see [13].
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Chapter 5
Nonparametric Regression Models
At the beginning of this chapter, we introduce the class of additive models introduced
by Hastie and Tibshirani (see [9]). Then we continue with a section, where we present
possible choices of the basis functions which are used as building block for additive models.
Furthermore, we present the penalized least squares method, which is minimized to fit
the model and estimate the unknown parameters. Afterwards, we introduce the effective
degrees of freedom and provide an estimator for the residual variance. Further, we present
possible choices for estimating the smoothing parameter. We conclude this chapter by
providing some distributional results.
5.1 Additive Model
Let us consider an additive model with p explanatory variables and n observations
yi = α +
p∑
j=1
sj(xi,j) + εi for i = 1, . . . , n. (5.1)
Herein
• yi is the response variable,
• sj(.) is a smooth function of the explanatory variable xj,
• the errors εi are independent and identically distributed random variables from a
N(0, σ2) distribution.
Therefore, in model (5.1) the mean of the response variable is now smooth in the explan-
atory variables and we have
E(yi) = α +
p∑
j=1
sj(xi,j).
Looking at the additive model (5.1), the following two questions occur regarding the
smooth function s(x):
1. How can we represent each smooth function s(x) in (5.1)?
2. How smooth should the function s(x) be?
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5.2 Basis Functions
The purpose of this section is to discuss how to obtain each smooth function s(x) in the
additive model (5.1) and thus answer the first question of interest.
We would like to construct s(x) in a way that enables us to utilize the theory presented
in Chapter 3. Therefore, we need s(x) to be depicted in such a way that (5.1) is still a
linear model. In order to do that we choose a basis that defines the space of functions,
which s(x) is an element from. For this purpose, we assume that each smooth function
s(x) has the form
s(x) =
q−1∑
k=0
βkbk(x), (5.2)
where
• β = (β0, . . . , βq−1)T represents the vector of unknown parameters and
• bk(x) represents the k-th basis function.
By inserting (5.2) into (5.1) we clearly obtain again a linear regression model, because
now all the parameters enter into the model in a linear way, (see [15]).
Looking at the definition of the smooth function s(x) in (5.2), we now have to think
about the possible choices of the basis functions bk(x). One can construct bk(x) by im-
posing the global structure on the data of the explanatory variable by simply using the
polynomial basis. Another way to construct bk(x) is to impose the local structure, which
involves using the so-called spline basis.
Therefore, in the following subsections, we present these two approaches of constructing
the basis functions bk(x) which represent the smooth function s(x) in a linear combination.
5.2.1 Polynomial Basis
As indicated previously, here we present a very simple basis which considers a global
structure on the data, that is the polynomial basis. The goal is to define the smooth
function s(x) as a polynomial of order q − 1 over the entire range of x. This way s(x)
would be an element of the space of polynomials of order q−1. Therefore, a basis for this
polynomial function space is a set of q polynomials
b0(x) = 1, b1(x) = x, b2(x) = x
2, b3(x) = x
3, . . . , bq−1(x) = x
q−1
and consequently (5.2) becomes
s(x) =
q−1∑
k=0
βkx
k. (5.3)
We observe that each basis function is multiplied by an unknown parameter βk and then
summed up. In order to obtain the smooth function s(x) in (5.3) we have to estimate
the parameters βk. At the same time, we have to choose the maximum polynomial order
q − 1 which is equivalent to choose the number of polynomials q. Let us consider model
(5.1) that includes smooth functions represented in form of (5.3). In this way, each s(x)
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is linear in the parameters βk and thus model (5.1) becomes a linear model. Given the
order of the polynomial, the unknown parameters can be estimated by the least squares
method. See [15].
Even though this setting is very simple and it is even possible to explicitly write down
the smooth function, it has some weaknesses in terms of flexibility to properly describe
the smooth mean model. One can notice that a set of q polynomials is defined over
the entire range of x. In other words, basis functions (powers of x) are defined globally.
Therefore, a small change of points on one end often implies a change of the fitted model
at the other side. Thus, the fit does not exclusively depend on the neighbouring points,
but it depends on all data points. With that being said, instead of increasing the order
of the polynomial to gain more flexibility and a better fit to the data, we define the basis
functions in (5.2) locally, on a small interval of the x’s. Therefore, in the next subsection,
we present a more flexible approach, that is, using spline basis functions.
5.2.2 Spline basis
Here, we introduce another idea, which is using the spline basis functions to represent
each smooth function s(x) in model (5.1). First, we consider a set of knots or break-
points, (ξ1, ξ2, . . . , ξK), which partition the interval [a, b] corresponding to the range of
the explanatory variable x into subintervals [a, ξ2], [ξ2, ξ3], . . . , [ξK−1, b]. The boundary
knots a = ξ1 and b = ξK represent the minimum and the maximum value of x. Next, we
provide the definition of the polynomial spline.
Definition 5.2.1. A piecewise function s : [a, b] → R is a polynomial spline of order m
with knots a = ξ1 < ξ2 < · · · < ξK = b, for which holds that
• s(x) is (m− 1) times continuously differentiable at the inner knots, with
lim
x↑ξj
s(l)(x) = lim
x↓ξj
s(l)(x) for j = 2, . . . , K − 1 and l = 0, . . . ,m− 1, and
• s(x) is a polynomial of order m on the subinterval [ξj, ξj+1] for j = 1, . . . , K − 1.
We denote such polynomial as pj(x) = s(x)|[ξj ,ξj+1]. In other words, the m degree
polynomial pj(x) is a shrinkage of the spline on that subinterval.
For easier understanding, we begin with introducing the simple linear spline basis for
the smooth function s(x). In other words, for a given set of K knots s(x) is represented
as a linear combination of linear spline basis functions written as
s(x) =
K∑
k=1
βkbk(x).
We define the k-th basis function of the linear spline (m = 1), bk(x), as
bk(x) =

x−ξk−1
hk−1
if x ∈ (ξk−1, ξk),
1 if x = ξk,
ξk+1−x
hk
if x ∈ (ξk, ξk+1),
0 otherwise,
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where hk = ξk+1 − ξk and k = 2, . . . , K − 1. It is obvious that bk(x) has the value one at
the knot ξk and then falls linearly to zero at ξk−1 and ξk+1. These two linear parts are
joined at ξk but bk(x) does not have continuous derivatives at ξk. Thus, because of their
shape, bk(x) is also called triangular or tent function. In addition, we also provide basis
functions for k = 1 and k = K as
b1(x) =
{
ξ2−x
h1
if x < ξ2,
0 otherwise,
bK(x) =
{
x−ξK−1
hK−1
if x > ξK−1,
0 otherwise.
Therefore, when we multiply bk(x), one at each knot, with its unknown parameter βk,
and then sum all these products up, we create a linear spline function, which represents
the smooth function s(x). Considering this basis for representing s(x) in model (5.1), we
consequently obtain a linear model. Thus, given the set of knots, we can use the methods
of linear regression to estimate the unknown parameters. For more information see [15]
and [16].
In the continuation of this subsection, we discuss in more detail one way to obtain a
cubic spline basis for the smooth function s(x).
Cubic Spline Basis
It is important to mention that there are many ways to define a cubic spline basis. Here
we present the approach, which is parameterizing the cubic spline in terms of its values
at the given set of knots. Therefore, we present a smooth function s(x) in terms of cubic
spline basis functions with a set of K knots, ξ1, . . . , ξK , where the both boundary knots
are a = ξ1 and b = ξK . Then, if x ∈ [ξj, ξj+1], we define a cubic spline as
s(x) = γjA
−
j (x) + γj+1A
+
j (x) + δjC
−
j (x) + δj+1C
+
j (x), (5.4)
where the basis functions for a cubic spline are defined as
A−j (x) =
ξj+1 − x
hj
, C−j (x) =
1
6
(
(ξj+1 − x)3
hj
− hj(ξj+1 − x)
)
,
A+j (x) =
x− ξj
hj
, C+j (x) =
1
6
(
(x− ξj)3
hj
− hj(x− ξj)
)
for j = 1, . . . , K − 1. Here hj = ξj+1 − ξj. Since the cubic spline in (5.4) is specified for
x ∈ [ξj, ξj+1], the cubic spline s(x) is the cubic polynomial on that subinterval, which is
denoted as pj(x) = s(x)|[ξj ,ξj+1].
Looking at the expression in (5.4), we observe that there are two unknown parameters,
namely γ = (γ1, . . . , γK)T and δ = (δ1, . . . , δK)T , that have to be carefully defined. Let us
recall that the cubic spline s(x) is continuous up to second derivative at the inner knots,
ξ2, . . . , ξj, ξj+1, . . . , ξK−1. Therefore, in the following steps, we show that by fulfilling these
requirements of the cubic spline, the unknown parameter δ can be expressed in a form
depending on γ. Consequently, only γ has to be carefully determined to reflect continuous
derivatives.
Firstly, we examine that the cubic spline s(x) is continuous at the inner knots. There-
fore, we first calculate pj(x) = s(x)|[ξj ,ξj+1] at knot ξj+1 and obtain
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pj(ξj+1) = γjA
−
j (ξj+1) + γj+1A
+
j (ξj+1) + δjC
−
j (ξj+1) + δj+1C
+
j (ξj+1)
= γj+1
ξj+1 − ξj
hj
+
δj+1
6
(
(ξj+1 − ξj)3
hj
− hj(ξj+1 − ξj)
)
.
In the above result we insert the difference hj = ξj+1 − ξj and consequently get
s(ξj+1) = pj(ξj+1) = γj+1
hj
hj
+
δj+1
6
(h2j − h2j) = γj+1.
Secondly, let us calculate pj+1(x) at knot ξj+1. We obtain
pj+1(ξj+1) = γj+1A
−
j+1(ξj+1) + γj+2A
+
j+1(ξj+1) + δj+1C
−
j+1(ξj+1) + δj+2C
+
j+1(ξj+1)
= γj+1
ξj+2 − ξj+1
hj+1
+
δj+1
6
(
(ξj+2 − ξj+1)3
hj+1
− hj+1(ξj+2 − ξj+1)
)
.
Again, when we insert hj+1 = ξj+2 − ξj+1, it follows
pj+1(ξj+1) = γj+1
hj+1
hj+1
+
δj+1
6
(h2j+1 − h2j+1) = γj+1 = s(ξj+1).
We observe that pj(ξj+1) = pj+1(ξj+1) = s(ξj+1) for j = 1, . . . , K−2. Therefore, the cubic
spline s(x) is continuous at the inner knots. Another observation is that γj+1 = s(ξj+1),
from which follows that we can interpret the parameter γj+1 as the value of s(x) at knot
ξj+1.
Next, we calculate the first and second derivative of the expression pj(x) = s(x)|[ξj ,ξj+1]
obtained from (5.4) for j = 1, . . . , K − 1 as follows
p′j(x) = γj(A
−
j (x))
′ + γj+1(A
+
j (x))
′ + δj(C
−
j (x))
′ + δj+1(C
+
j (x))
′
=
1
hj
(γj+1 − γj) +
δj
6
(
− 3
hj
(ξj+1 − x)2 + hj
)
+
δj+1
6
(
3
hj
(x− ξj)2 − hj
)
,
p′′j (x) = (p
′
j(x))
′ =
δj
hj
(ξj+1 − x) +
δj+1
hj
(x− ξj).
In order to show that the second derivative of s(x) is continous at the inner knots, we use
the same considerations as before but here we examine p′′j (x) and p′′j+1(x) at knot ξj+1
and obtain
p′′j (ξj+1) =
δj
hj
(ξj+1 − ξj+1) +
δj+1
hj
(ξj+1 − ξj),
p′′j+1(ξj+1) =
δj+1
hj+1
(ξj+2 − ξj+1) +
δj+2
hj+1
(ξj+1 − ξj+1).
Then we insert hj = ξj+1 − ξj in p′′j (ξj+1) and hj+1 = ξj+2 − ξj+1 in p′′j+1(ξj+1) and get
s′′(ξj+1) = p
′′
j (ξj+1) =
δj+1
hj
hj = δj+1,
s′′(ξj+1) = p
′′
j+1(ξj+1) =
δj+1
hj+1
hj+1 = δj+1.
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Again, we notice that p′′j (ξj+1) = p′′j+1(ξj+1) = s′′(ξj+1) for j = 1, . . . , K − 2. Therefore,
the cubic spline s(x) has a continuous second derivative at the inner knots. Another
observation is that δj+1 = s′′(ξj+1), which means that we can interpret the parameter
δj+1 as the value of the second derivative of s(x) at knot ξj+1.
One last requirement is left to be checked, that is, a cubic spline has a continuous first
derivative. For that reason, we calculate p′j(x) and p′j+1(x) at knot ξj+1. By considering
that hj = ξj+1 − ξj and hj+1 = ξj+2 − ξj+1, we obtain
p′j(ξj+1) =
1
hj
(γj+1 − γj) +
1
6
δjhj +
1
3
δj+1hj,
p′j+1(ξj+1) =
1
hj+1
(γj+2 − γj+1)−
1
3
δj+1hj+1 −
1
6
δj+2hj+1.
We require that the first derivatives match, therefore p′j(ξj+1) = p′j+1(ξj+1) for j =
1, . . . , K − 2. Consequently, we get
1
6
δjhj +
1
3
δj+1hj +
1
3
δj+1hj+1 +
1
6
δj+2hj+1 = −
1
hj
(γj+1 − γj) +
1
hj+1
(γj+2 − γj+1)
1
6
δj+2hj+1 +
1
3
δj+1(hj + hj+1) +
1
6
δjhj = γj+2
1
hj+1
− γj+1
(
1
hj
+
1
hj+1
)
+ γj
1
hj
.
Let us now consider a natural cubic spline, whose properties are zero second derivatives
at the boundary knots, that is s′′(a) = δ1 = 0 and s′′(b) = δK = 0. Applying this
constraint means that the cubic spline s(x) is linear outside the boundary knots of the x
range.
Utilizing the requirements of the cubic spline to be continuous up to the second de-
rivative at the inner knots and the additional restriction of the natural cubic spline
(δ1 = δK = 0), we can rewrite the entire system in matrix form, namely,
Bδ− = Dγ
with δ− = (δ2, . . . , δK−1)T and γ = (γ1, . . . , γK)T . Further, B is a symmetric, tridiagonal
(K−2)×(K−2) matrix and D is a tridiagonal (K−2)×K matrix with nonzero elements
defined as
Bj,j =
1
3
(hj + hj+1) for j = 1, . . . , K − 2, Dj,j =
1
hj
for j = 1, . . . , K − 2,
Bj,j+1 =
1
6
hj+1 for j = 1, . . . , K − 3, Dj,j+1 = −
1
hj
− 1
hj+1
for j = 1, . . . , K − 2,
Bj+1,j =
1
6
hj+1 for j = 1, . . . , K − 3, Dj,j+2 =
1
hj+1
for j = 1, . . . , K − 2.
We can express the parameter δ− = (δ2, . . . , δK−1)T in terms of γ if the symmetric
matrix B of dimension (K − 2)× (K − 2) is invertible. In that case, we can write δ− as
δ− = B−1Dγ. (5.5)
Define F− = B−1D and F = (0,F−,0)T as a K × K matrix with 0 corresponding to
a row of zeros. Therefore, it follows that δ = Fγ, where δ = (0, δ2, . . . , δK−1, 0)T and
γ = (γ1, . . . , γK)
T . Now, we can rewrite the cubic spline in (5.4) fully in terms of γ as
s(x) = γjA
−
j (x) + γj+1A
+
j (x) + FjγC
−
j (x) + Fj+1γC
+
j (x), if x ∈ [ξj, ξj+1]. (5.6)
56
Here Fj corresponds to the j-th row in F. One can observe in (5.6) that pj(x) =
s(x)|[ξj ,ξj+1] is linear in the parameter γ and thus s(x) is linear in γ. Therefore, it is
possible to express the smooth function in terms of cubic spline basis functions with a
set of K knots as
s(x) =
K∑
k=1
γkbk(x). (5.7)
Further, we can derive new basis functions bk(x) from (5.6). To easier understand how
we derive basis functions bk(x) in (5.7) from (5.6), we consider an example for a chosen
set of K = 4 knots, say (ξ1, ξ2, ξ3, ξ4). In this case,
F4×4γ4×1 =

F1,1 F1,2 F1,3 F1,4
F2,1 F2,2 F2,3 F2,4
F3,1 F3,2 F3,3 F3,4
F4,1 F4,2 F4,3 F4,4


γ1
γ2
γ3
γ4
 =

F1,1γ1 + F1,2γ2 + F1,3γ3 + F1,4γ4
F2,1γ1 + F2,2γ2 + F2,3γ3 + F2,4γ4
F3,1γ1 + F3,2γ2 + F3,3γ3 + F3,4γ4
F4,1γ1 + F4,2γ2 + F4,3γ3 + F4,4γ4
 .
Therefore, according to (5.6), the cubic spline s(x) on [ξ1, ξ2] has the following form
s(x)|[ξ1,ξ2] = γ1A−1 (x) + γ2A+1 (x) + F1γC−1 (x) + F2γC+1 (x)
= γ1A
−
1 (x) + γ2A
+
1 (x) + (F1,1γ1 + F1,2γ2 + F1,3γ3 + F1,4γ4)C
−
1 (x)
+ (F2,1γ1 + F2,2γ2 + F2,3γ3 + F2,4γ4)C
+
1 (x)
= γ1
[
A−1 (x) + F1,1C
−
1 (x) + F2,1C
+
1 (x)
]
+ γ2
[
A+1 (x) + F1,2C
−
1 (x) + F2,2C
+
1 (x)
]
+ γ3
[
F1,3C
−
1 (x) + F2,3C
+
1 (x)
]
+ γ4
[
F1,4C
−
1 (x) + F2,4C
+
1 (x)
]
.
We use the same considerations for s(x)|[ξ2,ξ3] and s(x)|[ξ3,ξ4] and obtain
s(x)|[ξ2,ξ3] = γ1
[
F2,1C
−
2 (x) + F3,1C
+
2 (x)
]
+ γ2
[
A−2 (x) + F2,2C
−
2 (x) + F3,2C
+
2 (x)
]
+ γ3
[
A+2 (x) + F2,3C
−
2 (x) + F3,3C
+
2 (x)
]
+ γ4
[
F2,4C
−
2 (x) + F3,4C
+
2 (x)
]
,
s(x)|[ξ3,ξ4] = γ1
[
F3,1C
−
3 (x) + F4,1C
+
3 (x)
]
+ γ2
[
F3,2C
−
3 (x) + F4,2C
+
3 (x)
]
+ γ3
[
A−3 (x) + F3,3C
−
3 (x) + F4,3C
+
3 (x)
]
+ γ4
[
A+3 (x) + F3,4C
−
3 (x) + F4,4C
+
3 (x)
]
.
According to (5.7), the smooth function with a set of 4 knots has the form
s(x) = γ1b1(x) + γ2b2(x) + γ3b3(x) + γ4b4(x).
Since the basis functions b1(x), b2(x), b3(x) and b4(x) are associated with unknown para-
meters γ1, γ2, γ3 and γ4 consecutively, we can clearly derive them from the calculations
of s(x) on subintervals. For instance, b1(x) is specified as
b1(x) =1 [ξ1,ξ2](x)
[
A−1 (x) + F1,1C
−
1 (x) + F2,1C
+
1 (x)
]
+ 1 [ξ2,ξ3](x)
[
F2,1C
−
2 (x) + F3,1C
+
2 (x)
]
+ 1 [ξ3,ξ4](x)
[
F3,1C
−
3 (x) + F4,1C
+
3 (x)
]
.
In the same way, we derive and calculate the remaining three basis functions.
Summing over the products of each bk(x) with its unknown parameter γk finally results
in the cubic spline function, which represents the smooth function s(x).When we consider
model (5.1) with the representation of s(x) in form of (5.7), we obtain a linear model.
Therefore, given the set of knots, we can utilize the methods of least squares to estimate
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the unknown parameters. For more information about cubic splines defined in this way,
see [15].
In order to construct the spline basis to represent s(x) in model (5.1), one has to
decide how many knots to be used and at the same time specify their locations. Usually,
the knots are spread regularly on the interval of x values, which is usually done by any
software automatically. However, to choose the optimal number of knots K to optimize
the model fit, is a challenging task to do. If we choose too many knots, this could lead to
a very wiggly fit of the model. This means that the model could overfit the data. On the
contrary, a too small number of knots could lead to underfitting the data by the model.
Therefore, the selection of the knots has a great influence on the fit of the model. In
the following, we provide a solution to this issue by introducing a penalty term and at
the same time we discuss some attributes of the cubic splines.
Why cubic splines?
Previously, we have discussed in detail smooth functions based on cubic splines. This
motivates us to present some features of cubic splines that make them also attractive for
the penalized regression.
First, we present the property of the cubic spline, the so-called smoothest interpolation
property, which is formally stated in Theorem 5.2.2, and addresses the choice of the
penalty term. Both, Theorem 5.2.2 and the proof are taken from [15] and [8].
Theorem 5.2.2. Let {xi, yi}, i = 1, . . . , n be a set of points, where xi < xi+1. We
assume that g(x) is a natural cubic spline that interpolates these points. Therefore,
g′′(x1) = g
′′(xn) = 0 and g(xi) = yi. Since g(x) is a cubic spline, it is continuous up to
second derivative and has on each subinterval [xi, xi+1] a cubic polynomial. Then, out of
all continuous functions with absolutely continuous first derivatives on [x1, xn], that are
interpolating the points {xi, yi}, g(x) is the smoothest function minimizing
I(f) =
∫ xn
x1
f ′′(x)2dx.
Proof: Let us consider a new function d(x) = f(x) − g(x) on [x1, xn]. Let f(x) be a
function interpolating points {xi, yi}, i = 1, . . . , n as g(x). We are searching for a term
I(f) expressed as I(g). Therefore,∫ xn
x1
f ′′(x)2dx =
∫ xn
x1
(d′′(x) + g′′(x))2dx
=
∫ xn
x1
d′′(x)2dx+ 2
∫ xn
x1
d′′(x)g′′(x)dx+
∫ xn
x1
g′′(x)2dx. (5.8)
We integrate by part only the second term in (5.8). Then we apply g′′(x1) = g′′(xn) = 0
and get ∫ xn
x1
d′′(x)g′′(x)dx = g′′(x)d′(x)
∣∣∣x=xn
x=x1
−
∫ xn
x1
d′(x)g′′′(x)dx
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= g′′(xn)d
′(xn)− g′′(x1)d′(x1)−
∫ xn
x1
d′(x)g′′′(x)dx
= −
∫ xn
x1
d′(x)g′′′(x)dx. (5.9)
Because g(x) is a piecewise cubic polynomial function, its third derivative is constant on
subintervals (xi, xi+1), i = 1, . . . , n− 1 with value g′′′(x+i ). Consequently, we can rewrite
the term in (5.9) and get
−
∫ xn
x1
d′(x)g′′′(x)dx = −
n−1∑
i=1
g′′′(x+i )
∫ xi+1
xi
d′(x)dx = −
n−1∑
i=1
g′′′(x+i )(d(xi+1)− d(xi)) = 0.
The last line results in 0 because both functions, f(x) and g(x), are interpolating points
{xi, yi} and are therefore the same at xi. Consequently, d(x) = 0. Finally, we substitute
this result into (5.8) and get∫ xn
x1
f ′′(x)2dx =
∫ xn
x1
d′′(x)2dx+
∫ xn
x1
g′′(x)2dx ≥
∫ xn
x1
g′′(x)2dx. (5.10)
If d′′(x) = 0 for x ∈ (x1, xn), then the equality for (5.10) holds. But since d(x1) =
d(xn) = 0, the equality holds if and only if d(x) = 0 on interval [x1, xn]. Latter means
that any interpolating function that is not completely the same as g(x) would have a
higher integrated squared second derivative. Thus, the interpolating g(x) function is the
unique minimizer of integrated squared second derivative.
Theorem 5.2.2 and its proof, showing the feature of interpolating cubic splines, indicate
that cubic splines provide a good basis for the representation of smooth functions.
Next, we introduce another appealing property of cubic splines in the context of
smoothing, which is formally stated in Theorem 5.2.3. The idea is not to interpolate
the data {xi, yi} and setting g(xi) = yi, but to smooth them. For this purpose, we con-
sider g(xi) in terms of n free parameters of the cubic spline and we estimate them by
minimizing
n∑
i=1
(yi − g(xi))2 + λ
∫ xn
x1
g′′(x)2dx.
Here λ controls the amount of smoothnees. This brings us to the following theorem taken
from [15].
Theorem 5.2.3. Out of all continuous functions f(x) over the domain [x1, xn] with
absolutely continuous first derivatives, the smoothing cubic spline g(x) is the one that
minimizes
n∑
i=1
(yi − f(xi))2 + λ
∫ xn
x1
f ′′(x)2dx. (5.11)
Here, the parameter λ ≥ 0 is considered to be fixed.
Proof: The proof of Theorem (5.2.3) is taken from [15]. Let us assume there is another
continuous function f̃(x) that minimized the expression in (5.11). Thus, we could utilize
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a cubic spline g(x) to interpolate the points (xi, f̃(xi)). Therefore, g(x) and f̃(x) have
the same first term in (5.11), that is
n∑
i=1
(yi − f̃(xi))2 =
n∑
i=1
(yi − g(xi))2.
However, considering the interpolation property of splines, g(x) is the function having
the smaller integrated squared second derivative. Thus, g(x) produces a smaller result of
(5.11) than f̃(x), which would be a contradiction, except if f̃(x) = g(x).
The properties of cubic splines described here are useful for penalized regression, that
is a penalized approach of estimating an additive model discussed in the next section.
5.3 Estimating the Parameter β
The purpose of this section is to present two approaches to estimating the unknown
parameter β, i.e.
• Unpenalized approach: for a given set of knots, we fit the model by minimizing
the sum of squared errors ‖y − Zβ‖2. This is similar to the method presented in
Chapter 3, but here we have to take care of the number of knots. Thus, we try out
different numbers of knots and see which set returns the best fit of the model.
• Penalized approach: Here we face a problem of choosing the optimal number of
knots and thus the degree of smoothness of s(x). However, we present a possible
solution, which is permitting a relatively large number of knots and thus a high
degree of flexibility but at the same time, we utilize the penalty term
∫
s′′(x)2dx
that would control the degree of smoothness of the fitted curve. In other words,∫
s′′(x)2dx measures how wiggly or rough the curve s(x) is. Therefore, we fit the
model by minimizing penalized least squares, because we add a penalty term to the
sum of squared errors, i.e.
‖y− Zβ‖2 + λ
∫
s′′(x)2dx.
For easier understanding, in both cases, we consider a simple model which includes one
smooth function of one explanatory variable and thus in the second case one smoothness
criteria. Here, Z represents the smoothing matrix. In the next subsection, we focus on
penalized least squares in more detail. For more information see [15].
5.3.1 Penalized Least Squares
As indicated previously, here we discuss the use of penalized least squares to estimate
the simple additive model. The penalty term is the integrated squared second derivative
of s(x). Therefore, we fit the model by minimizing
n∑
i=1
(yi − s(xi))2 − λ
∫ b
a
s′′(x)2dx. (5.12)
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The first term in (5.12) measures the goodness of fit of the model to the data and second
term penalizes models that are too wiggly. Therefore, the smoothing parameter λ controls
the trade off between the model fit and model smoothness. The objective is to find such
a model s(x) that minimizes (5.12) for a given value of parameter λ.
Since s(x) can be expressed in the form of (5.2), s(x) is linear in the parameters β.
Thus, we can rewrite s′′(x) as a linear form
s′′(x) =
q−1∑
k=0
βkb
′′
k(x) = β
Td(x), where dk(x) = b′′k(x),
but we use its squared version in the penalty and thus obtain∫ b
a
s′′(x)2dx =
∫ b
a
βTd(x)d(x)Tβdx = βTSβ, where S =
∫ b
a
d(x)d(x)Tdx.
Consequently, we can express (5.12) as
Sq = ‖y− Zβ‖2 + λβTSβ, where xTi β =
q−1∑
k=0
βkbk(xi) = s(xi), i = 1, . . . , n,
with xi = (b0(xi), . . . , bq−1(xi))T and smoothing matrix Z = (x1, . . . ,xn)T .
Now, let consider to estimate β given λ and calculate
Sq = ‖y− Zβ‖2 + λβTSβ
= (y− Zβ)T (y− Zβ) + λβTSβ
= yTy− yTZβ − βTZTy + βTZTZβ + λβTSβ
= yTy− 2βTZTy + βT (ZTZ + λS)β.
In order to minimize Sq, we calculate the first derivative of Sq w.r.t. β as follows and get
∂Sq
∂β
= −2ZTy + 2ZTZβ + 2λSβ. (5.13)
We set the derivative equal to 0 and consequently get the estimator β̂A as
β̂A = (Z
TZ + λS)−1ZTy. (5.14)
One can observe that the only difference between the obtained estimator (5.14) and the
estimator β̂ in (3.2) for a linear model is the term λS. The additional term λS appears
only because of the penalization.
Now, that we have an estimator β̂A, we can provide the vector of fitted values µ̂ in
the following way
µ̂ = Zβ̂A = Z(Z
TZ + λS)−1ZTy = Ay. (5.15)
Here, A is a influence matrix and is determined as A = Z(ZTZ + λS)−1ZT . Once again
we observe that the only difference between the influence matrix and the hat matrix H
in the linear model is in the additional term λS.
The choice of the penalty as an integrated squared second derivative is justified by
Theorem 5.2.2. Because of Theorem 5.2.3, the solution to penalized regression problem
(5.12) is known. For more information see [15].
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5.4 Effective Degrees of Freedom
In this section we deal with the question of how many degrees of freedom does a fitted
additive model has? To answer this question, we have to consider two cases of what is
happening
• when the smoothing parameter λ is very small or equal to 0, and
• when λ is some very large value, thus λ→∞.
In the first case, if λ = 0, then we get the unpenalized regression spline estimator when
fitting the model by minimizing (5.12). This means that very small values of λ do not
put any penalty on the second term in (5.12) and thus produce wiggly curves, close to
the interpolation of the data points.
On the contrary, if λ → ∞, then the penalty term becomes more relevant and large
forcing s′′(x) = 0. This leads to a linear least squares line fit. Consequently, the model
becomes inflexible and therefore has only a few degrees of freedom.
The measure of the flexibility of the fitted model (in other words, of how wiggly is the
model fit) is the effective degrees of freedom (EDF ). Therefore, maximal EDF , which
is a measure of the maximal degree of flexibility of the fitted model, equals the number
of parameters. The minimal EDF relates to the inflexibility of the fitted model (or low
level of flexibility) and thus to the straight line fit. By analogy with linear models, the
effective degrees of freedom is defined as tr(A). Thus, p = tr(A) and n− p is the residual
degrees of freedom.
A matter of interest is the degrees of freedom of β. For this purpose S. Wood (in
[15]) defines P = (ZTZ + λS)−1ZT , so that the following equalities follow, β̂A = Py and
A = ZP. Therefore, tr(A) = tr(ZP). Next, P0i is defined as P with all its rows zeroed
except the i-th row. Consequently, the trace of A can be expressed as
tr(A) =
p∑
i=1
tr(ZP0i ) =
p∑
i=1
(PZ)i,i.
Consequently, (PZ)i,i represents the effective degrees of freedom corresponding to the
i-th parameter. Therefore, the leading diagonal of the following matrix
PZ = (ZTZ + λS)−1ZTZ
represents the vector of the effective degrees of freedom for the additive model parameters.
For more details regarding this topic see [15].
5.5 Residual Variance Estimation
The purpose of this section is to present an estimator of the response variance σ2.
When we have a linear model, and the assumption of errors being normally distributed
holds, then an estimator of σ2 is obtained by calculating the minimized residual sum of
squares divided by the residual degrees of freedom. To obtain a respective estimator
under an additive model, we only modify the linear regression approach and get
σ̂2A =
‖y−Ay‖2
n− tr(A)
. (5.16)
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In the following step, we check if the obtained estimator is unbiased. For this reason,
we calculate its mean. In the calculation, we also apply y = µ + ε and get
E(‖y−Ay‖2) = E(‖(µ + ε)−A(µ + ε)‖2)
= E(‖(µ−Aµ) + (ε−Aε)‖2)
= ‖µ−Aµ‖2 + E
(
2(µ−Aµ)T (ε−Aε) + (ε−Aε)T (ε−Aε)
)
= ‖µ−Aµ‖2 + E(εTε + εTATAε− 2εTAε). (5.17)
Since y = µ + ε, E(ε) = 0 and var(ε) = σ2I, we can calculate the following
• E(εTµ) = E(εT )µ = 0,
• E(εTε) = nσ2,
• E(εTAµ) = E(εT )Aµ = 0,
• E(tr(εTAε)) = E(tr(AεεT )) = tr(AE(εεT )) = tr(AI)σ2 = tr(A)σ2.
We apply these results above in (5.17) and obtain
E(‖y−Ay‖2) = ‖(µ−Aµ)‖2 + nσ2 + tr(ATA)σ2 − 2tr(A)σ2
= ‖(µ−Aµ)‖2 + σ2(n+ tr(ATA)− 2tr(A)). (5.18)
From (5.18) is obvious that σ̂2A is biased. For more details see [15].
5.6 Estimating the Smoothing Parameter λ
The choice of the parameter λ has a strong influence on the fit of the model. If we choose
λ to be a very large value, then this leads to an over smoothed model. And conversely, if
λ is too small, then consequently we get an under smoothed model. This dilemma raises
the following question, how to choose the optimal value of λ? Therefore, the purpose
of this section is to discuss possible methods for choosing the parameter λ. We start by
presenting the unbiased risk estimator, then we introduce the cross validation method
which then immediately leads to the introduction of the generalized cross validation
method. In this section, we again refer to [15].
5.6.1 Unbiased Risk Estimator
Here, we present the first possible choice of an estimate for λ, the so-called unbiased
risk estimator, or UBRE for short. The aim is to choose that value of λ such that the
estimator µ̂ is as close as possible to the true mean µ ≡ E(y). In other words, we have
to choose λ such that the difference between µ̂ and the true µ is as small as possible.
For this reason, we consider calculating the expected mean square error (MSE) of the
model. At the beginning we apply (5.15) and use y = µ + ε to obtain the following
E(MSE) = E(‖µ− Zβ̂A‖2/n) =
1
n
E(‖µ−Ay‖2) = 1
n
E(‖y− ε−Ay‖2)
=
1
n
E((y−Ay− ε)T (y−Ay− ε))
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=
1
n
E(‖y−Ay‖2 − 2εT (y−Ay) + εTε)
=
1
n
E(‖y−Ay‖2 − 2εT ((µ + ε)−A(µ + ε)) + εTε)
=
1
n
E(‖y−Ay‖2 − εTε− 2εTµ + 2εTAµ + 2εTAε)
=
1
n
(
E(‖y−Ay‖2)− E(εTε)− 2E(εTµ) + 2E(εTAµ) + 2E(εTAε)
)
. (5.19)
Because y = µ + ε with E(ε) = 0 and var(ε) = σ2I, we get that
E(εTε) = E
(
n∑
i=1
ε2i
)
= nE(ε2) = n(var(ε) + E(ε)2) = nσ2,
E(εTµ) = E(εT )µ = 0,
E(εTAµ) = E(εT )Aµ = 0,
E(εTAε) = E(tr(εTAε)) = E(tr(AεεT )) = tr(AE(εεT )) = tr(AI)σ2 = tr(A)σ2, (5.20)
where we in (5.20) use the property of a scalar being its own trace. Now, we plug in the
results from the lines above into (5.19) and obtain
E(MSE) = E(‖µ− Zβ̂A‖2/n) = E(‖y−Ay‖2)/n− σ2 + 2σ2tr(A)/n. (5.21)
Therefore, it appears sensible to choose smoothing parameters that minimize an estimator
of the expected MSE. Hence, this means minimizing UBRE criterion defined as follows
Vu(λ) = E(‖y−Ay‖2)/n− σ2 + 2σ2tr(A)/n. (5.22)
The right hand side of (5.22) depends on the parameter λ through A.
One can observe that minimizing (5.22) to estimate λ requires the knowledge of σ2 to
perform well. However, if σ2 is unknown then the problem arises because it needs to be
estimated. For instance, using the approximation implied by (5.16), which is
E(‖y−Ay‖2) = σ2(n− tr(A)),
and then substitute it into (5.21), consequently returns the following result
E(MSE) =
nσ2 − σ2tr(A)
n
− σ2 + 2σ
2tr(A)
n
=
σ2
n
tr(A),
and hence ̂E(MSE) = σ̂2Atr(A)/n. S. Wood in [15] provides a comparison of two models
utilizing this estimator, to show that the estimator is not appropriate for selecting models.
One model has one parameter and the second one has two parameters. Let us recall
that degrees of freedom is described by tr(A). Then the model with two parameters
needs to decrease σ̂2 to a half of the model’s σ2 estimator with one parameter to cause
improvement in ̂E(MSE). However, this happens rarely, therefore we prefer models with
fewer parameters.
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5.6.2 Cross Validation and Generalized Cross Validation
In this subsection, we consider another possibility for choosing the parameter λ, the so-
called cross validation criterion, CV for short. The basic concept of this approach is in
the sense of prediction.
Previously, we utilized the MSE directly, but now this is not feasible because the true
parameter µ is unknown. Hence, we try to elaborate a new estimator of E(MSE) + σ2.
This is the expected mean squared error in predicting a new observation y. Later on it
is shown that E(mean square prediction error) = E(MSE) + σ2. Thus, the goal is to
minimize the estimator of the prediction error to choose λ.
Therefore, one by one we omit each observation yi from the dataset. Then we fit the
model to the remaining observations (without the i-th one) and calculate the difference
between yi and its predicted value and square it. Then we take the average of these
squared errors (calculated n times) over the whole data leading us to the estimator of the
prediction error, which is the cross validation score defined as
CV(λ) =
1
n
n∑
i=1
(
yi − µ̂[−i]i
)2
. (5.23)
Here, µ̂[−i]i corresponds to the fitted model based on all the data but without yi which
indicates the prediction of E(yi). Next, we calculate the expected CV where we use
yi = µi + εi with E(εi) = 0 and var(εi) = σ2, and for which we have independence of εi
and µ̂[−i]i and get
E(CV) =
1
n
E
[
n∑
i=1
(
µi − µ̂[−i]i + εi
)2]
=
1
n
E
[
n∑
i=1
((
µi − µ̂[−i]i
)2
+ 2
(
µi − µ̂[−i]i
)
εi + ε
2
i
)]
=
1
n
n∑
i=1
(
E
[(
µi − µ̂[−i]i
)2]
+ 2E
[
µi − µ̂[−i]i
]
E [εi] + E
[
ε2i
])
=
1
n
n∑
i=1
E
[(
µi − µ̂[−i]i
)2]
+ σ2.
From µ̂[−i]i ≈ µ̂ it follows that E(CV) ≈ E(MSE) + σ2. For both hold the equality, when
the sample is large and µ̂[−i]i → µ̂, i = 1, . . . , n. Therefore, it appears to be sensible to
choose a value λ that minimizes the CV score (5.23) which also minimizes the MSE.
It seems that we have to solve n separate fitting problems to get n predictions µ̂[−i]i
when we calculate CV in (5.23). However, to our advantage, there is an efficient way of
calculating the CV score given by
CV(λ) =
1
n
n∑
i=1
(yi − µ̂i)2
(1−Aii)2
, (5.24)
where A is the influence matrix. Now, we can calculate (5.24) by only fitting one model
using the entire data.
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To show this, we continue by proving that definitions in (5.23) and (5.24) are equal by
first taking into account the penalized least squares. Therefore, we minimize the following
expression to obtain the i-th term in the CV score,
n∑
j=1,j 6=i
(
yj − µ̂[−i]j
)2
+ λβTSβ. (5.25)
Further, we add to (5.25) a zero term,
(
µ̂
[−i]
i − µ̂
[−i]
i
)2
= 0, and consequently obtain
n∑
j=1
(
y∗j − µ̂
[−i]
j
)2
+ λβTSβ. (5.26)
Here in (5.26), y∗ = y− ỹ[i] + µ̃[i], where ỹ[i] is a vector of zeros without its i-th element
yi, and µ̃[i] is also a vector of zero elements but without µ̂
[−i]
i .
If we fit the model by minimizing (5.26), then we obtain the i-th prediction µ̂[−i]i and
the influence matrix A. Moreover, looking at the i-th prediction and considering the
definition of A, it yields
µ̂
[−i]
i = Aiy
∗ = Aiy−Aiiyi + Aiiµ̂[−i]i = µ̂i −Aiiyi + Aiiµ̂
[−i]
i . (5.27)
In (5.27), we subtract yi from the equation and get the following
µ̂
[−i]
i − yi = µ̂i − yi −Aiiyi + Aiiµ̂
[−i]
i
yi − µ̂[−i]i = yi − µ̂i + Aii
(
yi − µ̂[−i]i
)
(yi − µ̂[−i]i )(1−Aii) = (yi − µ̂i)
(yi − µ̂[−i]i ) =
(yi − µ̂i)
(1−Aii)
. (5.28)
It follows from (5.28) that the two representatives of CV in (5.23) and (5.24) are equal.
The definition in (5.24) enables us to calculate CV without performing model fits n
times. However, calculating CV defined in (5.24) for models that have more smoothing
parameters is computationally expensive. Furthermore, another disadvantage of CV is
that it lacks at invariance which seems to be a bit disturbing. To understand the meaning
of the lack of invariance, we think of fitting the additive model by minimizing
‖y−Zβ‖2 +
m∑
i=1
λiβ
TSiβ or alternatively ‖Qy−QZβ‖2 +
m∑
i=1
λiβ
TSiβ. (5.29)
Both models in (5.29) return the same inferences regarding the parameter β, that is the
same estimator β̂A for any orthogonal matrix Q, but also lead to different CV scores.
Consequently, we introduce another criterion for estimating λ, the so-called generalized
cross validation, GCV for short, which is a modified version of CV defined in (5.24).
The diagonal elements of the influence matrix, these are Aii in (5.24), are not invariant
to (y − Zβ) being rotated by any orthogonal matrix Q. On the other hand, parameter
estimators, effective degrees of freedom and the expected prediction error are invariant.
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Therefore, the idea is to replace each element Aii in (5.24) by its average value, tr(A)/n.
From this replacement it follows
1
n
n∑
i=1
(yi − µ̂i)2
(1−Aii)2
≈ 1
n
n∑
i=1
(yi − µ̂i)2
(1− tr(A)/n)2
=
1
n
n∑
i=1
n2(yi − µ̂i)2
(n− tr(A))2
=
n
∑n
i=1(yi − µ̂i)2
(n− tr(A))2
.
Therefore, GCV score can be written as
GCV(λ) =
n‖y− µ̂‖2
(n− tr(A))2
, (5.30)
and has the property of being invariant to rotation. From the computational point of
view, it is more efficient to use the GCV than the CV score. Additionally, when we
minimize the GVC score we automatically also minimize E(MSE).
5.7 Distributional Results
In this section, we are interested in deriving the distribution of the estimator of the para-
meter β. Therefore, if we consider the assumption of the normally distributed response
vector y, and calculate the mean and the variance matrix of β̂A = (Z
TZ + λS)−1ZTy
from (5.14), then it follows that β̂A ∼ N
(
E(β̂A),VA
)
, with
E(β̂A) = (Z
TZ + λS)−1ZTE(y) = (ZTZ + λS)−1ZTZβ 6= β, and
VA = var(β̂) = var
(
(ZTZ + λS)−1ZTy
)
= (ZTZ + λS)−1ZTvar(y)((ZTZ + λS)−1ZT )T
= (ZTZ + λS)−1ZT (σ2I)Z(ZTZ + λS)−1
= σ2(ZTZ + λS)−1ZTZ(ZTZ + λS)−1.
Evidently, one can observe the presence of the smoothing parameter λ, which controls
the trade off between the fit and smoothness of the model. Thereby, one must distinguish
between the two cases, one without a penalty term and one, where a penalty is included:
• When the penalty does not exist (
∫
s′′(x)2dx = 0), it follows that E(β̂A) = β and
VA = σ2(ZTZ)−1. In this case, an additive model becomes a linear model, and thus
all theory presented in Chapter 3 applies.
• If the penalty exists, then E(β̂A) 6= β and thus the estimator β̂A is biased. Con-
sequently, there are issues for calculating confidence interval based on this result.
Moreover, we do not know how the parameter λ affects the distributional results,
which is crucial for testing. However, S. Wood (in [15]) analyses the performance
and the effectiveness of confidence intervals by carrying out simulations. Alto-
gether, the simulations provided reliable results, except for confidence intervals of
individual components.
For more information see [15].
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Chapter 6
Application of Additive Models and
Other Results
The purpose of this chapter is to find an additive model based on the theory presented
in Chapter 5 by backward elimination. We try to find the simplest model possible to
explain the relationship between the mean of GDP growth and some of the explanatory
variables. During this process, we use the function gam() from the package mgcv by
Simon N. Wood to fit the additive model to the data. Then we examine the effect of time
on GDP growth and provide some results. Finally, we make a prediction for Slovenia
based on the derived model.
6.1 Model Search
Before we start to discuss the backward elimination process to obtain the final additive
model, it is worth to examine each explanatory variable separately, that is, we first
consider simple models. The aim is to find out how each explanatory variable listed in
Table 2.4 behaves as a predictor and thus get more information regarding its functional
shape and how it affects the response variable GDP growth.
Plots produced at the end of Chapter 4 indicate that nonlinear relationships are pos-
sible between the response variable GDP growth and each explanatory variable from Table
2.4. Next, as already mentioned, we go a step further and for each explanatory variable
fit several different models. That is, we check if a specific predictor can be included in
the model as a specific function or as a smooth term.
We fit these different models by utilizing the function gam() from the package mgcv.
First, we install and load the package mgcv and then we estimate the model by writing
the model formula in the following way,
*******************************************************************************
> install.packages("mgcv")
> library("mgcv")
> gam(y ~ s(x1, bs = ’cr’, k = *), family =*, data =*)
*******************************************************************************
Of course, one can include more explanatory variables at the same time in the model,
like we are going to do in the process of backward elimination as
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*******************************************************************************
> gam(y ~ s(x1, bs = ’cr’, k = *) + s(x2) + ... + s(xp), family =*, data =*)
*******************************************************************************
Herein:
• y and x1, x2, . . . , xp represent the response and the considered explanatory vari-
ables.
• s() stands for the smooth terms in gam(), where
– bs = ’cr’ stands for the basis chosen to represent each smooth term. In our
case, this results in choosing the penalized cubic splines, see (5.12). The reason
for this choice of the basis is discussed in Chapter 5. However, one can choose
different basis functions to represent the terms s(), they do not have to be
the same.
– k = * stands for the dimension of the basis chosen to represent s(). k = 10
is set to default. Once again, one can change this number of basis functions
and k’s do not have to be the same for all s().
In addition, changing the basis system or the basis dimension k should not change
the fit of the model so much. This is a good news and gives us somehow reassurance
that the fitted models do not depend so strong on such specific choices. However,
we try fitting models with different values of k just to see if we get very distinct
fits. In our case, we estimate the effective degrees of freedom from the data and for
each s() by GCV, for which the theory is presented in Chapter 5. In other words,
the degree of smoothness of s() is by default estimated by GCV.
• family = * stands for the exponential family chosen as the response distribution.
Here gaussian with identity link is set as default. This choice of distribution is
equivalent to an additive model which perfectly fits our requirements.
• data = * refers to the data frame used in order to fit the additive model.
In addition, one can also include parametric components of each explanatory variable in
the model in the following way,
********************************************************************************
gam(y ~ I(x1) + I(x1^2) + I(x1^3), family = gaussian(link = identity), data = *)
********************************************************************************
Then we compare these obtained models for each explanatory variable based on the results
returned by the command summary() or AIC() which returns the AIC value. Among all
fitted models, we select the best one based on the smallest GCV score and AIC value or
the largest R2adj value. It is important to mention that the adjusted R2 is defined in the
following way
R2adj = 1−
∑n
i=1(yi − µ̂i)2/(n− tr(A))∑n
i=1(yi − ȳ)2/(n− 1)
.
For more information regarding the AIC criterion, gam() and other detailed information,
we refer to [15] and propose to check out [13].
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In the next step, we provide a detailed explanation of this procedure for the predictor
private consumption. For all the other explanatory variables, we only provide the final
results.
Private consumption
As already indicated, we first examine the private consumption as described at the begin-
ning of this chapter. We fit different models, where the private consumption is included
in the predictor as
• smoothing cubic splines with the penalty on the squared second derivative and the
dimension of the basis k is set to be 10, 15 and 20, or
• parametrically. We try different polynomials like PrivateCON, I(PrivateCON2) and
I(PrivateCON3).
Below, all respective results for this particular case are shown.
********************************************************************************
# PC stands for PrivateCON
--------------------------------------------------------------------------------
AD_3 <- gam(GdpGrowth ~ s(PC, bs = ’cr’, k = 10), data = gdp.data)
Results: AIC(AD_3) = 3481.671; GCV = 6.4115; R-sq.(adj) = 0.609;
p-value < 2*10^(-16) (***)
-------------------------------------------------------------------------------
AD_31 <- gam(GdpGrowth ~ s(PC, bs = ’cr’, k = 15), data = gdp.data)
Results: AIC(AD_31) = 3481.892; GCV = 6.4134; R-sq.(adj) = 0.609;
p-value < 2*10^(-16) (***)
--------------------------------------------------------------------------------
AD_32 <- gam(GdpGrowth ~ s(PC, bs = ’cr’, k = 20), data = gdp.data)
Results: AIC(AD_32) = 3481,853; GCV = 6.4131; R-sq.(adj) = 0.609;
p-value < 2*10^(-16) (***)
--------------------------------------------------------------------------------
AD_33 <- gam(GdpGrowth ~ PC, data = gdp.data)
Results: AIC(AD_33) = 3571.193, GCV = 7.2345, R-sq.(adj) = 0.557;
p-values < 2*10^(-16) (***)
--------------------------------------------------------------------------------
AD_34 <- gam(GdpGrowth ~ PC + I(PC^2), data = gdp.data)
Results: AIC(AD_34) = 3548.377, GCV = 7.0152, R-sq.(adj) = 0.571;
p-values: PC < 2*10^(-16) (***), I(PC^2) = 6.7*10^(-7) (***)
--------------------------------------------------------------------------------
AD_35 <- gam(GdpGrowth ~ PC + I(PC^2) + I(PC^3), data = gdp.data)
Results: AIC(AD_35) = 3479.566; GCV = 6.3931; R-sq.(adj) = 0.609;
p-values: PC < 2*10^(-16) (***), I(PC^2) = 1.39*10^(-7) (***),
I(PC^3) < 2*10^(-16) (***);
Estimates: (Intercept) = 0.7796068, PC = 0.8490990, I(PC^2) = -0.0084289,
I(PC^3) = -0.0010675
--------------------------------------------------------------------------------
AD_36 <- gam(GdpGrowth ~ PC + s(PC, bs = ’cr’, k = 10), data = gdp.data)
Results: AIC(AD_36) = 3481.671; GCV = 6.4115; R-sq.(adj) = 0.609;
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Figure 6.1: The estimated effect of the private consumption on GDP growth for all
countries and years.
p-values: PC < 2*10^(-16) (***), s(PC) < 2*10^(-16) (***)
--------------------------------------------------------------------------------
AD_37 <- gam(GdpGrowth ~ PC + I(PC^2) + s(PC, bs=’cr’, k = 10), data = gdp.data)
Results: AIC(AD_37) = 3482.065, GCV = 6.4149, R-sq.(adj) = 0.609;
p-values: PC = 9.32*10^(-9)(***), I(PC^2)=0.424931, s(PC) = 2.27*10^(-12)(***)
--------------------------------------------------------------------------------
AD_38 <- gam(GdpGrowth ~ PC + I(PC^2) + I(PC^3) + s(PC, bs = ’cr’, k = 10),
data = gdp.data)
Results: AIC(AD_38) = 3479.168, GCV = 6.3898, R-sq.(adj) = 0.61;
p-values: PC < 2*10^(-16), I(PC^2) = 0.05856 (.), I(PC^3) = 4.6*10^(-6) (***),
s(PC) = 0.736
********************************************************************************
We compare the results from all fitted models displayed above, such as AIC, GCV score or
R-sq.(adj) and p-values. The last three results are returned by the command summary().
Firstly, if one observes very closely the models AD_3, AD_31, AD_32 and their results,
one can notice that by changing the number of basis functions, k, we do not obtain
extremely different results. The resulted features show up very similar behaviours, which
only confirms that the choice of k does not have such significant influence on the fit of
the model. However, if we compare AD_3 to models AD_33, AD_34 and AD_35, where
the private consumption is expressed parametrically, differences are much more obvious.
Therefore, among the first six models, AD_35 seems to be the preferable one because
it shows up the smallest GCV score and AIC value whereas its R-sq.(adj) is higher
compared to AD_33 and AD_34, and equal when compared to AD_3, AD_31 and AD_32.
Moreover, we also fit models like AD_36, AD_37 and AD_38, where we consider com-
binations of a parametric and smooth version of the predictor to find the relevance of the
smooth term as the additional information to the parametric term. Therefore, if we look
closely at the model AD_38, we learn that the smooth term is not really necessary (p-value
is not significant) if the model already allows to be cubic in predictor (small p-values).
Hence, the additional information of the smooth function to the cubic polynomial term
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seems to be irrelevant.
Nevertheless, we select the model AD_35 as the best model describing the relationship
between the mean GDP growth and the private consumption and Figure 6.1 presents its
behaviour. The influence of the private consumption seem to be modelled parametric-
ally. In particular, the linear predictor PrivateCON+I(PrivateCON2)+I(PrivateCON3)
appears to be the best choice of private consumption in a model for mean GDP growth.
From the summary() output of the model AD_35 we obtain estimates of the parameters
and use them to plot the structure of the private consumption. Overall it shows an in-
creasing behaviour except at the end when it decreases. Comparing Figure 6.1 with the
lowess fits in Figure 4.4, we seem to obtain a better impression of the observed behaviour.
Remaining explanatory variables
Here, the aim is to describe the relationships between GDP growth and the remaining
six explanatory variables (unemployment and inflation rate, government consumption,
investments, exports and imports). We use the same procedure as just discussed with
the predictor private consumption and provide only the final results and graphs.
Below we only show the final models and their results for each of the remaining pre-
dictors.
********************************************************************************
# UNEMPLOYMENT RATE:
AD_12 <- gam(GdpGrowth ~ s(UR, bs = ’cr’, k = 20), data = gdp.data)
Results: AIC(AD_12) = 4167.75; GCV = 16.183; R-sq.(adj) = 0.0132, n = 741;
p-value = 0.0665 (.)
--------------------------------------------------------------------------------
# INFLATION RATE:
AD_2 <- gam(GdpGrowth ~ s(InflationRate, bs = ’cr’, k = 10), data = gdp.data)
Results: AIC(AD_2) = 4111.402; GCV = 15.456; R-sq.(adj) = 0.0559, n = 737
--------------------------------------------------------------------------------
# GOVERNMENT CONSUMPTION:
AD_42 <- gam(GdpGrowth ~ s(GovernmentCON, bs = ’cr’, k = 20) , data = gdp.data)
Results: AIC(AD_42) = 4034.515; GCV = 14.347; R-sq.(adj) = 0.118, n = 733
--------------------------------------------------------------------------------
# INVESTMENTS:
AD_52 <- gam(GdpGrowth ~ s(Investments, bs = ’cr’, k = 20), data = gdp.data)
Results: AIC(AD_52) = 3502.102; GCV = 6.6333; R-sq.(adj) = 0.597, n = 740
--------------------------------------------------------------------------------
# EXPORTS:
AD_62 <- gam(GdpGrowth ~ s(Exports, bs = ’cr’, k = 20), data = gdp.data)
Results: AIC(AD_62) = 3806.232; GCV = 10.006; R-sq.(adj) = 0.388, n = 740
--------------------------------------------------------------------------------
# IMPORTS:
AD_7 <- gam(GdpGrowth ~ s(Imports, bs = ’cr’, k = 10), data = gdp.data)
Results: AIC(AD_7) = 3620.401; GCV = 7.7828; R-sq.(adj) = 0.526, n = 740
********************************************************************************
Looking at all the above shown one-predictor models and their results, one can observe
that the all remaining predictors are modelled as smooth terms, where again the chosen
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basis is the penalized cubic spline. The chosen dimension of the basis k = 10 for the infla-
tion rate and imports and k = 20 for the unemployment rate, government consumption,
investments and exports seem to be a good choice to represent the smooth terms. We
can also see from the summary() output that there are different numbers of observations,
n, used to fit the models. Let us recall that in Chapter 2 we detected outliers in the
predictors except for the unemployment rate. We excluded these outliers and that is why
some n values are not equal to 741.
0 20 40 60 80
−4
0
2
4
k = 10
InflationRate
s(
In
fla
tio
nR
at
e,
4.
44
)
−50 0 50
−1
5
−5
0
5
k = 20
Investments
s(
In
ve
st
m
en
ts
,6
.6
2)
−40 −20 0 20 40
−2
0
−1
0
0
5
k = 20
Exports
s(
Ex
po
rts
,8
.7
8)
−40 −20 0 20
−1
5
−5
0
5
k = 10
Imports
s(
Im
po
rts
,4
.5
6)
Figure 6.2: Plots of estimated influences as a smooth functions of the inflation rate,
investments, exports and imports on GDP growth for all countries and years.
Figure 6.2 illustrates the estimated effects of the inflation rate and investments (up-
per two panels), exports and imports (lower two panels) on the response variable GDP
growth. The smooth curves are represented by the red lines with 95% confidence intervals
(grey shaded). The degree of smoothness is equal to 4.44 for the inflation rate, 6.62 for
investments, 8.78 for exports and 4.56 for imports.
The upper left plot of Figure 6.2 nicely shows a nonlinear behaviour of the estimated
red curve representing the relationship between inflation rate and GDP growth. When
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we compare this plot with Figure 4.3, we can definitely see a visual improvement of how
inflation rate behaves.
The upper right plot shows an overall increasing behaviour of the estimated smooth
function except at the end when it shows a decreasing trend, but this seems to be caused
by only a very few observations (confidence intervals get wider). Comparing this aspect
with the impression in Figure 4.6, we are now able to detect even a slight curvature in
the dense region. Thus, we can say that we get a better impression of the relationship
between investment growth and GDP growth.
The lower left plot displays the estimated effect of the exports on GDP growth as
an overall increasing smooth curve. Moreover, the curve reveals an obvious nonlinear
pattern in the dense region of the exports. Again, when we compare this plot to Figure
4.7, we obtain a better visual outcome by using gam().
The lower right plot in Figure 6.2 evidently describes the estimated effect of the imports
on GDP growth as an overall increasing smooth function. It almost reminds us of the
slight quadratic shape. By comparison with the lowess fit in Figure 4.8, the plot produced
by gam() provides us with a better illustration of the observed behaviour.
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Figure 6.3: Plots of estimated influences as a smooth functions of the unemployment rate
and government consumption on GDP growth for all countries and years.
Figure 6.3 shows the estimated effects of the unemployment rate (left panel) and
government consumption (right panel) on the response variable GDP growth as a smooth
curve (represented by a red line) with 95% confidence interval (grey shaded). The degree
of smoothness are equal to 4.61 and 3.39, chosen by GCV. It is nicely visible that the
curve of unemployment rate follows a nonlinear pattern. After 25% unemployment rate, it
shows up an increasing behaviour and the confidence intervals get wider. By comparison
with Figure 4.2, gam() provides a much better illustration of an estimated influence of
unemployment rate on GDP growth than the lowess fit. The right panel shows an overall
increasing behaviour of the smooth function of government consumption except at the
end when it decreases. Comparing the right plot in Figure 6.3 with the lowess fits in
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Figure 4.5, we seem to obtain a better impression of the observed behaviour.
Backward Elimination
We continue with the backward elimination process to obtain the final optimal additive
model (semi or non-parametric model) the purpose of which is to examine the relationship
between the response variable GDP growth and explanatory variables from Table 2.4.
Previously, we examined all explanatory variables separately to see in which way do
they enter the model, how do they behave and thus get a better impression of their con-
tributions to the response mean. See fitted models AD_12, AD_2, AD_35, AD_42, AD_52,
AD_62 and AD_7. We add up together these seven separately obtained contributions and
fit an additive model. Then we start with the backward elimination process, which we
already used and explained at the end of Chapter 3. In each step, we remove the one
explanatory variable that is the least relevant, which corresponds to excluding the one
with the largest p-value. We repeat this procedure until all remaining variables in the
model have a p-value below some threshold, that is, they are all significant (see [10]).
During this process of elimination, we utilize the function gam() to estimate the additive
model, which we already described. Afterwards, we use the function summary() to get
the results from the fitted additive models.
In other words, we attempt to find the best model based on the smallest p-value.
However, we also use and check the information, such as GCV score, R-sq.(adj) or
D(exp) to find out if the model is better or much worse when we exclude any particular
explanatory variable in each step. It is important to mention that Dexp is the proportion
of the null deviance explained by the respective model deviance and is specified in the
following way
Dexp =
D(y, ȳ)−D(y, µ̂)
D(y, ȳ)
= 1− D(y, µ̂)
D(y, ȳ)
.
Here, D(y, ȳ) depicts the null deviance, that is the deviance of the model including only an
intercept, see [13]. The p-values in the summary() output of a smooth model correspond
to a test on H0 : β0 = 0 or H0 : s(explanatory variable) = 0, meaning we are testing
if the intercept and the smooth function of a explanatory variable are equal to 0. Later
is equivalent to testing if all parameters of the smooth function are equal to 0 and if
they are, the smooth term is a constant function. The chosen threshold for the p-value
is 0.01. If a smooth model includes any parametric predictor, then the returned p-value
corresponding to the parametric predictor holds the same interpretation as the obtained
p-value corresponding to the intercept. See again [15].
As described at the beginning, we start with the backward elimination process by first
fitting an additive model considering all explanatory variables with already determined
expressions. See the summary table of the corresponding model below.
********************************************************************************
Family: gaussian
Link function: identity
Formula:
GdpGrowth ~ s(UnemploymentRate, bs = "cr", k = 20) +
s(InflationRate, bs = "cr", k = 10) +
PrivateCON + I(PrivateCON^2) + I(PrivateCON^3) +
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s(GovernmentCON, bs = "cr", k = 20) +
s(Investments, bs = "cr", k = 20) +
s(Exports, bs = "cr", k = 20) + s(Imports, bs = "cr", k = 10)
Parametric coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.3326985 0.0800623 16.646 < 2e-16 ***
PrivateCON 0.5353982 0.0251097 21.322 < 2e-16 ***
I(PrivateCON^2) 0.0005296 0.0011926 0.444 0.657
I(PrivateCON^3) -0.0005173 0.0000798 -6.482 1.71e-10 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Approximate significance of smooth terms:
edf Ref.df F p-value
s(UnemploymentRate) 1.938 2.423 1.836 0.142
s(InflationRate) 2.698 3.098 2.341 0.076 .
s(GovernmentCON) 2.412 3.066 26.417 <2e-16 ***
s(Investments) 5.983 7.069 93.353 <2e-16 ***
s(Exports) 8.594 9.924 80.166 <2e-16 ***
s(Imports) 3.015 3.830 71.679 <2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
R-sq.(adj) = 0.886 Deviance explained = 89%
GCV = 1.9016 Scale est. = 1.8267 n = 727
********************************************************************************
Looking at the summary output above, we remove the least relevant term, which based
on its p-value seems to be the smooth term in the unemployment rate (p-value = 0.142).
Therefore, we run the model excluding the unemployment rate and display its summary
output results below. In addition, one can notice that the I(PrivateCON2) has a large
p-value (0.657). However, we do not exclude this parametric part because private con-
sumption is modelled as a cubic polynomial and powers below the largest should not be
dropped.
********************************************************************************
Formula:
GdpGrowth ~ s(InflationRate, bs = "cr", k = 10) +
PrivateCON + I(PrivateCON^2) + I(PrivateCON^3) +
s(GovernmentCON, bs = "cr", k = 20) +
s(Investments, bs = "cr", k = 20) +
s(Exports, bs = "cr", k = 20) + s(Imports, bs = "cr", k = 10)
Parametric coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.327e+00 8.003e-02 16.587 < 2e-16 ***
PrivateCON 5.383e-01 2.509e-02 21.460 < 2e-16 ***
I(PrivateCON^2) 4.016e-04 1.194e-03 0.336 0.737
I(PrivateCON^3) -5.150e-04 8.009e-05 -6.430 2.36e-10 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Approximate significance of smooth terms:
edf Ref.df F p-value
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s(InflationRate) 2.690 3.091 2.192 0.0914 .
s(GovernmentCON) 2.428 3.084 26.659 <2e-16 ***
s(Investments) 5.851 6.933 94.789 <2e-16 ***
s(Exports) 8.344 9.654 82.421 <2e-16 ***
s(Imports) 3.265 4.107 66.925 <2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
R-sq.(adj) = 0.885 Deviance explained = 88.9%
GCV = 1.906 Scale est. = 1.8364 n = 727
********************************************************************************
From the summary output above, it appears that the inflation rate is the next predictor
with the largest p-value equal to 0.0914. Therefore, we remove the inflation rate and run
a new model for which we obtain the following summary results displayed below.
********************************************************************************
Formula:
GdpGrowth ~ PrivateCON + I(PrivateCON^2) + I(PrivateCON^3) +
s(GovernmentCON, bs = "cr", k = 20) +
s(Investments, bs = "cr", k = 20) +
s(Exports, bs = "cr", k = 20) + s(Imports, bs = "cr", k = 10)
Parametric coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.329e+00 7.854e-02 16.918 < 2e-16 ***
PrivateCON 5.419e-01 2.483e-02 21.824 < 2e-16 ***
I(PrivateCON^2) -2.288e-04 1.154e-03 -0.198 0.843
I(PrivateCON^3) -5.162e-04 8.017e-05 -6.439 2.22e-10 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Approximate significance of smooth terms:
edf Ref.df F p-value
s(GovernmentCON) 2.484 3.156 25.55 3.44e-16 ***
s(Investments) 6.150 7.253 92.73 < 2e-16 ***
s(Exports) 8.396 9.709 81.67 < 2e-16 ***
s(Imports) 3.255 4.097 68.84 < 2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
R-sq.(adj) = 0.884 Deviance explained = 88.8%
GCV = 1.9234 Scale est. = 1.8594 n = 730
********************************************************************************
Observing the results above, the remaining explanatory variables seem to be significantly
relevant in the model. Therefore, we stop with the backward elimination. Thereby,
we have found an optimal additive model, more specifically, a semi-parametric additive
model.
The small p-values (< 0.001) corresponding to the smooth terms in government con-
sumption, investments, exports and imports lead to the conclusion that we can reject the
H0 : s(predictor) = 0. The small p-value corresponding to the linear predictor private
consumption expressed as a cubic polynomial leads to the rejection of H0.Meaning, there
seems to exists a cubic relationship between GDP growth and private consumption. In
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other words, this means that the effects of each remaining predictor on the GDP growth
are relevant in the final model.
Examining closely the values of GCV score, R-sq.(adj) and D(exp) at each step of
the elimination process, we observe that these statistics do not change enormously. As a
matter of fact, the observed features are very close to each other. When we compare the
values of GCV, R-sq.(adj) and D(exp) in the final model with first fitted model, one can
notice that overall GCV increased only by 0.0218. R-sq.(adj) and D(exp) both decreased
only by 0.2%. Because these differences are so negligibly small, we are very confident with
the decision of removing s(UnemploymentRate) and s(InflationRate) one by one from
the model because we do not lose any important information and the model fit does not
get worse.
Next, we produce plots of the estimated effects of government consumption, invest-
ments, exports and imports as a smooth functions with 2.48, 6.15, 8.4 and 3.26 degrees
of smoothness in the final additive model displayed in Figure 6.4, Figure 6.5, Figure 6.6
and Figure 6.7, respectively. The parametrically estimated effect of private consumption
on GDP growth is displayed in Figure 6.8.
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Figure 6.4: Plot of the estimated influence of government consumption as a smooth curve
on GDP growth in the final additive model.
Figure 6.4 shows that when holding investments, exports, imports and private con-
sumption fixed, GDP growth tends to overall increase with government consumption.
Moreover, it seems to show a slightly quadratic shape. Figure 6.5 shows that when hold-
ing exports, imports, private and government consumption fixed, GDP growth tends to
increase with investments up to 50%. Then it seems to decrease but only because of a
very few (2) observations. Figure 6.6 indicate that holding investments, imports, private
and government consumption fixed, GDP growth seems to overall increase with exports.
Figure 6.7 shows that holding investments, exports, private and government consumption
fixed, GDP growth tends to overall decrease with imports. Finally, Figure 6.8 seems to
show an increasing impression of GDP growth with private consumption when holding
investments, exports, imports and government consumption fixed.
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Figure 6.5: Plot of the estimated influence of investments as a smooth curve on GDP
growth in the final additive model.
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Figure 6.6: Plot of the estimated influence of exports as a smooth curve on GDP growth
in the final additive model.
All these Figures nicely visualize the effects of each explanatory variable on the mean
GDP growth and capture their nonlinear behaviours. The chosen model seems to nicely
represent the reality, meaning that the chosen model seems to confirm some of the as-
sumptions described at the beginning of Chapter 2. In particular, Figure 6.5 seems to
overall affirm that positive investment growth is associated with positive GDP growth,
on average. Figure 6.6 appears to show that positive exports growth positively affects
GDP growth, on average. Figure 6.7 affirms that positive growth of imports negatively
affects GDP growth, on average. In other words, this means that such a country imports
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Figure 6.7: Plot of the estimated influence of imports as a smooth curve on GDP growth
in the final additive model.
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Figure 6.8: Plot of the parametrically estimated influence of private consumption on
GDP growth in the final additive model.
more goods and services and does not produce enough for itself. Figures 6.4 and 6.8
overall confirm the assumption of positive consumption growth having a positive impact
on GDP growth, on average.
Model Check and Comparison
Now, that we have found the optimal model, we check the fitted model by using gam.check()
in R which returns some basic residual plots displayed in Figure 6.9. For more information
regarding this function see [13] and [15].
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Figure 6.9: Standard plots corresponding to the final additive model.
The upper left plot in Figure 6.9 shows a normal QQ-plot. If the plot shows a straight
line behaviour of the points, then the assumption of Gaussian distribution seems to hold.
However, in our case, the QQ-plot is only close to a straight line but also curved which
could indicate a problem with the assumption of a Gaussian distribution. Compared to
the symmetric normal distribution, the residuals show up an empirical distribution which
is slightly skewed and has longer tails. The upper right plot, where the residuals versus
fitted values (linear predictor) are shown, seems to show a spread of points with no ob-
vious pattern. The resulted plot proposes to accept the assumption of constant variance,
meaning that the variance seems to be about constant as the mean increases. Looking
at the displayed histogram of the residuals at the lower left plot, one can recognize that
there is slightly more mass on the negative side than on the positive. This is also reflected
in the normal QQ-plot. The lower right plot in Figure 6.9, where the response variable
versus fitted values is shown, displays a nice fit of the responses by the model.
In the following, we compare the final additive model with the linear model obtained
in Chapter 3 by calculating the AIC value of each using the command AIC() (compare
with Table 6.1).
Based on the AIC values for both models, the final semi-parametric additive model
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Table 6.1: Comparison of AIC values
Model AIC value n
final additive model 2550.3 730
linear model 2710.6 730
seems to be the better model because its AIC value is smaller. This only confirms our
decision to use this approach to examine the relationship between GDP growth and the
possible effects of explanatory variables.
6.2 GDP Growth over Years
The aim of this section is to examine the time factor and its effect on GDP growth. We
are interested in describing how GDP growth behaves during the observed period from
1997 to 2015 for all the considered countries in Table 2.3.
We use the same procedure as discussed with the predictor private consumption and
provide only the chosen model, which is shown below, and the corresponding graph (see
Figure 6.10).
********************************************************************************
# TIME (years):
AD_8 <- gam(GdpGrowth ~ s(Year, bs = ’cr’, k = 15), data=gdp.data)
Results: AIC(AD_8) = 3913.522; GCV = 11.487; R-sq.(adj) = 0.308; D(exp) = 32.1%
********************************************************************************
From the results above, one can observe that the effect of time is estimated as a smooth
function, where again the chosen basis is the penalized cubic spline with dimension k = 15.
The model AD_8 seems to provide the best results and therefore the best representation
of the relationship between GDP growth and years.
Next, we provide Figure 6.10, which illustrates this estimated influence of time on the
response variable GDP growth for all countries. The smooth function is represented by
the red curve with 95% confidence intervals (grey shaded) and the degree of smoothness
13.58. One can observe an evident nonlinear behaviour of the smooth curve describing the
relationship between the GDP growth and time. The resulting plot suggests that GDP
reaches its highest growth in the year 2007 and suddenly drops and reaches its lowest
point in the year 2009. Since at that time the financial crisis happened, the plot nicely
captures that occurrence. Compared to the lowess fit in Figure 4.1, we definitely get a
better impression of the estimated influence of time on the GDP growth by using the
function gam().
In the following step, we try to answer the question of how will the smooth function
of the year behave in the next year, that is, in 2016? To this end, we use the function
predict.gam() in R to make a prediction at a new observation 2016. The following code
in R helps us to obtain the desired results.
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Figure 6.10: Plot of the estimated effect of time (years) as a smooth curve on GDP
growth for all countries.
********************************************************************************
> new_value <- seq(1997, 2016)
> prediction <- predict.gam(AD_8, data.frame(Year = new_value),
type = ’response’, se.fit = TRUE)
# Results:
> prediction
$fit
1 2 3 4 5 6 7
3.9087620 2.8941318 3.3508452 4.1124500 3.8798665 3.4028139 4.1405728
8 9 10 11 12 13 14
5.1371015 5.0060857 5.0151840 6.7437616 0.3219582 -3.5566472 1.1163327
15 16 17 18 19 20
2.6179936 0.7615704 0.7214416 2.2939414 2.3398168 2.0491781
$se.fit
1 2 3 4 5 6 7 8
0.5324391 0.4853662 0.4174934 0.4383081 0.4938392 0.4955708 0.4454379 0.4251325
9 10 11 12 13 14 15 16
0.4735058 0.5038669 0.4735058 0.4251325 0.4454379 0.4955708 0.4938392 0.4383081
17 18 19 20
0.4174934 0.4853662 0.5324391 1.2971078
********************************************************************************
First, we defined a new set of values, where we also added the year 2016. In the next
step, function predict.gam() takes a fitted model AD_8 obtained with gam(), a data
frame that includes the new set of values at which predictions are required, and returns
predictions on the scale of the response variable, that is GDP growth. The above results
also show standard errors associated with returned predictions. One can observe that the
growth of GDP slightly decreases from the year 2015 to 2016. The resulted value of the
prediction for 2016 is 2.05% (seen from the displayed result under number 20). For more
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details regarding this function see [13] and [15] or [10].
However, one should treat the prediction with great caution because it is somehow
an average over all the countries and it is based on a smooth model using extrapolation,
which is in principle very dangerous. For more information see [15].
Finally, we are interested to see what kind of results do we obtain when we also
include the effect of time into the final additive model found in the previous section. The
respective results provided by the command summary() of the fitted model are shown
below.
********************************************************************************
Formula:
GdpGrowth ~ PrivateCON + I(PrivateCON^2) + I(PrivateCON^3) +
s(GovernmentCON, bs = "cr", k = 20) +
s(Investments, bs = "cr", k = 20) +
s(Exports, bs = "cr", k = 20) +
s(Imports, bs = "cr", k = 10) + s(Year, bs = "cr", k = 15)
Parametric coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.354e+00 8.005e-02 16.921 < 2e-16 ***
PrivateCON 5.352e-01 2.549e-02 20.994 < 2e-16 ***
I(PrivateCON^2) -4.133e-04 1.158e-03 -0.357 0.721
I(PrivateCON^3) -5.144e-04 8.166e-05 -6.300 5.27e-10 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Approximate significance of smooth terms:
edf Ref.df F p-value
s(GovernmentCON) 2.343 2.980 22.519 7.01e-14 ***
s(Investments) 5.747 6.820 95.965 < 2e-16 ***
s(Exports) 8.336 9.645 80.638 < 2e-16 ***
s(Imports) 3.195 4.023 67.506 < 2e-16 ***
s(Year) 6.080 7.468 1.208 0.291
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
R-sq.(adj) = 0.885 Deviance explained = 89%
GCV = 1.9238 Scale est. = 1.8455 n = 730
********************************************************************************
Surprisingly, according to the obtained results, the smooth effect of time seems to be not
significant. Its p-value is 0.291, which corresponds to a test onH0 : s(Year) = constant in
a model in which predictors, private and government consumption, investments, exports
and imports, are included. However, information contained in Year could also be partly
contained in the other five predictors that are already in the final model. For instance,
the information Year = 2008 shares plenty of information with the decreases in exports
or private consumption. Thus, it is not easy to distinguish between all these sources
of information. Therefore, it seems that the information contained in Year is relevant.
However, if mentioned predictors are already in the model, there is no need to additionally
also include Year in the final model.
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In addition, if we also compare the resulted GCV, R-sq.(adj) and D(exp) values with
the values of the final additive model, one can observe that GCV increases by 0.0004 and
R-sq.(adj) and D(exp) increase by 0.1% and 0.2%, respectively. Unfortunately, because
these differences are so negligibly small, they do not suggest adding the information of
the years as a further explanatory term in the model for the growth of GDP.
6.3 Prediction for Slovenia
The purpose of this section is to make a prediction of the relative GDP growth for Slovenia
for the year 2016 based on the already established model in the first section.
Let us recall that the final additive model has a form in R as
********************************************************************************
GdpGrowth ~ PrivateCON + I(PrivateCON^2) + I(PrivateCON^3) +
s(GovernmentCON, bs = "cr", k = 20) +
s(Investments, bs = "cr", k = 20) + s(Exports, bs = "cr", k = 20) +
s(Imports, bs = "cr", k = 10)
Parametric coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.329e+00 7.854e-02 16.918 < 2e-16 ***
PrivateCON 5.419e-01 2.483e-02 21.824 < 2e-16 ***
I(PrivateCON^2) -2.288e-04 1.154e-03 -0.198 0.843
I(PrivateCON^3) -5.162e-04 8.017e-05 -6.439 2.22e-10 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Approximate significance of smooth terms:
edf Ref.df F p-value
s(GovernmentCON) 2.484 3.156 25.55 3.44e-16 ***
s(Investments) 6.150 7.253 92.73 < 2e-16 ***
s(Exports) 8.396 9.709 81.67 < 2e-16 ***
s(Imports) 3.255 4.097 68.84 < 2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
********************************************************************************
In addition, we can also write the final model in the following form
E(GdpGrowth) =1.329 + 5.419 ∗ 10−1PrivateCON− 2.288 ∗ 10−4PrivateCON2− (6.1)
5.162 ∗ 10−4PrivateCON3 + ŝ1(GovernmentCON)+
ŝ2(Investments) + ŝ3(Exports) + ŝ4(Imports).
To predict GDP growth of Slovenia for 2016, we require the values of these five predictors
in (6.1) for the respective year 2016.
One way to obtain the values for 2016 is to fit models on the data from Slovenia over
the years (from 1997 to 2015) for each predictor separately. Here, one could use again the
function gam() the purpose of which is to estimate the expected value of each considered
predictor depending on the time. When the model is constructed, one can use function
predict.gam() to make a prediction of each corresponding explanatory variable, which
could be utilized for the prediction of GDP growth.
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However, since the actual true values of the predictors for 2016 are available, we
utilize these values in the final model to make a prediction for Slovenia by simply using
the function predict.gam(). The true GDP growth for Slovenia in 2016 is 3.15%, found
on the World Bank (see Chapter 2). To this end, we provide Table 6.2, where the actual
values of explanatory variables are shown.
Table 6.2: Actual values of all relevant explanatory variables for 2016 for Slovenia.
Explanatory variable Actual value in 2016
Investments -0.0748%
Exports 6.4467%
Imports 6.5878%
Government consumption 2.4651%
Private consumption 4.2036%
Below we show how to obtain the predicted value of GDP growth for Slovenia in the
year 2016, by using predict.gam(). For more details regarding this function see again
[13] and [15].
********************************************************************************
> new_data <- data.frame(PrivateCON = 4.2036, GovernmentCON = 2.4651,
Investments = -0.0748, Exports = 6.4467, Imports = 6.5878)
> SLO_prediction <- predict.gam(final_model, new_data, type = ’response’,
se.fit = TRUE)
# Result:
> SLO_prediction$fit
$fit
1
3.011351
********************************************************************************
Comparing the predicted value 3.01% to the actual value 3.15%, it is obvious that pre-
diction is very close to the true value, indicating that the result is favourable. It seems
that the final model is a good choice for making a prediction for Slovenia.
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Chapter 7
Conclusion
The aim of this study was to build up and obtain an additive model for GDP growth, that
is to estimate the mean of the GDP growth on the yearly basis considering all countries
in Europe.
To this end, we introduced the data and did the basic analysis presented in Chapter
2. We determined which predictors are considered for the further work and also got the
first insight into the data. We came across the first problem, which is the presence of the
outliers in the final dataset. We solved the problem by excluding them from the dataset,
which was very helpful because we could see more precisely what was happening in the
data visually.
Then we continued with the Chapter 3, where we presented the linear models and
fitted a linear model to the dataset to check if any predictor is associated with GDP
growth in a linear way. From the resulted model it seemed that predictors, investments,
exports, imports, private and government consumption, affected GDP growth linearly.
However, at the same time, we also detected some problems when we checked the model.
Therefore, we continued with building an additive model by considering a nonlinear
behaviour between GDP growth and predictors.
Therefore, in the next chapter, we went a step further and generalized the linear ap-
proach by extending it to using lowess. The goal was to see if there are any indications of
the existence of nonlinear relationships between GDP growth and each predictor. From
the results obtained it appeared that a nonlinear behaviour was present. Thus, we contin-
ued with a more tangible approach to show the existence of nonlinear behaviour between
variables.
Finally, in Chapter 6 we obtained the final semi-parametric additive model. From
the resulted model it appeared that investment, government consumption, exports and
imports enter the model as a smooth term using penalized cubic spines whereas private
consumption seemed to be modelled parametrically. In addition, all predictors seemed
to affect GDP growth in a nonlinear way, which was shown by the plot of the resulted
model. Further, the semi-parametric model seemed to be a good representation of the
reality and a better one than the linear model. In addition, the prediction for 2016 for
Slovenia based on the final model seemed to return very pleasing result.
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Razširjeni povzetek v slovenskem jeziku
Eno osrednjih vprašanj, ki se pogosto pojavlja v gospodarstvu, je, kako prepoznati in
raziskati vse pomembne makroekonomske indikatorje, ki vplivajo na bruto domači pro-
izvod (v nadaljnjem besedilu: BDP) posamezne države. Tukaj smo še posebej zain-
teresirani za indikatorje, ki vplivajo na rast BDP v evropskih državah v obdobju od
leta 1997 do leta 2015. Namen študije je ugotoviti, kakšen semi-paramerični regresijski
model lahko uporabimo za preučitev in analizo razmerja med odvisno spremenljivko BDP
in vsemi obravnavanimi ekonomskimi indikatorji, in sicer brezposelnostjo, inflacijo, po-
trošnjo, naložbami, davki, obrestno mero, izvozom in uvozom, ki naj bi vplivali na BDP.
V ta namen, v 2. poglavju pojasnimo pomen BDP in njegovo rast (v nadaljevanju:
BDP rast) ter opišemo potencialne makroekonomske indikatorje.
BDP je merilo celotne gospodarske proizvodnje blaga in storitev posamezne države, ki
jih proizvedejo domača ali tuja podjetja. To je merilo tržne vrednosti vseh končnih pro-
izvodov in storitev (npr. vozil, jabolk, vina, bančnih storitev itd.), proizvedenih znotraj
meja države v določenem časovnem obdobju (npr. eno leto). BDP se lahko meri na dva
neodvisna načina, ki bi teoretično morala vodili do enakih rezultatov. To sta načina
• po metodi dohodkov, ki meri letni skupni dohodek v gospodarstvu. Tu so vključene
različne vrste dohodkov: dohodki od dela (plače delavcev), kapitalski dohodek
(dobiček, plačan podjetjem), obresti, rente za najem zemljišča in naravnih virov.
• po metodi proizvodnje, ki meri potrošnjo končnega blaga in storitev, ki jih kupujejo
in uporabljajo gospodinjstva, podjetja, vlada in tuje države.
Opis BDP je povzet po [17].
BDP posamezne države se lahko izračuna s pomočjo osebne (zasebne) potrošnje (C)
plus naložbe podjetij ali ljudi (I), javne porabe oz. državne potrošnje (G) in neto izvoza
(NX), pri čemer se NX nanaša na razliko med vrednostjo vseh izvozov (X) in vrednostjo
celotnega uvoza (M). Tako sledi izračun BDP
BDP = C + I + G + (X−M).
Prav tako se lahko izmeri splošna uspešnost proizvodnje države iz leta v leto z izračunom
odstotne stopnje rasti BDP. BDP rast za leto t definiramo kot
100%× (GDPt −GDPt−1)
GDPt−1
.
Oba izračuna sta povzeta po [18].
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Do željenih podatkov glede BDP in indikatorjev dostopamo preko tako imenovanega
spletnega portala World Bank s pomočjo paketa WDI v programu R. Vse analize in prak-
tično delo predstavljene v tem delu izvajamo v tem programu. Za več informacij glede
uporabljenih funkcij glejte [13].
Za odvisno spremenljivko izberemo BDP rast, ker BDP sam po sebi čez čas ni primer-
ljiv med državami. V podatkovni bazi WDI najdemo spremenljivko, ki se imenuje
BDP rast (letni %), ki meri letno stopnjo rasti BDP po tržnih cenah. Prav tako v tej
bazi najdemo spremenljivke, ki zastopajo indikatorje (omenjene na začetku). Glej Tabelo
2.1, kjer so navedene pojasnjevalne spremenljivke najdene v WDI.
V sledečem koraku uredimo bazo najdenih podatkov tako, da preverimo, ali so vsi
podatki BDP rasti in pojasnjevalnih spremenljivk dostopni za vse države v časovnem
obdobju od 1997 do 2015. Zaradi problema manjkajočih podatkov, izločimo spremenljivki
Davke in Obrestno mero ter 10 držav (glej Tabelo 2.2). Končna baza podatkov vsebuje
39 držav (glej Tabelo 2.3), 7 pojasnjevalnih spremenljivk (glej Tabelo 2.4) ter odvisno
spremenljivko BDP rast.
Nato analiziramo razmerja med BDP rastjo ter vsako pojasnjevalno spremenljivko z
namenom, da bi zbrali čim več informacij in tako dobili boljši vpogled v interakcije med
spremenljivkami. Tako v ta namen prikažemo grafe, kot so scatterplots in boxplots. S
pomočjo grafov lažje opazujemo obnašanje točk. Prav tako odkrijemo, da so v končni
bazi podatkov prisotni osamelci (ekstremne točke), ki precej omejujejo prikaz dogajanja
v grafih. Problem rešimo tako, da izločimo najdene osamelce (glej Tabelo 2.6).
Linearni Modeli
V 3. poglavju obravnavamo linearne regresijske modele, kjer je predpostavljena odvisnost
med BDP rastjo in pojasnjevalnimi spremenljivkami linearna. Linearni modeli prav tako
predstavljajo teoretično podlago za gradnjo in boljše razumevanje aditivnih modelov, ki
jih predstavimo v 5. poglavju.
Linearen model s p − 1 pojasnjevalnimi spremenljivkami in n podatki definiramo na
sledeči način
y = Xβ + ε, (7.1)
kjer je
• y = (y1, . . . , yn)T odziven oz. odvisen vektor,
• matrika modela enaka
Xn×p =

1 x1,1 x1,2 . . . x1,p−1
1 x2,1 x2,2 . . . x2,p−1
...
...
... . . .
...
1 xn,1 xn,2 . . . xn,p−1
 ,
• β = (β0, . . . , βp−1)T vektor neznanih parametrov, ki jih je potrebno oceniti,
• ε = (ε1, . . . , εn)T vektor slučajnih napak za katerega predpostavimo, da je normalno
porazdeljen z matematičnim upanjem 0 in matrično varianco σ2In.
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Ker je ε ∼ N(0, σ2In), je posledično y v modelu (7.1) prav tako normalno porazdeljen z
upanjem E(y) = µ = Xβ in σ2In. Slednje lahko zapišemo kot
y ∼ N(Xβ, σ2In).
Vektor neznanih parametrov, β, moramo oceniti tako, da se bo definiran linearen
model dobro ujemal z danimi podatki. Možna sta dva načina kako oceniti β, in sicer po
metodi najmanjših kvadratov in po metodi največjega verjetja. Po metodi najmanjših
kvadratov dobimo kot rezultat cenilko
β̂ = (XTX)−1XTy,
ki je porazdeljena normalno z matematičnim upanjem β in varianco σ2(XTX)−1. Isto
cenilko dosežemo po metodi največjega verjetja.
Zdaj, ko imamo cenilko β̂, lahko izrazimo cenilko za matematično upanje kot
µ̂ = Xβ̂.
Kako dobro se linearen model prilega oz. ujema z danimi podatki lahko analiziramo
preko napak oz. ostankov. Izračunamo jih na sledeči način:
r = y− µ̂.
Z izvajanjem t-testa želimo odgovoriti na vprašanje ali obstaja linearna odvisnost med
odvisno in posamezno pojasnjevalno spremenljivko. Želimo ugotoviti, katere spremen-
ljivke vplivajo linearno na BDP rast. Da bi to dosegli, postavimo ničelno in alternativno
hipotezo, ki se nanaša na posamezen parameter βj, in sicer
H0 : βj = 0 proti H1 : βj 6= 0, za vsak j = 1, . . . , p− 1.
Za več informacij glede opisane teorije glej [2], [15] ali [16].
Na koncu 3. poglavja iščemo linearen model s pomočjo metode izločanja. Ideja te me-
tode je začeti z modelom, ki vsebuje vseh sedem pojasnjevalnih spremenljivk (glej Tabelo
2.4). Model zaženemo, preverimo in nato izločimo tisto spremenljivko, ki ima največjo
p-vrednost (ki niso statistično značilne). Ta postopek ponavljamo, dokler vse preostale
spremenljivke v linearnem modelu nimajo p-vrednosti pod določeno mejo, tj. vse so
signifikantne (glej [10]). Naš cilj je preko končnega linearnega modela izvedeti katere
pojasnjevalne spremenljivke linearno vplivajo na BDP rast in katere ne. Kot rezultat
dobimo linearen model, ki vsebuje 5 spremenljivk, in sicer zasebno in državno potrošnjo,
investicije, izvoz in uvoz. Videti je, da te linearno vplivajo na GDP rast. Model nato
pregledamo in zanamo nekaj težav (glej Sliko 3.1). Zaradi tega in dejstva, da linearni pri-
stop dovoli samo zaznavanje linearnih efektov, se ne ustavimo tukaj, saj ni zagotovljeno,
da so pojasnjevalne spremenljivke le linearno povezane z rastjo BDP.
V nadaljevanju, da se osvobodimo omejitev parametričnih regresijskih modelov in
omogočimo zaznavanje nelinearnega obnašanja v grafih in modelih, predstavimo drugo
možnost. Ideja je nadomestiti linearne odvisnosti spremenljivk z neko gladko funkcijo in
videti, če dobimo kaj boljše rezultate.
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Metoda LOWESS
V ta namen, se v 4. poglavju seznanimo z izrazom glajenja funkcij oziroma tako imen-
ovano metodo lowess, ki jo je najprej predstavil William S. Cleveland, glej [3]. Tukaj ni
predpostavke linearnega obnašanja med odvisno in pojasnjevalno spremenljivko ampak
nas bolj zanima, kakšno medsebojno obnašanje lahko opazimo oz. odkrijemo, ko je gladka
funkcija prilagojena podatkom. Metoda je zelo uporabna pri prepoznavanju možnih os-
novnih trendov in sprememb v odnosu med spremenljivkama. Posledično lahko bolje
opišemo razmerje med odvisno in vsako posamezno pojasnjevalno spremenljivko.
Ideja metode je izračunati tako imenovane "zglajene" točke (xi, ŷi), i = 1, . . . , n za
vsako točko (xi, yi) iz danih podatkov in nato izvesti linearno interpolacijo med xi in
xi+1. Tako dobimo ocenjeno gladko regresijsko krivuljo ŷ = f(x). Metoda je sestavljena
iz dveh delov, in sicer:
I. Del glajenja, kjer se lokalno uporabi linearni regresijski model, da bi dobili vrednost
ŷi pri xi. Postopek glajenja opišemo po sledečih korakih:
1. Najprej lokalno oblikujemo tako imenovano vertikalno drseče okno iz podatkov,
ki je centrirano pri točki xi. To pomeni, da določimo q = dfne najbližjih
sosedov od xi. Tukaj je parameter f ∈ (0, 1], delež točk celotnega vzorca n,
vnaprej izbran.
2. Nato so dodeljene uteži wk vsaki točki v vertikalnem oknu. Cleveland predlaga,
da se uporabi tako imenovana lokalna trikubična utežna funkcija W za izračun
posameznih uteži wk(xi) za vsak (xk, yk), k = 1, . . . , n, znotraj oblikovanega
vertikalnega okna, tj.
wk(xi) = W
(
xi − xk
di
)
, kjer je W (u) =
{
(1− |u|3)3, za |u| < 1,
0, sicer.
di je horizontalna razdalja med centrirano točko xi in njenim najbližjim sose-
dom. Če se razdalja med xi in njenim sosedom xk poveča, se posledično teža
wk(xi) zmanjša.
3. Nato uporabimo metodo uteženih najmanjših kvadratov na območju vertikal-
nega okna, pri xi. Z drugimi besedami, ko minimiziramo uteženo vsoto kvad-
ratov SSE,
SSEw(ai, bi) =
n∑
k=1
wk(xi)(yk − ai − bixk)2, (7.2)
dobimo cenilki âi in b̂i.Manjša, ko je razdalja med centrirano točko xi in njenim
sosedom xk, večjo utež ima in tako ima večji vpliv na določanje regresijske
premice. Ko rešimo (7.2), dobimo tako imenovano zglajeno vrednost pri xi, ki
je enaka ŷi = âi + b̂ixi.
II. Robusten del, ki se ga uporabi znotraj vsakega vertikalnega okna z namenom, da
prepreči vpliv osamelcev (ekstermnih točk), ki bi lahko popačile zglajene točke, ki
tvorijo gladko funkcijo. Zato izračunamo nov nabor uteži za vsak (xi, yi), ki temeljijo
na vrednostih ostankov, ri = yi − ŷi, kjer so vrednosti ŷi izračunane s postopkom
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glajenja iz prvega dela. Cleveland predlaga uporabo tako imenovane "Bisquare"
funkcije B za izračun robustnih uteži δk(xi) za vsak (xk, yk), k = 1, . . . , n, tj.
δk(xi) = B
( rk
6m
)
, kjer je B(u) =
{
(1− u2)2, za |u| < 1,
0, sicer.
m = med(|r|) je srednja vrednost absolutnih vrednosti ostankov. To dodeli velike
uteži točkam z majhnimi ostanki in obratno, majhne uteži so dodeljene točkam, ki
imajo velike ostanke. Posledično dobimo nove uteži, ki so enake δk(xi)wk(xi). Tako
tokrat minimiziramo dvojno uteženo vsoto kvadratov
SSEδw(ai, bi) =
n∑
k=1
δk(xi)wk(xi)(yk − ai − bixk)2 (7.3)
in dobimo cenilki â∗i and b̂∗i . Tako dobimo novo zglajeno vrednost povprečja ŷ∗i =
â∗i + b̂
∗
ixi pri xi. Na ta način zaključimo eno ponovitev robustnega procesa. Ta
postopek lahko ponovimo večkrat, dokler ne dobimo lepe gladke krivulje. Cleveland
pravi, da dve robustni ponovitvi zadostujeta.
Vsa predstavljena teorija se nanaša na [3]. Za krajšo razlago glej [9].
Na koncu ponovno analiziramo podatke tako, da grafom (scatterplots) iz 2. poglavja
dodamo gladke krivulje (s funkcijo lowess()), ki povzamejo razmerja med BDP rastjo in
posamezno pojasnjevalno spremenljivko (Tabela 2.4). Na ta način ugotovimo, da dobljene
gladke krivulje, ki opisujejo razmerja med obravnavanimi spremenljivkami, razkrivajo
splošni trend odnosa (zdi se, da večinoma kažejo nekako naraščajoče obnašanje). Prav
tako tudi poudarjajo spremembe v gibanju, še posebej v gostih predelih, kjer se nahaja ve-
liko število točk in je zahtevno neposredno videti kakršne koli podrobnosti glede vedenja.
Glej slike, ki se nahajajo v predzadnji sekciji 4. poglavja.
Uporaba lokalne in fleksibilne metode (namesto linearnih regresijskih modelov) dopu-
šča odzivanje na lokalne spremembe in s tem omogoči točkam iz nabora podatkov, da
same tvorijo oz. določijo obliko gladke krivulje v grafih. Druga prednost lowess metode je,
da zgladi vse točke iz nabora danih podatkov, ne glede na to, kako so točke razporejene.
Vendar, pri praktičnem delu moramo sami presoditi ter se odločiti, katera dobljena
gladka krivulja (različni parametri f vrnejo različne gladke krivulje) zadostuje oz. je
ustrezna. Metoda lowess ne zagotavlja nikakršnih analitičnih rešitev (kot v poglavju
3), na podlagi katerih bi lahko primerjali in ocenili ustreznost gladke krivulje ter kako
učinkovito se prilega točkam danih podatkov.
Aditivni Modeli
Tako preidemo na 5. poglavje, kjer predstavimo razred aditivnih modelov (Hastie in
Tibshirani, glej [9]). Glej tudi [15] ali [16]. Aditivni model posploši aditivno strukturo
linearnega regresijskega modela z omogočanjem poljubnih gladkih (in ne samo linearnih)
funkcij pojasnjevalnih spremenljivk. Zagotavlja fleksibilno metodo za odkrivanje neline-
arnega obnašanja med odvisno in pojasnjevalnimi spremenljivkami.
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Aditivni model s p pojasnjevalnimi spremenljivkami in n podatki definiramo na sledeči
način
yi = α +
p∑
j=1
sj(xi,j) + εi for i = 1, . . . , n, kjer je (7.4)
• yi odvisna oz. odzivna spremenljivka,
• sj(.) je gladka funkcija pojasnjevalne spremenljivke xj, in
• napake εi so neodvisne in enako porazdeljene naključne spremenljivke porazdeljene
N(0, σ2).
Tako je v modelu (7.4) povprečna vrednost odvisne spremenljivke modelirana kot vsota
gladkih funkcij pojasnjevalnih spremenljivk in ocenjujemo
E(yi) = α +
p∑
j=1
sj(xi,j).
Sedaj se pojavlja vprašanje, kako lahko ocenimo vsako gladko funkcijo s(x) v (7.4) iz
podatkov (xi, yi)? V ta namen predstavimo možne izbire baznih funkcij, ki predstavljajo
temelj za konstrukcijo aditivnih modelov.
Gladko funkcijo s(x) želimo oceniti na način, ki nam omogoča uporabo predstavljene
teorije 3. poglavja. Zaradi tega izberemo bazo, ki definira prostor funkcij, katere element
je s(x), in predpostavimo, da ima vsaka gladka funkcija s(x) obliko
s(x) =
q−1∑
k=0
βkbk(x), kjer (7.5)
• β = (β0, . . . βq−1)T predstavlja vektor neznanih parametrov in
• bk(x) predstavlja k-bazno funkcijo.
Z vstavitvijo (7.5) v (7.4) dobimo linearni regresijski model, saj zdaj vsi parametri vsto-
pajo v model na linearen način (glej [15]).
V nadaljevanju predstavimo dve izbiri konstruiranja baznih funkcij bk(x), ki predstav-
ljajo gladko funkcijo s(x) kot linearno kombinacijo. In sicer:
1.) Prva možna izbira je preprosta polinomska baza, ki obravnava podatke pojas-
njevalne spremenljivke globalno. Cilj je oceniti gladko funkcijo s(x) s polinomom reda
q − 1. Na ta način bi s(x) bil element prostora polinomov stopnje q − 1. Zato je baza za
ta polinomski funkcijski prostor niz q polinomov
b0(x) = 1, b1(x) = x, b2(x) = x
2, b3(x) = x
3, . . . , bq−1(x) = x
q−1 ter
s(x) =
q−1∑
k=0
βkx
k. (7.6)
Da bi dobili gladko funkcijo s(x) v (7.6), moramo oceniti neznane parametre βk. Hkrati
moramo izbrati najvišjo stopnjo polinoma q−1 ali enakovredno izbrati število polinomov
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q. Če upoštevamo model (7.4), kjer je gladka funkcija izražena v obliki (7.6), potem
je vsaka s(x) linearna v parametrih βk in tako model (7.4) postane linearen model. Z
izbrano stopnjo polinoma lahko neznane parametre ocenimo z uporabo metode najmanj-
ših kvadratov.
Čeprav je zgoraj opisani način zelo preprost in je mogoče eksplicitno zapisati gladko
funkcijo, ima nekaj pomanjkljivosti z vidika fleksibilnosti, da bi ustrezno opisali model.
Niz polinomov q je definiran preko celotnega območja x oz. osnovne funkcije (potence x)
so definirane globalno. Zato majhna sprememba točk na enem koncu pogosto nakazuje
spremembo ocenjenega modela na drugi strani. Tako razvijanje modela ni izključno
odvisen od sosednjih točk, ampak je odvisen od vseh točk iz danih podatkov. Namesto
da bi povečali stopnjo polinoma z namenom, da bi pridobili večjo fleksibilnost in tako
boljši model, bazne funkcije v (7.5) definiramo lokalno, tj. na majhnem intervalu za x.
2.) Druga možna izbira za konstrukcijo bk(x) je bolj fleksibilen pristop, ki upošteva
lokalno strukturo ter tako vključuje uporabo zlepkov. Tukaj upoštevamo niz stičnih
točk, (ξ1, ξ2, . . . , ξK), ki ločujejo interval [a, b] na podintervale [a, ξ2], [ξ2, ξ3], . . . , [ξK−1, b].
Robni točki a = ξ1 in b = ξK predstavljajo najmanjšo in največjo vrednost x.
Funkcija s : [a, b] → R je polinomski zlepek stopnje m s stičnimi točkami a = ξ1 <
ξ2 < · · · < ξK = b, za katerega velja, da je
• s(x) (m− 1)-krat zvezno odvedljiva v notranjih točkah, z
lim
x↑ξj
s(l)(x) = lim
x↓ξj
s(l)(x) za j = 2, . . . , K − 1 in l = 0, . . . ,m− 1, in
• s(x) polinom stopnje m na podintervalu [ξj, ξj+1] za j = 1, . . . , K − 1. Tak polinom
označimo s pj(x) = s(x)|[ξj ,ξj+1]. Z drugimi besedami, m-stopenjski polinom pj(x)
je skrčitev zlepka na tem podintervalu.
Pomembno je omeniti, da obstaja veliko načinov za definiranje baz kubičnih zlepkov.
Tukaj predstavimo pristop, ki parametrizira kubični zlepek glede na njegove vrednosti
pri danem nizu stičnih točk. Kubični zlepek, če je x ∈ [ξj, ξj+1], definiramo kot
s(x) = γjA
−
j (x) + γj+1A
+
j (x) + δjC
−
j (x) + δj+1C
+
j (x). (7.7)
Tukaj so bazne funkcije za kubični zlepek definirane kot
A−j (x) =
ξj+1 − x
hj
, C−j (x) =
1
6
(
(ξj+1 − x)3
hj
− hj(ξj+1 − x)
)
,
A+j (x) =
x− ξj
hj
, C+j (x) =
1
6
(
(x− ξj)3
hj
− hj(x− ξj)
)
za j = 1, . . . , K − 1 in hj = ξj+1 − ξj. V izrazu (7.7) opazimo dva neznana parametra, in
sicer γ = (γ1, . . . , γK)T in δ = (δ1, . . . , δK)T , ki jih je potrebno natančno definirati.
Z izpolnjevanjem zahtev, da je kubični zlepek dvakrat zvezno odvedljiv v notranjih stičnih
točkah, lahko δ izrazimo v odvisnosti od parametra γ. Posledično je potrebno le γ
natančno določiti, da odraža zvezne odvode. Po izračunu odvodov in z upoštevanjem
matrične oblike (glej (5.5)), lahko kubični zlepek v (7.7) preoblikujemo kot
s(x) = γjA
−
j (x) + γj+1A
+
j (x) + FjγC
−
j (x) + Fj+1γC
+
j (x), če x ∈ [ξj, ξj+1]. (7.8)
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V (7.8) lahko opazimo, da je s(x)|[ξj ,ξj+1] linearen v parametru γ in tako je tudi s(x)
linearen v γ. Tako je možno gladko funkcijo izraziti kot vsoto produktov baz kubičnih
zlepkov bk(x) in neznanih parametrov γk z nizom K stičnih točk,
s(x) =
K∑
k=1
γkbk(x). (7.9)
Kot končni rezultat dobimo kubično zlepkovno funkcijo, ki predstavlja gladko funkcijo
s(x). Če upoštevamo model (7.4), kjer je s(x) izražena v obliki (7.9), dobimo linearen
model. Za dan niz stičnih točk, lahko uporabimo metodo najmanjših kvadratov za oceni-
tev neznanih parametrov. Za več informacij o zlepkih in kubičnih zlepkih, ki so definirane
na ta način, glej [15].
V nadaljevanju predstavimo dva pristopa ocenjevanja neznanega parametra β, tj.
1.) Tako imenovan nekaznovalen pristop: za dani niz stičnih točk dobimo model tako,
da minimiziramo vsoto kvadratnih napak ‖y−Zβ‖2. To je podobno metodi opisani v 3.
poglavju z razliko, da moramo tukaj poskrbeti za število stičnih točk. Tako preizkusimo
različno število stičnih točk, da lahko vidimo, kateri niz vrne najboljši primer modela.
2.) Tako imenovan kaznovalen pristop: tukaj se soočamo s problemom izbire optimal-
nega števila stičnih točk in s tem stopnje gladkosti s(x)-a. Ampak, predstavimo pa
možno rešitev, ki omogoča razmeroma veliko število stičnih točk in s tem visoko stopnjo
fleksibilnosti, hkrati pa izkoristimo pogoj gladkosti
∫
s′′(x)2dx, ki bi nadzoroval stopnjo
gladkosti dobljene krivulje. Torej,
∫
s′′(x)2dx meri, koliko neravna oz. valovita je krivulja
s(x). Model dobimo tako, da minimiziramo kaznovalne kvadrate, ker dodamo pogoj k
vsoti kvadratnih napak, tj.
‖y− Zβ‖2 + λ
∫
s′′(x)2dx.
Za lažje razumevanje, v obeh primerih predpostavimo preprost model, ki vsebuje samo
eno gladko funkcijo ene pojasnjevalne spremenljivke in s tem v drugem primeru samo en
pogoj gladkosti. Tukaj Z predstavlja tako imenovano gladko matriko. Glej [15].
Metodo najmanjših kvadratov z dodatnim pogojem gladkosti uporabimo, da dobimo
enostaven aditivni model. Tako minimiziramo
n∑
i=1
(yi − s(xi))2 − λ
∫ b
a
s′′(x)2dx. (7.10)
Prvi izraz v (7.10) meri, kako dobro se model prilega podatkom, drugi izraz pa kaznuje
modele, ki so preveč valoviti (neravni). Tako parameter glajenja λ nadzoruje razmerje
med prilagoditvijo modela in gladkostjo modela. Cilj je najti tak s(x), ki minimizira
(7.10) za dano vrednost parametra λ. Izraz (7.10) lahko zapišemo tudi kot
Sq = ‖y− Zβ‖2 + λβTSβ, kjer je xTi β =
q−1∑
k=0
βkbk(xi) = s(xi), i = 1, . . . , n,
z xi = (b0(xi), . . . , bq−1(xi))T in gladko matriko Z = (x1, . . . ,xn)T . Ko minimiziramo Sq,
dobimo cenilko β̂A izraženo kot
β̂A = (Z
TZ + λS)−1ZTy. (7.11)
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Opazimo, da je edina razlika med cenilko (7.11) in cenilko za linearen model, β̂, v izrazu
λS, ki se pojavi zaradi pogoja gladkosti. Zdaj, ko imamo cenilko β̂A, lahko izračunamo
µ̂ na sledeči način
µ̂ = Zβ̂A = Z(Z
TZ + λS)−1ZTy = Ay. (7.12)
V (7.12), A predstavlja "vplivno" matriko in je določena kot A = Z(ZTZ + λS)−1ZT .
Tudi tokrat opazimo, da je edina razlika med vplivno matriko in matriko s strešico H v
linearnem modelu v dodatnem izrazu λS. Za več informacij glej [15].
Rezultati
Namen 6. poglavja je poiskati končni aditivni model, ki temelji na teoriji iz 5. poglavja,
z metodo izločanja. Poskušamo najti najenostavnejši model, s katerim lahko pojasnimo
razmerja med povprečno BDP rastjo in nekaterimi pojasnjevalnimi spremenljivkami.
Med tem postopkom uporabljamo funkcijo gam() paketa mgcv, ki jo je predstavil Simon
N. Wood (glej [13]).
Preden začnemo s postopkom izločanja, preučimo vsako pojasnjevalno spremenljivko
posamezno, tj. najprej obravnavamo enostavne modele. Tako ugotovimo, kako se vsaka
spremenljivka v Tabeli 2.4 obnaša, prejmemo več informacij glede njene funkcijske oblike
ter kako vpliva na odvisno spremenljivko BDP rast. V ta namen, za vsako pojasnjevalno
spremenljivko zaženemo več različnih modelov. To pomeni, da preverimo če je pojas-
njevalna spremenljivka modelirana kot neka specifična funkcija ali kot gladka funkcija.
Uporabimo funkcijo gam() paketa mgcv, na sledeči način
*******************************************************************************
> install.packages("mgcv")
> library("mgcv")
> gam(y ~ s(x1, bs = ’cr’, k = *), family =*, data =*)
*******************************************************************************
Ko odkrijemo, kako je vsaka pojasnjevalna spremenljivka modelirana (parametrično ali
kot gladka funkcija), začnemo z metodo izločanja, ki smo jo že na kratko opisali pri
linearnih modelih. Kot rezultat dobimo končni aditivni model, in sicer
********************************************************************************
GdpGrowth ~ PrivateCON + I(PrivateCON^2) + I(PrivateCON^3) +
s(GovernmentCON, bs = "cr", k = 20) +
s(Investments, bs = "cr", k = 20) + s(Exports, bs = "cr", k = 20) +
s(Imports, bs = "cr", k = 10)
Parametric coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 1.329e+00 7.854e-02 16.918 < 2e-16 ***
PrivateCON 5.419e-01 2.483e-02 21.824 < 2e-16 ***
I(PrivateCON^2) -2.288e-04 1.154e-03 -0.198 0.843
I(PrivateCON^3) -5.162e-04 8.017e-05 -6.439 2.22e-10 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
---
Approximate significance of smooth terms:
edf Ref.df F p-value
s(GovernmentCON) 2.484 3.156 25.55 3.44e-16 ***
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s(Investments) 6.150 7.253 92.73 < 2e-16 ***
s(Exports) 8.396 9.709 81.67 < 2e-16 ***
s(Imports) 3.255 4.097 68.84 < 2e-16 ***
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
********************************************************************************
Poleg tega lahko končni model zapišemo tudi v obliki kot
E(GdpGrowth) =1.329 + 5.419 ∗ 10−1PrivateCON− 2.288 ∗ 10−4PrivateCON2− (7.13)
5.162 ∗ 10−4PrivateCON3 + ŝ1(GovernmentCON)+
ŝ2(Investments) + ŝ3(Exports) + ŝ4(Imports).
Nazadnje, napovemo BDP rast za leto 2016 za Slovenijo na podlagi zgoraj izpeljanega
modela z uporabo funkcije predict.gam(). Za več informacij glede funkcije glej [15] in
[13]. Da bi to naredili, potrebujemo dejanske vrednosti indikatorjev za 2016, ki pa so na
voljo. Spodaj je naveden izračun predikcije.
********************************************************************************
> new_data <- data.frame(PrivateCON = 4.2036, GovernmentCON = 2.4651,
Investments = -0.0748, Exports = 6.4467, Imports = 6.5878)
> SLO_prediction <- predict.gam(final_model, new_data, type = ’response’,
se.fit = TRUE)
# Result:
> SLO_prediction$fit
$fit
1
3.011351
********************************************************************************
Če primerjamo napoved 3, 01% z dejansko BDP rastjo 3, 15%, je očitno, da je napoved
zelo blizu resnični vrednosti. Zdi se, da je končni model dobra izbira za napoved BDP
rasti za določeno državo, v našem primeru, za Slovenijo.
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