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Synopsis
The current study evaluates an automatic system for real-time arc welding quality assessment
and defect detection. The system research focuses on the identification of defects that may
arise during the welding process by analysing the occurrence of any changes in the visible
spectrum of the weld pool and the surrounding area. Currently, the state-of-the-art is very
simplistic, involving an operator observing the process continuously. The operator assessment
is subjective, and the criteria of acceptance based solely on operator observations can change
over time due to the fatigue leading to incorrect classification.
Variations in the weld pool are the initial result of the chosen welding parameters and torch
position and at the same time the very first indication of the resulting weld quality.
The system investigated in this research study consists of a camera used to record the welding
process and a processing unit which analyse the frames giving an indication of the quality
expected.
The categorisation is achieved by employing artificial neural networks and correlating the weld
pool appearance with the resulting quality. Six categories denote the resulting quality of a weld
for stainless steel and aluminium. The models use images to learn the correlation between the
aspect of the weld pool and the surrounding area and the state of the weld as denoted by the
six categories, similar to a welder categorisation. Therefore the models learn the probability
distribution of images’ aspect over the categories considered.
Chapter 1
Introduction
1.1 General background
In the current technological landscape, computer vision for monitoring industrial processes
and quality control have advanced into more fields, leveraging the computational power of new
hardware and freeing labour resources. Several industrial sectors and various applications have
benefited from the advances in computer vision to remove the need for human labour to per-
form simple and repetitive work and even potentially dangerous and hazardous tasks, speeding
up production and improving manufacturing quality.
Welding is one particular area where technological innovation and automated computer vision
have seen limited advances in recent years. Until now, the hardware processing speed has been
the main limitation in establishing more accurate monitoring systems which make use of high
resolution images, high frame rates, or employing complex image interpretation algorithms.
Most of the research in quality control for arc welds focuses on post-weld non-destructive test-
ing (NDT). Although post-inspection is useful for detecting defects, once they are identified,
usually the weld needs repairing, which is expensive in terms of time and financial resources.
More accurate real-time identification is required to drive the cost down and decrease the time
required to complete the welding process.
Computing hardware and processing have improved rapidly and become commonplace while
the cost significantly reduced. The economies from hardware contribute profoundly to making
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the cost of a real-time welding monitoring system more justifiable. Moving the assessment
from post-weld to on-line, i.e. at the time when the component is being welded, improves not
only the time of detection but also the amount of work required to correct the defect.
New technologies and techniques for image processing have emerged in recent years [1], im-
proving the accuracy of feature extraction and even allowing automatic feature extraction, made
possible by machine learning. The use of customised hardware together with advanced image
processing techniques allow the analysis of large amounts of data within very short periods. In
particular, the use of the Graphics Processing Unit (GPU) accelerated image filtering, through
the application of the same command over the entire matrix of pixels simultaneously. Paral-
lelising an elementary, time-consuming but straightforward operation, brought a reduction in
the amount of time needed for image processing. On the software side, there has been a leap in
terms of vectorisation, coalescing operations into vectors and matrices in order to take advan-
tage of the parallel architecture of the hardware.
The approach undertaken in current research was made possible primarily by the advances in
hardware and software, but the problem of weld quality assessment requires more than pro-
cessing hardware and software.
Environmental aspects are essential in monitoring the arc welding process. The arc emits strong
ultraviolet (UV) light and electromagnetic waves while the electronic equipment, sensor and
processing unit are susceptible to electromagnetic fluctuations. Adequate electrical insulation is
required to prevent damaging the equipment or distorting the image acquisition. Humidity, vi-
brations and dust are additional factors which need to be taken into account when designing the
system. Space represents a constraint in some applications, such as narrow gap welding [2] [3]
where hardware miniaturisation plays a critical role. Images acquisition in an industrial envi-
ronment with strong and local illumination adds further to the challenges the envisioned system
needs to overcome.
The current study aims at researching a system, combining hardware and software for identi-
fying welding defects using imaging sensors in real-time, during welding, similar to an experi-
enced welder. The research focused on several aspects in tackling this problem:
• the welding problem: the identification of a suitable arc welding process that provides
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stability and luminosity suitable to an imaging sensor
• the imaging sensor problem: the choice of a sensor that can overcome the excessive
luminosity contrast produced by the arc process revealing details from the weld pool and
surrounding area
• the processing problem: the identification of a processing paradigm, a combination
of processing hardware and software with the potential of real time evaluation of the
welding condition, although the model deployment step is not considered.
1.2 Contributions and Outline
The content of this dissertation details the approach for linking the welding conditions to a
categorisation representative of the welding state.
Chapter 2 builds the background and literature review for the three problems addressed. Sec-
tion 2.1 looks into different welding processes with a particular focus on TIG welding, defects
and material. Section 2.2 takes a look at the current image sensors available on the market,
highlighting the desideratum and how different commercially available sensors compare with
the ideal sensor. Sections 2.3 and 2.4 shift the attention to the processing paradigms, describing
in details the state of the art in the image processing as well as mathematical background for
the paradigm chosen for this study, machine learning.
Chapter 3 details the system design choices and the system’s general layout starting with the
selection of imaging sensor (Sections 3.1 and 3.2). Section 3.3 provides details of the welding
process application on the two types of material used stainless steel 304 (SS304) and aluminium
alloy 5083 (Al5083), while Section 3.4 shows the images aspect and dataset statistics. The sec-
ond half of the chapter, Sections 3.5, 3.6, 3.7 and 3.8 details the machine learning parameters
choices influencing optimisation, the optimiser selected and the evaluation metrics employed
in this study.
Chapters 4 to 6 showcase the overall system performance when applied to the SS304 (Chap-
ter 4), Al 5083 (Chapter 5), and how the knowledge is transferred from Al 5083 to SS304
via neural architecture search (NAS) (Chapter 6). The chapters analysis move gradually from
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the high-level performance metrics to the granular models quality assessment, comparing fully
connected neural networks (FCN), convolutional neural networks (CNN) and neural networks
typologies generated by NAS.
Chapter 7 summarises the progress made during this research project, highlighting the ad-
vances in the image quality, data acquisition methodology and neural networks models design
and optimisation. The last thesis paragraphs gives a broad vision on the future directions for
the current research study.
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Chapter 2
Background and Literature review
This chapter provides the background and literature review of the main aspects involved in
assessing the welding quality. The chapter reviews the welding processes taken into considera-
tion for the quality assessment, describes the physical phenomenon underpinning each process
and highlights the specific advantages. Extensive coverage describes the TIG welding process
due to its broad applicability and adoption. Included is a non-exhaustive list of welding defects
and causes while the material description completes the welding section.
Data acquisition is an integral part of the study and one aspect differentiating the current study
from previous research. The literature dedicated to the weld monitoring varies broadly on the
type of data used in assessing welds. In the previous studies the types of parameter acquired
during the arc welding process include the welding current, arc voltage, welding speed and pass
number [4]. Such parameters are easy to record and do not require a significant amount of stor-
age and processing power. Different welding processes require a different set of parameters,
laser welding, for example, has different characteristics and the information acquired include
the laser power, welding speed and focal diameter [5].
The current study takes a different approach in terms of the type of signal acquired and the ac-
quisition time. Visual signal is a rich source of information revealing the state of the weld pool
in real time, carrying at the same time the very first indication of defect formation. Imaging
sensors for welding applications are rare, and they combine in many cases with additional illu-
mination to bridge the gap between dark background and excessively bright arc light. The alter-
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native to camera plus laser illumination is a different sensor that absorbs the light non-linearly
and employing post-processing, generating an image with a high dynamic range (HDR). The
study looks at different alternatives for acquiring the visual signal, highlighting the advantages
and disadvantages.
The study covers the weld image analysis extensively, reviewing the state of the art for non-
destructive testing (NDT) for different signals before delving into the image processing tech-
niques applied to the weld images. Recent developments in machine learning paradigm and
advances in hardware processing power placed the paradigm at the forefront of image clas-
sifications. The review explains the artificial intelligence (or machine learning) background,
and in particular, neural network architectures applied on image processing with the focus on
welding as well as studies and applications where the paradigm is applied.
2.1 Welding
2.1.1 Welding Processes
Welding arc physics
The welding arc occurs when a potential difference exists between the electrode and a work-
piece. The electrons are transported from the electrode to the workpiece via a medium com-
posed of ionised gas called plasma [6]. Plasma is a state of matter composed of free electrons
and ions. The plasma generally forms when atoms lose an electron resulting in a positively
charged particle called ion. The heat introduced by the arc keeps the plasma temperature high
facilitating atoms collision, which in turns produces free electrons and ions. The charged parti-
cles are accelerated in the electric field transferring the energy to the workpiece. The shielding
gas displaces the local environment atmosphere and replaces it with gases used during welding,
usually pure argon, helium, hydrogen, nitrogen, oxygen, or a combination of two or three. The
primary purpose for the shielding gas is the isolation from the local atmosphere, but at the same
time, the choice influences the arc ignition, heat transfer, metal transfer mode, penetration and
bead shape [7] [8]. The shielding gas also influences the temperature required to maintain the
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matter’s plasma state. Helium has a higher ionisation energy threshold than argon, requiring
higher temperatures, while at the same time produces a higher voltage drop and transfers more
heat input to the weld pool. The multi-atomic gasses as CO2 initially dissociate into the com-
posing atoms before losing electrons and becoming plasma. The split into C and O requires
energy, usually taken from hotter part of the arc, and loses energy through reassociation in the
colder parts of the arc. The whole process of dissociation and reassociation leads to increase of
arc’s thermal conductivity.
In real settings, the welding involves the addition of extra material, in the form of feeding wire,
to the weld pool generated from melting the component. The different interaction between
arc, wire and component describes the characteristics, advantages and disadvantages for every
welding process described below.
MIG/MAG welding
Metal Inert Gas (MIG) and Metal Active Gas (MAG) welding are processes where the arc
strikes between a consumable wire and the workpiece as in Figure 2.1. The difference between
inert and active arises from the shielding gas used: argon and helium being inert gases and CO2
an active gas [9]. The process claims the largest share in welding processes of choice in most
industrial countries due to several important features:
• low heat input - capable to weld plate of 0.5mm with minimum distortion
• high deposition rate - improving productivity
• applicable on a wide range of materials: steel of most grades, aluminium, copper, nickel,
etc.
• able to penetrate through coated materials - Zn-coated steel
• welding position versatility
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Figure 2.1: MIG welding process schematics
Depending on the values of the current and voltage, MIG welding is divided into three main
transfer modes:
• short circuiting (dip transfer) - when low heat input required. In this transfer mode, the
arc melts the tip of the wire which makes contact with the weld pool creating a short
circuit. The strong electromagnetic forces pinch the molten material connecting the wire
with the base material separating the two. The arc reignites, and a new cycle of arc-dip-
pinch occurs.
• globular transfer - the electrode (wire) does not necessarily touch the base material, but
the molten wire detaches and falls. The droplets dimensions are usually larger than feed-
ing wire diameter.
• spray transfer - is similar to globular transfer except for the droplets dimension which
are smaller than the feeding wire diameter. It requires higher voltage and current, and
no short-circuit. Due to high heat input, spray transfer is applied on the base material of
approximatively 5mm or above.
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Plasma welding
Plasma welding torch, Figure 2.2, is composed of inner plasma gas and outer shielding gas.
The arc strikes between a non-consumable electrode placed inside the inner tube and the base
material. The plasma arc welding advantages are:
Figure 2.2: Plasma welding process schematics
• The concentration of plasma arc is higher than tungsten inert gas (TIG), therefore more
insensitive to length variations
• higher welding speed - up to 5 times higher
• smaller heat affected zone (HAZ) and distortions
• low weld convexity
• capable of delivering keyhole welding and melt-in welds with the same equipment
Submerged arc welding
Submerged arc welding strikes an arc under a layer of powder flux covering the base material
in the surrounding of the weld pool. The flux shields the molten metal from the reaction with
the atmosphere, melting and forming a removable layer of slug. The submerged arc welding
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advantages are as follows:
• uniform, good quality and visually appealing welds
• the flux protects against arc light
• high productivity due to deposition rate
• deep penetration capability
Resistance welding
Resistance welding uses the property of the materials to resist when an electric current passes
through in exchange of heat emission. The pieces are initially pressed together until physical
contact, then using precise squeezing force an electric current passes between electrodes gen-
erating heat at the interface between the workpieces causing melt and fusion. The advantages
of resistance welding are:
• processing time is short
• no consumable needed (shielding gas, feeding wire, etc.)
• no noise or harmful gases produced
• small heat affected zone and residual stress
Friction welding
In friction welding, the pieces are physically rubbed against each other producing heat and
mix metallurgically. The surfaces, although visually smooth, have asperities at the microscopic
level. The asperities resist the motion deforming plastically and elastically generating the heat
required to bring the materials into a viscous state. There are several known types of friction
welding processes:
• friction stir welding (FSW)
• friction stir spot welding (FSSW)
• linear friction welding (LFW)
• rotary friction welding (RFW)
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Laser welding
Laser welding uses light to transfer the energy to the base metal for melting and fusing the
material. The unique process characteristics are the flexibility of light transport from the source
to the desired location using mirrors and glass fibres and the energy concentration delivered.
The lenses concentrate the ray into a few tenths of a millimetre on the surface of the material
or immediately under the surface melting the material instantaneously and even vaporising it,
producing a keyhole. Due to the small area affected, the material solidifies very quickly after
the light beam moves, producing a very small heat affected zone and minimal distortion. The
process is twice as fast as plasma welding and up to eight times faster than TIG welding. The
source of the light is commonly composed of CO2 or Nd:YAG (dopant neodymium (Nd) in
a transparent rod of yttrium aluminium garnet (YAG)), latter producing a 1.06µm wavelength
and is used for thinner material while the former produces 10.6µmwavelength and it is suitable
for thicker components.
Electron-Beam (EB) welding
EB welding uses electrons to join the workpieces together. The thin column of electrons, i.e.
electron beam, channels from the source to the metal via a vacuum to prevent the electron
absorption by the air. The beam energy concentration is even higher than laser welding while
the energy conversion from electrical input to beam output is very high. The vacuum, although
a drawback for scaling the process to large components, provides the benefit of assuring no
interaction between the atmosphere and the welded part is taking place. The advantages of EB
welding are:
• capable to weld up to 250mm components, as well as very thin material
• the welding speed is much higher than TIG welding, although the process efficiency is
hampered by the vacuum requirement
• weld without risk of atmospheric contamination
• low heat input therefore low residual stresses
• capable of welding difficult material
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2.1.2 TIG Welding Process
Tungsten Inert Gas (TIG), Figure 2.3, is a welding process invented in 1940. It works on the
principle of heat transfer from the tungsten electrode to the workpiece. The polarity of the
process influences the resulting welding quality with steel requiring straight polarity (negative
electrode, positive workpiece) for optimum penetration and minimum tungsten wear while alu-
minium and magnesium require alternating polarity for oxide layer removal. The isolation of
the process from gases naturally occurring in the air is achieved by shielding it with argon or
helium. Helium produces deeper penetration although it comes at an extra financial cost. Most
of the applications use pure argon or a mixture of helium and argon. The main factors influ-
encing the bead shape and subsequently the quality of the weld are current, welding speed, arc
length, shielding gasses, filler metals and electrode tip angle [10].
Figure 2.3: TIG welding process schematics
Current
The current is the most influential parameter having a direct impact on bead geometry, quality
of the weld and productivity. The current modes utilised are direct current in electrode negative
(DCEN) giving rise to a higher degree of penetration and travel speed, while the opposite mode,
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direct current electrode positive (DCEP) generates more heating and wear of the electrode. Re-
verse polarity (positive electrode, negative workpiece) is mostly used when welding aluminium
or magnesium due to oxide layer cleaning characteristics, although most of the time alternating
current is the preferred approach because it provides improved control of the heat transfer and
has a cleaning effect.
Travel speed
The welding speed influences the heat transfer to the workpiece. An increase in welding speed
correlates to a reduction of the heat input per unit of area and subsequently a decrease in weld
cross-section area (penetration depth and weld width decrease). The ratio between depth and
width, on the other hand, presents limited dependence on travel speed leading to the conclusion
that travel speed is uncorrelated to weld pool formation, it only affects the volume of melted
metal.
Arc length
Arc length increase translates to reduced penetration and cross section area due to radiation
loss in the arc column. An increase in arc length has to be assisted by an increase in voltage to
maintain the stability of the arc.
Shielding gas
Shielding gas provides isolation from the atmosphere which can lead to porosity, scaling,
change in chemical composition or weld cracking and affect the stability of the arc. Low
ionising gases improves the electric arc ignition while gases with low thermal conductivity
promote arc stability. Stainless steel and thin aluminium alloys welding require argon. Helium
requires higher ignition and maintenance voltage but has higher heat input transfer, suitable for
thick aluminium parts and copper alloys. A small amount of hydrogen (up to 5%) is used for
austenitic stainless steel to increase the heat input transfer and consequently the penetration and
travel speed.
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Electrode tip angle
The electrode in TIG welding is non-consumable, and the tip angle affects weld shape and
penetration depth. Small angles (30°-60°) increase penetration depth and arc pressure and have
high degradation while larger angles (60°-120°) provides acceptable depth-to-width ratio while
decreasing the tip degradation.
2.1.3 Defects
The weld defects are flaws in the weldment that renders the resulting product unsuitable for the
intended application. The confusion between imperfection and defects is a common mistake.
The application standards and welding procedure qualification standards define the limits and
classification of imperfections as defects. The task of navigating between standards could be
a daunting one because there are British Standards (BS), European Standards (EN), standards
issued by International Standards Organisation (ISO) as well as American Welding Society
(AWS) standards and American Society of Mechanical Engineers (ASME) standards. Some
of them overlap, some are identical, while others are entirely different. Each body issuing
standards tends to categorise them in two main categories: application standards and welding
standard. Welding standards are further sub-classified into procedure qualification standard and
welder qualification standards. The type of imperfections resulting as a consequence of apply-
ing the TIG welding process are numerous with varying degree of severity and are classified
as defects only in relation to a standard. This study covers an overview of the main types of
defects present in the weld without giving details in respect to the imperfections tolerances,
which are standard specific. The following list of imperfections is non-exhaustive and the im-
perfections analysed in the current research study do not correspond necessarily to workpiece
defects, but they can represent anomalies in the welding procedure which will eventually lead
to imperfection.
Lack of penetration
Lack of penetration defect is related to the failure of molten material to penetrate the workpiece.
TIG process decouples the material deposition and penetration; therefore it is less susceptible
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to lack of penetration. Usual causes for this type of defects are: thick root face, root gap too
small, insufficient heat input, misplaced welds, insufficient power input.
Incomplete fusion
Lack of fusion defects results due to insufficient melting of the previous layer or base material.
In order to avoid the lack of fusion, two main parameters have to be correlated: melting rate
and welding speed. Varying heat input and welding speed proportionally result in a good
weld. Another critical aspect for avoiding lack of fusion is choosing the correct torch angle.
A positive torch angle leads to wider, shallower welds, while negative torch angle results in
deeper, narrower beads.
In case of I-grooves, the inclination of torch influences the transfer of energy from the torch
to the base material, thus resulting in extra penetration in the wall the torch points towards
and insufficient penetration in the opposite wall. The presence of oxides or foreign materials
that prevents the fusion between weld and base metals also generates incomplete fusion. Poor
design of the groove, either the angle or the size could prevent positioning adequately the
electrode or block shielding gas leading to incomplete fusion.
Porosity
The presence of foreign gases within the weld denotes another type of defect, pores. Pores
can form in two ways: mechanically and metallurgically. Primary sources of contamination
are moisture or dirty wire and base materials. Under intense heat, the moisture vapourises and
absorbs into the molten metal. The driver for pores formation is the speed of metal solidification
(crystallisation speed). As the metal solidifies, the gas solubility reduces, pushing out the gas
from the solid material. With the crystallisation speed slow enough, the bubbles have time to
surface and escape to the atmosphere. The crystallisation front traps the bubbles in the metal in
case it moves too fast.
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Undercut
Undercut defects are grooves formed in the workpiece along the weld edge. An incorrect com-
bination of travel speed and arc voltage generates this type of defect. High travel speed, in
particular, promotes the formation of the undercut forming a peaked bead due to rapid solidifi-
cation. The molten metal is drawn from the weld pool edges by the surface tension towards the
centre of the weld. The solution for fixing the undercut is a decrease in travel speed or raise in
voltage.
Cracking
Cracking could occur within a weld bead, on the top or within the base material. This type
of defect occurs due to excessive heat supplied to the material. The material most prone to
cracking is aluminium due to the weld pool cooling while the base material is still hot. Steels
with a high content of carbon (≥ 0.4 wt%) are also more likely to crack because of their hard-
ness. The imbalance in microstructure (segregation) can also lead to an increased likelihood of
cold cracks. Another factor in the formation of cold cracks is the presence of hydrogen, gen-
erated by very fast solidification process. The cold crack initiation is due to residual stresses
or a combination of residual stresses and load stresses. However, given cold cracking occurs
post-welding (sometimes hours later), it may not be suitable for vision system detection.
2.1.4 Material
The current study uses two types of metals for investigating the processing paradigm feasibility
on identifying defects. Stainless steel and aluminium components are widely used in industry
and have different welding procedures. The difference in aspect and welding produces an
excellent example of the paradigm’s adaptive capability.
Stainless steel
Humans make use of iron for 7000 years (5000 BC) [11], the testimony being the discov-
ery of iron beads in graves in Egypt and with evidence, people smelted iron in Mesopotamia
around the same time. Although initially it was used for ceremonies, around 1300-1200 BC it
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transitioned towards mass production with the advent of Iron age. Later on, perhaps initially
accidentally, the iron was combined with carbon, forming steel. The abundance of iron on earth
probably played a role in its discovery. The earth is believed to contain 30% iron, most of it
placed in the core.
The most abundant iron ore is hematite (Fe2O3). Pure iron melts at 1539°C and can be com-
bined with various elements as carbon, chromium, nickel, manganese, molybdenum, vanadium,
and silicon to form alloys [12].
The mixture of iron and 0.02% to 2.11% carbon, as mentioned earlier, is called steel. The cate-
gory of interest in the current study is stainless steel. Stainless steel is a mixture of iron, carbon
and at least 15% chromium. Chromium combines with the oxygen covering the workpiece with
an oxide layer preventing further corrosion. Nickel is another element improving steel’s corro-
sion resistance. An increase in the amount of carbon increases the strength of the alloy as well
as hardness, but on the other hand, it reduces the free chromium content available in the alloy
by forming chromium carbide which reduces corrosion resistance properties. Stainless steel
performs well in tests measuring strength and ductility making it a good candidate for many
applications, although its increased manufacturing processing difficulty. Generally, stainless
steel splits into three main categories, as seen in Table 2.1: austenitic, ferritic and martensitic
stainless.
• Austenitic stainless steel is composed of roughly 18% Cr and 8% Ni, also denoted 18-8.
The nickel in the composition has the property of enlarging austenite region in the iron-
carbon phase diagram, facilitating the structure of austenite to exist at room temperature.
They are the most corrosion resistant of the three categories, very ductile, nonmagnetic
and used to fabricate food and chemical processing equipment as well as within applica-
tions requiring a high degree of corrosion resistance.
• Ferritic stainless steel grades have the composition of 15-20% chromium, very low car-
bon content and no nickel. Therefore the ferritic phase is present at room temperature.
Compared to austenitic stainless, they are magnetic, less ductile and less corrosion resis-
tant, being used mostly for kitchen utensils and jet engine parts.
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• Martensitic stainless steel is richer in carbon compared to ferritic stainless opening the
possibility of strengthening using heat treatment. The percentage of Cr stands at 18%
while Ni is non-existent.
Table 2.1: Stainless steel grades composition [12]. In this study grade 304 is used for some
experiments.
Chemical Analysis, % Tensile Strength
Grade Fe Cr Ni C Mn Othera MPa lb/in2 Elongation, %
Austenitic
302 71 18 8 0.15 2 515 75,000 40
304 69 19 9 0.08 2 515 75,000 40
316 65 17 12 0.08 2 2.5 Mo 515 75,000 40
Ferritic
405 85 13 0.08 1 415 60,000 20
430 81 17 0.12 1 415 60,000 20
Martensitic
403 86 12 0.15 1 485 70,000 20
403b 86 12 0.15 1 825 120,000 12
440 81 17 0.65 1 725 105,000 20
440b 81 17 0.65 1 1790 260,000 5
a Element in composition exceeding 1%. All grades contain approximatively 1% sili-
con and very small amount (<1%) of other elements such as phosphorus and sulfur.
b Heat treated.
Since the development of traditional stainless steel in the 1900s, the categories have expanded
to include precipitation hardening stainless steel and duplex stainless steel. Precipitation
hardening stainless contains 17% Cr and 7% Ni and other elements as Al, Cu, Ti, Mo, maintains
strength and corrosion resistance at higher temperatures and are strengthened by precipitation
hardening. The principal application of these alloys is aerospace. Duplex stainless, on the other
hand, maintains the equal balance between austenite and ferrite, inheriting austenitic grades’
corrosive resistance and improving on stress-corrosion cracking resistance. The duplex stain-
less application includes long term nuclear waste storing containers and wastewater treatment
plants.
Aluminium
Aluminium is a light element, abundant on earth but harder to separate from the ore. The main
ore found on earth is bauxite which is an impure mixture of Al2O3 and Al(OH)3 [12]. It was
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separated from ore in 1845 by the German physicist Friedrich Wohler after in 1807 the English
chemist Humphrey Davy failed. The mass production based on the electrolytic process started
in 1888 based on the work of Charles Hall and Paul Heroult. Aluminium forms alloys with
copper, magnesium, manganese, silicon, and zinc detailed below. It has excellent thermal and
electrical conductivity, and in combination with oxygen, it forms a thin oxide layer protecting
the workpiece. Aluminium categorisation based on elements combination are as follows:
• 1XXX - pure aluminium - it has good appearance and corrosion resistance, excellent
weldability and formability, but low strength.
• 2XXX - Al + Cu - it is strong, machinable, relatively satisfactory corrosion resistance,
poor formability and difficult to weld.
• 3XXX - Al + Mn - formable, resistant to corrosion, weldable and stronger than 1XXX
series.
• 4XXX - Al + Si - formable, relatively satisfactory corrosion resistance, weldable and
wear resistant.
• 5XXX - Al + Mg - strong, formable, excellent corrosion resistance, weldable
• 6XXX - Al + Mg + Si - strong, formable, good corrosion resistance, weldable
• 7XXX - Al + Zn, Mg & Cu - very high strength, machinable, relatively satisfactory
corrosion resistance, poor weldability
• 8XXX - Al + other
The heat treatment and work hardening influence most aluminium grades’ properties.
2.2 Imaging sensors
The current study approaches the welding condition monitoring from the perspective of visual
imaging. The visual imaging involves the utilisation of a sensor for acquiring images of the
welding conditions i.e. torch, weld pool and the surrounding solidified metal, in the spectrum
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similar to the human vision.
It is important to highlight that the light emission in the visible spectrum is not the only signal
generated by a welding process. The other signals are the welding process input parameters
and the resulting spectral emissions and bead visual characteristic. A non-exhaustive list of
recordable signals generated by the welding process are:
• voltage
• current
• wire feed speed
• travel speed
• shielding gas flow rate
• torch position
• acoustic emissions
• thermal emissions
• groove geometry
• bead geometry
The signals list includes preprocess, in-process and post-process information and choosing a
signal for analysis depends on the scope definition. Current and voltage, for example, are useful
post welding, although they are best analysed during welding when paired with the adaptive
control of the welding process. On the other hand, a thermal camera could capture the material
cooling rate, post welding, potentially revealing information related to the internal stresses
introduced by the welding process.
Related to vision, the welding processes, where an arc is present, emits light in a wide range
of frequencies, spanning from UV-C (200nm to 280nm), UV-B (280nm to 315nm), UV-A
(315nm to 400nm) to visible radiation (400nm to 780nm) and infrared (IR) radiation (780nm to
1mm) [13]. The amount of the radiation emitted in each band varies, depending on the welding
process chosen, i.e. TIG, MIG, the welding current and the welded metal. Generally, there are
higher levels of radiations emitted in the UV and near-infrared bands. Due to discrepancies in
the level of emissions at different bands, the cameras for welding processes struggle to mitigate
the effects of the bright arc and at the same time render an accurate image of the welding
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emissions.
The approaches to diminishing the excessive light emitted from the arc and welding pool split
into three main categories:
• the filtering of specific wavelengths bands. The approach performs global filtering (there-
fore the entire image or record is affected) or partial filtering for the area of the image
where the arc and weld pool is present.
• bridging the gap of luminosity by shining light over the process using a laser diode
• using non-linear light to electrons conversion sensor. The sensor absorption characteristic
is logarithmic, i.e. non-linear, having the benefit of reducing the electron emission for
a very bright area preventing the sensor from saturating. The technology name is high
dynamic range (HDR) because the range of the grayscale representation of luminosity is
not fixed and cover higher order of magnitudes that linear range.
This work scopes the selection of off-the-shelf camera systems for recording the welding pro-
cess.
Cavitar [14] specialises in diode laser illumination. The expansion into imaging sensors fol-
lows the route of bridging the luminosity gap by lighting up a laser over the weld pool in order
to offset the arc light and illuminate the entire scene. Cavitar takes advantage of the laser’s
high spectral brightness and careful filtering of thermal light. The technology demonstrates a
”cold” look appearance of the weld pool and surrounding area when applied on the arc welding
processes and laser welding. The package of camera, integrated laser illumination and optics
are all embedded into a one casing increasing the technology portability and usability.
Oxford lasers [15] employs a similar approach as Cavitar, using a laser to illuminate, except for
the high frame rate recording with short pulses of illumination. The laser operates in a narrow
bandwidth but with very high intensity. The high-speed camera is behind a filter which ex-
cludes all the radiation emitted by the subject under study and allows only the laser frequency
to pass through. The approach effectively eliminates all the powerful radiation emitted by the
arc, leaving the weld pool visible.
Invisuale [16] proposes an imaging sensor with HDR capability based on the logarithmic re-
sponse of the sensor to the light.
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Intertest [17] produces a camera dedicated to verification of the torch position, wire feed orien-
tation and weld part alignment. The system is an end-to-end solution of camera-monitor using
slightly older types of connectors, as PAL, not standard on electronic devices nowadays. Their
focus is on accessing remote places using hardware miniaturisation, rather than providing a
clean image of the weld pool. The camera’s main advantage is a dynamic range of 140dB re-
quiring no additional filter or illumination for in-process weld recording.
The camera of choice for providing the welding images is Xiris XVC-1000. It provides the high
dynamic range for offsetting the powerful arc light and at the same time, it is compact, easy
to interface with other equipment via Ethernet connection and equipped with an SDK (Stan-
dard Development Kit). The power is delivered to the camera through the Ethernet port, the
same medium used to send frames back from the camera to the computer. Since the Ethernet
port is universal and widely used in electronic devices, it facilitates the integration with other
equipment. The SDK provides a platform for delivering the frames to a downstream system to
automate processing. An important aspect for a camera is to provide clear images of the weld
pool and arc by tempering the powerful arc light and enhancing the weld pool appearance. The
feature offsetting the arc light in this instance is the High Dynamic Range (HDR). In this way,
the resulting image looks more balanced and closer to human vision. Xiris offers a stand-alone
camera, XVC-1000 [18] with the specifications detailed in Table 2.2.
Table 2.2: Xiris XVC-1000 specifications [18]
Image Sensor 2/3” Mono HDR CMOS
Speed/Resolution Up to 55 FPS at 1280 (H) x 1024 (V) pixels
Dynamic Range 140+ dB
Bit Depth 12 bits
Image Data Mono 8/16, Bayer 8/16
Shutter Range 1 µs - 53s Exposure
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2.3 Non-destructive testing (NDT)
2.3.1 Traditional NDT techniques
The range of methods for identifying defects in welds, or more general anomalies within the
structure of a component, includes radiographic inspection, magnetic particle inspection, ultra-
sonic testing, liquid penetrant inspection, Eddy current testing, acoustic inspection and visual
inspection.
Generally, the majority of the testing is performed after welding the component, without the
possibility for the process interruption or alteration for the flaw correction. Although the range
of testing includes a wide variety of possibilities, every technique exhibits advantages and lim-
itations, specific to the targeted combination of test-component pair. Over the past decades, a
number of sensing approaches have been proposed in the literature as a means to monitor, in
real-time, the weld pool. Among these approaches are the pool oscillation method [19, 20],
ultrasonic testing [21–23], infrared sensing [24, 25] and specular weld pool surface [26, 27].
Radiographic inspection [28] uses short electromagnetic waves to scan the workpieces. The
base material absorbs different amount of the radiation in comparison to the holes or material
inclusions, creating a greyscale intensity difference on the film placed behind the workpiece.
The disadvantages, in this case, are the equipment size, radiation hazard, access requirement to
both sides, unsuitability for certain geometries (e.g.tee joint) and skilful operator requirement
for the scan interpretation.
Magnetic particle inspection [29–33] is applicable on the ferromagnetic materials for detecting
surface and near-surface defects. The method is based on the flux leakage occurring at a flaw,
due to the magnetic field leaving the component. Therefore, the subsurface flaws magnetic
testing could detect defects located immediately under the surface. The component requires
partial or full demagnetisation at the end of the process.
Ultrasonic testing [34–36] is a technique for assessing non-destructively a workpiece using
sound waves (ultrasound) at high frequency, typically higher than the human sensitivity range.
The flaw identification derives from the speed with which the sound wave travels through ma-
terial [37], typically 6.3km/s in aluminium and 5.8km/s in stainless steel. The piezoelectric
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devices generate waves while, at the same time, the same device acquires the reflected waves
applying the reverse logic. Piezoelectric devices convert electric energy into mechanical energy
by changing their shape as a consequence of electrical excitation. The quartz is an example of
naturally occurring material with piezoelectric properties. The ultrasonic technique requires
calibration and complex signal interpretation and could only be performed for welds exceeding
6mm thickness. It could reveal surface and subsurface defects and it is suitable for automation.
Liquid penetrant inspection [38] identify surface defects by enhancing the contrast between
the flaws and the component background. The method requires careful attention to the general
surface condition as the application over rough surfaces highlights irrelevant features.
Eddy current testing [38] measures the currents variations introduced into the workpiece by a
coil carrying alternative current, placed in the proximity. The method is versatile, easy to auto-
mated, applicable on identifying not only the flaws but also the size and material variations.
All the testing methods outline until now are performed after the component reached the fi-
nal or close to the final stage in the manufacturing process. The oldest of all methods, visual
testing [38], is applicable at any stage during the process. Consequently, it has its limitations,
identifying only surface flaws and providing approximate quality feedback.
2.3.2 Classical vision approach
Vision techniques for NDT, typically refer to the acquisition and processing of electromagnetic
waves stretching from ultraviolet (UV) light’s lower bound 10−7m (100nm) to the infrared’s
(IR) upper bound of 10−3m (1mm). Within this range, the visible spectrum covers the region
between 400nm and 780nm [13].
Several authors analysed the plasma arc spectra [39–41]. The lines of the spectrum emitted by
the high-temperature plasma arc are recorded and used to determine the correlation between
defects and arc stability.
Other research studies reported the use of the specular light for the detection of defects in
welds. Specular emission is the reflection of the light from the welding pool. In the litera-
ture, approaches branch into the use of the raw specular light emitted from the weld [42] and
the reflections of the structured light projected onto the welding weld pool from an external
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source [43]. In a suite of publications, Liu and Zhang [44–46] combined the specular weld
pool surface representation of the TIG welding process with the adaptive neuro-fuzzy infer-
ence system (ANFIS) for establishing the correlation between the welding current and speed
and the back-side bead width. In a subsequent study [47] the same authors attempted to fuse the
human welders’ robustness to weld pool variations and the robot’s quick response capability
for offsetting varying welding currents and input disturbances.
Several other studies record the welding process [48–50]. One study approaches the combina-
tion of the laser illumination and video recording for offsetting the powerful arc light [51, 52].
The laser would shine light over the weld pool to bridge the luminosity gap between the very
bright arc and very dark surroundings. The alternative to laser illumination is filtering. The ad-
ditional filter blocks the UV and most of the visible light, the emissions range of the powerful
arc light. It allows near-infrared (NIR) light to pass, while the camera is sensitive within NIR
bands.
Some other applications involved assessing parameters that are hard to measure in real time.
Luo et al. [5] measured the weld quality based on the laser keyhole diameter, penetration depth
and inclination angle. When real data are limited, and the simulated data generalise well, man-
ufactured input, i.e. parameters generated by a computer model, represent an alternative [53].
The lines of the spectrum approach involve analysing the optical emission of the thermal
plasma. Mirapeix et al. [39] employed the approach extensively by utilising the techniques
for electronic temperature estimation and captured spectra correlation with the occurrence of
defects. The authors’ target was real-time implementation during the manufacturing of a large
steam generator for nuclear power plants. The advantages of this approach are:
• the optical spectrum includes emission lines of atoms present in plasma
• the sensor does not interfere with the process
• the CCD-based spectrometer are inexpensive
• the optical fibre is immune to the electromagnetic interference
An important characteristic deduced from the optical spectrum is the electronic temperature,
Te.
Three approaches for the data analysis are considered:
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• the spectroscopic analysis based on the background radiation for calculating Te using the
relation between single emission line intensity and the intensity of the adjacent back-
ground radiation. Subsequently, the Sequential Floating Forward Selection (SFFS) was
applied to reduce the dimensionality (i.e. the number of wavelengths). The choice of
optimal selection lines is a priori, and the monitoring involves measuring emitted light
at a particular wavelength relative to surrounding background level.
The background radiation has a wavelength of maximum emission, and it is stable for a
defect-free and constant parameters welding process.
• the second approach involves defect detection through the RMS spectroscopic signal.
The method avoids the plasma emission lines by windowing the spectra and considering
the plasma root mean square (RMS) spectral intensity within the selected window.
• the third technique is direct defect detection using artificial neural networks, a multilayer
feed-forward network with a back-propagation learning algorithm. Principal Component
Analysis (PCA) and Sequential Floating Forward Selection (SFFS) achieves the reduc-
tion of the amount of spectral information.
The methods validation took place through the welding of a tube-to-tube sheet for assessing
the detection and discrimination of defects.
Song et al. [43] used specular light for calculating the three-dimensional geometry of the weld
surface. The system projected structured light onto the weld pool and captured the reflected
light. The study system viability tests two algorithms: edge-point algorithm (EPA) and one
point algorithm (OPA), both assuming the convex shape of the weld pool. In EPA, the edge
points are assumed to be at the zero level in z-axis, and EPA-R (row) and EPA-C (column)
are used to calculate the slope. In OPA the reference zero level is a single point. The system
divides the weld surface into five regions due to the geometry not resembling a circle. Arcs
of different radius, deduced empirically, connect the five regions division points. Overall, the
OPA performs better due to a smaller error and smoother weld pool surface.
Fujita et al. [3] describe a system for observing a welding process of a thick-walled pipe from
different perspectives. The authors identify welding conditions considering the welding cur-
rent, welding voltage, welding speed, and wire feeding speed. The software assesses the devia-
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tion from the standard, preset values, and notifies the welder for exceeding the boundaries. The
system monitors the weld pool visually using an Infrared Charged-Coupled Device (IR-CCD)
camera, coupled with a neutral density (ND) filter and 1064 nm (infrared) narrow bandpass
filter. The software recognises weld pool shape, electrode, wire, and edge shape indicating the
correct position and notifies the welder for the detection of an abnormal value. The second
CCD cameras, placed behind welding zone, takes a three-dimensional view of the resulting
bead surfaces, assessing the level of porosity, undercut and overlap while analysing the colour
and texture appearance. The subsystem provides feedback regarding abnormal changes in bead
surface. An ultrasonic testing system completes the overall system. A neodymium-doped
yttrium aluminium garnet (Nd:YAG) laser (1064nm) is projected onto the material surface,
transforming few atomic layers into plasma which in turn produce a volume wave. The wave
propagates through the welded region becomes scattered and reflected, revealing defects bigger
than 1.6mm in diameter and at a depth of maximum 10mm.
Carrasco et al. [54] explore a method for the detection of flaws using an ensemble of multiple
views for discerning flaws from false alarms. The advantage of correlating redundant views as
opposed to single view processing lays in the power to filter out the false alarms, generated due
to the noise, from real flaws. The whole process is uncalibrated, meaning that it has no prior
knowledge of the object structure.
The technique involves two stages: identification and tracking. The proposed method is com-
posed of four steps:
• flaw identification - uses feature extraction for identifying the regions with flaws
• control points extraction - for tracking. The structure’s information resulted from fil-
ters application (e.g. segmentation, edges extraction, normalisation, smoothing) helps to
extract the reference points. The step has two stages:
– the matching of regions:
* firstly, the application of Otsu’s method
* secondly, extraction of Flusser-and-Suk moments from each region
* thirdly, the determination of corresponding regions
– the matching of control points represents the establishment of pair-points corre-
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spondence on the border of a region
• the tracking filters the flaws from false alarms. While a flaw exhibits a spatio-temporal
relation in a different view, a false alarm is similar to a random event. The author studied
tracking using two and three views.
• the intermediate classifier block is the decision making step. Based on the information
collected during the previous steps, the flaws are categories as flaws (F), false alarms
(FA) and potential flaws (PF).
Results for two and three-views tracking:
Step Flaws in False alarms Rate of Rate of
sequence in sequence real flaws (%) false alarms (%)
2-Views Track 190 198 100 51
3-Views Track 137 45 100 11.6
Table 2.3: Performance for the uncalibrated tracking [54]
Liao et al. [55] propose a method for defect detection by employing a background subtrac-
tion technique. The authors take advantage of the high-frequency characteristic of the pixels
that form the background, initially proposed by Kornprobst et al. [56], then it combines the
Friedman et al. [57] method of Expectation Maximization (EM), which states that the distri-
bution of values for each pixel are Gaussians mixture model. The algorithm consists of three
steps:
(a) Initialise mixture model for each pixel:
• calculate threshold T using Otsu’s method, by dividing pixels in two regions G1
and G2
• compute the average intensity values u1 and u2 for pixels inG1 andG2, respectively
• compute the average variance values v1 and v2 for pixels in G1 and G2, respectively
• define Gaussian models as G1(u1, v1, k1) for the weld region and G2(u2, v2, k2) for
the background. Parameters u1 and u2 are the clusters centres, v1 and v2 are the
distances and k1 and k2 are the frequencies
(b) Classify each pixel based on the mixture model and update the model
(c) Pick cluster centre of the Gaussian model of which frequency is higher
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In conclusion, the average methods time for processing one single frame is 25ms, which makes
it suitable for online usage.
Another application, discussed by Schwab et al. [58] describes a new method for measuring and
classifying spatter using a high-frame-rate camera by applying image processing techniques
and tracking the spatter. The camera operates at a sampling rate of 400 frames per second and
outputs a 1280×1024 pixels frame of 8-bit depth. A morphological operation applies to the
image with a circular 3-pixels filter. Therefore, objects smaller than 3 pixels in radius could
not be detected. The author tracks the spatter over several frames and tries to trace the objects
trajectories and calculates the a posteriori probability for tracks and false detections. The
experiment analyses 1200 images for the number of spatter events, average velocity, maximum
velocity and size in pixels mapping the pixels dimension to a real-world object.
Liu et al. [59] designed a system, hardware and software, for sensing the top side of a keyhole
plasma arc welding. The novel system consists of a CCD camera and a filter split in two part.
The different part of the filter attenuates the strong arc light and obtain a more balanced image.
The attenuation rates are 6% and 0%. The camera position is perpendicular to the welding
direction, on the side, observing the weld pool front, middle and rear sides. The team extracted
the weld pool boundary by applying Canny filtering followed by an algorithm for identifying an
initial point on the boundary. The authors examined the weld pool width and length variations
as permutations of current, voltage and welding speed were applied.
Jiang et al. [60] proposes a sequence of steps for processing the images from a CMOS. The
camera delivers images of resolution 1280x1024 pixels, at 40 frames per second, and it em-
beds a UV chip and narrowband filter of bandwidth 15nm and central wavelength 635nm. The
sequence includes target area interception, image inversion, intra-group variance threshold de-
termination, high-level morphological processing, FFT low-pass truncate filter processing and
Canny edge detector to extract the edge of the weld pool. The end goal of the study is to extract
the weld pool width, by identifying the maximal distance between two melting point boundary
perpendicular to the welding direction.
In another study, Zou et al. [28] proposed a method for defect detection in the spiral pipes us-
ing radiographic NDT images. The first step consists of filtering and thresholding the image
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followed by the application of the Prewitt filter for weld edges extraction. A custom designed
operator segments the defect by emphasising and smoothing the potential defect region. The
employment of Kalman filtering for tracking defect trajectory results in the classification of de-
fect vs no defect. The authors report that the method achieved maximum accuracy if 100%. The
authors also compared the Kalman filter approach against another method by Shao et al. [61]
based on Hough transforms. The proposed approach provides further resilience against velocity
variations with a maximum detection rate of 91.1% as opposed to 66.7% for Hough transform
approach.
An alternative approach investigated by Fidali et al. [62] focussed on fusing the visual spec-
trum and the infrared spectrum into one single image, suitable for downstream assessment.
Two cameras provide images, uncooled infrared camera Infratec VarioCam Head and visible
light CCD camera ImagingSource DMK21AF04, both delivering 640x480 pixels images. The
authors started by studying several techniques for the image registration and the image ag-
gregation, eventually settling for edge orientation maps algorithm and shift-invariant wavelet
transform (SIH), respectively. The identification of the suitable conditions for MAG welding
involved expanding the study to statistical evaluation of the predefined area of the arc region.
The features used for the evaluation include: mean, RMS, variance, standard deviation, contrast
and entropy. The topological assessment of welding area used the features: major diagonal, mi-
nor diagonal, perimeter and area. The analysis of intensity profiles along lines predefined in
the arc, welding area and heat-affected zone used the features: total width, left width and right
width. A k-nearest neighbour classifier discriminates between different welding conditions us-
ing the features enumerated above, reporting a maximum accuracy of 64%.
The current study analyses the signal received from an imaging sensor. Taking into account that
images are grayscale, an image is a signal in two dimensions. Although the signal amplitude
(pixels values) is important, the image pixels organisation give rise to features that are as impor-
tant as the values themselves. The current research refrains from applying filters with the effect
of dimensionality reduction over the image (e.g. Canny filter, Sobel filter, Harris operator, high
boost filter, Scale-invariant feature transform (SIFT)) allowing the neural network architecture
to arrive at the optimal kernels. Although, to the human eye, the image might become clearer
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after the application of a filter the result is the information removal or alteration of a process-
specific, authentic signal. One potential benefit of pre-processing filter application could be the
reduction in the processing resource required for each image. Since the aspect of transfer to
the production environment is not of primary concern in the current study the pre-processing
filtering is not approached. On the premise the input signal is in a grid format, the state of the
art research in the field of vision for recognition is machine learning.
2.4 Artificial Intelligence (AI)
The welding process control system using some form of artificial intelligence (AI) started with
the introduction of neurofuzzy architecture by Zhang and Kovacevic [63, 64]. The neurofuzzy
algorithm was capable of adapting and controlling the non-linear nature of TIG welding by
establishing a correlation between the weld pool boundary and the top-side and back-side bead
widths.
The field of artificial intelligence experienced unprecedented growth in popularity in recent
years due to unparalleled power for adaptation with impressive results in various tasks rang-
ing from image classification as in [65], [66], [67], [68], natural language processing (NLP) as
in [69], [70], [71], language modelling through the work from [72], [73], to handwriting recog-
nition in [74] and prediction of chaotic systems [75]. Although the relevant results emerged
relatively recently due, primarily, to increase in computational capabilities, the concept of neu-
ral networks is not new. The paradigm appeared initially in the 1940s under the name ”cyber-
netics” in work of McCulloch and Pitts [76] and developed subsequently by Rosenblatt [77]
and Widrow et al. [78] in 1950s and 1960s, respectively. Another breakthrough came in the
late 1980s from Rumelhart, Hinton and Williams [79] with the invention of backpropagation
(optimisation technique) for training neural networks, used to this day almost exclusively. The
best known and one of the first application of neural networks came in 1989 from LeCun et
al. [80] for automatic digit recognition by connecting the lattice structure locally, similar to
Neocognitron by Fukushima [81], nowadays known as a convolutional neural network (CNN).
Empirically, it was observed that neural networks trained on one dataset of images could per-
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form synthesis (feature extraction) of any other dataset never used before and furthermore, by
training on the new dataset (fine-tuning) the network uses the previously determined internal
parameters as the starting point to further enhance the performance.
AI is the overarching umbrella encompassing, depending on the definition, constraints and con-
trol theory, computer vision, search and optimisation, reasoning, NLP, machine learning, etc.,
generally any system that mimics the human intelligence in some form, but with significant
limitations, at least for the moment. Machine learning (ML) is only a subset of AI concerned
with techniques allowing computers to improve at performing a task with experience. Neural
networks are a subset of machine learning, as shown in Figure 2.4, which uses a cascaded lattice
of nodes for processing the input. Deep learning/deep neural networks (DNN), the architecture
most used, are subsequently a subset of neural networks, being endowed with several hidden
layers. Computer vision, on the other hand, is an interdisciplinary field that intersects machine
learning due to the application of neural networks on images. In this work, the emphasis falls
on machine learning using neural networks as the underlying architectures for classification.
Figure 2.4: AI field and denominations
2.4.1 Machine learning
Machine learning paradigm looks to identify a model f from a set of models F that solve some
particular problem. The mapping from input to output could be achieved non-parametrically,
for example, the Nearest Neighbour [82] is approximating the label as being the same as the
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nearest example, or parametrically as in the case of neural networks.
Models in machine learning come in sets (or families) of functions F = {fθ|θ ∈ Θ}, with
fθ(x) = fF(θ, x) for function fF : Θ×D→ T where parameters θ ∈ Θ and input x ∈ D maps
on a task T. The parameters θ are learnable by following the prior knowledge and structure of
fF . Therefore, the family F , from which fF is part of, directs and limits the kind of solution
the model can learn.
Learning is a process of finding f ∗ from a family of models F for performing task T, which is
identical to finding the optimal parameter value θ∗ ∈ Θ. The metric for convergence towards
the optimal solution is measured by defining some error (or loss) measurement between the
models output and the ground truth output. Assuming π being a distribution over D and L
some define loss, the minimisation is:
f ∗ ← arg min
f∈F
Ex∼π[L(x, f)]
where Ex∼π[L(x, f)] is the expected loss or generalisation error, while Ex∼π is the expectation
over x sampled from distribution π. In reality the distribution π is unknown, but the dataset
D = {x(i) ∼ π|0 < i ≤ N} is from π, called the training dataset. In practice, an approach
called Empirical Risk Minimisation is employed to approximate the function defined as follows:
f ∗ERM ← arg min
f∈F
1
|D|
∑
x∈D
L(x, f) def= arg min
f∈F
REMP (D, f)
where REMP is empirical risk, same as the error on the dataset D and is similar to maximum
likelihood learning in probabilistic models.
2.4.2 Regularization
Given a sufficiently flexible family of models F , one can theoretically choose a function that
approximates to perfection the dataset D, totally avoiding generating a mapping between input
and output that reflects the distribution π.
To understand and measure the power of the model to represent the distribution (or generalisa-
tion error), one has to segregate a part of the distribution π, denotedDtest and called test dataset
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so that there is no overlap between the two partitions. Empirical risk in this case is defined as
REMP (Dtest, f) and by comparing to the training dataset empirical risk (REMP (Dtrain, f),
Dtrain ∪Dtest = D), the model is said to be over-fitting or under-fitting. Over-fitting is the sce-
nario when training error is small while testing error is very large. To overcome this scenario,
one has to reduce the search space, F , manually by eliminating the functions that memorise
D without a parametric representation of π or to introduce a regularisation term (or a penalty),
restricting the search space for f . The adjusted equation for regularised parameters search is:
f ∗ERM ← arg min
f∈F
REMP (D, fθ) + λΩ(θ)
with λ > 0 and ∀θ ∈ Θ : Ω(θ) > 0. Ω(θ) is called regularisation term, must be differentiable
and its selection is very task specific. λ is the weight of regularisation and drive the minimi-
sation of Ω versus the minimisation or REMP . At the same time λ is not similar to any other
parameter θ which means it cannot be learned, it must be set at the beginning of training and it
is put in the category of hyper-parameters together with some other parameters discussed later.
Due to the fact that hyper-parameters are a different set of parameters (λ /∈ Θ) the model selec-
tion that incorporate the tuned values is assessed on yet another dataset, independent of Dtrain
and Dtest, which is called validation dataset Dvalid drawn from the same distribution π. Min-
imising the empirical risk on the dataset Dvalid for some parameters θ found on dataset Dtrain
for a fixed choice of hyper-parameters renders the optimal solution for the task. Mathemati-
cally, the minimisation is defined as:
λ∗ = arg min
λ∈R
REMP
(
Dvalid, arg min
f∈F
REMP (Dtrain, fθ) + λΩ(θ)
)
The search for optimal hyper-parameters (in this example only λ, but in reality there are sev-
eral) take different routes from manual tuning by intuition of experienced researcher [83] to
more systemic approaches involving grid-search, random-search [84], reinforcement learn-
ing [85, 86], evolution [87], sequential model-based optimization (SMBO) [88], or gradient-
based search [89].
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2.4.3 Supervised learning
Depending on the nature of the task one common division for the machine learning is Su-
pervised learning and Unsupervised learning. Supervised learning rely on the assumption
that acquiring image and label pairs (x, y) ∈ X × Y is a tractable task. Given the set-
ting, the aim is to identify the true conditional distribution π(y|x) from the dataset D ={
(x(i), y(i)) ∼ π(x, y)|0 < i ≤ N
}
of identically independently distributed (i.i.d) examples.
Allowing a model fθ to define a parametrised conditional probability density function pθy|x
opens the door for leveraging the knowledge from statistics and probability for the identifica-
tion of optimal set of parameters θ.
Binary classification
Binary classification denotes that cardinality of Y is 2. The model is regarded as Bernoulli
distribution mean:
pθ(y|x) =

1− fθ(x) for y = 0
fθ(x) for y = 1
The similarity between the conditional Bernoulli distribution and the true π(y|x) distribution is
the error and it is measured using the cross-entropy:
LCE((y, x), fθ) = −y log pθ(y|x)− (1− y) log pθ(1− y|x)
= −y log fθ(x)− (1− y) log(1− fθ(x))
Multi classification
Multinomial classification refers to the case when there are more than two classes, although
mutually exclusive. The approach uses a vector with n entries, one for each class, populated
with 0s everywhere except the position, k corresponding to the class, where the vector holds
the value 1 (e.g. [1, 0, 0, . . . , 0] for belonging to class 1, [0, 1, 0, . . . , 0] for belonging to class
2, etc.). In this case, the formula for approximating the similarity between the distributions is
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negative log likelihood, formulated as:
LNLL((y, x), fθ) =
∑
k
−yk log pθ(yk|x) =
∑
k
−yk log fθ(x)k
where pθ(yj|x) is the probability for sample x to belong to class k and fθ(x)k is the k-th position
from the vector fθ(x).
2.4.4 Neural Networks
Neural networks is a computing paradigm, a specific set of models, initially introduce in 1958
by Rosenblatt [77] and composed of three types of layers: input layer, hidden layer and
output layer, as in Figure 2.5. The input layer denotes x ∈ X , and in the case of this study,
Figure 2.5: Fully Connected Neural Network [90]
it is the images. It has a fixed number of nodes, and each node is connected to every node
in the subsequent layer. The hidden layers stage is composed of several layers representing
latent computations. The last layer is called output layer and represents y ∈ Y . Each node is
represented by a circle in Figure 2.5 with with detailed computation described in Figure 2.6.
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Figure 2.6: Neural network node internal operations [91]
Input layer receives the image (e.g. one node for every pixel) then the values are multiplied
by w111, w
1
12, . . . , w
1
1n, w
1
21, w
1
22, . . . , w
1
2n, all collated into a matrix called W
(1) after which the
biases b is added to the sum of weighted input as follows:
y
(j)
k = σ
(
b
(j)
k +
n∑
i=1
x
(j−1)
i w
(j)
i
)
where y(j)k is the k-th node in the hidden layer j with bias b
(j)
k , and σ is the a non-linear
function (activation function).
The network aims to output y∗ that matches the mapping (x, y) defined earlier and the process
of minimising the difference between y∗ and y is called learning. The network minimises
the difference by changing the values of the weights and biases (W, b). (W, b) represents the
parameters of the model ((W, b) ∈ θ). The entire structure of the network is a computational
graph with the number of hidden layer and the number of nodes in each hidden layer being task
specific. A network with one hidden layer is shallow, and one with more than one hidden layer
is deep (hence the name deep learning, or deep neural networks).
The intuition for the neural network is that of a functions composer. The successive layers
add their weights and biases constructing a complex function that maps the input to the output.
The non-linearity to be composed for every node is given by the activation function σ. Some
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examples of activation functions are sigmoid, tanh and rectifier function.
sigmoid(a) =
1
1− e−a
tanh(a) =
ea − e−a
ea + e−a
rect(a) =

a, a > 0
0, otherwise
The output layer in case of multi-class classification uses softmax for transforming the output
into a probability distribution.
Convolutional Neural Networks
This study applies the fully connected neural network architecture (FCN) [92–95] and convo-
lutional neural network (CNN) [96] for processing the weld images. FCN and CNN are subsets
of the larger ANN processing paradigm [91]. The concept of convolutional neural networks
(CNN) came from the work of Hubel and Wiesel [97]. Both architectures have an input layer
for receiving the image and an output layer for the classification label. In FCN there is a con-
nection between each input pixel and every node from the subsequent layer. In case of CNN,
the region for kernel application is limited to the kernel dimension. One of the first application
of CNN [98] was character identification [99].
A representation of convolution dynamics is Figure 2.7, where the input image (green) con-
volves with the kernel (red) outputting one single value (purple). Each layer has several filters
(3 × 3, 5 × 5, or generally n × n), also called kernels, convolving with the input image and
outputting another set of images called feature maps. To reduce the feature maps dimensional-
ity a step of pooling (sub-sampling) applies to each feature map. The pooling applies on local
patches from the feature map summarising the patch. The summarization can take the form of
maximal response (selecting the larges value from the patch), also known as max-pooling or
averaging the patch, also known as mean-pooling. CNN general layout is shown in Figure 2.8.
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Figure 2.7: Convolution between a feature map of dimension 5 × 5 (green) and a kernel of
dimension 3 × 3 (red), stride 1 and image padding 0. The result is another feature map of
dimension 3× 3 (turquoise).
Figure 2.8: Succession of convolutional layers in a CNN
By traversing the input image one pixel at a time (stride 1) horizontally or vertically, another
image (feature map) is created (turquoise). The reduction in the number of parameters required
to produce the same output is significant compared to FCN. As an example in the current
displayed setting of Figure 2.7, there are 3 × 3 = 9 weights producing 9 outputs, while in the
case of fully-connected networks (FCN), producing the same output would require 5× 5× 9 =
225 weights because the number of parameters grows quadratically with the input image size.
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Optimization
The optimisation in the context of the neural network implies finding the optimum set of pa-
rameters θ such that the expected cost on a dataset is minimised:
θ∗ = arg min
θ
L(θ)
where θ is the set of parameters, andL is the average of expected loss over the entire dataset and
a regularisation penalty. The cardinality of θ in case of a neural network varies widely and could
easily be in the order of millions. As such, the approach of guessing the parameters is out of the
question. The problem further complicates by the non-convex nature of the multidimensional
space described by the millions of parameters.
Gradient Descent
The problem tractability could be improved by imposing constraints on L, such as requiring
L to be differentiable with respect to the parameteres θ. The partial derivates of L build a
map of the parameters’ landscape for a specific set θ and taking a small step in the direction
opposite to the gradient results in a reliable minimisation of the function L, therefore the ex-
pected loss. The method is the Taylor’s first order expansion of L and is given by the Jacobian
J =
[
∂L
∂θ1
, ∂L
∂θ2
, . . . , ∂L
∂θm
]
.
The algorithm name, gradient descent (GD), highlights the move down the slope described by
the gradients. Another hyper-parameter ε ∈ R+ controls the step size. Too big ε and the al-
gorithm will diverge, too small ε and the algorithm will converge very slowly or not converge.
The increase in the dataset has a direct impact on the convergence speed of GD. A better
Algorithm 1 Gradient Descent Algorithm
1: Initialise the model randomly by θ0
2: while not close enough to solution do
3: ∆θ ← 0
4: for all x ∈ Dtrain do
5: ∆θ ← ∆θ −
(
∇L
(
x, fθ[t]
))T
6: end for
7: θ[t+1] ← θ[t] + ε∆θ
8: end while
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approach is to update the parameters after every example (Stochastic Gradient Descent (SGD))
or after several examples (Mini-batch Stochastic Gradient Descent (MSGD)). The mini-batch
refers to a small number of samples from the training dataset after which an update of param-
eters is performed. Iterating over all examples once is denoted a epoch. When mini-batch is
equal to 1, it is SGD, conversely, when the mini-batch is equal to the cardinality of Dtrain,
it is GD, while everything in between is MSGD. Stochastic methods, besides accelerating the
learning, points roughly towards the local minima introducing noise, arguably helping to escape
narrow minima. The algorithm could be accelerated further by endowing the update step with
a momentum, moving in the direction that is the most consistent. Let g = ∇θL. The update
step is composed of v ← αv + g and the applied gradient is ∆θ ← εv. The additional term
weighted by α is an exponentially-decaying sum of previous gradient directions, also called the
first-moment gradient.
More advanced optimisers seek to change the learning rate ε dynamically for every parameter.
Adagrad [100] is one example of algorithm by calculating initially the running sum of the
squared gradients v ← v + g  g and update the gradients as ∆θ ← − ε
δ+
√
v
 g, where δ is
a very small number (e.g. 1e−5) for avoiding division by zero. Adagrad accumulates in the
denominator the square roots of the sum of square gradients (second-moment or uncentered
variance), reducing the learning rate for fast changing parameters. It is also the technique’s
weak point, as gradients keep changing, the learning rate decreases, driving learning to a halt.
Alleviating the effect are RMSProp [101] and Adadelta [102] algorithms calculating a run-
ning mean for the second moment, v ← δv + (1 − δ)g  g, before updating the gradients.
Combining first and second running moments is Adaptive Moment Estimation (Adam) [103]
algorithm with the advantage of damping large gradients and boosting low gradients.
2.4.5 AI and Welding
AI and welding found intersecting paths involving the welding output signal processing. One
approach involves spot welds assessment with the help of computer vision. The study [104]
reported a method of image registration based on geometric pattern matching, image segmen-
tation, feature extraction and defect classification using an Artificial Neural Network.
41
The localisation of the weld spot requires two steps. The first step is edge detection utilising
the Canny filtering. Disjoint edges connect into chains then a geometric de-noising method is
applied.
The second step is course registration, measuring the similarity between images by calculating
the gradient direction of edge points. Four parameters describe the course registration result,
i.e. assessment of similarity between images: scale parameter s, i.e. one image can be a zoomed
version of another, rotation α, i.e. one image can be a rotated replica of another, translation tx
and ty, i.e. one image can contain the same object but not at the same place within the image
relative to image frame.
The next stage, having localised the weld spot, is the electrode imprint segmentation. Segmen-
tation is a technique for grouping together feature sharing similar characteristics based on a
threshold, edge detection and region detection. In this paper the author used the compactness
as a feature, with the definition:
Compactness = 4π
area
perimeter2
The next stage, after segmentation, is the feature extraction. The extracted features (see Table.
2.4) of all segmented regions are area, major axis, minor axis, solidity, perimeter, convex area,
eccentricity, orientation and compactness.
1 Area A =
∑n
i=0
∑n
j=0 ai,j
2 Major axis L =
∑n
i=0
∑n
j=0 p · (ai,j − u)
3 Minor axis e =
∑n
i=0
∑n
j=0 q · (ai,j − u)
4 Solidity S =
∑n
i=0
∑n
j=0 ai,j/Ac
5 Perimeter P = number of pixels forming boundary of object
6 Convex area Ac =
∑n
i=0
∑n
j=0 ai,j
7 Eccentricity E =
√
1− b2/a2
8 Orientation O = angle of L
9 Compactness C = 4π area
perimeter2
Table 2.4: Features formulas [104]
The subsequent stage, classification, uses an artificial neural network (ANN) trained to dis-
tinguish between defects. The author reports the classification of six defects without, however,
mentioning what type of defects. The reported accuracy of this approach is 98% in classifying
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the defect correctly and 99% in detecting a defect.
Hou et al. [105] investigated a system for identifying weld defects in x-ray images using a
Deep Neural Network architecture. More precisely, the author used three stacked sparse auto-
encoders (SSAE) for extracting relevant features from images. Subsequently, the classification
stage divides the images into two categories, no-defect vs defect. The system processed images
by dividing every image into 32x32 blocks, with a stride of 2 pixels between each block, and
applying the classification on each block accumulating a score for each pixel within the image.
The authors trial a different number of layers, nodes within each layer, and training parameters
combinations for finding the best performing configuration achieving, in the end, a 91.84%
accuracy.
2.4.6 Neural Architecture Search
The empirical evidence of bigger, deeper and fine-tuned networks exhibiting higher accu-
racy [106], [107] drives the shift from finding model weights to finding the combination of
weights and inter-weight linking topology. The architecture search could be performed man-
ually, requiring human input in defining every single internal aspect of a model: number of
layers, layers’ type, layers linking, node activation functions, loss metric and optimisation pa-
rameters.
The next logical step in improving the current models is to automate, at least partially, the search
for architectures. It is finding the optimal number of layers of optimal type, with the right in-
terlinking topology, bearing in mind the number of layers could be, virtually, infinite, with
infinite ways of processing the input and an even larger number of inter-node combinations,
transforming the problem into an intractable task even for the most powerful supercomputers.
It assumes unconstrained search for, ideally, the best model for identifying the difference be-
tween defective welds and good welds. By stepping back from the ideal model, the architecture
search could break into the definition of the searching space, a procedure to explore the space
and accuracy forecasting, described in Figure 2.9.
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Figure 2.9: Neural Architecture Search structure. The forecasting is applied in architecture
instances sampled according to the exploration procedure from search space.
The description for each of the steps for the Neural Architecture Search (NAS) is as follows:
• Search space definition represents the typological boundaries of the model search space.
The search space could incorporate prior knowledge of the task at hand, therefore, di-
minishing the search space. One example could be searching for all the models of two
convolutional layers of at most ten kernels in each of the layers, with layers connected
sequentially. Although nothing guarantees the best model satisfies these properties, the
search space is tractable. The constraints act as a loose bias instilled by the model de-
signer in much the same way as defining a single architecture rigorously, i.e. 3 layers,
5 kernels/layer, sequential layers interlinking. The looser the bias the larger the search
space.
• Space exploration procedure defines a method for searching the space for finding the
optimal architecture candidate. Ideally, the search would be quick and would avoid sub-
optimal candidates at the same time, in a typical exploration-exploitation balance.
• Accuracy forecasting is already used in machine learning when searching for networks’
hyper-parameters. A fixed architecture uses a training set to adjust parameters and test
set to measure the accuracy on unseen data. In this sense, an architecture search used a
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fraction of training set to forecast the accuracy of training a particular architecture on the
whole training set. The smaller the fraction or, the faster the forecasting processing, the
faster the exploration becomes.
The typologies search space (or search space definition) covers the type of architectures the
model designer allows the exploration. Figure 2.10 shows three types of architectures: chained-
structured typology, typology with residual connections and branched architecture. The fun-
damental linking characteristic is graphical acyclic typology, meaning that there are not loops
during processing cascade. Therefore the search space is all graphical acyclic networks of n
layers.
Figure 2.10: Networks typologies. Each rectangle is a layer (e.g. convolution, sampling) and
each layer receives input from one or more previous layers forming an acyclic graph.
The typology parametrisation:
1. the number of layers, n, possibly very large [108],
2. the operations performed by each layer: convolution, sampling, etc [109],
3. the parameters defining the operations, as the number of kernels, the kernel size and the
kernel stride.
Generally, the input for every layer is a function of the previous layers’ output as fi(Li−1, . . . , L0).
More precisely, for chained architecture the input for layer Li is the immediately previous
layer’s output fi(Li−1, . . . , L0) = L(i − 1). DenseNets, as in case of Figure 2.10 (centre),
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fi(Li−1, . . . , L0) = concat(Li−1, . . . , L0), the concatenation of every single output of previous
layers.
The exploitation of the repeated patterns observed in many hand-designed architectures ( [83],
[110], [111]), led Zoph et al. [86] to the introduction of the cell, as the building block for
architectures. Instead of searching for an architecture with alternating layers of either batch
normalisation, convolution and sampling, the proposed idea creates a new entity, the cell, com-
posed of such patterns that act as a unity while the whole architecture is a series of such cells.
The exploration procedure, in this case, searches for the best cell that placed in the context of a
network exhibits the best performance. The author proposed two variants of cells: the normal
cell which preserves the input size and the reduction cell which shrinks the input size, reducing
the input dimensions.
The approach [87], [89], [112], [113], [114], [115] severely reduces the search space as the cells
have smaller dimension than a network and secondly, the cell typology found can be transferred
to other tasks. An example is the cell typology exploration taking place in this study for alu-
minium alloy 5083 dataset with the found cell applied for training neural network destined to
classify Stainless Steel 304 dataset.
It is easy to fall into the exploration of meta-architectures, namely how many cells and what
interlinking should take place between cells if the cell typology exploration becomes over-
simplistic. Typically, the cells typology should take into account the optimisation of meta-
architecture during the process of exploration.
Liu et al. [112] defined stages of composition called hierarchical network composition. The
first stage defines what operations a cell could perform (e.g. convolution, sampling, identity,
no operation, etc.). The second stage is the linking operations inside a cell, defining which
operations feed into which one. The third stage is linking the cells. Zoph et al. [86] chose a
sequential model while in another study Cai et al. [115] used the linking designed by Huang et
al. [83] in DenseNet.
The space exploration procedure takes several forms including random search, evolutionary
techniques, Bayesian optimisation, reinforcement learning (RL) or gradient-based approach.
NAS became a branch of machine learning relatively recently with the work of Zoph et al. [85]
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on reinforcement learning. The only caveat in their approach is the vast amount of processing
power required, approximatively 800 GPUs for three to four weeks. The evolutionary algo-
rithms are older that Zoph et al. work for finding architecture and even for weights as in the
work of Angeline et al. [116], Stanley et al. [117], Floreano et al. [118] and Stanley et al. [119].
The reinforcement learning approach for NAS precedes the emergence of the concept of the
stacked cell for the neural networks. The work of Zoph et al. [85] used a recurrent neural
network (RNN), called controller, to generate the typology (or model hyper-parameters) of an-
other neural network, i.e. kernel height, kernel width, stride height, stride width. The generated
neural network is trained and validated, and the loss would represent the reward for RNN. The
RNN aims to generate the optimal architecture that would maximise the reward. The generator
network is composed of Long-Short Term Memory (LSTM) units producing hyper-parameters
for every layer of the generated network. Generating the entire network’s hyper-parameters at
once means that the search space is vast, every layer’s typology being independent. A later
work of the same author [86] introduced the concept of cells, with its two variants (normal cell
and reduction cell) reducing the search space from generating an entire network to generating
a cell and composing the network by stacking cells.
Instead of starting from a random state for the internal parameters, Cai et al. [107] devised a
method of applying sequential mutations to a typology, called network morphism, and reused
parameters trained during the previous training sessions. The approach could leverage human-
designed typology already proven as performant and continues to apply function-preserving
mutations to improve its accuracy.
The method of the evolutionary algorithm for NAS used principles imported from biology:
1. a set of trained networks and their performance is present
2. one or more instances from the set are sampled based on some criteria
3. the generation of mutated typologies based in the sampled instances (e.g. adding or
removing one layer, altering hyper-parameters as kernel size, stride, etc.)
4. add the newly mutated, trained and tested instances to the set and start again from point
2.
The variations of neuro-evolutionary techniques differ on the method of instances sampling
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from the set, the generation of mutations and the longevity criteria for set members. The work
of Real et al. [87], [120] focuses on the repeated competition between two members of the
set, called tournament selection [121]. The members are trained and assessed on validation
dataset, with the better performing chosen for the next mutation stage while the least performing
removed from the set. The selection of mutations applied to the typology is random from a
predefined set of mutations:
• alter learning rate
• no change, train for longer time
• reset weights
• insert convolution operation
• remove convolution operation
• alter stride
• alter the number of channels
• insert identity connection
• add skip connection
• remove skip connection
In the first study, Real et al. [120] elected to remove the worst performing from the set while in
the second [87], the oldest from the set.
Elsken et al. [114] observed the shortcomings of having an optimisation method based solely on
performance criteria, facilitating the model expansion, therefore, resource consumption. The
author imposed multi-objective criteria allowing the approximation of Pareto-front. The crite-
ria for optimisation is the predictive performance and the number of parameters. At the same
time, to reduce the exploration cost, the author employed an approximate network morphism,
similar to Lamarckian inheritance mechanism, where the parent weights are used for the next
typologies generation, therefore reducing the training time.
The aspects where RL and evolutionary methods fail in handling NAS, bayesian optimisa-
tion (BO) provides some answers. Evolutionary approach formulates the strategy of sequential
changes to the network elegantly to arrive at the optimal solution, but the networks still have
to be trained and evaluated which is an expensive process. RL had relative success with op-
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timisation, although at the cost of complexity, maintaining states and solve credit assignment,
due to method’s philosophy. RL is not an optimisation process, it is an exploration process.
BO, on the other hand, is more expensive with defining the following typology but it pays off
due to the emphasis on optimisation, essentially on reducing the number of inefficient typolo-
gies. Kandasamy et al. [122] tackles several challenges of BO by defining a distance metric for
neural networks and devising an algorithm for traversing the space based on optimal transport.
Bergstra et al. [123] used tree-based models to explore the space while Hunter et al. [124] used
random forests.
The space explorations procedures described above classify as gradient-free optimisation since
the network typology optimisation does not involve calculating any architecture derivative. At
the same time, the typologies are discrete instances of the exploration space, trained, evalu-
ated and morphed. Saxena et al. [125] imagined the exploration space as a multi-dimensional
fabric with the optimal architectures representing a thread within the fabric, transforming the
space into a continuum. The authors tried to solve the optimal network depth and layers hyper-
parameters at the same. Subsequent approaches by Shin et al. [126] focused on finding only
the optimal layer hyper-parameters while Ahmed et al. [127] tried to find the optimal con-
nectivity pattern. The simultaneous search for the optimal combination of layer type, layer
hyper-parameters, connectivity paths, and layer weight is attempted by Liu et al. [89]. Their
approach is similar to Pham et al. [113] method in the sense that the network envisioned as a
sub-graph of a larger super-graph. Figure 2.11 shows an example of a super-graphs. In Liu et
al. work each super-graph connectivity path is governed by a weight founded on continuous
nature of real numbers with only the strongest paths (largest weights) representing instances of
trainable networks.
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Figure 2.11: Acyclic connectivity paths for a cell with six nodes forming a super-graph. The
red lines represent a single possible sub-graph, or a subset of all possible interconnectivity. The
orange node is the input, while the green nodes are the output.
The idea is that the gradient-based approach applied to the connectivity weights eventually
arrives at the optimal linking typology.
Although defining the search space and exploration procedure is not an easy task, the typolo-
gies generated requires training and validation for identifying their performance. The simplest
approach for forecasting the accuracy of a network is training and validating the network.
Several authors [86], [87], [88] and [120] did exactly that, stretching the computational de-
mands to thousands of GPU days. The use of proxy metrics (or lower fidelity performance
estimation) achieves the performance estimation with regards to the reduction of computa-
tional requirements. The lower fidelities include reducing training set size [128], downsample
input data [129], reduce training time [130], or use fewer kernels for every layer as in [86]
and [87]. The lower fidelities, although more efficient, tend to introduce bias and underesti-
mate true performance, although as long as the ranking of different networks is maintained
the approximation is still relevant. Different recent studies cast doubts on lower fidelities and
show a considerable change in ranking when the difference between fast forecasting and slow
forecasting is large [130], with other studies proposing a stepwise increase in fidelity as in the
work of Li et al. [131] and Falkner et al. [132].
Approaching the problem of forecasting from another perspective, Domhan et al. [133] pro-
posed learning curve extrapolation for the process acceleration while Swersky et al. [134] com-
bined learning curve information and architecture hyper-parameters.
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One-Shot Architecture Search, or the super-graph approach, treats all possible typologies as a
subgraph of a larger graph by disabling certain paths as in Liu et al. [89], Pham et al. [113],
Savena et al. [125], Brock et al. [135] and Bender et al. [136]. The super-graph is trained once,
and all the sub-graphs share the architecture weights making the validation much cheaper. The
difference in methods is in the selection of sub-graphs. Pham et al. [113] uses a Recursive
Neural Network (RNN) to sample the super-graphs while Liu et al. [89] optimises two sets of
weights alternatively, the set of weights related to linking paths and the layers set of weights
(the weights that multiply or convolve with the input image). The one-shot NAS limitation is
the super-graphs size and typology as it defines the maximum sub-graph size and sub-graph
shape. The practicality of such an approach is further limited by the GPU memory, as the
super-graph must fit into memory.
The current state of the art presents a gap in using vision sensors and raw image processing
for weld defect identification. This study uses images in the visible spectrum and outputs the
classification similar to human classification. At the same time, the image dataset proposed in
this study is the most diverse and complete for assessing the weld quality.
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Chapter 3
Methodology
This chapter delves into the details of the setup used to record the welding process images
and the processing algorithm. The details include the general schematics of the system, TIG
welding process parameters and information about specific material composition, the images
details, dataset composition, neural networks architectures, training and evaluation.
The chapter starts with the general layout of the welding system, the welding equipment and
the TIG welding process application on the material. The latter part of this chapter describes, in
details, the setup for the image processing workflow based on machine learning from starting
with model generation, through hyper-parameter optimisation, training procedure and evalua-
tion metrics.
3.1 Schematics
The guiding principles shaping the initial requirements in terms of hardware and image analysis
reduces to the following points:
• system simplicity - the system composition of ideally two part: acquisition and pro-
cessing. The literature is rich with the combinations of sensors (from unidimensional
to multidimensional data generation), lasers, control systems and synthesis subsystems
(sometimes requiring synchronisation) working in conjunction. There is nothing wrong
with having a complex system, but for exploratory speed, a simpler system provides a
better starting base
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• high image quality - the sensor requirement to provide clear images, without any auxil-
iary source of illumination and ideally without (or minimal) filtering
• adaptive analysis - the processing paradigm requirement to adapt to changing luminosity
conditions and weld aspect, typical to the welding environment
The research focused on the camera and image processing units and singled out the two main
components of the idealised system in Figure 3.1.
Figure 3.1: Simplified schematic
3.2 Camera
The state-of-the-art in image acquisition dedicated to arc and weld pool monitoring are cameras
with high dynamic range. The dynamic range is a property of the sensor sensitivity to the light.
The image appears more balanced, the bright areas being darker and dark areas being brighter,
relatively to the incoming light. The sensor, exploiting this characteristic, could offset the arc
light without any additional filter or laser illumination. The advantages are as follows:
• simpler and cheaper system due to the exclusion of the laser illumination. The laser
illumination brings a whole new range of variables including but not limited to position,
power and synchronisation
• the retention of information by avoiding the filtering.
Xiris XVC-1000, shown in Figure 3.2, provides the images in the current study.
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Figure 3.2: Xiris XVC-1000 camera
3.3 Welding process
The approach for defect identification involves utilising a camera trailing the welding process
oriented directly towards the weld pool to obtain the real-time images. The camera position,
behind the welding direction, provides visibility over the weld pool solidification front, welded
solidified material, the arc and the torch position relative to the workpiece. The camera position
in front of the welding direction also helps with positioning, but the arc masks the weld pool
and solidified material aspect.
This study uses one single camera, mounted on a robot as shown in Figure 3.3.
Figure 3.3: Idealised TIG welding process layout.
The clamp, Figure 3.4a, attaches to the robot, the arm, shown in Figure 3.4b, fixes at one
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end to the clamp and at the other end on the micro-positioning plate, shown in Figure 3.4c,
at the other end of the arm. The camera screws into the micro-positioning plate as in Figure
3.5. The role of the micro-positioning plate is to achieve a more granular degree of freedom
compared to the arm, due to the small camera field of focus.
The camera connects to the processing unit via an Ethernet cable. The same cable carries the
power to the camera and data transfer from the camera to the processing unit. The camera uses
a 20mm spacer and 75mm lens.
The current study uses two different widely used materials for paradigm validation. The first
material is stainless steel grade 304 (SS304), used for food, dairy and pharmaceutical pro-
duction equipment due to excellent corrosion resistance property as well as everyday tools
as saucepans and tube for good weldability. The second material, aluminium alloy 5083 (Al
5083), is widely used due to its corrosion resistance to the seawater and the industrial chemi-
cals as well as excellent post-weld properties. The material is used typically for shipbuilding,
vehicles bodies and pressure vessels.
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(a) The clamp
(b) The arm
(c) The micro-positioning plate
Figure 3.4: The clamp, arm and micro-positioning plate
Figure 3.5 shows the camera mounted on a Fanuc ARC Mate 100iB robot.
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Figure 3.5: Camera and robot setup.
3.3.1 Stainless steel 304
One of the materials used for carrying out the welds was stainless steel grade 304 (SS304)
plates of thickness 5mm and 10 mm. Table 3.1 details the stainless steel plates composition
for the experimental work. SS304 is a versatile and widely utilised material in a large range of
applications due to its good formability and weldability characteristics.
Table 3.1: Stainless Steel 304 composition.
Element %
Fe Balance
Cr 18.00-20.00
Ni 8.00-12.00
Mn 2.00 max
C 0.08 max
P 0.045 max
S 0.03 max
Si 0.75 max
N 0.10 max
In general, austenitic stainless steel is considered weldable by conventional fusion tech-
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niques although special attention is required towards ensuring the formation of ferrite in the
weld deposit, otherwise ”hot cracking” might occur. During all tests carried out the welding
process involved was TIG welding.
The trials generated images of six defects starting with ”good weld” and base parameters de-
scribed in Table 3.2. The other defects emerged as the parameters deviated from base welding
parameters as described in Table 3.2. An example is an increase in the heat input, rendering
”burn through”, while a decrease produced a ”lack of fusion” defect. The production of other
defects involved increasing the travel speed, introducing contaminant or turning off the supply
of shielding gas.
Table 3.2: TIG welding process parameters.
Parameter Baseline Deviation from baseline
Gas flow rate (l/min) 30 [10, 15, 35, 40]
Traveling speed (cm/min) 19 [10, 10.5, 16, 23.2,
24.8, 26.4, 33.4, 50]
Voltage (V) 17.2 [12, 22]
Amperage (A) 200 [100, 150, 220, 235,
250, 270, 275, 300]
3.3.2 Aluminium alloy 5083
The second material used in this study is aluminium alloy 5083 (Al5083). The magnesium is the
main element alongside aluminium. Table. 3.3 details the plates composition. Aluminium alloy
5083 grade was selected as the work material because it is extensively used in TIG welding.
The plates thickness is 2mm, and the groove angle is 90°. Table 3.4 lists the welding parameters
Table 3.3: Aluminium alloy 5083 composition.
Element %
Al Balance
Mg 4.00 - 4.90
Mn 0.40 - 1.00
Si 0.40 Typical
Zn 0.25 Typical
Ti 0.15 Typical
Fe 0.40 Typical
Cu 0.10 Typical
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used in this work as a standard ”control” to achieve good welding conditions.
Table 3.4: Standard control welding parameters.
Current (A) 90
Travel Speed (cm/min) 35
Voltage (V) 12
Argon flow rate (L/min) 15
Figures 3.6 and 3.7 show the distribution of the input current and the travel speed for each
class examined in this study.
Figure 3.6: Current values for each category
Figure 3.7: Travel speed values for each category
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3.4 Images
An experienced welder classified the images in the current research study according to a flaw
present and visible during welding. The flaws relate to the aspect of the weld pool (lack of
weld pool for ”burn through”), the aspect of the solidified metal in the proximity of the weld
pool (”contamination”), as well as the welding procedure (”high travel speed”, ”lack of fusion”,
”misalignment”). Although there is a line between weld defects and welding procedure defects,
at the moment of welding the welder does change slightly the procedure to induce the defects
development.
The defects taken into consideration for this study are visible and continuous defects. It in-
volved inducing the defects and allowing the process to persist in the flawed state in order to
obtain the footages representative of the targeted defect.
The signal processing unit most capable of adapting to the ever-changing conditions, param-
eters and quality requirements for TIG welding is ANN-based. Neural networks are imple-
mented using Pytorch [137] library, one of the many freely available frameworks for building
and executing operations on graph structures.
3.4.1 SS304 dataset
The study produced defective and non-defective welds, representative of the weld conditions.
The SS304 dataset consists of 30,008 images 1 originating from 56 welding runs. The number
of runs and images differs because the camera records at 55 frames per second, generating
desired outcome representations at different stages during the weld. Each run is distributed
to either train, validation or test subset. The assurance is necessary to reduce the correlation
between subsets and assess the capacity of the networks for defect adaption and representation.
Table 3.5 and Table 3.6 describe the dataset composition used for the two scenarios studied.
The six-class scenario (5 defects + good weld) is a reduced dataset due to the discrepancy
in the number of samples in each class. There still is an imbalance in the dataset, although
reduced, by eliminating samples from classes with abundant data.Figure 3.8 shows the images
representative of the six classes assessed in this study.
1https://www.kaggle.com/danielbacioiu/tig-stainless-steel-304/
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Table 3.5: Dataset split between training, validation and test for 2-class test.
Number of samples
Category Train Validation Test
good weld 7871 3347 3812
defect 8452 2994 3532
Total 16323 6341 7344
Table 3.6: Dataset split between training, validation and test for 6-class test.
Number of samples
Category Train Validation Test
good weld 954 875 769
burn through 977 646 731
contamination 967 339 576
lack of fusion 1005 780 744
lack of shielding gas 196 102 102
high travel speed 630 346 249
Total 4729 3088 3171
Figure 3.8: Training samples. a) high travel speed, b) no fusion, c) contamination, d) no
shielding gas, e) burn through, f) good weld.
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SS304 preprocessing
Before processing the image, cropping is applied to the image to remove the area covered by
black pixels bringing little information related to the weld quality. An example of the operation
is shown in Figure 3.9. Although the camera could deliver frames at a resolution of 1280×1024
pixels, the image dimension reduces to 1280×700 pixels after cropping.
Figure 3.9: Input image preprocessing.
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The size at which neural networks processes the image is 175×320 due to processing unit
hardware limitation. The neural network models remain small, hardware constraints are re-
laxed and processing time reduces.
The image subsampling has the potential of affecting the networks’ accuracy performance ad-
versely. The hypothesis is tested by subsampling the images from 1280×700 to 40×22 pixels
then upsampling to 175×320. The results of the training are compared against the baseline
results of training with images subsampled directly to 175×320 pixels.
3.4.2 Al 5083 dataset
This study proposes alongside the SS304 dataset, the Al5083 dataset. Figure 3.10 shows sam-
ples extracted from the dataset.
The dataset comprises 60 welding trials, generating images at 55 frames per second, result-
ing in a large amount of data, relatively quickly. The dataset contains 33254 images 2 of TIG
welding of aluminium, divided into six classes, listed in Table. 3.7, by an experienced welder.
Table 3.7: Dataset split between training and test for 6-class test.
Category Number of samples
Train Test
good weld 8758 2189
burn through 1783 351
contamination 6325 2078
lack of fusion 4028 1007
misalignment 2953 729
lack of penetration 2819 234
Total 26666 6588
The processing architecture used requires the data to split into two main subsets: training
and testing, 75% and 25% share, respectively.
2https://www.kaggle.com/danielbacioiu/tig-aluminium-5083
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Figure 3.10: Dataset samples of aluminium TIG welding. a) good weld; b) burn through; c)
contamination; d) lack of fusion; e) misalignment; f) lack of penetration
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Tables 3.7, 3.8, 3.9 describe the data divisions for 6-class, 4-class and 2-class analysis,
respectively. The 4-class analysis used an 88%-12% split due to limitations in the generated
data. The number of images of certain defects is smaller, therefore for a balanced composition
between all four classes, certain images representing good weld, for example, were removed
from the dataset.
Table 3.8: Dataset split between training and test for 4-class test.
Category Number of samples
Train Test
good weld 3763 427
burn through 1783 351
contamination 2918 396
lack of fusion 4182 402
Total 12646 1576
Table 3.9: Dataset split between training and test for 2-class test.
Number of samples
Label Train Test
good weld 8758 2189
defective 17908 4399
Total 26666 6588
As each of weld generates thousands of images, the problem of correlation between the
train and test splits became apparent. In order to reduce the correlation, no weld trial can reside
in both, the train and test subsets. Therefore the dataset split based on welding trial not by
frame setting.
All 6-class, 4-class and 2-class datasets originate from the same set of welding experiments.
Table 3.5 ”defective” category incorporates all the defects from Table 3.6 under one single
class.
Al 5083 preprocessing
The camera recorded the images at the resolution 1280×1024 pixels, centred on the weld pool.
The images contain a substantial amount of black surrounding the weld pool and the welding
arc as seen in Figure 3.11. Therefore, the cropping reduces the original size of 1280×1024
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to 800×974. Further to cropping, the images are subsampled, reducing the size to 400×487.
The subsampling operation is necessary because of the hardware constraints during the training
stage of the networks. The model receiving a higher resolution requires significantly more GPU
memory.
Figure 3.11: Image subsampling
This study performs an ablation analysis on the effect of resolution reduction on the final
accuracy. The images of 400×487 pixels are subsampled to 35×30 pixels and unsampled
back to 400×487. The subsampling followed by upsampling has two reasons: it maintains the
input image size of 400×487 pixels for neural networks and removes details from the baseline
image of 400×487. The result is the isolation of fidelity as the only changing parameter across
comparison.
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3.5 Architecture design
The current study addresses the neural networks feasibility for welding conditions classifica-
tions using two types of neural network (NN) typologies: Fully Connected Neural Networks
(FCN) described in Subsection 2.4.4 and Convolutional Neural Networks (CNN) described in
the same subsection. Internally, the two architectures develop a function that optimises the
probability distribution of images aspect over the labels. The design of the neural network
typology required decisions with regards to the hyper-parameters defining the network. The
hyper-parameters are specific to each type of network. The FCN hyper-parameters are:
• NN internal hyper-parameters:
– number of input nodes
– number of hidden layers
– number of nodes in each hidden layer
– number of output nodes (given by the number of categories)
– node’s activation function (e.g. ReLU, sigmoid or tanh)
• NN optimisation hyper-parameters:
– optimization algorithm (e.g. standard gradient descent, Adam, AdaGrad or RM-
SProp)
– learning rate
– decay rates for calculating first moment and second moment estimates
– distribution for weights initialisation
– number of epochs for training
– number of samples for each batch for gradient descent
Conversely, the CNN overlap partially with FCN in terms or hyper-parameters requirements,
but they also have their specific addition:
• NN internal hyper-parameters:
– number of hidden layers
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– number of kernels in each hidden layer
– kernel size in each hidden layer
– kernel stride in each hidden layer
– kernel’s receptive field
– node’s activation function
• NN optimisation hyper-parameters:
– optimization algorithm type
– learning rate
– decay rates for calculating first moment and second moment estimates
– distribution for weights initialisation
– number of epochs for training
– number of samples for each batch
The search space, therefore, is not restricted to finding the NN weights only, but the hyper-
parameters themselves also define a search space, called the hyper-parameters search space.
3.6 Hyperparameter optimization
The two main hyper-parameters search spaces are model hyper-parameters and training proce-
dure hyper-parameters (optimisation hyper-parameters).
Chapter 4 proposes two architecture without a detailed analysis of the hyper-parameters space
exploration providing the proof of concept that NN are suitable for classifying welding con-
ditions of SS304. That is not to say some trial and error did not take place and the hyper-
parameters are random. The methodical and structured approach for hyper-parameters search
space was not in place when the trials took place. Therefore the reported performance describes
the best candidate. In Chapter 5, the full details of the search space is traced and documented to-
gether with in-depth analysis of performance variation while Chapter 6 approaches the problem
of hyper-parameter optimisation in the same manner as network’s internal weights, applying
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gradient descent for achieving an even more optimal model typology. It is important to mention
here that the automatic typology search does not cover the training procedure hyper-parameters,
but it is limited only to the NN internal layout (or model hyper-parameters).
Choosing the initial starting point for selecting hyper-parameters follows the research carried
out in the machine learning field by Krizhevsky et al. [65] with AlexNet and Simonyan et
al. [138] with VGGNet, two landmark architectures. The NN performing well in practice tends
to be composed of at least two layers of fully connected layers for FCN or several layers of
alternating convolutions and maximum sampling for CNN. As such, a large portion of the net-
works seen in the current study follows the repetitive nature of stacked layers, some with very
few alterations between layers’ hyper-parameters. The upper bound for the NN size (number
of layers) in the current study limits the models to the amount of GPU memory, which is 4GB.
The NN was designed using the available frameworks with higher level abstraction libraries,
dedicated to NN research and development as Tensorflow [139] and Pytorch [137]. The li-
braries provide a simplified interface for building nodes’ internal logic, define layers, and flex-
ible methods for linking and stacking the layers together. The frameworks have the advantage
of accelerated back-end implementations dedicated to using GPUs for speeding up the matrix
multiplications.
3.7 Weights optimization
The optimisation refers to the training of neural networks, the internal weights optimisation.
It takes place after all hyper-parameters definition, and crucially after the choice of the opti-
misation algorithms. The current study uses the Adaptive Moment Estimation (Adam) [103]
optimisation algorithm. It is a gradient-based algorithm for computing adaptive learning rates
for each weight (neural networks have millions of parameters (weights) in the current study)
while keeping track of the gradients first moment (the mean or decaying average of past gradi-
ents) and gradients second moment (uncentered variance or decaying average of past squared
gradients). Adam intuitive explanation for the navigation path in the parameters’ multidimen-
sional landscape is analogous to a ball rolling downhill (towards the minima) with the moments
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acting as an inertial force resisting any sharp deviation from the course.
The main optimisation hyper-parameter is the learning rate, and it is one of the most important
hyper-parameter in the NN definition. The optimal value for learning rate varies with the NN
depth (number of layers), batch size (smaller batch requiring smaller learning rate) but there is
no specific rule or approach for identifying the best learning rate. The value typically varies
between 10−1 and 10−6.
The convergence towards the solution uses the loss gradient (gt) and back-propagates it through
the network. The back-propagation alters all the weights for the nodes for minimising the total
loss. Successive forward-backwards passes through the network successfully lead in most cases
to the solution or very close approximation. Three parameters influence the back-propagation
by controlling the steps size at which the overall network converges to the solution: learn-
ing rate (η), exponential decay rates for the first moment estimate (β1) and exponential decay
rates for the second moment estimate (β2). Adaptive Moment Estimation (Adam) [103], the
optimisation algorithm of choice, works as follows:
• calculate exponential decay average of past gradients (gt)
mt = β1 ·mt−1 + (1− β1) · gt (3.1)
• calculate exponential decay average of past squared gradients
vt = β2 · vt−1 + (1− β2) · g2t (3.2)
• compute bias corrected first moment estimate
m̂t =
mt
1− βt1
(3.3)
• compute bias corrected second moment estimate
v̂t =
vt
1− βt2
(3.4)
• update weights
θt = θt−1 − η ·
m̂t√
v̂t + ε
(3.5)
The cross-entropy difference is the loss between the label assigned by the network for a specific
example and the correct label for the same example. Mathematically, cross entropy measures
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the difference between two probability distributions, defined as:
H(p, q) = −
∑
x
p(x) log q(x)
where p(x) is the desired distribution and q(x) is the current distribution.
Suppose there is an example of an image where the label is ”contamination” where all classes
of classification are: ”good weld”, ”burn through”, ”contamination”, ”lack of fusion”, ”lack of
shielding gas”, ”high travel speed”. The ground truth vector looks as follows:
Table 3.10: Example of ground truth for one single image.
Label Classification
good weld 0
burn through 0
contamination 1
lack of fusion 0
lack of shielding gas 0
high travel speed 0
The vector for correct labelling (ground truth) populates with zeros everywhere excepting
the position corresponding to the correct label, meaning the probability for ”contamination” is
100% and the probability for any other defect is 0%. The NN tries to match the output from the
ground truth during training. Suppose at time t, during training, the NN probability distribution
looks as follows:
Table 3.11: Example of NN predicted probability distribution for one image.
Label Classification
good weld 0.09
burn through 0.05
contamination 0.72
lack of fusion 0.04
lack of shielding gas 0.05
high travel speed 0.05
The cross-entropy loss is 0.14, calculated as follows:
H = −(0 ∗ log(0.09) + 0 ∗ log(0.05) + 1 ∗ log(0.72) + 0 ∗ log(0.04) +
+ 0 ∗ log(0.05) + 0 ∗ log(0.05)) = 0.14
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The cross-entropy plugs into the simplified weights update rule as follow:
θi = θi − η
∂
∂θi
J(θ)
where J(θ) is the cross-entropy loss, H(p, q), parametrised by θ and θi is one single weight out
of millions. Note, the gradient calculation of the (gt) with respect to each parameter, described
above as ∂
∂θi
J(θ), follows the steps defined in Equations 3.1 to 3.5, but for simplicity and
brevity all those steps were compressed into a neat notation.
To summarise, the optimisation algorithm tries to find the NN weightswi, such that, multiplying
the pixels pi with the weights the output of the last NN layer looks as in Table 3.10. In order
to allow the NN the flexibility to reproduce more functions, a non-linear operation needs to be
included at the end of each multiplication wi ·pi. The function maps the linear output domain of
the multiplication to another non-linear domain. Such functions are the the activation functions
in Subsection 2.4.4, sigmoid, tanh, ReLu(or rect(a)). The current study uses ReLU as the
activation function.
The power of the non-linearity to represent more complex, and the effects of excluding it are
as follows:
Figure 3.12: Example of a NN internal multiplication without the introduction of non-linear
behaviour.
Effectively, the output (o3) is:
o3 = w3o2
= w3(w2o1)
= w3(w2(w1p))
= w3w2w1p
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Since the multiplication w1w2w3 is a single number, the entire network is no better than one
single node.
The last NN layer (o3) should resemble (ideally) Table 3.10, where o3 domain is RK , where K
is the number of output classes. The non-linear activation function sigmoid helps by squashing
the output of the node between 0 and 1. On the other hand, the output domain for the non-linear
activation function ReLU (the activation function used in the current study) is [0,∞). The
cross-entropy could not be applied directly to any of the activation functions above because
they do not output probability distribution, per se the output numbers do not add to 1. To force
all output dimensions into the range (0, 1) and their addition to 1, a function called Softmax (or
NormalizedExponential Function) applies to the output of the last layer before calculating
the cross-entropy loss. Softmax is defined as follows:
s(ai) =
eai∑K
k=1 e
ak
for i = 1, . . . , K (3.6)
3.8 Evaluation
The model evaluation takes place during the training stage as well as the testing stage (after
training). The primary figure for assessing the performance of each NN trained during the
study is NN accuracy measured as:
accuracy =
correct predictions
total samples
(3.7)
The accuracy is tracked during training to ensure the NN converges towards a minimum loss
(maximum accuracy), in effect validating the hyper-parameters choice for the particular NN
instance. After each epoch (one iteration through entire training subset) a validation step is
performed (using validation subset) reporting the validation accuracy. The validation stage
does not calculate the derivatives, the NN weights are frozen, and loss is not back-propagated
through the network. The step is similar to the testing stage but using a different data subset.
Another role for the validation subset is to checks the NN overfitting after each epoch.
The overfitting behaviour for NN becomes apparent when the training loss continues decreasing
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(approaching zero loss and 100% accuracy) while validation accuracy drops. It is equivalent
to NN ”memorising” the training dataset without achieving the probability distribution desired.
The weights are not allowed to be modified during validation for the network not to apply the
same ”memorisation” to validation dataset. The validation data subset is different from testing
data subset because the number of epochs is part of hyper-parameters and testing assess the
entire combination (only once, at the end) of model internal weights and hyper-parameters.
The validation subset appears only in Chapter 4 due to initial concerns over overfitting and
dropped after because the behaviour appears very rarely. Therefore the networks tend to sta-
bilise and not improve the accuracy rather than exhibit a drop in accuracy. The validation subset
moves in the training subset.
The accuracy as a metric has the benefit or reducing the NN performance to a single num-
ber, allowing easy comparison between NN. At the same time, it hides the imbalances in the
dataset (when one type of defect is disproportionally represented) as it is the case in the cur-
rent study, shown in Tables 3.6 and 3.7, by providing an accuracy misrepresentative of the
underlying probability distribution. One could imagine a dataset where 90% of images are
”contamination” while 10% are ”good welds”, while the NN classifies all images as ”contami-
nation” achieving 90% accuracy. Although the accuracy is correct, the model is nowhere near
the correct probability distribution.
This work uses several alternative assessment tools as precision, recall and F-Score for over-
coming the obstacle of disproportional class representation and pinning down the model quality
with a higher degree of confidence. The calculation of precision, recall and F-score are as fol-
lows:
precision =
true positives
true positives+ false positives
(3.8)
recall =
true positives
true positives+ false negatives
(3.9)
F − score = 2 · precision · recall
precision+ recall
(3.10)
where true positives, false positives and false negatives are extracted from the confusion matrix:
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Table 3.12: Confusion matrix explained.
Ground Predicted
truth categories
true false
true true false
positives negatives
false false true
positives negatives
Per-class metrics, particularly F-score, have the advantage of taking into account the false
positives and false negatives. All other metrics relate to the number of true positives while
ignoring the true negatives because they convey little information for multi-class classification.
Values closer to 1 denotes models with higher capability for discerning defects, offsetting the
effects of the skewed dataset and balancing better the trade-off between high accuracy for one
class against low accuracy for another.
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Chapter 4
Stainless Steel 304 Weld Analysis with
Neural Networks
4.1 Introduction
This chapter describes the NN application on categorising images of TIG welding of SS304. It
provides the results obtained after the processing of SS304 images acquired during the study.
The present study assesses the suitability of a vision-based monitoring technique based on
HDR camera and machine learning for the analysis and categorisation of ”good” vs ”defective”
welds as well as specific defect identification. The analysis adopts two neural networks archi-
tectures, Fully-connected Neural Networks (FCN) and Convolutional Neural Networks (CNN).
This study considers two tests. The first test is discriminating between ”good” vs ”defective”
weldments (two-class test), while the second case is a six-class test for discriminating between
’good welds’ vs ’burn-through’ vs ’contamination’ vs ’lack of fusion’ vs ’lack of shielding gas’
vs ’high travel speed’. A test used either 10988 for the six-class test or 30008 for the two-class
test, with the dataset split described in Subsection 3.4.1, more precisely in Tables 3.5 and 3.6.
Each of the two NN architecture trains on each of the scenario targeted generating four sets
of hyper-parameters denoted as Fully-con6 (FCN applied on the 6-class scenario, Fully-con2
(FCN applied on the 2-class scenario), Conv6 (CNN applied on the 6-class scenario) and Conv2
(CNN applied on the 2-class scenario). Analysis section develops on the accuracy and model
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quality the four sets of hyper-parameters.
4.2 Methodology specific to SS304
The 175× 320 image unrolls into a 56000 vector before being presented to the neural network.
The input to the network is a vector obtained by flattening the image (unrolling) as in Figure.
4.1.
Figure 4.1: Image (3× 3 grid of pixels) flattening example
Each of 56000 input nodes connects to 64 nodes in the subsequent layer. The second layer
connects each of its nodes to each of the 64 nodes from the subsequent (third) layer and so on.
Output layer has either two nodes for the good weld vs defective test or six nodes, i.e. 6-class
test, indicating which of the classes investigated the image belongs.
4.2.1 Model hyper-parameters
Table 4.1 describes the number of internal nodes in the fully-connected network used in this
study.
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Table 4.1: Fully-connected Neural Network Architecture considered in current study.
Type Size
Unrolled image 56000
First fully-connected layer 64
Second fully-connected layer 64
Output layer {6 or 2}
Typically, the images are compiled in a batch before to the network to speed up the training
stage. The test considered in this work use an input of 56000 values (175 × 320=56000),
reducing to 64 values in the second layer (hidden layer 1), 64 values in the third layer (hidden
layer 2), then two output nodes for the good weld vs defective case and six outputs for the
6-class classification scenario.
Table 4.2 describes the architecture for the convolutional neural networks used in this study.
Table 4.2: Convolutional Neural Network Architecture considered in the current study
Type Filters Size
Image 1 175 × 320
First convolutional layer 16 3 × 3 / 2
Maximum pooling 3 × 3 / 2
Second convolutional layer 16 3 × 3 / 2
Maximum pooling 3 × 3 / 2
Third convolutional layer 16 3 × 3 / 2
Maximum pooling 3 × 3 / 2
Fully-connected layer 64
Output layer {6 or 2 }
In the present study, the architectures investigated consist of three 3× 3 convolution layers
interlaced with three maximum pooling layers. The maximum pool selects the maximum value
from a 3 × 3 portion sliding across (striding) the image with step two (/2). The stride for
convolution layers is also two. Following the third maximum pooling, the resulting 16× 1× 4
output is unrolled into a vector and fed into a fully-connected layer of dimension 64, which
connects to the final layer formed of either 6 or 2 nodes, depending on the number of categories
within training set.
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4.2.2 Training hyper-parameters
The optimisation is performed using the Adam algorithm with the hyper-parameters detailed in
Table 4.3.
Table 4.3: Optimisation hyper-parameters. η = learning rate, β1 = exponential decay rate for
first moment estimate, β2 = exponential decay rate for second moment estimate.
Hyper-parameter Fully-con6 Fully-con2 Conv6 Conv2
η 10−5 10−5 5× 10−5 5× 10−5
β1 0.99
β2 0.999
epochs 5
batch size 10
4.3 Analysis
The output of the neural network is a decision on which category an individual input image
belongs. The metric for measuring the training time is epoch which represents one iteration
through the entire training dataset, either 10988 for the six-class test or 30008 for the two-class
test.
The current study analyses two architectures for each of the two tests taken into consideration,
resulting in four sets of results. The FCN and CNN architectures size is 3.6 million parameters
and 5000 parameters, respectively.
Figure. 4.2 shows the training loss for each of the architecture analysed along the training stage.
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Figure 4.2: Loss evolution during training stage.
The training stage loss evolution suggests the neural networks converge towards a solution.
At the same time, the training loss for fully connected architectures is smaller that for convolu-
tional architectures. However, comparing the accuracy after training, FCN architecture builds
weaker representations of defects, conclusion arising from studying Table 4.4.
Table 4.4: Testing accuracy
Architecture Testing
accuracy (%)
Fully-con6 69
Conv6 93.4
Fully-con2 89.5
Conv2 75.5
The principal metric for comparing the two architectures in the present study is accuracy.
Overall, CNN performs better in terms on pure accuracy compared to FCN when applied to
6-class test, but worst on the 2-class test.
Figure 4.3 shows the accuracy assessed on the validation subset of the models, at different
stages during the training stage. All models reach almost maximum performance and stable
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state very early in the training stage, suggesting the local minima found in parameter space
represent well the image categories.
Figure 4.3: Validation accuracy evolution during training stage.
The model accuracy analysis and performance continue with a closer look at the confusion
matrices and different per-class metrics. Tables 4.5, 4.6, 4.7, 4.8 are the confusion matrices for
Conv6, Fully-con6, Conv2 and Fully-con2, respectively.
Table 4.5: Testing confusion matrix for Conv6 architecture.
Predicted categories
good burn conta- lack of lack of high
Ground weld through mination fusion shielding travel
truth gas speed
good weld 769 0 0 0 0 0
burn through 0 731 0 0 0 0
contamination 16 0 522 0 0 38
lack of fusion 0 26 0 718 0 0
lack of shielding gas 0 1 33 68 0 0
high travel speed 0 0 26 0 0 223
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Table 4.6: Testing confusion matrix for Fully-con6 architecture.
Predicted categories
good burn conta- lack of lack of high
Ground weld through mination fusion shielding travel
truth gas speed
good weld 766 0 0 3 0 0
burn through 0 66 0 87 0 578
contamination 0 0 524 0 52 0
lack of fusion 2 0 0 742 0 0
lack of shielding gas 33 1 30 2 36 1
high travel speed 0 0 194 0 0 55
Table 4.7: Testing confusion matrix for Conv2 architecture.
Ground truth Predicted categories
good weld defect
good weld 3081 731
defect 1071 2461
Table 4.8: Testing confusion matrix for Fully-con2 architecture.
Ground truth Predicted categories
good weld defect
good weld 3330 17
defect 646 2348
Conv6 outperforms Fully-con6 with the most significant difference observed in the classi-
fying ’burn-though’ and ’lack of shielding gas’ defects. The Fully-con6 model does not recall
a consistent part of ’burn-though’ samples while the Conv6 completely misclassifying ’lack of
shielding gas’ samples. Taking into account the ’lack of shielding gas’ representation in the
dataset, 3.6%, the models weighted the class low during optimisation. Fully-con6 misclassifies
’burn-though’, which could be seen as ’lack of fusion’ or ’high travel speed’ due to the presence
of a gap while ’lack of shielding gas’ is a form of ’contamination’.
Tables 4.9 and 4.10 show precision, recall and macro F-score for the models trained and tested
on the 6-class and 2-class test, respectively.
82
Table 4.9: Metrics for 6-class test.
Conv6 Fully-con6
Metric Precision Recall Macro Precision Recall Macro
F-score F-score
good weld 0.98 1 0.99 0.96 0.99 0.97
burn through 0.96 1 0.98 0.98 0.09 0.17
contamination 0.90 0.90 0.90 0.70 0.90 0.79
lack of fusion 0.91 0.96 0.94 0.89 0.99 0.94
lack of shielding gas 0 0 0 0.40 0.35 0.38
high travel speed 0.85 0.90 0.87 0.09 0.22 0.12
Average 0.77 0.79 0.78 0.67 0.59 0.56
Table 4.10: Metrics for 2-class test.
Conv2 Fully-con2
Metric Precision Recall Macro Precision Recall Macro
F-score F-score
good weld 0.74 0.81 0.77 0.83 0.99 0.91
defective 0.77 0.69 0.73 0.99 0.78 0.87
Average 0.76 0.75 0.75 0.91 0.89 0.89
The accuracy performance when tested on the 2-class dataset reverses, the convolutional
network, Conv2, performs worse than a fully connected network, i.e. Fully-con2.
In case of a dataset where the samples have only one label, as in the current study, the accuracy
is the same as micro F-score (not macro F-score). Micro F-score weights each sample (i.e.
image), therefore classes with more samples tend to skew the score. Macro F-score weights
each class, regardless of the number of samples within the class, therefore offsetting the imbal-
ance. The divergence is visible when applied on the 6-class, and almost identical for the more
balanced 2-class test.
4.3.1 Input image resolution impact
Figures 4.4 and 4.5 show the effect of resolution reduction on the accuracy performance for all
the neural networks assessed.
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Figure 4.4: Accuracy performance for different fidelities on 6-class test.
Figure 4.5: Accuracy performance for different fidelities on 2-class test.
The image resolution after cropping is 1280×700. The hardware constraints would not
allow assessing the networks at that resolution. Therefore the baseline resolution is 320×175.
The assessment of fidelity loss reflected in the networks accuracy performance results from
subsampling to 40×22, then upsampling to 320×175. The image losses details of the weld pool
and surrounding area and the neural network architectures remain unchanged. The ablation
analysis of the effect of fidelity loss shows that convolutional neural networks are affected
more than fully connected neural network. It concludes the pixels gradient loss affects the
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convolutional filters and spatial distribution of features more than the fully connected nodes.
The nodes in fully connected networks are agnostic to the value difference between pixels or
the features ordering and weight more the values of pixels.
4.4 Conclusion
This chapter presents and discusses the details for constructing a new system for automated
monitoring of the SS304 TIG welding using a simple system composed of an HDR camera and
a processing unit based on machine learning. The camera successfully filters out the powerful
light emitted by the arc while balancing the image and bringing up the details from the weld
pool. The processing unit based on machine learning is capable of adapting itself to the pro-
cess by learning the critical differences between the good and defective welds or recognising
specific defects from weldments. The analysis focused on assessing the performance of fully-
connected neural networks and convolutional neural networks in classifying weld defects.
CNN has the capability of learning more powerful representations of the defect present and
better balance the identification of one defect against misclassification of another. Although su-
perior on accuracy performance, the FCN proves to be more resilient across variations in input
fidelity. The present study shows neural networks potential to adapt to industrial requirements
contributing to increased productivity, quality and consistency for TIG welding processes.
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Chapter 5
Aluminium Alloy 5083 Weld Analysis with
Neural Networks
5.1 Introduction
This chapter looks at the results for the application of the neural network paradigm to images
of TIG welding of aluminium alloy 5083 (Al5083). The accuracy for classifying the images
on the initial trials using SS304 proved that the neural network could distinguish between the
different aspects of the welding conditions denoting defects. The data processing in this cur-
rent chapter uses Al5083 dataset. The dataset acquisition was part of the study, being unique
concerning the welding details captured and the range of defects observed. The current chap-
ter aims to study the implications of hyper-parameters (model hyper-parameters and training
procedure hyper-parameters) on the accuracy of the overall system for detecting defects. The
testing involves training CNN and FCN models of different architectures using a range of learn-
ing rates and image resolutions. The chapter analyses the accuracy variation for the changes
of the model hyper-parameters, learning rate and resolution, identifying the hyper-parameter
that contributes primarily to achieving high accuracy. The chapter includes the range of hyper-
parameters where the training of the neural networks rendered model unsuitable for classifica-
tion. At the end of the chapter, the hyper-parameters achieving the highest accuracy on Al 5083
are trained and tested on the SS304 dataset (dataset from Chapter 4).
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5.2 Specific methodology
The analysis covers 12 architectures, six CNN and six FCN. The main parameters defining the
architecture variations for CNN are the convolutional kernel size, the number of kernels in each
layer and stride, while for FCN the important parameters are number of layers and the number
of units in each layer. Tables 5.1 and 5.2 describe the main parameters defining the architecture
variations.
Table 5.1: Fully connected neural network architectures
Model Number Description
reference of layers
7 4 downsize:[400, 487]
flatten:[194800]
matmul:[194800, 256]-relu
matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
8 5 downsize:[400, 487]
max pool:[2, 2]/2
flatten:[48600]
matmul:[48600, 256]-relu
matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
9 5 downsize:[400, 487]
max pool:[3, 3]/3
flatten:[21546]
matmul:[21546, 256]-relu
matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax;
10 5 downsize:[400, 487]
max pool:[5, 5]/5
flatten:[7760]
matmul:[7760, 256]-relu
matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
11 5 downsize:[400, 487]
max pool:[10, 10]/10
flatten:[1920]
matmul:[1920, 256]-relu
matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
12 5 downsize:[400, 487]
max pool:[20, 20]/20
flatten:[480]
matmul:[480, 256]-relu
matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
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Table 5.2: Convolutional neural network architectures
Model Number Description
reference of layers
1 12 downsize:[400, 487]
conv:[5, 5]x[16]/1-relu, max pool:[5, 5]/3
conv:[5, 5]x[32]/1-relu, max pool:[5, 5]/3
conv:[5, 5]x[64]/1-relu, max pool:[5, 5]/3
conv:[5, 5]x[128]/1-relu, max pool:[5, 5]/3
flatten:[384]
matmul:[384, 256]-relu, matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
2 12 downsize:[400, 487]
conv:[5, 5]x[16]/1-relu, max pool:[3, 3]/2
conv:[5, 5]x[32]/1-relu, max pool:[3, 3]/2
conv:[5, 5]x[64]/1-relu, max pool:[3, 3]/2
conv:[5, 5]x[128]/1-relu, max pool:[9, 9]/9
flatten:[2560]
matmul:[2560, 256]-relu, matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
3 10 downsize:[400, 487]
conv:[5, 5]x[32]/2-relu, max pool:[3, 3]/2
conv:[5, 5]x[64]/2-relu, max pool:[3, 3]/2
conv:[5, 5]x[128]/2-relu, max pool:[3, 3]/2
conv:[3, 3]x[256]/2-relu
flatten:[512]
matmul:[512, 256]-relu, matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax;
4 12 downsize:[400, 487]
conv:[3, 3]x[16]/1-relu, max pool:[5, 5]/3
conv:[3, 3]x[32]/1-relu, max pool:[5, 5]/3
conv:[3, 3]x[64]/1-relu, max pool:[5, 5]/3
conv:[3, 3]x[128]/1-relu, max pool:[5, 5]/3
flatten:[1024]
matmul:[1024, 256]-relu, matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
5 12 downsize:[400, 487]
conv:[3, 3]x[16]/1-relu, max pool:[3, 3]/2
conv:[3, 3]x[32]/1-relu, max pool:[3, 3]/2
conv:[3, 3]x[64]/1-relu, max pool:[3, 3]/2
conv:[3, 3]x[128]/1-relu, max pool:[9, 9]/9
flatten:[3840]
matmul:[3840, 256]-relu, matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
6 11 downsize:[400, 487]
conv:[3, 3]x[16]/2-relu, max pool:[3, 3]/2
conv:[3, 3]x[32]/2-relu, max pool:[3, 3]/2
conv:[3, 3]x[64]/2-relu, max pool:[3, 3]/2
conv:[3, 3]x[128]/2-relu
flatten:[512]
matmul:[512, 256]-relu, matmul:[256, 128]-relu
matmul:[128, {6, 4 or 2}]-Softmax
The input image dimension is 400×487. The first layer, ”conv:[5, 5]×[16]/1-relu”, model
1 in Table 5.2, contains 16 kernels with each kernel of dimension 5×5, stride 1, and the activa-
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tion function ReLU [140]. It produces 16 feature maps of size 396×483 each. 396×483×16 =
3060288 output values with 5×5×16 (weights) + 16 (biases) = 416 parameters. The same num-
ber of output values, with a FCN, would require (396×483×16)*(400×487 + 1) = 596,147,162,688
parameters - almost impossible to process.
Following each convolution layer, there is maximum pooling [141] sampling layer. ”max
pool:[5, 5]/3” translates to a kernel size 5×5 and stride 3, which samples the largest value
in the receptive.
The basic blocks are the 5×5 kernels with stride 1 or 2, 3×3 kernels with stride 1 or 2, the
maximum pooling layers of sizes 5×5 with stride 3 and 3×3 with stride 2. The convolution
and maximum pooling operations take place at the beginning of the network, having an effect
of feature reduction, minimising the input from 194800 (multiplying 400×487) pixels to few
thousands. Following the reduction, all the features flatten into a single vector followed by the
fully connected layers, ultimately reducing the categorisation to either 6, 4 or 2 labels corre-
sponding to defects described earlier in Tables 3.7, 3.8 and 3.9. The last two hidden layers
”matmul:[384, 256]-relu” and ”matmul:[256, 128]-relu” are the same for all the networks to
preserve similarity between different architecture and assess the power of representations built
in previous convolutional layers of the CNN.
Convergence
Over the architecture variation, the learning process finds the probability distribution describing
the dataset. The probability distribution is parametrised by the weights composing the kernels
and fully connected layers in the architectures described earlier. The convergence algorithm
used in the current study is called Adaptive Moment Estimation (Adam) [103]. The main
influence on the convergence, and the speed of convergence is the learning rate. In the current
study the learning rate examined are 10−1, 10−2, 10−3, 10−4 and 10−5.The training parameters
are described in Table 5.3
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Table 5.3: Training parameters.
Learning rate 10−1, 10−2, 10−3, 10−4 and 10−5
Number of epochs 5
Batch size 10
First moment estimates decay rate 0.9
Second-moment estimates decay rate 0.999
5.3 Results & Discussion
5.3.1 6-class test
The most challenging test for the current approach is the 6-class classification, with the perfor-
mance over the range of the architecture and learning rate variations are described in Table 5.4.
The architecture differences provide a significant degree of performance difference, particularly
between the significant splits, CNN and FCN. The CNN outperforms and builds better repre-
sentations from the HDR input images compare to the FCN with an accuracy performance gap
of 18 percentage points (pp).
Table 5.4: Model accuracy for the learning rate and model for 6-class classification.
Model Learning rates analysed
reference
10−1 10−2 10−3 10−4 10−5 model
average
1 33.23 33.23 65.94 71.75 71.22 69.64
2 33.23 33.23 55.49 62.34 62.45 60.09
3 33.23 33.23 64.30 62.42 58.26 61.66
4 33.23 33.23 65.83 61.82 56.36 61.34
5 33.23 33.23 64.37 61.38 52.02 59.26
6 33.23 44.14 54.57 40.73 48.09 47.79
7 33.23 33.23 26.05 41.68 39.00 35.57
8 33.23 33.23 40.06 42.02 40.73 40.93
9 33.23 33.23 38.75 46.92 43.14 42.94
10 33.23 35.20 39.62 42.32 44.76 42.23
11 31.54 35.53 45.22 40.70 42.96 42.96
12 33.23 44.64 40.66 47.50 46.84 45.00
average 33.09 35.44 50.07 51.80 50.48 50.78
Table 5.4, on last column (dark grey background), presents the average of the three light
grey columns, 10−3, 10−4 and 10−5 and it measures the model’s stability across a range of
values for learning rate. The average omits the first two columns, i.e. 10−1 and 10−2, because
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the networks were unsuccessful in representing the underlying dataset probability distribution
for those learning rates. The 10−1 and 10−2 learning rates were too high for the architecture’s
internal parameters to converge to a state representative of the dataset’s probability distribution.
Such parameters are in great numbers since everything larger than 10−2 renders unusable mod-
els.
Figures 5.1 shows the same set of models as Table 5.4, displayed graphically.
Figure 5.1: Average accuracy for models trained with the learning rates 10−3, 10−4 and 10−5
for 6-class classification.
Figure 5.2 clusters the models based on the number of layers, highlighting the importance
of the increase is networks depth.
The limit in this case is the processing power available, which for this study, was 4GB Nvidia
GeForce GTX 980, able to accommodate a model of up to 12 layers. The pattern is also found
in FCN, architectures with 5 hidden layers exhibiting an accuracy advantage over architectures
with 4 hidden layers.
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Figure 5.2: Average accuracy as a function of the number of layers for 6-class classification.
Figure 5.3 tracks the accuracy performance when training with different learning rates,
10−3, 10−4 and 10−5. The accuracy remains relatively equal within the range, leading to the
conclusion that the learning rate determines if the model converges or not without providing a
significant advantage towards end accuracy.
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Figure 5.3: Average accuracy as a function of the learning rate for 6-class classification.
Table 5.5 and Table 5.6 is the confusion matrix and the per-class metrics for model number
1, the model exhibiting the best accuracy performance of 71.75%.
Table 5.5: Model reference 1 instance confusion matrix
Predicted categories
Ground good weld burn conta- lack of mis- lack of
truth through mination fusion alignment penetration
good weld 2057 113 0 1 16 2
burn through 0 330 21 0 0 0
contamination 114 658 1041 0 265 0
lack of fusion 0 0 216 788 0 3
misalignment 43 0 8 399 279 0
lack of penetration 0 0 2 0 0 232
Table 5.6: Precision, recall and macro F-score metrics for Model reference 1 instance.
Precision Recall Macro F-score
good weld 0.929 0.940 0.934
burn through 0.300 0.940 0.455
contamination 0.808 0.501 0.619
lack of fusion 0.663 0.783 0.718
misalignment 0.498 0.383 0.433
lack of penetration 0.979 0.991 0.985
average 0.696 0.756 0.691
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The aim of the study is performing hyper-parameters’ (e.g. learning rate) ablation analysis
on values leading to a successful model. A successful model is one that achieves an accuracy
exceeding 40% since the models tend to classify everything as the same class. In the current
case, that class is ”good weld”.
5.3.2 4-class test
Table 5.7 shows the performance results for training the the same architecture on classifying 4
types of welds.
Table 5.7: Model accuracy for the learning rate and model for 4-class classification.
Model Learning rates analysed
reference
10−1 10−2 10−3 10−4 10−5 model
average
1 25.51 25.51 68.91 89.66 86.87 81.81
2 25.51 25.51 71.57 73.29 75.13 73.33
3 27.09 25.51 74.05 74.87 74.81 74.58
4 25.51 25.51 89.66 75.32 71.83 78.93
5 25.51 27.09 74.68 81.47 74.18 76.78
6 25.51 73.54 77.03 75.19 70.18 74.13
7 25.51 27.09 69.16 63.32 62.06 64.85
8 27.09 27.09 68.78 55.58 73.10 65.82
9 25.51 56.47 71.38 57.17 61.99 63.52
10 25.51 78.17 68.46 64.91 64.09 65.82
11 27.09 73.92 57.99 70.88 74.62 67.83
12 25.51 65.67 74.75 70.37 72.53 72.55
average 25.90 44.26 72.20 71.00 71.78 71.66
The average performance difference between CNN and FCN shrinks to 9.5%. Figures 5.4
and 5.5 show the average accuracy for each class and average accuracy variation for model size
increase.
The natural inclination is to set larger learning rates since the architectures are able to con-
verge to a solution faster, requiring less training. In this regard, the FCN has a wider operating
window than CNN, being able to converge even with values as high as 10−2. That being said,
almost all architectures examined, have peak performance in the range 10−3 − 10−5. Perfor-
mance as a function of learning rate degrades sharply for values adjacent to 10−3 (namely 10−2)
for CNNs as well as FCN by 42pp and 13pp, respectively.
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Figure 5.4: Average accuracy for models trained with the learning rates 10−3, 10−4 and 10−5
for 4-class classification.
Figure 5.5: Average accuracy as a function of the number of layers for 4-class classification.
Figure 5.6, showing the accuracy performance against learning rate, highlight a similar pat-
tern as Figure 5.5. There is not a significant difference as long as the neural network converges.
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Figure 5.6: Average accuracy as a function of the learning rate for 4-class classification.
5.3.3 2-class test
In the case of 4-class and 2-class classification the accuracy is calculated in Tables 5.7 and 5.8
with the difference that the successful model is define by achieving an accuracy of at least 26%
and 67%, respectively. All architectures applied on the 2-class test achieve an accuracy of 67%
when the random classification probability is 50% is due to a slight imbalance in test dataset
(2189 good weld samples and 4399 defective). By categorising all images as defective, the
accuracy is 4399/(2189+4399) = 0.67. Therefore no representation of data was achieved.
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Table 5.8: Model accuracy for the learning rate and model for 2-class classification.
Model Learning rates analysed
reference
10−1 10−2 10−3 10−4 10−5 model
average
1 66.77 66.77 93.91 87.05 83.24 88.07
2 33.23 66.77 95.57 89.40 81.79 88.92
3 66.77 77.47 83.15 80.10 77.14 80.13
4 66.77 66.77 85.82 90.15 80.86 85.61
5 66.77 66.77 91.01 86.08 92.68 89.93
6 66.77 64.28 81.38 87.99 78.79 82.72
7 66.77 66.77 66.77 69.72 77.69 71.39
8 66.77 66.77 65.80 75.96 69.72 70.49
9 66.77 66.77 71.62 74.74 71.83 72.73
10 66.77 66.77 71.92 70.60 68.23 70.25
11 66.77 61.70 70.58 72.09 67.06 69.91
12 66.77 72.01 73.89 71.93 65.70 70.51
average 63.98 67.47 79.29 79.65 76.23 78.39
The results in Figure 5.4 and 5.5 show smaller performance gap between CNN and FCN
with a difference of 7.5pp in favour of CNN. Analysing samples labelled incorrectly it is ob-
served that most images of ”contamination” the samples are misclassified, in almost all cases,
indicating the defect is not represented sufficiently well in training dataset.
The 2-class performance mirrors the pattern observed in the 4-class test except for overall accu-
racy numbers. Since the classification involves two classes, the entire graphs shift up, reflecting
the simpler categorisation task.
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Figure 5.7: Average accuracy for models trained with the learning rates 10−3, 10−4 and 10−5
for 2-class classification.
Figure 5.8: Average accuracy as a function of the number of layers for 2-class classification.
Figure 5.7 confirms the conclusion for the equivalent graphs for 6-class test and 4-class test.
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Figure 5.9: Average accuracy as a function of the learning rate for 2-class classification.
5.3.4 Training stability
The training duration is 5 epochs for all the neural network architectures. Figure 5.10 shows
the loss evolution during training stage, significant of the convergence towards a solution. In
this case the loss graph represents an instance of model reference 4, but the same trend could
be observed for all the models.
Figure 5.11 shows the test accuracy at different points during training, notably at every epoch’s
end.
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Figure 5.10: Training loss evolution.
Figure 5.11: Test accuracy evolution.
Figures 5.10 and 5.11 highlight the models’ rapid converge during the first epoch, while
during the next 4 epochs, the models either maintain the same accuracy or at best improves it
marginally.
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5.3.5 Subsampling influence
This study analysis the impact of the resolution reduction on the final accuracy performance.
The result are presented in Figures 5.12, 5.13, 5.14, for 6-class, 4-class and 2-class, respectively.
Models trained using the images subsampled to 25×30 pixels then upsampled to 400×487 are
compared against models trained with the images subsampled to 400× 487 pixels. The fidelity
reduction impacts severally the CNN architectures, particularly when the problem difficulty
increases and the distinction between classes became harder, as in the 6-class test.
The FCNs show small decrease in accuracy performance, therefore concluding the architectures
are agnostic to inaccurate pixel values and less sensitive to the gradient between pixels values.
Figure 5.12: Subsampling accuracy impact for 6-class defect.
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Figure 5.13: Subsampling accuracy impact for 4-class defect.
Figure 5.14: Subsampling accuracy impact for 2-class defect.
5.3.6 Model improvement
Figure 5.15 shows the difference in accuracy performance achieved for categorising six classes
(good weld + 5 defects) for SS304 (Chapter 4 dataset). The accuracy difference relates to the
hyper-parameter optimisation, effectively finding models that perform better on the welding
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images. The Conv6 model in Chapter 4 has 5190 parameters while the model number 1 in this
chapter has 434438. The main problem with the big model applied to ”simpler” problems is
the overfitting. In this case, the short training (generally called early stopping) duration ensures
the model does not overfit and still achieves high accuracy.
Figure 5.15: The comparison between model number 1 and the Conv6 model defined in Table
4.2. The Conv6 accuracy is the final accuracy extrapolated over the entire epochs range for
reference.
The model number 1 builds a better representation of the underlying probability distribu-
tion, aspect deduced from studying per-class metrics, as recall, precision and macro-F-score.
Table 5.9: model reference number 1 confusion matrix for SS304.
Ground truth Predicted categories
good weld burn conta- lack of lack of high
through mination fusion shielding travel
gas speed
good weld 769 0 0 0 0 0
burn through 0 730 0 1 0 0
contamination 0 0 576 0 0 0
lack of fusion 0 64 0 586 94 0
lack of shielding gas 0 0 7 2 93 0
high travel speed 0 0 0 0 0 249
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Table 5.10: Precision, recall and macro F-score metrics for model reference number 1 applied
on SS304
Class Precision Recall Macro F-score
good weld 1.000 1.000 1.000
burn through 0.919 0.999 0.957
contamination 0.988 1.000 0.994
lack of fusion 0.995 0.788 0.879
lack of shielding gas 0.497 0.912 0.644
high travel speed 1.000 1.000 1.000
average 0.900 0.950 0.912
average Conv6
for comparison 0.77 0.79 0.78
as of Table 4.9
5.3.7 Radiographs
This study utilises for processing solely the images produced by the imaging of the welding
process and categorised by an experienced welder. The radiographs analysis show the existence
of pores along the weld line in all the samples inspected using radiography without any effects
produced by the pores at the surface of the weld during welding as in Figures 5.16, 5.17 and
5.18. The observation points to the conclusion that the small pores become trapped into the
material, having insufficient time to surface, stressing the need for a procedure that ensures
adequate resilience towards certain types of defects, as pores formation. At the same time, it
uncovers one of the system limitations namely the inability to detect some types of defects that
would impact the component usability.
The system under investigation is unable to adequately record, therefore unable to detect small
pores forming and trapped into the material. The pores are only one type of defects the system
is unable to detect. Generally, any defect that produces no visible difference, as trapped pores,
slight insufficient penetration or slight misalignment is very hard to identify.
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Figure 5.16: a) The front of the workpiece after welding, b) the back of the workpiece after
welding, c) the workpiece radiography. The recorded weld generating the workpiece is cate-
gorised as ”good weld”.
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Figure 5.17: a) The front of the workpiece after welding, b) the back of the workpiece after
welding, c) the workpiece radiography. The recorded weld generating the workpiece is cate-
gorised as ”contamination”.
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Figure 5.18: a) The front of the workpiece after welding, b) the back of the workpiece after
welding, c) the workpiece radiography. The recorded weld generating the workpiece is cate-
gorised as ”good weld”.
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5.4 Conclusion
The analysis involved the construction of models based on CNN and FCN, varying internal
architecture and hyper-parameters influencing the convergence of internal parameters for rep-
resenting dataset’s probability distribution. The models were trained using 6-class, 4-class and
2-class tests with top accuracies of 71%, 89% and 95%, respectively. Furthermore, this study
performed neural networks’ robustness examination over a set of problems (6-class, 4-class and
2-class), highlighting the parameters influencing the model performance, concluding the archi-
tecture is the most important aspect given the learning rate is adequately chosen. The study
also cover, the critical analysis of the accuracy performace impact linked to the input images
fidelity reduction.
The system required the generation of a new TIG welding dataset representing good welds as
well as different types of common defects. This study contributes with 33254 images covering
five welding defects.
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Chapter 6
Learned knowledge transfer
6.1 Introduction
The previous chapters explored the FCN and CNN of which the network designer defined
typologies. The number of layers, the type of the layers (kernels), the kernel hyper-parameters
(number of filters, filter size and filter stride) and the optimiser choice, were all selected before
the training stage. The optimiser repeatedly adjusts each layer’s weights during the training
stage to find the optimal set of values that would map the input (images) to output (labels). The
previous chapter generated several network typologies for training and evaluation representing
a small number of samples with regards to the search space.
6.2 Specific methodology
The repetitive nature of similar layer types in the networks designed manually inspired the
search space definition and space exploration procedure in the current chapter. The aim is to
find a cell, exemplified in Figure 6.1(d), that composed in a sequential fashion, as in Figure
2.10(left), forms a neural network. In this way, the search space shrinks from finding the
optimal network to finding the optimal cell that placed in a network is capable of mapping the
input to the output.
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Figure 6.1: Cell example composed of four nodes. The node labelled ”1” is the input, while the
node labelled ”4” is the the output. (a) The goal is to link the nodes with operations (operations
are on edges) in the optimal fashion. (b) All possible operations are placed on the edges. (c)
The edges are governed by weights significant of connection strength. (d) Only the strongest
connections are retained, forming a network instance.
The previous chapters limited the training to finding the network layer’s weights, while in
this chapter there are two sets of weights: cell weights (kernel or layer weights, the search from
previous chapters) and the cell edges (linking) weights. An instance of a cell is the sub-graph
with only the largest edge weights retained as in Figure 6.1(d). The aim is to link the nodes
in Figure 6.1(a) somehow, in the most optimal way, in order for the networks (composed of
many sequentially linked cells) to exhibit the best performance. Figure 6.1(b) shows placing
three types of operations on each edge (an example of operations could be, but not limited to,
convolution, sampling and no operation). Figure 6.1(c) highlights the strongest connections as
a result of optimisation process while Figure 6.1(d) represents an instance of a cell typology
that would be placed in a network, with the new network trained and tested on a separate subset
of the data.
The search space definition includes two aspects: the definition of the operations, i.e. the link
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types between the nodes, and the cell linking pattern, i.e. the number of inputs and outputs for
every node.
In this study the set of operations placed on the edges are:
• 3× 3 separable convolution
• 5× 5 separable convolution
• 7× 7 separable convolution
• 3× 3 dilated separable convolution
• 5× 5 dilated separable convolution
• 7× 1 then 1× 7 convolutions
• 3× 3 average pooling
• 3× 3 maximum pooling
• identity connection (no processing)
• zero (no connection)
The linking pattern is as follows:
• each cell has two inputs and one output
• each node in a cell receives two inputs from other nodes from the same cell
• the output of a cell is the concatenation of the last two nodes from the same cell
Figure 6.2 shows the general typology of the cell. Each dotted arrow is one of the ten operations
enumerated above. Therefore, the NAS aims for selecting the appropriate operation for each
connection, given the linking pattern.
111
Figure 6.2: General cell pattern. The inputs to the cell are the two outputs generated by the two
previous cells. The cell nodes are connected acyclically receiving inputs from any two previous
nodes, generating one output. The cell output is the concatenation of node labelled ’1’ with the
node labelled ’2’.
NAS explores two types of cell, the normal cell and the reduction cell. Both cell types
share the same pattern but the operations placed on each connection between nodes differ. The
reduction cell uses stride 2 for convolutions, therefore shrinking the subsequent cells input
dimensionality.
In the previous chapters, the process of finding a new model involved training the model on the
training dataset and evaluating it on the test dataset. In the first chapter, the validation checks
the overfitting behaviour, but primarily there were two stages of training and testing. In the
case of NAS, the training has two part: finding a performant cells typology (using a reduced
dataset), then after arriving at the optimal cells typology, construct a new network, using the
cells discovered, and train on the entire dataset for accuracy (find the optimal network weights,
as in the previous chapters).
The first stage involves building a network out of a cell, with each cell’s internal nodes using
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all types of operations at once. Each operation has a weight, i.e. a scalar, as follows [89]:
node(k) =
∑
i<k
op(i,k)x(i)
op(i,k)(x) =
∑
op∈O
eτop,(i,k)∑
op′∈O e
τop′,(i,k)
op(x)
where op(·) is an operation applied on the input x, τi,k is a vector of dimension O and op(i,k) is
the mixing operation representing the architecture typology in a continuous domain. The first
stage aims to jointly learn (find) the set of continuous variable τ = τ(i,k) and network weights
θ for all the mixed operations using gradient descent. A discrete instance of the cell is obtained
by retaining the two highest values from τ , equivalent to retaining the strongest connections in
the cell.
The first training stage is finding the optimal typology using training and validation datasets.
The network tries to find the optimal τ ∗ by minimising the validation loss Lval(θ∗, τ∗), while
the architecture weights (θ∗) minimises the training loss Ltrain(θ, τ ∗). More elegantly the prob-
lem is formulated as [89]:
min
τ
Lval(θ∗(τ), τ)
s.t. θ∗(τ) = argminθLtrain(θ, τ)
It is a two-step process described by the following algorithm:
Algorithm 2 Differentiable architecture search [89]
1: Given a mixed operation op(i,k) for each edge (i, k)
2: while not optimal do
3: Apply∇θLtrain(θ, τ) on the weights θ
4: Apply ∇τLval(θ − ξ∇θLtrain(θ, τ), τ) on the weights τ
5: end while
6: Retain only the edge with the highest weights op(i,k) = argmaxo∈Oτo,(i,k)
At every step t, using the typology τt−1, the weights θt are obtained by minimisingLtrain(θt−1, τt−1).
Then keeping the weights θt fixed, the typology weights update by minimising validation loss
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with respect to each weight as follows [89]:
Lval(θt − ξ∇θLtrain(θt, τt−1), τt−1)
The first optimisation stage produces two cells, normal and reduction. The found cells typology
represents the basis of a new network, with a fixed typology and the weights θ reset. The new
network follows the same training procedure as the previous chapters. It represents the second
stage of training. The network depth (number of layers) differ from the first stage depending
on processing requirements. A network is a sequence of cells. Therefore it can scale up and
down.
In the current study, the cell has two inputs, two intermediate nodes and one output, as in Figure
6.2. The output is the concatenation of the two intermediate nodes’ output. Every cell receives
the output of the two previous cells. The reduction cell is in the middle of the network, location
varying depending on the number of layers.
During the first stage of training the hyper-parameters are as follows:
• the image size is 100×100 pixels, down from 400×487 in previous chapter
• the number of channels for the first cell is 24
• the number of layers for the network is 8 (therefore 8 cells)
• the training duration is 10 epochs
• the optimiser for the weights θ is Momentum Standard Gradient Descent (SGD), with the
learning rate starting at 10−3 and decreasing up to 10−4 during training, the momentum
is 0.9 and the weight decay is 10−2
• the optimiser for typology weights τ is Adaptive Moment Estimation (Adam), with the
learning rate 10−3, the first and second moment estimates are β = (0.5, 0.999) and the
weight decay 10−3
The second stage of training used the following hyper-parameters:
• the image size is 200×200 pixels for the Al 5083 images and 320×175px for the SS304
images
• the number of channels for the first cell is 16
• the number of layers for the network is either 2, 6 or 10 (therefore 2, 6 or 10 sequentially
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linked cells)
• the training duration is 100 epochs
• the optimiser for the weights θ is Momentum Standard Gradient Descent (SGD), with
the learning rate starting at 10−2 and decreasing up to 2.5 × 10−6 during training, the
momentum is 0.9 and the weight decay is 10−3
The 4GB memory of the Nvidia GeForce GTX 980 GPU represents the limitation for the num-
ber of channels in the first cell and the network depth, i.e. the number of layers. The imple-
mentation uses Pytorch [137] library.
The data split for training, validation and testing subsets for Al5083 is described in Table 6.1:
Table 6.1: Dataset split between training, validation and test for 6-class Al 5083
Category Number of samples
Train Validation Test
good weld 4025 4733 2189
burn through 1728 55 351
contamination 3892 2433 2078
lack of fusion 1262 2766 1007
misalignment 1872 1081 729
lack of penetration 1780 1039 234
Total 14559 12107 6588
The Al 5083 dataset has a validation subset, and SS304, Table 6.2, does not have one in this
chapter, because the optimisation for establishing the optimal linking pattern and operations
type uses only Al 5083 dataset. The cell found is then transferred to a network that was never
trained on, the SS304 dataset, to study how the typologies could transfer from one dataset to
another. Therefore, SS304 dataset is useful only for the second stage of the training and for the
testing. The Al 5083 dataset is the same used in the Chapter 5, with the exception for the first
stage of training, where the training subset splits into two ”equal” part: training and validation.
The new training subset optimises the layers weights, while the validation subset, optimises the
linking pattern and operations type.
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Table 6.2: Dataset split between training and test for 6-categories SS304 material
Category Number of samples
Train Test
good weld 1910 540
burn through 977 731
contamination 1613 960
lack of fusion 5036 1490
lack of shielding gas 196 102
high travel speed 630 249
Total 10362 5072
6.3 Results & Discussion
6.3.1 Cells found
Two candidates have been generated, shown graphically in Figure 6.3 after performing the first
stage of training for the identification of an optimal cell typology. Figure 6.3(a) is the normal
cell, preserving the image dimension (or input dimension more generally) while Figure 6.3(b)
is the reduction cell which reduces the input dimension.
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Figure 6.3: Cells found after performing the first stage of training on Al 5083 dataset. a) normal
cell, b) reduction cell
The second stage of training tracks the accuracy of three network architectures composed
with the cells found. The three architectures differ in the number of internal layers as described
in Table 6.3:
117
Table 6.3: The three types of network size examined in current chapter.
Layer Internal cell type distribution
number for each network size
2-layer 6-layer 10-layer
layer 1 normal normal normal
layer 2 reduction normal normal
layer 3 - normal normal
layer 4 - reduction normal
layer 5 - normal normal
layer 6 - normal reduction
layer 7 - - normal
layer 8 - - normal
layer 9 - - normal
layer 10 - - normal
During the process of training the learning rate was not fixed at 10−2 but it decreased fol-
lowing a cosine annealing schedule given by formula:
ηcur =
1
2
ηinit(1 + cos(
Tcur
Tmax
π))
where ηcur is the current learning rate, taking into account the initial learning rate ηinit = 10−2,
the current epoch number Tcur and the maximum number of epochs Tmax = 100. Figure 6.4
shows the evolution of learning rate graphically, for each epoch during the second stage of
training.
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Figure 6.4: Cosine annealing learning rate schedule across all 100 epochs of second training
stage
6.3.2 Al 5083 performance
Figures 6.5, 6.6 and 6.7 show the evolution of the accuracy measured after each epoch on the
Al 5083 testing subset for tracking the evolution of the accuracy performance.
In Figures 6.5, 6.6, 6.7 the dotted yellow line is the exact accuracy measured after each epoch.
The blue line is a weighted average of the previous values given by:
a
(avg)
t = (1− w)
t∑
i=0
wt−iai
where a(avg)t is the average weighted accuracy figure (a point on the blue line) at time t, w =
0.8 is a weight chosen arbitrarily influencing the smoothness of blue line and a(inst)t is the
instantaneous accuracy as calculated after processing the testing subset. The straight red line
represents the accuracy obtained at the end of the training for model number 1 in Chapter 5,
placed as a reference when compared to the current model’s accuracy.
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Figure 6.5: The testing accuracy evolution for Al 5083 dataset across 100 epochs of the second
training stage as compared to Model 1 (ch. 5).
Figure 6.6: The testing accuracy evolution for Al 5083 dataset across 100 epochs of the second
training stage as compared to Model 1 (ch. 5).
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Figure 6.7: The testing accuracy evolution for Al 5083 dataset across 100 epochs of the second
training stage as compared to Model 1 (ch. 5).
The networks achieved a more stable state only towards the end of training when learning
rate decreased sufficiently for allowing the weights to settle on optimal values in the multi-
dimensional feature space.
All three models studied, i.e. 2-layer, 6-layer and 10-layer, matches or outperforms the best
model accuracy found in Chapter 5 (when the models hyper-parameters are defined by hand).
The conclusion is that the first stage of training did find cells that are not very sensitive to the
network depth. The difference in the accuracy between Model1 (Chapter 5) and the 10-layer
model tested in the current chapter on Al 5083 is not very large standing at three percentage
points (pp) (71% vs 74%), but the more striking difference is the number of parameters con-
tained by each model. Table 6.4 shows the relative size between model 1 from Chapter 5 and
all three model from this chapter.
Table 6.4: Number of model parameters for the models applied on the Al 5083 dataset.
Model Number of parameters Ratio
Model1 (ch. 5) 401670 1
10-layer model (Fig. 6.7) 305420 0.76
6-layer model (Fig. 6.6) 239148 0.60
2-layer model (Fig. 6.5) 173644 0.43
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The 2-layer network matches Model 1 on accuracy using only 43% of the number of pa-
rameters, emphasising the model power for representing the welding images and the categories
probability distribution. The accuracy difference is slightly larger, 1pp, when using a bigger
model, i.e. 6-layer model, and even larger with a 10-layer model.
Although in terms of the accuracy, all the architectures from this chapter applied on Al 5083
dataset outperformed or matched the Model1, there is an area where Model1 performs bet-
ter than the best performing 10-layer network, shown in Table 6.6. The precision, recall and
F1-Score designed to encapsulate more detailed understanding of per-class performance show
the Model1 as making fewer mistakes per class, although overall (over the entire dataset) it
performs worst. The models in this chapter have a slight bias of categorising better the im-
ages belonging to the more numerous classes in the dataset. More balanced categories through
recording more defective welds or eliminating some examples from numerous classes could
rectify the behaviour. Removing images form dataset is the least preferred option since it leads
to a reduction in the dataset and subsequently the model generalisation capability. Tables 6.5
and 6.6 show the confusion matrix and per-class metrics for the 10-layer model.
Table 6.5: The confusion matrix for 10-layer model applied on Al 5083 dataset.
Ground truth Predicted categories
good weld burn conta- lack of mis- lack of
through mination fusion alignment penetration
good weld 2140 48 0 0 1 0
burn through 0 314 37 0 0 0
contamination 55 99 1689 0 235 0
lack of fusion 0 0 55 590 0 362
misalignment 173 0 0 357 157 42
lack of penetration 41 0 0 0 3 190
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Table 6.6: Precision, Recall and F1-score metrics 10-layer model applied on Al 5083 dataset.
Precision Recall F1-score
good weld 0.888 0.978 0.931
burn through 0.681 0.895 0.773
contamination 0.948 0.813 0.875
lack of fusion 0.623 0.586 0.604
misalignment 0.396 0.215 0.279
lack of penetration 0.652 0.812 0.459
average 0.643 0.716 0.654
average Model1
for comparison 0.696 0.756 0.691
as of Table 5.6
6.3.3 SS304 performance
The Figures 6.8, 6.9 and 6.10 show the accuracy evolution during training for the 2-layer,
6-layer and 10-layer using the SS304 datasets and models identical to previously examined
models applied on the Al 5083 dataset. The difference here is the extra model (Conv6) used for
comparison. Figure 6.8, 6.9 and 6.10 show a green line representing the final accuracy obtained
by Conv6 model in the Chapter 4 displayed as reference.
Figure 6.8: The testing accuracy evolution for the SS304 dataset across 100 epochs of the
second stage training as compared to Model1 (ch. 5) - red line - and Conv6 (ch. 4) - green line
-
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Figure 6.9: The testing accuracy evolution for the SS304 dataset across 100 epochs of the
second stage training as compared to Model1 (ch. 5) - red line - and Conv6 (ch. 4) - green line
-
Figure 6.10: The testing accuracy evolution for the SS304 dataset across 100 epochs of the
second stage training as compared to Model1 (ch. 5) - red line - and Conv6 (ch. 4) - green line
-
The model sizes vary widely, the smallest, Conv6, being 77 times smaller than the largest,
Model1, with the models analysed in this chapter in between these two extremes. Table 6.7
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show the relative sizes of the 2-layer, 6-layer and 10-layer models relative to previously studied
models.
Table 6.7: Number of model parameters for the models applied on SS304 dataset.
Ratio Ratio
Model Number of parameters compared compared
to Model1 to Conv6
Conv6 (ch. 4) 5190 0.013 1
Model1 (ch. 5) 401670 1 77.4
10-layer model (Fig. 6.7) 336908 0.76 64.9
6-layer model (Fig. 6.6) 270636 0.60 52.1
2-layer model (Fig. 6.5) 205132 0.43 39.5
The SS304 dataset is a simpler dataset for the neural networks to categorise, there is not
as much variation within each category, and not as much similarity between categories, with
every single model assessed displaying higher accuracy although the number of categories is
the same (6 classes).
Tables 6.8 and 6.9 show the confusion matrix and per-class metrics for the 2-layer model ap-
plied on the SS304 dataset. The model exhibits improved performance in terms of accuracy,
as well as per-class metrics for classes with less representation as ”lack of shielding gas”. The
model achieves an accuracy of 98.2%.
Table 6.8: The confusion matrix for 2-layer model applied on SS304 dataset.
Ground truth Predicted categories
good burn conta- lack of lack of high
weld through mination fusion shielding travel
gas speed
good weld 1511 0 0 29 0 0
burn through 0 710 0 21 0 0
contamination 0 0 945 0 0 15
lack of fusion 0 0 0 1490 0 0
lack of shielding gas 0 0 0 1 101 0
high travel speed 0 0 0 0 0 249
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Table 6.9: Precision, Recall and F1-score metrics 2-layer model applied on SS304 dataset.
Class Precision Recall F1-score
good weld 1.000 0.981 0.990
burn through 1.000 0.971 0.985
contamination 1.000 0.984 0.992
lack of fusion 0.967 1.000 0.983
lack of shielding gas 1.000 0.990 0.995
high travel speed 0.943 1.000 0.971
average 0.985 0.988 0.986
average Model2
for comparison 0.900 0.950 0.912
as of Table 5.10
average Conv6
for comparison 0.77 0.79 0.78
as of Table 4.9
The networks composition in this subsection uses the cells found during the same first stage
of training which used only the Al 5083 dataset. By omitting the SS304 dataset from the first
stage of training, the intention is to demonstrate the cell potential for categorising welding im-
ages of different material highlighting the cell transferability capability.
The accuracy obtained with the optimised architectures outperform the previously hand de-
signer networks by a margin of 6pp. The precision, recall and F1-score also improved showing
a robust categorisation capability.
An outlier is the 10-layer network of which performance improves then degrades during the
training. The overfitting behaviour (training accuracy increases while testing accuracy de-
creases) results from the network depth. The 10-layer network has the power to represent
the probability distribution with an increased degree of freedom emergent from higher order
functions able to develop.
At the same time, the 6-layer network strikes the right balance between the internal functions
complexity and the correct representation of probability distribution, converging fast towards
the high accuracy and maintaining approximatively the same level of accuracy across the entire
second stage of the training process.
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6.4 Conclusion
This chapter makes one step further towards the aim of identifying defects during the welding
process by treating the model hyper-parameters as a continuum where an optimiser could be
applied to navigate the multi-dimensional landscape. The study framed this optimisation prob-
lem by constraining the model to find two cells, normal cell and reduction cell, that placed in
the context of a network categorises welding images with high accuracy.
The study found a set of two cells, built three models (2-layer, 6-layer and 10-layer model),
tracked the test accuracy and analysed the performance of the three networks when applied on
the Al 5083 and SS304 welding images. The chapter shows the comparison between the three
models and the previously hand-designer models discovered in the previous chapters.
The system achieved state of the art accuracy of 74% in classifying six welding process defects
exceeding the previous best accuracy of 71% on the Al 5083 dataset. On the SS304 dataset, the
2-layer model not only improves on the overall accuracy and the model quality but delivered
the accuracy performance with only 43% of the number of parameters, as compared to the pre-
vious chapter.
Another aim of the current chapter was to set the training procedure for the models’ transfer-
ability capability examination. The cells found using the Al 5083 dataset have the potential of
achieving high performance when applied on SS304 dataset, speeding up the process of find-
ing a better model for assessing Al 5083 and SS304 welding and potentially for many more
materials considered weldable.
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Chapter 7
Conclusions and future work
The current work studies the welding defects identification using a visible spectrum camera
and applying the neural network paradigm for processing the images. The system involves
acquiring images with an HDR camera, pre-process the image, then use the neural networks
architectures for mapping between the aspect of a defect and the name of the defect.
This study starts with the camera selection. The sensor requirement was the capability for
recording in the visible spectrum because the assessment involved the images categorisation
similar to a human welder. The problem with this approach is the powerful arc light, which
obscures the weld pool. An imaging sensor capable of countering the arc light and capable
of reproducing images of the weld pool and surrounding area by using a high dynamic range
(HDR) capability led to the selection of Xiris XVC-1000. This study generated two datasets
of high quality, high dynamic range images of diverse welding conditions. It considers the
acquisition of high-quality images as a contributing factor towards the end goal of identifying
weld defects.
The welding process defects and problems considered in this study, occurring commonly dur-
ing TIG welding, are burn through when the sheets are thin, contamination when workpieces
are impure or lack of shielding gas, to name only a few of the problems.
The most substantial part of the current study focuses on processing the images of the TIG
welding process of SS304 and Al 5083 recorded with the HDR camera.
The datasets cover six classes representatives the welding conditions observed for SS304 and
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Al 5083. The six classes for the SS304 are a good weld, burn through, contamination, lack
of fusion, lack of shielding gas and high travel speed. The Al 5083 dataset contains images of
welds representative of a good weld, burn through, contamination, lack of fusion, misalignment
and lack of penetration. In total the SS304 dataset contains 30,008 images of 56 welding runs
and the Al 5083 dataset counts 33,254 images of 60 welding runs.
The previous studies involved hand-designed features and filters for extracting information
from an image (signal) followed by hard-coded rules for establishing the correlation between
welding states and category or welding states and actions. Unlike those studies, the approach
in the current work is the adoption of a paradigm able to build an internal representation of the
welding state and map it to a category.
The processing paradigm identified during the literature review for the ability to process the
highly-dimensional mapping between an image’s pixels and the category is machine learning,
more precisely neural network involving supervised learning.
The study used images of SS304 welding for testing the initial idea. The test involved two
settings: the discrimination between good welds vs defective welds and the discrimination be-
tween all six classes within the dataset. The results for the classification between the good
welding conditions and the defective state achieved an accuracy of 89.5% and distinguishing
between the good welding conditions and five other defective conditions achieved an accuracy
of 93%. The test involved the use of the convolutional neural networks and the fully connected
neural networks, assessing the accuracy of both settings and the influence of the images quality.
The results of the neural network paradigm application on SS304 fed into the second chapter,
where the scope of finding the optimal architecture broadened. The second chapter described
the use of neural networks on the Al 5083 dataset. The work involved the model ranking based
on the error analysis, the hyper-parameter ablation, i.e. which hyper-parameter is more impor-
tant, the robustness check for problems with different difficulties, i.e. a different number of
classes, and the influence of image fidelity reduction.
The analysis covered 12 neural network models, five learning rates, three problem difficulties,
i.e. 2-class, 4-class and 6-class problem, and two image resolutions. The convolutional neural
networks built better representations than the fully connected neural networks and achieved an
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accuracy performance of 71%, 89% and 95% on 6-class, 4-class and 2-class problem, respec-
tively.
The conclusion emerging from the analysis applied to the Al 5083 dataset is the model hyper-
parameters are the most significant differentiator towards better accuracy. An architecture opti-
misation process, therefore, has the potential to exhibit better accuracy performance. A method
for optimising the neural architecture search (NAS) was implemented, improving the accuracy
for identifying the correct welding conditions to 96% on SS304 and from 74% on Al 5083. At
the same time, the architecture found through the optimisation procedure proves the potential
for transferring between different material datasets and outperforming the hand-designed ar-
chitectures.
The system built during this study and the processing approach involved proved the capability
of assessing the welding conditions of TIG welding similarly to an experienced welder. The
gap between the experience welder accuracy and versatility for welding process defects identi-
fication and the system studied here is still significant, but the difference is smaller compared
to the beginning of this study.
7.1 Future work
The paths for taking the study further split into several possible ways forward.
The first way forward is the expansion to a different welding process. The step involves the
sensor capabilities reassessment and adjustment.
The second approach is the dataset expansion for encompassing several other types of defects
not included in the current study, as well as TIG welding of materials other that SS304 or Al
5083 or different workpiece geometry.
A third technique is the use of hybrid input for training the neural networks. A hybrid input
could be composed of an image and welding parameters or two images in a different spectrum,
or two images at different viewing angle, or an image and an acoustic signal or any other
combination.
A fourth way forward is the generation of synthetic images of defects, therefore enhancing and
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expanding the dataset available for a system like the one presented here for learning a wider
variety of classification with greater accuracy.
A fifth approach could look into the mapping between the neural network input and output
signal. In the current study, the mapping was between an image and the assigned label denoting
the state. The jump between image and output could be larger if the output is the welding
parameters, or smaller if the output is the weld area. Another path would be using the current
approach to output not only the categorisation, but a combination of categorisation and few
welding parameters changes to bring a defective welding state towards a good welding state.
A sixth approach could be the use of unsupervised learning for training the model. It would
alleviate the need for labelled examples of good and defective welds by allowing the model to
cluster images with a similar aspect within one group.
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