Abstract. Computational methods for predicting the new drug-target interactions are more efficient that those experimental methods. Many machine learning based methods have been proposed but most of them suffer from false negative problem. In this paper we extend the original label matrix and adopt weighted lose function to overcome the traditional false negative problem and then propose a label extended semi-supervised learning method called LESSL for drug-target prediction. In our experiment we use two kinds of cross-validation.The results show that our method can raise AUC average by 0.03 and raise AUPR average by 0.04. At last we use the whole dataset as a training set and predict over 10 new drug-target interactions.To conclude our method is efficient and practicable.
Introduction
It is a key point to identify the potential interaction between drugs and targets in modern drug researches. Finding out new targets of a certain drug, we can make a new kind of drug [1] or make drug repositioning [2, 3] . Four kinds of interaction data are available including Nuclear Receptors, Enzymes, G-protein receptors and Ion Channels [4] and we can get these data from several public databases such as DrugBank, SuperTarget, KEGG BRITE.
The experimental ways of finding new interaction called in vitro methods are much time-consuming and costly also with some disadvantages [5, 6] .With the development of computer technology a lot of in silicon prediction ways are proposed including text mining, docking simulation and statistic based machine learning which all give more useful information to in vitro methods. Text mining approaches are short in information redundancy [7] . Docking simulation approaches are sensitive to the structure of targets, but the 3D structures of may targets are still unknown [8] .Text mining and docking simulation are also time-consuming thus they can't be used to large-scale prediction while the statistic based machine learning approaches are more effective in large-scale data.
DBSI and TBSI are two typical complex network based methods. DBSI is similar to the item-based recommendation algorithms [9] and TBSI is similar to the user-based recommendation algorithms [10] .Different from DBSI and TBSI, the NBI method uses the topology similarity whose theory is just like mass diffusion in physics [11] .Then a lot of methods similar to NBI are proposed which only change the way to make diffusion [12] .
Another part of learning methods are similarity based approaches. These methods are all under the assumption that similar drugs are more likely to interact with similar proteins. Three kinds of information are needed: the similarity of all the drugs, the similarity of all the proteins and the known interaction between drugs and proteins. Yamanishi et al [13] introduce a supervised method to predict possible drug-protein interactions using bipartite local models. Then Yamanishi et al [14] make further research in pharmacological space and propose a new prediction method. Jian et al [15] improve the BLM model. They introduce the interaction information of the neighbors and propose the BLM-NII model achieved better prediction performance than Yamanishi. Masataka et al [16] use the side effect of the drugs and reconstruct the similarity of all the drugs then use pairwise kernel regression to make prediction. From the semi-supervised learning view XiaZ et el [17] use Laplacian regularized least squares(LapRLS) and net Laplacian regularized least squares(NetLapRLS) models to make prediction. Van Laarhoven et al [18] introduce Gaussian interaction profile (GIP) to enrich the similarity information then construct a pairwise kernel regression to predict. Gonen et al [19] propose a new Bayesian formulation method which adopts the dimensionality reduction, matrix factorization and binary classification skills. Yuhao et al [20] use the restricted Boltzmann machines learning but this method aims at finding the hidden interaction rather than new interaction. Hailin et al [21] propose a new method using Consistency in Networks which can utilizes large labeled and unlabeled data.
In this paper we propose a label extended semi-supervised learning (LESSL) pridction method which makes prediction from drug view and protein view.We evaluate our method and other existing methods with ten-fold cross-validations on four datasets.To show our method is practicable we use all the data as training set to predict new drug-target interaction.All the results show that our method can achieve better perfromance.
Materials
Chemical Data.Chemical structures of drug compounds come from the DRUG and COMPOUND which are two useful sections in the KEGG LIGAND database. Yamanishi et al [13] go through each drug pairs then use SIMCOMP program to calculate the structural similarity between drug compounds based on the size of common substructures between compounds. The similarity matrix of all drug compounds is denoted S D here.
Genomic Data.Amino acid sequences of target protein come from the public database KEGG GENES. Yamanishi et al [13] use a normalized version of Smith-Waterman score to calculate the sequence similarity between target proteins. The similarity matrix of targets is denoted as S P.
Drug-protein Interaction Data.Yamanishi et al [13] find that the well confirmed drug-target interactions in nuclear receptors, GPCR ,ion channels and enzymes are 90,635,1476,and 2926.The interaction matrix is Y, if e ij =1, the i-th protein and the j-th drug interacts with each other, e ij =0 otherwise. Those known drug-target interactions are regarded as 'gold standard' just like previous studies [13] [14] [15] [16] [17] [18] [19] [20] [21] .
Label Extended Semi-supervised LearningMethod
Graph-based Semi-supervised Learning.GSSL is a kind of semi-supervised learning method which makes full use of the unlabeled instance.This method goes with this assumption that the change of all the labels should be smooth on the graph.The graph,showing the correlation of each pair of instances,is G=(V,E) where V is the vertex set and E is the edge set.Each vertex in V represents an instance in data set and each edge in E gives the similarity for each datum pair with a non-negative weight.Then GSSL tries to find a function F which satisfies two conditions:(1)the result F is closed to the original labels,and(2)all the labels should change very smoothly on the graph G.The first assumption can be expressed like this:
Where Y is the original label matrix. The second assumption can be expressed like this:
Where F=[f 1 ,f 2 ,...f n ],D is a diagonal matrix whose element is = ∑ =1 ,I is identity matrix,L is Laplace matrix.Then the GSSL model tries to minimize the sum of two parts showed above:
arg (
For drug target prediction problem we follow the assumption that similar drugs always interact with the same targets and similar targets always interact with the same drugs, so in our method we make the prediction from the two point of views: the drug view and the target view.
Protein View Prediction.The matrix Y is very sparse and the number of known targets for each drug changes sharply. Traditional graph-based semi-supervised learning algorithms are extremely dependent on the initial labels. So we can introduce the matrix V which is a node regularizer [22] here .The matrix V=diag(v) comes from the initial label matrix Y: The matrix Z is incomplete with many false negatives, because the interaction information from the well-known database is updated day by day. To overcome this we can extend the matrix Z by letting Y'=Z*S d . By this matrix multiplication we may get more complete interaction information matrix Y' [23] .
We can get an extra drug similarity matrix D form the interaction matrix Y:
Whereγis a parameter,y .i is a binary vector which is formed by the i-th column of the matrix Y. Now we use the weighted loss function as the first part in model:
V is a node regularizer, S d is the drug similarity matrix. M is a new weight matrix which gives the weighted loss for those incomplete interaction information. M is defined as follow:
We set the second part of the objective function defined as follow:
So our objective function is:
The third term controls the sparsity of F, because to our knowledge a kind of drug interacts with a few proteins.α and β are two parameters which try to balance the importance of each part. To make it simple, we define a matrix Y'=VYS d.
Taking the derivative of Eq. (9) with respect to F, we can get the Eq.(10) as follow:
Eq.(10) can be divided into n parts. For the i-th part it can solved like this:
Eq.(11) can be solved in may ways [24] . The time complexity is related to the non-zero elements in Eq. (12) .Because L k , M .
and I have O(n) non-zero elements. In this paper we chose Conjugate Gradient solver to solve .By solving the equation we can get one prediction result F. Drug View Prediction.Because of the similarity to protein view prediction, we explain it briefly.
We also need to compute the extra similarity of protein by:
The weight matrix is:
To make the way of solving model uniform we make a transform operation to Y and F, letting E=F T . So the drug view prediction model is:
By solving it we can get another prediction result E. Then final prediction result is
Experimental Setup
In order to show the performance of our proposed prediction method, we adopt the 10-fold cross-validation method on the four data sets. The 10-fold cross-validation method consists of two parts:(1)drug prediction view: we split the whole drug compounds into 10 parts of roughly equal size, that is,90% of columns in Y are training set. Then we choose one part from the drugs as test set and the remaining 9 parts as training sets. We repeat this procedure 10 times.(2)target prediction view: we split the whole targets into 10 parts of roughly equal size and 90% of rows in Y are training set.
To measure the performance of prediction, we use the traditional AUC and AUPR .From two kinds of cross-validation we get AUCd, AUPRd ,AUCt and AUPRt. And we set parameters γ = 1, α = 0.01, β = 0.001 empirically in our method and we compare our method with other existing methods. The results are below: Although our method does not achieve best results in each data set, we can find that our method improves the AUC and AUPR on most data sets especially those large data sets.
Thenwe use the the whole data set as a training set to predict new interaction.We rank the prediction result by each drug.Taking drug D00348 as an examplewe rank all the targets to drug D00690 by the predicted score and find out those targets with high score.Thenwe query the latest database to check whether those targets with high score actually interact with drug D00348.We list those well predicted drug-target pairs below. 
Summary
In this paper we proposed a label extended semi-supervised learning method for predicting new drug-target interaction. The experimental results show that our method can raise AUC average by 0.03 and raise AUPR average by 0.04. At last we use the whole dataset as a training set and predict over 10 new drug-target interactions.To conclude our method is efficient and practicable. We also find that the similarity information is key to prediction. The original way of measuring similarity of drugs can't capture all the characteristics of drugs. So in the future study we will try to find a more suitable way to measure the similarity between drugs.
