Abstract Novel, cheap optical components allow for reconfigurable interconnection networks inside multiprocessor systems. In this paper, we introduce some of these components, their limitations, and present simulations that show the resulting speedup of these multiprocessor systems.
Introduction
Electrical interconnection networks connecting the different processors and memory modules in modern large-scale multiprocessor machines are running into several physical limitations. In shared-memory machines, where the network is part of the memory hierarchy, high network latencies cause a significant performance bottleneck. Parallel optical interconnection technologies can alleviate this bottleneck by providing fast and highbandwidth links between distant node pairs that communicate intensively [1] . If the network topology is also reconfigurable at run-time, high virtual network connectivity can be achieved by providing only a limited number of physical links at each point in time. In this paper, we introduce cheap components that will enable us to build such a reconfigurable network and identify the limitations they impose on network performance. We show, through detailed simulation of benchmark executions, that the proposed network can provide a significant speedup for shared-memory machines, even with the described limitations.
Optical network architecture For reasons described in [2] , our network architecture consists of a fixed base network, augmented with a number of reconfigurable optical interconnect (ROI) links that can connect certain node pairs. The reconfigurable links consist of three main components: (1) tuneable lasers (VCSELs) at the source node that select the destination based on the wavelength, (2) a broadcast element that sends the light from one source node to several destination nodes, and (3) a wavelength-specific receiver at the destination node. In view of the network topology and performance, the most important limitations of these components are: (a) the VCSEL tuning speed limiting the time between reconfigurations (the reconfiguration interval); (b) the limited range over which the VCSELs can tune, restricting the number of available wavelengths; (c) the limited number of VCSELs and receivers that can be put to use on one node, restricting the achievable node fan-out, and (d) the physical fan-out of the broadcast element, which can only reach a selection of nodes, restricting the connectivity because extra links can only be made between certain node pairs. Restrictions (b) and (c) limit the number of extra links at any point in time.
In the remainder of this paper, we describe the proposed network implementation in more detail and present simulation results that show the performance gain that can be obtained with this type of network.
Tuneable lasers
The multi-wavelength sources on the electronic backplanes can be realised in two ways. The first option is to use a monolithic arrays of VCSELs, where each VCSEL has its unique wavelength. Wavelength spans of 43nm have been reported [3] . The optical output of several devices can be coupled into the same multimode optical fibre when the VCSEL chip dies are arranged in close proximity or the VCSELs on the same die are arranged in a pie-like structure. By addressing the appropriate VCSEL, the right wavelength for the network link is chosen. The second option is the use of a single element: the micro-mechanical tuneable VCSEL. These optoelectronic devices were reported with a smaller tuning range of around 30nm and tuning times of micro-to milliseconds [4] . When reverse biased, they can also be used as a selective (tuneable) photodetector. Other possible network selective wavelength sensing elements are resonant-cavity photodetectors with line widths of 4.75nm, or narrow line width optical filters combined with classic p-i-n photodetectors.
Broadcast element
Since the number of channel wavelengths for the tuneable sources is limited, it is impossible to assign a unique wavelength to every node pair. However, we can still use the broadcast and select scheme if an optical signal is only broadcasted to a selected number of nodes. We propose to implement this lowcost broadcast key element by a new micro-optical module. It holds a deflecting micro-prism above 2D-arrays of multimode POF fibres. The light from each fibre is collimated via a microlens and imaged onto the corresponding output channel. Phase-only diffractive optical elements are added to broadcast onto a selected number of neighbouring output channels. The maximum broadcasting fan-out in the configuration is dictated by the channel density of 900/cm 2 and the optical pathway length of 8mm between the microlenses. In the actual component, the refractive microlenses were replaced with their diffractive counterparts, and the beam splitting functionality was embedded into their design (Figure 1 ). Simulations show total link efficiencies of 58% and 54% for the optical broadcast towards 3x3 and 5x5 spots, respectively, assuming a 0.3 N.A. of the sources under the prism. Approximately 20% of the optical loss stems from the necessary pixel and phase level quantization of the diffractive designs, 30% is due to coupling from the high N.A. source to the microlenses. Future work includes simulations to estimate the coupling efficiencies into low N.A. fibres at the detector nodes. 
Simulations
Our aim in using ROI in multiprocessor interconnection networks is to speed up application execution. Hence, our network performance metric is average application speedup, compared to a nonreconfigurable network. We have performed detailed full-system simulations of a 16 processor sharedmemory machine running 6 SPLASH-2 benchmark applications. More details about our setup can be found in [2] . Using this setup, we have quantified the impact of the technological restrictions: the limited reconfiguration speed, the number of available links and the limited fan-out.
Average speedup: Table 1 : Average speedup as a function of the reconfiguration interval i, the number of extra links n, and the maximal fan-out f of each node.
With limited reconfiguration speed, the network topology can only follow the slower components of the communication dynamics. We have previously shown that such low-frequency components exist [2] , and that a significant application speedup can be attained with a network that can reconfigure every millisecond. Table 1 show that, for a 16 processor machine, the benefit of added links decreases beyond a fan-out of two. Hence, f=2 is a good trade-off, since it retains most of the speedup while keeping the network simple. The final technological restriction is imposed by the connections made between the nodes and the prism. It restricts the connectivity, as it fixes a limited set of node pairs that can be connected by an optical link. Depending on the implementation of the broadcasting element, either 4 or 8 other nodes can be reached from each source. These node pairs can be chosen to be the furthest apart in the base network. Under these conditions, we expect the performance gain to be only slightly below that of the network with a fan-out limitation of 2 (avg. of 16.6%). However, since even more detailed simulations are required to verify this statement, this remains a topic for future work.
Conclusions
We explained the need for reconfigurable interconnection networks in shared-memory multiprocessors, and suggested optical components and an architecture to implement such a network. We also identified the limitations of the network imposed by these components. Through detailed simulations we quantized the achievable application speedup, and showed that the speedup remains significant even when taking these limitations into account.
