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Abstract
The main goal of this work consists in showing that the analytic solu-
tions for a class of characteristic problems for the Einstein vacuum equa-
tions have an existence region much larger than the one provided by the
Cauchy-Kowalevski theorem due to the intrinsic hyperbolicity of the Ein-
stein equations. To prove this result we first describe a geometric way of
writing the vacuum Einstein equations for the characteristic problems we
are considering, in a gauge characterized by the introduction of a double
null cone foliation of the spacetime. Then we prove that the existence
region for the analytic solutions can be extended to a larger region which
depends only on the validity of the apriori estimates for the Weyl equa-
tions, associated to the “Bel-Robinson norms”. In particular if the initial
data are sufficiently small we show that the analytic solution is global.
Before showing how to extend the existence region we describe the same
result in the case of the Burger equation, which, even if much simpler, nev-
ertheless requires analogous logical steps required for the general proof.
Due to length of this work, in this paper we mainly concentrate on the
definition of the gauge we use and on writing in a “geometric” way the
Einstein equations, then we show how the Cauchy-Kowalevski theorem
is adapted to the characteristic problem for the Einstein equations and
we describe how the existence region can be extended in the case of the
Burger equation. Finally we describe the structure of the extension proof
in the case of the Einstein equations. The technical parts of this last result
is the content of a second paper.
∗Dipartimento di Matematica, Universita` degli Studi di Roma “Tor Vergata”, Via della
Ricerca Scientifica, 00133-Roma, Italy
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1 Introduction
In this paper we prove a result about the existence region of the analytic so-
lution of a class of characteristic problems, namely those whose “initial data”
are given on a null hypersurface consisting of the union of a truncated outgoing
null cone and of a truncated incoming cone intersecting the previous one along
a surface diffeomorphic to S2. This class of characteristic problems has been
studied by different authors, for instance H.Muller Zum Hagen, [Mu], H.Muller
Zum Hagen and H.J.Seifert, [Mu-Se], Christudoulou and Muller Zum Hagen,
[Ch-MZ], Dossa in a series of papers, see [Do] and references therein, but, in
particular, we recall the anticipating work by A.Rendall, [Ren], where a thor-
ough examination has been done to show how to obtain initial data satisfying
the costraint equations and the harmonic gauge conditions and, subsequently,
a way of obtaining a local existence result is presented. Recently following, but
largely improving the A.Rendall result, we suggest to the reader attention the
paper by Y. Choquet-Bruhat, P.Y.Chrusciel, J.M. Martin-Garcia, “The Cauchy
problem on a characteristic cone for the Einstein equations in arbitrary dimen-
sions”, to appear on Annales Henry Poincare` . In that paper the authors prove
a local existence result for the characteristic problem with initial data on a null
cone, using again the harmonic gauge and proving in a very detailed way how
the initial data constraints have to be satisfied and how, relying on the Dossa
results, the local existence result can be proved. Moreover the nature of the
characteristic problem, initial data on the null cone, adds the extra problems of
the “tip of the cone” they solve completely.
In the present paper our goal is to show that the real analytic solutions of the
class of characteristic problems we are considering have, due to the hyperbolicity
of the Einstein equations, a larger existence region than the one we can obtain
by the application of the Cauchy-Kowalevski theorem. More precisely we prove
that the extension of the analyticity existence region depends only on a finite
number of derivatives of the initial data, namely on some appropriate Sobolev
norms; moreover if we assume the initial data small in these norms we can
prove the global existence of the analytic solutions. Some analogous results
have been obtained in the past by S.Alinhac, G.Metivier, where they proved
the propagation of the analiticity for hyperbolic systems of p.d.e., see [A-M] and
references therein; more recent results can be found in S.Spagnolo, “Propagation
of analyticity for a class of nonlinear hyperbolic equations”, [Spg], and references
therein. To prove this result we present a strategy analogous to that used
by S.Klainerman and one of the authors (F.N.) in [Kl-Ni1], for the Burger
equation in a non characteristic problem. Clearly, as the Einstein equations are
much more complicated, the extension to the present case is significantly more
difficult. Nevertheless some general aspects are borrowed from that toy model
and suggests the nature of the different technical problems we have to deal.
As it will appear clearly in the rest of this introduction, in the bulk of this
paper and of the following one, preliminary to the existence proof of the analytic
solutions a detailed examination of the gauge used and how the contraints are
satisfied is needed. This part, crucial to the development of the existence proof,
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is, in our opinion, of interest in itself and new in many aspects. To it a greater
part of the present paper is devoted. Let us summarize the various steps of our
approach.
i) As discussed in detail in Subsection 4.1 and stated before the crucial ingre-
dient to extend the analiticity region is the hyperbolicity of the p.d.e. equations
we are considering. The region where the analitical solution exists is the region
where the apriori energy estimates can be proved. Therefore the control of en-
ergy norms is the key step. To achieve these norms and their apriori estimates
is trivial in the Burger case, but much more delicate in the Einstein equations,
even more if we look for energy type estimates valid (for small initial data) ev-
erywhere. It is, in fact, well known that the standard energy norms associated
to the vacuum Einstein equation in the harmonic gauge are very difficult to use
to obtain a global solution even in the noncharacteristic problem, see [Lin-Rod],
and no results are at our disposal for the characteristic case. It turns out that an
efficient strategy to achieve a global existence result is the one introduced first
by D. Christoudoulou and S. Klainerman in [Ch-Kl] and subsequently modified
by S.Klainerman and F. Nicolo`, see [Kl-Ni2]. In this approach the “energy type”
norms to bound are those associated to the Bel-Robinson tensor, quadratic in
the Riemann tensor. The control of these norms is strictly tied to the control
of the connection coefficients1 of the spacetime and the equations which control
these last quantities are the so called “structure equations”, see [Sp], Vol 2,
which have the form of elliptic Hodge systems or of transport equations along
the null directions.
ii)This strongly suggests the use of a foliation already introduced in [Kl-Ni2],
Chapter 3, the “double null cone foliation”. The main differences are that first,
the structure equations were used there to obtain good estimates for the var-
ious Lp integral norms while here to show how the Einstein equations can be
expressed as a subset of these structure equations. More precisely, as in the non
characteristic case one can foliate the spacetime with a family of spacelike hy-
persurfaces and write the Einstein equations as a system of first order equations
for the (riemannian) metric and the second fundamental form adapted to this
foliation, here we assume the spacetime foliated by a family of outgoing cones
and incoming (truncated) cones and write the Einstein equations as a set of first
order equations involving the metric adapted to these cones and the connection
coefficients, basically, the first derivatives of this metric. The complete detailed
description of the procedure to write the Einstein equations in the way we are
sketching here is given in subsections 2.3 and 2.4.
The second difference is that in [Kl-Ni2] a local solution was already assumed
to exist and proved in the more standard harmonic gauge, here even the local
existence is proved in the “double null cone foliation gauge”. Therefore in this
approach we will never use any foliation made by spacelike hypersurfaces, the
derivatives of the various unknown functions of our equations are always done
with respect to the angular variables and to the u and u variables, the affine
parameters of the null geodesics generating the outgoing or incoming cones.
1Sometimes called Ricci coefficients.
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iii) Exactly as in the non characteristic case the choice of the spacelike
hypersurface foliation is basically equivalent to the choice of a gauge, in the
present case specifying the “double null cone foliation” is just the choice of the
gauge and the quantities Ω and X which appear in the expression of our metric
in the adapted coordinates,
g = −2Ω2(dudu+dudu)+γab(X
adu+ dωa)(Xbdu + dωb) , (1.1)
play the role of the lapse function and the shift vector. Analogously to them
they will have to satisfy some differential equations. In subsection 2.3 a very
extended discussion about this gauge is given.
iv) As we are dealing with a characteristic problem it is expected that the
initial data cannot be given in a complete free way, but they have to satisfy
some constraints. In the case of the Einstein equations the situation is more
complicated as even in the non characteristic case the initial data cannot be
given in a free way.2 Therefore our initial data have to satisfy two different kind
of constraints, those due to the nature of the Einstein equations, the analogous
of the constraints equations for the second fundamental form kij and those
associated to the gauge choice namely, in the present case, the equations for Ω
and X . In our presentation, more geometric than the one using, for instance,
the harmonic gauge, the distinction between these two kinds of constraints is
completely clear and it is natural that in these equations no transverse (to the
cones) derivatives appear.
Finally to show that the solutions of our equations are in fact solutions of the
Einstein equations we have to prove, exactly as in the non characteristic case,
that the (Einstein) constraint equations once satisfied by the initial data are
satisfied everywhere. This is proved in subsection 2.4.
v) As we want to prove that our analytic solutions can be extended to the
whole spacetime3 we have first to provide a local analitic solution of the char-
acteristic problem. This is discussed in Section 3 where we adapt the Cauchy-
Kowalevski theorem to the characteristic problem following G.F.D.Duff, [Du]
and H.Friedrich, [Fr1].
vi) In Section 4 the central part of our program is described and partially
proved. In subsection 4.1 an analogous result is proved for the Burger equation
using, and somewhat extending, a previous result of S.Klainerman and one of the
present authors (F.N.), [Kl-Ni1]. Although the problem, in that case, is much
simpler some of the basic ideas can be borrowed and transported. In the Burger
equation case we prove that, due to the hyperbolicity of the equation, some
apriori estimates hold for the Sobolev energy norms (with s = 2) up to a time T ,
depending only on these norms. Then it is proved that in the region of analiticity
provided by the Cauchy-Kowalevski theorem it is possible to show that all the
derivatives satisfy some appropriate estimates such that the series describing the
analitic solutions have a convergence radius depending on the initial analitic data
2See for instance the detailed discussion in [Fr-Re].
3A slightly imprecise statement which, nevertheless, should be clear.
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and on the Sobolev norms associated to the first derivatives, but independent
from the point (of the analiticity region) around which we perform the series
expansion. This is proved controlling, with a delicate inductive argument, the
norms of all order derivatives. Once this result is achieved the analiticity region
can be extended and as, again, the series convergence radius depends only on
the initial data and on the Sobolev norms (bounded, via the apriori estimates,
in terms of the Sobolev initial data norms) it can be proved that the procedure
can be repeated in the whole time interval where the apriori estimates hold,
obtaining the final result.
In the second part of the section, subsection 4.2, we discuss how this approach
can be implemented in the case of the Einstein equations. This requires a lot of
technical work to which a subsequent paper is devoted. There we discuss in a
very detailed way the problems one encounters and how we have solved them.
We recall here some of these problems and give in subsection 4.2 an extended
discussion of how they are faced.
1) The first problem is the position of the initial data, in subsection 2.4 it was
already discussed the constraints they have to satisfy, here we have to show
how they can be given on the whole initial null hypersurface and not only in a
portion of it, a generalization of what has been done in [Ca-Ni1], where we were
interested only on Sobolev initial data.
2) The local existence result has been proved in Section 3, the strategy to
extend the analiticity region is to repeat the inductive mechanism which allows
to control the norms of all derivatives again in an uniform way. This is the more
complicated technical part; to achieve it we have to use the transport equations
for the connection coefficients and the hyperbolicity of the Einstein equations,
more precisely the a priori estimates for the integral norms of the Bel-Robinson
tensor. The main lemma needed to prove our result, Lemma 4.7, is stated in
subsection 4.2 while its proof and the subsequent steps to prove our result are
written in the subsequent paper.
To summarize this discussion we are convinced that to satisfy our goal of ex-
tending as much as possible the analiticity region for the Einstein equations
our gauge choice is the most convenient, even more as it seems so naturally
intertwined to the characteristic problem. Moreover this formalism is perfectly
suited to control the integral norms of the Bel-Robinson tensor and prove that,
for small initial data, they can be bounded in the whole spacetime.
Acknowledgments: The idea of trying to propagate as much as possible the
analiticity of the solutions of the Einstein equations was suggested, years ago,
to one of the author (F.N.) by S.Klainerman and was implemented together
on the “toy model” of the Burger equation in [Kl-Ni1]; moreover both authors
are pleased to thank S.Klainerman one for the long and rich collaboration and
(G.C.) for the useful period spent in the Math. Department of Princeton Uni-
versity and for the long and profitable conversations he had with him.
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2 The characteristic problem for the vacuum
Einstein equations, assuming the spacetime
foliated by outgoing and incoming null cones
In this section and in the following one we present a way of writing the Einstein
equations suited to study and solve the class of characteristic problems we are
investigating. The basic idea is to assume that the spacetime we are constructing
is foliated by a family of outgoing and incoming null cones, a foliation used in
[Kl-Ni2] which we believe very appropriate to study the characteristic problems
for the Einstein equations.
We will see that, with obvious differences, our approach is similar to the one
used for the non characteristic problem when the spacetime is foliated by three
dimensional hypersurfaces and the evolution part of the Einstein equations,4 are
first order equations in terms of the Riemannian metric of the hypersurfaces,
gij , and their extrinsic curvature kij .
Therefore the various steps required to accomplish our goal are in order
i) Define the class of characteristic problems we are considering.
ii) Define the gauge we use.
iii) Identify the evolution equations in the coordinates associated to the
gauge.
iv) Identify the constraints equations in this formalism.
v) the conservation of the constraints: Once steps i), ii), iii), iv) are clearly
done, we show how the analytic solutions can be obtained in this characteristic
case with the appropriate Cauchy-Kowalevski approach, that exactly as in non
characteristic case we can define our analytic solution as a solution of a “reduced
problem” and subsequently that, once the constraints are satisfied from the
initial data, they are satisfied in all the existence region so that the analytic
solution is really a solution of the (vacuum) Einstein equations.
In the following subsections and in Section 3 we will concentrate on steps i),...v).
2.1 The class of characteristic problems
As we said in the introduction we are considering the case of initial data on
a null hypersurface consisting of the union of a truncated outgoing null cone
C0 ≡ C(λ0), see later for the “cone” definition and also [Ca-Ni1], and of a
truncated incoming cone C0 ≡ C(ν0) intersecting the previous one along an
S2 surface. Moreover we expect that analogous results can be easily obtained
when the initial hypersurface is made by the intersection of two null hyperplanes.
More delicate is when looking for the solutions of the Einstein equations inside
an outgoing cone where we give the initial data. We believe that this problem,
solved for the local existence in the previous work by by Y. Choquet-Bruhat,
P.Y.Chrusciel, J.M. Martin-Garcia, quoted in the introduction, can be also faced
with our technique, in our double null cone gauge.
4Therefore apart from the constraint equations.
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2.2 The “double null foliation gauge”
Let us recall what is the meaning of a “geometric” gauge choice in the non
characteristic problem associated to a spacetime foliation. In that case, see also
[Kl-Ni2], Lemma 1.3.2 , we can write the metric in the following way
g(·, ·) = −Φ2dt2 + gij(X
idt+ dxi)(Xjdt+ dxj) (2.2)
where gij are the components of the riemannian metric induced on the generic
spacelike hypersurface of the foliation. The unit normal to the generic hyper-
surface is
N =
1√
Φ2 + |X |2
(
∂
∂t
−Xj
∂
∂xj
)
. (2.3)
The coordinates {xi} , i ∈ {1, 2, 3} define a point p of a generic hypersurface
labeled by a parameter τ , p ∈ Στ , and the diffeomorphism ΨN (δ) associated to
the vector field N send p to a point q ∈ Στ+δ with the same {x
i} coordinates.
Up to now, although we have defined the coordinates {t, xi}, the “gauge” is not
yet defined as we have not specified the lapse and the shift functions Φ and X .
They are defined completely once that we define the hypersurfaces which foliate
the spacetime. For instance in the choice used in [Ch-Kl], the hypersurfaces are
assumed labeled by the time coordinate τ = t and moreover they are assumed
“maximal” which means that the trace of their second fundamental form is
identically zero. The first statement implies that X = 0 and the second one
that the lapse function Φ satisfies the hyperbolic equation
△Φ = |k|2Φ .
Similar considerations can be done for the “gauge” associated to the “CMC
foliation” used by L.Andersson and V.Moncrief, [An-Mon1].
Following these ideas the “geometric” gauge we are choosing is associated to
a double null cone foliation, see [Kl-Ni2] and later on for its definition. The
spacetime we are going to construct is foliated by a family of null outgoing
cones C(λ) and a family of null incoming cones C(ν), more precisely a portion
of null cones, see later on for details. We denote S(λ, ν) their intersections,
S(λ, ν) = C(λ) ∩C(ν) (2.4)
which are two-dimensional surfaces diffeomorphic5 to S2 and with N and N
the equivariant vector fields whose associated diffeomorphisms Φ and Φ send
the S(λ, ν) surfaces to the analogous surfaces on the outgoing or the incoming
cones respectively,
Φ(δ)[S(λ, ν)] = S(λ, ν + δ)
Φ(δ)[S(λ, ν)] = S(λ+ δ, ν) . (2.5)
5Here this is part of the assumptions we are doing about the foliation, later on we prove
that this is true where the solution exists.
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Let us also define the map Ψ(λ, ν) we will use extensively later on,
Ψ(λ, ν) : S0 ∋ p0 → q = Ψ(λ, ν)(p0) = Φ(ν − ν0)(Φ(λ− λ0)(p0) ∈ S(λ, ν) . (2.6)
Once we have specified the foliation of the spacetime we can define two coordi-
nates adapted to our gauge, namely the parameter λ and ν which determine the
incoming or the outgoing cones. More precisely we denote these coordinates u
and u and the outgoing and incoming cones C(λ) and C(ν) are, respectively,
C(λ) = {p ∈M|u(p) = λ} , C(ν) = {p ∈M|u(p) = ν} (2.7)
where M denotes the spacetime.
As the coordinates u, u allow to define the null cones it is important to know
how to connect them to an arbitrary set of coordinates. This is provided by the
eikonal equation,
gµν∂µw∂νw = 0 (2.8)
where gµν are the components of the inverse of the metric tensor written in
an arbitrary set of coordinates xµ. Then u = u(x) and u = u(x) are solution
of the eikonal equations with appropriate initial data6 such that their level
hypersurfaces are, at least locally, the null cones of our foliation. It is well
known, see for instance [Kl-Ni2], that the vector fields
L = −gµν∂νu
∂
∂xµ
, L = −gµν∂νu
∂
∂xµ
are the tangent vector field of the null geodesics generating the outgoing and
the incoming cones, satisfying
DLL = 0 , DLL = 0 .
Their scalar product defines the scalar function Ω,
g(L,L) = −(2Ω)−2 (2.9)
and the vector fields e3, e4,
e3 = 2ΩL , e4 = 2ΩL , (2.10)
satisfy the relation g(e3, e4) = −2. Finally the equivariant vector fields previ-
ously introduced, N,N ,7 have the following expressions
N = Ωe4 , N = Ωe3 . (2.11)
Once introduced the coordinates u, u we are left with defining the remaining two
coordinates, we have to interpret as angular coordinates, which allow to specify
6Different choice of the “initial data” for 2.8 on the external outgoing and incoming cones
give rise to different null cone foliations.
7It is immediately to check that they satisfy eqs. 2.5.
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a point on each surface S(λ, ν). The procedure is similar to the one envisaged
previously in the non characteristic case, to define them we have to define a
map which sends a point p of “angular coordinates” {ωa} , a ∈ {1, 2} belonging
to the intersection of the “initial cones” S(λ0, ν0) = C(λ0) ∩ C(ν0) to a point
q ∈ S(λ, ν) to which the same coordinates are assigned. The map we choose is
made in the following way: first we move, starting from a point p ∈ S(λ0, ν0)
of angular coordinates {ωa}, along the C(ν0) cone using the integral curves of
the vector field N up to a point q′ ∈ S(λ, ν0), then applying the diffeomorphism
generated by the vector field N we move “inside” the region of the spacetime up
to the point q ∈ (λ, ν) and assigne to this point the same angular coordinates
{ωa}; formally, for any a,
ωa(Ψ(λ, ν)(p)) ≡ ωa(Φ(ν − ν0)Φ(λ− λ0)(p)) = ω
a(p) . (2.12)
Once we have introduced the coordinates relative to our gauge we have still to
write, in these coordinates, an explicit expression for the metric tensor. This
can be done defining a null moving frame, {e4, e3, eA}, A ∈ {1, 2} adapted to
this double null foliation where
eA = e
a
A
∂
∂ωa
, A∈{1, 2} , (2.13)
are orthonormal vector fields tangent at each point p ∈M to the surface S(λ, ν)
containing p and e3 , e4 are null vector fields orthogonal to the eA’s, outgoing
and incoming, respectively, which, basically, means “tangent” to the null hyper-
surfaces C(λ) and C(ν).8 Moreover, recalling the meaning of the vector fields
N and N , it follows that
N =
∂
∂u
and e4 =
1
Ω
∂
∂u
. (2.14)
The explicit expression of N , and therefore of e3 is somewhat different as in a
curved spacetime these two vector fields do not commute; it can be proved, see
[Kl-Ni2] that N must have the following expression
N =
∂
∂u
+Xa
∂
∂ωa
and therefore e3 =
1
Ω
(
∂
∂u
+Xa
∂
∂ωa
)
. (2.15)
where the property and the equation that the vector field X has to satisfy will
be discussed later on.9
Once we have the explicit expression of the null frame in the adapted10 coordi-
nates we can write the metric tensor in these coordinates obtaining
g = −2Ω2(dudu+dudu)+γab(X
adu + dωa)(Xbdu+ dωb) (2.16)
8e4 is, at same time, tangent and normal to C(λ) and analogously e3 with respect to C(ν).
9The definition of the coordinates ωa, eq. 2.12, implies that X = 0 on C0.
10Here with adapted we mean both adapted to the “gauge” we are defining, both to the
leaves S(λ, ν) of the null cones.
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where γab are the components of the induced metric on S(λ, ν).
Remark: Observe that this is not the more general metric we can write “adapted”
to the foliation, in fact there are only seven metric components different from
zero. This follows as we have chosen the coordinate u such that the N vector
field was ∂
∂u
. We could nevertheless define the coordinates in such a way that
N = ∂
∂u
+ Y a ∂
∂ωa
, in this case repeating the previous argument the metric turns
out to be, written in the same u, u coordinates,
g = −2Ω2(dudu+dudu)+γab(X
adu+ Y adu+ dωa)(Xbdu+ Y bdu + dωb)
with ten components different from zero.11 This last expression is the one anal-
ogous to the metric 2.2 written for the non characteristic problem
g(·, ·) = −Φ2dt2 + gij(X
idt+ dxi)(Xjdt+ dxj)
while the previous expression 2.16 corresponds to the one used for instance in
[Ch-Kl] associated to the “maximal” foliation, namely
g(·, ·) = −Φ2dt2 + gijdx
idxj .
Comparing the metric expression 2.16 with the one in 2.2 we see that Ω plays
basically the role of the lapse function and X of the shift vector. Exactly as
in that case we expect that the gauge choice is completed once we are able to
determine these functions. In the non characteristic case this could be done in
different ways, for instance in [Kl-Ni2] the shift vector was imposed equal to zero
and the lapse function had to satisfy an elliptic equation. In other cases, see for
instance [Ch-Kl] or [An-Mon1],12 both quantities had to satisfy some differential
equations. In the present characteristic case we will see that both Ω and Xa
have to satisfy some first order differential equations. We will obtain them in
the next sections after we write the Einstein equations in these coordinates.
To do it we use in a systematic way the structure equations for a Lorentzian
manifold.
2.3 The Einstein equations in the {λ, ν, θ, φ} coordinates
In this section and in the following section we fulfill the first goal of this paper,
namely we write the Einstein equations in a way suited to the class of character-
istic problems we are considering and connected to the gauge choice discussed in
the previous subsection. We recall shortly the main properties of our approach.
i) As we said before we assume the spacetime foliated by null cones, outgo-
ing and incoming as prescribed by the chosen gauge. Therefore the Einstein
equations become evolution equations for the metric components γab of the two
11Nevertheless not all independent due to the nature of the double null cone foliation.
12In their case the spacetime is spatially compact and the reduced equations are the evo-
lution equations (2.5a), (2.5b) together with the elliptic equations (2.8a), (2.8b) relative to
N and X which specify the gauge; given a solution of this set, the constraint equations are
proved to hold everywhere in the spacetime once they are assumed for the initial data.
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dimensional leaves S(λ, ν) which foliate the null cones. Moreover as in the non
characteristic case the choice of the gauge will imply that the lapse function, Ω,
and the shift vector X have to satisfy some equations.
ii) As in the analogous formulation of the non characteristic case we express the
Einstein equations as a system of first order equations; we define the family of
first order equations which express the Einstein equations and separate them in
two groups, in the first one we collect those equations which can be interpreted
as the evolution part of the Einstein equations13 and in the second one those
which can be interpreted as constraint equations. This is the central goal of this
subsection.
iii) The third aspect to remark is that we write our equations in terms of the
coordinates u ≡ λ, u ≡ ν, ωa, where ν and λ are, as defined in the previ-
ous subsection, affine parameters for the null geodesics along the null outgoing
and incoming cones and we do not use the more standard time coordinate, t.14
With this choice our equations have a more geometric “flavour” as all the quan-
tities we introduce are connected in a direct way to the geometric properties
of our foliation and the equations are transport equations along the null cones.
This approach and this formalism turn out to be very appropriate, as already
discussed in [Kl-Ni2], to obtain apriori estimates for “energy-type” quantities.
This, moreover, will allow us to prove the main goal of this work, namely,
as discussed in the introduction, that the analytic solution of the characteris-
tic problem has a much larger existence region depending on the “hyperbolic”
apriori estimates, a region which can be unbounded if the initial data have Hs
norms, with appropriate s, sufficiently small.
To write the Einstein equations in a way satisfying i) ii) and iii) we use in-
tensively the structure equations, see for instance, [Sp], Vol 2, adapted to a
Lorentzian manifold.
2.3.1 The structure equations
We recall some general aspects of the structure equations. We denote the null
orthonormal frame in the following way:
{e(α)} = {eα} = {e(1), e(2), e(3), e(4)} (2.17)
where,
e(3) = 2ΩL, e(4) = 2ΩL , e(1) = eθ, e(2) = eφ (2.18)
and
{θ(α)} = {θα} = {θ(1), θ(2), θ(3), θ(4)} (2.19)
13Together with the equations for Ω and X.
14The simplest analogy is solving the two dimensional homogeneous linear wave equation
written as:
∂2
∂λν
u = 0 .
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are the corresponding forms satisfying
θ(α)(e(β)) = δ
α
β (2.20)
and it follows that
θ(3)µ = −
1
2
gµνe4
ν , θ(4)µ = −
1
2
gµνe3
ν . (2.21)
We define
Deαeβ ≡ Γ
γ
αβeγ
R(eαeβ)eγ ≡ R
δ
γαβeδ (2.22)
where D is the connection of the spacetime associated to the Lorentz metric g,
Deαeβ is the covariant derivative of the vector field eβ in the direction eα and
R is the Riemann tensor (here the first greek letters are “names” and do not
denote components),15
R(eαeβ)eγ = Deα(Deβeγ)−Deβ (Deαeγ)−D[eα,eβ ]eγ
Defining the following one and two forms:
ωαβ ≡ Γ
α
γβθ
γ
Ωαβ ≡
1
2
Rαβγδθ
γ ∧ θδ (2.23)
we have the following result, see [Sp], Vol.2, whose proof is in the appendix to
this section.
Proposition 2.1 ωαβ and Ω
α
β satisfy the following structure equations
dθα = −ωαγ ∧ θ
γ (2.24)
dωδγ = −ω
δ
σ ∧ ω
σ
γ +Ω
δ
γ , (2.25)
called, respectively, the first and the second structure equations.
The knowledge of a null orthonormal frame in a whole region is equivalent to
knowing the metric in that region, therefore the first set of structure equations
can be thought as “first order equations” for the metric components. Viceversa
the one forms ωαβ are connected to the first derivatives of the (components of
the) moving frame and, therefore play the role of the first derivatives of the
metric components; the second set of structure equations represent first order
equations for these first derivatives.16
15Obviously choosing a coordinate basis { ∂
∂x0
, ∂
∂x1
, ∂
∂x2
, ∂
∂x3
} the Γγ
αβ
defined in 2.22 are
just the usual Christoffel symbols, Γµνρ, D ∂
∂xµ
≡ Dµ is the covariant derivative with respect
to ∂µ and R
δ
γαβ = R
µ
νρσe
ν
γe
ρ
αe
σ
β
θδµ .
16Observe that the second group of structure equations depends, through Ωα
β
, also on the
Riemann tensor components. This could suggest that expressing these equations as partial
differential equations for the various components, to have a closed system of equations one
should also consider the Bianchi equations for the Riemann tensor and the Riemann compo-
nents as independent variables. Although this could be done, see for instance [Fr1], this is not
what we do, as we discuss in great detail later on.
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To have an explicit expression for the structure equations we recall the definition
of the “connection coefficients” (sometimes called “Ricci coefficients”). In the
defined null orthonormal frame they have the following expressions:
χAB = g(DeAe4, eB) , χab = g(DeAe3, eB)
ξ
A
=
1
2
g(De3e3, eA) , ξA =
1
2
g(De4e4, eA)
ω =
1
4
g(De3e3, e4) , ω =
1
4
g(De4e4, e3)
η
A
=
1
2
g(De4e3, eA) , ηA =
1
2
g(De3e4, eA)
ζA =
1
2
g(DeAe4, e3)
They are 2-covariant tensors, vectors and scalar functions defined on the two
dimensional surfaces S(λ, ν).
In terms of these quantities the one forms, ωβα, have the following expressions:
ω43 = 0 , ω
4
4 = −2ωθ
4 + 2ωθ3 − ζaθ
A , ω4A = ηAθ
4 +
1
2
χ
BA
θB
ω33 = 2ωθ
4 − 2ωθ3 + ζaθ
A , ω34 = 0 , ω
3
A = ηAθ
3 +
1
2
χBAθ
B
ωA4 = 2ηAθ
3 + χBAθ
B , ωA3 = 2ηAθ
4 + χ
BA
θB (2.26)
The one forms ωAB have a different expression which do not depend on the
connection coefficients we have introduced,
ωAB = g(D/ 4eB, eA)θ
4 + g(D/ 3eB, eA)θ
3 + g(DCeB, eA)θ
C . (2.27)
It is a long, but simple task to write the structure equations in terms of the
metric components and the connection coefficients. The first set of structure
equations
dθα(eβ , eγ) = −ω
α
δ ∧ θ
δ(eβ , eγ)
becomes:
{α, β, γ} = {A,B, 4} :
∂
∂ν
γab = 2Ωχab
{α, β, γ} = {A,B, 3} :
∂
∂λ
γab + LXγab= 2Ωχab
{α, β, γ} = {A, 4, 3} :
∂
∂ν
Xc = 4Ω2ζCe
c
C (2.28)
{α, β, γ} = {4, 4, 3} :
∂
∂ν
logΩ = −2Ωω
{α, β, γ} = {3, 3, 4} :
(
∂
∂λ
+Xa
∂
∂ωa
)
logΩ = −2Ωω
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{α, β, γ} = {4, A, 4} : ∇/A logΩ = ηA + ζA
{α, β, γ} = {3, A, 3} : ∇/A logΩ = ηA − ζA
{α, β, γ} = {4, A, 3} : ξ
A
= 0
{α, β, γ} = {3, A, 4} : ξA = 0 . (2.29)
Remark: To obtain equations 2.28 and 2.29 we have used only the relation
e3 = 2ΩL , e4 = 2ΩL. Recall that the structure equations for a moving (null
orthonormal) frame do not imply that {e3, eA}, A ∈ {1, 2} or {e4, eA}, A ∈ {1, 2}
are integrable distributions. In our present case, with the previous definition of
e3, e4, this is true.
As our purpose is to write the Einstein equations as a system of first order equa-
tions for the component of the metric and their derivatives, equations 2.28 of the
first set of structure equations tell us exactly that we have to look for first order
partial differential equations for the connection coefficients {χ, χ, ζ, ω, ω}. They
correspond in fact to the derivatives along the inward (or outward) direction
with respect to the null cones outgoing or incoming, of the metric components
γab, of the lapse function and of the shift vector. Once we have written the ap-
propriate partial differential equations for these connection coefficients we will
show that we reduce to a closed set of equations in the metric components and
in these connection coefficients. To find the appropriate equations we rely on
the second set of the structure equations,
(dωδγ + ω
δ
σ ∧ ω
σ
γ )(eα, eβ) = Ω
δ
γ(eα, eβ) .
These equations can be written in a more explicit way in terms of the connection
coefficients. One has, nevertheless, to remember that the structure equations
are identities, valid in a generic manifold with a (Riemannian or Lorentzian)
metric. They can also be seen as “integrability conditions” for the existence of
a moving frame in the whole manifold. One has to remark that in their right
hand side the terms Ωδγ(eα, eβ) appear which can be written in terms of the
various components of the Riemann tensor. Therefore these equations can be
seen as identities defining the Riemann tensor in terms of first derivatives of the
connection coefficients, but if we impose some condition on the Riemann tensor
they become partial differential equations to solve with respect to the connection
coefficients. The condition to impose to the Riemann tensor, or more precisely
to Ωδγ , are that the vacuum Einstein equations have to be satisfied, namely that
the corresponding Ricci tensor is identically zero. Therefore we have to look to
the explicit expression of these equations under this condition.
It is a long, but standard and certainly not new17 to realize that the structure
equations have the expressions written in the following where we indicate also
17What is certainly more uncommon is that we do not use a subset of these equations to
get some norm estimates for various terms assuming we already have a solution, but to solve
them, which requires a delicate choice of the subset.
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the Ricci components (= 0) to which they are associated.18
[R(e4, e4)=0 :]
D4trχ+
1
2
(trχ)2 + 2ωtrχ+ |χˆ|2 = 0
[R(e4, eA)=0 :]
D/ 4ζ + ζχ+ trχζ − div/ χ+∇/ trχ+D/ 4∇/ logΩ = 0
[δABR(eA, eB)=0 :]
D4trχ+
1
2
trχtrχ− 2ωtrχ+ χˆ · χˆ+ 2div/ (ζ−∇/ logΩ)−2|ζ−∇/ logΩ|2 = 2ρ
[ ̂R(eA, eB)=0 :]
D/ 4χˆ+
1
2
trχχˆ+
1
2
trχχˆ−2ωχˆ+∇/ ⊗̂(ζ−∇/ logΩ)−(ζ−∇/ logΩ)⊗̂(ζ−∇/ logΩ)=0
[R(e3, e4)=0 :]
D4ω−2ωω−ζ · ∇/ logΩ−
3
2
|ζ|2+
1
2
|∇/ logΩ|2+
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
=0
[R(e3, e3)=0 :]
D3trχ+
1
2
(trχ)2 + 2ωtrχ+ |χˆ|2 = 0 (2.30)
[R(e3, eA)=0 :]
D/ 3ζ + trχζ + ζχ+ div/ χ−∇/ trχ−D/ 3∇/ logΩ = 0
[δABR(eA, eB)=0 :]
D/ 3trχ+trχtrχ−2ωtrχ−2div/ (ζ +∇/ logΩ)−2|ζ +∇/ logΩ|
2+2K = 0
[ ̂R(eA, eB)=0 :]
D/ 3χˆ+
1
2
trχχˆ+
1
2
trχχˆ−2ωχˆ−∇/ ⊗̂(ζ+∇/ logΩ)−(ζ+∇/ logΩ)⊗̂(ζ+∇/ logΩ) = 0
R(e4, e3)=0 :]
D3ω−2ωω+ζ · ∇/ logΩ−
3
2
|ζ|2+
1
2
|∇/ logΩ|2+
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
=0
where D3 = De3 ,D4 = De4 , D/ 3,D/ 4 their projection on the tangent spaces
TS(λ, ν), ∇/ the covariant derivatives associated to the metric γ induced by
18Remind that we used the relations between η, η and ζ, the expression of ω and ω in terms
of Ω and the fact that ξ = ξ = 0, obtained from the first set of structure equations, see for
instance [Kl-Ni2], Chapter 3.
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g on the surfaces S(λ, ν), K is the curvature of these S(λ, ν) surfaces and
̂R(eA, eB) = R(eA, eB)− 2−1δABR(eA, eB) .
In the appendix we write the general form of the second set of structure equa-
tions and show how from them, the first set and our gauge choice equations 2.30
follow.
We have now the explicit expression for the first set and the second set of the
structure equations, namely 2.28 and 2.30. They are 24 equations, ten from the
first set and fourteen from the second one while we have only sixteen unknown
functions Ω, X, γ, χ, χ, ζ, ω, ω. The fact that there are more equations that un-
known functions is not, in the present case, a real difficulty as the structure
equations are automatically satisfied in a Lorentzian manifold and, therefore,
also in a vacuum Einstein manifold. Therefore we have to choose a subset be-
tween them which forms a complete set of equations for the sixteen unknown
functions and then prove, as expected, that the remaining equations play the
analogous role of the standard constraint equations and are automatically sat-
isfied once they are imposed on the initial data. The nature of the constraint
equations is discussed in detail in subsection 2.4. The sixteen equations we
choose are:
∂γ
∂λ
− 2Ωχ+ LXγ = 0
∂ logΩ
∂λ
+∇/X logΩ + 2Ωω = 0
D/ 3trχ+trχtrχ−2ωtrχ−2div/ (ζ +∇/ logΩ)−2|ζ +∇/ logΩ|
2+2K = 0
D/ 3χˆ+
1
2
trχχˆ+
1
2
trχχˆ−2ωχˆ−∇/ ⊗̂(ζ+∇/ logΩ)−(ζ+∇/ logΩ)⊗̂(ζ+∇/ logΩ) = 0
D/ 3ζ + trχζ + ζχ+ div/ χ−∇/ trχ−D/ 3∇/ logΩ = 0 (2.31)
D3ω−2ωω+ζ · ∇/ logΩ−
3
2
|ζ|2+
1
2
|∇/ logΩ|2+
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
=0
∂X
∂ν
+ 4Ω2Z = 0
D/ 4trχ+ trχtrχ− 2ωtrχ+ 2div/ (ζ−∇/ logΩ)−2|ζ−∇/ log Ω|
2 +2K = 0 (2.32)
D/ 4χˆ+
1
2
trχχˆ+
1
2
trχχˆ−2ωχˆ+∇/ ⊗̂(ζ−∇/ logΩ)−(ζ−∇/ logΩ)⊗̂(ζ−∇/ logΩ)=0
D4ω−2ωω−ζ · ∇/ logΩ−
3
2
|ζ|2+
1
2
|∇/ logΩ|2+
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
=0 .
Remarks:
i) The equations 2.31 and 2.32 are appropriate, as we will see in the following,
to apply Cauchy-Kowalevski theorem and find analytic solutions. To write them
as first order p.d.e. equations for the tensor components requires still some more
work due to the presence of the Gauss curvature K which depends on the second
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angular variables of the metric γ. This will be discussed in the next subsection.
ii) The second important remark is that once we have solved equations 2.31 and
2.32, looking at 2.30 our analytic solution is such that
R(eA, eB) = 0 , R(eA, e4) = 0 , R(e3, e4) = 0
and we have still to prove that the remaining Ricci equations are satisfied. This is
discussed in detail in subsection 2.4 where we show that the remaining equations
to be satisfied have to be considered as “constraint equations”.
iii) Observe that in this approach there are ten independent connection coeffi-
cients, χ, χ, ζ, ω, ω. They, basically, correspond to the second fundamental form
kij of the “maximal foliation gauge” or of the “CMC foliation gauge”. The dif-
ference is that k has only six components. This is due to the fact that in those
cases the foliation is made by only one family of hypersurfaces Σt while here
there are both the C(λ) and the C(ν) null hypersurfaces. If we consider only
the {C(λ)} foliation, χ, ζ, ω are the S-tensors corresponding to k (χ, ζ, ω in the
opposite case). In both situations there are six components, as expected.
Equations 2.31, 2.32 are perfectly defined as tensorial equations, but, to consider
them as p.d.e. equations, they have to be written as equations for the tensor
components. In this case they do not maintain exactly the same expressions.
There are many ways to rewrite these equations as standard partial differential
equations whose unknown are the components of the various tensors involved,
for instance one could choose a Fermi transported null orthonormal frame19 as
was done in [Kl-Ni2]; here we present a more general approach using the diffeo-
morphism Ψ(λ, ν) previoulsly introduced to map, via the pullback associated
to Ψ(λ, ν), these equations on a manifold S0 ×R
2 where the equations become
equations for the various components in the angular variables and in the vari-
ables λ and ν, which are just the parameters of the diffeomprphism Ψ(λ, ν).
Here we state the result and its detailed proof is in the appendix.
Proposition 2.2 In the coordinates {λ, ν, θ, φ} associated to the “double null
foliation gauge”, equations 2.31 and 2.32 written for the various of metric and
connection coefficients components have the following expression:
∂γ
∂λ
− 2Ωχ+ LXγ = 0
∂ logΩ
∂λ
+∇/X logΩ + 2Ωω = 0
∂trχ
∂λ
+Ωtrχtrχ− 2Ωωtrχ+∇/Xtrχ− 2Ωdiv/ (ζ +∇/ logΩ)− 2Ω|ζ +∇/ logΩ|
2 + 2ΩK=0
∂χˆ
∂λ
−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ+
∂ logΩ
∂λ
χˆ+ (∇/X logΩ)χˆ− Ω(χˆ · χˆ)γ − Ω∇/ ⊗̂(ζ +∇/ logΩ)
−Ω(ζ +∇/ logΩ)⊗̂(ζ +∇/ logΩ) + LX χˆ=0 (2.33)
19Nevertheless this is possible only with respect to a null direction, but not simultaneously
to both.
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∂ζ
∂λ
+Ωtrχζ +Ωdiv/ χ− Ω∇/ trχ−
∂∇/ logΩ
∂λ
+Ω∇/ logΩ·χ+ LXζ − LX∇/ logΩ=0
∂ω
∂λ
+∇/Xω−2Ωωω−
3
2
Ω|ζ|2+Ωζ ·∇/ logΩ+
1
2
Ω|∇/ logΩ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
= 0
∂X
∂ν
+ 4Ω2Z = 0
∂trχ
∂ν
+Ωtrχtrχ− 2Ωωtrχ− 2Ωdiv/ (−ζ +∇/ logΩ)− 2Ω| − ζ +∇/ logΩ|2 + 2ΩK=0
∂χˆ
∂ν
−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ+
∂ logΩ
∂ν
χˆ− Ω(χˆ · χˆ)γ − Ω∇/ ⊗̂(−ζ +∇/ logΩ)
−Ω(−ζ +∇/ log Ω)⊗̂(−ζ +∇/ logΩ)=0 (2.34)
∂ω
∂ν
− 2Ωω ω −
3
2
Ω|ζ|2− Ωζ · ∇/ logΩ+
1
2
Ω|∇/ logΩ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
= 0 .
Equations 2.33, 2.34 are not yet a system of first order equations. In fact K, the
curvature of the two dimensional surfaces S(λ, ν), depends on second tangential
derivatives of γ. Moreover in the (transport) evolution equations along C(ν) for
trχ, χˆ, ζ and in the (transport) evolution equations along C(λ) for trχ and χˆ
the second derivatives of logΩ with respect to the angular variables are present.
To have a real first order system we define some new independent variables and
their evolution equations, namely:
v··· = ∂/ ·γ(·, ·) , w·· = ∂/ ·X(·) , ψ· = ∂/ · logΩ . (2.35)
Their evolution equations are obtained deriving the evolution equations of γ(·, ·),
X(·) and logΩ, the second one in the outgoing direction, the other two in the
incoming one. The unknown function w·,· is introduced as in the evolution
equation for v the second tangential derivatives of X appear. These equations
do not contain more than first derivatives of the previous unknown variables
and this transforms the system of equations into a larger system of first order
equations. It is a matter of computation, which we report in the appendix to
this section, to obtain the following evolution equations for ψa, vadb and for wab:
∂
∂λ
ψa = −2Ω∂aω − 2Ωωψa − (∇/ aX)
cψc −X
c∇/ cψa
∂
∂λ
vcba = −(∂cX
d)vdab − ∂Xvcab + ∂cwab + ∂cwba + 2Ω∂cχab + 2Ωψcχab(2.36)
∂wab
∂ν
= −8Ω2ψaζb − 4Ω
2∂aζb + 2ΩψaχbcX
c + 2Ω(∂aχbc)X
c .
We write now the final system of first order equations for the various tensors
components omitting the indices to simplify the notations,
∂γ
∂ω
− v = 0 ,
∂ logΩ
∂ω
− ψ = 0 ,
∂Xˆ
∂ω
− w = 0
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∂γ
∂λ
− 2Ωχ+ LXγ = 0
∂ logΩ
∂λ
+ ψ(X) + 2Ωω = 0
∂v
∂λ
+∇/Xv + (∂/X) · v − S(∂/ ⊗w)− 2Ω∂/⊗χ− 2Ωψ⊗χ = 0 (2.37)
∂ψ
∂λ
+∇/Xψ + 2Ωωψ + ψ(∇/X) + 2Ω∂/ω = 0
∂trχ
∂λ
+Ωtrχtrχ− 2Ωωtrχ+∇/Xtrχ− 2Ωdiv/ (ζ + ψ)− 2Ω|ζ + ψ|
2 + 2ΩK=0
∂χˆ
∂λ
+ LX χˆ−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ− 2Ωω χˆ− Ω(χˆ · χˆ)γ − Ω∇/ ⊗̂(ζ + ψ)− Ω(ζ + ψ)⊗̂(ζ + ψ)=0
∂ζ
∂λ
+ LXζ +Ωtrχζ +Ωdiv/ χˆ−
1
2
Ω∂/ trχ +2Ωωψ + 2Ω∂/ω +Ωψ ·χ=0
∂ω
∂λ
+∂/Xω−2Ωωω−
3
2
Ω|ζ|2+
1
4
Ωζ ·ψ+
1
2
Ω|ψ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
= 0
∂Xˆ
∂ν
+ 4Ω2ζ = 0
∂w
∂ν
+ 8Ω2ψ⊗ζ + 4Ω2∂/⊗ζ − 2Ωψ⊗(χ·X)− 2Ω(∂/⊗χ)·X = 0
∂trχ
∂ν
+Ωtrχtrχ− 2Ωωtrχ+ 2Ωdiv/ ζ−2Ωdiv/ ψ − 2Ω|ζ−ψ|2 + 2ΩK=0 (2.38)
∂χˆ
∂ν
−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ− 2Ωωχˆ− Ω(χˆ · χˆ)γ +Ω∇/ ⊗̂(ζ−ψ)− Ω(ζ−ψ)⊗̂(ζ−ψ)=0
∂ω
∂ν
− 2Ωω ω −
3
2
Ω|ζ|2− Ωζ ·ψ+
1
2
Ω|ψ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
= 0
where Xˆ is the covariant vector Xˆa = γabX
b, S means symmetrization, V ⊗̂W
is twice the traceless part of the symmetric tensorial product S(V ⊗W ), K has
to be thought as a function of γ, v and ∂/v.20
2.4 The first order system of equations as solutions of
the vacuum Einstein characteristic problem, the con-
straint problem.
The first order system of p.d.e. equations 2.37, 2.38 describes a characteristic
problem which can be solved via the Cauchy-Kowalevski theorem (its charac-
teristic version, as discussed later on in Section 3), giving the inital data on the
two null hypersurfaces C0 and C0.
21 As we said before, see remark ii) after
equations 2.32, the equations we want to solve are not all the equations asso-
20∂/ is the ordinary partial derivative with respect to the angular variables, ωa, and ∇/ is
the Levi-Civita connection with respect to γ.
21Which initial data can be given freely and which constrained is a delicate point we discuss
in detail in subsection 4.2.
20
ciated to Rµν = 0. Therefore we have to determine under which conditions a
solution of the equations 2.37, 2.38 is a solution of the Einstein equations. Ob-
serve that, looking at the structure equations, apart from equations 2.37, 2.38,
the following equations have to be satisfied by the vacuum Einstein equations:
∂γ
∂ν
− 2Ωχ = 0 ,
∂logΩ
∂ν
+ 2Ωω = 0
R(e4, eA)=0 :
∂ζ
∂ν
+ Ωtrχζ − Ωdiv/ χ+Ω∇/ trχ− 2Ωωψ − 2Ω∇/ω − Ωψ ·χ=0
R(e4, e4)=0 :
∂trχ
∂ν
+
Ωtrχ
2
trχ+ 2Ωωtrχ+Ω|χˆ|2=0 (2.39)
R(e3, e3)=0 :
∂trχ
∂λ
+
Ωtrχ
2
trχ+ ∂/Xtrχ+ 2Ωωtrχ+Ω|χˆ|
2=0 .
The first two equations of 2.39 are at the “level” of equations for the metric
components and follow from the first set of the structure equations. This is
somewhat analogous to what happens in the maximal foliation gauge used by
D.Christodoulou and S.Klainerman, [Ch-Kl], where, once we impose trk=0 on
Σ0, one has to prove that trk remains equal zero on any t-constant hypersurface,
justifying the definition of the maximal foliation gauge. In other words proving
that the first two equations, once satisfied on C0, are satisfied on any C(λ)
shows that we are in the double null foliation gauge.
The remaining three equations have to be satisfied to make the components of
the Ricci tensor, R(e4, eA), R(e4, e4) and R(e3, e3), identically zero. Here it
is appropriate to introduce the notion of “signature” for the various functions
involved:22
Definition 2.1 We call “signature” of the various connection coefficients the
number of times the null vector e4 appears in their definition minus the number
of times e3 is present. Each derivative along C0 increases the signature by one
and viceversa for each derivative along C0 .
Observe that the last three equations in 2.39 are at the level of connection co-
efficients and have signature +1, +2 and −2. This can be interpreted as the
indication that in these equations there are no “derivatives” with respect to
the transverse directions, e3 for C(λ) and e4 for C(ν). These equations have,
therefore, to be seen as constraint equations and we have to prove that, if sat-
isfied from the initial data on C0 and C0, they are satisfied on each outgoing or
incoming cone, respectively.23 This is the content of the following lemma which
connects the solutions of 2.37, 2.38 to the solutions of the Einstein equations,
Lemma 2.1 Let Ψ = (γab, logΩ, Xa, vc,ab, wba, χab, ζa, ω, χab, ω) be a solution
of the first order system made by equations 2.37, 2.38.
22This was introduced by D.Christodoulou and S.Klainerman, [Ch-Kl], for the null compo-
nents of the Riemann tensor.
23Observe that the effect of a coordinate choice and of the choice of the system of equations
make the set of equations 2.39 asymmetric with respect to the λ, ν interchange. It is also easy
to see that we have a certain arbitrariness in choosing the first order system, for instance one
could interchange the role of the “ν” and “λ” directions.
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If {γab, logΩ, trχ, ζ} are a solution of the first four equations of 2.39 on C0 and
trχ is a solution of the last one on C0, it follows that they are solutions of the
same equations on any cone C(λ) and C(ν) respectively.
Proof: We show that there exist first order transport equations along λ for the
left hand sides of the first four equations of 2.39 and a transport equation along
ν for the left hand side of the last equation. Therefore, if these expressions are
zero on C0 or on C0, they are identically zero for all λ, ν values. A way to obtain
these transport equations is just a long computation using equations 2.37, 2.38.
We write only the proof for the second equation of the first line of 2.39.
∂
∂λ
(
∂logΩ
∂ν
+ 2Ωω
)
=
∂
∂ν
(
∂logΩ
∂λ
)
+ 2
(
∂logΩ
∂λ
)
Ωω + 2Ω
∂ω
∂λ
(2.40)
Using again equations 2.37, 2.38, the terms in the right hand side become
∂
∂ν
(
∂logΩ
∂λ
)
=
∂
∂ν
(−2Ωω − ∂X logΩ)
= −2
(
∂
∂ν
logΩ
)
Ωω − 2Ω
∂ω
∂ν
−
∂Xa
∂ν
∂alogΩ− ∂X
(
∂ logΩ
∂ν
)
(2.41)
2
(
∂logΩ
∂λ
)
Ωω = 2Ωω(−2Ωω − ∂X logΩ) = −4Ω
2ωω − 2Ωω∂X logΩ .
Substituting in 2.40 and denoting I =
(
∂log Ω
∂ν
+ 2Ωω
)
we obtain
∂I
∂λ
= −∇/XI − 2ΩωI + 2Ω
[(
∂ω
∂λ
+ ∂Xω
)
−
∂ω
∂ν
−
1
2Ω
∂Xa
∂ν
∂alogΩ
]
(2.42)
and, using again equations 2.37, 2.38, the term in the square bracket is identi-
cally zero. Therefore I satisfies the following equation
∂I
∂λ
+∇/XI + 2ΩωI = 0 (2.43)
which implies that I is equal to zero on every outgoing cone C(λ) provided it
is set equal zero on C0.
To complete the proof of the lemma at the level of the metric components, let
us consider the first equation of 2.39. Proceeding as before and denoting
Iab =
∂γab
∂ν
− 2Ωχab ,
a long, but straightforward computation shows that Iab satisfies the equation:
∂Iab
∂λ
− ΩtrχIab + LXIab = 0 (2.44)
which implies again that if ∂γab
∂ν
− 2Ωχab = 0 on C0 then this relation holds on
any C(λ). To complete Lemma 2.1 the same result has to be proved for the
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remaining equations in 2.39. If we proceed as before the computation will turn
out very long and laborious. This can be avoided observing that this result
follows by a straitghforward application of the Bianchi equations. In fact let us
consider the Lorentzian manifold with metric
g(·, ·) = |X |2dλ2 − 2Ω2(dλdν + dνdλ) −Xa(dλdω
a + dωadλ) + γabdω
adωb,
where X,Ω, γ satisfies equations 2.37, 2.38. From these equations and the result
just stated it follows that the components of Ψ, {χab, ζa, ω, χab, ω}, can be
interpreted as the connection coefficients associated to this metric. Therefore,
as they satisfy equations 2.37, 2.38 it follows that, see equations 2.30, the null
componentsR(eA, eB),R(e3, e4) andR(e3, eA) of the Ricci tensor are identically
zero. To prove the remaining part of Lemma 2.1 amounts to prove that also
R(e4, e4), R(eA, e4) and R(e3, e3) are identically zero, provided they are equal
to zero on the initial hypersurface. To prove this result we use the contracted
Bianchi equations. In fact from them one deduces the following identities
DµRµν −
1
2
DνR = 0 . (2.45)
Denoting {e3, e4, eA}, A ∈ {1, 2}, a null orthonormal frame and writing
gµν = −
1
2
(eµ3 e
ν
4 + e
µ
4 e
ν
3) +
∑
A
eµAe
ν
A ,
equation 2.45 can be written, mutiplying it with e4 and eB respectively,
−
1
2
(D3Rµν)e
µ
4 e
ν
4 +
∑
A
(DARµν)e
µ
Ae
ν
4 −
1
2
(D4Rµν)e
µ
Ae
ν
A = 0
−
1
2
(D4Rµν)e
µ
3 e
ν
B −
1
2
(D3Rµν)e
µ
4 e
ν
B +
∑
A
(DARµν)e
µ
Ae
ν
B +
1
2
(DBRµν)e
µ
4e
ν
3
−
∑
A
1
2
(DBRµν)e
µ
Ae
ν
A = 0 . (2.46)
Rewriting these equations as transport equations for the various null Ricci com-
ponents, from the first set of structure equations for the null frame, see for
instance [Kl-Ni2], Chapter 3:
DAeB = ∇/AeB +
1
2
χABe3 +
1
2
χ
AB
e4
DAe3 = χABeB + ζAe3 , DAe4 = χABeB − ζAe4
D3eA = D/ 3eA + ηAe3 , D4eA = D/ 4eA + ηAe4
D3e3 = (D3 logΩ)e3 , D3e4 = −(D3 logΩ)e4 + 2ηBeB
D4e4 = (D4 logΩ)e4 , D4e3 = −(D4 logΩ)e3 + 2ηBeB
and recalling that all the null Ricci components with signature −1 and 0 are
already equal to zero, equations 2.46 become:
−
(
∂
∂λ
+ ∂X
)
R(e4, e4)− trχR(e4, e4) + 4ωR(e4, e4) + 2∇/AR(eA, e4)
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−2
(
ηB − g(∇/AeA, eB) +∇/B logΩ
)
R(eB, e4) = 0 (2.47)
−
(
∂
∂λ
+ ∂X
)
R(eB, e4)− trχR(eA, e4)− χ(eA, eB)R(eB, e4)− 4ωR(eB, e4)
+g(D/ 3eA, eB)R(eB, e4) = 0 .
From the second equation and the assumed initial conditions it follows that
R(eB, e4) = 0, which, substituted in the first equation, implies that R(e4, e4) =
0. The proof that R(e3, e3) = 0 goes in the same way, is somewhat simpler and
we do not report here. Once Lemma 2.1 is proved it follows that Ψ is a solution
of the vacuum Einstein equations.
Remark: The previous discussion makes cristal clear, in the Einstein equations
characteristic problem, which are the equations we have to consider as evolution
equations and which have to be interpreted as constraint equations, which is
enough to satisfy on the “initial data” to have them satisfied everywhere, The
first ones are equations 2.37, 2.38 while the “constraint equations” are equations
2.39 which do not involve inward (outward) derivatives of the initial data.
One has also to remark that if we consider only the equations 2.37, 2.38 and
we do not care about initial data satisfying 2.39, we are still considering a well
defined characteristic problem whose solutions nevertheless do not define an Ein-
stein vacuum spacetime. Nevertheless as this is a characteristic problem in itself,
even in this more general case the initial data have to satisfy some constraints,
namely the initial data associated to {γ,Ω, v, ψ, χ, ζ, ω} have to satisfy the con-
straints prescribed by eqs 2.37 on C0 ≡ C(ν0), while they are given in a free
way on C0 = C(λ0) and the opposite has to be imposed for the initial data of
{Xˆ, w, χ, ω}.
In conclusion one has to recognize that, in some sense, the characteristic problem
for the Einstein equations has two kind of constraint equations that the initial
data have to satisfy, the first one connected to the more general problem 2.37,
2.38 and the second one to the requirement that also equations 2.39 have to be
satisfied. We summarize this discussion in the following theorem,
Theorem 2.1 Let Ψ = (γab, logΩ, Xa, vc,ab, ψa, wba, χab, ζa, ω, χab, ω) be a so-
lution, in a region, {(λ, ν)|(λ, ν) ∈ [0, λ]× [0, ν]}, of the characteristic first order
Cauchy problem made by equations 2.37, 2.38 with the initial data on the null
hypersurface S = C0 ∪ C0 satisfying on S, beside equations 2.37, 2.38, con-
sidered as equations on C0 and C0 respectively, the constraint equations, see
2.39,
On C0 :
∂γ
∂ν
− 2Ωχ = 0 ,
∂logΩ
∂ν
+ 2Ωω = 0
∂trχ
∂ν
+
Ωtrχ
2
trχ+ 2Ωωtrχ+Ω|χˆ|2=0
∂ζ
∂ν
+Ω trχζ − Ωdiv/ χ+Ω∂/trχ+
∂∂/ logΩ
∂ν
− Ω∂/ logΩ·χ=0
On C0:
∂trχ
∂λ
+
Ωtrχ
2
trχ+ ∂Xtrχ+ 2Ωωtrχ+Ω|χˆ|
2=0 , (2.48)
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then in the same region the metric tensor
g(·, ·) = |X |2dλ2 − 2Ω2(dλdν + dνdλ) −Xa(dλdω
a + dωadλ) + γabdω
adωb (2.49)
is a solution of the Einstein vacuum equations.
Summarizing we collect here all the constraint equations the initial data have
to satisfy, namely equations 2.37, 2.38 and 2.39,
On C0 :
∂/ γ − v = 0 , ∂/X − w = 0 , ∂/ log Ω− ψ = 0
∂γ
∂ν
− 2Ωχ = 0 ,
∂X
∂ν
+ 4Ω2Z = 0 ,
∂logΩ
∂ν
+ 2Ωω = 0
∂trχ
∂ν
+
Ωtrχ
2
trχ+ 2Ωωtrχ+Ω|χˆ|2=0
∂ζ
∂ν
+Ωtrχζ − Ωdiv/ χ+Ω∂/trχ+
∂∂/ logΩ
∂ν
− Ω∂/ logΩ·χ=0 (2.50)
∂trχ
∂ν
+Ωtrχtrχ− 2Ωωtrχ+ 2Ωdiv/ ζ − 2Ω△/ log Ω− 2Ω|ζ − ∂/ logΩ|2 + 2ΩK=0
∂χˆ
∂ν
−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ− 2Ωωχˆ− Ω(χˆ · χˆ)γ +Ω∇/ ⊗̂ζ − Ω∇/ ⊗̂∂/ log Ω
−Ω(−ζ + ∂/ log Ω)⊗̂(−ζ + ∂/ logΩ)=0
∂ω
∂ν
−2Ωωω−
3
2
Ω|ζ|2+Ωζ ·∂/ logΩ+
1
2
Ω|∂/ logΩ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
=0
On C0:
∂γ
∂λ
− 2Ωχ+ LXγ = 0 ,
∂ logΩ
∂λ
+ ∂X logΩ + 2Ωω = 0
∂trχ
∂λ
+
Ωtrχ
2
trχ+ ∂Xtrχ+ 2Ωωtrχ+Ω|χˆ|
2=0
∂ζ
∂λ
+Ωtrχζ +Ωdiv/ χ− Ω∂/trχ−
∂(∂/logΩ)
∂λ
+Ω∂/ logΩ·χ+ LXζ − LX∂/ logΩ=0
∂trχ
∂λ
+Ωtrχtrχ− 2Ωωtrχ+ ∂Xtrχ− 2Ωdiv/ ζ − 2Ω△/ logΩ− 2Ω|ζ +∇/Ω|
2 + 2ΩK=0
∂χˆ
∂λ
−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ+
∂ logΩ
∂λ
χˆ+ (∂X logΩ)χˆ− Ω(χˆ · χˆ)γ − Ω∇/ ⊗̂ζ − Ω∇/ ⊗̂ ∂/ logΩ
−Ω(ζ + ∂/ logΩ)⊗̂(ζ + ∂/ logΩ) + LX χˆ=0 (2.51)
∂ω
∂λ
+∇/Xω − 2Ωω ω−
3
8
Ω|ζ|2− Ωζ ·∂/ logΩ+
1
2
Ω|∂/ logΩ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
=0 .
Remark:The implementation of the initial conditions, namely the way of ob-
taining initial data satisfying the constraint equations, 2.50, 2.51 with appropri-
ate (Sobolev) regularity and asymptotic behaviour has been discussed in [Ca-Ni1].
Here we will have basically to repeat the same argument, but imposing the
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analiticity, this makes this problem more complicated and how we solve it will be
discussed later on. Next section, Section 3, is devoted to find a local analytic so-
lution for the system of equations 2.37, 2.38. To do it we rewrite them in a more
compact notation and show how, following G.F.D.Duff, [Du] and H.Friedrich,
[Fr1], we can apply the Cauchy-Kowalevski theorem to this characteristic case.
3 The analytic solution of the characteristic prob-
lem via the Cauchy-Kowalevski theorem.
The method we use to obtain a real analytic solution of the characteristic
problem defined by the system of equations 2.37, 2.38 with initial data sat-
isfying equations 2.50, 2.51 is a variant of the Cauchy-Kowalevski method. The
adaptation of the Cauchy-Kowalevski theorem to characteristic problems has
been developed by G.F.D.Duff, [Du], for the linear case and, subsequently, by
H.Friedrich, [Fr1], for the non linear problem. Friedrich result is suited to the
present case, therefore we just recall the main lines of the proof, a straightfor-
ward adaptation of his result.
The system of equations 2.37, 2.38 can be written in a much more compact form
in the following way:
∂V
∂λ
= F(V,W, ∂/V, ∂/W)
∂W
∂ν
= G(V,W, ∂/V) (3.52)
whereV andW are vector functions valued in R18 and R10 respectively, defined
by
V = {V s} = {γ,Ω, v, ψ;ω, ζ, χ} , W = {W t} = {X,w, ω, χ}
s ∈ {1, ..., 18} , t ∈ {1, ..., 10} . (3.53)
The initial data are assigned on the union of the null hypersurfaces C0 and
C0. They have to be analytic functions satisfying the costraint equations 2.50,
2.51; this is possible as it is proved later on and has been proved in [Ca-Ni1] for
initial data belonging to a suitable Sobolev space.24 Let us denote the initial
data V0 = V0(ν, ω
a),W0 =W0(λ, ω
a) on C0 and C0 respectively.
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The existence of a local real analytic solution of the system 3.52 with initial
data V0 = V0(ν, ω
a),W0 =W0(λ, ω
a) is proved in the following theorem:
Theorem 3.1 the system of equations 3.52 with initial dataV0 = V0(ν, ω
a),W0 =
W0(λ, ω
a) admits a unique real analytic solution in a region (λ, ν) ∈ [0, λ]×[0, ν]
whose size is determined by the initial data.
24The situation is somewhat simpler here with respect to [Ca-Ni1] due to the fact that we
are considering a local problem and we do not have to worry about the asymptotic behaviour
of the initial data, but only require that the initial data be analytic.
25The initial data defined here, V0 = V0(ν, ωa),W0 = W0(λ, ωa) satisfy the constraint
equations 2.39, the remaining ones are automatically obtained using the Cauchy-Kowalevski
method.
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Proof: System 3.52 can be rewritten for the new unkown functions
(V −V0)(λ, ν, ω
a) and (W −W0)(λ, ν, ω
a)
we denote again V and W. It is easy to show that it has the form:
∂V s
∂λ
= F s,as′
∂V s
′
∂ωa
+ F˜ s,at′
∂W t
′
∂ωa
+ f s (3.54)
∂W t
∂ν
= G˜t,as′
∂V s
′
∂ωa
+ gt , (3.55)
with ωa ∈ {θ, φ} and we sum over repeated indices. With these new V,W, the
initial data are
V0 = (0, ..., 0) , W0 = (0, ..., 0) (3.56)
and the coefficients F s,as′ , F˜
s,a
t′ , f
s, G˜t,as′ , g
t depend, besides V and W, on the
original data V0 and W0 and through them on the coordinates {x
µ}.
Following Friedrich, [Fr1], the proof is basically made by two main steps. The
first one provides a recursive mechanism to get all the derivatives in ν, λ, ωa for
V and W observing that, as initial data, we have all the derivatives in ν, ωa for
V and in λ, ωa for W . The remaining mixed derivatives are obtained through
the equations 3.54 and 3.55. In the second and more delicate step we prove the
convergence of the formal power series we have obtained.
i) the recursive determination of the derivatives: From equation 3.55
we control ∂νW and ∂ν∇/
q
W for any q ≥ 0. From equation 3.54 we control
∂λV and ∂λ∇/
qV for any q ≥ 0. Deriving equation 3.54 with respect to ν we
control ∂ν∂λ∇/
q
V , deriving equation 3.55 with respect to λ we control ∂ν∂λ∇/
q
W .
Deriving with respect to λ equation 3.54 we control ∂2λ∇/
q
V and deriving with
respect to ν equation 3.55 we control ∂2ν∇/
q
W . Iterating the procedure we obtain
all the mixed derivatives.
Remark: It should be clear that this procedure which allows to obtain formal
power series for V and W both on C0 and on C0 satisfies also the constraint
equations for V on C0 and W on C0 as discussed in remark before Theorem
2.1.
ii) The convergence of the formal series
The functions F s,as′ , F˜
s,a
t′ , G˜
t,a
s′ , f
s, gt depend on the analytic initial data V0 and
W0 and on the unknown functions V and W. More specifically, looking at the
explicit expression of system 2.37, 2.38, they are polynomials in V and W and
can be written as
F s,as′ =
∑
αβ
F s,as′;αβ(x
µ)WαV β , F˜ s,at′ =
∑
αβ
F˜ s,at′;αβ(x
µ)WαV β
G˜t,as′ =
∑
αβ
G˜t,as′;αβ(x
µ)WαV β (3.57)
f s =
∑
αβ
f sαβ(x
µ)WαV β , gt =
∑
αβ
gtαβ(x
µ)WαV β ,
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with
|α| = 0 , |β| ≤ 2 for F , |α| = 0 , |β| ≤ 1 for F˜
|α| = 0 , |β| ≤ 2 for G˜ (3.58)
|α| ≤ 1 , |β| ≤ 3 for f , |α| ≤ 1 , |β| ≤ 3 for g .
As we assumed that the initial data V0,W0 are real analytic, the functions
F s,as′;αβ(x
µ), F˜ s,at′;αβ(x
µ), G˜t,as′;αβ(x
µ), f sαβ(x
µ), gtαβ(x
µ) are real analytic26 and can
be written as power series in {xµ},
F s,as′;αβ(x) =
∑
γ
F s,as′;αβγx
γ , F˜ s,at′;αβ(x) =
∑
γ
F˜ s,at′;αβγx
γ
G˜t,as′;αβ(x) =
∑
γ
G˜t,as′;αβγx
γ (3.59)
f sαβ(x) =
∑
γ
f sαβγx
γ , gtαβ(x) =
∑
γ
gtαβγx
γ .
Due to the real analyticity we can assume that their convergence radius be
> R,27 for a given R > 0 and that in BR(0) ⊂ R
4 the coefficients of the
expansions 3.59 satisfy
|F s,as′;αβγ | , |F˜
s,a
t′;αβγ | , |G˜
t,a
s′;αβγ | , |f
s
αβγ | , |g
t
αβγ | ≤
M
R|γ|
. (3.60)
Let us define the function H(θµx
µ) = H(y), with θ1 > 1, θ2 = θ3 = θ4 = 1:
H(θµx
µ) ≡
M
1−
θµxµ
R
=
MR
R− θµxµ
=
∑
γ
M
R|γ|
|γ|!
γ1!γ2!γ3!γ4!
θγ11 x
γ =
∑
γ
Hγx
γ . (3.61)
It follows from the previous definitions that
|F s,as′;αβγ | , |F˜
s,a
t′;αβγ | , |G˜
t,a
s′;αβγ | , |f
s
αβγ | , |g
t
αβγ | ≤ Hγ (3.62)
which means that the functionH(θµx
µ) majorizes the functions F s,as′;αβ(x), F˜
s,a
t′;αβ(x),
G˜t,as′;αβ(x) ,f
s
αβ(x) , g
t
αβ(x). We define now the functions Fˆ
s,a
s′ ,
ˆ˜F s,at′ ,
ˆ˜Gt,as′ , fˆ
s , gˆt
as the power series 3.57 with the coefficient functions F s,as′;αβ(x
µ)... substituted
by the function H(θµx
µ) times a matrix P s,as′;αβ... with non negative real co-
efficients and which defines the same polynomial r(V,W) =
∑
αβ p˜αβW
αV β ,
p˜αβ > 0 , |α| ≤ 1 , |β| ≤ 3, for all indices s, s
′, t, a. Therefore28
Fˆ s,as′ = H(θµx
µ)
∑
αβ
P s,as′ ;αβW
αV β = H(θµx
µ)r(V,W)P s,as′
26{xµ} = {x1, x2, x3, x4} = {λ, ν, ωa}.
27As we are concerned about a local solution we consider a compact portion of C0 ∪ C0.
28The matrix elements P s,a
s′
, P˜ s,a
t′
, Q˜t,a
s′
, ps, qt are all zero or one.
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ˆ˜F s,at′ = H(θµx
µ)
∑
αβ
P˜ s,at′;αβW
αV β = H(θµx
µ)r(V,W)P˜ s,at′
ˆ˜Gt,as′ = H(θµx
µ)
∑
αβ
Q˜t,as′;αβW
αV β = H(θµx
µ)r(V,W)Q˜t,as′ (3.63)
fˆ s = H(θµx
µ)
∑
αβ
psαβW
αV β = H(θµx
µ)r(V,W)ps
gˆt = H(θµx
µ)
∑
αβ
qtαβW
αV β = H(θµx
µ)r(V,W)qt .
Let us consider the following system of equations:
∂Vˆ s
∂λ
= Fˆ s,as′
∂Vˆ s
′
∂ωa
+ ˆ˜F s,at′
∂Wˆ t
′
∂ωa
+ fˆ s(x, Vˆ , Wˆ )
∂Wˆ t
∂ν
= ˆ˜Gt,as′
∂Vˆ s
′
∂ωa
+ gˆt(x, Vˆ , Wˆ ) , (3.64)
the following lemma holds:
Lemma 3.1 The solution Vˆ,Wˆ of system 3.64 with initial conditions Vˆ0 =
Wˆ0 majorizing the initial conditions V0 = W0 = 0, is majorizing V and W,
solution of system 3.54 3.55 with initial conditions V0 =W0 = 0.
Proof: The first step is to write formal power expansions for V and W; This
is a formal expansion around a generic point of S0 ≡ S(λ0, ν0); redefining λ
and ν as λ − λ0, ν − ν0 we consider it as an expansion around (λ, ν) = (0, 0).
The convergence of the formal expansion can be repeated for all the angular
coordinates {ωa} of the points of S0 so that, finally, we obtain an analytic
solution in a neighbourhood of S0. Therefore, redefining also ω
a as (ωa − ωa0 )
we have:
V s(x) =
∑
j,k,a
vsjkaλ
jνkωa11 ω
a2
2 , W
t(x) =
∑
j,k,a
wtjkaλ
jνkωa11 ω
a2
2 (3.65)
Observe that the initial conditions imply vs0ka = w
t
j0a = 0 and that, plugging
the formal expansions in 3.54, 3.55, we obtain recursively, as explained before,
all the coefficients vsjka and w
t
jka. We proceed in the same way expanding the
solution Vˆ,Wˆ of system 3.64,
Vˆ s(x) =
∑
j,k,a
vˆsjkaλ
jνkωa11 ω
a2
2 , Wˆ
t(x) =
∑
j,k,a
wˆtjkaλ
jνkωa11 ω
a2
2 (3.66)
and we observe that, due to the definition of the functions Fˆ s,as′ ,
ˆ˜F s,at′ ,
ˆ˜Gt,as′ , fˆ
s, gˆt,
3.63, it follows that vˆsjka, wˆ
t
jka ≥ 0 and that the formal solution (Vˆ,Wˆ), 3.66,
majorizes the (formal) solution (V,W), 3.65, namely the following inequalities
hold, for all index values,
vˆsjka ≥ |v
s
jka| , wˆ
t
jka ≥ |w
t
jka| . (3.67)
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The proof is achieved if we can find a real analytic solution of the system 3.64
with initial conditions such that the coefficients of its power expansion satisfy
vˆs0ka ≥ 0 , wˆ
t
j0a ≥ 0; in this case, for an appropriate radius R, the expansions
3.65 describe a real analytic solution of system 3.55 with initial conditions V0 =
W0 = 0.
To find a solution of the system 3.64 with initial conditions Vˆ0 = Wˆ0 such that
vˆs0ka ≥ 0 , wˆ
t
j0a ≥ 0 , (3.68)
we make the following ansatz:
Vˆ s(xµ) = V˜ s(y = θµx
µ) = V˜ (y)
Wˆ t(xµ) = W˜ t(y = θµx
µ) = W˜ (y) . (3.69)
Each equation for Vˆ s and Wˆ t of system 3.64 becomes in terms of V˜ and W˜ ,
denoting
V˜ ′ =
∂V˜
∂y
, W˜ ′ =
∂W˜
∂y
,
θ1V˜
′ = H(y)q(V˜ , W˜ )(36V˜ ′ + 20W˜ ′ + c)
W˜ ′ = H(y)q(V˜ , W˜ )(36V˜ ′ + 1) (3.70)
where q(V˜ , W˜ ) is a polynomial in V˜ , W˜ with positive coefficients; therefore
(θ1 − 36Hq − 20 · 36(Hq)
2)V˜ ′ = Hq(20Hq + 1)
W˜ ′ = Hq + 36Hq
Hq(20Hq + c1)
(θ1 − 36Hq − 20 · 36(Hq)2)
=
1
(θ1 − 36Hq − 20 · 36(Hq)2)
[θ1Hq] (3.71)
and the two equations can be rewritten as
(θ1 − 36Hq − 20 · 36(Hq)
2)V˜ ′ = Hq(20Hq + 1)
(θ1 − 36Hq − 20 · 36(Hq)
2)W˜ ′ = θ1Hq . (3.72)
Initial conditions for Vˆ0 = Wˆ0 such that 3.68 holds, are satisfied if we require
as initial conditions for V˜ and W˜
V˜ (0) = 0 , W˜ (0) = 0 , (3.73)
therefore we are reduced to prove that the system of equations
(θ1 − 36Hq − 20 · 36(Hq)
2)V˜ ′ = Hq(20Hq + 1)
(θ1 − 36Hq − 20 · 36(Hq)
2)W˜ ′ = θ1Hq . (3.74)
with initial conditions 3.73 has a real analytic solution in a neighborhood of the
origin. Choosing θ1 such that
θ1 − 36H(0)q(0, 0)− 20 · 36(H(0)q(0, 0))
2 > 0 (3.75)
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equations 3.74 can be written in the form
V˜ ′ = H(y, V˜ , W˜ )
W˜ ′ = J(y, V˜ , W˜ ) (3.76)
where H and J are real analytic functions having power series expansions at
y = 0, V˜ = 0, W˜ = 0 with non negative expansion coefficients. Therefore a
real analytic solution of the system 3.64 exists and there is a neighborhood of
S0 = S(λ0, ν0) where the real analytic solution of the system 3.55 does exists.
This completes the analytic part of our result giving a concrete meaning to
Theorem 2.1.
Remark: Recall that the local analytic solution whose proof has been sketched
now is a solution for V−V0,W−W0. Then V,W are a local solution of the
Einstein equations provided V0 and W0 are analytic functions satisfying the
initial data constraints 2.50, 2.51.
4 A common region of existence for the real an-
alytic solutions of the non linear characteristic
problem.
We look for an “Alhinac type” result, [A-M], proving that, if some Sobolev
norms, Hs, of a real analytic solution are controlled up to a certain s,29 then
its “Cauchy-Kowalevski existence region” can be extended to a larger region
whose size depends only on these Sobolev norms. This kind of results have been
started by Lax [L], extended by Nirenberg [Nir] and proved, in the main lines,
for the Burger equation by S.Klainerman and one of the authors (F.N.) [Kl-Ni1].
These results requires the hyperbolicity of the partial differential equations we
are considering which is evident in the case of the Burger equation, but more
hidden in the case of the Einstein equations.30
It is appropriate, before discussing our result for the Einstein equations, to
look in a detailed way what has been obtained in the case of the Burger
equation,[Kl-Ni1].
4.1 A summary of the analytic extended solution approach
to the Burger equation in [Kl-Ni1].
We give a complete survey of the various steps of this approach in the case of
the Burger equation
∂u
∂t
+ u
∂u
∂x
= 0 . (4.77)
29For our problem they are explicitely defined in Subsection 4.2.
30The hyperbolicity for the Einstein equations is explicit in the harmonic gauge, in a more
general setting, for instance in the geometric gauge we are considering here, it expresses itself
in the existence of a-priori estimates for some energy-type norms, see also [Ch-Kl], [Kl-Ni2].
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Step 1: We introduce a Banach space Bα,ρ defined by the norm
||f(·, t)||Bα,ρ =
∞∑
n=0
||Dnf(·, t)||L2
n!
nαρn , (4.78)
where L2 = L2(Rn0) and, defining the multiindex β = (β1, β2, ..., βn0),
||Dnf(·, t)||L2
n!
≡
∑
β;|β|=n
||Dβf(·, t)||L2
β!
(4.79)
In the Burger equation case, n0 = 1, but we keep n0 ≥ 1 as we are interested
to extend this result to a more general case. We assume that the initial data
of the hyperbolic equation we are considering are given by an analytic function
u(0) which belongs to Bα,ρ0 for a certain α > 2 and ρ0 > 0.
Next lemma proves that if f(·, t) ∈ Bα,ρ then, as a function of the “spatial”
variables {xi}, f(·, t) is real analytic in Rn0 .
Lemma 4.1 Let f be a function belonging to the Banach space Bα,ρ with
α ≥
[n0
2
]
,
then f(·, t) is real analytic in B(x)ρ.
Proof: If ||f(·, t)||Bα,ρ <∞ this implies that there exists a numerical sequence
{hn}, depending on f , such that, for any n > 0, we have
||Dnf(·, t)||L2 ≤
hnn!
nα
1
ρn
,
where {hn} is such that hn ≥ 0 and
∞∑
n=0
hn <∞ . (4.80)
Therefore if f is a function ∈ Rn0 then by Sobolev Lemma, for |β| = n,
sup
x∈Rn0
|Dβf(x, t)| ≤ c0
n+1+[
n0
2 ]∑
k=n
∑
β;|β|=k
||Dβf(·, t)||L2
≤ c0
n+1+[
n0
2 ]∑
k=n
hk
k!
kα
1
ρk
≤ c0
n!
ρn
n+1+[n02 ]∑
k=n
k!
n!
hk
kα
1
ρk−n
 (4.81)
≤ c0
n!
ρn
hn
[
(n+ 1)...(n+ 1 + [n02 ])
]
nα
≤ c0hn
n!
ρn
n([
n0
2 ])
nα
≤ c0hn
n!
ρn
1
nα−[
n0
2 ]
.
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where hn =
∑n+1+[n02 ]
k=n hk and, if ρ < 1, c0 depends also on ρ. Therefore
sup
x∈Rn0
|Dβf(x, t)| ≤ c0(n0, ρ)
hn
n(α−[
n0
2 ])
n!
ρn
. (4.82)
Given an arbitrary x ∈ Rn0 and y ∈ B(x)ρ the formal power series
∞∑
n=0
∑
β;|β|=n
Dβf(x, t)
β!
(y − x)β , (4.83)
is convergent implying that in B(x)ρ, f(·, t) is a real analytic function. In fact∣∣∣∣ ∞∑
n=0
∑
β;|β|=n
Dβf(x, t)
β!
(y − x)β
∣∣∣∣ ≤ ∞∑
n=0
∑
β;|β|=n
|Dβf(x, t)|
β!
|(y − x)β |
≤ c0(n0, ρ)
∞∑
n=0
hn
n(α−[
n0
2 ])
∑
β;|β|=n
n!
β1! · ·βn0 !
Πn0i=1|y
i − xi|βi
ρn
≤ c0(n0, ρ)
∞∑
n=0
hn
n(α−[
n0
2 ])
<∞ . (4.84)
As the choice of x was arbitrary and the estimate 4.82 is uniform in x it follows
immediately that by unique continuation f(·, t) is real analytic in Rn0 . In this
case the neighborhoods B(x)ρ where the function can be expanded around x
have also a common radius which is a stronger property.
The previous estimate can be done in a better way we use later on, writing
||Dnf(·, t)||L2 =
∞∑
j=1
||Dnf(·, t)||L2(Q(xj)) (4.85)
where Rn0 = ∪∞j=1Q(xj), where Q(xj) is a finite size square with “center” xj .
The following estimates hold
||Dnf(·, t)||L2(Q(xj)) ≤
hn,jn!
nα
1
ρn
(4.86)
with hn,j > 0 such that
∞∑
n=0
∞∑
j=1
hn,j =
∞∑
j=1
∞∑
n=0
hn,j <∞ . (4.87)
Repeating the previous argument we can conclude that if f(·, t) ∈ Bα,ρ then
sup
x∈Q(xj)
|Dβf(x, t)| ≤ c1Chn,j
n!
ρn
. (4.88)
Next lemma says just the opposite of the previous one and its proof is immediate,
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Lemma 4.2 Let f(t, x) be a real analytic function in a strip around the real
axis of uniform height 2ρ, then for any Ta < ρ f(t, ·) belongs to the Banach
space Bα,ρ′ with appropriate ρ
′ < ρ and α.
Step 2: The following theorem holds:31
Theorem 4.1 Let us consider a p.d.e. whose coefficients are real analytic func-
tions, let u(0) ∈ Bα,ρ0 be the initial data defined on R
n0 ; given ρ ≤ ρ0 there
exists a time Ta(ρ, ρ0, u
(0)) and a solution u(t, x) ∈ C1([0, Ta], Bα,ρ) satisfying
the initial conditions.
This result follows more or less immediately recalling how Cauchy-Kowalevski
theorem works; given (real) analytic initial data, using the p.d.e. equation
it is possible to control all the derivatives in space and time of the (formal)
series which defines the function u(t, x), analytic solution of our equation with
initial data u(0) provided the series is convergent. Once this is proved the
solution u(t, x) is real analytic with a convergence radius ρ, a priori depending
on the point x ∈ Rn0 ; If u(0) belongs to Bα,ρ0 this implies that the convergence
radius of its power series is uniform in x. If the real analytic coefficients of the
p.d.e. are defined, for instance, in the whole Rn0+1 with a common convergence
radius, it follows that u(t, x) can be defined in a strip around the real axis of
uniform width 2∆1. Therefore the solution exists for all |t| < ∆1. This does
not prevent the possibility that choosing as initial data on the hypersurface
Σt with |t| = ∆1 − ǫ the function u(t, x) it could be possible, again using the
Cauchy-Kowalevski theorem, to extend the solution to a larger strip and then
iterating this procedure forever or up to a moment when this has to end. The
first case can happen, for instance, if the p.d.e. equation is linear as it follows
that the strip width does not depend on t, while the second case takes place if
in the iteration steps the width becomes smaller and smaller so that the strip
where the analyticity is proved cannot be extended anymore.
Nevertheless it has to be pointed out that in the statement of the theorem the
time Ta(ρ, ρ0, u
(0)) does not define the larger possible existence region, but only
the region where the function u(t, x), thought as a function of the space variables
only is real analytic, with convergence radius ρ. In other words Ta finite does
not prevent the possibility that u(t, x) can be extended as real analytic function
in a larger region, but only that for t > Ta the function u(t, ·) does not belong
to Bα,ρ but, possibly, to a Bα,ρ′ with ρ
′ < ρ. To consider the (strip) largest
possible analyticity region, possible infinite, we define
T ≡ sup{Ta > 0|ρ(Ta, ρ0, u
(0)) > 0} . (4.89)
If T <∞, it must happen that
lim
Ta→T
ρ(Ta, ρ0) = 0 (4.90)
31Although this theorem is valid for a larger class of partial differential equations, we look
at its result applied to an evolution equation of hyperbolic type.
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and therefore in the limit t → T the function lim
t→T u(t, ·) is not real analytic
anymore in the space variables.
The main conclusion from this discussion is that this approach does not provide
a real control of the largest existence region. This can be a problem, for instance,
if we are considering a sequence of real analytic solutions u(n)(t, x) associated
to a sequence of real analytic initial data converging to a function belonging
to a Sobolev space. In fact based on the previous theorem we cannot make a
statement on the existence region of the limit solution as the T
(n)
a can shrink to
zero as n→∞.
In the case of the hyperbolic equation the situation is different. While in the
general case, as discussed, the control of the time T is based, via the Cauchy-
Kowalevski theorem, on the estimates of the coefficients of the p.d.e. equation
and on the initial data u(0), when the equation we are considering is hyperbolic
one can have a better control of the solution existence time, namely one can
prove that the analytic solution can be extended beyond T up to a time T
which depends only on the suitable Sobolev Hs norm of the initial data. In the
following of this section we discuss in some detail the Klainerman, Nicolo` result
for the Burger equation, [Kl-Ni1].
We start considering the Burger equation solution u(t, ·) ∈ C1([0, Ta], Bα,ρ) with
initial data u(0) ∈ Bα,ρ0 and with, as discussed before,
ρ = ρ(Ta, ρ0, u
(0)) < ρ0 .
Energy conservation and Sobolev inequalities imply that
‖u(·, t)‖H2 ≤ ‖u
(0)‖H2 exp c
∫ t
0
‖u(·, s)‖H2ds (4.91)
and
sup
t∈[0,T ]
‖u(·, t)‖H2 ≤ ‖u
(0)‖H2 exp c
∫ T
0
‖u(·, s)‖H2ds (4.92)
which implies
sup
t∈[0,T ]
‖u(·, t)‖H2 ≤ ‖u
(0)‖H2 exp (cT sup
t∈[0,T ]
‖u(·, t)‖H2) . (4.93)
Therefore we have the following lemma,
Lemma 4.3 Let u(t, ·) ∈ C1([0, Ta], Bα,ρ) be solution of the Burger equation
with initial data u(0) ∈ Bα,ρ0 , then there exists a time T > 0, depending only
on ‖u(0)‖H2 such that for any T
′ ≤ min{T, Ta}
sup
t∈[0,T ′]
‖u(·, t)‖H2 ≤ c0‖u
(0)‖H2 . (4.94)
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Inequality 4.94 is satisfied if T verifies,
T ≤
log c0
c0c‖u(0)‖H2
. (4.95)
Remark: In the non linear hyperbolic equations it is possible that the apriori
estimates do not hold beyond a certain time value due to the fact that the equa-
tions do not have global solutions. In this case there will be a time value T ∗ > T
where some norm blows up. It could also happen that with more refined apriori
estimates inequality like 4.94 can be extended for all t values. In the case of the
Burger equation we are in the first situation.32.
Step 3: Next goal is to prove the following fundamental theorem:
Theorem 4.2 Let u(0) ∈ Bα,ρ0 be the initial data, then for t ∈ [0, T
′] there
exists an analytic solution, u(·, t) ∈ Bα,ρ′′ where ρ
′′ < ρ0 and, moreover, ρ
′′
does not depend on Ta, but only on ρ0, ‖u
(0)‖Bα,ρ0 . Finally in the time interval
[0, T ′] the following inequality holds with a constant c4,
sup
t∈[0,T ′]
‖u(·, t)‖Bα,ρ′′ ≤ c4‖u
(0)‖Bα,ρ0 . (4.96)
Remark: The central part of this result is that ρ′′ appearing in the analytic
solution
u ∈ C1([0, T ′], Bα,ρ′′) ,
does not depend on Ta,
ρ′′ = ρ′′(ρ0, ‖u
(0)‖Bα,ρ0 ) ,
while before, from the Cauchy-Kowalevski theorem, we had
u ∈ C1([0, Ta], Bα,ρ)
with ρ = ρ(Ta, ρ0, u
(0)). It is this fact that allows to extend the solution beyond
the time T defined in 4.89, see the next theorem.
Proof: The proof of the theorem is based on the following lemma,
Lemma 4.4 Let u(t, ·) ∈ C1([0, Ta], Bα,ρ) be the analytic solution of the Burger
equation with initial data u(0) ∈ Bα,ρ0 , with α > 2. Then, for any J , the
following estimates hold,33
||DJu(t)||L2 ≤ C0e
(J−2)γt J !
Jα
1
ρJ0
, (4.97)
where C0 is a constant satisfying
c0||u
(0)||Bα,ρ0 ≤ C0 (4.98)
32For the vacuum Einstein equations with small data we are in the second case, see [Ch-Kl].
33We use the simplified notation ||DJu(t)||L2 ≡ ||DJu(·, t)||L2 . moreover with DJ we
indicate the spatial derivatives, in the Burger case DJ = d
J
dxJ
.
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and c0 is defined in the inequality 4.94. γ > γ0, where
γ0 = sup
t∈[0,T ′]
‖u(·, t)‖H2 (4.99)
and γ − γ0 depends on C0.
Sketch of the proof of the lemma: The proof of Lemma 4.4, see (Kl-Ni), is
inductive, therefore one starts proving that inequality 4.97 is true for J = 1, 2.34
This is obtained from the apriori estimate 4.94, in fact, for J = 1, 2 and t ≤ T ′
||DJ=1,2u(t)||L2 ≤ ||u(·, t)||H2 ≤ c0||u(0)||H2 = c0
2∑
J=0
||DJu(0)||L2(4.100)
Therefore it is enough to choose C0 such that
||DJ=1u(t)||L2 ≤ c0||u(0)||H2 ≤ C0
1
ρ0
||DJ=2u(t)||L2 ≤ c0||u(0)||H2 ≤ C0
1
2α
1
ρ20
. (4.101)
Both inequalities are satisfied if, with a constant c1 ≥ c0(2
αρ20), C0 satisfies:
C0 ≥ c1‖u
(0)‖H2 . (4.102)
We do not repeat here the inductive estimates, see pages 97,98 of [Kl-Ni1], but
we recall that in the case of the Burger equation the structure of the estimate
is
||DNu(t)||L2 ≤ e
(N+2)γ0t||DNu(0)||L2 +
∫ t
0
dtF ({DJ<Nu(t)}) (4.103)
where F is a complicated expression, see eqs. (7.20),...,(7.23) of [Kl-Ni1], which,
nevertheless, depends only on the partial derivatives of u of order lower than N
and is estimated using the inductive assumption. To estimate ||DNu(0)||L2 for
an arbitrary N > 2 we can only use the fact that u(0, ·) = u(0) belongs to Bα,ρ0
and therefore satisfies
||DNu(0)||L2 ≤ ||u
(0)||Bα,ρ0
N !
Nα
1
ρN0
. (4.104)
Therefore inequality 4.103 becomes, for N > 2 and γ > 5γ0,
||DNu(t)||L2 ≤ e
(N+2)γ0t||u(0)||Bα,ρ0
N !
Nα
1
ρN0
+
∫ t
0
dtF ({DJ<Nu(t)}) (4.105)
≤ e(N−2)γt||u(0)||Bα,ρ0
N !
Nα
1
ρN0
+
∫ t
0
dtF ({DJ<Nu(t)})
≤ e(N−2)γt
C0
2
N !
Nα
1
ρN0
+
∫ t
0
dtF ({DJ<Nu(t)}) (4.106)
34In the General Relativity case the induction will start at a different value of J .
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provided we choose C0 satisfying, beside 4.102,
C0 ≥ 2‖u
(0)‖Bα,ρ0 . (4.107)
Using the inductive assumption the integration part in 4.105 can be estimated,
see [Kl-Ni1], as∫ t
0
dtF ({DJ<Nu(t)}) ≤ e(N−2)γt
C0
2
N !
Nα
1
ρN0
[
2C0c1c2k1k2
ρ0(γ − γ0)
]
, (4.108)
where c1, c2, k1, k2 are constants which do not depend on the solution norms. It
follows that the lemma is proved if[
2C0c1c2k1k2
ρ0(γ − γ0)
]
≤ 1 (4.109)
Inequality 4.109 gives a lower bound on γ − γ0. Therefore Lemma 4.4 is proved
provided C0, (γ − γ0), α satisfy
C0 ≥ (c1 + 2)‖u
(0)‖Bα,ρ0 , (γ − γ0) ≥ max
(
2c1c2k1k2
ρ0
C0 , 4γ0
)
, α > 2 .(4.110)
Defining
ρ′ = ρ0e
−γT ′ (4.111)
it follows that the previous estimates for the J derivative become
supt∈[0,T ′]||D
Ju(t)||L2 ≤ C0
J !
Jα
1
ρ′J
. (4.112)
and defining c3 such that
c3‖u
(0)‖Bα,ρ0 ≥ C0 ≥ c1‖u
(0)‖Bα,ρ0 (4.113)
we obtain, with ρ′′ < ρ′ < ρ0,
sup
t∈[0,T ′]
||u(t)||Bα,ρ′′ ≤ C0
∞∑
N=0
(
ρ′′
ρ′
)N
≤ c3
ρ′
ρ′ − ρ′′
‖u(0)‖Bα,ρ0 ≤c4‖u
(0)‖Bα,ρ0 ,(4.114)
proving Theorem 4.2 .
Step 4: We are left to prove that we can extend the solution beyond Ta, this
is the content of the following theorem:
Theorem 4.3 Let u be an analytic solution of the Burger equation with initial
data u(·, 0) = u(0) ∈ Bα,ρ0 with α > 2 then the solution can be extended to an
analytic solution ∈ Bα,ρ′′′ with
ρ′′′ < ρ1 = ρ0e
−γT , (4.115)
up to a time T which depends only on the Sobolev norm of the initial data
‖u(0)‖H2 , see 4.95. Moreover
sup
t∈[0,T ]
‖u(·, t)‖Bα,ρ′′′ ≤ c5‖u
(0)‖Bα,ρ0 . (4.116)
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Proof: Given the initial data u(0) ∈ Bα,ρ0 we know that given Ta there exists
an analytic solution u such that for any t ∈ [0, Ta]
u(·, t) ∈ C1([0, Ta];Bα,ρ)
with ρ = ρ(Ta, ρ0, u
(0)). The previous theorem, Theorem 4.2 says something
much stronger, namely that there exists ρ1 = ρ0e
−γT such that for any Ta < T ,
35
u ∈ C1([0, Ta];Bα,ρ1) (4.117)
where γ and T depend only on ‖u(0)‖Bα,ρ0 and ‖u
(0)‖H2(Rn0) respectively. Let
us define T ∗ in the following way:
T ∗ = sup{Ta ∈ [0, T ] |for any t ∈ [0, Ta] u(Ta, ·) ∈ Bα,ρ1} . (4.118)
As in the interval [0, Ta], u is an analytic solution in all the variables, it follows
that taking the limit t → T ∗ also u(·, T ∗) is an analytic solution ∈ Bα,ρ′′′ with
ρ′′′ < ρ1. In fact, as discussed before, Ta does not define the largest region of
the Cauchy Kowalevski solution, but the largest region where u(·, t) ∈ Bα,ρ1 .
If T ∗ = T we have proved our result. Let us, therefore, assume that T ∗ < T ,
we can apply again the Cauchy-Kowalevski theorem defining the real analytic
function u(1) ≡ u(·, T ∗) as the initial data on ΣT∗ and proving that there exists
an interval [T ∗, T ∗+∆] with T ≥ T ∗+∆ such that, for t in this interval, there
is a function, solution of the Burger equation with this initial data,
v(t, ·) ∈ Bα,ρ˜ ,
with ρ˜ > 0.36
Observe that ∆ depends only on ρ˜, ρ1 and ‖u
(1)‖Bα,ρ1 or, in other words, only
ρ˜, ρ0, T, ‖u
(0)‖Bα,ρ0 . Let us consider now the function w defined in the following
way, for an arbitrary k ≥ 1,
w(t, ·) = u(t, ·) ∈ Ck([0, T ∗], Bα,ρ′′′) , for t ∈ [0, T
∗]
w(t, ·) = v(t, ·) ∈ Ck([T ∗, T ∗ +∆], Bα,ρ˜) , for t ∈ [T
∗, T ∗ +∆] . (4.119)
It is clear that w(t, ·) is Ck in the time variable for t ∈ [0, T ∗ +∆] and we can
conclude that (ρ˜ < ρ′′′),
w(t, ·) ∈ Ck([0, T ∗ +∆], Bα,ρ˜)
and is a solution of the Burger equation in this time interval with initial data
w(0, ·) = u(0)(·).
Let ∆ be such that T ∗ + ∆ ≤ T , we can apply again Theorem 4.2 to this
function, prove that exactly the same inductive estimates hold37 and conclude
that
w(t, ·) ∈ Ck([0, T ∗ +∆], Bα,ρ′′ ) ⊂ C
k([0, T ∗ +∆], Bα,ρ′′′ ) .
35Recall that in the previous theorem ρ′′ < ρ′ = ρ0e−γT
′
and T ′ = min{Ta, T}, therefore
if Ta < T we can choose ρ′′ > ρ1 = ρ0e−γT .
36It follows simply applying Lemma 4.2.
37In this case Ta = T ∗ +∆.
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As T ∗+∆ > T ∗, it follows that T ∗ cannot be the sup as defined in 4.118 unless
T ∗ = T . Therefore we conclude that with initial data u(0) ∈ Bα,ρ0 there exists
a solution u in [0, T ] such that
u(t, ·) ∈ Ck([0, T ], Bα,ρ′′′) ,
which means that the size of the spacetime region where the Cauchy-Kowalevski
solution can be extended, depends only on the Hs=2 norm of u(0).
Remarks:
1) Observe that all the previous results are valid if the initial data belong to a
different Banach space Bα,ρ′0 with ρ
′
0 < ρ0, the time T and the fact that the
solution can be extended at least up to T does not change.
2) The fact that C0 is lower bounded by ||u
(0)||Bα,ρ0 and not only on ||u
(0)||H2
is not harmful and, on the other side, is what has to be expected. In fact, at the
end of the whole proof, the various real analitic solutions un (associated to the
sequence of real analytic initial data {u
(0)
n }) will have the same existence time
T , but their higher derivatives will have increasing bounds as n→∞. Therefore
denoting C
(n)
0 the constant C0 “associated” to u
(0)
n it will follow that C
(n)
0 →∞
as n→∞ .
Step 5: the construction of a Sobolev solution. In this case we have
a sequence of real analytic functions {u
(0)
n } converging in the H2 norms to
u(0) ∈ H2. It is clear that due to this convergence the H2 norms of all the u
(0)
n
functions are bounded by c‖u(0)‖H2 . On the other side the L
2 norms of the
higher tangential derivatives will in general diverge as n→∞, therefore we also
have
lim
n→∞
‖u(0)n (·)‖B
α,ρ
(n)
0
=∞ (4.120)
Then we have a sequence of real analytic solutions, {un(t, x)} defined in the
same interval of time [0, T ] and the L2 norms of the higher, > 2, derivatives
satisfy
||DJun(t)||L2 ≤ C
(n)
0
j!
jα
1
ρ(n)j
(4.121)
and as C
(n)
0 ≥ c
′‖u
(0)
n (·)‖Bα,ρ ,
lim
n→∞
C
(n)
0 =∞ . (4.122)
This is exactly what we expect as the sequence of real analytic functions converge
to a function which is not real analytic. The fact that this sequence has a radius
ρ depending on n, ρ(n) follows immediately repeating the procedure to obtain
the estimate 4.121 and looking at the needed estimate 4.109 which now reads[
2C
(n)
0 c1c2k1k2
ρ0(γ(n) − γ0)
]
≤ 1 . (4.123)
40
As γ(n) has to increase it follows that38
ρ(n) ≤ ρ
(n)
1 = ρ0e
−γ(n)T . (4.124)
Therefore, as already said, although the radius of convergence of the sequence of
the analytic solutions of the Burger equation, with initial data approximating
Sobolev data, tends to shrink, nevertheless the time interval [0, T ] where the
analytic solutions do exist does not change.
4.2 The extension of the previous result to the Einstein
vacuum equations in the characteristic case
The extension of the previous result to the Einstein vacuum equations in the
characteristic case requires a detailed discussion, let us indicate all the differ-
ences, with respect to the Burger case, we have to deal with.
1) The initial data: The analogous of data on Σ0 for the Burger equation are
the data given on C = C0 ∪ C0. The discussion on how to obtain real analytic
data satisfying the constraints on this null hypersurface requires again the use of
a “Cauchy-Kowalevski-type” argument for the local part and a “Burger-type”
argument for the global one. More precisely, let us consider first the initial
data on C0, first we have to specify on S0 all the tangential derivatives for the
O and the O quantities, where only some constraints have to be fulfilled, see
[Ca-Ni1]. Then we use the transport equations, on (a portion of) C0, for the
∇/
N
O variables for any N . Next, once we have these estimates, we can use
the transport equations for the ∇/
N
O variables for any N . Finally we use the
transport equations just as relations expressing derivatives with respect to ν
in terms of lower order ν derivatives (in the case of the O quantities) or lower
order ν derivatives and tangential derivatives for the O quantities. Once all
these estimates have been done we know that the O and O quantities satisfy
the transport equations along (a portion of) C0 which are exactly the “initial
condition equations” of Theorem 2.1, equations 2.50, 2.51.
Exactly the same has to be done on (a portion of) C0 inverting the role of the O
and O quantities. This completes the local construction of the analytic initial
data.
Applying now a “Burger type argument”, we obtain estimates for all the deriva-
tives in {ν, ωb} of the O and O quantities proving that, being these quantities
in a Bα,ρ0 -type Banach space, they can be extended as real analytic functions
on the whole C0∪C0. The details of this construction are given in the following
paper.39
38In the same way also in the construction of the initial data approximating Sobolev data
we expect that ρ0 depends on n, ρ0 = ρ
(n)
0 .
39The Burger argument developed before requires a bootstrap argument and, before, an
apriori estimate. In the case of the initial data the mechanism is slightly different and although
also in the initial data case, we need a recursive mechanism and a bootstrap argument, the
fact that we can assign in a free way some connection coefficients makes the control of the
initial data along the whole C0 ∪C0 easier.
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2) The local existence for real analitic solutions: Next step is to prove
a local existence for our problem. This is done using the initial data on a local
neighborhood of S0 and the version of the Cauchy-Kowalevski theorem adapted
to this non linear characteristic problem as discussed in Section 3. This is the
preliminary step needed to prove a larger existence region as discussed in Point
3.
3) The largest existence region: This is the central part of the proof. One
has to show, as in the Burger case, that the existence region of an analytic
solution depends only on some appropriate Sobolev norms of the analytic initial
data. Arguing as in the previous discussion of the Burger equation this implies
that we can have a sequence of real analytic data {Ψ
(0)
n } converging in some
Sobolev norms to a “Sobolev” initial data whose corresponding solutions have
a common region of analiticity. This would allow to construct Hs solutions as
a limit of a sequence of analytic solutions.
The proof that the existence region of an analytic solution depends only on
some appropriate Sobolev norms is obtained, as in the case of the Burger equa-
tion, using a contradiction argument, namely we show that we can define a
Banach space, Bα,ρ, where the real analytic solution belongs (as function of
space variables), when restricted to a certain region Ka, and prove that the
solution remains in this Banach space even when the region is extended to a
larger one, K, whose size depends only on some Sobolev norms of the initial
data. Of course, again, the choice of the Banach space must be such that if
a function belongs to it and solve the (“hyperbolic”) Einstein equations then
it is real analytic and can be used as a real analytic initial data on the upper
boundary of the largest Ka region to extend the solution to K. Moreover this
argument requires that the set of regions Ka is not empty which requires pre-
liminary the local existence result discussed in 2). Therefore next problem is
that of defining the Banach spaces Bα,ρ.
4) The Banach spaces: To state precisely the analogy with the Burger equa-
tion, the Banach spaces Bα,ρ, has to be the analogous ones of Bα,ρ, the region
Ka the analogous of the region R× [0, Ta], the region K of the region R× [0, T ].
Let us recall the definition of the Banach space norm in the case of the Burger
equation:
||u(t, ·)||Bα,ρ =
∞∑
n=0
||Dnf(t, ·)||L2
n!
nαρn (4.125)
In the present case let Ψ = Ψ0 +Ψ1 be a real analytic solution, where
Ψ = (V ;W ) = (γ,Ω, v, ψ, ω, ζ, χ ; X,w, ω, χ) ≡ (γ,Ω, v, ψ,O ; X,w,O)
Ψ0 = (γ,Ω, v, ψ ; X,w) , Ψ1 = (O ; O) , (4.126)
in a region, {(λ, ν)|(λ, ν) ∈ [0,Λa]×[0,Πa]}, of the characteristic problem for the
Einstein vacuum equations. Recalling that V denotes the part of the Cauchy-
Kowalevski solution whose equations are in the incoming λ-direction andW the
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opposite one, we define
||O(λ, ·)||Bα,ρ =
∞∑
n=0
(
supp∈{2,4} supν∈C0 ||r
n+ψ(n)− 2
p∇nO(λ, ·)||Lp(S0)
)
n!
nαρn
||O(ν, ·)||Bα,ρ =
∞∑
n=0
(
supp∈{2,4} supλ∈C
0
||fn(r, λ; p)∇
nO(ν, ·)||Lp(S0)
)
n!
nαρn , (4.127)
where ||∇nO(λ, ·)||Lp(S0), ||∇
nO(ν, ·)||Lp(S0) are slightly symbolic expressions
for
||∇nO(ν, ·)||Lp(S0) :=
∑
p,q;p+q=n
‖D/
p
4∇/
q
O(ν, ·)||Lp(S0)
||∇nO(λ, ·)||Lp(S0) :=
∑
p,q;p+q=n
‖D/ p3∇/
qO(λ, ·)||Lp(S0) , (4.128)
ψ(n) depends on which element of O is considered, fn(r, λ) depends on which
element of O is considered and has the structure fn(r, λ) = r
α(n)− 2
p |λ|β(n), see
for instance the analogous definitions for the first derivatives in [Kl-Ni2]. Finally
||f(λ; ·)||Lp(S0) =
(∫
S0
dµγˆ0 |f(λ; ν, ω
a)|p
)1
p
, (4.129)
where the measure is done with respect to a given metric tensor γˆ0, analogous
to the metric γ0 on S0, but with a different radial factor
rˆ0(λ, ν) ≡ r0 +
1
2
(ν − λ) , (4.130)
γˆ0(λ,ν)(·, ·) =
rˆ0(λ, ν)
r0
γ0(·, ·) . (4.131)
Finally if q is an h-covariant tensor on S0 its pointwise norm |q|, defined with
respect to the metric tensor γˆ0, is
40
|q|2 = qa1a2...asqb1b2...bs γˆ
a1b1
0 γˆ
a2b2
0 ...γˆ
asbs
0 ≡ |q|
2
γˆ0
. (4.132)
The Banach space Bα;ρ is defined through the norm
||Ψ(1)(λ, ν; ·)||Bα;ρ = ||O(λ, ·)||Bα,ρ + ||O(ν, ·)||Bα,ρ . (4.133)
Remarks:
i) The norms
sup
p∈{2,4}
sup
ν∈C0
||rn+ψ(n)−
2
p∇nO(λ, ·)||Lp(S0) , sup
p∈{2,4}
sup
λ∈C0
||fn(r, λ; p)∇
nO(ν, ·)||Lp(S0)
40We use the metric γˆ0 instead of the metric γ0 as we want a “background” metric “near”
to γ(λ, ν) for all the values of λ, ν.
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play the role of the ‖Dnu(t, ·)‖L2(Rn) norm in the Burger case. The main differ-
ence is that, in that case, D = ∂
∂x
involves all the variables in Rn (more specif-
ically the only existing one, but in the case of Rn with n > 1 all the derivatives
{∂xi} would be present). In the Einstein case the derivatives involved are those
“tangent” to C0 and C0 repectively, namely {D/ 4,∇/ } on C0, {D/ 3,∇/ } on C0.
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ii) The previous norms are relative to the connection coefficients O and O while
the Cauchy-Kowalevski solution Ψ involves also the functions γ,Ω, v, ψ;X,w.
Also for these quantities we have to define analogous norms; nevertheless once
Ψ1 belongs to the Banach space Bα;ρ we can easily prove that the analogous
norms for these quantities are bounded.
5) The main result: The core result we have proved and we present in the
subsequent paper is that our solution belongs to a Bα;ρ Banach space, with
appropriate ρ and α, with (λ, ν) (coordinates of points) in a region K whose size
is determined only from some Sobolev norms.42 From this it follows immediately
that in the same region the solution is real analytic.43 Looking at the discussion
of the similar result for the Burger equation we state, first of all, Lemma 4.5
and Theorem 4.4 the analogous of Lemma 4.1 and Theorem 4.1 respectively.
Lemma 4.5 Let O(λ, ·), O(ν, ·) be functions belonging to the Banach space Bα;ρ
with
α ≥
[
3
2
]
,
then, for any x = {ν, ωa}, O(λ, ·) and, for any y = {λ, ωa}, O(ν, ·), are real
analytic in B(x)ρ, B(y)ρ respectively .
Proof: The proof goes exactly as the proof of Lemma 4.1 with the obvious mod-
ifications and we do not repeat it here. Next result, the analogous of Theorem
4.1, specifies the existence region of the analytic solution of the characteristic
problem solved via the characteristic Cauchy-Kowalevski theorem as discussed
in Section 3.
Theorem 4.4 Let the “initial data” Ψ(0) ∈ Bα;ρ0 then, given ρ ≤ ρ0, there
exists a solution of the system of equations 2.37 and 2.38, Ψ(λ, ν, ωa) ∈ Bα;ρ
satisfying the initial conditions in a region,
K(Λa,Πa) ≡ {(λ, ν) ∈ [0,Λa]× [0,Πa]} ,
where Λa,Πa depend on ρ, ρ0,Ψ
(0) and are such that
lim
ρ→ρ0
Λa(ρ, ρ0,Ψ
(0)) = lim
ρ→ρ0
Πa(ρ, ρ0,Ψ
(0)) = 0 .
Proof: The proof goes exactly as the proof of Theorem 4.1 with the obvious
modifications and we do not repeat it here.
41Applying D/ 4,D/ 3 implies deriving with D4,D3 and projecting on the S-tangent space.
42The region K is a region of the spacetime, but is completely defined once we give (λ, ν).
43In fact in a slightly larger region.
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Theorem 4.4 tells us, exactly as in the Burger case, that if we define Λ,Π such
that
K(Λ,Π) = sup{K(Λa,Πa)|Ψ(λ, ν, ω
a) ∈ Bα,ρ with ρ > 0} (4.134)
then
lim
Λa,→Λ
ρ(Λa,Πa; ρ0,Ψ
(0)) = lim
Πa→Π
ρ(Λa,Πa; ρ0,Ψ
(0)) = 0 . (4.135)
Next step is to prove Lemma 4.6 and Theorem 4.5 which correspond to Lemma
4.3 and Theorem 4.2. We first define the analogous of the Hs norm for the
Burger equation; we denote
g=(γ,Ω, X) , O=(χ, η, ω) , O=(χ, η, ω)
and define, 44
||Ψ(λ, ν; ·)||Hsp(S0) = ‖g‖Hsp(S0)(λ, ν) + ‖O‖Hsp(S0)(λ, ν) + ‖O‖Hsp(S0)(λ, ν)
‖g‖Hsp(S0) ≡ ‖γ‖Hsp(S0)(λ, ν) + ‖Ω−
1
2
‖Hsp(S0)(λ, ν) + ‖X‖Hsp(S0)(λ, ν) .
For the initial data we define analogous norms,
|||Ψ(0)|||s,p≡ sup
ν∈C0
(
‖g‖Hsp(S0)(0, ν) + ‖O‖Hsp(S0)(0, ν) + ‖O‖Hsp(S0)(0, ν)
)
+ sup
λ∈C
0
(
‖g‖Hsp(S0)(λ, 0) + ‖O‖Hsp(S0)(λ, 0) + ‖O‖Hsp(S0)(λ, 0)
)
.
Lemma 4.6 Let Ψ = (g;O,O) = (γ,Ω, X ; ω, ζ, χ, ω, χ) be a solution of the
characteristic problem for the Einstein vacuum equations, in a region,
K(Λa,Πa) ≡ {(λ, ν) ∈ [0,Λa]× [0,Πa]} ,
with initial data satisfying |||Ψ(0)|||s,p ≤ c, with p ∈ {2, 4}. Then there exists
a region K(Λ,Π), whose size depends only on the norm |||Ψ0|||s,p such that for
s ≥ 7, p ∈ {2, 4}, there exists a constant c0 such that
sup
(λ,ν)∈K(Λ′,Π′)
‖Ψ(λ, ν; ·)‖Hsp(S0) ≤ c0|||Ψ
(0)|||s,p (4.136)
for any region K(Λ′,Π′) ⊂ min(K(Λ,Π),K(Λa,Πa)).
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‖O‖Hsp =
(
s∑
k=0
∫
S0
dµγˆ0 |r
k+ψ(k)− 2
p∇/ kf(λ; ν, ωa)|p
)1
p
.
‖O‖Hsp =
(
s∑
k=0
∫
S0
dµγˆ0 |fk(r, λ; p)∇/ kf(λ; ν, ωa)|p
)1
p
.
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Remark: Lemma 4.6 states, basically, the apriori estimates for the Einstein
equations. Differently from the simple Burger equation these estimates are much
more involved as the hyperbolicity of the Einstein equations is more difficult to
exploit.
Next theorem, the analogous of Theorem 4.2, is the basic ingredient to prove
our result.
Theorem 4.5 Let Ψ = (g;O,O) = (γ,Ω, v, ψ, w,X ; ω, ζ, χ, ω, χ) be a real
analytic solution in the region,
K(Λa,Πa) ≡ {(λ, ν) ∈ [0,Λa]× [0,Πa]} ,
of the characteristic problem for the Einstein vacuum equations with analytic
initial data on C0 ∪ C0, belonging to the Banach space Bα;ρ0 .
Then in any region K ⊂ K(Λ′,Π′) ⊂ K(Λa,Πa) the following relation holds
sup
(λ,ν)∈K
‖Ψ1(λ, ν; ·)‖Bα;ρ′′ ≤ c1‖Ψ
(0)
1 ‖Bα;ρ0 (4.137)
for some ρ′′ which depends only on ρ0 and on the ||Ψ
(0)
1 ||Bα;ρ0 norm, but does
not depend on the region K(Λa,Πa) .
Remark: Observe that ρ′′ and ρ0 are the analogous of the same quantities
defined in Theorem 4.2 in the Burger’s equation case. Moreover (Λa,Πa) are
the analogous of Ta, (Λ
′,Π′) are the analogous of T ′ and (Λ,Π) are the analogous
of T and, exactly in the same way, they depend only on the apriori estimates
which means that the size of the region K(Λ,Π) depends only on ‖Ψ(0)‖Hs′p (S0).
Lemma 4.6 and Theorem 4.5 are the core of the result we want to obtain, exactly
as the proof of Theorem 4.2 is based on Lemma 4.4, the proof of Theorem 4.5
is based on the following lemma,
Lemma 4.7 Let Ψ = (g;O,O) = (γ,Ω, v, ψ, w,X ; ω, ζ, χ, ω, χ) be a real ana-
lytic solution in the region,
K(Λa,Πa) ≡ {(λ, ν) ∈ [0,Λa]× [0,Πa]} ,
of the characteristic problem for the Einstein vacuum equations with analytic
initial data on C0 ∪ C0, sufficiently small and belonging to the Banach space
Bα;ρ0 , with α > 3. Then, for the generic connection coefficient we indicate with
U , the following estimates hold for any J 45
|r2+J−
2
p∇/
J
U|p,S(λ, ν) ≤ C0
J !
Jα
e(J−2)δeJΓ(λ,ν)
ρJ
(4.138)
where δ > δ0 > 0, C0 is a constant satisfying
C0 ≥ c1||Ψ
(0)||Bα,ρ0 (4.139)
45The notation of inequality 4.138 is a bit symbolic, J is an integer except that in ∇/ J where
it has to be cosidered a multiindex with |J | = J , moreover if with U we denote a O connection
coefficient then the weight factor r
2+J− 2
p has to be modified, see equations 4.127.
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and
Γ(λ, ν) = Γ(ν) + Γ(λ) ≤ γ (4.140)
where, with an appropriate Cˆ > 0,
Γ(ν) = Cˆ
(ν − ν0)
νν0
, Γ(λ) = Cˆ
(λ− λ0)
λλ0
. (4.141)
γ > γ0 where γ − γ0 depends on C0 and
Γ0(ν) + Γ0(λ) ≤ γ0 . (4.142)
γ0, δ0, Γ0(ν)+Γ0(λ) are relative to the initial data which are assumed to belong
to Bα;ρ0 and, moreover their angular covariant derivatives satisfy analogous
bounds to 4.138, with γ0, δ0, Γ0(ν) + Γ0(λ) instead of γ, δ, Γ(ν) + Γ(λ).
Remarks:
a) The crucial fact in this lemma is that the estimates 4.138 do not depend on
Λa,Πa. Therefore the limit 4.135 is not anymore true and this basically allows
to extend the region.
b) Differently from Burger, when initial data are small a factor |ν| + |λ| in the
exponential factor (the analogous of T in the Burger case) is not needed (if we
do not assume initial data “small” we expect nevertheless that the the |ν| + |λ|
has to be present).
c) The goal of this lemma is to provide the appropriate estimates for the covari-
ant derivatives of Ψ to conclude that Ψ ∈ Bα,ρ′′ . Neverteheless to obtain this
result we need to control the| · |p,s norms not only for the angular derivatives,
but also for the D/ 4 derivatives for the V components and the the D/ 3 derivatives
for the W ones and also for the mixed derivatives. Nevertheless we first prove
Lemma 4.7 and obtain the appropriate estimates for the angular derivatives,
then using again the structure equations we control all the remaining mixed
derivatives.
Once Lemma 4.6 and Theorem 4.5 are proved, next step is the proof of the final
theorem, Theorem 4.6 , which is the analogous of Theorem 4.3 for the Burger
equation and which we state here. Nevertheless it has be remarked that its proof
is significantly different as we are considering now a characteristic problem.
Theorem 4.6 Let Ψ = (g;O,O) = (γ,Ω, v, ψ, w,X ; ω, ζ, χ, ω, χ) be a real
analytic solution problem for the Einstein vacuum equations with analytic initial
data on C0 ∪ C0, belonging to the Banach space Bα;ρ0 . Then this solution can
be extended to an analytic solution ∈ Bα;ρ′′′ in the region K(Λ,Π) with
ρ′′′ < ρ1 := ρ0e
−γ(|Λ|+|Π|) (4.143)
where γ > 0 depends on the Bα;ρ0 norms and Λ,Π depend only on the Sobolev
norms of the initial data. Moreover if the initial data are “sufficiently small”
then the region where the analytic solution exists is unbounded (in the ν variable,
K(Λ,∞)).
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Proof: The first step to prove the theorem is the proof of the following lemma:
Lemma 4.8 If the results of Theorem 4.4 and Lemma 4.6 are true then it is
possible to extend this solution to a new solution Ψ˜ real analytic in the region
K(Λa +∆,Πa +∆) and such that, for each λ, ν in this region, it belongs to the
Banach space Bα;ρ′′′ with, depending on the initial conditions,
ρ′′′ < ρ0e
−γ(|Λ|+|Π|) . (4.144)
Proof of Lemma 4.8: First we prove, using these propositions, that assuming
as initial data those on C0 ∪C0 and the real analytic solution on C(Πa; [0,Λa])
and on C(Λa; [0,Πa]) we can extend the solution to a real analytic solution in
K(Λa,Πa +∆) ∪ K(Λa +∆,Πa) and also on the diamond region
K(Λa +∆,Πa +∆)/K(Λa,Πa +∆) ∪ K(Λa +∆,Πa) .
The proof of the existence of a real analytic solution in the two strips K(Λa,Πa+
∆) and K(Λa+∆,Πa) mimicks the analogous proof made in [Ca-Ni2], with the
difference that, there, we were building an Hs solution while here we prove
the existence of a real analytic solution. The problem is nevertheless of the
same type: as these stripes in one direction cannot have an uniformily bounded
length we have to use a “sub-bootstrap” mechanism to prove the existence of
the solution there. In the real analytic case the existence of the solution in a
strip of a width which does not tend to zero is provided again by the “a priori
estimates” which allow to show that the solution exists along the whole strip.
Once Lemma 4.8 has been proved, the remaining steps to prove Theorem 4.6
are basically identical to those used for the Burger equation, namely Theorem
4.3. Observe that instead of [0, T ∗] we have K(Λ∗,Π∗) and the definition of T ∗
T ∗ = sup{Ta ∈ [0, T ] |for any t ∈ [0, Ta] u(Ta, ·) ∈ Bα,ρ1} .
is substituted by
K(Λ∗,Π∗)=sup
{
K(Λa,Πa)⊂K(Λ,Π)
∣∣∀ (λ, ν) ∈ K(Λa,Πa); Ψ(λ, ν; ·) ∈ Bα;ρ1} .
Lemma 4.8 shows that, unless
K(Λ∗,Π∗) = K(Λ,Π) , (4.145)
the region K(Λ∗,Π∗) can be extended contradicting its definition. Therefore
4.145 is proved.
5 Conclusions
The results presented in this paper concern the existence region of the real
analitic solutions of a class of characteristic problems for the vacuum Einstein
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equations. As a byproduct to obtain it, we have discussed and developed a gauge
associated to the double null cone foliation, first introduced in [Kl-Ni2]. We
consider this gauge very appropriate to this kind of problems and in particular
we believe that to obtain the same global result proved here in a gauge like the
harmonic gauge could be much more difficult, even if possible.
The choice of the “double null cone gauge” has also the advantage, in our opin-
ion, that it allows writing the Einstein equations as first order equations in a
very natural and geometric way46 because this foliation, differently from any
spacelike hypersurfaces foliation, is more intrinsic due to the physical meaning
of the null cones. Moreover in this approach the distinction, in the characteris-
tic case, between those Einstein equations which can be considered “evolution
equations” and those which have to be interpreted as “constraint equations” is
completely clear. We also believe that our approach could be used to deal with
the characteristic problem with “initial data” on a null outgoing cone hypersur-
face, but this has not yet been worked.
6 Appendix
6.1 General aspects of the structure equations
Proof of Proposition 2.1: We have
(θγ ∧ ωαγ )(eβ , eδ) = ω
α
β(eδ)− ω
α
δ (eβ) (6.146)
on the other side, recalling how d operates,
dθα(eβ , eδ) = eβ(θ
α(eδ))− eδ(θ
α(eβ))− θ
α([eβ , eδ]) = −θ
α([eβ , eδ])
= −θα(Deβeδ) + θ
α(Deδeβ)
= −Γγβδθ
α(eγ) + Γ
γ
δβθ
α(eγ) = −Γ
α
βδ + Γ
α
δβ
= −ωαδ (eβ) + ω
α
β(eδ) = θ
γ ∧ ωαγ (eβ, eδ) , (6.147)
which proves the first structure equation. To prove the second structure equa-
tion we write
Rδγαβeδ = R(eα, eβ)eγ = Deα(Deβeγ)−Deβ (Deαeγ)−D[eα,eβ ]eγ
= Deα(Γ
λ
βγeλ)−Deβ (Γ
λ
αγeλ)−D[eα,eβ ]eγ (6.148)
= eα(Γ
λ
βγ)eλ − eβ(Γ
λ
αγ)eλ + Γ
λ
βγΓ
ǫ
αλeǫ − Γ
λ
αγΓ
ǫ
βλeǫ −D[eα,eβ ]eγ
therefore
Rδγαβ = eα(Γ
δ
βγ)− eβ(Γ
δ
αγ) + Γ
λ
βγΓ
δ
αλ − Γ
λ
αγΓ
δ
βλ − θ
δ(D[eα,eβ ]eγ)
= eα(ω
δ
γ(eβ))− eβ(ω
δ
γ(eα)) + ω
λ
γ(eβ)ω
δ
λ(eα)− ω
λ
γ(eα)ω
δ
λ(eβ)− θ
δ(D[eα,eβ ]eγ).
46This is certainly not new, see for instance [Ne-Pe1], [Ne-Pe2], but we believe it is presented
here in a more complete way.
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On the other side
(dωδγ + ω
δ
σ ∧ ω
σ
γ )(eα, eβ) = dω
δ
γ(eα, eβ) + ω
δ
σ(eα)ω
σ
γ (eβ)− ω
δ
σ(eβ)ω
σ
γ(eα)
= eα(ω
δ
γ(eβ))− eβ(ω
δ
γ(eα))− ω
δ
γ([eα, eβ ])
+ ωδσ(eα)ω
σ
γ(eβ)− ω
δ
σ(eβ)ω
σ
γ (eα) (6.149)
and
ωδγ([eα, eβ]) = ω
δ
γ(c
σ
αβeσ) = c
σ
αβω
δ
γ(eσ) = c
σ
αβΓ
δ
σγ
= cσαβθ
δ(Deσeγ) = θ
δ(Dcσ
αβ
eσeγ) = θ
δ(D[eα,eβ ]eγ) (6.150)
and the thesis follows.
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6.1.1 The general structure equations: dωδγ = −ω
δ
σ ∧ ω
σ
γ +Ω
δ
γ

D/ 3χˆ+ trχχˆ+ 2ωχˆ−∇/ ⊗̂ξ + (2ζ − η − η)⊗̂ξ = −α
D3trχ+
1
2 (trχ)
2 + 2ωtrχ+ |χˆ|2 − 2div/ ξ − 2ξ · (η + η − 2ζ) = 0
−curl/ ξ + (2ζ + η − η) ∧ ξ = 0
D/ 4χˆ+
1
2 trχχˆ+
1
2 trχχˆ− 2ωχˆ−∇/ ⊗̂η − η⊗̂η − ξ⊗̂ξ = 0
D4trχ+
1
2 trχtrχ − 2ωtrχ+ χˆ · χˆ− 2div/ η − 2|η|
2 − 2ξ · ξ = 2ρ
curl/ η + ξ ∧ ξ − 12 (χˆ ∧ χˆ) = −σ
D/ 3χˆ+
1
2 trχχˆ+
1
2 trχχˆ− 2ωχˆ−∇/ ⊗̂η − η⊗̂η − ξ⊗̂ξ = 0
D3trχ+
1
2 trχtrχ− 2ωtrχ + χˆ · χˆ− 2div/ η − 2|η|
2 − 2ξ · ξ = 2ρ
curl/ η − 12 χˆ ∧ χˆ+ ξ ∧ ξ = σ
D/ 4χˆ+ trχχˆ+ 2ωχˆ−∇/ ⊗̂ξ − (2ζ + η + η)⊗̂ξ = −α
D4trχ+
1
2 (trχ)
2 + 2ωtrχ+ |χˆ|2 − 2div/ ξ − 2ξ · (η + η + 2ζ) = 0
curl/ ξ − (−2ζ + η − η) ∧ ξ = 0
curl/ χ− ζ ∧ χ = ∗β
∇/ trχ− div/ χ+ ζ · χ− ζtrχ = −β
curl/ χ+ ζ ∧ χ = −∗β
∇/ trχ − div/ χ− ζ · χ+ ζtrχ = β
D/ 4ξ −D/ 3η − (η − η) · χ− 4ωξ = −β
D/ 3ξ −D/ 4η − (η − η) · χ− 4ωξ = β
D/ 3ζ + 2∇/ω + χ · (η + ζ)− χ · ξ + 2ω(η − ζ) − 2ωξ = −β
D/ 4ζ − 2∇/ω − χ(η − ζ) + χξ − 2ω(η + ζ) + 2ωξ = −β
curl/ ζ − 12 χˆ ∧ χˆ = σ
D3ω +D4ω − 4ωω + (ηη − ξ · ξ + η · ζ − η · ζ) = ρ
1
2
(2)
Rdcabδdaδcb +
1
4 trχtrχ−
1
2 χˆ · χˆ = −ρ
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6.2 The connection coefficients as functions on S0 ×R×R
To express the tensorial equations 2.31, 2.32 as a system of p.d.e. equations
we have to transform the covariant derivatives relative to the null directions
into partial derivatives. This can be done expressing everything in a generic
set of coordinates. We do it projecting all the connection coefficients on the
two dimensional surface S0 ≡ S(0, 0) through the pullback associated to the
diffeomorphism, 2.12, which specifies a coordinate set adapted to the double
null foliation.
More precisely assuming the spacetime (M,g) foliated by a double null folia-
tion,47 whose leaves we call, with a slight abuse of notation, outgoing or incoming
cones and denote by C(λ) and C(ν) respectively, the two dimensional surfaces
S(λ, ν) = C(λ) ∩ C(ν) produce a foliation of each outgoing (incoming) cone,
C(λ), for instance, being foliated by the leaves {S(λ, ν)}. We recall that the
vector fields
N = 2Ω2L , N = 2Ω2L , (6.151)
are equivariant vector fields with respect to the leaves S(λ, ν).48 This means
that the diffeomorphism Φν , generated by the vector field N , sends S(λ, 0) onto
Φν [S(λ, 0)] = S(λ, ν), and Φλ, the diffeomorphism generated by the equivariant
vector field N , sends S(0, ν) onto Φλ[S(0, ν)] = S(λ, ν). We have previously
defined, see 2.12, the diffeomorphism,
Ψ(λ, ν) : S0 ∋ p0 → q = Ψ(λ, ν)(p0) ∈ S(λ, ν) (6.152)
where Ψ(λ, ν)(p0) = Φν ◦ Φλ(p0) = Φν(Φλ(p0)) = Φν(p) , p = Φλ(p0) .(6.153)
From Ψ(λ, ν), we derive the pullback Ψ∗(λ, ν) which sends the metric compo-
nents and the various connection coefficients, tensors belonging to T ∗S(λ, ν)⊗
T ∗S(λ, ν)⊗ .....⊗ T ∗S(λ, ν), to tensors belonging to T ∗S0⊗ T
∗S0⊗ .....⊗ T
∗S0
and depending on the parameters λ, ν. We define:
ζ˜(λ, ν; p0) = (Ψ
∗(λ, ν)ζ)(p0) = Ψ
∗(λ, ν)(ζ ◦Ψ(λ, ν)(p0))
= Φ∗λΦ
∗
νζ(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
νζ(q)
χ˜(λ, ν; p0) = (Ψ
∗(λ, ν)χ)(p0) = Ψ
∗(λ, ν)(χ ◦Ψ(λ, ν)(p0))
= Φ∗λΦ
∗
νχ(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
νχ(q)
χ˜(λ, ν; p0) = (Ψ
∗(λ, ν)χ)(p0) = Ψ
∗(λ, ν)(χ ◦Ψ(λ, ν))(p0) (6.154)
= Φ∗λΦ
∗
νχ(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
νχ(q)
ω˜(λ, ν; p0) = (ω ◦Ψ(λ, ν))(p0) = (ω ◦ Φν ◦ Φλ)(p0) = ω(q)
ω˜(λ, ν; p0) = (ω ◦Ψ(λ, ν))(p0) = (ω ◦ Φν ◦ Φλ)(p0) = ω(q)
47In [Kl-Ni2] the double null foliation had to be “canonical”, see its definition in Chapter
3. This is not needed here.
48Obviously they do not commute and their commutator is [N,N ] = −4Ω2ζ(eA)eA .
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where p0 ∈ S0≡S(0, 0), is specified by its coordinates (θ, φ). Therefore χ˜, χ˜, ζ˜,
ω˜, ω˜ are covariant tensors defined on S0 and depending on the parameters λ, ν,
χ˜(λ, ν; θ, φ) , χ˜(λ, ν; θ, φ) , ζ˜(λ, ν; θ, φ) , ω˜(λ, ν; θ, φ) , ω˜(λ, ν; θ, φ) .
The Einstein equations will take the form of a system of first order partial dif-
ferential equations, with respect to the variable {λ, ν, θ, φ}, for the components
of these covariant tensors and of the metric tensor. Defining on S0 an orthonor-
mal basis {e˜θ, e˜φ} with respect to a fixed metric γ0 assigned on S0, the explicit
expression for ζ is:
ζ˜(λ, ν; θ, φ)(·) =
∑
A
ζ˜A(λ, ν; θ, φ)θ˜A(·) = ζ˜θ(λ, ν; θ, φ)dθ(·) + ζ˜φ(λ, ν; θ, φ)dφ(·)(6.155)
where
ζ˜A(λ, ν; θ, φ) ≡ ζ˜(λ, ν; θ, φ)(e˜A) (6.156)
and exactly analogous expressions hold for χ, χ, ω, ω. Finally writing in M the
metric g(·, ·) as
g = |X |2dλ2−2Ω2(dλdν+dνdλ)−Xa(dλdω
a+dωadλ)+γabdω
adωb , (6.157)
we denote the pull back of its components, X˜, Ω˜, γ˜. In conclusion we have
defined a diffeomorphism from (R2 × S0, g˜) to (M,g)
R2 × S0 ∋ p = (λ, ν, θ, φ)→ q = Ψ(λ, ν)(p0) (6.158)
where p0 = (θ, φ) ∈ S0 and
g˜ = |X˜|2dλ2−2Ω˜2(dλdν+dνdλ)−X˜a(dλdω
a+dωadλ)+γ˜abdω
adωb . (6.159)
The goal of this appendix is to rewrite equations 2.30, as a set of first order
partial differential equations in the variables λ, ν, θ, φ. Following the discussion
of Section 3 choosing an appropriate subset of equations 2.30, supplemented
with some other equations for the metric components we obtain equations 2.31,
2.32 written (for the various components) in the (λ, ν, θ, φ) coordinates. These
are the Einstein equations written in the “double null foliation” gauge and
Proposition 2.2 is, therefore, proved.
6.3 The structure equations for the connection coefficients
in a vacuum Einstein manifold in the {λ, ν, θ, φ} coor-
dinates
To write the previous equations in terms of the pulled back quantities we look
first at those satisfied by ζ, corresponding to R(e4, eA)= 0 and R(e3, eA)= 0 ,
D/ 4ζ +
3
2
trχζ + ζχˆ− div/ χˆ+
1
2
∇/ trχ+D/ 4∇/ logΩ = 0
D/ 3ζ +
3
2
trχζ + ζχˆ+ div/ χˆ−
1
2
∇/ trχ−D/ 3∇/ logΩ = 0 . (6.160)
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The derivative with respect to the parameter ν of ζ˜ is:
∂ζ˜
∂ν
(λ, ν; p0) = (Φ
∗
λΦ
∗
νLNζ)(q) . (6.161)
In fact
∂ζ˜
∂ν
(λ, ν; p0)=Φ
∗
λ lim
h→0
1
h
[
Φ∗ν+h ζ(Φν+h ◦ Φλ(p0))−(Φ
∗
ν ζ)(Φν ◦ Φλ(p0))
]
= Φ∗λΦ
∗
ν lim
h→0
1
h
[
Φ∗h ζ(Φh(q))−ζ(q)
]
= (Φ∗λΦ
∗
νLNζ)(Ψ(λ, ν)(p0)) = (Φ
∗
λΦ
∗
νLNζ)(q) . (6.162)
A simple computation gives
(LNζ)(·) = Ω[D/ 4ζ(·) + (ζ ·χ)(·)] = Ω[−trχζ(·) + div/ χ(·)−∇/ trχ(·)−D/ 4∇/ logΩ(·)]
which implies
∂ζ˜
∂ν
(λ, ν; θ, φ)(·) =
(
Φ∗λΦ
∗
νΩ[−trχζ + div/ χ−∇/ trχ−D/ 4∇/ logΩ]
)
(λ, ν; θ, φ)(·) . (6.163)
Looking at the r.h.s. of 6.163 it is easy to recognize that, denoting p0 a point
of S0 the following relationships hold, whose proof is given later on:
(Φ∗λΦ
∗
νΩtrχζ)(p0) = Ω˜(λ, ν; p0)t˜rχ(λ, ν; p0)ζ˜(λ, ν; p0)
(Φ∗λΦ
∗
νΩζ ·χ)(p0) = Ω˜(λ, ν; p0)ζ˜(λ, ν; p0)·χ˜(λ, ν; p0)
(Φ∗λΦ
∗
νΩdiv/ χ)(p0) = Ω˜(λ, ν; p0)d˜iv/ χ˜(λ, ν; p0) (6.164)
(Φ∗λΦ
∗
νΩ∇/ trχ)(p0) = Ω˜(λ, ν; p0)∇˜/ trχ˜(λ, ν; p0)
Φ∗λΦ
∗
νΩD/ 4∇/ logΩ(p0) =
∂∇˜/ log Ω˜
∂ν
(λ, ν; p0)− Ω˜∇˜/ log Ω˜·χ˜(λ, ν; p0) .
In conclusion the pullback on S0 of the first equation of 6.160 is
∂ζ˜
∂ν
+ Ω˜ t˜rχζ˜ − Ω˜d˜iv/ χ˜+ Ω˜∇˜/ t˜rχ+
∂∇˜/ ˜logΩ
∂ν
− Ω˜∇˜/ log Ω˜·χ˜ = 0 . (6.165)
Equation 6.165 has to be compared with the second equation of 2.30. The
remaining equations along the outgoing cone are obtained in the same way. We
recall that to write the pull back of the evolution equation along C(λ) for χˆ the
following relation has been used 49
(LN χˆ)(·, ·)=Ω[D/ 4χˆ+χˆ·χ+χ·χˆ](·, ·)=Ω[D/ 4χˆ+(χˆ·χˆ)γ+trχχˆ](·, ·) .
Finally the remaining “outgoing equations” have the following expressions:
∂ t˜rχ
∂ν
+
Ω˜t˜rχ
2
t˜rχ+ 2Ω˜ω˜t˜rχ+ Ω˜|ˆ˜χ|2=0
49The notation here can be misleading. With χˆ ·χ we mean (χˆ · χ)ab = χˆacγ
cdχdb, while
with (χˆ · χˆ) we indicate (χˆ · χˆ) = χˆ
ab
γacγbdχˆcd.
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∂ t˜rχ
∂ν
+ Ω˜t˜rχt˜rχ− 2Ω˜ω˜t˜rχ− 2Ω˜d˜iv/ η˜ − 2Ω˜|η˜|2 + 2Ω˜K˜=0
∂ ˆ˜χ
∂ν
−
Ω˜t˜rχ
2
ˆ˜χ+
Ω˜t˜rχ
2
˜ˆχ+
∂ log Ω˜
∂ν
ˆ˜χ− Ω˜(ˆ˜χ · ˆ˜χ)γ − Ω˜∇˜/ ⊗̂η˜ − Ω˜(η˜⊗̂η˜)=0
∂ω˜
∂ν
−2Ω˜ω˜ ω˜−
3
2
Ω˜|ζ˜|2+ Ω˜ζ˜ ·∇˜/ log Ω˜+
1
2
Ω˜|∇˜/ log Ω˜|2+
1
2
Ω˜
(
K˜+
1
4
t˜rχt˜rχ−
1
2
ˆ˜χ · ˆ˜χ
)
=0 .
As expected from the fact that the vector fields N and N do not commute,
the projection on S0 produces non equivalent expressions when applied to the
equations along the incoming cones.50 Let us consider again the equation for ζ.
The derivative with respect to λ of ζ˜ is:
∂ζ˜
∂λ
(λ, ν; p0) = Φ
∗
λΦ
∗
ν(LV ζ)(q) (6.166)
where
V = Φ∗νN (6.167)
is the vector field generating the diffeomorphism Φν ◦Φλ◦Φ
−1
ν . In fact,
∂ζ˜
∂λ
(λ, ν; p0) = Φ
∗
λ lim
h→0
1
h
[
Φ∗hΦ
∗
ν ζ(Φν ◦ Φλ+h(p0))−Φ
∗
ν ζ(Φν ◦ Φλ(p0))
]
= Φ∗λΦ
∗
ν lim
h→0
1
h
[
Φ∗−1ν Φ
∗
hΦ
∗
ν ζ(Φν ◦ Φλ+h(p0))−ζ(Φν ◦ Φλ(p0))
]
(6.168)
= Φ∗λΦ
∗
ν lim
h→0
1
h
[
(Φ∗−1ν Φ
∗
hΦ
∗
ν ζ)(q)−ζ(q)
]
= Φ∗λΦ
∗
ν(LV ζ)(Ψ(λ, ν)(p0)) = Φ
∗
λΦ
∗
ν(LV ζ)(q) .
The following relation holds:
(LV ζ)(q) = (LNζ)(q) − (LXζ)(q) (6.169)
and ζ˜ satisfies the following equation:
∂ζ˜
∂λ
−
∂∇˜/ ˜logΩ
∂λ
+Ω˜ t˜rχζ˜+Ω˜d˜iv/ χ˜−Ω˜∇˜/ t˜rχ+∇˜/ log Ω˜ · χ˜+LX˜ ζ˜−LX˜∇˜/ log Ω˜ = 0 .(6.170)
To express all the remaining equations on the incoming cones pulled back to S0
we use also the following equation, whose proof follows in the next subsection:
Φ∗λΦ
∗
ν(ΩD/ 3f)(q) =
∂f˜
∂λ
(p0) + X˜|p0(f˜) . (6.171)
Using also equation 6.171 we obtain
∂ω˜
∂λ
+∇˜/X˜ ω˜−2Ω˜ω˜ ω˜−
3
2
Ω˜|ζ˜|2−Ω˜ζ˜ ·∇˜/ log Ω˜+
1
2
Ω˜|∇˜/ log Ω˜|2+
1
2
Ω˜
(
K˜+
1
4
t˜rχt˜rχ−
1
2
ˆ˜χ· ˆ˜χ
)
= 0
50Apart from the obvious substitution of λ with ν.
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∂ t˜rχ
∂λ
+ Ω˜t˜rχt˜rχ− 2Ω˜ω˜t˜rχ+ ∇˜/X˜ t˜rχ− 2Ω˜d˜iv/ η˜ − 2Ω˜|η˜|
2 + 2Ω˜K˜=0 (6.172)
∂ ˆ˜χ
∂λ
−
Ω˜t˜rχ
2
ˆ˜χ+
Ω˜t˜rχ
2
ˆ˜χ+
∂ log Ω˜
∂λ
ˆ˜χ+(∇˜/X˜ log Ω˜)
ˆ˜χ−Ω˜(ˆ˜χ · ˆ˜χ)γ − Ω˜ ∇˜/ ⊗̂η˜−Ω˜(η˜⊗̂η˜)+LX˜
ˆ˜χ=0
∂ζ˜
∂λ
+ Ω˜ t˜rχζ˜ + Ω˜d˜iv/ χ˜− Ω˜∇˜/ t˜rχ−
∂∇˜/ ˜logΩ
∂λ
+ Ω˜∇˜/ log Ω˜·χ˜+ LX˜ ζ˜ − LX˜∇˜/ log Ω˜=0 .
∂ t˜rχ
∂λ
+
Ω˜t˜rχ
2
t˜rχ+ ∇˜/X˜ t˜rχ+ 2Ω˜ω˜t˜rχ+ Ω˜|
ˆ˜χ|2=0 .
6.4 The structure equations in a vacuum Einstein space-
time for the metric components in the {λ, ν, θ, φ} coor-
dinates.
To complete the set of p.d.e. equations representing the Einstein equations in
this “double null foliation gauge” we have still to add some other equations.
The previous equations are the analogue of the first order equations for the
second fundamental form kij associated to the spacelike foliation of the Einstein
spacetime. We need the analogue of the equations for the three dimensional
metric gij . Observe that in this foliation the metric written in the “adapted”
coordinates is given in 6.157 and the six quantity associated to the metric are
Ω, Xa, γab. The corresponding quantities, pulledback to TS0, are
γ˜(λ, ν; p0) =Φ
∗
λΦ
∗
νγ(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
νγ(q)
X˜(λ, ν; p0) = Φ
∗
λΦ
∗
νX(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
νX(q)
Ω˜(λ, ν; p0) = Ω(Φν ◦ Φλ(p0)) = Ω(q) ,
and, proceeding as before, their partial derivatives with respect to ν and λ are
∂γ˜
∂ν
(·, ·)(λ, ν; θ, φ) = Φ∗λΦ
∗
ν(LNγ)(·, ·)(q) = 2Ω˜ χ˜(·, ·)(λ, ν; θ, φ) (6.173)
∂γ˜
∂λ
(·, ·)(λ, ν; θ, φ)=Φ∗λΦ
∗
ν(LV γ)(·, ·)(q)=2Ω˜ χ˜(·, ·)(λ, ν; θ, φ)−(LX˜ γ˜)(·, ·)(λ, ν; θ, φ) .
Beside these equations we need, in these coordinates, the equation connecting X
to the connection coefficients and analogous equations for Ω. From the definition
of ω and ω, in subsection 2.3, it follows
ω˜(λ, ν; p0) = −
1
2Ω˜
∂ log Ω˜
∂ν
(λ, ν; p0) (6.174)
ω˜(λ, ν; p0) = −
1
2Ω˜
(
∂ log Ω˜
∂λ
+ ∇˜/ X˜ log Ω˜
)
(λ, ν; p0) .
The equation for X is derived from the commutation relation of N with N ,
[N,N ] = −4Ω2Z , (6.175)
[N,N ] = LN (
∂
∂λ
+X) = L ∂
∂ν
(
∂
∂λ
+X) = LNX .
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It follows, in the {λ, ν, ωa} coordinates,
∂X˜
∂ν
(λ, ν; p0) = −Φ∗
−1
λ Φ∗
−1
ν 4Ω
2Z = 4Ω˜2Z˜(λ, ν; p0) , (6.176)
where Z˜(·) =
∑
A∈{1,2} ζ˜(e˜A)e˜A(·) .
6.5 The equations 2.30 in the {λ, ν, θ, φ} coordinates.
We collect all the equations 2.30, written now as p.d.e. equations for covariant
tensors on S0, depending on the parameters λ, ν.
51 They are, indicating also
the Ricci component to which they are associated,
R(e4, e4)=0 :
∂ t˜rχ
∂ν
+
Ω˜t˜rχ
2
t˜rχ+ 2Ω˜ω˜t˜rχ+ Ω˜|ˆ˜χ|2=0
R(e4, eA)=0 :
∂ζ˜
∂ν
+ Ω˜ t˜rχζ˜ − Ω˜d˜iv/ χ˜+ Ω˜∇˜/ t˜rχ+
∂∇˜/ ˜logΩ
∂ν
− Ω˜∇˜/ log Ω˜ · χ˜=0
δABR(eA, eB)=0 :
∂ t˜rχ
∂ν
+ Ω˜t˜rχt˜rχ− 2Ω˜ω˜t˜rχ− 2Ω˜d˜iv/ η˜ − 2Ω˜|η˜|2 + 2Ω˜K˜=0̂R(eA, eB)=0 :
∂ ˆ˜χ
∂ν
−
Ω˜t˜rχ
2
ˆ˜χ+
Ω˜t˜rχ
2
˜ˆχ+
∂ log Ω˜
∂ν
ˆ˜χ− Ω˜(ˆ˜χ · ˆ˜χ)γ − Ω˜∇˜/ ⊗̂η˜ − Ω˜(η˜⊗̂η˜)=0̂R(e3, e4)=0 :
∂ω˜
∂ν
−2Ω˜ω˜ ω˜−
3
2
Ω˜|ζ˜|2+ Ω˜ζ˜ ·∇˜/ log Ω˜+
1
2
Ω˜|∇˜/ log Ω˜|2+
1
2
Ω˜
(
K˜+
1
4
t˜rχt˜rχ−
1
2
ˆ˜χ · ˆ˜χ
)
=0
̂R(e3, e4)=0 :
∂ω˜
∂λ
+∇˜/X˜ ω˜−2Ω˜ω˜ ω˜−
3
2
Ω˜|ζ˜|2−Ω˜ζ˜ ·∇˜/ log Ω˜+
1
2
Ω˜|∇˜/ log Ω˜|2+
1
2
Ω˜
(
K˜+
1
4
t˜rχt˜rχ−
1
2
ˆ˜χ· ˆ˜χ
)
= 0
δABR(eA, eB)=0 :
∂ t˜rχ
∂λ
+ Ω˜t˜rχt˜rχ− 2Ω˜ω˜t˜rχ+ ∇˜/X˜ t˜rχ− 2Ω˜d˜iv/ η˜ − 2Ω˜|η˜|
2 + 2Ω˜K˜=0 (6.177)̂R(eA, eB)=0 :
∂ ˆ˜χ
∂λ
−
Ω˜t˜rχ
2
ˆ˜χ+
Ω˜t˜rχ
2
ˆ˜χ+
∂ log Ω˜
∂λ
ˆ˜χ+(∇˜/X˜ log Ω˜)
ˆ˜χ−Ω˜(ˆ˜χ · ˆ˜χ)γ − Ω˜ ∇˜/ ⊗̂η˜−Ω˜(η˜⊗̂η˜)+LX˜
ˆ˜χ=0
R(e3, eA)=0 :
51It is clear that this equations can be immediately written as equations for the various
components of these tensors. In fact the orthonormal frame introduced in S0 does not depend
on λ, ν.
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∂ζ˜
∂λ
+ Ω˜ t˜rχζ˜ + Ω˜d˜iv/ χ˜− Ω˜∇˜/ t˜rχ−
∂∇˜/ ˜logΩ
∂λ
+ Ω˜∇˜/ log Ω˜·χ˜+ LX˜ ζ˜ − LX˜∇˜/ log Ω˜=0 .̂R(e3, e3)=0 :
∂ t˜rχ
∂λ
+
Ω˜t˜rχ
2
t˜rχ+ ∇˜/X˜ t˜rχ+ 2Ω˜ω˜t˜rχ+ Ω˜|
ˆ˜χ|2=0 ,
where η = ζ +∇/ logΩ and η = −ζ +∇/ logΩ and R̂(·, ·) is the traceless part of
the Ricci tensor. To have a closed set of equations we have to add the equations
at the level of the metric components, 6.173, 6.174 and 6.176,
∂γ˜
∂ν
− 2Ω˜ χ˜ = 0 ,
∂γ˜
∂λ
− 2Ω˜ χ˜+ LX˜ γ˜ = 0 (6.178)
∂ log Ω˜
∂ν
+ 2Ω˜ ω˜ = 0 ,
∂ log Ω˜
∂λ
+ ∇˜/X log Ω˜ + 2Ω˜ ω˜ = 0
∂X˜
∂ν
− 4Ω˜2Z˜ = 0 .
6.6 The technical proofs.
6.6.1 Proof of equations 6.164
(Φ∗λΦ
∗
νtrχζ)(p0) is the pullback of trχ(q)ζ(q). Therefore, denoting Yp0 a vector
∈ TS0|p0 we have
(Φ∗λΦ
∗
νΩtrχζ)(Yp0 ) = Ω(q)(trχζ)(q)(Φ∗νΦ∗λYp0) (6.179)
= (Ωtrχ)(Ψ(λ, ν)(p0))(Φ
∗
λΦ
∗
νζ)(p0)(Yp0 ) = Ω˜(λ, ν; p0)t˜rχ(λ, ν; p0)ζ˜(λ, ν; p0)(Yp0) .
Proceeding in the same way we obtain
(Φ∗λΩΦ
∗
νζ ·χ)(p0) = Ω˜(λ, ν; p0)ζ˜(λ, ν; p0)·χ˜(λ, ν; p0) . (6.180)
To prove the third relation of 6.164,
(Φ∗λΦ
∗
νΩdiv/ χ)(p0) = Ω˜(λ, ν; p0)d˜iv/ χ˜(λ, ν; p0) ,
observe that div/ χ(·) is a one form defined on the spacetime; let Yp0 be an
S-tangent vector field at p0, then
(Φ∗λΦ
∗
νdiv/ χ)(p0)(Yp0) = div/ χ(q)(Φ∗νΦ∗λYp0) = div/ χ(q)((Φ∗νΦ∗λY )q)
= γab(q)(∇/ aχ)bc(q)((Φ∗νΦ∗λY )q) = γ
ab(q)(∇/ aχ)be(q)((Φ∗νΦ∗λY )q)
e . (6.181)
Immediately, with p = Φλ(p0),
(Φ∗νΦ∗λY )
e(q) =
∂Φeν
∂ωd
∣∣∣∣
p
∂Φdλ
∂ωc
∣∣∣∣
p0
Y c(p0) = Φ∗νΦ∗λY (p0) . (6.182)
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Therefore 6.181 becomes
(Φ∗λΦ
∗
νdiv/ χ)(p0)(Yp0) = γ
ab(q)(∇/ aχ)be(q)
∂Φeν
∂ωd
∣∣∣∣
p
∂Φdλ
∂ωc
∣∣∣∣
p0
Y c(p0)
= γab(q)(∇/ aχ)be(q)
∂Ψ(λ, ν)e
∂ωc
∣∣∣∣
p0
Y c(p0) ,
so that,
(Φ∗λΦ
∗
νdiv/ χ)(p0) =
(
γab(q)(∇/ aχ)be(q)
∂Ψ(λ, ν)e
∂ωc
∣∣∣∣
p0
)
dω˜c|p0 . (6.183)
The remaining part of the proof is trivial and we do not report it here.52 To
prove the last equation in 6.164 we observe that
(ΩD4∇/ logΩ)(eA) = (LN∇/ logΩ)(eA) + (∇/ logΩ)([N, eA])−∇/ logΩ(DNeA)
= (LN∇/ logΩ− Ω∇/ logΩ·χ)(eA) . (6.184)
Therefore
Φ∗λΦ
∗
νΩD/ 4∇/ logΩ = Φ
∗
λΦ
∗
νLN∇/ logΩ− Φ
∗
λΦ
∗
ν(Ω∇/ logΩ·χ)
=
∂∇˜/ log Ω˜
∂ν
− Ω˜∇˜/ log Ω˜·χ˜ . (6.185)
6.6.2 Proof of equation 6.169.
We compute V = Φ∗νN in the following way:
(Φ∗νN)|q(f) = N |p(f ◦ Φν) (6.186)
where p = Φλ(p0) and q = Φν(p) = Φν◦Φλ(p0), f(·) is a scalar function defined
on TMq and f ◦Φν(·) is defined on TMp. Moreover p ∈ S(λ, 0) ⊂ C0 and we
assume that on C0,
53 N = ∂
∂λ
. Therefore
N |p(f ◦Φν) =
∂
∂u
∣∣∣∣
p
(f ◦ Φν) =
∂Φν
ρ
∂u
∣∣∣∣
p
∂f
∂xρ
∣∣∣∣
q
(6.187)
and from it
(Φν∗N)|q =
∂Φν
ρ
∂u
∣∣∣∣
p
∂
∂xρ
∣∣∣∣
q
. (6.188)
As Φν is generated by the vector field N =
∂
∂ν
, in the {λ, ν, ωa} coordinates, a
null geodesic along C(λ) starting from the point p = (0, λ, θ, φ) ∈ S(λ, 0) ⊂ C0
52It is enough to observe that concerning the indices a and b γab(q)(∇/ aχ)be(q) is a scalar
and therefore it can be rewritten in terms of the tilded quantities.
53As part of the initial conditions.
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is,
Φ
u
ν (0, λ, θ, φ) = x
u(ν; 0, λ, θ, φ) = ν
Φuν (0, λ, θ, φ) = x
u(ν; 0, λ, θ, φ) = λ (6.189)
Φθν(0, λ, θ, φ) = x
θ(ν; 0, λ, θ, φ) = θ
Φφν (0, λ, θ, φ) = x
φ(ν; 0, λ, θ, φ) = φ .
This implies ∂Φν
ρ/∂λ = δρλ which, applied to 6.188, gives
TMq ∋ V |q = (Φν∗N)|q =
∂
∂λ
∣∣∣∣
q
= N |q −X |q (6.190)
and, therefore,
(LV ζ)(q) = (LNζ)(q) − (LXζ)(q) . (6.191)
6.6.3 Proof of equation 6.170.
∂ζ˜
∂λ
(q)(·) = Φ∗λΦ
∗
ν
[
(LNζ)(q) − (LXζ)(q)
]
(·) = Φ∗λΦ
∗
ν
[
(ΩD/ 3ζ +Ωζ ·χ− LXζ)(q)
]
(·)
=
(
Φ∗λΦ
∗
νΩ
[
(−trχζ − div/ χ+∇/ trχ+D/ 3∇/ logΩ− Ω
−1LXζ)
])
(q)(·)
where we have applied equation 6.160 satisfied by ζ along the incoming cones.
Let us compute Φ∗λΦ
∗
νΩD/ 3∇/ logΩ as we did in the previous case:
(ΩD3∇/ logΩ)(eA) = LN ((∇/ logΩ)(eA))−∇/ logΩ(DNeA)
= (LN∇/ logΩ)(eA) + (∇/ logΩ)([N, eA])−∇/ logΩ(DNeA)
= (LN∇/ logΩ− Ω∇/ logΩ·χ)(eA) . (6.192)
Observe that
L˜Xζ = LX˜ ζ˜ (6.193)
where 54
X˜(p0) = Φ
−1
∗λΦ
−1
∗ν X(q) . (6.194)
Recalling equation 6.190,
Φ∗λΦ
∗
νΩD/ 3∇/ logΩ = Φ
∗
λΦ
∗
νLV∇/ logΩ + Φ
∗
λΦ
∗
νLX∇/ logΩ− Φ
∗
λΦ
∗
ν(Ω∇/ logΩ·χ)
=
∂∇˜/ ˜logΩ
∂λ
+ LX˜∇˜/ log Ω˜− Ω˜∇˜/ log Ω˜·χ˜ (6.195)
54Observe that X˜ belongs to TS0, but has not to be confused with X on the points of S0
which is identically zero.
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and, therefore the following relation holds:(
Φ∗λΦ
∗
νΩ
[
(−trχζ − div/ χ+∇/ trχ+D/ 3∇/ logΩ
])
(λ, ν; p0)
=
(
− Ω˜ t˜rχζ˜ − Ω˜d˜iv/ χ˜+ Ω˜∇˜/ t˜rχ+
∂∇˜/ ˜log Ω
∂λ
+ LX˜∇˜/ log Ω˜− Ω˜∇˜/ log Ω˜ · χ˜
)
(λ, ν; p0)
so that, finally,
∂ζ˜
∂λ
−
∂∇˜/ ˜log Ω
∂λ
+ Ω˜ t˜rχζ˜ + Ω˜d˜iv/ χ˜− Ω˜∇˜/ t˜rχ+ ∇˜/ log Ω˜ · χ˜+ LX˜ ζ˜ − LX˜∇˜/ log Ω˜ = 0 .
6.6.4 Proof of equation 6.171
Let us consider ∂f˜
∂λ
where f˜(p0) = f(Φν ◦ Φλ(p0)) is a scalar function,
∂f˜
∂λ
(p0) = lim
h→0
1
h
[
f(Φν ◦ Φh ◦ Φ
−1
ν ◦ Φν ◦ Φλ(p0)− f(Φν ◦ Φλ(p0))
]
lim
h→0
1
h
[
f(Φν ◦ Φh ◦ Φ
−1
ν (Φν ◦ Φλ(p0)))− f(Φν ◦ Φλ(p0))
]
= V |Φν◦Φλ(p0)(f) = N |(Φν◦Φλ(p0))(f)−X |(Φν◦Φλ(p0))(f) .
Therefore
Φ∗λΦ
∗
ν(ΩD/ 3f)(q) = (Ω˜D˜/ 3f)(p0) = (ΩD/ 3f)(Φν ◦ Φλ(p0))
= N |(Φν◦Φλ(p0))(f) =
∂f˜
∂λ
(p0) +X |(Φν◦Φλ(p0))(f) =
∂f˜
∂λ
(p0) + X˜ |p0(f˜) .
6.6.5 Proof of equations 6.174
ω˜(λ, ν; p0) = (ω ◦ Φν ◦ Φλ)(p0) = −
1
2
((D4 logΩ) ◦ Φν ◦ Φλ) (p0)
= −
1
2Ω(Φν ◦ Φλ(p0))
(DN logΩ)(Φν ◦ Φλ(p0))
= −
1
2Ω(Φν ◦ Φλ(p0))
lim
h→0
1
h
[logΩ(Φh ◦ Φν ◦ Φλ)(p0)− logΩ(Φν ◦ Φλ)(p0)]
= −
1
2Ω˜
∂ log Ω˜
∂ν
(λ, ν; p0) . (6.196)
Proceeding in the analogous way for ω˜(λ, ν; p0) we obtain
ω˜(λ, ν; p0) = (ω ◦ Φν ◦ Φλ)(p0) = −
1
2
((D3 logΩ) ◦ Φν ◦ Φλ) (p0)
= −
1
2Ω(Φν ◦ Φλ(p0))
(DN logΩ)(Φν ◦ Φλ(p0))
= −
1
2Ω(Φν ◦ Φλ(p0))
[DV log Ω(Φν ◦Φλ(p0)) +∇/X logΩ(Φν ◦ Φλ(p0))]
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= −
1
2Ω(Φν ◦ Φλ(p0))
lim
h→0
1
h
(
logΩ(Φν ◦ Φh ◦ Φ
−1
ν ◦ Φν ◦ Φλ)(p0)− logΩ(Φν ◦ Φλ)(p0)
)
−
1
2Ω(Φν ◦ Φλ(p0))
∇/X log Ω(Φν ◦ Φλ(p0)) = −
1
2Ω˜
∂ log Ω˜
∂λ
(λ, ν; p0)− ∇˜/ X˜ log Ω˜(λ, ν; p0) .
6.6.6 Proof of equation 6.176
∂X˜
∂ν
(λ, ν; p0) =Φ∗
−1
λ Φ∗
−1
ν lim
h→0
1
h
[
Φ∗
−1
h X(Φν+h ◦ Φλ(p0))−X(Φν ◦ Φλ(p0))
]
=Φ∗
−1
λ Φ∗
−1
ν lim
h→0
1
h
[
(Φ∗
−1
h X)(q)−X(q)
]
=Φ∗
−1
λ Φ∗
−1
ν (LNX)(Φν ◦ Φλ(p0))
=−Φ∗
−1
λ Φ∗
−1
ν 4Ω
2Z = 4Ω˜2Z˜(λ, ν; p0) .
6.6.7 Proof of equations 2.36.
Remark: Observe that γ(λ, ν)(·, ·) is a symmetric covariant two tensor defined
on S0. We can consider it as a metric tensor, but the natural metric tensor on
S0 is γ0(·, ·) ≡ γ(0, 0)(·, ·).
55 On the other side, as discussed before, γ(λ, ν)(·, ·)
is the pull back via Ψ∗(λ, ν) of a metric tensor induced on S(λ, ν). The rela-
tionship, reintroducing the tildas temporarily, is 6.173,
∂
∂ν
γ˜(λ, ν; p0)(·, ·) = (Ψ
∗(λ, ν)LNγ)(Ψ(λ, ν)(p0))(·, ·) .
Denoting {e
(0)
A } an orthonormal frame on S0 with respect to the metric γ0
it is clear that, in general, γ˜(e
(0)
A , e
(0)
B ) 6= δAB. The variables vcba(λ, ν, ω)
are the (non covariant) derivatives with respect to the angular variables of
γ˜(λ, ν; p0) = γ˜(λ, ν;ω) and do not have to be thought as the transport of partial
derivatives of γ(λ, ν; p0) on S(λ, ν). The pullback is defined for the covariant
tensors on S(λ, ν). This is true also for the covariant derivatives in the sense
that denoted W a tensor on S(λ, ν) it follows that ∇˜/W = ∇˜/ W˜ and ∇˜/ is the co-
variant derivative done with respect to the metric γ˜. Therefore if, for instance,
W is a one form we have
∇˜/W ab = ∇˜/ aW˜b =
∂
∂ωa
W˜b − Γ˜
c
abW˜c (6.197)
and Γ˜cab =
1
2
γ˜cd (vadb + vbad − vdab) , (6.198)
55With respect to the metric γ0(·, ·) ≡ γ(0, 0)(·, ·), we define the area of S0 as |S0|γ0
and its radius
√
4pir0 ≡ |S0|
1
2
γ0 . As S0 is diffeomorphic to S
2, if the initial data on S0 are
“small”, see for more details [Ca-Ni1], we can conclude that the metric γ0(·, ·) is “near” to
r0(dθ2 + sin θ2dφ2).
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where vabc are the unknown functions of the first order system defined in 2.35.
Omitting the tildas, we have:
∂
∂λ
ψa =
∂
∂λ
∇/ a logΩ = ∇/ a
∂
∂λ
logΩ = ∇/ a (−2Ωω −∇/X logΩ)
= −2Ω∇/ aω − 2Ωωψa − (∇/ aX)
cψc −X
c∇/ cψa . (6.199)
∂
∂λ
vcba =
∂
∂λ
(∂γ)cba = ∂c
∂
∂λ
γba = −∂c(LXγ)ab + ∂c(2Ωχ)ab
= −(∂cX
d)∂dγab − ∂X∂cγab + ∂c
(
∂aX
dγdb + ∂bX
dγad
)
+ 2Ω∂cχab + 2Ω(∇/ c logΩ)χab
= −(∂cX
d)vdab − ∂Xvcab + ∂c∂aXb + ∂c∂bXa + 2Ω∂cχab + 2Ωψcχab
= −(∂cX
d)vdab − ∂Xvcab + ∂cwab + ∂cwba + 2Ω∂cχab + 2Ωψcχab
To obtain the equation for wab we write:
∂wab
∂ν
=
∂∂aXb
∂ν
= ∂a
∂γbcX
c
∂ν
= −4∂a(Ω
2ζb) +
(
∂a
∂γbc
∂ν
)
Xc
= −4∂a(Ω
2ζb) + ∂a (2Ωχbc)X
c
= −8Ω2(∇/ a log Ω)ζb − 4Ω
2∂aζb + 2Ω(∇/ a logΩ)χbcX
c + 2Ω(∂aχbc)X
c
= −8Ω2ψaζb − 4Ω
2∂aζb + 2ΩψaχbcX
c + 2Ω(∂aχbc)X
c .
We collect the three equations obtained,
∂
∂λ
ψa = −2Ω∂aω − 2Ωωψa − (∇/ aX)
cψc −X
c∇/ cψa
∂
∂λ
vcba = −(∂cX
d)vdab − ∂Xvcab + ∂cwab + ∂cwba + 2Ω∂cχab + 2Ωψcχab
∂wab
∂ν
= −8Ω2ψaζb − 4Ω
2∂aζb + 2ΩψaχbcX
c + 2Ω(∂aχbc)X
c . (6.200)
6.7 The null components of the Riemann tensor on S0 ×
R× R and their Bianchi equations
In our notation the ten independent components of the (conformal part of
the) Riemann tensor are denoted α, β, ρ, σ, β, α, respectively two covariant two-
tensors, two covariant vectors and two scalar functions, tangential at each point
to S(λ, ν), the two dimensional surface containing it. All these components writ-
ten in terms of the connection coefficients and their derivatives are, see [Ch-Kl],
[Kl-Ni2]:
α = −D/ 4χˆ− trχχˆ+ (D4 logΩ)χˆ
β = ∇/ trχ− div/ χ− ζ · χ+ ζtrχ
ρ = −K−
1
4
trχtrχ+
1
2
χˆ · χˆ
σ = curl/ ζ −
1
2
χˆ ∧ χˆ (6.201)
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β = −∇/ trχ+ div/ χ− ζ · χ+ ζtrχ
α = −D/ 3χˆ− trχ χˆ+ (D3 logΩ)χˆ
We will consider these quantities pulled back on the two dimensional surface
S0, as we did before for the connection coefficients. Therefore we define
α˜(λ, ν; p0) = (Ψ
∗(λ, ν)α)(p0) =Φ
∗
λΦ
∗
να(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
να(q)
β˜(λ, ν; p0) = (Ψ
∗(λ, ν)β)(p0) = Φ
∗
λΦ
∗
νβ(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
νβ(q)
β˜(λ, ν; p0) = (Ψ
∗(λ, ν)β)(p0) = Φ
∗
λΦ
∗
νβ(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
νβ(q)
α˜(λ, ν; p0) = (Ψ
∗(λ, ν)α)(p0) =Φ
∗
λΦ
∗
να(Φν ◦ Φλ(p0)) = Φ
∗
λΦ
∗
να(q)
ρ˜(λ, ν; p0) = (ρ ◦Ψ(λ, ν))(p0) = (ρ ◦ Φν ◦ Φλ)(p0) = ρ(q)
σ˜(λ, ν; p0) = (σ ◦Ψ(λ, ν))(p0) = (σ ◦ Φν ◦ Φλ)(p0) = σ(q) (6.202)
where p0 ∈ S0 and is specified by its coordinates (θ, φ). In conclusion we have
the following covariant tensors defined on S0,
α˜(λ, ν; θ, φ) , α˜(λ, ν; θ, φ) , β˜(λ, ν; θ, φ) , β˜(λ, ν; θ, φ) , ρ˜(λ, ν; θ, φ) , σ˜(λ, ν; θ, φ) .
Lemma 6.1 The explicit expressions for the pullback of the various null Rie-
mann components are
α˜ = −
1
Ω˜
∂ ˆ˜χ
∂ν
+ |ˆ˜χ|2γ − 2ω˜ ˆ˜χ
β˜ =
1
2
∇/ t˜rχ− d˜iv/ ˆ˜χ− ζ˜ · ˆ˜χ+
1
2
ζ˜ t˜rχ
ρ˜ = −K˜−
1
4
t˜rχt˜rχ+
1
2
ˆ˜χ· ˆ˜χ
σ˜ = c˜url/ ζ˜ −
1
2
ˆ˜χ ∧ ˆ˜χ (6.203)
β˜ = −
1
2
∇˜/ t˜rχ+ d˜iv/ ˆ˜χ− ζ · ˆ˜χ+
1
2
ζ˜ t˜rχ
α˜ = −
1
Ω˜
(
∂ ˆ˜χ
∂λ
+ LX˜
ˆ˜χ
)
+ |ˆ˜χ|2γ − 2ω˜ ˆ˜χ
Proof: It follows immediately from the explicit expressions of the various Rie-
mann null components, 6.201, and the pullback of the various connection coef-
ficients and their derivatives.53
The Bianchi equations take the form of a system of transport equations with
respect to the variables λ and ν for these covariant tensors. Defining on S0 an
orthonormal basis {e˜θ, e˜φ}, each of them can be written in the following way:
α˜(·) =
∑
A
α˜AB(λ, ν; θ, φ)θ˜A⊗θ˜B(·, ·) (6.204)
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where α˜AB(λ, ν; θ, φ) ≡ α˜(λ, ν; θ, φ)(e˜A, e˜B) .
We start writing the derivative with respect to ν of α˜ obtaining:
∂α˜
∂ν
(λ, ν; p0) = Φ
∗
λΦ
∗
ν(LNα)(q) (6.205)
The proof goes over exactly as the one for ∂ζ˜
∂ν
(λ, ν; p0) and we do not repeat it.
A simple computation gives
(LNα)(·) = ΩD/ 4α(·) + Ω(α·χ+ χ·α)(·) = Ω [D/ 4α+ trχα+ (α·χˆ)γ] (·)
= Ω
[
trχ
2
α+ (α · χˆ)γ −∇/ ⊗̂β +
(
4ωα− 3(χˆρ− ⋆χˆσ) + (ζ − 4η)⊗̂β
) ]
(6.206)
which implies
∂α˜
∂ν
(λ, ν; θ, φ)(·) =
(
Φ∗λΦ
∗
νΩ
[
trχ
2
α+ (α · χˆ)γ −∇/ ⊗̂β +
(
4ωα− 3(χˆρ− ⋆χˆσ)
+ (ζ − 4η)⊗̂β
) ])
(λ, ν; θ, φ)(·) . (6.207)
Applying, as before, the pull-back on the right hand side, the final expression
of the Bianchi equations, for this component, is
∂α˜
∂ν
(λ, ν; θ, φ)(·) = Ω˜
[
t˜rχ
2
α˜+ (α˜ · ˆ˜χ)γ˜ −∇/ ⊗̂β˜ +
(
4ω˜α˜− 3(ˆ˜χρ˜− ⋆ˆ˜χσ˜)
+ (ζ˜ − 4η˜)⊗̂β˜
) ]
(λ, ν; θ, φ)(·) . (6.208)
It is easy now to project the remaining Bianchi equations on S0.
∂β˜
∂ν
= Φ∗λΦ
∗
ν
(
Ω[D/ 4β + χ · β]
)
= Φ∗λΦ
∗
ν
[
Ω
(
−
1
2
trχβ+χˆ·β−∇/ρ+
[
2ωβ + 2χˆ·β
+⋆∇/ σ−3(ηρ− ⋆ησ)
])]
= Ω˜
(
−
1
2
t˜rχβ˜ + ˆ˜χ·β˜−∇˜/ ρ˜+
[
2ω˜β˜ + 2ˆ˜χ·β˜ + ⋆∇˜/ σ˜ − 3(η˜ρ˜− ⋆η˜σ˜)
])
∂ρ˜
∂ν
= Φ∗λΦ
∗
ν(ΩD4ρ) = Φ
∗
λΦ
∗
ν
[
Ω
(
−
3
2
trχρ+ div/ β −
[
1
2
χˆ·α+ ζ ·β − 2∇/ logΩ·β
])]
= Ω˜
(
−
3
2
t˜rχρ˜+ d˜iv/ β˜ −
[
1
2
ˆ˜χ·α˜+ ζ˜ ·β˜ − 2∇/ logΩ·β˜
])
∂σ˜
∂ν
= Φ∗λΦ
∗
ν(ΩD4σ) = Φ
∗
λΦ
∗
ν
[
Ω
(
−
3
2
trχσ + div/ ⋆β −
[
1
2
χˆ·⋆α+ ζ ·⋆β − 2∇/ logΩ·⋆β
])]
= Ω˜
(
−
3
2
t˜rχσ˜ + d˜iv/ ⋆β˜ −
[
1
2
ˆ˜χ·⋆α˜+ ζ˜ ·⋆β˜ − 2∇/ logΩ·⋆β˜
])
∂β˜
∂ν
= Φ∗λΦ
∗
ν
(
Ω[D/ 4β + χ·β]
)
= Φ∗λΦ
∗
ν
[
Ω
(
−
3
2
trχ+div/ α−2ωβ+χˆ·β+(ζ+∇/ log Ω)·α
)]
= Ω˜
(
−
3
2
t˜rχβ˜+d˜iv/ α˜−2ωβ+[χˆ·β+(ζ+∇/ logΩ)·α]
)
. (6.209)
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The Bianchi equations which are transport equations along the incoming cones
can be obtained exactly in the same way as done for the connection coefficients.
In this case we have to use the relation, see 6.169, for a generic Riemann null
component w,
∂w˜
∂λ
(λ, ν; θ, φ)(·) = Φ∗λΦ
∗
ν
[
(LNw)(q) − (LXw)(q)
]
. (6.210)
∂β˜
∂λ
= Ω˜
(
−
3
2
t˜rχ β˜ + ˆ˜χ·β˜ − ˜div/ α˜−
[
2ω˜β˜ + (−2ζ˜ + η˜)·α˜
])
− LX˜ β˜
∂ρ˜
∂λ
= Ω˜
(
−
3
2
t˜rχρ˜− d˜iv/ β˜ −
[
1
2
ˆ˜χ·α˜− ζ˜ ·β˜ + 2η˜ ·β˜
])
− ∇˜/ X˜ ρ˜
∂σ˜
∂λ
= Ω˜
(
−
3
2
t˜rχσ˜ − d˜iv/ ⋆β˜ +
[
1
2
ˆ˜χ·⋆α˜− ζ˜ ·⋆β˜ − 2η˜·⋆β˜
])
− ∇˜/ X˜ σ˜ (6.211)
∂β˜
∂λ
= Ω˜
(
−
1
2
t˜rχβ˜ + ˆ˜χ·β˜ + ∇˜/ ρ˜+
[
2ω˜β˜ + 2χˆ·β + ⋆∇˜/ σ˜ + 3(η˜ρ˜+ ⋆η˜σ˜)
])
− LX˜ β˜
∂α˜
∂λ
= Ω˜
[
t˜rχ
2
α˜+ (α˜· ˆ˜χ)γ +∇/ ⊗̂β˜ +
(
4ω˜α˜− 3(ˆ˜χρ˜+ ⋆ˆ˜χσ˜) + (ζ˜ + 4η˜)⊗̂β˜
) ]
− LX˜ α˜ .
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