Abstract. The main object of this paper is to consider the asymptotic distribution of the zeros of certain classes of the Gauss hypergeometric polynomials. Some classical analytic methods and techniques are used here to analyze the behavior of the zeros of the Gauss hypergeometric polynomials,
Introduction
The celebrated Gauss hypergeometric function is defined by (see, for details, [1] and [22] )
provided that no zeros appear in the denominator of (1.1). Here, as usual, (λ) ν denotes the Pochhammer symbol or the shifted factorial, since
(1) n = n! (n ∈ N; N := {1, 2, 3, · · · }),
which is defined, in terms of the familiar Gamma function, by then the series in (1.1) terminates and reduces to a polynomial of degree n in z. The natural question that arises in connection with any polynomials is the correlative properties of their zeros (see, for example, [5, 7, 8, 9, 10, 11, 21, 23, 24, 27] ). For the Gauss hypergeometric polynomials, the Euler integral representation, together with the saddle-point method, would generate the asymptotic zero distribution of some classes of 2 F 1 polynomials [2, 3, 13, 26] . On the basis of the connection between the Gauss 2 F 1 polynomial classes and the classical orthogonal Jacobi polynomials, a great deal of significant information about their zeros, including the location of zeros and the asymptotic zero distribution, has been obtained in [6] . Using different techniques which involve the direct investigation of the zero distribution of a 3 F 2 polynomial, the asymptotic behavior of the zeros of the polynomial 2 F 1 (−n, b; −2n; z) for b > 0 is obtained in [12] .
In the present paper, we propose to derive the asymptotic results for the zeros of the following hypergeometric 2 F 1 polynomials:
By means of the hypergeometric identity (2.13) below, we also consider the asymptotic behavior of the zeros of the following Gauss hypergeometric polynomials:
In addition, the classical Jacobi polynomials P (−n+l,s) n (z) and P (s,−n+l) n (z), which are connected by the well-known relationship (3.1) with the Gauss hypergeometric polynomials, are also investigated. Numerical evidence and graphical illustrations of the clustering of the zeros on certain curves are generated by Mathematica (Version 4.0).
A set of main results
For notational simplicity, we write
n k=0 a n,k z k (a n,0 := 1).
Then each of the following inequalities holds true:
where the constant M 0 > 0 depends on the parameters a and b, but not on n and k, and
where the constant M 0 > 0 depends on the parameters a and b, but not on n and k.
Proof. We first consider the case when 0 < k < n (n, k ∈ N). Then, according to the following identity for the Pochhammer symbol (λ) n defined by (1.2):
we have
We also observe that
Consequently, we have
where M > 0 is a constant and γ is the Euler-Mascheroni constant given by (2.7) It follows from (2.6) that
where the constant M 0 > 0 depends on the parameters a and b, but not on n and k. The cases of the assertion (2.2) of Lemma 1 when k = 0 and k = n are trivial. Next, by replacing k by n − k in (2.5), we have a n,n−k a n,n−k+1
respectively. Therefore, we obtain (2.8) where N > 0 is a constant and γ is the Euler-Mascheroni constant given by (2.7). It follows from (2.8) that
where the constant M 0 > 0 depends on the parameters a and b, but not on n and k. Finally, since the cases of assertion (2.3) of Lemma 1 when k = 0 and k = n are immediate, our proof of Lemma 1 is completed.
Theorem 1. For fixed parameters a and b constrained by
the zeros of the Gauss hypergeometric polynomials,
approach the unit circle as n → ∞.
Proof. From the assertion (2.2) of Lemma 1, it immediately follows that the sequence of polynomials Furthermore, since (for fixed k)
the sequence of functions
converges pointwise for z (|z| < 1) and, therefore, also uniformly, by Vitali's theorem [15, p. 252] , to the sum
Since the function (1 − z) −a does not have any zeros inside the unit disk |z| = 1, by Hurwitz's theorem [15, p. 205] there exists an index N 0 such that n k=0 a n,k z k does not have zeros on Ω for n > N 0 . Hence there exist numbers ρ n constrained by 0 < ρ n < 1 so that ρ n → 1, and we can ensure that
Next, from assertion (2.3) of Lemma 1, it also follows that the sequence of polynomials
the sequence of functions n k=0 a n,n−k a n,n z k n∈N 0 converges pointwise for z (|z| < 1) and therefore also uniformly, by Vitali's theorem [15, p. 252] , to the sum
Since the function (1 − z) 
Consequently, all zeros of the polynomial n k=0 a n,k z k lie in the annulus given by {z : z ∈ C and ρ n |z| γ n }, which completes the proof of Theorem 1.
Remark. In our proof of Theorem 1, we have used the fact that the sequences of functions n k=0 a n,k z k n∈N 0 and n k=0 a n,n−k a n,n z k n∈N 0 converge pointwise for z (|z| < 1) and therefore also uniformly, by Vitali's theorem [15, p. 252] , to the sums
respectively. Indeed, according to Lemma 1, we have
so that, clearly, the radius of convergence of the infinite series is uniformly bounded on the set Ω given by Ω = {z : z ∈ C and |z| < ρ (0 < ρ < 1)} .
Consequently, the sequence of functions n k=0 a n,k z k n∈N 0 converges pointwise for arbitrary z 0 (|z 0 | < 1) . Similarly, the sequence of functions n k=0 a n,n−k a n,n z k n∈N 0
can be seen to be convergent pointwise for arbitrary z 0 (|z 0 | < 1) . Thus, just as we claimed in our proof of Theorem 1, the sequences of functions 
Lemma 2 (Eneström-Kakeya Theorem [18, p. 136]). If
then all zeros of the polynomial
Proof of Theorem 2. According to Theorem 1, we only need to prove that the zeros of the Gauss hypergeometric polynomials 2 F 1 (−n, a; −n + b; z) lie outside the unit circle |z| = 1. We also find from (2.1) that
Thus, under the parametric constraints which are already mentioned in the hypothesis of Theorem 2, we find from (2.5) that (2.10) a n,n−(k+1) a n,n−k
which implies that the coefficients of the polynomial
a n,n−k z k are positive and increasing, that is, 0 < a n,n < a n,n−1 < · · · < a n,0 .
It follows from Lemma 2 that the zeros of the polynomial F (z) defined by (2.11) lie in unit disk |z| 1. Hence the zeros of 2 F 1 (−n, a; −n + b; z) lie outside the unit disk |z| 1. This completes our proof of Theorem 2. Proof. By appealing appropriately to Theorem 1, we only need to prove that the zeros of 2 F 1 (−n, a; −n + b; z) lie inside the unit disk |z| 1. Thus, under the parametric constraints a 1 and 0 < b < 1, which are already mentioned in the hypothesis of Theorem 3, we find from (2.5) that (2.12) a n,k+1 a n,k
which implies that the coefficients of 2 F 1 (−n, a; −n + b; z) are positive and increasing: 0 < a n,0 < a n,1 < · · · < a n,n .
According to Lemma 2, we can see that the zeros of We shall make use of the following hypergeometric identity:
which is a rather immediate consequence of a familiar analytic continuation formula for the Gauss hypergeometric function in the form [14, p. 108, Equation 2.10(1)]
when we set a = −n (n ∈ N 0 ). In view of (2.13) and Theorems 1 to 3, we have the following corollary. 
Corollary 1. For fixed parameters b and c constrained by
b ∈ C \ Z − 0 , c ∈ C \ Z − 0 and c − b ∈ C \ Z,
Relationship with the classical Jacobi polynomials
The classical Jacobi polynomials P 
Our theorems can thus be applied to obtain asymptotic information about the zeros of the classical Jacobi polynomials (see also [4] for some recent results involving the Gauss hypergeometric polynomials and the classical Jacobi polynomials). 
Also, upon setting
By applying Theorem 1, we can readily deduce that all zeros of the Jacobi polynomials P (−n+l,s) n (z) approach the circle
Similarly, Theorems 2 and 3 can be applied to derive the remaining assertions of Theorem 4(i).
(ii) We now apply the symmetry relation in (3.1) in order to observe that 
Concluding remarks and observations
It is interesting to note in conclusion that one of our results (Theorem 4 above) proves a special case of the conjecture made by Martínez-Finkelshtein et al. [19] . Moreover, in [16, 17, 19, 20] , the asymptotic distribution of the zeros of the Jacobi polynomials P (α n ,β n ) n (z) was investigated when Finally, by applying (3.1) and Corollary 2, we can deduce Corollary 3. 
