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a b s t r a c t
In this paper, we consider a Cauchy problem for the Helmholtz equation in a rectangle. An
optimal filtering method is presented for approximating the solution of this problem, and
the Hölder type error estimate is obtained. Numerical illustration shows that the method
works effectively.
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1. Introduction
In optoelectronics, reconstructing the stationary radiation field from the experimental data is usually encountered. Here
we introduce the vectors of electric induction D(r, t) and magnetic induction B(r, t), then we have the following form
D(r, t) = eiωtD(r), B(r, t) = eiωtB(r)
where ω is a constant frequency, and Maxwell’s equations lead to the Helmholtz equations for the vectors D(r) and B(r):
∆D(r)+ k2D(r) = 0, ∆B(r)+ k2B(r) = 0 for r ∈ Ω ⊂ R3, (1.1)
where k2 = (ωc )2, the domainΩ depends on the considered problem [1], and we refer the reader to Ref. [2] in detail.
The Cauchy problem for the Helmholtz equation arises naturally in many areas of engineering and science, especially in
wave propagation and vibration phenomena, such as the vibration of a structure [3], the acoustic cavity problem [4], the
radiation wave [5] and the scattering of a wave [6]. However, this problem is well known severely ill-posed in the sense that
a small change in the Cauchy data may result a dramatic change in the solution. Recently, there are many special numerical
methods to deal with this problem, such as the Boundary element method [7], the method of Fundamental solutions [8],
the Conjugate gradient method [9], the Landweber method [10], the Wavelet moment method [11], the Quasi-reversibility
and truncation method [12], the Modified Tikhonov regularization method [13,14], the Fourier regularization method [15]
and so on [16]. However, most of numerical methods are not the optimal, or they are short of stability analysis and error
estimate.
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In the present paper, we consider the following problem:
∆u(x, y)+ k2u(x, y) = 0, 0 < x < π, 0 < y < 1,
u(x, 0) = g(x), 0 ≤ x ≤ π,
uy(x, 0) = 0, 0 ≤ x ≤ π,
u(0, y) = u(π, y) = 0, 0 ≤ y ≤ 1.
(1.2)
Separation of variables leads to the solution of the above problem,
u(x, y) =
∞−
n=1
cn sin(nx) cosh

n2 − k2y

, (1.3)
where
cn = 2
π
∫ π
0
g(x) sin(nx)dx. (1.4)
The ill-posedness of the problem can be seen from (1.3), and we refer the reader to Refs. [15,14,12,2] in detail. In this
paper, we adopt an optimal filtering method to deal with this ill-posed problem. This method was first proposed by T.I.
Seidman and L. Eldén, which has been successfully applied to solve the sideways heat equation [17] and the backward heat
equation [18]. The filtering regularizationmethod is very simple and effective for solving some ill-posed problems. Similarly
to the Fourier method [15] and the Modified Tikhonov method [14], the essence of the filtering regularization method is
also just to filter the high frequencies (which cause blow up) of the noisy data, but an ingenious use of filtering function can
achieve optimal effect. By dint of this method, we obtain the optimal result [19], which is better than other methods such
as [14,12] which obtain the logarithmic convergence result.
The outline of the paper is as follows. In Section 2, we introduced the filtering regularization and obtained the Hölder
type error estimate. A numerical example to demonstrate the effectiveness of our proposed method is in Section 3.
2. The filtering regularization and error estimate
We assume that the exact data g(x) and the measured data gδ(x) both belong to L2(0, π) and satisfy
‖g − gδ‖ ≤ δ, (2.1)
where ‖ · ‖ denotes norm in L2(0, π) and δ denotes the noise level, respectively.
Additionally, note that for any ill-posed problem some a priori assumptions on the exact solution is needed and necessary,
otherwise, the convergence of the regularization approximation solution will not be obtained or the convergence rate can
be arbitrarily slow [20]. In this paper, by using an L2 a priori bound for the exact solution, we obtain the Hölder type error
estimate.
We assume that there holds the following a priori bound
‖u(·, 1)‖ ≤ E, (2.2)
where E is a finite positive constant. The above inequality is equivalent to
‖u(·, 1)‖ =
 ∞−
n=1
cn sin(n·) cosh

n2 − k2
 ≤ E. (2.3)
The approximate solution will be defined by
v(x, y) =
∞−
n=1
cn sin(nx)ρn(y), (2.4)
where
cn := 2
π
∫ π
0
gδ(x) sin(nx)dx, (2.5)
and ρn(y) is a filtering function, which is defined by the following formula.
Define the filtering function as follows
ρn(y) =

ρ1n(y), n > k,
ρ2n(y), n ≤ k, (2.6)
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where
ρ1n(y) =
cosh

n2 − k2y

, cosh

n2 − k2y

≤ β(y),
β(y), cosh

n2 − k2y

≥ β(y),
(2.7)
with
β(y) = 1
2

(1− y)

δ
2E
−y
+ 1

, (2.8)
and
ρ2n(y) = cos

k2 − n2y

. (2.9)
Theorem 2.1. Let u(x, y) be the exact solution of problem (1.2), and v(x, y) be its regularization approximation. Assumptions
(2.1) and (2.2) are satisfied, then there holds the estimate
‖u(·, y)− v(·, y)‖ ≤ 2y−1Eyδ1−y + δ. (2.10)
Proof. Due to (1.2), (2.4) and by the triangle inequality, we have
‖u(·, y)− v(·, y)‖ =
 ∞−
n=1
cn sin(nx) cosh

n2 − k2y

−
∞−
n=1
cn sin(nx)ρn(y)

≤
 ∞−
n=1
cn sin(nx) cosh

n2 − k2y

−
∞−
n=1
cn sin(nx)ρn(y)

+
 ∞−
n=1
cn sin(nx)ρn(y)−
∞−
n=1
cn sin(nx)ρn(y)

=
 [k]−
n=1
cn sin(nx) cos

k2 − n2y

+
∞−
[k]+1
cn sin(nx) cosh

n2 − k2y

−
 [k]−
n=1
cn sin(nx)ρ2n(y)+
∞−
[k]+1
cn sin(nx)ρ1n(y)
+
 ∞−
n=1
sin(nx)ρn(y)(cn −cn)

≤
 ∞−[k]+1 cn sin(nx)

cosh

n2 − k2y

− ρ1n(y)
+
 ∞−
n=1
sin(nx)ρn(y)(cn −cn)

≤
 ∞−[k]+1 cn sin(nx)

cosh

n2 − k2y

− ρ1n(y)
+
 [k]−
n=1
sin(nx)ρ2n(y)(cn −cn)

+
 ∞−[k]+1 sin(nx)ρ1n(y)(cn −cn)

≤ E sup
n≥[k]+1
cosh √n2 − k2y− ρ1n(y)
cosh
√
n2 − k2
 + δ sup
n≥[k]+1
|ρ1n(y)| + δ2 . (2.11)
From (2.7) and (2.8), we know
|ρ1n(y)| ≤ β(y) uniformly in n ≥ [k] + 1, (2.12)
and therefore
‖u(·, y)− v(·, y)‖ ≤ E sup
n≥[k]+1
cosh
√
n2 − k2y

− β(y)
cosh
√
n2 − k2
 + δβ(y)+ δ
2
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≤ E sup
n≥[k]+1
e
√
n2−k2y + e−
√
n2−k2y − 2β(y)
e
√
n2−k2 + e−
√
n2−k2
+ δβ(y)+ δ
2
≤ E sup
n≥[k]+1
e
√
n2−k2y + 1− 2β(y)
e
√
n2−k2
+ δβ(y)+ δ
2
. (2.13)
Let
f (n) = e
√
n2−k2y + 1− 2β(y)
e
√
n2−k2
, n > k, (2.14)
we can easily get
f ′(n) = (y− 1)e
√
n2−k2y + 2β(y)− 1
e
√
n2−k2√n2 − k2
n, (2.15)
and the maximum point of function g(n) is
n0 =
ln

2β(y)−1
1−y

√
n2 − k2 , (2.16)
and
sup
n≥[k]+1
e
√
n2−k2y + 1− 2β(y)
e
√
n2−k2
= g(n0) = y

2β(y)− 1
1− y
1− 1y
. (2.17)
So we obtain
‖u(·, y)− v(·, y)‖ ≤ Ey

2β(y)− 1
1− y
1− 1y
+ δβ(y)+ δ
2
. (2.18)
Let
h(β) = Ey

2β(y)− 1
1− y
1− 1y
+ δβ(y), (2.19)
similarly to the above, by using an elementary calculation, we can easily check that β given by (2.8) will minimize the
function h(β). Taking this β into (2.18), the estimate (2.10) is obtained. 
3. Numerical example
In this section, a simple numerical example is devised to verify the validity for the proposedmethod.We fix the intervals
0 ≤ x ≤ π and 0 ≤ y ≤ 1 to complete our numerical experiments. For an exact data function g(x), its discrete noisy version
is
gδ = g + ϵ randn(size(g)), (3.1)
xi = (i− 1)πN − 1 , i = 1, 2, . . . ,N, (3.2)
δ = ‖gδ − g‖l2 :=

1
N
N−
j=1
|gδ(xj)− g(xj)|2
1/2
. (3.3)
The function ‘‘randn(·)’’ generates arrays of random numbers whose elements are normally distributed with mean 0,
variance σ 2 = 1. The relative error er(u(·, y)) is defined by
er(u(·, y)) := ‖v(·, y)− u(·, y)‖l2‖u(·, y)‖l2
. (3.4)
In this example, we choose N = 50, E = ‖g‖l2(0,π), and we compute the approximation v(·, y) according to Theorem 2.1.
We can easily see that the function
u(x, y) = cosh

1− k2y

sin(x), (3.5)
is the exact solution of problem (1.1) with g(x) = sin(x).
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a b
Fig. 1. The exact and regularized solutions for k = 0.3 at (a) y = 0.5, (b) y = 0.9.
a b
Fig. 2. The exact and regularized solutions for k = 2.7 at (a) y = 0.5, (b) y = 0.9.
a b
Fig. 3. The exact and regularized solutions for k = 4 at (a) y = 0.5, (b) y = 0.9.
Figs. 1 and 2 are the comparisons of the exact solution u(x, y) and the approximation v(x, y) at the same points
y = 0.5, 0.9 and for different noise levels ϵ = 10−2, 10−3 for different k. For each figure, we can find that the smaller the ϵ
is, the better the computed approximation is. And the bigger the y is, the worse the computed approximation is. Comparing
Figs. 1–4, we can easily see that whatever the k is, the proposed method works well. Fig. 5 shows that the approximation
and exact solutions almost coincide while the discretization parameter N is chosen from 50 to 1001. It also shows that the
main regularizing effect really is the introduction of the filter function.
4. Conclusion and discussion
In the present paper, we use the optimal filtering regularization method to solve a Cauchy problem for the Helmholtz
equation. For this method, an explicit convergence estimate with Hölder type is obtained, which is an optimal result.
Numerical illustration shows that the proposed method works effectively.
The optimal error bound and optimal regularization methods are very important topics for ill-posed problems, which
were considered early by Seidman and Eldén [17,18]. However, they considered only two concrete ill-posed problems,
i.e., backward and sideways equations, and provided an optimal regularizationmethod — optimal filtering method. In 1998,
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a b
Fig. 4. The exact and regularized solutions for k = 10 at (a) y = 0.5, (b) y = 0.9.
a b
c d
Fig. 5. The relative error for k = 4: (a) ϵ = 10−2 (b) ϵ = 10−3 while y = 0.5 respectively. (c) ϵ = 10−2 (d) ϵ = 10−3 while y = 0.9 respectively.
U. Tautenhahn established a theoretical frame under general source conditions for ill-posed operator equation [21], and then
applied it to backward heat equation [22], the Cauchy problems for elliptic equations [19], sideways heat equation [23], and
provided some optimal regularization methods: two spectrum methods and a general Tikhonov method. Moreover, the
relation between Tautenhahn’s spectrum methods and Seidman’s filtering method has been explained in [16,23]. In the
present paper, we learn from Seidman’s idea and approach for dealing with the Cauchy problem of Helmholtz equation.
This method seems more simple and direct, especially, this method is also constructive and therefore it can be used for
numerical computation.
In this paper, we only give an a priori rule for choosing the regularization parameter β(y) = 12 [(1− y)( δ2E )−y+1], where
the a priori E is usually unknown. In this case, a posteriori rule should be used. We will consider this problem by combining
the general convergence rate results for the discrepancy principle [24] with our concrete problem in forthcoming work.
Moreover, a stronger smoothness assumption for a priori bound will lead to a better convergence, which is also taken into
our consideration for further research.
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