Sub-optimal control of transient viscoelastic uid ows in a 4 to 1 planar contracting channel is investigated. The control mechanism is based on heating or cooling the uid along a portion of the boundary of the ow domain. In order to perform the control, a non-isothermal model for viscoelastic uids is used consisting of the PTT model with relaxation time and elastic viscosity depending on temperature following an exponential dependency, the WLF model. Moreover, the momentum, mass and constitutive equations are coupled with the heat equation forming the so-called primal system. The goal of the control is to reduce the large recirculation zones at the corners of the contraction. The sub-optimal strategy utilised for this purpose is the so-called instantaneous control" method.
Introduction
Dealing with transient o w control, optimal control strategies are sometimes di cult on account of the size of the system of governing equations. The underlying algorithms to solve numerically these problems can bevery complex and require a large amount of computational time and memory. Because of these di culties, sub-optimal strategies are of interest. Though the control which will be found is not optimal, it can still be satisfactory in that the design objective i s a c hieved. Several choices of sub-optimal strategies are possible. Among them, the instantaneous control method and its variants 4 , 16 , 5 , 6 , 11 , and reduced basis methods 12 , 13 , 14 , 17 , 22 , 25 . In this work we shall utilise the instantaneous control strategy. As we are looking for controlling transient viscoelastic uid ows, we consider a widely studied benchmark problem for such ows : the 4 to 1 contracting channel ow. The simple geometry of this ow domain is given in Figure 1 Supported in part by the SFB 03 "Optimierung und Kontrolle" through the "Fonds zur F orderung der wissenschaftlichen Forschung", Austria y Institut f ur Mathematik, Karl-Franzens Universit at Graz, Heinrichstrae 36, A-8020 Graz, Austria xavier.marduel@kfunigraz.ac.at, http: www.kfunigraz.ac.at imawww marduel .
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Fig 1: Domain of the ow
Numerical simulations in this domain have been challenging for a long time, especially for a high Weissenberg number, the non-dimensional number which quanti es the elasticity of the uid. Indeed, the higher this numberis, the more the singularity which occurs at the reentrant corners of the domain is exacerbated, leading to possible failures in numerical simulations. Another manifestation of the elastic character of the uid are the large vortices which occur in the corners of the contraction. These are much bigger for Non-Newtonian than for Newtonian uids and lead to a loss of energy of the uid. Evaluating with precision the "Couette correction" which quanti es this loss of energy 7 , as well as the intensity of the vortices, is also ones of the goals of numerical simulations. In recent years, great progress was made and new robust methods were developed. For nite element discretisations, we refer to 1 2 3 8 10 23 for instance. Our method is based on nite di erence discretisations. It is robust, e cient and precise. A natural objective in viscoelastic uid ow control is to reduce the vortices in the uid as much as possible, see Figure 4 . For this purpose, we decide to act on the uid by heating or cooling some part of the boundary of the ow domain. Indeed, non-isothermal e ects are well known for their importance in viscoelastic uid ows. Nevertheless, only a few non-isothermal simulations have yet been performed 9 , 19 , 21 , 24 , 28 , 30 . This is certainly due to the di culties to model such ows : the heat transfer equation can bequite complex, as well as its coupling with the stress and momentum equations. In 15 we utilised a simpli ed non-isothermal model for viscoelastic uids. Considering stationary ows in this 4 to 1 contraction domain we w ere able to e ectively reduce the recirculation zone and to minimise the related cost functionals chosen for this control problem. The objective of the present paper is to see if the approach used for stationary ows can be successfully applied for transient o ws, and to analyse how the control and the resulting velocity eld evolve in time. Finally, w e also evaluate the performance of the instantaneous control method for the present problem.
The paper is organised as follows : we brie y recall in section 2 the set of equations which rules the ow of non-isothermal viscoelastic uids. Then the optimality system for the optimal control problem is given in section 3, as well as its derivation in appendix A. In section 4 the instantaneous control strategy is introduced and the resulting optimality system is derived. Finally, numerical results are presented in section 5. We give our conclusions in section 6.
Problem statement
We denote by U the velocity of the uid, p its pressure, the stress tensor and T the temperature. The non-dimensional equations modeling the ow of viscoelastic uids are given on one hand by the momentum 2.1 and mass 2. In these equations, Re is the Reynolds number, We the Weissenberg number which quanti es the elasticity of the uid, and 1 , ! r resp. ! r the Newtonian resp. elastic viscosity of the uid. As we consider non-isothermal uids, both the Weissenberg numberand the elastic viscosity depend on temperature. The temperature dependency follows the WLF model 27 , 29 :
WeT = W e fT ; ! r T = ! r fT with fT = c 1 T
Finally, the heat equation 2.5 completes this set of equations :
where the Peclet numberPe is the ratio between heat convection and heat conduction. In this simpli ed heat transfer equation we neglect the terms due to viscous dissipation or viscoelastic phenomena. Indeed, these terms appear in the non-dimensional form of the equation in front of the coe cient Br Pe , where Br is the Brinkmann numbersee 15 , 27 pg 85, which quanti es the ratio of viscous dissipation to heat conduction resulting from an imposed temperature di erence. For ows related to the geometry of Figure 1 , typical values of Br are small 27 , pg 78. Moreover, as we want to act on the ow by strongly heating or cooling the boundary of the domain to invoke a large temperature di erence, the term Br Pe is negligeable. Finally, equations 2.1-2.5 have to be completed with boundary conditions to form the so-called primal system. These boundary conditions are depicted on Figure 2 . Non-slip conditions U = 0 for the velocity are imposed on the wall of the ow are only prescribed on the part of the boundary where U n 0 n being the normal exterior to the domain. In our con guration it reduces to , in . Concerning the temperature T , w e suppose that the uid enters in the domain with a non dimensional temperature equal to zero. Thus we set T = 0 on , in . The part of the boundary where we impose a control, called the "control boundary", is denoted by , c . The control mechanism is described by the boundary condition T = g on , c ; 2.6 with g the control variable. Elsewhere on the boundary homogeneous Neumann conditions are given for T . Also depicted in Figure 2 is the so-called observation domain, denoted by~ . It is that part of the domain where measurements of the ow are assumed to be available. We next summerise the complete model which, in the context of control, is referred to as the primal system. The model is posed on the space-time cylinder 0 : T , with a bounded domain in R 2 and T 0 the nal time. The initial conditions U ini and ini are taken as the numerical solution of the stationary equations with g = 0 which implies T = 0 in , while the boundary conditions U in , U out and in are the velocity pro le and the corresponding stress found by the numerical solution of a stationary Poiseuille ow. 3 The optimal control problem The optimal control problem consists in minimising a functional J depending on the ow variables in~ 0 :T and the boundary control g. Here~ denotes the observation domain.
The choice of functionals must realise the control objective which consist in diminishing recirculation at the reentering corners of the domain. We shall mainly focus on the timedependent version of two functionals that were already successful in the stationary case where the "adjoint temperature" is the solution of the adjoint system D with the variables ;;; . The adjoint system can be derived on the basis of P and J by means of Here U n,1 is the solution of P at the n , 1 th time iteration i.e. at time t n,1 , and U in , U out and in are given as in system P . The practical minimisation of these functionals is again achieved with a gradient algorithm, with maxit denoting the maximum number of gradient iterations :
1. Set k = 0 and choose g 0 on , c e.g. g 0 = 0 2. Evaluate rJ n g k = 1
Pe @ n +`g k on , c 3. Choose a descent step length h 0 4. Set g n k+1 = g n k , h rJ n g n k 5 . if k maxit ; set k k + 1 , and goto 2 where the adjoint temperature is the solution of the adjoint system D n in the variables ;;; related to P n and J n : The optimality condition is given by :
Pe @ n on , c : 4.3
In D n , J n U represents the derivative o f J n with respect to U, and is given by :
J n U = J n 1;U = U , U ns and J n U = J n 2;U = Min0; u :
Returning for a moment t o Opt w e note that its solutions are independent o f ;`-pairs for which `= constant . The merit in allowing independent w eights for the formulation of J lies in the e ect of scaling the adjoint v ariables by as can be seen from the formulas for J n U and D n . Since in our numerical examples J n U is frequently very small, choosing 1 facilitates the computations of the adjoint equations and of the term 1 Pe @ n . Without the scaling and with @ n computed from J n U with = 1 , we would have to postmultiply @ n by to obtain the same expression for the gradient as describe above.
Now w e give the ow-chart of the complete algorithm for the sub-optimal control strategy on 0 :T :
. The inner loop "descent step length search" consists in nding a good choice for the descent step h in step 4 of the gradient algorithm in order to update e ciently the control :
BEGIN
g n k+1 = g n k+1 h = g n k , h rJ n g n k :
4.4 For this purpose, we proceed with an interpolation procedure. Given an initial guess h the one of the previous time iteration, we e v aluate g n k+1 0; g n k+1 h; g n k+1 h=2 with 4.4, and solve with these 3 controls the system P , which provides 3 costs J n 0; J n h; J n h=2. The cost J n as a function of h is interpolated between these 3 values, and the step length h is chosen as the value of the minimizer of the quadratic interpolation. This procedure requires to solve P 4 times in each gradient iteration. Although it is costly it always provided a gooddecrease of the cost functional J n , if g n k+1 gives a descent direction. In the case where J n h J n 0, we don't make any step descent length search and let the cost increase at this time iteration.
5 Numerical results
Solution Method
We brie y describe the numerical methods that we employ. The method of resolution of P and D is based on a nite di erence discretisation on staggered grids, and a Gauss-Seidel solver together with a multigrid algorithm. Here we give in Figure The location of the unknowns on these staggered grids allows us to compute in a precise way all the convection terms which arise in all the equations, which i s a k ey point i n n umerical calculations for viscoelastic uid ows. The owchart of the Gauss-Seidel algorithm-like w e utilise is given in Figure 3 on velocity stress, temperature. As indicated on Figure 3 , we perform it , vel Gauss-Seidel iterations on the momentum equation, considering xed and T , then it , temp iterations on the heat equation, with xed U and , and nally it , str iterations on the stress equation, this time with xed U and T . Our algorithm follows a "decoupled approach", but small values for it , vel, it , temp and it , str introduce a strong coupling between the three equations in the numerical computation. As a result, computational time for the resolution of the system is lowered, and the method is also much more robust. These features are kept with the "FAS" multigrid algorithm we employ. To solve the adjoint system, we keep the same grid as for the primal system. Nevertheless, a slightly modi ed method is necessary to solve the adjoint equation : we h a ve t o t a k e i n to account the direction of the ow. For the primal variables, the quantities and T are convected with the velocity U 0, i.e. from the left to the right. Thus for an e cient Gauss-Seidel solver, unknowns are enumerated from the left to the right. Concerning the adjoint v ariables, quantities are convected with ,U, and we enumerated the unknowns from the right t o the left. The dual heat equation is also of a di erent kind as its primal counterpart, because of the so-called Robin boundary conditions on , out . This means that at , out the "entry" for the dual variables, is unknown . To solve this equation, we perform Gauss-Seidel iterations from the right to the left with an a-priori , and then from the left to the right. More details of the method can be found in 15 and 20 .
Let us describe the numerical validation that was carried out. At each time step, we control the precision of our computations with the stopping criteria Res U ; Res ; Res T . It turns out that = 1 0 ,5 is su cient, and that at each time iteration we are able to satisfy it. The validation of the scheme can only be given through numerical tests mesh independence, time step re nements as for our geometry no analytical solutions exist with respect to which w e could compare our results. For stationary ows, we utilized in 15 the present computational grid which for viscoelastic uid ows computations is a rather ne grid and a second one, twice ner. The results were the same. Once we gained con dence in the spatial resolution, we solved the primal system with di erent time steps and checked the solutions we obtained starting from a state at rest. We reached the same stationary state at the same speed for all time steps t 0:1 remember that the ow is slow", the Reynolds we employ being very small due to the relation Pe = R e Pr where Pr is the Prandlt number. The value of Pr = depends only on the physical quantities the uid's viscosity and^ , the thermal di usivity. Typical values of Pr are Pr = 10 7 , s o i f w e c hoose Pe = 100 then Re = 10 ,5 . In Figure 10 the results of simulations for two di erent t, one with t = 0 :1, an other with t = 0 :05, while all other parameters remain unchanged, are given. While the nal controlled ows are quite similar, the controls themselves and the cost functional di er as a result of the frequency by which the controls are computed.
Tests
The instantaneous control technique is a heuristic that has proved to be successful in various large scale evolutionary optimal control problems. Its behavior for Opt is not a priori clear and with present analytical results it cannot be predicted for which cost functional the control objective of reducing the vortices would be achieved. In our experiments the control objective was not reached when utilising J 1 . We recall here that J 1 was quite successful for control of stationary problems 15 . For J 2 the results for evolutionary problems were quite successful and therefore we give results only for this case.
We choose as values for the PTT model parameters = 0:02; We = 10 or We = 20, and ! r = 0:89, which are standard parameters in viscoelastic simulations. Unless spec-i ed otherwise, the discretisation time step is taken as t = 0:1. The initial condition U 0 ; p 0 ; 0 ; T 0 is the solution of the isothermal stationary problem. We give the resulting ows in Figure For the rst experiment that we report upon here we c hose, in addition to the parameters already speci ed above, = 1 0 8 ,`= 4 10 ,4 and We = 10. No control is imposed until t = 1:0, which means during 10 time steps. This ensures that we start from a stationary ow : indeed, during these 10 time steps the ow is steady. Then from t = 1 :0 u n til t = 3 :0 the number of gradient iterations denoted maxit was set to 3 and line searches were carried out. Beyond t = 3:0 maxit was set to 1 and the step length was set constant based on previous experience. Let us brie y re ect on the size of the problem. Though the zone of interest is at the junction of the upstream-downstream channel, we have to utilise long channels for reasons of numerical stability. As indicated on Figure 4 , the length of the upstream channel resp. downstream channel is set to 24:0 resp. 30.0. The mesh must be particularly re ned at the reentrant corners of the domain. Even with non-uniform grids the total number of cells is 7; 860 for the mesh we utilise, which means about 50; 000 unknowns for the primal system. The main di culty for solving P is not the non-linearity which occurs in the stress equation, but the coupling between this equation and the momentum equation. The coupling between the heat and the stress equations does not add di culties.
When maxit is set equal to 1 then at each time it is required to solve P twice and D once. The computing time to solve these 3 systems is on the order of one minute.
In Figures 5-7 we give the result for this test. On the top left of the Figures the streamfunction annotated "FCIL" is given, on the bottom left we nd the cost functional, while top right and bottom right show the temperature eld in the domain annotated "HTIL" and the control at the time speci ed in the legend below the graph of the cost functional. Concerning the cost functional plot, the shaded bar at the top indicates the status of the cost function : no control in grey, optimal control black, negative of optimal control light grey.
Note in Figure 8 that the value of the cost at t = 1 :0, i.e. just before control is enforced for the rst time, is J = 8 0 :9. The results we obtain after a small numberoftime iterations indicate a fast decrease of the cost functional. We note that while the vortex size has been reduced, the vortex itself is still present. The stream function denoted has been calculated such a way that = ,1 on the lower boundary and = +1 on the upper boundary. Its value in the vortices has been reduced in absolute values from 1:0031 Figure 4 to 1:0003, which infact leads to a strong reduction of the vortex size Figure 5 . The reattachment length X = L v =D u is equal to 0.097, while X was equal to 0.138 for the uncontrolled ow D u is the upstream channel diameter and L v the length of the vortex on the horizontal boundary of the upstream channel. At time t = 600 we decide to discontinue the control action and set g = 0 . As a consequence, recirculation reappears. Then at time t = 700 we enforce as control the negative of the temperature pro le which was the optimal temperature control at t = 600. The intensity of the ow in the recirculation zone immediately increases. The mpeg animation of this simulation can befound at the web-address given on the rst page.
Summarizing our experience with the instantaneous control strategy as depicted in Figures  5-7 it provides an e ective method for thermal control for the viscoelastic uid. The chances for success were not at all clear at the outset of our experiments.
Gradient algorithm parameters :
We report on selected experiments concerning the in uence of the number of gradient iterations on the qualitative behavior of the instantaneous control strategy. First we compare results of three tests. In test 1 we perform only one iteration at each time level and x the descent parameter h on a previously determined successful value. In test 2 which correspond to Figures 5-7 we perform line search with three gradient steps from t = 1 :0 to t = 3:0, and switch to one gradient step without line search at t = 3:0. Finally in test 3 line searches with three gradient steps are performed from t = 1 :0 t o t = 200:0. In Figure 8 the values of the cost functionals for these three tests with the other parameters as above, are given. The graphs indicate no signi cant di erences among the results for these three tests. In a di erent set of tests we observed that big di erences can occur when we start test 1 with bad choices of h, h too small for example. Then the line search permits to correct this bad initialisation of the descent length step, and to nd the good order of magnitude required for it. It is essential to nd a good balance between and`, the two w eights in the cost functional. Note that this was also true for stationary simulations 15 . We carried out several tests to determine the best parameters, and the above choice of = 1 0 8 and`= 4 10 ,4 is in a certain sense a turning point a s w e shall demonstrate below. But rst let us note that for xed the in uence of`is as expected: if`is too large, then the control is too expensive to signi cantly in uence the ow pattern. If`is too small, then the control is too cheap with respect to the ow and it will vary a lot even if only small changes occur in the ow. In Figure 9 left, we give the evolution of the cost with 3 di erent values of`: rst with = 4 10 ,4 , then with`= 2 10 ,4 , nally with`= 10 ,4 . The smaller`is for xed , the more the cost oscillates. For`= 1 0 ,4 it was necessary to decrease the time step to t = 0 :05 to obtain a stable control regime. In Figure 9 , the rst when the cost is at the maximum of the oscillations Figure 11 , the second when the cost is at the minimum of the oscillations Figure 12 . The intensity i n t h e vortex the maximal value of the stream function in the vortex is reduced from = 1 :0115 to = 1:0012 t = 380 or = 1:0002 t = 415. Once again, this small decrease of the stream function intensity implies a strong decrease of the vortex size, as can be seen from the graphics: the reattachment length was X = 0:178 for the uncontrolled ow Figure 4 right and is X = 0:125 at time t = 380 and X = 0:050 at time t = 415.
Conclusions
In this work we investigated the ability of controlling transient viscoelastic uid ows by heating or cooling a portion of the boundary of the ow domain. The sub-optimal instantaneous control strategy, with a gradient algorithm to minimise the cost functional, was found to be successful. Many factors account for the success of the procedure. Among them are the choice of the cost functional, the relative importance of the weights in the cost functional and the parameters of the gradient algorithm. After this initial feasibility study di erent and more sophisticated techniques could be employed. From the point of view of numerical optimization the gradient algorithm can be replaced by a conjugate gradient or possibly even a second order method. Modi cations of the cost functional involving an appropriate measure for vorticity remain to be a worthwhile issue of investigation. Since the dynamics of the investigated ows appear to be low dimensional", numerical realisation of the optimal control problem based on reduced order models could also bewell suited. Finally, improvements could come from a better modeling of the ow with a more sophisticated thermal equation. So that outside , n we h a ve = 0 .
In addition, we h a ve o n , c : + 1 Pe @ n = 0 , which gives the optimality condition :
OC`:g = , 1
Pe @ n on , c for all t 2 0 :T :
A.7
Finally we h a ve A.9
