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Abstract
In this paper, the global solutions of initial value problems for nonlinear second-order integro-differential
equations of mixed type in Banach spaces are investigated. The existence and uniqueness of solutions and
their iterative approximation are obtained by using Mönch fixed point theorem and new comparison results.
The results presented here essentially improve, generalize and unify many well-known results.
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1. Introduction
In this paper, we consider the existence of solutions and iterative approximation of the
unique solution for the following initial value problems (IVP) of nonlinear second-order integro-
differential equations of mixed type in ordered Banach spaces E
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u′′ = f (t, u,u′, T u,Su), t ∈ J,
u(0) = x0, u′(0) = x1, (1.1)
where J = [0, a] (0 < a  1), x0, x1 ∈ E, f ∈ C[J ×E ×E ×E ×E,E], and
(T u)(t) =
t∫
0
k(t, s)u(s) ds, (Su)(t) =
a∫
0
h(t, s)u(s) ds. (1.2)
In (1.2), k(t, s) ∈ C[D,R+], h(t, s) ∈ C[D0,R+], where D = {(t, s) ∈ R × R | 0 s  t  a},
D0 = {(t, s) ∈ R × R | (t, s) ∈ J × J }, R+ = [0,+∞).
The solutions for initial value problems (IVP) of nonlinear first-order integro-differential
equations of mixed type in ordered Banach spaces have been obtained by means of the mixed
monotone iterative technique in [1–3]. But there is a little discussion for the solutions of
(IVP) (1.1). Recently, in the special case where f does not contain differential argument u′,
Guo [4] discussed the minimal and maximal solutions of (IVP) (1.1) and the monotone iterative
sequence with the stronger conditions. And in another special case where f does not contain
the operator Su, Song [6] obtained the minimal or maximal solutions of (IVP) (1.1), the unique
solutions by means of the lower or upper solutions and the mixed monotone iterative technique
with the stronger conditions.
In this paper, by using some new comparison results and Mönch fixed point theorem, we
researched the more general mixed type case (IVP) (1.1) where f contains u′, Su and obtained its
global solutions and unique solutions as well as its iterative approximation under the conditions
which are more extensive than those in [3–6]. The results presented in this paper essentially
improve, generalize and unify many known results (see [3–6]). Our method is different in essence
from those of [3–6].
2. Preliminaries and lemmas
In this paper, we always suppose that (E,‖ · ‖) is a real Banach space. A nonempty closed
convex subset P in E is said to be a cone if λP ∈ P for λ  0 and P ∩ {−P } = {θ}, where θ
denotes the zero element of E. The cone P defines a partial ordering in E by x  y iff y−x ∈ P .
Recall the cone P is said to be normal if there exists a positive constant λ such that 0 x  y
implies ‖x‖ λ‖y‖. The cone P is normal if every order interval [x, y] = {z ∈ E | x  z y} is
bounded in norm. Let
C[J,E] = {u :J → E ∣∣ u(t) is continuous},
C1[J,E] = {u :J → E ∣∣ u(t) is continuously differentiable},
C2[J,E] = {u :J → E ∣∣ u(t) is second-order continuously differentiable}.
For u0, v0 ∈ C2[J,E], let G = {u ∈ C1[J,E] | u0  u  v0, u′0  u′  v′0}. For u = u(t) ∈
C[J,E], let ‖u‖C = maxt∈J ‖u(t)‖, then C[J,E] is a Banach space with the norm ‖ · ‖C . For
u = u(t) ∈ C1[J,E], then u′ ∈ C[J,E], let ‖u‖C1 = max{‖u‖C,‖u′‖C}, it is easy to see that
C1[J,E] is a Banach space with the norm ‖ · ‖C1 . Let PC = {u(t) ∈ C[J,E] | u(t) θ, t ∈ J },
obviously the normality of P implies the normality PC and the normal constants of PC and P
are the same. For further details on the cone theory, one can refer to see [6,7].
Given a cone P , the dual of P is defined as P ∗ = {ϕ ∈ E∗ | ϕ(x)  0, x ∈ P }, where E∗
is the dual of E. Let k0 = max{k(t, s) | (t, s) ∈ D}, h0 = max{h(t, s) | (t, s) ∈ D0}. For any
B ∈ C[J,E], and t ∈ J , let
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(SB)(t) = {(Su)(t) ∣∣ u ∈ B}.
The following comparison results play an important role in this paper.
Lemma 2.1. Assume that E is a Banach space, P is a cone in E and u = u(t) ∈ C2[J,E]
satisfies{
u′′(t)−M(t)u(t)−N(t)u′(t)−L(t)(T u)(t), t ∈ J,
u(0) = θ, u′(0) θ, (2.1)
where M(t), N(t), L(t) are bounded integrable non-negative functions on J , and provided one
of the following two conditions hold:
(i) 2a(aM +N + a2Lk0) < 1,
(ii) N > 0, α(eNa − 1)(M + aLk0) < N ,
here M = sup{M(t) | t ∈ J }, N = sup{N(t) | t ∈ J }, L = sup{L(t) | t ∈ J }. Then u(t)  θ ,
u′(t) θ , ∀ t ∈ J .
Proof. For any g ∈ P ∗, let p(t) = g(u(t)), ∀t ∈ J , then p ∈ C2[J,R] and
p′′(t) = g(u′′(t)), p′(t) = g(u′(t)),
(Tp)(t) = g((T u)(t)), (Sp)(t) = g((Su)(t)), ∀t ∈ J.
By (2.1), we have{
p′′(t)−M(t)p(t)−N(t)p′(t)−L(t)(Tp)(t), ∀ t ∈ J,
p(0) = 0, p′(0) 0. (2.2)
Let p1(t) = p′(t), then p1(t) ∈ C1[J,R], and p(t) = p(0) +
∫ t
0 p1(s) ds =
∫ t
0 p1(s) ds. There-
fore, by (2.2), we have⎧⎪⎪⎨
⎪⎪⎩
p′1(t)−
t∫
0
[
M(s)+L(s)
t∫
s
k(t, r)dr
]
p1(s) ds −N(t)p1(t), ∀ t ∈ J,
p1(0) 0.
(2.3)
We shall show that p1(t)  0, ∀t ∈ J . In fact, if we suppose p1(t)  0 is not true, then there
exists a t0 ∈ (0, a] such that p1(t0) < 0. Let max{p1(t): 0 t  t0} = λ, then λ 0.
If λ = 0, then p1(t)  0, ∀t ∈ [0, t0]. So by (2.3), we have p′1(t)  0, ∀t ∈ [0, t0]. Conse-
quently, p1(t) is increasing in [0, t0], so p1(t0) p1(0) 0, which contradicts p1(t0) < 0.
If λ > 0, there exists a t1 ∈ [0, t0] such that p1(t1) = λ. From (2.3), we have
p′1(t)−a[M +Lk0a]λ−Nλ = −
[
aM +N +Lk0a2
]
λ, ∀t ∈ [0, t0].
By mean value theorem, there exists a t2 ∈ (t1, t0) such that
p1(t0) = p1(t1)+ (t0 − t1)p′1(t2) p1(t1)− a
[
aM +N +Lk0a2
]
λ
= λ− a[aM +N +Lk0a2]λ.
Then, by p1(t0) < 0, we have a[aM +N +Lk0a2] 1, which contradicts condition (i).
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w(t) = p1(t)e
∫ t
0 N(s)ds,
apply it to (2.3), we have⎧⎪⎪⎨
⎪⎪⎩
w′(t)−
t∫
0
[
M(s)+L(s)
t∫
s
k(t, r) dr
]
e
∫ t
s N(ξ)dξw(s) ds, ∀t ∈ J,
w(0) 0.
By the similar proof process to above, we can obtain w(t) 0, ∀t ∈ J . And so p1(t) 0, ∀t ∈ J .
Therefore, we have p1(t) 0, ∀t ∈ J , i.e., p′(t) 0, ∀t ∈ J . And so p(t) p(0) = 0, ∀t ∈ J . By
the randomness of g ∈ p∗, we know u(t) θ , u′(t) θ , ∀t ∈ J . This completes the proof. 
Lemma 2.2. [7–9] Assume that B ∈ C1[J,E], and B ′ is equicontinuous. Then
α1(B) = max
{
max
t∈J α
(
B(t)
)
, max
t∈J α
(
B ′(t)
)}
,
where α1(·) denotes the Kuratowski measure of non-compactness in C1[J,E].
Lemma 2.3. [1] Let B1,B2 ⊂ C[J,E] be two countable subset satisfying B1 = co({u0} ∪ B2).
for some u0 ∈ C[J,E]. Then B1(t) = co({u0(t)} ∪B2(t)) for any t ∈ J .
Lemma 2.4. [7–9] Let B ⊂ C[J,E] be bounded and equicontinuous. Define m(t) = α(B(t)),
t ∈ J . Then m(t) is continuous on J and
α
(∫
J
B(s) ds
)

∫
J
α
(
B(s)
)
ds.
Lemma 2.5. [1,2] Assume that m ∈ C[J,R+] satisfies
m(t)M1
t∫
0
m(s)ds +M2t
t∫
0
m(s)ds +M3t
a∫
0
m(s)ds, t ∈ J,
where M1 > 0, M2  0, M3  0 are constants. Then m(t) ≡ 0 for any t ∈ J , provided one of the
following two conditions holds:
(i) aM3(ea(M1+aM2) − 1) <M1 + aM2,
(ii) a(2M1 + aM2 + aM3) < 2.
Lemma 2.6. [7,10] Let E be a Banach space,K ⊂ E closed and convex and F :K → K contin-
uous with the further property that for x0 ∈ K we have
C ⊂ K countable, C = co({x0} ∪ F(C)) ⇒ C is relatively compact.
Then F has a fixed point in K .
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u :J → E such that there exists an m ∈ L[J,R+] such that ‖u(t)‖  m(t) for any t ∈ J and
u ∈ B . Then α(B(t)) ∈ L[J,R+] and
α
({∫
J
u(t) dt
∣∣∣∣ u ∈ B
})
 2
∫
J
α
(
B(t)
)
t.
Let us list the following assumption for convenience.
(H1) There exist u0, v0 ∈ C2[J,E] such that u0  v0, u′0  v′0, and bounded integrable non-
negative functions M(t), N(t), L(t) on J which satisfy (i) or (ii) in Lemma 2.1, for any
σ ∈ G, t ∈ J ,⎧⎨
⎩
u′′0(t) f (t, σ, σ ′, T σ,Sσ)−M(t)(u0 − σ)−N(t)(u′0 − σ ′)−L(t)T (u0 − σ),
t ∈ J,
u0(0) = x0, u′0(0) x1;⎧⎨
⎩
v′′0 (t) f (t, σ, σ ′, T σ,Sσ)−M(t)(v0 − σ)−N(t)(v′0 − σ ′)−L(t)T (v0 − σ),
t ∈ J,
v0(0) = x0, v′0(0) x1.
(H2) For any countable bounded equicontinuous set B = {un} ⊂ G and t ∈ J ,
α
(
f
(
t,B(t),B ′(t), (T B)(t), (SB)(t)
))
 r1(t)α
(
B(t)
)+ r2(t)α(B ′(t))+ r3(t)α((T B)(t))+ r4(t)α((SB)(t)),
where ri(t) (i = 1,2,3,4) are bounded integrable non-negative functions satisfying one of
the following two conditions:
(i) 2r4h0(e2a(a+1)[(r1+M+r2+N)+a(L+r3)k0] − 1) < [(r1 +M + r2 +N)+ a(L+ r3)k0],
(ii) a(a+1)[2(r1 +M+r2 +N)+a(L+r3)k0 +ar4h0] < 1, where ri = sup{ri(t) | t ∈ J }
(i = 1,2,3,4).
(H3) For any u0  xi  v0, u′0  yi  v′0, T u0  zi  T v0, Su0 wi  Sv0 and t ∈ J ,∥∥f (t, x1, y1, T z1, Sw1)− f (t, x2, y2, T z2, Sw2)∥∥
 r1(t)‖x1 − x2‖ + r2(t)‖y1 − y2‖ + r3(t)‖z1 − z2‖ + r4(t)‖w1 −w2‖,
where ri(t) (i = 1,2,3,4) are bounded integrable non-negative functions satisfying (i)
or (ii) in (H2).
3. The main results
At first we will prove the following theorem on global solutions of (IVP) (1.1).
Theorem 3.1. Let E be a real Banach space and P be a normal cone in E. Assume that condi-
tions (H1), (H2) hold, then (IVP) (1.1) has a solution u∗ ∈ G.
Proof. We will divide the rather long proof into five steps.
(I) For any h ∈ G, consider the following (IVP) of linear second-order integro-differential
equation (LIVP) in E{
u′′(t) = g(t)−M(t)u(t)−N(t)u′(t)−L(t)(T u)(t), t ∈ J,
′ (3.1)u(0) = x0, u (0) = x1,
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We shall show that there exists a unique solution of (LIVP) (3.1). It is easy to check that u ∈
C2[J,E] is a solutions of (LIVP) (3.1) if and only if u ∈ C1[J,E] is a fixed point of the following
operator:
(Au)(t) = x0 + tx1 +
t∫
0
(t − s)[g(s)−M(s)u(s) −N(s)u′(s)−L(s)(T u)(s)]ds. (3.2)
For any u,v ∈ C1[J,E], t ∈ J , and from (3.2), we have∥∥(Au)(t)− (Av)(t)∥∥

t∫
0
a
[
M
∥∥u(s)− v(s)∥∥+N∥∥u′(s)− v′(s)∥∥+Lk0
s∫
0
∥∥u(τ)− v(τ)∥∥dτ
]
ds

t∫
0
a
[
(M + aLk0)‖u− v‖C +N‖u′ − v′‖C
]
ds
 ‖u− v‖C1a[M +N + aLk0]t,∥∥(Au)′(t)− (Av)′(t)∥∥
 t
[
M
∥∥u(s)− v(s)∥∥+N∥∥u′(s)− v′(s)∥∥+Lk0
s∫
0
∥∥u(τ)− v(τ)∥∥dτ
]
ds
 t
[
(M + aLk0)‖u− v‖C +N‖u′ − v′‖C
]
ds
 ‖u− v‖C1[M +N + aLk0]t.
Then, for any t ∈ J , it is easy to show by induction that
∥∥(Au)n(t)− (Av)n(t)∥∥ ‖u− v‖C1an[M +N + aLk0]n tn
n! , n = 1,2, . . . ,∥∥((Au)n)′(t)− ((Av)n)′(t)∥∥ ‖u− v‖C1 [M +N + aLk0]n tn
n! , n = 1,2, . . . .
Hence∥∥(Au)n − (Av)n∥∥
C1  ‖u− v‖C1
(
an + 1)[M +N + aLk0]n an
n! , n = 1,2, . . . . (3.3)
For n0 > 0 large enough such that (an0 + 1)[M + N + aLk0]n0an0/(n0!) < 1, we have An0 is
a contraction in C1[J,E]. So A has a unique fixed point uh ∈ C1[J,E] and uh is the unique
solution of (LIVP) (3.1) in C2[J,E].
(II) Now for any h ∈ G, we can define an operator:
Bh = uh, (3.4)
where uh is the unique solution of (LIVP) (3.1) corresponding to h ∈ G which satisfies⎧⎨
⎩
u′′h = f
(
t, h(t), h′(t), (T h)(t), (Sh)(t)
)−M(t)(uh − h)(t)
−N(t)(u′h − h′)(t)−L(t)T (uh − h)(t), t ∈ J,
u (0) = x , u′ (0) = x .h 0 h 1
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Bh = x0 + tx1 +
t∫
0
(t − s)[f (s, h(s), h′(s), (T h)(s), (Sh)(s))−M(s)(Bh− h)(s)
−N(s)((Bh)′ − h′)(s)−L(s)T (Bh− h)(s)]ds, (3.5)
evidently, for any h ∈ G, h is a solution of (IVP) (1.1) iff h = Bh, i.e., h is a fixed point of B .
(III) We will show that the operator B :G → G. In fact, for any h ∈ G, let u = Bh. From
the definition of B , we know that u satisfies (3.1). All we need to do is to prove u0  u  v0,
u′0  u′  v′0. For any ϕ ∈ P ∗, let p(t) = ϕ(u(t) − u0(t)), then p(0)  0. For any σ ∈ G, by
assumption (H1), we know
p(t)′′ = ϕ(u(t)′′ − u0(t)′′)
 ϕ
[
f
(
t, h(t), h′(t), (T h)(t), (Sh)(t)
)−M(t)(u− h)(t)
−N(t)(u′ − h′)(t)−L(t)T (u− h)(t)− f (t, σ, σ ′, T σ,Sσ)
+M(t)(u0 − σ)(t)+N(t)(u′0 − σ ′)(t)+L(t)T (u0 − σ)(t)
]
.
Let h = σ in above inequality, then
p(t)′′ −ϕ(M(t)(u− u0)(t))− ϕ(N(t)(u′ − u′0)(t))−L(t)T (u− u0)(t)
= −M(t)p(t)−N(t)p′(t)−L(t)(Tp)(t).
By Lemma 2.1, we know p(t) 0, p′(t) 0. From the randomness of ϕ ∈ P ∗, we know u u0,
u′  u′0. By similar method we can obtain u v0, u′  v′0. Then B :G → G.
(IV) We will show that B :G → G is continuous. For any sequence {hn} ⊂ G and h ∈ G, with
‖hn − h‖C1 → 0 (n → ∞). (3.6)
By the compactness of interval J = [0, a] and the continuity of f , it is easy to prove that∥∥f (t, hn(t), h′n(t), (T hn)(t), (Shn)(t))− f (t, h(t), h′(t), (T h)(t), (Sh)(t))∥∥C → 0
(n → ∞). (3.7)
For any t ∈ J , (3.5) implies∥∥Bhn(t)−Bh(t)∥∥

t∫
0
(t − s)[∥∥f (t, hn(s), h′n(s), (T hn)(s), (Shn)(s))
− f (t, h(s), h′(s), (T h)(s), (Sh)(s))∥∥]ds
+ a2M‖hn − h‖C + a2N‖h′n − h′‖C + a3Lk0‖hn − h‖C
+ a2(M + aLk0)‖Bhn −Bh‖C + a2N‖Bh′n −Bh′‖C
 a2
∥∥f (t, hn(t), h′n(t), (T hn)(t), (Shn)(t))− f (t, h(t), h′(t), (T h)(t), (Sh)(t))∥∥C
+ a2(M +N +Lk0a)‖hn − h‖C1 + a2(M +N +Lk0a)‖Bhn −Bh‖C1 ,
then
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∥∥f (t, hn,h′n, T hn,Shn)− f (t, h,h′, T h,Sh)∥∥C
+ a2(M +N +Lk0a)‖hn − h‖C1
+ a2(M +N +Lk0a)‖Bhn −Bh‖C1 .
By similar method, we can obtain∥∥(Bhn)′ − (Bh)′∥∥C  a∥∥f (t, hn,h′n, T hn,Shn)− f (t, h,h′, T h,Sh)∥∥C
+ a(M +N +Lk0a)‖hn − h‖C1
+ a(M +N +Lk0a)‖Bhn −Bh‖C1 .
Hence, we have
‖Bhn −Bh‖C1  a(a + 1)
∥∥f (t, hn,h′n, T hn,Shn)− f (t, h,h′, T h,Sh)∥∥C
+ a(a + 1)(M +N +Lk0a)‖hn − h‖C1
+ a(a + 1)(M +N +Lk0a)‖Bhn −Bh‖C1
 2
∥∥f (t, hn,h′n, T hn,Shn)− f (t, h,h′, T h,Sh)∥∥C
+ 2(M +N +Lk0a)‖hn − h‖C1 + 2(M +N +Lk0)‖Bhn −Bh‖C1 ,
i.e.,
‖Bhn −Bh‖C1
 1
1 − 2(M +N +Lk0)
[
2
∥∥f (t, hn,h′n, T hn,Shn)− f (t, h,h′, T h,Sh)∥∥C
+ 2(M +N +Lk0a)‖hn − h‖C1
]
. (3.8)
From (3.6)–(3.8), we know that B :G → G is continuous.
(V) In the end we shall show that B has a fixed point in G. It is evident that u ∈ G is a
solutions of the (IVP) (1.1) iff u is a fixed point of B in G. For any u ∈ G, by (III), we have
u0  Bu v0, u′0  (Bu)′  v′0. Let K = co(BG), then by step (IV), B is a continuous operator
from K into K . It is easy to see that the normality of P implies the normality of PC , and so, for
any h ∈ G, by means of the assumptions (H1), we have
u′′0(t)+M(t)u0(t)+N(t)u′0(t)+L(t)(T u0)(t)
 f
(
t, u0(t), u
′
0(t), (T u0)(t), (Su0)(t)
)+M(t)u0(t)+N(t)u′0(t)+L(t)(T u0)(t)
 f
(
t, h(t), h′(t), (T h)(t), (Sh)(t)
)+M(t)h(t)+N(t)h′(t)+L(t)(T h)(t)
 f
(
t, v0(t), v
′
0(t), (T v0)(t), (Sv0)(t)
)+M(t)v0(t)+N(t)v′0(t)+L(t)(T v0)(t)
 v′′0 (t)+M(t)v0(t)+N(t)v′0(t)+L(t)(T v0)(t).
Then the normality of PC implies {f (t, h,h′, T h,Sh) + M(t)h + N(t)h′ + L(t)T h | h ∈ G}
is a bounded set in C[J,E]. From these, (3.5) and the normality of PC , we can see that
K ⊂ G is uniformly bounded and equicontinuous on J . Let C ⊂ K ⊂ C[J,E] be any count-
able subset satisfying C = co({u} ∪ B(C)) for some u ∈ K . From Lemma 2.3, it follows that
C(t) = co({u(t)} ∪ (BC)(t)), t ∈ J . From Lemma 2.4, we have
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(
(T C)(s)
)
 k0
t∫
0
α
(
C(s)
)
ds, (3.9)
α
(
(SC)(s)
)
 h0
a∫
0
α
(
C(s)
)
ds. (3.10)
Let m(t) = α1(C(t)), then m(0) = 0, m ∈ C[J,R+]. Hence, with Lemma 2.7, (H2), (3.9) and
(3.10), we have
α
(
C(t)
)= α(C(t) )= α((BC)(t))
 α
( t∫
0
(t − s)[f (t,C(s),C′(s), (T C)(s), (SC)(s))+M(s)C(s)
+N(s)C′(s)+L(s)(T C)(s)]ds
)
 2
t∫
0
a
[
(r1 +M)α
(
C(s)
)+ (r2 +N)α(C′(s))+ (r3 +L)k0
s∫
0
α
(
C(τ)
)
dτ
+ r4h0
a∫
0
α
(
C(τ)
)
dτ
]
ds
 2a
[
(r1 +M)aα
(
C(t)
)+ (r2 +N)aα(C′(t))+ (r3 +L)k0t
t∫
0
α
(
C(s)
)
ds
+ r4h0t
a∫
0
α
(
C(s)
)
ds
]
. (3.11)
By similar method, we can obtain
α
(
C′(t)
)
 2
[
(r1 +M)aα
(
C(t)
)+ (r2 +N)aα(C′(t))+ (r3 +L)k0t
t∫
0
α
(
C(s)
)
ds
+ r4h0t
a∫
0
α
(
C(s)
)
ds
]
. (3.12)
By Lemma 2.2 and (3.11), (3.12), we know that
m(t)M1
t∫
0
m(s)ds +M2t
t∫
0
m(s)ds +M3t
a∫
0
m(s)ds, t ∈ J, (3.13)
where M1 = 2(a + 1)(r1 + r2 +M +N), M2 = 2(a + 1)(r3 +L)k0, M3 = 2(a + 1)r4h0. Hence,
with Lemma 2.5 and one of the two conditions (i) or (ii) of (H2) and (3.13), α1(C(t)) = 0, t ∈ J .
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has a fixed point u∗ ∈ K ⊂ G, which is a solution of the (IVP) (1.1). This completes the proof of
Theorem 3.1. 
By further discussion we can obtain the unique solution and its iterative approximation.
Theorem 3.2. Let E be a real Banach space and P be a normal cone in E. Assume that con-
ditions (H1) and (H3) hold, then (IVP) (1.1) has a unique solution u∗ ∈ G. Moreover, for any
initial u0 ∈ G, there exists sequences {un} ⊂ G, defined as
un(t) = x0 + tx1 +
t∫
0
(t − s)[f (s, un−1(s), u′n−1(s), (T un−1)(s), (Sun−1)(s))
+M(s)un−1(s)+N(s)u′n−1(s)+L(s)(T un−1)(s)
−M(s)un(s)−N(s)u′n(s)−L(s)(T un)(s)
]
ds, (3.14)
which converges uniformly to u∗(t) on J .
Proof. From (H1) and the proof of Theorem 3.1, we can conclude that the operator B :G → G
defined by (3.5) is continuous and (3.14) can be written as
un = Bun−1, n = 1,2, . . . . (3.15)
We also divide the following proof into three steps.
(I) At first, we will show that (H3) can imply (H2). In fact, for any set B ⊂ G, it is easy to
know that B is bounded in C[0,1] because of the normality of P . For any ε > 0, from the defin-
ition of non-compactness, we know that there exist three kinds of division methods satisfying
B =
m1⋃
i=1
Bi, T B =
m2⋃
j=1
T Bj , SB =
m3⋃
k=1
SBk,
d(Bi) α(B)+ ε, i = 1,2, . . . ,m1,
d(T Bj ) α(T B)+ ε, j = 1,2, . . . ,m3,
d(SBk) α(SB)+ ε, k = 1,2, . . . ,m3.
Note that
f (t,B,B ′, T B,SB) =
m1⋃
i=1
m2⋃
j=1
m3⋃
k=1
f (t,Bi,B
′
i , T Bj , SBk).
Consequently, it follows from (H3) that
d
(
f (t,Bi,B
′
i , T Bj , SBk)
)
 r1(t)d(Bi)+ r2(t)d(B ′i )+ r3(t)d(T Bj )+ r4(t)d(SBk)
 r1(t)α(B)+ r2(t)α(B ′)+ r3(t)α(T B)+ r4(t)α(SB)
+ (r1 + r2 + r3 + r4)ε.
Hence, by the randomness of ε, we know that
α
(
f (t,B,B ′, T B,SB)
)
 r1(t)α(B)+ r2(t)α(B ′)+ r3(t)α(T B)+ r4(t)α(SB).
So, (H2) holds.
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it is easy to see that the normality of P implies the normality of PC . Moreover, {un} ⊂ G, so
{un(t)} is uniformly bounded. Form (H3), we know that {f (t, un(t), u′n(t), (T un)(t), (Sun)(t))}
is uniformly bounded on J . Hence, for any h ∈ G,{
f
(
t, h(t), h′(t), (T h)(t), (Sh)(t)
)+M(t)(h− un)(t)
+N(t)(h− un)′(t)+L(t)T (h− un)(t)
}
is uniformly bounded on J . Then from (3.14), we obtain the equicontinuity of sequence {un}.
Let m(t) = α1({un(t) | n = 1,2, . . .}). Note the above conclusion (I), then by the method which
was used in proving (3.11)–(3.13), we have
m(t)M1
t∫
0
m(s)ds +M2t
t∫
0
m(s)ds +M3t
a∫
0
m(s)ds, t ∈ J, (3.16)
where Mi (i = 1,2,3) is the same as Mi (i = 1,2,3) of (3.13). Hence, by Lemma 2.5, m(t) = 0,
t ∈ J . Thus by the Ascoli–Arzela theorem {xn} is relatively compact in C[J,E], so there exists
subsequence of {un} which converges uniformly to u∗ ∈ G. If we can prove∥∥un(t)− un−1(t)∥∥→ 0 (n → ∞), t ∈ J, (3.17)
then from the definition of {un}, it is clear that the full sequence {un(t)} converges uniformly
to u∗ on J (see [3]). Moreover note (3.15) as well as that the operator B is continuous, it is clear
that u∗ ∈ G is a solution of (IVP) (1.1). By (H3) and (3.14), we know∥∥un+1(t)− un(t)∥∥

t∫
0
(t − s)[(r1 +M)∥∥un(s)− un−1(s)∥∥+ (r2 +N)∥∥u′n(s)− u′n−1(s)∥∥
+ (r3 +L)
∥∥T (un(s)− un−1(s))∥∥+ r4∥∥S(un(s)− un−1(s))∥∥]ds
 a[r1 +M]
t∫
0
∥∥un(s)− un−1(s)∥∥ds + a(r2 +N)
t∫
0
∥∥u′n(s)− u′n−1(s)∥∥ds
+ a(r3 +L)k0t
t∫
0
∥∥un(s)− un−1(s)∥∥ds
+ ar4h0t
a∫
0
∥∥un(s)− un−1(s)∥∥ds, (3.18)
∥∥u′n+1(t)− u′n(t)∥∥
 [r1 +M]
t∫
0
∥∥un(s)− un−1(s)∥∥ds + (r2 +N)
t∫
0
∥∥u′n(s)− u′n−1(s)∥∥ds
+ (r3 +L)k0t
t∫ ∥∥un(s)− un−1(s)∥∥ds + r4h0t
a∫ ∥∥un(s)− un−1(s)∥∥. (3.19)
0 0
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m(t) = max
{
lim
n→∞ sup
∥∥un+1(t)− un(t)∥∥, lim
n→∞ sup
∥∥u′n+1(t)− u′n(t)∥∥}
and by (3.18), (3.19) and Fatou lemma, we know
m(t) (a + 1)(r1 +M + r2 +N)
t∫
0
m(s)ds + (a + 1)(r3 +L)t
t∫
0
m(s)ds
+ (a + 1)r4h0t
a∫
0
m(s)ds. (3.20)
From Lemma 2.5, we have m(t) ≡ 0 for t ∈ J . Then (3.17) holds. All the above (I), (II) imply
that {un} converges to a solution u∗ ∈ G of (IVP) (1.1).
(III) In the end we shall show the uniqueness of solution. Assume that (IVP) (1.1) has two
solutions u,v ∈ G. Then u and v both satisfy (3.14). Let m(t) = ‖u(t) − v(t)‖, then by apply-
ing the method used in proving (3.16)–(3.20), m(t) ≡ 0, t ∈ J , i.e., u = v. This completes the
uniqueness proof. 
Remark 1. In this paper, we discussed the initial value problems for second-order nonlinear
integro-differential equations where f contains u′, T u, Su and obtained its global solutions and
unique solutions as well as its iterative approximation under the conditions.
Remark 2. We can see that Theorem 3.1 is suitable to any measure of non-compactness which
equal to the Kuratowski measure of non-compactness from the proof of Theorem 3.1.
Remark 3. The significance of Theorem 3.2 lies in deleting compactness conditions, so it is
easier to use and examine the conditions.
4. Application
Consider the IVP of the following nonlinear second-order integro-differential equation⎧⎨
⎩u
′′(t) = 1
(t + 2)2 u(t)+
1
2(t + 2)u
′(t), 0 t  1
2
,
u(0) = 0, u′(0) = 0.
(4.1)
Conclusion. System (4.1) has a unique solution u∗(t) satisfying 2  u∗(t)  (t + 2)2, 0 
(u∗)′(t) 2(t + 2), 0 t  12 .
Proof. Let E = C[0, 12 ] with the norm ‖u‖ = max |u(t)| and P = {u ∈ E: u 0}. Then P is a
normal cone in E. System (4.1) can be regarded as an IVP of the form (1.1) in E. In this situation,
J = [0, 12 ], K(t, s) = H(t, s) ≡ 0, and
f (t, u,u′) = 1 2 u(t)+
1
u′(t).
(t + 2) 2(t + 2)
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then, we have u0(t), v0(t) ∈ C2[J,E] and u0(t)  v0(t), u′0(t)  v′0(t). For any σ ∈ G = {u ∈
C1[J,E]: u0  u v0, u′0  u′  v′0}, t ∈ J , we have
f (t, σ, σ ′) = 1
(t + 2)2 σ(t)+
1
2(t + 2)σ
′(t)
 1
(t + 2)2 (t + 2)
2 + 1
2(t + 2)2(t + 2)
= 2 = v′′0 (t),
f (t, σ, σ ′) = 1
(t + 2)2 σ(t)+
1
2(t + 2)σ
′(t) 1
(t + 2)2 2 0 = u
′′
0(t).
So, let M(t) = N(t) = L(t) ≡ 0, then, condition (H1) holds. Secondly, for any s ∈ J , ui, vi ∈
C2[J,E] (i = 1,2), we have∥∥f (t, u1, v1)− f (t, u2, v2)∥∥ 1
(t + 2)2 ‖u1 − u2‖ +
1
2(t + 2)‖v1 − v2‖.
Let r1(t) = 1(t+2)2 , r2(t) = 12(t+2) , r3(t) = r4(t) ≡ 0, obviously, r1 = 14 , r2 = 14 , r3 = r4 = 0. For
a = 12 , M = N = L = 0, k0 = h0 = 0, we have∥∥f (t, u1, v1)− f (t, u2, v2)∥∥ r1(t)‖u1 − u2‖ + r2(t)‖v1 − v2‖,
r1 + r2 = 12 > 0, a(a + 1)
[
2(r1 + r2)
]= 1
2
· 3
2
· 2 · 1
2
= 3
4
< 1.
So, condition (H3) holds. Therefore, our conclusion follows form Theorem 3.2. The proof is
completed. 
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