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We clarify the confusion in the expression of the static structure factor S(k) in the study of con-
densed matters and discuss its explicit form that can be directly used in calculations and computer
simulations.
For a N -particle system of volume V with density pro-
file ρ(r) =
∑N
i=1 δ(r−ri), the static structure factor S(k)
is defined as the Fourier density correlation [1]
S(k) ≡ 1
N
〈ρˆkρˆ−k〉 , (1)
where the Fourier transform pair is ρˆk =
∫
ρ(r)eik·rdr =∑N
i=1 e
ik·ri and ρ(r) = (2pi)−3
∫
ρˆke
−ik·rdk [2]. A general
expression of S(k) used in computer simulations is
S(k) =
1
N
〈
N∑
i=1
eik·ri
N∑
j=1
e−ik·rj
〉
=
1
N
〈∣∣∣∣∣
N∑
i=1
cos(k · ri)
∣∣∣∣∣
2
+
∣∣∣∣∣
N∑
i=1
sin(k · ri)
∣∣∣∣∣
2〉
. (2)
In Equation (2), the summation of cosine or sine function
scales with N2 (so S(k) ∼ N), when k = 0 or the density
profile ρ(r) has a periodicity matching the wavevector k
(e.g. a crystalline structure). Therefore, Equation (2) is
valid for both amorphous structures (e.g. uniform liq-
uids, glasses) and periodic structures (microphases, crys-
tals).
For simulations in a cubic box of finite size L = 3
√
V
with periodic boundary conditions (PBCs), one sets the
wavevector increment to be ∆k = 2pi/L, because PBCs
impose a constraint L on the maximum possible period.
Any period larger than L (any wavevector smaller than
∆k) is unphysical. One can then choose to calculate
S(k) for (nk + 1)
3 number of k’s, ∆k(nx, ny, nz) with
nx, ny, nz = 0, 1, 2, · · · , nk [3]. Since it is often desirable
to express S(k) as a function of the modulus k = |k|,
one can group k’s that have the same magnitude k (or
fall in the same bin [k, k+ dk] in case of finite numerical
accuracy) and use the averaged value for S(k).
In the statistical mechanics theory of liquids, S(k) is
also related to the radial distribution function g(r) or the
pair correlation function h(r) = g(r)−1 [4] by the Fourier
transform. However, among several widely used text-
books, two apparently conflicting expressions are used.
For instance, references [1, 3, 5, 6] use
S(k) = 1 + ρ
∫
drg(r)eik·r(≡ 1 + ρgˆk) (3)
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while references [7–10] use
S(k) = 1 + ρ
∫
dr(g(r) − 1)eik·r(≡ 1 + ρhˆk). (4)
We argue here that, although Equation (3) is concep-
tually correct, it is practically not useful and could be
misleading. Since lim
r→∞
g(r) = 1 is not absolutely inte-
grable, the integral gˆk =
∫
drg(r)eik·r in (3) does not
converge (or the Fourier transform gˆk does not exist) [6].
The problem is solved by using h(r) = g(r) − 1 instead,
whose Fourier transform hˆk =
∫
dr(g(r)−1)eik·r is a well-
defined converging integral. The original diverging part
(or N -dependent part in the case of finite box size) in (3)
is then extracted in a separate term of delta function [1],
S(k) = 1 + ρ
∫
dr(g(r) − 1)eik·r +Nδk,0, (5)
where the relation
∫
dreik·r = (2pi)3δ(k) = V δk,0 is
used [11, 12]. Therefore, Equation (4) is correct and a
special case of (5) when k 6= 0. If the system is uniform,
Equation (4) can be further simplified to [10]
S(k) = 1 + 4piρ
∫ ∞
0
dr(g(r) − 1)r2 sin(kr)
kr
, (k 6= 0).
(6)
In principle, we can obtain g(r) from inverse Fourier
transform of S(k). However, Equation (3) will lead to a
confusing result g(r) = (2pi)−3
∫
dk(S(k)− 1)/ρe−ik·r [1,
3], if the integration interval is not carefully chosen.
In fact, because gˆk = hˆk + (2pi)
3δ(k) has a δ-function
singularity at k = 0, like S(k), the full integration
(2pi)3
∫
dkgˆke
−ik·r = g(r) conceptually [12, 13], while
(2pi)3
∫
k 6=0
dkgˆke
−ik·r = g(r)− 1. Because hˆk only has a
finite discontinuity at k = 0 [12], inverse Fourier trans-
form of hˆk from Equation (4) converges and gives the
more useful result [9, 10]
g(r) = 1 +
1
(2pi)3
∫
dk
S(k) − 1
ρ
e−ik·r (7)
= 1 +
1
2pi2
∫ ∞
0
dk
S(k)− 1
ρ
k2
sin(kr)
kr
. (uniform)
(8)
Note that the above integration has been extended to
include k = 0, in which lim
k→0
S(k), instead of S(0), is
used at k = 0 [12].
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FIG. 1: g(r) (left) and S(k) (right) for Lenard-Jones (of core
size σ) liquid at density ρσ3 = 0.8 (top), lamellar phase at
density ρσ3 = 0.4 (middle) and face-centered cubic crystal
at density ρσ3 = 1.2. For S(k) both direct calculation us-
ing Equation (2) (blue crosses) and Fourier transform of g(r)
using Equation (6) (red line) are shown.
Finally, we test the direct method in Equation (2) and
the Fourier transform method in Equation (6) by calcu-
lating S(k) of Lennard-Jones systems in liquid, lamellar
and crystalline state (Fig. 1). For liquid structures (top),
the two methods agree with each other very well. For the
lamellar phase (middle), amorphous structural features
above kσ > 5 are still preserved. In the small k limit,
strong oscillations of S(k) from the Fourier method and
high peaks from the direct method are resulted from the
long wavelength period of the lamellae. But the direct
method gives more quantitative measurement of the long-
range order, including the major peak S(k∗) = 270.55
(∼N) at k∗ = 2pi/L = 0.36744 for this N = 2000 sys-
tem (out of the axis range in Fig. 1). For crystalline
structures (bottom), the Fourier transform of g(r) only
capture some peak locations of S(k). The actual S(k) of
crystals should have peak height that scales with system
size N and peak locations that correspond to those in
X-ray crystallography (blue vertical lines) . The Fourier
transform in Equation (6) should not apply to modulated
phases or crystals because it assumes isotropic structures.
The large value S(0) = N , due to the discontinuity of
S(k) [12], can be obtained from the direct method by
setting k = 0 in Equation (2). The physically meaningful
lim
k→0
S(k) = ρkBTκ, where κ is the isothermal compress-
ibility [1, 12].
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