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It has long been understood that the mind has evolved to learn language. Recently this claim has 
been inverted to question how language evolves to become learnable. However, there is little 
evidence on how semantic evolution is shaped by language acquisition and processing in a 
naturally occurring language. In this research, we provide evidence to demonstrate how the human 
mind and language evolution of semantic constraint one and other. In study 1, we showed that 
words that people found more difficult to learn and process changed their semantics at a higher 
rate over the past 200 years, suggesting human cognition constrains semantic evolution. The 
alternative causality of study 1 is that semantic change since 1800 leads to difficulty in learning 
and processing. This alternative is unlikely because knowledge unknown to people living today, 
that is, historical meanings of words before their birth, could not influence how people learn and 
process language. However, semantic change, if occurred in recent decades, could in turn hamper 
semantic processing, but only for those people who were born early enough to experience it. We 
found supporting evidence in study 2 that semantic change between 1970 and 2000 hinders the 
processing speed in middle-aged adults (aged 45-55) but not in younger adults (aged <25). Taken 
together, our two studies highlight the importance of studying language evolution in relation to 
processing and acquisition patterns across generations of language users. 






Languages face the challenge of expressing an infinite range of ideas using a finite set of words 
(Chomsky, 1957). A common strategy to meet this challenge while maintaining a compact size of 
lexicon is to assign new meaning to existing words. Previous literature has shown that the 
meanings of words change in predictable ways (Ullmann, 1962) and proposed various accounts to 
explain such regularities in semantic change, such as grammaticalization, subjectification, erosion, 
metaphor, etc (Traugott and Dasher, 2001; Lakoff, 2008). In addition, there are case studies that 
documented how and when individual words changed their meaning (e.g. Lehrer, 1985). For 
instance, the original meaning of the word broadcast in agriculture was to cast or sow seeds widely, 
but with the advent of communication technologies (such as the radio) the modern meaning of 
broadcast (since the early 20th century) refers to the spreading or transmitting of a message.  
What are the factors that influence the rate of semantic change in language? One potentially 
important factor is the role of the broader context in which language is used in, as described by the 
linguistic niche hypothesis, which states that languages evolve in response to the external social 
environment (Lupyan & Dale, 2010). Another factor focuses on the language users themselves, 
instead of considering how humans have evolved to acquire language (Chomsky, 1966), the 
question has recently been inverted to ask how language has been shaped to fit the human brain 
(Christiansen & Chater, 2008). Following Darwin’s evolutionary theory, Christiansen and Chater 
(2008) view language itself as a complex “organism”, which evolves under selectional pressure 
from generations of language users. One major pressure that drives language evolution is that 
language needs to be easy to learn and process.   
Evidence supporting the relation between how language is acquired and processed and how 
language evolved has been accumulating, involving both laboratory-based experiments (Kirby, 
Cornish, & Smith, 2008) and computational simulations (Kirby, 2001; Monaghan, Christiansen, 
& Fitneva, 2011). Recently, the theory has also received support from studies using naturally 
occurring language. For instance, Hills and Adelman (2015) used the psycholinguistic property of 
concreteness (i.e., how easy is it for a given word to refer to a specific object or entity) as an 
indicator of language learnability on the basis of prior findings that concrete words tend to be 
acquired earlier in life as compared to abstract words (De Groot & Keijzer, 2000). Hills and 
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Adelman analyzed historical corpora of American English and found that the use of concrete 
language has become more prevalent over the past two centuries (see also Snefjella et al., 2019). 
Monaghan (2014) investigated the relation between self-report age of acquisition ratings and the 
rate of lexical evolution for 200 English words that are fundamental in most language vocabularies. 
He found that early-acquired words tended to be more resistant to lexical change. Taken together, 
the evidence supports the idea that languages themselves evolve to become more learnable 
(Christiansen & Chater, 2008, Deacon, 1997; Smith & Kirby, 2008).  
However, to date, most studies demonstrating the relation of language evolution to language 
acquisition and processing have focused on evolution of the lexical form (e.g., Monaghan, 2014; 
Pagel et al., 2007). Less evidence exists for how evolution of semantic meaning is related to 
language acquisition and processing. Fortunately, the availability of large-scale diachronic 
language corpora, along with computational tools for quantifying diachronic changes in word 
embeddings over times (e.g., Dubossarsky et al., 2016, Hamilton et al., 2016; Li et al., 2019) have 
enabled us to address this particular gap in the literature.  
Semantic change could be viewed as the result of competing selective forces that arise from 
learners (Christensen & Chater, 2008), senders, and receivers (Zipf, 2016) who are using language 
in a fast-changing social and technological landscape (Hills, Adelman, & Noguchi, 2015). The 
rapidly changing information landscape (Varian & Lyman, 2000; Eppler & Mengis, 2004), 
particularly with the advent of new and emerging technologies and increased cultural contact and 
interaction, places increasing demands on senders to express new meanings. Even though 
inventing new lexical forms for every new meaning is probably favorable for the listener (because 
any lexical form would signal a unique meaning), such an approach will make language size 
excessively large and consequently difficult to learn, produce, and process for all language users. 
Therefore, new meanings are more often expressed in existing lexical forms (Ramiro, Srinivasan, 
Malt & Xu, 2018).   
This leads to the question of which words are more likely to host new meanings? Previous studies 
have addressed this question by identifying linguistic features (e.g. low frequency, verb class, 
polysemy, prototypicality) that make a word more susceptible to semantic change than others 
(Pagel et al, 2013; Dubossarsky et al, 2016; Hamilton, Leskovec, & Jurafsky, 2016). Another way 
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to look at the same question is to consider the pressures that generations of language users impose 
on language evolution. Consider that words that are easy to learn and process are used frequently 
(Balota, et al, 2007; Pexman et al, 2017) and retrieved more quickly and accurately (Juhasz, 2005) 
also tend to be more resistant to the onset of aging (Hodgson & Ellis, 1998) and acquired cognitive 
impairment (Bradley, Davies, Parris, Su, & Weekes, 2006). This suggests that the ease of 
acquisition and processing strengthens the association between the lexical form and its meaning 
such that the lexical form is a reliable signal of its meaning, making these words less suitable to 
host new meanings since the cost to re-associate such lexical forms with new meanings would be 
too high, ultimately decreasing learnability of the new form-meaning mapping. On the other hand, 
words that are relatively more difficult to learn and process are likely to have less well-established 
form-meaning associations (i.e., such a word form is a weaker signal of meaning), reducing the 
cost of updating the meanings of these words. Moreover, re-associating with new meaning 
provides opportunities for the word to evolve in the direction of evolutionary success, particularly 
if the new meaning is frequently used in current communication.  
The present study first explores whether the difficulty of being acquired and processed makes a 
word more likely to be selected to host new meaning (i.e., have a less stable semantic history). In 
Study 1, we conducted a regression analysis to evaluate whether age of acquisition ratings (as a 
proxy for a word’s learnability), semantic processing speed, and lexical recognition speed predict 
rate of semantic change over the past 2 centuries. We hypothesize that words difficult to process 
and learn (acquired later in life) change their semantics at a higher rate (H1.1, H1.2). 
In study 1, we didn’t examine the alternative causality that semantic change since 1800 leads to 
difficulty in learning and processing. This is because knowledge unknown to people living today, 
that is, historical meanings of words before their birth, could not influence how people learn and 
process language. However, it is unclear whether semantic change, if occurred in recent decades, 
could in turn hamper semantic processing, but only for those people who were born early enough 
to experience it. In study 2 we explored this question. Leveraging on existing mega-study 
databases and complemented with new data from psycholinguistic experiments, we examined rate 
of semantic change between 1970 and 2000 so that semantic change is personally experienced by 
only middle-aged adults (aged 45-55) but not by younger adults (aged 18-25). Based on previous 
research showing that the slower processing speeds among middle-aged adults can be attributed to 
 6 
interference and information accumulation in long-term memory (Ramscar et al., 2017, Qiu & 
Johns, 2020), we reasoned that exposure to inconsistent semantic meanings of a word over one’s 
lifespan may inadvertently activate deprecated meanings and therefore slow down processing 
speeds due to this interference effect. We hypothesize that the rate of semantic change between 
1970 and 2000 hampers semantic processing speed of middle-aged adults more than it does on 
younger adults (H2.1).  
Finally, we investigated whether the rate of semantic change affected lexical recognition 
performance on a visual lexical decision task. Since such tasks tend to show strong effects of 
familiarity to the word form (Balota & Chumbley, 1984) rather than measuring specific aspects of 
a word’s semantic representation (but see Pexman et al., 2002 for an example of studies showing 
semantic effects in word recognition), we expected rate of semantic change to have no relation 
with lexical decision performance (H1.3).    
 
Our specific hypotheses are as follows:  
Study 1:  
H1.1. Words acquired later in life are more likely to change their semantics.  
H1.2. Words with processing disadvantage in semantic decision task are more likely to 
change their semantics. 
H1.3. Performance in a visual lexical decision task is not related to rate of semantic change 
Study 2:  
H2.1. Semantic change of words, when personally experienced within one’s life span, 
slows down semantic processing speed (Semantic change of words slows semantic 
processing speed of middle-aged adults more than it does on younger adults) 
H1.3. Performance in a visual lexical decision task is not related to rate of semantic change 
(replicate finding in study 1 using a different dataset). 
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Quantifying rate of semantic change 
We quantified semantic change of a word by comparing its meanings across two time points in 
history. Taking a Firthian approach (Firth, 1957), we assumed that the meaning of a word can be 
reliably inferred from the linguistic contexts in which the word has been used.  We used the English 
Google Ngram Corpus (Michel et al., 2011) to extract contextual information of words for each 
year from 1800 to 2000. The Google Ngram Book corpus represents around 6% of all books 
published over the last several hundred years (Michel et al., 2011), which contain approximately 
155 billion words.  
To quantitatively represent the meaning of words and to compute degree of similarity between two 
meanings, we used distributional semantics, in which words are embedded in vector space 
according to their co-occurrence relationships (Bullinaria & Levy, 2007). We obtained diachronic 
word embeddings for each year from Li, Engelthaler, Siew, and Hills (2009). In their study, word 
embeddings were constructed based on the following steps. First, vectors containing the number 
of times a given word co-occurred with all other words were directly obtained from the co-
occurrence matrix described above. Second, they computed the positive pointwise mutual 
information (PPMI) for each pair of words and then constructed a PPMI matrix with entries given 
by  
PPMI(𝑣&, 𝑣() = max(0, log( 𝑃(𝑣&, 𝑣()𝑃(𝑣&) × 𝑃(𝑣(	))) 
where vi, vj represents a pair of words from the corpus. p(v) corresponds to the empirical 
probabilities of word co-occurrences within a sliding window size of 5 over original text. As 
compared to co-occurrence counts, PPMI penalizes high-frequency words (i.e., of, the, and) that 
were used in wide range of contexts, and favors word pairs that frequently appeared together but 
not with others (i.e., Hong and Kong). Forcing PPMI values to be above zero ensures that they 
remain finite and this has been shown to improve results (Bullinaria & Levy, 2007). 
Finally, dimensionality of word embeddings was reduced to 300 using singular value 
decomposition (SVD). This dimensionality reduction acts as a form of regularization and allows 
us to compare word similarities by computing the cosine similarity of word embeddings. This 
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approach has been effectively demonstrated in a number of studies (Hamilton et al, 2016; Sagi, 
Kaufmann, & Clark, 2011; Xu & Kemp, 2015; Li et al, 2019).  
With diachronic word embeddings, the semantic stability (inverse of rate of semantic change) of a 
given word can be quantified as  
𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐	𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦A(𝑤&) = cos_dist(𝑤&(I), 𝑤&(IJA))             Equation (1) 
where 𝑤&(A) refers to the word embedding of word 𝑤& in year 𝑡. The historical embedding is aligned 
to its modern embedding using orthogonal Procrustes (Schönemann, 1966). Semantic similarity 
ranges from 0 to 1. For example, the semantic similarity of happy between year 1800 and 2000 is 
0.73, much higher as compared to words that underwent greater semantic change, such as gay 
(0.36), and car (0.41). This allows researchers to examine potential forces that influenced semantic 
change.  As a baseline for further examination, the Macroscope (Li et al., 2019) provides the 
semantic stability of a word in relation to its modern and historical word embeddings.  
Figure 1 (left) shows the distribution of semantic similarity between 1800 and 2000 for 50,000 
English words. The negatively skewed distribution suggests that the majority of words were used 
in similar contexts at both time points. Figure 1 (right) shows the semantic stability of a few 
selected words as an example. Each line represents the semantic similarity between its historical 
meanings (year 1800-1990) and its contemporary meaning (year 2000) of the corresponding word. 
The average semantic stability is plotted in grey as a benchmark. Figure 1 (right) suggests that the 
word happy is relatively stable in its semantics across the past two centuries. In contrast, gay, car, 
and broadcast all changed their meaning drastically. The turning points suggest that the semantics 
of gay changed (from “joy” to “homosexuality”) roughly in the 1950s, whereas the semantic 
change of broadcast (from “spread of seed” to “spread of information”) took place earlier in the 
1920s, and semantics of car (from “wheeled horse-drawn vehicle” to “automobile”) changed 




Figure 1. Left: Distribution of semantic similarity between 1800 and 2000. Right: Semantic 
stability of selected words. Each line represents the semantic similarity between historical meaning 
and contemporary meaning (year 2000) of the corresponding word. The grey line represents the 
average semantic similarity across all words in the Macroscope database (Li et al., 2019). 
Study 1 
 
Table 1. Information about the datasets used to test the study hypotheses.   
 Data Hypothesis 
Tested 






Age of Acquisition ratings 
(Kuperman et al., 2012) 




The English Lexicon Project 
(Balota et al., 2007)  







The Calgary Semantic 
Decision Project 
(Pexman et al., 2017) 









The English Crowdsourcing 
Project 
(Mandera et al., 2019) 






Newly collected data on 
lexical processing task 
H1.3 237 recruited 
from Prolific 
Two age groups: 
Group 1: 18-25 
Group 2: 45-55 
180 
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Note: Both number of words in the dataset and number of words used in the analysis (in 
parentheses) are reported. Only the words that had values for all linguistic properties in the 
regression model were included. 
Method 
In the first study, we tested the hypotheses H1.1, H1.2 and H1.3. The materials we used in both 
studies are summarized in Table 1. To test H1.1 (Words acquired earlier in life are more likely to 
be semantically stable), we used Age of Acquisition ratings (AoA) collected by Kuperman et al. 
(2012). In their study, participants were asked to report the age (in years) at which they thought 
they had learned the word1. To test H1.2 (Words processed faster in a semantic decision task are 
more likely to be semantically stable), we used data from the Calgary Semantic Decision Project 
(Pexman et al., 2017). Semantic decision task requires participants to decide, as quickly as possible, 
whether a word was abstract or concrete. A total of 321 participants provided abstract-concrete 
decisions to 10,000 English words. To test H1.3 (Words recognized faster in a lexical decision 
task are more likely to be semantically stable), we used visual lexical decision data from the 
English Lexicon Project (Balota et al., 2007). In contrast to the semantic decision task that requires 
participants to retrieve semantic meaning of words, lexical decision task only requires participants 
to decide, as quickly as possible, whether a string of letters formed a word or a non-word. This 
dataset contained mean reaction time and accuracy rates for 40,481 words and 40,481 nonwords 
collected from 444 participants.  
 
We investigated how rate of semantic change relates to AoA, and semantic processing, lexical 
recognition in 3 regression models (Table 2) where semantic stability was regressed on AoA, 
response time of either lexical decision task or semantic decision task, and other related variables 
such as log frequency, length, emotionality, arousal, and concreteness. Response time were 
computed for each word by averaging response time across all participants.  
 




Age of acquisition was included in the models that explain the variance of response time of lexical 
recognition and semantic processing because it has been previously found to be a strong predictor 
(Morrison & Ellis, 1995). Frequency of words in year 2000 were retrieved from Google Ngram 
Book Corpus (Michel et al., 201). Length of words were computed by counting number of letters 
in a word. Emotionality was computed by taking the absolute value of the difference between the 
word’s valence and average valence in the dataset so that the most negative and the most positive 
words have the largest scores on emotionality. Valence, arousal, and concreteness norms were 
taken from Hollis, Westbury and Lefsrud’s (2016). 
 
Semantic similarity was computed using the cosine similarity between word embeddings of 1800 
and 2000. We chose year 1800 to be the historical point which the contemporary meaning was 
compared against in order to provide sufficient information with respect to the historical dynamics 
of words. More importantly, it also means that AoA and performance in semantic decision task 
and lexical decision task is not likely to be influenced by rate of semantic change since 1800 
because how people living today learn and process language shouldn’t be influenced by a semantic 
history they never experienced. In addition, we conducted a sensitivity analysis to explore if the 




The regression analysis showed that AOA remained a strong predictor of semantic stability even 
with the inclusion of control variables, b = - 0.21, t(8590) = -13.9, p  <  .001 (Table 2, column 1). 
It supports our hypothesis that words acquired later in life (proxy of difficulty of learning) are 
more likely to change their semantics over history (H1.1). 
 
We also found that semantic processing speed when deciding whether a word is concrete or 
abstract was a significant predictor of semantic stability, b = -0.09, t(2935) = -4.65, p  < .001, such 
that words whose semantics were processed slower were more likely to change their semantics 
through the past 200 years. In contrast, semantic stability did not influence performance in the 
lexical decision task, b = 0.04, t(5003) = 1.83, p = 0.68.  
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We noticed that the adjusted R2 is very small in all three models, especially in contrast to 
Monaghan (2016) who used AoA to predict stability of lexical forms. The is probably because as 
compared to change in lexical forms, semantic change is under greater influence from changes in 
the external social-cultural environment, which we did not specifically consider in our current 
study. Moreover, the Monaghan’s (2016) study analyzed around 200 ultra-conserved words that 
are fundamental terms in the vocabularies of many languages. In contrast, our sample size is much 
larger; increasing to around 3,000 when investigating how semantic processing speeds predicted 
semantic stability and above 8,000 when investigating how AoA predicted semantic stability. The 
large sample size on the one hand, may introduce noise that reduce the explanatory power of the 
predictors, but on the other hand, demonstrates that the relation between language evolution and 
cognitive constraints exists beyond a small selection of fundamental vocabulary items.  
 
Table 2. Summary of regression models predicting semantic stability.  
 
Note: Semantic stability is quantified as cosine similarity between word vectors of 1800 and 2000. 
 
Sensitivity Analysis 
Before proceeding, it is important to closely examine whether and how the choice on the year of 
comparison might alter our results. Given that there is no non-arbitrary way to select the most 
appropriate year of comparison, we re-computed semantic stability by varying the year of 
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comparison from 1800 to 1990. For each choice of the year of comparison, we performed the same 
regression analysis as in Table 2 so that we can investigate how the relation of semantic stability 
with language acquisition and processing (age of acquisition, semantic processing and lexical 
decision) changes as a function of the historical year selected when computing semantic stability. 
Figure 2 shows that semantic stability was a significant predictor of age acquisition and semantic 
processing unless it was computed using a year of comparison later than 1940. Furthermore, we 
found that semantic stability was not a good predictor of lexical recognition across most of the 
historical range.  
 
 
Figure 2. Sensitivity analysis. The x-axis represents the year of comparison when computing 
semantic stability. The y-axes are p-values (top panel) and regression coefficients (bottom panel) 
from the regression analyses.  The red dotted lines were significance threshold of 0.05 for the top 
panel and 0 for regression coefficient in the bottom panel.  
 
We also examined if semantic stability has similar effect on accuracy as it has on reaction speed. 
Accuracy refers to the proportion of people who correctly identified words as words in lexical 
decision task, or correctly labeled abstract and concrete words in semantic decision task. We fitted 
the same regression models as reported in Table 2 except that reaction time was replaced with 
accuracy rate as the independent variable (Appendix Table 1, Figure 1). Consistent with RT 










































































































































































































stability (b = 0.06, t(2935) = 3.39, p = 0.001) and recognition accuracy had no effect on semantic 
stability (b = 0.02, t(5003) = 0.86, p = 0.39). 
Study 2 
 
In Study 1, we quantified semantic similarity by comparing a word’s meaning in year 1800 to its 
meaning in year 2000. This allowed us to focus on semantic change that were mostly not directly 
experienced by the people living today. However, when semantic change occurs during one’s 
lifetime, it may have an impact on how fast one can process the word because updating words with 
new meaning could be cognitively costly (Maciejewski, Rodd, Mon-Williams & Klepousniotou, 
2020).   
 
Here, we explored whether semantic stability has a greater impact on middle-aged adults’ 
performance on the lexical decision task and semantic decision task. We were unable to do this 
using the data in Study 1 because the English Lexicon Project and the Calgary Semantic Processing 
Project recruited their participants from an undergraduate student population. Therefore, in Study 
2 we use lexical recognition data from the English Crowdsourcing Project (Mandera, Keuleers, & 
Brysbaert, 2019) that included participants whose age covers a wide range (mean=35, sd=17). 
Since there is no existing database that covers the performance of both younger and middle-aged 
adults in the semantic decision task, we conducted an experiment to obtain this data ourselves. 
 
Method 
Following a similar procedure as specified in Pexman et al. (2017), we selected 100 concrete words 
and 100 abstract words from Brysbaert, Warriner, and Kuperman’s (2013) comprehensive list of 
concreteness ratings. For both the concrete group and the abstract group, 50% of the words are 
semantically stable words and 50% are semantically instable words. Semantically stable words 
were selected from words with stability1970,2000 (w) > 0.8; while semantically instable words were 
selected from words with stability1970,2000 (w) < 0.65 (refer computation of stability to Equation 1). 
The words were carefully selected to ensure no significant differences in concreteness, frequency, 
valence and age of acquisition between semantically stable words and instable words, and no 
significant differences in semantic stability, frequency, valence and age of acquisition between 
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concrete word group and abstract word group (see details in Appendix Table 2). Similar to study 
1, we included these factors as covariates in the regression model.   
We recruited 237 native English-speaking participants (120 between 18-25 years old; 117 between 
45-55 years old) from Prolific, a crowdsourced data collection platform for psychological research. 
Each participant was required to respond to each of the 200 words that appeared on the computer 
screen in random order and decide whether the word was a concrete or abstract word by clicking 
‘Z’ on the keyboard to indicate abstract or ‘M’ to indicate concrete. The response time was 
recorded. A randomly selected list of 20 words (10 abstract and 10 concrete) from the stimuli list 
were used as practice trials for participants to familiarize themselves with the task. We excluded 
the words used in the practice trials from the analysis. The final number of words included in the 
analysis was 180.  
Since Study 2 explores the effect of semantic change throughout lifespan on word processing and 
recognition, we regressed semantic stability on reaction time of semantic processing and lexical 
recognition together with other related variables including log frequency, length, emotionality, 
arousal, and concreteness. To explore whether middle-aged adults were more sensitive to semantic 
stability, we also include the participant’s age in the regression model. Unlike Study 1 in which 
reaction time was aggregated by words (i.e., reaction time of a word was the mean of all 
participants’ responses), Study 2 analyzed unaggregated, trial-level data. We included both 
participant and word as random intercept effects. The participant random effect controls for an 
individual’s idiosyncratic factors underlying responses to all words by the same participant. The 
word random effect controls for the common factors driving response time from all participants to 
the same word. In the mixed effect model that predicted lexical recognition, we only included the 
word random effect and not the participant random effect because the average number of people 
who responded to the same word was less than 5, too low to include the random effect of 
participant. 
Semantic similarity was computed using the cosine similarity between word embeddings of 1970 
and 2000. We chose year 1970 as the reference point so that the measure captures the semantic 




Table 3 shows that we were able to successfully replicate our finding in Study 1 using two different 
datasets on semantic decision task and lexical decision task: Semantic stability was a significant 
predictor of semantic processing (b = - 0.07, t(198) = -4.47, p <= 0.001) whereas it did not predict 
performance in the lexical decision task (b=0.00, t(5278) = 0.16, p = 0.873).  
Consistent with our prediction, for semantic decision task we found a significant interaction effect 
between semantic stability and age (b=-0.04, t(42090) = 5.17, p < 0.001). A simple slope analysis 
(Figure 3; left) shows that middle-aged adults, but not younger adults, responded more slowly to 
words that were semantically unstable in semantic decision task (middle-agedadults: b= -0.07, t = 
-4,24, p < 0.001; Younger adults: b= -0.02, t = -1.42, p = 0.16).  
 
We further explored whether this processing disadvantage among middle-aged adults was driven 
by concrete or abstract words. In a simple slope analysis exploring the 3-way interaction between 
age, concreteness, and semantic stability (Figure 3; right), we found that among middle-aged adults 
the slope between semantic stability and reaction time was steeper for concrete words (b= -0.08, t 
= -3.85, p < 0.001) than abstract words (b = -0.05, b = -2.21, p < 0.05). This means that for middle-
aged adults, concrete words appear to suffer more from semantic instability than abstract words in 




Table 3. Relationship between semantic stability and RTs from the lexical decision task and 









The present study found that ease of learning and processing is related to the extent to which the 
semantics of words changed or remained stable across history. Previous studies proposed a 
theoretical framework that argues that language evolution is shaped by cognitive constraints of its 
users (Christiansen & Chater, 2008; MacNeilage & Davis, 2000). This framework has received 
support from computational models of language evolution (Chater et al., 2009; Kirby, 2001; Smith, 
2004) as well as experiments using artificial language learning tasks (Kirby et al., 2008; Monaghan 
et al., 2011). To our knowledge, the only empirical evidence using natural language data that found 
direct support for the theory is Monaghan’s (2014) work showing that modern-day estimates of 
age of acquisition ratings (used as a proxy for ease of learning) predicted the rate of change of 
lexical forms. The present study complements these findings and is the first to demonstrate a clear 
association between semantic change and cognitive constraints in language acquisition and 
processing. Below, we discuss how Study 1 and Study 2 provide converging evidence for the 
symbiotic relationship between language evolution and cognitive constraints. Specifically, Study 
1 showed that cognitive constraints (in language acquisition and processing) shaped the evolution 
of a word’s semantics, and Study 2 showed that the semantic history of words affected how people 
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Using contemporary data on how people process and learn words, our analysis in Study 1 shows 
an association between semantic change and cognitive constraints, even after accounting for a 
number of psycholinguistic covariates. It is important to note that since semantic stability in Study 
1 was quantified by comparing the contexts of words in year 1800 and year 2000, the historical 
semantic change of words should be obscure to most participants who took part in the megastudy 
data collection as they were typically young, college-aged adults recruited from psychology 
research subject pools (particularly for the semantic decision task). In other words, participants 
should only be familiar with the modern meanings of words, and it is unlikely for one’s learning 
history and language performance to be directly influenced by a history that they did not personally 
experienced. This line of reasoning precludes the conclusion that long-term, historical changes in 
the meaning of words affected the learnability and processing of words, leaving the alternative 
conclusion that it is the cognitive constraints associated with learning and using words (as 
approximated by modern day measures of age of acquisition and processing performance) that 
shaped the extent of semantic change among words (Monaghan, 2014). Specifically, words that 
are acquired later in life and are more slowly responded to in the semantic decision task are also 
the words that experienced the most semantic change over history.  
Given that Study 1 found that modern estimates of learnability and language processing were 
predictive of the extent of a word’s semantic change over history, we wanted to investigate if more 
recent changes in a word’s semantic representation affected how people processed words. Hence, 
Study 2 was deliberately designed to tease apart the influence of historical semantic change and 
semantic change within one’s lifespan. This was done by yoking lifespan semantic change to year 
1970 so that the semantic change can only be directly experienced by middle-aged adults but not 
younger adults in our study. We predicted that words that changed their meaning in recent decades 
and that took place within one’s lifetime would consequently leave an impact on how one would 
process those words. The results of Study 2 indicated that people were indeed sensitive to changes 
in a word’s semantics that occurred within their lifetimes. Middle-aged adults, but not younger 
adults, were slower at processing words that changed their semantics during their lifetime. This 
suggests that higher rate of semantic change can be costly to cognitive processing. This may be 
due to the fact that updating words with their new meanings can be cognitively costly (Maciejewski, 
Rodd, Mon-Williams, & Klepousniotou, 2020), or alternatively, due to interference effects in 
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memory when multiple meanings become activated for a single lexical form (Ramscar et al., 2017; 
Qiu & Johns, 2020). In sum, Study 2 provided evidence that the changing semantics of words can 
directly influence semantic processing of those words; words that experienced the most semantic 
change over a person’s lifespan were more slowly responded to in a semantic decision task.   
Language evolution tends to take the path of least resistance (Zipf, 2016); within the present 
context of semantic change, words tend to change their semantics in a manner that minimizes 
cognitive effort. Ramiro et al. (2017) provided supporting evidence to this claim by modeling the 
temporal order in which new senses of individual words emerged over time. Given the set of 
meanings a word has developed over its semantic history, the authors found that the new meaning 
that was more likely to emerge next tended to be the meaning with the highest semantic similarity 
with the existing word sense. They argue that such an evolution path is the most cognitively 
efficient path because it minimizes the cognitive effort required to associate new meanings with 
word.  
Our study complements Ramiro et al.’s findings by answering a related question: When new 
meanings emerge, which words are more likely to be chosen to express these meanings? The fact 
that semantic change is more likely to occur among words learnt later in life and processed slower 
may reflect minimization of cognitive effort when new meaning is incorporated into the lexicon. 
As mentioned in the Introduction, highly semantically stable words are less suitable candidates for 
hosting new meanings since the cost to re-associate such lexical forms with new meanings would 
be too high. On the other hand, it is less costly to update the meanings of words that are relatively 
more difficult to learn and process as they are likely to have less well-established form-meaning 
associations. Hence, one potential way of reducing the overall cost of restructuring and updating 
the lexicon could be to preferentially assign new meanings to lexical forms that are more difficult 
to learn and process.  
In the present study, we focused our scope on words that remained in use from 1800 to 2000; 
otherwise, the computation of semantic stability between 1800 and 2000 would not be possible. 
That necessarily implies that words that “died” during this period were excluded from the analysis. 
We speculate that many of these dead words were difficult to learn and process, and did not manage 
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to associate themselves with new meanings that could have allowed them to survive. One potential 
follow-up is to investigate how the learnability of these words have changed before the words died. 
As a final point, it is worth highlighting that research on semantic change in language evolution is 
usually done with the goal of identifying laws and patterns in historical corpora (Hamilton et al., 
2016; Xu & Kemp, 2015). Our approach is different as we aimed to highlight how semantic change 
could be understood from the perspective of the role of human cognition in language usage, by 
connecting quantitative patterns of diachronic semantic change to large-scale databases of 
behavioral measures related to the processing and learning of language. Overall, the present paper 
provides evidence that semantic evolution of words is related to how early in life it is acquired and 
its ease of processing in a semantic decision task. Our results highlight the importance of 
investigating language evolution with close consideration of the cognitive capabilities and 
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Table 1: Summary of regression models that explores relationship between semantic stability 





Figure 1: Sensitivity analysis on predicting accuracy of semantic decision task and lexical 
recognition task in study 1 
 
 
Table 2. T-test result (shown in p-values) of key linguistic features between the selected concrete 
words and abstract words and between the selected semantically stable word and instable 






Valence AoA Arousal Length 
Concrete group 
vs  
Abstract group  





<0.001 0.93 0.13 0.16 0.49 0.001 0.57 
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