We show that the realization A 0 of A in
a ij ∂ ij u + n j=1 b j ∂ j u + cu
Introduction
The aim of this paper is to study elliptic and parabolic problems for operators in non-divergence form with continuous second order coefficients and to prove the existence (and uniqueness) of solutions which are continuous up to the boundary of the domain. Throughout this paper Ω is a bounded open set in R n , n ≥ 2, with boundary ∂Ω. We consider the operator A given by where Λ > 0 is a fixed constant.
Our best results are obtained under the hypothesis that Ω satisfies the uniform exterior cone condition (and thus in particular if Ω has Lipschitz boundary). Then we show that for each f ∈ L n (Ω), g ∈ C(∂Ω) there exists a unique u ∈ C(Ω) ∩ W 2,n loc (Ω) such that
(Corollary 2.3). This result is proved with the help of Alexandrov's maximum principle (which is responsible for the choice of p = n) and other standard results for elliptic second order differential operators (put together in the appendix). Our main concern is the parabolic problem If the second order coefficients are Lipschitz continuous, then the results mentioned so far hold if Ω is merely Wiener-regular. For elliptic operators in divergence form, this is proved in [GT98, Theorem 8.31] for the elliptic problem (E) and in [AB99, Corollary 4.7] for the parabolic problem (P ). Concerning the elliptic problem (E), and in particular the Dirichlet problem; i.e., the case f = 0 in (E), there is earlier work by Krylov [Kry67, Theorem 4], who shows well-posedness of the Dirichlet problem if Ω is merely Wiener regular and the second order coefficients are Dini-continuous. Krylov also obtains the well-posedness of the Dirichlet problem for a ij ∈ C(Ω) if Ω satisfies the uniform exterior cone condition [Kry67, Theorem 5]. He uses different (partially probabilistic) methods, though.
The Poisson problem
We consider the bounded open set Ω ⊂ R n and the elliptic operator A from the Introduction. At first we consider the case where the second order conditions are Lipschitz continuous. Then we merely need a very mild regularity condition on Ω. We say that Ω is Wiener regular (or Dirichlet regular ) if for each g ∈ C(∂Ω) there exists a solution u ∈ C 2 (Ω) ∩ C(Ω) of the Dirichlet problem ∆u = 0
If Ω satisfies the exterior cone condition, then Ω is Dirichlet regular.
Theorem 1.1. Assume that the second order coefficients a ij are globally Lipschitz continuous. If Ω is Wiener-regular, then for each f ∈ L n (Ω), there exists a unique
The point is that for Lipschitz continuous a ij the operator A may be written in divergence form. This is due to the following lemma.
Proof. One can extend h to a Lipschitz function on R n (without increasing the Lipschitz constant, see [Min70] ). Now the result follows from [Eva98, 5.8 Theorem 4].
Proof of Theorem 1.1. We assume that Ω is Dirichlet regular. Uniqueness follows from Aleksandrov's maximum principle Theorem A.1. In order to solve the problem we replace A by an operator in divergence form in the following way. Let
Consider the elliptic operator 
. By Aleksandrov's maximum principle Thereom A.1, we have
Thus u k converge uniformly to a function u ∈ C 0 (Ω) as k → ∞. By the CalderonZygmund estimate (Theorem A.2),
⊂ Ω, where the constant c does not depend on k. Thus the sequence (u k ) k∈N is bounded in W 2,n (B ̺ ). It follows from reflexivity that u ∈ W 2,n (B ̺ ) and u k ⇀ u in W 2,n (B ̺ ) as k → ∞ after extraction of a subsequence. Conse-
Now we return to the general assumption a ij ∈ C(Ω) and do no longer assume that the a ij are Lipschitz continuous. We need the following lemma which we prove for convenience.
, we may assume that b ij = b ji . Since the function ϕ :
Proof. As for Theorem 1.1 we merely have to prove existence of a solution. We choose a k ij ∈ C ∞ (Ω) as im Lemma 1.3. Let A k be the elliptic operator with the second order coefficients a ij of A replaced by a
for all k ∈ N and some constant c 1 . Notice that the first order coefficients of A k are independent of k ∈ N. Thus (u k ) k∈N is bounded in C α (Ω). By the Arcela-Ascoli theorem we may assume that u k converges uniformly to u ∈ C 0 (Ω) as k → ∞ (passing to a subsequence of necessary). Let B 2̺ ⊂ Ω where B 2̺ is a ball of radius 2̺. Since the modulus of continuity of the a k ij is bounded, by the interior Calderon-Zygmund estimate Theorem A.2
for all k ∈ N and some constant c 2 . It follows from reflexivity that u ∈ W 2,n (B ̺ ) and u k ⇀ u in W 2,n (B ̺ ) as k → ∞ after extraction of a subsequence. Since
The Dirichlet problem
In this section we show the equivalence between well-posedness of the Poisson problem
and the Dirichlet problem
where f ∈ L n (Ω) and g ∈ C(∂Ω) are given. We consider the operator A defined in the previous section and define its realization A in L n (Ω) (recall that Ω ⊂ R n ) by
Thus the Poisson problem can be formulated in a more precise way by asking under which conditions A is invertible (i.e. bijective from D(A) to L n (Ω) with
. Note that for µ > 0, the operator A − µ := A − µI has the same form as A (the order-0-coefficient c being just replaced by c − µ).
Proposition 2.1. The operator A is closed and injective. Thus, A is invertible whenever it is surjective. If A − µ is invertible for some µ ≥ 0, then it is so for all.
Proof. By the Aleksandrov maximum principle (Theorem A.1) there exists a constant c 1 > 0 such that
. By passing to a subsequence we
Since the ball is arbitrary, it follows that u ∈ D(A) and Au = f . Now assume that µ 1 − A is invertible for some µ 1 ≥ 0. Let µ 2 ≥ 0. Define
where D(A) is considered as a Banach space with respect to the graph norm u A := u L n (Ω) + Au L n (Ω) , since by (2.1)
for all t ∈ [0, 1] and since B(1) is invertible, it follows from [GT98, Theorem 5.2] that B(0) is also invertible.
We call a function u on Ω A-harmonic if u ∈ W Given g ∈ C(∂Ω), the Dirichlet problem consists in finding an A-harmonic function u ∈ C(Ω) such that u | ∂Ω = g. We say that Ω is A-regular if for each g ∈ C(∂Ω) there is a solution of the Dirichlet problem. Uniqueness follows from the maximum principle [GT98, Theorem 9.6]
for all x ∈Ω, which holds for each A-harmonic function u ∈ C(Ω). In particular,
Theorem 2.2. The operator A is invertible if and only if Ω is A-regular.
Proof. a) Assume that A is invertible.
, then u := G − v solves the Dirichlet problem for g. Second step: Let g ∈ C(∂Ω) be arbitrary. Extending g continuously and mollifying we find g k ∈ C(∂Ω) of the kind considered in the first step such that g = lim
Then by the Calderon-Zygmund estimate Theorem A.2 
loc (Ω) and Au = Av = f ; i.e. u ∈ D(A) and Au = f . We have shown that A is surjective, which implies invertibility by Proposition 2.1. Corollary 2.3. Assume that one of the following two conditions is satisfied: a) Ω is Wiener regular and the coefficients a ij are globally Lipschitz continuous, or b) Ω satisfies the exterior cone condition.
Then Ω is A-regular. More generally, for all f ∈ L n (Ω), g ∈ C(∂Ω) there exists a
Proof. Since A is closed by Proposition 2.1 it follows from Theorem 1.1 (in the case a)) and from Theorem 1.4 (in the case b)) that A is invertible. Thus Ω is A regular by Theorem 2.2. Let f ∈ L n (Ω), g ∈ C(∂Ω). Since Ω is A-regular, there exists an For the Laplacian A = ∆, ∆-regularity is the usual regularity of Ω with respect to the classical Dirichlet problem, which is frequently called Wiener-regularity because of Wiener's characterization via capacity [GT98, (2.37)]. It is a most interesting question how A-regularity and ∆-regularity are related. In general it is not true that A-regularity implies Wiener regularity. In fact, K. Miller [Mil70] gives an example of an elliptic operator A with b j = c = 0 such that the pointed unit disc {x ∈ R 2 : 0 < |x| < 1} is A-regular even though it is not ∆-regular. 
Generation results
An operator B on a complex Banach space X is said to generate a bounded holomorphic semigroup if (λ − B) is invertible for Re λ > 0 and sup Re λ>0
Then there exist θ ∈ (0, π/2) and a holomorphic bounded function T :
for all t > 0, where B n = nB(n − B) −1 ∈ L(X). Here Σ θ is the sector Σ θ := {re iα :
If B is an operator on a reel Banach space X we say that B generates a bounded holomorphic semigroup if its linear extension B C to the complexification X C of X generates a bounded holomorphic semigroup T C on X C . In that case T C (t)X ⊆ X (see [Lun95, Corollary 2.1.3]); in particular T (t) := T C (t) |X ∈ L(X). We call T = (T (t)) t>0 the semigroup generated by B. It satisfies lim t↓0 T (t)x = x for all x ∈ X (i.e., it is a C 0 -semigroup) if and only if D(B) = X. We refer to [Lun95,  Chapter 2] and [ABHN01, Sec. 3.7] for these facts and further information.
In this section we consider the parts A c and A 0 of A in C(Ω) and C 0 (Ω) as follows: 
Recall that Ω is A-regular if one of the following conditions is satisfied:
(a) Ω satisfies the uniform exterior cone condition or (b) Ω is Wiener regular and the coefficients a ij are Dini-continuous.
In particular, Ω is A-regular if (a') Ω is a Lipschitz-domain or (b') Ω is Wiener-regular and the a ij are Hölder continuous.
In the following complex maximum principle (Proposition 3.3) we extend A to the complex space W 2,p loc (Ω) without changing the notation. We first proof a lemma.
Lemma 3.2. Let B ⊆ Ω be a ball of center x 0 and let u ∈ W 2,p (B), p > n, be a complex-valued function such that Au ∈ C(B).
Proof. We may assume that x 0 = 0. If the claim is wrong, then there exist ε > 0 and a ball B ̺ ⊂ B such that Re u(x)(Au)(x) ≥ ε on B ̺ .
Since ∂ j |u| 2 = (∂ j u)ū + u∂ j u = 2Re [∂ j uū], and ∂ ij (uū) = (∂ ij u)ū + ∂ i u∂ j u + ∂ j u∂ i u + u∂ ij u, and since by ellipticity
for all τ > 0 and some
, by Aleksandrov's maximum principle [GT98, Theorem 9.1], see Theorem A.1, it follows that
Proof. If |u(x)| ≤ |u(x 0 )| for all x ∈ Ω, then by Lemma 3.2, Re u(x 0 )(Au)(x 0 ) ≤ 0. Since λu = Au, it follows that
Hence u(x 0 ) = 0.
Next, recall that an operator B on a real Banach space X is called m-dissipative if λ − B is invertible and
Now we show that the operator A c is m-dissipative and that the resolvent is positive (i.e., maps non-negative functions to non-negative functions).
(ξ ∈ R n , x ∈ R n ), keeping the some notation, see Lemma 1.3a. We extend b j , c to bounded measurable functions on R n such that c ≤ 0 (keeping the same notation).
Now we define the operator
The operator B ∞ is sectorial. This is proved in [Lun95, Theorem 3.1.7] under the assumption that the coefficients b j , c are uniformly continuous. We give a perturbation argument to deduce the general case from the case b j = c = 0. The following lemma shows in particular that the domain of B ∞ is independent of b j and c.
Moreover, for each ε > 0 there exists
Proof. Consider an arbitrary ball B 1 in R n of radius 1 and the corresponding ball 
By the Calderon-Zygmund estimate this implies that
, where the supremum is taken over all balls of radius 1 in R n , the claim follows.
Theorem 3.6. There exist M ≥ 0, ω ∈ R such that (λ − B ∞ ) is invertible and
Proof. Denote by B Proof of Theorem 3.1. Let ω be the constant from Theorem 3.6 and let Re λ > ω, f ∈ C(Ω), u = (λ − A c ) −1 f . Then
Extend f by 0 to R n and let
loc (Ω), λw − Aw = 0 on Ω and w(z) = v(z) for all z ∈ ∂Ω. Then by the complex maximum principle Proposition 3.3,
Consequently,
This is the desired estimate which shows that A c is sectorial. By [Lun95, Proposition 2.1.11] there exist a sector Σ θ + ω := {ω + re iα : r > 0, |α| < θ} with θ ∈ ( 
Together with the previous estimates this implies that 
Finally we mention compactness and strict positivity. T is holomorphic, it follows that T (t) is compact for all t > 0. Appendix A. Results on elliptic partial differential equations
In this section, we collect some results on elliptic partial differential equations, which can be found in text books, for example [GT98] . We consider the elliptic operator A from the Introduction and assume that the ellipticity constant Λ > 0 is so small that a ij L ∞ , b j L ∞ , c L ∞ ≤ where the constant c 1 depends merely on n, diam Ω and b j L n (Ω) , j = 1 . . . , n. Consequently, if u ∈ C 0 (Ω) and −Au = f , then
and u ≤ 0 if f ≤ 0.
Theorem A.2 (Interior Calderon-Zygmund estimate, [GT98, Theorem 9.11]). Let B 2̺ be a ball of radius 2̺ such that B 2̺ ⊂ Ω, and let u ∈ W 2,p (B 2̺ ), where
where B ̺ is the ball of radius ̺ concentric with B 2̺ . The constant c merely depends on Λ, n, ̺, p and the continuity moduli of the a ij .
Theorem A.3 (Hölder regularity, [GT98, Corollary 9.29]). Assume that Ω satisfies the uniform exterior cone condition. Let u ∈ C 0 (Ω) ∩ W 2,n loc (Ω) and f ∈ L n (Ω) such that −Au = f . Then u ∈ C α (Ω) and
where α > 0 and c > 0 depend merely on Ω, Λ and n.
In [GT98, Corollary 9.29] it is supposed that u ∈ W 2,n (Ω). But an inspection of the proof and of the results preceding [GT98, Corollary 9.29] shows that u ∈ W 2,n loc (Ω) suffices. The above Hölder regularity also holds for solutions of equations in divergence form when the right-hand side f is in L q (Ω) for some q > 
