Abstract Reliability-based design optimization (RBDO) problems are important in engineering applications, but it is challenging to solve such problems. In this study, a new resolution method based on the directional bat algorithm (dBA) is presented. To overcome the difficulties in the evaluations of probabilistic constraints, the reliable design space concept has been applied to convert the yielded stochastic constrained optimization problem from the RBDO formulation into a deterministic constrained optimization problem. In addition, the e-constraint handling technique has also been introduced to the dBA so that the algorithm can solve constrained optimization problem effectively. The new method has been applied to several engineering problems, and the results show that the new method can solve different varieties of RBDO problems efficiently. In fact, the obtained solutions are consistent with the best results in the literature.
Introduction
Reliability-based design optimization (RBDO) is a methodology used in engineering design to find the best compromise between safety and manufacturing costs. In general, deterministic design optimization methods may lead to a suboptimal design solution often at the limits of the constraints which usually results a final product with a high probability of failure. This is due to the uncertainties that exist in the manufacturing process, material properties and others depending on operating conditions. In addition, these uncertainties could lead to large variations in the system performance and may end up in a catastrophic failure. Therefore, such uncertainties should be considered in the design process [1] . Using the probability theory and statistics to model uncertainties, the RBDO method requires to perform some optimization so as to find the best design which satisfies an allowable probability of failure [2] .
The main challenge of a RBDO problem is the evaluation of the failure probability of a design as it requires a considerable computation effort. Conventionally, RBDO problems are formulated as a stochastic optimization problem under probabilistic constraints, where the resolution is conducted by including the evaluation of the failure probability in the main optimization loop. This technique usually leads to a nested optimization problem, referred to be as the double-loop approach which is computationally extensive [3] . The well-known methods that use this assumption are the reliability index approach (RIA) [4] and the performance measure approach (PMA) [5] . To reduce the computational cost, two approaches have been proposed. The first one is to separate the reliability assessment from the optimization loop and convert the RBDO problem into the sequences of deterministic optimization and & Asma Chakri chakri.as623@gmail.com reliability assessment cycles. This approach, namely the decoupled approach, is the key idea of the sequential optimization and reliability assessment (SORA) method [6] . The second approach known as the single-loop approach consists of converting the probabilistic constraints into deterministic ones. Thus, the RBDO problem becomes a deterministic optimization problem. There are two main methods using this approach: the single-loop approach (SLA) proposed by [7, 8] and the reliable design space (RDS) method proposed by [9] . Due to their high efficiency, analytical methods or gradient methods such as sequential quadratic programming (SQP) have been used to solve RBDO problems. Usually, these methods search for a solution in the neighborhood of a starting point. If the problem has multiple local minima, the solution will depend on the starting point [10] . In addition, if the objective function and/or constraints have sharp or multiple peaks, the analytical methods become unstable [10, 11] . In order to surmount these deficiencies, a new class of optimization algorithms, such as metaheuristic algorithms, has been introduced. These algorithms can have a high ability to find a good solution (near the optimum), taking advantage of the best features inspired by the successful characteristics of natural and biological systems in nature. For example, evolutionary algorithms such as genetic algorithm (GA) [12] and differential evolution (DE) [13] were inspired from the Darwinian evolution process. Particle swarm optimization (PSO) [14] was inspired from bird flocks behavior. Simulated annealing (SA) [15] and gravitational search algorithm (GSA) [16] are based on physics laws. On the other hand, cuckoo search (CS) was based on the brood parasitism of some cuckoo species [17] , while the firefly algorithm (FA) was based on the flashing behavior of tropical fireflies [18] .
Because of their simple structure, these algorithms, also called bio-inspired algorithms, become very popular among the community of researchers and engineers. Recently, a new algorithm inspired from the echolocation behavior of micro-bats, namely the bat algorithm (BA), was introduced by Yang [19] . Micro-bats naturally use echolocation to determine their positions and their surroundings. When they are flying and hunting preys, they emit continuously ultrasound pulses and hear the echoes. By analyzing the time between emitting and receiving and the time delay between the two ears, they can create a 3D mental image of their surrounding and determine whether there is food or not. This behavior was the basic idea that has been used to develop the bat algorithm. Several studies showed that BA can solve optimization problems with higher efficiency compared to standard algorithms such as PSO and GA [19] [20] [21] [22] .
Despite the fact that BA is a powerful optimization algorithm, it may suffer from the premature convergence that can occur under certain conditions, which is also true for all other algorithms such as PSO and GA. To overcome this problem, several techniques have been proposed to increase the exploitation and exploration capability of the algorithm. In [23] , the authors proposed to use simulated annealing and Gaussian perturbation to speed up the convergence rate. In [24] , the authors suggested to use chaotic maps to control the pulse rate and loudness. In [25] , the authors recommended to use the Lévy flights and the differential operator to generate the bats' movements and, in [26] , the authors proposed to consider the bats' habitat selection and their self-adaptive compensation for the Doppler effect in the algorithm formulation. Other studies suggested hybridization between the standard BA and classical algorithm such as PSO [27] , artificial bee colony (ABC) [28] , differential evolution [29, 30] and invasive weed optimization (IWO) [31] .
Lately, a new variant of the bat algorithm called directional bat algorithm (dBA) has been introduced [32] . The authors employ the property of directional echolocation used by micro-bats to define the direction of the next movement of bats. By integrating this characteristic, the exploitation and exploration capabilities of the algorithm have significantly improved, and the results showed that the directional bat algorithm performs better than several bat algorithm variants such as [23, 24, 30, 31] and other state-of-the-art algorithms such as the self-adaptive differential evolution (SaDE) [33] and IPOP-CMA-ES [34] .
In this study, a new RBDO solution method based on the directional bat algorithm is presented. The reliable design space concept is used to convert the RBDO problem into a deterministic constrained optimization problem where the resolution is carried out using the dBA. In addition, the econstraints handling technique (e-CHT) [35] is introduced to dBA so that the algorithm can handle the constraints of the yielded deterministic optimization problem. Therefore, this study is organized as follows: The next section provides an overview of the reliability-based design optimization. The proposed RBDO method based on dBA is described in Sect. 3, followed by the experimental results in Sect. 4, and we then provide some discussions and conclusions in Sect. 5.
2 Reliability-based design optimization
Basics of RBDO
A reliability-based design optimization model may include in general deterministic design variables which have to be determined while neglecting the uncertainties, and a set of random parameters and random design variables whose means are to be determined. The random design variables and parameters are described by probability distributions in which their variation is controlled by the mean and the standard deviation. A typical RBDO problem can be formulated as a stochastic optimization problem, in which the fitness or the objective function is subjected to deterministic and probabilistic constraints as follows:
T is a vector of the deterministic design variables,
T is the vector of random design variables, and
T is the vector of random parameters. The parameter (l) is the mean of its corresponding variable, and L and U refer to as the lower and upper bounds, respectively. In addition, P(Á) is the probability of condition to happen and P f is the admissible probability of failure. The dimension of the problem is thus N = ND ? NX.
The evaluation of a probabilistic constraint is not straightforward. It requires the evaluation of the following integral: where f x,p is the joint probability density function (JPDF) of the random design variables and parameters. As the exact evaluation of this integral is very difficult, two sets of approximation methods are usually used, and they are simulation methods, such as crude Monte Carlo simulation (MCS) [36] and importance sampling (IS) [37] , and moment methods such as the first-order reliability method (FORM) [38, 39] and the second-order reliability method (SORM) [40, 41] . The principal idea of the FORM is to compute the reliability index b which represents the minimum distance from the limit state surface to the origin in the normal space. The reliability index is obtained by solving the following optimization problem:
where u is the standard normal (or Gaussian) random variable obtained through Rosenblatt transformation
Þ [42] (same formulation for p). Here, U -1 is the inverse normal cumulative distribution function, and CDF i (Á) is the cumulative distribution function of the random variable x i . The solution of the previous problem u* is called the most probable point (MPP). The normalized limit state function (G) is computed as follows:
Therefore, the failure probability can be approximated as:
Overview on resolution methodologies of RBDO problem
The key problem in the resolution of RBDO problems is the evaluations of the probabilistic constraints, as they require considerable computation efforts. Depending on the probabilistic constraint evaluation technique, there exist basically three categories of RBDO resolution methodologies, namely double-loop approach, single-loop approach and decoupled approach.
The double-loop approach (DLA) as its name indicates (Fig. 1a) consists of two loops: inner and outer. In the inner loop, the reliability assessment is conducted using different iterative and sampling methods, while the outer loop optimizes the design variables. This approach leads to a nested optimization problem with a high computational cost. Two main algorithms use this approach. The first is the reliability index approach [4] in which the optimization problem in Eq. (3) is solved to estimate the probability of failure. The second is the performance measure approach [5] where the probability estimation is converted into a performance measure by solving the inverse problem of Eq. (3). The obtained solution is called the minimum performance target point (MPTP). It is based on the idea that optimizing a complex function under a simple constraint is easier than the other way around.
The decoupled approach (DA) consists of separating the reliability assessment from the optimization loop (Fig. 1b) . The promising algorithms in this category are the sequential optimization and reliability assessment methods [6] . The SORA method transforms the RBDO problem to a sequence of deterministic optimization and reliability assessments. The idea is to use the reliability information from the previous cycle to shift the deterministic constraints in the reliable domain. There are many other methods that use the decoupling approach, such as the safety factor approach (SFA) [43, 44] which has the same idea of shifting deterministic constraints basing on the target MPP. The sequential approximate programming concept (SAP) proposed by [45] formulated the reliability assessment problem as a sub-programming problem where the probabilistic constraints were linearized as the MPP. The single-loop approach (SLA) consists of transforming a probabilistic constraint into an optimally equivalent deterministic constraint (Fig. 1c) . In [46] , the authors replaced the probabilistic constraints by Karush-KuhnTucker (KKT) optimality conditions of the first-order reliability method. The authors in [47] reported that the KKT method has a weak stability and highly computationally expensive than the double-loop methods due to the increase in the number of the equality constraints. The single-loop single vector (SLSV) approach proposed by [48] consists of evaluating the limit state function at a point far from the design point with b
T (target reliability index) in the direction of the MPP instead of the computation of the probability of failure. As a result, the inner loop was removed, and the RBDO problem became a deterministic one. Based on the same concept, the authors in [8] developed the single-loop approach, where the system reliability requirement was considered. In [9] , authors proposed a new single-loop method based on the reliable design space (RDS), where the RBDO problem was converted to deterministic optimization problem in the reliable design space. This method has the same principle as the SLA proposed in [7, 8, 48] .
RBDO and metaheuristic algorithms
Due to the increasing power of computers, several studies proposed to use metaheuristic algorithms to solve RBDO problems [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] . Following the double-loop approach, the authors in [49] used the hierarchical genetic algorithm to solve the RBDO problem of composite structures. The reliability constraints were evaluated using the HasoferLind second-order-second-moment approximation where the reliability index was evaluated using the NewtonRaphson iterative procedure and the arc-length method. In [50] , authors used the genetic algorithm as an optimization tool and the first-order reliability method (FORM) to estimate the probabilistic constraints, to design water distribution systems. In [51] , the authors applied a modified PSO algorithm, namely auto-tuning and boundary-approaching PSO (AB-PSO) algorithm, to optimize truss structures with discrete variables under reliability constraints. The last ones were evaluated using subset simulation. In [52] , the authors employed the PSO method to perform the RBDO of a composite pressure vessel. They have used an iterative procedure to evaluate the reliability index of the probabilistic constraints, obtained through a finite element model.
In [53] , the authors proposed a method based on PSO, subset simulation (SS) and support vector machine (SVM). First, initial design solutions were produced randomly, where their satisfaction of the probabilistic constraints was checked using subset simulation. The solutions and their feasibility labels were used by the SVM classifier as the training data set to obtain the decision functions. These functions were fed to the PSO algorithm to check the feasibility of the generated solutions. After a specific number of generations, the PSO solution was transferred to the SVM as new training solutions to update the decision functions.
Using the single-loop approach, authors in [54] proposed a reliable design optimization method based on evolution strategy (ES) algorithm as the main optimization engine, for large-scale structural systems. The constraints evaluation were obtained through a trained neural network, where the satisfaction of the deterministic constraints was checked with finite element analysis (FEA) and the probabilistic constraints assessment was obtained using Monte Carlo simulation. In [55] , authors have used the binary PSO to seek for an optimal and reliable design of truss structure. By considering that the randomness exits only in the load, the yield stress and the cross-sectional area, they have obtained an analytical expression of the reliability index. Thus, the RBDO problem was converted to a singleloop deterministic optimization problem. In [60] , authors have converted the multi-variable probabilistic constraint to a single-variable constraint using exponential polynomial coefficients, where the failure probability integral was evaluated by the mean of the adaptive Gauss-Kronrod quadrature. Thus, the RBDO problem was again converted to a deterministic optimization problem where the solution was computed using particle swarm optimization.
Like for the single-objective RBDO problems, metaheuristic algorithms have been applied to solve multi-objective RBDO problems (MO-RBDO). In [56] , authors proposed a MO-RBDO method using the non-dominated sorting genetic algorithm II (NSGA-II), where the probabilistic constraints were evaluated using Fast-PMA [61] . In [57] , authors employed the multi-objective GA combined with importance sampling method for the estimation of probabilistic constraints. In [58] , authors used multi-objective cultural PSO where the reliability assessment was obtained through the hybrid mean value (HMV) method proposed by [62] . In [59] , authors adopted SLSV method proposed by [48] for the estimation of the probability of failure, while the multi-objective PSO was applied to solve the MO-RBDO problem.
3 RBDO with the directional bat algorithm
Adopted single-loop approach
To transform the probabilistic constraint into a deterministic one, we adopt the reliable design space technique proposed by [9] . Figure 2 presents the essence of this technique. For simplicity of explication, we assume that there are no deterministic design variables and random parameters, and the system is considered to be safe if g(x) [ 0, and unsafe if g(x) \ 0. The main idea of the RDS technique is to evaluate the limit state function (g(x)) of the probabilistic constraint at a point, say x, which is far away from the design point x with distance equivalent to the reliability index in the normal space and in the direction of the MPP. If g(x) \ 0, that means that in the normal space, the distance between the MPP and x is less than b which means that P(g(x) \ 0) [ P f . Therefore, x is considered as an infeasible solution (see Fig. 2a .
Infeasible solution). If g(x)
[ 0, the distance between x and the MPP in the normal space is greater than b which means P(g(x) \ 0) \ P f . The design point x is considered feasible (see Fig. 2b . Feasible solution). In the case of g(x) = 0, x is at the MPP, and the distance between x and the MPP is equal to b; thus, P(g(x) \ 0) = P f , which means the probabilistic constraint is active (see Fig. 2c . Active constraint). Figure 2d presents the optimal solution of min(x) with two reliability constraints with a different target reliability index.
Therefore, we define first the corresponding reliability index of each probabilistic constraint as the following:
Then, we compute x and p by the following transformation:
where the index i corresponds to the constraint number and j represents the variable. In addition, l and r are, respectively, the mean and the standard deviation. The directional cosines (a) are computed as follows:
Therefore, the RBDO problem defined in Eq.
(1) becomes a deterministic optimization problem as follows: Minimize f ðd; l x Þ Subject to:
The transformation of x and p presented above (Eqs. (7) and (8)) is only valid if the previous parameters are normally distributed. In case of a different random distribution function, we use the Rosenblatt transformation [42] . Therefore, the transformation x ? x becomes: and
where PDF is the probability density function of the variable x, and / is the normal probability density function. The same formulas are used in case of random parameter p; we only change x to p. It is worth noting that in reality, the termr represents the inverse Jacobian of the Rosenblatt transformation.
The RDS technique has the same level of accuracy as the MPP-based method. If the limit state function is monotonically decreasing or increasing, the RDS technique can be very accurate. If any limit state function has multiple MPP, this technique can cause negligible error near the saddle points in the transformation of the probabilistic constraint to a deterministic one. For more mathematical details of the RDS technique, please refer to the more specialized literature such as [9] .
Review on the standard bat algorithm
First, for convenience of discussion and to avoid confusion, we assume that y is a vector of the design variables, both random and deterministic; thus,
T . The standard bat algorithm was inspired from the echolocation process of micro-bats. By observing the behavior and characteristics of the micro-bats, Yang [19] proposed the standard BA in accordance with three major idealized rules of the echolocation process of the microbats.
(a) All bats use echolocation to sense distance, and they also know the difference between food/prey and barriers [19] . (b) Bats fly randomly with velocity v i at position y i by varying frequency (from a minimum u min to a maximum frequency u max ) or a varying wavelength k i and loudness A i to search for prey. They can automatically adjust the wavelength (or frequency) of their emitted pulses and the rate of pulse emission r depending on the proximity of the target [19] . (c) Loudness varies from a large positive A 0 to a minimum constant value A min [19] .
For each bat (i), its position (y i ) and velocity (v i ) in an Ndimensional search space should be defined, and y i and v i should be subsequently updated during the iterations. The rules for updating the position and velocities of a virtual bat (i) are given as in [19] :
where rand [ [0,1] is a random vector drawn from a uniform distribution. Here y* is the current global best location (solution) which is located after comparing all solution among all the n bats. A new solution for each bat is generated locally using random walk given by Eq. (18):
where g [ [-1,1] is a random number, while A tþ1 is the average loudness of all the bats at this time step.
The loudness A i and the rate of pulses emission r i are updated as the iterations proceed. The loudness decreases and the pulse rate increases as the bat gets closer to its prey. The equations for updating the loudness and the pulse rate are: 
The new directional bat algorithm
The new directional bat algorithm proposed by Chakri et al. [32] was developed by embedding four modifications to the standard bat algorithm. First, we have supposed that a bat emits two pulses in two different directions, one in the direction of the bat with best position (the best solution) and the other to the direction of randomly selected bat (see Fig. 3 ). From the echo (feedback), the bat can know whether the food exists around these two bats or not. Usually, around the bat with the best position, the food exists (thus it has the best fitness value), but around the randomly selected bat, it depends on its fitness value. If it has a better fitness value as the current bat, then the food is considered to exist; otherwise, there is not a food source in the neighborhood. If the food was confirmed to exist around the two bats ( Fig. 3. case 1) , the current bat moves to a direction at the surrounding neighborhood of the two bats where the food supposed to be plenty. If not (Fig. 3. case 2) , it moves toward the best bat. The mathematical description of this behavior, which we call the directional echolocation behavior, is as follows:
where y * is the best solution and y t k is the location of randomly selected bat (k = i). Here, f (Á) is the fitness function, and u 1 and u 2 are the frequencies of the two pulses updated in the following form:
where rand1 and rand2 are two random vectors drawn from a uniform distribution between 0 and 1.
The second modification is introduced to the local search part. The bats move from their current position to a new position randomly with the following equation:
where g [ [-1, 1] is a random vector and A t h i is the average loudness of all bats. In the above equation, w i is a parameter applied to reduce the space search as the iterations proceed. It starts from a large value (about a quarter of the space length), and it decreases to around 1% of the quarter of the space length. The updating equation is as follows:
where t is the current iteration and t max is the maximum number of iterations. Here, w i0 and w i? are the initial and final values that w i can take over the iteration procedure. In general, we can set w i0 and w i? as follows:
The third modification concerns the update of the pulse rate and loudness. We use the following monotonically increasing, decreasing pulse rate and loudness, respectively:
Fig
The tuning of the pulse rate and the loudness is important. The pulse rate controls the auto-switch between the random walk (Eq. 21) and the local search (Eq. 23) (see Algorithm 1) . At the beginning of the iteration process, the algorithm tends to promote the local search over the random walk which allows the algorithm to explore more the search space. This mechanism is obtained by attributing a low value to r 0 . However, this value should not be too low, thus allowing to a small fraction of bats to exploit the solution of the bat with the best position. As the iterations continue (or approaching the end of the iterations), a large value should be allocated to the pulse rate so that the exploitation takes over the exploration and this is obtained by assigning a large value to r ? . Similarly, the loudness controls the acceptance of a new generated solution or not. The benefit of this parameter is that by rejecting some solutions, it allows the algorithm to avoid being trapped in a local minimum (and thus avoid the premature convergence as well). Therefore, based on some parametric studies, we recommend the following settings of the pulse rate and loudness: r 0 = 0.1, r ? = 0.7, A 0 = 0.9 and A ? = 0.6.
In addition to the above directional improvement, another improvement we made to the original BA is to allow the bats to update the pulse rate and loudness and to accept a new solution whether their movement produces a solution better than the old one instead of the global best solution as it is in the original algorithm. Furthermore, the update of the global best position is allowed whenever the bat's random walk produces a solution with a better fitness value even if it was not accepted to update the bat's position.
The movements of bats generate real numbers. If any design variable is discrete, we simply round it to its closest discrete value.
e-Constraint handling technique (e-CHT)
To solve the converted deterministic optimization by the DRS technique Eq. (11), the e-constraint method [35] was adopted to handle constraints. The main idea of this method is to define an e-level of comparison as an order of relation on the set of (f(y), t(y)) where t(y) is the constraint violation function which is defined as the following form:
where
, and s is a positive even number (in this study, s = 2 is used). Here, (y) indicates how much the constraints were violated at a C 0) , the e-level of comparisons (\e and Be) between (f 1 , t 1 ) and (f 2 , t 2 ) is defined as follows:
The e-level is updated until the iteration counter t reaches the control iteration T c . After the iteration counter exceeds T c , the e-level is set to zero to obtain a solution with no constraint violation. The update of e is as follows:
where y h is the top hth individual and cp[ [2, 10] . In this study, we have used cp = 5 and T c = 0.95 t max . Consider the following example: Suppose that we want to compare solutions y 1 and y 2 , where their corresponding fitness value and constraint violation pairs (f 1 , t 1 ) and (f 2 , t 2 ) are (4, 3) and (2, 5), respectively. In the first case, we suppose that the value of e at the current iteration is e = 7. We have t 1 , t 2 \ e and f 2 \ f 1 ; thus, (f 2 , t 2 ) \ e = 7 (f 1 , t 1 ). Consequently, we consider y 2 is a better solution than y 1 . In this case, due to the fact that the constraint violations are within the allowable value (e), the e-CHT promotes the solutions with a better fitness value. As the iteration process proceeds, the value of e decreases. In this case, we t 1 ) \ e =2 (f 2 , t 2 ). As a result, y 1 is considered a better solution than y 2 . In this case, e-CHT promotes the feasible solutions over the optimal ones.
The advantage of this technique is that it allows the algorithm to explore a wider region of the search space (both feasible and unfeasible spaces), which increases the possibility that the algorithm converges to the global feasible optimum. Therefore, pseudo-code of the new RBDO method based on the directional bat algorithm and e-constraint handling technique, together with the ability to handle discrete and continuous variables, is presented in Algorithm 1.
Numerical results and discussion

Example 1: crashworthiness of vehicle side impact
This example proposed by [63] 
where the mathematical forms of the constraints are presented in Appendix (Eqs. [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] . This problem has 7 random design variables and 4 random parameters. The details of these parameters are listed in Table 1 . All the random quantities are normally distributed. To examine the efficiency and robustness of the proposed RBDO based on the dBA method, three other methods have been implemented using the same methodology with different optimization algorithms, namely the standard bat algorithm (BA), particle swarm optimization (PSO) and differential evolution (DE). The following settings are used in the four examples:
• dBA: For best practice, we recommend the following settings r 0 = 0.1, r ? = 0.7, A 0 = 0.9, A ? = 0.6, u min = 0 and u max = 2.
• BA The standard bat algorithm was implemented as it is described in [19] with r 0 = 0.1, A 0 = 0.9, a = c = 0.9, u min = 0, and u max = 2. • PSO A classical particle swarm optimization model has been considered [14, 65] . The parameters setting are c 1 = 1.5, c 2 = 1.2, and the inertia coefficient w is a monotonically decreasing function from 0.9 to 0.4.
• DE The standard differential evolution as described in [13] with the ''DE/rand/1/bin'' strategy/variant is considered. The parameters setting are CR = rand[0.2, 0.9] and F = rand[0.4, 1]. To ensure a comparison, the applied setting of parameters in terms of population size and number of objective evaluations should be the same. Thus, the common parameter settings are set to be the same (population NB = 50, maximum number of iterations t max = 250). As the dBA, BA, PSO and DE are stochastic algorithms, each one was run 25 times for a meaningful statistical comparison. The results of the minimization process of Example 1 with different algorithms for two values of the reliability index b are presented in Table 2 . The presented results are: the best, the worst and the median fitness minimum of 25 trials, in addition to the mean, standard deviation and the mean of the constraint violation where the best results are shown in bold. As it can be seen, none of the obtained solutions by different algorithms has violated the constraints. The results obtained by dBA are better than those obtained by the other algorithms in terms of accuracy. The low standard deviation value of dBA results suggests that the algorithm converges to the same solution with a low error for each trial compared to the other algorithms, which means that dBA is more robust. Figure 4 represents the evolution of the means of 25 trials of the fitness minimum and constraint violation of the four algorithms. From the constraint violation curves, we can observe that their values are high at the beginning of the iteration process; this is caused by the e-level of comparison which allows an admissible constraint violation if t \ e. As a result, the algorithms converge toward a solution lower than the actual optimum. As the iteration process proceeds, the admissible value of constraint violation decreases (due to the decrease in e value) which can affect directly the fitness minimum forcing the algorithm to converge toward the real optimum with no constraint violation. At the end of the iteration process, we observe that none of the algorithms had converged to an infeasible solution, while the directional bat algorithm converged to a better solution compared with the other algorithm for both cases (b = 1.28 and 3). In addition, we can also observe To analyze the effect of the bat population and the number of iterations on the convergence of the algorithm, dBA was run 25 times with different settings of NB and t max . The reliability index was fixed to b = 3, and the statistical results are presented in Table 3 . As it can be seen, the increase in the population size and t max leads to more accurate results with lower standard deviation values. For example, for N = 50 and t max = 1000, the obtained standard deviation of 25 trails is SD = 4.3 9 10 -4 . That means that there is a high probability that a single run of dBA converges toward the optimum with a low error value.
In addition, we observe that the best obtained fitness value with different settings is f min = 28.552647. We believe that this is the best known minimum so far of Example 1 for b = 3.
For N = 50, t max = 1000 and b = 3, Fig. 5 presents the fitness value of each bat of the swarm at t = 0 (initial position), t = 500 (50% of the iteration process) and t = 1000 (iteration end). As it is shown, in the initial stage (t = 0), bats are randomly distributed with different fitness values. As the iteration proceeds (t = 500), the gap between the fitness values of all the bats decreases and approaches the real minimum with lower values (this is due to the e-level of comparison which tolerates an admissible constraint violation at 50% of the iteration process). At the end of the iteration process, e tends to 0 and no constraint violation is admissible. The majority of the bats converge toward the real optimum, and those that did not are in the neighborhood in feasible space.
To analyze the accuracy of the proposed method, Tables 4 and 5 literature in terms of the best, median and worst optimal solution of 25 trails with N = 50 and t max = 1000 for b = 1.28 and 3. As it can be seen, the three solutions (best, median and worst) are highly accurate and the dBA achieves better results than the classical methods. For the case of b = 3, the results obtained by our proposed method are quasi-exact, compared with those of [9] obtained with the reliability design space method, which we believe that is the best known solution so far of this problem in the literature. 
present a comparison with those in the
Example 2: Mathematical problem
Consider the following mathematical RBDO problem:
Subject to 0:1 x i 10; i ¼ 1; 2; r 1 ; r 2 ¼ 0:3
This nonlinear mathematical problem is a well-known example used to validate RBDO algorithms when variables are not normally distributed. We set NB = 10 and t max = 100. In the first test, we consider that the variables are normally distributed and b = 3. Figure 6 represents the behavior of the bat's swarm in the search space. It depicts the bats' positions at the initial stage (t = 0), at 50% of the iteration process (t = 50) and at the end (t = 100). As the iterations proceed, the bats tend to gather around the optimal solution which is far from the deterministic constraints (g i (x) = 0) with at least b in the normal space. Table 6 presents a comparison of the best, median and worst solution obtained with NB = 10 and t max = 100 with the classical methods. As it can be seen, with a low population and number of iterations, the dBA converges to an admissible usable solution as much as the classical methods.
For a potential maximum accuracy, we set NB = 50 and t max = 1000. For 25 trials, all solutions converge to the same optimum with a standard deviation lower than 10 -10 . The results of one single run with the previous setting are presented in Table 7 for different reliability indices and random distribution functions. Unlike the RIA, KKT and SAP which failed to converge when x 1 and x 2 follow the Gumbel distribution, dBA converges to a feasible solution, and the results are quasi-exact with the literature. 
À Á Subject to
This problem was first proposed by [66] in a deterministic form; then, it was used in a probabilistic form in RBDO assessment. Many studies [67] [68] [69] that treated this example considered that all design variables are random with a fixed variance, and the constraints are all probabilistic. We prefer to use the formulation proposed by [70] because of the following reasons: (1) Two of the design variables are deterministic, while the rest are random; (2) the design variables variances are varying (change in the optimization loop and depend on the mean value); and (3) mixed types of constraints, there are ten probabilistics and one deterministic. These three points increase the complexity and the nonlinearity of the problem. All the random design variables and parameters are supposed to be normally distributed. The characteristics of these parameters are listed in Table 8 . The mathematical formulas of the constraints are in Appendix (Eqs. [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] . For more explanative details of the problem, please see [66, 70] .
As in the previous examples, we set NB = 50 and t max = 1000 for the maximum accuracy and we run the algorithm 25 times. The considered probability of failure in this example is P f = 0.05 (b & 1.644). The results are presented in Table 9 . The last row presents the mean and the standard deviation of the fitness function minimum of 25 runs. The low standard deviation value suggests that all the runs converged to the same solution. As it can be seen, the difference between the worst, the median and the best solution is negligible. The comparison with the results of [70] which are obtained by an enhanced SORA method shows that dBA converges to a better solution. Table 10 presents the rate of constraint violations, the reliability index and the probability of failure of each constraint computed with different methods, namely FORM [38, 39] , two variants of SORM (Breitung [40] and Tevedt [41] ), and Monte Carlo Simulation (MCS) of the best solution. The Monte Carlo simulation results are obtained with 10 5 samples. As it can be seen from the FORM's results, two active constraints are recorded (g 1 and g 3 shown in bold) where P f = 0.05. Using the SROM approach, only the first constraint is active. Monte Carlo simulation shows that the first constraint has less than 1% of violation. This is due to the fact that the single-loop method has some similarity to the FORM a Results are from [70] in the linearization of the limit state function. We can say that the single-loop approximation has the same level of accuracy as FORM. The constraint that has the probability of failure is equal to 0, meaning that the real P f is less than 10 -10 . From the analysis of probability of failure of the probabilistic constraints and the violation of the deterministic constraint, we believe that the best solution presented in Table 9 is the best known solution so far of this example in the form proposed by [70] .
Example 4: welded beam
In this example, we consider the cost optimization of a welded beam [67] [68] [69] under probabilistic constraints. This example has four design variables as it is shown in Fig. 7 and five probabilistic constraints which are related to mechanical quantities, such as bending stress, shear stress, buckling and displacement. The RBDO problem is formulated as the following: where the mathematical formulas of the probabilistic constraints are in Appendix (Eqs. [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] , and the random parameter characteristics are listed in Table 11 . In general, this problem has been solved with no consideration of uncertainties in the problem parameters [67] [68] [69] , such as the load, Young's modulus and admissible stress. All the parameters were considered to be deterministic, and their values correspond to the means shown in Table 11 . This assumption reduces the complexity of the problem. The optimization results are summarized in Table 12 . The best, the median and the worst solutions of 25 runs of dBA where NB = 50 and t max = 1000 are compared with the optimal points obtained by different methods that exist in the literature [67] [68] [69] . As it can be seen, the solutions obtained by dBA are almost equal to those of the previous references.
Usually, from a practical point of view, the customization of the beam, especially the thickness (x 4 ), is very expensive. In general, the design variables are selected from a discrete set where their values are obtained from commercially available products [51, 71] . Therefore, to test our proposed method in case of discrete design variables, we assume that the design variables of the welded beam problem are discrete and defined as follows: For x 4 , we selected the set of discrete values which represent the thickness of commercially available steel plates. While for x 1 , x 2 and x 3 , the set of the discrete values are selected according to the upper and lower bounds with a step of 1 mm, because, in practice it is easier to measure millimeters and it is not required to use sophisticated highprecision measurement tools. In addition, we assume that the physical parameters (p = [p 1 ,…,p 7 ]) of the problem are random, and their distribution functions and standard deviations presented in Table 11 are selected according to a probabilistic model code proposed by the Joint Committee of Structural Safety (JCSS) [72] . Table 13 presents a comparison between the best, the median and the worst optimal solutions of 25 trials, obtained with different algorithms (dBA, BA, PS and DE) of the welded beam problem with discrete design variables and random parameters. The population was set to 50, and the maximum number of iterations was fixed to 1000. The parameters' setting of the different algorithms is the same as those used in Example 1. The comparison between the best solutions shows that dBA converges to a better solution, while the analysis of the mean and the standard deviation reveals that dBA is more robust than the other algorithms. To check the feasibility of the best solution obtained with dBA, Table 14 presents the estimated probability of failure of the five constraints with different approximation methods. As it can be seen, none of the constraints have been violated, and only the first constraint (g 1 ) is active. For g 4 , the value of the reliability index is so high that the approximated probability of failure tends to 0; hence, the symbol ? is used.
Conclusion
In this study, a new single-loop reliability-based design optimization method using directional bat algorithm has been presented. The new directional bat algorithm has been proposed based on the standard bat algorithm and the directional echolocation behavior. Four modifications have been embedded into the standard bat algorithm to increase its exploration and exploitation capabilities. For the validation of the dBA to perform reliability-based design optimization, the reliable design space method is used to convert the RBDO problem to an equivalent, deterministic constrained optimization problem, where the constraints have been handled by the e-constraint technique.
The new RBDO method based on dBA has been tested on several engineering problems with different properties and complexities. The results are quasi-exact with respect to classical methods. It has been shown that the proposed method can handle mixed combinations of complex probabilistic and deterministic constraints, both continuous and discrete variables, a set of mixed deterministic and random design variables with varying and/or constant standard deviation and different random distributions. Therefore, unlike the classical methods which can only address certain kind of RBDO problems, our proposed method based on dBA is more robust and flexible.
For further research work, it can be fruitful to combine this method with finite elements codes via the response surface method or artificial neural networks so as to reduce the computational costs of objective evaluations and thus allows the approach to deal with large-scale optimization problems. In addition, it is highly needed to test the proposed method against some higher-dimensional problems such as truss structures so that truly large-scale problems of practical importance can be solved. In addition, more detailed parametric studies may also provide further insight into these algorithms and potentially provide ways to develop more effective tools for solving more challenging optimization problems.
Appendix
Mathematical forms of the constraints of the vehicle side impact problem (Example 1): 
