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With the continuous developments in communication technology, the use of wireless 
network devices is increasing rapidly. However, most companies still rely on wired 
networks and do not trust wireless networks, especially for process control applications. 
The confidence in wireless technologies can be built by first evaluating the technology 
before using it for industrial applications. To this end, the performance of three wireless 
sensor networks (WSNs) standards, namely, ZigBee, WirelessHART and ISA100, is 
evaluated in this work. The performance metrics are the throughput, the end to end delay, 
and the energy consumption. The results show that ISA100 and WirelessHART perform 
better than ZigBee in large networks. In addition, ISA100 is more flexible than 
WirelessHART, since it allows using the combination of slotted and slow hopping and 











 جبريل أحمد علي البطش   :االسم الكامل
 
 ,Zigbeeاالداء لثالثة انواع من التنكنولوجيا المستخدمة في شبكات االستشعار الالسلكية )مقارنة  :عنوان الرسالة
WirelessHART,ISA100                  ) 
 
 شبكات حاسوب   التخصص:
 
 2016كانون االول   :تاريخ الدرجة العلمية
 
 
مع التطور المستمر في تكنولجيا االتصال ، اصبح التوجه الى استخدام الشبكات الالسلكية اكثر من 
الشبكات السلكية، لكن الشركات الزات تعتمد وتثق في الشبكات السلكية ، وال تثق في اداء الشبكات 
يثة تأتي أوال من لحدالالسلكية ، خصوصا في تطبيقات التحكم الصناعي.  الثقة في استخدام التكنولجيا ا
لهذا السبب تم في هذا البحث  دراسة أداء ثالثة اختبار هذه الشبكات قبل استخدامها في مجال العمل. 
و  ZigBeeي اجهزة االستشعار الالسلكي وهي نواع من التكنولوجيا الالسلكية المستخدمة فأ
WirelessHART  وISA100 قة ومقدار التاخير في  وصول اللة مقدار استهالك الطا. وتم التقييم بد
افضل   ISA100و  WirelessHARTالمعلومات و كمية المعلومات المنقولة . النتائج اظهرت ان  
 WirelessHARTيعطي مرونة اكثر من   ISA100في الشبكات الكبيرة نسبيا . و   ZigBeeمن 





1 CHAPTER 1 
INTRODUCTION 
 
1.1 IEEE 802.15.4 
Wireless sensor network (WSN) technology is a new area for both research and industry. 
IEEE 802.15.4 is a standard for low cost, low power, and low data rate transmission that 
perfectly suits the WSN requirements. Because of these features, it has been always 
attracting a lot of attention in both industry and research communities [1].      
The IEEE 802.15.4 standard works in three channel bands and has three different data rates, 
namely, 2.4 GHz /250kbps, 915 MHz /40 kbps and 868 MHz /20kbps. The IEEE 802.15.4 
physical layer has 27 channels, out of which 16 channels are in the 2.4 GHz band, 10 
channels are in the 915 MHz band, and one channel is in the 868 MHz band [3]. 
The standard defines two type of devices, namely, the reduced function devices (RFDs), 
and the full function devices (FFDs).  The RFD is an end node that works as an I/O device 
only.  On the other hand, the FFD is a router node that works as an I/O device and it has 
routing capabilities. The RFDs can communicate with FFDs only. If two RFDs want to 
communicate with each other, they must talk to the FFD to which they are connected.  
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The 802.15.4 standard specification deals with medium access control sub-layer (MAC) 
and physical layer (PHY) aspects of many standards such as ZigBee, WirelessHART, and 
ISA100.11a. Therefore, the performance study for IEEE802.15.4 is very important for the 
design of wireless sensor networks. The IEEE 802.15.4 standard defines the PHY and 
MAC layer specifications for low data rate wireless connectivity among relatively simple 
devices that consume minimal power and operate in the Personal Operating Space [4] [5] 
[6]. 
1.2 IEEE802.15.4 standards  
IEEE has launched new technologies for low cost and low data rate industrial applications 
on top of the 802.15.4 standard, and the main three wireless technologies are ZigBee, 
WirelessHART, and ISA100. The following subsections provide a detailed overview of the 
three standards. 
1.3 ZigBee 
The ZigBee standard, developed by the ZigBee alliance based on the IEEE 802.15.4 
standard, offers long battery lifetime, transmits at low data rates, and is cost-efficient. 
ZigBee is intended for short-range wireless communication applications, and it provides 
long battery lifetime. The technology defined by ZigBee is cheaper and simpler than other 
Wireless Personal Area Networks (WPANs), such as Bluetooth. Because of these reasons, 




1.3.1  Basic Features  
ZigBee is a characterization for the upper protocol layer, and it has been built upon the 
PHY and MAC layers of the 802.15.4 standard.  
Zigbee supports ad-hoc on-demand distance vector (AODV) routing algorithm, hence 
route discovery and peer-to-peer communication are possible. It also supports mesh-
networking topologies, but it does not support frequency hopping. The only option to 
mitigate interference is to scan for a channel with the minimum amount of interference at 
startup [9] [10]. 
ZigBee supports two types of devices, namely, FFDs and RFDs. Thus, ZigBee can form 
mesh and star networks by using a combination of FFDs and RFDs [9].  
ZigBee has two operational modes: beacon-enabled and non-beacon mode. In beacon-
enabled mode, there are up to seven timeslots that can be used as dedicated timeslots. These 
time slots, also called guaranteed timeslots (GTS), increase the transmission reliability of 
the standard [34].    
1.3.2 Protocol Devices  
Coordinator: This device is responsible for starting and controlling the network. It stores 
information about the network, so it can act as a Trust Centre that stores security keys [11].  
Router: this device enlarges network area coverage, acts as an emergency node because it 
provides backup routes in case of network congestion or device failure, and dynamically 
routes around obstacles.  It connects to the coordinator and other router nodes, in addition 
of that it supports child nodes [11].  
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End Devices: These devices can only send or receive messages. They must be connected 
to either the coordinator or a router, and do not support child devices [11].  
1.4  WirelessHART  
WirelessHART is designed to be simple, self-organizing, self-healing, flexible, scalable, 
reliable, secure, and it supports the existing HART technology. WirelessHART is based on 
the IEEE 802.5.4 PHY layer, and it specifies a new MAC sublayer. The nodes in this 
standard are connected in a mesh topology, and they operate in the 2.4GHz band. [9]. 
WirelessHART devices use Time Division Multiple Access (TDMA) technology for 
communication. This enables WirelessHART to mitigate the number of the collided 
messages and minimize the nodes’ power consumption [9].    
1.4.1 Basic Features  
WirelessHART uses both direct sequence spread spectrum (DSSS) and frequency hopping 
spread spectrum (FHSS) coexist with other systems in the 2.4 GHZ band while mitigating 
interference. WirelessHART uses the 16 channels that are defined in the IEEE802.15.4 
standard by hopping from one channel to another to reduce interference.  WirelessHART 
also uses other mechanisms to reduce interference such as clear channel assessment (CCA), 
power control, and blacklisting. CCA is an optional feature in WirelessHART and can be 
performed before transmitting a message, whereas power control can change the transmit 
power level, and blacklisting disallows the use of certain channels [9][33]. 
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Since WirelessHART aims to be simple, self-organizing, and self-healing, all 
WirelessHART nodes must have routing capabilities, and must be treated equally in terms 
of networking capabilities, installation, formation, and expansion [9].     
WirelessHART offers two routing schemes that can be used in message delivery: graph 
and source routing. Graph routing uses predefined paths to route the message from the 
source node to the destination node. To achieve redundancy and reliability, graph routing 
has redundant paths between nodes. On the other hand, source routing uses ad-hoc created 
routes for the messages without providing any path diversity. Therefore, source routing can 
only be applied for network diagnostics, and cannot be applied for process related messages 
[9] [12].  
1.4.2 Protocol Devices  
The following are the key components of Wireless HART.  
Gateway: connects the host network to the WirelessHART field devices.  
Network Manager: an application that is responsible for managing and maintaining the 
mesh network.   
Security Manager: an application that generates, stores, and manages join network, and 
session keys [13].  
Repeater: responsible for routing WirelessHART messages. Its main use is to extend the 
range of a Wire1essHART network. [14].  
Adapter: a wireless device that is connected to the existed wired HART instrument to pass 
data to the WirelessHART hosts wirelessly. This device could be located anywhere [14]. 
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Terminal: it is a portable device that can be used to diagnose, calibrate, and configure the 
WirelessHART field devices [14].  
1.5 ISA.100 
This technology is aimed at offering a reliable and secure wireless operation for noncritical 
monitoring, supervisory control, open loop control, closed loop control, and alerting 
applications, where delay in the range of 100ms is acceptable, with optional behavior for 
lower latency [15] [16]. 
1.5.1 Basic Features  
The ISA100 supports both star and mesh topologies. The star topology supports I/O and 
portable devices, and the mesh topology supports mesh devices [16]. 
ISA100 adopts IEEE 802.5.4 PHY layer characteristics that use DSSS and O-QPSK 
modulation. The standard operates in the 2.4GHz band only, and benefits from the channels 
(11-25), whereas Channel 26 is marked as an optional channel because of some common 
regularity standard constraints. The maximum data rate is 250 Kbps [16].      
The ISAI00 MAC layer supports TDMA, which allows a device to access the radio 
frequency medium without having to wait for other devices [16]. The standard mitigates 
interference by adopting channel hopping mechanism. This standard also uses adaptive 
channel hopping to determine the occupied channels and/or those with bad performance 
[17].   
1.5.2  Protocol Devices  
ISA.100 defines the following components: 
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Security Manager: an application that is responsible for security services 
System Manager: an application that controls how the network devices are 
communicating.  
Gateway: works as an interface between ISA100.11a field network and plant network. 
Backbone router: a device that is capable of routing data to/from a backbone network. 
Routers: a device that performs routing for field devices. 
Field devices: the sensor nodes.    
 
1.6 Research Objectives   
The objectives of this Thesis are to: 
 Deeply understand IEEE 802.15.4 standards (ZigBee, WirelessHART, and 
ISA100). 
 Perform MAC layer performance evaluation for the three standards under different 
scenarios using NS2.     
 Give recommendations for the suitability for each protocol. 
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2 CHAPTER 2 
PROTOCOL LAYERS 
In Chapter 1 we reviewed the WSN standards: ZigBee, WirelessHART, and ISA100. This 
chapter provides further insights into the structure and services provided by each layer of 
these standards. This chapter is divided into three main sections: ZigBee Protocol Layers 
[28], WirelessHART protocol Layers [29] [30], and ISA100 Protocol layers [29] [30]. Each 
section lists the components of each layer, and the features of each component.    
 
2.1 ZigBee Protocol Layers  
 
ZigBee protocol layers are shown in Figure 2.1. ZigBee only implements the layers that 
are mandatory for low-rate, low-power wireless networking. The First two layers, namely 
the PHY and MAC, are defined by the IEEE 802.15.4 standard. The Network (NWK) and 
the Application (APL) layers are defined by the ZigBee Alliance. ZigBee’s protocol layers 
are built based on the international standards organization’s (ISO) open system 
interconnect (OSI) basic reference model. 
Each layer communicates with the adjacent layer by means of service access points (SAPs). 
A SAP is a conceptual location at which one protocol layer can request the services of 
another protocol layer. For instance, in Figure 2.1, the MAC layer data entity service access 




           
 
Figure 2-1 Protocol Layers of ZigBee [28] 
 
2.1.1 The IEEE 802.15.4 PHY Specifications 
 
The IEEE 802.15.4 PHY specifies the PHY layer’s protocol functions and how it 
communicates with the MAC layer. Moreover, it defines the PHY hardware requirements, 
such as the minimum receiver sensitivity level, and the output transmission power of the 





2.1.1.1 Channel Assignments 
 
The operation channels of the IEEE 802.15.4 standard are described in table 2.1. The table 
shows the channel pages and numbers, the operating frequency bands, and the type of 
modulation. The concept of channel page was added to the IEEE 802.15.4 standard in 2006. 
This implies that the first version of the protocol only supported the channel numbers from 
0-26, and there was no support for multiple operating frequency bands.     
 
Table 2-1 Channel Numbers 
Channel page Channel number Operating frequency band The modulation type 
0 
0 868 MHz band  BPSK 
1-10 915 MHz band  BPSK 
11-26 2.4 GHz band  O-QPSK 
1 
0 868 MHz band ASK 
1-10 915 MHz band  ASK 
11-26 Reserved  
2 
0 868 MHz band O-QPSK 
1-10 915 MHz band  O-QPSK 
11-26 Reserved  
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3-31 reserved Reserved  
 
The Channel pages 3-31 are reserved for future usage. Whereas the channel pages 0-2 are 
currently used for the 2.4 GHz, 915/868 MHz bands.  
The IEEE 802.15.4 2003 release is supported by channel page 0, and the 2006 release is 
supported by channel pages 2 and 3.  
The center frequency for the 868 MHz band is 868.3 MHz; and for the frequency band 
915MHz, the center frequency is written as 
 Center Frequency (MHz) = 906 +2*(Channel Number - 1). 
The 2.4GHz band’s center frequency is given by the following equation: 
 Center Frequency (MHz) = 2405 +5*(Channel Number - 11). 
 
2.1.1.2 Energy Detection 
 
Energy Detection (ED) is one of the methods used to sense the medium. ED detects whether 
the channel is busy or idle by sensing the energy levels without considering the type of the 
signal that is occupying the channel.    
Before applying ED, the device must change its state to the receiving mode, ED is 
performed by averaging the signal energy of the desired channel over 8 symbol periods.   
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The receiver detects signal energy above its minimum sensitivity level, but it only gives an 
indication that the channel is used when the energy level of the selected channel is 10 dB 
above the receiver sensitivity level.     
2.1.1.3 Carrier Sense 
 
Carrier Sense (CS) is another way to detect the channel. CS defers from ED in that it 
considers the type of signal that is occupying the channel. If the signal is compliant with 
the type of signals used by the device itself, the CS indicates that the channel is in use and 
unavailable for transmission. However, if the signal type is not compliant with the ones 
used by the device, the CS will indicate that the channel is idle, and the device can use the 
channel for transmission regardless of the signal’s energy level.     
 
2.1.1.4 Link Quality Indicator 
 
The link quality indicator (LQI) measures the quality of the received packets, the received 
signal strength (RSS), and the signal to noise ratio (SNR). The SNR is used as an indication 
of the signal quality. LQI may use RSS or SNR as a measurement tool for the quality of 
the received packets. The SNR is the ratio of the received signal power to the white noise 
power in the medium, which means that the higher the SNR the better the signal quality. 
LQI measurements are passed to the MAC and NWK layers. The NWK layer uses LQI as 
one of the selection criteria for packet routing, the path that has the highest overall LQI is 
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selected to route the packets. In addition of the LQI, There are other factors that can affect 
the path selection, such as routing energy efficiency.  
 
2.1.1.5 Clear Channel Assessment 
 
Clear channel assessment (CCA) is the first step in the carrier sense multiple access with 
collision avoidance (CSMA/CA) mechanism. The MAC layer orders the PHY layer to 
perform CCA to know whether the channel is busy or idle. CCA uses the results of ED, 
CS, or both to tell the MAC layer that the requested channel is used or not.   
CCA has three operating modes, and the PHY layer must be able to run any one of these 
modes: 
 Mode 1: uses the ED, and the channel is considered busy if the energy level of the 
channel is above some ED threshold. 
  Mode 2: uses CS, and the channel is considered busy if the sensed signal type is 
compliant with the PHY layer of the device itself.  
 Mode 3: a logical combination of Mode 1and 2, and the channel is busy when: 
o The energy level is above the threshold and a compliant carrier is sensed. 




2.1.1.6 The PHY Layer Constants and Attributes 
 
The PHY layer has only two constant values, shown in table 2.2. The constant 
aMaxPHYPacketSize is the maximum value of the PHY layer’s service data unit (PSDU), 
and the aTurnaroundTime constant, is the time needed for the receiver to switch from  the 
transmission mode to the reception mode, and vice versa.    
Table 2-2 PHY Constants 
Constant  Description  Value 
aMaxPHYPacketSize The maximum allowed PSDU size (in octets) 127 
aTurnaroundTime 
The maximum allowed RX-to-TX or TX-to-RX 
turnaround time (in symbol periods) 
12 
   
The constant value cannot be changed during operation, whereas the value of the attribute 
can be changed during operation. The PHY layer’s PAN information base (PHY-PIB) 
contains the PHY attributes. Table 2.3 summarizes PHY-PIB. The attributes marked with 
(^) are read-only, which means that PHY layer can only change the attribute value. On the 
other hand, the attributes marked with (*) have specific bits that are read only, and the bits 
that are unmarked as read only can be read and modified by the upper layers.  
    
Table 2-3 PHY-PIB attributes 
Attribute  Description 
phyCurrentChannel  The frequency channel of operation 
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phyChannelsSupported^  The array of the available and unavailable channels 
phyTransmitPower*  The transmitter output power in dBm 
phyCCAMode  The CCA mode of operation (1–3) 
phyCurrentPage  The current PHY layer’s channel page 
phyMaxFrameDuration^  
The maximum number of symbols in a frame (55, 
212, 266, 1064) 
phySHRDuration^ 
The duration of the synchronization header (SHR) (3, 
7, 10, 40) 
phySymbolsPerOctet^  
The number of symbols per octet for the current PHY 
(0.4, 1.6, 2, 8) 
 
 
2.1.1.7 PHY Services 
 
The PHY layer has two types of services, namely, the PHY data services and management 
services. The PHY data services are accessed through PHY data SAP (PD-SAP), and the 
PHY management services are accessed through the PHY layer’s management entity 
(PLME) SAP. Figure 2-2 shows the PHY and MAC layers’ interfacing. The MAC layer’s 
management entity (MLME) contains the MAC PAN information base (MAC-PIB), 





Figure 2-2  PHY and MAC Layers of the IEEE 802.15.4 standard [28] 
 
 
2.1.1.7.1 PHY Data Service 
 
The MAC layer generates the MAC protocol data unit (MPDU) whenever it needs to 
transmit data. The PHY layer receives the MPDU, and informs the MAC layer that the data 
is ready for transmission whenever the data reaches the radio transceiver. The PHY layer 
also notifies the MAC whether the transmission is successful or not. In the receiving mode, 
the PHY provides the MAC with the MPDU and LQI information.  
Figure 2-3 shows the data transmission steps from one device to another. The data to be 




Figure 2-3 Two Devices Data delivery procedure [28]  
 
 
2.1.1.7.2 PHY Management Service 
 
The PHY management services are exchanged between the PHY and MAC layers by using 
PLME-SAP. The management services provided are: Clear channel assessment (CCA), 
setting the value of a PHY-PIB attribute, energy detection (ED), obtaining information 





2.1.1.8  The Service Primitives 
 
The service primitives are the services the layer provides to the next higher layer. Figure 
2-4 shows the concept of the service primitives. The service primitives are described in the 
following formats: 
<The primitive>.request  







Figure 2-4 the principle of work of the Service Primitive [28] 
 
2.1.1.9 PHY Packet Format 
 
The PHY protocol data unit (PPDU) consists of the PHY payload, the PHY header (PHR), 




Figure 2-5 PHY Layer Protocol Data Unit Format [28] 
 
The PHY payload contains data from the upper layers, PHR contains information about the 
frame length, and SHR is required to synchronize the bit stream.  
SHR consists of two components, namely, the preamble sequence and start of the frame 
delimiter (SFD). The preamble field contains the synchronization information, and SFD 
indicates the end of the SHR and the beginning of the PHR. 
Table 2-4 shows the preamble field lengths and durations for different modulation schemes 
and different channel bands.       








Table 2-4 the lengths and the Durations of the Preamble Field  
PHY Option  Length Duration (μs) 
868 MHz BPSK  4 octets  32 symbol  1600 
915 MHz BPSK  4 octets  32 symbol  800 
868 MHz ASK  5 octets  2 symbol  160 
915 MHz ASK  3.75 octets  6 symbol  120 
868 MHz O-QPSK  4 octets  8 symbol  320 
915 MHz O-QPSK  4 octets  8 symbol  128 




Table 2-5 the Field Format of SFD 
Bits  0  1  2  3  4  5  6  7 






Table 2-6 SFD Field Lengths 
PHY Option  Length 
868 MHz BPSK  1 octets  8 symbol 
915 MHz BPSK  1 octets  8 symbol 
868 MHz ASK  2.5 octets  1 symbol 
915 MHz ASK  0.625 octets  1 symbol 
868 MHz O-QPSK  1 octets  2 symbol 
915 MHz O-QPSK  1 octets  2 symbol 
2.4 GHz O-QPSK  1 octets  2 symbol 
 
 
The frame length field contains information about the length of the PHY layer payload 
(PSDU). The length of the PSDU varies from 0 to 127 octets. Table 2-7 shows the values 
of the frame length and their meanings.   
 
Table 2-7 Frame Length Values 
Frame Length Values  PHY Payload 
0 to 4  Reserved 
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5  Acknowledgment MPDU 
6 to 8  Reserved 
9 to aMaxPHYPacketSize  Any other MPDU 
 
 
2.1.2 IEEE 802.15.4 MAC Layer 
 
The MAC layer is the second layer of the IEEE 802.15.4 standard. IEEE 802.15.4 defined 
the PHY and the MAC layers only, and did not specify the features of the NWK layer. The 
MAC layer is not defined for a specific technology; therefore, each technology standard 
specified the required MAC features that must be available to build up the protocol stack.  
Figure 2-6 shows the MAC sublayer reference model. The MAC layer has MAC layer 
management entity (MLME) that communicates with the NWK layer’s management entity 
(NLME) by calling the MLME service access point (MLME-SAP).  
The MAC layer has a database of attributes and constants referred to as MAC PAN 
information base (MAC-PIB). The constants start with (a) prefix, and the attributes start 
with (MAC) prefix.    





Figure 2-6 The Model of the MAC sublayer [28] 
 
2.1.2.1 Superframe Structure and Beacon-Enabled Operations 
  
The Superframe consists of three parts, namely, the contention access period (CAP), the 
contention free period (CFP), and the inactive period. Figure 2-7 shows the structure of the 
superframe.  
The Superframe is an optional feature in 802.14.5 standard, and it can be activated by using 
the beacon mode. The beacon frames are MAC frames that contain information about the 
time interval between the beacons and the guaranteed time slots (GTS).  The contention 
access period is shared among the nodes, any node can compete for having access to the 




Figure 2-7 The Structure of the SuperFrame [28] 
  
The CFP is the solution for nodes with critical data that needs to be transmitted instantly. 
CFP offers guaranteed time slots, which is a big advantage of the beacon-enabled operation 
mode.  
The CAP and CFP periods are called the active periods, and the inactive periods allow the 
coordinator or the PAN to turn off its transceiver to save power during sleep mode. The 
Superframe has 16 active time slots in total. Five to seven of these time slots are GTSs.  
The beacon interval (BI), defined as the time value between two consecutive beacon 
frames, is calculated as follows: 
BI = aBaseSuperframeDuration *2BO (Symbols). 
The BI is determined by the value of aBaseSuperframeDuration and the macBeaconOrder 
(BO). The BO can be any value from 0 to 14. To disable the beacon mode, the BO is set to 
15. 
The superframe duration (SD), also called the active period length, is written as: 
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SD = aBaseSuperframeDuration* 2SO(Symbols) 
Where SO is the Superframe duration of the MAC. The value of the SO is always less than 
or equal to the value of the BO. 
In the beacon-enabled mode, the PAN and any other coordinator can transmit the beacons 
and generate a superframe. The beacons transmitted by the PAN are called received 
beacons, and the beacons transmitted by any other coordinator are called transmitted 
beacons. The superframe duration for both the PAN and the other coordinators are the 
same.     
 
Figure 2-8 The Timing of the Received and the Transmitted Superframes [28] 
  
2.1.2.2 The Interframe Spacing 
 
The inter-frame spacing (IFS) is the time between two successive frames. This time space 
allows the receiving node or device to process the received frame before a new frame 
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arrives. There are two types of IFS depending on the frame size, namely, long IFS (LIFS) 
and short IFS (SIFS).  
Figure 2-9 shows the format of the IFS for acknowledged and unacknowledged 
communications. For acknowledged communication, the long/short IFS’s spacing starts 
after receiving an acknowledgment from the transmitter. In the figure, tACK is the 
acknowledgment time.      
 
 
Figure 2-9 The Interframe Spacing in (a) Acknowledged and (b) Unacknowledged Transmission [28] 
 
2.1.2.3 Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA) 
 
CSMA is the channel access mechanism in the IEEE 802.15.4 standard. The first step of 
the CSMA/CA is the CCA, which helps the device to know whether the channel is busy or 
not. If it is busy the device backs off for a random time interval.  
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There are two types of CSMA, namely, slotted and unslotted CSMA. Slotted CSMA is 
used in beacon-enabled mode and requires back-off slot alignment, and unslotted CSMA 
is used in nonbeacon-enabled mode and does not require back-off slot alignment. 
Figure 2-10 shows the state flow diagram of CSMA-CA. First, a decision is made whether 
to use slotted or unslotted CSMA-CA. The variables NB, CW, and BE are referred to as 
the number of backoffs, the contention window length, and the back-off exponent, 
respectively.  
Whenever the channel is busy, the device waits for a back off period determined by the 
following equation: 
Back-off= (A random integer number between 0 to -2BE -1) * aUnitBackoffPeriod 
In slotted mode, the battery life extension (BLE) affects the BE value. If the BLE is active 
then the BE is the minimum of two or the macMinBE, and otherwise, BE=macMinBE. The 
value of the BE is incremented every time the CCA indicates the channel to be busy, but 
the BE cannot exceed the value of macMaxBE. 
The NB counts the number of retries of accessing the channel. If the NB reaches 
macMaxCSMABackoffs, the CSMA-CA algorithm quits. 
The CW is used in slotted CSMA-CA, and it determines the number of backoffs before 








The CSMA-CA mechanism can avoid collision in ZigBee networks, but it has two 
weaknesses. The First weakness is the hidden node problem, and the second weakness is 
the exposed node problem. 
The hidden node problem happens when two nodes out of the range of each other transmit 
data at the same time to the same node. As a result, a collision will occur at the receiving 
node. The exposed node problem occurs when two nodes in the range of each other want 
to transmit data to two different nodes. The two receiving nodes are out of the range of 
each other; however, since the two sending nodes are in the range of each other, CSMA-
CA will prevent them to transmit at the same time. Figure 2-11 shows the hidden and 
exposed node problems.         
 




2.1.2.4 MAC Services 
 
The MAC services are divided into two types, namely, management services, and data 
services. The MAC data services contain the data requested to be sent by the NWK layer. 
These data are forwarded to the MAC layer from the NWK layer as a network protocol 
data unit (NPDU). The MAC generates its payload, called the MAC service data unit 
(MSDU), which contains the NPDU. During the receiving mode, the MAC layer delivers 
the data to the NWK layer. In addition to the data, the MAC layer provides the NWK layer 
with the LQI, and the data reception time.  
The MAC management services are controlled by the MAC layer management entity 
(MLME). The MAC management services include the following: 
 Managing MAC PIB 
 Communication Status 
 MAC Reset 
 Requesting Data from a Coordinator 
 Device Association and Disassociation 
 GTS Management 
 Orphan Notification 
 Channel Scanning 
 Enabling and Disabling the Receiver 
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 Beacon Notification 
 Updating Superframe Configuration 
 Synchronizing with a Coordinator 
 
2.1.2.5 MAC Frame Format 
 
The general frame of the MAC layer consists of three parts: the MAC header (MHR), the 
MAC payload, and the MAC footer (MFR). Figure 2-12 shows the general frame format. 
 
Figure 2-12 (a) The General frame format of the MAC layer and (b) the Frame Control Field [28] 
 
The first section of the MHR is the frame control field. The frame control field includes: 
 The frame type: determines the type of the frame, beacon frame, data frame, 
acknowledgment frame, and MAC command frame.  
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 The security-enabled: determines whether the frame has security protection or not. 
The auxiliary header will be part of the MAC frame if the security-enabled subfield 
is set to one. Otherwise, the size of the auxiliary header is zero.  
 The frame pending: if this field is set to one, it means there still some data pending 
at the transmitter that need to be sent to the receiver.  
 The acknowledgment request:  the recipient device must send an acknowledgment 
frame to the sender if this field is set to one. 
 The PAN ID compression: if this field sets to one, this means that the source PAN 
and the destination PAN addresses are the same, and only the destination PAN 
address is included in the frame.  
 The destination and source addressing mode: determine the addressing mode (either 
16-bit or 64-bit). The length of the destination and source address fields depends 
on the addressing mode.  
 The frame version: determines what version of the IEEE 802.15.4 is used to build 
the frame. 
The next field of the MHR is the sequence number, which determines the data sequence 
number (DSN) and the beacon sequence number (BSN). The BSN is used in beacon 
frames, and DSN is used in any other frames.  
The MFR contains the frequency check sequence (FCS). The FCS helps in error detection 
in the data (i.e., if there is an error the data, and the data need to be transmitted again).  
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There are four types of MAC frames: beacon, data, acknowledgment, and command 
frames. The MAC beacon frame format is shown in figure 2-13.  
 
Figure 2-13 MAC Beacon Frame [28] 
 
The superframe specification field consists of the following parts: Beacon order, 
superframe order, final CAP (which determines the last time slot of the CAP period), 
battery life extension (BLE), which indicates that the device will turn off its receiver to 
save energy, PAN coordinator, which indicates that the received frames from the PAN or 
any other coordinator. The final part is the association permit, which indicates whether the 
PAN received an association request or not at this time. 
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The next MAC frame format is the data MAC frame format. Figure 2-14 (a) shows the 
sections of the MAC data frame format. The MAC data frame payload is provided by the 
NWK layer.  
The MAC acknowledgment frame is sent by the recipient device to the sender device to 
insure the data reception. Figure 2-14 (b) shows the MAC acknowledgment frame format. 
The last MAC frame type is the MAC command frame. Figure 2-14 (c) shows the MAC 
command frame format. This frame is used to transfer the MAC layer commands to the 
recipient device.  
 
Figure 2-14 (a) The MAC Data Frame, (b) The MAC Acknowledgment Frame, and (c) The MAC Command 





2.1.3 The ZigBee NWK Layer 
 
ZigBee NWK layer has two type of services: NWK data services and NWK management 
services. The NWK layer data entity (NLDE) controls the NWK data services, and the 
NLDE-SAP is used for data transfer between NWK and APL layers. The NWK layer 
management entity (NLME) controls the management services, and contains the network 
information base (NIB) which contains the information of the network layer attributes and 
constants. The NLME-SAP is a conceptual interface between NWK and APL layers, and 
is used for exchanging management services between the two layers.   
 
Figure 2-15 ZigBee network layer [28] 
 
The NWK layer management services include route discovery, network formation,    
establishing the device as a router, joining and leaving the network, resetting the NWK 
layer, and nodes synchronization.    
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 The ZigBee coordinator assigns the MAC address for each new device joining the 
network, and the NWK layer of the coordinator device assigns the network address for the 
new devices. The NWK and the MAC addresses must be the same. 
The NWK layer limits the frame time by assigning a constant value called radius-the 
maximum number of hops the frame can travel. The value of the radius decreases each time 
the frame crosses a new hop, and the frame is dropped if the radius value reaches zero. 
There are three types of communication between nodes in ZigBee networks, namely, 
broadcast, multicast, and unicast. In broadcast, the message is forwarded to all nodes in the 
network. In multicast, the message is forwarded to a group of nodes in the network. In 
unicast, the message is forwarded to specific node in the network. Figure 2-16 shows the 
different communication types.  
 
 
Figure 2-16 (a) Broadcast, (b) Multicast, and (c) Unicast Communications 
2.1.3.1  ZigBee Topologies      
 
ZigBee Network can form three different topologies: hierarchical (tree), mesh, and star.   
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The hierarchical (tree) network, shown in figure 2-17, starts from the ZigBee coordinator 
as root. The root establishes the network. A node that is directly connected to a ZigBee 
coordinator or router is called child, and the coordinator or the router is called parent. The 
ZigBee end device can only act as child. The network depth is the required number of hops 
to deliver the frame to the root. The ZigBee coordinator’s children have a depth of one, 
because they can deliver the frame to the root by one hop.       
 
 
Figure 2-17 The hierarchical (Tree) topology [28] 
   
The star topology is a special case of the hierarchical topology. In star topology, all nodes 
are connected to the ZigBee coordinator directly with depth of one, and the ZigBee 
coordinator is considered as the only parent for the network.   
The mesh topology, there is no parent-child relationship; the neighboring nodes can 
communicate directly without a coordinator or a router. The mesh network routing paths 
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are reliable and multiple, the frame can follow any available path from the source to the 
destination, and if the previously selected path is down, the routing nodes can find a new 
path. 
 
2.1.3.2 The NWK Layer Frame Format  
 
The general NWK layer’s frame format is shown in Figure 2-18. The NWK layer’s frame 
consists of two main sections, namely, NWK header (NHR), and NWK payload. 
The first field of the network frame is the frame control. The frame control field determines 
the following: 
 The frame Type: determines whether the frame is data or command frame. 
 Protocol version: determines the ZigBee protocol version 
 Discover route:  determines the routing option (suppress, enable, or force route 
discovery). 
 Multicast flag: multicast routing is used if the flag is set to one.  
 The security: enable or disable the security. 
 The source route: this field is set to one if the source route’s subframe field is 
included in the frame. 
  Destination IEEE address and Source IEEE address fields: determines the 





Figure 2-18 General Network Frame Format [28] 
 
The radius field determines the hop count, and the multicast field is added to the frame if 
the multicast mechanism is used. 
The data and command frame formats are shown in Figure 2.19. The routing field is an 
abstract of the group of fields between the control and the payload fields in figure 2-18. 
The NWK layer commands are listed in Table 2-8. An 8-bit number called the NWK layer’s 




Figure 2-19 The Network Layer (a) data and (b) command frame formats [28] 
 
  
Table 2-8 Network Commands 
Command Frame Identifier  Command 
00000001  Route request 
00000002 Route reply 
00000003  Route error (network status) 
00000004  Leave 
00000005  Route record 
00000006  Rejoin request 








2.1.4 The APL Layer 
 
The APL layer, shown in Figure 2-20, consists of three main parts: application framework, 
ZigBee device object (ZDO), and application support sublayer (ABS).  
The ABS works as an interface between the APL layer and the NWK layer. The ABS 
performs management and data services. It contains the APS data entity (APSDE), the APS 
management entity (APSME), and the APS information base (APS-IB), which includes the 
information about the attribute values. The APS serves both the ZDO and the application 
framework in data delivery through APSDE-SAP. The APSDE-SAP is a conceptual 
interface through which the data services are delivered. 
 
 
Figure 2-20 The Application Layer [28] 
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The application framework consists of application objects numbered from 1 to 240. Each 
application object corresponds to specific endpoint APSDE-SAP. For instance, endpoint 
zero corresponds to the ZDO. 
The ZDOs act as an interface between the APS sublayer and the application framework. 
Moreover, the ZDOs control the management services of the APL layer, such as defining 
the node in one of the three types: ZigBee coordinator, router, or end device. The ZDO 















2.2 WirelessHART Protocol Layers     
 
WirelessHART defined five layers: PHY layer, data link layer, NWK layer, transport layer, 
and APL layer. Figure 2-21 shows the protocol layers in WirelessHART.   
 
2.2.1 WirelessHART PHY layer 
 
The WirelessHART’s PHY layer is typically the same as the PHY layer in IEEE 802.15.4, 
and the only difference is that WirelessHART hops over 16 frequency channels. 
WirelessHART works in the 2.4GHz band with a data rate of 250 Kbps, and a channel’s 
gap of 5 MHz. The nominal transmission power is 10dBm, which is 10 times higher than 
that of ZigBee.       
 
 
Figure 2-21 WirelessHART Protocol Layers [28] 
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2.2.2 WirelessHART Data Link Layer 
 
The data link layer is based upon the MAC layer in IEEE 802.15.4 standard with some 
modifications. The WirelessHART requirement is a reliable error-free communication 
protocol. To achieve this requirement, WirelessHART adopts the use of channel hopping, 
together with channel blacklisting and time division multiple access (TDMA) for reliable 
communication.   
Channel hopping uses 16 channels in the 2.4GHz band to overcome the interference issue. 
WirelessHART blacklists channels that have high interference value, and the channel 
hopping mechanism avoids using these blacklisted channels. TDMA technology 
guarantees a reliable communication through assigning timeslots for the nodes. The time 
slot size is fixed at 10ms.   
The data link layer protocol data unit (DLPDU), shown in Figure 2-22, consists of the 
following fields: 
 The address specifier: 1-byte size  
 The Sequence number: 1-byte size 
 The network ID: 2-byte size  
 The destination and source address: 2- or 8-byte size    
 The DLPDU: 1-byte size 
 The message integrity code (MIC): 1-byte size  
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 The cyclic redundancy chick (CRC): 2-byte size  
 The DL payload: variable-length  
 
Figure 2-22 Data Link Layer Protocol Data Unit [29] 
      
The superframe, shown in figure 2-23, consists of a group of time slots. Every 100 time 
slots form one superframe. The WirelessHART network has more than one superframe, 
but only one superframe is enabled at a time. WirelessHART is a contention-free access 
network and to ensure that, the time slot is assigned to two nodes, one as a source and the 
other as a destination. 
In the ACK based communication, the transmitter expects to receive an ACK from the 
receiver after sending the DLPDU. If the transmitter does not receive the ACK from the 
receiver, the transmitter will retransmit the same DLPDU again.  If the routing link fails to 
deliver the DLPDU to the receiver repetitively, the link will be discarded and an alternate 




Figure 2-23 WirelessHART SuperFrame [29] 
 
 
WirelessHART defines five frame types: acknowledgment frame, advertise frame, keep-
alive frame, disconnect frame, and data frame. Data frame contains information from the 
upper layers, and the other four frames are used for data link information only. 
 
2.2.3 WirelessHART NWK layer 
 
 
The WirelessHART NWK layer frame is shown figure 2-24. The frame consists of the 
following fields: (1) The control field: determines the addressing mode. (2) The time to 
live (TTL) field: determines the frame time in by counting the number of hops the frame 
has crossed. (3) The ASN snippet: gives information about network quality. (4) The Graph 
ID: stores information about the routing path. (6) The source and destination fields. (7) The 
expanded routing information: determines whether an extra routing information is needed 






Figure 2-24 WirelessHART NWK layer Frame format [29] 
 
 
2.2.4 WirelessHART Transport layer 
 
Figure 2-25 shows the WirelessHART transport layer. The transport layer insures end-to-
end data delivery and insures reliable communication. The application layer’s data is 
encapsulated in this layer. The Transport layer supports both acknowledged and 









2.2.5 WirelessHART APL layer 
 
The APL layer of WirelessHART is adopted from the Hart standard. The APL layer is 
command based. There are two types of commands, namely, common practice commands, 
and universal commands. The APL layer is responsible for extracting the command 
numbers from the messages and perform the required response based on that command. 
The frame format of the APL layer is shown in figure 2-26.  
 








2.3 ISA100 Protocol Layers 
 
The ISA100 protocol layers are shown in figure 2-27. ISA100 uses a simple version of OSI 
protocol stack. The ISA100 defines five layers: PHY layer, DDL layer, NWK layer, 
transport layer, and APL layer.  
 
 
Figure 2-27 ISA100 Protocol Layers [30] 
 
2.3.1 ISA100 PHY layer 
 
The PHY layer of the ISA100 is compliant to the PHY layer of the IEEE802.15.4 standard. 
ISA100 works in the 2.4GHz band, and uses the channels 11–25 as defined in 
IEEE802.15.4 standard, with 5MHz gap between adjacent channels. The modulation 
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technique is direct sequence spread spectrum (DSSS) together with offset quadrature 
phase-shift keying (O-QPSK). The nominal transmit power is 10mW which gives a 
transmission range of 100 meters.    
2.3.2 ISA Data Link Layer 
 
The ISA100 data link layer consists of three parts: MAC sublayer, MAC extension, and 
upper data link layer. The MAC sublayer is a subset of the MAC layer in 802.15.14 
standard, and the main function of this layer is transmission and reception of data frames.  
The MAC extension defines extra features not supported in the MAC of 802.15.4 standard, 
such as frequency hopping and TDMA. The upper data link layer has the functionality of 
routing across the data link subnet. 
The superframe structure is shown in figure 2-28. The superframe is a group of time slots. 
The time slots in ISA100 have a configurable size (i.e., the size can be 10ms, 11ms, or 
12ms). The ISA100 has multiple superframes, but only one superframe can be enabled at 
a time. The system manager configures the size of the time slot and the superframe.       
 




ISA100 uses two types of frequency hopping, namely, slotted hopping, and slow hopping. 
In slotted hopping, the communication is done in 2D matrix. Thus, each communication 
link is defined by two parameters: the time slot offset, and the channel offset. Figure 2-29 
(a) shows the slotted hopping mechanism. 
In slow hopping, a group of adjacent timeslots is combined on a single channel. 
Consequently, hopping happens to a group of time slots as a single shared medium, and 
each group is treated as a single slow hopping period. Figure 2.29 (b) shows the slow 
hopping mechanism. 
The slow hopping is helpful for those nodes that have improper synchronization. In 
addition, slow hopping is required for event-based traffic, which means the occurrence of 
the event requires immediate transmission. The communication in slow hopping is driven 
by CSMA-CA, which means the communication is contention based.  
           
 
Figure 2-29 (a) slotted Hopping and (b) Slow Hopping [30] 
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ISA100 can also employ a hybrid hopping combination of slotted and slow hopping; the 
network has periods of slotted and slow hopping. Figure 2-30 shows the hybrid hopping 
mechanism.      
 
 
Figure 2-30 Hybrid Hopping [30] 
 
ISA100 defines five programmed hopping patterns supported in all devices: 
 Pattern 1: channels numbers 19, 12, 20, 24, 16, 23, 18, 25, 14, 21, 11, 15, 22, 17, 
13 (,26) 
 Pattern 2: pattern 1 in reverse 
 Pattern 3:  channels numbers 15, 20, 25 
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 Pattern 4: pattern 3 in reverse 
 Pattern 5:  channels numbers 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 
25 (,26) 
Patterns 3 and 4 are used for slow hopping, whereas pattern 5 is used for WirelessHART 
coexistence.  
 
2.3.3 ISA100 NWK layer 
 
The function of the NWK layer in ISA100 is routing the message beyond the backbone 
router. It assigns 16-bit short address for DL subnet, and 128-bit long address for backbone 
networks. The NWK layer is also responsible for fragmentation and reassembly of data 
packets. The NWK layer also handles address translation between the 16-bit short and the 
128-bit long addresses.  
 
2.3.4 ISA Transport layer 
 
The Transport layer handles the end-to-end communications, and provides connectionless 
services. The transport layer extends the UDP of IETF 6LoWPAN specification. The 





2.3.5 ISA100 APL layer 
 
The APL layer is divided into two parts, namely, the upper APL layer, and the APL 
sublayer. The upper APL layer contains the applications’ processes, and the APL sublayer 
















3 CHAPTER 3 
LITERATURE REVIEW 
 
A lot of research work has been conducted on IEEE’s 802.15.4 and the ZigBee standards, 
in contrast to WirelessHART and the ISA100. This chapter focuses on the research work 
related to this work.  
 
3.1 Literature Review  
In [7], the authors conducted a theoretical comparison between ZigBee, WirelessHART 
and ISA.l00 standards. The authors concluded that WirelessHART and ISA.I00 overcame 
many of the ZigBee drawbacks. In addition, WirelessHART and ISA.I00 are suitable for 
industry applications, whereas ZigBee is more suitable for home usage.  
The performance of IEEE’s 802.15.4 was analyzed in [18] using NS-2. The authors 
measured the packet reception ratio and the packet routing load over different sending 
interval times and packet sizes. They concluded that there is a relation between the sending 
interval time, the packet reception ratio, and the packet routing load. The results showed 
that the higher is the packet sending interval time (less amount of load), the higher the 
packet reception ratio and vice versa. Therefore, for each WSN size there is an optimal 
packet reception ratio based on optimal packet sending interval time. 
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The possibility of using the WSN standards (ISA100.11a and ZigBee Pro) in aerospace 
applications was examined in [19]. The authors performed a performance comparison 
between the two standards, and they concluded that the two standards can be used in 
aerospace applications. However, the spectrum must be carefully managed to mitigate 
interference during the operational lifetime of the WSN.  
In [16], the performance of the ISA100 was evaluated. The CSMA-CA and TDMA 
mechanisms were both evaluated. The performance metrics are network throughput, 
average delay, and energy consumption per superframe. The results showed that ISA100 
offers a maximum throughput of 35%, similar to slotted ALOHA. The superframe duration, 
and the timeslot size has an effect on the network throughput and delay. Long superframe 
and timeslot sizes produce lower throughput and higher delay. The authors built the 
ISA100 physical and MAC layers using OPNET modeler. They did not build the full data 
link layer to support multi-hop routing, which means only star topology network was 
supported.   
In [20], the effect of priority CSMA-CA mechanism of ISA100 was studied. The authors 
developed ISA100’s PHY and MAC layers on the OPNET simulator. They evaluated the 
performance of the CSMA-CA in terms of packet lifetime and maximum backoff exponent. 
The authors did not study the effect of multi-hop routing on the CSMA-CA mechanism. 
In [21], the performance of ISA100 under interference from IEEE 802.11b was studied. 
The results showed that ISA100 can tolerate the interference caused by 802.11b and can 
operate with an acceptable packet error rate (PER) and end-to-end delay. The simulation 
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was done using OPNET modeler model of  ISA100, which supports one hop packet 
delivery only. Thus the real performance of the ISA100 cannot be tested by this model.  
In [22], a special WirelessHART simulator was designed, and the coexistence issue of the 
WirelessHART with IEEE 802.11b was studied. The designed simulator supports the first 
two layers the PHY and the MAC of the WirelessHART standard. The results showed that 
the WirelessHART outperforms the original IEEE 802.15.4 standard. In addition, the 
WirelessHART can coexists with IEEE 802.11b, which is not the case with IEEE 802.14.5.     
In [23], a practical performance evaluation of the WirelessHART was performed. The 
evaluation of WirelessHART was conducted with and without interference from IEEE 
802.11g. The packet loss rate, the packet delivery ratio, and the delay were measured. The 
results showed that the performance of the WirelessHART is greatly affected by 
interference from the IEEE 802.11g wireless network. The authors did not apply the 
WirelessHART blacklisting mechanism, and this might be the reason for the heavily 
degraded performance.  
In [24], the PHY layer of the WirelessHART was implemented in network simulator 3. 
The PER of different types of packets and the effect of different path loss models was 
evaluated. The results showed that the maximum transmission range for WirelessHART is 
200m, 160m, and 20m for Friis model, Two Ray Ground model, and Log Distance model, 
respectively. In addition, the maximum packet size (133-byte) experiences a 3.5% PER.        
In [25], the full WirelessHART protocol stack was implemented using NS-2. The authors 
evaluated the performance of the WirelessHART during the establishment phase. The 
establishment phase is the phase during which the network is first started. The nodes start 
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scanning the different channels to connect to the gateway then establishing the graph route, 
and the gateway starts sending the advertisement packets to connect with new nodes to 
establish the whole network. In this paper, the node joining delay and the connection 
establishment delay were evaluated. The results showed that the more the hops between 
the node and the gateway, the more the delay for node joining and for connection 
establishment.  
In [26], the coexistence issue between ZigBee and Wi-Fi standards 802.11b/g was studied. 
The results showed that the performance of the ZigBee network is affected by the two 
standards. The possible solution is a proper allocation of ZigBee’s nodes to avoid 
interference from Wi-Fi networks.  
In [27], the performance of ZigBee network with mobility was studied, the performance 
metrics were delay and throughput. The experiments considered different types of 
topologies, namely, star, tree, and mesh topologies. The results showed that, when the 
nodes are moving, the performance of ZigBee is better when using tree topology.     
 
3.2 Summary  
The previous work covered some of the ISA100 and WirelessHART aspects, and measured 
the performance of the two standards. Nevertheless, the results were for special cases and 
did not measure the performance where the mesh or tree topologies and multi-hop networks 
take place.  
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The importance of this work comes from the necessity of measuring the IWSN 
performance over multi-hop networks. To evaluate the performance of such networks there 
is a need for a simulator that supports multi-hop routing. In this work, an ISA100 simulator 
is developed to measure the performance of such networks.               
 














4 CHAPTER 4 
WirelessHART Implementation Description 
This chapter provides description of the WirelessHART implementation using NS-2 that 
was performed in [25].   
 
4.1 WirelessHART Implementation in NS-2   
Pouria Zand et. Al. [25] implemented WirelessHART using NS-2. They implemented the 
full WirelessHART protocol stack. NS-2 simulator already has the PHY and MAC layers 
of the IEEE 802.15.4. WirelessHART adopted both the PHY and the MAC layers of IEEE 
802.15.4e 2006 release. The PHY layer is the same as in the previous release, but the MAC 
layer is different. The MAC has time slot channel hopping (TSCH) property. The authors 
implemented the DL layer, the NWK layer, the Transport layer, and the APL layer. 
 
4.1.1 The DL layer 
The authors in [25] modified the MAC layer’s module of NS-2 to support the TSCH, 
ACKs, concurrent link activation and MLME primitives (mlme_set_slotframe, 
mlme_set_link, mlme -set-graph, mlme_tsch_mode, mlme_listen, mlme_advertise, 
mlme_keep_alive, mlme_join, mlme_activate and mlme_disconnect).   
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The DL layer tables shown in Figure 4-1 were also implemented in NS-2. The tables are: 
 The superframes table: contains the superframes. The superframe length is given 
by 2n s, where (−2 ≤ n ≤ 9). 
 The link tables: describes all the links in the network. The link is the connection 
between two nodes, one as source and the other as destination. A link is described 
by the timeslot number, the channel offset, the superframe ID, the node address, 
and the link type (data, join, discovey, or broadcast). 
 Graph table: each graph lists the potential next hops to which the data can be 
forwarded.  
 Neighbor table: lists the neighbors with which the node can communicates. Unlike 
the other tables, this table is filled by the node directly without refereeing to the 
Network Manager (NM).   
 
4.1.2 The NWK layer 
The NWK layer of the WirelessHART provides routing and secure connection over multi-
hop. The route table, the source route table, the service table, and the session table, shown 





Figure 4-1 WirelessHART Protocol Stack [31] 
     
The session provides end-to-end secure communication between any two devices in the 
network. There are four types of sessions: a unicast session between the NM and the device, 
a broadcast session between the NM and all the devices, a unicast session between the 
gateway and the device, and a broadcast session between the gateway and all the devices.  
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The services are used to allocate bandwidth for communication between devices. The 
service table contains the list of services the device can have.  There are four types of 
services: maintenance services, publish services, block transfer services, and event 
services.  
4.1.3 Transport layer  
Transport layer supports acknowledged and unacknowledged data delivery. The transport 
table shown in Figure 4-1 has a new entry after each acknowledged data transfer.  
    
4.1.4 The APL layer 
The APL layer contains the list of commands the WirelessHART can support, each of 
which is identified by a command number. The command number determines the contents 
of the message. The commands are used by the network manager or the gateway to perform 
tasks. The implemented commands are graph management and source route commands, 
managing superframes and link commands, bandwidth management commands, network 
health reporting and status commands.  
4.1.5   The Network Manager 
The NM uses centralized network management algorithm to manage the network and 
schedule communications. The authors implemented the management algorithm in [30]. 
Each time a new node joins the network, the NM runs the algorithm, and defines the uplink, 
downlink, broadcast graphs, and the communication schedule for the node. This procedure 
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is repeated until all nodes join the network.  The following sub-sections describe the join 
procedure, graph and route definition, communication scheduling, and the service request 
procedure.         
4.1.5.1 The Join Procedure 
The join procedure is shown in figure 4-2. Any new node willing to join the network listens 
to the frequency channels in the 2.4GHz band. The advertiser node or the router node 
always broadcasts the advertisement, which contains information about the superframe 
structure. The node sends the join request to the selected advertiser. The join request 
contains information about the neighbors’ signal levels. The new node also adds the 
advertiser’s graph ID to the network header of the join request. The advertiser receives the 
join request then forwards it to the NM/Gateway. The NM receives the join requests and 
performs the management algorithm to allocate the graphs and the links for the new node.  
After that, the NM sends the join response or the activation command to the new node. The 
join response includes the following: write network key (Command 961), write device 
nickname address (Command 962), and write session (Command 963). At the final stage, 








Figure 4-2 the Join Procedure 
 
4.1.5.2 Graph and Route Definition 
There are three types of routing graphs in the network: 
 The uplink graph: this graph is used to establish connections between the filed 
devices and the gateway. The devices may send management or process data.  
 The downlink graph: this graph is used by the NM to establish a unicast connection 
to every device in the network.  
 The broadcast graph: used by the NM to send common data or control data to the 
whole network.    
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The following notations are used throughout this chapter: 
G(V, E): the original network topology 
g:  the Gateway  
VAP: the set of Access Points  
VD: the set of devices   
{g}∪VAP ∪VD = V.  
𝑒𝑣
+ and  𝑒𝑣
−  : the outgoing edge set and incoming edge set for each node v ∈ VD ∪ VAP 
𝛿𝑣
+  and 𝛿𝑣
− : the v’s outgoing and incoming degree 
GB(VB, EB) and GU(VU, EU): the G’s reliable broadcast graph and uplink graph.  
Gv(Vv, Ev) :the downlink graph for node v  
 ℎ?̅?: the average number of hops from the gateway for node i  
Pi  : node i parents in the GB 
C1: v has at least two parents u1, u2, and they form a cycle. 
C2: u1 is u2’s parent in u2’s local downlink graph. 
C3: u2 (u1) has at least one parent from the cycle in Gu1 (Gu2) 
 
Algorithm 1 describes how the network manager can construct the broadcast graph [32].  
Algorithm 1 Constructing Reliable Broadcast Graph GB(VB, EB) 
1: // G(V, E) is the original graph 
2:  Initially VB = g ∪ VAP and EB contains all links from g to VAP.  
3: 
4: while VB   ≠   V do 
5: Find S′ ⊆ V − VB: ∀v ∈ S′, v has at least two edges from VB 
6: if S′ ≠ ∅ then 
7: for all node v ∈ S′ do 
8: Sort its edges eu,v  from VB  according to hu 
9: Choose the first two edges eu1,v  and eu2,v 
10: hv = hu1+hu2 +1 
   2 
11: end for 
12: Choose the node v with min hv 




15: Find S′′ ⊆ V − VB: ∀v ∈ S′′, v has one edge eu,v  from VB 
16: if S′′  ∅ then 
17: for all node v ∈ S′′ do 
18: hv = hu + 1 
19: Calculate nv, the # of its outgoing edges to V − VB 
20: end for 
21:  Choose the node v with maximum nv, break tie using hv 
22: else 
23: return FAIL; 
24: end if 
25: end if 
26: end while 
27: return SUCCESS; 
 
 
Algorithm 2 describes the constructions of the uplink graph [32].  
 
Algorithm 2 Constructing Reliable Uplink Graph GU (VU , EU ) 
1: // G(V, E) is the original graph, GR(V, ER) is the reversed graph   
2:  Construct GR(V, ER) 
3:  Construct GB(VB, EB) from G
R(V, ER) by applying Alg. 1  
4: 
5:  if VB = V then 
6: // Construct GU by reversing all edges in GB 
7: GU(VU, EU ) = 𝐺𝐵
𝑅(VB,𝐸𝐵
𝑅) 
8:  else 
9: // the network topology is disconnected 
10: return FAIL;  
11:  end if 
12:  return SUCCESS; 
 
 
Algorithm 3 describes the construction of the downlink routes [32].  
 
 Algorithm 3 Constructing Sequential Reliable Downlink Routes 
1:   Let S  be the set of explored nodes with downlink route con- structed 
2:   Initially S = g ∪ VAP 




5:  while S   ≠ V do 
6:  Find S′ ⊆ V − S : ∀v ∈ S′, v has at least two edges from S 
7:  // Sr  is the reliable node set in S′, initially Sr  = ∅ 
 8:  if S′ ≠ ∅ then 
9:  for all node v ∈ S′  do 
10: for all edge pair (eu1,v, eu2,v) from S do 
11: hu1,u2= (hu1+hu2 )/2 
12: end for  
 13: Find Pv, set of edge pairs of v satisfying C1 ∧ (C2 ∪C3) 
14: if Pv ≠ ∅ then 
15: Sr = Sr ∪ {v} 
16: Choose (eu1,v, eu2,v) from Pv  with min hu1,u2 
17: else 
18: Choose (eu1,v, eu2,v) from S with min hu1 ,u2 
19: end if 
20: hv = hu1,u2 +1 
21: end for 
22: if Sr ≠ ∅ then 
23: Add v in Sr  with min hv  to S 
24: else 
25: Add v in S′  with min hv  to S 
26: end if 
27: ConstructDG(G, u1, u2, v); 
28: else 
29:  Find S′′ ⊆ V − S and ∀v ∈ S′′, v has one edge eu,v  from S 
30: if S′′ ≠ ∅ then 
31: for all node v ∈ S′′  do 
32: hv = hu + 1 
33: end for 
34: Add v to S  with min hv 
35: Gv = ({u ∪ v},{eu,v}) 
36: Rv = Ru → Gv 
37: else 
38: return FAIL; 
39: end if 
40: end if 
41: end while 







Algorithm 4 [32] is called by algorithm 3 in line 27. 
 
Algorithm 4 ConstructDG (G, u1, u2, v) 
1:  Let Eδ  be the set of edges among u1, u2  and v  
2: if u1, u2  satisfy C1 ∧ C2 then 
3: Gv = G({u1,u2,v}, Eδ) 
4: if u1  is u2’s parent in Gu2   then 
5: Rv = Ru2  → Gv 
6: else 
7: Rv = Ru1 → Gv 
8: end if 
9: else if u1, u2 satisfy C1 ∧ C3 then 
10: if u1 has an edge e from u2’s parents in Gu2   then 
11: Gv = G({u1,u2,v}, Eδ ∪ e) 
12: Rv = Ru2 → Gv 
13: end if 
14: if u2 has an edge e from u1’s parents in Gu1 ∧ (hu2 < hu1) then 
15: Gv = G({u1,u2,v}, Eδ ∪ e) 
16: Rv = Ru1 → Gv 
17: end if 
18: else 
19: if eu1,u2 and eu2,u1   both exist then 
20: Gv = G({u1,u2,v}, Eδ) 
21: Rv = (hu1 < hu2 )? Ru1  → Gv :Ru2 → Gv 
22: else if there is neither eu1,u2 nor eu2,u1 then 
23: Gv = (hu1 < hu2 )?G({u1,v},{eu1,v}):G({u2,v},{eu2,v}) 
24: Rv = (hu1 < hu2 )? Ru1 → Gv :Ru2 → Gv 
25: else if eu1,u2 exists then 
26: Gv = G({u1,u2,v}, Eδ) 
27: Rv = Ru1 → Gv 
28: else 
29: Gv = G({u1,u2,v}, Eδ) 
30: Rv = Ru2  → Gv 
31: end if 






4.1.5.3 Communication Scheduling and Channel Management 
Algorithm 5 describes the communication schedule construction between nodes [32].    
 
Algorithm 5 Constructing Data Communication Schedule 
1:   Sort device sample rates in ascending order: r1  < r2  < . . . < rk. 
2:  Identify the set of nodes with each sample rate: N1, N2, . . . , Nk. 
3:  Initialize the schedule for each node as ∅ 
4: 
5:         for all ri  from r1  to rk  do  
6:  Generate the data superframe Fi 
7: for all node v ∈ Ni  do 
8: // Schedule primary and retry links for publishing data 
9: ScheduleLinks(v, g, GU , Fi, 0, Exclusive); 
10: ScheduleLinks(v, g, GU , Fi, li/4  Shared); 
 11: 
12: // Schedule primary and retry links for control data 
13: ScheduleLinks(g, v, Gv, Fi, li/2  Exclusive); 
14: ScheduleLinks(g, v, Gv, Fi, 3li/4 , Shared); 
15: 
16: if link assignment is not successful then 
17: // Defer bandwidth request from node v 
18: return FAIL; 
19: end if 
20: end for 
21: end for 
22: return SUCCESS; 
 
 
The last algorithm (algorithm 6) describes link scheduling [32].  
 
Algorithm 6 ScheduleLinks(u, v, G, F , t, o) 
1:  // u and v are the source and destination of the communication  
2: // G is the routing graph and F  is the superframe 
3:  // t is the earliest slot to be allocated and o is the link option  
4: 
5:  Identify data superframe F′ with lF ′  = 2lF  
6: for all node i ∈ Successor(u) do 
7: Identify the schedule Su  and Si  for node u and i 
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8: if i is the only successor of u then 
9: Identify ti, the earliest slot from t with a channel c to: 
10: Allocate entries Mk·lF+ti,c(k = 0, 1, ...) on M 
11: Allocate the slots k · lF  + ti  on Su  and Si 
12: Allocate slot ti  on F  
13: 
14: if All allocations are successful then 
15: ScheduleLink(i, v, G, F , ti, o); 
16: end if 
17: else 
18: if i is the first successor then 
19: Identify ti, the earliest slot from t with a channel c to: 
20: Allocate entries Mk·lF′+ti,c  on M 
21: Allocate slots k · lF ′  + ti  on Su  and Si 
22: Allocate slot ti  on F
′ 
23: else 
24: Identify ti, the earliest slot from t with a channel c to: 
25: Allocate entries Mk·lF′+lF+ti,c  on M 
26: Allocate slots k · lF ′  + lF  + ti  on Su  and Si 
27: Allocate slot lF  + ti  on F
′ 
28: end if 
29: 
30: if All allocations are successful then 
31: ScheduleLink(i, v, G, F′, ti, o); 
32: end if 
33: end if 
34: if No feasible allocations available then 
35: return FAIL; 
36: end if 
37: end for 
38: return SUCCESS; 
 
 
4.1.5.4 Service Request Procedure 
The device that needs to establish connection with other devices in the network requests 


















5 CHAPTER 5 
ISA100 implementation and Benchmarking  
This chapter gives description of our implementation of ISA100 simulator in NS-2, and 
provides a comparison against another ISA100 simulator.   
 
5.1  The Implemented ISA100 simulator 
 
The ISA100 simulator is built in NS2. It is worth mentioning that the ISA100 simulator is 
based on the WirelessHART simulator in NS-2 [25]. The WirelessHART simulator was 
upgraded to support the ISA100 features.  
As mentioned in chapter 2, there are differences between the two protocol stacks, and there 
are similarities. The similarities between the two protocols are: 
 They have the same PHY layer. The PHY layer is 802.15.5 IEEE compliant 
  The sub-MAC layer is the same in the two protocols, and it is also 802.15.5 IEEE 
MAC compliant 
  The two protocols support graph and source routing. 
The differences between the two protocol stacks are: 
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 The WirelessHART DL layer supports TDMA. TDMA provides guaranteed 
timeslots for the nodes with fixed timeslot size of 10ms. On the other hand, ISA100 
supports configurable time slot size. The timeslot size can be 10ms, 11ms, or 12ms. 
 The WirelessHART supports one channel hopping mechanism, which is slotted 
hopping, and one hopping sequence pattern. ISA100 supports two different channel 
hopping mechanisms, and 5 different hopping sequences. ISA100’s channel hoping 
mechanisms are slotted hopping and slow hopping, and the 5 hopping patterns are:      
o Pattern 1: channels 19, 12, 20, 24, 16, 23, 18, 25, 14, 21, 11, 15, 22, 17, 13 
(,26) 
o Pattern 2: pattern 1 in reverse 
o Pattern 3:  channels 15, 20, 25 
o Pattern 4: pattern 3 in reverse 
o Pattern 5:  channels 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25 
(,26) 
   Patterns 3and 4 are used for slow hopping, whereas pattern 5 is exploited to 
coexists with WirelessHART. 
               
 In slow hopping, the ISA100 devices use CSMA-CA mechanism to access the 
communication medium, and the active communication period for any node varies 
from 100ms to 400ms.    
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The aforementioned differences were considered and the WirelessHART simulator’s code 
was updated.  
Figure 5-1 shows the slotted hopping mechanism. First, the system manager configures the 
slot size (10ms, 11ms, or 12ms). Next, it selects the hopping pattern 1, 2 or 5. Then, it 
assigns timeslots (TS) and channel numbers to the nodes. If the user wants to change the 
slot size or the hopping pattern, the communication is stopped and the required changes 
are made. 
Figure 5-2 shows the slow hopping mechanism. At the first stage, the system manager sets 
the hopping pattern 3 or 4. The communication after that is driven by the CSMA-CA 
mechanism, where the medium is shared and the nodes compete to have the channel access. 
After that, the channel number is assigned. If the communication is done, the medium will 
be available for the competing nodes again. If the user wants to change the hopping pattern 
the communication is terminated, then the pattern can be changed.                  
    














5.2  ISA100 Benchmarking  
 
For ISA100 benchmarking, the ISA100 results in [16] are compared to our results. The 
results in [16] are generated based on ISA100’s model in the OPNET.  The experiment 
setup is shown in figure 5-3, where 24 nodes are connected to the gateway in a star 
topology. The nodes send data to the gateway following the Poisson’s traffic model. The 
TS is 10ms and the SD is 25 slots. The simulation time is 100s and the packets are generated 
with uniform distribution form 0s to 5s, and the packet size is set to 96-byet.  The offered 
load generated by all nodes is normalized to 250kbps. The network throughput and the 
average delay are measured throughout this experiment.  
 
 





Figure 5-4 shows the network throughput comparison over different offered loads. The 
ISA100 network has a maximum capacity of 36%. There is small difference in the 
throughput measurements between ISA100 OPNET simulator and the ISA100 NS-2 




Figure 5-4 Network Throughput Comparison 
 
Figure 5-5 shows the Average delay of the ISA100 network. The network experiences a 
maximum average delay of 15s. The result comparison shows that the two simulators 
































Figures 5-6 and 5-7 show the effect of different superframe durations (SD) on network 
throughput and average delay, respectively.  Figure 5-6 shows that the higher SD, the 
higher the throughput. Figure 5-6 also shows a little difference in the results for SD 250ms 
and 400ms, but almost the same for 100ms SD.  
Figure 5-7 shows the average delay for different SD. The results indicate that the 100ms 
SD produces minimum delay. Furthermore, the results for the two simulators are the same. 
There is considerable difference between the two simulators results for the 250ms SD. On 






























































































5.3  Summary 
 
The simulation results for OPNET and NS-2 simulators imply minor differences in some 
of the outputs, mainly in the delay part. The reason is that the two simulators are built on 
two different simulator backgrounds. Moreover, the NM or the system manager’s 
algorithm that is responsible for scheduling communications between nodes is different. 
The NM algorithm of ISA100 in NS-2 is built by considering its four layers, but the NM 
algorithm of the ISA100 simulator in OPNET considers only the first two layers, namely, 
the PYH and MAC layers. This difference produces more processing delay in the NS-2 















6 CHAPTER 6 
SIMULATION and RESULTS 
 
This chapter provides an analysis of the simulation results for the three WSN standards 
(ISA100, WirelessHART, and ZigBee), and gives some recommendations for each 
standard. This chapter is divided into two parts: simulation & results, and conclusion & 
recommendations.           
 
6.1  Simulation and Results 
 
This section provides the simulation results of the three WSN standards ZigBee, 
WirelessHART, and ISA100. The experiments measure the performance of three standards 
in terms of three performance metrics, namely, the network throughput, the end-to-end 
delay, and the energy consumption. The throughput is the number of successfully delivered 
packets per second. The end-to-end delay is the sum of the processing delay, the 
propagation delay and the queuing delay of the intermediate nodes. The energy 
consumption is the amount of the consumed energy by the nodes in transmitting and 
receiving the packets. In addition to the previously mentioned simulation metrics, the effect 
of beacon-enabled on ZigBee, and the effect of the superframe frame duration on ISA100 
and WirelessHART are also measured.  
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The first experiment is a comparison of ZigBee, WirelessHART, and ISA100. The 
throughput, the end-to-end delay, and the energy consumption are measured. The 
simulation area is 100*100 m, the nodes are randomly distributed in the area, and the 
gateway is always in the center. In ZigBee’s experiment, there is one ZigBee coordinator, 
which acts as a root, and the other nodes are FFDs that act as sensors and routers. In 
WirelessHART and ISA100 experiments, there is one network gateway, two access points 
(AP) that act as sensing nodes, bridging devices between the nodes and the gateway, and 





Table 6-1 experiment 1 parameters 
The Parameter The value 
 experiment area 100*100 m 
Node numbers 5 to 45 nodes; 5 nodes increment each time. 
 Traffic type Constant bit rate (CBR) 
Traffic update interval 15 s: 1 message every 15 s 
Transmission range 15 m 
 Routing protocol  AODV for ZigBee, and graph/source routing for 
ISA100 and WirelessHART. 
 Experiment run time  100 s 
Packet size 100 byte 





Figure 6-1 shows the average end-to-end delay of ZigBee, WirelessHART, and ISA100. 
The results show that ZigBee has the lowest end-to-end delay of the three standards. This 
is expected because a node in ZigBee uses slotted CSMA-CA for medium access and does 
not wait for its turn like the node in WirelessHART or ISA100. ISA100’s CSMA-CA has 
higher average end-to-end delay than ZigBee, because CSMA-CA in ISA100 is pure 
CASMA-CA, but it has lower average end-to-end delay than ISA100 slotted hopping and 
WirelessHART. It is noticed that the average end-to-end delay increases by increasing the 
number of nodes and the hops, which is as expected.  
The ISA100 10ms TS size performs exactly as WirelessHART, since both ISA100-10ms 
TS and WirelessHART have the same TS duration, and they also have the same hoping 
sequence of 16 channels.  
The ISA100 12ms TS size has the highest average end-to-end delay, followed by the 
ISA100 11ms TS size. The reason is the longer the TS the longer the time the other nodes 










Figure 6-2 shows the throughput of ZigBee, WirelessHART, and ISA100. The results show 
that ISA100 performs similar to WirelessHART, and the two standards are better than 
ZigBee. ZigBee’s network is a contention based access medium, and the number of 
collided packets becomes large at high traffic values, hence the performance becomes bad. 
On the other hand, the deterministic medium access of TDMA in ISA100 and 
WirelessHART grants more reliability than that of ZigBee.  
The ISA100 in the slow hoping mode (CSMA-CA) performs similar the WirelessHART 
and ISA100 slotted hoping in low traffic or small size networks, but the performance 
becomes worse than both the WirelessHART and ISA100 slotted hopping in high traffic 


































The performances of ISA100 (10ms TS, 11ms TS, 12ms TS) and WirelessHART are 
approximately the same, but there is small difference between them at high traffic. ISA100 
12ms TS has slightly less throughput than ISA100 (10msTS and 11ms TS) at high traffic. 
The performance of ISA100 at 10ms TS size is the same as WirelessHART.  
 
 




   
 
Figure 6-3 shows the energy consumption of ZigBee, WirelessHART, and ISA100. The 
results show that ZigBee is an energy-efficient standard, and the reason is that ZigBee has 
a transmission power of 0dBm, whereas WirelessHART and ISA100 have a transmission 
power of 10dBm. This means that the power consumption in ZigBee is 10 times less than 




























Figure 6-3 shows also that the greater the TS size the more the energy consumption. 
ISA100 at 10ms TS consumes the same amount of energy as WirelessHART.    
ISA100 at slow hopping mode (CSMA-CA) consumes the highest energy. The reason is 
that during the CSMA-CA mode the nodes at the receiver side keep sensing the medium to 
receive the incoming traffic for the whole superframe duration.     
 





The second experiment is a comparison between the two operational modes in ZigBee, 
namely, the beacon-enabled mode and the non-beacon mode. In this experiment, there are 
five nodes, and the update interval varies from 5 to 1. The nodes transmit the sensing data 



























Table 6-2 Experiment 2 parameters 
The parameter The value 
Number of Nodes 5 
Traffic type CBR 
Traffic update interval 5, 4, 3, 2, 1 
Transmission range 15 m 





Figure 6-4 shows the throughput value of ZigBee beacon-enabled mode non-beacon 
modes. The results show that the beacon-enabled mode enhances the ZigBee performance, 
especially at high traffic values. The guaranteed timeslots in the beacon-enabled mode 
partially solve the problem of the collided packets. In beacon-enabled mode there are up to 











The third experiment explores the effect of different time slot sizes on the end-to-end delay 
and throughput. The two standards WirelessHART and ISA100 are compared in this 
experiment.  
 
In this experiment, five nodes are randomly distributed in 100*100 m2 area. The nodes 
transmission range is 15 m, and the traffic type is CBR, the packet generation intervals 
(PGIs) are 1s, 0.5s, and 0.25s. The superframe interval varies from 16s to 0.5s      
 
Figures 6-5 and 6-7 show the effect of the superframe duration on the end-to-end delay for 






















values. When the superframe interval is 16s and traffic rate is high, a huge end-to-end delay 
occurs. This delay is a queuing delay since the nodes generate too much traffic but they 









Figures 6-6 and 6-8 show the effect of the superframe duration on the throughput for 
WirelessHART and ISA100, respectively. The effect is clearly noticed at high traffic 
values. The shorter the superframe the higher the throughput value. This effect must be 
considered when deploying the nodes. The superframe interval must be carefully assigned 








































































































































6.2   Conclusion 
 
In this work, a full review of the WSN Standards ZigBee, WirelessHART, and ISA100, 
has been conducted. In addition, a detailed review of the protocol layers for each standard 
is provided.   
 An ISA100 simulator in NS-2 has been developed. It is worth mentioning that this 
simulator is the first ISA100 simulator that supports routing. Hence, this work is the first 
real testing of ISA100’s performance.  
We performed a comparative study between ZigBee, WirelessHART and ISA100. The 
results showed that both ISA100 and WirelessHART outperforms ZigBee in terms of 
throughput. However, ISA100 consumes more power than WirelessHART and experiences 
higher end-to-end delay at 11ms TS and 12ms TS.  The delay difference is not important 
in ISA100, since ISA100 is mainly developed for applications where 100ms delay is 
acceptable.  
ISA100 gives more flexibility in choosing the timeslot size, for example, the ISA100 12ms 
slot size supports the nodes that have inaccurate timing to work. 
The results also show that ZigBee is the best performance for time-sensitive and energy-
efficient applications. Nevertheless, in terms of scalability and traffic intensity, it is the 
worst performance. 
The selection of the superframe duration of the ISA100 and the WirelessHART influences 
the performance. For small networks, it is better to choose short superframe intervals. For 
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instance, the proper superframe size of 10 nodes network is 500ms or less. This choice 
reduces the average delay and increases the throughput.  
ISA100 addressed some of the WirelessHART drawbacks, such as the strict timings of the 
10ms timeslot for the nodes and the delay if a retransmission is required. For the strict 
timing, ISA100 has a configurable timeslot size in the range of 10-12ms, which reduces 
the need for strict clock timing. This issue is more obvious in multi-hop networks where 
synchronization over multi-hop is a big problem. For the delay of the retransmission, 
ISA100 uses a combination of slotted and slow hopping. In slow hopping, CSMA-CA is 
used and this mode of operation is targeted towards critical network operations such as 
retransmission of messages if an error happened, which means the node can immediately 













6.3  The Recommendations  
  
For ZigBee standard, the hidden node problem and the exposed node problem can be solved 
by carefully positioning the nodes in the field, but it is recommended to use   request to 
send / clear to send (RTS/CTS) to overcome this issue.  
For WirelessHART, it is recommended to use different timeslot sizes instead of the fixed 
10ms size. This will solve the problem of synchronization in multi-hop networks. Another 
recommendation is to use a standardized application layer to be compatible with other 
vendors.  
For ISA100, it is recommended to use CCA mode 2 for carrier sensing in addition to the 
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