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Abstract
This paper studies a new numerical scheme applicable to magnetoencephalography (MEG), that is, clustering.
This method is based on a new theory to the under-determined ill-posed problem, called parallel optimization,
and clusters several electric current elements distributed in a volume conductor by one point in time data, without
prescribing the number of dipoles. Numerical experiments and optional algorithms are also included.
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1. Introduction
The purpose of the present paper is to propose the algorithm “clustering”, based on a new theory to
the under-determined variational problem, called parallel optimization, and is to examine its validity in
magnetoencephalography (MEG).
In describing MEG, we note that the neuronal activity evokes the primary electric current Jp within the
brain, and it creates the magetic ﬁeld B outside head. This B is around 10−8 of the geomagnetism, but we
obtain noninvasive measurements using superconducting quantum interference device (SQUID), which
possesses 100–300 channels on the interface between the head and the SQUID. In MEG, conversely, one
ascertains Jp from such real time data of B.
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To be more precise, from the quasi-static approximation [5], these Jp and B are governed by the
Geselowitz equation [2,3], and if the shape of the brain is approximated to be spherical, then this equation
is reduced to a simpler form [4] due to the simpliﬁcation of the volume current term−∇V , which arises
in accordancewith the electric ﬁeld caused due to Jp. If the dipole hypothesis is adopted, then it is assumed
that Jp comprises a ﬁnite sum of dipoles. Since each dipole has ﬁve unkowns composed of the position
and the tangential component of the moment, a ﬁnite number of unknowns arise from the prescribed
number of dipoles, which are determined by ﬁnitely many data, the normal components of Bmeasured at
the channels. In the over-determined formulation [13], usually, one or two dipoles are presumed, and on
the other hand, 100–300 one point in time data are obtained from the channels. Furthermore, several time
series data are used inMUSIC data analysis [9]. This procedure is an ill-posed problem, and therefore, the
least squares approximation method is adopted to obtain the solution. The main reason for this method
being regarded as a standard method is its high accuracy, and usually, a goodness of ﬁt (gof) greater than
95 percent is obtained using the single dipole model for the data obtained by the physiological experiment
of sole stimulation. Animal experiments and clinical experiences also support its validity. It is expected,
on the other hand, that this method is improved in determining the magnetic source distributed in a wide
area within the brain and/or in taking into account the shape of the brain in more detail [14].
Method of current element distribution (MCED) [7] was proposed in this context, where several ele-
ments are expected to trace the total current density J=Jp−∇V distributedwithin the volume conductor,
because the total current density is not affected by the shape of the brain and also, many elements can
represent the magnetic source distributed in a wide area. In this method, more than two hundred magnetic
sources are observed to be distributed in the volume conductor and efforts aremade to adjust themwith the
measured data. Numerical experiments sometimes help to observe patterns of the distributed elements.
However, it is obvious that this under-determined problem is not provided with uniqueness of solution.
In this paper, we combine the MCED with the method of clustering and try to reconstruct Jp, based on
our new theory of parallel optimization. In this method of clustering, clustered elements in narrow areas
are selected, while the number of these areas is not prescribed. Therefore, it ﬁts the MEG data analysis
based on the dipole hypothesis with an unknown number of dipoles.
This paper is organized as follows. In Section 2, we review the standard method [13] and state the
formulation of the MCED. Our new optimization is presented in Sections 3 and 4, namely, the basic idea
is described in Section 3, and then we put forth further observations in Sections 4. Section 5 is devoted
to numerical experiments. We conclude this paper with a discussion in Section 6.
2. Method of current element distribution
In this section, we review the standard over-determined method [13] and formulate the MCED as an
under-determined discrete inverse problem. In the former, the neuronal current Jp is reconstructed by one
or two dipoles, while in the latter, the total current density J is reconstructed by two hundred dipoles. To
formulate both methods, we shall provide a detailed description of modelling.
First, from the quasi-statical approximation, Maxwell’s equation governs the electric current density J
and the magnetic ﬁeld B;
∇ · B(r)= 0 and ∇ × B(r)= 0J(r), (1)
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where the permeability within the brain 0 is assumed to be equal to that in the vaccum. Here and in what
follows, we denote ∇ = ∇r, and we have 0 = 4/c, where c is the speed of light. The electric current
density is of the form J(r)= Jp(r)− (r)∇V (r), where Jp(r) and E(r)=−∇V (r) represent the neuronal
(primary) current mentioned above and the electric ﬁeld caused by it, respectively. The volume current is
indicated by −(r)∇V . The brain is denoted by a bounded domain  ⊂ R3. We assume that the vector
ﬁeld Jp has a null normal component on ; that Jp is equal to zero outside  and that the conductivity
is given by
(r)=
{
I (r ∈ ),
O (r ∈ c),
where I and O are nonnegative constants, and that V (r) is continuous across . In this case, the
Geselowitz equation holds as
I
2
V (r)=− 1
4
∫

∇ · Jp(r′)
|r− r′| dr
′ − I
4
∫

V (r′)n(r′) · r− r
′
|r′ − r|3 dSr′ (r ∈ ),
B(r)= 0
4
∫

Jp(r′)× r− r
′
|r− r′|3 dr
′ − 0
4
(I − O)
∫

V (r′)n(r′)× r− r
′
|r− r′|3 dSr′ (r /∈ ),
where the unit normal vector n(r′) to r′ ∈  is taken to be outside. In the spherical model, one assumes
that  is spherical and O = 0, and then it holds that B(r)= 0∇U(r) with
U(r)= 1
4
∫

Jp(r′)× r′
|r− r′|(|r||r− r′| + r · (r− r′)) dr
′ · r (r /∈). (2)
Furthermore, if one assumes the dipole hypothesis, the primary current Jp(r) is a combination of a ﬁnite
number of dipoles as follows:
Jp(r)=
n∑
i=1
Qˆi(r− aˆi),
where (·) denotes the Dirac delta function, aˆi ∈  and Qˆi ∈ R3, the position and the moment of the ith
dipole, respectively. In other words, (Qˆ, aˆ) ∈ R3n×n is the parameter that we wish to ascertain, where
Qˆ= (Qˆ1, . . . , Qˆn) and aˆ = (aˆ1, . . . , aˆn). Then, (2) is reduced to
U(r)= U(r; Qˆ, aˆ)= 1
4
n∑
i=1
Qˆi × aˆi · r
|r− aˆi |(|r||r− aˆi | + r · (r− aˆi)) .
This paper does not take into account the case that the exact normal components of the magnetic ﬁeld
are not measured, or  is not exactly spherical. The number of channels and their positions are denoted
by m and pj ∈ , j = 1, . . . , m, respectively. Furthermore, we consider the measured datum at the
jth channel pj , i.e., the n(pj ) component of the magnetic ﬁeld B(r) measured there as being zj , where
z = (z1, z2, . . . , zm)T ∈ Rm. If we assume (Qˆ, aˆ) as (Q, a) ∈ R3n × n, then the measured data are
predicted by
(Q, a)= (∇U(pj ;Q, a) · n(pj ))j=1,...,m ∈ Rm.
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Therefore, in terms of the mapping  : R3n × n → Rm, the inverse problem is formulated as the least
square problem of determing x ∈ Fn such that L(x) = inf{L(x′) | x′ ∈ Fn} for Fn = R3n × n ⊂ R6n,
where L(x)= 12 |(x)− z|2 with x= (Q, a). In the standard over-determined formulation, we have, e.g.,
n= 1 or 2 and m= 100.
On the other hand in the MCED [7], an attempt is made to ascertain the total current density, J= Jp −
∇V , assuming that it is divided into the sum of several dipoles,
J(r)=
N∑
k=1
Qˆk(r− aˆk),
where N?1. This J is associated with the shape of . Then, the Biot–Savart law for (1) gives
B(r)= 0
4
∫
R3
J(r′)× r− r
′
|r− r′|3 dr
′ =
N∑
k=1
0
4
Qˆk × (r− aˆk)
|r− aˆk|3 ,
and therefore, the inverse problem is formulated in order to determine
x ∈ FN such that K(x)= inf{K(x′) | x′ ∈ FN } (3)
for K(x)= 12 |(x)− z|2, where
(x)=
(
N∑
k=1
0
4
Qˆk × (pj − aˆk)
|pj − aˆk|3
· n(pj )
)
j=1,...,m
(4)
and x = (Q, a) for Q = (Q1, . . . ,QN) and a = (a1, . . . , aN). In this method, each dipole Qˆk(r − aˆk)
is referred to as an electric current element, and each of them is perturbed in both position and moment
in constructing the iterative sequence. The mesh size of this perturbation is determined by the sensitivity
and resolution of SQUID, and there is no presumed grid inside . Usually, approximately 200 elements
are provided, and therefore, (3) is set to be under-determined. The uniqueness of the solution does not
hold, and an additional strategy is, therefore, necessary to obtain an appropriate solution.
We can apply the theory of generalized inverse for a problem of this type, i.e., if A is an m× n matrix
and z ∈ Rm is a given vector, then the generalized inverse toAx=z, denoted by xˆ=A†z, is the minimizer
of ‖x‖ among x, which attains inf ‖Ax − z‖. However, whether it has a priority in the MEG has to be
examined in a different manner [16,8,11].
Our point of view is derived from the observation that these elements can take place of the primary
current Jp in the spherical model if the normal components of the magnetic ﬁeld are measured exactly.
To be more precise, if  is spherical, then[
∇
( Q× a · r
|r− a|(|r||r− a| + r · (r− a))
)]
· n(r)= Q× (r− a)|r− a|3 · n(r)
for r ∈ . Therefore, following the dipole hypothesis, it is appropriate to select distributed elements
clustered in narrow areas. This concept is illustrated in Fig. 1. Since it is difﬁcult to express our expected
status using an explicit cost function, we directly include the expected status into the proposed algorithm
of clustering, where the primary current is reconstructed without prescribing the number of dipoles. Thus,
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Fig. 1. (a) Primary current and (b) clusters of current elements.
clustering is a new algorithm to achieve the above-described expected status of distributed elements,
differently from the deterministic algorithm using resolution matrix [1].
3. Parallel optimization
Method of clustering is composed of several sub-routines indicated in Fig. 2. This algorithm is based
on our now proposing abstract theory of parallel optimization, which is a general theory concerning the
under-determined ill-posed problem. The status of “freezing” is particularly important, and we describe
several fundamental concepts here. Namely, the abstract discrete inverse problem is formulated in order
to determine x ∈ Rm satisfying
(x)= z, (5)
Fig. 2. Global algorithm of clustering. Rmin denotes the minimum radius of the covering balls formed during covering, and
0 is a previously assinged positive number.
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where  : Rn → Rm is a C3 mapping determined by the physical law and the observation process, and
z ∈ Rm is a measured data. This problem is under-determined in the case of n>m, and the least-squares
formulation to determine x ∈ Rn satisfyingK(x)=infx′∈RnK(x′) is inefﬁcient, whereK(x)= 12 |(x)−z|2.
The theory of parallel optimization is concerned with the behavior of the successive sequence for this
ill-posed variational problem, and is composed of three parts; analysis of freezing, systematic use of the
singular value decomposition of matrices in both approaching and melting, and the notion of freezing
zone.
The ﬁrst observation is as follows: in the under-determined case of n>m, the set of exact solutions,
denoted by
M= {x ∈ Rn | (x)= z},
forms an (n–m)-dimensional manifold generically. It forms a continuum, but is neglected in the parameter
spaceRn because its n dimensional volume is zero. Local minima, saddles, and sub-optimal points, on the
other hand, do not arise in the under-determined ill-posed variational problem unlessM is disconnected.
The accuracy at x() of an iterative sequence is indicated byK(x()). The process in which this sequence
{x()} improves its accuracy is referred to as approaching. If K(x())= 0 is achieved, then it is captured
by the manifoldM. At this stage, it becomes quite difﬁcult to move this sequence by only reducing the
accuracy because the sequence loses accuracy under generic perturbation of the parameter. We refer to
this as freezing. However, moving such a sequence becomes possible, if we use the tangent space ofM at
x() ∈M. This process is referred to as melting. Key concept of the freezing zone is precisely described
later.We select approaching and melting depending on whether the iterative sequence is outside or within
this freezing zone. An important ingredient is the use of the sigular value decomposition (SVD) of
matrices.Although a principal guideline for melting has to be presented in each application, the primitive
use of random perturbation is preferable in both approaching and melting. As a result, a wide choice of
parameters is possible, while it is necessary to efﬁciently control them.We now describe these processes
in detail.
First, one develops an iterative sequence {x()}= {x()}=0,1,2,..., where x(0) denotes the initial assump-
tion of random distribution. In approaching, the iterative sequence {x()} is taken in order to improve the
accuracy, say K(x(+1))K(x()). Since, in this process, the iterative sequence heavily depends on the
initial assumption and the stopping criteria, one adopts the method of random perturbation rather than a
deterministic scheme such as the gradient method. In fact, Taylor’s expansion theorem guarantees
K(x(+1))=K(x())+ (∇(x())x(),(x())− z)+ 12‖∇(x())x()‖2
+ 12 (∇2(x())[x(),x()],(x())− z)+O(‖x()‖3) (6)
for x()=x(+1)−x(),∇=∇x, and∇2=∇2x, and generically we have dim Ker∇(x())=n−m.
Therefore, it is efﬁcient to take
x() ∈ [Ker∇(x())]⊥
to improve accuracy. In this case, the accuracy improves by the probability 12 . In reality, the space
[Ker∇(x())]⊥ = Im∇(x())T can be realized numerically using SVD of the matrix ∇(x())T. More
precisely, ifQ1	Q2 and r denote the SVD decomposition and the rank of this matrix, respectively, then
Q1 and Q2 are orthogonal matrices, and only ﬁrst r-diagonals are the nonzero components of 	. In this
case, the ﬁrst r column vectors ofQ1 form an ortho–normal basis of Im∇(x())T.
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This process of approaching is violated by the state freezing, where the iterative sequence is captured
byM. Again from (6), this is the case in which the accuracy K(x()) is extremely small in comparison
with the mesh size ‖x()‖, say, as
‖∇(x())‖ · ‖(x())− z‖ ≈ (‖∇(x())T∇(x())‖ + ‖∇2(x())‖‖(x())− z‖)‖x()‖,
or
‖x()‖ ≈ ‖∇(x())T∇(x())‖−1‖∇(x())‖K(x())1/2.
We refer to this area as freezing zone. A practical method is to consider that the sequence is in the
freezing zone when its accuracy is not improved despite several trials. This situation of freezing is broken
by using the tangent spaceTx()M. This is referred to as melting, where the sequence is moved without
losing accuracy to a large extent by taking x() ∈ Tx()M. In reality, we have K(x())>1 and hence
Tx()M ≈ Ker∇(x()). This approximation is justiﬁed again by (6), namely, K(x()) does not change
considerably in the case of x() ∈ Ker∇(x()). The SVD of ∇(x()) can be used for this purpose
also. In fact, since QT2	TQ
T
1 and r denote the SVD decomposition and the rank of this m × n matrix,
respectively, the last n–r column vectors ofQ1 form an ortho–normal basis of Ker∇(x()).
In this way, approaching and melting can be executed in a uniﬁed way, considering the freezing zone.
We refer to this method as the method of parallel optimization by random perturbations, i.e., x() is
taken randomly in Im∇(x())T and Ker∇(x()) according to
‖x()‖> ‖∇(x())T∇(x())‖−1‖∇(x())‖K(x())1/2
and
‖x()‖< ‖∇(x())T∇(x())‖−1‖∇(x())‖K(x())1/2,
respectively, where the SVDs of ∇(x())T and ∇(x()) are used. Sometimes the iterative sequence
digresses from the freezing zone after several meltings, and then the approaching sets up automatically.
A practical method is to adopt a uniform mesh size 
=‖x()‖ for = 0, 1, 2, . . . and is to consider that
the sequence is in the freezing zone if its accuracy is approximately the one at the ﬁrst freezing.
In each application a customized strategy has to be developed in melting. If the unknown parameter x
represents the state of the distributed elements, then the method of clusteringmakes it possible to cluster
them into several narrow areas. This is achieved by adjusting the approximate outer measures of the
counting measure in accordance with the clustering degree of the elements, and we shall describe them
in the context of the MEG data analysis, where (x) is given by (4).
With regard to the leading principle, binding is taken into consideration. Let us consider x() =
(Q(), a) ∈ FN as being in the freezing zone and assign S = {a()k | k = 1, . . . , N} ⊂ . Then,
upon considering small > 0, random open balls are provided, satisfying
S ⊂
Mcov⋃
i=1
B(bi , ),
where Mcov denotes the number of balls and B(bi , ) = {a ∈ R3 | ‖a − bi‖< }. This is repeated until
a minimal number Mcov of covering balls is achieved. We refer to this process as covering. Once such
covering balls are obtained, then new bi and  are introduced, making each ball B(bi , ) as small as
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possible up to the mesh size without losing any of the elements within. The resulting ball is denoted by
B(b′i , i), and thus, it holds that
S ⊂
Mcov⋃
i=1
B(b′i , i) and min
a
()
k ∈B(bi ,)
‖a()i ‖< i < .
We refer to this process as biting. If this is achieved, then, we consider melting for x() under the constraint
S+1 ⊂
Mcov⋃
i=1
B(b′i , i). (7)
In the other sub-routine, sparking, the number of elements is decreased, namely, the number of elements
of x(), denoted by N = N, does not change in binding, but the sparking realizes N+1<N. The ﬁrst
sparking delates a current element when the magnetic ﬁeld generated by it is sufﬁciently small, namely,
one examines ‖Q()k ‖ (k= 1, . . . , N), and delates x()k if it is smaller than the mesh size, ‖Q()k ‖. In the
second sparking, the elements in a covering ball, denoted by B(bi , ), are replaced with their algebraic
sum if the ball can be shrunk with the radius smaller than the mesh size, max
a
()
k ∈B(bi ,)‖a
()
k ‖. This
process is different from approaching or melting, and maintaining accuracy has to be sufﬁciently taken
into consideration.
In contrast withMUSIC [10], method of clustering uses single time sliced data to determine the number
and the location of dipoles, and therefore, it is applicable to several inverse problems for an unknown
number of sources without using time series analysis. Among them is the localization of the acoustic
source.
4. Approaching and melting in detail
In approaching, the number of elements does not change; N=N . For simplicity, we take x′ = x(+1),
x = x(), x = x′ − x, and xk = (Qk, ak) = x()k for the iterative sequence in such a state. Then, we can
represent ∇(x) as
∇(x)= [DQ1 (x),Da1(x), . . . , . . . ,DQN(x),DaN(x)],
where DQk (x) and D
a
k(x) are m× 3 matrices deﬁned by
DQk (x)=
[
i(x)
Qkj
]
and Dak(x)=
[
i(x)
akj
]
for
j (x)=
N∑
k=1
0
4
Qˆk × (pj − aˆk)
|pj − aˆk|3
· n(pj ).
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We propose to perturb either Qk or ak exclusively as Qk + Qk or ak + ak so that K(x) decreases for
randomly selected element xk = (Qk, ak):
x= (0, 0, . . . ,Qk, 0, . . . , 0)T, Qk ∈ R3,
x= (0, 0, . . . , 0,ak, . . . , 0)T, ak ∈ R3.
In the ﬁrst case, we have K(x′)=K(x)+ DQl (x)Qk · ((x)− z)+O(|Qk|2) from (6), and we take
Qk ∈ [KerDQk (x)]⊥ = ImDQk (x)T,
namely, Qk =
∑dQ
i=1 c
Q
i w
Q
i for random c
Q
1 , . . . , c
Q
dQ
∈ R, where {wQ1 , . . . ,wQdQ} and dQ represent the
orthogonal basis of ImDQk (x) and the dimension of ImD
Q
k (x), respectively. Since dQ3, the construction
of {w1, . . . ,wdQ} by the SVD is not very difﬁcult. In the second case, we take
ak =
da∑
i=1
cai w
a
i ,
for random ca1 , . . . , c
a
da
∈ R, the basis {wa1, . . . ,wada } and dimension da3 as mentioned above. In this
way, we propose to decompose the under-determinedness of approaching into several over-determined
problems, using random perturbations.
Here, the roles of the moment and position are different, because
Bkj (x)=
0
4
Qk × (pj − ak)∣∣pj − ak∣∣3
has a singularity at pj = ak . To be more precise, we have
QBkj (x)= Bkj (x+ x)− Bkj (x)=
0
4
Qk × (pj − ak)∣∣pj − ak∣∣3 (8)
if Q is perturbed in x and
aBkj (x)= Bkj (x+ x)− Bkj (x)=−
0
2
Qk × ak∣∣pj − ak∣∣4 + o(|ak|) (9)
if a is perturbed in x. Therefore, the perturbations (pj − ak) × Qk and 2(Qk × ak)/|pj − ak| are
comparable in the contribution of Bkj (x) = Bkj (x + x) − Bkj (x) for K(x) = K(x + x) − K(x), and
hence we have
|ak| ≈ |Qk||Qk|
· |pj − ak|2
in Bkj (x). Here, the contribution of B
k
j (x) to K(x) is the largest when ak is the closest to pj as seen
in (8) and (9). Therefore,
|ak| ≈ |Qk||Qk|
· min
1j m
|pj − ak|2
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follows, and in particular, elements {Qk(x− ak)} near {p1, . . . , pm} are difﬁcult to move. This difﬁculty
is avoided by the weighted random perturbation, more precisely, when the random perturbations of the
moments and positions are considered as 1 vs. [(|ak||Qk|)/|Qk|]minj |pj − ak|−2. This process is
referred to as biasing. Without such a weight, to cluster elements in narrow areas is not easy, because
the binding just takes care of their positions. A practical method is to take |ak| ≈ |Qk| and adopt 1:1
weight always.
Another issue met in approaching is as follows. We have QBkj · n(pj )= 0 and aBkj · n(pj )= o(1) if
Qk and pj − ak are parallel to n(pj ). In other words, such an element does not change the accuracy to a
large extent under the small perturbation, and therefore, is difﬁcult to move. Similarly, the contribution
of Bkj (x) to reduceK(x) is maximum if Qk and ak are perpendicular to n(pj ), and therefore, if n(pj ),
pj − ak , and Qk are perpendicular to a vector that is very close to pj , then it is also difﬁcult to avoid this
situation in approaching. These states are referred to as degenerate and looping holes, respectively, and
such silent elements are moved mainly in melting. Following numerical experiments, for the degenerate
hole, it is efﬁcient not to reduce the radius of the covering ball in biting below two or three times the
mesh size, and also to avoid a covering ball containing only one element. On the other hand, falling into
the looping hole can be avoided by the sparking described above and the under-determined quantization
described below.
In binding, the iterative sequence {x()} is ledwith a high accuracy to forma set of clustered elements. Let
us consider the covering as being performedwith the covering balls denoted byB(bi , ) (i=1, . . . ,Mcov).
Put
Ai = {ak | ak ∈ B(bi , )}
and let the number of elements in Ai be di . Since treating all elements at each step makes the binding
difﬁcult, we propose to execute themelting to elementswithin a randomely selected covering ballB(bi , ).
Sometimes, it is done under the constraint
ak + ak ∈ B(b′i , i) for all ak ∈ Ai (10)
instead of (7), which means that this random perturbation is adopted only when (10) is satiﬁed, and if
this is not the case one more trial of random perturbation is done. Then, the case 6dim can occur if
B(bi , ) contains few elements, where di denotes the number of elements inside B(b′i , i). The problem
of taking x ∈ Ker∇(x) then becomes over-determined and such a selection is difﬁcult. To avoid this
issue, random dˆi channels can be selected with dˆidi , to use the restricted data. This process is referred to
as the under-determined quantization. Namely, we use randomly decomposed data through several steps
of iteration. This sub-routine of under-determined quantization is set up when the number of covering
balls does not change after several steps of binding.
5. Numerical examples
We cite the 3-dipole numerical experiment (Table 1 and Fig. 3). In this example, numerically computed
(x) is considered as themeasured datum for the presumed three dipoles (a1,Q1), (a2,Q2), (a3,Q3) ∈ R6,
i.e., x= (a,Q) ∈ R18 for a= (a1, a2, a3), Q= (Q1,Q2,Q3) indicated by the three arrows in Fig. 3. Upon
the actual MRI mapping of a subject, we approximate the brain  by a ball with a radius of 85.0mm.
Following the actual MEG device and MRI data, we set up 160 channels on  that are indicated by gray
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Table 1
Three-dipole case. Intensity of the moments are set to be 100.0 nAm. (Also see Fig. 3)
Position Moment
x (mm) y (mm) z (mm)  (deg)  (deg)
Dipole 1 −18.0 49.0 20.0 90.0 180.0
Dipole 2 23.0 −51.0 20.0 57.0 28.8
Dipole 3 −34.0 −46.0 49.0 90.0 154.8
Fig. 3. Three-dipole case. Dipoles and channels. (also see Table 1.)
Fig. 4. Three-dipole case. Initial distribution of current elements. Thirty current elements are randomly distributed. Each element
is indicated by a cone.
disks in Figs. 3–7. In , 30 current elements are randomly distributed and the intensity of each element is
set as, 1.0 nAm. Although the number of elements is 30, there is a highly under-determining in binding
because of the under-determined quantization. For the computation of the SVD, we adopted an algorithm
proposed in [12].
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Fig. 5. Three-dipole case. Transient state.
Fig. 6. Three-dipole case. Final state. Fourteen current elements have disappeared at sparking and 16 elements remain. There
are three clusters which trace three dipoles.
Figs. 5 and 6 represent the transient and ﬁnal states of the iterative sequence, respectively. In the
ﬁnal state, 16 current elements remain, which means that 14 elements have disappeared due to the ﬁrst
sparking. Moreover, there are three clusters of elements and every cluster contains ﬁve or six elements. A
set of clusters trace three dipoles well. Now, we execute the second sparking and sum up all elements in a
cluster and replace the cluster by the summation. Subsequently, we carry out approaching for the resulting
three elements again. The results are illustrated in Fig. 7, which show that they are good approximations
of three dipoles.
Our program is quite stable and almost always reconstructs four dipoles within ten minutes by our
personal computer (CPUPentiumM900MHz,RAM256MG,HDD40GM) regardless of initial parameter
set, except for the dipole located near the center of , that in the radial direction, or several dipoles in
extremely narrow areas. In many cases, it separates more than ﬁve dipoles with very high accuracy. We
mention the real MEG data analysis by our computer program to an aural evoked current of the same
subject. While two dipole model is adopted for the aural evoked current in the standard method [13], the
elements are always clustered at four narrow areas in our analysis. Two of them are particularly stable
under several trials of numerical computation, and have a good correspondence to the standard model.
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Fig. 7. Three-dipole case. In the ﬁnal state, we sum up all elements in a cluster and replace the cluster by summation. Then, we
again carry out approaching for the resulting 3 elements. Every cluster is replaced by a current element. This ﬁgure shows the
result.
The gof of our four dipoles is always approximately 1 percent better than that of the standard two dipoles,
for example, 96.56 percent vs. 95.66 percent. These numerical experiments are provided in our home
page.
6. Discussion
We proposed the method for clustering in MCED of MEG data analysis based on the theory of parallel
optimization.Thismethod reconstructs an unknownnumber of dipoles using only one sliced time data, and
provides useful information for other optimization methods in MEG, for example, [6,15]. The parallel
optimization is a new theory concerning the successive sequence to the under-determined variational
problem, composed of the analysis of freezing, systematic use of SVD in both approaching and melting,
and the notion of freezing zone. In clustering, the actual process of melting is referred to as binding, which
comprises covering and biting. The additional important sub-routines are sparking, biasing, and under-
determined quantization. The validity of these algorithms is conﬁrmed by the numerical experiment, and
we obtain quite stable and sharp numerical results in reconstructing for four dipoles and even more than
ﬁve dipoles in many cases.
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