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ABSTRACT Human behavior plays a major role in improving human-machine communication. The
performance must be affected by abnormal behavior as systems are trained using normal utterances. The
abnormal behavior is often associated with a change in the human emotional state. Different emotional states
cause physiological changes in the human body that affect the vocal tract. Fear, anger, or even happiness we
recognize as a deviation from a normal behavior. The whole spectrum of human-machine application is
susceptible to behavioral changes. Abnormal behavior is a major factor, especially for security applications
such as verification systems. Face, fingerprint, iris, or speaker verification is a group of the most common
approaches to biometric authentication today. This paper discusses human normal and abnormal behavior
and its impact on the accuracy and effectiveness of automatic speaker verification (ASV). The support
vector machines classifier inputs are Mel-frequency cepstral coefficients and their dynamic changes. For this
purpose, the Berlin Database of Emotional Speech was used. Research has shown that abnormal behavior
has a major impact on the accuracy of verification, where the equal error rate increase to 37 %. This paper
also describes a new design and application of the ASV system that is much more immune to the rejection
of a target user with abnormal behavior.
INDEX TERMS Abnormal behavior, emotion, voice, verification, SVM.
I. INTRODUCTION
Exchange of information is inherently linked to the mutual
identification of communicating participants. An ordinary
conversation between two people always begins with the
identification of both sides and continues by mutual trust.
The process of simplifying human-machine communication
logically seeks user-friendly identification and verification
methods. Therefore, speaker verification presents a signifi-
cant challenge in advancing the current technological trend.
This fact is visible in speech technologies used by the pub-
lic and commercial spheres. Compared to other methods of
biometric verification (e.g. fingerprint, iris, facial), human
speech contains one significant advantage. In addition to the
content, speech includes information about speakers (age,
gender, emotion, but mainly identity).
Speech verification also has its weaknesses. Speech is pro-
nounced differently in different situations. The main reasons
are the influence of emotions and body response on the vocal
tract. Allen et al. [1] present the results of an experiment
demonstrating the impact of external stress stimuli on the car-
diac and respiratory activity of the human body. It is also well
known that heartbeat and breathing are influenced by psycho-
logical stimuli, which leads to active emotions [2], [3]. Due
to the impact of emotional states on the human body, Cowie
and Cornelius [4] distributes emotions actively and passively
(see Fig. 1). Based on the above mentioned knowledge,
we recognize passive emotions (neutral, sadness, boredom) as
the normal speaker behavior and active emotions (anger, fear,
happiness) as the abnormal behavior of a speaker that may
affect ASV accuracy. Each of these emotions listed below
can be encountered by an ASV system and considered abnor-
mal in this study because traditional ASV systems disregard
them. The main question of interest in this study is whether
these emotional states, not considered by a traditional ASV,
affects the performance of the system or not. These intra-
speaker variabilities resulted from emotional state of the
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FIGURE 1. Circle of emotions. Emotional states are located in space
reference to the neutral state and their character. Using this graph,
active and passive emotional states can be divided [4].
speaker are considered abnormal and they are held distinct
from effects like vocal aging, disguised voices and health
related issues etc. because the target users were considered
cooperative but under certain emotions beyond their control.
• Anger (the usermay get angry simply because he/she did
not get access granted on his/her previous trial although
he/she is not an imposter)
• Happy (the user may be feeling happy just because of
everyday life, daily life pleasures)
• Fear (the user may be under psychic tension about the
possibility of not getting access granted)
Related Work
The impact of abnormal behavior and emotional speech on
speaker recognition and verification has been the subject of
several studies [4]–[8]. The cited works use various tech-
niques to improve the accuracy or problem definition. MFCC
and its dynamical changes were used for obtaining promising
results [9]. There are many classification methods for speaker
verification [10]. SVM has been selected for this task as it is a
binary classifier that can achieve promising results on a small
amount of data as this is case of our study [11].
As mentioned above, the pronunciation method directly
affects the accuracy and effectiveness of the ASV systems.
Excluding physiological changes of the vocal tract caused
by the current disease (e.g., influenza, angina, and others),
an emotional state change represents abnormal behavior
of the verifying participant [12]–[14]. Many databases are
available and used for training and testing of ASV systems
(M2VTS [15], XM2VTS [16], RSR2015 [17], SAS [18]).
Detailed list of available databases is presented in work of
Larcher et al. [19]. Most of them were designed to eliminate
the issue of spoofing and other verification weaknesses which
are beyond the scope of this paper [20], [21].
This article addresses the influence of abnormal behav-
ior on the accuracy of the speaker verification. Therefore,
an emotionally colorful speech recordings had to be used.
For this purpose, Berlin Database of Emotional Speech [22]
has been selected, which represents one of the reference
publicly available databases for recognizing the emotional
state of human speech in recent years [23].
The following chapters describe methods used to design
the ASV system in our study. The first part is an experiment
that examines degradation of verification accuracy and effec-
tiveness for abnormal behavior of the speaker.
II. METHODS
The process of voice authentication consists of following
steps: signal preprocessing, feature extraction, classification,
evaluation and decision. These steps are shown in Fig. 2.
FIGURE 2. Process of voice authentication.
A. SIGNAL PREPROCESSING
Signal preprocessing is the first step of voice authentication.
Preprocessing performs an adjustment of the speech signal
into a useful form. Usually, preprocessing consists of five
operations: removal of DC offset, pre-emphasis, segmenta-
tion, smoothing function and removal of silence. First four
operations are described in [24]. As we want to model the
user’s speech and not the type of silence. It is common to
remove the silent segments. Voice Activity Detection (VAD)
based on low energy segments is applied for this purpose [25].
B. FEATURE EXTRACTION
The most important step of voice authentication is the choice
of significant parameters/features. These parameters should
meet some requirements. First, the parameters should occur
in speech commonly thus making the measurement easy.
Second, they should be robust. Parameters should not change
their characteristics in time or under varying health condi-
tions. Third, they should be secure, which means that it is
not easy to mimic these parameters [26], [27]. The extrac-
tion of MFCCs and their derivations (delta and delta-delta
coefficients) is a very common choice in the field of speaker
recognition [28], [29]. We used thirteen MFCC coefficients
and their derivatives without the first coefficient (c0). This
coefficient carries information only about signal energy.
1) MEL-FREQUENCY CEPSTRAL COEFFICIENTS
Human hearing is non-linear. This feature is compensated
by triangular filters with nonlinear frequency distribution
defined by (1). Mel filter bank is used in calculating the
MFCC, which are defined by (2). Dynamic coefficients
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denoted as delta and delta-delta (acceleration coefficients)
represent the dynamic time variations (derivation) of the
MFCC [26], [29]–[31].
fm = 2595 log
(
1+ f
700
)
, (1)
where f is the frequency in hertz scale and fm is frequency in
mel scale.
cm (j) =
M∗∑
i=1
log ym(i) cos
(
pi j
M∗
(i− 0, 5)
)
,
for j=0, 1, . . . ,M , (2)
where ym(i) is the filter response, M∗ represents a number
of bands in the filter bank, and M is the number of cepstral
coefficients.
C. CLASSIFICATION
The next step after feature extraction is classification.
We used SVM approach. SVM offers a progressive method
in the field of machine learning. This approach is primarily
intended for binary classification [31]. A simple Min-max
normalization is applied before classification [33].
1) SUPPORT VECTOR MACHINES
The principle of classification is to find the hyperplane
that divides the training data in the feature space as shown
in Fig. 3. The optimal hyperplane is such that the training
data points lie in the opposite half-space and the value of the
distance between half-spaces is the largest. In other words,
the goal is to maximize space among half-spaces (maximum
margin). Support vectors are described by training data points
that represent a decision-making role [28], [31], [32].
The training process is based on minimalization of weigths
vector size defined by (3) with condition (4).
|EwSVM | = 12 Ew
T
SVM EwSVM , (3)
FIGURE 3. Principle of SVM.
where EwSVM is a vector of SVM classifier weights and T
denotes the transpose.
tn(EwTSVM EXi + b) ≥ 1, for i ∈ {1, 2, . . . ,K }, (4)
where tn ∈ {−1, 1} are classes for training data, b is a bias,EXi is a vector of training data and K is the total number of
training data.
Vector of weights can be expressed as dot product of
training data described by (5). The dot product is represented
by kernel functions for high dimensional space [31]. The
features are not separable by a linear function and there-
fore we used nonlinear (quadratic, cubic and quartic) and
Gaussian kernels in the classifier. Best and satisfactory results
are obtained by the cubic kernel function.
EwSVM =
∑
i∈KP
tiβi EXi, where βi > 0, (5)
whereKP is the total number of support vectors, βi is a weight
of support vector and ti is a class of support vector.
The classification is performed by calculating the dot prod-
uct between the support vectors and the test data vectors
(defined below by (6)).
ySVM =
∑
i∈KP
tiβi EXi EXtest + b, (6)
where ySVM is a score of SVM classifier and EXtest is a vector
of testing data.
The use of SVM on acoustic features, plus their derivatives
extracted from 20 ms segments (frames) in this study also
differs from conventional GMMbasedmodels. This approach
is used in order to achieve promising results on a small
amount of data.
D. EVALUATION
SVM generates output for each speech segment. The output
of this classifier is posterior probabilities for both classes.
Sum of these two probabilities is equal to 1. Posterior prob-
ability represents the probability that the segment belongs to
target user or imposter.
After classification, each segment is evaluated separately,
but the aim is the evaluation of the whole record. Therefore
the approach of the information fusion with majority vote rule
is applied [34].
Majority vote rule is obtained from the sum rule [35]. The
first step of this method is an approximation of posterior
probabilities. Approximation is defined by (7). After this,
we can simply sum the votes for both classes on the right side
of (8) and we can compare the max value with a threshold.
If themax value is lower than a threshold, thewinning speaker
has marked an imposter.
1ki =
1 if P(ωk | Exi) =
m
max
j=1 P(ωj| Exi)
0 otherwise,
(7)
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where P(ωk | Exi) is the highest probability from all output
classes for feature vector Exi, P(ωj| Exi) is the posterior proba-
bility for output class ωj and m is the total number of output
classes.
R∑
i=1
1ji = mmax
k=1
R∑
i=1
1ki, (8)
where R is the total number of segments where the posterior
probabilities was maximum for output class k throughout the
recordings.
E. DECISION
The last step of the authentication process is the decision
about authenticating. The system has to make a decision
whether the user is target user or an imposter. The decision is
based on a comparison of a max value of score and threshold.
If the max value is higher than a threshold, the speaker is
marked as target user otherwise as an imposter.
Measurement of voice authentication performance allows
comparison of different systems. We used false acceptance
rate (FAR), false rejection rate (FRR) , equal error rate
(EER), receiver operating characteristic (ROC) and detection
error tradeoff (DET) curves for measurement of performance.
In the field of verification systems, the false rejection is
often called ‘‘miss’’ and false acceptance is also called ‘‘false
alarm’’.
Achieved results are also presented by confusion matrix.
The rows correspond to the predicted class (Output Class)
and the columns correspond to the actual (Expected Class).
The diagonal cells correspond to percentage of attempts that
are correctly classified. The off-diagonal cells correspond
to incorrectly classified observations. The column on the
far right side of the table shows the percentages of all the
examples predicted to belong to each class that are correctly
classified. These metrics are often called the precision (or
positive predictive value). The row at the bottom of the table
shows the percentages of all the examples belonging to each
class that are correctly classified. These metrics are often
called the recall (or true positive rate). The cell in the bottom
right of the table shows the overall accuracy.
The FAR is the measure of the likelihood that the voice
authentication system will incorrectly accept an access
attempt by the imposter. FAR is computed by (9). The FRR
is the measure of the likelihood that the voice authentication
system will incorrectly reject an access attempt by a target
user. FRR is computed by (10). EER indicates that the propor-
tion of FAR is equal to the proportion of FRR. The threshold
value for EER is called equal error threshold (EET). ROC
shows the relationship between true positive rate (TPR) and
false positive rate (FPR) at various threshold settings. DET
curve is a graphic representation of error rates (FAR vs FRR)
for binary classification systems [28], [36].
FAR = NFA
NIVA
, (9)
whereNFA is the number of incorrect acceptance (false alarm)
and NIVA is the number of all imposter attempts.
FRR = NFR
NEVA
, (10)
where NFR is the number of incorrect rejection (miss) and
NEVA is the number of all authorized attempts.
III. EXPERIMENT AND RESULTS
The experiment was focused on verifying the hypothesis that
voice authentication accuracy is affected by speech signal
obtained from abnormal behavior. Results show the compar-
ison of ASV system accuracy for speech of normal state and
abnormal state (behavior). The Berlin database of Emotional
Speech is used [22]. The recordings are divided into groups
of normal behavior and abnormal behavior. The emotions
contained in the database are defined by the circle of emo-
tion [4]. This 2D model divides emotion states by psycholog-
ical impact to active and passive. Normal behavior consists of
neutral, boredom and sadness and abnormal behavior consists
of anger, fear and happiness [4].
The experiment is divided into two parts. The first part
(Sec. III-A) evaluates the effect of users’ speech in an abnor-
mal state to ASV systems, resulting in a degradation of
the system accuracy. The second part of the experiment
(Sec. III-B) describes the proposal for system improvement.
A. VERIFYING THE IMPACT OF ABNORMAL BEHAVIOUR
The text-independent ASV system was trained for verifica-
tion of 10 target users (5 women, 5 men). SVM classifier
is trained traditionally by normal state recordings. New user
comes to registration process of verification without abnor-
mal symptoms (stress, psychological pressure, mood). There-
fore, the system is trained by normal state recordings. Speech
parameters of one target user represent class 1 (class 1 –
verified user). Background model represents imposter, where
rest of nine users are used for training (class 2 – for each
unverified user, an imposter). One SVM model represents
one target user (10 models for 10 target users). The system
was evaluated in two testing phases. At first, normal behavior
testing phase was evaluated by classification (verification)
of 200 recordings. The system was tested by 10 target users
(100 recordings) and 10 imposters (100 recordings), both in
normal behavior. In the second phase, system accuracy is
evaluated by 200 abnormal behavior recordings. The ratio
of target users and imposters is the same as in the first phase
but none of the recordings that have been used for training
is used during the test. We have trained SVM on the frame-
level acoustic features and then forming a majority vote style
classification rule to combine the frame-level decisions into a
sequence-level decision. The objective of the experiment is a
comparison of EER and system accuracy for users verified
with normal and abnormal behavior. For the first phase
system achieved 4 % of EER with 46.0 % EET. In the second
phase, the system was tested by abnormal behavior record-
ings. The system achieved 37 % of EER with 26.9 % EET.
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These results confirm the assumption of reduced accuracy
and system effectiveness for the user in the abnormal state.
B. IMPROVEMENT OF THE SYSTEM
Aswasmentioned in the introduction, a human often gets into
a situation where he is influenced by different stimuli. This
view of the issue was the reason for including a new class for
classification.
The new system design includes a classifier trained by
three classes. The aim is to extend the existing verification
system to the ability to recognize user under abnormal behav-
ior. SVM classifier was trained using 100 recordings per
class. The training rate is the same as in the first part of the
experiment (Sec. III-A). The same ratio was used for system
testing. Classes are now defined as:
• class 1 - target user in normal behavior,
• class 2 - target user in abnormal behavior,
• class 3 - imposter.
Table 1 represents the confusion matrix of the newly
designed system. The confusion matrix clearly shows that
96% of normal target users are correctly predicted with
only 4% confusion (miss-classification) with abnormal target
users. There is no confusion with imposters for prediction
of normal target users. Likewise for prediction of abnormal
target users the classification rate is 95% with 4% confusion
with normal target users and 1% with imposters. Last one
imposter class is only confused with normal target users (4%)
indicating that normal and abnormal behavior (classes) are
distinct.
TABLE 1. The confusion matrix of proposed verification system trained
with three classes. Percentage of attempts classified for each class are
shown in each cell (Sec.:II-E describes in detail). Results are based on
the majority voting method.
Information about the behavior of the user during veri-
fication offers two options. The first option points to the
additional verification process. Target users with abnormal
behavior are not strictly rejected - the system notifies the
user and offers an additional verification procedure such as
next attempt for speech verification or another verification
method.
The second option points to information about abnormal
behavior and its application directly in the first verification
attempt. From the view of granting or denying user access
to the verification process, information about its behavior
is not important. The only important and final decision is
granting or denying access. For this reason, we can sum pos-
terior probabilities of the first class ω1 and second class ω2.
The new rule we propose in this paper regardless of nor-
mal or abnormal target user is:
Dec. =
{
1 if P (ω1|Xi)+ P (ω2|Xi) > thrs
0 otherwise
(11)
FIGURE 4. ASV system errors for different threshold. Graphs 4(a), 4(b)
and 4(c) describe relation between errors (FAR and FRR) and threshold
for different system approaches. The curve penetration defines the EER at
the corresponding EET value. (a) Classical approach - normal behavior.
(b) Classical approach - abnormal behavior. (c) New approach.
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The result is the posterior probability of granting access.
In this case, the new proposed system has reached 1% EER
for 61.6% EET. This system achieved 99% of accuracy.
Table 2 shows a comparison of the classical approaches with
the new proposed approach. The lowest EER value prove the
benefit of the proposed system. The dependence of FAR and
FRR errors on the threshold for all studied approaches are
shown in the graphs in Fig. 4.
TABLE 2. Systems comparison with EER and EET values. The new
approach reaches best (the lowest) EER value.
Another visual comparison of the results is shown using
ROC and DET curves. Fig. 5 and 6 show the comparison of
presented systems. From both curves, it is obvious that the
new approach has achieved the best results (the ROC curve
approaches the ideal course - Area under the curve (AUC) is
close to 1). Conversely, the course of the DET curve is tilted
to zero FAR and FRR values.
Data collection - re-training
The presented new proposal has one key problem. How to
train a system to detect an abnormal state when a user has
registered with a speech in a normal state? In other words,
registering a user into the verification system does not provide
data for the training of all three classes.
Solving this problem may be easier than it seems.
Verification systems are in most cases deployed as part of a
FIGURE 5. ROC curves - comparison of classical approach (Sec. III-A) and
new proposed system (Sec. III-B) tested on users with normal and
abnormal behavior.
FIGURE 6. DET curves - comparison of presented approaches (same
in Fig. 5). The points on the curves represents EER for each approach.
multi-phase verification. The verification process during
user denial often offers additional access opportunities, such
as PIN, password, or other biometric methods. Finally,
the rejected user’s speech can be considered as abnormal
user behavior if access was granted in another verification
phase. This speech can be used to re-configure and re-train
the system into the design of the proposed approach.
IV. CONCLUSION AND DISCUSSION
The research was aimed at the impact of abnormal behavior
on the ASV systems. Active emotions, which are influenced
by psychological and physiological changes of the vocal tract
are consider as abnormal. The first part of the experiment
demonstrated the undesirable influence of abnormal behavior
on the accuracy and effectiveness of the verification system
trained with users under normal behavior. Ten target users
were used for the verification process. Ten SVM models
were trained by speech recordings (MFCC and their dynamic
changes) of users in a normal state (behavior). The accu-
racy of verification system was evaluated with normal versus
abnormal behavior users. The system EER increases from
4 % to 37 % for speech represented by users with abnormal
behavior. These results confirm the adverse impact of human
abnormal behavior on voice authentication accuracy. The fact
that abnormal behavior increases EER value means that the
system declines target users under abnormal behavior. Two
preconditions and reasons derive from experimental results.
At first, the threat of system security because a target user
under abnormal behavior may be forced by a third person to
grant access, or second, the system rejects the target user only
for being embarrassed by normal life stimuli. The second part
of the research brings a new design of the system and the
way of its application. The new proposal involves recognizing
three states (classes), namely: i. target user (normal behavior),
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ii. target user (abnormal behavior), and iii. imposter. The final
decision to grant or deny access depends on the new rule
defined by (11). The application of the presented design and
solving the problem of data collection (abnormal behavior
speech data) are so presented.
The advantage of the new design is the improvement of
accuracy for verification of users with abnormal behavior.
The fact that new proposal can be applied to existing systems
is also a major contribution of our research.
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