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Abstract
The quantification and manipulation of biological entities from a physiological sample is extremely
important for a broad range of applications in medical diagnostics, therapeutics, and basic science
research. From a diagnostics standpoint, the cells, proteins, and nucleic acids that compose our
bodies contain an enormous amount of information that can indicate the presence of, progression
of, or even susceptibility to a given disease. However, extracting this information is often quite
challenging. New tools are constantly being developed to make diagnostic testing more accurate,
less invasive, faster, and less expensive. To this end, this thesis describes that advent of technologies
to (1) precisely pattern biologically- and magnetically-active beads in hydrogel substrates for cell
sorting and pattering, (2) synthesize morphologically and chemically-complex microparticles in a
high-throughput fashion, and (3) perform rapid and accurate multiplexed biomolecule quantifica-
tion using such particles.
Bead-Patterned Hydrogels are a class of materials developed in this
thesis that consist of microbeads precisely patterned in poly(ethylene gly-
col) (PEG) matrices. Using microfluidics and projection lithography on
a standard microscope, magnetically-active or protein-decorated beads
were patterned in close-packed or disperse-bead patterns on glass sub-
strates with high resolution over large areas. Using slight alterations to
the synthesis protocol, bead patterns could be completely encapsulated
in a bio-inert PEG matrix, or exposed from the PEG surface. It was shown that bead-patterned
hydrogels could be used for the phenotype-specific sorting or patterning of lymphocytes.
As was observed in the synthesis of bead-patterned hydrogels, free-
radical polymerization is inhibited near microfluidic channel walls due
to oxygen diffusion through the porous polydimethoxysilane (PDMS)
elastomer composing devices. By exploiting this phenomenon using pro-
jection lithography in an all-PDMS device, Continuous-Flow Litho-
graphy was developed. In stark contrast to traditional methods for
anisotropic particle synthesis, this one-phase process provides a sim-
ple method to synthesize microparticles with complex morphologies and/or multiple adjacent
chemistries in a high-throughput fashion. The processes is broadly applicable to any free-radical
reacting monomer. For improved resolution and sharpened interfaces between adjacent chemistries,
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Stop-Flow Lithography was implemented using a valve system to rapidly start and stop flow in
a fluidic system.
Flow lithography provided unprecedented control over particle shape, com-
position, and inclusion of multiple functionalities. Utilizing these at-
tributes, Encoded Hydrogel Particles were synthesized bearing multi-
ple functional regions including a graphical barcode and one or more DNA
probe-loaded regions. These particles were used for multiplexed detection
of deoxyribonucleic acid (DNA) and ribonucleic acids (RNA), affording
virtually unlimited multiplexing capabilities, single-color detection, flow-
through scanning in a microfluidic device, and low cost. Mathematical
models were developed to understand the kinetics of hybridization depending on particle design
and assay conditions. Using these models to direct optimization, the method was shown to give
attomole-sensitivity, single-nucleotide specificity, and rapid hybridization kinetics. Overall, this
thesis demonstrates the combination of hydrogels, lithography, and microfluidics to generate intri-
cate substrates and particles that provide means for high-performance, low-cost bioseparations and
molecular screening.
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CHAPTER 1
Introduction
The work presented in this thesis revolves around the development of diagnostics tools through
the combination of two prominent areas of research – microfluids and hydrogels. Microfluidics has
emerged as a powerful approach for the miniaturization of complex processes, while hydrogels have
been broadly applied to biological applications ranging from drug delivery to tissue engineering.
In order to lay out a framework for the topics covered in this thesis, this chapter outlines (1) the
application of microfluidics to biological processes, (2) the principles of cell sorting and biomolecule
detection for medical diagnostics, and (3) the properties of hydrogel materials that make them ideal
for biological assays.
1.1 Microfluidics for Biological Applications
The miniaturization of fluidic operations affords precise control over flows, reduction of sample
usage, rapid analysis, and often times reduction in cost as compared to conventional lab-scale
processes. For this reason, microfluidic analogs have been developed for several important biological
tools including polymerase chain reaction (PCR) [1, 2, 3], electrophoresis of biological and chemical
species [4, 5], protein separation and concentration [6], cell sorting [7, 8, 9, 10, 11], cell culture [12,
13], and immunoassays [14, 15, 16]. Examples of several of these systems are shown in Figure 1.1.
As these tools provide the foundation of many medical diagnostic tests, microfluidics has been
successfully applied to the diagnosis of several diseases including malaria [17], sexually-transmitted
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Fig. 1.1: Use of microfluidics used for biological processes. Shown are examples
of polymerase chain reaction (PCR) [1], cell culture [13], fluorescence-activated
cell sorting [10], and immunomagnetic cell sorting [11].
diseases [18, 19], and HIV [20]. Low component cost, high sensitivity, simplicity of operation,
and rapid analysis all make microfluidics an ideal platform for “point-of-care” diagnostic testing,
particularly in settings where resources and funding are scarce [21]. A great deal of progress has
been made in advancing microfluidic technologies over the past couple decades, demonstrating the
incredible potential of miniaturized systems for hundreds of applications.
1.2 Medical Diagnostics Using Cells and Biomolecules
The cells, proteins, and nucleic acids comprising a physiological sample (a drop of blood for instance)
contain a great deal of information that can be used to detect disease, direct treatments, or even
predict disease. For example, a quantitative decline in the number of lymphocytes expressing CD4
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surface markers is characteristic of HIV infections [22], while the over-expression of prostate-specific
antigen (PSA) in serum indicates prostate cancer [23], and specific gene mutations suggest the
presence of cystic fibrosis [24]. Because biological samples are often complex mixtures containing
many entities, the accurate quantification of cells, proteins, and nucleic acids is typically no menial
task. As the work in this document revolves around cells and nucleic acids (though the concept is
similar for proteins), these will be the focus of discussion for this section.
Whole cells represent complex systems that not only have significant diagnostic value, but are
often used in therapeutics. As such, methods of obtaining homogeneous populations from heteroge-
neous mixtures are constantly being developed and improved. Two examples of cell sorting methods
include immunomagnetic sorting [25, 26] and fluorescence-activated sorting [27, 28]. Applications of
cell sorting include isolation of hematopoietic stem cells for cell replacement and regeneration after
chemotherapy or for cardiovascular disease [29], dendritic cells for induced immunity against can-
cer [30, 31], prenatal cells from maternal blood for preimplantation diagnostics [32, 33], osteoblasts
for tissue engineering [34], and monocytes [35], nuetrophils [36], antigen-specific B-cells [37, 38, 39],
or tissue cells for studies of immunity, proteomics, systems biology, or cellular metabolism. Cell
sorting also encompasses cell depletion (negative selection) for purposes such as removal of tumor
cells for autologous (self) hematopoietic stem cell transplantation or T-cells for allogenic (non-self)
transplants to reduce risk of graft versus host disease [40, 41].
At a lower level in complexity than cells, nucleic acids (DNA and RNA) are extremely attractive
targets for diagnostics. They are highly specific, can be amplified to increase abundance in most
applications, and can be labelled (for detection) using a number of approaches. As mentioned
earlier, mutations (changes in nucleic acid sequence) can indicate disease. In addition to sequence,
the abundance of nucleic acid targets is also of great importance. The up- or down-regulation of
nucleic acid production is an important indicator for applications like drug discovery [42] and cancer
diagnostics [43]. Therefore, the assessment of both nucleic acid sequence and relative expression
level is extremely important for diagnostic applications. Methods for sequence discrimination and
nucleic acid quantification are discussed at length in section 1.4.
In any given diagnostic test, the targets (cells, proteins, nucleic acids, etc) must be manipulated,
captured, or detected. For a test to be meaningful, it must be specific for the target(s) of interest and
sensitive enough to detect entities at physiologically-relevant quantities. In order to very precisely
control the capture of biological entities for this purpose, several methods have been developed to
spatially pattern biological probes on substrates.
1.3 Patterning Probes
Biological probes that interact specifically with only certain species can be immobilized on a sub-
strate (planar or bead) in order to selectively capture a target of interest. Thanks to great advances
in immobilization techniques, probes including proteins, nucleic acids, whole cells, and other “ac-
tive” components can be accurately patterned on surfaces. Because cells express unique “surface
marker” proteins that typically vary greatly among cell types, protein probes that interact specif-
ically with these markers can be used to immobilize desired cell phenotypes. Nucleic acids on the
other hand, can simply be targeted using nucleic acid probes that have complementary sequences.
In either case, the accurate patterning of these capture molecules is of great importance in many
diagnostic processes.
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1.3.1 Patterning Proteins
Spatially controlling the immobilization of proteins is valuable for developing immunoassays, protein
microarrays, and cellular arrays for bio-sensor applications. Several techniques exist for pattern-
ing proteins including deposition using three-dimensional microfluidic systems [44], photochemical
or pH-sensitive deprotection of protein-adhesive substrate coatings [45, 46], polymer on polymer
stamping [47], plasma etching using a stamp with subsequent blocking or protein deposition [48],
and chemical vapor deposition polymerization [49]. In contrast to planar substrates, microbeads
adhered to gold [50] or polyelectrolyte [51] substrates have also been used as solid substrates for
protein coupling and subsequent cell culture.
1.3.2 Patterning Microbeads
Microbead patterns are of interest for creating microlense arrays, optical materials, biosensor arrays,
and substrates for protein coupling. Traditional techniques employed in patterning colloids on sub-
strates include polymer stamping [52, 53], optical [54, 55, 56] or dielectric [57] manipulation, assem-
bly on hydrophilic regions using capillary forces [58, 59], aggregation on patterned silane layers [60],
assembly on physical templates [61, 62], and positioning using scanning electron microscopy [63].
Some of these are shown in Figure 1.2. In general, the current bead patterning technologies are im-
precise and leave unstable patterns that can be easily disrupted upon drying or fluid shear stresses.
In addition, wet stamping allows the use of only electrostatically charged particles and leaves be-
hind charged polymer residue that must be shielded before device use. Lastly, these technologies
do not permit the direct patterning of biologically-active microbeads that require no additional
chemical modification prior to analyte capture. Beyond patterning applications, microbeads are
commonly used in microfluidic devices for cell sorting [11, 64], immunoassays [65, 66, 67], and DNA
hybridization [68, 69]. Quite often, magnetic beads are utilized because they can be addressed
independently of all other non-magnetic species.
1.3.3 Patterning Magnetic Materials
Paramagnetic, ferromagnetic, and electromagnetic components are commonly used in microfluidic
devices to capture or manipulate magnetic species. Magnetic patterns can be accomplished by
electrodeposition of metals through a stencil [70] or onto an etched substrate with subsequent
polishing of excess metals [11]. Other methods include the patterning of magnetic microbeads on
polymer-stamped regions [72] and micromolding with magnetic-doped poly(dimethyl siloxane) [71].
Although these processes yield precise magnetic patterns, they require expensive equipment and
time-consuming processes, and the resulting devices subsequently need to be rendered bio-inert for
use in most biological applications. Protein-adhesive ligands and protein-resistant polymers are
commonly used to modify microdevices for this purpose, defining bio-adherent and inert regions.
1.3.4 Patterning Nucleic Acids
Nucleic acid patterning lies at the foundation of DNA microarrays. As such, several methods have
been developed to precisely arrange DNA probes onto surfaces (typically glass). The two broad
methods for patterning DNA are robotic printing [73] and light-directed nucleotide synthesis [74].
Both of these methods allow a user quantify a huge number of targets (typically∼ 10,000) in a single
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Fig. 1.2: Examples of methods used to pattern beads and magnetic materials
onto substrates. Bead-patterning methods shown include wet stamping [53], pat-
terning of hydrophilic regions using capillary forces [59], optical positioning [55],
and patterning using physical templates [61]. Magnetic patterns shown are made
via electrodeposition of metal through a stencil [70], doping of PDMS [71], and
stamp-patterning of magnetic beads [72].
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sample. Thus, the microarray provided the first platform suitable for “high-density” multiplexed
analysis of biomolecules.
1.4 Multiplexed Analysis
The ability to quantify multiple proteins, cytokines, or nucleic acid sequences in parallel using a sin-
gle sample allows researchers and clinicians to obtain high-density information with minimal assay
time, sample volume, and cost. Such multiplexed analysis is accompanied by several challenges in-
cluding molecular encoding and the need to retain assay sensitivity, specificity, and reproducibility
while using complex mixtures.
There are two broad classes of technologies used for multiplexing – planar arrays and suspen-
sion (particle-based) arrays, both of which have application-specific advantages. Planar arrays,
Fig. 1.3: Comparison of multiplexing throughput and density for bead and planar arrays.
such as DNA and protein microarrays [75, 74, 73], are best suited for applications requiring ultra
high-density analysis. In comparison, suspension arrays benefit from faster kinetics, ease of assay
modification, higher sample throughput, and better quality control by batch synthesis [76]. Though
particle-based arrays have been used for high-density genotyping applications [77], they are most
favorable over microarrays when detecting a modest number of targets over large populations or
when rapid probe-set modification is desired. As seen in Figure 1.3, bead-based arrays provide high
throughput, planar arrays provide high density, but neither of these technologies can be applied effi-
ciently to high-throughput, medium density applications, which include in vitro cancer diagnostics,
neonatal diagnostics, and drug discovery.
1.4.1 Encoding Methods Used for Solution Arrays
While planar arrays rely strictly on positional encoding, suspension arrays have utilized a great
number of encoding schemes that can be classified as spectrometric [78, 79, 80, 81, 82, 83, 84, 85],
graphical [86, 87, 88, 89, 90], electronic [91, 92, 93, 94], or physical [95, 96]. Examples of these encod-
ing methods are shown in Figure 1.4. Spectrometric encoding encompasses any scheme that relies
on the use of specific wavelengths of light or radiation (including fluorophores [78, 79, 80, 81], chro-
mophores [82], photonic structures [83], or Raman tags [84, 85]) to identify a species. Fluorescence-
encoded microbeads [78, 79, 80, 81] can be rapidly processed using conventional flow-cytometry (or
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Fig. 1.4: Methods for particle encoding. Shown are examples of spectro-
metric(wavelength) [81], graphical [86, 90, 89, 88], chemical [85], radio fre-
quency [94], and shape [96] encoding schemes.
on fiber-optic arrays [97]), making them a popular platform for multiplexing. However, there are
several disadvantages of utilizing multiple fluorescent signals as means of barcoding including (1)
the limited barcodes achievable (typically ∼100) due to spectral overlap, (2) the lack of portability
for bulky flow cytometers, (3) added cost with each fluorescent exciter/detector needed, and (4) po-
tential interference of encoding fluorescence with analyte-detection fluorescence. For these reasons,
single-fluorescence methods exist that utilize graphical techniques to spatially embed barcodes on
microcarriers.
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Graphical barcodes are those that rely on the patterning of optical elements on a microcarrier –
some examples include striped rods [86, 87], ridged particles [88], and dot-patterned particles [88,
89]. The chemistries used to fabricate such particles (metallic or photoresist) require additional
coupling chemistries to conjugate biomolecules to the surface and in the case of striped rods,
each metallic pattern needs to be generated one batch at a time. Typically, the patterns on the
these particles can only be distinguished if the fluorescence of the target signal is sufficiently high.
Another graphical method for microcarrier encoding is the selective photobleaching of codes into
fluorescent beads [90]. In this method, both particle synthesis and decoding are time-consuming,
making it an unlikely candidate for high-throughput analysis. A method that eliminates the use of
fluorescence altogether is the use of radio frequency memory tags [91, 92, 93, 94]. This approach is
very powerful because it allows for nearly unlimited barcodes (>1012) and decouples the bacroding
scheme from analyte quantification (fluorescence), but the synthesis of any appreciable number
(thousands or millions) of these electronic microchip-based carriers may prove to be expensive
and time-consuming. These and several other methods developed for multiplexed analysis are
thoroughly reviewed elsewhere [98, 99].
1.4.2 Synthesis of Complex Particles for Solution Arrays
As seen in Figure 1.4, many of the particles used in solution arrays have complex morphologies. The
use of complex particles extends far beyond multiplexed analysis, having impact on a broad range
of applications including photonics [100], MEMS [101], biomaterials [102], and self-assembly [103].
While spherical particles can be synthesized fairly easily using bulk processes, complex particles
require more sophisticated synthesis methods. Some methods for synthesizing complex particles
include lithography [89, 88, 104], electrodeposition [86], stamp printing [105], or two-phase microflu-
idic systems [106, 107, 108, 109, 110]. Unfortunately, these technologies suffer from limitations on
throughput, morphology, or available chemistries. For the purpose of DNA hybridization, the par-
ticle substrate onto which the nucleic acid probes are immobilized greatly affects the capture of
targets.
1.4.3 Thermodynamics of Hybridization on Solid Substrates
The most important parameter in determining sensitivity and specificity of any given hybridization
is the dissociation constant (Kd) of the nucleic acid complexes involved. For a system with target
T , probe P , and target-probe complex TP , the dissociation constant is given by a ratio of their
equilibrium concentrations ([mol/L]) as:
Kd =
[T ][P ]
[TP ]
.
As such, when complex formation is favorable, Kd is very small. While complex formation (for
oligomers 20bp or longer) in solution is very favorable (Kd ∼ 10−12 − 10−20), it is well know that
solid-substrate methods suffer from dramatically inhibited kinetics (Kd ∼ 10−7) [111, 112]. The
reason for this is that there is an energy cost associated with transferring target molecules into
probe “forests” on solid surfaces where they can then associate with their complement strands.
This is shown representatively in Figure 1.5 along with a comparison of association values (inverse
Kd) seen experimentally versus those expected (solution hybridization constants).
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Fig. 1.5: Comparison of hybridization kinetics on solid substrates and in solu-
tion (adapted from [112]). (a) Representation of free energies associated with
target-probe hybridization on solid surfaces and that in solution. (b) Graph
showing experimentally-observed association constants, KES, versus calculated
constants for hybridization in solution, KEB.
To partially overcome the suppression of hybridization, locked nucleic acids are commonly
used to increase complex stability approximately tenfold [113]. Although this improvement is
substantial, it is important to know that solid-phase hybridization in LNA systems is still far
inferior to hybridization in solution from a thermodynamic standpoint.
1.4.4 Hydrogel Substrates for Nucleic Acid Detection
As an alternative to solid surfaces, hydrogel-based substrates have been used for biomolecule detec-
tion. Hydrogels are a class of polymeric materials that are bio-friendly, three-dimensional structures
that characteristically retain water. Mirzabekov’s group has done a considerable amount of work in
producing “MAGIC” and “IMAGE” chips [114, 115, 116], which are gel-based analogs of traditional
microarrays. The most significant advantage of hydrogel systems over solid-substrates is that while
hyrbidization thermodynamics are greatly suppressed on solid surfaces (as shown in Figure 1.5),
hybridization in gels closely resembles solution kinetics. This is shown in Figure 1.6 along with a
direct comparison of solid-phase and gel arrays.
In addition to favorable thermodynamics, gel arrays also offer a much higher effective probe
density due to their 3D structure [114] and a broad range of materials and linkage chemistries.
Planar hydrogel arrays have shown a great enhancement of both signal and sequence discrimination
over their solid-substrate counterparts [116].
1.5 Other Uses of Hydrogels
Although several materials have been used in hydrogel synthesis, those made from poly(ethylene
glycol) precursors provide a non-fouling surface to maximize assay specificity. Bio-inert substrates
provide a favorable environment that is chemically transparent to biological species. Researchers
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Fig. 1.6: Hydrogels arrays. (a) Bright-field image of hydrogel-based microar-
ray [114]. (b) Comparison of hybridization thermodynamics (Gibbs free energy)
of gel systems versus solution hybridization [115]. (c) Direct comparison of
hybridization on solid-substrate arrays versus gel arrays [116].
have used UV-polymerizable hydrogels in microfluidics to fabricate stimuli-sensitive valves and
pistons [117] as well as scaffolds for cellular arrays [118, 119]. Three dimensional, heterogeneous
cell arrays have also been realized by polymerizing hydrogels around living cells [120]. In addition,
PEG oligomers are available in a broad range of molecular weights and functionalities, providing
versatility in material design. Because of their wide availability, bio-friendly nature, and favorable
hybridization characteristics, hydrogels are ideal substrates for bioassays and many other biological
applications.
1.6 Outline of Thesis
The objective of this work was to develop inexpensive microfluidic technologies capable of per-
forming high-performance biological sorting and quantification as tools for diagnostic applications.
It is divided broadly into three categories – patterning of surfaces with biologically-active materi-
als, synthesizing complex microparticles, and utilizing such particles for molecular screening. The
organization of this work is as follows:
Chapter 2 lists experimental protocols and materials for procedures used throughout this
thesis.
Chapter 3 describes the synthesis of “bead-patterned hydrogels” and their use for cell sorting
applications.
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Chapter 4 describes the use of flow lithography to synthesize morphologically and chemically
complex microparticles. The chapter describes both “continuous-flow” (CFL) and “stop-flow”
lithography (SFL).
Chapter 5 describes the use of SFL for the production of multifunctional, encoded hydrogel
particles that are subsequently used for multiplexed DNA detection.
Chapter 6 describes the optimization of particle composition, introduces new target detec-
tion schemes, and discusses messenger RNA profiling assays.
Chapter 7 discusses mathematical modelling of hybridization and assessment of the sensi-
tivity and specificity of our system.
Chapter 8 outlines the findings of this thesis and discusses future work that can be done to
further improve the approaches developed.

CHAPTER 2
General Materials and
Experimental Methods
Several chemicals, buffers, and experimental methods were used for various processes throughout
this thesis. For convenience and brevity, chemical names and abbreviations are presented below in
a consolidated form and general experimental methods are presented in detail. Throughout this
thesis, the materials and methods described in this chapter will be referenced. When applicable,
any variation to the following methods will be described in the relevant chapter.
2.1 Materials
2.1.1 Chemicals and Buffers
Because chemical names are often cumbersome and inconvenient to use repeatedly, acronyms and
chemical trade names will be used throughout this thesis. These abbreviations are defined in
Table 2.1 below.
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Oligomers and Elastomers
PDMS Polydimethoxysilane (Sylgard 184, Dow Corning)
PEG200 Poly(ethylene glycol), n = 200 (Aldrich)
PEG400 Poly(ethylene glycol), n = 400 (Aldrich)
PEG-DA400 Poly(ethylene glycol) di-acrylate, n = 400 (Aldrich)
PEG-DA700 Poly(ethylene glycol) di-acrylate, n = 700 (Aldrich)
TMP-TA 1,1,1–Trimethylpropane-triacrylate (Polysciences)
Fluorescent Monomers
fluorescein-A Fluorescein o-acrylate (Aldrich)
rhodamine-MA Methacryloxyethyl thiocarbamoyl rhodamine B (Polysciences)
Photoinitiators
Darocur 1173 2-hydroxy-2-methylpropiophenone (Aldrich)
Irgacure 2959 2-hydroxy-4’-(2-hydroxyethoxy)-2-methylpropiophenone (Aldrich)
Miscellaneous Chemicals
MPTMS Methacryloxypropyl trimethoxysilane (Sigma)
SAPE Streptavidin – R-phycoerythrin (Invitrogen)
SDS Sodium dodecyl sulfate (Invitrogen)
Tween-20 Polyoxyethylenesorbitan monolaurate (Sigma)
Buffers
PBS Phosphate Buffered Saline, pH = 7.2 (Invitrogen)
PBST PBS with 0.05% Tween-20
TE (1×) 10mM Tris pH 8.0 (Rockland) and 1mM EDTA (OmniPur) in MilliQ water
TET TE Buffer with 0.05% Tween-20
PTET 5× TET Buffer with 25% PEG400
HB0.5 TET Buffer with 0.5M NaCl (Mallinckrodt)
HBS0.2 TET Buffer with 0.2M NaCl and 0.5% SDS
NEB2 New England Buffer #2 (New England Biosystems) with 0.05% Tween-20
Table 2.1: List of chemical and buffer acronyms and trade names.
2.1.2 Oligonucleotides
All oligonucleotides used were purchased from Integrated DNA Technologies (IDT). In this doc-
ument, a “probe” refers to DNA that is incorporated in particles, while “target” oligonucleotides
are those in solution to be detected. Unless otherwise stated, the probes were purchased from IDT
end-functionalized with a 5’ AcryditeTM group that allowed covalent attachment into the hydrogels
during particle synthesis. Targets were ordered with a 5’ fluorophore (Cy3 or fluorescein), 5’ biotin,
or no modification.
Storage and Handling : DNA probes were received as lyopholized films (typical yields are ∼ 50 –
100 nmol) while targets (DNA or RNA) were usually ordered “Lab Ready”, suspended in TE to
a concentration of 100 µM. For storage, DNA probes were resuspended in TE Buffer to a stock
concentration (typically 1 mM). After vortexing the probes or targets for several seconds, some of
the stock solution was further diluted to the desired working concentration (of typically 500 µM
for probes and 10 µM for targets), which was pipetted at volumes of 5 µl into 0.6 ml Eppendorf
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tubes. The tubes were centrifuged for only a few seconds to ensure that the liquid was collected
at the bottom and then placed in cardboard sample boxes and stored at -20oC until used. NOTE:
RNA should be handled with extreme care as it is easily degraded. All reagents and materials
used with RNA samples should be RNase-free. When necessary, an RNase Inhibitor (New England
Biosystems) may be used.
DNA Probes
Name: Sequence and Modifications:
P1 5’ – Acrydite-Sp18 – ATA GCA GAT CAG CAG CCA GA – 3’
P2 5’ – Acrydite-Sp18 – CAC TAT GCG CAG GTT CTC AT – 3’
Pfluoro 5’ – Acrydite-FITC – GGA TGG GGA CTG TGG GTA GAT AGG GGA
ACA ATG AGA GTC AAC TCA GGC TA – 3’
Plua7 5’ – Acrydite– ATT GGT AAA TTG GTA AAT GAA TTG – 3’
Plua27 5’ – Acrydite– AAA GTT GAG TAT TGA TTT GAA AAG – 3’
Plua59 5’ – Acrydite– AAA GTG AAA AAG ATT GAT TGA TGA – 3’
Plua68 5’ – Acrydite– AAA GAA AGA TTG TTG AGA TTA TGA – 3’
Plua95 5’ – Acrydite– TTA GTG TAG TAA GTT TAA AGT GTA – 3’
P7a 5’ – Acrydite – AAC TAT ACA ACC TAC TAC CTC A – 3’
P7b 5’ – Acrydite – AAC CAC ACA ACC TAC TAC CTC A – 3’
P7c 5’ – Acrydite – AAC CAT ACA ACC TAC TAC CTC A – 3’
P7d 5’ – Acrydite – AAC TAT GCA ACC TAC TAC CTC T – 3’
DNA/RNA Targets
Name: Sequence and Modifications:
T1,D,Cy3 5’ – Cy3 – TCT GGC TGC TGA TCT GCT AT – 3’
T2,D,Cy3 5’ – Cy3 – ATG AGA ACC TGC GCA TAG TG – 3’
T20,D,bio 5’ – biotin – CTC ATT GTT CCC CTA TCT AC – 3’
T50,D,bio 5’ – biotin – TAG CCT GAG TTG ACT CTC ATT GTT CCC CTA TCT
ACC CAC AGT CCC CAT CC – 3’
T100,D,bio 5’ – biotin – [TAG CCT GAG TTG ACT CTC ATT GTT CCC CTA TCT
ACC CAC AGT CCC CAT CC]2 – 3’
T200,D,bio 5’ – biotin – [TAG CCT GAG TTG ACT CTC ATT GTT CCC CTA TCT
ACC CAC AGT CCC CAT CC]4 – 3’
T7a,D 5’ – TGA GGT AGT AGG TTG TAT AGT T – 3’
T7a,D,F 5’ – FITC – TGA GGT AGT AGG TTG TAT AGT T – 3’
T7a,R 5’ – UGA GGU AGU AGG UUG UAU AGU U – 3’
Table 2.2: List of nucleic acid probes and targets used in this work. For targets,
subscripts indicate if the oligo is DNA (D) or RNA (R), and gives chemical
modifications including biotin (bio), Cy3 (Cy3), or fluorescein (F).
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2.2 Equipment Setup
2.2.1 Configuration of Microscope for Polymerization
All experiments were performed using an Axiovert 200 (Zeiss) inverted microscope with a VS25
shutter system (UniBlitz) in place to precisely control UV exposure dose. A 100W HBO mercury
lamp in conjunction with wide-range excitation UV filter (11000v2:UV, Chroma) provided irra-
diation of the desired wavelength. Transparency masks designed using Autocad were printed by
CAD/Art Services, Inc. (Bandon, OR) at 10,000 or 20,000 dpi resolution. Each mask was designed
to be circular, 2.5 centimeter in diameter, with features typically printed no more then 0.5 centime-
ters radially from the mask center. During an experiment, a mask was sandwiched between two
25 mm circular glass coverslips (VWR), placed in the first slot of the filter slider bar, and secured
with an O-ring. The filter slider was then positioned in the field-stop position of the microscope.
Images were processed using NIH Image. The shutter system was controlled using a VMM-D1
shutter driver (UniBlitz), which was prompted using a script written in LabView. NOTE: Care
should be taken not to expose the polymer masks to UV for more than 2 seconds at a time as they
tend to burn and deform with long doses.
2.2.2 Syringe-Pump Sample Delivery
Samples were loaded into plastic syringes (typically 1 ml, BD Falcon) that were mounted on a
KDS 100 syringe pump (KD Scientific). Tygon tubing, adapted with a blunt syringe needle at
the syringe end and a metal tube adapter at the device end, was used to deliver samples to the
microdevice.
2.2.3 Pressure System for Sample Delivery
For particle polymerization, samples were loaded into channels using pipette tips (10 or 200 µl,
Molecular BioProducts), connected with rubber tubing (Tygon) to a common pressure source (reg-
ulated by a pressure valve, Controlair Inc.). The tips were filled with ∼ 5 – 150 µl of polymer
and inserted into the channel inlet ports. A three way solenoid valve (Burkert, operated manually
or via computer) allowed for the oscillation between pressurized (typically ∼ 2 psi, high velocity)
and ambient-pressure (no flow) states. Visual alignment for polymerization was achieved using a
CCD camera (KPM1A, Hitachi) with NIH Image software, and automated valve control was ac-
complished using a script written in LabView. NOTE: Typical operating inlet pressures can vary
from < 1 – 4 psi depending on channel dimensions.
2.3 General Experimental Protocols
2.3.1 Soft Lithography
Microfluidic channels were molded on four inch silicon wafers using soft lithography with SU-8
photoresists. Briefly, SU-8 photoresist (MicroChem) was spin-coated on a clean silicon wafer for
30 seconds at a speed selected to obtain the desired layer thickness. After a brief 65oC pre-
bake on a hotplate, the wafer was exposed to UV-irradiation through a transparency mask. The
photoresist was then post-baked at 95oC and subsequently, unexposed photoresist was removed
using a developer. PDMS was mixed at a base to curing agent ratio of 10:1. The elastomer was
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degassed for 30 minutes and poured over the silicon wafer mold. The PDMS was then cured
overnight at 65oC. The PDMS mold was peeled from the wafer and individual channels were cut
out using a scalpel. Holes for syringe connection were punched out using a blunt ended syringe
needle. If desired, wells were cut at the end of the channels using a scalpel. The channels were
sonicated in ethanol, rinsed with water, and dried under argon prior to use to remove any debris
or dust.
2.3.2 Making PDMS-Coated Slides
PDMS was mixed at a 10:1 base to curing agent ratio and ∼ 100 µl was spread crudely over one
face a glass slide (24 × 60 mm, VWR) using a spatula. Another glass slide was then placed atop the
first, sandwiching the PDMS between. The slides were sheared apart along the long dimension of
the slides. This was repeated until the PDMS coating was fairly homogeneous across the two slides
(with the exception of a few small bubbles or striations). Coated PDMS slides were placed in a large
plastic petri dish and allowed to sit for 30 minutes before baking to remove all inhomogeneities.
Slides were then cooked at 65oC for 20 minutes or 2 hours for a partial or full cure, respectfully.
2.3.3 Assembling Microfluidic Devices
Sealing Devices with Plasma
In order to protect areas subsequently used for particle polymerization, square regions of channels
and PDMS-coated slides were protected with small pieces of cured PDMS. These two components
were then treated with oxygen plasma for 90 seconds on high (Harrick Plasma Cleaner, PDC–32G).
The sacrificial PDMS layers were the removed, and the device was sealed to the PDMS-coated slides
with the two non-exposed regions aligned. The sealed devices were allowed to bond for at least
15 minutes before use. NOTE: If the protected area of the channel is too large, this region of the
channel may delaminate under flow pressures exceeding only a couple psi. The protected region
should be as small as possible, and should also be located as far downstream as possible.
Sealing Devices via Partial PDMS-Curing
Glass slides were coated with PDMS and partially cured (for 20 minutes at 65oC). Cleaned channels
were then placed on the slides and contact-sealed. The assembled devices were then baked for an
additional 45 minutes at 65oC. NOTE: The partial bake time may vary depending on PDMS layer
thickness, actual oven temperature, etc. There should be no indication that the PDMS layer is at
all liquid when the channel is sealed – if there is, bake times should be increased accordingly.
2.3.4 Activating Glass Slides with Methacrylates
Glass slides were soaked in 1M sodium hydroxide for at least 30 minutes prior to use. The slides
were rinsed thoroughly with deionized water, dried under argon, and treated with oxygen plasma
for 90 seconds. In a 6 ml vial, a solution of 2% MPTMS in pH 5 ethanol was prepared and allowed
to hydrolyze for 5 minutes. In a plastic petri dish, 250 µl of the MPTMS solution was pipetted
on each clean glass slide and rocked back and forth for 3 minutes to assure homogeneous coverage.
Excess MPTMS solution was then dabbed off the edge of the slides using an absorbent towel,
and the slides were dipped briefly in ethanol to remove excess MPTMS. The slides were placed
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on a hotplate in a glass petri dish at 75oC for 15 minutes to cure. Lastly, the slides were rinsed
thoroughly with ethanol followed by deionized water, and dried under argon.
2.3.5 Cell Culture
Raji B cells and Molt-3 T cells (both from ATCC) were cultured in 150cm2 tissue culture flasks
in an incubator adjusted to 5% CO2/95% air at 37oC. The cells were incubated in RPMI-1640
media supplemented with 10% fetal bovine serum and 200U/ml penicillin. Prior to use, the cells
were centrifuged at 150 g for 5 min. After aspiration of excess media, the cells were resuspended in
phosphate buffered saline containing 0.1% bovine serum albumin (BSA) and 2 mM EDTA (both
OmniPur).
2.3.6 Suspending Fluorescent Monomers
The fluorescent monomers used in this work (rhodamine-A and fluorescein-MA) were received in
powder form and were not particularly soluble in aqueous buffers. Suspension was achieved using
PEG TE (PEG200 with 10 mM of Tris and 1 mM of EDTA). Depending on the application and
desired fluorescence, fluorescent monomers were prepared at 1 or 10 mg/ml in PEG TE and stored
at 4oC prior to use.
2.3.7 Preparation of Prepolymers
Monomer precursors were typically mixed in 1.5 ml Eppendorf tubes. First, reactive monomers
(ex. PEG-DA) were added to inert monomer species (ex. PEG400, TE, etc.). This mixture was
then vortexed for 20 seconds. The photoinitiator (ex. Darocur 1173) was added and the solution
was again vortexed for 20 seconds. The monomer solution was spun down in a microcentrifuge for
30 seconds to pellet debris at the bottom before use. NOTE: It is important to minimize exposure
of prepolymers to light and heat. If a monomer solution is to be stored, it should be stored at 4oC
in an amber vial.
2.3.8 Preparation of Prepolymers Containing Beads
Prepolymer solutions prepared using a protocol similar to 2.3.7 were mixed with beads and an
appropriate stabilizing surfactant. These prepolymer solutions consisted of PEG-DA400 with up
to 3.3% Irgacure 2959 photoinitiator, 33% PBS, and 1% surfactant. To generate magnetic bead
patterns, we used Dynabeads M-450 epoxy (4.5 µm, Dynal) with 1% Tergitol NP-10 (Sigma) sur-
factant. Protein-decorated bead patterns were generated using Dynabeads CD19 (4.5 µm, Dynal)
in 1% Tween-20 surfactant. NOTES: (1) Tergitol should not be used with protein-coated beads or
cell samples as this non-friendly surfactant leads to protein denaturation and cell lysis. (2) It is
important to include at least ∼ 33% buffer for prepolymers used with protein-coated beads in order
to maintain protein functionality.
2.3.9 Preparation of Prepolymers Containing DNA
Prepolymers made using protocol 2.3.7 were added to DNA probes (at 10 – 1,000 µM in TE) at a
9:1 ratio. The solutions were vortexed for 20 seconds. This monomer solution was spun down for
30 seconds prior to use. NOTE: It is important to use at least ∼ 33% buffer in order to maintain
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DNA stability. If the amount of buffer is insufficient, the DNA tends to agglomerate, leading to
speckled hybridization signals.
2.3.10 Particle Recovery and Rinsing
After polymerization, particles were pipetted from the reservoir or collection tube into a 1.5 ml
Eppendorf storage tube, where they were diluted in rinse buffer (typically TET) to 1 ml total
volume. The particles were spun down using a microcentrifuge and all but 50 - 100 µl was removed
from the top of the liquid and discarded. Fresh buffer was added to the tube and the process
was continued 4 to 8×. If a fluorescent monomer was used (rhodamine-MA or fluorescein-A), the
particles were rinsed with 200 µl of PEG400 and allowed to sit for 3 minutes before rinse buffer
was added and the rinse process repeated. After rinsing, the particles were stored in TET at 4oC.
NOTE: it is important to have at least 0.05% Tween-20 in all rinse buffers, as this prevents particle
loss via adhesion to tube surfaces. More surfactant may be used if desired, but should be kept below
0.5% to avoid noticeable disruption of biological interactions.
2.3.11 Hybridization with Nucleic Acids
Hybridization buffer (HBS0.2 or HB0.5, typically 40 µl) and particles (typically 5 µl) were pipetted
into 0.65 ml Eppendorf tubes. The nucleic acid samples (5 µl) were then added to the tubes to
obtain the desired concentration. The samples were incubated at the desired temperature and
duration using a thermomixer (Quantifoil Rio) with a mixing speed of 1800 rpm. NOTE: Targets
include unlabelled, biotinylated, or fluorophore-labelled DNA or RNA. For this work, the relative
signal brightness for a hybridization with respect to fluorophore was: SAPE > PicoGreen > Cy3,
FITC.
2.3.12 Labelling Biotinylated Targets
After hybridization, particles were rinsed 1× with TET and 1× with PBST. Then, SAPE was
diluted 1:50 in PBS and added to obtain a final dilution of 1:500. The samples were then incubated
at RT for 30 min with mixing at 1800 rpm. Before imaging, particles were rinsed 2× with TET.
2.3.13 Direct-Labelling of Hybridized Targets
After hybridization, particles were rinsed 1× with TET and then 1× with NEB2, leaving all but
50 µl of liquid in each tube. Then, 1 unit of Exonuclease I (New England Biosciences) was added
to each tube, which was then centrifuged for 3 seconds to ensure all liquid was at the bottom. The
samples were then incubated at 37oC for 30 minutes on a thermomixer with mixing at 1800 rpm.
Samples were rinsed 1× with TET and then 1× with PTET. After centrifuging for 30 seconds, all
but 50 µl of buffer was pipetted from each sample and 5 µl of PicoGreen (Invitrogen), diluted 1:50
in TE, was added to each tube for a final dilution of ∼ 1:500. The samples were then mixed for 15
minutes at RT with mixing at 1800 rpm. At this point, the particles were ready for imaging with no
additional rinsing. NOTES: (1) For direct-labelling, it is very important not to use any buffers that
contain SDS. (2) As PicoGreen has a tendency to bind to glass surfaces, PDMS or another resistant
substrate should be used. The preferred method of analysis is to sandwich a sample (∼ 40 µl between
2 PDMS-coated slides. (3) The addition of PEG to buffer tends to increase the fluorescent signal
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of PicoGreen, but because these polymers tend to be slightly acidic, care should be taken to obtain
pH ∼ 7 – 8.
2.3.14 Imaging Particles
Imaging for Visualization
Particles were pipetted into PDMS reservoirs that were mounted on an inverted microscope (Ax-
iovert 200). Low-resolution, black and white images were captured in NIH Image using a CCD
camera (KPM1A, Hitachi) mounted to the sideport of the microscope. High-resolution, color
images were captured using a Nikon D200 digital SLR camera. For fluorescence images, the ap-
propriate filter set was used (rhodamine-b: XF101-2, fluorescein: XF100-2 or XF100-3, PicoGreen:
XF100-3).
Imaging for Quantitative Analysis
Rinsed particles were pipetted into PDMS reservoirs on an inverted microscope with an Exfo UV
Lamp. Ten-frame, one-second movies were taken in NIH Image using an EB-CCD camera (C7190-
20, Hamamatsu) mounted to the sideport of the microscope. The movies were averaged over all 10
frames and saved as a single image. Images were analyzed using ImageJ software.
CHAPTER 3
Bead-Patterned Hydrogels
The ability to pattern magnetic and/or biologically-active microbeads in a bio-inert environment
has important implications for the development of diagnostic, therapeutic, and basic science tools
for lab-on-a-chip technologies. Microbeads suspended in aqueous solutions are commonly used in
microfluidic devices for chemical reaction and cell binding due to their excellent specificity, wide
availability, and appreciable monodispersity. In addition to being industrially standardized, mi-
crobeads are available with several protein, electrostatic, or reactive coatings and range in size
from hundreds of nanometers to several microns. Methods for the precise manipulation and po-
sitioning of microbeads (or bead-bound biological targets) at a microscale may have significant
impact on the development of new medical devices.
To address the need for simpler, more reliable techniques, we have developed a method to
precisely pattern both magnetic material and proteins in a bio-inert polymer using photopolymer-
ization of bead-containing hydrogel precursors. As such, our approach combines patterning and
passivation into a single process. Additionally, the simple method we present requires minimal
reagents, only around an hour to complete, and results in stable patterns that are covalently linked
to glass substrates. The material in this chapter was reproduced from Pregibon, Toner, and Doyle,
Langmuir, 2006 [121].
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3.1 Description of Bead-Patterened Hydrogels
We demonstrate a simple technique to fabricate intricate monolayer patterns of paramagnetic and
antibody-decorated microbeads on glass substrates via photopolymerization using a standard in-
verted microscope. Our approach provides a simple, inexpensive, versatile method for generating
free-standing or poly(ethylene glycol)-surrounded magnetic and biologically active patterns. Using
magnetic and fluid forces, we demonstrate the ability to pattern self-assembled, dispersed-bead pat-
terns, and also close-packed bead patterns. The scheme we use for polymerization is similar to that
demonstrated by Love et al. [122]. This microscope-based projection lithography (Setup 2.2.1),
which we employed with a 20X objective (providing an overall 7.78X reduction of feature sizes
printed on our masks), allows us to fabricate structures over regions greater than 1 mm × 1 mm
with resolution near 1 µm using repeated short dose pulsing.
3.2 Principles of Patterning
Bead-embedded PEG microstructures were fabricated by photopolymerizing mixtures of beads
and UV-sensitive prepolymer (protocol 2.3.8) in low height channels 9.6 µm tall for disperse-bead
patterns or 6.1 µm tall for packed patterns. A schematic of the patterning protocol we have
developed for creating dispersed patterns is shown in Figure 3.1; the method is discussed in more
detail later. We postulate that during the free-radical reaction, the bifunctional PEG molecules
covalently link with the methacrylate-treated glass substrate and also interact with the microbeads,
either by means of molecular entanglement or chemical linkage, rendering the beads immobilized
on the substrate. Once the primary bead pattern is polymerized to the substrate, the surface can
be rinsed and secondary patterns of beads or PEG can be deposited.
It is very important to account for the diffusion of oxygen through PDMS when polymerizing
low-profile (less than 10 µm) structures as we have. Oxygen is known to inhibit free-radical poly-
merization [123]. During the crosslinking reaction, oxygen diffuses rapidly through the PDMS walls
and into the monomer, necessitating the use of a relatively high concentration of photoinitiator (or
excitation) when polymerizing thin films. Under the conditions we use, there is always an unre-
acted, liquid “inhibition layer” near the PDMS surface. We have visually confirmed the presence of
this inhibition layer near PDMS sidewalls by UV-exposing regions that extend beyond the width of
an oligomer-filled channel (data not shown). Similar results are observed when UV-exposing across
an oligomer/air bubble interface, thus supporting the proposed mechanism of oxygen inhibition.
Because of this phenomenon, we postulate that polymerization always initiates from the glass
surface (where oxygen must diffuse the furthest) and proceeds toward the PDMS to a height that is
dependent on initiator concentration, UV intensity, and exposure duration [124]. To validate this
postulation, we polymerized PEG structures at various doses with UV irradiation both through
the glass substrate and also through the PDMS as shown in Figure 3.2. Using a precursor solution
of 2.5% Irgacure 2959 photoinitiator in PEG-DA oligomer, we show that the heights of the square
structures asymptotically approach a value near 9 µm (in a channel 9.6 µm tall) with increasing
exposure dose. Most importantly, the structures were similar in heights, regardless of irradiation di-
rection (through glass or PDMS). We have also demonstrated that the structure heights approached
different values when the amount of photoinitiator or UV intensity were altered (not shown).
Beyond controlling structure height, we also exploit the opacity of the beads used to generate
patterns of beads whose surfaces are exposed in a PEG platform. Thus, by varying the direction
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Fig. 3.1: Schematic of structure polymerization for dispersed magnetic bead patterns.
of polymerization (i.e. through the glass or through the PDMS channel), we can generate exposed
or totally encapsulated bead patterns. We have patterned encapsulated magnetic microbeads as
well as exposed protein-decorated microbeads in order to perform different functions in microfluidic
devices.
Fig. 3.2: Variation of structure height with exposure dose when UV-irradiated
through the glass substrate (a, b) or PDMS channel (c, d). (a, c) Schematic of
hydrogel polymerization through glass substrate or PDMS channel. (b, d) Scan-
ning electron micrograph of PEG structures polymerized for 0.05, 0.1, 0.2, 0.4,
0.8, 1.5, and 3 seconds in a 9.6 µm-tall channel. (e) Graph showing structure
height with varying UV exposure times, estimated from SEM images shown in
(b) and (d). The height measurement uncertainty (shown as error bars in (e))
is due to the SEM image resolution (pixel size). Scale bars are 200 µm.
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3.3 Dispersed-Bead Magnetic Patterns
We used the self-assembly of colloidal monolayers in a homogeneous magnetic field to generated
patterns of paramagnetic microbeads semi-regularly dispersed in PEG hydrogels. The protocol
for fabricating a dispersed-bead pattern is outlined in Figure 3.1 as mentioned before. Briefly, we
treated a glass slide with MPTMS (Protocol 2.3.4), bonded a wide, 9.6 µm tall PDMS channel to
the treated glass by conformal contact, filled the channel with prepolymer solution (Dynabeads M-
450 epoxy dispersed in 2.5% Irgacure 2959/1% Tergitol NP-10/96.5% PEG-DA400) using capillary
action, dispersed the beads using an electromagnet-generated vertical magnetic field (10 – 30 mT),
and polymerized mask-defined shapes using a 20× microscope objective for 0.5 – 3 sec. The
structures were then rinsed thoroughly with deionized water and dried under argon. The rectangular
shapes we polymerized were approximately 200 × 500 µm. By adjusting the concentration of
microbeads in the prepolymer solution, were able to tune the spacing between patterned beads
(approximately 53, 40, and 28 µm) as shown in Figure 3.3.
Fig. 3.3: Dispersed magnetic bead patterns in rectangular PEG structures. (a) –
(c) Bright field images of PEG structures with varying concentrations of beads.
(d) Scanning electron micrograph of structure shown in (c). Scale bars: 100 µm
(a – c); 20 µm (d).
We also fabricated composite pattern structures with pads of dispersed beads in rectangular
PEG platforms as shown in Figure 3.4. Circular pads of dispersed beads were polymerized as
previously described for 0.5 sec. We then rinsed excess polymer from the slide, dried the pattern
under argon, and placed a clean 9.6 µm-tall channel over the pattern. The channel was filled
with a bead-free prepolymer solution. We changed the mask in the microscope and polymerized a
rectangular structure around the magnetic bead pads for 2 sec.
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Fig. 3.4: (a) Bright field image of magnetic bead islands polymerized to a glass
substrate. (b) Composite structure with PEG rectangle polymerized around the
magnetic bead islands. (c) Scanning electron micrograph of exposed beads in
PEG structure. Scale Bars: 100 µm (a, b); 5 µm (c).
3.4 Packed-Bead Magnetic Patterns
Close-packed bead patterns were generated using a protocol slightly different from that used for the
dispersed bead patterns. In order to create a tightly-packed array of microbeads, it is essential to use
a channel whose height is only slightly greater than a bead diameter and that has a constriction
small enough to impair bead passage. Instead of designing multi-tiered microchannels for this
purpose, we simply polymerized a small slug of prepolymer in a 6.1 µm-tall channel to block the
bead flow. As previously mentioned, the gel does not polymerize all the way to the PDMS surface,
leaving room for fluid flow while blocking the beads from passing.
With the constriction in place, we flowed a solution of Dynabeads in 1% surfactant (in deionized
water) through the channel using suction from a syringe. Once the wide region of the channel was
loosely packed with beads, we placed the device directly on top of the water bath of an ultrasonic
cleaner for 3 sec to facilitate the close-packing of beads within the channel. We then removed
excess fluid from the reagent well and added our prepolymer solution (2.5% Irgacure 2959/1%
Tergitol NP-10/96.5% PEG-DA), filling in the void space between the packed beads. As before,
we polymerized mask-defined patterns for 0.5 – 3 seconds, removed the PDMS channel, rinsed the
patterns with deionized water, and dried the substrate under argon. If desired, we placed a 9.6 µm-
tall channel over the bead pattern and polymerized PEG structures around the bead patterns as
described before.
Using a narrow, 5 µm-wide PDMS channel, we have also demonstrated the ability to pattern a
single rail of magnetic beads totally encapsulated in PEG. When polymerizing such small structures,
it was necessary not only to use a high concentration of photoinitiator, but also to soak the PDMS
channel in 0.1 g/ml solution of 1-hydroxycyclohexyl phenyl ketone photoinitiator (Aldrich) for 10
min prior to use. Examples of the various packed bead patterns we have generated are shown in
Figure 3.5.
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Fig. 3.5: (a) Scanning electron micrograph of magnetic beads patterned in a
target shape on a glass substrate. (b) Bright field image and (c) scanning elec-
tron micrograph of a target bead pattern with a rectangular PEG structure poly-
merized around it from below the substrate. (d) Bright field image of another
packed-bead pattern with a rectangular PEG film polymerized around it. (e)
Lines and (f) dots patterned to glass over lengths greater than 1 µm. (g) Bright
field image with close-up inlay of a single rail of magnetic beads encapsulated
in PEG. (h) Scanning electron micrograph of the rail in (g), showing that the
beads are completely encapsulated in PEG. Scale bars: 20 µm (a,c); 100 µm (b,
d, f, g); 200 µm (e); 10 µm (g inlay, h).
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3.5 Exposed Versus Encapsulated Bead Patterns
As mentioned, we have fabricated both exposed and PEG-encapsulated bead patterns. The UV
irradiation cannot penetrate the magnetite-loaded microbeads due to their high opacity. The
beads act as masks, preventing the monomer from polymerizing on the side of the beads opposite
to the light source. Exposed-bead patterns are desirable when patterning surface-active beads.
Conversely, patterns encapsulated in thin PEG films may be more useful when exploiting the beads
solely for their magnetic properties while avoiding non-specific protein and cell adhesion. In order
to generate PEG-encapsulated bead patterns, we simply inverted the device and polymerized the
PEG structures through the PDMS channel. When generating encapsulated patterns, we used
channels made from thin slabs (∼ 1 mm) of PDMS to fit within the working distance for the
microscope objective. From our experience, thinner slabs of PDMS also provided the highest fidelity
structures. Figure 3.6 shows beads patterned to a glass substrate with subsequent polymerization
of PEG around the bead cluster from below and above the structure.
Fig. 3.6: Scanning electron micrographs of (a) free-standing packed bead cluster
polymerized to glass, (b) cluster with outer PEG structure polymerized from
below the glass substrate, and (c) cluster with outer PEG structure polymerized
through PDMS channel, each with bright field image inlays. Scale bars: 20 µm
(a – c); 50 µm (a – c inlays).
3.6 Protein-Bound-Bead Patterns
All of the aforementioned structures generated using magnetic microbeads can also be fabricated us-
ing protein-decorated beads with slight variations of the reagents used. Firstly, it is very important
to use Tween-20, or another bio-friendly, non-ionic surfactant, in all processing steps. The proteins
bound to the microbeads tend to stick to the methacrylate-modified glass surface in absence of sur-
factant. The surfactant appears to protect the proteins during processing, helping retain protein
activity while patterning. The prepolymer solution we use when patterning the anti-CD19 coated
microbeads was 3.3% Irgacure 2595/33.3% PBS/63.4%PEG-DA. The dilution of prepolymer with
PBS, like the addition of surfactant, appeared to help maintain the stability of the protein during
the polymerization process. In addition to these alterations, we also flushed the channel with 10%
BSA in PBS prior to removing the channel after pattern polymerization. We rinsed the patterns
with water and while still wet, added a few microliters of 30% glycerol atop the wet pattern. The
glycerol protected the proteins from drying, which is known to compromise protein function [125].
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For many applications, it is desirable to capture multiple specific cell types or proteins in
well-defined patterns. Bead-patterned hydrogels containing several chemically-unique beads may
provide an efficient, inexpensive platform to accomplish this. The patterning of diverse microbeads
can be acheived by either (1) sequentially immobilizing pads of beads in a composite pattern similar
to that shown in Figure 4, (2) patterning beads in adjacent channels (each filled with a unique bead
type), or (3) mixing bead types (potentially fluorescently barcoded for later identification) in the
oligomer solution and generating chemically randomized bead patterns.
3.7 Cell Capture Experiments
To demonstrate the utility of our patterning method, we fabricated microfluidic devices to (1) cap-
ture magnetic-bound cells on bio-inert magnetic pads and (2) directly capture cells on patterned,
antibody-decorated beads. The patterns we generated are by no means optimized for these ap-
plications, but were used solely to show exploitation of the magnetic and bio-active nature of two
bead-patterned hydrogels. The cellular specificity of immunomagnetic microbeads has been well
documented [126] and not is not emphasized in our experiments. We simply demonstrated selective
binding of the beads to targeted B cells as shown in Figure 3.7a.
3.7.1 Capture of Magnetic-Bound B Cells
We patterned PEG-encapsulated clusters of magnetic beads to filter magnetic-bound B cells from
T cells. An encapsulated pattern was used to deter non-specific cell adhesion to the epoxy (glycidyl
ether) magnetic bead surfaces. The microfluidic device we constructed consisted of a long 500 µm
wide, 75 µm tall microchannel aligned over the PEG-encapsulated bead pattern. We positioned
a circular electromagnet about the device, using a power source to control the current and hence
magnetic field generated. We incubated Raji B cells and Molt-3 T cells with Dynabeads CD19 as
recommended by the bead supplier for 10 min. After flushing the channel for 20 minutes with 10%
BSA solution, the cell mixture was flowed through the channel. With a magnetic field strength
of ∼20 mT, we were able to capture bead-bound B cells over the patterned magnetic clusters as
shown in Figure 3.7. The magnetic-bound cells were released into the flow when the magnetic field
was turned off.
3.7.2 Direct Capture of B Cells on Patterned Beads
Using the protein-friendly protocol previously described, we patterned anti-CD19 beads directly to
a glass substrate in an arbitrary target shape. We aligned a PDMS microchannel 1 mm wide and
50 µm tall over the pattern and flushed it with 10% BSA for 20 minutes. We flowed a solution of
B cells in through device, capturing the cells directly on the bead patterns as show in Figure 3.8.
The cells adhered very well to the patterns and remained attached even under considerable shear
stresses. It appears as though very little protein functionality was lost in the bead patterning
process.
The intent of this experiment was to show that the antibodies conjugated to the surface of
the beads maintained activity through what might seem to be a harsh process with high-intensity
UV exposure, free-radical formation, exposure to a hydrophobic photoinitiator, etc. We are not
suggesting (or denying) that this method is superior to systems that utilize surface patterning
for the specific application of cell capture, but used this scenario as a proof-of-principle. We
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Fig. 3.7: (a) Bright field image of B and T cells incubated with α-CD19 deco-
rated microbeads (with bead-bound cells circled). (b) Fluorescence image of cells
in (a), showing the specificity of the beads for the fluorescently dyed B cells. (c)
Schematic of magnetic-bound cell capture experiment. (d) Bright field image of
PEG-encapsulated magnetic bead cluster platform in a microchannel. (e) Bead-
bound B cells captured over the magnetic pads in a flow. Scale bars: 30 µm
(a,b); 200 µm (d); 50 µm (e).
would like to emphasize that for certain biological applications, the use of patterned beads may
have advantageous features including three-dimensionality and ultra-small antibody spotting. The
spherical nature of the beads provides a higher protein density per planar area than flat surfaces and
a “bumpy” contour that might promote better interaction between flowing cells and the antibody-
decorated substrate. In addition, the use of monodisperse, antibody-decorated beads provides a
means to make very small (< 5 µm), homogeneous spots of various chemistries. This is very difficult
to achieve using traditional approaches and may be useful when fabricating protein or DNA arrays.
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Fig. 3.8: (a) Schematic of direct cell capture experiment. (b) Bright field image
of patterned anti-CD19 microbeads on a glass substrate. (c) Cells captured
directly on the patterned beads in a fluid flow. Scale bars: 100 µm (b); 25 µm
(c).
3.8 Conclusions
We have developed a new method to pattern magnetically-active and protein-decorated microbeads
on glass substrates or in bio-inert PEG platforms for use in microfluidic separations. The process is
fast, inexpensive, versatile, and shows potential for applications in cell sorting, generating protein
or nucleic acid microarrays, and patterning biosensor arrays. We have exploited PEG-encapsulated
magnetic patterns to filter bead-bound B cells from T cells and also directly capture B cells on
exposed bead patterns. Beyond the development of bead-patterned, bio-inert substrates, we have
discovered that the polymerization of a monomer species in a microdevice is inhibited at PDMS
surfaces – a phenomenon that enables the production of free-floating structures in an all-PDMS
device. The application of this concept to the production of functional microparticles provides the
foundation for the rest of the material covered in this thesis.
CHAPTER 4
Flow Lithography
The discovery that free-radical polymerization was inhibited near PDMS surfaces, as discussed
in the previous chapter, led to the advent of flow lithography – a powerful technique that allows
continuous lithographic “printing” and flowing of polymeric microparticles in a microfluidic device.
Previous approaches to particle synthesis were either batch processes [127, 128, 129, 130, 131]
or flow-through microfluidic schemes [106, 107, 108, 109, 110, 132] that were based on two-phase
systems, limiting the throughput, shape, and functionality of the particles generated. In contrast to
these methods, flow lithography can be used to generate morphologically-complex particles, bearing
multiple distinct regions, from a broad range of precursor materials. The method is straightforward
and can be implemented using a standard fluorescence microscope.
As discussed in this chapter, flow lithography can be implemented as a continuous-flow process
(Continuous Flow Lithography, CFL) or with a stop-polymerize-flow scheme (Stop Flow Lithogra-
phy, SFL). The work presented here was done mostly in collaboration with Dhananjay Dendukuri,
with help from Jesse Collins (CFL), Shelley Gu (SFL) and Stephen Maltas (Armored Droplets).
Much of this chapter was reproduced from Dendukuri, Pregibon, Collins, Hatton, Doyle, Nature
Materials, 2006 [124] and Dendukuri, Gu, Pregibon, Hatton, Doyle, Lab-on-a-Chip, 2007 [133].
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4.1 Continuous-Flow Lithography
Continuous-Flow Lithography is accomplished by simply flowing a UV-sensitive monomer through
a micrcrofluidic device and lithographically printing microparticles on the moving stream. In a
representative experiment, an acrylate oligomer (typically PEG-DA) containing a photosensitive
initiator was passed through a rectangular, all-PDMS microfluidic device using syringe-pump driven
flow as shown in Figure 4.1a (see setups 2.2.1, 2.2.2, and protocols 2.3.2, 2.3.3, 2.3.7). Particle
arrays of mask-defined shapes (see squares in Figure 4.1b) were formed by exposing the flowing
oligomer to controlled pulses of UV light using an inverted microscope and collected in the device
reservoir (Figure 4.2). Unless otherwise stated, particles were made using monomers consisting of
PEG-DA400 with 5% Darocur 1173.
Fig. 4.1: Experimental Setup. (a) Schematic of setup, where bursts of UV
light are shown through a transparency mask and microscope objective onto a
flowing monomer stream in an all-PDMS microdevice. (b) A brightfield image
(xy plane) of an array of cuboids moving through the unpolymerized monomer.
(c) A cross-sectional view of the cuboids seen in (b) upon collection in a droplet
that has turned most particles on their sides.
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Rapid polymerization kinetics permitted the particles to form quickly (< 100 ms) while oxygen-
aided inhibition near the PDMS surfaces allowed for particle flow within the unpolymerized oligomer
stream. This serendipitous ability of the particles to flow is because molecular oxygen diffusing
through the PDMS surfaces reacts with initiator species to form chain-terminating peroxide radi-
cals [134], leaving a non-polymerized lubricating layer near the PDMS walls (inset of Figure 4.1a).
The phenomenon of oxygen inhibition at the PDMS walls is applicable to any free-radical polymer-
ization, rendering our approach suitable for a broad range of polymer chemistries.
Fig. 4.2: Differential Interference Contrast images of collections of particles.
Particles were generated in a high-throughput fashion and collected in a reser-
voir. (a) Rings formed using a 9.6 µm high channel and the 20× objective .
(b) Triangles formed in a 38 µm high channel using a triangular mask and the
20× objective. (c) Cylinders were synthesized using circular masks in channels
38 µm tall using the 20× objective. (d) Colloidal cuboids synthesized using a
square mask and the 20× objective in a 9.6 µm high channel.
The shape of the particles in the x-y plane (Figure 4.1b) is determined by the shape of the feature
used on the transparency mask (Figure 4.1a) while the z-plane projection (shown in Figure 4.1c)
is dependent on the height of the channel used and the thickness of the oxygen inhibition layer.
Using our microscope projection setup, the transparency feature sizes were reduced by a factor
dictated by the objective used, ranging from 7.8 times using a 20× objective to 39 times using a
100× objective. For example, using the 20× objective, a 350 µm square mask feature was used
to synthesize cuboids (rectangular parallelepiped objects) that had 45 µm sides (350 µm/7.8 =
45 µm) in the x-y plane (Figure 4.1b). The height of the particles was equal to the height of the
channel minus the thickness of the inhibition layers. Cuboids with a height of 15 µm (Figure 4.1c)
were synthesized in a 20 µm high channel because of the 2.5 µm thick oxygen inhibition layer at
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both the top and bottom walls of the device. By designing masks with varied features and selecting
channels of differing heights, we synthesized particles of several distinctive shapes, sizes and aspect
ratios (Figures 4.2, 4.3).
We have synthesized various polygonal shapes such as triangles, squares, and hexagons (Fig-
ures 4.3a – c); colloidal entities (Figure 4.3d); high aspect ratio objects such as posts with circular,
triangular, and square cross-sections (Figures 4.3e, f); and non-symmetric or curved objects (Fig-
ures 4.3g – i). All the particles showed good fidelity to the original mask features and had straight
sidewalls.
Fig. 4.3: SEM images of particles. Microparticles formed using a 20× objective
(except d was formed using a 40× objective) were washed before being observed
using SEM. The scale bar in all the figures is 10 µm. (a – c) Flat polygonal
structures that were formed in a channel of height 20 µm. (d) A colloidal
cuboid that was formed in a channel of height 9.6 µm. (e – f) High aspect ratio
structures with different cross-sections that were formed in a channel of height
38 µm. (g – i) Curved particles that were all formed in a channel of height
20 µm. The inset in the figure shows the transparency mask feature that was
used to make the corresponding particle.
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4.1.1 Synthesis of Janus and Multifunctional Particles
Entities with multiple chemistries [135, 136, 137] are proving to be important in sorting and tar-
geting applications [138] or in self-assembly studies [103]. Using our technique, particles with two
or more functionalities may be easily and controllably synthesized. Exploiting the diffusion limited
mixing seen in laminar flow (Figures 4.4a, b), we have synthesized bi-functional Janus particles
(Figures 4.4c – e) by polymerizing rectangular particles across the interface of co-flowing oligomer
and rhodamine-labelled oligomer streams. By controlling the location of the interface using the
flow rates of the streams or the location of the projected light by moving the microscope stage,
we can synthesize particles that contain variable proportions of different chemistries. By simply
flowing multiple, concurrent, laminar streams through a microfluidic device and polymerizing par-
ticles across these streams, our approach may be used to generate particles with several adjacent
chemistries. The ability to tune the proportion of so many chemistries allows for great flexibility
in the design of barcoded particles.
Fig. 4.4: Synthesis of Janus particles. (a) A cartoon showing the synthesis
of Janus (two-faced) particles. The widths of the streams, L1 and L2 can be
altered by changing the flow rates of the streams. (b) Two streams containing
PEG-DA (grey) and PEG-DA with rhodamine labelled cross-linker (white) are
co-flowed through a channel. A cartoon representing the formation of a bar-
shaped particle 130 µm in length and 20 µm width is overlaid on the picture.
Diffusion limited mixing seen in laminar flow is exploited to ensure the streams
flow distinctly. (c) DIC image of a Janus particle. (d) Fluorescence microscopy
image of the particle in (c). The rhodamine labelled portion is seen in red. (e)
An overlaid image of the entire particle showing both the fluorescently labelled
(orange) and the non-labelled (green) sections. The scalebar in figures (c – e)
is 50 µm. (f) Multiple Janus particles with the fluorescent portion shown in
orange. The scalebar is 100 µm.
56 4.1. Continuous-Flow Lithography
4.1.2 Armored Droplets
Beyond polymerization in one-phase systems, continuous flow lithography can be implemented in
two-phase systems. By co-flowing hydrophilic and hydrophobic monomers, particles have been
made to mimic micro-scale surfactants [139]. Here, we will show that CFL can also be used with
discrete droplets in a two-phase system. Using active, computer-based monitoring and shutter
control, it is possible to detect and trap mobile droplets in ring-shaped “2-D cages” when using a
monomeric continuous phase.
Fluidic microdroplets are commonly used as discrete vessels for chemical and biological re-
action. Emulsion droplets are formed when one fluid is dispersed in a second, immiscible fluid,
providing isolated, nanoliter-scale chambers. These entities have been used for a variety of ap-
pications including emulsion polymerase chain reaction (emPCR) [140], DNA sequencing [141],
enzyme engineering [142], glucose detection [143], and protein crystallization [51]. Photosensi-
tive polymers have also been used in droplets, enabling a method to produce solid particles upon
UV-irradiation [144, 108].
Droplets are often formed using microfluidic devices designed to shear or pinch off small moieties
of a “disperse” fluidic phase into an immiscible, “continuous” phase. Droplet formation relies
heavily on device geometry and the surface chemistries of the system. Flow-focusing [145] and
T-junction [146] geometries are the most commonly used designs for the continuous generation of
monodisperse fluidic droplets. These designs have been studied in depth and devices can now be
made to generate droplets of varying size using many different immiscible fluidic systems.
Droplet stability is dictated by the interfacial tension between the two fluid phases. This
property is unique for each pair of liquids and can be modified by the addition of surfactants or
emulsifying agents. These chemicals help to stabilize droplets against coalescence upon contact [147]
and can be beneficial when close packing droplets. Unfortunately, surfactants can interfere with
chemical reactions occurring within the droplets and would ideally not be used.
It is of great scientific interest to immobilize, array, and analyze droplets, particularly those con-
taining biological entities such as cells or proteins. This has been accomplished by either (1) stop-
ping flow so the droplets remain immobilized periodically along narrow channels [51] or (2) using
double emulsion systems to encapsulate droplets in solid shells [148]. Double emulsions exploit the
use of three fluid streams such that one droplet phase is encapsulated in a second droplet, which
often contains a photosensitive polymer. Upon UV-irradiation, the outer shell of the droplet is
crosslinked and solidified. These shells protect the encapsulated droplets, allowing the particles to
be arrayed.
Although solid shells protect droplets from coalescing, they also make it difficult to recover
droplet contents. This is necessary when selecting cells, enzymes, or other rare entities that exhibit
desirable characteristics. In addition, it is often desirable maximize the number of droplets with
only one target encapsulated; this necessitates the use of dilute samples, and increases the number
of droplets that contain nothing of interest. Current droplet technologies do not provide a means
to discriminate and sort droplets of interest from those that contain irrelevant samples.
Here, we introduce a new method for identifying, protecting, and arraying droplets in a sin-
gle microfluidic process. Using a photosensitive monomer as the continuous phase during emul-
sion formation, we recognize and analyze droplets with a simple computer algorithm, and employ
continuous flow lithography [124] to polymerize ring-shaped particles around droplets of interest
(Figure 4.5). These “armored droplets” can be arrayed in large, tightly packed matrices for analy-
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Fig. 4.5: Synthesis of armored droplets. (a) Aqueous droplets were broken off in
a 40 µm-tall, 40 µm-wide T-junction channel with an organic monomer used
as the continuous phase. A computer script was used to monitor droplets as
they entered the polymerization region, triggering the UV shutter to polymerize
an armor ring around each. Shown with the schematic is an image of arrayed
droplets collected at the end of the channel (bottom), artificially colored to des-
ignate monomer (tan) and droplets (blue). (b) Time sequence images showing
polymerization around a droplet. Scalebars are 50 µm.
sis while protected from coalescence without the use of surfactants. Moreover, the protective 2D
shell formed around the particles does not fully encapsulate the droplets, enabling straightforward
recovery of samples.
In our proof-of-principle experiments, we used TMP-TA with 5% Darocur 1173 as the or-
ganic monomer with pure water as the aqueous phase. After breakoff in a T-junction, rings were
successfully polymerized around droplets with 30 ms UV doses at a rate of ∼2 droplets/second
(Figure 4.5b). The armored droplets then flowed along the channel and were collected at a widen-
ing near the channel exit (Figure 4.5a, bottom). Similar experiments were performed to capture
polymeric beads suspended in a PEG monomer stream (data not shown). These experiments
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demonstrate the feasibility of using flow lithography to actively capture, immobilize, or encapsu-
late entities contained in monomeric streams. This system may be used with a dynamic mask (such
as a digital micromirror device) to give each armored shell a unique barcode; when used with cells,
this could provide a means of high-throughput single cell analysis with subsequent sorting.
4.1.3 Limitations of CFL
The fundamental limitations of a projection photolithography technique, such as ours, are mainly
governed by the optical resolution and the depth of field of the microscope objective used (see the
Supplemental Information from Dendukuri et al. [124] for details). The resolution of an objective
is the smallest distinguishable feature that can be discerned while the depth of field is the length
over which the beam of light emanating from the objective can be considered to have a constant
diameter. In our case, the resolution limits the size of the smallest particle that can be made while
the depth of field restricts the length over which the sidewalls will be straight. Better resolution
comes at the cost of decreased depth of field. Additionally, practical constraints on particle synthesis
are imposed by finite polymerization times and the minimum feature size currently printable on a
transparency mask (∼10 µm).
The exposure time required to polymerize particles was inversely proportional to both the
height of the channels used and the size of the transparency mask feature; particles required longer
polymerization doses when either of these two parameters was decreased. The oxygen inhibition
layer thickness is independent of channel height, leading to more pronounced effects in low-height
channels, where the layer occupies a larger fraction of the channel height. Smaller transparency
feature sizes require increased polymerization doses as a result of diffraction induced limitations in
the internal microscope optics. Longer polymerization times lead to constraints on the maximum
velocity of the oligomer stream, in order to avoid shape deformation of the particles.
4.2 Stop-Flow Lithography
Although flow is necessary to synthesize particle continuously, the movement of monomer dur-
ing polymerization detracts from the feature resolution that can be achieved and also limits the
throughput when high fidelity is required. To overcome this effect, we have developed a variation
of CFL that operates with a stop-polymerize-flow scheme as shown in Figure 4.6. In this scheme,
the monomer flow is stopped, particles are polymerized, and the flow is started again to flush the
synthesized structures out of the polymerization region.
In this method, called Stop-Flow Lithography (SFL), air pressure is used to drive the flow
(setup 2.2.3), providing a rapid response that is unattainable using syringe pumps. Fluid flow is
stopped by releasing the pressure in the sample inlet chamber to the atmosphere (using a 3-way
solenoid valve). The system has been automated and can be controlled using a single computer
(Figure 4.6).
This method provides several benefits over CFL. Firstly, because particles are polymerized on a
stagnant versus flowing monomer stream, SFL provides better feature resolution than CFL. Also,
the flowrates used in SFL are typically very high, allowing a higher average flow velocity and hence
better throughput than CFL. Lastly, the synthesis of multifunctional particles benefits from this
increased flowrate, which provides sharper interfaces between functionalities. These attributes are
discussed in more detail below.
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Fig. 4.6: Schematic of stop-flow lithography setup. Pressurized air is controlled
using a 3-way solenoid valve to selectively drive monomer through a channel.
A computer is used to control the valve and UV shutter synchronously to facil-
itate flow stoppage, polymerization of particles, and particle flushing with flow.
Shown also is a brightfield image of the three-step process. Scalebars are 50 µm.
4.2.1 Improvement of Resolution and Throughput over CFL
Maximum resolution of polymerized structures is achieved on a stagnant monomer film, where
any effects of smearing over the exposure time (as seen with CFL) are nonexistent. After pressure
release, a finite response time is required for the monomer flow to cease – this time is related to that
required for the elastic PDMS channel to relax from a stressed state. According to theory [133],
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the response time required for flow stoppage (τr) is given by
τr ∼ µL
2W
EH3
where µ is the fluid viscosity, L, W , and H, are the channel length, width, and height, respectively,
and E is the Young’s modulus of the channel material. The theory was supported by experimenta-
tion over a broad range of channel geomteries, with response times varying from tens of milliseconds
to tens of seconds [133].
The throughput of SFL is determined by the number of particles polymerized per cycle and the
total cycle time (tstop+ tpolymerize+ tflow). The stop time is determined by τr, polymerizion time is
determined by reaction kinetics (and is typically < 100 ms), and the flow time is determined by the
length of channel over which particles were polymerized and the velocity used to flush them out.
Using this calculation, it was shown that the attainable throughput of SFL is orders of magnitude
greater that that using CFL, particularly at finer feature resolution [133].
4.2.2 Synthesis of Multi-functional Particles with Sharp Interfaces
One of the unique advantages of flow lithography in microfluidic devices is the ability to exploit
laminar flow to polymerize across multiple distinct streams, forming particles with multiple ad-
jacent chemistries. Such particles are finding use in several applications including multiplexed
detection [149] and self assembly [139]. When using miscible fluids, the diffusion of species between
the streams can deplete the sharpness of the interfaces between adjacent chemistries – an occurrence
that is typically undesirable. We demonstrate how stop-flow lithography can be used to minimize
diffusion across streams, improving the sharpness of the interfaces between particles chemistries.
We made tri-functional, striped rods to investigate the interfaces between fluorescent and non-
fluorescent particle chemistries when using CFL and SFL (Figure 4.7). We used a channel with
three inlets that were connected in parallel to the same pressure source: this eliminates lateral
flow and maintains constant stream widths. As such, any “smearing” of the interfaces between
the particle chemistries is expected to result only from diffusion of the fluorescent species between
streams.
We made particles that were ∼ 270 µm-long, and 30 µm-deep using an exposure time of 50 ms
in a 40 µm-tall channel approximately 200 µm after the stream junction (Figure 4.7a). For particle
synthesis using CFL, we chose a flow velocity of ∼50 µm/sec to limit the expected distortion of the
width (during polymerization) to ∼10% (50 µm/sec × 0.05 sec = 2.5 µm) while for SFL, we used a
much higher velocity of ∼1,000 µm/sec with a tstop of 50 ms. Because of the small exposure times
used (50 ms), the diffusion of fluorescent species across the interface between the adjacent streams
is expected to be small (l =
√
Dtpolymerize ∼2 µm).
After particles were synthesized and rinsed, we took scans of fluorescent intensity along the
length of the particles (and entire width) at the fluorescent/non-fluorescent interfaces (Figure 4.7b).
As can be seen, the particles made using SFL show a dramatically sharper interface than those
using CFL because we were able to use a higher velocity. This difference would be even more
dramatic if it was necessary to preserve smaller feature sizes, which would further decrease the
velocity for CFL.
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Fig. 4.7: Interface comparison of multifunctional particles made using CFL and
SFL. (a) Striped, rod-shaped particles were polymerized across adjacent streams,
the center of which was loaded with a fluorescent monomer. (b) Scans of fluo-
rescent intensity were taken along particles at a fluorescent/non-fluorescent in-
terface. Insets show DIC and fluorescence images of particles made using CFL
(with flow velocity of ∼50 µm/s) and SFL (with a velocity of ∼1,000 µm/s).
Scalebars are 100 µm.
4.2.3 Valve System for Independent Stream Control
The use of SFL to generate particles with multiple adjacent chemistries is extremely attractive but
requires special attention in experimental design. When using SFL to polymerize particles across
multiple adjacent streams, it is imperative that the flow of all streams cease simultaneously. This is
most conveniently accomplished using a common pressure source split multiple ways to drive flow
at each inlet. If the pressure at every inlet is equal, the relative width of each adjacently-flowing
monomer stream will remain constant (as determined by the inlet branch geometries, monomer
viscosities, etc). The ability to actively control the width of each monomer stream, regardless of
channel geometry, is extremely desirable for the synthesis of multifunctional particles, as will be
seen in later chapters of this thesis.
In order to make multifuncitonal particle synthesis more robust, we developed a simple system
that allows independent control over multiple monomer streams as seen in Figure 4.8. Similar to
the setup described previously (setup 2.2.3), a pressure source is connected to a 3-way solenoid
valve that allows pressurization of the sample chambers or venting from the sample chambers to
the atmosphere. The pressure is split into as many separate chambers as there are inlets for the
device. Each sample pressure chamber has a manual 2-way relief valve (Whitey), which purges air
to the atmosphere, causing a pressure drop over a resistive element (filter pipette tip) leading into
the chamber. The system is connected simply using tygon tubing and plastic 3-way connectors
(VWR).
This simple plug-and-play flow control systems allows inexpensive, precise, real-time control
over multi-stream flow in a microfluidic device. As shown in Figure 4.8, streams can be adjusted
down to ∼5 µm (bottom, right) without noticeable flow fluctuations. This system works well with
SFL, and has been used to generate particles with up to seven tightly controlled functional regions,
as shown in Chapter 6.
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Fig. 4.8: Valve system for independent flow control. (a) Schematic of flow-
control system, consisting of a pressure source, 3-way solenoid valve, and in-
dependent sample chambers with pressure-control relief valves. (b) Bright-field
images of stream adjustment (flow from top to bottom), showing reduction of
central stream width upon opening of its respective relief valve. Scalebar is
50 µm.
4.3 Conclusions
We have demonstrated a photolithography-based microfluidic technique that can be used to con-
tinuously synthesize polymeric particles that are morphologically-complex and may bear multiple
chemistries. The system is high-throughput, is applicable to a broad range of materials, can be
used to continuously capture and array entities contained in a monomer stream, and can be im-
plemented using a standard fluorescence microscope. We have demonstrated increased resolution,
throughput, and sharpness of interfaces using a stop-polymerize-flow scheme, and have developed
an inexpensive system for independent stream control when making multifunctional particles.
CHAPTER 5
Encoded Hydrogel Particles
Flow lithography provides a means to generate microparticles that can have complex morphologies
and multiple functional regions. In addition, particles composed of hydrogel may be co-polymerized
with a functional biomolecule probe, allowing direct, one-step synthesis of bio-active particles. In
this chapter, we will discuss how these attributes can be exploited to make particles that are
well-suited for high-throughput biomolecule detection.
High-throughput screening for genetic analysis, combinatorial chemistry, and clinical diagnostics
benefits from the use of multiplexing – an avenue that allows for the simultaneous assay of several
analytes, but necessitates an encoding scheme for molecular identification. Current approaches
for multiplexed analysis involve complicated or expensive processes for encoding, functionalizing,
or decoding active substrates (particles or surfaces), and often yield a very limited number of
analyte-specific codes.
We present a method based on continuous-flow lithography that combines particle synthesis, en-
coding, and probe incorporation into a single process to generate multi-functional particles bearing
over a million unique codes. Using such particles, we demonstrate a multiplexed, single-fluorescence
detection of DNA oligomers with encoded particle libraries that can be scanned rapidly in a flow-
through microfluidic channel. Furthermore, we demonstrate with high specificity the same multi-
plexed detection using single, multi-probe particles. Much of the material covered in this chapter
was reproduced from Pregibon, Toner, Doyle, Science, 2007 [149]. The sequences of nucleic acids
mentioned in this chapter are listed in Table 2.2.
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5.1 Synthesis of Multifunctional Encoded Particles
By exploiting laminar flows characteristic of microfluidics, we demonstrate the ability to generate
mutlifunctional particles with distinct regions for analyte encoding and target capture (Figure 5.1).
Particles were synthesized using setups 2.2.1 and 2.2.3, and protocols 2.3.3 and 2.3.9. Unless
otherwise noted, prepolymers were prepared using a monomer mixture containing 67% PEG-DA700,
30.5% TE buffer, and 2.5% Darocur 1173 blended at 9:1 with DNA probe to obtain final probe
concentration of 50 µM. In a typical experiment, we flow two monomer streams (one loaded with
a fluorescent dye, and the other with an acrylate-modified probe) adjacently down a microfluidic
channel and use a variation of continuous-flow lithography [124] to polymerize particles (with 30
ms bursts of ultraviolet (UV) light) across the streams. In this manner, particles with a fluorescent,
graphically-encoded region and a probe-loaded region can be synthesized in a single step.
Each particle is an extruded 2-D shape (Figure 5.1b) whose morphology is determined by a pho-
tomask that is inserted into the field-stop position of the microscope, and whose chemistry is deter-
mined by the content of the co-flowing monomer streams. The crosslinked polymer particles then
flow down the channel (without sticking due to oxygen inhibition near the channel surfaces [124])
where they are collected in a reservoir. The particles can be rinsed of excess monomer and then
used for biological assays.
We use poly(ethylene glycol) (PEG) (well known as a bio-inert polymer) as the particle founda-
tion to eliminate the need to “block” surfaces after probe conjugation and as a transparent material,
to allow transmission of fluorescent signal from both particle faces. These properties should en-
hance the both specificity and sensitivity of analyte detection. We use a simple dot-coding scheme
to generate particles that can bear over a million (220) codes (Figure 5.1c). Particles are designed
to be “read” along five lanes down their length with alignment indicators that are used to identify
the code position and “read direction” despite the particle orientation (Figure 5.1c). The flat, long
shape of the particles helps align them for scanning in a flow-through device. The spatial separation
of various chemistries on the particles allows decoding and target detection to be achieved using a
single fluorophore.
To demonstrate the versatility of particle synthesis, we selectively labelled monomer streams
with a fluorohpore and used a variety of channel designs to generate particles bearing a single probe
region, multiple probe regions, and probe-region gradients (Figure 5.1e–g). Multi-probe particles
(Fig. 5.1f), made using channels with several inlet streams, allow for a direct, single-particle
comparison of several targets. Furthermore, probe gradients (Figure 5.1g), made by simply allowing
diffusion of the probe across streams in a long channel, are useful for broadening the detection range
of an analyte when using a fixed detection sensitivity (when the signal can saturate). If magnetic
nanoparticles are incorporated in a gradient, it may be possible to produce a temperature variation
along particles when stimulated in an oscillating magnetic field [150].
A key feature of our method is the direct incorporation of probes into the encoded particles.
This is accomplished by simply adding acrylate-modified biomolecules into the monomer solution.
After polymerization, the probes are covalently coupled to the polymer network. This process is
applicable for both oligonucleotide and protein probes [151, 152, 153]. We demonstrate in this
work that the short bursts of UV used to synthesize probe-conjugated particles are not detrimental
to the functionality of incorporated oligonucleotides. Previously, we showed similar results with
bead-bound antibodies that were incorporated into polymer structures made from nearly identical
monomer constituents [121].
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Fig. 5.1: (a) Schematic diagram of dot-coded particle synthesis showing poly-
merization across two adjacent laminar streams to make single-probe, half-
fluorescent particles (shown in (b)). (c) Diagrammatic representation of particle
features for encoding and analyte detection. Encoding scheme shown allows the
generation of 220 (1,048,576) unique codes. (d) Differential interference con-
trast (DIC) image of particles generated using the scheme shown in (a). (e – g)
Overlap of fluorescence and DIC images of single-probe (e), multi-probe (f, bot-
tom), and probe gradient (g, left) encoded particles. Shown also is a schematic
representation of multi-probe particles (f, top) and a plot of fluorescent intensity
along the centerline of a gradient particle (g, right). Scale bars are 100 µm (d,
f, g) and 50 µm (e).
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5.2 Multiplexed DNA Detection
To demonstrate multiplexing capabilities, we used acrylate-modified oligonucleotide probes (which
are commercially available) for DNA sequence detection (Figure 5.2a–c). We synthesized three
batches of particles – one of which was loaded with 20bp oligonucleotide Probe #1 (P1), another
with Probe #2 (P2), and a third with no probe to serve as a control. Targets were fluorescently-
labelled oligonucleotides with complementary sequences to the two probes. We mixed the particles
and incubated them for 10 min at room temperature in microwells containing either Target #1
(T1,D,Cy3, at 1 µM), Target #2 (T2,D,Cy3, at 1 µM), both targets (both at 0.5 µM), or no target. A
positive target detection was indicated by probe-region fluorescence, which was more pronounced
near the particle edges. This indicated that targets were able to diffuse and hybridize several
microns into the particle body (see section 5.5.2). In each instance, the particles showed uniformity
with high specificity to the oligomers, exhibiting fluorescence only when the target was present
(Figure 5.2c).
Fig. 5.2: Multiplexed analysis using single-probe encoded particles. The particles
were loaded with DNA oligomer probes (Probe #1, Probe #2, or no probe (neg-
ative control, C) as shown schematically in (a). (b) Shown are representative
fluorescence images of particles after a 10min incubation with both fluorescent-
labelled targets. Fluorescence in the probe-regions indicates target detection.
Also shown are individual particles after incubation in solutions containing no
targets, Target #1 only, Target #2 only, and both targets (c). Scalebar is
100 µm.
To further demonstrate the power of our multiplexing scheme, we performed the same sequence
detection assay using particles with multiple adjacent functionalities (Figure 5.3a–c). In this man-
ner, we were able to simultaneously assay for the two target sequences (with a negative control) on
a single particle. Again, the assay was highly specific (Figure 5.3c) and very uniform from particle
to particle (Figure 5.3a). The interfaces between probes on the particles are very sharp and thinner
stripes could be used for even greater multiplexing capabilities.
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Fig. 5.3: Multiplexed analysis using multi-probe particles. (a, c) Fluorescence
images of particles with regions containing Probe #1, #2, and no probe (as
shown in b) after a 10min incubation with targets #1, #2, or no target. Scalebar
is 100 µm.
5.3 Flow-through Particles Scanning
In order to prove that this method of multiplexed analysis is practical for high-throughput ap-
plications, we developed a simple scheme to scan particles in a flow-through device (Figure 5.4).
Multi-probe particles used in the hybridization experiment previously described (Figure 5.3a–c)
were flown through a microfluidic channel and observed on an inverted fluorescence microscope.
Particles were aligned using flow-focusing and travelled down a channel only slightly larger than
the particle width (Figure 5.4a). We used a bio-friendly surfactant (Tween-20) to ensure that the
particles flowed smoothly down the channels without sticking. Images were taken at a designated
detection region in the channel with an exposure of 1/125 sec as the particles passed the field of
view (using a 20× objective). Image sequences were later analyzed to determine the particle code
and quantify targets.
Shown in Figure 5.4b is a representative particle image with corresponding intensity plots along
the five particle “reading lanes”. The code along each lane can be determined by analyzing the
sharp dips and plateaus in the intensity plots. Using the control-region fluorescence, we defined
a positive target detection as the control average intensity plus 3 standard deviations for each
particle. We were able to accurately identify the presence of both oligonucleotide targets after only
a short 10 minute incubation.
The throughput of our system is primarily determined by the detection scheme and also particle
size. The particles synthesized for this study are relatively large compared to those in other flow-
through methods, measuring 90 µm in width, ∼30 µm in thickness, and 180 to 270 µm in length.
Large size not only limits the throughput of a system, but also increases the sample volume.
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However, the great particle-to-particle reproducibility we have demonstrated (see section 5.5.1)
will afford a much lower redundancy than is typical in flow-through systems, improving efficiency.
Using conservative estimates, we found that our system should be capable of providing rapid, high-
density analysis with a manageable sample volume (see section 5.5.3) despite the seemingly large
particle size.
Fig. 5.4: Flow-through particle reading. (a) Schematic representation of a flow-
focusing microfluidic device used to align and read particles after hybridization
experiments. Particles are directed down a narrow channel and are imaged
using fluorescence microscopy. (b) A typical image of a particle taken in a flow-
through device as shown in (a). The image was captured using a microscope-
mounted camera with an exposure of 1/125 sec as the particle flowed at a velocity
of ∼1200 µm/s through the channel. Scans of fluorescent intensity were taken
across the 5 “lanes” of the particle to reveal the code and detect oligomer targets
(O1 and O2). With the particle in this orientation, the code is read from right to
left, top to bottom where 1, 0, and x represent a hole, no hole, and an alignment
marker, respectively. Particle shown is 90 µm × 270 µm.
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5.4 Preliminary Investigation of Particle Composition
5.4.1 Probe Concentration
We used serial dilution of an oligomer probe in precursor to determine the effect of concentration
on signal detection. We synthesized particles with precursor probe concentrations of 150, 75, 37.5,
and 18.75 µM. Control particles (no probe) were used to determine the background intensity (Ib).
The particles were incubated for 30 min with a fluorescent-labelled target at 1 µM, rinsed, and
imaged to determine fluorescent intensity (Ip). The fluorescent signal is reported in arbitrary units
(AUs) taken as the difference Ip − Ib. The results are shown in Figure 5.5. The error bars on
the graph represent the standard deviation in each measurement, with an average coefficient of
variation (COV) of 9%.
Fig. 5.5: Fluorescent intensity of particles with varying precursor probe concentrations.
As can be seen, the intensity increases linearly with probe concentration. This finding is ex-
pected when considering the binding of two complementary oligomers – at equilibrium, the rela-
tionship is given as:
T + P ­ TP
where T = target, P = probe, and TP = double stranded complex. At equilibrium, the concentra-
tions of the species can be characterized by a dissociation constant, Kd, such that:
Kd =
[P ][T ]
[TP ]
If target is in great excess, as is the case in our experiment, then [T ] ≈ [T ]o. Using this, and
the relationship [P ] = [P ]o − [TP ], we obtain:
[TP ] =
[P ]o[T ]o
Kd + [T ]o
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Thus, for a given initial concentration of target, we can expect the signal (which is proportional
to [TP]) to be linear with respect to the probe concentration. Although we could obtain a much
higher signal with increased probe concentration, we chose to use a precursor probe concentration
of 50 µM probe for proof of principle experiments – this concentration gave sufficient signal for
target detection with minimal usage of oligomer.
5.4.2 Choice of Monomers
We investigated the use of several polymers for barcoded particles, including poly(ethylene glycol)
diacrylate of three chain lengths (Mn = 200, 400, 700) and also a blend of acrylamide with PEG-
DA as crosslinker. The characteristics investigated when selecting a polymer blend were (1) fast
polymerization kinetics, (2) low background fluorescence before hybridization, and (3) a strong
fluorescence signal after hybridization. All solutions we made consisted of monomer (pure or at
2:1 with TE buffer), 2.5% photoinitiator, and DNA oligomer at 50 µM. Particles were made using
30 ms UV exposure with a 20× objective.
We found that hybridization signals were significantly higher when TE buffer was included in
the monomer blend. This is consistent with our previous work [121], in which we discovered that
bead-bound proteins incorporated in polymerized PEG hydrogels lost functionality in the absence
of buffer. We found that PEG-DA700 had significantly faster reaction kinetics than the other
monomers and also showed significantly less background signal. The monomer solution we chose
for initial hybridization experiments was a 2:1 blend of PEG-DA:TE with 1 – 2.5% photoinitiator.
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5.5.1 Polydispersity
It is very important that the particles being used for quantitative biomolecule analysis be consistent
both morphologically and functionally. We have already shown that particles synthesized using
continuous-flow lithography have a very low coefficient of variation (< 2%) with respect to physical
size [124]. We also performed experiments to investigate the variation of fluorescent signal for
particles used in a hybridization study.
The fluorescent intensity of particles used in a hybridization study gives evidence of the “func-
tional” polydispersity of the particles. However, this measure is not only dependent on the particles,
but also on the hybridization experiment itself – the numbers we present should be a conservative
estimate. We found the COV of fluorescent signal to range from 6 – 10% when incubating with
target at concentrations of 1 µM – 10 nM and increase to ∼15 – 30% for lower concentrations
(down to 10 pM).
5.5.2 Active Probe Concentration
In order to estimate the effective “density” of probe accessible to targets during our short incuba-
tions, we used the concentration of probe incorporated into our monomer solution (50 µM) with an
estimate of the depth to which oligomers can diffuse into particles and react. Shown in Figure 5.6
is a typical particle used in a hybridization study with a scan of fluorescent intensity across its
sensing region.
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Fig. 5.6: Plot of fluorescent intensity across a particle section after target hy-
bridization. The white line on the particle image indicates the region that was
scanned.
As can be seen, the particle shows a significantly higher signal at the edges of its sensing region –
the coded region does not show this characteristic because the fluorescent dye incorporated has been
homogeneously distributed throughout. We assumed that this “edge” signal was proportional to
the amount of oligomer bound to the 30 µm-thick edge of the particle. The intensity in the interior
of the particle was almost exactly 12 that of the edge for the several particles we investigated.
Assuming that all surfaces are similar, we deduced that the active binding thickness in the interior
of the particle must be 30 µm× 80AU40AU = 15 µm, or ∼7.5 µm per face. As validation, we can see that
the width of the high-intensity region at each particle edge is ∼ 20 pixels = 8 µm. Physically, this
can likely be explained by kinetics (as described in Chapter 7). Based on the work of others, the
PEG polymer we used should have a pore size of ∼ 10 A˚ when completely crosslinked [154, 155],
which is larger than the expected radius of gyration for a 20bp target. This imposes a diffusion
limitation on target penetration, which in turn limits hybridization kinetics.
Using the probe concentration of 50 µM (in monomer), with an active thickness of 7.5 µm per
face and a 50% incorporation efficiency, we estimated the effective surface concentration to be:
50µM
7.5µm
× 50% ' 1× 105molecules
µm2
per face
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Because the particles are transparent, the fluorescence of both faces should give a projected
probe concentration of 2× 105molecules
µm2
. This is a similar “surface” concentration to those reported
by others [156]. As mentioned previously, we can incorporate a substantially greater amount of
probe into our particles to make the surface concentration much higher, thus increasing the rate of
target hybridization.
5.5.3 Estimation of Throughput
Recently, microfluidic-based flow cytometers have been developed with integrated photomultiplier
tubes to achieve a very high throughput. The fluid velocities in these systems can be on the order
of 10 m/s (similar to conventional flow cytometers) while detection is carried out at a high sample
rate of 5MHz, allowing a particle read rate of 17,000/sec [157]. We use this as a basis to estimate
the throughput we can achieve with our system when incorporating more sophisticated sensing
schemes. Conservatively, we estimated a flow velocity of 1 m/s and a spacing of 10 particle lengths
between particles (each 200 µm in length). Thus, we can calculate a throughput of
THROUGHPUT = 1
meter
sec
× 1
2, 200
particle
µm
≈ 450particles
sec
.
Although this “particle/sec” throughput seems lower than that typically seen in flow cytometry,
we discuss why on a “target/sec” basis, the technology should provide a sufficient throughput for
high-density analysis.
We have shown that our system exhibits excellent particle-to-particle reproducibility (as dis-
cussed previously). Enzyme-linked immunosorbant assays (ELISAs), which are considered to be
the gold standard in sensing, show similar precision [158] to our technology and are typically done
only in duplicate. This level of redundancy is significantly lower than seen in flow cytometry-based
assays. We will assume for estimation purposes that our assays can be performed in triplicate to
yield accurate information. With a redundancy of 3, our “target/sec” throughput becomes
THROUGHPUT = 450
particles
sec
× 1
3
target
particles
≈ 150targets
sec
.
Two simple modifications that will provide an even higher throughput are (1) reduction of
particle size, and (2) incorporation of several probes on a single particle. We have demonstrated
in our lab the ability to produce particles with features on the order of ∼1 µm, so it is well within
reason to consider the production of encoded particles that are half-sized in each dimension. This
would increase the number of particles/volume by a factor of 8. Furthermore, if the particles have 3
functionalities (two probes and a control as in Figure 5.3), this increases the throughput by another
factor of 2. Using these arguments, we can calculate some expected throughputs:
From this simple analysis, it seems reasonable to analyze one million targets in less than one hour
when using reduced-size and/or multi-probe particles. This analysis also highlights the importance
of particle size in terms of volume – reduced-size particles will likely be necessary for high-density
analysis.
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Particle Size Probes/Particle Throughput ( targetssec ) Particle Volume (
µL
106targets
)
Normal 1 150 1,800
Half 1 300 225
Normal 2 300 900
Half 2 600 113
Table 5.1: Estimation of throughput and particle volume for tests done in
triplicate (each probe appears on three particles). “Normal” particle size is
∼ 100 × 200 × 30 µm, while “half” size is ∼ 50 × 100 × 15 µm. Particle
volume is based on 106 targets tested, which for single and two-probe particles
corresponds to 3× 106 and 1.67× 106 total particles, respectively.
5.5.4 Initial Study of Detection Limits and Dynamic Range
We hybridized particles with fluorescent target at concentrations spanning over several orders of
magnitude in order to determine a suitable range of detection. Samples of particles from a common
batch (with 50 µM precursor probe concentration) were incubated with 50 µl of target solution for
30 min at room temperature on a vortex mixer – target concentrations ranged from 10 nM – 10
pM corresponding to 500 fmol – 500 amol (500×10−18 moles) of oligomer. After hybridization, the
particles were rinsed and imaged under fluorescence for detection with an EB-CCD camera (C7190-
20, Hamamatsu) mounted to our microscope. Because the system had an 8-bit limited dynamic
range, it was necessary to use three different sensitivity settings to accommodate the broad range in
fluorescent signal. As such, two of the particle batches were imaged at two of the three sensitivity
settings so the signals could be normalized and plotted on a common scale. The results of the
detection study are shown in Figure 5.7.
Fig. 5.7: Hybridization signal (fluorescent intensity) of particles incubated at
varying target concentrations.
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We found the assay to be quite sensitive, detecting oligomer comfortably at the lowest amount
tested (500 amole). This finding suggests that our system has a comparable sensitivity to the
current state of the art multiplexing systems including Affymetrix [159] and Luminex [160]. In
addition, the graph shows a broad linear region, which represents the wide dynamic range of our
high-capacity particles. Beyond these initial studies, we will show in Chapter 7 that the sensitivity
can be dramatically improved by optimizing particle design and detection scheme.
5.5.5 Cost of Materials
At standard non-bulk pricing, the raw material cost to produce 1 million single-probe particles
similar to those presented in the chapter is only $ 4.28 ($ 0.14 without DNA probe) as outlined in
Table 5.2.
Component Unit Price Price per 106 Particles
PEG Monomer $ 50/500ml $ 0.06
Photoinitiator $ 80/250ml <$ 0.01
Fluorescent Dye $ 560/1g $ 0.08
20bp DNA Probe $276/1µmole $ 4.14
Total: $ 4.28
Table 5.2: Estimation of raw material cost to produce 106 particles (∼ 100 ×
200 × 30 µm) with DNA oligomer probe incorporated at a concentration of 50
µM .
As described earlier, it would be reasonable to make particles half-sized in each dimension,
which would reduce particle volume and cost by a factor of 8 (to only $ 0.54 per 106 particles).
It is also important to note that very little sample is wasted due to the low-volume microfluidic
processing.
The microchannels used for particle synthesis and flow-through reading are of simple design
and can be generated very economically. A single 4” wafer (< $ 100), generated using standard
SU-8 lithography, can easily bear over 10 channels and be molded from many times (we assume 10
times for subsequent calculations). In addition, each device may be used several times (we will use
5). Therefore, using very conservative estimates, the device cost would be as shown in Table 5.3.
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Component Unit Price Price per Device
Fabrication of Master $ 100/100 channels $ 1.00
PDMS $ 0.10/g $ 0.25
Microscope Slide $ 100/400 $ 0.25
Total: $ 1.50
Price per use: $ 0.30
Table 5.3: Estimated cost of microdevices used for particle synthesis and flow-
through reading. It was assumed that master wafers have 10 channels and can
be molded 10 times, and that each device could be used 5 times before being
discarded.
The material cost for a single multiplex experiment with a million particles would be < $ 5.00
($ 4.28 for the particles and $ 0.60 for one “synthesis” and one “read” channel). This estimate does
not include the buffer used in particle reading, which consists of inexpensive materials and would
be negligible in the overall cost.
5.6 Conclusions
We have demonstrated the use of encoded hydrogel particles for multiplexed detection of nucleic
acids. Importantly, our approach is particle-based, affording both high-throughput and versatility,
and also utilizes hydrogel substrates, affording favorable solution-like thermodynamics. In addition
to being very reproducible, our approach is very sensitive and specific, as will be discussed more
in Chapter 7. Compared to commercially-available technologies, our system offers all-in-one par-
ticle synthesis, incorporation of multiple probes, low cost, virtually unlimited codes, and can be
implemented using little more than a standard fluorescence microscope.

CHAPTER 6
Assay Optimization and Validation
for mRNA Profiling
In the previous chapter, we demonstrated a new approach to multiplexed nucleic acid detection
using encoded, multifunctional hydrogel particles. Although proof-of-principle experiments were
done, it was necessary to further explore particle and assay design, and also to demonstrate that
the system could be used practically for real-world applications. To this end, in this chapter we
introduce a simplified encoding scheme, study a range of particle compositions, introduce two
detection schemes, and demonstrate profiling of messenger RNA (mRNA) in a drug discovery
setting.
6.1 1–D Encoding for Medium-Density Applications
Although we introduced a 20-bit encoding scheme that allows for over a million unique codes, it is
unclear whether this level of multiplexing is practically feasible (given our current setup) or even
desirable in most circumstances. There are many applications including neonatal screening, in
vitro cancer diagnostics, and drug discovery that require only a modest number of targets on the
order of ∼100 – 3,000. This level of “medium-density” multiplexing cannot be achieved efficiently
using current technologies. In addition to providing an excessive number of codes, our 20-bit scheme
requires two dimensional (2–D) decoding, which adds complexity to the design of a scanning system.
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For these reasons, we designed a more modest one-dimensional (1–D) encoding scheme that can
accommodate multiplexing of up to 2,500 targets.
Our 1–D code is designed such that particles are scanned across their entire width – thus,
only a single signal is required for decoding and target quantification (versus 5 signals as shown
in Figure 5.1). In contrast to the 20-bit “digital code”, the 1–D code utilizes “analog” levels in
fluorescence, which are achieved by using 0–4 holes across the particle width at each coding location
(Figure 6.1a). For a given number, the holes are distributed symmetrically across the long axis of
the particle (ex. Figure 6.1b, top). The scheme incorporates an orientation indicator (last digit
always 4, first digit always < 4), which also acts as a code calibration (the fluorescent signal is
proportional to the number of holes at a given cross-section). As shown, the scheme provides
4× 5× 5× 5× 5× 1 = 2, 500 unique codes, but can be adjusted by adding or deleting columns to
accommodate a given application. Particles are designed to be ∼ 225× 90× 30 µm in size.
Fig. 6.1: 1–D encoding scheme. (a) Schematic of particle design with symmet-
ric, analog dot-coding scheme (providing 2,500 codes) and probe region flanked
by two control regions. (b) Sample fluorescence image and scanning. Particles
are designed to be flowed along a channel and analyzed using slit illumina-
tion/detection that is perpendicular to the channel. Scans can then be analyzed
to reveal the code (using trough depths) and target amount.
As shown in Figure 6.1b, particles are designed to be read with slit illumination and/or slit
detection that is perpendicular to the direction of flow. During flow-through scanning, light can
be continuously collected with a single detector (such as a photomultiplier tube, PMT) to give a
temporal signal as shown in Figure 6.1b. Using this signal, the code is determined by measuring
the depth of each trough with respect to the calibration trough (which has a value of 4). The
target is determined by measuring the fluorescent signal of the probe region, which is flanked by
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control regions on each side to eliminate residual fluorescence of the encoding region or subsequent
particles. This 1–D code provides a dramatic simplification in decoding while maintaining sufficient
encoding for medium-density applications.
6.2 Investigation of Particle Composition
By altering the composition of prepolymer solutions, we can tune the properties of hydrogel particles
made using flow lithography. As the diffusivity of targets through a gel is related to the porosity
of the gel, the ability to finely tune pore size would allow adjustment of hybridization rates and
also permit selective filtering of targets based on size. However, it is also expected that larger pore
sizes will lead to a decrease in probe incorporation efficiency as well as particle rigidity. In order
to investigate the effects of prepolymer composition, we have used a semi-interpenetrating network
(semi-IPN) consisting of both reactive PEG-DA and inert PEG (a porogen), mixed at different
ratios.
Using SFL, we made penta-functional “ladder” particles as shown in Figure 6.2a, where each
rung of the ladder had a unique composition (Setups 2.2.3 and 2.2.1). Each monomer solution
contained a total of 60% PEG (PEG-DA700 + PEG200), with the amount of PEG-DA ranging from
15 – 35% (Protocol 2.3.9). In each monomer solution, we used 5% Darocur 1173 and 35% of 3× TE.
The monomer solutions were mixed at 9:1 with a 50bp DNA probe (Pfluoro), which was modified
with a fluorescein group to assess incorporation efficiency, to obtain a precursor solution with a
probe concentration of 5 µM.
Probe Incorporation Efficiency
Prior to incubation with a target, the particles were assessed for fluorescence to quantify probe
incorporation (Figure 6.2b). To find absolute values, the fluorescence at each particle composition
was normalized using the fluorescence obtained from particles made using 60% PEG-DA700. At this
high concentration of PEG-DA, it can be assumed that nearly all of the probe is incorporated within
the particles, either by covalent linkage or physical entrapment (as fully-crosslinked PEG-DA700 is
known to have a pore size of ∼ 1 nm [154, 155]).
The results of this analysis show that the amount of reactive species in precursor solutions
affect probe incorporation in a linear fashion, with incorporations ranging from ∼ 5−25% over the
compositions studied. Although this is by no means a limitation of our system, it is possible that
the incorporation efficiency may be increased by matching the reaction rates of the monomer and
probe species, which in this experiment were acrylates and methacrylates, respectively. It is known
that acrylates react faster than methacrylates, so it is possible that if methacrylated monomers or
acrylated probes were used, the probe incorporation would be higher.
Target Hybridization Signal
We expected that changing the particle composition would alter the resulting pore size. To study
this in the context of DNA hybridization, we performed assays using DNA targets with varying
sizes of 20, 50, 100, and 200bp (T20,D,bio − T200,D,bio). Using the Kratky-Porod equation [161], we
can estimate that oligonucleotides of these lengths have radii of gyration (rg) on the order of 2, 4,
7, and 10 nm with the ionic strength used (0.1M). It is important to realize that the use of polymer
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Fig. 6.2: Particle composition study. (a) Penta-functional particles made from
monomer solutions containing 15 - 35% PEG-DA were investigated for probe
incorporation (b) and hybridization signal using two methods of fluorescent de-
tection (c, d). Fluorescent scans along the particles (c, d, small plots) were
scaled (large plots) to show penetration of streptavidin-PE (SAPE) reporter (c)
and DNA targets (d) that varied from 20 – 200bp in size. Particles have di-
mensions of 400× 100× 30 µm.
targets (such as DNA) will not provide a direct measurement of the hydrogel pore size as these
non-rigid polymer chains can traverse the gel via reptation.
Particles were hybridized with each target (at 1 µM) for 90 minutes and assessed for fluorescence
using one of two methods (Figure 6.2c,d). It was not expected that the system would reach
equilibrium with such a short hybridization time, in which case kinetic effects should be taken into
concern. As shown in Figure 6.2, the absolute values of fluorescence depended greatly on target
length. This discrepancy is likely a result of DNA secondary structure, which varies greatly across
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the targets used, and is known to alter the association rate of complex formation [162]. For this
reason, signals were normalized using the signal intensity observed at 15% PEG-DA in order to
emphasize trends with respect to particle composition.
One traditional method of labeling a target for fluorescent detection is biotinylation. After hy-
bridization with biotinylated targets, a streptavidin-conjugated fluorescent reporter (SAPE) may
be used for detection. However, this method is only suitable for particles that have a pore size
larger than the relatively large streptavidin complex, which has a radius on the order of ∼ 5 nm.
After hybridization with biotinylated targets, particles were incubated with SAPE reporter for 30
minutes prior to analysis. As can be seen in Figure 6.2c, there appears to be a sharp transition
in hybridization signal at 25% PEG-DA. This reveals the point at which the gel pore size is ap-
proximately that of the streptavidin reporter molecule, indicating that when using this fluorescent
labelling method, a particle composition containing less that 25% PEG-DA must be used.
In order to get a better understanding of DNA hybridization regardless of pore size, we used a
second labeling method that relies on a small molecule dsDNA dye (PicoGreen). The dye interacts
with DNA and shows dramatic fluorescent enhancement when bound to DNA/DNA (or DNA/RNA)
complexes. As this dye can easily penetrate the polymer network in comparison to the bulky
SAPE reporter, this labeling scheme gave a much better view of DNA hybridization throughout
the particles as shown in Figure 6.2d.
Using the PicoGreen labeling method, we see that the 20bp target penetrates into all sections of
the particle, with fluorescent intensities that mimic those for probe incorporation (Figure 6.2b). All
targets show this trend for for lower PEG-DA compositions, but deviate at 30% PEG-DA for the 50
and 100bp targets, and around 25% for the larger 200bp target. These results confirm that particle
composition can be tuned to selectively inhibit hybridization of larger oligonucleotide targets.
In selecting an “optimized” monomer composition for general assay use, we chose the com-
position of 20% PEG-DA. This composition allows use of both fluorescent labeling schemes (as
described in the next section) and ensures that particles are mechanically robust, as no deforma-
tion or breaking was observed for this composition. As shown in Figure 6.2b, particles made from
this particle composition retain ∼ 11% probe included in the precursor solution.
6.3 Schemes for Labeling Targets
For a fluorescence-based detection scheme, it is necessary to label targets with a fluorophore. For
small RNA targets (∼20bp), this can actually be quite difficult. Approaches to labeling small targets
include biotinylation [163, 164], Cy3/Cy5 labeling [165, 113, 166], and enzymatic approaches [167,
168]. These methods typically suffer from sequence bias, the requirements of small RNA purification
and high input total RNA, high cost, and time-consuming protocols often requiring ∼ four [167] to
16 hours (overnight) [113, 166].
In order to show the versatility of our hydrogel particle-based method, we demonstrate the
use of traditional biotin-SAPE labeling (as used in the Section 6.2) and introduce a rapid labeling
scheme that is particularly attractive when quantifying small nucleic acid targets. The two schemes
are shown schematically in Figure 6.3.
The traditional scheme requires biotinylation of a nucleic acid sample (which can be done
using a commercially-available kit), hybridization with particles, and the subsequent attachment
of a fluorescent reporter as shown in Figure 6.3b and described in Protocol 2.3.12. Protocols for
biotinylation typically require 1 hour (or more) and labeling with reporter requires and additional
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30 minutes. The method allows for detection with an efficient fluorophore (phycoerytherin) but
methods of labeling nucleic acids prior to hybridization are often affected by sequence and secondary
structure.
Fig. 6.3: Schematic illustrations of the two assay protocols used for detection.
(a) With the “Exonuclease/PicoGreen” scheme, targets are hybridized with par-
ticles, unbound probes are digested using exonuclease I, and target-probe com-
plexes are directly labelled using a dsDNA dye (PicoGreen). (b) With the “Bi-
otin/SAPE” scheme, targets are biotinylated, hybridized with particles, and then
fluorescently labelled using a streptavidin-PE reporter.
As an alternative to labeling targets, we developed a method to fluorescently label target-probe
complexes after hybridization has occurred (Figure 6.3a). As such, this approach eliminates the
sequence bias frequently observed in end-labeling schemes; these schemes are very sensitive to target
secondary structure. Our method is rapid, easy to implement, and requires only a few readily-
available reagents. In this scheme, particles are directly hybridized with a sample, incubated with
Exonuclease I to digest unbound probe, and then complexes are labelled with PicoGreen dsDNA
dye (as described in Protocol 2.3.13). Exonuclease I is known to selectively digest ssDNA with
3’ – 5’ directionality and does not digest RNA, DNA/DNA complexes, or DNA/RNA complexes.
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PicoGreen is fluorescent nucleic acid stain typically used for quantifying dsDNA in solution. The
stain shows flourescent enhancement upon biding with nucleic acids, which is dramatically higher
for double-stranded species. Together, exonuclease digestion and PicoGreen staining provide a
reliable, sensitive method for target quantification in hydrogel particles.
Although digestion of DNA probes using Exonuclease I has been applied to planar arrays [167],
to our knowledge, this approach has not been used with gel systems. As such, it was necessary
to optimize both incubation time and exonuclease concentration for our system. To asses the
incubation time needed for probe digestion, we incubated particles (made using monomer with
20% PEG-DA) with a 22bp DNA probe (P7a) incorporated at ∼5 µM (50 µM × 11% incorporation
efficiency) for varying times with various levels of exonuclease. The results, shown in Figure 6.4a,
suggest that regardless of the concentration used, the exonuclease seemingly digested the probe
after only a few minutes of incubation. To be conservative and ensure proper digestion, we chose
to use 30 minute incubations for future experiments.
Fig. 6.4: Determination of fluorescence background and target signal depletion
during exonuclease incubation. (a) Particles with 50 µM probe were incubated
with varying amounts of Exonuclease I for up to 60 minutes. Shown is probe-
region flourescence after rinsing and dying with PicoGreen. (b) Particles were
incubated with target DNA and subsequently subjected to exonuclease digestion.
Shown is the resulting flourescent signal, background signal, and difference be-
tween the two (the “target” signal).
If exonuclease is used in great excess, nonspecific digestion of double-stranded complexes may
occur. To assess this, we incubated our test particles for one hour with 5 fmol DNA target (T7a,D)
and then for 30 minutes with varying concentrations of Exonuclease I, ranging from 0.25 U – 20 U.
By subtracting the background signal (particles incubated with no target) from the sample signal,
we obtained the corresponding “target signal” for each exonuclease concentration used. As shown,
the signal is depleted at higher exonuclease concentrations. Again using a conservative approach,
we decided to use 1 U of Exonuclease I for all subsequent experiments.
Another consideration that will be important when assessing the sensitivity of this method is
the noise of background measurements. The background fluorescence seen using this method is
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a result of undigested, single-stranded probe, which provides a slight fluorescent enhancement of
the PicoGreen stain. To investigate the effect of probe concentration on resulting noise (standard
deviation of the signal), we assessed particles with precursor probe concentrations ranging from 5
– 50 µM. After exonuclease digestion, the particles were incubated with PicoGreen and fluorescent
measurements were taken over ten particles. The results are shown in Figure 6.5 below.
Fig. 6.5: Assessment of noise with varying precursor probe concentrations. Par-
ticles made with monomer solutions containing 5, 10, 25, or 50 µM probe were
digested with Exonuclease I and subsequently measured for fluorescent signal
and signal standard deviation (SD).
As may be expected, the residual fluorescent signal (from undigested probe) is proportional
to the amount of probe originally incorporated, showing a linear trend. The “noise” in these
measurements also appears to be linear with respect to incorporated probe. Although lower probe
concentrations give less noise, it will be shown in the next chapter4 that hybridization rate is related
to probe concentration – for this reason, we chose to use a precursor probe concentration of 10 µM
as the standard for this labeling scheme.
6.4 Method Validation via mRNA Profiling
One approach to drug discovery is to determine how a given chemical effects the production of
RNA targets that are associated with a disease [42]. This can be achieved by measuring tran-
scription levels of messenger RNA (mRNA) targets from two cell populations, one which has been
treated with the drug and another that has not. Typically, the RNA harvested from these cell
samples needs to be amplified and labelled to allow for detection via fluorescence. This can be
accomplished in several ways, including ligation-mediation amplification (LMA) and in vitro tran-
scription (IVT) [169]. To validate our method for mRNA profiling, we performed assays using
samples prepared by both LMA and IVT. The sample preparation, target selection, capture probe
design, and Luminex assays for the experiments shown in this section were done by Dr. Golub’s
group at the Broad Institute.
Ligation-mediated amplification is used to selectively amplify only transcripts of interest. Dur-
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ing amplification, each transcript is adapted with a unique 24bp capture sequence (user defined) and
biotin modification for post-hybridization detection. The resulting LMA samples contain mostly
targets that are relatively small (∼ 100bp) and similar in size. To validate the use of encoded
hydrogel particles for expression profiling with LMA samples, we performed a 5-plex experiment,
comparing the results to those obtained using a commercially-available system (Luminex). The
target RNAs were chosen such that two were known to be upregulated with drug treatment, two
downregulated, and one unaffected to act as an internal control. The LMA samples were prepared
using RNA from HELA cells treated with a drug (tretinoin, all-trans retinoic acid, ATRA) or
vehicle (dimethyl sulfoxide, DMSO) alone.
We used multi-probe particles, as shown in Figure 6.6a, to simultaneously assay for all five
targets using probes for their associated capture sequences (denoted LUA7, 27, 59, 68, and 95).
We used a monomer blend consisting of 25% PEG-DA700, 35% PEG200, 5% Darocur, and 35% 3×
TE buffer. As discussed in Section 6.2, this provided a larger pore size suitable for streptavidin-
based reporting. The monomer was mixed at 9:1 with 50bp DNA probes to achieve a final probe
concentration of 100 µM in the precursor solution.
The particles were hybridized with LMA samples for 2 hours at 45oC (protocol 2.3.11), after
which targets were fluorescently labelled using a streptavidin-conjugated reporter (protocol 2.3.12).
Fluorescent scans were then taken for five particles from each sample and averaged (Figure 6.6b).
Using the internal control (LUA95) to normalize target signals, the differential expression (log(ATRA
signal/DMSO signal) was calculated for each target and plotted in Figure 6.6c. The data agreed
Fig. 6.6: Expression profiling of mRNA prepared by ligation mediated amplifica-
tion (LMA). (a) Multifunctional particles were designed to test for five mRNA
targets with a built-in negative control and arbitrary code. (b) After hybridiza-
tion with LMA samples (ATRA or DMSO), the probe-regions of several particles
were analyzed to quantify the amount of target captured (using fluorescent sig-
nal). (c) Target quantities were normalized using the internal control (LUA95)
and their differential expression was plotted alongside expression data measured
using a Luminex system.
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very well with that found using the Luminex system, correctly showing up- and down-regulation
of the mRNA targets.
In contrast to LMA preparation, when using in vitro transcription, RNA is amplified and
biotinylated blindly – the result is a complex mixture of nucleic acids with a broad range of sizes.
These characteristics make IVT samples particularly difficult to assay. To assess our system with
this more challenging assay, we again performed a 5-plex experiment. We used multifunctional
particles similar to those used in the LMA experiment (with 50bp probes for targets CD38, CCL2,
ASS1, ASNS, and ABT1) with an identical hybridization and labelling procedures. The differential
expression data from this experiment is shown Figure 6.7. As can be seen, our results were once
again similar to those found using the Luminex system.
Fig. 6.7: Expression profiling of mRNA prepared by in vitro transcription (IVT).
Five targets of interest were quantified using RNA obtained from ATRA and
DMSO-treated cells. Shown is the differential expression of those targets along-
side data obtained using a Luminex system.
6.5 Conclusions
In optimizing our system for real world applications, we have introduced a simpler encoding scheme
that can accommodate medium-density screening with a single detector. We have also investigated
the effect of particle composition on probe incorporation and hybridization signal. Furthermore, in
order to eliminate sequence bias during target labeling, we have developed a new method for directly
labeling target-probe complexes. The method is extremely rapid and low cost. Lastly, we validated
our system for mRNA profiling, showing favorable comparison to one of today’s state-of-the art
screening systems.
CHAPTER 7
Kinetic Modelling and Assessment
of Performance
Having optimized particle composition and target labeling schemes, we wanted to understand the
kinetics behind target hybridization. As such, we developed mathematical models to give insight
into the parameters governing hybridization dynamics. Using our findings to optimize particle
design, we then investigated the performance of our system, probing both sensitivity and specificity.
We will show that our system can be used for applications that require inexpensive and rapid
labeling, attomole-sensitivity, single-nucleotide specificity, and operation over a broad dynamic
range.
7.1 Modelling Hybridization
Before assessing the sensitivity of our system, we developed models to understand the kinetics
of target hybridization. We consider hydrogel particles with thickness 2l and a probe region of
width d that is flanked by negative control regions, as shown in Figure 7.1. For simplicity, we will
view this system as one-dimensional, using a single coordinate system with directionality into the
particle surface (this simplification will be justified for the specific models subsequently presented).
We will assume perfect mixing (validated later in Section 7.1.3) meaning that while species in
particles vary with respect to position and time, the target in solution varies only with time.
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Fig. 7.1: Schematic of hybridization. Target oligonucleotes (S is solution, T
within particles) in solution diffuse into the particle surface and bind with in-
corporated probes P to form complexes TP .
During sample hybridization, target oligonucleotides in solution penetrate the particles and bind
with complementary probes that are homogeneously distributed throughout a designated region of
the particle (Figure 7.1).
The basic equations governing the concentrations (mol/L) of target ([T ](x, t)), probe ([P ](x, t)),
and target-probe complexes ([TP ](x, t)) in the particles, as well as the target in solution ([S](t))are
as follows:
∂[T ]
∂t
= Dgel
∂2[T ]
∂x2
− ka[P ][T ] + kd[TP ] (7.1)
∂[P ]
∂t
= −ka[P ][T ] + kd[TP ] (7.2)
[TP ] = [P ]o − [P ] (7.3)
Vs
∂[S]
∂t
= DgelNpAp
∂[T ]
∂x
|x=0 (7.4)
where t is time, Dgel is the diffusivity of target in the gel, ka and kd are the second-order association
and first-order dissociation constants, respectively, Vs is the sample volume, x is distance into to
the particle surface, Np is the number of particles, and Ap is the surface area of the probe region
per particle. The initial conditions of the problem are such that:
[T ](x, 0) = 0 (7.5)
[P ](x, 0) = [P ]o (7.6)
[TP ](x, 0) = 0 (7.7)
[S](t = 0) = [S]o (7.8)
The boundary conditions for target are determined by concentration matching at the particle
surface (ie. using a partition coefficient of 1), and zero-flux at the particle center due to symmetry,
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as given by:
[T ](0, t) = [S](t) (7.9)
∂[T ]
∂x
|l = 0. (7.10)
These equations provide the basic problem statement. There are two regimes we are interested in
studying. A “reaction-diffusion” model will be developed to design particles for high-sensitivity
applications, while a “diffusion-limited” reaction model will be developed to design particles for
applications requiring signal suppression. The latter will be useful in situations where certain
targets are vastly abundant compared to others being detected, which is commonly the case in
biological samples. For each model, we will find the appropriate variable scalings, and then using
some approximations, find simple analytical solutions that give insight to hybridization kinetics.
7.1.1 Reaction Diffusion Model
In order to maximize the rate of target hybridization, it is desirable to use particles with probe
incorporated at a high concentration – this is the first scenario we will investigate. We are interested
in a “reaction-diffusion” (RD) regime where:
1) probe is in great excess (ie. Vs[S]o << Vp[P ]o),
2) hybridization is very strong at the target concentration (ie. Kd = kd/ka << [S]o), and
3) the reaction rate is much faster than the rate of diffusion over the particle thickness.
With probe in great excess, its concentration will not vary substantially during hybridization (ie.
[P ](x, t) ∼ [P ]o). Thus, the reaction rates for the problem are dictated by the lumped association
constant, ka[P ]o, and dissociation constant, kd. With strong hybridization and moderate probe
concentrations, as used with our system, the rate of association is dominant (ie. ka[P ]o >> kd).
Hence, although these two reaction rates exist, it is this association rate that we are interested in.
Another important rate for this problem is that of target diffusion through the hydrogel com-
posing particles. This rate is governed by the diffusivity of target in the gel (Dgel) and the smallest
particle lengthscale (half the particle thickness l), as Dgel/l2. The Damko¨hler number gives a
ratio of the reaction rate to the diffusion rate, which for the case of the association reaction is
Da = ka[P ]o/
(
Dgel/l
2
)
. For our system in the RD regime, Da is on the order of 100 (parameter
estimates are given later).
We are interested in scaling the equations in order to make simplifications based on estimated
parameter values. Because the Damko¨hler number is very large, reaction will occur much faster than
targets can diffuse to the center of the particles. As such, the distance over which species evolution
is occurring (ie. the penetration depth) is very small compared to the particle thickness, which
appears to be semi-infinite in this regime. This indicates that the use of the natural lengthscale
for the problem, (ie. x˜ = x/l), would not be an appropriate choice to scale the x coordinate. A
more suitable scaling can be accomplished using the Damko¨hler number, such that η = x˜Da
1
2 . The
exponent of 1/2 was selected to cause the prefactor in front of the diffusion term in Equation 7.1
to be unity upon rearrangement and scaling. This lengthscale gives a boundary layer thickness on
the order of δgel ∼ l/Da1/2 ∼ 1 µm. Importantly, this length is much smaller than the dimensions
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of a probe region, which are typically on the order of 100 × 50 × 30 µm. This indicates that the
reduction of this system to a 1-D model is a decent approximation.
As for the concentration of species in the system, natural scaling for [S] and [T ] is [S]o, which
represents the highest concentration of target that can be achieved in the solution or particle. The
probe concentration is expected to vary only slightly, and thus [P ]o is an appropriate scale. To
find the scale for [TP ], we can consider a scenario where all of the target from solution is bound
homogeneously throughout the particle volume, giving a concentration of Vs[S]o/(Np×Vp) = v[S]o,
where Vp is probe region volume per particle and v is the ratio of sample to total particle volume
such that v = Vs/(Np × Vp). Thus, our scaled variables become:
length: η = x˜Da
1
2 = x
(
Da
1
2 /l
)
;
concentrations: T˜ = [T ][S]o ; P˜ =
[P ]
[P ]o
; T˜P = [TP ]v[S]o ; S˜ =
[S]
[S]o
.
The timescale we are interested in is that needed to obtain the maximum number of hybridized
complexes, which in the case of probe excess happens when all of the target molecules are captured
from solution. Thus, for the RD model we are most interested in characterizing the evolution of
[S] over time. By rewriting our equations using the scalings above and finding our timescale using
Equation 7.4, which describes target depletion from solution, we find the dimensionless time for
this problem to be:
τ = t/
(
Vsl
DgelNpApDa
1
2
)
= t/
(
Vs
NpAp (Dgelka[P ]o)
1
2
)
.
After scaling, Equations 7.1 – 7.4 can be rewritten as:
1
v′Da
1
2
∂T˜
∂τ
=
∂2T˜
∂η2
− P˜ T˜ + αT˜P (7.11)
v
v′Da
1
2
∂P˜
∂τ
= −P˜ T˜ + αT˜P (7.12)
v²sT˜P = 1− P˜ (7.13)
∂S˜
∂τ
=
∂T˜
∂η
|η=0 (7.14)
where the lumped parameters are given by:
Da = ka[P ]o(Dgel/l2)
; v = VsNpVp ; v
′ = VsNpApl ; ²s =
[S]o
[P ]o
; α = kdka[P ]o =
Kd
[P ]o
.
In these equations, α represents a ratio of the two Damko¨hler numbers of the system, for association
and dissociation rates. The parameters v and v′ represent sample-to-particle volume ratios. While
NpVp is the actual total particle volume (used in v), NpApl is the effective volume projected from
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the surface area (used in v′). The scaled initial conditions from Equations 7.5 – 7.8 are:
T˜ (η, 0) = 0 (7.15)
P˜ (η, 0) = 1 (7.16)
T˜P (η, 0) = 0 (7.17)
S˜(τ = 0) = 1 (7.18)
while the boundary conditions, in the limit where Da >> 1 and so ∂T˜∂η |Da 12 →
∂T˜
∂η |∞, from
Equations 7.9 – 7.10 are now:
T˜ (0, τ) = S˜(τ) (7.19)
∂T˜
∂η
|∞ = 0. (7.20)
Typical values for the parameters of this problem are ka ∼ 106Ms−1, kd ∼ 10−7s−1, [P ]o ∼
10−5M , [S]o ∼ 10−12M , Vs ∼ 10−4L, Np ∼ 10, Vp ∼ 10−10L, Ap ∼ 10−8m2, l ∼ 10−5m, and
Dgel ∼ 10−11m2s−1, giving Da ∼ 102, v ∼ v′ ∼ 105, ²s ∼ 10−7, and α ∼ 10−4. As such,
several terms in these equations are small and can be removed. In particular, we can combine
Equations 7.11 and 7.13 to obtain:
1
v′Da
1
2
∂T˜
∂τ
=
∂2T˜
∂η2
− (1− v²sT˜P )T˜ + αT˜P (7.21)
which, after eliminating small terms, reduces simply to:
0 =
∂2T˜
∂η2
− T˜ . (7.22)
This indicates that target evolution in the particle is quasi-steady over the timescales of the problem.
The general solution for this equation has the form of T˜ = C1e−η + C2eη, where C1 and C2 are
constants to be determined. We can use the boundary conditions in Equations 7.19 and 7.20 to
find:
T˜ = S˜e−η. (7.23)
We can use this expression for T˜ in Equation 7.14 to solve for S˜, finding that:
S˜ = e−τ . (7.24)
This result suggests the exponential decay of target from solution, governed by a timescale that
incorporates probe concentration, sample volume, particle surface area, and diffusivity of target in
the gel particles.
The depletion of target from solution is inversely related to formation of target-probe complexes
in the particles. Using Equation 7.24, we can estimate the fluorescent signal intensity (IRD) seen
on the particles in the RD regime using
IRD =
FeVs[S]o (1− e−τ )
NpAp
(7.25)
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where Fe is a signal efficiency factor (with units AU m2/mol) that takes into account fluorophore
and detector efficiencies as well as the ratio of detection to hybridization surface areas (which
is 2 in the case of detection through 2 particle faces). We can scale the signal using I˜RDNp =
IsAp/(FeVs[S]o) to simply give:
I˜RDNp = 1− e−τ . (7.26)
This result indicates that for maximum sensitivity, long hybridization times should be used with
few particles and minimum probe region surface area.
7.1.2 Reaction-Limited Model
Often times, a particular target is in great excess with respect to other targets being assayed. This
difference can be 3 – 4 orders of magnitude in some cases. With similar hybridization kinetics, this
would lead to differences in fluorescent signal that would also vary by several orders of magnitude,
thus requiring a detector that can accommodate a vast dynamic range. To overcome this limitation,
particles may be designed to suppress hybridization kinetics. Thus, we present a “reaction-limited”
(RL) regime where:
1) target is in great excess (ie. Vs[S]o >> Vp[P ]o),
2) hybridization is very strong at the target concentration (ie. Kd = kd/ka << [S]o), and
3) the rate of diffusion is much faster than the rate of reaction over the particle thickness.
It is important to realize that there are two timescales for the RL regime. At short times on the
order of l2/D (∼ 10 sec in our case), transport is governed predominantly by the diffusion of target
into particles. At “long” times much larger than the initial diffusion timescale, transport is governed
by reaction. As incubations are conducted over hours, we will be investigating hybridization kinetics
at “long” times.
The scalings for this regime are different. As diffusion happens much faster than reaction
(Da ∼ 0.1), we can expect spatial homogeneity of species in the particles (at “long” times as pre-
viously discussed) – this implies that l should be used to scale length. Because target is in great
excess and the probes in particles may become saturated, [TP ] must be scaled by [P ]o. The scaling
of target species (S and T ) by the initial solution concentration ([S]o) is still appropriate. Thus,
for the RL regime, the scaled variables are:
length: x˜ = x/l;
concentrations: T˜ = [T ][S]o ; P˜ =
[P ]
[P ]o
; T˜P = [TP ][P ]o ; S˜ =
[S]
[S]o
.
The timescale we are now interested in is that for probe saturation, since in this regime it is
impossible to bind all targets from solution. Thus, for the RL model, we will be investigating the
evolution of [P ] over time. The dimensionless time that characterizes the rate of probe depletion
(found using Equation 7.2) is given by:
τ = t (ka[S]o) .
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Since target is at great excess, we can make a scaling argument to show that its concentration in
solution ([S]) does not change significantly over time. A mass balance on target, which includes the
amount in solution ([S](t)) and that in particles ([T ](x, t) + [TP ](x, t), integrated over the particle
volume), can be written as:
Vs[S]o = Vs[S] +Np
∫ Vp
0
[T ]dV +Np
∫ Vp
0
[TP ]dV. (7.27)
which upon scaling (using dV˜ = dV/Vp to scale the arbitrary volume unit) becomes:
1 = S˜ +
1
v
∫ 1
0
T˜ dV˜ +
1
v²s
∫ 1
0
T˜PdV˜ . (7.28)
Using typical parameter values for this regime as given later in this section, the orders of v and ²s
are 105 and 10−2, respectively. This leads to the expected conclusion that at all times, S˜ ∼= 1.
This simplification for S˜ eliminates the need for Equation 7.4 from our governing equations,
which upon scaling are now:
²s
∂T˜
∂τ
=
1
Da
∂2T˜
∂x˜2
− P˜ T˜ + κsT˜P (7.29)
∂P˜
∂τ
= −P˜ T˜ + κsT˜P (7.30)
T˜P = 1− P˜ (7.31)
where the lumped parameters are given by:
²s = [S]o/[P ]o; Da =
ka[P ]o
(Dgel/l2)
; κs = Kd/[S]o.
The initial conditions for this regime, found by applying the appropriate scaling to Equations 7.5 –
7.7, become:
T˜ (x˜, 0) = 0 (7.32)
P˜ (x˜, 0) = 1 (7.33)
T˜P (x˜, 0) = 0 (7.34)
and the boundary conditions are:
T˜ (0, τ) = 1 (7.35)
∂T˜
∂x˜
|1 = 0. (7.36)
Typical parameter values for this regime are ka ∼ 106Ms−1, kd ∼ 10−7s−1, [P ]o ∼ 10−8M ,
[S]o ∼ 10−10M , Vs ∼ 10−4L, Np ∼ 10, Apl ∼ Vp ∼ 10−10L, Dgel ∼ 10−11m2s−1, and l ∼ 10−5m,
giving v′ ∼ 105, Da ∼ 10−1, ²s ∼ 10−2, and κs ∼ 10−3. If we drop all but the dominant terms from
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Equation 7.29, we obtain:
0 =
∂2T˜
∂x˜2
. (7.37)
The general solution for this equation has the form T˜ = C1x˜ + C2, where again C1 and C2 are
constants to be determined. By applying the boundary conditions in Equations 7.35 and 7.36, we
obtain:
T˜ = 1. (7.38)
This result shows us that the the system appears to be spatially homogenous, and in fact looks
spatially zero-dimensional. This represents a simplification even over our 1-D approximation. After
dropping insignificant terms, this solution can be used in Equation 7.30 to give:
∂P˜
∂τ
= −P˜ (7.39)
which has the solution:
P˜ = e−τ . (7.40)
This solution can now be used in Equation 7.31 to find the concentration of target-probe complex
within the particles as:
T˜P = 1− e−τ . (7.41)
This shows that in the RL regime, hybridization kinetics depend only on the association rate
constant and initial target concentration, and are independent of diffusivity and probe region
surface area, both of which were important in the reaction-diffusion regime. In this regime, the
fluorescent signal is cumulative over complex formation through the entire particle thickness, 2l,
and is given by:
IRL = Fe[P ]o(2l)
(
1− e−τ) (7.42)
where Fe is again the signal efficiency factor that characterizes the signal obtained per mole of
target bound. We can scale the signal as I˜RL = IRL/ (Fe[P ]o(2l)) to obtain:
I˜RL = 1− e−τ . (7.43)
As expected, the results suggest that we can significantly suppress hybridization signal for abundant
species, easily showing 1000× reduction compared to the signal that would be observed using the
“high-sensitivity” particle design as presented in the RD model. One important consideration for
this regime is the avoidance of probe saturation. For example, using our estimation of ka ∼ 106,
a 2 hour incubation (typical) with ∼ 7 fmol (7 × 10−15 moles) of target would result in ∼ 63%
saturation of probe (τ = 1) regardless of the initial probe concentration.
7.1.3 Perfect Mixing Assumption
During hybridization, particles are vigorously mixed with orbital shaking, providing convective
mass transfer throughout the sample. To assess the assumption of perfect mixing, we will compare
two timescales – one that characterizes target transport in solution close to the particle surface and
the other that describes target depletion within particles. Our perfect mixing assumption will be
valid if we find that transport in solution happens much faster than depletion within particles.
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We will first estimate the solution-phase concentration boundary layer thickness (δsol) seen
close to a particle surface in the presence of convective transport. This can be done using scaling
arguments, as presented in several texts including References [170] and [171]. For this order of
magnitude analysis, we will use a relationship developed for laminar flow over a flat plate, which
has been well-studied and experimentally confirmed.
There are two important dimensionless groups for this analysis, which are the Reynolds (Re)
and Schmidt (Sc) numbers given by:
Re =
ρUL
µ
, and Sc =
µ
ρDsol
where ρ, µ, U , L, Dsol are fluid density, fluid viscosity, bulk flow velocity, characteristic particle
lengthscale, and diffusivity of target in solution, respectively. While Re describes the ratio of
convective to viscous momentum transfer, Sc is a ratio of and viscous to diffusive transfer.
In our system, typical parameter values are ρ ∼ 103kg/m3, µ ∼ 10−3Pas, L ∼ 10−5m, Dsol ∼
10−10m2/s. With rapid mixing at 1800 rpm in a microtube, we can estimate U to be on the order
of 10−1m/s. These estimates give Re ∼ 10 and Sc ∼ 104, which can be used to estimate the
concentration boundary layer thickness as:
δsol
L
∼ Re− 13Sc− 13 . (7.44)
This suggests that for our system, the diffusive boundary layer thickness is on the order of δsol ∼
10−6m. Using this thickness, we can estimate the timescale for diffusion from solution to the
particles to be:
t∗sol =
δ2sol
Dsol
∼ 10−2s. (7.45)
Now that we have an estimate for the solution-phase transport timescale, we will estimate the
timescale for target consumption within the particles. With a moderate to high probe concentration,
chemical reaction provides the dominant means for target consumption, with a timescale given by
t∗gel ∼ 1/ (ka[P ]o). Using an estimate of ka ∼ 106M−1s−1 and the highest incorporated probe
concentration student in our system (10−5 M), we find that t∗gel ∼ 10−1 sec.
Importantly, the timescale for target consumption is an order of magnitude larger than the
timescale of diffusive transport in solution. This indicates that target is diffusing to the particle
surface much faster than it is consumed within the particle – such constant replenishing ensures
that the concentration of target at the surface is the same as that seen in bulk. This result justifies
our estimation of perfect mixing.
7.2 Experimental Validation of Reaction-Diffusion Model
We investigated the validity of our RD model by performing kinetic studies using particles with
varying probe concentrations (probe P7a), probe-region surface areas (which is proportional to
the probe region stripe thickness d), and particle numbers. In each case, we incubated distinct
particle samples with 500 attomoles of target (T7a,D,F ) at room temperature. At various timepoints,
particles from a sample were measured for fluorescence. The results are shown in figure 7.2 below.
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Fig. 7.2: Validation of model predictions. Particles with varying probe con-
centrations ([P ]), stripe width (d), and numbers (Np) were incubated with 500
attomoles of complementary target and their fluorescence was measured over
time. (a) Raw data showing the average particle signal multiplied by the num-
ber of particles. (b) The same data shown in (a) that has been plotted using
the predicted timescale (left) along with comparison of predicted and measured
particle signals (right).
As the RD model predicts the depletion of target from solution, we have presented the “total
signal” as a sum of signal across all of the particles (Np) present in a sample. For each data point,
the signal averages were taken over five particles in the sample. As can be seen, even though the
parameter space seems somewhat limited, the raw data shows large variation of target consumption
over time (Figure 7.2a, right).
We scaled the data using the relationship in Equation 7.26 to find that when applying the
predicted timescale, the data falls along a similar trend (Figure 7.2b, left). The model also fits
nicely with measured signal for each data point as shown in Figure 7.2b on the right. Importantly,
the fit shown in figure 7.2b was made by setting kaDgel to 5.5×10−5m2s−2M−1, which agrees well
with our estimates of Dgel ∼ 10−11m2s−1, and ka ∼ 106M−1s−1.
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7.3 Experimental Validation of Reaction-Limited Model
We tested the validity of our RL model by again performing kinetic studies, but this time using
very low probe concentrations. Particles were designed with probe regions that that were 50 µm
wide, with probe (P7a) concentrations of ∼ 50 – 200 nM (∼ 10% incorporation efficiency with 0.5
– 2 µM probe in monomer). As before, all particles were ∼ 30 µm thick and 100 µm wide.
Fig. 7.3: Experimental validation of Reaction-Limited Model. Particles with
varying probe concentrations ([P ]o) were incubated with complementary DNA
targets at two different concentrations ([S]o) and the resulting fluorescence was
measured over time. (a) Raw data showing the measured probe-region fluo-
rescent signals. (b) The same data shown in (a) that has been plotted using
the predicted timescale (left) along with comparison of predicted and measured
particle signals (right).
For these experiments, particles were incubated with either 1 or 5 fmoles of complementary tar-
get (T7a), corresponding to concentrations of 2 or 10 pM, and subsequently labelled using PicoGreen
without probe digestion (contrary to the protocol described in Section 6.3). Briefly, particles were
incubated with target for the desired time, rinsed 2× with TET, 1× with PTET, and incubated
with PicoGreen at 1:1000 for 15 minutes. This labelling method was used because PicoGreen pro-
vided a much higher fluorescent signal than fluorescein and probe concentrations were so low that
the unbound probes were found to give negligible fluorescence, making it very convenient and rapid
labelling method.
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The results of the RL model validation experiments are shown in Figure 7.3. For each data point,
probe-region fluorescence signals was averaged over five particles. As can be seen in Fiugre 7.3a,
the raw data shows wide variability with respect to both probe and target concentrations.
We scaled the data using the relationship in Equation 7.43, fitting Fe and ka, to find good
agreement between experiment and model. Contrary to what was seen in the RD model, in this
model the parameters ka and Dgel are not coupled. As such, we were able to estimate association
rate constant, finding that ka ∼ 5×106 M−1s−1. Having previously estimated the product kaDgel ∼
5.5 m2s−2M−1, we now see that Dgel ∼ 1× 10−11m2s−1. Both of these values are consistent with
our parameter estimates.
7.4 Investigation of Sensitivity
With a mathematical model in place to understand hybridization, we assessed the sensitivity of our
system using both labeling methods. For these sensitivity experiments, we chose to use a precursor
probe concentration of 10 µM, as this was the highest level probe suitable for both labeling schemes
(as described earlier). If desired, a higher probe concentration could be used with biotin/SAPE
labeling to achieve faster kinetics. As hybridization is a dynamic process, sensitivity is expected to
increase with hybridization time. We chose to limit hybridization times to a maximum of 3 hours,
keeping the overall assay times (labeling + hybridization) around 4 hours, which is much shorter
than typical assay times of commercially-available multiplexing systems.
We used Equation 7.25 to estimate the signal obtained with the given particle design, label-
ing scheme used, and hybridization time. We found the signal efficiency factors for the various
fluorophores to be:
Fluorophore Efficiency factor (Fe)
FITC 2.5× 1010 AUm2/mole
PicoGreenDNA/RNA 1.5× 1011 AUm2/mole
SAPE 1.4× 1012 AUm2/mole
Table 7.1: Signal efficiency factors for fluorophores using our detection system.
Using these efficiency factors, we show the expected assay sensitivities with respect to time in
Figure 7.4. The total assay times include the time of incubation (variable) and that needed for
target labeling, which is on the order of 90 minutes for biotin/SAPE labeling and 45 minutes for
Exonuclease/PicoGreen labeling. To find the sensitivities experimentally, we incubated particles
with target at varying concentrations near the expected sensitivity. For each concentration, the
fluorescent signal was measured and divided by the standard deviation of the background signal to
obtain a signal-to-noise ratio. A line was then fit to the SNR data to obtain and estimate of the
sensitivity, which we designated as the point where SNR = 3.
Our experimentally determined sensitivities matched quite well with model predictions as shown
in Figure 7.4. Importantly, we show with a 4-hour total assay time including hybridization and
labeling, we can obtain ∼10 attomole sensitivity with the fast/easy Exonuclease/PicoGreen label-
ing scheme, and attomole-sensitivity with the biotin/SAPE scheme. These sensitivities are very
favorable compared to commercially-available systems. The reason for this lies in the favorable
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Fig. 7.4: Assessment of assay sensitivity versus model predictions. Particles
were incubated with varying amounts of target, and signal-to-noise ratios were
calculated. The sensitivity was taken at the target concentration where SNR =
3. Total assay time includes both hybridization and labeling time (90 min for
biotin/SAPE and 45 min for Exo/PG).
thermodynamics of hybridization in hydrogels, as discussed in Chapter 1. Furthermore, better
sensitivity could be achieved in this timeframe using a higher probe concentration with the bi-
otin/SAPE labeling scheme.
7.5 Investigation of Specificity
When analyzing complex samples, it is necessary that each assay is specific for the targets of interest,
and is invariant to fluctuations of non-target species levels. This may be very challenging when
target sequences show considerable homology, as is the case with single nucleotide polymorphisms
(SNPs) where sequences vary by one nucleotide. We investigated the specificity of our system across
both labeling schemes used.
We synthesized particles bearing four unique regions, containing four similar probes (P7a, P7b,
P7c, and P7d) that differed from each other by one or two nucleotides as shown in Figure 7.5.
For use with both labeling schemes, the probes were incorporated at a precursor concentration of
10 µM. These particles were incubated with samples containing 5 fmol target oligonucleotide (T7a,R
or T7a,D,bio, which are specific for probe 7a) and 500ng of total E. coli RNA to add complexity to
the sample, thus mimicking a “real” assay. Incubations were one hour and the temperatures were
set between 55oC and 58oC. The results of this study are shown in Figure 7.5.
100 7.6. Conclusions
Fig. 7.5: Assessment of assay specificity. (a) Specificity of DNA/RNA hy-
bridization using the Exonuclease/PicoGreen labeling scheme, and (b) specificity
of DNA/DNA hybridization using the biotin/SAPE labeling scheme.
As can be seen, our method provides single-nucleotide resolution using both of the labeling
schemes. In each case, non-specific hybridization was very low, below 5% relative to the intended
interactions. As with sensitivity, the excellent specificity of our system is likely a result of solution-
like thermodynamics observed in hydrogels.
7.6 Conclusions
We have used mathematical modelling to characterize two reaction regimes where high sensitivity
or wide dynamic range are needed, validating both experimentally. We have shown that the two
labeling schemes introduced in Chapter 6 can be used to provide attomole sensitivity with tradi-
tional labeling or 10-attomole sensitivity with our rapid labeling scheme, even with a relatively low
probe concentration used. Using both of these labeling schemes, we demonstrated single-nucleotide
specificity. These results show that our technology provides extremely high performance with very
short assay times, making it an ideal platform for applications in diagnostics and drug discovery.
CHAPTER 8
Conclusions and Outlook
Throughout this thesis, we developed technologies that are already proving to be attractive for
several applications in many diverse fields. As an overarching theme in this work, our methods were
intentionally designed to be simple, cheap, generally-applicable, and easy to implement without use
of special equipment. We have demonstrated how these methods can be used to generate structures
with unprecedented intricacy and complexity, and have shown that the resulting substrates and
particles can be used to meet the most demanding needs in several biological applications.
In Chapter 3, we described a method that brings together precise patterning of functional mate-
rials and bio-inert hydrogels. Unlike previous patterning methods, bead-patterned hydrogels afford
accurate bead positioning, and virtually any bead chemistry using only a standard microscope.
Beads may be completely encapsulated or exposed in bio-inert hydrogels, and in both cases may
be applied to important biological problems such as phenotype-specific cell sorting.
In Chapter 4, we described a method for microparticle synthesis that combines projection
lithography with fluid flow in a microdevice. Flow lithography represents an entirely new regime for
particle synthesis, allowing unprecedented control over morphology, functionality, and materials.
Though our group has combined the method with the areas of self-assembly [139], biomolecule
detection [149], photonics [133], and disperse two-phase flows (Section 4.1.2), the potential of such
a technology is still largely untapped.
One particularly interesting application of flow lithography is to applications in biomolecule
detection. As shown in Chapter 5, access to complex morphologies and functionality makes par-
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ticles generated with flow lithography ideal for multiplexed analysis. Hydrogels provide favor-
able, solution-like hybridization thermodynamics and bead-based systems allow for versatile, high-
throughput analysis. To our knowledge, we have developed the first technology that combines
both of these attributes with an encoding scheme that gives access to medium and high-density
applications.
We have demonstrated the application of encoded hydrogel particles to gene profiling applica-
tions, and have optimized particle and assay designs to accommodate the many challenges existing
in gene profiling. As shown in Chapter 7, we have also demonstrated a new target labeling scheme
that costs only pennies to implement and shows minimal compromise of performance. With high
performance, ease of use, and low cost, the encoded hydrogel particle technology appears to be an
ideal candidate for many important applications including drug discovery, in vitro cancer diagnos-
tics, and neonatal screening.
Although we have put a great deal of effort in designing and understanding the systems discussed
in this thesis, there remails a substantial amount of work undone. In this chapter, we discuss just
a few aspects of the unfinished work pertaining to bead patterning, flow lithography, and encoded
gel particles.
8.1 Microwell-Directed Hydrogel Patterning
In Chapter 3 of this thesis, we described a method to generate bead-patterned hydrogels, that could
be used for cell-sorting applications. Although we developed several regimes for synthesis, we did
not fully demonstrate the patterning potential. One regime of bead-patterned hydrogel synthesis
that might be very interesting is the microwell-directed patterning.
In the regimes shown previously, microparticles were initially patterned and hydrogel structures
would subsequently be patterned around them (for example, see Figure 3.4). In a different regime,
the hydrogel structures could be patterned initially and used to direct bead patterning as shown in
Figure 8.1. This proof-of-principle experiment showed that it was feasible to use hydrogel microwells
(roughly the size of a bead) to very precisely position magnetic microparticles.
The use of hydrogel templates for patterning of magnetic beads would greatly broaden the
geometries that could be obtained. This would be especially attractive when patterning “magnetic
rails” as described in the next section.
8.2 Pattern-Assisted Magnetic Cell Sorting
The concept of patterning magnetic materials in bio-inert PEG hydrogels, presented in Chapter 3
of this work, was originally developed for use in “continuous pattern-assisted cell sorting.” As
described briefly in Chapter 1, homogeneous populations of cells are needed for many applications.
If cells are being analyzed for phenotypic characteristics, it is essential that the processes required
to obtain the cells do not “activate” the cells, or that the process is fast enough to avoid phenotypic
changes over the isolation timescale. As such, we designed a microfluidic scheme to rapidly sort
cells in continuous fashion.
The concept behind pattern-assisted sorting revolves around the effective “steering” of magnetic
bead columns laterally across a microfluidic channels using magnetic “rails” for guidance. As the
columns guided diagonally across the channel, they would interact with a mixed cell stream flowing
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Fig. 8.1: Precise patterning of beads in photopolymerized PEG microwells. PEG
structures (100 × 200 µm) with lines of ∼ 5 µm microwells were polymerized
on a glass surface. Magnetic beads (4.5 µm) were deposited on the structures,
filling most of the microwells.
parallel to the channel, capturing target cells on the beads protein-decorated surfaces. This process
is shown schematically in Figure 8.2a.
In collaboration with Ramin Haghgooie of the Doyle Lab, we developed mathematical models
to predicst when columns would properly guide across the patterned rails, when they would get
stuck on the rails, or when they would flow past rails. We performed simulations to support the
model, developing a phase diagram to predict the various guiding regimes over a broad parameter
space (Figure 8.2b). The model development and simulations are described in great detail in Dr.
Haghgooie’s Doctoral Thesis [172].
Although simulations of this approach look very promising, the system has never been tested
experimentally beyond proof-of-principle guiding along magnetic rails (data not shown). With the
methods developed in this thesis now in place, the experimental demonstration could be readily
realized. Specifically, the rail system used in this approach could be fairly easily synthesized using
bead-patterned hydrogels. In addition, the columns used in the system could be made using flow-
lithography.
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Fig. 8.2: Pattern-assisted magnetic cell sorting. (a) Schematic of sorting
method where columns of magnetic beads enter a channel, are directed later-
ally across a stream of mixed cells, where they capture cells of interest, and
into a clean buffer stream where are harvested. (b) Phase diagram for predict-
ing “guiding” and “non-guiding” regimes for column steering using the Mason
Number (Ma), number of beads per column (N) and pattern angle (θ). For more
details see Reference [172].
8.3 Armored Droplets and Cell Encapsulation
As shown in Chapter 4, we have the ability to dynamically detect and capture entities using
computer-aided flow lithography in a microfluidic device. Although in this work, we only showed
the utility of this process for confining droplets in two-dimensional cages, it is possible to make only
slight modifications to the system in order to cage and array single cells, or completely encapsulate
droplets or cells. Furthermore, it is possible to use a dynamic mask to give each cage a unique
“barcode.” In this fashion, the single cells can be arrayed, probed with stimuli, analyzed for
dynamic response, and subsequently sorted for further analysis or harvesting. Cages could also be
loaded with probes in order to directly assay the cells they contain. This approach may provide a
versatile, high-throughput method for single-cell analysis.
8.4 Particle Scanning Technologies
The prospect of using encoded hydrogel particles for multiplexed analysis is extremely attractive as
it can potentially provide high-performance with very low cost. However, in order for this method to
be truly high-throughput, a more advanced method for particle scanning needs to be developed. In
Chapter 5, we demonstrated flow-through scanning of particles in a microfluidic device (Figure 5.4).
However, with a limited detection rate provided by the particular CCD camera used, we were unable
to test the achievable speeds at which particles could be accurately scanned.
With a new 1D-encoding scheme in place (Figure 6.1), we are now better suited to develop a
high-throughput scanning system. In collaboration with Stephen Chapin, another graduate student
of the Doyle Lab, we have performed high-speed analysis of particles passing through a flow-focusing
microfluidic device. Sample time-sequence images taken using a high-speed camera (at up to 4,000
frames/sec) are shown in Figure 8.3.
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Fig. 8.3: High speed particle alignment in a flow-focusing device. Time-
lapse brightfield images, taken with a high-speed camera, show particles
(225 × 90 × 25 µm) entering the focusing region of a microfluidic channel
(35um-tall), where they are aligned by side-channel sheath flows in preparation
for scanning. The particles were traveling at a velocity of 0.3 m/s with no in-
cidents of clogging in any of the preliminary experiments. Scalebar is 250 µm.
In this experiment, we passed hundreds of particles through a device at velocities of ∼ 0.3 m/s.
Importantly, there was not a single clogging event and no noticeable particle deformation. This
experiment suggests that scan rates on the order of 100s of particles per second are feasible, which
would make our system capable for high-throughput applications.
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In order to realize this goal, it is imperative that several aspects of the system be optimized.
Some of these include particle and barcode design, particle composition, channel geometry, and
detection optics. Ideally, a system could be engineered that would enable scanning of hundreds
of particles per second, accurate particle decoding and sensitive target detection, minimal particle
breakage, and no device clogging.
8.5 Development of a Generic Scheme for Probe Attachment
Although the direct incorporation of probes is attractive for many applications, it may be more
desirable to have a “generic” coupling scheme in others. For instance, if there is an application
where target sets are rapidly changing, instead of synthesizing many new particle types, it would
be possible to react pre-synthesized particles with new probes. This can be done very rapidly, and
in a multiplexed manner (ie. 96-well plates).
We investigated using such a “generic” reaction chemistry. For simplicity, we chose to incor-
porate acrylic acid into particles – these monomers present carboxyl groups that can subsequently
reacted with amine-modified DNA probes, which are readily available. As shown in Figure 8.4,
we were able to demonstrate the feasibility of this approach. In our experiment, we synthesized
particles with varying monomer mixtures, containing a total concentration of 20% active species
(PEG700 or acrylic acid), 40% PEG200, 35% 3× TE, and 5% Darocur 1173. To investigate the
effect of acrylic acid concentration, this component was varied from 0 – 5%.
Fig. 8.4: Generic coupling scheme using amino acid-loaded particles with amino-
modified DNA probes. (a) Particles were synthesized using monomer blends
of PEG-DA700 and acrylic acid, and reacted with amino-modified DNA probe.
After probe conjugation, the particles were incubated with a fluorescent target
to assess incorporation. Shown are DIC (b) and fluorecence (c) images of a
particle after probe conjugation and target hybridization.
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After synthesis, particles were conjugated with probe by simply mixing particles with EDC
(1-Ethyl-3-[3-dimethylaminopropyl]carbodiimide hydrochloride, at 5 mg/ml) in PBS buffer (pH =
7.2), and incubating at room temperature for 45 minutes. This protocol was by no means optimized,
but was sufficient to show that probe was incorporated with particles, at levels that varied with
the amount of acrylic acid incorporated (Figure 8.4c).
As seen in Figure 8.4, we were able to successfully incorporate probe using a generic scheme, at
levels that varied with acrylic acid concentration. Beyond proof-of-concept, this and other methods
for incorporating generic reaction chemistries in particles should be investigated. The chemistries
should be designed for simplicity, but more importantly, performance. Each scheme should be
tested for specificity and sensitivity (as done in Chapter 7) to ensure that the high-quality of
hydrogel-particle based assays is preserved.
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