Abstract. Let X be a complex Banach space and T a bounded linear operator on X. T is called a generalized Fredholm operator if T is relatively regular and if for some pseudo-inverse S of T the operator I -ST -TS is Fredholm. The main result of this paper reads as follows:
Introduction
In this paper X always denotes a infinite-dimensional complex Banach space. Notations and definitions not explicitly given are taken from our previous papers [3] , [4] , [5] and [6] . The aim of this paper is to show the following result. THEOREM 
For T G £(X) the following conditions are equivalent: (1) T € (2) There exist two closed, T-invariant subspaces X\ and Xi of X such that
x = x 1 ®x 2 , r| Xl €*(*!), j(r|^) = 0, T\X 2 G ^{XÏ) and is nilpotent. If dim X 2 < oo then it follows from (*) that dim N(T m ) = dim N(T^) + dim X 2 < oo.
Since T m e $ g (X) ([3] , Corollary 4.6), we get from Theorem 3.22 in [4] 
that T m e $(X), thus T € •
For the constructions of the subspaces X\ and X 2 we need the following proposition.
(4) Let m be the smallest integer > 0 such that (3) holds. Then [6] shows that (1) and (2) hold.
(3) follows from [5] , Proposition 1.4. (4) Proposition 1.4 in [5] shows that (i) holds, (ii) follows from Proposition 1.2 in [6] . Since
and dim(JV(T) D T(X)) < oo ( [3] , Theorem 4.8), (iii) follows. It is clear that (iv) holds for n < m. We proceed by induction. Assume that (iv) holds for some n > m and all k > 0. Let k > 0 and take 
Construction of the subspace Xi
In this section we always assume that T G and that the smallest integer m with (1) Nj is closed for each j > 0. 
(2) Let y G T(N j+1 ).
Thus y = Tx for some x G N j+1 Ç T^iNj). This gives y = Tx G Nj. 
(5) First we show that for each j > 0:
Clearly, (2.2) holds for j G {0,1}. We proceed by induction. Suppose that
Therefore there are x t g Nj and
, thus xi = Ty for some y G X. From (2.1) we get y = y\ + y 2 with y\ G Y and
2) holds for j = 1, we get by (3)
From i/i G iVj +1 we derive
X -w G iv i+1 + (T m (X) D N(T)) C iV j+1 + (T m (X) n iV(T J+1 )).
Since to G T m (X) fl N(T j+1 ), we get
This shows that (2.2) holds for j + 1. From (4) we conclude that Nj
It remains to show that the sum in (2.3) is direct. But this is a special case of (6). (6) If j = 0 there is nothing to prove. Since the sum in (2.1) is direct, (6) holds for k G {0,1} and each j > 1. We proceed by induction on k. Suppose that for some k > 0 we have
Let j G N and take
From (2.4) we get
This shows that (2.4) holds for k + 1. Use (5) (1) Xi is closed.
(3) T 2 m = 0. (6) we get
Use (4) and (5) of Proposition 2.1 to obtain
N(T m ) + T m (X) ÇN m + T m (X) Ç N(T m ) + T m (X). m

Construction of the subspace X\ As in Section 2, we assume that T G and that the smallest integer m with iV(T)nT m (X) = N(T)nT m + k (X)
for each k> 0 is strictly positive.
PROPOSITION 3.1.
(1) T(X) + N(T m ) is closed.
(2) codim(T(X) + N(T m )) < oo.
(3) There is a (closed) subspace Z of X with dim Z < oo and (3.1) X = (T(X) + N(T m ))®Z.
Proof. (1) Proposition 1.3 (4)(ii). (2) Take a pseudo-inverse 5 of T with A = I -ST -TS G and take y G A(X). Thus y = Ax for some x G X. It follows that y = -TSx + (/ -ST)x = TS(-x) + (I -ST)x G T(X) + N(T).
This shows that
A(X) C T(X) + N(T) C T(X) + N(T m ).
From A G $(X) we get codim A(X) < oo, thus (2) follows from the above inclusions.
(3) follows from (1), (2) (1) For each j > 0 we have Hence we have shown that
T(Mj) = T(Z) + T 2 (Z) + • • • + T j (Z) + T j+1 (X) and M j+1 = Z + T(Z) + ••• + T j (Z) + T j+1 (X).
(3) From (2) we get
Clearly we have X = M 0 + N(T).
(5) The inclusion
is trivial for j = 0. For j > 1, (3.2) follows from (1). Now we show by induction on j that
thus u G Z+T(Mj) and T k u = 0. There are v G Mj and w G Z such that u = Tv + w.
We have shown that (3.3) holds for j + 1 and each k > 0. Proof. We have • PROPOSITION 3.6.
(1) Ti G $ fl (X x ) and T 2 G * g (X 2 ).
(2) N{T0 Ç fi 1T(X 1 ). n>l (3) Ti € 9(Xi) and j(T\) -0. 
