A parallel adaptive mesh refinement (AMR) algorithm is proposed for predicting turbulent non-premixed combusting flows characteristic of gas turbine engine combustors. The Favre-averaged Navier-Stokes equations governing mixture and species transport for a reactive mixture of thermally perfect gases in two dimensions, the two transport equations of the k-ω turbulence model, and the time-averaged species transport equations, are all solved using a fully coupled finite-volume formulation. A flexible block-based hierarchical data structure is used to maintain the connectivity of the solution blocks in the multi-block mesh and facilitate automatic solution-directed mesh adaptation according to physics-based refinement criteria. This AMR approach allows for anisotropic mesh refinement and the block-based data structure readily permits efficient and scalable implementations of the algorithm on multi-processor architectures. Numerical results for turbulent non-premixed diffusion flames, including cold-and hot-flow predictions for a bluff body burner, are described and compared to available experimental data. The numerical results demonstrate the validity and potential of the parallel AMR approach for predicting complex non-premixed turbulent combusting flows.
I. Introduction
In the last twenty years, numerical methods have become an essential tool for the investigation of turbulent combusting flows. Due to more manageable computational requirements and somewhat greater ease in handling complex flow geometries, most practical simulation algorithms are based on the Reynolds-or Favreaveraged Navier-Stokes equations, where the turbulent flow structure is entirely modelled and not resolved. In spite of simplifications offered by the time-averaging approach, the system of equations governing turbulent combusting flows can be both large and stiff and its solution can still place severe demands on available computational resources.
Many approaches have been taken to reduce the computational costs of simulating combusting flows. One successful approach is to make use of solution-directed mesh adaptation, such as the adaptive mesh refinement refinement (AMR) algorithms developed for aerospace applications. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] Computational grids that automatically adapt to the solution of the governing equations are very effective in treating problems with disparate length scales, providing the required spatial resolution while minimizing memory and storage requirements. Recent progress in the development and application of AMR algorithms for low-Mach-number reacting flows and premixed turbulent combustion is described by Day and Bell. [12] [13] [14] Another approach for coping with the computational cost of reacting flow prediction is to apply a domain decomposition procedure and solve the problem in a parallel fashion using multiple processors. Large massively parallel distributedmemory computers can provide many fold increases in processing power and memory resources beyond those of conventional single-processor computers and would therefore provide an obvious avenue for greatly reducing the time required to obtain numerical solutions of combusting flows. Douglas et al. 15 describe a parallel algorithm for numerical combustion modelling. More recently, Northrup and Groth 16 combined these two numerical approaches, producing a parallel AMR method that both reduces the overall problem size and the time to calculate a solution for laminar combusting flows. The extension of this combined approach to turbulent non-premixed combusting flows is the focus of the present study.
II. Mathematical Model of Turbulent Combusting Flows
A. Favre-Averaged Navier-Stokes Equations A mathematical model based on the Favre-averaged Navier-Stokes equations for a compressible thermally perfect reactive mixture of gases has been formulated and is used herein to describe turbulent non-premixed combustion processes. In this formulation, the continuity, momentum, and energy equations for the reactive mixture of N species are
where ρ is the time-averaged mixture density, u is the Favre-averaged mean velocity of the mixture, p is the time-averaged mixture pressure, e = | u| 2 /2 + N n=1 c n h n − p/ρ + k is the Favre-averaged total specific mixture energy, f is a body force per unit volume acting on the gaseous mixture, k is the specific turbulent kinetic energy, D k is the coefficient for the diffusion of the turbulent energy, τ and λ are the molecular and turbulent Reynolds stress tensors or diads, and q and q t are the molecular and turbulent heat flux vectors, respectively. The mixture pressure is given by the ideal gas law
where R n is the species gas constant and T is the mixture temperature. Fourier's law is used to represent the thermal diffusion caused by the random thermal motion and turbulence. In addition, h n is the absolute (chemical and sensible) internal enthalpy for species n. The transport equation describing the time evolution of the species mass fraction, c n , is given by
whereẇ n is the time-averaged or mean rate of the change of the species mass fraction produced by the chemical reactions and J n and J tn are the molecular and turbulent diffusive fluxes for species n, respectively. The latter are specified using Fick's law. The modified two-equation k-ω model of Wilcox 17 is used here to model the unresolved turbulent flow quantities. In this approach, the Boussinesq approximation is used to relate the Reynolds stress tensor, λ, to the mean flow strain-rate tensor using a turbulent eddy viscosity, µ t ,
with µ t = ρk/ω. Transport equations are solved for turbulent kinetic energy, k, and the specific dissipation rate, ω, given by
where µ is the molecular viscosity of the mixture and σ * , β * , α, σ, and β are closure coefficients for the two-equation model. The latter are given by
with
and
The tensors Ω ij and S ik are the vorticity and strain rate tensors, respectively. For two-dimensional axisymmetric flows, the preceding equations can be re-expressed using vector notation as ∂U ∂t
where U is the vector of conserved variables given by
the inviscid and viscous radial flux vectors, F and F v , are
the inviscid and viscous axial flux vectors, G and G v , are
and S φ and S φ v are the inviscid and viscous source vectors associated with the axisymmetric geometry, and S is the source vector containing terms related to the finite rate chemistry, body force due to gravity, and turbulence modelling, respectively. The latter have the form
Here, r, z, and θ are the radial, axial, and azimuthal coordinates of the axisymmetric frame, v r and v z are the radial and axial velocity components, g z is the acceleration due to gravity (assumed to have only an axial component here), q r and q z the radial and axial components of the heat flux, τ rr , τ rz , τ zz , and τ θθ are the components of the viscous fluid stresses, and λ rr , λ rz , λ zz , and λ θθ are the Reynolds stresses.
B. Thermodynamic and Transport Properties
Thermodynamic relationships and transport coefficients are required to close the system of equations given above. Thermodynamic and molecular transport properties of each gaseous species are prescribed using the empirical database compiled by Gordon and McBride, 18, 19 which provides curve fits for the species enthalpy, h n , specific heat, c p n , entropy, viscosity, µ n , and thermal conductivity, κ n , as functions of temperature, T . For example, the enthalpy and viscosity for a particular species is given by
where a k,n , A n , B n , C n , and D n are the coefficients for the curve fits. The Gordon-McBride dataset contains curve fits for over 2000 substances, including 50 reference elements. The molecular viscosity, µ, and thermal conductivity, κ, of the reactive mixture are determined using the mixture rules of Wilke 20 and Mason and Saxena, 21 respectively. Turbulent contributions to thermal conductivity and species diffusivity are modelled by making an analogy between momentum and heat transfer and introducing the turbulent Prandtl and Schmidt numbers, Pr t and Sc t , both of which are taken to be constant (Pr t = 0.9 and Sc t = 1), and assuming κ t = µ t c p /Pr t and D tn = µ t /ρSc t .
C. Reduced Chemical Kinetics and Eddy Dissipation Model
For methane-air combustion considered in the present work, the following reduced, one-step, five-species, chemical kinetic scheme of Westbrook and Dryer 22 is used:
The five species are methane (CH 4 ), oxygen (O 2 ), carbon dioxide (CO 2 ), water (H 2 O), and nitrogen (N 2 ). Nitrogen is taken to be inert. In order to account for the strong interaction that exists between the chemistry and turbulence in nonpremixed combustion processes, the mean reaction rate,ẇ n , is estimated using the eddy dissipation model (EDM) of Magnussen and Hjertager. 23 This model assumes that turbulence mixing limits the fuel burning and the fuel reaction rate is limited by the deficient species. The individual species mean reaction rate is then taken to be the minimum of the rates given by the finite-rate chemical kinetics (i.e., the law of mass action and Arrhenius reaction rates) and the EDM value. The latter is related to the turbulence mixing time and is estimated using the dissipation rate, ω.
D. Treatment of Near-Wall Turbulence
Both low-Reynolds-number and wall-function formulations of the k-ω model are used for the treatment of near-wall turbulent flows, with a procedure for automatically switching from one to the other, depending on mesh resolution. In the case of the low-Reynolds-number formulation, it can be shown that
where y is the distance normal from the wall. 17 Rather than attempting to solve the ω-equation directly, the preceding expression is used to specify ω for all values of y + ≤ 2.5, where y + = u τ y/ν, u 2 τ = τ w /ρ, and τ w is the wall shear stress. Provided there are 3-5 computational cells inside y + = 2.5, this procedure reduces numerical stiffness, guarantees numerical accuracy, and permits the k-ω model to be solved directly in the near-wall region without resorting to wall functions. In the case of the wall-function formulation, the expressions
are used to fully specify k and ω for y + ≤ 30-250, where κ is the von Kármán constant. A procedure has been developed to automatically switch between these two approaches, depending on the near-wall mesh resolution. This automatic near-wall treatment readily accommodates situations during adaptive mesh refinement where the mesh resolution may not be sufficient for directly calculating near-wall turbulence using the low-Reynolds-number formulation. 
III. Parallel AMR Algorithm

A. Finite Volume Scheme
A finite volume scheme is employed to solve the Favre-averaged Navier-Stokes equations of Eq. 13 above for a two-dimensional axisymmetric coordinate frame. The system of governing equations is integrated over quadrilateral cells of a structured multi-block quadrilateral mesh. The semi-discrete form of this finite-volume formulation applied to cell (i, j) is given by
where
and A i,j are the radius and area of cell (i, j), and ∆ and n are the length of the cell face and unit vector normal to the cell face or edge, respectively. The inviscid (hyperbolic) components of the numerical flux at each cell face is evaluated using limited linear reconstruction 24 and one of several Riemann-solver based flux functions. [25] [26] [27] The viscous (elliptic) components of the cell face flux are evaluated by employing a centrally-weighted diamond-path reconstruction procedure as described by Coirier and Powell. 28 For the time-invariant calculations performed as part of this study, a preconditioned multigrid algorithm with multi-stage time marching scheme smoother is used to solve the coupled set of non-linear ordinary differential equations that arise from the finite-volume spatial discretization procedure. The smoother is based on the optimally-smoothing multi-stage time marching schemes developed by van Leer et al. 29 To cope with numerical stiffness, a semi-implicit treatment is used in the temporal discretization of the source terms associated with axisymmetric geometry, finite-rate chemistry, turbulence modelling, and gravitational acceleration. A nonlinear V-cycle multigrid approach is used in which the turbulence quantities are restricted to the coarse mesh but not updated so as to enhance the stability of the scheme and avoid non-physical solutions. 
B. Block-Based Adaptive Mesh Refinement
Adaptive mesh refinement algorithms, which automatically adapt the mesh to the solution of the governing equations, can be very effective in treating problems with disparate length scales. They permit local mesh refinement and thereby minimize the number of computational cells required for a particular calculation. Following the approach developed by Groth et al. 9, 10 for computational magnetohydrodynamics, a flexible block-based hierarchical data structure has been developed and is used in conjunction with the finite-volume scheme described above to facilitate automatic solution-directed mesh adaptation on multi-block body-fitted quadrilateral mesh according to physics-based refinement criteria. The method allows for anisotropic mesh refinement and is well suited to parallel implementation via domain decomposition.
The AMR procedure is illustrated in Fig. 7 , where a sequence of adaptively refined grids leading to a final mesh consisting of 235 12×8 cell blocks and 22,560 cells with five levels of refinement is shown. Refer to the recent papers by Sachdev et al. 11 and Northrup and Groth 16 for further details.
C. Domain Decomposition and Parallel Implementation
A parallel implementation of the block-based AMR scheme has been developed using the C++ programming language and the MPI (message passing interface) library. 32 A domain decomposition procedure is used where the solution blocks making up the computational mesh are distributed equally among available processors, with more than one block permitted per processor. A Morton ordering space filling curve is used to order the blocks for more efficient load balancing.
33
The parallel implementation has been carried out on a parallel cluster of 4-way Hewlett-Packard ES40, ES45, and Integrity rx4640 servers with a total of 244 Alpha and Itanium 2 processors. A low-latency Myrinet network and switch is used to interconnect the servers in the cluster. Estimates of the parallel performance and scalability of the proposed solution-adaptive method on this facility are shown in Fig. 1 for a fixed-size turbulent non-reacting multi-species flow problem having 64 solution blocks. The relative parallel speed-up, S p , defined as and the relative parallel efficiency, E p , defined as
are both shown in the figure, where t 1 is the processor time required to solve the problem using a single processor, and t p is the total processor time required to solve the problem using p processors. The performance indicators are shown for three different mesh sizes: 4,096 cells (64 8×8 cell blocks); 6,400 cells (64 10×10 cell blocks); and 18,432 cells (64 12×24 cell blocks). It can be seen that the parallel speed-up of block-based AMR scheme is nearly linear and is about 87% for up to 32 processors, even for the smaller 8×8 cell solution blocks. The parallel efficiency is 92% for the larger 10×10 cell solution blocks.
IV. Numerical Verification and Validation
A. Non-Reacting Laminar Couette Flow
The validation and verification of the proposed parallel AMR scheme has been carried out for laminar flows.
16
The computation of non-reacting laminar Couette flow in a channel with a moving wall was considered in order to demonstrate the accuracy of the viscous spatial discretization scheme. The case with an upper wall velocity of 29.4 m/s and a favourable pressure gradient of dp/dx = −3, 177 Pa/m was investigated and compared to the analytic solution. The predicted velocity profile is plotted and compared to the exact analytic solution for this incompressible isothermal flow in Figure 2 . The L 1 -and L 2 -norms of the error in axial component of velocity are plotted in Fig. 3 . The slopes of the two norms are 2.02 and 1.95, respectively, indicating that the finite-volume scheme is indeed second-order accurate. The proposed scheme has also been found to provide predictions of axisymmetric co-flow methane-air diffusion flames that are in good agreement with experimental data.
B. Non-Reacting Fully-Developed Turbulent Pipe Flow
The validation of the parallel AMR scheme for non-reacting turbulent flows has also been considered by comparing numerical results to the experimental data of Laufer 34 for non-reacting, fully-developed turbulent flow in a pipe with Re = 500, 000. Solutions for both the wall function and low-Reynolds-number formulations of the k-ω turbulence model are compared to measured mean axial velocity and turbulent kinetic energy profiles in Figs. 4-6 . Calculations with the low-Reynolds-number formulation were performed using 80 cells in the radial direction with 3-4 of those cells lying within the laminar sublayer. The first cell off the wall was located at y + ≈ 0.6. The results using the wall functions was obtained using 32 cells in the radial direction with the first cell located at y + ≈ 43. The agreement between the experimental data and numerical results for this case is generally quite good. As expected, it is evident that the k-ω model is able to reproduce the characteristic features of fully-developed pipe flow and, in particular, the predictions using the lowReynolds-number model are in excellent agreement with well-established theoretical results in the near-wall region.
V. Numerical Results for Bluff-Body Burner
A. Non-Reacting Flow
The International Workshops on Measurement and Computation of Turbulent Non-Premixed Flames have lead to the establishment of an internet library of well-documented turbulent non-premixed flames that are appropriate for combustion model validation.
35 Following the initial validation efforts described above, the proposed parallel AMR method was applied to the solution of two non-reacting flow cases associated with the bluff-body burner configuration that forms part of this experimental database. These bluff-body jet flows have been investigated and/or used for validation purposes in several recent studies (e.g., Dally et al. 36 and Turpin and Troyes 37 ). For the cases considered, the diameter of the bluff body is D b = 50 mm and the velocity and temperature of the co-flowing air is 20 m/s and 300 K, respectively. In the first case of interest, air is injected through an orifice of diameter 3.6 mm at the base of the cylindrical bluff body with a temperature of 300 K and velocity of 61 m/s. The Reynolds and Mach numbers based on the high-speed jet are Re = 193, 000 and Ma = 0.18. In the second case, ethylene (C 2 H 4 ) is injected at the base of the bluff body with a velocity of 50 m/s and a temperature of 300 K. In this case, the Reynolds and Mach numbers based on the ethylene flow are Re = 145, 000 and Ma= 0.11. Figure 8 shows the predicted mean velocity and streamlines for the air jet obtained using a mesh consisting of 320 6 × 6 cell blocks and 11,520 cells with five levels of refinement. Numerical results for the ethylene fuel jet are depicted in Fig. 9 , where the predicted mass fraction of C 2 H 4 obtained using a mesh consisting of 479 6×6 cell blocks and 17,244 cells, also with five levels of refinement, is compared to measured C 2 H 4 concentrations. In both cases, the mesh resolution was such that the typical size of the computational cells nearest the wall was in the range 0.2 < y + < 1. For the air jet case, the overall flow field predictions are generally in good agreement with the experimental data (not shown) and reveal the formation of a double-vortex structure in the re-circulation zone which are important in controlling fuel/oxidizer mixing. For the ethylene jet case, the predictions of the mixing field (Fig. 9 ) also appear to be quite reasonable when compared to the experimental data. 
B. Reacting Flow
The numerical solution of a methane-air combusting flow field for the bluff-body burner described above has also been considered here. The flow geometry and boundary conditions for this reacting case are the same as those for the non-reacting cases, except that the velocities of the co-flowing air and methane fuel are 25 m/s and 108 m/s, respectively. The Reynolds and Mach numbers are Re = 315, 000 and Ma = 0.24. Computations were carried out using a mesh consisting of 91 8×8 cell blocks and 5,824 cells with four levels of refinement. As in the non-reacting cases, the mesh resolution was such that the typical size of the computational cells nearest the wall was in the range 0.2 < y + < 1. Figures 16 and 17 show the predicted distributions of mean temperature and mean mass fraction of CO 2 for this turbulent non-premixed flame. The predicted flame structure is generally in agreement with the experimentally observed structure. The flame is quite elongated and three zones can be identified: the re-circulation, neck, and jet-like propagation zones. A double-vortex structure is formed in the re-circulation zone and acts to stabilize the flame. The maximum flame temperature is about 2180 K. The predicted radial profiles of the mean temperature and mass fraction of CO 2 at x/D b = 1.92 are also shown in Figs. 18 and 19 and are compared to several measured values of the flame temperature and carbon dioxide concentration. In general, the temperature and hence carbon dioxide concentration are somewhat overpredicted; however, the agreement with the experimental values is surprisingly good considering the limitations of the simplified reduced chemical kinetics scheme and turbulence/chemistry interaction model used herein. 
VI. Conclusions
A highly parallelized AMR scheme has been described for turbulent non-premixed combusting flows. The combination of a block-based AMR strategy and parallel implementation has resulted in a powerful computational tool, as demonstrated by the non-reacting and reacting flow results for the turbulent non-premixed flame bluff body burner. Future work will involve the extension of the algorithm to three-dimensional flow geometries and the application to more realistic combustor configurations. 
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