Abstract-The problem of estimating the frequencies of harmonics in multiplicative and additive noise is addressed. The cyclic mean (CM) can be used if the multiplicative noise has nonzero mean; the cyclic variance (CV) can be used whether or not the multiplicative noise has zero mean. This paper answers the following question: Under what conditions should we use CV instead of CM? The criteria used are the ease of detection and the accuracy of estimation. CV is preferable to CM if the coherent to noncoherent harmonic power ratio is less than a threshold that depends on the first four cumulants; when the noises are colored, this threshold becomes frequency dependent. Third-and fourth-order cyclic statistics are also studied, and it is shown that they will always be outperformed either by CM or CV when the multiplicative noise is symmetric.
I. INTRODUCTION
H ARMONIC retrieval continues to be an important problem in signal processing. Since Whittle's work on mixed spectra [18] , spectral analysis (SA) has been the standard solution. In the case of constant amplitude harmonics in additive noise (maybe colored and non-Gaussian), picking peaks in the periodogram leads to consistent estimates of the frequencies, and optimality has been established in the Gaussian case. However, SA may fail if the harmonic signal exhibits random amplitude fluctuations. Indeed, multiplicative noise, or random amplitude modulation, smears the spectral lines, thus making the "peak-picking" technique inefficient, especially when the multiplicative noise is broadband.
Random amplitude modulation occurs in Doppler-radar signals when the target scintillates or when the point target assumption is no longer valid [1] , [2] , [17] . Multiplicative noise is also encountered in propagating underwater signals due to the dispersive medium [6] and in light-wave systems such as optical fibers [11, p. 757 ].
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Consider a discrete-time harmonic in multiplicative and additive noise (1) with the following assumptions. AS1) and are deterministic constants in and , respectively. AS2)
is a real stationary stochastic process with mean and variance . AS3)
is a real stationary stochastic process with zeromean and variance . AS4) and are mutually independent. Note that the model in (1) includes the classical case of a harmonic with constant amplitude in additive noise. The pure multiplicative noise case is obtained by setting to 0.
The mean of the additive noise can be assumed to be zero without loss of generality (wlog). A nonzero mean can always be estimated consistently via the sample mean and then subtracted from the data. On the other hand, cannot be assumed zero wlog. It will be seen that plays a crucial role in the detection and estimation of the harmonic signal. In AS2), is assumed positive in order to ensure, along with AS1), the identifiability of the signal parameters, as in the purely additive noise case.
In model (1) , and represent, respectively, the coherent and noncoherent powers of the harmonic signal. In a nonfading environment (i.e., when ), the entire power of the harmonic is coherent. When the harmonic signal travels through a dispersive medium, a part of its power becomes noncoherent. The coherent-to-noncoherent power ratio decreases as the fade rate increases. Recently, techniques based on higher order statistics [6] , [15] and cyclic statistics [19] have been proposed to estimate the parameters of the model in (1) . Most of these approaches are based on the SA of the data if and on the SA of the squared data if Indeed, when , the coherent power of the harmonic signal vanishes, but squaring the data gives rise to a coherent harmonic in noise. However, SA of may also be useful when We must, therefore, wonder which method [SA of or SA of ] yields better performance. This paper provides statistical tools to answer this question. Comparisons with higher order power law transformations are also investigated. In other words, this paper answers the following interesting question: Should we use the data or a power (2, 3, 4) of the data before doing a Fourier analysis?
This paper shows that SA of the squared data should be used when the mean of the multiplicative noise is below a threshold that depends on the noise statistics. To carry out the performance analysis, we focus on the cyclic approach proposed by Zhou and Giannakis [19] . Some preliminary results were given in [9] and [16] .
The paper is organized as follows. Section II is mainly devoted to a review of the cyclic approach in [19] and some extensions. Section III derives the best cyclic statistic for the detection of the harmonic signal. Section IV gives insights into the tradeoffs between the CM and CV methods in term of frequency estimation accuracy. Numerical examples illustrate the theoretical results. Discussions and conclusions are in Sections V and VI.
II. FREQUENCY ESTIMATION USING CYCLIC STATISTICS
The mixture of deterministic and random signals in (1) renders nonstationary. The periodic nature of the sinusoidal signal makes cyclostationary, i.e., the moments of are periodically time-varying. Cyclic moments and their estimators have been proposed in [5] and [7] . If and are assumed mixing, these estimates converge in mean square and are asymptotically normal [5] . Using the first two cyclic statistics, consistent estimators of the harmonic parameters have been proposed in [19] . This cyclic approach is based on the cyclic mean (CM) when and on the cyclic variance (CV) when
A. Cyclic Mean
The mean of is given by (2) where denotes the expectation operator. Since is periodically time-varying, we consider its generalized Fourier series coefficient, which is called the CM [5] (3) where is the Kronecker delta function. Thus, peaks at A consistent estimate of is given by [5] (4) which is simply the normalized discrete Fourier transform (DFT) of the data
The unknown parameters are estimated in [19] via (5) To decide whether or not a harmonic is present in the observed signal, we must decide whether the peak value is significant.
B. Second-Order Cyclic Statistics

If
, the CM contains no information about the harmonic parameters; however, SA of the squared data enables us to recover the parameters. The CV-based estimator was studied in [19] for this case. Here, we will study the CV method in the general case where
The zero-lag second-order moment of is given by (6) Since is periodic in time, we consider its generalized Fourier series coefficient, which is known as the cyclic secondorder moment (7) which can be consistently estimated via the normalized DFT of the squared data [5] (8)
The parameters to be estimated are now and , where
Because of the frequency doubling in , we must assume and in order to ensure identifiability using the CV method. The 2:1 oversampling requirement is not severe and, in some cases, may be needed to ensure parameter identifiability, regardless of the method used. For example, when the multiplicative noise is zero-mean, Gaussian, and uncorrelated, the likelihood function of the data are the same for the pairs and The CV-based estimates are given by arg (10) We will call this method "CV" even though is actually the second-order cyclic moment since the mean value has not been removed.
C. Third-Order Cyclic Statistics
The zero-lag third-order moment is given by where is the skewness of the random variable
The third-order cyclic moment (TCM) of , which is the generalized Fourier series coefficient of , peaks at and
The TCM can be estimated consistently from a single realization by [5] Consistent estimators of and are obtained as arg arg when The condition is violated only if the third-order moment is negative and satisfies In the zero-mean case, , and the peak at has greater amplitude than that at unless ; of course, if both and , the TCM method cannot be used.
D. Fourth-Order Cyclic Statistics
The zero-lag fourth-order moment is given by where is the th-order moment; therefore where denotes the fourth-order cumulant of the r.v.
The fourth-order cyclic moment (FCM) of is given by Thus, peaks at three nonzero cycles: and It is clear that the magnitude of the peak at is larger than that of the peak at Further thanks to the Cauchy-Schwarz inequality The FCM is consistently estimated via the DFT of Therefore, consistent estimators of and are obtained using (10) after replacing with
III. DETECTION OF HARMONICS
The detection problem consists of deciding between the two hypotheses Our detection method is based on the output SNR after applying the DFT to the data or squared data. This approach has been used in [13, p. 188] in the constant amplitude case
The output SNR is sometimes called deflection. This criterion is useful when it is difficult to derive the probabilities of false alarm and miss of the optimal Neyman-Pearson detector. In the context of weak signals, locally optimum detectors (LOD's) have been derived in [14] ; it is interesting to note that these LOD's require knowledge of only the first and second-order statistics of the additive and multiplicative noises.
As we saw in Section II, both the CM and the CV method may be used for the detection of the sinusoidal signal if
The goal of this section is to provide statistical tools to choose between the two methods. Comparisons with the TCM and FCM will also be investigated. In this section, we limit our study to the case where both and are i.i.d. processes.
A. Performance of CM and CV Detectors
Harmonic detection using CM or CV is based on the detectability of a significant peak in the CM and CV estimates. Thus, the statistic that exhibits, in the presence of a harmonic signal, the "cleaner" peak will be preferable.
The signal can be written as (11) where Now, is zero-mean and has no cyclic component at Since the DFT is a linear transform, we obtain where and are the CM estimates (or DFT) of and , respectively. It is convenient to deal with the square magnitude whose statistical mean is given by since is zero-mean. The second term in the right-hand side of the above equation can be interpreted as the output noise level at the cycle The output SNR of the CM at the cycle is then (12) This implies that the larger the output SNR, the more likely that there is a cycle at the frequency Furthermore, has an absolute maximum at , which is , provided satisfies This guarantees that the main lobes of the positive and negative spectral components do not interfere with each other.
In the same way, can be written as (13) where The CV-based detection method regards as the desired signal and as an additive noise. As for the CM method, the output SNR of the CV at the cycle is defined as (14) where and are the DFT of and , respectively. For the same reasons as for the CM, has an absolute maximum at , which is , provided satisfies (15) In order to carry out the performance analysis of the CM and CV methods, we need to calculate the denominators in (12) and (14) . [12, p. 189] ). The same applies to the CV-based detection method.
The comparison of the CM-and CV-based detectors will be in terms of the following (maximum) output SNR's [under (17) ]:
The greater these SNR's, the better the enhancement of the peak in the CM and CV statistics, and thus, the better the detectability of the harmonic signal. Statistical tests to detect cycles can be devised along the lines of [4] . In the additive noise case, Porat [13, pp. 186-194] states that there is high probability that the maximum magnitude of the DFT will be near the true frequency if the output SNR is larger than 25. In the same way, the reliability condition for the CM and CV-based detectors is
for This assumes that the CM and CV estimates are Gaussian distributed (or at least do not have much heavier tails); this condition is satisfied asymptotically [5] and is a fair approximation for a small to moderate number of samples [8] .
B. CM versus CV
We define the relative detection efficiency of the CV method with respect to (w.r.t.) the CM method as SNR SNR
The CV method will be said to be superior to the CM method if as far as detection is concerned. It is worth noting that in the pure additive noise case (i.e., is a constant), is at most equal to 1/8:
where This is because for continuous valued random variables. Therefore, the CM is by far the better method in this case. In subsequent sections, we show that this result does not always hold in the presence of multiplicative noise.
We will find it useful to define is the normalized skewness of and is its normalized kurtosis. Result 1: The CV method is superior to the CM method for harmonic detection if Result 2: For multiplicative noise with zero skewness, i.e., , the CV method is superior to the CM method if
Therefore, the CV method is superior if , which is the coherent-to-noncoherent harmonic power ratio, is lower than a threshold that depends on the skewness and kurtosis of the multiplicative noise. Fig. 2 shows the behavior of the threshold versus the kurtosis in the zero skewness case. We conclude that the lower the kurtosis, the greater the threshold and the more the CV method becomes superior (recall that Since , the CM method is certainly superior if regardless of the pdf of To study the relationship between the threshold and the noise pdf, let us consider the zero-mean generalized Gaussian pdf. It is a symmetric density function parameterized by two constants, the shape parameter , and the scale or size parameter It is defined by (23) where is the gamma function. The Gaussian case is obtained for , and for lower values of , the shape of decays at a lower rate than in the Gaussian case, e.g., yields the Laplace pdf. Thus, the generalized Gaussian pdf gives densities ranging from the Gaussian to those with much heavier or lighter tails.
For the pdf in (23), we know that and The kurtosis is independent of the size parameter and decreases as increases. The threshold is plotted as a function of in Fig. 3 . We then conclude that as increases, the greater the performance gain using the CV method. In other words, the CV method may significantly outperform the CM method in the case of lighter-tailed noise pdf's. 
2) Multiplicative and Additive Noises:
In this section, we study the influence of the additive noise on the preceding performance analysis. According to (19) and (20), the relative efficiency can be written as (24) where is the normalized kurtosis of the additive noise. After some calculations, we obtain the following result. , and the CV method is superior if Fig. 4 displays the regions of superiority of the CM and the CV methods. It appears that for a given value of , the domain of superiority of the CV method diminishes when the variance of the additive noise increases, as expected. b) Non-Gaussian multiplicative and Gaussian additive noise sources: We assume that the pdf of the multiplicative noise is the generalized Gaussian density given by (23) and that the additive noise is Gaussian so that 
c) Gaussian multiplicative and non-Gaussian additive noise sources:
The pdf of the additive noise is assumed to be the generalized Gaussian density given in (23). In this case
The threshold of superiority versus is depicted in Fig. 6 for different values of Notice that the heavier the tail of the multiplicative or/and additive noise pdf's, the better the performance of the CM method, and the lower the performance of the CV method.
C. CM and CV versus TCM and FCM
We have shown above that the square law transformation of can greatly improve detection under certain conditions. Thus, the following question becomes imperative: What is the performance of higher order power law transformations? Here, we will limit our study to the third-and fourth-order cyclic statistics. We also limit the comparison between the CM and CV and the TCM and FCM to the pure multiplicative noise case, i.e., Let Following the same procedure as for CM and CV, the SNR's relative to the line spectrum in the TCM, and to the line spectrum in the FCM are found to be SNR SNR where These derivations are straightforward but rather tedious and, hence, are omitted.
In the case of zero skewness multiplicative noise, simplified expressions for SNR and SNR are obtained by setting and When the multiplicative noise pdf is the generalized Gaussian density given in (23), we obtain b) Non-Gaussian case: We consider the generalized Gaussian distribution given in (23). Fig. 9 confirms the theoretical result that the domain of superiority of the CV method increases as increases, i.e., for short-tailed pdf's. Thus, for , the CV becomes superior as soon as exceeds c) Multiplicative and additive noise case: We restrict the simulations to the case of Gaussian multiplicative and additive noise. The ratio is set to 0.1, and The normalized (by the maximum over ) CM and CV for different values of the ratio are depicted in Fig. 10 . As shown theoretically, the additive noise contributes to a reduction of the range of the ratio for which the CV method is superior.
IV. HARMONIC ESTIMATION
In the previous section, we compared the performance of detectors based on cyclic statistics. This section is devoted to the comparison of the cyclic statistics in terms of the accuracy of the frequency estimates. We evaluate the asymptotic variance of the CV-based estimator for , and we compare it with that for the CM-based estimator. Again, we will see that the CV may outperform the CM in term of estimation accuracy. This is true when is above a threshold that depends on the noise pdf's and the noise color. We quantify this for the case where is a lowpass Gaussian AR process; such a model has been used in [1] to model returns from an on-board radar on a train.
A. Asymptotic Performance Analysis
Here, we assume that the multiplicative and additive noise are mixing in the sense that the cumulants are absolutely summable where and are the th-order cumulants of and , respectively. The mixing property implies that samples of the process that are well separated in time are approximately independent [3, pp. 25-27].
1) Cyclic Mean:
The asymptotic performance of the CMbased estimators in (5) has been studied in [19] ; the large sample variance of the frequency estimate is given by var (25) where and are the power spectra of the two noise processes 2) Cyclic Variance: The large sample performance of the CV-based estimators has been studied in [19] for the zero mean multiplicative noise case, i.e., Here, we address the more general case where and Some of the development in [19] is applicable by substituting of (9) for We will omit those details. It is straightforward to show that the CV-based estimates in (10) are equivalent to the NLLS estimates The large sample covariance matrix of the CV-based estimate is given by (28) The derivation of (28) is given in Appendix B.
The asymptotic variance of the frequency estimate is then var
When , our formulas reduce to those established in [19] . If the multiplicative noise is symmetrically distributed, its third-order cumulants vanish, as do and
B. CM versus CV
Equations (25) and (29) give the expressions for the asymptotic variances of the estimates of based on the cyclic mean and the cyclic variance. The asymptotic relative efficiency (ARE) of the CV-based estimator wrt the CM-based estimator can be defined as ARE var var
It is worth noting that this measure of relative efficiency is useful only if is large enough to make expressions (25) and (29) valid. More specifically, when both the CM and CV exhibit a "clean" peak, which statistic should we use for frequency estimation?
In order to get insight into the CV versus CM tradeoff for frequency estimation, we consider some important cases.
1) White Noise Case: When both the multiplicative and additive noise are white, we obtain Below, we limit our study to multiplicative noise with zero skewness
The ARE is ARE (31) Fig. 11 . ARE versus 2 in the Gaussian white multiplicative noise.
Note that the ARE in the pure additive noise case is at most equal to 0.5: ARE since for continuous valued random processes. Thus, in the additive noise case the CM-based estimator is the better estimator.
a) Multiplicative noise case: Let the additive noise power be zero so that the harmonic signal is contaminated only by multiplicative noise. In this case, the CV-based estimator will be more efficient than the CM-based estimator if satisfies (C5) For Gaussian noise, so that the threshold of efficiency The ARE versus is depicted in Fig. 11 . It is seen that we should use the CV-based estimator when
Notice that for a given value of , we have that Thus, the domain of superiority of the CV for estimation is larger than that for detection. In other words, we should use the CV for frequency estimation even if the CM exhibits a cleaner peak than the CV, provided (C5) is satisfied.
To study the influence of the kurtosis on the ARE, we model the multiplicative noise pdf by the generalized Gaussian density given in (23). Fig. 12 displays versus the shape parameter It is seen that is an increasing function of We then conclude that as increases (lighter-tailed pdf), so does the performance gain using the CV-based estimator (for fixed It is worth noting that since , we have that
This implies that the CM-based estimator outperforms the CVbased estimator if , regardless of the pdf of the multiplicative noise (provided and the noise is white). b) Multiplicative and additive noise case: From (31), we can derive a condition similar to (C5). Fig. 13 displays the behavior of the threshold of superiority as a function of when both the multiplicative and additive noise are Gaussian. As expected, the performance gain using the CV-based estimator increases with 2) Colored Noise Case: Let be a linear non-Gaussian process , where is zero-mean i.i.d. non-Gaussian, whose th-order normalized cumulants at zero lag are denoted by ; we will continue to use to denote variance. We can express the cumulants of in terms of and the impulse response
In typical applications, the multiplicative noise is well modeled as a lowpass AR process [1] . Consider the AR(1) model
The relevant cumulants of are given by We obtain from which we can evaluate and thus evaluate var Consider the purely multiplicative noise so that For Gaussian noise, we obtain var (32) var
where As in the white noise case, for a given and , the CM-based method should be preferred as we increase (the harmonic eventually becomes constant amplitude). Because of the color of , there is a frequency-dependent behavior as well. For a given and , the CM method will be preferred for frequencies greater than a threshold , which depends on
In Fig. 14 , we plot as a function of for various values of For a given , the threshold decreases from 0.25 to 0, as increases; a sharp transition point or knee is visible in the figure; this transition point moves to the left as increases. For white noise, the transition point is at (the root of ). The effect of decreasing is to make the curve flatter and the knee sharper. ]. Indeed, according to Section III, the CV may provide a better enhancement of the line spectrum. The inspection of the DFT of may lead to a wrong decision on whether a harmonic is present or not in the observed signal. When neither the CM nor the CV exhibits a significant peak, it is more likely that there is no "hidden periodicity" in the observed signal.
If a "clean" peak is detected in both the CM and CV statistics, the question is the following: Which statistic should we use for frequency estimation? Section IV answered this question. The proposed rules require a priori information about the noise parameters. For example, in the Gaussian white multiplicative noise, we need to know whether is lower than 0.44 or not. If no a priori information is available, we need to develop a procedure for the estimation of the relevant noise parameters. Below, we present a simple estimation technique in the simple case where both the multiplicative and additive noise are Gaussian and white.
In 
where denotes the averaging operator. Estimates of and can then be derived using (34). We can therefore obtain an estimate of ARE after replacing and by their estimates in (31).
VI. CONCLUSIONS
In contrast to the additive noise case, spectral analysis of the squared signal may result in increased detection performance and estimation accuracy compared with the spectral analysis of the signal itself in the presence of multiplicative noise. Thus, it was shown that the CM fails when ; on the other hand, the CM should be preferred to CV when (purely additive noise case) because the CM-based estimator has a smaller variance regardless of the color/pdf of It was shown that the CV is preferable to the CM not only for but also for values of ranging from zero to a threshold that depends on the first four cumulants of the noise processes. When the noises are colored, this threshold is a function of frequency. The performance gain using the CV method increases for short-tailed multiplicative noise pdf's. It was also shown that either the CM or CV methods will outperform methods based on higher order cyclic moments (e.g., third-and fourth-order moments) for a large class of multiplicative noise pdf's including the Gaussian one. The complex-value case is studied in [10] .
APPENDIX A PROOF OF PROPOSITION 1 We will derive the finite sample variance of the CM and CV estimates. We provide an explicit expression for var and var
Since the DFT is a linear transform and using notation (11) 
