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Quantum relative entropy D(ρ‖σ)
def
= Tr ρ(log ρ − log σ) plays an important role in
quantum information and related fields. However, there are many quantum analogues
of relative entropy. In this paper, we characterize these analogues from information
geometrical viewpoint. We also consider the naturalness of quantum relative entropy
among these analogues.
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1 Introduction
In the quantum information theory, we usually focus on the quantum relative entropyD(ρ‖σ) def=
Tr ρ(log ρ − log σ) as a quantum analogue of relative entropy (divergence). However, there
are many kinds of quantum analogues of relative entropy. Some of them have been discussed
from the viewpoint of operator algebra [5, 4]. In the classical information geometry, the diver-
gence can be defined by using the integral along the autoparallel curve. Since the geometrical
approach in classical information systems is very attractive, excellent insights for quantum
information system can be expected through the consideration from geometrical viewpoints.
By extending this definition to the quantum system, Nagaoka [2, 10] defined quantum ana-
logues of divergence based on the integral along the parallel translation. e-parallel translation
and m-parallel translation are known as most popular parallel translations in the quantum
system as well as in the classical system. These divergences are called e-path-divergence and
e-path-divergence, respectively. In particular, In the classical system, the path-divergences of
both translations give the usual relative entropy. On the other hand, Fisher information is
unique in the classical system. However, it is not unique in the quantum system. Petz[8] com-
pletely characterized its quantum analogues. As famous examples, SLD Fisher information,
RLD Fisher information, and Bogoljubov Fisher information are known[7, 8, 6, 1, 9]. Nagaoka
showed that the quantum path-divergence concerning e (m)-parallel translation coincides with
the quantum relative entropy D(ρ‖σ) when the quantum Fisher information of interest is Bo-
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goljubov Fisher information[2, 10]. He also calculated the quantum path-divergence with the
SLD Fisher information concerning e-parallel translation[2].
In this paper, we calculate the quantum path-divergence other than the above cases.
Then, we succeeded in relating information geometrical path-divergence and an operator-
algebraic divergenceD(ρ‖σ) = Tr ρ log(ρ 12σ−1ρ 12 ), was introduced through operator-algebraic
context by Belavkin and Staszewski [11]. Further, we proved the additivity of quantum
path-divergence defined by e-parallel translation, and the monotonicity of quantum path-
divergence defined by m-parallel translation. These two parallel translations are the dual
parallel translations of each other. Since these two properties are fundamental, they are
expected to be applied in the research field of quantum information.
In the classical system, the divergence also can be defined from a convex function. Hence,
divergence is closely related to convex analysis. Amari & Nagaoka [1] showed that only
Bogoljubov Fisher information has zero-torsion. That is, the geometry of Bogoljubov inner
product has the dual flat structure. They also proved the equivalence of the following two
conditions. 1) The path-divergences of dual parallel translations can be given from potential
function. 2) The dual parallel translation has the dual flat structure. Hence, in the quantum
case, we can conclude that only path-divergences of Bogoljubov Fisher information is given by
a potential function. This result indicates that the geometry of Bogoljubov Fisher information
is closely related to optimization problem in quantum system. In fact, in their proof, the
calculations concerning Christoffel symbols were essentially used. However, many quantum
information scientists are not familiar to such analysis. In this paper, we give another proof
of this argument without any use of Christoffel symbols. This paper can be expected to be a
good guidance for quantum information geometry for quantum information scientist.
This paper is organized as follows. In section 2, we review the information geometri-
cal characterization of divergence D(p‖q) in the classical system. we also review how the
divergence can be defined by the convex function in the classical system. In section 3, we
give a review of inner product in quantum systems, which is a fundamental of quantum in-
formation geometry. In section 4, two kinds of autoparallel translations and autoparallel
curves are reviewed. In section 5, we treat quantum analogues of relative entropy from the
operator-algebraic viewpoint. In section 6, we examine quantum path-divergences based on
e-autoparallel translation, and consider their properties. In section 7, we examine quantum
path-divergences based on m-autoparallel translation, and consider their properties. In par-
ticular, the relation between an operator-algebraic divergence and quantum path-divergences
based on e (m)-autoparallel translation are derived in section 6 (7).
2 Divergence in Classical Systems
First, we review the information geometrical characterization of divergence D(p‖q) in the
classical system [1]. Let p(ω) be a probability distribution, and X(ω) be a random variable.
When the family {pθ|θ ∈ Θ} has the form
pθ(ω) = p(ω)e
θX(ω)−µ(θ) (1)
µ(θ)
def
= log
∑
ω
p(ω)eθX(ω), (2)
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the logarithmic derivative at respective points equals the logarithmic derivative at a fixed
point with the addition of a constant. In this case, the family is called an exponential family,
and µ(θ) is called the moment function of X . In particular, since the logarithmic derivative
is closely related to exponential families, it is often called the exponential (e) representation
of the derivative. Therefore, we use the superscript (e) in the inner product 〈 , 〉(e)p . The
function µ(θ) is often called a potential function in the context of information geometry.
Since the second derivative µ′′(θ) is the Fisher information Jθ ≥ 0, the moment function
µ(θ) is a convex function. Therefore, the first derivative µ′(θ) =
∑
ω pθ(ω)X(ω) is monotone
increasing. That is, we may regard it as another parameter identifying the distribution pθ,
and denote it by η. The original parameter θ is called a natural parameter and the other
parameter η is an expectation parameter. For example, in the binomial distribution, the
parameterization pθ(0) = 1/(1 + e
θ), pθ(1) = e
θ/(1 + eθ) is the natural parameter, and the
parameterization pη(0) = η, pη(1) = 1− η is the expectation parameter. Hence, the binomial
distribution is an exponential family.
Further, let X1(ω), . . . , Xk(ω) be k random variables. We can define a k-parameter expo-
nential family
pθ(ω)
def
= p(ω)e
∑
i
θiXi(ω)−µ(θ),
µ(θ)
def
= log
∑
ω
p(ω)e
∑
i
θiXi(ω). (3)
The parameters θi are natural parameters, and the other parameters ηi
def
= ∂µ∂θi =
∑
ω pθ(ω)Xi(ω)
are expectation parameters. Since the second derivative ∂
2µ(θ)
∂θj∂θi is equal to the Fisher Infor-
mation matrix Jθ:i,j , the moment function µ(θ) is a convex function.
Let µ(θ) be a twice-differentiable and strictly convex function defined on a subset of the d-
dimensional real vector space Rd. The divergence concerning the convex function µ is defined
by
Dµ(θ¯‖θ) def=
∑
i
ηi(θ¯)(θ¯
i − θi)− µ(θ¯) + µ(θ),
ηi(θ)
def
=
∂µ
∂θi
(θ). (4)
This quantity has the following two characterizations:
Dµ(θ¯‖θ) =max
θ˜
∂µ
∂θi
(θ¯)(θ˜i − θi)− µ(θ˜) + µ(θ)
=
∫ 1
0
∑
i,j
(θ¯i − θi)(θ¯j − θj) ∂
2µ
∂θi∂θj
(θ + (θ¯ − θ)t)tdt. (5)
In the one-parameter case, we obtain
Dµ(θ¯‖θ) = µ′(θ¯)(θ¯ − θ)− µ(θ¯) + µ(θ)
=max
θ˜
µ′(θ¯)(θ˜ − θ)− µ(θ˜) + µ(θ) =
∫ θ¯
θ
µ′′(θ˜)(θ˜ − θ)dθ˜. (6)
4 Characterization of quantum analogues of relative entropy
Since the function µ is strictly convex, the correspondence θi ↔ ηi = ∂µ∂θi is one-to-one.
Hence, the divergence Dµ(θ¯‖θ) can be expressed with the parameter η. For this purpose, we
define the Legendre transform ν of µ
ν(η)
def
= max
θ˜
∑
i
ηiθ˜
i − µ(θ˜). (7)
Then, the function ν is a convex function, and we can recover the function µ and θ as
µ(θ) = max
η˜
∑
i
θiη˜
i − ν(η˜), θi = ∂ν
∂ηi
.
The second derivative matrix ∂
2ν
∂ηi∂ηj
of ν is equal to the inverse of the matrix ∂
2µ
∂θi∂θj .
In particular, when ηi =
∂µ
∂θi (θ),
ν(η) =
∑
i
ηiθ
i − µ(θ) = Dµ(θ‖0)− µ(0), (8)
µ(θ) =
∑
i
θiη
i − ν(η) = Dν(η‖0)− ν(0). (9)
Using this relation, we can characterize the divergence concerning the convex function µ by
the divergence concerning the convex function ν as
Dµ(θ¯‖θ) = Dν(η‖η¯) =
∑
i
θi(ηi − η¯i)− ν(η) + ν(η¯). (10)
Now, we apply the discussion about the divergence to a multi-parametric exponential
family {pθ|θ ∈ R} defined in (3) [1]. Then,
D(pθ¯‖pθ) = Dµ(θ¯‖θ) =
∑
i
ηi(θ¯)(θ¯
i − θi)− µ(θ¯) + µ(θ).
In particular, applying (6) to a one-parameter exponential family (1), we have
D(pθ¯‖pθ) = D(pη(θ)+ǫ‖pη(θ)) = (θ¯ − θ)η(θ¯)− µ(θ¯) + µ(θ)
=
∫ θ¯
θ
Jθ˜(θ˜ − θ)dθ˜ = max
θ˜:θ˜≥θ
(θ˜ − θ)(η(θ) + ǫ)− µ(θ˜) + µ(θ). (11)
In the following, we consider the case where p is the uniform distribution pmix. Let the
random variables X1(ω), . . . , Xk(ω) be a CONS of the space of random variables with expec-
tation 0 under the uniform distribution pmix, and Y
1(ω), . . . , Y k(ω) be its dual basis satisfying∑
ω Y
i(ω)Xj(ω) = δ
i
j . Then, any distribution can be parameterized by the expectation pa-
rameter as
pη(θ)(ω) = pmix(ω) +
∑
i
ηi(θ)Y
i(ω).
From (10) and (8),
D(pη¯‖pη) = Dν(η‖η¯) = ∂ν
∂ηi
(ηi − η¯i)− ν(η) + ν(η¯)
ν(η) = D(pη‖pmix) = −H(pη) +H(pmix)
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because µ(0) = 0. The second derivative matrix of ν is the inverse of the second derivative
matrix of µ, i.e., the Fisher information matrix concerning the natural parameter θ. That
is, the second derivative matrix of ν coincides with the Fisher information matrix concerning
the expectation parameter η. Hence, applying (6) to the subspace {(1− t)p+ tq|0 ≤ t ≤ 1},
we have
D(p‖q) =
∫ 1
0
Jttdt, (12)
where Jt is the Fisher information concerning the parameter t.
3 Inner Products in Quantum Systems
In this section, in order to define the quantum analogues of divergence, we define as inner
products in quantum systems. There are at least three possible ways of defining the product
corresponding to Xρ:
Eρ,s(X)
def
= X ◦ ρ def= 1
2
(ρX +Xρ) , (13)
Eρ,b(X)
def
=
∫ 1
0
ρλXρ1−λ dλ,
Eρ,r(X)
def
= ρX. (14)
Here, X is not necessarily Hermitian. These extensions are unified in the general form [6]
Eρ,p(X)
def
=
∫ 1
0
Eρ,λ(X)p(dλ), (15)
Eρ,λ(X)
def
= ρλXρ1−λ, (16)
where p is an arbitrary probability distribution on [0, 1]. The case (13) corresponds to the
case (15) with p(1) = p(0) = 1/2, and the case (14) does to the case (15) with p(1) = 1.
In particular, the map Eρ,x is symmetric, when Eρ,x(X) is Hermitian if and only if X is
Hermitian. Hence, when the distribution p is symmetric, i.e., p(x) = p(1 − x), the map Eρ,p
is symmetric. When ρ > 0, these maps possess inverses.
Accordingly, we may define these types of inner products
〈Y,X〉(e)ρ,x def= TrY ∗Eρ,x(X) x = s, b, r, λ, p.
If X,Y, ρ all commute, these have the same value. These are called the SLD, Bogoljubova,
RLD, λ, and p inner products[7, 8, 6, 1, 9], respectively (reasons for this will be given in the
next section). These inner products are positive semi-definite and Hermitian, i.e.,(
‖X‖(e)ρ,x
)2 def
= 〈X,X〉(e)ρ,x ≥ 0, 〈Y,X〉(e)ρ,x = (〈X,Y 〉(e)ρ,x)∗.
A dual inner product may be defined 〈A,B〉(m)ρ,x def= Tr(E−1ρ,x(A))∗B with respect to the corre-
spondence A = Eρ,x(X). Denote the norm of these inner products as
(
‖A‖(m)ρ,x
)2 def
= 〈A,A〉(m)ρ,x .
aThe Bogoljubov inner product is also called the canonical correlation in statistical mechanics. In linear
response theory, it is often used to give an approximate correlation between two different physical quantities.
6 Characterization of quantum analogues of relative entropy
Hence, the inner product 〈A,B〉(m)ρ,x is positive semi-definite and Hermitian. Using this inner
product, we define quantum analogues of Fisher information as
Jθ0,x
def
=
(∥∥∥∥ dρθdθ (θ0)
∥∥∥∥
(m)
ρθ0 ,x
)2
for a one-parameter family {ρθ} and x = s, r, b, λ, p.
4 Autoparallel Curves in Quantum Systems
Next, we define parallel transport and autoparallel curves in quantum systems according
to Nagaoka [2] and Amari & Nagaoka[1]. To introduce the concept of a parallel transport,
consider an infinitesimal displacement in a one-parameter quantum state family {ρθ|θ ∈ R}.
The difference between ρθ+ǫ and ρθ approximately equals to
dρθ
dθ (θ)ǫ. Hence, the state ρθ+ǫ
can be regarded as the state transported from the state ρθ in the direction
dρθ
dθ (θ) by an
amount ǫ. However, if the state ρθ+ǫ coincides precisely with the state displaced from the
state ρθ by ǫ in the direction of
dρθ
dθ (θ), the infinitesimal displacement at the intermediate
states ρθ+ǫ′ (0 < ǫ
′ < ǫ) must equal the infinitesimal displacement dρθdθ (θ)∆ at θ. Then, the
problem is to ascertain which infinitesimal displacement at the point θ + ǫ′ corresponds to
the given infinitesimal displacement dρθdθ (θ)∆ at the initial point θ. The rule for matching
the infinitesimal displacement at one point to the infinitesimal displacement at another point
is called parallel transport. The coefficient dρθdθ (θ) of the infinitesimal displacement at θ is
called the tangent vector, as it represents the slope of the tangent line of the state family
{ρθ|θ ∈ R} at θ. Therefore, we can consider the parallel transport of a tangent vector instead
of the parallel transport of an infinitesimal displacement.
Commonly used parallel transports can be classified into those based on the m representa-
tion (m parallel translation) and those based on the e representation (e parallel translation).
The m parallel translation Π
(m)
ρθ ,ρθ′ moves the tangent vector at one point ρθ to the tangent
vector with the same m representation at another point ρθ′ . On the other hand, the e parallel
translation Π
(e)
x,ρθ,ρθ′ moves the tangent vector at one point ρθ with the e representation L to
the tangent vector at another point ρθ′ with the e representation L − Tr ρθ′L[1]. Of course,
this definition requires the coincidence between the set of e representations at the point θ
and that at another point θ′. Hence, this type of e parallel translation is defined only for the
symmetric inner product 〈X,Y 〉(e)ρ,x, and its definition depends on the choice of the metric.
Indeed, the e parallel translation can be regarded as the dual parallel translation of the m
parallel translation concerning the metric 〈X,Y 〉(e)ρ,x in the following sense:
TrX∗Π(m)ρθ,ρθ′ (A) = TrΠ
(e)
x,ρθ′ ,ρθ
(X)∗A,
where X is the e representation of a tangent vector at ρθ′ and A is the m representation of
another tangent vector at ρθ.
Further, a one-parameter quantum state family is called a geodesic or an autoparallel curve
when the tangent vector (i.e. the derivative) at each point is given as a parallel transport
of a tangent vector at a fixed point. Especially, the e geodesic is called a one-parameter
exponential family.
For example, in an e geodesic with respect to SLD {ρθ|θ ∈ R}, any state ρθ coincides
with the state transported from the state ρ0 along the autoparallel curve in the direction
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L by an amount θ, where L denotes the SLD e representation of the derivative at ρ0. We
shall henceforth denote the state as ΠθL,sρ0. Similarly, Π
θ
L,bρ0 denotes the state transported
autoparallely with respect to the Bogoljubov e representation from ρ0 in the direction L by
an amount θ.
When the given metric is not symmetric, the e parallel translation moves the tangent
vector at one point θ under the e representation L˜ to the tangent vector at another point
θ′ with the e representation L˜′ − Tr ρθ′L˜′ with the condition L˜ + L˜∗ = L˜′ + (L˜′)∗. That is,
we require the same Hermitian part in the e representation. Hence, the e parallel translation
Π
(e)
x,ρθ,ρθ′ coincides with the e parallel translation Π
(e)
s(x),ρθ,ρθ′
with regard to its symmetrized
inner product. Therefore, we can define the state transported from the state ρ0 along the
autoparallel curve in the direction with the Hermitian part L by an amount θ with respect
to RLD (λ, p), and denote them by ΠθL,rρ0 (Π
θ
L,λρ0, Π
θ
L,pρ0), respectively. However, only the
SLD one-parameter exponential family {ΠθL,sρ0|s ∈ R} plays an important role in quantum
estimation examined in the next section.
Lemma 1 ΠθL,sσ, Π
θ
L,bσ, Π
θ
L,rσ and Π
θ
L, 1
2
σ may be written in the following form[3, 2, 1]:
ΠθL,sσ = e
−µs(θ)e
θ
2
Lσe
θ
2
L, (17)
ΠθL,bσ = e
−µb(θ)elog σ+θL, (18)
ΠθL,rσ = e
−µr(θ)√σeθLr√σ, (19)
ΠθL, 1
2
σ = e
−µ 1
2
(θ)
σ
1
4 e
θ
2
L 1
2 σ
1
2 e
θ
2
L 1
2 σ
1
4 , (20)
where we choose Hermitian matrices Lr and L 1
2
as L = 12 (σ
− 1
2Lrσ
1
2 + σ
1
2Lrσ
− 1
2 ) and L =
1
2 (σ
− 1
4L 1
2
σ
1
4 + σ
1
4L 1
2
σ−
1
4 ), respectively, and
µs(θ)
def
= logTr e
θ
2
Lσe
θ
2
L
µb(θ)
def
= logTr elog σ+θL, (21)
µr(θ)
def
= logTr
√
σeθLr
√
σ,
µ1/2(θ)
def
= logTrσ
1
4 e
θ
2
L 1
2 σ
1
2 e
θ
2
L 1
2 σ
1
4 .
Proof. Taking the derivative of the RHS of (17) and (18), we see that the SLD (or
Bogoljubov) e representation of the derivative at each point is equal to the parallel transported
e representation of the derivative L at σ. In the RHS of (19), the RLD e representation of the
derivative at each point is equal to the parallel transported e representation of the derivative√
σ
−1
Lr
√
σ at σ. Further, In the RHS (20), the 12 e representation of the derivative at each
point is equal to the parallel transported e representation of the derivative Lr at σ.
Conversely, from the definition of ΠθL,xσ, we have
dΠθL,xσ
dθ
= Eρθ ,x(L − TrLρθ), x = s, r,
1
2
.
Since this has only one variable, this is actually an ordinary differential equation. From
the uniqueness of the solution of an ordinary differential equation, the only ΠθL,xσ satisfying
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Π0L,xσ = σ is the one given above. Since any e representation σ has the form
√
σ
−1
L
√
σ with
a Hermitian matrix L, we only discuss ρθ = Π
θ√
σ−1L
√
σ,r
σ. Taking its derivative, we have
Πθ√
σ−1L
√
σ,r
σ
dθ
= ρθ(
√
σ
−1
L
√
σ − Tr ρθ
√
σ
−1
L
√
σ).
Similarly, from the uniqueness of the solution of an ordinary differential equation, only the
state family (19) satisfies this condition. 
5 Non-Geometrical Characterization of Divergences in Quantum Systems
First, we briefly characterize quantum analogues of divergence from the non-geometrical view-
point. A quantity D˜(ρ‖σ) can be regarded as a quantum version of divergence if any commu-
tative states ρ and σ satisfy
D˜(ρ‖σ) = D(p‖p¯), (22)
where p and p¯ is the probability distribution consisting of the eigenvalues of ρ and σ. If a
relative entropy D˜(ρ‖σ) satisfies the monotonicity for a POVM M = {Mi}:
D˜(ρ‖σ) ≥ D(PMρ ‖PMσ ), PMρ (i) def= Tr ρMi (23)
and the additivity
D˜(ρ1 ⊗ ρ2‖σ1 ⊗ σ2) = D˜(ρ1‖σ1) + D˜(ρ2‖σ2), (24)
then Hiai & Petz [5]’s result yields the relation
D˜(ρ‖σ) = lim D˜(ρ
⊗n‖σ⊗n)
n
≥ lim sup
M
D(PMρ⊗n‖PMσ⊗n)
n
= D(ρ‖σ). (25)
That is, the quantum relative entropy D(ρ‖σ) is the minimum quantum analogue of relative
entropy with the monotonicity for measurement and the additivity.
Further, Hiai & Petz [5] showed the inequality
D(ρ‖σ) ≤ D(ρ‖σ) def= Tr ρ log(ρ 12 σ−1ρ 12 ). (26)
6 Quantum Path-divergences Based on e-Parallel Translation
Now, using the concept of the exponential family, we extend the path-divergence based on
the first equation in (11). For any two states ρ and σ, we choose the Hermitian matrix L such
that the exponential family {ΠθL,xσ}θ∈[0,1] concerning the inner product Jθ,x satisfies
Π1L,xσ = ρ. (27)
Then, we define the x-e-divergence as follows:
D(e)x (ρ‖σ) =
∫ 1
0
Jθ,xθdθ, (28)
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where Jθ,x is the Fisher information concerning the exponential family Π
θ
L,xσ. Since Π
θ
L1⊗I+I⊗L2,x(σ1⊗
σ2) equals (Π
θ
L1,xσ1)⊗ (ΠθL2,xσ2),
D(e)x (ρ1 ⊗ ρ2‖σ1 ⊗ σ2) = D(e)x (ρ1‖σ1) +D(e)x (ρ2‖σ2), (29)
i.e., the e-divergence satisfies the additivity for any inner product.
Theorem 1 When
L =


2 logσ−
1
2 (σ
1
2 ρσ
1
2 )
1
2σ−
1
2 for x = s
log ρ− log σ for x = b
1
2
[
σ−
1
2 log(σ−
1
2 ρσ−
1
2 )σ
1
2 for x = r
+σ
1
2 log(σ−
1
2 ρσ−
1
2 )σ−
1
2
]
σ−
1
4 log(σ−
1
4 ρ
1
2σ−
1
4 )σ
1
4 for x = 12
+σ
1
4 log(σ−
1
4 ρ
1
2 σ−
1
4 )σ−
1
4 ,
(30)
the condition (27) holds. Hence, we obtain
D(e)s (ρ‖σ) = 2Tr ρ logσ−
1
2 (σ
1
2 ρσ
1
2 )
1
2σ−
1
2 (31)
D
(e)
b (ρ‖σ) = Tr ρ(log ρ− log σ) = D(ρ‖σ) (32)
D(e)r (ρ‖σ) = Tr ρ log(ρ
1
2 σ−1ρ
1
2 ) = D(ρ‖σ) (33)
D
(e)
1
2
(ρ‖σ) = 2Tr(σ 14 ρ 12σ 14 )(σ− 14 ρ 12σ− 14 ) log(σ− 14 ρ 12σ− 14 ). (34)
Nagaoka [2] obtained the above results for x = s, b.
Proof. When we substitute (30) into L, condition (27) can be checked by using Lemma
1. In this case, Lr = log(σ
− 1
2 ρσ−
1
2 ), L 1
2
= 2 log(σ−
1
4 ρ
1
2 σ−
1
4 ), and we can show that
d2µx(θ)
dθ2
= Jθ,x. (35)
Hence, from a discussion similar to (11), we can prove that
D(e)x (ρ‖σ) =
dµx(θ)
dθ
∣∣∣∣
θ=1
(1 − 0)− µx(1) + µx(0) = dµx(θ)
dθ
∣∣∣∣
θ=1
, (36)
where µx(θ) is defined in Theorem 1. Using this relation, we can check (31), (32), and (34).
Concerning (33), we obtain
D(e)r (ρ‖σ) = Tr σσ−
1
2 ρσ−
1
2 log(σ−
1
2 ρσ−
1
2 ) = Tr ρ log(ρ
1
2 σ−1ρ
1
2 ),
where the last equation follows from the equation with AU = σ−
1
2 ρ
1
2 (A is Herimitain and U
is unitary):
AUU∗A log(AUU∗A) = AU log(U∗AAU)U∗A.

Now, we compare these quantum analogues of relative entropy given in (31)–(34). As is eas-
ily checked, these satisfy the condition (22) for quantum analogues of relative entropy. Let M
10 Characterization of quantum analogues of relative entropy
be a measurement corresponding to the spectral decomposition of σ−1/2(σ1/2ρσ1/2)1/2σ−1/2.
This PVM M satisfies that D
(e)
s (ρ‖σ) = D(PMρ ‖PMσ ). Thus, from the monotonicity for
measurement concerning the quantum relative entropy D(ρ‖σ),
D(ρ‖σ) ≥ D(e)s (ρ‖σ) = 2Trρ log σ−
1
2 (σ
1
2 ρσ
1
2 )
1
2σ−
1
2 . (37)
From (26),
D(ρ‖σ) ≤ D(e)r (ρ‖σ) = Tr ρ log(ρ
1
2σ−1ρ
1
2 ). (38)
Hence, from the inequality (25) and the additivity (29), D
(e)
s (ρ‖σ) and D(e)r (ρ‖σ) do not
satisfy the monotonicity even for measurements because the equality in (37) and (38) does
not always hold.
7 Quantum Path-divergences Based on m-Parallel Translation
Further, we can extend the path-divergence based on the equation (12). For any two states ρ
and σ, the family {(1− t)ρ + tσ|0 ≤ t ≤ 1} is the m geodesic joining ρ and σ. Hence, as an
extension of (12), we can define the x-m divergence as
D(m)x (ρ‖σ) def=
∫ 1
0
Jt,xtdt. (39)
Since the family {(1 − t)κ(ρ) + tκ(σ)|0 ≤ t ≤ 1} is the m geodesic joining κ(ρ) and κ(σ) for
any TP-CP map κ, we have
D(m)x (ρ‖σ) ≥ D(m)x (κ(ρ)‖κ(σ)), (40)
i.e., the m divergence satisfies the monotonicity. Since the RLD is the largest inner product,
D(m)r (ρ‖σ) ≥ D(m)x (ρ‖σ). (41)
We can calculate the m divergence as
D
(m)
b (ρ‖σ) = Tr ρ(log ρ− log σ) = D(ρ‖σ) (42)
D(m)r (ρ‖σ) = Tr ρ log(
√
ρσ−1
√
ρ) = D(ρ‖σ). (43)
In fact, The Bogoljubov case (42) has been obtained by Nagaoka [10], and follows from
Theorem 2. Hence, Tr ρ log(
√
ρσ−1
√
ρ) = D
(m)
r (ρ‖σ) satisfies the monotonicity for TP-CP
maps. Also, from (41), we obtain Tr ρ log(
√
ρσ−1
√
ρ) ≥ D(ρ‖σ)[5].
Further, all of x-m divergences do not necessarily satisfy the additivity (29). At least, when
the inner product Jx,θ is smaller than the Bogoljubov inner product Jb,θ, i.e., Jθ,x ≤ Jθ,b, we
have D(ρ‖σ) ≥ D(m)x (ρ‖σ). From (25) and the monotonicity (40), D(m)x (ρ‖σ) does not satisfy
the additivity (29). For example, SLD m divergence does not satisfy the additivity (29).
We can now verify whether it is possible in two-parameter state families to have states
that are e autoparallel transported in the direction of L1 by θ
1, and in the direction L2 by θ
2.
In order to define such a state, we require that the state that is e autoparallel transported first
in the L1 direction by θ
1 from ρ0, then further e autoparallel transported in the L2 direction
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by θ2 coincides with the state that is e autoparallel transported in the L2 direction by θ
2 from
ρ0, then e autoparallel transported in the L1 direction by θ
1. That is, if such a state would
be defined, the relation
Πθ
2
L2,xΠ
θ1
L1,xσ = Π
θ1
L1,xΠ
θ2
L2,xσ (44)
should hold. Concerning this condition, we have the following theorem.
Theorem 2 The following conditions for the inner product Jθ,x are equivalent
➀ Jθ,x is the Bogoljubov inner product, i.e., x = b.
➁ The condition (44) holds for any two Hermitian matrices L1 and L2 and any state ρ0.
➂ D(e)x (ρθ¯‖ρθ) = Dµ(θ¯‖θ).
➃ D(e)x (ρ‖σ) = D(ρ‖σ).
➄ D(m)x (ρη¯‖ρη) = Dν(η‖η¯).
➅ D(m)x (ρ‖σ) = D(ρ‖σ).
Here, the convex functions µ(θ), ν(η) and the states ρθ, ρη are defined by
ρθ
def
= exp(
∑
i
θiXi − µ(θ)),
µ(θ)
def
= log Tr exp(
∑
i
θiXi), (45)
ρη
def
= ρmix +
∑
j
ηjY
j ,
ν(η)
def
=D(m)x (ρ0‖ρη) = −H(ρη) +H(ρmix),
where X1, . . . , Xk is a basis of the set of traceless Hermitian matrices, and Y
1, . . . , Y k is its
dual basis.
This theorem implies that only the quantum path-divergence based on the Bogoljubov Fisher
information can be characterized by the convex function among quantum path-divergence
based on m-parallel translation.
Proof. First, we prove that ➀⇒➁. Theorem 1 guarantees that Bogoljubov e autoparallel
transport satisfies
Πθ
2
L2,bΠ
θ1
L1,bρ = Π
θ1
L1,bΠ
θ2
L2,bρ = e
−µb(θ1,θ2)elog ρ+θ
1L1+θ
2L2 ,
where µb(θ)
def
= logTr elog ρ+θ
1L1+θ
2L2 . Hence, we obtain ➁.
Next, we prove that ➁⇒➂. We define ρ˜θ def= ΠθkXk,x, · · · ,Πθ
1
X1,b
ρmix for θ = (θ
1, . . . , θk).
Then, the condition ➁ guarantees that ρ˜θ¯ = Π1∑
i(θ¯
i−θi)Xi,xρ˜θ. In particular, when θ = 0,
we obtain ρ˜θ¯ = Π
1∑
i
θ¯iXi,x
ρmix. Since
∑
i θ¯
iXi is commutative with ρmix, we can apply the
classical observation to this case. Hence, the state ρ˜θ¯ coincides with the state ρθ¯ defined in
(45).
12 Characterization of quantum analogues of relative entropy
Let X˜j,θ be the x-e representation of the partial derivative concerning θ
j at ρθ. It can be
expressed as
X˜j,θ = Xj − Tr ρθXj + X¯θ,j,
where X¯θ,j is the skew-Hermitian part. Thus,
∂ Tr ρθXj
∂θi
= Tr
(
∂ρθ
∂θi
Xj
)
= Tr
(
∂ρθ
∂θi
(Xj − Tr ρθXj)
)
=ReTr
(
∂ρθ
∂θi
(Xj − Tr ρθXj + X¯θ,j)
)
= Re Jθ,x;i,j.
Note that the trace of the product of a Hermitian matrix and a skew-Hermitian matrix is an
imaginary number. Since ReJθ,x;i,j = ReJθ,x;j,i, we have
∂ Tr ρθXj
∂θi =
∂ Tr ρθXi
∂θj . Thus, there
exists a function µ¯(θ) such that µ¯(0) = µ(0) and
∂µ¯(θ)
∂θi
= Tr ρθXi.
This function µ¯ satisfies condition ➂.
Moreover, since Tr ρmixXi = 0, from the definition (4), we have µ¯(θ) − µ¯(0) = Dµ¯(0‖θ).
Since the state ρmix commutes the state ρθ, the relation D
(e)(ρmix‖ρθ) = µ(θ) − µ(0) holds.
Hence, we obtain µ¯(θ) = µ(θ).
Further, we have Dµ(θ¯‖θ) = D(ρ‖θ). Thus, the equivalence between ➂ and ➃ is trivial
since the limit of D(ρθ¯‖ρθ) equals the Bogoljubov inner product Jb,θ. Hence, we obtain ➃⇒➀.
Now, we proceed to the proof of ➀+➁+➂+➃⇒➄. In this case, the function ν(η) coin-
cides with the Legendre transform of µ(θ), and ηi =
∂µ
∂θi (θ). Hence, D
ν(η‖η¯) = Dµ(θ¯‖θ) =
D(ρη¯‖ρη). The second derivative matrix ∂2ν∂ηi∂ηj coincides with the inverse of the second
derivative matrix ∂
2µ
∂θi∂θj , which equals the Bogoljubov Fisher information matrix concerning
the parameter θ. Since the Bogoljubov Fisher information matrix concerning the parameter
η equals the inverse of the Bogoljubov Fisher information matrix concerning the parameter
θ, the Bogoljubov Fisher information matrix concerning the parameter η coincides with the
second derivative matrix ∂
2ν
∂ηi∂ηj . Hence, from (5), we have D
ν(η‖η¯) = D(m)b (ρθ¯‖ρθ).
Next, we prove ➄⇒➅. Since ρmix = ρ0 commutes with ρη, the m divergence D(m)x (ρ0‖ρη)
coincides with the Bogoljubov m divergence D
(m)
b (ρ0‖ρη), which equals the Legendre trans-
form of µ(θ) defined in (45). Thus, D
(m)
x (ρη¯‖ρη) = Dν(η‖η¯) = D(ρη¯‖ρη). Finally, taking the
limit η¯ → η, we obtain Jx,η = Jb,η, i.e., ➅⇒➀. 
8 Concluding Remark
In this paper, we proved the additivity of e-divergences and the monotonicity ofm-divergences.
We also found interesting relations between geometrical path-divergences and an operator-
algebraic divergence as
D(e)r (ρ‖σ) = D(m)r (ρ‖σ) = D(ρ‖σ).
In addition, we obtained the characterization of Bogoljubov inner product as Theorem 2,
which is a generalization of Amari & Nagaoka [1]’s characterization. It is expected that these
characterizations are applied to quantum information.
Masahito Hayashi 13
1. S. Amari and H. Nagaoka, Methods of Information Geometry, (AMS & Oxford University Press,
2000).
2. H. Nagaoka, “Differential Geometrical Aspects of Quantum State Estimation and Relative En-
tropy,” in Quantum Communications and Measurement, edited by V. P. Belavkin, O. Hirota and
R. L Hudson 449-452 (Plenum, New York, 1995).
3. H. Nagaoka, “On the Parameter Estimation Problem for Quantum Statistical Models,” Proc.
12th Symposium on Information Theory and Its Applications (SITA), 577–582 (1989). It is also
appeared as Chapter 10 of Asymptotic Theory of Quantum Statistical Inference, edited by M.
Hayashi.
4. F. Hiai and D. Petz, “The Golden-Thompson Trace Inequality is Complemented,” Linear Algebra
and its Applications, 181, 153-185 (1993).
5. F. Hiai and D. Petz, “The proper formula for relative entropy and its asymptotics in quantum
probability,” Com. Math. Phys., 143, 99–114, (1991).
6. D. Petz and G. Toth, Lett. Math. Phys., 27, 205, (1993).
7. C. W. Helstrom, “Minimum mean-square error estimation in quantum statistics,” Phys. Lett.,
25A, 101-102 (1976).
8. D. Petz, “Monotone Metrics on Matrix Spaces,” Linear Algebra and its Applications, 224, 81-96
(1996).
9. A. S. Holevo, Probabilistic and Statistical Aspects of Quantum Theory, (North-Holland, 1982);
Originally in Russian (1980).
10. H. Nagaoka: Private communication to A. Fujiwara (1991).
11. V. P. Balavkin and P. Staszewski, “C∗-algebraic generalization of relative entropy and entropy,”
Ann. Inst. H. Poincare´ Sect. A 37, 51–58 (1982).
