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Let Q(x) = Q(x,, . . . . x4) be a quadratic form with integer coefficients and let p 
denote a prime. Heath-Brown [Glasgow Math. J. 27 (1985), 87-931 proved that the 
congruence Q(x) = 0 (mod p) has a solution x #O satisfying 1x1 6 &log p, where 
Ix]= max, [xi]. The purpose of the present paper is to generalize the above result 
to finite fields. 0 1989 Academic Press. Inc. 
1. INTRODUCTION 
Let F ( = [Fcl) be a finite field of order q =p”, where p is an odd prime. Let 
z, = z/pz = (0, * 1, . ..) f (p - 1)/2} be a complete residue system modulo 
p. Let 0,) . . . . CO,, be a basis of IF. Then the elements of F can be represented 
by 
x=a1o,+ *** +a,o,, ai E E,, 16i6n. 
Set 
1x1 = max (ail. 
I 
If x = (X‘, . ..) xm) is a vector with components in 5, then we define 
1x1 = max IxJ. 
Note that (xl and 1x1 depend on 0;s. A quadratic form over IF is a polyno- 
mial over 5 of the type 
Q(x) = Q(xl, . . . . x,1 = 1 ~ ,;< m qexix, = xQx'~ 
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where qii= qji, x = (x,, . . . . x,) and Q= (qij) (1 <i, j<m) is called the 
matrix of Q(x). 
THEOREM 1. Let Q(x) = Q(x,, . . . . x4) be a quadratic form over 5. Then 
Q(x)=0 (1) 
has a solution x in IF4 with x # 0 and 
1x1 4p’12 log p, 
where the constant implicit in 4 depend only on n. 
The proof of Theorem 1 depends on the method of Heath-Brown [l] 
who first established the result for the case of IF = Z,,. 
2. EASY CASE 
Let 5* denote the multiplicative group of 5. If the determinant of Q 
satisfies det Q # 0, then we say that Q(x) is nondegenerate. Let Qi(x) and 
Q2(x) be two quadratic forms over 5. We say that Q,(x) is equivalent to 
Q,(x), written Q,(x) w  Q2(x), if there is a nonsingular matrix T such that 
Q2(x) = Ql(xT). If Q,(x) N Q2(x) and Q,(x) is nondegenerate, then Q2(x) 
is also nondegenerate and 
z= (det T)’ 
is a square in IF*, i.e., det Qddet Q, E 5*2. We introduce the notation 
1, if dE 5*2, 
-1, if dC5*2 and d#O, 
0, if d=O. 
LEMMA 1. Let Q(x) be a quadratic form as in Theorem 1. If a’= 0 or 
(d/q) = 1, where d= det Q, then (1) has a solution x with x # 0 and 1x1 $p112. 
To prove Lemma 1 we shall need 
LEMMA 2. Let L,(x), . . . . L,(x) be linear forms in x=(x,, . . . . x,) with 
coefficients in Z. When m > r and k > 1, the congruences 
Li(X) E 0 (modk), l<i<r 
&l/31/3-3 
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have a solution x with x # 0 and 
Proof: Consider 
max 1.~~1 <k’/“. 
1 
JxJ <k”“, l<iQm, 
ILi(X) +kzi( < 1, l<iir. (2) 
Since the m + r linear forms in xi, . . . . x,, zi, . . . . z, on the left-hand sides of 
(2) have determinant k’, it follows by Minkowski’s linear form theorem 
that (2) has a solution xi, ..,, x,, zr, . . . . z, in Z, not all zeroes. If x = 0, then 
each zi= 0 by (2), which leads to a contradiction. Therefore x #O, and 
since Li(x) + kzi = 0, the lemma is proved. 
LEMMA 3. Under the same assumption as in Lemma 1, we have 
Q(x) = L,(x) L,(x) + L,(x) LAX), 
where Li (x) (1 < i < 4) are linear forms with coefficients in IF. 
Proof Since the hypothesis and conclusion of the lemma are invariant 
under equivalence, it suffices to show that Q(x) is equivalent to a sum of 
two products of linear forms. This is clear when Q has rank < 2, since any 
quadratic form is equivalent to a diagonal form (see, e.g., Schmidt [S, 
Chap. IV, Lemma 2B]). When Q has rank 3, then it is equivalent to a form 
in 3 variables. Hence we may suppose that Q(x) = Q(x,, x2, x3). By 
Chevalley’s theorem (see, e.g., Schmidt [ 5, Chap. IV, Theorem lD] ). the 
form Q(x) has a nontrivial zero, and after equivalence we may suppose 
that Q(0, 0, oi) = 0. Thus the coefficient of x: is zero, and every term of 
Q(x) is a multiple of xi and x2. The assertion follows. 
When Q(x) is nonsingular, then Q(x) is equivalent to 2x1x2 + Q’(x,, x4) 
(see, e.g., Schmidt [5, Chap. IV, Lemma 2D]). Since 
we have d’ = det Q’ = -d, so that (-d’/q) = 1, i.e., -d’ is a nonzero 
square number. It suffices to show that Q’(x,, x4) = ax: + 2bx,x, + cx: is a 
product of two linear forms. If a = 0, then Q’(x3, x4) = (2bx, + cxq)xq. If 
a # 0, then 
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is a product of two linear forms. The assertion and hence the lemma 
follows. 
Proof of Lemma 1. By Lemma 3, we may write Q(x) = L,(x) L3(x) + 
L2(x) L4(x). Set xi = <i,wl + ... + l,o, (I Q i < 4) and 5 = 
(511, . ..7 5h, (21, .‘., tAn), where rii’s E Z,. Then we have 
Lj(x)=Ljl(S)wl + .‘. +Ljn(5)w*, 16i<2, 
where the L,(~)‘s are linear forms in 5 with coeffkients in Z,. Applying 
Lemma 2 to the linear forms L,(t), 1 d i < 2, 1 ,< j< n, the congruences 
L,(k) = 0 (modp), l<i<2, l<jdn 
have a solution 4 with 5 # 0 and 
15ul 6p1’2, l<i,<4, l<j<n. 
The lemma is proved. 
Hence the remaining part of the proof of Theorem 1 is to treat the case 
of (d/q) = 1 only. 
Remark. By the argument of the proof of Lemma 1, we can show that 
if Q(xl, x2, x3) is a quadratic form over IF, then it has a solution x in IF’ 
with x #O and 1x1 <p2j3. 
3. PRELIMINARIES ON ANALYSIS 
Write e(x) = e2ni-r. 
LEMMA 4 (Poisson summation formula). Ler f(x): iw + R be continuous 
and of bounded variation in some interval 1x1~ M and twice differentiable for 
1x12 M. Moreover, suppose that 
I R If(x)1 dx and i, ,r,>M If’(x)1 dx 
exist. Then lf 
.h> :=Swf(x)et-xy)dx 
is the Fourier transform off, we have 
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Further iff(x)=f,(~~)...f~(x,), h w ere each fi satisfies the conditions 
above, and if 
is the Fourier transform of f(x), then 
(see, e.g., Rademacher [4]). 
The convolution of functions g,, g, from [w -+ [w, and of the type 
considered in Lemma 4. is defined as 
(8, * g2)b) = f, g,(x- Y) g20) 4. 
It is easily seen that the operator * is symmetric and associative. Moreover 
g?-it2(x) =21(x) &?2(x). 
Let 
- IXI, if Ixl<l, 
if (xl > 1. 
Then 
Setting h(x) =g * g * ... * g we have 
3n 
(3) 
It is easily seen that 
O<h(x)< 1 
Finally, in 
and h(x) = 0 for (x( > 3n. (4) 
hfx) = il.-, &--xl) g(xl-x,)~~.g(x,,~*-X3”-l) 
x g(x,,-,I dx, . ..dx+-l. (5) 
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we see that when 1x1 < { and when we restrict the integration to /xi1 < f, 
1~ i < 3n - 1, the integrand is > 2 -3n, and the integral is 2 2 P6n. Thus 
h(x) 2 2 -&I for 1x1 <a. (6) 
4. THE FUNCTION F(Q, f) 
Let K be an algebraic number field of degree n with a ring of integers A 
such that A,, = A/pA z IF. Let rp be a homomorphism A + IF with kernel pA, 
and pick a Z-basis S2,, . . . . 0, of A with cp(Q,) = oi (1 < i < n). Then 
‘p(z,Q1+ --. +Znf2,)=zlw, + ... +z,u,, 
where Z is the reduction of z modulo p, i.e., ZE Z,. 
Let d = R Oz A be the tensor product of Iw and A. Then the element of 
d may uniquely be written as <I 9, + . . . + <,,Q, with t/s E R. Moreover, 
d becomes an R-algebra if we define the product 52,Qj as in A (see, e.g., 
Lang [2, Chap. XVI, Sect. 43). 
For any basis o,, . . . . w, of IF, there exists uniquely a dual basis w’, , . . . . w;, 
i.e., w;, . . . . o; a basis of ff satisfying 
~(qoq= o 
i 
1, if i= j, 
9 if i # j, 
where 9 is the trace from [F to Z, (see, e.g., Lid1 and Niederreiter [3, Chap. 
2, Sect. 31). Let Q;, . . . . s2; be a Z-basis of A with cp(Q:) = w;, 1 < i 4 n. The 
elements of d may uniquely be expressed also as 5; 0; + . . . + {#, with 
(i’s E R. 
Write e,(x) = e(x/p), E = (det Q/q) and xi = tilO1 + . . . + <,a, 
(1 <i<4), where x=(x1, . . . . X~)E d4. In Cc94 define the volume element 
dx = n’=, nJ= 1 dt,= ni,j dl,. Let f(x) = ni,jxY(rii), where the A;s are 
as in Lemma 4. Set 
F(Q,f)= c fb-“*x)-q-’ 1 f(P-‘/*X), 
XEA4 XEA4 
Q(r)=0 
where % = q(x) = (cp(x,), . . . . (P(x~))E IF4 if x E A4. 
LEMMA 5. Let f be as in Lemma 4. Then 
~(Qd=~~(Q-~,fh 
where Q-‘(x) is the quadratic form over IF whose matrix is inverse to that 
M-Q. 
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To prove Lemma 5 we shall need 
LEMMA 6. Let f be as in Lemma 4. Then 
.F;4 f(P-1'2X)=4-3 c ~,(Y)f(P-“*Y)~ 
ytA4 
Q(i)=0 
where 
S,(Y) = c c e,(y(aQ(z) + W))- 
UEFZEIF4 
(7) 
Proof: Set x = z +pu, where z E Ai. Then the left-hand side of the 
asserted relation is 
=4 -laTF .?A e,(s(aQ(z)))"~~f(P-"*z+P"*u). (8) 
: 
Let Ui=r]i,sZ,+ ... +qj,Q,, yi=5j,52i+ “. +5ifzQ~, zi=ailal+ 
. . . +~i”n(1~i~4).du=~i,jd~iiandg,(u)=f(p-1’2z+p1’2u).Thenthe 
Fourier transform of g,(u) is 
Let p-1/2~ij+p1/2qij= CO. Then 
$,(y) = q-2 jRdnflx) e ( -P-‘/* 1 e,iij) ep (C lace) do 
is/ i, j 
= q-2f(p~“2y) ep C5,0, . 
( 1 ij 
If [,‘s and a;s are integers, we have 
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and thus 
k,(Y) = 4p23(p-1’2Y) e,(~PlP’). 
By Lemma 4, we have 
(9) 
“p-~P-1’*z+P1’24= c g,(Y), (10) 
yeA 
and the lemma follows by substituting (9) and (10) into (8). 
Since the respective Fourier transforms of f(p ~ “‘x) and f(p”‘x) are 
q23(p’i2y) and qe2f(p-“*y), we have by Lemma 4, 
(11) 
and 
Let 
If a#O, then 
LEMMA 7. We have 
Proof: 
1 4 
T - 0 =q2. 4 
r(i)‘=E (5) e,(y(y)) C c) e,(3(rz)) 3EF 
Z 
= 
WE ret7 4 YEF +W(l +z))) = $ 9. ( > 
(12) 
The lemma is proved. 
Proof of Lemma 5. Q can be diagonalized, i.e., Q = TDT’ with 
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D = diag(d,, . . . . d4) and T invertible in F (see, e.g., Schmidt [S, Chap. IV, 
Lemma 2B]). Writing ZT= u in (7) we have 
&l(Z) + YZ’ = aZTDT’Z’ + y( T- ‘)‘u’ = auDu’ + vu’, 
where v = y( T- ’ )‘. Thus 
S,(y) = c c e,(9(auDu’ + vu’)) 
ClEU UEU4 
=q4A(v) = c i ( c e,(X(ad,uf + oiui)), 
aeu* i= I U,EF 
where 
1 
1, 
A(v)= o 
if v =O, 
3 if v #O. 
Consider a typical sum 
S= C e,(Y(au* + bu)) 
usu 
where a E [F* and where 1/4a and 1/2a are respectively inverse elements of 
4a and 2a. We obtain 
-zu e,(Y(ax’))= 1 e,(x(v)) 1+ ’ 9 
YE IF ( 0) 4 
since the number of solutions of x2 = y in lF is 1 + (y/q). Since 
we have 
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and by Lemma 7, 
= q4A(v) + eq2 1 eP( -9((4a)-’ vD-Iv’) 
aElF* 
= q‘Q(v) + &q2 
( 
- 1 + 1 e,(9( -bvD-‘v’)) 
bcF 
where 
= q4A(v) + E( -q2 + qQJ(v)), 
if vD-‘v’ = 0 
otherwise. 
But ,4(v) = A(y) and 
Substituting our determination of S,(y) into Lemma 6 we get 
y~4fw1’2Y)+ c Rpl”Y)). 
yeA 
Q-‘(y)=0 
BY (ll), 
4 c 4uw"2Y)=q 1 .w2y)=q--l 1 f(p-l'2x), 
y.A4 ycA4 x.A4 
and the lemma follows. 
5. THE FUNCTION N(Q,T) 
Denote by 1x1 = max,,j I<& where x = ~4~. Let N(Q, T) be the number of 
x E A4 with 1x1 < T and Q(g) = 0. 
LEMMA 8. Suppose E = - 1. Then for any 8 > 0, 
WQ, ~“~8) 4 q(e4” + l), 
WQ, ~“~8) - 14 q(e4” + e log p), 
(13) 
(14) 
where the constants in 6 depend on n only. 
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ProoJ Let 
where h(x) is defined by (5). Then fr- satisfies the conditions of Lemma 4. 
By (4) we have 0 <f&x) < 1 and fr(x) = 0 for [xl> 12nT, and by (6) we 
havef,(x)$ 1 for 1x1~ T. Thus 
c l+ c l-7-b) 4 XCA4 XEA4 ,114 1, 
1x(< T  IYI< 12nT 
NQ, T) 4 1 fAx) < N(Q, 12nT). 
XCA4 
Q(X)=0 
Lemma 5 with E = - 1 becomes 
.E4 fw”2x)+ 1 3w"2Y) 
ycA4 
Q(x)=0 Q-‘(y)=0 
= 4-l x~A4/w”2x)+q-’ 1 3w1’2Y). 
yeA 
Whenf=f,, thenf>O,p>O, and by (12), 
NQ, P”‘@ + 1 fe(p- 1’2x) 
XCA4 
Q(r)=0 
<q-l c fs(p-1’2x)+q-1 1 f&-1’2y) 
XEA4 yeA 
=4 -’ x~A4few”2x)+P 1 few’2x) 
XEA4 
Qq-’ 
,:4 l+q .:4 l 
1x1 c 12np’hJ 1x1 < 12np-‘& 
Gq-‘(l +qW”)+q(l +q-W”)Gq+qe4”. 
As for the second assertion (14) of the lemma, we may suppose that 
8 < (log p))‘. Otherwise the assertion follows by (13). Consider primes p’ 
in the range (20)-l <p’ G 8-l. If Q(g) = 0 with 1x1 <p1/28, then Q(p’x) = 0 
with lp’xl <p112. Hence 
(7t(e-l - n((2e)-l))(N(Q, g/28) - 1) G c c 1, 
XEA4 p’lx 
o< 1x1 <p’JZ (28)- <P’S& 
Q(S)=0 
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where p’ 1 x means that p’ 1 lij, 1~ i < 4, 1 <j 6 n. For x # 0 the number of 
primes p’ dividing x with (28)- ’ <p’ is less than 
1% 1x1 1 log P 
log(28)-’ < i.log(28) - l 
if 1x1 <p ‘I*. By the prime number theorem 
n(B-‘)-n((28)-‘)$8-’ 
log 8-I’ 
Thus 
N(Q, p”*e) - 14 1% P 
log(2B)-’ 
.tI(log 0-l) N(Q, p”*) 
~~(~,p~‘*)ei~gp~qei~gp 
by (13). The lemma is proved. 
LEMMA 9. For 8 2 1, 
F(Q-‘,f@)<e4n-‘qlogp+e4”. 
Proof: By (12) 
4-l ~~~fe(P”*x)=q~f;~~~(Pl’*x)~q 1 1 
XEA4 
1x16 12onp-‘12 
4q(i +e4nq-*)=q+e4nq-1. 
By the definition of fT and by (3) 
f=(x)= (4T)4” n &4T<,) < T4” min( 1, (Tl~l)-~“), 
i. i 
so that 
A 
fo(p-1/2x) 6 e4n min 
( G)““). 
1 
Now we proceed to estimate 
xz4 .he(P-“*x). 
Q(r)=0 
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The term x = 0 contributes 6 13~“. We split the remaining terms into ranges 
S,={~:2-~~‘p”~<~~~~2-~p”~}, wherekEZ. By Lemma8 
4”k+2-klogp)04”min 1 
( (5)““). 
Q-‘(X)=0 
For 2k <f?, this is <q(22”k+2(6n-‘)k log p)P2”, and summation over 
the values of k with 2k 6 8 gives < e4”- *q log p. For 2k > 8 this is 
<q(2-4”k+2Pkl og p)e4” and summation over the values of k with 2k > 8 
gives e e4n - l q log p again. The lemma is proved. 
6. PROOF OF THEOREM 1 
By Lemmas 5 and 9 we have 
F( Q, fe ) -4 e4n - lq log p + et 
On the other hand 
Thus 
E=q-l C fs(p-+f)~q-~ 1 ipqe4n. 
XEA4 X.A4 Ix <pw3 
N(Q, i2d’2e)2 1 fo(p2X)=E+w,fd X.A4 Q(X)=0 
2 Clqe4n - c2(e +Iqi0gp+e4~). 
Therefore when 0 = c log p with suitable c, we have N(Q, 12np1’28) > 1. The 
theorem is proved. 
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