For more than 100 years, optical atomic/molecular frequency references have played important roles in science and technology, and provide standards enabling precision measurements. Frequency-stable optical sources have been central to experimental tests of Einstein's relativity, and also serve to realize our base unit of length. The technology has evolved from atomic discharge lamps and interferometry, to narrow atomic resonances in laser-cooled atoms that are probed by frequency-stabilized cw lasers that in turn control optical frequency synthesizers (combs) based on ultra-fast mode-locked lasers. Recent technological advances have improved the performance of optical frequency references by almost four orders of magnitude in the last eight years. This has stimulated new enthusiasm for the development of optical atomic clocks, and allows new probes into nature, such as searches for time variation of fundamental constants and precision spectroscopy.
Introduction
Ideas for using visible light from atomic transitions for precision instrumentation and metrology go back at least to the 1800s. There are several good reasons to use optical frequencies, and with the scientific and technological advances of the last centuryrelativity, quantum mechanics, electronics, coherent microwave sources, lasers . . . -we now have optical frequency references (OFRs) with truly exceptional performance. Optical atomic frequency references were developed out of basic scientific explorations in precision spectroscopy of atoms and molecules. They are now used in numerous scientific applications, serve to realize the unit of length, the metre, in the international system (SI), and are practical tools for dimensional metrology. Over the last 100 years the frequency accuracy of OFR has improved by about nine orders of magnitude, from 6 digits achievable with discharge lamps to modern frequency-stabilized lasers referenced to laser-cooled atoms that have a frequency reproducibility of about 15 digits. Schematic diagram of a modern optical frequency reference based on a spectrally sharp atomic resonance. The atomic resonance is probed by a narrow linewidth laser that is pre-stabilized to a high-Q Fabry-Perot cavity. On longer times scales the feedback control system steers the laser frequency to the atomic resonance. By adding the totalizing optical frequency counter/divider shown at the bottom of the figure, the optical frequency reference becomes an optical atomic clock.
By 'optical frequency references' or standards we mean a stable optical frequency that is referenced to a quantum transition in an atom, ion or molecule (all considered to be an atom, for simplicity in what follows) as shown in figure 1 .
In addition to many practical considerations, the performance of frequency references is characterized by two basic figures of merit: accuracy and instability. These have formal definitions [1, 2] . But, as expected, instability is a measure of how much the frequency changes over time, and accuracy is a measure of how well the standard gives the correct frequency. If we consider the history of time keeping and compare clocks as different as sundials, pendulum clocks and quartz clocks, it is clear that greater accuracy and better instability are possible as the oscillation frequency increases. The improvement in clock performance that is anticipated by using optical frequencies derives mainly from the much higher frequencies, which divide time into smaller intervals. Whereas the oscillator in a caesium atomic clock vibrates at a microwave frequency (f ∼ 10 10 Hz), a clock using a visible laser as its oscillator 'ticks' about 10 5 times faster, potentially allowing time intervals to be measured with a similar increase in precision. The fractional frequency instability that is expected for an atomic clock with N atoms operating in the quantum-projection-noise limit is approximately σ y ≈ ν ν 0 s/n ≈ ν ν 0 √ Nτ , where ν is the linewidth of the transition, ν 0 is the oscillation frequency, s/n is the signal-tonoise ratio, and τ is the averaging time [2, 3] . (Frequently, for simplicity of notation, we will use the word 'stability' to describe a frequency that is stable in time, but the actual numerical values will be given in terms of fractional frequency 'instability' as in the equation above.)
In the late 1990s all the pieces were coming together for a major advance in the performance of optical frequency standards. Four main factors contributed to the rapid advance in performance: advanced methods for laser cooling and trapping of atoms to microkelvin temperatures [4] , methods for laser frequency stabilization using high finesse Fabry-Perot cavities producing laser linewidths less than 1 Hz at 500 THz [5] [6] [7] , methods of precision laser spectroscopy of trapped atoms producing line Q as high as (ν/ ν) = 10 14 [8] [9] [10] , and, finally, a convenient method for synthesizing and counting optical frequencies using femtosecond laser optical frequency combs [11] [12] [13] . It now seems clear to most experts that the highest performance atomic clocks of the near future will be based on stable lasers probing narrow optical transitions in cold atoms. Already, OFRs have demonstrated better stability than the best microwave frequency standards for measurement times from a few seconds to a few hours [14] . And in several national laboratories, accuracies approaching a few parts in 10 15 have been shown [15] [16] [17] . Optical clocks are now a reality and are beginning to perform at levels that eclipse previous non-optical technologies.
The accuracies to which optical atomic frequencies have been determined relative to primary Cs frequency standards are illustrated in figure 2 [18] [19] [20] [21] [22] [23] . For the plot we have arbitrarily chosen the starting date as 1972, the year when the 3.39 µm methane-stabilized HeNe laser was first measured, but, in fact, there were a few measurements of far-infrared and CO 2 laser frequency references prior to that date. This paper does not comprehensively review optical frequency standards, but selectively uses highlights of experiments to illustrate the state-of-the-art and to provide some perspective on how optical frequency standards have evolved, as well as their close connection to Einstein's theory of relativity over the past 100 years. Many modern high accuracy tests of special relativity (SR) have been founded on precision laser measurements and optical atomic frequency references. Moreover, the international system (SI) units of time, frequency and length are based on the quantum clock transition in Cs (a microwave transition) and the now-defined speed of light c. Other SI base units, the ampere and candela, also rely on frequency as part of their definition. Within the theoretical foundation of SR, the constant velocity of light and existing stable optical frequency references, it is very natural that both length and time could be measured with light. Recent advances in the technologies of optical frequency standards significantly enhance our capabilities to measure physical quantities in space-time and quantum energy differences.
A large number of people have contributed to the ideas discussed here, and serious research efforts are growing in laboratories around the world. Many of the most important concepts for OFR and optical clocks can be traced to leading pioneers in the field such as J L Hall, V P Chebotayev, S N Bagayev, C J Borde, A Clairon, T W Hänsch, G Kramer, J Helmcke and many many others. In the limited space here our discussion is necessarily incomplete, and we apologize from the outset for not giving proper recognition of important contributions of unnamed others. In hopes of rectifying this we refer the reader to some papers and compilations that provide different perspectives and more thorough reviews [7, [24] [25] [26] [27] [28] [29] [30] .
Historical perspective on optical frequency references
The connection between Michelson's experimental results and Einstein's relativity is obvious today. Even so, scientists and historians have long discussed the relative significance of the contributions of Michelson, Lorentz, Fitzgerald, Poincaré and others to our understanding of space-time and the development of Einstein's relativity. In any case, precision optical measurements of length, frequency and the velocity of light have played central roles [31, 32] . We do not have to search far to find the thread that connects Michelson's experiments and Einstein's relativity to our modern optical atomic clocks. Now, 100 years later, we are at the beginning of the era when optical frequency standards are expected to overtake their microwave counterparts as the highest performance atomic frequency standards.
It appears that the idea to use optical references for length measurements goes back at least to Babinet about 1829 [33, 34] , and it is well documented that as early as 1887, Michelson proposed using optical atomic emission lines (i.e. atomic energy level differences) and optical interferometry for length metrology [35] [36] [37] [38] . Interferometry was used to measure the wavelengths of light from atomic emission sources in terms of the standard metre bar. The resulting wavelength references were subsequently used for other length measurements. This approach represents the beginning of the application of optical frequency references based on quantum transitions as metrological tools. However, real frequency-referenced optical metrology would have to wait 96 years until both units of time and length were based on atomic transitions and the speed of light was taken as a fixed and defined number. Michelson pioneered the use of optical atomic wavelength references and optical interferometry for the calibration of gauge blocks and length standards. Starting about 1892, studies were proceeding to identify the most appropriate optical atomic lines for precision length metrology and to develop appropriate measurement technologies. Promising candidates included well-known strong emission lines of Na, Li, Hg, H and Cd. As is usually the case, with the development of a new promising technology there was an interesting parallel evolution of the scientific psychology.
The brilliant green (mercury) line gives beautifully clear circles even with a difference of path of half a million waves, so that in all probability this will be used as the ultimate standard of length (Michelson and Morley (1889) [36] ).
The green mercury line is one of the most complex yet examined (Michelson 1892 ).
Michelson, Morley, Benoît, Fabry and Perot developed extremely ingenious optomechanical systems and powerful interferometric methods [38] [39] [40] [41] . Precise wavelength measurements by these scientists between 1893 and 1906 were used in 1927 by the CIPM (Comité International des Poids et Mesures) to define the 'Ångstrom' unit in terms of the wavelength of the red Cd transition at 644 nm. This served as an independent 'spectroscopic unit of length', and presumably was done because of its practical utility in spectroscopy. It is noteworthy that the definition of physical length remained connected to the official metre bar in Paris [41] . After considerable experimental work on optical sources and wavelength metrology the 86 Kr emission line at 605.7 nm was chosen as the official SI definition of the metre in 1960, finally replacing the metre bar. This optical atomic length standard was implemented interferometrically and endured for 23 years, being replaced in 1983 when the metre was redefined in terms of atomic frequency units based on the SI second (Cs ∼ 9.2 GHz clock transition) and the defined speed of light [34, 42] .
The velocity of light and metre from optical frequency references
The speed of light c has intrigued humans since the beginning of time, and it plays a central role in both theoretical and experimental physics and in practical applications. The imaginative experiments of Ole Rømer in 1676 were the first to show that the velocity of light was actually finite. Rømer's experiments used the periodically pulsed source of light provided by eclipses of Jupiter's moons and the reference of length provided by the motion of Earth along its orbit around the sun. It is interesting that Rømer's original experiments on the velocity of light were performed at l'Observatoire de Paris, which still serves today as the location of the primary atomic frequency standards of France [43] . More precise astronomical measurements of c by E Halley and others followed [44, 45] . Subsequent ground-based measurements with rotating mirrors and toothed wheels confirmed the astronomical measurements and improved the precision [45] .
In the 1890s, the situation became both more complicated and more interesting as high precision optical interferometry measurements by Michelson indicated that light did not follow exactly the same Doppler shift rules that were well known for the velocity of sound.
Measuring the velocity of light requires a known length for the light to traverse, a method for detecting the light transit, and some type of reference clock to measure the duration of the transit. To come up with an absolute number the length and time references must be calibrated in a traceable way to the standard units of measure of that date. Throughout the last century, optical measurements of the velocity of light and optical tests of special relativity evolved from measurements of the difference in the arrival time of light pulses, to interferometric measurements of phase differences of white light traversing different optical paths but maintaining nearly equal time delays, to interferometry using narrow atomic emission lines derived from flames and discharge lamps, to coherent laser interferometry over longer distances and time intervals, to modern phase-coherent measurements of optical frequency and phase that span the electromagnetic spectrum from microwaves to the UV. The latest experiments use length and time standards referenced to stable atomic transitions, and optical frequency references ultimately resulted in the speed of light being defined as a constant in the SI systems of units.
Although, the experimental technologies used by scientists for the early measurements were very different from the tools at our disposal today (and presumably dwarfed by the experiments and technologies of the future), the field of metrology has always relied on stateof-the-art instruments of their time. A historic example is the speed of light measurements made by Michelson and collaborators in the 1920s [46] [47] [48] [49] . In that case the optical path length was between Mounts Wilson and San Antonio in California. The 35 km distance between the mountain tops was measured with a claimed uncertainty of ∼18 mm (approx. 1 part in 2000 000) by the US Coast and Geodetic Survey using accurate surveying methods that relied upon 50 m long Invar tapes that were calibrated by the National Bureau of Standards (now NIST). (This brings up another curious connection between precision metrology, tests of relativity, and fundamental science. It turns out that Invar was invented by C-E Guillaume, who was the director of the BIPM 1915-1936 and who won the 1920 Nobel Prize in physics for Invar and its understanding [41] .) The timing reference for Michelson's speed of light measurements was actually a driven mechanical tuning-fork operating at about 135 Hz and calibrated against a standard pendulum, which was in turn calibrated to the then astronomical definition of the SI second (1/(86 400) of the mean solar day). Some mistakes were made in these precision measurements even after years of developing the measurement technologies (e.g. even with optical pulses generated with cw discharge lamps and rotating mirrors the group velocity dispersion effects were non-negligible for the light pulses travelling through air). As always, when the actual numerical values are important, it is necessary to have multiple experiments, different methods and several groups involved. In any case, it is quite remarkable that experiments using surveying tapes for length and tuning forks for time measured the speed of light to c = 299 796 ± 4 km s −1 , a value consistent with the accepted number today within a precision of ∼1.3 × 10 −5 [45, 49] . The precision in the SI unit of length improved rapidly with advances in atomic physics and laser spectroscopy using frequency stabilized lasers. Lasers were far superior to lamps in spectral and spatial coherence, and when stabilized to atomic transitions, provided much better wavelength (actually frequency) reproducibility than was possible with even the best discharge lamps. A paradigm change and landmark achievement occurred when measurements of the speed of light evolved from detection of the arrival time of an optical envelope, to direct measurements of the frequency and wavelength combined with the basic relationship c = λν. Highly precise measurements of c were made using microwave resonators by L Essen and others from about 1947 on, but it took another 34 years before this was achieved with highly stable lasers by a team effort at NBS (now NIST) [50] . The main impediment to the practical implementation of length metrology based on laser frequencies was that even though laser frequencies could be very stable and reproducible, the actual frequencies of the atomically stabilized lasers were not known at that time with sufficient precision in terms of the SI unit of time/frequency, which since 1967 has been the Cs 9192 631 770 Hz hyperfine transition. (As an aside, it is interesting that L Essen is also recognized for the first publication of an operating Cs atomic clock at NPL in 1955 [51] , while similar Cs clock activities were ongoing at other locations including MIT with Zacharis and at NIST with Lyons and Kusch [52] [53] [54] .)
Most of the leading national measurement laboratories, NRC, NPL, NIST, PTB, BNM-SYRTE, VNIIFTRI and Institute of Thermal Physics-Novosibirsk, started significant research efforts focused on the goal of measuring the frequency of atomically stabilized lasers. Towards that purpose, optical frequency 'chains' were developed to multiply the frequency of the caesium atom at 9.2 GHz up to optical frequencies in the hundreds of terahertz range. These elaborate systems typically consisted of electronic frequency multipliers from microwave to millimetre waves, and eventually to laser radiation in the far-infrared region, then through several IR lasers eventually reaching the 3.39 µm HeNe laser (88 THz) stabilized to a saturated absorption signal in methane, CH 4 . The first frequency measurement of the metrologically important CH 4 -stabilized HeNe laser was accomplished by Evenson et al in 1972 [55] . That historic and heroic effort, along with others that followed shortly thereafter, provided the impetus for fixing the speed of light. To make that change it was also necessary to know the wavelength of the CH 4 -stabilized laser relative to the then standard of length provided by the orange 605.7 nm, 2p 10 -5d 5 emission line from a 86 Kr discharge lamp. This was accomplished by Barger and Hall in 1973 using precise interferometric comparisons of the 3.39 µm HeNe laser [56] . The leading uncertainties were due to the asymmetries in the 86 Kr emission lineshape. Very high accuracy measurements of this wavelength ratio, and the ratio of the Kr line to the important iodine-stabilized 633 nm HeNe laser, were also made by Rowley et al at NPL and Baird et al at NRC [57] [58] [59] . It appears that some of the early wavelength comparisons of the 3.39 µm methane-stabilized laser relative to the 86 Kr lamp, completed by R Barger and P Giacomo at the BIPM about 1970, actually used one of the original Michelson interferometers from Michelson's time at the BIPM (figure 3) [60, 61] . Combining the high accuracy frequency and wavelength measurements of the 3.39 µm CH 4 reference and the It took another ten years before actual frequency measurements reached the visible region of the spectrum by using the elaborate optical frequency chain illustrated in figure 4 [68] . Finally, in 1983 optical frequency chains were able to measure the frequency of the very stable and technologically important red HeNe laser (633 nm) stabilized to molecular iodine [69] . That and other optical frequency measurements provided the solid foundation for the 1983 redefinition of the metre in terms of the speed of light and the SI second [34, 42, 70] . Those earliest frequency chains were not phase coherent because the lasers were not all phase locked together, nonetheless they were real frequency measurements as opposed to wavelength measurements. Phase-coherent optical synthesis to the visible from microwave sources was first achieved with a harmonic chain by PTB in 1996 [71] .
By definition in the SI, 'the metre is the length of the path travelled by light in vacuum during a time interval of 1/299 792 458 of a second'; now length, time and the velocity of light are consistently connected to the highly reproducible and accurate atomic frequency standard. This approach seems most natural in the framework of Einstein's relativity with the fixed velocity of light c in all reference frames. Excellent historical technical summaries of the development of optical frequency standards and the frequency measurements that led to the defined speed of light and eventual redefinition of the metre can be found in reviews by Petley, Rowley, Jennings and Hall, who were some of the principals involved in these important measurements [20, 25, 34, 63] . With the redefinition of the metre, the international standards bodies (the CGPM/CIPM) prescribe three basic methods for 'realizing' the SI metre. These are approximately as follows: (1) by a time interval measurement and the defined velocity of light L = c t, (2) from the wavelength of light with a known frequency measured relative to the Cs frequency λ = c/ν and (3) by using one of now 13 recommended radiations of frequency stabilized lasers, or lamps (Hg, Kr, Cd), or iodine absorption lines. All are described in detail with numerical values and uncertainties in the latest official report on optical frequency references for length metrology by T Quinn of the BIPM [72, 73] Today, high quality optical frequency references have uncertainties that are orders of magnitude smaller than the uncertainties achieved in actual length metrology. Dimensional uncertainties are not limited by frequency standards but rather by physical effects in materials and optical interferometry (optical phase shifts, index of refraction, diffraction, optical aberrations, material creep, thermal expansion, etc). In fact, even the first few frequency measurements of the 633 nm I 2 -HeNe laser [69] (with fractional frequency uncertainties of ≈2 × 10 −10 ) are still adequate (even 20 years later) for present high accuracy dimensional measurements. Once the frequency of the atomically stabilized laser is known, it can be reproduced and used for a traceable realization of the SI metre. It is not necessary to go back to the caesium definition of frequency unless higher accuracy is required. Present iodine stabilized HeNe lasers have frequency uncertainties of about 5 kHz at 473 THz (∼1 × 10 −11 , fractionally) with resetabilities of individual lasers about an order of magnitude better [72, [74] [75] [76] [77] [78] .
Optical frequency references and Einstein's relativity
The original Michelson-Morley experiments were designed to measure the characteristics of the 'luminiferous ether' that was hypothesized to permeate all of space and serve as the medium for transmission of light. The experiments compared the relative phase of optical fields that made two-way transits over paths with different orientations in space but with nearly equal path lengths. Searches for differential phase delays were analysed with respect to the motion of the earth around the sun. Discrepancies between the experimental results and expectations based on an ether forced alternative theoretical interpretations. To distinguish between the theories more precise experiments were required. The goal was to precisely measure the relative velocity of light both along the direction of motion and orthogonal to the motion with an accuracy that could unambiguously resolve effects to second order in velocity, O(v/c) 2 . The largest conveniently available velocity at that time was the velocity of the Earth in its orbit around the sun, so (v/c) 2 ≈ 10 −8 . Relative optical path length measurements to a fractional precision about 100 times better than this were required to make definitive statements about the actual magnitude of the second-order terms [79] [80] [81] . These experiments, now regarded as evidence for the constancy of speed of light and a repudiation of the ether, were viewed by many at that time as disappointing failures because they did not detect the ether that certainly must exist. The results now seem central to SR, but some historians claim that Einstein was not influenced very much by Michelson's experiments; and it also seems that Michelson was not an enthusiastic supporter of the relativistic interpretations of the experimental results [82, 83] . Nonetheless, 100 years later the puzzle fits together rather nicely.
Laser-based tests of special relativity (SR) were done as early as 1964 by Jaseja, Javan, Murray and Townes using 'infrared masers' (1 µm HeNe lasers) [84] . Improved versions of these Michelson-Morley and Kennedy-Thorndyke-type experiments by Brillet and Hall (see figure 5 ), and Hils and Hall respectively, were done as comparisons between an optical path length of a physical spacer and an optical atomic frequency of a quantum-based reference [85, 86] . In those cases, resonant modes of a stable Fabry-Perot cavity were compared to accurate and stable HeNe lasers stabilized to either the 3.39 µm methane reference or the 633 nm iodine transition. The results of comparing physical lengths to atomic frequency standards can be interpreted in the context of SR by adding small expansion parameters to the theory, as is done in the well-known test theories of Robertson, and Mansouri and Sexel (RMS) [87] [88] [89] . Experimental data are used to constrain the values of the small parameters in the theory and thus set limits on possible deviations from SR. Detailed discussions of experimental tests of relativity can be found in the excellent books by Born, Will, Zhang and other compilations [31, 32, 90, 91] .
Some recent versions of these experiments use cryogenic optical Fabry-Perot cavities or a microwave resonator to test spatial isotropy and continue to reduced uncertainties [92] [93] [94] [95] . To date, and within the RMS framework, no experimentally reproducible discrepancy from SR has been found at the level of ∼2 × 10 −9 for Michelson-Morley, and ∼4 × 10 −7 for Kennedy-Thorndyke-type experiments. These experiments essentially test for variations in the two-way speed of light relative to a preferred frame as a function of orientation and velocity, respectively.
The relativistic time dilation, or second-order Doppler shift
1/2 causes problematic frequency shifts (∼5 × 10 −13 fractionally) in atomic clocks that use room temperature atoms with corresponding thermal velocities of ∼300 m s . This problem becomes negligible when using laser-cooled atoms with low velocities (∼10 cm s −1 ). Conversely, the time-dilation effect can be enhanced and measured by using precision laser spectroscopy of fast moving atomic beams as done by Snyder, Riis, McGowan and Saathoff and their respective colleagues [96] [97] [98] [99] . Measuring the optical frequency difference between fast and slow atoms determines the relativistic time dilation. The experiment with the highest precision used an apparatus similar to that shown in figure 6 . Again, special relativity holds within experimental uncertainties, presently at the level of ∼2 × 10 −7 for the magnitude of the time dilation factor.
The gravitational red shift is a central component of Einstein's relativity and is a major frequency shift for high accuracy atomic frequency standards. In the gravitational potential of the Earth U, the fractional frequency shift is f /f = − U /c 2 ∼ (1.09 × 10 −16 m −1 ) z, where z is a relative change in height above the Earth. In the global positioning system (GPS) the gravitational red-shift and second-order Doppler shift are significant and must be taken into account for precise timing [100] . At our NIST laboratory in Boulder, the elevation is ∼1650 m corresponding to a gravitational red shift of ∼1.8 × 10 −13 (fractionally) relative to similar clocks at sea level (where the SI second is defined). This requires knowing the red shift at the NIST building with a fractional uncertainty of ∼0.1% for international comparisons to achieve the level of accuracy of modern primary Cs fountain standards ∼5 × 10 −16 [101, 102] . Even a few metres of elevation makes a significant, measurable difference in the frequency. Optical frequency standards have not yet played an important role in experimental tests of the gravitational red shift, but their exceptional stability should prove useful for future gravitational red-shift measurements.
Another question is whether the fundamental 'constants' (such as the fine structure constant e 2 /hc, m e /m p , g factors, etc) and hence atomic clocks are really constant in time. This has been a topic of discussion since Dirac suggested that the constants might vary based on arguments relating to the expansion of the universe and simple relationships between constants. Clocks are made from the most stable and measurable physical quantities that we find in nature, and for now, these are based on differences in atomic energy levels. It is thus natural to use stable atomic frequency references to test physical principles and theories and to search for new physics or forces that might depend on time, space, velocity, etc. The theories of such clock tests have been discussed in detail, and a few high precision experiments have been done [31, [103] [104] [105] [106] [107] [108] [109] [110] . A popular experimental approach is to measure ratios of atomic frequencies and search for any reproducible systematic changes that occur over time. Reproducible measurements can be made as long as any time variation of the 'constants' occurs on a time scale that is longer than the time interval between frequency measurements, which is limited by the averaging time required to reach the accuracy of the standards. Measurements between optical standards can presently be made at a level of ∼2 × 10 −15 in 10 s (more on this in section 5.1). By comparing atoms with different atomic number Z it is possible to make some qualified statements about possible time variations of ratios of fundamental constants, including the fine structure constant α, the electron to proton mass ratio m e /m p , and gyromagnetic ratios. These atomic physics experiments can also be viewed as tests of SR since atoms with large Z have significant relativistic corrections to the atomic wavefunctions. Thus a change in α or relativity could show up as differential changes in the energy levels between light and heavy atoms [111] . Astronomical observations of optical atomic transitions have shown hints that the atomic frequencies might have been different in the early universe [112, 113] . However, the astronomical data are, at present, inconclusive [114] [115] [116] . At the current epoch, the few high-accuracy laboratory experiments that have been completed show no reproducible, convincing evidence of time-dependent changes to atomic clock frequencies [15, 108, 109, 117] . Some data showing the Ca and Hg + optical frequencies measured relative to Cs standard over some years are shown in figure 7 . There are various ways to interpret these data in terms of possible variations of fundamental constants, but it is clear from the data that within measurement uncertainties there is no indication of any systematic temporal variation of these atomic frequencies relative to each other.
The higher precision and accuracy becoming available with optical atomic frequency standards (see figure 2) will allow tests of Einstein's relativity and other foundations of physics with much higher accuracy. In essence, the optical atomic frequency standards and optical frequency combs offer more precise rulers for time, frequency and length than have been available, and will allow deeper probing into the structure of space/time. Our enthusiasm for the future of stable optical frequency references is not new. Optical and infrared masers make possible and attractive new experiments and refinements of old ones, where great precision in measurement of length is needed. (C H Townes (1964) regarding laser tests of relativity [84] .)
With the improved experimental tools of today, we can certainly travel further down this path that was started long ago.
Present status of optical frequency standards
Experimental atomic physics is the foundation that supports optical frequency standards, and the current technology is based on precision, nonlinear laser spectroscopy of simple atoms that have been laser cooled and trapped. The two basic types of optical atomic frequency standards are systems based on single trapped ions and those that use clouds of cold neutrals. They share many of the same technologies but have some characteristic differences.
As we start this discussion it is useful to recall generally what we mean by specific characteristics, such as frequency stability (does the frequency change over a specified time interval τ ), frequency reproducibility (self-reproducibility is a measure of whether a single reference gives the same frequency each time it is used, moved, turned off or on etc, and crossreproducibility measures how well similar frequency standards give the same frequency), and accuracy (which has two meanings: how well does the standard produce an exact frequency in terms of the SI 'second', or sometimes it is used more loosely to mean how well does the standard represents the natural frequency of that specific atomic transition). Some experiments require only frequencies that are stable, for example, when looking for effects that can be modulated, as in the rotating interferometers in Michelson-Morley experiments. Other experiments, such as searches for time variation of fundamental constants, require accurate measurements that can be repeated. Good stability is a necessary condition but it is insufficient to guarantee high accuracy.
Single ion optical frequency standards
The essential ingredient of an optical frequency standard is the atomic transition to which the frequency of the optical oscillator is steered. Ideally, these references are anchors in frequency space that are totally immune to any perturbations. But the motion of atoms produces shifts that can never be fully eliminated because the atoms never come fully to rest; and, likewise, external perturbations, which can cause shifts to the internal level structure are never fully eradicated. The pursuit of the 'best' optical frequency and time standard has coalesced in most laboratories to an effort to identify the 'best' anchor-where 'best' refers to the optimum compromise between stability and accuracy on one hand and practical issues, such as reliable and simple lasers, on the other. Clearly, the best stability and highest accuracy will be provided by slowly moving laser-cooled atoms and trapped ions. In such systems, fractional frequency instabilities at or below 10 −14 at 1 s and reproducibilities better than one part in 10 15 have already been demonstrated [14-16, 108, 119, 120] . It may be possible to benignly hold lasercooled atoms in optical wells generated by the intersection of light beams far detuned from any internal transition [10] . If the atoms are sufficiently cold, their motion will be confined to an individual well and hence to vibrational excursions less than an optical wavelength (the so-called Lamb-Dicke limit). In this limit, a domain achieved routinely with laser-cooled and trapped ions and, more recently, with laser-cooled and lattice-trapped neutral atoms, first-order Doppler shifts are eliminated and second-order shifts are reduced to below 10 −18 . A million atoms confined to the Lamb-Dicke limit offer enticing predictions for stability and accuracy of an optical clock, but much work remains. Narrow, weakly allowed optical transitions of single, laser-cooled, trapped ions are nearly ideal references for optical frequency and time standards. High resolution is possible because perturbations can be made small and interrogation times long. A key advantage of single ions is that they can be laser cooled to the lowest vibrational state of motion and benignly confined to the Lamb-Dicke limit. Therefore, because the laser-cooled ion is restricted to a small volume in space, most systematic shifts are either small, such as Doppler shifts to all orders, [122] . If the ion remains in the ground state following a clock excitation pulse at 282 nm, the ion will readily fluoresce on the strongly allowed transition at 194 nm. Conversely, if the clock transition is made, then no fluorescence at 194 nm is seen. Lower right is a Fourier-limited spectrum of the clock transition (probe time, 120 ms) [9] . or can be well controlled. Most single-ion optical clocks are expected to ultimately reach systematic fractional frequency uncertainties approaching 10 −18 . Furthermore, the fractional frequency uncertainty reported for several single-ion standards, all based on weakly allowed, electric-quadrupole transitions, are less than 1 × 10 −14 [15, 17, 108, 121] . In figure 8 , we show some of the essential features and components of the optical time and frequency standard based on a single Hg + ion. One of the largest systematic uncertainties that had previously limited the accuracy of the Hg + standard as well as each of the other ion-based optical standards so far demonstrated is the electric-quadrupole shift that arises from the interaction of the excited state quadrupole moment with any static electric-field gradient. Recently, the quadrupole moments pertinent to the optical clock transitions in Sr + [17] , Yb + [16] and Hg + [123] have been measured and compared to the predicted values obtained from a multiconfiguration Dirac-Hartree-Fock calculation. Any quadrupole shift of the clock frequency in 199 Hg + is now conservatively estimated to be fractionally less than 1 × 10 −15 [123] . More importantly, we expect that the quadrupole shift will no longer limit the accuracy of the mercury ion optical clock when it is operated with alternating orthogonal components of a small applied magnetic field of constant amplitude [124] , which is stepped each measurement cycle. (We note that an alternate scheme exists and has been used to cancel the quadrupole shift of the clock frequency in Sr + [17] .) In a complementary effort at NIST, we are working towards the development of a two-ion, 'quantum logic' optical clock [125] . In this system, two ions of different species are held in a linear RF trap. One ion (the 'clock' ion) provides a suitable optical transition for an atomic clock, whereas the other ion (the 'control' ion) provides a strongly allowed transition for laser cooling the two-ion ensemble as well as the rapid state detection of the clock ion. In this scheme, the clock ion is sympathetically cooled to the motional ground state of the trap via Coulomb coupling with the laser-cooled control ion, and then its clock resonance is probed by radiation whose frequency is alternatively stepped to either side of the resonance. The resulting superposition of state amplitudes for each step is quickly (<0.1 ms) mapped onto the control ion through the quantized motional states of the coupled two-ion system using elementary quantum logic operations. The state projected in the subsequent probe of the control ion is a faithful measure of the original superposition of states in the clock ion. In the version being pursued at NIST, we are using an Al + clock ion and a Be + control ion. The weakly allowed 1 S 0 -3 P 0 transition in 27 Al + at 267 nm is a particularly attractive reference for an accurate and stable optical clock owing to its narrow linewidth and the absence of a static electric-quadrupole shift.
During the last year, we have trapped a single Be + ion together with a single Al + ion and were able to achieve ground state cooling of the Be + /Al + ion crystal by applying Doppler-and Raman sideband cooling on the Be + ion. After optimizing the cooling process and the coherent state manipulation of the beryllium ion, we demonstrated a proof-in-principle of the basic clock protocol by first exciting the more allowed 1 S 0 -3 P 1 transition in Al + [126] . The natural resonance of this transition has a width of about 500 Hz, and its frequency was known from spectroscopic data to within an uncertainty of 2 GHz. A high-finesse optical cavity that is held in an evacuated, temperature-regulated chamber provided us with a frequency reference with a day-to-day frequency uncertainty of better than 5 kHz. We optimized the basic measurement protocol and recently observed the 1 S 0 -3 P 1 transition with all its hyperfine components. A measurement of their difference frequencies agrees well with theoretical predictions of the hyperfine splitting constant for the 3 P 1 state [127] . We also made a preliminary absolute frequency measurement of the 1 S 0 -3 P 1 clock transition. In the next few months, we will apply the quantum logic measurement protocol to search for the narrow, 1 S 0 -3 P 0 optical clock transition in Al + (τ ≈ 35 s). Then, as a first application, we will perform a high-precision search for time variation of the fine-structure constant by comparing the frequency of the Al + clock to both the frequency of the Hg + standard and that of the Ca standard at various intervals.
Neutral atom optical frequency references
The past decade or so has seen an explosion of interest in laser-cooled neutral standards. These standards differ from trapped-ion standards in two significant ways. First, large numbers (>10 6 ) of neutral atoms can be trapped, thus enabling outstanding stability through a large signal-to-noise ratio. Simple estimates show that instabilities of 10 −17 at 1 s or less are possible with neutral atom standards, although considerable improvement in present day local oscillators would be required to support such performance [3, 8, 128] . Second, due to their lack of charge, neutral atoms require modified trapping and measurement strategies. These strategies usually entail turning off the trap during probe periods to avoid unwanted frequency shifts, but thereby require the control of systematic shifts due to Doppler effects resulting from thermal motion and gravity.
The main neutral candidates come from atoms with narrow clock transitions and broad, strong cooling transitions. These include the alkaline earth atoms Ca, Sr and Mg, and other promising candidates such as Yb, Ag, and H. The Ca optical frequency standard (figure 9) serves as a convenient example because it is one of the most advanced of the neutral atom frequency standards, and it is being explored at a few different laboratories [119] . The clock Figure 10 . Schematic of the calcium atomic clock apparatus. Using two stages of laser cooling, about 10 6 atoms are trapped and cooled to a temperature of 10 µK. With the trapping laser light blocked, the freely expanding atoms are probed by a laser that is pre-stabilized on a narrow resonance of an optical cavity. A servo system keeps the probe laser frequency fixed on the atomic resonance via a signal derived from the excitation spectrum. Light is sent through a fibre to a mode-locked femtosecond-laser frequency comb where the optical oscillations can be counted and/or compared to other frequency standards.
transition at 657 nm has a natural linewidth of 400 Hz and can be easily accessed with inexpensive diode lasers. The laser cooling transition at 423 nm (35 MHz linewidth) is used to collect millions of atoms in a magneto-optic trap (MOT) with a residual temperature of 2 mK. Advanced versions of the standard now use a second stage of laser cooling based on the clock transition to further reduce the atomic temperature and thereby the Doppler shifts [129, 130] . Because the laser cooling light induces large Stark shifts on the clock transition, this light is turned off and the atoms are released for ballistic expansion during probing of the clock transition. This approach necessarily leads to a measurement cycle that contains alternate periods of trapping and probing.
For the calcium atomic clock at NIST, a typical cycle commences with a 15 ms trapping period during which several million atoms from a beam are loaded into a 423 nm MOT (the clock apparatus is depicted in figure 10 ). This is followed by 7 ms of second-stage cooling that transfers 25% of the atoms into a shallower MOT producing a residual temperature of 10 µK. With the laser cooling beams extinguished, the clock transition is then excited with a Bordé-Ramsey sequence [131] consisting of two pairs of 3 µs counter-propagating pulses separated in time by ∼330 µs. The probe beams are filtered with optical fibres to ensure spatial modes of high quality. In order to achieve high resolution on the clock transition, it is necessary to pre-stabilize the frequency of the probe laser on a narrow resonance of a high finesse cavity that is environmentally isolated. This enables the probe laser to achieve a laser linewidth of a few hertz for times of several seconds. Depending on its detuning from the atomic resonance, the excitation pulse sequence from the stabilized laser excites some fraction of the atoms from the 1 S 0 ground state to the 3 P 1 state. This transfer is measured with a shelving detection scheme [122, 132] . Shelving detection uses resonance fluorescence induced on a strong transition (here the 423 nm cooling transition) to measure the absence of population in the ground state rather than detecting a weak decay fluorescence signal at 657 nm from the population in the excited state. With neutral atoms, we can normalize the signal to the number of atoms in the trap by applying two such detection pulses [119, 133] . To generate the excitation spectrum, we slowly sweep the frequency of the stabilized laser relative to its reference cavity fringe with an acousto-optic modulator, while the measurement cycle is continuously repeated. Figure 10 shows a Fourier-transform-limited spectrum taken at relatively low resolution (fringe period = 23.1 kHz), as determined by excitation pulse duration and temporal separation.
For clock operation, the resolution is increased to ∼770 Hz and a modulation servo technique is used to keep the probe laser frequency locked to the central fringe of the spectrum. A fraction of the probe light is sent through an optical fibre to a mode-locked femtosecond-laser comb measurement system, which is used to compare the performance of the standard with other atomic standards. Such comparisons have demonstrated fractional frequency instability as low as 5 × 10 −15 at 1 s for the NIST Ca standard. This is an exceptionally good stability, but is limited by the small ratio of actual probe time (∼1 ms) to atom preparation/detection time (∼25 ms), which leads to an effective increase in the frequency noise spectrum of the probe laser (through the Dick effect) [128, [134] [135] [136] . Future standards (neutral and ion-based) will require that this ratio is increased considerably in order to achieve optimum performance levels.
We are now at the stage where such standards work very well and have excellent stability, but we face the arduous task of verifying that all systematic errors are as small as projected. Many of these errors result from fundamental physics effects (such as residual Doppler shifts, blackbody radiation-induced frequency shifts, gravitational shifts), while others involve nonfundamental technical issues (such as optical table vibrations, frequency chirps in the acousto-optic modulators and defects in the spatial modes of the probe laser beams). Presently, a few papers have begun to address the fundamental issues in detail at the 10 −16 level, while, overall, fractional frequency uncertainties are now moving just below the 10 −14 level, limited mainly by technical rather than fundamental issues. Encouragingly, two different labs have measured the absolute frequency of the Ca transition at the ∼10 −14 level with excellent agreement [119] .
As mentioned previously, there are transitions in other neutral atoms that have attracted considerable interest for use as optical frequency standards [10, 109, [137] [138] [139] [140] [141] [142] [143] [144] [145] , however, at this stage it is not clear which can give the best performance or most the useful atomic clock.
Atomic hydrogen is particularly interesting because its theoretical simplicity allows direct connection between experimental results and fundamental physics [109, 140, 146, 147] . Hydrogen also has an attractive 1S-2S clock transition with a narrow linewidth and, with some effort, can be cooled to fairly low velocities. It is nearly unique in that the energy level differences in hydrogen can be calculated to approximately the same level of accuracy as they can be measured. Comparisons between theory and experiment for hydrogen have given a wealth of information on atomic structure, Rydberg constant, the Lamb shift, size of the proton, etc. The technological challenges with hydrogen are a significant impediment to its development as an optical clock, but the fundamental physics that can be extracted makes the pursuit very worthwhile. Also, for theoretical reasons there is growing interest in precise optical frequency measurements in helium for connection to fundamental physics [148] .
Perhaps the most promising approach for future neutral atom standards is to use oddnumbered isotopes of two-electron atoms, for which it is possible to excite highly forbidden transitions (natural linewidths of 1 to 10 mHz) in atoms confined in an optical lattice [10] . The wavelength of the lattice laser is chosen to yield equal Stark shifts for both the ground and excited states, leaving the clock frequency unchanged. With the atoms confined to the Lamb-Dicke regime (i.e. a fraction of a wavelength), residual Doppler effects will be negligible and long interaction times will be possible. If higher-order Stark shifts can be adequately suppressed, such a system could attain the accuracy level promised by single trapped-ion systems but with the improved stability that comes with large numbers of atoms. Presently, at least seven groups are pursuing lattice-based standards in Ca, Sr and Yb, with several experiments poised to reach maturity in the near future [10, 138, 142, 144, 145, 149] . If it is possible to cool and confine large numbers of neutral atoms in optical lattices to the LambDicke limit while at the same time maintaining negligible perturbations to the clock transitions then these systems could indeed be the ultimate optical frequency standards. Such a system could have all the advantages of trapped ions-tight confinement, no Doppler, no collisions, long interaction times-as well as the advantages of neutrals-large numbers, large signal-tonoise ratios and convenient laser wavelengths. This might be the best of both worlds; however, there are many scientific and technical issues that must be addressed, including, higher order polarization sensitivities, potential Stark shifts from two-photon transitions, non-trivial optical pumping, efficient internal and external state preparation and achievable cycle times [10, 137, 142, 149, 150] .
Further in the future, we might even imagine loading an optical lattice with coherent atoms organized to achieve one atom in the ground state of each lattice site, forming a Mott insulator transition (see the chapter by E Bloch in these proceedings). Coherently prepared atoms in such a lattice could also be exploited by applying entanglement ideas proposed for ion clocks [125] but implemented with neutral atoms, as is being studied for quantum information processing. Under these conditions, the instability could scale as 1/N rather than 1/N 1/2 .
Other applications of optical atomic frequency references
Perhaps the most promising commercial applications of OFR will be in communication and navigation systems, or for special uses such as coherent optical radar. Beyond their present use in scientific applications (such as references for precision spectroscopy) and length metrology, OFRs are just beginning to see some new applications. One modern application with widespread use of optical frequency references is in optical communication systems utilizing wavelength division multiplexing (WDM). Relatively recently, the telecom industry moved to WDM optical communication systems to achieve high data rates over optical fibres. In fact, for the 'wavelength' multiplexing, the industry wisely chose a frequency-based optical grid. The International Telecommunication Union (ITU) frequency grid for dense wavelength division multiplexing is fixed on an optical frequency of 193.1 THz (∼1552 nm) and supports a variety of channel spacings ranging from 100 GHz down to 12.5 GHz [151] . The accuracy and stability required for the ITU-grid are not at the same levels of performance previously discussed (even 1 GHz at 193 THz is fractionally 5 × 10 −6 ); but nonetheless, these systems do demand atomic and molecular references for calibration purposes [152, 153] . Some research programmes continue to explore coherent optical communication systems that might benefit from optical frequency references with higher precision, or perhaps optical frequency combs.
Many of the real-world applications of atomic frequency references do not require high absolute frequency accuracy, but rather require robust stable frequency sources for synchronization of events or the precise measurement of time intervals. In these cases having high stability might be more important than absolute accuracy. The excellent stability of optical standards bring new capabilities for ultra-precise timing, subfemtosecond timing jitter and low-phase-noise microwave signals as described below.
Optical frequency metrology
The harmonic optical frequency chains developed in the 1970s and 1980s proved that it was possible to count optical frequencies, and these systems played important roles in laboratories responsible for primary standards. However, the chains were too large, complicated and unreliable to see widespread use. That all changed in 1999 when Udem et al demonstrated [154, 155] that Hänsch's idea [156] of using ultrafast mode-locked lasers for optical frequency metrology was indeed valid to a high degree of accuracy-just as expected from the Fourier transform. They showed that the frequencies of the discreet modes produced by a modelocked Ti:sapphire laser and spanning ∼20 THz were indeed spaced precisely by the pulse repetition rate f rep [154] . That paradigm-changing demonstration revolutionized the field. The frequency of any mode of the optical frequency comb produced by a mode-locked laser could be described by the simple comb equation f N = Nf rep + f 0 , where f 0 is an offset frequency common to all modes.
Another critical achievement of the optical comb technology was the broadening of the optical spectrum to cover a spectral bandwidth of an octave. This was first accomplished using microstructure optical fibres whose broadening capabilities were discovered about in 1999. With an optical octave spanned, the femtosecond laser optical frequency combs (FLFC) could be stabilized using the 'self-referencing' method [13, 157] , as first demonstrated experimentally by Jones et al [158] . The technology of optical frequency combs and their applications have developed rapidly over the past five years. Some recent reviews give good summaries of the field [11, [159] [160] [161] [162] . In contrast to the harmonic optical frequency chains, the FLFC are fairly easy to operate, robust and reliable. The ultrashort pulses from stabilized self-referenced FLFC provide exquisite timing markers (sub-fs timing jitter is possible) and the spectrally broad optical frequency comb provides an almost ideal ruler for optical frequency synthesis and measurement. When self-referenced and locked directly to an optical frequency reference the comb transfers the accuracy and good stability to other spectral regions (from the RF to UV) and phase coherently divides the optical frequency to the microwave range where it can be interfaced with electronic signals (see figure 11 ) [163] . When used as an optical frequency divider these system now provide microwave signals with unprecedented low phase noise. Atomically stabilized FLFCs, when used as optical frequency dividers, now provide some unique capabilities, such as relative timing precision of femtoseconds, with unprecedented stability producing microwave signals with phase-noise 20 to 40 dB lower than the best existing microwave sources [164] [165] [166] .
Several recent experiments have tested the fidelity of the FLFCs, including: uniformity of the comb spacing, second harmonic ratios, reproducibility as a frequency translator and divider, etc [154, [167] [168] [169] . Even with the high nonlinearities, the strong optical frequency chirp, and distortion of the optical pulses in the lasers and nonlinear fibres, the time-averaged frequencies of the optical comb lines obey the simple optical comb equation. The experiments conclude that, at least for averaging times longer than about 100 ms, the modes of the FLFC are well described by the simple comb equation, and when averaged for several hours can give a precision of 19 to 20 digits [170] [171] [172] . Thus, the FLFC are accurate frequency synthesizers that span from RF to UV, providing frequency uncertainties as small as the primary frequency standards can support. Most high performance FLFC are based on mode-locked Ti:sapphire lasers, but other stable optical frequency combs that can span an octave or more and be self-referenced have now been demonstrated with Cr:LiSAF [173] (100 MHz, 100 mW, centred at 850 nm) Cr:Forsterite [174, 175] (400 MHz, 400 mW centred at 1.3 µm) and fibre lasers [176] [177] [178] [179] (50 MHz, 100 mW, centred at 1.5 µm). It is intriguing that even though the average frequencies seem to be 'perfect', some recent experiments indicate that the noise properties of some types of optical frequency combs (particularly those in the near IR 1 to 2 µm range) can be more complicated and interesting than might be expected from the simple comb equation [175, 177] .
Optical stability advantage
The accuracy of the primary atomic frequency standards has improved considerably, which means that the evaluation of systematic uncertainties now requires long averaging times as dictated by short-term instabilities. For state-of-the-art microwave atomic standards using quartz-based local oscillators (LOs), the short-term instability is limited to about 1 × 10 −13 , and, if the atomic instability improves with time as 1 × 10 −13 τ −1/2 (τ in seconds) it requires ∼3 h or more of signal averaging to make one measurement at the 1 × 10 −15 level. Even measuring between hydrogen masers and a Cs fountain standard within the same building can take a day or two of averaging to make an accurate frequency measurement at the 1 × 10
level. Verifying systematic errors using these references then requires a sequence of long averages to evaluate all possible uncertainties [180] [181] [182] . The situation is much worse when trying to get the number out of the laboratory and to another location across the world, since averaging GPS signals might require 20 days to reach 1 × 10 −15 . As accuracy improves, the process becomes increasingly difficult and quadratically more time consuming, thus shortterm stability must be improved. Some alternatives exist for the microwave standards, for example, a UWA-SYRTE collaboration takes advantage of the better short-term stability of and both fibre links were Doppler cancelled [187, 188] . The data include the combined instability of the entire system (Hg + , Ca, FLFC and two fibre links) and were measured at the 456 THz Ca frequency. The 10 s instability is consistent with expected performance of the atomic standards, but the flatness between 10 and 300 s is not well understood and is likely due to environmental effects that average down on longer times.
cryogenic sapphire whispering-gallery-mode oscillators to improve the short-term stability of Cs and Rb atomic fountains [183] , and other schemes for utilizing more atoms are being developed [184] [185] [186] . For practicality, it is desirable that the instability at 1 s should be within a factor of 100 of the ultimate fractional frequency uncertainty, although this conclusion can be application dependent. The high stability of optical frequency references provides a tremendous advantage and time saving when evaluating frequency offsets and uncertainties. Rapid measurements facilitate understanding and detection of unexpected frequency shifts (which usually dominate performance in actual systems), and speed enhances the ability to make corrections. An example helps to illustrate this point. Figure 12 shows the instability achieved by use of two independent optical frequency standards in the NIST building connected via optical fibres and compared with a FLFC similar to that shown in figure 11 . The good short-term stability of the Hg + and Ca optical standards allows us to make relative frequency measurements with fractional uncertainties of ≈2 × 10 −15 in 10 s and averaging down to ∼1 × 10 −16 in 2000 s. The stability of this whole system could be improved, but is already more than good enough to make measurements between optical standards at the 1 × 10 −16 level. The challenge now is for the optical frequency standards to set absolute frequency uncertainties at comparable levels.
Summary
In the past 100 years, optical frequency references based on narrow quantum transitions have played critical roles in the discovery of new physics and in testing fundamental theories, and have provided new tools and technologies for precision measurements that now serve as a foundation for our base units. As stability and accuracy improve, the effects of Einstein's relativity become increasingly important-a fractional frequency uncertainty of 10 −18 would require knowledge of the geoid potential surface to <1 cm. Alternatively, perhaps OFR will be used for measuring gravitational potentials and making more stringent experimental tests of Einstein's ideas.
With recent advances, OFRs are demonstrating performance that makes them the compelling choices for the atomic clocks of the not-too-distant future. Some optical frequency references are demonstrating unprecedented frequency stability, and a few are beginning to show frequency reproducibility that is comparable to that of the best caesium atomic fountain standards. Several groups (including PTB, NRC, NPL, BNM-SYRTE, Max-Planck Garching, University of Tokyo, JILA, NIST . . . ) are working hard to develop systems with high accuracy and stability, and numerous interesting atomic systems are being considered. However, at this point, the optimal choices are not yet clear. It is conceivable that one atomic system will be optimal for the best short-term stability and another for ultimate accuracy (much as is the case today, where hydrogen masers typically provide good short-term stability and caesium clocks give ultimate accuracy).
When technologies have major advances, there is naturally an initial period of enthusiasm that the new discoveries will solve all our past problems. Perhaps we are just coming out of that phase now with optical atomic clocks; the systems are working and delivering spectacular data, but much hard work remains to reach the 10 −18 accuracy levels that have been promised for more than 20 years now.
In any case, the high stability of optical frequency standards afford unsurpassed new capabilities, including femtosecond timing resolution when stabilized to atomic transitions, Doppler-cancelled optical fibre transmission, ultra-low-phase-noise microwaves and spectral and temporal coherence across the visible with coherence times of several seconds. We can even imagine future advanced systems using arrays of coherent atomic samples, as in spin-squeezing or Mott-insulator BEC experiments, that might allow Heisenberg-limited performance. In that case 10 6 coherent atoms, with a 500 THz transition, and a 1 Hz linewidth, could give an instability of σ y ≈ ν ν 0 √ Nτ ≈ 10 −21 τ −1/2 . It is probably unreasonable to extrapolate so far beyond the present performance and experience, but why not strive for limits that the physics says should be possible? One reason is that the present experimental technologies are certainly not up to the task. Laser oscillators are not nearly good enough, and technological constraints and even thermal noise introduce severe limitations [189] . But neither are there obvious fundamental reasons that these projections are unachievable. It seems remarkable that in principle just a few atoms and one second of averaging could provide sufficient information to achieve such high frequency resolution. If for some reasons these limits are not achievable, then there must be interesting science along the way. Only time will tell whether all the projections and promises can be realized; but if history is any indicator, Michelson's 'A Plea for Light' in 1888 [190] has proven well founded, and 117 years later we continue to add more voices to the chorus.
