Abstract. We discuss approximations of vertex couplings of quantum graphs using families of thin branched manifolds. We show that if a Neumann type Laplacian on such manifolds is amended by suitable potentials, the resulting Schrödinger operators can approximate non-trivial vertex couplings. The latter include not only the δ-couplings but also those with wavefunctions discontinuous at the vertex. We work out the example of the symmetric δ ′ -couplings and conjecture that the same method can be applied to all couplings invariant with respect to the time reversal.
Introduction
The quantum graph models represent a simple and versatile tool to study numerous physical phenomena. The current state of art in this field is described in the recent proceedings volume [EKK + 08] to which we refer for an extensive bibliography. One of the big questions in this area is the physical meaning of quantum graph vertex coupling. The general requirement of self-adjointness admits boundary conditions containing a number of parameters, and one would like to understand how to choose these when a quantum graph model is applied to a specific physical situation. One natural idea is to approximate the graph in question by a family of "fat graphs", i.e. tube-like manifolds built around the graph "skeleton", equipped with a suitable second-order differential operator. Such systems have no ad hoc parameters and one can try to find what boundary condition arise when the manifold is squeezed to the graph.
The question is by no means easy and the answer depends on the type of the operator chosen. If it is the Laplacian with Dirichlet boundary conditions one has to employ an energy renormalisation because the spectral threshold given by the lowest transverse eigenvalue blows up to infinity as the tube diameter tends to zero. If one chooses the reference point between the thresholds, the limiting boundary conditions are determined by the scattering on the respective "fat star" manifold [MV07] . If, on the other hand, the threshold energy is subtracted, the limit gives generically a decoupled graph, i.e. the family of edges with Dirichlet conditions at their endpoints [P05, MV07, DT06] . One can nevertheless get a non-trivial coupling in the limit if the tube network exhibits a threshold resonance [G08, ACF07] , and moreover, using a more involved limiting process one can get also boundary conditions with richer spectral properties [CE07] .
The case when the fat graph supports a Laplacian of Neumann type is better understood and the limit of all types of spectra as well as of resonances has been worked out [FW93, RS01, KuZ01, EP05, EP07, G08, EP08] . Moreover, convergence of resolvents etc. has been shown in [Sai00, P06, EP07] . Of course, no energy renormalisation is needed in this case. On the other hand, the limit yields only the simplest boundary conditions called free or Kirchhoff.
The aim of this paper is to show that one can do better in the Neumann case if the Laplacian is replaced by suitable families of Schrödinger operators with properly scaled potentials. Such approximations have been shown to work on graphs themselves [E97, ENZ01], here we are going to "lift" them to the tube-like manifolds 1 . First we will show that using potentials supported by the vertex regions of the manifold with the "natural" scaling, as ε −1 where ε is the tube radius parameter, we can get the so-called δ-coupling, the one-parameter family with the wavefunctions continuous everywhere, including at the vertex. This shows, in particular, that one cannot achieve such an approximation in a purely geometric way, with a curvature-induced potential of the type [DEK01] , because the latter scales typically as ε −2 . As main result in this case, we show the convergence of the spectra and the resolvents (cf. Theorems 3.3-3.7).
On the other hand, the δ-coupling is only a small part in the set of all admissible couplings; in a vertex joining n edges the boundary conditions contain n 2 parameters. Here we use the seminal idea of Cheon and Shigehara [CS98] applied to the graph case in [CE04] and generalised in [ET06, ET07] . For simplicity we will work out in this paper the example of the so-called symmetric δ ′ -coupling, in short δ ′ s , a one-parameter family which is a counterpart of δ, by using the result of [CE04] and "lifting" it to the manifold. We show that such a coupling is approximated with a potential in the vertex region together with potentials at the edges with compact supports approaching the vertex, all properly scaled, cf. Theorem 4.7. The speed with which the potentials are "coming together" must be slower than the squeezing; the rate between the two we obtain is surely not optimal.
We have no doubts that in the same way one can lift to the manifolds the more general limiting procedure devised in [ET07] which gives rise to a n+1 2 -parameter family of boundary conditions, namely those which are invariant with respect to the time reversal. Such an extension would be technically demanding, however, and in order not to burden this paper with a complicated notation and voluminous estimations we postpone it to a later work.
Let us survey the contents of the paper. In the next section we define the graph and manifold models and provide necessary estimates. In Section 3 we prove the convergence in the δ-coupling case. For simplicity we restrict ourselves to a star-shaped graph with a single vertex; the approximation bears a local character and extends easily to more complex graphs. Finally in Section 4 we extend the result to the δ ′ s -coupling case and comment on the applicability of the method to more general couplings.
2. The graph and manifold models 2.1. Graph model. Let us start with a simple example of a star-shaped metric graph G = I v having only one vertex v and deg v adjacent edges E = E v of length ℓ e ∈ (0, ∞], so we can think of E = {1, . . . , deg v}. We identify the (metric) edge e with the interval I e := (0, ℓ e ) oriented in such a way that 0 corresponds to the vertex v. Moreover, the metric graph G = I v is given by the abstract space I v := · e I e / ∼ where · ∪ denotes the disjoint union, and where the equivalence relation ∼ identifies the points 0 ∈ I e with the vertex v. The basic Hilbert space is L 2 (G) := e∈E L 2 (I e ) with norm given by
The decoupled Sobolev space of order k is defined as
together with its natural norm. Let p = {p e } e be a vector consisting of the weights p e > 0 for e ∈ E. The Sobolev space associated to the weight p is given by
where f := {f e (0)} e ∈ C deg v is the evaluation vector of f at the vertex v and Cp is the complex span of p. We use the notation
for all e ∈ E. In particular, if p = (1, . . . , 1), we arrive at the continuous Sobolev space
The standard Sobolev trace estimate
, and therefore itself a Hilbert space. A simple consequence is the following claim.
Lemma 2.1. We have
p (G) and 0 < a ≤ ℓ − := min e∈E ℓ e , the minimal length at the vertex v. We define various Laplacians on the metric graph via their quadratic forms. Let us start with the (weighted) free Laplacian ∆ G defined via the quadratic form
for a fixed p (the forms and the corresponding operators should be labelled by the weight p, of course, but we drop the index, in particular, because we are most interested in the case p = (1, . . . , 1)). Note that d is a closed form since the norm associated to the quadratic form d is precisely the Sobolev norm given by f 2
G . The Laplacian with δ-coupling of strength q is defined via the quadratic form h = h (G,q) given by
The δ-coupling is a "small" perturbation of the free Laplacian, namely we have:
Lemma 2.2. The form h (G,q) is relatively form-bounded with respect to the free form d G with relative bound zero, i.e., for any η > 0 there exists C η > 0 such that
It is again a simple consequence of Lemma 2.1. Since we need the precise behaviour of the constant C η , we give a short proof here. From Lemma 2.1 we conclude that
then the desired estimate follows.
One can see that the norms associated to h and d are equivalent and, in particular, setting η = 1/2 in the above estimate yields we get: 2.2. Manifold model of the "fat" graph. Let us now define the other element of the approximation we are going to construct. For a given ε ∈ (0, ε 0 ] we associate a d-dimensional manifold X ε to the graph G in the following way. To the edge e ∈ E and the vertex v we ascribe the Riemannian manifolds X ε,e := I e × εY e and
respectively, where εY e is a manifold Y e equipped with metric h ε,e := ε 2 h e and εX ε,v carries the metric g ε,v = ε 2 g v ; here h e and g v are ε-independent metrics on Y e and X v , respectively. We identify the boundary component ∂ e X ε,v = ε∂ e X v of ∂X ε,v = ε∂X v with ∂ v X ε,e = ε∂ v X e = {0} × εY e and call the resulting manifold X ε . We refer to the unscaled manifold (which conventionally means ε = 1) as to X. In particular, the manifold X consists of the number deg v of straight cylinders 2 with cross-section Y e and a vertex neighbourhood manifold X v containing the boundary components Y := · e Y e . Without loss of generality, we may assume that each cross-section Y e is connected, otherwise we replace the edge e by as many edges as is the number of connected components. We denote the boundary component of ∂X v at the edge e by ∂ e X v and the boundary component of ∂X e at the vertex v by ∂ v X e = {0}×Y e . Note that these two boundaries are identified in the entire manifold X. Similarly, we denote by ∂ e X ε,v = ε∂ e X v and ∂ v X ε,e = ε∂ v X e their scaled versions. For convenience, we will always use the ε-independent coordinates (s, y) ∈ X e = I e × Y e and x ∈ X v , so that the radius-type parameter ε only enters via the Riemannian metrics.
The entire manifold X ε may or may not have a boundary ∂X ε , depending on whether there is at least one finite edge length ℓ e < ∞ or one "transverse" manifold Y e has a non-empty boundary. In such a situation, we assume that X ε is open in X ε = X ε · ∪ ∂X ε . A particular case is represented by embedded manifolds which deserve a comment:
Remark 2.6. Note that the above setting contains the case of the ε-neighbourhood of an embedded graph G ⊂ R 2 , but only up to a longitudinal error of order of ε. The manifold X ε itself does not form an ε-neighbourhood of a metric graph embedded in some ambient space, since the vertex neighbourhoods cannot be fixed in the ambient space unless one allows slightly shortened edge neighbourhoods. Nevertheless, introducing ε-independent coordinates also in the longitudinal direction simplifies the comparison of the Laplacian on the metric graph and the manifold, and the error made is of order of O(ε), as we will see in Lemma 2.7 for a single edge.
The basic Hilbert space of the manifold model is
with the norm given by
where dx e = dy e ds and dx v denote the Riemannian volume measures associated to the (unscaled) manifolds X e = I e × Y e and X v , respectively. In the last formula we have employed the appropriate scaling behaviour, dx ε,e = ε d−1 dy e ds and dx ε,v = ε d dx v . Denote by H 1 (X ε ) the Sobolev space of order one, the completion of the space of smooth functions with compact support under the norm given by u 2
Xε . As in the case of the metric graphs, we define the Laplacian ∆ Xε on X ε via its quadratic form
(2.9) where u ′ denotes the longitudinal derivative, u ′ = ∂ s u, and du is the exterior derivative of u. As before, the form d ε is closed by definition. Adding a potential, we define the Hamiltonian H ε as the operator associated with the form h ε = h (Xε,Qε) given by
where the potential Q ε has support only in the (unscaled) vertex neighbourhood X v and
where Q = Q 1 is a fixed bounded and measurable function on X v . The reason for this particular scaling will become clear in the proof of Lemma 3.2. Roughly speaking, it comes from the fact that vol X ε,v is of order ε d , whereas the (d−1)-dimensional transverse volume vol Y ε,e is of order ε d−1 . The operators H ε and ∆ ε are associated to forms h ε and d ε , respectively; note that ∆ ε = ∆ Xε ≥ 0 is the usual (Neumann) Laplacian on X ε . As usual the Neumann boundary condition occurs only in the operator domain if ∂X ε = ∅. We postpone for a moment the check that H ε is relatively form-bounded with respect to ∆ Xε , see Lemma 2.10 below.
Let us compare the two cylindrical neighbourhoods, X ε,e = I ×εY e and X ε,e = I ε ×εY e , on edges of length ℓ > 0 and ℓ ε = (1 − ε)ℓ, respectively. The result for the entire space X ε then follows by combining the estimates on the edges and the fact that the potential is only supported on the vertex neighbourhoods. The verification of the conditions of δ-closeness in the next lemma is straightforward; for more details on δ-closeness we refer to [P06, App. A] or [P08] .
Lemma 2.7. Let H e := L 2 (X ε,e ) and H e := L 2 ( X ε,e ). Moreover, define
Then the quadratic forms
Xε,e and d ε (u) := u 2 e Xε,e
Xε,e
Before we check the closeness assumptions of [P06, Appendix] in the next section, we need some more notation and estimates. The estimates are already provided in [EP05, P06] , but we will also need a precise control of the edge length, when we approximate the δ ′ s -coupling by δ-couplings in Section 4 below. Therefore, we present short proofs of the estimate here.
We first introduce the following averaging operators
, where we use the following symbols
ϕ dy e denoting the normalised integrals. For brevity, we also omit the measure and write − ∂Xv u etc. In order to obtain the below Sobolev trace estimate (2.11), we need a further decomposition of the vertex neighbourhood X v . Recall that X v has (deg v)-many boundary components isometric to Y e . We assume that each such boundary component has a collar neighbourhood X v,e = (0, ℓ e ) × Y e of length ℓ e . Note that the scaled vertex neighbourhood X ε,v = εX v is of order ε in all directions, so that the scaled collar neighbourhoods X ε,v,e := εX v,e are of length εℓ e . We can always assume that such a decomposition exists, by possibly using a different cut of the manifold X into X v and X e , the price being an additional longitudinal error of order ε (see Lemma 2.7). Similarly as in (2.3), one can get the following Sobolev trace estimates for the scaled manifolds:
Xε,e + 2 a u 2 Xε,e (2.12) for 0 < a, a ≤ ℓ e on the vertex and edge neighbourhood, respectively, where u ′ = ∂ s u denotes the longitudinal derivative. The unscaled versions are obtained, of course, by setting ε = 1. Moreover, by the Cauchy-Schwarz inequality we get
∂vXe . In the following lemma we compare the averaging over the boundary of X v with the averaging over the whole space X v :
for 0 < a ≤ ℓ − = min e ℓ e , where λ 2 (v) denotes the second (i.e., first non-zero) eigenvalue of the Neumann Laplacian on X v ; the latter is defined conventionally as the operator associated to the form
Proof. Using Cauchy-Schwarz twice and the estimate (2.11) for each edge e and ε = 1, we obtain
for 0 < a ≤ ℓ − , using the fact that e X v,e ⊂ X v . We apply the above estimate to the function w = P v u := u − − v u and observe that
(2.14)
as one can check using the fact that that dw = du and that P v is the projection onto
We also need an estimate over the vertex neighbourhood. It will assure that in the limit ε → 0, no family of normalised eigenfunctions (u ε ) ε with eigenvalues lying in a bounded interval can concentrate on X ε,v .
Lemma 2.9. We have
for 0 < a, a ≤ ℓ − = min e ℓ e , where c vol := c vol (v) = vol X v / vol ∂X v and X ε,E := · e X ε,e denotes the union of all edge neighbourhoods.
Proof. We start with the estimate
using Lemma 2.8 and the fact that − v u is constant. Moreover, the last term can be estimated by
using (2.13). Since ∂ e X v is isometric to ∂ v X e , we can estimate the latter sum by
due to (2.12) for ε = 1, each edge e and 0 < a ≤ ℓ − . Here, X E := X 1,E is the union of the unscaled edge neighbourhoods. The desired estimate then follows from the scaling
We are now able to prove the relative (form-)boundedness of the Hamiltonian H ε with respect to the Laplacian ∆ Xε for the indicated class of potentials. It is again important here to have a precise control of the constants ε η and C η in terms of the various parameters of our spaces. This will be of particular importance when we deal with the approximation of the δ 
whenever 0 < ε ≤ ε η , where the constants ε η and C η are given by
Q is by assumption supported on the vertex neighbourhood X v , therefore we have
using Lemma 2.9, for 0 < a ≤ ℓ − and a := ℓ − . Choosing a = min{ℓ − , η(4c vol Q ∞ ) −1 } and 0 < ε ≤ ε η with ε η as above, we can estimate the quadratic form contributions by
Xε . The expression for C η then follows by evaluating the constant in front of the remaining norm.
We need to estimate the "free" quadratic form against the form associated with the Hamiltonian:
Corollary 2.11. The quadratic form h ε is closed. Moreover, setting η = 1/2, we get the estimate
which holds provided 0 < ε ≤ ε 1/2 .
As in Lemma 2.4, we can prove the following estimate in order to compare the "free" quadratic form with the graph norm of H ε :
Lemma 2.12. We have
After this preliminaries we can pass to our main problems. The first one concerns approximation of a δ-coupling by Schrödinger operators with scaled potentials supported by the vertex regions. For the sake of simplicity most part of the discussion will be done for the situation with a single vertex as described in Section 2.1.
3.1.
Moreover, we need a relation between the different constants of the graph and the manifold model introduced above. Specifically, we set
Let J : H −→ H be given by
with respect to the decomposition (2.8). Here − ½ e is the normalised eigenfunction of Y e associated to the lowest (zero) eigenvalue, i.e. − ½ e (y) = (vol d−1 Y e ) −1/2 . In order to relate the Sobolev spaces of order one we need a similar map: we define J 1 :
where ½ v is the constant function on X v with value 1. Note that the latter operator is well defined:
for any x ∈ X v due to (3.2) and (2.2), i.e., the function J 1 f matches along the different components of the manifold, thus Jf ∈ H 1 (X ε ). Moreover, f (v) is defined for f ∈ H 1 (G) (see Lemma 2.1).
The mapping in the opposite direction, J ′ : H −→ H , is given by the adjoint, J ′ := J * , which means that
Furthermore, we define J ′1 :
Here χ e is a smooth cut-off function such that χ e (0) = 1 and χ e (ℓ e ) = 0. If we choose the function χ e to be piecewise affine linear with χ e (0) = 1, χ e (a) = 0 and χ e (ℓ e ) = 0, then χ e 
Closeness assumptions.
Let us start this subsection with a lower bound on the operators H and H ε in terms of the model parameters; for the definitions of the constants C 1/2 , ε 1/2 and C 1/2 see Lemma 2.2 and Lemma 2.10. Note that C 1/2 still depends on Q ∞ and ℓ − .
Lemma 3.1. For ε ∈ (0, ε 1/2 ] the operators H ε and H are bounded from below by λ 0 := − C 1/2 . Moreover, if all lengths are finite, i.e. ℓ e < ∞, and q(v) ≤ 0, then we have
where X E := · e X e is the union of the edge neighbourhoods. Proof. We have to calculate the maximum of C 1/2 and C 1/2 . Due to (3.2) we have
where c vol := vol X v / vol ∂X v . The spectral estimates then follow by inserting suitable test functions into the Rayleigh quotients h(f )/ f 2 and h ε (u)/ u 2 . For f , we choose the edgewise constant function f e (x) = p e . Note that f ∈ H 1 p (G). On the manifold, we choose the constant u :
½. The upper bound on the infimum on the spectrum follows by the relation ℓ e p 2 e = vol X e using (3.2). Now we are in position to demonstrate that the two Hamiltonians are close to each other. We start with estimates of the identification operators and the forms h, h ε in terms of the "free" quadratic forms d and d ε :
Lemma 3.2. The identification operators J, J ′ = J * , J 1 , J ′1 and the quadratic forms h ε and h fulfil the estimates
with δ ε = O(ε 1/2 ) as ε → 0, being given explicitly by
,
Here, ℓ 0 := min{1, ℓ − } = min e {1, ℓ e } ≤ 1, λ 2 (E) := min e λ 2 (e) and c vol = vol X v / vol ∂X v . Moreover, λ 2 (e) and λ 2 (v) denote the second (first non-vanishing) eigenvalue of the (Neumann-)Laplacian on Y e and X v , respectively.
Proof. The first condition in (3.8a) is here
using Lemma 2.1 with a = ℓ 0 and the fact that |p| 2 = vol ∂X v due to (3.2). Next we need to show the second estimate in (3.8a). In our situation, we have
using Lemma 2.8 with a = a = ℓ 0 . Moreover, (3.8b) and the first equation in (3.8c) are easily seen to be fulfilled. The second estimate in (3.8c) is more involved. Here, we have
The first term can be estimated as in (2.14) by
Xε,e , where u(s) := u(s, ·). The second term can be estimated by Lemma 2.9, so that
which is sufficient for the estimate (3.8c). Let us finally prove (3.8d) in our model. Note that this estimate differs from the ones given in [P06] by the absence of the potential term Q ε = ε −1 Q there. In our situation, we have
Note that the derivative terms cancel on the edges due to the product structure of the metric and the fact that d Ye − ½ e = 0 and the vertex contribution vanishes due to d Xv ½ = 0.
The first term can be estimated by
using Cauchy-Schwarz, Lemma 2.8 and the fact that χ ′ e 2 Ie = 1/a ≤ 1/ℓ 0 by our choice of χ e . For the second term, we use our definition q(v) = Xv Q dx v and q(v)
where P v u := u − − v u is the projection onto the orthogonal complement of ½ v . The last estimate follows from (2.14). Collecting the error terms for the sesquilinear form estimate, we obtain
as lower bound on δ ε , using also Lemma 2.1 for the estimate on |f (v)| 2 , and Q 2 Xv ≤ vol X v Q 2 ∞ . Now we can prove our main result on the approximation of a δ-coupling in the manifold model; for more details on the notion of "δ-closeness" we refer to [P06, App.] . The resolvent estimate at z = i will be needed in Section 4 when the lower bound λ 0 depends on ε and may tend to −∞ as ε → 0. Recall the definition of C 1/2 , 0 < ε 1/2 (see (2.15)) and λ 0 := − C 1/2 , and that C 1/2 ≥ C 1/2 . Theorem 3.3. For ε ∈ (0, ε 1/2 ], the operators H ε − λ 0 and H − λ 0 are √ 2δ ε -close with δ ε = O(ε 1/2 ) given in (3.9); in other words, there is an identification operator
Moreover, for ε ∈ (0, ε 1/2 ] we have the estimate
where · denotes the operator norm for operators from
Proof. The closeness of the operators H − λ 0 and H ε − λ 0 follows from the estimate
by Corollary 2.11, and similarly for H on G by Corollary 2.3 and (3.7), together with Lemma 3.2. The resolvent estimate can be seen as follows: Let R := (H − i) −1 and
and therefore
using Lemmata 2.4 and 2.12, and the fact that C 1/2 ≤ C 1/2 .
Using the abstract results of [P06, App. A] or [P08]
, we can show the resolvent convergence and the convergence other functions of the operator: Theorem 3.4. We have
The error depends only on δ ε , given in (3.9), and on z. Moreover, we can replace the function ϕ(λ) = (λ−z) −1 by any measurable, bounded function converging to a constant as λ → ∞ and being continuous in a neighbourhood of σ(H).
The following spectral convergence is also a consequence of the O(ε 1/2 )-closeness; for details of the uniform convergence of sets, i.e. the convergence in Hausdorff-distance sense we refer to [HN99, App. A] or [P08] .
Theorem 3.5. The spectrum of H ε converges to the spectrum of H uniformly on any finite energy interval. The same is true for the essential spectrum.
Proof. The spectral convergence is a direct consequence of the closeness, as it follows from the general theory developed in [P06, Appendix] and [P08] .
For the discrete spectrum we have the following result:
Theorem 3.6. For any λ ∈ σ disc (H) there exists a family {λ ε } ε with λ ε ∈ σ disc (H ε ) such that λ ε → λ as ε → 0. Moreover, the multiplicity is preserved. If λ is a simple eigenvalue with normalised eigenfunction ϕ, then there exists a family of simple normalised eigenfunctions {ϕ ε } ε of H ε (ε small) such that
We remark that the convergence of higher-dimensional eigenspaces is also valid, however, it requires some technicalities which we skip here.
To summarise, we have shown that the δ-coupling with weighted entries can be approximated by a geometric setting and a potential located on the vertex neighbourhood.
Let us briefly sketch how to extend the above convergence results Theorems 3.3-3.6 to more complicated -even to non-compact -graphs. Denote by G a metric graph, given by the underlying discrete graph (V, E, ∂) with ∂ : E −→ V × V , ∂e = (∂ − e, ∂ + e) denoting the initial and terminal vertex, and the length function ℓ : E −→ (0, ∞), such that each edge e is identified with the interval I e = (0, ℓ e ) (for simplicity, we assume here that all length are finite, i.e., ℓ e < ∞). Let X ε be the corresponding approximating manifold constructed from the building blocks X ε,e = I e × εY e and X ε,v = εX v as in Section 2.2. For more details, we refer to [EP05, P06, EP08, P08]. Since a metric graph can be constructed from a number of star graphs with identified end points of the free ends, we can define global identification operators. We only have to assure that the global error we make is still uniformly bounded:
Theorem 3.7. Assume that G is a metric graph and X ε the corresponding approximating manifold constructed according to G. If
then the corresponding Hamiltonians 
Approximation of the δ ′ s -couplings
The main aim of this section is to show how a the symmetrised δ ′ -coupling, or δ ′ s , can be approximated using manifold model discussed above. To this aim we shall use a result of [CE04] by which a δ ′ s -coupling can be approximated by means of several δ-couplings on the same metric graph, located close to the vertex and "lift" this approximation to the manifold. For the sake simplicity we will again consider the star-shape setting with a single vertex. We want to stress, however, that the method we use can be directly generalised to more complicated graphs but also, what is equally important, to other vertex couplings, once they can be approximated by combinations of δ-couplings on the graph, possibly with an addition of extra edges -see [ET06, ET07] .
Let thus G = I v 0 be a star graph as in Section 2 where we denote the vertex in the centre by v 0 and where we label the n = deg v edges by e = 1, . . . , n. Again for simplicity, we assume that all the (unscaled) transversal volumes p 2 e = vol Y e are the same; without loss of generality we may put vol Y e = 1. Moreover, we assume that all lengths are finite, i.e. ℓ e < ∞, and equal, so we may put ℓ e = 1. First we recall the definition of the δ ′ scoupling: the operator H β , formally written as For the sake of definiteness we imposed here Neumann conditions at the free ends of the edges, however, the choice is not substantial; we could use equally well Dirichlet or any other boundary condition. The corresponding quadratic form is given as
if β = 0 and
e f e (0) = 0 if β = 0; the condition f ∈ H 0 is obviously dual to the free (or Kirchhoff) vertex coupling -see, e.g., [Ku04, Sec. 3.2.3].
The (negative) spectrum of H β is easily found:
On the other hand, if β < 0 then H β has exactly one negative eigenvalue λ = −κ 2 where κ is the solution of the equation
Proof. The non-negativity of H β follows from the quadratic form expression for β > 0 and β = 0. We make the ansatz f e (s) = cosh κ(1 − s) fulfilling automatically the Neumann condition at s = 1 and the continuity condition at s = 0 since f ′ e (0) = −κ sinh κ is independent of e. The remaining condition at zero leads to the above relation of κ and β, showing in another way that if β ≥ 0 there cannot exist a negative eigenvalue.
The main idea of the approximation of a δ In order to define H β,a , we first modify the (discrete) structure of the graph G inserting additional vertices v e of degree 2 on the edge e with the distance a ∈ (0, 1) from the central vertex v 0 (see Figure 1) . Each edge e is splitted into two edges e a and e 1 . We denote the metric graph with the additional vertices v e and splitted edges by G a , i.e., V (G a ) = {v 0 } ∪ { v e | e = 1, . . . , n }, E(G a ) = { e a , e 1 | e = 1, . . . n } and ℓ ea = a, ℓ e 1 = 1 − a. This metrically equivalent graph G a will be needed when associating the corresponding manifold.
Remark 4.2. It is useful to note that the Laplacians ∆ G and ∆ Ga associated to the metric graphs G and G a are unitarily equivalent. Indeed, introducing additional vertices of degree two does not change the original quadratic form d G with the domain H 1 (G) = dom d associated to the free operator ∆ G = H (G,0) . Figuratively speaking, the free operator does not see these vertices of degree two. We just have to change the coordinate on the edge e, i.e. we can either use the original coordinate s ∈ (0, ℓ e ) on the edge e or we can split the edge e into two edges e a and e 1 of length ℓ ea = a and ℓ e 1 = ℓ e − a = 1 − a with the corresponding coordinates.
The core of the approximation lies in a suitable, a-dependent choice of the parameters of these δ-couplings. Writing the operator in terms of the formal notation introduced in (2.6), we put
in the vicinity of the vertices v = v 0 and v = v e . The simplest option is to assume that they are constant,
so that Xv Q ε,v dx = ε −1 q ε (v) (see (2.10) and (3.2)), where we put
The corresponding manifold Hamiltonian and the respective quadratic form are then given by
respectively. Note that the unscaled vertex neighbourhood X ve of the added vertex v e has volume 1 by construction. Before proceeding to the approximation itself, let us first make some comments about the lower bounds of the operators H β,a and their manifold approximations H β ε : Lemma 4.4. If β < 0, then the spectrum of H β,a is uniformly bounded from below as a → 0, in other words, there is a constant C > 0 such that
If β ≥ 0, on the other hand, then the spectrum of H β,a is asymptotically unbounded from below, inf σ(H β,a ) → −∞ as a → 0.
Note that although we know the limit spectrum as a → 0 (see Lemma 4.1), the resolvent convergence of Theorem 4.3 does not necessarily imply the uniform boundedness from below of H β,a (see Remark 4.8).
Proof. Let β < 0. Then an eigenfunction on the (original) edge e has the form f e (s) = A cosh(κs) + B e sinh(κs), 0 ≤ s ≤ a C e cosh(κ(1 − s)), a ≤ s ≤ 1.
for κ > 0, the corresponding eigenvalue being λ = −κ 2 . The Neumann condition f ′ e (1) = 0 at s = 1 is automatically fulfilled, as well as the continuity at s = 0 for the different edges e, since f e (0) = A is independent of e. The continuity in s = a and the jump condition in the derivative lead to the system of equations A cosh(κa) + B e sinh(κa) − C e cosh(κ(1 − a)) = 0
With the permutational invariance in mind, let us first analyse the situation with symmetric coefficients, A, B = B e , C = C e . Then e B e = nB and the corresponding coefficient matrix for A, B and C vanishes iff β a 2 sinh(κa) cosh κ(1 − a) − aκ cosh κ + nκ κa sinh κ − cosh(κa) cosh κ(1 − a) = 0 leading to an eigenvalue λ = −κ(a) 2 of multiplicity one. It can be seen that κ(a) is bounded, and that the above equation reduces to (4.2) as a → ∞. The other eigenvalues can be obtained from B and C as follows: set Θ n := e 2πi/n . Then for k = 1, . . . , n − 1, we have the coefficients B e,k = Θ e·k n B and C e,k = Θ e·k n C, e = 1, . . . , n. Since Proof. Again, we plug the constant test function u = ½ into the Rayleigh quotient and obtain h β ε (u) u 2 = − βε −2a + ε −a n(1 + ε + ε α ) + ε vol X v 0 which obviously tends to −∞ as ε → 0. Remark 4.6. As for a counterpart to the other claim in Lemma 4.4, the proof of the uniform boundedness from below as ε → 0 for β < 0 seems to need quite subtle estimates to compare the effect of the two competing potentials on X ε,v 0 and X ε,ve having strength proportional to |β|ε −2α and ε −α , respectively. Since the positive contribution Q ε,v 0 = |β|ε −1−2α is more singular than the negative contributions Q ε,ve = −ε −1−α , we expect that the threshold of the spectrum remains bounded as ε → 0.
We can now prove our second main result. For the δ ′ s -coupling Hamiltonian H β and the approximating operator H β ε defined in (4.1) and (4.3), respectively, we make the following claim. Proof. Denote by H β,ε = H β,aε the ε-depending intermediate Hamiltonian on the metric graph with δ-potentials of strength depending on ε as defined before. For the corresponding graph and manifold model, the lower bound to lengths depends now on ε, specifically, ℓ − = a ε = ε α . Moreover, from the definition of the constants C 1/2 ≤ C 1/2 and ε 1/2 in (2.15) and from Lemma 3.2, we conclude that C 1/2 = C 1/2 (ε) = O(ε −4α ), ε 1/2 = ε 1/2 (ε) = O(ε 3α ) and δ = δ ε = O(ε (1−5α)/2 ).
Note that the dominant term in the closeness-error δ ε (see (3.9)) is the last one containing the potential. From Theorem 3.3 it follows now that (H β ε − i) −1 J − J(H β,ε − i) −1 ≤ 10δ ε max{ C 1/2 (ε), √ 2} = O(ε (1−13α)/2 ).
so that Theorem 4.3 yields the sought conclusion. Note that the exponent of ε in δ ε C 1/2 (ε) is (1 − 5α)/2 − 4α = (1 − 13α)/2 > 0 provided 0 < α < 1/13.
We can now proceed and state similar results as in Theorems 3.4-3.7 for the δ ′ sapproximation by using arguments similar to those in [P06, App.] or [P08] , where only non-negative operators were considered (covering, as usual, operators bounded uniformly from below by a suitable shift). In our present situation, we can only guarantee the resolvent convergence at non-real points like z = i. Nevertheless, the arguments in [P06, App.] or [P08] can be used to conclude the convergence of suitable functions of operators as well as the convergence of the dimension of spectral projections.
Remark 4.8. Note that the asymptotic lower unboundedness of H β ε (and of the intermediate operator H β,ε ) for β ≥ 0 described in Lemmata 4.4 and 4.5 is not a contradiction to the fact that the limit operator H β is non-negative. For example, the spectral convergence of Theorem 3.5 holds only for compact intervals I ⊂ R. In particular, σ(H β )∩I = ∅ implies that σ(H 
