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Résumé
Ce mémoire présente les travaux réalisés dans le cadre de ma thèse. Celle-ci a été menée
dans le groupe ISPR (ImageS, Perception systems and Robotics) de l’Institut Pascal au sein de
l’équipe ComSee (Computers that See). Ces travaux s’inscrivent dans le cadre du projet Bio
Rafale initié par la société clermontoise Vesalis et ﬁnancé par OSEO. Son but est d’améliorer
la sécurité dans les stades en s’appuyant sur l’identiﬁcation des interdits de stade.
Les applications des travaux de cette thèse concernent la détection de visages. Elle repré-
sente la première étape de la chaîne de traitement du projet. Les détecteurs les plus performants
utilisent une cascade de classiﬁeurs boostés. La notion de cascade fait référence à une suc-
cession séquentielle de plusieurs classiﬁeurs. Le boosting, quant à lui, représente un ensemble
d’algorithmes d’apprentissage automatique qui combinent linéairement plusieurs classiﬁeurs
faibles. Le détecteur retenu pour cette thèse utilise également une cascade de classiﬁeurs boos-
tés. L’apprentissage d’une telle cascade nécessite une base d’apprentissage ainsi qu’un descrip-
teur d’images. Cette description des images est ici assurée par des matrices de covariance.
La phase d’apprentissage d’un détecteur d’objets détermine ces conditions d’utilisation. Une
de nos contributions est d’adapter un détecteur à des conditions d’utilisation non prévues par
l’apprentissage. Les adaptations visées aboutissent à un problème de classiﬁcation avec don-
nées manquantes. Une formulation probabiliste de la structure en cascade est alors utilisée pour
incorporer les incertitudes introduites par ces données manquantes. Cette formulation nécessite
l’estimation de probabilités a posteriori ainsi que le calcul de nouveaux seuils à chaque niveau
de la cascade modiﬁée. Pour ces deux problèmes, plusieurs solutions sont proposées et de nom-
breux tests sont effectués pour déterminer la meilleure conﬁguration.
Enﬁn, les applications suivantes sont présentées : détection de visages tournés ou occultés à
partir d’un détecteur de visages de face. L’adaptation du détecteur aux visages tournés nécessite
l’utilisation d’un modèle géométrique 3D pour ajuster les positions des sous-fenêtres associées
aux classiﬁeurs faibles.
Mots-clés : reconnaissance de forme, détection d’objets, apprentissage supervisé, classiﬁ-
cation, base d’apprentissage, visage, données manquantes, adaptation.
V
VI
Abstract
This thesis has been realized in the ISPR group (ImageS, Perception systems and Robotics)
of the Institut Pascal with the ComSee team (Computers that See). My research is involved in
a project called Bio Rafale. It was created by the compagny Vesalis in 2008 and it is funded by
OSEO. Its goal is to improve the security in stadium using identiﬁcation of dangerous fans.
The applications of these works deal with face detection. It is the ﬁrst step in the process
chain of the project. Most efﬁcient detectors use a cascade of boosted classiﬁers. The term cas-
cade refers to a sequential succession of several classiﬁers. The term boosting refers to a set of
learning algorithms that linearly combine several weak classiﬁers. The detector selected for this
thesis also uses a cascade of boosted classiﬁers. The training of such a cascade needs a training
database and an image feature. Here, covariance matrices are used as image feature.
The limits of an object detector are ﬁxed by its training stage. One of our contributions is
to adapt an object detector to handle some of its limits. The proposed adaptations lead to a
problem of classiﬁcation with missing data. A probabilistic formulation of a cascade is then
used to incorporate the uncertainty introduced by the missing data. This formulation involves
the estimation of a posteriori probabilities and the computation of new rejection thresholds at
each level of the modiﬁed cascade. For these two problems, several solutions are proposed and
extensive tests are done to ﬁnd the best conﬁguration.
Finally, our solution is applied to the detection of turned or occluded faces using just an
uprigth face detector. Detecting the turned faces requires the use of a 3D geometric model to
adjust the position of the subwindow associated with each weak classiﬁer.
Key-words : pattern recognition, object detection, supervised learning, classiﬁcation, trai-
ning database, face, missing data, adaptation.
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Chapitre 1
Introduction
Ce premier chapitre présente tout d’abord la notion d’apprentissage artiﬁciel. En vue de
bien appréhender les travaux de cette thèse, les concepts de l’apprentissage supervisé sont
ensuite détaillés. Puis, les spéciﬁcités du domaine d’application visé, à savoir la détection de
visages, sont présentées. Ce chapitre se termine par la présentation du plan de ce manuscript
et par les contributions de cette thèse.
1.1 De l’apprentissage naturel à l’apprentissage artiﬁciel
La vie d’un enfant est rythmée par de multiples apprentissages. Il apprend tout d’abord à
reconnaître l’odeur de sa mère, puis sa voix. Puis, il apprend à marcher et à parler. Une fois à
l’école, il apprend à lire. En premier lieu, il apprend par cœur des sons associés à des lettres,
puis à des syllabes. Il généralise ensuite à des mots inconnus en identiﬁant des groupements syl-
labiques. Cet apprentissage est en partie supervisé par des professeurs qui préparent les tâches
d’apprentissage (leçons, exercices) et qui félicitent ou sanctionnent l’enfant en fonction des
résultats observés.
Comme l’enfant qui comprend petit à petit le monde qui l’entoure, l’apprentissage artiﬁ-
ciel a pour but de comprendre tout phénomène naturel. Et cette compréhension se fait par la
construction de modèles à partir de données. Le domaine de la reconnaissance de forme est
l’objet de cette étude. Son but est la construction de modèle permettant d’associer une étiquette
à une forme. Le terme très générique de « forme » représente les données à traiter. Par exemple,
cela pourrait être du texte, les caractéristiques d’un client, les résultats d’un test clinique ou en-
core du son. Dans le cas de cette thèse, le terme de « forme » fera référence à une image et le
terme « étiquette » fera référence au fait que l’image à traiter représente un visage ou pas. En
reconnaissance de forme, trois types d’apprentissage existent :
– L’apprentissage supervisé : l’apprentissage est réalisé à partir de nombreux exemples
annotés, c’est-à-dire que l’étiquette de chaque exemple d’apprentissage est connue ;
– L’apprentissage non-supervisé : l’apprentissage est réalisé sur des exemples non annotés.
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Ici, les méthodes utilisées vont chercher à extraire des invariances au sein des données ;
– L’apprentissage semi-supervisé (ou apprentissage par renforcement) : un premier modèle
est appris à partir de quelques exemples annotés. Ce modèle va ensuite être enrichi en in-
corporant de nouveaux exemples qui auront été préalablement annotés automatiquement.
Les travaux réalisés dans cette thèse utilisent de l’apprentissage supervisé.
1.2 L’apprentissage supervisé
Dans le domaine de la détection d’objet, l’apprentissage supervisé a souvent été utilisé avec
succés. Il a permis, par exemple, de détecter des voitures [51, 64, 92], des piétons [45, 72, 10, 70]
ou encore des visages [67, 74, 16, 90, 22]. L’ensemble de ces systèmes reposent sur deux étapes :
une étape d’apprentissage hors ligne et une étape de classiﬁcation en ligne.
1.2.1 L’apprentissage hors ligne
La phase d’apprentissage hors ligne se déroule de la façon suivante :
1. Constitution d’une base d’apprentissage. Cette base est composée d’images de l’objet
à détecter, représentant l’ensemble des exemples positifs, et d’images de tout ce qui
n’est pas l’objet à détecter, représentant l’ensemble des exemples négatifs. Le choix des
exemples négatifs n’est pas simple et des techniques ont été développées pour résoudre
ce problème (technique de bootstrap notamment) ;
2. Description des exemples d’apprentissage. Un vecteur de descripteurs est associé à chaque
exemple d’apprentissage ;
3. Apprentissage d’une fonction de décision. Un algorithme d’apprentissage est appliqué sur
l’ensemble d’apprentissage. Chaque élément de cet ensemble est un couple consitué d’un
vecteur de descripteurs et d’un label qui représente la classe de l’élément. Généralement,
le label 1 représente la classe de l’objet et le label -1 représente la classe non-objet.
Enﬁn, il faut noter que les algorithmes d’apprentissage peuvent être classés en deux ap-
proches :
– Les approches discriminatives cherchent à modéliser les relations qui existent entre les
entrées (ici, les vecteurs de descripteurs) et les sorties (ici, les labels), tout en faisant un
minimum d’hypothèses sur la structure des données d’entrée ;
– Les approches génératives cherchent à modéliser la structure des données d’entrée (on
cherche souvent à estimer la distribution des données d’entrée). Une fonction de décision
est ensuite déduite de ce modèle.
Dans cette thèse, des approches discriminatives sont utilisées. Ces approches sont généra-
lement plus performantes lorsque la base d’apprentissage est conséquente [48]. La ﬁgure 1.1
illustrent les différentes étapes d’un apprentissage hors ligne. Pour la dernière étape, la frontière
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de décision obtenue est représentée. Elle sépare la zone de la classe positive et la zone de la
classe négative.
FIGURE 1.1 – Différentes étapes de l’apprentissage hors ligne. Une base d’apprentissage,
constituée d’exemples positifs et négatifs, est tout d’abord constituée. Puis, chaque exemple
d’apprentissage est décrit par un vecteur de descripteurs. Enﬁn, un algorithme d’apprentissage
est appliqué sur l’ensemble des vecteurs de descripteurs annotés pour produire une fonction de
décision. Elle permet de déterminer la frontière de décision entre les deux classes
La base d’apprentissage
Pour que l’apprentissage soit efﬁcace, la base d’apprentissage se doit d’être la plus exhaus-
tive possible. Dans le cas des exemples positifs, cette exhaustivité est approchée en collectant
plusieurs milliers d’images de l’objet à détecter. Dans le cas des exemples négatifs, on utilisera
plutôt une technique de bootstrap qui consiste à générer des exemples négatifs pertinents en
réalisant plusieurs apprentissages. La mise en place de cette technique nécessite de collecter
des images ne contenant pas l’objet à détecter. Ces images sont appelées « images de fond »
par la suite.
Description des exemples
Une fois la base d’apprentissage constituée, on pourrait utiliser l’image brute comme des-
cripteur. Mais cette approche comporte des inconvénients. Tout d’abord, l’agorithme d’appren-
tissage risque d’avoir des difﬁcultés à apprendre la fonction de décision du fait de la grande
variabilité qu’il peut y avoir au sein des exemples négatifs et positifs. Ensuite, dans le cas où
l’algorithme parvient à apprendre une fonction de décision, celle-ci risque d’être lente lors de la
phase de classiﬁcation (pour une image de taille 20× 20, la fonction de décision prendrait 400
valeurs en entrée).
Une autre approche consiste à associer un vecteur de descripteurs à chaque image d’appren-
tissage, puis à appliquer l’algorithme d’apprentissage sur ces vecteurs de descripteurs. Cette
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approche a pour but de réduire les variabilités intra-classe tout en augmentant la variabilité
inter-classe. Elle permet également d’amener des invariances à certaines caractéristiques des
images (par exemple, l’illumination) ou d’obtenir un système plus rapide lors de la phase de
classiﬁcation. La notion de variabilité intra-classe est liée à la répartition spatiale des exemples
d’une même classe (positive ou négative) dans l’espace des descripteurs. Dans cet espace, les
exemples d’une même classe forment un nuage de points. Si ce nuage est compact, on parle
d’une variabilité intra-classe faible alors qu’un nuage étendu est associé à une variabilité intra-
classe forte. La variabilité inter-classe est liée à la répartition spatiale des nuages de points des
deux classes. Si les deux nuages sont disjoints, on parle d’une variabilité inter-classe forte. À
l’opposé, plus les nuages se recouvrent et plus la variabilité inter-classe diminue. De nombreux
descripteurs existent. Parmi les plus utilisés, on trouve des ondelettes de Haar [50], les histo-
grammes de gradients orientés [10] et les Local Binary Pattern (LBP) [91].
L’algorithme d’apprentissage
La description des exemples d’apprentissage permet d’obtenir deux nuages de points dans
l’espace des descripteurs. Chacun de ces points est associé à un label (1 ou -1). Le but d’un
algorithme d’apprentissage, reposant sur une approche discriminative, est alors de construire
une fonction de regression permettant de relier les labels aux vecteurs de descripteurs. Si on
note {(xi, yi)}i=1,...,N un ensemble d’apprentissage à N éléments, où xi est un vecteur de des-
cripteurs et yi le label associé, alors le but de l’algorithme d’apprentissage est de construire
une fonction F telle que yi = F (xi) ∀i. En pratique, il est généralement impossible d’avoir
yi = F (xi) ∀i. On cherchera donc la fonction F qui vériﬁe yi = F (xi) pour le plus grand
nombre d’exemples d’apprentissage. Le nombre d’exemples ne vériﬁant pas yi = F (xi) permet
de déﬁnir la notion d’erreur d’apprentissage.
Une fois la fonction de décision déﬁnie, on s’intéresse à sa capacité de généralisation, c’est-
à-dire sa capacité à prédire des labels corrects sur des exemples inconnus (non utilisés pendant
l’apprentissage). Pour cela, on utilise un ensemble de tests contenant des exemples inconnus
dont on connait le label. On applique ensuite F sur ces exemples et on compare les labels pré-
dits avec les labels attendus. On peut ainsi calculer une erreur de classiﬁcation. Si cette erreur
est élevée, cela reﬂète un des deux phénomènes propres à l’apprentissage artiﬁciel : le sous-
apprentissage et le sur-apprentissage. Deux causes peuvent expliquer le sous-apprentissage.
D’une part, la base d’apprentissage n’est pas assez exhaustive et ne reﬂète pas assez la réa-
lité. D’autre part, les classes positives et négatives sont trop difﬁciles à discerner. Ce dernier
point se traduit par des nuages de points se chevauchant fortement dans l’espace des descrip-
teurs. Le sur-apprentissage signiﬁe que la fonction apprise F est trop spéciﬁque aux données
d’apprentissage. Le sur-apprentissage peut être évité en limitant la complexité de la fonction
de décision. Par exemple, il peut être préférable de chercher F sous la forme d’une fonction
linéaire plutôt que sous la forme d’une fonction non-linéaire.
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1.2.2 La classiﬁcation en ligne
Une fonction de décision F est désormais à disposition. Lorsqu’on souhaite classiﬁer une
image I inconnue, on commence tout d’abord par décrire cette image. On obtient donc un vec-
teur de descripteurs x. Il sufﬁt ensuite d’appliquer la fonction F sur x pour obtenir son label
y = F (x). Graphiquement, le label prédit y dépend de la position du point x dans l’espace des
descripteurs. Si ce point se trouve dans la zone de classe positive ou sur la frontière de décision,
alors le label sera 1. À l’opposé, si le point se trouve dans la zone de la classe négative, alors le
label sera -1. Ce processus de classiﬁcation en ligne est illustré sur la ﬁgure 1.2.
FIGURE 1.2 – Différentes étapes de la classiﬁcation en ligne. Pour déterminer le label d’une
image, on commence par calculer son vecteur de descripteurs. Puis, on applique la fonction de
décision sur ce vecteur
Cette section a permis de présenter les différents concepts de l’apprentissage supervisé qui
sont mis en jeu dans cette thèse. Les applications de cette thèse couvrent la détection de visage.
La section suivante présente les spéciﬁcités de ce domaine.
1.3 Les challenges de la détection de visages et les problèmes
associés
Les challenges associés à la détection de visages peuvent être attribués aux facteurs sui-
vants :
– Pose : les visages peuvent être vus sous différents angles (de face, de proﬁl, à 45◦, . . .).
D’une pose à l’autre, les relations entre les composantes faciales (yeux, nez, bouche, . . .)
varient et les composantes faciales peuvent être occultées ou disparaître ;
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– Présence ou abscence de composantes structurelles : des caractéristiques faciales comme
une moustache, une barbe ou des lunettes peuvent être présentes et ces caractéristiques
présentent une grande variabilité de forme, de couleur et de taille ;
– Expression faciale : les visages peuvent véhiculer différentes émotions comme la peur,
la joie ou la surprise. Ces émotions impactent l’apparence d’un visage (bouche ouverte,
sourire, sourcils froncés, . . .) ;
– Occultation : un visage peut être occulté par divers objets comme une écharpe, une cas-
quette ou des lunettes de soleil. D’autres situations entraînent des occultations comme
la détection de visages au sein d’une foule (les visages sont alors occultés par d’autres
visages) ;
– Orientation : un visage peut présenter une rotation par rapport à l’axe optique du sys-
tème d’acquisition. Par exemple, un visage peut être de face mais retourné (les yeux se
retrouvent en bas et la bouche en haut) ;
– Caractéristiques de l’image : l’apparence d’un visage est également affectée par diffé-
rentes caractéristiques liées à l’image comme l’illumination, le contraste, le bruit ou le
ﬂou.
La ﬁgure 1.3 illustre certains de ces facteurs.
(a) (b) (c) (d)
FIGURE 1.3 – Challenge de la détection de visages. L’apparence d’un visage de face (a) peut
être modifée par une expression faciale (b), une occultation (c) ou une illumination particulière
(d)
Le but de la détection de visages consiste à déterminer l’éventuelle présence d’un ou de
plusieurs visages dans l’image et en cas de présence, à localiser le ou les visages dans l’image.
De nombreux problèmes sont proches de la détection de visages :
– La localisation de visages : c’est un problème simpliﬁé de la détection de visages dont
le but est de localiser un seul visage dans une image. De plus, on suppose que l’image à
traiter contient un seul visage ;
– La détection des composantes faciales : on souhaite ici déterminer la présence de com-
posantes faciales comme le nez, la bouche, les yeux ou les sourcils. Le but est également
de localiser ces composantes faciales ;
– La reconnaissance faciale : un visage est comparé à une base de visages et on cherche à
savoir si ce visage correspond à un visage de la base ;
– L’authentiﬁcation de visages : le but est de vériﬁer l’identité d’un visage présent dans
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une image ;
– Le suivi de visages : on cherche à estimer la position d’un ou de plusieurs visages dans
une séquence d’images ;
– La reconnaissance d’expression faciale : le but est d’associer un état émotionnel (heu-
reux, triste, énervé, . . .) à une image d’un visage.
Dans la plupart de ces problèmes dérivés, la détection de visages constitue la première étape de
traitement. Un détecteur de visages sert par exemple à focaliser la recherche des composantes
faciales ou permet d’initialiser une nouvelle piste dans le cas du suivi de visages.
1.4 Le contexte
Les travaux de cette thèse sont menés dans le cadre du projet Bio Rafale. Ce projet a débuté
en décembre 2008 pour une durée de 4 ans. Il a pour but d’améliorer la sécurité dans les stades
en permettant l’identiﬁcation des interdits de stade. Pour atteindre ce but, les problématiques
de détection de visages, de suivi de visages et de reconnaissance faciale doivent être abordées.
Cette thèse couvre les problématiques de détection de visages.
1.5 Dans cette thèse
1.5.1 Problématique
La problématique de cette thèse concerne l’adaptation d’un détecteur de visages de face à
des conditions d’utilisation critiques. Un détecteur de visages de face est prévu pour fonction-
ner dans des conditions où les visages à détecter sont de face. Lorsque ce n’est pas le cas (les
visages sont tournés ou occultés par exemple), le détecteur est rapidement mis en défaut. Notre
problématique consiste donc à détecter des visages qui ne sont pas de face en s’appuyant uni-
quement sur un détecteur de visages de face. Les challenges de la détection de visages présentés
à la section 1.3 représentent différentes conditions d’utilisation critiques pour un détecteur de
visages de face. Parmi ces conditions critiques, la détection de visages tournés (challenge de la
pose) et la détection de visages occultés constituent les applications principales de cette étude.
Des solutions relatives à ces deux problèmes existent et les plus performantes utilisent un ap-
prentissage comme pour un détecteur de visages de face. Malgré de bonnes performances, ces
méthodes présentent les inconvénients suivants :
1. Une base d’apprentissage doit être constituée. De nombreuses bases de visages de face
sont accessibles en ligne (FERET, AR, CBCL, . . .), ce qui facilite la construction des
détecteurs de visages de face. Par contre, les bases d’images de visages qui ne sont pas de
face sont beaucoup moins nombreuses et parfois, le nombre d’images proposé en ligne est
insufﬁsant pour construire un détecteur associé. Par exemple, si l’on souhaite construire
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un détecteur de visages tournés de+45◦, on peut s’appuyer sur la base FERET mais celle-
ci ne propose que 322 images de visages tournés de +45◦, ce qui est insufﬁsant pour
obtenir un détecteur performant. Il faut donc collecter des images pour constituer une
base plus riche, ce qui représente un travail très fastidieux et qui demande généralement
beaucoup de temps ;
2. Un apprentissage doit être réalisé. Les techniques les plus performantes dans le domaine
de la détection de visages nécessitent généralement un temps d’apprentissage de plusieurs
jours, voir plusieurs semaines. De plus, cet apprentissage est souvent réalisé plusieurs fois
aﬁn d’obtenir de bonnes performances, ce qui augmente d’autant plus le temps d’appren-
tissage ;
3. Les méthodes proposées sont spéciﬁques à un problème donné. La plupart des méthodes
dédiées à la détection de visages qui ne sont pas de face fonctionnent sur le même prin-
cipe : plusieurs détecteurs sont appris et ensuite combinés entre eux. Chaque détecteur est
spécialisé pour un problème donné : détecter des visages tournés de +45◦, détecter des
visages occlutés par une écharpe, . . . Ces systèmes sont donc difﬁcilement évolutifs.
Notre objectif est de proposer une solution capable de détecter des visages qui ne sont pas
de face avec les contraintes suivantes :
1. La base d’apprentissage est seulement constituée de visages de face ;
2. Une fois que le détecteur de visages de face est construit, aucun nouvel apprentissage ne
doit être réalisé ;
3. La méthode doit pouvoir s’adapter facilement à de nouvelles conditions d’utilisation.
1.5.2 Contributions
Les contributions de cette thèse sont constituées d’une contribution principale et de deux
contributions pratiques.
Gestion de classiﬁeurs faibles manquants dans une cascade
Une cascade de classiﬁeurs boostés est supposée être à disposition. Le problème traité porte
sur la gestion de classiﬁeurs faibles manquants dans les différents niveaux de cette cascade. Pour
gérer ces classiﬁeurs faibles manquants, la structure de la cascade est modiﬁée à l’aide d’une
formulation probabiliste. Cette formulation prend en compte l’incertitude introduite par l’abs-
cence de certains classiﬁeurs faibles. Ces abscences entraînent également les deux problèmes
suivants :
1. Les probabilités a posteriori utilisées à chaque niveau de la cascade ne peuvent plus être
calculées. Elles doivent donc être estimées. Trois stratégies d’estimation sont proposées
dont une s’appuyant sur l’algorithme des k-plus proches voisins ;
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2. Du fait de l’utilisation d’une formulation probabiliste, des nouveaux seuils sont introduits
à chaque niveau de la cascade. Pour les estimer, une procédure itérative est proposée. Elle
utilise uniquement les données d’apprentissage de la cascade initiale.
Détection de visages tournés par modiﬁcation de la position des sous-fenêtres associées
aux classiﬁeurs faibles
La solution de gestion de classiﬁeurs faibles manquants dans une cascade est appliquée à la
détection de visages tournés en s’appuyant uniquement sur un détecteur de visages de face. Le
détecteur de visages de face est modiﬁé pour lui permettre de détecter des visages tournés. Une
des modiﬁcations consiste à ajuster la position de toutes les sous-fenêtres associées à chaque
classiﬁeur faible. Pour réaliser cet ajustement, un modèle géométrique 3D simple est utilisé.
Détection de visages occultés par association de McCascades
Le principe de McCascade est également appliqué à la détection de visages occultés en s’ap-
puyant uniquement sur un détecteur de visages de face. Plusieurs cascade d’occultations sont
créées. Chacune gère un type d’occultation spéciﬁque et utilise un sous-ensemble des classi-
ﬁeurs faibles appris initialement. Ces cascades sont ensuite combinées et permettent de détecter
des visages avec différentes occultations.
1.5.3 Plan du mémoire
Ce manuscript est organisé de la façon suivante :
Chapitre 2 : État de l’art. La détection de visages de face est un problème qui est énormément
étudié depuis une dizaine d’années. Ce chapitre propose un état de l’art exhaustif des
méthodes développées au cours de ces dix dernières années. En particulier, ce chapitre se
focalise sur les solutions développées après les travaux de Viola et Jones [74] ;
Chapitre 3 : Détection de visages de face. Le détecteur retenu pour ces travaux est présenté
dans ce chapitre. Des détails sont tout d’abord donnés sur les descripteurs utilisés, à savoir
les matrices de covariance. L’algorithme d’apprentissage utilisé est ensuite détaillé. Enﬁn,
une série de tests est menée pour évaluer différentes caractéristiques du détecteur ;
Chapitre 4 : Classiﬁcation avec données manquantes. Un des objectifs de ces travaux consiste
à détecter des visages tournés et des visages occultés en utilisant seulement un détecteur
de visages de face. Il en découle la nécessité de devoir gérer des cascades de classiﬁeurs
dont certains sont manquants. Ce chapitre se focalise sur les solutions proposées pour
gérer ce type de cascade ;
Chapitre 5 : Détection de visages tournés ou occultés. Les solutions présentées au chapitre
précédent sont ici appliquées aux deux applications envisagées : la détection de visages
tournés et la détection de visages occultés ;
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Chapitre 6 : Le projet Biorafale. Dans ce chapitre, le projet constituant le cadre de cette thèse
est présenté. Le contexte de ce projet est ensuite abordé ainsi que les différents partenaires
et leurs rôles respectifs ;
Chapitre 7 : Conclusion et perspectives. Ce dernier chapitre fait le bilan du travail accompli
et propose des pistes de développement à envisager.
Chapitre 2
État de l’art
De nombreuses solutions de détection de visages de face existent. Dans ce chapitre, les
méthodes les plus récentes sont présentées. Les méthodes basées apprentissage les plus im-
portantes sont d’abord exposées. Les travaux marquants de Viola et Jones en 2001 [74] sont
ensuite détaillés. Ces travaux ont été suivis de nombreuses extensions qui sont présentées à la
ﬁn de ce chapitre.
2.1 Vue d’ensemble
Les premiers travaux sur la détection de visages datent du début des années 70, où des heu-
ristiques simples et des techniques basées sur des données anthropométriques étaient utilisées
[29, 61, 28]. Il faudra attendre les années 90 pour voir apparaitre des solutions plus robustes.
Dès lors, l’intérêt de la communauté pour la détection de visages ne cessera de grandir. Il en
découlera un nombre impressionnant de méthodes qui peuvent être classées en deux catégories :
les approches basées connaissances s’appuient explicitement sur les connaissances du visage.
Parmi ces connaissances, on peut citer l’utilisation de la couleur de la peau [43] ou l’uti-
lisation de la présence des composantes faciales [87] (la bouche, le nez, les deux yeux,
. . .) et des relations spatiales entre elles. On peut aussi penser à l’utilisation d’un template
prédéﬁni [7] ou de façon plus poussée, à un template déformable [30] ;
les approches basées apprentissage considèrent le problème de détection de visage comme
un problème de reconnaissance de forme à deux classes : visage et non-visage, où chaque
classe est représentée par une base d’apprentissage. Ces méthodes s’appuient sur des
apprentissages statistiques permettant de construire une fonction de décision qui intègre
implicitement les caractéristiques d’un visage.
Parmi ces deux catégories, les approches basées apprentissage ont prouvé leur supériorité en
terme de performance et de robustesse. C’est pourquoi nous nous focalisons sur ces approches
dans la suite de ce chapitre. Les lecteurs intéressés par un historique complet sur la détection de
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visages peuvent se référer à trois études. Les études de Yang et al. [85] et de Hjelmas et Low
[20] couvrent les méthodes des années 70 jusqu’au début des années 2000. Enﬁn, l’étude de
Zhang et Zhang [89] permet d’avoir une vue d’ensemble des méthodes développées entre 2000
et 2010.
2.2 Approches basées apprentissage
Dans le cadre de la détection d’objet, les approches basées apprentissage s’appuient sur des
images d’apprentissage pour construire un modèle permettant de discriminer des instances de
la classe objet par rapport à toutes les instances de la classe non-objet. Les performances de
ces méthodes sont entre autres conditionnées par la qualité de la base d’apprentissage qui se
doit d’être la plus représentative possible. Autrement dit, cette base doit permettre de capter
la variabilité d’apparence présente au sein de la classe objet et non-objet. Dans le cas de cette
étude, la classe objet est représentée par des images de visage alors que la classe non-objet
correspond à toutes les images qui ne sont pas un visage. La constitution de la base d’appren-
tissage est un point important et est abordée ultérieurement. Une fois la base d’apprentissage
constituée, un algorithme d’apprentissage est appliqué sur l’ensemble des images d’apprentis-
sage ou sur des descripteurs associés. Différents algorithmes d’apprentissage existent comme
des SVM [49, 60], des réseaux de neurones [57, 56, 17], des réseaux bayésiens [53] ou des
classiﬁeurs bayésiens naïfs [64]. Parmi l’ensemble des solutions proposées, quelques unes des
plus signiﬁcatives sont présentées ci-dessous.
Turk et Pentland [68] ont utilisé l’analyse en composantes principales (ACP) sur les images
d’apprentissage de visages pour générer des vecteurs propres qui représentent un sous-espace
des visages. Les images d’apprentissage sont ensuite projetées dans ce sous-espace et forment
deux clusters (celui des visages et celui des non-visages). La classiﬁcation d’un exemple se
décompose alors en deux phases : 1) projection dans le sous-espace des visages et 2) calcul de
la distance entre l’exemple projeté et les deux clusters. La distance minimum donne la classe de
l’exemple.
Sung et Poggio [67] ont développé un système basé sur l’estimation de la distribution des vi-
sages et des non-visages et sur l’utilisation d’un perceptron multi-couche. Les images d’appren-
tissages sont d’abord regroupées en clusters (six pour les visages et six pour les non-visages)
qui sont approchés par des gaussiennes multidimensionnelles. Une ACP est également appli-
quée à chaque cluster pour leur associer un sous-espace de plus petite dimension. Un exemple
peut ensuite être classé en calculant douze couples de distances en s’appuyant sur ces sous-
espaces. Ces douze couples de distances sont ﬁnalement passés à un perceptron multicouche
(préalablement entraîné) pour classer l’exemple.
Rowley et al. [57] se sont appuyés sur un ensemble de réseaux de neurones entraîné sur
les intensités des pixels des visages et des non-visages. Chaque réseau est structuré de façon
à pouvoir détecter des caractéristiques faciales comme la bouche ou les yeux. Les scores de
chaque réseau sont ensuite fusionnés pour créer la décision ﬁnale. Plusieurs stratégies de fusion
CHAPITRE 2. ÉTAT DE L’ART 13
sont testées.
Schneiderman et Kanade [64] ont proposé un classiﬁeur bayésien naïf qui estime la proba-
bilité jointe de l’apparence locale et de la position de parties de visages à diférentes résolutions.
Ils proposent également un détecteur de visages multivues (face, proﬁl droit et proﬁl gauche)
en combinant différents classiﬁeurs, chacun d’eux étant spécialisé pour une vue spéciﬁque.
Roth et al. [56] ont créé le système SNoW (Sparse Network of Winnow). Ce système est un
réseau épars de fonctions linéaires qui utilise la règle de mise à jour de Winnow [39]. Ce type
de réseau est particulièrement adapté pour les problèmes où le nombre de descripteurs prenant
part à la décision ﬁnale est important. Leur système détecte des visages en s’appuyant sur des
descripteurs binaires qui encodent la position et l’intensité des pixels.
L’article le plus marquant dans le domaine de la détection de visage est celui de Viola et
Jones [74] en 2001 qui présente le premier détecteur de visages temps-réel. Celui-ci utilise des
descripteurs simples ainsi qu’une technique rapide de calcul de ces descripteurs. L’agorithme
Adaboost est utilisé à la fois pour sélectionner les meilleurs descripteurs mais aussi pour former
plusieurs classiﬁeurs forts associés en cascade pour permettre une exécution en temps-réel.
Ces travaux sont les premiers d’une nouvelle catégorie de méthode, nommé approches basées
bosting, qui sont détaillées dans la section suivante.
Enﬁn, un autre système très performant a été proposé par Garcia et Delakis [17] où un
réseau de neurones convolutionnels à six couches est utilisé. L’avantage de ce type de réseau
est d’extraire automatiquement les caractéristiques importantes dans les premières couches puis
de les classer dans les dernières. Leur système est construit pour détecter des visages avec des
rotations dans le plan de ±20◦ et tournés de ±60◦ au maximum.
2.3 Approches basées boosting
Les performances du détecteur de Viola et Jones sont dues à la combinaison de trois élé-
ments détaillés par la suite :
1. un apprentissage de classiﬁeurs par une méthode de boosting ;
2. des descripteurs simples et rapides à caculer ;
3. une structure de classiﬁeurs en cascade.
2.3.1 Principe du boosting
Les méthodes de boosting sont des algorithmes d’apprentissage supervisé, i.e. qui utilisent
une base d’apprentissage labellisée. Notons S .= {(xi, yi)}i=1,...,N cette base où xi ∈ Rn est
un vecteur de données représentant un exemple d’apprentissage et yi ∈ {−1, 1} est le label
associé à xi (généralement, le label 1 représente la classe des positifs et le label -1 la classe des
négatifs). Le but de ces méthodes est de construire un classiﬁeur H(x) : Rn → {−1, 1} per-
mettant d’associer un label à un exemple inconnu x. Les méthodes issues du boosting se basent
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sur l’observation suivante : il est rare d’avoir à sa disposition un expert omniscient permettant
de prendre la meilleure décision et par conséquent, on a plutôt recours à un comité d’experts
plus ou moins compétents pour ensuite combiner leurs avis et prendre une décision. De manière
étonnante, des recherches en apprentissage artiﬁciel datant du début des années 90 montrent
qu’il est possible d’atteindre une décision aussi précise que souhaitée par une combinaison judi-
cieuse d’experts imparfaits mais correctement entraînés. Plusieurs algorithmes d’apprentissage
ont été développés à la suite de ces travaux. Les méthodes issues du boosting sont des méthodes
capables de générer des règles de décision précises en utilisant des règles de décision produites
par des classiﬁeurs faibles, i.e. des classiﬁeurs ayant un taux de réussite un peu meilleur que le
hasard.
Le premier algorithme de boosting a été proposé par Schapire en 1990 [62] et permet d’ob-
tenir un classiﬁeur après avoir entraîné un classiﬁeur faible sur trois sous-ensembles d’appren-
tissage. En 1997, Freund et Schapire [12] proposent une amélioration de l’algorithme proposé
par Schapire en 90 qui est aujourd’hui très utilisé : l’algorithme Adaboost. Nous présentons ici
l’algorithme Adaboost dit « discret ». L’algorithme, présenté dans l’algorithme 1, se base tou-
jours sur l’idée d’utiliser un comité d’experts pour prendre une décision et rajoute deux autres
idées :
1. La pondération adaptative des votes par une technique de mise à jour multiplicative ;
2. La modiﬁcation de la distribution des exemples disponibles pour entraîner chaque expert,
en surpondérant au fur et à mesure les exemples mal classés.
Comme pour les SVM (Machine à Vecteurs supports [71]), les méthodes de boosting sont
issues de considérations théoriques, ce qui permet de connaître certaines propriétés. En parti-
culier, on sait que l’erreur d’apprentissage diminue exponentiellement avec t si le classiﬁeur
faible est un peu meilleur que le hasard (cela correspond à avoir t < 0, 5 ∀t). Le comportement
de l’erreur en généralisation est plus difﬁcile à prédire. Il est cependant observé empirique-
ment que celle-ci tend à diminuer même après que l’erreur d’apprentissage soit devenue nulle.
Pour avoir une vue d’ensemble sur les méthodes de boosting et notamment sur les propriétés de
l’algorithme adaboost, on peut se référer à l’article [13] de Freund et Schapire. Les algorithmes
Adaboost discret, Adaboost réel [63], LogitBoost [14] et Gentle Adaboost [14] sont les variantes
les plus connues.
2.3.2 Descripteurs de type ondelette de Haar
Dans les premières approches basées apprentissage, l’algorithme d’apprentissage était en-
traîné avec l’ensemble des intensités des pixels des images d’apprentissage [68, 67, 57]. Une
autre démarche consiste à utiliser des descripteurs. Le terme « descripteur » désigne tout vec-
teur de données x ∈ Rn permettant de décrire une image ou une partie de celle-ci (par exemple,
la moyenne des intensités des pixels d’une image représente un descripteur). Détaillons le pro-
cessus de calcul d’un descripteur. Soit I une image en niveaux de gris de taille W ×H et C une
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Algorithme 1 : L’algorithme Adaboost Discret
Entrées : S = {(x1, y1), . . . , (xN , yN)} une base d’apprentissage.
Sorties : sign(H(x)) où H(x) est un classiﬁeur fort entraîné sur S.
ω1(i) = 1/N, ∀i = 1, . . . , N ;1
pour t = 1 à T faire2
Normaliser les poids ωt(i) =
ωt(i)∑N
i=1 ωt(i)
;
3
Estimer un classiﬁeur faible ht(x) : Rn → {−1, 1} sur S en utilisant les poids ωt ;4
Calculer l’erreur d’apprentissage t =
N∑
i=1
ωt(i)1l{yi =ht(xi)} ;
5
Calculer αt = ln
(
1− t
t
)
;
6
Mise à jour des poids : wt+1(i) = ωt(i)eαt1l{yi =ht(xi)} ;7
ﬁnpour8
Le classiﬁeur ﬁnal est donné par : sign(H(x)) = sign
( T∑
t=1
αtht(x)
)
;
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image de caractéristiques de taille W ×H × d extraite à partir de I :
C(x, y) = Φ(I, x, y) (2.1)
où Φ est une fonction qui associe à chaque pixel de coordonnées (x, y) de I un ensemble de d
caractéristiques (C(x, y, i) est donc la i-ème caractéristique du pixel (x, y)). Une caractéristique
est une donnée caractérisant un pixel comme son intensité, sa couleur dans l’espace RGB ou son
gradient. Une fois C calculé, on peut calculer n’importe quel vecteur de descripteurs x associé
à une région R de I :
x = f(C,R) (2.2)
où R est déﬁni par les coordonnées du coin supérieur gauche, une largeur et une hauteur. Le
type de descripteur utilisé est ici représenté par f . Ce processus est illustré sur la ﬁgure 2.1.
Dans leurs travaux, Viola et Jones proposent d’utiliser comme caractéristique l’intensité des
pixels de I , on a donc C(x, y) = I(x, y) ∀(x, y). Ils proposent également des descripteurs déri-
vés des ondelettes de Haar utilisés précédemment par Papageorgiou et al. [50]. Ces descripteurs
sont basés sur des sommes d’intensité de pixels présent dans des zones rectangulaires adjacentes
de même taille. Des descripteurs à deux, trois et quatre rectangles sont utilisés (illustrés sur la ﬁ-
gure 2.2). En faisant varier leurs tailles et leurs positions, Viola et Jones obtiennent un ensemble
de descripteurs potentiels. Ils utilisent ensuite Adaboost pour sélectionner à chaque itération le
meilleur descripteur. En effet, à chaque itération, un classiﬁeur faible est calculé pour chaque
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FIGURE 2.1 – Processus de calcul des descripteurs : une image de caractéristiques C est tout
d’abord calculée à l’aide la fonctionΦ, puis on associe un vecteur de descripteurs x à une région
R de C à l’aide de la fonction f
descripteur et celui présentant l’erreur minimum est conservé. Un classiﬁeur faible est ici déﬁni
par un simple seuillage sur la valeur du descripteur. Un classiﬁeur fort est donc une somme de
fonctions de seuillage où chaque fonction correspond à un descripteur de Haar.
FIGURE 2.2 – Descripteurs de Haar. La valeur de chaque descripteur de Haar est égale à la
somme des intensités des pixels présents dans les rectangles blancs auquelle on soustrait la
somme des intensités des pixels des rectangles gris
S’inspirant des « Summed-Area Tables » présentés par Crow [9], Viola et Jones proposent
une représentation intermédiaire de l’image, appelée image intégrale (voir ﬁgure 2.3(a)) et notée
Iint, pour calculer rapidement les descripteurs de Haar :
Iint(x, y) =
∑
x′≤x,y′≤y
I(x′, y′) (2.3)
En utilisant cette représentation, chaque descripteur peut être calculé en un nombre constant
d’accès mémoire (entre six et neuf). Par exemple, la valeur du descripteur de Haar de la ﬁgure
2.3(b) est donnée par :
Iint(xF , yF )+2∗Iint(xB, yB)−Iint(xC , yC)−2∗Iint(xE, yE)−Iint(xA, yA)+Iint(xD, yD) (2.4)
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(a) Iint(x, y) est égal à la somme des in-
tensités des pixels de la zone grisée
(b) Le calcul de ce descripteur de Haar
par image intégrale nécessite six accès
mémoire seulement
FIGURE 2.3 – (a) Principe de l’image intégrale et (b) calcul d’un descripteur de Haar
2.3.3 Structure en cascade
Lorsque l’on souhaite tester la présence de visages dans une image, le concept de fenêtre
glissante est utilisé. Le principe consiste à tester différentes fenêtres de l’image dont la taille et
la position varient. Ces fenêtres sont ensuite passées à un classiﬁeur pour déterminer la présence
éventuelle d’un visage. On peut ainsi imaginer entraîner un classiﬁeur à l’aide de l’algorithme
Adaboost et appliquer ce classiﬁeur sur toutes les fenêtres potentielles. Le but est alors d’obte-
nir un taux de vrais positifs très élevés (>0,9) tout en ayant un taux de faux positifs très faible
(<10−6). Le taux de vrais positifs correspond au nombre de visages correctement classés par
rapport au nombre total de fenêtres testées et le taux de faux positifs correspond au nombre
de fenêtres négatives (i.e. ne contenant pas de visages) classées comme visage par rapport au
nombre total de fenêtres testées. Pour atteindre cet objectif, une solution consiste à augmenter
le nombre de classiﬁeurs faibles du classiﬁeur fort. En contrepartie, la classiﬁcation de toutes
les fenêtres de l’image devient très couteuse en temps de calcul.
Pour gérer le compromis entre performance et temps de cacul, Viola et Jones proposent d’uti-
liser plusieurs classiﬁeurs forts successifs organisés en cascade. Les classiﬁeurs forts des pre-
miers niveaux sont chargés de rejeter les négatifs les plus simples alors que les classiﬁeurs forts
des derniers niveaux essayent de discriminer les visages des négatifs les plus difﬁciles (ceux qui
ressemblent aux positifs). Le classiﬁeur fort du niveau j est de la forme :
sign(Hj(x)− τj) = sign(
Tj∑
t=1
αjthjt(x)− τj) (2.5)
où τj est un seuil ﬁxé pendant l’apprentissage pour obtenir un taux de vrais positifs très élevé
dmin (de l’ordre de 0,99) tout en assurant un taux de faux positifs modeste fmax (de l’ordre de
0,5). Le taux de détection D d’une cascade de K niveaux ainsi que son taux de faux positifs F
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peuvent ainsi être estimés par :
D =
K∏
j=1
dmin, F =
K∏
j=1
fmax (2.6)
Par exemple, un taux de détection de 0,9 et un taux de faux positifs de 10−6 peuvent être atteint
avec une casacade de 10 niveaux où dmin = 0, 99 (0, 9910 ≈ 0, 9) et fmax = 0, 3 (0, 310 ≈
6× 10−6).
La classiﬁcation d’un fenêtre consiste alors à appliquer les classiﬁeurs forts successifs tant
que la fenêtre est classée comme visage. Dès qu’un classiﬁeur fort classe la fenêtre comme non-
visage, le processus s’arrête. Cette approche, illustrée sur la ﬁgure 2.4, permet de rejeter la ma-
jorité des fenêtres dans les premiers niveaux de la cascade, ce qui assure un temps d’exécution
faible, tout en conservant un maximum de visages, ce qui assure des performances élevées. Une
cascade est ainsi déﬁnie par l’ensemble des classiﬁeurs {sign(H1(x)− τ1), . . . , sign(HK(x)−
τK)}.
FIGURE 2.4 – Principe d’une structure en cascade où plusieurs classiﬁeurs forts Hj sont asso-
ciés. À chaque niveau, la fenêtre candidate est classée par un classiﬁeur fort qui, soit la rejette
(le processus de classiﬁcation s’arrête), soit l’accepte (le processus de classiﬁcation continue)
Chaque niveau de cascade utilise les mêmes images de visage tandis que les images de
négatifs sont renouvelées au début de chaque niveau par une technique de bootstrap. Avant
l’apprentissage du niveau j, la cascade de classiﬁeurs des niveaux1 à j − 1 est appliquée sur
un ensemble d’images de fond ne contenant aucun visage et les faux positifs générés sont uti-
lisés comme négatifs au niveau j. L’algorithme 2 présente le processus d’apprentissage d’une
cascade exposé par Viola et Jones [74]. Dans le contexte de la détection de visages, il n’est
pas concevable de constituer un ensemble de validation du fait de la structure très complexe
de l’espace des négatifs. L’évaluation de la cascade sur un ensemble de validation a donc été
remplacée par la contrainte suivante : pour chaque niveau de cascade, des classiﬁeurs faibles
sont ajoutés jusqu’à ce que le taux de positifs bien classés soit au moins de dmin et que le taux
de négatifs mal classés soit au maximum de fmax.
2.4 Extensions des approches basées boosting
Suite aux travaux de Viola et Jones, de nombreuses améliorations vont apparaître. Ces amé-
liorations peuvent être classées suivant trois axes :
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Algorithme 2 : L’algorithme d’apprentissage d’une cascade de classiﬁeurs boostés
Entrées : – fmax : taux maximum de faux positifs par niveau ;
– dmin : taux minimum de détection par niveau ;
– Ftarget : taux de faux positifs à atteindre à la ﬁn de l’apprentissage ;
– Sp : ensemble d’images d’apprentissage positives ;
– Sn : ensemble d’images d’apprentissage négatives ;
– B : ensemble d’images de fond ne contenant pas de positifs.
Sorties : {sign(H1(x)− τ1), . . . , sign(HK(x)− τK)}, une cascade de classiﬁeurs boostés
F0 = 1.0;1
D0 = 1.0;2
j = 0;3
si Sn = ∅ alors4
Remplir Sn avec des zones aléatoires provenant des images de B;5
ﬁnsi6
tant que Fj > Ftarget faire7
j = j + 1 ;8
Tj = 0;9
Fj = Fj−1;10
tant que Fj > fmax × Fj−1 faire11
Tj = Tj + 1;12
En utilisant Sp et Sn, entraîner un classiﬁeur sign(Hj(x)− τj) constitué de Tj13
classiﬁeurs faibles à l’aide d’un algorithme de boosting;
Appliquer le classiﬁeur en cascade courant sur un ensemble de validation pour14
déterminer le taux de faux positifs Fj et le taux de détection Dj;
Ajuster le seuil τj jusqu’à ce que le classiﬁeur en cascade courant ait un taux de15
détections d’au moins dmin ×Dj−1 (cela affecte aussi Fj);
ﬁntq16
Sn = ∅;17
si Fj > Ftarget alors18
Appliquer le classiﬁeur en cascade courant sur les images de B et remplir Sn avec19
les fausses détections;
ﬁnsi20
ﬁntq21
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1. Modiﬁcation de l’algorithme d’apprentissage ;
2. Modiﬁcation de l’ensemble des descripteurs utilisé ;
3. Modiﬁcation de la structure en cascade.
2.4.1 Les algorithmes d’apprentissage alternatifs
La détection de visages est considérée comme une détection d’évènements rares. De façon
général, le nombre de visages dans une image est extrèmement faible. Il en découle que lors de la
phase d’apprentissage, le nombre d’images de visages est très inférieur au nombre d’images de
fonds. Pour prendre en compte cette asymétrie dans l’apprentissage et donner plus d’importance
aux positifs, Viola et Jones [73] ont proposé l’algorithme Asymboost.
En 2002, Lienhart et al. [35] ont effectué une étude comparative des algorithmes Adaboost
discret, Adaboost réel et Gentle Adaboost dont il ressort qu’il est préférable d’utiliser Gentle
Adaboost. Ce résultat sera par la suite nuancé par Brubaker et al. [4].
Un nouvel algorithme de boosting, nommé FloatBoost, est proposé par Lin et al. [33]. Après
certaines itérations de boosting, le classiﬁeur faible le moins pertinent est retiré du classiﬁeur
fort. Le but est d’obtenir les même performances que l’agorithme Adaboost en utilisant moins
de classiﬁeurs faibles et ceci, au prix d’un temps d’apprentissage augmenté.
Wu et al. [80] ont travaillé sur une nouvelle approche pour créer les classiﬁeurs des diffé-
rents niveaux d’une cascade. Ils proposent de découpler la phase de sélection des descripteurs et
la phase de combinaison de ces descripteurs pour obtenir un classiﬁeur fort. La première phase
est assuré par l’algorithme Forward Feature Selection (FFS) tandis que la deuxième phase est
assurée par l’algorithme Linear Asymmetric Classiﬁer (LAC) qui prend en compte le caractère
asymétrique du problème d’apprentissage de visage. Leur stratégie permet d’obtenir des cas-
cades performantes tout en reduisant grandement le temps d’apprentissage. Pham et Cham [52]
ont également travaillé sur la réduction du temps d’apprentissage. En s’appuyant sur des sta-
tistiques calulées sur les pondérations des données d’apprentissage, ils parviennent à fortement
diminuer le temps d’apprentissage d’un classiﬁeur faible.
2.4.2 Présentation des autres ensembles de descripteurs de Haar
Une autre façon d’améliorer les performances d’une approche basée boosting consiste à
étendre l’expressivité des descripteurs utilisés. En ce sens, Lienhart et Maydt [36] ont pro-
posé d’enrichir l’ensemble des descripteurs de Haar considéré en y incorporant des ondelelettes
tournées (voir ﬁgure 2.5(a)). Ils proposent également d’utiliser une image intégrale tournée pour
calculer rapidement ces descripteurs.
Viola et Jones [27] ont remarqué que les ondelelettes utilisées dans leurs premiers travaux
[74] ne permettaient pas d’apprendre correctement des visages qui ne sont pas de face. Pour
combler cette limitation, ils proposent des descripteurs diagonaux (voir ﬁgure 2.5(b)) qui se
CHAPITRE 2. ÉTAT DE L’ART 21
calculent en seize accès mémoire. Zhang et al. [90] ont également mis en avant que les néga-
tifs générés dans les derniers niveaux de cascade devenaient très difﬁciles à classer en utilisant
les descripteurs de Haar proposés par Viola et Jones. Ils proposent donc une structure en cas-
cade où les premiers niveaux sont appris sur les ondelelettes de Haar (description locale des
images) alors que les derniers niveaux sont appris sur des informations provenant d’une ACP
(description globale des images).
(a) (b)
FIGURE 2.5 – (a) Descripteurs de Haar tournés et image intégrale tournée proposés par Lienhart
et Maydt [36] et (b) Un des descripteurs de Haar diagonal proposé par Viola et Jones [27]
Dans le but de capter les caractéristiques non symétriques des visages qui ne sont pas de
face, Li et Zhang [33] ont utilisé un ensemble de descripteurs rectangulaires non adjacents.
Chaque rectangle est de taille x × y et des distances (dx, dy) les séparent les uns des autres
(voir ﬁgure 2.6(a)).
Mita et al. [44] ont proposé des descripteurs de Haar joints (voir ﬁgure 2.6(b)). Chaque
classiﬁeur faible est ici appris sur plusieurs descripteurs de Haar. Basé sur les réponses de
chaque descripteur, un mot binaire est formé et le classiﬁeur faible est entraîné sur la valeur de
ces mots en base 10.
(a) (b)
FIGURE 2.6 – (a) Descripteurs de Haar non adjacents proposés par Li et Zhang [33] et (b) Un
exemple de descripteurs de Haar joint proposé par Mita et al. [44]
Pour ﬁnir, on peut citer certains descripteurs binaires appliqués avec succés au problème de
détection de visages comme les descripteurs issus de la transformation modiﬁé de Census [15],
les Local Binary Pattern (LBP) [91] ou encore les Locally Assembled Binary (LAB) [83]. On
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peut également citer les histogrammes de gradients orientés de Dalal et Triggs [10] utilisés dans
le domaine de la détection de piétons.
2.4.3 Présentation des architectures en cascade différentes
Les deux limitations du sytème de Viola et Jones [74] concernent le temps important né-
cessaire à l’apprentissage d’une cascade et le choix des paramètres d’une cascade. Dans la
formulation classique d’une cascade, les classiﬁeurs forts de chaque niveau sont indépendants.
Plusieurs travaux ont ensuite montré qu’il était préférable de les ré-utiliser dans l’entrainenemt
de chaque niveau. Xiao et al. [82] ont proposé le concept de chaîne de boosting. À chaque
niveau de cascade, le classiﬁeur fort précédemment appris est intégré au classiﬁeur du niveau
courant. Huang et al. [23] ont ensuite proposé la struture de cascade imbriquée. Au lieu d’in-
tégrer le classiﬁeur fort précédemment appris, ils utilisent le score de classiﬁcation du niveau
précédent pour former le premier classiﬁeur faible du niveau courant. Enﬁn, Yan et al. [84] ont
proposé le principe de descripteurs accumulés où les descripteurs sélectionnés au niveau pré-
cédent sont utilisés pour entraîner les premiers classiﬁeurs faibles du niveau courant. Ces trois
concepts permettent de diminuer grandement le temps d’apprentissage.
En vue de ﬁxer les paramètres d’une cascade, Brubaker et al. [3] ont introduit un critère
pour sélectionner le seuil de chaque niveau ainsi que le nombre de classiﬁeurs faibles de chaque
niveau. Ce critère est basé sur un modèle probabiliste des performances globales d’une cascade.
Xiao et al. [81] ont proposé le concept de cascade dynamique qui suppose que le taux de faux
positifs change exponentiellement à chaque niveau.
Enﬁn, d’autres structures de cascade ont été proposées comme les cascades souples de Bour-
dev et Brandt [2]. Une cascade est ici une longue succession de classiﬁeurs faibles où chaque
classiﬁeur faible est associé à un seuil de rejet. L’ensemble des seuils de rejet est calculé à l’aide
d’un algorithme de calibration une fois que les classiﬁeurs faibles sont tous sélectionnés. Enﬁn,
Le et Satoh [31] ont proposé d’associer des cascades apprises sur des descripteurs de Haar avec
plusieurs SVM. Ils arrivent ainsi à accélérer le temps de détection nécessaire pour scanner une
image.
2.5 Bilan
Dans ce chapitre, différents systèmes de détection de visages ont été présentés. En particu-
lier, les systèmes apparus après les travaux de Viola et Jones [74] ont été détaillés. Ces derniers
ont établi les bases de la majorité des détecteurs de visages récents :
– Apprentissage par un algorithme de boosting. En plus d’apprendre une fonction de dé-
cision, ce type d’algorithme permet également de sélectionner les descripteurs les plus
pertinents parmi un ensemble de descripteurs potentiels ;
– Des descripteurs rapides à calculer. Les ondeletettes de Haar sont majoritairement utili-
sées car elles sont très rapides à calculer ;
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– Une structure en cascade. Pour accélérer le temps de classiﬁcation, plusieurs classiﬁeurs
sont séquentiellement associés.
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Chapitre 3
Détection de visages de face
Dans ce chapitre, le détecteur de visages retenu dans le cadre de cette thèse est abordé en
détail. Les descripteurs utilisés, à savoir des matrices de covariance, sont tout d’abord présen-
tés. Des détails sur l’algorithme d’apprentissage sont ensuite donnés. Enﬁn, une série de tests
est menée pour évaluer différents aspects du détecteur.
3.1 Détection de visages par matrices de covariance
Les matrices de covariance constituent un autre type de descripteurs récemment appliqué à
la détection de piétons [70]. Nous avons choisi d’utiliser ce descripteur pour nos travaux pour
trois raisons :
1. Ses performances en détection d’objet sont parmi les meilleures actuellement (ce point
est abordé ultérieurement dans les expérimentations) ;
2. Il est rapide à calculer. En effet, le principe des images intégrales a été étendu aux matrices
de covariance ;
3. Il est évolutif. En effet, les caractéristiques utilisées pour calculer les matrices de co-
vriance peuvent être facilement remplacées par de nouvelles caractéristiques plus perti-
nentes.
3.1.1 Les matrices de covariance comme descripteurs
L’utilisation des matrices de covariance comme descripteur a été proposée par Tuzel et al.
[69]. Pour une région rectangulaire donnée R ⊂ C, où C est l’image des caractéristiques, on
note {zi}i=1,...,N l’ensemble des points de R (chaque point est un vecteur de dimension d). On
peut alors représenter la région R par une matrice de covariance CR de taille d× d :
CR =
1
N − 1
N∑
i=1
(zi − μ)(zi − μ)T (3.1)
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où μ est le point moyen des zi.
Dans le cadre de la détection de piétons, Tuzel et al. [70] ont proposé d’utiliser les caractéris-
tiques suivantes :
Φ(I, x, y) =
(
x y |Ix| |Iy|
√
I2x + I
2
y arctan
|Iy|
|Ix| |Ixx| |Iyy|
)T
(3.2)
où Ix, Iy, Ixx et Iyy représentent les dérivées de l’intensité au premier et au second ordre,√
I2x + I
2
y représente la norme du gradient et arctan
|Iy |
|Ix| représente son orientation. Basée sur
ces caractéristiques, la région R peut donc être décrite à l’aide d’une matrice de covariance de
taille d×d. Cette matrice encode des informations sur les variances des caractéristiques et leurs
corrélations entre elles. Elle encode également la disposition spatiale des caractéristiques dans
la région car la corrélation avec la position des pixels (x, y) est aussi calculée. Cette matrice
étant symétrique, on peut la représenter à l’aide d’un vecteur de taille d(d+1)
2
(en réalité, seuls 33
éléments sont retenus car les variances en x, y et x×y sont ignorées). Pour gagner en efﬁcacité,
Tuzel et al. [69] ont également étendu le principe d’image intégrale aux matrices de covariance.
Ce principe est détaillé en annexe A. Par construction, ces matrices sont robustes aux change-
ments constants d’illumination. Pour ajouter une robustesse aux changements linéaires locaux
de l’illumination, Tuzel et al. [70] appliquent la normalisation suivante : soit r une sous-fenêtre
à l’intérieur d’une fenêtre R. Les matrices CR et Cr sont d’abord calculées, puis la matrice de
covariance normalisée Cr′ est calculée par :
Cr′(i, j) =
Cr(i, j)√
CR(i, i)CR(j, j)
(3.3)
3.1.2 L’algorithme Logitboost
Pour l’apprentissage des classiﬁeurs forts, nous utilisons l’algorithme LogitBoost. Celui-ci
a été utilisé par Tuzel et al. [70] dans leur système de détection de piétons. Cet algorithme est
une variante de l’algorithme Adaboost et a été proposé par Friedman et al. [14]. À la différence
de l’algorithme Adaboost discret présenté, les labels yi des exemples d’apprentissage xi appar-
tiennent à l’ensemble {0, 1} (1 est la classe positive). De plus, on représente la probabilité d’un
exemple x d’appartenir à la classe positive par :
p(x) =
eF (x)
eF (x) + e−F (x)
où F (x) =
1
2
T∑
t=1
ht(x) (3.4)
LogitBoost apprend itérativement l’ensemble des classiﬁeurs faibles {ht}t=1,...,T en minimisant
la log-vraissemblance binomiale négative des données d’apprentissage :
−
N∑
i=1
[
yi ln(p(xi)) + (1− yi) ln(1− p(xi))
]
(3.5)
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À chaque itération t, cela est obtenu en résolvant un problème de régression par moindres carrés
pondérés :
N∑
i=1
ωt(i)||ht(xi)− zi||2 (3.6)
où zi =
yi−p(xi)
p(xi)(1−p(xi)) sont des réponses attribuées aux exemples d’apprentissage et les poids sont
donnés par ωt(i) = p(xi)(1 − p(xi)). Ces poids sont proches de 0 pour les exemples dont la
probabilité est proche de 0 ou de 1 et ils sont maximums pour les exemples dont la probabilité
est 0,5, i.e. ceux qui sont difﬁciles à classer. L’algorithme LogitBoost est présenté dans l’algo-
rithme 3. Dans notre cas, la base d’apprentissage est représentée par l’ensemble {(Ii, yi)}i=1,...,N
où Ii représente une image d’apprentissage (visage ou non-visage) et l’étape d’estimation d’un
classiﬁeur faible (voir ligne 4) est remplacée par l’estimation de plusieurs classiﬁeurs faibles.
Dans cette étape, chaque classiﬁeur faible testé est appris en calculant les matrices de cova-
riance d’une sous-fenêtre r dans toutes les images Ii. Le classiﬁeur faible le plus performant est
ensuite conservé, i.e. on conserve celui minimisant Lr, la log-vraissemblance binomiale néga-
tive calculée sur la sous-fenêtre r dans les images Ii. Tester toutes les sous-fenêtres possibles
à chaque itération de LogitBoost rendrait l’apprentissage extrêmement long. C’est pourquoi un
nombre Nsf de sous-fenêtres sont aléatoirement sélectionnées. Pour éviter de considérer des
sous-fenêtres trop petites, il est imposé que la largeur minimale doit être d’au moins 1/10 de
la largeur des images Ii. La même contrainte est appliquée sur la hauteur des sous-fenêtres.
L’algorithme LogitBoost permet donc à chaque itération d’apprendre un classiﬁeur faible mais
également, de retenir la zone la plus discriminante parmi l’ensemble des images d’apprentissage
Ii.
3.1.3 Ajout de la moyenne et apprentissage sur des sous-ensembles de ca-
ractéristiques
Le système de Tuzel et al. [70] a par la suite été perfectionné par Yao et Odobez [86].
Diverses améliorations ont été proposées :
– Corrections des distorsions dans les images provenant de caméras grand angle ;
– Remplacement des dérivées secondes dans les caractéristiques par deux valeurs issues
d’une technique d’extraction de fond ;
– Ajout de la moyenne des caractéristiques dans le vecteur de descripteurs ;
– Apprentissage sur des sous-ensembles de caractéristiques.
Parmi ces améliorations, les deux dernières sont utilisées dans ces travaux.
Ajout des moyennes des caractéristiques
Les matrices de covariance fournissent les moments d’ordre deux des caractéristiques. Yao
et Odobez proposent d’utiliser également les moments d’ordre un, à savoir les moyennes des
28 CHAPITRE 3. DÉTECTION DE VISAGES DE FACE
Algorithme 3 : L’algorithme LogitBoost
Entrées : S = {(x1, y1), . . . , (xN , yN)} une base d’apprentissage avec xi ∈ Rn et
yi ∈ {0, 1}.
Sorties : sign(H(x)) où H(x) est un classiﬁeur fort entraîné sur S.
ω1(i) = 1/N, p(xi) = 1/2, F (xi) = 0 ∀i = 1, . . . , N ;1
pour t = 1 à T faire2
Calculer les réponses zi =
yi − p(xi)
p(xi)(1− p(xi)) et les poids ωt(i) = p(xi)(1− p(xi));3
Estimer un classiﬁeur faible ht(x) en résolvant le problème de régression par4
moindres carrés pondérés
N∑
i=1
ωt(i)||ht(xi)− zi||2;
Mise à jour de F (xi) = F (xi) +
1
2
ht(xi) et de p(xi) =
eF (xi)
eF (xi) + e−F (xi)
;5
ﬁnpour6
Le classiﬁeur ﬁnal est donné par : sign(H(x)) = sign
( T∑
t=1
ht(x)
)
;
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caractéristiques. En notant mR le vecteur des moyennes des caractéristiques d’une région R, on
a :
mR =
1
N
N∑
i=1
zi (3.7)
Le vecteur de descripteurs d’une sous-fenêtres r est donc constitué par la concaténation
des éléments de la matrice Cr′ et des éléments du vecteur mr. Les expérimentations de Yao et
Odobez montrent que l’ajout des moyennes permet d’améliorer légèrement les performances et
permet surtout d’améliorer le temps d’exécution du détecteur d’environ 30%.
Apprentissage sur des sous-ensembles de caractéristiques
Pour accélérer le temps de détection, Yao et Odobez proposent de ne pas calculer les ma-
trices de covariance sur l’ensemble des caractéristiques mais plutôt de les calculer sur des sous-
ensembles de caractéristiques de taille 2, 3 ou 4 parmi les d caractéristiques possibles. Ainsi,
un classiﬁeur faible est appris sur une sous-fenêtre r mais également sur un sous-ensemble de
caractéristiques. Pour chaque sous-fenêtre r, la procédure d’apprentissage consiste à estimer
un classiﬁeur faible par sous-ensemble de caractéristiques et à conserver le plus performant.
Pour chaque taille m de sous-ensembles, il existe Cdm =
d!
m!(d−m)! sous-ensembles possibles. Par
exemple, il existe 28 sous-ensembles de 2 caractéristiques choisis parmi 8 caractéristiques. Pour
les sous-ensembles de taille 2, une recherche exhaustive est effectuée, c’est-à-dire que les 28
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sous-ensembles sont testés. Pour m > 2, cela devient trop coûteux en temps de calcul de tester
l’ensemble des sous-ensembles possibles. Pour pallier ce problème, Yao et Odobez proposent
de tout d’abord calculer les classiﬁeurs faibles de chaque sous-ensemble de taille 2, puis d’uti-
liser les performances de ces classiﬁeurs faibles pour estimer les k meilleurs sous-ensembles de
taillem (ceux susceptibles d’amener de bonnes performances en classiﬁcation). Les k meilleurs
sous-ensembles sont ensuite testés. Cette procédure est décrite plus en détails dans l’annexe B.
Les tests effectués par Yao et Odobez montrent que l’utilisation des sous-ensembles de carac-
téristiques permet de grandement accélérer le temps de détection mais permet également des
performances légèrement meilleures.
3.2 Évaluation des performances
3.2.1 Mesure des performances
Pour une base de test donnée, les performances d’un détecteur de visage sont caractérisées
par son taux de détections TD et par le nombre de faux positifs générés nbFP . Le couple
(nbFP , TD) représente le point de fonctionnement du détecteur. Le taux de détections repré-
sente le nombre de visages qui sont détectés par rapport au nombre total de visages contenus
dans la base de test. Le nombre de faux positifs correspond au nombre de mauvaises détections,
i.e. le nombre de fenêtres classées en visage alors que ce ne sont pas des visages. Ces deux
critères sont liés. En effet, augmenter (resp. diminuer) le taux de détections TD implique gé-
néralement d’augmenter (resp. de diminuer) le nombre de faux positifs nbFP . C’est pourquoi
deux détecteurs de visages sont comparés par un ensemble de points de fonctionnement. Un
ensemble de points {(nbFPi, TDi)} représente une courbe FROC (pour Free Receiver Opera-
tor Characteristic). Si la base de test consiste à tester N fenêtres, alors l’abscisse d’une courbe
FROC sera compris entre 0 et N tandis que l’ordonnée sera compris entre 0 et 1. Un classi-
ﬁeur parfait aurait comme point de fonctionnement (0, 1). Un détecteur de visages sera plus
performant qu’un autre si sa courbe FROC est au-dessus de l’autre courbe FROC. Dans le cas
de cascade de classiﬁeurs boostés, une courbe FROC s’obtient en appliquant plusieurs fois le
classiﬁeur sur la base de test et en modiﬁant à chaque fois le seuil de décision τK du dernier ni-
veau. Augmenter ce seuil permet d’obtenir des points où TD et nbFP sont faibles (le classiﬁeur
est conservateur) alors que le diminuer permet d’augmenter TD et nbFP . Cette augmentation
se poursuit jusqu’à un certain point de la courbe. En effet, certains visages n’atteignent pas le
dernier niveau, de même que de nombreux négatifs sont rejetés avant le dernier niveau. Pour
obtenir plus de points, il faut supprimer le dernier niveau de la cascade. Ensuite, on applique à
nouveau le classiﬁeur en modiﬁant à chaque fois le seuil τK−1 du dernier niveau courant. On
répète ces opérations (suppression du dernier niveau + modiﬁcation du seuil) jusqu’à obtenir
sufﬁsamment de points. Une courbe très similaire est la courbe ROC (Receiver Operator Cha-
racteristic) dont l’abscisse représente le taux de faux positifs et l’ordonnée le taux de détections.
Les courbes ROC ne sont pas appropriées pour comparer plusieurs détecteurs de visages car le
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taux de faux positifs dépend du nombre de fenêtres testées. Ainsi, on peut imaginer que deux
détecteurs A et B aient la même coube ROC mais que le détecteur A ait testé plus de fenêtres
pour obtenir ces résultats. Au ﬁnal, le détecteur A produira plus de faux positifs que le sys-
tème B. Si les deux systèmes testent le même nombre de fenêtres, une courbre ROC est aussi
pertinente qu’une courbe FROC.
3.2.2 Critère de validation d’une bonne détection
Pour permettre une comparaison équitable entre plusieurs détecteurs, il est nécessaire de
déﬁnir un critère de validité d’une bonne détection. Une bonne détection est une détection qui
correspond à la vérité terrain (la vérité terrain représente les zones d’une image qui contiennent
des visages). Le but d’un critère de validation est de traduire mathématiquement la bonne corres-
pondance entre une détection et une vérité terrain. Le critère utilisé s’appuie sur le recouvrement
entre la détection et la vérité terrain et a été proposé par Yao et Odobez [86]. Ce recouvrement
est calculé à l’aide de la F-mesure Frecouvrement :
Frecouvrement(V T,D) =
2ρπ
ρ+ π
où ρ =
|V T ∩D|
|V T | et π =
|V T ∩D|
|D| (3.8)
ρ représente la zone de précision et π la zone de rappel. V T représente la vérité terrain et D la
détection. Enﬁn, l’opérateur |R| représente le nombre de pixels dans la région R. Une détection
correspond à la vérité terrain si Frecouvrement > 0, 5. La ﬁgure 3.1 présente un exemple de verité
terrain ainsi que deux détections acceptées et deux détections refusées.
(a) (b) (c) (d) (e)
FIGURE 3.1 – (a) vérité terrain (b)-(c) exemples de deux détections acceptées (Frecouvrement est
supérieur à 0,5) (d)-(e) exemples de deux détections rejetées (Frecouvrement est inférieur à 0,5)
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3.3 Méthodologie expérimentale
3.3.1 Les données d’apprentissage
Les performances d’un détecteur de visages dépendent fortement de la base d’apprentissage
utilisée. Celle-ci se doit d’être la plus exhaustive possible. Pour les visages, cette exhaustivité
est approchée en considérant plusieurs milliers d’images de visages différents. Dans le cas des
négatifs en revanche, il est très difﬁcile de constituer une base d’images exhaustives du fait de
l’énorme variabilité au sein de cette classe (tout ce qui n’est pas un visage est un négatif po-
tentiel). Pour résoudre ce problème, on utilise des milliers d’images ne contenant aucun visage
et on applique une technique de bootstrap pendant l’apprentissage pour générer des négatifs
pertinents (voir section 2.3.3).
La base des positifs
De nombreuses bases d’images de visages peuvent être utilisées comme base d’apprentis-
sage comme la base FERET [54], la base AR [42] ou la base CBCL [1]. Nous avons choisi d’uti-
liser la base Labeled Faces in the Wild-a [77], notée LFW-a, pour la grande variété d’images
de visage qu’elle propose. Cette base contient les images en niveau de gris de la base Labe-
led Faces in the Wild [25], noté LFW, après avoir été alignées par un logiciel commercial.
La base LFW est constituée de 13233 images de visages de 5749 personnes différentes dont
1680 ont plus d’une image dans la base. Le but premier de cette base est de tester des algo-
rithmes de reconnaissance faciale. Pour créer la base de positifs, une seule image par personne
a tout d’abord été sélectionnée, ce qui représente 5749 images. Quand une personne dispose de
plusieurs images, la première est simplement retenue. Par exemple, Aaron Peirsol dispose de 4
images, l’image « Aaron_Peirsol_0001.jpg » est conservée. Chacune de ces images est de taille
250× 250 et représente un visage sur un arrière plan. Les visages ont ensuite été extraits en sui-
vant les conclusions de Viola et Jones [74], conﬁrmées ensuite par Cristinacce [8]. Ces dernières
indiquent qu’il est préférable de considérer l’ensemble du visage au lieu de se focaliser sur la
région des caractéristiques faciales. En pratique, l’extraction des visages s’est faite en considé-
rant la région dont le coin supérieur gauche est (56, 68) et dont la taille est 130 × 130. Enﬁn,
chaque image est redimensionnée à la taille 24 × 24. Le processus de création d’un exemple
positif est décrit sur la ﬁgure 3.2. Chaque image a ensuite été inspectée et les images des visages
qui n’étaient pas de face ont été supprimées. Sur les 5749 images de visages, seules 3300 ont
été conservées. Pour permettre de détecter des visages non centrés, des positifs artiﬁciels sont
créés en déplaçant chaque positif de quelques pixels vers la gauche, la droite, le haut et le bas,
ce qui donne quatre positifs artiﬁciels pour chaque positif initial. On obtient donc une base de
3300 + 3300× 4 = 16500 positifs.
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FIGURE 3.2 – Pour chaque image de la base LFW-a, un exemple positif est créé en extrayant
la zone de taille 130 × 130 dont le coin supérieur gauche est (56, 68). Puis la zone extraite est
redimensionnée à 24× 24
La base des négatifs
5795 images ne contenant aucun visage ont été collectées. En considérant des zones de dif-
férentes tailles et à différentes positions dans ces images, des millions de négatifs peuvent être
générés. Cette génération de négatifs est effectuée pendant l’apprentissage d’une cascade au dé-
but de chaque nouveau niveau. Parmi l’ensemble des images possibles, les images représentant
des corps de personnes sont pertinentes. Une partie de ces négatifs a donc été créée en utilisant
des images de piétons de la base INRIA [10]. Pour chaque piéton, l’image du corps est conser-
vée pour devenir une image de génération de négatifs. Un exemple de ce processus est donné
sur la ﬁgure 3.3.
(a) (b) (c) (d)
FIGURE 3.3 – En extrayant les corps de piétons (a), on peut créer des images ne contenant pas
de visages (b), (c) et (d) qui seront pertinentes pour la génération de négatifs
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3.3.2 Les ensembles de tests
La base AR
La base AR [42] contient plus de 4000 images couleur de 126 personnes prises dans des
conditions d’illumination contrôlées et sur fond blanc. Cette base a été créée pour tester la
robustesse des algorithmes de reconnaissance faciale. Les images varient suivant les critères
suivant :
– l’expression : neutre, sourire, peur et cri ;
– l’illumination : éclairage droit, gauche et des deux côtés ;
– les occultations : présence d’écharpe et de lunettes de soleil.
Dans cette thèse, cette base a été utilisée pour tester la robustesse des détecteurs de visages
aux occultations. Seules les images de visages occultés par une écharpe (765 images) et par
des lunettes de soleil (765 images) ont été considérées. La ﬁgure 3.4 montre deux exemples
d’images de visages occultés.
(a) (b)
FIGURE 3.4 – (a) visage occulté par des lunettes de soleil (b) visage occulté par une écharpe
La base FERET couleur
Cette base contient 11338 images de visages dans des conditions d’illumination contrôlées
et avec un arrière-plan uniforme. Ces images ont été obtenues en photographiant 994 personnes
sous différents angles de vue et à différents âges. Au total, 15 sessions de prise de vue ont été
organisées entre 1993 et 1996. Cette base est, en grande partie, une version couleur de la base
FERET originale proposée par Phillips et al. [54]. Cette base est, à l’origine, destinée à tester
les performances des algorithmes de reconnaissance faciale. Elle n’est, en général, pas utilisée
pour tester des détecteurs de visages de face du fait de sa simplicité. Cependant, elle fournit
des images de visages tournés de différents angles (±15◦, ±22.5◦, ±45◦, ±67.5◦ et ± 90◦).
Ainsi, elle devient une base intéressante pour tester la robustesse d’un détecteur de visages de
face ou pour tester un détecteur de visages multivue. Des exemples de visages tournés de cette
base sont donnés sur la ﬁgure 3.5.
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(a) (b) (c) (d)
FIGURE 3.5 – Exemple de visages tournés de la base FERET. Le visage est tourné de 90◦ en
(a), de 67.5◦ en (b), de 45◦ en (c) et de 22.5◦ en (d)
La base CMU-MIT
La base CMU-MIT est une base publique 1 qui a été utilisée à de nombreuses reprises pour
comparer différents détecteurs. Elle a été créée par Rowley et al. [57]. Les images de la base
contiennent des visages de face avec des arrière-plans complexes et très variés. Les conditions
d’illumination varient d’une image à l’autre et les images sont généralement de mauvaise qua-
lité. Tout cela fait que la base est une base de test difﬁcile. Elle contient 130 images avec 507
visages au total. Les images sont divisées en trois groupes : A, B et C. Les ensembles A et C
ont été collectés par Rowley et al. [57] tandis que l’ensemble B a été fourni par Sung et Poggio
[67]. Cet ensemble B est aussi connu sous le nom de base MIT (la base CMU-MIT correspond
à une extension de la base MIT). La ﬁgure 3.6 montre quelques images de la base.
En plus de la base CMU-MIT, il existe deux ensembles d’images dédiés aux tests des détec-
teurs invariants aux rotations et aux détecteurs multivues (face et proﬁl). Le premier ensemble
est l’ensemble D constitué de 50 images contenant 223 visages avec diverses rotations dans le
plan. Cet ensemble a été constitué par Rowley et al. [58] pour tester leur détecteur de visages
invariant aux rotations. Enﬁn, il existe un dernier ensemble de test, nommé « CMU proﬁl »,
pour les détecteurs multivues. Celui-ci a été proposé par Schneiderman et Kanade [64]. Cet
ensemble contient 208 images avec 441 visages dont 347 de proﬁl.
3.3.3 Scan de l’image
Pour détecter des visages dans une image, le concept de fenêtre glissante est utilisé. Cela
consiste à appliquer le détecteur sur différentes fenêtres de l’image. Chaque fenêtre est passée
au détecteur qui la classiﬁe en visage ou non-visage. Pour détecter des visages de différentes
tailles, deux approches sont possibles :
1. l’image est itérativement sous-dimensionnée tandis que la taille de la fenêtre à tester reste
constante. C’est une approche basée pyramide d’images ;
1. téléchargeable à l’adresse : http ://vasc.ri.cmu.edu//idb/html/face/frontal_images/index.html
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FIGURE 3.6 – Quelques images de la base CMU-MIT
2. la fenêtre à tester est redimensionnée et la taille de l’image reste constante. C’est une
approche basée fenêtre multi-échelle.
Quand le calcul des descripteurs ne dépend pas de la taille de la fenêtre à tester (on parle alors
de technique invariante à l’échelle), l’approche basée fenêtre multi-échelle est à priviligier car
elle est plus rapide. Les descripteurs basés sur des images intégrales comme les ondelettes de
Haar ou les matrices de covariance peuvent être calculés en temps constant quelque soit la taille
de la fenêtre. L’approche basée fenêtre multi-échelle est donc retenue. Cette approche comporte
les paramètres suivants :
– (wmin, hmin) : la taille minimale de la fenêtre à tester. Cette taille minimale correspond à
la taille des exemples d’apprentissage (24× 24 dans notre cas) ;
– fe : le facteur d’échelle qui représente le ratio entre deux échelles successives ;
– Δp : le nombre de pixels entre deux positions testées successives pour une échelle de 1.
Ce nombre s’applique pour des déplacements horizontaux ou verticaux. Le nombre réel
de pixels entre deux positions successives dépend de l’échelle : si s est l’échelle courante,
alors le déplacement sera de [sΔp] où [.] représente l’opérateur d’arrondi.
Le scan d’une image de taille W × H commence avec une fenêtre de taille (w0, h0) =
(wmin, hmin) positionnée en haut à gauche de l’image. L’échelle initiale est s0 = 1. Une fois tes-
tée, la fenêtre est déplacée en fonction de [s0Δp]. Une fois toutes les positions testées, l’échelle
devient s1 = fe× s0 et la taille devient (w1, h1) = ([s1w0], [s1h0]) et on teste à nouveau toutes
les positions possibles. De façon générale, on a :
si = fe× si−1 , wi = [siwi−1] , hi = [sihi−1] (3.9)
Ce processus continue tant que wi ≤ W et que hi ≤ H .
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3.3.4 Fusion des détections multiples
Après avoir scanné une image par fenêtre glissante, on observe généralement que chaque
visage de l’image est associé à plusieurs détections. Une étape de post-traitement est donc
nécessaire pour fusionner ces détections multiples. La solution proposée par Yao et Odobez
[86] est ici utilisée. Soit {Dp}p=1,...,P , l’ensemble des détections et soit (xcp, ycp) le centre de
la boîte englobante de la détection Dp. Pour chaque détection, Yao et Odobez déﬁnissent la
ﬁabilité d’une détection comme :
fdet(Dp) =
K∑
j=1
(
(fmax)
K−j × pj(xp)
)
(3.10)
où xp est le vecteur de descripteurs de la détection Dp et pj(xp) est la probabilité de xp d’ap-
partenir à la classe visage au niveau j de la cascade (voir équation (3.4)). Une image de ﬁabilité
Fdet est ensuite construite :
Fdet(x
c
p, y
c
p) = fdet(Dp) ∀p = 1, . . . , P (3.11)
Pour les positions (x, y) ne contenant pas de détections, on ﬁxe Fdet(x, y) à 0. De plus, si deux
détections (de tailles différentes) ont le même centre, alors seul le maximum des deux valeurs de
ﬁabilité est conservé. L’image de ﬁabilité est ensuite lissée par un noyau gaussien de paramètres
(σw, σh) qui sont égaux à 1/10 de la taille moyenne des détections. Tout maximum local de
l’image lissée est considéré comme une détection potentielle. La taille de chaque détection po-
tentielle est obtenue en faisant une moyenne pondérée des tailles des détections présentes dans
leur voisinnage. La pondération dépend de la ﬁabilité de chaque détection et de leur distance au
maximum local. Soit Dˆk une détection potentielle avec (xˆck, yˆ
c
k) les coordonnées du centre de
sa boîte englobante et soit {(xck,i, yck,i)}i=1,...,Pk l’ensemble des centres des boîtes englobantes
contenues dans le voisinnage de Dˆk ainsi que {(wck,i, hck,i)}i=1,...,Pk leurs tailles associées. La
taille ﬁnale (wˆk, hˆk) de la boîte englobante de Dˆk est donnée par :
wˆk =
1
A
Pk∑
i=1
λiw
c
k,i hˆk =
1
A
Pk∑
i=1
λih
c
k,i où A =
Pk∑
i=1
λi (3.12)
avec :
λi =
Fdet(x
c
k,i, y
c
k,i)√
(xˆck − xck,i)2 + (yˆck − yck,i)2
(3.13)
Une dernière étape est appliquée sur les détections potentielles. Chaque détection poten-
tielle est triée en fonction de sa ﬁabilité. Ensuite, une détection potentielle est supprimée si elle
recouvre trop une autre détection potentielle avec une ﬁabilité plus élevée. On commence par
examiner la détection potentielle avec la plus faible ﬁabilité et on considère que deux détections
D1 et D2 se recouvrent trop si Frecouvrement(D1, D2) > 0.4.
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3.3.5 Le détecteur utilisé
Le détecteur utilisé comporte 10 niveaux. Chaque niveau est entraîné avec 5000 positifs
et 5000 négatifs et chaque niveau est conçu pour détecter au moins 99,8% des positifs tout en
faisant au plus 50% de faux positifs. À chaque itération de LogitBoost, 100 sous-fenêtres étaient
testées. Pour générer des négatifs pendant l’apprentissage, 2453 images de fond ont été utilisées.
Enﬁn, chaque classiﬁeur faible est appris sur un sous-ensemble de deux caractéristiques.
3.4 Résultats de la détection de visages de face
3.4.1 Le choix des matrices de covariance
Pour quantiﬁer les performances des matrices de covariance, il est nécessaire d’utiliser un
protocole de test standardisé. Dans le domaine de la détection de visages, un tel protocole
n’existe pas. Il existe des ensembles de tests comme l’ensemble CMU-MIT mais il n’existe
pas d’ensemble d’apprentissage associé. Comparer deux détecteurs sur la même base de test
n’est pas sufﬁsant car les performances d’un détecteur sont grandement liées à l’apprentissage.
Nous avons choisi d’utiliser le protocole de test proposé par Munder et Gavrila [47] dans le
domaine de la détection de piétons. Trois ensembles d’apprentissage sont fournis : A1, A2 et
A3 ainsi que deux ensembles de tests : T1 et T2. Chaque ensemble d’apprentissage est constitué
de 4800 exemples positifs, 5000 exemples négatifs et plus de 1200 images de fond. Chaque en-
semble de test est constitué de 4800 positifs et 5000 négatifs. Le test d’un classiﬁeur nécessite
trois apprentissages :
1. Apprendre un classiﬁeur C1,2 sur A1 ∪ A2 et utiliser A3 comme ensemble de validation ;
2. Apprendre un classiﬁeur C1,3 sur A1 ∪ A3 et utiliser A2 comme ensemble de validation ;
3. Apprendre un classiﬁeur C2,3 sur A2 ∪ A3 et utiliser A1 comme ensemble de validation ;
Pour augmenter le nombre de négatifs, on peut également utiliser les images de fond pendant
l’apprentissage. Ensuite, chacun des classiﬁeurs est appliqué sur T1 et T2. On obtient ﬁnale-
ment six courbes ROC. Les moyennes et les écarts-types de différents points sont calculés pour
produire la courbre ROC ﬁnale. Trois cascades de classiﬁeurs boostés ont été créées. Chacune
d’entre elles possède les caractéristiques suivantes :
– La cascade est constituée de 8 niveaux ;
– Au niveau j, des classiﬁeurs faibles sont ajoutés jusqu’à ce que le taux de vrais positifs
sur la base de validation soit au moins de 0, 995j avec un taux de faux positifs d’au plus
0, 5j ;
– Chaque niveau est appris avec l’ensemble des 8 caractéristiques déﬁnies à la section
3.1.1 ;
– Pour limiter la durée de l’apprentissage, la technique de boostrap n’a pas été utilisée.
Les performances de la cascade avec matrices de covariance sont ensuite comparées à celles
d’une cascade avec des ondelettes de Haar, d’un SVM avec des ondelettes de Haar et d’un SVM
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avec des LRF (Local Receptive Fields). Les descripteurs LRF sont des descripteurs spéciﬁques à
l’objet détecté qui nécessite l’apprentissage d’un réseau de neurones. Dans leur article, Munder
et Gavrila notent que la combinaison SVM avec des LRF présente les meilleurs résultats. Les
résultats présentés sur la ﬁgure 3.7 montrent qu’une cascade avec des matrices de covariance
se situe au niveau des meilleures performances. Seule l’utilisation d’un SVM avec des LRF
présente des résultats légèrement meilleurs. Rappelons toutefois que l’utilisation des LRF est
plus contraingnante car elle nécessite l’apprentissage d’un réseau de neurones.
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FIGURE 3.7 – Courbes ROC de différents classiﬁeurs sur la base de Munder et Gavrila. La
cascade avec des matrices de covariance est comparée à une cascade avec des ondelettes de
Haar, un SVM avec des ondelettes de Haar et un SVM avec des LRF
3.4.2 L’espace mathématique des matrices de covariance
Dans leurs travaux, Tuzel et al. [70] ont proposé de prendre en compte la structure de l’es-
pace mathématique des matrices de covariance. En représentant chaque matrice de covariance
par la forme vectorisée de sa partie triangulaire supérieure (voir section 3.1.1), on considère que
les matrices de covariance appartiennent à un espace euclidien. Hors, l’ensemble des matrices
de covariance forme une variété Riemannienne. Pour prendre cette particularité en compte, Tu-
zel et al. [70] s’appuient sur la propriété suivante : une variété est un espace topologique qui
se comporte localement comme un espace euclidien. Ils proposent donc d’appliquer à chaque
matrice de covariance une fonction qui permet de passer de la variété à un espace euclidien.
Pour étudier l’impact de cette fonction de passage dans le cadre de la détection de visages, deux
détecteurs de visages ont été entraînés dont l’un des deux utilise cette fonction de passage. Le
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premier détecteur est celui décrit à la section 3.3.5 et le second possède les mêmes caractéris-
tiques et utilise la fonction de passage. Les deux détecteurs sont ensuite appliqués sur la base
CMU-MIT et les courbes FROC sont calculées. Le scan de chaque image de test s’est effectué
avec les paramètres suivants : fe = 1, 2 et Δp = 1. Les deux courbes FROC sont présentées sur
la ﬁgure 3.8. On note tout d’abord une augmentation du taux de vrais positifs d’environ 15%,
qui se réduit à environ 5% à partir d’une centaine de faux positifs.
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FIGURE 3.8 – Inﬂuence de la prise en compte de la structure de l’espace des matrices de cova-
riance. La courbe « avec structure riemanienne » représente le détecteur qui prend en compte
le fait que les matrices de covariance appartiennent à une variété riemannienne. Le détecteur
« sans structure riemannienne » fait l’hypothèse que les matrices de covariance appartiennent
à un espace euclidien.
Le temps d’exécution des deux détecteurs a également été comparé. Pour cela, cinq images
de la base CMU-MIT ont été utilisées :
– aerosmith-double de taille 392× 272 ;
– baseball de taille 302× 204 ;
– cnn1085 de taille 320× 240 ;
– cnn1160 de taille 320× 240 ;
– cnn1630 de taille 320× 240.
Les deux détecteurs ont été appliqués dix fois sur chaque image et les temps d’exécution ont
ensuite été moyennés. Les résultats sont présentés dans le tableau 3.1. Le détecteur avec variété
Riemanienne est toujours plus lent que le détecteur sans variété Riemanienne. Sur les images
choisies, on constate une augmentation maximale du temps d’exécution de 35%. L’impact sur
le temps d’exécution peut donc être important alors que le gain sur le taux de détection peut
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être minime comme nous l’avons vu précédemment. Dans la suite, la structure de variété Rie-
manienne n’a donc pas été incorporée dans le détecteur.
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sans variété (s.) 9,74 5,62 5,84 5,72 5,92
avec variété (s.) 13,07 6,77 6,4 5,73 6,04
différence (%) 34,2 20,4 9,7 0,2 2,1
TABLE 3.1 – Temps d’exécution entre le détecteur avec variété riemannienne et le détecteur
sans variété riemannienne
3.4.3 Analyse de sensibilité
Il est généralement intéressant de connaître le comportement d’un détecteur de visages face
à divers facteurs inﬂuençant la qualité des images traitées comme le contraste, le ﬂou ou encore
le bruit. Par exemple, si on souhaite appliquer un détecteur de visages sur des images de vidéo
surveillance, il est bon de savoir si le détecteur est robuste au ﬂou. D’autres facteurs liés à la
pose du visage sont également intéressants. Les travaux de Garcia et Delakis [17] ont inspiré
la réalisation de l’analyse de sensibilité présentée. 20 images (voir ﬁgure 3.9) provenant de la
base LFW-a, non utilisées pendant l’apprentissage, ont été sélectionnées. Pour tous les facteurs
étudiés, le processus de scan utilise les paramètres suivants : fe = 1, 2 et Δp = 1. De plus, pour
les facteurs « rotation », « contraste », « ﬂou » et « bruit », les images sont redimensionnées
à 63 × 63 pour faire en sorte que le visage présent dans chaque image ait une taille d’environ
24× 24 qui représente la taille des images d’apprentissage.
FIGURE 3.9 – Images utilisées pour l’analyse de sensibilité
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Rotation
Pour déterminer la robustesse du détecteur aux rotations, des rotations de −30◦ à +30◦ ont
été appliquées à chaque image. Des exemples d’images générées sont présentés sur la ﬁgure
3.10.
FIGURE 3.10 – Exemples d’images utilisées pour la sensibilité aux rotations dans le plan
L’évolution du taux de vrais positifs en fonction de l’angle est présentée sur la ﬁgure 3.16(a).
Le taux de détection reste très bon (supérieur à 85%) entre −15◦ et +15◦. Pour les angles
supérieurs à 20◦ ou inférieurs à −20◦, le taux de détection chute sous les 50%.
Contraste
Pour étudier l’inﬂuence du contraste, des images Ic sont générées à l’aide de l’équation
suivante :
Ic = αI¯ + (1− α)I (3.14)
où I représente l’image originale, I¯ représente l’image de la moyenne des niveaux de gris de I
et α est un paramètre variant de−2, 0 à 1, 0 qui permet de modiﬁer le contraste de I : on obtient
une augmentation de contraste pour α < 0 et une diminution du contraste pour α > 0. Des
exemples d’image Ic sont présentées sur la ﬁgure 3.11.
FIGURE 3.11 – Exemples d’images utilisées pour la sensibilité au contraste
La ﬁgure 3.16(b) présente l’évolution du taux de détection en fonction du paramètre α. On
note qu’une augmentation du contraste n’est pas bénéﬁque pour le détecteur. Il est par contre
plus intéressant de noter que des images peu contrastées ne pénalisent pas les performances du
détecteur. En effet, le taux de détection reste à 100% jusqu’à α = 0, 7.
Flou
Pour déterminer l’impact du ﬂou, des images ont été générées par application successive
d’une convolution avec un noyau gaussien de taille 3x3 et d’écart-type 1, 0. Par exemple, une
image générée après 2 itérations signiﬁe que l’image originale a été convoluée une fois, puis que
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l’image convoluée a été convoluée une seconde fois. Des exemples d’images sont présentées sur
la ﬁgure 3.12.
FIGURE 3.12 – Exemples d’images utilisées pour la sensibilité au ﬂou
Les résultats sont présentés sur la ﬁgure 3.16(c). On trouve en abscisse le nombre de convo-
lutions effectuées pour générer les images de test. Le détecteur présente une bonne robustesse
au ﬂou, on remarque que le taux de détection reste supérieur à 70% jusqu’à 6 convolutions.
Bruit
L’effet du bruit est étudié par application d’un bruit blanc gaussien d’écart-type σ compris
entre 0,0005 et 0,005. La ﬁgure 3.13 présente des exemples d’images utilisées.
FIGURE 3.13 – Exemples d’images utilisées pour la sensibilité au bruit
Les résultats présentés sur la ﬁgure 3.16(d) montre que le taux de détection reste important
(supérieur à 80%) pour σ ≤ 0.003. Pour des valeurs de σ plus importantes, le taux chute
progressivement jusqu’à 60%.
Échelle
Pour tester l’inﬂuence de la taille des visages sur les performances, les images utilisées ont
été redimensionnées plusieurs fois pour obtenir des tailles de visages différentes : 24, 29, 35,
41, 50, 60, 72, 86, 103 et 124. Un facteur d’échelle de 1, 2 sépare deux tailles successives. La
ﬁgure 3.14 présente des exemples de ces images.
L’inﬂuence de la taille des visages sur le taux de détection est présenté sur la ﬁgure 3.16(e).
Jusqu’à une taille de 103×103, i.e. environ quatre fois plus grande que la taille d’apprentissage,
le taux de détection reste supérieur à 90%. Pour la taille maximale 124×124, le taux de détection
chute à 75%. Le détecteur présente donc des performances élevées tant que la taille des visages
reste inférieure à une centaine de pixels.
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FIGURE 3.14 – Exemples d’images utilisées pour la sensibilité à l’échelle
Position de la fenêtre de test
L’impact de la position de la fenêtre de test sur les performances a également été quantiﬁé.
Pour cela, différentes zones de taille 24 × 24 dans chaque image ont été découpées. À chaque
zone est associée un vecteur de translation vxy = (vx, vy)T. La zone avec le vecteur (0, 0)T est
centrée sur le visage. La zone avec le vecteur (−1, 0)T est décalée d’un pixel vers la gauche par
rapport à la zone centrée. Les zones découpées sont telles que −4 ≤ vx ≤ 4 et −4 ≤ vy ≤ 4
(voir ﬁgure 3.15). Ensuite, pour chaque vecteur (vx, vy)T, les zones associées sont envoyées au
classiﬁeur et le taux de réponse positive est noté. Les résultats sont présentés sur la ﬁgure 3.16(f)
où une couleur rouge indique un taux de 100% alors qu’une couleur bleu indique un taux de
0%. Cette carte de réponse indique que, pour une taille de visage de 24× 24, la tolérance est de
±2 pixels.
FIGURE 3.15 – Exemples d’images utilisées pour la sensibilité à la position de la fenêtre de test
Visages tournés
Le comportement du détecteur face à des visages tournés a aussi été étudié. Pour cela, le
détecteur a été appliqué sur trois séries d’images provenant de la base FERET. La première
série comporte des visages tournés de θy = 22, 5◦ par rapport à l’axe y. La deuxième série
comporte des visages tournés de θy = 45◦ et la troisième série comporte des visages tournés
de θy = 67, 5◦. Initialement, les visages présents dans les images de la base FERET ont une
taille très grande (supérieure à 250 × 250). Pour limiter le problème de la taille des visages,
chaque image est redimensionnée à 10% de sa taille initiale et le facteur d’échelle fe est ﬁxé à
1, 1. Sur les visages tournés de 22, 5◦, le détecteur détecte 70% des visages sans faire de faux
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FIGURE 3.16 – Résultats de l’analyse de sensibilité. Différents facteurs sont étudiés : les rota-
tions en (a), le contraste en (b), le ﬂou en (c), le bruit en (d), la taille des visages en (e) et la
position de la fenêtre de test en (f)
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positifs. Pour les visages tournés de 45◦, seuls 14% des visages sont détectés sans aucun faux
positifs. Enﬁn, pour les visages tournés de 67, 5◦, seuls 15% des visages sont détectés et 1 faux
positif est obtenu. Les courbes FROC du détecteur sur ces trois séries d’images sont également
présentées sur la ﬁgure 3.17. On note que les visages tournés mettent rapidement en défaut le
détecteur. Cela conﬁrme que la détection de visages tournés necessite des solutions spéciﬁques.
Celles-ci sont détaillées au chapitre 5.
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FIGURE 3.17 – Courbes FROC du détecteur de visages de face sur des visages tournés. Chaque
visage est tourné d’un angle θy autour de l’axe y. Le détecteur a été appliqué sur trois séries
d’images de visages tournés. Dans la première, les visages sont tournés de 22, 5◦ ; dans la se-
conde, les visages sont tournés de 45◦ et dans la troisième, les visages sont tournés de 67, 5◦
Occultations
Enﬁn, l’impact des occultations a été évalué en utilisant des images de la base AR. Deux
ensembles d’images ont été considérés : le premier contient les images des visages occultés
par une écharpe et le second contient les images des visages occultés par des lunettes de soleil.
Comme pour la base FERET, les visages sont de très grande taille (environ 250 × 250). Les
images ont donc été redimensionnées à 10% de leur taille initiale et le facteur d’échelle a été
ﬁxé à 1, 1. Dans les deux cas, le détecteur détecte difﬁcilement les visages : 32% des visages
portant une écharpe sont détectés et 4% des visages portant des lunettes de soleil sont détectés.
Dans les deux cas, aucun faux positif n’est obtenu. Les courbes FROC du détecteur sur ces
images sont présentées sur la ﬁgure 3.18(a). Comme pour les visages tournés, la détection de
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visages occultés nécessite des solutions spéciﬁques (exposées au chapitre 5). Ces performances
extrèmement faibles s’expliquent par la structure du détecteur utilisé. En effet, le premier niveau
de la cascade n’est constitué que d’un seul classiﬁeur faible qui utilise l’ensemble du visage pour
prendre une décision (voir ﬁgure 3.18(b)). Ainsi, un visage occulté sera très probablement rejeté
dès le premier niveau de cette cascade.
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FIGURE 3.18 – (a) - Courbes FROC du détecteur de visages de face sur des visages occultés.
Le détecteur de visage de face est appliqué sur deux séries d’images : dans la première, les
visages sont occultés par une écharpe et dans la deuxième, les visages sont occultés par des
lunettes de soleil. (b) - Les résultats médiocres s’expliquent par le fait que le premier niveau de
la cascade est constitué d’un seul classiﬁeur faible qui utilise l’ensemble du visage pour prendre
une décision. Ainsi, une majorité des visages occultés est rejetée dès le premier niveau
3.4.4 Étude des paramètres de scan d’une image
Dans cette dernière partie, l’impact des paramètres de scan d’une image, à savoir le facteur
d’échelle fe et le déplacement entre deux fenêtres successives Δp, sont évalués. Pour l’étude
des deux paramètres, l’ensemble de test A de la base CMU-MIT est utilisé.
Le facteur d’échelle
Pour étudier l’inﬂuence du facteur d’échelle, Δp est ﬁxé à 1 et les valeurs suivantes pour
fe sont testées : 1,1, 1,15, 1,2, 1,25 et 1,3. Les différentes courbes FROC sont présentées sur la
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ﬁgure 3.19(a). La valeur fe = 1, 25 obtient les moins bonnes performances. Les autres valeurs
de fe présentent des performances similaires.
Le déplacement entre deux fenêtres successives
Dans le cas du déplacement entre deux fenêtres successives, fe est ﬁxé à 1, 1 et Δp varie
parmi les valeurs suivantes : 1, 1,5, 2, 2,5 et 3. La ﬁgure 3.19(b) présente les courbes FROC
pour les différentes valeurs de Δp. Pour Δp ≥ 2, 5, les résultats se dégradent. Les meilleures
performances sont obtenues pour Δp = 1, 5. Enﬁn, la valeur Δp = 2 présente des résultats
proches de Δp = 1 tout en offrant un gain sur le temps d’exécution.
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FIGURE 3.19 – Inﬂuence des paramètres du scan d’une image. (a) - différentes valeurs pour fe
sont testées et Δp = 1 (b) - différentes valeurs pour Δp sont testées et fe = 1, 1
3.5 Bilan
L’utilisation des matrices de covariance a été choisie pour leurs performances supérieures
aux ondelettes de Haar. Les différentes séries d’expérimentations ont montré que les matrices
de covariance présentent une bonne robustesse vis à vis des rotations dans le plan, des images
peu contrastées, du ﬂou et du bruit. Par contre, la taille des visages à détecter est à prendre en
compte car des tailles importantes seront plus difﬁciles à détecter. Enﬁn, les rotations hors du
plan et les occultations dégradent fortement les performances du détecteur.
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Chapitre 4
Classiﬁcation avec données manquantes
Ce chapitre traite de classiﬁcation avec données manquantes, qui est un problème rencontré
lors de l’adaptation d’un détecteur de visages de face à des situations non prévues par l’ap-
prentissage. Les adaptations envisagées sont tout d’abord présentées ainsi que les problèmes
associés. Plusieurs solutions visant à permettre la classiﬁcation avec données manquantes sont
ensuite détaillées. Enﬁn, diverses séries d’expérimentation sont exposées dans le but d’évaluer
et de valider les différents aspects des solutions proposées.
4.1 Motivation
Une des problématiques de cette thèse concerne l’adaptation de détecteurs de visages de face
à des conditions d’utilisation non couvertes par l’apprentissage initial. Ces conditions d’utilisa-
tion non couvertes peuvent être listées en trois catégories :
1. détection de visages de face avec rotation dans le plan (voir ﬁgure 4.1(a)) ;
2. détection de visages avec rotation hors du plan (voir ﬁgure 4.1(b)) ;
3. détection de visages de face partiellement occultés (voir ﬁgure 4.1(c)).
Les applications envisagées concernent les deux derniers points : la détection de visages
avec rotation hors du plan et la détection de visages occultés. Dans la suite, le terme « visage
tourné » est utilisé pour faire référence à un visage avec une rotation hors du plan. Dans chaque
cas, l’objectif est de modiﬁer un détecteur de visage de face existant sans faire d’apprentissage
supplémentaire. Les solutions proposées pour chaque cas sont les suivantes :
détection de visages tournés : un visage tourné n’est, en général, pas détecté par un détecteur
de visage de face du fait de la modiﬁcation de la pose du visage et donc de son appa-
rence (voir ﬁgure 4.2(c)). Pour prendre en compte la modiﬁcation de la pose, un modèle
géométrique 3D est utilisé pour ajuster la position des sous-fenêtres associées à chaque
classiﬁeur faible. Comme on peut le voir sur la ﬁgure 4.2(d), la modiﬁcation de la position
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(a) (b) (c)
FIGURE 4.1 – Conditions mettant en défaut un détecteur de visages de face : (a) Plusieurs
visages présentant diverses rotations dans le plan, (b) Visage avec une rotation hors du plan, (c)
Visage occulté par une écharpe
des sous-fenêtres peut entraîner la disparition de certaines sous-fenêtres et les classiﬁeurs
faibles associés deviennent donc indisponibles ;
détection de visages de face occultés : ces visages ne sont, en général, pas détectés car cer-
taines sous-fenêtres sont occultées et celles-ci seront classées en non-visage (voir ﬁgure
4.2(b)). La solution envisagée ici consiste à utiliser uniquement les sous-fenêtres non oc-
cultées lors de la classiﬁcation. Les sous-fenêtres occultées ne sont plus utilisées et les
classiﬁeurs faibles associés sont considérés comme indisponibles.
(a) (b) (c) (d)
FIGURE 4.2 – Problèmes et solutions pour adapter un détecteur de visages de face. En (a), un
exemple de classiﬁeurs faibles appris. Chacun est en charge de classer une sous-fenêtre. En
(b), le visage est occulté par une casquette et les sous-fenêtres de h1 et h3, en rouge, risquent
d’être classées comme non-visage. La solution retenue consiste à utiliser uniquement h2 qui
n’est pas occulté. En (c), le visage est tourné de 45◦ et toutes les sous-fenêtres risquent d’être
classées comme non-visage. La solution envisagée s’appuie sur un ajustement des positions des
sous-fenêtres (voir ﬁgure (d)). Notez que la modiﬁcation des positions des sous-fenêtres peut
entraîner la disparition de certaines sous-fenêtres comme celle de h3
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Ces deux solutions sont détaillées au chapitre suivant. Dans les deux cas, les solutions envi-
sagées reposent sur une cascade où seul un sous-ensemble des classiﬁeurs faibles est utilisé. En
effet, pour chaque niveau, seuls les classiﬁeurs faibles disponibles sont utilisés. Chaque cascade
modiﬁée représente donc une cascade avec classiﬁeurs faibles manquants car on supprime les
classiﬁeurs faibles indisponibles de la cascade initiale (celle du détecteur de visage de face).
4.2 Les données manquantes en reconnaissance de forme
Il arrive fréquemment que des données soient manquantes dans des applications de modèles
prédictifs. Par exemple, il manque souvent des résultats de test clinique quand on souhaite pré-
dire l’efﬁcacité d’un traitement pour un patient donné. Dans le cas de questionnaires concernant
les préférences d’achat, les clients ne répondent parfois pas à toutes les questions. De façon gé-
nérale en reconnaissance de forme, il est important de distinguer deux cas : les données peuvent
manquer au moment de l’apprentissage et/ou au moment de la classiﬁcation. Dans le cas de
l’étude présentée ici, l’apprentissage est réalisé avec la totalité des données et certaines données
(certains classiﬁeurs faibles) manquent au moment de la classiﬁcation. Nous nous concentrons
donc sur les méthodes de traitement des données manquantes pendant la classiﬁcation.
Données manquantes pendant la classiﬁcation
Une étude des différentes méthodes de traitement des données manquantes lors de la clas-
siﬁcation par arbre de décision a été réalisée par Saar-Tsechansky et Provost [59]. Dans cette
étude, on se place dans le cadre de la prédiction d’une variable cible y en appliquant un modèle
F , issu d’un apprentissage, sur un vecteur d’attribut x = (x1 . . . xN)T (y = F (x)) et on suppose
que certains attributs xi sont manquants. Dans ce contexte, plusieurs approches existent pour
traiter les données manquantes :
1 - Ignorer l’instance à traiter. Si l’instance présente des attributs manquants, on décide de
ne pas faire de prédiction. Une prédiction est faite seulement si tous les attributs sont
présents ;
2 - Acquérir les attributs manquants. En pratique, un attribut manquant peut être acquis moyen-
nant un coût, tel que le coût d’effectuer un test clinique ;
3 - Estimer les attributs manquants par une valeur de substitution. L’attribut manquant est
remplacé par une valeur estimée à partir des valeurs de cet attribut dans l’ensemble d’ap-
prentissage. Une pratique courante consiste à prendre la moyenne des valeurs de l’attri-
but ;
4 - Estimer la variale cible en se basant sur les distributions des attributs. Connaissant la dis-
tribution (estimée) des valeurs d’un attribut, on peut estimer la distribution de la variable
cible. L’algorithme C4.5 [55], basé sur un arbre de décision, s’appuie sur ce principe :
quand un attribut est manquant au niveau d’un noeud, plusieurs pseudo-instances sont
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créées avec des valeurs différentes pour l’attribut manquant ainsi qu’un poids correspon-
dant à la probabilité de la valeur affectée. Chaque pseudo-instance est traitée par l’arbre
de décision et la décision ﬁnale est une combinaison des différentes décisions ;
5 - Estimer les attributs manquants par une valeur arbitraire. Au lieu d’estimer une valeur
(comme la moyenne), on remplace systématiquement l’attribut manquant par une valeur
arbitraire.
6 - Utiliser des modèles prédictifs réduits. Dans cette approche, on construit plusieurs mo-
dèles prédictifs capables de prédire la variable cible en utilisant seulement un sous-
ensembles des attributs. Par exemple, si l’attribut 1 manque, on utilisera le modèle appris
sur les attributs 2 à N . L’idée de cette approche est d’utiliser uniquement les attributs
présents pour prédire la variable cible.
Parmi toutes ces approches, les approches 4 et 5 ont été retenues. L’approche 6 représente
les solutions existantes dans le domaine de la détection de visages tournés ou occultés. Elles
sont abordées au chapitre suivant. La section suivante expose une solution naïve au problème
de classiﬁeurs faibes manquants inspirée de l’approche 5. Quant aux solutions solutions propo-
sées, elles s’appuient sur les distributions des scores fournis par les classiﬁeurs faibles pour es-
timer la variable cible, qui est ici la probabilité d’appartenance d’un exemple à la classe visage.
L’étude de Saar-Tsechansky et Provost [59] ne concerne pas le traitement des données man-
quantes dans une cascade de classiﬁeurs boostés. Quelques solutions ont été proposés dans le
cas d’autres classiﬁeurs. Pour des algorithmes de type SVM, on peut citer Globerson et Roweis
[18] qui proposent un algorithme d’apprentissage sous la forme d’un problème quadratique qui
prend en compte la possibilité que des attributs soient manquants lors de la classiﬁcation. Cette
idée est par la suite améliorée par Dekel et Shamir [11] qui proposent un algorithme d’appren-
tissage robuste à la suppression de attributs pendant la classiﬁcation mais également robuste
à la corruption (par du bruit) de ces attributs. Dans le cadre du boosting, Wang et Feng [75]
proposent d’estimer les attributs manquants en utilisant des régressions linéaires entre chaque
attribut manquant et l’ensemble des attributs présents. Enﬁn, Smeraldi et al. [66] proposent une
version modiﬁée de l’agorithme Adaboost discret dans laquelle les classiﬁeurs faibles donnent
des réponses dans {−1, 0, 1}. Le cas 0 correspond au cas où l’attribut est manquant pendant la
classiﬁcation.
Aucun article sur le traitement de classiﬁeurs faibles manquants dans une cascade de clas-
siﬁeurs boostées n’a été trouvé et la solution proposée est, à notre connaissance, la première
existante. Celle-ci est uniquement valable pour des cascades utilisant des algorithmes de boos-
ting réels, i.e. des algorithmes de boosting dont les classiﬁeurs faibles sont des fonctions à
valeurs réelles. On ne peut donc pas l’appliquer à l’algorithme Adaboost discret (les classiﬁeurs
faibles donnent des réponses binaires : 1 ou -1). Dans notre cas, les attributs seront les scores
faibles fournis par les classiﬁeurs faibles et le modèle prédictif sera le classiﬁeur fort de chaque
niveau qui combine les scores faibles et les compare à un seuil.
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4.3 Solution naïve de gestion des classiﬁeurs faibles manquants
Supposons que l’on souhaite classer un exemple x avec un classiﬁeur fort sign(H − τ) où
H est composé d’un ensemble de classiﬁeurs faibles {h1, . . . , hT}. Chaque classiﬁeur faible ht
est une fonction à valeur réelle où sign(ht(x)) représente le label prédit par ht pour x. De plus,
|ht(x)| représente la conﬁance du classiﬁeur faible dans sa prédiction. Une valeur ht(x) nulle
peut donc s’interpréter comme une prédiction neutre du classiﬁeur faible (x est alors situé sur
la frontière de décision associée à ht). Supposons maintenant que seulement p < T classiﬁeurs
faibles soient disponibles, donné par {hd1 , . . . , hdp}. L’ensemble des classiﬁeurs indisponibles
(et donc manquants) est déﬁni par {hi1 , . . . , hiq} où q = T − p. La stratégie la plus simple pour
classer xmalgré les classiﬁeurs manquants consiste à considérer que tous les classiﬁeurs faibles
manquants donnent une réponse nulle, i.e. hi1(x) = · · · = hiq(x) = 0. Si on note Hd(x) =∑p
t=1 hdt(x), alors le classiﬁeur fort devient sign(Hd − τ). En appliquant ce principe à tous
les classiﬁeurs forts d’une cascade {sign(H1(x)− τ1), . . . , sign(HK(x)− τK)}, on obtient une
nouvelle cascade composée des classiﬁeurs forts {sign(H1d − τ1), . . . , sign(HKd − τK)}. Cette
stratégie naïve consiste donc à considérer que les classiﬁeurs faibles manquants n’interviennent
pas dans la décision ﬁnale. Elle représentera la méthode de base dans les expérimentations. Nous
chercherons donc à faire toujours mieux que cette stratégie, en se rapprochant au maximum des
performances du classiﬁeurs sans classiﬁeurs faibles manquants.
4.4 Formulation probabiliste d’une cascade boostée
Dans les algorithmes de boosting réels, le label prédit y ∈ {−1, 1} d’un exemple x peut
être vu comme une variable aléatoire qui suit une loi de Bernoulli et H(x) peut être interprétée
comme la probabilité de y d’être un visage sachant l’exemple x (également appelée probabilité
a posteriori) en utilisant la fonction sigmoïde suivante [14] :
P (y = 1|x) = 1
1 + e−H(x)
(4.1)
Chaque niveau d’une cascade calcule donc P (yj = 1|x, y1 = 1, . . . , yj−1 = 1) où yj est le label
prédit par le niveau j. Le terme y1 = 1, . . . , yj−1 = 1 présent dans la probabilité signiﬁe que
si un exemple x atteint le niveau j, alors il a passé tous les niveaux précédents (les niveaux 1 à
j − 1).
La présence de classiﬁeurs faibles manquants dans les différents niveaux introduit de l’incer-
titude sur chaque label prédit yj . Cette incertitude n’est pas prise en compte dans la probabilité
P (yj = 1|x, y1 = 1, . . . , yj−1 = 1) car les labels y1, . . . , yj−1 sont supposés positifs. C’est
pourquoi nous proposons de calculer P (y1 = 1, . . . , yj = 1|x) au niveau j de la cascade. Ainsi,
le label prédit au niveau j dépendra aussi des labels prédits par les niveaux 1 à j − 1. Dans la
suite de ce manuscript, l’évènement y1 = 1, . . . , yj = 1 sera noté y1:j = 1. En appliquant la
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règle de Bayes 1 sur P (y1:j = 1|x), on obtient :
P (y1:j = 1|x) = P (yj = 1|x, y1:j−1 = 1)× P (y1:j−1 = 1|x) ∀j > 1 (4.2)
L’application récursive de cette règle donne :
P (y1:j = 1|x) =
j∏
i=2
P (yi = 1|x, y1:i−1 = 1)× P (y1 = 1|x) ∀j > 1 (4.3)
Cette formulation probabiliste est très proche de celle proposée par Lefakis et Fleuret [32]. Les
motivations restent néanmoins différentes car ils proposent un nouvel algorithme d’apprentis-
sage basé sur une formulation probabiliste d’une cascade. Dans le cas de cette étude, une for-
mulation probabiliste est utilisée pour gérer le fait que des classiﬁeurs faibles peuvent manquer
lors de la classiﬁcation.
Dans la formulation classique d’une cascade, chaque niveau j applique un classiﬁeur fortHj
sur x et compareH(x) à un seuil τj . Avec la formulation probabiliste, les seuils τj disparaissent
et de nouveaux seuils βj sont introduits. En effet, P (yj = 1|x, y1:j−1 = 1) ≤ 1 et donc :
P (y1:j = 1|x) =
j∏
i=2
P (yi = 1|x, y1:i−1 = 1)× P (y1 = 1|x)
≤
j−1∏
i=2
P (yi = 1|x, y1:i−1 = 1)× P (y1 = 1|x)
≤ · · ·
≤ P (y1 = 1|x) (4.4)
L’équation (4.4) montre que si P (y1:j = 1|x) est inférieur à une valeur βj , le processus de
classiﬁcation devrait s’arrêter car les valeurs P (y1:j+1 = 1|x), . . . , P (y1:K = 1|x) seront éga-
lement inférieures à βj . Dans la formulation probabiliste retenue, un classiﬁeur est donc dé-
ﬁni par sign(P (y1:j = 1|x) − βj). La cascade modiﬁée devient alors {sign(P (y1 = 1|x) −
β1), sign(P (y1:2 = 1|x) − β2), . . . , sign(P (y1:K = 1|x) − βK)}. Dans la suite, le terme de
McCascade 2 est utilisé pour faire référence à une cascade qui aura été modiﬁée selon la for-
mulation proposée. La ﬁgure 4.3 récapitule les différences entre une structure en cascade et une
structure en McCascade. La section 4.6 détaille le calcul des seuils βj et la section suivante
se focalise sur l’estimation des probabilités P (yj = 1|x, y1:j−1 = 1) pour chaque niveau de
cascade.
1. Si A, B et C sont trois évènements, alors P (A,B|C) = P (B|C,A)P (A|C)
2. fait référence en anglais aux termes « cascade with missing classiﬁers »
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FIGURE 4.3 – Différences entre une cascade et une McCascade pour la classiﬁcation d’un
exemple x. Dans une cascade, l’ensemble des classiﬁeurs faibles sont utilisés. Au niveau j,
Hj(x) est calculé et est comparé au seuil τj . Un visage occulté n’est généralement pas détecté
car les sous-fenêtres occultées pénalisent la décision à chaque niveau. Dans une McCascade,
seules certains classiﬁeurs faibles sont utilisés. Sur la ﬁgure, seuls les classiﬁeurs faibles en
charge de classiﬁer le haut du visage sont utilisés. Au niveau j, P (y1:j = 1|x) est calculée et
est comparée au seuil βj . Un visage occulté est ici généralement détecté. Contrairement à la
décision prise au niveau j d’une cascade, la décision prise au niveau j d’une McCascade fait
intervenir l’ensemble des niveaux précédents
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4.5 Estimation de la probabilité a posteriori
Nous venons de voir que la probabilité calculée à chaque niveau d’une cascade probabi-
liste faisait intervenir les probabilités a posteriori calculées dans une cascade traditionnelle.
Cette section présente plusieurs stratégies d’estimation de la probabilité a posteriori P (yj =
1|x, y1:j−1 = 1) pour un niveau j donné. En vue de faire abstraction du niveau de la cascade,
la probabilité P (yj = 1|x, y1:j−1 = 1) sera simplement notée P (y = 1|x). Cette simpliﬁcation
est possible car les stratégies présentées sont indépendantes du niveau de la cascade. Quand
des classiﬁeurs faibles manquent, la probabilité P (y = 1|x) ne peut plus être calculée et une
approximation doit être utilisée. Trois stratégies d’approximation différentes sont proposées :
– La stratégie la plus simple pour estimer P (y = 1|x) consiste à calculer une probabi-
lité uniquement sur les classiﬁeurs faibles disponibles. Pboost(y = 1|x) est donc déﬁni
comme :
Pboost(y = 1|x) .= 1
1 + e−Hd(x)
(4.5)
– Une seconde stratégie, notée Pknn(y = 1|x), s’appuie sur un ensemble d’apprentissage
(qui peut être celui utilisé pour l’apprentissage de la cascade initiale). Chaque exemple
d’apprentissage xi fournit un ensemble de scores de classiﬁeurs faibles hxi ainsi qu’un
label associé yi avec hxi = (h1(xi), . . . , hT (xi)). Toutes ces valeurs de classiﬁeurs faibles
forment un ensemble H = {(hxi , yi)}i=1,...,N et le sous-ensemble des valeurs des classi-
ﬁeurs faibles disponibles formeHd = {(hdxi , yi)}i=1,...,N où hdxi = (hd1(xi), . . . , hdp(xi)).
Cet ensemble Hd est utilisé comme un ensemble d’apprentissage pour estimer P (y =
1|x) en utilisant l’agorithme des k-plus proches voisins, noté k-ppv par la suite. Sachant
un exemple x et ces scores associés hdx fournis par les classiﬁeurs faibles disponibles,
l’algorithme des k-ppv donne les labels {y∗1, . . . , y∗k} des k plus proches voisins dans
l’ensemble Hd. On calcule alors Pknn(y = 1|x) comme :
Pknn(y = 1|x) .=
k∑
i=1
1l{y∗i =1}
k
(4.6)
où 1l{pred} est une fonction qui vaut 1 si le prédicat pred est vrai et 0 sinon. Le principe
de cette stratégie est illustré sur la ﬁgure 4.4.
– Une dernière stratégie, notée Pcomb(y = 1|x), consiste à combiner les deux stratégies
précédentes de la façon la plus simple :
Pcomb(y = 1|x) .= Pboost(y = 1|x) + Pknn(y = 1|x)
2
(4.7)
4.6 Calcul des seuils d’une McCascade
La dernière étape dans la contruction d’une McCascade consiste à calculer les seuils βj
de chaque niveau. Généralement, les seuils d’une cascade sont ﬁxés pendant l’apprentissage.
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FIGURE 4.4 – Estimation de la probabilité a posteriori par les k-plus proches voisins. Sup-
posons que deux classiﬁeurs faibles soient disponibles hd1 et hd2 . Pour calculer la probabilité
Pknn(y = 1|x), on calcule hd1(x) et hd2(x) puis on cherche les plus proches voisins du point
(hd1(x), hd2(x)) dans l’ensemble {(hd1(xi), hd2(xi))}i=1,...,N où xi est un exemple d’apprentis-
sage. Dans le cas de 3 voisins, on trouve 2 positifs et 1 négatifs. On a donc Pknn(y = 1|x) = 2/3
Quelques travaux relatifs au calcul des seuils d’une cascade après l’apprentissage ont été me-
nés. La structure de cascade souple proposée par Bourdev et Brandt [2] impose une phase de
calibration post apprentissage durant laquelle les seuils de rejet sont calculés. Cette phase de
calibration est une procédure itérative dont le but de chaque itération est de sélectionnner le
meilleur classiﬁeur faible et de ﬁxer le seuil de rejet de la cascade souple courante. Luo [40]
propose deux méthodes de calcul de seuils post apprentissage pour des cascades de classiﬁeurs
boostés. La première méthode utilise la relaxation Lagrangienne et suppose que les niveaux
sont indépendants (optimisation locale). La deuxième méthode suppose que les niveaux ne sont
pas indépendants entre eux et aboutit à deux algorithmes gloutons qui visent à optimiser l’en-
semble des seuils de façon globale. Enﬁn, Zhang et Viola [88] proposent également d’utiliser
une procédure itérative pour ﬁxer les seuils d’une cascade. Leur méthode s’appuie le fait qu’un
détecteur de visages produit généralement plusieurs détections par visage et qu’en pratique,
une seule de ces détections est réellement nécessaire. Leur méthode nécessite donc une base
d’images contenant des visages ainsi que les vérités terrain associées.
4.6.1 Procédure itérative de calcul des seuils
Pour calculer les seuils β1, . . . , βK , une procédure itérative, inspirée par celle proposée par
Bourdev et Brandt [2], est utilisée. Celle-ci est décrite par l’algorithme 4. Cette procédure néces-
site l’ensemble d’apprentisssage positif Sp, l’ensemble d’image de fond B ainsi que l’ensemble
des lois de probabilité {P (y1 = 1|x), . . . , P (y1:K = 1|x)}. À chaque itération j, toutes les pro-
babilités pji = P (y1:j = 1|xi) sont calculées et βj est choisi parmi l’ensemble ﬁni des valeurs
p˜ji = 0.5(pji+pj(i+1)), i ∈ {1, . . . , N 1}. La fonction find_optimal_threshold (voir
ligne 14) retourne le seuil qui minimise une fonction de coût déﬁnie sur le taux de faux positifs
58 CHAPITRE 4. CLASSIFICATION AVEC DONNÉES MANQUANTES
et de vrais positifs.
Algorithme 4 : Estimation des seuils βj d’une McCascade
Entrées : – Sp : ensemble d’images d’apprentissage positives ;
– B : ensemble d’images de fond ne contenant pas de positifs ;
– {P (y1 = 1|x), . . . , P (y1:K = 1|x)} : ensemble de lois de probabilité ;
Sorties : β1, . . . , βK : les seuils de la McCascade.
pour j = 1 à K faire1
si j = 1 alors2
Créer l’ensemble d’apprentissage des négatifs Sn en extrayant aléatoirement des3
zones dans les images de B;
sinon4
Appliquer la McCascade5
{sign(P (y1 = 1|x)− β1), . . . , sign(P (y1:j−1 = 1|x)− βj−1)} sur les images de
B pour générer des faux positifs qui sont ajoutés à l’ensemble des négatifs Sn ;
ﬁnsi6
P = ∅ ;7
Y = ∅ ;8
pour chaque exemple (xi, yi) ∈ Sp ∪ Sn faire9
Calculer la probabilité pji = P (y1:j = 1|xi);10
P[i] = pji ;11
Y[i] = yi ;12
ﬁnprch13
βj = find_optimal_threshold(P,Y) ;14
ﬁnpour15
4.6.2 Les différentes fonctions de coût
Contrairement à la cascade initiale où chaque niveau assure d’atteindre un taux de vrais
positifs supérieur à dmin avec un taux de faux positifs inférieur à fmax, la McCascade ne peut
pas garantir les mêmes performances. Le but d’utiliser une fonction de coût est d’assurer que
chaque seuil calculé amène des performances proches de celles de la cascade initiale. Trois
fonctions de coût sont proposées :
– FP_cost est déﬁnie sur le taux de faux positifs fβ associé à un seuil β :
FP_cost(fβ) = max(0, fβ − fmax) (4.8)
Cette fonction signiﬁe que le seuil obtenu amène un taux de faux positifs aussi proche
que possible de fmax.
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– TP_cost est déﬁnie sur le taux de vrais positifs dβ associé à un seuil β :
TP_cost(dβ) = max(0, dmin − dβ) (4.9)
Un seuil calculé avec cette fonction amènera un taux de vrais positifs proche de dmin.
– FP_TP_cost est déﬁnie à la fois sur le taux de vrais positifs et sur le taux de faux positifs :
FP_TP_cost(fβ, dβ) = FP_cost(fβ) + TP_cost(dβ) (4.10)
Cette dernière fonction représente un compromis entre un taux de faux positifs de fmax et
un taux de détection de dmin.
Une version détaillée de find_optimal_threshold avec la fonction de coût FP_TP_cost
est donnée dans l’algorithme 5.
Algorithme 5 : La fonction find_optimal_threshold est utilisée pour calculer les
seuils de chaque niveau d’une McCascade
Entrées : – P : tableau de probabilités ;
– Y : tableau des lables yi ∈ {−1, 1} associés à chaque valeur P[i].
Sorties : β∗ : seuil de décision optimal entre les probabilités des positifs et des négatifs.
c∗ = +∞;1
β∗ = 0;2
N = length(P);3
pour i = 1 à N − 1 faire4
β = 0.5× (P[i] + P[i+ 1]);5
Calculer le taux de vrais positifs d et le taux de faux positifs f associés à β sur (P,Y);6
c = FP_TP_cost(f, d) // ou c = FP_cost(f, d) ou c = TP_cost(f, d) ;7
si c < c∗ alors8
c∗ = c;9
β∗ = β;10
ﬁnsi11
ﬁnpour12
4.7 Méthodologie expérimentale
4.7.1 Le détecteur utilisé
Pour tester les différents aspects de la méthode proposée, un détecteur de visages à trois
niveaux est utilisé. Le nombre de classiﬁeurs faibles de chaque niveau a été ﬁxé à 5, 10 et 25.
Le premier et second niveau sont appris sur des sous-ensembles de 2 caractéristiques tandis que
le troisième niveau utilise des sous-ensembles de 3 caractéristiques. Chaque niveau est appris
avec 4000 positifs et 8000 négatifs. De plus, 1600 images de fond sont utilisées pour générer
des négatifs pendant les phases de bootstrap.
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4.7.2 Le calcul des k-plus proches voisins
L’estimation des probabilités a posteriori Pknn et Pcomb nécessite un calcul de k-ppv pour
chaque niveau d’une McCascade. Un calcul exact de ces voisins pénaliserait grandement le
processus de classiﬁcation en terme de temps d’execution. La méthode de Muja et Lowe [46],
qui permet une estimation rapide des k-ppv, a donc été retenue. Cette méthode est implémentée
dans la librairie FLANN 3.
4.7.3 Les classiﬁeurs faibles manquants
Pour évaluer les différents points d’une McCascade (la formulation probabiliste, l’estima-
tion des probabilités a posteriori et le calcul des seuils), différents taux de classiﬁeurs faibles
manquants ont été considérés. Pour un taux donné et pour chaque niveau, 2 ensembles de
classiﬁeurs faibles à considérer comme manquant sont aléatoirement déﬁnis. Par exemple, un
taux de 40% correspond à 4 classiﬁeurs faibles manquants dans le deuxième niveau du détec-
teur. Les 2 ensembles de classiﬁeurs faibles manquants pourraient être {h21, h23, h24, h27} et
{h22, h23, h26, h28}. Une fois ces ensembles déﬁnis, on obtient 2 × 2 × 2 = 8 conﬁgurations
différentes à tester.
4.8 Résultats
La base de test utilisée dans cette section est l’ensemble A de la base CMU-MIT qui consiste
en 42 images contenant 169 visages de face avec des fonds variés [57]. Pour comparer différents
systèmes, des courbes ROC sont utilisées car le nombre de sous-fenêtres testées reste le même
entre les différents systèmes. Pour chaque taux de classiﬁeurs faibles manquants, les 8 conﬁ-
gurations testées amènent 8 courbes ROC différentes. Les moyennes et les écarts types sont
ensuite calculés pour produire la courbe ROC ﬁnale. De plus, les performances exposées dans
cette section sont brutes, i.e. que l’étape de fusion des détections multiples n’est pas réalisée.
Nous avons fait ce choix pour ne pas biaiser les performances des différents systèmes testés.
Pour un visage donné, si un classiﬁeur produit plusieurs détections correctes, alors seule la
plus pertinente est conservée (celle avec le meilleur score de classiﬁcation). Les autres bonnes
détections sont simplement ignorées et ne sont pas prises en compte dans la courbe ROC.
4.8.1 Évaluation de la formulation probabiliste
L’apport de la formulation probabiliste par rapport à la formulation classique est tout d’abord
évalué. Pour cela, la solution naïve est comparée à une McCascade où les probabilités a poste-
riori sont estimées par Pboost mais les seuils de la McCascade ne sont pas calculés. Chaque βj
3. disponible à l’adresse http://people.cs.ubc.ca/ mariusm/index.php/FLANN/FLANN
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est simplement déduit des seuils τj :
βj =
j∏
i=1
1
1 + e−τi
(4.11)
Les deux classiﬁeurs se différencient alors simplement sur un point : les niveaux sont indé-
pendants dans la solution naïve alors qu’ils sont liés dans la McCascade. La solution naïve est
notée « Cascade partielle » alors que le classiﬁeur utilisant une structure en McCascade est
noté « McCascade ». La ﬁgure 4.5 montre les performances des deux classiﬁeurs pour des taux
de classiﬁeurs manquants compris entre 20% et 70%. Dans tous les cas, la formulation pro-
babiliste améliore les performances. L’augmentation du taux de détection est minime lorsque
le taux de classiﬁeurs faibles manquants est inférieur à 30%. Au delà de 40% de classiﬁeurs
faibles manquants, on note une augmentation signiﬁcative du taux de détection. Au plus, le
taux de détection augmente de 45%. On note également une autre propriété intéressante de la
formulation probabiliste : celle-ci offre des performances plus stables par rapport à la solution
naïve. En effet, les écarts-types associés aux courbes de la McCascade sont généralement plus
petits que les écarts-types des courbes de la solution naïve.
4.8.2 Évaluation des différentes stratégies de calcul des seuils βj
Cette section se focalise sur l’évaluation des trois fonctions de coût proposées pour calculer
les seuils βj d’une McCascade : TP_cost, FP_TP_cost et FP_cost. Pour cela, plusieurs taux de
classiﬁeurs faibles manquants sont considérés : entre 20% et 70%. Pour chaque taux, les seuils
sont d’abord calculés et le classiﬁeur obtenu est ensuite appliqué sur la base de test (ceci est
répété pour les 8 conﬁgurations). Les tests sont effectués pour les trois stratégies d’estimation
des probabilités a posteriori : Pboost, Pknn et Pcomb. Pour les deux dernières stratégies, le nombre
de voisins est ﬁxé à k = 3. Les résultats obtenus avec la stratégies Pboost sont donnés sur la
ﬁgure 4.6. Les ﬁgures 4.7 et 4.8 donnent les résultats des stratégies Pknn et Pcomb. On note que :
– la fonction TP_cost mène toujours aux meilleurs résultats ;
– la fonction FP_cost amène parfois des résultats inférieurs aux deux fonctions de coût ;
– les courbes ROC de la stratégie Pknn sont toujours identiques pour les trois fonctions de
coût.
Les courbes ROC présentées suggèrent donc d’utiliser la fonction de coût TP_cost pour ﬁxer
les seuils d’une McCascade.
Les courbes ROC et FROC sont utiles pour mesurer les performances globales d’un classi-
ﬁeur. Le point de fonctionnement des classiﬁeurs produits par les différentes fonctions de coût
est un autre critère d’évaluation. Ce point de foncionnement est représenté par un taux de faux
positifs, notés FP, et un taux de vrais positifs, noté VP. Les résultats pour un taux de classi-
ﬁeurs faibles manquants compris entre 20% et 70% sont regroupés dans le tableau 4.1. Dans
chaque tableau, le nombre moyen de niveau de cascade évalué par exemple négatif, noté nbniv,
62 CHAPITRE 4. CLASSIFICATION AVEC DONNÉES MANQUANTES
0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3
x 10−3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
taux de faux positifs
ta
ux
 d
e 
vr
ai
s 
po
sit
ifs
taux de classifieurs faibles manquants : 20%
 
 
Cascade partielle
McCascade
(a)
0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3
x 10−3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
taux de faux positifs
ta
ux
 d
e 
vr
ai
s 
po
sit
ifs
taux de classifieurs faibles manquants : 30%
 
 
Cascade partielle
McCascade
(b)
0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3
x 10−3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
taux de faux positifs
ta
ux
 d
e 
vr
ai
s 
po
sit
ifs
taux de classifieurs faibles manquants : 40%
 
 
Cascade partielle
McCascade
(c)
0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3
x 10−3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
taux de faux positifs
ta
ux
 d
e 
vr
ai
s 
po
sit
ifs
taux de classifieurs faibles manquants : 50%
 
 
Cascade partielle
McCascade
(d)
0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3
x 10−3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
taux de faux positifs
ta
ux
 d
e 
vr
ai
s 
po
sit
ifs
taux de classifieurs faibles manquants : 60%
 
 
Cascade partielle
McCascade
(e)
0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3
x 10−3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
taux de faux positifs
ta
ux
 d
e 
vr
ai
s 
po
sit
ifs
taux de classifieurs faibles manquants : 70%
 
 
Cascade partielle
McCascade
(f)
FIGURE 4.5 – Intérêt de l’utilisation d’une McCascade. La différence entre les deux classiﬁeurs
« Cascade partielle » et « McCascade » se situe seulement au niveau de la structure en cascade.
Le premier classiﬁeur utilise une structure classique tandis que le deuxième utilise une McCas-
cade. Les seuils de la McCascade n’ont pas été recalculés, ils ont simplement été déduits des
seuils de la cascade initiale. Différents taux de classiﬁeurs faibles manquants sont testés : 20%
en (a), 30% en (b), 40% en (c), 50% en (d), 60% en (e) et 70% en (f)
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FIGURE 4.6 – Comparaison des trois fonctions de coûts TP_cost, FP_TP_cost et FP_cost pour
la stratégie Pboost. Différents taux de classiﬁeurs faibles manquants sont testés : 20% en (a), 30%
en (b), 40% en (c), 50% en (d), 60% en (e) et 70% en (f)
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FIGURE 4.7 – Comparaison des trois fonctions de coûts TP_cost, FP_TP_cost et FP_cost pour la
stratégie Pknn avec k = 3 voisins. Différents taux de classiﬁeurs faibles manquants sont testés :
20% en (a), 30% en (b), 40% en (c), 50% en (d), 60% en (e) et 70% en (f)
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FIGURE 4.8 – Comparaison des trois fonctions de coûts TP_cost, FP_TP_cost et FP_cost pour
la stratégie Pcomb avec k = 3 voisins. Différents taux de classiﬁeurs faibles manquants sont
testés : 20% en (a), 30% en (b), 40% en (c), 50% en (d), 60% en (e) et 70% en (f)
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est également présenté. Ce critère reﬂète l’impact de la fonction de coût sur le temps d’exe-
cution du classiﬁeur. En effet, un nombre important de niveau évalué par négatif amènera un
temps d’execution important.
Pour la stratégie Pboost, il est préférable d’utiliser la fonction FP_cost tant que le taux de
classiﬁeurs faibles manquants est strictement inférieur à 50%. En effet, les taux de détection VP
sont très proches de ceux fournis par la fonction TP_cost alors que les taux de faux positifs FP
sont bien inférieurs. À partir de 50% de classiﬁeurs faibles manquants, seule la fonction TP_cost
fournit un classiﬁeur avec un taux de détection supérieur à 90%. Les classiﬁeurs fournis par les
fonctions FP_cost et FP_TP_cost sont inutilisables en pratique du fait de leurs trop faibles taux
de vrais positifs.
Pour la stratégie Pknn, les trois fonctions de coût aboutissent au même point de fonctionne-
ment pour des taux de classiﬁeurs faibles manquants compris entre 20% et 50%. Pour un taux
de 60% et de 70%, il devient préférable d’utiliser la fonction FP_cost car elle permet d’obtenir
un classiﬁeur avec un taux de détection supérieur à 90% tout en présentant le plus faible taux
de faux positifs. De façon générale, la fonction FP_cost est donc préférable lorsque la stratégie
Pknn est utilisée.
Enﬁn, pour la stratégie Pcomb, on note qu’il est préférable d’utiliser la fonction FP_TP_cost
pour un taux de classiﬁeurs faibles manquants compris entre 20% et 60%. Pour un taux de 70%,
seule la fonction TP_cost permet d’obtenir un taux de détection supérieur à 90% au prix d’un
taux de faux positifs très élevés.
Pour une stratégie donnée, le critère nbniv varie peu entre les différentes fonctions de coût.
On remarque cependant que ce critère est toujours le plus bas avec la stratégie Pknn traduisant
ainsi une meilleure faculté à rejeter les négatifs plus tôt dans la McCascade.
4.8.3 Évaluation de l’estimation de la probabilité a posteriori
Dans cette section, les trois stratégies proposées pour estimer les probabilités a posteriori :
Pboost, Pknn et Pcomb, sont comparées. Pour chaque taux de classiﬁeurs faibles manquants (entre
20% et 70%), cinq classiﬁeurs sont comparés :
1. « Cascade ». Ce classiﬁeur est la cascade utilisant l’ensemble des classiﬁeurs faibles. Ces
performances représentent une borne supérieure pour les classiﬁeurs qui n’utilisent qu’un
sous-ensemble des classiﬁeurs faibles. De plus, ces performances permettent de quantiﬁer
l’impact de la suppression d’une partie des classiﬁeurs faibles ;
2. « Cascade partielle ». Ce classiﬁeur représente la solution naïve présentée à la section 4.3
qui revient à utiliser la cascade initiale uniquement sur l’ensemble des classiﬁeurs faibles
disponibles ;
3. « McCascade + Pboost ». Ce classiﬁeur est une McCascade utilisant l’ensemble des clas-
siﬁeurs faibles disponibles où les probabilités a posteriori sont estimées avec la stratégie
Pboost ;
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fonction FP VP
nbnivde coût ×10−3 %
Pboost
TP 3,08 96 1,36
FP_TP 1,89 94 1,36
FP 1,9 94 1,36
Pknn
TP 1,48 95 1,16
FP_TP 1,48 95 1,16
FP 1,48 95 1,16
Pcomb
TP 1,8 96 1,27
FP_TP 1,76 96 1,27
FP 1,8 96 1,27
(a) taux de classiﬁeurs faibles manquants : 20%
fonction FP VP
nbnivde coût ×10−3 %
Pboost
TP 10,98 97 1,51
FP_TP 2,74 94 1,5
FP 2,72 94 1,5
Pknn
TP 4,13 97 1,27
FP_TP 4,13 97 1,27
FP 4,13 97 1,27
Pcomb
TP 6,22 98 1,45
FP_TP 4,74 97 1,45
FP 4,81 97 1,45
(b) taux de classiﬁeurs faibles manquants : 30%
fonction FP VP
nbnivde coût ×10−3 %
Pboost
TP 7,06 97 1,47
FP_TP 3,21 92 1,47
FP 3,19 92 1,47
Pknn
TP 2,83 97 1,26
FP_TP 2,83 97 1,26
FP 2,83 97 1,26
Pcomb
TP 5,46 97 1,44
FP_TP 4,3 97 1,44
FP 4,3 97 1,44
(c) taux de classiﬁeurs faibles manquants : 40%
fonction FP VP
nbnivde coût ×10−3 %
Pboost
TP 3,53 93 1,62
FP_TP 0,04 21 1,49
FP 0,02 14 1,49
Pknn
TP 6,37 97 1,31
FP_TP 6,37 97 1,31
FP 6,37 97 1,31
Pcomb
TP 22 98 1,91
FP_TP 2,65 94 1,63
FP 2,69 94 1,63
(d) taux de classiﬁeurs faibles manquants : 50%
fonction FP VP
nbnivde coût ×10−3 %
Pboost
TP 9,34 97 1,66
FP_TP 0,1 39 1,5
FP 0,003 11 1,49
Pknn
TP 9,27 98 1,33
FP_TP 6,19 98 1,33
FP 6,19 98 1,33
Pcomb
TP 39,4 98 1,96
FP_TP 3,92 96 1,66
FP 4 96 1,66
(e) taux de classiﬁeurs faibles manquants : 60%
fonction FP VP
nbnivde coût ×10−3 %
Pboost
TP 23,44 97 1,88
FP_TP 0,72 64 1,61
FP 0,002 0,3 1,55
Pknn
TP 17,3 98 1,53
FP_TP 9,33 97 1,53
FP 6,07 94 1,53
Pcomb
TP 30,07 98 1,92
FP_TP 0,65 76 1,66
FP 0,0002 1,7 1,54
(f) taux de classiﬁeurs faibles manquants : 70%
TABLE 4.1 – Inﬂuence des fonctions de coût TP_cost (notée « TP »), FP_TP_cost (notée
« FP_TP ») et FP_cost (notée « FP ») sur le point de fonctionnnement d’une McCascade pour
différents taux de classiﬁeurs faibles manquants. Ce point de fonctionnement est caractérisé par
le taux de faux positifs « FP », le taux de vrais positifs « VP » et le nombre moyen de niveau
de cascade évalué par exemple négatif « nbniv »
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4. « McCascade + Pknn ». Ce classiﬁeur est une McCascade utilisant l’ensemble des clas-
siﬁeurs faibles disponibles où les probabilités a posteriori sont estimées avec la stratégie
Pknn ;
5. « McCascade + Pcomb ». Ce classiﬁeur est une McCascade utilisant l’ensemble des clas-
siﬁeurs faibles disponibles où les probabilités a posteriori sont estimées avec la stratégie
Pcomb ;
Les seuils des trois McCascades sont calculés avec la fonction de coût TP_cost. Plusieurs va-
leurs du nombre de voisins k ont été testées (3, 7 et 13) pour les stratégies Pknn et Pcomb et
seuls les meilleurs résultats sont présentés. Les résultats sont disponibles sur la ﬁgure 4.9. Pour
chaque taux de classiﬁeurs faibles manquants considéré, les meilleures performances sont ob-
tenues avec la stratégie Pknn. On peut également noter que les performances d’une McCascade
utilisant la stratégie Pknn restent très proches des performances de la cascade utilisant l’ensemble
des classiﬁeurs faibles tant que le taux de classiﬁeurs manquants ne dépassent pas 60%. À par-
tir de 70%, les performances commencent à chuter mais restent néanmoins très supérieures
aux performances de la solution naïve. Enﬁn, on peut retenir que la stratégie Pboost représente
un bon compromis entre performance et vitesse. En effet, celle-ci propose des performances
supérieures à la solution naïve et ne nécessite pas de recherche des k-ppv contrairement aux
stratégies Pknn et Pboost.
4.8.4 Inﬂuence du nombre de voisins
Dans cette dernière série de test, l’inﬂuence du nombre de voisins utilisés pour calculer les
k-ppv dans la stratégie Pknn est évalué. Comme dans les sections précédentes, nous considé-
rons un taux de classiﬁeurs faibles manquants compris entre 20% et 70%. Pour chaque taux,
trois valeurs pour le nombre de voisins k sont testées : 3, 7 et 13. La ﬁgure 4.10 expose l’en-
semble des résultats. On contaste que les meilleurs résultats sont obtenus pour k = 3 et que les
performances se dégradent losque le nombre de voisins est augmenté.
4.9 Bilan
Dans ce chapitre, une solution originale de gestion de classiﬁeurs faibles manquants dans
une cascade de classiﬁeurs forts a été présentée. Cette solution repose sur trois éléments :
1. une formulation probabiliste de la structure en cascade. Les tests ont montré que cette
formulation permettait d’obtenir des performances supérieures à la solution naïve ;
2. une estimation des probabilités a posteriori à chaque niveau. Trois stratégies d’estimation
ont été proposées et les tests ont permis de conclure que la stratégie Pknn était à préférer.
De plus, les meilleures performances sont obtenues pour un nombre de voisins k égal à
3 ;
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FIGURE 4.9 – Comparaison de différentes stratégies d’estimation des probabilités a posteriori
dans une McCascade. Différents taux de classiﬁeurs faibles manquants ont été testés : 20%
en (a), 30% en (b), 40% en (c), 50% en (d), 60% en (e) et 70% (f). Trois McCascades sont
présentées : la première utilise Pboost, la seconde Pknn et la troisième Pcomb. Chacune peut être
comparée à la solution naïve, notée « Cascade partielle ». De plus, sur chaque courbe, les
performances de la cascade utilisant l’ensemble des classiﬁeurs faibles, notée « Cascade »,
sont présentées
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FIGURE 4.10 – Inﬂuence du nombre de voisins dans la stratégie Pknn pour différentes taux de
classiﬁeurs faibles manquants : 20% en (a), 30% en (b), 40% en (c), 50% en (d), 60% en (e) et
70% en (f)
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3. un calcul itératif des seuils de la McCascade. Ce calcul s’appuie sur une fonction de coût.
Trois fonctions de coût ont été proposées : FP_cost, FP_TP_cost et TP_cost. Lorsque la
stratégie Pknn est utilisée, le choix de cette fonction de coût n’est pas critique vis à vis
des performances. Cependant, pour un taux de classiﬁeurs faibles manquants supérieur à
60%, la fonction FP_cost est préférable.
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Chapitre 5
Détection de visages tournés ou occultés
Dans ce chapitre, les deux applications visées sont présentées, à savoir la détection de vi-
sages tournés et la détection de visages occultés. Dans les deux cas, un détecteur de visages de
face est modiﬁé pour s’adapter aux nouvelles conditions de détection. Les modiﬁcations envisa-
gées conduisent à une disparition de certains classiﬁeurs faibles dans la cascade initiale. Cette
dernière est alors transformée en une McCascade pour gérer les classiﬁeurs faibles manquants.
Tout d’abord, l’application de détection de visages tournés est présentée dans la section 5.1.
La section 5.2 traite ensuite de la détection de visages occultés. Les différents systèmes sont
ensuite évalués dans la section 5.4.
5.1 Détection de visages tournés
Un visage tourné est un visage ayant subi une rotation hors du plan, comme illustré sur
la ﬁgure 5.1. Le problème de la détection de visages avec rotation n’est ici pas abordé. Son
but est de créer un détecteur invariant aux rotations (les tests effectués au chapitre 3 montrent
qu’un détecteur utilisant des matrices de covariance peut détecter des visages avec des rotations
maximales de ±15◦). Un détecteur multi-vues est capable de détecter des visages tournés de
différents angles. La première idée que l’on peut avoir pour créer un détecteur multi-vues est
d’enrichir la base d’apprentissage avec des visages tournés. Malheureusement, cette approche
conduit généralement à des situations où l’algorithme d’apprentissage ne fonctionne pas du fait
de la trop grande variabilité au sein de la classe des positifs (notons toutefois que les réseaux de
neurones convolutionnels fonctionnent sur des bases contenant des visages tournés entre −60◦
et +60◦ [17]). La solution consiste alors à apprendre différents détecteurs, chacun d’eux étant
spécialisé pour détecter des visages dans une pose donnée, puis de les combiner pour obtenir
un détecteur multi-vues. Cette approche est appelée approche basée vue.
73
74 CHAPITRE 5. DÉTECTION DE VISAGES TOURNÉS OU OCCULTÉS
(a) (b) (c) (d)
FIGURE 5.1 – Exemples de visages avec différentes rotations hors du plan. Les visages sont
tournés de différents angles autour de l’axe y : 90◦ en (a), 67.5◦ en (b), 45◦ en (c) et 22.5◦ en (d)
5.1.1 État de l’art
Le premier détecteur multi-vues est celui de Schneiderman et Kanade [64]. Il permet de
détecter des visages de face ainsi que de proﬁl. Pour chaque vue, un détecteur est appris : un dé-
tecteur de visages de face et un détecteur de visages de proﬁl droit (le détecteur de proﬁl gauche
est ensuite obtenu en appliquant le détecteur de proﬁl droit sur la version miroir de l’image
à scanner). Chacun est construit à l’aide de la modélisation des distributions P (image|object)
et P (image|non-object) (chaque distribution est représentée par plusieurs histogrammes). Les
trois détecteurs sont ensuite appliqués en parallèle et si plusieurs répondent positivement, la
détection avec le plus grand score de classiﬁcation est conservée. Pour valider leur approche,
ils créent la base de test CMU proﬁl encore utilisée aujourd’hui.
Li et al. [34] ont appliqué leur algorithme FloatBoost au problème de détection de visages
multi-vues. Ils utilisent une structure en pyramide (voir ﬁgure 5.2(a)) à trois niveaux. Le niveau
1 est un classiﬁeur détectant des visages entre −90◦ à +90◦. Le niveau 2 est constitué de trois
classiﬁeurs 1) de −90◦ à −30◦, 2) de −30◦ à +30◦ et 3) de +30◦ à +90◦. Enﬁn, le niveau 3 est
constitué de sept classiﬁeurs 1) de −90◦ à −60◦, 2) de −60◦ à −30◦, 3) de −30◦ à −10◦, 4) de
−10◦ à +10◦, 5) de +10◦ à +30◦, 6) de +30◦ à +60◦ et 7) de +60◦ à +90◦. Ils aboutissent à un
détecteur multi-vues nécessitant 200ms pour scanner une image 320x240.
Jones et Viola [27] ont proposé une détection multi-vues en deux étapes 1) estimation de la
pose par un arbre de décision et 2) classiﬁcation par un des trois classiﬁeurs spécialisés : proﬁl
droit, face ou proﬁl gauche (voir ﬁgure 5.2(b)). Ils remarquent que les ondelettes de Haar qu’ils
avaient précédemment utilisées [74] ne sont pas sufﬁsamment discriminantes pour estimer la
pose et apprendre des visages tournés. Ils introduisent donc des ondelettes diagonales.
Huang et al. [23] ont appliqué le principe de cascade imbriquée à la détection multi-vues.
Cinq vues dont déﬁnies : proﬁl droit/gauche, demi-proﬁl droit/gauche et face, chacune étant
associée à un détecteur. Leur détecteur multi-vues utilise le même principe que celui proposé
par Jones et Viola [27], à savoir une première étape permet d’estimer la pose et la seconde étape
consiste à classer l’exemple par le détecteur le plus adapté (voir la ﬁgure 5.2(c)). L’estimation
de la pose consiste à appliquer les trois premiers niveaux des cinq détecteurs puis à conserver
le détecteur avec le plus fort score de classiﬁcation.
Lin et Liu [37] ont introduit l’algorithme MBHboost qui est un algorithme d’apprentis-
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sage multi-classes. Les classiﬁeurs faibles sont des fonctions vectorielles dont chaque compo-
sante représente une classe. Chacun est appris sur une même ondelette de Haar mais chaque
composante dispose de sa propre fonction de décision. Plusieurs applications sont présentées :
détecteur multi-vues, détecteur invariant aux rotations, détecteur robuste aux conditions d’illu-
mination et détecteur robuste aux occultations. Le détecteur multi-vues peut détecter neuf types
de vue à une vitesse de 13,8 images par seconde pour des images 320x240.
Huang et al. [22] ont présenté un détecteur de visages multi-vues invariant aux rotations.
Ils s’appuient sur un nouvel algorithme d’apprentissage : Vector Boosting et sur une nouvelle
structure en arbre : Width-First-Search (voir ﬁgure 5.2(d)). Contrairement aux structures exis-
tantes qui considèrent qu’un exemple est uniquement traité par le détecteur le plus probable, ils
proposent qu’un exemple soit traité par plusieurs détecteurs si plusieurs détecteurs répondent
positivement dans l’arbre.
5.1.2 Prise en compte de la pose dans un classiﬁeur
Dans cette thèse, l’approche basée vue est adoptée aﬁn de concevoir un détecteur multi-
vues. Cependant, contrairement aux solutions existantes, seul un détecteur de visages de face est
à disposition. Par construction, les détecteurs de visages de face sont généralement robustes aux
faibles rotations hors du plan (de l’ordre de±20◦). Au delà de cet angle, l’apparence des visages
change trop pour être prise en charge par le détecteur de visages de face (voir ﬁgure 5.3(b)).
La solution proposée, illustrée sur la ﬁgure 5.3(c), consiste à ajuster la position de toutes les
sous-fenêtres sélectionnées pendant l’apprentissage. Elle permet de créer un nouveau classiﬁeur
capable de détecter des visages avec un angle donné. Il faut savoir que que le classiﬁeur faible
associé à chaque sous-fenêtre n’est pas modiﬁé. Seule la position de chaque sous-fenêtre est
modiﬁée.
Pour modiﬁer la position d’une sous-fenêtre, nous proposons d’utiliser la transformation 3D
entre un visage de face et un visage tourné. Les transformations concernées sont l’ensemble des
rotations autour de l’axe vertical. Pour représenter ces rotations, un modèle 3D de visage est
nécessaire. La construction d’un modèle 3D précis nécessite au moins deux images par visage
(une de face et une de proﬁl par exemple). Cependant, l’objectif est de n’utiliser qu’un détecteur
de visages de face. Ainsi, le recours à des images d’apprentissage de visages qui ne sont pas
de face est proscrit. Un visage est donc représenté par un modèle très simple : une ellipsoïde.
L’idée est ensuite de placer la sous-fenêtre sur l’ellipsoïde, de faire tourner l’ellipsoïde et de
récupérer la position de la sous-fenêtre après rotation. Plus formellement, considérons un point
pi1 = (u1 v1)
T dans une image de taille w × w (cette taille correspond à la taille des images
d’apprentissage). Les coordonnées de pi1 sont exprimées dans le repère image Ri. Le processus
permettant de calculer la position de ce point après une rotation d’angle θy autour de l’axe y est
composé des trois étapes suivantes :
1. Un point P i1 appartenant à l’ellipsoïde est associé au point p
i
1. Il sufﬁt de calculer la
coordonnée w1 suivant l’axe z en utilisant l’équation de l’ellipsoïde exprimée dans Ri
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FIGURE 5.2 – Illustration de différentes structures de détecteurs multi-vues. (e) - légende (a)
pyramide de Li et al. [34] (b) - arbre de décision de Jones et Viola [27] (c) - Estimateur de pose
de Huang et al. [23] (d) - Arbre WFS (Width-First-Search) de Huang et al. [22]
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(a) (b) (c)
FIGURE 5.3 – Mise en défaut d’un détecteur de visages de face sur un visage à moitié de proﬁl.
(a) - un exemple de trois sous-fenêtres intéressantes sélectionnées pendant l’apprentissage du
détecteur de visages de face accompagnées de leurs classiﬁeurs faibles h1, h2 et h3 (b) - les
trois sous-fenêtres ne sont plus intéressantes et le visage à moitié de proﬁl est rejeté (c) - pour
pouvoir détecter des visages à moitié de proﬁl, les positions de toutes les sous-fenêtres sont
ajustées. On remarque que la modiﬁcation des positions des sous-fenêtres entraîne la disparition
du classiﬁeur h3
(voir ﬁgure 5.4(a)) :
(u u0)
2
a2
+
(v v0)
2
b2
+
(w w0)
2
c2
= 1 (5.1)
où uo = w/2, vo = w/2, wo = 0 et a, b et c représentent les paramètres de l’ellipsoïde.
2. P i1 est exprimé dans le repèreRe dont l’origine est le centre de l’ellipsoïde. Cela donne le
point P e1 . Le passage du repèreRi àRe s’effectue par une translation de vecteur ( w/2
w/2 0)T : ⎡
⎢⎢⎣
x˜1
y˜1
z˜1
d˜1
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
1 0 0 w/2
0 1 0 w/2
0 0 1 0
0 0 0 1
⎤
⎥⎥⎦
⎡
⎢⎢⎣
u1
v1
w1
1
⎤
⎥⎥⎦ (5.2)
et on obtient P e1 = (x˜1/d˜1 y˜1/d˜1 z˜1/d˜1)
T = (x1 y1 z1)
T . La rotation est ensuite appliquée
à ce point pour obtenir le point P e2 (voir ﬁgure 5.4(b)) :
P e2 = (x2 y2 z2)
T = Ry(θy)× P e1 (5.3)
où Ry(θy) est la matrice de rotation autour de l’axe y :
Ry(θy) =
⎛
⎝ cos(θy) 0 sin(θy)0 1 0
sin(θy) 0 cos(θy)
⎞
⎠ (5.4)
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3. Pour ﬁnir, P e2 est exprimé dans Ri pour obtenir le point P i2 (voir ﬁgure 5.4(c)) :
⎡
⎢⎢⎣
u˜2
y˜2
z˜2
d˜2
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
1 0 0 w/2
0 1 0 w/2
0 0 1 0
0 0 0 1
⎤
⎥⎥⎦
1 ⎡
⎢⎢⎣
x2
y2
z2
1
⎤
⎥⎥⎦ (5.5)
et P i2 = (u˜2/d˜2 v˜2/d˜2 w˜2/d˜2)
T = (u2 v2 w2)
T . Le point ﬁnal recherché est pi2 = (u2 v2)
T .
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FIGURE 5.4 – Processus de rotation d’un point en utilisant une ellipsoïde. (a) - le point image
pi1 = (u1, v1) est associé avec le point P
i
1 = (u1, v1, w1) sur l’ellipsoïde en s’appuyant sur
l’équation de l’ellipsoïde (b) - P i1 est exprimé dans le repère de l’ellipsoïde, ce qui donne le
point P e1 . Le point après rotation P
e
2 est calculé en utilisant la matrice de rotation autour de
l’axe y (c) - P e2 est exprimé dans le repère image, ce qui donne le point P
i
2 = (u2, v2, w2) et le
point image recherché pi2 = (u2, v2)
Pour connaître la position d’une sous-fenêtre rjt après une rotation, le processus décrit ci-
dessus est appliqué aux quatres coins de rjt. Du fait du modèle 3D utilisé, les quatres coins
obtenus après rotation ne forment pas une sous-fenêtre. En effet, plus l’ordonnée v1 est proche
de w/2 et plus l’effet de la rotation est important. De plus, la sous-fenêtre après rotation n’a
pas toujours ces quatre coins visibles. Dans le cas où quatre, trois ou deux coins sont visibles,
des heuristiques sont utilisées pour déduire une sous-fenêtre à partir des coins obtenus après
rotation. Ces dernières sont illustrées dans le cas de quatre coins visibles sur la ﬁgure 5.5. La
ﬁgure 5.6 illustre les cas pour lesquels trois coins sont visibles. Enﬁn, la ﬁgure 5.7 illustre les
cas où seulement deux coins sont visibles.
La possible disparition de certaines sous-fenêtres pose problème (comme sur la ﬁgure 5.3(c)
avec la sous-fenêtre de h3). On considère qu’une sous-fenêtre disparaît dans deux situations : 1)
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(a) (b)
FIGURE 5.5 – Déduction d’une sous-fenêtre avec quatre coins visibles. Deux cas possibles sont
présentés en (a) et (b). Dans chaque cas, la sous-fenêtre en rouge est celle obtenue après rotation
tandis que la sous-fenêtre verte est celle déduite et utilisée dans le classiﬁeur
(a) (b) (c) (d)
FIGURE 5.6 – Déduction d’une sous-fenêtre avec trois coins visibles. Quatre cas possibles sont
présentés en (a), (b), (c) et (d). Dans chaque cas, la sous-fenêtre en rouge est celle obtenue après
rotation tandis que la sous-fenêtre verte est celle déduite et utilisée dans le classiﬁeur
un seul coin est visible après rotation et 2) aucun coin n’est visible après rotation. Si une sous-
fenêtre rjt disparaît, alors le classiﬁeur faible associé hjt devient indisponible. En examinant
l’ensemble des sous-fenêtres, l’ensemble des classiﬁeurs faibles disponibles peut être déﬁni et
une McCascade peut être construite en se basant sur cet ensemble. Ainsi, créer un classiﬁeur
pouvant détecter des visages tournés d’un certain angle nécessite trois étapes :
1. modiﬁcation de la position de toutes les sous-fenêtres en utilisant le modèle ellipsoïdique ;
2. déﬁnition de l’ensemble des classiﬁeurs faibles disponibles en vériﬁant que les sous-
fenêtres associées n’ont pas disparu après rotation ;
3. création d’une McCascade utilisant les classiﬁeurs faibles disponibles.
5.1.3 Proposition d’un système multi-vues
La solution présentée à la section précédente permet de détecter des visages tournés d’un
certain angle θy. Lorsqu’on souhaite détecter des visages tournés selon un angle compris dans
un intervalle [ θminy ,+θ
max
y ], une solution consiste à combiner plusieurs détecteurs. Chacun des
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(a) (b) (c) (d)
FIGURE 5.7 – Déduction d’une sous-fenêtre avec deux coins visibles. Quatre cas possibles sont
présentés en (a), (b), (c) et (d). Dans chaque cas, la sous-fenêtre en rouge est celle obtenue après
rotation tandis que la sous-fenêtre verte est celle déduite et utilisée dans le classiﬁeur
détecteurs est spécialisé dans la détection de visages selon un angle donné θy. En réalité, on
suppose généralement que chacun est capable de détecter des visages dans l’intervalle [θy
15, θy + 15]. Si on souhaite détecter des visages tournés d’un angle θy ∈ [ 45,+45], trois
détecteurs sont alors nécessaires : un détecteur de visages de face H0, un détecteur de visages
tournés de +30◦ H+30 et un détecteur de visages tournés de 30◦ H 30. Les détecteursH 30 et
H+30 sont obtenus en modiﬁant la position des sous-fenêtres du détecteur H0. Pour combiner
les trois détecteurs, le principe proposé par [23], illustré sur la ﬁgure 5.8, est appliqué. Pour
accélérer le traitement, un estimateur de pose est utilisé. L’estimation de la pose consiste à
appliquer les trois premiers niveaux de chaque détecteur et à continuer avec le détecteur qui
accepte l’exemple x avec le plus fort score de classiﬁcation. La fonction d’estimation de pose
est ainsi déﬁnie par :
pose(x) = argmax
θy∈{ 30,0,30}
(
H
θy
3 (x)
)
(5.6)
5.2 Détection de visages occultés
Comme la détection de visages tournés, la détection de visages occultés nécessite des so-
lutions spéciﬁques car un détecteur de visage de face sera facilement mis en échec sur des
images de visages occultés. En effet, les descripteurs calculés sur les zones de visage occulté
vont contribuer au rejet du visage par le classiﬁeur. Pour les mêmes raisons que les visages
tournés, l’enrichissement de la base d’apprentissage avec des visages occultés ne représente pas
une solution intéressante.
5.2.1 État de l’art
Le problème des visages occultés a fait l’objet de nombreux travaux dans le cas de la recon-
naissance faciale [5, 24, 41, 26, 78]. Dans le cas de la détection de visages, les travaux effectués
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FIGURE 5.8 – Principe du système multi-vues retenu. L’exemple à classiﬁer x passe d’abord
par les trois premiers niveaux des trois détecteurs H−30, H0 et H+30. La pose estimée de x est
obtenue en considérant le détecteur acceptant x avec le plus fort score de classiﬁcation. Puis, x
continue le processus de classiﬁcation avec le détecteur retenu pour estimer la pose
sont beaucoup moins nombreux. En 2004, Hotta [21] a utilisé un SVM pour détecter des visages
occultés. La particularité de son appoche réside dans l’utilisation de noyaux locaux où chacun
est associé à une partie restreinte du visage.
La même année, Lin et al. [38] ont construit un détecteur de visages occultés qui s’inspire
de l’approche basée vue. En effet, plusieurs classiﬁeurs cascadés sont appris, chacun d’entre
eux étant spécialisé pour gérer un type d’occultation (huit types d’occultation sont déﬁnis). En
plus de ces classiﬁeurs spécialisés, une cascade principale est apprise. Enﬁn, les différentes
cascades sont combinées à l’aide du principe de cascading with evidence qui permet d’aiguiller
un exemple entre la cascade principale et une des cascade gérant les occultations.
Le système de Lin et Liu [37] présenté à la section 5.1.1 a également été appliqué à la dé-
tection de visages occultés. Leur algorithme d’apprentissage multi-classes est utilisé sur huit
classes de visages correspondant à huit types d’occultations différentes. Ils obtiennent des per-
formances comparables à leur précédent système présenté en [38].
Chen et al. [6] ont adapté le détecteur de Viola et Jones [74] pour obtenir un détecteur de
visages robuste aux occultations. Pour cela, ils divisent la fenêtre de test en plusieurs parties
et classiﬁent chaque partie. L’inconvénient de leur approche est la structure en cascade qui est
perdue, ce qui limite leur solution à des applications non temps-réel.
La solution de Chen et al. [6] s’inspire des approches basées parties dans lesquelles l’objet
à détecter est représenté par différentes parties pertinentes. Un détecteur est appris pour chaque
partie et les scores de classiﬁcation associés à chaque partie sont ﬁnalement fusionnés pour
produire la décision ﬁnale. Dans le domaine du visage, on peut citer les travaux de Heisele et
al. [19] qui représentent le visage par 14 parties. À chaque partie est associé un SVM linéaire
et un dernier SVM linéaire permet de fusionner les différents scores de classiﬁcation. Même
si leur solution présente de bonnes performances dans le cas de visages occultés, elle présente
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également deux inconvénients spéciﬁques aux approches basées parties 1) la taille minimale
des visages détectée est supérieure à celle des approches globales (58× 58 dans leur cas contre
24 × 24 pour notre détecteur) et 2) le temps d’exécution est trop important pour viser des
applications temps-réel.
Des travaux dans le domaine de la détection de piétons ont également été menés comme
celui de Wu et Nevatia [79]. Ce dernier s’appuie sur la décomposition d’un piéton en plusieurs
parties permettant une robustesse aux occultations. Celui de Wang et al. [76] combine des histo-
grammes de gradients et des LBP pour obtenir un détecteur de piétons robuste aux occultations.
5.2.2 Proposition d’un système robuste aux occultations
Le problème des visages occultés pour un détecteur de visages de face est illustré sur la ﬁ-
gure 5.9. Supposons que l’on teste une fenêtre contenant un visage occulté : si les sous-fenêtres
sélectionnées pendant l’apprentissage du détecteur de visages de face sont occultées (voir ﬁ-
gure 5.9(b)), les classiﬁeurs faibles associés risquent de répondre négativement. De façon plus
globale, le visage sera probablement rejeté. Un système inspiré de celui de Lin et al. [38] est
proposé pour détecter des visages occultés :
– la cascade principale C est constituée par le détecteur de visages de face ;
– en plus de la cascade principale, plusieurs cascades d’occultations sont créées. Chacune
gère un type d’occultation particulière (occultation haute, basse, droite, gauche, . . .).
Chaque cascade d’occultation est créée à partir du détecteur de visage de face. En ef-
fet, pour chaque type d’occultation, un ensemble de classiﬁeurs faibles disponibles est
déﬁni (par exemple pour les occultations basses, les classiﬁeurs faibles disponibles sont
ceux situés sur la partie supérieure du visage) et une McCascade est créée en se basant
sur cet ensemble de classiﬁeurs faibles ;
– les différentes cascades sont associées à l’aide du principe de cascading with evidence
[38].
5.2.3 Création des cascades d’occultations
Plusieurs cascades d’occultations sont créées, chacune étant destinée à gérer un type d’oc-
cultation particulière. Pour limiter la complexité, le cas de deux types d’occultations à gérer est
présenté : basse (occultation de typeA) et haute (occultation de type B). Ils sont présentés sur la
ﬁgure 5.10. Pour l’occultation A, on considère que le tiers inférieur du visage est occulté alors
que pour l’occultation B, c’est le tiers supérieur qui est occulté.
SoitOI la région occultée avec I ∈ {A,B} l’ensemble des conﬁgurations d’occultation. De
plus, soit Sjt la région couverte par la sous-fenêtre associée au classiﬁeur faible hjt (voir ﬁgure
5.11). Pour chaque type d’occultation I, la construction de la cascade d’occultation associée
nécessite la déﬁnition de l’ensemble des classiﬁeurs faibles disponibles. Un classiﬁeur faible
hjt est disponible pour l’occultation I si la région Sjt n’intersecte pas OI . Pour I ∈ {A,B},
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(a) (b)
FIGURE 5.9 – Mise en défaut d’un détecteur de visages de face sur un visage occulté. (a) -
trois sous-fenêtres sélectionnées pendant l’apprentissage du détecteur de visages de face ainsi
que leurs trois classiﬁeurs faibles associés h1, h2 et h3. (b) - les classiﬁeurs faibles h1 et h3 en
charge de classiﬁer des zones occultées rejettent ces deux zones et le visage risque d’être rejeté
par le classiﬁeur fort
(a) (b)
FIGURE 5.10 – Déﬁnition de deux types d’occultation (1/3 occultation). (a) - occultation basse
(occultation de type A) (b) - occultation haute (occultation de type B)
on déﬁnit donc deux ensembles de classiﬁeurs faibles disponibles HA et HB :
HA ={hjt|Sjt ∩ OA = ∅} (5.7)
HB ={hjt|Sjt ∩ OB = ∅} (5.8)
Connaissant ces deux ensembles, on peut créer deux McCascades CA et CB qui utilisent les clas-
siﬁeurs faibles de HA etHB. D’après les tests effectués au chapitre précédent, les performances
d’une McCascade commençent à diminuer lorsque le taux de classiﬁeurs faibles manquants
dépasse 70%. Ainsi, il faut s’assurer que le taux de classiﬁeurs faibles manquants de chaque
niveau de CA et CB ne dépasse pas 70%. Si un niveau présente un taux de classiﬁeurs faibles
manquants supérieur à 70%, alors celui-ci est supprimé de la McCascade. Enﬁn, les seuils βj
de chaque McCascade sont ﬁxés à l’aide de l’algorithme 4 présenté à la section 4.6.
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FIGURE 5.11 – Région couverte par une sous-fenêtre associée à un classiﬁeur faible. Le classi-
ﬁeur faible hjt doit classer la région Sjt, en vert sur l’image
5.2.4 Cascading With Evidence
Pour combiner la cascade principale et les deux cascades d’occultations, le principe de cas-
cading with evidence proposé par Lin et al. [38] est mis en application. Lorsqu’un exemple x
doit être testé, celui-ci est tout d’abord envoyé à la cascade principale C. Au niveau j de cette
cascade, en plus d’appliquer le classiﬁeur fort Hj , un vecteur additionnel oj(x) est calculé :
oj(x) = (H
A
j (x), H
B
j (x)) (5.9)
où
HIj (x) =
∑
t|Sjt∩OI=∅
hjt(x) avec I ∈ {A,B} (5.10)
L’équation (5.10) signiﬁe que HIj implique seulement les classiﬁeurs faibles hjt de C qui
sont en charge de classer une région Sjt qui n’intersecte pas avec OI . Le vecteur oj(x) est
appelé vecteur d’occultations. On remarque que ce vecteur se déduit facilement du classiﬁeur
fort Hj(x) =
∑Tj
t=1 hjt(x). Connaissant le vecteur d’occultations de x, les classiﬁeurs faibles
peuvent désormais être déﬁnis comme disponibles ou pas en fonction de l’occultation rencon-
trée. En effet, supposons que x soit un visage occulté de type A et supposons que la cascade
principale le rejette au niveau j car Hj(x) < τj . Avant de le rejeter, son vecteur d’occultations
est vériﬁé. En particulier, la majorité des valeurs HA1 (x), . . . , H
A
j (x) doivent être positives, in-
dicant que x peut être un visage occulté de type A. Sachant cela, x est envoyé au niveau j de la
McCascade CA en charge des occultations de type A. Si x est réellement un visage occulté de
type A, il passe tous les niveaux de CA. Sinon, il est rejeté par CA.
En utilisant les trois cascades C, CA et CB ainsi que le principe de cascading with evidence, la
détection de visages occultés est possible. Pour cela, il faut suivre la procédure de test décrite par
l’algorithme 6 où CI représente la McCascade gérant l’occultation de type I. Cette procédure
de test est aussi illustrée sur la ﬁgure 5.12.
Les explications données jusqu’ici restent valables pour un plus grand nombre d’occulta-
tions gérées. Ce nombre dépend exclusivement des classiﬁeurs faibles appris par le détecteur
de visages de face. Par exemple, si tous les classiﬁeurs faibles appris sont associés à des sous-
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fenêtres situées sur la partie supérieure du visage, il sera impossible de gérer une occultation de
type B car aucun classiﬁeur faible ne sera situé en bas du visage.
5.3 Méthodologie expérimentale
5.3.1 Les ensembles de tests
Deux bases de test ont été utilisées pour obtenir les résultats de cette section : la base FERET
et la base AR. La base FERET a permis d’évaluer la détection de visages tournés et la base AR
a permis d’évaluer la détection de visages occultés.
5.3.2 Le détecteur utilisé
Tous les résultats ont été obtenus avec le détecteur de visage de face présenté à la section
3.3.5. Celui-ci comporte 10 niveaux. Chaque niveau est entraîné avec 5000 positifs et 5000 né-
gatifs. Chacun est conçu pour détecter au moins 99,8% des positifs tout en faisant au plus 50%
de faux positifs. Pour générer des négatifs pendant l’apprentissage, 2453 images de fond ont
été utilisées. Enﬁn, chaque classiﬁeur faible est appris sur un sous-ensemble de deux caractéris-
tiques. Dans les tests, ce détecteur sera noté C.
5.3.3 Fusion des détections multiples
Lorsqu’on utilise le système multi-vues présenté à la section 5.1.3 ou encore le système de
cascading with evidence présenté à la section 5.2.4, le processus de fusion des détections mul-
tiples doit être adapté. En effet, il faut pouvoir fusionner des détections provenant de cascades
différentes. Par exemple, dans le cas du système multi-vues, il peut arriver que deux cascades
gérant des angles proches répondent positivement en même temps comme illustré sur la ﬁgure
5.13(a). De la même façon, on peut imaginer que plusieurs cascades d’occultations répondent
positivement sur un même visage. La fusion des détections se fait alors en deux étapes :
1. les détections provenant d’une même cascade sont fusionnées en suivant la procédure
décrite à la section 3.3.4. La ﬁgure 5.13(b) présente un exemple de résultat après avoir
fusionné les détections de deux cascades différentes ;
2. si plusieurs détections fusionnées se recouvrent, alors on conserve celle avec le score de
classiﬁcation le plus fort. Sur la ﬁgure 5.13(c), la détection verte est celle qui présente le
plus fort score de classiﬁcation. Plus formellement, soit d1 et d2 deux détections fusion-
nées. Si Frecouvrement(d1, d2) > 0, 5, alors on conserve la détection di telle que :
di = argmax
dj∈{d1,d2}
(score(dj)) (5.11)
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Algorithme 6 : Détection de visages occultés par association de plusiseurs cascades
Entrées : Un exemple x
Sorties : Classe de x : Visage, Non-Visage, Visage occulté de type I
si x passe C alors retourner Visage;1
si x est rejeté au niveau j et que HIj (x) < 0 ∀ I alors retourner Non-Visage;2
Envoyer x au niveau j de CI si HIj (x) > τj et si la valeur
∑j
i=1H
I
i (x) est la plus élevée3
pour les différentes occultations I;
si x passe CI alors4
retourner Visage occulté de type I;5
sinon6
retourner Non-Visage;7
ﬁnsi8
FIGURE 5.12 – Procédure de test de l’association d’une cascade et d’une McCascade par le
principe de cascading with evidence. L’exemple x est d’abord traité par la cascade C et ensuite
envoyé à la McCascade CA pour ﬁnalement être détecté comme un visage occulté de type A
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(a) (b) (c)
FIGURE 5.13 – Fusion de détections multiples de deux cascades différentes. (a) - Détections
fournies par les deux cascades. (b) - Les détections provenant d’une même cascade sont fusion-
nées. (c) - Parmi les deux détections fusionnées se chevauchant, on conserve celle avec le score
de classiﬁcation le plus fort
5.4 Résultats du détecteur multi-vues
Cette première partie de résultats est consacrée à l’évaluation de la détection de visages
tournés. Tout d’abord, différentes valeurs des paramètres de l’ellipsoïde sont étudiées. Puis, la
modiﬁcation de la position des sous-fenêtres couplée à une McCascade est évaluée. Enﬁn, les
performances du système multi-vues proposé sont analysées.
5.4.1 Les paramètres de l’ellipsoïde
L’ellipsoïde utilisée pour modiﬁer la position des sous-fenêtres est caractérisée par quatre
paramètres : a, b, c et w. Le paramètre w correspond à la taille des images d’apprentissage, à
savoir 24. Les paramètres a, b et c sont tout d’abord exprimés en fonction de w/2 aﬁn de les
ﬁxer :
a = fa × w/2 (5.12)
b = fb × w/2 (5.13)
c = fc × w/2 (5.14)
Une recherche exhaustive sur fa, fb et fc a ensuite été réalisée. Les valeurs suivantes ont été
testées :
– 1, 3 ≤ fa ≤ 2, 4 avec un pas de 0, 1, ce qui donne 12 valeurs ;
– 1, 5 ≤ fb ≤ 2, 4 avec un pas de 0, 1, ce qui donne 10 valeurs ;
– 0, 3 ≤ fc ≤ 1, 4 avec un pas de 0, 1, ce qui donne 12 valeurs.
On obtient ainsi 12 × 10 × 12 = 1440 conﬁgurations différentes. Pour les tester, des images
de la base FERET ont été utilisées : 100 images de visages tournés de 22, 5◦ et 100 images de
visages tournés de 45◦. Chacune est ensuite redimensionnée à 10% de sa taille initiale. Pour
chaque ensemble de paramètres (ai, bi, ci), la méthodologie suivante est appliquée :
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1. Le détecteur de visage de face est modiﬁé pour obtenir deux détecteurs C22,5 et C45. Pour
les obtenir, les positions des sous-fenêtres de C sont ajustées en utilisant l’ellipsoïde de
paramètres (ai, bi, ci). Les sous-fenêtres qui disparaissent sont gérées par la solution naïve
présentée à la section 4.3, i.e. que les classiﬁeurs faibles associés à ces sous-fenêtres sont
simplement ignorés ;
2. C22,5 est appliqué sur les 100 images de visages tournés de 22, 5◦ avecΔp = 1 et fe = 1, 1
aﬁn d’obtenir la courbe ROC associée. Le critère AUC de la courbe est ensuite calculé,
noté auc22,5i . AUC signiﬁe Area Under the ROC curve que l’on peut traduire par aire sous
la courbe ROC. Ce critère consiste à calculer l’aire sous une courbe ROC et permet de
comparer plusieurs courbes ROC. Plus ce critère est élevé et plus la courbe ROC associée
présente des performances élevées ;
3. De la même façon, C45 est appliqué sur les 100 images de visages tournés de 45◦ et la
valeur auc45i est calculée ;
4. Finalement, la valeur auci = auc
22,5
i + auc
45
i est calculée.
Les paramètres présentant la plus forte valeur auci sont ensuite conservés. Les paramètres rete-
nus sont les suivants :
a = 2, 0× w/2 (5.15)
b = 2, 0× w/2 (5.16)
c = 1, 0× w/2 (5.17)
Dans la suite des résultats sur la détection de visages tournés, toutes les ellipsoïdes utilisent
les paramètres ci-dessus. Pour information, le tableau 5.0(a) donne les meilleures valeurs fa, fb
et fc pour les visages tournés de 22, 5◦. Les meilleurs valeurs pour les visages tournés de 45◦
sont regroupés dans le tableau 5.0(b) et le tableau 5.0(c) donne les meilleurs valeurs fa, fb et fc
en fonction de la valeur auci.
5.4.2 Modiﬁcation de la position de sous-fenêtres
Dans cette partie, l’utilisation d’une ellipsoïde dans l’ajustement des positions des sous-
fenêtres est évaluée. Pour cela, trois classiﬁeurs sont construits à partir de C :
1. C22,5, un détecteur de visages tournés de 22, 5◦ ;
2. C45, un détecteur de visages tournés de 45◦ ;
3. C67,5, un détecteur de visages tournés de 67, 5◦ ;
Chaque classiﬁeur est obtenu en modiﬁant les positions des sous-fenêtres de C. La solution
naïve est utilisée pour gérer les classiﬁeurs faibles indisponibles associés aux fenêtres qui dis-
paraissent. Ils sont donc simplement ignorés et ceci aﬁn de ne pas biaiser les performances
liées à l’utilisation du modèle géométrique retenu. Ces classiﬁeurs sont ensuite appliqués sur
les images de visages tournés de la base FERET en enlevant, pour chaque angle, les 100 images
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fa fb fc auc
22,5
2,4 2,1 1,3 1085,91
2,3 2,1 1,3 1085,87
2,1 2,1 1,3 1085,82
2,1 2,3 1,3 1085,78
2,2 2,1 1,3 1085,78
2,4 2,3 1,3 1085,77
2,2 2,2 1,3 1085,77
2,3 2,2 1,3 1085,75
2,2 2,3 1,3 1085,74
2,1 2,2 1,3 1085,74
...
...
...
...
2,0 2,0 1,0 1080,01
(a) Visages tournés de θy = 22, 5◦
fa fb fc auc
45
1,7 2,0 0,8 1085,1
1,8 2,0 0,8 1084,91
1,4 2,0 0,8 1084,49
1,6 2,0 1,0 1083,24
2,0 2,0 1,0 1082,95
1,3 2,0 0,8 1082,91
1,5 2,0 0,8 1082,79
1,9 2,0 1,0 1082,77
1,8 2,0 1,0 1082,64
1,7 2,0 1,0 1082,51
(b) Visages tournés de θy = 45◦
fa fb fc auc
2,0 2,0 1,0 2162,96
2.4 2.2 1.1 2162.7
1.9 2.0 1.0 2162.69
1.4 2.0 0.8 2162.59
2.2 2.2 1.1 2162.42
2.1 2.4 1.1 2162.413
2.3 2.2 1.1 2162.406
2.4 2.1 1.1 2162.38
2.2 2.3 1.1 2162.35
2.1 2.3 1.1 2162.19
(c) Cumul des tableaux (a) et (b) :
auc = auc22,5 + auc45
TABLE 5.1 – Meilleurs critères AUC obtenus avec différents paramètres d’ellipsoïde. Le tableau
(a) contient les meilleurs résultats obtenus sur des visages tournés de 22, 5◦ alors que le tableau
(b) contient les meilleurs résultats pour des visages tournés de 45◦. Enﬁn, le tableau (c) contient
le cumul des deux autres tableaux
utilisées pour ﬁxer les paramètres de l’ellipsoïde. Leurs performances sont indiquées dans les
ﬁgures 5.14(a), 5.14(b) et 5.15. Dans chacune des ﬁgures, la cascade C est notée « Cascade »
et le détecteur obtenu en utilisant notre modèle géométrique est noté « MaCascade ». Pour les
visages tournés de 22, 5◦, l’amélioration obtenue est minime. Ceci s’explique par le fait que
l’apparence de ces visages est très proche de celle des visages de face. L’amélioration est bien
plus signiﬁcative dans le cas des visages tournés de 45◦. On note une augmentation du taux de
vrais positifs comprise entre 30% et 40%. Enﬁn, on remarque que la détection des visages tour-
nés de 67, 5◦ représente un cas limite de l’utilisation du modèle géométrique. En effet, le taux
de vrais positifs est grandement amélioré (jusqu’à 60%) mais au prix d’un nombre très élevé de
faux positifs.
5.4.3 Intérêt d’une McCascade
Les trois classiﬁeurs de la section précédente C22,5, C45 et C67,5 comportent des classiﬁeurs
faibles manquants :
– C22,5 comporte en moyenne 18% de classiﬁeurs faibles manquants par niveau (taux de
manque minimum : 0% et taux de manque maximum : 28%) ;
– C45 comporte en moyenne 27% de classiﬁeurs faibles manquants par niveau (taux de
manque minimum : 0% et taux de manque maximum : 41%) ;
– C67,5 comporte en moyenne 44% de classiﬁeurs faibles manquants par niveau (taux de
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manque minimum : 0% et taux de manque maximum : 61%).
Au lieu de gérer les classiﬁeurs faibles manquants par la solution naïve comme à la section
précédente, il peut être intéressant d’utiliser une McCascade associée à la stratégie Pknn. Dans
cette section, les trois classiﬁeurs C22,5, C45 et C67,5 sont repris mais cette fois, la structure
des classiﬁeurs est changée en une McCascade pour gérer les classiﬁeurs faibles manquants.
L’estimation des probabilités a posteriori se fait à l’aide de la stratégie Pknn (avec k = 3 voisins)
et les seuils de la McCascade sont calculés avec la fonction de coût FP_cost. Les classiﬁeurs
sont ensuite appliqués sur les images de visages tournés utilisées dans la section précédente. Sur
les ﬁgures 5.14(a), 5.14(b) et 5.15, ces trois nouveaux classiﬁeurs sont notés « MaMcCascade».
Pour les visages tournés de 22, 5◦ et 45◦, l’amélioration obtenue par rapport à l’utilisation de la
solution naïve est faible (augmentation du taux de vrais positifs entre 2% et 5%). L’impact de
l’utilisation d’une structure en McCascade est plus marquée dans le cas des visages tournés de
67, 5◦. En effet, contrairement à l’utilisation de la solution naïve, l’utilisation d’une McCascade
permet d’améliorer le taux de vrais positifs tout en conservant un faible nombre de faux positifs.
Cependant, les performances restent limitées : on détecte, par exemple, 55% des visages en
faisant 12 faux positifs alors que ce taux est de 90% dans le cas des visages tournés de 22, 5◦ et
45◦.
5.4.4 Le système multi-vues
Le système multi-vues proposé est évalué dans cette section. Les trois classiﬁeurs C22,5,
C45 et C67,5 sont associés pour former un détecteur multi-vues en suivant le principe décrit à la
section 5.1.3. Les classiﬁeurs faibles manquants sont gérés par une structure en McCascade. Le
détecteur multi-vues est ensuite appliqué sur les images de visages tournés comme précédement.
Sur les ﬁgures 5.14(a), 5.14(b) et 5.15, le détecteur multi-vues est noté « MaMcCascade multiv-
ues » et obtient des performances similaires aux classiﬁeurs spéciﬁques à chaque angle (noté
« MaMcCascade » sur chaque courbe).
5.5 Résultats du détecteur sur visages occultés
Cette seconde partie de résultats est consacrée à l’évaluation de la détection de visages
occultés. Tout d’abord les performances de deux cascades d’occultation sont étudiées. Puis, ces
deux cascades ainsi que le détecteur de visages de face sont combinés pour obtenir un système
capable de détecter des visages occultés de différentes manières.
5.5.1 Les cascades d’occultations
Dans cette section, les performances de cascades dédiées à la détection de visages présen-
tant un type particulier d’occultation sont évaluées. Dans la section 5.2.3, ces cascades sont
nommées des cascades d’occultations. Chacune est créée à partir du détecteur de visage de
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FIGURE 5.14 – Performance de différents classiﬁeurs sur des visage tournés de 22, 5◦ en (a)
et de 45◦ en (b). Sur les deux ﬁgures, les légendes sont identiques. Le classiﬁeur « Cascade »
représente le détecteur de visage de face. Le classiﬁeur « MaCascade » représente le détecteur
de visage de face modiﬁé à l’aide du modèle géométrique. Les classiﬁeurs faibles manquants
sont gérés par la solution naïve. Le classiﬁeur « MaMcCascade » représente le détecteur de
visage de face modiﬁé à l’aide du modèle géométrique. Les classiﬁeurs faibles manquants sont
ici gérés par l’utilisation d’une McCascade associée à la stratégie Pknn. Enﬁn, le classiﬁeur
« MaMcCascade multi-vues » représente un détecteur multi-vues associant trois détecteurs de
type « MaMcCascade » : un détecteur pour l’angle 22, 5◦, un pour l’angle 45◦ et un pour l’angle
67, 5◦
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FIGURE 5.15 – Performance de différents classiﬁeurs sur des visage tournés de 67, 5◦. Le clas-
siﬁeur « Cascade » représente le détecteur de visage de face. Le classiﬁeur « MaCascade »
représente le détecteur de visage de face modiﬁé à l’aide du modèle géométrique. Les clas-
siﬁeurs faibles manquants sont gérés par la solution naïve. Le classiﬁeur « MaMcCascade »
représente le détecteur de visage de face modiﬁé à l’aide du modèle géométrique. Les classi-
ﬁeurs faibles manquants sont ici gérés par l’utilisation d’une McCascade associée à la stratégie
Pknn. Enﬁn, le classiﬁeur « MaMcCascade multi-vues » représente un détecteur multi-vues as-
sociant trois détecteurs de type « MaMcCascade » : un détecteur pour l’angle 22, 5◦, un pour
l’angle 45◦ et un pour l’angle 67, 5◦
face C en considérant seulement les classiﬁeurs faibles qui ne sont pas occultés. Deux cascades
d’occultations sont créées :
1. CA : cascade d’occultation basse. Celle-ci considère que le tiers inférieur du visage est
occulté. Les classiﬁeurs faibles associés à des sous-fenêtres intersectant cette zone sont
considérés comme indisponibles. Elle comporte en moyenne 46% de classiﬁeurs faibles
indisponibles par niveau (taux d’indisponibilité minimum : 38% et taux d’indisponibilité
maximum : 52%) ;
2. CB : cascade d’occultation haute. Celle-ci considère que le tiers supérieur du visage est
occulté. Les classiﬁeurs faibles associés à des sous-fenêtres intersectant cette zone sont
considérés comme indisponibles. Elle comporte en moyenne 42% de classiﬁeurs faibles
indisponibles par niveau (taux d’indisponibilité minimum : 33% et taux d’indisponibilité
maximum : 60%) ;
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Les classiﬁeurs faibles indisponibles de CA et CB sont gérés à l’aide de l’utilisation d’une Mc-
Cascade associée à la stratégie Pknn (avec k = 3 voisins) et les seuils de la McCascade sont
calculés avec la fonction de coût FP_cost. Contrairement au classiﬁeur C qui comporte 10 ni-
veaux, les cascades CA et CB ne comportent que 9 niveaux. En effet, le premier niveau de C ne
comporte qu’un seul classiﬁeur faible qui utilise l’ensemble du visage pour classer un exemple
(voir ﬁgure 3.18(b) située à la page 46) et donc, celui-ci se retrouve indisponible dans CA et CB,
ce qui aboutit à un niveau avec 100% de classiﬁeurs faibles manquants. Le premier niveau de
CA et CB correspond donc au second niveau de C. Pour tester les performances de CA et CB, la
base AR est utilisée. En particulier, les 765 images de visages occultés par une écharpe et les
765 images de visages occultés par des lunettes de soleil sont isolées. La ﬁgure 5.16(a) expose
les performances de CA sur les visages occultés par des écharpes. La ﬁgure 5.16(b) donne les
performances de CB sur les visages occultés par des lunettes de soleil. Sur ces deux ﬁgures, les
cascades d’occultations CA et CB sont notées « McCascade ». Le classiﬁeur noté « Cascade »
représente les performances du détecteur de visages de face C sur les visages occultés. Pour
ceux occultés par une écharpe, CA obtient de bien meilleures performances que C. En effet, le
taux de détection de CA est généralement supérieur de 30%. Par contre, les visages occultés par
des lunettes de soleil sont moins détectés par CB que par C. On note que le taux de détection
de CB est en moyenne inférieur de 10%. Ces mauvaises performances sont analysées dans une
prochaine section.
5.5.2 Association de plusieurs cascades d’occultations
Dans la section précédente, un fort a priori sur les occultations rencontrées est connu. Par
exemple, la cascade CA est appliquée sur des visages présentant une occultation basse (une
écharpe) alors que CB est appliquée sur des visages présentant une occultation haute (des lu-
nettes de soleil). Lorsque le type d’occultation à gérer n’est pas connu, il est proposé d’associer
un détecteur de visages de face à plusieurs cascades d’occultation à l’aide du principe de cas-
cading with evidence. Ici ce principe est testé en créant un détecteur associant C, CA et CB. Ce
dernier est donc théoriquement capable de détecter des visages de face mais aussi des visages
avec une occultation haute ou basse. Ensuite, ce détecteur est appliqué sur les images de la base
AR. Sur les ﬁgures 5.16(a) et 5.16(b), ce détecteur est noté « McCascades + evidence ». Sur
les visages occultés par une écharpe (ﬁgure 5.16(a)), le détecteur obtient des performances lé-
gèrement inférieures à celles de la cascade CA mais elles restent nettement supérieures à celles
de C. Sur les visages occultés par des lunettes de soleil (voir ﬁgure 5.16(b)), le détecteur obtient
des performances similaires à celles de la cascade CB et elles restent inférieures à celles de C.
5.5.3 Analyse des performances en fonction des occultations
À la section 5.5.1, on constate que la cascade CA, gérant les occultations basses, présentent
des résultats supérieurs à ceux la cascade CB, gérant les occultations hautes. Cette différence
de performance est due à une observation : la zone située en bas du visage, qui comprend la
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FIGURE 5.16 – Performance de différents classiﬁeurs sur des visages occultées par une écharpe
en (a) ou des lunettes de soleil en (b). Sur les deux courbes, le détecteur noté « Cascade »
représente le détecteur de visages de face. Le détecteur « McCascade » représente une cascade
d’occultation dédiée à la détection de visages avec une occultation donnée. Enﬁn, le détecteur
« McCascades + evidence » associe le détecteur de visages de face avec deux cascades d’oc-
cultations grâce au principe de cascading with evidence
CHAPITRE 5. DÉTECTION DE VISAGES TOURNÉS OU OCCULTÉS 95
bouche et le nez, est moins discriminante que la zone supérieure du visage. Il en résulte que
les classiﬁeurs faibles situés en bas du visage sont généralement moins performants que ceux
s’appuyant sur le haut du visage. La cascade CB est donc pénalisée : les classiﬁeurs faibles
qu’elle utilise sont moins performants que ceux utilisés par CA.
Aﬁn de vériﬁer cette différence de performance entre les classiﬁeurs faibles, une carte de
performance M de la cascade C, disponible sur la ﬁgure 5.17, est construite. Initialement, cette
carte est une image de taille 24 × 24 dont chaque pixel est initialisé à 0. Ensuite, pour chaque
classiﬁeur faible hjt de C, son taux de classiﬁcation sur les données d’apprentissage, noté TCjt,
est calculé et la carte est mise à jour :
M(x, y) = M(x, y) + TCjt ∀(x, y) ∈ Sjt ⊂ M (5.18)
Chaque taux de classiﬁcation TCjt est obtenu en comptant le nombre de positifs et de négatifs
correctement classé divisé par le nombre d’exemples d’apprentissage. Une fois que l’ensemble
des classiﬁeurs faibles est pris en compte, les valeurs de M sont normalisées entre 0 et 1. On
obtient ﬁnalement la carte de la ﬁgure 5.17. Graphiquement, cette carte s’interprète de la façon
suivante : plus un pixel est rouge et plus il est couvert par des classiﬁeurs faibles performants.
À l’opposé, un pixel bleu foncé signiﬁe qu’aucun classiﬁeur faible ne le couvre. Cette carte
illustre bien le décalage de performance qu’il existe entre le haut du visage, où de nombreux
pixels sont rouges, et le bas du visage, où aucun pixel rouge n’est présent. On comprend ainsi
que la cascade CB obtient des performances inférieures à celles de CA.
5.6 Bilan
Dans ce chapitre, le principe de McCascade est utilisé dans deux applications concrètes :
détection de visages tournés. Les positions des sous-fenêtres du détecteur sont ajustées à l’aide
d’un modèle géométrique aﬁn de détecter des visages tournés en utilisant seulement un
détecteur de visages de face. Les tests ont tout d’abord permis de ﬁxer les paramètres de
ce modèle. Ensuite plusieurs cascades capables de détecter des visages tournés d’un angle
θy sont créées. Plus θy est important et plus le nombre de classiﬁeurs faibles manquants
augmente. Les classiﬁeurs faibles manquants sont dus au fait que leurs sous-fenêtres as-
sociées disparaissent après ajustement de leurs positions. Des tests ont montré que l’uti-
lisation d’une ellipsoïde pour ajuster la position des sous-fenêtres permet de détecter des
visages tournés. Cependant, le système atteint ces limites au délà d’un angle θy de 67, 5◦.
De plus, l’utilisation d’une McCascade pour gérer les classiﬁeurs faibles manquants per-
met d’augmenter les performances de ces détecteurs. Enﬁn, un détecteur multi-vues est
proposé et testé. Celui-ci combine plusieurs détecteurs de visages tournés, chacun étant
spécialisé pour un angle θy donné ;
détection de visages occultés. Pour détecter des visages occultés en utilisant seulement un dé-
tecteur de visages de face C, des régions d’occultation ont été déﬁnies et des cascades
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FIGURE 5.17 – Carte de performance des classiﬁeurs faibles du détecteur de visage de face C.
Cette carte est construite en cumulant les taux de classiﬁcation sur les données d’apprentissage
de chaque classiﬁeur faible de C. Les valeurs de la carte sont ensuite normalisées entre 0 et 1. Il
ressort que le haut du visage est couvert par des classiﬁeurs faibles plus performants que ceux
du bas du visage
d’occultations créées. Chaque cascade d’occultation est associée à une région d’occul-
tation et elle utilise seulement les classiﬁeurs faibles de C qui n’intersectent pas cette
région. Les classiﬁeurs faibles intersectant cette région sont considérés comme indispo-
nibles. Ils sont gérés en utilisant une structure en McCascade. Des tests ont tout d’abord
montré que l’utilisation de cascades d’occultations permet d’obtenir des meilleures per-
formances que C sur des visages occultés. Le principe de cascading with evidence [38] a
ensuite été utilisé pour associer plusieurs cascades d’occultations. Les résultats montrent
que cette approche permet d’obtenir de bons résultats lorsque le type d’occultation ren-
contré n’est pas connu. Cependant, on constate que certaines occultations sont mieux
gérées que d’autres. Ce résultat s’explique par les performances des classiﬁeurs faibles
qui ne sont pas uniformes sur l’ensemble du visage.
Chapitre 6
Le projet Bio Rafale
Ce chapitre présente le projet dans lequel s’inscrit cette thèse. Le contexte du projet ainsi
que ces objectifs sont tout d’abord détaillés. Les différents partenaires, ainsi que leurs rôles res-
pectifs, sont ensuite présentés. Ce chapitre se termine par des tests effectués sur des séquences
de mise en situation.
6.1 Contexte
Cette thèse se déroule dans le cadre du projet Bio Rafale qui a été initié par la société
clermontoise Vesalis. Ce projet est ﬁnancé par OSEO et a débuté en décembre 2008 pour une
durée de 4 ans. Le nombre de caméras de vidéosurveillance dans les lieux publics continue
d’augmenter. En parallèle, le ministère de l’intérieur souhaite un développement de solutions
logicielles permettant de traiter l’énorme quantité de données qui résulte de l’ensemble de ces
caméras. L’association de l’ensemble des caméras et de solutions logicielles permettrait ainsi
à la police judiciaire d’obtenir un outil de vidéo-protection performant. Parmi les solutions
logicielles envisagées, on trouve le recours à la reconnaissance faciale. À ce jour, les solutions
de reconnaissance faciale sont peu utilisées en France pour des applications civiles de sécurité.
Ceci est dû à deux facteurs :
1. La maturité des techniques de reconnaissance faciale est relativement récente et cela reste
un domaine très actif de la recherche ;
2. La règlementation française est très stricte quant à l’utilisation de la reconnaissance fa-
ciale. En effet, la reconnaissance faciale appliquée à la sécurisation des accès dans les
entreprises ou dans les lieux publics est soumise à l’autorisation de la Commission Na-
tionale de l’Informatique et des Libertés (CNIL)
Depuis 2006, dans le cadre du programme Concepts, Systèmes et Outils pour la Sécurité
Globale (COSG), l’Agence Nationale de la Recherche a lancé 5 projets autour des technologies
de la biométrie liée à l’image :
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CANADA : ce projet, lancé en 2006, a pour but de fournir un ensemble d’outils et d’approches
pour détecter et gérer, en temps-réel, des comportements pouvant compromettre la sécu-
rité des personnes et des biens à partir de données vidéo ;
VIDEO-ID : ce projet a débuté en 2007 avec pour objectif de développer un système de vidéo-
surveillance intelligent (détection des situations anormales, détection et suivi de visages
dans les vidéos, identiﬁcation dans une « watch list » via le visage et l’iris, . . .) ;
KIVAOU : débuté en 2007 également, le but est ici de développer des outils d’analyse vidéo
(valise d’identiﬁcation et d’indexation biométrique faciale par analyse temps réel vidéo,
plateforme d’analyse de vidéos multiples enregistrées lors d’un évènement) ;
SCAR-FACE : le but de ce projet, lancé en 2008, est de réaliser des outils d’aide à la recherche
d’individus dans des lieux publics équipés de réseaux de caméras de vidéosurveillance
standard, dans un contexte d’élucidation de délits ;
QuIAVU : ce dernier projet, débuté en 2008, a pour but de maîtriser les critères de qualité des
images prises par les systèmes de vidéosurveillance, aﬁn de garantir l’analyse a poste-
riori des images, par l’établissement d’une méthode d’évaluation et la mise au point des
métriques associées.
Bio Rafale est également un projet traitant de la biométrie liée à l’image.
6.2 Les objectifs
Le but du projet Bio Rafale est d’améliorer la sécurité dans les stades en s’appuyant sur
l’identiﬁcation des interdits de stade. L’idée est de développer une solution logicielle permettant
de traiter les images provenant des caméras qui ﬁlment les différentes entrées d’un stade. Cette
solution logicielle doit inclure les traitements suivants :
– Détection et suivi des visages ;
– Reconnaissance des interdits de stade en s’appuyant sur une base de données qui contient
leurs identités.
L’ensemble des traitements ci-dessus doit se dérouler en temps-réel. De plus, il y a obligation
d’utiliser le matériel existant. Il n’est donc pas question de rajouter des caméras. Le contexte
du stade amène plusieurs difﬁcultés : problématique de la foule, conditions d’illumination et de
prise de vue difﬁcile. De plus, les personnes ﬁlmées ne sont pas en situation coopérative. La
ﬁgure 6.1 présente un exemple d’image d’une caméra ﬁlmant une entrée au parc des princes.
6.3 La chaîne de traitement
De nombreux partenaires interviennent au sein du projet Bio Rafale : Vesalis, l’Institut Pas-
cal, le Gipsa-lab, Eurecom, Efﬁdence, SPIE, IBM et l’INT. Ce nombre important de partenaires
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FIGURE 6.1 – Exemple d’image provenant d’une caméra du Parc des Princes. Les visages des
deux personnes entrantes ont été ﬂoutés
est lié aux nombreux déﬁs techniques du projet. Arriver à reconnaître des personnes à la vo-
lée dans une foule sur des images de caméras de vidéosurveillance n’est pas chose aisée. Cela
implique tout d’abord d’arriver à détecter des visages dans des conditions non contrôlées, c’est-
à-dire que les images sont potentiellement de mauvaise qualité (illumination non uniforme,
présence de ﬂou) ou encore que la taille des visages à détecter peut varier. Une fois les visages
détectés, il faut être capable d’associer un nom à une image de visage. Basiquement, cette as-
sociation consiste à comparer le visage détecté à des images de visages stockés dans une base
de données. Cette étape est la plus complexe du projet Bio Rafale. En effet, de nombreux fac-
teurs, comme la pose, l’illumination, l’expression, la présence d’occultation ou de ﬂou, sont à
prendre en compte si l’on souhaite obtenir des performances correctes. La chaîne de traitement
des données est constituée de nombreuses étapes :
1. Détermination du contexte de perception. Les systèmes développés dans le cadre du
projet doivent fonctionner dans des conditions non contrôlées. Avant d’effectuer tout trai-
tement, il est intéressant de récupérer des informations sur l’environnement dans lequel
les différents systèmes vont fonctionner. En ce sens, Efﬁdence a travaillé sur différents
systèmes comme une calibration semi-automatique des caméras qui apporte une connais-
sance sur la géométrie de la scène. Une méthode qui apprend automatiquement les zones
d’entrée des personnes dans la scène ﬁlmée a aussi été élaborée. Ils ont également pro-
posé une technique permettant d’estimer la taille des visages à détecter ainsi qu’une autre
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fournissant une carte d’occupation des visages dans la scène ;
2. Détection des visages. Cette étape permet de localiser les visages dans chaque image.
Les travaux développés dans cette thèse au sein de l’Institut Pascal couvrent les problé-
matiques de cette étape. En particulier, cette étude se focalise sur la détection de visages
tournés et la détection de visages occultés. La majorité des personnes qui rentrent dans
un stage présentent un visage de face, ce qui facilite la détection. Mais rien ne les oblige
à être de face, il faut donc être capable de détecter des visages qui ne sont pas de face.
De plus, les supporters portent souvent des casquettes ou des écharpes aux couleurs de
l’équipe supportée. Il en résulte que les visages des supporters peuvent être partiellement
occultés. Il faut également être capable de détecter de tels visages ;
3. Suivi des visages. Une fois les visages détectés, leurs localisations dans chaque image
sont connues. Pour constituer une vidéo de visages pour chaque personne, il faut être
capable de lier les différentes détections entre les différentes images : c’est le but du suivi
de visages. Une autre approche consiste à utiliser le détecteur de visages pour initialiser
les pistes de l’algorithmes de suivi, ce qui permet de limiter le temps de calcul. Des essais
ont été menés par Efﬁdence ainsi que par l’Institut Pascal. De plus, une thèse en rapport
avec cette problématique est en cours à l’Institut Pascal ;
4. Sélection des meilleures images. Chaque vidéo de visage peut contenir plusieurs di-
zaines d’images alors qu’en pratique, seulement quelques unes (voir une seule) sont né-
cessaires pour l’étape de reconnaissance. Il faut donc sélectionner les meilleures images
pour chaque visage. Pour cela, Eurecom a travaillé sur la mise au point d’une mesure de
la qualité d’une image. Elle prend en compte différentes caractéristiques comme le ﬂou,
le contraste ou encore la taille du visage. De plus, elle permet d’associer un score de qua-
lité compris entre 0 et 100 à chaque image et autorise ainsi la sélection des images de
meilleure qualité. Eurecom a également travaillé sur des méthodes analysant la présence
d’occultation dans les images de visage ;
5. Normalisation des images. Les méthodes de reconnaissance faciale sont très sensibles
aux conditionnements des données d’entrée. Cela signiﬁe qu’une méthode est généra-
lement prévue pour fonctionner sur des visages d’une taille donnée dans une position
déﬁnie et avec une illumination ﬁxée. Des méthodes ont donc été développées pour nor-
maliser les images de visage. Le Gipsa-lab a notamment proposé une méthode de nor-
malisation de l’illumination et a travaillé sur des techniques d’alignement des images de
visage ;
6. Reconnaissance faciale. Une fois les images normalisées, on peut envisager la dernière
étape de la chaîne de traitement, à savoir la reconnaissance faciale. Les méthodes exis-
tantes de reconnaissance faciale proposent de bonnes performances dans des conditions
contrôlées. Par contre, dans des conditions non contrôlées, ces mêmes méthodes ne fonc-
tionnent pas aussi bien. Pour remédier à ce constat, le Gipsa-lab a élaboré des méthodes
de reconnaissance faciale plus performantes. Eurecom a également travaillé sur les as-
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pects pouvant améliorer les performances des méthodes de reconnaissance faciale qui
utilisent uniquement l’apparence.
Les différents partenaires ainsi que leurs principales tâches sont regroupés dans la ﬁgure
6.2.
FIGURE 6.2 – Rôles des différents partenaires dans le projet Bio Rafale. Les noms des différents
partenaires sont en rouge
6.4 Association avec un tracker
Le détecteur utilisé dans cette thèse a été associé avec un algorithme de suivi développé à
l’Insitut Pascal [65]. Cette association a été testée sur une séquence du Parc des Princes. Le
détecteur est appliqué sur chaque image de la séquence. Si des détections sont présentes, elles
sont envoyées à l’algorithme de suivi pour que celui-ci les intègre aux pistes en cours. La ﬁgure
6.3 présente une image de la séquence en cours de traitement. Sur celle-ci, on peut voir que
l’algorithme de suivi maintient deux pistes à jour qui correspondent à deux personnes entrantes
dans le stade. On remarque que la zone du visage de la piste 13 (en orange) est remplie en
rouge, ce qui signiﬁe qu’il a été repéré par le détecteur de visage. À l’opposé, la zone du visage
de la piste 12 (en rouge) n’est pas remplie en rouge signiﬁant que le détecteur n’a pas trouvé ce
visage. À chaque piste créée par l’algorithme de suivi est associée une vidéo des visages suivis.
La ﬁgure 6.4 présente des images qui constituent les vidéos des deux visages. Pour préserver
l’anonymat des personnes, les visages ont été ﬂoutés .
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FIGURE 6.3 – Exemple de suivi de visages. Sur cet exemple, deux visages sont suivis. Un
numéro de piste est associé à chaque visage : 12 et 13. Les points colorés représentent les
trajectoires des deux visages. Les visages des deux personnes entrantes ont été ﬂoutés
6.5 Méthodologie expérimentale
6.5.1 Les acquisitions sur le site PAVIN
Pour tester les différents algorithmes développés pendant le projet, différentes acquisitions
ont été réalisées sur le site PAVIN situé à proximité de l’institut Pascal à Clermont-Ferrand. PA-
VIN signiﬁe Plateforme Auvergnate pour Véhicules INtéligents. Pour réaliser les acquisitions,
deux caméras étaient placées sur un mât : la première ﬁlmait les personnes de face et la seconde
était placée en hauteur sur le mât pour obtenir une vue de dessus des personnes. Dans le cas
de cette étude, seules les acquisitions provenant de la seconde caméra ont été utilisées. Elles
reproduisent les conditions de prise de vue rencontrées dans un stade. Plusieurs scénarios ont
été prévus. Quatre ont été retenus :
1. « Passage un par un » : six personnes différentes passent devant les caméras les unes
après les autres en étant de face (voir ﬁgures 6.5(a), 6.5(b) et 6.5(c)) ;
2. « Passage deux par deux avec croisements éventuels » : six personnes différentes passent
deux par deux devant les caméras. Deux passages sont effectués en modiﬁant les groupes
de deux personnes au deuxième passage. À chaque passage, les personnes sont de face
et leurs trajectoires se croisent au milieu de leur passage devant les caméras (voir ﬁgures
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FIGURE 6.4 – Vidéos associées aux visages suivis. Les visages des deux personnes ont été
ﬂoutés
6.5(d), 6.5(e) et 6.5(f)) ;
3. « Passage groupé » : un groupe de huit personnes passe devant les caméras. Les visages
des personnes ne sont pas forcément de face (voir ﬁgures 6.5(g), 6.5(h) et 6.5(i)) ;
4. « Passage groupé avec occultations » : un groupe de quinze personnes passe devant les
caméras et la plupart d’entre elles ont leur visage occulté. Ce sont des occultations basses
(écharpe ou manteau) ou hautes (capuche) (voir ﬁgures 6.5(j), 6.5(k) et 6.5(l)).
Chaque séquence a été annotée, i.e. que pour chaque image, la position de chaque visage a
été manuellement déterminée.
6.5.2 Les détecteurs utilisés
Le détecteur DVcov
Le détecteur à base de matrices de covariance est le même que celui présenté à la section
3.3.5. Celui-ci comporte 10 niveaux. Chaque niveau est entraîné avec 5000 positifs et 5000
négatifs et chaque niveau est conçu pour détecter au moins 99,8% des positifs tout en faisant au
plus 50% de faux positifs. Pour générer des négatifs pendant l’apprentissage, 2453 images de
fond ont été utilisées. Enﬁn, chaque classiﬁeur faible est appris sur un sous-ensemble de deux
caractéristiques.
Le détecteur DVhaar
Le détecteur DVcov est comparé au détecteur inclus dans la librairie OpenCV disponible à
l’adresse : http://sourceforge.net/projects/opencvlibrary/. Cette implé-
mentation correspond au détecteur de Lienhart et al. [35]. Le modèle alt tree 1 est utilisé. Celui-
ci est une cascade de 47 niveaux où chacun utilise plusieurs arbres de décision binaires déﬁnis
sur des descripteurs de type ondelette de Haar. La cascade complète est constituée 8468 arbres
de décisions. Aucune information n’est disponible sur l’apprentissage de ce classiﬁeur (base
utilisée, nombre d’exemples d’apprentissage, . . .).
1. le ﬁchier xml correspondant est haarcascade_frontalface_alt_tree.xml
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
FIGURE 6.5 – Images des acquisitions sur PAVIN. (a) (b) (c) - Images du scénario 1. (d) (e) (f)
- Images du scénario 2. (g) (h) (i) - Images du scénario 3. (j) (k) (l) - Images du scénario 4
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6.6 Résultats
6.6.1 Comparaison avec OpenCV
Le détecteur DVhaar ne renvoie que les détections ﬁnales, celles obtenues après avoir fu-
sionné les détections multiples. Le score de classiﬁcation de chaque détection n’est pas connu.
Il est donc difﬁcile de construire une courbe FROC. Pour comparer les deux détecteurs sur une
séquence donnée, la méthodologie suivante est utilisée :
1. Le détecteur DVhaar est appliqué sur chaque image de la séquence. À l’aide des annota-
tions, le taux de détection pour chaque personne est calculé. Le nombre de faux positifs
nbFPhaar est aussi déterminé ;
2. Le détecteur DVcov est ensuite appliqué sur chaque image de la séquence. Le taux de
détection par personne et le nombre de faux positifs nbFPcov sont calculés. Si nbFPcov est
différent de nbFPhaar, alors le seuil du détecteur DVcov est ajusté pour que nbFPcov soit égal
à nbFPhaar. Cet éventuel ajustement affecte également le taux de détection par personne.
Passage un par un
Les résultats du premier scénario sont disponibles sur la ﬁgure 6.6(a). Sur cette ﬁgure, le
taux de détection est indiqué en ordonnée. Les numéros en abscisse représentent les six per-
sonnes différentes présentes dans la vidéo. Le trait rouge correspond au taux de détection moyen
du détecteur DVhaar et le trait vert à celui du détecteur DVcov. On remarque que :
– Le taux de détection moyen du détecteur DVcov est supérieur de plus de 45% à celui du
détecteur DVhaar ;
– Toutes les personnes sont mieux détectées par le détecteur DVcov ;
Passage deux par deux
La ﬁgure 6.6(b) contient les résultats du second scénario. Par rapport au premier scénario,
on note que l’écart entre les deux taux de détection moyen est plus faible (celui du détecteur
DVcov reste tout de même supérieur de 40% environ). Toutes les personnes sont encore une fois
mieux détectées par le détecteur DVcov.
Passage en groupe
Les résultats du scénario 3 sont donnés sur la ﬁgure 6.7. De façon générale, le détecteur
DVcov obtient encore de meilleures performances avec un taux de détection moyen supérieur
de 40%. On peut cependant noter que la personne 6 n’est pas mieux détectée par le détecteur
DVcov. Celui-ci obtient le même taux de détection que le détecteur DVhaar. Par contre, toutes les
autres personnes sont mieux détectées par le détecteur DVcov.
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FIGURE 6.6 – Comparaison de DVhaar et DVcov sur le scénario 1 en (a) et sur le scénario 2
en (b). Chaque personne présente dans la vidéo est représentée par un numéro en abscisse à
laquelle on associe son taux de détection pour chaque détecteur. Le trait vert correspond au taux
de détection moyen du détecteur DVcov et le trait rouge au taux de détection moyen de DVhaar
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FIGURE 6.7 – Comparaison de DVhaar et DVcov sur le scénario 3. Chaque personne présente dans
la vidéo est représentée par un numéro en abscisse à laquelle on associe son taux de détection
pour chaque détecteur. Le trait vert correspond au taux de détection moyen du détecteur DVcov
et le trait rouge au taux de détection moyen de DVhaar
Passage en groupe avec occultations
La ﬁgure 6.8 donne les résultats obtenus sur le scénario 4. Pour ce scénario, un troisième
détecteur est également utilisé. Il s’agit du détecteur présenté à la section 5.5.2. Celui-ci associe
le détecteur DVcov avec deux cascades d’occultations. La première gère les occultations hautes
et la seconde les occultations basses. Ils sont ensuite associés grâce au principe de cascading
with evidence. Ce détecteur est noté « DVcov + adaptation » sur la ﬁgure. Le terme « adap-
tation » reﬂète le fait que le détecteur initial a été adapté pour détecter des visages occultés.
Globalement, le détecteur DVhaar obtient les moins bonnes performances avec une moyenne de
38% de bonnes détections. Il est suivi par le détecteur DVcov qui obtient une moyenne de 47%
de bonnes détections. Enﬁn, on trouve le détecteur DVcov avec adaptation qui obtient 75% de
bonnes détections. De plus, on note que le détecteur DVhaar ne détecte pas les personnes 11, 12
et 14. Celles-ci sont détectées par les deux autres détecteurs. Des exemples de détections de ces
trois personnes sont fournis sur la ﬁgure 6.9. On remarque que la personne 11 (ﬁgure 6.9(a))
présente une occultation haute (présence d’une capuche) et que la personne 14 (ﬁgure 6.9(c))
présente une occultation basse (écharpe). Quant à la personne 12 (ﬁgure 6.9(b)), elle est difﬁcile
à détecter car elle présente des composantes structurelles (lunettes et bouc).
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FIGURE 6.8 – Comparaison de DVhaar, DVcov et DVcov avec adaptation sur le scénario 4. Chaque
personne présente dans la vidéo est représentée par un numéro en abscisse à laquelle on asso-
cie son taux de détection pour chaque détecteur. Le trait jaune correspond au taux de détection
moyen du détecteur DVcov et le trait rouge au taux de détection moyen de DVhaar. Le détecteur
« DVcov+adaptation » représente l’association du détecteur DVcov avec deux cascades d’occul-
tation (occultation haute et basse). Le trait vert correspond à son taux de détection moyen
(a) (b) (c)
FIGURE 6.9 – Personnes non détectées par OpenCV. En (a), la personne est occultée par une
capuche. En (b), la personne présente des composantes structurelles (lunette, bouc). En (c), la
personne est occultée par une écharpe
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6.6.2 Vitesse d’exécution et améliorations envisagées
Dans cette partie, des temps d’exécution sont donnés. Ils ont été mesurés sur un processeur
Intel Core 2 duo E8500 (3,16 Ghz). Chaque temps donné est en réalité un temps moyen sur dix
exécutions. Le code est en C++ et l’exécution n’est pas parallélisée. La structure en cascade
ne permet pas de donner un temps d’exécution par image. En effet, dans le cas le plus rapide,
toutes les sous-fenêtres sont rejetées par le premier niveau de la cascade. À l’opposé, dans le
pire des cas, toutes les sous-fenêtres passent tous les niveaux de la cascade. Le temps nécessaire
au scan d’une image est composé du temps de calcul des images intégrales et de la somme des
temps de calcul de chaque sous-fenêtre testée.
Le temps moyen de calcul des images intégrales d’une image de taille 360 × 288 est de
186, 5418 ms. Si on souhaite traiter 25 image/s, on dispose de 40 ms de traitement pour chaque
image. On remarque que le calcul des images intégrales doit être optimisé puisque ce calcul
dépasse déjà largement les 40 ms.
Une fois les images intégrales calculées, on peut tester différentes sous-fenêtres. Le tableau
6.1 donne différentes indications sur le temps de traitement d’une sous-fenêtre en fonction du
niveau de la cascade. En plus du temps de traitement sur chaque niveau, le temps cumulé est
également donné. Il est obtenu en faisant la somme des temps du niveau 1 au niveau courant.
Si on note k le niveau courant, alors le temps de traitement de ce niveau est noté tk et le temps
cumulé du niveau 1 à k est noté t1:k. Logiquement, plus le nombre de classiﬁeurs faibles aug-
mente et plus le temps de traitement augmente. On constate aussi l’écart qu’il y a entre le temps
de traitement du niveau 1 : 0, 0517 ms, et le temps du dernier niveau : 1, 7525 ms. Le premier
niveau est ainsi 34 fois plus rapide que le dernier niveau. Au mieux, il faut 0, 0517 ms pour
classer une sous-fenêtre et au pire, il faut 9, 8376 ms. (ce qui est 190 fois plus lent que le cas le
plus rapide).
Connaissant le taux de rejet théorique par niveau fmax, il est possible de donner un temps
moyen t¯ pour classer x sous-fenêtres :
t¯ =
10∑
k=1
tk(fmax)
k−1x (6.1)
où fmax est le taux maximum de faux positifs de chaque niveau. Dans le cas du détecteur DVcov,
fmax = 0.5. Il est plus intéressant de connaître le nombre moyen de fenêtres x pouvant être traité
en temps-réel (25 image/s). Il est obtenu en résolvant l’équation :
10∑
k=1
tk(fmax)
k−1x = 40 (6.2)
ce qui donne :
x =
40∑10
k=1 tk(fmax)
k−1 (6.3)
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niveau k
nombre de temps temps cumulé
classiﬁeurs faibles tk (ms) t1:k (ms)
1 1 0, 0517 0, 0517
2 5 0, 088 0, 1398
3 12 0, 1747 0, 3144
4 25 0, 3735 0, 6879
5 54 0, 7194 1, 4073
6 124 1, 7287 3, 1360
7 120 1, 6296 4, 7656
8 105 1, 4648 6, 2304
9 134 1, 8547 8, 0851
10 131 1, 7525 9, 8376
TABLE 6.1 – Temps de traitement d’une sous-fenêtre en fonction du niveau de la cascade. Pour
chaque niveau k, le temps de traitement cumulé est également donné. Il correspond à la somme
des temps de traitement des niveaux 1 à k
Dans ce cas, on obtient x = 240.
On peut également donner le nombre minimal xmin et le nombre maximal xmax de sous-
fenêtres pouvant être traité en temps réel :
xmin =
40
t1:10
= 4 (6.4)
xmax =
40
t1
= 773 (6.5)
En plus de ces temps d’exécution, on peut signaler que le temps d’apprentissage nécessaire
pour obtenir le détecteur DVcov n’est pas négligeable. En effet, deux semaines ont été néces-
saires et le code d’apprentissage, en C++, était parallélisé sur quatre CPU.
Quelques pistes pour améliorer le temps de détection existent :
– Le nombre de sous-fenêtres à tester peut être grandement réduit en utilisant les outils
développés par Efﬁdence. En connaissant les tailles potentielles des visages, on peut ré-
duire le nombre d’échelles parcourues dans l’image. De plus, en connaissant la zone de
présence des visages, on peut limiter les recherches à cette zone ;
– Le détecteur n’a pas besoin d’être appliqué sur chaque image. En effet, une fois qu’un
visage est détecté, l’algorithme de suivi peut être utilisé. Sur les 25 images par seconde,
on peut imaginer n’appliquer le détecteur que toutes les 5 ou 10 images par exemple ;
– Il est aussi possible d’intervenir sur la phase d’apprentissage. Des techniques de cascade
imbriquée [23] ou de descripteurs accumulés [84] permettent de réduire le nombre de
classiﬁeurs faibles et de diminuer le temps de détection pour chaque sous-fenêtre.
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6.7 Bilan
La détection des visages dans la chaîne de traitement est l’étape nécessitant le plus de temps
de calcul. Les tests ont montré les bonnes performances du détecteur proposé. Elles sont en
particulier bien meilleures que celles de la librairie OpenCV. Il reste cependant à améliorer le
temps d’exécution. Pour cela, différentes pistes ont été évoquées.
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Chapitre 7
Conclusion et perspectives
7.1 Conclusion
Les travaux développés dans cette thèse étudient la problématique de la détection d’objets
par des cascades de boosting lorsqu’un sous-ensemble des observations n’est pas disponible.
Les applications explorées sont la détection de visages tournés et la détection de visages oc-
cultés par adaptation d’un détecteur de visages de face. Elles ont nécessité de mettre en place
des techniques de gestion de classiﬁeurs faibles manquants au sein d’une cascade de classi-
ﬁeurs boostées. Les techniques développées s’appuient sur une formulation probabiliste d’une
cascade de classiﬁeurs. Cette formulation, nommée McCascade, prend en compte l’incertitude
introduite par l’abscence de certains classiﬁeurs faibles. En particulier, la décision prise au ni-
veau j dépend également des décisions des niveaux précédents. Ce n’est pas le cas dans une
cascade classique. Cette nouvelle formulation nécessite tout d’abord d’estimer des probabilités
a posteriori. Trois stratégies d’estimation ont été proposées. De plus, de nouveaux seuils de dé-
cision apparaissent. Nous proposons de les ﬁxer à l’aide d’une procédure itérative. Au sein de
celle-ci, chaque seuil est déterminé en minimisant une fonction de coût déﬁnie sur les perfor-
mances à atteindre. De nombreux tests ont permis de déterminer la conﬁguration optimale d’une
McCascade. En particulier, la meilleure stratégie d’estimation des probabilités a posteriori uti-
lise l’algorithme des k-plus proches voisins. Cette stratégie permet d’obtenir des performances
proches de celles de la cascade initiale jusqu’à 60% de classiﬁeurs faibles manquants par ni-
veau. Au-delà, les performances diminuent.
Les techniques développées ont ensuite été appliquées à la détection de visages tournés en
utilisant uniquement un détecteur de visages de face. Un modèle 3D de visages simple est tout
d’abord utilisé pour adapter le détecteur de visages de face. En effet, les positions des sous-
fenêtres associées à chaque classiﬁeur faible sont ajustées pour prendre en compte la modiﬁca-
tion d’apparence. Cet ajustement des positions entraîne la disparition de certaines sous-fenêtres.
Les classiﬁeurs faibles associés deviennent donc indisponibles. Ils sont gérés par une McCas-
113
114 CHAPITRE 7. CONCLUSION ET PERSPECTIVES
cade. Les tests effectués ont permis de ﬁxer les paramètres du modèle 3D. Ils ont également
montré que l’approche proposée obtient de bonnes performances. Le système atteint ces limites
pour des visages tournés de ±67, 5◦.
La détection de visages occultés en utilisant uniquement un détecteur de visages de face a
également été abordée. Des zones d’occultations sont tout d’abord déﬁnies. À chaque zone est
associée une cascade d’occultation. Cette dernière est une McCascade qui utilise uniquement
les classiﬁeurs faibles non occultés. Plusieurs cascades d’occultations peuvent ensuite être com-
binées pour obtenir un système capable de gérer différents types d’occultation. Les tests ont
montré que les performances des cascades d’occultation dépendent fortement des classiﬁeurs
faibles utilisés. Dans le cas des visages, les classiﬁeurs faibles situés en haut du visage sont
généralement plus performants que ceux situés en bas du visage.
Enﬁn, des comparaisons avec la librairie OpenCV ont été faites. Celles-ci ont montré que la
détection de visages par matrices de covariance surpasse la détection par ondelettes de Haar. De
plus, des tests ont montré que la détection de visages occultés peut être grandement améliorée
par l’association de plusieurs cascades d’occultations. Dans le cadre du projet Bio Rafale, il
reste désormais à améliorer le temps d’exécution du détecteur à base de matrices de covariance.
Dans leur article, Yao et Odobez [86] rapportent des temps d’exécution de 5 à 20 images par
seconde sur des images de taille 384× 288.
7.2 Perspectives
Les perspectives présentées concernent différentes parties de cette thèse. Des perspectives
pour la gestion des classiﬁeurs faibles manquants sont tout d’abord abordées. Puis, des idées
pour la détection des visages tournés sont présentées. Enﬁn, des pistes pour la détection de
visages occultés sont évoquées.
Gestion des classiﬁeurs faibles manquants
La construction d’une McCascade nécessite d’estimer des probabilités a posteriori et de
ﬁxer des seuils βj . Ces deux points ont été abordés dans ces travaux. Cependant, d’autres
stratégies d’estimation des probabilités a posteriori peuvent être envisagées. Par exemple, on
peut estimer les classiﬁeurs faibles indisponibles {hi1 , . . . , hiq} à l’aide des classiﬁeurs faibles
disponibles {hd1 , . . . , hdp}. Soit x un exemple à classiﬁer. On calcule tout d’abord les scores
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{hd1(x), . . . , hdp(x)} et on estime les scores {hi1(x), . . . , hiq(x)} par regression linéaire :
hˆi1(x) =
p∑
i=1
a1,ihdi(x) + b1 (7.1)
...
hˆiq(x) =
p∑
i=1
aq,ihdi(x) + bq (7.2)
Ensuite, on peut déﬁnir une nouvelle stratégie Plin(y = 1|x) par :
Plin(y = 1|x) .= 1
1 + e−(Hd(x)+Hlin(x))
(7.3)
où Hd(x) =
∑p
t=1 hdt(x) et Hlin(x) =
∑q
i=1 hˆii(x). Les régressions linéaires sont estimées à
l’aide d’un ensemble d’exemples positifs et négatifs. La ﬁgure 7.1 illustre ce processus pour
deux classiﬁeurs faibles h1 et h2. Dans cet exemple, on suppose que h2 est indisponible lors de
la classiﬁcation et on souhaite l’estimer à l’aide de h1 qui est disponible.
Dans cette thèse, les seuils βj sont calculés à l’aide d’une procédure itérative. L’inconvénient
de cette procédure est qu’elle réalise une optimisation locale. En effet, les seuils sont calculés
niveau par niveau. Une autre approche serait de ﬁxer les seuils de façon globale. La valeur de βj
dépendrait alors des valeurs des autres seuils {β1, . . . , βj−1, βj+1, . . . , βK}. Dans ses travaux,
Luo [40] propose deux méthodes (une locale et une globale) pour calculer les seuils d’une
cascade. La méthode globale amène de meilleures performances.
Détection des visages tournés
Dans cette thèse, la détection de visages tournés s’appuie sur un ajustement des positions des
sous-fenêtres. En particulier, des heuristiques sont utilisées pour déterminer les sous-fenêtres
après rotation (voir ﬁgure 5.5 page 79, ﬁgure 5.6 page 79 et ﬁgure 5.7 page 80). Des tests appro-
fondis doivent être menés sur ces heuristiques pour quantiﬁer leur impact sur les performances
obtenues. De plus, des modiﬁcations peuvent être envisagées. Par exemple, lorsque deux coins
sont visibles après rotation d’une sous-fenêtre, celle-ci est conservée dans nos travaux. Il serait
intéressant de tester des contraintes sur la surface de la sous-fenêtre après rotation. Par exemple,
soit S la surface de la sous-fenêtre avant rotation et Srot la surface après rotation. Si Srot < γS,
alors la sous-fenêtre n’est pas conservée où γ ∈ [0, 1]. Une telle contrainte traduit le fait que si
une sous-fenêtre est beaucoup modiﬁée après rotation, alors elle n’est pas conservée.
Détection des visages occultés
Dans cette étude, la détection de visages occultés repose sur l’association de plusieurs Mc-
Cascade. L’utilisation de McCascades présente certaines limitations dans la gestion des occul-
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FIGURE 7.1 – Distribution des scores de deux classiﬁeurs faibles h1 et h2. Les ronds bleus
représentent des exemples négatifs et les croix rouges des exemples positifs. Une regression
linéaire h2(x) = ah1(x) + b peut être estimée. Si h2 est indisponible lors de la classiﬁcation,
on peut alors l’estimer à l’aide de h1
tations. En effet, les occultations pouvant être gérées dépendent exclusivement de la répartition
spatiales de sous-fenêtres apprises lors de l’apprentissage initiale. En pratique, on remarque
que les sous-fenêtres apprises sont généralement situées dans la partie supérieure du visage
(autour des yeux). Ainsi, il est difﬁcile, voir impossible, de gérer les occultations hautes car
les sous-fenêtres restantes (celles situées en bas du visage) sont trop peu nombreuses et trop
peu discriminantes. Un framework d’apprentissage simple est alors proposé pour obtenir un
classiﬁeur robuste aux occultations. L’idée est de partitionnner le visage en zones disjointes et
d’imposer des contraintes de performances sur les différentes zones. Le but recherché est une
répartition plus homogène des performances des classiﬁeurs faibles sélectionnés pendant l’ap-
prentissage sur l’ensemble du visage. Des tests préliminaires ont été effectués. Deux zones Z1
et Z2 sont déﬁnies : la moitié inférieure du visage et la moitié supérieure (voir ﬁgure 7.2). Les
classiﬁeurs faibles sont ensuite sélectionnés dans Z1 ou Z2. La contrainte suivante est ensuite
appliquée : les classiﬁeurs faibles dans la zone Zi doivent amener un taux de détection d’au
moins dmin et un taux de faux positifs d’au plus fmax. Ainsi, des classiﬁeurs faibles sont ajoutés
dans chaque zone tant que la contrainte n’est pas vériﬁée.
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Un apprentissage a été réalisé en prenant dmin = 0, 998 et fmax = 0, 2. Le classiﬁeur obtenu
comporte 12 niveaux. Chaque niveau est entraîné avec 5000 positifs et 5000 négatifs. Pour gé-
nérer des négatifs pendant l’apprentissage, 2453 images de fond ont été utilisées. Enﬁn, chaque
classiﬁeur faible est appris sur un sous-ensemble de deux caractéristiques. Dans la suite, ce
classiﬁeur est noté Cframework. Il est ensuite appliqué sur les images de visages occultés de la
base AR. La ﬁgure 7.3(a) présente les résultats sur les visages occultés par une écharpe. Sur la
ﬁgure 7.3(b), les visages sont occultés par des lunettes de soleil. Enﬁn, les visages sont occultés
par une écharpe ou des lunettes de soleil sur la ﬁgure 7.3(c). Sur chaque ﬁgure, on trouve les
performances des classiﬁeurs suivants :
– « Cascade» : correspond au classiﬁeur présenté à la section 3.3.5 page 37. Il a été entraîné
sans le framework proposé ;
– « Cascade + framework » : correspond au classiﬁeur Cframework ;
– « McCascade + framework » : correspond à une cascade d’occultation créée à partir de
Cframework. Dans le cas des écharpes, celle-ci gère les occultations basses. Dans le cas des
lunettes de soleil, il s’agit des occultations hautes ;
– « McCascades + evidence + framework » : association des deux cascades d’occultations
par le principe de cascading with evidence.
Sur les trois ﬁgures, on note que le détecteur Cframework présente de très bonnes performances,
démontrant sa robustesse aux occultations hautes et basses. Le détecteur « McCascades + evi-
dence + framework » obtient des performances similaires et ne parvient pas à améliorer les
résultats. Dans le cas des cascades d’occultations, les performances sont améliorées pour les
occultations basses (écharpe). Elles sont par contre dégradées pour les occultations hautes (lu-
nette de soleil).
Ces résultats préliminaires montrent qu’il est possible de modiﬁer légèrement l’apprentis-
sage du détecteur de visages de face pour que celui-ci s’adapte plus facilement à des conditions
critiques (ici, des occultations). Cette piste reste à explorer. Notamment, comment généraliser
ce principe de zones ? Quels sont les impacts sur des visages tournés ?
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FIGURE 7.2 – Framework d’apprentissage robuste aux occultations. Deux zones Z1 ou Z2 sont
déﬁnies. Les classiﬁeurs faibles sont sélectionnés dans ces zones. Au total, cinq classiﬁeurs
faibles ont été sélectionnés. Les performances des classiﬁeurs faibles {h1,1, h1,2} sont équiva-
lentes à celles des classiﬁeurs {h2,1, h2,2, h2,3}
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FIGURE 7.3 – Évaluation du framework d’apprentissage sur des visages occultées par une
écharpe ou des lunettes de soleil. Le classiﬁeur « Cascade » est un détecteur de visages de
face entraîné sans le framework. Le classiﬁeur « Cascade + framework » est un détecteur de
visages de face entraîné avec le framework. Le classiﬁeur « McCascade + framework » est
une cascade d’occultation créée à partir du détecteur « Cascade + framework ». Elle gère les
occultations basses en (a) et les occultations hautes en (b). Enﬁn, le détecteur « McCascades
+ evidence + framework » associe le détecteur « Cascade + framework » et les deux cascades
d’occultation à l’aide du principe de cascading with evidence
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Annexe A
Images intégrales pour les matrices de
covariances
Le concept d’image intégrale appliqué aux matrices de covariance est ici présenté. Celui-ci
a été proposé par Tuzel et al. [69]. Pour une image en niveau de gris I , Tuzel et al. déﬁnissent
l’image intégrale Iint de I par :
Iint(x, y) =
∑
x′<x,y′<y
I(x′, y′) (A.1)
On remarque une différence avec la déﬁnition donnée par Viola et Jones [74] dans laquelle les
pixels d’abscisse x et d’ordonnée y sont inclus dans le calcul (voir équation (2.3)). En reprenant
la déﬁnition de la matrice de covariance donnée à la section 3.1.1, on a :
CR =
1
N − 1
N∑
k=1
(zk − μ)(zk − μ)T (A.2)
où R est une région de l’image des caractéristiques C. L’élément (i, j) de cette matrice s’écrit :
CR(i, j) =
1
N − 1
N∑
k=1
(zk(i)− μ(i))(zk(j)− μ(j)) (A.3)
En développant la moyenne μ et en réarrangeant les termes, on obtient :
CR(i, j) =
1
N − 1
[ N∑
k=1
zk(i)zk(j)− 1
N
N∑
k=1
zk(i)
N∑
k=1
zk(j)
]
(A.4)
Calculer la matrice CR nécessite de calculer les sommes sur chaque caractéristique zk(i)i=1,...,d
ainsi que les sommes sur chaque multiplication de couple de caractéristiques zk(i)zk(j)i,j=1,...,d.
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On construit ainsi d images intégrales pour chaque caractéristique zk(i) et d2 images intégrales
pour chaque couple de caractéristiques zk(i)zk(j).
Soit P le tenseur de taille W ×H × d des images intégrales des caractéristiques :
P (x, y, i) =
∑
x′<x,y′<y
C(x′, y′, i) i = 1, . . . , d (A.5)
etQ le tenseur de tailleW×H×d×d des images intégrales sur les couples de caractéristiques :
Q(x, y, i, j) =
∑
x′<x,y′<y
C(x′, y′, i)C(x′, y′, j) i, j = 1, . . . , d (A.6)
L’image intégrale d’une image en niveau de gris de taille W ×H se calcule en un passage sur
l’image. Ici, d passages sur les canaux de C de taille W ×H sont nécessaires pour calculer P
et (d + d2)/2 passages sont nécessaires pour calculer Q (car Q est symétrique), ce qui conduit
à une complexité de O(d2WH) pour le calcul de l’ensemble des images intégrales. Soit px,y un
vecteur de taille d et Qx,y une matrice de taille d× d :
px,y = [P (x, y, 1) . . . P (x, y, d)]
T
Qx,y =
⎛
⎜⎝
Q(x, y, 1, 1) . . . Q(x, y, 1, d)
...
...
Q(x, y, d, 1) . . . Q(x, y, d, d)
⎞
⎟⎠ (A.7)
Avec ces notations, la matrice de covariance d’une région R(1, 1; x′′, y′′), où (1, 1) est la coor-
donnée du coin supérieur gauche et (x′′, y′′) est celle du coin inférieur droit, est donnée par :
CR(1,1;x′′,y′′) =
1
N − 1
[
Qx′′,y′′ − 1
N
px′′,y′′p
T
x′′,y′′
]
(A.8)
où N = x′′ × y′′. De façon générale, la matrice de covariance d’une région R(x′, y′; x′′, y′′) est
donnée par :
CR(x′,y′;x′′,y′′) =
1
N − 1
[
Qx′′,y′′ +Qx′,y′ −Qx′′,y′ −Qx′,y′′
− 1
N
(px′′,y′′ + px′,y′ − px′,y′′ − px′′,y′)(px′′,y′′ + px′,y′ − px′,y′′ − px′′,y′)T
]
(A.9)
avec N = (x′′ − x′) × (y′′ − y′). Une fois les images intégrales calculées, la complexité du
calcul d’une matrice de covariance est en O(d2).
Annexe B
Sélection des sous-ensembles de
caractéristiques pertinents
La procédure proposée par Yao et Odobez [86] est ici décrite. Le but est de sélectionner
des sous-ensembles de caractéristiques de taille m parmi un ensemble de d caractéristiques
(m < d). Soit Smd = {Sm,c}c=1,...,Cdm l’ensemble des sous-ensembles de taille m avec Sm,c le
c-ème sous-ensemble et Cdm =
d!
m!(d−m)! est le nombre de sous-ensembles de taille m. Le but de
chaque itération de l’algorithme LogitBoost est de déterminer le meilleur couple (sous-fenêtre
r∗,sous-ensemble c∗) qui minimise la log-vraissemblance binomiale négative, i.e. :
(r∗, c∗) = argmin
r,c
(
Lr(Sm,c)
)
(B.1)
où Lr(Sm,c) est la log-vraissemblance binomiale négative déﬁnie à l’équation (3.5) après l’ap-
prentissage d’un classiﬁeur faible sur la sous-fenêtre r et sur le sous-ensemble de caracté-
ristiques Sm,c. La recherche exhaustive du couple (r∗, c∗) nécessite d’apprendre et de tester
Nsf ×Cdm classiﬁeurs faibles, ce qui devient rapidement infaisable lorsque m > 2. En effet, Cdm
augmente rapidement et le temps d’apprentissage d’un classiﬁeur faible augmente également
avec m. Pour m > 2, l’idée est donc de déterminer un nombre restreint de sous-ensembles de
caractéristiques susceptibles d’amener de bonnes performances. Pour cela, on commence par
tester tous les sous-ensembles de taille 2, ce qui donne {Lr(S2,c)}c=1,...,Cd2 où les plus petites
valeurs indiquent que les paires de caractéristiques associées sont de bons choix pour la classi-
ﬁcation. Ensuite, pour chaque sous-ensemble Sm,c de taille m > 2, une valeur de substitution
L˜r(Sm,c) pour la log-vraissemblance binomiale négative est calculée :
L˜r(Sm,c) =
∑
S2,s∈Sm,c
Lr(S2,s) (B.2)
Connaissant ces valeurs de substitution, on teste seulement les q sous-ensembles présentant les
plus faibles valeurs. Les tests de Yao et Odobez montrent qu’en sélectionnant q = 8 sous-
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ensembles (parmis 56) pour m = 3 et q = 12 sous-ensembles (parmis 70) pour m = 4, la
probabilité pour qu’un des sous-ensembles sélectionnés soit parmis les 3 meilleurs est de 0.94.
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Glossaire
AdaBoost : (ou Adaptative Boosting) une des premières méthodes de Boosting introduite par
Freund et Schapire.
Apprentissage artiﬁciel : ensemble de méthodes dont le but est la compréhension de tout phé-
nomène naturel par la construction de modèles mathématiques.
Apprentissage supervisé : ensemble de méthodes d’apprentissage artiﬁciel qui s’appuie sur
une base d’apprentissage constituée d’une grande quantité d’exemples labellisés.
Boosting : domaine de la reconnaissance des formes regroupant de nombreux algorithmes qui
combinent des classiﬁeurs faibles pour construire un classiﬁeur fort.
Cascade : association séquentielle de plusieurs fonctions de décision.
Classiﬁcation : action d’associer un label à un exemple.
Classiﬁeur faible : fonction de décision qui associe un label correct pour un peu plus de 50%
des exemples.
Classiﬁeur fort : fonction de décision qui est une combinaison linéaire de plusieurs classiﬁeurs
faibles.
Détection : action permettant de déceler la présence d’un objet, et éventuellement de préciser
sa position.
En ligne : un processus est dit « en ligne » lorsqu’il s’exécute au fur et à mesure du travail
principal qu’il doit réaliser.
Exemple : ensemble de données représentant un objet.
Fonction de décision : fonction associant un label à un exemple.
FROC : acronyme de « Free Receiver Operating Curves » , courbe couramment utilisée en
apprentissage automatique pour évaluer les performances d’une fonction de décision, re-
présentant le taux de bonnes détections en fonction du nombre de fausses alarmes.
Hors ligne : un processus hors-ligne réalise des tâches en différé du travail principal, soit avant
en prévision d’une opération particulière à effectuer pour le travail principal, soit après
pour traiter par exemple des informations récoltées pendant le travail principal.
label : mot ou nombre désignant un groupe d’objets cohérent suivant un ou plusieurs critères.
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Reconnaissance des formes : ensemble de techniques visant à associer automatiquement un
label à un exemple.
ROC : acronyme de « Receiver Operating Curves » , courbe couramment utilisée en apprentis-
sage automatique pour évaluer les performances d’une fonction de décision, représentant
le taux de bonnes détections en fonction du taux de fausses alarmes.
Temps réel : en informatique industrielle, on parle d’un système temps réel lorsque celui-ci
contrôle un procédé physique à une vitesse adaptée à l’évolution de ce procédé.
