Abstract. We present an efficient algorithm to compute all the extreme elements of a max-plus or tropical polyhedron. This algorithm relies on a combinatorial characterization of these extreme elements, when the polyhedron is defined by inequalities. We show that checking the extremality of an element of such a polyhedron reduces to computing the least model of a compact Horn formula, the latter being a factorized representation of a Horn formula. This allows us to develop an analogue of Motzkin's double description method in which redundant generators are eliminated a priori. We give theoretical bounds and experimental results showing that the algorithm outperforms the previous ones.
Introduction
Tropical algebra deals with structures like the max-plus semiring R max , which is the set R ∪ {−∞}, equipped with the addition x ⊕ y := max(x, y) and the multiplication x ⊗ y := x + y. The neutral elements for the addition and multiplication, i.e., the zero and the unit, will be denoted by ¼ := −∞ and ½ := 0, respectively. We shall use the notation λ −1 for the tropical inverse of a scalar λ ∈ R max \ {¼}, which is nothing but the opposite of λ. The tropical analogues of the operations on vectors and matrices are defined naturally.
The notions of convex sets, polyhedra, and cones also have tropical analogues. In particular, the elements of R d max , the dth fold Cartesian product of R max , may be thought of as points of an affine space. Then, a subset C ⊂ R d max is said to be tropically convex if, for all u, v ∈ C and for all λ, µ ∈ R max such that λ ⊕ µ = ½ (i.e. max(λ, µ) = 0),
Here, if u is the vector with entries u i , 1 ≤ i ≤ d, λu denotes the (tropical) multiplication of u by the scalar λ, i.e. the vector with entries λ ⊗ u i (= λ + u i ), 1 ≤ i ≤ d. Hence, the latter condition on the tropical linear combination λu ⊕ µv is the exact analogue of the classical one, except that the requirement that λ, µ be nonnegative is ommited. Indeed, in the tropical setting, all the scalars are "nonnegative", because ¼ = −∞ ≤ λ holds for all λ ∈ R max .
The elements of R d max may also be thought of as vectors. Then, the convex cones C ⊂ R d max are defined as the convex subsets above, except that the relation (1) is now required to hold for all scalars λ, µ ∈ R max and not only for those such that λ ⊕ µ = ½.
A tropical half-space is a set of the element x = (x i ) ∈ R d max verifying an inequality constraint of the form max 1≤i≤d a i + x i ≤ max 1≤i≤d b i + x i ,
where the coefficients a i , b i ∈ R max are given. A tropical polyhedral cone can be defined as the intersection of finitely many tropical half-spaces, or equivalently, as the set of linear tropical combinations of a finite set of vectors (see Section 2) . The previous notions have affine analogues, which are called affine tropical half-spaces, and tropical polyhedra, respectively.
Contributions.
In the present paper, we develop a new algorithm, which is analogous to the classical double description method [17] , including some of its refinements [18] . We compute the extreme rays of a polyhedral cone, since the more general problem of computing the extreme points of a polyhedron and the extreme rays of its recession cone reduces to it [19] . The basis of the method is a result (Theorem 1) allowing one, given a polyhedral cone C and a half-space H, to construct a list of candidates for the generators of C ∩ H. The key ingredient is a characterization of the extreme generators of a polyhedral cone defined externally (Theorem 2). This allows us to reduce the verification of the extremality of a candidate to a problem related to compact Horn formulas, which are factorized representations of Horn formulas (Theorem 3). The latter problem can be solved efficiently (Proposition 8) by adapting a linear algorithm deciding the satisfiability of Horn clauses, due to Dowling and Gallier [20] . We include a complexity analysis and experimental results, showing that the new algorithm outperforms the earlier ones, allowing us to solve instances which were previously unaccessible.
Tropical Polyhedra and Cones
Vectors of R d max will be denoted by bold symbolds, like x = (x 1 , . . . , x d ). A tropical polyhedral cone, defined as the intersection of n half-spaces, will be written as the set of the solutions of a system of inequality constraints:
Here, A = (a ij ) and B = (b ij ) are n × d matrices with entries in R max , concatenation denotes the matrix product (with the laws of R max ), and ≤ denotes the standard partial ordering of vectors. The ith inequality of the system corresponds to the half-space We warn the reader that unlike in [21] , the vectors of the tropical cones we consider may have some tropically zero (i.e., −∞) coefficients.
Tropical polyhedral cones, and more generally, closed tropical cones, are known to be the (tropical) convex hull of their extreme rays [22, 19, 23] . Recall that a ray u is the set of scalar multiples of a non-zero vector u (then, u is said to be a representative of the ray). It is extreme in a cone C if u ∈ C and if u = v ⊕ w with v, w ∈ C implies that u = v or u = w. A set G = (g i ) i∈I of vectors is said to generate a tropical cone if every vector of the set belongs to the cone, and if every vector x of the cone can be written as a tropical linear combination i λ i g i of finitely many vectors of the set G (with (λ i ) i ∈ R (I) max ). The previous result implies that every generating family of a cone that is minimal for inclusion is obtained by selecting precisely one (non-zero) element in each extreme ray. 4 A tropical polyhedron of R d max is defined by a system of inequalities of the form Ax⊕c ≤ Bx⊕d, where c, d ∈ R d max , i.e. as the intersection of many finitely affine halfspaces respectively given by the constraint max(c i , max 1≤j≤d a ij + x j ) ≤ max(d i , max 1≤j≤d b ij + x j ). As in the classic setting, a tropical polyhedron admits an internal representation provided of its extreme generators, which are either points or rays (see [19] ). Then, the polyhedron is the set of the tropical affine combination i∈I λ i v i ⊕ j∈J µ j r j , where the (v i ) i∈I are the extreme points, the (r j ) j∈J a family formed by one representative of each extreme ray, and i λ i = ½. In [19] , it has been shown that every tropical polyhedron of R d max can be represented by a tropical polyhedral cone of R d+1 max . Such a cone C can be defined by the system of inequalities A c z ≤ B d z. In that case, the extreme rays of the cone can be proved to be in one-to-one correspondence with the extreme generators of the polyhedron: the extreme points v i and rays r j are respectively associated to the extreme rays of C of the form (v i , ½) and (r j , ¼) . That is why, in the present paper, we will only state the main results for cones, leaving to the reader the derivation of the affine analogues, along the lines of [19] , in which such issues are detailed.
Example 1.
In the sequel, we will illustrate our results on the tropical polyhedron P defined by the system (2), or equivalently on the polyhedral cone C defined by the system (3):
The polyhedron P is depicted in solid gray (the black border is included) in the left hand side of 
Tropical Analogue of the Double Description Method
If C is a polyhedral cone, and if H is a tropical half-space, the following theorem will allow us to construct a generating family of C ∩ H from a generating family of C. Actually, it will be convenient to consider tropical cones that are closed in the usual topology of R d max (the latter can be defined by the metric (x, y) → max 1≤i≤d |e x i − e y i |). Since polyhedral cones are always closed (see e.g. [19, 23] ), this setting is more general.
Theorem 1 (Principle of the tropical double description method). Let C be a closed tropical cone generated by a set G of elements of R d max , and let H be a half-space { x | ax ≤ bx }, where a, b ∈ R 1×d max . Then the cone C ∩ H is generated by the set
Proof. Let G ′ be the family of elements provided by Th. 1. The inclusion cone(G ′ ) ⊂ C ∩ H is obvious. Now consider x ∈ C ∩ H. Using Minkowski's theorem for tropical closed cones [19, Theorem 3.1], x can be written as a combination of at most d + 1 elements of G, i.e. x = d+1 i=1 λ i g i where g i ∈ G and λ i ∈ R max for all i. Observe that ax ≤ bx implies:
Suppose that
which is a contradiction. It follows that ag j >bg j λ j (bg j ) ≤ ag i ≤bg i λ i (bg i ), so that, by (4),
5 When dealing with examples in R 2 max or in R 3 max , we shall consider vectors the entries of which are denoted by x, y, z rather than x1, x2, x3.
Let κ be the right member of (5). If κ > ¼, then
The combinations (ah)g ⊕ (bg) with ag = bg and ah > bh do not appear in the family resulting from the double description method for classical cones, while they are necessary in the tropical setting. For instance, consider the cone of R 3 max generated by the family G consisting of the elements where g = (0, 0, 0) and h = (2, 1, 0). Its intersection with the half-space { (x, y, z) | y ≤ z } is generated by a minimal family containing: (i) g, which is the unique element of G satisfying the condition y ≤ z, (ii) and g ′ = (2, 1, 1), which results from the combination of g and h.
Example 2. Consider the cone defined in Example 1 and the constraint y ≤ z + 2.5 (depicted in semi-transparent gray in Figure 2 ). The three generators g 1 , g 2 , and g 3 satisfy the constraint, while g 0 does not. Their combinations are the elements h 1,0 , h 2,0 , and h 3,0 respectively.
A conversion algorithm from constraints to generators, i.e. an algorithm for computing a generating family of a cone C defined by a system of constraints Ax ≤ Bx, can now be described. It is defined by induction on the number n of inequalities:
Base case for n = 0, C matches R d max , so that it is generated by the tropical canonical basis
Inductive step for n > 0, the system is splitted into Cx ≤ Dx formed by the (n − 1) first inequalities, and ax ≤ bx by the last one. Let G be a generating family of elements of the cone D defined by Cx ≤ Dx. Then applying Theorem 1 on D and the constraint ax ≤ bx provides a generating family of C.
Nevertheless, this algorithm, just as Theorem 1, may return non-extreme elements. For instance, in Example 2, only h 1,0 is extremal, whereas h 2,0 and h 3,0 are not. While the extreme rays of a cone yield a minimal generating family, other generating families which contain non-extreme elements may be arbitrarily large. Consequently, a conversion algorithm can be considerably inefficient if it yields non-extreme elements. For instance, during the inductive step of the previous algorithm, the number of generators grows quadratically at each step in the worst case (because of the pairwise combinations in Th. 1 of the g and the h), so that the complexity of the whole conversion algorithm is O(d 2 n ) both in time and space, which is not satisfactory.
To overcome this problem, non-extreme elements of the family provided by Th. 1 can be detected at each step of the induction and simply forgotten. Indeed, the membership to the tropical cone generated by a family can be checked in linear time by residuation, and an old result shows that by deleting successively the elements of a family which are tropical linear combinations of the remaining ones, we arrive at a minimal generating family, see [24] for an interpretation and a justification in terms of anti-matroids, [19, 23] for further results, and specially [23] for algorithmic details. However, such a successive elimination turns out to be inefficient in the present setting (see Section 6). We propose in the next section a novel approach, which yields an algorithm to test directly the extremality of a vector in a cone defined by means of inequality constraints.
Characterizing Extremality from Inequality Constraints
Preliminaries on Extremality The following lemma, which is a variation on the proof of Theorem 3.1 of [19] and on Theorem 14 of [23] , shows that the extremality is equivalent to a minimality property.
Proposition 1. Given a tropical cone C ⊂ R d max , g is extreme if and only if there exists
In that case, g is said to be extreme of type t.
In that case, for each i ∈ { 1, 2 }, x i ≤ g, and there is an i such that
Conversely, assume that for every index t, g is not minimal in the set { x ∈ C | x t = g t }, so that we can find a vector x t such that x t ≤ g, x t t = g t , and x t = g. As a result, g = x 1 ⊕ . . . ⊕ x d . Since no x t is equal to g, this shows that g cannot be extreme.
Example 3. In Figure 3 , the light gray area represents the set of the elements (x, y, z) of R 3 max such that (x, y, z) ≤ g 2 implies x < g 2 x . It clearly contains the whole cone except g 2 , which shows that the latter element is extreme of type x. 6
is a contradiction with the extremality of type t of g.
A tropical segment is the tropical convex hull of two points. Using the fact that a tropical segment joining two points of a tropical cone yields a continuous path included in the cone, one can check the following proposition, which shows that extremality can be expressed as a local property.
Proposition 2. Given a tropical cone C ⊂ R d
max , g is extreme of type t if and only if there exists a neighborhood V of g such that g is a minimal element of the set { x ∈ C ∩ V | x t = g t }.
Proof. If such a neighborhood V exists, let us consider x ∈ C such that x ≤ g and x t = g t . Suppose that x is distinct from g. Then any element of the form y = x ⊕ αg with α < 0 also satisfies y ≤ g, y t = g t , and y = g. Now, for α enough close to g, y belongs to V , which contradicts the extremality of g.
⊓ ⊔
Finally, it can be shown that the extremality of an element g in a cone C can be equivalently established by considering the vector formed by its non-¼ coordinates. Formally, we denote by
max onto the element consisting of its coordinates x i for each i ∈ I. Then the following proposition holds: 
Proof. For sake of simplity, we assume that S = { 1, . . . , p }, where p is the cardinality of S.
(ii) ⇒ (iii) Now, suppose g extreme of type t in the cone D. By Lemma 1, t belongs to S. Consider y ∈ E such that y ≤ h and y t = h t . Let x ∈ D such that y = π S (x). Then x ≤ g and x t = y t = h t = g t . As a consequence, x = g, which implies y = h. (iii) ⇒ (i) Finally, if h is extreme of type t in E, let x ∈ C such that x ≤ g and x t = g t . Then supp(x) ⊂ S, hence y = π S (x) satisfies y ∈ E, y ≤ h and y t = h t . This shows y = h, so that
This will allow us to assume, without loss of generality, that supp(g) = { 1, . . . , d }.
Expressing Extremality Using the Tangent Cone. For now, C is supposed to be a tropical polyhedral cone of R d max defined by a system Ax ≤ Bx of n inequalities. Consider an element g of the cone C, which we assume, from the previous discussion, to have a support supp(g) = { 1, . . . , d }. In this context, the tangent cone of C at g is defined as the tropical cone T (g, C) of R d max given by the system of inequalities max i∈arg max(A k g)
where for each row vector c ∈ R 1×d max , arg max(cg) is defined as the argument of the maximum cg = max 1≤i≤d (c i + g i ), and where A k and B k denote the kth rows of A and B, respectively.
The tangent cone T (g, C) provides a local description of the cone C around g: Proof. Consider a neighborhood N in which all elements x satisfy the following conditions:
Let x ∈ N . Note that x belongs to C if and only if, for each k verifying
by definition of N .
Suppose that x belongs to C. Let k such that
Since for all i ∈ arg max(A k g) and j ∈ arg max(B k g), a ki + g i = b kj + g j > ¼, the term a ki + g i (resp. b kj + g j ) can be substracted from a ki + x i (resp. b kj + x j ) in (7), which shows: (8) is a tautology.
Conversely, suppose that x − g is an element of T (g, C). Consider k such that A k g = B k g. Adding the term a ki + g i (resp. b kj + g j ) to each x i − g i (resp. x j − g j ) in (8) shows that x satisfies (7).
⊓ ⊔
As an illustration, Figure 4 depicts the set g 2 + T (g 2 , C) (in semi-transparent light gray) when C is the cone defined in Ex. 1. Since extremality is a local property, it can be equivalently characterized in terms of the tangent cone. Let 0 be the element of R d max whose all coordinates are equal to 0. Proposition 5. The element g is extreme in C if and only if the vector 0 is extreme in the tangent cone T (g, C).
Proof. Let N ′ be the set consisting of the elements x − g for x ∈ N , where N is given by Prop. 4.
Suppose that g is extreme of type t in the cone C, and consider y ∈ T (g, C) ∩ N ′ such that y ≤ 0 and y t = 0. Let x = g + y, then x ∈ C by Prop. 4. Besides, x ≤ g and x t = g t , so that x = g and y = 0. As N ′ is a neighborhood of 0, this proves that 0 is extreme of type t in T (g, C) by Prop. 2.
Conversely, suppose that 0 is extreme of type t in T (g, C). Let x ∈ C ∩ N verifying x ≤ g and x t = g t . If y = x − g, then by Prop. 4 that y is an element of T (g, C). Moreover, y ≤ 0 and y t = 0, so that y = 0 and x = g.
As a consequence, the problem is now reduced to the characterization of the extremality of the vector 0 in a cone defined by { ¼, 0 }-constraints, i.e. a system of the form Cx ≤ Dx where C, D ∈ { ¼, 0 } n×d . The following proposition states that only { ¼, 0 }-vectors (i.e. elements of { ¼, 0 } d ) have to be considered:
Then, the vector 0 is extreme of type t if and only if it is the unique element
Proof. If 0 is extreme of type t, then it is minimal in the set { x ∈ D | x t = 0 }, so that it is also
It follows that the latter set is reduced to { 0 }.
Conversely, consider x ∈ D such that x ≤ 0 and x t = 0. Let (x k ) k≥1 be the sequence defined by x k i := k×x i . Since the coefficients of the matrices C and D are in the set { ¼, 0 }, it is straightforward that each x k belongs to D. Moreover, the sequence (x k ) k≥1 obviously converges to an element
It follows that x ∞ ≤ 0, and x ∞ t = 0. Besides, the cone D is closed, thus x ∞ ∈ D. This implies x ∞ = 0 by assumption, which leads to x = 0.
⊓ ⊔
The following criterion of extremality is a direct consequence of Prop. 5 and 6:
Theorem 2. Given a tropical polyhedral cone C ⊂ R d max , the element g ∈ C is extreme of type t if
and only if 0 is the unique { ¼, 0 }-element of the tangent cone T (g, C) whose t-th coordinate is 0. Figure 5 shows that in the cone C defined in Example 1, the three { ¼, 0 }-elements of T (g 2 , C) distinct from 0 (depicted as squares) all have ¼ as first coordinate. Naturally, testing, by exploration, whether the set of 2 d−1 { ¼, 0 }-elements x verifying x t = 0 belonging to T (g, C) consist only of g does not have an acceptable complexity. Instead, we propose to use the equivalent formulation of the criterion given in Th. 2:
and to show that this can be translated into a problem related to a fragment of first-order propositional logic, which can be solved much more efficiently.
Expressing Extremality in Propositional Logic. We first recall some of the necessary basics of first-order propositional logic. Consider the propositional structure formed by: (i) a family { Z 1 , . . . , Z d } of d propositional variables, (ii) and the connectors ¬ (negation), ∧ (conjunction), and ∨ (disjunction). If F 1 and F 2 are two formulas, the implication F 1 ⇒ F 2 (or equivalently
An assignment σ is a function from each variable Z i to one of the two truth values true of false. For sake of simplicity, it will be rather represented by the set of the Z k which have the value true. Such a σ is a model of a formula F (or equivalently σ satisfies F ) if replacing each Z i by its associated truth value yields a true assertion. In that case, the formula F is said to be satisfiable.
Principle of the Translation into First-Order Propositional Logic. Consider an element
and an integer k ∈ { 1, . . . , p } such that A k g = B k g. Then the element x satisfies the constraint (6) of the tangent cone T (g, C) if and only if the following statement holds: if for all j ∈ arg max(B k g), 
The formula F g,C belongs to the class of compact Horn formulas. A compact Horn formula is defined as a conjuntion of compact Horn clauses, which have three possible forms: (i) an implication 
Consequently, g is an extreme element in C if and only if the intersection of the least models of the formulas
Algorithm and complexity. In [20] , Dowling and Gallier have introduced an algorithm allowing to compute the least model of a satisfiable Horn formula in linear time in its size. We are now going to show that this algorithm can be generalized to compact Horn formulas while keeping the same complexity. The size of a Horn formula (possibly compact) is defined as the sum of the sizes of its clauses, i.e. the number of propositional variables appearing in each of them.
We briefly discuss the principle of the algorithm. Consider a compact Horn formula F . Variables that have to be true in order that the formula F be satisfied are collected by successive iterations in an assignment M : suppose that in the formula, there is a propositional variable Z k appearing in a compact Horn fact Z k 1 ∧ · · · ∧ Z kq , and which is not yet in M , then (i) Z k has to be appended to M (otherwise, F would be false in the assignment M ), (ii) any clause, in the current formula, of the form C 1 ⇐ (C ′ 2 ∧ Z k ) can be safely replaced by C 1 ⇐ C ′ 2 , the latter being equivalent to the former in the updated assignment M .
The whole algorithm consists of a loop iterating these two steps, which starts from M = ∅ and is executed while there is a variable Z k ∈ M appearing in a compact fact of the current formula. At the end of the loop, M can be shown to coincide with the least model of the initial formula F . Nonetheless, a particular data structure is used in order that the time complexity be linear. First, each propositional variable is assumed to be linked to the list L k of the clauses C 1 ⇐ C 2 in which it appears initially in C 2 . 7 Thus the clauses involved in the step (ii) can be accessed directly through the list L k . However, instead of physically removing the variable Z k from the tail of the clauses C 1 ⇐ C 2 of L k , a counter c C 1 ⇐C 2 representing the number of remaining variables in C 2 is decremented. This counter is initially set to the size of C 2 , and when it reaches the value 0, it means that the clause C 1 ⇐ C 2 is now reduced to the compact fact C 1 . In that case, each variable Z i appearing in C 1 is a possible candidate for the next iteration of the main loop, and is consequently pushed on a stack S, in order to be treated later. In this way, the stack S contains all the variables Z i appearing in a compact fact of the current formula, and which are not already in the assignment M . Note that each Z i is tagged with a boolean b i which is true when Z i is stored in the stack or in the assignment M . This avoids to push a variable on the stack more than once.
The algorithm is presented in Figure 6 . The initialization step (from Lines 1 to 14) is clearly linear. Each variable Z k is treated at most once by the main loop, and the time complexity of the corresponding iteration is O(|L k |) if the instructions between Lines 19 and 24 are not considered. These latter are executed at most once for each clause C 1 ⇐ C 2 in the whole execution of the algorithm and their time complexity is O(size(C 1 )) for each. The whole time complexity is therefore
, so that it is linear in the size of the formula F . It can be also verified that the space complexity is linear.
In our setting, each formula
Hence, the least model of F g,C ∧ Z k can be computed in O(n · d). Assuming that the intersection of two sets can be computed in linear time, the complexity of evaluating the criterion of Th. 3 is given by the following proposition: 
if h is not null and satisfies the criterion of Th. 3 then In comparison, an element g is extreme in a classical pointed cone of R d defined by a system Ax ≥ 0 (A ∈ R n×d ) if and only if the rank of the matrix A formed by the rows A k verifying A k g = 0 is equal to (d − 1) (see [18, Proposition 5] ). This criterion can be typically evaluated using Gauss elimination algorithm, which takes O(n · d 2 ) arithmetical operations. Therefore, checking the extremality of a vector uses the same number of arithmetical operations in the tropical and in the classical case, but the execution time of the tropical algorithm, which is purely combinatorial, is independent of the length of the coding of the entries of the matrices.
Computing All Extreme Rays of Tropical Cones
The algorithm defined in Fig. 7 is based on the inductive approach given in Sect. 3, and uses the extremality criterion of Th. 3 at each step of the induction in order to yield extreme elements only.
Observe that in the inductive step, there is no need to check whether the elements of G ≤ are extremal: such elements belongs to C = { x | Ax ≤ Bx }, and by induction hypothesis, they are extreme in the cone C ′ = { x | Cx ≤ Dx } which is being included in C. Therefore, they are also extreme in C.
Furthermore, before being appended to the set H, the combination h = (ag j )g i ⊕ (bg i )g j is first normalized to the element h ′ so that the family H contains only one representative of each represented rays.
Finally, the running time of the algorithm ComputeExtreme may depend on the way the system Ax ≤ Bx is splitted into the subsystem of (n−1) constraints Cx ≤ Dx and the inequality ax ≤ bx. While we did not yet investigate that point, several strategies like in the classical case (e.g. see [18] ) could be studied in the future.
Complexity analysis. It will be supposed that every set of elements of R d max is encoded by a hashtable, i.e. each element is mapped from its hash value. Therefore, appending an element can be reduced to hashing a vector of size d, so that the complexity is O(d). Besides, each operation in R max is supposed to take a unit time. Then, in the inductive step, supposing that the family G has been computed, the time complexity of computing the family H is O(n · d 2 · |G| 2 ). This implies:
, where 
The celebrated upper bound theorem of McMullen [26] shows that the maximal number of extreme points of a polyhedron of R d defined by n affine inequalities is
In a companion work of the authors with Katz, we show that the number of extreme rays of a tropical cone C in R d max defined by a system of n inequalities is bounded by V (n + d, d − 1). The latter quantity is of an order of magnitude of (n + d) d/2 .
Corollary 1. The time complexity of the algorithm ComputeExtreme is bounded by
O((n · d · V (n − 1 + d, d − 1)) 2 ).
Benchmarks
The algorithm ComputeExtreme has been implemented in a prototype written in OCaml. Table 1 reports some experiments for different values of the dimension d and the number of constraints n, each sample being formed by 15 cones chosen randomly 8 . For each sample, the slowest and the fastest execution times T is given (fourth column). Our method is able to handle cones with several thousand extreme elements (see second column), but its execution time also strongly depends on the cardinality of the minimal generating families of the intermediate cones. This dependency, which also occurs in the classical double description method (see Section 7), is illustrated by the maximal numbers of generators arising in the intermediate steps given in the third column.
For every example, the memory consumption is negligible (at worst 20 Mb). The most time consuming part of the algorithm is by far the evaluation of the criterion given by Th. 3 on the pairwise combinations of elements of G ≤ and G > (Lines 8 to 14) . The efficiency of this criterion is therefore crucial to handle tropical cones in which the size of the intermediate families is important.
The earlier approach, which is the one implemented in 1998 in the Maxplus toolbox of Scilab, and refined more recently in our work [13] , amounts in the present setting to construct progressively a minimal generating family H from the vectors h produced at Line 9. Each time an element h is appended to the family, one must check whether some other element of the family become redundant. Since checking whether a given vector is the tropical linear combination of the other ones requires a time O(d · |H|), the whole step of elimination of non-extreme elements is therefore O(d · |H|
2 ) = O(d · |G| 4 ) at worst, while the same step requires O(d 2 · p · |G| 2 ) with Th. 3. Since |G| 2 is often much greater than d · p, this earlier approach yields a much larger bound. In order to allow a fair experimental comparison, we have implemented an alternative version of ComputeExtreme in which our extremality characterization is replaced by the previous method. The resulting execution time T ′ is given in the fifth column. For instance, in the slowest case, it requires two days and half for d = 15 and n = 12, and more than 10 days for d = 20 and n = 12 (the processus has been aborted before the last inequality was processed). The last column reports the ratio between the performance of the two algorithms (only slowest executions are taken into account). This shows that our method yields an important breakthrough in terms of speed.
Conclusion and Related Work
This work provides an efficient method to compute all extreme elements of tropical polyhedral cones and polyhedra defined by inequalities. It is based on an analogue of the double description method, and an original criterion to determine the extremality of elements in cones. Existing approaches [14] [15] [16] involve similar combinations of elements to those given in Th. 1 (albeit they were proved on tropical polyhedral cones only), and may also provide non-extreme generators. Therefore, some methods to eliminate redundant elements have to be used in association, e.g. [19, 23] . As mentioned in Section 6, these methods have a greater time complexity and poorer experimental performance compared to the criterion of Th. 3. Joswig has introduced in [27] an algorithm to compute all pseudo-vertices of tropical polytopes (i.e. bounded tropical polyhedra) defined as the intersection of tropical halfspaces. However, pseudo-vertices may be not extreme, so that this approach is not satisfactory to compute only extreme elements.
The analogous problem for classical cones has been thoroughly studied in the litterature (see [28] for an exhaustive list of references). Fukuda and Prodon precisely described the double description method in [18] and some techniques to eliminate non-extreme elements. One of them is based on a matrix rank computation, and has a similar complexity to ours (see Prop. 8 and the following discussion). For future work, we plan to study whether the other techniques have equivalent in our setting. Besides, [18] quotes that the performance of the algorithm may significantly vary when considering different orderings of the inequalities in the initial constraint system. Similar orderings could be considered for our algorithm.
Nevertheless, the complexity of the double description method may be exponential in the size of the input and the output (see [29] which shows how to build "bad" candidates). Avis and Fukuda have defined in [30, 31] a very efficient method which is polynomial for a subclass of polytopes. It would be relevant to adapt this method for a class of tropical polyhedral sets.
