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1 Introduction
Our motivation is based on the following ‘philosophical’ question: what is the simplest
local geometric condition on a tensor with two indices?
For bivectors P = P ij∂xi ∧ ∂xj , such a condition is, possibly, the Jacobi identity, so
that P ij defines a Poisson bracket. Similarly, for differential 2-forms ω = ωijdx
i ∧ dxj ,
the simplest geometric condition is the closedness, dω = 0, leading to the notion of a
symplectic structure.
For non-degenerate symmetric tensors g = gijdx
idxj , (pseudo)-Riemannian metrics, a
natural candidate is the condition that g has constant curvature or is just flat. There
are, however, other more sophisticated properties like being locally symmetric, con-
formally flat, Einstein or having holonomy group with special properties. Since non-
degenerate (2, 0)-tensors are in one-to-one correspondence with non-degenerate (0, 2)-
tensors, these conditions can be reformulated for (2, 0) symmetric tensors as well1. For
1Of course, for non-degenerate skew-symmetric tensors we can do the same, then the above two
conditions become equivalent: ω is closed if and only if P = ω−1 satisfies the Jacobi identity.
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degenerate symmetric tensors B = (bij), one may consider integrability condition for
the kernel of B. Symmetric tensors B with totally non-integrable distribution defined
by KerB are known as sub-Riemannian structures.
These examples illustrate the fact that simple assumptions lead to important geometric
structures and give rise to fundamental theories. The above geometric conditions and
related structures appeared independently and proved to be useful in different topics
in mathematics and mathematical physics. Notice that in the most cases important
ingredients were both local description and global analysis of such geometric struc-
tures including, in particular, topological obstructions for their existence on compact
manifolds and studying singularities. The latter was especially important for Poisson
structures and, due to A.Weinstein [42], became the starting point of modern Poisson
geometry.
The main object of our paper are (1, 1)-tensors. As the simplest geometric condition
in this case, it is natural to choose the condition NL = 0, where NL is the Nijenhuis
tensor of the (1, 1)-tensor L = (Lij). Recall that NL is the (1, 2)-tensor (vector valued
2-form) defined by
NL(v, w) = L2[v, w] + [Lv, Lw]− L[Lv, w]− L[v, Lw]
for arbitrary vector fields v and w.
Definition 1.1. By Nijenhuis operators we understand (1, 1)-tensors with vanishing
Nijenhuis tensor. A manifold M together with such an operator defined on it is called
a Nijenhuis manifold.
Our ultimate goal is to answer the following natural questions, which are motivated by
the ‘philosophical’ discussion above:
1. Local description: to what form can one bring a Nijenhuis operator near almost
every point by a local coordinate change?
2. Singular points: what does it mean for a point to be generic or singular in the
context of Nijenhuis geometry? What singularities are non-degenerate? What
singularities are stable? How do Nijenhuis operators behave near non-degenerate
and stable singular points?
3. Global properties: what restrictions on a Nijenhuis operator are imposed by com-
pactness of the manifold? And conversely, what are topological obstructions on
a Nijenhuis manifold carrying a Nijenhuis operator with specific properties (e.g.
with no singular points)?
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These questions seem to be rather natural on their own and, we believe, deserve to
be thoroughly discussed. Each of us, however, has come to them in his own way via
projective geometry and/or theory of bi-Hamiltonian systems. We would like to give a
few comments about that.
In the theory of bi-Hamiltonian systems that goes back to the pioneering work of
F.Magri [28], Nijenhuis operators appear as the so-called recursion operators and their
role in this area have been well understood for many years [29, 24, 40]. However, only
relatively recently it has been understood that singularities of Lagrangian fibrations
related to bi-Hamiltonian systems should apparently be controlled by singularities of
the corresponding recursion operator (A.B. and A. Izosimov [5], see also [9]).
In the theory of integrable systems on Lie algebras, one often considers algebraic Ni-
jenhuis operators L : g→ g defined on a Lie algebra (g, [ , ]) and satisfying the identity
L2[x, y] + [Lx, Ly] − L[Lx, y] − L[x, Ly] = 0 (see e.g. [24, 35]). Such an operator on
g naturally induces a left-invariant operator on the corresponding Lie group G which
is automatically Nijenhuis in the sense of Definition 1.1. Algebraic Nijenhuis operators
turned out to be the main tool used by A.K. [23] to study Sokolov-Odesskii systems
introduced in [34].
In metric projective geometry, one of the important topics is a description of closed
manifolds admitting geodesically equivalent Riemannian or pseudo-Riemannian met-
rics. There are strong topological obstructions for such manifolds. Some of them have
been discovered by V.M. [31]. One of possible approaches to the problem could be
based on the fact that such a manifold M always carries a globally defined Nijenhuis
operator (see [6] by A.B. and V.M. and Section 6.2).
The above are just some examples, from our personal experience, illustrating possi-
ble applications of Nijenhuis geometry. Of course, the list can be continued. We
would like to especially refer to the theory of Poisson-Nijenhuis structures (Y.Kosmann-
Schwarzbach and F.Magri [24]), and classification of compatible pairs and multi-dimensional
Poisson brackets of hydrodynamic type (E. Ferapontov [13], E. Ferapontov, P. Savoldi
and P. Lorenzoni [14]).
This work is the first, and main, of the series of papers in progress dedicated to the
questions 1–3. It serves as an introduction to Nijenhuis Geometry that, in view of
the above agenda, should be understood in much wider context than before: from
local description at good generic points to singularities and global analysis. The goal
of the present paper is to introduce terminology, develop new important techniques
(e.g., analytic functions of Nijenhuis operators, splitting theorem and linearisation),
summarise and generalise basic facts (some of which are already known but we give
new self-contained proofs), and more importantly, to demonstrate that the proposed
research programme is realistic by proving a series of new, not at all obvious, results
(e.g., Corollaries 4.1, 6.1 and 6.2).
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The paper is organised as follows. We start with a technical Section 2 containing the list
of useful formulas, basic facts and equivalent definitions for Nijenhuis operators which
will be used later. One of the key points here is our treatment of the characteristic
polynomial of a Nijenhuis operator, namely, formulas (6) and (8) leading to a general
principle (Corollary 2.2) stating that a Nijenhuis operator can be uniquely recovered
from the characteristic polynomials if its coefficients are functionally independent al-
most everywhere.
The most important result of Section 3 is, possibly, the splitting theorem which basi-
cally reduces the local study of Nijehhuis operators to the case when L has only one
eigenvalue at a given point (Theorems 3.1, 3.2). This point need not to be generic in
any sense! Another useful technique we suggest in this section is based on studying
matrix functions f(L) of Nijenhuis operators, which allows us, in particular, to analyse
real Nijenhuis operators L with no real eigenvalues. We show that one can canonically
construct a complex structure on the manifold with respect to which the Nijenhuis
operator automatically becomes holomorphic.
Then we discuss local canonical forms for Nijenhuis operators in a neighbourhood of a
generic point or a singular point which is in some sense non-degenerate. We give slightly
modified versions of classical diagonalisability theorems going back to Nijenhuis [32] and
Haantjes [19] under three different assumptions (gl-regularity, algebraic genericity and
functional independence of eigenvalues) and also describe canonical forms for Jordan
blocks (Theorem 4.7). Combining Theorems 3.2, 4.2, 4.7 and Remark 4.2 leads us
to local normal form for Nijenhuis operators L on M (for an open everywhere dense
subsetM◦ ⊆M of algebraically generic points) under the condition that each eigenvalue
of L has geometric multiplicity one. Another important result of Section 4 is the
answer to the following question. Consider a singular point x0 ∈ Mn at which a
Nijenhuis operator L has a certain prescribed algebraic type, for instance, L is a single
Jordan block. Then we may think of L(x) as an n-parametric deformation of L(x0)
which, in general, immediately changes its algebraic type. What is a typical behaviour
of Nijenhuis operators at such points? We show that in the case of a single Jordan
block, Nijenhuis deformations exactly coincide with versal deformations in the sense of
V.Arnol’d [1] (Theorem 4.4) and, therefore, are stable (Corollary 4.1). For an arbitrary
algebraic type, a conjectural answer is given in Theorem 4.5 that describes one of
possible scenarios for Nijenhuis deformations in the most general case. However, the
stability of such a scenario is an open question.
The next Section 5 is devoted to linearisation of Nijenhuis operators at singular points
p ∈ M of scalar type, i.e., such that L(p) = c · Id. This procedure is similar to the
linearisation of Poisson structures [42] and leads to the so-called left-symmetric algebras
(LSA). We discuss here the linearisation problem (under what conditions a Nijenhuis
operator L is equivalent to its linear part Llin?) that is directly related to Question 2
stated above. The main result of this section is the proof of stability for singular points
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of diagonal type in the real analytic case. This means, in other words, that the diagonal
LSA is non-degenerate.
Finally, in Section 6, we prove several global results related to Question 3. Namely
we show that a Nijenhuis operator L on a compact manifold cannot have non-constant
complex eigenvalues (Theorem 6.1) and, moreover, if M = S4, then the eigenvalues of
L have to be real (Corollary 6.2). Another unexpected observation is that compactness
prevents existence differentially non-degenerate singular points (Corollary 6.1). Two
other applications are related to the theory of bi-Hamiltonian systems and projective
geometry. We study the behaviour (canonical forms) of Poisson-Nijenhuis structures
and geodesically equivalent metrics at singular points which, to the best of our knowl-
edge, have never discussed before.
Acknowledgements. The work of A.B. and A.K. was partially supported by the grant
NSh-6399.2018.1 (contract no. 075-02-2018-867). Visits of A.B. and A.K. to the Univer-
sity of Jena were supported by DFG (via GK 1523) and DAAD (via Ostpartnerschaft
programm), A.B. and A.K. appreciate hospitality and inspiring research atmosphere
of the Institute of Mathematics in Jena. The authors are grateful to E. Ferapontov,
A.Panasyuk, V.Novikov, A.Prendergast-Smith, I. Zakharevich, E.Vinberg for valuable
discussions and comments.
2 Definitions and basic properties
2.1 Equivalent definitions of the Nijenhuis tensor
The original definition of the Nijenhuis tensor was introduced by Albert Nijenhuis in
1951 [32, formula (3.1)] as instrument to study the following problem. Consider an
operator field L(x) that is diagonalisable at every point x ∈ M . Does there exist
a local coordinate system x1, . . . , xn in which L(x) is diagonal, i.e., takes the form
L(x) =
∑
i λi(x) ∂xi ⊗ dxi?
Let L be a (1, 1)-tensor field (operator) on a smooth manifold M . The Nijenhuis tensor
NL of the operator L is a (1, 2)-tensor that can be defined in several equivalent ways
discussed below. The first definition is standard and interpret Nl as as a vector-valued
2-form.
Definition 2.1. For a pair of vector fields ξ and η the Nijenhuis tensor NL is defined
by the following formula:
NL(ξ, η) = L2[ξ, η] + [Lξ, Lη]− L[Lξ, η]− L[ξ, Lη].
If M is equipped with a symmetric connection ∇, then [ξ, η] = ∇ξη − ∇ηξ and the
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definition can be formulated as follows.
Definition 2.2. For a pair of arbitrary vector fields ξ, η the Nijenhuis tensor NL is
defined by the formula:
NL(ξ, η) =
(
L∇ξL−∇LξL
)
η − (L∇ηL−∇LηL)ξ.
Definition 2.3. In local coordinates x1, . . . , xn, the components (NL)ijk of NL are
defined by the following formula:
(NL)ijk = Llj
∂Lik
∂xl
− Llk
∂Lij
∂xl
− Lil
∂Llk
∂xj
+ Lil
∂Llj
∂xk
,
where Lij denote the components of L.
Since NL is a tensor of type (1, 2) we can also interpret it as a linear map from TM
to End(TM). On the other hand, taking into account that (NL)ijk is skew-symmetric
w.r.t. the lower indices j and k, we can treat NL as a linear map from the space Ω1(M)
of differential 1-forms to Ω2(M), the space of differential 2-forms. This leads to the
following two definitions.
Definition 2.4. If we consider NL as a map from “vector fields” to “endomorphisms”,
then
NL : ξ 7→ LLξL− LLξL,
where Lξ denotes the Lie derivative along ξ.
Definition 2.5. If we consider NL as a map from “1-forms” to “2-forms”, then
NL : α 7→ β,
where
β(· , ·) = d(L∗2α)(· , ·) + dα(L· , L·)− d(L∗α)(L· , ·)− d(L∗α)(· , L·), (1)
L∗ : Ω1(M)→ Ω1(M) denotes the dual operator for L and d : Ω1(M)→ Ω2(M) is the
standard exterior derivative.
To develop a kind of perturbation theory for Nijenhuis operators in Section 5.2, we will
need another important operation on (1, 1)-tensor fields called the Fro¨licher–Nijenhuis
bracket.
Definition 2.6. Let L1 and L2 be (1, 1)-tensor fields on M . Then the Fro¨licher–
Nijenhuis bracket of L1 and L2 is defined as
[L1, L2]FN = NL1+L2 −NL1 −NL2
or, equivalently,
[L1, L2]FN(ξ, η) = (L1L2 + L2L1)[ξ, η] + [L1ξ, L2η] + [L2ξ, L2η]
− L1[L2ξ, η]− L2[L1ξ, η]− L2[ξ, L1η]− L1[ξ, L2η],
for any vector fields ξ and η.
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2.2 Algebraically generic and singular points. Stability
As explained in Introduction, one of our ultimate goals is to study the behaviour of
Nijenhuis operators at singular points. In this section we introduce several types of
singularities for Nijenhuis operators and discuss some natural regularity conditions.
Let L be a Nijenhuis operator on a smooth manifold M . At each point p ∈M , we can
define the algebraic type (or Segre characteristic, see e.g. [15]) of L(p) : TpM → TpM as
the structure of its Jordan canonical form which is characterised by the sizes of Jordan
blocks related to each eigenvalue λi of L(p) (the specific values of λi’s are not important
here).
Definition 2.7. A point p ∈ M is called algebraically generic, if the algebraic type of
L does not change in some neighbourhood U(p) ⊂M . In such a situation, we will also
say that L is algebraically generic at p ∈M .
It follows immediately from the continuity of L that algebraically generic points form
an open everywhere dense subset M◦ ⊆M .
Definition 2.8. A point p ∈M is called singular, if it is not algebraically generic.
Let us emphasise that in the context of our paper, “singular” is a geometric property
and refers to a bifurcation of the algebraic type of L at a given point p ∈M . In algebra,
the property of “being singular or regular” is usually understood in the context of the
representation theory.
Definition 2.9. An operator L(p) (and the corresponding point p ∈ M) is called
gl-regular, if its GL(n)-orbit O(L(p)) = {XL(p)X−1 | X ∈ GL(n)} has maximal di-
mension, namely, dimO(L(p)) = n2 − n. Equivalently, this means that the geometric
multiplicity of each eigenvalue λi of L(p) (i.e., the number of Jordan λi-blocks in the
canonical Jordan decomposition over C) equals one.
One more notion is related to analytic properties of the coefficients of the characteristic
polynomial χL(x)(t) = det
(
t · Id− L(x)) =∑nk=0 tkσn−k(x) of L.
Definition 2.10. A point p ∈M is called differentially non-degenerate, if the differen-
tials dσ1(x), . . . , dσn(x) of the coefficients of the characteristic polynomial χL(x)(t) are
linearly independent at this point.
The notions of algebraic genericity, algebraic regularity and differential non-degeneracy
are related to each other. For example, differential non-degeneracy automatically im-
plies algebraic regularity. On the other hand, if L(p) is gl-regular and, in addition,
diagonalisable, then p is algebraically generic (i.e., non-singular). Conversely, if we
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assume that L(p) is not gl-regular, we may expect that p is singular in the sense of
Definition 2.8. This will definitely be the case if L is real analytic and there are points
x ∈M at which L(x) is gl-regular.
Notice that in the context of Definition 2.9, the ‘most non-regular’ operators are those
of the form L = λ · Id, λ ∈ R, as in this case dimO(L) = 0, i.e., L is a fixed point
w.r.t. the adjoint action. Those points where L(p) becomes scalar play a special role in
Nijenhuis geometry (see Section 4) and we distinguish this type of points by introducing
Definition 2.11. A point p ∈M is called of scalar type, if L(p) = λ · Id, λ ∈ R.
In the real analytic case, scalar type points are automatically singular unless L is scalar
on the whole manifoldM , i.e., L(x) = λ(x) · Id for a certain global function λ : M → R.
As we shall see below, some of singular points are stable under small perturbations of
L in the class of Nijenhuis operators. Studying and classifying such singularities is one
of the most important open problems in Nijenhuis geometry.
Definition 2.12. A singular point p ∈M is called (Ck-) stable, if for any perturbation
L(x) 7→ L˜(x) = L(x) +Rk(x)
such that L˜(x) is Nijenhuis and Rk(x) has zero of order k at the point p ∈ M , there
exists a local diffeomorphism φ : U(p)→ U˜(p), φ(p) = p, that transforms L(x) to L˜(x).
Notice that the above stability property makes sense not only for singular but also for
algebraically generic points: some of them are stable, some are not.
2.3 Invariant formulas
Many formulas discussed below have already appeared, in this or that form, in the
literature (see e.g. [4, 6, 7, 17, 29, 40]). We give all the proofs to make our paper
self-contained and emphasise those ideas which are important for further use.
Proposition 2.1. Let L be a Nijenhuis operator, then for any polynomial p(·) with
constant coefficients, the operator p(L) is also Nijenhuis. In other words, NL = 0
implies Np(L) = 0. We also have:
d(trLk) = k(L∗)k−1d trL, (2)
and more generally,
d
(
tr p(L)
)
= p′(L)∗d trL, (3)
where L∗ : T ∗qM → T ∗qM denotes the operator dual to L and p′(·) is the derivative of
p(·).
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Proof. We use the condition NL = 0 in the form LLξL = LLξL (see Definition 2.4).
This identity implies
LLnξL = LL(Ln−1ξ)L = LLLn−1ξL = LLL(Ln−2ξ)L = L2LLn−2ξL = · · · = LnLξL (4)
and, therefore, by linearity
Lp(L)ξL = p(L)LξL.
Thus, we have
(Lp(L)ξ − p(L)Lξ)L = 0
Now consider the expression D = Lp(L)ξ−p(L)Lξ as a “first order differential operator”
which satisfies the obvious property D(Ln) = D(Ln−1)L+Ln−1D(L). Hence D(L) = 0
immediately implies D(p(L)) = 0, i.e.,(Lp(L)ξ − p(L)Lξ)p(L) = 0,
which is exactly the desired condition Np(L) = 0.
To prove (2) we use (4) (with n replaced with k − 1). We have
LLk−1ξ trL = tr
(LLk−1ξL) = tr (Lk−1LξL) = 1k trLξLk = 1kLξ trLk,
which is equivalent to (2).
Proposition 2.2. Let L be a Nijenhuis operator. Then for any vector field ξ we have
LLξ(detL) = detL · Lξ trL
or, equivalently,
L∗d(detL) = detL · d trL. (5)
More generally, the differential of the characteristic polynomial χ(t) = det(t · Id − L)
(viewed as a smooth function on M with t as a formal parameter) satisfies the following
relation:
L∗
(
dχ(t)
) − t · dχ(t) = χ(t) · d trL. (6)
Proof. We first notice that for any operator L (not necessarily Nijenhuis) and vector
field η the following identity holds:
Lη detL = tr
(
L̂LηL
)
, (7)
where L̂ denotes the co-matrix of L. Now suppose that L is a Nijenhuis operator and
therefore LLξL = LLξL for any vector field ξ (see Definition 2.4).
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Replacing η with Lξ in (7) and using the fact that L̂ L = detL · Id, we get:
LLξ detL = tr
(
L̂LLξL
)
= tr
(
L̂ LLξL
)
= detL · trLξL = detL · Lξ trL,
as stated.
Finally, formula (6) is obtained from (5) by replacing L with the Nijenhuis operator
t · Id− L (here we think of t as a constant).
Corollary 2.1. Let σ1, . . . , σn be the coefficients of the characteristic polynomial
χ(t) = det(t · Id− L) = tn + σ1 tn−1 + σ2 tn−2 + · · ·+ σn−1 t+ σn
of a Nijenhuis operator L. Then in any local coordinate system x1, . . . , xn the following
matrix relation hold:
J(x)L(x) = Sχ(x) J(x), where Sχ(x) =

−σ1(x) 1
−σ2(x) 0 1
...
...
. . .
. . .
−σn−1(x) 0 . . . 0 1
−σn(x) 0 . . . 0 0
 (8)
and J(x) is the Jacobi matrix of the collection of functions σ1, . . . , σn w.r.t. the variables
x1, . . . , xn.
Proof. This matrix relation is equivalent to and can be easily obtained from (6), if we
rewrite it as L∗
(
dχ(t)
)
= −χ(t) ·dσ1+ t ·dχ(t) and equate the terms of the same power
in t.
Formula (8) implies the following important fact, which can be considered as a kind of
uniqueness theorem for Nijenhuis opeartors.
Corollary 2.2. Assume that the coefficients σ1, . . . , σn of the characteristic polynomial
of a Nijenhuis operator L are functionally independent at a point p ∈ M (that is,
their differentials dσ1(p), . . . , dσ1(p) are linearly independent). Then L can be uniquely
reconstructed from σ1, . . . , σn in a neighbourhood of p.
More globally, if we have two Nijenhuis operators L1 and L2 whose characteristic poly-
nomials on M coincide and the coefficients of these polynomials are functionally inde-
pendent almost everywhere on M , then L1 = L2.
Proof. Formula (8) allows us, in fact, to get an explicit expression for L in any local
coordinate system x1, . . . , xn at those points where σ1, . . . , σn are functionally indepen-
dent. Namely, L(x) = J−1(x)Sχ(x) J(x), which implies the statement.
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Notice that there are no restrictions on σ1, . . . , σn as soon as they are independent,
that is, any collection of independent functions on M can be taken as coefficients of
χL(t) for some Nijenhuis operator L. However at those points where the differentials of
σ1, . . . , σn become linearly dependent, these functions must satisfy rather non-trivial
restrictions.
Another straightforward implications of the above discussion is the following reformu-
lation of the definition of a Nijenhuis operator in the special case when σ1, . . . , σn (or,
equivalently, the functions trL, . . . , trLn) are independent almost everywhere on M .
Corollary 2.3. Let L be a differentially-nondegenerate operator almost everywhere on
M , then the following conditions are equivalent:
• L is Nijenhuis;
• relation (2) holds, i.e., d(trLk) = k(L∗)k−1d trL for k = 2, . . . , n+ 1;
• relation (6) holds, i.e., L∗(dχ(t))− t · dχ(t) = χ(t) · d trL.
The next statements describe some properties of the eigenvalues of Nijenhuis operators.
Proposition 2.3. Let L be a Nijenhuis operator and λ(x) be a smooth function satis-
fying the condition det(L− λ(x) · Id) ≡ 0. In other words, λ(x) is a smooth eigenvalue
of L. Then the differential dλ satisfies the following relation:
(L− λ(x))∗dλ(x) = 0. (9)
Proof. Without loss of generality we may prove this relation at a point p ∈ M which
is spectrally generic in the sense that locally, in a certain neighbourhood of p, all
eigenvalues of L have constant algebraic multiplicities. Since the set of such points is
everywhere dense, (9) will follow by continuity. We will also assume that dλ(p) 6= 0,
otherwise the relation is trivial. One more additional assumption is that λ vanishes at
p ∈M (otherwise we may replace L with L− λ(p) · Id).
To simplify our computations we choose local coordinates x1, . . . , xn in such a way that
λ(x) = xn. Notice that under above assumptions, the determinant detL can be written
as detL = xknf(x) where f(p) 6= 0 and k is the multiplicity of λ. We need to show that
L∗dxn = 0.
We know from (5) that
L∗(d detL) = detL · d trL.
Substituting detL = xknf(x) and dividing by x
k−1
n we obtain:
L∗
(
k f(x)dxn + xndf(x)
)
= xnf(x) · d trR
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Finally taking into account that λ(p) = xn(p) = 0, we see that at this point p ∈M :
L∗
(
kf(p)dxn
)
= 0
and, since f(p) 6= 0, the statement follows.
Corollary 2.4. Let ξ = ξ(x) be a smooth eigenvector field of a Nijenhuis operator L,
that is (L− λ · Id)ξ(x) = 0 for a smooth function λ = λ(x). Then we have
(L− λ · Id)LξL = 0.
Proof. We use the identity LLξL−LLξL = 0. Since ξ is an eigenvector field, we get
0 = LLξL− LLξL = LLξL− LλξL = LLξL− λLξL−
(
L∗(dλ)⊗ ξ − dλ⊗ Lξ) =
(L− λ · Id)LξL− (L− λ · Id)∗dλ⊗ ξ.
In view of (9), we get (L− λ · Id)LξL = 0 as required.
2.4 L-invariant foliations, restriction and quotient
Let L be an operator (not necessarily Nijenhuis) on a manifold M and F be an L-
invariant foliation (that is, at each point p ∈M , the tangent space TpF is L-invaraint).
In any local coordinate system x1, . . . , xk, y1, . . . , ym adapted to the foliation F (i.e.
such that the vectors ∂x1, . . . , ∂xk form a basis of TF), the matrix of L takes the form(
L1(x, y) M(x, y)
0 L2(x, y)
)
.
Here x = (x1, . . . , xk) are treated as coordinates on leaves and y = (y1, . . . , ym) as
coordinates on the space of leaves M/F .
From the viewpoint of Linear Algebra, at each fixed point p = (x, y) we can define
two natural operators, the restriction of L to TpF and the quotient operator acting on
TpM/TpF which correspond to the diagonal blocks L1 and L2 respectively.
The restriction L|F ≃ L1(x, y) can be considered as an operator on a particular leaf
of F with y being the parameter defining this leaf. In particular, L can be naturally
restricted to every leaf.
However, if we want to define the quotient operator L˜ ≃ L2 as an operator on the
(local) quotient space M/F , we need an additional condition, namely, L2-block should
not depend on x. Let us show that this condition does not depend on the choice of an
adapted coordinate system and can be defined in an invariant geometric way.
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We will say that a vector field η is F -preserving, if the flow of η preserves the foliation
F . Equivalently, for each ξ ∈ TF we have [η, ξ] ∈ TF , or shortly, [η, TF ] ⊂ TF .
Proposition 2.4. The quotient operator L˜ is well defined on M/F (equivalently, the
diagonal block L2 does not depend on x) if and only if for any F-preserving vector field
η, the vector field Lη is also F-preserving.
If L is a Nijenhuis operator, then its restriction L|F onto any leaf of F and the quotient
operator L˜ on M/F (provided this operator is well defined in the above sense) are both
Nijenhuis.
Proof. The first statement is related to arbitrary operators (not necessarily Nijenhuis)
and is straightforward.
The fact that the restriction of a Nijenhuis operator L to any L-invariant submanifold
(in particular, to a leaf of an L-invariant foliation) is still Nijenhuis follows immediately
from Definition 2.1.
We treat the (local) space of leaves M/F as the quotient space with the natural pro-
jection π :M →M/F . It is easy to see that any vector field on the quotient M/F can
be lifted to M up to an F -preserving vector field η and this lift is defined up to adding
an arbitrary vector field ξ tangent to F .
The proof can be easily done by using an adapted coordinate system. Consider the
Nijenhuis condition for ∂yα and ∂yβ (notice that y1, . . . , ym form a natural coordinate
system on the quotient M/F):
NL(∂yα, ∂yβ) = L2[∂yα , ∂yβ ]− L[L∂yα , ∂yβ ]− L[∂yα , L∂yβ ] + [L∂yα , L∂yβ ] =
−L[L∂yα , ∂yβ ]− L[∂yα , L∂yβ ] + [L∂yα , L∂yβ ] =
−L[M iα(x, y)∂xi + (L2)γα(y)∂yγ , ∂yβ ]− L[∂yα ,M jβ(x, y)∂xj + (L2)νβ(y)∂yν ]+
+[M iα(x, y)∂xi + (L2)
γ
α(y)∂yγ ,M
j
β(x, y)∂xj + (L2)
ν
β(y)∂yν ].
Here we assume summation over repeated indices i, j, γ and ν. We can now consider
the (pointwise) projection of this identity to the quotient space TpM/TpF , that is,
we consider it modulo span(∂x1 , . . . , ∂xk). Using the fact that span(∂x1 , . . . , ∂xk) is L-
invariant and the components of L2 do not depend on x, we get
(L2)
ν
γ
∂(L2)
γ
α
∂yβ
− (L2)νγ
∂(L2)
γ
β
∂yα
+ (L2)
γ
α
∂(L2)
ν
β
∂yγ
− (L2)γβ
∂(L2)
ν
α
∂yγ
= 0
which is the Nijenhuis condition for the operator given by the matrix L2 in coordinates
y1, . . . , ym, i.e., the quotient operator L˜.
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With each Nijenhuis operator L we can assign some natural invariant foliations (inte-
grable distributions).
Proposition 2.5. Let λ(x) be a smooth eigenvalue of a Nijenhuis operator L with
(locally) constant geometric multiplicity. Then the distribution Image
(
L− λ(x) · Id) is
smooth and integrable. In particular, if L is degenerate and of (locally) constant rank,
then the distribution ImageL is smooth and integrable.
Proof. Smoothness of the distribution Image(L − λ(x) · Id) is a general fact for all
(smooth) operators L, not necessarily Nijenhuis. The integrability of ImageL is straight-
forward. Indeed,
L2[u, v] + [Lu, Lv]− L[Lu, v]− L[u, Lv] = 0,
which implies
[Lu, Lv] = L
(
[Lu, v] + [u, Lv]− L[u, v]) ∈ ImageL.
Since Lu and Lv are arbitrary vector fields from the distribution ImageL, the integra-
bility follows from the Frobenius theorem.
Next, denote Lλ = L − λ(x) · Id and compute the Lie bracket of the vector fields Lλu
and Lλv for arbitrary u and v:
[Lλu, Lλv] = [Lu, Lv] + [λu, λv]− [Lu, λv]− [λu, Lv] =
L[Lu, v] + L[u, Lv]− L2[u, v] + λ2[u, v] + λdλ(u)v−
λdλ(v)u− λ[Lu, v]− dλ(Lu)v − λ[u, Lv] + dλ(Lv)u =
Lλ[Lu, v] + Lλ[u, Lv]− Lλ(L+ λId)[u, v]− dλ(Lλu)v + dλ(Lλv)u.
Two last terms disappear by Proposition 2.3 and we finally get
[Lλu, Lλv] = Lλ
(
[Lu, v] + [u, Lv]− (L+ λId)[u, v]) ∈ ImageLλ.
In view of the Frobenius theorem, this completes the proof.
Corollary 2.5. In the assumptions of Proposition 2.5, suppose in addition that the
distributions Image
(
L−λ(x) · Id)k, k ∈ N, are all of constant rank. These distributions
are all smooth and integrable. If, in addition, λ = λ(x) is the only eigenvalue of L at x,
then there exists a coordinate system in which L takes an upper-triangular form (with
λ on the diagonal).
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Proof. For k = 2, consider the restriction of L to the foliation denerated by ImageLλ,
where Lλ = L−λ(x) · Id, and apply Propositions 2.4 and 2.5 for the Nijenhuis operator
L|ImageLλ . Then proceed by induction. To prove the second statement, take the adapted
coordinate system for the flag of integrable distributions
{0} ⊂ ImageLmλ ⊂ ImageLm−1λ ⊂ · · · ⊂ ImageLλ ⊂ TM,
where m is such that ImageLmλ 6= {0} and ImageLm+1λ = {0}.
In general, it is not true that KerL defines an integrable distribution. The following
example is due to Kobayashi [21].
Example 2.1. Consider R4 with coordinates xi, i = 1 . . . 4. Take the following vector
fields:
v1 =
∂
∂x1
, v2 =
∂
∂x2
, v3 =
∂
∂x3
and v4 =
∂
∂x4
+ (1 + x3)
∂
∂x1
.
Define operator L acting as follows Lv1 = v2, Lvi = 0, i = 2 . . . 4. For this operator
L2 = 0 and NL = 0. At the same time the kernel is spanned by vector fields v2, v3, v4
and [v3, v4] = v1 so that the distribution KerL is not integrable. However, we still have
[KerL,KerL] ⊂ KerL2. The next proposition shows that this is always the case.
Proposition 2.6. Let L be a Nijenhuis operator. If u, v ∈ KerL then [u, v] ∈ KerL2.
Similarly, if u, v ∈ Ker(L− λ(x) · Id), then [u, v] ∈ Ker(L− λ(x) · Id)2, where λ(x) is
a smooth eigenvalue of L.
Proof. If Lu = 0 and Lv = 0, then
0 = NL(u, v) = L2[u, v]− L[Lu, v]− L[u, Lv] + [Lu, Lv] = L2[u, v],
as needed. Let Lu = λu and Lv = λv. Then we have
0 = L2[u, v] + [λu, λv]− L[λu, v]− L[u, λv] =
L2[u, v] + λ2[u, v] + λdλ(u)v − λdλ(v)u− λL[u, v] + dλ(v)Lu− λL[u, v]− dλ(u)Lv =
L2[u, v]− 2λL[u, v] + λ2[u, v] = (L− λ · Id)2[u, v].
In other words, [u, v] ∈ KerL2λ, as needed. 
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3 Analytic matrix functions, splitting and complex
Nijenhuis operators
3.1 Analytic functions of Nijenhuis operators
Here we generalize Proposition 2.1 to a class of (matrix) functions much more general
than polynomials. Suppose a compact set K ⊆ C, a function f : K → C and an
operator L (on M) satisfy the following assumptions:
(i) C \K is connected (we do not require that K is connected);
(ii) f : K → C is a continuous function, and the restriction f |int(K) is holomorphic;
(iii) K is symmetric with respect to the x-axes: for every z ∈ K its conjugate z¯ also
belongs to K.
(iv) f(z) = f¯(z¯) for every z ∈ K;
(v) for every x ∈M we have SpectrumxL ⊂ int(K).
Typical examples of such functions are polynomials with real coefficients, the functions
ez, cos(z), sin(z), etc. Under the above assumptions (i–v), one can naturally define an
operator f(L). Indeed, by Mergelyan’s theorem [Ca], the function f can be uniformly
approximated by polynomials pk. Moreover, we can choose these polynomials in such
a way that pk(z) = p¯k(z¯) for every z ∈ K, i.e., their coefficients are real. We define
f(L) = limk→∞ pk(L).
It is an easy exercise (see for example [Hi, §1.2.2 – 1.2.4]) to show that the limit exists, is
independent on the choice of the sequence pk, smoothly depends on x ∈Mm (actually,
the function f(L) is analytic in the entries of L), and behaves as a (1, 1)-tensor under
coordinate transformations. Moreover, for every x ∈ M we have: Spectrumxf(L) =
f(SpectrumxL). In particular, if for every x ∈M we have 0 6∈ f(SpectrumxL), then the
tensor f(L) is non-degenerate. Finally, since uniform convergence of holomorphic func-
tions implies convergence of derivatives, we also have Lξ
(
f(L)
)
= limk→∞Lξ
(
pk(L)
)
where Lξ denotes the Lie derivative (in particular, a similar relation holds for partial
derivatives of the entries of f(L)). The latter property immediately implies
Proposition 3.1. Let L be a Nienhuis operator. Then f(L) is a Nijenhuis operator
for any function f : K → C satisfying assumptions (i)–(v).
One example of such functions, which is an obvious generalization of the matrix sign
function [Hi], is particularly important for us.
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Example 3.1. Consider the characteristic polynomial χ(t) of L
χ : M × R→ R, (x, t) 7→ χ(t) := det(t · Id− L(x)),
as a monic polynomial in t of degree n whose coefficients are smooth functions on M .
We will say that a factorisation χ(t) = χ1(t) ·χ2(t) is admissible, if χ1, χ2 : M ×R→ R
are monic polynomials of degree ≥ 1 with smooth coefficients, which are coprime at
every point x ∈M (i.e., have no common roots).
Consider the following two distributions D1,D2 on M :
Di = Kerχi(L) , i = 1, 2, (10)
where Ker denotes the kernel. It is easy to see that D1 and D2 are transversal L-
invariant distributions of complementary dimensions on M , so that TM = D1 ⊕ D2.
This decomposition defines two natural projectors P1 and P2 onto the distributions
D1 and D2 respectively. A simple but important observation is that (locally) these
projectors can be viewed as analytic functions P1 = f1(L) and P2 = f2(L) satisfying
the above assumptions (i)–(v).
Indeed, we take a point x ∈M and consider the zeros λ1, . . . , λr and λr+1, . . . , λn of the
polynomials χ1 and respectively χ2 at the point. We take small positive ε and consider
K1 :=
r⋃
i=1
B(λi, ε) , K2 :=
n⋃
i=r+1
B(λi, ε) , K := K1 ∪K2,
where B(z, ε) ⊂ C denotes a closed ball of radius ε centered at z ∈ C. We can choose
ε small enough so that K1 ∩K2 = ∅ and K satisfy the assumptions (i) and (iii). If we
work in a small neighbourhood of x, the assumption (v) is evidently fulfilled.
Now take the function f1 : K → C, f1(z) :=
{
1 for z ∈ K1
0 for z ∈ K2. The function evi-
dently satisfies (ii, iv). Then f1(L) is well-defined. It is easy to see that f1(L)(ξ) = ξ
for ξ ∈ Kerχ1(L), and f1(L)(ξ) = 0 for ξ ∈ Kerχ2(L), i.e., f1(L) is the projector P1.
Similarly, one can construct a function f2 such that f2(L) = P2.
Thus, by Proposition 2.1, NPi = 0, i = 1, 2. Similarly, the projector to every generalised
eigensubspace of a Nijenhuis operator L is a Nijenhuis operator itself (whenever such a
projector is well defined).
Another important example of an analytic function of a Nijenhuis operator is discussed
in Section 3.3.
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3.2 Splitting theorem
Consider a point p ∈M and let λ1, . . . , λn be the eigenvalues (possibly complex) of L(p)
counted with multiplicities. Assume that they are divided into two groups {λ1, . . . , λr}
and {λr+1, . . . , λn} in such a way that equal eigenvalues as well as complex conjugate
pairs belong to the same group, i.e., for every i ∈ {1, . . . , r}, j ∈ {r+1, . . . , n} we have
λi 6= λj and λi 6= λ¯j . Clearly, at the point p we have an admissible factorisation of the
characteristic polynomial χL(p)(t) = χ1(t)χ2(t) (see Example 3.1), where
χ1 = (t− λ1) . . . (t− λr), χ2 = (t− λr+1) . . . (t− λn).
By continuity, this partition of eigenvalues can be extended to a certain neighbourhood
U(p) which leads to an admissible factorisation of the characteristic polynomial χL(t)
on U(p) given by the same formula. The fact that the coefficients of χ1(t) and χ1(t) are
smooth on U(p) easily follows from the Implicit Function Theorem. All local admissible
factorisations are of this kind. Notice that we do not assume that p ∈M is algebraically
generic, i.e., p is allowed to be singular.
Following Example 3.1, we consider the distributions Di = Kerχi(L) (i = 1, 2) that
provide a natural decomposition of the tangent bundle TM = D1 ⊕D2.
Theorem 3.1. Let χL(t) = χ1(t)χ2(t) be an admissible factorisation of the character-
istic polynomial of a Nijenhuis operator L in a neighbourhood of a point p ∈M . Then
the distributions Di = Kerχi(L) are both integrable. Moreover, in any adapted coordi-
nate system (x1, . . . , xr, yr+1, . . . , yn) (i.e., such that D1 is generated by the vectors ∂xi,
and D2 is generated by the vectors ∂yj ) the operator L takes the block-diagonal form
L(x, y) =
(
L1(x) 0
0 L2(y)
)
, (11)
where the entries of the r× r matrix L1 depend on the x-variables only, and the entries
of the (n − r) × (n − r) matrix L2 depend on the y-variables only. In other words, L
splits into a direct sum of two Nijenhuis operators: L(x, y) = L1(x)⊕ L2(y).
Proof. Consider the projectors P1 and P2 onto the distributions D1 and D2 respectively
defined by the decomposition TM = D1 ⊕ D2. Since Pi is a Nijenhuis operator (see
Example 3.1) and Di = ImagePi, then the integrability of Di follows from Proposition
2.5.
The integrability of D1 and D2 is equivalent to the existence of an adapted local coor-
dinate system (x, y) such that ∂x1, . . . , ∂xr generate D1 and ∂yr+1, . . . , ∂yn generates D2.
Since these distributions are both L-invariant, the operator L in this coordinate system
has a block diagonal form:
L(x, y) =
(
L1(x, y) 0
0 L2(x, y)
)
.
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Without loss of generality we may assume that detL 6= 0, otherwise we can (locally)
replace L by L+ c · Id where c is an appropriate constant.
Notice that the operator
LP1 =
(
L1(x, y) 0
0 0
)
,
being a function of L, has zero Nijenhuis tensor. Thus, for u = ∂yα ∈ D2 = KerP1 we
have (
0 0
0 0
)
= LLP1u(LP1)− LP1Lu(LP1) = LP1Lu(LP1) =(
L1 0
0 0
)(
∂yαL1 0
0 0
)
=
(
L1∂yαL1 0
0 0
)
Since L1 is non-degenerate we conclude that ∂yαL1 = 0, i.e., L1 = L1(x). Similarly,
L2 = L2(y), as needed.
By induction, we come to the following conclusion.
Theorem 3.2. Assume that the spectrum of a Nijenhuis operator L at a point p ∈ M
consists of k real (distinct) eigenvalues λ1, . . . , λk with multiplicities m1, . . . ,mk re-
spectively and s pairs of complex (non-real) conjugate eigenvalues µ1, µ¯1, . . . , µs, µ¯s of
multiplicities l1, . . . , ls. Then in a neighbourhood of p ∈M there exists a local coordinate
system
x1 = (x
1
1 . . . x
m1
1 ), . . . , xk = (x
1
k . . . x
mk
k ), u1 = (u
1
1 . . . u
2l1
1 ), . . . , us = (u
1
s . . . u
2ls
s ),
in which L takes the following block-diagonal form
L =

L1(x1)
. . .
Lk(xk)
LC1 (u1)
. . .
LCs (us)

where each block depends on its own group of variables and is a Nijenhuis operator
w.r.t. these variables. In other words, every Nienhuis operator L locally splits into a
direct sum of Nijenhuis operators L = L1 ⊕ L2 ⊕ . . . each of which at the point p ∈M
has either a single real eigenvalue or a single pair of complex eigenvalues.
Notice that within each block, the algebraic structure may vary from point to point as
p is not supposed to be algebraically generic.
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3.3 Nijenhuis operators with no real eigenvalues
In this section we study real Nijenhuis operators all of whose eigenvalues are complex,
that is, the spectrum of L at every point p ∈M consists of pairs of complex conjugate
eigenvalues µi, µ¯i, µi /∈ R or, equivalently, the spectrum of L belongs to C\R. Our goal
is show that in this case M can be endowed with a canonical complex structure J with
respect to which L is a complex holomorphic Nijenhuis operator, i.e., all the entries lij(z)
of L, as a complex matrix, are holomorphic functions of complex coordinates z1, . . . , zn
and the complex Nijenhuis tensor of L defined in Theorem 3.3 (3) vanishes.
Let L be a operator (not necessarily Nijenhuis) on a real manifold M with no real
eigenvalues. This implies that the dimension of M is even since the characteristic
polynomial χL(t) has no real roots and therefore must be of even degree. We first
describe the canonical complex structure J associated with L and constructed as an
analytic function f(L) (satisfying conditions (i)–(v) from Section 3.1).
Consider the following function on C \R:
f(z) =
{
i , if Im z > 0,
−i , if Im z < 0.
This function is locally constant and holomorphic on C \ R. It is easy to see that all
properties (i)–(v) are fulfilled for any symmetric compact subset K ⊂ C \ R.
Proposition 3.2. Let L be an operator on a real manifold M with no real eigenvalues.
Then the operator
J = f(L) (12)
is well defined on M and satisfies the following properties:
1. J is smooth;
2. J2 = −Id, i.e. J is an almost complex structure on M ;
3. JL = LJ , i.e. L is a complex linear operator w.r.t. J ;
4. if L is Nijenhuis, then J is integrable and hence is a complex structure on M .
A very special case of item 4 was discussed in [3].
Proof. The fact that J = f(L) is well defined and is smooth follows from Section 3.1.
Next, items 2 and 3 are purely algebraic. Indeed, the scalar identity f 2(z) ≡ −1 implies
the matrix identity J2 = f(L)f(L) = −Id, and L commutes with f(L) for any matrix
function f . Finally, the integrability of J , i.e., the fact that NJ ≡ 0, is a particular case
of Proposition 3.1.
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Theorem 3.3. Let L be a Nijenhuis operator on M with no real eigenvalues, i.e., its
spectrum at every point x ∈M belongs to C \ R. Then
1. M is a complex manifold w.r.t. J canonically associated with L by (12).
2. L is a complex holomorphic tensor field on M w.r.t. J . In other words, the
subspace spanned by ∂z1 , . . . , ∂zn is L-invariant and the restriction of L to this
subspace takes the form
LC =
n∑
i,j=1
lij(z) dz
j ⊗ ∂zi
with all the functions lij(z) being holomorphic.
3. The complex Nijenhuis tensor of L vanishes, i.e.(N CL )ijk = lmj ∂lik∂zm − lmk ∂lij∂zm − lim∂lmk∂zj + lim∂lmj∂zk = 0. (13)
Proof. The first statement follows from Proposition 3.2. To prove statements 2 and 3,
we will use complex coordinates z1, . . . , zn associated with J .
At each point p ∈M we consider L as a linear operator L : TpM → TpM . In the basis
∂zi , ∂z¯i (i = 1, . . . , n) every operator can be written in the form
2
L = lij(p) ∂zi ⊗ dzj +mij(p) ∂z¯i ⊗ dzj + m¯ij(p) ∂zi ⊗ dz¯j + l¯ij(p) ∂z¯i ⊗ dz¯j
with some complex-valued functions lij(p), m
i
j(p) and summation over i and j assumed.
By Proposition 3.2, L commutes with J , i.e., is a J-linear. In terms of the above
decomposition this means that mij(p) ≡ 0. If we now think of L as a complex linear
map acting on span(∂z1, . . . , ∂zn), we may associate it with the n × n complex matrix
LC =
(
lij(p)
)
. Our goal is to show that its entries lij(p) = l
i
j(z
1, . . . , xn) are holomorphic
in coordinates z1, . . . , zn.
Lemma 3.1. Let L be a field of complex endomorphisms on a complex manifold (M,J).
Assume that the Nijenhuis tensor of L vanishes in the real sense, L has no real eigen-
values and, in addition, the imaginary part of each eigenvalues is positive. Then L is
holomorphic and its complex Nijenhuis tensor vanishes.
Proof. As explained above, if we think of L as a real operator acting on the 2n-
dimensional tangent space, then in the basis ∂z1 , . . . , ∂zn , ∂z¯1, . . . , ∂z¯n we have L =
lij(p) ∂zi ⊗ dzj + l¯ij(p) ∂z¯i ⊗ dz¯j . Since the real Nijenhuis tensor NL vanishes, we have:
L2[∂zi , ∂z¯j ]− L[L∂zi , ∂z¯j ]− L[∂zi , L∂z¯j ] + [L∂zi , L∂z¯j ] = 0.
2Speaking more formally, in this formula we think of L as an operator acting on the complexified
tangent space, i.e, 2n-dimensional vector space over C with basis ∂
z
1 , . . . , ∂zn , ∂z¯1 , . . . , ∂z¯n .
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Computing formally the left hand side and collecting the terms containing ∂zβ , we
obtain the following relation: (
lβα
∂lαi
∂z¯j
− l¯αj
∂lβi
∂z¯α
)
∂zβ = 0.
Fixing the index i, we can treat it as a matrix identity of the form
LCX −XLC = 0,
where Xαj =
∂lαi
∂z¯j
and (LC)βα = l
β
α. Equations of this kind (i.e., AX − XB = 0 with
given A and B and unknown X) are well known in Linear Algebra. One of the main
properties of such equations is as follows: if A and B have no common eigenvalues then
X = 0.
In our case, the eigenvalues of LC and LC are complex conjugate. Moreover, according
to our assumptions, the eigenvalues of LC lie in the upper half plane, whereas those
of LC in the lower half plane. In particular, LC and LC have no common eigenvalues.
Hence X = 0, that is,
∂lαi
∂z¯j
= 0, meaning that L is holomorphic.
The condition NLC = 0 given by (13) is equivalent to the relation
L2[∂zi , ∂zj ]− L[L∂zi , ∂zj ]− L[∂zi , L∂zj ] + [L∂zi , L∂zj ] = 0, i, j = 1 . . . , n,
which is simply a part of the real Nijenhuis relations.
To complete the proof of Theorem 3.3 it remains to notice that positivity of the imag-
inary part of each eigenvalue of LC is a corollary of formula (12) that defines J .
Remark 3.1. Theorem 3.3 basically explains how we should treat Nijenhuis operators
with complex eigenvalues (in dimension 2n). First, we need to introduce complex
coordinates and next we may deal with such operators just in the same way as we would
do in the case of real eigenvalues (in dimension n) having in mind that all the objects
are now not just smooth, but holomorphic. For instance, if we can reduce a Nijenhuis
operator to a certain canonical form in the case of real eigenvalues, then replacing real
coordinates x1, . . . , xn with complex coordinates z1, . . . , zn we will get automatically a
canonical form in the complex case provided all the steps of the reduction procedure
admit natural complex analogs (which is almost always the case). We will apply this
principle below in Remark 4.2 to get a canonical form for a complex Jordan block.
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4 Canonical forms for Nijenhuis operators
4.1 Semisimple case
It is a well known fact that pointwise diagonalisable Nijenhuis operators can be diag-
onalised in a neighbourhood of a generic point. Let us emphasise that some kind of
genericity assumption is essential (see Example 4.1 below). First we recall two classical
diagonalisability theorems in a neighbourhood of a gl-regular or algebraically generic
point (see Definitions 2.7 and 2.9). One usually assumes that L is diagonalisable over
R (see [19], [32]), in our version complex eigenvalues are also allowed.
Theorem 4.1. Let L be a Nijenhuis operator. Assume that L is semisimple and gl-
regular at a point p ∈M , in other words L(p) has n = dimM distinct eigenvalues (real
or complex)
λ1, . . . , λs ∈ R and ρ1, ρ¯1, . . . , ρm, ρ¯m ∈ C, s+ 2m = n.
Then there exists a local coordinate system
u1, . . . , us, x1, y1, . . . , xm, ym (we set zα = xα + i yα)
in which L takes the following block-diagonal form with 1 × 1 blocks corresponding to
real eigenvalues and 2× 2 blocks corresponding to pairs of complex eigenvalues:
L = diag
(
λ1(u1), . . . , λs(us), R1(z1), . . . , Rm(zm)
)
with Rβ(zβ) =
(
aβ(zβ) −bβ(zβ)
bβ(zβ) aβ(zβ)
)
,
where λα(uα) is smooth and ρ(zβ) = aβ(zβ) + i bβ(zβ) is a holomorphic function in zβ.
Proof. This statement is a particular case of Theorem 3.2 (for each complex 2×2-block,
we choose complex coordinates following Theorem 3.3).
This theorem can be easily generailsed to the semisimple case with multiple eigenval-
ues under additional assumption that L is algebraically generic, i.e., multipliciteis of
eigenvalues are locally constant.
Theorem 4.2. Let L be a semisimple Nijenhuis operator. Assume that L is alge-
braically generic at a point p ∈ M and its real eigenvalues λ1, . . . , λs ∈ R have multi-
plicities k1, . . . , ks and pairs of complex eigenvalues ρ1, ρ¯1, . . . , ρm, ρ¯m ∈ C have multi-
plicities l1, . . . , lm respectively. Then there exists a local coordinate system
u11, . . . u
k1
1︸ ︷︷ ︸
u1
, . . . , u1s, . . . , u
ks
s︸ ︷︷ ︸
us
, z11 , . . . , z
l1
1︸ ︷︷ ︸
z1
, . . . , z1m, . . . , z
lm
m︸ ︷︷ ︸
zm
, where zαβ = x
α
β + i y
α
β ,
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in which L takes the following block-diagonal form:
L = diag
(
Λ1(u1), . . . ,Λs(us), R1(z1), . . . ,Rm(zm)
)
where each block corresponds to one of real eigenvalues or one of pairs of complex
eigenvalues, namely,
Λα(uα) = diag
(
λα(uα), . . . , λα(uα)︸ ︷︷ ︸
kα times
)
, Rβ(zβ) = diag
(
Rβ(zβ), . . . , Rβ(zβ)︸ ︷︷ ︸
lβ times
)
,
with
Rβ(zβ) =
(
aβ(zβ) −bβ(zβ)
bβ(zβ) aβ(zβ)
)
,
where λα(uα) is a smooth function of kα coordinates uα = (u
1
α, . . . , u
kα
α ) and ρ(zβ) =
aβ(zβ) + i bβ(zβ) is a holomorphic function of lβ complex variables zβ = (z
1
β , . . . , z
lβ
β ).
In the next theorem we do not assume that L is gl-regular or algebraically generic at
a point p ∈ M . Instead we suppose that the eigenvalues of L, both real and complex,
are all smooth and functionally independent in a neighbourhood of p ∈M . Notice that
here we do not assume that the eigenvalues are all distinct at the point p, it may well
happen that all of them vanish at p simultaneously so that p is a singular point of scalar
type (Definition 2.11).
Theorem 4.3. Assume that in a neighbourhood of a point p ∈ Mn, the eigenvalues of
a Nijenhuis operator L
λ1, . . . , λs ∈ R and ρ1 = α1 ± i β1, . . . , ρm = αm ± i βm ∈ C, n = s+ 2m,
are smooth and functionally independent functions (the latter condition means that the
differentials of the n functions λ1, . . . , λs, a1, b1, . . . , am, bm are linearly independent at
the point p ∈M). Then we can introduce a local coordinate system u1, . . . , us, x1, y1, . . . , xm, ym
by setting uk = λk, xj = αj and yj = βj and in this coordinate system the operator L
takes the following form:
L = diag
(
u1, . . . , us, R1, . . . , Rm
)
with Rj =
(
xj −yj
yj xj
)
. (14)
Proof. The right hand side of (14) defines a Nijenhuis operator whose characteristic
polynomial coincides with that of L and the coefficients of this polynomial are func-
tionally independent almost everywhere. Hence, the statement follows from Corollary
2.2.
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Example 4.1. Notice that functional independence of eigenvalues in Theorem 4.3 (as
well as algebraic regularity and algebraic genericity assumptions in Theorems 4.1 and
4.2) is essential even if we assume that L is semisimple. Here is one of the simplest
examples:
L =
(
x2 xy
xy y2
)
.
The eigenvalues of L are λ1 = 0 and λ2 = x
2 + y2, and L in Nijenhuis. However L
cannot be diagonalised in a neighbourhood of (0, 0).
4.2 Differentially non-degenerate Nijenhuis operators
The next two theorems give canonical forms under a rather different condition that L
is differentially non-degenerate (Definition 2.10).
Theorem 4.4. Let L be a Nienhuis operator on Mn. Assume that L is differentially
non-degenerate at a point p ∈ M , i.e., the differentials dσ1, . . . , dσn of the coefficients
of the characterteristic polynomial of L are linearly independent at p. Then there exists
a local coordinate system x1, . . . , xn in which L takes the following canonical form:
L =

x1 1
x2 0 1
...
...
. . .
. . .
xn−1 0 . . . 0 1
xn 0 . . . 0 0
 (15)
Proof. Since σ1, . . . , σn are functionally independent, we can set xi = −σi. Then the
right hand side of (15) defines a Nijenhuis operator whose characteristic polynomial
coincides with χL(t) at each point. After this it remains to apply Corollary 2.2. Alter-
natively, one can use (8) to “compute” L in coordinates x1, . . . , xn.
Notice that any operator given by (15) is automatically gl-regular in the sense of Defi-
nition 2.9. However we can generalise this statement to include more general examples.
Theorem 4.5. Assume that in a neighbourhood of a point p ∈ M , the characteristic
polynomial of a Nijenhuis operator L factorises into several monic polynomials with
smooth coefficients
χL(t) =
s∏
α=1
χα(t), deg χα(t) = kα,
s∑
α=1
kα = dimM.
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Suppose that all the coefficients of all polynomials χα’s are functionally independent
3
at the point p (i.e., their differentials are linearly independent at this point). Then there
exists a local coordinate system
x11, . . . x
k1
1︸ ︷︷ ︸
x1
, x12, . . . x
k2
2︸ ︷︷ ︸
x2
, . . . , x1s, . . . x
ks
s︸ ︷︷ ︸
xs
in which L splits into direct sum of operators L1(x1), L2(x2), . . . , Ls(xs), i.e.,
L = diag
(
L1(x1), L2(x2), . . . , Ls(xs)
)
, (16)
where
Lα(xα) =

x1α 1
x2α 0 1
...
...
. . .
. . .
xkα−1α 0 . . . 0 1
xkαα 0 . . . 0 0
 . (17)
Proof. The proof is similar to that of Theorems 4.3 and 4.4 above and follows immedi-
ately from Corollary 2.2.
Notice that in this theorem L, in general, is neither semisimple, nor gl-regular, nor
algebraically generic. For example, if all variables xβα’s vanish simultaneously at the
point p, then L(p) is nilpotent with s Jordan blocks of sizes k1, . . . , ks. However, at
almost every point from a neighbourhood of p the operator R is semisimple with distinct
eigenvalues.
In this view, formulas (16) and (17) can be understood as a Nijenhuis deformation of a
linear operator L(p) of an arbitrary algebraic type. And other way around, they show
one of possible scenarios for degeneration of a Nijenhuis operator that is gl-regular at
generic points. In particular, it is easy to see that (in an open domain of Rn) one can
construct an example of a Nijenhuis operator that takes all possible algebraic types for
a given dimension.
Another important corollary of Theorem 4.3 is
Corollary 4.1. Differentially non-degenerate singular points are C2-stable.
Proof. Indeed, the property of being differentially non-degenerate is preserved under
perturbations of order 2. It remains to notice that the canonical form (15) is unique (i.e.,
contains no parameters) and therefore does not change under such perturbations.
3Notice that the total number of these coefficients is exactly dimM .
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We do not know whether the Nijenhuis operators given by (16)–(17) are C2-stable
(at the origin). The problem is that factorisability of the characteristic polynomial
may not be preserved under perturbations. For general (i.e. not necessarily Nijenhuis)
perturbations, this property definitely disappears, but it is not clear what happens
under perturbation in the class of Nijenhuis operators.
Remark 4.1.
4.3 The case of a Jordan block
First we treat the case of a Jordan block with a constant eigenvalue λ ∈ R. Without
loss of generality we assume that λ = 0, i.e., L is nilpotent.
Theorem 4.6. Let L be a Nijenhuis operator which, at each point, is similar to a
nilpotent Jordan block. Then there exists a local coordinate system x1, . . . , xn in which
L(x) is constant:
L(x) =

0
1 0
. . .
. . .
1 0
 . (18)
This result was independently obtained by several authors (see [10], [18], [38]), we
suggest one more proof which will next be used for the non-constant eigenvalue case.
Proof. We shall prove this statement by induction using Definition 2.5 of the Nijenhuis
tensor NL. For this reason, instead of L we shall work with its dual L∗.
As we know from Proposition 2.5, the image of L defines an integrable distribution of
codimension 1 and, consequently, there exists a regular function x1 such that ImageL =
Ker d x1, or equivalently, L
∗d x1 = 0.
The next coordinate function x2 must satisfy the relation L
∗d x2 = d x1. Let us show
that such a function exists. First of all, notice that we can always find a 1-form α which
satisfies L∗α = d x1 (since d x1 belongs to the image of L
∗). From Definition 2.5 and
the fact that NL = 0 we have:
d (L∗2α)(u, v) + dα(Lu, Lv)− d (L∗α)(Lu, v)− d (L∗α)(u, Lv) = 0.
Using d (L∗α) = d d x1 = 0 and L
∗2α = L∗d x1 = 0 we immediately obtain:
dα(Lu, Lv) = 0
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Since the vectors of the form Lu generate the kernel of d x1, this relation means that
dα = β ∧ d x1 for some 1-form β. If we think of β as a differential 1-form on the leaves
of the foliation {x1 = const} which depends on x1 as parameter, then β is closed and,
consequently, can locally be presented in the form β = d h where h is also understood
as a function on the leaves of this foliations depending on x1 as a parameter.
Now we set α˜ = α − hd x1. This new form still satisfy L∗α˜ = d x1 and, in addition, is
closed. Hence locally we can fund a function x2 such that d x2 = α˜.
We continue the construction by induction. Suppose we have constructed x1, . . . , xk
such that L∗d xi+1 = d xi, i = 1, . . . , k − 1. We are going to construct xk+1 such that
L∗d xk+1 = d xk. Just as before, first take α such that L
∗α = d xk (notice that such a
form α exists for purely algebraic reasons if k < n, moreover this form will be linearly
independent with d x1, . . . , d xk). Then we have
0 = d (L∗2α)(u, v) + dα(Lu, Lv)− d (L∗α)(Lu, v)− d (L∗α)(u, Lv) =
d d xk−1(u, v) + dα(Lu, Lv)− d d xk(Lu, v)− d d xk(u, Lv) = dα(Lu, Lv)
We see that the situation is absolutely the same as before and we literally repeat the
above construction to find xk+1. As a result we will obtain n independent functions
x1, . . . , xn satisfying L
∗(d x1) = 0 and L
∗(d xk+1) = d xk, k = 1, . . . , n − 1, which is
equivalent to the statement of Theorem 4.6.
It follows from this proof that local coordinates x1, . . . , xn are not unique. Indeed, at
each step we need to solve the equation of the form L∗d f = d xk and then set f = xk+1.
This shows that as long as xk is chosen, the coordinate xk+1 is defined modulo arbitrary
function h satisfying L∗d h = 0, i.e. up to adding a function of the from h = h(x1).
In other words, canonical coordinate systems are parametrized by n functions of one
variable. This observation can be reformulated in the following more geometric way.
Corollary 4.2. In the assumptions of Theorem 4.6, consider an arbitrary regular
smooth curve γ(t) which is transversal to the distribution ImageL. Then there ex-
ists a unique local coordinate system x1, . . . , xn in which L takes the canonical form
(18) and the parametric equation of γ becomes γ(t) = (t, 0, . . . , 0, 0).
The next theorem gives a normal form for a Jordan block with a non-constant eigen-
value.
Theorem 4.7. Suppose that in a neighbourhood of a point p ∈M , a Nijenhuis operator
L is algebraically generic and similar to the standard Jordan block with a non-constant
real eigenvalue λ(x). Then there exists a local coordinate system x1, . . . , xn in which
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the matrix L(x) takes the following form:
L(x) = Lcan =

λ(x1)
1 λ(x1)
ξ3 1 λ(x1)
... 1
. . .
ξn−1
. . . λ(x1)
ξn 1 λ(x1)

where
ξ3 = −λ′x3,
ξ4 = −λ′ 2x4,
...
ξn−1 = −λ′ (n− 3) xn−1,
ξn = −λ′ (n− 2)xn,
(19)
and λ′ = ∂λ
∂x1
. If dλ(p) 6= 0, then in (19) we may set λ(x1) = x1 and λ′ = 1.
Formula (19) is analogous to those obtained in [7] and [40] in the presence of an addi-
tional compatible algebraic structure, either Riemannian metric or symplectic form (cf.
Section 6). For this reason, the proofs in [7], [40] are not applicable in our situation.
Proof. Let λ : U(p) → R be the eigenvalue of L considered as a smooth function and
denote Lλ = L− λ · Id.
According to Corollary 2.5 we have the flag of integrable distributions
{0} ⊂ ImageLn−1λ ⊂ ImageLn−2λ ⊂ · · · ⊂ ImageLλ ⊂ TM.
Notice that KerLn−kλ = ImageL
k
λ for any k = 1, . . . , n− 1. Let Fk denote the foliation
generated by ImageLkλ.
Consider a local coordinate system y1, . . . , yn adapted to this flag, more precisely such
that KerLn−kλ = ImageL
k
λ = span(∂yk+1 , . . . , ∂yn). In other words, we can think of
yk+1, . . . , yn as coordintates on the leaves of Fk and of y1, . . . , yk as coordinates on the
(local) quotient space M/Fk. In this coordinate system L takes lower triangular form
with λ on the diagonal, moreover λ = λ(y1) by Proposition 2.3:
First of all we will show that for each L-invariant foliation Fk, we can correctly define
the quotient operator L˜k on the (local) quotient manifold M/Fk. This property is
equvalent to the following lemma (cf. Section 2.4).
Lemma 4.1. In adapted coordinates y1, . . . , yn, let Lk denote the k× k submatrix of L
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composed by Lij with 1 ≤ i, j ≤ k:
L =

Lk
0 . . . 0
...
. . .
...
0
. . . 0
∗ . . . ∗
...
. . .
. . .
∗ . . . ∗
λ
. . .
...
. . .
. . . 0
. . . ∗ λ

.
Then the entries Lk depend only on the first k coordinates y1, . . . , yk and Lk defines a
Nijenhuis operator on M/Fk.
Proof. In view of Proposition 2.4, the second statement follows from the first one.
Therefore it is sufficient to verify the first property for the largest submatrix Ln−1 and
then proceed by induction.
By Proposition 2.4, this property is equivalent to the following condition. Let η be an
arbitrary vector field that is tangent to Fn−1, i.e., η ∈ KerLλ and ξ be an arbitrary
vector filed that preserves Fn−1, i.e., [ξ, η] ∈ KerLλ. We need to show that Lξ preserves
the foliation Fn−1 too, that is, [Lξ, η] ∈ KerLλ.
Using that L is Nijenhuis we obtain:
L(L− λ · Id)[ξ, η] = L[Lξ, η] + L[ξ, Lη]− [Lξ, Lη]− λL[ξ, η] =
and therefore, taking into account that Lη = λη:
= L[Lξ, η] + L[ξ, λη]− [Lξ, λη]− λL[ξ, η] = L[Lξ, η] + ξ(λ) · Lη − λ[Lξ, η]− Lξ(λ) · η
= Lλ[Lξ, η]− Lλξ(λ) · η.
The left hand side of this relation vanishes as [ξ, η] ∈ KerLλ, the directional derivative
Lλξ(λ) vanishes by Proposition 2.3 since ζ(λ) = 0 for any vector field ζ ∈ ImageLλ.
Hence, [Lξ, η] ∈ KerLλ as needed. Thus, we conclude that the entries of Ln−1 do not
depend on yn as required. In particular, Ln−1 defines a Nijenhuis operator on M/Fn−1
in coordinates y1, . . . , yn−1 (see Proposition 2.4).
Notice that Lemma 4.1 holds true for the canonical form (19) and moreover the sub-
matrix (Lcan)k of Lcan represents a canonical form for a Jordan block in dimension
k. This suggests the following scheme of the proof by induction. We start with the
1 × 1 submatrix L1 =
(
λ(x1)
)
which already has a canonical form, so we set x1 = y1.
Then we reduce L2 to the 2-dimensional canonical form
(
Lcan
)
2
by changing only one
coordinate y2 7→ x2 and leaving all the others unchanged. And so on, assuming that
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Lk =
(
Lcan
)
k
(which means that the first canonical coordinates x1, . . . , xk have been
already constructed), we reduce Lk+1 to the canonical form
(
Lcan
)
k+1
by finding the
next canonical coordinate xk+1 in terms of x1, . . . , xk and yk+1. The process finishes in
n− 1 steps.
To complete the proof, we need to prove the following lemma justifying the above
procedure. To simply notation, we assume that k = n − 1. In other words, we treat
the very last step which is absolutely similar to each previous one.
Lemma 4.2. Suppose that a Nijenhuis operator L has been reduced to the form
L =

(
Lcan
)
n−1
0
...
0
∗ . . . ∗ λ(x1)

in some (adapted) coordinates x1, . . . , xn−1, yn (in other words, L is “almost canon-
ical” except for the last row which contains some functions denoted by ∗ and de-
pending on all variables). Then we may change the last coordinate only, i.e., set
xn = f(x1, . . . , xn−1, yn) leaving all the other coordinates unchanged in such a way
that L will take the desired canonical form (19).
Proof. It follows from (19) that the last coordinate xn is characterised by relation
L∗d xn = ξnd x1+d xn−1+λd xn. It means that the function f can be found by solving
the following partial differential equation:
L∗λd f = d xn−1 − λ′(n− 2)f d x1. (20)
Let us first restrict this equation onto the leaves of the foliation F1 given by {x1 =
const}. In other words, we think of f as a function in x2, . . . , xn−1, yn dealing with
x1 as a parameter. Then on each leaf {x1 = const} we obtain a simpler equation
L∗λd f = d xn−1 with λ = λ(x1) being a constant. But this equation has been already
analysed in the proof of Theorem 4.6 and we know that it admits a solution for each
fixed x1. Take an arbitrary solution f˜ = f˜(x1; x2, . . . , xn−1, yn) of this kind. If we now
consider f˜ as a function of all variables, then it satisfies (20) modulo d x1, i.e., we have
L∗λd f˜ =
(
d x2 − λ′(n− 2)f˜ d x1
)
+ g d x1
where g is a certain smooth function.
If we set x˜n = f˜(x1; x2, . . . , xn−1, yn) (x1, x2, . . . , xn−1 remain unchanged), then in this
new coordinate system x1, . . . , xn−1, x˜n the operator L will coincide with (19) except
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for one single element, namely
L = Lcan + P, where P =

0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
g 0 . . . 0
 (21)
Using the fact that L and Lcan are both Nijenhuis, we can verify by a straightforward
computation that g depends only on x1 and x2.
We now consider equation (20) again with L given by (21) in coordinates x1, . . . , xn−1, x˜n:
L∗λd f = d xn−1 − λ′(n− 2)fd xn
We will be looking for f in the form f = x˜n + h(x1, x2). Substitution gives
L∗λd
(
x˜n + h
)
= d xn−1 − λ′(n− 2)
(
x˜n + h
)
d x1,
or, in more detail:
d xn−1 − λ′(n− 2)x˜nd x1 + gd x1 + ∂h
∂x2
d x1 = d xn−1 − λ′(n− 2)
(
x˜n + h
)
d x1,
which finally reduces to
∂h
∂x2
= −g − λ′(n− 2)h,
with g = g(x1, x2) and h = h(x1, x2). This equation obviously has a solution for any g.
This completes the proof.
As explained above, this lemma immediately leads to the desired result.
Remark 4.2. If a Nijenhuis operator L is similar (over C) to a pair of n × n Jordan
blocks with complex conjugate eigenvalues α±i β, β 6= 0, then its canonical form can be
easily obtained by introducing the canonical complex structure J onM and interpreting
L as a holomorphic Nijenhuis operator on the n-dimensional complex manifold (M,J)
as explained in Section 3.3 (cf. Remark 3.1). After this we can literally repeat the
above construction with real variables xi replaced by complex variables zi. The final
conclusion is the same as that of Theorem 4.7 with straightforward modifications: Lcan
given by (19) is now a complex matrix, xi should be replaced by zi and the function
λ(z1) is holomorphic.
Remark 4.3. By the splitting theorem, in order to obtain a local description of a
Nijenhuis operator in a neighborhood of an algebraically generic point, it is sufficient to
do this under the assumption that the operator has one real, or two complex conjugate
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eigenvalues (Theorem 3.2). If in addition we assume that a Nijenhuis operator L is gl-
regular, i.e., each eigenvalue corresponds to exactly one Jordan block, then Theorems
4.1 and 4.7 and Remark 4.2, provide this description. Namely, if L is gl-regular and
algebraically generic, then locally L splits into direct sum of blocks of 4 types:
• trivial 1×1 Jordan block corresponding to a real eigenvalue λ: (λ(u)) where λ(u)
is a smooth function of u;
• trivial 2×2 Jordan block corresponding to a pair of complex conjugate eigenvalues
ρ = a+i b, ρ¯ = a−i b, b 6= 0:
(
a(x, y) −b(x, y)
b(x, y) a(x, y)
)
, where ρ(x, y) = a(x, y)+i b(x, y)
is a holomorphic function in z = x+ i y;
• non-trivial Jordan block given by (19) corresponding to a real eigenvalue;
• non-trivail complex Jordan block corresponding to a pair of complex conjugate
eigenvalues obtained from (19) as explained in Remark 4.2.
5 Linearisation and left-symmetric algebras
5.1 Singular points of scalar type and linearisation
In the previous section we studied the local structure and normal forms of Nijenhuis
operators L at those points which satisfy some kind of regularity conditions (either al-
gebraic regularity, or algebraic genericity, or differential non-degeneracy). For instance,
Theorem 4.1 describes the simplest situation when the eigenvalues of L are all distinct.
This section is devoted to the opposite case: we will assume that all the eigenvalues
of L at a given point p0 ∈ M coincide and, even more than that, we will assume that
L(p0) = λ · Id, λ ∈ R, that is, p0 is a (singular) point of a scalar type (Definition 2.11).
Since for any Nijenhuis operator L and constant λ ∈ R, the operator L − λ · Id is
still Nijenhuis, then without loss of generality we may assume that at a point p0 ∈ M
of scalar type we have L(p0) = 0. Under this assumption, we can apply a natural
linearisation procedure for L(x) at the point p0 by expanding L(x) into Taylor series in
some local coordinate system x1, . . . , xn (centred at p0) and taking the linear part
4:
L(x) = 0 + L1(x) + L2(x) + L3(x) + . . .
where the entries of Lk(x) are homogeneous polynomials in x
1, . . . , xn of degree k and
L1 = Llin with (Llin)
i
j(x) =
n∑
k=1
lij,kx
k, where lij,k =
∂Lij
∂xk
(p0).
4The same procedure is used for linearisation of a Poisson structure at a singular point [42].
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Notice that the linear part L1 = Llin is itself a Nijenhuis operator that can be naturally
understood as the linearisation of L at the point p0 ∈ M (indeed it is straightforward
to check that its components (Llin)
i
j(x) satisfy the Nijenhuis relations
(NLlin)ijk = 0,
see Definition 2.3). In a more conceptual way, the linearisation Llin of L should be
considered as a (1, 1)-tensor field on the tangent space Tp0M .
Definition 5.1. Let L(p0) = 0 and η ∈ Tp0M . The linearisation of L at p0 ∈ M is
defined as the operator field
Llin(η) : Tη(Tp0M)→ Tη(Tp0M)
defined by the following formula:
ξ 7→ [ η˜, Lξ˜ ](p0) for any ξ ∈ Tη(Tp0M) ≃ Tp0M, (22)
where ξ˜ and η˜ are two arbitrary vector fields on M such that ξ˜(p0) = ξ and η˜(p0) = η.
The following proposition is obvious.
Proposition 5.1. (i) The operator (22) is well defined, i.e., does not depend on the
extensions ξ˜ and η˜ of the tangent vectors ξ and η.
(ii) Llin(η) is a Nijenhuis operator on the vector space Tp0M whose components, in any
Cartesian coordinate system, are linear functions, i.e., (Llin)
i
j(η) =
∑n
k=1 l
i
j,kη
k.
Moreover, if x1, . . . , xn is a local coordinate system on M , then in the correspond-
ing Cartesian coordinate system on Tp0M we have l
i
j,k =
∂Lij
∂xk
(p0).
The same object can be defined in an algebraic way by interpreting lij,k as a structure
tensor of a certain n-dimensional algebra (aL, ∗) defined on the tangent space Tp0M (in
the basis e1 = ∂x1 , . . . , en = ∂xn). In other words, for any ξ, η ∈ Tp0 we set by definition:
ξ ∗ η = Llin(η)ξ =
∑
i
(∑
j,k
lij,kξ
jηk
)
ei, l
i
j,k =
∂Lij
∂xk
(p0). (23)
Since Llin is a Nijenhuis operator, this algebra is expected to be rather special
5. What
can we say about it? The answer can be found in literature (see, e.g., [44]) although it
does not seem to be widely known, at least amongst differential geometers.
Definition 5.2. An algebra (a, ∗) is called left-symmetric if the following identity holds:
ξ ∗ (η ∗ ζ)− (ξ ∗ η) ∗ ζ = η ∗ (ξ ∗ ζ)− (η ∗ ξ) ∗ ζ, for all ξ, η, ζ ∈ a. (24)
5Recall that in the case of Poisson tensors, the linearisation procedure also leads to an algebra with
very special properties, namely, a Lie algebra.
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The definition is due to Vinberg [41]; recent papers on left-symmetric algebras include
[12, 11].
Notice that (24) can be rewritten as LξLη − LηLξ = L[ξ,η] where Lξ : a → a denotes the
left multiplication by ξ, i.e. Lξζ = ξ∗ζ . The latter relation implies that the commutator
[ξ, η] = ξ ∗ η − η ∗ ξ defines the structure of a Lie algebra on a (called the Lie algebra
associated with a).
The relation between (linear) Nijenhuis operators and left-symmetric Lie algebras is
very natural.
Proposition 5.2. Consider a (1,1)-tensor field L which is defined on a vector space
T ≃ Rn and such that all of its components are linear functions in Cartesian coordinates
x1, . . . , xn, that is,
Lij(x) =
∑
k
lij,kx
k. (25)
Then L(x) is a Nijenhuis operator if and only if lij,k are structure constants of a left-
symmetric algebra. We will denote this left-symmetric algebra by (aL, ∗).
The proof of Proposition 5.2 is straightforward and can be found e.g. in [44], we also
include it in Part II [22] of our series of papers on Nijenhuis geometry.
Thus, there is a natural bijection between linear Nijenhuis tensors and left-symmetric
algebras. In this view, sometimes by the linearisation of a (non-linear) Nijenhuis tensor
L at a singular point p0 ∈ M of scalar type, we will understand the left-symmetric
algebra aL defined on Tp0M . We will refer to it as the isotropy left-symmetric algebra.
The linearisation problem for a Nijenhuis operator L in a neighbourhood of a scalar-
type singular point p0 can be stated as follows: under which conditions L is (locally)
equivalent to its linearisation, that is, to the linear Nijenhuis operator Llin associated
with aL? In this case we say that L is linearisable at the singular point p ∈ M .
Sometimes linearisability may follow from the structure of aL. The next definition
is borrowed from Poisson Geometry. The only modification is that Lie algebras are
replaced with left-symmetric algebras and Poisson tensors are replaced with NIjenhuis
operators.
Definition 5.3. A left-symmetric algebra a is called non-degenerate if any Nijenhuis
operator L, whose isotropy left-symmetric algebra aL at a singular point p0 is isomorphic
to a, is linearisable at this point.
Equivalently, non-degeneracy of a means that the corresponding linear Nijenhuis oper-
ator is C2-stable (at the origin).
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Notice that speaking of linearisability we have to distinguish at least three different
cases: smooth, real analytic and formal. In this view, non-degeneracy of a left-
symmetric algebra a can be understood in three different settings: smooth, real analytic
and formal. The following example is treated in detail in Part II of our work [22].
Example 5.1. Consider the two-dimensional left symmetric algebra b1,α with a basis
e1, e2 and relations
e1 ∗ e1 = 0, e1 ∗ e2 = 0, e2 ∗ e1 = e1, e2 ∗ e2 = αe2.
The corresponding linear Nijenhuis operator is
Lb1,α =
(
0 x
0 αy
)
, α ∈ R.
If α < 0 and is irrational, then this left-symmetric algebra is degenerate in the smooth
sense. To show this one can consider the following smooth perturbation of Lb1,α :
L =
(
0 x
0 αy
)
+
(
h(x, y) g(x, y)
0 0
)
where h and g are both flat functions defined by:
h(x, y) =
exp
(
− 1
x2(y2)−
1
α
)
, xy 6= 0,
0, xy = 0.
and g(x, y) =
{
h(x, y)hy(x,y)
hx(x,y)
, xy 6= 0,
0, xy = 0.
They satisfy two properties: 1) h(x, y) is a smooth first integral for the vector field
(x, αy) (defined by the second column of Lb1,α and 2) the relation hxg = hyh holds.
These conditions guarantee that L is Nijenhuis.
It is obvious, however, that L is not equivalent to Lb1,α since the latter has zero eigen-
values at each point but L does not.
This trick with a flat perturbation does not work in the real analytic case (in particular,
the vector field (x, αy) admits no real analytic first integrals) and it can be shown (see
Part 3 [22] for details) that the algebra b1,α is analytically non-degenerate for almost
all negative irrational α’s.
In the next section, we prove the non-degeneracy for the simplest and most natural left-
symmetric Lie algebra, namely, the diagonal one. In general, the classification problem
for left-symmetric algebras is completely open and, to the best of our knowledge, has
not been even touched.
37
5.2 Non-degeneracy of the diagonal left-symmetric algebra
Theorem 5.1. Let d be a non-trivial one-dimensional LSA and dn = ⊕nd be the direct
sum of n copies of d. Then dn is non-degenerate both in formal and real analytic sense.
Equivalently, consider the linear Nijenhuis operator of the form
Llin(x) = diag(x1, x2, . . . , xn)
and a formal (resp., real analytic) perturbation of Llin of the form
L(x) = Llin(x) + L2(x) + L3(x) + . . . , (26)
where the entries of Lk(x) are homogeneous polynomial of degree k ≥ 2 in x and L
is a formal (resp. real analytic) Nijenhuis operator. Then L(x) is formally (resp.,
real analytically) linearisable, i.e., there exists a formal (resp. real analytic) change of
variables
yi = xi + fi,2(x) + fi,3(x) + . . . (27)
with fi,k being homogeneous polynomial of degree k ≥ 2 such that in new coordinates
the operator L takes the form
Llin(y) = diag(y1, y2, . . . , yn),
or, more specifically,(
∂y
∂x
)(
Llin(x) + L2(x) + L3(x) + . . .
)(∂y
∂x
)−1
= Llin(y), (28)
where
(
∂y
∂x
)
is the Jacobi matrix of the coordinate change (27).
Remark 5.1. In dimension two, the statement of Theorem 5.1 remains true in the
smooth category [22]. However, we do not know if it is still the case for k ≥ 3.
Remark 5.2. We do not know if the direct sum of two non-degenerate left-symmetric
algebras is still non-degenerate and therefore we cannot use this obvious idea in our
proof. This general property might be true but we do not see any elementary explana-
tion of it.
Remark 5.3. The geometric meaning of the new coordinates y1, . . . , yn is very simple.
These are just the eigenvalues of the perturbed operator L. However, the argument
that “under small perturbations the eigenvalues change in a good way” does not work
in this case at all. The point is that generic (i.e., non-Nijenhuis) perturbations of
Llin(x) immediately destroy all good properties of the eigenvalues, typically they become
multivalued and by no means smooth. Theorem 5.1 is basically equivalent to the fact
that the eigenvalues of Llin(x) remain smooth under Nijenhuis perturbations.
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Proof. We first prove formal non-degeneracy of dn, or equivalently, formal linearisability
of L(x), by killing each term Lk(x) of the perturbation step by step. In other words, we
will use the traditional approach based on the following sufficient condition for formal
linearisations. As before, throughout the proof Lk(x) denotes a matrix whose entries
are homogeneous polynomials in x of degree k ≥ 2.
We first of all notice that if L(x) = Llin(x) + Lk(x) + . . . is a Nijenhuis operator, then
the Fro¨licher–Nijenhuis bracket of Llin(x) and Lk(x) vanishes (see Definition 2.6). In
this case we will say that Llin and Lk are compatible.
Proposition 5.3. Assume that for any k and for any Lk compatible with Llin there
exists a change of variables
yi = xi + fi,k(x), where fi,k(x) is a homogeneaous polinomial in x of degree k,
that transforms L(x) = Llin(x)+Lk(x) to the form L(y) = Llin(y)+Lk+1(y)+ . . . (i.e.,
kills terms of order k). Then any Nijenhuis perturbation of Llin of the form (26) is
formally linearisable.
Notice that this statement holds true for any linear NIjenhuis operator, not necessarily
the diagonal one Llin(x) = diag(x1, x2, . . . , xn).
This sufficient condition for formal linearisability seems to be standard and we omit
the proof. We just want to show that it is fulfilled in our case. Namely, we are going
to prove the following
Proposition 5.4. Let R(x) be an operator whose entries are homogeneous polynomials
of degree k and such that [Llin(x), R(x)]FN = 0. Then there exists a change of variables
yi = xi + fi(x)
with fi being homogeneous polynomials of degree k such that the following relation holds:(
Id + J
)−1(
Llin(y) + (terms of degree ≥ k + 1)
)(
Id + J
)
= Llin(x) +R(x), (29)
where J =
(
∂f
∂x
)
and F (x) = diag
(
f1(x), . . . , fn(x)
)
.
Proof. By equating k-order terms in (29), we obtain
R(x)− F (x) = [Llin(x), J ] (30)
This system is easy to analyse.
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Lemma 5.1. The change of variables yi = xi + fi(x) with required conditions (30)
exists if and only if the components of R(x) satisfy the relation:
Rij(x) = (xi − xj)
∂Rii
∂xj
. (31)
If (31) holds, this change of variables is unique and takes the form
yi = xi +R
i
i(x).
Proof. Assume that (30) holds. Taking into account the fact that the diagonal elements
of [Llin(x), J ] vanish, we come to the condition that R
i
i(x) (diagonal elements of the
perturbation) must coincide with f1, . . . , fn. In other words, if for a given perturbation
R(x) the desired change of variables exists then such a change is unique and is given
by the diagonal elements of the perturbation, i.e.
yi = xi +R
i
i(x).
On the other hand, off-diagonal elements Rij of R(x) must coincide with the off-diagonal
elements of the (matrix) commutator [Llin(x), J ] = Llin(x)J − JLlin(x), which are of
the form (xi − xj)J ij = (xi − xj) ∂fi∂xj = (xi − xj)
∂Rii
∂xj
as stated. Conversely, if (31) holds,
it is easily seen that the change of variable yi = xi +R
i
i(x) satisfies (30).
It remains to check that condition (31) follows from to the fact the Fro¨licher–Nijenhuis
bracket of Llin(x) and R(x) vanishes.
Lemma 5.2. Let Llin and R(x) be compatible, i.e., [Llin, R(x)]FN = 0, then (31) holds.
Proof. Vanishing the Fro¨licher–Nijenhuis bracket of Llin and R amounts to the following
relations (for all i 6= j):
Llin[R
α
j ∂α, ∂i]+Llin[∂j , R
α
i ∂α]+R[xi∂i, ∂j ]+R[∂i, xj∂j ]− [Rαj ∂α, xi∂i]− [xj∂j , Rαi ∂α] = 0,
with summation over α (but not over i and j). A straightforward computation gives:
−
∑
α
xα
∂Rαj
∂xi
∂α+
∑
α
xα
∂Rαi
∂xj
∂α+0+0+
∑
α
xi
∂Rαj
∂xi
∂α−Rij∂i−
∑
α
xj
∂Rαi
∂xj
∂α+R
j
i∂j = 0
Taking the i-th component of this vector identity, we get:
−xi
∂Rij
∂xi
+ xi
∂Rii
∂xj
+ xi
∂Rij
∂xi
− Rij − xj
∂Rii
∂xj
= (xi − xj)∂R
i
i
∂xj
− Rij = 0,
which coincides with (31).
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These two lemmas complete the proof of Proposition 5.4.
Taking into account the sufficient condition of formal linearisability given by Proposition
5.3, we conclude that L(x) is formally linearisable.
In the real analytic case, the proof easily follows from the Artin theorem [2] which states
that if an analytic equation admits a formal solution, then it also admits an analytic
solution which is closed to the formal one in natural sense. In particular, this theorem
implies the following fact: if a polynomial equation
P (y) = yn + σn−1(x)y
n−1 + σn−2(x)y
n−2 + · · ·+ σ1(x)y + σ0(x) = 0, x ∈ Rn, y ∈ R,
admits n distinct formal solutions yk = hk(x) (in the neighbourhood of x = 0), then
these solutions are automatically real analytic in a small neighbourhood of x = 0.
Formal linearisability of L(x) means that the new coordinates yk are formal roots of
the characteristic polynomial of the operator L(x) (see formula (28)). According to the
above particular case of the Artin theorem, yk(x) are, in fact, real analytic (in a small
neighbourhood of x = 0), as required. This completes the proof in the real analytic
case.
6 Applications
6.1 Complex eigenvalues of Nijenhuis operators on closed conected
manifolds are always constant
Theorem 6.1. Let L be a Nijenhuis operator on a closed connected manifold M with a
non-real eigenvalue λ ∈ C\R at least at one point. Then this number λ is an eigenvalue
of L with the same algebraic multiplicity at every point of M .
Proof. Let k(x) be the number of non-real (perhaps, repeated) eigenvalues of L at
x ∈ M , and λ1(x), . . . , λk(x)(x) denote all the corresponding non-real eigenvalues of
L(x). Next, define
µ(x) := max
i=1,...,k(x)
ℑ(λi(x)) and µ0 := max
x∈M
µ(x),
where ℑ(·) denotes the imaginary part of a complex number. At the points where
k(x) = 0 we set µ(x) = 0. Let M0 ⊂M be the set of those points where the maximum
is achieved:
M0 := {x ∈M | µ(x) = µ0}.
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Clearly, µ(x) is a continuous function onM , so the compactness of the manifold implies
that M0 is not empty and is compact. Next, for each point x ∈ M0, let k˜(x) ∈ N be
the number of those eigenvalues of L(x) whose imaginary part equals µ0. Denote such
eigenvalues by λ1(x), ..., λk˜(x)(x) and their algebraic multiplicities bym1(x), ..., mk˜(x)(x).
Next, consider the function
m : M0 → N, M0 ∋ x 7→
(
max
i=1,...,k˜(x)
mi(x)
)
,
denote by m0 its maximum and by M˜0 ⊂ M0 the set of points where the maximum is
attained. By construction, at every point x of M and for every eigenvalue λ of L(x),
at least one of the following conditions holds:
1. ℑ(λ) < µ0 or
2. the algebraic multiplicity of λ is not greater than m0.
Clearly, the set M˜0 is closed. Let us now show that it is open. Take arbitrary p ∈ M˜0,
and let λ0 be an eigenvalue of L(p) of algebraic multiplicity m0 with ℑ(λ0) = µ0.
According to Theorems 3.1 and 3.3, there exists a connected neighbourhood U =
U(p) ⊂M with a coordinate system z1 = x1+i y1, . . . , zm0 = xm0+i ym0 , x2m0+1, . . . , xn
and a decomposition of the characteristic polynomial χL(t) in the product of three monic
polynomials
χL(t) = P (t) · P¯ (t) ·Q(t)
satisfying the following conditions hold:
• the coefficients of the polynomial P (t) = tm0+a1tm0−1+ · · ·+am0 are independent
of x2m0+1, . . . , xn and are smooth complex-valued holomorphic functions of the
variables z1, . . . , zm;
• the coefficients of the polynomial P¯ (t) are complex-conjugate to that of P (t);
• the coefficients of the polynomial Q(t) = tn−2m0 + b1tn−2m0−1 + · · · + bn−2m0 are
smooth real functions of the variables x2m0+1, . . . , xn;
• at the point p ∈ M , the polynomial P (t) is equal to (t− λ0)m0 .
By assumptions, the function −ℑ(a1) is the sum of imaginary parts of some m0 eigen-
values of L and therefore is at most m0 · µ0, which implies that it attains its maximum
at p. Since a1 is holomorphic, it is constant on U by the maximum principle. Then the
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imaginary parts of the roots of P (t) are constants on U . Since the roots of the polyno-
mial P (t) (with holomorphic coefficients) are also holomorphic on an open everywhere
dense subset of U , this condition implies that these roots themselves are constant on
U . Hence, U ⊆ M˜0 and therefore M˜0 is open.
Finally, since M˜0 is non-empty, closed and open, it coincides with the whole M , so that
at every point of M the eigenvalue λ0 has multiplicity m0. Next, consider the operator
L′ := (L−λ0 ·Id)(L−λ¯0 ·Id). Its Nijenhuis tensor is zero, and at every point the number
of non-real eigenvalues of L′ is one less than that of L. If all eigenvalues of L′ are real,
we are done, since the only non-real eigenvalues of L are constants λ0 and λ¯0, both of
algebraic multiplicity m0. Otherwise, replacing L by L
′ in all previous considerations,
we obtain that one of its complex eigenvalues (say, λ′0) is constant and has constant
algebraic multiplicity at all points ofM . Then, we consider L′′ = (L′−λ′0 ·Id)(L′−λ¯′0 ·Id)
and so on; in finitely many steps we come to a Nijenhuis operator with only real
eigenvalues. Theorem 6.1 is proved.
It easily follows from Theorem 4.4 that near a differentially non-degenerate singular
point there always exist points with non-constant complex eigenvalues. Hence we im-
mediately obtain
Corollary 6.1. A Nijenhuis operator L on a closed manifold cannot have differentially
non-degenerate singular points.
The next corollary shows that the topology of a manifold carrying a Nijenhuis operator
L may “affect” the spectrum of L.
Corollary 6.2. The eigenvalues of a Nijenhuis operator on the 4-dimensional sphere
S4 are all real.
Proof. Let L be a Nijenhuis operator on S4 with a complex eigenvalue λ at a point x
which without loss of generality can be assumed to be equal to i =
√−1 (otherwise
replace L by its appropriate linear combination with Id). Then, by Theorem 6.1 at
every point of S4 the numbers i and −i are eigenvalues of L.
If i has algebraic multiplicity 2 at x, then i and −i have algebraic multiplicity 2 at
every point of S4 and therefore L is a Nijenhuis operator with no real eigenvalues.
According to Theorem 3.3, in this case L induces a natural complex structure J on S4
which is impossible.
Let us consider the case when i has algebraic multiplicity 1, and construct an almost
complex structure on S4. Consider any Riemannian metric g on S4, the 2-dimensional
distribution D = Ker (L2 + Id) and its orthogonal complement D⊥.
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Next, define an almost complex structure J as follows: we choose an orientation 4-form
ω and for the vector v = u+u⊥, where u ∈ D and u⊥ ∈ D⊥, we put J(v) = L(u)+R(u⊥),
where R is the pi
2
-rotation in the 2-plane D⊥ in positive direction. More precisely, R(u⊥)
lies inD⊥, is orthogonal to u⊥, has the same length as u⊥, and ω(u, L(u), u⊥, R(u⊥)) ≥ 0
for any nonzero u. Clearly, J2 = −Id, so it is an almost complex structure.
Now, by the classical result of Steenrod [37, 41.20], the 4-sphere does not admit any
almost complex structure. This contradiction completes the proof.
6.2 Geodesically equivalent metrics near differentially
non-degenerate singular points
Recall that two pseudo-Riemannian metrics g and g¯ on M are geodesically equivalent, if
any g-geodesic is a g¯-geodesic. In this definition we consider geodesics without preferred
parameterization. Geodesically equivalent metrics is a classical topic and appeared
already in the papers of E. Beltrami, T. Levi-Civita and H. Weyl; it has a revival in
the last decades due to new methods coming from the theory of integrable systems and
parabolic geometry which led to solving a series of named and natural problems.
Let us recall, following [6], the relation between geodesically equivalent metrics and
Nijenhuis operators. Consider the operator L = L(g, g¯) defined by
Lij :=
∣∣∣∣det(g¯)det(g)
∣∣∣∣ 1n+1 g¯ikgkj. (32)
By [6, Theorem 1], if the metrics g and g¯ are geodesically equivalent, then L is a
Nijenhuis operator. Clearly, the pair (g, L) contains as much information as the pair
(g, g¯) so that the geodesic equivalence condition for g and g¯ can be written as an
equation for g and L. The compact form of this equation is
{H,F} = 2Hℓ. (33)
Here { , } is the canonical Poisson brackets on T ∗M , H is the hamiltonian of the
geodesic flow of g, H := 1
2
gij(x)pipj, F is the quadratic is momenta function given by
F = Likg
kjpipj , and ℓ is the linear in momenta function corresponding to the differential
of the trace of L, ℓ =
∑
i
∂ tr(L)
∂xi
pi, where (x1, . . . , xn, p1, . . . , pn) are usual canonical
coordinates on T ∗M .
If (33) holds for a g-selfadjoint Nijenhuis operator L, we say that g and L are geodesically
44
compatible6. It is natural to ask if a given Nijenhuis operator L admits a geodesically
compatible metric g (not necessarily positive definite)?
For diagonalisable Nijenhuis operators with n distinct eigenvalues, the answer is posi-
tive: there always exists two geodesically equivalent metrics g and g¯ such that L is given
by (32). Indeed, in this case and under the additional assumption that the eigenvalues
are real, there exists a coordinate system such that L = diag(λ1(x1), ..., λn(xn)), and
the metrics g and g¯ are as follows:
g =
n∑
i=1
(
εi
n∏
j=1;j 6=i
(λi − λj)
)
dx2i (34)
g¯ =
n∑
i=1
(
εi
λ2i
n∏
j=1;j 6=i
1
λj
(λi − λj)
)
dx2i , (35)
where εi ∈ {−1, 1}. This result was obtained by Levi-Civita [25] in 1896. Generalization
of this result to the mixed case with real and complex eigenvalues (but still distinct) is
also known, see e.g. [8] (special cases were known long before this paper).
Next assume that a Nijenhuis operator L is algebraically generic (Definition 2.7). This
case is also known and the answer is as follows: If L admits a geodesically compatible g,
then the geometric multiplicity of any nonconstant eigenvalue of L is one. In particular,
for a semisimple Nijenhuis operator L, a geodesically compatible metric g exists if and
only if all eigenvalues of multiplicity greater than 2 are constant. The direction “=⇒”
is proved in [7], while the direction “⇐=” follows from [8].
However, if we consider a Nijenhuis operator L near a singular point p ∈ M , then
existence problem for a projectively equivalent partner remains widely open. Only
the Riemannian case under the additional assumption that the metrics are strictly-
nonproportional is fully understood [30]. In almost all known global examples, such
points do appear and, moreover, turn out to be interesting from geometric viewpoint
(e.g., ombilic points on ellipsoids). It is expected that that classification of such points
may help to describe the topology of closed manifolds admitting projectively equivalent
metrics and to prove the projective Lichnerowicz conjecture for all signatures.
The main results of this section, Proposition 6.1 and Theorem 6.2 below, concern
differentially non-degenerate singular points (Definition 2.10). In this case the answer
is positive: there locally exists a metric geodesically compatible with L. Indeed, as
shown in Theorem 4.4, in this case there exists a coordinate system such that L is
6Notice that L defined by (32) should, in addition, be non-degenerate, but we may temporarily
ignore this condition as (33) is preserved under shifts L 7→ L+ c · Id, c ∈ R.
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given by
L =

x1 1
x2 0 1
...
...
. . .
. . .
xn−1 0 . . . 0 1
xn 0 . . . 0 0
 , (36)
and we have
Proposition 6.1. The metric g whose dual (=inverse) metric
(
gij
)
= g−1 is given by
g−1 =

0 · · · 0 0 −1
0 · · · 0 −1 x1
... . .
.
. .
.
. .
.
x2
0 −1 x1 . . .
...
−1 x1 x2 · · · xn−1
 (37)
is geodesically compatible with L given by (36).
The proof is left to the reader: one needs to check by direct calculations that the
operator (36) is g-selfadjoint and (33) is satisfied.
Recall that one metric g geodesically compatible with L allows us to construct infinitely
many metrics gf geodesically compatible to L. This construction is essentially due to
Topalov [39], its special case was known to Sinjukov [36], and it is described in detail
in [7, §1.3]. Given geodesically compatible pair (g, L) and an analytic matrix function
in the sense of Section 3.1, one constructs a metric gf geodesically compatible to the
same L by setting gf(ξ, η) = g
(
f(L)ξ, η
)
or shortly gf = gf(L).
The main result of this section is a description of all real analytic metrics compatible
with L near a differentially non-degenerate singular point.
Theorem 6.2. Let g′ and L be geodesically compatible and real analytic. Assume
that L is differentially non-degenerate at a point p ∈ M and L(p) is conjugate to
the n× n Jordan block with zero eigenvalue. Then there exists a real analytic function
f : (−ε, ε)→ R such that in some local coordinate system x1, . . . , xn centered at p ∈M ,
the operator L is given by (36) and g′ = gf , where g is given by (37).
Examples show that the assumption that the metric is real analytic is important.
Proof. The existence of coordinates such that L is given by (36) was proved in The-
orem 4.4, moreover such a coordinate system is unique and real analytic. We can as-
sume therefore that we work on U ⊆ Rn with (x1, ..., xn) being Cartesian coordinates,
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(0, ..., 0) ∈ U and L is as in (36). We need to show that g′ = gf for a real analytic
function f . Because of real analyticity, it is sufficient to prove the last statement in any
open subset V ⊂ U . Let us choose such a subset V .
Consider the mapping
φ : Rn → Rn, φ(y) = (σ1(y), σ2(y), ..., σn(y)), (38)
where σk is the elementary symmetric polynomial of degree k. By implicit function
theorem, φ is a local diffeomorphism near every point (y1, ..., yn) such that yi are all
distinct.
Next, take a sufficiently small positive ε and consider the set Y := {(y1, ..., yn) ∈ Rn |
−ε < y1 < ... < yn < ε}. As an open subset where we prove that g′ = gf , we choose
V = U ∩ φ(Y ). Note that φ is injective on Y , since the coefficients of the polynomial
tn − σ1tn−1 + σ2tn−2 − ...+ (−1)nσn determine its ordered zeros y1 < ... < yn uniquely.
By construction, at every point φ(y1, ..., yn) of this neighbourhood, L has n = dimM
distinct real eigenvalues −ε < y1 < ... < yn < ε. Therefore, in coordinates y1, ..., yn
the operator L is diag(y1, ..., yn) and the metric g
′ has the following form (which one
immediately obtains from (34) by passing to the coordinates y1, ..., yn that are (ordered)
eigenvalues of L)
g′ =
n∑
i=1
(
fi(yi)
n∏
j=1;j 6=i
(yi − yj)
)
dy2i . (39)
Here fi are some functions of one variable; since the metric is real analytic, they are
also real analytic.
Next, consider the (1, 1)–tensor M given by the following formula:
M = g−1g′ = gisg′sj. (40)
By direct calculations we see that in coordinates y1, ..., yn, the metric g given by (37)
takes the form
g =
n∑
i=1
(
n∏
j=1;j 6=i
(yi − yj)
)
dy2i . (41)
Comparing formulas (40) and (41), we see that M is given by the diagonal matrix
M = diag
(
f1(y1), ..., fn(yn)
)
, (42)
and therefore commutes with L. Since our objects are all real analytic, the operators
L and M commute at every point of U .
Next, observe that L is gl-regular on U in the sense of Definition 2.9. This implies that
M is a polynomial in L of degree ≤ n− 1 whose coefficients ai are functions on U :
M = an−1(x)L
n−1 + ...+ a1(x)L+ a0(x) Id. (43)
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Notice that the matrices Ln−1, ..., L, Id are linearly independent. Therefore the coeffi-
cients ai are unique and real analytic in x on U . Since the eigenvalues ofM at the point
φ(y1, ..., yn) are f1(y1), ..., fn(yn) and the eigenvalues of L at the point φ(y1, ..., yn) are
y1, ..., yn, we obtain the following formula: f1...
fn
 =
 y
n−1
1 · · · 1
...
...
yn−1n · · · 1

 an−1 (φ(y1, ..., yn))...
a0 (φ(y1, ..., yn))
 . (44)
Note that the fi(yi)-eigenvector of M coincides with the yi-eigenvector of L at every
point φ(y1, ..., yn) and each of the functions fi is defined on (−ε, ε).
In view of (38), the functions ai(φ(y1, ..., yn)) are symmetric in y1, ..., yn. This implies
that all the functions fi coincide, i.e., fi(y) = f(y) for some real analytic function f
defined on (−ε, ε). (Indeed, from (44) we see that
fi(yi)− fi+1(yi+1) =
n−1∑
k=0
(yki − yki+1)ak(φ(y1, . . . , yn))
and then can take the limit as yi → yi+1 (keeping all the other yk’s fixed). Since the
functions ak are bounded, we get fi(y) = fi+1(y) for any y ∈ (−ε, ε), as needed.)
Finally, since fi = f we conclude from (42) that M = f(L) and (40) implies that
g′ = gf = gf(L) on V = U ∩ φ(Y ). Since both g′ and gf are real analytic, they
therefore coincide on U as we claimed.
6.3 Poisson-Nijenhuis structures near differentially non-degenerate
singular points
Recall that two Poisson structures P and P˜ are called compatible, if their sum P + P˜ is
also a Poisson structure. If they are non-degenerate and therefore come from symplectic
forms ω = P−1 and ω˜ = P˜−1, compatibility is equivalent to the property that the
‘recursion’ (1, 1) tensor L given by the relation
ω˜( · , · ) = ω(L · , ·) (45)
is a Nijenhuis operator. Since ω˜ can be recovered from ω˜ and L, we can reformulate
the compatibility condition as follows (cf. Section 6.2). We will say that a symplectic
structure ω and a Nijenhuis operator L are compatible if
(a) the form ω˜( · , · ) = ω(L · , ·) is skew-symmetric, i.e., is a differential 2-form,
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(b) this form is closed, i.e., d ω˜ = 0.
In the case when L is non-degenerate, a compatible pair (ω, L) defines a Poisson-
Nijenhuis structure in the sense of [29] and [24]. However, non-degeneracy of L is not
very essential as we can replace it with L + c · Id, c ∈ R and here we will think of
compatible pairs (ω, L) as a natural subclass of Poisson-Nijenhuis structures.
If one wants to study singularities of Poisson-Nijenhuis structures (cf. Problem 5.17 in
[9]), then it is natural to ask which Nijenhuis operators admit compatible symplectic
structures and what is a simultaneous canonical form for ω and L near a (possibly
singular) point p ∈M?
Notice, first of all, that condition (a) imposes natural algebraic restrictions on the
algebraic type of L: in the Jordan decomposition of L all the blocks can be partitioned
into pairs of equal blocks (i.e. of the same size and with the same eigenvalue). In
particular, the characteristic polynomial of L is a full square and each eigenvalue has
even multiplicity.
If L has n distinct real eigenvalues, each of multiplicity 2, and in addition their differ-
entials are linearly independent at a point p ∈ M , then there exists a local canonical
coordinate system x1, ..., xn, p1, ..., pn in which L is diagonal with xi being its ith eigen-
value [29]:
ω =
∑
i
dpi ∧ dxi, L = diag(x1, x2, ..., xn, x1, x2, ..., xn). (46)
Equivalenly, one can say that the pair (ω, L) is a direct sum of two-dimensional blocks
(ωi, Li) of the form ωi = dpi ∧ dxi, Li = xi · Id. For further use and without pretending
that it is new, let us slightly generalise this result (cf. [29], [40], [17]). Consider 4
elementary examples of compatible pairs:
Type 1. L has one real non-constant eigenvalue of multiplicity 2:
ω = dp ∧ dx, L = λ(x, p) · Id.
Type 2. L has one real constant eigenvalue of multiplicity 2k;
ω =
k∑
j=1
dpj ∧ dxj , L = λ · Id, λ ∈ R.
Type 3. L has one pair of non-constant complex conjugate eigenvalues of multiplicity 2:
ω = Re (dz ∧ dw), L = α(z, w) · Id + β(z, w) · J,
where z = x+i y, w = u+i v, J denotes the corresponding complex structure and
α(z, w) + i β(z, w) is a holomorphic function in z and w.
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Type 4. L has one pair of constant complex conjugate eigenvalues of multiplicity 2k:
ω = Re
(
k∑
j=1
dzj ∧ dwj
)
, L = α · Id + β · J,
where zj = xj+i yj , wj = uj+i vj , J denotes the corresponding complex structure
and α+ i β ∈ C, β 6= 0.
Theorem 6.3 (Folklore). Let ω and L be compatible. Suppose that L is semisimple
and algebraically generic in a neighborhood of p ∈ M . Then the pair ω and L locally
splits into a direct sum of ‘elementary blocks’ of 4 types described above. If dλ(p) 6= 0
or d(α(p) + i β(p)) 6= 0 for some real or complex eigenvalue, then in the corresponding
‘elementary block’ we may set λ = x (see Type 1) and α + i β = z (see Type 3).
Notice that to admit a compatible symplectic partner, a semisimple algebraically generic
Nijenhuis operator L should satisfy one additional condition, namely, its non-constant
eigenvalues must be all of multiplicity 2 (cf. Section 6.2).
If L is algebraically generic but not necessarily semisimple, the description (rather non-
trivial) of compatible pairs ω, L was obtained by Turiel [40] under some additional
assumptions on the differentials of trLk, k = 1, . . . , n. These assumptions basically
mean that each eigenvalue is either constant or its differential does not vanish.
The next natural step is to study local normal forms for ω and L at differentially non-
degenerate singular points. However, since each eigenvalue of L has multiplicity at
least two, the coefficients of the characteristic polynomial of L cannot be functionally
independent. For this reason, we will appropriately modify this condition.
The main result of this section is Theorem 6.4 below. Unlike other results mentioned
in this section, which hold in both smooth and analytic cases, this theorem holds in the
formal category. Still, it answers the natural question: what happens at points where
the eigenvalues of L collide but the differentials of trLk remain linearly independent
for k = 1, ..., n = 1
2
dimM . Note that this question is clearly important for finite
dimensional integrable systems and we do hope that it might also be important for
understanding of bihamiltonian structures in infinite dimension appearing in the theory
of integrable ODEs and PDEs).
Theorem 6.4. Let ω and L be compatible (i.e., define a Poisson-Nijenhuis structure
on M2n). Suppose that at a point p ∈ M2n, we have trL = · · · = trLn = 0 but the
differentials of trL, . . . , trLn are linearly independent. Then at this point there exists
a formal coordinate system x1, ..., xn, p1, ..., pn such that ω =
∑
i dxi∧dpi and L is given
by matrix (
A 0n
S At
)
, (47)
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where
A =

−x1 1 0 · · · 0
−x2 0 1 . . .
...
...
...
. . .
. . . 0
−xn−1
...
. . . 1
−xn 0 · · · · · · 0

, S =

0 −p2 −p3 · · · −pn
p2 0 0 · · · 0
p3 0
...
...
...
...
...
...
pn 0 0 · · · 0
 , (48)
0n is the zero n× n-matrix, and At denotes the transposed of A.
In this work we provide only a sketch of the proof. The complete proof will be published
later and in fact we do hope to obtain the proof of this theorem in the analytic or even
smooth category.
Sketch of the proof. The characteristic polynomial of L is the square of a certain
polynomial of degree n:
χL(t) = (t
n + σ1t
n−1 + ...+ σn)
2.
The condition that the differentials of trLk for k = 1, ..., n are linearly independent
implies, that the differentials of σk are linearly independent also. Take them as first
coordinates xk. As these functions commute with respect to the Poisson bracket related
to ω, we can complete them up to a canonical coordinate system (x1, ..., xn, p1, ..., pn)
so that ω =
∑
i dxi ∧ dpi.
It follows from the fact that ω˜ = ωL is skew-symmetric and formula (8) that in these
coordinates
L =
(
A 0n
S¯ At
)
, (49)
where A is in the form (48) and the matrix S¯ is skew symmetric. Furthemore, the
condition dω2 = 0 gives us S¯ = S +M , where S is in the form (48), while M is skew
symmetric and depends only on x1, . . . , xn.
Note, that all the statements we have used so far work in smooth and analytic categories.
The following proposition we prove only in formal category.
Proposition 6.2. Let ω and L be as above, that is ω =
∑
i dxi ∧dpi and the Nijenhuis
operator L in the form
L =
(
A 0n
S +M At
)
,
where where A and S are the n × n-matrices given by (48) and M is skew-symmetric
and depends on xi only. Then there exists a formal series U(x) = U1(x) + U2(x) + ...
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with Um being a homogeneous polynomial in x1, . . . , xn of degree m, such that the formal
canonical transformation x′i = xi, p
′
i = pi +
∂U
∂xi
brings L to the form
(
A 0n
S At
)
.
The proof of this proposition is similar to the proof of non-degeneracy of the diagonal
left-symmetric algebra (Theorem 5.1).
Remark 6.1. Theorem 6.4 shows that singularities of a Nijenhuis-Poisson structure
do not necessarily lead to singularities of the associated (bi)-Lagrangian fibration: the
singular point p ∈ M remains regular in the sense of the momentum mapping defined
by the commuting independent integrals trL, . . . , trLn.
7 Conclusion and further research
In our paper we have tried to demonstrate that Nijenhuis Geometry may become an
interesting and important area of research related to and having applications in many
areas of mathematics and mathematical physics. One of our goals has been to re-direct
the research agenda of the theory of Nijenhuis operators from “tensor analysis at generic
points” to studying singularities and global properties, as it already happened before
with other areas of differential geometry.
A very stimulating example for us in this context was Poisson Geometry. Having its
origin in classical works of Poisson, Jacobi and especially Sophus Lie (who devoted the
second volume of his famous “Theorie der Transformationsgruppen” [27] to the study
of Poisson algebras of functions), this area of mathematics for many decades remained
just an instrument for Hamiltonian and quantum mechanics. Everybody was familiar
with the definition, basic properties and Darboux canonical form and this knowledge
was basically sufficient. (Aren’t we in a similar situation with Nijenhuis geometry now?)
The situation dramatically changed in 70-80th of last century: “After a long dormancy,
Poisson geometry has become an active field of research during the past 30 years or
so, stimulated by connections with a number of areas...” (A.Weinstein, 1998 [43]).
These connections revealed, in particular, the importance of singularities and non-local
properties of Poisson structures (see [42], [26], [20]) and that was somehow a turning
point. That is the reason for our optimism in view of further research prospects for
Nijenhuis Geometry.
As pointed out in Introduction, this work is the first in a series of papers we are currently
working on. The second of them [22] will soon be available on arXiv and is entirely
devoted to linearisation of Nijenhuis operators and their relations to left-symmetric
algebras in the spirit of Section 5. In particular it contains the classification of all real
left-symmetric algebras (equivalently, linear Nijenhus operators) in dimension 2 and
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description of those of them which are non-degenerate in the sense of Definition 5.3 in
smooth and real-analytic cases (the results turned out to be slightly different).
Part 3 will be devoted to studying nilpotent Nijenhuis operators L and their normal
forms. The simplest situation when L is similar to a single Jordan block has been
treated in Section 4 and we will generalise these techniques to the general case. The
main difficulty is that in general the distributions KerLk are not integrable anymore.
It is expected that the classification of nilpotent Nijenhuis operators can be reduced to
classification of (flags of) distributions with additional properties implied by the relation
NL = 0. The latter problem is highly non-trivial, but this reduction would be interesting
on its own in any case. We will also discuss canonical forms for Nijenhuis operators with
a single eigenvalue λ (not necessarily constant) in the case of several Jordan λ-blocks.
According to Splitting Theorem (Theorem 3.1), completing this programme would lead
to solution of the local description problem (Question 1 from Introduction) and we will
do it for low dimensions.
The topic of “Nijenhuis Geometry 4” are gl-regular Nijenhuis operators. In Section
4, we gave a local description of such operators under additional assumption of dif-
ferential non-degeneracy. The canonical form given by (15) is analogous to canon-
ical n-parametric versal deformations of gl-regular matrices in the sense of Arnol’d
[1]. We are going to show that ‘versality property’ still holds for gl-regular Nijen-
huis operators in the sense that local canonical forms, in general, can be obtained
from (15) by replacing the ‘versal’ parameters x1, . . . , xn with some smooth functions
f1(x1, . . . , xn), . . . , fn(x1, . . . , xn). These local results are a necessary step for stydying
gl-regular Nijenhuis manifolds (which can be understood as analogues of regular Pois-
son and symplectic manifolds), i.e., such that the Nijenhuis operator L is gl-regular at
each point of M , but not necessarily diagonalisable (cf. Problem 5.11 in [9]).
Finally, “Nijenhuis Geometry 5”, with tentative subtitle Nijenhuis Zoo, will collect
various examples, facts and constructions related to Nijenhuis operators with emphasis
on singularities and global properties. In particular, we explain how to construct a real
analytic R-diagonalisable (at each point) Nijenhuis operator L on a closed surface of
arbitrary genus g ≥ 0 and why, under additional condition that each singular point of
L is non-degenerate, such operators exist only for g = 0 and 1 (sphere and torus). We
will also discuss examples of left symmetric algebras of arbitrary dimension and related
constructions. For instance, we will prove an interesting uniqueness result: if detL(x) =
Πni=1xi for a linear Nijenhuis operator L(x) =
(
lijkxk
)
, then L = diag(x1, . . . , xn).
In conclusion, we refer to [9, Section 5(c)] devoted to open questions in Nijenhuis
Geometry.
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