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Abstract
It has been known that SU(N) supermembrane matrix model has continuous
energy spectrum, and it has also been conjectured that it has a normalizable energy
eigenstate. Assuming that there exists a normalizable energy eigenstate for each
N , we show that there exists a branch of continuous energy spectrum for each
partition of N .
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1 Introduction
The SU(N) supermembrane matrix quantum mechanics, which is obtained from the dimen-
sional reduction of (9 + 1)D SYM to (0 + 1)D, describes low energy physics of N D0-branes
in type IIA string theory, gives a regularization of M2-brane effective action in M-theory[1],
and is expected to describe discrete light cone quantized M-theory[2, 3].
To know more about string theory and M-theory, it is important to study this system
quantum mechanically, especially to study the structure of energy spectrum. In [4], it has
been shown that this system has continuous spectrum. Therefore most of eigenstates are
expected to be nonnormalizable. However this fact does not forbid existence of normalizable
energy eigenstates, and indeed the following conjecture has been made: There exists a unique
normalizable zero energy eigenstate. This conjecture is natural in the viewpoint of D0-brane
physics: if we uplift 10D type IIA string theory to 11D M-theory, a single D0-brane is regarded
as a Kaluza-Klein(KK) mode of one momentum unit along 11-th direction. N D0-branes
correspond to N KK modes of one momentum unit, and a single KK mode of N times the
momentum unit can be given as a threshold bound state of N KK modes of one momentum
unit.
Then we are naturally led to the following description of the continuous spectrum: Let us
partition N into positive integers Nµ: N =
∑nb
µ=1Nµ. N D0-branes can form nb bound states
which consist of Nµ D0-branes respectively. This can be regarded as a nb particle state, and if
those particles are far apart from each other they behave as free particles. Therefore it gives
a branch of continuous spectrum.
The purpose of this paper is to make the above description of the continuous spectrum more
rigorous. We do not inquire into the spectrum of normalizable states, but just assume that
there exists a normalizable energy eigenstate in the SU(N) quantum mechanics for each N , and
the wavefunctions of those normalizable states decay sufficiently fast at infinity. Extending
the argument given in [4], we shall show that for each partition of N there is a branch of
continuous spectrum. The argument in [4] corresponds to the case where Nµ = 1 for any µ.
This paper is organized as follows. After summarizing notation in Section 2, we shall show
in Section 3 that using normalizable energy eigenstates ψ(µ) of energy E(µ) taken from SU(Nµ)
subsystems, we can construct a smooth gauge invariant function ψt,L with two parameters t
and L which has the following property:
1
For any E ∈ [0,∞) and ǫ > 0, there exist L0 and t0(L) such that
∀L > L0 and ∀t > t0(L), ||ψt,L|| = 1 and
∣∣∣∣∣∣(H −E −∑
µ
E(µ)
)
ψt,L
∣∣∣∣∣∣ < ǫ.
where H is the Hamiltonian of the SU(N) quantum mechanics. Roughly speaking, L restricts
the size of the normalizable bound states ψ(µ), and t is the distances between them. This fact
means that there are branches of continuous energy spectrum of ranges
[∑
µE(µ),∞
)
.
In Section 4, in order to ensure that the above branches are independent of each other,
we shall show that inner products of ψt,L corresponding to different partitions of N , or corre-
sponding to different eigenstates of SU(Nµ) subsystems, can be taken arbitrarily small i.e.
For any ǫ > 0, there exist L0 and t0(L, L
′) such that
∀L, L′ > L0 and ∀t, t′ > t0(L, L′),
∣∣ 〈ψt,L, ψ′t′,L′〉 ∣∣ < ǫ,
if ψt,L and ψ
′
t′,L′ correspond to different partitions of N or different eigenstates of
SU(Nµ) subsystems.
Section 5 contains some discussions. In Appendix A we collect information on group theory
necessary for the analysis. In Appendix B we define some auxiliary functions used for defining
ψt,L, and discuss some of their properties. In Appendix C we discuss smoothness of eigenvalues
and matrices used for defining ψt,L.
2 Preliminaries
In this section we first have a quick review of the setup used in [4], and then we extend it to
the one suitable for our purpose.
2.1 Diagonally gauge fixed description of SU(N) supermembrane
matrix model
The SU(N) supermembrane matrix quantum mechanics is described by Grassmann even her-
mitian traceless matrices XI and X9, and Grassmann odd hermitian traceless matrices θα,
where (I, 9) = (1, . . . , 8, 9) is an SO(9) vector index, and α = 1, 2, . . . , 16 is an SO(9) spinor
index. Gamma matrices (γI)αβ and (γ9)αβ are real and symmetric, satisfying
{γI , γJ} = 2δIJ , {γI , γ9} = 0, (γ9)2 = 1. (2.1)
2
Using the basis which diagonalizes γ9, α splits into α′ and α′′ as follows:
γ9 =
(
δα′β′
−δα′′β′′
)
, γI =
(
(γI)α′β′′
(γI)α′′β′
)
. (2.2)
We describe SU(N) Lie algebra with a Cartan-Weyl basis {hm, Eij; m = 1, 2, . . . , N−1, i, j =
1, 2, . . . , N, i 66= j} (For notation about SU(N) see Appendix A). θα are expanded as
θα = θ
m
α hm + θ
(ij)
α Eij. (2.3)
Here and in the following, (i, j) component of θα is denoted by θ
(ij)
α . Unless otherwise stated,
when a pair of indices (ij) is repeated it implies summation
∑
i,j,i 66=j. Independent degrees
of freedom of the diagonal components θ
(ii)
α are given by θmα . The nonzero anticommutation
relations of θα are
{θmα , θnβ} = δαβδmn, {θ(ij)α , θ(kl)β } = δαβδilδjk. (2.4)
Note that (θ
(ij)
α )† = θ
(ji)
α . X9 and XI , and their conjugate momenta Π9 and ΠI can be
expanded analogously, and their nonzero commutation relations are
[XIm,ΠJn] = iδ
IJδmn, [XI(ij),ΠJ(kl)] = iδ
IJδikδ
j
l , (2.5)
and analogously for X9 and Π9. Then the momenta are regarded as ΠIm = −i ∂∂XIm , ΠI(ij) =
−i ∂
∂XI(ij)
, and analogously for Π9.
SU(N) gauge invariant Hamiltonian H of this quantum mechanics is
H = tr
[1
2
ΠIΠI +
1
2
Π9Π9 − 1
4
[XI , XJ ]2 − 1
2
[X9, XI ]2
+
1
2
θγ9[X9, θ] +
1
2
θγI [XI , θ]
]
. (2.6)
Generators of the gauge transformation G is decomposed into X9 independent part Gˆ and X9
dependent part G9: G = Gˆ+G9, where
G9m = (h
i
m − hjm)[iX9(ij)Π9(ij)], (2.7)
G9(ij) = (h
i
m − hjm)[iX9(ji)Π9m − iX9mΠ9(ij)]
+i
∑
k 66=i,j
[X9(jk)Π9(ik) −X9(ki)Π9(kj)], (2.8)
Gˆm = (h
i
m − hjm)[iXI(ij)ΠI(ij) +
1
2
θ(ij)α θ
(ji)
α ], (2.9)
Gˆ(ij) = (h
i
m − hjm)[iXI(ji)ΠIm − iXImΠI(ij) + θ(ji)α θmα ]
3
+i
∑
k 66=i,j
[XI(jk)ΠI(ik) −XI(ki)ΠI(kj) − iθ(jk)α θ(ki)α ]. (2.10)
XI dependent part and θα dependent part of Gˆ are denoted by Gˆ
B and GˆF respectively.
Infinitesimal gauge transformation is given by δXI = i[ǫ,XI ] etc. By an appropriate SU(N)
gauge transformation, X9 can be diagonalized. Diagonal parts are denoted by Z and ZI , and
nondiagonal parts are denoted by Y I :
X9 = Zmhm, (2.11)
XI =
∑
i,j
XI(ij)Eij = Z
Imhm + Y
I(ij)Eij. (2.12)
For convenience we define Y I(ii) as Y I(ii) = 0. Diagonal elements in Z = diag(Z1, Z2, . . . , ZN)
are sorted into the order Z1 ≥ Z2 ≥ · · · ≥ ZN . Since we have no overall U(1) part,
∑
Zi = 0.
Components Zm are related to Zi by Z
m = himZi. Analogous relations hold for Z
Im and ZIi .
In general, a gauge invariant wavefunction ψ(X9, XI) is reduced to the gauge fixed function
ψˆ(Z,XI) defined as
ψˆ(Z,XI) = C1/2 ·
∏
i<j
(Zi − Zj) · ψ(Z,XI). (2.13)
where the factor
∏
i<j(Zi − Zj) is Vandermonde determinant for X9. C is a certain constant
basically equal to the volume of SU(N)/K0, where K0 is the Cartan subgroup of SU(N).
These factors are introduced in order for (2.18) to hold. This ψˆ is invariant under the action
of K0, and is defined in the region p = {Zi|Zi ≥ Zj(i < j)}. Conversely, if we have a function
ψˆ invariant under the action of K0 and defined in p, we can easily reconstruct the original
gauge invariant wavefunction ψ:
ψ(X9, XI) = C−1/2 ·
∏
i<j
(Zi − Zj)−1 · VF (U)ψˆ(Z, U−1XIU), (2.14)
where Z = U−1X9U and VF (U) is the gauge transformation operator for fermion part corre-
sponding to U .
The action of the kinetic operator in the Hamiltonian is translated to the action on ψˆ as
tr
[
Π9Π9
]
ψ
∣∣∣
X9=Z
= C−1/2 ·
∏
k<l
(Zk − Zl)−1 ·
[
−
(
∂
∂Zm
)2
+ (Zi − Zj)−2Gˆ(ij)Gˆ(ji)
]
ψˆ, (2.15)
and the inner products for gauge invariant functions
〈ψ1, ψ2〉 ≡
∫
dX9dXIψ†1(X
9, XI)ψ2(X
9, XI), (2.16)
4
are reduced to those for corresponding gauge fixed functions〈
ψˆ1, ψˆ2
〉
≡
∫
p
dZdZIdY Iψˆ†1(Z,Z
I , Y I)ψˆ2(Z,Z
I , Y I), (2.17)
defined so that
〈ψ1, ψ2〉 =
〈
ψˆ1, ψˆ2
〉
. (2.18)
The norm ||ψ|| = ||ψˆ|| is given by ||ψ||2 = ||ψˆ||2 = 〈ψ, ψ〉 =
〈
ψˆ, ψˆ
〉
.
2.2 Block decomposed description of SU(N) supermembrane ma-
trix model
The description of the quantum mechanics in the previous subsection is used in [4] to construct
a trial wavefunction for showing that this system has a branch of continuous spectrum. Let
us extend this description to show the existence of other branches. First, we take a set of
positive integers {Nµ} satisfying N =
∑nb
µ=1Nµ, and using it we decompose N × N matrices
into nb×nb blocks. These blocks are indexed by µ, and the size of the (µ, ν) block is Nµ×Nν .
Elements of matrices in µ-th block is indexed by iµ. Note that Eiµjµ in SU(N) Lie algebra
can be regarded as a generator of SU(Nµ) Lie algebra. However hmµ cannot be regarded as
a generator of SU(Nµ) Lie algebra. Elements in SU(Nµ) Cartan subalgebra are denoted by
h(µ)mµ .
Assume that nonzero components of X9 are only in the diagonal blocks:
X9 = X9D ≡

X(1)
X(2)
. . .
X(nb)
 , (2.19)
where X(µ) are Nµ × Nµ hermitian matrices, which are not necessarily traceless. XI(µ) are
also defined analogously: XI(iµjµ) = X
I(iµjµ)
(µ) , X
I(iµjν) = Y I(iµjν) (µ 66= ν). X(µ) are further
decomposed into diagonal and nondiagonal part: X(µ) = Z(µ) + Y(µ). Elements in Z(µ) consist
of U(1) part Λ(µ) and SU(Nµ) part λiµ :
Z
(iµiµ)
(µ) = Λ(µ) + λiµ ,
∑
iµ
λiµ = 0. (2.20)
For a block of Nµ = 1, Z
(iµiµ)
(µ) = Λ(µ). λ
mµ is defined by λiµ = h
iµ
(µ)mµ
λmµ . Since we have no
overall U(1) part,
∑
µNµΛ(µ) = 0. Λ
I
(µ), λ
I
iµand λ
Imµ are defined analogously.
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The residual gauge transformation which does not change the block diagonal form of X9 =
X9D is given by X
9 → uX9u−1 etc. where
u =

u(1)
u(2)
. . .
u(nb)
 , (2.21)
and u(µ) are Nµ×Nµ unitary matrices satisfying
∏
µ det(u(µ)) = 1. These form a subgroup K
of SU(N). By K, X(µ) can further be diagonalized. The eigenvalues of X(µ) and its traceless
part X(µ) − Λ(µ)I(µ) are denoted by Ziµ and ziµ respectively, where I(µ) is the Nµ × Nµ unit
matrix. Then Ziµ = Λ(µ) + ziµ .
The following nb × nb matrices can be regarded as elements of SU(nb) Lie algebra:
Λ =

N1Λ(1)
N2Λ(2)
. . .
NnbΛ(nb)
 , ΛI =

N1Λ
I
(1)
N2Λ
I
(2)
. . .
NnbΛ
I
(nb)
 , (2.22)
and these can be expanded by elements h(0)M of Cartan subalgebra of SU(nb):
Λ(µ) =
1
Nµ
hµ(0)MΛ
M , ΛI(µ) =
1
Nµ
hµ(0)MΛ
IM . (2.23)
If we use λmµ and ΛM as independent variables instead of X9m, the derivative operator ∂
∂X9m
is expressed as
∂
∂X9m
=
∑
µ
∑
iµ
hiµm
[
h
iµ
(µ)mµ
∂
∂λmµ
+ hµ(0)M
∂
∂ΛM
]
, (2.24)
and analogously for XIm. Therefore(
∂
∂X9m
)2
=
(
∂
∂λmµ
)2
+QMN
∂
∂ΛM
∂
∂ΛN
, (2.25)
where QMN = h
µ
(0)MNµνhν(0)N and Nµν = Nµδµν− NµNνN . The following can be used to evaluate
terms in Gˆ(iµjν):
(hiµm − hjνm)
∂
∂X9m
= h
iµ
(µ)mµ
∂
∂λmµ
− hjν(ν)mν
∂
∂λmν
+ (hµ(0)M − hν(0)M )
∂
∂ΛM
. (2.26)
The commutator of X9D and Eiµjν is given as
[X9D, Eiµjν ] = (zµν)(iµjν)
(kµlν)Ekµlν , (2.27)
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where
(zµν)(iµjν)
(kµlν) = X
(kµiµ)
(µ) δjν
lν − δkµ iµX(jν lν)(ν) , (2.28)
Analogously we define
(zIµν)(iµjν)
(kµlν) = X
I(kµiµ)
(µ) δjν
lν − δkµ iµXI(jν lν)(ν) . (2.29)
Since X(µ) are hermitian, zµν are also hermitian, and are diagonalizable by unitary matrices.
When X(µ) and X(ν) have no common eigenvalue, zµν is invertible.
If we have a function ψˆ(X9D, X
I) which is invariant under K:
ψˆ(X9D, X
I) = VF (u
−1)ψˆ(uX9Du
−1, uXIu−1), (2.30)
then we can define an SU(N) invariant function of X9 which is not necessarily block diagonal:
ψ(X9, XI) = V −1/2∆−1VF (U)ψˆ(X
9
D, U
−1XIU), (2.31)
where ∆ =
∏
µ<ν det(zµν), V is equal to
√
N
nbN1...Nnb
times the volume of SU(N)/K, and U
is an N × N unitary matrix which block diagonalizes X9: X9D = U−1X9U , in such a way
that Ziµ ≥ Zjν for µ < ν. Such a unitary matrix always exists, and elements of U and XD
are smooth functions of the elements of X9 when any pair of two different blocks X(µ) and
X(ν) have no common eigenvalue (see Appendix C for details). If some blocks have a common
eigenvalue, then elements of U and X9D are not smooth. However in the following we consider
functions which are nonzero only when eigenvalues of different blocks are far apart from each
other. In this case ψ(X9, XI) is smooth when ψˆ(X9D, X
I) is smooth.
Conversely, ψˆ(X9D, X
I) can be obtained from ψ(X9, XI):
ψˆ(X9D, X
I) = V 1/2∆ψ(X9D, X
I), (2.32)
and the integration measure dX9 · dXI for ψ(X9, XI) is reduced to that for ψˆ(X9D, XI) as
follows:
dX9 · dXI ≡
∏
m
dX9m ·
∏
i 66=j
dX9(ij) ·
∏
I,m
dXIm ·
∏
I,i 66=j
dXI(ij)
→ V∆2dX9D · dXI ≡ V∆2
∏
M
dΛM ·
∏
mµ
dλmµ ·
∏
iµ 66=jµ
dY
(iµjµ)
(µ) · dXI . (2.33)
Then inner products for ψ(X9, XI) are reduced to those for ψˆ(X9D, X
I):
〈ψ1, ψ2〉 =
〈
ψˆ1, ψˆ2
〉
, (2.34)
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where
〈ψ1, ψ2〉 ≡
∫
dX9dXIψ†1(X
9, XI)ψ2(X
9, XI), (2.35)〈
ψˆ1, ψˆ2
〉
≡
∫
P
dX9DdX
Iψˆ†1(X
9
D, X
I)ψˆ2(X
9
D, X
I), (2.36)
and P = {X9D | Ziµ ≥ Zjν (µ < ν)}. In this region X(µ) cannot range over the entire space
of Nµ × Nµ hermitian matrices. However in the following we take only such integrands that
their supports are compact subsets of the interior of P . So we can extend the range of X(µ)
to that of the entire Nµ × Nµ hermitian matrices. The norm ||ψ|| = ||ψˆ|| is defined by
||ψ||2 = ||ψˆ||2 = 〈ψ, ψ〉 =
〈
ψˆ, ψˆ
〉
.
The action of Π9(iµjν) on ψ(X
9, XI) is reduced to
Π9(iµjν)ψ(X
9, XI)
∣∣∣
X9=X9
D
= −i(z−1µν )(iµjν)(kµlν)Gˆ(kµlν)ψ(X9D, XI). (2.37)
Using this and the following property,[(
∂
∂λmµ
)2
+QMN
∂
∂ΛM
∂
∂ΛN
+
∂
∂Y
(iµjµ)
(µ)
∂
∂Y
(jµiµ)
(µ)
]
∆ = 0, (2.38)
we can show that the kinetic operator tr[Π9Π9] in the Hamiltonian acts on ψ(X9D, X
I) as
tr[Π9Π9] = ∆−1
[
−
(
∂
∂λmµ
)2
−QMN ∂
∂ΛM
∂
∂ΛN
− ∂
∂Y
(iµjµ)
(µ)
∂
∂Y
(jµiµ)
(µ)
+2
∑
µ<ν
(z−2µν )(iµjν)
(kµlν)Gˆ(kµlν)Gˆ(jνiµ)
]
∆. (2.39)
Then the reduced Hamiltonian Hˆ defined by
Hψ(X9, XI)
∣∣∣
X9=X9
D
= V −1/2∆−1Hˆψˆ(X9D, X
I), (2.40)
is decomposed as follows:
Hˆ =
∑
µ
H(µ) +H1 +
∑
µ<ν
Hµν2 +
∑
µ<ν
Hµν3 +H4, (2.41)
and the definitions of terms in the above are given as follows. H(µ) is the SU(Nµ) Hamiltonian
for µ-th diagonal block:
H(µ) = −1
2
[( ∂
∂λmµ
)2
+
(
∂
∂λImµ
)2
+
∂
∂Y
(iµjµ)
(µ)
∂
∂Y
(jµiµ)
(µ)
+
∂
∂Y
I(iµjµ)
(µ)
∂
∂Y
I(jµiµ)
(µ)
]
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+
∑
iµ,jµ,kµ
θ(iµjµ)α
[
X
(jµkµ)
(µ) (γ
9)αβ +X
I(jµkµ)
(µ) (γ
I)αβ
]
θ
(kµiµ)
β
+
∑
iµ,jµ,kµ,lµ
[
X
(iµjµ)
(µ) X
(jµkµ)
(µ) X
I(kµlµ)
(µ) X
I(lµiµ)
(µ) −X(iµjµ)(µ) XI(jµkµ)(µ) X(kµlµ)(µ) XI(lµiµ)(µ)
+
1
2
(
X
I(iµjµ)
(µ) X
I(jµkµ)
(µ) X
J(kµlµ)
(µ) X
J(lµiµ)
(µ) −XI(iµjµ)(µ) XJ(jµkµ)(µ) XI(kµlµ)(µ) XJ(lµiµ)(µ)
)]
,(2.42)
and for Nµ = 1, we define H(µ) as H(µ) = 0.
H1 is the free Hamiltonian for U(1) parts:
H1 = −1
2
QMN
[ ∂
∂ΛM
∂
∂ΛN
+
∂
∂ΛIM
∂
∂ΛIN
]
. (2.43)
H2 and H3 are bosonic and fermionic ”harmonic oscillator” parts:
Hµν2 = −
∂
∂Y I(iµjν)
∂
∂Y I(jνiµ)
+ Y I(iµjν)(z2µν)(iµjν)
(kµlν)Y I(lνkµ), (2.44)
Hµν3 = θ
(lνkµ)
α
[
(zµν)(iµjν)
(kµlν)(γ9)αβ + (zIµν)(iµjν)
(kµlν)(γI)αβ
]
θ
(iµjν)
β . (2.45)
H4 is the rest of Hˆ :
H4 =
1
2
∑
µ,ν,λ,ρ
µ66=ν,ν 66=λ,λ66=ρ,ρ66=µ
[
Y I(iµjν)Y I(jνkλ)Y J(kλlρ)Y J(lρiµ) − Y I(iµjν)Y J(jνkλ)Y I(kλlρ)Y J(lρiµ)]
−
∑′
µ,ν,λ
(zIµν)(iµjν)
(kµlν)Y J(iµjν)
[
Y I(lνpλ)Y J(pλkµ) − Y J(lνpλ)Y I(pλkµ)]
+
1
2
∑′
µ,ν
((zIµν)
2)(iµjν)
(kµlν)Y J(iµjν)Y J(lνkµ) +
1
2
∑′
µ,ν
(zIµνz
J
µν)(iµjν)
(kµlν)Y I(iµjν)Y J(lνkµ)
−
∑′
µ,ν
(zIµνz
J
µν)(iµjν)
(kµlν)Y J(iµjν)Y I(lνkµ)
+
∑′
µ,ν,λ
θ(jν iµ)α (γ
I)αβY I(iµkλ)θ
(kλjν)
β
+
∑′
µ,λ
θ(jµiµ)α (γ
I)αβY I(iµkλ)θ
(kλjµ)
β +
∑′
µ,ν
θ(jν iµ)α (γ
I)αβY I(iµkν)θ
(kνjν)
β
−1
2
∑′
µ,ν
(z−2µν )(iµjν)
(kµlν)Gˆ(kµlν)Gˆ(jνiµ), (2.46)
where Σ′ implies summation which counts only the case where all the dummy indices are
different. Hˆ has the following property for any positive integer q:
〈ψ1, Hqψ2〉 =
〈
ψˆ1, Hˆ
qψˆ2
〉
(2.47)
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3 Construction of Trial Wavefunction
It has been conjectured that there exists a unique normalizable zero energy eigenstate in the
SU(N) supermembrane quantum mechanics. In addition to it there may be excited normal-
izable states (see e.g. [5]). These normalizable states can be taken orthogonal to each other.
Here we only postulate that there exists at least one normalizable energy eigenstate for each
N . Let ψ(X9, XI) be such a state with energy eigenvalue E. Then Hψ = Eψ, and since it is
normalizable i.e. we can set ||ψ|| = 1, it decays sufficiently fast at infinity. Therefore we as-
sume that
〈
ψ, P (X9.XI , ∂
∂X9
, ∂
∂XI
)ψ
〉
are finite for any polynomial P of X9, XI and derivative
operators of X9 and XI .
3.1 The trial wave function
We take a set of normalizable energy eigenstates {ψ(µ)} from each SU(Nµ) quantum mechanics
which are regarded as subsystems of the entire SU(N) system. Energy eigenvalues of these
states are denoted by E(µ) i.e.
H(µ)ψ(µ) = E(µ)ψ(µ), ||ψ(µ)|| = 1. (3.1)
For Nµ = 1, we define E(µ) and ψ(µ) as E(µ) = 0 and ψ(µ) = 1. These are invariant under K.
Our goal in this section is to show the following fact using {ψ(µ)}: It is possible to construct
a function ψˆt,L with parameters t and L satisfying the following condition: ψˆt,L is smooth and
invariant under K, and for arbitrary nonnegative E and positive ǫ, there exist L0 and t0 such
that
∀L > L0 and ∀t > t0, ||ψˆt,L|| = 1 and
∣∣∣∣∣∣(Hˆ − E −∑
µ
E(µ)
)
ψˆt,L
∣∣∣∣∣∣ < ǫ, (3.2)
where L0 depends on E and ǫ, and t0 depends on E, ǫ, and L.
Such a function is given as follows:
ψˆt,L = χL,E(Λ
M − tDM ,ΛIM , θMα ) ·Ψ · ΞB · ΞF , (3.3)
Ψ =
∏
µ
χ(µ)Lψ(µ), ΞB =
∏
µ<ν
ξµνB , ΞF =
∏
µ<ν
ξµνF , (3.4)
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where D is the following diagonal traceless nb × nb matrix:
D =

N1
(∑
µ µNµ
N
− 1
)
N2
(∑
µ µNµ
N
− 2
)
. . .
Nnb
(∑
µ µNµ
N
− nb
)
 . (3.5)
Definitions of the factors in ψˆt,L will be given in the following. The factors have the following
dependence on the variables:
χ(µ)L = χ(µ)L(λ
mµ , λImµ, Y
(iµjµ)
(µ) , Y
I(iµjµ)
(µ) ), (3.6)
ψ(µ) = ψ(µ)(λ
mµ , λImµ , Y
(iµjµ)
(µ) , Y
I(iµjµ)
(µ) , θ
mµ
α , θ
(iµjµ)
α ), (3.7)
ξµνB = ξ
µν
B (zµν , Y
I(iµjν)), (3.8)
ξµνF = ξ
µν
F (zµν , z
I
µν , θ
(iµjν)
α ). (3.9)
χ(µ)L have finite supports characterized by L, and are given in Appendix B. χL,E(Λ
M ,ΛIM , θMα )
is also given in Appendix B, and consists of bosonic part dependent on ΛM and ΛIM , and
fermionic part dependent on θMα . We do not specify this fermionic part and ignore it because
it is not necessary in the following (see [6] for details of this part.). χL,E(Λ
M ,ΛIM , θMα ) also
has a finite support |ΛMWMN | ≤ L and |ΛIMWMN | ≤ L. Then χL,E(ΛM − tDM ,ΛIM , θMα ) has
the support |Λ˜M | ≤ L and |Λ˜IM | ≤ L, where Λ˜M are defined by either of the following:
NµΛ(µ) = Nµ
(∑
ν νNν
N
− µ
)
t+ hµ(0)MWMN Λ˜
N , (3.10)
ΛM = t
∑
µ
hµ(0)MNµ
(∑
ν νNν
N
− µ
)
+WMN Λ˜
N , (3.11)
and analogously for Λ˜IM . Then
Ziµ − Zjν = Λ(µ) − Λ(ν) + ziµ − zjν
= (ν − µ)t+
(
hµ(0)M
Nµ
− h
ν
(0)M
Nν
)
WMN Λ˜
N + ziµ − zjν , (3.12)
and, because in general eigenvalues are bounded by the norm of the matrices, |ziµ | ≤ |X(µ) −
Λ(µ)I(µ)| ≤ L + ℓ in the support of χ(µ)L. Therefore, if we take t much larger than L, the
factor χL,E(Λ
M − tDM ,ΛIM , θMα )
∏
µ χ(µ)L enables us to consider ψˆt,L only in the region where
the eigenvalues of X9D in different blocks are sufficiently far apart from each other i.e. Ziµ ≫
11
Zjν(µ < ν), while those in the same blocks are relatively close to each other. The parameter
t characterizes the distances between different blocks.
The factor Ψ is basically given as the product of ψ(µ), but in order to restrict their supports
the additional factors χ(µ)L are included. χ(µ)L are functions of rµ (see Appendix B), and
their supports are rµ ≤ L + ℓ. Since rµ is invariant under K, χ(µ)L is also invariant. Then
χ(µ)Lψ(µ) is invariant, and is normalized: ||χ(µ)Lψ(µ)|| = 1. Though Ψ is intended for giving
an eigenfunction of H(µ), derivative operators in H4 also act on Ψ.
3.2 Definition of ξµνB
ξµνB is defined as the ”ground state” of H
µν
2 :
ξµνB =
[
det
( 2
π
zµν
)]4
· exp [− Y I(iµjν)(zµν)(iµjν)(kµlν)Y I(lνkµ)]. (3.13)
This is invariant under the action of K, is normalized:∫ ∏
I,iµ,jν
dY I(iµjν)dY I(jνiµ)(ξµνB )
2 = 1, (3.14)
and is an eigenfunction of H2: H
µν
2 ξ
µν
B = 8 tr(zµν)ξ
µν
B . Note that the derivative operators in
H(µ), H1 and H4 also act on ξ
µν
B .
If a function P (ΛM , λmµ , Y I(iµjν)), which can contain derivative operators of the arguments,
satisfies the condition∫ ∏
dY I(iµjν)Ξ†BP (Λ
M , λmµ , Y I(iµjν))ΞB = O(t
n) (t→∞), (3.15)
we assign P (or PΞB) degree n. For example,
Y I(iµjν) : −1/2, ∂/∂Y I(iµjν) : 1/2,
zµν : 1, ∂/∂λ
mµ : −1. (3.16)
Terms of negative degree can be ignored when we compute inner products and take t much
larger than L, as long as the integrations over other variables are convergent.
3.3 Definition of ξµνF
Next we give the definition of ξµνF for µ < ν. A hermitian matrix M is defined as
Mα(kµlν)β(iµjν) = (zµν)(iµjν)(kµlν)(γ9)αβ + (zIµν)(iµjν)(kµlν)(γI)αβ . (3.17)
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Then H3 = θ
(lνkµ)
α Mα(kµlν)β(iµjν)θ(iµjν)β . Eigenvalues ofM are real, andM can be diagonalized
by a unitary matrix UAα(iµjν): UMU † = diag(m1, m2, . . .m16NµNν ). U is given by U † =
(v1, v2, . . . , v16NµNν ), where vA are normalized eigenvectors determined by
Mα(kµlν)β(iµjν)vβ(iµjν)A = mAvα(kµlν)A , (vA)† · vA = 1. (3.18)
It is easy to see that under the action of K (2.21), mA is invariant and
v
α(iµjν)
A → u(µ)iµkµ(u†(ν))lν jνvα(kµlν)A , (3.19)
UAα(iµjν) → u(ν)jν lν (u†(µ))kµ iµUAα(kµlν). (3.20)
M/t depends on zµν/t and zIµν/t. Therefore m˜A ≡ mA/t, vA and U are functions of these
variables:
mA = tm˜A(zµν/t, z
I
µν/t), vA = vA(zµν/t, z
I
µν/t), U = U(zµν/t, zIµν/t). (3.21)
By diagonalizing X(µ) and X(ν):
U(µ)
iµ
kµX
(kµlµ)
(µ) (U
†
(µ))
lµ
jµ = Ziµδ
iµ
jµ, U(ν)
iν
kνX
(kν lν)
(ν) (U
†
(ν))
lν
jν = Ziνδ
iν
jν , (3.22)
M|zIµν=0 can be diagonalized:
U(µ)
kµ
rµ(U
†
(ν))
sν
lν
(
M|zIµν=0
)α(rµsν)
β(pµqν)(U
†
(µ))
pµ
iµU(ν)
jν
qν
= δ
kµ
iµ δ
lν
jν
[
(Ziµ − Zjν)
(
1 + γ9
2
)αβ
− (Ziµ − Zjν)
(
1− γ9
2
)αβ ]
. (3.23)
ThereforeM|zIµν=0 has eightfold degenerate positive eigenvalues Ziµ −Zjν and negative eigen-
values −(Ziµ − Zjν). For nonzero zIµν , the eigenvalues receive corrections dependent on zIµν .
The eigenvalues approaching Ziµ − Zjν and −(Ziµ − Zjν) as zIµν → 0 are denoted by indices
[α′(iµjν)] and [α
′′(iµjν)] respectively (Note that eigenvalues are continuous functions of ele-
ments of matrices). Then
m[α′(iµjν)] = Ziµ − Zjν + t∆m[α′(iµjν)](zµν/t, zIµν/t), (3.24)
m[α′′(iµjν)] = −(Ziµ − Zjν) + t∆m[α′′(iµjν)](zµν/t, zIµν/t), (3.25)
where the corrections ∆m[α(iµjν)] (α = (α
′, α′′)) satisfy the following:
∆m(zµν/t, 0)[α(iµjν)] = 0. (3.26)
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In the support of χL,E(Λ
M − tDM ,ΛIM , θMα )
∏
µ χ(µ)L, absolute values of the components of
zIµν/t are small if we take t ≫ L, and then from the continuity of the eigenvalues, m[α′(iµjν)]
are positive and m[α′′(iµjν)] are negative.
Let us show that ∆m(zµν , z
I
µν)[α(iµjν)] are actually functions of products of two elements of
zIµν . Using the basis which diagonalizes γ
9, the eigenvalue equation for M is expressed as
0 = det(M−mI)
= det
([
(zµν)(iµjν)
(kµlν) −mδkµiµ δlνjν
]
δα′β′ (z
I
µν)(iµjν)
(kµlν)(γI)α′β′′
(zIµν)(iµjν)
(kµlν)(γI)α′′β′ −
[
(zµν)(iµjν)
(kµlν) +mδ
kµ
iµ
δlνjν
]
δα′′β′′
)
.(3.27)
Let us apply the formula det
(
A C
D B
)
= det(B) det(A − CB−1D) to evaluate the above de-
terminant. Then we see that C and D contain zIµν linearly, and det(A − CB−1D) depends
on the products of two elements of zIµν . Therefore the eigenvalue m, and ∆m[α(iµjν)] depend
on them. In the following ∆m[α(iµjν)](zµν/t, z
I
µν/t) is expressed as ∆m[α(iµjν)](zµν/t, (z
I
µν)
2/t2)
schematically.
Each ∆m[α′′(iµjν)] is not a smooth function of zµν/t and (z
I
µν)
2/t2 when m[α′′(iµjν)] is degen-
erate, but the sum of them is smooth (see Appendix C). Then ∆Eµν0F defined by∑
α′′,iµ,jν
∆m[α′′(iµjν)] =
(zIµν)
2
t2
∆Eµν0F (zµν/t, (z
I
µν)
2/t2) (3.28)
is a smooth function. (The right hand side of (3.28) is a schematic expression, and actually
means a sum of terms in the form of (product of two components of zIµν/t)×(smooth function).
Equations containing ∆Eµν0F in the following should be understood similarly.)
We define θ˜A as θ˜A = UAα(iµjν)θ(iµjν)α . These satisfy {(θ˜A)†, θ˜B} = δAB and are invariant
under the action of K. Then
Hµν3 =
∑
A
mA(θ˜A)
†θ˜A
=
∑
α′,iµ,jν
m[α′(iµjν)](θ˜[α′(iµjν)])
†θ˜[α′(iµjν)]
+
∑
α′′,iµ,jν
(−m[α′′(iµjν)])θ˜[α′′(iµjν)](θ˜[α′′(iµjν)])† +
∑
α′′,iµ,jν
m[α′′(iµjν)]. (3.29)
The last term in the last line of the above is the ”zero point energy” for θ˜:∑
α′′,iµ,jν
m[α′′(iµjν)] = −8
∑
iµ,jν
(Ziµ − Zjν) + t
∑
α′′,iµ,jν
∆m[α′′(iµjν)]
14
= −8 tr(zµν) +
(zIµν)
2
t
∆Eµν0F (zµν/t, (z
I
µν)
2/t2). (3.30)
ξµνF is defined as the ”ground state” of H
µν
3 :
ξµνF =
∏
α′′,iµ,jν
(θ˜[α′′(iµjν)])
† |0〉µν , (3.31)
where the vacuum |0〉µν is defined by θ(iµjν)α′′ |0〉µν = 0. ξµνF is normalized:
〈ξµνF , ξµνF 〉 = 1, (3.32)
and is an eigenfunction of H3:
Hµν3 ξ
µν
F =
[
− 8 tr(zµν) +
(zIµν)
2
t
∆Eµν0F (zµν/t, (z
I
µν)
2/t2)
]
ξµνF . (3.33)
Note that the derivative operators in H(µ), H1 and H4 also act on ξ
µν
F . We also note that
(Hµν2 +H
µν
3 )(ξ
µν
B ξ
µν
F ) =
(zIµν)
2
t
∆Eµν0F (zµν/t, (z
I
µν)
2/t2)ξµνB ξ
µν
F . (3.34)
One may wonder if ξµνF is a smooth function of zµν/t and z
I
µν/t, because in general U is not
smooth when m[α(iµjν)] are degenerate. Its smoothness can be proven as follows. M can be
block diagonalized by a smooth unitary matrix U˜ in the region where absolute values of the
components of zIµν/t are small (see Appendix C):
U˜MU˜ † =
(M+
M−
)
. (3.35)
whereM+ has eigenvalues m[α′(iµjν)], andM− has eigenvalues m[α′′(iµjν)]. This can be further
diagonalized by a block diagonal unitary matrix
(
U+
U−
)
which is not necessarily smooth.
Determinants of U+ and U− can be taken to be 1. These unitary matrices are related to U by
U =
(U+
U−
)
U˜ . (3.36)
ξF can be written in the following form:
ξµνF =
1
n!
ǫA1A2...An(UA1α1(i1µj1ν)θ(i1µj1ν)α1 )† . . . (UAnαn(inµjnν)θ(inµjnν)αn )† |0〉µν , (3.37)
where n = 8NµNν , and indices Ai range over indices of type [α
′′(iµjν)]. Then
ξµνF =
1
n!
ǫA1A2...An(U−A1B1)† . . . (U−AnBn)†
(U˜B1α1(i1µj1ν)θ(i1µj1ν)α1 )† . . . (U˜Bnαn(inµjnν)θ(inµjnν)αn )† |0〉µν
=
1
n!
det(U †−)ǫB1B2...Bn(U˜B1α1(i1µj1ν)θ(i1µj1ν)α1 )† . . . (U˜Bnαn(inµjnν)θ(inµjnν)αn )† |0〉µν
=
1
n!
ǫB1B2...Bn(U˜B1α1(i1µj1ν)θ(i1µj1ν)α1 )† . . . (U˜Bnαn(inµjnν)θ(inµjnν)αn )† |0〉µν . (3.38)
This last expression is written in terms of only U˜ , and shows that ξµνF is smooth.
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3.4 Action of each term in the Hamiltonian
Basically terms H(µ), H1, H2, H3 and H4 in Hˆ act on Ψ, χL,E, ΞB and ΞF in ψˆt,L respectively,
but derivative operators in them can act on other factors in ψˆt,L. So we shall investigate the
action of each term carefully. First let us consider H(µ)ψˆt,L:
H(µ)ψˆt,L = χL,E(Λ
M − tV M ,ΛIM , θMα )
[[
H(µ)Ψ
]
ΞBΞF
−1
2
Ψ
[( ∂
∂λmµ
)2
ΞB
]
ΞF −
[ ∂
∂λmµ
Ψ
][ ∂
∂λmµ
ΞB
]
ΞF
−1
2
ΨΞB
[( ∂
∂λmµ
)2
ΞF
]
−
[ ∂
∂λmµ
Ψ
]
ΞB
[ ∂
∂λmµ
ΞF
]
−1
2
ΨΞB
[( ∂
∂λImµ
)2
ΞF
]
−
[ ∂
∂λImµ
Ψ
]
ΞB
[ ∂
∂λImµ
ΞF
]
−1
2
ΨΞB
[ ∂
∂Y
(iµjµ)
(µ)
∂
∂Y
(iµjµ)
(µ)
ΞF
]
−
[ ∂
∂Y
(iµjµ)
(µ)
Ψ
]
ΞB
[ ∂
∂Y
(iµjµ)
(µ)
ΞF
]
−1
2
ΨΞB
[ ∂
∂Y
I(iµjµ)
(µ)
∂
∂Y
I(iµjµ)
(µ)
ΞF
]
−
[ ∂
∂Y
I(iµjµ)
(µ)
Ψ
]
ΞB
[ ∂
∂Y
I(iµjµ)
(µ)
ΞF
]
−Ψ
[ ∂
∂λmµ
ΞB
][ ∂
∂λmµ
ΞF
]]
. (3.39)
Since degrees of ∂
∂λmµ
ΞB,
(
∂
∂λmµ
)2
ΞB,
∂
∂λmµ
ΞF ,
(
∂
∂λmµ
)2
ΞF ,
∂
∂λImµ
ΞF ,
(
∂
∂λImµ
)2
ΞF ,
∂
∂Y
(iµjµ)
(µ)
ΞF ,
∂
∂Y
(iµjµ)
(µ)
∂
∂Y
(jµiµ)
(µ)
ΞF ,
∂
∂Y
I(iµjµ)
(µ)
ΞF , and
∂
∂Y
I(iµjµ)
(µ)
∂
∂Y
I(jµiµ)
(µ)
ΞF , are −1, −2, −1, −2, −2, −2, −1, −2,
−2, and −2 respectively,
H(µ)ψˆt,L = χL,E(Λ
M − tV M ,ΛIM , θMα )
[
H(µ)Ψ
]
ΞBΞF
+(terms of negative degree). (3.40)
As is explained in Appendix B, H(µ)Ψ equals E(µ)Ψ plus terms giving no contribution in inner
products in the limit L → ∞. Therefore, if we take large L and t, the difference between
H(µ)ψˆt,L and E(µ)ψˆt,L can be made arbitrarily small in inner products.
Next let us consider H1ψˆt,L:
H1ψˆt,L =
[
H1χL,E
]
ΨΞBΞF
−QMN
[
1
2
χL,EΨ
[ ∂
∂ΛM
∂
∂ΛN
ΞB
]
ΞF +
[ ∂
∂ΛM
χL,E
]
Ψ
[ ∂
∂ΛN
ΞB
]
ΞF
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+
1
2
χL,EΨΞB
[ ∂
∂ΛM
∂
∂ΛN
ΞF
]
+
[ ∂
∂ΛM
χL,E
]
ΨΞB
[ ∂
∂ΛN
ΞF
]
+χL,EΨ
[ ∂
∂ΛM
ΞB
][ ∂
∂ΛN
ΞF
]
+
1
2
χL,EΨΞB
[ ∂
∂ΛIM
∂
∂ΛIN
ΞF
]
+
[ ∂
∂ΛIM
χL,E
]
ΨΞB
[ ∂
∂ΛIN
ΞF
]]
. (3.41)
Since degrees of ∂
∂ΛM
ΞB,
∂
∂ΛM
∂
∂ΛN
ΞB,
∂
∂ΛM
ΞF ,
∂
∂ΛM
∂
∂ΛN
ΞF ,
∂
∂ΛIM
ΞF ,
∂
∂ΛIM
∂
∂ΛIN
ΞF ,
∂
∂ΛM
χL,E,
and ∂
∂ΛIM
χL,E are −1, −2, −1, −2, −2, −2, 0, and 0 respectively,
H1ψˆt,L = [H1χL,E ]ΨΞBΞF + (terms of negative degree). (3.42)
As is explained in Appendix B, H1χL,E equals EχL,E plus terms giving no contribution in
inner products in the limit L→∞. Therefore, if we take large L and t, the difference between
H1ψˆt,L and Eψˆt,L can be made arbitrarily small in inner products.
Action of
∑
µ<ν(H
µν
2 +H
µν
3 ) on ψˆt,L is simple:∑
µ<ν
(Hµν2 +H
µν
3 )ψˆt,L =
1
t
[∑
µ<ν
(zIµν)
2∆Eµν0F (zµν/t, (z
I
µν)
2/t2)
]
ψˆt,L. (3.43)
Due to the factor χ(µ), nonzero contribution to inner products arises only when the argu-
ments of ∆Eµν0F are in some small region of size ∼ Lt . Let R be a fixed region including
this small region. Then |∆Eµν0F | ≤ maxR |∆Eµν0F |, and therefore the inner products containing∑
µ<ν(H
µν
2 +H
µν
3 )ψˆt,L are convergent and decay as 1/t or faster when
L
t
→ 0.
Let H ′4 be H4 with the term containing Gˆ removed. Then
H4ψˆt,L = H
′
4ψˆt,L
−1
2
∑′
µ,ν
(z−2µν )(iµjν)
(kµlν)
[
GˆF(kµlν)Gˆ
F
(jν iµ)ψˆt,L + 2Gˆ
F
(kµlν)Gˆ
B
(jν iµ)ψˆt,L
+GˆB(kµlν)Gˆ
B
(jνiµ)ψˆt,L
]
, (3.44)
We can easily see that H ′4 gives terms of negative degree, and Gˆ
F has no degree. From the
following expression of GˆB:
GˆB(iµjν) = −(ΛI(µ) − ΛI(ν) + λIiµ − λIjν)
∂
∂Y I(iµjν)
−
∑
kµ 66=iµ
Y
I(kµiµ)
(µ)
∂
∂Y I(kµjν)
+
∑
lν 66=jν
Y
I(jν lν)
(ν)
∂
∂Y I(iµlν)
+
∑
λ66=µ,ν
[
Y I(jνpλ)
∂
∂Y I(iµpλ)
− Y I(pλiµ) ∂
∂Y I(pλjν)
]
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+Y I(jνiµ)
[
h
iµ
(µ)mµ
∂
∂λImµ
− hjν(ν)mν
∂
∂λImν
+ (hµ(0)M − hν(0)M )
∂
∂ΛIM
]
+
∑
kµ 66=iµ
Y I(jνkµ)
∂
∂Y
I(iµkµ)
(µ)
−
∑
lν 66=jν
Y I(lν iµ)
∂
∂Y
I(lνjν)
(ν)
, (3.45)
we see that the degrees of GˆB(jνiµ)χL,E , Gˆ
B
(kµlν)
GˆB(jνiµ)χL,E , Gˆ
B
(jν iµ)
Ψ, GˆB(kµlν)Gˆ
B
(jνiµ)
Ψ, GˆB(jνiµ)ΞB,
GˆB(kµlν)Gˆ
B
(jν iµ)
ΞB, Gˆ
B
(jν iµ)
ΞF , and Gˆ
B
(kµlν)
GˆB(jνiµ)ΞF are −1/2, −1, −1/2, −1, 1/2, 1, −5/2, and
−5/2 respectively. The factor z−2µν have degree −2. Therefore H4ψˆt,L consists of terms of
negative degree.
In summary, (Hˆ −E −∑µE(µ))ψˆt,L can be taken arbitrarily small in inner products if we
take sufficiently large L and t. This especially means the fact we want to show: ||(Hˆ − E −∑
µE(µ))ψˆt,L|| → 0 (L, t→∞), and completes our proof of (3.2).
4 Orthogonality of Trial Wavefunctions
Let us take two wavefunctions ψt,L and ψ
′
t′,L′ of the type we have constructed in the previous
section:
ψˆt,L = χL,E(Λ
M − tDM ,ΛIM , θMα )
∏
µ
χ(µ)Lψ(µ)
∏
µ<ν
ξµνB
∏
µ<ν
ξµνF , (4.1)
ψˆ′t′,L′ = χ
′
L′,E′(Λ
′M ′ − t′DM ′,Λ′IM ′, θ′M ′α )
∏
µ′
χ′(µ′)L′ψ
′
(µ′)
∏
µ′<ν′
ξ′µ
′ν′
B
∏
µ′<ν′
ξ′µ
′ν′
F , (4.2)
N =
nb∑
µ=1
Nµ =
n′
b∑
µ′=1
N ′µ′ . (4.3)
Here and in the following, quantities related to ψˆ′t′,L′ are denoted by primed symbols. In this
section we shall show that the inner product of ψt,L and ψ
′
t′,L′ can be taken arbitrarily small:
for any positive real number ǫ, there exists L0 and t0 such that
∀L, L′ > L0 and ∀t, t′ > t0,
∣∣ 〈ψt,L, ψ′t′,L′〉 ∣∣ < ǫ, (4.4)
where L0 depends on E, E
′ and ǫ, and t0 depends on E, E
′, ǫ, L and L′. This means that
ψt,L and ψ
′
t′,L′ give different branches of the continuous spectrum.
First let us consider the case where both wavefunctions are based on the same partition of
N × N matrices i.e. nb = n′b, Nµ = N ′µ, but different eigenstates of H(µ). In this case, most
part of both wavefunctions can be taken identical:
χ(µ)L = χ
′
(µ)L, ξ
µν
B = ξ
′µν
B , ξ
µν
F = ξ
′µν
F , (4.5)
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and at least for one µ, ψ(µ) 66= ψ′(µ), and
〈
ψ(µ), ψ
′
(µ)
〉
= 0.
In the limit L → ∞, the difference between χ(µ)Lψ(µ) and ψ(µ) is small, and therefore we
expect that 〈
χ(µ)Lψ(µ), χ
′
(µ)L′ψ
′
(µ)
〉→ 〈ψ(µ), ψ′(µ)〉 (L, L′ →∞). (4.6)
A rigorous proof of this fact is given as follows (for notation see Appendix B.):
〈
χ(µ)Lψ(µ), χ
′
(µ)L′ψ
′
(µ)
〉
=
∫ ∏
dxaµχ
†
(µ)Lψ
†
(µ)χ
′
(µ)L′ψ
′
(µ)
= (A(µ)LA(µ)L′)
−1
∫
Sµ
ψ†(µ)ψ
′
(µ) +
∫
Rµ
χ†(µ)Lψ
†
(µ)χ
′
(µ)L′ψ
′
(µ), (4.7)
where Rµ = {xaµ |min(L, L′) ≤ rµ} and Sµ = {xaµ |rµ ≤ min(L, L′)}, and we omit
∏
dxaµ here
and in the following. The first term in the last expression of the above goes to
〈
ψ(µ), ψ
′
(µ)
〉
as
L, L′ →∞. The second term can be rewritten as∫
Rµ
χ†(µ)Lψ
†
(µ)χ
′
(µ)L′ψ
′
(µ)
=
1
2
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ(µ) + ψ′(µ)|2 −
i
2
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ(µ) + iψ′(µ)|2
−1− i
2
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ(µ)|2 −
1− i
2
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ′(µ)|2. (4.8)
Each term of the above expression can be shown to go to zero as L, L′ → ∞. For the first
term,
0 ≤
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ(µ) + ψ′(µ)|2
≤ (A(µ)LA(µ)L′)−1
∫
Rµ
|ψ(µ) + ψ′(µ)|2
= (A(µ)LA(µ)L′)
−1
[ ∫
Rµ
|ψ(µ)|2 +
∫
Rµ
|ψ′(µ)|2 +
∫
Rµ
ψ†(µ)ψ
′
(µ) +
∫
Rµ
ψ′†(µ)ψ(µ)
]
= (A(µ)LA(µ)L′)
−1
[
2 +
〈
ψ(µ), ψ
′
(µ)
〉
+
〈
ψ′(µ), ψ(µ)
〉
−
∫
Sµ
|ψ(µ)|2 −
∫
Sµ
|ψ′(µ)|2 −
∫
Sµ
ψ†(µ)ψ
′
(µ) −
∫
Sµ
ψ′†(µ)ψ(µ)
]
→ 0 (L, L′ →∞), (4.9)
and similarly for the second term,
0 ≤
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ(µ) + iψ′(µ)|2
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≤ (A(µ)LA(µ)L′)−1
[
2 + i
〈
ψ(µ), ψ
′
(µ)
〉− i 〈ψ′(µ), ψ(µ)〉
−
∫
Sµ
|ψ(µ)|2 −
∫
Sµ
|ψ′(µ)|2 − i
∫
Sµ
ψ†(µ)ψ
′
(µ) + i
∫
Sµ
ψ′†(µ)ψ(µ)
]
→ 0 (L, L′ →∞). (4.10)
For the third term,
0 ≤
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ(µ)|2
≤ (A(µ)LA(µ)L′)−1
∫
Rµ
|ψ(µ)|2
= (A(µ)LA(µ)L′)
−1
[
1−
∫
Sµ
|ψ(µ)|2
]
→ 0 (L, L′ →∞). (4.11)
Similarly,
∫
Rµ
χ†(µ)Lχ
′
(µ)L′ |ψ′(µ)|2 → 0 (L, L′ → ∞). Therefore
∫
Rµ
χ†(µ)Lψ
†
(µ)χ
′
(µ)L′ψ
′
(µ) → 0, and〈
χ(µ)Lψ(µ), χ
′
(µ)L′ψ
′
(µ)
〉
→
〈
ψ(µ), ψ
′
(µ)
〉
. Then〈
ψˆt,L, ψˆ
′
t′,L′
〉
→ 〈χL,E(ΛM − tDM ,ΛIM , θMα ), χL′,E′(ΛM − t′DM ,ΛIM , θMα )〉
×
∏
µ
〈
ψ(µ), ψ
′
(µ)
〉
. (4.12)
From the Cauchy-Schwarz inequality,∣∣∣ 〈χL,E(ΛM − tDM ,ΛIM , θMα ), χL′,E′(ΛM − t′DM ,ΛIM , θMα )〉 ∣∣∣ ≤ ||χL,E|| · ||χL′,E′|| = 1, (4.13)
and therefore
〈
ψˆt,L, ψˆ
′
t′,L′
〉
→ 0.
Next let us consider the case where the wavefunctions are based on different partitions of
N ×N matrices. We assume that the first block of ψˆ′t′,L′ is larger than that of ψˆt,L: N ′1 > N1
(If N ′1 = N1, we can just consider the second or later block. If N
′
1 < N1, we can just exchange
ψˆt,L and ψˆ
′
t′,L′.). The µ
′ = 1 block consists of the µ = 1, 2, . . . and n blocks. The µ = n block
is not necessarily contained entirely by the µ′ = 1 block. Indices contained by both the µ′ = 1
block and the µ = p block are denoted by ip1. Roughly speaking, ψˆ
′
t′,L′ is nonzero only when
eigenvalues of X9 in the µ′ = 1 block are near to each other, and ψˆt,L is nonzero only when
eigenvalues in the µ = 1 block and the µ = 2 block are far from each other. So the supports
of ψˆt,L and ψˆ
′
t′,L′ have no intersection, and the inner product vanishes.
A rigorous proof of this fact is given as follows. By the action of K ′, X ′(1) is block diago-
nalized into diag(X(1), X(2), . . . , X(n−1), X˜(n)). X˜(n) may be equal to X(n) or part of X(n). The
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inner product
〈
ψt,L, ψ
′
t′,L′
〉
can be written in terms of the integral over X(1), X(2), . . . , X(n−1)
and X˜(n). Then
Z
(ip1ip1)
(p) = Λ(p) + λip1 = Z
′ (ip1ip1)
(1) = Λ
′
(1) + λ
′
ip1
, (4.14)
where Z
′ (ip1ip1)
(1) are diagonal elements of diag(X(1), X(2), . . . , X(n−1), X˜(n)), and∑
m′1
(λ′m
′
1)2 =
∑
m′1
h
′ i′1
(1)m′1
h
′ j′1
(1)m′1
λ′i′1λ
′
j′1
=
∑
i′1
(λ′i′1)
2 (4.15)
is evaluated as∑
m′1
(λ′m
′
1)2 =
n∑
p=1
∑
ip1
(λ′ip1)
2
=
n∑
p=1
∑
ip1
(Λ(p) − Λ′(1) + λip1)2
=
n∑
p=1
∑
ip1
[
(Λ(p) − Λ′(1))2 + 2(Λ(p) − Λ′(1))λip1 + (λip1)2
]
≥
n∑
p=1
(Λ(p) − Λ′(1))2 + 2(Λ(n) − Λ′(1))
∑
in1
λin1 . (4.16)
In the support of ψt,L, we can restrict the range of λ
mn to |λmn| ≤ L+ℓ < 2L. Since in general∑
ai ≥ −
∑ |ai|,
(Λ(n) − Λ′(1))
∑
in1
λin1 ≥ −
∣∣Λ(n) − Λ′(1)∣∣∑
in1
|hin1(n)mn ||λmn|
> −2L∣∣Λ(n) − Λ′(1)∣∣∑
in1
|hin1(n)mn |. (4.17)
Using
Λ(p) − Λ′(1) =
(∑
µ µNµ
N
− p
)
t−
(∑
µ′ µ
′N ′µ′
N
− 1
)
t′
+
hp(0)M
Np
WMN Λ˜
N − h
′ 1
(0)M ′
N ′1
W ′M ′N ′Λ˜
′N ′, (4.18)
and noting that |Λ˜M | ≤ L and |Λ˜′M ′| ≤ L′ in the support of ψt,L and ψ′t′,L′, the second term
of the last line in (4.16) is evaluated as
(Λ(n) − Λ′(1))
∑
in1
λin1 > −2L
∑
in1
|hin1(n)mn |
[ ∣∣∣∣
∑
µ µNµ
N
− n
∣∣∣∣ t+ (
∑
µ′ µ
′N ′µ′
N
− 1
)
t′
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+L
∑
N
∣∣∣∣hn(0)MNn WMN
∣∣∣∣ + L′∑
N ′
∣∣∣∣∣h
′ 1
(0)M ′
N ′1
W ′M ′N ′
∣∣∣∣∣
]
. (4.19)
Similarly, the first term of the last line in (4.16) is evaluated as
n∑
p=1
(Λ(p) − Λ′(1))2 =
n∑
p=1
[(∑
µ µNµ
N
− p
)
t−
(∑
µ′ µ
′N ′µ′
N
− 1
)
t′
+
hp(0)M
Np
WMN Λ˜
N − h
′ 1
(0)M ′
N ′1
W ′M ′N ′Λ˜
′N ′
]2
= n
[(∑
µ µNµ
N
− n+ 1
2
)
t−
(∑
µ′ µ
′N ′µ′
N
− 1
)
t′
]2
+
n
12
(n2 − 1)t2
+2
[
n∑
p=1
(∑
µ µNµ
N
− p
)
hp(0)M
Np
WMN Λ˜
N
−n
(∑
µ µNµ
N
− n+ 1
2
)
h′ 1(0)M ′
N ′1
W ′M ′N ′Λ˜
′N ′
]
t
−2
(∑
µ′ µ
′N ′µ′
N
− 1
)[ n∑
p=1
hp(0)M
Np
WMN Λ˜
N − nh
′ 1
(0)M ′
N ′1
W ′M ′N ′Λ˜
′N ′
]
t′
+
n∑
p=1
[
hp(0)M
Np
WMN Λ˜
N − h
′ 1
(0)M ′
N ′1
W ′M ′N ′Λ˜
′M ′
]2
≥ n
[(∑
µ µNµ
N
− n+ 1
2
)
t−
(∑
µ′ µ
′N ′µ′
N
− 1
)
t′
]2
+
n
12
(n2 − 1)t2
−2
[
L
∑
N
∣∣∣∣∣
n∑
p=1
(∑
µ µNµ
N
− p
)
hp(0)M
Np
WMN
∣∣∣∣∣
+nL′
∣∣∣∣
∑
µ µNµ
N
− n+ 1
2
∣∣∣∣∑
N ′
∣∣∣∣∣h
′ 1
(0)M ′
N ′1
W ′M ′N ′
∣∣∣∣∣
]
t
−2
(∑
µ′ µ
′N ′µ′
N
− 1
)
×
[
L
∑
N
∣∣∣∣∣
n∑
p=1
hp(0)M
Np
WMN
∣∣∣∣∣+ nL′∑
N ′
∣∣∣∣∣h
′ 1
(0)M ′
N ′1
W ′M ′N ′
∣∣∣∣∣
]
t′. (4.20)
Therefore ∑
m1
(λ′m1)2 > n
[(∑
µ µNµ
N
− n+ 1
2
)
t−
(∑
µ′ µ
′N ′µ′
N
− 1
)
t′ + J1
]2
+
n
12
(n2 − 1)
(
t− 12
n(n2 − 1)J2
)2
− J3, (4.21)
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where
J1 =
L
n
∑
N
∣∣∣∣∣
n∑
p=1
hp(0)M
Np
WMN
∣∣∣∣∣ + L′∑
N ′
∣∣∣∣∣h
′ 1
(0)M ′
N ′1
W ′M ′N ′
∣∣∣∣∣+ Ln∑
in1
|hin1(n)mn |, (4.22)
J2 = nL
′
(∑
µ µNµ
N
− n+ 1
2
+
∣∣∣∣
∑
µ µNµ
N
− n+ 1
2
∣∣∣∣)∑
N ′
∣∣∣∣∣h
′ 1
(0)M ′
N ′1
W ′M ′N ′
∣∣∣∣∣
+L
(∑
µ µNµ
N
− n + 1
2
)∑
N
∣∣∣∣∣
n∑
p=1
hp(0)M
Np
WMN
∣∣∣∣∣
+L
∑
N
∣∣∣∣∣
n∑
p=1
hp(0)M
Np
WMN
(∑
µ µNµ
N
− p
)∣∣∣∣∣
+L
(∣∣∣∣
∑
µ µNµ
N
− n
∣∣∣∣+
∑
µ µNµ
N
− n+ 1
2
)∑
in1
|hin1(n)mn |, (4.23)
J3 = 2L
(
L
∑
N
∣∣∣∣hn(0)MNn WMN
∣∣∣∣ + L′∑
N ′
∣∣∣∣∣h
′ 1
(0)M ′
N ′1
W ′M ′N ′
∣∣∣∣∣
)∑
in1
|hin1(n)mn |
+nJ21 +
12
n(n2 − 1)J
2
2 . (4.24)
Note that J1 and J2 are sums of terms proportional to L or L
′, and J3 is a sum of terms
proportional to L2, LL′ or L′2. If we take t and t′ sufficiently larger than L and L′, the right
hand side of (4.21) becomes larger than (L′+ ℓ)2. On the other hand, in the support of ψ′t′,L′,∑
m1
(λ′m1)2 ≤ (r′1)2 ≤ (L′ + ℓ)2. Thus we see that for t and t′ sufficiently larger than L and
L′, the supports of ψt,L and ψ
′
t′,L′ have no intersection, and
〈
ψt,L, ψ
′
t′,L′
〉
= 0. This completes
our proof of (4.4).
5 Discussion
We have constructed a trial wavefunction ψt,L for each partition of N and each choice of
normalizable bound states ψ(µ), which shows continuous energy spectrum. We have shown
that the wavefunctions for different partitions of N or choices of ψ(µ) are orthogonal to each
other in the limit t, L→∞.
Note that we regarded the same partitions ofN in different orders as different. For example,
if N = N1 + N2 = N
′
1 + N
′
2 and N1 = N
′
2 66= N2 = N ′1, {N1, N2} and {N ′1, N ′2} are regarded
as different partitions. However wavefunctions corresponding to these partitions stand for
essentially the same branch of the continuous spectrum, and different only in the positions of
the bound states.
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In our trial wavefunctions, the centers of the bound states ψ(µ) in X
I directions are at the
origin. We can shift the positions of those centers to ΛIM0 by shifting the arguments of χL,E
as χL,E(Λ
M − tDM ,ΛIM −ΛIM0 , θMα ). Though computations are a little more complicated, we
can show that the same propositions as (3.2) and (4.4) also hold in this case.
The bounds L0 and t0 depend on the partitions of N and the choices of normalizable
bound states ψ(µ). Since the number of the partitions of N is finite, L0 and t0 can be taken
independent of the partitions of N just by taking the maximum of L0 and t0 for various
partitions. Similarly, if the number of normalizable states is finite, L0 and t0 can be taken
independent of the choices of ψ(µ). However if there exist infinitely many normalizable bound
states, it is not clear if L0 and t0 can be taken independent of them.
Though our construction is in the supermembrane matrix model obtained from (9 + 1)D
SYM, similar construction can be done in matrix models obtained from lower dimensional
SYM.
Our analysis supports the intuition about the structure of the energy spectrum of the
SU(N) supermembrane matrix quantum mechanics. However we still have no proof that there
is no branch other than the types we have constructed.
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Appendix
A SU(N) Lie algebra
A Cartan subalgebra {hm; m = 1, 2, . . . , N − 1} of SU(N) Lie algebra can be given as a set
of diagonal traceless N ×N matrices. For example,
hm = diag(h
1
m, h
2
m, . . . , h
N
m) =
1√
m(m+ 1)

1
. . .
1
}
m
−m
0
. . .
0

. (A.1)
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These satisfy tr(hmhn) = δmn. Then a Cartan-Weyl basis is given by
{hm, Eij; m = 1, 2, . . . , N − 1, i, j = 1, 2, . . . , N, i 66= j}, (A.2)
where Eij is the matrix whose only nonzero component is at i-th row and j-th column:
(Eij)
i
j = 1. Commutation relations of these operators are
[hm, hn] = 0, [hm, Eij] = (h
i
m − hjm)Eij , [Eij , Ekl] = δjkEil − δilEkj, (A.3)
Note that
∑N
i=1 h
i
m = 0, and the right hand side of the last equation in (A.3) can contain hm,
because Eii is diagonal and can be rewritten in terms of hm.
An ordinary hermitian basis {T a; a = 1, 2, . . . , N2 − 1} satisfying (T a)† = T a and
tr(T aT b) = δab is given by
{T a; a = 1, 2, . . . , N2 − 1} = {hm, E+ij , E−ij ; m = 1, 2, . . . , N − 1, 1 ≤ i < j ≤ N}, (A.4)
where
E+ij =
1√
2
(Eij + Eji), E
−
ij =
i√
2
(Eij − Eji). (A.5)
Due to the following:
∑
i,j
(Eij)
k
l(Eji)
k′
l′ = δ
k
l′δ
k′
l,
N−1∑
m=1
(hm)
i
j(hm)
i′
j′ = δ
i
jδ
i′
j′
(
δii
′ − 1
N
)
. (A.6)
T a satisfy
∑
a(T
a)ij(T
a)i
′
j′ = δ
i
j′δ
i′
j − 1N δijδi
′
j′. An element θ
aT a of SU(N) Lie algebra can
be expanded in various ways. We define θm, θ(±ij) and θ(ij) as follows:
θaT a =
N−1∑
m=1
θmhm +
∑
i<j
(θ(+ij)E+ij + θ
(−ij)E−ij ) =
N−1∑
m=1
θmhm +
∑
i 66=j
θ(ij)Eij . (A.7)
B Properties of auxiliary functions
First we define the following functions of class C∞:
f0(x) =
{
e−1/x (x > 0)
0 (x ≤ 0) , f1(x) = f0(x)f0(1− x), f2(x) =
∫ x
−∞
dyf1(y), (B.1)
F (x) = f1(x)/[f2(1)]
1/2, G(x) = f2(x)/f2(1). (B.2)
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Then the following functions
FL(x) =
1√
2L
F
(
x+ L
2L
)
, GL(x) = G
(
L+ ℓ− x
ℓ
)
(B.3)
have the profiles shown in Figure 1 and 2. ℓ can be arbitrary positive real number and is fixed
throughout the analysis in this paper. The support of FL(x) is −L ≤ x ≤ L, and FL(x) is
normalized:
∫∞
−∞
dx(FL(x))
2 = 1. GL(x) is considered only in the region x ≥ 0, and GL(x) = 1
for 0 ≤ x ≤ L. Its support is 0 ≤ x ≤ L+ ℓ.
-L 0 L
x
FL
Figure 1: FL(x)
0 L L+ {
x
1
GL
Figure 2: GL(x)
The absolute maxima of FL(x) and its derivatives F
(n)
L (x) are proportional to L
−(n+1/2),
and the absolute maxima of GL(x) and its derivatives G
(n)
L (x) are independent of L:
max |F (n)L (x)| =
1
(2L)n+1/2
max |F (n)(x)| ≡ 1
Ln+1/2
f(n), (B.4)
max |G(n)L (x)| =
1
ℓn
max |G(n)(x)| ≡ g(n). (B.5)
Variables λmµ , λImµ , Y
(iµjµ)
(µ) and Y
I(iµjµ)
(µ) are collectively denoted by xaµ , and let rµ be
rµ =
√∑
aµ
(xaµ)
2
=
√∑
(λmµ)2 +
∑
(λImµ)2 +
∑
Y
(iµjµ)
(µ) Y
(jµiµ)
(µ) +
∑
Y
I(iµjµ)
(µ) Y
I(jµiµ)
(µ)
=
√
tr(X(µ) − Λ(µ)I(µ))2 + tr(XI(µ) − ΛI(µ)I(µ))2. (B.6)
rµ is invariant under K. Take a normalizable energy eigenstate ψ(µ)(xaµ) of SU(N(µ)) subsys-
tem with the eigenvalue E(µ). It is normalized:
||ψ(µ)||2 =
∫ ∏
dxaµψ
†
(µ)ψ(µ) = 1, (B.7)
and it is assumed that inner products of derivatives of ψ(µ) are finite. For instance,〈
ψ(µ), ∂xaµψ(µ)
〉
=
∫ ∏
dxaµψ
†
(µ)∂xaµψ(µ) (B.8)
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is finite. The integral
A2(µ)L =
∫ ∏
dxaµ(GL(rµ))
2ψ†(µ)ψ(µ) (B.9)
is positive, is less than 1, monotonically increases as L increases, and goes to 1 as L → ∞.
χ(µ)L(rµ) is defined so that ||χ(µ)Lψ(µ)|| = 1:
χ(µ)L(rµ) ≡ GL(rµ)/A(µ)L. (B.10)
For Nµ = 1 we define χ(µ)L as χ(µ)L = 1. To show that the diffenrence between H(µ)(χ(µ)Lψ(µ))
and E(µ)(χ(µ)Lψ(µ)) can be made arbitrarily small by taking large L, we first show that inner
products of χ(µ)Lψ(µ) with some χ(µ)L replaced by their derivatives go to zero as L→∞. For
example,∣∣ 〈χ(µ)Lψ(µ), (∂xaµχ(µ)L)ψ(µ)〉 ∣∣ = A−2(µ)L∣∣∣ ∫
L≤rµ≤L+ℓ
∏
dxbµGL(rµ)
xaµ
rµ
∂rµGL,ℓ(rµ)ψ
†
(µ)ψ(µ)
∣∣∣
< A−2(µ)Lg(1)
∫
L≤rµ≤L+ℓ
∏
dxbµψ
†
(µ)ψ(µ)
≤ A−2(µ)Lg(1)
∫
L≤rµ
∏
dxbµψ
†
(µ)ψ(µ)
= A−2(µ)Lg(1)
(
1−
∫
rµ≤L
∏
dxbµψ
†
(µ)ψ(µ)
)
→ 0 (L→∞). (B.11)
Similarly, inner products containing second derivatives of χ(µ)L can be shown to go to zero as
L→∞. Then〈
χ(µ)Lψ(µ), [H(µ) −E(µ)](χ(µ)Lψ(µ))
〉
=
〈
χ(µ)Lψ(µ), χ(µ)L[H(µ) −E(µ)]ψ(µ)
〉
−
〈
χ(µ)Lψ(µ),
∂
∂xaµ
χ(µ)L
∂
∂xaµ
ψ(µ)
〉
−1
2
〈
χ(µ)Lψ(µ),
∂2
∂x2aµ
χ(µ)Lψ(µ)
〉
→ 0 (L→∞). (B.12)
Similarly,
〈
[H(µ) −E(µ)](χ(µ)Lψ(µ)), [H(µ) −E(µ)](χ(µ)Lψ(µ))
〉→ 0 (L→∞).
Next we define (the bosonic part of) χL,E. QMN = h
µ
(0)MNµνhν(0)N is real and symmetric,
and therefore is diagonalizable by an orthogonal matrix WMN : QMN = qLWMLWNL. The
eigenvalues qM are real. Noting that QMN satisfies (Q
n)MN = h
µ
(0)M (N n)µνhν(0)N , its eigenvalue
equation 0 = det(Q− qI) ≡ w(q) is evaluated as
w(q) = − 1
N
(∑
µ
Nµ
Nµ − q
)∏
ν
(Nν − q). (B.13)
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Since w(q) < 0 for q ≤ 0, all the eigenvalues qM are positive.
Let Λa denote ΛNWNM and Λ
INWNM . Then H1 = −12qa ∂∂Λa ∂∂Λa , and χL,E is defined as
χL,E(Λ
a) ≡
∏
b
FL(Λ
b)eikbΛ
b
, (B.14)
where ka are arbitrary real numbers satisfying
∑
a qakaka = 2E. qa is defined as qM for a =M
and a = IM . χL,E is normalized:
||χL,E||2 =
∫ ∞
−∞
∏
a
dΛa|χL,E(Λa)|2 = 1. (B.15)
Note that
∏
M dΛ
M
∏
I,N dΛ
IN =
∏
a dΛ
a. We can show that the difference between H1χL,E
and EχL,E can be made arbitrarily small by taking large L. For example,
∣∣ 〈χL,E, [H1 −E]χL,E〉 ∣∣ = 1
2
∣∣∣∣∣
∫ ∞
−∞
∏
a
dΛaχ†L,Eqb
(
− d
dΛb
d
dΛb
− kbkb
)
χL,E
∣∣∣∣∣
=
1
2
∣∣∣∣∣
∫ L
−L
dxFL(x)
(
−
∑
a
qa
d2
dx2
− 2iqbkb d
dx
)
FL(x)
∣∣∣∣∣
<
1
2
∫ L
−L
dx
f(0)
L1/2
(∣∣∣∑
a
qa
∣∣∣ f(2)
L5/2
+ 2|qaka| f(1)
L3/2
)
< f(0)
(∣∣∣∑
a
qa
∣∣∣f(2)
L2
+ 2|qaka|f(1)
L
)
→ 0 (L→∞). (B.16)
Similarly, 〈[H1 − E]χL,E, [H1 −E]χL,E〉 → 0 (L→∞).
C Smoothness of eigenvalues and unitary transforma-
tions
Eigenvalues of matrices are determined by solving the eigenvalue equations. Let us consider
an N ×N matrix A = (aij), and let its eigenvalues be yi. Then the eigenvalue equation
0 = F (y,x) ≡ yN+x1yN−1+x2yN−2+ · · ·+xN = (y−y1(x))(y−y2(x)) . . . (y−yN(x)) (C.1)
is an algebraic equation of degree N , and its coefficients xi, or x collectively, are smooth
functions of aij . Since, in general, solutions to algebraic equations are continuous functions
of coefficients of the equations, yi = yi(x) are continuous functions of x, or aij. However
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yi = yi(x) are not always differentiable, as can be easily seen from explicit expressions of
solutions to equations of lower degrees. By applying the standard implicit function theorem
to (C.1), we see that if yi(x0) is not equal to yj(x0) for any j 66= i, yi(x) is smooth in the
neighborhood of x0. When the equation has multiple solutions yi(x0) = yj(x0), the implicit
function theorem cannot be applied at x = x0 because of ∂yF (yi(x0),x0) = 0.
Even when we have multiple solutions, we can show that the sum of those solutions are
smooth: If y1(x0) = y2(x0) = · · · = yn(x0) and y1(x0) 66= yi(x0) for i ≥ n, y1(x) + y2(x) +
· · ·+ yn(x) is smooth at x0. In addition, [y1(x)]q + [y2(x)]q + · · ·+ [yn(x)]q are also smooth
for any positive integer q. This can be shown as follows: We regard the function F (y,x) as
one on the complex plane y ∈ C, then the following holds in the neighborhood of x0.
[y1(x)]
q + [y2(x)]
q + · · ·+ [yn(x)]q =
∮
C(x0)
dy
2πi
yq∂yF (y,x)
F (y,x)
, (C.2)
where the fixed contour C(x0) encircles y = y1(x0), y2(x0), . . . and yn(x0). From the continuity
of yi(x), y = y1(x), y2(x), . . . and yn(x) are on the inside of C(x0), and y = yn+1(x), yn+2(x), . . .
and yN(x) are on the outside of C(x0) for any x near x0. Clearly the right hand side of (C.2)
is differentiable at x0 with respect to x.
If A = (aij) is hermitian, it is diagonalizable by a unitary matrix u: uAu
−1 = diag(y1, y2, . . . , yN),
and eigenvalues yi are real. Although yi are continuous functions of aij , elements of u are not
even continuous at the points where some of the eigenvalues degenerate. Let us see this in
detail. u is constructed from normalized eigenvectors vi as follows:
u† = (v1, v2, . . . , vN), Avi = yivi, v
†
i · vi = 1, (C.3)
and when yi is not a degenerate eigenvalue,
vi ∝

∆˜
(i)
j1
∆˜
(i)
j2
...
∆˜
(i)
jN
 , ∆˜(i)kl = (k, l) cofactor of A− yiI, (C.4)
for any j. Since the rank of A− yiI is N − 1, at least one of ∆˜(i)kl is nonzero. So we can choose
j such that vi is a nonzero vector. Then vi is given by
vi =
1√∑
k |∆˜(i)jk |2

∆˜
(i)
j1
∆˜
(i)
j2
...
∆˜
(i)
jN
 . (C.5)
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Since ∆˜
(i)
kl are smooth functions of aij , so is vi. However, when yi becomes degenerate, all of
∆˜
(i)
kl vanish, and the above expression of vi is not well-defined. (We can take a limit into the
point where yi is degenerate, but the limit depends on how we approach the point.)
If we consider A only in a region R, where R is such that A always has a degenerate
eigenvalue throughout the region, we can find smooth orthonormal eigenvectors. (R usually
has nonzero codimension in the entire space of aij .) Let A have r-fold eigenvalue 0 in R, and
let other eigenvalues never be zero in R. Then the rank of A is N−r, and there exists nonzero
(N − r)× (N − r) cofactor. if
∆ ≡ det

a11 a12 . . . a1,N−r
a21 a22 . . . a2,N−r
...
. . .
...
aN−r,1 aN−r,2 . . . aN−r,N−r
 (C.6)
is nonzero, then r eigenvectors v1, . . . , vr corresponding to the eigenvalue 0 are
v1 ∝

∆11
∆21
...
∆N−r,1
−∆
0
0
...
0

, v2 ∝

∆12
∆22
...
∆N−r,2
0
−∆
0
...
0

, . . . , vr ∝

∆1r
∆2r
...
∆N−r,r
0
0
...
0
−∆

, (C.7)
where ∆ij is ∆ with i-th column replaced by (a1,N−r+j, a2,N−r+j, . . . , aN−r,N−r+j)
T . ∆ij and
∆ are smooth functions of aij , and vi can be smoothly orthonormalized by Gram-Schmidt
process where ∆ is nonzero. If ∆ = 0, we can replace ∆ by other nonzero (N − r) × (N −
r) cofactors and can construct r smooth eigenvectors similarly to the above. When two
(N − r)× (N − r) cofactors are nonzero, we can construct two sets of r smooth orthonormal
eigenvectors {e1, . . . , er} and {f1, . . . , fr}, and these vectors are related to each other by the
smooth unitary matrix Vji = f
†
j · ei: ei = fjVji. Therefore, if A goes out of the region
where ∆ 66= 0 into another region where another (N − r)× (N − r) cofactor is nonzero as we
change the elements of A continuously, we can use the ”transition matrix” Vji to keep the
smoothness of the eigenvectors. (This is similar to the situation we encounter when we go
from one coordinate patch to another on a manifold.)
Using the above fact, we can show that if two sets of eigenvalues {y1, y2, . . . , yr} and
{yr+1, yr+2, . . . , yN} have no intersection, then there exist a smooth unitary matrix U , a smooth
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hermitian r × r matrix A1, and a smooth hermitian (N − r)× (N − r) matrix A2 such that
UAU−1 =
(
A1 0
0 A2
)
, (C.8)
and, A1 and A2 have eigenvalues {y1, y2, . . . , yr} and {yr+1, yr+2, . . . , yN} respectively.
This can be shown by using the following hermitian matrix:
A ≡ (A− y1I)(A− y2I) . . . (A− yrI) =
r∑
n=0
(−1)nPnAr−n, (C.9)
where P0 = 1 and Pm =
∑
1≤i1<i2<···<im≤r
yi1yi2 . . . yim. Pm can be expressed in terms of∑r
i=1(yi)
q, which we have already shown to be smooth. Therefore elements of A are also
smooth. A has r-fold degenerate eigenvalue 0, and we have already shown that we can con-
struct r smooth orthonormal eigenvectors e1, e2, . . . , er which span the union of the eigenspaces
of A corresponding to eigenvalues {y1, y2, . . . , yr}. Similarly, by considering A′ ≡ (A −
yr+1I)(A−yr+2I) . . . (A−yNI), we can construct smooth orthonormal vectors e′1, e′2, . . . , e′N−r
which span the union of the eigenspaces of A corresponding to eigenvalues {yr+1, yr+2, . . . , yN}.
These two sets of vectors are orthogonal to each other. Therefore
U † = (e1, e2, . . . , er, e
′
1, e
′
2, . . . , e
′
N−r) (C.10)
is unitary and smooth, and satisfies (C.8). When we have to go out of the region where ei
and e′i are well-defined, we can use the ”transition matrix” of the block diagonal form to keep
the smoothness of U , A1 and A2:
U † → U †
(
V †1 0
0 V †2
)
(C.11)
i.e. if we parametrize the space of aij by A1, A2 and U , we need some coordinate patches, and
those patches are connected by the transition matrices.
By applying this fact repeatedly, A can be block diagonalized into smaller hermitian ma-
trices Ai by a smooth unitary matrix, corresponding to disjoint sets of eigenvalues:
UAU−1 = AD ≡

A1
A2
. . .
An
 . (C.12)
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Each Ai can further be diagonalized by multiplying appropriate block diagonal unitary matrix
u to (C.12):
uUAU−1u−1 =

y1
y2
. . .
yN
 , u =

U1
U2
. . .
Un
 , (C.13)
but these Ui are not necessarily smooth.
If we have a smooth function fˆ(AD) of AD which is invariant under the action of block
diagonal unitary matrices u: fˆ(AD) = fˆ(uADu
−1), then it can be extended to a smooth
function f(A) = fˆ(AD) of A = U
−1ADU which is invariant under the action of unitary
matrices: f(A) = f(U ′AU ′−1). Note that due to the invariance fˆ(AD) = fˆ(uADu
−1), the
transition matrix (C.11) can act on AD consistently.
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