Abstract. The first part of this paper gives an algebraic semantics for Place/Transition nets in terms of an algebra which is based on the process algebra ACP. The algebraic semantics is such that a P/T net and its term representation have the same operational behavior. As opposed to other approaches in the literature, the actions in the algebra do not correspond to the firing of a transition, but to the consumption or production of tokens. Equality of P/T nets can be determined in a purely equational way. The second part of this paper extends the results to hierarchical P/T nets. It gives a compositional algebraic semantics for both their complete operational behavior and their highlevel, observable behavior. By means of a non-trivial example, the Alternating-Bit Protocol, it is shown that the notions of abstraction and verification in the process algebra ACP can be used to verify in an equational way whether a hierarchical P/T net satisfies some algebraic specification of its observable behavior. Thus, the theory in this paper can be used to determine whether two hierarchical P/T nets have the same observable behavior. As an example, it is shown that the Alternating-Bit Protocol behaves as a simple one-place buffer. The theory forms a basis for a modular, top-down design methodology based on Petri nets.
that allows for a straightforward extension to hierarchical nets. The algebraic semantics is such that the two transition systems which form the operational semantics of a P/T net and its algebraic representation are equivalent. The process algebra ACP is chosen, because it emphasizes equational reasoning as opposed to model-based reasoning. An equational theory is given which can be used to determine equality of P/T nets, without referring to their operational semantics. Second, this paper gives an algebraic semantics for both the complete behavior and the observable behavior of hierarchical P/T nets. The complete behavior of a hierarchical P/T net is the behavior of the flat net which is obtained when the hierarchical net is unfolded; the observable behavior of a hierarchical net is the behavior after hiding the internal behavior. The algebraic semantics for the observable behavior of hierarchical P/T nets can be used to verify whether a net satisfies some algebraic specification of its behavior, and, as a result, to determine whether two hierarchical nets have the same observable behavior. Everything can be done in a purely equational and compositional way. The theory thus forms the basis for a top-down design methodology based on hierarchical Petri nets. Figure 1 gives an example, which is used to further explain and motivate the research described in this paper. The two nets shown in Figure 1 look like ordinary P/T nets. However, the dashed boxes divide the set of places into pins and internal places. The idea is that pins are connectors to an environment, which can remove tokens from or add tokens to the pins. The internal structure of the net is hidden as in a black box. Thus P/T nets with pins are a very simple form of hierarchical nets. It is straightforward to extend such P/T nets with pins to more general hierarchical P/T nets. Besides places and transitions, the internal structure of a high-level, hierarchical net can also contain subnets, whose pins are connected to internal places or pins from the high-level net. Essentially, this is the hierarchy construct underlying the high-level nets described in [17] . It is also one of the constructs used to build hierarchical nets as described in [19] . Furthermore, it is supported by tools as Design/CPN and ExSpect.
The main objective of this paper is to give an algebraic semantics for the observable behavior of hierarchical nets, that is, their behavior projected onto pins. Therefore, it seems most appropriate to define the behavior of a net in terms of production and consumption of tokens. Consider, for example, the left net in Figure 1 . Assuming that the environment provides sufficiently many tokens, it is easy to see that it first consumes a token from a, then, either consumes a token from b or from c, after which it deadlocks. In an ACP-like algebra, one could express this kind of behavior by the term a? ·(b?·δ+c?·δ) , where a question mark denotes the consumption of a token and δ denotes deadlock.
In order to compare hierarchical nets, some suitable notion of equivalence is needed. In the context of this paper, two hierarchical nets are considered equivalent if and only if their observable behavior is the same. For example, consider the right net in Figure 1 . From the environment, it looks the same as the other net. However, it does not have the same observable behavior. Obviously, like the other net, it first consumes a token from a. But after that, its behavior is different. If the uppermost transition consumed the token from a after that, it will only consume a token from b but not from c. The consumption of a token from a implies a choice between b and c. For the left net, this is not the case. After consuming a token from a, it is still able to consume a token from either b or c. The behavior of the nets is different, because their moments of choice are different.
So, an appropriate notion of equivalence should capture the moments of choice in a process, often called the branching structure of the process. In [14] , Van Glabbeek formally defines the branching structure of a process. He shows that an equivalence notion captures the branching structure if and only if it distinguishes more processes than bisimulation equivalence. Two processes are bisimilar if and only if, at any time, they can copy, or simulate, each others actions. Therefore, in this paper, two hierarchical P/T nets are considered equivalent if and only if their observable behavior is bisimilar. Consequently, the two nets of Figure 1 are not equivalent. In their survey on refinement of Petri nets, Brauer, Gold, and Vogler [10] propose bisimulation equivalence for similar reasons as explained above. It also appears in the survey on equivalence notions for Petri nets by Pomello, Rozenberg, and Simone [26] . Note that in this paper bisimulation is not used explicitly to determine equivalence of nets. Instead, an equational theory is given which can be used for this purpose. Since it is not the main subject of this paper to investigate equivalences on Petri nets, it is left for future work to investigate other notions of equivalence which might be of interest in the context of this paper. True concurrency equivalences seem to be interesting candidates.
Note that the notion of equivalence of hierarchical nets introduced above has an interesting consequence. For example, adding an internal output place to any of the transitions of a net in Figure 1 does not change its observable behavior. This behavior is even independent of the number of initial tokens in such an additional place. This means that nets with different reachable states can have equivalent observable behavior.
Summarizing, this paper gives an algebraic semantics for hierarchical P/T nets, in which atomic actions correspond to the consumption or production of tokens. An equational theory is given which can be used to determine equivalence of hierarchical nets. of the net is the parallel composition of all these terms. The communication between these terms corresponds to the flow of tokens. A similar approach is taken by Baeten and Bergstra [2] . Atomic actions in the algebra correspond to transitions in the P/T nets. So-called input and output causes are added to these actions, corresponding to input and output places. The behavior of a net is the parallel composition of all actions corresponding to its transitions. A so-called causal state operator is used to restrict the behavior in such a way that it corresponds to the flow of tokens in the net. As opposed to Boudol, Roucairol, and De Simone, Baeten and Bergstra emphasize equational reasoning.
The approach pursued in this paper is most closely related to the work of Baeten and Bergstra. The algebraic semantics given is very similar to theirs. However, as mentioned before, an important difference between this paper and all other approaches is that, in this paper, actions in the algebraic semantics correspond to the consumption or production of tokens, whereas, in the other approaches, there is a correspondence between actions and transitions. In the latter case, there is no straightforward extension to hierarchical nets. As this paper shows, there is a straightforward extension when actions correspond to the consumption or production of tokens.
Organization. The paper is organised as follows. Section 2 introduces a framework of transition systems which serve as the operational semantics for both P/T nets and terms in the process algebra. In Section 3, P/T nets with pins and their operational behavior are defined. Section 4 introduces the equational theory PTNA, for Place/Transition-Net Algebra, and its operational semantics. The algebraic semantics of a P/T net with pins is a closed PTNA term. It has the same operational semantics as the P/T net. Section 5 introduces the distinction between internal and observable behavior. It extends the algebraic semantics to general hierarchical nets. In Section 6, the theory is applied to the example of the Alternating-Bit Protocol. Finally, Section 7 ends with some concluding remarks and a discussion of future work. Due to lack of space, proofs are omitted. They can be found in [5] .
Notation. For any set X, the notation IP X denotes the powerset of X and IB X denotes the set of all bags over X, where a bag is a finite multi-set. The standard operators minus (−) and union (∪) on sets are also used on bags. Minus binds stronger than union. Set inclusion (⊆) is also extended to bags. Furthermore, restriction of some set or bag X to some domain D is denoted X |`D. Restriction binds stronger than minus and union. A bag is written as a sequence of its elements in arbitrary order, where each element appears only once and a superscript denotes its cardinality. Furthermore, for an associative binary operator ⊗, some function f , some n ∈ IN, and operands x 0 , . . . , x n , the quantifier notation
For an associative binary operator ⊕ that is also commutative, the notation (⊕ x : x ∈ X : f (x)), where X is some bag of operands, is sometimes used.
Processes
This section introduces a general framework of labeled transition systems. It serves as the process domain in which the operational semantics of both P/T nets and algebraic terms are defined. In this way, the behavior of P/T nets and algebraic terms can be compared in an unambiguous way. For now, there is no distinction between internal and observable behavior.
Definition 2.1. (Process space)
A process space over some set of actions A is a pair (P, −→ ), where P is a set of processes, and −→ : IP(P × A×(P ∪ { √ })) a ternary transition relation.
Intuitively, for any p, p ′ ∈ P and α ∈ A, the predicate p α −→ p ′ means that process p can perform an action α, thus transiting into a process p ′ . The predicate p α −→ √ means that process p terminates successfully upon executing an action α. In P/T-net theory, no distinction is made between successful and unsuccessful termination (deadlock). However, in the process algebra ACP, such a distinction does exist. Hence, the distinction is necessary in the process domain. Of course, P/T nets should represent processes which cannot terminate successfully.
An equivalence on processes which captures their branching structure is defined as follows. Let (P, −→ ) be some process space over A. 
Two processes p and q are called bisimilar, denoted p ∼ q, if and only if there exists a bisimulation R such that pRq.
P/T Nets with Pins
This section formalizes the notion of P/T nets with pins and their operational semantics. No distinction is made between observable and internal behavior. This means that the dashed box in the graphical representation of P/T nets with pins merely is a glass box instead of a black box. Let L p be some universe of place labels and L t a universe of transition labels.
Definition 3.1. (P/T net with pins)
A P/T-net structure with pins is a 5-tuple (P, T, i, o, I ), where P ⊆ L p is a finite, non empty set of places, T ⊆ L t is a finite, non empty set of transitions, i : T → IB P a function which gives the input places for each transition, o : T → IB P a function which gives the output places for each transition, and I ⊆ P the set of internal places. The set P − I is the set of pins. The functions i and o must satisfy the following two conditions: (i ) the union of the range of i and the range of o is equal to P, which means that there are no isolated places; (ii ) for any t ∈ T , it ∪ ot is not empty, which means that there are no isolated transitions. A P/T net with pins, in the remainder simply called P/T net or net, is a pair (N, s), where N is its structure as defined above and s : IB I is its state or marking.
Note that, when the set of pins is empty, a P/T net with pins is just an ordinary P/T net. The state of a P/T net with pins is a bag of internal places. As usual, an element a of the state of a P/T net is often referred to as a token residing in place a. The reason for not considering pins in the state of a net is that we want to determine the behavior of a P/T net under the assumption that the environment is responsible for producing tokens on and consuming tokens from pins.
The dynamic behavior of a P/T net is a process space in which the P/T nets are the processes and the transition relation determines what actions a P/T net can perform. To formalize this definition, some terminology and definitions are given first.
Let (N, s) be a P/T net, where N = (P, T, i, o, I ). A transition t ∈ T is enabled if and only if, for each internal place a ∈ I with positive cardinality n in it, there are at least n tokens in a available in s. More concisely, a transition t is enabled if and only if it |`I ⊆ s. If a transition is enabled, it can fire. Upon firing, a transition t removes n tokens from each of its input places a, where n is again the cardinality of a in it; it adds m tokens to each of its output places b, where m is the cardinality of b in ot. This means that upon firing t, the P/T net (N, s) evolves into another P/T net (N, s −it ∪ot |`I ). Note that it follows from the standard definition of "−" that it is not necessary to restrict it to I . The tokens that are removed from the net when firing a transition are often referred to as consumed tokens or the consumption of a transition; tokens that are added are referred to as the production of a transition. If I is chosen equal to P, that is, all places are internal, the definitions above are the usual ones for P/T nets without pins. Or, from a different viewpoint, the definitions given here are the usual ones provided that the environment supplies sufficiently many tokens on the input pins. It is assumed that transitions cannot fire simultaneously. However, as explained in Section 7, this is not a real restriction. All results can be extended to P/T nets with an operational semantics that allows transitions to fire simultaneously. The reason for not doing so, is that it unnecessarily complicates the theory and examples that follow, and thus distracts the reader from the essential points of this paper.
The definitions given so far are sufficient to formalize the operational semantics of P/T nets. Let PTN be the set of all P/T nets. A single action of a net, which is the firing of a single transition, is determined by two bags, the consumption and the produc-
is the smallest relation satisfying, for any net structure
Note that, according to this definition, P/T nets have no successful termination. If a P/T net cannot perform any actions anymore, it is deadlocked. This conforms to the usual semantics for nets, where no distinction is made between successful and unsuccessful termination. Figure 2 visualizes the transition relations of both nets. Since internal activity is visible, and hence the two nets perform different actions, they are obviously not bisimilar. 
An Algebraic Semantics for P/T Nets
This section introduces an ACP-like equational theory and its operational semantics. It gives an algebraic semantics for P/T nets such that a P/T net and its term representation have the same operational behavior.
The theory PTNA. An equational theory consists of a signature and a set of axioms. The signature defines the sorts of a theory and its functions. A 0-ary function is often called a constant.
The equational theory used in this paper is PTNA, Place/Transition-Net Algebra. The signature and the axioms are given in Table 1 . The theory is parameterized by a set of constants L p , which is the set of place labels introduced in the previous section. The first part of Table 1 lists the sorts of PTNA; the second part defines the functions and the third part the axioms. An informal explanation is given below. Table 1 . Place/Transition-Net Algebra.
Intuitively, A is the set of atomic actions, AC the set of actions, and P the set of processes. Each atomic action is either the consumption of a token or the production of a token. A consumption is denoted by "?" and a production by "!." An action is the simultaneous consumption and/or production of one or more tokens. Actions are constructed by the synchronous-merge operator |. In an equational theory, nothing is an element of a subsort unless explicitly stated. This yields the following property. For any e ∈ AC, there exist a 0 , . . . , a n ∈ A, for some n ∈ IN, such that e = (| i : 0 ≤ i ≤ n : a i ). For any a 0 , . . . , a n ∈ A, where n ∈ IN,
The synchronous merge is a very simple form of the communication merge as defined in [7] . There, the axioms S1 and S2 appear as C1 and C2 respectively. The reason for changing the names is that there is no communication in PTNA. The operators + and · denote choice and sequential composition respectively. Axiom A4 states the right distributivity of sequential composition over choice. To be able to distinguish between processes with different moments of choice, the converse, left distributivity, is not an axiom of the theory. As expressed by axioms A6 and A7, the special process δ can be interpreted as inaction or deadlock. The merge operator can be interpreted as parallel execution. It is axiomatized using an auxiliary operator ⌊⌊, called the left merge. It has the same meaning as the merge except that the left process must execute the first action. Axioms ASC1 and ASC2 are the so-called axioms of standard concurrency. Often, they are derivable for closed terms and omitted from the theory. However, in combination with the binary Kleene star ( * ) they are not derivable for closed terms and hence included. The binary Kleene star adds a simple form of recursion to the theory. It is the original star operator as introduced by Kleene [20] . In [6] , where the axioms BKS1-3 are given, it was introduced into process algebra. Because of its simplicity, the binary Kleene star is preferred over general recursion (see for example [4] ). The remainder of t his paper shows that it is powerful enough to capture the behavior of P/T nets. Finally, the causal state operator λ is a special version of the state operator as described in [4] . It is very similar to the causal state operator as defined in [2] . A state operator has a parameter, the superscript, and a certain state space, the subscript. The state space of the causal state operator can be interpreted as the state or marking of some P/T net and its parameter as the set of internal places. For I, s and x as in Table 1 , the term λ I s (x) can be thought of as the P/T net x with internal places I and state s. The auxiliary functions c, p : AC → IB L p , for consumption and production respectively, are defined as follows. For all a ∈ L p and e ∈ AC, ca? = a, ca! = ø, c(a? | e) = a ∪ ce, and c(a! | e) = ce; pa? = ø, pa! = a, p(a? | e) = pe, and p(a! | e) = a ∪ pe.
The binding precedence of the above operators is as follows. Unary operators bind stronger than binary operators. Sequential composition and Kleene star bind stronger than all other binary operators. Choice binds weaker than all other operators.
The main purpose of a theory as PTNA is that it can be used to reason about processes in a purely equational way. For any processes x and y, PTNA ⊢ x = y denotes that x = y can be derived from the axioms. In order to formalize the intuitive notions given above and to be able to compare processes defined by PTNA terms to processes defined by P/T nets, the next paragraph gives an operational semantics for PTNA.
Operational semantics for PTNA. A semantics or model of a theory is an interpretation in a, usually well known and well understood, mathematical domain, such that the axioms are valid in the interpretation. An operational semantics is a model obtained by giving a process space as defined in Section 2.
To obtain a model of the theory PTNA, interpretations of the sorts A, AC, and P must be given. Define the interpretation of the set of processes P as the set of closed PTNA terms, denoted C(PTNA). Since it follows from Property 4.1 that A is a subset of all closed terms, namely the set of all closed terms in which either "?" or "!" appear, the interpretation of A is simply A itself. For the same reason, the interpretation of AC is AC itself. Obviously, these definitions satisfy A ⊆ AC ⊆ P.
It remains to define the transition relation for processes in C(PTNA). First, the set A must be defined. Intuitively, processes in C(PTNA) can execute an action in AC, thus transiting into another process in C(PTNA). Therefore, elements in A should be interpretations of actions which serve as the labels of the transition relation. Let φ : AC → A be a function that maps actions in AC to actions in A. The semantics given in the previous section for P/T nets suggests that the semantics of an algebra of P/T nets should have pairs of bags as transition labels, where the first element is the consumption and the second element the production of an action. The auxiliary functions c and p exactly define the consumption and production of each action in AC. Therefore, let A be equal to IB L p ×IB L p and let for any e ∈ AC, φ(e) = (ce, pe). The transition relation −→ :
can now be defined as the smallest relation satisfying the derivation rules in Table 2 .
−→ √ Table 2 . The transition relation for PTNA.
It remains to show that the process space as defined above is indeed a model of the theory PTNA. Recall that a process space is a model if and only if all equations that can be derived from the axioms are valid in the process space. The notion of validity is formalized as follows. In Section 2, bisimulation is defined, which is an equivalence relation on processes. Therefore, it is possible to look at equivalence classes of closed PTNA terms modulo bisimulation, denoted C(PTNA)/∼. For closed terms p and q, the equation p = q is valid, denoted C(PTNA)/∼ |= p = q, if and only if p ∼ q. That is, if and only if p and q are bisimilar and thus elements of the same equivalence class. It follows from the format of the derivation rules in Table 2 that bisimulation equivalence is a congruence on C(PTNA) [3] . Therefore, it suffices to verify the validity of each axiom of PTNA to prove the following theorem. It states that if equality of two processes can be derived from the axioms, then the processes are bisimilar. This means that one can indeed use equational reasoning instead of model-based reasoning.
Theorem 4.2. The set of closed PTNA terms modulo bisimulation is a model for PTNA.
That is, for any p, q ∈ C(PTNA),
An algebraic semantics for P/T nets. The following definition associates a closed PTNA term to each P/T net. The idea is to define first the unrestricted behavior of a net. That is, its behavior when every transition is always enabled. Then, the causal state operator instantiated with the initial marking is used to restrict the behavior to all possible firing sequences. The unrestricted behavior of a single transition is the infinite iteration of its consumption and production of tokens. The unrestricted behavior of a net is the parallel execution of all its transitions. 
where, for any t ∈ T ,
Empty quantifications should be simply omitted.
The following theorem states that a net and its algebraic representation have the same operational behavior. Recall that (PTN , ?!) and (C(PTNA),−→) are the operational semantics for P/T nets and PTNA respectively. The set A is equal to IB L p × IB L p .
Theorem 4.4. For any P/T nets (N, s) and (N, s
′ ) and some α ∈ A, 
Property 4.6. For any non empty E ⊆ AC,
( e : e ∈ E : e * δ) = (+ e : e ∈ E : e ·( e : e ∈ E : e * δ)). simple expression can be derived for X 0 , which is an algebraic term for the behavior of PTN 0 . In the derivation below, the causal state operator is written without the superscript
Use Property 4.6 plus the axioms CSO2-5 and A6-7 to obtain the following result.
In a similar way, the following result is obtained for X 1 .
It is straightforward to verify that the transition relation of X 0 is the same as the transition relation of PTN 0 that is directly obtained from the operational semantics for nets given in Section 3 (See Figure 2) . It is left to the reader to verify that also for the right P/T net in Figure 1 , the transition relations for the net and its representation are the same.
An Algebraic Semantics for Hierarchical P/T Nets
In this section, hierarchical P/T nets are defined and an algebraic semantics for their complete operational behavior is given. Then, the notion of internal behavior is introduced in the process domain as well as in the theory PTNA. The abstraction mechanism from the process algebra ACP is adapted to give an algebraic semantics for the observable behavior of hierarchical P/T nets. This algebraic semantics indirectly specifies an operational semantics for the observable behavior of hierarchical nets.
Hierarchical P/T nets
In addition to places and transitions, a hierarchical P/T net has subnets which, in turn, are hierarchical P/T nets.
Definition 5.1. (Hierarchical P/T nets)
A hierachical P/T net is a 7-tuple (P, T, S, i, o, I, s), where P ⊆ L p is a finite, non empty set of places, T ⊆ L t is a finite set of transitions and S a finite set of hierarchical P/T nets, such that T ∪ S is not empty; function i : (T ∪ S) → IB P gives the input places for each transition and each subnet, o : (T ∪ S) → IB P gives the output places, I ⊆ P is the set of internal places, and s : IB I is the marking of the hierarchical net. It is assumed that there are no isolated places, transitions, or subnets. Set S must be such that for each subnet the set of input and output places is equal to the set of pins of the subnet. The sets of internal places of a hierarchical P/T net and all its subnets must be mutually disjoint. A hierarchical P/T net can be unfolded in the usual way. The unfolding of a hierarchical net must be finite. 
Note that the unfolding of a net must be finite, because only then the net has a finite algebraic representation.
Processes with Silent Actions.
In Section 2, a process is defined as a labeled transitions system over some set of actions. A process can execute actions, thus transiting into some other process. An action that is executed by a process is part of its observable behavior. To be able to distinguish between observable and internal behavior, silent actions are introduced. Usually, silent actions are denoted τ . Only a single symbol is needed, since all internal actions are equal in the sense that they do not have any visible, external effects. The notion of silent actions in an algebraic setting was first introduced by Milner [23] .
The definition of a process space given in Section 2 can still be used in a context with silent actions. However, since bisimulation does not distinguish between observable and silent actions, the notion of equality on processes needs to be changed. Processes with the same observable behavior, but with different internal behavior should be equal. As before, the equivalence relation on processes should distinguish processes with different moments of choice. In [14] , Van Glabbeek shows that (rooted) branching bisimulation is exactly the equivalence that satisfies these two requirements. A formal definition of branching bisimulation can be found in [4, 5] . It is omitted here, since it is fairly complicated and not really essential to the results given in this extended abstract. Branching bisimulation is a slightly finer equivalence than the better known observation equivalence [23] . That is, it distinguishes more processes than observation equivalence.
Place/Transition-Net Algebra with Silent Actions.
The theory PTNA τ . In this paragraph, the silent action τ and an abstraction operator are added to the theory PTNA, yielding the theory PTNA τ , for PTNA with silent actions. Table 3 gives a definition of PTNA τ . Recall that L p is the set of place labels. The first entry of Table 3 means that PTNA τ is a modular extension of PTNA. That is, PTNA τ has all sorts, functions, and axioms given in Tables 1 and 3 . The auxiliary functions c, p : AC → IB L p that appear in Table 1 are extended to τ as follows: Table 3 . Place/Transition-Net Algebra with silent actions.
For any set of place labels I , the abstraction operator τ I simply renames actions from I to τ . The axioms B1 and B2 are an axiomatization of branching bisimulation [13] . Axiom AT states that only the visible part of the simultaneous execution of some action and τ is observed. It is different from the normal axioms for τ in ACP with silent actions. There, for any action e, e | τ is equal to δ. The reasoning behind this is that | means communication. Since an invisible action cannot communicate, every attempt to communicate with τ results in deadlock.
Operational semantics for PTNA τ . Define the set of processes as the set of closed PTNA τ terms, C(PTNA τ ). As before, let A be equal to IB L p ×IB L p ; let φ : AC −→ A,
for any e ∈ AC, be defined as φ(e) = (ce, pe). Note that φ(τ ) = (ø, ø). This means that, in the process domain, the action (ø, ø) is the silent action. As mentioned in the previous subsection, the silent action in the process domain is usually called τ as well.
The reason for this is that actions in the theory often coincide with actions in the process domain. In the remainder, τ always refers to the silent action in the theory. The transition relation −→ : IP(C(PTNA
is the smallest relation satisfying the rules in Tables 2 and 4 . In Table 2 , let p, p ′ , q, q ′ range over C(PTNA τ ).
e : AC; I : IP L p ; p, p
−→ √ Table 4 . The transition relation for the abstraction operator.
The following theorem states that if equality of two processes can be derived from the axioms of PTNA τ , then the two processes are rooted branching bisimilar. Hence, equational reasoning can be used instead of model-based reasoning. An algebraic semantics for hierarchical P/T nets. The algebraic semantics for the observable behavior of a hierarchical P/T net strongly resembles the algebraic semantics which describes its complete behavior. The essential difference is that the abstraction operator is used to hide the internal behavior of the net itself and its components. 
Since PTN 0 is a flat P/T net, its observable behavior H[ [PTN 0 ] ] is equal to τ I 0 (X 0 ), where I 0 = {i 0 , i 1 }. Use the axioms TA1-3, AT and TAD to derive the following result. Figure 3 . The expression a?·(b?·δ + c?·δ) describes the behavior of PTN 0 projected onto its pins. It corresponds to the expression already given in the motivating example (Figure 1) . In a similar way, it is possible to derive the expression a?·b?·δ + a?·c?·δ for the observable behavior of the right P/T net in Figure 1 , PTN 1 . The transition relation of this term is also shown in Figure 3 . Obviously, the two processes are not bisimilar, which is the desired result. 
Example: The Alternating-Bit Protocol
In this section, the theory developed in this paper is applied to a non-trivial example, namely the Alternating-Bit Protocol (ABP). The version of the ABP considered here consists of four components: a sender, a receiver, a message channel, and an acknowledgement channel. Both messages and acknowledgments can be corrupted. In order to guarantee that every message which is sent from one side is received by the other side, the sender marks messages alternatingly with a zero and a one bit. Each time it sends a message, it waits for an acknowledgment from the receiver.
The example of the ABP is used two show two applications of the theory developed in this paper. First, it can be used to verify the behavior of a hierarchical P/T net against an algebraic specification. At each hierarchical level, the algebraic terms describing the observable behavior of the subnets can, on the one hand, be seen as the specification of the level below, and, on the other hand, as the implementation of the level above. The theory of this paper can be used to verify such implementations against their specifications in a purely equational and compositional way. Second, the theory can be used to show that different hierarchical nets have the same observable behavior. In a hierarchical P/T net, one can exchange subnets with the same observable behavior, without influencing j ∈ {0, 1} Specification:
i, o : input/output pin for messages from/to the environment; abp : the system that implements the ABP. System abp: sen, rec : the sender and receiver; mc, ac : the message channel and acknowledgement channel; j m1/2
: places for messages with bit j ; ⊥m : corrupted messages; j a1/2, ⊥a : idem for acknowledgements. System sen: j s : the sender is ready to send a j message. j w : the sender has sent a j message and is waiting for an ack.; j t, jr t1/2 : (re)transmit a j message; j a : receive an acknowledgement of a j message; System rec: jr : the receiver is ready to receive a j message; j a, j na1/2 : acknowledge a j message; send a negative j ack.; Systems mc, ac:
f j m/a, cj m/a : forward resp. corrupt message/acknowledgement. Table 5 . Informal explanation of the Alternating-Bit Protocol the observable behavior at higher levels of abstraction. Figure 4 gives a three-level hierarchical P/T net of the ABP which conforms to the informal description given above. Since for each net it is clear what are pins and what are internal places, dashed boxes are omitted. Table 5 explains the names of the subnets, transitions, and places.
To demonstrate the first application of the theory, a bottom-up verification of the ABP is given, which consists of four steps. First, simple algebraic expressions are derived for the behavior of the four nets at the most detailed level. Second, the abstraction operator is used to hide their internal behavior. Third, the results of these two steps are used to derive an expression for the behavior of the net at the intermediate level. Finally, by hiding the internal behavior of the intermediate net, it is shown that the subnet "abp" satisfies its specification given in Figure 4 . To demonstrate the other application of the theory, it is shown that, on the highest level of abstraction, the ABP behaves as a one-place buffer. A P/T net of the one-place buffer is given in Figure 5 . The observable behavior of the ABP is the same as the observable behavior of this net. To be able to do all calculations, one new axiom is needed and one derivation rule. The Fair Iteration Rule (FIR) states that the binary Kleene star is fair. That is, a sequence of silent steps cannot be infinitely long. In terms of P/T nets, it means that, in an internal conflict situation, it is not possible that one transition is always chosen. In terms of the ABP, it means that the channels once in a while forward messages and acknowledgements uncorrupted.
The Recursive Specification Principle for the binary Kleene star (RSP * ) is a derivation rule which gives for some restricted set of recursive equations a solution in terms of the binary Kleene star. This derivation rule is necessary since many processes, such as the ABP, are inherently recursive. The requirement "x guarded in y · x" means that y cannot terminate successfully without executing at least one visible action. A formal definition of guardedness is omitted here and can be found in [5] .
x, y, z : P x = y · x + z, x guarded in y · x x = y * z RSP *
