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Noisy, intermediate-scale quantum (NISQ) computing devices have become an industrial reality in the last
few years, and cloud-based interfaces to these devices are enabling exploration of near-term quantum computing
on a range of problems. As NISQ devices are too noisy for many of the algorithms with a known quantum
advantage, discovering impactful applications for near-term devices is the subject of intense research interest.
We explore quantum-assisted machine learning (QAML) on NISQ devices through the perspective of tensor
networks (TNs), which offer a robust platform for designing resource-efficient and expressive machine learning
models to be dispatched on quantum devices. In particular, we lay out a framework for designing and optimizing
TN-based QAML models using classical techniques, and then compiling these models to be run on quantum
hardware, with demonstrations for generative matrix product state (MPS) models. We put forth a generalized
canonical form for MPS models that aids in compilation to quantum devices, and demonstrate greedy heuristics
for compiling with a given topology and gate set that outperforms known generic methods in terms of the number
of entangling gates, e.g., CNOTs, in some cases by an order of magnitude. We present an exactly solvable
benchmark problem for assessing the performance of MPS QAML models, and also present an application for
the canonical MNIST handwritten digit dataset. The impacts of hardware topology and day-to-day experimental
noise fluctuations on model performance are explored by analyzing both raw experimental counts and statistical
divergences of inferred distributions. We also present parametric studies of depolarization and readout noise
impacts on model performance using hardware simulators.
I. INTRODUCTION
In recent years, gate-based quantum computing has
emerged as a relatively mature technology, with many plat-
forms offering cloud-based interfaces to machines with a few
to dozens of qubits [1–5], as well as classical emulators of
quantum devices of this class [6]. Today’s quantum com-
puting resources remain a long way from the millions of
qubits [7] required to perform canonical quantum computing
tasks such as integer factorization with error correction [8, 9],
and present devices are either engineered with a specific
demonstration goal or designed for general-purpose research-
scale exploration [10]. With the advent of noisy, intermediate-
scale quantum (NISQ) devices [11], whose hardware noise
and limited qubit connectivity and gate sets pose challenges
for demonstrating scalable universal quantum computation,
we are faced with a different form of quantum application dis-
covery in which algorithms need to be robust to noise, limited
qubit connectivity and gate sets, and highly resource-efficient.
Machine learning (ML) has been put forward as a possible
application area for NISQ devices, with a range of recent pro-
posals [12–14]. ML may prove promising for NISQ applica-
tions because well-performing ML algorithms feature robust-
ness against noise, quantum circuits can be designed for ML
applications that are highly qubit-efficient [15], and quantum
models can be designed whose expressibility increases expo-
nentially with qubit depth [15, 16]. The most impactful near-
term ML application likely lies in quantum-assisted machine
learning (QAML), in which a quantum circuit’s parameters
are classically optimized based on measurement outcomes
that may not be efficiently classically simulable [17]; this
also includes kernel-based learning schemes with a quantum
kernel [18]. Tensor networks (TNs) provide a robust means
of designing such parameterized quantum circuits that are
quantum-resource efficient and can be implemented and op-
timized on classical or quantum hardware. TN-based QAML
algorithms hence leverage the significant research effort into
optimization strategies for TNs [19–21], and also enable de-
tailed benchmarking and design of QAML models classically,
with a smooth transition to classically intractable models.
In this work, we explore the applicability of QAML with
TN architectures on NISQ hardware and hardware simulators,
exploring the effects of present-day and near-term hardware
noise, qubit connectivity, and restrictions on gate sets. We
focus on fully generative unsupervised learning tasks, which
have been identified as a promising avenue for QAML [13],
and focus on the most resource-efficient matrix product state
(MPS) TN topology. We present a framework for QAML–
outlined in Fig. 1–that includes translation of classical data
into quantum states, optimization of an MPS model using
classical techniques, the conversion of this classically-trained
model into a sequence of isometric operations to be performed
on quantum resources, and the optimization and compilation
of these isometric operations into native operations for a given
hardware topology and allowed gate set. In particular, we
develop several novel techniques for the compilation stage
aimed at TN models for QAML on NISQ devices, such as the
permutation of auxiliary quantum degrees of freedom in the
TN to optimize mapping to hardware resources and heuristics
for the translation of isometries into native operations using as
few entangling operations (e.g., CNOTs) as possible.
The tools developed herein enable the robust design and
performance assessment of QAML models on NISQ devices
in the regime where classical simulations are still possible,
and will inform architectures and noise levels for scaling to
the classically intractable regime. Even in the classically in-
tractable regime in which the model must be optimized using
a quantum device in a hybrid quantum/classical loop [22, 23],
our techniques provide a means of obtaining an approximate,
classically trained “preconditioner” for the quantum models
that can help avoid local minima and reduce optimization
time. We present exemplar results for our workflow for syn-
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2FIG. 1. Overview of QAML workflow. Classical data in (a) is pre-processed and transformed to quantum states embedded in an exponentially
large Hilbert space in (b). A TN model is learned from a collection of quantum training data in (c), which has the interpretation in (d) of a
sequential preparation scheme involving a small number of readout qubits coupled to ancillary resources. The isometries of the sequential
preparation scheme in (d) are conditioned using inherent freedom in the TN representation in (e), and then converted into native gates for
a target hardware architecture, displayed as the IBMQ-X2 processor for concreteness. Running on cloud-based hardware in (f), we obtain
measurements defining output predictions, as in (g). For interpretation of graphical representations, see text.
thetic data that can be described by an exactly solvable two-
qubit MPS QAML model, as well as on features extracted
from the canonical MNIST handwritten digit dataset [24].
The remainder of this work is organized as follows: Sec. II
discusses QAML with tensor networks (TNs) broadly, includ-
ing embedding of classical data into quantum states, classical
training of a TN model, and the conversion of TN models into
resource-efficient sequential preparation schemes; Sec. III dis-
cusses our approach for compiling TN-based QAML models
for running on quantum hardware, including the utilization of
ambiguity in the TN representation and greedy compilation
heuristics for minimizing model gate depth; Sec. IV presents
an exactly solvable two-qubit QAML model and assesses the
performance of our QAML workflow on quantum hardware;
in Sec. V we give an example application to generative model-
ing of features extracted from the MNIST dataset and analyze
the performance of our models as a function of hardware noise
using a quantum hardware simulator; finally, in Sec. VI we
conclude and give an outlook. Details of the MNIST model
studied in Sec. V are given in Appendix A.
II. QUANTUM-ASSISTED MACHINE LEARNINGWITH
TENSOR NETWORKS
Fig. 1 broadly outlines the QAML workflow explored in
the present work. We begin with a collection of classical data
vectors in a training set T = {xj}NTj=1, where each element xj
is an N -length vector. The first step in our QAML workflow
is to define a mapping of classical data vectors to vectors in
a quantum Hilbert space. Here, the only restriction we will
place on the encoding of classical data in quantum states is
that each classical data vector is encoded in an unentangled
product state. This is useful for several reasons. For one,
unentangled states are the simplest to prepare experimentally
with high fidelity, and also enable us to use qubit-efficient se-
quential preparation schemes. From a learning perspective,
encoding individual data vectors in product states ensures that
any entanglement that results in a quantum model comes from
correlations in an ensemble of data and not from a priori as-
sumptions about pre-existing correlations for individual data
vectors [25]. For encoding of anN -dimensional classical data
vector x into an ensemble of N qubits, a convenient parame-
3terization is
|Φ (x)〉 =
N−1⊗
j=0
 1∑
ij=0
φj (xi) |ij〉
 ; (1)
that is, in terms of local maps φj (x) mapping a single data el-
ement into a superposition of qubit states. In order that the full
map Φ (x) maps each data instance into a normalized vector
in Hilbert space, we require that∑
j
|φj (x)|2 = 1 ∀x . (2)
When encoding data for use in generative applications it is
also useful for the maps to have the orthonormality property
N−1∏
j=0
∫
dxjφ
?
ij (xj)φi′j (xj) =
∏
j
δij ,i′j , (3)
which ensures that the wavefunction encoding data
|ψ〉 =
∑
i0...iN−1
ci0...iN−1 |i0 . . . iN−1〉 , (4)
is normalized whenever∑
i0...iN−1
∣∣ci0...iN−1 ∣∣2 = 1 . (5)
That is, maps satisfying Eq. (3) map the data into an orthonor-
mal Hilbert space.
The simplest case occurs when the data is discrete, and so
can be formulated as vectors x where xj ∈ {0, 1}. We map
each element to a qubit as [26, 27]
φj (x) = δj,x . (6)
This map clearly satisfies the properties Eqs. (2) and (3)
above, and so is suitable for either generative or discrimina-
tive applications. In the case in which the data is continuous,
x ∈ RN , we now have freedom to choose how to encode it in
Hilbert space. The phase-like encoding
φ0 (x) = cos
(
pi
2
x− xmin
xmax − xmin
)
, (7)
φ1 (x) = sin
(
pi
2
x− xmin
xmax − xmin
)
,
has been used in Refs. [25] to encode data for quantum-
inspired ML applications. Eq. (7) satisfies Eqs. (2) but not
Eq. (3). A related map that satisfies both conditions is [25]
φ0 (x) = e
3piix/2 cos
(
pi
2
x− xmin
xmax − xmin
)
, (8)
φ1 (x) = e
−3piix/2 sin
(
pi
2
x− xmin
xmax − xmin
)
.
In the present work, we will focus on the case of binary data,
and so utilize the map Eq. (6).
A. Tensor networks and sequential preparation
The next step in our QAML workflow outlined in Fig. 1
is to learn a quantum model for the collection to quantum
states {|Φ (xj)〉}NTj=1 resulting from applying the encoding
map from the previous section to the training data. Here, we
define a quantum model as a collection of operations applied
to quantum resources to produce a state that encodes the prop-
erties of the ensemble {|Φ (xj)〉}. In what follows, we spe-
cialize to the case of tensor network (TN) models, which pro-
vide a convenient parameterization of the structure of quan-
tum operations and resources. Generally speaking, TNs rep-
resent the high-rank tensor describing a quantum wavefunc-
tion in a specified basis as a contraction over low-rank tensors,
and hence define families of low-rank approximations whose
computational power can be expressed in terms of the maxi-
mum dimension of any contracted index χ, known as the bond
dimension.
A wide variety of TN topologies have been considered
which are able to efficiently capture certain classes of quan-
tum states [19–21]; in the present work we focus on ma-
trix product states (MPSs). MPSs use a one-dimensional TN
topology, as shown using the Penrose graphical notation for
tensors [19] in Fig. 1(b), and form the basis for the enormously
successful density matrix renormalization group (DMRG) al-
gorithm in quantum condensed matter physics [28]. MPSs
have several properties that make them attractive for QAML.
For one, they are undoubtedly the most well-understood and
mature of all tensor networks, which has led to robust opti-
mization strategies that are widely used in the quantum many-
body community. In addition, MPSs are highly quantum re-
source efficient, in the sense that their associated wavefunc-
tions can be sequentially prepared, and so qubits can be re-
used in deployment on quantum hardware. In fact, it can be
shown that every state that can be sequentially prepared can
be written as an MPS [29–31].
In recent years, TNs have found applications outside of the
condensed matter and quantum information domains. The
mathematical analysis community has proposed TN methods
for data analysis, e.g., large-scale principle component anal-
ysis [32, 33]. In this community, MPSs are referred to as
tensor trains [34]. Using TN methods to design quantum-
inspired ML models was first proposed by Stoudenmire and
Schwab [25], who put forth a scheme using a MPS network
as a linear classifier in a Hilbert space whose dimension is ex-
ponentially large in the length of the raw data vector. Since
then, many other proposals for quantum-assisted or quantum-
inspired TN ML models have appeared in the literature [35–
51], including generative modeling of binary data using MPSs
in Ref. [52]. In the majority of approaches, DMRG-inspired
algorithms for optimization have been employed. However
the authors of Ref. [53] recently demonstrated an alternate
strategy where a TN was implemented as a neural network us-
ing standard deep learning software, and the tensors of the TN
were optimized using backpropagation strategies ubiquitous
in classical ML. While this strategy has shown good perfor-
mance, it has also been shown to be suboptimal with respect to
the DMRG-like approach [54]. Nonetheless, the use of deep
4learning “preconditioners” and the intersection of QAML and
neural networks remains intriguing [55–57].
The fact that MPSs define a sequential preparation scheme
means that MPSs define highly resource efficient schemes for
learning [15] and quantum simulation [58]. In particular, the
qubit resource requirements for an MPS model are logarith-
mic in the bond dimension χ, which encapsulates the expres-
sivity of the model, and are independent of the length of the
input data vector N . In order to illustrate how this property
comes about, consider that we have a register ofN qubits with
states |ji〉, i = 0, . . . , N − 1, ji = 0, 1 in which we want to
encode data and a χ-level ancilla |α〉, α = 0, . . . , χ − 1 that
can be used to entangle the qubits. Starting at the “right” end
of the system, we can initialize the (N − 1)st qubit using an
operator LˆN−1 defined as
LˆN−1 =
∑
α,jN−1
L[N−1]jN−1α |jN−1α〉〈00| , (9)
in which the coefficientsL[N−1] satisfy the isometry condition∑
α,jN−1
LjN−1?α L
jN−1
α = 1 . (10)
Clearly, if we start our qubit and ancilla system in the state
|00〉, this operation transforms it into the (entangled) state∑
αjN−1 L
jN−1
α |αjN−1〉, and the isometry condition ensures
that this state is normalized. Moving to the next qubit, we
now entangle it with the ancilla using the operator
LˆN−2 =
∑
α,jN−2,β
L
[N−2]jN−2
βα |jN−2β〉〈0α| , (11)
which is subject to the isometry condition∑
j
L[N−2]j†L[N−2]j = Iχ , (12)
with Iχ the χ×χ identity matrix. This operation now puts the
system in the state
LˆN−2LˆN−1|0N−20N−10ancilla〉 (13)
=
∑
jN−2,jN−1,α
[
L[N−2]jN−2L[N−1]jN−1
]
α
|jN−2jN−1α〉 .
We follow this same logic for all subsequent qubits, defining
isometric operators that entangle them to the rest of the system
using the ancilla, until we reach qubit 1, which is attached
using the isometric operator
Lˆ0 =
∑
i0,β
|i00〉〈0β| . (14)
This operator puts the full system into the state
Lˆ0 . . . LˆN−1|00 . . . 0N−10ancilla〉 (15)
=
∑
j0...jN−1
L[0]j0 . . .L[N−1]jN−1 |j0 . . . jN−10ancilla〉 .
Hence, in the last step, the qubit states decouple from the an-
cilla. The qubit state takes the form of an MPS with the addi-
tional constraint that each of the MPS matrices L satisfies the
left-orthogonal condition Eq. (12). The above procedure can
readily be read in reverse; given a general MPS QAML model
with bond dimension χ,∑
j0...jN−1
A[0]j0 . . .A[N−1]jN−1 |j0 . . . jN−1〉 , (16)
we can convert it into a sequential qubit preparation scheme
with a χ-dimensional ancilla by putting the MPS in left-
canonical form. This transformation to left-canonical form
can be done without loss of generality using a well-known
procedure involving an orthogonal decomposition, e.g. the
singular value or QR decomposition [19]. Thus, the tensors
appearing in an MPS, which could result from a classical
training optimization, can be formally (i.e., modulo compi-
lation into native quantum operations for a given hardware ar-
chitecture) translated into operations for deployment on quan-
tum resources.
The above prescription assumed the presence of a register
of N qubits, but due to the sequential nature of the prepara-
tion this is unnecessary, and a single “physical” qubit together
with the χ-level ancilla suffices, provided we are not measur-
ing any multi-qubit properties of the state. As an example, we
will consider drawing a sample from an MPS wavefunction
generative model with the binary map Eq. (6). In this applica-
tion, we first couple the qubit and ancilla as in Eq. (9) starting
from both in the fiducial state |0〉. We then measure the qubit
in the computational basis, record its outcome as xN−1, and
then return it to the fiducial |0〉 state while leaving the an-
cilla unmeasured. We note that the ability to re-initialize a
single qubit independent of the others is not universally avail-
able in present-day hardware, but has been demonstrated in,
e.g., trapped ion platforms [59]. We then re-entangle the an-
cilla and qubit using the operator LˆN−2 defined in Eq. (11),
measure the qubit and record the outcome as xN−2, and again
return the qubit to the |0〉 state. This procedure is repeated
with the other operations Lˆj until a complete set of N mea-
surements x is made, which constitutes a data sample. This
procedure is denoted graphically in Fig. 1 (d). Clearly, this
only requires a single “physical” or “data” qubit (i.e., the one
that is sampled) independent of the input data size N , and the
construction of the χ-level ancilla requires only log2 χ qubits.
We stress that the scheme above is formal in the sense that
it produces isometries acting on quantum resources without
reference to their actual physical representation or other hard-
ware constraints such as limited coherence time, connectivity,
gate sets, etc.. The translation of these formal isometries into
operations to be dispatched on a given target hardware are de-
tailed in Sec. III.
B. Generative MPS models and classical training procedure
We now further specialize to generative models, in which a
collection of quantum data vectors are encoded into a wave-
function such that the probability distribution evaluated at data
5vector x is
P (x) =
〈ψ|Φ (x)〉〈Φ (x) |ψ〉
Z
. (17)
Here, Z = 〈ψ|ψ〉 = ∫ dx〈ψ|Φ (x)〉〈Φ (x) |ψ〉 is a normaliza-
tion factor, and we assume the property Eq. (3) holds for the
Hilbert space encoding map. As this corresponds to Born’s
rule for measurement outcomes, the resulting structure is re-
ferred to as a Born machine [52, 60].
In order to discuss data representation using Born ma-
chines, we define the average log-likelihood of the data in the
training set T as
L (T ) = 1
NT
∑
x∈T
log
[ 〈ψ|Φ (x)〉〈Φ (x) |ψ〉
Z
]
. (18)
The minimization of the negative log-likelihood with respect
to the parameters in our Born machine is equivalent to maxi-
mizing the probability that the data is generated by the Born
machine. We will parameterize the wavefunction to be trained
as an MPS and assume that the data is encoded in terms of an
orthonormal map as in Eq. (3), resulting in
L (T ) = 1
NT
∑
x∈T
log
[ ∑
i0...iN−1;i′0...i
′
N−1
∏
j φ
?
ij
(xj)φi′j (xj)
Z
× Tr [Ai0† . . .AiN−1†]Tr [Ai′0 . . .Ai′N−1] ] , (19)
where the normalization factor (partition function) is
Z =
∑
i0...iN−1
Tr
[
Ai0† . . .AiN−1†
]
Tr
[
Ai0 . . .AiN−1
]
.
(20)
We will optimize the Born machine by a DMRG-style pro-
cedure using gradient descent, where the gradient is taken
with respect to the tensors of the MPS. Namely, we will con-
sider the gradient with respect to a group of s neighboring ten-
sors Θ = Ail . . .Ail+s , with s typically being one or two, not-
ing that the gradient of an object with respect to a tensor is a
tensor whose elements are the partial derivatives with respect
to the individual tensor elements. We take the gradient with
respect to the conjugates of the tensors Aij , formally consid-
ering these conjugates independent of the tensors themselves.
This gradient may be written as
∇Θ?L (T ) = 1
NT
∑
x∈T
∇Θ?〈ψ|Φ (x)〉〈Φ (x) |ψ〉
〈ψ|Φ (x)〉〈Φ (x) |ψ〉 −
∇Θ?Z
Z
,
(21)
=
1
NT
∑
x∈T
∇Θ?〈ψ|Φ (x)〉〈Φ (x) |ψ〉
〈ψ|Φ (x)〉〈Φ (x) |ψ〉
−
∑
x
∇Θ?〈ψ|Φ (x)〉〈Φ (x) |ψ〉
Z
. (22)
With this gradient in hand, we update the local block of ten-
sors as
Θ→ Θ + η∇Θ?L (T ) , (23)
in which η is a learning rate (note that this is equivalent to
minimizing the negative log likelihood). For the single-site
algorithm (s = 1), this update does not change the bond di-
mension or canonical form of the MPS. For the two-site algo-
rithm (s = 2), we can now split the updated tensor Θ into its
component MPS tensors as
Θijαβ =
∑
µ
AiαµA
j
µβ , (24)
using, e.g., the SVD. Hence, the addition of the gradient
can increase the bond dimension, and thus the representa-
tion power, adaptively based on the data. The bond dimen-
sion can also be set implicitly by requiring that the L2-norm
of the tensor Θ is represented with a bounded relative error
ε. The above update has affected only a small group of the
tensors with all others held fixed. We now shift the orthog-
onality center to a neighboring tensor, and perform the same
local optimization procedure. For the two-site case, the shift
of orthogonality center can be accomplished simultaneously
with the splitting of the tensor Θ in Eq. (24). In the one-
site case, the orthogonality center is moved to the next ten-
sor in the optimization cycle using either the SVD or the QR
decomposition. A complete optimization cycle, or “sweep,”
occurs when we have updated all tensors twice, moving in a
back-and-forth motion over the MPS. The sweeping process
is converged once the negative log-likelihood no longer de-
creases substantially. Example convergence behavior will be
given later in Sec. V.
III. COMPILATION OF MPS MODELS FOR QUANTUM
HARDWARE
In this section, we address how to take an MPS model re-
sulting from the classical optimization procedure outlined in
Sec. II B and convert it into a sequence of operations to be per-
formed on a quantum device. We will refer to this operation as
quantum compilation. Many modern NISQ software ecosys-
tems, for example Qiskit [4] and Forest [1], have routines for
compiling quantum instructions, usually required to be sup-
plied in the form of an abstract quantum circuit model. These
compilers typically perform multiple passes through the ab-
stract circuit to map virtual qubits from the abstract model
onto the hardware qubits of the device, route operations be-
tween the virtual qubits to hardware qubits, e.g., by placing
SWAP gates, and optimization to minimize some property
of the circuit, such as entangling gate count. We note that
quantum compilation remains an active area of research, and
currently available generic methods for quantum compilation
tend to produce “deep” circuits with significant numbers of
entangling gates.
There are several unique properties of our particular quan-
tum computing use case –compiling isometries encoding TN
models for QAML– that make them unique compared to tra-
ditional quantum computing use cases. For one, our isome-
tries are defined on the Hilbert space of a physical qubit and
a formal χ-level ancilla, and so may not uniquely describe an
isometric operation on a set of virtual qubits, e.g., when χ is
6not a power of 2. Further, since the ancilla degrees of free-
dom are never directly measured, there is no preferred basis
or state ordering for these states. Both of these properties give
freedom that can be utilized to simplify compilation. In addi-
tion, the isometries are the result of an optimization procedure
that has a finite tolerance (see Sec. II B), and so do not need to
be compiled exactly to meet some fine-tuned property. That
is to say, model predictions are not more accurate when using
a compiled unitary that matches the isometry better than the
optimization tolerance. For NISQ devices in particular, fine-
tuning of isometry properties through the introduction of addi-
tional entangling gates may in fact produce worse results due
to the increased noise in the circuit compared to a shallower
representation. These properties have motivated us to pursue
optimizations of the tensor network structure as well as a set
of greedy compilation heuristics, inspired by Ref. [61], that
we outline in what follows.
The key objects that we want to optimize in this section are
the isometries Lˆ[i] defined by the elements of the MPS in left-
canonical form, see Sec. II A. Given that the binary encoding
map used in this work, Eq. (6), is real-valued, all MPS tensors
are real-valued, and this extends to the isometries. We will
display the isometries using plots of their matrix representa-
tions in a fixed basis, as in Fig. 2. In this and similar plots, the
basis ordering is defined with the physical qubit (i.e., the qubit
that begins in the |0〉 state and is read out after each isometric
operation) as the least significant qubit such that an isometry
acting on a χ-dimensional ancilla α ∈ {0, . . . , χ − 1} and a
physical qubit q ∈ {0, 1} has state indices
index (|αq〉) = 2α+ q . (25)
For isometries that have their ancilla states decomposed into
qubits, we order those qubits ai ∈ {0, 1} such that signifi-
cance increases with label index i, i.e.
index (|ananc . . . a1q〉) =
nanc∑
i=1
2iai + q , (26)
The isometry in Fig. 2 acts on a physical qubit and a χ = 7
dimensional ancilla, transforming the state |00〉 into a super-
position of |11〉 and |60〉, the state |10〉 into |00〉, and so on.
We note that the isometry in Fig. 2 is undefined when act-
ing on states with |q = 1〉 in accordance with the sequential
preparation scheme, but takes arbitrary ancilla states as inputs.
Because of the isometry property, we only need to account for
the nonzero elements of the operation when matching to a uni-
tary, and so do not need to distinguish between zero elements
and undefined elements.
As a first step in compilation, we will want to “clean” the
isometries from the classical model in order to remove noise
at the level of the classical optimization tolerance, otherwise
we will expend effort attempting to compile this noise into
quantum operations that will not improve the fidelity of the
calculation. This amounts to implementing a filter on the MPS
to remove elements below some tolerance level ε, which can
be accomplished by using MPS compression to find the MPS
with specified resources (e.g., restricted bond dimension χ)
|φ〉 that is closest in the L2-norm to a target MPS |ψ〉 that
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FIG. 2. Example isometry for optimization. An example isometry
acting on a single physical qubit in the state |0〉 and a χ = 7-level
ancilla, taken from the MNIST example in Sec. V. The isometry has
been cleaned to remove small numerical values resulting from clas-
sical optimization, but no further optimization has been applied.
has higher resource requirements (χ′). While this is optimally
done variationally [19], a simple and practical method for per-
forming this operation is to use local SVD compression, in
which the MPS tensor of the orthogonality center A[i] is de-
composed by the SVD as
A
[i]ji
αβ →
∑
µ
U(αji)µSµVµβ , (27)
A
[i]ji
αβ →
∑
µ
UαµSµVµ(jiβ) , (28)
where the upper expression is for a right-moving update and
the lower for a left-moving update. We can truncate the bond
dimension by keeping only the χ largest singular values, or
determine the new bond dimension implicitly through a sin-
gular value cutoff ε as
1−
χ∑
µ=1
S2µ/
∑
µ
S2µ < ε . (29)
When the MPS tensor is the orthogonality center, this condi-
tion is equivalent to a L2-norm optimization of the full wave-
function. ReplacingA[i] by the truncatedU for a right-moving
update or by V for a left-moving update and contracting the
truncated SV orUS into the neighboring tensor completes the
local optimization. Sweeping the optimization across all ten-
sors completes the filtering step. Since the optimization only
deals with the parameters of a single MPS tensor at a time, it
is not guaranteed to be globally optimal, but this simple pro-
cedure works well in practice. As a side benefit, ending the
optimization by applying the update Eq. (27) and replacing
the MPS tensor A[i] with U for each tensor places the MPS in
left-canonical form, from which the isometries for sequential
preparation can be constructed from the tensor elements.
7A. Ancilla permutation and the diagonal gauge
The conversion of an MPS into left canonical form uses the
gauge freedom inherent in MPSs, namely that any invertible
matrix X and its inverse can be placed between any two ten-
sors of the MPS, i.e.
A˜[i]ji = A[i]jiX , (30)
A˜[i+1]ji+1 = X−1A[i+1]ji+1 , (31)
such that each of the tensors in the left-canonical MPS satis-
fies the isometry constraint∑
αj
L
[i]j
αβL
[i]j?
αβ′ = δββ′ , (32)
without changing the overall quantum state. However, we
note that the constraint Eq. (32) still allows for the insertion
of any unitary matrix and its inverse on either the left or right
bond basis of an MPS tensor L[i]j without changing the state
or the isometry conditions. This freedom stems from the fact
that the bond degrees of freedom are only used to mediate cor-
relations between the physical degrees of freedom and are not
directly measured, and so have no preferred basis for repre-
sentation. We can attempt to exploit this freedom to produce
MPS models that are more amenable to compilation on a given
target hardware. We note that, just as with the ordinary gauge
freedom of MPSs, a change of gauge affects two neighboring
MPS tensors at a time, and so an operation that may bene-
fit one tensor also affects its neighbors and so on down the
network. Thus, the optimal choice of gauge requires a global
optimization across all tensors.
To utilize the ambiguity in the basis representation of the
ancilla states, we have devised a simple procedure that we
have found to aid in compiling isometries for QAML models.
The heuristic guiding our scheme is to ensure that operations
are as “diagonal” as possible, in the sense that qubits prefer-
entially remain in their same state rather than being swapped
or mixed with other ancilla qubits. Operationally, in order to
work only within the ancilla basis where we have freedom of
representation, we define a matrix of overlaps
M
[i]
αβ =
∑
j
L
[i]j?
αβ L
[i]j
αβ , (33)
which “integrates out” the physical qubit from the isometry
used for sequential preparation, and so acts only in the an-
cilla space. A diagonal M is desired, as this would perfectly
preserve the individual ancilla basis states and so reduce the
number of quantum operations required. Recalling that we are
only changing either the left or right basis of M at a time, one
possible option to increase its diagonal dominance through
transformation of either the left or right basis is to use the po-
lar decompositionM→ UP orM→ PUwithU unitary and P
Hermitian and positive semidefinite. Using U1/2 to transform
the basis of L would transform M into P; however, this trans-
formation does not preserve sparsity in L, and we have found
that it often leads to more complex operators in practice. In-
stead, we use the values of U from the polar decomposition to
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FIG. 3. Application of diagonal gauge. Example isometries for
an operations with a χ = 7 dimensional ancilla before (left panel-
same isometry as Fig. 2) and after (right panel) applying the diagonal
gauge transformation Eq. (34) to the right ancilla basis states.
define a permutation of the ancilla basis states as, e.g.,
L˜
[i]j
α,argmax|U:β | = L
[i]j
αβ . (34)
This operation does preserve sparsity, and results in more di-
agonal operations in the ancilla degrees of freedom. An ex-
ample of the isometries for a QAML model with and without
this permutation procedure are shown in the right and left pan-
els of Fig. 3, respectively. We see that the permutation of the
basis states does result in a more diagonal isometry operator,
as desired.
The permutation operation Eq. (34) is ambiguous whenever
multiple elements of a column of U have the same absolute
value. Recalling that our sequential MPS preparation scheme
requires that the ancilla start and end in the vacuum state, we
see that this occurs for tensors near the extremal values of the
representation when an ancilla qubit is first utilized or an an-
cilla qubit is decoupled from the remaining qubits. In such
cases, we use the following alternate procedure to decide be-
tween permutations. First, we enumerate all basis permuta-
tions resulting from these ambiguities for a given tensor L[i]ji
and construct their associated isometries ˆ˜L(ζ), in which ζ in-
dexes permutations. To decide between these permutations,
we again would like to make this operator as “diagonal” as
possible, in the sense of minimizing the number of qubit op-
erations being applied. We construct a simple cost function as
follows: for each state indexed by the ancilla state α and the
physical qubit q as above, we convert the state index into its bi-
nary representation b, which effectively maps the ancilla state
onto a collection of log2 χ qubits. As an example, the states
of a four-dimensional ancilla and a single physical qubit give
the representations
index (|0, 0〉) = 0→ (0, 0, 0) , (35)
index (|0, 1〉) = 1→ (0, 0, 1) , (36)
index (|1, 0〉) = 2→ (0, 1, 0) , (37)
index (|1, 1〉) = 3→ (0, 1, 1) , (38)
... , (39)
index (|3, 1〉) = 7→ (1, 1, 1) . (40)
8We now calculate a distance between two basis states (α, j)
and (α′, j′) with respective binary representations b and b′ as
D [(α, j) , (α′, j′)] =
(∑
µ
∣∣bµ − b′µ∣∣)2. The term in paren-
theses counts the number of individual qubit “flips” required
to convert one of the states into the other, and the square
strongly penalizes multi-qubit coordinated flips. We then use
the cost function
Cζ = Tr
(∣∣∣L(ζ)∣∣∣D) , (41)
in whichD is the matrix withD [•, •] as elements and ∣∣L(ζ)∣∣ is
the matrix of absolute values of L(ζ), to choose from between
the L(ζ).
As with the usual transformation of MPS gauge to mixed
canonical form [19], there is a “right-moving” update that per-
mutes the right bond basis of a tensorA[i] and the left bond ba-
sis of A[i+1] and a “left-moving” update that permutes the left
bond basis of A[i] and the right bond basis of A[i−1]. When
applied to all tensors, we say that the MPS is in the diago-
nal gauge, as it is the gauge which enforces the isometries
for state preparation to be as diagonal as possible (according
to our particular cost functions). We stress that the MPS is
still in left-canonical form, and so the sequential preparation
scheme still holds; the diagonal gauge merely uses the uni-
tary freedom remaining in the left-canonical form to further
optimize the state preparation procedure while maintaining
sparsity. There is a single tensor that is not optimized at a
certain location k in the transformation to the diagonal gauge
that we call the diagonality center, analogous to the orthog-
onality center of mixed canonical form. While the location
of the diagonality center can again be used as an optimization
parameter, we have found it convenient to set the diagonality
center to an isometry that is initially an identity matrix. Such
an isometry can always be introduced by padding the classi-
cal data vectors with a zero at location k. The reason for our
choice is that the permutation to diagonal gauge will trans-
form this identity isometry into a permutation matrix, which
is likely to be easier to compile with high fidelity than a gen-
eral, non-sparse isometry. Specific techniques for compilation
will be presented in a later section.
In addition to the permutation ambiguity, there is also a sign
ambiguity on each of the bond states of the isometry. We
again use diagonal dominance in fixing this sign ambiguity
by reversing the sign of a column (row) if the element with
magnitude above a certain threshold closest to the diagonal is
negative during a right-moving (left-moving) update of the di-
agonal gauge, with the sign also being absorbed into the tensor
to the right (left) of the one being optimized. Following trans-
formation to diagonal gauge, we fix the signs of all elements
of the diagonality center (chosen, as above, to be a permuta-
tion operator) to be positive by absorbing any negative signs
into the nearest tensor that has elements of mixed sign in the
chosen bond direction.
B. Greedy compilation heuristics
Following the fixing of gauge outlined in the last subsec-
tion, we are in a position where we now want to transform
the isometries Lˆi into operations to be performed on quan-
tum hardware. The target hardware will have a collection of
qubits laid out with a given topology and an allowed gate set
of single-qubit rotations and entangling gates between pairs
of qubits. Generally speaking, two-qubit gates are subject to
higher degrees of noise than the single-qubit gates, and so
higher-fidelity operations will be obtained by using as few
two-qubit gates as possible. As an example, the error map
and qubit/gate topology for the IBMQ-X2 machine is shown
in Fig. 4. For this device, the single-qubit gates are defined
by [4]
Uˆ3 (θ, φ, λ) =
(
cos θ2 −eiλ sin θ2
eiφ sin θ2 e
i(λ+φ) cos θ2
)
, (42)
and the two-qubit gates are controlled-NOT (CNOT) gates,
which are allowed only between qubits designated with a solid
line in Fig. 4. As shown in the figure, the average error of the
CNOT gates at the time of this measurement was ∼ 2.6%,
while the error of the single-qubit gates was∼ 0.15%. Hence,
a goal in compiling our isometries is to use as few gates as
possible, and especially to minimize the number of two-qubit
gates.
In our compilation heuristic, we enumerate possible uni-
taries by constructing a tree of potential circuit structures with
continuous parameters to be optimized. The root node of our
tree is comprised of a single-qubit gate (such as the Uˆ3 gate in
Eq. (42)) for each qubit. Each node in the tree has a child node
corresponding to the placement of an entangling gate in one
of its allowed positions, and then adding single-qubit gates to
the qubits acted on by the entangling gate. Any circuit that can
be constructed using the allowed entangling gates and single-
qubit rotations corresponds to a node in this tree, as proved
in Ref. [61]. In order to select between nodes in this tree, we
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FIG. 4. Exemplar NISQ hardware architecture. The qubit layout
(circles), CNOT coupling topology (lines), and error sources of the
5-qubit IBMQ-X2 device [4] as an exemplar NISQ machine. We note
that these error rates are a snapshot, and are subject to fluctuations.
9define a cost function
C
(
Uˆ , Lˆ
)
=
∑
(i,j)∈S
|Ui,j − Li,j |2 , (43)
in which S denotes the set of indices such that the elements
of the matrix representation of the isometry are greater than
some tolerance |Li,j | > δ. Because of the isometry prop-
erty of Lˆ and the unitarity of the candidate gates Uˆ , we can
optimize only over the elements in S, which reduces the com-
putational complexity of the cost function. Our optimization
will select a particular unitary Uˆ as being acceptable when the
cost function drops below a specified tolerance ε.
The optimization procedure begins by optimizing the root
node (single-qubit gates) over its parameters and checking the
cost function if an acceptable gate is found. If no acceptable
gate is found, a queue of gates corresponding to adding an en-
tangling gate and a pair of single-qubit gates to the root node
in all allowed locations as outlined above is formed, and these
gates are optimized and their cost functions recorded. If no
gate from this queue is acceptable, a priority queue is formed
by sorting the gates from this set according to their cost func-
tions and then appending entangling gates and single-qubit
rotations as above. In order to avoid an exponential growth
of the number of search considerations, we limit the number
of gates forming the starting point of the priority queue (i.e.,
before appending new entangling gate and single-qubit rota-
tions) to a fixed number. This number is used as a conver-
gence parameter, and can vary between optimization cycles;
we find that it is useful to allow more gates in early optimiza-
tion cycles where the operations involve fewer parameters and
so optimization is fast, and then to decrease the number of
kept gates as the circuits become deeper. Also, we note that
it may be useful to add a gate-dependent heuristic function h
to the cost function when sorting gates to add to the priority
queue, as advocated in Ref. [61]. This can be used to account
for, e.g., hardware-dependent noise [62]; we will return to our
choice of this function shortly.
Here, we briefly note details of our implementation of the
above procedure, along with some problem-specific optimiza-
tions. Our subroutine for the cost function takes as input a
vector of parameters θ, constructs a matrix representation of
the parameterized gate sequence
Uˆ (θ) = MˆNG (θNG) . . . Mˆ1 (θ1) , (44)
in which θi is the vector of parameters used by gate i, and
then evaluates the cost function Eq. (43). This enables us to
obtain analytic gradients of the cost function also as elements
of products of matrices. We optimize the cost function using
the BFGS method, and allow for multiple batches of input pa-
rameters with random variations added to avoid local minima.
Additionally, as noted above, all of the isometries that result
from the use of a real-valued quantum embedding map will be
real, and so we can restrict our attention to real-valued gates.
Hence, in our implementation, we parameterize single-qubit
gates as y-rotations
Rˆy (θ) ≡
(
cos θ2 − sin θ2
sin θ2 cos
θ
2
)
, (45)
which relate to the gates in Eq. (42) as Rˆy (θ) = Uˆ3 (θ, 0, 0),
and CNOTs for the entangling gates. While we have made
the above gate choices for use in this paper, we stress that our
methods apply to any other choice of single-qubit and entan-
gling gates. While there is no guarantee that there are not op-
erations with fewer entangling gates that could be found using
complex-valued gates, we find that the reduction in the num-
ber of parameters when using real gates significantly improves
the optimization time.
The final optimization we have included is to introduce
longer gate sequence “motifs” into the optimization alongside
the native entangling gates. In particular, the two motifs we
have utilized in our work are a two-qubit rotation gate
Sˆ (θ, θ′) = (46)
cos
(
θ−θ′
2
)
0 0 sin
(
θ−θ′
2
)
0 cos
(
θ+θ′
2
)
sin
(
θ+θ′
2
)
0
0 − sin
(
θ+θ′
2
)
cos
(
θ+θ′
2
)
0
− sin
(
θ−θ′
2
)
0 0 cos
(
θ−θ′
2
)
 ,
which is allowed between any two qubits that have CNOT
connectivity, and a version of the Sˆ gate we call Fˆ that is con-
trolled on a third qubit. We find that the former gate can be
compiled using two CNOTs using the ansatz sequence shown
in Eq. (47)
Ry (φ0) • Ry(φ1) • Ry (φ2)
Ry(φ
′
0) Ry(φ
′
1) Ry(φ
′
2)
, (47)
and the latter gate with control on qubit c and the operation Sˆ
applied to qubits q1 and q2 can be constructed using
Fˆc;q1q2 (θ, θ′) = CNOT (c, q2) CNOT (c, q1) Sˆq1q2
(
−θ
2
,−θ
′
2
)
× CNOT (c, q2) CNOT (c, q1) Sˆq1q2
(
θ
2
,
θ′
2
)
. (48)
Hence, Sˆ gates require 2 CNOTs for compilation and Fˆ gates
require 8 CNOTs for compilation. Both gates were identified
from experiments with the greedy optimization procedure out-
lined above using only CNOTs, and their direct inclusion into
the optimization enables more rapid convergence. As these
gates require multiple entangling gates, it is useful to intro-
duce a heuristic penalty function h into the cost function for
ordering the next priority queue to ensure that they are not
chosen over shorter gates with a similar cost function. The
choice of this penalty function will be problem-specific, and
finding ways for optimizing it in a data-driven fashion for
problems of interest is an intriguing area for further research.
We also note that the use of multi-qubit controlled gates is pe-
nalized through the choice of the cost function Eq. (41) for
choosing the permutation to diagonal gauge; the choice of a
cost function of 4 or 8 for a gate requiring two and three bit
flips is in rough accordance with the number of CNOTs re-
quired for Sˆ and Fˆ , respectively.
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FIG. 5. Example of greedy compilation procedure. Example gates represented as circuits and matrix plots resulting from applying the
greedy compilation procedure to the isometry shown in the upper left (same isometry as in the right panel of Fig. 3). The starting ansatz is a
single-qubit rotation on each qubit, given in the top center of the figure. The next row down shows the gates resulting from adding a single
entangling gate to this ansatz, ordered left to right by their cost functions C. A constant penalty 0.6 is added to the cost function for use of a Fˆ
gate in ordering the priority queue, resulting in the given ordering. The gates indicated by green lines denote those passed to the next level of
optimization. This procedure terminates in the gate shown at the bottom of the figure with the given cost function tolerance of 5× 10−4.
An example application of this procedure to the isometry
shown in the right panel of Fig. 3 is given in Fig. 5. Here,
we give cost function penalties of 0.6 and 0.2 for Fˆ and Sˆ
gates, respectively, use a cost function tolerance of 5× 10−4,
and keep the 4 lowest cost gates to generate the priority queue
from the first optimization and the 2 lowest-cost gates on sub-
sequent optimizations. The successive rows show the opti-
mized gates resulting from adding a single entangling gate to
the ansatz resulting from the last round of optimization, start-
ing with a single-qubit rotation on each qubit (top center). The
green lines show the gates which are kept to form the new
priority queue. Here and throughout, the quantum circuits
are ordered with the physical (i.e. readout) qubit on the top
line and the ancilla qubits in increasing order on lower lines.
Following an optimization in which Sˆ or Fˆ gates may be
used, the “raw” circuit containing these parameterized gates
is then compiled into CNOTs using Eqs. (47) and (48), prod-
ucts of single-qubit rotations are collected together, and then
optimization passes are run to determine if single-qubit gates
with rotations smaller than a certain threshold can be removed
without affecting the cost function. We note that no cost func-
tion penalty is applied when an Sˆ or Fˆ gate brings the cost
function below its desired tolerance, as in the last step of the
optimization shown in Fig. 5, but is only used for ordering the
priority queue when no gates meet the cost function tolerance.
Several “generic” methods for the compilation of isome-
tries exist, as reviewed in, e.g., Ref. [63]. These algorithms
also underlie the implementation in Qiskit [4]. In the generic
approach, the matrix representation of the isometry is decom-
posed, e.g., a single column at a time or by the cosine-sine de-
composition, and the resulting decompositions expressed in
terms of multi-qubit controlled operations, which are them-
selves decomposed into a target gate set using known rep-
resentations. These approaches are constructive, and so will
find decompositions of any isometry in principle, but they are
not designed to find the most efficient representation by some
metric, e.g., the number of entangling gates. Further, as noted
above, the use of such generic algorithms requires an “isomet-
ric completion” in the case that the bond dimension χ is not
a power of 2, and may expend additional resources in exactly
compiling noise in the isometries. Special purpose methods
have also been developed for compiling permutation gates in
Ref. [64], which have been shown to outperform the generic
algorithms in some cases. This method uses a reversible logic
synthesis to map the permutation into a reversible circuit com-
prised of single-target gates, and these single-target gates are
then compiled into networks of CNOTs, Hadamard gates, and
Rˆz (θ) = |0〉〈0|+ eiθ|1〉〈1| rotations.
In order to compare our methods with the generic, construc-
tive method for compiling isometries, we again consider the
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(c) Gate from Ref. [64]
method
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(d) Expanded and cleaned circuit from optimization
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(e) Circuit from method of Ref. [64].
FIG. 6. Comparison of greedy gate compilation procedure with
methods of Ref. [64]. (a) Target isometry, which can be completed to
a permutation operator. (b) Matrix plot of result from greedy com-
pilation procedure (cost function ∼ 2 × 10−15). (c) Matrix plot of
result from the methods of Ref. [64]. (d) Quantum circuit represen-
tation of greedy compilation procedure result. (e) Quantum circuit
representation of Ref. [64] result.
isometry in Figs. 3 and 5. As noted above, in order to uti-
lize the generic methods we have to map this isometry into
a complete isometry over a set of qubits, which requires us
to define the action of the isometry on the state in which the
ancilla qubits are all in the state |1〉, which was left uncon-
strained by the optimization procedure. For simplicity, we
use the “isometric completion” in which the operator takes
this state to itself without modifying the state of the physi-
cal qubit. Using the iso method of the QuantumCircuit
class from Qiskit [4] implementing the generic methods of
Ref. [63] on the unconstrained ibmq_qasm_simulator
hardware topology produces a gate representation with 122
CNOTs at optimization_level 0, and 120 CNOTs at
optimization_level 3. The greedy compilation proce-
dure presented in this work achieves a representation with a
cost function error of 5.6× 10−10 with an order of magnitude
fewer entangling gates for this particular isometry. An explicit
circuit representation is given in Fig. 35(d) of the appendix.
As a point of comparison for the specialized methods for
permutation gates studied in Ref. [64], we consider the isom-
etry shown in Fig. 6(a). This is indeed a permutation on the
space acted upon, and so can be represented by a family of
“unitary completions.” We take the straightforward choice of
unitary completion in which we leave the ancilla qubits un-
changed by the permutation, as shown in Fig. 6(c). The result
of applying our greedy compilation procedure is given in ma-
trix form in panel (b), and in quantum circuit form in panel
(d). This gate requires 7 CNOTs, and has a cost function er-
ror of ∼ 2 × 10−15. The result of applying the methods of
Ref. [64] are shown in panels (c) and (e); the gate here re-
quires 14 CNOT operators. Generally speaking, we find that
our greedy compilation procedure finds comparable or better
gates for isometries corresponding to near-diagonal permuta-
tions compared to using the methods of Ref. [64] with the
straightforward unitary completion given above. However, it
is also worth noting that our procedure is designed for isome-
tries and so generally does not produce permutation operators
on the entire space at the end of optimization. That is to say,
the optimized gate is a permutation in the space spanned by
the isometry, but the full unitary is not a permutation, see, e.g.,
Fig. 34 of the appendix. It is also worth noting that for com-
plex, highly non-diagonal permutations, as can occur for the
diagonality center when transforming to the diagonal gauge,
the methods of Ref. [64] can produce more efficient represen-
tations.
IV. EXACTLY SOLVABLE BENCHMARKMODEL
As an exactly solvable benchmark, we consider an MPS
Born machine encoding the probability distribution of clas-
sical discrete data vectors x, xi ∈ {0, 1} ∀i. The simplest
nontrivial situation is when the data vectors consist of all ze-
ros except for a single 1, closely related to the canonical bars
and stripes (BAS) dataset. Let us denote the probability that
the 1 resides at location i as pi, with
∑N−1
i=0 pi = 1. It can
be shown that this data can be represented exactly as a bond
dimension 2 MPS Born machine with tensors
A
[0]0
00 = 1 , A
[0]1
01 = e
iφ0
√
p0 , (49)
A
[j]0
00 = 1 , A
[j]1
01 = e
iφj√pj , A[j]011 = 1 , (50)
A
[N−1]0
10 = 1 , A
[N−1]1
00 = e
iφN−1√pN−1 , (51)
with the {φj} denoting arbitrary phases. The presence of
a large number of arbitrary phases is a generic feature of
TN models for generative applications: since the square of
the wavefunction is used to generate classical data samples,
the phase structure of the wavefunction is generally under-
constrained. This in turn implies that TN models can have
some flexibility over the particular gate set used to entan-
gle the physical qubits to the ancillae without affecting the
sampling outcomes. The exactly solvable model encapsu-
lated by Eqs. (49)-(51) is a useful benchmark both because
it is the simplest nontrivial example of a sequentially prepara-
ble QAML model, involving a single ancilla qubit, and be-
cause it can be exactly solved for any classical data vector
length and probabilities p. An example dataset for p =
(1/5, 1/20, 1/20, 1/4, 1/5, 1/4) is given in Fig. 7.
The construction in Eqs. (49)-(51) is reminiscent of the
well-known MPS representation of the W state [31]. In or-
der to convert this generic MPS into a sequential qubit prepa-
ration scheme we should place the MPS into left-canonical
form. Since the bond dimension is known, we can do so in
terms of the QR decomposition. For simplicity of exposition,
we will take all phases φj = 0, though we will relax this con-
dition shortly. Performing the QR decomposition on the first
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FIG. 7. Example dataset for an exactly solvable MPS gen-
erative model with a six-dimensional probability vector p =
(1/5, 1/20, 1/20, 1/4, 1/5, 1/4).
tensor, we find
A[0] =
(
1 0
0
√
p0
)
(52)
→QR =
(
1 0
0
√
p0
|p0|
)(
1 0
0
√
p0
)
, (53)
⇒ L[0] =
(
1 0
0
√
p0
|p0|
)
, (54)
A
[1]0
00 = 1 , A
[1]1
01 =
√
p1 , A
[2]0
11 =
√
p0 . (55)
Reshaping the second tensor and decomposing, we find
A
[1]
(αi)β =
 1 00 √p10 √p0
0 0
 (56)
→QR =

1 0
0
√
p1
p0+p1
0
√
p0
p0+p1
0 0

(
1 0
0
√
p0 + p1
)
, (57)
⇒ L[1]000 = 1 , L[1]101 =
√
p1
p0 + p1
, L
[1]0
11 =
√
p0
p0 + p1
.
(58)
This generalizes to
L
[j]0
00 = 1 , L
[j]1
01 =
√
pj∑
i≤j pi
, L
[j]0
11 =
√∑
i<j pi∑
i≤j pi
,
(59)
with the last tensor being
L
[N−1]0
10 =
√ ∑
i<N−1
pi , L
[N−1]1
00 =
√
pN−1 . (60)
We now take these left-canonical tensors and reshape them
to correspond to isometries acting on a single physical qubit
|iq〉 and an ancilla qubit |αa〉. We start from the N th tensor,
where both the qubit and ancilla are in the state 0. The isom-
etry is
LˆN−1 =
(√
1− pN−1|1a0q〉+√pN−1|0a1q〉
)
〈0a0q| .
(61)
Following this, the physical qubit can be measured in the com-
putational basis and its outcome (classically) stored, and then
the physical qubit is returned to the state |0q〉. We then repeat
this procedure of acting with isometries, measuring the phys-
ical qubit, classically recording its output, and returning the
physical qubit to 0, using the isometries
Lˆj = |0a0q〉〈0a0q| (62)
+
(√
pj∑
i≤j pi
|0a1q〉+
√∑
i<j pi∑
i≤j pi
|1a0q〉
)
〈1a0q| .
We note that Eq. (62) also holds for the final site, j = 0, and
produces an unentangled ancilla in the state |0a〉. With these
operators in hand, we can re-insert the arbitrary phases on the
elements resulting in the state |1q〉, yielding
LˆN−1 =
(√
1− pN−1|1a0q〉+ eiφN−1√pN−1|0a1q〉
)
〈0a0q| ,
(63)
Lˆj = |0a0q〉〈0a0q| (64)
+
(
eiφj
√
pj∑
i≤j pi
|0a1q〉+
√∑
i<j pi∑
i≤j pi
|1a0q〉
)
〈1a0q| .
We note that there is a “natural” unitary completion of the
operators in Eq. (64) given by
Uˆj = |0a0q〉〈0a0q|+ |1a1q〉〈1a1q| (65)
+
(
eiφj
√
pj∑
i≤j pi
|0a1q〉+
√∑
i<j pi∑
i≤j pi
|1a0q〉
)
〈1a0q|
+
(√∑
i<j pi∑
i≤j pi
|0a1q〉 − e−iφj
√
pj∑
i≤j pi
|1a0q〉
)
〈0a1q| ,
in which the state |1a1q〉–that is never populated un-
der ideal operation–is left unchanged and the action on
the–also ideally unpopulated–state |0a1q〉 is determined
by orthogonality. Written in the basis representation
{|0a0q〉, |0a1q〉, |1a0q〉, |1a1q〉}, we find
[
Uˆj
]
=

1 0 0 0
0 cos θj e
iφj sin θj 0
0 −e−iφj sin θj cos θj 0
0 0 0 1
 , (66)
in which cos θj =
√∑
i<j pi∑
i≤j pi
and so sin θj =
√
pj∑
i≤j pi
. This
gate has a natural interpretation as a rotation within the sub-
space of a single quantum of excitation shared between the
qubit and ancilla, with the rotation angle set by the classical
data vector probabilities (for pj → 0, θj → 0 and Eq. (66)
becomes the identity). An analogous unitary completion for
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the isometry LˆN−1 is given by
UˆN−1 =
(
cos θN−1|1a0q〉+ eiφN−1 sin θN−1|0a1q〉
) 〈0a0q|
+
(−e−iφN−1 sin θN−1|1a0q〉+ cos θN−1|0a1q〉) 〈0a1q|
+
(
eiφN−1 sin θN−1|1a1q〉+ cos θN−1|0a0q〉
) 〈1a0q|
+
(−e−iφN−1 sin θN−1|0a0q〉+ cos θN−1|1a1q〉) 〈1a0q| .
(67)
From a gate-based perspective, the operators in Eqs. (66)
with φ = −pi/2 are described by the Fermionic Simulation,
or fSim(θ, ϕ) gate [65], with ϕ = 0 and θ = θj ; this gate
has been recently been demonstrated in gmon qubits [66].
Alternatively, they are a one-parameter generalization of the
iSWAP gate [67]. We note that the unitary completion Uˆj at
φj = 0 is given by Sˆ (θj , θj) in the notation of Eq. (46), and so
for the gate set employed by the IBMQ processors, the short-
est decomposition for Uj is given by Eq. 47. While in some
alternative hardware platforms, such those employing tunable
qubits [68], iSWAP gates can be implemented natively, par-
tial iSWAPs still require decomposition. We also note that the
operation Eq. (66) is generated by the effective Hamiltonian
Hˆj = θj
(
σˆ+q σˆ
−
a + σˆ
−
q σˆ
+
a
)
, (68)
for “unit time” in the sense that
Uˆj = exp
(
−iHˆj
)
, (69)
when φj = pi/2. This gate is readily achieved in trapped ion-
based quantum computers using an equally weighted combi-
nation of XX and YY Mølmer-Sørenson gates [69], as well
as a variety of other platforms implementing XY effective
spin-spin interactions [70]. It is also interesting that the “data
angle” θj has a natural interpretation as an ersatz “evolution
time” in this perspective.
Before moving on from this exactly solvable example, we
would like to point out how the freedom in representation of
the bond basis manifests itself in this exactly solvable exam-
ple. Namely, the predictions of the model Eq. (49)-(51) are
unchanged if we reverse the roles of the |0a〉 and |1a〉 ancilla
states in all but the first and last steps of preparation (using
• Ry(θj) • Rz(pi/2) • Ry(θj) • Rz(−pi/2)
Rz(pi/2) Rz(−pi/2)
(a) Circuit decomposition for Eq. (65).
Ry(2θN−1) X • X
(b) Circuit decomposition for Eq. (67).
FIG. 8. Circuit decompositions for Uj [Panel (a)] and UN−1 [Panel
(b)] based on a gateset of single qubit rotations and CNOTs. In both
diagrams, the upper line is the physical (sampled) qubit and the lower
line is the ancilla.
the unitary freedom exploited in the transformation to diago-
nal gauge discussed in Sec. III A). In this case, we have the
isometries
ˆ˜LN−1 =
(√
1− pN−1|0a0q〉+ eiφN−1√pN−1|1a1q〉
)
〈0a0q| ,
(70)
ˆ˜Lj = |1a0q〉〈1a0q| (71)
+
(
eiφj
√
pj∑
i≤j pi
|1a1q〉+
√∑
i<j pi∑
i≤j pi
|0a0q〉
)
〈0a0q| .
(72)
The natural unitary completions of these isometries take the
matrix representation
[
ˆ˜Uj
]
=

cos θj 0 0 −e−iφj sin θj
0 1 0 0
0 0 1 0
eiφj sin θj 0 0 cos θj
 , (73)
and so are described by Sˆ (−θj , θj) at φj = 0, and are gener-
ated by the effective Hamiltonian
ˆ˜H = θj
(
σˆ+q σˆ
+
a + σˆ
−
q σˆ
−
a
)
, (74)
at φ = pi/2.
A. Training and compilation
In this section, we detail the application of the methods
outlined in this paper to the exactly solvable benchmark in
Sec. IV using the probabilities p = (8/31, 18/31, 5/31). As
a point of comparison, we consider a “hand compiled” ver-
sion of the unitary completed isometries Eqs. (65) and (67).
Taking φ = 0, we can compile these gates using the circuits
shown in Fig. 8. However, we additionally note that with the
assumption that the physical qubit starts in the state |0q〉, the
first CNOT in Fig. 8(a) is the identity, and so can be neglected,
leading to a circuit with three CNOTs.
B. Performance of benchmark on cloud-based hardware
In this section, we present results for the exactly solv-
able benchmark model running on cloud-based NISQ hard-
ware, using IBM devices as an example. We note that the
current IBM hardware does not allow measurement and re-
initialization during an experimental run, and so our sequen-
tial preparation schemes cannot be directly implemented on
these devices. However, we can still test our generative mod-
els by implementing the gates Uˆj of the sequential preparation
scheme on a register of (N+1) qubits prepared in the |0 . . . 0〉
state, coupling each physical qubit to the same ancilla in order
from (N − 1) down to 0. This procedure is limited in practice
by the number of available qubits and their connectivity to a
14
0 1 2 3
0
1
2
3
Site 0 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(a) Site 0 isometry
0 1 2 3
0
1
2
3
Site i=0 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(b) Site 0 optimized gate
Ry(−1.58) • Ry(1.57) • Ry(1.18)
Ry(−0.37) Ry(1.57) Ry(−3.14)
(c) Site 0 circuit from optimization
0 1 2 3
0
1
2
3
Site 1 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(d) Site 1 optimized gate
0 1 2 3
0
1
2
3
Site i=1 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(e) Site 1 optimized gate
Ry(1.03) • Ry(0.98) • Ry(−0.39)
Ry(1.11) Ry(−1.32)
(f) Site 1 optimized gate
0 1 2 3
0
1
2
3
Site 2 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(g) Site 2 isometry
0 1 2 3
0
1
2
3
Site i=2 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(h) Site 2 optimized gate
Ry(0.85) • Ry(−0.25)
Ry(0.21) Ry(−0.30)
(i) Site 2 circuit from optimization
FIG. 9. Exactly solvable Born Machine benchmark isometries.
Isometries and optimized gates for the three-site exactly solvable
Born Machine benchmark. Panels (a), (d), and (g) are the isome-
tries output from the classically trained model, panels (b), (e), and
(h) are matrix plots of the unitaries output by our greedy compilation
procedure, and panels (c), (f), and (i) are circuit representations of
the optimized unitaries.
single ancilla qubit. However, for devices with a cross-shaped
topology, such as the IBMQ-X2, we can readily couple up
to 4 qubits to a central ancilla qubit, and for devices with a
T-shaped topology, such as the Vigo, we can couple up to 3
qubits to a single ancilla.
To demonstrate our methods to this benchmark case, we
train a χ = 2 Born machine using the single-site gradient de-
scent described in Sec. II B and compile it into gates using
the procedures of Sec. III with the diagonality center at 1 and
a greedy optimization tolerance of 5 × 10−4. Following the
usual parlance of MPSs from condensed matter physics, we
will refer to the physical indices of the MPS tensors as sites.
The results of this procedure are shown in Fig. 9, with panels
(a)-(c) for site 0, panels (d)-(f) for site 1, and panels (g)-(i)
for site 2. The final cost functions for sites 0, 1, and 2 are
6.7 × 10−9, 7.3 × 10−10, and 2.0 × 10−9, respectively. We
see that the obtained quantum circuits are substantially differ-
ent than those obtained by hand-compilation of the “natural”
unitary completion, but are still of very high fidelity in the
space spanned by the isometry. In addition, the gates for sites
0 and 1 are shallower than the hand-compiled gate, which may
be anticipated based on known optimality results for two-qubit
gates [71].
Utilizing this approach for the exactly solvable Born Ma-
chine model with the probability vector given in Sec. IV A,
we find the circuits shown in Fig. 10. Here, the physical qubits
(those that are sampled to obtain output classical data vectors)
are assigned to be qubits 0, 1, and 3, and the ancilla is qubit
2. The upper panel is for the hand-compiled circuits from
Fig. 8, and the lower panel is the circuit from Fig. 9 using
the workflow put forth in this work. The dashed vertical lines
demarcate the circuits corresponding to the individual sites of
the Born machine, but are inessential and neighboring single-
qubit rotations can be joined for increased efficiency.
As metrics for assessing the performance of our QAML
models, we utilize both the raw experimental counts used
to infer measurement probability distributions and a convex
version of the Kullback-Leibler (KL) divergence between the
ideal (pT ) and estimated (pN ) distributions, as implemented
in SciPy [72],
KL (pT , pN ) =

pT
[
log
(
pT
pN
)
− 1
]
+ pN pT > 0, pN > 0
pN pT = 0, pN ≥ 0
∞ otherwise
.
(75)
The noise levels of NISQ devices fluctuate over time, and so
to account for these statistical variations we implemented a
jackknife procedure [73] for the mean and variance includ-
ing bias correction, utilizing 25 experimental runs per day
of 213 = 8192 shots each across 5 days. We further re-
fine each experimental run using the measurement noise fil-
ter implemented in Qiskit [4], which produces a measurement
noise correction map from a collection of calibration measure-
ments which are performed immediately before the experi-
mental shots.
The results of our jackknife analysis on the experimental
measurement counts per state are shown in Fig. 11. Here,
panels (a) and (c) are the results for the hand-compiled model
circuit in Fig. 10(a) and panels (b) and (d) are for the auto-
compiled circuit in Fig. 10(b). Panels (a) and (b) are run
on the IBMQ-X2 device, and panels (c) and (d) are on the
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(a) Hand-compiled gate
(b) Gate from QAML optimization workflow
FIG. 10. Comparison of hand-compiled and auto-compiled circuits for exactly solvable test case. The exactly solvable benchmark with three
physical qubits (0, 1, and 3) and a single ancilla qubit (2) implemented as a quantum circuit using the hand-compiled circuits in Fig. 8 (upper
panel) or the auto-compiled gates in Fig. 9 (lower panel).
IBMQ-Vigo device. In all panels, the rightmost green bar rep-
resents the ideal counts given by the model probability vector
p = (8/31, 18/31, 5/31), the center blue bars are the raw ex-
perimental measurements without noise calibration applied,
and the leftmost orange bars are the experimental measure-
ments with the noise calibration applied. The black lines cen-
tered on the tops of the bars indicate the 1σ confidence inter-
vals from the jackknife procedure. As noted above, qubits 0,
1, and 3 map to the probabilities p0, p1, and p2, respectively,
and qubit 2 is the ancilla. Clearly, the application of the mea-
surement noise filter improves the fidelity of the results. Also,
generally speaking, the results for the Vigo device (lower pan-
els) are closer to the ideal results than for the X2 (upper pan-
els). The largest probability state resulting from errors is the
state |0000〉 with no “hot” physical bits, followed by |1100〉,
with the two highest probability physical bits “hot.” We note
that the outcomes involving the ancilla qubit in the |1〉 state
can be removed in postselection by virtue of the fact that the
sequential preparation scheme should end with the ancilla in
the |0〉 state (see Sec. II A), but this results in small corrections
for the present case. Finally, we see that the auto-compiled re-
sults using the approach of Sec. III (right panels) are generally
closer to the ideal results than the hand-compiled circuits (left
panels), though this is not true for each state individually.
In Fig. 12 we display the KL divergence between the ideal,
noiseless probabilities of measuring each individual quantum
state and the measurement probabilities estimated from 25
experiments of 213 shots without (filled symbols) and with
(empty symbols) the measurement noise calibration filter ap-
plied. The x axis denotes consecutive experimental days, and
the horizontal lines indicate the KL divergence resulting from
the distributions averaged over all days. Clearly, the applica-
tion of the measurement noise filter improves the estimation
of probabilities, as indicated by a lower KL divergence with
respect to the ideal results. In addition, the auto-compiled cir-
cuits (squares) show a lower KL divergence than the hand-
compiled circuits, likely due to their shallower circuits. Fi-
nally, we find that the Vigo results in panel (b) have lower
KL divergence than the X2 results in panel (a), indicating an
overall lower noise level for these days, in spite of the day-
to-day fluctuations in the KL divergence being comparable in
magnitude between the two machines.
V. EXAMPLE USING THE MNIST DATASET
The exactly solvable benchmark presented in Sec. IV pro-
vided data that was simple and well-structured enough that
it could be exactly memorized using a single qubit to me-
diate bistring correlations. In this section, we consider a
QAML benchmark that is again a generative MPS Born ma-
chine, analogous to Sec. IV, but using data from the MNIST
handwritten digit dataset [24], a canonical ML test case. The
MNIST dataset consists of greyscale images, each consisting
of 28×28 pixels, of the numbers 0 through 9. We process the
data by passing through a filter that returns the max value from
every contiguous 2×2 pixel block twice, resulting in images
of size 7×7. While this is not necessary, and produces less raw
data available for learning, it reduces the number of isometries
in the sequential preparation scheme to compile, allowing for
both a more detailed case-by-case analysis and reducing the
overall gate depth for the ancilla in the sequential preparation
scheme. Our next step in processing this data is to binarize
the greyscale images, such that we can use the binary qubit
encoding for simplicity. Examples of the processed data are
shown in Fig. 13.
In this work, we explore this dataset in the small-data
regime where MPS models of modest bond dimension can
memorize all patterns, analogous to the benchmark in Sec. IV,
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(c) Hand-compiled results for IBMQ-Vigo
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(d) Auto-compiled results for IBMQ-Vigo
FIG. 11. Comparison of ideal, measured, and noise-corrected measurement outcomes on quantum hardware. The results of the hand-compiled
benchmark model shown in Fig. 10(a) are jackknifed over several days of independent experimental runs on the IBMQ-X2 [panel (a)] and
IBMQ-Vigo [panel (c)] hardware. Similarly, the jackknifed results for auto-compiled benchmark model shown in Fig. 10(b) are shown for the
IBMQ-X2 [panel (b)] and IBMQ-Vigo [panel (d)] hardware. The rightmost green bars are the noiseless expectations, the center blue bars are
the raw measurements, and the left orange bars have a measurement filter applied. Black lines indicate 1σ confidence intervals.
but the bitstrings demonstrate more complex correlations that
require more quantum resources. The bitstrings are specified
by mapping the 7×7 pixel arrays into binary vectors of length
49. As an example of the classical optimization procedure,
an MPS Born machine with χ = 8 (three ancilla qubits) con-
verges to a negative log-likelihood of 2.563 following roughly
400 iterations of single-site gradient descent with a learning
rate of η = 10−4 (see Sec. II B) on the NT = 10 item dataset
shown in Fig. 13. Using χ = 16 (four ancilla qubits), we reach
the theoretical minimum value of the negative log-likelihood
of logNT after roughly 200 iterations. The convergence be-
havior of these log-likelihoods is shown in Fig. 14, together
with samples drawn from the model before and after optimiza-
tion. Because the χ = 8 model does not reach the theoreti-
cal minimum, data elements not seen in the training data are
present in the samples. In contrast, the χ = 16 model reaches
the theoretical minimum, and so only produces data samples
from the training data.
Following the classical optimization of the MPS tensors, we
clean the MPSs to remove small numerical values from the
classical optimization procedure, place it into left-canonical
form to describe a sequential preparation scheme, and then fix
the remaining permutation ambiguity in the bond degrees of
freedom using the transformation to diagonal gauge described
in Sec. III A. For the case in which the diagonality center is at
site 35, we find the isometries collected in Figs. 19-67 of the
appendix. We compile these isometries using our greedy com-
pilation procedure with a cost function (Eq. (43)) tolerance of
ε = 5 × 10−4 except for the diagonality center, which we
compile using the methods of Ref. [64] following the straight-
forward unitary completion procedure defined in Sec. III B;
the results are again shown in Figs. 19-67 of the appendix.
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FIG. 12. Convex KL divergence between ideal and measured QAML
outcomes with time. The convex KL divergence Eq. (75) between
the ideal, noiseless measurement probabilities and the measurement
probabilities inferred from 25 experiments of 213 shots is shown as
a function of experimental run day for the (a) IBMQ-X2 and (b)
IBMQ-Vigo devices. Filled symbols use the raw experimental counts
(center blue bars in Fig. 11) and empty symbols use the counts with
measurement noise filter applied (left orange bars in Fig. 11). Lines
indicate the KL divergences computed using all measurements from
all days.
In these figures, the “raw” circuits may include non-native pa-
rameterized gates such as Sˆ and single-qubit rotations with ro-
tation angles near zero, while the “expanded and cleaned” cir-
cuits compile the non-native gates into single-qubit gates and
CNOTs using Eqs. (47) and (48), collect adjacent single-qubit
rotations, and then remove small single-qubit rotations with
additional optimization passes. We note that ε = 5 × 10−4
translates into roughly
√
ε ∼ 2% error in the elements of the
compiled unitary, which is comparable to the entangling gate
error rates of current cloud-based machines.
To investigate the fidelity of the compiled model, we im-
plemented the sequential preparation procedure in which a
single data qubit is coupled to three ancilla qubits using the
isometries in Figs. 19-67 on the IBM qasm hardware sim-
ulator. As described in Sec. II A, the isometries are applied
from site 48 down to site 0 with data qubit measurement in
the z basis and reinitialization in the |0〉 state between the ap-
FIG. 13. Example processed MNIST data produced by downsam-
pling through a max filter to 7×7 pixels and binarization. Clockwise
from top left, the truth labels are 5,0,4,1,9,4,1,3,1,2.
plication of isometries. The outcomes of these measurements
constitute a data sample of the model. While measurement
and re-initialization in the midst of an experimental run are
not supported on the current IBM quantum hardware, this op-
eration is supported in the hardware simulators. Example data
generated from 213 runs on ideal, noiseless hardware is shown
in Fig. 15. Here, the data samples with probability ≥ 1%
are shown together with their probabilities. The training data
(b)
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FIG. 14. Convergence of classical TN optimization. The conver-
gence behavior of the negative log-likelihood is shown for χ = 8
(red solid lines) and χ = 16 (blue dashed lines) in panel (a).
Both results use single-site gradient descent with a learning rate of
η = 10−4. Panel (b) displays sample data drawn from the initial,
random χ = 16 MPS model before optimization, panel (c) shows
samples drawn from the χ = 8 MPS model after optimization, and
panel (d) shows samples drawn from the χ = 16 MPS model after
optimization. Because of the small size of the dataset, the χ = 16
model is able to reach the theoretical minimum and so memorize the
full dataset.
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FIG. 15. Example data sampled from MNIST model on simulated
noiseless quantum hardware. The data samples with probability
≥ 1% obtained from the sequential preparation procedure defined
by the isometries in Figs. 19-67 are displayed together with their
probability of occurrence estimated from 213 shots.
from Fig. 13 are clearly recognized as the elements with high-
est probability, save for the digit 5, whose highest probability
data sample involves confusion with the 1 digit. We recall that
deviations from the ideal training digits and their ideal occur-
rence probabilities of 10% are a result of the restriction of the
model to χ = 8 as well as the finite optimization tolerance ε.
Comparing with Fig. 14(c), which shows samples taken from
the classically trained model, it appears that the restriction to
χ = 8 has a greater influence on the probabilities and sample
variations than the finite compilation tolerance.
To investigate the effects of hardware noise, we use a sim-
ple model of depolarization noise in which we take ξ = 1−F
to be the average gate error, with F the average gate fidelity.
With this, the depolarizing channel is represented by the op-
erator
Eˆdep = (1− p) Iˆ + pDˆ , (76)
in which p = 2Nqξ/(2Nq − 1) with Nq the number of qubits
and the Kraus representation of the depolarizing channel is
given by the operators
Eˆdep =
{√
1− (4Nq − 1) p/4Nq Iˆ⊗Nq ,
√
p/4Nq Pˆ
}
(77)
in which
Pˆ =
{
Iˆ , σˆx, σˆy, σˆz
}⊗Nq \Iˆ⊗Nq , (78)
is the set of Nq-qubit products of Pauli operators without the
Nq-qubit identity matrix. In our model, we assign the same
error ξ2 to all CNOT gates and an error ξ1 = ξ2 × 10−2 to all
single-qubit gates in accordance with typical IBM hardware
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FIG. 16. Convex KL divergence between sampled data without and
with hardware noise. The convex KL divergence Eq. (75) between
a noiseless and noisy simulation is shown as functions of the CNOT
error rate ξ2 and the readout error ζ. The probability distributions
of both the noiseless and noisy models are estimated from 213 shots
using a hardware simulator. The vertical dashed line indicates 1%
CNOT error rate, a rough measure of the current state-of-the-art for
NISQ devices.
characteristics. In addition to the depolarizing error, we also
include an uncorrelated-qubit (tensor product) readout noise
model parameterized by [74, 75]
P (0|0) = 1− ζ , P (1|0) = ζ , (79)
P (0|1) = 2ζ , P (1|1) = 1− 2ζ , (80)
in which P (a|b) denotes the probability of obtaining mea-
surement outcome a from a preparation of the quantum state
|b〉, assumed identical across all qubits for simplicity.
We again characterize the difference in predictions between
the ideal and noisy outcomes using the convex KL divergence
defined in Eq. (75). As before, we estimate the probabilities
from ensembles of Ns = 213 shots calculated using a hard-
ware simulator for both the noiseless “truth” model and the
noisy models. This divergence is shown in Fig. 16 as a func-
tion of the error parameterizations ξ2 and ζ. The CNOT er-
ror rate ξ2 parameterizes both the two-qubit and single-qubit
depolarization errors and ζ parameterizes the readout error.
The divergence shows a rapid rise driven by the appearance
of data samples not present in the noiseless model. The sam-
ples with greatest occurrence drawn from the model evaluated
at the CNOT error rate ξ2 ∼ 0.01, indicated by the dashed
vertical line in Fig. 16, and ζ = 0 are shown in Fig. 17. We
can recognize many of the digits from the training set in this
model, but they occur with significantly lower probabilities
due to the appearance of additional noise-driven patterns. Be-
cause of the sequential preparation, we can expect that the
bits near the end of the bitstring (i.e. for sites near 48) are
produced at higher fidelity than those of lower site indices be-
cause of errors present in manipulating the ancilla qubits. We
see that this is the case in Fig. 18, which displays the convex
KL divergence as functions of the CNOT error rate ξ2 and the
number of bits sampled in the bitstring at zero measurement
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FIG. 17. Example data sampled from MNIST model on simulated
noisy quantum hardware. The highest probability data samples from
the sequential preparation procedure defined by the isometries in
Figs. 19-67 on a simulated machine with depolarization error rate
ξ2 = 0.01 (dashed line in Fig. 16) are displayed together with their
probability of occurrence estimated from 213 shots.
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FIG. 18. Convex KL divergence variation with noise and bitstring
length. The convex KL divergence Eq. (75) between a noiseless and
noisy simulation is shown as a function of the CNOT error rate ξ2
and the sampled bitstring length at zero readout error (ζ = 0). The
probability distributions of both the noiseless and noisy models are
estimated from 213 shots using a hardware simulator.
error ζ = 0. Non-monotonic behavior is due to the significant
differences in complexity of the gate sequences to produce in-
dividual bits, see Figs. 19-67 of the appendix. A rise in error
is seen as the number of bits increases as the total gate depth
increases, peaking around ten bits. After this point the KL
divergence levels off as additional bits may require shallower
gate sequences, bringing the overall agreement between the
noisy and true probability distribution closer.
VI. CONCLUSIONS AND OUTLOOK
We have presented a complete workflow for generative
quantum-assisted machine learning (QAML) using Born ma-
chines with a matrix product state (MPS) tensor network (TN)
structure. In our workflow, classical data is encoded into
quantum states using an embedding map, the ensemble of
quantum states is learned as a TN Born machine using a clas-
sical DMRG-like procedure with gradient descent of the nega-
tive log-likelihood, and the model is compiled into operations
for target quantum hardware to obtain data samples as mea-
surement outcomes. Using MPS-based models enables the
use of highly quantum resource-efficient sequential prepara-
tion schemes requiringO (1) qubits for a classical data vector
length N and O (logχ) qubits for bond dimension χ, which
encapsulates the model expressivity. We presented several op-
timizations in the compilation stage of the workflow, such as
the introduction of the diagonal gauge of the MPS model that
utilizes inherent freedom in the model representation to re-
duce the complexity of the compiled model, as well as greedy
heuristics for finding shallow gate sequences matching a target
isometry to a specified tolerance given hardware topology and
allowed gate constraints. We presented an exactly solvable
benchmark model requiring two qubits, and assessed its per-
formance on currently available quantum hardware. We also
presented an example application modeling features extracted
from the MNIST dataset parametrically with depolarizing and
readout hardware noise using a hardware simulator.
Our results lay the groundwork for utilizing TN models
in practical QAML applications, and leave several avenues
for future research. First, the QAML demonstrations given
in this work consist of overfit models, and so do not consti-
tute “true” machine learning models which should be able
to appropriately generalize from data. This is a result of ei-
ther using data with very simple structure, as in our exactly
solvable model, or using a very small sample size of train-
ing data, as in our MNIST application. Small sample sizes
were used in the present work to enable detailed analysis of
model performance with limited quantum resources. In future
work, the generalization power of TN-based QAML models
on NISQ hardware will be explored moving towards the large-
data regime. We also note that other studies have indicated
that TN models with current training strategies generally have
a tendency towards overfitting [76]. Second, we have focused
on the applications of MPSs to generative modeling, but other
TN structures, such as tree tensor networks [35, 77] may also
be useful for QAML applications, as well as other tasks such
as feature extraction and classification. The procedures out-
lined in this paper can be readily adapted to compiling the
isometries appearing in models for other TNs and other appli-
cations. Finally, the procedure outlined in this paper wherein
a model is trained classically before being compiled to a quan-
tum device cannot by itself yield a quantum advantage, as it
requires the model to be both classically and quantumly simu-
lable. However, our procedures will be useful in designing
and analyzing TN-inspired model structures for scaling to-
wards the classically intractable regime, and can also serve as
“preconditioners” where a model trained using optimal classi-
20
cal strategies is augmented with additional quantum resources
and then trained directly on the quantum device or in a hybrid
quantum/classical optimization loop, potentially avoiding lo-
cal minima and speeding up optimization times.
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Appendix A: Isometries and optimized gates for MNIST
dataset; χ = 8
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FIG. 19. Optimization for site 0
0 1
0
1
Site 1 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(a) Isometry
0 1 2 3
0
1
2
3
Site i=1 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(b) Optimized gate (c) Circuit from
optimization
FIG. 20. Optimization for site 1
0 1
0
1
Site 2 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(a) Isometry
0 1 2 3
0
1
2
3
Site i=2 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(b) Optimized gate (c) Circuit from
optimization
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FIG. 22. Optimization for site 3
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FIG. 23. Optimization for site 4
0 1
0
1
Site 5 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(a) Isometry
0 1 2 3
0
1
2
3
Site i=5 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(b) Optimized gate (c) Circuit from
optimization
FIG. 24. Optimization for site 5
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FIG. 26. Optimization for site 7
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(d) Expanded and cleaned circuit from optimization
FIG. 30. Optimization for site 11
24
0 2 4 6 8 10 12
0
2
4
6
8
10
12
Site 12 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(a) Isometry
0 2 4 6 8 10 12 14
0
2
4
6
8
10
12
14
Site i=12 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(b) Optimized gate
Ry(−0.53)
S0,3(0.79, 0.15)
Ry(−0.25) • Ry(−0.91) • Ry(2.34) • Ry(0.17) • Ry(0.02)
Ry(1.57) Ry(−1.57)
Ry(−0.01) • Ry(0.01) • Ry(0.01)
Ry(−1.37) Ry(−0.17) Ry(0.16) Ry(0.79) Ry(0.90) Ry(−0.91) Ry(0.65)
(c) Raw circuit from optimization
Ry(−2.23) • Ry(−0.79) • Ry(1.45) • Ry(−0.92) • Ry(2.35) • Ry(0.18) •
Ry(1.57) Ry(−1.57)
• •
Ry(−1.32) Ry(0.18) Ry(−0.18) Ry(0.18) Ry(0.80) Ry(0.92) Ry(−0.91) Ry(0.64)
(d) Expanded and cleaned circuit from optimization
FIG. 31. Optimization for site 12
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(b) Optimized gate (c) Circuit from
optimization
FIG. 32. Optimization for site 13
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(b) Optimized gate (c) Circuit from
optimization
FIG. 33. Optimization for site 14
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(b) Optimized gate
Ry(−0.77) • Ry(0.01) • Ry(−0.78) • Ry(−0.01) • Ry(0.77) • Ry(−0.01) • Ry(0.77)
Ry(1.56) Ry(−1.56)
Ry(−1.58) Ry(0.01) Ry(0.00) Ry(1.57)
Ry(−1.58) Ry(0.00) Ry(1.58)
(c) Raw circuit from optimization
Ry(−0.78) • • Ry(−0.78) • • Ry(0.78) • • Ry(0.78)
Ry(−1.56) Ry(1.56)
Ry(1.57) Ry(−1.56)
Ry(1.56) Ry(−1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 34. Optimization for site 15
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(b) Optimized gate
Ry(−1.57) • Ry(0.00) • Ry(3.08) • Ry(−0.55) • Ry(−1.62)
F3;0,2(−0.56,−0.54)
Ry(−0.02)
Ry(1.57) Ry(−1.57)
Ry(5.09) Ry(−1.54) Ry(2.97) Ry(0.01) Ry(−0.04)
Ry(−0.03) Ry(0.03)
(c) Raw circuit from optimization
Ry(−1.58) • • Ry(3.09) • Ry(−0.55) • Ry(−1.62) Ry(1.57) • Ry(−0.28) • Ry(−1.57) Ry(1.57) • Ry(0.28) • Ry(−1.57)
Ry(1.57) Ry(−1.57)
Ry(5.10) Ry(−1.57) Ry(2.97) Ry(−0.28) Ry(0.28) Ry(−0.01)
Ry(−0.01) • • • • Ry(0.01)
(d) Expanded and cleaned circuit from optimization
FIG. 35. Optimization for site 16
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(b) Optimized gate
Ry(−0.77) • Ry(0.01) • Ry(−0.77) • Ry(0.02) • Ry(0.77) • Ry(−0.01) • Ry(2.37)
Ry(−1.56) Ry(3.14) Ry(−0.01) Ry(−1.58)
Ry(−1.57) Ry(1.57)
Ry(−1.56) Ry(−0.01) Ry(1.57)
(c) Raw circuit from optimization
Ry(−0.78) • • Ry(−0.79) • • Ry(−0.78) • • Ry(2.36)
Ry(−1.56) Ry(−0.03) Ry(1.58)
Ry(−1.57) Ry(1.57)
Ry(−1.57) Ry(1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 36. Optimization for site 17
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(b) Optimized gate
Ry(−0.79) • Ry(−0.78) • Ry(−0.00) • Ry(−0.78) • Ry(2.36)
Ry(−1.57) Ry(1.56)
Ry(−1.57) Ry(1.56)
Ry(−1.57) Ry(0.01) Ry(1.57)
(c) Raw circuit from optimization
Ry(−0.77) • Ry(−0.79) • • Ry(−0.78) • Ry(2.36)
Ry(1.58) Ry(−1.58)
Ry(1.58) Ry(−1.58)
Ry(−1.57) Ry(1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 37. Optimization for site 18
0 2 4 6 8 10 12 14
0
2
4
6
8
10
12
14
Site 19 Isometry
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(a) Isometry
0 2 4 6 8 10 12 14
0
2
4
6
8
10
12
14
Site i=19 Optimized Gate
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
(b) Optimized gate
Ry(3.53)
F1;0,2(−1.60, 4.87)
Ry(−0.12)
F3;0,1(−4.71, 4.72)
Ry(0.74)
F1;0,2(1.49,−2.34)
Ry(−1.66) Ry(0.97)
F3;0,2(1.52, 0.18)
Ry(−0.32)
Ry(−0.05) Ry(−0.15)
Ry(0.16) Ry(1.59) Ry(−0.29) Ry(−1.58)
Ry(−0.00) • Ry(−0.00)
(c) Raw circuit from optimization
Ry(3.53) Ry(−1.57) • Ry(−0.80) • Ry(1.57) Ry(−1.57) • Ry(0.80) • Ry(1.45) Ry(1.57) • Ry(−0.79) • Ry(−1.57) Ry(1.57) • Ry(0.79) • Ry(−3.98) Ry(−1.57) • Ry(−0.74) • Ry(1.57) Ry(−1.57) • Ry(0.74) • Ry(3.06) Ry(−2.17) Ry(−1.57) • Ry(−0.76) • Ry(1.57) Ry(−1.57) • Ry(0.76) • Ry(4.39)
Ry(−0.05) • • • • Ry(0.78) Ry(−0.78) Ry(0.15) • • • •
Ry(0.16) Ry(−0.00) Ry(0.71) Ry(−0.71) Ry(−1.55) Ry(1.97) Ry(−1.97) Ry(−0.29) Ry(−0.00) Ry(0.09) Ry(−0.09) Ry(1.56)
• • • • • Ry(0.00) • • • •
(d) Expanded and cleaned circuit from optimization
FIG. 38. Optimization for site 19
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(b) Optimized gate (c) Circuit from
optimization
FIG. 39. Optimization for site 20
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(b) Optimized gate
H Rz(0.39) Rz(0.39) Rz(0.39) Rz(0.39) Rz(0.39) Rz(0.39) Rz(0.39) Rz(0.39) H
Rz(−0.39) • • • • • • • •
Rz(−0.39) • • • • Rz(−0.39)
Rz(−0.39) • • Rz(−0.39) Rz(−0.39) Rz(−0.39)
(c) Raw circuit from optimization
Ry(−0.39) • Ry(0.39) • Ry(−0.40) • Ry(0.39) • Ry(−0.39) • Ry(0.39) • Ry(−0.39) • Ry(0.40)
Ry(−1.57) Ry(1.57)
Ry(−1.58) Ry(1.57)
Ry(−1.57) Ry(1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 40. Optimization for site 21
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(b) Optimized gate
Ry(3.22)
F3;0,1(0.78, 0.78)
Ry(−1.65)
S0,1(−1.57, 1.58)
Ry(0.21)
F3;0,2(0.77, 0.01)
Ry(−0.21)
F2;0,1(−3.17,−3.20)
Ry(0.45)
F3;0,1(0.80, 0.03)
Ry(−0.46)
Ry(0.07) Ry(−0.07) Ry(1.56) Ry(−1.62) Ry(−1.51)
Ry(1.57) Ry(−1.57)
Ry(0.00)
(c) Raw circuit from optimization
Ry(0.98) Ry(−1.57) • Ry(0.48) • Ry(1.57) Ry(−1.57) • Ry(−0.48) • Ry(0.60) • Ry(−1.57) • Ry(−2.81) Ry(−0.05) • Ry(−0.20) • Ry(0.05) Ry(−0.05) • Ry(0.20) • Ry(−1.85) Ry(−1.57) • Ry(−1.03) • Ry(1.57) Ry(−1.57) • Ry(1.03) • Ry(2.60) Ry(1.57) • Ry(0.90) • Ry(−1.57) Ry(1.57) • Ry(−0.90) • Ry(−2.61)
Ry(1.84) Ry(0.00) Ry(−1.12) Ry(1.12) Ry(−1.28) Ry(−2.16) Ry(−1.57) Ry(−0.00) Ry(1.01) Ry(−1.01) Ry(−0.63) Ry(−0.00) Ry(−0.42) Ry(0.42) Ry(−2.51)
Ry(−1.58) Ry(0.00) Ry(−0.00) Ry(0.00) Ry(1.58) • • • •
• • • • • • • • • • • •
(d) Expanded and cleaned circuit from optimization
FIG. 41. Optimization for site 22
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(b) Optimized gate
Ry(−0.01) • Ry(−1.57)
F3;0,1(0.01, 3.15)
Ry(−0.01)
S0,1(3.92,−1.82)
Ry(−0.79) • Ry(−0.79)
F3;0,1(−0.00, 3.14)
Ry(−1.58) • Ry(−0.79)
Ry(−0.07) Ry(−0.18) Ry(−0.08) Ry(0.08) Ry(−1.56)
Ry(2.12) Ry(−0.56) Ry(−1.57)
Ry(0.00)
(c) Raw circuit from optimization
• Ry(1.56) Ry(−1.57) • Ry(−0.00) • Ry(1.57) Ry(−1.57) • Ry(0.00) • Ry(3.14) • Ry(−0.79) • Ry(−2.36) • Ry(−0.79) Ry(−1.57) • Ry(−0.00) • Ry(1.57) Ry(−1.57) • Ry(0.00) • Ry(3.14) • Ry(2.35)
Ry(−0.43) Ry(1.57) Ry(−1.57) Ry(0.54) Ry(−1.46) Ry(−0.72) Ry(0.00) Ry(1.57) Ry(−1.57) Ry(0.73) Ry(−1.57)
Ry(1.05) Ry(0.52) Ry(−1.58)
• • • • • • • •
(d) Expanded and cleaned circuit from optimization
FIG. 42. Optimization for site 23
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(b) Optimized gate
Ry(1.18)
F2;0,1(3.94,−3.17)
Ry(1.96)
F3;0,1(3.13,−3.14)
Ry(−1.17)
F2;0,1(−2.36, 3.14)
Ry(1.18)
Ry(1.59) Ry(−4.73) Ry(4.71) Ry(−3.14) Ry(1.56)
Ry(0.00)
Ry(−0.00) • Ry(0.00)
(c) Raw circuit from optimization
Ry(−0.39) Ry(1.57) • Ry(0.39) • Ry(−1.57) Ry(1.57) • Ry(−0.39) • Ry(−1.18) Ry(1.57) • Ry(−1.57) • Ry(−1.57) Ry(1.57) • Ry(1.57) • Ry(−1.18) Ry(−1.57) • Ry(0.40) • Ry(1.57) Ry(−1.57) • Ry(−0.40) • Ry(4.32)
Ry(1.56) Ry(−0.00) Ry(1.58) Ry(−1.58) Ry(−1.60) Ry(−0.00) Ry(−1.56) Ry(1.56) Ry(1.57) Ry(1.59) Ry(−1.59) Ry(−0.01) Ry(−1.54)
• • • • • • • •
• • • • • Ry(−0.00)
(d) Expanded and cleaned circuit from optimization
FIG. 43. Optimization for site 24
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(b) Optimized gate
Ry(−0.03)
F3;0,2(−3.09,−3.14)
Ry(−0.11)
F2;0,1(1.56,−1.57)
Ry(0.04) • Ry(3.14)
Ry(0.07) Ry(−0.00) Ry(−0.14)
Ry(−1.57) Ry(1.57) Ry(−1.57) • Ry(1.57)
Ry(0.08) Ry(1.57) Ry(−1.67)
(c) Raw circuit from optimization
Ry(−0.02) Ry(−1.57) • Ry(1.55) • Ry(1.57) Ry(−1.57) • Ry(−1.55) • Ry(1.46) Ry(−1.57) • Ry(0.78) • Ry(1.57) Ry(−1.57) • Ry(−0.78) • Ry(1.61) • Ry(3.14)
Ry(3.07) Ry(−0.79) Ry(0.79) Ry(−3.00)
Ry(1.57) Ry(−1.57) Ry(1.57) Ry(−1.57) • • • • Ry(1.57) • Ry(−1.57)
Ry(−0.08) • • • • Ry(1.57) Ry(−1.48)
(d) Expanded and cleaned circuit from optimization
FIG. 44. Optimization for site 25
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(b) Optimized gate
Ry(0.39)
F2;0,1(0.79,−3.13)
Ry(−1.97) • Ry(1.96)
F2;0,1(−0.78, 3.13)
Ry(−0.39)
Ry(1.57) Ry(0.00) Ry(−1.57)
Ry(3.14) Ry(−0.00) Ry(−3.14)
Ry(−1.57) Ry(1.57)
(c) Raw circuit from optimization
Ry(0.39) Ry(1.57) • Ry(0.40) • Ry(−1.57) Ry(1.57) • Ry(−0.40) • Ry(−3.54) • Ry(1.96) Ry(1.57) • Ry(−0.39) • Ry(−1.57) Ry(1.57) • Ry(0.39) • Ry(−1.96)
Ry(1.57) Ry(−1.57) Ry(1.57) Ry(1.56) Ry(−1.56) Ry(−1.57)
Ry(3.14) • • • • • • • • Ry(−3.14)
Ry(−1.57) Ry(1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 45. Optimization for site 26
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(b) Optimized gate (c) Circuit from
optimization
FIG. 46. Optimization for site 27
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(b) Optimized gate (c) Circuit from
optimization
FIG. 47. Optimization for site 28
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(b) Optimized gate
Ry(1.57)
F3;0,1(3.15, 0.71)
Ry(0.20)
S0,1(1.58,−0.00)
Ry(−0.20)
Ry(−0.01)
F3;1,2(−0.79,−0.78)
Ry(1.23) Ry(−2.78) Ry(1.57)
Ry(0.00) Ry(−0.00)
Ry(0.00) Ry(0.00) Ry(0.00)
(c) Raw circuit from optimization
Ry(1.57) Ry(−1.57) • Ry(1.57) • Ry(1.57) Ry(−1.57) • Ry(−1.57) • Ry(1.92) • Ry(−1.30) • Ry(0.23) • Ry(−0.28) • Ry(−0.58)
Ry(1.57) • Ry(−0.39) • Ry(−1.57) Ry(1.57) • Ry(0.39) • Ry(−0.34) Ry(−0.36) Ry(0.36) Ry(−2.83) Ry(−0.00) Ry(0.17) Ry(0.00) Ry(1.41)
Ry(−0.39) Ry(0.39)
• • • • • • • •
(d) Expanded and cleaned circuit from optimization
FIG. 48. Optimization for site 29
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(b) Optimized gate
Ry(2.18)
F3;0,1(2.97, 6.28)
Ry(−6.85)
S0,1(3.67, 6.21)
Ry(−0.65)
S0,3(5.68, 5.81)
Ry(1.12)
S0,2(1.15, 3.46)
Ry(4.72) • Ry(1.59)
S0,2(−2.56, 2.82)
Ry(−0.50) • Ry(2.42) • Ry(−4.59) • Ry(0.68) • Ry(1.27) • Ry(0.31) • Ry(1.02)
Ry(4.81) Ry(−4.63)
F3;1,2(−1.98,−1.98)
Ry(−4.82) Ry(−4.72) • Ry(−4.73) Ry(3.14) Ry(3.15) Ry(1.57)
F3;1,2(−1.68,−1.68)
Ry(−0.00)
Ry(−0.01) Ry(1.58) Ry(−0.01) Ry(6.28) Ry(0.00) Ry(−1.58) Ry(0.00)
Ry(−0.06) Ry(0.16) Ry(4.60) Ry(6.10) Ry(−0.54) Ry(2.66) Ry(−1.03) Ry(−0.06)
(c) Raw circuit from optimization
Ry(2.19) Ry(1.57) • Ry(1.48) • Ry(−1.57) Ry(1.57) • Ry(−1.48) • Ry(−6.83) • Ry(2.61) • Ry(−0.67) • Ry(0.61) • Ry(−8.31) • Ry(−1.14) • Ry(6.29) • Ry(3.16) • Ry(2.56) • Ry(−2.08) • Ry(2.42) • Ry(−4.59) • Ry(0.69) • Ry(1.27) • Ry(0.31) • Ry(1.02)
Ry(4.80) Ry(−3.14) Ry(6.28) Ry(−6.28) Ry(3.14) Ry(−4.63) Ry(1.57) • Ry(−0.99) • Ry(−1.57) Ry(1.57) • Ry(0.99) • Ry(−6.39) Ry(0.07) Ry(−4.72) • Ry(−4.73) Ry(3.14) Ry(3.15) Ry(1.56) Ry(1.57) • Ry(−0.84) • Ry(−1.57) Ry(1.57) • Ry(0.84) • Ry(−1.57)
Ry(−0.99) Ry(0.99) Ry(1.57) Ry(−2.82) Ry(−2.82) Ry(6.29) Ry(−1.58) Ry(−0.84) Ry(0.84)
Ry(−0.06) • • • • Ry(0.16) • • • • Ry(4.60) Ry(0.47) Ry(6.10) Ry(−0.54) Ry(2.66) Ry(−1.03) • • • • Ry(−0.06)
(d) Expanded and cleaned circuit from optimization
FIG. 49. Optimization for site 30
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(b) Optimized gate
Ry(−0.39)
F2;0,1(−0.79, 3.13)
Ry(1.97) • Ry(4.32)
F2;0,1(0.79,−3.13)
Ry(−2.76)
Ry(1.58) Ry(−0.01) Ry(−1.57)
Ry(3.14) Ry(−0.00) Ry(−3.14)
Ry(−1.57) Ry(1.57)
(c) Raw circuit from optimization
Ry(−0.39) Ry(1.57) • Ry(0.40) • Ry(−1.57) Ry(1.57) • Ry(−0.40) • Ry(0.40) • Ry(4.32) Ry(1.57) • Ry(0.40) • Ry(−1.57) Ry(1.57) • Ry(−0.40) • Ry(−4.33)
Ry(1.57) Ry(3.14) Ry(1.56) Ry(−3.14) Ry(3.14) Ry(−1.56) Ry(−3.14) Ry(−1.56) Ry(1.56) Ry(−1.57)
Ry(3.14) • • • • • • • • Ry(−3.14)
Ry(−1.57) Ry(1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 50. Optimization for site 31
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(b) Optimized gate
Ry(1.86)
F3;0,2(−0.79,−0.01)
Ry(0.07)
F2;0,1(0.78,−0.00)
Ry(−1.54) • Ry(2.70)
F2;0,1(−0.78, 0.00)
Ry(0.05)
Ry(1.57) Ry(−0.00) Ry(−1.57)
Ry(1.57) Ry(1.57) Ry(−0.01) Ry(−3.14)
Ry(3.14) Ry(−4.71) Ry(1.57)
(c) Raw circuit from optimization
Ry(1.86) Ry(1.57) • Ry(−0.40) • Ry(−1.57) Ry(1.57) • Ry(0.40) • Ry(−1.50) Ry(0.39) • Ry(−0.06) • Ry(0.23) • Ry(0.44) • Ry(−0.61) Ry(0.61) • Ry(−0.44) • Ry(−0.23) • Ry(0.06) • Ry(−1.92) • Ry(2.70) Ry(0.11) • Ry(0.12) • Ry(0.49) • Ry(−0.52) • Ry(−0.60) Ry(0.60) • Ry(0.52) • Ry(−0.49) • Ry(−0.12) • Ry(−0.06)
Ry(1.57) Ry(0.38) Ry(0.00) Ry(−0.33) Ry(−0.00) Ry(−0.05) Ry(0.05) Ry(0.00) Ry(0.33) Ry(−0.00) Ry(−0.38) Ry(0.12) Ry(−0.00) Ry(−0.09) Ry(0.00) Ry(−0.03) Ry(0.03) Ry(−0.00) Ry(0.09) Ry(0.00) Ry(−1.69)
Ry(1.57) Ry(−0.00) Ry(0.00) Ry(1.57) • • • • • • • • Ry(−3.14)
Ry(3.14) • • • • Ry(−4.71) Ry(1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 51. Optimization for site 32
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(b) Optimized gate
Ry(1.19)
F2;0,1(−1.57, 0.05)
Ry(−1.19) • Ry(0.79) • Ry(0.79)
Ry(−1.54) Ry(1.57)
Ry(0.01) Ry(−1.58) Ry(1.57)
Ry(−1.58) Ry(1.57)
(c) Raw circuit from optimization
Ry(1.19) Ry(1.57) • Ry(−0.79) • Ry(−1.57) Ry(1.57) • Ry(0.79) • Ry(−2.76) • Ry(0.79) • Ry(0.79)
Ry(−1.54) Ry(0.02) Ry(−0.02) Ry(1.57)
• • • • Ry(−1.57) Ry(1.58)
Ry(−1.58) Ry(1.57)
(d) Expanded and cleaned circuit from optimization
FIG. 52. Optimization for site 33
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(b) Optimized gate
Ry(−0.54)
F3;0,1(−0.78, 0.93)
Ry(0.54)
F0;1,2(3.15, 3.12)
Ry(0.55)
F3;0,1(−0.78, 0.93)
Ry(−0.56) • Ry(0.00)
Ry(3.39) Ry(−0.27) Ry(0.27) Ry(−0.01) Ry(−3.39)
Ry(0.00) Ry(−0.00)
Ry(−0.01) Ry(0.02) Ry(−0.00)
(c) Raw circuit from optimization
Ry(−0.55) Ry(1.57) • Ry(−0.39) • Ry(−1.57) Ry(1.57) • Ry(0.39) • Ry(−1.03) • • • • Ry(0.55) Ry(1.57) • Ry(−0.39) • Ry(−1.57) Ry(1.57) • Ry(0.39) • Ry(−2.13) •
Ry(3.39) Ry(0.47) Ry(−0.47) Ry(−0.27) Ry(1.57) • Ry(1.57) • Ry(−1.57) Ry(1.57) • Ry(−1.57) • Ry(−1.30) Ry(0.47) Ry(−0.47) Ry(−3.39)
Ry(1.56) Ry(−1.56)
• • • • Ry(0.02) • • • •
(d) Expanded and cleaned circuit from optimization
FIG. 53. Optimization for site 34
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(b) Optimized gate
Rz(0.79) • • • • Rz(−0.79) • • • • Rz(−0.79) • • • • H Rz(2.36) Rz(−0.79) Rz(0.79) Rz(0.79) H
H Rz(0.79) Rz(−0.79) Rz(0.79) Rz(−0.79) H Rz(−0.79) • • Rz(0.79) H Rz(2.36) Rz(0.79) Rz(−0.79) Rz(0.79) H Rz(0.79) • • • •
Rz(0.79) • • Rz(−0.79) H Rz(2.36) Rz(0.79) Rz(−0.79) Rz(0.79) H Rz(−0.79) • • Rz(0.79) Rz(−0.79) • • Rz(−0.79)
(c) Circuit from optimization
FIG. 54. Optimization for site 35
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(b) Optimized gate
Ry(3.18)
F0;1,2(0.34,−0.81)
Ry(−11.99)
F1;0,2(1.50, 8.49)
Ry(0.18)
F3;0,1(−4.66,−3.49)
Ry(−3.04)
F3;0,1(3.50, 3.01)
Ry(1.43)
S0,3(2.30, 2.53)
Ry(−3.20)
S0,2(3.09,−0.68)
Ry(−0.03) • Ry(1.59) • Ry(−1.62) • Ry(−1.56) • Ry(−0.07)
S0,2(0.05, 0.08)
Ry(0.05)
Ry(−1.44) Ry(−1.76) Ry(2.02) Ry(−1.73) Ry(−0.52) • Ry(1.58) • Ry(3.62) • Ry(−6.61) Ry(0.02) • Ry(−1.41)
Ry(−0.97) Ry(−2.19) Ry(0.43) Ry(3.79) Ry(0.10) Ry(1.47) Ry(0.31)
Ry(6.34) Ry(−0.36) Ry(−1.51) Ry(−0.30) Ry(−2.77) Ry(−2.19) Ry(−0.01) Ry(−2.87) Ry(1.35)
(c) Raw circuit from optimization
Ry(3.17) • • • • Ry(−11.98) Ry(1.57) • Ry(0.75) • Ry(17.28) Ry(−17.28) • Ry(−0.75) • Ry(−1.40) Ry(1.57) • Ry(−2.32) • Ry(−1.57) Ry(1.57) • Ry(2.32) • Ry(−4.57) Ry(−1.57) • Ry(1.78) • Ry(1.57) Ry(−1.57) • Ry(−1.78) • Ry(1.43) • Ry(−4.03) • Ry(−3.20) • Ry(−3.09) • Ry(1.54) • Ry(1.58) • Ry(−1.62) • Ry(−1.55) • Ry(1.47) • Ry(−0.06) • Ry(−1.50)
Ry(−1.44) Ry(1.57) • Ry(0.17) • Ry(−1.57) Ry(1.57) • Ry(−0.17) • Ry(−3.33) • • • • Ry(2.07) Ry(−1.79) Ry(1.79) Ry(−1.75) Ry(−1.46) Ry(1.46) Ry(−0.54) • Ry(1.57) • Ry(3.62) • Ry(−6.59) • Ry(−1.41)
Ry(−0.98) Ry(5.88) Ry(−6.28) Ry(6.28) Ry(−5.88) Ry(−2.18) Ry(−2.03) Ry(2.03) Ry(0.43) Ry(−0.68) Ry(3.78) Ry(0.10) Ry(1.49) Ry(−0.07) Ry(0.28)
Ry(6.36) • • • • Ry(−0.37) • • • • Ry(1.64) Ry(2.52) Ry(2.84) Ry(−2.78) Ry(−2.19) Ry(−2.86) Ry(1.33)
(d) Expanded and cleaned circuit from optimization
FIG. 55. Optimization for site 36
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(b) Optimized gate
Ry(1.48)
F2;0,1(−0.31, 4.41)
Ry(6.41)
F3;0,1(0.42,−0.82)
Ry(−4.83)
F3;0,1(−3.92,−3.17)
Ry(−0.39) • Ry(−1.95) • Ry(1.22) • Ry(−3.51) • Ry(3.85) • Ry(−2.73) • Ry(−0.32)
Ry(−11.61) Ry(6.31) Ry(−1.90)
F3;1,2(−0.67, 0.05)
Ry(4.32) Ry(−3.42) • Ry(−2.82) Ry(2.02)
F3;1,2(−0.87, 0.72)
Ry(−1.27)
Ry(0.10) Ry(4.53) Ry(−2.65)
S2,3(−2.81,−0.29)
Ry(3.23) Ry(0.00) Ry(−0.01) Ry(−2.23) Ry(0.66)
Ry(3.81) Ry(−1.79) Ry(−2.08) Ry(−10.62) Ry(0.07) Ry(3.17) Ry(−0.01) Ry(1.62) Ry(−0.01)
(c) Raw circuit from optimization
Ry(1.50) Ry(1.57) • Ry(0.16) • Ry(−1.57) Ry(1.57) • Ry(−0.16) • Ry(4.84) Ry(1.57) • Ry(0.21) • Ry(−1.57) Ry(1.57) • Ry(−0.21) • Ry(−6.42) Ry(1.57) • Ry(−1.96) • Ry(−1.57) Ry(1.57) • Ry(1.96) • Ry(−1.96) • Ry(−1.95) • Ry(1.21) • Ry(−3.50) • Ry(3.86) • Ry(−2.73) • Ry(−0.32)
Ry(−11.60) Ry(3.14) Ry(2.22) Ry(−3.14) Ry(3.14) Ry(−2.22) Ry(3.15) Ry(−0.41) Ry(0.41) Ry(−1.86) Ry(1.57) • Ry(−0.33) • Ry(−1.57) Ry(1.57) • Ry(0.33) • Ry(2.69) Ry(−1.58) Ry(1.58) Ry(−3.41) • Ry(−2.83) Ry(2.03) Ry(1.57) • Ry(−0.42) • Ry(−1.57) Ry(1.57) • Ry(0.42) • Ry(−2.84)
Ry(0.10) • • • • Ry(4.53) Ry(0.03) Ry(−0.03) Ry(−1.07) • Ry(2.80) • Ry(1.65) Ry(−2.23) Ry(0.36) Ry(−0.36) Ry(0.66)
Ry(3.80) • • • • Ry(−1.82) • • • • Ry(−2.05) • • • • Ry(−10.62) Ry(0.29) Ry(0.06) Ry(3.17) Ry(1.62) • • • •
(d) Expanded and cleaned circuit from optimization
FIG. 56. Optimization for site 37
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(b) Optimized gate
Ry(1.96)
F1;0,2(0.79,−3.08)
Ry(−1.97) • Ry(1.96)
F1;0,2(−0.78, 3.00)
Ry(1.18)
Ry(−0.00) Ry(0.00) Ry(−0.00)
Ry(1.74) Ry(−0.06) Ry(−1.63)
Ry(−1.71) Ry(1.73)
(c) Raw circuit from optimization
Ry(1.96) Ry(−1.57) • Ry(0.39) • Ry(1.57) Ry(−1.57) • Ry(−0.39) • Ry(−0.40) • Ry(1.96) Ry(1.57) • Ry(−0.39) • Ry(−1.57) Ry(1.57) • Ry(0.39) • Ry(−0.39)
• • • • • • • •
Ry(1.74) Ry(1.54) Ry(−1.54) Ry(−0.06) Ry(1.50) Ry(−1.50) Ry(−1.63)
Ry(−1.71) Ry(1.73)
(d) Expanded and cleaned circuit from optimization
FIG. 57. Optimization for site 38
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(b) Optimized gate
Ry(5.61)
F3;0,2(−2.64,−3.52)
Ry(4.29)
F2;0,1(5.77, 11.80)
Ry(−10.21)
F1;0,2(5.41, 0.84)
Ry(0.29)
F3;0,1(3.17, 3.39)
Ry(−0.95)
S0,3(0.63, 5.23)
Ry(−0.26) • Ry(4.96) • Ry(1.22) • Ry(1.80) • Ry(0.72) • Ry(−2.15) • Ry(−0.15)
Ry(−0.03) Ry(3.24) Ry(−0.09) Ry(−3.09) • Ry(−1.73) Ry(1.52) • Ry(0.13) • Ry(0.07) • Ry(−0.11) • Ry(−1.55) Ry(1.49)
Ry(9.41) Ry(−9.50) Ry(−11.58) Ry(11.29) Ry(−5.18) Ry(−1.08) Ry(−0.77) Ry(1.71)
Ry(−0.05) Ry(−0.95) Ry(0.76) Ry(6.18) Ry(0.90) Ry(−1.94) Ry(2.81) Ry(1.49) Ry(0.04)
(c) Raw circuit from optimization
Ry(5.61) Ry(1.57) • Ry(−1.32) • Ry(−1.57) Ry(1.57) • Ry(1.32) • Ry(2.72) Ry(−1.57) • Ry(2.89) • Ry(7.85) Ry(−7.85) • Ry(−2.89) • Ry(−8.64) Ry(−1.57) • Ry(2.70) • Ry(1.57) Ry(−1.57) • Ry(−2.70) • Ry(1.86) Ry(1.57) • Ry(1.59) • Ry(−1.57) Ry(1.57) • Ry(−1.59) • Ry(−10.38) • Ry(−0.63) • Ry(1.31) • Ry(4.96) • Ry(1.22) • Ry(1.80) • Ry(0.72) • Ry(−2.15) • Ry(−0.15)
Ry(−0.03) Ry(0.38) Ry(−0.38) Ry(3.24) • • • • Ry(−0.09) Ry(1.70) Ry(−1.70) Ry(−3.09) • Ry(−1.73) Ry(1.52) • Ry(0.13) • Ry(0.07) • Ry(−0.11) • Ry(−1.55) Ry(1.49)
Ry(9.41) Ry(−1.76) Ry(1.76) Ry(−9.50) • • • • Ry(−11.58) Ry(−0.42) Ry(0.42) Ry(11.29) Ry(−5.18) Ry(−1.08) Ry(−0.77) Ry(1.71)
Ry(−0.05) • • • • Ry(−0.95) • • • • Ry(−11.81) Ry(−1.05) Ry(6.18) Ry(0.90) Ry(−1.94) Ry(2.81) Ry(1.49) Ry(0.04)
(d) Expanded and cleaned circuit from optimization
FIG. 58. Optimization for site 39
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(b) Optimized gate (c) Circuit from
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FIG. 59. Optimization for site 40
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FIG. 60. Optimization for site 41
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(b) Optimized gate (c) Circuit from
optimization
FIG. 61. Optimization for site 42
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(b) Optimized gate
Ry(−0.42)
S0,1(−1.55,−0.02)
Ry(0.42) • Ry(−1.55)
Ry(1.56) Ry(−0.95) • Ry(0.93) Ry(−0.63)
F3;1,2(0.10, 0.20)
Ry(−0.94)
Ry(0.03) Ry(−0.02)
Ry(1.56) Ry(−1.05) Ry(−0.50)
(c) Raw circuit from optimization
Ry(1.16) • Ry(1.55) • Ry(−1.14) • Ry(−1.55)
Ry(1.56) Ry(0.02) Ry(−0.96) • Ry(0.93) Ry(−0.63) Ry(1.57) • Ry(0.05) • Ry(−1.57) Ry(1.57) • Ry(−0.05) • Ry(−2.51)
Ry(0.01) Ry(0.10) Ry(−0.10)
Ry(1.56) Ry(−1.05) • • • • Ry(−0.50)
(d) Expanded and cleaned circuit from optimization
FIG. 62. Optimization for site 43
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(b) Optimized gate
Ry(2.06) • Ry(2.19) • Ry(0.84) • Ry(0.51)
F3;0,2(1.88, 0.00)
Ry(0.32)
Ry(1.57) Ry(−1.57)
Ry(−0.00) • Ry(1.57) Ry(−1.57)
Ry(2.03) Ry(−2.66) Ry(0.56) Ry(0.76) Ry(0.48)
(c) Raw circuit from optimization
Ry(2.06) • Ry(2.19) • Ry(0.84) • Ry(0.51) Ry(−0.26) • Ry(0.94) • Ry(0.26) Ry(−0.26) • Ry(−0.94) • Ry(0.59)
Ry(1.57) Ry(−1.57)
• Ry(1.57) Ry(−1.57)
Ry(2.03) Ry(−2.66) Ry(0.56) Ry(0.76) • • • • Ry(0.48)
(d) Expanded and cleaned circuit from optimization
FIG. 63. Optimization for site 44
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(b) Optimized gate
Ry(−0.42) • Ry(−1.14) • Ry(−0.02)
Ry(−1.57) Ry(1.54) • Ry(−0.35) • Ry(−0.35)
Ry(0.00) Ry(−0.01) Ry(−1.56) Ry(1.58)
(c) Raw circuit from optimization
Ry(0.42) • Ry(−1.14) •
Ry(1.57) Ry(−1.61) • Ry(−0.35) • Ry(−0.35)
Ry(−1.55) Ry(1.56)
(d) Expanded and cleaned circuit from optimization
FIG. 64. Optimization for site 45
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(b) Optimized gate
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(c) Raw circuit from optimization
Ry(0.93) • Ry(−0.12)
Ry(0.10) Ry(−0.17)
(d) Expanded and cleaned circuit from optimization
FIG. 65. Optimization for site 46
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FIG. 66. Optimization for site 47
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FIG. 67. Optimization for site 48
