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Abstract 
In  recent  years  the  cross-fertilisation  of  ideas  between  the  statistics  and 
machine  learning  communities  has  become  increasingly  important.  This  exchange 
of  ideas  resulted  from  a  recognition  that  the  two  communities  often  have  to 
tackle  similar  problems  and  has  resulted  in  an  exchange  which  has  enriched  both 
disciplines.  There  is  much  to  be  gained  in  considering  the  two  literatures  in 
tandem,  and  the  aim  of  this  thesis  is  to  build  on  some  of  the  research  currently 
taking  place  at  the  interface  between  these  two  disciplines. 
Specifically  we  will  be  considering  a  class  of  models  called  Bayesian  belief 
networks.  These  are  models  which  are  closely  related  to  neural  networks,  a  type  of 
model  often  used  in  machine  learning  but  largely  eschewed  by  statisticians  due  to 
their  `black  box'  approach.  Neural  networks,  while  useful  tools,  lack  transparency; 
by  their  nature  it  is  difficult  to  interpret  the  method  in  which  neural  network 
models  process  their  inputs  in  order  to  produce  the  observed  output.  Bayesian 
networks  provide  an  attractive  alternative,  allowing  us  to  take  some  of  the  best 
elements  of  neural  network  methodology  and  apply  it  to  a  system  in  which  we 
have  clear  understanding  of  cause  and  effect  between  variables.  This  greater 
interpretability  can  lead  to  new  insight  and  Bayesian  network  methodology  has 
recently  become  a  popular  tool  for  giving  machines  a  degree  of  `intelligence'. 
We  begin  in  Chapter  1  by  introducing  the  reader  to  Bayesian  belief  networks 
and  outlining  some  of  the  issues  that  must  be  dealt  with  when  working  with  these 
models. 
Chapter  2  then  details  various  methods  that  can  be  used  to  estimate  the 
parameters  of  these  models  when  we  have  incomplete  data  sets.  We  compare  the 11 
EM  algorithm  to  various  alternatives  that  have  been  suggested  both  to  improve 
on  the  convergence  rate  of  the  EM  algorithm  and  to  try  to  find  a  better  stationary 
point  than  we  might  find  with  the  EM  algorithm  alone.  In  this  chapter  we  also 
detail  a  new  parameter  estimation  algorithm. 
In  Chapter  3  we  consider  issues  of  model  identifiability,  review  the  current 
literature  relating  to  model  identifiability  problems,  and  offer  a  proof  that  naive 
Bayesian  networks  with  a  binary  root  node  and  more  than  2  binary  observable 
variables  will  be  identifiable. 
We  then  consider  model  selection  in  Chapter  4.  We  review  a  number  of  model 
selection  criteria  that  are  currently  available  and  compare  their  performance 
on  artificial  datasets  and  on  a  dataset  concerned  with  the  survival  of  patients 
admitted  to  an  adult  intensive  care  unit. 
Finally  we  discuss  the  application  of  Green's  reversible  jump  Markov  chain 
Monte  Carlo  algorithm  to  naive  Bayesian  networks  in  Chapter  5.  This 
method  allows  us  to  tackle  issues  of  parameter  estimation  and  model  selection 
simultaneously.  While  the  simultaneous  solving  of  these  twin  problems  is  an 
attractive  proposition  the  postprocessing  of  the  output  generated  by  this  method 
raises  issues  of  interpretation  which  we  attempt  to  tackle. iii 
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Introduction 
1.1  Background 
Imagine  we  have  some  domain  X  which  contains  a  number  of  variables; 
probabilistic  relationships  exist  between  these  variables,  the  current  state  of  each 
one  influencing  some  or  all  of  the  other  variables  under  consideration.  We  might 
be  interested  in  making  some  statements  about  this  domain;  perhaps  having 
observed  some  variables  we  wish  to  make  some  inference  about  those  we  have 
not  seen.  Depending  upon  the  size  of  the  domain,  and  how  complicated  the 
dependencies  within  it  are,  making  such  statements  can  be  difficult.  What  is 
needed  is  some  way  of  breaking  the  problem  down  into  smaller,  more  manageable 
chunks.  A  Bayesian  network  is  a  useful  tool  for  tackling  such  problems;  it 
provides  a  convenient  graphical  summary  of  our  variables  and  their  relationships 
and  helps  us  to  clarify  our  understanding  of  the  domain  being  studied.  Figure  1.1 
shows  a  simple  Bayesian  network.  Here  the  domain  of  interest  is  starting  a  car, 
and  this  simple  diagram  immediately  gives  us  some  understanding  of  the  structure 
1 Figure  1.1:  After  Heckerman  [32].  A  simple  Bayesian 
network;  the  domain  of  interest  is  starting  a  car.  The  network 
clearly  shows  the  variables  involved  and  how  they  influence 
each  other. 
of  the  problem  by  displaying  cause  and  effect  within  the  domain.  Aside  from 
displaying  dependencies  between  our  variables,  a  Bayesian  network  also  contains 
a  set  of  local  probability  distributions,  one  for  each  variable  in  the  domain. 
These  local  distributions  describe  the  probabilities  of  all  possible  outcomes  of  the 
variables  given  all  the  influences  they  may  be  subject  to.  For  example  in  Figure 
1.1  the  variable  `Start'  has  associated  with  it  a  table  containing  the  probability 
of  successfully  starting  the  car  given  all  possible  states  of  the  two  variables  `Fuel' 
and  `Turn  Over'.  We  can  then  use  these  local  probability  distributions  and  our 
knowledge  of  the  relationships  between  the  variables  to  answer  questions  about 
the  system  we  are  looking  at. 
Formally,  a  Bayesian  network  for  a  domain  X  is  a  way  of  encoding  the 
joint  probability  distribution  for  X.  It  consists  of  a  set  of  local  probability 
distributions,  one  associated  with  each  variable  in  X,  and  a  set  of  assertions  of 
conditional  independence  for  these  variables  that  allow  the  construction  of  the 
2 joint  distribution  from  the  local  distributions. 
The  first  stage  in  constructing  a  Bayesian  network  is  to  identify  the  variables 
within  the  domain,  and  to  collect  our  data  set,  D=  (x1, 
...  ,  XN)  ,  which  we 
will  use  to  learn  about  our  domain.  Typically  the  variables  in  the  domain  will 
be  categorical  (or  if  continuous  will  be  discretised),  and  in  the  discussion  that 
follows  we  will  assume  we  are  working  with  categorical  variables  unless  otherwise 
stated.  Once  this  is  completed  the  second  stage  is  to  encode  our  assertions  of 
conditional  independence  using  a  directed  acyclic  graph  (DAG),  the  nodes  of 
which  correspond  to  our  variables.  Given  a  domain,  X=  {X1,. 
.., 
X,,  } 
,  and  an 
ordering  on  the  variables,  (X1, 
..., 
X,  J 
,  we  can  use  the  chain  rule  of  probability 
to  write  the  joint  probability  distribution  for  X  as 
n 
P  (xl, 
...  xn)  =P  (x,  )11  P  (xi  I  x￿...,  Xi-1).  (1.1) 
i=2 
Furthermore,  for  each  Xi  (i  >  1)  there  will  be  some  subset  Pa,  C  {X1, 
..., 
Xi-1} 
such  that  Xi  is  independent  of  IX,,...,  Xti_1}  \Pa;  given  Pai,  and  Pai  is  known 
as  the  set  of  parents  of  the  variable  X1.  It  follows  that,  using  pa;  to  denote  the 
states  of  Pay  and  noting  that  Pal  will  be  the  empty  set,  we  can  write 
n 
P  (xi, 
...  ,  xn)  =JP  (xi  I  Pa=)  " 
(1.2) 
i=l 
Once  our  conditional  independencies  have  been  clarified  they  are  represented  in 
the  DAG  by  drawing  arcs  to  each  node  in  the  graph  from  its  parents,  in  effect 
linking  cause  to  immediate  effect.  Unfortunately  this  definition  of  a  Bayesian 
network  is  quite  unwieldy,  and  the  resulting  network  depends  upon  the  initial 
3 ordering  of  the  variables.  A  poorly  chosen  ordering  could  well  fail  to  reveal  the 
conditional  independencies  present  in  the  domain. 
X1  )--->(  X2)  (X1  )<  (X2 
X3)  (X4)  (X3)  (  X4 
(a)  (b) 
Figure  1.2:  The  network  structure  resulting  from  a  well 
chosen  ordering  of  the  variables  (a)  and  a  poorly  chosen 
ordering  (b)  within  the  domain. 
For  example  consider  the  domain  X=  {X1,  X2,  X3,  X4}  for  which  we  know 
the  two  conditional  independencies 
P  (x3  I  x1,  x2)  =P  (x3  I  x1) 
P  (x4  I  x1,  x2,  x3)  =P  (x4  I  x2) 
Using  the  ordering  (X1,  X2,  X3,  X4)  gives 
P  (x1)  x2,  x3,  x4)  =P  (x1)  P  (x2  I  x1)  P  (x3  I  x1)  P  (x4  I  x2) 
which  gives  us  the  network  structure  shown  in  Figure  1.2(a).  If  however  we  had 
chosen  the  ordering  (X2,  X3,  X4,  X1)  we  would  have 
P  (x1,  x2)x3,  x4)  =P  (x2)P  (x3  I  x2)P  (x4  I  x2)  P  (x1  1  X2,  x3) 
4 which  gives  us  the  network  structure  shown  in  Figure  1.2(b).  Clearly  the  first 
of  these  two  structures  better  encodes  the  conditional  independencies  present  in 
our  domain,  and  this  better  understanding  of  these  conditional  independencies 
will  in  turn  allow  us  to  construct  a  more  parsimonious  model. 
It  is  perhaps  easier  to  construct  the  network  by  considering  cause  and  effect 
between  the  variables  of  the  domain.  If  these  causal  relationships  are  easily 
determined  then  deciding  upon  the  appropriate  network  structure  is  a  simple 
enough  task.  An  example  in  which  causal  relationships  are  well  known  is  shown 
in  Figure  1.3,  which  shows  a  simple  Bayesian  network  for  the  diagnosis  of  a 
patient  with  jaundice.  When  working  in  a  medical  context  we  generally  have 
a  great  deal  of  prior  knowledge  of  the  relationships  between  cause,  disease  and 
symptoms  which  means  that  ascertaining  the  structure  of  our  network  is  a  fairly 
straightforward  matter. 
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Figure  1.3:  A  simple  Bayesian  network  representing  the 
relationship  between  cause,  disease  and  symptoms  for  two 
different  strains  of  the  hepatitis  virus. 
In  other  contexts  the  structure  of  the  network  may  also  be  in  doubt  and  we 
5 are  then  faced  with  the  more  difficult  task  of  selecting  the  best  network  from  a 
(possibly  large)  number  of  alternatives.  Such  model  selection  is  often  performed 
using  a  scoring  function  which  assigns  a  score  to  each  network  structure  that 
reflects  how  well  that  model  fits  our  data  and  any  prior  beliefs  we  might  have.  One 
possible  model  selection  criterion  is  to  choose  the  model  structure  that  maximises 
P  (m  I  D)  aP  (m)  P  (D  I  m),  (1.3) 
where  we  have  defined  a  discrete  variable  M  whose  states  m  correspond  to  the 
set  of  model  structures  under  consideration.  In  practice  the  quantity 
P  (D  I  m)  =fP  (D  I  em,  m)  P  (Om  I  m)  dOm 
cannot  easily  be  computed;  in  general  this  integral  is  intractable.  However  a 
number  of  approximations  to  this  integral  are  available  which  have  been  suggested 
as  suitable  scoring  functions  for  model  selection.  The  use  of  such  scoring  functions 
and  other  potential  model  selection  criteria  is  reviewed  in  Chapter  4. 
For  simple  domains  it  is  possible  to  look  at  all  possible  network  structures 
and  select  the  most  suitable.  However,  for  more  complicated  domains  it  becomes 
impractical  to  consider  all  possible  models,  and  methods  which  search  in  the 
space  of  model  structures  become  necessary.  These  methods  often  begin  with 
a  network  structure  constructed  from  any  known  information  which  the  search 
algorithm  then  modifies  using  information  gained  from  the  data.  These  methods 
cannot  claim  to  identify  the  best  structure  for  the  network,  but  will  be  able  to 
produce  a  structure  that  has  a  high  score. 
6 In  determining  our  model  structure  one  important  issue  that  must  be 
considered  is  that  of  model  identifiability.  If  a  model  is  not  identifiable  it  means 
that  the  model  is  in  some  sense  over-parameterised.  The  likelihood  surfaces  for 
these  parameter-redundant  models  possess  completely  flat  ridges  and  hence  we 
are  not  able  to  give  unique  estimates  for  some  subset  of  our  model  parameters. 
When  problems  with  model  identifiability  arise  it  is  usually  possible  to  re- 
parameterise  the  model  in  such  a  way  that  the  parameters  of  the  model  become 
uniquely  identifiable.  These  issues  are  considered  in  greater  depth  in  Chapter  3. 
Once  our  network  structure  is  known,  or  perhaps  as  part  of  the  selection 
process  if  more  than  one  candidate  model  is  being  considered,  we  must  find 
estimates  for  the  local  probability  distributions.  The  parametric  structure  of 
these  local  probability  models  will  have  been  determined  either  entirely  from  prior 
knowledge,  or  if  there  was  some  uncertainty  about  their  structure  this  will  have 
been  settled  in  the  network  structure  selection  stage  of  the  model  construction. 
We  define  a  continuous  vector-valued  variable,  whose  configurations  9￿a 
correspond  to  the  possible  true  parameters  for  model  m.  9￿a  consists  of  {Bijk} 
where 
eijk  =p  (Xi  =  Xi  1  Pai  =  Pay,  em,  m)  (1.4) 
and 
r; 
E0ijk=1  `di,  j 
k=l 
xi  denoting  the  kth  possible  state  of  X;  and  pa;  denoting  the  jth  possible  state 
of  Pat.  We  also  use  r;  and  q;  to  denote  the  number  of  possible  states  of  Xi  and 
Pa=  respectively. 
There  are  a  number  of  possible  criteria  for  determining  the  `best'  parameter 
7 estimates  for  our  model.  In  a  frequentist  framework  we  would  use  the  Maximum 
Likelihood  (ML)  principle  and  choose  our  estimates  to  be  the  parameter  values 
6,,,  E  0,,,  that  maximise  P  (D  Um,  m).  Alternatively  we  can  work  in 
a  Bayesian  framework  in  which  case  we  must  determine  the  Maximum  A 
Posteriori  (MAP)  estimate  which  is  em  E  Om  such  that  P  (9￿1  I  D,  m)  oc 
P  (D  16m,  m)  P  (9m  I  m)  is  maximised.  If  our  prior  P  (9,,,,  1  m)  is  chosen  to 
be  uniform  then  our  MAP  and  ML  parameter  estimates  will  coincide.  Of  course 
although  the  Bayesian  approach  is  more  flexible  it  means  we  also  have  to  deal 
with  the  problem  of  selecting  an  appropriate  prior  distribution;  this  raises  many 
issues  not  all  of  which  can  be  satisfactorily  resolved.  If  our  data  set  D  is  complete 
then  whichever  criterion  we  use  to  select  our  parameter  estimates  the  required 
maximisation  is  quite  simple,  but  more  often  than  not  we  will  be  working  with 
an  incomplete  data  set.  If  some  of  our  data  are  missing  the  problem  becomes 
more  difficult,  and  techniques  such  as  the  EM  algorithm  must  be  used  to  estimate 
our  network  parameters.  This  and  other  methods  for  dealing  with  missing  data 
problems  are  discussed  in  Chapter  2. 
From  a  Bayesian  viewpoint  separate  inference  on  the  twin  problems  of  model 
selection  and  parameter  estimation  is  less  than  satisfactory.  The  two  problems 
are  inextricably  linked,  and  ideally  we  would  wish  to  tackle  them  simultaneously. 
This  is  a  formidable  task,  if  not  theoretically  then  computationally,  and  it  is  only 
recently  that  tools  suitable  for  tackling  such  problems  have  become  available. 
In  Chapter  5  we  consider  one  such  technique,  Reversible  Jump  MCMC,  which 
allows  us  to  move  between  parameter  spaces  of  different  dimensionality  as  easily 
as  we  do  within  them. 
8 1.2  The  Naive  Bayesian  Network 
Throughout  much  of  this  thesis  we  will  concentrate  our  attention  on  one 
particular  type  of  Bayesian  network,  the  naive  Bayesian  network,  an  example 
of  which  is  shown  in  Figure  1.4.  In  a  naive  network  we  have  n  fully  observable 
Figure  1.4:  A  naive  Bayesian  network.  The  nodes  Y1,... 
' 
Yn 
are  fully  observable  while  the  root  node,  Z,  is  unobserved. 
nodes,  YI,... 
, 
Y,,,  and  a  single  unobserved  node  Z.  We  use  the  notation  rz  to 
denote  the  number  of  states  of  the  variable  Z,  and  ri  to  denote  the  number  of 
states  of  the  variable  Y.  Our  dataset  D  is  then  given  by  D=  {yl, 
...  ,  yN},  and 
we  will  use  ymi  to  denote  the  observed  value  of  Y  in  the  rnth  observation.  Similarly 
z,,,,  will  denote  the  unobserved  value  of  Z  indicating  the  class  membership  of 
observation  in.  The  parameters  of  the  model  are  then  given  by  6,,,  =  {p,  6} 
where  p=  {pl, 
...  ,  p,.,  }  is  known  as  the  proportion  vector  and  consists  of  pj  = 
P  (Z  =  j),  and  0=  {9i3k  :i=1,  ...  ,  n;  j=1, 
...  ,  rz,  k=1, 
...  ,  ri}  with  Bijk  = 
P  (Y,  "  =kIZ=  j).  When  working  with  naive  models  for  the  sake  of  simplicity 
we  will  often  assume  r;  =2  for  all  i,  though  of  course  more  generally  this  need 
not  be  the  case.  In  these  circumstances  we  will  simplify  our  notation  slightly  by 
9 using  0={Oi  :  i=1,...,  n;  j=1,...,  rz}with  Bid,  =P(Y=1IZ=j). 
A  naive  Bayesian  network  is  a  `latent-state'  model,  and  represents  the 
situation  in  which  we  believe  that  our  observed  population  consists  of  a  number 
of  distinct  sub-populations,  and  that  within  each  sub-population  the  variables 
we  have  observed  follow  a  different  distribution.  This  is  of  course  an  example  of 
a  wider  class  of  models  known  as  mixture  distributions,  and  it  is  perhaps  easier 
to  understand  what  a  naive  Bayesian  network  represents  if  we  consider  it  in  this 
framework.  A  mixture  density,  f  (x)  is  of  the  form 
C 
f  (x)  _Z  wj9j  (x), 
j=l 
where  >  wj  =  1,  and  w3  are  the  weights  of  the  components  of  the  mixture,  so 
that 
P(  observation  comes  from  component  j)=  wj, 
and  gj  (x)  is  the  distribution  of  x  given  that  it  comes  from  component  j.  In 
general  we  will  take  the  gj  (")  all  to  come  from  the  same  parametric  family  of 
densities,  though  this  need  not  necessarily  be  the  case.  Although,  as  said  earlier, 
we  will  be  working  with  mixtures  of  discrete  distributions  they  could  equally 
well  be  continuous.  Figure  1.5  shows  a  simple  example  of  a  mixture  of  three 
one  dimensional  normal  distributions,  the  three  black  lines  represent  the  three 
distributions  making  up  the  mixture,  and  the  shaded  region  shows  the  mixture 
distribution.  It  is  this  mixture  rather  than  its  individual  components  that  we 
would  actually  observe.  We  would  then  fit  a  mixture  model  to  our  observed  data 
in  an  attempt  to  unravel  the  confounded  information  we  have  observed,  perhaps 
10 Figure  1.5:  A  simple  example  of  a  mixture  of  three  one 
dimensional  normal  distributions.  The  black  curves  show  the 
distributions  of  the  three  mixture  components  multiplied  by 
their  respective  mixture  weights.  The  shaded  region  represents 
the  mixture,  which  is  what  we  would  actually  see  if  we  were  to 
observe  this  population. 
to  find  out  how  our  sub-populations  differ,  to  find  out  their  relative  size,  or  even 
to  determine  how  many  sub-populations  are  present.  A  naive  Bayesian  network 
does  effectively  the  same  thing,  but  with  discrete  data. 
11 Chapter  2 
Parameter  Estimation 
2.1  Introduction 
Once  the  structure  of  our  Bayesian  network  has  been  established  it  only  remains 
to  determine  estimates  for  the  parameters  of  the  local  probability  distributions. 
Depending  upon  whether  we  take  a  Frequentist  or  a  Bayesian  viewpoint  we  would 
generally  use  either  the  Maximum  Likelihood  (ML)  or  the  Maximum  a  Posteriori 
(MAP)  method  to  determine  our  parameter  estimates.  In  the  former  case  we  must 
find  the  value  9,,,  of  9￿a  that  maximises  the  likelihood  of  the  data,  P  (D  9,,,,  m), 
or  equivalently  solves 
8G  (9, 
n)  _  0aem  (2.  i) 
where  ,C 
(Om)  =  log  P  (D  1Om,  m)  is known  as  the  log-likelihood.  In  the  Bayesian 
framework  we  would  look  for  the  value  9,,,  of  9,,,  that  maximises 
P  (Om  1  D,  m)  cc  P  (D  10m,  m)  P  (em  1  m),  (2.2) 
12 where  P  (D  19￿a,  m)  is  the  likelihood  of  our  observed  data,  and  P  (9m  I  m) 
and  P  (9m  ý  D,  m)  are  respectively  the  prior  and  posterior  densities  of  the 
unknown  parameters.  The  Bayesian  approach  offers  more  flexibility  allowing 
us  to  introduce  our  prior  beliefs  into  the  parameter  estimation  process,  although 
suitable  priors  will  not  always  be  obvious.  Of  course  we  could  always  choose  our 
priors  to  be  uniform,  in  which  case  our  MAP  and  ML  parameter  estimates  will 
coincide.  Unless  otherwise  stated,  in  the  discussion  that  follows  we  will  assume 
that  we  are  trying  to  determine  Maximum  Likelihood  parameter  estimates,  but 
all  of  the  techniques  described  here  can  easily  be  extended  to  work  in  a  Bayesian 
framework. 
If  our  dataset  is  complete,  that  is  to  say  we  have  observed  every  instance  of 
each  of  our  variables  X1, 
...  , 
X,  then  the  value  of  6,,,,  which  maximises  G  (6￿j) 
is  easily  found,  and  , 
NNj  k  eil 
k= 
N,, 
(2.3) 
where  Ntjk  is  the  number  of  instances  in  which  Xi  =  xi  and  Pa=  =  pai,  and 
N13  =  Ek 
1 
N13, 
. 
However,  if  the  dataset  is  incomplete  finding  the  maximum 
likelihood  parameter  estimates  becomes  more  difficult.  Fortunately  there  exist  a 
number  of  techniques  which  can  be  used  to  calculate  these  maximum  likelihood 
estimates  even  when  we  have  missing  data  and  there  follows  a  summary  of  a 
number  of  these  methods.  This  summary  is  by  no  means  exhaustive;  it  offers 
only  an  introduction  to  some  of  the  more  popular  techniques  in  an  ever  growing 
catalogue. 
13 2.2  The  EM  Algorithm 
The  EM  algorithm  is  a  useful  and  well  known  tool  for  estimating  model 
parameters  when  working  with  an  incomplete  dataset.  We  use  9  to  denote 
the  parameters  of  the  model,  y  and  z  to  denote  respectively  the  observed  and 
unobserved  portions  of  our  dataset,  and  x  to  denote  our  complete  dataset,  so  that 
x=  (y,  z).  This  gives  us  two  sample  spaces,  the  completed  sample  space,  X,  and 
the  observed  sample  space,  y,  and,  defining  X  (y)  to  be  the  set  of  completions 
of  y,  that  is  X  (y)  =  {x  =  (y',  z)  :  y'  =  y},  we  can  say  that 
P  (y  1  0)  - 
fx 
yO 
P  (x  1  0) 
. 
The  EM  algorithm  tackles  the  problem  of  solving  the  incomplete  data  likelihood 
equation  (2.1)  by  considering  the  complete  data  log-likelihood, 
£,  (0)  =  log  p  (X  0) 
. 
(2.4) 
This  cannot  be  directly  observed  since  z  is  unknown,  so  the  EM  algorithm  adopts 
a  two-stage  iterative  procedure.  The  E  step  consists  of  determining  the  expected 
value  of  log  P  (x  10)  given  both  the  observed  data  y  and  the  current  parameter 
estimates  0.  The  M  step  then  involves  the  maximisation  of  this  expected  log- 
likelihood  over  0.  Effectively  we  alternate  between  updating  our  `nuisance' 
parameters,  the  z's,  and  the  parameters  of  interest,  0. 
For  our  general  Bayesian  network  consisting  of  n  multivariate  nodes 
X1,. 
.., 
X,,,  the  sufficient  statistics  for  calculating  the  ML  estimate  for 
the  network  parameters  is  the  collection  of  counts  N13k.  If  we  take 
14 our  initial  guess  at  the  values  of  the  network  parameters  to  be  9,  °. 
n  = 
then  the  EM  algorithm  can  be 
expressed  very  simply  as 
E  Step  E  (N  aa')  =  Ei=l  P  (xi  k,  pai  I  yt,  O  t,  m) 
M  Step  B  +1  =E  (Nýý1ý  /  ýý  E  (Nt 
k
l
)
"
 
The  EM  algorithm  has  existed  in  one  form  or  another  since  at  least  1926,  but 
it  was  the  1977  paper  by  Dempster,  Laird  and  Rubin  [19]  which  both  gave  the 
algorithm  its  name  and  demonstrated  its  full  generality.  They  provided  a  wide 
range  of  examples  of  the  EM  algorithm  in  use,  and  were  able  to  prove  a  number 
of  results  about  its  behaviour.  They  showed  that  the  framework  of  the  algorithm 
is  conceptually  simple  and  perhaps  most  importantly  that  each  iteration  of  the 
algorithm  increases  the  likelihood  function,  effectively  guaranteeing  convergence 
to  a  stationary  point  of  the  likelihood  surface. 
Since  this  paper  was  published  much  work  has  been  done  on  the  uses  and 
properties  of  the  EM  algorithm.  Much  of  this  work  has  centred  around  the 
convergence  properties  of  the  EM  algorithm.  Dempster  et  al.  were  able  to  show 
that  the  rate  of  convergence  of  the  EM  algorithm  is  linear  with  rate  dependent 
on  the  proportion  of  information  about  0  in  P  (0  1  y)  that  is  observed.  This 
implies  that  convergence  can  be  quite  slow,  particularly  if  a  large  proportion  of 
the  dataset  is  missing.  In  much  of  the  remainder  of  this  chapter  we  will  consider 
some  of  the  many  algorithms  that  have  been  proposed  which  aim  to  improve  on 
the  EM's  rate  of  convergence. 
15 A  second  problem  with  the  EM  algorithm  is  that,  although  we  are  guaranteed 
to  find  a  stationary  point  of  the  likelihood  function,  we  can  not  be  sure  that  this 
will  be  the  global  maximum.  This  problem  has  long  been  recognised,  but  for 
the  most  part  the  only  solution  to  this  that  has  enjoyed  much  success  has  been 
the  `multiple  re-start'  approach,  whereby  the  EM  algorithm  is  run  many  times 
from  different  starting  points  and  the  best  of  the  set  of  end  points  is  assumed 
to  be  the  global  maximum;  this  approach  can  be  computationally  expensive. 
More  recently  the  Deterministic  Annealing  EM  (DAEM)  algorithm  [72]  has  been 
proposed.  This  algorithm  is  a  novel  adaptation  of  the  EM  algorithm  using  ideas 
from  simulated  annealing.  It  aims  to  find,  if  not  the  global  maximum,  then  at 
least  a  better  stationary  point  than  might  otherwise  be  found.  We  consider  its 
application  to  naive  Bayesian  networks  in  the  final  section  of  this  chapter. 
2.3  The  `Incremental'  EM  Algorithm 
In  Dempster  et  al.  's  1977  paper  on  the  EM  algorithm  they  referred  to  variants 
of  this  algorithm  which  they  describe  as  generalised  EM  (GEM)  algorithms.  In 
these  algorithms  a  partial  M  step  is  taken  in  which  the  new  parameter  estimates 
improve  the  quantity  calculated  in  the  E  step,  but  do  not  necessarily  maximise 
it.  Often  in  missing  data  problems  it  also  makes  sense  to  implement  a  partial 
E  step.  Generally  the  unobserved  variables  will  be  independent  and  it  can  seem 
sensible  to  re-estimate  the  parameters  of  the  model  immediately  on  re-calculating 
the  distribution  of  just  one  of  these  variables.  Such  variants  of  the  EM  algorithm 
have  been  investigated  for  some  time,  but  were  only  formally  justified  by  Neal 
and  Hinton  [52]  in  their  1998  paper.  They  view  the  EM  algorithm  as  maximising 
16 a  joint  function  of  the  parameters  and  of  the  distribution  over  the  unobserved 
variables.  In  this  way  the  E  and  M  steps  of  the  algorithm  can  be  seen  as 
maximisations  of  the  function  over  respectively  the  unobserved  variables  and 
the  parameters.  Using  this  viewpoint  they  are  able  to  argue  that  any  approach 
which  leads  to  an  increase  of  the  likelihood  in  the  E  step  without  necessarily 
maximising  it  must  be  valid.  This  leads  to  a  number  of  new  EM  like  algorithms. 
Neal  and  Hinton  [52]  suggest  the  use  of  `sparse'  EM  algorithms,  in  which  only 
that  part  of  the  distributions  for  an  unobserved  variable  pertaining  to  its  most 
likely  values  is  updated  in  most  iterations,  or  `winner  takes  all'  EM  algorithms,  in 
which,  at  least  initially,  the  distributions  over  unobserved  variables  are  restricted 
to  those  in  which  a  single  value  has  probability  one. 
One  very  simple  adaptation  of  the  EM  algorithm  which  follows  from  this 
partial  E  step  approach  is  the  `incremental'  EM  (IEM)  algorithm.  This  is  an 
adaptation  of  the  EM  algorithm  in  which  the  distribution  of  only  one  of  the 
unobserved  variables  is  updated  in  each  E  step.  Though  this  increases  the  amount 
of  time  required  for  calculation  the  hope  is  that  convergence  will  be  speeded  up 
as  the  distributions  found  for  the  unobserved  variables  in  each  partial  E  step  are 
utilised  immediately  to  update  the  network  parameter  estimates. 
Initially  a  single  step  of  the  EM  algorithm  is  carried  out  to  determine  the 
quantities 
S1ijk  =P 
(xti 
,  pai  I  y1,  ems  m)  Z=  1ý 
... 
N  Vi,  j,  k 
where  9,  °,,  is  our  initial  guess  at  the  network  parameters;  after  this  we  iterate 
between  the  following  two  steps  until  convergence  is  reached. 
17 E  Step  Choose  an  observation,  yi 
SetSmilk=stm,  ijk  Vi,  j,  k  and  m#l 
Set  sý  'k  =P  (xI  ý,  pa;  I  yi,  9;,,,  m)  di,  j,  k 
Calculate  E  (Ntýýl't  -  sý  jk. 
M  Step  B,  ýkk  =E  (Nt3LI)  /EkEN:  1. 
When  updating  the  distributions  of  the  unobserved  variables  we  would 
normally  take  each  one  in  turn,  but  Neal  and  Hinton  also  suggest  that  the 
performance  of  the  IEM  could  be  further  improved  by  preferentially  updating 
the  distributions  for  the  unobserved  variables  which  have  yet  to  stabilise. 
When  carrying  out  the  E  step  we  can  decrease  the  amount  of  calculation 
required  by  using  the  identity 
E  (NFL')  =E  (Njk)  -  SI,  iik  +  Sý  ýk.  (2.5) 
However,  this  means  there  will  be  some  loss  of  accuracy  due  to  rounding  errors. 
This  error  is  likely  to  be  inconsequential  for  smaller  models  in  which  convergence 
takes  relatively  few  iterations,  but  could  be  considerable  for  larger  models.  This 
loss  of  accuracy  can  be  averted  by  re-calculating  the  expected  sufficient  statistics 
at  each  iteration  of  the  algorithm,  but  this  would  greatly  slow  down  the  algorithm. 
A  more  sensible  approach  would  be  to  balance  the  requirements  of  speed  and 
accuracy  by  only  carrying  out  a  complete  re-calculation  periodically. 
In  Neal  and  Hinton's  paper  another  similar  algorithm  first  investigated  by 
18 Nowlan  [53]  is  mentioned.  Nowlan's  algorithm  differs  from  the  IEM  algorithm 
in  that  it  does  not  keep  strictly  accurate  sufficient  statistics,  but  instead  uses 
statistics  computed  as  an  exponentially  decaying  average  of  recently  visited  data 
points.  Applying  this  algorithm  to  the  problem  in  hand  gives  the  following 
procedure. 
Initially  a  single  step  of  the  EM  algorithm  is  carried  out  to  determine 
starting  values  for  the  expected  sufficient  statistics,  E  (N° 
k).  Then  we  iterate 
the  following  steps: 
E  Step  Choose  an  observation,  yi 
Calculate  s'  ýk  =P  (xs 
,  pai  I  yi,  6; 
n,  m) 
Estimate  E  (Ntýý')  by 
E(Nýk)  =A-E(Nik)  +si  Jk' 
M  Step  Set  Btj+kl  =2  (Njk')  />k  2  (Nj+kl) 
where  A  is  a  decay  constant  which  determines  how  quickly  the  algorithm  `forgets' 
recently  visited  points. 
This  algorithm  does  not  converge  to  the  correct  answer,  as  it  does  not  calculate 
exact  sufficient  statistics,  but  Neal  and  Hinton  claim  that  Nowlan  has  shown  it 
to  provide  an  effective  quick  and  dirty  method  for  learning  in  neural  networks. 
This  algorithm  also  has  the  advantage  that  unlike  the  IEM  algorithm  it  does  not 
need  to  remember  the  previous  distributions  of  the  unobserved  parameters.  This 
reduces  storage  requirements  and  might  make  the  algorithm  more  suitable  for 
larger  networks. 
19 2.4  Conjugate  Gradients 
The  use  of  the  conjugate  gradients  (CG)  method  for  function  maximisation  was 
first  proposed  by  Fletcher  and  Reeves  [23]  in  1964.  It  is  one  of  a  class  of 
maximisation  methods  in  which  we  start  at  an  initial  point  6,  °,,  and  proceed 
to  the  maximum  6.  by  a  succession  of  steps.  At  the  tth  step  we  find  the  next 
point  9;  n'  in  the  series  using  the  relationship 
eM  1=  em  +  atilt,  (2.6) 
where  dt  is  known  as  the  search  direction,  and  at  is  the  step  length  at  iteration  t. 
The  step  length  is  found  by  using  a  line  search  algorithm  to  determine  the  value 
of  a=  at  which  maximises 
G(6;,,  +adt).  (2.7) 
Perhaps  the  simplest  of  these  methods  is  the  gradient  ascent  algorithm, 
illustrated  in  Figure  2.1,  in  which  we  take  dt  =  gt  where  gt  is  the  gradient 
of  the  log-likelihood  at  the  point  O.  This  method  can  be  proved  to  converge  to 
a  local  maximum  of  the  log-likelihood,  but  convergence  can  be  very  slow. 
One  way  in  which  convergence  can  be  speeded  up  is  to  instead  select  the  dt 
in  such  a  way  that  they  are  conjugate.  This  conjugacy  means  that  when  we 
maximise  G  (9m)  with  respect  to  dt  we  are  also  ensuring  that  G  (Um)  is  still 
maximised  with  respect  to  d°, 
...  , 
dt-1.  We  can  ensure  the  conjugacy  of  our 
search  directions  by  using  a  predetermined  set  of  S=  dim  (0,,,  )  search  directions. 
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Figure  2.1:  Gradient  ascent  in  a  simple  two  dimensional 
maximisation  problem.  From  the  initial  point  we  calculate 
the  gradient  and  search  in  that  direction  for  a  maximum,  we 
then  recalculate  the  gradient  and  begin  to  search  in  the  new 
direction.  This  continues  until  we  reach  a  point  at  which  the 
gradient  is  zero,  a  local  maximum. 
One  very  simple  example  of  this  would  be 
(1  o  o  o  ...  o  o) 
We  maximise  G  (Om)  along  the  directions  d°  up  to  da-1  successively,  and  then 
restart  the  algorithm  until  we  have  convergence.  This  method  may  be  improved 
upon  further  by  using  the  Conjugate  Gradient  algorithm  in  which,  rather  than 
21 Pt 
xt. 
Figure  2.2:  Selecting  a  new  search  direction  in  the  conjugate 
gradients  algorithm.  Each  search  direction  is  made  up  of 
the  gradient  at  the  current  point  plus  a  contribution  from  all 
previous  search  directions. 
using  a  predetermined  set  of  search  directions,  we  select  a  new  search  direction  at 
each  stage  based  upon  the  gradient  of  C  (Om)  evaluated  at  the  current  parameter 
estimates,  and  our  previous  search  directions.  So  our  search  direction  at  iteration 
t+1  is  given  by 
dt+ý  _  gt+l  +  /3tOt 
where  0t  can  be  defined  in  a  number  of  ways,  including 
(i)  Qt  =- 
(gt+lTgt+1)  /(9  tT  9  t) 
' 
(ii)  ßt  = 
(gt+lTgt+1)  /  (dtTgt), 
or 
(iii)  Qt  =  gt+1T  (9t 
_  gt+l) 
Ag  tT  (9t 
-9 
t+1))  (2.8) 
where  (i)  is  the  value  for  ß  originally  suggested  by  Fletcher.  To  see  that  the  set  of 
22 search  directions  produced  by  these  Q's  are  orthogonal  consider  that,  if  we  begin 
with  the  search  direction  d°  =  g°,  it  then  follows  that 
glTgo 
so  g°  and  g'  are  orthogonal.  We  then  prove  the  conjugacy  of  all  of  the  g's  by 
induction.  If  we  suppose  that  g°,  ...  ,  gt  are  conjugate  and  that  d°, 
..., 
dt  are 
each  a  function  of  them  then  the  d's  must  also  be  conjugate.  Since  gt+l  is  to  be 
determined  at  a  point  which  is  a  maximum  in  the  direction  dt  it  must  follow  that 
gt+l  is  orthogonal  to  dt  and  hence  to  all  previous  g's. 
The  most  important  advantage  of  deriving  our  search  directions  as  the 
algorithm  progresses  rather  than  using  a  predetermined  set  of  search  directions 
is  that  this  method  will  generally  make  good  uniform  progress  towards  the 
maximum,  whereas  when  using  predetermined  search  directions  progress  could 
well  be  slight  until  the  final  few  steps. 
Using  Fletcher's  value  for  , 13,  the  CG  algorithm  proceeds  as  follows.  Starting 
from  an  initial  point  9,  °￿  E  em  we  take  d°  =  g°  and  iterate  between  the  following 
two  steps: 
Step  1  Find  a,  the  value  of  a  that  maximises 
G  (6;  +  adt) 
Set  6,;  +  1=9;,,  +  atdt; 
Step  2  set  dt+l  _  gt+l  +  ßtdt, 
where  ßt  = 
(gt+iTgt+i)  /(dtTgt) 
23 This  algorithm  should  be  restarted  every  6  steps. 
The  conjugate  gradient  algorithm  is  only  guaranteed  to  converge  to  a  local 
maximum  of  £  (9,,,  )  if  started  sufficiently  close  to  that  maximum.  As  such  it 
is  common  practice  to  begin  with  a  few  steps  of  the  EM  algorithm  and  then 
as  the  neighbourhood  of  the  local  maximum  is  approached  switch  to  the  faster 
conjugate  gradients  algorithm. 
2.5  Generalised  Conjugate  Gradients 
The  performance  of  algorithms  that  utilise  gradient  information  can  often  be 
improved  by  the  use  of  `generalised  gradients'.  Theisson  [68]  outlines  the 
application  of  a  generalised  conjugate  gradient  (GCG)  method  first  described 
by  Jamshidian  and  Jennrich  [37]  to  Bayesian  networks. 
If  we  consider  the  generalised  norm 
Ilell  =  (OTW8)  ä, 
defined  by  a  positive  definite  matrix  W,  then  the  generalised  gradient  of  G  (Om), 
g  is  given  by 
W-1  g.  (2.9) 
The  generalised  conjugate  gradient  algorithm  proceeds  as  follows: 
Starting  from  an  initial  point  9,  °,,  E  0,,,,  we  take  d°  =  g°,  and  iterate  between 
the  following  two  steps: 
24 Step  1  Find  at,  the  value  of  a 
that  maximises  G  (O  +  adt) 
Set  9m  1=  6m  +  ütdt 
Step  2  set  dt+l  =  yt+i  +  Qtdt 
where  , ßt  =  yT  (9t+l  -  9t) 
/gtT  (gt+l  -9  t) 
As  with  the  method  of  conjugate  gradients  it  is  necessary  to  restart  this  algorithm 
every  J  steps,  and  convergence  is  only  guaranteed  to  a  local  maximum  if  started 
in  the  neighbourhood  of  that  maximum.  Jamshidian  and  Jennrich  suggest  that 
a  good  point  to  switch  from  the  EM  to  the  GCG  algorithm  is  when 
M  (or') 
-  2G  (6,  t, 
a)  <  1;  (2.10) 
that  is,  to  switch  to  the  GCG  algorithm  once  the  X2  statistic  for  testing  the 
equality  of  two  successive  parameter  estimates  falls  below  1. 
It  is  important  that  the  matrix  W  which  defines  the  generalised  norm  is  well 
chosen.  Jamshidian  and  Jennrich  show  that  a  good  choice  for  W,  that  leads  to  a 
particularly  simple  approximation  to  the  value  of  g,  is 
LV  =  -nw 
(em)  em)  (2.11) 
where  Q  (0' 
, 
8,,,,  )  =E  [G,  (6;,,  )  I  y,  8,,,  ]  may  be  viewed  as  a  local 
approximation  to  C  (9',,,  )  in  the  neighbourhood  of  O  (see  Dempster  et  al  [19]  ) 
and  Q  (9m,  Om)  is  the  Hessian  of  Q  (9; 
M, 
O)  viewed  as  a  function  of  0'  and 
25 evaluated  at  (6;,,,  Om)  = 
(6m,  Om).  Then,  if  Om  is  an  interior  point  of  it 
follows  that 
äm-em=-1Q(em,  em))_19t+0(Bm-em),  (2.12) 
where  9,,,  is  the  value  of  9;,,  that  maximises  Q  (9m,  Oý.  Hence  using  equations 
2.9,2.11  and  2.12  we  can  make  the  approximation 
6 
,,,  -  8M.  (2.13) 
This  means  that  a  good  approximation  to  the  generalised  gradient  can  be  easily 
computed  by  simply  carrying  out  an  EM  step. 
2.6  Helmbold's  Methods 
2.6.1  Introduction 
Helmbold  et  al.  [341  adapted  a  framework  developed  for  supervised  learning 
in  neural  networks  to  produce  a  number  of  iterative  algorithms  for  finding  the 
proportion  vector  which  maximises  the  likelihood  of  a  given  sample  for  a  mixture 
of  given  densities.  It  is  a  fairly  straightforward  matter  to  adapt  their  procedure 
to  suit  other  models,  such  as  the  one  considered  here. 
At  step  t  of  the  algorithm  we  consider  a  Taylor  expansion  of  G  (Um)  about 
our  current  parameter  estimates,  9;,,,  which  is 
L  (em)  ,c  (O  )+  oc  (e;  )T  (em  -o).  (2.14) 
26 We  could  select  Om  =  6;,  +1  to  maximise  this  approximation,  but  the 
approximation  degrades  as  we  move  further  from  0.  To  compensate  for  this 
we  introduce  a  penalty  term,  d  (9m,  O),  where  d  is  a  non-negative  function 
measuring  the  distance  between  9m  and  O.  Hence  we  actually  choose  9;,  +1  to 
be  the  value  of  9m  that  maximises 
F  (em)  =17 
(L  (o  )+  Oc  (0t  )T  (em 
-o 
)) 
-d 
(em,  e;. 
a), 
(2.15) 
where  rq  is  a  positive  parameter  called  the  `learning  rate'  and  governs  the  relative 
importance  of  our  penalty  term  to  our  approximation  of  the  log-likelihood.  It 
takes  into  account  our  need  to  stay  near  our  current  estimate  in  order  that  we 
remain  within  the  region  in  which  our  approximation  to  the  likelihood  surface  is 
relatively  good,  and  our  need  to  move  quickly  away  from  our  current  estimate  in 
order  that  a  reasonable  rate  of  convergence  is  achieved. 
In  order  to  maximise  this  function  subject  to  the  constraints,  Lagrange 
multipliers  are  introduced,  and  it  is  noted  that  G  (8  )+  OG  (8,,,  )T  6;,,  is 
independent  of  9m,  so  maximising  F  subject  to  the  constraints  is  equivalent 
to  maximising 
n  9:  ri 
P(Om,  7)  =  r7AG  (9m)  T  6m  -d  (9m,  6'n)  +EE  7ij  E  Oijk  -1,  (2.16) 
i=1  j=1  k=1 
where  the  'yij  are  Lagrange  multipliers.  We  carry  out  this  maximisation  by 
setting  the  E' 
j-1  q;  (r;  -  1)  partial  derivatives  to  zero,  and  enforcing  the  additional 
constraints 
r; 
äj+kl 
=1  d2,  ß 
k=1 
27 The  algorithm  updates  are  then  found  by  solving  this  system  of  equations 
and  plugging  in  different  distance  metrics.  The  three  considered  here  are  the 
Euclidean,  relative  entropy  and  chi-squared  metrics 
N 
dEVC  (u  11  v)  =2  11  u-v  11i=  2  (ui  -  vs)2, 
1=i 
dRE(u11v) 
_ 
dX2  (u  11  v)  _ 
uiln 
ui 
Vi 
l'(u`-vi)2 
2 
i=1  vi 
This  results  in  three  update  rules 
"  The  GP,,  update  is 
OL 
(0t,  )  r` 
a(t  E 
j1 
(2.17)  B1B  ýk  7'  M.  00  ijk  s  1_1  231 
"  The  EGn  update  is 
\t)(t1  e1B.  exp 
(77  a 
aeem 
/ 
ri 
of  exp  71  aee, 
nJ  (2.18) 
i3k  1=1  sal 
9  The  EM,,  update  is 
(t)  ri  ( 
-t-) 
eijkl  =  eijk 
(77  a 
aeem  -  OL  I  aee+ 
(2.19) 
sek  1_1  sý! 
Heimbold  et  at.  observe  that  for  the  problem  they  considered,  namely 
determining  the  distribution  of  the  latent  classes  for  a  mixture  of  known 
distributions,  the  EM  algorithm  is  a  special  case  of  the  EMn  algorithm.  We 
28 can  see  from  the  formula  given  above  for  the  EM,,  update  that  this  will  only  hold 
true  if 
et 
aC  (9"`ý 
=  1,  (2.20) 
L.  1'`  ä8  ýt  !  -1 
and  this  will  only  be  the  case  if  Pai  =  0,  which  is  true  when  we  are  only 
estimating  the  proportion  vector  of  a  naive  network,  but  which  will  not  be  true 
for  more  general  problems. 
The  EMn  algorithm  in  the  form  derived  by  Heimbold  et  al.  is  identical  to  the 
EM  acceleration  method  suggested  by  Peters  and  Walker  [54]  in  1978,  although 
Peters  and  Walker  derive  their  algorithm  in  a  different  fashion.  They  note  that 
when  applying  the  EM  algorithm  to  the  problem  of  estimating  the  proportion 
vector  for  a  mixture  of  known  distributions  the  point  to  which  the  EM  algorithm 
converges  satisfies 
of  1_  of 
aG  9t￿a 
(2.21) 
ijk  ilk'  äB=jk 
We  can  equivalently  write 
t 
Otýýi  =  (1  -  E)  B 
ýk  +  EB  jk 
ö,  C 
(2.22) 
ö8ijk 
where  (2.22)  equals  (2.21)  for  c=1.  We  can  rearrange  (2.22)  in  order  to  obtain 
2.19,  with  e  substituting  for  77.  Peters  and  Walker  prove  a  number  of  results 
about  this  algorithm.  They  prove  that  convergence  is  guaranteed  for  0<e<2, 
and  they  further  show  that  the  optimal  choice  for  c,  that  is  the  choice  leading  to 
the  fastest  convergence,  must  be  greater  than  1  and  can  be  greater  than  2  even 
though  they  are  unable  to  guarantee  convergence  for  c>2. 
Heimbold  et  al's  algorithms  also  bear  some  relation  to  Green's  One  Step  Late 
29 EM  (OSLEM)  Algorithm  [30].  Green's  OSLEM  algorithm  comes  from  his  work 
on  maximum  penalised  likelihood  estimation,  in  which  the  model  parameters,  0, 
are  estimated  by  6  which  is  chosen  to  maximise 
G(6)-aJ(e). 
Depending  upon  our  point  of  view,  we  can  either  regard  exp  {-XJ  (9)}  as  being 
proportional  to  a  prior  for  0,  or  regard  J  (0)  as  a  roughness  function  and  A  as 
a  smoothing  parameter.  In  order  to  make  the  comparison  we  need  to  interpret 
Heimbold  et  al's  methods  as  attempting  to  find  6  to  maximise 
Fi(e)+77F2(e9e), 
where 
Fl  (6)  =£  (9) 
F2  (01,02)  =  cross-entropy  measure  with  maximum 
value  zero,  when  61  =  02. 
In  each  iterative  step  we  are  then  looking  for  0"'  to  maximise 
F3  (et+1)  =  Fi  (et+1)  +  i1F2  (ot+i,  et) 
However,  rather  than  finding  our  updated  parameter  estimates  by  solving 
OF3  (et+l) 
_  aet+l  -o 
30 for  6t+1,  we  instead  consider  the  easier  problem 
OF,  (et) 
+  77  aF2  (et+1)  et) 
=  o,  (2.23) 
aet  aet+l 
arguing  that  8 
eeeý  will  be  a  good  approximation  for  8 
ee 
t+l 
. 
Similarly,  in 
OSLEM  we  are  looking  for  Ot+1  to  maximise 
Q  (et+',  et)  -  AJ  (et+i)  , 
where  Q  (9t+1,9t)  =E  [G  (6t+1)  I  y,  6t]  (see  Dempster  et  al.  [19]).  This  is 
equivalent  to  finding  9t+1  to  maximise 
F3  (et+1)  =  Fi  (et+1)  +  i7F2  (gt+i,  et) 
7 
where 
Fi  (9t+1)  =J  (et+i) 
F2  (et+i,  et)  =Q  (ot+1)ot) 
1 
ý7  =  -" 
However,  as  before,  rather  than  solving  oFs  (t}1 
=0  we  use  the  same  argument 
to  justify  solving  the  easier  expression  given  in  (2.23).  Although  viewing  these 
two  approaches  in  this  framework  demonstrates  considerable  similarities  between 
them,  it  is  interesting  to  note  that  the  log-likelihood  C  (0)  influences  `Fl'  in 
Heimbold  et  al.  's  approach  and  'F2'  in  OSLEM. 
31 2.7  Approximate  Conjugate  Gradients  (ACG) 
The  ACG  algorithm  is  a  simple  iterative  algorithm  based  upon  the  method  of 
conjugate  gradients.  It  uses  ideas  from  Helmbold  et  al.  's  paper  to  replace  the  line 
search  to  find  the  optimum  step  length  at  each  iteration  with  a  simple  calculation 
which  approximates  this  quantity. 
Considering  the  conjugate  gradient  algorithm,  the  first  step  is  to  select  the 
search  direction.  Denoting  the  search  direction  at  iteration  t  by  dt  we  use  the 
scheme 
do  =  9o 
dt  _  gt  , +,  ßt-ldt-1  t>0, 
where 
gt  =aL  (O', 
')  and  ßt-1  = 
(gtT 
gt) 
/(dt_1Tgt_1) 
aeijk 
We  therefore  update  our  parameter  estimates  O  according  to 
e,  º,  +i  =  9; 
m  +  atilt, 
where  at  is  our  step  length  at  iteration  t.  In  the  conjugate  gradients  algorithm 
we  would  perform  a  line  search  to  determine  at,  the  value  of  a  maximising 
G  (O  +  adt)  . 
In  the  new  algorithm  we  use  Heimbold  et  al.  's  idea  of  maximising 
the  Taylor  expansion  of  the  log-likelihood  subject  to  a  penalty  term,  the  hope 
32 being  that  this  will  give  a  reasonable  approximation  to  the  optimal  step  length  for 
considerably  less  computational  effort.  Hence  in  the  second  step  of  our  algorithm 
we  must  chose  a=  at  to  maximise  the  quantity 
779tT  9m  1-d  (et+',  em) 
, 
where  71  is  the  `learning  parameter'  and  is  used  to  balance  the  relative  importance 
of  the  need  to  increase  the  log-likelihood  and  the  need  not  to  stray  too  far  from  the 
current  parameter  estimates.  So  in  effect  we  need  to  choose  a=  at  to  maximise 
779tT  B; 
n  +  ljagtT  dt  -d 
(O  +  atdt,  O  ).  (2.24) 
Depending  on  which  metric  we  choose  to  use  for  our  penalty  term  d  we  get  a 
different  update  rule': 
Euclidean  Metric  =  at  =n 
(gtTdt)  /  (dtTdt) 
tý  (gtTdt)  / 
(Ei 
B'i  X2  Metr  ic  =  at  =  77 
The  problem  with  additive  algorithms  such  as  this  is  that  it  is  all  too  easy  to 
stray  outside  the  parameter  space;  in  this  case  we  avoid  that  possibility  by  keeping 
the  value  of  77  small,  though  of  course  this  is  likely  to  affect  the  rate  of  convergence 
adversely.  One  possible  way  of  avoiding  this  problem  is  to  re-parameterise  our 
model.  If  we  use  the  logit  transformation 
eijk 
Oijk  =log  for  k=2, 
...  ,  ri,  9ijl 
'The  Relative  Entropy  metric  is  not  used  here  as  it  does  not  result  in  a  simple  closed  form 
for  at. 
33 then  in  the  new  parameter  space  denoted  by  0m  no  restriction  need  be  imposed 
on  the  c=jk  in  order  to  ensure  that  the  point  to  which  the  algorithm  converges 
satisfies  the  necessary  requirements  for  the  corresponding  °ijk  to  be  probabilities. 
This  means  that  we  are  able  to  carry  out  an  unconstrained  maximisation  of  the 
transformed  log-likelihood,  denoted  by  GO,  which  in  turn  implies  that  we  may  be 
able  to  make  use  of  larger  values  of  77.  One  problem  with  this  parameterisation  is 
that,  when  using  the  update  rule  derived  from  the  X2  metric,  we  might  find  that 
the  value  assigned  to  at  corresponds  to  a  minimum  of  the  approximation  to  the 
likelihood  surface  rather  than  a  maximum.  This  can  be  seen  by  differentiating 
dt  (2.24)  twice  with  respect  to  a;  the  result  is  Ei 
,  which  can  be  positive  or 
negative  depending  upon  the  current  value  of  q5t.  We  use  ACGB  and  ACGB  to 
denote  the  update  rules  derived  using  respectively  the  Euclidean  and  X2  metrics 
in  our  untransformed  parameter  space,  and  ACGO  to  denote  the  update  derived 
after  applying  the  logit  transformation  when  using  the  Euclidean  metric. 
Hence  ACGB  is  the  simple  iterative  algorithm 
Step  1  d°  =  go 
dt  =  gt  + 
((gtTgt) 
/ 
(dt_1Tgt_1))Tdt_1 
Vt  >0 
Step  2  9;,,  +,  1  =  9;,,  +  cxtdt 
where 
at  =  77 
(gtTdt)  /  (dtTdt) 
As  with  the  standard  conjugate  gradients  algorithm,  this  algorithm  should  be 
reinitialised  every  6  steps.  The  ACGB  and  ACGO  algorithms  are  similarly  simple. 
34 2.7.1  Convergence  of  the  ACG  Algorithm 
We  were  unable  to  produce  a  complete  proof  of  the  convergence  of  the  ACGB 
algorithm,  instead  we  offer  here  a  partial  proof  of  the  algorithm's  convergence, 
when  applied  to  maximising  a  quadratic  problem,  which  will  illustrate  some  of 
the  issues  that  must  be  dealt  with  in  order  to  produce  a  definitive  proof  of 
convergence. 
Quadratic  Problem 
Consider  the  function 
f  (0)  =  _29TQ9+OTb  (2.25) 
where  Q  is  a  positive  definite  and  symmetric  nxn  matrix.  This  function, 
f  (9),  is  quadratic  with  a  single  maximum,  9*,  satisfying  QO*  =  b.  If  we 
apply  the  iterative  ACGB  algorithm  to  this  problem  from  a  starting  point  90 
then  at  iterations  t  and  t+1  we  will  find  ourselves  at  points  9t  and  9t+1 
respectively.  Substituting  0=  6t+1  into  Equation  2.25  and  using  the  fact  that  in 
the  ACGB  algorithm  Ot+1  =  9t  +  atdt  and  also  that  for  this  particular  function 
t  of  6 
g=_  -Q9  +  b,  we  can  see  that 
f  ýee+iý  __ 
10t+1TQet+i 
+  of+lT  b 
2 
=-2  (et  +  atdt)T  Q  (ot  +  atdt)  +  (9t  +  atdt)T  b 
_  -1  etTQet  -1  atdtT  Q6t  -1  atOtT  Qdt  -1  at2dtT  Qdt  +  OtTb  +  atdtT  b 
2222 
=f  (ot) 
- 
1atdtTQot 
- 
ZatgtTQdt 
- 
1at2dtTQdt 
+atdtTb  22 
=f  (et) 
-  atdtT  Qet  -2  at2dtT  Qdt  +  atdtT  b 
=f  (et)  +  atdtT  (-Q6t  +  b)  -1  at2dtTQdt  2 
35 =f  (9t)  +  atdtTgt  -1  at2dtTQdt  2 
The  implication  of  this  is  that,  if  the  step  length  at  iteration  t,  at,  satisfies 
atdtTgt  - 
1at2dtTQdt 
>  0, 
2 
then  it  must  follow  that  f  (9t+1)  >f  (8t)  and  hence  we  can  expect  to  converge 
to  the  maximum  point  of  f  (0).  In  the  ACGB  algorithm  we  use 
at  = 
(gtTdt)  / 
(dtTdt), 
and  hence  to  demonstrate  convergence  we  must  show  that 
77 
(gtTdt) 
/ 
(dtTdt) 
dtT  gt 
277 
2(  (gtTdt)  / 
(dtT 
dt)) 
2 
dtT  Qdt  >0 
for  some  value  of  the  learning  parameter,  71.  Since  (dtTdt) 
and 
(gtTdt)2 
will 
both  be  positive  we  can  simplify  this  expression  to  give 
rjdtT  dt  -2  l2dtT  Qdt  >  0. 
Assuming  77  is  positive  we  are  then  able  to  state  that  convergence  will  occur 
provided 
dtT  dt 
71  2 
dtTQdt 
Vt. 
Unfortunately  the  fact  that  dt  depends  upon  {dt-1, 
...  , 
d°}  makes  it  difficult  to 
use  this  to  place  an  upper  bound  on  the  value  of  77  that  would  lead  to  convergence, 
but  the  implication  here  is  that  we  can  cause  the  algorithm  to  converge  by  making 
36 rj  sufficiently  small. 
2.8  A  Comparison  of  Parameter  Estimation 
Algorithms 
We  will  consider  the  application  of  the  algorithms  previously  described  to 
parameter  estimation  in  naive  Bayesian  networks,  such  as  that  shown  in  Figure 
2.3.  More  complete  details  of  the  implementation  of  these  algorithms  can  be  found 
in  Appendix  A.  When  comparing  the  performance  of  these  algorithms  a  number 
Figure  2.3:  A  naive  Bayesian  network.  The  nodes  Yl, 
...  , 
Yn 
are  fully  observable  while  the  root  node,  Z,  is  unobserved. 
of  factors  need  to  be  considered.  Obviously  we  wish  to  compare  these  algorithms 
on  a  `per  iteration'  basis,  but  this  is  only  part  of  the  story.  Other  factors  such  as 
how  long  each  iteration  of  the  algorithm  takes,  and  the  computing  resources  that 
different  algorithms  will  require,  must  also  be  considered.  Finally,  we  must  also 
pay  attention  to  simplicity  of  implementation.  This  is  difficult  to  quantify  but 
nevertheless  important;  we  do  not  wish  to  spend  a  great  deal  of  time  coding  and 
37 testing  a  more  sophisticated  algorithm  if  the  pay  back,  in  terms  of  the  improved 
performance  of  the  algorithm,  does  not  warrant  our  investment. 
Mixture  distribution  problems  generally  fall  into  one  of  two  categories,  those 
in  which  we  know  the  distribution  of  the  components  of  the  mixture  and  need 
only  to  find  the  proportion  vector  in  order  to  fully  define  the  mixture  distribution, 
and  those  in  which  the  distribution  of  each  component  is  also  unknown.  We 
will  consider  these  two  cases  separately.  Initially  we  will  simply  compare  the 
algorithms  on  a  per  iteration  basis;  later  we  will  attempt  to  bring  to  bear  some 
of  the  other  factors  under  consideration. 
2.8.1  Mixtures  of  Known  Components:  The  Proportion 
Vector  Problem 
A  generative  naive  Bayesian  network  in  which  the  root  variable  Z  had  rz  =4 
states  and  with  n=5  observable  variables,  Y1i 
..., 
Y5,  each  having  r;  =2  possible 
outcomes  was  set  up,  the  parameters  of  this  network  being  drawn  from  a  uniform 
distribution.  A  dataset  of  size  100  was  then  generated  from  this  network.  To 
simulate  data  from  such  a  network  we  first  draw  the  state  of  the  variable  Z  from 
its  distribution  then  draw  values  of  each  of  the  Y  according  to  their  distribution 
given  the  value  of  Z.  We  then  discard  all  observations  of  Z  to  give  a  dataset 
in  which  we  have  no  information  about  latent  class  membership.  We  then  fitted 
a  naive  Bayesian  network  to  the  artificial  dataset  using  each  of  the  algorithms 
previously  described.  In  fitting  the  model  we  assumed  that  the  number  of  states 
of  the  variable  Z  was  known  and  that  the  true  parameters  of  each  component  of 
the  mixture  were  also  known,  so  that  all  that  remained  to  be  estimated  was  the 
38 proportion  vector.  This  procedure  was  carried  out  20  times  and  the  performance 
of  each  algorithm  in  estimating  the  proportion  vector  was  compared  to  that  of 
the  EM  algorithm,  the  results  being  shown  in  Figures  2.4  to  2.13.  It  should 
be  noted  that  both  the  CG  and  GCG  algorithms  start  with  a  few  iterations  of 
the  EM  algorithm,  the  change  over  from  the  EM  algorithm  taking  place  once 
the  criterion  suggested  by  Jamshidian  and  Jennrich  [37]  given  in  Equation  2.10  is 
satisfied.  In  order  to  produce  the  plots  detailing  the  comparison  of  the  algorithms 
the  following  procedure  was  adopted.  We  denote  the  value  of  the  log-likelihood 
for  the  baseline  algorithm  at  iteration  t  by  Gi  and  of  the  competing  algorithm 
by 
, 
C2,  and  take  G°  =  G2  to  be  the  log-likelihood  at  the  starting  point  for  each 
algorithm  and  Gi°  =  G°  to  be  the  log-likelihood  at  the  point  to  which  both  of 
the  algorithms  converge  (in  these  examples  the  algorithms  all  converged  to  the 
same  point,  more  generally  this  may  not  be  the  case).  Then  we  begin  by  rescaling 
them  so  that 
G1- 
Gt-Gö 
£t  - 
Gý-Gäß 
00  -  G1  G2  -  G2  G1 
so  now  , 
C°t  =  0,  G'  =1  and  £L  E  [0,1]  for  all  t,  i=1,2.  The  point  plotted  is 
then  G;  2  -,  Csl,  so  it  is  positive  if  the  competing  algorithm  is  closer  to  convergence 
than  our  baseline  algorithm  and  negative  if  the  opposite  is  true.  In  each  case  we 
plotted  all  20  cases  in  dotted  lines  and  an  average  of  the  20  cases  is  shown  by  the 
heavy  solid  line. 
For  the  EMn,  EG,,,  GP,,,  ACGO 
, 
ACG0  and  ACGB  algorithms  we  must  pay 
some  attention  to  how  the  learning  parameter  will  be  selected.  Unfortunately 
there  is  no  easy  answer  to  this  and  the  only  way  to  select  the  value  of  the  learning 
parameter  was  to  spend  some  time  experimenting  for  each  example  to  find  a  value 
39 that  gave  good  results.  Obviously  this  can  be  quite  time  consuming.  Table  2.1 
gives  summary  statistics  for  the  20  different  learning  parameters  used  for  each  of 
these  algorithms. 
Learning  Parameter 
Algorithm 
Mean  Minimum  Maximum  Standard  Error 
EMn  1.88  1.4  2.2  0.24 
EG71  2.48  1.5  7.0  1.15 
GP, 
7  0.44  0.002  1.3  0.28 
ACGO  0.10  0.06  0.23  0.040 
ACGB  0.0026  0.00005  0.008  0.0019 
ACGB  0.0027  0.00001  0.008  0.0019 
Table  2.1:  Learning  parameters  for  algorithms  for  the 
proportion  vector  problem. 
Figures  2.4,2.5,2.6,2.7  and  2.8  show  that  IEM,  GCG,  CG,  EM,  7  and  EG,,  all 
give  a  clear  improvement  over  the  EM  algorithm.  For  each  of  these  algorithms 
convergence  is  faster  than  the  EM  algorithm  for  all  20  test  runs.  The  ACG, 
algorithm  leads  to  an  improvement  on  average,  but  in  4  cases  the  EM  algorithm 
converges  faster  and  in  a  further  2  cases,  although  the  ACGO  algorithm  eventually 
overtakes  the  EM  algorithm,  the  EM  algorithm  initially  shows  better  convergence. 
The  GPO,  ACGB  and  ACGB  algorithm  all  perform  poorly.  These  algorithms  have 
particular  problems  when  the  stationary  point  to  which  they  are  converging  lies 
on  the  boundary  of  the  parameter  space.  This  occurred  twice  in  the  20  trials  and 
these  two  occasions  can  be  clearly  seen  in  Figures  2.9,2.11  and  2.12;  they  are 
represented  by  the  two  dotted  lines  that  lie  towards  the  bottom  of  the  plot.  If 
we  ignore  these  two  cases  for  the  moment  and  look  at  the  average  performance 
for  these  three  algorithms  on  the  remaining  18  cases,  shown  by  the  bold  dashed 
lines,  we  see  that  only  for  the  ACGB  algorithm  is  the  EM  algorithm  still  better 
40 on  average. 
It  is  quite  difficult  to  use  these  plots  to  make  a  direct  comparison  between  the 
CG  and  GCG  algorithms  and  the  others  as  both  of  these  algorithms  are  preceded 
by  a  few  iterations  of  the  EM  algorithm  in  order  to  ensure  that  we  are  close 
to  a  stationary  point.  To  compare  their  performance  to  the  other  algorithms 
Figure  2.13  directly  compares  GCG,  the  better  of  the  two  conjugate  gradient 
algorithms,  and  EG,,,  which,  out  of  the  remaining  algorithms,  gives  the  best 
average  performance.  It  shows  that,  although  initially  the  EG,,  algorithm  displays 
faster  convergence,  once  we  change  from  EM  to  the  GCG  algorithm  the  GCG 
algorithm  swiftly  overtakes  the  EG,,  algorithm. 
Thus  on  a  per  iteration  basis  the  conjugate  gradient  algorithms  offer  the 
greatest  average  improvement  over  the  EM  algorithm,  followed  by  EGq,  EM,,, 
ACGO  and  IEM.  The  remaining  algorithms,  GP,  1, 
ACGB  and  ACGB 
, 
do  not 
perform  as  well  as  the  EM  algorithm. 
41 Figure  2.4:  Comparison  of  IEM  algorithm  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  IEM  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  IEM  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  y=0  correspond 
to  being  further  froiºi  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
Figure  2.5:  Comparison  of  GCG  algorithm  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  GCG  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  GCG  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  y=0  correspond  to 
being  further  from  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
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Number  of  Iterations Figure  2.6:  Comparison  of  CG  algorithm  to  EM  algorithm. 
Lilies  plotted  show  the  performance  of  the  CG  algorithiim  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  CG  being  closer  to  convergence  thaiº  the  EM 
algorithin  and  conversely  points  below  y=0  correspond  to 
being  further  from  convergence  than  the  EM  algoritluti.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
Figure  2.7:  Comparison  of  EM,,  algorithm  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  EM,,  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  EM, 
1 
being  closer  to  convergence  than  the 
EM  algorithiºi  and  conversely  points  below  y=0  correspond 
to  being  further  from  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons:  the  solid  line  shows 
time  average  of  these  20  comparisons. 
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Number  of  Iterations Figure  2.8:  Comparison  of  EG1,  algorithm  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  EG,,  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  EG,,  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  ; ij  _0  correspond 
to  being  further  frone  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
Figure  2.9:  Comparison  of  GP,,  algorithm  to  EM  algorithm. 
Lilies  plotted  show  the  performance  of  the  GPl  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  GP1  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  y=0  correspond 
to  being  further  from  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons,  and  the  solid  dashed  line 
shows  the  average  after  ignoring  the  two  cases  which  lie  on  the 
edge  of  the  parameter  space. 
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Figure  2.10:  Comparison  of  ACGO  algorithm  to  EM 
algorithm.  Lines  plotted  show  the  performance  of  the  ACGp 
algorithm  by  comparison  to  the  EM  algorithm;  points  above  the 
line  y=0  correspond  to  the  ACGO  being  closer  to  convergence 
than  the  EM  algorithm  and  conversely  points  below  y=0 
correspond  to  being  further  from  convergence  than  the  EM 
algorithm.  The  dotted  lines  show  each  of  20  comparisons;  the 
solid  line  shows  the  average  of  these  20  comparisons. 
Figure  2.11:  Comparison  of  ACG0  algorithm  to  EM 
algorithm.  Lines  plotted  show  the  performance  of  the  ACG0 
algorithm  by  comparison  to  the  EM  algorithm;  points  above  the 
line  y=0  correspond  to  the  ACG0  being  closer  to  convergence 
than  the  EM  algorithm  and  conversely  points  below  y=0 
correspond  to  being  further  froin  convergence  than  the  EM 
algorithm.  The  dotted  lines  show  each  of  20  comparisons,  the 
solid  line  shows  the  average  of  these  20  comparisons,  and  the 
solid  dashed  line  shows  the  average  after  ignoring  the  two  cases 
which  lie  on  the  edge  of  the  parameter  space. 
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Number  of  Iterations Figure  2.12:  Comparison  of  ACG©  algorithm  to  EM 
algorithm.  Lines  plotted  show  the  performance  of  the  ACGo 
algorithm  by  comparison  to  the  EM  algorithm;  points  above  the 
hue  y=U  correspond  to  the  ACGý  being  closer  to  convergence 
than  the  EM  algorithm  and  conversely  points  below  y=0 
correspond  to  being  further  frone  convergence  than  the  EM 
algorithm.  The  dotted  lines  show  each  of  20  comparisons,  the 
solid  line  shows  the  average  of  these  20  comparisons,  and  the 
solid  dashed  Beie  shows  the  average  after  ignoring  the  two  cases 
which  lie  on  the  edge  of  the  parameter  space. 
Figure  2.13:  Comparison  of  GCG  algorithm  to  EG,, 
algorithm.  Lines  plotted  show  the  performance  of  the  GCG 
algorithin  by  comparison  to  the  EG,,  algorithm;  points  above 
the  line  y=0  correspond  to  the  GCG  being  closer  to 
convergence  than  the  EG,  algorithm  and  conversely  points 
below  ]=0  correspond  to  being  further  frone  convergence 
than  the  EG,,  algorithm.  The  dotted  lines  show  each  of  20 
comparisons;  the  solid  line  shows  their  average. 
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Number  of  Iterations 2.8.2  Mixtures  of  Unknown  Components 
A  generative  naive  Bayesian  network  was  set  up  in  which  the  root  node  Z  had 
rz  =2  possible  states  and  there  were  n=4  observable  variables  each  with 
r;  =2  possible  states,  the  parameters  of  this  network  being  selected  from  uniform 
distributions.  A  dataset  was  generated  using  the  method  outlined  earlier  from 
which  all  observations  of  Z  were  discarded.  A  Bayesian  network  with  the  same 
structure  but  in  which  all  parameters  were  assumed  to  be  unknown  was  then 
fitted  to  the  resulting  dataset  using  each  of  the  algorithms  under  consideration. 
Once  again  this  was  repeated  20  times  and  the  same  method  as  previously  was 
used  to  display  the  results  which  are  shown  in  Figures  2.14  -  2.23.  As  before, 
learning  parameters  for  the  EMn,  EG,,,  GP,,,  ACGO 
, 
ACGB  and  ACGB  algorithms 
were  selected  by  hand  and  summary  statistics  for  these  parameters  are  given  in 
Table  2.2. 
Learning  Parameter 
Algorithm 
Mean  Minimum  Maximum  Standard  Error 
EM,,  1.91  1.7  2.2  0.17 
EGn  1.85  0.3  2.7  0.49 
GPn  0.24  0.005  0.7  0.23 
ACGO  0.12  0.09  0.15  0.017 
ACGB  0.0013  0.00003  0.003  0.0012 
ACGB  0.0018  0.0001  0.006  0.0017 
Table  2.2:  Learning  parameters  for  algorithms  for  the 
mixtures  of  unknown  components  problem. 
Of  the  methods  looked  at  only  three,  GCG,  CG  and  IEM,  improved  on  the 
EM  algorithm.  Of  the  other  algorithms  ACG, 
, 
EM,  7  and  EG,,  would  seem 
to  offer  a  similar  rate  of  convergence  to  the  EM  algorithm,  whilst  GP,?,  ACGB 
47 and  ACGB  all  show  much  slower  convergence  than  the  EM  algorithm.  Again, 
in  order  to  facilitate  direct  comparison  of  the  conjugate  gradient  methods  to 
the  other  algorithms  Figure  2.23  shows  a  comparison  between  the  IEM  and 
GCG  algorithms;  once  again  the  conjugate  gradient  algorithms  give  the  greatest 
improvement  over  the  EM  algorithm. 
48 Figure  2.14:  Comparison  of  IEM  algorithm  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  IEM  algorithm  by 
comparison  to  the  EM  algorithin;  points  above  the  line  y=0 
correspond  to  the  IEM  being  closer  to  convergence  than  the 
EM  algorithin  and  conversely  points  below  y=0  correspond 
to  being  further  from  convergence  than  the  EM  algorithm.  The 
dotted  lilies  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
Number  of  Iterations 
Figure  2.15:  Comparison  of  GCG  algorithm  to  EM  algorithin. 
Lines  plotted  show  the  performance  of  the  GCG  algoritlnn  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  GCG  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  y=0  correspond  to 
being  further  from  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
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Figure  2.16:  Comparison  of  CG  algorithm  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  CG  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  CG  being  closer  to  convergence  than  the  EM 
algorithin  and  conversely  points  below  y=0  correspond  to 
being  further  frone  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
Figure  2.17:  Comparison  of  EM,,  algorithm  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  EM7,  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  EM7,  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  y=0  correspond 
to  being  further  from  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
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Number  of  Iterations Figure  2.18:  Comparison  of  EG,,  algorithin  to  EM  algorithm. 
Lines  plotted  show  the  performance  of  the  EG,,  algorithm  by 
comparison  to  the  EM  algorithºn;  points  above  the  line  y=0 
correspond  to  the  EGj  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  y=  (1  correspond 
to  being  further  from  convergence  than  the  EM  algorithm.  The 
dotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  coiiiparisons. 
Figure  2.19:  Comparison  of  GP,,  algorithm  to  EM  algorithm. 
Lines  blotted  show  the  performance  of  the  GP,,  algorithm  by 
comparison  to  the  EM  algorithm;  points  above  the  line  y=0 
correspond  to  the  GP,,  being  closer  to  convergence  than  the 
EM  algorithm  and  conversely  points  below  y=0  correspond 
to  being  further  from  convergence  than  the  EM  algoritlun.  The 
(lotted  lines  show  each  of  20  comparisons;  the  solid  line  shows 
the  average  of  these  20  comparisons. 
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0  10  20  30  40  50 
Number  of  Iterations Figure  2.20:  Comparison  of  ACGp  algorithm  to  EM 
algorithm.  Lines  plotted  show  the  performance  of'  the  ACGO 
algorithm  by  comparison  to  the  EM  algorithm;  points  above  the 
line  y=0  correspond  to  the  ACGO  being  closer  to  convergence 
tliaii  the  EM  algorithm  and  conversely  points  below  ?j=0 
correspond  to  being  further  from  convergence  than  the  EM 
algorithin.  The  dotted  lines  show  each  of  20  comparisons;  the 
solid  line  shows  the  average  of  these  20  comparisons. 
Figure  2.21:  Comparison  of  ACG0  algorithm  tu  EM 
algorithm.  Lilies  plotted  show  the  performance  of  the  ACG© 
algorithm  by  comparison  to  the  EM  algorithm;  points  above  the 
line  y=0  correspond  to  the  ACG0  being  closer  to  convergence 
than  the  EM  algorithm  and  conversely  points  below  y=0 
correspond  to  beirr;  further  from  convergence  than  the  ED' 
algorithmn.  The  dotted  lines  show  each  of  20  comparisons; 
solid  line  shows  the  average  of  these  20  comparisons. 
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0  10  20  30  40  50 
Number  of  Iterations Figure  2.22:  Comparison  of  ACGö  algorithm  to  EM 
algoritliüi.  Lines  plotted  show  the  performance  of'  the  ACG© 
algorithm  by  comparison  to  the  EM  algorithm;  points  ahove  the 
line  y=0  correspond  to  the  ACG'  being  closer  to  convergence 
than  the  EM  algorithm  and  conversely  points  below  y=0 
correspond  to  being  further  froiri  convergence  than  the  EM 
algorithm.  The  dotted  lines  show  each  of  20  comparisons;  the 
solid  line  shows  the  average  of  these  20  comparisons. 
Figure  2.23:  Comparison  of  GCG  algorithm  to  IEM 
algorithm.  Lines  plotted  show  the  performance  of  the  CGG 
algoritliin  by  comparison  to  the  IEM  algorithm;  points  above 
the  line  y=0  correspond  to  the  GCG  being  closer  to 
convergence  than  the  IEM  algorithm  and  conversely  points 
below  y=0  correspond  to  being  further  from  convergence 
than  the  IEM  algorithm.  The  dotted  lines  show  each  of  20 
comparisons;  the  solid  line  shows  the  average  of  these  20 
comparisons. 
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Number  of  Iterations 2.9  Computational  Costs  of  Algorithms 
When  considering  the  relative  merits  of  these  algorithms,  as  well  as  comparing 
their  performance  on  a  `per  iteration'  basis,  we  also  have  to  consider  the 
computational  cost  of  each  step  of  these  iterations.  An  algorithm  that  may  seem 
to  give  excellent  performance  when  compared  to  the  EM  algorithm  per  iteration 
may  in  fact  be  slow  and  cumbersome.  Some  balance  must  be  struck  between  the 
need  for  faster  per  iteration  convergence  and  the  amount  of  computation  each 
step  takes. 
We  also  have  to  consider  the  rather  intangible  factor  of  ease  of  implementation. 
Clearly  we  do  not  want  to  invest  a  great  deal  of  extra  effort  in  coding  up  and 
testing  routines  which  are  not  going  to  offer  a  reasonable  improvement  in  the  rate 
of  convergence. 
We  begin  by  considering  computational  cost.  We  can  compare  the  speed  of 
our  algorithms  by  considering  the  number  of  floating  point  operations  (FLOPS) 
required  by  each  iteration  of  the  algorithm,  if  we  take  each  of  the  operations 
addition,  subtraction,  multiplication,  division  and  taking  logs  and  exponents  to 
be  a  single  FLOP,  and  also  assume  that  the  computational  costs  of  all  other 
operations  such  as  moving  data  or  comparing  values  has  negligible  computational 
cost  then  we  can  calculate  the  number  of  FLOPS  required  by  each  iteration 
of  our  algorithms  and  hence  compare  the  amount  of  computation  required  by 
each.  Table  2.3  shows  the  FLOP  count  when  applying  these  algorithms  to 
the  proportion  vector  problem,  and  Table  2.4  gives  the  FLOP  counts  for  the 
problem  in  which  our  mixture  components  are  also  unknown.  Each  iteration 
of  the  algorithms  has  been  broken  down  into  4  stages,  calculating  the  gradient, 
54 determining  the  search  direction,  calculating  the  step  length  and  performing  the 
final  update.  Not  all  of  these  4  stages  are  applicable  to  all  of  the  algorithms.  The 
FLOP  counts  for  choosing  the  search  direction  assume  that  we  are  not  at  the 
first  iteration  of  the  algorithm;  in  this  case  all  of  the  algorithms  apart  from  GCG 
take  the  gradient  as  the  initial  search  direction  and  no  additional  computational 
cost  is  incurred. 
It  is  quite  difficult  to  interpret  these  raw  formulae  for  computational 
requirement  other  than  to  say  that  moving  down  each  of  the  tables  there  is  a 
tendency  for  computational  expense  to  increase.  To  see  more  clearly  what  these 
formulae  mean  Figures  2.24-2.28  show  how  some  of  these  algorithms  compare 
to  the  EM  algorithm  when  we  judge  convergence  against  computation  time  as 
opposed  to  number  of  iterations  for  a  single  example.  The  examples  shown  here 
are  all  taken  from  the  the  earlier  comparison  of  the  algorithms  in  estimating 
the  proportion  vector  for  a  mixture  of  known  distributions.  One  very  noticeable 
feature  of  these  graphs  is  the  much  greater  computational  requirements  of  the 
CG  and  GCG  algorithms.  The  effect  this  increase  in  computational  requirement 
has  on  the  relative  speed  of  convergence  is  particularly  obvious  in  this  somewhat 
simple  example  in  which  the  EM  algorithm  converges  quite  quickly  anyway.  For 
the  other  algorithms  computational  requirements  are  of  a  similar  order  to  those 
for  the  EM  algorithm  in  this  example  so  their  performance  is  similar  whether 
compared  on  a  per  iteration  basis  or  in  terms  of  computational  requirement. 
However  the  figures  in  Tables  2.3  and  2.4  indicate  that  this  difference  in 
computational  cost  will  become  more  apparent  as  the  complexity  of  our  model 
increases. 
A  final  point  of  consideration  is  ease  of  implementation.  If  the  EM  algorithm 
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57 is  already  implemented  then  the  IEM  algorithm  will  be  by  far  the  easiest  of  these 
algorithms  to  implement  as  it  requires  only  a  fairly  minor  alteration  of  the  code  for 
the  EM  algorithm.  Otherwise,  if  starting  from  scratch,  all  the  algorithms  apart 
from  CG  and  GCG  required  a  similar  amount  of  work  to  code  up.  However,  for  the 
EMn,  EG, 
7, 
GP,, 
, 
ACG, 
, 
ACGB  and  ACGB  there  is  an  additional  implementation 
cost,  that  of  determining  the  learning  parameters.  Tables  2.1  and  2.2  show  how 
these  learning  parameters  can  vary  even  when  we  are  fitting  the  same  model 
structure  to  different  datasets.  It  turns  out  for  all  of  these  algorithms  that  a 
learning  parameter  that  gives  good  convergence  when  fitting  the  model  to  one 
dataset  may  be  too  small  to  give  good  convergence  when  applied  to  another 
dataset,  or  alternatively  may  be  too  large  and  the  algorithm  breaks  down  and 
fails  to  give  a  sensible  answer.  The  CG  and  GCG  algorithms  were  by  far  the 
most  difficult  to  implement  as  they  are  considerably  more  sophisticated  than  the 
other  techniques  considered  here.  One  particularly  difficult  issue  here  is  that  of 
the  line  search  algorithm  used.  A  huge  number  of  such  algorithms  exist  and  it 
is  important  to  strike  up  the  right  balance  between  selecting  a  method  which  is 
quick  yet  sufficiently  accurate. 
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Figure  2.24:  Application  of  the  IEM  algorithm  to  a  naive 
Bayesian  network  with  5  binary  observable  nodes,  and  an 
unobserved  root  node  having  4  possible  states.  It  is  assumed 
that  only  the  parameters  of  the  local  distribution  of  the  root 
node  are  unknown.  The  EM  algorithm  is  also  shown  here  for 
comparison. 
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Figure  2.25:  Application  of  the  CG  algorithm  to  a  naive 
Bayesian  network  with  5  binary  observable  nodes,  and  an 
unobserved  root  node  having  4  possible  states.  It  is  assumed 
that  only  the  parameters  of  the  local  distribution  of  the  root 
node  are  unknown.  The  EM  algorithm  is  also  shown  here  for 
comparison.  Since  the  CG  algortihm  is  preceded  by  a  few  steps 
of  the  EM  algorithm  step  1  is  considered  here  to  be  the  first 
CG  step. 
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Figure  2.26:  Application  of  the  GCG  algorithm  to  a  naive 
Bayesian  network  with  5  binary  observable  nodes,  and  an 
unobserved  root  node  having  4  possible  states.  It  is  assumed 
that  only  the  parameters  of  the  local  distribution  of  the  root 
node  are  unknown.  The  EM  algorithm  is  also  shown  here  for 
comparison.  Since  the  GCG  algortihm  is  preceded  by  a  few 
steps  of  the  EM  algorithm  step  1  is  considered  here  to  be  the 
first  GCG  step. 
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Figure  2.27:  Application  of  the  EM,  7  algorithm  to  a  naive 
Bayesian  network  with  5  binary  observable  nodes,  and  an 
unobserved  root  node  having  4  possible  states.  It  is  assumed 
that  only  the  parameters  of  the  local  distribution  of  the  root 
node  are  unknown.  The  EM  algorithm  is  also  shown  here  for 
comparison. 
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Figure  2.28:  Application  of  the  ACG  algorithm  to  a  naive 
Bayesian  network  with  5  binary  observable  nodes,  and  an 
unobserved  root  node  having  4  possible  states.  It  is  assumed 
that  only  the  parameters  of  the  local  distribution  of  the  root 
node  are  unknown.  The  EM  algorithm  is  also  shown  here  for 
comparison. 
61 2.10  Conclusion 
Of  the  algorithms  studied  here  only  three  proved  to  be  better  than  the  EM 
algorithm  for  both  of  the  types  of  problem  looked  at.  Of  these  three  the  IEM 
algorithm  can  be  expected  to  improve  performance  for  little  extra  effort,  while 
CG  and  GCG  both  offer  considerable  per  iteration  improvement  over  the  EM 
algorithm  but  require  more  time  to  be  invested  in  their  implementation  and 
require  greater  computational  resources.  The  other  algorithms  proved  to  have 
very  poor  convergence  properties  when  applied  to  more  general  problems,  but  a 
number  of  them  performed  well  when  applied  to  the  proportion  vector  problem. 
Helmbold's  EM,,  and  EG,,  algorithms  were  both  particularly  successful,  being 
beaten  on  a  per  iteration  basis  by  only  the  GCG  and  CG  algorithms,  and 
yet  they  require  far  less  initial  investment  and  are  computationally  much  less 
intensive.  These  algorithms  do  however  have  the  disadvantage  that  they  require 
the  selection  of  a  learning  parameter  and  that  at  present  no  automatic  technique 
for  the  selection  of  this  learning  parameter  exists.  Choosing  a  suitable  parameter 
can  be  time  consuming. 
If  the  problem  of  selecting  a  learning  parameter  can  be  successfully 
automated  then  for  proportion  vector  problems  Helmbold's  techniques  are  to 
be  recommended.  Until  such  a  time  the  choice  is  really  between  IEM  and  the 
conjugate  gradient  algorithms,  the  choice  depending  upon  the  user's  willingness 
to  put  in  the  initial  investment  to  prepare  the  more  complicated  code  required 
for  the  conjugate  gradient  methods.  For  more  complicated  models  either  IEM  or 
GCG  would  be  recommended,  the  choice  again  depending  upon  the  criteria  just 
given. 
62 2.11  Deterministic  Annealing  EM  Algorithm 
2.11.1  Introduction 
We  have  seen  some  of  the  many  attempts  that  have  been  made  to  improve  on 
the  convergence  rate  of  the  EM  algorithm,  but  this  is  only  half  the  story.  As  well 
as  the  speed  of  convergence  we  also  have  to  consider  just  where  these  algorithms 
are  converging  to.  We  know  that  the  EM  algorithm  guarantees  convergence  to  a 
stationary  point  of  the  likelihood  surface,  but  likelihood  surfaces  often  have  many 
stationary  points,  How  can  we  tell  if  we  are  at  the  global  maximum,  or  merely 
a  local  maximum,  or  even  a  saddle  point?  The  simple  answer  is  that  we  can 
never  truly  be  sure  that  we  have  found  the  global  maximum,  but  we  can  at  least 
improve  our  chances  of  finding  it.  Previously  the  only  way  we  had  of  improving 
our  chances  was  the  multiple  re-start  technique  in  which  we  run  the  EM  algorithm 
many  times  with  a  different,  randomly  chosen,  starting  point  for  each  run.  We 
then  select  the  best  of  the  set  of  convergence  points  and  assume  that  this  is 
our  global  maximum,  knowing  that  even  if  this  is  not  the  point  that  maximises 
our  likelihood  function  the  likelihood  surface  at  this  point  must  be  close  to 
its  maximum  value.  Recently,  Ueda  and  Nakano  [72]  have  proposed  another 
possible  solution  to  this  problem,  their  Deterministic  Annealing  EM  (DAEM) 
algorithm.  They  reformulate  maximising  the  log-likelihood  as  minimising  the 
thermodynamic  free  energy,  defined  as  an  effective  cost  function  that  depends  on 
a  parameter  called  the  `temperature': 
Lp  (em)  _-ý  log  EP  (Robs+  Xmis;  Om)p 
Xmia 
63 where  Xob,  and  X11Z9  represent  the  observed  and  missing  data  respectively.  The 
temperature  takes  an  initial  value  which  is  chosen  to  be  high  enough  such  that 
the  function  being  minimised  has  a  single  global  minimum.  The  temperature  is 
then  gradually  lowered,  and  at  each  temperature  the  function  is  deterministically 
optimised.  At  the  final  temperature,  1,  the  function  being  minimised 
corresponds  to  the  negative  log-likelihood,  so  the  point  to  which  this  algorithm 
converges  must  be  a  stationary  point  of  our  likelihood  surface.  Ueda  and  Nakano 
argue  that,  while  this  approach  may  not  find  a  global  maximum  of  the  log- 
likelihood,  it  is  likely  to  find  a  better  maximum  than  that  reached  by  the 
EM  algorithm  alone.  They  also  point  out  that  the  maximum  found  by  the 
DAEM  algorithm  will  be  independent  of  the  chosen  starting  point,  but  will 
instead  depend  upon  the  position  of  the  global  minimum  of  Gp  (9.  )  at  the 
initial  temperature,  and  the  chosen  cooling  schedule.  They  illustrate  the  use 
of  the  algorithm  on  training  probabilistic  neural  networks  (akin  to  mixtures 
of  normal  distributions)  and  show  that,  at  least  in  their  chosen  example,  the 
DAEM  algorithm  does  find  a  better  maximum  than  the  EM  algorithm.  However, 
applying  this  algorithm  to  a  naive  Bayesian  network  produces  some  odd  results. 
In  this  case  the  function  being  minimised  at  each  temperature  is 
£ß  (Om)  =-ýNz  lob 
r: 
Z  PR 
n  r; 
rIE  Ik  (ymi)  Bi  k,  m=1  j=1  i=1  k=1 
where  the  root  node  Z  has  rz  states,  and  each  of  the  n  observed  nodes  Yl, 
...  , 
Yn 
has  ri  states,  with 
P(Z=j)=P.? 
64 and 
P(Y=kI  Z=j)=O1k; 
Ik  (ymi)  is  the  indicator  function 
IA;  (Y.  i)  =1 
if  y..  i=k 
0  otherwise. 
We  found  that  the  DAEM  algorithm  generally  converges  to  the  equally  weighted 
independence  model  in  which 
N 
Pi  =z  Vi  and  0ijk  =N  Ik  (Ymi)  di,  j.  (2.26) 
m=1 
To  understand  this  behaviour  we  need  to  consider  the  following  theorems,  proofs 
of  which  are  given  in  Appendix  B. 
Theorem  2.1  If  the  EM  algorithm  is  started  at  any  independence  model,  that  is 
to  say  either 
B° 
k=...  =  e° 
rk 
VZ,  k 
or 
ph=1  and  p?  =0  Vj;  h, 
then  the  EM  algorithm  will  converge  to  the  maximum  likelihood  independence 
model  in  just  one  iteration.  In  the  first  case  it  converges  to 
1N 
pj'  =pjo  vi  and  Bilk  =  N>Ik(ymi)  Vi,  j,  k 
m=1 
65 and  in  the  second  case  to 
Ph=1,  pl=0  Vjok 
N 
and  Oihk  E  Ik  (ymi)  Vi,  j,  k" 
M=l 
Corollary  2.2  The  maximum  likelihood  independence  model  is  a  stationary  point 
of  the  EM  algorithm. 
Theorem  2.3  The  gradient  of  Cp  (Om)  at  the  point 
N 
Pi  =1Vj  and  Ojjk  =N  Ik  (xmi)  Vi,  j,  k 
m=1 
is  zero  for  all  0<Q<1. 
Theorem  2.3  indicates  that  the  equally  weighted  independence  model  is  a 
stationary  point  at  all  temperatures,  the  implication  of  this  being  that,  when 
the  temperature  is  high  enough  that  the  thermodynamic  free  energy  surface  has 
a  single  local  minimum,  that  minimum  must  lie  at  this  point.  As  the  algorithm 
progresses  will  be  lowered  according  to  some  cooling  schedule.  However  at  each 
new  temperature  the  starting  point  will  be  the  equally  weighted  independence 
model,  which  is  a  stationary  point  for  all  1>ß>0,  and  the  algorithm  will 
be  unable  to  escape  that  point.  Corollary  2.2  then  shows  us  that,  at  the  final 
temperature,  1,  this  will  also  be  a  stationary  point.  Hence  the  DAEM 
algorithm  as  it  stands  will,  provided  the  initial  temperature  is  high  enough, 
converge  to  the  equally  weighted  independence  model  at  this  initial  temperature 
and  then  fail  to  escape  from  this  point. 
66 Although  we  have  demonstrated  why  there  are  problems  with  the  convergence  of 
the  DAEM  as  it  stands,  Ueda  and  Nakano  suggest  a  method  for  escaping  from 
poor  stationary  points.  They  suggest  that  the  Hessian  of  the  stationary  point 
be  determined,  and  its  eigenvalues  calculated.  Should  the  Hessian  have  negative, 
as  well  as  positive,  eigenvalues  then  it  indicates  that  the  stationary  point  is  a 
saddlepoint  rather  than  a  local  minimum,  and  we  can  escape  that  saddle  point 
by  conducting  a  line  search  in  the  direction  of  the  eigenvectors  corresponding 
to  the  negative  eigenvalues  of  the  Hessian.  This  is  of  course  a  computationally 
expensive  step  to  add  to  the  algorithm,  and  they  suggest  that  it  might  be  possible 
to  replace  this  step  with  a  random  search  around  the  stationary  point  found 
at  each  temperature.  In  the  following  discussion  we  demonstrate  that  these 
adaptations  of  the  DAEM  algorithm  are  unlikely  to  improve  the  performance 
of  the  DAEM  algorithm  when  applied  to  naive  Bayesian  networks,  particularly 
when  we  are  considering  networks  with  binary  observable  nodes.  We  begin  by 
considering  the  following  theorems,  proofs  of  which  are  given  in  Appendix  B. 
Theorem  2.4  Consider  a  naive  Bayesian  network  with  ri  =2  for  all  i.  At  the 
point  given  in  (2.26)  the  Hessian  of  Cß,  denoted  by  Hp,  is  of  the  form 
H' 
HQ  = 
0  Hp 
where  H.  '  is  the  rz  x  rZ  matrix  given  by 
H°  =0  aP,  aPkLa  (em  ) 
67 and  Hß  is  the  nr=  x  nrz  matrix  given  by 
Hß  0 
(aG9hIk 
(Om 
Theorem  2.5  The  matrix  HH  is  positive  definite. 
Theorem  2.6  Assuming  that  our  maximum  likelihood  independence  model  is 
correct,  the  expected  value  of  the  matrix  HQ  is  positive  definite  for  naive  Bayesian 
networks  with  binary  observable  variables. 
Theorem  2.7  For  naive  Bayesian  networks  with  binary  observable  nodes,  the 
Hessian  at  the  point  given  in  (2.26)  will  be  positive  definite  for 
rZ  Q- 
2n(rz-1)ý 
Theorems  2.6  and  2.7  mean  that  for  naive  Bayesian  networks  with  binary 
observable  variables  we  now  have  reason  to  believe  that  for  many  datasets  the 
point  given  in  (2.26)  may  be  a  local  minimum  at  all  values  of  ,ß  as  well  as  being 
a  stationary  point.  The  implication  of  this  is  that  the  DAEM  algorithm  will 
be  unable  to  escape  from  this  point  even  with  Ueda  and  Nakano's  proposed 
improvements.  In  fact  numerical  experiments  in  which  a  simple  naive  Bayesian 
network  with  a  binary  root  node  and  three  binary  observable  nodes  was  used 
to  generate  100  datasets  of  size  500  for  each  of  ,ß=0.1,0.2,.  .., 
0.9,  failed  to 
provide  an  example  where  the  matrix  Hß  was  not  positive  definite.  In  practice 
68 even  though  our  assumption  that  the  maximum  likelihood  independence  model 
is  correct  is  not  true,  the  off-diagonal  terms  in  HH  were  consistently  close  to  zero, 
meaning  that  HQ  was  always  diagonally  dominant  and  hence  positive  definite. 
For  networks  with  observable  variables  with  more  than  two  possible  states  the 
situation  is  more  complicated  due  to  the  introduction  to  the  Hessian  matrix  of 
the  terms 
8z  ßNi 
(90,  fe  f￿ 
ýQ  +  rz  ý1  -  Q)) 
I1  (YMI) 
Numerical  experiments  indicated  that,  even  if  the  observable  variables  have  more 
than  two  states,  for  smaller  values  of  Q  the  point  given  in  (2.26)  would  still  be 
a  local  minimum,  but  that  for  larger  values  of  ,ß 
it  would  be  a  saddlepoint  and 
the  modified  algorithm  would  be  able  to  escape  this  point.  Experiments  were 
conducted  using  networks  with  a  binary  root  node  and  three  observable  nodes. 
The  three  observable  nodes  were  taken  to  have  the  same  number  of  states,  with 
the  number  of  states  being  2,3,4,5  and  6.  Table  2.5  shows  the  number  of  times 
(out  of  100)  that  the  Hessian  at  the  point  given  in  (2.26)  was  found  to  be  positive 
definite. 
These  results  imply  that  even  the  modified  algorithm  will  only  be  able 
to  escape  from  the  equally  weighted  independence  model  at  relatively  low 
temperatures.  At  these  lower  temperatures  we  no  longer  have  good  reason 
to  believe  we  are  minimising  a  unimodal  surface,  which  in  turn  casts  serious 
doubts  on  any  likely  benefit  to  be  gained  from  implementing  this  computationally 
intensive  algorithm. 
69 Number  of  states  of 
observable  variables 
.. 
W 
Cd ti aý a 
E 
Eý 
II 
2  3  4  5  6 
0.1  100  100  100  100  100 
0.2  100  100  100  100  100 
0.3  100  97  100  100  100 
0.4  100  83  93  100  97 
0.5  100  3  0  0  22 
0.6  100  0  0  0  0 
0.7  100  0  0  0  0 
0.8  100  0  0  0  0 
0.9  100  0  0  0  0 
Table  2.5:  Table  showing  the  number  of  times  (out  of  100) 
that  the  Hessian  at  the  point  given  in  (2.26)  was  found  to  be 
positive  definite,  for  a  simple  Bayesian  network  with  a  binary 
root  node  and  three  observable  nodes. 
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Model  Identifiability 
3.1  Introduction 
When  fitting  a  model  to  data  it  is  important  to  consider  whether  the  proposed 
model  is  identifiable.  A  model  is  said  to  be  identifiable  if  for  two  values 
of  our  model  parameters  9,,,  0O  there  exists  an  observation  y  such  that 
P  (y  Om)  ;P  (y  10'M  ).  We  also  define  local  identifiability  to  mean  that  for  two 
values  of  our  model  parameters  On  6;,,  such  that  On  and  6;,,  are  separated  by 
less  than  a  distance  d>0  there  exists  ay  such  that  P  (y  I  Om)  :P  (y  10'  ).  If 
a  model  is  identifiable  it  means  that  the  parameters  of  that  model  are  uniquely 
determined  by  our  observed  data.  Clearly  this  is  a  desirable  property  as  ambiguity 
in  our  parameter  estimates  can  lead  to  difficulty  in  interpreting  our  fitted  model. 
It  is  well  known  that  when  dealing  with  mixture  models  there  is  inevitably  a 
certain  degree  of  non-identifiability.  When  dealing  with  a  mixture  of  distributions 
71 from  the  same  family 
the  log-likelihood 
rs 
PlyIOm)_>PjP(yI  Z=ß,  O7  ) 
j=1 
N 
C  (em)  _  log  [P  (Yi  I  em)] 
will  have  rZ!  maxima  corresponding  to  permutation  of  the  component  labels. 
In  practice  this  form  of  non-identifiability  is  trivial.  Formally  we  remove  this 
non-identifiability  by  insisting  that  p,  >  P2  >  ... 
>  p,.  s. 
Fitting  the  model 
subject  to  this  restriction  would  be  somewhat  problematic,  so  initially  we  fit  the 
model  without  the  restriction  after  which  the  component  labels  are  permuted  to 
re-impose  our  restriction. 
Robert  and  Mengerson  [63]  took  another  approach  to  this  particular  form 
of  non-identifiability  in  their  work  on  mixtures  of  normal  distributions.  They 
proposed  a  re-parameterisation  they  call  "splitting"  in  which  the  secondary 
components  of  the  mixture  are  expressed  in  terms  of  the  primary  component. 
The  distribution  of  the  first  mixture  component  is  defined  in  terms  of  a  global 
location-scale  parameter,  (Or,  r1),  as  N  (Or,  Tl  ).  The  location-scale  parameter 
of  the  second  distribution  is  then  defined  in  terms  of  this  global  location-scale 
parameter  to  give  the  mixture  distribution 
qN  (01,7-1)  +  (1 
-  q)  N  (O  +  7102,  T1  T2 
) 
Subsequent  components  of  the  mixture  distribution  are  then  defined  in  terms 
of  the  location-scale  parameter  of  the  previous  component,  and  hence  a  rz 
72 component  mixture  is  expressed  as 
qiN  (ei,  Ti)  +  J: 
i;  21(1-  qi)  ... 
(1  -  qz-i)  qiM  (el  +  ...  +  7-1  ...  Ti-iei,  Ti  ...  7  _i2  ) 
+  (1  -  ql)  (1  -  q2)  ... 
(1  -  qrg-z)  N  (01+...  +  TI  ... 
Trs-ler;  ￿Ti 
...  T  . Z) 
(3.1) 
As  with  the  more  usual  parameterisation,  this  model  is  invariant  under 
permutation  of  the  indices  and  so  again  a  constraint  must  be  imposed.  The 
restriction  imposed  is  that  the  the  variances  Qi  are  decreasing  with  i,  which  in 
this  parameterisation  can  be  equivalently  stated  as 
rj  <1  Vj  =  2,...,  rz. 
Although  this  results  in  a  much  more  complicated  parameterisation  of  the 
model,  Robert  and  Mengersen  demonstrate  that  it  leads  to  improved  convergence 
properties  for  the  Gibbs  sampler  used  for  Bayesian  inference  about  the 
parameters. 
The  issue  of  identifiability  was  first  investigated  by  Teicher  in  1961  [36],  who 
was  able  to  prove  that  a  number  of  continuous  finite  mixture  distributions  are 
identifiable.  However,  it  has  long  been  recognised  that  identifiability  problems 
exist  when  working  with  discrete  data.  Consider  for  example  the  simple  naive 
Bayesian  network  with  a  binary  root  node  and  two  observable  binary  nodes  as 
shown  in  Figure  3.1.  The  probability  of  an  observation  y  for  this  model  is 
p  (Y  1  em)  =  p91i1  (1 
- 
0111)  (1-Y2)  e211  (1 
- 
0211)(1-ya) 
+  (1 
-  p)  e1ý2  (1 
- 
e112)(1-Yi)  02; 
2 
(1 
- 
0212) 
(1-y2) 
73 Figure  3.1:  A  naive  Bayesian  network  with  a  binary  root  node 
and  two  binary  observable  nodes. 
Clearly  for  this  model  there  are  4  possible  outcomes  that  may  be  observed,  namely 
(Y1,  Y2)  must  be  one  of  {(0,0) 
, 
(0,1)  (1,0) 
, 
(1,1)}.  We  can  assign  probabilities 
to  each  of  these  outcomes 
P  ((Y1,  Y2)  =  (0,  O))  =  Wo 
P  ((Y1,  Y2)  =  (O,  1))  =  Wl 
P  ((Y1,  Y2)  =  (1)  O))  =  W2 
P  ((ß'i9  Y2)  =  (191))  =  W3 
where  Ei  w;  =  1.  The  w's  are  known  as  the  parameters  of  the  observable 
variables,  and  in  this  case  there  are  3  such  independent  parameters.  Maximum 
likelihood  estimates  for  the  parameters  of  the  observable  variables  can  easily 
be  determined;  in  this  case  {wo,  wl,  w2i  w3}  could  be  found  by  counting  up  the 
number  of  times  we  observe  each  of  the  possible  combination  of  outputs  and 
dividing  those  counts  by  the  total  sample  size.  This  is  all  very  well,  but  we  are 
74 really  interested  in  the  parameters  of  our  network.  Denoting  the  ML  estimates 
of  the  network  parameters  by  {p,  910,6111,620,6211  1  it  must  follow  that 
P 
(i. 
- 
810 
1 
620  +  (1 
- 
p) 
(1-0111 
1 
821 
=  wi 
Polo  (i. 
-  92  0)  +  (1  -  p)  011  (1 
- 
621) 
=  w2 
P01100210  +  (1  -  P)  01110211  =  Ws 
Here  we  have  a  network  with  5  unknown  parameters  and  yet  only  3  independent 
equations  with  which  to  determine  estimates  for  these  parameters.  Clearly  this 
model  is  not  identifiable.  When  dealing  with  non-identifiable  models  it  is  possible 
to  re-parameterise  them  so  that  they  are  identifiable.  Here  the  most  obvious  way 
of  doing  so  would  be  to  work  instead  in  the  space  of  the  parameters  of  the 
observable  variables.  However,  any  re-parameterisation  will  mean  that  we  will 
not  be  able  to  determine  anything  about  the  latent  structure  of  this  problem. 
In  a  naive  Bayesian  network  we  will  always  have  fewer  independent  equations 
than  we  have  parameters  if 
n 
ýr{-1 
<rZ>(ri--I-rz-1 
i=1  i=1 
or,  in  the  case  of  naive  Bayesian  networks  with  only  binary  observable  nodes,  if 
2"-1<ran+rZ-1 
This  gives  us  a  necessary,  though  possibly  not  sufficient,  condition  for 
75 identifiability  in  naive  Bayesian  networks.  Goodman's  1974  paper  [29]  on 
maximum  likelihood  estimation  in  the  m-way  contingency  table  provides  us 
with  tools  for  determining  the  identifiability  of  models  which  do  not  satisfy  this 
condition  for  obvious  non-identifiability.  He  showed  that  the  rank  of  the  Jacobian 
matrix  for  the  transformation  between  the  model  parameters  and  the  parameters 
of  the  observable  variables  is  equal  to  the  dimension  of  the  parameter  space  of 
the  model.  Hence  a  model  is  identifiable  if  and  only  if  this  matrix  is  of  full  rank. 
It  is  obviously  desirable  for  this  matrix  to  be  of  full  rank  for  any  value  of  our 
model  parameters  Om;  this  is  known  as  essentially  full  rank.  When  our  model 
is  essentially  full  rank  identifiability  is  less  of  a  concern,  but  we  will  still  find 
that  for  some  incomplete  data  sets  we  will  find  that  our  fitted  model  is  non- 
identifiable.  However,  naive  Bayesian  networks  are  only  conditionally  full  rank 
models,  meaning  that  for  certain  restrictions  on  our  parameters  the  model  will 
be  `parameter  redundant'.  Consider  a  naive  Bayesian  network  with  a  binary  root 
node  and  3  observable  binary  nodes;  the  Jacobian  for  this  model  is 
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Figure  3.2:  The  naive  Bayesian  network  with  1  binary  root 
node  and  3  binary  observable  nodes  (shown  top)  contains 
within  its  parameter  space  the  7  non-identifiable  models  shown 
above. 
for  this  model  also  contains  a  number  of  non-identifiable  models,  indicating 
that  for  certain  parameter  values  our  model  is  over-parameterised.  This  over- 
parameterisation  can  take  two  forms.  There  will  be  cases  in  which  two  or  more 
components  of  the  mixture  are  identical,  in  which  case  we  can  clearly  represent 
our  population  with  a  model  with  fewer  latent  states,  or  we  might  find  that  the 
model  we  end  up  with  in  fact  corresponds  to  a  model  with  a  simpler  structure. 
This  second  identifiability  problem  is  illustrated  in  Figure  3.2  which  shows  how  a 
naive  Bayesian  network  with  a  binary  root  node  and  three  observable  variables, 
which  is  a  conditionally  identifiable  model,  contains  within  its  parameter  space 
points  corresponding  to  models  with  a  simpler  network  structure. 
77 As  naive  Bayesian  networks  are  only  conditionally  full  rank  models,  it  would 
be  a  sensible  precaution  to  check  the  rank  of  the  Jacobian  for  the  final  fitted 
model  as  it  is  possible  that,  depending  upon  our  dataset,  our  fitted  model  might 
be  non-identifiable.  If  the  fitted  model  proves  to  be  non-identifiable  then  it  might 
be  necessary  to  re-parameterise  the  model,  or  to  fit  a  network  with  a  simpler 
structure.  We  conjecture  that  the  only  points  in  our  parameter  space  that  will 
lead  to  identifiability  problems  will  correspond  with  those  simpler  models  known 
to  be  present  within  the  parameter  space,  and  although  we  are  unable  to  prove 
the  truth  of  this  conjecture  we  have  yet  to  see  a  counter  example. 
Since  Goodman's  paper  there  seems  to  have  been  little  work  done  on 
addressing  the  issue  of  identifiability  in  models  for  discrete  data  until  the  more 
recent  work  of  Geiger  et  al.  [24]  and  Catchpole  and  Morgan  [9],  who  have 
independently  rediscovered  Goodman's  methodology. 
Catchpole  and  Morgan  are  working  in  the  area  of  animal  survival  estimation, 
studying  mark-recapture  and  ring-recovery  models.  They  cite  a  simple  example 
of  a  ring-recovery  experiment  in  which  the  recovery  of  rings  from  birds  ringed  as 
nestlings  is  considered.  Using  pik  to  denote  the  probability  that  a  bird  ringed  in 
year  i  dies  and  has  its  ring  recovered  in  year  j  then  a  model  for  an  experiment 
with  r=2  years  of  ringing  and  c=3  years  of  recovery  is 
(011)  Al  O11ý1-02)  A2  01102  1-03)A3 
0  (1-012  '\2  0121-02)i\3 
where  Ali  is  the  probability  of  a  bird  ringed  in  year  i  surviving  its  first  year 
of  life,  cbk  is  the  conditional  probability  of  surviving  the  kth  year  of  life  having 
78 survived  the  first  year  and  aj  is  the  probability  that  a  bird  dies  in  the  jth  year  of 
the  study  and  is  recovered.  Catchpole  and  Morgan  advocate  the  use  of  symbolic 
algebra  packages  to  determine  the  identifiability  of  such  models.  This  seems  to 
work  adequately  for  these  ring-recapture  models  which  have  Jacobians  with  a 
reasonably  simple  structure.  The  simplicity  of  the  Jacobians  of  their  models  also 
enables  them  to  develop  an  `extension  theorem'  for  this  class  of  models. 
Theorem  3.1  ('Extension  Theorem'  from  Catchpole  and  Morgan  [9]) 
Suppose  that  a  ring-recapture  model,  with  parameter  vector  0=  (01, 
..., 
Os,  )  is 
full  rank  for  an  rxc  table.  Let  r'  >r  and  c'  >  c.  Suppose  that,  for  an  r'  x  c' 
experiment,  the  extension  of  the  table  by  one  row  leads  to  the  inclusion  of  extra 
parameters  =  (Bp+l, 
...  , 
9p+￿).  Regard  this  extra  row  as  a  function  of  only, 
and  form  its  derivative  matrix.  Now  repeat  this  procedure  for  an  extension  by 
one  column.  If  both  of  these  subsidiary  derivative  matrices  are  full  rank,  then  the 
model  is  full  rank  for  any  r'  x  c'  table  with  r'  >r  and  c'  >  c. 
The  idea  behind  the  proof  of  this  theorem  is  that  if  we  take  the  Jacobian  of  the 
original  model  to  be  J  and  of  the  extended  model  to  be  J'  then  ring-recovery 
models  are  such  that 
JC 
0A 
where  A  is  the  subsidiary  derivative  matrix  referred  to  in  the  theorem.  Clearly 
if  J  and  A  are  of  full  rank  then  J'  must  also  be  of  full  rank,  as  a  consequence  of 
the  zeros  in  the  bottom  left  quadrant  of  J'. 
Geiger  et  al.  are  working  with  Bayesian  networks.  These  models  have  a 
more  complicated  structure  than  ring-recovery  models  and  it  is  often  beyond  the 
79 capability  of  symbolic  algebra  packages  to  calculate  the  rank  of  the  Jacobian  for 
all  but  the  simplest  Bayesian  networks.  This  has  led  them  to  develop  numerical 
techniques  for  determining  the  dimension  of  the  parameter  space  of  their  models. 
They  prove  the  following  theorem. 
Theorem  3.2  Let  0  be  the  parameters  of  a  network  S  for  variables  X  with 
observable  variables  0CS.  Let  w  be  the  parameters  of  the  true  joint  distribution 
of  the  observable  variables.  If  each  parameter  in  w  is  a  polynomial  function  of 
0,  then  rank 
[äw  (0)]  =d  almost  everywhere,  where  d  is  a  constant. 
This  leads  them  to  argue  that  a  random  algorithm  can  be  used  to  calculate 
the  rank  of  the  Jacobian.  They  suggest  assigning  a  random  value  to  0  and 
diagonalising  the  numerical  Jacobian.  They  state  that  the  above  theorem 
guarantees  that,  with  probability  1,  the  resulting  rank  is  the  regular  rank  of 
the  Jacobian.  Table  3.1  shows  the  results  of  applying  this  random  algorithm  to 
a  number  of  naive  Bayesian  networks  with  binary  observable  nodes.  It  shows 
that  all  models  satisfying  the  necessary  condition  for  identifiability  are  indeed 
identifiable.  However,  the  computational  expense  in  determining  the  ranks  of 
these  matrices  is  considerable.  The  largest  model  in  this  table  has  a  Jacobian 
containing  more  than  20  million  elements,  and  finding  the  rank  of  this  matrix  took 
many  hours  of  computation.  More  generally  when  fitting  Bayesian  belief  networks 
we  would  need  to  perform  this  diagonalisation  of  the  numerical  Jacobian  for  every 
new  model  considered,  an  onerous  task.  This  indicates  that  something  akin  to  the 
extension  theorem  of  Catchpole  and  Morgan  [9]  is  desirable,  particularly  when 
dealing  with  more  general  networks. 
Geiger  et  al.  [241  prove  the  following  result. 
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81 Theorem  3.3  Let  S  be  a  naive  Bayesian  network  with  one  binary  hidden  root 
node  and  n>2  binary  observable  non-root  nodes.  Then 
2n<r<2n+1, 
where  r  is  the  regular  rank  of  the  Jacobian  matrix  between  the  parameters  of  the 
network  and  the  parameters  of  the  feature  variables. 
They  also  conjecture  that  the  stricter  condition  holds  that  in  fact  1+  2n  is  the 
regular  rank  for  all  n>2.  We  now  offer  a  proof  of  this  conjecture. 
3.2  Proof  of  Geiger  et  al.  's  Conjecture 
Theorem  3.4  Let  mit  be  a  naive  Bayes  model  with  one  binary  hidden  root  node 
and  n>2  binary  observed  non-root  nodes.  Then,  if  the  Jacobian  matrix  between 
the  parameters  of  the  network  and  the  parameters  of  the  feature  variables  is  of 
full  rank  for  n=r,  it  must  also  be  of  full  rank  for  n=r+1. 
Proof  of  Theorem  3.4 
For  our  model  m,,  we  denote  the  parameters  of  our  network  by  9m,,,  where 
°mn  consists  of 
p=  P(Z=O) 
°Ti  =  P(Y=1IZ=j)  i=1,...,  n  j=0,1, 
82 and  we  use  wi  ,  w2  ,  ...  ,  w2￿  to  denote  the  parameters  of  the  observable  variables.  If 
we  take  B  to  be  the  value  of  the  binary  number  represented  by 
[Y- 
:  Yn_1:  """  :  Y1  1 
(note  the  reverse  ordering  of  the  Y)  then 
wi  =P(B=2"-l) 
We  also  define  yi  to  be  the  values  of  the  Y  necessary  for  B=  2'  -  1,  and  y11  to 
be  the  value  of  Y1  in  yl.  The  Jacobian  matrix  of  our  model  is  denoted  by  J,,,  the 
columns  of  J,,  corresponding  to  the  network  variables  p,  910, 
...  , 
Onto,  Blil, 
...  , 
BnIl 
and  the  rows  corresponding  to  wi  ,  ...  ,  w2￿_1.  It  is  not  necessary  to  include  the 
final  row,  corresponding  to  w2,,,  as  its  omission  will  not  affect  the  column  rank  of 
the  Jacobian;  see  Goodman  [29]. 
We  then  take  the  Jacobians  for  the  models  m,  and  m,.  +l  and  use  them  to 
produce  two  new  matrices,  j,.  and  Jr+1  respectively,  using  elementary  column 
operations. 
To  produce  Jr  we  first  re-order  the  columns  of  Jr  so  that  they  correspond 
to  differentiation  by  011o,... 
' 
0,10,  p,  0111'...,  0,11  and  we  then  divide  columns  1  to 
r  by  p  and  columns  (r  +  2)  to  (2r  +  1)  by  (1  -  p).  To  produce  Jr+1  from  J,  +1 
we  divide  columns  2  to  (r  +  2)  by  p,  and  columns  (r  +  3)  to  (2r  +  3)  by  (1  -  p). 
We  also  divide  columns  2  to  (r  +  1)  by  0,.  +11o  and  columns  (r  +  3)  to  (2r  +  2) 
by  Or+1I1.  Finally,  we  subtract  the  (2r  +  3)  rd  column  of  this  matrix  from  the 
(r  +  2)nd_ 
Since  j,  is  derived  from  Jr  by  simple  column  operations  it  must  follow  that 
J,  being  of  full  column  rank  implies  that  jr  is  also  of  full  column  rank,  and 
vice  versa.  This  must  be  true  because  Jr  being  of  full  column  rank  means  that 
83 its  2r  +1  columns  must  be  linearly  independent.  This  means  that  any  2r  +1 
columns  which  consist  of  simple  combinations  of  these  columns  must  also  be 
linearly  independent.  Hence  it  follows  that  j,  is  of  full  rank.  The  same  argument 
also  holds  for  J,.  +1  and  J,.  +1.  This  means  that  in  order  to  prove  our  theorem  it 
is  sufficient  to  demonstrate  that  j,  being  of  full  column  rank  implies  that  J,.  +1  is 
also  of  full  column  rank. 
We  begin  by  showing  that  4+1  can  be  written  in  the  form 
A 
A 
Jr  Ur  2`  1 
J 
r+l  -  ......................  A. 
Wr  Jr  Vr  1  2"'  1 
.......................  1IrUr 
2'1 
1  2r+1  1 
2(r+1)+1 
Matrix  3.1 
We  use 
(jJ.  ) 
to  represent  the  Jacobian  matrix  for  the  model  m,.  without  the 
omission  of  the  last  row,  and 
(j*) 
to  represent  the  result  of  applying  the  column 
operations  for  J,.,  described  above,  to  this  augmented  matrix. 
The  first  2'  rows  of  J,.  +1  will  correspond  to  all  possible  combinations  of  the 
observed  variables  Y1, 
...  , 
Y,.,  in  the  same  order  that  they  appear  in  (f), 
with 
84 Y,  +1  =1  in  each  case.  Therefore  for  l  in  the  range  1  to  2'  we  have 
wir  =  po  Yll  (1 
-0 
)(1-Yll) 
... 
e*  lo  (1 
-  erlo)(i-yi*,  ) 
10 
+  (1  -  p)  9iji  ý1 
-  91i1)(1-y«)  ... 
Brei  (1 
Wi+i  -  pOilo  (1 
-  0110)(l  u) 
... 
Brio  (1  -  Bro)(l-vl.  )  gr+i1o 
+  (1-  p)  O  (1 
-  9111)(1-y«) 
... 
BYli  (1 
-  6,.  11)(1-Y. 
)  gr+lli" 
111 
(3.2) 
In  order  to  show  the  correspondence  between  (fir) 
and  Jr+1  we  first  consider 
columns  1  to  r  of 
(fl 
,  we  then  consider  columns  r+2  to  2r  +1  and  finally  we 
consider  column  r+1. 
The  lth  element  of  column  k+1  of  j, 
+,  ,  where  k=1, 
...  ,  r,  is 
11  äwi  +1 
P  Or+110  aekI0 
and  the  lth  element  of  column  k  of 
(i),  k=1, 
...  ,  r,  is 
1194+1 
P  aOkIO 
Thus,  using  the  relationships  given  in  (3.2)  it  must  follow  that  the  top  21  rows  of 
the  2nd  to  (r  +  1)et  columns  of  J,. 
+1  must  be  the  same  as  columns  1  to  r  of 
(f). 
A  similar  argument  shows  that  columns  r+2  to  2r  +1  of 
Ocorrespond 
Tto  the 
top  2'  -1  elements  of  columns  r+3  to  2r  +3  of  J,. 
+1.  Finally,  the  lth  element 
85 of  column  r+2  of  Jr+1  is 
_1 
awr+l 
_1 
awrI+ý  I 
P  aer+iio  (1  -  A)  aer+ili 
and  the  lth  element  of  column  r+1  of 
(  fir)  is 
awl 
ap 
Again,  the  relationships  noted  in  (3.2)  enable  us  to  see  that  this  column  of 
Or  ) 
corresponds  to  the  upper  2'  elements  of  the  (r  +  2)"d  column  of  Jr+1,  and  hence 
that  J,.  +1  can  be  written  in  the  form  of  matrix  3.1. 
Theorem  3.5  The  sub-matrix 
A Jr  ur  2'-1 
...........  .......... 
1 
H  H 
2r+1  1 
2(r+l) 
Matrix  3.2 
is  of  full  column  rank. 
2` 
86 Theorem  3.6  The  sub-matrix 
A  7Wr, 
iIJrIUr  2`-1 
....................... 
Wr'2r  jr  `%r  1  2'+1 
\\Vr, 
2t+lIKr,  iFUr,  l  1 
ýý  HH 
1  2r+1  1 
2(r+l)+1 
Matrix  3.3 
where 
w,.,;  is  the  ith  element  of  the  vector  wr 
Kf,  i  is  the  ith  row  of  the  matrix  Kr 
Ur,  i  is  the  ith  element  of  the  vector  Ur, 
is  of  full  column  rank. 
87 Proof  of  Theorem  3.5 
Adding  the  upper  2"  -1  rows  to  the  final  row  of  matrix  3.2  we  get  the  matrix 
A 
Jr  Ur  2=1 
........  ........ 
01  t1 
2r+1  1 
2(r+1) 
Matrix  3.4 
To  see  this,  first  consider  what  happens  when  we  add  the  rows  of  j,  to  jr.  We 
know  that  each  column  of 
(ý*) 
sums  to  zero,  because 
2* 
wi  =1 
t=i 
and  hence 
2' 
ýaE-, 
where  for  convenience  of  notation  we  use  c  to  mean  any  one  of 
{p,  610, 
...  , 
OrIO,  811, 
...  , 
Orii  }.  Hence,  because  (ilr.  )  is  constructed  from  (;  ) 
using  simple  column  operations  we  must  find  that  when  we  add  the  rows  of  Jr  to 
jr  we  will  get  0. 
The  sum  of  the  column 
(Uis  r)  given  by 
11 
?'  a8  I= 
eibi  (1  -  611)(1-Y«) 
... 
BTIi  (1 
P)  iý1 
r+lýl  (=1 
88 The  right  hand  side  of  this  equation  is  equivalent  to  >j 
r1  WI  in  the  case  p=0, 
and  we  know  that  this  expression  must  sum  to  1. 
Since  this  simple  manipulation  of  sub-matrix  3.2  results  in  matrix  3.4  we  can 
say  that  sub-matrix  3.2  must  be  of  full  column  rank.  This  follows  because  in 
matrix  3.4  we  already  know  that  the  first  2r  +1  columns  are  linearly  independent 
as  a  result  of  J,.  being  full  rank,  and  it  is  clear  from  the  form  of  the  last  row  of 
matrix  3.4  that  the  final  column  must  also  be  independent  of  these. 
Proof  of  Theorem  3.6 
Subtracting  8,.  +111  times  the  (r  +  2)nd  column  from  the  first  column,  and 
adding  (Or+112  +  8,.  +111)  times  the  (2r  +  3)rd  column  gives  the  matrix 
A 
Jr  Ur 
i 
2=1 
jr 
`r  1  2+1 
W: 
K'1.  'üi'1... 
r1  11 
1  2r+1  1 
2(r+l)+1 
Matrix  3.5 
For  1<i<  2'  the  ith  element  of  the  (r  +  2)nd  column  of  Jr+1  is 
1  Dw  +1  1  aWr+l 
P  'go, -+110  -  (1  --P) 
aer+1l1' 
of  the  (2r  +  3)rd  column  is 
1  aj+1 
(1  -  p)  aOr+111 
89 and  of  the  1st  column  is 
aWr+l 
ap 
Using  (3.2)  we  can  show  that  for  i=1, 
...  , 
2'  we  have 
aw;  +l  aw;  +l  ý  awl+l 
ap  -P  aer+llo  -  (1  -  A)  aer+lil 
Hence  it  follows  that  the  combination  of  columns  specified  above  must  have  the 
desired  effect. 
Finally  it  is  necessary  only  to  show  that  15  is  non-zero.  The  (2'  +  1)st  row  of 
J,.  +1  corresponds  to  the  parameter 
r+l 
wr+1=  (01100210  ... 
Brio  (1  -  Br+iio)  +  (1  -  p)  01110211...  9rI1 
(1 
-  Or+lll 
so 
aw2r  º1  , 
9,  r+l1 
_1 
awe*+1  1  aW2*+1  w= 
ap 
Br+1I  o  (P 
190r+110 
(1  -  p)  aer+111)  +  (er+111  +-  Br+llo) 
(1  -  p)  aer+l  l 
=  01100210  ... 
0rlo  (1 
-  9r+llo)  -  01110211...  OrII  (1 
-  Or+lll) 
+0110  0210  ... 
Or  IOO,.  +110  -  01110211 
... 
Or  ll  Or+110 
- 
(°r+lll  +  er+110)  0111021 
... 
erIl 
9  o. 
Since  we  know  from  Theorem  3.5  that  matrix  3.4  is  full  rank  and  it  is  now  clear 
that  the  first  column  of  matrix  3.3  is  linearly  independent  of  the  others,  we  can 
now  see  that  matrix  3.3  must  be  of  full  column  rank. 
Matrix  3.3  being  of  full  column  rank  means  that  the  same  must  be  true  of 
90 J,.  +1.  Hence  we  have  shown  that  J,  being  of  full  rank  must  imply  that  J,.  +1  is  also 
of  full  rank,  and  our  theorem  is  proved.  It  is  perhaps  somewhat  difficult  to  grasp 
the  proof  as  it  stands,  and  the  following  pages  give  an  example  of  the  method  of 
the  proof  applied  to  two  simple  matrices. 
Example 
Here  we  take  r=3,  so  we  are  using  the  fact  that  the  model  with  3 
binary  observable  variables  is  identifiable  to  show  that  the  matrix  with  4  binary 
observable  variables  must  also  be  identifiable.  The  following  pages  show  the 
matrices  J4,  J4,  J3  and  J3.  Within  the  matrix  J4  the  part  of  that  matrix 
corresponding  to  J3  is  shaded.  Finally  the  matrices  w,.,  jr,  v,  and  K,  are  also 
given. 
91 m  mm 
m  mm  mmvmXX 
°'  mm  mj  mj  Im 
m^ 
mj  m" 
77  ý- 
m: 
I 
X77 
iz::  L 
m  ýým 
1 
gym" 
.  =l  -~.. 
-I'.  m=I- 
'"I 
0000000  0^^^^^^^ 
0000000 
ööö  ö^ýýým  mmmm 
mo0001IIIII1 
mmmm  a'+  e+  e+  ea 
0  o^o  ^ommmm 
ý+  nIIööö  ö^ý% 
mmrno00 
°-I  I  öo^ýcc^^mmm 
m 
m'"ým  m  Hmýmý  nNI  11 
öý 
o^m  m  o..  m  m  ý+  00all 
Vm 
mmmvNm0 
öö- 
lV  N 
O 
O  ^O  IOOO  ^O  m 
vvm0vm0m0 
I1O 
111; 
ýö 
om  yý  o0 
O  om  Öm  m1» 
o°-iý 
öm°ým 
oII 
om 
m° 
e'+  II°  öý  Hm 
;i  0-  qb  om 
of 
m11  -lb  omIv°ö 
ý 
o,  HI 
-v 
mvmy 
Om 
0. 
QI0.  I  °-  -10.0.1 
P. 
10 
0.  R 
0. 
ti 
0.0.0. 
0. 
0  00 
O  00 
O  Om 
ý..  ý  V  "0 
nTv 
OCp  00  mI 
Oq 
fV  .r  O-  m1  1^ 
I  v..  2, 
t  5p,  0  N-  mm  ti  vOI  v_ 
1  0ý  "I1  `ý  oO 
p 
. 
0-. 
0N  pý  '1  vOOmvN 
öei  Z' 
00  ^  Om  i  Nm  m 
.mp1 
."m1  -m  vOvH 
0  I.  ä  ý0 
00 
Hp 
Om 
v 
0. 
ää-  10.  iäZQIo 
0.  m10.  ä 
0. 
. 
°äö°  öm  ° 
°  all, 
om  mm 
om  om 
+' 
vmo^ 
v1 
om  bm 
+'  1m 
ý'  °-m 
of 
öm  °m  mvI 
.-o  öm 
m  omm 
m  mvö 
. 
-.  . 
m1  ? 
0. 
I 
om  °-m  om  °-m  I 
...  y  aQIä0. 
I 
0.1  0.1  äö 
m°, 
- 
e 
1  ..  10.  ..  10.  m  I 
q, 
O 
V'  OOO 
00 
Opa 
äß"m-"^O 
Om 
0  WZ 
O 
Om  m  w.  m-.  OOeIIIIH 
mmOMO  -m  mm 
.  ti 
v 
.yvp 
O 
Om  m 
Mm 
IIv  pý^  _ 
Mý 
ö  pm 
INv  q^ 
p 
Wm 
mNI  ý"ý  OmMm 
N0 
m 
ýr 
vpO  Mm  O 
Om  Iv 
vi  m 
pý  IO  Nm  O  Nm 
I 
m0  O  0.  I 
ýy  NmmNm 
qm0.  Iý  mq11ö  °-  N  q  0.  I  0. 
Q  I  .. 
0. 
lb 
b 
0.  I  QI0.  I 
w0  09 
H  .1 
nl  'Iý^  P9  of  I  .I  N0  ^m 
m 
.  Im  n 
fVm 
In 
UJm 
n 
H0 
.mI  yr 
Ný 
0IN  .  gy  mH0  ý-1 
N 
'Im  v^  Nm 
"-0  ým 
m_  I  ^mmmv^ný 
°'  "0Im  -Z  -  QZ'  1c 
v 
0.0.  v  0.  -  «0 
.r0. 
C'  Z+.  a'  m 
v 
0. 
I  0.0.  I  v.  ý 
0. 
v 
0.0. 
I  10.  II,.  I 
.. 
ä. 
-", 
^..  ^.. 
.. 
m  ..,.  m  mräI1  ým 
0N0m  N~ 
mmvN 
rp  1'~ 
.mN 
m  -m  ými0n 
.  -fim  Nm  .ý^N 
^m1Nm 
m 
~m  Iv  mý  I^~ 
_ý 
H0  ^Q 
ý- 
m  tiý  v.  m 
Qv_m_  I  `"gym  1m1  Hm  Iv 
IQQ 
aq  .  -1 
QQQNmQvm 
II-  ""m  II  IIQIv.,  °Iä0. 
v 
Q  P. 
'I  I_"  IIQ  I__ 
ti  v 
IIII 
CI: 
ý0  "mý^  '"m  MaImI 
mWmMw0  ý+  m0vvý  ti 
..  m  ea  lI 
ým  'ýv  =m 
.  r0  =m  ..  1  I 
0_  ImI  .  gym  =0 
ar  mI  ^v 
$Z  zImIZMm 
.. 
mI 
. 
m-.  1  ý'￿  _ 
äa10... 
1 
0.  m 
"IZm  I  0.  äI  ä'  ä  0.  ä 
..  IIII..  1IIIä.. 
..  e..  am  .mmmm1 
ým"mmm  Z!  11- 
m  ..  M^  eý  I1..  ýý 
0  Nm 
01 
-% 
Zv1 
NmIv-  {y  mm  ty  I1 
0.  ä0.1 
.ý  Nmmm  Nmmm  ý.. 
1v  'm  0w  iv 
77  ..  ....  .. 
äQä 
"1111..  paI1  q° 
g 
0. 
viv;  I1viII.. 
v., 
0. 
" 
92 NNN 
mPPP 
mmm 
NNN^ 
-MNN 
PPPm- 
mmm0mvm 
NNN  Nýý  NýýNý 
ý= 
0mmm 
m^ 
P. 
ý..  0m 
N  ry  NNmNNNN 
ým 
mý  Mu 
ýmImm  er 
M 
mNNmNmýN 
MmmIm 
mý 
mm 
mý 
1mm 
NýINV 
Nm  ý, 
N 
mN 
mnm0m 
"ý  mam  "ý  m0m 
NININININININIv 
PPPP 
mmmmmmmmwPPPPPP 
mm0mmmm 
M- 
mmmmmm0 
m^ 
mummMMM 
f_.. 
m  00mMMM 
-_mm0 
mýý  mmN 
Nm 
mNN 
ýmm^mm 
;m  ý7 
7-  7-  cT 
ýe 
NN 
m 
M 
NN 
in  ;7 
mm 
N 
N'ý  INN  N 
ry 
NI 
_ IM9mm 
mm  ý`  ry 
m 
I 
mM 
v 
N  äN 
ry 
N 
I 
Ný 
N  . 
ýI  Q 
Ný  Mmm  ý  mm 
mNIyN  ry  N- 
ä  .L^  m¢  mTmIN  NIN 
1 
emm 
eCccäm 
p 
m  mmm 
.7 
< 
~ 
mmNNII 
mm  m 
ß'aä  ism 
,  -.  I  m  Im 
mv 
..  mm-Ie 
Nmm 
^ý  N  .nD~PýmZ 
rý  Nwmmý 
rý 
ý  Nm  mýI_m'. 
Mý 
to 
vN-_ 
ý'  ~N 
a 
.:..  m 
mIM-mm  ry  m  Qý 
,  -'  mim-Im 
vmm 
..  Iv..  mIe  m^  IQ_c 
r 
xC 
nQn 
.  -.  P!  r.  P  ..  mPS: 
m  I-  -I0I 
mI  _ý  --  mmms 
zIm- 
3"  ý9aýä 
V 
n 
I^ 
~m 
-V 
mm 
v  ;F 
m  mý  wmi 
aI 
ýý 
III 
mI__ 
mII  Ni  i 
_= 
mmmm 
`- 
{0mIS.  mN 
..  ý 
mmH- 
zINm 
ý-  mmI 
N 
Ný 
NNmM_ 
N0Nm0ýN-mNmm 
NmmNCIVNmmý 
m  ,ýMNNm 
ý-Nm 
I_  Nmý-m 
N 
Nm0ý 
""-  NmNNm_NN 
m- 
ý 
ý_ 
Nmým  .+ýNmm 
LV 
m^  Ný  Nm 
\^ 
ýmvNm 
fV 
m-mN 
m^  iNmNm 
vmýmý 
Ný 
imýmý- 
ýN 
Ip 
NmTT 
IWIt 
mnNmm 
NIaNNmmNN 
NmVV 
DNtcINmm 
aIIm 
NNNN 
__NmN 
ývN 
DNmýIN 
m^ 
m 
m_Im  -I 
mN 
mINmN 
m  ry 
t 
mI 
ry  m_mmNm  VCN 
N  m_  m 
12CP 
1: 
Nm:  m 
tT 
ImI_ 
ýM 
yNMNmN 
N 
m 
Im 
i' 
mmIN 
I-  m 
vImým 
NT 
..  NpmTm 
ýQmm- 
NýT 
-N 
NN  -ý  -Nmmmm 
mý2 
Nx 
Iý  ___ 
iNN  m'  r  'ý  -N 
=^ 
NN 
mTI 
i- 
ry  N- 
Ii2 
GD 
I  "D 
mNNI 
Nmm 
mýNNm 
mm 
93 N 
.mN  ^^ 
NN 
m1  .m. 
I 
ý 
mmm 
.m  m_ 
m  1ý 
NNNn 
mmmn  :ý  Iä 
1  m  Im  ä  z  0.  0.  ti 
I 
m  77  EL  -  77 
mm  m 
. ".  . 
m.  m 
a  NIN 
77,3;,  ..  mmm 
"" 
NINININ 
0  mm 
m  ^m 
.. 
ýým°'m  m 
I  0.  I 
m  '1m- 
- 
^ 
NN  m 
I 
a  1m  ￿  N 
nmm  -  y  Z  1 
aIa  1  N  ^  n  n-, 
n 
"1I 
N 
m 
--  p, 
hm 
m 
Näm  m 
m 
ýI 
m  m  ~ 
N0vmy  .  Q  0  . 
0 
ým 
-mm 
äßm  ° 
"m  Iä  ým 
q 
1  m 
I  a 
m  rN1 
-1 
am  0. 
N-0 
`ý"v  iI 
m 
V 
ýa 
1  0.  I  . 
j  .. 
m  m 
.. 
m  ýv 
Z;  ,m  vm  - 
N^ý,  'm 
NN 
Nm  71  rm  m 
^  Q  r  ^m  v  ý  mI  ý 
N^  ..  Ný 
mI  mI..  mv  myN 
__ 
nNN  ý'!  m  ýým  1m  ým  Im 
' 
m  Nm 
vm 
ymI 
mm  m'  n1v1 
m 
Z 
ý  NNnn11  ,. 
r"  2  ,  9,  " 
mmm  --  m11N  `-' 
m  Z;  2-  1  77 
ImN  ^n' 
mIm  ..  M,,  N 
m  nm  rý^  m  _a  1-0. 
a-0.  Z  m.  m  nm  Nn_  i  m"'  ,  NIN1 
ývm  nm  tvm 
"1I..  1  ä..  ..  jm 
^'+  ..  mý  '"m  v1  m-- 
v 
Nm  "ý  oý  Im 
ý..  m  Nm  ￿  v 
ä  ä 
v 
III  -m_  ým  Nm  _  IN  I  I 
v 
m  I-  1  m  -  - 
!  m  ^'" 
m  ý  m:  m:  mvm  1_ 
"" 
m 
N  0ý  IN 
1111111 
^ 
y 
Im 
ml 
v 
I"  mm 
-  -.  -4  .  N^N 
1mI 
'  ' 
"m 
t 
.. 
mm 
%"%'lb  n  »m 
N 
"  m^^0  mI  ^  Iit 
um  mnNv  m  m 
`  v  "  m  m 
..  .. 
m-  II 
Z'  i  ..  r  ývm 
m 
0^  IN 
j  m  nm 
m 
NEn  NN 
n  N  0 
Z  v0  ^N 
a 
0 
%m  w  N  A  N  m 
m 
0 
-j 
0.1 
0.0.  p,  I  Hm  m-  e 
lb 
Z 
mm  ýI1X  m1..  1  mvN  N 
_  1-  _  1  1-  I-  a  v 
V 
m  "Nm  ý,  mI 
I 
mIINNN  1,  Nm 
..  ým  III 
ý, 
j  I  Im1 
.  N9 
ýýM 
94 N 
NN 
N  lým  Nm 
m 
H- 
NO 
N0 
,I-.,  b  mV 
Nm 
V 
ým- 
mI  N0  Nm 
N 
vm  ImIN 
Vvm 
M 
aý 
n ýnrr 
vv 
mmm  r 
v  eves 
nnl  nl 
nImm  nm 
aa"k1  I-  aiv^^I  1 
C4  w  ;  ým 
m  a-  1  r-1  1, 
rm  m  rý 
nnn  an- 
Anm2.  m: 
-  . 
m.  m  m 
mm-+mmm..  mmm..  m  q- 
NIaIn  I_  InInIrIn 
mvmvmvmVmvmv  mý  m 
IIIIý11 
mmmm  5k  kw  Vý  V?  O? 
mmmmmm 
Py  eý  e,  eý 
mmmm  v+  '- 
11  1I 
mmm  ti 
mmhNI..  N  ..  N,,,  wN  N 
ým 
m  vN  H  vm 
m  it^m 
mm 
mmmmmmmmmmI 
"'"  -1 
..  N  Vmm0vNm0 
v- 
mmN 
nm 
VVmmmmmmH 
IIIH 
VVvm 
aM 
a 
n 
m 
n 
m 
C' 
m 
M 
h 
N 
N 
n 
m 
HNNNN 
N 
tw  ;i  ii  mZ  i7  mmmmmm 
HhH 
mmm 
_m 
mm 
iIIm 
NvN'v  nl 
M 
.ý 
ýNN 
mm 
NNN 
00mývý 
N^ýmN^ 
NmNIN 
^0n^m 
N!  N 
0000 
NINININ 
mvmvmv0 
OJ  eQ  MM^ 
mmNN 
m  rp 
m 
w.  +  0m0 
mm01 
1ý 
.mIwIw 
1w1äý.. 
..  mm 
m00m.  -;  jr 
..  mm 
wIIsmII 
ý"ý  mN^ 
Nm0Inm 
m1m-I 
mv  ~mýmI 
mI 
_m 
I 
,.  vmIIm 
m 
.+m 
mb  wI  m° 
mIm_0 
zzý  mI  mj 
tiles 
mmmm  -- 
m  xä 
mvm1 
m1mI  -+ 
II 
m 
mm 
nmIv 
. 
". 
ry  mN 
mN 
mI1ww  IvHm 
Imm1 
ýM 
..  n 
_n..  r  mm  Iýýw  nýnm  m 
n  1ýmnn°  mn  n 
ämmInmm 
1Ivm 
Iv..  aIn 
m 
f1  00mN  30 
0hI-m 
C 
N0-N0 
mINmIa  -m 
vm(II 
-C' 
n  Iwan  ice.,  IýIw^  Iý 
iv^  'f 
m. 
I 
m  ný  ä-m 
nm  ýv  mmm 
mImII 
. ý.  - 
mnm..  nIv 
«m  mm  mý 
ml  ný 
ým  mj 
HN 
NNI 
<' 
ý+N 
Nmmmmh 
mmrrCm 
rNmmm 
mmII 
IIvryN 
NlN0 
N 
Ný  M0I 
0mNN 
ýNmmIvN 
N0IN 
ýII 
ry 
NN0 
ImII 
95 Theorem  3.7  Let  S3  be  the  naive  Bayes  network  with  one  binary  hidden  root 
node  and  n=3  binary  observed  nodes.  Then 
r=2n+1=7, 
where  r  is  the  regular  rank  of  the  Jacobian  matrix  between  the  parameters  of  the 
network  and  the  parameters  of  the  feature  variables. 
Proof  of  Theorem  3.7 
The  theorem  is  easily  proved  by  simple  algebraic  row  reduction  of  the  Jacobian 
matrix. 
Combining  Theorems  3.4  and  3.7  gives  the  inductive  proof  for  Geiger  et  al's 
conjecture. 
3.3  Discussion 
We  have  shown  that  for  a  naive  Bayesian  network  with  a  binary  root  node  and 
n  binary  observable  nodes  that  the  model  is  identifiable  for  n>2.  Clearly  this 
is  not  the  full  story;  we  have  only  considered  what  is  a  very  small  subset  of  all 
naive  Bayesian  networks.  We  make  the  following  conjectures,  the  first  concerning 
binary  observables  and  the  second  concerning  more  general  observables. 
Conjecture  3.8  Let  S  be  a  naive  Bayesian  network  with  one  hidden  root  node 
having  rZ  possible  states  and  n  binary  observable  non-root  nodes,  where  n  satisfies 
the  condition  2"  >  rz  (n  +  1).  Then 
r=rZ(n+1), 
96 where  r  is  the  regular  rank  of  the  Jacobian  matrix  between  the  parameters  of  the 
network  and  the  parameters  of  the  feature  variables. 
Conjecture  3.9  Let  S  be  a  naive  Bayesian  network  with  one  hidden  root  node 
having  rz  possible  states  and  n  observable  non-root  nodes,  having  ri  possible  states 
i=1, 
...  ,  n,  where  n  satisfies  the  condition  rj 
1  ri  >  Es 
1  rz  (ri  -  1)  +  rz  Then 
n 
r=Erx(ri- 
i=l 
where  r  is  the  regular  rank  of  the  Jacobian  matrix  between  the  parameters  of  the 
network  and  the  parameters  of  the  feature  variables. 
Table  3.1  shows  the  first  conjecture  to  be  true  at  least  for  the  models  looked 
at,  and  using  the  same  numerical  techniques  we  have  been  unable  to  provide 
a  counter  example  to  the  second  conjecture.  However,  we  have  not  been  able 
to  prove  these  conjectures  in  general;  the  `similar  matrices'  approach  we  have 
used  to  prove  theorem  3.4  does  not  seem  to  extend  to  these  more  complicated 
problems. 
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Model  Selection 
4.1  Introduction 
As  well  as  using  data  to  learn  about  the  parameters  of  our  model  we  may  also  be 
interested  in  using  our  data  to  help  us  select  our  model.  In  the  discussion  that 
follows  we  will  assume  that  we  are  interested  in  choosing  from  a  set  of  candidate 
models  M=  {ml, 
...  ,  mµ}.  The  Bayesian  approach  to  this  model  selection  is  to 
use  Bayes'  rule  to  calculate  the  posterior  distributions  for  each  of  the  candidate 
models, 
P(mID)_ýPPýý 
)P(DIý  ,  )> 
where 
P  (D  1  m)  =fP 
(D  9m,  m)  P  (Om  1  m)  dOm 
is  the  likelihood  averaged  over  the  parameters  with  respect  to  their  priors  and 
is  known  as  the  marginal  likelihood.  The  model  then  chosen  as  `best'  is  the 
one  which  maximises  this  quantity.  In  practice  the  slightly  simpler  quantity,  the 
98 relative  posterior  probability  of  a  model  structure 
P  (D,  m)  =P  (m)  P  (D  i  m) 
is  used  to  select  the  best  model,  or  if  our  prior  distribution  across  the  set  of 
candidate  models  is  uniform  we  can  simply  look  at  the  quantity  P  (D  I  m). 
An  alternative,  but  equivalent  criterion  for  model  selection  is  the  Bayes  Factor 
defined  as 
P(mI  D)  P(m)P(Dlm) 
P  (mo  I  D)  =P  (mo)  P  (D  I  mo)  . 
If  our  dataset  is  complete,  the  sets,  ei;  =  {e=?  1i...  , 
02,  },  of  model 
parameters  are  independent  and  the  parameter  priors  are  Dirichlet  with 
Oi3  N  Di  (a131,  ai22i  ....  aijr;  ),  then  Cooper  and  Herskovits  [17]  show  that  the 
computation  of  P  (D  I  m)  is  straightforward,  and  for  a  general  Bayesian  network 
with  n  nodes  is  given  by 
P  (D  I  mý  _r 
(__  r  (a13k  +  N;  jk)  (4.1)  1111  (Hr/  l  i=1  9=1 
r 
\aiý 
+  N3) 
k=1 
ai3j) 
where 
Nsjk  = 
I(xi,  =k,  pail=j)  = 
N3  = 
N 
I  (xli  =  k,  Pali  =j) 
!  =1 
1ifx11=k  and  pari 
0  otherwise 
Ti 
I  Nijk, 
k=1 
99 r; 
CY{j  =E  aijk. 
k=1 
However,  more  generally  we  will  be  working  with  incomplete  datasets,  in  which 
case  calculation  of  this  quantity  becomes  intractable.  In  this  case  we  must  resort 
to  the  use  of  one  of  a  number  of  approximations  to  this  quantity  which  have  been 
suggested.  One  such  approximation  that  will  be  considered  here  is  a  Monte- 
Carlo  technique  known  as  the  Candidate  method.  Monte-Carlo  techniques  are 
known  normally  to  converge  to  accurate  results,  but  can  be  computationally  very 
expensive,  which  can  lead  us  to  use  another  class  of  approximations  based  on 
the  large  sample  properties  of  probability  distributions.  In  this  chapter  we  will 
consider  a  number  of  these  approximations  along  with  two  other  model  selection 
criteria  proposed  by  Akaike  [1]  and  Biernacki  et  al.  [3]. 
4.2  The  Candidate  Method 
This  MCMC  approach  suggested  by  Chib  [14]  takes  advantage  of  the  identity 
p  (D  l  m)  =P 
(D  10m*  m)  P  (0: 
" 
1  m)  (4.2) 
P(O  1  D,  m) 
to  simplify  calculation  of  the  quantity  of  interest.  The  idea  is  that  in  this  identity, 
true  for  any  value  of  8;, 
a,  we  can  calculate  the  numerator  on  the  right-hand  side 
exactly  and  approximate  the  denominator  using  a  simple  Gibbs  sampler.  Gibbs 
samplers  came  to  prominence  in  the  1984  paper  by  Geman  and  Geman  [25],  and 
allow  us  to  approximate  the  expectation  of  a  function  f  (x)  with  respect  to  P  (x), 
100 the  joint  distribution  of  variables  X=  (X1,. 
.., 
X￿).  We  first  choose  an  initial 
state  for  X,  which  is  generally  selected  `at  random'.  We  then  take  each  variable 
in  turn  and  re-assign  its  value  according  to  its  conditional  distribution  given  all 
of  the  other  variables  in  X.  This  gives  us  a  new  sample  x,  and  we  calculate  the 
expected  value  of  f  (x)  by  keeping  track  of  the  simple  average  of  the  function  f  (x) 
over  the  samples  we  construct.  It  is  possible  to  show  that  after  a  `burn-in'  phase 
in  which  we  discard  all  of  our  samples,  the  configurations  of  x  can  be  assumed  to 
be  sampled  with  probability  P  (x)  if  our  Gibbs  sampler  is  irreducible  and  satisfies 
detailed  balance,  the  two  necessary  conditions  for  ergodicity.  Irreducibility  simply 
means  that  no  matter  what  our  starting  configuration  is it  is  possible  to  visit  every 
possible  configuration  of  X,  even  though  in  practice  we  may  not  run  our  Gibbs 
sampler  for  long  enough  to  sample  all  possible  configurations.  Detailed  balance 
is  the  condition 
P  (move  from  configuration  A  to  configuration  B) 
P  (move  from  configuration  B  to  configuration  A) 
P  (B) 
'  P(A) 
for  all  possible  A  and  B,  which  simply  ensures  that  we  are  sampling  from  the 
correct  distribution. 
In  this  case,  we  initialise  the  Gibbs  sampler  by  first  assigning  states  to  the 
unobserved  variables  at  random,  giving  us  a  complete  sample  D,.  We  then 
choose  some  variable  Xj;,  which  is  the  unobserved  variable  Xi  in  observation 
l  for  updating.  We  update  X1  by  selecting  its  state  according  to  the  probability 
distribution 
P  (xti  (D,  \  m)  -P 
(xii,  D,  \  x1i  1  m) 
ýx,;  P  (xti,  D,  \  xti  1  m)' 
101 where  the  required  probabilities  can  be  calculated  using  Equation  (4.1)  and  where 
D,  \  x1  denotes  the  completed  dataset  D,  with  the  observation  x1  removed.  This 
is  done  for  all  unobserved  variables  in  D,  to  produce  a  new  completed  dataset  D. 
After  a  suitable  burn-in  period  we  begin  to  collect  the  values  of  P  (O  1  D',  m) 
for  our  samples  from  the  posterior,  and  take  the  simple  average  of  this  quantity  as 
our  estimate  of  P  (9;, 
+ 
I  D,  m).  While  the  identity  given  in  equation  4.2  is  true  for 
any  value  of  9;, 
+ 
it  is  also  true  that  an  unwise  choice  of  6;,,  will  lead  to  very  poor 
convergence  of  the  Gibbs  sampler.  Chib,  and  also  Raftery  [57],  recommend  using 
the  MAP  or  ML  estimates  of  Om  for  O.  Their  argument  for  this  choice  is  that 
selecting  a  value  for  9;,,  corresponding  to  a  high  density  point  should  improve 
the  accuracy  of  the  estimate.  Chickering  et  al.  [16]  claim  that  this  choice  of 
6;,,  leads  to  underestimation  of  the  quantity  P  (O  D,  m).  They  suggest  that 
the  reason  for  this  error  is  that  there  can  exist  configurations  D,  such  that  both 
p  (6;,,  1  Dc,  m)  is  large  and  the  probability  of  visiting  this  particular  configuration 
is  small.  They  suggest  an  alternative  method  for  selecting  9;, 
a,  claiming  that 
it  provides  accurate  low-noise  estimates  of  P  (D  I  m).  For  a  fixed  number  of 
samples  after  the  burn-in  phase  they  keep  track  of  the  completed  configurations 
and  set  9;, 
+  to  be  the  configuration  that  maximises  P  (Om  I  Dc*,  m),  where  D*  is 
the  completed  dataset  observed  to  have  occurred  most  often;  or,  in  the  case  of 
ties,  the  one  for  which  P  (D  I  m)  is  greatest. 
4.3  The  Laplace  Approximation 
The  idea  of  the  Laplace  approximation  is  that  as  our  sample  size  N  increases  it 
becomes  reasonable  to  approximate  P  (6￿,  1  D,  m)  oc  P  (D  Om,  m)  P  (Om  I  m) 
102 with  a  multivariate  Gaussian  distribution.  In  particular,  we  define 
9  ýOmý  =  log  (P  (D  1  Om,  m)  P  (Om  1  m))  (4.3) 
and  6￿+  to  be  the  configuration  of  9,,,  that  maximises  g  (9,,,  ).  It  can  be  seen  that 
9,,,  also  maximises  P  (Om  I  D,  m)  and  is  therefore  the  MAP  configuration  of  6￿z. 
A  second  order  Taylor  polynomial  can  be  used  to  expand  g  (Om)  about  the  MAP 
parameter  estimates  to  give 
9  (em)  9 
(e"`) 
2 
(Om 
-  em)T  A  (Om 
-  em) 
I 
where  A  is  the  negative  Hessian  of  g  (9,,,  )  evaluated  at  9,,,,:  Exponentiating 
g  (Um)  and  using  Equation  4.3  gives  us 
P(D  I  em,  m)P(em  I  m) 
P(D  m)P(ÖmIm)exp{-2(9,  n-6,  n)TA(6,,,  -8,,, 
)J. 
ll 
(4.4) 
This  gives  us  a  Gaussian  approximation  for  P  (9￿.  I  D,  m)  oc  exp  {g  (e,,,  )}.  We 
then  integrate  both  sides  of  Equation  4.4,  and  take  the  logarithm  to  give  the  final 
approximation 
log  P  (D  I  m)  --log  P  (D  I  Öm,  m)  +  log  p  (6m  I  m)  +2  log  (27r)  -2  log  IA 
(4.5) 
where  d  is  the  number  of  parameters  in  m  known  as  the  dimension  of  the  model. 
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The  choice  of  basis,  that  is  to  say  the  parameterisation,  in  which  the  Laplace 
approximation  is  made  is  an  issue  that  seems  to  have  been  largely  ignored 
until  the  1998  paper  of  MacKay  [43].  He  demonstrated  that  for  models  in 
which  the  parameters  are  probabilities,  such  as  Bayesian  belief  networks,  the 
most  obvious  basis  is  not  necessarily  the  best.  He  argues  that  the  Laplace 
approximation  is  better  computed  in  the  `softmax'  representation.  That  is  to 
say  we  re-parameterise  our  model  in  terms  of  the  parameter  space  4  m,  where 
¢=jk  =  log  (--).  Figure  4.1,  after  the  figure  given  in  MacKay's  1998  paper, 
illustrates  the  intuition  for  his  claim.  The  aim  of  the  Laplace  approximation  is 
to  estimate  the  integral  of  a  function  f  dcw  f  (w)  by  fitting  a  Gaussian  at  the 
maximum  w  of  f  (w)  and  computing  the  volume  under  that  Gaussian.  Clearly 
the  better  the  approximation  to  the  function  of  interest  given  by  the  Gaussian, 
the  better  will  be  the  final  estimate.  In  the  natural  basis  the  Dirichlet  distribution 
of  the  parameters  is  very  poorly  estimated  by  a  Gaussian  distribution;  Figure  4.1 
clearly  shows  that  the  approximation  places  far  too  much  weight  outside  the  range 
[0,1].  Working  in  the  softmax  basis  reduces  the  problem;  Figure  4.1  demonstrates 
that  in  this  basis  the  Gaussian  approximation,  while  light-tailed,  is  quite  a  close 
match  for  the  true  density. 
MacKay  also  shows  that  if  we  have  a  Dirichlet  prior  on  the  parameters  O  in 
our  original  parameter  space,  that  is  to  say 
ri  aijl-1  /  r; 
(ets  I  M) 
r 
1ýk-1  aijk)  E  oij, 
... 
0aij,;  rs-1  =  ý-7ri 
Pl 
k-2 
iiri 
!  lk_1 
r  (atijk) 
104 -  Density  over  p 
0  0.25  0.5  0.75 
al 
-  Density  over  a 
505 
bl 
Figure  4.1:  After  MacKay  [43].  This  figure  shows  the  Laplace 
approximation  to  a  Dirichlet  approximation  and  to  the  same 
distribution  re-parameterised  in  a  softtnax  basis.  Frame  al 
shows  alte  density  funct  ion  B  (1.3,1.3)  in  traditional  p-space, 
so  P  (p)  cx  p0-:  3  (1  -  p)°':;.  In  b2  the  same  distribution  is  shown 
transformed  into  a-space,  where  a=  log  (p/  (1  -  p))  so  P  (a)  cx 
p  (a)'  1)  (a))  I':  ' 
with  p  (a)  =i",  . 
Frames  a2  and  b2 
show  t  lie  Laplace  approximations  to  each  of  these  distributions, 
(learlY  the  Laplace  approximation  in  the  traditional  parameter 
space  is  it  very  poor  match  to  the  true  distribution  whereas  the 
Laplace  approximation  in  the  transformed  parameter  space  is 
unuli  closer  to  the  true  distribution. 
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b2 then  the  corresponding  priors  on  the  parameters  Oi  are  given  by 
r; 
-1 
ri  aij1 
ý  ri 
P  m)  -r 
(Ekaijk) 
1-  eijk  (0)  Bij2  (0)ai12 
... 
eijri 
(O)aiir'  . 
l7  lk_1 
r  (aijk) 
k=2 
4.3.2  Calculating  the  Hessian  of  g  (0m) 
Thiesson  [69]  outlines  a  method  for  calculating  second  order  derivatives  using 
Bayesian-network  inference.  Thiesson  breaks  the  calculation  down  into  two 
stages.  First  he  calculates  the  score  for  observation  l  which  is  determined  by 
S4, 
$Jk 
(i  10m)  =  aýijk 
log  p  (y!  ý 
4'm) 
P  (Yl  1  4m)  a0ijk 
p 
\yz 
P  (y!  I  ým)  äOiik 
P 
lx 
(4.6) 
xEX(yt) 
where  X  (yi)  is  the  set  of  all  `completions'  of  yl.  The  next  stage  involves  the 
calculation  of  the  negative  Hessian  given  by 
(y! 
2 
00ijkaOstu 
log  p  (yl 
--1 
02 
P  (4J1 
P  (Yl  (0m)  00ijk00stu 
+12aP  (ý￿1  I  Om) 
ap 
(yl  10m) 
P  2.11  1  Om)5  ijk 
a0stu 
=  S0: 
jk 
ýYi  ýmý'sýatu  (Yl  10m) 
a2 
P  (yl  1  cm) 
yEX(yl) 
0  ijkO  stu 
P  ýx  ýmý.  ý4.7) 
Clearly  it  is  a  simple  matter  of  Bayesian  network  inference  to  calculate  the 
106 quantities  P  (yj  1  ý￿a)'  and  Thiesson  further  shows  that  the  particular  structure 
ýti  of  a  Bayesian  network  makes  the  calculation  of  the  quantities  eP  (x  14,,,,  )  and 
a'  P  (x  ý￿+)  very  straightforward.  Hence  we  can  calculate  the  elements  of 
the  Hessian  matrix  very  simply  by  summing  the  terms  Hfjjkes, 
t￿ 
(y,  ý  4￿ý)  over 
our  entire  dataset.  The  calculation  of  this  Hessian  matrix  is  explained  in  greater 
detail  in  Appendix  C. 
4.4  Akaike's  Information  Criterion  (AIC) 
AIC  was  introduced  in  Akaike's  1974  paper  [1]  on  statistical  hypothesis  testing  in 
time  series  analysis.  If  we  are  attempting  to  fit  to  our  data  a  parametric  family 
of  density  functions  given  by  f  (x  0)  with  a  vector  parameter  0,  where  the  true 
density  is  given  by  g  (x),  then  the  average  log-likelihood,  given  by 
N 
1 
E  log  f  (x;  1  0) 
, 
(4.8) 
will  tend  to 
S  (9;  f  (.  10))  =f9  (x)  log  f  (x  10)  dx, 
as  N  increases.  The  quantity 
I  (9;  f  (.  O))  =S  (9;  9)  -S  (9;  f  ('  1  0)) 
is  the  Kullback-Leiber  mean  information  for  discrimination  between  g  (x)  and 
f  (x  10)  and  can  be  shown  to  take  positive  values  unless  f  (x  10)  =g  (x)  almost 
everywhere.  This  implies  that  a  reasonable  choice  of  criterion  for  model  selection 
107 is  the  minimisation  of  the  quantity  -S  (g;  f  ("  10))  as  this  will  bring  the  Kullback- 
Leiber  mean  information  as  close  to  0  as  possible.  Fortunately  the  natural 
estimator  for  S  (g;  f  ("  10))  is  the  mean  log-likelihood  (4.8)  and  hence  knowledge 
of  the  true  density  is  not  necessary  in  order  to  estimate  the  quantity  we  are  using 
as  our  model  selection  criterion.  If  we  are  considering  only  a  single  family  of 
distributions  then  we  use  Equation  (4.8)  to  produce  our  ML  parameter  estimates. 
However  if  we  are  in  a  position  to  choose  between  a  number  of  different  models 
for  our  data  the  principle  of  maximum  likelihood  does  not  provide  a  suitable 
solution  as  it  will  always  favour  the  more  complicated  model.  Akaike  recognised 
this  problem  and  it  was  this  that  motivated  the  development  of  the  AIC.  He  began 
by  considering  the  situation  where  g  (x)  =f  (x  100),  that  is  to  say  the  true  density 
is  contained  somewhere  within  our  model  space.  Denoting  I  (g;  f  (-  10))  and 
S  (g;  f  ("  10))  by  I  (0o;  0)  and  S  (Bo;  0)  respectively  he  noted  that  for  0  sufficiently 
close  to  00  it  is  possible  to  make  the  approximation 
I(Bo;  Oo+L  O)  -- 
1IILOIJJ2, 
where  IIDOIIJ2  =  ROTJOB  and  J  is  the  positive  definite  Fisher  Information  matrix 
defined  as 
a  log  f  (X  1  0)  a  log  f  (X  10) 
aei 
Thus  it  follows  that  when  the  MLE  B  of  Bo  lies  close  to  Bo  a  measure  of 
the  difference  between  the  two  functions  f  (x  10)  and  f  (x  I  Bo)  is  given  by 
5110  -  0011  J2"  Akaike  then  observes  that  in  the  situation  where  the  parameter 
108 B  is  restricted  to  some  lower  dimensional  subspace  which  does  not  contain  9o  it 
can  be  shown  under  certain  regularity  conditions  that,  if  the  choice  0'  of  0  which 
minimises  -S  (0o;  0)  is  sufficiently  close  to  00,  then  the  distribution  of  N110-011J2 
is  approximately  chi-squared  with  degrees  of  freedom  equal  to  the  dimension  of 
the  restricted  parameter  space.  It  therefore  holds  that 
E002NI  (9o;  B)  =  N1101-  OOIIJ2  +  d,  (4.9) 
where  E,  denotes  the  mean  of  the  approximate  distribution  and  d  is  the 
dimension  of  the  subspace. 
As  already  stated,  minimising  the  Kullback-Leiber  distance  is  a  sensible 
criterion  for  model  selection,  so  some  approximation  to  the  expression  on  the 
right-hand  side  of  (4.9)  could  make  a  useful  model  selection  tool.  The  asymptotic 
distribution  of  vfY 
(9 
-  B')  is  usually  approximately  normal  with  mean  0  and 
variance  matrix  J-1.  Hence,  if  we  use 
NN 
2  log  f  (xi  19o)  -  log  f  (xi  B)  (4.10) 
as  an  estimate  of  Nib'  -  0o1IJ2,  then  we  must  correct  for  the  downward  bias 
introduced  by  replacing  0'  by  0  by  adding  d  to  (4.10).  Hence  minimising  the 
Kullback-Leiber  distance  is  equivalent  to  minimising 
NN 
2  log  f  (xi  I  Oo)  -  log  f  (xi  I  e)  +  2d 
i=1  i=1 
From  this  we  derive  Akaike's  model  selection  criterion,  which  is  to  select 
109 the  model  which  maximises  the  quantity 
AIC  (B) 
=  log  IP  (D  (B)  }-d. 
This  scoring  function  is  intuitively  attractive  as  it  contains  both  a  term  measuring 
how  well  our  model  fits  the  observed  data  and  a  term  penalising  model  complexity. 
4.5  The  Bayesian  Information  Criterion  (BIC) 
This  model  selection  criterion  was  first  suggested  by  Schwarz  in  1978  [66]. 
Like  Akaike  he  was  attempting  to  modify  maximum  likelihood  so  that  it  could 
be  applied  to  the  problem  of  choosing  between  a  number  of  different  families 
of  model.  By  considering  the  asymptotic  behaviour  of  Bayes  estimators  he 
derives  an  approximation  to  log  P  (D  I  m)  which  is  independent  of  both  the 
prior  distribution  of  the  parameters  and  the  basis  chosen  for  the  parameters. 
If  we  consider  Equation  (4.5),  and  retain  only  those  terms  which  increase  with  N 
then  we  are  left  with  the  terms  log  P  (D  ý  9￿zf  m),  which  increases  linearly  with 
N,  and  log  BAI,  which  increases  as  d  log  N.  Also,  for  large  N  we  observe  that  6,,,, 
can  be  approximated  by  9m,  and  hence  we  obtain 
log  P  (D  I  m)  ý-  log  P  (D  ý  8,,,,  m)  -2  log  N. 
Schwarz  observes  that  his  procedure  differs  from  Akaike's  only  in  that  the 
dimension  is  multiplied  by  2  log  N  and  notes  that  this  will  give  his  procedure 
a  tendency  to  choose  more  parsimonious  models  (provided  there  are  8  or  more 
110 observations). 
It  is  interesting  to  note  that  the  BIC  is  the  negative  of  the  Minimum 
Description  Length  (MDL)  criterion  described  in  Rissanen  [62].  Rissanen 
arrives  at  this  model  selection  criterion  by  considering  the  concept  of  stochastic 
complexity,  which  can  be  considered  to  be  a  formal  measure  of  the  level  of 
randomness  in  the  data  relative  to  the  selected  model.  He  shows  that  his  MDL 
criterion  approximates  this  stochastic  complexity,  where  the  minimum  description 
length  is  the  minimum  number  of  binary  digits  required  to  describe  the  observed 
data  given  the  selected  model. 
4.5.1  Draper's  Scoring  Function 
Draper  [21]  suggests  another  approximation  to  Equation  (4.5)  in  which  he  also 
retains  the  term  4  log  (27r): 
log  P  (D  I  m)  -,  log  P  (D  Om,  m)  -2  log  N+2  log  (21r) 
He  claims  that  in  his  experience  the  inclusion  of  this  term  gives  more  accurate 
results  than  the  traditional  BIC  approximation. 
111 4.6  Cheeseman  &  Stutz's  (CS)  Scoring 
Function 
4.6.1  Marginal  Likelihood  of  the  Expected  Data  (MLED) 
When  using  the  EM  algorithm  to  fit  our  model  to  the  data  we  treat  expected 
sufficient  statistics  as  though  they  are  actual  sufficient  statistics.  This 
suggests  another  possible  approximation  to  the  marginal  likelihood,  the  Marginal 
Likelihood  of  the  Expected  Data  (MLED), 
log  P  (D  1  m)  --  MLED  (9, 
n)  =  log  P  (D'  I  m), 
where  D'  is  an  imaginary  dataset  which  is  consistent  with  the  expected  sufficient 
statistics.  This  means  that,  for  our  Bayesian  networks,  MLED  is  given  by 
"  qi  r  (aid)  r'  r 
(aijk 
+  J' 
(N1jk 
MLED  (9m)  1 
i=i 
1j 
=i  r  (aid  +E  (Nip  i  &nll 
k=l 
r  (atjk) 
JJ 
As  we  are  utilising  expected  sufficient  statistics  computed  as  part  of  the 
EM  algorithm  this  measure  is  computationally  efficient,  and  because  we  are 
computing  a  marginal  likelihood  we  again  punish  model  complexity.  However,  one 
problem  with  this  scoring  function  is  that  there  is  no  guarantee  of  its  asymptotic 
correctness. 
112 4.6.2  Cheeseman  &  Stutz's  (CS)  Scoring  Function 
Cheeseman  and  Stutz  [12]  observed  that  the  equivalence  between  P  (D  I  m)  and 
P  (D'  I  m)  would  hold  only  if  the  quantities 
wij  =P  (observation  i  comes  from  distribution  j) 
used  in  the  calculation  of  P  (D'  I  m)  are  indicator  functions,  that  is  wad  E  {0,1} 
and  >  w;  j  =  1,  and  that  as  they  diverge  from  indicator  values  the  value  of 
P  (D'  I  m)  will  be  substantially  less  than  P  (D  I  m).  They  suggest  that  it  is 
possible  to  compensate  for  this  by  multiplying  P  (D'  I  m)  by  the  correction  term 
P  (D  I  Om,  m) 
.i  (DI  Om,  m) 
' 
Hence  they  arrive  at  the  approximation 
log  P  (D  I  m)  --1og  P  (D'  I  m)  +  log  P  (D  18,,,,  m)  -  log  P  (D'  I  Om,  m)  . 
Chickering  and  Heckerman  [16]  note  that  this  approximation  can  be  derived  by 
applying  the  BIC  approximation  to  the  identity 
P(D  m)  --  P  (D'  I  m) 
fP  (D  16m,  m)  P  (6m,  I  m)  d6m 
fP(D'  ý  Om,  m)P(Om  (  m)dOr. 
113 4.7  Integrated  Classification  Likelihood  (ICL) 
Biernacki  et  al.  [3]  propose  this  method  as  an  alternative  to  Schwarz's  BIC  when 
considering  mixture  distributions.  They  point  out  that  the  validity  of  the  BIC 
for  assessing  the  number  of  components  in  a  mixture  distribution  is  the  subject 
of  some  concern.  The  BIC  estimate  is  valid  only  when  the  estimated  parameters 
lie  well  within  the  parameter  space.  In  the  case  in  which  the  number  of  mixture 
components,  c,  in  the  model  being  fitted  is  greater  than  the  true  number  of 
components,  c',  the  estimates  of  c-  c'  of  the  mixing  proportions  will  tend  to 
0  as  the  sample  size  increases.  The  implication  of  this  is  that  we  can  expect 
our  necessary  conditions  for  the  validity  of  the  BIC  to  be  breached  when  we  are 
fitting  models  larger  than  the  true  model. 
They  propose  an  Integrated  Classification  Likelihood  (ICL)  criterion  as  a 
possible  alternative.  In  the  following  discussion  we  consider  the  application  of 
the  ICL  criterion  to  naive  Bayesian  networks.  We  will  use  y=  (yl.... 
,  YN) 
to  denote  the  observed  data,  z=  (z1, 
...  ,  ZN)  to  denote  the  unobserved  data 
and  x=  (y,  z)  to  denote  the  complete  data.  In  a  slight  change  to  previous 
notation  we  now  define  zi  =  (z11, 
...,  zi,,  s)  where  zig  =1  if  observation  1  comes 
from  component  j  and  0  otherwise.  The  classification  log-likelihood,  also  known 
as  the  complete  log-likelihood,  of  9,,,  for  the  complete  sample  x  is  then  given  by 
N  r, 
CG  (9m)  _ZE  Zik  log  (PkP  (yi  1  Zik  =  1,  Om)) 
l=1  k=1 
This  complete  log-likelihood  is  related  to  the  observed  log-likelihood  by  the 
114 relationship 
where 
with 
CG  (9m)  =,  c  (6m)  -  EC  (9m) 
, 
(4.11 
r,  N 
eC  (9m)  _-ZZ  zlk  lob  tlk  >_  0, 
k=1  l=1 
tik_  PkP(Y  I  Zak=1'e+. 
`)  1<i<nand1<k<rz 
denoting  the  conditional  probability  that  yj  arises  from  the  kth  mixture 
component. 
Equation  (4.11)  shows  that  the  classification  log-likelihood  can  be  thought  of 
as  the  log-likelihood  penalised  by  -.  6C  (9,,,  ).  Biernacki  et  al.  further  show  that 
EC  (9,,,  )  has  expected  value 
N  rs 
]E  (EC  (e.  ))  =-EE  t1k  log  t1k  >  0. 
1=1  k=1 
This  quantity,  the  entropy,  is  a  measure  of  how  well  the  model  partitions  the 
observed  data,  taking  smaller  values  when  the  model  provides  a  good  description 
of  the  data.  This  has  led  to  the  use  of  the  variable  CC  (9￿.  )  in  model  selection, 
with  the  unknown  Z  being  replaced  with  z  where 
1  if  arg  maxk  tik  (8,,,  ) 
=k 
ztk  =  (4.12) 
0  otherwise. 
However,  as  Biernacki  et  al.  point  out,  in  practice  this  is  a  poor  model  selection 
criterion,  not  least  because  it  tends  to  over-estimate  the  size  of  model  required 
115 as  it  does  not  contain  a  term  for  penalising  the  number  of  parameters  in  the 
model.  It  is  this  shortcoming  of  the  classification  likelihood  as  a  model  selection 
criterion  that  in  part  motivates  Biernacki  et  al.  to  propose  their  integrated 
classification  likelihood  (ICL)  criterion.  Rather  than  looking  to  maximise  the 
integrated  likelihood  as  in  criteria  such  as  BIC,  they  look  to  maximise  the 
integrated  classification  likelihood, 
I  em,  m)  it  (Bm,  1  m)  dem.  (4.13)  f  (X)  Z1  Om)  = 
ff(x, 
z 
They  argue  that  this  is  a  more  appropriate  criterion  than  the  integrated  observed 
likelihood  as  the  classification  likelihood  takes  into  account  the  ability  of  the 
model  to  give  evidence  for  the  data's  clustering  structure.  However,  it  is  still 
a  problem  that  the  BIC  approximation  for  the  integral  given  in  (4.13)  is  not 
strictly  valid.  To  overcome  this  they  note  that  the  priors  on  our  parameters  are 
independent,  which  allows  them  to  rewrite  (4.13)  as 
.f 
(x,  z1  em)  = 
lem 
.f 
(x  1  z,  em,  m) 
.f 
(z  1  em  m)  7r  (Om,  1  m)  d8m.  (4.14) 
The  BIC  approximation  is  then  valid  for  f  (x  I  z,  9,,,,  m),  and  f  (z  1  0,,,,  m)  can 
be  calculated  exactly.  Using  a  Dirichlet  prior,  Di  (a, 
...,  a),  for  p  we  have 
f  (z  I  ems  m)  =J  Pi  NI 
...  pN's  r  )(rz  ra  (a)pi-1...  p«  idp, 
where  Nk  is  the  number  of  observations  in  which  z«  =  1.  It  follows  that 
f  (z  I  Om,  m)  =r 
(ä  a)  F  (Ni  +  a)  ... 
r  (N,.  +  a) 
.  (  )rs  I'  (N  +  rza) 
116 So  if  we  use  the  Jeffreys  non-informative  prior  (a  =  1/2),  and  bear  in  mind  that 
z  is  in  fact  unobserved,  the  integrated  log-likelihood  takes  the  form 
log  f  (x,  z  1Om,  m)  max  log  f  (x  z,  Om,  m)  - 
21og 
N 
em 
+logr(2)+E1og[' 
(Nk+ 
k=1 
-r  logt 
(2) 
-  logt  (N 
+ 
2) 
(4.15) 
where  z  is  defined  by  4.12. 
4.8  Model  Selection  Using  Simulated  Data 
4.8.1  Introduction 
In  the  discussion  that  follows  we  will  attempt  to  study  the  similarities  and 
differences  between  the  model  selection  techniques  described  in  this  chapter.  We 
will  look  at  these  techniques  both  in  terms  of  their  ability  to  determine  the 
number  of  latent  states  present  in  the  population  under  consideration  and  their 
computational  complexity.  The  models  considered  here  will  typically  be  quite 
small,  having  at  most  a  dozen  or  so  binary  observable  variables  and  few  latent 
states. 
We  begin  by  considering  the  effect  that  Mackay's  [43]  proposed  change  of 
basis  has  on  the  Laplace  approximation  when  used  in  model  selection.  We  will 
then  look  at  the  use  of  this  and  other  approximations  in  model  selection.  First 
we  consider  the  simple  case  in  which  we  have  a  single  latent  variable  in  the 
network,  then  we  extend  this  work  to  consider  the  case  in  which  we  have  two 
117 or  more  independent  latent  variables.  We  hope  to  find  that  at  least  some  of  the 
model  selection  techniques  being  considered  will  be  able  to  discern  the  presence 
of  multiple  latent  variables.  Finally  we  will  apply  what  we  have  learned  about 
these  model  selection  techniques  to  a  'real  life'  problem,  relating  to  a  study  of 
the  survival  of  patients  following  admission  to  an  adult  intensive  care  unit  (ICU) 
[35]. 
4.8.2  Choice  of  Prior  Distributions 
C 
1 
Figure  4.2:  A  three  dimensional  Dirichlet  distribution  in  the 
traditional  basis  with  a=1.01. 
In  considering  the  MAP  parameter  estimates  we  will  use  the  prior  distributions 
proposed  by  Chickering  and  Heckernian  [16];  in  the  traditional  basis  we  will  use 
the  Dirichlet  (listrilnttion  in  which  all  of  the  shape  parameters  are  selected  to  be 
cr  =  1.01  and  in  the  softniax  basis  we  will  use  the  Dirichlet  distribution  in  which 
all  of'  t  lie  shape  parameters  are  chosen  to  he  a=1. 
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Figure  4.3:  A  three  dimensional  Dirichlet  distribution 
transformed  into  softmax  space  with  a=1. 
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0Z  -3  -3  0, Chickering  and  Heckerman  choose  to  use  a=1.01  in  the  traditional  basis 
because  it  gives  a  prior  which  is  close  to  uniform  (a  =1  would  correspond  to  a 
uniform  prior)  but  which  is  sufficiently  non-uniform  to  ensure  that  our  parameter 
estimates  will  not  lie  on  the  perimeter  of  the  parameter  space.  This  is  important 
as  our  Laplace  approximation  is  only  valid  at  points  which  lie  away  from  the 
boundary  of  our  parameter  space.  The  three  dimensional  case  of  this  prior 
distribution  is  shown  in  Figure  4.2.  In  the  softmax  basis  they  choose  to  use 
a=1  because  this  corresponds  to  the  uniform  prior  in  the  untransformed  space. 
However,  in  the  softmax  basis  the  resulting  prior  is  far  from  uniform,  as  can  be 
seen  from  the  three  dimensional  case  of  this  prior  shown  in  Figure  4.3 
4.8.3  Experiment  Methodology 
Generation  of  Artificial  Datasets 
First  a  naive  Bayesian  network  known  as  the  generative  network  was  set  up.  The 
number  of  latent  states  for  the  generative  network  was  defined  along  with  the 
number  of  binary  observable  variables.  Parameters  for  this  network  were  drawn 
from  a  uniform  distribution.  To  generate  a  dataset  of  size  N  we  begin  by  drawing 
a  value  for  the  hidden  node  Z  from  its  known  distribution.  We  can  then  draw 
values  for  the  Y,  "  from  their  conditional  distributions  given  this  value  of  Z.  All 
observations  of  Z  were  then  discarded  from  the  resulting  dataset. 
Model  Selection 
Before  selecting  our  `best'  model  we  must  first  define  the  set  of  test  models  we 
are  considering.  In  each  case  the  set  of  test  models  were  taken  to  be  the  set  of 
120 models  with  the  same  structure  as  the  generative  network  except  that  the  number 
of  latent  states  was  allowed  to  vary.  Typically  rz  was  allowed  to  vary  between  1 
and  some  pre-determined  maximum  value  rma..  For  each  of  these  test  models  the 
model  had  to  be  fitted  to  the  data  before  any  model  selection  could  take  place. 
The  EM  algorithm  was  used  to  do  this  and  a  variant  of  the  multiple  re-start 
technique  was  used  in  an  attempt  to  find  the  global  maximum  of  the  likelihood 
function  (for  the  ML  parameter  estimates)  or  the  posterior  distribution  of  the 
network  parameters  (for  the  MAP  parameter  estimates).  This  method  was  based 
upon  that  used  by  Chickering  and  Heckerman  [15].  For  each  test  model  we 
began  with  64  different  randomly  generated  starting  points,  ran  one  step  of  the 
EM  algorithm  on  each  and  retained  the  32  resulting  parameter  configurations 
that  gave  the  largest  values  of  the  function  being  maximised.  We  than  ran  2 
EM  steps  on  each  of  these  32  configurations  retaining  the  16  best  configurations 
upon  which  we  ran  4  steps  of  the  EM  algorithm.  This  was  continued  until  only 
one  configuration  remained;  we  then  ran  the  EM  algorithm  on  this  configuration 
until  convergence  was  reached.  Each  of  the  model  selection  criteria  was  applied 
to  the  resulting  model.  The  procedure  was  slightly  different  for  the  test  model 
with  rz  =1  in  that  the  value  of  P  (D  m)  could  be  calculated  exactly  in  this 
case  using  Equation  4.1. 
4.8.4  Effect  of  the  Change  of  Basis 
MacKay  [43]  justifies  his  proposal  to  work  in  the  softmax  basis  rather  than  the 
traditional  basis  by  demonstrating  that  a  Dirichlet  distribution  can  be  better 
approximated  by  a  Gaussian  when  transformed  into  the  softmax  basis;  see  section 
121 4.3.1.  He  then  uses  an  example  in  which  both  the  prior  and  posterior  distributions 
of  the  variables  are  Dirichlet  to  demonstrate  the  superiority  of  his  approach. 
While  he  states  that  he  can  see  no  reason  why  this  approach  cannot  successfully 
be  extended  to  a  latent  variable  model  he  makes  no  attempt  to  demonstrate 
this,  nor  do  Chickering  and  Heckerman  [15],  simply  citing  MacKay's  paper  as 
justification  for  choosing  to  work  in  the  softmax  basis.  Although  in  latent  variable 
problems  we  will  generally  choose  to  work  with  Dirichlet  priors,  it  does  not 
follow  that  the  marginal  distributions,  which  are  what  we  are  really  interested 
in  approximating,  will  also  be  Dirichlet.  We  conducted  a  simple  experiment  in 
which  a  simple  network  with  2  latent  states  and  4  observed  variables  was  used  to 
generate  datasets  of  size  100.  The  parameters  of  the  observed  variables  were  then 
assumed  to  be  known  so  that  we  had  a  model  with  a  single  unknown  parameter, 
corresponding  to  the  component  weights,  and  the  EM  algorithm  was  used  to  find 
the  value  of  this  parameter  in  the  two  bases.  In  the  traditional  basis  a  Dirichlet 
prior  was  used  with  a=1.01  and  in  the  softmax  basis  a  transformed  Dirichlet 
prior  with  a=1  was  used.  A  number  of  datasets  were  generated,  some  in  which 
the  true  parameter  was  in  the  centre  of  the  traditional  parameter  space  (that 
is  close  to  0.5),  some  in  which  it  was  close  to  the  boundary  of  the  traditional 
parameter  space  (that  is  close  to  0  or  1),  and  some  intermediate  cases. 
Figure  4.4  shows  some  typical  examples  of  the  resulting  marginal  distributions 
and  approximating  Gaussian  curves.  It  can  be  seen  that  for  the  central  and 
intermediate  parameter  values  the  Laplace  approximation  is  fairly  accurate  in 
both  bases,  and  in  fact  there  is  some  evidence  that  it  is  more  accurate  in  the 
traditional  basis.  This  is  perhaps  to  be  expected  as  the  prior  distribution  being 
used  in  the  traditional  basis  is  virtually  uniform  in  this  region  and  so  the  shape 
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123 of  the  marginal  distribution  depends  only  on  the  shape  of  the  likelihood  of  the 
data  which  is  itself  bell-shaped.  On  the  other  hand,  in  the  softmax  basis  the 
distinctly  non-uniform  prior  distorts  the  Gaussian  shape  of  the  likelihood  of  the 
data,  so  slightly  reducing  the  effectiveness  of  the  approximation.  However,  it  can 
also  be  seen  that  for  parameter  values  at  the  edge  of  the  parameter  space  the 
Laplace  approximation  performs  very  poorly  in  the  traditional  basis.  This  is  not 
surprising  as  strictly  speaking  the  Laplace  approximation  is  only  defined  away 
from  the  boundary  of  the  parameter  space.  Using  the  Laplace  approximation 
in  the  transformed  basis  overcomes  this  limitation  because  in  this  basis  the 
parameter  space  is  unbounded.  In  this  example  this  extreme  value  still  means  that 
the  accuracy  of  the  approximation  is  reduced  but  the  resulting  underestimation  of 
the  marginal  likelihood  is  not  as  great  as  in  the  traditional  basis.  The  behaviour 
of  the  approximation  at  extreme  parameter  values  is  an  important  consideration 
'because  in  model  selection  we  will  frequently  attempt  to  fit  models  which  are 
too  large  to  be  supported  by  the  data;  in  these  cases  we  can  expect  to  find  that 
our  fitted  models  lie  on  or  near  a  parameter  boundary.  For  this  reason  it  would 
appear  that  the  softmax  basis  is  more  promising  for  use  in  model  selection. 
In  order  to  further  assess  the  likely  effect  of  this  change  of  basis  a  number 
of  experiments  were  conducted  in  which  artificial  datasets  of  size  N=  50 
were  generated  from  naive  Bayesian  networks  with  4  latent  states  and  8  binary 
observable  variables,  the  parameters  of  the  generative  network  being  drawn  from 
a  uniform  distribution.  These  artificial  datasets  were  then  used  to  fit  a  number 
of  test  models  identical  to  the  generative  model  except  that  the  number  of  latent 
states  in  the  model  was  varied.  The  Laplace  approximation  was  then  applied 
to  the  models  which  were  fitted  using  the  EM  algorithm.  Figure  4.5  shows  how 
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Figure  4.5:  Comparison  of  the  Laplace  approximation  in 
traditional  and  softmax  parameterisations  when  applied  to 
model  selection  on  datasets  of  size  N=  50  generated  from 
a  model  with  4  latent  states  and  8  binary  observable  variables. 
the  Laplace  approximation  differed  in  the  two  bases.  For  smaller  test  models  we 
would  not  expect  the  fitted  model  to  lie  close  to  the  boundary  of  the  parameter 
space,  and  in  these  cases  the  Laplace  approximation  is  very  similar  in  each  of 
the  bases.  However  when  we  are  fitting  larger  models  we  can  expect  there  to  be 
problems  in  the  traditional  basis  as  the  parameter  estimates  are  likely  to  lie  on,  or 
close  to,  the  perimeter  of  the  parameter  space.  In  this  situation  we  have  seen  that 
both  methods  will  have  a  tendency  to  underestimate  the  marginal  probability  of 
interest,  but  that  the  effect  will  be  greater  in  the  traditional  basis.  Figure  4.5 
bears  this  out  as  it  can  be  clearly  seen  that  for  these  larger  models  the  Laplace 
approximation  in  the  traditional  basis  leads  to  a  smaller  estimate  of  the  marginal 
probability  than  in  the  softmax  basis. 
The  implication  of  this  is  that  when  using  the  Laplace  approximation  for 
125 model  selection  we  can  expect  to  achieve  more  accurate  results  by  working  in  the 
softmax  basis. 
4.8.5  Aliasing 
Chickering  and  Heckerman  [16]  draw  attention  to  a  phenomenon  they  term 
`aliasing'  which  appears  to  have  been  neglected  in  the  other  literature  on  model 
selection  using  the  marginal  likelihood  P  (D  I  m).  They  note  that,  because 
our  root  node  Z  is  hidden,  the  likelihood  P  (D  I  /m,  m)  will  be  invariant  to 
arbitrary  relabelling  of  the  states  of  Z.  Each  of  these  equivalent  relabellings 
is  known  as  an  `alias',  and  if  each  alias  is  non-degenerate,  that  is  to  say  they 
are  all  unique,  then  there  will  be  rz!  of  them.  This  means  that  rather  than 
our  likelihood  surface  having  a  single  global  maximum  we  can  expect  it  to  have 
rz!  such  maxima.  If  we  assume  that  the  aliases  are  well  separated  then  we  can 
determine  our  approximations  by  fitting  a  Gaussian  to  each  alias,  calculating  the 
volume  under  each  of  these  Gaussians  and  summing  these  values  together.  In 
effect  we  calculate  the  marginal  probability  for  one  alias  and  multiply  it  by  rz!. 
This  correction  factor  applies  to  all  of  our  scoring  functions  which  are  attempting 
to  approximate  P  (D  I  m). 
In  Chickering  and  Heckerman's  experiments  this  aliasing  did  not  have  a 
serious  effect  on  the  results  as  they  found  that  the  MAP  parameter  estimates 
were  always  non-degenerate,  but  for  the  models  we  worked  with  degeneracy  did 
prove  to  be  a  problem. 
We  found  that  when  we  fitted  test  models  with  larger  numbers  of  latent  states 
the  EM  algorithm  had  a  definite  tendency  to  converge  to  one  of  these  degenerate 
126 Component 
1  2  3  4  5  6  7 
Weight  0.201  0.022  0.048  0.172  1  0.  O22  0.307  0.225 
H1  0.822  0.501  0.309  0.934  1  0.501  0.188  0.258 
02  0.435  0.709  0.832  0.435  0.339  0.047 
03 
0,1 
0.290  ý  0.451 
0.514 
0.261 
0.751 
0.876 
0.867 
0.451  ý 
0.51- 
0.201 
0.139 
0.393 
0.527 
or,  0.301  0.463  0.206  0.587  0.163  ).  084  0.899 
Hý  0.890  0.542  0.454  0.208  0.,  5-1,2  0.788  0.101 
07  0.950  10.664  0.669  0.948  0.  (.  164  0.860  0.927 
H8  0.813  10.521  0.275  0.296  0.521  0.907  0.681 
Table  4.1:  MMAP_y  parameter  estimates  fur  a  model  with  7 
latent  states  and  8  binary  observable  variables.  Weights  of  each 
component  are  given  across  the  top  of  the  table  and  rows  in  the 
table  correspond  to  the  probabilities  of  an  observed  variable 
taking  the  value  1  given  membership  of  each  component. 
configurations.  In  the  example  shown  in  Table  4.1  we  have  generated  a  dataset 
of  size  100  from  a  model  with  4  latent  states  and  8  binary  observable  variables. 
Here  we  are  fitting  a  test  model  to  these  data  with  7  latent,  states  and  we  find  that 
two  components,  here  labelled  2  and  5,  are  identical.  What  this  means  is  that 
rather  than  having  7!  peaks  our  likelihood  surface  will  only  have  7! 
/2! 
peaks.  If, 
as  here,  we  spot  these  problems  when  they  occur  we  can  easily  compensate  for 
them  by  altering  the  correction  factor  by  which  we  multiply  our  scoring  functions. 
This  does  of  course  raise  the  issue  of  whether  or  not  it  is  sensible  to  even  consider 
these  models,  as  the  obvious  implication  here  is  that  we  are  fitting  a  model  with 
too  inane  components.  See  Crawford  [18]  for  further  discussion  of  this  issue. 
127 4.8.6  The  Candidate  Method 
Chickering  and  Heckernian  observed  that  the  Candidate  method  failed  to 
converge  if  they  worked  with  naive  Bayesian  networks  containing  fewer  than  32 
observable  variables,  an  observation  that  was  confirmed  by  our  results.  Figure 
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Figure  4.6:  The  results  of  applying  the  candidate  method  to 
a  test  model  with  8  binary  observable  variables  and  4  latent 
states  to  a  dataset  of  size  N=  50  generated  from  a  network 
with  the  same  structure.  The  candidate  method  was  applied 
15  times,  the  top  figure  shows  the  spread  of  estimates  for 
P  (D  I  m)  given  when  10,000  sweeps  of  the  algorithm  were  used 
in  calculating  the  estimate  and  the  bottom  figure  shows  the 
spread  of  estimates  when  100,000  sweeps  were  used. 
4.6  shows  what  happened  when  we  used  the  Candidate  method  on  a  simple 
model  in  which  a  dataset  of  size  50  was  generated  from  a  model  with  4  latent 
states  and  8  binary  observable  variables.  We  ran  the  candidate  method  15  times 
and  considered  the  resulting  approximation  to  the  marginal  probability  of  the 
data  given  the  model  after  10,000  and  100,000  sweeps.  It  can  be  seen  that  the 
128 method  converges  relatively  well  for  the  smaller  models  but  that  convergence  was 
poor  for  the  test  models  with  a  greater  number  of  latent  states.  Increasing  the 
number  of  sweeps  used  to  calculate  the  approximation  had  the  expected  result 
of  reducing  the  variability  in  the  approximation  but  even  after  100,000  sweeps 
the  approximation  was  highly  unstable.  Clearly  we  could  expect  to  decrease  the 
variability  by  running  the  Candidate  method  for  longer,  thereby  taking  more 
samples  from  the  posterior  distribution  of  0*.  Unfortunately  this  proved  to  be 
impractical;  in  the  example  shown  here  performing  100,000  sweeps  took  many 
hours.  Hence,  because  we  were  unable  to  reduce  the  variance  of  our  estimate  of 
the  marginal  probability  to  acceptable  levels,  we  conclude  that  we  cannot  with 
any  confidence  use  the  Candidate  method  for  model  selection. 
4.8.7  Networks  with  a  Single  Latent  Variable 
Figure  4.7:  A  naive  Bayesian  network  with  a  single  latent 
variable. 
Here  we  consider  networks  with  a  single  latent  variable,  such  as  that  shown  in 
Figure  4.7.  Initially  we  will  consider  those  scoring  functions  which  are  attempting 
129 to  approximate  log  P  (D  I  m),  namely  the  Laplace,  Block,  Diagonal,  AIC  1,  BIC, 
Draper  and  CS  scoring  functions.  The  Laplace,  Block  and  Diagonal  scoring 
functions  will  be  evaluated  at  the  MAP  parameter  estimates  whereas  the  AIC, 
BIC  and  Draper  scores  should  be  evaluated  at  the  ML  parameter  estimates. 
Cheeseman  and  Stutz  [12]  do  not  say  whether  their  score  ought  to  be  evaluated 
at  the  MAP  or  ML  parameter  estimates,  so  for  the  sake  of  this  comparison  we 
follow  Chickering  and  Heckerman  [16]  and  consider  this  approximation  at  both 
points.  We  will  then  compare  these  scoring  functions  to  the  ICL  scoring  function 
which  approximates  log  P  (D,  zI  m)  rather  than  log  P  (D  I  m).  The  ICL  scoring 
function  is  evaluated  at  the  ML  parameter  estimates,  as  in  the  paper  by  Biernacki 
et  al.  [3]. 
Results 
Figures  4.8  and  4.9  show  how  the  model  selection  techniques  typically  compare. 
Taking  the  Laplace  approximation  as  our  base  we  can  see  that  the  Block  and 
Diagonal  approximations  are  both,  as  might  be  expected,  very  similar  to  the 
Laplace  approximation  though  with  a  tendency  to  under-estimate  P  (D  I  m), 
and  are  themselves  almost  indistinguishable.  The  BIC  approximation  has  a 
tendency  to  greatly  under-estimate  the  marginal  probability  of  interest,  with  this 
tendency  being  more  pronounced  for  larger  models.  This  is  perhaps  unsurprising 
as  we  know  that  the  assumptions  for  the  BIC  approximation  break  down  in 
these  larger  models.  The  approximation  suggested  by  Draper  does  seem  to  give 
more  accurate  results  as  he  claimed.  The  Draper  approximation  is  quite  close  to 
'Strictly  speaking  AIC  doesn't  approximate  P  (D  I  m)  but  is  included  here  due  to  its 
similarity  to  BIC 
130 the  Laplace  approximation  for  smaller  models  but  tends  to  under-estimate  the 
marginal  probability  for  larger  models,  though  not  by  the  same  degree  as  the 
BTC  approximation.  The  ATC  scoring  function  consistently  returns  higher  values 
than  the  other  scoring  functions,  and  tends  to  be  'flatter'  which  may  mean  it  is 
not  very  useful  for  model  selection.  Finally,  the  CS  approximation  seems  to  fare 
particularly  badly:  using  both  the  MAP  and  ML  parameter  estimates  it,  leads  to 
a  serious  under-estimation  of  the  marginal  probability. 
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Figure  4.8:  Results  of  applying  a  number  of  model  selection 
criteria  to  datasets  of  size  N=  400  generated  from  a  naive 
Bayesian  network  with  4  latent  states  and  8  binary  observable 
variables.  The  Laplace  approximation  is  shown  in  each  figure 
to  aid  comparison. 
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131 Figure  4.9:  Results  of  applying  the  Laplace  and  ICL  model 
selection  criteria  to  datasets  of  size  N=  400  generated  from 
a  naive  Bayesian  network  with  4  latent  states  and  8  binary 
observable  variables.  It  should  be  noted  that  the  two  scoring 
functions  are  not  directly  comparable  as  they  are  attempting 
to  approximate  different  marginal  likelihoods,  but  in  each  case 
we  would  select  the  model  maximising  the  criterion  to  be  the 
most  suitable  of  the  set  of  test  models. 
Although  not  all  of  these  score  functions  appear  to  offer  a  good  approximation 
to  the  marginal  likelihood  they  may  still  be  adequate  model  selection  criteria. 
When  we  use  these  criteria  for  model  selection  the  overriding  concern  is  to  locate 
the  mode  of  these  approximations.  It  is  quite  possible  that  for  some  of  these 
scoring  functions  even  though  the  approximation  to  the  marginal  likelihood  is 
not  itself  very  good  the  location  of  the  mode  of  the  scoring  function  may  still  be 
a  useful  criterion  for  model  selection.  Tables  4.2a-d  show  the  location  of  these 
modes  for  a  number  of  test  models. 
132 
ýýw1  234567 
Number  of  Latent  States It  would  appear  that  the  Block  and  Diagonal  approximations  give  very 
similar  results  to  the  Laplace  approximation;  these  two  approximations  selected 
a  different  model  from  the  Laplace  approximation  on  just  one  occasion.  The 
AIC  criterion  seems  to  have  a  tendency  to  indicate  the  presence  of  more  latent 
states  than  the  Laplace  approximation  does,  while  the  BIC  approximation 
displays  the  opposite  tendency.  This  would  seem  to  be  in  agreement  with 
the  previously  observed  tendencies  of  the  AIC  and  BIC  scoring  functions  to 
respectively  over-estimate  and  under-estimate  P  (D  I  m).  The  adaptation  of  the 
BIC  approximation  suggested  by  Draper  does  seem  to  compensate  for  the  BIC 
scoring  function's  tendency  to  suggest  the  presence  of  fewer  latent  states  than 
the  Laplace  approximation,  but  on  occasion  it  over-compensates  and  ends  up 
suggesting  the  presence  of  more  latent  states  than  the  Laplace  approximation. 
The  CS  score  function  consistently  selects  models  with  fewer  latent  states  than 
the  Laplace  approximation  does,  with  a  marked  tendency  to  prefer  models  with 
no  latent  states.  Comparison  between  the  Laplace  and  ICL  criterion  are  more 
difficult.  The  ICL  criteria  does  not  display  a  consistent  pattern  of  indicating 
either  a  greater  or  lesser  number  of  latent  states  than  the  Laplace  approximation. 
This  is  perhaps  unsurprising  as  the  ICL  criterion  is  looking  at  a  different  feature 
of  the  observed  data  from  the  other  approximations  considered  here.  However, 
deciding  whether  the  ICL  or  Laplace  approximation  is  leading  to  the  selection 
of  the  correct  model  is  difficult  as  it  is  difficult  to  visualise  both  the  data 
and  the  models  we  are  fitting.  One  possible  reason  for  preferring  the  Laplace 
approximation  over  the  ICL  criterion  is  that  on  one  occasion  the  ICL  criterion 
suggested  that  the  data  contained  6  latent  states,  far  more  than  the  true  number 
and  a  possible  indication  of  instability  in  this  model  selection  criterion. 
133 Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  2  2  2  2  2 
Block  2  2  2  2  2 
Diagonal  2  2  2  2  2 
AIC  2  4  2  2  2 
BIC  2  2  2  2  2 
Draper  2  4  2  2  2 
CS  (MAP)  1  1  1  1  1 
CS  (ML)  1  1  1  1  1 
ICL  3  4  2  2  2 
a:  N=50 
Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  4  3  2  3  4 
Block  4  3  2  3  3 
Diagonal  4  3  2  3  3 
AIC  5  5  4  3  3 
BIC  3  2  2  2  3 
Draper  3  3  3  2  3 
CS  (MAP)  2  1  1  2  2 
CS  (ML)  1  2  1  1  2 
ICL  3  3  4  3  4 
c:  N=  200 
Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  3  3  3  2  3 
Block  3  3  3  2  3 
Diagonal  3  3  3  2  3 
AIC  3  3  3  2  3 
BIC  2  3  2  2  2 
Draper  3  3  3  2  3 
CS  (MAP)  2  2  2  2  2 
CS  (ML)  2  2  2  2  1 
ICL  3  2  2  3  4 
b:  N=  100 
Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  2  4  4  3  4 
Block  2  4  4  3  4 
Diagonal  2  4  4  3  4 
AIC  3  5  4  3  4 
BIC  2  3  3  3  3 
Draper  2  4  4  3  4 
CS  (MAP)  2  3  2  3  3 
CS  (ML)  2  3  2  3  2 
ICL  4  2  2  6  4 
d:  N=  400 
Table  4.2:  Number  of  latent  states  selected  as  optimal  by  9 
different  scoring  functions  for  datasets  of  size  N=  50,100,200 
and  400  generated  from  20  different  models  with  n=8  binary 
observable  variables  and  4  latent  states. 
134 4.8.8  Networks  with  Two  Latent  Variables 
Figure  4.10:  A  naive  Bayesian  network  with  two  latent 
variables. 
Here  we  consider  models  with  two  latent  variables  such  as  that  shown  in  Figure 
4.10.  In  this  model  the  two  root  nodes  Zl  and  Z2  are  independent  of  each  other 
and  together  form  the  set  of  parents  of  each  of  the  observable  variables.  Figure 
4.11  shows  the  results  of  applying  these  scoring  functions  to  a  range  of  test 
models  fitted  to  a  dataset  of  size  N=  400  generated  from  a  model  with  8  binary 
observable  variables  and  two  latent  variables  each  with  3  states.  The  results  of 
applying  these  scoring  functions  to  test  models  fitted  to  several  different  datasets 
are  given  in  Tables  4.3  and  4.4. 
The  results  are  very  similar  to  those  seen  in  models  with  a  single  latent 
variable.  The  Block  and  Diagonal  approximations  are  again  very  similar  to 
the  Laplace  approximation,  though  with  a  slight  tendency  to  under-estimate 
log  P  (D  I  m).  The  AIC  criterion  once  again  over-estimates  the  marginal 
likelihood  while  the  BIC  criterion  under-estimates  it;  again  this  leads  to  the  AIC 
having  a  tendency  to  pick  more  complicated  models  against  the  BIC's  tendency 
135 to  select  more  parsimonious  models.  Draper's  scoring  function  again  goes  some 
way  to  correcting  the  under-estimation  of  the  BIC  criterion.  For  the  CS  criterion 
we  again  find  that  it  has  a  marked  tendency  to  identify  models  with  few  if  any 
latent  states  and  here  the  same  is  also  true  of  the  ICL  criterion. 
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Figure  4.11:  Results  of  applying  a  number  of  model  selection 
criteria  to  datasets  of  size  N=  400  generated  from  a  naive 
Bayesian  network  with  two  latent  variables  each  with  3  states 
and  8  binary  observable  variables.  Figures  along  the  x  and  y 
axes  indicate  the  number  of  states  the  latent  variables  Zl  and 
Z2  have  in  each  of  the  test  models,  noting  of  course  that  the 
model  is  invariant  to  relabelling  of  these  two  latent  variables. 
The  shading  indicates  the  estimates  of  P  (D  I  m)  for  each  test 
model.  lighter  shades  indicating  larger  values  of  the  scoring 
function  in  accordance  with  the  key  shown  at  the  bottom  of 
the  figure.  The  circles  indicate  the  models  identified  as  best  by 
each  of  the  scoring  functions. 
137 Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  (1,7)  (1,7)  (1,7)  (2,3)  (1,7) 
Block  (1,7)  (1,2)  (1,3)  (1,3)  (1,2) 
Diagonal  (1,3)  (1,2)  (1,3)  (1,3)  (1,2) 
AIC  (2,3)  (1,2)  (1,5)  (1,3)  (1,3) 
BIC  (1,2)  (1,2)  (1,2)  (1,2)  (1,2) 
Draper  (2,3)  (1,2)  (1,5)  (1,3)  (1,3) 
CS  (MAP)  (1,1)  (1,1)  (1,1)  (1,1)  (1,1) 
CS  (ML)  (1,1)  (1,1)  (1,1)  (1,1)  (1,1) 
ICL  (1,2)  (1,2)  (1,2)  (1,2)  (1,2) 
a:  N=50 
Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  (2,2)  (1,2)  (2,2)  (2,3)  (1,2) 
Block  (2,2)  (1,2)  (1,3)  (2,2)  (1,2) 
Diagonal  (2,2)  (1,2)  (1,3)  (2,2)  (1,2) 
AIC  (2,3)  (2,2)  (2,3)  (2,2)  (1,3) 
BIC  (2,1)  (1,1)  (1,2)  (1,2)  (1,2) 
Draper  (2,2)  (1,2)  (1,3)  (1,2)  (1,2) 
CS  (MAP)  (1,1)  (1,1)  (1,1)  (1,1)  (1,1) 
CS  (ML)  (1,1)  (1,1)  (1,1)  (1,1)  (1,1) 
ICL  (1,2)  (1,1)  (1,2)  (1,2)  (1,2) 
b:  N=  100 
Table  4.3:  Number  of  latent  states  selected  as  optimal  by 
9  different  scoring  functions  for  datasets  of  size  N=50  and  100 
generated  from  10  different  models  with  n=8  binary  observable 
variables  and  two  latent  variables  each  with  3  states.  The 
figures  in  brackets  indicate  the  number  of  states  of  the  two 
variables  Zl  and  Z2.  It  should  be  remembered  that  the  model 
is  invariant  to  the  relabelling  of  Zl  and  Z2  so  (a,  b)  is  equivalent 
to  (6,  a). 
138 Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  (1,3)  (1,2)  (1,3)  (2,3)  (2,2) 
Block  (1,3)  (1,2)  (1,3)  (1,4)  (2,2) 
Diagonal  (1,3)  (1,2)  (1,3)  (1,4)  (2,2) 
AIC  (2,4)  (1,3)  (2,4)  (2,4)  (2,2) 
BIC  (1,3)  (1,2)  (1,2)  (1,2)  (1,3) 
Draper  (1,3)  (1,2)  (1,3)  (1,3)  (2,2) 
CS  (MAP)  (1,1)  (1,2)  (1,1)  (1,1)  (1,1) 
CS  (ML)  (1,1)  (1,2)  (1,1)  (1,1)  (1,1) 
ICL  (1,1)  (1,2)  (1,1)  (1,2)  (1,2) 
a:  N=200 
Model  Selection  Trial  Number 
Criterion  1  2  3  4  5 
Laplace  (1,3)  (2,3)  (2,3)  (1,2)  (2,2) 
Block  (1,3)  (2,3)  (2,3)  (1,2)  (1,3) 
Diagonal  (1,3)  (2,3)  (2,3)  (1,2)  (1,3) 
AIC  (2,3)  (2,3)  (2,4)  (1,2)  (2,3) 
BIC  (1,2)  (1,3)  (1,4)  (1,2)  (1,3) 
Draper  (1,2)  (1,5)  (2,3)  (1,2)  (1,3) 
CS  (MAP)  (1,1)  (1,2)  (1,2)  (1,2)  (1,2) 
CS  (ML)  (1,1)  (1,2)  (1,2)  (1,2)  (1,2) 
ICL  (1,1)  (1,3)  (1,1)  (1,2)  (1,2) 
b:  N=  400 
Table  4.4:  Number  of  latent  states  selected  as  optimal  by  9 
different  scoring  functions  for  datasets  of  size  N=200  and  400 
generated  from  10  different  models  with  n=8  binary  observable 
variables  and  two  latent  variables  each  with  3  states.  The 
figures  in  brackets  indicate  the  number  of  states  of  the  two 
variables  Zl  and  Z2.  It  should  be  remembered  that  the  model 
is  invariant  to  the  relabelling  of  Zl  and  Z2  so  (a,  b)  is  equivalent 
to  (b,  a). 
139 4.9  Conclusions 
Of  those  scoring  functions  which  attempt  to  approximate  P  (D  I  m)  it  is  probably 
safe  to  say  that  we  expect  to  get  the  best  results  from  the  Laplace  scoring 
function  as  we  have  seen  that  when  working  in  the  softmax  basis  this  provides  a 
reasonably  good  approximation  to  this  marginal  likelihood.  We  have  seen  that  the 
Block  and  Diagonal  approximations,  probably  unsurprisingly,  give  very  similar 
results  to  the  Laplace  method.  Unfortunately  these  methods  are  computationally 
expensive,  particularly  the  Laplace  method.  Of  the  other  methods  based  upon 
approximations  to  P  (D  I  m)  we  have  seen  that  the  CS  approximation  has  a 
tendency  to  woefully  under-estimate  P  (D  I  m)  which  in  turn  leads  it  to  select 
models  with  very  few  (if  any)  latent  states.  The  BIC  approximation  has  a  lesser 
but  still  clearly  apparent  tendency  to  under-estimate  P  (D  I  m)  and  hence  to 
select  more  parsimonious  models  than  the  Laplace  approximation.  Draper's 
suggested  amendment  to  the  BIC  approximation  does  seem  to  go  some  way 
towards  correcting  this  under-estimation  and  although  it  does  not  always  select 
the  same  model  as  the  Laplace  approximation  it  should  be  remembered  that 
although  less  accurate  this  criterion  is  considerably  easier  and  faster  to  compute. 
The  AIC  approximation  which  is  similar  in  form  to  the  BIC  approximation,  as 
Schwarz  noted  [66],  leads  to  the  selection  of  higher  dimensional  models  than  the 
BIC  criterion,  and  we  have  seen  here  that  on  occasion  this  can  lead  it  to  select  far 
larger  models  than  the  other  criteria.  Finally,  the  ICL  criterion.  This  criterion 
attempts  to  select  a  model  using  a  different  approach  from  the  other  methods 
studied  here.  Not  surprisingly  this  leads  to  results  which  differ  from  the  other 
criteria.  Without  the  capacity  to  visualise  the  datasets  studied  here  it  is  difficult 
140 to  decide  whether  the  ICL  is  justified  in  selecting  the  models  it  does.  However 
there  is  one  possible  indication  of  problems  with  this  method  in  that  on  a  few 
occasions  it  selected  models  which  were  surprisingly  large  or  surprisingly  small. 
4.10  Adult  Intensive  Care  Unit  (ICU)  Data 
4.10.1  Introduction 
This  dataset  is  taken  from  Hosmer  and  Lemeshow  [35]  and  consists  of  a  sample 
of  200  subjects  who  were  part  of  a  study  on  survival  of  patients  following 
admission  to  an  adult  intensive  care  unit.  Table  4.5  shows  the  outcome  and 
binary  observable  variables  in  this  dataset.  The  aim  of  the  study  was  to  develop 
a  model  to  predict  the  chances  of  survival  of  future  patients.  Here  we  will  discard 
information  about  the  classification  of  individuals  in  terms  of  their  `Vital  Status' 
(alive  or  dead)  and  apply  our  model  selection  criteria  to  choose  the  best  of  a 
number  of  test  models.  The  aim  here  is  to  see  if  the  model  selection  criteria  will 
lead  us  to  a  model  in  which  there  are  two  latent  classes  and  further  to  see  if  the 
resulting  classes  correspond  to  the  results  of  the  previous  study. 
4.10.2  Analysis 
The  test  model  which  most  of  the  scoring  functions  identified  to  be  the  best 
was  that  with  a  single  latent  variable  with  2  states.  The  only  scoring  functions 
to  identify  models  other  than  this  were  the  AIC  scoring  function  which  chose  a 
model  with  5  latent  states  and  the  CS  scoring  function  which  selected  the  model 
with  no  latent  state.  Since  the  simulation  study  had  indicated  that  AIC  has 
141 a  tendency  to  overestimate  the  number  of  latent  states  while  CS  has  a  marked 
tendency  to  underestimate  it  seemed  sensible  to  conclude  that  this  dataset  did 
indeed  contain  two  sub-populations.  The  technique  used  here  to  learn  about  the 
structure  of  the  data  is  unsupervised  so  although  it  has  successfully  identified 
two  distinct  populations  we  cannot  be  sure  how  it  is  discriminating  between 
them.  Since  these  data  were  originally  collected  with  the  aim  of  predicting  the 
survival  of  ICU  patients  it  is  certainly  desirable  that  the  discrimination  between 
these  two  groups  is  equivalent  to  `Vital  Status'.  To  see  if  it  might  be  reasonable 
to  assume  that  the  naive  Bayesian  network  was  discriminating  between  these 
two  groups  by  their  `Vital  Status'  the  results  from  the  naive  Bayesian  network 
were  compared  with  three  supervised  learning  techniques  which  were  taught  to 
discriminate  between  the  two  `Vital  Status'  groups. 
Naive  Bayesian  Classifier 
In  the  naive  Bayesian  classifier  we  first  calculate  the  quantities 
Pý  P(Z=i)  = 
eilj  =  P(Y=1IZ=j)  =N 
where  Nth  is  the  number  of  times  we  observe  (Y1  =  1,  Z=  j),  NN  is  the  number 
of  times  we  observe  Z=j  and  N  is  the  size  of  the  dataset.  We  then  classify  each 
of  the  observations  X1i 
...  ,  XN  according  to 
Class  Membership  (Xi)  =  arg  max  pi  11  0kli. 
k 
Adapted  Naive  Bayesian  Classifier 
Since  the  two  groups  in  this  dataset  are  of  quite  different  sizes,  160  to  40,  the 
142 naive  Bayesian  classifier  is  unlikely  to  do  a  good  job  of  discriminating  the  two 
groups.  To  compensate  for  this  we  can  slightly  adapt  the  classification  rule  of 
the  naive  Bayesian  classifier  to  be  to  classify  X1i 
..., 
XN  according  to 
Class  Membership  (Xi)  =  arg  max  11  6kli. 
3k 
This  adaptation  is  in  effect  ignoring  the  fact  that  the  two  groups  in  the  dataset 
are  of  different  sizes. 
Logistic  Regression  Classifier 
Logistic  regression  was  applied  to  the  dataset  and  X1,. 
.., 
XN  were  then 
classified  according  to 
Class  Membership  (Xi) 
1  if  p  (Xi)  >  0.5 
0  ifp(X;  )<0.5 
where  p  (X;  )  gives  the  probability  of  X;  =1  under  the  model  resulting  from  the 
logistic  regression. 
Results 
Results  are  given  in  Tables  4.6a-d  and  indicate  that  the  resulting  model 
provides  a  reasonable  means  for  distinguishing  those  patients  who  would  die.  The 
overall  misclassification  rate  of  the  naive  Bayesian  network  is  second  only  to  that 
given  by  the  Logistic  regression  classifier,  but  it  could  perhaps  be  argued  that  the 
naive  Bayesian  network  model  would  be  preferable  as  the  misclassification  rate 
of  those  patients  who  died  is  lower.  It  is  not  surprising  that  all  four  methods  had 
difficulties  distinguishing  the  group  who  did  not  survive  as  it  is  difficult  to  predict 
low-prevalence  classes,  see  for  example  Titterington  et  al.,  1981  [71].  Of  the  four 
143 methods  the  only  two  that  were  in  any  way  able  to  correctly  classify  the  dead 
group  were  the  amended  Bayesian  classifier  and  the  naive  Bayesian  network.  Of 
the  two  the  amended  Bayesian  classifier  was  slightly  better,  but  at  the  expense 
of  much  worse  performance  in  classifying  the  surviving  patients. 
Overall,  considering  the  naive  Bayesian  network  is  an  unclassified  learning 
technique  it  has  performed  remarkably  well. 
144 Variable  Name  Codes 
1  Identification  Code  ID  Number 
2  Vital  Status  0=  Lived 
1=  Died 
3  Sex  0=  Male 
1=  Female 
4  Service  at  ICU  admission  0=  Medical 
1=  Surgical 
5  Cancer  part  of  present  problem  0=  No 
1=Yes 
6  History  of  chronic  renal  failure  0=  No 
1=  Yes 
7  Infection  probable  at  ICU  0=  No 
admission  1=  Yes 
8  CPR  prior  to  ICU  admission  0=  No 
1=  Yes 
9  Previous  admission  to  ICU  0=  No 
within  6  months  1=  Yes 
10  Type  of  admission  0=  Elective 
1=  Emergency 
11  Long  bone,  multiple,  neck,  0=  No 
single  area,  or  hip  fracture  1=  Yes 
12  P02  from  initial  blood  gases  0=  >60 
1=  <60 
13  PH  from  initial  blood  gases  0=  >_7.25 
1=  <7.25 
14  PCO2  from  initial  blood  gases  0=  <_45 
1=  >45 
15  Bicarbonate  from  Initial  blood  0=  >_18.0 
gases  1=  <18.0 
16  Creatinine  from  initial  blood  0=  <2.0 
gases  1=  >2.0 
Table  4.5:  Code  sheet  for  ICU  data. 
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146 Chapter  5 
Reversible  Jump  MCMC 
5.1  Introduction 
The  Reversible  Jump  Markov  chain  Monte  Carlo  algorithm  was  proposed  by 
Green  in  his  1995  paper  [31].  Previously  MCMC  approaches  had  been  limited 
to  problems  in  which  the  joint  distribution  is  of  fixed  dimension,  and  hence  were 
not  applicable  to  model  selection  procedures  in  which  one  of  the  unknowns  is 
the  dimension  of  the  parameter  space.  He  proposed  a  new  framework  for  the 
construction  of  reversible  Markov  chain  samplers  that  are  able  to  jump  between 
parameter  subspaces  of  different  dimensionalities. 
Green  considered  the  case  in  which  we  have  a  countable  family  of  move 
types,  indexed  by  m=1,2,  ...,  and  we  are  trying  to  sample  from  the  posterior 
distribution  of  our  state  variable  ip  which  is  denoted  by  ir  (dpi).  If  the  current 
state  is  t,  (  a  move  of  type  m  and  a  destination  i'  are  proposed  with  joint 
distribution  given  by  the  measure  q￿,  (tb,  do')  which  is  essentially  arbitrary.  This 
147 proposed  move  is  then  accepted  with  probability 
am  (0,  ')  =  min 
ý1,7r 
(do)  q  (0,  doI  ) 
When  we  are  considering  move  types  which  do  not  alter  the  dimension  of 
our  parameter  space  this  procedure  reduces  to  the  familiar  Metropolis-Hastings 
algorithm.  However,  Green  looks  at  the  more  general  case  in  which  0'  lies  in  a 
higher  dimensional  space  than  i&.  He  implements  this  move  by  drawing  a  vector 
of  continuous  random  variables  u,  which  are  independent  of  i,  and  setting  1/,  ' 
to  be  some  invertible  deterministic  function  of  ip  and  u.  In  this  situation  the 
acceptance  probability  in  (5.1)  reduces  to 
(P  ('ßf  1  y)  rm  ('/i')  öý' 
min  1  1, 
P(10I  v)rm(ip)q(u) 
10(ii>>u)I1 
(5.2) 
where  y  is  our  observed  data,  rm  is  the  probability  of  attempting  move  type  m 
when  in  state  0,  and  q  (u)  is  the  density  function  of  u.  A  similar  argument  also 
holds  for  0'  in  a  lower  dimensional  space  than  t/i,  though  in  this  case  we  consider 
Ali  to  be  an  invertible  function  of  ,'  and  u,  and  rather  than  drawing  u  at  random 
its  value  is  determined  uniquely  by  the  value  of  '.  In  this  case  the  acceptance 
probability  is  given  by 
min 
P  (s"  1  y)  rm  (tk')  4  (u)  a  (tu 
(5.3) 
P  (t/  1  y)  rm  (ip)  alk 
)ii. 
148 5.2  Application  to  Naive  Bayesian  Networks 
In  a  naive  Bayesian  network  we  have  a  single  hidden  node  Z  with  k  possible 
states  and  n  observed  nodes  Y1,.. 
., 
Y￿  which  here  are  taken  to  be  binary 
although  that  need  not  necessarily  be  the  case.  The  parameters  of  the  network 
are  p=  {pl, 
...  i  Pk}  and  On  =  {O 
,  ...  , 
Ok},  where  O=  {Bl1j, 
...  , 
9nji  }  and 
8;  ßj  =P  (Y  =  11  Zi  =  j).  Hence  the  mixture  model  we  are  working  with  is  given 
by 
k 
Y1  -E  pi.  f  (y,  I  ei) 
, 
(5.4) 
where 
f  ýJt  10,  )  =  eilt  (1 
-  611j)(1-vll) 
... 
6nlý  (1 
-  Bnli)(1-vin) 
In  the  present  context  a  more  convenient  interpretation  of  this  model  is  to  think 
of  Z  as  a  latent  `allocation  variable',  which  is  independently  drawn  from  the 
distribution 
P  (Z1  =A=  Pp,  (5.5) 
and  that  given  our  values  of  zi  the  observations  are  drawn  from  that 
subpopulation.  Hence 
Jt  1  zi  -f  (y1  19zß)  .  (5.6) 
We  can  recover  (5.4)  from  (5.5)  and  (5.6)  by  `integrating  out'  z.  In  our 
Bayesian  framework  we  regard  our  unknowns  as  realisations  from  appropriate 
prior  distributions.  We  use 
pN  Di  bi) 
149 Figure  5.1:  DAG  specifying  the  mixture  model  implemented 
here. 
O.  11-B(52,52)  i=1,...,  n  ;  j=1,...,  k, 
and 
1 
P  (k  =  j)  =  1ýmax  =  1,  ...  , 
kmax, 
where  kmay  is  some  predetermined  constant  and  dl  >  0,  S2  >  0.  Hence  our  joint 
distribution  is  given  by 
P(51,82,  k,  P,  e,  z,  y)  =  P(ai)P(b2)P(k)P(P  I  k,  8i) 
xP(O  I  k,  a2)P(z  I  p,  k)P(y  I  O,  z).  (5.7) 
This  joint  distribution  is  displayed  as  a  directed  acyclic  graph  (DAG)  in  Figure 
5.1. 
150 5.2.1  The  Reversible  Jump  MCMC  Algorithm  for 
Mixture  Distributions 
Following  the  method  of  Richardson  and  Green  [59]  [60]  we  consider  an  MCMC 
scheme  in  which  there  are  5  possible  move  types: 
(a)  updating  the  weights  p; 
(b)  updating  the  parameters  0; 
(c)  updating  the  allocation  z; 
(d)  splitting  a  component  into  two  or  combining  two  components  into  one; 
(e)  the  birth  or  death  of  an  empty  component. 
A  complete  pass  through  all  5  steps  is  considered  to  be  a  sweep  of  the  algorithm. 
The  first  three  moves  are  straightforward  and  do  not  alter  the  dimension  of  our 
parameter  space;  we  determine  the  new  values  for  these  unknowns  by  sampling 
values  from  their  posterior  distributions,  which  are  given  by  respectively 
P  ...  ...  Di(51+Nl,...,  61+Nk), 
Oili  I  ...  ,.,  B(ö2+Ni;  i,  S2+N;;  o) 
and 
p  (zz  =jI...  )  c  p3f  (YI  I  ei) 
I 
where  N13k  is  the  number  of  times  we  observe  y;  =k  and  z=j,  and  NN  is  the 
number  of  times  we  observe  z=j. 
The  last  two  steps  are  more  complicated,  involving  a  change  in  the  dimension 
of  our  parameter  space.  In  the  split/combine  move  we  make  a  random  choice 
151 between  a  split  or  combine  move  with  probabilities 
P(  attempt  a  split  move  )=  bk 
P(  attempt  a  combine  move  )=  dk  =1-  bk. 
We  define  bo  =  1,  do  =  0,  bkma,  =  0,  dkm, 
=  =1  and  b;  =  di  =  0.5  otherwise,  where 
k,,, 
ax  is  the  maximum  value  allowed  for  k. 
For  a  combine  move,  using  jl  and  j2  to  denote  the  two  mixture  components 
being  combined  and  j,  to  denote  the  new  mixture  component,  we  propose 
P3.  =  Pi  +  Pis 
_ 
Piloilji+Pj2OiIj2  etli" 
-  Pji+Pj2 
We  also  produce  an  updated  allocation  variable,  z',  by  simply  assigning  any 
observations  placed  in  population  jl  or  j2  to  j.. 
This  definition  of  our  combine  move  now  determines  the  split  move.  Clearly 
in  increasing  k  by  1  we  are  increasing  the  number  of  parameters  in  the  model  by 
n+1,  and  to  determine  their  values  we  generate  n+1  supplementary  independent 
variables  u1,  u2,1,  u2,2,  ...  ,  u2,,,  with  distributions 
ul-B(1,1)  and  u2,  i-B(1,1),  i=1,...,  n. 
Our  split  moves  are  then  defined  by 
Pig  =  U1P;.  I  Pj2  =  (1  -  ul)  P;. 
152 We  also  produce  an  updated  allocation  variable,  z',  in  a  manner  analogous  to  the 
update  undertaken  in  step  (c)  of  our  MCMC  sweep.  In  each  case  that  zz  =  j￿  we 
assign  its  new  value  according  to 
P(zi  =Vii)  ap  1f  (yi  I  03) 
P(zi  =j2)  aPj2f(yi  I0) 
Since  the  Biljl  and  9jlj,  involve  a  ratio  of  two  independent  and  identically 
distributed  (iid)  random  variables  there  will  be  instances  in  which  the  value 
of  one  or  more  of  the  °uI  jl  and  °  1j,  is  greater  than  1;  when  this  happens  we 
abandon  our  split  proposal  and  move  on  to  the  next  stage  of  the  algorithm.  The 
acceptance  probabilities  for  our  split  and  combine  moves  are  given  by  min  (1,  AS) 
and  min  (1,  AC)  respectively,  where 
As  = 
P(ylzº,  9")  P(k+1) 
Xr 
((k  +  1)  51)  pjajl-l+tlpiala-l+1a 
P  (y  I  z,  0) 
xP  (k)  r  (51)  r  (k81)  p5+-1+i1+i2 
n  62-1  62-1082-1  as-1 
xir(252)ei29i 
(1-ei1. 
ii)  (1-e1Ija)  ili2 
t=1 
r  (52)2  iß-1  (1 
- 
ei, 
j. 
)ba-1 
n  -1 
x 
dk+1 
91,1  (u1)  [ 
91,1  (u2, 
i)  bkPalloc 
i=1 
xpj' 
" 
ii  0i1j. 
ul  (1  -  ýcl)' 
(5.8) 
and 
P  z'  0) 
xP 
k-  1) 
xrb 
I'  k-  1S  pj4.  '-1+"+" 
Ac  =P  (y  z,  9)  P  (k)  r  (kbl)  pal-1+lipts-1+12 
r  (52)2  ei?  (1-  0  u.  )az-1 
x  6a-1062-1 
,  _1 
r  (252)  B  lip 
1  (1 
-  9tijýý  (1  -  0ili2)62-1 
153 bk-1p  ä11oc  n 
x  dk 
(cii 
(ui)  [J 
91,1  (ua,  i) 
n  -1 
X 
eilj"  (5.9)  P'" 
. 
ul  (1 
-  U1) 
in  which  11  and  12  are  the  numbers  of  observations  assigned  to  jl  and  j2 
respectively,  P,  110  is  the  probability  that  that  particular  allocation  is  made,  gp,  q 
denotes  the  B  (p,  q)  density,  and  for  the  combine  move  the  values  of  ul  and 
u2,1,  ...  ,  U2,  n  are  given  by 
ul  = 
ýýl 
and  u2,  i  = 
J-1j' 
i=1, 
...  ,  n. 
Pi.  Oilj. 
The  first  two  lines  of  As  and  AC  correspond  to  the  ratio 
pO 
Icy  ,  the  third  line 
corresponds  to  the  proposal  ratio 
rm  and  the  final  line  corresponds  to  the 
r,.  19(U) 
Jacobian  of  the  transformation  between  the  two  parameter  spaces.  The  derivation 
of  AS  and  AC  is  explained  in  greater  detail  in  Appendix  D. 
In  the  final  stage  we  choose  between  the  birth  and  death  of  an  empty 
component,  using 
P(  attempt  a  birth  move  )=  bk 
P(  attempt  a  death  move  )=  dk  =1-  bk, 
with  bk  and  dk  defined  as  before.  When  proposing  a  birth  move  we  draw  our  new 
parameters  using 
Pi.  -  B(1,  k) 
etlj.  ^'  B  (82)  52)  z=1,  ...  ,  n. 
154 We  then  have  to  re-scale  the  existing  weights  pi,  ...  ,  Pk  by  multiplying  them  by 
(1  -  pp,  )  in  order  that  our  new  weights  will  sum  to  1.  No  other  change  is  made; 
in  particular  the  allocation  variable  z  is  left  unaltered.  For  a  death  move  we  pick 
an  empty  component  at  random,  delete  it  and  re-scale  the  remaining  weights 
accordingly.  If  no  empty  mixture  component  exists  the  death  move  is  rejected 
immediately,  and  we  move  on  to  the  next  stage  of  the  sweep.  The  acceptance 
probabilities  for  the  birth  and  death  moves  are  simplified  by  the  fact  that  we 
sample  new  values  for  the  O  's  from  their  prior  distribution,  and  are  given  by 
min  (1,  AB)  and  min  (1,  AD)  respectively,  where 
AB  -P 
(k  +  1) 
xr 
((k  +  1)  6,  )pal-1 
(1  -  pj.  )N+k(8l-1) 
P  (k)  I'  (kö)  I'  (6,  ) 
dk+l  1 
X 
bk 
x 
91,  k 
(Pi.  ) 
(1 
-  w2.  )k 
P  (k  +  1) 
xr 
((k  +  1)  Sl)p+-1 
(1  -  pj.  )N+k(6l-1) 
P(k)  r(k5,  )r(Sl)  ' 
X 
dk+l 
x1  (5.10) 
kk 
and 
P(k-1)  r(k-181)r(al)  1 
AD 
P  (k)  xr  ((k)  Si)  x 
pj;  -i  (1-  pj.  )N+k(61-i) 
x 
bk  1x  (k 
dk 
Again,  a  more  detailed  explanation  of  the  derivation  of  these  quantities  may  be 
found  in  Appendix  D. 
155 5.3  Sensitivity  of  Results  to  Prior  Assumptions 
It  is  important  to  consider  how  the  assumptions  we  make  about  our  prior 
distributions  can  affect  the  outcome  of  this  methodology.  Specifically,  in  the 
context  of  deciding  which  model  provides  the  best  explanation  of  our  data,  we 
are  interested  in  how  our  priors  can  affect  the  posterior  distribution  of  k. 
A  dataset  of  200  observations  was  generated  from  a  network  with  3  latent 
states  and  4  observed  variables  in  which  the  network  parameters  were  drawn 
from  a  uniform  distribution.  Reversible  jump  MCMC  was  then  applied  to  this 
artificial  dataset,  involving  a  burn  in  of  100000  sweeps  followed  by  a  run  of  100000 
sweeps.  Figure  5.2  shows  how  varying  the  value  of  the  parameter  62,  while  keeping 
Sl  fixed,  has  affected  the  posterior  distribution  of  k.  It  clearly  shows  that  this 
effect  can  be  considerable,  and  it  therefore  follows  that  it  will  be  difficult  to  select 
a  value  of  52  in  order  to  be  only  weakly  informative.  However,  we  would  argue 
that  a  sensible  choice  for  52  would  be  1.  Choosing  52  to  be  much  smaller  or 
greater  than  this  restricts  the  values  of  the  parameters  Bt,,  smaller  52  tending 
to  keep  the  O,  j  close  to  0  or  1  and  larger  52  tending  to  keep  them  close  to  0.5. 
This  restriction  means  not  only  that  our  mixture  model  might  not  fit  the  data 
so  well,  but  also  that  the  components  of  our  mixture  tend  to  be  more  similar  to 
each  other  than  they  might  otherwise  be  and  hence  there  will  be  a  preference  for 
models  with  fewer  components.  Allowing  the  O,,  freer  range  can  be  expected  to 
result  in  a  better  fit,  and  will  hopefully  lead  to  better  estimation  of  the  number  of 
mixture  components  required.  This  choice  of  52  also  has  the  advantage  of  greatly 
simplifying  the  calculation  of  the  acceptance  probabilities  for  our  dimension- 
altering  moves  and  will  speed  up  the  reversible  jump  MCMC  algorithm.  It  is 
156 also  interesting  that  this  value  of  b2  gives  the  highest  level  of  mixing  across  k 
in  the  example  considered  here,  which  in  turn  can  be  expected  to  improve  the 
`within-k'  mixing. 
Figure  5.3  shows  the  effect,  on  the  posterior  for  k,  of  altering  Sl  while  keeping 
82  fixed.  Perhaps  unsurprisingly  its  effect  is  even  greater  than  that  attributable 
to  b2.  Again  we  would  argue  that  bl  =1  is  a  sensible  choice;  smaller  values 
of  bl  will  tend  to  encourage  situations  in  which  we  have  either  a  single  mixture 
component  or  many  mixture  components  all  with  small  weights,  while  larger 
values  of  Si  will  tend  to  lead  to  mixture  models  in  which  the  components  are 
equally  weighted,  in  which  case  we  may  well  need  more  mixture  components 
than  we  might  otherwise  have  done  in  order  to  give  a  good  fit  to  our  data.  Again 
this  choice  has  the  advantage  of  reducing  the  computational  complexity  of  the 
algorithm  and  maximising  the  degree  of  mixing  across  k,  which  in  turn  can  be 
expected  to  improve  the  rate  of  within  k  mixing. 
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Figure  5.2:  The  relationship  between  the  posterior 
distribution  of  k  and  the  value  of  the  parameter  S2.  Here  the 
value  of  Si  has  been  kept  fixed  at  0.5. 
type  of  move 
82  birth  death  split  combine  overall 
0.01  1.1  4.5  0.0  0.0  0.9 
0.10  1.4  4.0  0.5  1.0  1.3 
0.50  2.1  5.1  3.4  3.3  3.3 
1.00  1.9  5.5  4.1  4.4  3.7 
2.00  1.4  5.4  3.1  6.2  3.3 
5.00  1.0  8.6  1.0  6.0  1.7 
Table  5.1:  Percentage  acceptance  rates  for  the  four  dimension 
altering  moves  for  different  values  of  S2.  Here  81  is  kept  fixed 
at  0.5. 
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Figure  5.3:  The  relationship  between  the  posterior 
distribution  of  k  and  the  value  of  the  parameter  61.  Here  the 
value  of  ö2  has  been  kept  fixed  at  0.5. 
I  type  of  move 
El  birth  death  split  combine  overall 
0.01  1.3  1.9  0.8  0.9  1.2 
0.10  2.1  4.7  2.3  2.9  2.8 
0.50  2.0  5.1  3.4  3.7  3.3 
1.00  1.3  3.5  3.7  3.3  2.9 
2.00  0.2  1.0  3.8  3.5  2.1 
5.00  0.0  0.0  3.2  3.3  1.7 
Table  5.2:  Percentage  acceptance  rates  for  the  four  dimension 
altering  moves  for  different  values  of  51.  Here  62  is  kept  fixed 
at  0.5. 
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Figure  5.4:  Estimates  of  the  posterior  distribution  from  the 
Reversible  Jump  MCMC  algorithm  when  applied  to  datasets 
of  size  N=  100  generated  from  25  different  naive  Bayesian 
networks  with  4  latent  states  and  8  binary  observable  variables. 
The  figures  in  bold  show  the  most  likely  number  of  latent  states 
for  each  example. 
We  can  see  how  this  choice  of  51  and  b2  affects  the  performance  of  the 
Reversible  Jump  algorithm  in  Figures  5.4,5.5  and  5.6  which  show  the  estimates 
of  the  posterior  distribution  of  k  for  networks  with  4  latent  states  and  8  binary 
observable  datasets  when  we  have  a  dataset  of  sizes  N=  100,500  and  1000; 
twenty-five  examples  of  each  size  of  dataset  are  shown  and  the  results  are 
summarised  in  Table  5.3.  For  a  dataset  of  size  100  we  would  not  expect  there 
to  be  sufficient  support  for  a  model  with  4  latent  states,  so  unsurprisingly  the 
results  from  the  reversible  jump  algorithm  tend  to  indicate  that  there  are  less 
than  4  latent  states  present  in  the  data;  if  anything  it  is  perhaps  surprising  that 
the  algorithm  indicates  4  latent  states  in  even  2  of  the  datasets  examined.  As 
the  dataset  size  increases  we  would  expect  it  to  become  easier  for  the  algorithm 
to  determine  the  correct  number  of  latent  states,  and  indeed  for  datasets  of  size 
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Figure  5.5:  Estimates  of  the  posterior  distribution  from  the 
Reversible  Jump  MCMC  algorithm  when  applied  to  datasets 
of  size  N=  100  generated  from  25  different  naive  Bayesian 
networks  with  4  latent  states  and  8  binary  observable  variables. 
The  figures  in  bold  show  the  most  likely  number  of  latent  states 
for  each  example. 
1000  the  algorithm  identifies  the  correct  number  of  states  in  just  over  half  of  the 
examples  looked  at.  In  the  remaining  12  cases  it  identifies  3  rather  than  4  latent 
classes;  it  would  seem  that  in  these  examples  even  this  dataset  is  not  large  enough 
to  support  4  latent  classes. 
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Figure  5.6:  Estimates  of  the  posterior  distribution  from  the 
Reversible  Jump  MCMC  algorithm  when  applied  to  datasets 
of  size  N=  100  generated  from  25  different  naive  Bayesian 
networks  with  4  latent  states  and  8  binary  observable  variables. 
The  figures  in  bold  show  the  most  likely  number  of  latent  states 
for  each  example. 
Number  of  Size  of  dataset 
Latent  States  100  500  1000 
1  1  0  0 
2  7  3  0 
3  15  15  12 
4  2  7  13 
Table  5.3:  The  number  of  latent  states  chosen  as  most  likely 
by  the  Reversible  Jump  MCMC  algorithm  when  applied  to 
datasets  generated  from  25  different  models  with  4  latent  states 
and  8  binary  observable  variables.  The  datasets  used  are  of  size 
100,500  and  1000. 
162 5.3.1  Post-Processing  of  MCMC  Output 
Here  we  consider  the  reversible  jump  MCMC  algorithm  with  51  =  S2  =1  and 
P  (k)  =  k' 
for  all  k,  for  which  the  quantities  which  must  be  calculated  in  order 
max 
to  determine  our  acceptance  probabilities  for  our  birth,  death,  split  and  combine 
moves  are  simplified  to 
A  __ 
P  (y  I  z',  e') 
x  kL.  i1Pi2  x 
dk+i 
X 
0$1j` 
(5.12)  ri- 
ýýý 
ul  (1  -  u1)' 
SP  (y  l  z,  0)  P7y+1a"  bkpalloc 
i=  1 
1 
(. 
Ac  _P 
(y  z',  eº) 
xk 
ýj,  +t, 
x 
bk-lPaiioc 
xn 
0i  j  (5.13) 
P  (y  (z,  0)  Pliplý  dk  P'' 
ul  (1-  ul)  7i  7a  i=1 
AB  =  (1-  pj,  )N  X 
dk+  1  (5.14) 
. 
AD  =  (1 
-  pj.  )_N  X 
býkl 
(5.15) 
A  new  dataset  of  size  200  was  generated  from  a  network  with  4  observable 
variables  and  3  latent  states,  and  the  reversible  jump  MCMC  algorithm  was 
applied  to  the  resulting  dataset  using  a  burn-in  period  of  100000  sweeps  followed 
by  100000  sweeps  in  which  values  for  the  unknown  parameters  were  collected.  As 
can  be  seen  in  Figure  5.7,  the  algorithm  correctly  identified,  through  the  posterior 
mode,  the  number  of  latent  classes  present  in  this  dataset. 
In  practice  when  using  reversible  jump  MCMC  it  will  not  be  enough  to 
extract  only  information  about  the  number  of  subclasses  present.  We  will  also  be 
interested  in  producing  information  about  the  parameters  of  the  models  within 
each  parameter  space.  This  inevitably  leads  to  issues  of  identifiability  and 
labelling,  which  can  be  difficult  to  overcome.  In  order  to  interpret  the  output  of 
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Figure  5.7:  Estimate  of  the  posterior  distribution  of  k. 
The  reversible  jump  MCMC  algorithm  correctly  identifies  the 
number  of  latent  classes  in  the  dataset  as  3. 
the  MCMC  algorithm  we  need  to  impose  some  sort  of  labelling  on  the  components 
of  our  mixture.  For  the  example  here  one  obvious  way  of  imposing  this  labelling 
is  to  order  the  components  of  the  mixture  according  to  their  weights;  we  can  then 
estimate  the  parameters  of  our  network  by  taking  the  simple  ergodic  average  of 
our  sample,  and  we  term  these  the  `naive'  parameter  estimates.  Figure  5.8  shows 
estimates  of  the  posterior  distribution  of  the  weights  of  the  mixture  components 
in  the  case  k=3,  and  compares  the  MAP  estimates  from  the  MCMC  output 
to  the  true  values.  Clearly  many  of  the  posterior  distributions  for  the  network 
parameters  are  bimodal;  this  can  be  the  result  of  there  being  two  competing  three 
component  mixture  models,  but  a  more  likely  explanation  is  that  `label  switching' 
has  occurred.  This  means  that  we  are  assigning  some  of  our  realisations  to  the 
wrong  mixture  component.  This  problem  is  particularly  marked  in  this  example 
because  two  of  the  mixture  components  have  very  similar  weights.  The  result 
of  this  is  that  in  a  good  many  instances  we  are  assigning  observations  drawn 
from  the  component  with  the  larger  weight  to  the  component  with  the  smaller 
164 weight  and  vice  versa.  The  effect  of  this  is  to  introduce  bias  into  our  estimates 
of  these  weights,  tending  to  decrease  the  smaller  weight  and  increase  the  larger 
one.  This  label  switching  also  means  that  our  estimates  for  the  parameters  of 
each  mixture  component  are  very  inaccurate.  As  can  be  seen  in  Figure  5.10  the 
estimates  of  the  parameters  associated  with  the  first  two  components  are  quite 
different  from  the  true  values.  However,  it  can  also  be  seen  that  the  modes  of 
the  estimated  posterior  distributions  lie  close  to  the  true  values,  the  implication 
being  that  if  we  could  correctly  assign  our  observations  to  the  components  of 
the  mixture  we  could  produce  fairly  accurate  estimates.  Another  problem  that 
is  illustrated  by  this  figure  is  that  the  posterior  distributions  of  the  parameters 
associated  with  low  weight  components  tend  to  be  very  diffuse.  The  low  weighting 
of  these  components  means  that  we  gain  less  information  about  the  true  values  of 
these  parameters  from  the  MCMC  output  as  a  result  of  fewer  observations  being 
attributed  to  these  components. 
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Figure  5.8:  Estimates  of  the  posterior  distributions  of  the 
weights  of  the  three  mixture  components.  For  convenience  we 
label  the  components  1,2,3,  with  1  being  the  component  with 
the  largest  weight,  3  the  one  with  the  smallest  weight.  The  solid 
vertical  line  indicates  the  average  value  of  the  parameter  from 
the  100000  MCMC  runs  and  the  dotted  vertical  line  indicates 
the  MAP  estimates  of  the  parameters. 
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Figure  5.9:  Estimates  of  the  posterior  distributions  of  the 
probability  of  the  first  node  being  1  given  membership  of  each  of 
the  three  components.  The  graphs  correspond  to  inetnbersliip 
of  components  1,2  and  3  going  from  top  to  bottom.  The  solid 
vertical  line  indicates  the  average  value  of  the  parameter  fromm 
the  100000  MCMC  runs  and  the  dotted  vertical  line  indicates 
the  MAP  estimates  of  the  parameters. 
166 ion 
,. 
s 
0  0.1  02  03  04  0.5  0.6  07  0.  8  0.9 
10 
5 
0 
0  0.1  02  0  0.4  0.6  0.6  07  0.  6  0.9 
IOF 
I 
I 
SI 
IF 
0.1  02  03  0.4  0.5  06  07  0.6  0.9 
Figure  5.10:  Estimates  of  the  posterior  distributions  of  the 
probability  of  the  second  node  being  1  given  membership  of 
each  of  the  three  components.  The  graphs  correspond  to 
membership  of  components  1,2  and  3  going  from  top  to 
bottom.  The  solid  vertical  line  indicates  the  average  value  of 
the  parameter  from  the  100000  MCMC  runs  and  the  dotted 
vertical  line  indicates  the  MAP  estimates  of  the  parameters. 
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Figure  5.11:  Estimates  of  the  posterior  distributions  of  the 
probability  of  the  third  node  being  1  given  membership  of 
each  of  the  three  components.  The  graphs  correspond  to 
membership  of  components  1,2  and  3  going  from  top  to 
bottom.  The  solid  vertical  line  indicates  the  average  value  of 
the  parameter  from  the  100000  MCMC  runs  and  the  dotted 
vertical  line  indicates  the  MAP  estimates  of  the  parameters. 
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Figure  5.12:  Estimates  of  the  posterior  distributions  of  the 
prot)ahility  of  the  fourth  node  being  1  given  membership 
of  each  of  the  three  components.  The  graphs  correspond 
to  membership  of  components  1,2  and  3  going  from  top  to 
bottom.  The  solid  vertical  line  indicates  the  average  value  of 
the  parameter  from  the  100000  MCMC  runs  and  the  dotted 
vertical  line  indicates  the  MAP  estimates  of  the  parameters. 
Celeux  et  al.  [11]  considered  the  problem  of'  post-processing  the  Output  of 
an  MCMC  sampler  for  mixtures  of  normal  distributions.  They  also  found  that 
constraining  the  mixture  components  by  their  weight,  inean  or  variance  led  to 
unsatisfactory,  and  indeed  conflicting,  estimates  of  the  posterior  distribution  of 
the  parameters.  They  proposed  a  number  of  methods  that  they  felt  could  lead 
to  more  satisfactory  results. 
Classifying 
Their  first  proposal  was  the  use  of  a  classification  algorithm  to  allocate  the  MCMC 
samples  to  the  different  mixture  components.  The  idea  is  that  if  each  sample  is 
permuted  so  that,  they  all  come  frone  the  same  mode  of  the  posterior  distribution 
then  their  mean  will  form  a  suitable  estimate  of  the  position  of  that  mode  from 
which  the  position  of  all  other  modes  can  be  derived  by  permutation  of  the 
168 component  labels. 
The  algorithm  they  describe  works  as  follows.  If  we  denote  the  sequence  of 
d-dimensional  MCMC  vector  samples  by  ý',  e2, 
...,  then  the  procedure  is  initiated 
using  the  first  v  vectors  61, 
...  , 
6.  Celeux  et  at.  (1999)  say  that  a  value  for  v  of 
100  is  generally  sufficient;  they  argue  that  the  choice  is  not  vital  but  must  be  so 
large  that  the  initial  estimates  are  reasonable  estimators  of  the  posterior  means 
but  not  large  enough  that  a  label  switch  has  already  occurred.  These  m  vectors 
are  used  to  define  reference  centres  for  the  d  parameters  in  the  output, 
1 
fit=  výýsý 
j=1 
along  with  component-wise  variances 
v 
Si_ 
1E(_ 
t)2 
j=1 
S 
We  then  set  si°1  =  s1,  d.  If  we  write 
i°l  then  the  other  (k!  -  1) 
centres  62°!, 
...  , 
e,  011  can  be  deduced  from  &1°l  by  permutation  of  the  component 
labels.  After  this  initialisation  stage  the  rth  iteration  of  the  clustering  algorithm 
proceeds  as  follows. 
1.  Allocate  ý"+"  to  the  cluster  j*  which  minimises  the  normalised  squared 
distance 
d  V+r 
jjýv+r  112 
=r  \ýi 
ij 
/ 
7 
i=1  si 
where  -1ý  is  the  ith  coordinate  of 
2.  If  j*  01  we  permute  the  coordinates  of  ý"+''  to  get  j*  =  1. 
169 3.  Update  the  k!  centres  and  the  d  normalising  coefficients  as  follows 
(a)  Compute 
irk=y+r  -f  it-1l+  1 
v+r 
v+r  v+r 
(b)  Derive  the  other  (k!  -  1)  centres  by  permuting  the  component  labels. 
(c)  Update  the  component-wise  variances  using 
[r] 
-y+r-1 
[r_i]  y+r- 
v+r 
S'  +v+r 
(Sil 
Sil 
) 
+ 
(ýv+r  112 
v+r  St  J 
In  this  way  the  mode  of  reference  corresponds  to  j=1  at  each  iteration. 
A  Loss  Function  for  the  Parameters 
Celeux  et  al.  suggest  a  second  approach  to  the  estimation  of  the  mixture 
parameters.  This  approach  is  motivated  by  thinking  of  the  components  of 
the  mixture  distribution  as  points  in  a  fixed  dimension  point  process.  So  in 
the  example  here  a  mixture  model  would  be  represented  by  k  points  in  (p,  9) 
space.  This  suggests  that  an  appropriate  loss  function  could  be  formulated  by 
considering  ways  of  measuring  the  `distance'  between  two  point  configurations. 
The  approach  they  suggest  is  based  upon  the  Baddeley  0  metric.  This  metric 
was  initially  suggested  by  Baddeley  [2]  as  a  method  for  measuring  the  distance 
between  two  binary  images  and  is  based  upon  the  distance  from  every  pixel  to 
the  closest  foreground  pixel.  Celeux  et  al.  's  adaptation  of  this  metric  begins  by 
selecting  a  set  of  points  in  the  same  space  as  the  mixture  components 
ý=  (Cj).  They  define  d  (t;,  C)  to  be  the  distance  from  ti  to  the  closest  of  the  C'j, 
170 k,  which  they  then  use  to  define  the  loss  function 
n 
L  (e,  ý)  =E  (d  (t1,  ý)  -d  (t;,  ý))  2 
i=l 
Thus,  for  each  of  the  t;  there  is  a  contribution  to  the  loss  function  if  the  distance  to 
the  nearest  ý'  is  not  the  same  as  to  the  nearest  ýj.  Celeux  et  al.  make  two  points 
about  the  choice  of  the  t;,  first  that  ideally  we  should  have  L  (e,  ý) 
=0  if  and 
only  if  e=ý,  and  secondly  that  the  loss  function  should  respond  appropriately  to 
changes  in  the  two  point  configurations.  They  argue  that  both  these  points  can 
be  answered  by  ensuring  that  the  t;  are  both  sufficiently  numerous  and  lie  in  high 
posterior  density  regions  of  the  Cj's  space.  They  aim  to  satisfy  both  conditions  by 
allocating  the  first  half  of  their  simulations  from  the  posterior  to  the  allocation 
of  the  t;.  They  do  this  by  randomly  selecting  one  of  the  components  of  each 
realisation  as  a  t;.  Following  the  two  step  procedure  proposed  by  Rue  [64],  the 
remaining  realisations  are  then  used  to  estimate  the  corresponding  quantities 
ry;  =  E1  [d  (t;,  c)].  The  estimates  '  are  simply  found  by  taking  the  ergodic 
average  of  the  samples  of  the  quantity  'y;  calculated  by  our  remaining  realisations 
from  the  posterior  distribution.  Then,  noting  that  it  is  possible  to  write 
EtIx 
[ri=,  (d 
(ti,  Z) 
-d 
(t,  ))2] 
Et 
i 
(E  [d  (t1,  e)2]  -  2d  (ti,  Z)  EE1  [d  (ti,  e)]  +d  (t1,  e)2ý 
171 and  using  ryj  as  an  approximation  for  ]ECIy  [d  (ti,  ý)],  the  problem  of  minimising 
the  loss  function  becomes  that  of  finding  ý*  such  that 
n 
4' 
=  arg  min  h  (4) 
=  arg  min  Z  (-2  '1d  (ti,  ý)  +d  (t,,  e)2) 
. 
This  minimisation  can  then  be  carried  out  by  using  simulated  annealing  to  search 
for  the  modes  of  the  distribution  proportional  to  exp 
(-h  (i)). 
A  Loss  Function  for  the  Predictive  Distribution 
Celeux  et  al's  final  suggestion  is  based  upon  a  more  global  loss  function  that 
measures  distributional  discrepancies.  They  suggest  the  use  of  the  integrated 
square  difference 
L  () 
= 
fR  (fE  Cy)  -  ff  (y))Z  dy. 
The  analogue  for  this  for  discrete  data  would  be  the  summed  square  difference 
L  (ý,  ý)  _ 
(ff  (y)  -  f£  (y)) 
2 
yER 
where  R  is  the  set  of  all  possible  values  of  y.  This  loss  function  again  lends  itself 
to  a  two  step  approach.  If  we  assume  the  integration  and  summation  can  be 
interchanged,  the  posterior  expected  loss  can  be  decomposed  as 
FeI= 
[YE 
R 
(ff  (y)  -  f{  (y)) 
z] 
ýyER  (SEI=  [ff  (y)2]  -  2f4  (y)  EE1  [ff  (y)]  +  f{  (y)2) 
172 We  can  then  use  our  realisations  from  the  posterior  distribution  to  estimate  the 
quantities  b  (y)  =  ]E&  [ff  (y)],  yE  7Z,  by  calculating  these  quantities  for  each 
of  our  realisations  and  taking  the  ergodic  average.  Minimising  the  posterior  loss 
function  then  becomes  a  matter  of  finding  ý'  such  that 
ý'  =  arg  min  h  () 
=  arg  min  E  (-28  (y)  fe  (y)  +  ff  (y)2) 
. 
yER 
Again,  we  can  use  simulated  annealing  to  tackle  this  minimisation  problem.  One 
problem  that  might  be  encountered  in  the  use  of  this  method  is  the  sheer  size 
of  7Z;  if  our  set  of  observable  variables  contains  just  10  binary  variables  then  R. 
contains  1024  items. 
Application 
Applying  these  three  methods  to  the  Reversible  Jump  MCMC  output  produced 
mixed  results.  The  clustering  method  performed  poorly,  giving  results  identical 
to  the  naive  method.  The  problem  with  this  method  appeared  to  result  from  the 
use  of  component-wise  variances  to  normalise  the  distances  between  observations 
and  the  current  cluster  centres;  variances  for  the  weights  tended  to  be  much  lower 
than  for  other  parameters,  generally  by  an  order  of  magnitude  or  more.  This 
means  that  more  importance  is  placed  on  the  close  matching  of  weights  than  of 
any  other  parameter,  resulting  in  allocations  identical  (up  to  a  permutation)  to 
those  given  by  the  naive  method.  The  method  based  on  Baddeley's  A  metric 
also  performed  poorly.  Figure  5.13  compares  this  method  to  the  naive  method. 
The  72  points  on  the  diagram  show  how  the  distances  from  the  estimates  from 
the  A  metric  method  to  the  true  values  compared  to  the  true  values,  and  how 
173 the  distance  from  the  true  and  estimated  observation  probabilities  compared.  It 
shows  that  the  parameter  estimates  were  improved  in  only  21%  of  cases,  and 
that  in  only  2  cases  (3%)  were  the  observed  probability  estimates  improved.  This 
method  also  proved  to  be  computationally  expensive,  requiring  a  far  greater  run 
time  than  any  of  the  other  methods  looked  at  here.  The  final  method  based  on 
the  loss  function  for  the  predictive  distribution  proved  much  better;  Figure  5.14 
compares  this  method  to  the  naive  method.  Perhaps  unsurprisingly  the  estimate 
for  the  predictive  distribution  is  improved  in  85%  of  cases.  It  is  also  notable 
that  in  just  over  half  the  cases  observed  (54%)  this  method  also  improved  the 
parameter  estimates. 
Worse  Parameter  Estimates  Better  Parameter  Estimates 
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Figure  5.13:  Comparison  of  parameter  estimates  and 
distribution  estimates  given  by  the  method  based  on  Baddeley's 
0  metric  compared  to  allocating  observations  to  components 
based  merely  on  their  weights. 
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Figure  5.14:  Comparison  of  parameter  estimates  and 
distribution  estimates  given  by  the  method  based  on  the  loss 
function  for  the  predictive  distribution  compared  to  allocating 
observations  to  components  based  merely  on  their  weights. 
175 Chapter  6 
Discussion  and  Future  Work 
In  this  thesis  we  have  reviewed  the  current  state  of  the  art  for  a  number  of 
different  aspects  of  Bayesian  belief  networks.  Clearly  many  issues  need  to  be 
considered  only  some  of  which  we  have  looked  at. 
In  Chapter  2  we  have  surveyed  some  of  the  recently  and  not  so  recently 
proposed  parameter  estimation  algorithms  and  compared  their  effectiveness  in 
finding  the  parameters  of  a  naive  Bayesian  network.  Many  of  these  techniques 
have  been  proposed  with  the  specific  intention  of  improving  on  the  less  desirable 
properties  of  that  old  workhorse,  the  EM  algorithm.  Of  those  methods  aimed 
at  improving  the  rate  of  convergence  we  have  found  that  finding  the  mixing 
proportions  of  known  mixture  components  is  a  problem  which  is  successfully 
tackled  by  almost  all  of  the  algorithms  we  considered.  However,  we  have  also 
seen  that  the  usefulness  of  these  algorithms  often  does  not  extend  beyond  this 
to  more  complicated  problems  in  which  the  components  of  the  mixture  are  also 
unknown.  We  have  also  considered  recent  attempts  to  solve  the  more  difficult 
problem  of  finding  the  global  maximum  of  our  likelihood  surface  rather  than  a 
176 local  stationary  point.  Unfortunately  it  became  apparent  that  the  little  progress 
that  has  been  made  in  this  area  has  little  application  to  models  of  the  type  we 
are  considering. 
We  have  seen  in  Chapter  3  that  although  useful  tools  for  determining 
model  identifiability  exist  that  there  is  still  a  need  for  a  `general  theorem  of 
identifiability'.  In  this  thesis  we  have  gone  some  way  towards  producing  a  general 
result  but  this  result  only  applies  to  specific  types  of  naive  Bayesian  networks, 
which  themselves  form  only  a  small  subset  of  Bayesian  network  structures.  The 
techniques  we  used  in  this  proof  do  not  lend  themselves  to  similar  proofs  for 
more  complicated  models,  and  a  different  approach  will  be  necessary  if  a  more 
generally  applicable  result  is  to  be  derived. 
In  Chapter  4  we  have  surveyed  some  of  the  currently  available  methods  for 
model  selection  and  made  some  attempt  to  make  recommendations  about  their 
effectiveness.  Given  that  we  are  unable  to  visualise  the  multidimensional  binary 
data  we  have  been  considering  in  this  thesis  it  is  difficult  to  assess  how  well 
the  models  selected  by  these  criterion  really  fit  the  data.  However,  the  study  we 
undertook  on  the  ICU  admissions  data  would  seem  to  indicate  that  at  least  some 
of  these  methods  are  doing  a  reasonable  job  of  selecting  an  effective  model. 
Finally  in  Chapter  5  we  looked  at  a  method  which  combines  the  twin  problems 
of  model  selection  and  parameter  estimation.  From  a  Bayesian  point  of  view 
it  is  highly  desirable  that  we  tackle  these  problems  simultaneously  rather  than 
adapting  the  usual  false  dichotomy  and  dealing  with  these  problems  as  separate 
entities.  Unfortunately  we  have  seen  that  although  this  method  shows  promise  as 
a  model  selection  tool  there  still  remains  a  great  deal  of  scope  for  improving  the 
post-processing  of  the  output  from  the  algorithm  in  order  to  produce  satisfactory 
177 parameter  estimates. 
178 Appendix  A 
Implementation  of  Parameter 
Estimation  Algorithms 
In  this  appendix  we  present  the  algorithms  of  Chapter  2  as  they  would  be  when 
applied  to  a  naive  Bayesian  network  with  a  single  hidden  node,  Z,  with  rz  states 
and  n  observable  nodes,  Y1i 
...  , 
Y,,,  each  with  ri  =2  states.  The  parameters  of 
this  network  are  given  by 
pi  =  P(Z=i) 
eilj  =  P(Y=1I  Z=.  7) 
A.  1  EM  Algorithm 
A.  1.1  Mixtures  of  Known  Components 
We  iterate  between  the  following  two  steps  until  convergence  is  reached. 
E  Step 
179 Calculate  the  quantities 
Pij=P(ytI  Z=J).  7=1,...,  r,  zandl=1,...,  N 
M  Step 
1N 
pi  PI-7 
A.  1.2  Mixtures  of  Unknown  Components 
E  Step 
Calculate  the  quantities 
Pia=P(yt  I  Z=9)j  =1,...,  rZand  l=l,...,  N 
M  Step 
1N 
Pj  =  NPij 
1 
eilj  =  yliPij 
Npj 
i_i 
A.  2  IEM  Algorithm 
A.  2.1  Mixtures  of  Known  Components 
Begin  with  one  step  of  the  EM  algorithm  to  determine  the  quantities 
P°=P(y1I  Z=j)j=1,...,  rzandl=1,...,  N 
180 We  then  iterate  between  the  following  two  steps  until  convergence  is  reached. 
E  Step 
Choose  an  observation  yj  and  calculate 
P,  =P(yt)Z=ý)ý=1,...,  rz 
M  Step 
p3  =  N(Npý  i-Pitt+P, 
A.  2.2  Mixtures  of  Unknown  Components 
Begin  with  one  step  of  the  EM  algorithm  to  determine  the  quantities 
Pý=P(y,  I  Z=j)j=1,...,  r,  z  andl=1,...,  N 
We  then  iterate  between  the  following  two  steps  until  convergence  is  reached. 
E  Step 
Choose  an  observation  yi  and  calculate 
Pij=P(yl  Z=.  7).  7=1,...,  rz 
M  Step 
pp  =N  (Nj-  1-  Pik  1+  P1,  ) 
eili  =  Npý 
(Np'O' 
-  yliP1,1  +yiiý'i, 
) 
181 A.  3  Helmbold's  Methods 
For  an  explanation  of  the  derivation  of  Heimbold  et  al's  algorithms  when  applied 
to  the  proportion  vector  problem  see  their  1997  paper,  "A  comparison  of  new 
and  old  algorithms  for  a  mixture  estimation  problem"  [34].  Here  we  consider  the 
application  of  their  methods  to  naive  Bayesian  networks  in  which  the  mixture 
components  are  also  unknown. 
A.  3.1  Mixtures  of  Unknown  Components 
Recall  that  for  a  general  network  we  wish  to  find  to  find  9,,,  =  9;,;,  1  to  maximise 
n  9i  ri 
F'  (Om,  =  770G 
(em)T  em 
-d 
(Omi  O 
n) 
+E  Eryij  eijk 
-1 
i=1  j=1  k=1 
where  d  (9m,  O  'm)  is  a  distance  metric,  one  of  the  Euclidean,  relative  entropy  and 
chi  squared  metrics  given  by 
N 
dEUC  (u  II  v)  =2  II  U-V  II2= 
2 
(ui 
-  vi)2 
i=1 
N 
dRE  (u  II  v)  =Eu,  1nui 
vi  i=1 
dx2  (u  ll  v)  =1N 
(u, 
-  vs)2 
i_1 
vi 
For  our  naive  Bayesian  network  with  binary  observable  variables  the  problem 
becomes  one  of  finding  6,,.  a  =  0"'  to  maximise 
fs  fs  n 
%A.  C  (em)T  8,71-d  (6m,  em)+ry  pj  -  1)+  EE  6ij  (Bijo 
'i-  Bijl 
-  1) 
. 
j=1  j=1  i=1 
182 Here  we  have  altered  our  notation  slightly  so  that 
Oijl  =  9ilj 
0ijQ  =1-  eiij 
OF'  (em,  ry)  ac  (e;  m)  as  (e;  e;  +  1) 
3Pk  =  ''  ON  -  5Pk  +'r  (A.  1) 
OF'  (em,  ry)  ac  (e;,,  )  as  (e;,,,  e;  n  1) 
aehki  =  ''  aehki  -  aehki  +  aha  (A.  2) 
Hence  for  the  Euclidean  distance  metric  we  have 
OF'  (0,,,,  -y)  _  , 70L 
(PO)-  (Pk 
P- 
pig  1)  +  -y  (A.  3) 
OF'  (em,  7) 
_ 
ac  (e;,  º)  - 
(et 
i  of  i  1ý  (A.  4)  (3Jehik 
77 
50hlk  hk  -  hk 
Putting  (A.  3)  equal  to  zero,  summing  over  k  and  applying  the  constraints 
>kA=i  pt  1=1wehave 
rs  ac  (o 
, 
m) 
k=1 
Similarly 
aG  (6; 
Rý 
aG  (e: 
ný  bij  =  77  aoijo  +  aOijl 
183 Hence  the  GP,,  updates  are  given  by 
ýt  1=  Pý  , 
(at:  (em) 
_1 
rs  ac  (em) 
aPk 
rZ 
;  -1 
aPj 
t+l  t  ac  (em)  ac  (e;,,  )  ac  (e;,,  )  Bid 
1- 
Bi, 
j  1+  77 
aOiý 
1- 
50i 
j0+ 
aet, 
l 
Since 
and  hence 
N  rs  n 
1=1  j=1  i=1 
ac  (Bt  Nn 
m=  II  oYli 
klý  kc  (A.  5) 
ION  !  =1  1=1 
äG  (6;,,  ) 
_Z  PPyz  O  11 
II  oi  ýovl:  (A.  6) 
aei;  l 
l-1  i=1 
ac  (oet) 
Nn 
aB  pj  (1  -  Yhi)  o;;  fT  B  )1  ýovl.  (A.  7) 
t=1  i-1 
we  can  write  our  updates  quite  simply  as 
Nn  rs  Nn 
t+l 
_ty!  i  1-Y!  i  yli  1- 
Pk  -  Pk+77  eikleik0  rl  eijleij0 
l=1  i=1  z  j=1  l=1  i=1 
Nnr,  Nn 
=  pk  +  I] 
>H8  ý'  (i 
-  Bilk)'-ý￿li 
-1> 
JJ  ° 
j.  7  \1  - 
ei1. 
i)1-Jli  k 
l=1  i1=1 
rz 
j=1  l=1  i=1 
(A.  8) 
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184 Nn 
=  B+77p3  Ylieilj 
flO 
lj 
(1 
- 
6il. 
i)1-+￿ts 
t=1  i=1 
-2 
((uoýý 
+  (1-  Yli)  (1 
-  oili)  -1  ll 
)e 
lä 
(1 
-  BiIj)1-Yli 
(A.  9) 
Using  the  relative  entropy  metric  we  can  derive  the  EG,,  update  in  a  similar 
fashion. 
t  t+1  t+i  d 
(emI  emý  ad1ýk 
aft+l  =  log 
Pt  k+1 
(A.  10) 
k 
ad  (et  et+l)  0t+ý 
RE  mý  m=  log 
(p-i 
+1  (A.  11)  30hki 
hki 
f 
and  hence 
rs 
Pk  Pk  exp  i 
8G  9￿ý  aC  erºº 
apt 
/> 
pit  exp  (ii 
at  Pk 
j=1 
pj 
Nnr:  Nn 
(IlIIOYII  (1 
-  9i1  j)1-vif  =  pk  exp  (rifJO  jk  (1-  Oilk)1-vl:  /pexp  1: 
( 
!  =1  i=1  j=1  !  =1  i=1 
(A.  12) 
ac  (et  )Nn 
ehlk  =  Bhik  exp  tj 
aet 
6hlk  exP 
(77 
1ýkyliehll 
H  9hii  (1 
- 
9hlk)1-3/i: 
hak  !  =1  i=1 
Nn 
+  (1-  9hlk)  exP 
(fl>Pk  (i 
-  Yli  (1-  Ohlk)  -1  fl  enýik  (1  -  6hlk)1-yli 
1=1  i=1 
(A.  13) 
185 Finally  we  use  the  X2  metric  to  derive  the  EM,,  update 
adX2  (em,  e;  1) 
-  Pk  1  m 
-1  (A.  14) 
apk  1-A 
adX2  (em,  0t  1)  eh  i 
-1  (A.  15) 
aehki  Bhki 
and  hence 
Nn  rx  Nn 
7-ý  e" 
-8k 
1-yli 
P9  ki  i,  j 
1-yu 
Pk  1-  Pk  17 
E 
11  ýk 
(1 
iI)  -E  11  oij  (1 
-9)+1 
!  =1  i=1  j=1  !  =1  i=1 
Nn 
=  Pk  17  F.  rj  e  ýk  (1-  6ilk)1-vti  -1  +1  (A.  16) 
l=1  i=1 
n 
Bhýk  -  9hlk  ii  Pkyliohlk  B  iý  (1 
- 
9ili)1vti 
i=1 
nn 
- 
(PYii 
rl  B  (1-  Bilj)1-sº<<  +  Pk  (1-  Vii)  II  0j  ý  (1-  Bilj)-yl.  +1 
{=1  i.  l 
(A.  17) 
A.  4  ACGO  ,  ACG9  and  ACGe  Algorithms 
The  formulae  for  the  gradient  needed  by  the  ACG9  and  ACGe  algorithms  are 
as  detailed  for  the  conjugate  gradient  algorithms;  the  calculations  for  the  ACG, 
algorithm  are  different  due  to  operating  in  a  transformed  parameter  space.  We 
have  made  use  of  the  logit  transformation,  so  our  new  parameters  are 
Ci  =  log 
P1 
=  lo 
Bi  j 
ýýý  g  1-  9i1j 
186 The  first  order  partial  derivatives  we  require  are  then 
a  ä(em) 
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ýk 
ý=1 
N 
P  (ytlI  em)  (k 
P  (yt  em) 
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1N  ac  (eml 
=1a 
P  (YI  EP  (YI  I  Om)  a/hlk  ýJi  I  Om) 
where 
OG 
P  (iii  1  em)  =  Pk  (0)  (1  -  Pk  (q5))11  Bilk  (4)vi:  (1 
-  9ilk  (0))1-vps 
i=1 
n 
-E  Pi  (0)  Pk  ()  ]J  Oiijj  (0)  Yli  (1 
- 
Bilj  (4»)1-Yii 
jjýk  i=1 
` 
aP 
(Y  I  Um) 
-  Pk  (4)  (Yli 
- 
Bhlk  (0)/  11  Bilk  (4,  )Yu  (1 
- 
Bilk  (0))1-Jt: 
a0hlk 
i=1 
\ 
187 A.  5  Conjugate  Gradient  Algorithms  (CG  and 
GCG) 
A.  5.1  Calculating  the  Gradient 
We  need  to  eliminate  p,.,  before  calculating  the  derivative  of  L  (Om)  using 
Pr,  =1-  Pi  -  ...  -  Prs-i,  hence 
G  (em)  =  log  P  (yl  10) 
1=1 
where 
rs  n 
P(Y110) 
_ 
EPj  rI  Bi  (1 
- 
B,  Ij)1-Y! 
i 
j=1  1=1 
r:  -1  n  r;  -1  n 
Pj  oyli 
I7 
(1 
- 
et1-yli  +1-L  pj  [J  B 
frs 
(1 
-  9tilrs'  1-1ni 
j=1  i=1  j=1  i=1 
(A.  18) 
First  order  partial  derivatives  are  then  given  by 
OL 
a(PkOmNZP  (y!  l  e)  iP-kP  (y!  l  e) 
ac  (em) 
N1a 
=I  aehP  (y!  10)  aehlk  P  (y!  e) 
where 
n 
yti  -ytt 
-n 
-TJti 
ýP  (yj  1  0)  =  jI  e;  i  (1-  eiik)1jI  Oyh  yli  (1-  eiirr)1  (A.  19)  Pk  ;  _i  i=i 
188 n 
P  (yt  10)  =  Pk 
C+  (1-  ytt)  (1-  Ohlk)  ')  [J  o  y;  's  (1  -  9i1,. 
s)1-v".  aehI  k  1=1 
(A.  20) 
A.  5.2  Line  Search  Routine 
The  line  search  algorithm  implemented  was  a  simple  golden  ratio  search.  Here 
we  outline  it's  application  for  the  proportion  vector  problem;  its  extension  to 
more  complicated  maximisation  problems  is  simple.  To  begin  with  a  maximum 
step  length  was  determined;  this  is  the  largest  value  a  can  take  without  crossing 
the  boundary  of  the  parameter  space.  To  find  this  value,  denoted  by  amax,  we 
calculate  the  quantities  a;  'a  x  and  take  a'"nx  =  max  la,  }  where 
amnx  =-d 
if  di  <0 
(A.  21) 
I-pi  ifd;  >0 
The  golden  ratio  search  then  proceeds  as  follows. 
If  we  define 
ca  (e;  )  =c  (o  +  adt) 
then  we  begin  by  evaluating 
2 
_  T 
1+  ý/5 
ap  =  Q 
0 
a=  1-  am"  XT 
a0  =  amnax  XT  2 
a0  =  Amax  3 
189 We  then  repeat  the  following  until  our  convergence  criteria  is  reached 
if  £Q1  >  'C"I 
t+1  at  a3  -  a2 
t+1 
-  at  a2  a1 
t+1  t/tt) 
a1  -  a3-T`a3-a0J 
t+1 
-  at  a0  ao 
else  if  GQt  <  44 
t+1  at  a3  =  a3 
a2  t+l 
_a0t  -i-  T  \a  3t  at  2-0 
t+1 
=  at  a1  a2 
t+1 
at  a0  =  a1 
We  took  our  convergence  criterion  to  be  a3  -a'  less  than  some  predetermined 
value.  Decreasing  this  value  would  increase  the  accuracy  of  the  search  at  the  cost 
of  greater  computation  time;  a  value  of  0.0001  was  found  to  work  well. 
190 Appendix  B 
Proofs  of  Theorems  from 
Chapter  2 
Theorem  2.1  If  the  EM  algorithm  is  started  at  any  independence  model,  that 
is  to  say  either 
00  Bilk=...  =Oirsk  Vi,  k 
or 
Ph=1  and  piý=0  Vj  h 
then  the  EM  algorithm  will  converge  to  the  maximum  likelihood  independence 
model  in  just  one  iteration.  In  the  first  case  it  converges  to 
N 
pjl  =  pjo  Vj  and  6ijk  =>A  (1Jmi.  )  Vi,  j,  k 
m=1 
191 and  in  the  second  case  to 
N 
Ph  =1  Pý  =0  Vj  k  and 
0ihk  =n  Ik  (ymz)  Vi,  j,  k. 
m=1 
Proof.  We  update  pp  using 
N 
P3 
t+l 
=1m  N  ri 
m=1 
and  6ijk  using 
NN 
tt  t+l 
ijk  jk  =  Ik  (Ymi)  rmj/  rmj  e 
m=1  m=1 
N 
Ik  (l￿mi)  rtMi 
/Np', 
m=1 
where 
rt  =P 
(Zm 
=I  ym,  e 
mj 
rz 
=  ppPt  (ym  IZ=  j)  /> 
p'Pt  (ym  lZ=  k)  Vm,  j. 
k=l 
We  look  at  the  two  possible  starting  configurations  separately 
Case  1:  p°  =  1,  p,  °  =0  for  all  j  k. 
In  this  case  it  can  be  shown  that 
r: 
rmk  =  pkPt  (ym  17'  =  9) 
/  EppPt  (ym  IZ=  9) 
j=1 
192 =  pkPt(ym  1  Z=j)/PkPt(ym  1  Z=ý) 
and 
=1 
r: 
rj=  P3p,  (ym  I  Z=j)/>p3p,  (ym  I  Z=j) 
j=1 
=  0/pkPt(ym  I  Zj) 
=0  Vi  k 
and  hence 
and 
Also 
NN 
Pk=NErý°n,  k=NE1=1 
m=1  m=1 
NN 
p;  =Ero  -' 
1:  0=0  Vj;  k. 
m=1  m=1 
N 
1=t/  t+l  ei. 
k  - 
Ik  (ZJmi)  rt  N17k 
m=1 
N 
=  NEIk(Ymi). 
M=l 
Case  2:  9°  k_...  =  B° 
sk 
for  all  i,  k. 
193 In  this  case  it  can  be  shown  that 
rz 
rmk  =  pPO(ymIZ=k) 
/EpjPO(ymI 
Z=.  i) 
2=1 
Ts 
j=1 
-  pk, 
Hence 
1N  1E0 
M=l 
_0 -  pi 
and 
N 
(  eijk 
-E 
Ik 
lymi)  p90 
/ 
Np71 
M=l 
1N 
=NE  Ik  (Ymi) 
m=1 
So,  in  each  case  we  reach  the  maximum  likelihood  independence  model.  Using 
the  same  procedure  to  consider  subsequent  iterations  it  can  be  seen  that  the  ML 
independence  model  is  also  a  stationary  point  for  the  EM  algorithm. 
11 
Although  we  have  shown  that  this  point  is  a  stationary  point  of  the  EM 
algorithm  it  is  also  clear  that  this  point  lies  on  a  ridge  of  the  maximum  likelihood 
surface,  rather  than  at  a  local  maximum.  This  is  because  at  this  point  we 
have  a  model  identifiability  problem.  In  the  first  case  we  are  unable  to  identify 
194 unique  values  for  the  Bilk  where  p3  is  zero,  and  in  the  second  we  can  see  that 
it  is  not  possible  to  uniquely  identify  the  values  of  the  Pk.  Hence  the  ML 
surface  will  contain  a  ridge  of  equal  likelihood  corresponding  to  variation  of  these 
unidentifiable  parameters. 
Corollary  2.2  The  maximum  likelihood  independence  model  is  a  stationary  point 
of  the  EM  algorithm. 
Proof.  Proof  follows  simply  from  Theorem  2.1.  We  simply  observe  that  if  at  some 
iteration  we  are  at  the  maximum  likelihood  independence  model  then  Theorem 
2.1  implies  that  we  will  remain  at  that  point. 
13 
Theorem  2.3  The  gradient  of  £ß  (9,,,  )  at  the  point 
N 
Pi  =1  Vj  and  Bijk  =NE  Ik  (ymi)  Vi,  j,  k 
m=1 
is  zero  for  all  0<0<1. 
Proof.  The  condition  for  £ß  (Om)  to  have  a  stationary  point  is 
rz  ri 
£ß  (9.  )  +A  E  pi  -1+  btj  Z  9ijk  -1  =O  (B.  1) 
j=1  k=1 
where  A  and  6_j  are  Lagrange  multipliers.  Differentiating  this  with  respect  to  pi 
and  8ijk  this  condition  is  equivalent  to 
äGp  (9.  ) 
=  -A  =  -N  Vh  (B.  2) 
ON 
195 and 
aGp  (9m)  N 
be,  f. 
aeef9 
_bef 
rz 
(B.  3) 
The  value  of  A  is  determined  by  multiplying  both  sides  of  equation  (B.  2)  by  ph 
and  summing  over  h.  Similarly  the  values  of  the  b;  j  are  determined  by  multiplying 
both  sides  of  equation  (B.  3)  by  Oef9  and  summing  over  g.  Since  we  have 
äGß  (Nnr; 
rs  n  r;  9m)  [1  Ik  (Ymi)  Bhk/ 
> 
'4  Ik  (yrni)  ek 
ash 
m=l  i=1  k=1  j=1  i=1  k=1 
(B.  4) 
and 
tL  ß  (Om) 
N 
Is  (Yme)  n  r;  rs  n  r; 
ý 
k( 
ra/a  I 
lymi) 
e 
if  k1  !ý 
p9 
11  ý  Ik 
(Ymi) 
Bijk 
CAB  e`JýE 
ef9  m=1  ef9  i=1  k=1  j=1  i=1  k=1 
(B.  5) 
it  can  be  seen  that  the  point  in  question  satisfies  the  two  conditions  (B.  2)  and 
(B.  3)  and  hence  it  must  be  a  stationary  point. 
0 
Theorem  2.4  At  the  point  given  in  (2.26)  the  Hessian  of  LQ  (Om),  denoted  by 
Hp,  is  of  the  form 
Hß  0 
HQ  = 
0  H2 
Proof.  We  begin  by  determining  the  Hessian  of  a  general  naive  Bayesian  network. 
Using  the  fact  that 
r,  -1 
pr:  =1-EPj 
j=1 
196 and 
r;  -1 
eijri  =1-  e{jk 
k=1 
the  first-order  partial  derivatives  are  then 
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The  second-order  partial  derivatives  are  given  by 
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At  the  point 
N 
Pi  =1  Vj  and  9ijk  =1  Ik  (Ymi)  Vi,  j,  k 
rý  n 
m=1 
these  second-order  partial  derivatives  simplify  to 
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Hence  it  can  be  seen  that,  at  the  point  given  in  (2.26)  the  Hessian  of  GQ  (9m), 
denoted  by  Hß,  is  of  the  form 
Hß 
Hß  = 
0  Hä 
0 
Theorem  2.5  The  matrix  HQ  is  positive  definite  for  all  naive  Bayesian 
networks. 
Proof  Using  the  partial  derivatives  we  have  already  derived  we  can  see  that 
211  "".  1 
121  """  1 
HQ  =  Nr￿(1-Q)  112  """  1 
111  """  2 
201 =  Nrt(1-,  3)(In+11T). 
it  therefore  follows  that  for  any  xE  1R'  that 
xTH1x  =  Nrz  (1 
- 
Q)  xT 
(I  +  11T)  x 
=  Nrz  (1 
-  ß) 
fx  Tx+  (XT  1)21 
>0  V0  <,  6  <1  with  equality  ifi  x=0, 
so  HI  is  positive  definite. 
0 
Theorem  2.6  Assuming  that  our  maximum  likelihood  independence  model  is 
correct,  the  expected  value  of  the  matrix  HQ  is  positive  definite  for  naive  Bayesian 
networks  with  binary  observable  variables. 
Proof  There  are  four  possible  values  that  öý  Gý  2ro(eegmuv 
can  take,  and  assuming  OO.  fga 
that  our  ML  independence  model  is  correct  we  can  calculate  the  probability  of 
each  of  these  outcomes 
a2GQ(em 
_  00e  fgaetuv  -  with  probability 
N,  2, 
(Em  I9  (yme)  Em  Iv  (Ymt))-1  N3  Em  j9  (Yme)  Em  Iv  (Ymt) 
`  (Em  I9  (Yme)  Em  Ire  (Ymt))-1 
Nz 
Em  I9  (Yme)  Em  Irt  (Ymt) 
(Em  I*.  (tJme)  Em  Iv  (TJmt))-1 
ýV3 
Em  Ir.  (yme)  Em  Iv  (Ymt) 
(Em  4.  (Yme)  Em  j*t  ý2Jmt))-1  Em  Ire  (Yme)  Em  I*t  (Ymt) 
202 Hence 
We  can  similarly  show  that 
a2Gß  ýe. 
º. 
) 
E 
(öoejgaotu￿  )O 
öOefgaetfv 
/O 
and  the  final  expectation  we  need  is 
02£0  2  em)  _ 
N2 
(Q  +  r￿  (1-  ß)) 
( 
1g 
1 
e)  +  Ern 
1)>0 
ejg  z 
Em 
g 
(ym  Ire  (Yme) 
Hence  E  (H)  is  a  diagonal  matrix  with  positive  diagonal  elements  and  must  be 
positive  definite. 
0 
Theorem  B.  1  For  naive  Bayesian  networks  with  binary  observable  nodes,  the 
Hessian  at  the  point  given  in  (2.26)  will  be  positive  definite  for 
rz 
-  2n(rZ-1) 
Proof  We  make  use  of  Gerschgorin's  `circle  theorem'  which  states  that 
Sub-Theorem  B.  2  (Gerschgorin's  `Circle  Theorem')  Every  eigenvalue  of 
an  nxn  matrix  A  lies  in  at  least  one  of  the  circles  Cl,... 
, 
C,,,  where  C;  has 
its  centre  at  the  diagonal  entry  ail  and  its  radius  pi  =E  joi 
I  ai2  I  equal  to  the 
absolute  sum  along  the  rest  of  the  row. 
203 As  we  are  dealing  with  a  symmetric  real  matrix  this  leads  us  to  the  corollary 
Corollary  B.  3  The  real  symmetric  matrix  A  is  positive  definite  if  ai=  >0  and 
aii  >  p;  where 
Pi=E  l  aij 
jai 
For  our  matrix  Hß  it  is  clear  that  the  terms  on  the  diagonal  are  all  positive,  so 
our  corollary  of  Gerschgorin's  theorem  means  that  Hß  must  be  positive  definite 
if 
N2 
(Q+r:  (1-0» 
F 
1+ 
N  ý. 
1 
->  Z  m  ymi  m  ymi 
Z  N  N 
1J  m:  Z  1-  ymi 
(_Ymj 
_1- 
Ymj  ( 
TZ 
jii 
rmymi 
m-1 
N-Zmymi 
in 
Ein 
jN-  ym'/ 
n 
+  (r  N2 
-  1) 
~ý 
N 
ymi 
_ 
Z 
Z-  ymi  Y-  ymj  ymj 
_  ý 
Tz  Em  ymi  N-  Em  ymi  Em  y'mj  N-  Em  ymj  /  j=1  m-1 
Sub-Theorem  B.  4  For  any  1<j<n 
11 
C 
Ymi 
+N- 
>m  Ymi  m 
ymi 
-1- 
ymi  ymj 
-1- 
ymj 
ý: 
1( 
m=1 
Em  ymi  N-  Zm  2Jmi  Em  ymj  N-  Em  ymj 
Proof  The  summation  between  the  modulus  signs  will  take  its  maximum  value 
when  the  condition  y￿,;  =1  y￿,  j  =1  and  will  take  its  minimum  value  when 
ýJmi  =1  Ymj  =  0.  So  the  summation's  maximum  value  will  be 
N  1 
NI  Ymi 
2h 
1-  ymi 
2  _( 
1+1 
(Em  ymi)(N  - 
Em  ymi)  Ein  Ymi  N-  Ein  ymi  ) ) 
204 and  its  minimum  value  will  be 
E  Ymi  (1  -  TJmj) 
+ 
(N-Yr. 
i)  Ymj 
- 
m=1 
E,. 
ymi  (N  - 
Z￿,  Ymj)  (N 
-  Z,.  Ymi)  Z￿￿  ymj 
__11  Einymi+N-EmYmi). 
0 
This  leads  to  the  condition 
Ns(, 
ß+r..  (1-,  ß)) 
1+1 
Z 
(Z,. 
ymi  N  Ymi 
) 
2 
>  (n  -  1)Nß  (1  -  rz) 
(1+1 
rz  \  ý. 
m 
ymi  N-  Ein  ymi 
2 
+n(rz-1);  7,?  ,ß11  >m  Ymi 
+N- 
Em  ymi 
) 
and  hence  a  sufficient,  though  not  necessary  condition  for  HQ  to  be  positive 
definite  is 
rz 
-  2n  (rz  -  1)' 
which  proves  Theorem  2.7. 
0 
205 Appendix  C 
Derivation  of  Hessian  Matrices 
Used  in  the  Laplace 
Approximation 
C.  1  Traditional  Basis 
We  need  to  calculate 
a2_ 
-x019,  =  --  , go  e2  log  (P  (D  0)  P  (0)) 
_-  aeaae2  log  P  (D  I  e)  -  ae  502  log  P  (e)  ýc.  i) 
where 
N 
P  (D  I  O)  =  fl  P  (yt  j  e) 
t=1 
206 Ncn 
_ 
II  E  Pi  fJ  oiyl  (i 
-  B;  I.  i)1-vl:  (C.  2) 
1=1  j=i  i=i 
and 
P  (0)  =r 
(ca)  Ilpj-1.1111  r  (2 
2  ei-,  (1  -  eilj)"-l  (C.  3)  ) 
ili 
Starting  with  the  first  term  on  the  right  hand  side  of  Equation  C.  1  we  make  use 
of  the  identity 
02  log  (P  (yl  10))  =  Sei  (vi)  S03  (yl)  -  D9102  (ye)  (C.  4)  -  (9011902 
where  So  (ye)  is  the  score  and  is  given  by 
Se.  (ye)  =p  (yº  10)  aei 
p  (Yi  ý  e) 
and  D010,  (ye)  is  is  given  by 
ý  D9102  (yt)  02 
_  P(yt  10) 
P  (yt  10)  j01  002 
so  we  have 
N 
-H0102  = 
(S01  (ye)  S02  ()-  D9102  (  )) 
Beginning  with  the  scores,  and  using  the  fact  that  pl  =1-  E3=2  pi  to  eliminate 
pl,  we  have 
(i/!  )  =1(>  Pk  fJ  e  lk  (1  -  9=ßk)1-vt:  spi  P  (y!  I  e)  h;; 
k=1  i=1 
207 1  JT  B, 
1Yli J 
(1 
- 
eii7)1_yl: 
- 
[j  ei  (1 
- 
8=11)1_Yu 
p  (yt  1  e) 
t_i-i 
1  f7  c 
(PkfJo1_ohtk1_vzi) 
Se; 
i; 
(ye)  =p  (j  10)  äB  iIi  k=1  h=1 
1-  ypi)IlOhill  yh  1-bgh 
(Yu 
-  (1-B  )  T  (Y,  10)  pi  1-  Bil.  i  h_1 
hI7 
(C.  5) 
Now  the  values  of  D0102  (y): 
P 
l-vý:  DPppk  (yt)  =e  Iý  ý1  -  9il.  i)l-vl.  - 
fto 
ýi  (1-  Oill) 
(yi  8)  ö1ýk 
=0 
D1an  11  eyli  1-  e'  1-vIº 
-n 
By1i  1-  8  l-yli 
PjPj  (yt)  =p  (y,  10)  äpß  sly  sly)  ski  sli 
i=1  i=1 
=0 
Dp;  e,  11(Yt)  =pe  ae 
flehe;  (1 
-  Bhlj)1-Vlh  _ 
flenji  (1 
-  Bhll)1-vu,  (y  ) 
tl9  h=1  h=1 
=1y 
1-  yl  11 
BYth  (1-  Bhl.  i)1-vih  p(yz10) 
(el; 
-1-eiöl  "  h=1 
1 
Dv,  e.  i1 
(y!  )  =P  (y!  19)  ä0 
Il  OY1h  (1 
-  Bhlj)1-bih  _ 
fl  g  jh  (1 
-  Ohll)  1-vgh 
hli  l 
t11 
(h=l 
h=1 
__ 
1y  1-  yy 
Ih  -  6hI1)1-vth 
P  (y!  19) 
(9; 
11  1-  9ti1) 
fl  Oh1  (1 
h_1 
_y  De; 
i;  e;  i; 
(yt)  -p  8)  öB  Pj 
(_l_  1 
Bti) 
Bhiý  (1-  6h1iý1-vgh 
. 
11 
l.  7  etl9  1-  17 
h-1 
208 =o 
10  y_  _y 
fto(1_ohIj)1Y1h 
Deieki;  (alt)  =  p(yº  (B)  äBký 
(1i) 
Ij  h-1 
yli 
_1- 
yli  (1/1k 
_1- 
ylk 
n 
1-Ylh 
_ 
TT9Yih  (1-9 
p  (yt  10) 
(Pi  (oilj 
1-  Bill  9k1j  1-  klj 
l/ 
h_1 
11  hlj  hli 
- 
DB..  e  (1a  y_  1-  y  Hi  f  1-  e  1-Yli  ýi,  kiº,  Vi)  =P  (yi  10)  aeklh  Pj  0il.  i  1-  0iIj  ; 
=i 
tlý 
ý 
ilýý 
=0  (C.  6) 
The  second  term  is  somewhat  simpler.  If  we  note  that 
Ccn 
log  P  (0)  =  constant  +  (a  -  1)  E  log  pj  +EE  (log  8=ßj  +  log  (1 
-  Bile)  ) 
1j=1 
j=1  i=1 
I 
we  can  evaluate  the  second  order  derivatives  directly 
a 
log  P  (6)  _  («  -  1) 
aC  Z  log  Pk  apj  app 
k-i 
(Pi 
Pi 
log  9;  Ij  +  log  (1  -  B;  Ij)) 
a 
log  P  (9)  _  (a  -  1) 
aa 
p; 
(a-1\  )(1_  1 
eile  1-  9il  i 
2/ 
log  P  (0)  _  (a 
-  1)  ý'  I 
p'  pl 
1 
i  Pi  P2 
+ 
209 az 
log  P  (9)  =  (a  -  1) 
a  (1 
- 
1) 
aPiOPk  d9Pk  P;  Pi 
J 
a2 
log  P  (9)  =  («  -  1) 
aa 
(1 
_1  iPkeil 
i  OiIj 
11 
P;  Pi  ll 
=o 
2 
jo-  log  P  (0)  =  (a  -  1) 
äB  ij 
(9 
j1 
19=1j  ) 
h 
11 
02j  (1  oilj)2 
a2 
log  P  (e)  =  (a  -  1) 
a1_1 
OOilj0h=lk  äOhlk 
(Bilj 
1-  9il.  i  / 
=0  (C.  7) 
C.  2  Softmax  Basis 
In  the  softmax  basis  we  reparameterise  our  model  using 
log  aj=2, 
...  ,c  Pi 
ýsýi  =  log 
1  etletli 
Vi,  j  (C.  8) 
and  the  inverse  transformation  is  given  by 
Pi  (0)  =1  1+  Eck=2  esk 
210 Pj  (4)  = 
eiij  (0)  =  (C.  9) 
We  now  need  to  calculate 
e'  j=2,...,  c 
+  Eck=2  eCk 
eOili 
1+  e4  Ii 
-HO,  P02  =-  1901a0 
log  P  (d  10)  -  190a20021og 
P  (ý) 
where 
P(D  10)  = 
and 
(C.  1O) 
N 
HP  (ye  14) 
!  =1 
Nc 
HZpJ  (0)  f[oil. 
7 
(0)yli  (1 
- 
O.  (0))1-V1i 
!  =1  , 
j=1  1=1 
ýN7 
n 
eýiý1 
1/!  i  1 
1-ä1i 
11  +  ýý  eCk 
Cl+ 
eOiil) 
(1 
+  eo'l' 
) 
t=1  k=2  1_1 
c 
eC.  i  n 
e'iI' 
vri  1-Yli 
+Z1+  ý`=  esk 
H  (1 
+  e0uii 
(1 
+  eýiýý 
) 
i=2 
c2 
i_1 
(C.  11) 
P  (O)  =r 
(c  (a  +  1)) 
ýý  (4)a  1J  r  (2  (a  +  1)) 
e=ij  (5)a  (1-  eiiý  (ý))a  r(a+l)c  11  r(a+1) 
r(c(a+1))  aC  eC,  i-  a 
r(a+1)` 
(1+e(k)H(1+Ece(k) 
7=2 
xnc 
r(2(a+l))  e0i,;  a1a 
]H 
r(a+  1)2 
(1 
+  eoiii) 
C+ 
eo;  li) 
(C.  12) 
1=i  1=i 
211 Use  the  same  identity  as  before  to  simplify  the  necessary  calculations  and  note 
the  following  first  and  second  order  partial  derivatives: 
1P1  (4) 
_ 
-esj 
(1  +  Eck=2  eCk)z 
_  -Pi  (0)  Pi  (0) 
OPI  (0)  -eC`eC' 
aci  _  (1  +  Eck=2  eCk)a 
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(0)  (1-Pi  th)) 
=  Pi  (0)  Pk  (0)  (2P; 
ae;  li  (A) 
__ 
a  e'Otili 
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(C.  13) 
a  Btu  (0)  Vii  (1-  °il.  i  YUU0ij 
(4)Yu-1  (1-  eil. 
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Then 
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k=1 
Finally  we  need  to  deal  with  the  second  term  on  the  right  hand  side  of  C.  10 
cn 
log  P  (ý)  =  const  +a  log  (pi  (4))  +EE  (log  Oj  +  log  (1 
-  9;  1 j) 
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=a-  2aOi1j  (0) 
_k  (a  -  cap,  (ý)) 
Pk  (ý)  _  caýk 
_  -capk  (1  -  Pk) 
=a 
ae(a-capk(q5))  i ii; 
=o 
216 aq5log 
(p  (ý))  _ 
i7 
a 
a70-  - 
(a 
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-  OiIj  (ý)) 
52 
aOil  a0hlk 
log  (p  (ý))  -  äB  jk 
(a 
-  2aO  ,  ýý)) 
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217 Appendix  D 
Derivation  of  Acceptance 
Probabilities  for  Reversible  Jump 
MCMC 
The  acceptance  probabilities  for  split,  combine,  birth  and  death  moves  are  given 
by  min  (1,  AS),  min  (1,  Ac),  min  (1,  AB)  and  min  (1,  AD)  respectively  where  AS, 
Ac,  AB  and  AD  are  derived  as  follows. 
D.  1  Split  and  Combine  Moves 
Recall  that  we  defined  our  split  move  as  follows: 
1.  Select  a  population  j,  to  be  split. 
2.  Generate  random  numbers 
u.  -B(1,1)  and  u2,  i-B(1,1)  i=1,...,  n 
218 3.  Our  split  moves  are  then  defined  by 
121  =  U1Vj.  Pia  =  (1  -  ul)  Pj.  (D.  1) 
eilig  = 
u1L 
oils-  '2132  - 
11 
ul 
ezlj.. 
4.  Finally,  we  update  the  allocation  variable.  For  each  zi  =  j,  we  reassign  z; 
according  to 
P  (zi  =  ii)  «  pji  f  (yi  I  0j) 
P  (zi  =  j2)  a  pj2f  (2Ji  I  ej) 
From  Green  [31]  As  in  (5.8)  is  given  by 
-P 
(ý'  I  y)  rm  (i') 
0  AS  P  (iG  1  y)  rm  (j)  q  (u)(  0  ,u) 
where  i&  is  the  current  state,  t/i'  is  the  proposed  higher  dimensional  state,  r￿+  (0) 
is  the  probability  of  attempting  move  type  m  when  in  state  0,  and  q  (u)  is  the 
density  function  of  u.  It  is  easier  to  evaluate  this  expression  if  we  use  Bayes 
theorem  to  rewrite  it  as 
AS  =P 
(y  10P  (V)  rm  (lk  1)  ao  1 
D) 
P(y  1  i)P(ý)rm(  (0)  q  (a( 
,  u)  .2 
Utilising  the  conditional  independencies  encoded  in  the  DAG  given  in  Figure 
5.1,  P  (y  (i)  P  (0)  is  given  by 
P(y  1  ii)P('')  =  P(k  1  kmax)P(e  1  k,  a2)P(P  1  k,  5)P(z  1  k,  p)P(y  1  0,  z) 
219 For  a  naive  Bayesian  network  these  probabilities  are  given  by 
)=  fI 
r  Z9 
2ej; 
1  (1 
-  Bzli)aý-i  P  (O  I  k,  S2  11 
i_1ý_1 
( 
2) 
kk 
P(P  I  k,  5i)  =  rNJä) 
ripýl-i 
,  _1 
k 
P(z  l  k,  P)  = 
11  P. 
17' 
j=1 
Nn 
P  (y  e,  z)  B  ýxh  (1 
-  eilzh)  (1-Uhi) 
h=l  i=l 
(D.  3) 
Hence  for  a  naive  Bayesian  network 
nk2 
P  (t)  =P  (k  I  kmax)  X  Tj  jl  r  (Zä2)  B  iý 
i-i  ý_1 
1  (1  -  eziý)aa-ý 
/  /ý  kk 
Xr 
lsl)  flpai-1 
x 
ýiýIl 
r  (kJl)  7j 
j=1  j=1 
(D.  4) 
and  it  follows  that 
P  (('  I  y) 
__ 
P  (y  I  I,  )  P  (lk') 
P  (i  I  y)  P  (y  I  b)  P  (lp) 
_ 
P(y  z,  6) 
x 
P(k+1) 
x 
r((k+1)61)pp,  pj2 
P  (y  z,  0)  P  (k)  r  (5)  r  (k51)  p6,  -1+1t+12 
n  eat-1  (1-  e  d2-1  062-1  1-  B  62-1 
xr 
(252)  iljj  1  slýý)ili2 
( 
tl.  is) 
i=1  r  (52)2  e  i2-1  (1-  0  ß.  )b2-1 
(D.  5) 
220 The  ratio  r￿1.  (tp')  /rm  (ilb)  is  simply  given  by 
rm  (t/i') 
_P 
(attempt  a  combine  move  when  in  state  i&') 
rm  (t/')  P  (attempt  a  split  move  when  in  state  t) 
bk-lPalioc 
' 
(D.  6) 
d 
where  Pailoc  is  the  probability  of  the  allocation  being  proposed  and  is  given  by 
n 
Pa110C  = 
(izi  fJOizh  (1 
- 
e{, 
zh)(1-}/hi) 
h:  zhE{jl,  j2}  i=1 
(1-vhi)  /  (PuB 
Iýi  (1 
-  Btljl)  (1-vhi) 
. +.  P  2 
flO  32  (1 
-  Btlj2) 
z=1  i=1 
(D.  7) 
The  term  q  (u)-1  is  simply  given  by 
n  -1 
4  (u)-1  =  91,1  (u1)  [J 
91,1  (u2, 
i) 
(D.  8) 
i=1 
Finally  we  have  to  calculate  the  determinant  of  the  Jacobian  of  the  transformation 
between  the  two  parameter  spaces.  From  equations  (D.  1)  the  required 
differentials  are 
221 apil 
ap,, 
=Ul 
aP, 
l 
äu1 
_  Pý. 
30i1ji  u2,  ß 
aei1j.  ul 
2e=li1 
_ 
0i1j  
äu2, 
{  Ul 
aaiii,  u2,  ioilj.  äu1  ui 
aPja 
-1-  ul  Opi. 
UP32 
au, 
50iIi2  1-  u2,  f 
a0{1,.  -  1-ul 
aetI__  °ilj. 
au2,  =  1-  ul 
aeti,  _  u2,1)  OiIj. 
aul  (1 
-  ul)2 
with  all  other  partial  derivatives  equal  to  zero.  Hence  we  can  see  that 
a,  of 
_  a  (V),  u) 
ul  1-  U1  uz,  t  (1-u2,1)  u2,  n  1-u7  n 
=x  ui  (1-ui)  IX... 
X  ul  1-ui 
Ol  .  -LI  ;.  Bn  .  e￿  *  P*  -P*  ui  (1-ui)  ul  1-u17 
U1  1-  u1  0  0  """  0  0 
P*  -P* 
u2,101  '. 
;4 
(1-u2,1)01 
'. 
... 
u2,  nOn  r 
;d 
(1-u2, 
n)On  ' 
U  (1-ul)  u1  (1-'ül) 
0  0  U2,1  1-u21 
...  0  0  ul  (1-ul) 
0  0  e,  el, 
"""  0  0 
ul  1-ul) 
0  0  0  0  ...  u2, 
n  1-u2  n 
ul  1-ul 
0  0  0  0 
... 
Ln  V.  -Bn 
ul  (1-ul) 
Pi, 
n 
_ 
0iIj" 
9 
ul(1  -  ul) 
(D.  9) 
222 Substituting  D.  5  -  D.  9  into  D.  2  gives 
AS  -P 
(y  z',  6') 
XP 
(k  +  1) 
xr 
((k  +  1)  b1)  pý1-1+lip,  1-1+lZ 
P  (y  I  z, 
0)  P  (k)  r  (ii)  r  (k61) 
p6,  -l+11+l2 
n  82-1  42-1  82-1  82-1 
r  (262)  etiii  (1-  eiijý)  0ä2z  (1-  eýiýý) 
x2  b2-1  r  (b2)  g21  (1 
- 
eilj.  ) 
n  -1 
X 
dk+l 
91,1  (ul)  91,1  (u2, 
i)  bkPalioc 
ti=1 
n 
xpj. 
f 
ul  (1 
Oilj. 
-  ul), 
(D.  1O) 
AC  is  derived  similarly  and  is  simply  the  inverse  of  As  with  a  couple  of  obvious 
substitutions. 
D.  2  Birth  and  Death  Moves 
Recall  that  we  define  a  birth  move  by 
P;.  -a  B  (1,  k) 
e=1.  i.  'B  (82,52)  i=1,  ...  ,  n. 
We  then  have  to  re-scale  the  existing  weights  pl,  ...  ,  Pk  by  multiplying  them  by 
(1  -  pj)  in  order  that  our  new  weights  will  sum  to  1.  No  other  change  is  made; 
in  particular  the  allocation  variables  zi  are  left  unaltered.  As  before  we  need  to 
evaluate 
AB  _ 
P()b'  I  y)rm()b')  I 
P(ip  ý  y)rm(t)4(u) 
I 
a( 
ai/r' 
u) 
P  (i  I  ')  P  (iý)  T'm  (0')  al 
(D.  11) 
P(Y  I  ik)P(Y')rm(ip)q(u)  (ip,  u) 
223 First  we  consider 
P(y  110')P(z/i') 
_ 
P(k+1)P(B'  I  k+1,62)P(p'  I  k+1,61) 
P  (y  l  ')  P  (i1')  P  (k)  P  (0  1  k,  62)  P  (p  1  k,  61) 
XP 
(z'  1k+1,  p')  P  (y  10',  z')  (D.  12)  P(z  I  k,  P)  P(y  I  O,  z) 
Since  we  haven't  updated  the  allocation  variables,  z=  z'  and  hence 
P  (y  10',  z') 
_  1. 
P(y  I  0,  Z) 
We  can  also  able  to  simplify  other  expressions  on  the  right  hand  side  of  Equation 
(D.  12) 
P  (O'  I  k+  1,  s2) 
-  S  P  (0  1k  ) 
(I, 
r,  r  (2S2)  082-1  .  (1-  elj. 
)62-1 
r  (2s2) 
0  iß-1  (1 
- 
e{ß;.  )82-1 
2  `''  11 
a  ,  r  (62)  r  (62) 
/  F(252)052_i(10 
{jj 
82-1 
2  .  z,  r  (S  ) 
ji=1  2 
_F 
(2  S2) 
e  i2-1  (1-  oilj.  )az-1  1  1 
S  =  1 
(2) 
; 
n 
(D.  13) 
s=i 
P  (P'  I+1,  sl) 
_ 
(r((ký1)si) 
(pj  (1-  p;.  ))dl-ý  pý.  -ý  / 
(r«k8i 
k  l  - 
fJdI_i\ 
P  (P  I,  si)  +  r  (jl) 
j=i 
r  (5) 
j=i 
r_r 
(Sk)r  (kSl)  pj+-1  (1-  pj,  )k(aI-i)  (D.  14) 
P(P' 
_  11  (pi(1-pi.  ))`'  ri  P. 
kp)  (I,  p)  j=1 
j=1 
_  (1  -  pj.  )N  (D.  15) 
224 The  ratio  is  simplified  by  the  fact  that  no  update  of  the  allocation  variables 
has  taken  place  and  is  given  by 
q  (u)-1  is  given  by 
rmº+  14p') 
bk-1 
rm  (Y))  dk 
n  (91k 
-1 
(z, 
j. 
)  982,62 
(Bi11.  ) 
and  finally,  the  Jacobian  is  given  by 
a,  01 
a(0,  u)I 
1-  pj.  0  ...  0  Pi 
0  1-pj. 
0 
0  ...  01-  pi.  Pk-i 
0  """  """  01 
=  (i  -  pj  )Ic-I  (D.  16) 
Hence  substituting  D.  13,  -  D.  2  into  D.  11  gives  the  following  expression  for  AB: 
P( 
r  (rl  ýl)p,; 
-1  (1-  p;,  )k(dI-1)  II)-PPS  1) 
962'82  (etlj.  )  (k) 
1=1 
(61)  () 
n 
x  (1  -  p;,  )N 
bk  1 
91,  k  (1ý)9d2)82  (eili")  (1  -  p;,  )k-1 
k 
11 
i-1 
PPk(k 
)1)  r 
ýäý) 
IF  (ýsljpý:  -1 
(1-  p;, 
)N-Fk(di-1) 
x 
bk-1  r  (1)  r  (K)  (1-  p;,  )k-1 
dk  r(k+1)  (1_p;.  )k-1 
P  (k  +  1)  r  ((k  +  1)  51) 
dl-1  N+k(dl-1) 
bk-1  1 
-  P(k)  r(bl)r(k51)p'"  (1-p'')  dk  T 
225 (D.  17) 
AD  is  the  inverse  of  AB  but  with  a  few  obvious  substitutions. 
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