ABSTRACT Image deblurring is a classical inverse problem in image processing and computer vision. The vital task is to construct the proper image prior model to obtain the high-quality restored image with salient edges and rich details. A new nonblind image deblurring method by combining local smoothness and nonlocal self-similarity of natural images in the regularization framework is proposed. First, the observed image is decomposed into two components: structure component and detail component by a global gradient extraction scheme. Second, the four-directional anisotropic total variation regularization satisfying the local smoothness property is adopted for the structure component, and a new nonlocal statistical modeling for self-similarity is used for the detail component, respectively. At last, the split Bregman-based iteration algorithm and four-directional fast gradient projection algorithm are introduced to optimize the proposed L 1 -regularized problem. The extensive experiments demonstrate the efficiency and viability of the proposed method for preserving salient edges and texture details while alleviating the artifacts.
I. INTRODUCTION
As a classical problem in the field of image processing, image deblurring aims to recover a high-quality image from its degraded observed version. The process of degradation can be generally formulated by:
where K is the linear spatially invariant blur kernel, n is the additive noise, u and f denote the original image and the degraded image, respectively. Typically, the image deblurring problem can be classified into two categories: nonblind, in which the blur kernel is assumed to be known, and blind, in which the blur kernel is unknown [1] . In nonblind image deblurring (NBID) that we concern, the original image is merely restored from its degraded version. The NBID is a
The associate editor coordinating the review of this manuscript and approving it for publication was Miaowen Wen. typical ill-posed linear inverse problem and the regularization technique is necessary. Employing the image prior knowledge to regularize the problem (1) is the popular method for image deblurring. The regularization technique also can be applied to the other ill-posed inverse problem, such as image denoising, image super-resolution reconstruction, image inpainting, etc. The image prior knowledge which represents the intrinsic properties of the original image plays an important role in the regularization framework to solve the inverse problem. In the regularization framework, the following minimization problem is formulated by using the image prior knowledge:
where Ku − f 2 2 is the fidelity term, (u) is the regularization term denoting image prior, α is the regularization parameter that provides a tradeoff between the first two terms. To achieve the optimum solution of (2), constructing the regularization constraint based on the image prior knowledge is the critical task.
A. RELATED WORK
In the past two decades, various regularization-based methods were proposed to solve the image deblurring problem. According to the prior knowledge about natural images, the regularization-based methods can be classified into three categories, the local smoothing assumption model, e.g. Tikhonov model [2] , total variation (TV) model [3] , HuberMarkov random field model [4] and Mumford-Shah (MS) model [5] etc.; the nonlocal self-similarity property model, e.g. nonlocal means (NLM) [6] , NLTV [7] , NLMS [8] etc.; and the sparsity priori-based model, e.g. wavelet-based prior [9] , shearlet-based prior [10] , [11] , framelet regularization [12] and low rank [13] etc. TV model, as one of the popularly used methods, can favor the image with well-preserved edges and salient features according to the assumption that the image is spatially piecewise constant within local region. However, TV inevitably has also some limitations. The main one is that in certain cases it can over-smooth homogeneous regions and create staircase artifacts [14] . To address this issue, several extended TV models were developed. Krishnan and Fergus [15] presented a nonconvex TV-based model from the statistical observation that natural image gradients have a heavy-tailed distribution. Grasmair et al. introduced a locally adaptive total variation [16] and an anisotropic total variation [17] to suppress the creation of artifacts successively. Bredies et al. [18] proposed a total generalized variation (TGV) which uses the second derivative of the image to balance the staircase effect and edges preservation. Zhang and Wei introduced the fractional-order total variation (FOTV) for image denoising to eliminate the staircase effect and avoid over-smoothing edges. Up to now, these variants of TV are still widely used in dealing with various kinds of inverse problems [20] - [25] .
Since the above TVs and their variants act on a restricted region of natural images, they are usually considered as local or semi-local model which have the superior performance in preserving the salient edges and restoring the flat regions. However, the fine textures of the image are prone to be smoothed so that the image details are lost. Actually, in natural images, there exists plenty of repetitiveness of the textures or structures globally which exhibit a nonlocal selfsimilarity property. This means that images often consist of localized patterns that repeat themselves at distant locations in the image domain [26] . By using nonlocal self-similarity property, Buades et al. [6] succeeded in improving the image denoising performance and put forward the famous nonlocal means (NLM) denoising method. Gilboa and Osher [7] defined a nonlocal TV model in a variational framework, which leads to improved reconstruction results. Lefkimmiatis and Osher [26] designed a family of nonlocal energy functionals in the standard image gradient and achieved competitive results on image denoising and image deblurring. Zhang et al. [27] used the nonlocal TV norm which is the isotropic L 1 norm of the weighted graph gradient as the regularizer and solved it by Bregmanized operator splitting. Recently, Zhang et al. [28] proposed a new nonlocal statistical modeling (NLSM) for self-similarity to address the image restoration problem and achieve significant improvements. Their work is inspired by the famous BM3D methods [29] , [30] for image denoising and image deblurring.
B. CONTRIBUTIONS OF THE PROPOSED METHOD
In [28] , a joint statistical modeling (JSM) for image restoration by merging local statistical smooth modeling in 2D space domain and nonlocal statistical modeling in 3D transform domain is proposed. Using JSM in a regularization framework which characterizes both local smoothness and nonlocal self-similarity of natural images can ensure a reliable and robust estimation from the degraded image. However, in their work, two types of image properties as the regularizers are used on the entire image simultaneously; therefore the performance of their method would be compromised by the limitation of each one. As we all know, a natural image is composed of constant regions, salient edges, and details. Some researches [22] , [24] , [31] show that different regularization constraints are applied to the different image components will help to achieve superior results. Inspired by these researches, a new NBID method that combines the local smoothness and nonlocal self-similarity is proposed.
The contribution of the proposed method is threefold. First, compared to [28] , the proposed method firstly decomposes the original image into the structure component and the detail component. Here, the structure component contains the major objects in an image such as salient edges and constant regions. Instead of imposing regularization terms on the whole image, the local smoothness property is utilized only for structure component and the nonlocal self-similarity property is used only for the detail component, respectively. A new bi-component decomposition-based hybrid regularization model by merging two complementary image properties is proposed for nonblind image deblurring. Second, a four-directional anisotropic total variation [32] , as the extension of traditional TV, is used as one regularization term for characterizing the property of image smoothness. The four-directional total variation can not only enforce the edge-preserving along four directions but also help to noise suppression. The nonlocal statistical modeling (NLSM) established in [28] is adopted for characterizing the property of image nonlocal self-similarity. NLSM as another regularization term can very effectively protect the details and textures. Third, the proposed hybrid regularization model which is an L 1 -regularized optimization is hard to solve. A split Bregman-based iteration algorithm is introduced to optimize L 1 norm related minimization problem. Based on the split Bregman algorithm theory, the original problem is decoupled into several independent subproblems, which can be alternatively solved with low computational complexity. Each of the subproblems can be easily solved by means of its own closed form solution. Especially, with respect to the VOLUME 7, 2019 solution of the four-directional anisotropic TV regularization term, a four-directional fast gradient projection algorithm is developed to optimize the subproblem and obtain the fast solution. Numerical experiments show that the algorithm is effective and efficient.
The remainder of this paper is organized as follows: Section 2 gives a brief review of the local smoothness model and nonlocal self-similarity model adopted in the proposed model. Section 3 elaborates the new hybrid regularization model for image nonblind deblurring, the details of the split Bregman iteration scheme for solving the new model, and the process of four-directional fast gradient projection algorithm for four-directional TV subproblem. In section 4, numerical experiments are presented to show the performance of the proposed method. Finally, the conclusion and future work are discussed in section 5.
II. PRELIMINARY
In the proposed method, the local smoothness and nonlocal self-similarity which are two important properties of natural images are considered. The local smoothness which describes intensities change of neighboring pixels can be characterized by TV-typed model. And the nonlocal self-similarity which depicts the repetitiveness of the textures or structures globally is usually represented by similar image patches in different locations within the same image. The proposed method which combines ideas from local and nonlocal regularization strategies can preserve the salient edges and protect the texture detail. Next, a brief review of these two regularization model will be provided to make this paper self-contained.
A. FOUR-DIRECTIONAL ANISOTROPIC TV MODEL BASED ON LOCAL SMOOTHNESS
In general, the intensity change between the adjacent pixels of a natural image is very small except at edges. Based on this piecewise smooth assumption, TV model achieves great success in dealing with image restoration problem. As the classical local smoothness prior, TV shows the superiority in preserving the image edges and recovering the smooth regions. The typical TV model considers the firstorder difference of an image only along the horizontal and vertical directions but ignores other directional information. Sakurai et al. [32] extended the typical TV to four-directional TV (TV4) by taking diagonal and back diagonal directional information of an image into account. TV4 regularization can recover any piecewise smooth image with all possible sharp edges along four directions including horizontal, vertical, and two diagonals. The anisotropic TV4 (ATV4) defined by [32] can be expressed as:
As shown in Fig. 1 , with the continuity of partial gradients in a 2×2 neighborhood respectively. Then, ATV4 regularization term (3) can be written as:
where · 
B. NONLOCAL STATISTICAL MODELING BASED ON SELF-SIMILARITY
Nonlocal self-similarity, as another important property of natural images, can protect the image textures and details more effectively, by utilizing the repetitiveness of similar image patches in the nonlocal regions. In the famous BM3D methods [29] , [30] for image denoising and deblurring, the major work is to conduct the operation of transforming a three-dimensional (3D) array of similar image patches and shrinking the coefficients. The BM3D methods enormously improve the denoising and deblurring performances and become one of the state-of-the-art image restoration methods. Inspired by BM3D, Zhang et al. [28] proposed a nonlocal statistical modeling (NLSM) for self-similarity in the three-dimensional transform domain, in which the orthogonal 3D transform coefficients of 3D arrays stacked by similar patches are used. The corresponding nonlocal selfsimilarity regularization term can be represented by:
where u ∈ R m×n×l is the column vector of all 3D transform coefficients of an image u in the lexicographic order. u i is a patch of size √ m × √ m in u and l is the number of image patches. Z u i represents a 3D array stacked by the n most similar patches of u i . T 3D denotes the operator of an orthogonal 3D transform. Different from the traditional nonlocal model depended on the weighted graph, such as [6] , the NLSM characterizes the nonlocal self-similarity for natural images by means of the statistical distribution of the transform coefficients in 3D transform domain. Since the distribution of 3D transform coefficients has similar characteristics with the distribution of image gradient, it is assumed to be Laplacian function. Moreover, (5) is convex with respect to u and it is easy to obtain the numerical solution effectively. As its excellent performance to protect textures and details, NLSM is introduced into the proposed NBID framework as a nonlocal regularization term to keep the property of nonlocal self-similarity.
III. PROPOSED ALGORITHM A. BI-COMPONENT DECOMPOSITION-BASED HYBRID REGULARIZATION MODEL
Let u ∈ R n×n be the original image in spatial domain. We assume that u = u c +u d , where u c ∈ R n×n and u d ∈ R n×n denote the structure component and the detail component of u, respectively. The ATV4 regularization is employed for the structure component u c , and the NSLM regularization is imposed on the detail component u d . Thus, a bi-component decomposition-based hybrid regularization model for NBID is proposed as follows:
where α and β are two positive regularization parameters. In the first term, the original image u is split into two components: the structure component u c and the detail component u d by a global gradient extraction scheme (GGES) [33] , respectively. The second term L as the local constraint only for u c can maintain the local smoothness and suppress the noise. And the third term N as the nonlocal constraint only for u d can preserve the textures and less ringing artifacts.
B. THE OPTIMIZATION ALGORITHM FOR SOLVING THE PROPOSED MODEL
Obviously, the objective function (6) is an L 1 -regularized optimization problem. Split Bregman iteration [34] is a widely used algorithm for solving a class of L 1 related optimization problem. It has the advantages of fast convergence, numerical stability, small memory footprint, and convenient coding, etc. The numerical algorithm based on split Bregman iteration for solving the optimum solution of (6) is developed. First, by introducing two auxiliary variables V and W , and taking the effective replacement u c → V and u d → W , model (6) is converted to the following equivalent constrained form:
The corresponding unconstrained optimization problem of Eq. (7) is obtained by Lagrange multiplier method:
where λ 1 and λ 2 are two positive parameters that control the weight of two penalty terms. According to the split Bregman iteration, (8) can be solved as (9) , as shown at the bottom of the next page, where i denotes the iteration times. b V and b W are two auxiliary variables, whose values could be chosen through the Bregman iteration. (9) is the proposed split Bregman iterative scheme based multivariable minimization by applying the split Bregman technique. The joint minimization problem in (9) can be solved alternatively by decoupling into several subproblems with respect to u c , u d , V and W . Then the concrete statement will be elaborated.
1) SUBPROBLEM 1: OPTIMIZE u c
Let u d , V and W be fixed, the objective function with respect to u c subproblem is denoted as:
Equation (10) is essentially a minimization problem of the strictly convex quadratic function. As function (10) is differentiable, setting the gradient of u c to be zero gives a closed form solution as follows:
Since K is block loop structure under the periodic boundary condition, the corresponding solution can be obtained using FFT, which is expressed as:
where FFT and FFT −1 denote the fast Fourier transform and inverse fast Fourier transform, respectively. I is identity matrix and K T is the conjugate of the blur kernel K .
2) SUBPROBLEM 2: OPTIMIZE u d
Let u c , V and W be fixed, the objective function with respect to u d subproblem is written as:
Same as the subproblem u c , (13) is a strictly convex quadratic function and can be quickly solved by using FFT too. Then, it gets
which provides According to (4), the above objective function can be written as:
Let X = u c − b V as a noisy observation of V as the constraint of u c = V , (17) is equivalent to an anisotropic four-directional total variation denoising problem for u c = V . It can reformulate (17) into the following form:
where δ = α λ 1 . For traditional two-directional TV denoising problem solving, Chambolle [35] proposed a globally convergent first-order primal-dual algorithm, which is faster than the conventional gradient descent algorithm. Based on Chambolle's projection algorithm, Beck and Tedoublle [36] developed a fast gradient projection (FGP), also named FISTA, which is a Nesterov [37] accelerating method by coupling the gradient-based method with smoothing techniques. By using the FGP algorithm, a constrained four-directional fast gradient projection (FGP-4) algorithm is proposed to solve the denoising problem (18) in this paper. The nonsmoothness characteristic of ATV4 term is key difficulty in (18) . A constrained four-directional dual method is constructed according to FPG algorithm and the detail of the proposed FGP-4 is listed as follow. Let an image u ∈ R m×n and P be the set of matrix-group p 1 , p 2 , p 3 , p 4 that satisfy
The linear operation ∈ R m×n is defined by where
In the constrained case, a group p 1 , p 2 , p 3 , p 4 is constrained by P p p 1 , p 2 , p 3 , p 4 = r 1 , r 2 , r 3 , r 4 where the components of r 1 ∈ R (m−1)×n , r 2 ∈ R m×(n−1) , r 3 ∈ R (m−1)×(n−1) and r 4 ∈ R (m−1)×(n−1) . The group r 1 , r 2 , r 3 , r 4 is given by
The operator T ∈ R m×n is defined as
Let P S be the orthogonal projection operator on the convex closed set S = [min, max]. So, P S is given by
The overall procedure to implement the proposed constrained four-directional fast gradient projection (FPG-4) algorithm for denoising problem (18) is described in Algorithm 1. And the FGP-4 has a convergence rate in O 1 c 2 , where c is the number of iterations.
4) SUBPROBLEM 4: OPTIMIZE
According to (4), the above objective function can be written as: 
A reasonable assumption between the distribution of Z and its corresponding variance Var (Z ) is discussed in [28] , which leads to the following relationship with very large probability:
where Z denotes the 3D transform coefficients vector of Z , M and T are the number of elements in W and W , respectively. Incorporating (27) into (26) leads to
The minimizer of (28) can be solved by applying the soft thresholding [37] :
where ρ = 2βT λ 2 M , t = 1, 2, · · · , T and
The closed solution form of W subproblem (24) is
From above, the split Bregman-based multivariable minimization iterative scheme for solving the bi-component decomposition-based hybrid regularization model (6) can be summarized as follows:
Algorithm 1 The FPG-4 Algorithm for Eq. (18)
Input:
Output: V

Algorithm 2 The Proposed Nonblind Image Deblurring Algorithm
Input: degraded image f and blur kernel K Fig. 2 . Four different blur kernels in Fig. 3 are adopted to simulate the blurred images. The proposed method is compared with some outstanding image deblurring methods: the Bregmanized nonlocal regularization method (BNLR) [27] , fast total variation deconvolution (FTVd) [39] , deconvolving images with unknown boundaries using alternating direction method of multipliers (UBC-ADMM) [40] , joint statistical modeling in a hybrid space-transform domain for image restoration (JSM-IR) [28] , image deblurring combined with total generalized variation and shearlet transformation (TGV-ST) [24] . These comparisons are relevant to the proposed methods. FTVd provided a fast solution method based on the traditional TV model. UBC-ADMM used ADMM to solve the improved TV model considering the unknown boundaries. BNLR employed the nonlocal TV norm as the regularizer which solved by Bregmanized operator splitting. JSM-IR jointed the anisotropic TV and nonlocal statistical modeling as the hybrid regularization to address the image restoration problem. Similar to the proposed method, TGV-ST firstly decomposed the original image into two parts and then constrained the different parts only by TGV and Shearlets to restore the blurred image. All the deblurring results are obtained by the authors' source codes. For fairness, the parameters of the comparative methods are set according to these references. All experiments are carried out on a Dell laptop with an Intel Core i5 CPU at 2.3 GHz and 8 GB of memory under Windows 10 and MATLAB R2016b running.
The objective evaluation criteria of these deblurred algorithms are measured in terms of the peak signal-to-noise ratio (PSNR), the relative error (ReError) and the structural similarity index (SSIM) [41] . PSNR and ReError are defined as:
is the mean squared error per pixel, u andû are the expected image of size m × n and the stored one, respectively. SSIM is defined as:
where µ 1 and µ 2 are averages of u andû, respectively, σ 1 and σ 2 are the variance of u andû, respectively, and σ 12 is the covariance of u andû. The positive constants C 1 and C 2 can be thought of as stabilizing constants for VOLUME 7, 2019 near-zero denominator values. The perfect deblurred result would have SSIM value equal to 1.
B. PARAMETERS TUNING
In the proposed method, the parameters α and β balance the weight of ATV4 and NSML regularization terms. Concerning the selection of parameters, one of the empirical studies is to choose a value from a given parameter range to produce a satisfactory performance. The parameter selection experiment on House image which is degraded by Gaussian blur and additive noise (BSNR = 40dB) is performed. The parameters α and β vary from 0.0001 to 0.004 with step 0.0005, and the surface of PSNR is displayed in Fig. 4 . Considering the same significance of the two regularization terms in the compound model (6), we set α = 0.001 and β = 0.001. λ 1 and λ 2 are two penalty parameters that control the weight of two penalty terms in Eq. (8) . Due to the alternating minimization solution, λ 1 is the regularization parameter in Fig. (16) and λ 2 is the regularization parameter in Fig. (23) . To select the parameters λ 1 and λ 2 , α and β are fixed at first.
Then, a series of searches in the set of values about λ 1 and λ 2 are performed to obtain the optimal restoration results. In all the experiments, it sets λ 1 = 0.0001, λ 2 = 0.00005 for BSNR = 40dB, λ 1 = 0.001, λ 2 = 0.0005 for BSNR = 30dB, which could balance the subjective vision quality and the objective numerical measurements (PSNR, SSIM, and ReError).
For the 3D transform used in the nonlocal self-similarity regularization term N (u d ), the size of the image block is set to be 8 × 8. The size of the local searching window is set to be 40 × 40. And the number of similar blocks with 4-pixel-width between adjacent blocks is set to be 10. The orthogonal 3D transform T 3D in (5) consists of 2D discrete cosine transform and 1D Haar transform.
C. COMPARISON EXPERIMENTS 1) COMPARISON WITH SOME RECENT IMAGE DEBLURRING METHODS
In this section, the proposed method is compared with some recent relevant methods based on test dataset shown in Fig. 2 . are the corresponding blurred images by Gaussian kernel, motion kernel, averaging kernel, and user-defined kernel, respectively. All the blurred images are contaminated by additive Gaussian noise with a BSNR of 40dB. Figures 5(c)-8(c)-8(h) show the deblurred images using BNLR method [27] , FTVd method [39] , UBC-ADMM method [40] , JSM-IR method [28] , TGV-ST method [24] , and the proposed method, respectively. From Figs. 5 to 8, it is observed that the deblurred performance of the BNLR method is not satisfactory. The BNLR method, which is based on nonlocal self-similarity property of natural images, can recover the texture details well. However, some artifacts can be detected in the structure component of the restored images, such as Cameraman's background in Fig. 6(c) , House's background in Fig. 7(c) . Since the FTVd method is essentially a TV model, it has the advantage of preserving the image edges very well. Unfortunately, it is inevitable to produce some staircase effects which look like the oil painting affects the recovery quality. The UBC-ADMM method, as a generalized TV model which depends on an edge detector, tends to smooth out some image details and generate some staircase artifacts. For instance, the wall surface of House image is shown in Fig. 7(e) . The deblurred images of JSM-IR method are always excessively smooth and most of the texture details are lost. It is can be seen from the local enlarged images in 5(f)-8(f). The results of TGV-ST method are superior to the former four methods. However, some distinct artifacts exist in flat areas, such as Cameraman's background in Fig. 6(g) . In contrast, the proposed method achieves a reasonably better restoration effect than other methods, which can not only preserves sharp edges with fewer artifacts, but also recover VOLUME 7, 2019 more texture details. The proposed method benefits from the combination of local smoothness and nonlocal self-similarity priors.
All the quantitative comparisons based on PSNR, SSIM, and ReError values of different methods are listed in Tables 1-4. Table 1 displays the quantitative results of six methods for Gaussian blur kernel on eight gray images. Table 2 reports the quantitative results of six methods for motion blur kernel on eight gray images. The comparisons of quantitative values of six methods on eight gray images for averaging blur kernel and user-defined blur kernel are given in Table 3 and 4, respectively. From Tables 1-4 , the proposed method almost attains the highest PSNR and SSIM values and the lowest ReError values among all image deblurring methods. The proposed method consistently outperforms the other methods in terms of both visual quality and numerical measurements. It is worth mentioning that the blur kernels of the experiments have large sizes. From the qualitative and quantitative measurements, the proposed method can deal with the blurred image restoration in case of large blur kernels. Figure 9 shows the deblurred results by four different methods, i.e. FTVd, JSM-IR, TGV-ST, and the proposed method, on Barbara image in the case of the averaging blur with a BSNR of 30dB. Table 5 is the numerical results, i.e. PSNR and SSIM, of these methods with four different kernels. With the increase of noise level, the overall deblurring performance decreases. From enlarged regions shown in Fig. 9 , the proposed method retains texture details and fine structures more effectively. In most cases, the proposed method achieves the best PSNR and SSIM values among the comparative methods.
2) COMPUTATIONAL COMPLEXITY COMPARISON
The proposed model (6) that combines the ATV and NLSM regularization is not trivial to solve. According to the split Bregman technique, the original problem is decoupled into several subproblems with respect to u c , u d , V and W , which can be alternately solved. Comparing these four subproblems' optimization process, the solving of the subproblem W , which involves the operations of 3D transform, soft-thresholding, inverse 3D transform for each 3D patch, is the main source of computational complexity. Table 6 lists two averaged computation times of six test images with a size of 256 × 256 pixels shown in Fig. 2 . It is observed that the JSM-IR method and the proposed method require much more time in comparing with other methods. The JSM-IR method and the proposed method spend much time to deal with the 3D transform and inverse 3D transform operation in every iterative process. However, the FTVd method and UBC-ADMM method that only solves simpler TV-type models can perform faster than the proposed method's. The TGV-ST method, which solves a hybrid regularization model combining the TV-type-based regularization and the shearlet-based sparsity, consumes some time for the shearlet transform computation. The BNLR method based on the nonlocal TV model has a high computational cost for nonlocal self-similarity computation. For comparison, we also provide the computation time comparison histogram of the JSM-IR method and the proposed method in Fig. 10 . The main reason is the two methods both employ the local and nonlocal priors in the regularization framework. From Fig.10 , the proposed method consistently spends less computation time than the JSM-IR method, and the averaged computation time is about 50-70 percent lower. Although the proposed method is not the best for time consumption, it is worthwhile for the formerly mentioned advantages, i.e., the visual quality and numerical measurements (PSNR, SSIM, and ReError).
In future work, how to improve time-consuming performance is the first concerned problem. For the acceleration of the proposed method, we can try to use parallel computing with GPU, or replace the matrix computing in 3D transform with some fast transform algorithms, etc.
D. ALGORITHM CONVERGENCE
To further illustrate the convergence performance of the proposed method, the PSNR changes with the increase of iteration times by six different methods are shown in Fig. 11 and Fig. 12. Fig.11 shows the PSNR iteration curves for two images House and Boat in the case of Gaussian kernel and Fig. 12 plots the PSNR iteration curves for two images Cameraman and Peppers in the case of the averaging kernel. It can be seen that with the growth of the iteration number, all the PSNR curves rise monotonously and converge quickly. In most case, the proposed method can achieve a stable result and the best PSNR value than these comparative methods after 6 or 7 iterations. It is illustrated that the algorithm presented in this paper has good convergence performance.
V. CONCLUSION
In this paper, a new bi-component decomposition-based hybrid regularization method that takes advantage of the local smoothness and nonlocal self-similarity properties of natural images for non-blind image deblurring is proposed. Under the assumption of natural images composition, the observed image is decomposed into two different components, i.e., the structure component and the detail component by GGES method. The proposed method utilizes the ATV regularization for characterizing the local smoothness only for structure component and the NSLM regularization for characterizing the nonlocal self-similarity only for the detail component, respectively. With this bi-component decomposition, the salient edges and texture details of the deblurred image can be recovered effectively by the cooperative regularization mechanism. Although solving the proposed hybrid model is arduous, a split Bregman-based iteration scheme is developed. The original L 1 -regularized objective function is decoupled into several subproblems which all have its own close-form solution. Aiming at solving the four-directional TV subproblem, a four-directional fast gradient projection algorithm is exploited to obtain a fast and stable solution. Numerical experiments demonstrate that the proposed NBID method can resolve some typical blurring degradation problems, e.g., Gaussian blur, motion blur, averaging blur, and user-defined blur. The proposed method surpasses some relevant non-blind deburring methods in terms of subjective vision and numerical measurements, i.e., PSNR, SSIM, and ReError. In future work, how to optimize the model and improve the computational cost will be discussed.
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