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ABSTRACT
Oceanic boundary currents over the continental slope exhibit variability with a range of time scales. Nu-
merical studies of steady, along-slope currents over a sloping bathymetry have shown that cross-slope Ekman
transport can advect buoyancy surfaces in a bottom boundary layer (BBL) so as to produce vertically sheared
geostrophic flows that bring the total flow to rest: a process known as buoyancy shutdown of Ekman transport
or Ekman arrest. This study considers the generation and evolution of near-bottom flows due to a barotropic,
oscillating, and laterally sheared flow over a slope. The sensitivity of the boundary circulation to changes in
oscillation frequency v, background flow amplitude, bottom slope, and background stratification is explored.
When v/f  1, where f is the Coriolis frequency, oscillations allow the system to escape from the steady
buoyancy shutdown scenario. The BBL is responsible for generating a secondary overturning circulation that
produces vertical velocities that, combined with the potential vorticity (PV) anomalies of the imposed baro-
tropic flow, give rise to a time-mean, rectified, vertical eddy PV flux into the ocean interior: a ‘‘PV pump.’’ In
these idealized simulations, the PV anomalies in the BBL make a secondary contribution to the time-
averaged PV flux. Numerical results show the domain-averaged eddy PV flux increases nonlinearly with
v with a peak near the inertial frequency, followed by a sharp decay for v/f . 1. Different physical mecha-
nisms are discussed that could give rise to the temporal variability of boundary currents.
1. Introduction
Boundary processes exert a strong influence over
large-scale circulation patterns and energy budgets in
both the ocean and the atmosphere (Wunsch 1970;
Schneider et al. 2003). In the ocean, boundary currents
over continental shelves and slopes can influence water
massmodification (Whitworth et al. 1998;Orsi et al. 2002;
Flexas et al. 2015), eddy formation (Molemaker et al.
2015; Gula et al. 2015), and the generation of potential
vorticity (PV) anomalies (Williams and Roussenov
2003). In coastal regions, interactions between ocean
boundaries and mean flows influence the distribution of
nutrients and other biogeochemical tracers (Gruber et al.
2006; Dulaiova et al. 2009).
The variability associated with these boundary cur-
rents is also critical for modifying both buoyancy dis-
tributions and turbulent properties in the ocean’s
bottom boundary layer (BBL). Moum et al. (2004)
showed, off the coast of Oregon, that as the orientation
(sign) of the along-slope flow changes, the advection of
buoyancy surfaces related to either Ekman upwelling or
Ekman downwelling can result in quite different tur-
bulent kinetic energy states in the bottom boundary
layer. These transitions indicate that there is a coupling
between along-slope mean flows and boundary layer
circulations over sloping bottom boundaries. Addition-
ally, numerical studies have shown that flow separation
over sloping bottom boundaries can be responsible for
the generation of mesoscale eddies and their transport
into the ocean gyres (e.g., Molemaker et al. 2015). Thus,
the dynamics of boundary layers are likely to impact
various aspects of the ocean circulation, such as the
along-slope front variability, eddy generation, water
mass modification, and ventilation near continental
slopes and shelves.
Part of the motivation for this study comes from re-
cent observations of high-latitude boundary currents in
both the Arctic and Antarctic. Spall et al. (2008) showed
that narrow, bottom-intensified currents in the Beaufort
Gyre give rise to PV anomalies over a limited vertical
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extent above the continental slope. In numerical simu-
lations, these anomalies are shown to be stirred into the
interior, leading to a banded structure in PV anomalies
far from the boundary. During a glider field experiment
in the western Weddell Sea, Thompson et al. (2014)
observed similar banded PV distributions over the
continental slope believed to come from interactions
of a predominantly barotropic mean flow generated by
the surface wind stress and the sloping boundary. These
PV gradients are linked to the Antarctic marginal
overturning circulation, which helps to bring the warm
middepth water over the shelf break toward the ice shelf
grounding line. In another numerical experiment, tidal
forcing is shown to be critical in reproducing the cross-
slope structure and time variability of the Antarctic
Slope Front (ASF) and Antarctic Slope Current (ASC)
along the South Scotia Ridge (Flexas et al. 2015). This
study showed that even without atmospheric forcing,
tides can generate the observed structure and variability
of the ASF and ASC through tidal rectification over the
continental slope. This study suggests that oscillating
boundary currents impact the large-scale background
density and PV fields.
While there exists a substantial literature on BBL
dynamics, understanding of the physical processes that
dominate the BBL evolution remains incomplete due to
the difficulty of observing and simulating these turbulent
processes. This has also led to diverse approaches in
representing BBL turbulence. One approach has been
direct numerical simulation or large-eddy simulations of
the boundary layer (Gayen et al. 2010; Gayen and
Sarkar 2011). These simulations are typically limited to
relatively small domains that are unable to capture the
mechanisms that are the focus of this paper, associated
with a jet of width ;10km and will not be discussed
further here. Two other approaches have commonly
been used to treat the boundary layer turbulence: (i) a
‘‘laminar’’ relationship where the stress is related to a
viscosity and a velocity shear, noting that this is an eddy
viscosity, which encapsulates the turbulent dynamics
(MacCready and Rhines 1991), and (ii) a turbulent
quadratic parameterization (Brink and Lentz 2010a).
A major result of the first, laminar path has been the
mechanistic identification and explanation of Ekman
arrest or the buoyancy shutdown of Ekman transport.
Thorpe (1987) first developed an analytical model of the
adjustment of density surfaces in response to a mean
flow over a sloping bottom, which provided steady-state
solutions for along-slope and cross-slope velocities.
Subsequently, a series of studies showed that the influ-
ence of the boundary layer on the interior could be re-
duced due to Ekman arrest (MacCready and Rhines
1991; Trowbridge and Lentz 1991; Chapman 2002). As a
background mean flow interacts with a sloping bottom,
a frictional Ekman boundary layer will develop within
an inertial time scale. These Ekman velocities advect
buoyancy surfaces and produce horizontal buoyancy
gradients that balance vertically sheared geostrophic
velocities (thermal wind balance) that oppose the mean
flow (Fig. 1a). This adjustment mainly happens in a
thermal boundary layer defined by the influence of
buoyancy diffusion. The result of this Ekman arrest is
that both the bottom stress and cross-slope Ekman
transport are weakened. Even in the absence of a
background flow, isopycnals tend to tilt downslope to
meet the no-flux boundary condition, and the resulting
horizontal buoyancy gradient generates along-slope
velocities and a corresponding cross-slope Ekman
transport. This is called the buoyancy generation of
Ekman transport. The time scale for buoyancy shut-
down and buoyancy generation processes are similar;
a scaling is provided below.
The second, turbulent parameterization path has
mostly followed the work by Trowbridge and Lentz
(1991). Following this line, Brink and Lentz examined
the buoyancy arrest in a turbulent boundary layer in
response to a steady mean flow (Brink and Lentz 2010a)
and a 1D oscillatory flow (Brink and Lentz 2010b).
Differences in the arrest time scale between bottom
Ekman upwelling and downwelling cases were identi-
fied; these arise from the turbulent mixing parameteri-
zation. This study also showed that in the upwelling case,
the boundary layer has a more complicated vertical
structure, which may include a ‘‘transition’’ layer be-
tween the boundary layer and the ocean interior. These
cases were referred to as the ‘‘smooth upwelling’’ and
‘‘capped upwelling.’’ While Ekman arrest has also been
studied and confirmed using the turbulent parameteri-
zation, the mechanism by which the interior flow is
damped is not as clearly identified in the momentum
equation.
Despite the apparently robust Ekman arrest behavior
in numerical simulations, there is limited direct obser-
vational evidence of buoyancy shutdown. Furthermore,
oceanic observations of the BBL show characteristics of
both the laminar and turbulent models. Measurements
from moored arrays, in the BBL, collected near the
California coast (Trowbridge and Lentz 1998) and the
Oregon coast (Perlin et al. 2005), indicate that Ekman
arrest is not fully achieved in the ocean. Yet, these
studies also confirmed that the leading-order momen-
tum balance, as predicted by analytical models like
Trowbridge and Lentz (1991), holds in both the along-
slope and cross-slope directions. Perlin et al. (2005) also
showed that the vertical stratification may contain
multiple layers, including ‘‘remnant’’ turbulent layers
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outside of the BBL. These outer layers evolve on time
scales longer than the bottom mixed layer, similar to a
thermal diffusive layer, and are likely to influence the
interaction between the BBL and the open ocean.
There are many reasons why Ekman arrest may be
absent or weak in the ocean. Most simulations predict-
ing Ekman arrest assume two-dimensional dynamics (as
we do here); the impact of along-slope variations on
FIG. 1. Schematic representation of bottom boundary layer processes considered in this
study: (a) buoyancy shutdown and (b) frictional spindown.Arrows as well as dotted and crossed
circles indicate mean flow direction; gray contours are density surfaces and f . 0. In (a),
a laterally uniform mean flow generates an Ekman transport in a boundary layer de that tilts
isopycnals, which also diffuse in a boundary layer dT. The resulting horizontal buoyancy gra-
dient balances a vertically sheared along-slope flow that opposes the interior flow until Ekman
transport and buoyancy advection ceases; buoyancy shutdown occurs independent of back-
ground flow orientation. In (b), a cyclonic (anticyclonic) circulation over a flat bottom induces
Ekman pumping (suction) related to Ekman convergence (divergence). This results in a sec-
ondary overturning circulation in opposition to the interior pressure gradient, which depletes
the kinetic energy of the background flow.
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BBL evolution remain relatively unexplored. Our goal
in this study is to understand how a time-dependent
mean flow influences Ekman arrest and the general
characteristics of the BBL. With a view toward eluci-
dating the physical mechanisms that control this evolu-
tion, we adopt an idealized process modeling approach
following the eddy viscosity representation of MacCready
and Rhines (1991). We acknowledge that verification
of the physics discussed here in more complex models
is an important next step.
Our approach also follows a series of recent studies
that have considered bottom boundary processes in the
framework of PV, which is especially useful in eventu-
ally assessing the impact of these dynamics on the larger-
scale ocean circulation (Rhines 1986). Benthuysen and
Thomas (2012), hereinafter BT12) developed a one-
dimensional analytical model that predicts the time
evolution of buoyancy and along-isobath velocity in
response to a steady mean flow. The results show that
the change in the vertically integrated PV depends not
only on the mean flow direction, but also on the ratio of
the initial mean flow speed to its equilibrated speed.
Additionally, the change in the PV is asymmetric: for
along-slope currents with the same magnitude but dif-
ferent orientations, removal of PV is more efficient than
the injection of PV. A laterally sheared mean flow was
introduced by Benthuysen and Thomas (2013, herein-
after BT13), and a two-dimensional analytical model
was developed. In this case, along-slope flow induces
convergence and divergence of the Ekman transport
near the boundary, which drives a vertical secondary
circulation that depletes the kinetic energy from the
interior via the Coriolis force and lateral momentum
advection at both leading order and higher order and
decelerates the mean flow (see Fig. 1b). This process is
known as nonlinear frictional spindown. Both buoyancy
shutdown and frictional spindown may be important if
they occur over similar time scales. We adopt the basic
setup in BT13 in our study with the addition of a time-
dependent far-field velocity forcing.
In this study, we explain how a time-dependent baro-
tropic mean flow reduces the efficiency of the buoyancy
shutdown state and produces a rectified injection of PV
from the BBL into the ocean interior. The vertical PV
flux arises from the generation of a secondary over-
turning circulation in the depth–cross slope plane. In
section 2, we introduce the governing equations that
give rise to both buoyancy shutdown and frictional
spindown. Important parameters and expressions for
boundary layer thicknesses are provided. In section 3,
we perform nondimensionalization and scaling analyses
on the governing equations and identify three physi-
cal regimes based on the oscillation frequency: (i) the
low-frequency or buoyancy shutdown regime, (ii) the
near-inertial regime, and (iii) the high-frequency re-
gime. The dynamics of each regime is described in sec-
tion 4. In section 5, we address controls on PV anomalies
and the flux of PV into the ocean interior. We also ex-
plore the sensitivity of the PV flux as a function of os-
cillation frequency, mean flow amplitude, bottom slope
angle, and the background stratification. Discussion of
results and conclusions are in section 6.
2. The horizontally sheared and oscillating mean
flow model
The equations of motion forced by an oscillating,
laterally sheared barotropic flow over a sloping bottom
capture both buoyancy shutdown and an interior fric-
tional spindown. Our choice of a barotropic background
flow is motivated primarily by observations of strong,
narrow (width comparable to the deformation radius)
shelfbreak currents found in many regions (Thompson
et al. 2014; Woodgate et al. 2001). Critically, the
boundary currents are observed to vary over a range of
frequencies, as evidenced in Fig. 10 of Thorpe (1987),
for example. While these currents may have both baro-
tropic and baroclinic structure, they are largely forced
by surface winds that generate sea surface height
anomalies through surface Ekman transport. While this
forcing will not produce variability with a single fre-
quency, we choose to apply an oscillatory mean flow in
order to systematically explore parameter space.
It is important to recognize that this form of the ex-
ternally forced background barotropic system in-
troduces PV anomalies into the system because of the
relative vorticity associated with the current’s lateral
shear. These PV anomalies integrate to zero over a full
oscillation period, and it is only through the interaction
with the vertical velocity generated by the secondary
circulation that a nonzero PV flux is produced. The
generation of the secondary circulation is dependent on
the bottom boundary layer dynamics alone. We ex-
plored other background flows that do not generate PV
anomalies, such as inertial–gravity and Kelvin and to-
pographic Rossby waves, but the dispersion relations for
these motions do not reproduce the observed boundary
current properties. Our choice of background flow is
motivated by choosing a simple system that provides
insight into bottom boundary–interior exchange but
acknowledge that the results presented here need to be
explored in more realistic models, especially those that
permit feedbacks between the boundary layer–induced
circulation and the interior flow.
The Cartesian coordinate system is rotated with an
angle u so that the z axis is normal to the slope (Fig. 2).
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The cross-slope direction y increases off shore, while the
along-slope direction x increases with the shallower
water to the right. The flow is symmetric in the along-
slope direction. The angle of rotation is small (u# 0.03)
so that the small angle approximation cosu ’ 1 and
sinu ’ u can be applied; this approximation is valid for
most oceanic continental slopes. Buoyancy b here
represents the density perturbation to the constant
background stratification r5 r01 r(z^)2 (r0/g)b, where
the hat represents the local vertical direction. Viscosity
n and diffusivity k are assumed to be constant and to
have the same magnitude, so the Prandtl number
s 5 n/k 5 1. The basic system is described by the fol-
lowing equations:
FIG. 2. Schematic of the coupling between buoyancy shutdown and frictional spindown over
a sloping bottom. A secondary circulation arises from the convergence and divergence of the
Ekman transport corresponding to the laterally sheared mean flow f . 0. The dashed lines
represent the upper limits of the Ekman layer de and the thermal boundary layer dT; gray lines
denote buoyancy contours in the thermal boundary layer; red and blue curves denote positive
and negative buoyancy distribution. Ekman suction advects buoyant fluid toward the bottom
boundary and Ekman pumping injects dense fluid upward. Ekman suction is stronger than
Ekman pumping due to the higher-order nonlinear vertical buoyancy advection (BT13). The
asymmetry in vertical buoyancy advection produces steeper isopycnal tilting on the anticy-
clonic flank of the along-slope jet.
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Here, u 5 (u, y, w) is the velocity vector, and
N252gr210 ›r/›z^.
The boundary conditions for the semi-infinite vertical
domain are no slip, no normal flow and no normal
buoyancy flux at the bottom boundary, written as
8><
>:
u5 y5w5 0, z5 0,
›b
›z
1N25 0, z5 0.
(6)
The far-field boundary conditions are

u/u
‘
(t, y), z/‘ ,
y,w,b/ 0, z/‘ .
(7)
The along-slope mean flow u(t, y) is assumed to oscillate
following
u
‘
(t, y)5U cos(vt)

11 cos(y/L)
2

, 2pL, y,pL ,
(8)
where v is the oscillation frequency.
There are a number of important time scales in this
problem. These include the buoyancy shutdown time
scale T shutdown 5 s21S22f21, which is valid for s;O(1)
and S  1 (BT12), where S 5 (N tanu/f )2 is the slope
Burger number (MacCready and Rhines 1991), or using
the small angle approximation S ’ (Nu/f )2. The strati-
fied spindown time scale is given by T spindown 5E21/2f21,
where E5 2n/fH2p is the Ekman number, Hp 5 fL/N is
the Prandtl depth, and de is the Ekman depth, defined
below. The inertial and diffusive time scales are ex-
pressed as T inertial 5 2pf21 and T diffusive 5E21f21. The
Ekman layer and the diffusive thermal boundary layer
have thicknesses that can be expressed as de5 (2nT )
1/2
and dT 5 (2kT )
1/2, respectively, where T is the ap-
propriate characteristic time scale. This time scale need
not be the same for de and dT. Our choice of time scales
in determining the boundary layer thicknesses is de-
pendent on the forcing frequency v/f, as discussed in
section 3.
The other nondimensional parameters that are rel-
evant for this study include the Rossby number Ro 5
U/fL and b, which is defined by the ratio of the spin-
down time scale to the buoyancy shutdown time scale
(BT13),
b5
T
spindown
T
shutdown
5 S2E21/2 , (9)
such that when b/ 0, buoyancy shutdown occurs over a
longer time compared to the frictional spindown. Note
that b 5 0 for the case of a flat bottom. The regime in
which our simulations sit corresponds to
T
diffusive
 T
shutdown
; T
spindown
 f21 . (10)
The equivalence between T shutdown and T spindown is a
result of our choice of b 5 O(1), which is consistent with
typical ocean parameters (we relax this constraint in our
parameter exploration section). To these time scales we
add the forcing time scale v21.
3. Frequency regimes
Our analysis of the boundary layer response to an
oscillating mean flow is separated into three regimes
based on v. The regimes are distinguished by the
characteristic time scale used to nondimensionalize
(1)–(8). The length, velocity, buoyancy, and pressure
scales remain unchanged across the regimes and are
given by
y5Ly0, z5H
p
z0 , (11)
u5Uu0, y5Uy0, w5UGw0, and (12)
b5N2H
p
b0, p5 r
0
N2H2pp
0 , (13)
where L and U are the characteristic lateral length
scale and the along-slope velocity scale. The Prandtl
depth Hp characterizes the height above bottom to
which the secondary circulation can penetrate in a
stratified fluid. The background mean density is r0,
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and G5Hp/L is the aspect ratio. Based on these scales,
the no buoyancy flux boundary condition and the
along-slope mean flow u(t, y) are nondimensionalized
as (primes dropped)
›b
›z
1 15 0, z5 0, and (14)
u
‘
(t, y)5 cos(vt)

11 cos(y)
2

, 2p, y,p. (15)
The rest of the boundary conditions retain the
same form.
In this study, we find that the time-variable mean flow
has the greatest impact in the frictional Ekman layer,
and variations here propagate into the thermal bound-
ary layer and the interior via the secondary circulation.
To illustrate the importance of the forcing frequency
on the Ekman velocities, we solve the linear, one-
dimensional, time-dependent Ekman system with an
oscillating, far-field boundary condition and a no-slip
condition at the bottom:
›u
e
›t
2 f y
e
5 n
›2u
e
›z2
;
›y
e
›t
1 fu
e
5 n
›2y
e
›z2
. (16)
These solutions are provided primarily to contrast with
BT12 in which the Ekman layer reaches a steady state.
These solutions are solved using a flat bottom, but in
section 4 our full simulations are all carried out over a
sloping bottom. When the forcing frequency v is small
compared to f, a bottom Ekman layer develops (Fig. 3,
black curve) with the classic Ekman spiral in the vertical.
The boundary layer thickness scales as de5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n/f
p
.
Thus, in the low-frequency regime (v/f 1), we assume
the Ekman layer is always fully developed, even though
it evolves in time. At higher frequencies, and particu-
larly for v/f  1, rotation is not important and the
boundary layer scales as
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n/v
p
, de (Fig. 3, red curve).
The following subsections show, for completeness, the
nondimensionalization and decomposition of the equa-
tions of motion in the different frequency regimes.
Readers primarily interested in the main results may
prefer to skip to section 4.
FIG. 3. Snapshots of (a) along-slope and (b) cross-slope Ekman velocities (m s21) for a far-field boundary condition
that oscillates as cos(vt) over a flat bottom with v/f 5 0.1 (black) and 0.5 (red); f and n used in this simulation are
1 3 1024 s21 and 5.27 3 1023 m2 s21, respectively. The dashed lines denote the boundary layer depth defined as
d5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n/f
p
(black) and d5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n/v
p
(red). For v/f 1, the boundary layer is arrested by Earth’s rotation. For v/f . 1,
the Ekman layer is not well developed and cross-slope velocities are weak.
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a. The buoyancy shutdown regime: v/f  1
If the oscillation frequency is small compared to the
inertial frequency (v/f 1), the characteristic time scale
of the system is the frictional spindown time scale so that
t5 T spindownt 0. The Ekman layer thickness de is given byﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n/f
p
5E1/2Hp. The expression for de does not involve
T spindown because the diffusion of momentum through
the Ekman layer is arrested by Earth’s rotation before
the spindown time scale. However, the diffusive ad-
justment of buoyancy is not confined by rotation and
the thermal boundary layer thickness is given by dT 5
ð2kT spindownÞ1/25E1/4Hp. de.
The nondimensionalized governing equations, with
primes dropped for the dimensionless variables, are as
in BT13:
E1/2
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Following BT13, the nondimensionalized velocities,
buoyancy, and pressure can be decomposed into three
components representing the interior, thermal bound-
ary layer, and Ekman layer, denoted by subscripts i, T,
and e, respectively:
u5 u
i
1b1/2u
T
1 u
e
, (22)
y5E1/2y
i
1b1/2E1/2y
T
1 y
e
, (23)
w5E1/2w
i
1b1/2E3/4w
T
1E1/2w
e
, (24)
b5Rob
i
1Rob1/2S21/2b
T
1RoS1/2b
e
, and (25)
p5Rop
i
1RoS1/2p
T
1RoS1/2E1/2p
e
. (26)
We also use a perturbation approach to solving (17)
through (21), expanding toO(E21/4Ro). A key result of
this previous study is that there is a coupling between the
buoyancy shutdown mechanism and the interior spin-
down process, which causes the region of vertical
Ekman suction (downwelling) to have larger amplitude
than the region of Ekman pumping (upwelling). This
result is achieved by considering both leading- and
higher-order terms in the expansion.
b. The near-inertial regime: v/f ; O(1)
For the low-frequency regime discussed in the previous
section, the Ekman layer is in a quasi-steady state and the
time tendency term in (17) through (20) is neglected.
However, when v is comparable to the inertial frequency
(v/f ’ 1), the quasi-steady state Ekman velocities are no
longer valid. Furthermore, in this near-inertial regime,
the response of velocities in the interior, thermal, and
frictional boundary layers may exhibit different phase
lags, as compared to the low-frequency regime.
Instead of the spindown time scale that characterizes
the low-frequency regime, the system now responds to
the shorter time scale associated with the mean flow os-
cillation. Thismodifies our previous nondimensionalization
by introducing t 5 t 0/v, which requires the introduction
of a new parameter that represents the ratio of the mean
flow oscillation frequency v and the inertial frequency
a 5 v/f. Note that the Prandtl depth remains as the
vertical length scale in the nondimensionalization, as in
the low-frequency regime. The Ekman and thermal
boundary layer scalings also remain unmodified.
The new nondimensionalized equations are given by
(primes dropped)
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These equations differ from (17) to (21) in the tendency
term where a replaces E1/2. In the near-inertial regime,
a is O(1), which primarily impacts the Ekman layer, as
discussed below. In the thermal boundary layer, the
leading-order balance takes the form
a
›b
T
›t
’
E
2

›2b
T
›z2

. (32)
We apply a multiple-scale solution of the form bT(t, t),
where t 5 «t and « 5 (vT spindown)
21. Removing the
secular term at leading order results in a solution for the
leading-order bT that adjusts diffusively on the slow time
scale (as opposed to v21) with the same boundary layer
thickness as in the low-frequency regime.
Following a similar procedure to BT13, the variable
decompositions, with the new parameter a, now become
u5 u
i
1a21/2SE21/4u
T
1u
e
, (33)
y5a21/2E1/2y
i
1a21/2SE1/4y
T
1 y
e
, (34)
w5a21/2E1/2w
i
1a21/2SE1/2w
T
1a21/2E1/2w
e
, (35)
b5Rob
i
1a21/2RoS1/2E21/4b
T
1a21RoS1/2b
e
, (36)
and
p5Rop
i
1a21/2RoS1/2p
T
1a23/2RoS1/2E1/2p
e
. (37)
With the new scalings, and assuming a ’ 1, the hori-
zontal momentum equations in the Ekman layer are
›u
e
›t
2 y
e
5
1
2
›2u
e
›h2
, and (38)
›y
e
›t
1 u
e
5
1
2
›2y
e
›h2
, (39)
where z5 E1/2h is the scaling for the vertical distance in
the Ekman layer. These are the nondimensional forms
of (16). A time-dependent initial boundary value prob-
lem for a viscous, incompressible fluid in a rotating co-
ordinate was first solved by Greenspan and Howard
(1963), while Brink and Lentz (2010b) showed that this
system can give rise to enhanced velocities when the
forcing frequency is near the inertial frequency (a res-
onant interaction). For this reason, the Ekman layer
velocity structure in the near-inertial region differs from
that depicted in Fig. 3. This resonant interaction be-
tween the adjusting Ekman layer and the background
forcing can be seen in the Ekman transport (Fig. 4), and
this confirms an empirically determined velocity–stress
relation discussed by Brink and Lentz (2010b).
The scaling for the thermal boundary layer is not af-
fected by the higher-frequency oscillations in the near-
inertial regime. The buoyancy generation time scale
(similar to the buoyancy shutdown and frictional spin-
down time scales) is still used to determine dT because
diffusion dominates the distribution of buoyancy over
long times. Since the buoyancy generation process arises
from a competition between Ekman advection of
buoyancy surfaces and their diffusive adjustment near
the boundary, we can test that our choice of using
T spindown is valid by using a one-dimensional model,
which has a similar setup as in BT12 but with an oscil-
lating mean flow over a sloping bottom. The result is
shown in Fig. 5. Zero buoyancy anomalies, arising from
flat isopycnals are initially apparent. However, after a
period comparable to the buoyancy generation (or
frictional spindown) time scale, the isopycnals adjust
to a state with downslope tilt, producing the persistent
positive buoyancy anomalies for t . T shutdown. The
buoyancy surfaces continue to oscillate around a steady
state. This solution does not include the vertical advec-
tion of buoyancy, which makes a small contribution over
long time scales.
c. The high-frequency regime
For the high-frequency oscillation regime (v/f  1),
the Ekman layer is no longer arrested by rotation. In-
stead, the frictional bottom boundary layer thickness
FIG. 4. Maximum (with respect to time) cross-slope Ekman
transport (absolute value and nondimensionalized by Ude) as
a function of the far-field oscillation frequency v for a one-
dimensional simulation. The Ekman transport is calculated as
the vertical integral of the nondimensional cross-slope Ekman
velocity in (38) and (39). Black dots denote individual
simulations.
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can be expressed as de5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n/v
p
. The thickness of the
frictionally balanced boundary layer is dependent on
the mean flow oscillation frequency, but the thermal
boundary layer thickness retains the same scaling as in
the near-inertial regime. For the remainder of the study,
we will focus on the low-frequency and near-inertial
regimes for two reasons. First, in the ocean, there are
few processes that generate persistent oscillations at
periods considerably smaller than the inertial period.
Second, in this high-frequency regime, rotation effects
are small, which leads to weak cross-slope velocities. In
the absence of significant cross-slope velocities, con-
vergence and divergence in the bottom boundary layers
cannot generate strong vertical velocities and the
secondary circulation will also be weak. This effect can
be seen from the velocity profiles in Fig. 3b.1
4. Model solutions
In the following section, we describe numerical sim-
ulations of the equations discussed in section 3. This
FIG. 5. Buoyancy anomalies (m s22) over a sloping bottom (u5 0.01) in response to an oscillatory mean flow
[sin(vt)] with frequency v/f 5 5. The shutdown time scale T shutdown 5 s21S22f 21 for this simulation is 4 3 105 s
(denoted by the thick solid line). The long-term behavior is characterized by a diffusive time scale (T diffusive 5
E21f 21) that tends to tilt the isopycnals downslope (positive anomalies) to meet the no-buoyancy-flux
boundary condition. Schematics (a)–(c) depict the buoyancy distribution at three different times (a, b, and c in
the bottom panel). Other parameters used in this simulation include N2 5 1.6 3 1025 s22 and n 5 k 5 5.27 3
1023 m2 s21.
1 Once again, the flat bottom examples discussed in this section
are introduced to provide insight into the relationship between the
oscillating background flow and the Ekman layer dynamics. In the
remainder of this study, we discuss simulations that have a sloping
bottom boundary.
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section is organized similar to the previous section, with
each regime discussed in a separate subsection. The equa-
tions are nondimensionalized and separated into different
systems (i.e., theEkman layer, thermal boundary layer, and
interior) based on the variable decomposition given in each
subsection in section 3 and then solved in each system at
leading order and first order (RoE21/4) separately using a
combination of the Crank–Nicolson implicit method and
Adam–Bashforth linearmultistepmethod. Parameters that
are uniform across all three regimes are the slope angle
u5 0.01, the jet width L5 13 104m, the Rossby number
Ro 5 0.1, the Ekman number E5 6.423 1024, buoyancy
frequency (squared) N2 5 1.6 3 1025 s22, and the inertial
frequency f5 13 1024 s21. Based on these parameters, the
b value is 1.01 from (9). In the low-frequency regime, the
system of equations is similar to those that appear in section
4 of BT13. In the near-inertial regime, a time-dependent
Ekman layer must be added, and the revised scalings alter
the expansion as detailed in the previous section.
a. The buoyancy shutdown regime
In the low-frequency regime, Ekman layer dynamics,
the secondary circulation, and buoyancy diffusion are all
active, which give rise to both buoyancy shutdown and
frictional spindown effects. Figure 6 shows a snapshot of
the velocity components from an example solution in
the low-frequency regime. The snapshot is taken at
t/T spindown 5 0.15; however, the velocity fields repeat
the same cycles across each oscillation period 2p/v.
Although the background mean flow is continuously
evolving, the inertial time scale is much shorter than the
oscillation time scale, such that the Ekman layer is al-
ways close to its steady-state, developed structure. This
quasi-steady Ekman transport is to the left of the mean
flow ( f . 0), as is shown in Fig. 6b. Because of the lat-
erally sheared mean flow, convergence and divergence
in the Ekman layer induce a secondary circulation that
has a signature in the interior y and w fields (Figs. 6b,c).
The component of the total vertical velocity that comes
from Ekman layer dynamics we has the opposite sign of
the interior vertical velocity wi, which is necessary to
satisfy the bottom boundary condition w 5 0. Non-
linearity in the system arises from interaction between
the buoyancy field and the vertical velocity in the ther-
mal boundary layer. By decomposing the variables as
discussed in section 3a and expanding (20) in powers of
RoE21/4 (BT13), the buoyancy equation becomes
›b
T
›t
1 RoE21/4w
i
(z5 0)
›b
T
›j
5
1
2
›2b
T
›j2
, (40)
FIG. 6. Snapshots of nondimensional velocities at time t/T spindown 5 0.15 in the low-frequency regime (T spindown 5
E21/2f 21), v/f5 0.1: (a) total along-slope velocity, (b) total cross-slope velocity, (c) total velocity normal to the slope,
(d) Ekman cross-slope velocity, (e) Ekman velocity normal to the slope, and (f) thermal component of the along-slope
velocity. The latter is the opposing velocity from the buoyancy shutdown. Note that the vertical axes and color scales
have different normalizations (dT 5 E
1/4Hp) and ranges respectively to better demonstrate the velocity structures.
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where j is the vertical axis for the thermal boundary layer.
The vertical velocity wi is evaluated at the bottom since
variations inw across the thermal boundary layer are small.
The temporal evolution of the buoyancy field b is
shown in Fig. 7. The Ekman transport advects buoyancy
anomalies (isopycnals) upslope and downslope in the
bottommost frictional boundary layer de, and buoyancy
anomalies are then diffused deeper into the thermal
boundary layer dT. At early times, Ekman pumping and
suction are stronger during the upslope transport phase
as compared to the downslope transport phase. This
occurs because the fluid becomes more stratified with
upslope buoyancy advection, whereas downslope buoy-
ancy advection destroys the stratification. This asym-
metry weakens over time as buoyancy diffusion takes
over. At longer times, an asymmetry in the vertical ex-
tent of the buoyancy anomalies develops with positive
buoyancy anomalies extending further into the interior.
This arises due to the nonlinear vertical buoyancy ad-
vection in (40). As buoyancy anomalies accumulate in
the interior over time, this accumulation results in an
asymmetry in the isopycnal tilting with greater tilting on
the cyclonic side of the along-slope current, where the
negative buoyancy anomalies are located (Fig. 1). Be-
cause the isopycnals are tilted more steeply around the
cyclonic axis, the resulting stronger thermal wind shear
leads to stronger Ekman suction than Ekman pumping,
as discussed in BT13. These asymmetries may contribute
to the preference for anticyclonic vortex formation as
found both in measurements (Garfield et al. 1999) and
numerical simulations (Kurian et al. 2011).
While these simulations have many similarities with
BT13, when the mean flow is allowed to oscillate, the
system never completely achieves the shutdown state.
Ekman velocities are persistently generated and con-
tinue to advect buoyancy surfaces throughout the du-
ration of the simulation. This leads to the persistent
generation of buoyancy anomalies that are continuously
advected into the interior. The relationship between
Ekman layer, thermal layer, and interior dynamics be-
comes more complicated in the near-inertial regime, as
discussed in the next subsection.
b. The near-inertial regime
The structure of the velocity and buoyancy fields is
similar in the near-inertial regime to the fields shown in
Fig. 6. As discussed above, the biggest difference be-
tween the near-inertial regime and the low-frequency
regime is that in the latter, the Ekman layer is always in a
quasi-steady state. In the near-inertial regime a time-
dependent Ekman solution is required. Specifically,
there may be a phase shift between the mean flow am-
plitude and the Ekman response, which can modify the
coupling between the vertical velocity and the buoyancy
FIG. 7. Evolution of the buoyancy anomaly in the low-frequency or buoyancy shutdown regime (v/f 5 0.1).
Numbers above each panel denote the nondimensional time t0 5 t/T spindown with a nondimensional period being p/2.
Snapshots are chosen to show buoyancy distributions twice per cycle of the background flow oscillation. In the
Ekman and thermal boundary layers, buoyancy anomalies are generated by upslope and downslope advection of the
isopycnals and buoyancy diffusion. Higher-order nonlinear vertical buoyancy advection results in slightly stronger
Ekman suction compared with Ekman pumping due to stronger isopycnal tilting over the cyclonic flank of the jet.
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or potential vorticity fields. This coupling between the
different fields is sensitive to v, as discussed below.
Additionally, for v ; f, resonance may occur in the
Ekman layer, which strongly enhances the Ekman and
vertical velocities. This behavior was discussed by Brink
and Lentz (2010b) in the context of a turbulent bound-
ary layer with an oscillating background mean flow with
no lateral variations. We have repeated similar experi-
ments, for example, one-dimensional with an oscillatory
background mean flow but with a laminar background,
consistent with the rest of this study. We also find a
narrow peak in Ekman transport for v 5 f (Fig. 4). Al-
though this solution is calculated for a one-dimensional
case, the Ekman transport, at each position along the
continental slope, will scale with the strength of the
mean flow, such that for a laterally sheared mean flow
oscillation, the Ekman convergence and thus the sec-
ondary circulation will also have peak for v 5 f.
c. The high-frequency regime
Persistent oscillations with frequencies much greater
than f are rare in the ocean. Furthermore, forv f, both
the frictional boundary layer, essentially a diffusive
layer for momentum, and the thermal boundary layer
are controlled by viscosity and diffusivity (assumed
constant in this study), respectively. More importantly,
the Ekman layer shifts into a regime where its vertical
extent is determined by v, as opposed to f (de;
ﬃﬃﬃﬃﬃﬃﬃ
n/v
p
).
The Ekman transport is both suppressed and confined to
narrower boundary layers, which results in a smaller
velocity component in the cross-slope direction. There-
fore, the high-frequency regime produces smaller ver-
tical fluxes and smaller injection of fluid into the interior.
5. PV dynamics
The Ertel PV is defined as q5va  =B, where =B5
=b1N2z^ is the total buoyancy gradient and va5
f z^1=3 u is the absolute vorticity. The nondimen-
sionalized PV is given by q0 5 q/( fN2). For the re-
mainder of this section, we remove the primes, but
nondimensionalized quantities are understood and we
discuss the nondimensional PV to O(RoE21/4). The
leading-order PV comes from the background stratifi-
cation and in its nondimensional form is equal to 1. The
additional contributions to the potential vorticity come
from vortex stretching, the relative vorticity and lateral
buoyancy gradients, assumed to be in thermal wind
balance. Using this approach, the PV is expressed as
q’ 11
›b
›z|{z}
qb
2 Ro
›u
›y|ﬄﬄ{zﬄﬄ}
qz
2 (Rou/G)
›u
›z|ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
qtw
. (41)
Modifications to the PV arising from the vertical buoy-
ancy gradient qb are mainly due to buoyancy adjustment
in the Ekman and the thermal boundary layers. The
modification to the PV due to relative vorticity qz is
dominated by the horizontal gradient of themean along-
slope velocity. Finally, the vertical gradient of the along-
slope velocity (thermal wind), which gives rise to qtw, is
generated by the opposing geostrophic velocity in the
boundary layer due to tilted isopycnals.
The oscillation frequency v/f 5 0.1 is adopted as an
example to analyze the PV dynamics. The low-
frequency regime provides a clearer demonstration of
the physical processes that are responsible for the rec-
tification of the PV flux. A nonzero PV flux develops
both in the boundary layers and in the interior, but the
amplitude of the PV flux is significantly stronger within
the thermal boundary layer (Fig. 8c). In the thermal
boundary layer, the PV develops a positive anomaly
for a negative along-slope flow, as in Fig. 8b. The posi-
tive PV near the bottom mainly comes from the
stretching and thermal wind components, which are
shown in Fig. 9. In the interior, the PV is dominated by
horizontal shear of the mean flow. The vertical velocity
arises from the Ekman convergence and is symmetric, to
leading order, about y/L 5 0. At higher order, the am-
plitude of the downward vertical velocity in Fig. 8a is
stronger due to vertical buoyancy advection and results
in asymmetric isopycnal tilting.
The vertical eddy PV flux is given by w0q0, where 0
represents a deviation from the spatial (cross slope and
depth) mean value. In the thermal boundary layer, the
PV flux obtains both positive and negative values;
however, in a cross-slope average hw0q0i . 0, where h i
represents an average over 2p , y/L , p (Fig. 8d). In
the interior, the sign of the horizontal shear is correlated
with the sign of the vertical velocity due to the secondary
circulation, such that the PV flux is always positive.
Thus, the oscillatory mean flow generates a persistent
rectified PVflux due correlations between the secondary
circulation and the PV anomalies in both the boundary
layer and the interior. In the interior, the eddy PV flux
decays with height above bottom (Fig. 8d). In the
boundary layer, the asymmetry in the eddy PV flux
mainly results from the asymmetry in the isopycnal
tilting between cyclonic and anticyclonic flanks of the
along-slope flow. This then influences the stretching
component of the PV. The spatially averaged PV flux
hw0q0i is strongest in the thermal boundary layer and
critically is positive for all phases of the oscillation.
Converting from nondimensional variables back to di-
mensional quantities, we find that the eddy PV flux can
penetrate to a depth of at least 500m based on the
current parameters. This may represent a large fraction
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of the water column in regions close to the continental
shelf. The PV flux has a maximum (dimensional) mag-
nitude of order 10215m s24, consistent with BT12 and
discussed further in section 6.
The three components of the Ertel PV anomaly, qz,
qb, and qtw, in one phase of the mean flow oscillation
period, are shown in Fig. 9. Again, in the interior, the PV
is dominated by qz. In the Ekman and thermal boundary
layers, all three components contribute. In the Ekman
layer, qb arises from the advection of buoyancy surfaces
by the Ekman velocities (Fig. 9b). However, qbmodifies
the PV throughout the thermal boundary layer, as the
buoyancy surfaces respond to vertical advection caused
by Ekman convergence. This gives rise to a dipole
structure in the vertical direction. In Fig. 9c, qtw is shown
for a relatively early time in the experiment. Over longer
times, buoyancy diffusion will lead qtw to extend
throughout the thermal boundary layer, but it does not
have the dipole structure of qb.
Figure 10 summarizes the vertical PV flux for a range
of oscillation frequencies v/f. Each dot represents a
separate numerical simulation, where the eddy PV flux
has been calculated as an average over time and area
(y–z plane) after the transient adjustment period. In
the low-frequency regime, the vertical eddy PV flux
increases rapidly and nonlinearly with an increase in
v/f (Fig. 10, inset). In the low-frequency regime, al-
though the Ekman layer is in a quasi-steady state, the
oscillations are effective in avoiding a buoyancy shut-
down scenario, which would bring the PV flux to zero
(the v/f5 0 case) after adjustment to the arrested state.
This highlights the significance of temporal oscillations
in modifying interior distributions of buoyancy and PV. As
the frequency becomes larger andv/f/ 1, the near-inertial
FIG. 8. Characterization of potential vorticity and vertical potential vorticity flux for an experiment with v/f5 0.1
at t/T spindown 5 2.45: (a) total vertical velocity, (b) Ertel PV, and (c) vertical eddy PV flux. (d) Cross-slopemean eddy
PV flux corresponding to (c). The lack of cancellation of the cross-slope-averaged eddy PV flux in the bottom
boundary layer results from the asymmetry in the isopycnal tilting between cyclonic and anticyclonic flanks of the jet,
which directly modifies the stretching component of the PV (Fig. 9).
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regime is approached, where quasi-steady dynamics in
the Ekman boundary layer is no longer expected. The
phase difference between the Ekman layer and interior
response would, by itself, act to reduce the PV flux.
However, the resonance that occurs in the Ekman layer
(Fig. 4) significantly amplifies the secondary circula-
tion, which in turn leads to a peak in the PV flux for
v ’ f. The frequency associated with the peak PV in-
jection falls near the inertial frequency, which suggests
that diurnal and semidiurnal tides, as well as inertial os-
cillations, may be critical for understanding water mass
structure and fluid transport in coastal regions (Flexas
et al. 2015). For v. f, the amplitude of the eddy PV flux
decays rapidly, which can be explained by the dynamics in
the high-frequency regime where there is no longer
strong Ekman velocities generated. The change in sign of
the PV flux for the high-frequency simulations is related
to changes in the phase between oscillations in the ve-
locity and the buoyancy anomalies. This abrupt change in
sign needs to be verified in more realistic models.
An exploration of the sensitivity of the vertical PV
flux to external parameters, including the mean flow
amplitude, bottom slope angle, and background strati-
fication, is shown in Fig. 11. Two values of v/f are cho-
sen:v/f5 0.1 for the low-frequency regime andv/f5 0.6
for the near-inertial regime. The Coriolis frequency is
held fixed, although its influence on the simulation can
be seen in terms of the slope Burger number S5 (Nu/f )2.
The model setup is the same as is presented in section 4.
Increasing the amplitude of the background mean
flow leads to stronger convergence and divergence and
thus stronger vertical velocities (Fig. 11a), which results
in a larger vertical PV flux. Mean flow amplitudes are
tested between 0 and 0.2m s21, which is equivalent to a
change in Ro between 0 and 0.2, since fL5 1m s21. The
eddy PV flux is more sensitive to the amplitude of
the topographic slope in the low-frequency regime
(Fig. 11b). This can be explained by (9). As the slope
angle u increases, the slope Burger number S increases,
leading to a more effective buoyancy shutdown, that is,
it occurs over a shorter time scale. Thus, during each
oscillation cycle, the Ekman layer comes closer to
achieving buoyancy shutdown, which reduces the verti-
cal velocity and limits the vertical PV flux. However, in
FIG. 9. Decomposition of the eddy Ertel PV for the snapshot shown in Fig. 8b: (a) q§, (b) qb, and (c) qtw, as defined
in (41). These terms represent (a) the horizontal gradient of the along-slope velocity, which is mostly from the
barotropic mean flow shear throughout the water column; (b) the vertical buoyancy gradient; and (c) the vertical
gradient of the along-slope velocity, which is due to the generated opposing velocity in the lower boundary. The color
scales are not uniform because the vertical velocity and buoyancy gradients near the bottom boundary are larger.
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the near-inertial regime, the buoyancy shutdown effect
is already weak and therefore the vertical PV flux is al-
most unaffected by changes in u. The PVflux increases as
the stratification increases (Fig. 11c). When the stratifi-
cation increases, the PV anomaly is enhanced primarily
through buoyancy-related contributions and thus an en-
hanced eddy PV flux. Note that the PV fluxes calculated
in Fig. 11c are integrated in the depth range 0, z, Hp,
rather than throughout the entire domain. This is done
becauseHp changeswith the stratification and the PVflux
extends to different depths when N2 is varied. Also,
considering the variableHp, the vertical axis in Fig. 12 is
nondimensionalized using dT. In summary, larger back-
ground stratification will lead to a stronger PV export out
of the thermal boundary layer, but this PV flux will not
penetrate as far vertically into the interior.
6. Conclusions
The coupling between the buoyancy shutdown and
the frictional spindown processes with a laterally
sheared, oscillating mean flow is explored using an as-
ymptotic approach to solving the equations of motion.
Three distinct physical regimes are identified. In the
low-frequency regime, in which buoyancy shutdown is
effective, Ekman transport produces buoyancy anoma-
lies in the frictional boundary layer. The resultant
vertical buoyancy gradient interacts with the Ekman-
induced vertical velocity in a thermal boundary layer;
buoyancy diffusion also occurs in this layer. More im-
portantly, the convergence and divergence in the
Ekman transport generates a secondary circulation that
penetrates up to 500m with realistic ocean parameters.
The coupling between the vertical circulation and PV
anomalies results in a rectified vertical eddyPVflux. In this
study, the dominant contribution of PV anomalies is from
the laterally sheared background mean flow rather than
from the BBL. Detailed quantification of frictional and
diabatic PV fluxes from the BBL awaits further studies
using more realistic models. In the absence of oscillations,
buoyancy shutdownmay run its course and produce a state
with no flow in the Ekman layer and no secondary circu-
lation, which eliminates the eddy PV flux as well as the
frictional and diabatic PV fluxes due to the slippery (no
stress) boundary layer. Even relatively slow temporal os-
cillations are shown to effectively avoid this state. In the
near-inertial regime, the PV injection is influenced by
time-dependent Ekman dynamics. As v approaches f,
resonance in the Ekman layer results in amplification of
the secondary circulation and a peak in the PV flux. Fi-
nally, in the high-frequency regime, narrower boundary
layers and weaker cross-slope transport greatly reduce the
injection of the PV anomaly into the ocean interior.
The vertical eddyPVfluxdepends onboth the oscillation
frequency and various external parameters. Specifically,
the eddy PV flux is a nonlinear function of oscillation fre-
quencies, with strong sensitivity in the low-frequency re-
gime; the PV flux peaks when v’ f. Mean flow amplitude
directly influences the Ekman transport, the secondary
FIG. 11. Time- and area-averaged vertical eddy PV flux as a
function of (a)Rossby number (b) slope angle u and (c) background
stratification N2 (s22). The latter influences the nondimensional
Ekman number E. In (c), the depth over which the PV flux was
integrated is equivalent to the Prandtl depth Hp, since Hp varies
with changes inN2. Red and black curves are for simulations with
v/f 5 0.1 (low-frequency regime) and v/f 5 0.6 (near-inertial
regime), respectively.
FIG. 10. Time- and area-averaged nondimensional vertical eddy
PV flux (hw0q0i/GUfN2RoE21/4) as a function of oscillation fre-
quency v. Black dots denote individual simulations. The dotted
lines indicate the parameter space shown in the inset plot.
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circulation, and thus the PV pumping. The impact of the
slope angle ismore acute in the buoyancy shutdown regime
where the slope angle, contained in the slope Burger
number, determines the efficiency of the buoyancy shut-
down process over an oscillation period. Increases in
background N2 enhance the injection of PV into the in-
terior, but the stronger interior stratification limits the
vertical extent of the eddy PV flux.
The formation of mesoscale and submesoscale eddies
along the continental slope arising from interactions be-
tween mean flows and sloping topography have recently
received attention in a number of studies (Molemaker
et al. 2015; Gula et al. 2015). This work has emphasized
continental slopes as a lateral boundary that serves as a
platform for ageostrophic centrifugal instability to occur.
We propose that the PV anomalies that are injected by
the processes discussed in this paper could additionally
influence the formation of deep eddies near continental
shelves and slopes. A key result of this work is that
buoyancy and PV anomalies generated in thin boundary
layers may be advected much deeper into the interior
through secondary circulations. Variability in boundary
currents over a range of time scales is likely to minimize
the importance of complete buoyancy shutdown. Future
work needs to more directly address the interaction be-
tween interior and BBL flows than could be explored in
the simple model considered here.
The generation of PV anomalies due to surface wind
stresses, for example, downfront winds (Thomas 2005),
has greatly improved our understanding of mixed layer
variability and the upper-ocean PV budget. Our under-
standing of variability of bottom circulations is consider-
ablymore limited; this idealized study offers support for the
bottomboundary layer, playing an important role in larger-
scale circulation dynamics. This bottom PV pump mecha-
nism should be considered in the context of slope current
variability, water mass formation, and continental shelf–
slope exchange. These dynamics may be particularly im-
portant in high-latitude regions where relatively warm but
deepwatersmust cross large topographic (PV) barriers, for
example, Circumpolar Deep Water at the Antarctic mar-
gins (Thoma et al. 2008; Thompson et al. 2014). The size of
the PV fluxes that occur through the oscillating mean flow
are small compared to PV fluxes generated at the ocean
surface, (e.g., Thomas 2005) or over the shallow continental
shelf (Gula et al. 2015). Nevertheless, the mechanism de-
scribed here is capable of generating a persistent PVflux in
the presence of a variable along-slope current, for instance
due to a tidally oscillating boundary current. As men-
tioned by BT12, the net modification depends on both a
temporal and spatial average of the PV fluxes. Surface
processes are likely to be intermittent in both space and
time, whereas boundary currentsmay extend over a broad
geographic extent along continental slopes and midocean
ridges. While this model is too simple to provide a global
assessment of its contribution to deep-ocean PV fields, it
focuses the attention of future work on boundary pro-
cesses, consistent with recent assessments of the impor-
tance of sloping bottoms on the abyssal overturning
circulation (Mashayek et al. 2015).
FIG. 12. Nondimensional interior vertical velocity distribution (wi/GU) for an experiment with v/f 5 0.1 at
t/T spindown 5 4.0 and different stratifications:N25 (a) 13 1026, (b) 13 1025, and (c) 13 1024 s22. The penetration
depth of the secondary circulation decreases with increasing N2.
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