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Résumé
Cet article présente des travaux sur la modélisation de plantes à géométries fortement contraintes à partir
d’images. A partir de séquences d’images acquises dans un vignoble, nous instancions un modèle paramétré des
parcelles, des rangs, et des pieds de vignes. Le modèle est déduit des connaissances a priori ; à partir des images,
des paramètres sont extraits. Ces paramètres sont ensuite fournis au modèle qui génère une représentation de la
plante, du rang ou de la parcelle filmée.
Mots-clés : modélisation de plantes, modélisation à partir
d’images, modèles avec a priori
1. Introduction
Ce travail s’inscrit dans l’étude de la productivité des vi-
gnobles (cf. §6). Le but est de modéliser des parcelles de
vignes, de façon à pouvoir étudier l’évolution et le ren-
dement d’une parcelle. Pour cela, une modélisation fidèle
est nécessaire. Contrairement aux travaux précédents qui
cherchent à avoir des modèles photoréalistes, nous souhai-
tons un modèle qui puisse être étudié pour ces propriétés
biologiques.
2. Etat de l’art
La géométrie particulière des plantes a suscité de nom-
breux travaux proposant des modèles particuliers, souvent
adaptés à certaines applications précises [DL05], [BMG06].
Le formalisme de génération des L-systèmes [PL90], par-
ticulièrement populaire dans la communauté de l’informa-
tique graphique, est capable de simuler la croissance de la
plante à partir d’un langage formel et interprète les symboles
des chaines obtenues comme des éléments géométriques.
Le modèle proposé ici est basé sur une telle approche.
Néanmoins, nous souhaitons ici modéliser une plante dont
les propriétés géométriques sont définies par des proprié-
tés biologiques ou contraintes par une action humaine (par
exemple contraintes de forme par la taille ou au palissage).
Les premiers travaux sur lesquels nous nous sommes ba-
sés utilisent les caractéristiques géométriques spécifiques à
une ou plusieurs espèces de plantes. Ainsi, il est possible de
simuler le développement de plantes en fonction de leur en-
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vironnement [PHL∗09]. Cependant, un modèle ainsi généré
ne correspond pas à un plante réellement existante.
D’autres travaux modélisent des plantes à partir d’images.
Dans [TFX∗08] et [ZZZ06], le modèle est généré à partir
d’une seule image. Dans ces deux approches, un contour de
la plante dans l’image est défini interactivement afin d’en ex-
traire un squelette. Une représentation 3D est alors déduite
puis le feuillage ajouté. Les travaux récents de Quan et al.
utilisent plusieurs images pour reconstruire un modèle 3D
d’arbres ou de plantes [QTZ∗06], [QWTY07]. Le modèle
généré, basé sur des cylindres généralisés, et un feuillage
à partir d’un modèle de feuille choisi interactivement. Ce-
pendant, ils cherchent à minimiser l’intervention de l’uti-
lisateur. Dans [RMMD04], une reconstruction à partir de
plusieurs images est aussi proposée ; cette fois ci un mo-
dèle de densité volumique est inféré. Ces travaux utilisent la
redondance et les propriétés d’auto-similarité d’une plante
pour reconstruire les parties occultées en les supposant res-
semblantes aux parties visibles. Dans [NFD07], un volume
de la plante est construit à partir de l’analyse d’image et
remplit de particules dont les chemins sont utilisés comme
forme de branches. A noter, que l’utilisateur donne dans ce
cas, quelques segments de droites qui spécifient les branches
principales pour guider les particules. Tous ces travaux né-
cessitent une intervention humaine lors du traitement, que
ce soit pour la segmentation, la création de modèles notam-
ment de feuilles ou encore l’amélioration du rendu final.
Dans notre approche, nous bénéficions d’a priori très forts
sur le modèle à reconstruire, et espérons ainsi ne pas avoir
d’intervention pour l’analyse des images. Ainsi, l’interven-
tion humaine ne sera limité à la création du modèle paramé-
trique : cette étape consiste à choisir les bons paramètres de
synthèse qui permettent de définir la plante et donc de créer
le modèle.
Dans cet article, nous nous intéresserons plus particuliè-
rement à la modélisation de pieds de vigne. En effet, ceux-ci
sont plantés artificiellement et respectent donc tous certaines
contraintes de croissance, de forme ou encore de taille et de
palissage. Il s’agira ensuite, grâce au traitement d’une ou de
plusieurs images, d’extraire certains paramètres d’analyse.
Ceux-ci seront ensuite transformés en paramètres de syn-
thèse qui viendront nourrir le modèle construit au préalable.
La première partie de cet article parlera de la modélisa-
tion de la vigne, à différentes échelles. La particularité de
notre travail est de modéliser une plante dont les propriétés
de la géométrie sont fortement contraintes par des règles de
conduites agricoles très précises. L’espacement entre pieds,
la position des branches principales sont réglés de manière
précise. D’autre part, nous disposons également d’images
(fixes ou séquentielles) d’une plante ou d’un rang à modé-
liser. Le paragraphe 4 détaillera le traitement des images qui
aura pour but de déterminer les paramètres d’analyse. Nous
verrons alors comment il est possible de transformer ces pa-
ramètres en paramètres de synthèse et, dans le cas où le trai-
tement n’est pas suffisant, comment il est néanmoins pos-
sible d’obtenir une bonne modélisation de la plante. Notre
travail s’inscrit dans une étude de l’exploitation des vignes
et a donc pour but de générer des modèles non seulement
photo-réalistes, mais aussi suffisamment ressemblant bio-
logiquement pour que des propriétés des plantes virtuelles
créées ou à plus grande échelle, de la parcelle virtuelle, soit
caractéristiques de celles de la parcelle réelle. Une dernière
partie traitera de l’évaluation et de la formalisation du traite-
ment des connaissances préalables.
Figure 1: Création dun modèle réaliste à partir de connais-
sances et d’images
3. Modèle de plante multi-échelle pour les vignes taillées
Dans cette étude, nous souhaitons modéliser les plantes
pour pouvoir dégager de nos modèles des propriétés bio-
logiques permettant d’améliorer l’exploitation vinicole des
vignes. Au niveau de la plante, le modèle choisi est un mo-
dèle basé sur les L-systèmes implémenté dans le modeleur
L-Py [BCPG10]. Ce modeleur utilise des constructions de
réécriture des L-systems et le languages Python. La spéci-
ficité de la culture du raisin permet d’avoir des hypothèses
fortes quant àla forme de la vigne. En effet, la taille est for-
tement contrainte. A partir du pied de vigne, une branche
principale est gardée, émanant d’un coté de ce pied ; cette
branche principale porte les rameaux, eux même fixés à un
palissage plan. Pour le modèle, nous avons donc choisi pour
la forme des branches de les caractériser par une hauteur,
une largeur, une orientation et un paramètre dit d’oscilla-
tion mesurant l’oscillation de cette branche. Cette modéli-
sation permet de limiter le nombre de paramètres par rap-
port à un modèle plus classique basé sur des courbes à pôles.
Pour les courbes à pôles, Bézier ou splines, chaque point né-
cessite au moins deux coordonnées, et le nombre de points
croît avec le nombre d’oscillations de la courbe. Le pied de
vigne est supposé de direction verticale, et donc caractérisé
par seulement trois paramètres. A chaque branche est aussi
associé un rayon définissant la section du cylindre généra-
lisé. Le coté de la branche principale par rapport au pied est
aussi un paramètre du modèle. La branche principale est dé-
finie par des caractéristiques similaires, auxquelles s’ajoute
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une orientation. Sur cette branche principale, généralement
à tendance horizontale, un certain nombre de rameaux ver-
ticaux sont positionnés. Pour ces rameaux, nous proposons
un modèle par morceaux, défini la une suite de segments
connectés (deux paramètres pour chaque segment, longueur
et orientation). Pour le feuillage, une densité le long des
rameaux est donnée, et les feuilles sont générées sur des
sous-branches du modèle. L’ensemble des rameaux et leur
feuillage peut être contraint dans un volume. Pour cela, les
techniques d’élagage virtuel [PJM94] ou de branch mapping
[PMKL01] peuvent être utilisées (nous utilisons un simple
élagage dans notre cas). Les connaissances à priori sont donc
“codées en dur“ dans le modèle. Nous envisageons de pou-
voir utiliser automatiquement ces informations grâce à un
travail de formalisation.
Outre le modèle de plante considéré, nous souhaitons re-
construire un ensemble de pieds de vigne sur une parcelle.
Les pieds de vignes sont régulièrement espacés sur un rang,
et les différents rangs à une distance constante les uns des
autres sur cette parcelle. Ces paramètres peuvent être, et
ont été dans le cadre de notre projet, directement extraits
d’images aériennes.
4. Instanciation du modèle à partir d’images
Nous abordons ici le problème de l’instanciation du mo-
dèle de la plante défini dans la section 3, à partir d’images :
cela consiste à estimer, connaissant le modèle générique, les
valeurs de paramètres de synthèse qui créent une instance de
celui-ci.
Dans notre cas, à l’échelle de la plante, les paramètres
de synthèse correspondent par exemple à la forme des
pieds de vigne ou à la densité foliaire. A une plus grande
échelle (échelle du rang ou de la parcelle), ces paramètres
sont le nombre de rangées, les distances inter-rangées, les
pieds manquants et éventuellement une certaine densité du
feuillage.
Le modèle de caméra utilisé lors de nos expérimenta-
tions est le modèle sténopé tel qu’il est décrit dans [HZ00].
Le mouvement de la caméra est un mouvement linéaire
avec la même orientation durant toute la séquence. Il s’agit
donc d’une translation pure, parallèle au plan contenant l’en-
semble des branchages des pieds de vigne et au sol. La ca-
méra est supposée calibrée, c’est-à-dire que la matrice de ca-
librage K (homogène, d’ordre 3), permettant de passer du re-
père 2D du CCD au repère pixélique de l’image matricielle,
est connue.
Nous commencerons par détailler une méthode de seg-
mentation permettant de retrouver la forme de la plante. Puis
nous chercherons à déterminer dans l’image, les “contours“
d’un parallélépipède rectangle qui correspondra à une zone
dans laquelle se trouvent toutes les branches du pied de vigne
(Figure 5, page 4). Cette étape nous permettra de rectifier
métriquement l’image pour avoir la forme de la plante dans
une vue de face “virtuelle“. Nous pourrons également retrou-
ver la pose de la caméra, c’est-à-dire sa position par rapport
au pied de vigne modélisé.
4.1. Segmentation de la forme du pied
La première étape consiste à séparer les pixels correspon-
dant aux feuilles du pied à modéliser à ceux du ciel et du sol,
mais également à ceux du feuillage des pieds de vigne situés
sur les rangs de derrière.
La segmentation des feuilles par rapport au sol et au ciel
est effectuée par une simple approche bayésienne utilisant
les couleurs (r,g,b) comme variables (Figure 2, page 3).
Cependant, une telle approche ne suffit pas à identifier les
feuilles correspondant aux rangées suivantes.
Figure 2: Segmentation en quatre classes (à gauche l’image
originale, à droite l’image segmentée). Le ciel est représenté
en violet, le sol en jaune, le feuillage en vert. Seuls les pieds
et les ombres portées au sol ont gardé leurs couleurs d’ori-
gine.
Pour palier à ce problème, nous procédons à un suivi de
points d’intérêts que nous détaillerons plus tard. Nous utili-
sons les trajectoires dans la séquence d’image ainsi que les
hyothèses sur le mouvement de la caméra. En effet, celui-
ci est une translation, ce qui implique que les points 3D les
plus proches de la caméra se déplaceront plus vite dans les
images. A l’inverse, les points les plus éloignés, correspon-
dant aux rangées suivantes, se déplaceront moins vite dans
les images (Figure 3, page 4).
En combinant ces deux méthodes, on arrive à obtenir une
segmentation satisfaisante donnant la forme de la plante et
sa densité de feuilles.
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Figure 3: Identification des points trackés selon leur pro-
fondeur par rapport à la caméra. Les points correspondant
à des points éloignés de la caméra sont représentés en bleu
roi et en rouge alors que les points proches de la caméra
sont en cyan.
4.2. Calcul des parallélépipèdes englobants
L’approche utilisée est la suivante : nous calculons, dans
chaque image, la projection d’un parallélépipède rectangle
(virtuel) orienté dans le sens du mouvement de la caméra.
La première étape consiste à suivre des points d’intérêt
dans une séquence d’images [TK91]. Au bout de n images,
nous aurons les positions de plusieurs points appariés dans
les deux images extrêmes I1 et In. Ceci va permettre le calcul
de la géométrie épipolaire [HZ00]. L’épipole e de l’image In
(projection du centre de la caméra en position initiale dans
la nième image) correspondra alors au point de fuite p1 as-
socié à la direction de translation de la caméra. En supposant
que la caméra n’est pas inclinée, la ligne de fuite lf corres-
pondant au plan des branchages a alors pour équation y = v
où p1 = (u,v,1)
T . Pour connaître le point de fuite p2 corres-
pondant à l’ensemble des droites perpendiculaires au plan
des branchages, il suffit de calculer [HZ00] :
p2 = ω
∗lf
où ω∗ = KKT .
Toute la structure des parallélépipèdes est maintenant
Figure 4: Points de fuite et ligne de fuite de l’image d’un
parallélépipède.
connue en 2D (Figure 4, page 4). Il s’agit maintenant de
passer en 3D. Pour cela, on utilise la méthode détaillée dans
[WSB02].
Figure 5: Parallélépipède englobant.
4.3. Rectification métrique de l’image
L’analyse des paramètres doit être réalisé dans une vue pa-
rallèle au plan des pieds. En effet, étant donné que l’on sup-
pose l’ensemble des branchages dans un même plan, la rec-
tification métrique de l’image facilitera le calcul de la posi-
tion des branches dans un repère orthonormé de l’image. Le
calcul des points de fuite expliqué dans le paragraphe précé-
dent permet de calculer l’homgraphie faisant passer du plan
contenant les branchages au plan de l’image [HZ00, p205]
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(Figure 6, page 5). Cette homographie, notée H, est calculée










où ω est l’inverse de ω∗, ∼ signifie égal à un facteur près
et [.]∧ désigne le produit antisymétrique [HZ00].
Figure 6: Rectification métrique de l’image. A gauche,
l’image originale, à droite l’image rectifiée.
4.4. Calcul des paramètres des branches
Une fois la segmentation effectuée et la rectification faite,
nous pouvons détecter les branches. Pour le moment, ce cal-
cul s’effectue semi-automatiquement. L’utilisateur décrit de
façon minimaliste les directions et les longueurs qui défi-
nissent au mieux les directions et les longueurs des branches
(Figure 7, page 5).
La densité foliaire est fonction de la distance des segments
trouvés aux bords de la segmentation.
4.5. Parties cachées et aléatoire
Certains paramètres du modèle ne sont pas complètement
déterministes. En particulier, la génération des feuilles se
fait à partir d’une densité foliaire déduite de l’image qui
sert dans le modèle de densité de probabilité le long de la
branche. Des sous-branches portant des feuilles sont géné-
rées aléatoirement suivant cette densité.
De plus, l’extraction des paramètres d’analyse ne suffit
pas pour déterminer tous les paramètres de synthèse du mo-
dèle. En effet, cette extraction dépend d’une part de la qualité
des images et de la robustesse des algorithmes utilisés mais
également du fait que certaines parties de la plante sont ca-
chées. De ce fait, le modèle doit être capable de compléter
les paramètres de synthèse de façon cohérente pour obtenir
une modélisation de plante réaliste.
Figure 7: Calcul de la direction et de la longueur des
branches du pied.
5. Conclusion et Perspectives
5.1. Evaluation et réalisme
Le problème qui se pose maintenant est de savoir si le
résultat obtenu est satisfaisant, c’est-à-dire est-il suffisam-
ment proche de la réalité. Pour cela, deux types d’approche
peuvent être abordés.
Dans un premier temps, l’évaluation se base sur une ana-
lyse qualitative de la reconstruction 3D obtenue. A partir des
images du pied de vigne et de la modélisation faite, plusieurs
experts évaluent si le modèle est ressemblant à l’image de la
plante réelle.
Cependant, cette approche très naïve n’est évidemment
pas satisfaisante. Dans des futurs travaux, nous allons donc
utiliser une métrique comparant l’image réelle avec la re-
projection de la plante modélisée. Il sera alors possible de
générer un grand nombre de plantes grâce à notre modèle
puis de garder la plante modélisée la plus réaliste au regard
de cette métrique [ST01].
5.2. Minimisation de l’interaction
Le but de notre travail est de reconstruire automatique-
ment une plante dont la géométrie est contrainte et pour la-
quelle des prises de vues calibrées sont disponible. La chaine
de traitement présentée dans cet article est encore incom-
plète. Les traitements nécessaires pour la densité foliaire se-
ront issus du traitement d’imge ou de géométrie 2D puisque
la segmentation est faite dans le plan sur lequel le pied de
vigne a été palissé. Par ailleurs, nous souhaitons par la suite
pouvoir rendre plus automatique la définition du modèle en
formalisant les connaissances à priori [ST01].
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