ABSTRACT Epilepsy is one of the most prevalent neurological issues faced by a large population around the globe. Epilepsy is marked by intermittent seizures, the detection of which can be a challenging problem. Therefore, reliably detecting the onset of seizures has evoked the interest of researchers over the last few years. Major leaps in the domain of machine learning, signal processing methods, and computational capabilities have made it a tractable task. In this paper, we apply multi-resolution dynamic mode decomposition (MRDMD), which is a data-driven dimensionality reduction technique, on the problem of epileptic seizure detection. This method can effectively separate a complex non-linear system into a collection of time-scale components at different resolutions. We have applied this algorithm on two different scalp EEG datasets, i.e., CHB-MIT and KU Leaven datasets. We have applied necessary post-processing steps to reduce the false alarm rate and boost the sensitivity and specificity. A detailed analysis of the results has been presented for the proposed method applied to both the datasets. The algorithm achieves a sensitivity of 0.937 and 0.96, a specificity of 0.99 and 0.99, a false alarm rate of 0.587 and 0.413 per hour, and a latency of 3.12 and 2.75 s for CHB-MIT and KU Leuven, respectively. The results indicate that the multi-resolution analysis yields a significant improvement in sensitivity compared with the basic dynamic mode decomposition.
I. INTRODUCTION
The incidence of epilepsy makes it amongst the most common neurological ailments experienced by people around the world [1] . Epilepsy is typically diagnosed using scalp electroencephalography (EEG) by experts who can interpret the signal for the presence of epileptic discharges. EEG signal can be recorded by various methods including invasive and non-invasive methods. In this paper, however, our focus will be on non-invasive scalp EEG signal, which can be measured without carrying out any surgical procedure. Scalp EEG is recorded using a 10-20 system that defines the locations on the scalp for electrode placement. The obtained signal is of fairly good quality and could be used to detect seizure onset [2] . Seizure-related electrical activity can either be The associate editor coordinating the review of this manuscript and approving it for publication was Syed Anas Imtiaz. localized or spread throughout the brain, hence, several electrodes are used for capturing an EEG signal.
The task of detecting seizures manually by an expert is quite challenging and time consuming for long records, and it requires specialized knowledge and experience, thus automating this process is a need of the hour. The time and effort of experts that will be saved as a result of automation of this process could be available for miscellaneous clinical tasks. Another complication with manual detection process is that the detection of seizure onset is a subjective matter and the opinion may vary from one expert to another depending upon their understanding of the relevant knowledge [3] . This potential disagreement could sometimes lead to a discrepancy in proper seizure detection and this makes the automation process subjective as well. Automation or semi-automation could play a vital role in marking areas of interest in longterm recordings to render consistency, thereby, providing the clinician a second opinion. Owing to the advancements in machine learning, steady improvements in computing power, and availability of large amount of training data, it is now deemed possible to propose tractable solutions that can provide consistent results [4] .
This work utilizes a dimensionality reduction technique, namely multi-resolution dynamic mode decomposition (MRDMD), which is used to measure signal's features at various resolutions [5] . We apply this algorithm to EEG signals to detect seizure onset in various datasets. We apply this approach to KU Leuven [6] and CHB-MIT [7] datasets and the obtained results indicate that combined with temporal features, MRDMD performs better as compared to the DMD. The rest of the paper is organized as follows. In Sect. II, we discuss recent works that propose seizuredetection methods based upon dynamic mode decomposition and miscellaneous algorithms applied to both CHB-MIT and KU-Leuven data sets. MRDMD is briefly discussed in Sect. III along with DMD. Proposed methodology of this paper is then presented in Sect. IV that follows results and conclusions drawn in Sect. V and Sect. VI, respectively.
II. RELATED WORKS
Ever since CHB-MIT dataset was published in 2000 as part of PhysioNet challenge [7] , it has been used as a touchstone by numerous researchers for performance comparison of seizure-detection methods. This extensive dataset features 24 patients with overall 980 hours of EEG recordings. Although, a large number of researchers have investigated intra-cranial EEG recordings including [8] , [9] for seizure detection, Shoeb and Guttag [10] were amongst the forerunners to incorporate machine learning techniques using scalp EEG data for seizure detection. The aforementioned researchers used patient-specific SVM-based classifiers and utilized features such as the energy of the signal in certain frequency bands and the evolution of temporal characteristics of ECG signal.
Another EEG dataset, recorded from epileptic patients, is KU Leuven dataset that consists of 22 patients and 108 hours of recordings with an average of about five hours per recording. Hunyadi et al. [6] recorded this dataset and presented some basic results.
Many different approaches have been employed on these datasets including support vector machine (SVM), artificial neural network (ANN) and wavelet based methods. The wavelet transform projects the signal into multiple time-frequency bins. Ghosh-Dastidar et al. [11] have employed three different parameters, i.e., correlation dimension, standard deviation and largest Lyapunov exponent for EEG signal representation and have decomposed the signal into five sub-bands. After employing various classification algorithms, the authors showed that Levenberg-Marquardt back-propagation neural network (LMBPNN) has the maximum accuracy of 96.7%.
Another methodology incorporating approximate entropy and discrete wavelet transform has been introduced by Ocak [12] . After decomposing the EEG signal using discrete wavelet transform, approximate entropy of the resulting components was found to indicate a significant contrast between the seizure and non-seizure regions of the signal. This allowed the authors to achieve an accuracy of up to 96%. SVM is among the most fundamental classification algorithms that employ supervised learning technique to discriminate various classes in a dataset. SVM-based methods have also been considered by numerous researchers for seizure detection problem. Wavelet-based methods have further been combined together with machine learning techniques like SVM. After acquiring necessary features from the intra-cranial EEG, using the wavelet-based method as a preprocessing step, Liu et al. [13] used SVM for classifier training in order to discern between non-seizure and seizure data. Temko et al. [14] have also employed SVM after applying two post-processing steps that not only increase the temporal precision of the system but also make the system more robust. They have been able to achieve an accuracy of 89% by this method.
Since the conventional frequency-domain methods have limited applications when it comes to studying the dynamics of an epileptic seizure, Tzallas et al. [15] have proposed a time-frequency based method to classify various segments of an EEG waveform. Fourier analysis of the signal is performed to compute the power spectral density (PSD) of EEG segments and then they are classified after necessary feature extraction step using artificial neural networks (ANN).
Principal complement analysis (PCA) is another dimensionality reduction technique that projects a higherdimensional signal space into a lower-dimensional space that captures the maximum variance of the signal. Ghosh-Dastidar et al. [16] have employed this method in a combination with wavelet-chaos methodology and a twostage classification to distinguish the EEG signal into normal, inter-ictal and ictal signals. This proposed approach is robust and provides an accuracy of 96.6%.
Line-length feature of a signal has been found to be an important measure that is sensitive to changes in the frequency and amplitude of the signal. Line-length feature reflects the changes in the dimensionality of the EEG signal and could be used for finding various frequently changing aspects of the signal that aid in improving the classifier performance. Guo et al. [17] have combined the line-length feature with multi-resolution decomposition for automatic seizure classification with the help of ANNs. Another form of a neural network that has been used for seizure detection is called spike neural network (SNN). Ghosh-Dastidar and Adeli [18] used this method and reduced 3-stage classification to multiple 2-stage classifications that helped improve the accuracy of detection. The authors have achieved an accuracy in the range of 90.7%-94.8%, which shows that this method makes a significant improvement.
Methods involving spectrum analysis can be used effectively for separating different components of a signal. Such components can then be classified into a seizure and nonseizure data, hence, aiding in the automatic detection of a seizure. Liang et al. [19] combined this with PCA and a genetic algorithm to demonstrate the feasibility of such a system on a personal computer. The results demonstrated by the authors show that PCA brought improvement in the accuracy of the system and all the accuracies have been well in excess of 90%. Another method that researchers have used is the group invariant scattering transform. Feature extraction using this method has been performed by Ahmad et al. [20] and the algorithm was evaluated on the CHB-MIT dataset. An accuracy of 91% is reported using a semi-supervised anomaly detection approach.
Commonly used methods for kidney images using dynamic contrast enhanced magnetic resonance renogrpahy (DCE-MRR) involve motion artifacts that prevents objective assessment of kindey's function. Tirunagari et al. [21] have used a used windowed and reconstruction variants of DMD (WR-DMD) for movement correction to overcome the short comings of the more frequently used intensity-based image registration techniques. The authors have eliminated 99% of the motion artifacts as compared to the original datasets, proving the viability of the proposed technique.
A comprehensive survey of various reduced dimensionality techniques, including DMD, that have been used to solve different problems are presented by Rozza et al. [22] .
Kiranyaz et al. [23] proposed a patient specific algorithm using multi-dimensional particle swarm optimization (MD PSO) that incorporated both spectral and temporal features to create a collective network binary classifier ensemble (CNBC-E) [24] .
Another approach that has been used by numerous researchers for EEG feature extraction is the wavelet decomposition. For instance, Ahammad et al. [25] employed statistical features such as mean, inter-quartile range and entropy to provide a linear classifier for seizure detection that provides accurate results having low latency.
Another example of wavelet decomposition being used in seizure detection is the work of Bugeja et al. [26] . These researchers have used wavelet decomposition for separating the EEG signal into different sub-bands. Magnitude, subband morphology and variation in spectral energy were used as features. Classifiers were composed of extreme learning machines (ELMs) and support vector machine (SVM).
Bhattacharyya and Pachori [27] extracts features for automatically selected channels by incorporating a multi-variate extension of empirical wavelet transform.
Unsupervised machine learning techniques have also been used for feature extraction and detection of seizures. For instance, Supratak et al. [28] have used auto-encoders, multiple layers of a single layer neural network, in which every layer forwards its output to the next layer. These multiple layers eventually form a stack of auto-encoders (SAE) that extract features by keeping both the input and target values equal. SAE forwards the extracted features to logistic classifiers which in this case are patient specific.
Another parameter that has been used for seizure detection is fuzzy entropy (FuzzyEn). The work of Fergus et al. [29] has incorporated FuzzyEn which is computed for various epileptic conditions from the EEG signal. After specific features have been extracted, SVM classifiers are used for training.
In addition, de Cooman et al. [30] have used electrocardiography (ECG) to come up with an online seizure detection algorithm, HRI-EXTRACT, which is patient independent and is able to cater for secondary generalized and complex partial types of seizures. The proposed algorithm is mainly based on tachogram's gradient readings and performs seizure detection in a three stage process. In the first step, heart rate observations are recorded by using ECG having only a single lead. In the next step, heart rate features extracted are split into three parts. Lastly, decision on whether or not a seizure is present takes place. Features are taken for each individual patient using the features of other patients. Features classified include the features with considerable heart rate increase in order to decide whether or not they were caused by an epileptic seizure.
A multi-context learning methodology has been employed by Yuan et al. [31] for automatic seizure detection. EEG scalograms are generated from EEG signals via frequency transformations.
Ibrahim and Majzoub [32] have incorporated discrete wavelet transform (DWT), standard deviation and Shannon entropy for seizure detection using an EEG signal. The researchers have employed K-nearest neighbors (KNN) for classification and used ten patients from the CHB-MIT dataset. Their methodology provides a sensitivity of 94.5 %.
Zhou et al. [33] have used a convolutional neural network (CNN) for feature extraction on intracranial Freiburg and CHB-MIT datasets. The aforementioned researchers have used time-and frequency-domain signals to gauge their performance.
III. MULTI-RESOLUTION DYNAMIC MODE DECOMPOSITION
In this section, we first briefly explain the workings of DMD algorithm. After that, we discuss its multi-resolution version, i.e., MRDMD that is used in the proposed approach for seizure detection. Initially, DMD algorithm was used in fluid dynamics to study the flow of fluids [34] . The DMD algorithm was further improved by authors in [35] , [36] and applied to other interesting signal processing problems. Essentially, a dimensionality reduction technique, DMD assumes the presence of a lower-dimensional pattern in a high-dimensional data. Data is decomposed into a set of dynamic spatio-temporal modes derived from measurements of a system in time. For high-dimensional data, where an underlying model does not exist, or the model is too intricate to be validated, DMD serves as a potent technique for feature extraction [37] . Numerous variants of DMD (including [5] , [36] , [38] , [39] ) have been developed throughout the years. One of the variants proposed by Brunton et al. has been shown to be resilient to both noise and sampling rate variations [40] . Authors have applied DMD algorithm for sleep-spindle detection and sensori-motor mapping tasks on electrocorticography (ECoG) neural recordings. Solaija et al. [41] have also applied the DMD algorithm on two EEG data sets, KU Leuven and CHB-MIT. The authors have used DMD power along with curve length as the features in order to detect epileptic seizures. Their method achieved a sensitivity of 87 % and 88 % for CHB-MIT and KU Leuven, respectively. Similarly, the specificity achieved for both the datasets was above 99 %.
Let x j be a column vector, containing data from n channels at time step j. We can then define X to be a matrix containing data from all n channels in the first m steps in time, i.e.,
Similarly, let X represent another data matrix containing measurements or snapshot vectors from time instants t = 1 to t = m, i.e.,
Dynamic mode decomposition relies on the assumption that there exists A, a linear operator, which relates both the data matrices in the following way:
A is the mapping from X to X , i.e., a linear operation that maps snapshots to one-time instance forward. A is also referred to as Koopman operator. Approximating the transition matrix A helps establish a relationship between matrices X and X based on linear regression. To determine operator A, one way is the computation of its pseudoinverse or eigen-decomposition. However, because of the high-dimensional data at hand, this becomes computationally difficult [40] . Instead,Ã is computed, which is a low-rank approximation of A.Ã is a similar matrix to the data matrix, therefore, we compute the eigenvalue decomposition ofÃ using DMD algorithm explained below.
A. DMD ALGORITHM
The DMD algorithm as stated in [36] follows the subsequent steps: 1) Singular value decomposition (SVD) of X, the first data matrix, is computed as X = U V * . We then substitute it in (3) to get X = AU V * .
where W is the matrix of eigenvectors and is the diagonal matrix of DMD eigenvalues λ i . 4) DMD modes are computed as
Each column of is a DMD mode φ i corresponding to the eigenvalue λ i .
This enables us to represent the approximation of observed data asX
where = log( )/ t, t represents the time difference between two consecutive measurements, and z denotes weights associated with first time instance such that x 0 = z [40] . Finally, we define DMD mode powers as the square of its vector magnitude, i.e.,
In neurological signals, spatial resolution is much lower than temporal resolution. This disparity in resolution is also identified in [40] . For instance, a typical EEG procedure incorporates 20-22 scalp electrodes having 256 Hz as its sampling rate. The disparity in resolution between the two spaces arises due to the fact that this number of scalp electrodes might not be capturing the neurological activity completely. Therefore, an adjustment to the above DMD algorithm is made for convenience of numerical analysis. The data matrix X is augmented by a stacking factor, h (the number of columns stacked vertically to create a super column), such that the number of columns are made at least half the number of rows. The concept of data augmentation is presented in detail in [40] . The aptness of DMD modes to discern between non-seizure and seizure regions is exhibited in Fig. 1 . DMD mode powers have been accumulated in frequency bins of 4 Hz each. It can be seen that for 0-16 Hz range (bin 1 to bin 4), seizure region has greater normalized power as compared to the non-seizure region.
Though DMD provides us with better performance as compared to other dimensionality reduction techniques, such as PCA and Independent Component Analysis (ICA), it has its limitations. DMD, for instance, operates only at a single resolution and subsumes foreground as well as background data [40] . Moreover, as compared to multi-resolution analysis, DMD is computationally expensive. The multiresolution analysis is usually performed using wavelet-based methods or Fourier transforms as they can systematically remove features recursively from data of interest. Fourier transforms or wavelet-based methods extract features in time or space [5] . Multi-resolution dynamic mode decomposition (MRDMD), an extension of DMD algorithm, extracts features in both space and time, simultaneously. MRDMD is based on the concept of wavelet theory and is computationally inexpensive as compared to DMD due to the efficient computations available for SVD. The inspiration for MRDMD paved its way from the separation of slow and fast modes as background and foreground subtraction in video feeds [42] .
In time-domain analysis, we have some resolution in time but little information about frequency. Similarly, when we take Fourier transform of data (or of time series), we get information about frequency content but no time information, i.e, we can convert signals into frequencies but we do not know when those frequencies happened. In the scenario when we mix time and frequency into a spectrogram, we have some but not substantial information about both in the form of bins. Extrapolating this, we have the concept of wavelets, where we start with a large sampling window, look for slow modes (slower frequency) in them and extract them. Once we have the slower modes, we reduce the duration of observation window by half, look for slower modes in each half and extract those modes from the residual signal. This process continues until the desired resolution or level of decomposition is reached. For instance, at the start, we have slower frequencies living over (or confined to) a larger time window. As we progress by moving up each level (level 1,2 3 and so on), we get finer resolution in time but lower resolution in frequency. This phenomenon is also depicted in Fig 2. As discussed by Kutz et al. [5] , MRDMD splits a timedomain signal into spatio-temporal modes as follows: (7) where b k (0) constitutes initial amplitude of each mode. ψ (1) k represent DMD modes computed for all snapshots at level l = 1 of the decomposition. Here M denotes the total number of modes, and m 1 denotes the number of slow modes at level l = 1. Spatial coordinates are represented by ξ , and the eigenvalue of the k-th mode is defined as exp(w k t) such that its frequency is given as
MRDMD separates DMD approximate components further into slow and fast modes in first level decomposition as expressed in Eq. (7). The first sum in second step of (7) represents slow modes while the second sum represents everything else. As discussed earlier, in the second level, after reducing the time window, DMD is again performed on the second sum (with reduced window) and it yields the following matrices [5] :
The first matrix on the right-hand side of the above equation has the first M /2 measurements, while the remaining snapshots are in the second matrix. This iterative removal of slow modes at each level continues until we reach the desired resolution level. A formal and complete representation of MRDMD according to [5] , which includes information about decomposition level, time-bins and number of modes extracted at each level, is given as
where L represents the number of decomposition levels, J represents the number of time-bins being used at each level, and m L represents number of slow modes extracted We begin with a larger time window containing slower frequencies. We extract the slower modes k as we move up each level, thereby, getting a finer resolution in time but lower resolution in frequency. Note that j represents the time bins at each level and l is the decomposition level.
at each level. The above equation provides a concise representation of MRDMD solution including information related to time bins, the number of decomposition levels and modes extracted at specific levels. MRDMD has been applied in [5] to various data sets, e.g., a video stream with various dynamic artifacts representing different scales and times, atmospheric ocean data, and moving objects, etc. Results in [5] show that MRDMD performs better than DMD in terms of its ability to separate foreground-background data. To the best of our knowledge, MRDMD has not been used thus far on scalp EEG data for epileptic seizure detection. Fig. 3 depicts the proposed methodology employed for seizure detection and follows the standard sequence of pre-processing, feature extraction, classification, and postprocessing, each of which is discussed below.
IV. PROPOSED METHODOLOGY

A. PREPROCESSING
Preprocessing is performed to ensure that same channels are selected for all the patients in the data-set. For CHB-MIT dataset, 23 channels are selected for all the patients. Similarly, in case of KU Leuven dataset, the recordings contained 22 channels, all of which are incorporated. However, in KU Leuven dataset, only seizure onset time was given for all the files. Hence, seizures were marked for 15 seconds from the onset of seizure times with rest of the recording being marked as a non-seizure region. One second of non-overlapping epochs is used to divide the recordings with each epoch being processed independently until the post-processing step. The fundamental reason to incorporate preprocessing is to ascertain that for all patients in a dataset, same channels are selected for further analysis. In case of CHB-MIT dataset, a total of 23 channels are selected for all subjects. Similarly, KU Leuven dataset recordings have 22 channels and all of them were included for further analysis. However, in KU Leuven dataset, only seizure onset time was given for all the files, hence, seizures were marked for 15 seconds from the onset of seizure times with rest of the recording being marked as a non-seizure region. One second of non-overlapping epochs is used to divide the recordings with each epoch being processed independently until the post-processing step.
B. FEATURE EXTRACTION
In our proposed methodology, we have included DMD mode powers at each level and temporal features of the EEG signal as features. Temporal features employed in the proposed method are listed in Table 1 . VOLUME 7, 2019 FIGURE 3. The block diagram of the proposed method. In the first step, data is labeled and the sliding window is applied. After first step, DMD modes are extracted at multiple levels along with temporal features. For training of the classifier, RUSBoost algorithm is used followed by appropriate post-processing steps to consolidate the per-epoch predictions. Data augmentation, explained in Section III-A (and also discussed in detail in [40] ), was employed to calculate the DMD mode powers. In order to retain only principal spatiotemporal modes, a hard threshold on singular values in accordance with [43] was applied. This enables us to reduce the number of features, and hence, results in reduced computational complexity of the proposed method. Resulting DMD powers were accumulated in frequency bins having a width of 4 Hz, ranging from 0 Hz to 128 Hz, i.e., half the sampling frequency. In addition, normalization of bins is performed to ensure that summation of the power of all the modes is equal to one. Normalized powers of MRDMD modes are shown in Fig. 4 . In Fig. 4 , the blue bars represent MRDMD modes in the non-seizure region of a recording of Patient 18, while the orange bars represent MRDMD modes in a recording labeled seizure region, for the same patient. Similar to Fig. 1 , it can be seen from the Fig. 4 that seizure regions have higher normalized power accumulated in frequency bins (bin 1 to bin 4) as compared to non-seizure regions.
Since MRDMD captures only the foreground modes and ignores the background, modes outside the usual seizure regions have negligible normalized power.
Because of the fact that EEG signals may follow a symmetric distribution in certain epochs, while it may follow a skewed distribution in other epochs, it is interesting to incorporate time-domain or temporal features to extract this information about the EEG signal. To study the symmetry and spread of the time-series distribution, mean and variance are employed as appropriate measures. To further characterize the centrality and dispersion of the distribution of the EEG signal, median, maximum and minimum values are considered very effective and are among the features employed by the proposed approach. Similarly, to compute value assumed most often by a time series, mode is used. Skewness and kurtosis are also important features used to extract valuable information about a time series [44] . Effectiveness of one of the temporal features, i.e., variance, at distinguishing the seizure and non-seizure region has been shown in Fig. 5 . Variance for all 23 channels has been plotted for non-seizure and seizure regions. It can be seen that as variance in seizure region is generally greater than during the non-seizure region, this makes variance a valuable feature to be incorporated in the proposed scheme for seizure detection.
Curve-length (l c ), on the other hand, is as an indirect way to calculate variation and amplitude of EEG signal. Curvelength for the n-th channel of the EEG signal is measured as
where t denotes the sampling interval and m represents the number of samples per epoch. For each channel of both datasets, curve-length is computed for every epoch, i.e., for a duration of one-second. Curve-length helps discern between seizure and non-seizure regions as elaborated in [41] . It is worth mentioning that due to the fact that curve-length depends upon individual channel curve-lengths, curve-length averaged across all channels is not incorporated to avoid redundancy in features. Fig. 6 shows the significance of curve-length being used as a feature for seizure detection for non-seizure and seizure regions, respectively, for Patient 18. Curve-lengths for seizure regions are typically larger than the curve-lengths for nonseizure regions, thereby, making curve-length a useful feature to be employed in seizure detection.
Even though, the method proposed is built around the use of DMD modes at multiple levels for seizure detection, temporal features, nevertheless, complement the overall performance of the proposed approach.
C. CLASSIFICATION
There are two groups of recordings present in CHB-MIT dataset; recordings comprising one or more seizure (both ictal and non-ictal regions) and also contains seizure-free recordings (only non-ictal activity). We separated both groups approximately equally for training, validation and testing purposes. In addition, seizure recordings were approximately equally divided for training and testing such that the number of seizures in both sets is almost equal. To detect all seizures in the data set, we systematically divided the recordings into training, validation and testing sets. Furthermore, in order to circumvent classifier having a bias towards any recording, we did not divide any of the recordings such that its different components were present in both testing and training data.
For KU Leuven dataset, we employed n-fold crossvalidation, where n = 27 represents the complete set of recordings in the dataset. Each recorded EEG file was used as a test file and for each test file, remaining n − 1 files were utilized for training the classifier (leave-one-out). There were patients having more than one recording, and we used the same leave-one-out method by using classifiers having same characteristics, i.e., learning rate, number of splits and learners. Even though training the classifier used data from the same patient, no overlap at any stage occurred of testing and training data.
Usually, data involving seizure detection is very lopsided, i.e., the number of samples of one class (the non-seizure class) VOLUME 7, 2019 FIGURE 6. Curve-length is used as part of the temporal features and importance of curve-length in seizure detection is shown. There is visible difference in the curve lengths of non seizure region (a) and seizure region (b) for Patient 18 of CHB-MIT.
TABLE 2. Comparative analysis between DMD and temporal features with MRDMD and temporal features for CHB-MIT.
are much higher than the other class. Therefore, traditional classifiers generally fail to provide satisfactory performance. To overcome such imbalances, we can use techniques that involve data sampling and boosting [45] . Data sampling is used to balance classes by either augmenting samples of smaller class, i.e., oversampling or removing samples of lower class i.e., under-sampling. Whereas, conversion of weak learners into strong learners is performed by boosting, resulting in enhanced performance. AdaBoost, one of the most viable and renowned boosting algorithms, boosts learners' strength using an iterative ensemble of models. With each passing iteration, AdaBoost tries to adjust weights of the samples incorrectly classified in the current iteration, in order to aptly classify them in the following iteration [46] . Inspired by AdaBoost, another boosting algorithm is RUSBoost [47] , which is a hybrid approach that combines boosting and sampling. In this paper, we have used RUSBoost in our study to overcome data imbalance inherited in epileptic scalp EEG data. The majority class is under-sampled randomly by RUSBoost before it creates an ensemble of classifiers providing performance equivalent to the more complex algorithms such as SMOTEBoost [48] . RUSBoost algorithm makes a potent contender for seizure detection due to unbalanced and high-dimensional EEG data.
D. POST-PROCESSING
Seizure to non-seizure transition or vice-vera is a complex neural activity that is typically non-instantaneous due to seizure pre-cursors and post-cursors and may take several epochs. Therefore, to accommodate the effects of seizure pre-and post-cursors, post-processing is necessary to decide seizures presence or absence by combining predicted outcomes of several epochs. The median duration of several seizure types spans from 18 to 130 seconds according to a case study conducted on above 150 patients [49] . The post-processing step incorporates this prior knowledge about seizure duration and their frequency of recurrence to improve the specificity of the algorithm. Post-processing steps that we have taken in our study are as follows: 1) Run-length smoothing filter is employed that only flags the presence of a seizure event if ten consecutive epochs are detected as epileptic by the classifier [50] . This ensures a reduced false alarm rate by making sure no individual or isolated false detection is carried forward. If seizure duration is less than the length of the filter, run-length smoothing can adversely affect sensitivity. 2) Over-representation of positive detections is circumvented by accumulating detections for a duration of 60 epochs [2] . It is possible that the classifier may report multiple seizures in a 60-second window. However, in practice, the seizures do not recur so frequently or if there is such intermittent epileptic activity, then clinical diagnosis groups such episodes and consolidates them to report as a single seizure. 3) A false positive (FP) is reported in cases when the classifier flags a positive detection outside 3 minutes window before or after seizure detection. Duration from 60 to 180 seconds is omitted in order to cater for the seizure pre-and post-cursors such that they are not counted as FPs. In addition, for every consecutive 60 seconds of FPs, only one FP is reported [2] .
V. RESULTS AND DISCUSSION
In order to gauge the performance of the proposed algorithm, performance metrics of specificity, sensitivity and false alarm rate are used in this work. All of these metrics are defined below after description of some related terms. A positive detection is taken into account when the algorithm detects the seizure's presence in an epoch.
A true positive (TP) is considered only if a positive detection marked by the human expert overlaps the duration detected by the algorithm as a seizure. To avoid uncertainty in VOLUME 7, 2019 onset/offset of seizure times, any positive detection occurring one minute before or after is reported as TP. In case of positive detection occurring outside seizure duration, which includes the actual seizure duration and three minutes before and after seizure duration, which as explained, is done in order to cater for seizure pre-and post-cursors, a false positive FP is reported.
A true negative (TN) is reported when the algorithm correctly detects a seizure free region.
A false negative (FN) is reported by the classifier when the algorithm is unable to detect the presence of a seizure.
Since we have now explained the terms related to the performance metrics, we can define sensitivity and specificity as follows:
• True Positive or Sensitivity provides the probability of correctly detecting a seizure. 
• False alarm rate (FAR) per hour is the average number of false alarms (false positives) generated in an hour.
A. CHB-MIT DATASET
CHB-MIT data set comprises data of 24 patients having a total of 980 hours of scalp EEG data consisting of 688 recordings. All signals were sampled at 256 samples per second. Classifiers trained were patient-specific such that the classifiers trained on a patient are only tested on that patient. While RUSBoost decision tree has been used as the classifier for all patients, parameters such as learning rate, number of splits and number of learners have been selected as to give the best results on a per-patient basis on the validation set. Results obtained from all the patients for the performance metrics have been summarized in Table 2 . We have also computed the results for MRDMD's antedate, DMD, for which we have used DMD mode powers combined with the same temporal features that we have used in MRDMD computation for a comparative analysis. Sensitivity and specificity achieved by the proposed method are close to 1 for most patients. The overall sensitivity of our proposed method is 0.937 as compared to 0.91 given by DMD combined with temporal features. Specificity for both, the proposed method and DMD combined with temporal features, is 0.99. The false alarm rate per hour for the proposed methodology is 0.587 as compared to 0.593 obtained using DMD combined with temporal features. Finally, latency was computed for the proposed scheme as well as for DMD coupled with temporal features. For this purpose, latency of each seizure was individually computed. Then, the cumulative sum of all the latency values was divided by the total number of seizures. This gives an overall latency of 3.12 seconds for the proposed approach and the overall latency for DMD combined with temporal features is 6.42 seconds. The proposed scheme renders results that are comparable to Shoeb and Guttag [10] . Compared to sensitivity of 96%, a median false alarm rate of 4/24hr and a mean latency of 2.7 seconds achieved by [10] , our proposed scheme achieves sensitivity of 93.7%, a false alarm of 0.587 per hour and an overall latency of 3.12 seconds. While we have only included DMD mode powers at multiple layers and temporal features, Shoeb et al. have also incorporated non-EEG and spatial features in their algorithm, electrocardiogram (ECG) signal for instance. Moreover, the technique used by Shoeb et al. cannot be generalized for the entire dataset. The overall result of the proposed scheme for CHB-MIT dataset is also depicted in Fig. 7 that shows box plots for the performance metrics.
B. KU LEUVEN EEG DATA
The second dataset that we used to test our proposed method was the KU Leuven dataset. This dataset has approximately VOLUME 7, 2019 110 hours of EEG recordings taken from a total of 22 patients containing 27 recordings having 32 seizures in total. All signals were sampled at 250 samples per second. Table 4 gives a file-wise comparative analysis between the result achieved for performance parameters by the proposed scheme and results obtained by incorporating DMD combined with same temporal features. Whereas, Table 3 provides a patientwise results acquired by using both the approaches. Our proposed method surpasses the performance achieved by the combination of DMD mode powers and temporal features. For this dataset, we have used a run-length smoothing filter of 15 seconds to cater for large number of false alarms. As shown in the table, our proposed methodology gives a sensitivity of 0.96 and a specificity of 0.99. This result gives a better sensitivity as compared to the result provided by Hunyadi et al. [6] that has a sensitivity of 0.84. In addition, latency for the proposed methodology and DMD combined with temporal features is also computed. For this purpose, we computed latency of every individual seizure. Then, the total sum of all the latency values was divided by the total number of seizures. DMD along with temporal features gives an overall latency of 5.78 seconds. The proposed scheme gives an overall latency of 2.75 seconds. This is better than the 16 secs alarm delay of Hunyadi et al. [6] . However, false alarm of our proposed scheme (0.413) is slightly higher than the false alarm reported by Hunyadi et al. This is due to the run length smoothing filter which we have adopted in our scheme which caters for the false negatives at the expense of marginally reduced false alarm rate. Again, the methodology incorporated by Hunyadi et al. cannot be generalized for the entire dataset. The results are presented in the form of box plots in Fig. 8 . Moreover, both the tables also depict performance comparison between DMD and MRDMD with temporal features incorporated in both approaches. MRDMD provides better performance as compared to DMD.
C. LIMITATIONS AND FUTURE DIRECTIONS
The proposed method achieves comparable sensitivity and specificity for both data sets which makes it an effective approach for utilizing it in miscellaneous applications including P-300 oddball paradigm and brain-computer interfaces. Further improvement in the false alarm rate will boost the overall performance of this method by incorporating different sets of features. Another direction in which this method can be employed is its use in sleep stage studies for detecting sleep stages or arousals.
VI. CONCLUSIONS
The work carried out in this research presented an advanced variant of DMD, multi-resolution dynamic mode decomposition that employs DMD at multiple resolutions and the results manifested its applicability to efficiently discern seizure and non-seizure regions from EEG scalp recordings. Our methodology subsumed DMD mode powers of EEG channels at various frequency bins at different resolutions along with temporal features to capture the time characteristics of the signal on two different EEG datasets. Results presented in this paper demonstrated that MRDMD is able to aptly capture signal dynamics at more than one resolution and efficiently distinguish between non-seizure and seizure regions of the provided recordings.
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