Abstract: The paper considers design of Robustly Feasible Model Predictive Controller which achieves recursive robust feasibility of the generated control actions when applied to nonlinear network systems with state constraint under bounded disturbances. The optimizing control algorithm with safety zones modifying the model based state constraints is derived to achieve recursive robust feasibility. Its performance is illustrated by application to optimizing control of hydraulics in Drinking Water Distribution System example.
INTRODUCTION
Control method which is based on on-line optimization and is often well known as model predictive control (MPC), has been extensively used in the process industry due to its ability to incorporate both equality and inequality constraints. Besides having many advantages, the MPC controller nonetheless has some limitations due to its on-line computational complexity. Moreover, in spite of the model uncertainty by the model based generated control actions in the MPC optimization, satisfying the real system state/output constraint has been recently well addressed in (Grieder et al., 2003) , (Kerrigan and Maciejowski, 2001 ) for linear system. However this still remains a challenge for nonlinear systems. In (Brdys and Chang, 2002) , the safety zones were introduced to modify the model constraints in order to achieve robust feasibility of the control action. Although this approach is valid for nonlinear systems, recursive feasibility has not been demonstrated till now. Apart from the computational load needed to solve on-line MPC optimization task, calculating the robustly feasible safety zones is computationally demanding due to the computation of robust output predictions. In order to reduce the computing effort, in (Tran and Brdys, 2009 ) the prediction horizon was proposed to be selected on-line and in (Tran and Brdys, 2010 ) the Hamilton based technique was applied to calculate the corresponding gradients needed by the optimization solver. In this paper, the safety zone mechanism is further developed to achieve recursive robust feasibility for nonlinear network systems and illustrated by application to the Drinking Water Distribution Systems (DWDS). The paper is organized as follows: In section 2, a deterministic MPC with selected prediction of disturbance inputs -nominal MPC (NMPC) -is mathematically formulated for nonlinear network systems. This is followed by quantitative analysis of the feasibility and recursive issues. In section 3, a set ( ) X f k composed of all feasible initial states is defined in the state space for which feasible control actions exist over the prediction horizon for NMPC. An algorithm utilizing Karush-Kuhn-Tucker (KKT) optimality conditions is derived to determine a box type approximation ( ) X fa k of this set. In section 4, the state and output constraints are modified by introducing one-step safety zones so that the control actions generated become one-step robustly feasible. The expressions to calculate the one-step robustly feasible safety zones are derived and starting the NMPC with modified constraints from the corresponding set of feasible state is vital in these derivations. This set is composed of the one-step robustly feasible states and it is denoted ( ) X Rf k . The MPC algorithm designed in this section is suitable for control over one step period only. In section 5, it is further developed to achieve the robust feasibility over a multiple-step period of controlling a system. The one-step robust feasibility safety zones are enlarged and consequently the set ( ) X Rf k is tightened to become invariant. It means that for the initial states in this set the MPC generates a control action over the first step forcing the system states at the end of this step to be also in this set. Hence, the robust feasibility is extended over a multiple-step period. The invariant set if further denoted ( ) X rRf k with , , f R r respectively standing for feasible, robust, and recursive. The invariant set ( ) X rRf k is composed of all recursively and robustly feasible states and the algorithm is proposed to determine this set. In section 6, the control algorithm is applied to control hydraulics in a DWDS example. Section 7 concludes the paper.
PROBLEM FORMULATION
In the non-linear network, we shall distinguish between the vector of inputs u , outputs y , and states x . As all three variables need to be used either directly or indirectly, we shall introduce a composed vector s of the network variables:
[ , , ] s u y x = (1) Assume now that the inputs, outputs, and states are subject to constraints:
It is also assumed that the output constraints were already embedded into the state and control input constraints X and U respectively and the constraint sets U and X are the boxes. In short, one could write:
The network mathematical model is composed of two parts: static and dynamic. The static part is typically available in an implicit form represented by number of equalities describing the network individual elements and connections between the elements. The equalities are described by linear and nonlinear functions composing an operator F . The operator F represents the static part of the network model to produce the set of equalities ( ( ), ( )) 0
where d denotes the disturbances. The network dynamics is described by:
The dynamics is due to the network storage capabilities and, for example ( ) x k is a vector of reservoir volumes in case of water supply and distribution network.
If the control input u is known and state x is given, the vector s can be found by solving (2). We introduce the operator Ε relating the state x , control input u , and the corresponding output y :
Let us denote, for the variable z(k) , the sequence of predictions z(k i | k),i 0,..., N 1
Consider the finite horizon MPC optimization problem at k :
where
is the cost function and ( ) x k denotes network state at k which is known from measurements . Suppose that the control and prediction horizon are equal.
Solving (5) with respect to ( | ) s k ⋅ over the prediction horizon N produces optimal control input sequences ( | )
Only the first control action is applied to network. Hence, ( )
+ is measured and the above procedure is repeated to produce ( 1)
One could also write:
The inequality constraint in (5) min max
We will now express all the variables in (5) in term of ( ) x k , and the control inputs ( | ) u k ⋅ and formulate the problem (5) in the space reduced to the ( | ) u k ⋅ and ( ) x k only. Let ( ) x k denote the measured state at time k and ( | )
the predicted state at time k i + given the state at time k . Given the control inputs (
− can be calculated as follows: using (4) the output predictions ( | ) y k k is calculated and the ( | )
This calculation can be carried out for 1,..,
The problem (5) then is expressed entirely in terms of the control inputs (
− and ( ) x k , and is written in so-called reduced space form as following:
The function J and c are not known explicitly. Hence, in order to apply suitable optimization solver to (6), special Hamiltonian based technique will be used to find the gradients of these functions.
Notice that the solution of (6) constraints in the real plant. In other words, the NMPC optimization task (6) must be modified so that the control actions ( | ) opt u k k exist and they are robustly feasible. Finally, robust feasibility is required not only for one or several steps but for all of them. The problem (6) thus describing the NMPC optimization task needs to be further developed to achieve robust and recursive feasibility.
is at least the local minimizer of the problem (6), then ( | ) opt u k ⋅ needs to satisfy the KKT (Antoniou and Lu, 2007) conditions:
The feasible set ( ) X f k is defined as the set of all states ( ) x k for which such that there exists ( | )
, then a solution exists to the optimization problem (6) and hence the NMPC control input is defined for the given initial state. For all ( ) ( )
, a control input cannot be computed.
Finding ( ) X f k is a very challenging problem due to possible complexity of ( ) X f k and difficulties in recognizing this complexity. Therefore it shall be assumed that ( ) X f k can be approximated by the box min max 
The vector of states ( ) x k is composed of n states, and can be decomposed as: 
It should be noticed that the feasible set ( ) X f k is non stationary due to the time varying disturbance prediction. 
may not guarantee that the resulting state ( 1) x k + in the system is feasible. The safety zones were introduced in (Brdys and Chang, 2002) , (Chang, 2002) to modify model based state/output constraints in the MPC optimization task over the whole prediction disturbance in order to achieve robust feasibility of the generated control actions over the prediction horizon. The robustly feasible safety zones values were produced by a dedicated algorithm operating on-line. The algorithm is very demanding computationally. In this paper, we shall introduce the safety zones to modify the state constraints only one step to achieve the one step robust feasibility. Moreover, the analytical expression for the robustly feasible safety zone values are derived so that they can be calculated off-line saving on computing time. (Khalil, 2002) and is explained as follows: Let us apply (4) into (1) to express ( ) s k in terms of ( ) x k and ( ) u k , and apply the result to ( ( ), ( ),
At time k , the initial state ( ) x k is given and the optimal control input ( | ) opt u k k is calculated and applied to the plant. From equation (10), the predicted state which is based on the
In reality the real disturbance is ( ) d k , hence the state which is obtained by taking the measurement from the plant is:
(
(12) It follows from (11) and (12) that: (
Similarly, the same argument can be applied to find the safety zones for the lower limit i.e.
A state ( ) x k for which solution of the NMPC optimization task with the modified constraints exists is called one step robustly feasible state as the resulting state ( 1) x k + meets the real system constraints. Denote the set of all one step robustly feasible states general the safety zones ensuring one-step robust feasibility must be further increased to ensure recursive robust feasibility. This has been achieved iteratively but with only one-step robust feasibility, however resulting in the maximal invariant set X rRf . The convergence of the algorithm 1 has not been proven and only been experimented by the simulation. In general, algorithm 1 cannot be ensured to terminate in finite time, but confining the iteration times and defining precision degree are usual ways to obtain an approximate solution.
The final formulation of the RFMPC optimisation task is:
:
In case when the set of robustly feasible states is truly timevarying we would pursue the recursive robust feasibility of the MPC as follows: First, the robustly feasible invariant sets 0 ( ), ,..., X rRf c k k k N = are designed as above over the control period. Then the stationary X rRf which is suitable for the whole control period is produced as:
assuming that the intersection is non empty. If it is empty then the period 0 [ , ] c k N can be partitioned into P smaller periods such that the intersection in (13) (Brdys, 2010) and (Brdys and Wang, 2005) . Further progress in this case is under current research.
6. APPLICATION TO DRINKING WATER DISTRIBUTION SYSTEM
Fig. 1. Diagram of the DWDS example
A typical DWDS is composed of pipes, valves, pumps, and tanks, and the operational goal is to deliver water from the sources to the water users. In order to meet the water demands, the control system is required to operate properly the valves and pumps (Brdys and Ulanicki, 1994 ). An energy cost due to pumping is the main component of the DWDS overall operational cost. The example network is depicted in Fig. 1 , where i q and , 1,..., 7 i h i = are the pipe flows and the nodal heads respectively. 3 5 6 , , d d d are the water demands at the consumption nodes 3, 5, and 6 respectively, and ps is denoted the relative pump speed. The network elements are described by the head-flow qualities. Due to its storage capabilities the tank head-flow relationship is dynamic as opposed to the other elements which are static, hence described by the nonlinear algebraic equation (2) 
In Fig. 2 , the demand patterns of node 5 and 6 are displayed respectively, and node 3 has the fix demand of 2 [litres/second] over the entire horizon. The output prediction horizon is 24 N =
[hours] and it is applied by the tank operational capacity and variability of the demands, and the electricity tariff. The optimizing control system is needed for this DWDS example and the RFMPC is a perfect control technology to design such systems.
RFMPC design
The cost function J in (5) ( 1)
= + where A is the tank cross sectional area The constraints have been described already in the introduction of section 6. Hence, from (10): The set X rRf is shown in Fig. 3 where its limits are marked red still leaving large operational capacity of the tank.
Simulations
The demand profile in DWDS and its prediction are illustrated in Fig. 2 . The simulations of RFMPC operation were carried out for several initial tank levels within the set [3.35, 7 .21] X rRf = and the results are illustrated in Fig. 3 and Fig. 4 . It can be seen that the tank constraints are satisfied over a whole control period of 24 hours. Moreover, the tank trajectory lies inside the set rRf X confirming the invariance of this set. Next the initial tank level was selected outside X rRf at 7.6[m] and the RFMPC crashed at 5 hours because there was no feasible control input trajectory at this initial state. This confirms that the invariant set rRf X is maximal. It can be seen in Fig. 4 that the optimised relative pump speeds corresponding to the different initial tank levels are indeed different, which emphasizes an impact of the initial state on the resulting control input trajectory. Also the tank capacity is restored at the end of 24 hrs period; hence the system operation is sustainable over a long term. The paper has derived RFMPC controller for nonlinear network systems with state constraints and under bounded model-reality differences. The controller has been successfully applied to the DWDS example to meet water consumer demands at minimal operational cost in a sustainable manner and the simulation results have been presented. In order to be able to run DWDS under full range of operational conditions including pipe leakages for example, applying different control strategies, which are best fit into current operational conditions, is needed. Design of the mechanism for switching between different RFMPC strategies in soft manner is under current research.
