Abstract. If H is a monoid and a = u 1 · · · u k ∈ H with atoms (irreducible elements) u 1 , . . . , u k , then k is a length of a, the set of lengths of a is denoted by L(a), and L(H) = { L(a) | a ∈ H } is the system of sets of lengths of H. Let R be a hereditary Noetherian prime (HNP) ring. Then every element of the monoid of non-zero-divisors R
Introduction
In a Noetherian ring, every non-zero-divisor that is not a unit can be written as a finite product of atoms (irreducible elements). However, usually such a factorization is not unique. Arithmetical invariants, such as sets of lengths, describe this nonuniqueness: If a ∈ R
• and a = u 1 · · · u k with atoms u 1 , . . . , u k , then k is a length of a, the set of lengths of a is denoted by L(a), and L(R • ) = { L(a) | a ∈ R • } is the system of sets of lengths. If there exists an element a with |L(a)| > 1, then |L(a n )| > n for every n ∈ N. Therefore the system of sets of lengths either consists of singletons, so that L(R • ) = { {n} | n ∈ N 0 } (except in the trivial case where R
• is a group), or the cardinalities of its elements are unbounded.
arithmetical maximal orders was undertaken in [Sme13 Sme13, BS15 BS15] ; the existence of a transfer homomorphism was shown under a (sufficient) condition that becomes trivial in the cases considered before. Again, the transfer homomorphism is to a monoid of zero-sum sequences over a subset C M of an abelian group C. Natural noncommutative generalizations of commutative Dedekind domains are hereditary Noetherian prime (HNP) rings and Dedekind prime rings (rings such that every nonzero submodule of a left or right progenerator is a progenerator). Every HNP ring is an order in its simple Artinian ring of quotients; a ring is a Dedekind prime ring if and only if it is an HNP ring and a maximal order. A ring is bounded if every essential left or right ideal contains a nonzero two-sided ideal. In this paper we extend the transfer result for commutative Dedekind domains to bounded HNP rings (under a sufficient condition).
For Dedekind prime rings there exists a well-developed multiplicative ideal theory for two-sided as well as one-sided ideals, originating with pioneering work of Asano. In particular, bounded Dedekind prime rings are arithmetical maximal orders, and hence the results of [Sme13 Sme13, BS15 BS15] are applicable in principle. However, to make effective use of these results it is necessary to understand the sufficient condition appearing in the transfer result for arithmetical maximal orders, as well as C M and C, in terms of more natural invariants of Dedekind prime rings.
In [Sme13 Sme13] , this was done in the more special setting where R is a classical maximal order over a holomorphy ring O in a central simple algebra over a global field. In this case the sufficient condition for the existence of a transfer homomorphism is for every stably free right R-ideal to be free. The group C is isomorphic to a ray class group of O, and C = C M . Moreover, when O is a ring of algebraic integers, the condition for the existence of the transfer homomorphism is not only sufficient but also necessary by [Sme13 Sme13, Theorem 1.2]. If the condition fails, several arithmetical invariants, which are finite otherwise, are infinite.
For the more general class of HNP rings, the multiplicative ideal theory of two-sided ideals has been investigated. We refer the reader to [LR11 LR11, §22] , and also mention [Rum01 Rum01, AM16 AM16, RY16 RY16] for samples of recent progress in noncommutative multiplicative ideal theory. However, a one-sided ideal theory seems not to have been developed.
In this paper, in lieu of an ideal-theoretic approach, our method for constructing a transfer homomorphism is module-theoretic in nature. We make extensive use of the structure theory of finitely generated projective modules over HNP rings, which can be viewed as a far-reaching generalization of Steinitz's theorem. This theory was developed over the last decades, chiefly by Eisenbud, Levy, and Robson, and is presented in the monograph [LR11 LR11] .
We obtain a transfer homomorphism for bounded HNP rings in which every stably free right R-ideal is free. (In fact, the method works a little bit beyond the bounded case.) This is the main result of the present paper, and it is given in Theorems 4.4 4.4 and 4.10 4.10 and Corollary 4.13 4.13. It implies that results on the system of sets of lengths and catenary degrees in monoids of zero-sum sequences carry over to bounded HNP rings, as long as every stably free right ideal is free.
In Section 2 2 we recall the main results on finitely generated projective modules over HNP rings, as they are used in the present paper. The necessary basic notions from factorization theory are also recalled.
In Section 3 3, for a HNP ring R, we define a class group C(R) as a subquotient of K 0 mod fl (R), where mod fl (R) denotes the category of (right) R-modules of finite length. If R is commutative, it is easily seen that C(R) is isomorphic to the ideal class group as it is traditionally defined. The main result in this section is Theorem 3.15 3.15, which shows that C(R) is isomorphic to the ideal class group G(R) as defined in [LR11 LR11 ] as a direct summand of K 0 (R). Moreover, we show that the distinguished subset G max (R) ⊂ G(R), which appears in the construction of a transfer homomorphism, is preserved under Morita equivalence and passage to a Dedekind right closure. The results of Section 3 3 hold for all HNP rings; no additional restrictions (such as boundedness) are imposed.
Section 4 4 contains the main results of the paper. We construct a transfer homomorphism for bounded HNP rings in which every stably free right R-ideal is free in Theorem 4.4 4.4. The natural class group to use in the construction is C(R), but by the results from the previous section it is isomorphic to G(R). The possible existence of non-trivial cycle towers complicates matters compared to the special case of bounded Dedekind prime rings; the combinatorial Lemma 3.18 3.18 is crucial. In the case of classical hereditary orders, some of the results can also be derived from earlier work of Estes [Est91 Est91 ] together with results on congruence monoids; see Remark 4.5 4.5(6) (6). Catenary degrees require additional work and are dealt with in Section 4.1 4.1.
Bounded Dedekind prime rings form the class of rings in the intersection between arithmetical maximal orders and HNP rings. Thus, to such rings the results from Section 4 4 as well as the results for arithmetical maximal orders in [Sme13 Sme13, BS15 BS15] apply. In Section 5 5, we show how the results of [Sme13 Sme13, BS15 BS15] can be applied to deduce some of the conclusions in Section 4 4 in the special case of bounded Dedekind prime rings. This section depends on the results from Section 3 3 but not on those from Section 4 4.
We remark again that the approach in the present paper (for HNP rings) and the one in [Sme13 Sme13, BS15 BS15] (for arithmetical maximal orders) are somewhat different. The former is ring-and module-theoretic in nature and restricted to dimension 1. The latter pursues a monoid-and ideal-theoretic viewpoint, through the Brandt groupoid, and, while not being limited to dimension 1, is limited to maximal orders. However, for bounded Dedekind prime rings, in the end both approaches yield essentially the same transfer homomorphism.
Finally, in Section 6 6, we give some examples showing different behavior in nonbounded HNP rings. For instance, if R is a bounded HNP ring in which every stably free right R-ideal is free and G(R) is trivial, then R is half-factorial, that is, the length of a factorization of an element is uniquely determined. (This is a trivial consequence of the results in Section 4 4.) In Proposition 6.3 6.3, we show that, if the condition 'bounded' is dropped, there exist counterexamples. In particular, for these examples, there does not exist a transfer homomorphism to a monoid of zero-sum sequences over a subset of the class group. In Example 6.4 6.4, we construct an explicit such example in a 2 × 2-matrix ring over a basic idealizer of the first Weyl algebra.
Throughout the paper, let R be a hereditary noetherian prime (HNP) ring. To avoid trivial cases, we assume that R is non-Artinian.
Background and Notation
By N 0 we denote the set of nonnegative integers, and by N the set of positive integers. The symbol ⊂ denotes an inclusion of sets that is not necessarily proper. By a monoid we mean a semigroup with identity. All monoids in this paper are moreover assumed to be cancellative. As a general reference for noncommutative Noetherian rings we use [MR01 MR01] , for HNP rings [LR11 LR11 ].
An HNP ring R has a simple Artinian quotient ring q(R). To avoid trivial cases, we assume that R is not Artinian, that is, R = q(R). By q(R)
× we denote the unit group of q(R). For a subset X ⊂ q(R) we write X
• for the subset of non-zero-divisors of q(R) contained in X. We recall that q(R)
• = q(R) × and hence
× is the multiplicative monoid of all non-zero-divisors of R. In particular, a non-zero-divisor of R remains a non-zero-divisor in q(R).
In noncommutative rings, the behavior of zero-divisors can be quite pathological. However, for HNP rings this is not the case. For a ∈ R the following are equivalent: (a) a is a zero-divisor (b) a is a left zero-divisor (c) a is a right zero-divisor. (This is a consequence of R being a prime Goldie ring.) It follows that every multiple of a zero-divisor is a zero-divisor. Consequently, every left or right divisor of a non-zero-divisor is a non-zero-divisor. Thus, R
• , as a submonoid of R, is closed under taking left or right divisors. For a, b ∈ R
• , we have aR ⊂ bR if and only if aR
• ⊂ bR • . Moreover, if a ∈ R • and b ∈ R with aR = bR, then also b ∈ R • .
A right R-submodule I ⊂ q(R)
× is a fractional right R-ideal if there exist x, y ∈ q(R) such that x ∈ I and yI ⊂ R. It is a right R-ideal if moreover I ⊂ R. In other words, a right R-ideal is a right ideal of R that contains a non-zero-divisor. A right ideal I of R contains a non-zero-divisor if and only if it is an essential submodule of R, which in turn is equivalent to udim I = udim R. The ring R is right bounded if every right R-ideal contains a nonzero (two-sided) ideal of R. It is bounded if it is left and right bounded.
By an (R-)module, without further qualification, we mean a right R-module. We will make use of the theory of finitely generated projective modules over an HNP ring, as given by Levy and Robson in [LR11 LR11] . Recall that two projective modules P and Q are stably isomorphic if there exists an n ∈ N 0 such that P ⊕ R n ∼ = Q ⊕ R n .
Levy and Robson give a description of the stable isomorphism classes of finitely generated projective modules by means of two independent invariants: The Steinitz class, which is an element of an abelian group, and the genus. The genus is a vector of nonnegative integers, defined in terms of the isomorphism classes of simple modules of R. We briefly recall the definition of the genus. Let V and W be two simple modules, and let (V ) and (W ) denote their isomorphism classes. If Ext 1 R (V, W ) = 0, then W is a successor of V , and V is a predecessor of W . Every unfaithful simple module has a unique predecessor (up to isomorphism). If a simple module V has an unfaithful successor W , then W is the unique successor of V up to isomorphism. We tacitly apply the terminology of predecessors, successors, and so on to simple modules as well as to isomorphism classes of simple modules. Let (V ) + denote the unique unfaithful successor of (V ), if it exists.
Definition 2.1. An (R-)tower of length n ∈ N is a finite sequence (W 1 ), . . . , (W n ) of isomorphism classes of simple modules such that (i) the (W i ) are pairwise distinct, (ii) (W i ) is the unique unfaithful successor of (W i−1 ) for all i ∈ [2, n], (iii) the sequence (W 1 ), . . . , (W n ) is maximal with respect to (i) and (ii).
If T is a tower, we write |T | for its length. A tower is trivial if its length is 1. Towers take one of the following two forms:
(i) In a faithful tower, W 1 is faithful, while W 2 , . . . , W n are unfaithful. The last module, W n , has no unfaithful successor. Thus, the tower is linearly ordered by the successor relationship. (ii) In a cycle tower, W 1 is the unfaithful successor of W n . Thus, all the modules in the tower are unfaithful, and the tower is cyclically ordered by the successor relationship. Note that a cyclic permutation of the tower again gives a cycle tower. We will consider two cycle towers to be the same if they are cyclic permutations of each other. The (isomorphism class of the) module W 1 is the top of the tower, while W n is the base of the tower. For a cycle tower this depends on the arbitrary choice of starting point of the enumeration of the cyclically ordered set.
With the convention that cyclic permutations of cycle towers are considered to be the same tower, every isomorphism class of a simple module is contained in a unique tower.
Let P be a finitely generated projective module. If W is an unfaithful simple module, then M = ann R (W ) is a maximal ideal of R and R/M is a simple Artinian ring. Thus, the R/M -module P/P M has finite length. We define the rank of P at W , denoted by ρ(P, W ), to be the length of P/P M . For the zero module, we define ρ(P, 0) = udim P . Let modspec(R) denote a set of representatives of the isomorphism classes of unfaithful simple modules, together with the zero module. We use the notation e (W ) for the vector in N modspec R 0 which has a 1 in the coordinate corresponding to the isomorphism class (W ) and zeroes everywhere else. Then
is the genus of P . If T is a tower, we define
The genus of a nonzero finitely generated projective module P has two properties: (i) It has almost standard rank, that is, for all but finitely many W ∈ modspec(R), it holds that
(ii) It has cycle standard rank, that is, for all cycle towers T , it holds that
The genus can take arbitrary values subject to these two conditions and udim P > 0. The value of Ψ(P ) only depends on the stable isomorphism class of P . Moreover, Ψ(P ⊕ Q) = Ψ(P ) + Ψ(Q) for finitely generated projective modules P and Q. Thus, the genus extends to a group homomorphism Ψ + from the Grothendieck group K 0 (R) to a direct product of copies of Z. We define the ideal class group G(R) of R as G(R) = ker(Ψ + ). If P is a finitely generated projective module, we write [P ] for its class in K 0 (R).
A base point set B for R is a set consisting of exactly one finitely generated projective module in each genus of nonzero finitely generated projective modules that is closed under direct sums (up to isomorphism). Given a base point set B, to each nonzero finitely generated projective module P we can associate a Steinitz class S(P ) = [P ] − [B(P )] ∈ G(R). Here, B(P ) denotes the unique module in B for which Ψ(B(P )) = Ψ(P ). We set S(0) = 0. The definition of the Steinitz class depends on the choice of the base point set, which is not canonical in general. We will always assume a fixed but unspecified choice of base point set. 
Remark 2.3. R is a Dedekind prime ring if and only if all towers are trivial. Then cycle standard rank forces Ψ(P ) to be completely determined by udim P , and G(R) is just the usual ideal class group, defined as ker(udim :
called locally free class group in the setting of orders in central simple algebras). We recover the well-known result that the stable isomorphism class of a nonzero finitely generated projective module over a Dedekind prime ring is uniquely determined by its ideal class and its uniform dimension (rank).
If P is a finitely generated projective module and M is a maximal submodule of P , we can use results from [LR11 LR11, §32] to express the genus of M in terms of the genus of P and the simple module P/M as follows. This will be particularly useful when P = R and M is a maximal right ideal.
Lemma 2.4. Let V be a simple module, let P be a nonzero finitely generated projective module, and let M P be a maximal submodule such that P/M ∼ = V . Let X be an unfaithful simple module.
Proof. We note that the proof of [LR11 LR11, Lemma 32.15(iii)] only requires that Ext 1 R (V, X) = 0 and that ann R (X) = ann R (V ). This implies ρ(M, X) = ρ(P, X) if X is neither the unfaithful successor of V , nor X ∼ = V . Thus, we still have to show the claim if X is an unfaithful successor of V or X ∼ = V .
Suppose first that V is contained in a trivial tower. If V is faithful, then it has no unfaithful successor (by triviality of the tower) and X V due to X being unfaithful. Hence in this case there is nothing left to show, and we may suppose that V is unfaithful. Because the tower is trivial, X ∼ = V is the only remaining possibility. Then ρ(M, V ) = ρ(P, V ) due to cycle standard rank and udim M = udim P .
Suppose now that V is contained in a non-trivial tower. If V ∼ = X, then the proof of [LR11 LR11, Lemma 32.15(i)] goes through and implies ρ(M, V ) = ρ(P, V ) − 1. If X is an unfaithful successor of V , then, as in [LR11 LR11, Lemma 32.14(i)], there exists N ⊂ M such that M/N ∼ = X and P/N is uniserial. Now [LR11 LR11, Lemma 32.15(ii)] implies ρ(M, X) = ρ(P, X) + 1.
As an immediate consequence of the previous lemma, we have the following. Corollary 2.5. Let V be a simple module, let P be a nonzero finitely generated projective module, and let M P be a maximal submodule such that P/M ∼ = V .
(1) If V is contained in a trivial tower, then Ψ(M ) = Ψ(P ).
(2) If V is contained in a non-trivial tower, then
or V is any but the top or bottom of a faithful tower,
if V is the bottom of a faithful tower.
With the convention e (V ) = 0 if V is faithful and e (V )
Occasionally, we will also need the following. Recall that for a cycle tower the choice of top is arbitrary, but for a faithful tower the faithful simple module is the top.
Lemma 2.6. Let P be a finitely generated projective module. Let T be a tower with top V . If ρ(P, V ) = 0, then there exists a submodule P ⊂ P such that P/P is a uniserial module with composition series, from top to bottom, precisely the modules of T .
Proof. By [LR11 LR11, Lemma 32.18].
A module M is stably free if M is stably isomorphic to R m for some m ∈ N 0 . That is, there exists n ∈ N 0 such that
Since m = udim(M ), any nonzero stably free right ideal I of R satisfies udim I = udim R, and is therefore a right R-ideal. Note that a finitely generated stably free module M is necessarily finitely generated projective and udim(M ) is a multiple of udim(R). If udim(M ) ≥ 2 and M is stably free, then M is free by [LR11 LR11, Corollary 35.6]. Thus M can only be non-free but stably free if udim(M ) = udim(R) = 1, that is, R is a domain and M is isomorphic to a right R-ideal.
In Section 4 4, we will need to impose the condition that every stably free right R-ideal is free. By the previous paragraph, this is equivalent to every finitely generated stably free R-module being free. The notion is left/right symmetric by dualization of finitely generated projective modules. A ring having this property is sometimes called a Hermite ring (see [Lam06 Lam06, Chapter I.4 
]).
Each of the following conditions is sufficient for every stably free right R-ideal to be free: 
The set of atoms of H is denoted by A(H). If u ∈ A(H) and ε, η ∈ H × then also εuη ∈ A(H). If every non-unit of H can be written as a product of atoms, then H is atomic.
To be able to define arithmetical invariants, intended to measure the extent of non-uniqueness of factorizations in an atomic monoid, it is first necessary to give a precise definitions of factorizations of an element and of distances between factorizations. The following definitions were introduced in [Sme13 Sme13, BS15 BS15] in the setting of cancellative small categories. We recall them for monoids, as this will be sufficiently general for the present paper.
A first attempt may be to call an element of the free monoid on atoms of H, denoted by F * (A(H)), a factorization. Then the factorizations of an element a ∈ H are all those formal products in F * (A(H)) which, when multiplied out in H, give a as a product. This works well if H is reduced. However, in the presence of non-trivial units, this approach has two drawbacks. First, if u, v ∈ A(H) and ε ∈ H × , then trivially uv = (uε)(ε −1 v). It is more natural to consider these to be the same factorization (e.g., for the number of factorizations of a given element to be a more meaningful measure). Secondly, to avoid having to treat units as a special case, it is preferable for units to also have (trivial) factorizations. If H is reduced, the empty product is the unique factorization of 1 H . In the presence of other units, we need one such trivial factorization for each unit. The following definition takes care of both of these issues by 'tagging' an empty factorization with a unit, and by factoring out a suitable congruence relation to deal with the trivial insertion of units. We endow the cartesian product H × × F * (A(H)) with the following operation:
, we define a congruence ∼ by (ε, y) ∼ (ε , y ) if all of the following hold:
Definition 2.7. The quotient Z * (H) = H × × F * (A(H))/ ∼ is the monoid of (rigid) factorizations of H. The class of (ε, u 1 · · · u k ) in Z * (H) is denoted by εu 1 * · · · * u k . The symbol * also denotes the operation on Z * (H). There is a natural homomorphism
In particular, we may represent z as z = u 1 * · · · * u k with atoms u 1 , . . . , u k , omitting the unit at the beginning, as long as 
The restriction to chains of finite lengths corresponds to the fact that we consider representations of a as finite products. The restriction to maximal such chains corresponds to the factors being atoms.
We now recall the concept of a (weak) transfer homomorphism in a setting sufficiently general for the present paper. See [BS15 BS15 ] for a more general definition. Definition 2.9. Let H be a monoid and let T be a reduced commutative monoid.
(1) A homomorphism θ : H → T is called a transfer homomorphism if it has the following properties: (T1) θ is surjective and θ
homomorphism if it has the following properties: (T1) θ is surjective and θ
If T is atomic, every transfer homomorphism θ : H → T is also a weak transfer homomorphism. If θ is a (weak) transfer homomorphism and u ∈ H, then u ∈ A(H) if and only if θ(u) ∈ A(T ). If θ : H → T is a transfer homomorphism and
Thus, a transfer homomorphism θ induces a surjective homomorphism Z * (H) → Z * (T ). To define more fine grained arithmetical invariants than those based on sets of lengths, it is necessary to be able to compare two factorizations of an element. For this, we use distances between factorizations.
is a free abelian monoid with basis X and x, y ∈ F , then x = x 0 z and y = y 0 z with z = gcd(x, y) and suitable cofactors x 0 , y 0 ∈ F . We set For any distance we can now define a catenary degree.
Definition 2.12 (Catenary degree). Let H be atomic and let d be a distance on H.
(1) Let a ∈ H and z, z ∈ Z * (H). A finite sequence of rigid factorizations z 0 , Let θ : H → T be a transfer homomorphism. We say that two factorization
. This is equivalent to z and z lying in the same fiber of the natural extension of θ to
Definition 2.13 (Catenary degree in the fibers). Let d be a distance on H and suppose that H is atomic. Let T be a reduced commutative monoid, and let θ : H → T be a transfer homomorphism.
(1) An N -chain in the (permutable) fiber of z is an N -chain all of whose factorizations lie in the fiber of z. (2) We define c d (a, θ) to be the smallest N ∈ N 0 ∪ {∞} such that, for any two rigid factorizations z, z of a lying in the same fiber, there exists an N -chain in the fiber between z and z . The catenary degree in the (permutable) fibers is
we denote the system of sets of lengths. Several arithmetical invariants are defined in terms of the system of sets of lengths.
For The following theorem shows that transfer homomorphisms preserve many arithmetical invariants.
Theorem 2.14. Let H be a monoid, T an atomic reduced commutative monoid.
(T ) and all arithmetical invariants defined in terms of lengths coincide for H and T . (2) If θ : H → T is a transfer homomorphism, then
For not too coarse distances d, it is usually easy to obtain c d (H) ≥ c p (T ). The strength of (2) comes from the fact that, for interesting classes of monoids and rings, one is able to prove c d (H, θ) ≤ N for some small constant N (say, N = 2). Then the catenary degree of H is equal to that of T , unless c d (H) is very small.
We briefly recall monoids of zero-sum sequences. As codomains of transfer homomorphisms, these monoids play a pivotal role in the study of non-unique factorizations. Let (G, +) be an additive abelian group and let G 0 ⊂ G be a subset. In the tradition of combinatorial number theory, an element of the, multiplicatively written, free abelian monoid (
Remark 2.15. If H is a commutative Krull monoid, G is its divisor class group, and G 0 ⊂ G is the set of classes containing prime divisors, then there exists a transfer homomorphism θ : Monoids of zero-sum sequences are studied using methods from combinatorial and additive number theory. We refer to [GHK06 GHK06, Ger09 Ger09, Gry13 Gry13] as starting points in this direction. By Theorem 2.14 2.14, results about their factorization theory carry over to monoids which possess a transfer homomorphism to monoids of zero-sum sequences. Such monoids are called transfer Krull monoids in [Ger15 Ger15] .
If G 0 is finite, the main results about B(G 0 ) are the finiteness of several arithmetical invariants [Ger15 Ger15, Theorem 4.5] and the structure theorem for sets of lengths [Ger15 Ger15, Theorem 5.3], which implies that sets of lengths are almost arithmetical multiprogressions with differences d ∈ ∆(B(G 0 )). Motivated by rings of algebraic integers, the main attention however has been on the case where G = G 0 is a finite abelian group. In this case, ∆(B(G)) is a finite interval starting at 1 (if it is non-empty) and, under weak assumptions on G, it has been shown that ∆(B(G)) = [1, c p (B(G)) − 2]. Many arithmetical invariants of B(G) can be expressed in terms of the Davenport constant of G.
Class groups and modules of finite length
In this section we introduce a class group C(R), together with a distinguished subset C max (R), in terms of modules of finite length. In the next section, C(R) will be used to construct a transfer homomorphism. Here, we show that C(R) is isomorphic to the ideal class group G(R) as defined in [LR11 LR11] . The subset C max (R) corresponds to a subset G max (R), and we show that G max (R) and G(R) are preserved under Morita equivalence and passage to a Dedekind right closure.
The modules of finite length, as a full subcategory of the category of R-modules, form an abelian category, denoted by mod fl (R). This category has an associated Grothendieck group K 0 mod fl (R). The Jordan-Hölder Theorem implies that K 0 mod fl (R) is a free abelian group with basis the isomorphism classes of simple R-modules. We use additive notation for K 0 mod fl (R) and write classes in K 0 mod fl (R) using round parentheses; thus, if M is a module of finite length, we write
We write S(R) for the set of isomorphism classes of simple R-modules. For a set Ω, we write F M (Ω) for the free abelian monoid with basis Ω, and F G (Ω) for the free abelian group with basis Ω. With this notation K 0 mod fl (R) = F G (S(R)). For a tower T , we set (T ) = (V )∈T (V ) ∈ K 0 mod fl (R). We write T (R) for the set of all towers (as usual, identifying cyclic permutations of a cycle tower). Note that { (T ) | T ∈ T (R) } forms a Z-linearly independent subset of F M (S(R)). Thus, the submonoid of F M (S(R)) generated by the towers is isomorphic to the free abelian monoid on towers. In this way we can embed
We shall identify by means of these embeddings.
Lemma 3.1. There exists a homomorphism of abelian groups
such that whenever M is a module of finite length and M ∼ = P/Q with finitely generated projective modules P and Q, then
Proof. Let M be a module of finite length, and suppose that M ∼ = P/Q ∼ = P /Q with P , Q, P , and Q finitely generated projective modules. Then Schanuel's Lemma implies P ⊕ Q ∼ = P ⊕ Q, and hence
, the map Φ 0 is additive on short exact sequences. By the universal property of the Grothendieck group, there exists
(2) Let Q ⊂ P be finitely generated projective modules. Then the following statements are equivalent:
is the free abelian group on isomorphism classes of simple modules, we have
with n (V ) ∈ Z almost all zero. Thus, by Corollary 2.5 2.5,
where we use the notational convention e (V ) = 0 if (V ) is the top of a faithful tower, and e (V ) + = 0 if (V ) is the bottom of a faithful tower. Hence, Ψ + •Φ 0 ((M )−(N )) = 0 if and only if n (V ) = n (W ) whenever (V ) and (W ) are contained in the same tower. This is the case if and only if
(2) follows from (1) and
Definition 3.3. A right R-ideal I is in the principal genus if Ψ(I) = Ψ(R).

By Proposition 3.2 3.2, a right R-ideal I is in the principal genus if and only if (R/I) ∈ F M (T (R))
. If I is in the principal genus, then I is a progenerator. The converse is not true.
A cyclic module R/I with I a right ideal of R has finite length if and only if I is a right R-ideal. In particular, a cyclically presented module, that is, a module of the form R/aR with a ∈ R, has finite length if and only if a ∈ R
• . We write P(R) for the submonoid of K 0 mod fl (R) consisting of all (R/aR) with a ∈ R
• . (This is indeed a submonoid, because (R/aR) + (R/bR) = (R/aR) + (aR/abR) = (R/abR) for a, b ∈ R
• .) We write P(R) for the quotient group of P(R), which is the subgroup of K 0 mod fl (R) generated by P(R). Classes in the factor group K 0 mod fl (R)/ P(R) will be denoted using angle brackets, that is, for a module M of finite length, we write
(We also use angle brackets to denote a subgroup generated by a set, as on the right hand side of the previous equation, but there should be no confusion.) For a tower T , we abbreviate (T ) as T .
We make an easy observation about the kernel of Φ 0 .
Lemma 3.4. We have
With this, we are able to define a class group in terms of modules of finite length.
The group K 0 mod fl (R)/ P(R) may be viewed as a sort of class group in the sense 'right R-ideals modulo principal right R-ideals', except that instead of a right R-ideal I one considers (the composition series of) R/I. The group C(R) may be viewed as 'right R-ideals in the principal genus modulo principal right R-ideals'. For the construction of a transfer homomorphism in the setting of HNP rings, it turns out that C(R) is the correct class group to use. Remark 3.6. If R is a Dedekind prime ring, then every tower is trivial, every right R-ideal is in the principal genus, K 0 mod fl (R) = F G (S(R)) = F G (T (R)), and K 0 mod fl (R)/ P(R) = C(R). If R is a commutative Dedekind domain, then I = ann R (R/I), and it is easy to see that K 0 mod fl (R)/ P(R) = C(R) is isomorphic to the group of fractional R-ideals modulo the principal fractional R-ideals. (This is a special case of Lemma 5.3 5.3 below.)
The main result in this section, Theorem 3.15 3.15 below, implies C(R) ∼ = G(R). For the proof of this, several intermediate steps are needed. Let us first consider the image of Φ 0 . Observe that the uniform dimension gives a homomorphism of abelian groups udim : 
Thus we have shown im Φ 0 = ker(udim). We now show the isomorphism on the right hand side. Let T F (R) denote the set of all faithful towers, and T C (R) the set of all cycle towers. By almost standard rank, and additivity of rank and Steinitz class, there exists a homomorphism
. This homomorphism restricts to ker(udim) to give a homomorphism
Since Steinitz class and rank determine the stable isomorphism class of a finitely generated projective module, α is injective. For a cycle tower
(1) and we claim equality.
It suffices to show that each of the summands in Equation (1 1), with the remaining components set to zero, is contained in the image of α. For g ∈ G(R), note that since Steinitz class and rank are independent invariants of finitely generated projective modules, there exists a finitely generated projective module P with Ψ(P ) = Ψ(R) and
Let T be a non-trivial cycle tower, represented by pairwise non-isomorphic simple modules W 1 , . . . , W n with W i an unfaithful successor of
If T is a non-trivial faithful tower, represented by pairwise non-isomorphic simple modules W 1 , . . . , W n with W i a successor of W i−1 for all i ∈ [2, n], we see, again using Corollary 2.5 2.5, that (0, e (W 2 ) ), (0, e (W i+1 ) − e (W i ) ) for i ∈ [2, n − 1], and (0, −e (Wn) ) are contained in the image of α. These vectors span the Z |T |−1 -factor corresponding to T .
Remark 3.8. Let 0 = P be a finitely generated projective module and let n = udim(P ). Let K (n) 0 (R) denote the subgroup generated by all stable isomorphism classes of finitely generated projective modules of uniform dimension n. Then
We now study some properties of I/J when J ⊂ I are fractional right R-ideals. Several basic properties follow immediately by considering composition series. 
We first consider the case where
• , we have aJ ⊂ aR ⊂ R. Hence R/aJ = R/aR + aR/aJ = aR/aJ . Finally, aR/aJ = R/J , and so, altogether R/J = R/J . Now let I be an arbitrary right R-ideal. Since R satisfies the left Ore condition with respect to R
• and I is finitely generated, there exists
The previous lemma shows that there is no harm in symbolically extending the definition of I/J to arbitrary fractional right R-ideals I and J (without requiring J ⊂ I) in the following way. Recall that, for I and J fractional right R-ideals, there always exists some x ∈ q(R) × such that xJ ⊂ I.
Definition 3.10. If I and J are fractional right R-ideals, and x ∈ q(R) × is such that xJ ⊂ I, we define
Obviously, the conclusion of Lemma 3.9 3.9 still holds with the extended definition. We also need the following properties. , and then Lemma 3.9 3.9 implies the claim. We may therefore assume udim R = 1, and hence that R is a domain. We may without restriction assume I, J ⊂ R. We show more generally: If I, J, K are right R-ideals such that J ⊕ K ∼ = R ⊕ I, then K/I = R/J ; this allows us to treat two cases that would otherwise occur as one. Let α : J ⊕ K → R ⊕ I be an isomorphism, and denote by p : R ⊕ I → R the projection onto R along I. Write β = p • α for the composition, and note that ker(β) ∼ = I.
We view J and K as submodules of J ⊕K in the canonical way. Since β(J ⊕K) = R, at least one of β(J) and β(K) must be nonzero. Assume first that β(J) = 0.
is projective, and we have J ∼ = β(J) ⊕ ker(β| J ). But since udim J = 1 and β(J) = 0, it follows that ker(β| J ) = 0 and hence J ∼ = β(J) via β. Now consider the induced epimorphism
We can reduce to the previous case by swapping the roles of K and J, and obtain J/I = R/K . But then I/J = K/R . Adding R/I to both sides, we again find R/J = K/I . 
Proof. (1) We proceed by induction on n. If n = 0, let J = I. Suppose now n ≥ 1 and that the claim holds for n − 1. By induction hypothesis, there exists a right R-ideal J such that J ⊂ I and (I/J ) = (T 1 ) + · · · + (T n−1 ). Since (I/J ) ∈ F M (T (R)), we have Ψ(J ) = Ψ(I) = Ψ(R) by Proposition 3.2 3.2(2) (2). Hence ρ(J , X) = ρ(R, X) > 0 for all unfaithful simple modules X. By Lemma 2.6 2.6, there exists J ⊂ J such that (J /J) = (T n ) and the first claim follows.
(2) Since F G (T (R)) is the quotient group of F M (T (R)), the claim follows immediately from (1).
(3) By (2), any element of C(R) = F G (T (R))/ P(R) can be written in the form R/I − R/J with I, J right R-ideals in the principal genus. Let a ∈ J
• . Then − R/J = J/R = J/aR . Since (R/aR) and (R/J) ∈ F M (T (R)), also
Remark 3.14. If R is a Dedekind prime ring then F M (S(R)) = F M (T (R)). Thus, if M is a module of finite length, then (M ) = (R/I) for some right R-ideal I by (1). If R is not a Dedekind prime ring, this is no longer true in general. For instance, if V is an unfaithful simple module that is contained in a non-trivial cycle tower and ρ(R, V ) = 1, then (V ) + (V ) cannot be represented by a cyclic module. (If I ⊂ R is a right R-ideal with R/I ∼ = V , then ρ(I, V ) = 0 by Corollary 2.5 2.5.)
We are now ready to prove the main theorem of this section. Recall that the uniform dimension gives a homomorphism of abelian groups udim :
Theorem 3.15. Let R be an HNP ring. There exists an isomorphism of abelian groups
for all right R-ideals I, and
The isomorphism Φ restricts to an isomorphism
Proof. Since P(R) ⊂ ker(Φ 0 ) is immediate from the definitions and im Φ 0 = ker(udim) by Lemma 3.7 3.7, the map Φ 0 induces an epimorphism
We show that Φ is a monomorphism. (2) To obtain a transfer homomorphism, we will later have to impose the condition that every stably free right R-ideal is free. In this case, [I] = 0 implies that I is principal, and hence R/I = 0. Thus, under this additional condition, the proof of the injectivity of Φ simplifies significantly.
The following observation is useful in connection with Theorem 4.4 4.4(2) (2) and (3) 
Proof. By Lemma 3.4 3.4, the monoid P(R) is a submonoid of the free abelian monoid F M (T (R)). If we show that the inclusion is a divisor homomorphism, it follows that P(R) is a Krull monoid. Thus we have to show: To show that the inclusion is cofinal, we need to show: If T is a tower, then there exists an element a ∈ R
• such that (R/aR) = (T )+(X) with (X) ∈ F M (T (R)). Let T be a tower. By Lemma 2.6 2.6, there exists a right R-ideal I such that (R/I) = (T ). Any a ∈ I
• has the required property.
3.1. A crucial lemma. We now prove a combinatorial lemma that will yield Lemma 3.19 3.19 about modules of finite length below. The latter lemma will be vital in the construction of a transfer homomorphism in Section 4 4. The combinatorial lemma says that, if a finite cyclic group C n with generator g is covered by l arithmetic progressions with difference g, then there exist pairwise disjoint (possibly empty) starting segments of these arithmetic progressions which cover C n .
Lemma 3.18. Let n ∈ N, let (C n , +) be a cyclic group of order n, and let g be a generator of 
We now show
We may without loss of generality assume s ≥ t, and subsequently t = 0. Thus 
Since the composition factors of U may be labeled cyclically, the following lemma is an easy consequence of the previous one. Due to its importance in the sequel, we state the proof anyway.
Lemma 3.19. Let M be a module of finite length. Suppose that there is a cycle tower T such that (M ) = (T ) + (X) with
Proof. We show (1); the proof of (2) is analogous. Grouping indecomposable summands by their towers, we see that M = M T ⊕ M 0 with all composition factors of M T belonging to T , and all composition factors of M 0 belonging to towers other than T . Without restriction, we may assume M = M T .
Let n be the length of T , and label a set of representatives for the isomorphism classes of simple modules of T by W (1), . . . , W (n), where a denotes the residue class of a in Z/nZ, and W (a + 1) is the successor of W (a). Let M = U 1 ⊕ · · · ⊕ U l with uniserial modules U 1 , . . . , U l . For i ∈ [1, l], let k i + 1 be the length of U i , and denote the submodules of U i by
It follows that
3.2. Tower-maximal right R-ideals. In this subsection, we introduce subsets G max (R) of G(R) and C max (R) of C(R), which will play an important role in the construction of a transfer homomorphism. Moreover, we show that these sets are preserved under passage to a Morita equivalent ring or a Dedekind right closure. Proof. (b) ⇒ (a): By Proposition 3.2 3.2(2) (2), we have Ψ(Q) = Ψ(P ). Since (P/Q) = (T ), the same proposition implies that the module Q is maximal with respect to this property.
Suppose every faithful tower is trivial. (a) ⇒ (b): By Proposition 3.2 3.2(2) (2), we have (P/Q) = (T 1 ) + · · · + (T n ) for some towers T 1 , . . . , T n with n ≥ 1. If one of the T i is a cycle tower, then Lemma 3.19 3.19(2) (2) implies that there exists a module M such that Q ⊂ M ⊂ P and (P/M ) = (T i ). If all of the T i are faithful towers, let M be a maximal submodule of P with Q ⊂ M ⊂ P and let i ∈ [1, n] be such that (M ) belongs to (T i ). Since T i is trivial by assumption, again (P/M ) = (T i ).
Since (P/M ) = (T i ), Proposition 3.2 3.2(2) (2) implies Ψ(M ) = Ψ(P ). Since Q is maximal with this property, Q = M . Hence n = 1 and (P/Q) = (T i ) = (T 1 ).
Definition 3.21. Let I be a right R-ideal.
(1) I is maximal in the principal genus if I R is maximal among proper right R-ideals in the principal genus.
(2) I is tower-maximal if (R/I) = (T ) for some tower T .
Note that, while (R/I) = (T ) for a tower-maximal right R-ideal I, it is not necessary for R/I to be uniserial.
By Lemma 3.20 3.20, every tower-maximal right R-ideal is maximal in the principal genus. If every faithful tower is trivial, the converse is also true. However, in general, a right R-ideal which is maximal in the principal genus need not be tower-maximal. (Counterexamples are given in the construction in Proposition 6.3 6.3 and by x(x − y)R in Example 6.4 6.4.)
Before considering the behavior of G max (R) under Morita equivalence and passage to a Dedekind right closure, let us recall the notion of the genus class group (see [LR11 LR11, §25] ). Let 0 = P be a finitely generated projective module, and define
Since any finitely generated projective module X with udim(X) = udim(P ) is isomorphic to a submodule of P , in fact gcg
gcg(P ) we define an operation P by [Z] = [X] P [Y ] if and only if
, where the operation on the right hand side is the usual one in K 0 (R). With the operation P , the set gcg(P ) is an abelian group with zero element [P ]. The group gcg(P ) is the genus class group of P .
If 0 = P , Q are two finitely generated projective modules, then (gcg(P ), P ) ∼ = (gcg(Q), Q ). The isomorphism is given as follows: If [X] ∈ gcg(P ), then there exists a finitely generated projective module Y such that Ψ(Y ) = Ψ(Q) and
S(Y ) = S(X) + S(Q) − S(P ). The class [X] in gcg(P ) is mapped to [Y ] in gcg(Q).
Let gcg max (P ) denote the subset of gcg(P ) consisting of all classes which contain a submodule M of P such that (P/M ) = (T ) for some tower T .
(Note that Ψ(M ) = Ψ(P ) by Proposition 3.2 3.2(2) (2).) Recall that gcg(R) ∼ = G(R) through [I] → S(I) − S(R) = [I] − [R]. The set gcg max (R) is mapped to G max (R) under this isomorphism
Lemma 3.23. Let P and Q be progenerators. Under the isomorphism gcg(P ) → gcg(Q), the image of gcg max (P ) is gcg max (Q).
Proof. Let α : gcg(P ) → gcg(Q) denote the isomorphism as above. It suffices to show α(gcg max (P )) ⊂ gcg max (Q). The other inclusion follows by symmetry. Let M be a submodule of P such that (P/M ) = (T ) for some tower T . Since Q is a progenerator, Lemma 2.6 2.6 implies that that there exists N ⊂ Q such that (Q/N ) = (T ). 
Theorem 3.24. Let R and S be Morita equivalent HNP rings. Then G(R) ∼ = G(S), and under this isomorphism, the image of G max (R) is G max (S).
Proof. Since R and S are Morita equivalent, there exists a right R-module P R such that P is a progenerator and End(P R ) = S. Let R Q S = Hom(P R , R R ). The category equivalence from right R-modules to right S-modules is given by the functor − ⊗ R Q. The induced bijection between simple R-modules and simple S-modules preserves the tower structure; that is, it preserves the towers, their lengths, and their (cycle or faithful) types (see [LR11 LR11, Theorem 19.4 
]).
Let V be an unfaithful simple right R-module and let X be a finitely generated projective right R-module. Then ρ(X, V ) is the largest t ∈ N 0 such that there exists an epimorphism
Thus, since the Morita equivalence induces an isomorphism of the lattice of right R-submodules of P and the lattice of right ideals of S, there exists an isomorphism of abelian groups gcg
and this isomorphism maps gcg max (P ) to gcg max (S). By the previous lemma, gcg R 
(R) and gcg S (S) ∼ = G(S), and the composed isomorphism G(R) → G(S) maps G max (R) to G max (S).
If S is a Dedekind right closure of R, we denote by τ :
]. This homomorphism restricts to an isomorphism G(R) → G(S)
, which we also denote by τ .
Theorem 3.25. Let R be an HNP ring and let S be a Dedekind right closure of R. Then there exists an isomorphism τ : G(R) → G(S) satisfying [X] → [X ⊗ R S].
This isomorphism maps G max (R) to G max (S).
Proof. The isomorphism τ : G(R) → G(S) is established in [LR11 LR11, Theorem 35.19].
We first show τ (G max (R)) ⊂ G max (S). Let g ∈ G max (R). Then g = [I] − [R] for some tower-maximal right R-ideal I. Thus (R/I) = (T ) for some tower T . Suppose that T consists of pairwise distinct isomorphism classes of simple modules (V 1 ), . . . , (V n ) such that (V i+1 ) is the unfaithful successor of (V i ) for all i ∈ [1, n − 1]. Since S is a Dedekind right closure of R, there exists a unique j ∈ [1, n] such that V j ⊗ R S is a simple module, and for all i = j we have V i ⊗ R S = 0.
Thus, S/IS ∼ = (R/I) ⊗ R S is simple, and IS is a maximal right S-ideal. Hence τ (g) = τ ([I] − [R]) = τ ([I]) − τ ([R]) = [IS] − [S] ∈ G max (S).
We now show 
Transfer homomorphism
In this section, we show that if R is a bounded HNP ring and every stably free right R-ideal is free, then there exists a transfer homomorphism from R
• to the monoid of zero-sum sequences over the subset C max (R) of the class group C(R). Moreover, the catenary degree in the fiber of this transfer homomorphism is at most 2. The transfer homomorphism is established in Theorem 4.4 4.4; its catenary degree in the fibers in Theorem 4.10 4.10.
We work in a somewhat more general setting than that of bounded HNP rings. Thus, in this section, we assume that the (non-Artinian) HNP ring R has the following two additional properties. 
If R is bounded or a Dedekind prime ring, then it trivially has property (F1) (F1). Consider property (F2s) (F2s). If W is unfaithful, then Ext
1 R (V, W ) = 0 implies that W is an unfaithful successor to V , which is unique up to isomorphism. In particular, in this case V and W belong to the same tower. Thus, the condition in property (F2s) (F2s) is trivially satisfied whenever W is unfaithful. In particular, every bounded HNP ring has property (F2s) (F2s). If C(R) = 0, then R trivially has property (F2) (F2), but not necessarily property (F2s) (F2s).
In the presence of property (F1) (F1), every unfaithful simple module has a unique successor, which is again unfaithful. Thus, for V and W belonging to different towers, Ext 1 R (V, W ) = 0 unless both V and W are faithful. Hence, in this case, (F2) (F2), respectively (F2s) (F2s), is equivalent to the same property where V and W are both faithful.
If R is a prime principal ideal ring, then it is a Dedekind prime ring with C(R) ∼ = G(R) = 0 and every stably free right R-ideal is free. In summary, sufficient conditions for R to have properties (F1) (F1) and (F2) (F2) are:
(i) R is a prime principal ideal ring, or (ii) R is a bounded HNP ring.
In the latter case R even has property (F2s) (F2s).
We begin with some lemmas that are mostly consequences of Lemma 3.19 3.19.
Lemma 4.1. Let J ⊂ I be right R-ideals and suppose that there is a tower, say T , such that (I/J) = (T ) + (X) with (X) ∈ F M (S(R)). (1) There exists a right R-ideal K with J ⊂ K ⊂ I such that (K/J) = (T ) for a tower T with T = T . Moreover, T and T are of the same type (faithful or cycle tower). If, in addition, T is a cycle tower or (F2s) (F2s) holds, then it is possible to choose K such that (K/J) = (T ). (1') There exists a right R-ideal L with J ⊂ L ⊂ I such that (I/L) = (T ) for a tower T with T = T . Moreover, T and T are of the same type. If, in addition, T is a cycle tower or (F2s) (F2s) holds, then it is possible to choose L such that (I/L) = (T ).
Proof. We show (1); the proof of (1') is analogous. Suppose first that T is a cycle tower. By Lemma 3. 
splits, and we may change the composition series so that F i /F i+1 = V . Inductively, we again achieve
In case (F2s) (F2s) holds, we argue analogously, but we consider isomorphism classes of simple modules instead of classes in C(R). In this way we achieve (F n−1 ) = (V ). 
. . , T n are cycle towers or (F2s) (F2s) holds. Then there exists a chain of right R-ideals I
= I 0 ⊃ I 1 ⊃ · · · ⊃ I n−1 ⊃ I n ⊃ J such that (I i−1 /I i ) = (T i ) for all i ∈ [1, n]. (3) If (X) = 0, then
there exists a chain of right R-ideals I
) and
Proof.
(1), (1'), (2), and (2'): By iterated application of the previous lemma. 
it follows that I 0 = I and that there exists a permutation σ ∈ S n with T i = T σ(i) for all i ∈ [1, n].
In the previous lemma, if the conditions of (2) (2) are satisfied, the statement of (3) (3) holds with σ = id as a trivial consequence of (2) (2). However, we will need to make use of (3) (3) even in the case where (F2s) (F2s) may not hold or faithful towers may exist.
Recall, from Theorem 3.15 3.15, that there exists an isomorphism C(R) Proof. By Proposition 3.2 3.2(2) (2), we have Ψ(J) = Ψ(I). Since
∼ → G(R). If T is a tower and I is an R-ideal with (R/I) = (T ), then φ T = S(I) − S(R)
we also have S(J) = S(I). Thus I and J are stably isomorphic. Hence I is stably free if and only if J is stably free. By our assumption that all stably free right R-ideals are free, therefore I is free if and only if J is free.
Theorem 4.4. Let R be an HNP ring with properties (F1) (F1) and (F2) (F2) and such that every stably free right R-ideal is free.
(1) There exists a transfer homomorphism θ : R
• → B(C max (R)) to the monoid of zero-sum sequences B(C max (R)), given as follows: For a ∈ R
• with (R/aR) = (T 1 ) + · · · + (T n ) for n ∈ N 0 and towers
(The product is the formal product in the free abelian monoid over C max (R).) (2) If (F2s) (F2s) holds, then θ :
Proof. We start by constructing the involved homomorphisms. Let θ : (R • , ·) → (P(R), +) be defined by θ(a) = (R/aR). Then θ(1) = 0 and θ(ab) = (R/abR) = (R/aR) + (aR/abR) = (R/aR) + (R/bR). Thus, θ is a homomorphism of monoids. Let π : (F G (T (R)), +) → (C(R), +) be the canonical epimorphism, which satisfies (R/I) → R/I for all right R-ideals I in the principal genus.
We define a surjective homomorphism β 0 : (F M (T (R)), +) → (F M (C max (R)), ·) by means of β 0 ((T )) = T for all towers T . Thus, if T 1 , . . . , T n are towers, then
where the product on the right hand side is the formal product in F M (C max (R)). Let σ : (F M (C max (R)), ·) → (C(R), +) be the sum homomorphism, which maps
the map β 0 restricts to a homomorphism β : P(R) → B(C max (R)). If S ∈ B(C max (R)), then there exist towers T 1 , . . . , T n such that S = T 1 · · · T n and T 1 + · · · + T n = 0 in C(R). By Lemma 3.13 3.13(1) (1), there exists a right R-ideal I such that (R/I) = (T 1 ) + · · · + (T n ). Then I is free by Lemma 4.3 4.3. Thus I = aR with a ∈ R
• , and β(R/aR) = S by construction. Therefore β is surjective. Finally, we set θ = β • θ : R
• → B(C max (R)). By definition of P(R), the map θ is surjective. Since β is surjective, so is θ. If a ∈ R
• with θ(a) = 1, then θ(a) = (R/aR) = 0. Hence aR = R, and a ∈ R × . Thus, property (T1) (T1) of a transfer homomorphism holds for θ and θ. 1 R) , . . . , (R/a k R) atoms of P(R) and k ≥ 1, then there exist u 1 , . . . , u k ∈ R
• and a permutation σ ∈ S k such that
Suppose that i ∈ [1, k] is such that (R/a i R) contains a faithful simple module W , that is, (R/a i R) = (W ) + (X) with (X) ∈ F M (T (R)). By Lemma 4.1 4.1(1') (1'), there exists a maximal right R-ideal I such that a i R ⊂ I ⊂ R and R/I = W . Since W = 0 by our assumption, Lemma 4. 
and R/a i R is a faithful simple module for all i ∈ Ω. By Lemma 4.2 4.2(3) (3), there exists a chain of right R-ideals
Combining τ and π, we obtain a permutation σ ∈ S k such that 
Then also φ • θ is a transfer homomorphism. Working with θ is of course trivially equivalent to working with φ • θ.
In this section, we will state all results for θ. For a concrete ring, it may be more useful to think in terms of G(R) rather than C(R), because the former group appears as a factor of K 0 (R) and has been studied before. 4.1. Catenary degrees. Next, we show that the catenary degree in the fibers is at most two for the transfer homomorphisms in Theorem 4.4 4.4. The proof of this is similar in principle to the one in [GHK06 GHK06, Theorem 3.2.8], which covers commutative Krull monoids and more general classes of commutative monoids, and the one in [BS15 BS15, Proposition 7.7] for arithmetical maximal orders. However, the fact that we need to deal with non-trivial towers of simple modules increases the complexity of the proof. Thus, we first prove a technical lemma (Lemma 4.7 4.7), which deals with the, somewhat generic, induction that appears in all the proofs mentioned above. In the proof of Theorem 4.10 4.10 itself, we are then able to concentrate on the aspects specific to our situation. Lemma 4.6. Let H be a monoid, let T be a reduced commutative monoid, and let θ : H → T be a transfer homomorphism. Let a ∈ H. If z = εu 1 * · · · * u k is a rigid factorization of a and σ ∈ S k is a permutation, then there exists a rigid there exists a 2-chain in the fiber between z and z (for any distance d on H) .
Proof. We may assume k ≥ 2, as the claim is trivially true otherwise. The symmetric group S k is generated by transpositions of the form (i, i + 1) with i ∈ [1, k − 1]. Therefore, it suffices to show the claim for such transpositions. By commutativity of T , we have
Since θ is a transfer homomorphism, there exist
it follows from the defining properties of a distance that d(z, z ) ≤ 2.
Lemma 4.7. Let H be a monoid, let T be a reduced commutative monoid, and let θ : H → T be a transfer homomorphism. Assume that there exists a function δ : A(H) × A(H) → N 0 having the following property:
If a = u 1 · · · u k with k > 2 and u 1 , . . . , u k ∈ A(H), and v ∈ A(H) is such that u 1 H = vH, that θ(u 1 ) = θ(v), and that a ∈ vH, then there exist u 1 , w, w ∈ H such that u 1 w = u 1 w , that a ∈ u 1 wH, that δ(u 1 , v) < δ(u 1 , v), that θ(u 1 ) = θ(u 1 ), and that θ(w) = θ(w ) = θ(u i ) for some i ∈ [2, k]. Then c d (H, θ) ≤ 2 for any distance d on H.
Proof. Let d be a distance on H. Let a ∈ H H
× , and let z = u 1 * · · · * u k and z = v 1 * · · · * v k be two factorizations of a with θ(u i ) = θ(v σ(i) ) for a permutation σ ∈ S k and all i ∈ [1, k]. We have to show that there exists a 2-chain in the fiber between z and z . By Lemma 4.6 4.6, we may without restriction assume σ = id, after replacing z if necessary. Thus, we show the following claim for all k ∈ N and
, then there exists a 2-chain in the fiber between z and z .
We proceed by induction on (k, d) in lexicographic order: Assume that A(l, e) holds whenever either l < k, or l = k and e < d. Since the claim is trivially true if k ≤ 2, also assume k > 2.
If
By induction hypothesis, there exists a 2-chain in the fiber between u 2 * · · · * u k and ε −1 v 2 * v 3 * · · · * v k . Multiplying each factorization in this 2-chain by u 1 from the left yields a 2-chain in the fiber between z and z . Suppose now that u 1 H = v 1 H. By assumption, there exist u 1 , w, w ∈ H such that u 1 w = u 1 w , that a ∈ u 1 wH, that δ(u 1 , v 1 ) < δ(u 1 , v 1 ), that θ(u 1 ) = θ(u 1 ) , and that θ(w) = θ(w ) = θ(u i ) for some i ∈ [2, k]. Applying Lemma 4.6 4.6 twice, to u 2 * · · · * u k and to v 2 * · · · * v k , we may assume i = 2. Since θ is a transfer homomorphism, the elements u 1 , w, and w are atoms. Let c ∈ H be such that a = u 1 wc. Since θ(c) = θ(u 3 ) · · · θ(u k ) and θ is a transfer homomorphism, there exists a factorization y = w 3 * · · · * w k of c with θ(w j ) = θ(u j ) for all j ∈ [3, k]. By the induction hypothesis, there exists a 2-chain in the fiber between u 2 * · · · * u k and w * y. Multiplying each factorization in this 2-chain by u 1 from the left yields a 2-chain in the fiber between z and u 1 * w * y. By the defining properties of a distance, v 1 ) , the induction hypothesis implies that there exists a 2-chain in the fiber between u 1 * w * y and z . Concatenating all these 2-chains, it follows that there exists a 2-chain in the fiber between z and z .
Remark 4.8. The previous lemma also holds more generally in the case where H is a cancellative small category. Furthermore, one may replace the assumption by: 
In the following proof, we denote by v V : F G (S(R)) → Z, respectively by v T : F G (T (R)) → Z, the valuations corresponding to (V ), respectively (T ), where 
Proof. We use Lemma 4.7 4.7 to show c d (
, we define δ(u, v) to be the length of the module uR + vR/vR. We have to verify that the property required in Lemma 4.7 4.7 is satisfied for this choice of δ. Let a ∈ R
• and a = u 1 · · · u k with k > 2 and
, and that u 1 R = vR. We first show vR u 1 R + vR. Assume to the contrary that vR = u 1 R + vR. Then u 1 R ⊂ u 1 R + vR = vR. Since u 1 and v are both atoms, this implies u 1 R = vR, a contradiction.
Let I be a right R-ideal which is maximal with respect to vR ⊂ I u 1 R + vR. I) ). By Lemma 4.9 4.9, there exists a right R-ideal J with aR
. From now on, we fix such an index i. Let (R/u i R) = (T ) + (T 2 ) + · · · + (T m ) with towers T 2 , . . . , T m . By Lemma 4.2 4.2(1') (1'),
• . Then θ(w) = θ(u i ). Now we construct a second factorization of u 1 w. First we prove the following intermediate claim.
Claim: There exists a right R-ideal L with J ⊂ L ⊂ I such that (L/J) = (T ) with a tower T and T = T .
Proof of Claim. Case 1: Suppose (u 1 R + vR/vR) does not contain all of (T ). Then T is necessarily non-trivial, and hence a cycle tower due to (F1) (F1). Let W = u 1 R + vR/I. Let V be a simple module of T whose class does not appear in
In other words, W appears as a composition factor of (u 1 R + vR)/u 1 R.
Since ( 
Then also θ(u 1 ) = θ(u 1 ). Due to v) . Thus, the conditions of Lemma 4.7 4.7 are satisfied and c d (R • , θ) ≤ 2. If (F2s) (F2s) holds, one shows c d (R
• , θ) ≤ 2 analogously, using (2) (2) and (2') (2') of Lemma 4.2 4.2 instead of (1) (1) and (1') (1') to achieve T = T and
Under reasonable conditions, we are able to characterize when R is d-factorial for d any of the distances d cs , d sim , and d * . First we need a lemma. (1) If C(R) ∼ = C 2 , a construction similar to the one in [BS15 BS15, Lemma 7.4] shows that R
• is not composition series factorial: Let I 1 , J 1 ⊂ R be right R-ideals with (R/I 1 ) = (T 1 ) and (R/J 1 ) = (T 2 ). Let I 2 ⊂ I 1 with (I 1 /I 2 ) = (T 1 ) and let J 2 ⊂ J 1 with (J 1 /J 2 ) = (T 2 ). Then I 2 , J 2 , I 1 ∩ J 1 , and I 2 ∩ J 2 are principal. Two maximal chains of principal right R-ideals from I 2 ∩ J 2 to R are given by
Since (R/I 2 ) = (T 1 ) + (T 1 ), (I 2 /(I 2 ∩ J 2 )) = (T 2 ) + (T 2 ), and (R/(I 1 ∩ J 1 )) = ((I 1 ∩ J 1 )/(I 2 ∩ J 2 )) = (T 1 ) + (T 2 ), these two chains correspond to factorizations z and z with d cs (z, z ) = 2. Hence R
• is not composition series factorial. If C(R) = 0, then every tower-maximal right R-ideal is principal and the atoms of R
• are precisely the elements a ∈ R • for which aR is tower-maximal. Hence R • is composition series factorial, or
• is not composition series factorial, and hence also not similarity factorial. In that case, c sim (
If R is a Dedekind prime ring, then R is a principal ideal ring, and hence similarity factorial. Suppose conversely that R is similarity factorial. We have to show that R is a Dedekind prime ring, that is, all towers are trivial.
Suppose that T is a non-trivial tower. Due to property (F1) (F1), the tower T is a cycle tower. Let W 1 , . . . , W n with n ≥ 2 be pairwise non-isomorphic simple modules that represent T such that W i is an unfaithful successor of W i−1 for all i ∈ [2, n] and W 1 is an unfaithful successor of W n . By Lemma 2.6 2.6, there exist right R-ideals I 1 and I 2 such that R/I 1 and R/I 2 are uniserial with composition factors, from top to bottom, W 1 , . . . , W n , respectively, W 2 , . . . , W n , W 1 . Necessarily I 1 + I 2 = R and hence R/(I 1 ∩ I 2 ) ∼ = R/I 1 ⊕ R/I 2 . Since (R/I 1 ∩ I 2 ) = (T ) + (T ) and T = 0, the right R-ideal I 1 ∩ I 2 is principal, say I 1 ∩ I 2 = aR for some a ∈ R
• . Let J 1 be the unique maximal right R-ideal between I 1 and R, and let J 2 be the unique right R-ideal which is minimal with respect to properly containing I 2 . Then R/J 1 ∼ = W 1 and R/J 2 is uniserial with composition factors W 2 , . . . , W n . Thus R/(J 1 ∩ J 2 ) ∼ = W 1 ⊕ (R/J 2 ) is not uniserial, and hence isomorphic to neither R/I 1 nor R/I 2 . Similarly, (J 1 ∩ J 2 )/(I 1 ∩ I 2 ) ∼ = (J 1 /I 1 ) ⊕ W 1 is isomorphic to neither R/I 1 nor R/I 2 . However, J 1 ∩ J 2 is principal since (R/(J 1 ∩ J 2 )) = (T ). It follows that the chains
correspond to factorizations of a which have similarity distance at least 2.
To conclude c sim (R • ) ≥ 2, we show that a does not have any factorization whose atoms have similarity classes R/I 1 and W 1 ⊕ (R/J 2 ), or R/I 2 and W 1 ⊕ (R/J 2 ). Suppose that aR K R with (R/K) = (T ). If one of R/K and K/aR is isomorphic to R/I 1 or R/I 2 , then it is a direct summand of R/aR by Lemma 4.11 4.11. Uniqueness of direct sum decomposition of modules of finite length implies that the other summand must be isomorphic to R/I 2 or R/I 1 . This proves the claim.
(3) If R • is rigidly factorial, then it is also similarity factorial, and hence R is a principal ideal ring by (2). For every a ∈ R
• , there is a unique chain of right R-ideals between aR and R. Hence, the right R-ideals must be linearly ordered by inclusion. It follows that there exists a unique maximal right ideal of R. Thus, R is local.
If z, z are two rigid factorizations of a ∈ R • with z = z , then the definition of the rigid distance together with cancellativity are easily seen to imply d
Corollary 4.13. Let R be as in the previous proposition. 
≥ 2 by Proposition 4.12 4.12.
Bounded Dedekind prime rings
We now restrict to the case in which R is a bounded Dedekind prime ring. In [Sme13 Sme13] and [BS15 BS15, §7] , it was shown that, under a sufficient condition, arithmetical maximal orders possess a transfer homomorphism to a monoid of zero-sum sequences. This result can be applied to bounded Dedekind prime rings to yield Theorem 5.1 5.1 below. In this short section, we will see that the transfer homomorphism obtained in this way is the same as the one obtained in the previous section.
Let α denote the set of maximal orders in the quotient ring q(R) that are equivalent to R. Let S ∈ α. If I is a (fractional) right S-ideal, then
is a maximal order equivalent to S; hence T ∈ α and I is a (fractional) left T -ideal. We say that I is a (fractional) (T, S)-ideal if it is a (fractional) right S-ideal and a (fractional) left T -ideal. For every two maximal orders S, T ∈ α, there exists a (T, S)-ideal.
Let G be the Brandt groupoid of left-or right-S-ideals, where S ∈ α. Thus G is a small category with set of objects α. For S, T ∈ α, the morphisms from S to T are the fractional (T, S)-ideals, with composition given by multiplication of fractional one-sided ideals. Every such fractional (T, S)-ideal I is invertible (that is, an isomorphism); its inverse is
For each S ∈ α, the subgroup G(S) of (two-sided) fractional S-ideals forms a free abelian group with basis the maximal S-ideals. For S, T ∈ α there exists a canonical isomorphism between G(S) and
is an isomorphism which is independent of X.
We identify all these groups by means of these canonical isomorphism, denote the resulting group by G, and, for an S-ideal I, denote by (I) its representative in G.
If M is a maximal right S-ideal, and P is the maximal S-ideal contained in M , we set η(M ) = (P) ∈ G. The map η extends multiplicatively to a homomorphism η : G → G, which we call the abstract norm. Let
let C = G/P R • , and let 
To make effective use of this theorem, it is necessary to (1) express C and C M in terms of more familiar algebraic invariants, and (2) understand the meaning of the condition appearing in the theorem.
In the special case where R is a classical maximal order (over a holomorphy ring) in a central simple algebra over a global field, C = C M is a ray class group, which is isomorphic to C(R) ∼ = G(R), and the condition in the theorem can be expressed as: every stably free right R-ideal is free. (See [Sme13 Sme13] .) We now show that a similar characterization (with C ∼ = C(R)) holds in arbitrary bounded Dedekind prime rings. As a generalization of the equivalence of (a) and (c) we immediately obtain the following.
Lemma 5.3. There exists an isomorphism K 0 mod fl (R) → G which maps (V ) to (ann(V )) if V is a simple module. This induces an isomorphism
Proof. We have K 0 mod fl (R) = F G (S(R)), and G is isomorphic to the free abelian group on maximal R-ideals. By Lemma 5.2 5.2, there is a bijection between the set of isomorphism classes of simple R-modules and the set of maximal R-ideals. Hence, there exists an isomorphism ϕ : K 0 mod fl (R) → G as claimed.
If I is a right R-ideal, then ϕ((R/I)) = η(I). In particular ϕ((R/aR)) = η(aR) for all a ∈ R
• . Since P(R) is the quotient group of { (R/aR) | a ∈ R • } ⊂ K 0 mod fl (R) and P R • is the quotient group of { aR | a ∈ R
• } ⊂ G, the group P(R) is mapped bijectively to P R • by ϕ.
Thus, we see that, in the case of bounded Dedekind prime rings, the transfer homomorphism from [Sme13 Sme13, BS15 BS15] is the same as θ, constructed in Theorem 4.4 4.4. Moreover, for a (fractional) right R-ideal I we have η(I) ∈ P R • if and only if S(I) = S(R), that is, I is stably free.
Remark 5.4. (1) If R is a commutative Dedekind domain, then the groupoid G has a single object, R, and its morphisms are the fractional R-ideals. Thus, G is simply the group of fractional R-ideals (that is, the nonzero fractional ideals of R). Since every left or right R-ideal is two-sided, η is also trivial and we may identify G = G. The group C = G/P R • is therefore the ideal class group of R as it is traditionally defined. Lemma 5.3 5.3 shows that C coincides with C(R). From Theorem 3.15 3.15 we recover the well-known statement
Since η is a homomorphism, this gives another way of justifying Lemma 3.11 3.11 in the case of bounded Dedekind prime rings.
Some examples
In this final section, we give some examples complementing the main results. In Section 4 4 we have made use of two sufficient conditions (F1) (F1) and (F2) (F2), which are always satisfied if R is bounded. Likely these conditions are not necessary for the existence of a transfer homomorphism. However, based on the proof, it seems quite natural to impose condition (F2) (F2), as the existence of non-trivial extensions between simple modules of towers of different classes presents an obvious obstacle to the construction of a transfer homomorphism. Condition (F1) (F1) seems less natural at first. However, in Proposition 6.3 6.3 and Example 6.4 6.4, we show that an HNP ring with a single non-trivial tower, which is faithful of length 2, need not be half-factorial, even if every stably free right ideal is free and G(R) = C(R) = 0. In particular, for such a ring, there does not exist a (weak) transfer homomorphism from R
• to B(C(R)). This shows that (F1) (F1) cannot simply be dispensed with.
If H is an atomic monoid, recall that ρ 2 (H) is the supremum over all k ∈ N such that there exist atoms u 1 , u 2 , v 1 , . . . , v k ∈ H with
Let K be a field of characteristic 0, and let
] be the first Weyl algebra over K. That is, A is a K-algebra generated by x and y subject to xy − yx = 1. Then A is a simple Dedekind domain, in other words, a simple HNP domain all of whose towers are trivial. It is well known that G(A) is trivial, but A has non-free stably free right A-ideals. In terms of factorizations, this exhibits itself in A
• not being half-factorial; the well known example
with all the factors being atoms of A • , shows ρ 2 (A • ) ≥ 3. However, the matrix ring M 2 (A) also has G(M 2 (A)) = 0 by Morita equivalence and, since udim(M 2 (A)) = 2, every stably free right M 2 (A)-ideal is free. Therefore M 2 (A) is a principal ideal ring, and hence M 2 (A)
• is ysimilarity factorial. The computations for the following examples are given at the end of the section.
Example 6.1. Embedding the example from Equation (2 2) into M 2 (A)
• by writing the elements into the first coordinate, we see that 1 + xy factors as a product of In the ring M 2 (R) the situation remains the same by Morita equivalence, except that now also every stably free right R-ideal is free. Thus ρ 2 (M 2 (R)
• ) ≥ 3 by the preceding proposition. We now give an explicit example of this. The computation, which is based on the module-theoretic reasoning, is sketched below.
Example 6.4. The ring M 2 (R) is not half-factorial; indeed for
where u 1 , u 2 , w 1 , w 2 , and w 3 are atoms of M 2 (R)
• . While w 2 is somewhat unwieldy, we have In particular, if M is free of uniform dimension 2 with basis (x 1 , x 2 ), (y 1 , y 2 ) ∈ R 2 R , the corresponding right ideal is the principal right M 2 (R)-ideal generated by
Factorizations of an element a ∈ M 2 (R)
• correspond to finite maximal chains of principal right ideals between aM 2 (R) and M 2 (R). Thus, if A denotes the submodule of R 2 R corresponding to aM 2 (R)
• , factorizations of a correspond to finite maximal chains of free submodules between A and R 
Thus x
2 A ⊂ ker(ϕ) and 1 + xy ∈ ker(ϕ), and hence x 2 A + (1 + xy)R ⊂ ker(ϕ). Since (R/x 2 A) R has length 3, the module (A/xA) R has length 2, and 1 + xy ∈ x 2 A, equality holds. Moreover, also ker(ϕ) = x 2 R + (1 + xy)R, since x 2 y = x(1 + yx) = (1 + xy)x. We set I = ker(ϕ) = x 2 A + (1 + xy)R = x 2 R + (1 + xy)R.
Step 2: Find a basis of R R ⊕I R . We know that I R is stably free, and need to exhibit an explicit isomorphism R The left factor u 1 of a is immediate from the construction. The cofactor u 2 can be found by solving a linear system. The representation a = u 1 u 2 corresponds to the chain of submodules on the left hand side of the diagram in Figure 2 2. It is clear that u 2 is an atom, since (M 2 (R)/u 2 M 2 (R)) M 2 (R) , which corresponds to (R/I) R ∼ = (A/xA) R , consists of a single tower. To see that u 1 is an atom, we show that (R R ⊕ R R )/(x(x − y)R R ⊕ R R ) is uniserial.
Step 3 Step 4: Find submodules for the factorization of length 3. We still have to obtain the second factorization, which will have length 3. The module (R/xA) R is the unique nonzero proper submodule of (A/xA) R . Hence, the unique right R-ideal properly contained between I R and R R , which we denote by J R , can be found by taking a preimage of 1 + R under ϕ : R R → (A/xA) R , 1 → y + xA. The relation xy − yx = 1 suggests to try ϕ(−x) = −yx + xA = 1 − xy + xA = 1 + xA. Thus J = −xR + I = xR + I = xR + (1 + xy)R. Since (X/Y ) R ∼ = V R , also Y R is free and the chain R R ⊕ R R ⊃ X R ⊃ Y R ⊃ x(x − y)R R ⊕ I R cannot be refined any further with free modules. It remains to find bases of X R and Y R .
Step 5: Find a basis of A R ⊕ J R . Since JA = xA + (1 + xy)A = A, it is trivial to find a basis of A A ⊕ JA A . As before, we follow the idea of the Descent Theorem to modify this basis so that it is also one of R R ⊕ J R . We know ρ(R R , W 2 ) = 1 since (R/xA) R ∼ = W 2 . Hence ρ(J R , W 2 ) = 2 by Lemma 2.4 2.4, that is, (J/JxA) R ∼ = (R/xA) 
