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Abstract- Edge tracing is considered important for deformable object manipulation in order to spread 
and reveal the original shape of an object before it can be sorted.  This paper proposes a unique real-
time path-planning tracing method for clothes manipulation by robots. Tracing in this paper context 
involves tracing the clothes edge, with the robot arm movement based on the calculated path and 
feedback from sensors. Using tracing method to find a second corner has been proven to be efficient in 
finding a second corner next to the first corner and not apposite it, resulting in the robot properly 
spreading the clothes. Adequate force control is also applied to the gripper during tracing so that it 
doesn't grip the clothes too hard or vice versa which can affect the performance of the robot. Vision 
sensor is used from time to time to check whether the static gripper has reached the second corner or 
not. Practical experiments were conducted to evaluate the proposed method. Experimental results have 
demonstrated the uniqueness and effectiveness of the proposed method. 
 
Index terms: Home service robot, path-planning, deformable object manipulation, image processing, sensors. 
 
I. INTRODUCTION 
 
Robotics is becoming more and more common nowadays. A lot of researchers are focusing on 
robotics development in various areas including space exploration, underwater exploration and 
rescue mission. Toda and Capi proposed the usage of new type of ultrasonic gas molecule 
concentration sensor for rescue robotics [1]. Some researchers also developed robots that can 
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play sports or musical instruments. Jabson et-al developed an autonomous golf playing micro 
robot equipped with global vision and fuzzy logic controller[2].  
In recent years, the focus on home robotics has increased significantly. The task of 
manipulating deformable objects such as papers, plastics and clothes is a challenge to the current 
robotics development. This is because unlike rigid objects, deformable objects manipulation 
requires dexterous handling. Deformable objects or so-called soft objects can be divided in to two 
categories which include flexible, mostly thin, fine objects capable of elastic deformation and soft 
objects easily crushed such as soft fruits or animals [3]. Clothes manipulation falls under the first 
category. A few researchers focus on the clothes, fabric or garment manipulation by robot since it 
is useful for the textile industry as well as for the development of home service robot. Brown et-
al proposed an algorithm to animate the deformable objects in real time [4].  A fast space-time 
optimization method was suggested by Barbič et-al to reduce the time needed in mass-spring 
model simulation [5]. To recognize the clothes state before manipulation, Kita et-al proposed a 
deformable model driven method for clothes handling by using two manipulators while stereo 
camera observes the appearance of  hanging clothes to estimate the clothes state based on 
comparison between the hanging clothes with the possible 3D shapes of clothes in the 
manipulator module [6]. Saxena et-al presented an algorithm to identify the good grasping point 
of an object by gathering few points in each images captured from different sides of the object 
[7]. In clothes manipulation, Osawa et-al presented a system to fold clothes by utilizing the 
collective behavior of the tools and robots [8]. Kaneko et-al suggested a strategy to isolate one 
clothes from the washed pile by differentiating the colour of the clothes based on colour 
information of the image before the robot unfolds and fold the clothes by applying several 
repeated process loop [9]. Gibbons et-al meanwhile uses the visual system to identify possible 
grasp locations which are generally the edges or corners of clothes from a pile of crumpled 
clothes [10]. Besides clothes, some researchers concentrate on paper manipulation. Balkcom et-al 
studied on how to fold origami using robot [11].  
But many researchers doing practical research in clothes manipulation focuses a lot on 
usage of special tools. This paper discusses a method of clothes spreading using two 
manipulators with very minimal assisting tool. The purpose of the study is to determine an 
algorithm for clothes handling for home service robots. Usage of special tools is not 
recommended since the manipulators must also be able to handle perform other household tasks 
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as well. The best method to handle clothes is by mimicking how human beings handle them. This 
is where edge tracing plays an important role. Usually we will trace the edge of the clothes to 
spread or fold them [12]. This edge tracing method is adapted into this research. This paper 
discusses the current method developed for edge tracing for clothes spreading before a new and 
more optimized using real-time path planning method is suggested. In order to prove the theory, 
practical experiments are also conducted. 
 
II. CLOTHES MANIPULATION METHOD IN GENERAL 
 
Normally after laundry and dried, clothes are usually piled together. Usually, we would first 
separate clothes that are folded from the ones hanged. For clothes that are folded, an item is 
picked up from the pile and it is then spread before it is folded and stored. During folding, usually 
the type, shape and size play an important role in determining how we fold the clothes. This is the 
sorting process. Before folding, the clothes are spread in order to reveal its normal shape. In 
clothes handling by robot, this spreading process is usually the challenging part because of the 
infinite state of the clothes depending on the external force etc. In order to properly spread 
clothes, the robot must also hold two side by side corners of the clothes. Failure to do this might 
result in incorrect spreading of clothes. Figure 1 shows the flowchart of the proposed clothes 
handling procedure for home service robots. 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Flowchart of clothes manipulation process 
 
One item is selected from a pile of clothes
Item is spread to reveal its original state 
Item is sorted according to the shape
Item is folded according to the shape
Item is stored away in its appropriate place
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III. CLOTHES SPREADING PROCESS 
 
Spreading process is the most difficult process in clothes handling since the clothes can be in any 
state before spreading due to the infinite degree of freedom. The algorithm proposed in this paper 
is based on edge tracing method. First, one of the corners of the clothes is determined by using 
image from vision sensor. Due to gravity, after one clothes is picked up, one of the corners will 
usually be the lowest point in the image seen. The robot will then grasp the corner using one 
hand. Another hand will trace the edge of the clothes starting from the grasped corner to find 
another corner that is next to the first corner. Once the second corner is found, the robot will 
spread both hands and the clothes will then be spread. The flow of the spreading process is shown 
in Figure 2. 
 
 
 
30°
Rch-40 gripper
θ
Corner
1. 2. 3. 4. 5.
Js2 gripper Js2 gripperJs2 gripper
6. 7. 8. 9.
180°
Rch-40 gripper
Js2 gripper
Js2 gripperTracing towel’s edge  
Figure 2.  Clothes spreading algorithm 
 
IV.  CLOTHES MANIPULATION SYSTEM 
 
Figure 3 shows a scene during clothes manipulation. In this research, one Js2 (Kawasaki Heavy 
Industries) with a 6 degree of freedom (DOF) and one RCH-40 (Yamaha) with a 5 DOF are used. 
Both are articulated robotic arm and are equipped with customized robot grippers designed for 
clothes manipulation. A vision sensor (Tokyo Denshi Kogyo CCD camera with a 6mm focus 
range and a focal ratio of 1:1.4) is located in a fixed position in front of the two robots. The 
images taken by the CCD camera are in 8-bit grayscale format and 640x480 pixels in size. An 
image processing board TRV-CPW5 (Fujitsu) that has image tracking function is used to speed 
up image processing. 
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Robotic grippers used are open-close grippers controlled by a DC servo motor equipped 
with rotary encoder from Maxon motors (18V, 3.0W, lift-torque 10.8mNm, max rpm 16000rpm) 
via spur gears and two-way ball screw with a 1mm lead. The encoder’s resolution is 
100pulse/rotation. The unique part about the gripper compared to other grippers in the market is 
the thin part on both fingers that are sensitive to changes in force (Figure 4). Strain gages are 
attached on both sides of the thin part of a finger where the strain value is determined from the 
whetstone bridge through a strain amplifier. When the gripper closes, the fingers will push each 
other backward and the average strain from two fingers is used to calculate the force applied. 
This is useful in maintaining the grasping force during tracing. A thick part just behind the thin 
part acts as a stopper in case of excessive force to prevent the thin part from failure.  4 sets of 
infrared sensor (Toshiba) are embedded onto the fingers to give information on whether clothes 
or fabric is inside the gripper or not. Based on the task, the thin part is designed to withstand 
558gf of force before it touches the thick part behind. Maximum opening is 35cm. 
 
        
Rch-40Js2
CCD camera
Clothes
Gripper
                      
IR sensor
DC servo motor
Strain gage
Ball screw
Thin part
Thick part
 
      Figure 3. Clothes manipulation system        Figure 4. Robotic gripper for clothes manipulation 
 
V. EDGE TRACING IN FINDING THE SECOND CORNER 
 
In this research, after the robot has found and successfully grasped the first corner, it will search 
for the corner next to the first corner in order to spread the towel correctly. Although the usage of 
vision sensors plays a big role in helping to find a corner [13], the corners of the clothes are not 
necessarily visible or exposed to the camera. And even if the camera does detect a corner, it 
doesn’t mean that the corner is the right one. The robot may end up not holding a true corner of 
the clothes or holding a wrong corner thus resulting in improper spreading of the clothes. Edge 
tracing method on the other hand would not just enable the discovery of the second corner but 
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also ensures that the corner is the one next to the first corner [12]. Other merits of using this 
method are the process can be performed in the air, so a working platform is not necessary [8], 
[13], [14], besides being robust to most shapes and sizes. Before the edge tracing manipulation 
can take place, the tracing gripper (Js2) must be holding the edge of the clothes just beneath the 
first corner. 
 
a. Preparations Before Edge Tracing 
Before edge tracing, it is important that Js2 gripper (Gripper A) grips the edge of the clothes at 
the starting point of the tracing manipulation. This is because if the starting point is not the actual 
edge of the clothes, the robot will most probably fail in finding a true corner. There is a 
possibility that the edge Js2 gripper grips is a folded edge. Experiments have revealed that the 
edge nearer to the corner being grasped by Rch-40 gripper (Gripper B) to be less or not folded. 
Js2 gripper is programmed to firmly grip the edge of the towel 2cm below Rch-40. There are two 
important points during the edge gripping process. The first one is to make the gripper grip near 
the edge, not too deep inside. The second one is making sure that the gripper unfolds creases in 
the process if there are any. The reason for this is because the crease line will be considered as 
the edge of the towel by the robot, which can lead to Js2 gripper finding an incorrect corner. First, 
Js2 gripper is positioned just beneath the Rch-40 gripper. The opening of the Js2 gripper is set at 
30mm. Then after firmly grasping the clothes by applying force control to the gripper, Js2 will 
move away from the towel and stops reaching the edge, judged by the innermost infrared sensor 
feedback of the Js2 gripper. The tracing preparation process is shown in Figure5.  
 
1.
Js2 gripper
gap:35mm
Rch-40 gripper
2. 3.
Js2 gripper stops beneath 
Rch-40 gripper and force 
control is applied
Js2 gripper stops 
when it is holding 
the edge
Js2 gripper moves 
towards Rch-40 
gripper
 
                                              Figure 5.  Tracing preparations 
 
 
Khairul Salleh Mohamed Sahari, Hiroaki Seki, Yoshitsugu Kamiya, Masatoshi Hikizu, REAL-TIME PATH PLANNING 
 TRACING OF DEFORMABLE OBJECT BY ROBOT
526
b. Edge Tracing using Pre-determined Movement Patterns 
The basic idea in edge tracing here is to apply a certain amount of grasping force while the 
gripper traces the edge of the clothes based on infrared sensors feedback. From time to time, 
vision sensor will check the progress, whether the next corner has been found or not. Certain 
feedback patterns also tell that possible corner has been reached. The flow of the tracing 
manipulation is shown in Figure 6. 
First, combination of the feedback from all four sensors is studied and then the best tracing 
algorithm using the sensors feedback is proposed. The combination of the feedback and the 
tracing movement is shown in Figure 7. Feedback A is where Js2 gripper is holding the edge of 
the towel. The robot will try to find and keep the feedback at this pattern. Feedback B indicates 
that Js2 is holding deep into the clothes and not the edge. Js2 will move away from the clothes 
until the feedback turns back to feedback A. Feedback C indicates that Js2 is holding a possible 
corner. The robot will check whether a corner is reached or not using the vision sensor. Feedback 
D shows that Js2 gripper is not holding any part of the corner or the feedback is unlikely. The 
robot will assume that the tracing manipulation has failed and will restart the tracing process all 
over again. 
Based on experiments, the movement of the Js2 gripper will be slightly inward the towel 
along the edge instead of moving exactly along the edge of the clothes. This reduces the 
possibility for the clothes to slip. Since the gripper will gradually move inwards, infrared sensors 
feedback will change from A to B, meaning that the gripper is no longer near the edge. Js2 
gripper then moves away from the towel until the feedback turns back to A. This will result in the 
tracing trajectory being in zigzag pattern. Experiments have proven this fact. Figure 8 shows the 
trajectory of Js2 gripper during tracing. 
 
c. Corner Confirmation during Tracing 
Corner confirmation process will be based on two criteria. First, it is based on the feedback of the 
infrared sensors. Feedback C indicates that a possible corner is reached. Corner confirmation 
process will also take place after JS2 has traced a pre-determined distance, S. An image (100x100 
pixels) where the top right corner is the position of the gripper end is captured and analyzed 
(Figure 7). If a corner is reached or the corner is close enough to the JS2 gripper (20mm or lesser 
in distance), the tracing process will stop and the robot will spread the clothes.  
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Js2 gripper holds the edge of the  clothes just beneath RCH-40
Locate possible corner  using image from CCD camera within 
a specific area beneath Js2 gripper
Trace clothes edge based on infrared sensors feedback
Spread clothes
-Within range of possible
corner
-Displacement of Js2
reached a certain distance
-Infrared sensors feedback
pattern C
Failed
NO
YES
Possible corner within range?
 
Figure 6. Pre-determined movement patterns tracing flowchart 
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Figure 7. Infrared sensors feedback pattern during tracing 
 
Figure 8. Js2 trajectory during pre-defined movement patterns tracing 
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d. Edge Tracing using Real-time Path-Planning based on Image 
Edge tracing using pre-determined patterns has been proven to be successful but the path 
trajectory is usually not optimized.  This is because the Js2 moves in zigzag pattern instead of a 
straight line. In order to further optimize the path and fasten the process, a real-time path-
planning method based on image is proposed. The method is based on the image taken during 
corner confirmation. The position of the possible corner is first determined from the image 
(Xc,Yc,Zc). The position of the Js2 gripper tip is also obtained (Xj,Yj,Zj). Since the clothes are 
airborne during manipulation, the possible corner will usually be on the same XZ-plane as the 
gripper tip. This means the path-planning will be based on 2 dimensional calculations instead of a 
more complex 3 dimensional calculations. The shortest path, S is then generated between (Xc,Zc) 
and (Xj,Zj) using the following equation: 
 
22 )()( jcjc ZZXXS                     (1) 
 
Since the real-time tracing is based on velocity vectors VX, VY, VZ, where VY = 0, the magnitude 
of the tracing velocity vector V should be determined based on the following equation: 
 
22 |||||| zx VVV                                                       (2) 
 
If the magnitude of the velocity V can be pre-determined, the following can be determined: 
 
  tan)/()(||||  jcjc ZZXXzx V/V                                        (3) 
 
where θ is the angle between vectors V and VZ. Based on equations (2) and (3), the magnitudes 
of the vectors VX and VZ can be determined. 
 
2))/()((1/|||| jcjcz ZZXX  VV ,      )/()(|||| jcjcz ZZXX  VVx             (4) 
 
The Js2 gripper can then trace the edge of the clothes based on the inputs from equations (1) and 
(4). The direction of tracing during pattern A is dependent upon equation (2) instead of a fixed 
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direction used in the previous method. For other feedback, the actions taken will be the same. 
Force control is applied to the Js2 gripper during tracing. The gripper will continue to trace the 
edge until either the distance S is covered or until the infrared sensors feedback changes to other 
than patterns A and B. If any of these conditions are met, corner confirmation process using 
vision sensor will take place. A new possible corner is then determined and the tracing process 
continues until the second corner is found. The tracing flow is shown Figure 9. Constant force 
control is applied to the Js2 gripper during tracing. 
 
Js2 gripper holds the edge of the  clothes just beneath RCH-40
Locate possible corner  using image from CCD camera within 
a specific area beneath Js2 gripper
Trace clothes edge based on path decided and also infrared 
sensors feedback
Spread clothes
-Within range of possible
corner
-Displacement of Js2
reached a certain distance
Failed
NO
YES
Path between current Js2 gripper  and  possible corner is 
determined
Possible corner within range?
 
Figure 9. Flowchart for real-time path-planning tracing 
 
VI. EXPERIMENTAL RESULTS 
 
Tracing experiments were conducted to evaluate the proposed path-planning algorithm. 
Rectangular shaped towel (properties: color white, size 32cm x 32cm, thickness 2.28mm, mass 
per unit area 0.037g/cm², static coefficient of friction μ 0.625, stretch rate 0.005mm/gf) is used in 
all experiments. All experiments were started with the Rch-40 gripper holding a corner of the 
towel. The range for image processing during corner confirmations is set at 100x80 pixels with 
the right topmost point 10 pixels below the end of Js2 gripper on the screen. One pixel 
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corresponds to 0.94mm of length at 0.35m in front of the camera. Real time control is applied to 
Js2 robot during tracing where the magnitude of the tracing velocity vector V is set at 0.02m/s 
and S is set to 40mm. Force control is set at 20gf for Js2 gripper. For each setting, the experiment 
is repeated 20 times. 
Figure 10 shows example data obtained from a successful tracing experiment. From Figure 
10(a), it can be observed that Js2 gripper trajectory is very much optimized since the trajectory 
very much heading in a straight line towards the possible corner. Feedback from strain gages and 
infrared sensors on the Js2 gripper are shown in Figure 10(b) and Figure 10(d) respectively. From 
the feedback, it can be said that the force control was successful and the gripper traced near or 
along the edge of the towel all the time. Figure 10(c) shows the image taken by the vision sensor 
during corner confirmation. Figure 11 shows the snapshots taken during edge tracing.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. Real-time path planning tracing experimental data 
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The time required to find the second corner has been reduced significantly compared to the 
pre-defined movement patterns tracing. But, the reliability is not good enough. The reason is 
because the target point (Xc,Yc,Zc) is a corner or possible corner point, and the line connecting 
the current position of Js2 gripper and the target point is the edge of the towel. This resulted in 
the gripper tracing too close to the edge which sometimes lead to the towel slipping away.  
In order to increase the success rate, the target point is set slightly inward the towel (Xc’,Yc,Zc) 
where Xc’ is 10mm or 20mm inward the towel compared to Xc. It is observed that the success 
rate has increased when the target point is moved inward but the manipulation time increases. 
Sample trajectory data taken during these experiments are shown in Figures 12 and 13 
respectively. Table 1 shows the comparison of the results for all the experimental setup including 
the pre-determined movement patterns method. It can be concluded that the real-time path 
planning method is generally faster and by setting the target point inwards increases the 
reliability of the method 
 
 
 
 
Figure 11. Scenes during edge tracing 
(i) (ii) (iii) 
(iv) (v) (vi) 
Khairul Salleh Mohamed Sahari, Hiroaki Seki, Yoshitsugu Kamiya, Masatoshi Hikizu, REAL-TIME PATH PLANNING 
 TRACING OF DEFORMABLE OBJECT BY ROBOT
532
  
 
 
 
 
 
 
 
 
 
 
Table1. Data on performance of proposed tracing algorithm  
Tracing method/setup 
 
Running time average 
(|V| = 0.02 m/s) 
Reliability  
(First try) 
Pre-defined movement patterns 
tracing (benchmark) 
41.0 sec 70% 
Real-time path planning tracing 
- target point (Xc,Yc) - 
33.3 sec 45% 
Real-time path planning tracing 
- target point (Xc+0.01,Yc) - 
36.1 sec 60% 
Real-time path planning tracing 
- target point (Xc+0.02,Yc) - 
37.8 sec 70% 
 
 
All failures are recoverable since the infrared sensors can detect whether the towel is inside 
the gripper or not. The process can then be repeated until the second corner is successfully 
grasped, as shown in Figure 9.  
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Figure 12: Js2 trajectory during real-time 
path-planning with target point set at 
(Xc+0.01, Yc)  
 
Figure 13: Js2 trajectory during real-time 
path-planning with target point set at 
(Xc+0.02, Yc)  
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VII. CONCLUSIONS 
 
A paper discussing the real time path planning tracing for clothes manipulation is presented. The 
method has been proven to successfully optimize the path taken for tracing for clothes to find a 
second corner for spreading or unfolding purposes. This leads to a shorter and faster tracing time 
which is important to speed up clothes folding process as a whole. The slight setback was 
initially the method lacked reliability but by setting the target point to be slightly inward solved 
this.. Further studies can be conducted to further improve the reliability and speed. On the other 
hand, all processes can be repeated as all the failures are detectable by the robot. Other future 
works include implementation of the method to curvy shaped fabrics or clothes to further study 
the robustness of the proposed algorithm. 
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