A tree t-spanner T in a graph G is a spanning tree of G such that the distance in T between every pair of vertices is at most t times their distance in G. The TREE t-SPANNER problem asks whether a graph admits a tree t-spanner, given t. We substantially strengthen the hardness result of Cai and Corneil (SIAM J. Discrete Math. 8 (1995) 359 -387) by showing that, for any t ¿ 4, TREE t-SPANNER is NP-complete even on chordal graphs of diameter at most t + 1 (if t is even), respectively, at most t + 2 (if t is odd). Then we point out that every chordal graph of diameter at most t − 1 (respectively, t − 2) admits a tree t-spanner whenever t ¿ 2 is even (respectively, t ¿ 3 is odd), and such a tree spanner can be constructed in linear time.
Introduction and results
All graphs considered are connected. For two vertices in a graph G, d G (x; y) denotes the distance between x and y; that is, the number of edges in a shortest path in G joining x and y. The value diam(G) := max d G (x; y) is the diameter of the graph G.
Let t¿2 be a ÿxed integer. A spanning tree T of a graph G is a tree t-spanner of G if and only if, for every pair of vertices x; y of G, d T (x; y)6t · d G (x; y). TREE t-SPANNER is the following problem: Given a graph G, does G admit a tree t-spanner?
There are many applications of tree spanners in di erent areas; especially in distributed systems and communication networks. In [1] , for example, it was shown that tree spanners can be used as models for broadcast operations; see also [25] . Moreover, tree spanners also appear in biology [2] , and in [29] , tree spanners were used in approximating the bandwidth of graphs. We refer to [8, 7, 26, 28] for more background information on tree spanners.
In [7] Cai and Corneil gave a linear time algorithm solving TREE 2-SPANNER and proved that TREE t-SPANNER is NP-complete for any t¿4. A graph is chordal if it does not contain any chordless cycle of length at least four. For a popular subclass of chordal graph, the strongly chordal graphs, Brandst adt et al. [3] proved that, for every t¿4, TREE t-SPANNER is solvable in linear time. Indeed, they show that every strongly chordal graph admits a tree 4-spanner. In contrast, one of our results is Theorem 1. For any t¿4, TREE t-SPANNER is NP-complete on chordal graphs of diameter at most t + 1 (if t is even), respectively, of at most t + 2 (if t is odd).
Comparing with a recent result due to Papoutsakis [24] , it is interesting to note that the union of two tree t-spanners, t¿4, may contain chordless cycles of any length, while, for t = 3, the graph being the union of any two tree 3-spanners of a graph may contain even chordless cycles of any length but it cannot contain any odd chordless cycle other than a triangle [24] . This perhaps indicates the di culty in proving Theorem 1 and in treating the t = 3 case. Indeed, our reduction from 3SAT to TREE t-SPANNER given in Section 2 is quite involved.
Moreover, to the best of our knowledge, Theorem 1 is the ÿrst hardness result for TREE t-SPANNER on a restricted, well-understood graph class. Notice that in [16] it is shown that TREE t-SPANNER, t¿4, is NP-complete on planar graphs if the integer t is part of the input.
In view of the diameter constraints in Theorem 1, we note that TREE t-SPANNER remains open on chordal graphs of diameter t (t is even) and of diameter t − 1, t or t + 1 (if t is odd). For "smaller" diameter we have Theorem 2. For any even integer t, every chordal graph of diameter at most t − 1 admits a tree t-spanner, and such a tree spanner can be constructed in linear time. For any odd integer t, every chordal graph of diameter at most t − 2 admits a tree t-spanner, and such a tree spanner can be constructed in linear time.
We were also able to show that chordal graphs of diameter at most t − 1 (t is odd) admit tree t-spanners if and only if chordal graphs of diameter 2 admit tree 3-spanners. This result is used to show that every chordal graph of diameter at most t − 1 (t is odd), which is a planar graph or a k-tree, for k63, has a tree t-spanner, while such a tree spanner can be constructed in polynomial time. Note that, for any ÿxed t, there is a 2-tree without a tree t-spanner [20] . So, even those kind of results are of interest. Unfortunately, the reduction above (from arbitrary odd t to t = 3) is of no direct use for general chordal graphs because not every chordal graph of diameter at most 2 admits a tree 3-spanner. One of our theorems characterizes those chordal graphs of diameter at most 2 that admit such spanners.
We now discuss TREE t-SPANNER on important subclasses of chordal graphs. It is well-known that chordal graphs are exactly the intersection graphs of subtrees in a tree [5, 17, 31] . Thus, intersection graphs of paths in a tree, called path graphs, form a natural subclass of chordal graphs. TREE t-SPANNER remains unresolved even on this natural subclass of chordal graphs.
The complexity status of TREE 3-SPANNER remains a long standing open problem. However, it can be solved e ciently for many particular graph classes, such as cographs and complements of bipartite graphs [6] , directed path graphs [21] (hence for all interval graphs [20, 21, 27] ), split graphs [6, 20, 29] , permutation graphs and regular bipartite graphs [22] , convex bipartite graphs [29] , and recently for planar graphs [16] . In [6, 23, 24] , some properties of graphs admitting a tree 3-spanner are discussed.
On chordal graphs, however, TREE 3-SPANNER remains open even on path graphs which are strongly chordal as well. For some important subclasses of chordal graphs we can decide TREE 3-SPANNER e ciently. Graphs considered in the theorem below are deÿned in Sections 5 and 6. Theorem 3. All very strongly chordal graphs and all 1-split graphs admit a tree 3-spanner, and such a tree 3-spanner can be constructed in linear time.
Theorem 4. For a given chordal graph G = (V; E) of diameter at most 2, TREE 3-SPANNER can be decided in O(|V ||E|) time. Moreover, a tree 3-spanner of G, if it exists, can be constructed within the same time bound.
Theorem 3 improves previous results on tree 3-spanners in interval graphs [20, 22, 27] and on split graphs [6, 20, 29] . The complexity status of TREE t-SPANNER on chordal graphs considered in this paper is summarized in Table 1 and Fig. 1 .
Notations and deÿnitions not given here may be found in any standard textbook on graphs and algorithms. We write xy for the edge joining vertices x; y; x and y are also called endvertices of xy. For a set C of vertices, N (C) denotes the set of all vertices outside C adjacent to a vertex in C; N (x) stands for N ({x}) and deg(x) stands for |N (x)|. We set d(v; C) := min{d(v; x) : x ∈ C}. The eccentricity of a vertex v in G is the maximum distance from v to other vertices in G. The radius r(G) of G is the minimum of all eccentricities and the diameter diam(G) of G is the maximum of all eccentricities. A cutset of a graph is a set of vertices whose deletion disconnects the graph. A graph is non-separable if it has no one-element cutset, and triconnected if it has no cutset with 62 vertices. Blocks in a graph are maximal non-separable subgraphs of that graph. Clearly, a graph contains a tree t-spanner if and only if each of its blocks contains a tree t-spanner. Note also that dividing a graph into blocks can be done in linear time. Thus, in this paper, we consider non-separable graphs only. Graphs having a tree t-spanner are called tree t-spanner admissible.
Finally, we will use the following fact in checking whether a spanning tree is a tree t-spanner.
Proposition 1 (Cai and Corneil [7] ). A spanning tree T of a graph G is a tree t-spanner if and only if, for every edge xy of G, d T (x; y)6t.
NP-completeness, t¿4
In this section we will show that, for any ÿxed t¿4, TREE t-SPANNER is NP-complete on chordal graphs. The proof is a reduction from 3SAT, for which the following family of chordal graphs will play an important role.
First, S 1 [x; y] stands for a triangle with two labeled vertices x and y. Next, for a ÿxed integer k¿1, S k+1 [x; y] is obtained from S k [x; y] by taking a new vertex v e for every edge e = xy in S k [x; y] that belongs to exactly one triangle and joining v e to exactly the two endvertices of e. We write also S k for S k [x; y] for some suitable labeled vertices x; y. See Fig. 2 .
Equivalently, S k+1 Consider the case v ∈ A. The induction hypothesis gives us that
In the ÿrst case we are done. In the second case, we have
and the statement follows. The case x ∈ B is similar. (2) , each of these graphs contains a tree k-spanner. The union of all these tree spanners plus the edge z k−1 z k gives us a tree k-spanner T of S k [x; y) with d T (x; z i ) = i6k. Observation 2. Let H be an arbitrary graph and let e be an arbitrary edge of H . Let K be an S k [x; y] disjoint from H . Let G be the graph obtained from H and K by identifying the edges e and xy; see Fig. 3 . Suppose that T is a tree t-spanner in G, t¿k, such that the xy-path P in T belongs to H . Then (1) d T (x; y)6t − k, and (2) there exists an edge uv ∈ K with d T (u; v)¿d T (x; y) + k.
Proof. By induction on k. For k = 1, the statements follows directly from the fact that T is a tree t-spanner of G. Let k¿1, and assume that the statements (1) and (2) are true for arbitrary H and S k−1 .
Let z be the common neighbor of x and y in K, and consider the xz-path Q in T . As P ⊆ H and {x; y} is a cutset of G, Q ⊆ K\{y}, say. Let L and R be the two
Hence the yz-path P ∪ Q in T belongs to the graph H induced by H and L. The induction hypothesis, applied to H and R, gives us that
for some edge uv ∈ R, implying
for the edge uv ∈ R ⊂ K.
Part (1) of Observation 2 indicates a way to force an edge xy to be a tree edge, or to force a path of the tree to belong to certain part of the graph: Choosing k = t − 1 shows that xy must be an edge of T , or else the xy-path in T must belong to the part
We now describe the reduction. Let F be a 3SAT formula with m clauses C j = (c j1 , c j2 ; c j3 ) over n variables v i . Set ' := t=2 − 2 and := '=2 . Since t¿4, '¿0 and ¿0. Lemma 1. G is chordal, and
Proof. The connected components A of G − Q are induced subgraphs of the chordal graphs G(v i ) and G(C j ), hence chordal. Since Q is a clique and the graphs G[Q ∪ A] induced by Q ∪ A are chordal, G is a chordal graph. Consider two vertices x; y of maximum distance in G. Then, by construction, we have the following cases.
• t is odd, and
] for some i = i . By Observation 1(1) we have in the ÿrst case
in the second case,
in the third case,
and in the last case (note that Q is a clique),
Lemma 2. Suppose G admits a tree t-spanner. Then F is satisÿable.
Proof. Let T be a tree t-spanner of G. ]. Therefore, as T is a tree, sq
hence |E(P)| = ' + 1 and the claim follows in this case.
Assume sq '+1 i = ∈ E(T ). We will reach a contradiction. First, since sq ]. Moreover, all edges q 
Also, by Observation 1(2), there exists an edge uv
a contradiction. The Claim follows. Now, deÿne a truth assignment b for variables v i 's as follows:
By the Claim, b is well-deÿned. To see that b(F) = true, assume to the contrary that there is some clause C j = (c j1 ; c j2 ; c j3 ) such that b(c j1 ) = b(c j2 ) = b(c j3 ) = false. We distinguish two cases.
Case 1: t is odd. By deÿnition of b, the edges sc j1 ; sc j2 and sc j3 do not belong to T . By the connectedness of T , there is exactly one edge in T connecting {c j1 ; c j2 ; c j3 } and {a 
a contradiction because T is a tree t-spanner of G. Case 2: t is even. In this case, as T is a tree, exactly one of the edges c j1 a j ; c j2 a j and c j3 a j belongs to T , say c j1 a j ∈ E(T ). As in Case 1 we have:
Thus each clause C j of F is satisÿed by the assignment b, proving Lemma 2.
Lemma 3. Suppose F is satisÿable. Then G admits a tree t-spanner.
Proof. Let b be a truth assignment for variables v i that satisÿes F. We construct a spanning tree T of G as follows. 
The case x ∈ S t−('+2) [s i ; u i ] is similar. Claim 1 follows.
Next, for each j, construct a tree t-spanner T j of G(C j ) in the following way: If t is odd, T j is a tree t-spanner in G(C j ) containing the edge a 1 j a 2 j (exists by Observation (1). If t is even, T j is the single vertex a j . Now, to obtain the desired tree t-spanner T of G we identifying all s In the second case, let k ∈ {1; 2; 3} such that b(c jk ) = true and such that c jk a 1 j (respectively, c jk a j ) is an edge of T . Then, if t is odd,
Similarly, if t is even,
The proof of Lemma 3 is complete.
Theorem 1 follows from Lemmas 1-3. We remark that the chordal graph G constructed above always admits a tree (t + 1)-spanner.
Tree spanners in chordal graphs of "smaller" diameter
Proof. Choose a center vertex z (i.e., the eccentricity of z equals r(G)), and construct a Breadth-First-Search tree T of G rooted at z. By the choice of z and as T is a BFS-tree, we have for all edges xy ∈ E(G):
, and, as t is even, r(G)6((t − 2)=2) + 1.
Note that a center vertex z in a chordal graph can be detected in linear time [11] . So, the tree T above can be constructed in linear time, too.
We remark that there are chordal graphs of diameter t without tree t-spanner (consider for example S 2 [x; y] with an extra vertex z adjacent to x and y only). Thus, Theorem 5 is best possible under diameter constraints. Corollary 1. Every chordal graph of diameter at most 3 has a tree 4-spanner, where such a tree spanner can be constructed in linear time.
It remains an interesting open question whether existence of a tree 3-spanner in a given chordal graph of diameter at most 3 can be tested in polynomial time.
The proof of the following lemma is completely similar to the proof of Theorem 5.
Lemma 4. Every graph G admits a tree (2r(G))-spanner. Moreover, if G is in addition chordal, such a tree spanner can be constructed in linear time.
Let now t be an odd integer (t¿3). From Lemma 4 and the fact that 2r(G)¿diam (G)¿2r(G) − 2 holds for any chordal graph G, we immediately deduce.
Theorem 6. Every chordal graph of diameter at most t − 2 admits a tree t-spanner, and such a tree spanner can be constructed in linear time.
It would be nice to show also that, if t¿3 is an odd integer, then every chordal graph of diameter at most t−1 admits a tree t-spanner. But, although for chordal graphs with diam(G)¿2r(G) − 1 this is true, it fails to hold for chordal graphs of diameter 2r(G) − 2. There are even chordal graphs of diameter 2 without tree 3-spanners. In what follows we will show that the existence of a tree (2r(G)−1)-spanner in a chordal graph of diameter 2r(G)−2 "depends" on the existence of a tree 3-spanner in a chordal graph of diameter 2.
First we present some auxiliary results. Let v be a vertex of G = (V; [13] .
Lemma 5. Let G = (V; E) be a chordal graph, M ⊆ V be any subset of V and r : M → N∪{0} be the radius function associated with M . Then M has an r-dominating clique if and only if for every pair of vertices v; w ∈ M , the inequality
holds. Moreover, such a clique can be determined within time O(|M | · |E|).
A subset S ⊆ V is m-convex if S contains every vertex on every chordless path between vertices of S. We will need the following well-known property.
Lemma 6 (Farber and Jamison [15] ). Any disk D(v; k) of a chordal graph is m-convex. Lemma 7. Let G be a (not necessarily chordal) graph. The metric projection proj (A; S) of any two-set A to an m-convex set S of G is a two-set.
Proof. Let A be a two-set in G and u 1 ; u 2 be two non-adjacent vertices from proj(A; S). Let also v i , i ∈ {1; 2}, be a vertex of A with u i ∈ proj(v i ; S) and P i be a shortest path between u i and v i . Since u i ∈ proj(v i ; S) no other vertex of P i belongs to S.
Let u be any vertex in D(v 1 ; 1) ∩ D(v 2 ; 1). Let H be the subgraph of G induced by vertices in V (P 1 ) ∪ V (P 2 ) ∪ {u}. Then, let P be any induced subpath of H from u 1 to u 2 . Since u is the only vertex of H \{u 1 ; u 2 } which may be in S, path P is path u 1 ; u; u 2 ; because otherwise there is an induced u 1 u 2 -path in G that contains at least one vertex not in S, which contradicts the fact that S is m-convex. Thus, d G (u 1 ; u 2 )62.
Lemma 8 (Chepoi [10] and Dragan and Brandst adt [13] ). Let G be a (not necessarily chordal) graph. For any m-convex set S and vertices v ∈ V; u ∈ S of G there is a vertex w ∈ proj(v; S) such that d G (v; u) = d G (v; w) + d G (w; u), i.e., w lies on a shortest path between v and u.
Lemma 9. In every chordal graph G = (V; E) of diameter 2r(G) − 2 there exists a two-set S such that d G (v; S)6r(G) − 2 for every v ∈ V . Moreover such a two-set can be determined within time O(|V | 3 ).
Proof. Assume that (v 1 ; : : : ; v n ) is an ordering of V and let i be the largest index for which a two-set S exists such that d G (v j ; S)6r(G) − 2 holds for every j ∈ {1; : : : ; i}.
First we show that S can be chosen to be entirely in D(v i+1 ; r(G)). If S\D(v i+1 ; r(G)) = ∅, then consider the projection of S to the set D(v i+1 ; r(G)). Due to the m-convexity of disks in chordal graphs, the projection proj(S; D(v i+1 ; r(G)) is a two-set, according to Lemma 7. Denote this set by S . For all j, j6i, consider a vertex u j ∈ S ∩D(v j ; r(G) − 2) and
S)6r(G) − 2 and diam(G) = 2r(G) − 2). According to Lemma 8 there is a vertex
holds. Due to the m-convexity of disks, for all j, j6i, u j ∈ D(v j ; r(G) − 2) is fulÿlled, i.e., for all j6i, d G (v j ; S )6r(G) − 2. Thus, we could assume at the beginning that S ⊂ D(v i+1 ; r(G)).
Now we can apply Lemma 5 to the set M = S ∪ {v i+1 } with the radius function r(v i+1 ) = r(G)−2 and r(v) = 1 for all v ∈ S, and get a clique C such that d G (v i+1 ; C)6 r(G) − 2 and every vertex of S is adjacent to a vertex of C. Let u i+1 be a vertex of C with d G (v i+1 ; u i+1 )6r(G) − 2. It is easy to see that the set A = S ∪ {u i+1 } is a two-set and d G (v j ; A)6r(G)−2 holds for any j6i+1. But this contradicts with the maximality of i. Thus, i has to be equal to n and the ÿrst part of the lemma follows.
Time bound: First we can determine within O(|V | · |E|) steps the distance matrix of G.
i-th iteration: Since the distances of v i+1 to all other vertices are known in advance, the projection of two-set S to the disk D(v i+1 ; r(G)) can be determined within O(|V | · |S|) steps. The vertex u i+1 can be determined also within O(|V | 2 ) steps. There are at most |V | such iterations, and each iteration requires at most O(|V | 2 ) time.
Lemma 10. Every maximal by inclusion two-set of a chordal graph is m-convex.
Proof. Let S be a maximal by inclusion two-set and assume that there is an induced path P between vertices x and y such that P ∩ S = {x; y}. Let v be a vertex of P adjacent to x. Since v = ∈ S and S is a maximal by inclusion two-set, there must be a vertex w in S with d G (v; w) = 3, d G (x; w) = 2 and d G (y; w)62. Since x; y ∈ D(w; 2) and vertex v from induced path P connecting x and y does not belong to D(w; 2), a contradiction with m-convexity of disks in chordal graphs arises. Proof. The "only if " direction is obvious.
The "if" direction. Let G be a chordal graph of diameter 2r(G) − 2. By Lemma 9, G has a two-set S such that d G (v; S)6r(G) − 2 holds for any v ∈ V , and such a set S can be found in O(|V | 3 ) time. We can extend S to a maximal by inclusion two-set within the same time bound. So, without loss of generality, assume that S is a maximal two-set and, hence, it is m-convex. Since S contains together with any two vertices also all shortest paths connecting them in G, subgraph G(S) of G induced by the set S is a chordal graph of diameter at most 2. By the theorem assumption, G(S) has a tree 3-spanner T (S). We can run a BFS on G started at the set S to extend the tree T (S) to a spanning tree T of G. We show now that T is a (2r(G) − 1)-spanner for G. Consider any edge xy ∈ E(G). Let x and y be the vertices of subtree T (S) of a tree T that are closest to x and y in T , respectively. Since T is constructed from T (S) (from S) in a BFS manner, we have
Let P x , P y be the paths connecting x with x and y with y in T and consider a path of G formed by P x , edge xy, and P y . Since two nonadjacent vertices of m-convex set S cannot be connected by a path with inner vertices outside S, we conclude that either x = y or x y ∈ E(G) and, hence, x y ∈ E(G(S)). We do not know how to use this theorem for general chordal graphs (since not all chordal graphs of diameter 2 have tree 3-spanners), but this theorem could be very useful for those hereditary subclasses of chordal graphs where each graph of diameter 2 is tree 3-spanner admissible. Then, for every graph of diameter at most t − 1 from those classes, a tree t-spanner will exist and it could be found in polynomial time if corresponding tree 3-spanner is constructable in polynomial time. For an arbitrary chordal graph G with diam(G) = 2r(G) − 2, it can happen that a chordal graph of diameter at most 2, generated by a two-set of G (found as described in Lemma 9 and Theorem 7), does not have a tree 3-spanner, but yet G itself admits a (2r(G) − 1)-spanner. We are still working on TREE (2r(G) − 1)-SPANNER problem in chordal graphs of diameter 2r(G) − 2. It is natural to ask whether a combination of Theorems 7 and 9 will work.
Tree 3-spanners in chordal graphs of diameter 2
In this section, we give an application of Theorem 7 as well as a criterion for the tree 3-spanner admissibility of chordal graphs of diameter at most 2.
Lemma 11 (Chang and Nemhauser [9] and Voloshin [30] ). Let G be a chordal graph. If all vertices v i of a clique C = {v 1 ; : : : ; v k } have the same distance from a vertex v ∈ V then there is a common neighbour u of all elements of C which has distance
This follows also from the necessary and su cient condition for the existence of r-dominating cliques in chordal graphs. Consider r(u) = 0 for all u ∈ C and r(v)
A graph G is non-trivial if it has at least one edge.
Lemma 12. Let G be a non-trivial chordal graph of diameter at most 2. If G does not contain a clique K 5 on ÿve vertices, then G has a dominating edge, i.e., an edge e ∈ E such that d G (v; e)61 for any v ∈ V .
Proof. Notice that G must have a dominating clique, i.e., a clique C such that any vertex of G is in C or is adjacent to a vertex in C. First we show that then a vertex v must exist such that N (v) ⊇ {a; b; c; a ; b ; c }. In fact, by chordality of G, it is enough to show that N (v) ⊇ {a ; b ; c }. Assume, by way of contradiction, that no such vertex v exists. Since diam(G) = 2, there must be vertices x; y; z in G such that x is adjacent to a ; c and not to b , y is adjacent to b ; c and not to a , z is adjacent to a ; b and not to c . By chordality of G, in cycle a − x − c − y − b − z − a there must be chords zx; xy; yz. Analogously, by considering cycles on ÿve vertices, we conclude that xa; xc; yc; yb; zb; za ∈ E. Now, to avoid induced cycles on 4 vertices, two of the following three possible chords zc; ya; xb must be present in G. In conclusion, at least ÿve out of six vertices {a; b; c; x; y; z} induce a complete subgraph in G, which is impossible.
Thus, there is a vertex v in G such that N (v) ⊇ {a; b; c; a ; b ; c } for any triple a ; b ; c of private neighbors of a; b; c. Next we show that any vertex x ∈ V \N (v) is adjacent to every vertex from {a; b; c}, thus concluding that vt is a dominating edge of G for any t ∈ {a; b; c}.
If x is not adjacent to any vertex from {a; b; c}, then d G (x; {a; b; c; v}) = 2 and we can apply Lemma 11 to get a new vertex x which together with a; b; c; v will induce a forbidden clique of size 5. Hence, x must be adjacent to a vertex from {a; b; c}, say xa ∈ E. If now xb; xc = ∈ E then x is a private neighbor of a and therefore there must be a vertex u = v in Assume now, without loss of generality, that xa; xb ∈ E but xc = ∈ E. Then xc = ∈ E since otherwise vertices x; a; c; c would form an induced cycle. As diam(G)
Since neither planar graphs nor 3-trees have cliques on 5 vertices and any graph with a dominating edge is trivially tree 3-spanner admissible, we conclude.
Corollary 2. Let G be a non-trivial graph of diameter at most 2. If G is a planar chordal graph or a k-tree for k63, then G has a dominating edge and hence a tree 3-spanner.
As we mentioned in introduction, there is no constant t such that planar chordal graphs or k-trees (k¿2) are tree t-spanner admissible. So, it is interesting to mention the following result.
Theorem 8. Every chordal graph of diameter at most t − 1, if it is planar or a k-tree (k63), has a tree t-spanner and such a tree spanner can be constructed in polynomial time.
In what follows we will assume that G is an arbitrary chordal graph which admits a tree 3-spanner T . Note that any tree of diameter at most 2 is a star and any tree of diameter 3 has a dominating edge (in this case T is called a bistar).
Lemma 13. For any maximal (by inclusion) clique C of a chordal graph G one of the following conditions holds. (a) C induces a star in T , (b) either C induces a bistar in T or there is a vertex v = ∈ C such that C ∪ {v} induces a bistar in T .
Proof. Since T is a 3-spanner for G, for any two vertices x; y of C, d T (x; y)63 holds. If T (C) is a subtree of T (i.e., T (C) is connected) then T (C) is either a star or a bistar. If T (C) is disconnected then, by Lemma 5 applied to T and C, there must exist an edge uv in T which dominates all vertices of C (in T ). Assume that both vertices u and v lie outside C. Since C is a maximal clique, there must be two vertices v and u in C such that vv ; uu ∈ E(G) and vu ; uv = ∈ E(G). But then vertices u; u ; v ; v form an induced cycle of length 4 in G, which is impossible.
Clearly, T is a star only if G has an universal vertex, and the diameter of T is 3 only if G has a dominating edge. The following theorem handles the case of all chordal graphs of diameter at most 2. Unfortunately, not every such graph has a dominating edge. There are chordal graphs of diameter 2 which do not have any tree 3-spanners, and there are chordal graphs of diameter 2 that have a tree 3-spanner but all those spanners are of diameter 4.
Theorem 9.
A chordal graph G of diameter at most 2 admits a tree 3-spanner if and only if one of the following three conditions holds.
(1) G has an universal vertex, (2) G has a dominating edge, (3) there is a vertex v in G such that any connected component of the second neighborhood of v has a dominating vertex in N (v).
Proof (If direction). We construct a tree 3-spanner T of G in the following way. In case (1) we connect all vertices from V \{v}, where v is an universal vertex of G, to v. In case (2), for a dominating edge uv of G, we connect all vertices of N (v) to v and all vertices from V \N (v) to u. In the last case, for that special vertex v, ÿrst we ÿnd all connected components of the second neighborhood
Then for each component A found, we search the set N (v) for a vertex a dominating A and connect vertices of A to a. Finally, we connect all vertices from N (v) to v. It is easy to see that tree T constructed in this way is a 3-spanner of G.
(Only if direction) Assume that graph G has a tree 3-spanner T but neither of conditions (1) and (2) is fulÿlled. Then the diameter of T must be at least 4. Consider vertices a; b of T at distance 4 and the middle vertex v of a shortest path connecting a with b. Let S = {x ∈ V : xv ∈ E(T )} and S = S ∪ {v}. Clearly, |S|¿2, and deleting vertices of S from T will disconnect T . Let T a and T b be subtrees of T \S containing vertices a and b, respectively. Note that T a and T b are di erent subtrees of T . Since T is a 3-spanner of G, no vertex from V (T a ) is adjacent to a vertex of V (T b ) in G. Hence, S is a cutset of G. Moreover, from diam(G)62 we deduce that every vertex of G is either in S or adjacent to a vertex of S . Therefore, any vertex from N 2 (v) (all neighborhoods here are considered in G) is adjacent in G to a vertex of S. Consider now an arbitrary connected component A of the subgraph of G induced by set N 2 (v).
Proof. Consider any two vertices t; s in N (A) ∩ N (v) and let t and s be neighbors in A of t and s, respectively, such that the distance d G(A) (t ; s ) is minimal. Let also P be a path of length d G(A) (t ; s ) connecting t and s in A. If ts = ∈ E(G), then this path P together with vertices t; s and v will form an induced cycle of length greater than 3 in G, which is impossible.
Claim 2. Neighborhoods in N (v) of any two adjacent vertices s and t from A are comparable. That is,
Proof. If those neighborhoods are non-comparable, then there must exist vertices t and s in N (v) such that tt ; ss ∈ E(G) and ts ; st = ∈ E(G). But then, since t s ∈ E(G) (by Claim 1), vertices t; s; s ; t form an induced cycle of length 4 in G.
Claim 3.
If there is a vertex x in A which is adjacent in G to exactly one vertex of S, say y, then A ⊂ N (y) must hold.
Proof. Consider any neighbor u of x in A. If uy = ∈ E(G) then a neighbor w of u in S must be adjacent to x (by Claim (2) and a contradiction arises. Hence, uy ∈ E(G) holds for any neighbor u of x in A.
Consider now a non-neighbor v of x in A and assume that v y = ∈ E(G). Then,
Let w be a neighbor of v in S and u be a common neighbor of x and v (u can be either in A or in N (v)\S). Note that wx = ∈ E(G). If u ∈ N (v)\S then vertices y; u; w are pairwise adjacent by Claim 1. If u ∈ A then, uy ∈ E(G) since u is a neighbor of x in A. Also, yw ∈ E(G) by Claim 1, and uw ∈ E(G) by Claim 2. Thus, in any case vertices y; u; w are pairwise adjacent in G. Consider a maximal (by inclusion) clique C yuw containing vertices y; u and w. Note that C yuw may contain v if u ∈ N (v). Two vertices of this clique, namely y and w, are dominated in T by vertex v. Recall that y; w ∈ S and hence yv; wv ∈ E(T ). We have also that vu = ∈ E(T ) even if vu ∈ E(G), since u = ∈ S. Hence, by Lemma 13, there is a vertex z in G such that zv is the dominating edge for C yuw in T , i.e., zv; zu ∈ E(T ) (and hence z ∈ S).
Assume z = y and consider a maximal (by inclusion) clique C yxu in G containing vertices y; x and u. Since vertices y; u of C yxu are connected in T by path y − v − z − u, the edge vz must be the dominating edge of C yxu in T . But neither v nor z is adjacent to x. Hence, a contradiction with Lemma 13 arises.
Let now z = y and C wv u be a maximal (by inclusion) clique of G containing vertices w; v and u. Since vertices u; w of C wv u are connected in T by path u − y − v − w, the edge yv must be the dominating edge of C wv u in T . But again neither y nor v is adjacent to v , and a contradiction with Lemma 13 arises.
So, contradictions obtained show that any non-neighbor v of x in A must be adjacent to y, too. Therefore, A ⊂ N (y), and Claim 3 follows.
By Claim 3 we may assume now that any vertex of A has at least two neighbors in S. Also, by Claim 1, those neighbors have to be adjacent. Consider any edge ux of A. We claim that there exists a vertex z ∈ S such that zx; zu ∈ E(T ) holds.
Since the neighborhoods of u and x in S have to be comparable, there must be two vertices w and y in S such that u; x; w and y together form a clique in G. Let C xyuw be a maximal (by inclusion) clique of G containing all four vertices x; y; u; w. Two vertices of this clique, namely y and w, are dominated in T by vertex v since y; w ∈ S. We have also that vu; vx = ∈ E(T ) since vu; vx = ∈ E(G). Then, by Lemma 13, there must be a vertex z in G such that zv is the dominating edge for C xyuw in T , i.e., zv; zu; zx ∈ E(T ) (and therefore z ∈ S).
Thus, end-vertices of any edge of A are dominated in T by one vertex from S. Since all vertices of S are adjacent in T to v and T cannot contain any cycles, there must be just one vertex in S that dominates in T (and hence in G) all vertices of A.
Since conditions (1) and (2) are particular cases of condition (3) we have the following.
Corollary 3.
A chordal graph G of diameter at most 2 admits a tree 3-spanner if and only if there is a vertex v in G such that any connected component of the second neighborhood of v has a dominating vertex in N (v).
We conclude this section with the following corollary.
Corollary 4. For a given chordal graphs G = (V; E) of diameter at most 2, TREE 3-SPANNER can be decided in O(|V ||E|) time. Moreover, a tree 3-spanner of G, if it exists, can be constructed within the same time bound.
Proof. First we can search G for an universal vertex in O(|E|) time, and for a dominating edge or/and for a special vertex v with the property described in Theorem 9 (condition 3) in O(|V ||E|) time. Then the construction of T (see the proof of Theorem 9) will take only linear time.
Tree spanners in strongly chordal graphs
For an integer k¿3, a k-sun consists of a k-clique {v 1 ; : : : ; v k } and a k-vertex stable set {u 1 ; : : : ; u k }, and edges u i v i ; u i v i+1 , 16i¡k, and u k v k ; u k v 1 . A chordal graph is strongly chordal [14] if it does not contain a k-sun as an induced subgraph. In [3] , it is proved that every strongly chordal graph admits a tree 4-spanner and such a tree spanner can be constructed in linear time. Not every strongly chordal graph has a tree 3-spanner. Actually, TREE 3-SPANNER remains open on strongly chordal graphs.
A k-planet is obtained from a k-path v 1 v 2 v 3 · · · v k and a triangle abc by adding edges av i , 16i6k − 1 and bv i , 26i6k; see Fig. 6 . Deÿnition 1. A chordal graph is called very strongly chordal if and only if it does not contain a k-planet as an induced subgraph.
As a 3-sun is a 3-planet and every k-sun (k¿4) contains an induced 4-planet, the class of very strongly chordal graphs is properly contained in the class of strongly chordal graphs. Moreover, the class of very strongly chordal graphs contains all interval
graphs and all distance hereditary chordal graphs, called ptolemaic graphs [9] . The nice feature of this subclass of strongly chordal graphs is Theorem 10. Every very strongly chordal graph admits a tree 3-spanner and such a tree spanner can be constructed in linear time.
Proof. Let v be an arbitrary vertex of G. Write
and assume that
Claim. For every i = 1; : : : ; q and for every connected component A of G i there exists a vertex v A ∈ N i−1 (v) adjacent to all vertices in A.
Proof of the Claim. Assume that the claim is false, and consider the smallest i such that the statement does not hold. Then i¿1 and there exist two vertices
Fix two such vertices u 1 ; u 2 and choose a ∈ N A (u 1 )\N A (u 2 ) and a ∈ N A (u 2 )\N A (u 1 ) such that the shortest aa -path in A has minimum length. Note that, as G is chordal, B is a clique, and hence, by the minimality of i, there exists a vertex u ∈ N i−2 (v) adjacent to u 1 and u 2 . Now, let a 1 a 2 · · · a k be the shortest aa -path in A; a 1 := a and a k := a . As G is chordal, k¿3 and each a j must be adjacent to u 1 or to u 2 . By the choice of a and a , each a j , 1¡j¡k, must be adjacent to both u 1 and u 2 . But then a 1 ; : : : ; a k , u 1 ; u 2 , and u induce a k-planet, a contradiction. The claim is proved.
The claim shows that the following procedure constructs a tree 3-spanner T of G correctly: Another well-known subclass of strongly chordal graphs consists of the intersection graphs of directed paths in a rooted directed tree, called directed path graphs. The class x ∈ G\S(G) and y ∈ S(G), say x ∈ N (A), y ∈ A for some connected component A of S(G), then d T (x; y) = 1 + d T (v A ; x) = 1 + d T (v A ; x) 6 1 + (t − 1) = t:
Note that, given T and S(G), the tree t-spanner T of G can be constructed in linear time.
Deÿnition 2. For an arbitrary graph G and an integer k¿0 let G k := G k−1 \S(G k−1 ); G 0 := G. A graph G is called k-split if G k is a clique.
Clearly, 0-split graphs are exactly the cliques, and all split graphs are 1-split but not vice versa. The following fact is probably known.
Proposition 2.
A graph G is chordal if and only if G is k-split for some k.
Proof. Since every chordal graph has a simplicial vertex, the if-part is obvious. Assume now that G k is a clique for some k. Then by Lemma 14, the graph G k−1 (induced by G k and S(G k−1 )) is chordal. Repeating this argument we get that G = G 0 is chordal, too.
Theorem 11. Every k-split graph admits a tree (k + 2)-spanner.
Proof. Since G k is a clique, it admits a tree 2-spanner. It follows from Lemma 15 that G = G 0 admits a tree (k + 2)-spanner.
Corollary 5. All 1-split graphs, hence all split graphs, admit a tree 3-spanner, and a such a tree 3-spanner can be constructed in linear time, given the set of all simplicial vertices.
Note that the existence of a tree (k + 2)-spanner in k-split graphs is best possible: there are many k-split graphs without tree (k + 1)-spanner; for example, the 3-sun is 1-split (even split) and has no tree 2-spanner.
Conclusion
In this paper we have proved that, for any t¿4, TREE t-SPANNER is NP-complete on chordal graphs of diameter at most t + 1 (if t is even), respectively, at most t + 2 (if t is odd), improving the hardness result in [7] on a restricted well-understood graph class. We have shown that every chordal graph G of diameter at most t − 1 is tree t-spanner admissible if diam(G) = 2r(G) − 2.
The complexity of TREE t-SPANNER remains unresolved on chordal graphs of diameter t (if t is even) and of diameter t or t+1 (if t is odd). TREE t-SPANNER remains also open on path graphs and the case t = 3 remains even open on path graphs that are strongly chordal graphs as well. However, we have shown that all very strongly chordal graphs, a subclass of strongly chordal graphs that contains all interval graphs and all ptolemaic graphs, are tree 3-spanner admissible, and a tree 3-spanner for a given very strongly chordal graph can be constructed in linear time. This improves known results on tree 3-spanners in interval graphs [20, 22, 27] . We have also improved known results on tree 3-spanners in split graphs [6, 20, 29] by showing that all 1-split graphs, a subclass of chordal graphs containing all split graphs, are tree 3-spanner admissible, and a tree 3-spanner for a 1-split graph can be constructed in linear time, given the set of its simplicial vertices. We presented a polynomial time algorithm for the TREE 3-SPANNER problem on chordal graphs of diameter at most 2.
Many questions remain still open. Among them: (1) Can TREE 3-SPANNER be decided e ciently on chordal or strongly chordal graphs?
At least for strongly path graphs? And on 2-split graphs? (2) Can TREE (2r(G)−1)-SPANNER be decided e ciently on chordal graphs of diameter 2r(G) − 2? (3) What is the complexity of TREE t-SPANNER for chordal graphs of diameter at most t?. We also do not know whether all very strongly chordal graphs are strongly path graphs. Are these graphs even directed path graphs?
