Over the last few years many methods have been developed for analyzing functional data with different objectives. The purpose of this paper is to predict a binary response variable in terms of a functional variable whose sample information is given by a set of curves measured without error. In order to solve this problem we formulate a functional logistic regression model and propose its estimation by approximating the sample paths in a finite dimensional space generated by a basis. Then, the problem is reduced to a multiple logistic regression model with highly correlated covariates. In order to reduce dimension and to avoid multicollinearity, two different approaches of functional principal component analysis of the sample paths are proposed. Finally, a simulation study for evaluating the estimating performance of the proposed principal component approaches is developed.
INTRODUCTION
Data in many different fields come to us through a process naturally described as functions. This is the case of the evolution of a magnitude such as, for example, temperature in time. It usually happens that we only have discrete observations of functional data in spite of its continuous nature. In order to reconstruct the true functional form of data many approximation techniques have been developed, such as interpolation or smoothing in a finite dimensional space generated by a basis. A general overview of functional data analysis (FDA) can be seen in Silverman (1997, 2002) and Valderrama et al. (2000) .
The great development on FDA in recent years has meant that many studies with longitudinal data historically raised from a multiple point of view are now analyzed on the basis of their functional nature. Some of these works have focused on modeling the relationship between functional predictor and response variables observed together at varying times. This is the case for example, in Liang and Zeger (1986) who proposed a set of estimating equations which take into account the correlation between discrete longitudinal observations in order to estimate a set of time-independent parameters in the generalized linear model context. With the objective of estimating a functional variable in a future period of time from its past evolution, Aguilera et al. (1997a) introduced the principal component prediction models (PCP) that have been adapted for forecasting a continuous-time series based on discrete observations at unequally spaced time points (Aguilera et al., 1999a, b) . More recently, Valderrama et al. (2002) have formulated mixed ARIMA-PCP models to solve a related problem.
On the other hand, in many practical situations it is necessary to model the relationship between a time-independent response and a functional predictor. A first approach to functional linear regression has been introduced by Ramsay and Silverman (1997) for the case of a continuous scalar response variable and the functional predictor measured at the same time points for each individual. When the response variable is the own functional predictor in a future time point, Aguilera et al. (1997b) proposed a principal component (PC) approach to functional linear regression.
The aim of this work is to predict a binary response variable, or equivalently the probability of occurrence of an event, from the evolution of a continuous variable in time, so that functional information is provided by a set of sample paths. This is the case in Ratcliffe et al. (2002) , who used periodically stimulated foetal heart rate tracings to predict the probability of a high risk birth outcome. Taking into account that the analysis of such phenomenon has to be done by looking at its continuous nature we propose a functional regression model. On the other hand linear models are not the best ones when the response variable is binary as stated by Hosmer and Lemeshow (1989) in the multiple case, therefore we develop a functional logistic regression model.
As Ramsay and Silverman (1997) stated for the case of functional linear models, the estimation of such a model cannot be obtained by the usual methods of least squares or maximum likelihood. In the general context of generalized functional linear models, James (2002) assumes that each predictor can be modeled as a smooth curve from a given functional family as for example, natural cubic splines. Then the functional model can be equivalently seen as a generalized linear model whose design matrix is given by the unobserved spline basis coefficients for the predictor and the EM algorithm is used for estimating the model from longitudinal observations at different times for each individual. In order to assess the relationship between the functional predictor and the scalar response, either estimating the parameter function by considering an orthonormal spline basis or using as covariates all the PCs of the spline basis coefficients is also performed. In an unpublished paper, Müller and Stadmüller (2002) propose an estimation based on truncating an infinite basis expansion of the functional predictor whose sample curves are assumed to be in the space of square integrable functions. In that paper, asymptotic inference for the proposed class of generalized regression models is developed by using the orthonormal basis of eigenfunctions of the covariance function.
In this line of research the present paper provides some alternative methods for estimating the parameter function in the functional logistic regression model. A first estimation procedure is obtained by assuming that both the functional predictor and the parameter function belong to a finite space generated by a basis of functions that could be unorthonormal. Opposite to James (2002) that assumes unknown basis coefficients we fit a separate curve to each individual and approximate its basis coefficients from its observations at different time points. Then an approximated estimation is performed by estimating a standard multiple logistic regression model whose design matrix is the product of the matrix of resulting basis coefficients and the one of inner products between basis functions. This results in highly correlated covariates (multicollinearity) which causes the model to be unstable, as indicated by Ryan (1997) , so that the parameter estimates provided by most statistical packages are not particularly accurate. To solve this problem in multiple logistic regression Aguilera and Escabias (2000) proposed to use a reduced set of PCs of the original predictor variables as covariates of the model and to obtain an estimation of the original parameters through the one provided by this PC logistic regression model. In order to reduce dimension and to avoid multicollinearity, in this paper we propose a second estimation procedure based on functional principal component analysis (FPCA) of the original sample paths to improve the approximated estimation of the parameter function obtained when we consider that the sample paths and the parameter function belong to the same finite-dimension space.
Summarizing, the main advantage of this paper with respect to previous works in this area is to propose an estimation procedure of functional logistic regression, based on taking as covariates a reduced set of functional principal components of the predictor sample paths after their approximation on a finite space generated by a basis of no necessarily orthonormal functions. This is in contrast to the particular case of the orthonormal bases used in other papers, when the basis is unorthonormal standard FPCA is not equivalent to principal component analysis (PCA) of the resulting basis coefficients so that two different approaches to FPCA will be considered. Then their estimating performance will be evaluated on simulated data by proposing different criterions and some heuristic guidelines for choosing the optimal PCs to be included as covariates in the resulting functional PCs logistic regression model.
In Section 2, we briefly present the general ideas about how to reconstruct the true functional form of data by fitting a smooth curve to each individual from its observations at different times. Basic theory on FPCA is also summarized with special emphasis on the case of predictor curves in a finite space generated by a basis. The theoretical framework on functional logistic regression and a first estimation procedure based on approximating the basis coefficients of predictor curves on a finite space are developed in Section 3. In order to avoid multicollinearity, in Section 4 we propose a second estimation procedure for functional logistic regression that uses as covariates a reduced set of functional principal components of the predictor curves. Two different forms of FPCA and two different criterions for including the covariates in the model will be also considered. Simulation studies for testing the accuracy of the parameter function provided by these functional PC approaches are finally carried out in Section 5.
FUNCTIONAL DATA
The aim of this paper is to explain a binary response variable in terms of a functional predictor whose sample information is given by a set of functions x 1 (t), x 2 (t), . . . , x n (t) that can be seen as observations of a stochastic process {X (t): t ∈ T }. From now on, we will suppose that this stochastic process is second order, continuous in quadratic mean and the sample functions belong to the Hilbert space L 2 (T ) of squared integrable functions, with the usual inner product
In practice it is impossible to observe a set of functions continuously in time: instead we will usually have observations of such functions at different times, t i0 , t i1 , . . . , t im i ∈ T, i = 1, . . . , n, and with a different number of observations for each individual. That is, the sample information is given by the vectors x i = (x i0 , . . . , x im i ) , with x ik being the observed value of the i th sample path at time t ik (k = 0, . . . , m i ).
In order to reconstruct the functional form of sample paths from the discrete observed information we may use different methods depending on the way of obtaining such discretetime data and the shape we expect the functions to have. In any case, it is usual to assume that sample paths belong to a finite-dimension space generated by a basis {φ 1 (t), . . . , φ p (t)}, so that they can be expressed as
If the functional predictor is observed with error
we can use some least square approximation approach after choosing a suitable basis as, for example, trigonometric functions (Aguilera et al., 1995) , B-splines or wavelets (see Ramsay and Silverman, 1997 for a detailed study). On the other hand if we consider that sample curves are observed without error
we could use some interpolation method, as for example, cubic spline interpolation (Aguilera et al., 1996) . Both methods, smoothing and interpolation, allow us to obtain the functional form of the sample paths by approximating the basis coefficients {a i j } from the discrete-time observations of sample curves.
The different methods that we will propose later for estimating the functional logistic regression model are based on FPCA, so let us briefly look at the basic theory on functional PCs.
Functional Principal Component Analysis
We are going to define FPCA from a sample point of view. By analogy with multivariate case, the functional PCs of a stochastic process are defined as uncorrelated generalized linear span of its variables with maximum variance.
Let
be a set of sample paths of a continuous stochastic process {X (t): t ∈ T }. The sample mean and covariance functions are given bȳ
We will consider without loss of generality thatx(t) = 0 ∀t ∈ T.
The functional PCs of x 1 (t), . . . , x n (t) are defined as n-dimensional vectors ξ j ( j = 1, . . . , n − 1) with components
where the weight functions f j (t) that define the functional PCs are the n − 1 solutions of the eigenproblem
That is, f j (t) ( j = 1, . . . , n − 1) are the eigenfunctions associated to the corresponding positive eigenvalues λ j ( j = 1, . . . , n − 1) that are the variances of the PCs and verify
In terms of the eigenfunctions the covariance function admits the following expansion:
that provides the following orthogonal representation of sample paths in terms of PCs:
By truncating this expression we obtain a reconstruction of the sample paths in terms of a reduced number of PCs that accumulate a certain percentage of the total variance given by
In order to obtain the functional PCs of a sample of curves x 1 (t), . . . , x n (t), we have to solve the eigenequation (2). The solution of such an equation is only possible for a few types of kernels (see Todorovic, 1992 ). As we can see in Aguilera et al. (2002) , when the sample paths belong to a finite space of L 2 (T ) generated by a basis {φ 1 (t), . . . , φ p (t)}, the functional PCs of such sample paths are given by the standard PCs of the A 1/2 matrix, where A = (a i j ) n× p is the matrix that has as rows the basis coefficients of sample paths and = (ψ jk ) p× p the one of inner products between basis functions
In that sense let us consider the sample paths as in Eq.
(1), let = (ξ i j ) n× p be the matrix whose columns are the PCs of the A 1/2 matrix, and G the one whose columns are its associated eigenvectors. Then = (A 1/2 )G and the weight functions that define the functional PCs are given by
THE FUNCTIONAL LOGISTIC REGRESSION MODEL
Several authors have established different models to explain a single time-independent response variable based on a set of functions. A general overview of the functional linear model for a continuous response variable can be seen in Ramsay and Silverman (1997) . As in the multiple case, linear models cannot be used when the response variable is binary; therefore we are going to formulate a functional version of logit regression. Let us consider a sample of functional observations x 1 (t), . . . , x n (t) and let y 1 , . . . , y n be a random sample of a binary response variable Y associated to these sample paths, that is, y i ∈ {0, 1}, i = 1, . . . , n. Then the functional logistic regression model is given by
where π i is the expectation of Y given x i (t) that will be modelized as
with α a real parameter, β(t) a parameter function, and ε i , i = 1, . . . , n independent errors with zero mean. Equivalently the logit transformations can be expressed as
where T is the support of the sample paths x i (t). So the functional logistic regression model can be seen as a functional generalized linear model with the logit transformation as link function (James, 2002) . As indicated by Ramsay and Silverman (1997) for the functional linear regression model, it is impossible to obtain an estimation of β(t) by the usual methods of least squares or maximum likelihood. As we stated earlier, in order to solve this problem we will assume that both sample paths and parameter function belong to the same finite space.
An Approximated Estimation of the Parameter Function
Let us consider the sample paths as in Eq. (1), and the parameter function in terms of the same basis,
Once the basis coefficients of sample curves have been approximated from discrete-time data, their resulting approximated basis representations turn the functional model into a multiple one
with ψ jk the inner products defined in Eq. (3), a i j the coordinates of sample paths, α a scalar parameter and β k the parameters of the model that correspond to the parameter function basis coefficients which have to be estimated. In matrix form this multiple model can be expressed as
Then, we will obtain an estimation of the parameter function by estimating this multiple logistic model. So letβ = (β 1 , . . . ,β p ) the estimated parameters of this multiple model obtained by applying the Newton-Raphson method for solving the nonlinear likelihood equations
. . , y n ) and = (π 1 , . . . , π n ) (see for example, Hosmer and Lemeshow, 1989) . Then the approximated parameter function estimate will bê
In the more general context of functional generalized linear model, James (2002) has proposed a different estimation procedure where unobserved basis coefficients of sample paths are treated as missing data and the EM algorithm is used in order to optimize the observed likelihood. In that paper the relationship between predictor and response variable is investigated either considering an orthogonal spline basis ( = I p ) and plotting the parameter function or using all the PCs of the coefficient matrix A as predictors and interpreting the resulting parameters.
As many authors have stated (Hosmer and Lemeshow, 1989 and Ryan, 1997 among others) the estimation of the logistic regression model obtained by most statistical packages is not very accurate when there is a great dependence between the variables in the model or a high correlation in the columns of the design matrix (multicollinearity).
The way of obtaining the design matrix of model (6) from correlated time-dependent data induces a great multicollinearity in this model. Then the approximated estimation proposed before will not be very good, as we will see at the end of this paper in the simulation study. Aguilera and Escabias (2000) proposed to use a reduced number of PCs of the original variables as covariates of the multiple logistic model in order to obtain a better estimation of the parameters of this model in the presence of multicollinearity. In the next section we will use an analogous method of improving the estimation of the parameter function of the functional logistic model based on FPCA.
FUNCTIONAL PRINCIPAL COMPONENT LOGISTIC REGRESSION
In order to reduce dimension and to obtain better estimations of the parameter function, we propose to use two different approaches based on FPCA of sample paths, that is, we are going to reduce the functional logistic regression model to a multiple one with a reduced number of PCs as covariates.
On the one hand let us consider the multiple logistic model (6) obtained by considering that the sample paths and the parameter function of model (5) belong to the finite space generated by the basis {φ 1 (t), . . . , φ p (t)}. As we have noted before, this model provides an estimation of the coordinates of the parameter function that may be very different to the real one due to the existence of multicollinearity. Following Aguilera and Escabias (2002) we propose to solve this problem by using as covariates of this model the PCs of its design matrix A .
i j ) n× p be the matrix of PCs of the A design matrix and V (1) the one that has as columns the eigenvectors associated to them. Then the multiple logistic model (6) can be equivalently expressed in terms of all the PCs as
and we can give an estimation of the parameters of model (6) (coordinates of β(t)) through the estimation of this one,
which is the same as the one obtained by using the original A matrix.
This PCA is really a FPCA of a transformation of the original sample paths with respect to the usual inner product in L 2 (T ). In fact, Aguilera et al. (2002) 
and model (5) can be equivalently expressed as
Equivalently, if we consider the multiple logistic model in terms of these PCs
we obtain the following expression for the parameter function
Under these considerations, we can obtain an estimation of the parameter function by estimating the multiple model in terms of all PCs and substituting f j (t), j = 1, . . . , p with its basis expansion (4). Then its basis coefficients are given bŷ
and ( f l j ) p× p = F defined in Section 2.1 in terms of the eigenvectors of the covariance matrix of A 1/2 . In matrix formβ = Fγ (2) = −1/2 Gγ (2) . Summarizing, we have proved that the functional logistic regression model (5) can be equivalently expressed as
where the functional PCs ξ (k) j (k = 1, 2) can be obtained by the following two different approaches:
1. Performing PCA of the design matrix A of the multiple logistic model (6) with respect to the usual inner product in R p that is equivalent to FPCA of a transformation of the sample paths with respect to the usual inner product in L 2 (T ), that is, (1) = A V (1) . We will call this principal component analysis PCA1. 2. Performing FPCA of the sample paths with respect to the usual inner product in L 2 (T ) that is equivalent to PCA of the data matrix A 1/2 , that is (2) = A 1/2 G. We will call this principal component analysis PCA2.
In any case, an estimation of the parameter function can be given bŷ
where the vector of coordinatesβ = V (k)γ (k) (k = 1, 2), with V (1) the matrix whose columns are the eigenvectors of the covariance matrix of A and V (2) = F −1/2 G, with G being the matrix whose columns are the eigenvectors of the covariance matrix of A 1/2 . Let us observe that both approaches agree when the basis is orthonormal and then = I p .
Model Formulation
The functional principal component logistic regression model is obtained by truncating model (8) in terms of a subset of PCs. Then, if we consider the matrices defined before partitioned as follows:
the functional principal component logistic regression model is defined by taking as covariates the first s PCs
, and
It will be seen in the simulation study that the estimation of the parameter function given bŷ
with the coefficient vectorβ
(s) is more accurate than the one obtained with the original A design matrix.
Model Selection
In spite of having included the PCs in the model according to explained variability, several authors, for example Hocking (1976) , in PC regression, have established that PCs must be included based on a different criterion by taking into account their predictive ability.AsAguilera and Escabias (2000) established for the multiple case, it is better to include the PCs in the model in the order given by the stepwise method based on conditional likelihood ratio test. In the context of generalized linear models, Müller and Stadmüller (2002) select the number of predictors (base functions) in a sequence of nested models by using the standard Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC).
In the simulation study performed at the end of this paper we will consider two different methods of including PCs in the model. The first one (Method I) consists of including PCs in the natural order given by the explained varability. In the second one (Method II) PCs are included in the order given by the stepwise method based on conditional likelihood ratio test. This method consists of a stepwise procedure of including variables (PCs) into a regression model. Each step of the method tests whether each of the available variables ought to be in the present model by the likelihood ratio test for selecting one between two nested models: the ones with and without the corresponding variable. The procedure begins with the model with no variables.
In addition we will propose different criterions for selecting the optimal number of PCs based on different accuracy measures of the estimated parameters. First, we define the integrated mean squared error of the beta parameter function (IMSEB) as
Second, we define the mean squared error of beta parameters (MSEB)
Let us observe that mean squared errors provide a good estimation when they are small enough. Therefore, in order to select the optimum number of PCs we will propose two optimum models for each method: the one with the smallest MSEB and the one with the smallest IMSEB. We have to note that we cannot obtain IMSEB and MSEB with real data, in which case we need another measure that chooses the best estimation of the parameter function. In literature we can see several methods of choosing the best number of covariates to estimate the parameter of a regression model, some of which take into account the values of the variance of the estimated parameters (see for example Aucott et al. 2000) . This variance of the estimated parameters is given in functional principal component logistic regression by
where
. We have observed in the simulated examples that the model previous to a significant increase in this variance provides a good estimation of the parameter function with mean squared errors similar to the optimum models. Then we will use this criterion for model selection in applications with real data. As heuristic rule for choosing the model with the variance criterion we propose to plot the variances and retain in the model the PCs previous to a kink in the curve. In addition we will take into account the parsimonious criterion so that between two significant increases in the variances we prefer the model with less PCs.
SIMULATION STUDY
In order to investigate the improvement in the parameter function estimation of the functional logistic regression model provided by the two proposed PC approaches, we have carried out a simulation study.
Simulation Process and Model Fitting
We have performed two simulations with the same drawing and a different procedure of sample curves simulation. Due to the fact that all presented methods consider that sample paths belong to a finite space generated by a basis, we have used the space of cubic splines generated by a basis of cubic B-splines defined by a set of nodes.
Before developing the simulated study let us briefly see the definition of the B-spline basis given by a set of nodes t 0 < t 1 < · · · < t m . Extending this partition as t −3 < t −2 < t −1 < t 0 < · · · < t m < t m+1 < t m+2 < t m+3 the B-spline basis is recursively defined by
B j,r−1 (t) + t j +r−2 − t t j +r−2 − t j −1 B j +1,r−1 (t), r = 2, 3, 4, j = −1, . . . , m − r + 5 (more details in De Boor 1978). From now we will omit the subscript corresponding to the degree of cubic B-spline functions (r = 4). The first step of the simulation process in each case was to have a set of n sample curves that will explain the response. These curves are considered in the form (1) in terms of the basic cubic B-splines and their basis coefficients ( A matrix). In the first example we have directly simulated these coefficients. In the second we have approximated them by least squares approximation from a set of observations of a known stochastic process simulated at a finite set of times.
After this we have chosen as parameter functions in the two examples the natural cubic spline interpolation of a known function on the set of nodes of definition of B-splines. Then the real basis coefficients β = (β 1 , . . . , β p ) of the parameter function are known.
Finally we have obtained the values of the response variable Y by simulating the functional logistic regression model. That is, first we have obtained the linear spans
where is the matrix of inner products between the basic B-splines. Then we have calculated the probabilities
where α is fixed, and finally we have obtained n values of the response by simulating observations of a Bernouilli distribution with probabilities π i .
Once we had the simulated data, the next step has been to obtain the approximated estimation of the parameter function in each exampleβ(t) = p k=1β k φ k (t) by estimating the parameters of the multiple model (6). In order to improve these estimations we have considered the two solutions seen in previous sections: PCA1 (PCA of A ) and PCA2 (PCA of A 1/2 ). In both cases, we have fitted the logistic model taking as covariates the different set of PCs included by using the proposed Methods I and II. Then we have obtained for all these fittings the estimation of the parameter function given by Eq. (11) and the accuracy measures seen in Section 4.2.
In each fit we have calculated goodness of fit measures as the correct classification rate (CCR, rate of observations correctly classified using 0.5 as cutpoint) and the goodness of fit statistic G 2 with its associated p-value (more details in Hosmer and Lemeshow, 1989) . All these measures show good fits, so we do not present their values.
Finally we have repeated all these steps a great number of times in each example. In order to select the optimum number of PCs we propose in each repetition two optimum models: the one with the smallest MSEB and the one with the smallest IMSEB. As resume we have calculated the mean of the different accuracy measures of optimum models and some measures of spread (variance and variation coefficient).
All calculations have been obtained by using the S-Plus2000 package, and the results are shown in the tables. In such tables the sub and upper scripts corresponding to the number of PCs and the type of PCA used have been omitted in the different measures. Such questions are indicated in captions.
Example 1
In the first example we have considered that the functional predictor has as sample observations cubic spline functions on the real interval T = [0, 10] and can be expressed in terms of the cubic B-splines {B −1 (t), B 0 (t), . . . , B 10 (t), B 11 (t)} defined by the partition of such interval 0 < 1 < · · · < 9 < 10. Then we have simulated n = 100 observations of this magnitude by simulating their basis coefficients (A matrix). Matrix A has been obtained by a linear transform of 100 vectors of 13 independent standard normal distributions, by using a 13 × 13 matrix of uniformly distributed values in the interval [0, 1] .
The parameter function is the natural cubic spline interpolation of function sin(t − π/4) on the nodes 0 < 1 < · · · < 10 that define the basic elements. The basis coefficients β = (β 1 , . . . , β 13 ) are in Table I . Finally the values of the response have been simulated as indicated in the previous section. The estimation of the basis coefficients of the parameter function obtained without using PCs is given in Table I and as we can see they are very different to the simulated ones due to the great multicollinearity that exists in the approximated design matrix (1|A ). Figure 1 shows the great difference between the simulated and estimated parameter functions. In spite of this bad estimation, the model fits well with CCR of 90%, G 2 = 44.8 and p-value = 1.00. The importance of obtaining a good estimation of the parameter function led us to improve it by using FPCA as proposed in previous section.
First, we have obtained the matrices (1) and (2) of PCs of the A and A 1/2 matrices, respectively. These PCA1 and PCA2 approaches provide the explained variances given in Table I . Let us observe that the first five PCs explain more than 90% of the total variability and with the first eight we reach nearly 99% in PCA1. However in PCA2 more than 91% of total variability is explained with only one PC, and nearly 99% with the first five. Now, we have fitted the multiple models with a different number of PCs by including them in the model according to the different methods seen in previous sections: Methods I and II. The results of the different measures of accuracy of estimations can be seen in Table II for  Method I and Table III for Method II. Let us observe from Table II the great increase of all measures obtained when we include the last PCs in the model, which shows the need of choosing a smaller number of PCs in order to obtain a good estimation of the parameter function. In addition all models fit well with CCR next to 90% in most cases and p-value of G 2 nearly 1.00. We can see that in PCA1 the minimum values of IMSEB and MSEB are the ones corresponding to the model which has the first four PCs included by Method I (Tab. II) and the model with the first, third and fourth PCs included by Method II (Tab. III). Then these models provide the best possible estimations using this type of PCs with similar values of the accuracy measures. This is not the case in PCA2, which by using Method I (Tab. II) IMSEB indicates that the best estimation is the one obtained with the model that includes the first five PCs, whereas MSEB indicates that the best model is the one with only the first PC. Method II (Tab. III) shows again this difference between MSEB and IMSEB for PCA2, being the optimum models those with two PCs (first and fifth) and three (first, fifth and third) respectively. The estimated parameter functions given by these optimum models can be seen in Figure 2(a), (b) and (c). Let us observe from Figure 2 (c) the bad estimation provided by the optimum models with PCA2 and MSEB criterion in both methods. Looking at the estimated variance of the estimator of parameter function, we can see how it increases when we include the seventh PC in the model in both types of PCA and Method I of inclusion (Tab. II), in which case the best estimation that provides this criterion would be the one obtained with the model that contains the first 6 PCs. As we can see these models have values of MSEB and IMSEB similar to the optimum ones. These results can be clearly observed in Figure 3 where we can see a significant change (kink) in the linear trend of variances when we include the seventh PC. Let us observe how those extreme values that can confuse the interpretation have been removed in these plots. In Method II, (Tab. III) there is no increase in this variance, in which case the best model would be the one with all the PCs that enter in the model in each PCA. The values of MSEB and IMSEB are also similar to the optimum ones in this case. The estimated parameter functions provided by these models have been drawn in Figure 4 .
From these results we can conclude that it is better to use PCA1 than PCA2 to improve the estimation of the parameter function in the functional logistic regression model. Moreover it is better to use Method II than Method I because similar estimations are obtained with less PCs. However if we decide to use PCA2 it is better to choose the IMSEB as criteria of selecting the best estimation. Finally, if our objective is to predict correctly, both PCAs are equally good.
Finally we have repeated the simulation and the fits 350 times. In each repetition, PCA approach and method of inclusion, we have considered two optimum models: the ones with the smallest IMSEB and MSEB. Then we have obtained, for each PCA, method of inclusion of PCs and measure (IMSEB and MSEB), the mean, variance and coefficient of variation (CV) of the 350 measures of the corresponding optimum models. The results can be seen in Tables IV  and V.  Table IV , which corresponds to Method I, shows that the minimum MSEB and IMSEB provide the same mean results and variances in most measures with PCA1. For example, the mean number of optimum PCs is approximately 4 in both cases (MSEB and IMSEB) in PCA1, with similar variances and CV. The same happens in cumulative variance and the other accuracy measures. These results reveal that the conclusions provided in this situation by Table II are usual in this case. In relation to PCA2 with Method I, the conclusions are the same as the ones we saw in the single simulation, now IMSEB and MSEB do not provide the same mean of optimum number of PCs (Tab. IV). Furthermore the mean number of PCs that provides IMSEB is similar to the one obtained with PCA1.
In Table V (Method II) the conclusions are the same as the ones presented for Table IV , in relation to the convenience of using the minimum IMSEB or MSEB for selecting the best estimation in PCA2. Moreover we can once again see a bigger reduction in the dimension of the problem than the one obtained in Table IV because the mean number of PCs needed is smaller than the one associated to Method I.
Finally we have calculated the mean of the optimum estimations of the parameter function for the optimum models provided by each type of PCA, method and criterion for selecting PCs (Fig. 2(d)-(f) ). Let us observe again that PCA1 and Method II provide the best estimations.
Example 2
In the second example we have considered a different method of simulating the explicative sample paths. We have simulated observations of a set of 100 curves of a known stochastic process at the set of 21 equally spaced times of the [0, 10] interval (it is not necessary to take equally spaced times). More precisely we have considered the process used by Fraiman and Muñiz (2001) X (t) = Z (t) + t/4 + 5E where Z (t) is a zero mean Gaussian stochastic process with covariance function given by C(t, s) = (1/2) 80|t−s| and E is a Bernouilly random variable with parameter p = 0.1.
In this case we consider that the simulated observations are data measured with some error. In order to reconstruct the functional form of the curves we consider that they are expressed as in Eq. (1) in terms of the basic B-splines defined by 11 equally spaced nodes of the [0, 10] interval. The basis coefficients of the corresponding expansion are obtained by least squares approximation.
The parameter function considered in this example is the cubic spline interpolation of sin(t + π/4) on the nodes that define the B-splines.
The following steps for simulating the response and fitting the different models are the same as those seen in the first example. In this case we have also repeated the simulation and the fits 500 times and we have obtained the same resume measures for the optimum models with Tables VI  for Method I and Table VII for Method II. From such tables we can see again the great reduction of dimension that provides the best possible estimation of the parameter function. On the one hand, by using PCA1, we can see the great reduction of dimension obtained with a mean number of PCs in the optimum estimation rounding the three and four (Method II and I respectively). On the other hand, by using PCA2 we obtain a great dimension reduction too, and it is more significant including PCs by Method II than by Method I. IMSEB is again the measure that informs better of the best possible estimation of the parameter function by using PCA2. This can be clearly seen in Figure 5 (c) and (d) where the mean parameter function has been drawn for the corresponding optimum models. From Figure 5 (a) and (b) we can see that using MSEB and IMSEB as criterions for choosing the best possible estimation with PCA1 provide similar results.
CONCLUSIONS
The objective of this study is to predict a binary response variable from a functional predictor through the functional logistic regression model. The estimation of such a model is not possible with the usual methods of least squares or maximum likelihood, therefore the most used method in literature consists of approximating the sample paths and the parameter function in a finite space generated by a basis and fitting the resultant multiple model. Due to the way of obtaining the design matrix of this multiple model there is a great multicollinearity which causes it to be unstable so that the estimation of the parameter function is not very accurate.
In order to reduce dimension and improve the estimation of functional logistic regression model in presence of multicollinearity we propose to use a reduced number of PCs as covariates of the model which provides a better estimation of the parameter function. Two different approaches to PCA have been considered: PCA of the design matrix obtained when we approximate the sample paths and the parameter function in a finite space (PCA1) and FPCA of the original sample paths (PCA2). In addition, different criterions for selecting the optimum PCs to be included in the model have been performed.
From the simulation studies developed in this paper, we can conclude that PCA1 provides a better estimation of the parameter function than PCA2. Moreover, including PCs in the order given by the stepwise method based on conditional likelihood ratio tests is better than including them by variability order as it provides an accurate estimation of the parameter function with a smaller number of PCs.
