Abstract-We propose a new model called a Pairwise Markov Chain (PMC), which generalizes the classical Hidden Markov Chain (HMC) model. The generalization, which allows one to model more complex situations, in particular implies that in PMC the hidden process is not necessarily a Markov process. However, PMC allows one to use the classical Bayesian restoration methods like Maximum A Posteriori (MAP), or Maximal Posterior Mode (MPM). So, akin to HMC, PMC allows one to restore hidden stochastic processes, with numerous applications to signal and image processing, such as speech recognition, image segmentation, and symbol detection or classification, among others. Furthermore, we propose an original method of parameter estimation, which generalizes the classical Iterative Conditional Estimation (ICE) valid for of classical hidden Markov chain model, and whose extension to possibly non-Gaussian and correlated noise is briefly treated. Some preliminary experiments validate the interest of the new model.
of Y conditional to X in such a way that the posterior distribution P Y ¼y X is still a Markov distribution. We shall insist that the Markovianity of P Y ¼y X is essential to the successful application of Bayesian MAP or MPM restoration methods. Indeed, P Y ¼y X is Markovian for a large family of distributions and this very fact is the origin of the success of the hidden Markov models. However, there also exist simple distributions P X¼x Y for which P X is a Markov distribution, while P Y ¼y X is no longer a Markovian one. For example, when P X¼x Y is Gaussian, the hypothesis P X¼x Yi ¼ P Xi¼xi Yi , which can be easily questioned, is frequently used to retain the Markovianity of P Y ¼y X .
The aim of this paper is to propose a model which is more general than the hidden Markov chain model and in which the posterior distribution P Y ¼y X will always be a Markov chain distribution. The main objective is to allow one to consider more complex P X¼x Y , which could possibly be better suited to different real data. As we will see in the following, the hypothesis P X¼x Yi ¼ P Xi¼xi Yi above can, in particular, be relaxed. The idea is to directly consider the Markovianity of the couple ðX; Y Þ: such a model will be called "Pairwise Markov Chain" (PMC). The difference with the HMC is that the distribution P X is not necessarily a Markov distribution, but P Y ¼y X always is. This latter property allows one to use Bayesian restoration methods, like MPM or MAP.
Concerning the PMC parameter estimation problem, we show how ICE can be used in the Gaussian case and briefly indicate how it can be extended to the case in which the very form of the noise is not known and has to be searched, the latter being inspired from [20] .
The paper is organized as follows: The PMC model is introduced in the next section and some basic properties are presented. Differences in practical calculus with respect to the HMC are specified in Section 3 and Section 4 is devoted to the parameter estimation problem. Some numerical results are presented in Section 5 and conclusions and perspectives are in Section 6.
PAIRWISE MARKOV CHAINS
Let us consider two sequences of random variables X ¼ ðX 1 ; . . . ; X n Þ, and Y ¼ ðY 1 ; . . . ; Y n Þ. Each X i takes its values in a set X and each Y i takes its values in a set Y. Then, let Z i ¼ ðX i ; Y i Þ be the "pairwise" variable at the point i, and let Z ¼ ðZ 1 ; . . . ; Z n Þ be the "pairwise" process corresponding to two processes X and Y . We will assume that different probability distributions corresponding to the different variables have densities with respect to some measures. For simplicity, we will denote these different densities by a same letter p. For instance, pðxÞ, pðx i Þ, pðx i ; x iþ1 Þ, pðz i Þ ¼ pðx i ; y i Þ will be the densities of the distributions of X, X i , ðX i ; X iþ1 Þ, and Z i ¼ ðX i ; Y i Þ, respectively. The conditional densities will still be denoted by p: pðx iþ1 x i j Þwill be the density of the distribution of X iþ1 conditional on X i ¼ x i , pðy x j Þ will be the density of the distribution of Y conditional to X ¼ x, etc. We do not specify the measures for the different densities because it is not necessary for what follows and, thus, this lack of specification provides a certain generality of the framework. Some of classical measures will be specified in the examples. where pð:Þ are probability densities with respect to some measures. Furthermore, for 2 i n À 1, pðz i Þ is the marginal distribution of pðz i ; z iþ1 Þ and it also is the marginal distribution of pðz iÀ1 ; z i Þ. Of course, Z is then a Markov chain, but we will keep the definition above because of its usefulness in the following.
Thus, the distribution of a pairwise Markov chain is given by the densities pðz 1 ; z 2 Þ; . . . ; pðz nÀ1 ; z n Þ. The PMC will be called "stationary" when these n À 1 densities are equal. The distribution of a stationary PMC is thus given by a density on Z 2 ¼ X 2 Â Y 2 with respect to some measure.
The following proposition specifies some useful properties of PMC.
Proposition 2.1. Let Z be a Pairwise Markov Chain (PMC) associated with X and Y . We have the following:
1. pðy x j Þ and pðx y j Þ are Markov chains; 2. the distribution of ðZ i ; Z iþ1 Þ is given by the density pðz i ; z iþ1 Þ.
Proof. 
Of course, as the model is symmetric with respect to x and y, an analogous result remains true upon exchanging x and y.
Proof. Putting x n ¼ ðx 1 ; . . . ; x n Þ, y n ¼ ðy 1 ; . . . ; y n Þ, and z n ¼ ðz 1 ; . . . ; z n Þ, we have
n ; y n Þd# n ðy n Þ ¼ 1 and, so, it remains to show the latter.
the last equality following from (H). So, after n steps we have R Y n ' n ðx n ; y n Þd# n ðy n Þ ¼ 1 which completes the proof. t u
Let us notice that the following symmetrical condition pðy i x iÀ1 ; x i Þ ¼ j pðy i x i Þ j can replace (H); the proof is modified by starting the integration from left instead of right. Conversely, let us study the reciprocal proposition in a particular case. 
Proof. The integral of (2.4) with respect to y 1 ; y 2 ; y 3 is then equal to 1; after having integrated it with respect to y 1 ; y 3 , we obtain Z
Finally, the Markovianity of X implies (2.5). We will show that (2.5) implies pðy 2 x 1 ; x 2 j Þ ¼ pðy 2 x 2 j Þ by considering it as a scalar product. For a fixed x 2 , let us put 
. This implies that they are all equal-and, thus, all f !1 ; . . . ; f !k are equal, which completes the proof. t u So, according to the Proposition 2.3, the classical hidden Markov chains, in which X is a Markov chain, cannot take into account the situations in which pðy nÀ1 x nÀ1 ; x n j Þ does depend on x n . This can be a drawback in real situations in which such dependencies occur. For example, let us consider the problem of statistical image segmentation with two classes "forest" and "water:" X ¼ fF ; Wg. For x nÀ1 ¼ F , the random variable Y nÀ1 models the natural variability of the forest and, possibly, other "noise" which is considered absent here. Considering ðx nÀ1 ; x n Þ ¼ ðF ; F Þ and ðx nÀ1 ; x n Þ ¼ ðF ; WÞ as two possibilities for ðx nÀ1 ; x n Þ, it seems quite natural to consider that pðy nÀ1 F ; F j Þ and pðy nÀ1 F ; W j Þ can be different. In fact, in the second case, the trees are near water, which can make them greener or higher, say, giving them a different visual aspect. More generally, the possible dependence of pðy nÀ1 x nÀ1 ; x n j Þ on x n allows one to model easily the fact that the visual aspect of a given class can be different near a boundary than inside a large set of pixels of a same class. So, a kind of "nonstationarity," which models the fact that the "noise" can be different close to "boundaries," can be taken into account in the frame of a "stationary" PMC model.
Let us briefly return to the classical model specified in Example 2.1 above. As we have pðz i ; z iþ1 Þ ¼ pðx i ; x iþ1 Þpðy i x i Þ j pðy iþ1 x iþ1 Þ j , it is immediate to see that pðy nÀ1 x nÀ1 ; x n j Þ ¼ pðy nÀ1 x nÀ1 j Þ and, so, according to Proposition 2.1, we find again the fact that X is a Markov chain defined by pðx i ; x iþ1 Þ. Furthermore, we note that pðx nÀ1 y nÀ1 ; y n j Þ6 ¼pðx nÀ1 y nÀ1 j Þ, which is consistent with the wellknown fact that Y is not a Markov chain. 1. pðy nÀ1 x nÀ1 ; x n j Þ¼pðy nÀ1 x nÀ1 j Þ, which means that the mean and variance of pðy nÀ1 x nÀ1 ; x n j Þ do not depend on x n . In this case, Proposition 2.2 is applicable and X is a Markov chain. 2. The mean or the variance of pðy nÀ1 x nÀ1 ; x n j Þdepends on x n . In this case, Proposition 2.3 is applicable and X is not a Markov chain. 
PAIRWISE MARKOV CHAINS AND HIDDEN MARKOV CHAINS
which gives the classical HMC formula when (3.1) is verified. Of course, (3.6) gives pðx 1 yÞ j and pðx iþ1 x i ; yÞ j , which defines the Markov distribution of X conditional to Y ¼ y. Furthermore, we have the same formula (3.7) as in the HMC case, which allows us to calculate the Bayesian MPM restoration of the hidden X:
To better situate PMC with respect to HMC, let us examine, by considering a simple case, how the number of parameters grows when generalizing HMC to PMC. Consider the case of two classes X ¼ f! 1 ; ! 2 g, and assume that the distribution of Y conditional on X ¼ x is Gaussian. In the classical HMC considered above, we have pðz i ; z iþ1 Þ ¼ pðx i ; x iþ1 Þpðy i x i j Þpðy iþ1 x iþ1 j Þ, with pðy i x i j Þ and pðy iþ1 x iþ1 j Þ Gaussian distributions on R. Thus, we have four parameters for pðx i ; x iþ1 Þ and four parameters (two means and two variances) for the two distributions pðy i ! 1 j Þand pðy i ! 2 j Þ(which do not depend on i). In the PMC case, we have pðz i ; z iþ1 Þ ¼ pðx i ; x iþ1 Þpðy i ; y iþ1 x i j ; x iþ1 Þ, with pðy i ; y iþ1 x i j ; x iþ1 Þ Gaussian distributions on R 2 . As above, we have four parameters for pðx i ; x iþ1 Þ but the number of "noise" parameters is greater. In fact, we have four Gaussian distributions on R 2 , which gives 20 parameters (two means, two variances, and one covariance for each of them). So, we have eight parameters in the HMC case and 24 in the PMC one. How does one estimate all these parameters? When both X and Y are observed, one can use the classical "empirical" estimators. the empirical estimate of the mean vector of the Gaussian distribution pðy i ; y iþ1 ! k ; ! j Þ, and byÀ À kj the empirical estimate its variance-covariance matrix, we have: When only Y is observed, (3.8), (3.9), and (3.10) can be used in the ICE method, as treated in the next section.
PARAMETER ESTIMATION FROM INCOMPLETE DATA
In this section, we very briefly mention how the general Iterative Conditional Estimation (ICE) can be used to learn a PMC from Y ; see [15] , [20] for further description of the tools used. Let Z be a stationary PMC defined by a density pðz 1 ; z 2 Þ depending on a parameter 2 Â. The problem is to estimate from a sample y ¼ ðy 1 ; . . . ; y n Þ. The use of ICE is possible once
there exists an estimator of from the complete data: ¼ ðzÞ ¼ ððx 1 ; y 1 Þ; . . . ; ðx n ; y n ÞÞ; ii. for each 2 Â, either the conditional expectation E ½ ðZÞ Y ¼ y j is computable, or simulations of X according to its distribution conditional to Y ¼ y are feasible. ICE produces a sequence of parameters ð q Þ q2N in the following way: . We note that, in general, is a vector and thus it may happen that some of its components are re-estimated by the conditional expectation 2a, and the remaining ones are re-estimated using simulations 2b. Otherwise, we observe that (i) is a very weak assertion; in fact, being able to estimate from X and Y is the minimum we require for estimating from Y alone.
ICE is easily applicable in the Gaussian PMC described in the previous section. The parameter includes here the probabilities pðx i ; x iþ1 Þ (so, k 2 real parameters for k classes), and the means and the covariance matrices of the k 2 Gaussian distributions pðy 1 ; y 2 x 1 ; x 2 j Þ on R 2 . We then see that (i) is verified with given by (3.8), (3.9), and (3.10) and, X being a Markov chain conditionally to Y ¼ y, its samplings are feasible, which gives (ii). More precisely, the conditional expectation 2a is calculable when the parameters pð! k ; ! j Þ are concerned, which gives
with p q ½ðx i ; x iþ1 Þ ¼ ð! k ; ! j Þjy given by (3.6). On the contrary, the conditional expectation of the estimates (3.9) and (3.10) is not computable and, so, to re-estimate the noise parameters, we use the sampled realizations x 1 ; . . . ; x l of X, as specified in 2b, withm m kj andÀ À kj given by (3.9) and (3.10).
Let us briefly mention how the "generalized mixture" estimation method in the case of correlated and nonnecessarily Gaussian sensors proposed in [20] can be adapted to the PMC case. As above, for k classes, pðz 1 ; z 2 Þ ¼ pðx 1 ; x 2 Þpððy 1 ; y 2 Þ ðx 1 ; x 2 Þ j Þ is defined by k 2 parameters pðx 1 ; x 2 Þ and k 2 probability densities pððy 1 ; y 2 Þ ðx 1 ; x 2 Þ j Þ on R 2 , which will be denoted by f ij , with
Þ is a mixture of k 2 distributions on R 2 , and we dispose of a sample y Ã 1 ¼ ðy 1 ; y 2 Þ; . . . ; y Ã n ¼ ðy 2nÀ1 ; y 2n Þ distributed according to this mixture (the number of observations is assumed to be even). We may then apply the "generalized" ICE (ICE-GEMI) described in [20] , which allows one to search the k 2 densities f ij in different general sets of densities, possibly including correlated and non-Gaussian components.
EXPERIMENTS
In this section, we present two series of results: the first concerns data simulated according to a PMC and the second concerns a two classes image corrupted by correlated Gaussian noise.
So, let Z be a stationary PMC, with ¼ f! 1 ; ! 2 g and Y ¼ R. The distribution of Z is defined by pðz 1 ; z 2 Þ ¼ pðx 1 ; x 2 Þpððy 1 ; y 2 Þ ðx 1 ; x 2 Þ j Þ; so, we have to choose pð! 1 ; ! 1 Þ, pð! 1 ; ! 2 Þ pð! 2 ; ! 1 Þ, pð! 2 ; ! 2 Þ, and four Gaussian distributions pðy 1 ; y 2 ! 1 ; ! 1 j Þ, pðy 1 ; y 2 ! 1 ; ! 2 j Þ, pðy 1 ; y 2 ! 2 ; ! 1 j Þ, and pðy 1 ; y 2 ! 2 ; ! 2 j Þ on R 2 . The parameters of the latter four Gaussian distributions are specified in Table 1 , and we consider two cases (pð! 1 ; ! 1 Þ ¼ pð! 2 ; ! 2 Þ ¼ 0:48, pð! 1 ; ! 2 Þ ¼ pð! 2 ; ! 1 Þ ¼ 0:01 in case 1, and pð! 1 ; ! 1 Þ ¼ pð! 2 ; ! 2 Þ ¼ pð! 2 ; ! 1 Þ ¼ pð! 1 ; ! 2 Þ ¼ 0:25 in case 2) for the four distributions pð! i ; ! j Þ.
The PMC ðX; Y Þ is then sampled, giving ðX; Y Þ ¼ ðx r ; yÞ (we put x r to specify that it is the "real" realization of X). The realization of X is then estimated by the Bayesian MPM method using the real PMC model, which givesx x P MC , and by the Bayesian MPM method using a HMC, which givesx x HMC . Comparingx x P MC andx x HMC to x r gives then the error ratios ( P MC and ( HMC . The HMC used can be seen as an "approximation" of the PMC; its distribution is given by the same pð! 1 ; ! 1 Þ, pð! 2 ; ! 2 Þ, pð! 1 ; ! 2 Þ, pð! 2 ; ! 1 Þ, and by two Gaussian densities on R (recall that pðy i ; y iþ1 x i ; x iþ1 Þ j ¼ pðy i x i Þ j pðy iþ1 x iþ1 Þ j ), which are of mean 0 and standard deviation 14 for pðy i x i ¼ ! 1 Þ j , and of mean 10 and standard deviation 20 for pðy i x i ¼ ! 2 Þ j . The length of the simulated chains is n ¼ 4; 000, and the error ratios presented are the means of the error ratio obtained with 250 independent experiments.
Of course, the fact that ( P MC is smaller than ( HMC is not surprising because it is in accordance to the very Bayesian theory. However, the results obtained show that in some situations, as in case 2 in Table 1 , the difference of error ratios may be quite significant.
The interest of the second series of experiments below is double. First, the results presented show that PMC-based unsupervised segmentation methods can be more efficient than the HMC-based ones. Second, the results obtained allow us to propose some answer to the following robustness problem: when the data neither suit a PMC nor a HMC model, does the PMC-based unsupervised MPM restoration method work better than the HMC-based one?
Let us consider a two classes image (Im 1, Fig. 1 ), corrupted with correlated noise (Im 2, Fig. 1 ). More specifically, the observed field is Y s ¼ ' xs W s þ " xs þ a P 4 i¼1 ð' xs i W si þ " xs i Þ, where W ¼ ðW s Þ is a white Gaussian noise with variance 1, s 1 ; . . . ; s 4 are four neighbors of s, and x s ¼ ! 1 (white) or x s ¼ ! 2 (black). The set of pixels, which is here of size n ¼ 128 Â 128, is then transformed in a sequence s 1 ; . . . ; s n via the Hilbert-Peano scan, as described in Fig. 2 (see also [15] ). Putting X i ¼ X si and Y i ¼ Y si , we consider that Im 1 is a realization of X ¼ ðX 1 ; . . . ; X n Þ, and Im 2 is a realization of Y ¼ ðY 1 ; . . . ; Y n Þ. Of course, the distribution of the pairwise process Z ¼ ðX; Y Þ is very complicated and, in particular, we can see that pðy xÞ j is not necessarily a Markov distribution. So, Z is neither a PMC nor a HMC. The question is then to know whether the use of PMC instead of HMC in such situations can improve the segmentation results. So, Z is considered as a HMC on the one hand, and as a PMC, on the other hand. In both cases, the corresponding MPM restorations are then performed in an unsupervised manner, the parameters being estimated by ICE accordingly to the description in Section 4 (in the cases considered, ICE turns out to be little sensitive to the initialization of the parameter values).
We have performed numerous simulations, with different parameters a, " xs , ' xs , and it turns out that PMC-based MPM works consistently better than the HMC-based one. The results of one series of simulations, corresponding to a ¼ 0:4, " !1 ¼ 120, " !2 ¼ 125, ' !1 ¼ 50, and ' !2 ¼ 75, are presented in Fig. 1 . Otherwise, the ICEbased estimation method used behaves very well; in fact, using the parameters estimated by formulas (3.15), (3.16) , and (3.17) from complete data provides nearly the same error ratio of ( P MC ¼ 8:0%.
CONCLUSIONS AND PERSPECTIVES
We proposed in this paper a new Pairwise Markov Chain (PMC) model. Having an unobservable process X ¼ ðX 1 ; . . . ; X n Þ and an observed process Y ¼ ðY 1 ; . . . ; Y n Þ, the idea was to consider the Markovianity of the couple Z ¼ ðX; Y Þ. This idea is analogous to that having lead to the Pairwise Markov Random Field (PMRF) model recently proposed in [21] , although significant differences between the two models exist.
We have discussed some advantages of the new model with respect to the classical Hidden Markov Chain (HMC) model, which appears as a particular case. In particular, we gave a necessary condition for the hidden process to be a Markov one, which shows that the classical HMC cannot model some intuitively interesting cases.
A parameter estimation method, based on the general Iterative Conditional Estimation (ICE) procedure, has been presented and some extensions, valid when the exact nature of the noise is not known [9] , [15] , [20] , have been briefly mentioned. Finally, the interest of PMC has been validated by some preliminary experiments.
As perspectives, let us mention the possibility of using HMC models in multiresolution image segmentation problems [17] , which could thus be generalized to some PMC models. More generally, HMRF and HMC are particular cases of Hidden Markov models on networks [7] . So, different generalizations of PMC proposed here-and PMRF proposed in [21] -to Pairwise Markov Processes on Networks could undoubtedly be considered and be of interest in some situations. 
