The recent design shift towards multicore processors has spawned a significant amount of research in the area of program parallelization. The future abundance of cores on a single chip requires programmer and compiler intervention to increase the amount of parallel work possible. Much of the recent work has fallen into the areas of coarse-grain parallelization: new programming models and different ways to exploit threads and data-level parallelism. This work focuses on a complementary direction, improving performance through automated fine-grain parallelization. The main difficulty in achieving a performance benefit from fine-grain parallelism is the distribution of data memory accesses across the data caches of each core. Poor choices in the placement of data accesses can lead to increased memory stalls and low resource utilization. We propose a profile-guided method for partitioning memory accesses across distributed data caches. First, a profile determines affinity relationships between memory accesses and working set characteristics of individual memory operations in the program. Next, a program-level partitioning of the memory operations is performed to divide the memory accesses across the data caches. As a result, the data accesses are proactively dispersed to reduce memory stalls and improve computation parallelization. A final detailed partitioning of the computation instructions is performed with knowledge of the cache location of their associated data. Overall, our data partitioning reduces stall cycles by up to 51% versus data-incognizant partitioning, and has an overall speedup average of 30% over a single core processor.
INTRODUCTION
In recent years, the processor design industry has shifted away from increasing the performance of monolithic, centralized processor designs. In the past, processor generations could scale performance by increasing clock frequency and designing larger, more complex structures. However, increased power dissipation and thermal issues have become the main design constraints, forcing a change to decentralized multicore designs. Multicore processors lessen the power issues by using multiple simpler cores and tightly integrating them together on a single die. This allows for an increase in throughput capabilities of the processor but does not necessarily increase performance. As Moore's law continues to increase transistor counts, the semiconductor industry is expected to use the additional transistors to scale the number of cores per chip from the * Author is currently with the Parallel Computing Platforms group at Microsoft Corporation † Author is currently with the Java, Compilers and Tools Laboratory at Hewlett-Packard 2 to 8 core processors currently available on the market to many more in the future. While the shift to multicore designs has the ability to significantly improve the performance of applications, this performance boost is not free. In order to take advantage of massively parallel cores, the difficult problem of parallelizing an application falls back on the programmer and compiler. Recently, a significant amount of work has focused on areas such as new programming models [4, 16] and ways to exploit single-instruction multiple-data (SIMD) parallelism. These methods for coarse-grain parallelization can be powerful in extracting large amounts of parallel work and distributing them across the cores. However, there are still a significant number of single-threaded applications that simply do not exhibit the inherent parallelism for programmers to widely spread their execution across multiple cores.
This paper focuses on a complementary compiler-directed method for program parallelization by exploiting fine-grain instructionlevel parallelism (ILP). Current research in interconnection networks have examined multiple ways to increase the speed and bandwidth of communication between cores [23, 26] . Faster communication of scalar values between the cores enables applications to take advantage of parallelization at the operation granularity. While coarse-grain techniques can parallelize large portions of execution, our method can use an additional dimension to further increase performance by creating fine-grain threads to exploit on the multiple underlying cores.
The challenge for exploiting fine-grain parallelism is: given an application, identify the operations that should execute on each core. This decision must take into account the communication overhead of transferring register values between the cores as well as the layout of data values in the individual caches of each core. Poor decisions can lead to communication across the interconnection network delaying the execution of other operations, cache conflicts evicting data and increasing cache misses, or an increase in cache coherency traffic between the cores, all of which lead to lower performance. The fine-grain nature of these decisions make it difficult for the programmer to specify. However, the compiler can take advantage of the data-flow and memory access behavior analyses to make better decisions to how to distribute the application.
Extracting fine-grain parallelism is a difficult task, but as the industry moves to faster, tighter interconnection networks between the cores, many similarities can be drawn with multicluster VLIW processors in the embedded domain. In embedded processors, centralized register files and datapaths became the cost, energy and delay bottlenecks in wide-issue designs [11, 12] . Multicluster processors helped alleviate the scalability problem by decentralizing resources into smaller designs and grouping them together into individual processing elements (PEs) [9, 13] . These processors ad-dress the issue of fine-grain parallelism by relying on the compiler to partition operations across the multiple clusters [1, 3, 10, 18] . The main difference between multicluster and the multicore processors of today are that multicluster designs generally have a shared data cache, while multicore systems have coherent distributed data caches per core. This adds another level of complexity for the compiler to be cognizant of data values and how they are brought into each individual cache.
The distributed data caches require the compiler to carefully examine the data access patterns of each individual memory operation. A good dispersal of data accesses across the cores is critical to producing a high-performance partitioned program. Poor placement of data accesses could lead to significant time stalled waiting for memory because of cache misses or coherence traffic, taking away the gains provided by the fine-grain partitioning of operations. Analysis of the memory accesses of each operation can help to determine when individual data accesses are causing others to either hit or miss in the cache. In addition, the compiler can estimate the contribution each memory operation has to the overall working set. Placing too many operations in a single cache could potentially increase the number of cache misses. Thus, given profile information about affinities between operations and working set sizes, the compiler can proactively combine or split operations across the distributed data caches in order to improve performance.
The underlying vision of this work is to compile to chip multiprocessors, such as Raw [25] , that can both exploit thread-level parallelism (TLP) and ILP. This work focuses on the ILP side, where the architecture can be viewed as a multicluster VLIW with distributed/coherent L1 caches. We propose a new compiler technique that actively partitions memory operations across PEs in order to decrease the memory stall time. A good partitioning of the data allows us to map the problem of fine-grain parallelization for multicore down to the problem of program partitioning for multicluster VLIWs. Our method is a phase-ordered approach to partition memory and computation. Thus, the partition of the data accesses is performed first, regardless of the underlying computation performed. The data access partition is then used the drive the partitioning of the remainder of the code. Our approach first profiles the program to determine statistics about each memory operation, such as its affinity towards other operations and an estimated working set size. This information is used to create a program-level graph of the memory accesses. The graph is then heuristically partitioned to assign memory operations to PEs. Finally, a detailed partitioning of each code block is performed which respects the preplacement locations of the memory operations.
BACKGROUND
This section provides background on our target architecture and the use of a distributed data cache for the memory subsystem. In addition, we introduce some of the challenges faced by the compiler in generating code in the presence of distributed data caches.
Multicore Architectures
Multicore architectures have helped improve processor performance by increasing the number of available resources. The multicore architecture targeted by this work is shown in Figure 1 . The processor consists of multiple PEs which are connected together by a fast communication network to transfer scalar operand values. Each PE also has its own data cache, and the caches are kept coherent through a coherence network. Thus, rather than having a single monolithic processor with a fast clock frequency, multicore architectures simplify the individual cores, but increase their number to improve processor throughput. A challenging task for multicore processor code generation is exploiting enough parallelism to successfully utilize the available throughput. Recent work in multicore processor interconnects has focused on improving the latency and bandwidth of the communication network [23, 26] . These techniques allow for faster transfer of scalar values between the register files, which can then allow the insertion of communication operations to split producer-consumer relationships across multiple PEs. Thus, fine-grain threads, which are small subgraphs of computation and data access operations can be created to maximize resource utilization.
The architecture shown in Figure 1 presents another difficulty for code generation because of its distributed data caches. The L1 caches of each PE must be connected to one another with a coherence network to arbitrate the sharing of data lines and maintain correctness. This distributed design allows the processor to be more easily scaled to wider issue designs by simply instantiating new PEs.
Several problems arise with the use of distributed data caches. First, each memory operation now can have a widely varying access latency for its data, depending on where it exists and its current state. The data could reside in its local cache, in a remote cache, or in none of the caches. In each case, the data could also be in shared, modified, or exclusive state, each requiring different coherence requests to be sent out to copy from or invalidate other caches, and causing a variable amount of delay because of possible congestion in the coherence network. Another problem that arises with distributed data memories is that each PE now has a smaller amount of memory associated with it. Compared to the large, shared memory, these smaller L1 caches have a higher likelihood for cache misses. Thus, the compiler must be careful about what accesses it chooses to place in each cache. Finally, with distributed caches, it is possible to partition the accesses up in a manner in which they cause multiplicative misses in each of the L1 caches, rather than localizing the misses to one of the caches.
Distributed Data Cache Compilation
Producing efficient code for distributed data caches is a challenging task for the compiler. Traditional operation partitioning algorithms [1, 3, 18] assume a shared data memory, which greatly simplifies the compilation task. The compiler could choose to continue use of these algorithms and simply ignore the presence of the distributed caches, allowing the underlying coherence hardware to maintain correctness and properly load objects into the cache when needed. This method passively partitions the memory operations as part of its normal partitioning algorithm, and doesn't consider the underlying hardware. However, this strategy could easily degrade performance as multiplicative misses, coherence overheads, and conflict misses increase. Thus, in order to generate efficient code for distributed data caches, the compiler must actively partition the memory operations cognizant of the ramifications of its choices. Figure 2 is an example pseudocode that illustrates some of the difficulties that can arise when the compiler is partitioning the operations. In Figure 2 (a), the C code for a loop is shown that accesses two different arrays. Within the body of the loop, there are three loads, two of which are to array x and one to array y. In addition, there is a store to array x at the end of the loop. Each memory operation is annotated with a label, and dataflow graphs for this code are shown in Figure 2 (b) and (c).
An operation partitioner that assumes a shared memory may try and produce the assignment of operations shown in Figure 2(b) . This can be a good partition because it only requires one transfer of register values across the communication network, and balances the required work for each PE well. This assignment places two of the loads (L2 and L3) on one PE and the other memory operations on the other. With a shared data cache between the PEs, the sole objective of operation assignment (including memory operations) is to minimize the expected schedule length.
Given a distributed data cache design, the desired PE assignment can change drastically. Looking again at Figure 2 (b), in each iteration in PE 1, load L1 will bring a line into the cache that is also written to by store S1. Load L2 is also reading from the same cache line, but in PE 2. When store S1 is executed, its PE will upgrade the line in PE 1's cache to the ownership state, and invalidate the cache line in PE 2. In the next iteration, load L2 will again be executed on the PE 2, causing another miss in its cache, since it had been invalidated. In fact in this next iteration, the miss caused by load L2 will be a case of false sharing of the cache line. It would then have to use the coherence network to get the modified cache line from PE 1. A better partitioning of this code cognizant of the distributed data caches is shown in Figure 2 (c), where loads L1 and L2, and store S1 are grouped together on a single PE.
The schedules for these two assignments are presented in Figures 2(d) and (e). In Figure 2 (d), we show the idealized schedule with a shared cache. In this case, the schedule length of assignment #2 is longer because of the extra required register transfer operations, indicated by the arrows crossing the PE boundaries. Thus, assignment #1 has a shorter per iteration static schedule than assignment #2. However, in Figure 2 (e), which considers cache effects, load L2 will miss in its cache during each iteration and be stalled (indicated by the dotted line), waiting to transfer the modified cache line from PE 1. In addition, each iteration will have a stall for store S1 waiting to upgrade its cache line to modify it. The schedule for assignment #2 shows none of these coherence issues, and would only stall for cold misses that would affect any partition assignment.
This example illustrates one of the main difficulties in partitioning memory operations for distributed data caches. There is a careful balance between improving cache usage to reduce stall time and the benefits of parallelization. Grouping together all memory operations that access the same addresses onto the same PE can be an attractive option, as it can reduce misses. However, it can also come at the expense of computation parallelism across the PEs. The total execution of the program is the sum of compute cycles and stall cycles, and the compiler must decide which is more beneficial. In this example, it was better to sacrifice computation in order to reduce stall cycles in each iteration of the loop.
DATA ACCESS PARTITIONING
This section introduces our Profile-guided Data Access Partitioning technique for assigning memory access operations to PEs with distributed data caches.
Overview
This work proposes a profile-guided method that analyzes the access pattern of memory operations and distributes them among PEs. This is followed by a detailed partitioning of the computation operations cognizant of the memory access cache locations. We feel this approach to first assign memory operations, then assign the rest of the operations helps to reduce stall-time effects and allows the compiler to take advantage of an improved memory partitioning when generating code for the rest of the program. We chose to use a profile-guided technique rather than static analysis because the profile allows finer grain control over the placement of the data. Static analysis methods can relate memory access operations to data objects, but then the partition must be made at the object level rather than the operation level.
Our technique for data access partitioning consists of three steps, shown in the gray boxes in Figure 3 . The dotted box indicates the main parts of our profile-guided approach. During the first step, a profile of the data accesses is performed that determines affinities of memory operations with one another. We use a pseudo-cache simulation in order to determine whether any pair of operations would prefer to occur in the same cache or be kept in separate caches. The second step builds a program-level data access graph of all the memory operations, using the statistics gathered during the profile. 
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Figure 4: Our profiler's sliding window to analyze memory access affinities
This graph is then partitioned to determine the memory operation placement across the PEs. In the third step, a standard operation partitioner is used to produce a block-level partitioning of the remainder of the program, cognizant of the preplaced memory operations. This third step is an important part of our process, but is not the focus of this paper. Our main contribution is the development of the profile-guided technique to effectively partition memory operations to reduce stall time. Our technique can be used in conjunction with any standard operation partitioner [8, 10, 22] , as long as it can be modified to acknowledge that the memory operations have been preassigned to PEs.
Data Access Profile
The first step of our technique is a profiling pass that builds a program-level data access graph between memory operations. The purpose of this step is to monitor the data accesses produced by each memory operation to determine whether individual operations have any preference to being placed together on the same cache or apart on different caches. Thus, the resulting data access graph consists of each memory operation in the program connected by edges representing the affinity between memory operations.
We identified three important characteristics of memory operations to take into account during this pass: constructive interference, destructive interference, and working set size. Constructive interference occurs when two memory operations are likely to access the same cache lines and one access helps the other hit in the cache. Similarly, destructive interference occurs when two memory operations are likely to kick one another out of the cache. Working set size is an estimate made of how much memory an individual memory operation takes up in the cache. Each of these three characteristics is determined during a profile run by examining and analyzing the stream of memory accesses produced by the program.
Our data access profile creates a sliding window of the last n memory accesses, as shown in Figure 4 . The sliding window gives the profiler a narrow view of the recent accesses that have been sent to the data cache. With each access, the profiler records the memory operation and the accessed address into the window. The operation and address are recorded in order to determine if future memory accesses can benefit from being in the same partition as the current access. Thus, the profiler is performing a pseudo-cache simulation over the window of accesses, trying to determine whether memory operations attract or repel one another.
Algorithm 1: Estimating working-set size of load/store instructions.
The profiler then travels back through the window of accesses from the head to the tail, recording a count of each time it sees a different memory operation that accessed the same memory block. This static count of accesses to the same address is an indication of how much the memory operation could help the current access hit in the cache. Thus, this value is used as the constructive interference metric, or positive affinity of operations to one another. For the case in Figure 4 , our profile statistics would increase the constructive interference between LD 4 and LD 2 as well as LD 4 and ST 1 because they all access block B4 within the window. Equation 1 illustrates the calculation for the constructive interference between a static memory operations i and j.
While traveling back through the window of accesses, the profiler also records how often the current memory access is likely to kick another memory operation's accessed cache line out of the cache assuming a direct-mapped cache. This static count is used as the destructive interference, or negative affinity of operations to one another. In Figure 4 , since blocks B4 and B2 both write to cache line C2, the profile increases the destructive interference between LD 4 and LD 1 by one. In both the constructive and destructive passes back through the sliding window, the analysis is terminated either at the tail of the window or when an address match occurs with a memory store operation. The store operation termination was added because with coherent L1 caches, a store would cause an exclusive access in one of the caches, effectively invalidating it from the others. Thus, in Figure 4 , the profiler would begin at the current memory access LD 4, and travel back noting that load LD 2 and store ST 1 accessed the same block. However, it would not mark that load LD 3, the tail of the sliding window, also accessed that block, since the store ST 1 would have ownership on that cache line. The calculation for destructive interference between a static memory operation i and another operation j is this illustrated in Equation 2 .
The final metric recorded by the profiler is an estimate for the working set contribution of each memory operation. For this work, we leverage previous research for working set estimates based on reuse distances of load and store operations [2, 21] . Algorithm 1 illustrates the calculation of this estimate. Input into the algorithm is a list of cache block references for every load and store operation in reference order. The working set size is estimated by looking at past references to unique blocks by that instruction from the head to the tail. The algorithm measures the cache reuse distance, or number of intervening operations between the current instruction/block pair and its previous instance. This quantifies the number of cache blocks that must be present in a fully-associative cache for the instruction to result in a hit. For each memory operation, a histogram is produced that indicates the number of times the operation had each access distance. A weighted average is taken of these cache distances and is used as the working set estimate. Thus, while this estimate is not perfect, as it assumes a fully-associative cache, it can be useful as a heuristic to help determine how long certain accesses would likely prefer to be in the cache. Our memory partition method uses a direct-mapped cache metric for our interference calculations and a fully-associative cache metric for the working set estimates. While these are very different cache designs, using them for the metric results in a more conservative estimate. The direct-mapped assumption for the interference estimates the worst case situation for conflict misses in the cache. Similarly, the fully-associative assumption estimates the worst case for capacity misses. Thus, these assumptions can allow for a more conservative view of the cache effects of the memory operations.
Access Partitioning
The second step is the actual partitioning of the data accesses across the different data caches. After the profile run is completed, a program-level graph of all the accesses in the program is created. The nodes in the graph represent each memory operation and the edges connecting the nodes represent affinities between the operations. Each node is weighted with the estimated working set size of the memory operation. Each edge is weighted with the difference between of the constructive and destructive interferences between the memory operations. Our technique inputs this graph into the METIS graph partitioner [19] , which divides the data accesses trying to cut as few positive edges as possible while keeping a balanced node weight sum per partition.
The use of the estimated working set for the node weight helps keep the partitioned memory operations balanced in their usage of the data caches. For example, if a memory operation had a high working set estimate, it would most likely need to be in the cache for a longer period of time to hit than an operation with a low working set estimate. Thus, the partitioner could take this into consideration and not push as many large working set operations together into the same cache.
The use of the constructive and destructive affinities for the edge weights helps the partitioner decide which edges are best to cut when dividing up the memory operations. If two operations had a large amount of destructive interference, this would be indicated in the graph with a large negative edge weight. That would then be attractive to the partitioner as a good edge to cut. Similarly, if two operations had a large amount of constructive interference, the edge weight would be a large positive value, indicating the operations should be kept together in a single cache. Figure 5 shows the data access graph created for the main loop of the rawdaudio benchmark from the Mediabench suite [20] . In this figure, each node represents a memory operation and is labeled with an id number inside and its estimated working set next to the node. Edges connect various operations in this graph, and the thickness of the graph indicates different affinities. Higher constructive affinities are shown with thicker edges. Thus, operations 11 and 18 have a high amount of affinity towards one another, while 4 and 7 have a small amount. Nodes without any edges are memory operations that had no affinity towards any other operations during the profile. For this benchmark, there was no destructive interference, as is common with many kernel loop benchmarks that generally walk through large data arrays. Therefore, there is no negative affinities for the partitioner to try and push operations apart, but the partitioner still had to deal with which operations to merge together and how to balance the working set.
The end partition in Figure 5 shows several interesting results. First, the most highly connected nodes, 6 to 13 and 11 to 18, are kept together on the same PE. This allows them to help one another in using the same cache lines. In addition, the partitioner chose to group many of the other operations with affinity to 11 and 18 together. Next, many of the operations (5, 8, 10, 12, 15 and 19) have no edges, suggesting they have no interaction with one another. In these cases, the partitioner chose the group them with operations 6 and 13 to help balance the overall working set sizes. The large group of operations (7, 9, 11, 14 and 18) that had high affinity towards one another were grouped together and they had a large working set sum, thus the partitioner preferred to place the free operations on the other PE. Finally, note that the partitioner chose to cut the edges around operation 4. This was done to also help balance the working set, as all the operations left in PE 2 have a large working set size. Operation 4 was chosen because it had the smallest affinity towards the other operations and created the best balance of the working set.
Operation Assignment
The final step of our technique is to finish partitioning the rest of the program code, including all computation operations. In this step, any standard operation partitioning technique can be used, as long as it can be modified to be cognizant of preplaced memory operations. For this work, we used the Region-based Hierarchical Partitioning (RHOP) algorithm [7] to distribute all the operations across the PEs. RHOP is a operation partitioner capable of efficiently generating high-quality operation divisions; however, as with most previous operation partitioning algorithms, it was designed with the model of a single unified memory.
RHOP itself is designed as a performance-centric multilevel graph partitioner for multicluster architectures. The novel aspect with the algorithm was its modeling of the resources and estimates of the schedule length. These were used in order to estimate the schedule length impact of partitioning decisions without requiring the need to actually schedule the code, which is a complex and time consuming process. RHOP proceeds by coarsening operations together based on the dependences between operations. Edges in the graph are given weights based on either low slack between the operations (higher weight), or high slack between the operations (lower weight). A low slack between operations indicates that the edge is more critical, and breaking the edge across PEs will require increasing the schedule length. Similarly, high slack edges have more freedom to insert intercore communication. The coarsening process groups together operations in high-weight edge priority.
After coarsening, the algorithm begins backtracking across the coarsened states, uncoarsening operations. At each stage of the uncoarsening, the schedule length estimates are updated to reflect the current partitioning of the objects. Uncoarsened groups of operations are considered for movement across partitions when they appear favorable in terms of reducing schedule length or resource saturation. The process is illustrated in Figure 6 for a basic block in the benchmark rawdaudio. In Figure 6 (a), the partitioning of the block begins with the memory operations preassigned to their respective PEs from the output of the previous step (as shown in Figure 5 ). Every other operation is unassigned to a PE, but some operations have live-in operands from previously partitioned blocks in the code. In Figure 6 (b), we show the operation partition after RHOP has completed. The memory operations are still assigned to their prebound PEs, and the operations around them have been partitioned taking the data location into consideration. There are two transfers across the communication network in this figure, one from LD 13 to an add operation, and one from the add operation to a compare operation.
While RHOP can produce high-quality partitions of the operations, it has the underlying assumption that data can be accessed from any PE. We extended RHOP to allow for a prebinding of memory operations to a PE, which was determined by the partition of the program-level data access graph. This was done by modifying the resource usage weights of the memory operations to have a very high weight when placed on an incorrect PE. Furthermore, operations prebound to different PEs are prevented from coarsening with one another. Thus, when RHOP begins estimating costs of moving computation operations between partitions, it can take the required data transfer moves into account.
EXPERIMENTS
Our profile-guided data access partitioning technique was implemented as part of the Trimaran compiler infrastructure [27] , a retar- Table 1 . We ran our experiments on a number of benchmarks with varying amounts of inherent parallelism in order to gauge the effectiveness of our technique. The benchmarks with the most parallelism consisted of a set of DSP kernels. These benchmarks were the ideal case with a significant amount of available parallelism to extract. We also used the Mediabench [20] benchmarks, which have slightly less parallelism, but still enough to extract some performance gains. Finally, we ran our technique on the SPEC CPU 2000 benchmarks, which have the lowest amount of parallelism available. Our results show a representative subset of applications from these benchmark suites.
For each benchmark, we evaluated the performance of a standard RHOP generated partition which assumes a shared memory and compared it to our profiled-guided method which prepartitions the memory accesses. Thus, our base case is a data cache incognizant method, which places data access operations without knowledge of the distributed L1 caches. We report the improvement of our technique relative to the base RHOP case. A comparison with the base RHOP partitioning was used to determine the amount of improvement that our phased-ordered memory placement could have over a standard multicluster operation partitioner. In generating our PE assignment for memory operations, our data access partitioning technique profiled each application using a sliding window size of 256 instructions and assumed a 32-byte line size. Each benchmark was profiled and evaluated on different input sets. The profile used a smaller input set to generate the memory operation-to-PE bindings. Figure 7 shows the reduction in stall cycles for our profile-guided data access partitioning technique compared to the partition produced by RHOP with no active data partitioning. Each bar represents a different cache size per PE. Higher bars indicate a larger reduction in stall cycles, and bars below zero indicate a increase in stall cycles. In almost all cases, our technique significantly reduced the number of stall cycles, by as much as 90% in gsmdecode and linescreen. This can be attributed to a better grouping of high affinity memory operations decreasing the coherence traffic and better localizing data usage in a single PE. Most benchmarks saw increasing benefits as cache size increased, as a larger cache size allowed for our grouping of memory operations together to be more effective at keeping cache lines valid. Some, like rawdaudio, showed less improvement with larger caches. This was not due to the profile-guided approach performing worse, but rather the fact that almost all of the working set of the benchmark could fit in a single larger cache. In addition, the average stall cycle reductions for intercore communication latencies of 2 and 3 cycles are shown. For higher latencies, the stall cycle reduction is fairly similar. Variance appears because RHOP reassigns the computation causing slightly different overlaps between computation and stall time.
Performance Improvement
Some benchmarks, like lyapunov and rawcaudio, increased the number of stall cycles with a 512B cache. For rawcaudio, this occurred because the partition assignment overcommitted one of the caches with too many memory requests, causing additional conflict misses. This resulted in this benchmark making far more accesses to the L2 cache than the base case. For the lyapunov kernel, our partitioning of the memory operations actually produced a memory operation assignment that had comparable L1 cache miss rates. However, with the small cache size, our partitioner overcommitted the memory unit with store accesses, increasing the number of misses in one critical section.
While the number of cycles due to stall is improved, total performance is affected by the sum of both stall and compute cycles. Figure 8 shows the achieved speedup over a single PE machine on a 2-PE system. Thus, 1.0 on the y-axis indicates the performance of a single PE, and higher bars indicate better performance. For each benchmark, three bars are shown. The first indicates the performance achieved by a data-incognizant partitioner which purely focuses on the computation operations. This technique generally does the worst, as it suffers from a poor data access distribution and memory stalls. The second bar indicates the performance of our technique, where we proactively distribute data accesses. The final bar is the performance of a unified machine: a single PE processor with twice the resources. Thus, this bar is an indication of the upper bound of our technique, as it can support the same amount of parallelism and does not suffer from the intercore communication latencies.
Overall, most benchmarks show a performance improvement with intelligent data partitioning. As expected, benchmarks with more parallelism, such as the kernels and Mediabench, show more speedup. This is directly related to the amount of parallel work available for our fine-grain technique to exploit. The SPECcpu benchmarks show less speedup, but the unified machine speedup for each benchmark indicates that many of those applications have very little room for improvement. On average, we saw the upper-bound of achievable speedup around 1.43, and we were able to extract approximately a 1.3 speedup with our data access partitioning.
It is evident that a data-incognizant partitioning is not a good solution, and the proactive distribution of the data is extremely important in leveraging benefit from the extra resources. In many cases, such as gsmdecode, 175.vpr, and 300.twolf, a decrease in performance is shown for a data incognizant partition, as the memory stall time takes away any gains from computation parallelization. However, with our proactive data partitioning, all three of these benchmarks show some speedup over the baseline case. Two benchmarks, 181.mcf and 171.swim, show slight performance degradation even with our technique. In these applications, the amount of parallelism available was so low that we were not able to extract enough parallel work.
Reduction in Coherence Traffic
Besides stall cycle reductions, another benefit of our data access partitioning method is that by actively grouping memory operations that have high affinity towards one another, coherence traffic can be reduced. While this is not a strict indicator of performance, if the coherence traffic became a bottleneck, this reduction could be beneficial. With a significant increase in network traffic, congestion could cause additional delays on memory accesses, as coherence requests begin lining up waiting for arbitration. Table 2 presents the reduction in coherence traffic produced by our profiled-guided method with a 4kB data cache per PE. For each benchmark, the number of snoops performed by the base RHOP and the profile-guided method are shown along with the percentage reduction. In almost all cases, our method is able to significantly reduce the number of snoop requests put on the coherence bus. Most cases are above an 80% reduction in snoop requests, with the lowest being a 47% reduction in mpeg2enc.
There was only one benchmark, 177.mesa, in which our technique failed to significantly reduce the coherence traffic. This application had a small region with a large number of stores to similar locations. Our technique chose to try and balance out the memory usage and caused the majority of the coherence traffic. Another benchmark to note is rawcaudio, which had a extremely small number of snoops in the base RHOP case. This indicates that the base RHOP had a fairly good partitioning of the data objects, as it didn't require many invalidations.
Partitioning to Four Processing Elements
To see how our algorithm generalizes to more parallel architectures that are becoming more common today, we ran our method on a machine with 4 PEs. Figure 9 presents the percentage reduction in both stall cycles and overall speedup for two different machines: a 2-PE processor and a 4-PE processor. In each case, each PE had a 4kB L1 cache. In Figure 9 (a), the two bars indicate the percentage reduction in stall cycle time for the 2-PE and 4-PE machines, respectively. In Figure 9( case, higher bars indicate better performance.
In general, the results of the 4-PE processor were mixed, but overall they were fairly in line with the results for 2-PE processors. The stall cycle reductions in Figure 9 (a) indicate that with more PEs, proactive data partitioning was still able to reduce a large amount of the memory stalls. In some cases, this reduction was significantly larger for 4 PEs, such as mpeg2enc, in others, it was less such as g721encode. However, on average, we were able to reduce approximately the same amount of memory stall cycles for 2 and 4 PEs. Figure 9 (b) shows that overall speedup with 4 PEs was also similar to the 2-PE results. Some benchmarks, such as gsmencode, where dramatically improved; however, on average, there wasn't a significant increase in performance even though were four times the number of resources as the baseline case. Much of the achievable performance benefits depends on whether or not the benchmark has enough parallelism to support the wider machine. In addition, the larger number of PEs increases the contention for the communication bus causing more compute cycles to be executed. This shows us that while fine-grain parallelism is useful and can be exploited for performance, it has its limits based on the application.
Compile Time Effects
Our method for profile-guided memory operation assignment will generally increase compilation time. affected by three major factors: the profiling input used, the size of our sliding window, and the total number of memory operations executed by the program. For our experiments, we used a smaller input to profile all the benchmarks. The sliding window size was kept at 256 instructions, so every executed memory instruction would at most look at the last 256 traced memory addresses. Our current system is not optimized for speed and can be improved significantly. Overall runtimes varied by benchmark; the worst case was approximately doubling of the total compile time. These cases were generally benchmarks that had many dynamic memory operations. On average, our technique increased compile time by 30.8%.
Discussion
Our results show that our partitioning technique for fine-grain parallelism works quite well for 2-PEs and, in some cases, for 4-PEs. Overall, results for 4-PEs did not scale well. The scalability of our technique is directly proportional to the amount of inherent ILP within the target program. The unified results for the 4-PE cases showed that the upper-bound of these applications was constrained.
The vision of this work is that fine-grain parallelism is not to be the only form of parallelism that would be exploited by the system. We see coarse-grain methods as absolutely necessary to scale to large numbers of cores. Our work is complementary; fine-grain partitioning is applied to each coarse-grain thread to parallelize along multiple axes.
RELATED WORK
The topic of compiler partitioning for distributed architectures has been studied significantly in the past, especially in the context of multicluster VLIW processors. The first cluster assignment algorithm for multicluster processors was the Bottom-Up Greedy (BUG) algorithm in the Bulldog compiler [10] . BUG greedily assigns operations to clusters in order to minimize a estimated schedule length. Thus, it had a very narrow view of the code and often fell into local minima.Özer et al. [22] developed a partitioning algorithm that unified cluster assignment with scheduling to produce more efficient code. Many other operation partitioning techniques [1, 3, 18] have been proposed, but all make the fundamental assumption of a shared data cache to reduce the complexity of their algorithms. We view our profile-guided data access partitioning work as an additional prepass phase that can work in concert with any of these algorithms to help produce better partitions in the presence of distributed data caches.
Recently, there has been related work in the area of partitioning data objects across distributed data memories. Sánchez [24] studied the fully distributed clustered VLIW architecture, where fetch, execute and memory units were all decentralized. They focused on modifying the modulo scheduler to be cognizant of memory locations. Their technique similarly uses a locality metric; however, they focus on cache misses. In addition, their cache miss equations, which determine the number of misses caused by memory instructions, work on affine arrays. Our technique is more global in nature, as it determines both positive and negative affinities throughout the entire program and can handle arbitrary code. Gibert et al. [15] use small low latency buffers as localized storage and dynamically fill them in order to improve performance. Other recent work by Gibert et al. [14] partitions memory at a data object level into either a fast-access, high-power cache or a slow-access, low-power cache. Thus, objects that are accessed in critical portions of the code are placed into the fast cache, while non-critical objects can be partitioned into the slower cache. Their work is not directly comparable to ours, as they target power reduction rather than performance. Hunter [17] investigated placing objects into specialized SRAM arrays, and focused on lowering the memory port requirements and access latencies. Chu et al. [8] studied the partitioning of objects into scratchpad memories. Their work considers data and an object level and partitions entire objects across the memories. This allowed for simplification of the partitioning problem, as the compiler could ignore the effects of coherence and sharing of data. However, their technique was unable to consider working set sizes and were forced to use the larger granularity of an object rather than individual loads/stores. In the multiprocessor domain, there has been previous work on software mechanisms to reduce the required invalidation and updates from coherence traffic. Cheong et al. [6] proposed a method to selectively invalidate potentially stale cache lines, thus proactively reducing the required invalidations. Chen et al. [5] developed a compiler method to allow for writes to shared cache lines, which would also reduce the required coherence traffic. These works focused mainly on individual accesses and reducing specific coherence request instances, rather than the producing an overall partition of the program.
Overall, we see our work having several advantages and improvements over previous memory partitioning techniques. First, rather than using a data object granularity for partitioning memory, we use a much finer-grain memory operation granularity. Thus, rather than partitioning an entire object to a cache, we can partition individual load and store operations that may access different por-tions of the data object to different caches. Second, we use statistics gathered in a memory access profile to help guide the partitioner to group and repel operations with one another. Third, we break the assumption of static scratchpads and take the use of data caches into consideration. Lastly, our technique works more on reducing coherence traffic of the entire program, rather than identifying individual memory accesses or blocks.
CONCLUSION
In this work, we present a profile-guided technique for partitioning memory access operations across distributed data caches to exploit fine-grain parallelism. Our profile gathers statistics on memory operation affinities and working set estimates, and uses the information to create a program-level data access graph. This graph is partitioned to simultaneously cut as few high affinity edges as possible while balancing the working set per cache. The output is a mapping of memory operations to processing elements. Our technique can work in conjunction with any standard operation partitioner, and helps to enhance their ability to extract parallelism by proactively accounting for the data memory subsystem. By first making our decisions globally on the memory operations, we make the placement of data the first-order term in the definition of a good program partitioning. We see our technique for automated finegrain parallelization as a complementary method to current coarsegrain techniques, and able to increase the performance of applications on multicore processors. Overall, our profile-guided technique was able to improve the average memory stall cycle time of a standard operation partitioner by 51% and average speedup by 30% for a 2-PE processor.
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