In this paper the semiscalar equivalence of polynomial matrices is investigated. We introduce the notion of the so-called reduced triangular form with respect to semiscalar equivalence for the 3-by-3 matrices with one characteristic root and indicate the invariants of this reduced form.
Introduction
We consider the following equivalence relation in the set of all polynomial matrices of fixed order over the field C of complex numbers: matrices ( ), ( ) are called semiscalarly equivalent if there exist invertible matrices , ( ) over C and C[ ], respectively, such that ( ) = ( ) ( ) [1] (see also [2] ); notation ( ) ≈ ( ). Several other notions of the equivalence (so-called PS-equivalence) of the polynomial matrices are considered in [3] . Two matrices ( ) and ( ) are said to be PS-equivalent if there exist ( ) ∈ ( , C[ ]), ∈ ( ,C) with ( ) = ( ) ( ) . If ( ), ( ) are semiscalarly equivalent (or PS-equivalent), then they must have the same characteristic roots and the same invariant factors. By Theorem 1 [1] (see also Theorem 1 §1, Section IV [2] ) every matrix of full rank is semiscalarly equivalent to the lower triangular form with invariant factors on the main diagonal. The similar results can be found in [4] . However, the matrix of this form is not uniquely defined. Therefore, the question when two matrices are semiscalarly equivalent is open. The conditions of semiscalar equivalence of order 2 polynomial matrices in [5] [6] [7] are indicated. In this paper is determined so-called reduced form with respect to semiscalar equivalence for the 3-by-3 matrices with one characteristic root and its invariants are found. The problem of semiscalar equivalence (as of PS-equivalence) contains the classical linear algebra problem of reducing a pair of numerical matrices to a canonical form by a simultaneous similarity transformation (for the solution of this problem, see [8] ).
Let ( ) ∈ (3, C[ ]). We assume that characteristic polynomial det ( ) has a unique root. Without loss of generality, we assume that uniquely characteristic root is zero and the first invariant factor of the matrix ( ) is unit. In accordance with [1] at this assumption we have
where 1 ≤ 2 , 1 | 2 ( ) (divides). We consider 1 < 2 , since the case 1 = 2 is considered in [9] .
Preliminary Results

Proposition 1.
In the class { ( ) ( )} of semiscalarly equivalent matrices there exists a matrix of the form (1) , in which
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Let the matrices
be given, where Proof. Let ( ) ≈ ( ). Then, we have
where (2) , then
2 ), where the bracket ( , , ) denotes the greatest common divisor.
Proof. Since 11 (0) ̸ = 0 in equality (3), it follows that, from (4) and (5), where 21 = 31 = 32 = 0, we obtain 
. Again by virtue of symmetrical relation of semiscalar equivalence we obtain
. The Proposition is proved completely.
Further, by using semiscalarly equivalent transformations ( ) → ( ) ( ) = ( ), we reduce the matrix ( ) to a matrix ( ) of the form (2) with the predefined properties. Furthermore, the left reducible matrix , obviously, must be selected of the upper triangular form. We shall show how by the given matrix ( ) and by the left reducible matrix we can find the matrix ( ) of the form (2) 
By the given entries 1 ( ), 2 ( ), 3 ( ) and 12 , 13 , 23 of the matrices ( ) and , respectively, by means of the method of indeterminate coefficients from the congruence
we find 1 ( ) ∈ C[ ], deg 1 < 1 . Denote by V ( ), , V = 1, 2, such entries:
Here,
and consider the congruence
in the unknowns 2 ( ), 3 ( ). This congruence is solvable, since the free term of the matrix polynomial
Besides the above definition of V ( ), , V = 1, 2, let us introduce the following notations:
By the indicated above entries ( ), , = 1, 2, 3, and by the definition from congruence (8), (10) ( ) we construct the matrix ‖ ( )‖ 
then we shall say that to the matrix ( ) is applied the transformation of type I or the transformation of type II, respectively.
Improvement of the Triangular Form of Matrix in the Class of Semiscalarly Equivalent Matrix: Reduced Matrix
Junior degree of polynomial ( ) ∈ C[ ], ( ) ̸ = 0, is the least degree of the monomial (of nonzero coefficient) of this polynomial; notation deg . The monomial of degree deg and its coefficients are called the junior term and junior coefficients, respectively. Denote by symbol +∞ the junior degree of the polynomial ( ) ≡ 0.
Proposition 4. If in the matrix ( ) of the form (2)
Proof. We will uniquely determine the value of 23 from condition deg( 1 ( ) + 23 3 ( )) > deg 1 and we will apply to the matrix ( ) the transformation of the type I. As a result we obtain the matrix ( ) of the form (2). Its entries ( ), = 1, 2, 3, satisfy the congruences:
where
Proposition 5. Let a matrix ( ) of the form (2) be given such that deg
Then there exists a matrix ( ) of the form (2) such that ( ) ≈ ( ) and
Proof. By transformation of type II we reduce the matrix ( ) to the matrix ( ) of the form (2) . Herewith in the matrix (see (12)) we define 12 such that the inequality deg( 12
( ) of the obtained matrix ( ) satisfy the congruences:
where 
Proposition 6. Let the matrix ( ) have the form (2) and
Then there exists a matrix ( ) of the form (2) such that ( ) ≈ ( ) and 1 ( ) = 1 ( ),
Proof. Let us apply to the matrix ( ) the transformation of type II. Moreover, in the left reducible matrix (see (12)) we can choose the value of 12 so that the condition deg( 3 ( ) + 12 2 1 ( ) 2 ( )) > deg 3 is fulfilled. As a result we obtain 4 Journal of Mathematics the matrix ( ) of the form (2) in which its entries ( ), = 1, 2, 3, satisfy the following congruences:
From (19) we have that 2 deg 1 ≥ 1 . Then (20) implies 1 ( ) = 1 ( ) and from (22) we find
From (21) and (23) by excluding of 12 , we arrive at the congruence 2 , then based on Propositions 6 and 7, we note that in the matrix ( ) the inequality deg 3 ̸ = 2 deg 1 + deg 2 holds true and in 1 ( ) the monomial of degree 2 deg 1 is absent. Moreover, we may take the junior coefficients of the polynomials 1 ( ) and 2 ( ) to be unit, if 1 ( ), 1 ( ) ̸ = 0. If one of the polynomials 1 ( ), 1 ( ) is identical zero, then we may take the junior coefficients of the nonzero underdiagonal entries of the matrix ( ) to be unit. Such matrix ( ) we shall call the reduced matrix. All subsequent semiscalarly equivalent transformations of the matrix ( ) should not violate her property to be reduced. Proof. Let ( ) and ( ) be reduced matrices of the form (2) and ( ) ≈ ( ). From equality (3), where matrix ‖ ‖ 3 1 by Proposition 2 is upper triangular, we get
Invariants of the Reduced Matrix
Recall that 11 , 22 ̸ = 0. If 1 ( ) ≡ 0, then from (26) it follows that 1 ( ) ≡ 0, i.e., deg 1 
In view of Proposition 3, we get
Also by Proposition 3 we have deg 
Also in this case from last congruence we obtain 3 ( ) = 0 ⇐⇒ 3 ( ) = 0. Theorem is proved.
Corollary 9.
Let in the reduced matrix ( ) one of the following three conditions hold true:
Then left reducible matrix in the passage from ( ) to the reduced matrix ( ) is of the form 11 12 13 Remark. If some two underdiagonal entries in the reduced semiscalarly equivalent matrices ( ), ( ) are nonzero, then diagonal entries of the left reducible matrix, which by Proposition 2 is upper triangular, are equal to each other. Therefore, we can choose this matrix as unitriangular.
Let reduced matrices ( ), ( ) of the form (2) be given. Henceforth we shall apply the following notations: Proof. Let ( ), ( ) be reduced matrices of the form (2) and ( ) ≈ ( ). Then from equality (3), where matrix ‖ ‖ 
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