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Re´sume´ – Cet article traite du proble`me de la se´paration aveugle de sources par la conside´ration d’un syste`me a` re´fe´rence. A`
partir d’un contraste a` re´fe´rence, on construit une famille de contrastes puis on de´veloppe une solution analytique. Les re´sultats
de simulation pre´sentent une comparaison de notre proposition avec le contraste de base et en tenant compte de plusieurs valeurs
du parame`tre de ge´ne´ralisation.
Abstract – This paper deals with the problem of blind source separation by consideration of a reference system. From a
referenced contrast, we construct a family of contrasts then we propose an analytical solution to optimize it. The simulation
results present a comparison study between our proposal and the basic contrast in considering several values of the generalization
parameter.
1 Introduction
La se´paration de sources vise a` maximiser l’inde´pendance
statistique des signaux a` partir d’un me´lange. Les me´thodes
classiques reposent sur l’utilisation directe des statistiques
des signaux. Dans notre article on propose de re´soudre le
proble`me a` l’aide d’un syste`me a` re´fe´rence [1] [2]. La figure
1 montre la proble`matique e´tudie´e.
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Fig. 1: Syste`me me´lange/se´paration.
Avec : a : le vecteur source; x : vecteur observaion; y :
vecteur estimation; z : vecteur re´fe´rence; G : matrice de
me´lange; H : matrice de se´paration et Hr : matrice du
syste`me a` re´fe´rence ( HrG est unitaire).
La se´paration consiste donc a` estimer la matrice H tel
que : HG = DP avec : D matrice diagonale et P matrice
de permutation. Dans [2], un contraste a` re´fe´rence, sous
contrainte de blanchiment pre´alable des observations, est
propose´:
IR,z(y) =
N∑
i,j=1
| cum{yi, y∗i , zj , z∗j . . . , z∗j︸ ︷︷ ︸
R ×
} |2 (1)
Ce contraste peut eˆtre exprime´ sous la forme d’un crite`re
de diagonalisation conjointe [3]. Notre but est de ge´ne´raliser
ce contraste et de lui proposer une solution analytique.
2 Contraste ge´ne´ralise´
On propose une nouvelle famille de contraste comme com-
binaison line´aire de celui de´fini en (1) et des cumulants
croise´s des observations. On pose:
C1R,z(y) =
N∑
i1>i2,j=1
| cum{yi1, y∗i2, zj , z∗j . . . , z∗j︸ ︷︷ ︸
R ×
} |2 (2)
C2R,z(y) =
N∑
i1<i2,j=1
| cum{yi1, y∗i2, zj , z∗j . . . , z∗j︸ ︷︷ ︸
R ×
} |2 (3)
Proposition : 1 La fonction
JR,z(y) = IR,z(y) + α1C1R,z(y) + α2C2R,z(y) (4)
avec : α1 ≤ 0 et α2 ≤ 0 est un contraste pour les signaux
normalise´s.
Preuve:
Soit :∑N
i1,i2,j=1 | cum{yi1, y∗i2, zj , z∗j . . . , z∗j︸ ︷︷ ︸
R ×
} |2=
∑N
i,j=1 | cum{yi, y∗i , zj , z∗j . . . , z∗j︸ ︷︷ ︸
R ×
} |2 +C1R,z(y)
+C2R,z(y)
(5)
En ponde´rant les cumulants croise´s par des coefficients
α1 ≤ 0 et α2 ≤ 0 on obtient la fonction JR,z(y) qui ve´rifie
: JR,z(y) ≤ IR,z(y), C1R,z(a) = 0,
C2R,z(a) = 0, JR,z(a) = IR,z(a) (6)
On en de´duit alors que la fonction JR,z(y) est un con-
traste [4].
3 Solution analytique
En vue d’une maximisation du contraste (1) on cherche
une solution analytique. Pour simplifier, on conside`re des
signaux re´els. La matrice H est parame´tre´e ainsi :
H =
(
c s
−s c
)
(7)
Avec : c = cos θ et c = sin θ On note :
Ys,t,u = cum{ys, yt, zu, zu}, (8)
Xs,t,u = cum{xs, xt, zu, zu} (9)
Dans le cas de deux sources, le contraste (1) peut eˆtre
de´veloppe´ ainsi :
I2,z(y) = Y 21,1,1 + Y 21,1,2 + Y 22,2,1 + Y 22,2,2
= (c4 + s4) F1 + 2 c2 s2 F2
+4 c2 s2(c2 − s2) F3
(10)
Avec :
F1 = X
2
1,1,1 +X
2
2,2,1 +X
2
1,1,2 +X
2
2,2,2 (11)
F2 = X
2
1,2,1 +X
2
1,2,2 +
1
2
(X1,1,1X2,2,1 +X1,1,2X2,2,2) (12)
F3 = X1,2,1(X1,1,1 −X2,2,1) +X1,2,2(X1,1,2 −X2,2,2) (13)
Par un calcul trigonome´trique, on obtient la forme suiv-
ante:
I2,z(y) = Γ + Λcos 4θ +Ωsin 4θ (14)
Avec:
Γ =
3F1 + 4F2
4
, Λ =
F1 − 4F2
4
, et Ω = F3 (15)
La valeur de θ est donc l’argument du nombre complexe
t = Λ+ jΩ avec (j2 = −1).
Dans le cas re´el, le contraste ge´ne´ralise´ peut s’e´crire :
J2,z(y) = I2,z(y) + (α1 + α2)(Y 21,2,1 + Y 21,2,2) (16)
En posant : α = α1+α2 et en suivant la meˆme de´marche
de calcul, on obtient :
J2,z(y) = (c4 + s4)F ′1 + 2c2s2F
′
2 + 4c
2s2(c2 − s2)
F
′
3 + 2sc(c
2 − s2)F ′4
(17)
Avec :
F
′
1 = F1 + α(X
2
1,2,1 +X
2
1,2,2) (18)
F
′
2 = F
2 + α
2
(X21,1,1 +X
2
1,1,2 +X
2
2,2,1 +X
2
2,2,2
−2(X1,1,1X2,2,1 +X21,2,1 +X22,1,2
+X2,2,2X1,1,2)
(19)
F
′
3 = F3 (20)
F
′
4 = −αF3 (21)
Puis apre`s : J2,z(y) = Γ′ + Λ′ cos 4θ +Ω′ sin 4θ, avec
Γ
′
=
3F
′
1 + 4F
′
2
4
,
Λ
′
=
F
′
1 − 4F
′
2
4
et
Ω
′
=
2F
′
3 + F
′
4
2
.
La valeur de θ est donc l’argument du nombre complexe
t
′
= Λ
′
+ jΩ
′
avec (j2 = −1).
Dans le cas d’un nombre quelconque de sources, la ma-
trice H est un produit de N(N−1)2 rotations de Givens.
4 Re´sultats de simulation
Pour e´valuer la qualite´ de se´paration on utilise l’indice
suivant de´fini dans [5] applique´ sur la matrice globale S =
HG :
PI =
1
2(N − 1)
"
NX
i=1
 PN
j=1 |Sij |2
maxk |Sik|2
− 1
!
+
PN
j=1
PN
i=1|Sij |2
maxk|Skj |2 − 1
 (22)
Cet indice mesure la somme des contributions des e´le´ments
de S par rapport au maximum en lignes et en colonnes.
Dans le cas d’une se´paration parfaite, PI est voisin de 0.
Le vecteur de re´fe´rence z est construit a` partir des donne´es
blanchies des observations. La validation de la solution
analytique du contraste de base et de la nouvelle famille
de contrastes est effectue´e par les simulations suivantes :
1. Influence de la gaussianite´ (fig 2 ) : On utilise des
sources parame´tre´es [6] par τ pour avoir un kurtosis
ne´gatif, nul ou positif. Chaque signal peut prendre
les trois valeurs suivantes [−1, 0, τ ] avec les proba-
bilite´s respectives suivantes : 1τ+1 ,
τ−1
τ ,
1
τ(τ+1) . Pour
chaque valeur de τ , On caclule la moyenne de l’indice
PI en dB sur 100 re´alisations Monte-Carlo de la ma-
trice de me´lange. La se´paration est assure´e dans le
cas sur-gaussien et sous-gaussien.
2. Signaux de communications : signal a` module con-
stant et signal QAM-4 (fig 3) : On restitue les sig-
naux sources avec PI = 0.0023.
3. Signaux sonores (fig 4) : Les signaux repre´sentent
des sons e´chantillonne´s avec une fre´quence de 22.05Khz.
La se´paration est effectue´e par le contraste ge´ne´ralise´
avec α = −1, et on trouve un PI = 0.0054.
4. Influence du rapport S/B (fig 5) : La puissance des
sources reste constante. On fait varier la puissance
du bruit et on e´value la moyenne de PI sur 100
re´alisations Monte-Carlo.
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Fig. 2: Influence de la gaussianite´.
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Fig. 3: Cas d’un signal a` module constant et signal QAM-
4.
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Fig. 4: Cas de me´lange sonore.
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Fig. 5: Influence de la puissance du bruit.
5 Conclusion
Nous avons de´veloppe´ la solution analytique d’un con-
traste a` re´fe´rence. Ce dernier a e´te´ ge´ne´ralise´ pour don-
ner une nouvelle famille a` deux parame`tres dans le cas
complexe, ce qui constitue deux degre´s de liberte´ pour
ame´liorer la qualite´ de se´paration. Enfin nous avons teste´
notre solution par des simulations sur des signaux de na-
tures diffe´rentes. L’influence de la puissance du bruit sur
les performances a e´te´ e´galement e´tudie´e.
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