Abstract-Coring is a well-known technique for removing noise from images. The mechanism of coring consists of transforming a noise-degraded image into a frequency-domain representation, followed by a reduction of the image transform coefficients by a (nonlinear) coring function. After inverse transforming the cored coefficients, the noise-reduced image is obtained. In this paper, we show that coring can be embedded into MPEG encoders with relatively little additional complexity. We exploit statistical properties of the DCT coefficients to find the optimal Bayesian coring function for each of the DCT coefficients. Experimental results show the effectiveness of the MPEG-embedded coring function on compressing noisy image sequences.
I. INTRODUCTION

R
EMOVING noise from digital image sequences is not only important for improving the visual quality of these sequences, but also for increasing the efficiency of MPEG video encoders. A property of (white) noise is that the noise energy spreads out evenly over all the DCT coefficients in an MPEG encoder. Therefore, the presence of noise in an image sequence leads to fewer DCT coefficients that are zero, decreasing the efficiency of zero-runlength encoding of quantized DCT coefficients. Furthermore, on the average, the amplitudes of the remaining DCT coefficients are larger than in the noise-free case, which also leads to a loss of compression efficiency.
In recent years, the technique of coring has gained great popularity for denoising degraded signals, and in particular for denoising 2-D images [1] - [4] . Coring is a (nonlinear) noise reduction technique in which each frequency component of an observed noisy signal is adjusted according to a certain characteristic: the coring function. Originally, coring was developed as a heuristic technique for crisping television pictures [5] . In the early 1980s, coring was first applied in the digital domain for noise reduction [3] , [4] , [6] . The technique of coring received a great deal of attention after Donoho and Johnstone applied it successfully in the wavelet transform domain in 1994 [1] , [2] . The transformation to the wavelet domain is especially useful to separate locally concentrated signal energy and the (white) noise contributions because, unlike the Fourier trans- form, scale-space representations allow local signal characteristics at different scales to be taken into account. In more recent work, coring has also been applied to video sequences, for instance, in the 3-D wavelet domain [7] , [8] .
In general, coring functions leave transform coefficients with high amplitudes unaltered, and coefficients with low amplitudes are shrunk toward zero. Coefficients with large amplitudes are reliable and should not be altered because they are not significantly influenced by noise. Coefficients with small amplitudes carry relatively little information and are easily influenced by noise. Therefore, these coefficients are unreliable, and their contribution to the observed data should be reduced.
Following these intuitive guidelines, three well-known coring or thresholding functions have been proposed (see Fig. 1 ).
1) Soft-thresholding [1] , [3] , illustrated in Fig. 1(a) if otherwise.
Here, is one of the (Fourier, wavelet, DCT) transform coefficients of the noisy signal , where and represent 2-D spatial coordinates and 2-D frequency coordinates, respectively. Further, is the cored (noise-reduced) transform coefficient, and is a coring threshold that depends on the amount of the noise in the signal . 2) Hard-thresholding [1] , [3] , illustrated in Fig. 1(b 
3) Piecewise linear coring [3] , illustrated in Fig. 1 Here, and are noise-dependent thresholds. Piecewise linear coring is a compromise between hard and soft thresholding. It attempts to reduce the ringing artifacts from hard thresholding, while avoiding the loss of low-contrast picture detail common to soft-thresholding. In the case of video sequences, noise reduction is often carried out as a preprocessing step prior to MPEG compression. If a coring technique is to be used, the noise-reduction preprocessor must carry out a forward and an inverse signal transform, such as a wavelet or DCT transform. This is rather inefficient since internally in the MPEG compression algorithm a similar (DCT) transform is carried out. Embedding the noise reduction step into the MPEG compression algorithm may therefore greatly reduce the complexity and processing delay of the overall system.
In this paper, we consider the embedding of the coring functionality into the MPEG video-encoding algorithm. Furthermore, instead of using one of the three coring functions shown in Fig. 1 , we will derive Bayesian optimal coring functions for the DCT coefficients. In Section II, we first describe the problem of coring DCT coefficients, and describe the formal solution to this problem. Then, in Section III, we consider how to apply coring to the three different picture types that exist within MPEG, namely I, P, and B frames. In Section IV, we find the optimal Bayesian coring functions for the DCT coefficients using a model for the probability density function of the DCT coefficients. Then, in Section V, we evaluate the proposed MPEG encoder with embedded coring. Conclusions are drawn in Section VI.
II. CORING AND QUANTIZATION OF DCT COEFFICIENTS
We consider a broadcasting environment in which noisy image sequences are digitally broadcasted after passing through an MPEG compression system. Fig. 2 establishes the notational conventions. MPEG compression systems try to minimize the quantization errors between input frame and output frame for a given bit rate. However, in the case of noisy video sequences, what they should be doing is minimizing the quantization errors between the original noise-free frame and the compressed frame . When the encoder does so, it can be considered a device for simultaneous noise reduction and video compression.
Let denote the overall error between and . This error consists of the sum of the quantization noise resulting from the compression of the DCT coefficients and the (reduced) amount of noise present in . The variance of this overall error can be expressed in terms of original and quantized DCT coefficients (4) Here, and (with ) represent the 64 original and quantized DCT coefficients, respectively, of each 8 8 DCT block within a video frame. The column, row, and frame numbering of the DCT blocks is indicated in shorthand by . Clearly, an optimal joint noise-reduction and quantization strategy minimizes (4). Since we assume that the DCT coefficients are mutually uncorrelated, we confine ourselves to scalar estimation of in the remainder of this paper. Two approaches can be followed to minimize equation (4), although it was already shown in [9] that these approaches yield the same result. The first approach directly minimizes for each of the DCT coefficients individually. Essentially, this approach determines optimal (nonuniform) quantizers for the DCT coefficients of a noisy signal. With proper knowledge of the signal and noise distributions, it is not difficult to find the relations that the quantizer representation and decision levels should satisfy. In fact, the resulting expressions are highly akin to the ones found for Lloyd-Max quantizers [8] , [10] .
The second approach splits the minimization of the overall error variance (4) into two successive minimizations. The first step is the noise reduction step, which for a moment ignores the subsequent quantization of the DCT coefficients. This step, therefore, consists of the minimization of (5) If the minimization of (5) is done per DCT coefficient (i.e., we derive a scalar estimator), this leads to the following well-known estimation result:
The noise-reduced DCT coefficients are found as the conditional expectation of the true DCT coefficient, given the observed noisy DCT coefficient. Note that (6) assumes that the probability density function of the observed noisy DCT coefficients is known. The second step now simply consists of designing a scalar quantizer that is optimal for the original noise-free DCT coefficients. Notice that in this step, we can ignore that the DCT coefficients to be quantized are in fact noise-reduced coefficients.
In the particular case of an MPEG encoder, the advantage of the second approach is that the quantizer in the MPEG encoder is already optimized for encoding noise-free DCT coefficients. It is, therefore, not necessary to redesign new quantization tables as is required for the first approach. In the second approach, all that needs to be done is to core the DCT coefficients prior to the usual DCT coefficient quantization. In fact, MPEG encoders implicitly core noisy DCT coefficients to some extent by incorporating a dead zone in the quantizers for the DCT coefficients of the nonintra-coded frames [11] , [12] . As a result of the dead zone, DCT coefficients with small magnitudes are mapped to zero. We note, however, that the use of dead zones is suboptimal for noise reduction because quantizers with dead zones are not applied to all frames, and because they do not address the noise on DCT coefficients with larger amplitudes. Alternative configuration in which B and P frames can be cored similar to I frames. Note that the predicted frame is extracted from a coded frame that has already been noise reduced and need not be cored again.
III. CORING OF THE MPEG I, P, AND B FRAMES
In this section, we first consider the case of coring MPEG I frames. This solution is then extended to MPEG P and B frames.
A. Coring of I Frames
MPEG I frames are compressed by dividing the frames in 8 8 blocks, applying the DCT transform to each of the blocks, and quantizing the DCT coefficients. Two approaches can be followed toward coring the DCT coefficients of I frames. The first approach is to estimate the probability density function (PDF) for each of the DCT coefficient from the observed data for each frame. Given the estimated PDFs, the conditional expectation of each DCT coefficient can be computed according to (6) . Finally, the noise reduction can take place by replacing the observed DCT coefficients with their conditional expectations. Computing the optimal coring functions for each I frame of a video sequence is, however, difficult to realize in real-time MPEG encoders.
The second approach does not optimize the coring functions for each frame. Instead, fixed sets of coring functions are computed and stored in the MPEG encoder as lookup tables (Fig. 3) . These coring functions are computed off-line from a large set of frames, so that on average, the encoder gives the best results that can possibly be achieved under the condition of static lookup tables. A different set of coring functions is computed for a number of noise levels. Upon MPEG compression of a video sequence, only the noise level has to be estimated (possibly per frame), after which the proper coring function lookup table can be selected. In Section IV, we will discuss how the DCT coring functions for MPEG I-frames can be determined.
B. Coring of B and P Frames
MPEG B and P frames are (bi-directionally) predicted from frames coded previously. The frame differences between the predicted and current frames are encoded like I frames, i.e., by applying the DCT transform and scalar quantization. This process is illustrated in Fig. 4(a) . Finding the optimal coring coefficients is, however, more difficult for B and P frames because the PDFs of the frame differences and the noise are much harder to find than in the case of I-frames. This is because the PDFs now depend on the nonlinear coring and quantization of the reference frames, and because the PDFs are highly dependent on the quality of the motion estimator used for the prediction of the B and P frames.
We, therefore, propose using the alternative strategy shown in Fig. 4(b) . Instead of coring the DCT coefficients of frame differences, the DCT transform and coring are performed prior to subtracting the current frame from its (motion-compensated) prediction. Note that the coring functions in Fig. 4 (a) and (b) are different because they are applied on signals with entirely different statistical properties. Furthermore, the results obtained by the two different approaches are generally not identical.
Two aspects of the scheme in Fig. 4(b) are noteworthy. First, the predicted frames have already been compressed and hence they have already been noise-reduced earlier. Therefore, it is not necessary to core these predicted frames again. Second, the optimal coring characteristics are identical to those computed before for the I frames. Therefore, only one set of lookup tables is required for the I, P, and B frames.
IV. BAYESIAN CORING FUNCTIONS FOR NOISY DCT COEFFICIENTS
This sections deals with computing the coring functions for the I, P, and B frames. As indicated in the previous section, the coring functions are computed from a large set of video sequences, so that the encoder gives the best results that can be achieved on average with static lookup tables. Computing the coring functions consists of two steps. First, the PDFs of the intensities of the frames and the noise have to be determined. Next, the coring functions can be computed using (6) .
The noise corrupting the DCT coefficients of the video sequences is assumed to be additive white zero-mean Gaussian noise with known variance . Therefore, the noise variance does not depend on the index of the DCT coefficient. As the amount of noise may be time-variant, its variance has to be estimated per frame.
The PDF of each of the 63 DCT ac coefficients is modeled by a Laplacian distribution [13] , [14] . In practice, the generalized Gaussian PDF is more accurate [15] , [16] , which includes the Laplacian as a special case. The DCT dc coefficient is not cored because it is usually insignificantly influenced by noise.
The generalized Gaussian probability density function is defined as follows: (7) with and (8) Here, is the gamma function and is the standard deviation of the DCT coefficient under consideration. It can be seen from (7) and (8) that the generalized Gaussian PDF is completely determined by the shape parameter and the variance . An efficient method for estimating the shape parameter from a set of image sequences based on second-order statistics is given in [16] . Let denote DCT coefficients with coefficient number . The mean and the variance of a set of observed DCT coefficients with coefficient number can be estimated directly from the observed data. Let be defined as follows: (9) The shape parameter for the PDF of the th DCT coefficient is then found by solving (10) Equation (10) can be solved using numerical methods. Fig. 5 shows the resulting shape parameter and the standard deviation that are estimated from the DCT coefficients obtained from a set of 18 different video frames [numbering of the DCT coefficients is according to Fig. 5(c) ]. Except for the DCT DC component, it can be seen that is in the range of 0.4-0.5. The standard deviation of the DCT coefficients decreases with increasing frequency, which is consistent with the well-known fact that natural images contain less energy in high frequencies than in low frequencies.
We can now proceed to calculate the coring functions using (6) . To this end, we calculate the coring function as the Bayesian estimator given in (6) as follows: (11) In order to solve (11), we need the a posteriori PDF , i.e., the a posteriori PDF of the th DCT coefficient given the observed noisy DCT coefficient . Using Bayes' rule and the fact that the noise on the th DCT coefficient is additive, we obtain (12) where is the PDF of the noise on the th DCT coefficient. We have assumed that this PDF is Gaussian with zero-mean and variance . All terms in (11) and (12) are now known, so that the coring function for each of the DCT coefficients can be determined.
As an illustration, Fig. 6 shows the coring function computed for DCT coefficient number 8 for noise with variance of 100, i.e.,
. In this figure, small values are cored toward zero, whereas larger values are altered less. This agrees with the intuitive conclusion that data with small amplitudes are noisy and unreliable, and they should therefore be discarded. Fig. 7 shows the coring functions for all 64 DCT coefficients, again for noise with variance 100 corrupting the image. The dc coefficient is not cored, hence the 45-degree line for this DCT coefficient. It can be seen that coefficients representing higher spatial frequencies are cored toward zero more strongly than coefficients representing lower spatial frequencies. This, again, matches well with the fact that natural images contain less energy in high frequencies than in low frequencies.
The coring functions must clearly depend on the noise variance. This can be seen from (12), which depends on the PDF, and therefore variance, of the noise. In a practical MPEG compression system, coring functions can be computed in advance for different noise variances to avoid computational overhead during the actual video compression.
V. EXPERIMENTAL RESULTS
We have experimented with the embedded coring functions within the context of the standard Test Model 5 (TM5) MPEG-2 encoder [17] . This section describes two sets of experiments. The first experiment evaluates the performance of the embedded coring functions for varying amounts of noise in terms of PSNR. The second experiment compares the performance of the embedded coring functions with the application of a "standard" wavelet-based noise-reduction coring prefilter entirely outside the MPEG encoder [7] , [8] , [18] .
The first experiment evaluates the performance of the MPEG encoder with embedded coring functions in terms of the PSNR when applied to video sequences with varying amounts of noise. Fig. 8 shows the configuration used for measuring the PSNR of the compressed video sequences. Note that in this simulation, we measure the PSNR with respect to the noise-free video sequence. Of course, in the actual coring or quantization of the noisy video sequence, no use is made of the original video sequence. Fig. 9 (a) (test sequence Plane) and Fig. 9(b) [test sequence MobCal (Mobile-Calendar)] show the measured PSNRs for bit rates ranging from 2 to 15 Mbit/s. The results show that the PSNRs of the cored and coded sequences are considerably higher than those of the noisy input sequences. Clearly, MPEG compression with embedded coring improves the quality of the video sequences rather than degrading it as in the typical case with noise-free video sequences.
The PSNRs of the corrected sequences increase more rapidly with increasing bit rate at low bit rates than at high bit rates. Specifically, the curves for test sequences with noise variance 100 and 225 are quite flat over the range from 4 to 15 Mbit/s. This contrasts with the PSNRs for noise-free sequences, which increase steadily with increasing bit rate. This implies that there is an "early" saturation point for the bit rate in compressing noisy video sequences. Encoding with bit rates above this saturation point gives only marginal improvements in coded image quality.
The second experiment investigates whether the MPEG encoder with embedded coring performs better than the standard MPEG encoder in combination with a prefilter. It could be imagined that even though a highly optimized prefilter outperforms the embedded coring functions in the MPEG encoder, its superior quality may be lost due to quantization errors introduced by the subsequent MPEG encoding. The prefilter used in these experiments is the coring of wavelet coefficients obtained from the temporally extended version of the 2-D Simoncelli pyramid [18] that is described in [7] and [8] . This coring technique is called the 3-D pyramid filter. Similar results can be obtained with other state-of-the-art wavelet and coring-based noise-reduction techniques.
A moderate amount of noise (variance 100) was added to the Plane and MobCal sequences. Fig. 10 shows the PSNR as a function of the bit rate of the noisy video sequences after encoding by the standard TM5 MPEG encoder with and without prefiltering by the 3-D pyramid filter. The PSNRs that result from applying the MPEG coder with embedded coring to the noisy image sequences are also shown in this figure. For the purpose of reference, the PSNRs of the compressed original (noise-free) image sequences are plotted in the same figure. Fig. 10 shows that prefiltering video sequences with a moderate amount of noise prior to encoding with the standard MPEG encoder gives a PSNR that is maximally 1-dB higher than when the coring is embedded into the MPEG encoder. It can also be seen that the standard MPEG encoder (without coring and without prefilter) already operates as a noise reducer at low bit rates. At 3 Mbit/s, the PSNR of the coded noisy Plane sequence is about 3.5-dB higher than that of the noisy original (30.5 dB compared to 27.0 dB). This figure is 1.5 dB for the MobCal sequence (28.5 dB compared to 27.0 dB). The PSNR decreases at higher bit rates. This behavior is not surprising. The encoder applies a coarse quantization at low bit rates, removing a lot of noise energy as a result of the dead zone. Since the encoder is capable of encoding the signal and therefore also the noise more accurately at higher bit rates, the noise in the signal is preserved better, reducing the PSNR with respect to the noise-free original video sequences. In the limiting case, at very high bit rates, the noisy sequence is encoded without quantization errors, yielding a PSNR of 27.0 dB: the PSNR of the noisy sequence.
VI. CONCLUSIONS
In this paper, we have shown that noise reduction can take place within an MPEG encoder by embedding a coring function. The coring takes place on each of the DCT coefficients. Coring modules have to be placed between the DCT transform and the DCT coefficient quantizers. The additional costs of the embedded coring functions compared to a standard MPEG encoder consist of 63 noise-dependent (switchable) lookup tables and separate 8 8 DCTs on the B-and P-frames. This is a cheaper solution than preceding the MPEG encoder with a separate noise-reduction prefilter, while the performance is quite comparable, giving a loss of at most 1 dB over a wide range of bit rates at a moderate noise level of 27 dB.
