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The Effects Of Noncovalent Interactions Studied By Ultrafast Two-Dimensional
Infrared Spectroscopy
Abstract
Understanding how noncovalent interactions affect dynamics and energetics is essential for predicting
and describing chemical reactivity and stability. In this thesis I investigate the impact of noncovalent
interactions on two different types of reactive systems: fluxional metal carbonyl complexes and biological
cofactors. Through varying the local environment, by changing solvents or encapsulation cages, I focus
on characterizing the effects of noncovalent interactions on the ultrafast solvation dynamics,
anharmonicities, and intramolecular vibrational energy redistribution (IVR) of these different types of
systems by applying ultrafast two-dimensional infrared (2DIR) spectroscopy and ultrafast polarization
dependent mid-IR pump-probe spectroscopy.
Bis(cyclopentadienyl ruthenium dicarbonyl) dimer and bis(cyclopentadienyl iron dicarbonyl) dimer are two
fluxional metal carbonyl complexes that exist as multiple isomers in dynamic equilibrium in solution.
However, when encapsulated by self-assembled cages, the dynamic equilibrium is disrupted, and only one
isomeric form is stabilized. Though the static picture of the trapped complexes is known from x-ray
crystallography, the ultrafast equilibrium dynamics of the trapped complexes have not been well
characterized. A better understanding of the equilibrium dynamics of these systems could lead to
additional insight into the mechanism by which hosts tune the reactivity of trapped guest molecules.
Using polarization dependent mid-IR pump-probe spectroscopy I characterized the population relaxation
and molecular reorientation of the trapped complexes. I find that encapsulation results in spatial
restriction – with the metal carbonyl complexes undergoing hindered molecular reorientation. In addition,
encapsulation results in a faster timescale for vibrational population relaxation. Applying ultrafast 2DIR
spectroscopy to the diiron complex I explore the effects of encapsulation on the intramolecular
vibrational energy redistribution and the energetics of the terminal carbonyl stretching modes. The
timescale for IVR is extracted from the waiting time dependent growth of crosspeaks in the 2DIR spectra.
Through comparative studies, I find that IVR is faster for the iron carbonyl complex trapped by the cage. In
addition, the cage acts to alter the energetics with the trapped metal carbonyl complexes exhibiting larger
anharmonicities.
In addition to metal carbonyl complexes, I also investigated the effects of hydrogen bonding on
phylloquinone, a biological cofactor that plays an important role in photosynthetic electron transfer.
Previous studies have shown that the local protein environment can tune the redox properties of
phylloquinone; however, the exact mechanism and role of different noncovalent interactions in this
process is not well understood. To obtain a better understanding of how hydrogen bonding alters the
properties of phylloquinone I applied 2DIR spectroscopy to the carbonyl stretching modes of
phylloquinone in protic and aprotic solvents. From the 2DIR spectra, the potential energy surface,
population relaxation, and system-bath interactions of PhQ in different solvent environments are
characterized. The results are interpreted through molecular dynamics simulations and DFT calculations.
I find that hydrogen bonding acts to decouple the carbonyl stretching modes and decreases the
vibrational anharmonicity.
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ABSTRACT
THE EFFECTS OF NONCOVALENT INTERACTIONS STUDIED BY ULTRAFAST
TWO-DIMENSIONAL INFRARED SPECTROSCOPY
Stephen Lewis Meloni
Jessica M. Anna
Understanding how noncovalent interactions affect dynamics and energetics is
essential for predicting and describing chemical reactivity and stability. In this thesis I
investigate the impact of noncovalent interactions on two different types of reactive
systems: fluxional metal carbonyl complexes and biological cofactors. Through varying
the local environment, by changing solvents or encapsulation cages, I focus on
characterizing the effects of noncovalent interactions on the ultrafast solvation dynamics,
anharmonicities, and intramolecular vibrational energy redistribution (IVR) of these
different types of systems by applying ultrafast two-dimensional infrared (2DIR)
spectroscopy and ultrafast polarization dependent mid-IR pump-probe spectroscopy.
Bis(cyclopentadienyl ruthenium dicarbonyl) dimer and bis(cyclopentadienyl iron
dicarbonyl) dimer are two fluxional metal carbonyl complexes that exist as multiple
isomers in dynamic equilibrium in solution. However, when encapsulated by selfassembled cages, the dynamic equilibrium is disrupted, and only one isomeric form is
stabilized. Though the static picture of the trapped complexes is known from x-ray
crystallography, the ultrafast equilibrium dynamics of the trapped complexes have not been
well characterized. A better understanding of the equilibrium dynamics of these systems
v

could lead to additional insight into the mechanism by which hosts tune the reactivity of
trapped guest molecules. Using polarization dependent mid-IR pump-probe spectroscopy
I characterized the population relaxation and molecular reorientation of the trapped
complexes. I find that encapsulation results in spatial restriction – with the metal carbonyl
complexes undergoing hindered molecular reorientation. In addition, encapsulation results
in a faster timescale for vibrational population relaxation. Applying ultrafast 2DIR
spectroscopy to the diiron complex I explore the effects of encapsulation on the
intramolecular vibrational energy redistribution and the energetics of the terminal carbonyl
stretching modes. The timescale for IVR is extracted from the waiting time dependent
growth of crosspeaks in the 2DIR spectra. Through comparative studies, I find that IVR is
faster for the iron carbonyl complex trapped by the cage. In addition, the cage acts to alter
the energetics with the trapped metal carbonyl complexes exhibiting larger
anharmonicities.
In addition to metal carbonyl complexes, I also investigated the effects of hydrogen
bonding on phylloquinone, a biological cofactor that plays an important role in
photosynthetic electron transfer. Previous studies have shown that the local protein
environment can tune the redox properties of phylloquinone; however, the exact
mechanism and role of different noncovalent interactions in this process is not well
understood. To obtain a better understanding of how hydrogen bonding alters the properties
of phylloquinone I applied 2DIR spectroscopy to the carbonyl stretching modes of
phylloquinone in protic and aprotic solvents. From the 2DIR spectra, the potential energy
surface, population relaxation, and system-bath interactions of PhQ in different solvent
vi

environments are characterized. The results are interpreted through molecular dynamics
simulations and DFT calculations. I find that hydrogen bonding acts to decouple the
carbonyl stretching modes and decreases the vibrational anharmonicity.

vii
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1. Introduction
1.1. Noncovalent Interactions
Noncovalent interactions play an important role in many chemical and biological
systems: for example they dictate interactions between catalysts and substrates, drive selfassembly of nanomaterials, guide protein folding, and can ultimately control chemical
reactions.1 Noncovalent interactions include hydrogen bonding, dipole-dipole interactions,
charge-dipole interactions, steric effects, London dispersion forces, and π-π interactions to
name a few. Noncovalent interactions can influence reactivity, where they are known to
affect electronic properties such as redox potentials2, electronic and vibrational energy
levels,3 and can lower both energetic and entropic barriers for reactions. With energy levels
ranging from ~1 to 5 kcal/mol, noncovalent interactions can be overcome with thermally
accessible states, but they dramatically change equilibrium populations and dynamics. If
two degenerate states are separated by 1 kcal/mol, the lower energy state population
changes from 50% to 84%; for a change in 5 kcal/mol the population becomes 99.98%.
In this thesis, the effects of noncovalent interactions on electronic structure and
equilibrium dynamics are investigated. Applying ultrafast mid-infrared pump probe
spectroscopy to fluxional metal carbonyl complexes trapped by self-assembled hosts, I (1)
measure the spatial restrictions imposed on the guest molecules by steric effects and (2)
determine the impact of encapsulation on vibrational energy relaxation. Using twodimensional infrared (2DIR) spectroscopy, I investigate how noncovalent interactions alter
the vibrational potential energy surface and system’s ability to redistribute vibrational
energy among different modes. Along with studying host-guest complexes, I also use 2DIR
1

and quantum chemical calculations to elucidate the effects of hydrogen bonding on the
electronic structure of phylloquinone, an important biological cofactor.

1.2. Infrared Spectroscopy
Infrared spectroscopy is a powerful tool for studying structure and dynamics of
molecules in the condensed phase.4 Molecular vibrations have periods on the 10’s of
femtoseconds timescale, which is inherently aligned with the dynamics of bond rotations,
small molecule reorientation, heat dissipation, and other molecular motions. Vibrational
modes are often sensitive to local environments, making them ideal candidates to study
protein secondary structure,5,6 interfaces,7,8 and electric fields.3,9 Vibrational modes can
also be used to directly report on hydrogen bonding,10–12 and π complex formation.13

1.3. Pump Probe Spectroscopy
Linear, steady state, infrared spectroscopy provides a time averaged picture of the
ensemble being studied with the dynamic information manifested in the lineshape of the
absorption peaks. Pump probe spectroscopic techniques, such as transient absorption
spectroscopy, can be used to obtain dynamic information about a system more directly.
With steady state spectroscopy, it is not possible to unambiguously determine what
happens to a sample after it absorbs light. With pump probe spectroscopy, a sample is
initially excited with a pump pulse. The pump brings the system into an excited state
population and marks the beginning of the t2 time period. After the field-matter interaction
the system is free to evolve under the field-free Hamiltonian. The system is probed using
a weaker probe pulse which ends the t2 time period. The pump probe pulse sequence is
shown in Figure 1.1. With pump probe spectroscopy the dynamics can be time resoled
2

where the temporal resolution is limited by the incoming laser pulses, and the scanning of
the t2 time. From this we are fundamentally limited by the shortest pulse that can be
generated (broadest spectral pulse), the smallest time step that can be produced, and the
underlying dynamics of the state being probed.

Pump probe pulse sequence. Two electric field interactions with the pump
pulse, Epump, excites the system into a population. After a waiting time, t2, the electric field
of the probe pulse, Eprobe, creates a coherence that induces the emission of the signal, Esig.
The signal and its interference with Eprobe is detected by the spectrometer.

1.3.1. Population relaxation
In a mid-infrared pump probe experiment, the system begins at equilibrium. It can
be excited, and the ground, first, and second excited states can be probed. For the systems
being studied in this thesis, all begin the ground state |0⟩. At t = 0, the pump interacts with

the sample. Two things can happen: the system can absorb a photon and be promoted to
the |1⟩ state, or it can remain in the |0⟩ state. At t = t2, the system has three interaction

options shown in Figure 1.2. In the case of not initially being excited, the system can go
3

from state |0⟩ to state |1⟩. This pathway results in a ground state bleach (GSB). If the
system was initially excited it can be promoted to the second excited state via excited state
absorption (ESA) or it can be stimulated to release a photon and return to the ground state
via stimulated emission (SE). These pathways are shown schematically in Figure 1.2.

Schematic diagrams of possible excitation pathways in a pump probe
experiment. (a) Ground state bleach promotes a molecule from the ground state to the first
excited state. (b) Excited state absorption promotes a molecule from the first excited state
to the second excited state. (c) Stimulated emission brings a molecule from the first excited
state to the ground state.

As t2 is varied in the experiment, the GSB, ESA, and SE pathways will evolve in
time. For equilibrium dynamics, the SE, ESA, and GSB will follow similar kinetics as the
population in the |1⟩ state decays to the |0⟩ state. The GSB, ESA, and SE decay can be fit

to one or more exponential functions to extract the timescales by which the populations
relax or transfer from the |1⟩ state.
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1.3.2. Time Dependent Anisotropy Decay
A system which is perfectly disordered would be considered isotropic, and
anisotropy is the measure of the degree of order. The partial polarization of fluorescence
has been known for over 100 years.14 The sample is excited with linearly polarized light
and then the fluorescence is measured in the parallel and orthogonal polarizations
separately. A perfectly isotropic sample will have an anisotropy value of 0.4, while a
sample which is perfectly ordered will have a value of 1.15 Anisotropy measures the
ordering of samples, including crystals, semiconductors, and samples in the solution phase.
Anisotropy is also used in certain biological assays.16 The decay of anisotropy can be
related to rotational motions and energy transfer. Rotational motions will depend on the
size of a particle and the viscosity of the solvent, allowing anisotropy decay to be used to
study the size of proteins,17 viscosity of cell environments,18 and rotational dynamics of
particles in solution.19
Performing polarization dependent pump probe spectroscopy allows for the
anisotropy of a system to be investigated as a function of time.7,20 In these experiments a
polarized pump beam excites the molecules with transition moments parallel to the
polarization of the light and then the probe detects samples aligned with its polarization.
To perform these experiments a polarizer is placed after the sample to filter out signal of a
particular polarization. In this thesis the polarization of the analyzer will be parallel to the
probe. Two separate pump probe experiments are carried out with different polarization
schemes. To measure the parallel signal (I∥), the pump and probe pulse and the analyzer
polarizer are set to the horizontal polarization. To measure the perpendicular signal (I⊥),
5

we have horizontal polarization for the probe and analyzer, but we rotate the pump by 90°
using a λ/2 waveplate. From these measurements the anisotropy is calculated as follows:
𝑟𝑟(𝑡𝑡) =

𝐼𝐼∥ − 𝐼𝐼⊥
𝐼𝐼∥ + 2𝐼𝐼⊥

Where 𝐼𝐼∥ and 𝐼𝐼⊥ are the pump probe signals taken with parallel and perpendicular

polarizations, respectively. Mid-infrared pump probe experiments can be utilized to study
samples where high temporal resolution is desired, such as small molecules trapped in
cavities in ionic liquid.21,22 In this thesis we will use anisotropy to measure the degree of
restriction imposed on guest molecules which are trapped inside a nanometer scale cavity
via noncovalent interactions.

1.4. Two-dimensional Infrared Spectroscopy
Two-dimensional infrared (2DIR) spectroscopy has been shown to be a powerful
tool for studying noncovalent and intermolecular interactions in the condensed phase.23 For
example, 2DIR has been used to study complexation and hydrogen bonding of π-hydrogen
bonded systems, where kinetics of hydrogen bond complexation were reported by
monitoring the growth and appearance of cross peaks.24,25 2DIR has also been used to study
the lifetimes of hydrogen bonds in dilute alcohols along with molecular dynamics
simulations by monitoring the shapes of the peaks.26
In comparison with steady state and pump probe spectroscopy, 2DIR spectroscopy
is advantageous for two reasons. The first of which is that 2DIR spectroscopy can separate
homogeneous and inhomogeneous line broadening mechanisms. In linear and pump probe
6

spectroscopies, the contributions to lineshape cannot be unambiguously assigned. If a
molecule’s absorption is broadened because its excited state decays quickly it is
homogeneously broadened. If the ensemble of molecules has a variety of microstates that
absorb at different wavelengths, the lineshape is inhomogeneously broadened.
Homogeneous and inhomogeneous line broadening are immediately obvious with 2DIR
because the excitation and detection frequencies are correlated. The homogeneous example
will result in a round peak at early t2 times, while the inhomogeneous sample will have a
peak which is elongated along the diagonal. The second advantage to 2DIR spectroscopy
is that it circumvents the tradeoff between high spectral or temporal resolution. In pump
probe spectroscopy, the spectral and temporal resolution of pump pulse is dictated by the
time-bandwidth product. The time bandwidth product for a gaussian pulse is given in Eq.
1.2 and is a direct result of the Fourier Transform of a gaussian pulse from the frequency
domain to the time domain.
Δ𝑡𝑡Δ𝜔𝜔 ≥ 0.44

2DIR and 2D spectroscopy in general circumvent this limitation by splitting the
excitation into two interactions, using pulses labeled E1 and E2 in Figure 1.3. The excitation
axis is obtained by scanning the t1 time between pulses E1 and E2, which makes the
excitation resolution depend on t1 instead of the bandwidth of the excitation pulse. Without
separating the excitation into E1 and E2, frequency resolution would need to be obtained
using narrow bandwidth pump pulses, which is how the first 2D spectroscopy
measurements were performed. After a waiting time t2, the signal is emitted and detected
by a camera. The possibility of both high temporal and spectral resolution gives 2DIR the
7

ability to separate homogeneous and inhomogeneous line broadening mechanisms. The
decay of an inhomogeneous distribution in frequencies can be directly related to the
frequency fluctuation correlation function. In this way 2DIR spectroscopy reports on
solvation dynamics. Solvation dynamics typically occur on the femtosecond to picosecond
timescales and also require high spectral resolution to study directly. Other noncovalent
interactions have various timescales. For example, fluctuations in hydrogen bond length
can occur on the 100’s of femtoseconds timescale,27 hydrogen bond lifetimes are on the
picoseconds timescale,26 and the association and dissociation of Van der Waals complexes
have been shown to occur on the picoseconds timescale.28

2DIR pulse sequence. The first pulse E1 interacts with the sample and creates
a coherence. After a time t1, the second pulse E2 interacts with the sample and can create a
population state. After the waiting time t2, the third pulse E3 interacts with the system and
creates another coherence state. During the t3 time the sample emits an electric field which
is detected by its inference with either the E3 pulse or a 4th “local oscillator” pulse.

8

Schematic 2DIR spectra at t2 = 0 shown below corresponding pump probe or
steady state spectra. The 2DIR spectrum on the bottom left (c) shows an inhomogeneously
broadened peak while the peak on the bottom right (d) shows a homogeneously broadened
peak.

The linear spectrum can be considered an ensemble average over time. The
lineshapes contain dynamic information, but it cannot be determined unambiguously.29,30
2D spectroscopy resolves both excitation and detection frequencies, which allows for the
separation of homogeneous and inhomogeneous broadening contributions.31 This effect is
9

illustrated in Figure 1.4. Figure 1.4 a and b show two linear spectra with different line
broadening mechanisms. However, the spectra are very similar. The corresponding 2DIR
spectra are different – allowing for additional information on the line broadening
mechanisms to be obtained. Figure 1.4 c, the 2DIR spectra from a., shows a peak that is
inhomogeneously broadened. Figure. 1.4 d is the 2DIR spectrum from b showing that the
peak is homogeneously broadened.

1.4.1. Spectral Diffusion
In solution phase, environmental interactions can be responsible for chemical
reactivity and dynamics. Random forces from the solvent are exerted through noncovalent
interactions and act to disturb the potential energy surface of molecules, resulting in a
random frequency fluctuation associated with the vibrational states. This heterogeneity
manifests in the 2DIR spectrum as a peak which is elongated along the diagonal at early
waiting times as seen in the left side of Figure 1.5. As time evolves, the peak will become
more round as the frequency correlation between excitation and detection decays. Spectral
diffusion if the process of the excited ensemble of solute molecules randomly losing
correlation between excitation and detection frequencies.

10

Simulation of spectral diffusion. At early waiting times, the peak is elongated
along the diagonal, and at later t2 time the peak becomes more round.

The correlation between excitation and detection can be described with a
frequency-fluctuation correlation function (FFCF):
𝐶𝐶(𝑡𝑡) = ⟨𝛿𝛿𝛿𝛿(0)𝛿𝛿𝛿𝛿(𝑡𝑡)⟩

In the simplest common model for the FFCF, a preexponential factor Δ, the width
of the frequency distribution, can be multiplied by an exponential factor with a correlation
time τc:
𝐶𝐶(𝑡𝑡) = Δ2 exp �−

𝑡𝑡
�
𝜏𝜏𝑐𝑐

In 2DIR spectra, the time dependent lineshapes report on the FFCF. When the
waiting time is below the correlation time τc, the peak will be elongated along the diagonal
11

like in the left side of Figure 1.5. As the t2 time increases, the system will sample different
solvent microstates, which will cause the ensemble FFCF to decay. This results when the
t2 time increases, the peaks will become more round as seen in the right side of Figure 1.5.
The projection of the 2DIR spectrum on the detection axis does not change in either case,
so this process will not be observable using pump probe spectroscopy.
There are many ways of extracting the FFCF from 2DIR spectra including the
center line slope (CLS) method,32 nodal line slope33, the inhomogeneity index,34 and the
ellipticity35. In this thesis, we will use the FFCF to simulate the 2DIR spectra of
phylloquinone in hydrogen bonding solvents. In solution, not all phylloquinone molecules
are hydrogen bonded. The simulations allow us to capture the dynamics of both hydrogen
bonded and non-hydrogen bonded phylloquinone molecules independently, and we will
use qualitative lineshape differences to monitor the effects of solvation on iron carbonyl
dimers.

1.4.2. Intramolecular Vibrational Energy Redistribution
The flow of energy can influence equilibration and chemical reactions, which
makes the study of intramolecular vibrational energy redistribution (IVR) important for
understanding protein stability,36 chemical reactivity,37 photophysical properties in
chemical systems,38–40 and dynamics40. IVR has also been used to study protein structure
and connectivity.41,42

12

IVR has been studied using pump probe spectroscopy in the gas phase,43–45 where
the primary mechanism is anharmonic coupling between vibrational modes. In the
condensed phase, IVR is faster. The liquid phonon modes of the solvent can couple to the
modes of the sample, as illustrated in Figure 1.6. When the low frequency modes of the
bath are populated, they can accept excess vibrational energy in the case of |𝑎𝑎⟩ → |𝑏𝑏⟩ or
donate energy in the case of |𝑏𝑏⟩ → |𝑎𝑎⟩ as shown. 2DIR has been used to study how the
solvent can assist46 or enhance IVR rates, but it has also been shown that in some cases it
can hinder47 IVR.

Energy level diagram showing the coupling of low frequency solvent modes
to the high frequency modes of an infrared chromophore.

In addition, 2DIR has been used to study energy transport in oligomers, peptide,
and protein model systems.41,48,49 Relaxation assisted 2DIR has been used to extract
ballistic energy transport rates in oligomers when states are delocalized over the region of
the transport.49 2DIR can also report on the potential energy surface directly by monitoring
the absorption of different vibrational states as seen in Figure 1.7.
13

diagram.

Schematic 2DIR spectrum of a coupled system with corresponding energy

The diagonal and cross peaks of a 2DIR spectrum report on different states. In
Figure 1.7, peak 1 is the diagonal transition corresponding to an absorption from the ground
state |00⟩ to the |01⟩ state. The excitation and detection are both at the A state. The

anharmonicity is observed Δ𝐴𝐴 which reports on the energy difference between the |01⟩ and

|02⟩ states. The anharmonicity is important for modeling infrared spectra50 and also

determines the magnitude of the vibrational stark effect that describes how vibrational
modes can be used to measure electric fields.3,51 Peaks 3 and 4 are cross peaks, and ΔAB
or ΔBA report on the energy levels of the combination band |11⟩. The cross peaks of 2DIR

spectra can give insights about the relative orientation of the modes,52 structural

information,53 energy transport,54,55 and chemical exchange56,57. Because of this inherent
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sensitivity to structure and dynamics, 2DIR has been successfully employed to study a wide
variety of chemical and biological systems.58,59
In this thesis we will determine how IVR among different carbonyl modes is
affected when an iron carbonyl dimer is dissolved in a non-interacting solvent (hexane), an
interacting solvent (chloroform), and confined inside a nanocavity.

1.4.3. Modeling 2DIR Spectroscopy
While 2D spectroscopy does ease spectral congestion present in many condensed
phase systems, it does not always alleviate the issue entirely. One of the main challenges
to interpreting 2D spectra is interpreting congested regions where peaks may not be
resolved. Modelling the 2D spectra can assist in assignment of key physical parameters,
including the contributions to inhomogeneous broadening, solvent dynamics, and energy
levels of congested spectra.60
The simplest approach to modeling 2D spectra is to use Kubo theory, where the
frequency of the system is treated stochastically.61 Despite being a model initially
developed to understand NMR features, Kubo simulations have been used with 2DIR to
study the vibrational spectral diffusion of CN- in water,62 solvation of metal carbonyl
systems,63 and protein systems.64 The standard Kubo model was modified for CN- in water
to include two components, which allowed for the ability to extract and interpret both a
fast and slow component of the FFCF. The simulation confirmed the experimental tilt angle
observable and its relationship to the FFCF. In this thesis we will use a modified Kubo
15

simulation to study the solvation dynamics of phylloquinone in hydrogen bonding
environments and interpret the corresponding 2DIR spectra.

1.5. Thesis Outline
This thesis focuses on the study of noncovalent and intermolecular interactions and
the impact they have on the ground state potential energy surface and dynamics of small
molecules. I will focus on how noncovalent interactions can trap two metal carbonyl
complexes, iron cyclopentadienyl dicarbonyl dimer and ruthenium cyclopentadienyl
dicarbonyl dimer and how the effects of solvation and confinement change the rates of
vibrational energy relaxation and IVR pathways. I will also focus on the effects of
hydrogen bonding on phylloquinone, a cofactor in photosystem 1.
In chapter 2, the theoretical background of third order nonlinear spectroscopies and
molecular dynamics simulations will be presented along with a detailed account of the
experimental setup. The focus of chapter 3 will be the study of the iron and ruthenium
carbonyl complexes. Polarization specific pump probe spectroscopy will be used to
measure the anisotropy decay of the complexes free in solution and while encapsulated by
octahedral nanocages. We find that a single isomer of the complexes is trapped inside the
nanocages while multiple isomers exist in dynamic equilibrium in solution. The trapping
of the guest molecules restricts their motion, and we use a wobbling-in-cone analysis to
quantify the degree of spatial restriction for each guest. In chapter 4, the iron complexes
are studied in detail with 2DIR. Traces are taken of the amplitude of the 2DIR spectra to
measure the growth of features in the spectra that arise from IVR. The rates of IVR between
different carbonyl modes in the complex will be explored and the changes in the potential
16

energy surface will also be discussed. In chapter 5, phylloquinone will be studied using a
combination of molecular dynamics simulations, electronic structure calculations, FTIR
and 2DIR spectroscopies. Molecular dynamics and electronic structure calculations are
used to quantify the populations of free, singly, and doubly hydrogen bonded
phylloquinone species in solution. This theoretical information is used to simulate the
experimental 2DIR spectra to understand how the dynamics and potential energy surfaces
differ in solution for hydrogen bonded and non-hydrogen bonded phylloquinone
molecules. In chapter 6, the work from chapters 2-5 will summarized and discussed in the
context of future work.
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Chapter 2
2. Theory and Experimental Setup
2.1. Overview: Chapter 2
This section discusses the theory behind non-linear third order spectroscopies,
focusing on two-dimensional spectroscopy and pump-probe spectroscopies, and the
theoretical methods used in the remainder of the thesis. A description of the experimental
setup used to obtain 2DIR and pump probe spectra will also be included.

2.2. Theory and Background
2.2.1. Perturbation Theory
2DIR and transient absorption spectroscopy are 3rd order nonlinear spectroscopies
where three light induced field-matter interactions with a sample eventually lead to the
emission of a signal.30 The macroscopic third order polarization which is measured as the
signal field in the 2DIR experiment, is equivalent to taking the expectation value of the
dipole operator of the system:
𝑃𝑃(3) (𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝜌𝜌(𝑡𝑡)𝑉𝑉)

In 3rd order spectroscopies, it is assumed that incoming electric fields are weak and
we can treat the field-mater interactions perturbatively. This allows for an analytical
solution to the time dependent Schrodinger equation for a semiclassical model of light
matter interactions under the rotating wave approximation. The Hamiltonian describing a
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�0 and an
system of interest will be given as a sum of an equilibrium Hamiltonian 𝐻𝐻

�𝑖𝑖 , which describes the field-matter interaction.
interaction perturbation 𝐻𝐻
� (𝑡𝑡) = 𝐻𝐻
�0 + 𝐻𝐻
�𝑖𝑖 (𝑡𝑡) = 𝐻𝐻
�0 − 𝐸𝐸(𝑟𝑟, 𝑡𝑡)𝑉𝑉�
𝐻𝐻

In the equation above, the interaction perturbation uses the dipole operator to couple
the system and the electric field of the incoming light. We can examine how the system’s
density matrix will evolve under this condition using the following:
𝜌𝜌̇ =

𝑑𝑑 + 𝑖𝑖 𝐻𝐻�(𝑡𝑡) − 𝑖𝑖 𝐻𝐻�(𝑡𝑡)
𝑖𝑖
� , 𝜌𝜌�
�𝑒𝑒 ℏ
� = − �𝐻𝐻
𝜌𝜌𝑒𝑒 ℏ
𝑑𝑑𝑑𝑑
ℏ

𝑖𝑖
𝑖𝑖
= − [𝐻𝐻0 , 𝜌𝜌] − 𝐸𝐸(𝑟𝑟, 𝑡𝑡)�𝑉𝑉� , 𝜌𝜌�
ℏ
ℏ

We can define 3 operations ℒ, ℒ𝑖𝑖𝑖𝑖𝑖𝑖 , and 𝒱𝒱 and substitute them into the above

equation to use Liouville space.

ℒ𝐴𝐴 ≡ [𝐻𝐻, 𝐴𝐴]

ℒ𝑖𝑖𝑖𝑖𝑖𝑖 𝐴𝐴 ≡ [𝐻𝐻𝑖𝑖𝑖𝑖𝑖𝑖 , 𝐴𝐴]
𝒱𝒱 ≡ [𝑉𝑉, 𝐴𝐴]

In Liouville space notation, the time derivative of the density matrix looks very similar
to the time derivative of the wavefunction:
𝑖𝑖
𝑖𝑖
𝜌𝜌̇ = − ℒ𝜌𝜌 − ℒ𝑖𝑖𝑖𝑖𝑖𝑖 𝜌𝜌
ℏ
ℏ

2DIR is a 4-wave mixing experiment, where 3 electric fields interact with the
sample to produce a third order polarization that leads to the emission of a signal field.
Taking into account three interaction fields at times τn, this results in the following equation
for the density matrix follows:
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∞

∞

𝑖𝑖 3 ∞
(3)
𝜌𝜌 (𝑡𝑡) = �− � � 𝑑𝑑𝜏𝜏3 � 𝑑𝑑𝜏𝜏2 � 𝑑𝑑𝜏𝜏1 𝒢𝒢(𝑡𝑡
ℏ
0
0

0

− 𝜏𝜏3 )ℒ𝑖𝑖𝑖𝑖𝑖𝑖 (𝜏𝜏3 )𝒢𝒢(𝜏𝜏3 − 𝜏𝜏2 )ℒ𝑖𝑖𝑖𝑖𝑖𝑖 (𝜏𝜏2 )𝒢𝒢(𝜏𝜏2
− 𝜏𝜏1 )ℒ𝑖𝑖𝑖𝑖𝑖𝑖 (𝜏𝜏1 )𝜌𝜌0
𝑖𝑖

Where 𝒢𝒢(𝜏𝜏) ≡ θ(τ)𝑒𝑒 −ℏℒ(𝜏𝜏) and 𝜃𝜃(𝑡𝑡) is the Heaviside step function. By changing

variables so that t1=τ2-τ1, t2=τ3-τ2, and t3=t-τ3, Eq. 2.8 can be combined with Eq. 2.2, 2.42.6 and can be rewritten as follows:
𝜌𝜌(3) (𝑡𝑡)

∞

∞

𝑖𝑖 3 ∞
= � � � 𝑑𝑑𝑡𝑡3 � 𝑑𝑑𝑡𝑡2 � 𝑑𝑑𝑡𝑡1 𝒢𝒢(𝑡𝑡3 )𝑉𝑉𝒢𝒢(𝑡𝑡2 )𝑉𝑉𝒢𝒢(𝑡𝑡1 )𝑉𝑉𝜌𝜌0
ℏ
0
0

0

× 𝐸𝐸(𝑟𝑟, 𝑡𝑡 − 𝑡𝑡3 )𝐸𝐸(𝑟𝑟, 𝑡𝑡 − 𝑡𝑡3 − 𝑡𝑡2 )𝐸𝐸(𝑟𝑟, 𝑡𝑡 − 𝑡𝑡3 − 𝑡𝑡2 − 𝑡𝑡1 )

In the above equation, the first field matter interaction happens at the t1 time, the
second interaction is at the t2 time, and the third interaction is at the t3 time.
Substituting Eq. 2.1 into Eq. 2.9 results in the following:

𝑃𝑃

(3)

∞

∞

𝑖𝑖 3 ∞
(𝑡𝑡) = � � � 𝑑𝑑𝑡𝑡3 � 𝑑𝑑𝑡𝑡2 � 𝑡𝑡1 𝑆𝑆 (3) (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 )𝐸𝐸(𝑟𝑟, 𝑡𝑡
ℏ
0
0

0

− 𝑡𝑡3 )𝐸𝐸(𝑟𝑟, 𝑡𝑡 − 𝑡𝑡2 − 𝑡𝑡3 )𝐸𝐸(𝑟𝑟, 𝑡𝑡 − 𝑡𝑡1 − 𝑡𝑡2 − 𝑡𝑡3 )

In the above equation S(3) is the third order optical response function which contains
the commutators from Equation 7. S(3) is shown below with 3 nested commutators giving
8 total terms with 4 of them being independent:
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S

(3)

𝑖𝑖 3
(t1 , t 2 , t 3 ) = � � θ(t1 )θ(t 2 )θ(t 3 )
ℏ

× ���[𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 ), 𝑉𝑉(𝑡𝑡1

+ 𝑡𝑡2 )], 𝑉𝑉(𝑡𝑡1 )�, 𝑉𝑉(0)� 𝜌𝜌(−∞)�

The above equation can be rewritten in terms of 8 response functions which can be
conceptualized as 𝒱𝒱 acting on the right or the left side of the density matrix at different
times.

S

(3)

4

𝑖𝑖 3
(t1 , t 2 , t 3 ) = � � 𝜃𝜃(𝑡𝑡1 )𝜃𝜃(𝑡𝑡2 )𝜃𝜃(𝑡𝑡3 ) � [𝑅𝑅𝛼𝛼 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 )
ℏ
𝛼𝛼=1

− 𝑅𝑅𝛼𝛼∗ (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 )]

In the above equation, the molecular response functions are given in the following
equations in Liouville space:
𝑅𝑅1 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = ⟨𝑉𝑉(𝑡𝑡1 )𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 )𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 )𝑉𝑉(0)𝜌𝜌(0)⟩

𝑅𝑅2 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = ⟨𝑉𝑉(0)𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 )𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 )𝑉𝑉(𝑡𝑡1 )𝜌𝜌(0)⟩
𝑅𝑅3 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = ⟨𝑉𝑉(0)𝑉𝑉(𝑡𝑡1 )𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 )𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 )𝜌𝜌(0)⟩
𝑅𝑅4 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = ⟨𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 )𝑉𝑉(𝑡𝑡1 + 𝑡𝑡2 )𝑉𝑉(𝑡𝑡1 )𝑉𝑉(0)𝜌𝜌(0)⟩

From Eq.2.8 we can see that the 2DIR signal is a convolution of the incoming
electric field and the third order molecular response. We note that in this section, we have
made the rotating wave approximation and only selected experimentally relevant
pathways, but we are still left with 8 response functions to describe the 2DIR signal.
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The response functions can be transformed back to Hilbert space if desired and
become:
𝑅𝑅1 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 )

𝑖𝑖
𝑖𝑖
𝑖𝑖
𝑖𝑖
= �exp � 𝐻𝐻𝑔𝑔 𝑡𝑡1 � 𝑉𝑉𝑔𝑔𝑔𝑔 exp � 𝐻𝐻𝑒𝑒 𝑡𝑡2 � 𝑉𝑉𝑒𝑒𝑒𝑒 exp � 𝐻𝐻𝑔𝑔 𝑡𝑡3 � 𝑉𝑉𝑔𝑔𝑔𝑔 exp �− 𝐻𝐻𝑒𝑒 (𝑡𝑡1
ℏ
ℏ
ℏ
ℏ
+ 𝑡𝑡2 + 𝑡𝑡3 )� 𝑉𝑉𝑒𝑒𝑒𝑒 𝜌𝜌(0)�

𝑖𝑖
𝑅𝑅2 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = �𝑉𝑉𝑔𝑔𝑔𝑔 exp � 𝐻𝐻𝑒𝑒 (𝑡𝑡1
ℏ

𝑖𝑖
𝑖𝑖
+ 𝑡𝑡2 )� 𝑉𝑉𝑒𝑒𝑒𝑒 exp � 𝐻𝐻𝑔𝑔 𝑡𝑡3 � 𝑉𝑉𝑔𝑔𝑔𝑔 exp �− 𝐻𝐻𝑒𝑒 (𝑡𝑡2
ℏ
ℏ
𝑖𝑖
+ 𝑡𝑡3 )� 𝑉𝑉𝑔𝑔𝑔𝑔 exp �− 𝐻𝐻𝑒𝑒 𝑡𝑡1 � 𝜌𝜌(0)�
ℏ

𝑖𝑖
𝑖𝑖
𝑅𝑅3 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = �𝑉𝑉𝑔𝑔𝑔𝑔 exp � 𝐻𝐻𝑒𝑒 𝑡𝑡1 � 𝑉𝑉𝑒𝑒𝑒𝑒 exp � 𝐻𝐻𝑔𝑔 (𝑡𝑡2
ℏ
ℏ

𝑖𝑖
i
+ 𝑡𝑡3 )� 𝑉𝑉𝑔𝑔𝑔𝑔 exp �− 𝐻𝐻𝑒𝑒 𝑡𝑡3 � Veg exp �− 𝐻𝐻𝑔𝑔 (𝑡𝑡1
ℏ
ℏ
+ 𝑡𝑡2 )� 𝜌𝜌(0)�

𝑖𝑖
𝑖𝑖
𝑅𝑅4 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = �exp � 𝐻𝐻𝑔𝑔 (𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 )� 𝑉𝑉𝑔𝑔𝑔𝑔 exp �− 𝐻𝐻𝑔𝑔 (𝑡𝑡1
ℏ
ℏ

𝑖𝑖
𝑖𝑖
+ 𝑡𝑡2 )� 𝑉𝑉𝑒𝑒𝑒𝑒 exp �− 𝐻𝐻𝑔𝑔 𝑡𝑡2 � 𝑉𝑉𝑔𝑔𝑔𝑔 exp �− 𝐻𝐻𝑒𝑒 𝑡𝑡1 � 𝑉𝑉𝑒𝑒𝑒𝑒 𝜌𝜌(0)�
ℏ
ℏ

The linear response is given by
𝐽𝐽(𝑡𝑡) = ⟨𝑉𝑉(𝑡𝑡1 )𝑣𝑣(0)𝜌𝜌(0)⟩ = �exp�−𝑖𝑖𝜔𝜔𝑒𝑒𝑒𝑒 𝑡𝑡��
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Given the multiple pathways of nested commutators, the molecular response is difficult
to keep track of. It can help to have a visual representation to keep the physical picture in
mind while evaluating the integrals which lead to the third order signal. To this end, we
use double sided Feynman diagrams and can separate interaction pathways into rephasing
or non-rephasing diagrams (Figure 2.1).

Figure 2.1. Example of double-sided Feynman diagrams that give rise to diagonal peaks
in a 2DIR spectrum. The rephasing pathway shown corresponds to the R3 response function
and the non-rephasing pathway shown corresponds to R1. Both pathways shown
correspond to ground state bleach.

Figure 2.1 shows two sample double sided Feynman diagrams that both lead to
ground state bleach signals. The non-rephasing diagram shows excitation on the left side
of the density matrix into a coherence at t = t1, going back to the ground state at t = t2, and
�⃗𝑠𝑠𝑠𝑠𝑠𝑠 = +𝑘𝑘
�⃗1 − 𝑘𝑘
�⃗2 + 𝑘𝑘
�⃗3
then going to a coherence at t = t3. The signal is emitted in the 𝑘𝑘

direction. For the example rephasing diagram, E1 and E2 act on the right side of the
�⃗𝑠𝑠𝑠𝑠𝑠𝑠 = −𝑘𝑘
�⃗1 + 𝑘𝑘
�⃗2 + 𝑘𝑘
�⃗3 direction. For the pump
diagram, and the signal is emitted in the 𝑘𝑘
23

probe geometry, which is used for all of the 2DIR spectra in this thesis, both rephasing and
non-rephasing signals are emitted in the same direction.

2.2.2. Polarization Dependent Response Functions
In order to understand the dependency of the 2DIR signal on incoming field
polarization, we can examine the interaction Hamiltonian more rigorously before making
the rotating wave approximation. We can specify the Hamiltonian in Equation 2.2 to
include the following definitions for the unperturbed system and the interaction for a
system of coupled vibrational modes with eigenstates labeled |𝑎𝑎𝑎𝑎⟩:
𝐻𝐻0 = � ℏ𝜔𝜔𝑖𝑖𝑖𝑖,𝑘𝑘𝑘𝑘 |𝑖𝑖𝑖𝑖⟩⟨𝑘𝑘𝑘𝑘|
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝐻𝐻𝑖𝑖𝑖𝑖𝑖𝑖 = −𝜇𝜇⃗ ∙ 𝐸𝐸�⃗

For an incoming field En with wavevector kn, its projection on the lab frame α will
be:
1
𝐸𝐸𝑛𝑛𝑛𝑛 (𝑘𝑘𝑛𝑛 , 𝑡𝑡𝑛𝑛 ) = (𝛼𝛼� ∙ 𝜖𝜖̂𝑛𝑛 )�𝐸𝐸𝑛𝑛 (𝑡𝑡𝑛𝑛 )𝑒𝑒 −𝑖𝑖𝜔𝜔𝑛𝑛𝑡𝑡𝑛𝑛+𝑖𝑖𝑘𝑘𝑛𝑛∙𝑟𝑟
2
+ 𝐸𝐸𝑛𝑛∗ (𝑡𝑡𝑛𝑛 )𝑒𝑒 +𝑖𝑖𝜔𝜔𝑛𝑛𝑡𝑡𝑛𝑛−𝑖𝑖𝑘𝑘𝑛𝑛∙𝑟𝑟 �

The third order response of the system averaged over the polarization α components
of the system is a tensor given by:
𝑖𝑖 3
3
𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
= �− � ����𝜇𝜇𝑖𝑖 (𝜏𝜏1 + 𝜏𝜏2 + 𝜏𝜏3 ), 𝜇𝜇𝑗𝑗 (𝜏𝜏2
ℏ
+ 𝜏𝜏1 )�, 𝜇𝜇𝑘𝑘 (𝜏𝜏1 )� 𝜇𝜇𝑙𝑙 (0)��
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Where 𝜇𝜇𝛼𝛼 (𝑡𝑡) = (𝛼𝛼� ∙ 𝜇𝜇̂ )𝜇𝜇(𝑡𝑡). This response can be further separated into two scalar
𝜈𝜈𝜈𝜈𝜈𝜈𝜈𝜈

functions, the response 𝑅𝑅𝑛𝑛

𝜈𝜈𝜈𝜈𝜈𝜈𝜈𝜈
(𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 )and an orientational component 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
(𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ).

The orientational component is a tensor which describes the relaxation of the system
perturbed along the laboratory frames ijkl with molecular frames νκχλ. The orientational
component for a single molecular system is well described by a diffusion equation.65,66

2.2.3. Line Broadening
So far, we have ignored the fact that the system evolves in time. We can expand the
field free Hamiltonian in Equation 2.1 to include random fluctuations around the mean.
𝐻𝐻0 (𝑡𝑡) = 𝐻𝐻0 + 𝛿𝛿𝛿𝛿0 (𝑡𝑡)

Using the Hamiltonian from Equation 2.26 in the derivation above will allow for
the explicit description of pure dephasing. The energy gap of the system can be split into
an average value, ω01, and the randomly fluctuating part, δω01.
𝜔𝜔01 (𝑡𝑡) = 𝜔𝜔01 + 𝛿𝛿𝜔𝜔01 (𝑡𝑡)

The time evolution of the density matrix can the described using the following
equation:

𝜌𝜌(𝑡𝑡) ∝ 𝑒𝑒

−𝑖𝑖𝜔𝜔01 𝑡𝑡

𝑡𝑡

�exp �−𝑖𝑖 � 𝛿𝛿𝛿𝛿(𝜏𝜏)𝑑𝑑𝑑𝑑��
0

The ensemble average in Eq. 2.28 is often approximated with the cumulant
expansion truncated to second order, that is:
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𝑡𝑡

�exp �−𝑖𝑖 � 𝛿𝛿𝛿𝛿(𝜏𝜏)𝑑𝑑𝑑𝑑��
0

𝑡𝑡

= 1 − 𝑖𝑖 � ⟨𝛿𝛿𝜔𝜔01 (𝜏𝜏)⟩
0

1 𝑡𝑡 𝑡𝑡 ′ ′′
− � � 𝑑𝑑𝜏𝜏 𝑑𝑑𝜏𝜏 ⟨𝛿𝛿𝜔𝜔01 (𝜏𝜏 ′ )𝛿𝛿𝜔𝜔01 (𝜏𝜏 ′′ )⟩ + ⋯
2 0 0
We also postulate that Eq 2.29 can be rewritten
𝑡𝑡

�exp �−𝑖𝑖 � 𝛿𝛿𝛿𝛿(𝜏𝜏)𝑑𝑑𝑑𝑑�� ≡ e−g(t)
0

1
= 1 − 𝑔𝑔(𝑡𝑡) + 𝑔𝑔2 (𝑡𝑡) + ⋯
2

And expanded in terms of δω01 so that g1 is on the order of δω01, g2 is on the order
of (δω01)2 and so on.
𝑔𝑔(𝑡𝑡) = 𝑔𝑔1 (𝑡𝑡) + 𝑔𝑔2 (𝑡𝑡) + ⋯

Ordering the terms in powers of δω01 results in
𝑔𝑔(𝑡𝑡) = 1 − (𝑔𝑔1 (𝑡𝑡) + 𝑔𝑔2 (𝑡𝑡) + ⋯ )

1
+ (𝑔𝑔1 (𝑡𝑡) + 𝑔𝑔2 (𝑡𝑡) + ⋯ )2 + ⋯
2

The linear term vanishes, and we are left with the following
1 𝑡𝑡 𝑡𝑡
𝑔𝑔(𝑡𝑡) = � � 𝑑𝑑𝜏𝜏 ′ 𝑑𝑑𝜏𝜏 ′′ ⟨𝛿𝛿𝜔𝜔01 (𝜏𝜏 ′ )𝛿𝛿𝜔𝜔01 (𝜏𝜏 ′′ )⟩
2 0 0
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At equilibrium, the expectation value ⟨𝛿𝛿𝜔𝜔01 (𝜏𝜏 ′ )𝛿𝛿𝜔𝜔01 (𝜏𝜏 ′′ )⟩ is equal to the

correlation function ⟨𝛿𝛿𝜔𝜔01 (0)𝛿𝛿𝜔𝜔01 (𝑡𝑡)⟩ which simplifies the description of the lineshape
function to an observable that we can measure using 2DIR spectroscopy.
𝑡𝑡 𝜏𝜏′

𝑔𝑔(𝑡𝑡) = � � 𝐶𝐶(𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑′
0 0

Kubo’s theory of stochastic line broadening describes an exponentially decaying
correlation function with a fluctuation amplitude Δω and lifetime of τc. The term τc is often
called the bath correlation time. The correlation function is:
⟨𝛿𝛿𝛿𝛿(𝑡𝑡)𝛿𝛿𝛿𝛿(0)⟩ = (Δ𝜔𝜔)2 𝑒𝑒 𝑡𝑡/𝜏𝜏𝑐𝑐

And the lineshape function is:

𝑔𝑔(𝑡𝑡) = (𝜏𝜏𝑐𝑐 Δ𝜔𝜔)2 �𝑒𝑒 𝑡𝑡/𝜏𝜏𝑐𝑐 +

𝑡𝑡
− 1�
𝜏𝜏𝑐𝑐

The response functions can be written in terms of g(t). For example, the linear
response function is:
2 −𝑖𝑖𝜔𝜔01 𝑡𝑡−𝑔𝑔(𝑡𝑡)
𝑅𝑅 (1) (𝑡𝑡) ∝ 𝜔𝜔01
𝑒𝑒

Furthermore, we can write the third order nonlinear response functions in terms of
g(t) by plugging our definition of g(t) into the response functions from Eq. 2.17-2.20 and
separating the rephasing functions into Eq. 2.38 and non-rephasing functions into Eq. 2.39.
The response functions here omit complex conjugates because g(t) is real.
𝑅𝑅𝑟𝑟3 = exp(+𝑖𝑖𝜔𝜔1 𝑡𝑡1 − 𝑖𝑖𝜔𝜔3 𝑡𝑡3 ) exp(−𝑔𝑔(𝑡𝑡1 ) − 𝑔𝑔(𝑡𝑡3 ) + 𝑓𝑓)

3
𝑅𝑅𝑛𝑛𝑛𝑛
= exp(−𝑖𝑖𝜔𝜔1 𝑡𝑡1 − 𝑖𝑖𝜔𝜔3 𝑡𝑡3 ) exp(−𝑔𝑔(𝑡𝑡1 ) − 𝑔𝑔(𝑡𝑡3 ) − 𝑓𝑓)
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𝑓𝑓 = 𝑔𝑔(𝑡𝑡2 ) − 𝑔𝑔(𝑡𝑡2 + 𝑡𝑡3 ) − 𝑔𝑔(𝑡𝑡1 + 𝑡𝑡2 ) + 𝑔𝑔(𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 )

2.2.4. Molecular Dynamics
Molecular dynamics simulations can be used to interpret the results of nonlinear
spectroscopies. In this thesis we will use molecular dynamics to study diffusion of solvent
molecules which is well described classically. Classical molecular dynamics simulations
use Newton’s equations of motion to drive dynamics. For a system of N interacting atoms,
described by a potential energy U, we have:

𝑚𝑚𝑖𝑖

𝜕𝜕 2 𝑟𝑟𝑖𝑖
𝜕𝜕𝜕𝜕
= 𝐹𝐹𝑖𝑖 = −
, 𝑖𝑖 = 1,2, … 𝑁𝑁
𝜕𝜕𝜕𝜕
𝜕𝜕𝑟𝑟𝑖𝑖

The potential energy function U contains:

1. Leonard-Jones or Buckingham potential
The Leonard-Jones potential describes the interaction between two atoms with a
physically realistic r-6 attraction and an arbitrary r-12 repulsion:

𝑉𝑉𝐿𝐿𝐿𝐿 �𝑟𝑟𝑖𝑖𝑖𝑖 � =

(12)

𝐶𝐶𝑖𝑖𝑖𝑖

𝑟𝑟𝑖𝑖𝑖𝑖12

−

(6)

𝐶𝐶𝑖𝑖𝑖𝑖

𝑟𝑟𝑖𝑖𝑖𝑖6

The Buckingham potential contains a more realistic repulsion term and has the
form:
𝑉𝑉𝑏𝑏ℎ = 𝐴𝐴𝑖𝑖𝑖𝑖 exp�−𝐵𝐵𝑖𝑖𝑖𝑖 𝑟𝑟𝑖𝑖𝑖𝑖 � −
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𝐶𝐶𝑖𝑖𝑖𝑖
𝑟𝑟𝑖𝑖𝑖𝑖6

2. Coulomb Interaction
The Coulomb interaction is just the electrostatic interaction with the form

3. Bond Stretching

𝑉𝑉𝑐𝑐 �𝑟𝑟𝑖𝑖𝑖𝑖 � =

𝑞𝑞𝑖𝑖 𝑞𝑞𝑗𝑗
4𝜋𝜋𝜖𝜖0 𝜖𝜖𝑟𝑟 𝑟𝑟𝑖𝑖𝑖𝑖

Bond stretching can be described with a harmonic potential,

cubic potential,

𝑉𝑉𝑏𝑏 �𝑟𝑟𝑖𝑖𝑖𝑖 � =

1 𝑏𝑏
2
𝑘𝑘𝑖𝑖𝑖𝑖 �𝑟𝑟𝑖𝑖𝑖𝑖 − 𝑏𝑏𝑖𝑖𝑖𝑖 �
2

𝑉𝑉𝑏𝑏 �𝑟𝑟𝑖𝑖𝑖𝑖 � =

1 𝑏𝑏 2
2 2
𝑘𝑘𝑖𝑖𝑖𝑖 �𝑟𝑟𝑖𝑖𝑖𝑖 − 𝑏𝑏𝑖𝑖𝑖𝑖
�
4

or with a Morse potential

𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑟𝑟𝑖𝑖𝑖𝑖 � = 𝐷𝐷𝑖𝑖𝑖𝑖 �1 − exp � −𝛽𝛽𝑖𝑖𝑖𝑖 �𝑟𝑟𝑖𝑖𝑖𝑖 − 𝑏𝑏𝑖𝑖𝑖𝑖 ���

4. Bond angles

Bond angles can be described harmonically,
𝑉𝑉𝑎𝑎 �𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 � =

1 𝜃𝜃
0 2
𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖 �𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 − 𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖
�
2

with a cosine-based potential,

1 𝜃𝜃
2
0
𝑉𝑉𝑎𝑎 �𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 � = 𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖
�cos�𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 � − cos�𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖
��
2

Urey-Bradley potential67,
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2

𝑉𝑉𝑎𝑎 �𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 � =

Or others.

1 𝜃𝜃
1 𝑈𝑈𝑈𝑈
0 2
0 2
(𝑟𝑟𝑖𝑖𝑖𝑖 − 𝑟𝑟𝑖𝑖𝑖𝑖
)
𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖 �𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 − 𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖
� + 𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖
2
2

5. Dihedral Angles
Improper dihedrals are used to keep planar structures planar or to prevent
molecules from flipping over into their mirror images. This is typically
implemented with a harmonic potential
1
2
𝑉𝑉𝑖𝑖𝑖𝑖 �𝜉𝜉𝑖𝑖𝑖𝑖𝑖𝑖 � = 𝑘𝑘𝜉𝜉 �𝜉𝜉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝜉𝜉0 �
2

Periodic functions are also used for both improper and proper dihedral angles.
𝑉𝑉𝑑𝑑 �𝜙𝜙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 � = 𝑘𝑘𝜙𝜙 (1 + cos(𝑛𝑛𝑛𝑛 − 𝜙𝜙𝑠𝑠 ))

The Ryckaert-Bellemans function can also be used for dihedrals
5

𝑉𝑉𝑑𝑑 �𝜙𝜙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 � = � 𝐶𝐶𝑛𝑛 (cos(𝜓𝜓))𝑛𝑛

Where ψ = φ - 180°.

𝑛𝑛=0

Molecular dynamics simulations use force fields, which are built of the set of
potential energy functions and their parameters. When adding to an existing force field, it
is important for the parameters used to be compatible. For example, charges for AMBER
force fields are calculated using least squares fitting of the electrostatic potential to atomic
positions.68 Once a force field and appropriate computational parameters are selected. The
integration of the MD trajectory is obtained using the workflow presented below in Figure
2.2. Individual MD trajectories are typically not deterministic because initial velocities are
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randomly generated, but properties calculated should be deterministic if the simulation runs
for an adequate amount of time.

Figure 2.2. Molecular dynamics integration workflow. The recalculation of forces,
updating of the configuration, and outputting of the state of the system can be repeated
until the desired time duration of the trajectory is obtained.
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2.3. Experimental Setup
2.3.1. Pump Probe Setup
The experimental setup is shown in Figure 2.3. An OPA (Coherent, Topas C) is
pumped with 60% of the output of the ~4 W 100fs 800nm output of a Ti:Sapphire
regenerative amplifier (Coherent Libra). The signal and idler output of the OPA are
difference frequency mixed in an AGS crystal to generate mid infrared pulses (~10 mW,
100fs). The output of the OPA is passed through a 3º calcium fluoride wedge (ISP optics)
which acts as a beam splitter. The transmitted beam (~ 90%) is chopped, passed through a
waveplate and polarizer to control both polarization and power, and delayed using a
mechanical delay stage. The reflected beam is used as the probe. The probe is passed
through a 50-50 beam splitter where the transmitted beam is used as a reference for noise
suppression. The reflected beam is focused with a parabolic mirror and spatially and
temporally overlapped with the pump beam at the sample area. The probe with the signal
is passed through a polarizer and then detected using a mercury cadmium telluride (MCT)
detector.
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Figure 2.3. Schematic of the mid-IR pump probe and 2DIR setup in the pump probe
geometry.

2.3.2. Two-Dimensional Infrared Spectroscopy Setup
The 2DIR setup is schematically shown in Figure 2.3 along with the pump probe
setup. The pump probe geometry for 2D spectroscopy is used, where the chopper is
replaced with a pulse shaper.69 A more detailed diagram of the pulse shaper is shown in
Figure 2.4. To perform the 2DIR measurements, the pump beam enters the pulse shaper on
the left side of Figure 2.4 and is reflected onto a grating (150 lines/mm, Richardson) which
horizontally disperses the beam according to its frequency. A parabolic mirror is used to
collimate the beam horizontally and focus it vertically onto a Germanium acousto-optic
modulator (AOM) which is programmed to shape the incoming pulses. The shaped pulse
is diffracted by ~2° and caught by a second parabolic mirror, which collimates it vertically
and focuses it horizontally onto a second diffraction grating. The shaped pulse is collimated
by a second diffraction grating and a gold mirror is used to reflect the beam out of the pulse
shaper. The shaped pulse will be a product of the incoming pulse and the masking function
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applied to the AOM. Because the pulse is dispersed into frequency components when
shaped, this method is sometimes referred to as shaping the pulse in the frequency domain.
The outgoing shaped pulse (Eout) is a product of the incoming pulse (Ein) and the masking
function (M) placed onto the Germanium.
𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜 = 𝐸𝐸𝑖𝑖𝑖𝑖 𝑀𝑀

An incoming gaussian pulse is shown in Figure 2.4 with a masking function which
produced a time delay of Δt: 𝑀𝑀 = 𝐸𝐸 −𝑖𝑖𝑖𝑖∗0 + 𝐸𝐸 −𝑖𝑖𝑖𝑖Δ𝑡𝑡 . The resulting output is two gaussian

pulses separated in time by Δt. The masking function can also compensate for dispersion
caused by the Ge itself, which is considerable.70
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Figure 2.4. Diagram of the 4F geometry pulse shaper with incoming pulse, masking
function, and outgoing pulses shown above. The masking function consists of plane waves
which are separated in time by some time gap Δt. The shaped pulse is a product of the
incoming pulse (gaussian, width of ~100 fs) and the masking function (2 plane waves
separated by Δt), which results in two gaussian pulses separated by Δt.

The pulse shaper is aligned using a visible beam that is overlapped with the midinfrared output of the OPA/DFG. This can be done by doubling the near-infrared output
from the OPA or overlapping a diode laser with the mid-infrared output. An illustration of
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the diffracted visible beams from the first grating are shown in Figure 2.5 as used for
alignment. Once the visible beam corresponding to the mid-infrared beam is identified
(solid line), it is used to align the pulse shaper without the AOM in place. The grating is
used to align the beam on to the first parabolic mirror. After this, the parabolic mirrors are
used to align on to the second grating, which is used to align on to the final gold mirror.

Figure 2.5. Alignment of the first grating of the pulse shaper. The dotted lines correspond
only to the visible alignment beam, while the solid lines share alignment between the
visible and mid-infrared beams. As shown, λmid-ir = 7λvis. For example, λmid-ir = 5000 nm
and λvis = 714 nm.

2.3.3. Noise suppression
Improvement of signal to noise allows us to expand on the types of systems that
can be studied, and there are a variety of ways researchers have approached the issue.
Trivially, it is possible to improve the signal to noise of a measurement by averaging more
data points. For adequately sampled gaussian noise, averaging N data points results in a
signal to noise improvement proportional to √𝑁𝑁 at a time and storage cost which is at best

proportional to N. Efforts have been made to improve signal to noise in other ways because
36

of this unfavorable scaling.71–74 Ratiometric referencing, for example, can be used to
correlate the intensity of the probe and a detected reference beam. The ratio q=probe/ref
can be used to suppress noise that is correlated for probe and reference detection, but the
majority of noise in third order nonlinear spectra is additive.
Most of the noise in the 2DIR spectrum is additive rather than convolutional, which
means that it can be subtracted if we can measure it simultaneously with the signal. To this
end, the probe is split before the sample area and half of it is used as a reference. With the
pump blocked, a matrix of the difference between consecutive probe shots ΔIp can be
correlated with the difference between consecutive reference shots ΔIr according to the
following equation:
S + Δ𝐼𝐼𝑝𝑝 = 𝑲𝑲Δ𝐼𝐼𝑟𝑟

In the above equation, the sample is in place, but it is not being pumped so there is no
2DIR or pump probe signal and we are just measuring laser shot noise. There is some small
detector noise, but this is typically very small compared to the laser fluctuations. Solving
for the matrix K is trivial:
𝑲𝑲 = Δ𝐼𝐼𝑝𝑝 (Δ𝐼𝐼𝑟𝑟 )𝑇𝑇 [Δ𝐼𝐼𝑟𝑟 (Δ𝐼𝐼𝑟𝑟 )𝑇𝑇 ]−1

In the above equations, ΔIp and ΔIr have sizes detector elements by number of
consecutive shots, so the number of detector elements for the probe and reference are not
important, but the number of shots measured must be the same. The matrix K will have a
size of probe elements by reference elements. An example of the implementation of the
referencing scheme applied to blank laser shots is shown in Figure 2.5. Using ratiometric
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referencing suppresses some laser shot noise but slow drift of laser power is observed.
Using partial implementations of the subtractive refencing scheme in Eq. 2.55 fixes the
intensity drift, while using the full array of the reference (64 pixels here) improves the noise
level by an additional factor of 2. Another benefit of the referencing scheme presented here
is that, unlike ratiometric referencing, it has been shown to be guaranteed to not make the
noise level worse.74

Figure 2.6. Example of referencing schemes implemented on blank laser shots. In blue,
ratiometric referencing is used. In orange and yellow, either a single pixel or half of the
pixels in the reference array are used to subtract the laser shot noise. In purple, all 64
reference pixels are used for correlation.
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Chapter 3
3. Unraveling Confined Dynamics of Guests Trapped in Self-Assembled
Pd6L4 Nanocages by Ultrafast Mid-IR Polarization-Dependent
Spectroscopy
The work in this chapter has been published in the following paper:
Gera, R.; Meloni, S. L.; Anna, J. M. Unraveling Confined Dynamics of Guests
Trapped in Self-Assembled Pd6L4 Nanocages by Ultrafast Mid-IR Polarization-Dependent
Spectroscopy. J. Phys. Chem. Lett. 2019, 10 (3), 413–418.

3.1. Overview of Chapter 3
Self-assembled coordination cages form host-guest complexes through weak noncovalent interactions. Knowledge of how these weak interactions affect the structure,
reactivity, and dynamics of guest molecules is important to further the design principles of
current systems and optimize their specific functions. In this work, we apply ultrafast midIR polarization dependent pump-probe spectroscopy to probe the effects of two Pd6L4 selfassembled nanocages on the properties and dynamics of fluxional group VIII metal
carbonyl guest molecules. We find that the weak π-stacking interactions between the Pd6L4
nanocages and guest molecules act to alter the ultrafast dynamics of the guests, restricting
rotational diffusional motion and decreasing the vibrational lifetime.
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Metal directed self-assembled coordination cages can form nano-sized cavities that
can act to trap and stabilize guest molecules through non-covalent interactions.75–79 The
physical and chemical properties of these host-guest complexes are dictated by the
interplay of many factors including steric restrictions and weak interactions such as πstacking.75–77,80

One such example of the self-assembled coordination cages is the

octahedral Pd6L4 nanocage first synthesized by Fujita and coworkers.81 This nanocage has
been successfully employed over the last two decades to carry out selective ground and
excited reactions and trap and stabilize reactive species.82–84 Recently, Fujita and coworkers have demonstrated that the Pd6L4 nanocages can trap group VIII di-ruthenium
carbonyl complexes.83 The group VIII di-metal carbonyl complexes are well known for
their interesting photochemistry85–87 and catalytic properties88 in addition to their fluxional
behavior where they exist as multiple isomers in dynamic equilibrium.88–92 When
encapsulated by the Pd6L4 nanocage, the di-ruthenium carbonyl complexes were stabilized
in their cis-bridging isomeric form. The stabilization was attributed to π-stacking
interactions between the triazine walls of the cage and the cyclopentadienyl ligands of the
metal carbonyl complexes.83 Though there has been many studies focusing on Pd6L4 hostguest complexes there have been limited studies characterizing the ultrafast dynamics of
the encapsulated guests.82,93,94 A better understanding of the ultrafast dynamics of the
trapped guest could lead to further insight into the tailoring Pd6L4 nanocages to control the
structural and ultrafast dynamic properties of the encapsulated guests, which in turn could
lead to controlling their reactivity. Ultrafast vibrational spectroscopy has proven to be a
powerful tool for elucidating structural changes and dynamics of structurally confined
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systems; including solvent trapped in metal organic frameworks,93 cyclodextrin host-guest
complexes,95 and micelles containing trapped water molecules.7,96–98 In this manuscript we
expand on previous studies by applying ultrafast vibrational spectroscopy to two Pd6L4
nanocages that encapsulate fluxional group VIII di-metal carbonyl guest complexes 1 and
2 (Figure 3.1). From the polarization dependent pump-probe spectra, we decipher how the
ultrafast dynamics of the trapped guests are altered upon encapsulation. We find that
encapsulation results in restricted diffusional rotational motion of the trapped metal
carbonyl complexes and a decrease in their vibrational lifetimes.

Figure 3.1. A schematic representation of the coordination cages (blue, grey) with a
trapped guest (pink). The structure of the two guests 1 and 2 are shown in pink. The
components of the Pd6L4 nanocage are shown in blue and grey. The blue triangles (L) forms
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the tetrahedral faces of the nanocage and the grey spheres represent the Pd2+ ion with
different chelating ligands for cages A and B.

The series investigated is schematically depicted in Figure 3.1 and consists of two
variants of the octahedral Pd6L4 nanocage, A and B, that trap the fluxional metal carbonyl
complexes

(Bis(cyclopentadienyl

ruthenium

dicarbonyl)

dimer)

1

and

(Bis(cyclopentadienyl iron dicarbonyl) dimer) 2 as guests to form 1⊂A, 1⊂B, 2⊂A, and
2⊂B. The choice of 1 and 2 was motivated by the ability of the Pd6L4 nanocages to noncovalently trap the hydrophobic molecules in aqueous solutions82–84 and the potential for
the guests to serve as probes of structural changes, the local environment, and ultrafast
dynamics.55,95,99–102 To investigate the effect of the host structure on the guest’s dynamics
we subtly alter the cage structure by using different chelating groups to form nanocages A
and B.

3.1.1. Synthesis of Host Complexes and NMR
Nanocages A and B were prepared according to Fujita et al. Nature 1995, 378, 469,
Kusukawa et al. J. Am. Chem. Soc., 2002, 124, 13576, and Gera et al. J. Am. Chem. Soc.,
2014, 136, 15909.81,82,103 The starting materials including: ethylene diamine, palladium
chloride, 2,4,6-tri-4-pyridyl-1,3,5-triazine, deuterium oxide (D2O), and all solvents and
reagents were purchased from Sigma-Aldrich Co., Tokyo Chemical Industry Co. Ltd., and
Fisher Scientific.
Figure 3.2 displays the H1 NMR of nanocage A along with a schematic
representation. The 1H NMR (360 MHz, D2O, 298 K) of Cage A has peaks at the following:
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δ 9.09 (d, 24H, pyridine-α, cage A), 8.59 (d, 24H, pyridine-β, cage A), 2.93 (s, 24H, -CH2, cage A). The 1H NMR matches that of the reported nanocage A in Fujita et al. Nature
1995, 378, 469, confirming the synthesis of the nanocage.81 Figure 3.3 displays the 1HNMR of the nanocage B along with a schematic representation. The 1H NMR (360 MHz,
D2O, 298 K) of Cage B has peaks at the following: δ 9.44 (d, 24H, pyridine-α, cage B),
8.89 (d, 24H, pyridine-β, cage B), 8.47 (d, 12H, Ha, cage B), 8.37 (t, 12H, Hb, cage B),
7.68 (d, 12H, Hd, cage B), 7.58 (t, 12H, Hc, cage B). The 1H NMR matches that of the
reported nanocage B in Kusukawa et al. J. Am. Chem. Soc., 2002, 124, 13576, confirming
the synthesis of the nanocage.103
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Figure 3.2. 1H NMR spectra (360 MHz, D2O, 298K) of cage A. The 1H NMR matches
with the reported nanocage A in Fujita et al. Nature 1995, 378, 469.
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Figure 3.3. 1H NMR spectra (360 MHz, D2O, 298 K) of cage B. The 1H NMR matches
with the reported nanocage B in Kusukawa et al. J. Am. Chem. Soc., 2002, 124, 13576

The metal carbonyl guests, (Bis(cyclopentadienylruthenium dicarbonyl) dimer),
1, and (Cyclopentadienyl iron (II) dicarbonyl dimer), 2, were purchased from SigmaAldrich and used as obtained. The host-guest complexes were prepared by slightly
modifying the reported protocol for guest 1 in Horiuchi et al. J. Am. Chem. Soc., 2011,
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133, 12445. For all host guest complexes synthesized, the integrity and purity of the
samples in D2O were confirmed through 1H NMR. Encapsulation of the metal carbonyl by
the cage structure is confirmed by an upfield shift of the metal-carbonyls features in the 1H
NMR spectrum.83 Details for synthesis of each host-guest complex follow.

Synthesis of 1 ⊂ A
22.2 mg of 1 was suspended in a 1 ml D2O solution of cage A (5 mM). The resulting
solution was stirred at room temperature for 1 h, and the transparent cage A solution turned
reddish. Residual ruthenium complex was removed with a 0.45 µm filter. The resulting
solution was characterized through 1H NMR and infrared spectroscopy. The 1H NMR
matches with the reported complex with the exception of the extra methyl groups on the
amine skeleton which are absent in our ethylenediamine complex.83 (Horiuchi et al., J. Am.
Chem. Soc., 2011, 133, 19691). Figure 3.4 displays a schematic structure of 1 ⊂ A along
with the 1H NMR of 1 ⊂ A (360 MHz, D2O, 298 K): δ 9.11 (d, pyridine-Hα, cage A), 8.59
(d, pyridine-Hβ, cage A), 3.38 (s, Cp, guest 1), 2.92 (s, -CH2-, cage A).

Synthesis of 2 ⊂ A
17.7 mg of 2 was suspended in a 1 ml D2O solution of cage A (5 mM) and the
resulting solution was stirred at room temperature for 1 h, the transparent cage A solution
turned reddish. Residual iron complex was removed with a 0.45 µm filter. The resulting
solution is carried forward for further characterization through 1H NMR and infrared
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spectroscopy. Figure 3.5 displays a schematic representation of 2 ⊂ A along with the 1H
NMR of 2 ⊂ A (360 MHz, D2O, 298 K): δ 9.10 (broad d, pyridine-Hα, cage A), 8.59 (broad
d, pyridine-Hβ, cage A), 2.92 (s, -CH2-, cage A).

Figure 3.4. 1H NMR spectra of 1 ⊂ A (360 MHz, D2O, 298 K). Proton features from 1 free
in CDCl3 (δ = 5.29 ppm, shown in inset) shift upfield, δ = 3.38 ppm (Δδ = 1.91 ppm) when
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it forms the host-guest complex. The 1H NMR matches the reported host-guest complex
with a difference lying in the extra methyl groups on the amine skeleton which are absent
in our ethylenediamine cage complex.

Figure 3.5. 1H NMR spectra of 2 ⊂ A (360 MHz, D2O, 298 K). The proton feature from 2
disappears when it forms a complex with cage A. The 1H NMR features of the cage broaden
due to a spin change of the guest This is expected when a paramagnetic species is trapped
inside the cage.
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Synthesis of 1 ⊂ B
22.2 mg of 1 was suspended in a 1 ml D2O solution of cage B (5 mM) and the
resulting solution was stirred at room temperature for 1 h, the pale-yellow cage B solution
turned reddish. Residual ruthenium complex was removed with a 0.45 µm filter. This
solution is carried forward for further characterization through 1H NMR and infrared
spectroscopy. The 1H NMR matches the reported NMR spectrum of the complex with the
only exception of the extra methyl groups on the amine skeleton which are absent in our
bipyridine complex.83 (Horiuchi et al., J. Am. Chem. Soc., 2011, 133, 19691). Figure 3.6
displays a schematic representation of 1 ⊂ B along with the 1H NMR of 1 ⊂ B (360 MHz,
D2O, 298 K): δ 9.46 (d, pyridine-Hα, cage B), 8.89 (d, pyridine-Hβ, cage B), 8.46 (d, Ha
bipyridyl, cage B), 8.36 (t, Hb bipyridyl, cage B), 7.69 (d, Hd bipyridyl, cage B), 7.57 (t,
Hc bipyridyl, cage B), 3.54 (s, Cp, guest 1).

Synthesis of 2 ⊂ B
17.7 mg of 2 was suspended in a 1 ml D2O solution of cage B (5 mM) and the
resulting solution was stirred at room temperature for 1 h, the pale-yellow cage B solution
turned reddish. Residual iron complex was removed with a 0.45 µm filter. This solution is
carried forward for further characterization through 1H NMR and infrared spectroscopy.
Figure 3.7 displays a schematic representation of 2 ⊂ B along with the 1H NMR of 2 ⊂ B
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(360 MHz, D2O, 298 K): δ 9.44 (d, pyridine-Hα, cage B), 8.86 (d, pyridine-Hβ, cage B),
8.43 (d, Ha bipyridyl, cage B), 8.33 (t, Hb bipyridyl, cage B), 7.69 (d, Hd bipyridyl, cage
B), 7.55 (t, Hc bipyridyl, cage B), 3.07 (s, Cp, guest 2).

Figure 3.6. 1H NMR spectra of 1 ⊂ B (360 MHz, D2O, 298 K). Proton features from 1 free
in CDCl3 (δ = 5.29 ppm, shown in inset) shift upfield, δ = 3.54 ppm (Δδ = 1.75 ppm) when
it forms host-guest complex. The 1H NMR matches that of the same guest in reported host-
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guest complex with the only difference being the tetramethylethylene diamine groups on
the palladium ion replaced by bipyridyl group in 1 ⊂ B complex.

Figure 3.7. 1H NMR spectra of 2 ⊂ B (360 MHz, D2O, 298 K). Proton features from 2 free
in CDCl3 (δ = 4.78 ppm, shown in inset) shift upfield, δ = 3.07 ppm (Δδ = 1.71 ppm) when
it forms host-guest complex with cage B.
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The NMR spectrum of 2⊂A leads to the disappearance of a cyclopentadienyl proton
features associated with the guest and a broadening of the cage features, Figure 3.5. There
could be a few reasons for the disappearance of the guest features including the following:
1. The complex’s dynamics are slowed due to incarceration.
2. The host-guests exchange dynamics have rates closer to NMR time scales.
3. Incarceration induces a change in the spin of guest 2, from a low spin to high
spin multiplicity state.
The fact that the size of guests 1 and 2 are very similar and the size of the hosts are
also similar, in addition to the fact that the series of host-guest complexes were all prepared
under identical conditions, it would be unlikely that the dynamics of only 2⊂A would be
changed. Based on this, reason 1 seems unlikely. The presence of cyclopentadienyl proton
feature for 1⊂A, 1⊂B, and 2⊂B along with preservation of splitting pattern for them
indicates that the host-guest exchange dynamics are slower than the NMR timescales.
Again, given the similarities between the systems reason 2 seems unlikely. Reason 3
suggests that the absence of the cyclopentadienyl proton feature and broadening of proton
features of cage for 2⊂A arises from a change from a low spin to high spin state on the iron
center on guest 2. As previous work has demonstrated that changes in nearby ligands of
iron based natural and biomimetic systems can result in spin state changes of the iron
centers104, we attribute the absence of the cyclopentadienyl proton feature and broadening
of proton features of 2⊂A to a change from a low spin to high spin state on the iron center
on guest 2.
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Figure 3.8. Comparison of 1H NMR spectra of 2 ⊂ A, 1 ⊂ A, 1 ⊂ B, 2 ⊂ B (360 MHz,
D2O, 298 K). Proton features from 2 disappears when encapsulated by nanocage A.

3.1.2. Characterization and Assignment with UV-VIS Spectroscopy
Previous studies have shown that encapsulation of di-ruthenium metal carbonyl
complexes by a similar Pd6L4 nanocage results in changes to the UV/VIS spectra, with the
formation of the host-guest complex leading to the appearance of a bright charge transfer
band in the visible spectral region.83 Comparing the UV/VIS spectra of the guests (1 and
2) and host-guest complexes (1⊂A, 1⊂B, 2⊂A, and 2⊂B) we observe the appearance of a
charge transfer band, further confirming the formation of the host-guest complex. The
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UV/VIS spectra are displayed in Figure 3.9. As 1 and 2 are not soluble in D2O, their spectra
are reported in chloroform, consistent with previous studies.83

Figure 3.9. UV/VIS of 1 in chloroform (cyan); 1⊂A (purple); 1⊂B (green); 2 in
chloroform (pink); 2⊂A (red); 2⊂B (orange). Inset shows UV/VIS normalized at 440 nm.

Previous studies performed on 1 and 2 have assigned the transitions beyond 400
nm to metal-to-ligand charge transfer (MLCT) bands of the different isomeric forms.85,87
Upon insertion of 1 and 2 into cages A and B, a change in this spectral region is observed,
with a loss of the structured MLCT features and appearance of a broad spectral feature that
extends beyond the local absorption of 1 and 2. As the steady state UV/VIS spectra of cages
A and B do not extend beyond 400 nm (see Figures 3.10,3.11), the change in the UV/VIS
spectrum is assigned to an electronic state associated with the host-guest complex and is
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attributed to the formation of a host-guest charge transfer state observed in previous
studies.82,83 The UV/VIS spectra confirm that the changes in the chelating ligands of the
cages and the smaller size of the di-iron metal carbonyl complex still result in the formation
of the host-guest charge transfer state.
The UV/VIS absorption spectra of 1 along with cage A, cage B, 1 ⊂ A, and 1 ⊂ B
are shown in Figure 3.10 and of 2 along with cage A, cage B, 2 ⊂ A, and 2 ⊂ B are shown
in Figure 3.11. For nanocage A and B, (orange and brown lines Figures 3.10, 3.11) the
absorption is mainly in the UV region and does not extend beyond 400 nm. For guests 1
and 2 the absorption features extend to the visible spectral region and are assigned to metal
to ligand charge transfer states.85,87 As can be seen in the spectra the host-guest complexes,
1 ⊂ A, 1 ⊂ B, 2 ⊂ A, and 2 ⊂ B, have contributions from the local absorption of the
nanocages and the guests in addition to an emerging spectral feature. The spectra of the
host-guest complexes are broader and extend beyond local absorptions of A, B, 1, and 2.
This is attributed to the formation of a charge transfer band formed between the electron
rich cyclopentadienyl groups stacked against the trispyridyl triazine walls of the cages
observed in previous studies of 1 in similar Pd6L4 nanocages83. The change in the UV/VIS
spectra further confirm the formation of the host-guest complexes.
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Figure 3.10.
UV/VIS spectrum of 1 in Chloroform (dashed, cyan); 1 ⊂ A (solid
purple); 1 ⊂ B (solid green); cage A (solid brown); cage B (solid orange).
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Figure 3.11.
UV/VIS spectrum of 2 in chloroform (dashed, magenta); 2 ⊂ A (solid
red); 2 ⊂ B (solid black); cage A (solid brown); cage B (solid orange).

3.1.3. Characterization and Assignment with FTIR Spectroscopy
Along with changes to the electronic excited state, previous studies have observed
that the Pd6L4 nanocage alters the dynamic equilibrium of the di-ruthenium complex (1).83
When free in solution metal carbonyl complexes 1 and 2 exist as different isomers in
dynamic equilibrium with 1 existing in 4 forms, a cis-bridging, trans-bridging, gauchenonbridging and trans-non-bridging, and 2 existing in two forms, a cis-bridging and transbridging.55,89,91,92 Each isomer has a distinct vibrational spectrum in the carbonyl stretching
region which can be used as a spectroscopic reporter for a given isomer.55,85,91,92 Fujita and
coworkers have demonstrated that this dynamic equilibrium is altered when the
diruthenium metal carbonyl complex (1) is encapsulated by a Pd6L4 nanocage, with the
Pd6L4 nanocage acting to stabilize the cis-bridging form.83 Here we expand on these studies
through comparing FTIR spectra of 1 and 2 with their encapsulated forms, 1⊂A, 1⊂B,
2⊂A, and 2⊂B, to determine if altering the size of the cavity and the metal carbonyl guest
will result in the stabilization of the cis-bridging isomer. Figure 3.12 displays the FTIR
spectra of the free and encapsulated metal-carbonyl complexes as dashed and solid lines,
respectively. It is important to note that different solvents were employed with a polar and
non-polar solvent chosen for the free metal carbonyl complexes, and D2O employed for
the encapsulated host-guest complexes. Ideally one would desire to employ the same
solvent for the free in solution and encapsulated measurements. However, as the metal
carbonyl complexes are not soluble in D2O we are unable to perform the free in solution
measurements in D2O. In fact, the insolubility ensures that the host-guest complexes are
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not contaminated by free metal carbonyl signals. Given the issues with solubility we
compare the FTIR spectra of the encapsulated complexes to that of the chloroform (a polar
solvent), hexane (a nonpolar solvent), DFT calculations, and previous results.83

Figure 3.12.
FTIR spectra of 1 in chloroform (cyan); 1⊂A (purple); 1⊂B (green);
2 in chloroform (pink); 2⊂A (red); 2⊂B (orange); 1 and 2 in hexane are shown as black
dashed lines.

For 1 and 2, free in solution, it is known that their different isomeric forms are
stabilized by different solvents and changing the solvent leads to a shift in the relative
population of the different isomers, resulting in a change in the amplitudes of the peaks in
the FTIR spectra associated with the different isomeric forms.91,92 This can be seen when
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comparing the FTIR spectra of 1 and 2 in chloroform (dashed line in cyan and pink
respectively) and hexane (dashed line in black) displayed in Figure 3.12.
The FTIR spectrum of the encapsulated metal carbonyls (1⊂A, 1⊂B, 2⊂A, and
2⊂B) in D2O are displayed in Figure 3.12 as solid lines. The spectral changes along with
comparison to previous results83 indicate that 1 and 2 exist in their cis-bridging isomeric
forms when encapsulated in A and B. The cis-bridging isomer exhibits three peaks in the
carbonyl stretching region: a strong transition in the bridging carbonyl region ~1700 cm-1,
and in the terminal carbonyl region, a weak lower-frequency transition at ~1960 cm-1 and
a strong higher-frequency transition at ~2000 cm-1. The FTIR spectra of 1⊂A, 1⊂B, 2⊂A,
and 2⊂B indicate the cis-bridging isomer is stabilized when either 1 or 2 is encapsulated
by either of the nanocages A or B. This observation is consistent with the previous results
of 1 in a similar Pd6L4 cage.83 Our findings exemplify that changes in the size of the
nanocage and the metal carbonyl complexes result in a similar stabilization of the cisbridging isomer for 1 and 2.
The FTIR spectra of 1 and 2 have been assigned previously,89,91,92,105 and recently
investigated with DFT calculations and 2DIR spectroscopy55. Using the optimized
geometries from previous work55, we performed frequency calculations with the Gaussian
09 software package106 on the previously optimized DFT structures of 1 and 2 using the
same functional and basis sets used previously. The calculated frequencies are reported in
Table 3.1 for 1 and 2 and are plotted as stick spectra in Figures 3.13 and 3.14 along with
the experimental FTIR spectra. For the calculated frequencies, a scaling factor of 0.962
was used for the isomers of 1 and 0.964 for the isomers of 2.
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The experimental FTIR spectrum of 1 in chloroform has four main peaks centered
at 1771, 1937, 1967, and 2009 cm-1 arising from the contributions of four different isomers:
cis-bridging, trans-bridging, trans-non-bridging and gauche-non-bridging. The different
contributions to each peak are evident from comparison with the calculated stick spectra.
Comparing the FTIR spectra of 1 in the cages to that of 1 in chloroform, we observe
changes in the spectra with the caged system displaying two main peaks at 1745 cm-1 and
2001 cm-1, and a smaller peak at 1958 cm-1. The presence of the peak at 1745 cm-1 confirms
that 1 exists as a bridging isomer in the encapsulated cage. In the terminal carbonyl
stretching region the presence of two peaks with an intense transition at 2001 cm-1 and a
weaker transition at 1958 cm-1 matches the calculated spectrum of the cis-bridging isomer.
The FTIR confirm that 1 exists mainly as the cis-bridging isomer, which is consistent with
previous studies of 1 in iso-structural Pd6L4 nanocages.83 The FTIR spectrum of 2 in
chloroform has three peaks centered at 1771, 1957, and 2002 cm-1 resulting from
contributions of two isomers: the cis-bridging and trans-bridging forms. When
encapsulated the FTIR spectra indicate that 2 remains in a bridging form. The change in
the terminal carbonyl stretching region indicates that the cis-bridging isomer is stabilized
upon encapsulation, with one main intense peak at 1997 cm-1 and a weaker peak at 1955
cm-1. The trans-bridging form would only give rise to one intense transition in the terminal
carbonyl region.
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Table 3.1.
DFT calculated frequencies for the different isomers of 1 and 2. A scaling
factor of 0.962 was used for 1 and a scaling factor of 0.964 was used for 2.

Isomer

Scaled DFT frequencies, cm-1
(normalized intensities)

1
Cis bridging

1806.1 (0.8), 1964.8 (0.2), 2001.1 (1)

Trans bridging

1806.5 (0.7), 1959.8 (1)

Gauche Non-bridging

1942.1 (0.3), 1942.5 (0.9), 1963.3 (0.6),
2008.6 (1)

Trans Non-bridging

1939.4 (1), 1962.8 (0.8)

Cis bridging

1785.73 (0.8), 1968 (0.14), 2002.1 (1)

Trans Bridging

1786.3 (0.8), 1961.3 (1)

2
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Figure 3.13.
Experimental FTIR spectra of 1 in chloroform (cyan); 1 ⊂ A (violet);
and 1 ⊂ B (green). DFT calculated stick spectra of cis-bridging isomer (red); trans-bridging
isomer (purple), gauche non-bridging isomer (orange), trans non-bridging isomer (pink).

62

Figure 3.14.
Experimental FTIR spectra of 2 in chloroform (purple); 2 ⊂ A (Red);
and 2 ⊂ B (orange). DFT calculated stick spectra of the cis-bridging isomer (pink) and
trans-bridging isomer (green).

3.1.4. Population and Anisotropy Decay
The FTIR spectra confirm that the cages A and B stabilize the cis-bridging isomeric
form of both 1 and 2, but steady state measurements lack the dynamic information of the
guests encapsulated by the nanocages. To investigate the impact of the Pd6L4 nanocages
on the dynamics of the cis-bridging isomer we applied ultrafast mid-IR pump-probe
spectroscopy to 1 and 2 free in solution and encapsulated by the cage. Ultrafast mid-IR
pump-probe measurements were obtained under two different polarizations schemes,
parallel (I‖) and perpendicular I⊥, to extract the population relaxation, P(t) (Equation 3.1),
and anisotropy decay, r(t) (Equation 3.2),
𝑃𝑃(𝑡𝑡) =
𝑟𝑟(𝑡𝑡) =

𝐼𝐼‖ (𝑡𝑡) + 2 ∗ 𝐼𝐼⏊ (𝑡𝑡)
3
𝐼𝐼‖ (t) − 𝐼𝐼⊥ (𝑡𝑡)
𝐼𝐼‖ (t) + 2 ∗ 𝐼𝐼⊥ (t)

Representative pump probe spectra at varying time delays for 1 in chloroform, 1 ⊂
A in D2O, 1 ⊂ B in D2O, 2 in chloroform, 2 ⊂ A in D2O, and 2 ⊂ B in D2O are displayed
in Figures 3.15-3.20.
The reported population lifetimes and anisotropy decays were obtained from
polarization dependent traces of the blue-most shifted ground state bleach for each system
to ensure that the traces are not contaminated by the overlap with addition ground state
63

bleaching features and/or excited state absorptions. The time traces of the blue-edge of the
highest frequency transition in the terminal carbonyl stretching region were extracted from
the pump-probe spectra obtained under parallel and perpendicular polarization schemes.
The traces are plotted in Figures 3.21-3.26.

Figure 3.15.
Mid-IR pump-probe spectra at different waiting times for 1 in
chloroform performed under parallel and perpendicular polarization schemes.
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Figure 3.16.
Mid-IR pump-probe spectra at different waiting times for 1 ⊂ A in
D2O performed under parallel and perpendicular polarization schemes.
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Figure 3.17.
Mid-IR pump-probe spectra at different waiting times for 1 ⊂ B in
D2O performed under parallel and perpendicular polarization schemes.

Figure 3.18.
Mid-IR pump-probe spectra at different waiting times for 2 in
chloroform performed under parallel and perpendicular polarization schemes.
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Figure 3.19.
Mid-IR pump-probe spectra at different waiting times for 2 ⊂ A in
D2O performed under parallel and perpendicular polarization schemes.
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Figure 3.20.
Mid-IR pump-probe spectra at different waiting times for 2 ⊂ B in
D2O performed under parallel and perpendicular polarization schemes.

Figure 3.21.
ΔA at 2010 cm-1 as a function of waiting time for the different pump
polarizations III (parallel) and I⏊ (perpendicular). These traces are used to calculate the
population relaxation and anisotropy decay for 1 in chloroform.
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Figure 3.22.
ΔA at 2003 cm-1 as a function of waiting time for the different pump
polarizations III (parallel) and I⏊ (perpendicular). These traces are used to calculate the
population relaxation and anisotropy decay for 1 ⊂ A in D2O.

Figure 3.23.
ΔA at 2003 cm-1 as a function of waiting time for the different pump
polarizations III (parallel) and I⏊ (perpendicular). These traces are used to calculate the
population relaxation and anisotropy decay for 1 ⊂ B in D2O.
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Figure 3.24.
ΔA at 2002 cm-1 as a function of waiting time for the different pump
polarizations III (parallel) and I⏊ (perpendicular). These traces are used to calculate the
population relaxation and anisotropy decay for 2 in chloroform.

Figure 3.25.
ΔA at 1998 cm-1 as a function of waiting time for the different pump
polarizations III (parallel) and I⏊ (perpendicular). These traces are used to calculate the
population relaxation and anisotropy decay for 2 ⊂ A in D2O.
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Figure 3.26.
ΔA at 1997 cm-1 as a function of waiting time for the different pump
polarizations III (parallel) and I⏊ (perpendicular). These traces are used to calculate the
population relaxation and anisotropy decay for 2 ⊂ B in D2O.

Figure 3.27.
Population and anisotropy decays are plotted for the highest frequency
transition of 1 in chloroform (cyan); 1 ⊂ A (purple); 1 ⊂ B (green); 2 in chloroform (pink);
2 ⊂ A (red); 2 ⊂ B (orange).

The population relaxation reports on the decay of the population in the excited
vibrational state, serving as a measure of the vibrational lifetime. Figure 3.27(a) and (c)
display the population relaxation for the metal carbonyl complexes 1 and 2 in chloroform
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and cages A and B. As noted above, due to issues with solubility the same solvents cannot
be used for the free in solution and encapsulated measurements. As the spectral broadening
and spectral shift of the metal carbonyl in the positively charged cage is more akin to the
chloroform solvent compared to hexane (see Figure 3.12), we compare the encapsulated
forms to the free forms of 1 and 2 in chloroform. This choice is also motivated by previous
studies.83 We note that for both 1 and 2 we observe that the lifetime in chloroform solution
is longer than their cage encapsulated forms. As the cages can be thought of as isolating
the metal carbonyls from the bulk D2O solvent, one may expect the lifetime of the metal
carbonyl to be longer when encapsulated. However, the cage also introduces additional
pathways by which vibrational energy can be dissipated due to the increase in vibrational
degrees of freedom. We attribute the faster population relaxation of the encapsulated metal
carbonyls to the additional vibrational degrees of freedom introduced by the cage. Future
work employing 2DIR spectroscopy will focus on investigating the influence of cage on
intramolecular vibrational energy redistribution of the metal carbonyl complexes.
To further exemplify changes in the structural and dynamical nature of the metal
carbonyls resulting from encapsulation, we compared their anisotropy decays. The
anisotropy is a measure of the diffusional rotational motion of the molecule. The anisotropy
decays for 1 and 2 in chloroform and cages A and B are plotted in Figure 3.27 and 3.28.
For all the systems, the anisotropy has initial drop from the theoretical value of 0.4 at zero
time for an isotropic system,107–110 indicating an unresolved ultrafast component. After the
initial drop in anisotropy, the metal carbonyls in solution decay to zero with a monoexponential timescale of ~20 ps for 1, the larger metal carbonyl complex, and ~12 ps for
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2, the smaller metal carbonyl complex. We note that the anisotropy decay will vary in
different

solvents,

depending

on

viscosity,

temperature,

and

solute-solvent

interactions.13,21,111–113 Nonetheless, the measurements in chloroform demonstrate that the
metal carbonyls decay as a mono-exponential to zero indicating that the metal carbonyls
can freely rotate in solution on the picosecond timescale. When the metal carbonyls are
encapsulated in cages A and B the anisotropies do not decay to zero over the course of the
vibrational lifetime. This indicates a restriction of the metal carbonyl’s angular motion. We
attribute this to the previously observed π-stacking interactions between the host and guest.
The π-stacking interactions effectively tether the metal carbonyl to the triazine wall of the
host over the course of the vibrational lifetime, indicating that these π-π stacking
interactions are not breaking/reforming on the timescale of the vibrational lifetime.
To extract additional information we apply a wobbling-in-a-cone model to the
anisotropy data.108,109 Previous mid-IR pump-probe experiments performed on various
probe molecules in confined environments such as membranes, polymers, or MOF have
employed a wobbling-in-a-cone model to interpret the anisotropy decay where angular
motion of the probe molecule is influenced by the local environment.108,109,112,114 According
to the wobbling-in-a-cone model the anisotropy is given by the following expression (Eq.
3.3) where r0 is the anisotropy at zero time, r∞ accounts for the non-decaying anisotropy at
long times, and τθ is the timescale associated with the reorientational motion as the probe
decays from r0 to r∞.108,109
−𝑡𝑡
𝑟𝑟(𝑡𝑡) = (𝑟𝑟0 − 𝑟𝑟∞ ) exp � � + 𝑟𝑟∞
𝜏𝜏𝜃𝜃
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With this model it is possible to calculate orientation diffusion of the probe
molecule within the boundary of a cone with a half angle given by θc. The initial and final
anisotropy values are related to the cone semi-angle (θc) according to the following
expression.
𝑟𝑟0
1
= [ cos(𝜃𝜃𝑐𝑐 ) (1 + cos(𝜃𝜃𝑐𝑐 )]2
𝑟𝑟∞
2

The cone semi-angle (θc) reports on the extent by which the nanocages restrict the
motion of the metal carbonyls. To determine (θc) we fit the anisotropy data using Equation
64 to obtain r∞. The fits are plotted as black lines Figure 3.28 and the optimized parameters
are given in Table 3.2. From the optimized parameters, we extract a final anisotropy of r∞
~0.31 for 1⊂(A, B) and r∞~0.25 for 2⊂(A, B). We find that 1 has a larger final anisotropy,
which corresponds to a smaller region of space sampled during restricted rotational motion.
To quantify the differences in the samples, we extract an upper limit for the cone semiangle sampled as the metal carbonyls undergo restricted rotational diffusion by employing
Eq. 3.3. As we do not completely capture the initial ultrafast decay, due to the 120 fs
temporal width of the incoming mid-IR pulses, we employ Eq. 3.4 to extract an upper limit
for the semi-cone angle.
Table 3.2.
Parameters resulting in the best fits of the anisotropy data for 1 ⊂ A, 1 ⊂
B, 2 ⊂ A, 2 ⊂ B with a wobbling-in-a-cone model

ro

r∞

τθ (ps)

θc

1⊂A

0.327 ± 0.004

0.311 ± 0.001

3.1 ± 1.2

23.2°

1⊂B

0.350 ± 0.006

0.314 ± 0.002

3.3 ± 0.9

23°

2⊂A

0.318 ± 0.036

0.261 ± 0.005

0.6 ± 0.1

30°
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2⊂B

0.400 ± 0.144

0.243 ± 0.004

1.70 ± 0.02

32°

From the r∞ values obtained from the fit, we extract an upper limit for the largest
possible cone angle sampled by the metal carbonyls undergoing restricted rotational
diffusion using Eq. 3.3. Here we assume an initial anisotropy value ro to be 0.4. As can be
seen from the fits, we do not completely capture the ultrafast relaxation at short times for
all the samples, it is for this reason that we do not use the r0 value from the fits and focus
on extracting an upper limit. Nevertheless, extracting the largest possible semi-cone angle
provides insight into the restricted motion of the encapsulated metal carbonyl complexes
and enables a comparison of guests 1 and 2.

Figure 3.28.
The anisotropy as a function of waiting time (r(t)) is plotted for 1, 1 ⊂
A, and 1 ⊂ B, (left, a,c) and 2, 2 ⊂ A, and 2 ⊂ B, (right, b,d). Fits are shown in solid black

75

lines with the parameters given in Table 3.1 and Table 3.2. The truncated data is shown on
the bottom.

The largest possible semi-cone angle provides insight into the restricted motion of
the encapsulated metal carbonyl complexes and enables a comparison of guests 1 and 2.
To extract the upper limit, we assume a single exponential decaying component with an
initial anisotropy of 0.4. Within this limit we extract an angle of θ ~23° for 1⊂A, B and θ
~30° for 2⊂A, B.

Figure 3.29.
The DFT optimized structure for the cis-bridging isomers of 1 and 2
are shown. Nuclear displacements associated with the symmetric stretching mode of the
terminal carbonyl groups are indicated with blue arrows and the corresponding dipole
derivative unit vector is shown in yellow. Semi-cone angles (θc) extracted from the
anisotropy decays of 1 and 2 in nanocages A and B are indicated schematically.
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3.1.5. Conclusions
To summarize, we demonstrated the influence of π-stacking and steric constraints
imposed by Pd6L4 self-assembled nanocages (A and B) on the structure and dynamics of
the fluxional metal carbonyl guests (1 and 2). Previous studies have demonstrated that
Pd6L4 nanocages can trap and stabilize the cis-bridging isomer of 1.83 We have expanded
on these studies by performing a systematic study, varying the size of the nanocage and the
metal carbonyl guest, to investigate the ultrafast dynamics of the trapped metal carbonyl.
We find that both cages act to primarily stabilize the cis- bridging isomer of both guest
molecules. Probing the cis-bridging isomer with ultrafast mid-IR polarization dependent
pump-probe spectroscopy, we find that encapsulation leads to a faster population
relaxation. We attribute this to the accessibility of additional bath modes resulting from the
presence of the cage. The anisotropy decays show that the metal carbonyl complexes are
free to rotate in solution; however, when encapsulated by the cage their angular motion is
restricted, with the larger metal carbonyl complex sampling less volume when
encapsulated. The non-decay anisotropy indicates that the π-stacking interactions act to
effectively tether the metal carbonyl complexes to the cage over the course of the
vibrational lifetime. As the group VIII metal carbonyl complexes are well known for their
fluxional behavior, photophysics, and photochemistry,88,89,91,115 characterizing their
ultrafast dynamics when encapsulated by Pd6L4 nanocages may lead to further insight into
how to modify Pd6L4 nanocages to alter their structural properties and photochemistry.
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Chapter 4
4. Monitoring Energy Flow and Dynamics of Encapsulated Guests with
2DIR Spectroscopy
4.1. Overview of Chapter 4
Metal-directed self-assembled coordination cages are able to encapsulate guest
species, control and bind precursor molecules, and protect labile photoproducts.
Coordination cages can form nanosized cavities which are perfectly monodisperse. The
cavities can alter the physical and chemical properties of trapped guest molecules and
promote novel chemistry within their confined space. The use of host-guest complexes
allows chemists an additional powerful degree of control over the local environment of a
catalyst or reactant that can complement the exchange of ligands and solvents.75 Despite
their wide range of applications, there have been limited studies of the ultrafast dynamics
of these encapsulated species and questions about how encapsulation affects the ground
state potential energy surface remain unanswered.94,116 Here we apply 2DIR spectroscopy
to metal carbonyl complexes trapped by Pd6L4 nanocages to elucidate the impact of the
nanocages on vibrational energy transfer.
The Pd6L4 nanocage was originally synthesized by Fujita and coworkers and has
been employed for the past 20 years to carry out ground states reactions and to trap reactive
species.81,117–119 These nanocages have been used to carry out stereo selective Diels Alder
reactions that do not occur naturally in solution.120 They have also been used to trap
fluxional diiron and diruthenium carbonyl complexes in a specific isomer.83,116 In solution,
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the diiron and diruthenium complexes [Cp2Fe2(CO)2]2 and [Cp2Ru2(CO)2]2 exist as
multiple isomers in dynamic equilibrium.55,87,116 It has been found that encapsulation in the
octahedral nanocage confines the metal carbonyl complexes to a cis-bridged isomer and
the vibrational lifetimes decrease relative to free chloroform solution.116 The mechanism
for the decreased population is not well understood, but one possible avenue for the
vibrational energy dissipation is a change in the intramolecular vibrational energy
redistribution (IVR) between the carbonyl modes.
To investigate the effects of encapsulation more fully, we performed a detailed
analysis of the energy levels and IVR between the two terminal carbonyl modes of
[Cp2Fe2(CO)2]2 when encapsulated inside the octahedral nanocage. By systematically
varying the environment between a non-interacting solvent, hexane, an interacting solvent,
chloroform, and encapsulation within the nanocage, we extract changes in anharmonicity
induced by changes in the local environment of the diiron complex, which correspond to
changes in IVR timescales and π backbonding between the carbonyls and the iron dorbitals.
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Figure 4.1. Schematic representation of the structure of [Cp2Fe2(CO)2]2 and host-guest
complex studied here.

4.2. Assignment of Features of the 2DIR Spectra
Before interpreting the experimental 2DIR spectra, we first consider a schematic
diagram of a 2DIR spectrum of the cis-bridged isomer based on the energy level diagram
from DFT calculated energy levels from Figure 3.14 and previous literature.55,116 The
schematic spectra are shown with peak assignments labelled. Peak 1 and 1’ arise from the
GSB/SE and ESA of the symmetric mode. Peak 1 is excited to the |0𝑎𝑎 1𝑠𝑠 ⟩ state. The second

pulse can create either a ground state population |0𝑎𝑎 0𝑠𝑠 ⟩⟨0𝑎𝑎 0𝑠𝑠 | or excited state population

|0𝑎𝑎 1𝑠𝑠 ⟩⟨0𝑎𝑎 1𝑠𝑠 |, and the system is free to evolve in this state during the waiting time. As
such, it has contributions from both ground state bleach and stimulated emission features.
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Figure 4.2. Schematic energy level diagram of the first and second excited state manifold
for the terminal carbonyl stretching modes of the cis-bridging isomer of [Cp2Fe2(CO)2]2.
Schematic 2D spectrum of the GSB and SE features (blue) and ESA features (red).

The pathways relating to stimulated emission are labeled A and A’ in Figure 4.3,
and the pathways relating to ground state bleach are labelled B and B’. Peak 1’ evolves in
the excited vibrational state during the waiting time and reports on excitation to the |0𝑎𝑎 2𝑠𝑠 ⟩
state. The detection frequency for peak 1’ is the energy gap between the |0𝑎𝑎 1𝑠𝑠 ⟩ and |0𝑎𝑎 2𝑠𝑠 ⟩

states. The difference between the detection frequencies of 1 and 1’ reports on the
anharmonicity of the symmetric stretching mode. The pathways for excited state absorption
are labelled C and C’ in Figure 4.3. Similarly, peak 2 belongs to the asymmetric stretching
mode. The oscillator strength of this mode is much less than that of the symmetric mode
given the symmetry of the cis-bridged isomer. Peaks 3 and 4 are inherent cross peaks that
arise because the modes have a common ground state. For peak 3, the molecule is excited
at the symmetric stretch |0𝑎𝑎 1𝑠𝑠 ⟩ state and then detected at the asymmetric stretch. Peaks 3’

and 4’ evolve in the excited state during the waiting time and report on the detection to the
combination band, |1𝑎𝑎 1𝑠𝑠 ⟩. In Figure 4.3, pathways D, D’, E, E’ F, F’ belong to the cross

peaks. D and D’ are GSB pathways, F and F’ are stimulated emission pathways. E, and E’

show excited state absorption to the combination bands. Pathway G will contribute to peaks
5 and 5’. The G’ pathways will contribute to the signal at peaks 1 and 2 because their
pathways are degenerate to the GSB and SE pathways.
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Figure 4.3. Double sided Feynman diagrams showing pathways contributing to the 2DIR
signal without IVR contributions. Each diagram shows 5 states, from bottom to top: starting
at the ground state, interaction of the first pulse E1 (wavevector k1), interaction of the
second pulse E2 (wavevector k2), interaction of the third pulse E3 (wavevector k3), and then
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the result of the emission of the signal. Pathways A, A’, D, and D’ are GSB pathways. B,
B’, F and F’ are SE pathways. C, C’, E, and E’ are ESA pathways.

If vibrational energy can be transferred within the system, this will lead to
additional pathways associated with the excited state absorption feature of peak 5. IVR
contributions to peaks 5 and 6 could result from initial excitation to the symmetric
stretching mode. For example, during the waiting time both peaks 5 and 6 could begin in
the symmetric stretching population |0𝑎𝑎 1𝑠𝑠 ⟩⟨1𝑠𝑠 0𝑎𝑎 | and then undergo intramolecular

vibrational energy redistribution (IVR) populating the asymmetric stretching population
|1𝑎𝑎 0𝑠𝑠 ⟩⟨0𝑠𝑠 1𝑎𝑎 |. The IVR process is shown as a dotted line in Figure 4.4. Pathways L, L’, M,

and M’ would contribute to Peak 5, which reports on the detection to the combination band.
Peak 6 reports on the excitation to the |2𝑎𝑎 0𝑠𝑠 ⟩ state. Peaks 5’ and 6’ have contributions from

pathways associated with the system excited to the asymmetric stretching population
|1𝑎𝑎 0𝑠𝑠 ⟩⟨0𝑠𝑠 1𝑎𝑎 | and then undergo IVR to the symmetric stretching population |0𝑎𝑎 1𝑠𝑠 ⟩⟨1𝑠𝑠 0𝑎𝑎 |.
Peak 5’ reports on detection to the combination band and peak 6’ reports on detection at

the |0𝑎𝑎 2𝑠𝑠 ⟩ state. Peaks 6 and 6’ could potentially arise from coherence transfer during t1 or

t3 times. Additional IVR features which correspond to stimulated emission are also
expected at 3 and 4. Here we find our results are consistent with IVR taking place in 3 and

4, but given multiple contributions to peaks 3 and 4, these crosspeaks are not the focus of
this study. Pathways I, I’, K, and K’ can contribute to growths in peaks 3 and 4, but IVR
can also cause decay in the same peaks through pathways J, J’, K and K’ removing
population that could otherwise contribute to stimulated emission with pathways F and F’.
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Figure 4.4. Additional double-sided Feynman diagrams showing pathways with IVR
contributions accounted for. Each diagram shows 6 states, from bottom to top: starting at
the ground state, interaction of the first pulse E1 (wavevector k1), interaction of the second
pulse E2 (wavevector k2), IVR (as population transfer) during the t2 time (dotted line),
interaction of the third pulse E3 (wavevector k3), and then the result of the emission of the
signal. I, I’, K, and K’ are SE pathways. H, H’, J, J’, L, L’, M, and M’ are ESA pathways.
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For the remainder of this thesis we will be focusing on peak 5 instead of the
crosspeaks primarily to report on IVR for the following reasons. First as demonstrated with
the double-sided Feynman diagrams only one non IVR pathway will contribute to peak 5
whereas the 3 and 4 crosspeaks dynamics have additional contributing pathways, with 4
GSB pathways, and therefore can be dominated by the GSB kinetics. Secondly the initial
excitation of the symmetric stretching mode and detection at the combination band, peak
5, has a higher oscillator strength than modes detected at the |2𝑎𝑎 0𝑠𝑠 ⟩. Peak 5 would scale as
2 2
2 2
𝜇𝜇0𝑠𝑠
𝜇𝜇𝑎𝑎𝑎𝑎 and peak 3 would scale as 𝜇𝜇0𝑠𝑠
𝜇𝜇𝑎𝑎0 . For this notation, 𝜇𝜇𝑖𝑖𝑖𝑖 is the transition dipole

moment between states i and j, which include 0 – the ground state, a – the asymmetric
stretching mode, s – the symmetric stretching mode, and c – the combination band. Thirdly,

peak 5 lies in a less congested part of the spectrum as it does not have contributions from
the trans-bridged isomer.

4.3. Experimental 2DIR Spectra
Normalized experimental 2DIR spectra of [Cp2Fe2(CO)2]2 in hexane are shown in
Figure 4.5 (a) and 4.6 (a) at a waiting time of 300fs (top) and at a waiting time of 9 ps
(bottom). The spectrum contains two diagonal features with roughly equal intensity, which
are attributed to the cis and trans bridged species. The higher energy peak at 2008 cm-1 is
assigned to the symmetric stretch of the cis-bridging species, while the peak at ~1963cm-1
contains contributions from both trans-bridged and cis-bridging species. Because the
transition dipole moment of the asymmetric cis-bridging feature is very weak, the feature
at 1963 cm-1 is dominated by the contribution of the trans-bridged species.
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Figure 4.5. Normalized 2DIR spectra of [Cp2Fe2(CO)2]2 in hexane (a and d), chloroform
(b and e) and encapsulated in the host-guest complex (c and f). 2DIR spectra at waiting
times of 300 fs (a, b, c) are shown above those at 9 ps (d, e, f). All figures are plotted with
20 equally spaced contours.

At early waiting times the peaks are round, indicating that the peaks are
homogeneously broadened. Crosspeaks are also visible at early waiting times. The
crosspeaks confirm a small contribution of the cis-bridging mode to the 1963 cm-1 peak as
they arise as both the symmetric and asymmetric stretching modes share a common ground
state. Crosspeaks at early times may also arise from ultrafast IVR, chemical exchange, or
coherence transfer. The barrier for exchange is multiple kcal/mol, which precludes
chemical exchange as a mechanism for these early cross peaks.55 The growth of peak “5“
assigned in Figure 4.2 can be seen at later waiting times and the growth arises exclusively
86

from IVR. The IVR contribution arises from the molecule being excited to the symmetric
stretching mode, energy being redistributed to the asymmetric stretching mode during the
t2 time, and then being detected at the combination band. Given the additional reporter for
IVR – we can confirm that the crosspeaks 3 and 4 arise because they have a common
ground state associated with the cis-bridging isomer.

Figure 4.6. Normalized 2DIR spectra of [Cp2Fe2(CO)2]2 in hexane (a and d), chloroform
(b and e) and encapsulated in the host-guest complex (c and f). 2DIR spectra at waiting
times of 300 fs (a, b, c) are shown above those at 9 ps (d, e, f). Colormaps are interpolated
between 2DIR amplitudes of -0.3 and 0.3 and all figures have 20 equally spaced contours
between -0.3 and 0.3. This is the same data as 4.3, but zoomed in to better resolve the
crosspeaks
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As the waiting time increases the amplitudes of the peaks in the 2DIR spectra
change. The amplitude of the diagonal peaks decay, and the crosspeaks grow then decay
on different timescales. We also see the appearance, growth, and decay of peaks 5 and 6
which have different decay constants compared to the diagonal peaks.
The normalized 2DIR spectra of [Cp2Fe2(CO)2]2 in chloroform are shown in Figure
4.5 and 4.6 (b, e) at waiting times of 300 fs and 9 ps. Like the spectra in hexane, both cisbridged and trans-bridged species are present, and the peak near 1960 cm-1 is dominated by
the trans-bridged species. Unlike the spectra in hexane, the spectra in chloroform are
elongated along the diagonal at early t2 times. This elongation is caused by inhomogeneous
broadening. At later t2 times, the spectra evolve from being primarily elongated along the
diagonal to becoming more round from spectral diffusion. This evolution indicates
inhomogeneous broadening at early t2 times decaying to homogeneous broadening at later
time. The iron carbonyl complexes are able to sample different microstates as a function
of t2. This process maps back to the FFCF and will be explored in detail in future studies.
Due to the line broadening in chloroform, peak 5 – the reporter for IVR – is not resolved
from the ESA as was the case hexane. However, evidence of IVR associated with peak 5
is still observed as an elongation along the ω3 axis from the growth of the unresolved peak.
The normalized 2DIR spectra of the encapsulated diiron complex are shown in
Figure 4.5 and 4.6 (c, f) at waiting times of 300 fs and 9 ps. Similar to the spectra in
chloroform, spectral diffusion is observed. Unlike the spectra in hexane and chloroform,
only one isomer is present in solution, so all features can be unambiguously assigned to the
2 2
cis-bridged species. The crosspeaks scale as 𝜇𝜇0𝑎𝑎
𝜇𝜇0𝑠𝑠 and share oscillator strength from the
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symmetric stretching mode. This is true for all of the 2DIR spectra of [Cp2Fe2(CO)2]2 in
the different environments, but for the di-iron complex encapsulated by the cage the transbridged isomer is not present. The diagonal peak at ~1963 cm-1 only has contributions from
4
the cis-bridged form and is weak as it scales as 𝜇𝜇0𝑎𝑎
.

4.4. Analysis of Peak Positions
The energetics of the cis-bridging terminal carbonyl features can be extracted from
the 2DIR spectrum by fitting slices taken at different 𝜔𝜔1frequencies. The slices are fit to

gaussian functions to extract the transition frequencies associated with the first and 2nd
excited state manifolds. We begin the analysis by taking slices from the [Cp2Fe2(CO)2]2 in
hexane at excitation frequencies of 2008 cm-1. The GSB (peak 1) is fit to the blue gaussian
centered at 2005 cm-1, the ESA (peak 1’) is fit to the orange gaussian centered at 1995 cm1

, the yellow cross peak GSB (peak 3) is centered at 1963 cm-1, and the purple cross peak

ESA (peak 3’) is centered at 1939 cm-1. From these features alone (1, 1’, 3, 3’ from Figure
4.2) we can assign the energies of the |0𝑎𝑎 1𝑠𝑠 ⟩, |0𝑎𝑎 2𝑠𝑠 ⟩, |1𝑎𝑎 0𝑠𝑠 ⟩ and |1𝑎𝑎 1𝑠𝑠 ⟩ states (Table 4.1

and graphically represented in Figure. 4.10). We can also observe peak 5 at early waiting
times, shown with the green gaussian (peak 5) centered at 1980 cm-1. At later t2 times, we
can observe the growth of peak 5 and the appearance and growth of peak 6. The position
of peak 6 at 1949 cm-1 allows us to assign the energy of state |2𝑎𝑎 0𝑠𝑠 ⟩. The weak signal

intensity of peak 6 relative to peak 5 may arise from the smaller transition dipole moment
between |1𝑎𝑎 0𝑠𝑠 ⟩ and |2𝑎𝑎 0𝑠𝑠 ⟩ of the asymmetric stretch relative to the symmetric stretching
mode. State energies are reported in Table 4.1 and visually in Figure 4.10.
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Figure 4.7. Slices taken from the 2DIR spectra of the Fe complex in hexane at 𝜔𝜔1 = 2005
cm-1 at 300 fs (left) and 9 ps (right) waiting times. The gaussian fits are overlaid (shaded
in) and the overall fit is plotted as a dotted line. Overlays of the slices with y limits restricted
between -1000 and 1000 are shown to zoom in on the cross peak region and IVR
contributions. The blue feature corresponds to peak 1, orange corresponds to peak 1’,
yellow corresponds to peak 3, purple corresponds to peak 3’, green corresponds to peak 5,
and light blue corresponds to peak 6 where the peaks are defined in Fig. 4.2.

The energy levels of the bridging carbonyl stretching modes of [Cp2Fe2(CO)2]2 in
chloroform are more difficult to assign because the features of the 2DIR spectra are much
broader and the IVR contributions are masked by the overlapping line shapes. Because the
IVR contributions are not resolved, we cannot assign the energy of the |2𝑎𝑎 0𝑠𝑠 ⟩ state. We

see evidence of IVR from 1) the amplitude of the purple cross peak area relative to the
diagonal features is larger at later times and 2) the ESA belonging to the diagonal peak
becomes broader over time. We chose to extract the energetics from the earlier time slices
to minimize the effects of lineshape changes associated with energy transfer on our fitting
results. We can assign the energies of the |0𝑎𝑎 1𝑠𝑠 ⟩ state directly from the detection frequency

of peak 1 (Figure 4.8, blue gaussian) and the energy of |0𝑎𝑎 2𝑠𝑠 ⟩ state from the sum of the
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detection frequencies of peaks 1 and 1’ (blue and orange gaussians from Figure 4.8. The
energy of the |2𝑎𝑎 0𝑠𝑠 ⟩state is determined by the detection frequency of peak 3 (Figure 4.8,

yellow gaussian), and the energy of the |1𝑎𝑎 1⟩ state is determined by the sum of the
detection frequencies of peaks 1 and 3. The energies of the states are reported in Table 4.1
and graphically in Figure 4.10.

Figure 4.8. Slices taken from the 2DIR spectra of [Cp2Fe2(CO)2]2 in chloroform shown at
𝜔𝜔1 = 2002 cm-1 for t2 = 300 fs (left) and t2 = 9 ps (right) waiting times. The gaussian fits are
overlaid (shaded in) and the overall fit is shown with a dotted line.

Like chloroform, the features are much broader for the di-iron complex trapped by
the nanocage, but unlike chloroform, only one isomer, the cis-bridging form, is populated.
Having only one isomer in solution allows one to extract the transition frequencies
associated with the first and second excited state manifolds. The spectra with ω1 = 2000
cm-1 fit to gaussians centered at 1999, 1982, 1955, and 1933 cm-1, and the spectra with ω1
= 1956 cm-1 fit to gaussians centered at 1999, 1981, 1955, and 1933 cm-1. We can assign
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the energies of the |0𝑎𝑎 1𝑠𝑠 ⟩ state directly from the detection frequency of peak 1 (Figure 4.9

top half, blue gaussians) or the detection frequency of peak 4 (Figure 4.9 bottom half,
yellow gaussian). The energy of |0𝑎𝑎 2𝑠𝑠 ⟩ state from the sum of the detection frequencies of

peaks 1 and 1’ (blue and orange gaussians from top half of Figure 4.9). The energy of the
|1𝑎𝑎 0𝑠𝑠 ⟩ state is determined by the detection frequencies of peak 2 (Figure 4.9 bottom half,

yellow gaussians) or peak 3 (Figure 4.14 top half, yellow gaussians). The |2𝑎𝑎 0𝑠𝑠 ⟩ state
energy is determined by the sum of the detection frequencies of peaks 2 and 2’ (yellow and

purple gaussians on bottom half of Figure 4.9). The energy of the |1𝑎𝑎 1𝑠𝑠 ⟩ state is determined

by the sum of the detection frequencies of peaks 3’ (Figure 4.9 top half, orange gaussians)
and 1 or the sum of the detection frequencies of peak 4’ (Figure 4.9 bottom half, orange
gaussians) and peak 2. The state energies agree for both methods of calculation when
applicable and are reported in Table 4.1 and visually in Figure 4.10.
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Figure 4.9. Slices from 2DIR spectra of [Cp2Fe2(CO)2]2 encapsulated in the octahedral
nanocage taken at 𝜔𝜔1 = 2000 cm-1 (top) and at 𝜔𝜔1 = 2000 cm-1 (bottom) at waiting times of
300 fs (left) and 9 ps (right). The transitions for ω1 = 2000 cm-1 (top) are color coded as in
Figure 4.7 and 4.8. For slices at ω1 = 1956 cm-1, blue corresponds to peak 4, orange
corresponds to peak 4’, yellow corresponds to peak 2, and purple corresponds to peak 2’
defined in Fig. 4.2.
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Table 4.1. Transition frequencies from the ground state to the denoted energy level and
anharmonicities (Δ ) of the terminal carbonyl modes of [Cp2Fe2(CO)2]2.

Environment

Hexane

Chloroform

Cage

|1𝑎𝑎 0𝑠𝑠 ⟩ (cm-1)

1963

1956

1955

Δa, (cm-1)

14

|0𝑎𝑎 1𝑠𝑠 ⟩ (cm-1)

2005

2002

1999

Δs, (cm-1)

10

16

17

|2𝑎𝑎 0𝑠𝑠 ⟩ (cm-1)

3912

-----

3888

3944

3938

3936

|0𝑎𝑎 2𝑠𝑠 ⟩ (cm-1)

4000

3989

3981

|1𝑎𝑎 1𝑠𝑠 ⟩ (cm-1)

22
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Figure 4.10.
Energy levels of the 1st and 2nd excited state manifolds of the terminal
carbonyl modes of [Cp2Fe2(CO)2]2 in hexane (blue), chloroform (black), and encapsulated
in the nanocage (red).
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4.5. Extracting the Timescales for Vibrational Energy Transfer
To extract the timescales of vibrational energy transfer and relaxation we analyze
the waiting time dependent amplitude changes of the peaks in the 2DIR spectra of
[Cp2Fe2(CO)2]2 in the different environments. The traces of peaks 1’, 5, 6, 1, and the GSB
of the trans-bridged species are plotted in Figure 4.11 for [Cp2Fe2(CO)2]2 in hexane. The
traces show biexponential kinetics for all features. This indicates that there are multiple
processes involved in the decay of the excited state populations. These spectra were taken
at magic angle polarization, which removes the effects of rotational anisotropy decay from
the spectra so that only the population dynamics remain. The traces associated with peaks
1’, 5, 3’ and 1 are also plotted for [Cp2Fe2(CO)2]2 in chloroform and encapsulated by the
cage also show biexponential behavior (Figures 4.14 and 4.15). A trace of peak 2 is also
included for the encapsulated guest (Figure 4.15). From a biexponential fit of peak 5, we
can extract the timescales for IVR. In hexane, the IVR between the symmetric and
asymmetric modes occurs on the 7-8 ps timescale while the initial drop of the ESA and
GSB features in the asymmetric mode are closer to 1 ps. This implies that the faster
component of the GSB and ESA are distinct from the IVR to the symmetric mode. The
ESA of the 2DIR spectra in hexane have faster overall decays than the GSB, which is
evidence that IVR or some other process is causing the population relaxation of the
symmetric stretching state.
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Figure 4.11.
(a). 2DIR spectrum of the Fe complex in hexane at t2 = 9 ps plotted
with 20 equally spaced contours and traces labelled. Cross peak regions are multiplied by
10 and plotted with the same color scale and 20 equally spaced contours. (b) traces of the
2DIR spectrum with biexponential fits. (c) Traces of the cis-bridging diagonal feature and
trans-bridging diagonal feature. The cis feature was taken at ω1 = ω3 = 2008 cm-1 and the
trans feature was taken at ω1 = ω3 = 1961 cm-1.

When the peak is fit to three exponentials with one constrained to be 25 ps (the
timescale for the repopulation of the GSB), the two other timescales are 0.8 ± 0.1 ps and 8
± 3 ps (Figure 4.13). These results further support that IVR from the symmetric to
asymmetric mode occurs on the 8 ps timescale. Peaks 3 and 4 can be modelled with 8 ps
growths, which is consistent with the growth from IVR in peak 5, but due to their scaling
2 2
𝜇𝜇𝑎𝑎0 their signal to noise ratio is not as high because of the low oscillator strength of
of 𝜇𝜇0𝑠𝑠

the asymmetric stretching mode. We note that the decay of peaks 5 and 6 do not match
with the population decays from peaks 1 and 1’. The decays of peaks 5 and 6 are close to

30 ps, while the decays from peaks 1 and 1’ are closer to 20-25ps, which is consistent with
peaks 5 and 6 evolving in the asymmetric mode during part of the waiting time. The traces
have contributions for both lifetimes of the symmetric and asymmetric modes.
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Figure 4.12.
Traces from peak 3 (left) and peak 4 (right). Modeled crosspeak
kinetics are shown in blue with exponential growths of 8 ps and decays of 28 ps.

Figure 4.13.
Left: Trace of ESA in hexane solution fit to 3 exponentials with one
timescale constrained to 25 ps. The other two timescales extracted are 800 fs and 8 ps.
Right: trace from lower right crosspeak ESA in hexane fit to 3 exponentials with one
timescale constrained to 8 ps. The 8 ps component fits to a growth and two decay
components with timescales of 19 ps and 1.2 ps are observed.

In chloroform and when encapsulated, the timescales of both population relaxation
and IVR are increased for the di-iron complex. The lifetime of the ESA and GSB are both
~22-23 ps in chloroform and 16 ps when encapsulated, which matches with previous results
from pump probe experiments (see chapter 3).116 The growth of peak 5 is faster in
chloroform and when encapsulated with growths of 1.5 ps in chloroform and 1.2 ps when
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encapsulated. These faster IVR timescales are consistent with IVR from the symmetric to
asymmetric mode being mediated by solvent bath modes.121

Figure 4.14.
(a). 2DIR spectrum of Fe dimer in chloroform at t2 = 9 ps plotted with
20 equally spaced contours and traces labelled. Cross peak regions are multiplied by 10.
Cross peaks are plotted with the same color scale and 20 equally spaced contours. (b)
Traces of the 2DIR spectrum with biexponential fits. (c) Traces of the cis-bridging diagonal
feature and trans-bridging diagonal feature. The cis feature was taken at ω1 = ω3 = 2005
cm-1 and the trans feature was taken at ω1 = ω3 = 1963 cm-1.

Figure 4.15.
(a). 2DIR spectrum of Fe complex encapsulated in the octahedral
nanocage at t2 = 9 ps plotted with 20 equally spaced contours and traces labelled. Cross
peak regions are multiplied by 10. Cross peaks are plotted with the same color scale and
20 equally spaced contours. (c) traces of the 2DIR spectrum with biexponential fits. (d)
traces of the cis-bridging symmetric and asymmetric mode diagonal features. The
symmetric feature was taken at ω1 = ω3 = 2000 cm-1 and the asymmetric feature was taken
at ω1 = ω3 = 1954 cm-1.
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Table 4.2. Summary of biexponential timescales extracted from 2DIR spectra of
[Cp2Fe2(CO)2]2 fit to the function f(t) = A1exp(-t/τ1) + A2exp(-t/τ2). The excitation and
detection frequencies for the traces taken are also included and the peaks are defined in
Fig. 4.2. Note that these do not necessarily correspond to the center of the peaks. Growth
features for peaks 5 and 6, τ1 are highlighted in green, and all other reported timescales are
decays.

Peak

Hexane

ω1, cm-1

ω3, cm-1

τ1, ps

τ2, ps

1

2008

2008

1.3

25

1'

2008

1995

0.9

19.9

2 (trans)

1961

1961

2.4

20

5

2008

1980

8

28

6

2008

1950

7

34

1

2008

2008

0.58

23

1'

2002

1980

0.48

22

2 (trans)

1960

1960

0.32

18

5

2002

1970

1.5

23

1

1999

1999

0.91

15

Chloroform

Encapsulated

100

1'

1999

1980

1.3

16.1

2 (cis)

1954

1954

----

30

5

1999

1965

1.2

16.1

By combining the information from Table 4.1 and 4.2 we can attribute the observed
changes and similarities in timescales in IVR to environmentally induced changes in the
energetics of the states. In chloroform, the energy gap between the |1𝑎𝑎 1𝑠𝑠 ⟩ and |1𝑎𝑎 0⟩ state
is 1982 cm-1 while the ESA feature (peak 1’) is centered is at 1980 cm-1. When encapsulated

the energy spacing between peak 5 and 1’ is similar with peak 5 centered at 1981 cm-1
while 1’ is centered at 1982 cm-1. While there is no clear trend from linear coupling
parameters derived from the splitting between the |0𝑎𝑎 1𝑠𝑠 ⟩ and |1𝑎𝑎 0𝑠𝑠 ⟩ states, the changes in

anharmonicity do show a trend which is consistent with changes in IVR. It is possible that
the states coupling to the |0𝑎𝑎 2𝑠𝑠 ⟩ state are also enabling faster IVR to occur in both the
chloroform and encapsulated species.

4.6. Conclusions
We have characterized the effects of encapsulation in the octahedral Pd6L4
nanocage on the vibrational energy levels and timescales associated with IVR between the
terminal carbonyl modes of host molecules. The changes in IVR observed indicate that the
IVR between the symmetric and asymmetric modes of the diiron complex are facilitated
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via intermolecular interactions. The diiron complex has stronger coupling to the
chloroform and nanocage environments than to hexane as evident from the broader
lineshapes, decreased vibrational lifetimes. Furthermore, the use of the Pd6L4 nanocage
allows for the isolation of a single isomer of the iron carbonyl complex and its
characterization alone. It may be possible to extend this approach to study other fluxional
species or isolate specific deactivation pathways.
The changes in the 0 to 1 transitions of the diiron complex from hexane to
chloroform and when encapsulated are consistent with increased back bonding between the
carbonyls and the iron centers. With increased back bonding, it is expected that the
vibrational lifetimes would decrease and the absorption energy would redshift because
electrons from the metal center populate the antibonding π* orbitals of the carbonyls.122
Changes in back bonding can be an important parameter for tuning catalysts which
methanate CO or CO2 via dissociative mechanisms, where the carbon monoxide first binds
to a metal and then the carbon and oxygen dissociate before the carbon is hydrogenated.123
Increases in π backbonding tends to reduce the C-Metal bond distance and decrease the CO
bond order, which could increase efficiency.124
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Chapter 5
5. Two-Dimensional Infrared Spectroscopy of Hydrogen Bonded
Phylloquinone
The work in preparation for publication to J. Phys. Chem. B.:
Meloni, S. L.; Askelson, P.; Hoffnagle, A.; Anna, J. M. “Two-Dimensional Infrared
Spectroscopy of Hydrogen Bonded Phylloquinone”, in preparation for J. Phys. Chem. B.

5.1. Overview of Chapter 5
We present two-dimensional infrared (2DIR) spectra for phylloquinone (PhQ) in a
protic and aprotic solvent in order to elucidate the impact of hydrogen bonding on PhQ.
Applying 2DIR spectroscopy to PhQ in the different solvents we investigate how hydrogen
bonding alters the anharmonicities and vibrational lifetimes associated with the carbonyl
stretching modes. The results are interpreted through DFT calculations, molecular
dynamics simulations, and simulated 2DIR spectra based on a modified Kubo line shape.
We find that hydrogen bonding acts to decouple the carbonyl stretching modes, resulting
in a decrease in the vibrational anharmonicities. In addition we find that hydrogen bonding
decreases the vibrational lifetime by ~30% and that hydrogen bonding leads to decreased
inhomogeneous broadening and faster bath correlation times. The decreased anharmonicity
indicates that the potential energy surface of hydrogen bonded PhQ is more harmonic than
that of non-hydrogen bonded PhQ, while the faster bath correlation times map to more
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coupling to bath degrees of freedom. Taken together, these results give insight into the role
of local interactions such as hydrogen bonding in tuning the reactivity of PhQ, and provide
a framework with which to interpret spectra in more complicated systems such as PhQ in
biological systems including photosystem I.
Noncovalent and non-bonding interactions are ubiquitous across chemical
processes as a way to tune structure, properties, and reactivity.81,125–127 The same class of
interactions carries out a range of functions in natural and synthetic systems, from
determining the secondary and tertiary structure of folding proteins to driving the selfassembly of inorganic nanocages. Comprising electrostatics, van der Waals forces, πeffects, and hydrophobic interactions, the many weak interactions occurring in biological
systems can impart unique and possibly unexpected chemical properties onto cofactors.
Understanding the structure-function relationship of different noncovalent interactions in
biological systems could allow for a simpler tuning of synthetic systems for specific
reactivity via those interactions, and as such is an area of ongoing interest.
Elucidating the structure-function relationship in natural systems is not a
straightforward process, as a single noncovalent interaction is not sufficient to describe the
complex innerworkings of the system. An example of this is the photosystem I (PSI) trimer,
where over 300 cofactors are tightly packed and spatially oriented by the protein complex.
It is of interest to understand the role of noncovalent interactions in PSI for its near-unity
quantum yield of charge separated states, which could be harnessed as a step in synthetic
light harvesting processes. Some insight is offered in the reaction center, where chemically
identical cofactors are bound in two branches by the PSI protein scaffold. The electron
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transfer across the B branch is an order of magnitude greater than that across the A branch,
with a major difference being that the phylloquinone (PhQ) cofactor in the A1 binding site
experiences different environments in the A and B branches, changing the midpoint
potential and rate of electron transfer to the iron-sulfur clusters.128 PhQ is bound to the A1
site by hydrophobic interactions with its long hydrocarbon tail, and the naphthoquinone
headgroup shows indications of π-π stacking. The clearest difference between the A1A and
A1B binding sites is the presence of a hydrogen bond between the A1A PhQ cofactor and a
leucine side chain.129 We can use vibrational spectroscopies to probe how this hydrogen
bond fundamentally impacts the PhQ cofactor.130–132
Infrared spectroscopy is a powerful method for investigating the structure and
dynamics of small molecules in proteins and solutions. Vibrational chromophores are
sensitive to their local environment133–135 and act as site-specific probes of changes due to
electric fields,11,134,136,137 weak interactions,10,57,116,138 and complexation.28 Many studies
have been conducted which incorporate non-native amino acids or other minimally
perturbative vibrational probes to study microscopic environments of chemical and
biological systems.9,135,139–142 Carbonyl modes in particular are a common motif in
chemical and biological systems which provide a native spectroscopic marker in the
infrared, making it possible to study complicated structures such as proteins through the
amide I mode, as well as small molecules common to biological systems such as
chlorophylls and quinones. Linear spectra including Fourier Transform infrared (FTIR)
spectroscopy report the time-averaged ensemble measure of a molecule’s ground state
potential energy surfaces (PES) through the 0-1 vibrational transitions. The PES dictates a
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molecules’ equilibrium dynamics, so characterizing the higher order PES terms is useful
for understanding and explaining reactivity trends. One way to expand the description of
the PES is using nonlinear spectroscopies such as two-dimensional infrared (2DIR)
spectroscopy to describe the second order manifold of states. Due to its high spectral and
temporal resolution, 2DIR is uniquely suited to studying noncovalent interactions and has
previously demonstrated its efficacy in studies of protein structure,64 dynamics143,
quinones,144 and particularly hydrogen bonding.145 We aim to understand the impact of
hydrogen bonding on the PhQ cofactor in order to gain insight into the role of hydrogen
bonding in modulating the properties of PhQ in the PSI reaction center, as well as to
understand more deeply how hydrogen bonding perturbs the ground state PES.
In this work, we applied 2DIR spectroscopy to probe how hydrogen bonding alters
the vibrational PES of PhQ. We report the full characterization of neutral PhQ molecules
in hydrogen bonding and non-hydrogen bonding environments with FTIR and 2DIR. We
assign the infrared absorption peaks of PhQ in hexane and hexanol with DFT calculations,
and we use molecular dynamics (MD) simulations to characterize the population of
hydrogen bonded species. The peak amplitudes of different spectral features in the 2DIR
spectra were plotted as a function of time and then fit with exponential decays to extract
rough vibrational lifetimes. We find that the vibrational lifetime of the hydrogen bonded
species decays faster than non-hydrogen bonded species. Given the overlapping transitions
associated with the hydrogen bonded and non-hydrogen bonded species – the
anharmonicities were extracted through simulating the 2DIR spectra. The 2DIR spectra
were simulated using a modified Kubo model and the results from DFT calculations and
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MD simulations were used as input. The DFT calculated oscillator strengths were used to
construct basis spectra for the hydrogen-bonded and non-hydrogen bonded species. The
basis spectra were weighted by their contributions to the trajectories from MD simulations.
The microscopic dephasing parameters were adjusted to find a suitable agreement with the
experimental 2DIR and FTIR spectra. We find that hydrogen bonding results in faster
vibrational lifetimes, decoupling of the carbonyl modes, and decreased anharmonicity. We
find that the bath correlation times for for hydrogen bonded PhQ are faster and have lower
inhomogeneous distributions of frequencies sampled.

5.2. Experimental Methods
Sample Preparation and Linear Spectra: FTIR spectra were collected on a Jasco
FT/IR-4600 spectrometer at 2 cm-1 resolution using an attenuated total reflection (ATR)
sample cell (PIKE 022-1058) and averaging 40 scans. For all spectra the atmospheric
background was subtracted. Pure PhQ was obtained in liquid form from Sigma Aldrich.
All solvents were obtained from Sigma Aldrich with a purity of 99+%. Samples were
prepared by dissolving PhQ in one of the solvents such that an ODs of less than 0.3 were
maintained for the carbonyl stretches. Concentration-dependent FTIR were measured to
rule out aggregation effects.
DFT Calculations: To interpret the IR spectra we performed density functional
theory (DFT) calculations at the B3LYP/cc-pVDZ level using the Gaussian 09 software
package .106,146 Geometry optimizations and frequency calculations of PhQ were performed
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in vacuum and with the hexane and hexanol PCM to account for the non-hydrogen bonded
species.147 To account for the effects of hydrogen bonding on the vibrational modes of
phylloquinone, two-layered ONIOM geometry optimizations and frequency calculations
were performed.148 The ONIOM calculation was used to treat hydrogen bonded hexanol
molecules explicitly with the semi-empirical method PM3, which has been shown to
describe hydrogen bonding qualitatively correctly.149 The choice of PM3 enables for the
calculation of the PhQ vibrational modes at a high level of theory (B3LYP/cc-pVDZ)
without having to use a computationally expensive method for the hexanol molecules,
whose vibrational modes were not the focus of these studies.
Molecular Dynamics Simulations: To characterize the free and hydrogen bonded
population of PhQ, MD simulations of PhQ in 1-hexanol were performed. AMBER style
force fields for PhQ and 1-hexanol were generated from atomic charges calculated via least
squares RESP fitting at the HF/6-31G* level using the optimized B3LYP/cc-pVDZ
geometries.68,150 Other bonded and non-bonded interactions were taken from GAFF using
Ambertools14.151,152 For each MD simulation, a single molecule of PhQ was placed in a
uniform box of at least 700 solvent molecules with periodic boundary conditions, and the
starting geometries were optimized by minimizing forces to a threshold of 100 kJ/mol.
Velocities were generated at 300 K and pressures were equilibrated at 1 atm for 250-500
ps.153 MD simulations were then performed for 100 ns with 2 fs time steps, and data was
saved every 10 fs using Gromacs 5.0.154–156 For all simulations, electrostatic interactions
were calculated using the particle mesh Ewald summation.157 Trajectory data were
processed with Gromacs binaries as well as python programs written partially in
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Python3.158–160 Over the course of the 100 ns trajectory, the number of hydrogen bonds to
each carbonyl unit of the PhQ molecule were recorded. In this analysis, a hydrogen bond
was defined as having a bond distance of less than or equal to 3.5 Å between the hydrogen
of the alcohol (the hydrogen bond donor) and the oxygen of the carbonyl group (the
hydrogen bond acceptor) and a bond angle between the PhQ carbonyl unit and the solvent
protic hydrogen atoms of less than or equal to 30 degrees. In doing so, we measure the
extent of hydrogen bonding experienced by each of the carbonyl groups of the PhQ.
2DIR Experimental Setup: 2DIR spectroscopy is a third order nonlinear
spectroscopy where three incoming laser pulses (E1, E2, and E3) interact with the sample,
inducing a third order nonlinear polarization that leads to the emission of signal (Es).161
The first pulse, E1, interacts with the sample initializing the t1 time period and creating a
coherence. The coherence evolves during the t1 time period which is ended by the
interaction of the second pulse E2. The second pulse initiates the t2 time period, the waiting
time, where the system is free to evolve in either a population or excited state vibrational
coherence. The interaction of the third laser pulse, E3, marks the end of the waiting time
and beginning of the t3 time where the system evolves in another coherence. Fourier
transformation along the t1 axis yields the ω1 axis of a 2D spectrum while Fourier
transformation along the t3 axis is performed experimentally by the grating of the
spectrometer to yield the ω3 axis.
Absorptive 2DIR spectra were obtained in the pump-probe geometry and our
experimental setup is based on previous designs.69 Briefly, a tunable mid-infrared pulse is
generated by pumping a two stage optical parametric amplifier (Light Conversion TOPAS
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C) with 60% of the output of a 800 nm 100fs 1kHZ Ti:Sapphire regenerative amplifier
(4W, Coherent Libra). The resulting signal and idler are difference frequency mixed in a
commercial DFG (Light Conversion) to generate a mid-IR pulse centered at 6 μm with a
pulse width of ~130cm-1. A calcium fluoride wedge (3 degrees, ISP optics) splits the midIR pulse into a pump and probe pulse. The pump pulse enters a 4-f pulse shaper (Phasetech)
to generate two phased locked pulses (E1 and E2) separated by a time delay t1.69 The 2DIR
spectra are obtained by scanning the t1 time delay with the pulse shaper from 0 to 5 ps in
time steps of 20 fs using a rotating frame frequency of 1400 cm-1. Phase cycling was used
to remove background and scatter where a (0,0), (0, π), (π, π), (π, 0) pulse sequence scheme
was used.69 The t2 waiting time between the pump pulse pair (E1 and E2) and the probe
pulse (E3), is controlled by a motorized delay stage (Newport ILS250CCL). The t2 time
was stepped from -0.2 to 5 ps in varying timesteps to measure the 2DIR spectra, and 1700
spectra were averaged for every spectrum obtained. The polarization of the pump and probe
pulses was set to be parallel. The signal and probe pulse are dispersed with a 150 lines/mm
grating blazed for 4 µm, then imaged onto the bottom row of a [64x2] MCT array detector.
The detector is interfaced with a FPAS spectrometer (Infrared Systems Development). The
beam path was enclosed and purged with dry nitrogen to maintain a relative humidity
below 6%.
A 50/50 beam splitter is placed in the probe beam path before passing through the
sample cell. The transmitted portion of the probe pulse is used as a reference for noise
suppression based on the protocol laid out by Ge and coworkers,74 and is imaged on the
top row of the [64x2] MCT array detector. Before a 2DIR scan is taken, 28,200 laser shots
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of the probe and reference are measured with the sample in place, but the pump pulse
blocked. The number of laser shots is set to be equivalent to the number of shots required
to obtain a single t1 scan with the desired averaging. From the shots, a rectangular [64x64]
correlation matrix K is constructed according to Equation 1 where ΔIprobe is the difference
between consecutive probe pulses and ΔIref is the difference between consecutive reference
pulses:
𝑇𝑇 −1

𝐾𝐾 = ΔIprobe (ΔIref )T �ΔI𝑟𝑟𝑟𝑟𝑟𝑟 �ΔI𝑟𝑟𝑟𝑟𝑟𝑟 � �

Once K is obtained it is used to remove additive noise from the 2DIR signal
according to the following expression (Eq. 5.2).
𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑡𝑡1 , 𝜔𝜔3 ; 𝑡𝑡2 ) =

(𝐼𝐼00 − 𝐼𝐼𝜋𝜋0 )𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝐾𝐾(𝐼𝐼00 − 𝐼𝐼𝜋𝜋0 )𝑟𝑟𝑟𝑟𝑟𝑟 + (𝐼𝐼𝜋𝜋𝜋𝜋 − 𝐼𝐼0𝜋𝜋 )𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
− 𝐾𝐾(𝐼𝐼𝜋𝜋𝜋𝜋 − 𝐼𝐼0𝜋𝜋 )𝑟𝑟𝑟𝑟𝑟𝑟

Scorr is the noise subtracted 2DIR signal using the above indicated phase cycling scheme
measured as a function of t1 and ω3, at a specific time t2. The intensity detected for each
phase cycling condition is given as Iϕ1ϕ2, where ϕ1 and ϕ2 are the relative phases of the
two pump pulses, E1 and E2. To obtain the absorptive 2DIR spectrum Scorr is Fourier
Transformed along the t1 axis, and the procedure is repeated for each t2 time. 1700 spectra
were averaged to construct a single t2 timepoint. We see a typical signal to noise ratio
improvement of around 10 by using this referencing scheme compared to a ratiometric one.
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5.3. Steady State Spectroscopy and Quantification of Hydrogen Bonding
To investigate the effects of hydrogen bonding on the carbonyl vibrational modes
of PhQ we measure and compare the spectra of PhQ in hexane and hexanol. Hexane serves
as the non-hydrogen bonding control solvent, while hexanol serves as the hydrogen
bonding solvent.
We first report and assign the FTIR spectra of PhQ in the two solvents. Figure 5.1
displays the FTIR spectra in the carbonyl stretching region for PhQ in hexane (blue) and
hexanol (green), along with the molecular structure of PhQ. The carbonyl units are denoted
CO1 and CO4. In hexane, the FTIR exhibits one main peak centered at 1666 cm-1, which
is assigned to the asymmetric carbonyl stretching mode131,162,163. In the hydrogen bonding
hexanol, the FTIR has three main spectral differences compared to hexane, the nonhydrogen bonding solvent: (1) the main peak is red shifted by ~1 cm-1 to 1665 cm-1, (2) the
transition is spectrally broadened, and (3) an additional shoulder is observed around 1656
cm-1. Previous studies indicate the that the shoulder at 1656 cm-1 arises from hydrogen
bonding. Experimental FTIR difference studies164,165 and theoretical calculations132 have
demonstrated that the carbonyl stretching features of quinones are split upon incorporation
into quinone binding sites of different photosynthetic reaction centers, regardless of the
symmetry of the molecule—suggesting the structure of the binding site leads to the
splitting. Investigations on PhQ in PSI specifically have shown the binding sites are
asymmetric, due to a hydrogen bond between the leucine side chain and the PhQ
carbonyl.130–132 Whereas the local structure of the PSI binding pocket only allows for the
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formation of one hydrogen bond, in solution PhQ can form two hydrogen bonds per
carbonyl group for a total of four hydrogen bonds. To assign the FTIR spectra of PhQ in
hexanol, we thus determined the number of different hydrogen bonding species and their
prevalence through MD simulations. We then performed DFT calculations on the most
prominent hydrogen bonding species to extract their associated vibrational frequencies.

Figure 5.1.
The structure of PhQ is shown (top), where the carbonyl units
CO1 and CO4 are denoted by the numbering of the carbon atoms. The FTIR spectra
of PhQ in hexane (blue) and hexanol (green) are plotted in the carbonyl stretching
region (bottom).

From the MD trajectories, we find that three species constitute over 99% of the
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trajectory: free phylloquinone with no hydrogen bonds (PhQ:0HB), phylloquinone with 1
hydrogen bond to either the CO1 or CO4 carbonyl unit (PhQ:1HB), and phylloquinone
with two hydrogen bonds where each carbonyl unit participates in one hydrogen bond
(PhQ:2HB). The average contributions of the different HB species to the total trajectory
follow: 60.9% as PhQ:0HB, 34.7% as PhQ:1HB (16.7% HB to CO1 and 18.0% HB to
CO4), and 4.2% for PhQ:2HB. Given that the contribution from the doubly hydrogen
bonded species (PhQ:2HB) is small at 4.2%, we only consider free PhQ (PhQ:0HB) and
singly hydrogen bonded PhQ (PhQ:1HB) in interpreting the linear and 2DIR spectra. We
note that though the percent contribution of each hydrogen bonding species to the total
trajectory fluctuates considerably over the early frames of the trajectory, it converges by
100 ns.
We performed DFT and ONIOM calculations on the PhQ:0HB and PhQ:1HB to
assign the FTIR spectra. We note that as the contribution of PhQ:2HB is small it is not
included in the interpretation, but the optimized geometry is reported in the SI. The
optimized geometries of the PhQ:0HB and PhQ:1HB are shown in Figure 5.2a-c, while the
resultant calculated frequencies are shown in Figure 5.2d. The phytyl tail is included in the
calculations but is truncated in the figure for better visual representation. The nuclear
motion associated with the carbonyl groups is indicated with arrows superimposed on the
optimized structures; the transition frequencies and relative oscillator strengths are denoted
by stick spectra. For the non-hydrogen bonded calculations, a polarizable continuum model
(PCM) was used to account for the dielectric constant of the solvent. We performed two
calculations, one using the PCM for hexane to describe PhQ in the non-hydrogen bonding
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control solvent, and one using the PCM for hexanol to describe the non-hydrogen bonded
species in hexanol. The calculation results for PhQ in hexane and for the PhQ:0HB in
hexanol are similar so we only discuss the hexanol results. The displacement vectors and
stick spectra superimposed on FTIR spectra of PhQ in hexane are shown in Figure 5.3.

Figure 5.2.
DFT and ONIOM optimized structures of PhQ with (a) 0
hydrogen bonded molecules (black arrows and stick spectra), (b) 1 hydrogen
bonded solvent molecule to CO1 (pink arrows and stick spectra), and (c) 1
hydrogen bonded solvent molecule to CO4 (purple arrows and stick spectra) are
displayed. (d) The corresponding stick spectra are plotted, with the black arrows
and spectra corresponding to 0 hydrogen bonds, the pink arrows and spectra
corresponding to a CO1 hydrogen bond, and the purple arrows and spectra
corresponding to a CO4 hydrogen bond. The total experimental FTIR in hexanol,
as well as the stick spectra and fittings, are at the bottom. A scaling factor of 0.9717
was applied to the theoretical frequencies.
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Figure 5.3.
Vibrational spectra of PhQ in vacuum in the carbonyl stretching
region. Geomtry optimziations and vibriaotnal spectra were performed at the
B3LYP/cc-pVDZ level. A scaling factor of 0.963 was applied to the theoretical
frequencies. Modes with displacement vectors are shown on the right labeled as a,
b, c, in the FTIR spectra on the right.

5.4. 2DIR Spectra
Through FTIR, DFT and MD simulations we have characterized the energetics of
the zero to one quantum transitions and determined the relative populations of the different
hydrogen bonding species. In this section we present the 2DIR spectra of PhQ in hexane
and hexanol through which we characterize the energetics for the one to two quanta
transitions, vibrational lifetimes, and system-bath interactions. The experimental 2DIR
spectra of PhQ dissolved in hexane (top) and hexanol (bottom) are displayed in Figure 5.4.
Two representative normalized spectra are shown at waiting times of 200 fs and 1 ps with
12 evenly spaced contours. The FTIR spectra is also plotted and vertical and horizontal
lines are superimposed on the 2DIR spectra that correspond to the transition frequencies in
the linear FTIR spectra. The slices taken at a particular excitation frequency are plotted and
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depicted in the far-right column of Figure 5.4.

Figure 5.4.
The 2DIR spectra of phylloquinone in hexane (top row) and
hexanol (bottom row) are shown at waiting times of t2 = 200 fs and t2 = 1 ps. The
corresponding linear spectrum of each is displayed above the 2D spectra. Slices at
the excitation frequencies marked by the solid or dashed line are plotted in the right
column.

The 2DIR spectra are rich in information—we can extract parameters relating to
the curvature of the PES of the carbonyl stretching modes from the position of the GSB
and ESA peaks; monitoring the time-dependent amplitude changes of the peaks, we can
also extract the vibrational lifetimes; and the PhQ-bath interactions are characterized
through changes to the 2D lineshape. However, to aid in interpretation we must choose an
appropriate model for the system energy levels. We thus describe the 2DIR spectra of PhQ
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in hexane and hexanol in terms of a 3-level and 6-level system; both are shown, along with
corresponding schematic spectra, in Figure 5.5. In the hexane solution, the 3-level system
provides an accurate description (Fig. 5.5a). The 0 to 1 transition results in a negative
ground state bleach (GSB) feature, represented by a blue peak along the diagonal. The
corresponding experimental peak is assigned to the asymmetric stretching carbonyl mode.
The 1 to 2 transition results in a positive excited state absorption (ESA) feature, represented
by the yellow peak below the GSB. The ESA is located at the same ω1 as the GSB, but redshifted along ω3 axis due to the anharmonicity of the carbonyl stretching mode. The

Figure 5.5.
Schematic Energy level diagrams and 2D spectra for a (a) 3level system and (b) 6-level system.
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In hexanol, the MD simulations show that PhQ predominantly exists as two distinct
chemical species: PhQ:0HB and PhQ:1HB. In interpreting the 2DIR spectra of PhQ in
hexanol we consider the PhQ:0HB and PhQ:1HB as two species that do not interconvert.
Previous studies have shown that timescale for the formation and breaking of hydrogen
bonds for primary alcohol solvents is ~10 ps timescale.166 As our experimental timescale
for probing the dynamics of PhQ is limited by the vibrational lifetime of PhQ (~3-4 ps) we
do not account for interconversion in the 2DIR spectra, and consider the 2DIR spectrum to
be the sum of the 2DIR spectra of the two species. The PhQ:0HB species can be described
by the same 3-level system as PhQ in hexane, while the PhQ:1HB species can be described
using a 6-level system. The energy level energy diagram and schematic 2DIR spectrum for
the 6-level system are shown in Figure 5.5b, where the lower-energy transition (j)
represents the hydrogen-bonded carbonyl unit and the higher-energy carbonyl unit (k)
represents the non-hydrogen bonded carbonyl. For the 6-level system, we expect 8 peaks
to contribute to the 2DIR spectrum that arise from allowed transitions. Along the diagonal
there are two GSB features that arise from the 0 to 1 transitions of the two carbonyl units j
and k, and their corresponding excited state absorptions arising from the 1 to 2 transitions.
Crosspeaks are also present as the two carbonyl units share a common ground state. This
gives rise to GSB features at 𝜔𝜔1 , 𝜔𝜔3 = 𝜔𝜔1𝑗𝑗0𝑗𝑗 , 𝜔𝜔1𝑘𝑘0𝑘𝑘 and 𝜔𝜔1 , 𝜔𝜔3 = 𝜔𝜔1𝑘𝑘0𝑘𝑘 𝜔𝜔1𝑗𝑗0𝑗𝑗 , as well as
off diagonal ESA features associated with transitions to the combination band 1𝑗𝑗 1𝑘𝑘 . For

the schematic 2DIR spectrum the difference in energy between the transitions j and k was
chosen to highlight the different possible peaks. As the transitions become more similar in
frequency, as is the case for PhQ:1HB, the 2DIR spectrum becomes more congested and
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overlapping GSB and ESA features can minimize the appearance of peaks. For the
PhQ:1HB species we would expect to see two diagonal peaks at 1665 cm-1 and 1656 cm-1.
The evolution of the 2D lineshape of the GSB indicates that PhQ in hexane is
mostly homogeneously broadened. The 2DIR spectra of PhQ in hexanol are more
complicated due to contributions from both the PhQ:0HB and PhQ:1HB, which do not
interconvert and are described by the 3-level system and 6-level system, respectively. In
this framework, the main peak centered at 1665 cm-1 has contributions from both the free
and hydrogen bonded PhQ species, while the smaller shoulder at 1656 cm-1 arises purely
from the hydrogen bonded species. From the calculations, we expect the GSB energies of
the two different PhQ:1HB species (CO1 vs CO4) to be slightly different, but we do not
expect this difference to be resolvable by the experimental technique. The GSB features
show elongation along the diagonal at early time, but becomes round as the waiting time
increases, indicating the PhQ in hexanol experience different line broadening mechanisms
than the PhQ in hexane. In Figure 5.4, the dotted green lines mark the position in ω1 and
ω3 of the shoulder, while the solid green lines mark the positions in ω1 and ω3 of the main
peak. The points where the dotted and solid lines intersect above and below the diagonal
mark the positions of cross peaks, which explicitly show coupling between the different
vibrational modes. Cross peaks can also indicate chemical exchange but it is expected that
the hydrogen bonding dynamics will be much slower than the lifetime of the carbonyl
modes studied here.26,166,167
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5.4.1. Energetics
The curvature of the vibrational PES is related to the anharmonicity. For PhQ in
hexane the anharmonicity can be extracted from the 2DIR spectra by taking slices along a
given excitation frequency or from the corresponding pump-probe spectra. The
anharmonicity is the energy difference between the 0 to 1 and 1 to 2 transitions, which can
be obtained from fitting the GSB and ESA to gaussian functions to extract the transition
frequencies of the relevant states. We took slices for the diagonal transitions of PhQ in
hexane at ω1 = 1666 cm-1, and in hexanol at ω1 = 1656 cm-1, 1665 cm-1 in order to extract
the anharmonicity. From inspecting the hexane slice extrema, we would obtain an
anharmonicity of 18 cm-1, which is consistent with those found for other quinones in
chloroform.144 The spectra in hexanol cannot be objectively evaluated in this manner, or
by fitting to gaussian function, because unresolved crosspeaks between the two diagonal
features interfere with the signal. To extract the anharmonicities and the timescales for
system bath interactions, we simulated the spectra using a modified Kubo lineshape. Before
simulating the spectra, we first extract the vibrational lifetimes from the 2DIR spectra. We
then use this information, along with information from the FTIR, MD simulations. and
DFT calculations to build a model of PhQ in hexane and hexanol based on the Kubo
lineshape.

5.4.2. Vibrational lifetimes
From monitoring the amplitude of the diagonal GSB/SE features we extract the
vibrational lifetimes associated with the PhQ in the different solvent environments. The t2
dependent amplitude of the diagonal peaks were obtained by taking a trace at ω1 = ω3 =
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1666 cm-1 in hexane, and ω1 = ω3 = 1665 cm-1, 1656 cm-1 in hexanol. The traces are
displayed in Figure 5.6, along with exponential fittings. The blue circles plot the amplitude
of the hexane peak, the green circles plot the amplitude of the hexanol non-hydrogen
bonded peak, and the green crosses plot the amplitude of the hexanol hydrogen bonded
peak, while the solid and dashed lines indicate the fit. In hexane the peak decays with two
time components, 0.66 ± 0.06 ps and 3.2 ± 0.72 ps accounting for 73% and 27% of the
amplitude respectively. In hexanol the non-hydrogen bonded peak evolves with very
similar kinetics as hexane, 0.67 ± 0.04 ps and 4.3 ± 0.96 ps which account for 79% and
21% of the amplitude. The hydrogen bonded shoulder decays with a single exponential
time component of 0.64 ± 0.05 ps. The hexane peak and hexanol main peak follow the
same relaxation timescales within experimental error. However, a larger portion of the
molecules in hexanol evolve with the faster time component, which is due to the main peak
having contributions from both hydrogen bonded and non-hydrogen bonded species.
Additionally, the shoulder arising purely from hydrogen bonded species exhibits only a
single fast decay component. The larger contribution of the faster timescale to the
vibrational relaxation of PhQ in hexanol indicates that the hydrogen bonding acts to more
effectively couple the PhQ modes to lower-energy bath modes, causing more effective
vibrational energy dissipation. The sub-picosecond component of all three decays is the
same within error and indicates the hydrogen bonded and non-hydrogen bonded peaks have
the same decay mechanism, but further analysis of cross peaks is necessary to determine
the relaxation pathway. The longer component of the hexane and the hexanol main peak is
in line with the expected picosecond vibrational lifetime, but a smaller fraction of the
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molecules in hexanol are able to decay with this time component. The traces show that
hydrogen bonding favors faster overall vibrational relaxation due to stronger coupling to
the bath.

Figure 5.6.
The volumes of peaks in the 2DIR spectra were integrated and
plotted as a function of t2 time in hexane (blue) and hexanol (green). The circles
indicate peaks corresponding to the non-hydrogen bonded contribution, while the
cross is the contribution from the hydrogen bonded shoulder in hexanol.

5.5. Kubo Lineshape Simulations

To simulate the 2DIR spectra we applied the Kubo lineshape to a simulation using
standard response functions for the hydrogen bonded and non-hydrogen bonded
spectra.61,143 The lineshape is derived from the correlation function given by eq 5.3 and
assumes a gaussian random distribution of frequencies: 61
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Where Δ is the width of the distribution of frequency distribution, the
inhomogeneous line width, τc is the correlation time for the bath, and τR is a timescale
associated with relaxation pathways such as dephasing and vibrational relaxation. The
lineshape function is then:
𝑡𝑡

𝑔𝑔(𝑡𝑡) = � C(𝜏𝜏)(𝑡𝑡 − 𝜏𝜏)𝑑𝑑𝑑𝑑 = Δ2 𝜏𝜏𝑐𝑐2 �exp �−
0

𝑡𝑡
𝑡𝑡
𝑡𝑡
� + − 1� +
𝜏𝜏𝑐𝑐
𝜏𝜏𝑐𝑐
𝜏𝜏𝑅𝑅

The lineshape function was used to simulate the third-order response functions under the
cumulant expansion. For example, the response function R1 for a diagonal peak is shown
below:
4
𝑅𝑅1 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = 𝑖𝑖𝜇𝜇01
exp�−𝑖𝑖𝜔𝜔00,01 𝑡𝑡1 − 𝑖𝑖𝜔𝜔00,01 𝑡𝑡3 �
𝑡𝑡1

× �exp �+𝑖𝑖 � 𝛿𝛿𝜔𝜔01 (𝜏𝜏)𝑑𝑑𝑑𝑑 − 𝑖𝑖
0

𝑡𝑡1+𝑡𝑡2 +𝑡𝑡3

�

𝑡𝑡1 +𝑡𝑡2

𝛿𝛿𝜔𝜔01 (𝜏𝜏)𝑑𝑑𝑑𝑑��

We evaluate R1 under the cumulant expansion to obtain the following:
𝑅𝑅1 (𝑡𝑡1 , 𝑡𝑡2 , 𝑡𝑡3 ) = 𝑖𝑖ξ2 Yμ401 exp(−𝑖𝑖𝜔𝜔01 𝑡𝑡1 − 𝑖𝑖𝜔𝜔01 𝑡𝑡3 )

× exp[−𝑔𝑔∗ (𝑡𝑡3 ) − 𝑔𝑔(𝑡𝑡1 ) − 𝑔𝑔∗ (𝑡𝑡2 ) + 𝑔𝑔∗ (𝑡𝑡2 + 𝑡𝑡3 )
+ 𝑔𝑔(𝑡𝑡1 + 𝑡𝑡2 ) − 𝑔𝑔(𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 )]
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For ESA pathways, the term -iω01t3 is replaced with -i(ω01-ΔA)t3 and the anharmonicity is
allowed to vary. The transition dipole moments were taken from DFT calculations. Y is
the polarization dependent tensor component of the response functions with the
reorientational contribution neglected.66 With parallel polarization, the diagonal peaks
were given weights of 9/5 and the crosspeaks were given weights of 2/3. The parameter ξ
is a scaling parameter introduced to account for differences between µ01 and µ12. In the
harmonic approximation, ξ is √2, but we allowed it to vary since the vibrational potentials
are explicitly anharmonic.

The Kubo lineshape alone was not sufficient to describe the elongation of the ESA
features along the ω3 axis. We attribute this to faster dephasing of the excited states
compared to the ground states, which arises from the additional population processes such
as IVR and population relaxation which are only available to ESA pathways. To account
for the elongation of the ESA features along the ω3 axis, we multiplied the corresponding
GSB dephasing components with an additional dephasing term (T2) to reach the following:
𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑅𝑅𝐺𝐺𝐺𝐺𝐺𝐺 exp �−

𝑡𝑡3
�
𝑇𝑇2

The parameters ξ, Δ, ΔA, T2, and τc were allowed to vary to reproduce the 2DIR
spectra. To ensure the fitness of the simulation parameters, we minimized the residual
between two pieces of data: FTIR spectra simulated with the lineshape function, and slices
from the 2DIR spectra taken along a specific excitation frequency. This reduces the
likelihood that multiple sets of parameters could be used to recreate the experimental
spectrum. The FTIR was simulated from linear response functions, weighted with the MD
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results. The slices were taken directly from the simulated 2DIR spectra.
The results of simulating PhQ in hexane are displayed in in Figure 5.7 along with
the experimental data. The simulated spectra are purely homogeneously broadened with Δ
= 0 cm-1 and τR = 1.2 ps. We also used T2 = 600 fs for the ESA dephasing term (referenced
in eq 10) for the hexane simulations. The results are reported in Table 5.1.

Figure 5.7.
Comparison of the experimental (left) and simulated (right)
spectra of PhQ in hexane at 200 fs (top) and 1 ps (bottom).
To simulate the 2DIR spectra of PhQ in hexanol, we simulate the 2DIR spectra of
the PhQ:1HB and PhQ:0HB species separately then take the sum weighted by the results
of the MD simulation. The hydrogen bond lifetime in alcohols is typically longer167 than
the 1 ps we simulate, so we do not consider interconversion between the species and can
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treat them separately. Figure 5.8 depicts the individual hydrogen bonded and non-hydrogen
bonded spectra, along with the total simulated spectrum and the experimental spectrum.
From our lineshape function in Eq. 5.4, our τR for the hydrogen bonded species was 1.54
ps and for the non-hydrogen bonded species was 4.2 ps.

Figure 5.8.
Comparison of experimental (first column) and simulated
spectra (columns 2-4) of PhQ in hexanol. Early times of 200 fs are shown on the
top row, and later times of 1 ps are shown on the bottom row. Column 2 depicts the
full simulated spectrum, while columns 3 and 4 depict the simulated spectra of the
non-hydrogen bonded and hydrogen bonded species, respectively.
A summary of the parameters extracted from the simulated spectra can be seen in
Table 5.1. The simulations of PhQ in hexane give an anharmonicity of 15 cm-1. PhQ in
hexanol can be simulated by breaking the spectra into two components, one hydrogen
bonded, and one non-hydrogen bonded. For the hydrogen bonded species, we extract a
frequency distribution with Δ of 2.5 cm-1, a solvent correlation time of 0.75 ps, and an
anharmonicity of 13 cm-1. The non-hydrogen bonded species have the same anharmonicity
as the PhQ in hexane, but their Δ is 5.0 cm-1 and their solvent correlation time is 1.5 ps.
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The difference in Δ between the hexane spectrum and the non-hydrogen bonded hexanol
spectrum simulations indicates that the non-hydrogen bonded PhQ in hexanol is more
inhomogeneously broadened than in hexane. To simulate the full hexanol spectrum, the
hydrogen bonded and non-hydrogen bonded species are treated as basis vectors which are
weighted by their relative prevalence from the MD simulations.
Table 5.1. Fitting Paramteres from Kubo Lineshape Simulations
Δ (cm-1) τc (ps)
Hexane
Hexanol Hydrogen bonded
Non-hydrogen
bonded

τR (ps)

T2 (ps)

ΔA (cm-1)

MD Weighting

0

-

1.2

0.6

15

100%

2.5

0.75

1.54

0.8

13

39.1%

5

1.5

4.2

0.8

15

60.9%

We can see from Table 1 that the underlying dynamics of the hydrogen bonded and
non-hydrogen bonded species in hexanol are very different. The hydrogen bonded species
have a faster bath correlation time of 0.75 ps and have only a single short-time contribution
to vibrational relaxation of ~0.64 ps. Although the bath correlation time and vibrational
lifetime of the hydrogen bonded species have similar timescales, they are separate
phenomena which are consistent with the carbonyl mode being more coupled to additional
bath degrees of freedom. In the ONIOM calculations, the vibrational wavefunction of the
hydrogen bonded shoulder is partially delocalized on to the explicit solvent molecule and
there is slightly more ring character. The frequency fluctuations of the non-hydrogen
bonded species, which mostly come from the carbonyl interaction with the environment,
are consistent with fluctuations associated with motion of alcohols, where timescales of
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~200-300 fs have been observed in the solvation dynamics of methanol and butanol using
2DIR.26 We do not expect to be able to see a longer component associated with hydrogen
bond lifetimes because the signal decays before the lifetimes reported for hydrogen bonds
at room temperature for water or alcohols.26,167,168
Having optimized the lineshape contributions, the energy levels of the carbonyl
modes of PhQ can be analyzed. The energy level diagrams are constructed by combining
the results of the 2DIR data and the lineshape simulations. The hexane and hexanol nonhydrogen bonded states were taken from the 2DIR spectra, as well as the coupled hydrogen
bonded states |0,1⟩, |1,0⟩, |2,0⟩ and |0,2⟩. The combination band |1,1⟩ was calculated with
the assumption that the off-diagonal anharmonicity was the same as the corresponding
diagonal peaks shown in Table 5.1. This assumption, and the assumption that both modes
of the hydrogen bonded species have the same anharmonicity was made because the peaks
could not be fit unambiguously. Hydrogen bonding results in the energy levels of PhQ in
hexanol being more evenly distributed, because the 0 to 1 transitions are shifted, as well as
additional energy levels due to the coupling between the local modes. The additional
energy levels could allow for coupling to additional bath modes, which would result in the
faster population relaxation observed in the hydrogen bonded species. Our findings for the
energy levels of PhQ in hexane and hexanol are summarized in Figure 5.9.
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Figure 5.9.
Energy level diagram for PhQ carbonhyl modes in hexane, nonhydrogen bonding solvent (left), and hexanol with hydrogen-bonded and nonhydrogen bonded speceis (right).
In comparing our characterization of the vibrational modes of PhQ to those reported
for naphthoquinone previously,144 we find they differ significantly. The PhQ modes are
much more localized than those of naphthoquinone, which results a dark symmetric
stretching mode. The asymmetric stretch is redshifted by 6 cm-1 relative to naphthoquinone,
and the anharmonicity is 2.4 cm-1 lower. This detailed study of PhQ in protic and aprotic
solvents highlights effects of symmetric and energetic differences on the 2DIR of quinones,
giving insight as to the limitations of basing a model system only on the quinone
headgroup. Furthermore, this study provides evidence that PhQ might be an appropriate
probe for more complex biological systems, due to its sensitivity to the local environment.
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5.6. Conclusions
To conclude, we have presented a thorough investigation of the vibrational modes
of PhQ under different solvent environments using 2DIR spectroscopy, and supported with
the results of FTIR, MD simulations and DFT calculations. We report energy levels that
characterize the lower-lying curvature of the vibrational potential energy surface of PhQ
and demonstrate its sensitivity to hydrogen bonding. Specifically, the sensitively of the
anharmonicity to hydrogen bonding is consistent with a perturbation to the potential energy
surface, rather than being able to treat the hydrogen bond as a simple vibrational Stark
effect. When PhQ is in a non-interacting solvent such as hexane, the carbonyl normal
modes consist of a dark symmetric stretch and a bright asymmetric stretch. Upon hydrogen
bonding the carbonyl modes localize into the CO1 and CO4 modes, with the hydrogen
bonded carbonyl unit shifting to lower energy and the non-hydrogen bonded unit shifting
to higher energy vibrational motion. The splitting of the carbonyl modes results in more
harmonic energy levels, and increased coupling to low-energy bath modes for faster
vibrational energy dissipation. We find that we can treat the hydrogen bonded PhQ as a
separate species from the non-hydrogen bonded PhQ in hexanol, allowing for the extraction
of different inhomogeneous contributions of 2.5 cm-1 for the hydrogen bonded species and
5.0 cm-1 for the non-hydrogen bonded species. This information could lead to further
insight into interpreting PhQ systems in natural photosynthetic complexes.
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Chapter 6
6. Conclusions
6.1. General Conclusions
Steady state spectroscopy can be a powerful tool for studying noncovalent
interactions in the condensed phase, but dynamic information is difficult to disentangle
from the line shapes because it is a time averaged technique. Furthermore, because it is a
linear technique where a single field-matter interaction induces the emission of the signal,
it is limited to only studying the 0 to 1 transitions of molecules. Ultrafast mid-infrared
pump probe has many of the strengths of FTIR, including relatively narrow line shapes,
chromophores which are sensitive to local environment, and having high intrinsic time
resolution. Pump probe can also allow for time resolution on the 100’s of fs to 100’s of ps
scales and can probe the 1 to 2 transitions. 2DIR can have the same time resolution seen
in pump probe spectroscopy but also allows for resolution of the excitation frequency
which allows for higher spectral resolution without sacrificing temporal resolution.
From polarization dependent pump probe measurements, we are able to measure
the orientational diffusion of diiron and diruthenium carbonyl complexes in chloroform
and when encapsulated inside octahedral nanocages. We find that the anisotropy of both
metal carbonyl complexes decays to zero in chloroform, which shows that they are able to
freely rotate in solution on the picosecond timescale. When encapsulated, the guest
molecules are restricted and their anisotropy decays to finite values because if π stacking
interactions previously observed between cyclopentadienyl groups of the complexes and
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the triazine walls of the nanocages.83 Despite being trapped inside the nanocages, the guests
are able to sample a limited angular space which can be described by a maximum cone of
23º for the ruthenium complex and 30º for the iron complexes within their vibrational
lifetimes.
Using 2DIR spectroscopy we have performed a detailed analysis of the dynamics
of IVR between the two terminal carbonyl modes of the trapped and free diiron complex.
2DIR allows us to resolve excitation frequency through Fourier Transform of the t1 time
(Chapter 1) which gives us the spectral resolution to monitor excitation of a single carbonyl
mode of the cis-bridging species and monitor IVR between both terminal carbonyl modes.
We find that in hexane, a non-interacting solvent, the growth of features from IVR occur
with an 8 ps timescale. When dissolved in chloroform and encapsulated in the octahedral
nanocages, the growth of IVR features occurs much faster on the 1.5 ps and 1.2 ps
timescales.
We have used molecular dynamics simulations, Kubo theory, and 2DIR to study
the effects of hydrogen bonding on phylloquinone. In the non-interacting control solvent
hexane, phylloquinone’s carbonyl vibrational modes form symmetric and asymmetric
modes. A single hydrogen bond to one of the carbonyl units causes the vibrational
wavefunctions to decouple and form local modes. The frequency of the hydrogen bonded
carbonyl shifts by ~10 cm-1 and a shoulder forms in the FTIR and 2DIR spectra. We use
the results from MD simulations and electronic structure calculations to recreate the 2DIR
spectra from 2 basis vectors of hydrogen bonded and non-hydrogen bonded species which
both have different solvation and population dynamics. We find that the non-hydrogen
133

bonded species are mostly homogeneously broadened because correlation timescale for
their frequency fluctuations decay over the course of ~500 fs, while hydrogen-bonded
species have bath correlation times of ~1.5 ps. We also find that the anharmonicity of the
carbonyl stretching modes is decreased to 13 cm-1 from 15 cm-1 when hydrogen bonded.
These results will be important for the interpretation of 2DIR spectra of phylloquinone in
its native protein environment in PS1 and understanding the effects of hydrogen bonding
on other quinones.

6.2. Future Outlook
This thesis demonstrated that polarization dependent pump probe and 2DIR
spectroscopy are powerful tools for studying noncovalent interactions in the condensed
phase. It explored both the dynamics of rotational motion, vibrational energy dissipation,
and solvation.
As was demonstrated, changing the capping groups on the octahedral Pd6L4
nanocages does not change the degree of restriction of the guest molecules over the course
of their vibrational lifetime. The changes in cone angle were much more pronounced when
changing between diiron and diruthenium guest molecules, although both remained in the
same cis-bridged configuration. Because the dynamics and configuration of the guests do
not change significantly when the capping ligands are exchanged, this means that they can
be used as an additional degree of freedom, for example to photoprotect guest molecules
or products, without affecting ground state reactions. Future work will also be done to
explore the environmental fluctuations within the cages by studying spectral diffusion
dynamics when varying guest molecules between diiron complexes, diruthenium
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complexes, and iron carbonyl monomers. The growth of cross peaks in the 2DIR spectra
will also be monitored for these guest molecules, which will help give fundamental insights
into the roles between the noncovalent interactions trapping guest molecules, special
restriction, and changes in electronic structure.
This thesis also showed that electronic structure changes can arise from
noncovalent interactions, including hydrogen bonding in phylloquinone and the π
interactions of the iron carbonyl complexes with the nanocage walls. The results from the
phylloquinone work will be extended to study phylloquinone in its native protein
environment and other novel environments including ionic liquids and micelles.
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