Abstract-Motion estimation methods can be broadly classified as being spatiotemporal or frequency domain in nature. The Gabor representation is an analysis framework providing localized frequency information. When applied to image sequences, the 3-D Gabor representation displays spatiotemporal/spatiotemporal-frequency (st/stf) information, enabling the application of robust frequency domain methods with adjustable spatiotemporal resolution. In this work, the 3-D Gabor representation is applied to motion analysis. We demonstrate that piecewise uniform translational motion can be estimated by using a uniform translation motion model in the st/stf domain. The resulting motion estimation method exhibits both good spatiotemporal resolution and substantial noise resistance compared to existing spatiotemporal methods. To form the basis of this model, we derive the signature of the translational motion in the 3-D Gabor domain. Finally, to obtain higher spatiotemporal resolution for more complex motions, a dense motion field estimation method is developed to find a motion estimate for every pixel in the sequence.
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I. INTRODUCTION
T HE primary motivation for the use of image sequences is to represent motion. The relative movements between objects in the scene and the camera are projected into 2-D motions in the image plane and recorded as spatiotemporally varying patterns. The goal of motion estimation is to calculate an explicit motion representation from the 3-D image sequence intensity function , where and are spatial and temporal coordinates, respectively. As a fundamental aspect of most dynamic image processing and analysis tasks, motion estimation supports numerous applications such as video compression, dynamic object segmentation, and video restoration.
A. Analysis Framework for Motion Estimation
In model-based motion estimation, motions are classified into different models such as translational motion, rotational motion, and so on. Each model is defined by a specific mathematical signature. To analyze image sequences exhibiting multiple motions, the image sequence is divided into regions to separate the different motions. In each region, approximation methods are implemented to match the signatures of the assumed motion models. For different motion representation requirements, numerous approaches are under investigation [1] .
B. Spatiotemporal Approach
Spatiotemporal domain methods range in complexity from two-frame matching schemes to multiframe methods for more complex motions [2] , [3] . The aim is to determine the intensity correspondence between frames under some soft constraints between motions and the temporal intensity variations. When incorporated with robust matching methods, they produce results with good correlation to our visual experience and can be realized with high spatiotemporal resolution. However, since spatiotemporal noise also contributes to intensity variation throughout image sequences, it is quite a challenge for two-frame spatiotemporal algorithms (particularly those relying on gradients or intensity correspondence) to achieve reliable results in a noisy environment. For example, Fig. 1 is one frame of a simulated noisy image sequence together with the true motion field. Fig. 2 is the estimated motion field by a leading spatiotemporal method [4] . We can see that there are many erroneous motion vectors in the background due to the noise. In addition, the complexity of the algorithm grows quickly when integrating multiframe information for relatively complex motion models.
Noise resistance is an important issue for all motion estimation methods, but has received particular attention for spatiotemporal techniques, e.g., [5] - [7] .
C. Frequency Domain Approach
Frequency domain approaches naturally assemble multiframe information to fit long-term correlation criteria, which substantially reduces short-term noise interference [8] - [10] . It is well known that the 3-D Fourier coefficients of an object undergoing uniform translation are nonzero only in the vicinity of a plane, the slope of which indicates the velocity. Since random noise merely adds some variance to the "plane cluster," the estimation of the slope of the plane is a highly noise resistant process. Many motion models have been mapped into the 3-D Fourier domain [11] . However, if two or more different motions are presented in an image sequence, their signatures are mixed in the frequency domain. To separate them in space and time can be a very difficult task. For example, if multiple objects undergo different translational motions, it is generally impossible to detect and distinguish each motion from the ensemble of 3-D Fourier coefficients.
D. Joint Spatiotemporal-Frequency Domain Approach
By making explicit the spatial, temporal, and frequency information in a signal simultaneously, spatiotemporal/spatiotemporal-frequency representations provide a very flexible platform for algorithm design. For this reason, extensive effort has been 1057-7149/$25.00 © 2007 IEEE invested in developing this representation family, so that there are a number of alternatives available. The Wigner distribution [12] and the Gabor transform [13] - [15] have proven particularly effective for image sequence analysis. The wavelet transform (a local scale representation) has also found widespread applications in this domain [16] - [18] . This paper chooses the Gabor representation for the following reasons: 1) the spatiotemporally localized frequency information in the Gabor domain has the same organization as in the Fourier domain, in which many frequency motion models have been developed; 2) the Gabor transform is flexible in determining the balance between spatiotemporal and frequency resolution; and 3) the Gabor basis functions with a Gaussian window offer the highest spatiotemporal/spatiotemporal-frequency resolution, in the sense of minimum joint uncertainty.
In this work, we develop the 3-D Gabor representation to present a precise, high resolution method for motion estimation. In the next section, the discrete 3-D Gabor representation designed for image sequences is introduced. Section III presents a model for translational motion in the 3-D Gabor domain. According to this motion model, algorithms are established in the fourth section to detect and recognize piecewise uniform translational motions. Experiments and numerical performance analysis demonstrate the robustness and efficiency of the algorithm in Sections V and VI. In Section VII, an enhanced algorithm is developed to achieve dense motion field estimation with pixel level spatiotemporal resolution. Experiments and performance analysis of its accuracy and adaptability are presented in Section VIII.
II. THREE-DIMENSIONAL GABOR REPRESENTATION

1) Gabor Representation and Its 3-D Extension:
The Gabor representation of a signal is a linear combination of a set of basis functions (1) where the are the coefficients of expansion. The basis functions are composed of Gaussian windows with different time shifts and modulated to different frequency points (2) where and are time and frequency shift intervals, respectively. The Gaussian window has normalized energy , and is concentrated both in the time and frequency domains. The Gabor basis functions retain this localization property at their different temporal-frequency positions. Therefore, the coefficient associated with each basis function characterizes the signal's local behavior in the corresponding time and frequency region. Moreover, as the Gaussian distribution function satisfies the lower bound of the product of frequency uncertainty and time uncertainty specified by the Heisenberg uncertainty principle [19] , the representation is widely regarded as optimal.
To apply the Gabor decomposition to image sequences [20] , [21] , the corresponding basis functions are associated with 3-D spatiotemporal centers and spatiotemporal-frequency centers where , and are the spatiotemporal sampling intervals and , and are the frequency sampling intervals. To keep the following expressions concise, and are used to represent the st/stf locations and of the Gabor basis functions, and the signal coordinates are replaced by . Following this convention, the 3-D Gabor basis functions can be expressed as (3) and an image sequence can be represented as (4) where the are the expansion coefficients. The 3-D extension of the Gabor representation establishes an analysis structure that can capture the dynamic spatiotemporal/spatiotemporal-frequency information associated with moving objects.
2) 3-D Discrete Gabor Representation: Suppose we have an image sequence with frames of pixels, whose gray values are where , , and . The image sequence could be represented by the linear combination of 3-D discrete Gabor basis functions . The expression is the same as (3) if we redefine , and
. If we denote , and as total number of spatiotemporal samples in the , and dimensions, respectively, the spatiotemporal sampling intervals can be calculated as , , and
. Similarly, , , and are the frequency sampling intervals for samples in the 3-D spatiotemporal-frequency domain. In this framework, the image sequence has the 3-D discrete Gabor representation (5) To ensure the invertibility of the discrete 3-D Gabor representation, the basis functions must be arranged over a critically sampled or over-sampled lattice such that , , and [22] . Equivalently, the number of basis functions along each dimension should be equal to or larger than the number of pixels in that dimension.
3) Calculation of the 3-D Gabor Coefficients:
Because the Gabor representation is a biorthogonal analysis framework, the expansion coefficients can be calculated by inner products between the signal and the auxiliary functions (expressed here as )
If a 3-D Gabor function is separable, its auxiliary function is biorthogonal with it in each dimension and is also separable. In practice, the auxiliary functions are ill behaved, so that computing the inner product with the discretized auxiliary functions does not yield a stable result. In this research, we approximate the auxiliary functions in least mean square (LMS) sense by solving the set of linear equations implied by (5) . Denote as the number of 3-D Gabor basis functions in the representation and the number of signal pixels. Equation (5) can be written in matrix form as (7) where is the column matrix of the gray values of all pixels in the image sequence (8) is the matrix of the Gabor basis functions. Each column is the set of discrete values of a given basis function is the corresponding set of Gabor coefficients. If , it is the critical sampling case and we have a unique solution . To ensure numerical stability and allow for the over sampling case in which , we use the LMS criteria, by which we choose our solution to minimize the error . In the LMS sense, the solution is (9) Equation (9) is in the form of an inner product for each element of so that is the estimate of the discrete auxiliary function matrix. It has the same dimensions as . For a given 3-D Gabor basis, this matrix can be precalculated. In the over sampling case, the matrix may be poorly conditioned if the basis functions are nearly dependent. In this case, a suitable solution can sometimes be found by singular value decomposition. For further discussion on the calculation of the discrete Gabor transform, see [20] .
4) Parameters of the 3-D Gabor Representation:
The 3-D Gabor analysis framework provides flexibility in setting parameters such as the spatiotemporal variance of the Gaussian window and the st/stf sampling rates. Although constrained by the requirements of completeness and numerical stability, these parameters may otherwise be set to optimize the representation for the application of interest. The spatiotemporal sampling rate, defined by the spatiotemporal distance between the centers of adjacent Gabor basis functions, is determined by the spatiotemporal resolution requirements of the application. The frequency domain sampling rate is often selected based on the complexity of the model (in this case, the motion model) for which the parameters are being estimated. The spatiotemporal variance of the Gaussian window is adjusted to satisfy resolution, bandwidth and numerical stability requirements.
In this application, over sampling is preferable to critical sampling. Although the critical sampling scheme requires less computation, the auxiliary functions are poorly localized both in the spatiotemporal domain and in the frequency domain. A sufficient degree of over sampling yields auxiliary functions with substantially improved spatiotemporal/spatiotemporal-frequency localization. The auxiliary functions in fact become increasingly similar to the Gabor functions as the sampling rate increases. For this reason, at high sampling rates the analysis process is sometimes referred to as "orthogonal-like."
III. TRANSLATIONAL MOTION MODELS IN THE 3-D GABOR REPRESENTATION
A. Translational Motion Model
For a rigid object, translational motion can be modelled in the spatiotemporal domain as (10) where the vector represents , the spatial coordinates of the object at discrete time point . As a result, in (5) can also be written as , represents the spatial coordinates of the object in the first frame and is the time dependent displacement vector of the object. Assume that the object is on a uniform background, and that we form an image sequence that perfectly tracks the object. Denote the 2-D intensity function of the first frame as . Assuming the intensity of the object does not change, we have (11) The discrete 2-D Gabor representation of the first frame in the sequence is (12) where the superscript 0 indicates the 2-D representation of the first frame. The vectors and represent and respectively, which are the spatial and spatial frequency parts of vectors and in (5) (so that and ). As in (5), and are the distances between the adjacent 2-D Gabor basis functions in spatial and spatial frequency domain respectively. Since we use the separable 3-D Gabor function, the 3-D auxiliary functions in (6) are also separable. If we refer to the auxiliary functions without spatiotemporal and frequency shifts as base auxiliary functions, the 3-D base auxiliary function can be expressed as the product of spatial base auxiliary function and temporal base auxiliary function . In the Appendix, we show that for an object in an image sequence sampled at time points series , the corresponding discrete 3-D Gabor representation is (13) where and are the same as in (12) . and are compact expressions of and in (5), respectively, which are the time and temporal frequency shifts of the Gabor basis functions. The is the temporal part of the base 3-D auxiliary function. The summation can be regarded as the 1-D Gabor transform of . Denoting by the 1-D Gabor transform, (13) can be written as (14) where is the function to be transformed and are the variables of the 1-D Gabor domain. This is the model of translational motion in the 3-D Gabor domain.
In the case of uniform translational motion, the time dependent displacement term is where is the velocity vector. In this case, the summation in (13) can be regarded as the Fourier transform of the temporal base auxiliary function with a frequency shift . Therefore, for an object undergoing uniform translational motion, if we denote by the Fourier transform, the discrete 3-D Gabor coefficients can be expressed in the form (15) where is the function to be transformed and is the variable in the Fourier domain. In the critically sampled case, the auxiliary function is not st/stf localized and the waveform is very different from the corresponding Gabor basis function. As the sampling rate rises, the auxiliary function becomes more and more similar to the Gabor basis function both in waveform and in st/stf localization. The envelope of the auxiliary functions is similar to a Gaussian envelope, which is also concentrated in the frequency domain. The magnitude and spectrum of for critical sampling and over sampling by a rate of 2 are shown in Figs. 3 and 4 . We can see that if the variance of the Gaussian envelope is not small (which means the 3-D basis function has a large temporal span), the spectrum is like a function spread around the original frequency point. In this case, we can expect that after the frequency shift of , the coefficients with significant energy are distributed around the plane:
. If we can determine the parameters of the "coefficient plane" in the 3-D Gabor space, the velocity parameters can be directly obtained from the plane equation.
IV. PIECEWISE UNIFORM TRANSLATIONAL MOTION ESTIMATION IN THE 3-D GABOR DOMAIN
The piecewise uniform translation model is the simplest practical motion model. The motion trajectory is approximated as a sequence of uniform translational motions. That is, the motion trajectory is divided into a set of small time intervals , , over which a uniform translation vector can be estimated as the average velocity in the interval. With this approach, the complex trajectory of a moving object can be represented as a sequence of brief uniform translational motions. Using the model presented in (14) in Section III, the velocity information for each interval can be determined directly from the slope of the plane around which the significant Gabor coefficients are distributed.
In determining the slope, we use the magnitude of the coefficients as a measurement of significance. Weighted LMS error estimation is used to find the plane that best fits the cloud of coefficients.
The 3-D Gabor coefficients corresponding to a local spatiotemporal region are arranged by their center frequencies. Denote by , , and , the horizonal, vertical, and temporal frequencies, respectively. Suppose there are nonzero coefficients at frequency points with corresponding magnitudes in the vector . If uniform translational motion is exhibited at a spatiotemporal location, most of the nonzero coefficients should be clustered at frequency points around the plane defined by the equation (16) where is the velocity of the uniform translational motion and are the coordinates of points in the plane. With , , and , the plane equation can be written as (17) where and . To utilize the magnitude of the coefficients as a reliability metric, an matrix is introduced as where the structure of the matrix was determined experimentally. With this matrix, the slope of the plane can be estimated in the weighted least mean square error sense [23] (18)
The computational complexity of (18) is directly related to the frequency resolution of the Gabor transform, which determines how many Gabor coefficients are associated with each spatiotemporal location. If there are basis functions at each spatiotemporal location, the computational load for each motion vector is of order (mainly for the matrix inverse). In our experiments, we found that basis functions per spatiotemporal location yield a good balance between computational cost and estimation accuracy. The total computational load for an image sequence is proportional to the number of motion vectors, the spatiotemporal locations determined by the 3-D Gabor presentation framework.
V. PERFORMANCE METRICS
Because the performance of image processing methods are highly application oriented, it is difficult to develop a theoretical performance analysis systematically. One practical approach is to construct some typical image sequences in which the facets of performance of interest are emphasized. In this research, three aspects of algorithm performance are evaluated: the accuracy of the motion vector fields, spatiotemporal resolution, and resistance to noise.
A. Estimation Accuracy
The accuracy of estimation is measured by three metrics, to quantify the errors between the motion vectors of the true motion field and the estimated motion field. In the following, we refer to the true motion vector and corresponding estimated motion vector as a "vector pair."
The similarity of a vector pair is calculated in the x and y directions separately. The two vectors are first normalized by the larger one. If the true motion vector is and the estimated motion vector is , the normalized motion vectors are and for the true and estimated motion vector, respectively. The similarity of the two vectors is then calculated by computing the inner product of the normalized vectors. The result is within the range [0,1], from "totally different (orthogonal)" to "the same." Overall similarity is estimated by the average of all vector pair similarities.
The angle error is simply the difference between the directions of the vectors. If the true motion has angle , the estimated motion has angle , the angle error is . The overall angle error is the average over all the vector pairs. The value is within the range . The smaller the value the better the performance.
Magnitude error must be a relative metric to provide a valid comparison for vector fields of different average magnitudes. Before calculating the error, the magnitudes of all the vectors in the true motion field are computed. Their median is chosen as a normalization factor. If the true motion vector is and estimated motion vector is , the relative magnitude difference for the vector pair is defined as (19) The overall magnitude error is the average of all vector pairs.
B. Spatiotemporal Resolution
Based on the above accuracy measurements, performance in terms of spatiotemporal resolution can also be evaluated. By increasing the spatiotemporal resolution of the 3-D Gabor framework while examining the accuracy of the estimation results, we can test the spatiotemporal resolution of the method for certain motion patterns.
C. Noise Resistance Ability
Noise resistance can be evaluated by comparing motion field accuracy under different amounts of additive noise.
VI. EXPERIMENTAL RESULTS-PIECEWISE UNIFORM TRANSLATIONAL REPRESENTATION OF CURVED MOTIONS
The test image sequence has three wheels with isotropic sinusoidal texture undergoing uniform rotational motion on a black background. The size of the image sequence is . Fig. 1 shows one of the frames together with the true motion field. The center of the wheels are fixed at (60,128), (150,70), and (150,170). All the radii are 45 pixels. The intensity of pixels along the radius is distributed in a sinusoidal wave of 16 cycles. The wheels are rotating at an angular speed of . The noise is Gaussian white noise with mean of 128 and variance of 36. The noise-free image sequence has 256 grey levels. After noise is added, the image sequence is normalized and rescaled into 256 ([0,255]) gray levels. This image sequence includes motions in all directions with the speed increasing from the center of each wheel. It is used to test the resolution, accuracy and robustness of the algorithm for different orientations, speeds and neighborhood conditions. The discrete 3-D Gabor representation was computed on a spatiotemporal over sampled lattice. At each spatiotemporal location, we have frequency coefficients over which to calculate the weighted LMS estimation. Fig. 5 shows the estimation results and the error (difference between the estimation and the true motion field). Table I shows the numerical performance evaluation results. Besides the small estimation errors, the degradation in performance increases only slightly with increasing noise, which substantiates the noise resistance of motion estimation methods developed in the 3-D Gabor domain. The table also shows a slight decrease of angle error under heavier noise conditions. Since the error is quite small, it could be performance fluctuation in this specific case, not a systematic trend. Fig. 6 is an example of a motion estimate for a real image sequence. The hand measured ground truth, the estimation result and the error field are presented. Although the estimation error shown in Fig. 6(d) is not negligible, the seven moving cars and their directions of motion are correctly detected and there is little motion in the background. Under the same performance metrics used in Table I , related to the ground truth shown in Fig. 6(b) , the overall similarity is 0.9, the angle error is 0.02, and the magnitude error is 0.34.
VII. DENSE MOTION FIELD ESTIMATION USING THE UNIFORM TRANSLATIONAL MOTION MODEL
In some applications, such as computational fluid dynamics, a motion estimate at every pixel in the scene is desired. The high spatiotemporal resolution required by these dense motion field estimates makes these applications extremely challenging.
The 3-D Gabor representation allows substantial flexibility in setting spatiotemporal/spatiotemporal-frequency sampling schemes, which make it promising in a variety of motion estimation applications. However, it is fundamental in all st/stf representations that we must trade between spatiotemporal and frequency resolution. If the local spatiotemporal regions reduce to the pixel level, the frequency resolution at each spatiotemporal position is reduced, as described by Heisenberg uncertainty principle. Because the frequency resolution determines how precisely we can estimate the parameters of a motion model, poorly resolved frequency information can lead to errors in motion estimation.
Although there is no analysis framework that can overcome the uncertainty constraint, this does not imply that information on frequency content is available only at spatiotemporal locations corresponding to basis function centers. Frequency information at the positions between spatiotemporal centers can be decoded from the interrelations among the 3-D Gabor coefficients near these locations. Making good use of this "hidden" information allows the estimation of motion on a much denser lattice than that implied by the basis function locations.
To see how this information can be made explict, notice that the discrete 3-D Gabor representation in (5) can be arranged as (20) where the is the frequency index vector and is the spatial and temporal position vector. We can see that the summation inside the curly braces includes all the Gabor coefficients with different spatiotemporal locations but the same frequency index.
Selecting a specific frequency index and computing the partial sum over all yields an image sequence of dimension corresponding to the selected frequency. This can be thought of as the partial reconstruction of the image sequence at that frequency. Equation (20) shows that the total reconstruction can be done in two steps: first, partial reconstruction for each frequency; second, sum all partial reconstruction results to form the original signal.
Each partial reconstruction result has a value at each pixel in each frame, representing the amount of the signal at a specific frequency, at that spatiotemporal point. For any given pixel, collecting corresponding values from each partial reconstruction image sequence forms the "local-instant" frequency spectrum for that pixel.
More precisely, for any pixel at spatiotemporal location , the "local instant" frequency information at frequency is (21) Applying this at each , we have a complete frequency spectrum for the pixel at . This method reveals the frequency information at this spatiotemporal "local instant" by combining the contributions of all the neighboring Gabor basis functions. Since the functions are localized around their spatiotemporal centers, the influences of basis functions far away from a given pixel are negligible. In practice, we include only the contributions of the 26 nearest spatiotemporal neighbors in the partial reconstruction, in addition to the basis function closest to the pixel. Following this approach, we construct an algorithm that computesadensemotionfieldestimatebasedona3-DGaborrepresentation with the same frequency resolution as in the previous case.
The process can be briefly described as follows. 1) Find the 3-D Gabor representation of the original image sequence. 2) For the selected pixel and frequency, select the coefficients of the same frequency at the 26 nearest spatiotemporal neighbors. Together with the component of the representation located closest to the pixel, compute the partial reconstruction as (22) where is the index of the Gabor basis function whose spatiotemporal neighborhood contains the point . The and are the same as in (21) . 3) Repeat 2) for every 3-D frequency. 4) Conduct motion estimation using a piecewise translational modelandrepeat2)-4)foreverypixelintheimagesequence. Compared with the algorithm in Section IV, the dense motion estimation algorithm is more time consuming because of the partial reconstruction and high spatiotemporal resolution. The partial reconstruction calculation is proportional to the number of frequency terms and total pixels in the sequence. The computational complexity for finding one motion vector is the same as before, but is now repeated for each pixel.
VIII. EXPERIMENTAL RESULTS-DENSE MOTION ESTIMATION ON CURVED MOTION
The rotating wheel sequence is used to evaluate the dense motion estimation algorithm. Its performance can be measured as previously, with the accuracy measured by comparing the estimated motion field to the ground truth of the motion field. The same three metrics are measured pixel by pixel in the regions of interest. To make the performance estimation more efficient and constructive, the "overall similarity," "average angle error," and "average magnitude error" are calculated only in selected local regions.
Three local spatiotemporal regions are investigated. One is the center of the wheel, one is close to the center and one is far away from the center. Using the same 3-D over sampling Gabor transform schema, the estimation result can be see in Fig. 7(b) , (d), and (f) compared to the true dense motion fields in Fig. 7(a) , (c), and (e). It is obvious that the spatiotemporal resolution is greatly enhanced. The different motions within a spatiotemporal local region are distinguished. Table II shows the corresponding performance analysis results. It can be observed that the farther away the region is from the center, the better the performance. This is as expected, since the regions close to the center exhibit a broader range of conflicting velocities, leading to less accurate estimates. Although the magnitude error in Fig. 7(f) is slightly higher than Fig. 7(d) , it remains small.
IX. CONCLUSION
In this paper, we demonstrate the utility of the 3-D Gabor representation for motion estimation applications. Its spatiotemporal/spatiotemporal-frequency structure provides a flexible analysis framework to construct algorithms with different motion and resolution requirements. The algorithm designed for piecewise uniform translational motion combines good spatiotemporal resolution with the robustness of a frequency domain approach.
The dense motion estimation method yields a velocity estimate at every pixel in the image sequence by calculating the "local-instant" frequency spectrum. The method utilizes the partial reconstruction property of the 3-D Gabor representation and provides a very detailed motion description. However, the method requires some tuning of the 3-D Gabor parameters for different image sequences and the computational complexity is comparatively high. It is expected that automatic parameter adjusting is feasible and that research on fast Gabor transform method will lead to substantially reduced computational complexity.
Areas for further research include: 1) investigating other motion models in the 3-D Gabor domain and 2) comparing different over sampled lattices for different application requirements.
APPENDIX I DERIVATION OF THE TRANSLATIONAL MOTION MODEL
IN THE DISCRETE 3-D GABOR DOMAIN Denote by and the the spatial and temporal centers of the Gabor basis functions, and and the spatial and temporal frequency centers of the basis functions [as in (13) ]. The corresponding discrete 3-D Gabor coefficients depicting an translational motion sampled at time points are (23) 
Compared with (12), the first summation has an extra shift in the spatial auxiliary function . Because the envelope of is very similar to a Gaussian envelope (shown in Fig. 8 ), if we observe the signal in a small time interval in which the displacement is small, we can argue that (27) Therefore, we have
This is (13) as shown in Section III. In addition, even if (27) is questionable, [which makes the first term in (28) no longer be ], the translational motion model is still valid.
