INTRODUCTION
Megatons of particulates are produced annually by combustion methods including desirable nanomaterials (Pratsinis 1998; Wooldridge 1998; Nowack and Bucheli 2007) and toxic byproducts (Nizich et al. 2000) . These wide-ranging applications have motivated considerable efforts to develop predictive capabilities for particulate properties such as particulate number density, composition, size, and morphology. A broad range of approaches is documented in the literature; however, modeling particulate formation and growth with any reasonable degree of accuracy remains a significant challenge.
Most particulate formation and growth models focus on limited size regimes, and rarely do modeling approaches attempt to span the orders of magnitude associated with the growth of incipient particles, consisting of clusters of atoms, to the formation of nano-and micron-scale particulates with complex 3-dimensional structures. Relevant chemical and physical processes include nucleation, agglomeration (formation of soft bonds), aggregation (formation of hard bonds), surface growth (heterogeneous reaction and condensation), fragmentation, restructuring (sintering or coalescence), and oxidation. Indeed, the challenges of spanning such dimensions and diverse processes are considerable.
In general, particle nucleation, surface growth, agglomeration, and coalescence can be considered various modes of particle clustering, where the particles involved in collisions can range from single atoms to nano-aggregates. This work explores the use of particle-clustering statistics as a means to simulate the particle formation and growth processes. Towards this goal, the current work presents the development and demonstration of a semi-stochastic method for predicting particulate morphology and for analysis of the forces important during interparticle collision. A combustion nanoparticle synthesis system is the test bed for the study.
SCIENTIFIC BACKGROUND

Particle Formation and Growth Models
Because high-temperature gas-phase combustion systems that produce ceramic, metal and carbonaceous nanoparticles are generally not well described by classical nucleation theory (Wu et al. 1987; Zachariah and Semerjian 1989; Xiong and Pratsinis 1991) , theoretical modeling for these systems is invariably based on collision kinetics. The modeling approach and theory invoked are determined based on the size of the particles under consideration. For example, the early growth process (forming clusters of <10 atoms or molecules) has been modeled as polymerization of monomers using approximations and theory indicated by comparison with gas-phase reactions, e.g., Suh et al. (2001) ab initio molecular orbital and reaction rate theory Tsang 1993, 1994) . For collisions between larger clusters (e.g., consisting of 10 to 100s of atoms), classical molecular dynamics is often applied (Blaisten-Barojas and Zachariah 1992; Zachariah et al. 1994a Zachariah et al. , 1994b Zachariah and Carrier 1999; Hawa and Zachariah 2004; Lümmen and Kraska 2004) . Ab initio molecular orbital and molecular dynamics simulations have yielded much insight into the early time history of monomer clustering and the formation of incipient particles, including important information on clustering activation energies, cluster restructuring, clustering efficiencies and sticking coefficients. For larger clusters and higher number densities, modeling approaches based on the aerosol dynamic equation (ADE) are typically used to represent the collision kinetics (Ulrich 1971; Ulrich et al. 1976) . Approximate solution methods are commonly applied to solve the ADE in order to span a larger range of particle sizes. The most common approximate solution methods are based on moment and sectional models (Wu and Flagan 1988; Zachariah and Semerjian 1989; Landgrebe and Pratsinis 1990; Pratsinis 1991, 1993; Pope and Howard 1997; Suh et al. 2001; Mueller et al. 2009 ). The moment method is typically applied while invoking assumptions regarding the size distribution of the particles where either a log-normal or a self-preserving profile is typically used. Hence, average particle properties are acquired, but with low computational costs. The sectional method groups particles by size bins where a constant particle size parameter such as the particle volume is assumed within each bin. Thus, sectional methods retain information about the individual particle properties but at high computational costs compared to the moment method. Other researchers have explored hybrid solution methods, for example integrating discrete relations for small clusters (i = 1 to 20) with sectional relations for the larger clusters (Gelbard et al. 1980; Wu and Flagan 1988; Langrebe and Pratsinis 1990) . Mathematical modeling of agglomeration has also been carried out using finite element (Das and Bhattacharjee 2003) , Monte Carlo (Sinyagin et al. 2005; Balthasar et al. 2005) , and stochastic methods (Morgan et al. 2005 (Morgan et al. , 2007 .
Several experimental and modeling studies have examined the fundamental mechanisms important during nanoparticle clustering. Table 1 presents a brief introduction to some of the methods used to identify the forces important during interparticle collisions. These studies and others confirm that van der Waals interactions, electrostatic (Coulomb forces), and solidstate necking (particularly at high temperatures) are the most important processes to represent agglomeration and aggregation between nanoparticles.
Combustion Generated Nanoparticles
Particulates emitted from combustion processes are generally polydisperse with fractal structures (see Figure 1 ). The particle size distribution observed in combustion systems is a strong function of the local conditions (temperature, pressure, reactant concentrations, etc.). The size of the primary particles depends on the relative rate of coalescence and collision. Initially, primary particles in combustion systems are on the order of 5-20 nm in diameter, and the primary particles are considered approximately spherical in shape (Nakaso et al. 2001; Wooldridge et al. 2002; Mueller et al. 2009 ). The fractal structures are created by competition between the nucleation rate of the primary particles, the interparticle collision rate, and the coalescence or sintering rate. Nanoparticle cluster restructuring can also occur due to oxidation and other surface reactions and processes (di Stasio et al. 2002) . The experimentally observed morphology of nanostructured soot agglomerates has been extensively studied using image analysis. Transmission electron microscopy (TEM) is the most common technique used for this purpose. TEM is typically used to acquire two-dimensional (2D) images of the agglomerates, which can be analyzed to extract information such as the average size of the primary particles, the number of primary particles in the agglomerate or aggregate, etc. Such 2D projections provides little information on the three-dimensional (3D) structure of the agglomerates; however, recent advances in TEM methods, such as electron tomography (Frank 1992; Radzilowski et al. 1997; Koster at al. 2000; Kohjiya et al. 2005; Adachi et al. 2007 ) and relative optical density (Tian et al. 2006 (Tian et al. , 2007 have extended the capabilities of TEM imaging to evaluate the 3D morphology of nanostructures.
Image processing is essential to extract quantitative information from TEM imaging data. Computer aided image analysis can easily evaluate a large number of particles and clusters, and it is much faster and less subjective than analysis conducted by individuals. Image analysis is commonly used to obtain the size distribution of nanoparticles (Fisker et al. 2000; Reetz et al. 2000) and fractal dimensions in 2D and 3D images (Köylü et al. 1995; Hayashi et al. 1999) . Other parameters, such as the radius of gyration, linearity coefficient, aspect ratio, and particle chain length are also used to characterize the geometry of fractal nanoparticle structures (Fry et al. 2004 ).
THE INTEGRATED EXPERIMENTAL AND COMPUTATIONAL APPROACH
The current work presents a novel approach which combines 3D modeling and experimental data to identify the interactions that are important between nanoparticles. The method includes 3D TEM, image analysis, and computer simulation. Semi-stochastic or probabilistic modeling is used as the basis for simulating the nanoparticle interactions. Semi-stochastic mathematics is a powerful and robust means to model nanoparticle agglomeration because such methods do not require extensive information on material properties, environmental conditions, and reaction processes, which are often unavailable, particularly for nanoscale systems and combustion environments. Computer simulations based on probabilities can model agglomeration in 3D to predict complex nanoparticle cluster morphologies. Such techniques can be combined with 3D imaging and analysis from experimental data to analyze mechanisms of nanoparticle cluster formation. Based on the motivation to develop such analytical and predictive capabilities, the two objectives of this work were to develop the methods to simulate formation of nanoparticle clusters by semi-stochastic placement and to apply this method to identify the forces important during nanoparticle clustering in a representative combustion system.
For this initial foray into semi-stochastic modeling of combustion-generated particles, the modeling system considers interparticle collisions between monodisperse primary particles and fractal aggregates where Coulomb and Van der Waals forces are represented by relative probabilities. Coalescence and other particle growth mechanisms are not represented. Parametric studies are conducted to explore the effects of varying the relative strength of the Coulomb and Van der Waal forces on the predicted properties of 3D nanoparticle clusters. The mathematical concepts are then applied to identify the forces important during formation of combustion generated tin dioxide (SnO 2 ) nanoparticles. Figure 2 shows the schematic of the combustion synthesis facility used to generate the combustion nanoparticulates analyzed in this work. Details on the particle sampling, burner characteristics and operating conditions can be found in Miller et al. (2005) and Bakrania et al. (2007a Bakrania et al. ( , 2007b . Briefly, in the current work, tin dioxide (SnO 2 , cassiterite phase) particles were generated using a multi-element hydrogen-oxygen diffusion burner. Tetramethyltin (TMT, Sn(CH 3 ) 4 ) was introduced into the flame as a precursor for tin dioxide using argon as a carrier gas, yielding argon flow saturated with approximately 21% TMT on mole basis. TEM samples were acquired by thermophoretic deposition onto carbon-meshed copper grids at a fixed sampling location of 27 cm above the burner surface. Note that particle number densities are generally high in flame systems near the region of particle inception, which is located well below the sampling location (within 5 cm above the surface of the burner Bakrania et al. 2007a Bakrania et al. , 2007b for the conditions and flame system studied in this work. For the SnO 2 system examined in this work, our prior studies indicate the primary means for particle restructuring and further growth is via agglomeration (Bakrania et al. 2007b ). Particle sintering is several orders of magnitude (over 8 decades) slower at the sampling location than agglomeration, and there are no further tin sources for surface deposition or surface growth at the sampling location. Oxidation may still occur, but this should not lead to particle or agglomerate restructuring at the dimensions considered in this work. properties from this flame system have been extensively characterized in previous studies using 2D imaging (Bakrania et al. 2007a (Bakrania et al. , 2007b , and the samples used for this study are typical for this combustion system and consistent with the results of the 2D samples. By using particles sampled from a fixed location, the formation and growth trajectories experienced by the particles can be considered identical.
Experimental Methods
TEM images of the particles were obtained using a JEOL 3011 High Resolution Electron Microscope. The specimen tilt capability was used to acquire 45 2D images at various planes of inclination with the tilt angle ranging from -55
• to +55
• in 2.5
• increments. The 2D images acquired were aligned using the image processing and modeling software IMOD (the IMOD Home Page; Kremer et al. 1996) . Image data were converted between Fourier and real spaces based on the electron tomographic technique (Frank 1992) , and tomographic images were obtained from data conversion. The 3D cluster was then reconstructed and rendered by detecting the outline of the tomographic images using IMOD.
Computational Methods
A semi-stochastic method was used for the algorithm for generating the nanoparticle clusters. The model is semi-stochastic because the presence of particles depends on assigned probabilities in order to simulate the effect of different interactions. The computer simulation was used to generate 3D clusters of spherical nanoparticles with fixed particle diameters. The simulation was a 3D model with non-periodic boundaries. Each length of the domain cell was set at 1000 times the particle diameter so the cluster created in the simulation could not contact the boundary. During each simulation, a cluster consisting of N particles was formed, and 100 realizations of agglomerates for each value of N were computed and the results were averaged. Values of N from 10 to 100 were simulated. For each calculation, the initial primary particle was placed in the center of the cell. The agglomeration of nanoparticles was represented as a series of steps of single particle addition. The position of each new particle depended on the assigned probabilities. Based on the results of previous studies of nanoparticles clustering (see Table 1 ), two particle bonding criteria for forming agglomerates were considered representing van der Waals (Case 1) and Coulomb forces (Case 2). Case (1) is the addition of the next particle sticking to other particles in the cluster. Case (2) is the addition of the next particle sticking to the tip of a chain of particles in the cluster.
Case (1) represents the short-range van der Waals forces that make particles stick together when two particles collide. Figure 3a shows schematically how Case (1) is implemented in the simulations. For each particle addition step, a particle within the existing cluster is randomly chosen as the binding site. The position of the new particle is chosen using a random angle around the particle in the cluster. If the new particle overlaps with other particles in the cluster, the new particle is not added to the cluster and the process is restarted.
Case (2) represents the attractive forces due to dipoles or charges concentrated on the tip of a chain of particles and the repulsive forces of the inner part of a cluster. These long-range forces cause bonding to occur at the tip of a chain of particles. Figure 3b shows schematically how Case (2) is implemented in the simulations. For a cluster with two tip particles in the computational domain, one tip particle is randomly selected as the site for the addition of the new particle. The position of the new particle is determined using a random angle around the hemisphere of the tip particle. The assumption of the new particle sticking at an angle in the hemisphere of the tip particle is based in part by experimental observation (Onischuk et al. 2000) . While Onischuk et al. (2000) considered larger particles than those studied in this work (∼10 µm), it is well known that SnO 2 nanoparticles will readily develop a charge depletion layer upon exposure to oxygen and other gases (Miller et al. 2006 and references therein). Thermionic charging may also occur in flame systems. While charge transfer can be incorporated into the model using probabilities there are no data on the electron transfer rates at flame temperatures for nanoparticles and agglomerates. Thus, Case (2) represents the limiting condition where the charge is located on the tip and no charge transfer occurs within the agglomerate. As with Case (1), if the new particle overlaps with other particles in the cluster, the new particle is not added to the cluster, and the process is restarted. The gray particles are particles existing within the computational boundary, and the black particle is the new particle searching for a binding site. The gray particle circled in black is the randomly chosen particle for binding.
P1 is the probability of Case (1) occurring during agglomerate formation, and P2 is the probability of Case (2). The summation of P1 and P2 is 1 because there are only two bond criteria assigned in the simulation. By varying the assigned probabilities of Case (1) and Case (2), the combination of forces during the formation of agglomerates can be simulated. The cluster forming process is not a real-time simulation, and only the probabilities and the geometry of a specific final cluster are analyzed.
Image Analysis
Radius of gyration, aspect ratio, main chain length, fractal dimension and fractal prefactor are used to characterize the geometric properties of the 3D nanoparticle clusters from the experiments and simulations. For a specific cluster, radius of gyration, R g , is used to characterize the overall size of the cluster. Aspect ratio is used to estimate the shape of the cluster in terms of the ratio of the three major axes of the fitted ellipsoid. Main chain length, L m , is used to determine the maximum chain length in the cluster. Fractal dimension, D f , is used to characterize the compactness of the cluster. Each geometric property was determined as follows.
Radius of gyration, R g , of a cluster is a measure of its overall size, which is expressed as
where r is the radial distance measured from the cluster center of mass and ρ(r) is the cluster mass density. The denominator is equal to the total cluster mass. The density of each particle is assumed constant. From Fry et al. (2004) , the shape of any object can be characterized by the moment of inertia tensor, T I , with components
where q i = x, y, z for i = 1, 2, 3 respectively, and x, y, z are coordinate values. By diagonalizing and dividing by the total cluster mass, the squares of principal radii of gyration R 2 i , for i = 1, . . . , d, can be obtained. Then the shape and overall size of the particle are related by
The principal radii of gyration and axes lengths of the fitted 3D ellipsoid are related by
where d i = a, b, c for I = 1, 2, 3 respectively, and a, b, c are three main axes of the fitted ellipsoid. Solving for di yields
where δ ij is the Kronecker delta and d i corresponds to axes a, b, c for I = 1, 2, 3. The aspect ratios a b (a/b) and a c (a/c) can then be obtained from Equation (5). Main chain length, L m , is the length along the actual path between the two most distant particles in a cluster. L m is calculated using the Floyd-Warshall All-Pairs-Shortest-Path algorithm (Cormen et al. 1990 ). The main chain length and radius of gyration are reported as dimensionless values in this work by normalization using the radius of the particle, r. L m is measured from the end point of a particle, through the particle center, to the end point of another particle. For example, if N is one, Lm/r is 2.
The fractal dimension, D f , is determined using the following expression (Friedlander 2000) ,
where r is the radius of the primary particle and A is the fractal prefactor and a dimensionless constant. For the simulations, average values for D f and A are determined by averaging over many agglomerates with the same N. For compact agglomerates, D f is close to 3, and for chain-like structures, D f is close to 1. The computationally generated 3D agglomerates and the 3D reconstructions of the experimentally observed agglomerates were analyzed using identical methods. Uniform 4 × 4 × 4 distributed grids were dispersed in each unit cubic to calculate R g , a b , a c , and L m . Comparison of the simulation results and experimental data allows values for P1 and P2 to be determined, and the forces important during agglomeration can thus be determined indirectly. Figure 4 shows the effects of the relative values of P1 and P2 on the average aspect ratio a b , for values of N = 20, 40, 60, 80, and 100. (Recall P 2 = 1 -P1.) Results for a c are systematically higher than the values for a b for all values of P1; however, the results exhibit similar trends and are not included here. Both aspect ratios decrease as the number of particles in the cluster increases, and both aspect ratios decrease as the probability of Case 1 bonding (representing van der Waals forces) increases. Figure 8 shows the notched box plots of the effects of P1 on L m /r for N = 20, 60, and 100. The range between whiskers decreases with increases in P1. However, unlike aspect ratio, notches in the box plots for L m /r only overlap over a small range of values for P1 (e.g., P1 = 0.7-0.8, N = 100). Figure 9 shows the effects of P1 on the average radius of gyration normalized by particle radius, R g /r, for values of N = 20, 40, 60, 80, and 100. R g /r increases with decreasing values of P1 and with increasing values of N . Notched box plots of R g (not shown here) yield results similar to main chain length, where as values for P1 and N increase, the range between whiskers decreases, with no overlap between notches at lower values of P1.
RESULTS
Simulation Results for Varying Interparticle Forces
The simulation results were also examined to determine if the predicted structures were self-similar by considering the log(N) data as a function log(R g /r). The results are presented in Figure 10 and the linearity of the data indicates the structures are self-similar. From Equation (6), the fractal dimension, D f , and fractal prefactor, A, can be obtained from the linear fit of log(R g /r) versus log(N ). Using regression analysis, D f and A were determined for each value of P1, and the results are presented in Figure 11 . D f increases from 1.8 to ∼3 and A decreases from ∼0.84 to 0.4 as P1 increases from 0 to 1. In order to compare with the fractal dimension information based on 2D imaging (which is often the basis for the results reported in the literature), Figure 11 also presents results for D f and A based on 2D projections of the simulated 3D structures (projected onto the z-plane). For the 2D results, D f increases from 1.8 to 3.3 and A decreases from 1.35 to 0.36 with increasing values of P1 from 0 to 1.
It is valuable to explore relationships that can link 2D data to 3D agglomerate geometric information. the relationship between the ratio of L m in 2D to R g in 3D as a function of the cluster size and varying clustering probabilities. For a specific combination of clustering forces, the L m,2D /R g,3D ratio shows a positive relationship with N ; with lower values of P1 showing higher sensitivity to the number of particles in the cluster. Thus at conditions with known particle interactions and cluster size, 3D R g data can be determined from 2D measurements of L m .
Image Analysis of SnO 2 Nanoparticle Clusters
Figures 13 shows TEM images of the distinct SnO 2 particle cluster with N = 45 sampled from the combustion system. The tilt angles used for the images were −55
• , 0 • , and +55
• . As seen in the images, considerably different 2D projections are observed from the same cluster for different tilt angles. Figures 14 presents 2D projections of the reconstructed 3D structures of the clusters from Figures 13. The projected 2D images from the 3D reconstruction are presented for −55
• , +110
• , and +165
• tilt angles. Note the 2D projected images based on the 3D reconstructions correctly reproduce the TEM images of Figures 13 for equivalent tilt angles.
TEM image and 3D structure image of another cluster with N = 16 are reported in supplemental information section as shown in Figure S1 and S2 for brevity. Table 2 presents the results from the image analysis of the flame-generated SnO 2 clusters presented in Figures 13 and S1 . from the experiments with the results from the simulations, if the values from the experimental imaging are located within the range of the boxes, P1 can be determined. Estimated ranges of P1 for the two nanoparticles clusters are shown in Table 2 based on comparison of the normalized values for mean chain length and radius of gyration. The implication of these results are discussed below.
DISCUSSION
Parametric Studies of Simulation Parameters
By varying the probabilities representing these forces, different combinations of P1 and P2 simulate different effects of van der Waals and Coulomb forces. The simulation results Specifically agglomerates tend to form larger looser structures with larger aspect ratios, longer mean chain length and higher radius of gyration when P2 is higher or systems where Coulomb forces dominate. Particles form more compact and dense clusters with smaller aspect ratios, main chain length, and radius of gyration when P1 is higher or systems where van der Waal forces are more important. The attractive Coulomb force concentrated on the tip particles is responsible for elongated clusters, and with increasing N, new particles have more opportunities to stick to particles in the cluster which are farther from the major axes and not part of the main chain, so the aspect ratio and the normalized main chain length, L m /(Nr), both decrease with increasing N. Without the strong forces at the tip, new particles bind to other parts of the cluster due to van der Waals forces and form more compact structures. The box plots ( Figures 5 and 8 ) indicate the variety of shapes the agglomerates can form. For lower values of P1, the whiskers of the boxes are larger, which indicates that the shape of the clusters is more variable when controlled by the strong effects of Coulomb forces on the tip particles. For higher values of P1, the smaller whiskers on the box plots indicate more uniform morphology is observed. For aspect ratio (Figure 5 ), the boxes overlap over a wide range of P1 especially at smaller values of N indicating aspect ratio is not a good parameter to uniquely identify the forces important during particle clustering. However, normalized mean chain length and radius of gyration do not exhibit significant overlap in the boxes except for small values of N . As a consequence L m /r and R g /r are useful to characterize the forces important during the formation of larger agglomerates and aggregates. For smaller clusters (e.g., N < 20), comparison with experimental data for L m /r and R g /r can identify a range of probabilities, but may not yield a unique combination. The simulation results for log(R g /r) vs. log(N ) indicate the agglomerates are self-similar structures (Figure 10 ). The results (Figure 11 ) also show the fractal dimension is a weak function of the interparticle forces as P1 increases to >0.5. The fractal prefactor is an even weaker function of the interparticle forces except for systems dominated by Coulomb interactions (P1 < 0.2). Thus the fractal parameters are not good variables to uniquely characterize particle interactions. The results presented in Figure 11 also demonstrate the systematic error that can be introduced, when deriving fractal dimensions from 2D projections, where D f ,2D was larger than D f ,3D for all values of P1 > 0.
D f values typically range between 1.6-1.9 for combustion generated carbonaceous soot nanoparticles (Köylü et al. 1995; Sorenson 2001; Yazicioglu et al. 2001; Hu and Köylü 2004; Tian et al. 2006; Maricq 2007 ). The simulation results presented in Figure 11 are well within this range, which is extremely promising given the simulation currently considers clustering of monodisperse primary particles representing only two clustering mechanisms. Values for fractal prefactor for combustion FIG. 12 . Simulation results of the effects of P1 on the ratio of L m in 2D to R g in 3D for cluster sizes N = 20, 40, 60, 80, and 100. generated nanoparticles are less consistent with values of A = 1 -3 reported in the literature (Köylü et al. 1995; Sorenson 2001; Yazicioglu et al. 2001; Tian et al 2006) . Figure 11 also shows the error in fractal prefactor that can be introduced from using 2D projections to derive values for A. Unlike D f , the fractal prefactor does not systematically deviate between 2D and 3D determinations and the differences between A 2D and A 3D can be quite high at lower values of P1.
Analysis of Experimental Imaging Data
The experimental data (Figures 13 and S1 ) and the image reconstruction results (Figures 14 and S2 ) demonstrate the three dimensional nature of the combustion-generated SnO 2 agglomerates. The nanoparticle clusters yield different 2D projections based on the orientation of the image. Analysis of 2D TEM images using a single projection angle does not contain sufficient information to reconstruct the 3D shape of the SnO 2 clusters. Additionally, 2D projected images can lead to incorrect assumptions regarding the real cluster geometry. 3D TEM provides further structural understanding in real space. However, the simulation results show under certain conditions, quantitative links can be made between 2D and 3D features.
The forces governing the formation of a specific cluster can be estimated by comparing experimental data derived from the 3D TEM imaging and the 3D modeling results for L m /r and R g /r. Comparing the experimental results of Table 2 The results for the forces governing the SnO 2 nanoparticle cluster formation are consistent with other studies of agglomeration of combustion-generated particulates. For example, Onischuk et al. (2000) studied agglomeration through experimental observation of particle/agglomerate interactions of carbonaceous soot aerosols and silicon aerosols generated through silane pyrolysis. They found that "Coulomb interactions are significant during the sticking process and, in particular, they are responsible for the fractal dimension." The authors also found the type and extent of dipole charge varied between the two materials studied.
The radii of gyration determined from the simulations and from the reconstruction of the TEM images are also consistent with other measurements of combustion-generated particulates. (Table 2 ) and the computed range of values shown in Figure 9 (normalized) are consistent with the light scattering data.
CONCLUSIONS
A new method based on image analysis, 3D model reconstruction, and computer simulation was developed to identify factors important during clustering of SnO 2 nanoparticles. The approach used probabilistic techniques, along with image analysis, rather than first physiochemical principles, to predict and analyze mechanisms of cluster formation. While some of the general conclusions of the study are well documented in the literature, this is the first attempt to model and analyze particle clustering using such methods. As a consequence, the conclusions of the study are valuable as independent verification of key particle clustering concepts and as validation of the technical methods used. Additionally, this study presents the first characterization of tin dioxide nanoparticle clustering. Specifically, the branchy structures observed for the SnO 2 clusters were attributable to strong Coulomb forces, with minimal van der Waals interactions. Application of the model over a range of probabilities representing varying levels of Coulomb and van der Waals forces showed that Coulomb forces concentrated on the tip of particle clusters inevitably lead to formation of long chain-like shapes, creating branchy nanoparticle clusters. Coulomb forces were also found to be responsible for greater variability in the shapes of clusters. Particles tended to form more uniform and more compact and smaller clusters when van der Waals forces dominated. The simulation results indicated the clusters formed self-structures for the combinations of interactions considered. The simulation results showed radius of gyration and main chain length are good parameters to characterize the forces governing 3D cluster formation, while fractal dimensions and prefactors are not. L m and R g also provide a means to link 2D and 3D features of the particle clusters under certain conditions.
The approach demonstrated in this work combines experimental data, image reconstruction and semi-stochastic modeling, and is a powerful means to analyze particle clusters, providing new insight without high computational costs. While the approach must be expanded to consider polydisperse systems, cluster-cluster interactions, charge transfer, and other agglomeration formation and restructuring mechanisms, these aspects can each be represented using the semi-stochastic modeling approach demonstrated here and are important areas for future consideration. The potential impact of such an approach is high. For example, this approach can be applied to provide new understanding for diverse material systems such as what forces are controlling the formation of highly ordered structures in flames, such as rods and whiskers, as opposed to fractal agglomerates and aggregates, without requiring the significant thermophysical input data that other approaches require. With greater resolution, this method may provide even higher level of detail such as the charge state of the nanoparticle clusters and the effects of charge distribution on particle clustering. Additionally, such methods can be the basis for developing predictive models for particle formation that can bridge the gap between detailed chemical modeling and nanoparticle interaction while retaining critical information on particle geometry. Lastly, other methods to uniquely connect 2D and 3D geometric features of the clusters can be easily explored with this modeling approach.
