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QUANTUM LIE ALGEBRAS
The familiar examples of quantum groups arise from semisimple Lie alge-
bras, and it ought to be possible to consider them as similar sorts of objects
[5]. Usually the emphasis is on their resemblance to enveloping algebras, i.e.
infinite-dimensional associative algebras, but there is always a finite-dimensional
Lie algebra-like structure to be found in a quantised enveloping algebra. Let L
be a simple finite-dimensional Lie algebra, and let Uq(L) be a quantisation of its
enveloping algebra U(L). Then the representations of Uq(L) are deformations of
the representations of U(L) (and therefore of those of L): for every representa-
tion ρ of U(L) on a finite-dimensional vector space Vρ there is a representation
ρq of Uq(L) on the same vector space. Moreover, Uq(L) itself under the adjoint
action decomposes into irreducibles in essentially the same way as U(L) [2]. In
particular, it contains a copy of the deformation of the adjoint representation of
L; hence there is a subspace Lq ⊂ Uq(L) which is invariant under adX for each
X ∈ Uq(L). Thus we can define a bracket on Lq by
[X, Y ] = adX(Y ) =
∑
X(1)Y κ(X(2)) (1)
where, as usual, the coproduct in Uq(L) is denoted by ∆(X) =
∑
X(1)⊗X(2), and
κ denotes the antipode in Uq(L). For example, in the simplest case of L =sl(2)
the quantised enveloping algebra has a three-dimensional subspace spanned by
V+, V0 and V− which is closed under the above bracket, as follows:
[V+, V+] = 0, [V+, V0] = −q
−1V+, [V+, V−] = V0,
[V0, V+] = qV+, [V0, V0] = (q − q
−1)V0, [V0, V−] = −q
−1V−,
[V−, V+] = −V0, [V−, V0] = qV−, [V−, V−] = 0.
(2)
In any Hopf algebra the bracket defined by (1) obeys two versions of the
Jacobi identity:
[X, [Y, Z]] =
∑
[[X(1), Y ], [X(2), Z]] (3)
and [[X, Y ], Z] =
∑
[X(1), [Y, [κ(X(2)), Z]]] (4)
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The first of these says that each adX is a generalised derivation of the non-
associative algebra structure defined by the bracket; the second seems to be
trying to say that the map X 7→ adX is, in some sense, a representation of
this algebra structure. These identities provide good reason for thinking of the
bracket (1) as defining a kind of Lie algebra. However, subspaces which are
closed under the bracket (such as the three-dimensional subspace exhibited in
(2)) cannot be regarded as instances of this kind of Lie algebra, since they are not
usually subcoalgebras and so the coproduct (and therefore the bracket) cannot
be defined in an intrinsic way. Moreover, there does not seem to be any version
of the antisymmetry property of the Lie bracket in this context.
Woronowicz [13], working in a more geometrical framework, has produced a
different set of axioms for a quantum Lie algebra; these arise from the properties
of vector fields in non-commutative geometry. They have only one Jacobi identity
(corresponding to the representation property of the adjoint map), but they also
have an anti-commutativity axiom and a natural notion of representation, and
they have a wealth of good finite-dimensional examples. They are obtained from
the differential geometry of quantum groups in a similar way to the construction
of classical Lie algebras from Lie groups, and at first sight Woronowicz’s theory
promises to give genuine deformations of all classical Lie algebras; in particular,
it looks as if these quantum Lie algebras should have the same dimensions as the
classical ones. But this expectation is to be disappointed; it seems to be difficult,
in the majority of cases, to construct non-commutative differential spaces whose
tangent spaces have the same dimension as in the classical theory. Satisfactory
deformations exist in the case of the general linear groups but not, it appears, in
other cases.
In this talk I will examine the orthogonal groups to try to understand this
difference between the classical and the non-commutative geometry. I will start
by presenting Woronowicz’s theory in a formulation which emphasises its links
with classical differential geometry.
NON-COMMUTATIVE DIFFERENTIATION
The differential geometry associated with a non-commutative space (= non-
commutative algebra, regarded as an algebra of functions) in the theories of
Woronowicz [13], Wess and Zumino [12] and their co-workers [9] is based on an
algebra of differential forms on the space, defined by means of their commuta-
tion relations with the non-commuting coordinate functions and by the algebraic
properties of an exterior derivative d; apart from these algebraic properties, there
is little connection with the intuitive ideas of differentiation. Classically, differ-
ential forms are defined more geometrically in terms of tangent vectors, which in
turn are defined in terms of directional derivatives of functions. It is possible to
follow this more geometrical line in the non-commutative case also, using ideas
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of Majid [4] which show something like a true process of differentiation behind
the non-commutative differential algebra. Here I will show how these ideas lead
to the relations between coordinates and differentials which are a starting point
for Woronowicz and his followers.
Let A be a (non-commutative) algebra generated by x1, . . . , xn; we think
of these as coordinates on a vector space V , and therefore use V ∗ to denote the
vector space spanned by the xi. The additive structure on a classical vector space
V , which is a map from V ×V to V , can be expressed in terms of the algebra A of
functions on the space by a coaddition map ∆+ : A → A⊗A [6, 3, 11]; classically,
∆+(x
i) = xi ⊗ 1 + 1 ⊗ xi and ∆+ is an algebra homomorphism from A to A ⊗ A
with the usual algebra structure in the tensor product, so that xi ⊗ 1 commutes
with 1⊗xi. Now suppose that A is non-commutative, with relations between the
generators xi given by an R-matrix in the form
R
ij
klx
kxl = qxixj (5)
where q is an eigenvalue of R. Then the ∆+(x
i) must satisfy the same relations.
We keep the same formula for them, namely
∆+(x
i) = xi ⊗ 1 + 1⊗ xi, (6)
but change to a non-commutative algebra structure in A⊗A:
(1⊗ xi)(xj ⊗ 1) = Bijkl(x
k ⊗ 1)(1⊗ xl)
= Bijklx
k ⊗ xl (7)
where B satisfies the braid relation and commutes with R.
Now let v be a vector in our non-commutative space V (formally, an element
of the dual vector space to the space spanned by the xi). Then [4] we can
define Dv, the directional derivative along v, by following the classical idea that
the directional derivative of the function f at the point with coordinates x is
obtained from f(x + y) by picking out the first-order terms in y and evaluating
them with y equal to the coordinates of v. Writing dvf = Dvf(0) = f1(v) where
f1 is the first-order part of the function f , this prescription for forming Dvf as a
function of x is
Dv = (id⊗ dv)∆+(f) (8)
which is also a good definition of Dv : A → A when A is a non-commutative
algebra of functions. Exactly as in commutative calculus, we define df to be the
map which associates to each vector v ∈ V the directional derivative Dvf ; this is
a linear map df : V → A and can therefore be regarded as an element of A⊗ V ∗
which is a subset of A⊗A since V ∗ generates A. Identifying the coordinates xi
with xi⊗1, we have both coordinates and differentials in the algebra A⊗A, with
the relations (7); the differentials dxi are identified with 1 ⊗ xi, so the relations
become
dxixj = Bijklx
kdxl. (9)
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These relations are usually taken as a starting point for a non-commutative dif-
ferential calculus.
INVARIANT VECTOR FIELDS
Now let us try to follow the classical construction of the Lie algebra of a Lie
group as the set of left-invariant vector fields on the group manifold. Let H be a
Hopf algebra, which we think of as analogous to the function space C∞(G) of a
Lie group G. There is a natural definition of a left-invariant operator X : H → H
in terms of the coproduct ∆ of H: X is left-invariant if
∆ ◦X = (id⊗X) ◦∆. (10)
The set L(H) of all such left-invariant operators is closed under operator multipli-
cation, and is isomorphic as an algebra to the Hopf dualH∗ by the correspondence
L(H) ∋ X 7→ Xe = ǫ ◦X ∈ H
∗ (11)
H∗ ∋ Xe 7→ X = (id⊗Xe) ◦∆ ∈ L(H) (12)
where ǫ is the counit of H. (Classically, if X is a differential operator, Xe maps
f ∈ H to the number Xf (e) where e is the identity of G; in particular, if X is
a vector field then Xe is the corresponding tangent vector at the identity.) If
Xe ∈ H
∗ has a coproduct µ∗(Xe) =
∑
X(1)e⊗X(2)e, where µ is the multiplication
in H, then the corresponding X ∈ L(H) satisfies
X(fg) =
∑
(X(1)f)(X(2)g), (13)
i.e. it is a generalised derivation of H. Classically, being a derivation is the
defining property of a vector field (i.e. a first-order differential operator); but the
generalised property of derivation provided by Hopf algebra theory is too general
for this definition, for it includes higher-order differential operators. To capture
the notion of a first-order differential operator we need more structure than that
of a Hopf algebra on the algebra of functions; this is just what is provided by
Woronowicz’s idea of a differential calculus.
Rearranging Woronowicz’s theory a little, we can take a differential calculus
on a Hopf algebra H to be a set D (of differential forms) which is an H-bimodule
and a differential bialgebra, i.e. D has the following structures:
1. An N-grading D = D0 ⊕ D1 ⊕ · · · with D0 = H. We can describe this
grading by a map ν : D → D such that Dn = ker(ν − n).
2. A Z2-grading σ = (−1)
ν .
3. A differential d : D → H of ν-degree 1, i.e. d(Dn) ⊆ Dn+1 and
d(θφ) = (dθ)φ+ σ(θ)dφ. (14)
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4. An algebra homomorphism ∆˜ : D → D with ∆˜|H = ∆ and
∆˜ ◦ d = (d⊗ 1 + σ ⊗ d) ◦ ∆˜; (15)
5. D1 is generated by d(H) as a left H-module.
Thus differential forms can be multiplied by functions both on the left and on
the right, and there are relations giving a product of the form df.g as a sum of
products of the form g′df ′.
We define a vector field on H(relative to the differential calculus D) to be an
operator X : H → H which is of the form X = ιX ◦ d where ιX : D1 → H is left
H-linear. Such an operator satisfies a deformed version of the usual derivation
property which defines a vector field classically:
X(fg) = f(Xg) +
∑
g′(Xf ′) where df.g =
∑
g′df ′. (16)
It follows from this that the action of a vector field on elements ofH is determined
by its action on the generators of H. Left-invariant vector fields correspond to
elements of H∗, so if H has a finite number of generators then the set of left-
invariant vector fields is a finite-dimensional vector space.
THE LIE ALGEBRA OF A QUANTUM GROUP
To define a Lie bracket between left-invariant vector fields, as just defined, we
return to the general Hopf-algebra bracket (1). Between elements Xe, Ye of the
dual Hopf algebra H∗, this bracket can be written
〈[Xe, Ye], f〉 = 〈Xe ⊗ Ye, ad(f)〉 (17)
where the angle brackets denote the pairing between a vector space and its dual,
and ad:H → H⊗H is the adjoint coaction:
ad(f) =
∑
f(1)κ(f(3))⊗ f(2). (18)
In the classical case, where f is a function of one variable in G, ad(f) is the
function of two variables given by ad(f)(x, y) = f(xyx−1), and tangent vectors
at the identity like Xe are given as elements of H
∗ by
Xef =
d
dt
f(etX)
∣∣∣
t=0
, (19)
the definition (17) corresponds to
[Xe, Ye]f =
d
ds
d
dt
f(esXetY e−sX)
∣∣∣
s=t=0
(20)
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By the isomorphism between H∗ and L(H), this definition gives a Lie bracket
between left-invariant differential operators. The classical fact that the set of
tangent vectors is closed under this bracket carries over to the general case of a
Hopf algebra with a differential calculus, and so do the familiar properties of the
Lie bracket:
Theorem (Woronowicz [13]). Let H be a Hopf algebra with a differential
calculus, and let L be the set of left-invariant fields on H. Then:
1. If X , Y are left-invariant vector fields on H, so is [X, Y ].
2. There is a braiding β : L⊗ L→ L⊗ L such that
(a) [X, Y ] = XY − µ ◦ β(X ⊗ Y ) (quommutator)
(b) For T ∈ L⊗ L, β(T ) = T =⇒ [T ] = 0 (q-antisymmetry)
(c) adL[X, Y ] = adLX.adLY − µ ◦ (adL ⊗ adL) ◦ β(X ⊗ Y ) (q-Jacobi)
where adLX takes Y ∈ L to [X, Y ] ∈ L.
THE GOOD BEHAVIOUR OF GLq(n)
When H is the quantised function algebra of GL(n), this theory works as well
as one could possibly hope. In this case H is generated by the elements of an
n× n matrix A = (aij) with relations
R12A1A2 = A1A2R12, i.e. R
ij
kla
k
ma
l
n = a
i
ka
j
lR
kl
mn, (21)
where the n2 × n2 matrix R is diagonalisable with two eigenvalues λ = q and
µ = −q−1, so that (R − q)(R + q−1) = 0. Then a differential calculus on H is
defined by the commutation relations
dA1A2 = −µ
−1R12A1dA2R12 (22)
(which are categorically determined [10] by a differential calculus on the asso-
ciated quantum space). This differential calculus yields n2 independent left-
invariant vector fields and a matrix of n2 independent left-invariant (Maurer-
Cartan) forms Ω = A−1dA, and hence an n2-dimensional Lie algebra with a
basis Eij and Lie brackets
[Eij , E
k
l ] = E
i
jE
k
l −R
ke
jfR
fi
ga(R
∼1)bgch(R
−1)hdel E
a
bE
c
d (23)
where R−1 is the inverse of R as an element of End(Cn ⊗ Cn) (acting on con-
travariant tensors tij), and R∼1 is the inverse of the same matrix as an element
of End(EndCn) (acting on mixed tensors tij); i.e.
(R−1)ijklR
kl
mn = δ
i
mδ
j
n and (R
∼1)ijklR
lm
jn = δ
i
nδ
m
k . (24)
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This can be regarded as a bracket on the space of n×n matrices X = xjiE
j
i , with
[X, Y ]ji = x
k
i y
j
k − x
n
my
l
kR
kr
nsR
sm
pi t
p
q(R
−1)qjrl (25)
where tij = (R
∼1)kikj is the quantum trace. This looks less unpleasant in a graphical
notation:
[X, Y ] =
X
Y
−
X
Y
where = Rijkl,
i
k l
j
k l
i j
= (R−1)ijkl and
i
j
= tij . 
  ❅
❅
. . . BUT Oq(n) WON’T PLAY BALL
Now let H be the quantised function algebra of GO(n), the orthogonal group
together with dilatations in n dimensions. Just like the case of GL(n), this H has
n2 generators aij forming a matrix A, subject to relations R12A1A2 = A1A2R12,
but now the n2 × n2 matrix R has three eigenvalues:
λ+ = q; eigenspace E+ with dimE+ = 12n(n+ 1)− 1
λ− = −q
−1; eigenspace E− with dimE− = 12n(n− 1)
λ0 = q
1−n; eigenspace E0 with dimE0 = 1
The one-dimensional eigenspace E0 ⊂ C
n⊗Cn is spanned by the quantum metric
gij (not a symmetric tensor). We have projectors Π+, Π−, Π0 onto the three
eigenspaces, with
(Π0)
ij
kl = αg
ijgkl (26)
where α is a scalar and gij is the inverse of g
ij. In terms of these projectors, the
relations can be written
(Π0 +Π+)A1A2Π− = Π−A1A2(Π0 +Π+) = 0, (27)
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which is a q-deformation of the statement that the matrix elements of A commute,
and
Π0A1A2Π+ = Π+A1A2Π0 = 0, (28)
which is a deformation of the orthogonality equation gklaika
j
l = Qg
ij. In the
quantum case the scalar Q is given by
Π0A1A2Π0 = QΠ0 (29)
and commutes with all the matrix elements aij.
Suppose that in an attempt to construct a differential calculus on the algebra
H, we assume the same commutation relations as in the case of GL(n):
dA1A2 = qR12A1dA2R12 (30)
Then applying the external derivative d to the relations RA1A2 = A1A2R gives
[R, 1⊗ Ω+R(1⊗ Ω)R] = 0 (31)
where Ω = A−1dA is the matrix of left-invariant 1-forms, which we expect to be
antisymmetric. But from the above equation we get both
Π0(1⊗ Ω)Π+ = 0, (32)
which says that the traceless part of Ω is q-antisymmetric, and
Π0(1⊗ Ω)Π− = 0, (33)
which says that Ω is q-symmetric. These conditions leave only one independent
left-invariant 1-form in the matrix Ω.
On the other hand, Carow-Watamura et al [1] found a bicovariant differential
calculus on H in which all n2 1-forms in the matrix Ω were independent.
Schmu¨dgen and Schu¨ler [7, 8] have considered the general theory of a bico-
variant differential calculus on the algebra H. We have n2 left-invariant 1-forms
ωij = κ(a
i
k)da
k
j ; we can use the quantum metric to lower an index and obtain
ωij = gikω
k
j . It follows from the fact that the a
i
j generate H that the ωij span the
space of left-invariant 1-forms. The general theory of Woronowicz [13] then gives
commutation relations between the ωij and the matrix elements a
i
j of the form
ωija
k
l = a
k
pT
pmn
ijl ωmn (34)
where T is a numerical tensor. The requirement of bicovariance is that there
should be left and right coactions
δL(da
i
j) = a
i
k ⊗ da
k
j , δR(da
i
j) = da
i
k ⊗ a
k
j (35)
i.e. δL(ωij) = 1⊗ ωij, δR(ωij) = ωkl ⊗ a
k
i a
l
j (36)
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which areH-bimodule homomorphisms, i.e. are consistent with the coproducts of
matrix elements and the commutation relations between differentials and matrix
elements. This leads to
T123A1A2A3 = A1A2A3T123 (37)
if we assume that the 1-forms ωij are all independent over H. There are two fur-
ther consistency conditions. By considering the product Ω1A2A3 and requiring
consistency between the commutation relations (21) and (34) (where “consis-
tency” means independence of the 1-forms ωij over H), we are led to
R12T234T123 = T234T123R34. (38)
Schmu¨dgen and Schu¨ler show that this requires T to be of the form
T123 = X
−1
23 R
−1
12 R23X12. (39)
Finally, differentiating RA1A2 = A1A2R and again requiring that the ωij should
be independent, they show that X must be
X = R− λ−10 (40)
which gives precisely the differential calculus of al. et Weich [1].
But the assumptions in this argument are unreasonable; the ωij ought not
to be independent. This is particularly evident in the last step: the relations
RA1A2 = A1A2R include a version of the orthogonality condition on A, and
differentiating this ought to lead to a version of the antisymmetry of ωij. However,
making the assumptions more reasonable (in classical terms) leaves the conclusion
the same:
Theorem. Let tijα be a set of independent q-antisymmetric tensors, i.e. a basis
for the image of Π−, and suppose that the 1-forms t
ij
αωij are independent over H.
Then the matrix X in (39) is X = R− λ−10 and all the ωij are independent.
THE QUANTUM SPHERE
Another place where we might expect to find a set of vector fields whose Lie
brackets give an orthogonal Lie algebra is on the quantum sphere, which is a
homogeneous space for the quantum orthogonal group. On the sphere, unlike the
group, a differential calculus can be defined which is a genuine deformation of
the classical one.
Homogeneous spaces can be constructed for any Hopf algebra H with matrix
comultiplication generated by matrix elements aij satisfying relations (21) with a
diagonalisable R-matrix
R = λ1Π1 + · · ·+ λrΠr (41)
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where the Πi are projectors onto the eigenspaces Ei of R. For each of these
eigenspaces, or for any subset K = {k1, . . . , kp} of them, we can form a quantum
space SK with generators x
i and relations
Πkx1x2 = 0 for each k ∈ K (42)
The space SK then admits a coaction of the bialgebra H,
δK : SK → H ⊗ SK with x
i 7→ aij ⊗ x
j , (43)
that is to say the relations (42) are preserved by this map. We can also consider
spaces defined by an equation like (42) but with a non-zero right-hand side in
the form of a numerical tensor tk ∈ Ek ⊂ C
n⊗Cn. To obtain a coaction on such
a space it will be necessary to add further relations to (21). In the case of the
quantum orthogonal group we have
R = qΠ+ − q
−1Π− + λ0Π0 (44)
and the quantum sphere is given by the relations
Π−x1x2 = 0 and Π0x1x2 = ρg (45)
where ρ is the radius of the sphere. The first equation, a deformation of the
statement that the coordinates commute, defines a q-orthogonal flat space; the
second is the equation of a sphere in this space. They can be combined in the
single equation
R
ij
klx
kxl = qxixj + ρ(λ0 − q)g
ij (46)
If ρ 6= 0 the relations (21) must be supplemented by
gklaika
j
l = g
ij (47)
i.e. Q = 1 in (29). We will use F(S) to denote the algebra of functions on the
sphere, i.e. the algebra generated by the xi with the relations (46). We define a
differential calculus D(S) on the sphere by means of the commutation relations
dx1x2 = qR12x1dx2 (48)
and the relations between the dxi obtained by differentiating this. Differentiating
the sphere equation (46) then yields
Π0x1dx2 = 0, i.e. gijx
idxj = 0 (49)
as we would expect classically. Thus the number of independent monomials in
coordinates and differentials is the same as for the classical sphere.
We define a vector field on the sphere to be a left F(S)-linear mapX : F(S)→
F(S) which is obtained from a map ιX : D(S)→ F(S) by X = ιX ◦ d. Then X
has a derivation property, and is determined by its action on the generators xi
by
X(x1 . . .xn) = (1 + qRn−1,n + · · ·+ q
n−1R12R23 · · ·Rn−1,n)x1 · · ·xn−1X(xn−1).
(50)
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INFINITESIMAL ROTATIONS
Even in the absence of a notion of a tangent vector at the identity of the
orthogonal group, we can distinguish those vector fields on the quantum sphere
which are transmitted from differential operators at the identity of the group by
means of the coaction δ of (43). Such an infinitesimal rotation is a vector field
whose action on F(S) is given by
Xf = (ξ ⊗ id)δ(f) for some ξ ∈ H∗. (51)
The linearity of the coaction then means that the action of X on the coordinates
must be linear:
X(xi) = mijx
j (52)
for some numerical matrixM = (aij). The derivation equation (50) together with
the sphere equation (46) then imply that M must satisfy
Π0(1⊗M)Π+ = 0 (53)
which is a deformation of the statement that M (with its trace removed) is
antisymmetric with respect to the quantum metric g. This is what one would
expect classically. However, in the quantum case there is an extra condition
ρΠ0(1⊗M)Π− = 0 (54)
which, if ρ 6= 0, implies that M is q-symmetric as well as q-antisymmetric,
and therefore M must be a multiple of the identity matrix. Thus infinitesimal
rotations exist only on the null-sphere.
THE LIE BRACKET OF VECTOR FIELDS ON A QUANTUM
HOMOGENEOUS SPACE
We have just seen that a homogeneous space of a quantum group may have a
satisfactory notion of vector field which the group itself lacks. On the other hand,
on a quantum space with a differential calculus there is no natural definition of the
Lie bracket of vector fields; the coaction of the group can remedy this deficiency.
Let F be a (non-commutative) function algebra with a differential calculus
D, and let H = F(G) be a Hopf algebra coacting on F , so that there is an
algebra homomorphism δ : F → H⊗F . As on the quantum sphere, we define an
infinitesimal generator of the coaction to be a map X : F → F which is both a
vector field, so that X = ιX ◦ d for some map ιX : D → F , and is obtained from
the coaction by
X = (ξ ⊗ id) ◦ δ for some ξ ∈ H∗. (55)
11
If X , Y are two such infinitesimal generators obtained from ξ, η ∈ H∗, we can
form the adjoint Lie bracket [ξ, η] by (17) and hence define the Lie bracket of X
and Y by
[X, Y ] = ([ξ, η]⊗ id) ◦ δ (56)
It can be shown that [X, Y ] is also a vector field on F . However, in general, a
given infinitesimal generator X is not obtained from a unique ξ ∈ H∗, and [X, Y ]
will depend on the choice of ξ and η.
THE SLIPPERY PATH FROM SPHERE TO GROUP
On the Sunday in the middle of the Karpacz school, some of us climbed Sniez˙ka
and discovered how slippery uphill paths can be. The attempt to lift vector fields
from the quantum sphere to the orthogonal group is reminiscent of that walk.
Suppose X is an infinitesimal rotation of the quantum sphere determined by
ξ ∈ H∗. Then the action of X on coordinates is given by a matrix M according
to (52), and this implies that the value of ξ on the generators aij of H = F(G) is
also given by M according to
〈ξ, aij〉 = m
i
ka
k
j (57)
To define ξ completely, we need to specify 〈ξ, f〉 for all polynomials f ∈ F(G).
If ξ = X˜e where X˜ is a vector field on G with respect to some differential
calculus on F(G), then
X(x1x2) = ιX(x1dx2 + dx1x2)
= 〈ξ, πA1πA2〉x1x2 = ι∼
X
(A1dA2 + dA1A2)x1x2
But this forces the differential calculus on F(G) to be the impoverished one that
we first considered, with relations (30):
Theorem. The only differential calculi on F(S) and F(G) which are com-
patible in the above sense are defined by the relations
x1x2 = qR12x1dx2
dA1A2 = qR12A1dA2R12
In terms of the general analysis of Schmu¨dgen and Schu¨ler, this differential cal-
culus on the group has T123 = X
−1
23 R
−1
12 R23X12 with X = 1.
PRESS ON REGARDLESS
Suppose we just ignore the unsatisfactory features of the differential calculus de-
fined by (30), and develop its formal consequences. It gives a derivation property
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for vector fields X˜ on the quantum orthogonal group which makes it possible to
evaluate X˜e on products of matrix elements; for example,
〈
∼
Xe, A1A2A3〉 = 〈
∼
Xe, A3〉+R23〈
∼
Xe, A3〉R23 +R12R23〈
∼
Xe, A3〉R23R12 (58)
= +M
 
 
 
 
M +
 
 
 
 
 
 
 
 
❅❅
❅
M
This makes sense (when multiplied by x1x2x3) even if the differential calculus
doesn’t, and gives a Lie algebra between antisymmetric n× n matrices X = (xij)
which is best presented graphically and in terms of xij = gikxjk:
[X, Y ] = X Y + YX
(classically, [X, Y ] = XY + Y ⊤X). This has surprisingly good properties:
Theorem. Let T be the set of covariant tensors X = (xij), and let L be the
subset satisfying Π+(X) = 0. Define the Lie bracket [X, Y ] between two such
tensors by the above diagram. Then we have
1. Closure
X, Y ∈ L =⇒ [X, Y ] ∈ L (59)
2. Braiding There is an operator β : M ⊗M → M ⊗M satisfying the braid
relation β12β23β12 = β23β12β23, such that
[X, Y ] = X • Y − •β(X ⊗ Y ) (60)
where (X•Y )ij = xikgkly
lj, defining • : M⊗M → M , and •β : M⊗M →M
is the composition of β and •.
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3. Antisymmetry If T =
∑
Xi ⊗ Yi satisfies β(T ) = 0, then
∑
[Xi, Yi] = 0.
However, the braiding β is not defined purely in terms of the putative Lie algebra
L itself; and there is no Jacobi identity for this bracket. The braiding β is shown
in the following diagram:
= −λ−10
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅❅
β
since
YX
= λ−10
X
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
Y
❅
❅
❅
❅
❅
❅
❅❅
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