AND CONCLUSIONS
1. The interaction between inhibitory interneurons and cortical pyramidal neurons was studied by use of computer simulations to test whether inhibitory interneurons could assist in phaselocking postsynaptic cells. Two models were used: a simplified model, which included only 3 membrane channels, and a detailed 1 l-channel model.
2. The 1 l-channel model included most of the ion channels known to be present in neocortical pyramidal neurons as well as calcium diffusion and other membrane mechanisms. The kinetics for the channels were obtained from voltage-clamp studies in a variety of preparations. The parameters were then adjusted to produce repetitive bursting similar to that seen in some cortical pyramidal cells entrained during visual stimulation.
3. Phase-locking to a train of inhibitory postsynaptic potentials (IPSPs) located on or near the soma was observed in the 3-channel model cell subjected to random synaptic bombardment. In the 1 l-channel model, phase-locking due to multiple IPSPs was compared with phase-locking due to multiple excitatory postsynaptic potentials (EPSPs) . Phase-locking began to occur when 20% of the IPSPs (20/ 100) or 40% of the EPSPs (4,000/ 10,000) were synchronized. The exact percentages differed with different 1 i-channel models, but either EPSPs or IPSPs would generally produce entrainment with ~40% synchronization. Thus 40 inhibitory boutons had an effect equivalent to 4,000 excitatory boutons in producing phase-locking.
4. Phase-locking with IPSPs in these models was possible because the IPSPs could cause either an increase or a decrease in firing rate over a limited range. The IPSPs served a modulatory role, increasing the rate of firing in some cases and decreasing it in others, depending on the state of the cell.
5. We examined frequency entrainment by IPSPs. In the 3-channel model, frequency entrainment of a postsynaptic cell was observed with a rapid train of strong (20-100 nS), brief, compound IPSPs. A 40-Hz compound IPSP train of 60 nS entrained cells having initial firing rates between 32 and 47 Hz. Below this range, cells could be partially entrained. Above the range, entrainment would fail. Frequency entrainment in the 3-channel model generally occurred on the first cycle after onset of the IPSPs.
6. Phase-locking and frequency entrainment were less robust in the 1 l-channel model. This was partly because bursts rather than individual spikes were being entrained. A 40.Hz, 90-nS compound IPSP train entrained a model cell upward from 34 Hz. Downward frequency entrainment also occurred. In the 1 l-channel model entrainment usually occurred on the second cycle after onset of the IPSPs.
7. Downward frequency entrainment was due to the direct effects of inhibition in delaying firing of the cell.The occurrence of upward frequency entrainment was more surprising and was studied in detail. The upward entrainment observed in the 3-channel model occurred because hyperpolarization turned off a slow potassium channel, making subsequent firing more likely. Acceleration from low to higher frequency also occurred in the 1 l-channel model, but was due to a different mechanism. The IPSPs reduced the burst size and allowed less calcium to enter the cell, which reduced the interburst hyperpolarization mediated by a Ca2+-sensitive K+ current. The occurrence of IPSP frequency entrainment by distinctly different mechanisms in these different models suggests that the phenomenon might occur in a variety of cells.
8. The large conductances needed to obtain phase-locking in our simulations could be produced by the coordinated firing of six to eight inhibitory basket cells making multiple synaptic contacts onto somas or proximal apical dendrites of pyramidal neurons. In both models, IPSP phase-locking was shown to be effective with the use of shunting inhibition with the IPSP located on the proximal dendrite. Therefore y-aminobutyric acid-A synapses could be involved. In the 3-channel model we also showed phase-locking by the use of synapses onto the axon initial segment. This suggests that chandelier cells could also play a role in phase-locking.
9. IPSP entrainment could contribute to the phase-locking observed in visual cortex. Support for this comes from previous reports of brief, rapid IPSP trains at optimal stimulation of orientation-tuned cells in visual cortex.
INTRODUCTION
The appearance of large population potentials in cerebral cortex, thalamus, and hippocampus suggests extensive correlated neuronal discharge. Recent studies have shown that synchronized firing of neurons in visual cortex occurs in response to visual stimulation (Eckhorn et al. 1988; . Many mechanisms could explain these phaselocked responses, including excitatory pacemakers and excitatory feedback loops from other cortical regions (Bush and Douglas 199 1; Eckhorn et al. 1990; Kammen et al. 1990; Konig and Schillen 199 la,b) . We propose that certain classes of inhibitory interneurons could play a role in the maintenance of cortical phase-locking. We performed computer simulations to find conditions under which this hypothesis could be valid.
Inhibitory interneurons have generally been assumed to invariably reduce activity levels in postsynaptic neurons (Collonier 198 1) . However, the small conductance change associated with measured inhibitory postsynaptic potentials (IPSPs) suggests that in many cases they may not be powerful enough to reduce firing appreciably (Douglas and Martin 1990a) . Postsynaptic potentials (PSPs) are classified as excitatory (EPSPs) or inhibitory according to their reversal potential relative to threshold, but recent modeling studies have shown that IPSPs can be facilitatory and EPSPs can be defacilitatory (Davenport et al. 1989 ; Lytton 199 1; Moore et al. 1989) . These paradoxical effects have also been demonstrated physiologically in cerebellar nuclei (Llinh and Miihlethaler 1988) and in invertebrates (Bryant et al. 1973) . With the proper timing, an IPSP can increase the probability of firing in response to a subsequent EPSP and might be better described as a facilitating IPSP. In these studies, the facilitation is due to deinactivation of inward sodium and calcium conductances, with concomitant decrease of outward potassium conductances at the hyperpolarized membrane potential. The IPSP is facilitatory because it decreases the cell's threshold to firing after the hyperpolarization has passed. The membrane "memory" that permits this is due to the time constant of the voltage-sensitive channels. This is closely related to the phenomenon of anode break, in which firing occurs after release of a cell from a hyperpolarizing current-clamp. As we shall show, such paradoxical effects can be caused by other mechanisms as well.
We examined two different models. The first model, which we call the 3-channel model, contained only three voltage-sensitive channels and served as a simplified model neuron. This is a model of a regularly firing cell that produces firing at a single frequency in response to a constant current injection. Observations in visual cortex have shown that bursts of action potentials rather than single spikes are entrained, suggesting that these cells may be repetitive bursters (Gray et al. 1991) . Therefore the second model, which contained 11 channels, was designed to produce repetitive bursting in response to current-clamp. This model included many of the channels and membrane mechanisms observed in cortical pyramidal neurons.
The 3-channel model used far less computer time and could be explored more extensively. The mechanism of frequency entrainment in the 3-channel model could be clearly explicated by phase plane analysis. The 11 -channel model was used to confirm that the basic phenomenon was also present with the multiple cellular mechanisms present in a cortical pyramidal cell. Such detailed modeling is lim-A B
ited by difficulties in interpreting voltage-clamp data, in manipulating a large number of parameters, and in calculating many parallel differential equations. Despite these difficulties, we were able to use this model to explore interactions between synaptic inputs and intrinsic cell properties that may underlie the synchronized activity observed in cortical neurons.
METHODS
Simulations were performed on MIPS M/ 120 and MIPS Magnum 3000 computers with a modified version of the neuronal simulation program CABLE developed by M. Hines and J. Moore (Hines 1989) . This simulator uses Crank-Nicholson integration with Gaussian elimination of the resulting tridiagonal matrix as well as table look up for the integration of Hodgkin-Huxley state variables. This allowed us to simulate 1 s of a 406-compartment model with a full complement of 11 channels, calcium diffusion, and 600 synapses, using a l-~LS time step, in 8.25 h. The small time step of 1 p.s was required to ensure convergence for all initial conditions, although many simulations were accurate with much larger time steps. Convergence was confirmed with a run using a time step of 250 ns. Because of the large amount of computer time required to simulate the more complex model, we were not able to explore the parameter space for this model as thoroughly as that of the 3-channel model. Most simulations of the 3-channel model were done with a time step of 25 ps. This allowed us to simulate 1 s in -10 min. Shorter time steps were used to verify convergence of the integration. Overall, -3,000 simulations were run, 1,500 with the 3-channel model and 1,500 with the 1 l-channel model. About 75% of these 1 l-channel model simulations were done during the course of setting the parameters. These exploratory simulations resulted in three different parameter combinations for the 1 lchannel model, which were used to explore phase-locking. The three parameter combinations arose as improvements were made on the model. Therefore we only provide the parameters from our final model. About 100 simulations were run with the two preliminary parameter sets and -200 simulations with the final set.
Morphology
The 3-channel model used nine cylindrical compartments (Fig.  1A ). The cell body had a diameter of 10 pm and a length of 22 pm.
FIG. 1. Three-channel model. A: schematic diagram of 3-channel model illustrates dendritic tree, represented by a single large compartment (here drawn as a cone), connected to soma by proximal dendrite. Axon is similarly terminated by a large low-impedance compartment bottom. Active channels were restricted to the axon initial segment (black) and the soma (large black cylinder). B: firing frequency of 3-channel model with different levels of current-clamp. Model shows regular firing with no adaptation. The apical dendritic load was reproduced using a long, thin (1 da1 neuron was obtained from R. Douglas ). The X 35 pm) proximal compartment leading to a low-impedance digitized cell was represented by a 406.compartment model, (350 X 35 pm) compartment. The axon was represented as a series which had 194 compartments in the apical dendrite, 204 compartof six compartments (0.9 X 50 pm) terminated with a low-im-ments representing 10 basilar dendrites, and 7 compartments reppedance compartment. The most proximal of these compart-resenting the axon, as well as a single soma compartment ( response to 35mV depolarizing step in the presence of TEA and cesium to block potassium channels (Fig. 6A in Sutor and Zieglgansberger 1987) (top) compared with simulated voltage clamp of isolated calcium current (L, N, and T combined) (bottom) in response to same-size current step. C: intracellular recording from pyramidal cell of neocortex (Fig. 3C in Bush and Douglas 199 1) (top) compared with membrane potential from soma of simulated neuron receiving multiple synaptic inputs (bottom) . A sample that fortuitously resembled the data was selected from the series of simulations illustrated in Fig.  11 with 100% EPSP, 0% IPSP synchronization. to 0.9 pm. In both models resting membrane potential was taken to be -65 mV (Connors et al. 1982) , membrane capacitance was 1 pF/cm2, and longitudinal resistance was 100 Q-cm.
Synapses
Both excitatory and inhibitory synaptic conductances were modeled by an cu function (Jack et al. 1983 ) with a time to peak of 1 ms. The resulting IPSP had a half-peak duration of -5 ms because of the filtering effect of passive membrane properties on voltage. PSP duration appears to be largely due to the time constant of the postsynaptic cell (Mason et al. 199 1) . The duration we used was slightly shorter than IPSPs observed in guinea pig neocortical slices (Fig. 3 in Galvan et al. 1985; Fig. 6 in Prince and Huguenard 1988) and in human cortex (McCormick 1989) .
In the 3-channel model, the primary inhibitory synapses were placed on the proximal apical dendrite, the soma, or the axon initial segment. Maximal IPSP conductances from 20 to 100 nS were used. Both shunting and hyperpolarizing inhibition were assessed. In the 1 l-channel model, inhibitory synapses were located exclusively on the proximal apical dendrite. A maximal IPSP conductance of 90 nS was used, corresponding to the value measured by changes in input impedance in layer II/III of cat visual cortex slices in response to cathode stimulation of underlying white matter (Connors et al. 1988) . This was assumed to be a chloride-mediated a-aminobutyric acid-A (GABA,) conductance with a reversal potential of -75 mV, 10 mV below resting membrane potential (Thompson et al. 1988) .
In the 1 l-channel model, 600 synapses were explicitly represented to assess the effect of multiple synaptic input. Of these, 500 were individual excitatory synapses that had a conductance of 10 nS and a reversal potential of 0 mV. The time of firing for each individual EPSP was random, occurring according to a Poisson process with a mean frequency of 37 Hz. The number and strength of the excitatory synapses was chosen so as to drive the cell at the desired bursting frequency of 30-40 Hz. A neocortical pyramidal cell may have up to 10,000 synaptic boutons (Douglas and Martin 1990b) . Our total synaptic conductance is roughly equivalent to 10,000 excitatory boutons, each with a maximal conductance of 0.5 nS. A total inhibitory conductance of 100 nS was divided into 100 individual inhibitory synapses, each with a 1 nS conductance and the same GABA, reversal potential. These individual IPSPs were meant to represent input from individual boutons. The number of boutons approximates the total number of flat-vesicle con- Channel kinetics taining synaptic specializations seen on the soma and proximal dendrite of cat layer IV pyramidal cells examined with electron microscopy (Davis and Sterling 1979) . The EPSPs were placed in the distal dendritic field, and the IPSPs were placed proximally to correspond to the distribution of synapses onto cortical pyramidal cells. Inhibitory synapses in the dendrites above the proximal compartment were not included. In the 3-channel model, the effect of multiple synaptic activation was produced by a random synaptic potential generator. A randomizer provided a conductance value between 0 and 100 nS as well as a reversal potential between -90 and -40 mV on each time step. The high-frequency noise that resulted was low-pass filtered by placing it in the distal compartment. The parameters used in this approach do not correspond to particular synapses. The technique was developed to generate an irregular voltage baseline that was qualitatively similar to that in a cell model receiving 2,000 uncorrelated synaptic inputs.
Modeling of voltage-gated ionic channels Hodgkin and Huxley's original study (1952) of the ionic conductances underlying the action potential remains the basic framework for modeling ionic conductances in many neuron models. Although we used many types of channels, each is defined within the framework of this original approach. All of the channels have an activation variable, and some have an inactivation variable as well. Following For the 3-channel model, we used channel definitions taken from other modeling studies. For the 1 l-channel model, however, we used voltage-clamp data to determine the parameters. The 1 l-channel model included most of the channels that have been demonstrated in cortical pyramidal cells in mammals. Voltage-clamp studies from cortical pyramidal cells were used to determine the types of channels needed and the approximate maximal conductance for a particular channel type (g). Better voltageclamp data were usually available from nonneocortical cells, and these studies were used to determine the precise kinetics for the channels. Most voltage-clamp studies directly provided the voltage dependence of activation and inactivation for a particular channel (m, and h,) . Time constants could be estimated by measuring the time for reaching maximum current at various voltages (7,) and for returning to the closed state after being clamped at these voltages (Q). In many cases, a full set of voltage-clamp traces for all different voltages was not made available, so that time constants could be obtained for only selected voltages. In this case, it was necessary to have some means of interpolating between these points to obtain full 7,(V) and Q(V) curves. This was possible because the Hodgkin-Huxley formulation relates the steady-state values (m,, h,) to the time constants (T,, 7,,) by way of the variables a! and p (Eq. I).
Originally, Hodgkin and Huxley defined formulas for only two types of channels. We employed Borg-Graham's generalization of their formulas (Borg-Graham 1987, 199 l) , which defined the cw's and p's as follows where 3 is the Faraday constant, R is the gas constant, and T is temperature. The choice of parameters cyo, PO, z, y, and I$ determines the kinetics of the individual channels (see Table 1 ). One set of parameters defines both a( Y) and @( V) for a single activation or inactivation variable.
The Borg-Graham modification of the original Hodgkin-Huxley parameterization has several advantages. First, where Hodgkin-Huxley used slightly different functions for the several CU'S and ,6's required, the Borg-Graham formalism provides a single definition that can be used for many different channels. Second, the equations are close to the Boltzmann function description of activation and inactivation used in many voltage-clamp studies where K is an empirically fitted parameter (Eq. 3 from Coulter et al. 1989a ). This formula is identical in form to the m, obtained by using the CY and ,6 of Eq. 2 in Eq. 1 for m,. Therefore the value for I$ given for the Boltzmann equation can be used directly in the Borg-Graham equations. The value for z in the Borg-Graham equation can be obtained from K by
Third, the form of the equations makes them easy to manipulate to fit data for activation and inactivation voltage and time dependence taken from a table or graph in voltage-clamp study of a particular channel. This is possible because each individual parameter has a specific effect on the shape of the m, (or h,) and 7, (or 7h) curve. The steepness of the curve is given by z, where larger z gives a steeper curve. Additionally, the sign of z determines whether the curve is increasing (for m,) or decreasing (for h,). v1/2 gives the midpoint of the voltage-dependent curve in millivolts. Changing this parameter shifts the curve to the left or right. The magnitude of cyo and PO (generally set to be equal) is inversely proportional to the magnitude of the time constant, 7, or Q. The parameter y, which takes values between 0 and 1, skews 7(V) toward the right or left. Finally, an additional parameter, 7,iny is used to give a minimum value for 7. A final advantage of the Borg-Graham formalism is that the individual parameters can be interpreted in terms of underlying channel biophysics (Borg-Graham 1991).
After establishing the kinetics for a particular conductance, it was necessary to determine the channel density for the conductance. In some cases, the density could be estimated from the maximal current detected during voltage-clamp. In other cases, the value obtained in this way had to be modified for one of two reasons. First, some channels have a voltage dependence of opening that causes them to have significant conductance at rest. In these cases, the channel's contribution to the resting potential must be compensated by other resting conductances associated with reversal potentials lying on the opposite side of the resting membrane potential. Second, we adjusted maximal channel conductances to obtain realistic cell firing characteristics in the final model (Fig. 2C) . In some cases, we tried a large variety of possible parameters because many parameter choices would not give any cell firing at all. We used a variety of current-clamp studies in vivo, in slices, and in explant culture preparations to approximately match spike characteristics for pyramidal cells (Bindman et al. 1988; Connors and Gutnick 1990; Mason and Larkman 1990; McCormick et al. 1985; Ogawa et al. 198 1; Wolfson et al. 1989; Woody and Gruen 1978) . Final adjustments were made to produce repetitive bursting (Agmon and Connors 1989) . These final adjustments to g were less than an order of magnitude for any one channel.
Channels in the 3-channel model
Unlike the 1 l-channel model, the 3-channel model was not constructed using basic voltage-clamp data. Active channels in the 3-channel model were limited to the Hodgkin-Huxley type fast sodium channel, INa; a potassium delayed-rectifier channel, lk,; and a slowly activating potassium current, JKS. Channel parameters for the fast sodium and delayed rectifier were those used by Traub (1982) for simulation of hippocampal pyramidal cells, slightly modified by Wilson and Bower (1989) for mitral cell simulations. The total channel current followed a Hodgkin-Huxley formalism (5) where the terms on the right hand side represent INa, lkd, lks, and leak current, respectively, in mA/cm2, with &, &, and gKs the corresponding maximal conductances, in S/cm2. ENa, EKd, and EKs, the reversal potentials for the three currents, were 45, -90, and -77 mV, respectively.
The kinetic equations governing the states of the variables for the sodium channel had the following voltage dependence (in this and the following equations, voltage in mV and rate constants a) and ,6 in ms-') The delayed rectifier used a single activation variable (n) that was raised to the fourth power. Its voltage-dependent cy,, and p,, functions are given by the following
The slow IV channel was needed to provide a monotonically increasing current-frequency relationship (Fig. 1 B) . This channel was meant to perform the role of the afterhyperpolarizing conductances observed in cortical cells (Schwindt et al. 1988a ). Much of this afterhyperpolarization appears to be due to calcium-sensitive potassium channels. Because we did not simulate calcium in the 3-channel model, we used instead a voltage-sensitive channel, the slow response of which mimicked the delay due to coupling through the calcium level. The state variable, s, was defined by use of the Borg-Graham formula (Es. 2), with parameters 3.5,0.8,0.2, -46, and 1 for z, y, cyo, I$*, and 7min, respectively.
All three currents were always present in the model's initial segment and in some simulations were present in the soma as well. The dendrites were passive. Characteristic maximal conductances in the axon initial segment were 8.0, 2.0, and 20.0 S/cm2 for &, gKd, and gKs, respectively. Our choices of reversal potential and maximal conductance for Iti are interrelated. A lower reversal potential (equal to &J and a smaller maximal conductance would provide the same driving force and would not alter the simulations. In some simulations, an active soma was included. In these cases, a lower maximal conductance could be provided by putting some or all of the Iti channels in the soma. The soma had individual channel conductances of 0.1, 0.12, and 0.2 S/cm2, for gN,, &Cd> and gKs, respectively. The leakage conductance was 5 l lOa S/cm2, giving an input impedance of ~70 MQ. Other values of these two parameters, including a lower leakage giving a far higher input impedance, did not significantly alter the behavior of this model. Table 1 lists the channels that were simulated along with their density in the soma (S). In the 11 -channel model, the soma was the only active compartment. There was no active initial segment and the dendrites were passive. Table 1 also shows the parameters used for those channels that were defined using the Borg-Graham parameterization. Note that cyo = PO in all cases. For those channels that show both activation and inactivation, the first row for that channel gives the parameters for the activation variable m, and the second row gives parameters for the inactivation variable h. The final three columns of the table give the temperature from which the kinetics were corrected (T), the exponent (Exp) applied to the variable (for example, the activation variable for fast Na+ is raised to the 3rd power: m3), and the reference to the paper from which the data were obtained, respectively. The temperature at which the experiment was done is important because the time constants for the channels can be expected to vary with temperature. In all cases we assumed a Q,, of 3.0 and extrapolated to 37°C.
Channels in the I l-channel model
The fast Na+ and delayed rectifier used were almost identical to those of the 3-channel model, although the curves were fitted by use of the Borg-Graham formalism. Because of their rapid kinetics, they are relatively difficult to voltageclamp. We were able to fit a voltage-clamp study of fast sodium channel in hippocampal neurons (Sah et al. 1988 ), but we were unable to produce reasonable current-clamp traces with these parameters. We then tried varying our previous parameters for these two channels and discovered that these parameters primarily affected the shape rather than the timing of the action potential. The channel parameters that we used have a long history, deriving originally from Hodgkin-Huxley's original study in squid axon (Hodgkin and Huxley 1952) then altered by Traub (1982) for use in hippocampal pyramidal cell, subsequently varied by Wilson and Bower ( 1989) for simulations of olfactory mitral cell, and now altered once again for our use in a cortical pyramidal cell model.
A persistent sodium channel (INaP) has been clearly documented in cat sensorimotor cortex cells examined in vitro (Stafstrom et al. 1982 (Stafstrom et al. , 1985 . In these studies this current was difficult to separate from a calcium current and a slow outward current. Therefore we used a study done with single-electrode and whole-cell voltageclamp in dissociated hippocampal pyramidal cells and in hippocampal slices to provide the channel parameters (French et al. 1990 ). The neocortical cell study did not provide clear evidence for the size of this conductance. We observed model currentclamp behavior with a variety of channel densities and found that, if the conductance of the persistent Na+ current were assumed to be high, it was impossible to repolarize the cell after a spike. Therefore we used a small value that did not prevent repolarization. This value is probably too low ). The discrepancy may reflect some countervailing hyperpolarizing conductance that we are missing in the model.
A variety of potassium conductances has been observed in cortical cells (Schwindt et al. 1988a-c) . These conductances have been divided into those producing fast, medium, and slow afterhyperpolarizations. The fast afierhyperpolarization has been shown to be due to two separate potassium conductances (Schwindt et al. 1988a) , identified as corresponding to the delayed rectifier (1kJ and the A current (IA). The &, in neocortical cells (Zona et al. 1988) shows kinetics similar to the &, observed in hippocampal pyramidal cell in slice preparation (Segal and Barker 1984) . We therefore used the data from this hippocampal study to model 1*. We used a delayed rectifier similar to that used in the 3-channel model as noted above.
Some of the medium and early slow afterhyperpolarizations described have been thought to be due to calcium-sensitive potassium currents (Schwindt et al. 1988b; Zona and Avoli 1989) . There appear to be two types, distinguished by single-channel conductance, pharmacology, and voltage dependence (Latorre et al. 1989; Rudy 1988) . The I, (or BK) channel is large, tetraethyl ammonium (TEA) sensitive, and voltage sensitive . The large-conductance calcium-sensitive channel that has been reported in rat neocortical cells in culture may be of this type (Zona and Avoli 1989) . The IAHP (or SK) channel is small, sensitive to apamin but not TEA, and not voltage dependent. An apamin-sensitive channel has been studied in cat sensorimotor cortex in slices . A similar channel has also been reported in hippocampal cells (Lancaster and Adams 1986; Segal and Barker 1986) . The approximate magnitude for these two currents taken together could be obtained from voltage-clamp studies in cat sensorimotor cortex (Schwindt et al. 1988a ). However, the added complexity of calcium sensitivity makes kinetic analysis of these channels all the more difficult and therefore all the rarer. We could not find a good study of these channels in mammalian brain cells. We used a model of IAHP developed by Pennefather et al. (1990) (8) where [Cal, is the concentration of calcium in the outermost shell (see below) in millimoles.
Our model for I, was modified from one put forth by Moczydlowski and Latorre (1983) and included by Hines in the CABLE simulator. This model derives from data taken from rat muscle plasma membrane studied in artificial planar bilayers. We modified it so that it would show sensitivity to calcium concentrations of 50 nM-5 PM, approximately the range of concentrations found in pyramidal cells (Regehr et al. 1989) P?n = 0.48 I( 1 + 0.0000 [C ai 1 1 11 l e+23/RT (9) A sodium-dependent potassium current has also been noted in cat neocortical neurons (Schwindt et al. 1989 ). Because we did not simulate variation in intracellular sodium concentrations in our model, we did not include this channel. This current could play a role in offsetting the inward current due to the persistent sodium channel.
The late slow afterhyperpolarization in cortical neurons was shown to be sensitive to acetylcholine and is therefore likely to include the M-current, a muscarinically modulated potassium conductance (Schwindt et al. 1988b ). M-currents have been demonstrated in neocortical neurons in human brain slices (Halliwell 1986 ) and in guinea pig cingulate cortex (McCormick and Prince 1985) . The 1M measured in human neocortex was reported to be similar to M-currents in other locations. We took results from a voltage-clamp study of guinea pig hippocampal pyramidal cells in slices to determine the parameters for this channel (Halliwell and Adams 1982) .
The anomalous rectifier, IAR, is a mixed conductance that tends to prevent hyperpolarization of the cell. It passes both sodium and potassium ions, giving it an intermediate reversal potential of -50 mV, 15 mV above resting potential. This conductance has been very well studied in cat sensorimotor cortical slices . It is the only channel in our model that was fully defined from information obtained in mammalian cortex.
CALCIUM CHANNELS.
Three main types of calcium channels are generally recognized (Nowycky et al. 1985) . These are the highthreshold, noninactivating L current (I,); the high-threshold, inactivating N current (IN); and the low-threshold, inactivating T current (1-r). These differences make it likely that the channels will play different roles in the activity of the cell. The clearest evidence for the existence of these three types of neurons in mammalian CNS comes from cell-attached membrane patch clamp in hippocampal neurons (Fisher et al. 1990 ). There is evidence for L channels in neocortical cells because calcium conductance has been shown to be decreased by dihydropyridines (specific blockers of these channels) in guinea pig neocortical cells (Constanti et al. 1985; ). Additionally, T-channel conductance has been demonstrated in guinea pig parietal cortex slices (Friedman and Gutnick 1987) and in rat neocortical slices (Sutor and Zieglgansberger 1987) . The presence of an N channel is more difficult to ascertain, because it does not have the clear pharmacological marker of the L channel or the distinct voltage range for activation of the T channel. We used voltageclamp studies for the kinetics of the L and T channel and the overall calcium current in a neocortical cell to estimate the contribution and kinetics of the N channel. The T channel was taken from a voltage-clamp study of rat thalamocortical relay neurons (Coulter et al. 1989a ). The L channel kinetics were derived from studies in guinea pig hippocampus pyramidal neurons (Eqs. 6 and 7 in Kay and Wong 1987) Voltage-clamp data of Sutor and Zieglgansberger (1987) were used to determine both the approximate closing kinetics for the N channel and the relative density of the three ehannels. We could match the voltage-clamp data by using either of the inactivating currents, T or N, to produce the decay from peak calcium current after a depolarizing voltage step. We tried both of these alternatives in the cell model. Making the decay entirely dependent on a large T-channel conductance produced an unstable resting potential. Any hyperpolarization reduced the large resting conductance contributed by the T channel and thus led to further hyperpolarization. We therefore assumed that most of the inactivation of current was due to the N channel (Fig. 2B) . The decay time for the total calcium current could then be used as the N-channel inactivation time. The Goldman-Hodgkin-Katz current equation was used to calculate calcium current (Hille 1984) . Therefore the maximal activations for these channels in Table 1 are given as permeabilities @) rather than conductances (g).
In addition to ionic channels, several mechanisms were included to permit the removal of intracellular calcium (Carafoli 1987; Sala and Hemandez-Cruz 1990) . The model used an implicit integration to allow radial diffusion of calcium as previously described by Moore and Hines (1986) . Ten radial shells (calcium compartments) of uniform thickness were used, and the ratio of bound to free calcium was set at 200 (@ in Eq. 3 of Moore and Hines 1986 ). Calcium concentration was modeled only in the soma; lateral diffusion of calcium was not simulated. All of the calcium-dependent mechanisms in the model use the concentration in the submembrane shell, represented as [Cali. A calcium pump (ATPase) and a Na+/Ca2+ exchange mechanism also contributed to calcium elimination. The latter mechanism was made nonelectrogenic because the net charge pumped was assumed to be compensated by the charge pumped by Na+/K+ exchange. The charge moved by the calcium ATPase was small and was ignored. The equation used for the Na+/Ca2+ pump was taken from studies of cardiac cells (Kimura et al. 1987 (12) with vmax = 3.80 10-l' mmo1*ms-1cm-2 and k = 10m6 mM. Leakage conductance for most of the cell was 10s5 S/cm2, with a conductance of 3 l 10m4 S/cm2 required in the soma to balance the resting conductances of the various active channels and provide the desired resting membrane potential. This gave an input impedance of 85 MQ. Resting input impedance was primarily due to the effects of channels active at resting membrane potential and could not be independently manipulated, although reduction of the anomalous rectifier would increase the apparent input impedance. This value is similar to input impedance values obtained from intracellular recordings using conventional microelectrodes (cell impalement). Recent studies of input impedance using whole-cell voltage-clamp have suggested much higher values (Edwards et al. 1989) . Part of the discrepancy may be due to variation in the ages of the animals used (Storm 1990) . In older animals, Storm obtained values of ~200 MQ with whole-cell clamp.
RESULTS
IPSPs produced phase-locking in our model pyramidal cell by affecting the instantaneous frequency of firing on each cycle. Phase-locking required that on each cycle the instantaneous frequency of a spontaneously firing cell be either increased or decreased so that the following spike occurred at the right time. Therefore we looked at the efficacy of IPSPs in producing frequency entrainment. When the firing of the pyramidal cell was being slowed, the interneuron was acting in a classically inhibitory manner. The transient hyperpolarizing current of the IPSP delayed the cell's firing by directly opposing the flow of ions into the cell. When the pyramidal cell firing rate was being accelerated by IPSPs, it was the intrinsic properties of the cell that permitted this paradoxical facilitator-y effect. In recordings from cortical neurons, phase-locking occurs for only a few hundred milliseconds at a time, suggesting that neuronal assemblies rapidly form and dissolve. In our simulations, however, we sought steady-state conditions to facilitate the analysis of firing properties and underlying mechanisms. The analysis of steady-state frequency entrainment is meant to provide insight into the mechanisms underlying phase-locking. Sustained frequency entrainment probably does not occur in neocortical pyramidal cells.
Phase locking in the 3-channel model
We simulated the effect of an IPSP train on a 3-channel model neuron receiving multiple uncorrelated synaptic inputs. The spike train without entrainment showed irregular firing (Fig. 3A) . The very diffuse peak in the autocorrelogram demonstrated that there was minimal firing regularity (Fig. 3C) . With the IPSP activated, the model neuron was closely entrained (Fig. 3, B and D) . The peak in the distribution of phase lag between IPSP and spike was -3~/4 radians (Fig. 3E ).
If two neurons with independent random excitatory inputs were entrained by the same inhibitory input, both cells showed an increased probability of firing at the same time, as demonstrated by the cross-correlation (Fig. 4) . Such pairwise correlations in a large number of neurons would result in a local oscillating population field potential.
Recordings from current-clamped interneurons in cortical slices have shown that they respond to a constant depolarizing current injection with n .onaccommodating spike trains at a higher frequency than is seen with pyramidal neurons (Chagnac-Amitai and McCormick et al. 1985) . Therefore we looked at the effect of a high-frequency IPSP train. We found that the model neuron entrained to the subharmonics of the inhibitory interneuron firing frequency (Fig. 5) . With IPSP frequencies that are multiples of 40 Hz, there was a peak in the autocorrelation corresponding to a frequency of 40 Hz. In general, the dominant peak corresponded to the subharmonic closest to the mean frequency of the response to the uncorrelated synaptic activity alone. Lesser peaks in the autocorrelogram corresponded to other subharmonics. Adding as much as 10% Gaussian noise to the inter-IPSP intervals did not prevent this entrainment.
Frequency entrainment in the 3-channel model
Given an adequate level of ongoing excitatory input, a compound IPSP of 20-100 nS could entrain the 3-channel model neuron to a frequency of 40 Hz (Fig. 6) . Larger IPSPs were far more effective in entraining the follower cell than were smaller IPSPs. The model neuron was currentclamped over a range of -0.8-2.5 nA to produce a constant firing rate from 30 to 50 Hz. After the model had stabilized at the test frequency, a train of IPSPs was initiated in the proximal apical dendrite at the target frequency of 40 Hz. With a 60,nS IPSP, the model entrained perfectly for initial frequencies between -34 and 47 Hz (Fig. 7) . If the excitatory activity were outside this range, the initial frequency of neuron firing would be too far from the target frequency to produce perfect entrainment. When the initial frequency was too far below the target frequency, entrainment would occur for long stretches punctuated by a single dropped spike, giving a lower instantaneous frequency. During the time of entrainment, the phase relation between the inhibitory cell and the follower cell would gradually increase. In contrast, starting with an initial frequency too far above the target frequency produced no effective entrainment. Frequency entrainment, therefore, required a balance of tonic excitatory and phasic inhibitory input.
Phase-locking was produced with the inhibitory synapses located either on the apical dendrite, the soma, or the axon initial segment itself. The former two locations correspond to the regions where contacts are made by basket cells, whereas the latter is the target for contacts from chandelier cells. IPSPs onto the axon initial segment were slightly less effective in producing the frequency entrainment in all simulations. IPSPs onto proximal dendrite or soma were about equally effective. Entrainment occurred regardless of whether the reversal potential for the IPSP was set at resting membrane potential (shunting inhibition) or at the potassium reversal potential (hyperpolarizing inhibition) (see DISCUSSION) .
Repetitive bursting in the 1 l-channel model
Pyramidal cells in cortex have many more channels than we included in our 3-channel model and show a much more complex repertoire of firing patterns, including bursting (Fig. 2) . In contrast to neocortical cells that show a single burst under current-clamp (commonly called bursting cells) and regular spiking cells, repetitive bursting cells have not been thoroughly studied (Agmon and Connors 1989; Chagnac-Amitai et al. 1990; Silva et al. 199 1) . The observed synchronization of spike trains in visual cortex primarily occurs in such cells (Gray et al. 199 1) . The phase-locking involves the time of occurrence of the entire burst.
The 1 l-channel model pyramidal cell was adjusted to show repetitive bursting in response to depolarizing current-clamp. The frequency of bursting could be controlled with current injection within a range of -lo-42 Hz. burst to the 1st spike of the following burst.) Above this range, further increases in current produced a broadening of the burst, which allowed more calcium to enter. The increased [Cali caused greater activation of Zc and ZAHP, which tended to produce greater interburst hyperpolarization and consequently a longer interburst interval. This tendency was balanced by the direct effect of the depolarizing current clamp, resulting in very little increase of burst frequency with increasing current injection beyond -1.2 nA.
Frequency entrainment in the 1 l-channel model All simulations of entrainment by IPSPs for the 1 l-channel model employed a 90,nS inhibitory conductance with a reversal potential 10 mV below resting, corresponding to the maximum GABA,-mediated conductance at the reversal potential for chloride. The firing frequency of the model pyramidal cell could be accelerated from 34 to 40 Hz (Fig.  8A) . We could not assess the range of deceleration to this frequency because we could not obtain bursting rates above -42 Hz with current-clamp. As shown in Fig. 8B , however, downward frequency entrainment will occur. In general, upward entrainment was not as robust with this model as in the 3-channel model. For example, entrainment from 36 Hz produced a complex firing pattern with an alternation of frequencies (Fig. 9, 2nd trace) . At initial frequencies too low to obtain upward entrainment to 40 Hz, the model tended toward the subharmonic frequency of 20 Hz. The phase relation for the different initial frequencies is shown in Fig. 10 . In all cases, the bursts are approximately in antiphase with the driving IPSPs.
Relative eficacy of IPSPs and EPSPs in phase-locking cells
To assess the efficacy of phase-locking with IPSPs in the 1 l-channel model, we compared a pair of model pyramidal cells receiving uncorrelated synaptic input with pairs of pyramidal cells that received varying percentages of synchronized IPSPs or synchronized EPSPs. The synaptic input into the two identical pyramidal cells started at slightly different times so that the two model cells fired in antiphase. Five hundred excitatory synapses of 10 nS each were scattered randomly throughout the distal apical dendrites. This is approximately equivalent to 5,000 excitatory synapses of 1 nS each. One hundred inhibitory synapses of 1 nS each were placed on the proximal apical dendrite. In the control situation, all synapses fired randomly according to a Poisson process with a mean frequency of 37 Hz. The correlation peak at -17 ms shows that the two cells are approximately in antiphase (Fig. 11, 0% synchronized). The same simulation was then repeated with a percentage of either EPSPs or IPSPs converted from firing randomly to firing with a regular frequency of 33 Hz. Cross-correlations of the voltage trace of the two model pyramidal cells show that both IPSPs and EPSPs were able to produce phase entrainment (Fig. 11) . In the example shown, the IPSPs produced synchronization with a smaller proportion of synchronized PSPs (20 vs. 40%). We assessed this phenomenon with three different 1 l-channel models, each of which used a completely different parameter set. In all cases, both EPSPs and IPSPs produced entrainment with -20-60% synchronization of either IPSPs or EPSPs. Because excitatory boutons onto the distal dendrites are -100.fold more numerous than inhibitory boutons on the soma and proximal dendrite (Davis and Sterling 1979; Douglas and Martin 1990b) , an individual inhibitory input may have far more effect in phase-locking the pyramidal cell. Adding synchronized IPSPs to synchronized EPSPs in this paradigm did not improve phase-locking beyond that seen with the same percentage of synchronized EPSPs or IPSPs alone.
h4echanism offrequency entrainment
The facilitatory effect of inhibition in the 3-channel model depended on the interaction of the hyperpolarizing potential with the slow potassium channel. Figure 12A shows a sample voltage trace illustrating upward frequency entrainment. The arrows indicate the time of occurrence of IPSPs. We studied the interspike intervals a and b to determine the difference in dynamics that allowed interval b to be shorter than a, giving a higher instantaneous frequency. We investigated the phase plane of total ionic current against voltage (Fig. 12B) because the rate of change of voltage with time is proportional to the total ionic current passing through the membrane (see equation in Fig. 12 caption) . Each of the two trajectories entered from the bottom left and exited through the top of the graph. The individual data points on the curves were time points spaced 0.4 ms apart. Trajectory a, without IPSPs, showed a constant rate of depolarization illustrated by the constant distance between the time points on the trajectory. In trajectory b, the IPSP causes a loop to protrude to the right, involving a rapid outward current (top limb of loop) followed by hyperpolarization as the current decreases (bottom limb of loop).
After the IPSP, there is more inward current, and, consequently, the depolarization is more rapid (the time points are more widely spaced) than in trajectory a. This more rapid depolarization explains the briefer interspike interval.
This more rapid voltage rise was related to greater incoming current, which could be caused by two possible mechanisms: either the inward conductances are increased or the outward conductances are decreased. Both occur, but >99% of the effect is caused by reduced conductance in the slow potassium channel, which turns off at hyperpolarized potentials. Figure 12C shows a phase plane of 1-versus voltage. Trajectory b shows a considerably smaller outward current during the period after the IPSP.
In the 1 l-channel model, acceleration in response to an IPSP train was due to a different set of mechanisms because a far greater variety of channels were present and bursts rather than spikes were being entrained. Effects at two different time scales, one corresponding to the period between bursts and the other to the period between spikes, interact to produce the overall behavior of the cell. The potassium conductances primarily responsible for determining the interburst interval in the model are the calcium-dependent channels, I, and IAHP. The former is known to be voltage as well as calcium dependent, whereas the latter is believed to be only calcium dependent. Therefore hyperpolarization does not greatly increase these potassium conductances in the way that it increased the slow potassium conductance in the 3-channel model. Instead, the frequency increases because of an extensive shift in dynamics that changes the bursts as well as the interburst intervals. As shown in Fig.  13 , the bursts in the presence of the IPSPs (Fig. 13A) contain fewer spikes than do those in the absence of IPSPs (Fig.  13B) . As a result, there is less entry of calcium during the burst, as can be seen in the phase plane (Fig. 13C) . The reduced calcium entry produces less potassium conductance in the calcium-sensitive potassium channels, which results in a shorter interburst interval and an increased frequency. In the model, the primary effect is mediated by I,. However, the exact calcium sensitivity and density of the two calcium-sensitive voltage channels remain uncertain, so that IAHP could be of equal or greater importance. DISCUSSION We have demonstrated two different mechanisms whereby large IPSPs could phase-lock and frequency-entrain cortical neurons. These mechanisms depend on the voltage and calcium dependence of active membrane conductances. The results are robust, having been found in many simulations with a wide variety of channel parameters. There were, however, limitations to how accurately we were able to model cortical neurons. Although we do not believe that these limitations invalidate our general conclusions, we provide a detailed discussion to aid in future studies. Many of these limitations could be reduced by closer coupling between experimental and modeling studies.
Neural constraints
The 1 l-channel model was chosen to mimic the firing of a subclass of repetitive bursting pyramidal neurons that have been observed in cerebral cortex (Agmon and Connors 1989; Bush and Douglas 199 1; Chagnac-Amitai et al. 1990; Gray et al. 199 1; Silva et al. 199 1) . However, the values of many parameters remain uncertain. Although these values were obtained from voltage-clamp studies, the studies were not, of course, all done on a single cell. An initial concern was that the large number of parameters available would allow one to model any desired cell behavior in the same way that one can fit any continuous curve with a sufficiently complex polynomial. Our experience with the 1 l-channel model did not substantiate this, because we were not able to duplicate in the 1 l-channel model the same mechanism of spike frequency entrainment seen in the 3-channel model despite trying over the course of -300 simulations. However, we were able to produce repetitive bursting with three very different sets of parameters. Interestingly, all three of these models showed similar entrainment and phase-locking. There may be many other possible models in widely separated areas of parameter space that exhibit the same behavior.
The difficulties that we encountered in attempting to build a realistic neocortical pyramidal cell model were caused by limitations of modeling techniques, by limitations in the type of data available, and ultimately by the extraordinary complexity of a single neuron. Although our 1 l-channel model contained many mechanisms that the 3-channel model lacked, it was still highly simplified relative to a real cortical pyramidal cell. Except for calcium, second-messenger mechanisms as well as external modulators were not included. For example, we used IM in the model, but had no way of evaluating the amount of acetylcholine likely to be present in the cell environment that would modulate this current.
The voltage-clamp data we used to determine our parameters necessarily came from a variety of sources and thus provided only an approximation to the true behavior of channels in a bursting cat visual neocortical cell. Although we attempted to use voltage-clamp data from neocortical cells of mammals, in some cases we used data from other cell types or from other animals. Even the available mammalian cortical cell data were collected from different cortical areas in different species under a variety of conditions. Furthermore, within one cortical area of one species, various types of cells with different physiological properties that reflect different underlying channel densities or dynamics may be sampled (Chagnac-Amitai et al. 1990) .
Voltage-clamp studies differ in technique and in the condition of the cells studied. First, some studies were done with cell impalement, whereas others were done with whole-cell clamp recording. The latter technique has the advantage of permitting more rapid passage of current, allowing channels with fast kinetics to be voltage-clamped. However, this technique has the disadvantage of dialyzing the cytoplasm, which may remove second messengers critical to maintaining the conductance or kinetics of the channel being studied. Second, voltage-clamp studies can be done in slices, in acutely dissociated cells, or in tissue culture. The first type of study is likely to give cells that are relatively close to their native state but provides poor voltage control of dendrites. Acutely dissociated cells are generally shorn of their dendrites; voltage-clamp of such cells omits dendritic conductances but permits more accurate measurement of somatic conductances. Cultured cells may undergo a process of dedifferentiation that will change the amount and perhaps even the type of channels expressed in their membrane. Third, voltage-clamp study of single conductances is dependent on manipulating the cell's environment to eliminate extraneous conductances and isolate the conductances of interest. Studies of a single current may be done with different blockers or different manipulations that may inadvertently alter the channels being investigated. For example, calcium channels can be blocked by organic agents or by Cd*+ or can be rendered nonconducting by simply removing calcium from the extracellular medium. These different manipulations may also have effects on other channels that maintain a low level of conductance despite pharmacological blockade designed to eliminate their effects. Fourth, some voltage-clamp studies are done at room temperature and some at body temperature. There is generally no consistent factor that will allow prediction of the conductance at various temperatures. Although we assumed a single Q,, to normalize the biophysical parameters for all of the channels we used, this is inadequate to describe the temperature dependence of many channels (see Fig. 14 of Sah et al. 1988) or even to describe temperature dependence of the same type of channel across species (Chiu et al. Effect of IPSPs on instantaneous frequency of spiking (inverse of the interspike interval) of the 3-channel model at 6 initial frequencies. Simulations were identical to those in Fig. 6 . Current-clamped model neuron received a compound IPSP with maximal conductance of 60 nS at a frequency of 40 Hz. The 1st IPSP occurred at 150 ms. Complete entrainment was seen between 35.7 and 47.2 Hz. At initial frequencies too low to be fully entrained, the instantaneous frequency stayed near the entraining frequency. Phase difference between IPSP and spike gradually lengthened until a spike was missed, giving a longer interspike interval corresponding to a low instantaneous frequency. At higher initial frequency, the spikes were not partially entrained in this way.
1979). Given these problems, it is not surprising that the voltage-clamp data could not be used to synthesize a model neuron that showed a reasonable response to current-clamp without some adjustment of the parameters. Until some of these methodological problems are confronted, it will remain difficult to integrate the information obtained from different studies.
The location and differential density of channels in neuronal membranes is also problematic but could be approached by the use of immunohistochemical staining as monoclonal antibodies against various channels become available (Hendry et al. 1990) . Even with this technique, some means of in situ physiological identification of channels will still be desirable because differential aggregation of protein subunits could provide families of channels with different kinetics that might share the same epitopes (Hartmann et al. 199 1; Ruppersberg et al. 1990 ). In our 3-channel model, we were able to produce similar spiking behavior and response to inhibition with channels in the axon initial segment alone, the soma alone, or in both axon initial segment and soma. Therefore in the 1 l-channel model we only included channels in the soma. Sodium channels have also been demonstrated in dendrites of cortical pyramidal cells, but whether their concentration is sufficient to produce dendritic spikes remains unknown (Huguenard et al. 1989) . The effects of EPSPs generated in the distal dendrite would be far different from those considered here if dendrites are capable of generating action potentials. However, our conclusions with regard to the effects of IPSPs would be expected to be little changed because of their proximal location.
Despite the many approximations that were made to arrive at the 11 -channel model, it exhibits many of the properties that are observed in real bursting neocortical neurons A 4 Time (msec) and it may be the most detailed model of a neocortical neuron ever attempted. However, because of the many uncertainties involved, we do not regard our 1 l-channel model as a "realistic" model that supercedes the 3-channel model. Instead, both models illustrate mechanisms at the channel level that produce an effect of interest at the neuron level. The presence of IPSP-mediated phase-locking in two very different models suggests that the phenomenon could occur in a variety of cells.
Comparison of 3-and 1 l-channel models The two models highlight two different mechanisms that might contribute to frequency entrainment. A major difference between them is due to the presence of calcium and calcium-mediated potassium conductances in the 1 l-channel model.
In the 3-channel model, the entrainment is caused mainly by the effect of membrane potential changes on one particular channel. This effect is analogous to anode break, cell spiking on release from sustained hyperpolarization (Moore et al. 1989) . In this model, however, the hyperpolarization would be too small to give an anode break effect if applied to a quiescent cell. It was effective in this setting because the cell was already firing actively because of ongoing activation from current injection or from the activation of excitatory synapses. The cell was poised to fire and needed only a small push to either speed it up or to slow it down. A hyperpolarizing IPSP was effective in producing this push. Shunting IPSPs would not have been effective if they had produced no hyperpolarization because they would then have had no effect on the state of the voltagesensitive channels. In fact, in the 3-channel model, we assumed passive chloride distribution giving a GABA, reversal potential equal to resting membrane potential. Nonetheless, IPSPs were effective in entrainment because they provided a relative hyperpolarization from the depolarized state produced by current clamp or EPSPs. We assumed that redistribution of passively distributed ions would occur with a relatively long time constant, maintaining the ion gradient and the resulting reversal potential nearly constant during the course of an IPSP. In the 1 l-channel model, we used a more realistic GABA, IPSP. This IPSP is hyperpolarizing from resting potential since chloride is not passively distributed but has a resting potential approximately 10 mV below the resting membrane potential of a cell (Thompson et al. 1988) .
In the 1 l-channel model, the anode break mechanism did not occur for two reasons. First, the firing frequency in this model depended as much on calcium-dependent as on voltage-dependent mechanisms. Therefore a transient change in voltage was not as effective in changing the firing frequency. Second, in this model we were studying frequency entrainment ofbu rsts rather th .an spikes. Nonetheless, the underlying effect seen in the 3-channel model, a paradoxical increase in inward current after hyperpolarization, was observed in the 1 l-channel model as well. In the latter, in addition to decreasing outward current through the I, potassium channel, hyperpolarization also directly increased inward current through the anomalous rectifier. It may be that these effects would be more pronounced in the 1 l-channel model if it were altered to produce regular spiking instead of bursting.
Although we were able to determine part of the mechanism of upward phase 1 plane ana freq . lys1s
,uency en trainmen& two-d imensional was less revealing i .n this setting because of the many more variables involved. Because the effects of various channels do not add linearly, it is impossible to assign a straightforward role to single channels. Attempts to analyze the system by evaluating its response to removal of a particular channel were unrevealing because removal showed bursting.
of a conductance tended to produce a cell that completely differe lnt behavior, such as loss of 
Types of inhibitory interneurons involved
The location of inhibitory synapses near the soma makes them particularly effective in producing precise timing of inputs for phase-locking. In a passive dendritic tree, there will be significant broadening of PSPs initiated in the distal dendrites, where excitatory synapses are found. PSPs generated near the soma, the site of inhibitory synapses, will show relatively little broadening. This can be expected to improve timing precision and might allow all of the pyramidal neurons contacted by a single inhibitory neuron to be synchronized more rapidly.
There are a variety of interneurons in cortex that could help entrain pyramidal neurons through this mechanism. Two types of interneurons that show distinct patterns of connectivity are basket cells and chandelier cells (Kisvarday et al. 1987; Martin et al. 1989; Somogyi et al. 1983a,b) . Both interneurons typically synapse on 50-200 pyramidal neurons. Axons of basket cells extend up to 1 mm from their cell bodies, whereas those of chandelier cells extend only 100-300 pm. Basket cells synapse onto pyramidal cell bodies and proximal apical dendrites, whereas chandelier cells synapse exclusively on axon initial segments. In the 3-channel model, we assessed the effects of IPSPs at different sites to determine the relative efficacy of basket cells and chandelier cells in entraining pyramidal neurons. Synapses on the axon initial segment were less effective because entrainment depends on hyperpolarization and not conductance change in accelerating firing in the postsynaptic cell. A local conductance change in the axon initial segment appeared to interfere slightly with the initiation of the action potential. A much more powerful inhibition at the axon initial segment would completely prevent firing. Inhibition of this magnitude could be used to produce entrainment through periodic blockade of firing.
IPSP entrainment was effective in the 1 l-channel model using a GABA, IPSP with a 90-nS conductance, the size measured from a population IPSP in neocortex in vitro (Connors et al. 1988) . Therefore entrainment by IPSPs would require a population of inhibitory interneurons projecting onto the postsynaptic excitatory cells. Because pyramidal neurons often have excitatory projections back to the same population of inhibitory neurons, the circuit could produce such a resonance (Andersen and Andersson 1968; Bush and Douglas 199 1) . IPSPs could also be important in entraining the interneurons themselves if they are reciprocally interconnected.
Inhibitory conductances mediated by GABA, receptor tend to be slow hyperpolarizing conductances located in the dendrites (Dutar and Nicoll 1988) . GABA, conductances are rapid shunting conductances located in the proximal dendrite and cell body (Scharfman and Sarvey 1987) . IPSP entrainment would be likely due to a GABA, mechanism because the time course, voltage change, and location are all suitable.
Possible sites of IPSP entrainment
Recently, recordings of pyramidal cells in visual cortex have shown phase-locking of cell firing lasting several hundred milliseconds and extending over several millimeters of cortex in response to visual stimulation . It has been suggested that the resulting oscillations may play a role in grouping together neurons responding to different aspects of a single stimulus. This phase-locked firing involves pyramidal neurons firing short, high-frequency bursts spaced at 20-30 ms (Gray et al. 199 1) .
Inhibitory interneurons in guinea pig frontal cortex show an intrinsic 40-Hz rhythmicity in response to currentclamp (Llinas and Grace 1989; Llinas et al. 199 1; Walton et al. 1990 ). This intrinsic rhythmicity could allow them to serve as pacemakers for cortical oscillations. Ferster (1986) studied the occurrence of EPSPs and IPSPs in orientationsensitive pyramidal neurons in visual cortex of cat during visual stimulation. He demonstrated that both EPSPs and IPSPs occur primarily when the cell is activated with the preferred orientation, concluding that the tuning was not the result of inhibition predominating at the null orientation. The IPSPs seen during activation were brief and rhythmic, as required by our hypothesis (Fig. 14) . This result has been confirmed by Sato et al. (1990) , who observed IPSPs in cortical area VI at the peak of response to both optimal stationary and moving stimuli. These results, in combination with those of the present study, suggest a role for inhibitory inter-neurons in phase-locking in visual cortex. This hypothesis could be tested by local iontophoresis of GABA blockers near cell somata during induction of oscillations by visual stimuli.
Phase-locking with IPSPs may also be important in other areas of the CNS. Rhythmic population firing is also seen in the thalamus. Spindling, a lo-to 14.Hz rhythm, involves the reticular nucleus, an area containing purely inhibitory IPSPS EPSPs (abscissa) . Separation between points is 0.4 ms. Net inward current that follows the IPSP is due to a decrease in outward current carried by Iti. Trajectories differ at the more depolarized voltages, where trajectory b shows a large shift after the IPSP. This shift is due to the effect of the IPSP on the activation state (m variable) for this channel. FIG. 13. The 1 l-channel model shows IPSP upward frequency entrainment due to the effect of the IPSPs on calcium entry. A: membrane potential in the absence of IPSPs. Model shows 4-spike bursts and a relatively long interburst interval. B: membrane potential in the presence of IPSPs. Model shows 3-spike bursts and a shorter interburst interval. C: phase plot of the membrane potential vs. calcium concentration in the submembrane shell. Difference in burst length produces different levels of internal calcium. Less calcium can enter with the 3-spike burst (-) than with the 4-spike burst (---). Decreased calcium level causes less activation of the calciumsensitive potassium channels. Reduced calciumsensitive potassium conductance permits a briefer interburst interval and faster frequency of bursting. Time shift (msec) FIG. 14. Analysis of intracellular recordings from Fig. 11 of Ferster (1986) showing repetitive IPSPs. A: recordings of membrane potential from a pyramidal cell in visual cortex of an anesthetized, paralyzed cat. Cell showed orientation sensitivity. Recording was made with an optimally oriented bar presented as a visual stimulus. IPSPs were isolated by depolarizing the cell with constant current injection to inactivate sodium channels and suppress spiking. Brief repetitive IPSPs of 5-10 mV were seen in both traces. Conductance change associated with these IPSPs cannot be calculated because the membrane potential was unknown. B: autocorrelogram of top trace in A. Peaks were seen at 40 and 80 ms, corresponding to an underlying frequency of 25 Hz. Note that both axes have different scales from previous correlograms. C: autocorrelogram of bottom trace in A. Peaks were seen at 30,60, and 90 ms, corresponding to a frequency of 33 Hz. cells that project to the major thalamic nuclei (Steriade and Llinas 1988) . The relay cells of these nuclei have a lowthreshold calcium channel that is deinactivated by hyperpolarization. The inhibitory neurons of the reticular nucleus may be involved in providing a rhythmic hyperpolarization that would entrain these cells through the anode break mechanism illustrated by our 3-channel model. This mechanism may also be important in absence epilepsy, a syndrome involving the thalamus that can be prevented with a pharmacological blocker of the low-threshold calcium channel ethosuximide (Coulter et al. 1989b; Pellegrini et al. 1989) .
Inhibition in cortical circuits
It has often been assumed that "inhibitory contacts on the soma and on the initial segments are obviously most appropriately situated to prevent cells from firing" (Colonnier 198 1). This viewpoint ignores the graded nature of inhibition and the dynamic interplay between excitation and inhibition. Even when considering the traditional role of inhibition, it may be preferable to consider inhibition as delaying a cell's eventual firing rather than turning the cell off.
There are many fewer inhibitory than excitatory synapses onto a pyramidal cell, but the synchronous firing of 40 inhibitory boutons on the soma may produce the same phase-locking seen with 4,000 excitatory boutons firing simultaneously in the dendrites. This 2-order-of-magnitude difference suggests that the inhibitory interneuron might be particularly important in phase-locking. It has been estimated that 15-20 basket cells converge onto one pyramidal cell perikaryon in neocortex, each of these providing four to five boutons (Martin 1984) Thus just six to eight cells, 40% of this total, could be sufficient to produce entrainment. Similarly, in hippocampus, the influence of a single inhibi-tory cell on a postsynaptic pyramidal cell is 5-9 nS, suggesting again that 5-10 inhibitory cells could produce the requisite conductance to provide entrainment (Miles and Wong 1984) . The limited range of axonal arborization of most inhibitory interneurons (generally < 1 mm) could limit the spatial extent of this mechanism of synchronization to a single column. The use of inhibitory interneurons as the proximal cause of synchrony could permit widely separate columns to be synchronized without involving the columns that lie between them (Engel et al. 1990 ). Inhibitory interneurons would provide a relatively concentrated target for controlling synchrony in the column as a whole. The limited range of synchronization would also have the advantage of permitting a larger number of cells to be synchronized locally without risk of spread of synchronization producing a seizure.
Although repetitive firing could be caused by either the intrinsic membrane properties of individual neurons or by population effects due to periodic synaptic input, synchronization between neurons is necessarily dependent on synaptic interactions. The complex firing patterns seen in both pyramidal cells and interneurons subjected to currentclamp suggests that the intrinsic membrane properties of neurons probably contributes to repetitive firing. The membrane properties in our model neocortical neuron were critical in producing repetitive firing, and relatively weak synaptic input had significant effects on the timing of action potentials. Neurons that produce only a single burst in response to a current step might require strong periodic synaptic drive to elicit repetitive firing. Phase-locking would then demand far more synchrony of excitatory inputs than is required by our model.
We have presented a model of inhibitory effects in an isolated pyramidal cell. In cortex, these synaptic effects occur against a background of multiple excitatory and inhibitory interactions at a variety of time scales. Our study shows that inhibitory phase-locking will only occur in the setting of the appropriate amount of ongoing excitatory input. Far more complex interactions can be anticipated when the dynamics of multiple interconnected neurons are considered. The unexpected interplay of dynamic variables in our 1 lchannel model is itself an illustration of the variety and richness of even a moderate-sized dynamical system.
