ABSTRACT: The development and distribution of phytoplankton blooms in estuaries are functions of both local conditions (i.e. the production-loss balance for a water column at a particular spatial location) and large-scale horizontal transport. In this study, the second of a 2-paper series, we use a depthaveraged hydrodynamic-biological model to identify transport-related mechanisms impacting phytoplankton biomass accumulation and distribution on a system level. We chose South San Francisco Bay as a model domain, since its combination of a deep channel surrounded by broad shoals is typical of drowned-river estuaries. Five general mechanisms involving interaction of horizontal transport with variabhty in local conditions are discussed. Residual (on the order of days to weeks) transport mechanisms affecting bloom development and location include residence time/export, import, and the role of deep channel regions as conduits for mass transport. Interactions occurring on tidal time scales, i.e. on the order of hours) include the phasing of lateral oscillatory tidal flow relative to temporal changes in local net phytoplankton growth rates, as well as lateral sloshing of shoal-derived biomass into deep channel regions during ebb and back into shallow regions during flood tide. Based on these results, we conclude that: (1) while local conditions control whether a bloom is possible, the combination of transport and spatial-temporal variability in local conditions determines if and where a bloom will actually occur; (2) tidal-time-scale physical-biological interactions provide important mechanisms for bloom development and evolution. As a result of both subtidal and tidal-time-scale transport processes, peak biomass may not be observed where local conditions are most favorable to phytoplankton production, and inherently unproductive areas may be regions of high biomass accumulation.
INTRODUCTION
Phytoplankton bloon~s are important in modifying the elemental composition of surface waters, providing a food source for upper trophic levels, and potentially affecting the aesthetic and health aspects of water for the human population. In the companion to this paper (Lucas et al. 1999 , in this issue), we described 2 general factors controlling the 'patchiness' of phytoplankton biomass in natural systems: (1) spatial variability in population dynamics (i.e. the local balance between environment exists within the system where net phytoplankton growth is positive, and (2) what mechanisms transport the phytoplankton population while/after it grows.
The companion paper (Lucas et al. 1999 ) focused on horizontal variability of the local production-loss balance in a vertically well-mixed estuary. The quantity used to represent local growth conditions is pelf, the effective rate of depth-averaged phytoplankton population growth at a particular spatial location. This quantity incorporates the effects of depth-variable light availability and photosynthesis, respiration, benthic and pelagic grazing, and a simple representation of nutrient limitation. We explored spatial variations of perf primarily as a function of bathymetry. In addition, we described the response of pelf to tidal variations in water column height. In this paper, we consider the role of transport in the context of spatially and temporally varying local conditions. Specifically, we explore how interaction of both low-frequency (time scales of days to weeks) and high-frequency (time scales of hours) tidally driven transport with spatial-temporal variations in peff can determine if and where a bloom occurs. As we will show, the addition of transport greatly changes biomass distributions relative to what we might expect based solely upon pelf distributions.
As in Lucas et al. (1999) , we use South San Francisco Bay (SSFB) as a representative case for illustrating tidally driven transport processes and bathymetric variations (i.e. a deep channel flanked by broad shoals) typical of shallow estuaries. (See Fig. 1 , and Lucas et al. 1999 for a more detailed description.) In this paper, we use the results of TRIM-BIO, a hydrodynamicbiological model with SSFB as the model domain, as a tool to identify general mechanisms which can control bloom development and location. While the companion paper described the biological aspects of the model, this paper includes a description of the hydrodynamic modeling approach. This work is motivated by observations of complex, temporally varying spatial distributions of phytoplankton biomass (see, for example Huzzey et al. 1990 , Lucas et al. 1999 , Fig. 1 ) and the search for the processes causing those kinds of distributions. We emphasize, though, that the purpose of this study is to explore the sensitivity of bloom formation and patchiness to various processes using a numerical model-not to faithfully reproduce in detail an observed bloom event. Therefore, although we use SSFB as a natural laboratory, implementing geometry, hydrodynamics, and biological parameter ranges characteristic of this estuary, our goal is to gain insight into physical-biological mechanisms potentially important to a broad class of estuaries.
In this paper we address the fo1lowin.g questions: (1) How do tidally driven low-frequency (residual) transport processes interact with spatial-temporal variability of local conditions to control phytoplankton bloom development and location in an estuary? (2) How do tidally driven high-frequency (tidal-time-scale) transport processes interact with spatial-temporal vanability of local conditions to control phytoplankton bloom development and location? (3) Should we expect that regions with local conditions favorable to bloom development (i.e. with large per,) will also have high phytoplankton biomass? Will regions with local conditions unfavorable to bloom development (i.e. with small or negative per,) necessarily have very low biomass?
Below we demonstrate 5 transport-related mechanisms which arise from the interaction of estuarine tidal flow with local phytoplankton dynamics, and w h~c h can potentially control system-level bloom South Bay (SSFB) Fig. 1 . South San Francisco Bay, with depth contours (mean tide level] shown in meters. Inset shows proxim.i.ty to northern San Francisco Bay and Sacramento-San Joaquin River Delta development and distribution. As we identify these mechanisms, answers to the above questions will become apparent.
MODELING APPROACH
In Lucas et al. (1999) , we described our approach for calculating effective phytoplankton growth rates within TRIM-BIO, a modified form of the hydrodynamic model TRIM2D. Here, we focus on transport-related mechanisms and so below describe the hydrodynamic modeling approach of Casulli (1990a,b) , as in~plen~ented in TRIM2D, and our adaptation and use of that model.
The TRIMZD hydrodynamic model
The hydrodynamic model which we adapted for this investigation of horizontally variable phytoplankton dynamics is TRIM2D (Tidal, Residual, Intertidal Mudflat, Casulli 1990a ,b, Cheng et al. 1993 ). This hydrodynamic code is based on the finite-difference approach of Casulli (1990a,b) for solving free-surface shallow water flows. The version of TRIM2D used in this study includes modifications by Burau et al. (19931, Gross (1997) , and Gross et al. (1999) , and was calibrated (using measured tidal currents and surface elevation) and validated (with measured salinity distributions) for SSFB by Gross (1997) .
The 2-dimensional, vertically averaged equation set solved by TRIM2D is derived by integrating the 3-dimensional Reynolds-averaged Navier-Stokes equations (with hydrostatic and Boussinesq approximations) over the water column height, H(x, y, t ) , where X and y are along-estuary and cross-estuary distances, respectively. Horizontal velocities, horizontal diffusivities, and scalar quantities are assumed to be uniform with depth. The resulting 2-dimensional equation set includes X -and y-momentum equations, a depth-averaged continuity equation (accounting for time-variable water column height), and the conservative form of the depth-averaged scalar transport equation:
where C(x, y, t ) is the depth-averaged scalar concentration; U(x, y, t ) and V(x, y, t) are the depth-averaged horizontal velocities in the X and y directions, respectively; and Kh is the horizontal scalar diffusivity. Casulli's (1990b) approach is semi-implicit, treating implicitly those terms whose effect on the stability of the solution most restricts the time step, but treating all other terms explicitly for maximum computational efficiency. A linear 5-diagonal system of equations for the free-surface elevation is solved using a preconditioned conjugate gradient method. Advection of momentum is accomplished by the Eulerian-Lagrangian Method, and scalar advection terms may be solved conservatively with any one of several explicit advection schemes (Burau et al. 1993 , Gross et al. 1999 . The discretized vertically averaged equations are solved on a uniformly spaced grid, with grid spacing Ax = Ay = 200 m; a typical time step is 0.05 h.
Model adaptation and use
Incorporation of phytoplankton dynamics into the TRIM2D hydrodynamic model (to produce TRIM-BIO) involved, at the simplest level, addition of a growth term to the scalar advection equation pelf(x, y, t) is the effective growth rate of the depthaveraged phytoplankton population (see Lucas et al. (1999) for a description of this quantity). p,,, is updated at every grid cell during every timestep and is a function of local turbidity, benthic grazing rate, water column height, and various physiological and environmental parameters. The growth term in Eq. (2) is treated implicitly to ensure scalar positivity and mass conservation. Typical parameter values used in calculating pelf are shown in Table 1 and are characteristic of early spring (February and March) in SSFB. As discussed in Lucas et al. (1999) , near-uniform distributions of the key parameters (e.g. light attenuation coefficient and benthic grazing rate) are used for the sake of generality.
The TRIM-B10 simulations discussed in this paper are based on purely tidal hydrodynamics (i.e. no winddriven or density-driven flows are explored). To drive the tidal flow, water-surface elevation at the northern (open) boundary is specified; this time-variable boundary condition is based on 16 tidal constituents derived from SSFB field measurements (Cheng & Gartner 1985) . Phytoplankton biomass, B, at the northern boundary is either 0 or 3 mg chl a m-3, depending on the particular simulation. The initial condition for phytoplankton is B = (Ridderinkhof & Zimmerman 1992) . . Edmunds et al. 1995 Obviously, any processes which rely on vertical shear -especially dispersion via 2-layer exchange flows -cannot be resolved by a depth-averaged model; therefore, use of a model like TRIM2D requires that we either (1) parameterize those processes not resolved, or (2) assume that the model captures the most important dispersive processes for the cases of interest and not rely on parameterizations for subgrid-scale mechanisms.
Because the relative influence of each major dispersive process may vary enormously in space (Ridderinkhof & Zimmerman 1992 ) and in time (Huzzey et al. 1990 , Gross 1997 , it is impossible to accurately cast all sources of large-scale estuarine dispersion in the form of a simple parameterization for a horizontal diffusivity (like K,). Moreover, previous work has suggested that such approximations may not be necessary. Gross' (1997) TRIM2D simulations of salt transport in SSFB-with K, set to zero-compared very closely both with measured salinity distributions in SSFB and with 3-dimensional model predictions. Gross (1997) found that, at the available spatial resolution (200 m), the key to successfully modeling scalar transport is accurate numerical representation of the advective processes. By resolving the spatial gradients and the temporal evolution of the tidal velocity field, Gross (1997) was able to represent the dominant transport mechanisms without any need for an ad hoc representation of horizontal dispersion. Furthermore, we ran TRIM2D simulations both with K, set (1) to zero and (2) to unrealistically large values (relative to turbulent approximations), and found that the results reported here would not change if Kh were nonzero. This knowledge, along with the fact that this paper focuses on purely tidal transport (i.e. no baroclinic or wind-induced flows are included), justifies our decision to set the horizontal diffusion coefficient to zero.
As discussed below, high-quality calculation of scalar advective transport is crucial in this type of modeling effort. The Lax-Wendroff scheme with Roe's 'Superbee' flux limiter (Hirsch 1988 , Gross et al. 1999 ) is thus implemented for scalar advection. Though computationally expensive, this scheme adds the minimum artificial diffusion necessary to prevent numerical oscillations and associated negative scalar concentrations in regions of sharp gradients.
Horizontal dispersion
There are many possible sources of large-scale dispersion in estuaries, including various shear flow dispersion mechanisms (i.e. interaction of cross-flow shear with cross-flow mixing, Zimmerman 1986), winddriven (Dronkers & Zimmerman 1982 , Walters et al. 1985 and baroclinic (Fischer et al. 1979 , Gross 1997 
TRANSPORT-RELATED MECHANISMS
As we demonstrated in Lucas et al. (1999) , the conditions controlling local net phytoplankton growth rates in an estuary may vary significantly in both space and tinle. As we will illustrate in this section, the combination of spatial-temporal variability in local conditions with large-scale horizontal transport determines if a bloom occurs and where it is located. We will show that, under some circumstances, residual transport can result in significant phytoplankton biomass accumulation in regions where local conditions are not conducive to rapid population growth. Subtidal transport can also result in surprisingly low biomass in regions where local conditions support high rates of biomass production. As Koseff et al. (1993) and Cloern (1991) demonstrated with respect to mixing in the vertical dimension, tidal-time-scale horizontal transport may provide frequent interaction between adjacent regions with different local production characteristics, resulting in unexpected degradation or enhancement of a bloom. We will demonstrate the following transportrelated mechanisms as potential controls on bloom development and location: (1) residence time/exporthow long material remains in a region; (2) import-the rate at which material is transported to a region; (3) role of channel as conduit-the system-wide significance of local conditions in a channel region in providing a large-scale residual vehicle for biomass transport; (4) physical-biological phasing-the relationship between tidal-tune-scale changes in transport and local net phytoplankton growth rate ('buffer zones' provide an example of how this phasing may preserve a bloom); (5) lateral sloshing-the transfer of nearshore material to deep channel regions during ebb tide and its return to the shallower regions during flood tide.
Residence timelexport
Figs. 2 & 3 demonstrate the effect of residence time on the ultimate location of a bloom. In this example, we focus on the southeast shoal region of our domain, between the San Mateo and Dumbarton Bridges (see Fig. 1 for reference) . Fig. 2a,b shows the positions at t = 0 and t = 13 d , respectively, of passive particles initialized along the eastern half of the southeast shoal. The positions of these particles, or numerical drogues, were calculated by the TRIM2D hydrodynamic model for purely tidal flow. The residence time in that southeast shoal region is evidently quite short, since most of the drogues are exported within 2 wk by a strong northward residual (tidally averaged) current.
The potential effect of a short residence time is illustrated in Fig. 3 , which shows calculated distributions of effective phytoplankton growth rate (perr) and phytoplankton biomass (B) for 2 tidal phases at t = 6 d . For this scenario, k, (abiotic light attenuation coefficient) and a (benthic grazing rate) were chosen such that the southeast shoal has high per,, with net population growth rates ranging from 0.1 to 1.3 d-' over a tidal cycle (Fig. 3a,c) . We circled the region of interest and named it Region A. Because of the high local effective growth rates in Region A, we might expect a large bloom in that locality. However, we see in Fig. 3b,d that the chlorophyll levels in Region A are not especially high compared to the very large concentrations immediately to the north, where per, is generally smaller. Thus, we conclude that some growth must be occurring in Region A, but that biomass accumulation there is relatively small due to the rapid export of biomass to the north.
Residence time has previously been observed to be important to bloom development. In SSFB during 1982, Huzzey et al. (1990) measured 3 periods of significant phytoplankton biomass accunlulation over the northeast shoal, and observed that the end of each such bloom episode coincided with the occurrence of a large lateral (shoal-to-channel) flow pulse (see Figs. 2 & 5 of Huzzey et al. 1990 ). In that case, a relatively long residence time in the northeast shoal allowed a large bloom to develop, until an episode of rapid export flushed the region, depleting it of phytoplankton biomass. Therefore, temporal shifts in physical forcing can modify the residence time (or export rate) of a particular region. The importance of residence time to bloom development has previously been discussed with respect to many other systems (Frid & Mercer 1989 , Muylaert et al. 1997 , Valiela et al. 1997 . 
Low Tide
Import Similar to the effect of export, biomass import can also control where a bloom is located. Fig. 4 demonstrates that biomass import can produce a significant bloom in an unproductive region. A TRIM-B10 simulation was run for a case where p,([ and initial B were set to zero everywhere except in the southeast shoal, where k, (turbidity) and a (benthic grazing) were specified so that peff would be positive (Fig. 4a) . The distribution of phytoplankton biomass at t = 2 wk (Fig. 4b ) reveals a significant bloom not only in portions of the southeast shoal but also in the northeast shoal, where perr and initial B were zero. Clearly, the northward residual transport along the eastern shoal, as demonstrated by the particle tracks depicted in Fig. 2 , is responsible. Thus, biomass import can produce a bloom in a region which is not itself a net source of phytoplankton biomass.
Role of channel as conduit
Another important aspect of large-scale subtidal transport in an estuary is the role a channel region plays as a conduit for dispersing mass throughout the domain. A deep channel may provide an effective route for mass transport because a larger 1nertia:friction ratio results in greater tidal excursion and higher residual velocities in a deep region than in a shallow region. Fig. 5 shows Eulerian (at a point in space) and Lagrangian (following a particle) residual velocity fields calculated for a day mid-way through the spring-neap cycle. The Eulerian residual field clearly shows that maximum mean velocities (averaged over 2 full tidal cycles) occur in the channel. In addition, both residual velocity fields suggest interaction between the channel and the adjacent shoals. For example, a gyre appears to exist in the vicinity of the San Mateo Bridge (see Fig. 1 for reference) on the eastern side of the channel. This gyre, whlch has been previously documented (Walters et al. 1985) , allows a portion of the channel contents to spill into the eastern shoal over time. Such points of interaction between the channel and shoals, coupled with a large tidal excursion in the channel, produce great potential for wide dispersal of channel contents throughout the estuary.
Drogues released in the northern channel demonstrate the importance of the channel's role High Tide L , , as mass conduit. Fig. 6 shows that particles initialized in the northern channel (Fig. 6a) are ultimately dispersed throughout the domain (Fig. 6b) . At t = 13 d (and at the same tidal phase as for the drogue release), a number of particles reside in the southern channel, eastern shoal, and northwest shoal. The particles in the eastern shoal at t = 13 d arrived there via the aforementioned gyre (near the middle of the domain) and continue to ride the northward residual currents toward the northeast shoal. The drogues remaining in the channel gradually travelled southward (due to the large southward residual currents in the channel) and, given enough time, would have entered the region south of the Dumbarton Bridge, at least during flood tide. These transport patterns help us interpret the channel-conduit mechanism as it relates to phytoplankton biomass distribution. We ran 3 TRIM-B10 simulations, all with the same set of specified k, (turbidity) and a (benthic grazing) values in the west- The resultant values of p0,1}3" (pen in the channel) for the 3 scenarios were y : ? <, =, and > 0 and correspond to Fig. 7b,c,d , respectively. pelf in the remainder of the domain (outside Regions i and ii and shaded green in Fig. 7a ) was set to zero. Thus, the only source of biomass to the domain was Region i, and the only regions of potential growth or decay were inside Regions i and ii.
For the case of pepn = 0 (Fig. ?c) , the bloom originating in Region i expands southward. This southward expansion of the bloom is enhanced by the process of spilling some biomass into the channel (notice the elevated channel biomass), which in turn feeds a portion of that biomass back into the southeastern shoal primarily via the aforementioned gyre. Notice also that chlorophyll concentrations are slightly elevated in the southwest shoal and in the region south of the Dumbarton Bridge.
For p$" < 0 (Fig. ?b) , southward expansion of the bloom is not as extensive as for pS'im = 0; in fact, significantly elevated chlorophyll concentrations (B greater than about 10 mg chl a m-3) barely extend beyond Region i, and biomass in the channel is near zero. In this case, the channel cannot act as an effective conduit, because any biomass that enters the channel is quickly depleted by the negative values of peif (generally = -0.6 d") there due to respiration and, primarily, large grazing losses (a was set to 10 m3 m 2 d l in the channel). Caffrey et al. (1998) , who measured pelagic production (PP) and pelagic respiration (PR) at a shallow site and a deep site in SSFB, found that PP is usually greater than PR in the shallows (i.e. for a = 0, m' > O), but that PP is usually less than PR in the channel (i.e. +@p < 0). Therefore, the case of pZan < 0 is a common occurrence in SSFB because pelagic respiration typically exceeds production in the channel. Large benthic grazing rates in a deep channel region, such as those greater than 10 m3 m-2 d-l measured in SSFB , would result in more strongly negative values of and could further constrain the large-scale distribution of a bloom.
For the case of p $ " > 0 (Fig. 7d) , biomass distribution is much more extensive since conditions in the channel nurture the bloom as it is transported. Therefore, the channel is an effective vehicle for transporting a bloom if p $ " > 0 (i.e. if respiration and grazing losses are less than or equal to production).
Physical-biological phasing
The export, import, and channel-conduit mechanisms discussed above reflect subtidal, or residual, transport processes occurring over time scales of days or weeks. Other transport-related mechanisms affecting bloom development and location occur on tidal (hourly) time scales. An example is the concurrent quarter-diurnal shift in mass transport and local effective growth rates which can be significant in very shallow regions, where perr is especially sensitive to shallowing and deepening of the water column over the semidiurnal tidal cycle (see Lucas et al. 1999) . To illustrate a tidal transport pattern characteristic of some shoal regions, Fig. 8a,b shows the calculated locations, at consecutive high and low tides, of passive numerical drogues initially released in the southeast shoal. In this particular shoal region, it appears that particle transport includes a tidal-time-scale, cross-estuary oscillatory component, causing the particles to hug the shore during high tide, then allowing the particle patch to relax into the shoal interior during low tide. This behavior reflects tidal changes in water storage over the shoals: the water present in the shallowest regions during high tide may come primarily from deeper regions. In the southeast shoal, this tidal transport mechanism is superimposed on the overall northward residual transport pattern discussed in previous sections.
High Tide
Low Tide p~ p Fig. 8 . Locations of numerical drogues in the southeast shoal during (a) h g h tide and (b) low tide, demonstrating a semidurnal lateral displacement. Several drogues close to the eastern shore at highwater migrate to the shoal interior during ebb
The relative phasing of tidal-time-scale transport and temporally varying peff can determine whether a bloom in a particular region is sustained or degraded. interaction on tidal time scales which helps sustain a mid-east shoal and channel during the 1987 spring bloom in the mid-east shoal in the presence of benthic bloom indicated biomass increase in the east shoal grazing. As described in Lucas et al. (1999) , effective intenor during ebb tide, with biomass increasing togrowth rates in very shallow regions can be positive at ward the shore (see Fig. 10 ). The authors suggested high tide but negative at low tide if benthic grazing that, in addition to advection, local light-driven prothere is nonzero. This is due to enhanced depth-averduction and grazing losses of phytoplankton in the aged benthic grazing losses as the water column shalshallows are highly dynam~c and may account for a lows. We also showed that pelf in a deeper region is less significant portion of tidal-scale variability there. sensitive to tidal shallowing and deepening. Fig. 9a,c shows snapshots of phytoplankton effective growth at high tide and low tide, respectively, for this scenario.
Lateral sloshing For the purpose of this discussion, we focus on a portion of the eastern shoal denoted as Region B. The
Another tidal-time-scale mechanism affecting blooms in nearshore portion of Region B experiences negative a bathymetrically complex domain is lateral sloshing of pet( at low tide (Fig. 9c) but positive p,,( during high material out of a shallow region and into a deep channel tide (Fig. 9a) . Fig. 9b,d shows snapshot chlorophyll region on ebb tide, and then back into the shoal during distributions at the same simulation times. Like the flood tide. This mechanism is closely related to the physdrogues in Fig. 8 , the phytoplankton patch in Region B ical-biological phasing described above but, in contrast, expands into the shoal interior on ebb tide (Fig. 9d) and relies primarily on spatial variability in effective growth compresses against the shore on flood (Fig. 9b) . The rates, as opposed to spatial-temporal variability. While portion entering the mid-shoal, positive-p,,, region the above physical-biological phasing mechanism deduring low water is preserved, and any remnant left pends on the existence of a 'buffer zone' between the behind near the shore is quickly depleted when pelf nearshore and channel regions, lateral sloshing between becomes negative there. During flood tide, the preshoal and channel relies on the absence of such a buffer served portion of the phytoplankton patch sloshes zone and thus is related to the width of the shoal, bathyback toward the shore, where per, is then positive. metric features, and lateral tidal excursion.
In this case ( a > O ) , the mid-shoal region which reConsider the passive numerical drogues whose calceives nearshore phytoplankton on ebb tide is a culated locations at consecutive high and low tides are 'buffer zone' between the strongly negative per, nearshown in Fig. l l a , b , respectively. These particles were shore and the low (and often negative) per, in the adjainitialized uniformly throughout the southwest shoal cent channel. Thus, in the presence of benthic grazregion denoted as Region C (immediately north of the ing, lateral oscillatory transport, coupled with the Dumbarton Bridge). A large number of the drogues in existence of such a buffer zone, allows a phytoplankRegion C approach the western shore during flood and ton patch to avoid rapid depletion nearshore during then enter the channel on ebb, due to the apparent low tide and then to hug the shore when effective absence of a buffer zone (as described in the previous growth rates there are maximal, thus preserving its section) between the nearshore and channel regions. elevated biomass. However, in the absence of grazing, this lateral expansion-compression of a phytoplankton patch may be suboptimal for a bloom, since in that case light would present the primary limitation and would be most abundant in the shallowest areas during low tide. Other mechanisms of hourly scale variability not included in TRIM-BIO-such as short-term variations in water column irradiance caused by tidally driven sediment resu.spension and the die1 light cycle-could contribute additional hourly scale physical-biological phasing processes.
The general idea of biomass being swept away from shore into the shoal interior on ebb tide and back on flood is consistent with previous observations in For example, In this way, biomass measured in Region C is a product of conditions in the channel as well as in the southwest shoal. Thus, nonlocal conditions may contribute to what is observed locally. Fig. 12 demonstrates that this is in fact the case. Three TRIM-B10 simulations were run for a condition in which effective growth rates were set to zero everywhere in the domain except in the southwest shoal (Region C) and in the channel. Values of k, (turbidity)
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I and a (benthic grazing) were specified such that day-averaged peff was positive in Region C. In addition, initial B was set to zero everywhere but in Region C. The 3 simulations differed only by p$": in one case, k, and a were specified such that p$" was positive; in another case, p$" was set to zero; and in the last case, k , and a were specified such that p$" was negative. These conditions ensured that the southwest shoal was the only initial source of phytoplankton biomass to the system, and that growth and decay could only occur in the southwest shoal or in the channel.
Time series of day-averaged phytoplankton biomass at a sampling location in the center of Region C are shown in Fig. 12 for the 3 cases. First, we see that day-averaged phytoplankton biomass in the southwest shoal increases for zero p:ian. Thus, in the absence of any growth or decay external to Region C, conditions in the southwest shoal alone are sufficient to induce a bloom locally. If p$" is positive (in this case &:,d" = 0.1 d-l), that bloom in the southwest shoal is enhanced. On the other hand, if p:kn is negative (in this case p$" = -0.6 d-l, due to a very large a in the channel), a bloom may never develop in the southwest shoal. Because we have eliminated external sources and sinks of biomass for Region C (except for the channel), and since our 'drogues' demonstrated that lateral sloshing between shoal and channel actually occurs, lateral sloshing appears responsible for the biomass increase/decrease calculated for Region C (relative to p$'" = 0) and shown in Fig. 12 . An additional potential source of biomass to a locale like Region C (in the case of positive p:?") is biomass growing in the channel which was initially seeded by the shoal. (In this case, biornass in the adjacent channel rises slightly to =1.5 mg chl a m-3 for &ian = 0 and ~3 . 5 mg chl a m-3 for p$'" > 0 by Julian Day 38, so here t h s effect would be very small.) Regardless of whether a single mechanism or a combination of mechanisms is responsible, this example demonstrates the effect of nonlocal conditions (here, the production-loss balance in the channel) on local bloom dynamics (in the adjacent shoal domain): observed biomass is a time integration of per,. B along Lagrangian particle paths. We have used a vertically averaged model of a shallow estuary to explore mechanisms that arise from the interaction of transport with variability in local phytoplankton dynamics and that can control the development and location of phytoplankton blooms. Although we have demonstrated these interactions in the context of one particular estuary (South San Francisco Bay), we expect these mechanisms to be present in other similar systems but at intensities which may vary seasonally and spatially. In the presence of additional hydrodynamic forcings such as wind or freshwater flow, the tidaUy driven mechanisms discussed would likely be modified or superposed with other processes.
The 5 transport-related mechanisms we described are:
Residence timelexport. We showed, for example, that in a region with a short residence time, phytoplankton biomass may not be high, despite local conditions favorable to bloom development (i.e. large phytoplankton growth rates). This process, which depends on residual transport, has been previously inferred in other systems.
Import. This subtidal transport mechanism allows a n unproductive region (e.g. where phytoplankton growth rates are zero or negative) to sustain a bloom. If biomass import to an unproductive region is rapid relative to export and local losses, biomass will accumulate.
Role of channel as conduit. Deep regions were shown to be large-scale vehicles for mass transport within an estuary, due to the large tidal excursion and residual currents there. A channel region is most effective as a conduit for phytoplankton biomass if local conditions in the channel maintain or enhance that biomass (i.e. if phytoplankton growth rates in the channel are 20).
Physical-biological phasing. Shifts in transport and local growth conditions on hourly time scales due to the semidiurnal tide can either sustain or diminish a bl.oom. For example, when benthic grazing in the shoals is nonzero, phytoplankton growth rates nearshore can become negative as the tide begins to ebb. At the same time, a nearshore phytoplankton patch expands into the mid-shoal 'buffer zone', where positive growth is maintained and a portion of the originally nearshore bloom is preserved. In the absence of benthic grazing, phasing of transport relative to variations in water column irradiance could diminish a bloom.
Lateral sloshing. Some shoal regions do not have intermediate buffer zones to receive nearshore biomass during ebb tide. Instead, mass originating in the shallowest areas during high tide sloshes laterally in.to the adjacent channel region during ebb, and then back to the shoal during flood. By this mechanism, local conditions in the channel can affect phytoplankton biomass in the shoal; in fact, pet, in the channel can control whether or not a bloom occurs in the shoal.
We demonstrated above that if net growth rates in the channel are negative (i.e. the channel is a net sink for phytoplankton biomass) then the channel will not be an effective means of dispersing biomass through the system, because any biomass which enters the channel will be rapidly depleted. However, if net growth rates in the channel are positive, then the channel may provide a very effective conduit for phytoplankton biomass. For example, if a highly productive shoal region supplies biomass to a nonsink channel region, which then transports that biomass over large distances, that biomass may then seed blooms in other shoal regions which have open communication with the channel.
Although the numerical model used in this study does not permit us to directly explore the role of vertlcal density stratification, the simulation results presented allow us to speculate in this regard. Vertical density stratification, which effectively raises net phytoplankton growth rates in the channel, could switch off the biomass sink typically represented by the channel under unstratified conditions and consequently switch on a large-scale mass dispersal mechanism. We are thus compelled to ask: Could density stratification in a deep channel region lead to a more widespread bloom by enhancing the dispersive ability of the channel? Field measurements in SSFB which could potentially address this question (i.e. which include measurements in both channel and shoal regions under both stratified and unstratified conditions) are limited. However, the few years in which channel and shoal chlorophyll measurements were taken are consistent with this idea of channel stratification enhancing the system-wide bloom. For example, 1980 (Cloern et al. 1985) and 1982 (Huzzey et al. 1990 ) were years when persistent stratification (as opposed to strain-induced periodic stratification which develops and erodes within a tidal cycle) developed in the channel during the spring. In these years, the blooms measured in both the channel and shoal were relatively widespread and large (e.g. maximum chlorophyll was about 40 mg chl a m-3 in 2980 and about 70 mg chl a m-3 in 1982). On the other hand, during 1987, a year of very low freshwater inflow to SSFB and at most only weak stratification in the channel, elevated chlorophyll concentrations were more localized and reached only about 12 mg chl a m-3 (Cloern et al. 1989 ). Thus, field observations and simulation experiments suggest that, even if a bloom begins in a shallow region, the horizontal extent (and magnitude) of that bloom could be enhanced by the presence of density stratification in a deep channel region. This is an issue which can be explored directly with a 3-dimensional hydrodynamic-biol.ogica1 model.
Another general implication of this work is that modeling the tidal-time-scale variability of a transported scalar may be necessary if that scalar is reactive and dependent on its surroundings (unlike salt, for example). We have shown that tidal-time-scale processes -both physical and biological-can determine whether a bloom will occur. Mechanisms involving tidally driven oscillatory biomass transport between disparate environments, as well as the relative phasing of hourly-scale shifts in transport and biological processes, illustrate the importance of resolving tidal-time-scale variability in physical-biological dynamics. In a numerical model, such intratidal resolution is especially important when tidal excursions are equivalent to or greater than the length scales over which local growth conditions change significantly. Therefore, if spatial gradients in local conditions are sharp and tidal excursions are large, then a model should resolve intratidal processes. Furthermore, if local growth conditions vary significantly over a tidal cycle (as in a shallow region subject to benthic grazing), then intratidal variability should be considered. On the other hand, if spatial distributions of net growth rates are approximately uniform or tidal excursions are small, and if temporal variability of growth rates over a tidal cycle is minimal, then substituting tidally averaged (residual) representations for physical-biological dynamics may be reasonable. If available spatial resolution of the model domain is so coarse that a grid cell is on the order of or larger than the tidal excursion, then intratidal processes may not be captured, even if the time step is small; in this case, the benefits of resolving tidal transport may not be apparent.
Overall, we have demonstrated that local growth conditions, which depend on factors such as water column height, tidal amplitude, light availability, and grazing rates, determine if a bloom can occur. Thus, positive net growth somewhere in the estuary is necessary but not sufficient for a bloom to develop and certainly cannot tell us where a bloom will be observed. Large-scale transport plus spatial-temporal variability in local processes govern the conditions experienced by the phytoplankton while and after it grows, and thus determine if a bloom will occur and where it will be observed.
