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ABSTRACT 
The equations [grad#(x)JrF(x)=h(x) and F(+(x))-$(x)-h(r) are considered. 
They arise in the stability theory of differential and difference equations. The scalar 
function h(x) is a given, and the function q(x) an unknown, formal power series in 
the n indeterminates x = (q, . . . , xJT, and h(0) = G(O) = 0; the elements of the n X n 
matrix F(x) are also formal power series in x, F(0) = 0. It is shown that the solvability 
of both equations depends on the eigenvalues of the Jacobian F,(O). 
1. INTRODUCTION 
If the origin is an asymptotically stable solution of the differential 
equation 
ii= F(x), XEW”, 
its region of attraction can be determined by Zubov’s method. That ap- 
proach requires a Ljapunov function q(x) such that for a given negative 
definite scalar function h(x) the equation 
is satisfied. If F(x) and h( ;r are holomorphic in C” and all eigenvalues of ) 
F,(O) have negative real parts, then the solution q(x) is uniquely determined, 
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and any connected neighborhood of 0 where G(x) is holomorphic is con- 
tained in the region of attraction [3]. 
In this note we study (1) as an equation in formal power series of 
X=(Xi,*..,X,)r and consider an analogous equation which arises in the 
stability theory of difference equations. 
2. THE EQUATION [grad$]V= h 
Let x@[[x]] be the algebra of formal power series g(x) in n indeterminates 
xi, * * * , x, over @ for which g(0) =0 holds, and let xC”[[x]] be the linear space 
of all n-vectors 
G(x) = [g,(x), . .. dx)l= 
with g(x) E x@[[x]]. Th e n X n matrix G, = (a&/axj) is the Jacobian of G(x). 
We shall prove the following result. 
THEOREM 1. Let F(x)Ex@“[[x]] be giuen, and let A,, . . ..A. be the 
eigenvalues of F,(O). The equation 
[gad+(x)] TF(x) =h(x) 
has a solution G(x) l xC[[x]] fm any h(x)Ex@[[x]], if ad only if 
for all integers r,>O,..., r,>O and r,+-*- +r,>O. 
Proof We proceed along the lines of [S] and use the isomorphism of 
x@[[x]] to a symmetric tensor algebra over C. 
Let P=(ps,)~RdXe and Q ~~~~~ be two matrices with elements in a 
ring R. Their Kronecker product is given by the d.s X et block matrix 
P@Q=hQ), 6=1,..., d, e=l,..., e. 
If x=(x1,..., x,)’ is a vector with indeterminates over @, we put 
@‘x= x8. * . @x = (...) xu,xu; . . xu ,)... )‘. 
rtiI;les 
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We define 
D,(P,Q)=Q@PW. CSP+-.- +P@-..@PPQQ, 
where each of the ZJ summands contains ZJ factors. If e = 1, then 
D,(P~Q)=D,#‘Js)Q, (3) 
where Z, is an s X s identity matrix. We note that 
for Ic; E @ix~, and furthermore because of (3) 
for F, E@“~“~. 
In the set of r-tuples 
r,= {(Yl2***3Yr)(Yi EN, l<y,<n,i=l,..., r} 
we call y = (yr, . . . , y,) and w = (wi, . . . , u,) equivalent, y--w, if there is a 
permutation 7~ E S,, such that (wr, . . . , a,) = (y,,,, . . , , y,,). Let BrC” be the rth 
tensor power of C”. If ei is the ith unit vector in C”, then an arbitrary tensor 
Y E @,I@” has the form 
Y= 2 c,e,,@* - * Be,, 
w= w,,...,o,)El-, ( 
and y is called symmetric if w-y implies c, = cv. The subspace of symmetric 
tensors of @‘@” is denoted by V’C”. Any formal power series q(r) E x@[[%]] 
can be written in a unique way as 
rL(r) = 1zi 4 @% (5) 
with #NT E VW”. For F(x) E xU?[[ ]] x an analogous representation holds: 
F(x)= 5 Fpgpx, F, EC-“‘, 
p-1 
(6) 
where each column of Fp’ is in VP@“. 
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Now let q(x) and F(x) be given by (5) and (6). Then (4) yields 
[grad+(x)]rF(X)= g 5 [grad#,,@%]rF,,@% 
p=l p=l 
For h(x) = Z Zr,, @ “x, h,’ E V” C”, the equation (1) is equivalent to the infinite 
system of linear equations 
Hence (1) is solvable for any h(x) if and only if D,,(Z,,F,) is nonsingular for 
all ZL. The eigenvalues of F, = F,(O) are assumed to be Xi,. . . ,A,; therefore the 
eigenvalues of D,,(Z,,,F,) are (see [4, ppq 235-2371 or [5]) 
r,X, + * * * + TJ,, 7.1 > 0,. . . ) ra > 0, T-1 + . . . + Ta = p, 
which completes the proof. n 
If all the eigenvalues of F,(O) have negative real parts, then (2) is 
necessarily satisfied and a solution $J of (1) exists [3]. 
3. THE EQUATION F(4) - 4 = h 
Zubov’s method has also been developed for difference equations 
6’x(t)=x(t+l)=F[x(t)], XER”, F(0) = 0. (7) 
In this case the “difference” of a Ljapunov function q(x) with respect to (7), 
i.e. &J - 1c, = F(q) - rc/, has to be considered [l, 21, which leads to the 
equation 
FIG(x 444 = h(r). (8) 
Again the solvability of (8) depends on the eigenvalues of F,(O). 
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THEOREM 2. Let F(x) ~x@“[[x]] be given, and &t A,, . . ..A0 be the 
eigenvalues of F,(O). The equation (8) has a solution #(x)~xC[[x]] for any 
h(x) E xC[[x]] if and only if 
A;1* *.A,‘#1 (9) 
forallintegmsr,>O,..., r,>Oandr,+...+r,>O. 
Proof, Let F, +h and h be given as in the preceding theorem. Then 
where I$, = 2 (F@-- 
i,+... +i,=o 
63 Fi,). We arrive at the system 
of linear equations, which is equivalent to (8). The eigenvalues of K,, = @OFF, 
are h;l. - + A:, r1 + - - - + ra = u (see [4, p. 1221). The matrices K,, - Z, are 
nonsingular if and only if (9) holds. H 
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