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PATH-DEPENDENT HAMILTON-JACOBI EQUATIONS IN
INFINITE DIMENSIONS
ERHAN BAYRAKTAR AND CHRISTIAN KELLER
Abstract. We propose notions of minimax and viscosity solutions for a class
of fully nonlinear path-dependent PDEs with nonlinear, monotone, and coer-
cive operators on Hilbert space. Our main result is well-posedness (existence,
uniqueness, and stability) for minimax solutions. A particular novelty is a suit-
able combination of minimax and viscosity solution techniques in the proof of
the comparison principle. One of the main difficulties, the lack of compactness
in infinite-dimensional Hilbert spaces, is circumvented by working with suit-
able compact subsets of our path space. As an application, our theory makes
it possible to employ the dynamic programming approach to study optimal
control problems for a fairly general class of (delay) evolution equations in
the variational framework. Furthermore, differential games associated to such
evolution equations can be investigated following the Krasovski˘ı-Subbotin ap-
proach similarly as in finite dimensions.
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1. Introduction
Let V ⊆ H ⊆ V ∗ be a Gelfand triple, i.e., V is a separable reflexive Banach
space with a continuous and dense embedding into a Hilbert space H . Moreover,
this embedding is assumed to be compact. We study fully nonlinear so-called path-
dependent PDEs (PPDEs) of the form
∂tu(t, x)− 〈A(t, x(t)), ∂xu(t, x)〉+ F (t, x, ∂xu(t, x)) = 0,
(t, x) ∈ [0, T )× C([0, T ], H).(1.1)
Here, A(t, ·) : V → V ∗, t ∈ [0, T ], are nonlinear, monotone, coercive operators. The
derivatives ∂tu and ∂xu are certain path derivatives on the path space C([0, T ], H).
A definition will be provided later. Note that they are not Fre´chet derivatives.
Let us also mention that any kind of solution u of (1.1) should at least be non-
anticipating, i.e., for every x, y ∈ C([0, T ], H), whenever x = y on [0, t], we have
u(t, x) = u(t, y).
A particular example of (1.1) is the Bellman equation associated to distributed
control problems for divergence-form quasi-linear parabolic PDEs of order 2m on
some bounded domain G ⊂ Rn with smooth boundary ∂G, e.g., the problem of
minimizing a cost functional∫ T
t0
ℓ(t, {x(s, ·)}s≤t, a(t, ·)) dt+ h({x(t, ·)}t≤T )
over some class of admissible controls a = a(t, ξ) subject to x = xt0,x0,a solving
∂x
∂t
(t, ξ) +
∑
|α|≤m
(−1)|α|DαAα(t, ξ,Dx(t, ξ))
= f(t, ξ, {x(s, ξ)}s≤t, a(t, ξ)), (t, ξ) ∈ (t0, T )×G,
Dβx(t, ξ) = 0, (t, ξ) ∈ [t0, T ]× ∂G, |β| ≤ m− 1,
x(t, ξ) = x0(t, ξ), (t, ξ) ∈ [0, t0]×G,
where α and β are multi-indices, Dx = (Dβx)|β|≤m, D
α and Dβ are partial deriva-
tives with respect to ξ, and ℓ, h, f , and Aα are appropriate functions (see [109, Sec-
tion 30.4] for details regarding Aα). Note that we allow delays in the data of our
problem with the exception of the differential operator.
The objective of this paper is to establish wellposedness for the terminal-value
problem related to (1.1) under an appropriate notion of solution. Our problem is
set up in path-dependent framework, i.e., a solution u depends at any fixed time
t on a“path segment” {x(s)}s≤t, which can be understood as history until time t.
Formally, the usual state space [0, T ]×H is replaced by [0, T ]× C([0, T ], H) (or a
subset) and a solution is required to be non-anticipating. The original motivation
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to work in such a framework comes from problems involving delays in areas such
as optimal control, differential games, and mathematical finance. In this work
however, the path-dependent approach provides a new methodology for infinite-
dimensional PDEs, which is of relevance even if our data are not path-dependent,
i.e., when the function F and a terminal datum h are of the form
F (t, x, z) = F˜ (t, x(t), z), h(x) = h˜(x(T )), (t, x, z) ∈ [0, T ]× C([0, T ], H)×H,
for some functions F˜ : [0, T ] × H × H → R and h˜ : H → R. The reason is
that, thanks to our additional structural assumptions for A in contrast to the
related works [100, 101] and [22], we can identify suitable compact subspaces of
C([0, T ], H) and this allows us to avoid the use of perturbed optimization based
on Ekeland’s variational principle. We want to remark that our approach crucially
depends on the coercivity of A and thus for different or more general situations
perturbed optimization is an indispensable tool. Nevertheless, we want to advocate
our approach when it is applicable as it often simplifies the analysis and many
methods from the finite-dimensional theory can be easily carried over to the infinite-
dimensional case.
1.1. Related research. Pioneering work on Hamilton-Jacobi equations on Hilbert
space has been done by Barbu and Da Prato (see, e.g., their monograph [4]).
Viscosity solutions for PDEs in infinite dimensions of the form
vt(t, x)− 〈Ax, vx(t, x)〉 +G(t, x, vx(t, x)) = 0, (t, x) ∈ (0, T )×H,
(and their stationary counterparts), where A is an unbounded operator, have been
investigated by Crandall and Lions in [16–18] for the case A = 0, in [20, 21, 23]
for linear A, and in [22] for nonlinear A. The research on such equations with
nonlinearA has been started earlier by Tataru [99,100] (see also [101] for subsequent
work). For the case of A being the subdifferential of a convex function, we refer
to Ishii [49] and Shimano [91]. Cannarsa, Gozzi, and Soner [7] studied Hamilton-
Jacobi equations on Hilbert space (here with A = 0) related to optimal control
problems with exit time and state constraints. Motivated by boundary control
problems for parabolic PDEs, Cannarsa, Gozzi, and Soner [8] and Cannarsa and
Tessitore [9] studied Hamilton-Jacobi equations, where the Hamiltonian G involves
fractional powers of A.
We also want to mention the works of Lions [63] and Gozzi and S´wie֒ch [45] as
well as the works of Gozzi, Sritharan, and S´wie֒ch [43,44], respectively, where Bell-
man equations associated to control problems for variational solutions of the Zakai
equation and the Navier-Stokes equation, respectively, are studied. Furthermore,
we want to single out Soner’s paper [92], which influenced the literature on viscosity
solutions for fully nonlinear 1st and 2nd order PPDEs via [69].
For the viscosity theory of second-order PDEs in infinite dimensions, we refer
to the works of Lions [62, 64], of Ishii [50], of S´wie֒ch, [96] and of Gozzi, Rouy, and
S´wie֒ch [42] besides the already mentioned papers [63], [45], [44].
For further works about viscosity solutions for PDEs in infinite dimensions, one
can consult the bibliographies of [29] and [31].
Results on minimax solutions in infinite dimensions can be found in the work [12]
by Clarke and Ledyaev on mean value inequalities. We refer also to Carja [10, 11]
regarding the related notion of contingent solution.
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Fully nonlinear 1st order PPDEs have been studied by Lukoyanov in the minimax
[66–68] as well as in the viscosity solution framework [69]. In those works, so-called
coinvariant derivatives by Kim [53] were used. The investigation of 2nd order
PPDEs has been motivated much by Peng’s ICM plenary talk [85] and by Dupire’s
functional Itoˆ calculus [24] (see also subsequent work by Cont and Fournie´ [13]). A
viscosity solution approach has been successfully initiated by Ekren, Keller, Touzi,
and Zhang [26]. In a similar spirit, Isaacs equations are studied by Pham and
Zhang [86], fully nonlinear equations by Ekren, Touzi, and Zhang [27,28], non-local
equations by Keller [51], elliptic equations by Ren [88], obstacle problems by Ekren
[25], and degenerate second-order equations by Ren, Touzi, and Zhang [89]. In
contrast to the papers mentioned first, the latter work covers also the first-order
case.
A class of semilinear 2nd order PPDEs with a linear unbounded operator on
Hilbert space has been studied by Cosso, Federico, Gozzi, Rosestolato, and Touzi
[14]. Their work is closely related to the semigroup framework, in particular to mild
solutions of stochastic evolution equations involving linear operators, whereas the
present work is closely related to variational solutions of (deterministic) evolution
equations involving nonlinear operators.
For optimal control problems in the variational framework, we refer to Hu and
Papageorgiou [47, Chapter IV] and the references therein.
Differential games in infinite dimensions have been investigated by Kocan, So-
ravia, and S´wie֒ch [55], by Kocan and Soravia [54], by Shaiju [90], by Ghosh and
Shaiju [41], by Ramaswamy and Shaiju [87], by Nowakowska and Nowakowski [81],
by S´wie֒ch [98], by Banks and Shuhua [3], and by Vlasenko, Rutkas, and Chikri˘ı
[106]. Stochastic differential games in infinite dimensions and the related Isaacs
equations have been studied by Fleming and Nisio [37], by Nisio [74–79], and by
S´wie֒ch [97].
Let us remark that the literature on optimal control problems for PDEs is im-
mense (see, e.g, the recent survey article [2] or the monographs [1], [6], [31], [32],
[40], [57], [58] [59], [61], [102], and [105]; note that this list is not exhaustive).
Finally, let us conclude this literature review with mentioning two approaches
how to treat optimal control problems with delays via the dynamic programming
approach. A very common approach in the literature is to rewrite a controlled
delay differential equation as an ordinary differential equation without delays but
with values in a Hilbert space H such as, e.g., H = L2(−τ, 0;Rd). This would
then naturally lead to an investigation of Bellman equations on domains of the
form [0, T ]×H or H ; see, e.g, the works of Federico [33], of Federico, Goldys, and
Gozzi [34, 35], of Federico and Tacconi [36], of Fuhrman, Masiero, and Tessitore
[39], of Zhou and Liu [111], and of Zhou and Zhang [112]. In the PPDE approach
however, the controlled delay differential equations is not rewritten as an (infinite-
dimensional) evolution equation but is considered as a “path-dependent” differential
equation, i.e., a differential equation of the form x′(t) = f(t, {x(s)}s≤t)) in the
deterministic case. This view would lead to a path-dependent Bellman equation.
Furthermore, solutions of those PPDE should be non-anticipating. A particular
feature of this work is that it also allows the study of optimal control problems
associated to PDEs with delays.
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1.2. Our approach and the main difficulties. We propose an appropriate adap-
tation of the notion of minimax solutions in the sense of Subbotin [94] and Lukoy-
anov [67] as generalized solution for (1.1). Under this notion, we establish well-
posedness. Moreover, minimax solutions admit similarly as viscosity solutions an
infinitesimal characterization, which is of importance in control theory, in partic-
ular, to establish verification theorems (cf. [30]) and for the synthesis of optimal
feedback controls (see, e.g., [38], [5, Chapter III], or [95, Chapter II]).
The main difficulties are the lack of compactness in infinite-dimensional spaces
and the interpretation of the duality pairing 〈A(t, x(t)), ∂xu(t, x)〉 in (1.1) due to
incompatibilities regarding the involved spaces: We have A(t, x(t)) ∈ V ∗ and thus
∂xu(t, x) should belong to V but, in general, we only have ∂xu(t, x) ∈ H and H is
in most relevant situations a strict superset of V . The first difficulty is overcome by
the path-dependent approach itself and the use of minimax solutions as we are able
to identify suitable compact subsets of the path space C([0, T ], H). The second dif-
ficulty actually disappears in our formulation of minimax solutions. In the formula-
tion of viscosity solutions the problem is resolved by replacing 〈A(t, x(t)), ∂xu(t, x)〉
with a term of the form
lim
δ↓0
(or lim
δ↓0
)
1
δ
∫ t+δ
t
〈A(s, x(s)), ∂xu(s, x)〉 ds,
in which case the space incompatibilities disappear as, for a.e. s ∈ (t, T ), we have
x(s) ∈ V and thus ∂xu(s, x) ∈ V (cf. Definition 2.14 (i) and Definition 2.16 (i)) for
suitable trajectories x.
Without rendering our problem irrelevant or trivial, we also consider smaller
domains than [0, T ]×C([0, T ], H) such as (compact!) sets of the form [0, T ]× ΩL,
L ≥ 0, and the (locally compact!) set [0, T ]×Ω, where Ω := ∪L≥0ΩL. The sets ΩL
can be thought of as spaces of realizable trajectories (or possible histories) corre-
sponding to a suitable family of control problems. From this point of view, it strikes
us at least as debatable why a larger class of trajectories should be considered.
In the proof of the comparison principle for viscosity solutions of 1st order PPDEs
in finite dimensions by Lukoyanov [69] (see also [27, Theorem 8.4]) time and space
variables are doubled, i.e., functions of the form u(t, x)− v(s, y) + “penalty term”
are used. However, this approach seems to be problematic in our setting as it is
not clear how one can then exploit the monotonicity of the operator A (even if
A is time-independent!). To avoid this issue, we double only the space variable
following Ishii [48] and Crandall and Lions [22]. To obtain a comparison principle
for viscosity solutions we need then to establish a so-called doubling theorem, i.e.,
a statement of the following form:
If u is a viscosity subsolution and v is a viscosity supersolution,
then w defined by w(t, x, y) := u(t, x) − v(t, y) is a viscosity sub-
solution of some “doubled equation.”
Due to the particular nature of our path derivatives we have been unable to prove
such a statement. (The problem is that in the path-dependent case the time deriv-
ative does not depend on time alone, which can also be seen in alternative, explicit
definitions of path derivatives such as in [24].) To get around this obstacle, we uti-
lize the stronger notion of minimax solutions. By doing so, we can prove a doubling
theorem but now with u being a minimax subsolution and v being a minimax su-
persolution. However, w will still be a viscosity subsolution. Our doubling theorem
will then be used to prove a comparison principle for minimax solutions.
1.3. Notions, main results, and methodology in a simplified setting. Sup-
pose that there exists a constant L ≥ 0 such that, for every z, z˜ ∈ H ,
|F (t, x, z)− F (t, x, z˜)| ≤ L‖z − z˜‖H , (t, x) ∈ [0, T ]× C([0, T ], H).(1.2)
Also note that hypothesis H(A) from Section 2.2 is tacitly assumed to be satisfied.
In the finite-dimensional minimax solution theory, spaces of Lipschitz continuous
functions with common Lipschitz constant play an important role. Their counter-
part in our work are the trajectory spaces
X˜L(t0, x0) = {x ∈ C([0, T ], H) : x = x0 on [0, t0] and ∃fx ∈ L2(t0, T ;H) :
x′(t) +A(t, x(t)) = fx(t), |fx(t)| ≤ L a.e. on (t0, T )},
where (t0, x0) ∈ [0, T ) × C([0, T ], H). (For a precise definition, see Remark A.4;
cf. also Definition 2.6.) These spaces are compact, connected, and satisfy a certain
continuous-dependence type property (cf. Proposition 2.12). The last property is
needed to prove existence for solutions of (1.1).
Fix x∗ ∈ H . Here, our state space is [0, T ] × Ω˜, where Ω˜ = X˜L(0, x∗). In the
main part of this paper, we use a larger set as state space. In particular, this
set does not depend on the Lipschitz constant L. However, our notions will then
become slightly more complicated.
Assume for a moment that u is smooth in some sense and satisfies (1.1). Then,
for every x ∈ X˜L(t0, x0), we should have
u(t, x)− u(t0, x0) =
∫ t
t0
∂tu(s, x) + 〈x′(s), ∂xu(s, x)〉 ds
=
∫ t
t0
∂tu(s, x) + 〈−A(s, x(s)) + fx(s), ∂xu(s, x)〉 ds
=
∫ t
t0
−F (s, x, ∂xu(s, x)) + 〈fx(s), ∂xu(s, x)〉 ds.
(1.3)
(A precise definition of the path derivatives can be found in Section 2.4.) Because
of (1.2), one can show that (1.3) also holds if the terms ∂xu(s, x), s ∈ [t0, t], are
replaced by an arbitrary z ∈ H . This motivates the following definition.
Definition 1.1. A function u ∈ C([0, T ]× Ω˜) is a minimax solution of (1.1) if, for
every (t0, x0, z) ∈ [0, T )× Ω˜×H , there exists an x ∈ X˜L(t0, x0) such that
u(t, x)− u(t0, x0) =
∫ t
t0
−F (s, x, z) + (fx(s), z) ds, t ∈ [t0, T ].
Similarly, minimax semisolutions (i.e., sub- and supersolutions) can be defined.
The next statement is a weaker version of our main result.
Theorem 1.2. Let h : C([0, T ], H) → R be continuous. Let F be continuous and
suppose that besides (1.2), for every t ∈ [0, T ], x, y ∈ Ω˜, and z ∈ H,
|F (t, x, z)− F (t, x˜, z)| ≤ L(1 + ‖z‖H) sup
s≤t
‖x(s)− y(s)‖H .
Then there exists a unique minimax solution u of (1.1) that satisfies u(T, ·) = h.
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To prove this result, we employ viscosity subsolutions (see Definition 4.1) of the
so-called “doubled equation”
∂tw(t, x, y) − 〈A(t, x(t)), ∂xw(t, x, y)〉 − 〈A(t, y(t)), ∂yw(t, x, y)〉
+ F (t, x, ∂xw(t, x, y))− F (t, y,−∂yw(t, x, y)) = 0,
(t, x, y) ∈ [0, T )× C([0, T ], H)× C([0, T ], H).
(1.4)
Our methodology can then be summarized in the following five-step scheme:
(i) (“Doubled comparison”). Let w be a viscosity subsolution of (1.4). Then
w(T, x, x) ≤ 0 for all x ∈ Ω˜ implies w(t, x, x) ≤ 0 for all (t, x) ∈ [0, T ]× Ω˜.
(ii) (Doubling theorem). If u is a minimax sub-, and v a minimax supersolution,
then w defined by w(t, x, y) := u(t, x)− v(t, y) is a viscosity subsolution of (1.4).
(iii) (Comparison). “(i)+(ii)” yields comparison for minimax semisolutions.
(iv) (“Perron”). Define a function u0 by
u0(t, x) := inf{u(t, x) : u “improper” minimax supersolution}
and consider its semi-continuous envelopes u−0 and u
+
0 . By definition u
−
0 ≤ u0 ≤ u+0 .
Moreover, u−0 is an l.s.c. minimax super- and u
+
0 is a u.s.c. minimax subsolution.
(v) (Existence). “Comparison + Perron” yields u+0 ≤ u−0 , i.e., u+0 = u0 = u−0 .
Next, we present a special case of the distributed control problem mentioned
at the beginning of this introduction to illustrate how those problems fit into our
abstract setting.
Example 1.3. This example has been borrowed from [108, Chapter 23]. For
the sake of simplicity, we consider the problem of distributed control for the heat
equation, i.e., x = xt0,x0,a is supposed to be a weak solution of
∂x
∂t
(t, ξ)−∆ξx(t, ξ) = a(t, ξ), (t, ξ) ∈ (t0, T )×G,
x(t, ξ) = 0, (t, ξ) ∈ [t0, T ]× ∂G,
x(0, ξ) = x0(ξ), (t, ξ) ∈ [0, t0]×G.
In other words, for every ϕ ∈ C∞0 (G) (the space of smooth functions with bounded
support),
d
dt
∫
G
x(t, ξ)ϕ(ξ) dξ +
∫
G
n∑
i=1
Dix(t, ξ)Diϕ(ξ) dξ
=
∫
G
a(t, ξ)ϕ(ξ) dξ a.e. on (t0, T ),
x(t, ξ) = 0, (t, ξ) ∈ [t0, T ]× ∂G,
x(0, ξ) = x0(ξ), (t, ξ) ∈ [0, t0]×G.
An abstract formulation of this Cauchy-Dirichlet problem is
x′(t) +Ax(t) = a(t) a.e. on (t0, T ),
x(t) = x0(t) on [0, t0],
and we require that a solution x together with its generalized derivative x′ satisfies
x ∈ C([0, T ], H) ∩ L2(t0, T ;V ) and x′ ∈ L2(t0, T ;V ∗).
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Here, H = L2(G), V =W 1,20 (G) is the closure of C
∞
0 (G) under ‖·‖W 1,2(G), V ∗ is the
dual of V , and the right-hand side a : [t0, T ]→ V ∗ and the operator A : V → V ∗,
x 7→ Ax, are defined by
〈a(t), v〉 :=
∫
G
a(t, ξ)v(ξ) dξ, v ∈ V,
〈Ax, v〉 :=
∫
G
n∑
i=1
Dix(ξ)Div(ξ) dξ, v ∈ V.
1.4. Organization of the rest of the paper. In Section 2, we introduce the
setting for this work including most of the notation and the standing assumptions.
Furthermore, some of the preliminary results concerning evolution equations will
be proven. Moreover, a definition for the already mentioned path derivatives will
be provided. In Section 3, we state our main object of study, namely the terminal-
value problem related to (1.1), together with the standing hypotheses for the data.
Then we present our notion of minimax solutions for this problem and prove ba-
sic results regarding this notion. In Section 4, we prove a comparison principle
for minimax solutions using viscosity solution techniques. In Section 5, Perron’s
method is used to establish existence for minimax solutions. In Section 6, a sta-
bility result for minimax solutions is proven. In Section 7, we apply the dynamic
programming approach to optimal control problems associated with nonlinear evo-
lution equations, establish (local) Lipschitz continuity for the corresponding value
function in space as well as in time, and show that the value function is a minimax
solution of the corresponding Bellman equation. The proof of the last statement
also uses a combination of minimax and viscosity solution techniques, which is new
to our best knowledge. In Section 8, we adapt the Krasovski˘ı-Subbotin approach
for differential games to our setting. Under the Isaacs condition, it is shown that
our differential games have value and the value function is a minimax solution of
the corresponding Isaacs equation. Appendix A contains the proofs for some of
the crucial results about solution sets of evolution equations. In Appendix B, we
present first a notion of classical solution and discuss their relation to minimax so-
lutions. Then we present a notion of viscosity solutions for which we have existence
but cannot prove uniqueness.
2. Setting and preliminary results
Let V ⊆ H ⊆ V ∗ be a Gelfand triple, i.e., V is a separable reflexive Banach
space with a continuous and dense embedding into a Hilbert space H . Denote by
‖·‖, |·|, and ‖·‖∗ the norms on V , H , and V ∗. (With slight abuse of notation, we
also denote by |·| the Euclidean norm on Rn.) Denote by 〈·, ·〉 the duality pairing
between V and its dual V ∗, i.e., 〈x∗, x〉 = x∗(x), x∗ ∈ V ∗, x ∈ V . Denote by
(·, ·) the inner product on H . Moreover, using appropriate identifications, we have
〈x, y〉 = (x, y) for every x ∈ H and y ∈ V .
Assumption 2.1. The embedding from V into H is compact.
Fix p ≥ 2 and q > 1 with p−1+ q−1 = 1. Given t0 ∈ [0, T ), let Wpq(t0, T ) be the
space of all x ∈ Lp(t0, T ;V ) possessing a generalized derivative x′ ∈ Lq(t0, T ;V ∗).
Equipped with the norm ‖·‖Wpq(t0,T ) defined by
‖x‖Wpq(t0,T ) := ‖x‖Lp(t0,T ;V ) + ‖x′‖Lq(t0,T ;V ∗),
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the space Wpq(t0, T ) becomes a Banach space.
Remark 2.2. The space Wpq(t0, T ) is continuously embedded into C([t0, T ], H)
(see, e.g., [108, Proposition 23.23 (ii)]).
Remark 2.3. As a consequence of Assumption 2.1, the embedding fromWpq(t0, T )
into Lp(t0, T ;H) is compact (see [60, The´ore`me I.12.1]). This is crucial for the
proof of Proposition 2.10 below. However, also note that, according to [72], it is, in
general, not true that the embedding from Wpq(0, T ) into C([0, T ], H) is compact.
We shall frequently use the following result (see, e.g., [108, Proposition 23.23 (iv)]).
Proposition 2.4 (Integration-by-parts). Let t0 ∈ [0, T ). If x, y ∈ Wpq(t0, T ) and
t0 ≤ t ≤ s ≤ T , then
(x(s), y(s)) − (x(t), y(t)) =
∫ s
t
〈x′(r), y(r)〉 + 〈y′(r), x(r)〉 dr.
On the left-hand side, x and y are to be understood as elements of C([t0, T ], H).
2.1. Path space and related topologies. The domain for solutions to our path-
dependent PDE will of the form [0, T ]× Ω˜, where T > 0 and Ω˜ is a subset of the
path space C([0, T ], H), which we equip with the uniform norm ‖·‖∞ defined by
‖x‖∞ := sup
t∈[0,T ]
|x(t)| .
If not mentioned otherwise, any subset of C([0, T ], H) is to be understood as a
metric space with respect to ‖·‖∞.
Definition 2.5. A function u defined on some subset S of [0, T ]× C([0, T ], H) is
non-anticipating if u(t, x) = u(t, y) whenever x = y on [0, t], (t, x), (t, y) ∈ S.
To ensure that (semi-) continuous functions are non-anticipating, we equip [0, T ]×
Ω with the pseudo-metric d∞ defined by
d∞((t, x), (s, y)) := |t− s|+ sup
r∈[0,T ]
|x(r ∧ t)− y(r ∧ s)| .
Here, a ∧ b := min{a, b}. Given a non-empty subset S of [0, T ]× C([0, T ], H), we
shall employ the following function spaces:
C(S) := {u : S → R continuous with respect to d∞},
USC(S) := {u : S → R upper semi-continuous with respect to d∞},
LSC(S) := {u : S → R lower semi-continuous with respect to d∞}.
Clearly, the elements of those function spaces are non-anticipating.
2.2. The operator A, related trajectory spaces, and evolution equations.
Throughout this work, we fix an operator A : [0, T ]×V → V ∗ and assume that the
following hypotheses hold.
H(A): (i) The mappings t 7→ 〈A(t, x), v〉, v ∈ V , are measurable.
(ii) Monotonicity: For a.e. t ∈ (0, T ) and every x, y ∈ V ,
〈A(t, x) −A(t, y), x− y〉 ≥ 0.
(iii) Hemicontinuity: For a.e. t ∈ (0, T ) and every x, y, v ∈ V , the mappings
s 7→ 〈A(t, x+ sy), v〉, [0, 1]→ R, are continuous.
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(iv) Boundedness: There exist a function a1 ∈ Lq(0, T ) and a number c1 ≥ 0
such that, for every x ∈ V and a.e. t ∈ (0, T ),
‖A(t, x)‖∗ ≤ a1(t) + c1‖x‖p−1.
(v) Coercivity: There exists a number c2 > 0 such that, for every x ∈ V and
a.e. t ∈ (0, T ),
〈A(t, x), x〉 ≥ c2‖x‖p.
The following trajectory spaces are ubiquitous in the present work. They are
the natural analogues to the spaces of Lipschitz continuous functions with common
Lipschitz constant in the finite-dimensional theory.
Definition 2.6. Given L ≥ 0 and (t0, x0) ∈ [0, T )× C([0, T ], H), put
XL(t0, x0) := {x ∈ C([0, T ], H) : ∃x ∈Wpq(t0, T ) : ∃fx ∈ L2(t0, T ;H) :
x′(t) +A(t,x(t)) = fx(t) a.e. on (t0, T ), x = x0 on [0, t0],
x = x a.e. on (t0, T ), and |fx(t)| ≤ L(1 + sup
0≤s≤t
|x(s)|) a.e. on (t0, T )}.
Remark 2.7. Given x ∈ XL(t0, x0), the function x is actually the unique element
of Wpq(t0, T ) that coincides with x a.e. on (t0, T ) (in particular, uniqueness of x
′
in this context follows from [108, Proposition 23.20 (a)]) and also fx is uniquely
determined in L2(t0, T ;H) (actually, even in L
q(t0, T ;V
∗)), which can be seen by
setting fx(t) = x′(t) +A(t,x(t)).
Fix x∗ ∈ H . Considering x∗ as a constant function on [0, T ], we set
ΩL := XL(0, x∗), L ≥ 0, and Ω := ∪L≥0ΩL.
Those path spaces will serve as our primary domains for solutions of our path-
dependent PDE. In particular, Ω can be used as universal path space for all Hamil-
tonians F satisfying the hypothesisH(F ) below, whereas the spaces ΩL can only be
used for Hamiltonians that are L-Lipschitz in the gradient (in the sense of condition
H(F )(ii) with L0 replaced by L).
Remark 2.8. The sets XL(t0, x0) are not stable under stopping, i.e., from x ∈
XL(t0, x0) one cannot deduce that x(· ∧ t) ∈ XL(t0, x0) if t < T . (Recall that
s ∧ t = min{s, t}.)
Remark 2.9. On XL(t0, x0), the pseudo-metrics
(x, y) 7→ sup
s≤t
|x(s) − y(s)| and (x, y) 7→
(∫ t
0
|x(s)− y(s)|2 ds
)1/2
, t ∈ (t0, T ],
are topologically (but not pseudo-metrically) equivalent. The non-trivial direction
follows from (A.9).
The next proposition is crucial. Note that compactness of the sets XL(t0, x0)
(see, e.g., [104] for a more general result in the context of evolution inclusions)
ultimately relies on V being compactly embedded in H (Assumption 2.1) and its
ramifications (see, in particular, Remark 2.3). Due to its importance and for the
sake of completeness, a proof will be provided in the appendix. Let us also mention
that compactness of solution sets of monotone evolution inclusions is addressed in
[73], [82], and [47].
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Proposition 2.10. The sets XL(t0, x0) are non-empty, compact, and path-connected
in C([0, T ], H).
Proof. Non-emptiness follows from [109, Theorem 30.A, p. 771], compactness from
Lemma A.2 and Lemma A.3, and path-connectedness from Lemma A.5. 
As the next example shows, coercivity of A is necessary for XL(t0, x0) to be
compact in C([0, T ], H).
Example 2.11 (A = 0). Let H = {v ∈ L2(0, 2π) : v(0) = v(2π) = 0} and
V = H10 (0, 2π), which is the completion of C
∞
0 (0, 2π) under ‖·‖H1(0,2π). Consider
the sequence (xn)n in W2,2(0, 1) defined by
xn(t) (ξ) := tfn(t) (ξ) :=
t√
π
sin(nξ), t ∈ [0, 1], ξ ∈ (0, 2π).
Then x′n(t) = fn(t), xn(0) = 0. Clearly, xn ∈ X 1(0, 0) for every n ∈ N. Since
xn(1)
w−→ 0 in H but |xn(1)| = 1 for every n ∈ N, the sequence (xn)n cannot have a
subsequence that converges in C([0, T ], H). Also note that supn‖xn‖C([0,1],H) ≤ 1
but supn‖xn‖L2(0,1;V ) =∞, i.e., (xn)n is not bounded in W2,2(0, 1).
The following continuous dependence type result will play a central role in car-
rying out Perron’s method to prove our main existence result (see the proof of
Lemma 5.6). It is also needed to prove stability.
Proposition 2.12. Let L ≥ L˜ ≥ 0. Let (tn, xn)→ (t0, x0) in [0, T )×ΩL. Consider
a sequence (x˜n)n in Ω
L with x˜n ∈ X L˜(tn, xn), n ∈ N. Then (x˜n)n has a converging
subsequence with a limit in X L˜(t0, x0).
Proof. By Proposition 2.10, (x˜n)n has a subsequence, which, with slight abuse of
notation is still denoted by (x˜n)n, that converges to some x˜0 ∈ ΩL. To show that
x˜0 ∈ X L˜(t0, x0) we need to verify that
x˜0 = x0 on [0, t0] and that(2.1) ∣∣f x˜(t)∣∣ ≤ L˜(1 + sup
s≤t
|x˜(s)|) a.e. on (t0, T ).(2.2)
First, we show (2.1). To this end, let t ∈ [0, t0]. Since, for every n ∈ N,
|x˜0(t)− x0(t)| ≤ |x˜0(t)− x˜n(t)|+ |x˜n(t)− xn(t)|+ |xn(t)− x(t)|
and |x˜0(t)− x˜n(t)| + |xn(t)− x(t)| → 0 as n → ∞, we only need to deal with the
term |x˜n(t)− xn(t)|. Note that in the case tn ≥ t, this term equals 0 because
x˜n ∈ X L˜(tn, xn). Thus, we shall assume from now on that tn < t. By the a-
priori estimates from Lemma A.1 applied to ΩL = XL(0, x∗), there exists a C ≥ 0
independent from n such that
|x˜n(t)− xn(t)|2 ≤ |xn(tn)− xn(tn)|2 +
∫ t
tn
∣∣f x˜n(s)− fxn(s)∣∣ · |x˜n(s)− xn(s)| ds
≤ 4L˜(1 + C)C(t0 − tn).
Letting n→∞ yields (2.1).
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Next, we show (2.2). Keep in mind that f x˜n
w−→ f x˜ in L2(0, T ;H) and that∣∣f x˜(t)∣∣ ≤ L(1 + sup
s≤t
|x˜(s)|) a.e. on (0, T ),∣∣f x˜n(t)∣∣ ≤ L(1 + sup
s≤t
|x˜n(s)|) a.e. on (0, tn),∣∣f x˜n(t)∣∣ ≤ L˜(1 + sup
s≤t
|x˜n(s)|) a.e. on (tn, T ).
Without loss of generality, we distinguish between the following two cases.
Case 1: Let tn ↑ t0. In this case, one can proceed as in the proof of Lemma A.3.
Case 2: Let tn ↓ t0. Following the lines of the proof of of Lemma A.3, we can
infer that
f x˜(t) ∈ conv w-lim{f x˜n(t)}n∈N =: E˜1 a.e. on (t0, T ).
Let t ∈ (f x˜)−1(E˜1) ∩ (t0, T ) =: E1. Then there exists an n0 ∈ N such that, for all
n ≥ n0, we have t0 ≤ tn < t. Moreover, suppose that, in addition, we have
t ∈
⋂
n≥n0
{
s ∈ (t0, T ) :
∣∣f x˜n(s)∣∣ ≤ L˜(1 + sup
r≤s
|x˜n(r)|)
}
=: E2.(2.3)
Next, let h ∈ w-lim{f x˜n(t)}n∈N. Then there exists a subsequence (f x˜nk (t))k of
(f x˜n(t))n that converges weakly to h in H . Thus, by [108, Proposition 21.23 (c),
p. 258] (Banach-Steinhaus), by (2.3), and since x˜n → x˜ in C([0, T ], H),
|h| ≤ lim
k
∣∣f x˜nk (t)∣∣ ≤ lim
k
L˜(1 + sup
s≤t
|x˜nk(s)|) = L˜(1 + sup
s≤t
|x˜(s)|).
Since (E1 ∩E2)c is a null set, we can deduce that (2.2) holds. 
We shall also need the following result concerning evolution equations with more
general right-hand side than in [109].
Proposition 2.13. Let (t0, x0) ∈ [0, T ) × C([0, T ], H) and L ≥ 0. Consider the
initial-value problem
x′(t) +A(t,x(t)) = f(t, x) a.e. on (t0, T ), x = x0 on [0, t0],(2.4)
where f : [t0, T ]× C([0, T ], H)→ H is non-anticipating and measurable.
(i) If, for a.e. t ∈ (t0, T ), the mapping x 7→ f(t, x), C([0, T ], H) → H, is
continuous, and if, for a.e t ∈ (0, T ) and every x ∈ C([0, T ], H),
|f(t, x)| ≤ L(1 + sup
s≤t
|x(s)|),
then (2.4) has a solution in XL(t0, x0).
(ii) If, in addition to the assumptions in (i), there exists an l ≥ 0 such that, for
a.e. t ∈ (t0, T ) and every x, y ∈ XL(t0, x0),
|f(t, x)− f(t, y)| ≤ l sup
s≤t
|x(s)− y(s)| ,
then (2.4) has a unique solution in XL(t0, x0).
Proof. (i) First, let M ∈ N and define fM : [t0, T ]× C([0, T ], H)→ H by
fM (t, x) :=
{
f(t, x) if sups≤t |x(s)| ≤M ,
f
(
t, Msups≤t|x(s)|
x
)
if sups≤t |x(s)| > M .
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Next, consider the set
X˜L(1+M)(t0, x0) := {x ∈ C([0, T ], H) : ∃x ∈Wpq(t0, T ) : ∃fx ∈ L2(t0, T ;H) :
x′(t) +A(t,x(t)) = fx(t) a.e. on (t0, T ), x = x0 on [0, t0],
x = x a.e. on (t0, T ), and |fx(t)| ≤ L(1 +M) a.e. on (t0, T )}.
and define a mapping
ΓM : C([0, T ], H)→ C([0, T ], H), x 7→ ΓMx = y ∈ XL(1+M)(t0, x0),
by
y′(t) +A(t,y(t)) = fM (t, x) a.e. on (t0, T ), y = x0 on [0, t0].
This is possible according to [109, Theorem 30.A, p. 771]. Note that X˜L(1+M)(t0, x0)
is compact (the proof is similar and actually slightly easier than the proof of Propo-
sition 2.10). Moreover, ΓM is continuous as xn → x in C([0, T ], H) implies, for
yn := Γxn, y := Γx, and a.e. t ∈ (t0, T ),
〈(y − yn)′(t), (y − yn)(t)〉
= −〈A(t,y(t)) −A(t,yn(t)), (y − yn)(t)〉 + (f(t, x)− f(t, xn), (y − yn)(t))
≤ C |f(t, x)− f(t, xn)|
thanks to the monotonicity of A and thus (cf. part (ii) of this proof)
‖ΓMx− ΓMxn‖2∞ ≤
∫ T
t0
2C
∣∣fM (t, x) − fM (t, xn)∣∣ dt→ 0
by Proposition 2.4 and the dominated convergence theorem. Here, C is the constant
from standard a-priori estimates similarly to the ones of Lemma A.1. Thus, by
Schauder’s fixed point theorem, there exists a fixed point xM of ΓM . Moreover,
note that xM ∈ XL(t0, x0) because, for a.e. t ∈ (t0, T ),∣∣fM (t, xM )∣∣ ≤ L(1 + sup
s≤t
∣∣xM (s)∣∣).
Hence, we can apply Proposition 2.10 to deduce that (xM )M has a subsequence,
which we still denote by (xM )M , that converges to some x ∈ XL(t0, x0). Fur-
thermore, by Lemma A.2, fM (·, xM ) w−→ fx in L2(t0, T ;H). Since, for suffi-
ciently large M , ‖xM‖∞ ≤ ‖x‖∞ + 1 ≤ M and fM (·, xM ) = f(·, xM ), it follows
that fM (t, xM ) → f(t, x) for a.e. t ∈ (t0, T ). Therefore, we can conclude that
fx = f(·, x), i.e., we have proven existence.
(ii) Let x and y be solutions of (2.4) in XL(t0, x0). Put z := x − y. Then, for
a.e. t ∈ (t0, T ), by monotonicity of A,
〈z′(t), z(t)〉 = −〈A(t,x(t)) −A(t,y(t)), z(t)〉 + (f(t, x)− f(t, y), z(t)) ≤ l m(t)2,
where m(t) := sups≤t |z(s)|. Using integration-by-parts (Proposition 2.4) yields
1
2
d
dt |z(t)|2 ≤ l m(t)2, which we integrate to obtain |z(t)|2 ≤
∫ t
t0
2l m(s)2 ds. By
Gronwall’s inequality, z = 0. This concludes the proof. 
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2.3. Chain rule and standard derivatives. This section serves as motivation
for the path derivatives in the following section. The results here will also be used
in the treatment of differential games.
A corresponding result in the second-order case in a setting close to ours can be
found in [80, Section 5.4.3]. In particular, slight variants of the conditions (F0) and
(F1) from [80, pp. 186 and 190] found their way into the following definition.
Definition 2.14. Denote by C1,1,1V ([0, T ] × R × H) the set of all functions ψ =
ψ(t, ξ, x) ∈ C1,1,1([0, T ]× R×H) such that the following holds:
(i) For a.e. t ∈ (0, T ) and every ξ ∈ R,
x ∈ V implies ψx(t, ξ, x) ∈ V.
(ii) The functions |ψt| and |ψξ| are bounded on bounded subsets of [0, T ]×R×H .
(iii) There exists a constant Lψ ≥ 0 such that, for every x1, x2 ∈ V ,
‖ψx(t, ξ, x1)− ψx(t, ξ, x2)‖ ≤ Lψ‖x1 − x2‖ and ‖ψx(t, ξ, x1)‖ ≤ Lψ(1 + ‖x1‖)
Proposition 2.15. If ψ ∈ C1,1,1V ([0, T ]× R×H), then
ψ(t2, ξ(t2), x(t2))− ψ(t1, ξ(t1), x(t1))
=
∫ t2
t1
ψt(t, ξ(t), x(t)) + ψξ(t, ξ(t), x(t)) ξ
′(t) + 〈x′(t), ψx(t, ξ(t),x(t))〉 dt
for every ξ ∈ C1([0, T ]), x ∈ Wpq(0, T ), x ∈ C([0, T ], H) with x = x a.e. on (0, T ),
and t1, t2 ∈ [0, T ] with t1 ≤ t2.
Proof. Fix ξ ∈ C1([0, T ]), x ∈ Wpq(0, T ), and x ∈ C([0, T ], H) with x = x
a.e. on (0, T ). We use a standard approximation argument (cf. [47, Proof of The-
orem 1.12 (d)]). Since C1([0, T ], V ) is dense in Wpq(0, T ), we can choose a se-
quence (xn)n in C
1([0, T ], V ) that converges to x in Wpq(0, T ) and thus also to x
in C([0, T ], H). Let 0 ≤ t1 ≤ t2 ≤ T . Note that, for every n ∈ N,
ψ(t2, ξ(t2), xn(t2))− ψ(t1, ξ(t1), xn(t1))
=
∫ t2
t1
ψt(t, ξ(t), xn(t)) + ψξ(t, ξ(t), xn(t)) ξ
′(t) + (ψx(t, ξ(t), xn(t)), x
′
n(t)) dt
=
∫ t2
t1
ψt(t, ξ(t), xn(t)) + ψξ(t, ξ(t), xn(t)) ξ
′(t) + 〈x′n(t), ψx(t, ξ(t), xn(t))〉 dt.
Without loss of generality, ‖xn‖∞ ≤ ‖x‖∞ + 1 for every n ∈ N. Thus, by condi-
tion (ii) of Definition 2.14,
lim
n→∞
∫ t2
t1
ψt(t, ξ(t), xn(t)) + ψξ(t, ξ(t), x(t)) ξ
′(t) dt
=
∫ t2
t1
ψt(t, ξ(t), x(t)) + ψξ(t, ξ(t), x(t)) ξ
′(t) dt.
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Also, without loss of generality, ‖xn‖Lp(0,T ;V ) ≤ ‖x‖Lp(0,T ;V ) + 1 for every n ∈ N.
Thus, by condition (ii) of Definition 2.14, there exists a constant C > 0 such that,∣∣∣∣
∫ t2
t1
〈x′n(t), ψx(t, ξ(t), xn(t))〉 − 〈x′(t), ψx(t, ξ(t),x(t))〉 dt
∣∣∣∣
≤ ‖x′n − x′‖Lq(0,T ;V ∗) · ‖ψx(·, ξ(·), xn(·))‖Lp(0,T ;V )
+ ‖x′‖Lq(0,T ;V ∗) · ‖ψx(·, ξ(·), xn(·))− ψx(·, ξ(·),x(·))‖Lp(0,T ;V )
≤ LψC‖xn − x‖Wpq ·
(
1 + ‖x‖Lp(0,T ;V )
)
+ Lψ‖x′‖Lq(0,T ;V ∗) · ‖xn − x‖Wpq
→ 0 (n→∞).
It is now straight-forward to complete the proof. 
2.4. Functional chain rule and path derivatives. Fix n ∈ N. We shall use the
spaces
C([0, T ], H)n = C([0, T ], H)× · · · × C([0, T ], H)︸ ︷︷ ︸
n times
,
Wpq(t0, T )
n =Wpq(t0, T )× · · · ×Wpq(t0, T )︸ ︷︷ ︸
n times
, t0 ∈ [0, T ).
Definition 2.16. Let t∗ ∈ [0, T ). Denote by C1,1V ([t∗, T ]×C([0, T ], H)n) the set of
all functions ϕ ∈ C([t∗, T ] × C([0, T ], H)n) for which there exist functions, called
path derivatives,
∂tϕ ∈ C([t∗, T ]× C([0, T ], H)n), and
∂xjϕ ∈ C([t∗, T ]× C([0, T ], H)n, H), j = 1, . . . , n,
such that the following holds:
(i) For every x = (xj)nj=1 ∈ C([0, T ], H)n, and i ∈ {1, . . . , n},
xi(t) ∈ V implies ∂xiϕ(t, x) ∈ V a.e. on (t∗, T ).
(ii) For every t0 ∈ [t∗, T ), every x0 ∈ C([0, T ], H)n, every x = (xj)nj=1 ∈
Wpq(t0, T )
n, every x = (xj)nj=1 ∈ C([0, T ], H)n with x = x0 on [0, t0] and
x = x a.e. on (t0, T ], and every t ∈ [t0, T ], the functional chain rule holds,
i.e.,
ϕ(t, x) − ϕ(t0, x0) =
∫ t
t0
∂tϕ(s, x) +
n∑
j=1
〈(xj)′(s), ∂xjϕ(s, x)〉 ds.(2.5)
Remark 2.17. The path derivatives ∂tϕ and ∂xjϕ are uniquely determined on
[t∗, T ). Indeed, for every t0 ∈ [t∗, T ), x0 ∈ C([0, T ], H)n and j ∈ {1, . . . , n},
∂tϕ(t0, x0) = lim
t↓t0
1
t− t0 [ϕ(t, x0(· ∧ t))− ϕ(t0, x0)] ,(2.6)
and, if additionally xm0 (t0) ∈ V for every m ∈ {1, . . . , n}, then
(ei, ∂xjϕ(t0, x0)) = lim
t↓t0
1
t− t0 [ϕ(t, xi)− ϕ(t0, x0)]− ∂tϕ(t0, x0).(2.7)
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Here, {ei}i an orthonormal basis of H with elements in V and the paths xi =
(xmi )
n
m=1 ∈ C([0, T ], H)n, i ∈ N, are defined by
xmi (t) =


xj0(t) if t ≤ t0 and m = j,
(t− t0)ei + xj0(t0) if t > t0 and m = j,
xm0 (t ∧ t0) if m 6= j.
Note that the restrictions xmi |[t0,T ] are V -valued and belong to Wpq(t0, T ). Since
V is dense in H and ∂xjϕ is continuous, we can deduce uniqueness for ∂xjϕ(t0, x0)
also for the general case (i.e., without requiring xm0 (t0) ∈ V for all m).
Example 2.18. Let n = 1 and ϕ(t, x) = |x(t)|2 + ∫ t
0
ψ(s, x) ds, t ∈ [0, T ], x ∈
C([0, T ], H). If ψ ∈ C([0, T ] × C([0, T ], H)), then, by the integration-by-parts
formula (Proposition 2.4), ϕ ∈ C1,1V ([0, T ] × C([0, T ], H)) with ∂tϕ(t, x) = ψ(t, x)
and ∂xϕ(t, x) = 2x(t).
3. Path-dependent Hamilton-Jacobi equations
We consider the terminal-value problem
∂tu− 〈A(t, x(t)), ∂xu〉+ F (t, x, ∂xu) = 0, (t, x) ∈ [0, T )× C([0, T ], H),
u(T, x) = h(x), x ∈ C([0, T ], H).(TVP)
For the functions h and F , we impose the following standing hypotheses.
H(h): The function h : C([0, T ], H)→ R is continuous.
H(F ): The function F : [0, T ]× C([0, T ], H)×H → R satisfies the following:
(i) F is continuous.
(ii) There exists an L0 ≥ 0 such that, for every t ∈ [0, T ], every x ∈ C([0, T ], H),
and every z, z˜ ∈ H ,
|F (t, x, z)− F (t, x, z˜)| ≤ L0(1 + sup
0≤s≤t
|x(s)|) |z − z˜| ,
(iii) For every L ≥ 0 and (t0, x0) ∈ [0, T )× C([0, T ], H), there exists a modulus
of continuity mL,t0,x0 such that, for every ε > 0, every t ∈ [t0, T ], and every x,
y ∈ XL(t0, x0),
F (t, x, ε−1[x(t) − y(t)])− F (t, y, ε−1[x(t) − y(t)])
≤ mL,t0,x0
(
ε−1 |x(t)− y(t)|2 + sup
s≤t
|x(s) − y(s)|
)
.
(3.1)
Remark 3.1. (i) It is more common to impose the stronger condition
|F (t, x, z)− F (t, y, z)| ≤ m˜L,t0,x0
(
sup
s≤t
|x(s) − y(s)| · (1 + |z|)
)
,(3.2)
where the modulus m˜L,x0,t0 is independent from z ∈ H . For further discussion
regarding corresponding conditions in the non-path-dependent case, we refer to
[19, Remark 1].
(ii) In contrast to the conditions in [67] or [89], which only allow distributed
delays, we can immediately cover concentrated delays, i.e., F can be of the form
F (t, x, z) = F˜ (t, x(t/2), z) or F (t, x, z) = F˜ (t,1[1,T ](t)x(t− 1), z) for some function
F˜ . (See also Remark 2.9.) However, note that [67] has been extended in [71] and
[70] to cover besides distributed delays also a finite number of concentrated delays.
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Let us also remark that our treatment of differential games in Section 8 will still
require distributed delays.
3.1. Minimax solutions: Global version of the notion. The approach in this
and the next subsection is strongly motivated by [67], where the finite-dimensional
case is treated.
Definition 3.2. Let u : [0, T ]× Ω˜→ R for some subset Ω˜ of C([0, T ], H).
(i) Let L ≥ 0. We call u a minimax L-subsolution (resp. L-supersolution, resp. L-
solution) of (TVP) on [0, T ]× Ω˜ if
• u ∈ USC([0, T ]× Ω˜) (resp. LSC([0, T ]× Ω˜), resp. C([0, T ]× Ω˜)),
• u(T, ·) ≤ (resp. ≥, resp. =) h on Ω˜,
• for every (t0, x0, z) ∈ [0, T ) × Ω˜ × H , there exists an x ∈ XL(t0, x0) ∩ Ω˜
such that, for every t ∈ [t0, T ],
u(t0, x0) ≤ (resp. ≥, resp. =)
∫ t
t0
[(−fx(s), z) + F (s, x, z)] ds+ u(t, x).
(ii) We call u a minimax subsolution (resp. supersolution, resp. solution) of
(TVP) on [0, T ]× Ω˜ if u is a minimax L-subsolution (resp. L-supersolution, resp. L-
solution) of (TVP) on [0, T ]× Ω˜ for some L ≥ 0.
Remark 3.3. Let Ω˜ ⊆ C([0, T ], H). If u is a minimax L1-supersolution of (TVP)
on [0, T ]× Ω˜ for some L1 ≥ 0, then u is a minimax L-supersolution of (TVP) on
[0, T ]× Ω˜ for all L ≥ L1.
Remark 3.4. Fix L ≥ 0. Let ΩL ⊆ Ω1 ⊆ Ω2 ⊆ C([0, T ], H). If u is a minimax
L-solution of (TVP) on [0, T ] × Ω2, then its restriction u|[0,T ]×Ω1 is a minimax
L-solution of (TVP) on [0, T ] × Ω1. However, a minimax solution of (TVP) on
[0, T ]× Ω2 is not necessarily a minimax solution of (TVP) on [0, T ]× Ω1.
Remark 3.5. Let L ≥ 0. A minimax solution of (TVP) on [0, T ]×ΩL is a minimax
L-solution of (TVP) on [0, T ]× ΩL.
Lemma 3.6. Fix L ≥ 0 and a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H). Consider a
function u ∈ USC([0, T ] × Ω˜) (resp. LSC([0, T ] × Ω˜), resp. C([0, T ] × Ω˜)). Let
(t0, x0, z) ∈ [0, T )× Ω˜×H Then the following statements are equivalent:
(i) There exists an x ∈ XL(t0, x0) such that, for every t ∈ [t0, T ],
u(t0, x0) ≤ (resp. ≥, resp. =)
∫ t
t0
[(−fx(s), z) + F (s, x, z)] ds+ u(t, x).(3.3)
(ii) For every t ∈ [t0, T ], there exists an x ∈ XL(t0, x0) for which (3.3) holds.
Proof of Lemma 3.6. We show the statement only in the case u ∈ USC([0, T ]× Ω˜).
Clearly, (i) implies (ii). Next, suppose that (ii) holds. To show (i), let (πm)m∈N =
((tmi )i=1,...,n(m))m∈N be dyadic partitions of [t0, T ] with t0 = t
m
0 < t
m
1 < · · · <
tmn(m) = T . For each m ∈ N, we define an xm ∈ XL(t0, x0) as follows: First, note
that, by (ii) there exists an xm1 ∈ XL(t0, x0) such that (3.3) holds with t = tm1
and x = xm. Next, assuming that xmi has already been chosen for some i ∈
{1, . . . , n(m) − 1}, note that, by (ii), there exists an xmi+1 ∈ XL(tmi , xmi ) such that
(3.3) holds with (t0, x0) replaced by (t
m
i , x
m
i ) and with t = t
m
i+1 and x = x
m
i+1. Put
xm := x0.1[0,t0] +
∑n(m)
i=1
xmi .1(tmi−1,tmi ].
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By construction, xm ∈ XL(t0, x0) and xm satisfies (3.3) for all t ∈ {tmi }m(n)i=0 . Since
XL(t0, x0) is compact and since ∪m{tmi }m(n)i=0 is dense in [t0, T ], the sequence (xm)m
has a subsequence (xmk)k that converges to some x
0 in XL(t0, x0). Since u is upper
semi-continuous,
u(t0, x0) ≤ lim
k
[∫ t
t0
(−fxmk (s), z) + F (s, xmk , z) ds+ u(t, xmk)
]
≤
∫ t
t0
(−fx0(s), z) + F (s, x0, z) ds+ u(t, x0)
for every t ∈ [t0, T ]. 
Proposition 3.7. Fix L ≥ 0 and a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H). Then a
mapping u : [0, T ]× Ω˜→ R is a minimax L-solution of (TVP) on [0, T ]× Ω˜ if and
only if u is a minimax L-super- as well as a minimax L-subsolution of (TVP) on
[0, T ]× Ω˜.
Proof. If u is a minimax L-solution of (TVP) on [0, T ] × Ω˜, then it follows im-
mediately from the definition that u is a also a minimax L-super- and a minimax
L-subsolution of (TVP) on [0, T ]× Ω˜.
Let now u be a minimax L-super- as well as a minimax L-subsolution of (TVP) on
[0, T ]× Ω˜. Clearly, u is continuous and u(T, ·) = h. Thus it suffices, by Lemma 3.6,
to show that, for every (t0, x0, z) ∈ [0, T ) × Ω˜ × H and every t ∈ (t0, T ], there
exists an (x, y) ∈ YL(t0, x0, z) (see (5.1) for the definition of YL(t0, x0, z)) such
that u(t, x) − y(t) = u(t0, x0). To this end, fix (t0, x0, z) ∈ [0, T )× Ω˜ ×H and let
t ∈ (t0, T ]. Since u is a minimax L-super- and a minimax L-subsolution of (TVP)
on [0, T ]× Ω˜, there exist (x1, y1), (x2, y2) ∈ YL(t0, x0, z) such that
u(t, x1)− u(t0, x0)− y1(t) ≥ 0 ≥ u(t, x2)− u(t0, x0)− y2(t).
Since YL(t0, x0, z) is connected in C([0, T ], H) × C([t0, T ]), which follows from
Lemma A.5, and the mapping
(x, y) 7→ u(t, x)− u(t0, x0)− y(t), Ω˜× C([t0, T ])→ R,
is continuous, there exists an (x, y) ∈ YL(t0, x0, z) such that
u(t, x)− u(t0, x0)− y(t) = 0.
This concludes the proof. 
3.2. Minimax solutions: Infinitesimal version of the notion.
Proposition 3.8. Fix L ≥ 0 and some set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H).
(i) Let u ∈ LSC([0, T ]× Ω˜). Then u is a minimax L-supersolution of (TVP) on
[0, T ]× Ω˜ if and only if u(T, ·) ≥ h on Ω˜ and, for every (t0, x0, z) ∈ [0, T )× Ω˜×H,
inf
x∈XL(t0,x0)
lim
δ↓0
[
u(t0 + δ, x)− u(t0, x0)
+
∫ t0+δ
t0
(−fx(s), z) + F (s, x, z) ds
]
δ−1 ≤ 0.
(3.4)
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(ii) Let u ∈ USC([0, T ]× Ω˜) Then u is a minimax L-subsolution of (TVP) on
[0, T ]× Ω˜ if and only if u(T, ·) ≤ h on Ω˜ and, for every (t0, x0, z) ∈ [0, T )× Ω˜×H,
sup
x∈XL(t0,x0)
lim
δ↓0
[
u(t0 + δ, x)− u(t0, x0)
+
∫ t0+δ
t0
(−fx(s), z) + F (s, x, z) ds
]
δ−1 ≥ 0.
Remark 3.9. See [67, Theorem 8.1] for a corresponding result in the finite-di-
mensional case, where the outer infimum resp. supremum is taken over a slightly
different class of paths x. Our choice however simplifies the proof and does not
weaken our result because the compactness of XL(t0, x0) implies that, for every
ε > 0, there exists a δ > 0 such that, for every x ∈ XL(t0, x0),
|fx(t)| ≤ L(1 + sup
s≤t0
|x0(s)|) + ε for a.e. t ∈ (0, t0 + δ).
Proof of Proposition 3.8. We prove only the non-obvious direction of part (i), i.e.,
we assume that, for every (t0, x0, z) ∈ [0, T )× Ω˜×H , we have (3.4). For the sake of
a contradiction, we assume that u is not a minimax L-supersolution of (TVP) on
[0, T ], i.e., by Lemma 3.6, there exist (t0, x0, z) ∈ [0, T )× Ω˜ ×H , t1 ∈ (t0, T ] such
that, for every x ∈ XL(t0, x0),
u(t1, x)− u(t0, x0) +
∫ t1
t0
(−fx(s), z) + F (s, x, z) ds > 0.
Furthermore, there exists a δ˜ > 0 such that, for every x ∈ XL(t0, x0),
u(t1, x)− u(t0, x0) +
∫ t1
t0
(−fx(s), z) + F (s, x, z) ds > δ˜
because otherwise lower semi-continuity of u, compactness of X (t0, x0), and conti-
nuity of F would lead to a contradiction.
Denote by t˜ the supremum of all t ∈ [t0, t1] such that
min
x∈XL(t0,x0)
{
u(t, x)− u(t0, x0) +
∫ t
t0
(−fx(s), z) + F (s, x, z) ds
}
≤ t− t0
t1 − t0 · δ˜.
(3.5)
Clearly t˜ ∈ [t0, t1) and, due to the compactness of XL(t0, x0), semicontinuity of u,
and continuity of F , the supremum t˜ is actually a maximum, i.e., there exists an
x˜ ∈ XL(t0, x0) such that
(3.6) u(t˜, x˜)− u(t0, x0) +
∫ t˜
t0
(−f x˜(s), z) + F (s, x˜, z)] ds ≤ t˜− t0
t1 − t0 · δ˜.
We shall use (3.4) to derive the existence of a time t ∈ (t˜, t1) satisfying (3.5), which
would be a contradiction. By (3.4), there exist an x ∈ XL(t˜, x˜) and a δ ∈ (0, t1− t˜)
such that
(3.7) u(t˜+ δ, x)− u(t˜, x˜) +
∫ t˜+δ
t˜
(−fx(s), z) + F (s, x, z) ds ≤ δ
t1 − t0 · δ˜.
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Adding (3.6) and (3.7), we see that
u(t˜+ δ, x)− u(t0, x0) +
∫ t˜+δ
t0
(−fx(s), z) + F (s, x, z) ds ≤ (t˜+ δ)− t0
t1 − t0 · δ˜,
which concludes the proof. 
4. Comparison
Given L ≥ 0, a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H), a non-anticipating function
w : [0, T ]× Ω˜× Ω˜→ R, and (t0, x0, y0) ∈ [0, T )× Ω˜× Ω˜, put
ALw(t0, x0, y0) := {ϕ ∈ C1,1V ([t0, T ]× C([0, T ], H)× C([0, T ], H)) : ∃T0 ∈ (t0, T ] :
0 = (ϕ− w)(t0, x0, y0) = inf
(t,x,y)∈[t0,T0]×XL(t0,x0)×XL(t0,y0)
[(ϕ− w)(t, x, y)]}.
Definition 4.1. Fix L ≥ 0 and a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H). A function
w ∈ USC([0, T ]× Ω˜× Ω˜) is a viscosity L-subsolution of
∂tw(t, x, y) − 〈A(t, x(t)), ∂xw(t, x, y)〉 − 〈A(t, y(t)), ∂yw(t, x, y)〉
+ F (t, x, ∂xw(t, x, y)) − F (t, y,−∂yw(t, x, y)) = 0(4.1)
on [0, T ]× Ω˜× Ω˜ if, for every (t0, x0, y0) ∈ [0, T )× Ω˜× Ω˜ and for every test function
ϕ ∈ ALw(t0, x0, y0), there exists a pair (x, y) ∈ XL(t0, x0)×XL(t0, y0) such that
∂tϕ(t0, x0, y0)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
−〈A(t,x(t)), ∂xϕ(t, x, y)〉 − 〈A(t,y(t)), ∂yϕ(t, x, y)〉 dt
]
+ F (t0, x0, ∂xϕ(t0, x0, y0))− F (t0, y0,−∂yϕ(t0, x0, y0)) ≥ 0.
(4.2)
Theorem 4.2 (Comparison I). Fix L ≥ 0 and a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H).
Let w be a viscosity L-subsolution of (4.1) on [0, T ]× Ω˜× Ω˜ with w(T, x, x) ≤ 0 for
all x ∈ Ω˜. Then w(t, x, x) ≤ 0 for all (t, x) ∈ [0, T ]× Ω˜.
Proof. Assume that there exists a (t0, x0) ∈ [0, T )× Ω˜ such that
M0 := w(t0, x0, x0) > 0.
For every ε > 0, define a mapping Φε : [t0, T ]× Ω˜× Ω˜→ R by
Φε(t, x, y) := w(t, x, y)−Θε(t, x, y),
where
Θε(t, x, y) :=
T − t
T − t0 ·
M0
2
+
1
ε
Ψ(t, x, y),
Ψ(t, x, y) := |x(t)− y(t)|2 +
∫ t
t0
|x(s) − y(s)|2 ds,
t ∈ [t0, T ], x, y ∈ C([0, T ], H).
Since Φε ∈ USC([t0, T ]× Ω˜× Ω˜) and XL(t0, x0) is compact, there exists a point
kε := (tε, xε, yε) ∈ [t0, T ]×XL(t0, x0)×XL(t0, x0) =: K
such that
Mε := Φε(kε) = max
k∈K
Φε(k) ≥ Φε(t0, x0, x0) = M0
2
> 0.
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Following the proof of [15, Proposition 3.7], we can deduce that limε→0
1
εΨ(kε) = 0
and that
Ψ(kˆ) = 0, lim
ε→0
Mε = w(tˆ, xˆ, yˆ)− T − tˆ
T − t0 ·
M0
2
= max
(t,x,y)∈K∩Ψ−1{0}
[
w(t, x, y) − T − t
T − t0 ·
M0
2
]
= max
(t,x)∈[t0,T ]×XL(t0,x0)
[
w(t, x, x) − T − t
T − t0 ·
M0
2
](4.3)
for every limit point kˆ = (tˆ, xˆ, yˆ) of {kε} in K as ε→ 0. Moreover, xˆ = yˆ on [0, tˆ].
Note that the last equality in (4.3) follows from w being non-anticipating because
Ψ(t, x, y) = 0 together with x, y ∈ XL(t0, x0) yields x = y on [0, t]. Now, from (4.3)
we can infer that the maximaMε are attained at interior points, i.e., we have tε < T
for sufficiently small ε; in particular, w(T, x, x)−(T−t0)−1(T−T )M0/2 ≤ 0 < M0/2
yields tˆ < T .
Next, we construct test functions. For every ε > 0, define a function ϕε :
[tε, T ]×C([0, T ], H)×C([0, T ], H)→ R by ϕε(t, x, y) := Θε(t, x, y)−Mε. Clearly,
ϕε ∈ ALw(kε) with
∂tϕε(t, x, y) = − M0
2(T − t0) +
1
ε
|x(t)− y(t)|2 ,
∂xϕε(t, x, y) = −∂yϕε(t, x, y) = 2
ε
[x(t) − y(t)].
Hence, there exists an (x, y) ∈ XL(tε, xε)×XL(tε, yε) such that, for small ε,
0 ≤ − M0
2(T − t0) +
1
ε
|xε(tε)− yε(tε)|2
+ lim
δ↓0
1
δ
∫ tε+δ
tε
−2
ε
〈A(t,x(t)) −A(t,y(t)), x(t) − y(t)〉︸ ︷︷ ︸
≥0
dt
+ F (tε, xε, ε
−12[xε(tε)− yε(tε))− F (tε, yε, ε−12[xε(tε)− yε(tε)])
≤ − M0
2(T − t0) +
1
ε
|xε(tε)− yε(tε)|2
+mL,t0,x0
(
ε−1 |xε(tε)− yε(tε)|2 + sup
s≤tε
|xε(s)− yε(s)|
)
.
(4.4)
Here, we obtained the last inequality from condition H(F )(iii). Now, fix some limit
point kˆ = (tˆ, xˆ, yˆ) of {kε}. Then kˆ ∈ K and, with slight abuse of notation, we
can assume that (tε, xε, yε) → kˆ as ε ↓ 0. Recall also that limε→0 1εΨ(kε) = 0 and
that xˆ = yˆ on [0, tˆ]. Thus, letting ε ↓ 0 in (4.4) yields a contradiction. (Note that
sups≤tε |xε(s)− yε(s)| → 0 as ε ↓ 0 can also be deduced from Remark 2.9 together
with limε→0
1
εΨ(kε) = 0. For more details, we refer the reader to (A.9) in the proof
of Lemma A.2.) 
Theorem 4.3 (Doubling theorem). Fix L ≥ 0 and a set Ω˜ with ΩL ⊆ Ω˜ ⊆
C([0, T ], H). Let u be a minimax L-sub- and let v be a minimax L-supersolution of
(TVP) on [0, T ]× Ω˜. Then w defined by w(t, x, y) := u(t, x)− v(t, y) is a viscosity
L-subsolution of (4.1) on [0, T ]× Ω˜× Ω˜.
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Proof. Fix (t0, x0, y0) ∈ [0, T )× Ω˜ × Ω˜. Let ϕ ∈ AL(t0, x0, y0), i.e., there exists a
T0 ∈ (t0, T ] such that, for all (t, x, y) ∈ [t0, T0]×XL(t0, x0)×XL(t0, y0),
ϕ(t, x, y) − ϕ(t0, x0, y0) ≥ w(t, x, y) − w(t0, x0, y0)
= [u(t, x)− u(t0, x0)]− [v(t, y)− v(t0, y0)].(4.5)
Put z := ∂xϕ(t0, x0, y0) and ζ := ∂yϕ(t0, x0, y0). Since u is a minimax L-sub- and
v is a minimax L-supersolution of (TVP) on [0, T ] × Ω˜, there exists an (x, y) ∈
XL(t0, x0)×XL(t0, y0) such that, for all t ∈ [t0, T0],
u(t, x)− u(t0, x0) ≥
∫ t
t0
(fx(s), z)− F (s, x, z) ds,
v(t, y)− v(t0, y0) ≤
∫ t
t0
(fy(s),−ζ)− F (s, y,−ζ) ds.
(4.6)
Thus, by the functional chain-rule applied to (4.5) and by (4.6),∫ t
t0
[∂tϕ(s, x, y)− 〈A(s,x(s)), ∂xϕ(s, x, y)〉 − 〈A(s,y(s)), ∂yϕ(s, x, y)〉
+ (fx(s), ∂xϕ(s, x, y)) + (f
y(s), ∂yϕ(s, x, y)] ds
≥
∫ t
t0
(fx(s), z) + (fy(s), ζ) − F (s, x, z) + F (s, y,−ζ) ds,
which yields (4.2), i.e., w is a viscosity L-subsolution of (4.1) on [0, T ]× Ω˜× Ω˜. 
Immediately, from the doubling theorem (Theorem 4.3) together with Theo-
rem 4.2, we obtain a comparison principle for minimax L-semisolutions.
Theorem 4.4 (Comparison II). Fix L ≥ 0 and a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H).
Let u be a minimax L-sub- and let v be a minimax L-supersolution of (TVP) on
[0, T ]× Ω˜. Then u ≤ v on [0, T ]× Ω˜.
Theorem 4.5 (Comparison III). Fix a set Ω˜ with Ω ⊆ Ω˜ ⊆ C([0, T ], H). Let u
be a minimax sub- and let v be a minimax supersolution of (TVP) on [0, T ]× Ω˜.
Then u ≤ v on [0, T ]× Ω˜.
Proof. There exist L1, L2 ≥ 0 such that u is a minimax L1-sub- and v is a minimax
L2-supersolution of (TVP) on [0, T ]× Ω˜. By Remark 3.3, we can replace L1 and L2
with L1 ∨ L2. Since Ω = ∪L≥0ΩL ⊆ Ω˜, we have ΩL1∨L2 ⊆ Ω˜. Thus we can apply
Theorem 4.3 to deduce that the function w defined by w(t, x, y) := u(t, x)− v(t, y)
is a viscosity (L1 ∨ L2)-subsolution of (4.1) on [0, T ]× Ω˜. By Theorem 4.2, u ≤ v
on [0, T ]× Ω˜. 
5. Existence and uniqueness
Thanks to our previous results concerning the topological properties of the spaces
XL(t0, x0), we are able to follow the approach of Lukoyanov [67, Section 7] (see also
Subbotin [94, Section 8, pp. 69-80] for the non-path-dependent case).
Given (t0, x0, z) ∈ [0, T )× Ω×H and L ≥ 0, put
YL(t0, x0, z) := {(x, y) ∈ XL(t0, x0)× C([t0, T ]) :
y(t) =
∫ t
t0
(fx(s), z)− F (s, x, z) ds on [t0, T ]}.
(5.1)
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Definition 5.1. Let Ω˜ ⊆ C([0, T ], H) and put S(t0) := Ω˜× C([t0, T ]), t0 ∈ [0, T ).
Consider a non-anticipating function u : [0, T ]× Ω˜→ [−∞,∞].
(i) We say that u is an improper minimax L-supersolution of (TVP) on [0, T ]×Ω˜
if u(T, ·) ≥ h on Ω˜ and if, for every (t0, x0, z) ∈ [0, T )× Ω˜×H and every t ∈ (t0, T ],
inf
(x,y)∈YL(t0,x0,z)∩S(t0)
{u(t, x)− y(t)} ≤ u(t0, x0).
(ii) We say that u is an improper minimax L-subsolution of (TVP) on [0, T ]× Ω˜
if u(T, ·) ≤ h on Ω˜ and if, for every (t0, x0, z) ∈ [0, T )× Ω˜×H and every t ∈ (t0, T ],
sup
(x,y)∈YL(t0,x0,z)∩S(t0)
{u(t, x)− y(t)} ≥ u(t0, x0).
Note that we use here inf and sup instead of min and max because we do not
require any semicontinuity for u.
Next, we show that the set of improper minimax L0-supersolutions of (TVP) is
not empty. To this end, define functions uz+ : [0, T ]× Ω→ [−∞,∞], z ∈ H , by
uz+(t0, x0) := max
(x,y)∈YL0(t0,x0,z)
{h(x)− y(T )} .
Lemma 5.2. Let z ∈ H. The functional uz+ is an improper minimax L0-supersolution
of (TVP) on [0, T ]× Ω with values in [−∞,∞).
Proof. First, note that uz+(T, ·) = h.
Next, fix (t0, x0, z˜) ∈ [0, T ) × Ω × H . By Proposition 2.13, the initial value
problem
x˜′(t) +A(t, x˜(t)) = f˜(t, x˜) a.e. on (t0, T ), x˜ = x0 on [0, t0],
where f˜ : [t0, T ]× C([0, T ], H)→ H is defined by
f˜(t, x) :=
{
F (t,x,z˜)−F (t,x,z)
|z˜−z|2
· (z˜ − z) if z˜ 6= z,
0 if z˜ = z,
has a unique solution x˜ ∈ XL0(t0, x0). Moreover, put
y˜(t) :=
∫ t
t0
(f˜(s, x˜), z˜)− F (s, x˜, z˜) ds, t ∈ [t0, T ].
Then (x˜, y˜) ∈ YL0(t0, x0, z) ∩ YL0(t0, x0, z˜). Since, for every t ∈ (t0, T ],
uz+(t, x˜)− y˜(t) = max
x∈XL0(t,x˜)
{
h(x)−
∫ T
t
[(fx(s), z)− F (s, x, z)] ds
}
−
∫ t
t0
[(f x˜(s), z˜)− F (s, x˜, z˜)︸ ︷︷ ︸
=(f x˜(s),z)−F (s,x˜,z)
] ds
≤ max
x∈XL0(t0,x0)
{
h(x) −
∫ T
t0
[(fx(s), z)− F (s, x, z)] ds
}
= uz+(t0, x0),
we can conclude that uz+ is an improper minimax L0-supersolution of (TVP) on
[0, T ] × Ω. The pointwise boundedness from above (uz+ < ∞) follows from the
continuity of h and F in x0 and from the compactness of the sets XL0(t0, x0)
(Proposition 2.10). 
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Next, we will show that the functions uL0 : [0, T ] × ΩL → [−∞,∞], L ≥ L0,
defined by
uL0 (t0, x0) := inf
{
u(t0, x0) :
u improper minimax L0-supersolution of (TVP) on [0, T ]× ΩL
}
,
are both, improper minimax L0-super- as well as a improper minimax L0-subsolutions
of (TVP) on [0, T ]× ΩL, L ≥ L0.
Lemma 5.3. Let L ≥ L0. Then the function uL0 is an improper minimax L0-super
as well as an improper minimax L0-subsolution of (TVP) on [0, T ]×ΩL. Moreover,
u0 is real-valued.
Proof. Fix (t0, x0, z) ∈ [0, T )×ΩL×H . As every improper minimax L0-supersolution
u of (TVP) on [0, T ]× ΩL satisfies
u(t0, x0) ≥ inf
(x,y)∈YL0(t0,x0,z)
{u(T, x)− y(T )} ≥ min
(x,y)∈YL0(t0,x0,z)
{h(x)− y(T )},
we have
uL0 (t0, x0) ≥ min
(x,y)∈YL0(t0,x0,z)
{h(x)− y(T )} > −∞.(5.2)
By Lemma 5.2, uL0 (t0, x0) <∞. Thus uL0 is real-valued.
By the definition of uL0 , u
L
0 (T, x0) ≥ h(x0). Since uL0 (T, x0) ≤ uz+(T, x0) = h(x0),
we can deduce that
u0(T, x0) = h(x0).(5.3)
Next, fix t ∈ (t0, T ]. Let (un)n be a sequence of improper minimax L0-super-
solutions of (TVP) on [0, T ] × ΩL such that ∣∣un(t0, x0)− uL0 (t0, x0)∣∣ ≤ n−1 and
that
un(tn, xn)− yn(t) ≤ un(t0, x0) + 1
n
for some (xn, yn) ∈ YL0(t0, x0, z), n ∈ N. Then
uL0 (t, xn)− yn(t) ≤ un(t, xn)− yn(t) ≤ un(t0, x0) +
1
n
≤ uL0 (t0, x0) +
2
n
for every n ∈ N, i.e., uL0 is an improper minimax L0-supersolution of (TVP) on
[0, T ]× ΩL.
To show that uL0 is also an improper minimax L0-subsolution of (TVP) on [0, T ]×
ΩL it suffices (because of (5.3)) to verify that
sup
(x,y)∈YL0(t0,x0,z)
{uL0 (t, x) − y(t)} ≥ uL0 (t0, x0).(5.4)
To this end, we prove that the function uz : [0, T ]× ΩL → [−∞,∞] defined by
uz(t˜, x˜) :=
{
sup(x,y)∈YL0(t˜,x˜,z){uL0 (t, x)− y(t)} if t˜ ≤ t,
uL0 (t˜, x˜) if t˜ > t,
is an improper minimax L0-supersolution of (TVP) on [0, T ]×ΩL. Then, according
to the definition of uL0 , we have u
L
0 (t˜, x˜) ≤ uz(t˜, x˜), (t˜, x˜) ∈ [0, T ) × ΩL, which
immediately yields (5.4).
To show that uz is an improper minimax L0-supersolution of (TVP) on [0, T ]×
ΩL, let us first check whether the terminal condition is satisfied. Let x˜ ∈ ΩL. If
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T > t, then uz(T, x˜) = uL0 (T, x˜) ≥ h(x˜) because uL0 is an improper minimax L0-
supersolution of (TVP) on [0, T ]× ΩL. If T = t, then we also get immediately the
same inequality. Next, note that, by (5.2), uz(t˜, x˜) > −∞ for all (t˜, x˜) ∈ [0, T ]×Ω:.
Thus, given (t˜, x˜, z˜) ∈ [0, T ) × ΩL × H , τ ∈ (t˜, T ], and ε > 0, it suffices to show
that there exists an (x, y) ∈ YL0(t˜, x˜, z˜) such that
uz(τ, x)− y(τ) ≤ uz(t˜, x˜) + ε.(5.5)
We shall distinguish among the following three cases.
Case 1. Let t˜ ≥ t. Then uz(t˜, x˜) = uL0 (t˜, x˜) and uz(τ, x) = u0(τ, x) for all
x ∈ XL0(τ˜ , x˜), i.e., we can deduce (5.5) from u0 being an improper minimax L0-
supersolution of (TVP) on [0, T ]× ΩL.
Case 2. Let t˜ < t and τ < t. By Proposition 2.13, the initial value problem
xˆ′(s) +A(s, xˆ(s)) = fˆ(s, xˆ) a.e. on (t˜, T ), xˆ = x˜ on [0, t˜],
where fˆ : [t˜, T ]× C([0, T ], H)→ H is defined by
fˆ(s, x) :=
{
F (s,x,z˜)−F (s,x,z)
|z˜−z|2
· (z˜ − z) if z˜ 6= z,
0 if z˜ = z,
has a unique solution xˆ ∈ XL0(t˜, x˜). Next, put
yˆ(s) :=
∫ s
t˜
(fˆ(r, xˆ), z˜)− F (r, xˆ, z˜) dr, t ∈ [t˜, T ],
so that (xˆ, yˆ) ∈ YL0(t˜, x˜, z) ∩ YL0(t˜, x˜, z˜). Since xˆ ∈ XL0(t0, x0),
uz(τ, xˆ)− yˆ(τ) = sup
(x,y)∈YL0(τ,xˆ,z)
{uL0 (t, x)− y(t)} − yˆ(τ)
= sup
x∈XL0(τ,xˆ)
{
uL0 (t, x)−
∫ t
τ
[(fx(s), z)− F (s, x, z)] ds
}
−
∫ τ
t˜
[(f xˆ(s), z˜)− F (s, xˆ, z˜)︸ ︷︷ ︸
=(f xˆ(s),z)−F (s,xˆ,z)
] ds
≤ sup
x∈XL0(t˜,x˜)
{
uL0 (t, x) −
∫ t
t˜
[(fx(s), z)− F (s, x, z)] ds
}
= uz(t˜, x˜),
i.e., (5.5) holds (even for ε = 0).
Case 3. Let t˜ < t and τ ≥ t. By Case 2, there exists an x2 ∈ XL0(t˜, x˜) such that
uz(t, x2)−
∫ t
t˜
[(fx2(s), z˜)− F (s, x2, z˜)] ds ≤ uz(t˜, x˜).
By Case 1, there exists an x1 ∈ XL0(t˜, x2) such that
uz(τ, x1)−
∫ τ
t
[(fx1(s), z˜)− F (s, x, z˜)] ds ≤ uL0 (t, x2) + ε.
Consequently, with x := 1[0,t) · x2 + 1[t,T ] · x1, we have
uz(τ, x)−
∫ τ
t˜
[(fx(s), z˜)− F (s, x, z˜)] ds ≤ uz(t˜, x˜) + ε,
which completes the proof. 
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Let L ≥ L0. Since uL0 is possibly not semicontinuous, consider the envelopes
uL,−0 , u
L,+
0 : [0, T ]× ΩL → [−∞,∞] defined by
uL,−0 (t0, x0) := lim
(t,x)→(t0,x0)
uL0 (t, x) := sup
δ>0
inf
(t,x)∈OL
δ
(t0,x0)
uL0 (t, x),
uL,+0 (t0, x0) := lim
(t,x)→(t0,x0)
uL0 (t, x) := inf
δ>0
sup
(t,x)∈OL
δ
(t0,x0)
uL0 (t, x),
where
OLδ (t0, x0) := {(t, x) ∈ [0, T ]× ΩL : d∞((t, x), (t0, x0)) < δ}.
Clearly,
uL,−0 ≤ uL0 ≤ uL,+0 .(5.6)
Lemma 5.4. Let L ≥ L0. Then uL,−0 > −∞ and uL,+0 <∞.
Proof. Fix δ > 0. Then
uL,−0 (t0, x0) ≥ inf
(t1,x1)∈Oδ(t0,x0)
u0(t1, x1)
≥ inf
(t1,x1)∈Oδ(t0,x0)
min
x∈XL0(t1,x1)
{
h(x) +
∫ T
t
F (s, x, 0) ds
}
by (5.2)
≥ min
(t,x)∈[0,T ]×ΩL
{
h(x) +
∫ T
t
F (s, x, 0) ds
}
> −∞.
To show that uL,+0 <∞, one can proceed similarly as in the proof of Lemma 5.4
but one should use Lemma 5.2 instead of (5.2). 
Remark 5.5. By (5.6) and Lemma 5.4, uL,−0 and u
L,+
0 are real-valued. Moreover,
uL,−0 ∈ LSC([0, T ]× ΩL) and uL,+0 ∈ USC([0, T ]× ΩL).
The proof of this statement is standard. One can, e.g., follow the argument in
[94, Proof of Proposition 8.7, p. 77].
Lemma 5.6. Let L ≥ L0. The function uL,−0 is a minimax L0-supersolution of
(TVP) on [0, T ]×ΩL and the function uL,+0 is a minimax L0-subsolution of (TVP)
on [0, T ]× ΩL.
Proof. We only show that uL,−0 is a minimax L0-supersolution of (TVP) on [0, T ]×
ΩL. To this end, fix (t0, x0) ∈ [0, T ) × ΩL and let (t, z) ∈ (t0, T ] × H . By the
definition of uL,−0 , there exists a sequence (tn, xn)n in [0, T ]× ΩL such that
d∞((tn, xn), (t0, x0)) <
1
n
and uL,−0 (t0, x0) ≥ uL0 (tn, xn)−
1
n
.
Since t > t0, we can assume that tn < t for all n ∈ N. Recall that uL0 is an improper
minimax L0-supersolution of (TVP) on [0, T ]× ΩL. Thus
uL0 (t, x˜n)− y˜n(t) ≤ uL0 (tn, xn) +
1
n
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for some (x˜n, y˜n) ∈ YL0(tn, xn, z). By Proposition 2.12, we can assume that
(x˜n, y˜n)n converges to some (x˜0, y˜0) ∈ YL0(t0, x0, z). Hence
uL,−0 (t0, x0) ≥ lim
n
uL0 (tn, xn) ≥ lim
n
[
uL0 (t, x˜n)− y˜n(t)−
1
n
]
≥ lim
(s,x)→(t,x˜0)
uL0 (s, x)− y˜0(t)
≥ uL,−0 (t, x˜0)− y˜0(t)
and thus, by Lemma 3.6, uL,−0 satisfies the minimax L0-supersolution property on
[0, T )×ΩL. The minimax L0-supersolution property for the terminal condition can
be verified similarly. Together with Remark 5.5, this concludes the proof. 
Theorem 5.7 (Existence and uniqueness I). Let L ≥ L0. Then uL0 is the unique
minimax L0-solution of (TVP) on [0, T ]× ΩL.
Proof. By Theorem 4.4 and Lemma 5.6, uL,+0 ≤ uL,−0 on [0, T ]×ΩL. Together with
(5.6), we can conclude that uL0 = u
L,+
0 = u
L,−
0 . Therefore, by Proposition 3.7, the
function uL0 is a minimax L0-solution of (TVP) on [0, T ]×ΩL. Uniqueness follows
from Theorem 4.4. 
From Theorem 4.5 and Theorem 5.7 together with Remark 3.3 and Remark 3.4,
we obtain the following result.
Theorem 5.8 (Existence and uniqueness II). There exists a function u0 : [0, T ]×
Ω → R that is the unique minimax solution on [0, T ]× Ω. Moreover, u0 = uL0 on
[0, T ]× ΩL for every L ≥ L0.
6. Stability
Given n ∈ N, consider the terminal value problem
∂tu− 〈A(t, x(t)), ∂xu〉+ Fn(t, x, ∂xu) = 0, (t, x) ∈ [0, T )× C([0, T ], H),
u(T, x) = hn(x), x ∈ C([0, T ], H),(TVP n)
where hn : C([0, T ], H)→ R and Fn : [0, T ]×C([0, T ], H)×H → R, respectively, are
supposed to satisfyH(h) andH(F ), respectively, with the same Lipschitz constants
and moduli of continuity.
Our approach for the following basic stability result is similar as in the finite-
dimensional case (regarding PDEs, see [93, pp. 36 ff.]; regarding PPDEs, see [66,
Theorem 6.1]).
Theorem 6.1. Let L ≥ 0.
(i) For every n ∈ N, let uLn be a minimax supersolution of (TVP n) on [0, T ]×
ΩL. Then the function uL : [0, T ]× ΩL → R defined by
uL,−(t0, x0) := lim
n→∞,
(t,x)→(t0,x0)
uLn(t, x) := sup
δ>0,
n∈N
inf
(t,x)∈OLδ (t0,x0),
m≥n
uLm(t, x)
is a minimax supersolution of (TVP) on [0, T ]× ΩL.
(ii) For every n ∈ N, let uLn be a minimax subsolution of (TVP n) on [0, T ]×ΩL.
Then the function uL : [0, T ]× ΩL → R defined by
uL,+(t0, x0) := limn→∞,
(t,x)→(t0,x0)
uLn(t, x) := inf
δ>0,
n∈N
sup
(t,x)∈OLδ (t0,x0),
m≥n
uLm(t, x)
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is a minimax subsolution of (TVP) on [0, T ]× ΩL.
(iii) For every n ∈ N, let uLn be a minimax solution of (TVP n) on [0, T ]×ΩL.
Then (uLn)n converges to the function u
L,+, which is a minimax solution of (TVP)
on [0, T ]× ΩL.
Proof of Theorem 6.1. We prove only (i) and (iii).
(i) First, note that uL,− ∈ LSC([0, T ]×ΩL) (cf. Remark 5.5). It suffices to verify
that uL,− satisfies the minimax L-supersolution property for the terminal condition
on ΩL and for the PPDE in [0, T )× ΩL. We shall do only the latter as the former
can be done similarly.
Fix (t0, x0) ∈ [0, T ) × ΩL. Let t ∈ (t0, T ) and z ∈ H . Consider a sequence
(tn, xn)n in [0, T )× ΩL such that d∞((tn, xn), (t0, x0)) < n−1 and
uL,−(t0, x0) ≥ uLn(tn, xn)−
1
n
.
Without loss of generality, assume that tn < t for every n ∈ N. Since uLn is a
minimax L-supersolution of (TVP n) on [0, T )×ΩL (cf. Remark 3.5), there exists
an x˜n ∈ XL(tn, xn) such that
uLn(t, x˜n) +
∫ t
tn
Fn(s, x˜n, z)− (f x˜n(s), z) ds ≤ uLn(tn, xn).
We can also assume that (x˜n)n converges in Ω
L to some x˜0 ∈ XL(t0, x0) (see
Proposition 2.12). Therefore,
uL,−(t0, x0) ≥ lim
n
uLn(tn, xn) ≥ lim
n
[
uLn(t, x˜n) +
∫ t
tn
Fn(r, x˜n, z)− (f x˜n(r), z) dr
]
≥ lim
(s,x)→(t,x˜0)
n→∞
uLn(s, x) +
∫ t
t
F (r, x˜0, z)− (f x˜0(r), z) dr
≥ uL,−(t, x˜0) +
∫ t
t
F (r, x˜0, z)− (f x˜0(r), z) dr.
(iii) Let (t0, x0) ∈ [0, T )× ΩL. Then
uL,−(t0, x0) ≤ lim
n→∞
uLn(t0, x0) ≤ limn→∞ u
L
n(t0, x0) ≤ uL,+(t0, x0).
Moreover, by Comparison (Theorem 4.4), uL,+(t0, x0) ≤ uL,−(t0, x0). Thus uLn →
uL,+ and uL,+ = uL,−. Consequently, noting (i), (ii), and Proposition 3.7, we can
infer that uL,+ is a minimax L-solution of (TVP) on [0, T ]× ΩL. 
7. Applications to optimal control
Consider a controlled evolution equation of the form
x′(t) +A(t,x(t)) = f(t, x, a(t)) a.e. on (t0, T ),
x = x0 on [0, t0].
(7.1)
Here, t0 ∈ [0, T ], x0 ∈ Ω, a ∈ At0 with
At0 := {a : [t0, T ]→ P measurable}
for some compact topological space P . A solution of (7.1) is to be understood as
an element of XL(t0, x0) for some L ≥ 0 and is denoted by xt0,x0,a.
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Goal of the controller is to minimize a cost functional of the form∫ T
t0
ℓ(t, xt0,x0,a, a(t)) dt+ h(xt0,x0,a)
over all a ∈ At0 .
Next, we state the hypotheses for the data of our control problem. To this end,
let Lf ≥ 0.
H(f)1: The function f : [0, T ]× C([0, T ], H)× P → H satisfies the following:
(i) f is continuous.
(ii) For every (t, x,p) ∈ [0, T ]× C([0, T ], H)× P ,
|f(t, x,p)| ≤ Lf(1 + sup
s≤t
|x(s)|).
(iii) For a.e. t ∈ (0, T ), for every x, y ∈ Ω, and for every p ∈ P ,
|f(t, x,p)− f(t, y,p)| ≤ Lf sup
s≤t
|x(s)− y(s)| .
H(ℓ)1: The function ℓ : [0, T ]× C([0, T ], H)× P → R satisfies the following:
(i) ℓ is continuous.
(ii) For every (t, x,p) ∈ [0, T ]× C([0, T ], H)× P ,
|ℓ(t, x,p)| ≤ Lf (1 + sup
s≤t
|x(s)|).
(iii) For a.e. t ∈ (0, T ), for every x, y ∈ Ω, and for every p ∈ P ,
|ℓ(t, x,p)− ℓ(t, y,p)| ≤ Lf sup
s≤t
|x(s)− y(s)| .
H(h)1: The function h : C([0, T ], H)→ R satisfies the following:
(i) h is continuous.
(ii) For every x, y ∈ Ω,
|h(x)− h(y)| ≤ Lf‖x− y‖∞.
Immediately from Proposition 2.13, we obtain the following statement.
Proposition 7.1. Suppose that H(f)1 holds. Let (t0, x0) ∈ [0, T )×Ω and a ∈ At0 .
Then the initial-value problem (7.1) has a unique solution in XLf (t0, x0).
We also need to establish continuous dependence properties of our controlled
evolution equation with respect to the initial data.
Proposition 7.2. Suppose that H(f)1 holds. Let t0, t1 ∈ [0, T ] and x0, y0 ∈ Ω.
Fix a ∈ A0 and denote its restrictions to subintervals also by a.
(i) For every t ∈ [t0, T ],∣∣xt0,x0,a(t)− xt0,y0,a(t)∣∣ ≤ eLf(t−t0) sup
s≤t0
|x0(s)− y0(s)| .(7.2)
(ii) Let L ≥ 0. If x0 ∈ ΩL, then
‖xt0,x0,a − xt1,x0,a‖∞ ≤ 4max{L,Lf}(1 + C)eLfT |t1 − t0|(7.3)
for some constant C that depends only on L, Lf , and x∗.
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Proof. (i) Put x := xt0,x0,a, y := xt0,y0,a, z := x− y, z := x− y, and
m(t) := sup
s≤t
|z(s)| , t ∈ [t0, T ].
By integration-by-parts (Proposition 2.4), for every t ∈ [t0, T ],
1
2
|z(t)|2 = 1
2
∣∣z(t0)2∣∣+ ∫ t
t0
〈z′(s), z(s)〉 ds
≤ 1
2
∣∣z(t0)2∣∣+ ∫ t
t0
|f(s, x, a(s))− f(s, y, a(s))|︸ ︷︷ ︸
≤Lfm(s)
|z(s)| ds.
Here, we used the monotonicity of A and H(f)1(iii). Finally, Gronwall’s inequality
yields, m(t)2 ≤ e2Lf (t−t0)m(t0)2, i.e., we have (7.2).
(ii) Without loss of generality, let L ≥ Lf . Put x := xt0,x0,a, z := x − x0, and
z := x− x0, and
m(t) := sup
s≤t
|z(s)| , t ∈ [t0, T ].
Recall that x, x0 ∈ ΩL = XL(0, x∗). Thus, by the a-priori estimates of Lemma A.1,
there exists a constant C depending only on L and x∗ such that
max{‖x‖∞, ‖x0‖∞} ≤ C.
Therefore, we can apply integration-by-parts (Proposition 2.4) and obtain thanks
to the monotonicity of A and to H(f)1(ii)
1
2
|z(t)|2 =
∫ t
t0
〈z′(s), z(s)〉 ds ≤
∫ t
t0
(f(s, x, a(s))− fx0(s), z(s)) ds
≤
∫ t
t0
L
{
2 + sup
s≤t
[|x(s)|+ |x0(s)|]
}
|z(s)| ds
≤ 2L(1 + C)(t− t0)m(t)
for every t ∈ [t0, T ]. This yields
m(t) ≤ 4L(1 + C)(t− t0).(7.4)
Next, without loss of generality, let t1 ≥ t0. Fix t ∈ [t1, T ]. By (7.2) and (7.4),∣∣xt0,x0,a(t)− xt1,x0,a˜(t)∣∣ = ∣∣∣xt1,xt0,x0,a,a˜(t)− xt1,x0,a˜(t)∣∣∣
≤ eLf (t−t1) sup
s≤t1
∣∣xt0,x0,a(s)− x0(s)∣∣
≤ 4L(1 + C)eLf (t−t1) (t1 − t0),
which together with (7.4) yields (7.3). 
The value function v : [0, T ]× Ω→ R for our control problem is defined by
v(t0, x0) := inf
a∈At0
J(t0, x0; a),
where
J(t0, x0; a) :=
∫ T
t0
ℓ(t, xt0,x0,a, a(t)) dt+ h(xt0,x0,a).
Similarly as in the finite-dimensional case, one can prove a dynamic programming
principle.
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Theorem 7.3. Suppose that H(f)1, H(ℓ)1, and H(h) hold. Let (t0, x0) ∈ [0, T ]×
Ω. Then, for every t ∈ [t0, T ],
v(t0, x0) = inf
a∈At0
[∫ t
t0
ℓ(s, xt0,x0,a, a(s)) ds+ v(t, xt0,x0,a)
]
.
In order to show that the value function v is a minimax solution of the corre-
sponding Bellman equation, we need to establish that v is continuous.
Theorem 7.4 (Regularity of the value function). Suppose that H(f)1, H(ℓ)1, and
H(h)1 hold. Then v is continuous. In particular, the following holds:
(i) For every t0 ∈ [0, T ], x0, y0 ∈ Ω,
|v(t0, x0)− v(t0, y0)| ≤ Lf(T − t0 + 1)eLf(T−t0) sup
s≤t0
|x0(s)− y0(s)| .(7.5)
(ii) Let L ≥ 0. If x0 ∈ ΩL, then, for every t0, t1 ∈ [0, T ],
|v(t0, x0)− v(t1, x0)| ≤ C |t1 − t0|(7.6)
for some constant C that depends only on L, Lf , x∗, and T .
Proof. Fix a ∈ A0.
(i) By H(ℓ)1(iii), H(h)1(ii), and H(f)1 together with Proposition 7.2 (i),
J(t0, x0; a)− J(t0, y0; a) ≤ Lf (T − t0 + 1)‖xt0,x0,a − xt0,y0,a‖∞
≤ Lf (T − t0 + 1)eLf (T−t0) sup
s≤t0
|x0(s)− y0(s)| ,
from which we get (7.5).
(ii) Without loss of generality, let t1 ≥ t0. By H(ℓ)1, H(h)1, Lemma A.1, and
H(f)1 together with Proposition 7.2 (ii),
J(t0, x0; a)− J(t1, x0; a) =
[∫ T
t0
ℓ(t, xt0,x0,a, a(t)) dt−
∫ T
t1
ℓ(t, xt1,x0,a, a(t)) dt
]
+
[
h(xt0,x0,a)− h(xt1,x0,a)]
≤ (t1 − t0)Lf
(
1 + sup
t≤t1
∣∣xt0,x0,a(t)∣∣)
+
∫ T
t1
Lf sup
s≤t
∣∣xt0,x0,a(s)− xt1,x0,a(s)∣∣ dt
+ Lf‖xt0,x0,a − xt1,x0,a‖∞
≤ C |t1 − t0|
for some constant C that depends only on L, Lf , x∗, and T . This yields (7.6).
By parts (i) and (ii) of this proof together with t 7→ x0(t) being continuous for
each x0 ∈ Ω, we have continuity of v under d∞. 
Remark 7.5. Note that we have not established that v is (locally) Lipschitz con-
tinuous under d∞ on the sets Ω
L.
Now, we are in the position to prove the main result of this section.
The Bellman equation associated to our control problem is given by (TVP) with
F (t, x, z) := min
p∈P
[ℓ(t, x,p) + (f(t, x,p), z)] .(7.7)
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Theorem 7.6. Suppose that H(f)1, H(ℓ)1, and H(h)1 hold. Let F be given by
(7.7). Then the value function v is a minimax Lf -solution of (TVP) on [0, T ]×Ω.
Proof. Note that H(f)1 and H(ℓ)1 imply H(F ).
(i) First, we show that v is a minimax Lf -supersolution of (TVP) on [0, T ]×Ω.
To this end, fix (t0, x0, z) ∈ [0, T ]× Ω ×H and t ∈ [t0, T ]. For every ε > 0, there
exists, by Theorem 7.3, a control aε ∈ At0 such that, with xε := xt0,x0,aε ,∫ t
t0
ℓ(s, xε, aε(s)) ds + v(t, xε)− v(t0, x0) ≤ ε.
Since by (7.7) also∫ t
t0
(−fxε(s), z) + F (s, xε, z) ds ≤
∫ t
t0
ℓ(s, xε, aε(s)) ds
holds, we have
v(t, xε)− v(t0, x0) ≤ ε+
∫ t
t0
[
−F (s, xε, z) + (fxε(s), z)
]
ds.
Since XLf (t0, x0) is compact and F is continuous, there exists an x ∈ XLf (t0, x0)
depending on t such that
v(t, x)− v(t0, x0) ≤
∫ t
t0
[−F (s, x, z) + (fx(s), z)] ds.(7.8)
Recall that v is continuous (Theorem 7.4). Thus we can apply Lemma 3.6 to
deduce the existence of an x ∈ XLf (t0, x0) such that, for all t ∈ [t0, T ], (7.8) holds.
Since the definition of v yields v(T, ·) = h, we can conclude that v is a minimax
Lf -supersolution of (TVP) on [0, T ]× Ω.
(ii) Next, we show that v is a minimax Lf -solution of (TVP) on [0, T ]× Ω.
Note that, by Theorem 5.8, there exists a unique minimax solution u of (TVP)
on [0, T ] × Ω. Moreover, for every L ≥ Lf , the restriction of u to [0, T ] × ΩL is,
according to Theorem 5.7, the unique minimax Lf -solution of (TVP) on [0, T ]×ΩL.
Thus it suffices to show that u = v on ΩL for each L ≥ Lf . To this end, fix L ≥ Lf .
(ii-a) First, note that u ≤ v on ΩL. This follows from part (i) of this proof
together with Theorem 4.4.
(ii-b) Now, we show that v ≤ u on ΩL. To this end, we verify that the function
w : [0, T ] × ΩL × ΩL → R defined by w(t, x, y) := v(t, x) − u(t, y) is a viscosity
Lf -subsolution of (4.1) on [0, T ]× ΩL × ΩL. We proceed similarly as in the proof
of the doubling theorem (Theorem 4.3). Let (t0, x0, y0) ∈ [0, T ] × ΩL × ΩL and
ϕ ∈ ALfw(t0, x0, y0). Then there exists a T0 ∈ (t0, T ] such that, for every (t, x, y) ∈
[t0, T ]×XLf (t0, x0)×XLf (t0, x0),
ϕ(t, x, y)− ϕ(t0, x0, y0) ≥ w(t, x, y) − w(t0, x0, y0).(7.9)
Put z := −∂yϕ(t0, x0, y0). Since u is a minimax Lf -solution of (TVP) on [0, T ]×ΩL,
there exists a y ∈ XLf (t0, y0) such that, for every t ∈ [t0, T ],
u(t, y)− u(t0, y0) =
∫ t
t0
[(fy(s), z)− F (s, y, z)] ds.(7.10)
Next, let p ∈ P such that
ℓ(t0, x0,p) + (f(t0, x0,p), ∂xϕ(t0, x0, y0) = F (t0, x0, ∂xϕ(t0, x0, y0)),(7.11)
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which is possible because P is compact and F is continuous. Also put x := xt0,x0,a,
where a(t) := p, t ∈ [t0, T ]. Then, by Theorem 7.3,
v(t, x)− v(t0, x0) ≥
∫ t
t0
[−ℓ(s, x,p)] ds.(7.12)
Applying the functional chain-rule to the left-hand side of (7.9) yields together with
(7.10) and (7.12)∫ t
t0
[
∂tϕ(s, x, y)− 〈A(s,x(s)), ∂xϕ(s, x, y)〉 − 〈A(s,y(s)), ∂yϕ(s, x, y)〉
+ (f(s, x,p), ∂xϕ(s, x, y)) + (f
y(s), ∂yϕ(s, x, y))
]
ds
≥
∫ t
t0
[−ℓ(s, x,p)− (fy(s), z) + F (s, y, z)] ds,
which in turn implies
∂tϕ(t0, x0, y0)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
−〈A(t,x(t)), ∂xϕ(t, x, y)〉 − 〈A(t,y(t)), ∂yϕ(t, x, y)〉 dt
]
+ [ℓ(t0, x0,p) + (f(t0, x0,p), ∂xϕ(t0, x0, y0)]− F (t0, x0,−∂yϕ(t0, x0, y0)) ≥ 0.
Noting (7.11), we get (4.2), i.e., w is Lf -subsolution of (4.1) on [0, T ]× ΩL × ΩL.
Thus, by Theorem 4.2, v ≤ u on ΩL. This concludes the proof. 
8. Applications to differential games
It will be demonstrated that the Krasovski˘ı-Subbotin approach for differential
games (see [56]) can also be applied to infinite-dimensional settings. We are able
to adapt the methods by Lukoyanov [68], where the finite-dimensional PPDE case
is treated. Note that in this section, we require stronger conditions for our data in
contrast to the previous section.
Consider an evolution equation controlled by two players, which we call the
controller a and the disturbance b, of the form
x′(t) +A(t,x(t)) = f(t, x, a(t), b(t)) a.e. on (t0, T ),
x = x0 on [0, t0],
(8.1)
where t0 ∈ [0, T ], x0 ∈ Ω, a ∈ At0 , and b ∈ Bt0 with
At0 := {a : [t0, T ]→ P measurable}, Bt0 := {b : [t0, T ]→ Q measurable}
for some compact topological spaces P and Q. A solution of (8.1) is denoted by
xt0,x0,a,b and is to be understood as an element of XL(t0, x0) for some L ≥ 0.
Goal of the controller is to minimize via a ∈ At0 a cost functional of the form∫ T
t0
ℓ(t, xt0,x0,a,b, a(t), b(t)) dt+ h(xt0,x0,a,b)
while assuming this functional is to be maximized by the disturbance via b ∈ Bt0,
thus representing uncertainty. The precise description of the admissible actions
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of the controller and the corresponding notions for the disturbance will be given
shortly.
We proceed by stating the additional hypotheses for the data of our game. To
this end, fix a (global) constant Lf > 1.
H(f)2: The function f : [0, T ]×C([0, T ], H)×P×Q→ H satisfies the following:
(i) f is continuous.
(ii) For every (t, x,p,q) ∈ [0, T ]× C([0, T ], H)× P ×Q,
|f(t, x,p,q)| ≤ Lf (1 + sup
s≤t
|x(s)|).
(iii) For a.e. t ∈ (0, T ) and for every x, y ∈ Ω, every p ∈ P , and every q ∈ Q,
|f(t, x,p,q)− f(t, y,p,q)| ≤ Lf
√
|x(t) − y(t)|2 +
∫ t
0
|x(s)− y(s)|2 ds.
H(ℓ)2: The function ℓ : [0, T ]× C([0, T ], H)× P ×Q→ R satisfies the following:
(i) ℓ is continuous.
(ii) For every (t, x,p,q) ∈ [0, T ]× C([0, T ], H)× P ×Q,
|ℓ(t, x,p,q)| ≤ Lf(1 + sup
s≤t
|x(s)|).
(iii) For a.e. t ∈ (0, T ), and for every x, y ∈ Ω, every p ∈ P , and every q ∈ Q,
|ℓ(t, x,p,q)− ℓ(t, y,p,q)| ≤ Lf
√
|x(t) − y(t)|2 +
∫ t
0
|x(s)− y(s)|2 ds.
By Proposition 2.13, we have immediately the following result.
Proposition 8.1. Suppose that H(f)2 holds. Let (t0, x0) ∈ [0, T )×Ω, a ∈ At0 , and
b ∈ Bt0. Then the initial-value problem (8.1) has a unique solution in XLf (t0, x0).
Next, we present the precise setup for our differential game. To this end, fix
t0 ∈ [0, T ]. The spaces of feedback strategies for the controller and the disturbance
are defined as follows:
A
t0 := {a : [t0, T ]× Ω→ P non-anticipating},
B
t0 := {b : [t0, T ]× Ω→ Q non-anticipating}.
Remark 8.2. Note that elements of At0 and Bt0 do not need to be measurable
functions.
Let us first consider the controller’s point of view. For every δ > 0, every
partition π : t0 < t1 < · · · < tn = T with mesh size |π| ≤ δ, every x0 ∈ Ω, every
feedback strategy a ∈ At0 , and every control b ∈ Bt0, define a step-by-step feedback
control a = a(·;π, x0, a, b) ∈ At0 recursively by
a(t) := a(ti, x
t0,x0,a,b), t ∈ [ti, ti+1), i = 0, . . . , n− 1.
Remark 8.3. Note that a(t), t ∈ [ti, ti+1), depends only on b via the state trajec-
tory {xt0,x0,a,bs }s∈[0,ti].
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The guaranteed result of the controller given a strategy a ∈ At0 and a state x0 ∈ Ω
is defined by
Ja(t0, x0; a) := inf
δ>0
sup
|π|≤δ, b∈Bt0
[∫ T
t0
ℓ(t, xt0,x0,a(·;π,x0,a,b),b, a(t;π, x0, a, b), b(t))
+ h
(
xt0,x0,a(·;π,x0,a,b),b
)]
.
The optimal guaranteed result of the controller va : [0, T ]× Ω→ R is defined by
va(t0, x0) := inf
a∈At0
Ja(t0, x0; a).
Let us next consider the disturbance’s point of view. For every δ > 0, every
partition π : t0 < t1 < · · · < tn = T with mesh size |π| ≤ δ, every x0 ∈ Ω, every
feedback strategy b ∈ Bt0 , and every control a ∈ At0 , define a step-by-step feedback
control b = b(·;π, x0, a,b) ∈ Bt0 recursively by
b(t) := b(ti, x
t0,x0,a,b), t ∈ [ti, ti+1), i = 0, . . . , n− 1.
The guaranteed result of the disturbance given a strategy b ∈ Bt0 and a state x0 ∈ Ω
is defined by
Jb(t0, x0;b) := sup
δ>0
inf
|π|≤δ, a∈At0
[∫ T
t0
ℓ(t, xt0,x0,a,b(·;π,x0,a,b), a(t), b(t;π, x0, a,b))
+ h
(
xt0,x0,a,b(·;π,x0,a,b)
)]
.
The optimal guaranteed result of the disturbance vb : [0, T ]× Ω→ R is defined by
vb(t0, x0) := sup
b∈Bt0
Jb(t0, x0;b).
Definition 8.4. If va = vb, then we call v := va = vb the value of our game.
Let us also mention a perhaps more intuitive definition for the optimal guar-
anteed results. Let (t0, x0) ∈ [0, T ] × Ω. Denoting by Πt0 the set of all (finite)
partitions of [t0, T ], put
v∗a(t0, x0) := inf
(a,π)∈At0×Πt0
sup
b∈Bt0
[∫ T
t0
ℓ(t, xt0,x0,a(·;π,x0,a,b),b, a(t;π, x0, a, b), b(t))
+ h
(
xt0,x0,a(·;π,x0,a,b),b
)]
,
v∗b (t0, x0) := sup
(b,π)∈Bt0×Πt0
inf
a∈At0
[∫ T
t0
ℓ(t, xt0,x0,a,b(·;π,x0,a,b), a(t), b(t;π, x0, a,b))
+ h
(
xt0,x0,a,b(·;π,x0,a,b)
)]
.
Proposition 8.5. We have vb ≤ v∗b ≤ v∗a ≤ va, i.e., if our game has value, both
definitions for the optimal guaranteed results coincide.
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Proof. We show only vb ≤ va. The inequality v∗b ≤ v∗a can be shown similarly
and the remaining inequalities vb ≤ v∗b and v∗a ≤ va follow immediately from the
definitions. Fix (t0, x0) ∈ [0, T ]×Ω. Let a ∈ At0 , b ∈ Bt0 . Since for every partition
π of [t0, T ],
{xt0,x0,a,b(·;π,x0,a,b) : a ∈ At0} ∩ {xt0,x0,a(·;π,x0,a,b),b : b ∈ Bt0} 6= ∅,
we have
inf
a∈At0
[∫ T
t0
ℓ(t, xt0,x0,a,b(·;π,x0,a,b), a(t), b(t;π, x0, a,b)) + h
(
xt0,x0,a,b(·;π,x0,a,b)
)]
≤ sup
b∈Bt0
[∫ T
t0
ℓ(t, xt0,x0,a(·;π,x0,a,b),b, a(t;π, x0, a, b), b(t)) + h
(
xt0,x0,a(·;π,x0,a,b),b
)]
.
Thus Jb(t0, x0;b) ≤ Ja(t0, x0; a), and since a and b were arbitrary feedback strate-
gies, we obtain vb(t0, x0) ≤ va(t0, x0). 
The Isaacs equation for our differential game is given by (TVP) with
F (t, x, z) := min
p∈P
max
q∈Q
[ℓ(t, x,p,q) + (f(t, x,p,q), z)] .(8.2)
Assumption 8.6 (Isaacs condition). For every (t, x, z) ∈ [0, T ]×C([0, T ], H)×H ,
min
p∈P
max
q∈Q
[ℓ(t, x,p,q) + (f(t, x,p,q), z)] = max
q∈Q
min
p∈P
[ℓ(t, x,p,q) + (f(t, x,p,q), z)] .
It can easily be shown that then H(ℓ)2 and H(f)2 imply H(F ) (i) and (ii) with
L0 = Lf . Moreover, similarly as in [94, Section 11.1, pp. 116ff.], one can show that
in this case, for a.e. t ∈ (0, T ), and for every x, y ∈ Ω, and every z ∈ H ,
|F (t, x, z)− F (t, y, z)| ≤ Lf (1 + |z|)
√
|x(t)− y(t)|2 +
∫ t
0
|x(s) − y(s)|2 ds,(8.3)
i.e., we also have H(F ) (iii).
Theorem 8.7. Suppose that H(f)2, H(ℓ)2, and H(h)1 hold. Let u be the minimax
solution of (TVP) on [0, T ]× Ω with F given by (8.2). Then our game has value
and u = v.
Proof. First, recall that, by Theorem 5.8, the function u is actually well-defined.
Next, note that vb ≤ va (see Proposition 8.5), Thus, we only need to show that
va ≤ u ≤ vb. Fix (t0, x0) ∈ [0, T ) × Ω. We prove only va(t0, x0) ≤ u(t0, x0). To
this end, it suffices to specify a family (aε)ε>0 of strategies in A
t0 to show that
Ja(t0, x0; a
ε) ≤ u(t0, x0) + ma(ε), ε > 0 for some modulus of continuity ma. In
order to construct such a family, we shall use auxiliary functions αε : [t0, T ] → R,
βε : [t0, T ]× C([0, T ], H) → R, and νε : [t0, T ]× C([0, T ], H) → R, ε > 0, defined
by
αε(t) :=
e−2Lf (t−t0) − ε
ε
,
βε(t, x) :=
√
ε4 + |x(t)|2 + 2Lf
∫ t
0
|x(s)|2 ds,
νε(t, x) := αε(t)βε(t, x).
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Moreover, put
ε0 := e
−2Lf (T−t0).
Then, for every ε ∈ (0, ε0), we claim that νε ∈ C1,1V ([t0, T ]× C([0, T ], H)) with
∂tν
ε(t, x) = −2L0 e
−2Lf(t−t0)
ε
βε(t, x) + Lf
αε(t)
βε(t, x)
|x(t)|2 ,
∂xν
ε(t, x) =
αε(t)
βε(t, x)
x(t).
To show this claim, write νε(t, x) in the form ψ(t, ξ(t), x(t)), where
ψ(t, r, v) = αε(t)
√
ε4 + |v|2 + 2Lfr, (t, r, v) ∈ [t0, T ]× R×H,
ξ(t) =
∫ t
0
|x(s)|2 ds, t ∈ [0, T ].
Then, one can readily verify that ψ ∈ C1,1,1V ([t0, T ]× R×H) and an application of
Proposition 2.15 yields our claim.
Now we are in the position to specify our strategies. For every ε ∈ (0, ε0), define
uεa : [t0, T ]× Ω→ R by
uεa(t, x) := min
x˜∈XLf (t0,x0)
[u(t, x˜) + νε(t, x− x˜)] .(8.4)
For every (t, x) ∈ [t0, T ] × Ω, choose a path xε,t,xa ∈ XLf (t0, x0) for which the
minimum in (8.4) is attained. Then we can define strategies aε ∈ At0 as follows.
For every (t, x) ∈ [t0, T ]× Ω, choose an aε(t, x) ∈ P such that
max
q∈Q
[
ℓ(t, x, aε(t, x),q) + (f(t, x, aε(t, x),q), ∂xν
ε(t, x− xε,t,xa ))
]
= min
p∈P
max
q∈Q
[
ℓ(t, x,p,q) + (f(t, x,p,q), ∂xν
ε(t, x− xε,t,xa ))
]
.
Given δ > 0, a partition π of [t0, T ] with |π| ≤ δ, and a control b ∈ Bt0 , put
xπ,b := xt0,x0,a(·;π,x0,a
ε,b),b.
We shall show the following statement:
S. For every i ∈ {0, . . . , n− 1},∫ ti+1
ti
ℓ(t, xπ,b, aε(ti, x
π,b), b(t)) dt+ uεa(ti+1, x
π,b)− uεa(ti, xπ,b) ≤ m(δ) · (ti+1 − ti)
for some modulus of continuity m.
According to (8.4), for every x˜ ∈ XLf (t0, x0),
uεa(ti+1, x
π,b)− uεa(ti, xπ,b) ≤ [u(ti+1, x˜) + νε(ti+1, xπ,b − x˜)]
− [u(ti, xεa,i) + νε(ti, xπ,b − xεa,i)],
(8.5)
where xεa,i := x
ε,ti,x
pi,b
a ∈ XLf (t0, x0) is a path for which the minimum in (8.4) with
(t, x) replaced by (ti, x
π,b) is attained.
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Note that u is also a minimax Lf -solution of (TVP) on [0, T ]×Ω. Thus we can
assume that x˜ ∈ XLf (ti, xεa,i) and that
u(ti+1, x˜)− u(ti, xεa,i) =
∫ ti+1
ti
[(f x˜(t), ∂xν
ε(ti, x
π,b − xεa,i))
− F (t, x˜, ∂xνε(ti, xπ,b − xεa,i))] dt.
Then (8.5) becomes
uεa(ti+1, x
π,b)− uεa(ti, xπ,b)
≤ [u(ti+1, x˜)− u(ti, xεa,i)] + [νε(ti+1, xπ,b − x˜)− νε(ti, xπ,b − xεa,i)]
≤
∫ ti+1
ti
[(f x˜(t), ∂xν
ε(ti, x
π,b − xεa,i)) − F (t, x˜, ∂xνε(ti, xπ,b − xεa,i))] dt
+
∫ ti+1
ti
[∂tν
ε(t, xπ,b − x˜) + 〈A(t, x˜(t)) −A(t,xπ,b(t)), ∂xνε(t, xπ,b − x˜)〉
+ (f(t, xπ,b, aε(ti, x
π,b), b(t))− f x˜(t)), ∂xνε(t, xπ,b − x˜))] dt,
i.e.,
uεa(ti+1, x
π,b)− uεa(ti, xπ,b) ≤
∫ ti+1
ti
[∂tν
ε(t, xπ,b − x˜)
+ (f(t, xπ,b, aε(ti, x
π,b), b(t)), ∂xν
ε(t, xπ,b − x˜))
− F (t, x˜, ∂xνε(ti, xπ,b − xεa,i))
+ (f x˜(s), ∂xν
ε(ti, x
π,b − xεa,i)− ∂xνε(t, xπ,b − x˜))
+ 〈A(t, x˜(t)) −A(t,xπ,b(t)), ∂xνε(t, xπ,b − x˜)〉] dt.
Since f and ℓ as well as suitable compositions of νε, ∂tν
ε, and ∂xν
ε are uniformly
continuous on the compact set ΩLf (and also on finite Cartesian products of said
set), since XLf (t0, x0) is equicontinuous (see [52, Theorem 7.16, p. 233]), since A
is monotone, and since
ℓ(ti, x
π,b, aε(ti, x
π,b), b(t)) + (f(ti, x
π,b, aε(ti, x
π,b), b(t)), ∂xν
ε(ti, x
π,b − x˜))
≤ max
q∈Q
[
ℓ(ti, x
π,b, aε(ti, x
π,b), q) + (f(ti, x
π,b, aε(ti, x
π,b), q), ∂xν
ε(ti, x
π,b − x˜))]
= min
p∈P
max
q∈Q
[
ℓ(ti, x
π,b, p, q) + (f(ti, x
π,b, p, q), ∂xν
ε(ti, x
π,b − x˜)]
= F (ti, x
π,b, ∂xν
ε(ti, x
π,b − x˜)),
there exists a modulus m such that∫ ti+1
ti
ℓ(t, xπ,b, aε(ti, x
π,b), b(t) dt+ uεa(ti+1, x
π,b)− uεa(ti, xπ,b)
≤ (ti+1 − ti) · {m(δ) + [∂tνε(ti, xπ,b − xεa,i) + F (ti, xπ,b, ∂xνε(ti, xπ,b − xεa,i))
− F (ti, xεa,i, ∂xνε(ti, xπ,b − xεa,i))]}
≤ (ti+1 − ti) ·
{
m(δ)− 2Lf e
−2Lf(t−t0)
ε
βε(t, y) + Lf
αε(t)
βε(t, y)
|y(t)|2
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+ Lf
(
1 +
αε(t)
βε(t, y)
|y(t)|
)√
|y(t)|2 +
∫ t
0
|y(s)|2 ds
}
by (8.3)
≤ (ti+1 − ti) ·
{
m(δ)− 2Lf e
−2Lf(t−t0)
ε
βε(t, y)
+ Lf
(
1 + 2
αε(t)
βε(t, y)
|y(t)|
)√
|y(t)|2 +
∫ t
0
|y(s)|2 ds
}
≤ (ti+1 − ti) ·
{
m(δ)− 2Lf e
−2Lf(t−t0)
ε
βε(t, δx)
+ Lf (1 + 2α
ε(t))
√
|y(t)|2 +
∫ t
0
|y(s)|2 ds
}
≤ (ti+1 − ti) ·
{
m(δ) + Lfβ
ε(t, x)
·
[
−2e
−2Lf(t−t0)
ε
+
e−2Lf (t−t0)
ε
+
e−2Lf(t−t0)
ε
− 1
]}
≤ (ti+1 − ti)m(δ),
where y := xπ,b − xεa,i, and thus Statement S has been proven.
Next, note that
Ja(t0, x0; a
ε) ≤ sup
|π|≤δ, b∈Bt0
[∫ T
t0
ℓ(t, xπ,b, aε(t, xπ,b), b(t)) dt + h(xπ,b)
]
= sup
|π|≤δ, b∈Bt0
[∫ T
t0
ℓ(t, xπ,b, aε(t, xπ,b), b(t)) dt + u(T, xπ,b)
]
.
Assuming for a moment that there exists a modulus of continuity ma independent
from π and b such that
u(T, xπ,b) ≤ uεa(T, xπ,b) +ma(ε)(8.6)
is valid, we can from the definition of νε and from S infer that, for every δ > 0,∫ T
t0
ℓ(t, xπ,b, aε(t, xπ,b), b(t)) dt + u(T, xπ,b)
≤ uεa(t0, x0) +ma(ε)
+
n−1∑
i=0
[∫ ti+1
ti
ℓ(t, xπ,b, aε(ti, x
π,b), b(t) dt+ uεa(ti+1, x
π,b)− uεa(ti, xπ,b)
]
≤ [u(t0, x0) + (1− ε)ε] +m(δ) · (T − t0) +ma(ε),
which would imply that
Ja(t0, x0; a
ε) ≤ u(t0, x0) + (1 − ε)ε+ma(ε)
and this would conclude the proof.
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Therefore it remains to find a modulus ma such that (8.6) holds. We have
uεa(T, x) ≤ u(T, x) + νε(T, x− x) ≤ max
x˜∈X (t0,x0)
u(T, x˜) + (1− ε)ε,
uεa(T, x) = u(T, x
ε) + νε(T, x− xε) ≥ − max
x˜∈X (t0,x0)
u(T, x˜) + νε(T, x− xε),
where xε is an appropriate minimizer. Thus
νε(T, x− xε) ≤ uεa(T, x) + max
x˜∈X (t0,x0)
u(T, x˜)
≤ 2 max
x˜∈XLf (t0,x0)
u(T, x˜) + (1− ε)ε
=: C1 + (1− ε)(1− ε),
which implies, by the definition of νε,
[βε(t, x)]2 = ε4 + |x(T )− xε(T )|2 + 2Lf
∫ T
0
|x(t) − xε(t)|2 dt
≤
[
C1 + (1 − ε)(ε)
αε(T )
]2
and therefore, proceeding along the lines of (A.9), we obtain
‖x− xε‖∞ ≤ 2C
√
‖x− xε‖L2(t0,T ;H)
≤ 2C
√
(2Lf )−1/2
[
ε(C1 + (1− ε)(ε))
e−2Lf (T−t0) − ε
]
,
where C = C(t0, x0, Lf) is the constant from the a-priori estimates of Lemma A.1.
Hence, together with h being uniformly continuous on the compact set ΩLf , we can
infer the existence of a modulus ma such that
uεa(T, x) = u(T, x
ε) + νε(T, x− xε) ≥ u(T, xε) = h(xε) ≥ h(x)−ma(ε),
i.e., we have (8.6) and thus our proof is complete. 
Appendix A. Properties of solution sets of evolution equations
We shall use the Nemytsky operator Aˆ : Lp(t0, T ;V ) → Lq(t0, T ;V ∗) corre-
sponding to A, which is defined by
(Aˆx)(t) := A(t,x(t)), x ∈ Lp(t0, T ;V ), t ∈ (t0, T ).
The derivation of a-priori estimates like the following is standard in the literature.
Nevertheless, for the convenience of the reader, we provide a complete proof.
Lemma A.1. Fix (t0, x0) ∈ [0, T )×C([0, T ], H) and L ≥ 0. There exists a constant
C = C(t0, x0, L) > 0 such that, for all x ∈ XL(t0, x0),
‖x‖Wpq(t0,T ) + ‖x‖∞ + ‖Aˆx‖Lq(t0,T ;V ∗) + ‖fx‖L2(t0,T ;H) ≤ C.
Proof. Let x ∈ XL(t0, x0). Then
〈x′(t),x(t)〉 + 〈A(t,x(t)),x(t)〉 = (fx(t), x(t)) a.e.(A.1)
By integration-of-parts, the coercivity of A, and Young’s inequality, for every ε > 0,
1
2
d
dt
|x(t)|2 + c2‖x(t)‖p ≤ |fx(t)| |x(t)| ≤ 1
qεq
|fx(t)|q + ε
p Cp1
p
‖x(t)‖p a.e.(A.2)
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Here, the constant C1 > 0 comes from the continuous embedding of V into H , i.e.,
|v| ≤ C1‖v‖ for all v ∈ V . Now, choose ε > 0 such that c2 = p−1 εp Cp1 . Then
1
2
d
dt
|x(t)|2 ≤ L
q
qεq
(
1 + sup
s≤t
|x(s)|
)q
.(A.3)
Put m(t) := sups≤t |x(s)|, t ∈ [t0, T ]. Then integrating (A.3) yields
x(t)2 ≤ m(t0)2 +
∫ t
t0
2Lq
qεq
[1 +m(s)]q ds.
Noting that p ≥ 2 implies q ≤ 2 and thus [1 +m(s)]q ≤ [1 +m(s)]2, we get
m(t)2 ≤ m(t0)2 +
∫ t
t0
2Lq
qεq
[2 + 2m(s)2] ds
≤
[
m(t0) +
4Lq(T − t0)
qεq
]
+
∫ t
t0
4Lq
qεq
m(s)2 ds.
By Gronwall’s inequality,
m(t)2 ≤
[
m(t0) +
4Lq(T − t0)
qεq
]
exp
(
4Lq(T − t0)
qεq
)
=: C22 ,(A.4)
i.e., ‖x‖∞ ≤ C2 = C2(t0, x0, L). Furthermore,
∫ T
t0
‖x(t)‖p dt ≤ 1
c2
∫ t
t0
〈A(t,x(t)), x(t)〉 dt since A is coercive
=
1
c2
[∫ T
t0
(fx(t), x(t)) dt +
1
2
(|x0(t0)|2 − |x(T )|2)
]
by (A.1)
≤ 1
c2
[∫ T
t0
L(1 +m(t))m(t) dt+
1
2
m(t0)
2
]
≤ (T − t0)L(1 + C2)C2 +
1
2C
2
2
c2
=: Cp3 by (A.4),
i.e.,
‖x‖Lp(t0,T ;V ) ≤ C3 = C3(t0, x0, L).(A.5)
Moreover, by the boundedness of A and since (p− 1)q = p,
∫ T
t0
‖A(t,x(t)‖q∗ dt ≤
∫ T
t0
|a1(t)|q + c1‖x(t)‖(p−1)q dt
≤ ‖a1‖qLq + c1Cp3 =: Cq4 by (A.5).
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Finally,[∫ T
t0
‖x′(t)‖q∗ dt
]1/q
≤
[∫ T
t0
‖A(t,x(t))‖q∗
]1/q
+
[∫ T
t0
‖fx(t)‖q∗
]1/q
≤ C4 +
[∫ T
t0
C5 |fx(t)|q dt
]1/q
≤ C4 + C1/q5 (T − t0)1/q [(1 +m(T ))L]
≤ C4 + C1/q5 (T − t0)1/q [(1 + C2)L] =: C6 by (A.4)
and (∫ T
t0
|fx(t)|2 dt
)1/2
≤ (T − t0)1/2L(1 + C2) =: C7 by (A.4).
Here, the constant C5 > 0 comes from the continuous embedding of H into V
∗,
i.e., ‖h‖∗ ≤ C5 |h| for all h ∈ H . 
Lemma A.2. Fix (t0, x0) ∈ [0, T )× C([0, T ], H) and L ≥ 0. Consider a sequence
(xn)n in XL(t0, x0). Then there exist a pair (x, f) ∈ Wpq(t0, T )×L2(t0, T ;H) with
x′ + Aˆx = f and a subsequence (xnk)k of (xn)n such that xnk
w−→ x in Wpq(t0, T ),
xnk → x in C([0, T ], H), and fxn w−→ f in L2(t0, T ;H). Here, x is the unique
element of C([0, T ], H) such that x = x a.e. on (t0, T ) and x = x0 on [0, t0].
Proof. Major parts of this proof are slight modifications of the proofs of [109,
Lemma 30.5 and Lemma 30.6, p. 776f.], [103, Assertion 2.1], and [104, Proposi-
tion 3.1] (cf. also the proofs of [110, Theorem 4.1] and [65, Lemma 4.3]). First, recall
that each xn satisfies x
′
n + Aˆxn = fn, where fn := f
xn . Also note that Wpq(t0, T )
is reflexive (see, e.g. [47, Theorem 1.12 (a), p. 4]). Thus, using the the a-priori es-
timates from Lemma A.1, we can assume, by the Banach-Alaoglu theorem and the
Eberlein-Sˇmulian theorem, that (xn)n converges weakly to some x ∈ Wpq(t0, T ).
Then (xn)n converges also strongly to x in L
p(t0, T ;H) because Wpq(t0, T ) is com-
pactly embedded into Lp(t0, T ;H) (see [60, The´ore`me 5.1, p. 58]). Similarly, we can
also assume that (Aˆxn)n converges weakly to some w ∈ Lq(t0, T ;V ∗), that (fn)n
converges weakly to some f ∈ L2(t0, T ;H), and that (xn(T ))n converges weakly to
some z in H .
Next, we show that
x′ + w = f in Lq(t0, T ;V
∗),(A.6)
x(T ) = z.(A.7)
To this end, let ψ ∈ Lp(t0, T ;V ). Then
0 =
∫ T
t0
〈x′n(t) +A(t,xn(t))− fn(t), ψ(t)〉 dt→
∫ T
t0
〈x′(t) + w(t) − f(t), ψ(t)〉 dt
as n → ∞, i.e., (A.6) holds. In particular, we could use fn w−→ f in Lq(t0, T ;V ∗)
because L2(t0, T ;H) ⊂ Lq(t0, T ;V ∗). To show (A.7), let v ∈ V and consider
ψ ∈ C1([t0, T ], V ) defined by ψ(t) := ϕ(t)v, t ∈ [t0, T ], for some ϕ ∈ C∞([t0, T ])
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with ϕ(T ) = 1 and ϕ(t0) = 0. Then, by the integration-by-parts formula,
(x(T ), ψ(T )) =
∫ T
t0
〈x′(t), ψ(t)〉 + 〈ψ′(t),x(t)〉 dt
= lim
n
∫ T
t0
〈x′n(t), ψ(t)〉 + 〈ψ′(t),xn(t)〉 dt
= lim
n
(xn(T ), ψ(T ))
= (z, ψ(T )).
Since ψ(T ) = v, the vector v was arbitrarily chosen in V , and V is dense in H , we
have (A.7).
Now, we show that w = Aˆx. The proof of this statement is nearly identical to
the proof of [109, Lemma 30.6, p. 777f.] up to very minor modifications. First,
note that, by [109, Theorem 30.A (c), p. 771], the operator Aˆ is monotone and
hemicontinuous. According to the monotonicity trick (see, e.g., [109, p. 474]), it
suffices to show that
lim
n
〈Aˆxn,xn〉Lp(t0,T ;V ) ≤ 〈w,x〉Lp(t0,T ;V ).(A.8)
To this end, we apply the integration-by-parts formula to obtain
〈Aˆxn,xn〉Lp(t0,T ;V ) = 〈fn,xn〉Lp(t0,T ;V ) +
1
2
[
|x0(t0)|2 − |xn(T )|2
]
.
By (A.7), xn(T )
w−→ x(T ) in H and thus together with [108, Proposition 21.23 (c)],
|x(T )| ≤ limn |xn(T )|. Moreover, since 〈fn,xn〉Lp(t0,T ;V ) = 〈fn, xn〉L2(t0,T ;H),
fn
w−→ f in L2(t0, T ;H), and xn → x in L2(t0, T ;H), we have
〈fn,xn〉Lp(t0,T ;V ) → 〈f, x〉L2(t0,T ;H).
Thus, by (A.6) and again by the integration-by-parts formula,
lim
n
〈Aˆxn,xn〉Lp(t0,T ;V ) ≤ 〈f, x〉L2(t0,T ;H) +
1
2
[|x0(t0)|2 − |x(T )|2] = 〈w,x〉Lp(t0,T ;V ),
i.e., we have shown (A.8).
It remains to show that xn → x in C([0, T ], H). Since x′ + Aˆx = f and Aˆ is
monotone, the integration-by-parts formula yields, for every t ∈ (t0, T ],
1
2
|xn(t)− x(t)|2 =
∫ t
t0
〈x′n(s)− x′(s),xn(s)− x(s)〉 ds
=
∫ t
t0
−〈A(s,xn(s)) −A(s,x(s)),xn(s)− x(s)〉
+ (fn(s)− f(s), xn(s)− x(s)) ds
≤ ‖fn − f‖L2(t0,t;H) ‖xn − x‖L2(t0,t;H)
≤ 2C‖xn − x‖L2(t0,T ;H).
(A.9)
As ‖xn − x‖L2(t0,T ;H) → 0 (by [60, The´ore`me 5.1, p. 58]), we obtain ‖xn − x‖∞ →
0, which concludes the proof. 
Lemma A.3. Fix (t0, x0) ∈ [0, T ) × C([0, T ], H) and L ≥ 0. Then XL(t0, x0) is
closed in C([0, T ], H).
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Proof. Let (xn)n be a sequence in XL(t0, x0) that converges to some x ∈ C([0, T ], H).
By Lemma A.2, there exists a pair (x, f) ∈Wpq(t0, T )×L2(t0, T ;H) with x′+Aˆx =
f such that x = x a.e. on (t0, T ) and f
xnk
w−→ f in L2(t0, T ;H) for some subsequence
(xnk)k of (xn)n. Put fk := f
xnk , k ∈ N. It suffices to show that
|f(t)| ≤ L(1 + sup
s≤t
|x(s)|) a.e. on (t0, T ).(A.10)
By Lemma A.1, there exists a C ≥ 0 such that, for every k ∈ N,
|fk(t)| ≤ L(1 + sup
s≤t
|xnk(s)|) ≤ L(1 + C) a.e. on (t0, T ).(A.11)
Since {h ∈ H : |h| ≤ L(1 + C)} is weakly compact, non-empty, and convex,
[84, Theorem 3.1] yields
f(t) ∈ conv w-lim{fk(t)}k∈N a.e. on (t0, T ).(A.12)
(This result can also be found in [46, Proposition 3.9, p. 694] and in [83, Theo-
rem 3.1].) In (A.12), w-lim{fk(t)}k∈N is the set of all h ∈ H for which some subse-
quence (fkl(t))l of (fk(t))k converges weakly to h in H and conv w-lim{fk(t)}k∈N is
the closure of the convex hull of w-lim{fk(t)}k∈N. Now, fix an h ∈ w-lim{fk(t)}k∈N
with a corresponding subsequence (fkl(t))l. Then, by [108, Proposition 21.23 (c),
p. 258] (Banach-Steinhaus), by (A.11), and since xn → x in C([0, T ], H),
|h| ≤ lim
l
|fkl(t)| ≤ lim
l
L
(
1 + sup
s≤t
∣∣∣xnkl (s)∣∣∣
)
= L(1 + sup
s≤t
|x(s)|).
Consequently, (A.12) yields (A.10). 
Remark A.4. If, instead of XL(t0, x0), we consider
X˜L(t0, x0) := {x ∈ C([0, T ], H) : ∃x ∈ Wpq(t0, T ) : ∃fx ∈ L2(t0, T ;H) :
x′(t) +A(t,x(t)) = fx(t) a.e. on (t0, T ), x = x0 on [0, t0],
x = x a.e. on (t0, T ), and |fx(t)| ≤ L a.e. on (t0, T )}.
then the inequality corresponding to (A.10) can be obtained from Mazur’s lemma
immediately (i.e., without invoking [84, Theorem 3.1]) as follows. Let fn
w−→ f in
L2(t0, T ;H). By Mazur’s lemma (see, e.g., [107, Korollar III.3.9, p. 108]), there
exists, for each n ∈ N, a convex linear combination f˜n of members of (fm)m, say
f˜n =
∑N(n)
i=1 λ
(n)
i fi, where λ
(n)
i ∈ (0, 1), i = 1, . . ., N(n), and
∑N(n)
i=1 λ
(n)
i = 1, such
that f˜n → f in L2(t0, T ;H). Then there exists a subsequence of (f˜n)n, which we
still denote by (f˜n)n, that converges to f a.e. on (t0, T ). Hence, for a.e. t ∈ (t0, T )
and for every ε > 0, there exists an n0 ∈ N such that, for all n ≥ n0,
|f(t)| ≤
N(n)∑
i=1
λ
(n)
i |fi(t)|+ ε ≤ L+ ε.
For the next statement, recall that YL(t0, x0, z˜) is defined by (5.1).
Lemma A.5. Fix (t0, x0, z˜) ∈ [0, T ) × C([0, T ], H) × H and let L ≥ 0. Then
XL(t0, x0) is path-connected in C([0, T ], H) and YL(t0, x0, z˜) is path-connected in
C([0, T ], H)× C([t0, T ]).
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Proof. Path-connectedness of XL(t0, x0) follows immediately from [82, Theorem 2]
(see also [47, Theorem 3.5, p. 50f.]). For the sake of completeness, we provide a
shortened proof in our less general setting.
Let x, y ∈ XL(t0, x0). Given s ∈ [t0, T ], denote by zs the unique element of
X (t0, x0) that satisfies
z′s(t) +A(t, zs(t)) = f
x(t).1(t0,s)(t) + f
y(t).1(s,T )(t) a.e. on (t0, T ).
It suffices to show that the mapping s 7→ zs, [t0, T ] → C([0, T ], H), is continuous.
We show only right-continuity. Left-continuity can be shown similarly. To this
end, let sn ↓ s in [t0, T ). Since XL(t0, x0) is compact (Lemmas A.2 and A.3),
we can assume without loss of generality that zsn → z in C([0, T ], H) for some
z ∈ XL(t0, x0). Note that z = zs on [0, s]. Since A is monotone, we have, for every
N ∈ N, a.e. t ∈ [sN , T ], and every n ≥ N ,
〈z′sn(t)− z′s(t), zsn(t)− zs(t)〉 = −〈A(t, zsn(t)) −A(t, zs(t)), zsn(t)− zs(t)〉
+ (fy(t)− fy(t), zsn(t)− zs(t))
≤ 0,
hence (1/2)(d/dt) |zsn(t)− zs(t)|2 ≤ 0 and thus, for every t ∈ [sN , T ],
|zsn(t)− zs(t)|2 ≤ |zsn(sN )− zs(sN )|2 .
Consequently, for every t ∈ [s, T ] and sufficiently large N ∈ N,
|zsn(t)− zs(t)| ≤ |zsn(sN )− z(sN )|︸ ︷︷ ︸
≤‖zsn−z‖∞→0 (n→∞)
+ |z(sN)− zs(sN )|︸ ︷︷ ︸
→0 (N→∞)
.
Thus we have shown that XL(t0, x0) is path-connected in C([0, T ], H). To finish the
proof, it suffices to verify that the mapping s 7→ (zs, us), [t0, T ] → C([0, T ], H) ×
C([t0, T ]), with us being defined by
us(t) :=
∫ t
t0
(1(t0,s)(r) · fx(r) + 1(s,T )(r) · fy(r), z˜)− F (r, zs, z˜) dr, t ∈ [t0, T ],
is continuous. This can be done in the same manner as the proof of continuity for
the mapping s 7→ zs, [t0, T ]→ C([0, T ], H). 
Appendix B. Other notions of solutions
B.1. Classical solutions. We introduce here a new notion of classical solution
for our setting. This notion is compatible with our notion of minimax solution
solutions. Moreover, it is a faithful extension of the usual classical solution in the
case when H = V and A is continuous. We refer to Proposition B.3 for more details
regarding the last point.
Definition B.1. Let u ∈ C1,1V ([0, T ]× C([0, T ], H)). Let L ≥ 0 and let Ω˜ be some
set with ΩL ⊆ Ω˜ ⊆ C([0, T ], H).
(i) We say that the function u is a classical L-supersolution of (TVP) on [0, T ]×Ω˜
if u(T, ·) ≥ h, and if, for every (t0, x0, z) ∈ [0, T )×Ω×H , there exists a trajectory
x ∈ XL(t0, x0) such that
∂tu(t0, x0) + F (t0, x0, z)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
(fx(t), ∂xu(t, x)− z)− 〈A(t,x(t)), ∂xu(t, x)〉 dt
]
≤ 0.(B.1)
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(ii) We say that the function u is a classical L-subsolution of (TVP) on [0, T ]× Ω˜
if u(T, ·) ≤ h, and if, for every (t0, x0, z) ∈ [0, T )×Ω×H , there exists a trajectory
x ∈ XL(t0, x0) such that
∂tu(t0, x0) + F (t0, x0, z)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
(fx(t), ∂xu(t, x)− z)− 〈A(t,x(t)), ∂xu(t, x)〉 dt
]
≥ 0.
(iii) We say that u is a classical L-solution of (TVP) if u(T, ·) = h, and if, for
every (t0, x0, z) ∈ [0, T )× Ω×H , there exists an x ∈ XL(t0, x0) such that
∂tu(t0, x0) + F (t0, x0, z)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
(fx(t), ∂xu(t, x)− z)− 〈A(t,x(t)), ∂xu(t, x)〉 dt
]
= 0.
The following statement justifies our slightly involved notion of classical solu-
tions, in particular, the reason that, in the case of classical L-supersolutions, we
want (B.1) to hold for all z ∈ H and not only for ∂xu(t0, x0).
Theorem B.2 (Compatibility). Let u ∈ C1,1V ([0, T ] × C([0, T ], H)). Let L ≥ 0
and let Ω˜ be some set with ΩL ⊆ Ω˜ ⊆ C([0, T ], H). Then u is a minimax L-
solution (resp. minimax L-subsolution, resp. minimax L-supersolution) of (TVP)
on [0, T ]× Ω˜ if and only if u is a classical L-solution (resp. classical L-subsolution,
resp. classical L-supersolution) of (TVP) on [0, T ]× Ω˜..
Proof. We prove only the case of equivalence between minimax L-supersolutions
and classical L-supersolutions. To this end, fix (t0, x0, z) ∈ [0, T )× Ω˜×H .
(i) Let u be a classical L-supersolution of (TVP) on [0, T ]× Ω˜. Then there exists
an x ∈ XL(t0, x0) such that (B.1) holds. To show that u is an upper solution,
it suffices, by Proposition 3.8, to check that (3.4) holds. Indeed, applying the
functional chain rule (2.5) as well as (B.1) yields
lim
δ↓0
1
δ
[
u(t0 + δ, x)− u(t0, x0) +
∫ t0+δ
t0
(−fx(t), z) + F (t, x, z) dt
]
≤ lim
δ↓0
1
δ
[∫ t0+δ
t0
∂tu(t, x) + 〈x′(t), ∂xu(t, x)〉 − (fx(t), z) + F (t, x, z) dt
]
≤ ∂tu(t0x0) + F (t0, x0, z)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
(fx(t), ∂xu(t, x)− z)− 〈A(t,x(t)), ∂xu(t, x)〉 dt
]
≤ 0.
(ii) Let u be a minimax L-supersolution of (TVP). Then there exists an x ∈
XL(t0, x0) such that, for every δ ∈ (0, T − t0],
u(t0 + δ, x)− u(t0, x0) +
∫ t0+δ
t0
F (t, x, z)− (fx(t), z) dt ≤ 0.
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Hence,
∂tu(t0, x0) + F (t0, x0, z) = lim
δ↓0
1
δ
[∫ t0+δ
t0
∂tu(t, x) + F (t, x, z) dt
]
= lim
δ↓0
1
δ
[
u(t0 + δ, x)− u(t0, x0) +
∫ t0+δ
t0
〈−x′(t), ∂xu(t, x)〉+ F (t, x, z) dt
]
≤ lim
δ↓0
1
δ
[∫ t0+δ
t0
(fx(t), z) + 〈A(t,x(t) − fx(t), ∂xu(t, x)〉 dt
]
,
i.e, (B.1) is satisfied. 
Proposition B.3. Suppose that V = H and that the map (t, v) 7→ A(t, v), [0, T ]×
H → H, is continuous. Let u ∈ C1,1V ([0, T ] × C([0, T ], H)) with u(T, ·) ≥ h. Let
ΩL0 ⊆ Ω˜ ⊆ C([0, T ], H). Then u is a classical L0-supersolution of (TVP) on
[0, T ]× Ω˜ in the sense of Definition B.1 if and only if u is a classical supersolution
of (TVP) on [0, T ]× Ω˜ in the usual sense, i.e., for every (t0, x0) ∈ [0, T )× Ω˜,
∂tu(t0, x0)− (A(t0, x0(t0)), ∂xu(t0, x0)) + F (t0, x0, ∂xu(t0, x0)) ≤ 0.
Proof. We show only the nontrivial direction. To this end, let u be a classical
supersolution of (TVP) in the usual sense on [0, T ]× Ω˜ and fix (t0, x0, z) ∈ [0, T )×
Ω˜×H . Furthermore, let x˜ ∈Wpq(t0, T ) be the solution of
x˜′(t) +A(t, x˜(t)) = f˜(t, x˜) a.e. on (t0, T ), x˜ = x0 on [0, t0],
where f˜ : [t0, T ]× C([0, T ], H)→ H is defined by
f˜(t, x) :=
{
F (t,x,∂xu(t,x))−F (t,x,z)
|∂xu(t,x)−z)|
2 (∂xu(t, x)− z) if ∂xu(t, x) 6= z,
0 if ∂xu(t, x) = z.
Then x˜ ∈ XL0(t0, x0) with f x˜ = f˜(·, x˜) and
∂tu(t0, x0) + F (t0, x0, z)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
(f x˜(t), ∂xu(t, x˜)− z)− (A(t, x˜), ∂xu(t, x˜)) dt
]
= ∂tu(t0, x0) + F (t0, x0, z)
+ lim
δ↓0
1
δ
[∫ t0+δ
t0
F (t, x˜, ∂x(t, x˜))− F (t, x˜, z)− (A(t, x˜), ∂xu(t, x˜)) dt
]
= ∂tu(t0, x0)− (A(t0, x0(t0)), ∂xu(t0, x0)) + F (t0, x0, ∂xu(t0, x0)) ≤ 0.
I.e., u is a classical L0-supersolution of (TVP) on [0, T ]× Ω˜ in the sense of Defini-
tion B.1 . 
B.2. Viscosity solutions. Given L ≥ 0, a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H), a
non-anticipating function u : [0, T ]× Ω˜× → R, and (t0, x0) ∈ [0, T )× Ω˜, put
ALu(t0, x0) := {ϕ ∈ C1,1V ([t0, T ]× C([0, T ], H)) : ∃T0 ∈ (t0, T ] :
0 = (ϕ− u)(t0, x0) = inf
(t,x)∈[t0,T0]×XL(t0,x0)
[(ϕ− u)(t, x)]}.
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Definition B.4. Fix a set Ω˜ with ΩL ⊆ Ω˜ ⊆ C([0, T ], H).
(i) Let L ≥ 0. A function u ∈ USC([0, T ] × Ω˜) is a viscosity L-subsolution of
(TVP) on [0, T ] × Ω˜ if, for every (t0, x0) ∈ [0, T ) × Ω˜ and for every test function
ϕ ∈ ALu(t0, x0), there exists an x ∈ XL(t0, x0) such that
∂tϕ(t0, x0) + lim
δ↓0
1
δ
[∫ t0+δ
t0
−〈A(t,x(t)), ∂xϕ(t, x)〉 dt
]
+ F (t0, x0, ∂xϕ(t0, x0)) ≥ 0.
(ii) Let L ≥ 0. A function u ∈ LSC([0, T ] × Ω˜) is a viscosity L-supersolution of
(TVP) on [0, T ] × Ω˜ if, for every (t0, x0) ∈ [0, T ) × Ω˜ and for every test function
ϕ ∈ ALu(t0, x0), there exists an x ∈ XL(t0, x0) such that
∂tϕ(t0, x0) + lim
δ↓0
1
δ
[∫ t0+δ
t0
−〈A(t,x(t)), ∂xϕ(t, x)〉 dt
]
+ F (t0, x0, ∂xϕ(t0, x0)) ≤ 0.
(iii) A function u ∈ USC([0, T ]×Ω˜) (resp. ∈ LSC([0, T ]×Ω˜) is a viscosity subsolution
(resp. viscosity supersolution) of (TVP) on [0, T ]×Ω˜ if it is a viscosity L-subsolution
(resp. viscosity L-supersolution) of (TVP) on [0, T ]× Ω˜ for some L ≥ 0.
(iv) A function u ∈ C([0, T ]×Ω˜) is a viscosity solution of (TVP) on [0, T ]×Ω˜ if it
is both, a viscosity sub- as well as a viscosity supersolution of (TVP) on [0, T ]× Ω˜.
Similarly as in the proof of Theorem 4.3, one can show that a minimax solution
is a viscosity solution. Thus, together with Theorem 5.8, we obtain the following
result.
Theorem B.5 (Existence). There exists a viscosity solution of (TVP) on [0, T ]×Ω.
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