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We study the higher order differential equations with a middle term
x(n)(t) + q(t)x(n−2)(t) + r(t) f (x(t))= 0, n 3, (∗)
as a perturbation of the linear equation
y(n)(t) + q(t)y(n−2) = 0. (∗∗)
Using an iterative method, we show that for every solution y of (∗∗), there exists a solution
x of (∗) such that x(i) − y(i) (i = 0, . . . ,n − 1) have bounded variation in a neighborhood
of inﬁnity and tend to zero. The existence of monotone solutions and bounded solutions
for (∗) is also examined. The cases n = 3,4 are considered in detail and there are given
conditions for the existence of bounded oscillatory solutions of (∗) with an analogous
asymptotic behavior to corresponding oscillatory solutions of (∗∗). Our results are new
also in the linear case.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In the present paper, we deal with asymptotic and oscillatory properties of solutions for the higher order nonlinear
differential equations with a middle term
x(n)(t) + q(t)x(n−2)(t) + r(t) f (x(t))= 0, n 3 (1)
where:
(i) q is a continuously differentiable bounded away from zero function for t  0, i.e.
q(t) q0 > 0 for large t,
and satisﬁes
∞∫
0
∣∣q′(t)∣∣dt < ∞;
(ii) r is a continuous function for t  0;
(iii) f is a continuous function for v ∈ R such that
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Note that the function r may change its sign.
By a solution of (1) we mean a differentiable function x up to n order deﬁned on [Tx,∞), Tx  0, such that satisﬁes (1)
on [Tx,∞) and sup{|x(t)|: t  T } > 0 for T  Tx . As usual, a solution x of (1) is said to be oscillatory if it changes its sign
for large t .
The assumption (i) assures that the second order linear equation
h′′(t) + q(t)h(t) = 0 (2)
is oscillatory. Moreover, since q is bounded and has bounded variation on [0,∞), all solutions of (2) are bounded together
with their derivatives, see e.g. [9, Theorem 2]. The prototype of (1) is the differential equation
x(n)(t) + x(n−2)(t) + r(t) f (x(t))= 0 (3)
investigated by I. Kiguradze in [6].
Observe that if the linear second order equation (2) is nonoscillatory and h is its eventually positive solution, then (1)
can be written as the two-term equation(
h2(t)
(
x(n−2)(t)
h(t)
)′)′
+ h(t)r(t) f (x(t))= 0,
see e.g. [5, Lemma 1.1]. The question of oscillation and asymptotics of two-term differential equations has been thoroughly
investigated, see e.g. the papers [2,8,10–13] or the monograph [7] and references therein.
If Eq. (2) is oscillatory, then only very little is known about (1). In this paper, we are trying to ﬁll in this gap and we
investigate Eq. (1) by considering it as a perturbation of the linear equation
y(n)(t) + q(t)y(n−2) = 0. (4)
As usual, by a solution of linear equations (2) and (1) we mean a nontrivial solution.
By an iterative method, we show that for every solution y of (4), there exists a solution x of (1) such that the functions
x(i)− y(i) (i = 0, . . . ,n−1) have bounded variation in a neighborhood of inﬁnity and tend to zero. The existence of monotone
solutions and bounded solutions for (1) is also examined. We study in details the third and four order differential equations.
We show that Eq. (1) with n = 3 has oscillatory solutions which are bounded and not tending to zero and the same occurs
when n = 4 under an additional assumption on q.
Our results extend similar ones in [6, Theorems 1.3, 1.4] stated for Eq. (3) by a completely different approach and, when
n = 3, complete our previous results in [3]. Our existence criteria are based on the Ascoli theorem and an iterative method,
which can be also useful for a numerical estimation of solutions. Some examples, illustrating the obtained results, complete
the paper.
2. Bounded and unbounded solutions
In this section we study Eq. (1) as a perturbation of the linear equation (4). Let
F (u) = max{∣∣ f (v)∣∣: −u  v  u}.
The symbol g1 = O (g2) as t → ∞ means, as usual, that there exists a constant M such that in a neighborhood of inﬁnity∣∣g1(t)∣∣ M∣∣g2(t)∣∣.
The main result is the following existence theorem.
Theorem 1. Assume n 3. Let for any positive constant λ and for some j = 0, . . . ,n − 3
∞∫
0
tn−3F
(
λt j
)∣∣r(t)∣∣dt < ∞. (5)
Then for any solution y of (4) such that y(t) = O (t j) as t → ∞, there exists a solution x of (1) such that for large t
x(i)(t) = y(i)(t) + εi(t), i = 0, . . . ,n − 1, (6)
where εi are functions of bounded variation for large t and limt→∞ εi(t) = 0, i = 0, . . . ,n − 1.
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Let h1, h2 be two linearly independent solutions of (2) with Wronskian d > 0. Set
w(s, t) = h1(s)h2(t) − h1(t)h2(s), z(s, t) = ∂
∂t
w(s, t). (7)
Since all solutions of (2) and their derivatives are bounded, there exists a constant H1 > 0 such that for any s and t∣∣w(s, t)∣∣< H1, ∣∣z(s, t)∣∣< H1.
Lemma 1. Let t0 be suﬃciently large and let {xk}, k ∈ N be a sequence of continuous functions on [t0,∞). For k 2 and t  t0 consider
the sequence {αk} given by
αk(t) = (−1)
n
d
Tk∫
t
(σ − t)n−3
(n − 3)!
Tk∫
σ
r(s) f
(
xk−1(s)
)
w(s,σ )dsdσ ,
where Tk = t0 + k. Then there exist a positive constant M such that for t  t0
∣∣α(i)k (t)∣∣ M
∣∣∣∣∣
Tk∫
t
sn−3−i
∣∣r(s) f (xk−1(s))∣∣ds
∣∣∣∣∣, i = 0, . . . ,n − 3 (8)
∣∣α(i)k (t)∣∣ M
∣∣∣∣∣
Tk∫
t
∣∣r(s) f (xk−1(s))∣∣ds
∣∣∣∣∣, i = n − 2, n − 1. (9)
Proof. Choose t0 large so that
1
q0
∞∫
t0
∣∣q′(s)∣∣ds = 1 < 1. (10)
We have for t ∈ (t0,∞), i = 1, . . . ,n − 3
α
(i)
k (t) = (−1)n+i
1
d
Tk∫
t
(σ − t)n−3−i
(n − 3− i)!
Tk∫
σ
r(s) f
(
xk−1(s)
)
w(s,σ )dsdσ
and
α
(n−2)
k (t) =
1
d
Tk∫
t
r(s) f
(
xk−1(s)
)
w(s, t)ds, (11)
α
(n−1)
k (t) =
1
d
Tk∫
t
r(s) f
(
xk−1(s)
)
z(s, t)ds, (12)
α
(n)
k (t) = −r(t) f
(
xk−1(t)
)− q(t)α(n−2)k (t). (13)
Consider the function γk(t) = α(n−1)k (t) + q(t)α(n−3)k (t). Then
γ ′k(t) = α(n)k (t) + q(t)α(n−2)k (t) + q′(t)α(n−3)k (t) = −r(t) f
(
xk−1(t)
)+ q′(t)α(n−3)k (t).
Integrating this equality, we get
γk(t) =
Tk∫
t
r(s) f
(
xk−1(s)
)
ds −
Tk∫
t
q′(s)α(n−3)k (s)ds.
From here and (12) we get
α
(n−3)
k (t) =
1
q(t)
Tk∫
r(s) f
(
xk−1(s)
)(
1− 1
d
z(s, t)
)
ds − 1
q(t)
Tk∫
q′(s)α(n−3)k (s)ds.t t
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∣∣α(n−3)k (t)∣∣ 2
∣∣∣∣∣
Tk∫
t
∣∣r(s) f (xk−1(s))∣∣ds
∣∣∣∣∣+ 1 maxtsTk
∣∣α(n−3)k (s)∣∣,
where
|d − z(s, t)|
dq(t)
 2 for s t  0. (14)
Thus
∣∣α(n−3)k (t)∣∣ maxtsTk
∣∣α(n−3)k (s)∣∣ 21− 1
∣∣∣∣∣
Tk∫
t
∣∣r(s) f (xk−1(s))∣∣ds
∣∣∣∣∣,
and (9) follows for i = n − 3. Moreover, we get for i = 0, . . . ,n − 4
∣∣α(i)k (t)∣∣
∣∣∣∣∣
Tk∫
t
∣∣α(i+1)k (s)∣∣ds
∣∣∣∣∣ 21− 1
∣∣∣∣∣
Tk∫
t
(s − t)n−3−i
(n − 3− i)!
∣∣r(s) f (xk−1(s))∣∣ds
∣∣∣∣∣. (15)
Thus, (8) follows. Finally, for i = n − 2,n − 1, the estimates (9) follow from (11) and (12). 
Proof of Theorem 1. For sake of simplicity, we consider the case j = 1. The remaining cases can be treated in a similar way.
Since y(t) = O (t) as t → ∞, there exists λ > 0 such that for t  1∣∣y(t)∣∣< λt. (16)
Denote by w and z the functions given in (7) and let 2 as in (14). Let λ¯ be such that
λ¯ >
1
2
+ λ (17)
and choose t0 > 1 satisfying (10) and
2
(1− 1)(n − 3)!
∞∫
t0
sn−3
∣∣r(s)∣∣F (λ¯s)ds 1
2
. (18)
Let Tk = t0 + k and consider on [t0,∞) the sequence {xk} given by x1(t) = y(t) and for k > 1
xk(t) = y(t) + (−1)
n
d
Tk∫
t
(σ − t)n−3
(n − 3)!
Tk∫
σ
r(s) f
(
xk−1(s)
)
w(s, τ )dsdσ .
For the functions αk deﬁned in Lemma 1 we have for t  t0
α
(i)
k (t) = x(i)k (t) − y(i)(t), i = 0, . . . ,n − 1,
and, in view of (13),
α
(n)
k (t) = −r(t) f
(
xk−1(t)
)− q(t)x(n−2)k (t) + q(t)y(n−2)(t) = x(n)k (t) − y(n)(t). (19)
Thus, for t  t0
x(n)k (t) + q(t)x(n−2)k (t) + r(t) f
(
xk−1(t)
)= 0. (20)
We show that the sequences {x(i)k }, i = 0, . . . ,n, are uniformly bounded and equicontinuous on each ﬁnite subinterval of[t0,∞). First, let us show that for t  t0∣∣xk(t) − y(t)∣∣ 12 .
Clearly, inequality (21) holds for k = 1. We proceed by induction and assume for t  t0∣∣xk−1(t) − y(t)∣∣ 1 . (21)2
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∣∣αk(t)∣∣ 2
(1− 1)(n − 3)!
∣∣∣∣∣
Tk∫
t
sn−3
∣∣r(s)∣∣F (λ¯s)ds
∣∣∣∣∣.
Thus, in view of (18), we get
∣∣xk(t) − y(t)∣∣ 2
(1− 1)(n − 3)!
∞∫
t
sn−3
∣∣r(s)∣∣F (λ¯s)ds 1
2
. (22)
Similarly, using again Lemma 1, there exists a positive constant M such that for i = 1, . . . ,n − 4
∣∣x(i)k (t) − y(i)(t)∣∣= ∣∣α(i)k (t)∣∣ M
∞∫
t
sn−3−i
∣∣r(s)∣∣F (λ¯s)ds (23)
and for i = n − 3, . . . ,n − 1
∣∣x(i)k (t) − y(i)(t)∣∣= ∣∣α(i)k (t)∣∣ M
∞∫
t
∣∣r(s)∣∣F (λ¯s)ds. (24)
Then, {x(i)k }, i = 0, . . . ,n−1, are uniformly bounded on each ﬁnite interval of [t0,∞). Moreover, in view of (20), the same
holds for {x(n)k }. Then {x(i)k }, i = 0, . . . ,n − 1, are equicontinuous on each ﬁnite interval in [t0,∞) and, from (20), the same
holds for {x(n)k }. Hence {xk} admits a converging subsequence (xk j ) to x, such that {x(i)k j }, i = 0, . . . ,n, uniformly converge to
a function x(i) on each ﬁnite interval of [t0,∞).
Again from (20) we get that x is a solution of (1). From (5) and (23) or (24), using the Lebesgue dominated convergence
theorem, we obtain
∞∫
t0
∣∣x(i)(s) − y(i)(s)∣∣ds < ∞, i = 1, . . . ,n − 1,
and so x(i) − y(i), i = 0, . . . ,n− 2 are of bounded variation in a neighborhood of inﬁnity. Taking into account (19), we obtain∣∣x(n)(t) − y(n)(t)∣∣ ∣∣r(t)∣∣∣∣ f (x)∣∣+ q(t)∣∣x(n−2)(t) − y(n−2)(t)∣∣.
Since |x(t)| < λ¯t, we get∣∣x(n)(t) − y(n)(t)∣∣ ∣∣r(t)∣∣F (λ¯t) + q(t)∣∣x(n−2)(t) − y(n−2)(t)∣∣.
Thus also x(n−1) − y(n−1) is of bounded variation in a neighborhood of inﬁnity. Finally, from (22) and (23), or (24), conditions
(6) are satisﬁed. 
From Theorem 1 we obtain the following existence results for bounded solutions of (1).
Corollary 1. If
∞∫
0
tn−3
∣∣r(t)∣∣dt < ∞,
then for every bounded solution y of (4) there exists a bounded solution x of (1) such that
x(i)(t) = y(i)(t) + εi(t), i = 0, . . . ,n − 1,
where εi are as in Theorem 1, i.e. functions of bounded variation for large t and limt→∞ εi(t) = 0, i = 0,1, . . . ,n − 1.
The following result on the behavior of solutions of (4), jointly with Theorem 1, permits us to obtain the asymptotics for
solutions of (1).
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Proof. Consider the case n = 3 and let h be a nontrivial solution of (2). It is suﬃcient to show that
t∫
T
h(s)ds
is bounded. We have
t∫
T
h(s)ds = −
t∫
T
h′′(s)
q(s)
ds = −h
′(s)
q(s)
∣∣∣∣
t
T
−
t∫
T
q′(s)
q2(s)
h′(s)ds. (25)
Since q is bounded away from zero and, as claimed, all solutions of (2) and their derivatives are bounded, we obtain∣∣∣∣∣
t∫
T
h(s)ds
∣∣∣∣∣ A1 + A2
∞∫
T
∣∣q′(s)∣∣ds,
where Ai are two suitable positive constants and the assertion follows.
Now, consider the case n = 4. In this case, in virtue of the previous argument, any solution y of (4) has bounded
derivative, i.e. there exists My such that |y′(t)| My and the assertion again follows. Similarly, we get the conclusion when
n 5. 
Let h be a solution of (2). It is easy to verify that the function
Γ (t) =
t∫
T
(t − s)n−3
(n − 3)! h(s)ds,
is a solution of (4) and so, in view of Proposition 1,∣∣Γ (t)∣∣ Mhtn−3.
Let h¯ be another solution of (2), independent on h. Since any solution y of (4) can be written as
y(t) = c1Γ (t) + c2Γ¯ (t) + Pn−3(t),
where Pn−3 is a polynomial of degree n − 3 and c1, c2 are real constants, from Theorem 1 and Proposition 1 we obtain the
asymptotic formula for solutions of (1).
Corollary 2. Assume n 3. Let for any positive constant λ
∞∫
0
tn−3F
(
λtn−3
)∣∣r(t)∣∣dt < ∞.
Then (1) has solutions x = O (tn−3) such that for large t
x(i)(t) = (c1Γ (t) + c2Γ¯ (t) + Q (t))(i) + εi(t), i = 0, . . . ,n − 1,
where Q is a polynomial of degree q  n − 3, c1, c2 are constants and εi are functions of bounded variation for large t and
limt→∞ εi(t) = 0, i = 0, . . . ,n − 1.
For Eq. (3) from the above results we get the following.
Corollary 3. Assume for any positive constant λ
∞∫
0
tn−3F (λt)
∣∣r(t)∣∣dt < ∞.
Then (3) has simultaneously oscillatory solutions, monotone unbounded solutions and nonoscillatory solutions with oscillating ﬁrst
derivative.
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3. Oscillation: the case n= 3
Consider the equation
x(3)(t) + q(t)x′(t) + r(t) f (x(t))= 0. (E3)
Our main result is the following oscillation criterion.
Theorem 2. Assume
∞∫
0
∣∣r(t)∣∣dt < ∞.
Then (E3) has simultaneously oscillatory bounded solutions x such that
limsup
t→∞
∣∣x(t)∣∣> 0 (26)
and nonoscillatory bounded solutions with oscillating ﬁrst derivative.
More precisely, (E3) has bounded solutions of the form
x(t) =
t∫
0
h(s)ds + a + ε0(t), x(i)(t) = h(i−1)(t) + εi(t), i = 1,2, (27)
where h is an arbitrary solution of (2), a ∈ R (arbitrary), εi are functions of bounded variation for large t such that limt→∞ εi(t) = 0
(i = 0,1,2), and the oscillatory behavior of x depends on the choice of a.
To prove Theorem 2, we describe oscillatory properties of the linear equations (2) and (4) with n = 3.
Since q is of bounded variation for t  0, using the Jordan theorem, we have
q(t) = q(0)exp(P log(t))exp(−Nlog(t))= q(0)exp(−Nlog(t))exp(−P log(t)) ,
where P log and Nlog denote the positive and negative variation, respectively, of log q, see, e.g., [1, Lemma 5.4.1] (with a
minor modiﬁcation). Thus, q can be represented in the form
q(t) = a(t)
b(t)
, (28)
where a,b are positive nonincreasing and differentiable functions and
lim
t→∞a(t) = a∞ > 0, limt→∞b(t) = b∞ > 0. (29)
The following auxiliary result is needed.
Lemma 2. Let q be represented in the form (28), where a,b are positive nonincreasing functions satisfying (29) and let h be a solution
of (2) such that h′(t0) = 0.
(i1) If {τk} is the sequence of points of local maxima of |h′| such that τk  t0 , then√
a∞
b(0)
∣∣h(t0)∣∣ ∣∣h′(τk)∣∣
√
a(0)
b∞
∣∣h(t0)∣∣.
(i2) If {σk} the sequence of points of local maxima of |h| such that σk  t0 , then√
b∞
b(0)
∣∣h(t0)∣∣ ∣∣h(σk)∣∣
√
a(0)
a∞
∣∣h(t0)∣∣.
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F (t) = h
2(t)
b(t)
+ (h
′(t))2
a(t)
, G(t) = a(t)h2(t) + b(t)(h′(t))2.
Since G ′(t) = a′(t)h2(t) + b′(t)(h′(t))2  0, we have for t  t0
a(t)h2(t) + b(t)(h′(t))2  a(t0)h2(t0),
or
b(t)
(
h′(t)
)2  a(t0)h2(t0), a(t)h2(t) a(t0)h2(t0),
from where the upper bounds for |h′| and |h| follow. Since
F ′(t) = −h2(t) b
′(t)
b2(t)
− (h′(t))2 a′(t)
a2(t)
 0,
we have for t  t0
F (τk) = h
′2(τk)
a(τk)
 F (t0) = h
2(t0)
b(t0)
, F (σk) = h
2(σk)
b(σk)
 F (t0) = h
2(t0)
b(t0)
,
from where the lower bounds for |h′| and |h| follow. 
Proof of Theorem 2. Let h be an arbitrary solution of (2) such that h′(t0) = 0 and T > t0 be arbitrary but ﬁxed. Set
Φ(t) =
t∫
T
h(s)ds − h
′(T )
q(T )
.
Clearly, Φ is a solution of (4) for n = 3. By Corollary 2, (E3) has bounded solutions of the form (27). From here it follows
that if |a| is large, then x is nonoscillatory with oscillating ﬁrst derivative.
We prove that there exists a ∈ R such that x is oscillatory and satisﬁes (26). Let q be represented in the form (28), where
a,b are positive nonincreasing functions satisfying (29). By Lemma 2(i1) we have∣∣∣∣∣
t∫
T
q′(s)
q2(s)
h′(s)ds
∣∣∣∣∣
(
b(0)
a∞
)2 ∞∫
t0
∣∣q′(s)∣∣ds sup
tt0
∣∣h′(t)∣∣ Q ε∣∣h(t0)∣∣
where
Q =
(
b(0)
a∞
)2√a(0)
b∞
, ε =
∞∫
T
∣∣q′(t)∣∣dt.
Thus from (25) we get
−b(t)
a(t)
h′(t) − Q ε∣∣h(t0)∣∣Φ(t)−b(t)
a(t)
h′(t) + Q ε∣∣h(t0)∣∣.
Consider the sequence {τk}, τ1 > T , of points of local maxima of |h′| such that h′(τ2k) > 0, h′(τ2k+1) < 0. Choosing T
suﬃciently large, i.e. ε suﬃciently small, we obtain by Lemma 2(i1)
Φ(τ2k)−b(τ2k)a(τ2k)h
′(τ2k) + Q ε
∣∣h(t0)∣∣
(
Q ε − b∞
a(0)
√
a∞
b(0)
)∣∣h(t0)∣∣< 0
Φ(τ2k+1)−b(τ2k+1)a(τ2k+1)h
′(τ2k+1) − Q ε
∣∣h(t0)∣∣
(
b∞
a(0)
√
a∞
b(0)
− Q ε
)∣∣h(t0)∣∣> 0.
Hence Φ oscillates and 0 < limsupt→∞ |Φ(t)| < ∞ and thus, in view of limt→∞ ε0(t) = 0, there exists a ∈ R such that the
solution x given by (27) is oscillatory and satisﬁes (26). 
Remark. Theorem 2 completes our previous results in [3] and extends for n = 3 analogous ones from [6]. Theorem 2
complements also some results in [4], in which (E3) is considered when r /∈ L1[0,∞).
The following example illustrates Theorem 2.
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x(3)(t) + t + 1+ te
−t sin t
t + 1+ te−t cos t x
′(t) + r(t)x3(t) = 0. (30)
A standard calculation shows that assumptions (i) on function q are satisﬁed. Thus, if r ∈ L1[1,∞), from Theorem 2 Eq. (30)
has simultaneously oscillatory solutions and nonoscillatory solutions with oscillating ﬁrst derivative.
4. Oscillation: the case n= 4
Consider the equation
x(4)(t) + q(t)x(2)(t) + r(t) f (x(t))= 0. (E4)
Our main result is the following oscillation theorem.
Theorem 3. Assume
∞∫
0
t
∣∣r(t)∣∣dt < ∞, (31)
and
lim
t→∞ t
∞∫
t
∣∣q′(s)∣∣ds = 0. (32)
Then (E4) has a bounded oscillatory solution x which satisﬁes (26) and is of the form
x(t) =
t∫
0
(t − s)h(s)ds + a + ε0(t), lim
t→∞ε0(t) = 0, (33)
where h is an arbitrary solution of (2), a ∈ R (exists) and ε0 is a function of bounded variation for large t.
Proof. Denote
N1 =
(
b(0)
a∞
)2 √a(0)√
b∞
, N2 =
(
b(0)
b∞
)2 √a(0)√
a∞
,
and N = N1 + N2. Let
0< ε <
1
2N
b∞
a(0)
√
b∞
b(0)
. (34)
Let h be an arbitrary solution of (2). Taking into account (32), we can choose t0 large so that h′(t0) = 0 and
∞∫
t0
∣∣q′(t)∣∣dt < ε, sup
tt0
t
∞∫
t
∣∣q(t)∣∣dt < ε. (35)
Set
Γ (t) =
t∫
t0
h(s)(t − s)ds − h(t0)
q(t0)
.
Clearly, Γ is a solution of (4) with n = 4. We prove that it is bounded, oscillatory and satisﬁes limsupt→∞ |Γ (t)| > 0.
Let q be represented in the form (28), where a,b are positive nonincreasing functions satisfying (29). We have
Γ (t) + h(t0)
q(t0)
= −
t∫
t
h′(s)
q(s)
ds +
t∫
t
(s − t) q
′(s)
q2(s)
h′(s)ds.0 0
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t∫
t0
h′(s)
q(s)
ds = h(t)
q(t)
− h(t0)
q(t0)
+
t∫
t0
q′(s)
q2(s)
h(s)ds,
we get
Γ (t) = −h(t)
q(t)
−
t∫
t0
q′(s)
q2(s)
h(s)ds +
t∫
t0
(s − t) q
′(s)
q2(s)
h′(s)ds. (36)
In view of (35) and Lemma 2(i1) we have∣∣∣∣∣
t∫
t0
(s − t) q
′(s)
q2(s)
h′(s)ds
∣∣∣∣∣
(
b(0)
a∞
)2
sup
tt0
∣∣h′(t)∣∣
∞∫
t0
t
∣∣q′(s)∣∣ds N1∣∣h(t0)∣∣ε (37)
and ∣∣∣∣∣
t∫
t0
q′(s)
q2(s)
h(s)ds
∣∣∣∣∣
(
b(0)
a∞
)2
sup
tt0
∣∣h(t)∣∣
∞∫
t0
∣∣q′(s)∣∣ds N2∣∣h(t0)∣∣ε. (38)
From (36) we have
Γ (t)−h(t)
q(t)
+ N2
∣∣h(t0)∣∣ε + N1∣∣h(t0)∣∣ε = −h(t)
q(t)
+ N∣∣h(t0)∣∣ε, (39)
Γ (t)−h(t)
q(t)
− N2
∣∣h(t0)∣∣ε − N1∣∣h(t0)∣∣ε = −h(t)
q(t)
− N∣∣h(t0)∣∣ε. (40)
Let {σk} the sequence of points of local maxima of |h| greater than t0 such that h(σ2k) > 0 and h(σ2k+1) < 0. Using
Lemma 2(i2) we have
h(σ2k)
√
b∞
b(0)
∣∣h(t0)∣∣, −h(σ2k+1)
√
b∞
b(0)
∣∣h(t0)∣∣.
Thus, from (34) and (39) we obtain
Γ (σ2k)−h(σ2k)q(σ2k) + N
∣∣h(t0)∣∣ε 
(
Nε − b∞
a(0)
√
b∞
b(0)
)∣∣h(t0)∣∣< 0,
and
Γ (σ2k+1)−h(σ2k+1)q(σ2k+1) − N
∣∣h(t0)∣∣ε 
(
b∞
a(0)
√
b∞
b(0)
− Nε
)∣∣h(t0)∣∣> 0.
Hence the solution Γ oscillates and limsupt→∞ |Γ (t)| > 0. Moreover, from (36), (37) and (38) the boundedness of Γ
follows.
Now applying Corollary 1, there exists a solution x of (E4) such that x(t) = Γ (t) + ε0(t), i.e. (33) holds for some a ∈ R.
Since Γ oscillates and 0 < limsupt→∞ |Γ (t)| < ∞, the solution x must be bounded and oscillatory, otherwise (33) gives a
contradiction. 
Remark. Theorem 3 extends for n = 4 analogous ones from [6]. Theorem 3 complements also some results in [11], in which
the existence of at least one oscillatory solution for a two-term Endem–Fowler type equation is considered.
The following example illustrates Theorem 3.
Example 2. Consider for t  1 the equation
x(4)(t) + t
2 + 1+ t2e−t sin t
t2 + 1+ t2e−t cos t x
(2)(t) + r(t)x3(t) = 0.
A standard calculation shows that assumptions (i) and (32) are satisﬁed. Thus, if (31) holds, by Theorem 3 this equation has
a bounded oscillatory solution x satisfying (26).
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