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SUMMARY 
This study deals mainly with the bounded variable pure integer 
programming problem of the form Min cx subject to linear constraints 
where the variables must assume bounded integer values. The algorithm 
proposed for solving such a problem is an implicit enumeration procedure 
closely related to that advanced by Geoffrion for binary programming 
problems. However, the proposed algorithm deals with the bounds on 
program variables directly. Following Geoffrion, we develop various 
tests for implicitly enumerating "completions" to partial solutions; 
these tests are then extended to permit implicit enumeration of "com­
pletions" to several partial solutions simultaneously. The use of 
surrogate constraints in such implicit enumerations is examined in 
depth and two new interpretations of such surrogate constraints are 
given, including a geometric interpretation formulated in terms of 
determining a separating hyperplane between two subsets of the space of 
lattice points being enumerated. Also, means of obtaining near optimum 
solutions through a slight modification of the algorithm are discussed. 
The theoretical considerations are supplemented by a computa­
tional study which deals not only generally with the efficiency of the 
algorithm developed as a whole, but also specifically with an evaluation 
of some of the more important decision steps of the algorithm. The 
results of this computational study indicate not only that the proposed 
algorithm is far more effective than existing methods for solving 
viii 
integer programming problems but also that its ability to dynamically 
redefine bounds on program variables relative to specific partial solu­
tions yields significant improvement in the efficiency of the enumeration 
process. The computational investigation also indicates that the pro­
posed algorithm will allow the efficient solution of integer programming 





In recent years the field of Operations Research has witnessed a 
sizable increase in the methodology concerned with discrete variable 
programming problems; a formal statement of such a problem is given 
by Equations (l)-(4) in Chapter II. The literature now reflects many 
varied approaches for solving the general integer programming problem. 
The computational success, however, of virtually all existing algorithms 
is limited, thus leaving the issue of an economical means for determining 
the solution to a given integer program largely unsettled. Both the size 
of the current research effort in the field of integer programming 
A 
[3,4] and the large number of problems which can be stated in discrete 
variables attest to the importance of this area. In fact, given compu­
tationally efficient means of solving integer programs, many industrial 
problems currently stated as linear programming models, would be more 
realistically phrased in the context of integer programming. This 
thesis deals mainly with an extension of a particular integer program­
ming algorithm [10]; consequently only a broad view of existing methods 
of integer programming will be discussed here. In this regard, the 
works of Balinski [3,4] provide an excellent survey of all aspects of 
integer programming. 
Bracketed numbers refer to references cited in the Bibliography. 
2 
Cutting-Plane Algorithms 
Despite the variety of available algorithms for integer program­
ming, the majority of those proposed to date belong to either of two 
broad categories: cutting-plane methods and branch and bound methods. 
Historically, cutting-plane techniques were developed first, with the 
bulk of the initial contribution in this area due to R. E. Gomory 
[15,16,17]. The basic cutting-plane approach requires that one first 
remove the integrality restrictions on all program variables and solve 
the resulting linear program; then by alternating the introduction of 
additional constraints (cuts) with re-optimization, one continually 
restricts the feasible region of solution until an optimum solution thus 
obtained is integer-valued. Of course, the character of an algorithm 
of this type requires that one take appropriate steps to insure that no 
feasible integral-valued solutions are passed over during the process; 
this demonstrates the dual nature of most cutting-plane algorithms in 
the sense that intermediate results are infeasible until one simultane­
ously achieves optimality and feasibility of the original problem. 
Primal cutting-plane algorithms have also been developed [13,27] which 
attain optimality by passing through a continually improving sequence of 
feasible solutions. More recently, promising theoretical results have 
been produced [18] for cutting-plane algorithms by using a group theo­
retic approach to develop cuts associated with the faces of the convex 
A more detailed categorization is, of course, possible. For 
example, [3,4] consider additional methods such as dynamic programming 
and heuristic techniques. 
3 
hull of feasible integer solutions to the original integer programming 
problem. 
To a large extent, computational experience with cutting-plane 
algorithms has proven disappointing. Some problems are solved quite 
easily while others, differing only slightly, yield results only after 
an inordinate amount of computation. A comprehensive explanation of the 
extreme sensitivity of cutting-plane algorithms to problem structure has 
not yet been proposed. 
Branch and Bound Methods 
Recent developments in integer linear programming show an 
increasing amount of attention being focused on branch and bound methods 
of solution. The idea central to branch and bound techniques is that of 
conducting a highly specialized search of the entire solution space in 
such a manner that a large number of possible solutions will be elimi­
nated from consideration by exclusion tests based on the character of 
the algorithm. These methods may be conceptualized as tree-search 
algorithms which implicitly or explicitly consider each possible solution 
in its turn in a systematic effort to determine an optimal solution. 
Intuitively, an effective algorithm of this variety must possess an 
efficient means of remembering which solutions have been considered; 
further, the strength of a branch and bound algorithm will lie in its 
ability to implicitly enumerate a large proportion of the possible solu­
tions. These two ingredients, an efficient history-remembering scheme 
and a high rate of implicit exclusion, are essential in evaluating the 
computational effectiveness of a branch and bound algorithm. 
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Initial branch and bound approaches were advanced by Eastman [6], 
Land and Doig [20], Little, et al. [22], and Balas [1]. The survey 
article by Lawler and Wood [21] gives an excellent account of branch and 
bound history and methodology. In addition, the work of Mitten [24] 
provides a good discussion on the structure of this methodology. Balas 
has extended his work in [1] to produce his Filter Algorithm [2] for 
binary (0-1) integer linear programs. This algorithm, dual in nature, 
uses the solution to a linear programming problem to develop a "filter 
constraint" which speeds the convergence of the algorithm to an optimal 
solution. This concept of using a surrogate constraint (so-called 
because of its direct derivation from the "parent" constraints of the 
original problem) to accelerate convergence was first proposed by 
Glover [12] and later modified and extended by others [2,8,10,14]. 
Geoffrion's Algorithm 
The research of Geoffrion [7,8,9,10,11] in this area appears to 
be especially promising in terms of computational results. Geoffrion's 
original work [7] was a refinement of Balas' additive algorithm [1] 
which was very amenable to ease of computation. His later extensions 
[8,9,10,11] include an imbedded linear program which is solved at suc­
cessive iterations of the algorithm in order to produce surrogate con­
straints which are highly effective in relation to the exclusion tests 
of the algorithm. The computational results presented by Geoffrion in 
[10] illustrating the improvement gained by using this type of surrogate 
constraint are very convincing; this evidence seems to indicate that, 
for his test problems, the increase in solution time as a function of 
5 
the number of binary variables in the original problem is linear or low-
order monomial. 
Scope of this Study 
Geoffrion's algorithm is stated within the context of the binary 
programming problem; since any integer linear program whose variables 
are bounded can be represented in binary form, his algorithm is also 
applicable to the general bounded variable pure integer programming 
problem. We note that any bounded integer variable o < x ̂  n may be 
represented as the sum of binary variables; i.e., x = 2°xo + + ••• 
k k+1 + 2 x^ where k is the smallest integer such that n < 2 - 1 and x., 
for j = 0,l,**',k are binary variables. Clearly, in this formulation 
k+1 
we are presented with 2 possible values for x (one value for each of 
k+1 
the 2 combinations of the binary variables x^,x^,•••,x^). Since 
o < x < n and we have defined k to be the smallest integer such that 
k+1 k+1 n < 2 - 1, it is clear that 2 > n + 1. Hence one might suspect 
that an enumeration algorithm dealing only with the n + 1 permissible 
values of x directly should prove more efficient than an approach allow-
k+1 
ing 2 > n + 1 permissible values of x. In a computational context, 
an additional practical advantage of an algorithm which avoids binary 
expansions of variables would be its .ability to handle problems with 
large bounds on the variables more effectively since an increase in the 
number of variables of a problem also implies an increase in the amount 
of core storage required for handling the problem. The extension of 
Geoffrion's basic algorithm [7,10] to allow direct treatment of bounded 
integer variables is straightforward; in the following chapters we turn 
6 
to the development, refinement, and computational examination of such 
an algorithm. Since the approach taken is closely related to that 
advanced by Geoffrion for binary programming problems, the assumption is 
made that the reader is familiar with references [7] and [10] although 
the presentation here is reasonably self-contained. 
In the chapter which follows we will present the structure of a 
basic algorithm designed for solving bounded variable pure integer 
programs; bounded variables will be treated directly rather than by 
conversion to sums of binary variables as described above. In addition 
we will show that the algorithm is both non-redundant and exhaustive. 
Chapter III will give the mathematical means for implementing the basic 
algorithm presented in Chapter II; this implementation will include the 
development of methods of implicit enumeration capable of accelerating 
the enumeration process by the simultaneous consideration of several 
solutions. Chapter IV extends these means of implementation through 
examination of an imbedded linear program similar to that of Geoffrion 
in [10]. Also given in Chapter IV are two alternative interpretations 
of the type of surrogate constraints generated by this imbedded linear 
program; Chapter IV also presents convenient means for the development 
of an algorithm which is designed to find near optimal (rather than 
exactly optimal) solutions. Many of the techniques indicated in Chap­
ters III and IV take advantage of the specific structure of an algorithm 
which treats bounded integer variables directly. These improvements are 
simply unavailable to an algorithm which relies on the binary conversion 
of such variables. These considerations are then implemented in Chapter 
7 
V in the form of a computational study which deals with a general eval­
uation of the efficiency of the algorithm as well as with a specific 
investigation of two important aspects of the algorithm. The computer 
timing results presented here indicate that the algorithm developed in 
Chapters II, III, and IV is certainly among the most efficient, if not 
the most efficient, means available for solving integer programming 
problems. Furthermore, these results also indicate that such a direct 
algorithm as that presented in Chapters II, III, and IV is far superior 
in virtually all cases considered to algorithms which rely on binary 
conversion of bounded integer variables. Finally we indicate in 
Chapter VI the conclusions implied by this thesis and those avenues 





The bounded variable pure integer programming problem may be 
stated in the following form. Determine x such that: 
Min cx (1) 
subject to b t Ax > 0 (2) 
0 < x < d (3) 
x is integer-valued (4) 
where c, x, and d are n-vectors, b is an m-vector, and A is an m*n 
matrix. Note that "a priori" knowledge of an upper bound d. on the value 
of each element x. of the solution vector x is assumed. In addition, 
complete flexibility on bounding a given variable from below is provided 
by (3) since if one requires that 1_. < x_. < d_. then the simple change of 
variables x! = x. - 1. provides the equivalent constraints 0 < x! ̂  d. -
: : : : : 
1.. In most practical problems such bounds as 1. and d. are readily 
: : : 
available; if not, a lower bound 1_. for the variable x_. can be obtained 
as the solution to the linear program Min x. subject to b t Ax > 0 and 
9 
x > 0 while an upper bound d_. can be obtained by solving Max x_. 
subject to b + Ax > 0 and x ^ 0. Further assumptions about 
(l)-(M-), without loss of generality, are that d is an integer-valued 
vector and that each element of c is non-negative. For each x., 
3 
those integer values of x. such that 0 < x. ̂  d. will be called the 
3 3 3 
admissible values for x.. Each x-vector which satisfies constraints 
3 
(3) and O ) will be called an admissible solution; if (2) is also satis­
fied, the solution will be termed feasible; any solution which verifies 
(l)-(M-) will be designated as an optimal solution. Inadmissible values, 
inadmissible solutions, and infeasible solutions are all defined by 
reference to the obvious negation of the conditions for definition 
given above. 
Since each element of the solution vector is bounded, it is 
apparent that the number of admissible solutions to (3) and (4) is 
n 
finite and, m fact, equal to IT (d. + l). The particular technique to 
j=l 3 
be developed for solving (l)-(4) will proceed through a systematic 
enumeration of all admissible solutions to (3) and (4) while retaining 
candidates for the optimal solution to the problem as they are discovered. 
Since very few practical problems are amenable to total enumeration of 
admissible solutions, effective means of implicitly considering portions 
If some dj is not integral then we can replace dj by [dj], where 
the square brackets denote the greatest integer less than or equal to 
dj , to obtain an equivalent statement of (l)-(M-) in which d is an 
integer-valued vector. 
A 
For each j such that C J < 0, the transformation x-j = dj - Xj 
will result in an equivalent formulation of (l)-(M-) in which c-; £ 0. 
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of the admissible solution space must be considered; these techniques 
for implicit enumeration will be based on those considerations which 
characterize the feasible solutions to (2)-(4) and the optimal solutions 
to (l)-(4). 
Definitions 
The approach for enumerating admissible solutions which follows 
is very closely related to that given by Geoffrion in [7] and [10]; 
although the definitions stated in the above study will be reviewed in 
our context for the sake of completeness, familiarity with these 
references is essential. One quite natural approach for examining 
admissible solutions is to attempt to reduce the number of variables 
involved by considering the solutions which result when certain vari­
ables are held constant at admissible values. We refer to such vari­
ables which have been assigned one of their admissible values as fixed 
and, similarly, we denote the remaining variables as free. This 
dichotomy of the problem variables implies that we will be dealing with 
admissible solutions which result from assigning admissible values to 
those variables which are free. Hence we define a collection of fixed 
variables as a "partial solution; any assignment of admissible values to 
those variables not in a given partial solution will be called a com­
pletion to that partial solution. Note the implication that there may 
be many different completions to a given partial solution. A completion 
to a partial solution resulting in a feasible (infeasible) solution to 
the problem under consideration will be called a feasible (infeasible) 
completion. It is clear that a given partial solution may possess com­
pletions of either variety. 
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Any enumeration procedure which is computationally efficient must 
possess the following properties: The procedure must be exhaustive, in 
that it must consider (whether explicitly or implicitly) all admissible 
solutions to the problem being considered. Secondly, the process must 
be non-redundant; i.e., it should never return (whether explicitly or 
implicitly) to a solution previously enumerated. Consequently, any 
effective enumeration process must be equipped with means for "remember­
ing" at each stage which solutions have previously been examined. In 
this regard, we will use the following notation: The ordered index set 
S = {j^,J2»«-«} will contain the indices of those variables which are 
currently fixed in the order in which they became fixed; the partial 
solution vector X = (x. ,x. ,...) will be used to record the values 
assumed by those variables in the current partial solution. The cor­
respondence between the elements of X and those of S will be that the 
order of appearance of the elements of S (from left to right) determines 
the same ordering of the elements of X c. For example, if S = {5,4,1,3} 
and Xg = (3,8,9,0) then the partial solution currently under considera­
tion is: Xj- = 3, x^ = 8, x^ = 9, x g = 0; the remaining variables are 
currently free. 
To insure the implicit character of the algorithm, means of 
determining information pertinent to optimality and feasibility from a 
specific partial solution must be considered. Since we are solving a 
minimization problem, the following question is of interest: Does a 
More precise definitions of exhaustive and non-redundant are 
given in a later section of this chapter. 
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given partial solution admit to a feasible completion with objective 
value lower than the best feasible solution discovered thus far? This 
question may be answered in one of three ways: 
(1) By demonstrating the non-existence of a completion with 
the required properties. 
(2) By exhibiting the best feasible completion available. 
(3) By resorting to additional explicit enumeration of the 
completions to the partial solution under consideration. 
In any event, if, at any given stage of the enumeration procedure 
either (1) or (2) can be shown, we shall say that the partial solution 
being considered has been fathomed. The fathoming process indicates 
that all relevant information has been extracted from a partial solution; 
hence, after fathoming a particular partial solution, the enumeration 
process should proceed to consider a different partial solution. This 
process of directing the enumeration to another partial solution after 
one has been fathomed is called backtracking. 
As previously indicated, effective means must be provided which 
will not only guide the enumeration process to the next partial solution 
for consideration after fathoming but will also maintain records of which 
partial solutions have been previously investigated. At each stage of 
the algorithm we attempt to fathom the current partial solution X . If 
this attempt is successful, we backtrack to a new partial solution as 
follows: we simply change the value of the rightmost element of X , 
o 
requiring only that this new value has not been previously assigned to 
this variable (i.e., the variable whose index is the rightmost element 
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of S) since its index last entered S. Furthermore, if the value assumed 
by a fixed variable under such an operation is its last admissible value, 
we underline the rightmost element of S to indicate that the current 
partial solution has been fathomed for all values, except the current 
value, of that variable. If, on the other hand, an attempt to fathom 
X is unsuccessful, we append the subscript of some free variable as the 
new rightmost element of S and enter one of the admissible values of 
this variable as the new rightmost element of X . This augmentation 
process is then followed by an attempt to fathom the new partial solu­
tion, and so the process continues. 
These ideas are illustrated in the following example. Suppose 
S = {1,4,2} and Xg = (3,7,2), indicating that the current partial solu­
tion is x^ = 3, x^ = 7 and x^ - 2 . First we attempt to fathom X^; if 
successful, we then proceed to a new partial solution by altering the 
value of x 2 > Suppose then that 0 < x^ < 5, of which values x^ has 
assumed 5,4, 3 and 2 since the index 2 last entered S. Assume success 
on this attempt to f athom X c; we might now choose to set x = 1, pro-
ceeding to the partial solution with S = {1,4,2} and X = (3,7,1). 
Continuing, we now attempt to fathom this new partial solution; again 
assume this attempt is successful. The next partial solution to be 
considered must be S = {l,4,2_} and X^ = (3,7,0). Note the significance 
of the underline; we have now fathomed X g for each admissible value of 
x^ except for its current value of 0. Once more an attempt is made to 
fathom the new partial solution. If again successful, then all possible 
completions of X will have been enumerated, indicating that the partial 
14 
solution given by S = {1,4}, X = (3,7) has been fathomed. Hence, 
allowing the process to telescope, the next partial solution would be 
obtained by dropping the index 2 from S and altering x^. On the other 
hand, suppose that the attempt to fathom the partial solution with 
S = {1,4,2} and X = (3,7,0) is unsuccessful. In this event, some free 
variable would then be fixed at one of its admissible values, x^ = 4 
for instance, and the next partial solution considered would be given 
by S = {1,4,2_,7} and X g = (3,7,0,4). The process would then continue 
as above. 
Thus we have characterized the simplest form of the enumeration 
algorithm. Each iteration of the process is begun with an attempt to 
fathom the current partial solution. If this is successful the enumera­
tion process backtracks to a different partial solution; fathoming is 
attempted for the new partial solution, etc. If unsuccessful, however, 
the enumeration proceeds to a new partial solution obtained by fixing 
some free varible at one of its admissible values; fathoming is attempted 
for the new partial solution, etc. This process is continued until the 
partial solution with S = <f> (or, e qui vale nt ly, a partial solution in 
which all elements of S are underlined) has been fathomed, indicating 
that all admissible solutions to the original problem have been examined, 
and the process terminates. 
Statement of the Algorithm 
The following steps demonstrate the sequence of operations fol­
lowed by the enumeration process: 
(1) Choose an initial partial solution. Proceed to step (2). 
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(2) Attempt to fathom the current partial solution. If unsuc­
cessful, go to step (6). If successful, proceed to step (3). 
(3) If the current partial solution admits to a feasible com­
pletion with objective value lower than that of the current best 
feasible solution (inoumbent), replace the incumbent by this improved 
solution. Proceed to step (4). 
If all elements of S are underlined, stop; the current 
incumbent is optimal. Otherwise, proceed to step (5). 
(5) Alter the value of the fixed variable whose index is the 
rightmost non-underlined element of S to a new (not yet considered) 
admissible value and drop all elements of S to the right of this index. 
Underline the new rightmost element of S if its corresponding variable 
has now assumed each of its admissible values since its index last 
entered S. Proceed to step (2). 
(6) Fix some free variable to one of its admissible values, 
update S and X accordingly, and go to step (2). 
We next focus attention on means by which the enumeration process 
described above may be proven non-redundant and exhaustive, after which 
some mathematical tests sufficient for fathoming partial solutions are 
presented in Chapter III. 
Non-Redundance and Exhaustiveness 
The two essentialities which are central to the success of an 
enumerative algorithm are non-redundance and exhaustiveness. It seems 
reasonable that one should require that the nature of an enumerative 
solution process be such that neither does it repeat itself nor does it 
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omit any admissible candidates for solution. These heuristic concepts 
are specified more precisely when stated in terms of the sequence of 
partial solutions to (l)-(4) examined by the enumeration algorithm. A 
sequence of partial solutions which share the following property is 
called non-redundant: No partial solution admits to a completion which 
duplicates a completion of a partial solution previously fathomed. 
Further, if an enumerative algorithm ceases only after the implicit or 
explicit generation of all admissible solutions to a problem, it will 
be called exhaustive. 
We shall refer to any one of the (d_.+l)! possible complete order-
ings of the admissible values of the variable x_. as an arrangement of 
those values . A specific arrangement for x_. will be used to determine 
the order in which successive admissible values of the fixed variable 
x_. are considered. It is natural, for reasons relating to computational 
simplicity, when implementing the algorithm presented in the Earlier 
sections of this chapter, to restrict attention to the following two 
arrangements for the values of x_.: 0,.l,...,d_. and d_. ,d_.-1, . . . ,1,0 (i.e., 
those arrangements which define a monotone sequence of the admissible 
values of x_.). It will become clear that the following proofs for 
non-redundance and exhaustiveness apply in complete generality with 
respect to any particular arrangement chosen for the values of a given 
fixed variable. However, for convenience we shall assume that the 
arrangement for x_. is given by 0,1,...,d_. in the proofs which follow. 
The proof of non-redundance presented here is very similar to 
that given by Geoffrion in [7]; several lemmas are first provided in 
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o r d e r t o f a c i l i t a t e t h e f i n a l p r o o f of n o n - r e d u n d a n c e . The f o l l o w i n g 
lemma e s t a b l i s h e s a means of p e r p e t u a t i n g t h e n o n - r e d u n d a n t p r o p e r t y 
t h r o u g h o u t a s e q u e n c e of p a r t i a l s o l u t i o n s . For n o t a t i o n a l c o n v e n i e n c e 
we s u p p r e s s t h e r e f e r e n c e t o t h e a s s o c i a t e d i n d e x s e t s and d e n o t e a 
1 k 
s e q u e n c e of p a r t i a l s o l u t i o n s a s X , • • • ,X where i t i s u n d e r s t o o d t h a t 
1 k 
t h e i n d e x s e t s S , « . « , S which p r e s c r i b e t h e v a r i a b l e s i n t h e s e p a r t i a l 
s o l u t i o n s a r e n o t n e c e s s a r i l y i d e n t i c a l (and a l s o n o t n e c e s s a r i l y d i f ­
f e r e n t ) . 
1 k 
Lemma 1 : Given a n o n - r e d u n d a n t s e q u e n c e of p a r t i a l s o l u t i o n s , X , • • • ,X 
k+1 
and a p a r t i a l s o l u t i o n X which c o n t a i n s a t l e a s t one e l e m e n t d i f f e r -
1 k 
e n t from each fa thomed p a r t i a l s o l u t i o n i n t h e s e q u e n c e X , • • • , X , t h e 
1 k+1 
s e q u e n c e X , • • • , X i s a l s o n o n - r e d u n d a n t . 
k+1 
P r o o f . S i n c e X c o n t a i n s a t l e a s t one e l e m e n t d i f f e r e n t from 
1 k 
each f a thomed p a r t i a l s o l u t i o n o f t h e s e q u e n c e X , • • • , X , i t i s c l e a r 
k+1 
t h a t no c o m p l e t i o n of X can d u p l i c a t e a c o m p l e t i o n of any fa thomed 
1 k+1 
p a r t i a l s o l u t i o n i n t h a t s e q u e n c e . Hence X , • • • ,X i s n o n - r e d u n d a n t . 
Next s u p p o s e j i s t h e r i g h t m o s t e l e m e n t of S a t some s t a g e of 
t h e e n u m e r a t i o n p r o c e s s . We can i n s u r e t h a t t h e p r o p e r t y o f n o n -
r e d u n d a n c e i s m a i n t a i n e d t h r o u g h o u t a s e q u e n c e of p a r t i a l s o l u t i o n s 
o b t a i n e d by a l l o w i n g x.. t o assume each of i t s a d m i s s i b l e v a l u e s i n t u r n , 
k - 1 
a c c o r d i n g t o i t s a r r a n g e m e n t . To t h i s e n d , l e t X b e a p a r t i a l s o l u ­
t i o n w i t h r e s p e c t t o a s p e c i f i c i n d e x s e t S of f i x e d v a r i a b l e s . F u r ­
t h e r , l e t S ' : S u { j } f o r some j such t h a t x . i s f r e e r e l a t i v e t o X c w i t h 
a d m i s s i b l e v a l u e s 0 , l , » » ' , d _ . . In t h e f o l l o w i n g lemma we c o n s i d e r t h e 
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k k+d-" 
d_. + 1 partial solutions X , • •• ,X ^ (recall notational simplification) 
with respect to the index set S T, where x. assumes the values 0,1,....d. ] 3 
k k+1 k + d n m the partial solutions X ,X , •••,X , respectively. 
1 k-1 
Lemma 2: Assume the sequence of partial solutions X ,•••,X is non-
k k+1 k+d-j 
redundant, ana that the partial solutions X ,X ,•••,X J are formed 
k+i 
in the following manner: X is obtained by including x. at the value 
k-1 k-1 i in X . Further assume that the partial solution X has not been 
1 k + d i 
fathomed. Then the entire sequence X ,... ,X J is non-redundant. 
k 2 
Proof. Assume, on the contrary, that X has a completion which 
kl kl 
duplicates a completion of X where X was fathomed, 1 < k^ < k^ < 
1 k-1 
k + d_. . If k̂  ^ k-1 we violate the non-redundancy of X , • • • ,X since 
k^ < k̂ . Hence k^ ̂  k and we consider the following mutually exclusive 
and collectively exhaustive cases: 
(1) k^ ̂  k and k^ > k-1. In this case it is impossible for a 
k 2 . k l . 
completion of X to duplicate one of X since x. assumes different 
ki k 2 values in X and X 
(2) k 2 ^ k and k = k-1. This contradicts the assumption that 
k l k-1 X has been fathomed whereas X has not been fathomed. 
k 2 
(3) k^ ̂  k and k^ < k-1. We have assumed that X has a com-
k l 
pletion which duplicates a completion of X . But, every completion of 
k2 k-1 k-1 X is also a completion of X . Hence X has a completion which 
kl 
duplicates a completion of X , which contradicts the non-redundancy of 
1 k-1 
the sequence X ,•••,X . The desired conclusion follows. 
The following theorem establishes the property of non-redundance 
for the enumerative algorithm presented in the previous section of this 
chapter. 
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Theorem 1: The sequence of partial solutions examined by the basic 
enumeration process described previously (under the section "Statement 
of the Algorithm") is non-redundant. 
Proof: Proceeding by induction, it is clear that the initial 
1 k 
partial solution alone is non-redundant; hence we assume that X , • • • ,X 
is a non-redundant sequence of partial solutions and non-redundance 
1 k k+1 k+1 will now be shown for the sequence X ,•••,X ,X where X is the 
partial solution generated by the algorithm after attempting to fathom 
X . In the context of the algorithm described there are only three 
k+1 k means by which X can be generated from X : 
(1) Step (6) of the basic algorithm: After an unsuccessful 
k k+1 
attempt to fathom X ,X is formed by augmenting a free variable into 
the partial solution X at value 0 (recall our restriction on the 
arrangements of the values of x. : 0,1,...,d.). 
3 3 
(2) Step (5) of the basic algorithm: After successfully 
k k+1 
fathoming X , X is formed by a unit increase in the rightmost element 
of X k. 
(3) Step (5) of the basic algorithm: After successfully fathom-
k k+1 
ing X , X is formed by dropping a string of underlined elements from 
the right of X , and then increasing the new rightmost element of the 
partial solution thus obtained by 1. 
In cases (1) and (2) the desired result follows from Lemma 2. In case 
k0 
(3) suppose that the partial solution X , k̂  < k corresponds to the 
most recent introduction (at the value of 0) of the variable which was 
k+1 k 
increased by unity to obtain X from X . Then it is clear that the 
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k+1 
It remains to verify that the sequence of partial solutions 
examined by the enumeration process is exhaustive. 
Theorem 2: The sequence of partial solutions examined by the basic 
enumeration process described previously (under the section "Statement 
of the Algorithm") is exhaustive. 
Proof: The proof relies heavily on the manner in which the 
algorithm accomplishes its "history remembering." Termination of the 
algorithm occurs only if a partial solution with an index set S of all 
underlined elements is fathomed. After Geoffrion ([7], page 190), it 
is clear that a sufficient condition for exhaustiveness is that the 
underlining of a certain element of S connotes the following: that we 
have successfully fathomed (implicitly or explicitly) all possible com­
pletions up to and including all other admissible values for the vari­
able indicated by the underlined index. This property is evident from 
the description of the algorithm, since we underline an element of S if 
and only if its corresponding variable is currently assumed fixed at the 
final admissible value in its arrangement. Hence, when a partial solu­
tion consisting of all underlined elements is fathomed, the fathoming 
variable whose value is the last element of X now assumes a different 
^0 k 
value than it assumed in the sequence of partial solutions X ,••• ,X . 
k+1 
By Lemma 1 we conclude that X is non-redundant with respect to the 
0 k 
sequence X ,«««SX . As in case (2) it is also clear from Lemma 2 that 
X is non-redundant with respect to the sequence X ,••• ,X . Conse-
1 k+1 
quently the entire sequence X ..•••9X is non-redundant, as required. 
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process telescopes , indicating the complete examination of all admis­
sible solutions. 
Hence the enumeration algorithm under investigation does indeed 
possess the requisites for computability: non-redundance and exhaustive-
ness. Note that for the most part the description of the algorithm thus 
far has dealt in generalities, thus permitting a maximum of flexibility 
in its implementation. Simultaneously, however, we have precluded the 
possibility of making quantitative statements concerning the efficiency 
of the algorithm. This characteristic will depend on the ability of 
the algorithm to function implicitly rather than explicitly—a feature 
which can only be evaluated within the framework of a specific implemen­
tation of the algorithm. Thus we next consider the development of such 




The implicit enumeration algorithm described in Chapter II has 
several decision steps for which mathematical rules must be provided. 
Three specific areas of the algorithm will be considered in detail: 
(1) means for choosing a partial solution for initializing 
computation, 
(2) tests for fathoming a partial solution, and 
(3) criteria for augmentation which specify not only 
which variable should be fixed, but also at which 
value it should be fixed. 
We will also investigate how certain fathoming tests can be easily 
extended in order to fathom several partial solutions simultaneously. 
Initial Solution 
The inductive nature of the proof for non-redundance assures us 
of the preservation of this property, regardless of the initial partial 
solution. However, the depepdence of the exhaustive property on the 
method of remembering which solutions have been considered restricts the 
initial set S to be of the following form: Any subset of the problem 
variables may be fixed, but each fixed variable must be initialized at 
the first value of its respective arrangement of admissible values. 
This is intuitively clear; it is closely related to the connotation 
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given to an underlined element of S. Within these considerations, 
some permissible starting conventions would be: 
(1) Let S Q denote the initial index set of fixed variables. 
Then = <J> represents a partial solution with which the algorithm can 
be initialized. 
(2) Computation may begin with every variable in the initial 
partial solution. To be consistent with the convention stated in 
Chapter II of considering only the arrangements 0,l,«««,d_. and 
d̂. ,d_.-l, • • • ,1,0 for the variable x_., any such initial partial solution 
(i.e., with S = {l,2,«..,n}) must have that element of X correspond-
U b0 
ing to x. fixed at either d. or 0. Two possible X vectors correspond-
ing to S N = (1,2,-.•,n} are X c = (0,0,-..,0) and X_ = (dn,d.,...,d ). 
0 b Q S Q 1 I n 
(3) Sq could be initialized to contain only those indices cor­
responding to variables which are integer-valued in the continuous 
correspondent of the integer program under consideration. In this case 
a suitable arrangement should be chosen for each x., j e S„ so that x. 
] 0 3 
would be initially fixed at some value near that taken by x_. in the 
optimal solution to the continuous problem. 
(4) If a feasible solution to the initial problem is known, it 
can be used as a source for several different initial partial solutions. 
For instance, one might have = {j | x_. > 0 in the given feasible solu­
tion} with X chosen as described in (3). An alternative would be to 
b0 
have S = {j|x. = 0 in the given feasible solution} with X = (0,»««,0). 
0 1 S0 
Heuristic schemes for initialization which reflect the structure 
of certain classes of problems could also be used. In fact, 
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initialization can be a very important factor in speed of solution; 
e.g., a good initial starting point may lead quickly to a good feasible 
solution, thus allowing optimality considerations (see the following 
section on fathoming) to exclude large numbers of solutions from 
explicit consideration. 
Simple Tests for Fathoming 
To a large extent, the strength of any implicit enumeration 
algorithm lies in its fathoming process, since it is by fathoming that 
solutions are evaluated implicitly rather than explicitly . To fathom 
a given partial solution it is sufficient either to demonstrate a best 
feasible completion to that partial solution or to determine that there 
are no feasible completions to that partial solution or finally to show 
that no feasible completion to the partial solution improves on the 
objective value of the incumbent. We shall consider fathoming tests 
based on each of these three considerations. 
Fathoming by Optimality 
Recalling that the problem formulation (refer to Chapter II) 
requires that c_, > 0, j = l,...,n, a trivial test for fathoming by 
optimality is available. Let z be the current incumbent objective 
s v 
value and z = i ex. be the objective value of the current partial 
jeS 1 : 
- s 
solution. Then, clearly, if z < z the partial solution X has been 
fathomed by optimality. As another possibility, note that at any spe­
cific iteration of the algorithm, the problem of determining a best 
feasible completion to the current partial solution is again an integer 
programming problem. In certain instances the optimal solution to this 
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subproblem is easily obtained. The following simple test provides suf­
ficient means for establishing a best feasible completion to the partial 
solution being examined: Form the completion corresponding to an 
assignment of 0 value to all free variables. If this particular comple­
tion is feasible, it is certainly a best feasible completion since to 
assign a positive value to any free variable would increase the value of 
the objective function. This particular completion is also a best pos­
sible completion from the current partial solution in the sense that it 
determines a lower bound on the values of the objective function which 
can be obtained by any completion of the current partial solution. We 
are thus provided with sufficient means for fathoming a partial solution 
via determination of its best feasible completion; if this test proves 
successful, the new incumbent solution is recorded and the enumeration 
process backtracks to a new partial solution (as discussed in Chapter 
II). If this test is unsuccessful, however, we next attempt to fathom 
the current partial solution by demonstrating either that it can possess 
no feasible completions or that no feasible completion to the current 
partial solution has objective value improving on that of the incumbent. 
Fathoming by Infeasibility 
Further means of fathoming a partial solution can be developed 
based on feasibility considerations alone. Note that at any specific 
iteration, the problem under consideration relative to the current par­
tial solution X Q may be expressed as: 
Min z S + £ c . x . (5) 
j4s 1 3 
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s v 
subject to b. + 2, a- - x - °» i=l,"-,ni 
1 j4S 1 3 3 
d. ^ x. ̂  0 and x. integer, ĵ S 
3 3 3 
where we define z S = V ex. and bS. = b. + 7 a. .x.. 
• c 3 3 1 1 • c 1 3 3 
jeS J J j eS J J 
A specific constraint of (5) will be termed Unfeasible if no 
assignment of admissible values to the free variables exists which 
satisfies that constraint. More precisely, a necessary and sufficient 
condition that the ith constraint of (5) be infeasible is that b. + 
l 
Max T a..x. < 0. Note that the maximization in this expression is 
accomplish by assigning a value of 0 to those x_. for which â _. < 0 and 
a value of d. to those x. for which a.. . £ 0. Thus if any constraint of 
3 3 13 
S Y 1 
(5) satisfies the inequality b. + ) Max(0,a..d.) < 0, then the partial 
solution given by Xg has no feasible completion and hence has been 
fathomed. We next consider a means for fathoming a partial solution by 
showing that any feasible completion to that partial solution cannot 
improve on the objective value of the incumbent solution. 
Fathoming by Conditions Related to Both Optimality and Feasibility 
Consider again the problem (5) which is encountered at any stage 
of the enumerative procedure. If we denote the incumbent objective 
value as z, then it is clear that no x., ĵ S for which z S + c. ̂  z can 
3 3 
be non-zero in any completion to Xg which improves (strictly) the objec­
tive value of the incumbent solution. Similarly, in the event that 
augmentation is necessary we would like to assign positive value only to 
those free variables which can lead to a reduction in the infeasibility 
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of (5) (i.e., to those x . . j 4 S for which a.. > 0 for some i such that 
1 i : 
s s 
< 0). In this context we define the set T as follows: 
T S = {j|j<£S; z s + c. < z and a. . > 0 
for some i such that b. < 0}. 
I 
s • 
T thus contains indices of those free variables which are candidates for 
becoming fixed; i.e., augmentation of one or several of those variables 
s 
indicated by the elements of T into the set S may lead to an improved 
feasible solution (i.e., a new incumbent). Note in particular that if 
T = <{> then the partial solution given by Xg has been fathomed by 
demonstration that no feasible completion of X^ results in an improved 
incumbent objective value. 
These various simple tests for fathoming are easily implemented 
computationally to provide several sufficient means for fathoming a given 
partial solution. Note, in particular, that the test for constraint 
infeasibility is somewhat limited in that in its present form it is only 
applicable to individual constraints. Many powerful means of fathoming, 
based on considering non-negative linear combinations of the constraints 
of (5) will be developed in Chapter IV. We now turn to consideration 
of the augmentation step of the algorithm. 
Augmentation 
The augmentation process is the explicit enumeration portion of 
the algorithm. When attempts to enumerate implicitly (i.e., via fathom­
ing) fail, we resort to explicit enumeration until fathoming success 
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occurs. Given that there is considerable latitude in determining the 
specifics of augmentation, it seems reasonable to consider an augmen­
tation process which might increase the efficiency of the algorithm 
(see results in Chapter V) by prescribing the augmentation of variables 
which lead to partial solutions which are amenable to the fathoming 
tests used. Consequently several possible augmentation disciplines 
will be described; each is based on heuristic considerations of the 
enumerative procedure. 
(1) In an attempt to proceed quickly to a feasible solution, 
Balas' augmentation rule is available: Fix at its upper bound that 
m 
variable x. which maximizes the expression J min(0,b.+a..d.) over all 
: i=l 1 1D D 
j e T . In a sense the noted expression gives a measure of the total 
system infeasibility remaining after x_. is fixed at value d_., so that 
maximization of this non-positive expression minimizes system infeasi-
bility for the next iteration. 
(2) In direct contrast to (1), we might fix at its upper bound 
that variable which maximizes total system infeasibility. This approach 
might prove useful (during for instance, the phase in which the algorithm 
is verifying optimality of an incumbent solution) by making the partial 
solution obtained at the next iteration more susceptible to fathoming 
tests based on infeasibility. 
( 3 ) Another approach would be to fix that variable (at either 
its upper or lower bound) which minimizes d_. for j«£S since this would 
minimize the number of additional branches added into the explicit 
solution tree on the subsequent iteration. The computational comparison 
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of this rule and (1) above given in Chapter V seems to indicate that 
this is a worthwhile heuristic. 
( 4 ) One might alternatively consider a minimum cost augmentation 
discipline, based on the heuristic that an algorithm using this rule 
would tend to explore more quickly those solutions with lower objective 
values and hence obtain a good feasible solution more quickly. Such a 
rule would augment at its lower bound that variable which minimized c. 
for all j<iS. 
Fathoming Several Partial Solutions Simultaneously 
The necessary means for a simple implementation of the enumera­
tive algorithm are now at hand; tests for fathoming partial solutions 
and rules for augmentation can be chosen from those presented above with 
considerable flexibility. Before considering more powerful methods of 
fathoming based on infeasibility of systems of constraints, we first 
consider some straightforward means of extending the above tests in 
order to fathom several partial solutions simultaneously, taking 
advantage of an appropriate arrangement of the admissible values of the 
variable whose index is rightmost in S. We note that such tests are, 
of course, applicable only to an algorithm which deals with bounded 
integer variables directly rather than in piecemeal fashion as in the 
binary conversion of a problem with bounded integer variables. Success 
in fathoming is always followed by backtracking, and consequently one 
might suspect that fathoming several solutions simultaneously should 
tend to accelerate the enumeration process. 
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Optimality Tests 
Fathoming by optimality occurs when the best possible solution is 
feasible (as described earlier). Suppose that a partial solution X g is 
fathomed by optimality, and let j be the rightmost index of S. In this 
case, if the fixed variable x.. is being sequenced through increasing 
values (arrangement 0,1,. . . ,d_.), we may immediately eliminate j from 
S and backtrack accordingly, since c.. ̂  0 implies that an increase in 
x_. will lead to partial solutions with a non-optimal objective value. 
Alternatively, suppose this same situation is encountered and x.. is 
currently being decreased (arrangement d.. ,d_.-l,. .. ,1,0). Then con­
siderations of feasibility imply that x_. may be reduced to 








for i such that a.. < 0 13 
- 1, for i such that a.. > 0 
13 
before violating feasibility while improving the incumbent solution. 
Infeasibility Tests 
Another means of fathoming developed for single partial solutions 
was by constraint infeasibility. The extension in this case to fathom­
ing multiple partial solutions is quite natural. Suppose that the ith 
constraint is infeasible relative to the partial solution X g; i.e., 
3 = bS. + J Max(0,a..d.) < 0. Let j be the current rightmost index in 
S. If x. is being increased (arrangement 0,1,...,d.) and a.. < 0 then 
-'o 1 " ' o 
all admissible values of x. have been fathomed, since to increase x. 
3 o ] o 
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under such conditions cannot diminish the infeasibility of the ith con­
straint (i.e., cannot increase 3). A similar result is obtained if x. 
-'o 
is being decreased (arrangement d. ,d .-1,...,1,0) and a.. > 0. On the 
1 1 i l 
other hand, suppose that x_. is increasing and a„ > 0. In this case 
o we can only increase x. by 
-'o a. . 
o , at which point the ith equation 
becomes feasible. Again, a similar result holds if x. is being 
-'o 
decreased and a.. < 0. It is useful to note the applicability of these 
1-'o 
results to surrogate constraints, which are designed to be specifically 
susceptible to such tests (see Chapter IV). 
Tests for Relative Bound Redefinition 
Another form of fathoming several partial solutions simultaneously 
is by recomputing the bounds on the free variables relative to a given 
partial solution. At any stage of the enumeration process the question 
of interest in attempting to redefine bounds on the free variables is: 
What are the upper and lower bounds on , ĵ S for all feasible comple­
tions to the current partial solution which improve on the incumbent 
value of the objective? It is clear that sufficient tests for answering 
this question will provide means for simultaneously fathoming several 
partial solutions since they will limit the range of a variable to be 
augmented. 
Certainly no variable should be fixed at a value which implies a 
non-optimality (multiple fathoming via optimality); i.e., no variable 
g _ should be fixed at one of its admissible values such that z + ex. ^ z. 3 1 
Similarly, no variable should be fixed at a value which forces one of 
the constraints of (5) to be infeasible (multiple fathoming via 
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infeasibility); i.e., no x_. should be fixed at a value such that 
bS. + a..x. + £ Max(0,a.,d, ) < 0. These considerations lead to the 
1 ± J 3 k * j , k 4 S ^ k 
possibility of defining a new (and possibly strengthened) upper bound 
on each free variable; such bounds will be valid in any improving 
feasible solution to the current partial solution. This upper bound 
redefinition may be accomplished by computing a temporary upper bound 
d\ for x_.,ĵ S by considering the following constraints: 
x_. > 0 and integer (6) 
x. < d. 
: 3 
s . z - z 
X . < 3 c. 
b^ + J Max(0,a.kdk) 
k*i kiS 
x. < t L l , for all i such that a. . < 0. 
13 
In addition, it is easily seen that a new lower bound redefinition may 
be accomplished by computing a temporary lower bound i\ for x_.,j<£S by 
considering the following constraints: 
x_. ̂  0 and integer (7) 
x. < d. 
3 3 
b. + I Max(0,a.kdk) 
x. > k ^ ' k (* S , for all i such that a. . > 0. 3 13 - a. . J 
13 
33 
For notational convenience it is assumed that and represent the 
upper and lower bounds, respectively, for x_. at any given stage of the 
enumeration. The use of such bounds plays an important part in deciding 
which free variable should be augmented when attempts to fathom a par­
tial solution fail. 
The incorporation of such temporary bounds into the enumerative 
algorithm is easily effected by computing such bounds via (6) and (7) 
and resetting the temporary upper and lower bounds for each free vari­
able x_.,ĵ S to dj and 0, respectively, after fathoming. The inclusion 
of such temporary bounds on free variables is straightforward in each 
of the tests described earlier; for example, the necessary and suffi­
cient condition for the infeasibility of the ith constraint of (5) 
s r 1 ' becomes b. + ) Max(a.. £.,a.. d.) < 0. 
i jj s i]] H 3 
Inclusion of these extensions to permit fathoming of multiple 
partial solutions should certainly enhance the fathoming capabilities 
(and hence the implicit nature) of the algorithm. To provide additional 
means for fathoming single partial solutions by determining the feasi­
bility of (5), we next consider the possibility of producing infeasible 
constraints via non-negative linear combinations of the constraints of 
(5). This approach will also be shown to lead conveniently to further 
techniques of fathoming multiple partial solutions by relative bound 





As previously stated (see Chapter III), a necessary and suffi­
cient condition for the infeasibility of a given constraint 
bS. + J a. .x. > 0 is that bf + Max J a. .x. < 0. Such considerations 
1 jjs 1 3 ] 1 x US v 3 
have yielded tests which are useful in fathoming partial solutions. 
However, previous developments concerning constraint infeasibility are 
meaningful only as applied to constraint inequalities individually. It 
is quite natural to attempt to extend these tests in order that several 
inequalities may be treated simultaneously, since a system of inequali­
ties may be infeasible although each inequality is feasible. Consider 
r. the following example: s 
-4 - x + 2x 2 > 0 
where 0 < x , x < 3, and 
-4 + 2x - x 2 > 0 1 2 
the x_. are integral. Clearly, the points (0,2), (0,3), (1,3), and 
(2,3) satisfy the first inequality and the points (2,0), (3,0), (3,1), 
and (3,2) satisfy the second inequality, while there is no point 
(x^jX^) such that 0 ̂  x^, x^ ̂  3 which satisfies both inequalities 
simultaneously. Since any point which satisfies a system of inequali­
ties must necessarily satisfy any non-negative linear combination of 
those inequalities, it is reasonable to consider the ability of such 
constraints to reflect the infeasibility of an entire system. For 
instance, in the example given above, the inequality -8 + x^ + x^ ̂  0, 
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generated as a linear combination of the two inequalities with unit 
weight on each, is clearly infeasible. for 0 < x^, < 3 and hence 
reflects the infeasibility of the original system. Specifically then, 
we wish to consider the conditions under which an infeasible constraint 
can be generated by non-negative linear combinations of a system of 
constraints; as such constraints are generated directly from the 
original system of constraints, they will be called surrogate constraints 
[2,8,10,11,12,14]. 
Strongest Surrogate Constraints 
At any given stage of the enumeration process, the constraint 
set which must be satisfied by any solution improving on the current 
best solution is (assuming current partial solution X ): 
s 
bS. + 7 a..x. > 0, i=l,...,m (8) 
z S + _|s0.x. < 5 (9) 
0 < Xj < d. and x^ integral, j4S (10) 
s s — 
where b̂ ., z , and z are as defined in Chapter III. After Geoffrion [10], 
we will define the strength of a given surrogate constraint with respect 
to its proximity to infeasibility. 
Definition: The surrogate constraint y1(b+Ax) + (z-cx) > 0 is said to 
2 be stronger relative to X than the surrogate constraint u (b+Ax) + s 
(z-cx) > 0 if 
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1 - 2 -Max {u (b+Ax) + (z-cx)} < Max {u (b+Ax) + (z-cx)}. 
x (j4S) Xj(j^S) 
Since any solution satisfying (8)-(10) must also satisfy any non-
negative linear combination of (8) and (9), demonstration of > 0, 
i=l,. . . ,m for which 
m 
{ £ u.(b. + £ a . . x . ) + z - z - £ ex.} < 0 for every x. e r., j^S 
i=l 1 1 j<|S 1 3 3 j*S 3 3 3 3 
where Y. - {x.lx. integer, 0 < x. < d.} is sufficient to show the in-3 3 1 3 3 3 
feasibility of (8)-(10). The above purpose is served if we show that 
m 
Max { 7 u.(b? + J a..x.) + z - z S - [ ex.} < 0, 
x.£l\ i=l 1 1 j4S 1 3 3 jiS 1 3 
3 3 
In other words, such an inequality proves the non-existence of a com­
pletion to the current partial solution which simultaneously verifies 
the original problem constraints and reduces (strictly) the current best 
objective value. 
Applying the derivation given in [10], the problem of determining 
a strongest surrogate constraint relative to the partial solution X g may 
be written in the following form: 
m 
Min Max { J u.(b? + £ a..x.) + ( z - z S - £ ex.)} (11) 
u x.cr. i=l 1 1 j*S 1 3 3 j*S 3 3 
subject to u. ̂  0, i=l,...,m, where T. - {x.lx. integer, 0 < x. < d.}, i 3 3 3 3 3 
as defined earlier. 
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Rearranging terms we get: 
m m s z - z + Min{ Y u.b. + Max { Y ( Y u.a.. - c.)x.}} (12) 
u i=l x.eT. 3<tS 1=1 J J J 
3 1 1 
where ^ 0, i=l,...,m. 
For fixed u^, i=l,...,m we may treat the inner maximization in (12) as 
an integer program: 
m 
Max I ( I y.a.. - c.)x. (13) 
x.eT. j4S i=l 1 1 3 3 3 
3 3 
The optimal value of (13) is independent of the integrality restrictions 
on the x. (the bounds d. are integral) so that (13) becomes a linear 3 3 
program: 
m 
Max Y ( Y u.a.. - c.)x. (14) 
Ar, i 13 3 3 x. j4S i=l 
subject to 0 < x. < d., j^S. 
3 3 
We may rewrite (14) using the duality theorem of Linear Programming to 
obtain: 
Min I u.d. (15) 
t o . j4S 3 3 
3 
m 
subject to U K > ^ ^iaij " cj » ^ S 
O K £ 0, j*S. 
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Fina l ly , substituting (15) into (12) we obtain the following l inear 
program which is equivalent to the or iginal problem (11) of determining 
a strongest surrogate constraint relat ive to the par t ia l solution X g : 
m 
Min v = z - z S + J y.b? + J oi.d. (LP,, ) 
y ,oj 1=1 3$S J J s 
m 
subject to ) iJ.a., - w. ^ c . , i^S 
1=1 1 1 3 3 3 
Ui > 0 , i = l , . . . , m 
a). > 0 , j^S. 
Means for fathoming a given par t ia l solution are immediately 
available from the solution to (LP^ ). Suppose v = Min v < 0. This 
s y ,oj 
can be true i f and only i f there exist y^ > 0, i=l,»-' ,m such that 
m m 
Max {z - z + J y.b? + J ( J p . a . . - c.)x.} < 0 for T. 
x. er. i=i 1 1 jis i=i 1 1 3 3 3 3 
3 3 
defined as above. Hence for every x.. e I\ , j^S , the expression within 
brackets in the above inequality is non-positive and the constraint 
m m 
z - z S + J y .b . + y ( J y . a . . - c.)x. > 0 
i=l 1 1 jjs i=i 1 1 3 3 3 
which is only a rearrangement of the surrogate constraint 
m 
y y.(b? + J a..x.) + (z - z S - I e x . ) > 0 
i=l 1 1 jjs 1 3 3 j{s 3 3 
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is infeasible for every x_. e I\ , j^S. 
The role played by (LP ) in the solution process is the follow-
x s 
ing: At any iteration one may attempt to fathom the current partial 
solution by performing simplex iterations on (LP ) until v < 0 in which 
x s 
case the current partial solution X g has been fathomed, or until an 
optimal solution v > 0 to (LP ) is obtained implying the non-existence 
X 
s 
of an infeasible surrogate constraint. Since such surrogate constraints 
are highly susceptible to the fathoming tests for constraint infeasi-
bility developed in Chapter III, we note that augmenting such constraints 
to the original problem may prove effective with respect to these tests. 
Thus a surrogate constraint need not be discarded after its generation 
in solving (LP )—the k (where k is a specified number) most recently 
x s 
generated surrogate constraints may be maintained throughout the enumer­
ation process. This heuristic appears to have proven useful in the 
computational results of [10]. 
Sequential Solutions to the Imbedded Linear Program 
Implementation of fathoming via (LP ) may be easily effected by 
x s 
using the revised simplex method for solving (LP ). The revised sim-
x s 
plex method also provides a convenient framework in which one can take 
advantage of the fact that (LP ) need not be solved from its initial 
x s 
tableau each time it is used in the solution process. Specifically, 
suppose (LP ) is utilized on some iteration and at some future itera-
x s 
tion with partial solution X g ? we wish to attempt to fathom using 
(LP ). From the information available from (LP ) we can construct 
x . x s 1 s 
an advanced tableau for (LP , ) in one of two ways: 
X t s 1
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(1) If the same variables are fixed in X and X', (i.e., S = S f) 
s s' 
then only the values of these variables can be different (i.e., X g * 
X',). Hence (LP , ) is identical to (LP ) except possibly for the 
S X , X 
1 1 s s 
elements z , b^, i=l9'**9m and d̂  , j<tSr. In other words, generation of 
an advanced tableau for (LP v r ) may be effected merely by an appropriate x t s T
change of the objective function for (LP ). 
A s 
(2) If S f # S then it is necessary to alter the (LP ) tableau 
x s 
by column and row deletions and/or additions depending on how S r differs 
from S. Suppose first that J€Sr and j<£S (i.e., x_. is currently fixed 
but was free at the time (LP ) was used). Then both the constraint 
x 
m s 
) u.a.. - a). < c. and its corresponding slack variable s. as well as the variable u). must be deleted from the (LP.. ) tableau. Means for such 3 X J s 
deletions are most easily explained by considering whether s_. and u k are 
basic or non-basic variables in the final tableau for (LP ) considered: 
x s 
Case (i): Suppose s. and to. are both basic in the final 
3 3 
tableau of (LP,, ). This cannot be since the columns corresponding to s. X 3 s 
and oo. in (LP ) are linearly dependent. 3 x J s 
Case (ii): Suppose either s. or oo. , but not both, to be 
3 3 
basic in the final tableau of (LP^ ). Then the columns corresponding 
s 
to s. and u>. and the constraint in which s. or oo. is basic are simply 3 3 3 3 
deleted after which techniques described in (1) above are used to 
obtain an advanced tableau for ( L P ^ t ) • 
s' 
Case (iii): Suppose neither s. nor u>. is basic in the final 
3 3 
tableau of (LP ). In this case, from the structure of (LP ) it is X X s s 
evident that those columns in the final tableau of (LF^ ) which 
s 
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correspond to s. and u). must be non-zero. Furthermore, the structure of 3 3 
(LP ) yields the convenient property that the a).-column must be the X l s J 
negative of the s.-column in each tableau of (LP ). Hence one is 3 X J s 
assured that a pivot can be made in the final tableau of (LP ) which x s 
forces either s.. or O K to become basic while maintaining primal feasi­
bility. After such a pivot we are once again in Case (ii) considered 
above. 
On the other hand, suppose that j|S' but jeS (i.e., x. is cur­
rently free but was fixed during the iteration on which (LP ) was 
s being used). In this case we must alter the final tableau of (LP ) by x m s 
adding the constraint / u.a.. - O J . < 
. , i i ] : 
i=l 
^ c. and the s . - and UJ . -columns 3 3 3 
in order to obtain an advanced tableau for (LP , ). This is easily 
X t s' 
accomplished using standard methods; in the event that the solution 
derived in this manner for (LP f ) is not primal feasible, the fact x » s 1
that the OK-activity is the negative of the s_.-activity provides a 
convenient means for obtaining primal feasibility—s^ will be basic, 
so merely pivot to let a)_. replace s_. in the set of basic variables. 
This feature eliminates the need for a dual simplex algorithm in obtain­
ing (LP f ) from (LP ). After such an addition as that described above 
X , A 
s 1 s 
we once again use the means given in (1) to obtain the appropriate 
advanced tableau for (LP , ). 
These considerations can be used to considerable advantage in 
making (LP ) a computationally efficient means of attempting to fathom x s 
the partial solution X . In addition, the ease of transforming a basic 
s 
feasible solution for (LPV ) into a basic feasible solution for (LP f ) 
X X , 
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facilitates the implementation of such schemes as using the imbedded 
linear program as a fathoming tool only on every kth (where k is a 
specified constant) iteration of the basic enumeration process. This 
idea leads to apparent computational success in some instances as 
described by Geoffrion in [10]. 
Fathoming by Optimality Considerations 
Still further fathoming information is available from (LP ). x s 
Writing (LP ) as a maximization problem we have: x s 
m 
Max (-v) = z S - z - J y.b? - J co.d. (16) 
i=i 1 1 iiS 3 3 
m 
subject to J y.a.. - a). <c..jiS 
y i 2s 0 , i=l, • • • ,m 
O K > 0 , j<fcS. 
By duality considerations we obtain the following equivalent of (16) 
Min I ex. + z - z (17) 
j4S 1 1 
subject to y a. .x. ̂  - b3.. i=l.««»,m 
j*S 1 : : 
- x. > - d., jiS 
x. > 0 , j{S. 
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Rewriting (17) we see that (LP ) is merely the dual (with the constant 
A s 
z S - z added to the objective function) of the linear program obtained 
at each stage of the solution process by omitting the integrality 
restrictions on x.., j 4 S. Namely, 
Min ; c.x. 
US 3 3 
subject to b? + J a..x. > 0, i=l9.».9m 
0 < x. < d., j<£S. 
: : 
Thus the dual variables of (LP ) may be used to provide another 
A s 
sufficient condition for fathoming X : If an optimal solution to (LP ) s X s 
has integral dual variables, then these variables provide an optimal 
solution to (Pv ) with the integrality restrictions on the x., jiS x ~\ s J 
included, and hence provide a best feasible completion to X g, thus 
fathoming the>partial solution X g. Incorporation of these considerations 
into the enumeration procedure is easily accomplished (see Figures 1 and 
2 in Chapter V). 
Relative Bound Redefinition 
In addition to the useful features already described, an optimal 
tableau for (LP ) may provide information which allows one to strengthen 
s 
the upper and lower bounds on the free variables. As discussed earlier 
in Chapter III, this capability leads to fathoming several partial 
( p x ) 
s 
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solutions simultaneously. Such means for reducing the range of admis­
sible values for free variables is of considerable importance, since 
this reduces (enormously in some instances—refer to Chapter V) the 
number of partial solutions which must be explicitly examined in the 
event that augmentation is necessary. Suppose then that an optimal 
solution for (LP ) is at hand, and let x. be free (i.e., j i S ) . A 
X "1 O 
s o 
lower bound on admissible values of x. in any feasible completion to 
3o 
X g is provided by the smallest integer greater than or equal to the 
solution to the following linear program: 
Min x_. (18) 
S V 
subject to b. + ) a..x. ^ 0, i=l,..',m 
1 J * S 1 3 3 
0 < x. < d., j^S. 
: "J 
Similarly, an upper bound on admissible values of x. in any feasible 
3o 
completion to X g is provided by the largest integer less than or equal 
to the solution to: 
Min (-x. ) (19) 
s R 
subject to b^ + I a£j xj - ° J !=!,••*,m :4s 
0 < x. < d., j^S. 
D 1 
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Solutions to the linear programs (18) and (19) may be obtained by a 
simple alteration of the objective function of (P ), and hence by an 
s 
alteration of the right-hand side vector in ( L P X )• Using the termi-
-1 s 
nology of the revised simplex method, let B be the current basis 
inverse matrix for (LP.. ), and let IT., be the dual variable associated 
X -| 
-1 S ° . 
with the column of B which corresponds to the index j . The structure 
of (LP ) indicates that replacement of the original right-hand side 
X s 
vector for (LP ) by the objective function of problem (18) (of problem 
X s 
(19)) is accomplished by replacing the current right-hand side vector 
for (LP ) by a positive (negative) copy of the column corresponding to 
X 
- I . . 
j in B . Consequently this replacement provides an immediately 
optimal solution for (18) (for (19)) if the elements of the column cor­
responding to j in B ̂  are all non-negative (non-positive). Optimality 
of (LP ) implies that 0 ^ IT . < d. so that (LP ) provides convenient X 3 D X s Jo Jo s 
means for redefining (and possibly improving) the bounds for the free 
variable x. : If the column corresponding to x. in B ^ is non-negative 
3o 3o 
(non-positive) then [TT . ] provides a new lower (upper) bound on the 
3o 
admissible values of x. in any feasible completion to X . 
3o 
Near Optimal Solutions 
The dual relation shared by (LP ) and (P ) also provides con-
X X s s 
venient means for introducing fathoming techniques based on the maximum 
possible objective improvement resulting from any completion to X g. 
Note that fathoming can occur here. Specifically, for any free 
variable if bound redefinition results in a relative upper bound smaller 
than the relative lower bound then certainly X g has been fathomed. 
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Denote by (I ) the integer programming problem relative to X at each 
x s s 
stage of the enumeration procedure; i.e., (I ) is merely (P ) with 
x x s s A 
integrality restrictions on the x., j^S. Then any optimal solution v 
— S 
to (LP ) provides a lower bound, z = z - z - v on the objective X Li 
S value attainable by any feasible solution to (I ). This lower bound 
x s 
is useful in constructing an algorithm which insures that the best 
integral solution found to a given problem will be within p%, where p 
is specified and 0 < p ^ 100, of the true optimal solution to that 
problem. Such an algorithm is easily obtained within the framework of 
our current algorithm if, at any stage of the enumeration one allows a 
partial solution to be fathomed by demonstration that every feasible 
completion of that partial solution admits to a percentage objective 
improvement of less than p%. This condition can be tested using z^ 
(z-zL~zs) quite easily: If (LP ) is optimal and (100) < p then any 
x -s z 
feasible completion to X g will be within p% of z. 
The inclusion of such a feature as this, allowing a prescribed 
percentage error in final results, is very worthwhile in an industrial 
context where near optimal solutions are sometimes satisfactory when 
considered against the additional cost of computation required to 
discover and verify the true optimal solution to a problem. Hence this 
capability has been included in the present algorithm as indicated in 
Figures 1 and 2 in Chapter V. 
In summary, the above considerations attest to the usefulness of 
(LP ) as a tool for fathoming both single and multiple partial solu-x s 
tions, as well as to its utility in constructing an algorithm which will 
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produce near optimal solutions to problems of the form (l)-(4). We 
next consider an equivalent formulation which provides further insight 
into the effectiveness of (LP ) as a tool for fathoming. 
X 
S 
An Alternative View of the Imbedded Linear Program 
Consider again the problem of fathoming a partial solution X ; 
s 
this may be accomplished by demonstrating that there exists no assign­
ment of admissible values to the free variables verifying (8)-(10) or 
by producing an optimal solution (i.e., one which minimizes £ ex.) 
which satisfies (8)-(10). Since fathoming by determination of an opti­
mal solution is itself an integer programming problem, it is perhaps 
easier to direct effort towards determining sufficient conditions for 
the non-existence of solutions to (8)-(10). This is precisely the 
approach followed in attempting to show via (LP ) that there is no 
X 
S completion to X which simultaneously improves the incumbent objective s 
value and satisfies feasibility requirements. In this regard, con­
fronted with the integer programming problem (I ), it seems quite 
A. 
s 
natural that one might attempt to fathom X g by exhibiting the non­
existence of improving (i.e., relative to an incumbent solution) solu­
tions to the associated linear program (P ), since it is clear that 
X 
s if (P ) admits to no improving solution, then neither can (I ). 
X X s s 
The duality theorem of Linear Programming provides a convenient tool for 
accomplishing this goal while producing a continually improved lower 
bound on feasible solutions to (P ) (and hence to (I )), namely, 
X X 
s s (LP ), the dual of (P ) which has already been discussed in this X X s s 
chapter w i t h reference to computing the strongest surrogate constraints 
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a v a i l a b l e r e l a t i v e t o t h e p a r t i a l s o l u t i o n X g . The e q u i v a l e n c e of t h i s 
a p p r o a c h and t h a t of d e t e r m i n i n g a s t r o n g e s t s u r r o g a t e c o n s t r a i n t v i a 
(LP ) i s p r o v i d e d by t h e f o l l o w i n g t h e o r e m ; t h e a l g o r i t h m i c e q u i v a l e n c e 
A 
S 
of the two a p p r o a c h e s i s o b v i o u s . 
Theorem 3: T h e r e e x i s t s a f e a s i b l e s o l u t i o n t o (P ) which i m p r o v e s on A S 
z <*̂ > there does n o t e x i s t a s u r r o g a t e c o n s t r a i n t which f a thoms X . 
s 
Proof. Le t v d e n o t e t h e i n f i m a l v a l u e of (LP ) , which i s 
A 
ft S 
n e c e s s a r i l y f e a s i b l e , and l e t z b e t h e i n f i m a l v a l u e of (P ) . x s s ~ (-*>) Assume (P ) f e a s i b l e and z + z < z . Then r e f e r e n c e t o x s 
the linear p rograms (LP^ ) , ( 1 6 ) , ( 1 7 ) , and ( P ^ ) shows i m m e d i a t e l y t h a t 
it it g — ^ ft ft ^ 
- v = z + z - z . Hence - v < 0 , so t h a t v > 0 . Hence (LP ) f a i l s A S 
to produce a s u r r o g a t e c o n s t r a i n t which fa thoms X . 
s 
(<•») I f t h e r e does n o t e x i s t a s u r r o g a t e c o n s t r a i n t which 
ft 
f a thoms X , t h e n v > 0 . S i n c e (LP ) i s a m i n i m i z a t i o n p r o b l e m and s x s 
the s o l u t i o n u . = 0 , 1 = 1 , . . . , m and u>. = 0 , j ^ S i s f e a s i b l e f o r (LP ) , 
1 1 s - s * it is clear t h a t z - z p r o v i d e s a f i n i t e u p p e r bound on v . Thus we 
o b t a i n the f e a s i b i l i t y of (P ) from t h e d u a l i t y t h e o r e m o f L i n e a r A S 
*» _ s 
Programming s i n c e 0 < v < z - z . To s e e t h a t t h e r e e x i s t s a f e a s i b l e 
s o l u t i o n to ( P y ) which improves on z n o t e t h a t v > 0 - v = 
A 
S A 
z - z + Min £ e x . < 0 ^ z + z < z , a s r e q u i r e d . 
j ^ S 3 3 
The e q u i v a l e n c e of t h e e x i s t e n c e o f s o l u t i o n s t o (P ) which 
A 
S 
improve upon t h e c u r r e n t b e s t f e a s i b l e s o l u t i o n and t h e n o n - e x i s t e n c e 
of a s u r r o g a t e c o n s t r a i n t which f a thoms X g a l s o d e m o n s t r a t e s r e a d i l y 
ft 
that although v < 0 p r o v i d e s a s u f f i c i e n t c o n d i t i o n f o r f a t h o m i n g X , 
s 
this condition c a n n o t a l s o be n e c e s s a r y . T h i s i s clear s i n c e 
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feasibility of (P ) does not always imply feasibility of (I ). This X X 
s s 
line of reasoning leads one quite naturally to consider, after failing 
to fathom X via (LP ), attempts to exploit bound redefinition capa-s X s 
bilities of (LP ) on the free variables in order to enhance the possi-
s 
bilities for fathoming after augmentation of some free variable. The 
most striking feature, however, of the above equivalence is that 
although addressing oneself to the feasibility of (P ) seems far more x s 
natural and certainly less complicated than considering the existence 
of strongest surrogate constraints, this has apparently gone unnoticed. 
In addition to its simplicity, the approach presented here suggests 
the interesting theoretical possibility of its application in other 
areas of mathematical programming. We now turn to yet another interpre­
tation, that provided by geometric considerations, of the development of 
surrogate constraints for fathoming X, via (LP ). 
s x 
s 
Geometric Interpretation of Surrogate Constraints 
Further insight into the process of fathoming a partial solution 
by the construction of an infeasible surrogate constraint is provided by 
a geometric interpretation of this process. Suppose, without loss of 
generality, that the variables x^,*-*,^ are free. Ignoring integrality, 
the feasible region of (P^ ) at this stage can be represented by B n P 
s 
where 
B = {y = (y1,-*-,yk)|0 * y < d , j=l,...,k}, and 
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k 
P = {y = (y1.---.yk)|b! + J ^ y j - °> i=i,---,m}. 
We also consider the hyperplane and the closed half-space H* defined 
as follows: 
m k 
H = (y = (y l 9--,y k)| I yi(b® + I ^.y.) = o, y ;> o, i=i,...,m} 
i=l j=l J J 
m k 
H* = (y = (y,,---^)! I ]xAbs. + I a y ) > 0, y > 0, i=l,...,m}. 
^ 1 k i=l 1 1 j=l 1 3 3 1 
The following theorem establishes the fact that, for linear constraints, 
a single constraint always exists which can be used to reflect infeasi­
bility of an entire system of constraints. 
Theorem 4: B n P = <J> <=> there exist y_̂  > 0, i=l,...,m such that 
B n H + = <f>. 
y 
Proof. (<=-) For given y^, i=l,''«,m, H* defines a closed half-
k + + space in E . Clearly, yeP implies yeH^, so that P c H^. Hence 
B n H + = <t> implies B n P = <J>. y 
(=*>) Here we consider two cases. First assume that P * <p, then 
since B is compact and P is closed, if B n P = <J> there exists a hyper-
k 
plane K = {y = (y,,•••,y, )| I a.y. + 3 = 0, a*0} strictly separating B 1 k j = 1 3 3 
and P ([23], page 50) such that B n K = <j> and P n K = <f> where 
k 








If we let int(K ) denote the open half-space defined by 
k 
int(K~) = {y = (y l S-..,y k)| I ay + 3 < 0} 
j=l 
then we also have that Pn int(K ) = $ since K => int(K ). The fact that 
Pn int(K ) = cj> can be expressed by stating that the system 
k 
I a i i y i ^ i=l,"-,m j = l 
I < ~ 3 
j=l : 3 
has no solution yeE . Using the non-homogeneous version of Farkas' 
theorem ([23], page 32), this implies that either 
m 
I P i a i i = <*•> j=l,...,k (20) 1=1 J J 
m 




I v ^ . = o, j=i,...,k (21) 
i=l J 
m 
s I y.b! < 0 •In 1 1 1=1 
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has a solution such that V K ^ 0, i=l,«««,m. If (21) holds then for any 
k s yeE we have that u(Ay + b ) < 0 . But P * <J> implies that for any 
k s ŷ  > 0, i=l,.«.,m, there exists some yeE such that y(Ay + b ) ̂  0. 
Hence (21) cannot hold for P * <j>. Thus (20) must hold. Now ye K implies 
that ay + 3 = 0, so that by (20) there exist ŷ  > 0, i=l,««-,m for 
which yAy = -3. But (20) also implies that 3 ̂  yb so that we have yeK 
s • — 
implies y(Ay + b ) < 0. Hence yeK implies that yeH^ or, in other words, 
K c H . Thus K + D H +, so that B n H + = d> which is the desired result. 
y y y 
On the other hand suppose P = ( J ) . This implies that there exists 
k s 
no yeE such that -Ay < b . From Gale's theorem for linear inequali­
ties ([23], page 33) this implies the existence of y. > 0, i=l,«««,m 
which satisfy 
m 
7 u.a. . = 0 , j=l,...,k 
I i] J i=l J 
m 
I M.b! = -1. 
1 = 1 1 1 
k S 
Hence for any yeE we must have y(Ay + b ) = -1. Thus, for this par­
ticular y we have that H* = cj>. Hence n B = (j), as required. 
We now extend the results of Theorem 4 to include surrogate con-
s — s 
straints of the form y(b + Ay) + (z - z - cy) > 0. We will denote the 
feasible region of solution for (P ) as R; i.e., let R = P n B. We 
s 
also consider the objective hyperplane 
Z = (y = (y l 9...,y k)| I c y . 
j=l 
= z - zS} and 
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k 
i n t ( Z ) = {y = ( y 1 , - - - , y k ) | I c y < z - z S } . 
j=l J 
Then t h e f o l l o w i n g t h e o r e m i s a r e s t a t e m e n t of t h e e x i s t e n c e of a 
f a t h o m i n g s u r r o g a t e c o n s t r a i n t i f and o n l y i f t h e r e i s no i m p r o v i n g 
s o l u t i o n t o (P ) . 
s 
Theorem 5 : R n i n t(Z ) = <j> <=> t h e r e e x i s t > 0, i = l , ' ' » , m such 
t h a t f o r a l l y e B , u ( b S + Ay) + ( z - z & - c y ) < 0. 
i 
Proof. (<=) Assume e x i s t e n c e o f y . > 0, i = l , * » ' , m such t h a t \ 
i 
s — s 
f o r no y e B , u ( b + Ay) + ( z - z - cy ) > 0. F u r t h e r assume t h a t 
R n i n t ( Z ) * <J>. I f t h i s i s t h e c a s e , t h e r e e x i s t s some yeB which 
s — s s a t i s f i e s b + Ay ^ 0 and z - z - cy > 0. But i f t h i s i s t r u e , t h e n 
f o r any ^ 0 , i = l , ' « « , m we have t h a t f o r some y e B , y (b + Ay) + 
( z - z - c y ) > 0 , which i s a c o n t r a d i c t i o n . Hence R n i n t(Z ) = <j>. 
(»*>) w e c o n s i d e r two c a s e s ; f i r s t l e t R # <J>. Then R n i n t(Z~) = ; 
<j> i m p l i e s t h a t t h e s y s t e m 
s 
- c y > z - z 
*— — , s 
-A b 





where d = ( d 1 , . . . , d k ) , I i s t h e k*k i d e n t i t y m a t r i x , and 0 i s a k * l 
v e c t o r of z e r o e s , h a s no s o l u t i o n yeE . Thus t h e non-homogeneous v e r ­
sion of F a r k a s ' t h e o r e m i m p l i e s t h a t 
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either [u co v] -A 
I 
-I 
= -c; [y co v] < z - z (22) 
< 0 (23) 
i 
I 
has a solution ŷ  > 0, i=l,...,m; > 0, j=l,...,k; v_. > 0, j=l,...,k. 
]̂  
If (23) holds then for any yeE we must have yAy - coy + vy = 0 and 
s s yb + cod < 0. Hence for any yeE we have y(Ay + b ) + oo(d-y) + vy < 0 
if (23) is to hold. On the other hand R * <|> implies that for any yeR 
we have y(Ay + b ) > 0; co(d-y) > 0; vy > 0. Hence for yeR we obtain 
that y(Ay + b ) + co(d-y) + vy > 0. This contradiction implies that 
(23) cannot hold; hence (22) must hold. Pick yeB. Then from (22) we 
s s -
get yAy - coy + vy = cy and yb + cod < z - z. Hence we have 
s - s y(Ay + b ) + to(d-y) + v y + z - z - c y < 0 . Further, since we have 
chosen yeB and since (22) assures us that co > 0 and v > 0 we may write 
that y ( A y + b ) + z - z - c y < 0 which is the desired result. This 
establishes the theorem for R * <j>. 
Next let R = Since R = P n B = <f>, we know by Theorem 4 that 
there exist y i > 0, i=l,*-«,m such that B n H^ = <j>; i.e., there exist 
ŷ  > 0, i=l,«««,m such that for all yeB, y(b +Ay) < 0. Since B is 
g 
compact and u(b +Ay) is a continuous function of y for fixed u, we know 
or Cy co v] -A 
I 
-I 
= 0 ; [y co v] 
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there exists 6 > 0 such that y(b +Ay) < -6 < 0. Now pick k > 0 such 
that k6 > z. Then if we define y' = ky it is clear that for all yeB, 
y'(bS+Ay) + (z-zS-cy) < y'(bS+Ay) + z < -k6 + z < 0 
g 
as required, since z > 0, c > 0, and yeB. This completes the proof. 
Note that B n P = <f> implies that there is no feasible solution 
to (P ) and that B n = <f> (PcR1"), implies the existence of a sepa-
A M M 
S 
rating hyperplane between B and P (this hyperplane becomes degenerate 
if P = <f>). Thus determination of a surrogate constraint of the form 
g 
y(b +Ay) ̂  0 which is satisfied by no yeB is equivalent to specifying a 
hyperplane strictly separating B and P since both establish infeasibility 
of the problem under consideration. Similarly we note that determina-
s — s 
tion of a surrogate constraint of the form y(b +Ay) + (z-z -cy) > 0 
which is satisfied by no yeB is equivalent to specifying a hyperplane 
which separates P n int(Z ) and B. 
If we now denote by [R] the convex hull of the integer points in 
R, then since R ^ [R], R n int(Z~) = <f> implies [R] n int(Z~) = <f> while 
it is clear that the converse does not necessarily hold. Hence, it is 
precisely those instances in which [R] n int(Z ) = $ but R n int(Z ) * $ 
that the imbedded linear program fails to fathom although there exists 
no feasible completion of the current partial solution which improves 
the incumbent objective value. 
This concludes our investigation into the various means of 
implementing the basic algorithm presented in Chapter II. The various 
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tests considered in Chapter III and their extensions presented in this 
chapter appear to imply that their implementation should result in quite 
a powerful means of treating problems of the form (l)-(4). This impli­
cation is indeed true, as is indicated by the computational results 





The implicit enumeration algorithm described in Chapters II, 
III, and IV has been programmed in order to provide a general evaluation 
of the algorithm as a whole and a specific investigation into certain 
important alternative steps for implementation discussed in Chapters 
III and IV. The computer program (refer to Appendix B for documentation) 
is coded in FORTRAN for the CDC 6600 and is currently capable of handling 
integer programming problems on the order of 70 constraints and 70 vari­
ables; a minor program change allows an increase in problem size subject 
only to the core memory restriction of the object computer. A general 
flowchart of the particular version of the implicit enumeration algo­
rithm used in the computer program is given in Figure 1; a more detailed 
flow description of the specific variant of the imbedded linear program 
used is given by Figure 2. 
A few general comments are in order before discussing the results 
of the computational study. The solution times presented in Tables 2-5 
are the CDC 6600 CPU seconds required for solution of the individual 
examples. The time required for initialization (program loading and 
input of initial problem) and termination (output of final results) is 




























































Figure 1. Flow Diagram of Implicit Enumeration Algorith m 
See Figure 2 for a more detailed description of fathoming via 
the imbedded linear program. 
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(3) 
ADD AND/OR DE 
LETE COLUMNS 









































( 1 ) I n i t i a l e n t r y i n t o imbedded l i n e a r p r o g r a m . 
( 2 ) E n t r y i n which o n l y a l t e r a t i o n t o imbedded l i n e a r p rogram o b j e c t i v e 
f u n c t i o n i s r e q u i r e d . 
( 3 ) E n t r y i n which a d d i t i o n s a n d / o r d e l e t i o n s o f co lumns and rows i n 
t h e imbedded l i n e a r p rogram a r e n e c e s s a r y . 
F i g u r e 2 . Flow Diagram o f Imbedded L i n e a r 
Program Fa thoming P r o c e s s 
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not included" in order to provide a more accurate comparison with the 
results of [10]. In order to insure uniformity with respect to the 
effects of factors other than those under investigation, the following 
solution considerations were identical throughout the study. Computa­
tion was begun in each instance with S = {l,'..,n} and X = (0,...,0). 
O S 
o 
This initialization scheme proved generally more efficient on a few test 
cases, and hence was adopted for the entire study. The imbedded linear 
program was utilized at each iteration on which the simple fathoming 
tests indicated in Figure 1 failed, in order to provide results con­
sistent with those presented in [10]; initial test cases confirmed the 
conclusion of Geoffrion in [10] that using the imbedded linear program 
proved far more effective than ignoring the imbedded linear program as a 
tool for fathoming. As indicated in Chapter IV, surrogate constraints 
computed by the imbedded linear program may be appended to the original 
problem in the hope that the simple fathoming tests will prove useful 
on such constraints. No such constraints were added in the problems 
solved since it was felt that the additional computation required to 
actually compute a surrogate constraint once (LP ) had been used would 
s 
be approximately equal to that required to re-enter the imbedded linear 
program at a successive iteration. In addition, the near optimal solu­
tion feature of the imbedded linear program was not exploited, so that 
each problem was solved to an optimal solution. 
In order to provide results consistent with n'aive program 
A 
This time is very small (.04 sec.) and is essentially the same 
for each example considered. 
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utilization, the initial bounds used on program variables were taken as 
those immediately available via optimality and feasibility considera­
tions on the variables of the starting tableau. For example, from the 
inequality 11 - 3x^ - 5x^ ̂  0 one readily obtains upper bounds of 3 and 
2 on x^ and x^, respectively. In addition, the initial upper bound on 
n 
the objective value was taken as z = £ c.d. although stronger bounds on 
j=l 3 3 
optimality were available from many of the problems. The ability to 
ascertain strong initial bounds is, however, a factor of undeniable 
importance (due to the consequent size reduction of the enumeration 
problem), as is dramatically illustrated by comparing the results of 
problems 12, 14, and 16 to those of 13, 15, and 17 in Tables 2-5. 
Tables 2-5 also give the total number of iterations (an iteration 
is defined as a single pass through the flow diagram of Figure 1) re­
quired for complete solution of each problem. In addition, the iteration 
number on which the optimal solution was discovered is given in order to 
provide an indication of the effort required in verifying optimality. 
Finally, an indication of the algorithm's ability to examine a large 
proportion of the admissible solutions implicitly is given as a per­
centage computed as follows: 
(number of admissible solutions - number of iterations) * 100 
number of admissible solutions 
Results 
The specific items under consideration in the computational study 
are: 
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(1) whether bound redefinition via the imbedded linear 
program as discussed in Chapter IV is computationally-
expedient ; 
(2) whether any general conclusions can be reached regarding 
a comparison between a minimum-branch augmentation rule 
and Balas' augmentation rule (refer to Chapter III); and 
(3) whether the direct means of treating bounded variables 
presented here is significantly more efficient than 
treatment via conversion of problem variables to sums of 
binary variables. 
The minimum-branch augmentation discipline used specified the augmenta­
tion of variables at their lower bound to provide further contrast with 
the Balasian rule of augmentation at the upper bound. 
The general characteristics of the problems solved are indicated 
by Table 1; the test problems themselves are reproduced in Appendix C. 
Each problem was solved using each of the four possible combinations of 
the factors described above for completeness. The results (Tables 2-6) 
indeed seem to indicate several general conclusions for the problems 
solved. 
Utilization of the bound redefinition capability of the imbedded 
linear program appears to offer a substantial gain in the overall per­
formance of the algorithm, regardless of the augmentation rule with 
which it is used. This improvement occurs not only in solution times, 
but also in the total number of iterations required for solution and in 
the number of iterations required to reach an optimal solution. The 
Table 1. Problem Characteristics 
Number Number Number of 
of of Admissible 
Problem Variables Constraints Solutions 
HALDI [19] 
1 1 5 4 1.792xl03 
2 2 5 4 2.592xl03 
3 3 5 4 4 . 4 0 0 X 1 0 3 
4 4 5 4 2.016xl03 
5 7 5 4 1.409xl06 
6 8 5 4 3 . 5 1 1 X 1 0 6 
7 9 6 6 5.832xl03 
8 10 12 10 2.741xl08 
IBM TEST [19] 
9 1 7 7 2.799x10s 
10 2 7 7 7.813xl01+ 
11 3 4 3 3.119x10s 
12 4a 15 15 4.748X1012 
13 4b 15 15 1.074X109 
14 5a 15 15 2 . 0 5 9 X 1 O 1 4 
15 5b 15 15 1.074xl09 
16 6a 31 31 1.919xl032 
17 6b 31 31 2.147xl09 
18 7 50 12 2.931xl031 
19 8 37 12 1.553xl035 
20 9 15 35 3 . 2 7 7 X 1 0 4 
21 DIET PROBLEM 14 12 7.465xl07 
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improvement rendered by the bound redefinition capability is quite 
dramatic in some instances (e.g., see 5, 6, 18, and 19 in Tables 3 and 
5 and 8, 17, 19, and 21 in Tables 2 and 4). The noticeable area in 
which virtually no improvement resulted from redefining bounds on free 
variables in the imbedded linear program was in problems 12-17; even 
in these cases, only a slight increase in solution time was suffered 
due to the tests for bound redefinition. The apparent conclusion is 
that the capability of the imbedded linear program to aid in bound 
redefinition is a computationally expedient means of improving the 
enumeration process. 
In comparing the data obtained by varying the augmentation rule, 
results are not nearly so well defined as above. The minimum-branch 
rule is apparently superior on problems 1-8, 16, and 18 while Balas' 
rule proved more effective on problems 9-15, 17, and 19-20; results 
on problem 21 were mixed. Although these results do not indicate any 
general preference of which augmentation rule should be used, it is 
interesting to note that if the bound redefinition feature of the im­
bedded linear program is used, the algorithm generally appears to per­
form more efficiently with the minimum-branch rule; the only significant 
exceptions to this statement are problems 15 and 19 in Tables 4 and 5. 
This tends to suggest that for naive program usage, the bound redefini­
tion feature of the imbedded linear program and the minimum-branch 
augmentation rule should be used. 
The general performance of the algorithm appears quite satis­
factory, both in terms of solution times as well as in terms of the 
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ability of the algorithm to implicitly enumerate a large percentage of 
the admissible solutions to each problem. In this regard, however, one 
cannot underestimate the consequence of providing good initial bounds on 
the problem variables in order to reduce the number of admissible solu­
tions; reference to problems 12, 14, and 16 versus problems 13, 15, 
and 17 in any of the Tables 2-5 attests to this fact. It is also of 
significance to note that every problem was solved (refer to Table 4), 
and within reasonable limits on the required amount of computation. 
An excellent summary of recent computational experience with 
other algorithms is provided in [10]. In order to provide a more 
meaningful comparison between the solution times presented in [10] and 
.»J .TJ 
those given here, the computer code given in [9] has been run on the 
CDC 6600 for problem 20, which is a binary integer programming problem. 
The CDC 6600 CPU time required for solving this problem on the code 
given in [9] was 7.443 sec. A direct comparison between codes is 
hazardous due to programming differences and different implementations 
of the basic enumerative procedure. It is of interest to note, however, 
that solution times in Tables 2-5 vary from 4.045 sec. to 5.228 sec, 
indicating that the algorithm presented here is slightly more effective 
Relatively weak initial bounds are used in these cases. 
The considerably stronger bounds used by Geoffrion in [10] are 
used in these examples. 
«!G AT* 
With S = {1,-««,15}, X = (0,...,0); no surrogate constraints 
O o o 
are carried in the solution process; the imbedded linear program is used 
at each opportunity. 
*V rf« 
Subtracting .06 sec. for program initialization and termination. 
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on this particular problem. Hence one would suspect that on integer 
programs with larger than binary bounds on the problem variables where 
relative bound redefinition plays an important role (problems 18 and 
19, for example), the algorithm presented here should compare equally 
well, if not better, than existing solution methods. It is also worth­
while to reiterate the ability of an algorithm such as that developed in 
this thesis to deal with problems in which bounds on program variables 
are so large as to make binary conversion impossible under computer 
storage restrictions. 
To provide a more decisive comparison between the algorithm 
presented here which treats bounded variables directly and existing 
algorithms which treat only binary problemsa all of the problems 
solved were converted to binary form and then solved on the CDC 6600. 
The results of this investigation, which conclusively indicate the 
efficiency gained by handling such problems directly, are presented in 
Table 6. Table 6 gives problem solution time for each binary problem 
on the code (ENUMER8) for the algorithm presented in this thesis as well 
as the solution time required on the code (RIP30C) presented by Geoffrion 
in [9]. In addition, Table 6 provides the problem size (in both binary 
and direct form) of each example considered. 
The results from Table 6 indicate quite emphatically the advan­
tages rendered by solving such problems directly; on each problem except 
"The IBM TEST [19] problems 4b, 5b, and 6b are not considered 
here; their counterparts with larger bounds (problems 4a, 5a, and 6a) 
were converted, however, both to give an indication of the ability of 
the algorithm presented here to deal with large problems and to 
demonstrate the dramatic effect of solving such problems directly. 
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number 16, solution times increased by a factor of 4-12 when binary 
conversion was used. Reference to problems 8, 12, 13, 14, 15, and 18 
indicates that the superiority of the direct technique over binary con­
version techniques appears to increase with the size of the problem. 
It is also interesting to note that for most of the larger problems 
(e.g., problems 12, 13, 14, 15, and 17) in binary form ENUMER8 appears 
to perform significantly better than RIP30C. On the other hand, for 
problems 5, 6, 8, and 16 in binary form, RIP30C is more efficient than 
ENUMER8. These discrepancies are most likely due to different augmen­
tation rules and slightly different implementations of the basic 
enumerative process. The dramatic improvements obtained by solving 
problems directly over solving problems in binary form on either RIP30C 
or ENUMER8, however, is attributable only to the conclusion that, for 
most problems, the direct method of solution is far superior. The 
single exception to this statement among those problems solved is 
problem 16; a reasonable explanation of this exception is indicated in 
Chapter VI and an enhancement to the direct treatment of bounded vari­
ables is also indicated there which should mitigate solution times on 
such problems. 
In summary, the implementation of the enumerative algorithm pre­
sented in Chapters II-IV has shown this method to be among the best 
available for solving general integer programming problems of the form 
(l)-(4); computational success is certainly exhibited on those problems 
The particular augmentation discipline used can effect results 
quite substantially; e.g., refer to problems 15-20 in Tables 2 and 3. 
6 
considered. In fact, utilization of the algorithm presented here make 
core storage limitations of present day computers a more realistic 
restriction than computation time limitations in determining which 
integer programs can be solved economically. Furthermore, this imple­
mentation has indicated that the capability of using the imbedded 
linear program to redefine relative bounds on free program variables i 
a worthwhile incorporation which can lead to significant improvement 
in some instances at only slightly increased computational effort on 
each iteration. We next consider conclusions indicated by this thesis 
as well as areas it suggests for future research. 
Table 2. Results Using Minimum-Branch Augmentation 
and No Bound Redefinition 
Percentage of 
Iteration on Admissible 
Solution Which Optimum Solutions 
Time5* Number of Solution Implicitly-
Problem (sec.) Iterations Was Found Enumerated 
HALDI [19] 
1 1 .025 54 21 96.986 
2 CM .017 36 24 98.611 
3 3 .021 53 29 98.795 
4 4 .016 26 23 98.710 
5 7 .097 352 252 99.975 
6 8 .126 472 327 99.987 
7 9 .029 32 32 99.451 
8 10 .372 206 188 100.000 
IBM TEST [19] 
9 1 .060 36 22 99.987 
10 2 .130 88 14 99.887 
11 3 .022 85 18 99.973 
12 4a 1.545 409 304 100.000 
13 4b 1.119 234 177 100.000 
14 5a 52.238 14549 553 100.000 
15 5b 40.792 8035 136 99.999 
16 6a 63.115 6924 5450 100.000 
17 6b 20.984 482 22 100.000 
18 7 3.737 1478 1257 100.000 
19 8 >500.000 - - -
20 9 5.228 414 20 98.737 
21 DIET PROBLEM .938 477 448 99.999 
Excluding .04 sec. for program initialization and termination. 
Table 3. Results Using Balas' Augmentation 
Rule and No Bound Redefinition 
Percentage of 
Iteration on Admissible 
Solution Which Optimum Solutions 
Time" Number of Solution Implicitly 
Problem (sec.) Iterations Was Found Enumerated 
HALDI [19] 
1 1 .043 106 21 94.085 
2 2 .031 66 24 97.454 
3 3 .045 106 29 97.591 
4 4 .022 41 23 97.966 
5 7 2.567 10363 7529 99.265 
6 8 3.627 14625 695 99.583 
7 9 .108 153 87 97.377 
00 10 2.043 1430 344 99.999 
IBM TEST [19] 
9 1 .059 36 22 99.987 
10 2 .094 61 14 99.922 
11 3 .020 92 18 99.970 
12 4a 1.415 409 334 100.000 
13 4b .922 190 158 100.000 
14 5a 51.112 12920 622 100.000 
15 5b 27.276 4794 158 100.000 
16 6a 126.582 22133 20852 100.000 
17 6b 10.603 254 22 100.000 
18 7 25.297 7053 6783 100.000 
19 8 185.573 46577 46566 100.000 
20 9 4.045 290 18 99.115 
21 DIET PROBLEM .820 310 257 100.000 
Excluding .04 sec. for program initialization and termination, 
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Table 4. Results Using the Minimum-Branch Augmentation 
Rule with Bound Redefinition 
Percentage of 














1 1 .025 46 21 97.433 
CM 2 .026 36 24 98.611 
3 3 .025 53 29 98.795 
4 4 .015 26 23 98.710 
5 7 .108 352 252 99.975 
CD
 8 .135 435 327 99.988 
7 9 .033 32 32 99.451 
8 10 .285 127 107 100.000 
IBM TEST [19] 
9 1 .058 36 22 99.987 
10 2 .143 88 14 99.887 
11 3 .024 84 18 99.973 
12 4a 1.504 399 308 100.000 
13 4b 1.098 220 171 100.000 
14 5a 53.372 14606 557 100.000 
15 5b 42.773 7832 152 99 .999 
16 6a 62.920 6832 5358 100.000 
17 6b 12.647 244 22 100.000 
18 7 3.328 725 516 100.000 
19 8 79.331 12638 12619 100.000 
20 9 4.749 375 16 98.856 
21 DIET PROBLEM .603 143 121 100.000 
Excluding .04 sec. for program initialization and termination. 
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Table 5. Results Using Balas' Augmentation 
Rule with Bound Redefinition 
Percentage of 
Iteration on Admissible 
Solution Which Optimum Solutions 
Time* Number of Solution Implicitly 
Problem (sec.) Iterations Was Found Enumerated 
HALDI [19] 
1 1 .041 73 21 95.926 
2 2 .033 66 24 97.454 
3 3 .052 100 29 97.727 
4 4 .025 41 23 97.966 
5 7 1.102 2368 1511 99.832 
6 8 1.771 3972 380 99.887 
7 9 .101 95 64 98.371 
CO 10 1.936 1051 148 100.000 
IBM TEST [19] 
9 1 .060 36 22 99.987 
10 2 .100 61 14 99.922 
11 3 .023 92 18 99.970 
12 4a 1.496 404 329 100.000 
13 4b .957 183 151 100.000 
14 5a 52.909 12921 612 100.000 
15 5b 28.604 4794 158 100.000 
16 6a 125.224 22076 20795 100.000 
17 6b 10.895 254 22 100.000 
18 7 16.415 3907 3647 100.000 
19 8 47.029 2744 2726 100.000 
20 9 4.132 251 18 99.234 
21 DIET PROBLEM .826 243 198 100.000 
* 
Excluding .04 sec. for program initialization and . termination, 
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Table 6. A Comparison Between Binary and Direct Implicit Enumeration 
Problem Size Problem Size 
Direct Binary CDC 6600 CDC 6600 IBM 7044 
(# Constraints (# Constraints CPU Sees.* CPU Sees.' * CDC 6600 Execution 
X X ENUMER8 ENUMER8 CPU Sees.* Time [10] 
Problem # Variables) # Variables) Direct** Binary** RIP30C** in Sees. 
HALDI [19] 
1 1 4 5 4 11 .025 .124 .178 -
2 2 4 5 4 13 .026 .131 .095 -
CO
 3 4 5 4 14 .025 .200 .204 -
4 4 4 5 4 12 .015 .080 .107 -
5 7 4 5 4 22 .108 2.031 .524 1.8 
6 8 4 5 4 23 .135 1.571 .557 3.0 
7 9 6 6 6 15 .033 .234 .169 -
8 10 10 12 10 30 .285 4.221 1.112 3.6 
IBM TEST [19] 
9 1 7 7 7 21 .058 .268 .505 .6 
10 2 7 7 7 21 .143 .893 .809 1.2 
11 3 3 4 3 21 .024 .242 .339 .6 
12 4a 15 15 15 45 1.504 9.225 16.887 -
13 5a 15 15 15 60 53.372 519.661 577.920 -
14 6a 31 31 31 124 62.920 747.728 >1024.000 -
15 7 12 50 12 121 3.328 19.104 20.263 -
16 8 12 37 12 133 79.331 22.678 8.963 -
17 9 35 15 35 15 4.749 4.749 7.443 26.4 
18 DIET PROBLEM 12 14 12 30 .603 3.246 3.212 -
Excluding program initialization and termination t i m e ; .06 sec. for ENUMER8 
binary and RIP30C; .04 sec. for ENUMER8 direct (same results as Table 4 ) . 
ft* 
Initial partial solutions used contained every variable set at its lower bound. The 
imbedded linear program was used at each opportunity; no surrogate constraints were carried 
i n the solution process. In ENUMER8 the minimum branch augmentation rule was used and the 
imbedded linear program was utilized for bound redefinition. 
ft** 
This problem was solved using Balas' augmentation rule in 228.038 sec. 
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
The conclusions indicated by this study are of two varieties: 
(1) those which are general in nature, relating to the use of explicit 
enumeration as a computationally expedient tool for solving the bounded 
variable pure integer programming problem and (2) those which are re­
lated to the specific features of the algorithm examined herein. Even 
though any general conclusions available are, in fact, extrapolations 
of the experience gained by working with a specific algorithm there are 
nonetheless some valid statements which can be made in this regard. 
First, the algorithm presented possesses the attributes of computational 
reliability and efficiency required for solving problems in the small to 
medium scale range. Reasonable computational expediency should be 
expected with problems up to the order of several hundred variables and/ 
or constraints; the computational efficiency in many instances will be 
directly related to the original bounds determined for the problem vari­
ables. A reasonable working hypothesis for naive usage of this algorithm 
appears to be that given in Chapter V of utilizing the minimum-branch 
augmentation rule in conjunction with the bound redefinition feature of 
the imbedded linear program. 
For the specific conclusions relating to the usefulness of bound 
redefinition in the imbedded linear program and to the efficiency of the 
Balasian and minimum-branch augmentation rules, the reader is referred 
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to the discussion in Chapter V. A reasonable item for further investi­
gation in this area might be the development and testing of an augmen­
tation rule which combined the characteristics of a minimum-branch and 
a Balasian augmentation rule. For instance, one might consider a 
minimum-branch rule which used Balas' rule to break ties among candi­
dates for augmentation under the minimum-branch rule. An investigation 
into such a branching discipline and into more of the augmentation rules 
presented in Chapter III would no doubt prove worthwhile. 
Another area for further investigation concerns the functional 
A 
dependence of solution time on the number of problem variables. The 
results of Tables 2-5 indicate that this dependence is somewhat erratic, 
but perhaps some more specific statement could be made after further 
investigation into solution times required for larger problems. Another 
question of interest here concerns the functional dependence of solution 
time on the original bounds specified for each of the variables. Refer­
ence to problems 12-17 in Table 4, for instance, indicates that this 
dependence may be less than linear, which is an important indication, 
especially for larger problems. 
The number of explicit evaluations made in the solution process 
is very closely connected with the range of feasible values for free 
variables at the time an augmentation is to be performed; hence it seems 
reasonable that considerable improvement in the efficiency of the enum­
eration process should result from improved means of relative bound 
A 
Geoffrion's results in [10] indicate a linear or low-order 
monomial dependence. 
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redefinition. In other words, one possible avenue for future research 
concerns development and verification of computationally expedient means 
for answering, or attempting to answer the following question: What are 
the least upper bound and the greatest lower bound for each free varia­
ble in all completions of the current partial solution which are feasible 
and which improve on the current best solution? One means of approach­
ing such a question is by recourse to problems (1.8) and (19) which pro­
vide a sufficient answer to the question in terms of (P ), the linear 
A 
S 
program associated with the current partial solution. The appropriate 
consideration here, of course, is how far one should go in attempting 
to redefine bounds on free variables. Should bound redefinition be 
attempted for all free variables, or just for a subset of the free vari­
ables? One approach would be to determine the solutions of problems 
(18) and (19) for only that variable which has been chosen for augmen­
tation. Perhaps a heuristic rule such as attempting a redefinition of 
bounds only for those last k (where k is parametric) variables most 
recently fixed but currently free will prove useful. Another possi­
bility here is to attempt to strengthen the bound redefinition rule 
(refer to Chapter IV) currently being exploited. A possible extension 
is to attempt bound redefinition for not only all of those variables 
whose column is non-negative or non-positive in the current basis in­
verse matrix (B "'") of the imbedded linear program but also those vari­
ables whose respective columns in B ^ admit to a simple calculation 
(i.e., without a pivot operation) based on the current basis of the 
imbedded linear program in order to redefine upper and/or lower bounds. 
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In other words, one might also use the structural properties of the 
imbedded linear program as an additional aid in attempting to redefine 
A 
bounds on free variables. 
In addition there are many questions concerning the effect of 
the various decision steps in the implicit enumeration algorithm which 
can be conveniently posed within the framework of a further computa­
tional study. For example: Once a variable is selected for augmenta­
tion, should it be fixed at its current lower or upper bound? How many 
surrogate constraints should be maintained throughout the solution 
process? How should one decide on the appropriate iteration frequency 
for attempting to fathom via the imbedded linear program? The informa­
tion gained from such a study would undoubtedly lead to improved usage 
of the current algorithm. 
The algorithm presented here spends only a small fraction of its 
time in the backtracking phase of the enumerative procedure, due to the 
fact that only the two simplest arrangements (0,1, • • • ,d_. and 
d.,d.-1,•••,1,0) available are allowed for fixed variables. This J J 
requirement that a variable be fixed at either its current upper or 
lower bound restricts one's ability to use rounded variables (or 
naturally integral variables) obtained from the solution to (P ) as 
A 
* * S 
candidates for augmentation at intermediate values. This improvement 
Refer to Chapter IV. Recall that each O J J activity is the 
negative of the corresponding sj activity, which may alleviate the 
necessity for dual simplex pivots in solving (18) and (19). 
A *». 
This heuristic is available for a binary algorithm. See ref. 
[10], for example. 
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can easily be included with more complex backtracking schemes; its use 
should certainly lead to improvements in those problems where many 
variables assume intermediate (i.e., between their lower and upper 
bounds) values in optimal solutions. For problems of this variety one 
might expect a binary algorithm to prove more effective than the direct 
algorithm presented here since binary conversion facilitates more rapid 
examination of these intermediate values; it is interesting to note that 
the optimal solution to problem 16 in Table 6 is of exactly this nature. 
Undoubtedly the most important theoretical considerations of 
this study are the new interpretations of surrogate constraints con­
sidered in Chapter IV. These interpretations suggest many areas for 
further investigation, some of which are the following: 
(1) Perhaps the geometric interpretation of a surrogate con­
straint as a separating hyperplane can be exploited in order to produce 
such surrogate constraints by means other than linear programming. 
(2) Either interpretation of surrogate constraints given in 
Chapter IV may lead to improved means of bound redefinition, which 
should in turn improve the algorithm presented here. Such considerations 
need not be limited to problems within the current framework of (l)-(4). 
(3) The generation of a separating surface rather than a sep­
arating hyperplane may prove useful in the context of nonlinear program­
ming algorithms. 
(4) Perhaps the technique of manipulating the feasibility of 
linear programs could prove useful in other branch and bound applica­
tions . 
7 9 
(5) The technique of separating the regions corresponding to 
general problem constraints and problem bounding constraints might prove 
useful in the development of an algorithm for solving linear programming 
problems in which some variables are bounded. 
Hence, the avenues opened by these considerations certainly seem fertile 
in terms of future research possibilities which should not only improve 
the enumerative procedure presented in this thesis, but also extend the 
techniques used in the algorithm presented here to other areas. 
As a final possibility for extending the results of this thesis, 
one might consider an investigation Into the mixed integer programming 
version of the algorithm presented here. This extension is straight­
forward for problems of the form: 
1 1 2 2 Min c x + c x 
1 1 2 2 subject to b + A x + A x > 0 
1 ^ ,1 1 n J . x < d , x > 0 and integer 
2 2 2 x < d , x > 0 
where x"1", c"1", d"1" are n^-vectors; x^, c% d^ are n^-vectors; b is an 
1 2 
m-vector; A and A are mxn^ and mxr^ matrices, respectively. The 
T 
question of fathoming a partial solution X g using an imbedded linear 
program in this case would be related to the feasibility of the linear 
program obtained by omitting the integrality restriction on x"̂ ; the 
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duality theory of Linear Programming would once again provide convenient 
means for answering this question. In particular, one would use (LP ,) 
1 1 2 2 S 
in order to generate surrogate constraints of the form y(b+A x +A x ) + 
(z-c^"x^-c^x^) > 0 in an attempt to fathom X* . 
n 2 m z s v s v l l v 2 2 Min z - z + ) y.b. + ) d.co. + ) d.co. 
1=1 1 1 us 1 1 j=l 1 1 
(LPX.) 
s 
m 1 1 1 subject to y y.a.. - co. < c , j^! 
i i 1 i ij J J 
m > y.a.. - co. < c , 1=1, • • • ,n, 
i i 1 i i: J J 
1 2 y > 0 , i=l,-..,m; w > 0 , j^S; co. > 0 , j=l,-..,n0. i J 1 2 
In summary, although the algorithm presented in this thesis pro­
vides an extremely effective means for solving the bounded variable pure 
integer programming problem, many avenues for future investigation into 
the results of its refinement and extension are open. Such investiga­
tions will undoubtedly extend the results of this study in relation to 
the general question of the effectiveness of implicit enumeration as a 
means for solving general discrete variable programming problems. 
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A P P E N D I X A 
E X A M P L E 
The f o l l o w i n g e x a m p l e is s o l v e d u s i n g one of the p o s s i b l e v a r i a ­
t i o n s o f t h e a l g o r i t h m p r e s e n t e d (see C h a p t e r s I I - V ) . The f o l l o w i n g 
d e c i s i o n rules are used: 
( 1 ) A s s u m e that i n i t i a l l y a l l v a r i a b l e s a r e f r e e . 
(2) A t t e m p t to fathom u s i n g the i m b e d d e d l i n e a r p r o g r a m as 
f r e q u e n t l y as p o s s i b l e in the s o l u t i o n p r o c e s s . 
(3) W h e n a u g m e n t a t i o n is n e c e s s a r y , a u g m e n t (at its u p p e r 
b o u n d ) a v a r i a b l e w h i c h m i n i m i z e s the t o t a l n u m b e r of b r a n c h e s r e q u i r e d 
f o r e x p l i c i t e n u m e r a t i o n . 
(4) A t t e m p t r e d e f i n i t i o n of upper b o u n d s for f r e e v a r i a b l e s at 
each i t e r a t i o n u s i n g o p t i m a l i t y c o n s i d e r a t i o n s o n l y . 
n 
( 5 ) I n i t i a l i z e z = Y c.d.. 
j=l 3 3 
I n i t i a l P r o b l e m 
Min x. + x_ + x„ + x. + x_ + x. + x„ 
1 2 3 4 5 5 7 
s.t. - 5 + x, + x, + x c + x_ > 0 
1 4 0 / 
- 5 + x 3 + x 5 + x ? > 0 
- 5 + x, + x c + x_ > 0 
1 b 7 
- 4 + x x + x 2 + x^ + x 5 > 0 
- 4 + x1 + x 2 + x 5 + x ? > 0 
- 4 + x + x 3 + x ? > 0 
- 3 + x± + x 2 + x 3 + x y > 0 
x . > 0, i = l , 
x x < 3, x 2 < 3, x 3 < 3, x ^ < 4 , x 5 < 4 , x 6 5 4 , x ? < 3 
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Iteration 1 
S = 0, b = (-5,-5,-5,-4,-4,-4,-3), ~z 24 
Step 1: Fathom by z < zS? No. 
Step 2: Best possible completion feasible? No, 
Step 3: Infeasible constraint? No. 
Step 4: Bound redefinition possible? No. 
Step 5: Solution of imbedded linear program. 
Initial Tableau 
r.h.s. Ml M2 M3 \ M5 M6 M7 Ul "2 to 3 <°4 "5 "6 a7 Sl S2 S3 S4 S5 S6 S7 
sl 1 1 0 1 1 1 1 1 -1 0 0 0 0 0 0 1 0 0 0 0 0 0 
S2 1 0 0 0 1 1 0 1 0 -1 0 0 0 0 0 0 1 0 0 0 0 0 
S3 1 0 1 0 0 0 1 1 0 0 -1 0 0 0 0 0 0 1 0 0 0 0 
S4 1 1 0 0 1 0 0 0 0 0 0 -1 0 0 0 0 0 0 1 0 0 0 
S5 1 1 1 1 1 1 0 0 0 0 0 0 -1 0 0 0 0 0 0 1 0 0 
S6 1 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 0 1 0 
S7 1 1 1 1 0 1 1 1 0 0 0 0 0 0 -1 0 0 0 0 0 0 1 
(-v) -24 -5 -5 -5 -4 -4 -4 -3 3 3 3 4 4 4 3 0 0 0 0 0 0 0 
Optimal Tableau 
r .h,.s. Ul U2 U3 U4 U5 U6 y7 ul "2 W3 % "5 !°6 U7 sl S2 S3 S4 S5 S6 S7 
M4 .5 .5 0 .5 1 .5 0 0 -.5 0 0 0 -.5 0 .5 .5 0 0 0 .5 0 -.5 
S2 0 -.5 0 -.5 0 .5 0 1 .5 -1 0 0 .5 0 -.5 -.5 1 0 0 -.5 0 .5 
S3 0 -1 0 -1 0 -1 0 0 0 0 -1 0 0 0 J. 0 0 1 0 0 0 -1 
S4 .5 .5 0 -.5 0 -.5 0 0 .5 0 0 -1 .5 0 -.5 -.5 0 0 1 -.5 0 .5 
y2 .5 .5 1 .5 0 .5 0 0 .5 0 0 0 -.5 0 -.5 -.5 0 0 0 .5 0 .5 
S6 1 0 0 0 0 0 1 0 0 0 0 0 0 -1 0 0 .0 0 0 0 1 0 
P6 .5 .5 0 .5 0 .5 0 1 -.5 0 0 0 .5 0 -.5 .5 0 0 0 -.5 0 .5 
(-v) -17.5 1.5 0 1.5 0 2.5 0 2 1.5 3 3 4 1.5 4 .5 1.5 0 0 0 2.5 0 2.5 
Step 6: 
Step 7: 
Fail to fathom by surrogate constraint. 
Dual variables of imbedded linear program integral? No. 
Fix variable 1 at value 3. 
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Iteration 2 
S = {1}, Xs = (3), zS = 3, b S = (-2,-5,-2,-1,-1,-1,0), i = 24 
Step 1; Fathom by z < zS? No. 
Step 2: Best possible completion feasible? No. 
Step 3: Infeasible constraint? No. 
Step 4: Bound redefinition possible? No. 
Step 5: Solution of imbedded linear program. 
Initial Tableau (After Deleting s.̂) 
r.h.s. v l y2 3̂ 4̂ y5 6̂ y7 W2 to 3 
to 
4 
W5 W6 / S2 S3 S4 S5 S6 S7 
1 0 0 0 1 1 0 1 -1 0 0 0 0 0 1 0 0 0 0 0 
0 -1 0 -1 0 -1 0 0 0 -1 0 0 0 1 0 1 0 0 0 -1 
1 1 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 
1 1 1 1 1 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 1 0 
0 0 0 0 -1 0 1 1 0 0 0 1 0 -1 0 0 0 -1 0 1 
-16 3 0 3 0 4 3 4 3 3 4 3 4 -1 0 0 0 1 0 4 
Optimal Tableau 
r.h.s. yi y2 U3 % y5 V6 U2 W3 W4 W5 to,. 6 to7 S2 S3 S4 S5 S6 S7 
1 0 0 0 1 1 0 1 -1 0 0 0 0 0 1 0 0 0 0 0 
0 -1 0 -1 0 -1 0 0 0 -1 0 0 0 1 0 1 0 0 0 -1 
1 1 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 
1 1 1 1 1 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 1 0 
0 -1 0 -1 -1 -1 1 1 0 -1 0 1 0 0 0 1 0 -1 0 0 
-16 2 0 2 0 3 3 4 3 2 4 3 4 0 0 1 0 1 0 3 
p6 
H6 
Fail to fathom by surrogate constraint. 





S = {!}, X g = ( 2 ) , z S = 2 , b S = ( - 3 , - 5 , - 3 , - 2 , - 2 , - 2 , - 1 ) , 
z = 8, X = ( 3 , 0 , 1 , 0 , 1 , 0 , 3 ) 
Step 1: Fathom by z < z S ? N o . 
Step 2: Best p o s s i b l e c o m p l e t i o n feasible? N o . 
Step 3: I n f e a s i b l e constraint? N o . 
Step 4: Bound r e d e f i n i t i o n p o s s i b l e ? N o . 
Step 5: S o l u t i o n of imbedded linear p r o g r a m . 
I n i t i a l T a b l e a u 
r . h . s . y l V2 U 3 U 5 y 6 y 7 W 2 W 3 W 5 W 6 W 7 S 2 S 3 S 4 S 5 S 6 S 7 
S 2 1 
0 0 0 1 1 0 1 -1 0 0 0 0 0 1 0 0 0 0 0 
co ? 0 -1 0 -1 0 -1 0 0 0 -1 0 0 0 1 0 1 0 0 0 - 1 
S 4 1 1 0 0 1 0 0 0 0 0 -1 0 
0 0 0 0 1 0 0 0 
*2 1 1 1 1 1 
1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 
S 6 1 0 
0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 1 0 
y 6 
0 -1 0 -1 - 1 -1 1 1 0 -1 0 1 0 0 0 1 0 - 1 0 0 
(-v) - 1 3 0 3 1 4 0 1 3 4 4 1 0 0 0 - 1 0 3 0 3 
O p t i m a l T a b l e a u 
r . h . s . y 2 y 3 » 4 P 5 ^ 6 2 U 3 \ W 5 to„ 6 W 7 S 2 S 3 S 4 S 5 S 6 S 7 
S 2 1 
0 0 0 1 1 0 1 - 1 0 0 0 0 0 1 0 0 0 0 0 
s 3 0 - 1 0 -1 
0 - 1 0 0 0 - 1 0 0 0 1 0 1 0 0 0 - 1 
S 4 1 1 0 
0 1 0 0 0 0 0 - 1 0 0 0 0 0 1 0 0 0 
y 2 1 1 
1 1 1 1 0 0 0 0 0 - 1 0 0 0 0 0 1 0 0 
S 6 
1 0 0 0 0 0 0 0 0 0 0 0 - 1 0 0 0 0 0 1 0 
y 6 
0 0 0 0 - 1 0 1 1 0 0 0 1 0 -1 0 0 0 -1 0 1 
(-v) -1 2 0 2 1 3 0 1 3 3 4 1 4 1 0 0 0 3 0 2 
F a i l to fathom by s u r r o g a t e c o n s t r a i n t . 
Step 6: D u a l v a r i a b l e s o f imbedded linear p r o g r a m integral? 
Y e s ; h e n c e fathom. 
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I t e r a t i o n 4 
S = {!}, X = ( 1 ) , Z S = 1 , b S = ( - 4 , - 5 , - 4 , - 3 , - 3 , - 3 . - 2 ) , 
z = 7 , X = ( 2 , 0 , 0 , 0 , 3 , 0 , 2 ) 
Step 1: F a t h o m b y z < z S ? N o . 
S t e p 2: B e s t p o s s i b l e c o m p l e t i o n f e a s i b l e ? N o . 
Step 3: I n f e a s i b l e c o n s t r a i n t ? N o . 
Step 4: B o u n d r e d e f i n i t i o n p o s s i b l e ? N o . 
Step 5: S o l u t i o n o f i m b e d d e d l i n e a r p r o g r a m . 
I n i t i a l T a b l e a u 
(-v) 
r . h . s . \ M 2 M 3 \ M 5 M 6 v l 2 3 (ii 4 5 di 6 W 7 S 2 S 3 % S 5 S 6 S 7 
1 0 0 0 1 1 0 1 - 1 0 0 0 0 0 1 0 0 0 0 0 
0 - 1 0 -1 0 - 1 0 0 0 - 1 0 0 0 1 0 1 0 0 0 -1 
1 1 0 0 1 0 0 0 0 0 - 1 0 0 0 0 0 1 0 0 0 
1 1 1 1 1 1 0 0 0 0 0 - 1 0 0 0 0 0 1 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 - 1 0 0 0 0 0 1 0 
0 0 0 0 - 1 0 1 1 0 0 0 1 0 - 1 0 0 0 -1 0 1 
- 1 1 0 1 - 1 2 0 1 3 3 4 2 4 0 0 0 0 2 0 3 
O p t i m a l T a b l e a u 
r . h . s . *1 M 2 M 3 \ M 5 y 6 y 7 ^ 2 ^ 3 % ^ 5 % ^ 7 S 2 S 3 S 4 S 5 S 6 S 7 
1 0 0 0 1 1 0 1 - 1 0 0 0 0 0 1 0 0 " 0 0 0 
0 - 1 0 - 1 0 - 1 0 0 0 - 1 0 0 0 1 0 1 0 0 0 - 1 
0 1 0 0 0 - 1 0 - 1 1 0 - 1 0 0 0 - 1 0 1 0 0 0 
0 1 1 1 0 0 0 -1 1 0 0 -1 0 0 - 1 0 0 1 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 - 1 0 0 0 0 0 1 0 
1 0 0 0 0 1 1 2 -1 0 0 1 0 - 1 1 0 0 - 1 0 1 
0 1 0 1 0 3 0 2 2 3 4 2 4 0 1 0 0 2 0 3 
F a t h o m b y s u r r o g a t e c o n s t r a i n t . 
86 
I t e r a t i o n 5 
S = {!}, X g = ( 0 ) , z S = 0 , b S = (-5,-5,-5,-4,-4,-4,-3) 
z = 7 , X " = ( 2 , 0 , 0 , 0 , 3 , 0 , 2 ) 
Step 1; F a t h o m by z < z°? N o . 
S t e p 2: B e s t p o s s i b l e c o m p l e t i o n f e a s i b l e ? N o , 
Step 3: I n f e a s i b l e c o n s t r a i n t ? N o , 
Step 4: B o u n d r e d e f i n i t i o n p o s s i b l e ? N o . 
Step 5: S o l u t i o n o f i m b e d d e d l i n e a r p r o g r a m . 
I n i t i a l T a b l e a u 






3 \ y 5 y 6 y 7 " 2 " 3 \ " 5 "6 W 7 S 2 S 3 S 4 S 5 S 6 S 7 
^ 4 1 0 0 0 1 1 0 1 - 1 0 0 0 0 0 1 0 0 0 0 0 
S 3 
0 -l 0 - l 0 -1 0 0 0 - 1 0 0 0 1 0 1 0 0 0 - 1 
S 4 0 l 
0 0 0 -1 0 - 1 1 0 - 1 0 0 0 -1 0 1 0 0 0 
y 2 0 l l l 0 0 0 -1 1 0 0 -1 0 0 - 1 0 0 1 0 0 
S 6 
1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 1 0 
y 6 1 0 0 0 0 " 1 1 2 - 1 0 0 1 0 - 1 1 0 0 - 1 0 i 
(-v) 1 0 0 0 0 4 0 4 0 3 4 3 4 - 1 3 0 0 1 0 4 
F a t h o m b y s u r r o g a t e c o n s t r a i n t . 
F i n a l s o l u t i o n : x " = ( 2 , 0 , 0 , 0 , 3 , 0 , 2 ) , z = 7. 
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APPENDIX B 
USER'S INSTRUCTIONS FOR ENUMER8 
Input 
The original integer programming problem (in the form of 
Equations (l)-(M-) of Chapter II) and parametric information to control 
the enumeration are the only items required for input to ENUMER8. 
Information is input in the order indicated. 
CONTROL CARD 
The following items are right-justified in each of nine five-
column fields; no decimal is required. 
M - number of problem constraints. (< 70, including those surrogate 
constraints maintained (see NSC)] • 
N - number of problem variables, excluding slacks (< 70). 
NS - number of fixed variables in the initial partial solution. 
NFQ - input k for utilization of the imbedded linear program at every 
kth opportunity. 
10 - regulates program output. =1 for output of a detailed solution 
history at each iteration; =0 for output only of incumbent (cur­
rent best feasible) solutions as discovered plus output of a final 
solution history. (See Output Section of this Appendix.) 
IPCT - per cent error allowed in the final objective value 
(0 < IPCT < 100). 
NSC - input k for retention and use in simple fathoming tests of the 
k most recently generated surrogate constraints. (M + NSC ^ 70). 
IBD - option which controls use of the imbedded linear program in bound 
redefinition. =1 for bound redefinition; =0 otherwise. 
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IAUG - determines augmentation discipline. =0 for Balas' rule; =1 
for a minimum-branch rule. 
RIGHT-HAND SIDE CARD(S) 
The right-hand side elements of the original (i.e., not the cur­
rent right-hand side relative to an advanced solution if one is input) 
problem are input in constraint order; entries are placed in eight 
ten-column fields on as many cards as are required; a decimal point is 
required with each entry. 
OBJECTIVE FUNCTION CARD(S) 
The coefficients of the objective function are entered in eight 
ten-column fields on as many cards as are required; a decimal point is 
required with each entry. 
UPPER BOUNDS CARD(S) 
The elements of the original upper bounds vector are entered in 
eight ten-column fields on as many cards as necessary; a decimal point 
is required with each entry. 
A-MATRIX CARD(S) 
The coefficients of the A-matrix are entered in eight ten-column 
fields on as many cards as are required; these elements are input in 
consecutive row order (i.e., a 1 1 » a 1 2 ' ' * *' ai n' a2i' a22 5 " '' a2n" * aml 5 
a a ); a decimal point is required with each entry. m2 mn J 
The remaining items, which identify an initial partial solution, are 
input, in the order indicated, if and only if NS * 0 on the CONTROL 
CARD. 
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VARIABLE TYPE CARD(S) 
One entry for each variable, x_., is input to indicate its status 
in the initial partial solution; items are input on as many cards as 
necessary, right-justified in 16 5-column fields with no decimal 
points included. One entry appears for each variable, regardless of 
whether that variable is free or fixed in the initial partial solution. 
The jth entry is: 
0 if x. is free. 
1 if x. is fixed and increasing in the initial partial solution. 
-1 if x̂  is fixed and decreasing in the initial partial solution. 
INITIAL PARTIAL SOLUTION CARD(S) 
One entry for each variable, x., in the initial partial solution 
is input; items are input on as many cards as necessary, right-justified 
in 16 5-column fields with no decimal points included. Exactly NS 
entries should appear (refer to CONTROL CARD). Input the index j if x . 
is fixed in the initial partial solution. 
UNDERLINED INDICES CARD(S) 
One entry for each variable, x_., is input to indicate whether 
its index is underlined in the initial partial solution; items are 
right-justified in 16 5-column fields with no decimal points included 
on as many cards as necessary. One entry appears for each variable, 
regardless of whether that variable is free or fixed initially. The 
jth entry is: 
1 if x. is fixed and j is underlined in the initial partial 
solution. 
0, otherwise. 
INITIAL SOLUTION VECTOR CARD(S) 
One entry for each variable, x_. , is input to specify the initial 
solution vector; items are input with decimal point in eight ten-column 
fields on as many cards as necessary. One entry should appear for each 
xj; the jth entry should be: 
0 , if x_. Is free initially. 
The value at which x. is fixed If x. Is fixed initially. 
3 3 
Output 
Program output is regulated by the 10 option In the input. If 
10 = 1 a detailed solution history will be printed out at each iteration 
of the algorithm; items output will include: 
(1) The current partial solution. 
(2) Indication of a successful means for fathoming, if any. 
(3) Indication of which variable is augmented, if any, 
(4) Column and row deletions and/or additions to the imbedded 
linear program. 
In any event, incumbent solutions are output by ENUMER8 as they 
are discovered. In addition, final solution information Is also out­
put : 
(1) The number of Iterations (i.e., number of explicit enumer­
ations) required for the complete enumeration. 
(2) The iteration number on which the optimal solution v/as 
discovered. 
(3) The optimal solution. 
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(4) Total number of admissible solutions. 
(5) The percentage of admissible solutions implicitly enumerated. 
(6) The number of times fathoming occurred by each of the vari­
ous tests for fathoming. 
( 7 ) The number of augmentations required. 
Program Modification 
ENUMER8 may be easily modified to handle larger problems, subject 
only to the core restrictions of the computer being used. Comment 
cards (refer to the program listing) at the beginning of the routines 
ENUMER8 and BOUND indicate those modifications necessary. 
COMPUTER PROGRAM LISTING 
ENUMER8 
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PROGRAM FMl |MPP ( tmdi IT • Hi iTdi IT • T A PFf>0= INPUT * TAPFM =011TDMT > 
C 
C»»#«#T0 ALT^p program papACTTY. CMANGF ALL DlMFNSTOMFn VAPTARl.Fs ACCOPnTMGI. V 
C**»»»FvrFPT MCM(^O). Also CMANGF no-LOOP INDFX TM 100-t. OOP. 
c 
DTMFNSTOM A(70.7r, ).uc,(7n>.xSTAP(70>.O.J(70) »0 JP (70),X|P(70). 
» C(70).TS1(70).TS?(70)»X(70)« TLIL (70) . 
* RTP(70).PTMV(70.70).CJP1(70)» 
» CJP?(70) .CJPK70) .PCOI. (70) . TXX (70) , T TJ(70) ̂ TH(SO) 
COmwom/stop/mf . JM^i. TCTdp. t T J.XL««njP»nJD^«MTMV 
(̂ fl"»«*«#»«#**-»*r)FF T M T T T CM OF PROGRAM V A P J API FS^********* «• « H H H H H H H M H > » *• •» 
T TTFP TTrPATJOM COUNT. *** 
C T T OPT TTFP AT 7 o *1 roilMT OF nTSCOVFPY OF CUPPFMT OPTTm||M. 
C M MUMQFP OF ROWS 7M ODTGTNAL PPORLFM. 
C m miimpfp columns tm OP7G7MAL PPORI.FM. »»» 
0 MS MUMPrp OF Fl.FMFNiTS TM THF F̂T S.(NO. F 7 X FD V A P T A R| F S ) *** 
C MFO 7TFPATTO': FPFO. FOP SOLVING 7 MRFDOFP L. p. *** 
C jmd qi|pc;rD7DT of Thf MOST PFCFMTL.V F 7 X FD v/APTAPI.f. *** 
C MCP POINTS TO A-MATP7X ROW SURSCPTPT OF" MOST PFCFMT SI|PPOGATF 
C rOMSTPATNT AOOFn. *** 
C 7 CTD1 '"O. FATHOMS flv 7R/\P I F̂ S TH AM OP FOI)A| TO 7S. *«* 
C 7CTP? MO, of fathoms rv pFAST̂ LF RFST oosSTPLF oomd|FTIOM. »** 
C 7CTPT MO. fatwoms oy sjMGlF COMSTRAIMT T mff A S 7 w TL TT Y. *** 
C TCTR4 MO. faThoms PY pfpofmT FPPOR FACTOR. *** 
C TCTR1^ *'0. fathoms PY TMTFoFp PlUAl S TO T.L.P. *** 
C TCTpft MO. FATHOMS P Y GFMFPA T T ON OF INFFASTP|F S()PPOr,ATF COT'S TP A T MT . *** 
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r 
pnon T F ( J OT̂ T + T OTpr # , ,r # 0 ) OO to 5r.«c 
'•IP T TF ( i .com 
O O TO ?i!>7 
?nnc wot TF ( M , P on ) ( y c t A P ( T ) . y ~ ] . N ) 
W P T T F ( ̂  1 . O ri r 1 17̂ AP.yTF"P 
?r>07 T = l . 
10 3 
no ?nio i = l .m 
rr = rr* (njr t ) • 1 .) 
WAlMT^P 
P C T = (CC-VAI 
i,ipTTF ( l . sncn > rr . 
tt tp Ti-
s.Tnp 
q n n ft FnD̂ fiTf&IM ODTTWM 
qrO] rnDHJTII^M MJM 7 = 
t̂ip rnRMiT n?H patmhm 
Snfll FORMAT (4^ fmtfpfo 
s 1 n 4 FooMftr P O ^ Tin T t r 
^ n O S FODMAT ( jhiTtrr,ri 
S ft ft 6 FOOMJT POM r» ' ;.' .-• i 
s ft ft 7 Ff|DMAT(17M nrirTri 
SOiP FORM AT I 1 *m (\r\~Fn 
SftftQ FnDMATPiM iim'noi r 
*TA| T7C-. > 
S ft 1 ft FORMAT (CAM t i f: « -o | r-
*F. ) 
0̂11 FOOMftT ( i 1 H PIK-Ô MT 
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Ô .l. fpm, HPOATF PORT T OM OF T . I . n. > 
yu r.M mo. =,T4.SX.7M 7MF0 =.F?ft.°) 
"'•Al S TO T.l .P./M X.??F6.?) ) 
' . i. . n . MOOTF T r AT 1 OM ) 
i' •1 D T A. p I F • T F ) 
- f AP| F . T") 
7 FT"P \/ACT"in| F.T4.7PH FOP OF| ft Jam — PF-TMTT 
TO df_fmtfp T.l .P. CIIPPFSSFIH I v PF-TMTTTAI. T7 
ofqt cf*c;tq|F SO|IIT]OM 7 a a P - . F 1 ft . 7 / 
1 r . 7/(7y.ipfift.?) ) 
r,By pForFMT POSFJRlF T M P P 0 V F f.« F m T FAPTOR) 
' 'I F c.ni i it T OM (- y T STS . ) 
"•' V '<om-.,o, T • rpMc; tstF i'P T F c . > 
T -". vfii,i t;' ̂DflfiPA1" A T T f ••' i - t To njTriv T.l ,n 
vi * T lOoo;^" CL.PO-.7 ATTF:<-57 TO r-rT f.iFD =ft*"&tt ) 
1 •» T - r • s i c oi I I T T OM | MFORM A T T n* • / 
F1 OF moofq,P?y,p1S.P/ 
m.V'ifc Fyp| T p T T| Y FMl imfp a tfh . (• y . F l c # o / 
o r'onFc tmp| TP.TTI.Y FMMMFRATFn.py.Fie.s// 
TJMFC FA,T|-IOMFn PY/ 
t^^ 7s.ny.Tin/ 
tv IF PF̂ T POSSTR|F C0̂ P| FT TOM, 11 y . t 1 ft/ 
: ... i :- o n M c t o a ] M j . ? 6 V * [ 1 0 / 
- ' • PAvr̂ FfiT FAcroP.Piy.Tin/ 
' '' ' F oF TUf I'/UFIVjf'!1 I . P . . 1 <- < . T 1 ft / 
! . ' . t.HDQOft-ATF OOMSTRA Tf-'T » 1 *>y . T 1 ft / 
I '̂OlIMn TMPOMS TSTFMp TFC; , l ̂  y , T 1 ft / 
of /.i 1f.1jff.17j j TOMS PFriMTPFO.Pl '.Tift/ 
]Oi 'JI'iqrD OM uiMTPM OPTIMUM A S F OI I m O . 1 ft Y . T 1 0 ) 
0 t<Y 7«AP ,|.F. 7S) 
! ' cr ac. np'ST p 0 S s T P I. f pomd| ft tom.) 
'NT J Of CTFP VADTARIF FlVFn = . TS) 
nt.T~.'>y.SW7HAP=.Flc,.Q,7y.TM7S=.Flc;>Q/qy,4HTSl-. 
) 
r oy F FACT w I F P O M S T 3 A J M T M O . . 1 ) 
1 p f- 1 ' . / ( 1 o y . i p f ] ft . 1) ) 
c-MnTiOM /p^y.F?fl.H)) 
N' A I 1 I F OF OP |FPT TN/F= . FPf) . O , C Y . 1 7M J TFD A T T Of1 POIIMT 
P 
PttJ 
r tt ̂ tt tt tt p o 0 O P A M \/APT A°l Fc 
OttttttttttTMF TMPFOOFpi j T MF ft 
fttttttttttTO A| TFP OPOf,P».''« P 
P 
POMMOM/CTOD/MF, fK-r 
n T m f M c t o M 1 1 ) I 7 ri . 
T̂ lO = ft 
no ?on t=i.mf 
tttttt-DOIIMO- ATTFMJm TO PFTiFFTMF !|PPf P "̂'0 ( O'-IFP ROIIMOS 0fl FRFf 
N'T-A T mfopm A T T OM T ̂  M F j") T A T Fl Y A\/5TI A R | F FPfiM 
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The following problems were solved using the computer code 
ENUMER8; computational results are given in Chapter V. All problems 
reproduced here are listed, in a detached coefficient form of the 
following integer program in bounded variables: Minimize cx subject to 
b + Ax > o and d £ x £ o where c, x, and d are n-vectors, b is an 
m-vector, and A is an mxn matrix. 
O P O B L E H 1 H A L O I , F I X E D C H A R S E T . 
R * H • S • D E T A C H E D C O E F F I C I E N T A R ! A Y 
- 1 6 
- 1 8 
- 6 
- 7 
O B J * F C N . 
B O U N D S 
- 2 - 3 
- 3 - 2 




O P T I M A L O B J E C T I V E V A L U E = 1 3 . 0 0 
P R O B L E M 2 
R . H . S . 
- 2 0 
- 2 2 
- 8 
- 7 
O B J . F C N . 
B O U N D S 
— H A L O I , F I X E O C H A R G E 2 . 
O E T A C H E D C O E F F I C I E N T A R R A Y 
















O P T I M A L O B J E C T I V E V A L U E 1 5 . 0 0 
P R O B L E M 3 
R . H . S 
— H A L D I t F I X E D C A R , " 
D E T A C H E D C O E F F I C I E N T A R R A Y 
- 2 6 - 2 - 3 I 2 
- 2 6 - 3 2 « JL 
- 9 9 0 1 C 
- 9 0 9 O 1 A 
O B J . FCN. 0 0 I l 
B O U N D S 1 1 9 9 1 3 
O P T I M A L S O L U T I O N S 
1 I 5 3 10 
0 0 9 9 0 
O P T I M A L O B J E C T I V E V A L U E - 13.00 
P R O B L E M <• H A L O I , F I X E D C H A R G E k. 
R . H . S . O E T A C H E O C O E F F I C I E N T A R R A Y 
- 1 7 - 2 - 3 1 2 2 
- 1 9 - 3 2 1 ? 
- 6 6 0 1 0 0 
- 8 0 8 0 1 0 
O B J . F C N . 0 0 1 1 1 
B O U N O S 1 1 6 3 7 
O P T I M A L S O L U T I O N S 
1 1 <• 2 7 
0 1 6 5 7 
O P T I M A L O B J E C T I V E V A L U E = 1 3 . OO 
PROBLEM «5 HALDI, FIXED CHA-Gf 7. 
R . H . S . DETACHED COEFFICIENT A^RAY 
- 1 8 0 - 2 0 - 30 1 2 2 
- 1 9 5 - 3 0 - 20 2 1 2 
- 6 0 60 0 1 0 0 
- 7 5 0 75 0 1 3 
OBJ. FCN. 0 0 1 1 1 
BOUNDS 1 1 6 0 75 75 
OPTIMAL SOLUTIONS 
1 1 38 23 73 
1 1 38 21 75 
1 1 3 6 23 75 
OPTIMAL OBJECTIVE VALUE = 13<. . 0 3 
PROBLEM 6 HALOI, FIXED CHARGE 8 . 
R . H . S . DETACHED COEFFICIENT ARRAY 
- 2 7 0 - 2 0 - 30 l 2 7 
- 2 7 0 - 3 0 - 20 2 1 7 
- 9 0 90 1 1 0 0 
- 9 0 0 90 0 1 0 
OBJ. FCN. 0 0 1 1 1 
BOUNDS 1 1 90 90 1 0 5 
OPTIMAL SOLUTIONS 
1 1 38 3 6 1 0 5 
1 i 3 6 38 1 0 5 
OPTIMAL OBJECTIVE VALUE = 1 7 9 . 0 0 
PROBLEM 7 HALDI, FIXED S H A^F '• 







- 2 0 
-? 0 - 2 
0 -? - 2 CO 0 0 
0 3 0 
0 0 8 
1 1 0 
1 3 1 
O i l 
1 0 0 
0 1 0 
0 0 1 
OflJ. FCN. 0 0 0 1 1 1 
BOUNDS 1 1 1 8 3 8 
OPTIMAL SOLUTIONS 
1 1 1 5 5 5 
OPTIMAL OBJECTIVE VALUE = 1 5 . 0 0 
PROBLEM 8 HALOI, FIXED CHARGE 1Q. 
R . H . S . QETACHEO COEFFICIENT ARRAY 
- 2 8 8 - 9 - 7 - 1 6 - 8 - 5 3 7 CP
 
h 0 5 
- 2 3 2 - 1 2 - 6 - 6 - 2 - 2 0 - 8 k 6 3 1 5 8 
- 2 1 3 - 1 5 - 5 - 1 2 - 5 5 5 6 2 1 5 
-23<* - 1 8 -V - 1 8 - 2 3 - 1 5 <t 2 9 7 1 
- 1 2 1 2 0 0 0 0 0 1 0 0 O 0 0 
- 1 5 0 15 0 0 0 0 0 1 0 0 0 0 
- 1 2 0 0 1 2 0 0 0 0 0 1 0 0 0 
- 1 0 0 0 0 10 0 0 0 0 0 1 0 0 
- 1 1 0 0 0 0 11 0 0 0 0 0 1 0 
- 1 1 0 0 0 0 3 11 0 0 0 0 Q 1 
OBJ. FCN. 0 0 0 0 0 0 1 1 1 1 1 1 
BOUNDS 1 1 1 1 1 1 1 2 1 5 1 2 10 1 1 1 1 
OPTIMAL SOLUTIONS 
0 0 0 1 0 1 12 1 5 12 2 11 2 
OPTIMAL OBJECTIVE VALUE = 5 ^ . 0 0 
110 
PR08LEM 9 IBM TEST 1 . 
R • H • S • DETACHED COEFFI r» IENT AR*£ Y 
- 5 1 0 0 1 I r 1 
- 5 0 1 0 1 3 l 1 
- 5 0 0 1 0 1 i 1 
1 1 0 a I l Q 
1 0 1 l a l 0 
0 1 1 i i 0 Q 
- 3 1 1 1 0 3 0 1 
OBJ. FCN. 1 t 1 i i 1 t 
BOUNDS 5 5 5 5 5 
OPTIMAL SOLUTIONS 
1 9 0 2 7 1 2 
0 3 1 1 7 2 2 
OPTIMAL OBJECTIVE VALUE = 8 . 0 0 
PROBLEM 10 IBM TEST 2 . 
R . H . S . DETACHED COEFFICIENT ARRAY 
1 3 0 1 1 0 1 
-if 0 1 0 1 0 1 1 
0 1 0 1 1 1 
- 3 1 1 0 0 1 1 0 
- 3 1 1 1 0 1 0 
- 3 0 1 1 1 1 0 0 
- 2 1 1 1 3 3 0 1 
OBJ. FCN. 1 1 1 1 1 1 1 
BOUNDS k k if k k <t 
OPTIMAL SOLUTIONS 
1 9 0 1 I 1 1 
1 i 0 1 2 2 0 
0 0 0 1 2 2 2 
OPTIMAL OBJECTIVE VALUE = 7 . 0 0 
Ill 
PROBLEM 11 IBM TEST 3. 
R.H.S. DETACHED COEFFICIENT ARRAY 
-96 h 5 3 6 
-200 20 21 17 12 
-101 11 1? 12 7 
OBJ. FCN. 13 15 1** 11 




0 0 17 
OPTIMAL OBJECTIVE VALUE = 187.00 
PROBLEM 21 DIET PROBLEM. 
*.H.S. DETACHED COEFFICIENT ARRAY" 
-300 <4lJ 63 60 55 63 J J u 61 
350 -<*n -h3 -i*0 -50 -60 -55 -6 0 0 j 0 -6G 
-300 fi 3 n •3 0 n 0 <.5 36 <+5 y '+5 n 
360 n 3 0 3 3 -36 - <> 5 -kl 
-110 H n 0 32 8 8 2C 16 28 2 4 0 2 8 8 
1<*5 0 3 G -3? -8 -8 -2G -16 -28 - 2,J 0 -2 -a 
0 a 0 ? -1 0 3 0 0 0 ] 0 0 f] 
3 .3 3 0 J 3 0 3 J <J -1 -1 -1 .1 
2 -l -1 -1 Q 0 0 n n ij 0 j 0 u 0 
0 a 3 0 a 3 1 l l -1 0 j 0 u 1 
0 0 0 Q 0 -1 -l -l 1 0 3 0 u -1 
-1 n 0 0 3 3 0 0 0 J J a 1 0 
OBJ. FCN. 5 . 3 <+.5 3.0 1.3 1.2 1.6 1.5 2. C 5.0 3. i> 4.3 5. U 1.5 
POUNDS 1 2 if 3 2 ? 2 u 3 3 3 3 5 
OPTIMAL SOLUTIONS 
a J 3 1 2 2 1 3 3 0 J 1 0 
OPTIMAL OBJECTIVE tffiLUF = 26.50 
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-•;czL£i:s 1 2 - 1 3 — V : S ; , 
• • : 1 S I C C I « C S E ^ U U I R . " . J . I. I »-» I 
- o : : j _ ^ ^ _ 3 _ _ : i : i i -5 < i c o o i - i i '• - o i i a 
- 5 i 1 _ 0 1 i 0 1 0 1 G 
- 5 i c ~ c : : -5 - _ .; i •. : o 1 :. J i i Q «* 
-5 5 i 1 :. 1 : i 1 G :. i 0 1 0 0 
-5 3 : . - i - i i - i : ^ 2 o 
I 0 .'. 0 1 0 _ 0 _ 0 1 0 0 1 
— <+ 0 I. I. _ 1 '_ - 0 ^ O D J <j J. -L. 
J 3 J . F C K . l l i ^ i i i * i * i i i l l 
it 
iO'JKDS B O O O S O O O O O O O C I O O 
0PT11'!/->l SOI.U . I T / N I 
»? 7 1 M A i_ C C I J Z C T I , 
'Bounds g i v e n a r e f o r p r o b l e m 1 2 . F o r p r o b l e m 1 3 , a l l b o u n d s are 3. 
J L3 
P R O B L E M S 1 A - 1 5 'lu \ 
D £ T A C H F - C T I j vy i _ i I" * 2 X ^ . 1 :17 ARRAY 
- O : , I * G - I 0 X 
_ A G C _ G * 1 G I. _ j X *, 
- 6 G G 0 0 1 I 1 
- O G 1 „• _ G 1 1 1 
— 7 1 C LI _ '_ _ Ll 1 1 0 
- 7 I G U 1 u X Q 
- 7 _•)_ G G U u 1 0 
- 7 1 u 1 X 0 G 
- 7 'J _ L _ i G •_ 0 i 0 r. 
J J 1 1 i 1. 1 1 0 A 
- 6 J. 1 u x G 0 J i 
- S G _ G 1 J _ J a i 
- 6 G !_ 1 j u 1 u R> J 0 i 
— 5 3 _ i C L V 0 G 0 I i 
- 5 X 1 - J u u i *• 1 1 i a 
4 1 - i i i «• I 1 l l 
I U N O S * 6 ZJ O it 6 O 3 5 G O 8 O 
' T I S A L S O L LI" 7 ~ 0 N S 
_ J 2 -» G 2 2 u 2 
i 0 ? .1 i 2 1 2 
_ 1 i _ 0 2 1 2 -i 
u I . U 2 2 ? U X 2 1 
D r * » x /. A L C E> ̂  _ C i I V E U A - U ; — 1 5 • C C 
BOUNDS GIVEN ARE FOR PROBLEM 14. FOR PROBLEM 1 5 , ALL BOUNDS ARE 3 . 
PROBLEMS 16-17 IBM TEST 6. 
9.H.S. DETACHED COEFFICIENT ARRAY 
-10 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 
-io 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 
-9 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 
-10 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 
-9 1 0 1 1 0 1 0 0 1 0 1 1 0 1 0 0 
-9 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 3 
-8 1 1 0 1 0 0 1 0 1 1 0 1 0 0 1 0 
-10 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 
-9 1 0 1 0 1 0 1 1 0 1 0 1 0 1 3 0 
-9 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0 0 
-8 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 0 
-9 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 
-8 1 0 1 1 0 1 0 1 0 1 0 0 1 0 1 0 
-8 3 1 1 1 1 0 0 1 1 0 0 0 0 1 1 0 
-7 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 0 
-10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
-9 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 
-9 0 1 1 0 0 1 1 0 ( 1 1 1 0 0 1 1 1 
-8 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 1 
-9 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 
-8 1 0 1 1 0 1 0 0 1 0 1 1 0 1 0 1 
-8 0 1 1 1 1 0 0 0 0 1 1 1 1 0 3 1 
-7 1 1 0 1 0 0 1 0 1 1 0 1 0 0 1 1 
-9 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 
-8 1 3 1 0 1 0 1 1 3 1 3 1 0 1 0 1 
-8 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0 1 
-7 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 1 
-8 0 0 0 1 1 1 1 1 1 1 1 0 0 0 3 1 
-7 1 0 1 1 0 1 3 1 0 1 3 3 1 0 1 1 
-7 0 1 1 1 1 0 0 1 1 0 0 0 0 1 1 1 
-6 1 1 0 1 0 0 1 1 0 O 1 0 1 1 0 1 
OBJ. FCN, 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
BOUNDS" 10 10 10 10 10 10 13 10 13 10 10 10 10 13 13 13 
OPTIMAL SOLUTIONS 
0 0 1 0 1 0 1 0 1 0 1 0 1 1 1 0 
0 0 1 0 1 1 0 0 1 1 0 0 1 1 1 0 
OPTIMAL OBJECTIVE VALUE = 18.00 
Bounds given are for problem 16. For problem 17, all bounds are 1 
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hkOhlK'1 la IHM TEST 7. 
Ô J. FCN. TRANSPOSE OF DF.TACHED COEFFICIENT ARRAY BOUNDS OPTIMAL SOLUTION 
20 46 0 0 0 0 0 0 0 0 0 0 0 16 0 
25 fSH 0 0 0 0 0 0 0 0 0 0 0 11 0 
30 Ql 0 0 0 0 0 0 0 0 0 0 0 8 0 
38 1 37 0 0 0 0 0 0 0 0 0 0 0 6 0 
4f, 182 0 0 0 0 0 0 0 0 0 0 0 4 0 
M 273 0 0 0 0 0 0 0 0 0 0 3 0 
74 364 0 0 i u 0 0 0 0 0 0 0 2 0 
101 54S 0 0 o 0 0 0 0 0 0 0 0 2 0 
1 17 818 0 u 0 0 0 0 0 0 0 0 0 1 0 
15 0 4h 0 0 u 0 0 0 0 0 0 0 11 0 
1 7 0 hH 0 0 (.' 0 0 0 0 0 0 0 8 0 
21 0 41 0 1/ It I) 0 0 0 0 0 0 6 0 
23 0 1 .17 0 0 u 0 0 0 0 0 0 0 4 0 
31 0 1 82 (J 0 0 0 0 0 0 0 0 0 3 0 
41 0 2 7.1 0 1/ i'l u 0 II 0 0 0 0 2 0 
s n 0 0 0 U 0 0 0 0 0 0 0 2 0 
*>7 0 4̂̂  J 0 I' 0 0 0 0 0 0 0 1 0 
10 0 0 4̂  i) i! 0 0 0 0 0 0 0 6 0 
11 0 0 H H 0 l 0 0 0 0 0 0 0 4 0 
14 u (i 1 0 II 0 0 0 0 0 0 0 3 0 
1 9 0 0 1 J ' 0 0 0 0 0 0 0 0 0 2 0 
20 0 0 1«2 0 0 0 0 0 0 0 0 0 2 0 
27 0 G 2/3 •J (i 0 0 0 0 c 0 0 1 0 
IS 0 0 'j • } 0 0 0 0 0 0 0 7 0 
1« 0 u (j >) 0 0 0 0 0 0 0 4 0 
22 0 u 0 -1 Hi 1/ 0 0 u 0 0 0 0 3 0 
2<S 0 0 (/ <M 0 0 0 0 u 0 0 0 2 0 
3T 0 0 0 1 4 7 u & 0 0 0 0 0 0 2 0 
<* 1 0 I'l u ) *s 1/ 1) 0 u u 0 0 0 1 0 
u 0 ('• ^ < 11 I) o u 0 0 0 8 0 
11 L' ) • i (.. 0 0 0 0 0 4 0 
1 4 0 0 i) A- 0 0 (J 0 0 0 0 3 0 
1 0 'J .", V 1 0 0 0 0 0 0 0 2 0 
20 l.l 0 1) i, i :< 7 0 0 0 0 n 0 0 2 0 
2̂  ft (; '.) i v 1 0 0 0 0 0 0 1 0 8 • 1 0 ;> .i i, 2 1 0 0 0 0 0 0 2 0 
1 0 • ; u ... 'i 4h 0 0 0 0 0 0 2 0 
1 2 i, 0 i; o hH 0 0 0 0 0 0 1 0 
?•/ f, ii i, 0 -21 0 0 0 0 0 30 0 
1 '4 7 0 li i; 0 i; 0 -8b 0 0 0 n 0 7 3 
2 m 2'; n u i o 0 -21 0 0 0 0 10 1 
i 4 7 m M i 0 ,, i> II 0 -85 I) 0 0 0 2 2 
2" ^ ii 2 ij :J I. 0 u -21 1.1 0 0 2 2 
14 7 ' ; 7 , ) 7 0 ,'j 0 o 0 0 -8b 0 0 0 0 0 
?0 20 2 'j r 0 u 0 u 0 0 -21 0 0 7 3 
1 4 7 : ; 7 l-; / ' . / IJ (1 0 0 0 -MS 0 0 1 1 
s >G u 2 'J i' "/ 1, 0 u 0 0 -21 0 6 2 
14 /<> ?u 7'» 7 , i , , 1) u 0 0 -85 0 1 1 
2o <r" 2 " 2G 0 0 0 0 0 -21 4 0 
1" 7 0 7 1 / FU 7 11 7 0 0 0 0 0 0 -85 1 1 
-71 7 - 4 4 H( - j S ( . -1^ - s c f- H) 21 1 SI 1 b H 137 88 
PQQHLE.M 19 I H i'l TrSf ^ . 
O R J . F C N , r ^ A N S P O ^ F O F I) t T A C h t () C O t F f - I C I t N T A R R A Y B O U N D S O P T I M A L S O L U T I O N 
1 1 1 1 1 1 1 0 0 0 0 0 0 1 0 
0 0 0 0 u 0 1 0 0 0 0 0 8 0 
0 0 - 1 ? 3 0 0 0 1 0 0 0 0 0 8 8 
0 0 0 - 1 2 0 0 0 1 0 0 0 0 0 8 0 
0 0 0 •J -id 0 0 1 0 0 0 0 0 8 0 
0 J 0 0 0 0 1 u 0 0 0 0 8 0 
D 0 0 •J 0 0 - 1 ? 1 0 0 0 0 0 8 0 
0 - w :J u 0 0 0 0 1 v) 0 0 0 7 0 
0 0 l) u 0 0 1 u 0 0 0 7 0 
0 o 0 - 1 < . u 0 1 u 0 0 0 7 7 
0 0 0 u u 0 0 1 a 0 0 0 7 3 
0 0 u 0 - 1 " .J 0 I 0 0 0 0 7 0 
0 0 0 u 0 0 - 1 4 0 1 0 0 0 0 7 0 
0 - 1 7 U 0 0 0 0 u 0 1 0 0 0 6 0 
n 0 - 1 7 0 0 0 (J) 0 0 1 0 0 0 6 0 
0 0 0 - 1 7 0 0 0 0 a 1 0 0 0 6 0 
0 0 0 0 - 1 7 0 0 0 0 1 0 0 0 6 0 
0 0 0 0 0 - 1 ( 0 0 0 1 0 0 0 6 0 
0 u 0 0 0 0 - 1 7 0 0 1 0 0 0 6 5 
0 0 i) 0 f) 0 0 0 0 1 0 0 1 7 3 
0 '.) — n u 0 0 0 0 0 0 1 0 0 1 7 0 
o ') •J — r\ 0 r. V A w 0 0 1 0 0 1 7 1 
0 0 0 0 - 6 u 0 0 0 0 1 0 0 1 7 0 
0 0 0 u 0 - b u 0 0 0 1 0 0 1 7 0 
0 0 0 (I 0 0 - b 0 0 0 1 0 0 1 7 0 
0 - ? 0 u 0 u u <\ 0 0 0 0 1 0 5 3 
0 0 J 0 0 i' 0 0 0 0 1 0 5 0 
0 0 0 - ^ 0 0 u I"! 0 J u 0 1 0 5 0 
o () u 0 u . 1 o ii 0 0 1 0 5 0 
n 0 0 I' u 0 u 0 0 0 1 0 5 3 
n 0 0 'J 0 0 - 2 0 0 0 0 a 1 0 5 0 
0 - g 0 0 0 0 0 0 0 0 0 0 1 1 1 3 
0 0 - g 0 0 0 0 0 0 0 0 0 1 1 1 1 
0 u 0 - g u 'J 0 0 0 0 0 0 1 1 1 0 
0 .) 0 u - g u 0 G 0 0 0 0 1 1 1 7 
0 0 0 Ii 0 - g 0 0 0 0 0 0 1 1 1 5 
0 0 0 u u u - g 0 u 0 0 0 1 2 
1 0 5 I .'i 5 1 0 5 1 0 5 1 Op I O S - 8 - 1 0 - 5 - 4 - b - 1 8 
O P T I M A L u H J E X T W E VAL'JF = . 0 0 
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PROBLEM 20 IBM TEST 9. 
ff.H.S. DETACHED COEFFICIENT ARRAY 
-1 0 0 l 1 0 1 0 0 a 0 0 0 0 0 0 
-1 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 
-1 1 9 0 0 1 0 0 1 0 0 0 0 0 0 0 
-1 1 1 0 0 a 0 0 0 1 0 0 0 0 0 0 
-1 0 1 1 0 0 0 0 a 0 1 0 0 0 0 0 
-1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 
-1 1 0 1 0 0 0 1 0 0 0 3 0 0 0 0 
-1 0 I 0 1 a 0 0 1 0 0 0 0 0 0 a 
-1 0 0 1 1] 1 0 0 0 1 0 0 0 0 0 0 
-1 1 0 0 1 0 0 0 0 0 1 3 0 0 0 0 
-1 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 
•1 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 
-1 0 3 0 3 0 1 0 0 0 1 0 0 1 0 0 
-1 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 
-1 0 9 0 0 0 0 1 1 0 0 3 0 0 0 1 
-1 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 
-1 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 
-1 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 
-1 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 
-1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 
-1 1 3 0 0 0 0 a 3 0 0 3 0 1 1 0 
-1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 
-1 0 3 1 0 3 0 0 0 0 0 I 0 0 0 1 
-1 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 
-1 0 3 0 0 1 0 0 3 0 0 0 1 1 0 0 
-1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 
-1 0 I 0 0 0 0 0 0 a 0 1 0 1 0 0 
-1 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 
-1 0 0 0 1 0 0 0 0 0 a 3 a 1 0 1 
-1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 
- i 1 0 0 0 a 1 0 0 0 0 1 0 0 a 0 
-1 0 I 0 0 3 0 1 0 0 0 0 1 0 0 0 
-1 0 a 1 0 0 0 0 1 3 a 3 0 1 0 0 
-1 0 a 0 1 0 0 0 0 1 0 3 0 0 1 0 
-1 0 0 0 0 1 0 0 0 a 1 a 0 0 0 1 
OBJ. FCN. 1 l 1 1 1 1 1 1 1 1 1 1 1 1 1 
BOUNOS I l 1 1 1 1 1 1 1 1 1 1 1 1 1 
OPTIMAL SOLUTIONS 
1 l 1 1 1 1 1 0 1 1 3 0 0 0 0 
1 i 1 1 1 1 1 1 1 0 0 0 0 0 
1 l 1 L 1 0 L 1 1 1 3 0 3 0 0 
I l 1 0 1 0 L 1 1 0 3 1 1 Q 0 
OPTIMAL OBJECTIVE VALUE = 9.00 
1 1 8 
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