We describe a collection of PadÃ e-type methods for accelerating the convergence of sequence of functions. The construction and connections of PadÃ e's methods with other similar methods are given. We examine the e ectiveness of these new methods, namely integral PadÃ e approximant, modiÿed PadÃ e approximant and squared PadÃ e approximant together with the well-established methods, namely functional PadÃ e approximant and classical PadÃ e approximant, for approximating the characteristic value and corresponding characteristic function. Estimates of characteristic value and characteristic function derived using integral PadÃ e approximants are found to be substantially more accurate than other similar methods.
Introduction
In this paper, three new methods for accelerating the convergence of sequence of functions are introduced and their e ectiveness is examined by determining the characteristic value and the characteristic function of an integral equation. These new methods use functional PadÃ e-type approximants, where we employ the terminology "PadÃ e-type" as introduced by C. Brezinski, which means that the denominator polynomial of the rational approximant is arbitrarily prescribed (on the contrary, in the classical PadÃ e approach the denominator is left free in order to achieve the maximal order of interpolation). We have introduced the appropriate names for the PadÃ e-type approximants as modiÿed PadÃ e approximant, squared PadÃ e approximant and integral PadÃ e approximant. The modiÿed PadÃ e approximant method was the ÿrst modiÿcation of the classical PadÃ e approximant and this was further improved by the squared PadÃ e approximant method. Finally, the integral PadÃ e approximant was developed and this is shown to be a good alternative to functional PadÃ e approximant.
The main reason for developing the appropriate denominators of the new methods was to overcome the essential di culty encountered by classical PadÃ e approximants and functional PadÃ e approximants.
The major drawback of these methods is the use of the minimal sensitivity principle [1, 2] and the presence of super uous zeros in the denominator. Hence, we investigated on the basis that these new methods should have a similar order and cofactors arrangement in the determinant of the denominator polynomial as classical PadÃ e approximant and the accuracy of the functional PadÃ e approximant. Also we use a similar principle of integrating each of the cofactors in the determinant of the denominator polynomial, which was introduced by Graves-Morris [5, 7, 11] and applied in functional PadÃ e approximant method.
We describe the fundamentals of the denominator for each of the new PadÃ e-type methods and the numerator is determined naturally. In order to construct these new methods we use a similar procedure as classical PadÃ e approximant. The construction of the denominator of the modiÿed PadÃ e approximant method is simply obtained by integrating each of the cofactor in the determinant of the denominator polynomial of the classical PadÃ e approximant method. This improved method overcomes the use of the minimal sensitivity principle but it lacks the desired precision and therefore we have investigated this method further. We construct the denominator of the squared PadÃ e approximant method by squaring each of the cofactor in the determinant of the denominator polynomial of the classical PadÃ e approximant method and then we integrate these new cofactors. The precision was good for some cases but we found that this method is not versatile. Hence, we decided to construct the denominator of the integral PadÃ e approximant method in a di erent way to those discussed above and in previously published papers [6] [7] [8] 11] . The construction of the denominator of the integral PadÃ e approximant method is obtained by combining the coe cients of the generating function as cofactors in the determinant of the denominator polynomial. We found that the integral PadÃ e approximant method is consistent and overcomes all the di culties encountered in the previous studies [6, 7, 11] .
We begin with the generating function f(x; ) of a series of functions given by
in which C i (x) ∈ L 2 [a; b] are given and [a; b] is the domain of deÿnition of C i (x) in some natural sense. We also suppose that f(x; ) is holomorphic as a function of at the origin = 0. Then (1) converges for values of | | which are small enough. In this paper, we see how the methods of PadÃ e-type approximation can be used to accelerate the convergence of a series having the form (1).
The integral PadÃ e approximants method (IPA)
We deÿne a rational function r(x; ) to be an integral PadÃ e approximant of type (n; k) for f(x; ) if r(x; ) = N (x; )=D( ); (2) where N (x; ); D( ) are polynomials in ; N (x; ) ∈ L 2 [a; b] as a function of x and
If N (x; ); D( ) satisfy axiom (3), then there exists a unique r(x; ) deÿned by (1) . The proofs of existence and uniqueness are similar to that for the classical PadÃ e approximant [4, 5, 14] and the rate of convergence is similar to functional PadÃ e approximant. This is evident from this investigation and in all the other test examples. For the purpose of this paper, we deÿne the denominator polynomial of an integral PadÃ e approximant of type (n; k) as
provided D(0) = 0 and C i (x) are the coe cients of (1). The purpose of integrating the elements in (4) is to make the estimates of the characteristic values independent of the variable x. This is similar to the approach for the functional PadÃ e approximant in which we overcome the serious problem, use of [1, 2] , with the classical PadÃ e approximant [7, 11] . We take the appropriate roots of denominator polynomial, given by (4), as our estimates of the characteristic value for the integral PadÃ e approximant.
Naturally, the numerator polynomial N (x; ) follows from (3c) as
where this notation, now and in the sequel, indicates that truncation at degree n in has been e ected. If, in the representation (4), D(0) = 0, then r(x; ) deÿned by (2) , (4) and (5) is an integral PadÃ e approximant of type (n; k) for f(x; ).
Integral PadÃ e approximants constructed using (3) can be laid out in a table:
and this concept is similar to the classical PadÃ e approximants [5] .
be a meromorphic function with precisely k ÿnite poles. Then; for all n su ciently large; there exists a unique rational function r(x; ) of type (n; k) which interpolates to f(x; ). Hence
Summaries of the advantages of integral PadÃ e approximants are as follows: (i) We do not have to assign a particular value of x in the Neumann series, to obtain an estimate of the characteristic value using classical PadÃ e approximant [7, 11] . (ii) Integral PadÃ e approximants produces a substantially more accurate estimates than the classical PadÃ e approximant, the modiÿed PadÃ e approximant and the other two methods considered previously, namely Fredholm determinant and Rayleigh-Ritz [7, 11] . (iii) The order of the denominator polynomial of an integral PadÃ e approximant is half the order of the denominator polynomial of the functional PadÃ e approximant. Therefore, an integral PadÃ e approximant does not possess super uous zeros, which was a serious problem with the functional PadÃ e approximant as noted by the investigators [6, 7, 11] . (iv) We do not have to construct a further method, known as the hybrid functional PadÃ e approximant, to obtain the characteristic function [6, 7, 11] . (v) From the last two advantages it is established that the method of the functional PadÃ e approximants needs much more numerical computation than integral PadÃ e approximants. (vi) Integral PadÃ e approximant is applicable to a wider class of generating functions. We found a major drawback of the squared PadÃ e approximant is that the numerical performance of this method is not suitable when the generating function possesses an alternating or a negative power series. (vii) Integral PadÃ e approximant is simpler and more e ective method for obtaining the characteristic values and the characteristic functions than other similar methods.
The modiÿed PadÃ e approximant method (MPA)
A modiÿed PadÃ e approximant of type (n; k) for the given power series (1) is the rational function
where A(x; ); B( ) are polynomials in ; A(x; ) ∈ L 2 [a; b] as a function of x and @{A}6n @{B}6k; (10a)
The construction of the denominator polynomial of the modiÿed PadÃ e approximant of type (n; k) is given as
provided B(0) = 0 and C i (x) are the coe cients of (1).
Naturally, the numerator polynomial A(x; ) follows from (10c) as
Each approximant of the sequence of (n; k) type modiÿed PadÃ e approximant has precisely k poles. We take the zeros of (11) as our estimates of the characteristic value for the modiÿed PadÃ e approximant.
The squared PadÃ e approximant method (SPA)
A squared PadÃ e approximant of type (n; k) for the given power series (l) is the rational function
where
as a function of x and @{G}6n; @{H } 6k; (14a)
The construction of the denominator polynomial of the squared PadÃ e approximant of type (n; k) is given as
provided H (0) = 0 and C i (x) are coe cients of (1). Naturally, the numerator polynomial G(x; ) follows from (14c) as
Each approximant of the sequence of (n; k) type PadÃ e approximant has precisely k poles. We actually take the square root of the zeros formed by (15) as our estimates of the characteristic value. The outline of this paper is as follows. In Sections 2 and 3 we brie y describe two well-known methods, the classical PadÃ e approximant and the functional PadÃ e approximant, respectively. Moreover, in Section 4, we demonstrate the similarity of the three methods, namely, the integral PadÃ e approximant, the squared PadÃ e approximant and the functional PadÃ e approximant, which produce identical estimates of the characteristic value. In Section 5 we examine the e ectiveness of these new methods based on the PadÃ e-type approximants for determining the characteristic values and the characteristic functions of an integral equation. The technique utilised for solving the integral equation is based on successive substitution, which is an iterative procedure, yielding a sequence of approximations leading to an inÿnite power series solution. In the process we make two distinct comparisons of the estimates derived using the integral PadÃ e approximant. First, we compare estimates formed using the row sequence of an integral PadÃ e approximant of type (n; 1) with corresponding estimates derived from the modiÿed PadÃ e approximant of type (n; 1), the squared PadÃ e approximant of type (n; 1), the functional PadÃ e approximant of type (n; 2) and the classical PadÃ e approximant of type (n; 1). Then we compare estimates based on another row sequence of an integral PadÃ e approximant of type (n; 2) with corresponding estimates derived from the modiÿed PadÃ e approximant of type (n; 2) the squared PadÃ e approximant of type (n; 2), the functional PadÃ e approximant of type (n; 4) and the classical PadÃ e approximant of type (n; 2). In Section 6 we illustrate the precision of a particular characteristic function of integral PadÃ e approximant. The e ectiveness of these new methods for accelerating the convergence of a sequence of functions was investigated in the context of the Neumann series of an integral equation. The method of integral PadÃ e approximants proved to be the most e ective of the methods considered.
The classical PadÃ e approximant method (CPA)
A classical PadÃ e approximant of type (n; k) for the given power series (l) is the rational function
where U (x; ); V (x; ) are polynomials in ; U (x; ) ∈ L 2 [a; b] as a function of x and @{U }6n; @{V }6k; (18a)
The construction of the denominator polynomial of classical PadÃ e approximant of type (n; k) is given as
provided V (x; 0) = 0 and C i (x) are coe cients of (1). Naturally, the numerator polynomial U (x; ) follows from (18c) as
Each approximant of the sequence of (n; k)-type PadÃ e approximant has precisely k poles. To determine these zeros, in order to estimate the characteristic value, we must assign a particular value of x in the Neumann series and this is usually done using the principle of minimal sensitivity [1, 2] . Issues of existence, uniqueness and other related deÿnitions of classical PadÃ e approximants are treated in [4, 5] and many other texts.
The functional PadÃ e approximants method (FPA)
We deÿne a rational function r(x; ) to be a functional PadÃ e approximant of type (n; 2k) for f(x; ) if r(x; ) = p(x; )=q( );
where p(x; ); q( ) are polynomials in ; p(x;
The asterisk in (22c) denotes the functional complex conjugate. If p(x; ), q( ), satisfy (22a)-(e), then r(x; ) deÿned by (1) is unique; the questions of existence, uniqueness and degeneracy are treated in [9] . The explicit formula for the denominator polynomial is given by
The elements of (23) are deÿned by
for i = 0; 1; : : : ; 2k and j = i + 1; i + 2; : : : ; 2k and taking C j (x) := 0 if j ¡ 0: We know that the polynomials produced by (23) are strictly positive for ∈ R and their zeros occur in complex conjugate pairs close to the real axis [6, 7, 11] . Ideally, we take the real parts of the zeros of q( ) as our estimates of the characteristic values c .
The numerator polynomial p(x; ) follows from (22e) as
If, in the representation (23), q(0) = 0, then r(x; ) deÿned by (21), (23) and (25) is the functional PadÃ e approximant of type (n; 2k) for f(x; ).
In addition, the denominator polynomial of a hybrid functional PadÃ e approximant is deÿned in terms of the roots of the denominator of the corresponding functional PadÃ e approximant [6, 7, 11] . We actually take the real parts of the roots of the functional PadÃ e approximant and express the hybrid functional PadÃ e approximant of type (n; k) as
The associated numerator polynomial is deÿned as
Since n and k govern the degree of the numerator and denominator, respectively, we express the hybrid functional PadÃ e approximant of type (n; k) as
We ÿnd that (28) is identical to the integral PadÃ e approximant (2) for k = 1. It is obvious that the hybrid functional PadÃ e approximant is dependent on functional PadÃ e approximant and therefore requires much more numerical computation than the integral PadÃ e approximant. We can easily prove this by comparing the dimensions of the determinant and the degree of the denominator polynomial of functional PadÃ e approximant and integral PadÃ e approximant, which are given by (23) and (4), respectively.
Equivalence of the estimates
Here we shall observe how three methods, namely integral PadÃ e approximant, the squared PadÃ e approximant and the functional PadÃ e approximant produce similar estimates of the characteristic value. We shall do this by showing that the limit of the poles of the respective denominator polynomial satisÿes identical equations.
First we begin by expanding (4), the denominator polynomial of the integral PadÃ e approximant of type (n; 1):
The characteristic value of the integral PadÃ e approximant of type (n; 1) is calculated by solving (29) and thus we have
Similarly, expanding the denominator polynomial of the functional PadÃ e approximant of type (n; 2),
which gives
Solving (31) by a standard quadratic formula and simplifying gives rise to
We know from previous studies [6, 7, 11] that (32) produces a pair of complex conjugates which are close to the real axis, that is
and
Therefore, the estimate of the characteristic value of the functional PadÃ e approximant of type (n; 2) method is given by
Alternatively, we can ÿnd the estimates of the functional PadÃ e approximant by di erentiating (31) w.r.t. and with a convenient normalisation we obtain (35) [8, 11] .
First we begin by expanding (15), the denominator polynomial of the squared PadÃ e approximant of type (n; 1)
The characteristic value of squared PadÃ e approximant of type (n; 1) is based on solving (36); thus we have
If we rearrange (34), we have
and substituting the right-hand side of (38) into (37) we obtain
It has been established in [5, 6, 8, 10] that the zeros, that is characteristic value, of the functional PadÃ e approximant converges as
This result also applies to the squared PadÃ e approximant. However, we actually take the square root of (37) as our estimates of the characteristic value
Therefore, we expect that, for all n su ciently large, (41) is equivalent to (30). It should be noted that this is true mathematically, but we ÿnd a serious problem numerically that is when the generating function possesses an alternating or a negative power series.
Mathematically, we have demonstrated the fact that these three methods produce a similar accuracy for the estimates of the characteristic value, that is (30), (35) and (41) are similar for the ÿrst row sequence. We conjecture that these three methods produce identical estimates for any type of row sequence. However, numerically we ÿnd that the integral PadÃ e approximant has better precision than the squared PadÃ e approximant and the functional PadÃ e approximant. This is empirically evident from Table 2 .
Application to an integral equation
To determine the consistency of these new methods, we actually tested them on a previous investigation [11] and further examples were taken from Moiseiwitsch [12] . These ÿndings are This integral equation is a Fredholm of the second kind with a nondegenerate kernel and has been previously considered by Graves-Morris [7] and Coope and Graves-Morris [6] . The characteristic functions of this equation can be found by converting it to a second-order ordinary di erential equation [3] . The explicit solution of (42) is
where = √ 2 . The denominator of (43) is analytic as a function of and has just one simple zero at c = 1:22290658 : : :, corresponding to a single characteristic value c = 0:7477502556 : : :.
It is familiar that the Neumann series of (42) converges for | |¡ c [12] . The ÿrst few terms of this series are
as may be found by iteration of (42). We make two distinct comparisons of the estimates derived using the integral PadÃ e approximants. First, we compare estimates formed using the row sequence of the integral PadÃ e approximant of type (n; 1) with corresponding estimates derived from the classical PadÃ e approximant of type (n; 1), the modiÿed PadÃ e approximant of type (n; 1), the squared PadÃ e approximant of type (n; 1) and the functional PadÃ e approximant of type (n; 2). The results in Table 1 are the estimates of the characteristic value for each of the ÿve iterative methods described and we ÿnd that the estimates from the integral PadÃ e approximant gives better approximations that the classical PadÃ e approximant, the modiÿed PadÃ e approximant and it is similar to the functional PadÃ e approximant and the squared PadÃ e approximant. The results in Table 2 are the estimates of the characteristic value, but showing results derived from another row sequence of the integral PadÃ e approximant of type (n; 2) and with corresponding estimates derived from the classical PadÃ e approximant of type (n; 2), the modiÿed PadÃ e approximant of type (n; 2), the squared PadÃ e approximant of type (n; 2) and the functional PadÃ e approximant of type (n; 4). We see that the row sequence of the integral PadÃ e approximants gives better approximation than the other methods, including the functional PadÃ e approximants. In each case, the comparisons with other methods were made using a similar amount of data, which is, using a similar number of terms of (44).
The proof that the row sequence of PadÃ e approximant estimates shown in Table 1 converge geometrically to the characteristic value follows as a consequence of Sa 's [14] extension of Montessus' Table 2 Estimates showing the precision of the characteristic value c derived using the ÿve methods described theorem [13] . Likewise, the proof that the functional PadÃ e approximant estimates shown in the Table  1 converge geometrically to the characteristic value, follows as a consequence of the row convergence theorem of Graves-Morris and Sa [10] . All these mathematical results are empirically evident from Tables 1 and 2 . It is also clear that the integral PadÃ e approximant method converges much faster than the other methods. This is due to the standard theory of Fredholm integral equations of the second kind [12, 15] , that is expressed by
it is known that when
We have noted that the more serious practical di culty with the classical PadÃ e approximant method is that the estimates of the characteristic values of depend on the value of x selected contrary to the exact result (46). If we use the integral PadÃ e approximants for accelerating convergence of the Neumann series, the estimates of the characteristic values are independent of the variable x, as expressed in (46). This observation goes some way towards explaining the remarkable precision of estimates of the characteristic values derived from the integral PadÃ e approximants as shown in Tables 1 and 2 .
Precision of the approximate solution
In Fig. 1 we display the exact (analytic) solution and its approximations obtained using the integral PadÃ e approximant of type (2; 1), the modiÿed PadÃ e approximant of type (2; 1), the squared PadÃ e approximant of type (2; 1) and the functional PadÃ e approximant of type (2; 2). Also in Fig. 1 we see a remarkable precision of the integral PadÃ e approximant, where graphically there is no signiÿcant di erence between the exact and the integral PadÃ e approximant. Accordingly, in Table 3 , we show the errors incurred by the integral PadÃ e approximant, the modiÿed PadÃ e approximant, the squared PadÃ e approximant and the functional PadÃ e approximant methods for x = 0(0:1)0:5 in the solution of (42). We list the appropriate rational functions displayed.
Solution of the integral equation (42) 
The rational functions above were suitably normalised. It has been established in previous studies [6, 7, 11] that the estimates of characteristic function based on the functional PadÃ e approximants are inferior to those from the hybrid functional PadÃ e approximants. The reason for the poor performance of the functional PadÃ e approximants for the estimation of the characteristic function is that the denominator polynomials (11) possess super uous zeros, and thus the hybrid functional PadÃ e approximant method was introduced. We do not use the hybrid functional PadÃ e approximant, not because it produces identical results to the integral PadÃ e approximant, but because of much more numerical computation involved in deriving it. Furthermore, we have found that the precision of the characteristic function for the squared PadÃ e approximant method is considerably smaller than the integral PadÃ e approximant. Finally, although the approximate solution for the characteristic function for the modiÿed PadÃ e approximant is satisfactory, it lacks the precision of the integral PadÃ e approximant.
Remarks and conclusion
Three new methods for producing a sequence of rational approximations to the solution of a linear integral equation have been described and their e ectiveness has been investigated in many examples. These new methods are essentially for accelerating the convergence of a sequence of functions. In the context of a familiar linear integral equation, the method of integral PadÃ e approximants is shown to be much more e cient in calculating the characteristic value and substantially more accurate for calculating the approximate solution than other similar techniques.
The purpose of demonstrating the integral PadÃ e approximants method for two types of row sequence is to illustrate the accuracy of the approximate solution, the stability of the convergence and the consistency of the method. Furthermore, we have demonstrated that this new method is much more e cient and does not have the drawbacks of the functional PadÃ e approximants and the classical PadÃ e approximants. From this illustrated example and in all other test examples, it is clear that the hybrid functional PadÃ e approximants method is inferior to the integral PadÃ e approximants for k ¿ 2, because of the accuracy of the characteristic values of the functional PadÃ e approximants is less than the integral PadÃ e approximants method. Finally, an analytical investigation of the integral PadÃ e approximant is a subject of further research. This integral equation is a Fredholm of the secod kind with a nondegenerate kernel previously considered by Graves-Morris and Thukral [11] . The characteristic functions of this equation can be found by converting it to a second-order ordinary di erential equation [3] . The explicit solution of (1) 
