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Two-time free energy distribution function in the KPZ problem
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Following the earlier approach [1] the explicit expression for the two time free energy distribution
function in one-dimensional random directed polymers is derived in terms of the Bethe ansatz replica
technique. It is show that such type of the distribution function can be represented in the form of
a generalized ”two-dimensional” Fredholm determinant.
PACS numbers: 05.20.-y 75.10.Nr 74.25.Qt 61.41.+e
I. INTRODUCTION
The problem of directed polymers in a quenched random potential or equivalent problem of the KPZ-equation [3]
describing the growth in time of an interface in the presence of noise have been the subject of intense investigations
during past three decades [4–15]. A few years ago the exact solution for the free energy probability distribution
function (PDF) has been found [16–28]. It was show that this PDF is given by the Tracy-Widom (TW) distribution
[29]. The two-point free energy distribution function which describes joint statistics of the free energies of the directed
polymers coming to two different endpoints has been derived in [30–32].
In all these studies, however, the problems were considered in the so called ”one-time” situation. For the first
time the joint probability distribution function for the free energies of two directed polymers with fixed boundary
conditions at two different times has been studied in the paper [1] (in terms of non-rigorous replica Bethe ansatz
approach) and in the paper [2] (mathematically rigorous derivation). Unfortunately, the results obtained in these
papers are somewhat inconclusive: the final formulas are expressed in terms rather complicated mathematical object
whose analytic properties are not known. Moreover, for the moment it is even not clear whether these two results
obtained it terms of two different approaches do coincide.
In this paper I am going to derive the joint probability distribution function for somewhat different two time free
energy object. It turns out that compared to the previous calculations [1, 2] ”more symmetric” structure of this
object (see below) makes the corresponding calculations much more simple and the final result can be expressed in
the form of a compact formula which could be conditionally called a ”two-dimensional” Fredholm determinant with
explicit expression for its kernel, eqs.(27)-(29).
The model under consideration is defined in terms of an elastic string φ(τ) directed along the τ -axes within an
interval [0, t] which passes through a random medium described by a random potential V (φ, τ). The energy of a given
polymer’s trajectory φ(τ) is
H [φ, V ] =
∫ t
0
dτ
{1
2
[
∂τφ(τ)
]2
+ V [φ(τ), τ ]
}
; (1)
where the disorder potential V [φ, τ ] is Gaussian distributed with a zero mean V (φ, τ) = 0 and the δ-correlations
V (φ, τ)V (φ′, τ ′) = uδ(τ − τ ′)δ(φ − φ′). The parameter u describes the strength of the disorder. For the fixed
boundary conditions, φ(0) = 0, φ(t) = x, the partition function of this model is
Zt(x) =
∫ φ(t)=x
φ(0)=0
Dφ(τ) e−βH[φ] = exp
(
−βFt(x)
)
(2)
where β is the inverse temperature and Ft(x) is the free energy. In the limit t → ∞ the free energy scales as
βFt(x) = βf0t+ βx
2/2t+ λtf(x), where f0 is the selfaveraging free energy density, λt =
1
2 (β
5u2t)1/3 ∝ t1/3 and f(x)
is a random quantity described by the Tracy-Widom distribution [21–24]. As the first two trivial terms of this free
energy can be easily eliminated by simple redefinition of the partition function, they will be omitted in the further
calculations, in other words, Zt(x) = exp
(
−λtf(x)
)
.
Let us consider two partition functions: the first one, Zt(0), is defined in eq.(2) with the zero boundary conditions,
φ(0) = φ(t) = 0, while the second one, Z˜t,∆t(0), in addition to the above zero boundary conditions contains an
2additional constrain φ(t −∆t) = 0. In other words, in the second case the polymer trajectory before coming to zero
at time t is forced cross the zero at some intermediate time (t−∆t).
FIG. 1: Schematic representation of two directed polymer paths: (1) with φ(0) = φ(t) = 0, and (2) with φ(0) = φ(t −∆t) =
φ(t) = 0
By definition,
Zt(0) =
∫ +∞
−∞
dx Zt−∆t(x)Z
∗
∆t(x) = exp
(
−λtf
)
(3)
and
Z˜t,∆t(0) = Zt−∆t(0)Z
∗
∆t(0) = exp
(
−λtf˜
)
(4)
where Z∗∆t(x) is the partition function of the directed polymer system in which time goes backwards, from t to (t−∆t).
For technical reasons (for proper regularization of the integration over x at ± infinities) it is convenient to split the
partition function Zt(0) into two parts, the ”left” and the ”right” ones:
Zt(0) =
∫ 0
−∞
dx Zt−∆t(x)Z
∗
∆t(x) +
∫ +∞
0
dy Zt−∆t(y)Z
∗
∆t(y) (5)
In terms of the free energy definitions (3)-(4) one would like to compute the joint probability distribution function
W (f1, f2,∆) = lim
t→∞
Prob
[
f > f1; f˜ > f2
]
(6)
where it is assumed that in the limit t→∞ the parameter ∆ ≡ ∆t/t remains finite. In terms of the above partition
functions (3)-(4) this quantity can be defined as follows:
W (f1, f2,∆) = lim
t→∞
∞∑
N=0
∞∑
K=0
(−1)N+K
N ! K!
exp
(
λtNf1 + λtKf2
)
ZNt (0)
[
Zt−∆t(0)Z∗∆t(0)
]K
(7)
where (...) denotes the averaging over the random potential. Taking into account eq.(5) one gets
W (f1, f2,∆) = lim
t→∞
∞∑
L,R,K=0
(−1)L+R+K
L!R!K!
exp
[
λt(L+R)f1 + λtKf2
] ∫ 0
−∞
dx1...dxL
∫ +∞
0
dyR...dy1 ×
×
([ L∏
a=1
Zt−∆t(xa)
]
ZKt−∆t(0)
[ R∏
b=1
Zt−∆t(yb)
]) ([ L∏
a=1
Z∗∆t(xa)
]
Z∗∆t
K(0)
[ R∏
b=1
Z∗∆t(yb)
])
(8)
Introducing:
Ψ(x1, ..., xN ; t) ≡ Zt(x1)Zt(x2) ... Zt(xN ) (9)
3one can easily show that Ψ(x; t) is the wave function of N -particle boson system with attractive δ-interaction:
β ∂tΨ(x; t) =
1
2
N∑
a=1
∂2xaΨ(x; t) +
1
2
κ
N∑
a 6=b
δ(xa − xb) Ψ(x; t) (10)
(where κ = β3u) with the initial condition Ψ(x; 0) = ΠNa=1δ(xa). The wave function Ψ(x; t) of this quantum problem
can be represented in terms of the linear combination of the corresponding eigenfunctions of eq.(10). A generic
eigenstate of such system is characterized by N momenta {Qa} (a = 1, ..., N) which split into M (1 ≤ M ≤ N)
”clusters” each described by continuous real momenta qα (α = 1, ...,M) and characterized by nα discrete imaginary
”components” (for details see [33–37]):
Qa → q
α
r = qα −
iκ
2
(nα + 1− 2r) ; (r = 1, ..., nα ; α = 1, ...,M) (11)
with the global constraint
∑M
α=1 nα = N . Explicitly,
ΨQ(x) =
∑
P
N∏
1≤a<b
[
1 + iκ
sgn(xa − xb)
QPa −QPb
]
exp
[
i
N∑
a=1
QPaxa
]
(12)
where the vector Q denotes the set of all N momenta eq.(11) and the summation goes over N ! permutations P of N
momenta Qa, over N particles xa. In terms of the above eigenfunctions the solution of eq.(10) can be expressed as
follows:
Ψ(x; t) =
1
N !
∫
DQ |C(Q)|
2 ΨQ(x)Ψ
∗
Q(0) exp
(
−tE(Q)
)
(13)
where the symbol
∫
DQ denotes the integration over M continuous parameters {q1, ..., qM}, the summations over M
integer parameters {n1, ..., nM} as well as summation over M = 1, .., N . |C(Q)|
2 is the normalization factor,
|C(Q)|2 =
κN∏M
α=1
(
κnα
) M∏
α<β
∣∣qα − qβ − iκ2 (nα − nβ)∣∣2∣∣qα − qβ − iκ2 (nα + nβ)∣∣2
= κN det
[
1
1
2κnα − iqα +
1
2κnβ + iqβ
]
α,β=1,...M
(14)
and E(Q) is the eigenvalue (energy) of the eigenstate ΨQ(x),
E(Q) =
1
2β
N∑
α=1
Q2a =
1
2β
M∑
α=1
nαq
2
α −
κ2
24β
M∑
α=1
n3α (15)
In terms of the wave functions (9)-(13) the probability distribution function (8) can be expressed as follows:
W (f1, f2,∆) = lim
t→∞
∞∑
L,K,R=0
(−1)L+K+R
L!K!R!
exp
[
λt(L+R)f1 + λtKf2
]
× (16)
×
∫ 0
−∞
dx1...dxL
∫ +∞
0
dyR...dy1Ψ
(
x1, ..., xL, 0, ..., 0︸ ︷︷ ︸
K
, yR, ..., y1; (t−∆t)
)
Ψ∗
(
x1, ..., xL, 0, ..., 0︸ ︷︷ ︸
K
, yR, ..., y1; ∆t
)
where the second (conjugate) wave function represent the ”backward” propagation from the time moment t to the
previous time moment t −∆t. Schematically the above expression is represented in Figure 1. The above expression
is quite similar to eq.(23) in [1] although here its structure is ”more symmetric” which essentially simplify further
4FIG. 2: Schematic representation of the directed polymer paths corresponding to eq.(16)
calculations. Repeating the same steps as in the paper [1], in the limit t→∞ one eventually gets (sf eq.(65) in [1]):
W (f1, f2,∆) = 1 +
∞∑
M=1
(−1)M
(M !)2
×
M∏
α=1
[∫ ∫ +∞
−∞
dqαdpα
(2π)2
∫ +∞
−∞
dy Ai
(
y + (1−∆)q2α +∆p
2
α − f1
)
×
×
∫
C
dz1αdz2αdz3α
( 1
z1αz2αz3α
− δ(z1α)δ(z2α)δ(z3α)
)
J
(
qα − pα, z1α, z2α, z3α
)
×
× exp
{
(z1α + z2α + z3α)y + z3α(f2 − f1)
}]
×
× det
[
1
z1α + z2α + z3α − iqα + z1α′ + z2α′ + z3α′ + iqα′
]
α,α′=1,...,M
×
× det
[
1
z1α + z2α + z3α + ipα + z1α′ + z2α′ + z3α′ − ipα′
]
α,α′=1,...,M
(17)
where the integration contour C is shown in figure 2, and
J
(
q − p, z1, z2, z3
)
=
(
1 +
z1
z2 + z3 +
1
2 i(q − p)
(−)
)(
1 +
z2
z1 + z3 −
1
2 i(q − p)
(+)
)
(18)
Here (q− p)(±) ≡ (p− q)± iǫ where the parameter ǫ has to be set to zero at the end. Determinants in eq.(17) can be
represented in the following integral form:
det
[
1
zα − iqα + zβ + iqβ
]
α,β=1,...,M
=
∑
P∈SM
(−1)
[
P
] M∏
α=1
(
zα − iqα + zPα + iqPα
)−1
=
M∏
α=1
[∫ ∞
0
duα
] ∑
P∈SM
(−1)
[
P
] M∏
α=1
exp
{
−
(
zα + zPα
)
uα + i
(
qα − qPα
)
uα
}
=
M∏
α=1
[∫ ∞
0
duα
] ∑
P∈SM
(−1)
[
P
] M∏
α=1
exp
{
−zα
(
uα + uPα
)
+ iqα
(
uα − uPα
)}
(19)
5FIG. 3: Contour of integration C in eq.(17).
Substituting this representation into eq.(17) and performing integrations over z1, z2 and z3 one obtains the following
result
W (f1, f2,∆) = 1 +
∞∑
M=1
(−1)M
(M !)2
∑
P,P′∈SM
(−1)
[
P
]
+
[
P′
] M∏
α=1
[∫ ∫ ∞
0
duαdvα
]
×
M∏
α=1
[∫ ∫ +∞
−∞
dqαdpα
(2π)2
∫ +∞
−∞
dy Ai
(
y + (1−∆)q2α +∆p
2
α − f1 + uα + vα + uPα + vP′α
)
× exp
{
+iqα
(
uα − uPα
)
− ipα
(
vα − vP′α
)}
S
[
(qα − pα); y; (f2 − f1)
]]
(20)
where
S
[
(q − p); y; (f2 − f1)
]
= 4πδ(y)δ(q − p) θ(f1 − f2) +
+
[
θ(f2 − f1 + y)θ(f2 − f1 − y) − 4δ(y)
sin
[
1
2 (q − p)(f2 − f1)
]
(q − p)
]
θ(f2 − f1) (21)
According to the above equation in the cases: (a) f2 < f1 and (b) f2 > f1, one finds two essentially different results
for the probability distribution function W (f1, f2,∆).
(a) f2 < f1. In this case the distribution function W (f1, f2,∆) turns out to be independent of f2 and ∆:
W
(
f1, f2,∆
)∣∣∣
f2<f1
≡ W (f1) = 1 +
∞∑
M=1
(−1)M
(M !)2
∑
P,P′∈SM
(−1)
[
P
]
+
[
P′
] M∏
α=1
[∫ ∫ ∞
0
duαdvα
]
×
M∏
α=1
[∫ +∞
−∞
dqα
π
Ai
(
q2α − f1 + (uα + vP′α) + (vα + uPα)
)
exp
{
iqα
[
(uα + vP′α)− (vα + uPα)
]}]
= 1 +
∞∑
M=1
(−1)M
(M !)2
∑
P,P′∈SM
(−1)
[
P
]
+
[
P′
] M∏
α=1
[∫ ∫ ∞
0
duαdvα
]
×
M∏
α=1
[
22/3Ai
[
21/3(uα + vP′α − f1/2))
]
Ai
[
21/3(uPα + vα − f1/2))
]]
(22)
6Redefining uα → 2
−1/3uα, vα → 2
−1/3vα, and taking into account that
M∏
α=1
Ai
[
uPα + vα − f1/2
2/3
]
=
M∏
α=1
Ai
[
uα + vP−1α − f1/2
2/3
]
(23)
we obtain
W (f1) = 1 +
∞∑
M=1
(−1)M
(M !)2
M∏
α=1
[∫ ∞
0
dvα
] ∑
P,P′∈SM
(−1)
[
P
]
+
[
P′
] M∏
α=1
[
K
(
vP−1α − f1/2
2/3; vP′α − f1/2
2/3
)]
(24)
where
K
(
v; v′
)
=
∫ ∞
0
du Ai(u+ v)Ai(u+ v′) (25)
is the Airy kernel. Redefining the permutations, P + P ′ → P , we eventually get
W (f1) = 1+
∞∑
M=1
(−1)M
M !
M∏
α=1
[∫ ∞
0
dvα
] ∑
P∈SM
(−1)
[
P
] M∏
α=1
[
K
(
vα − f1/2
2/3; vPα − f1/2
2/3
)]
= F2
(
−f1/2
2/3
)
(26)
Thus we have got the usual Tracy-Widom distribution for the free energy f1 of the directed polymer with the zero
boundary conditions, as it should be (it is evident that in the limit t → ∞ with the probability one the free energy
(f2) of the polymer which is forced to pass par the zero at some intermediate time (t − ∆t) is larger than the free
energy (f1) of the polymer which is free of this condition).
(b) f2 > f1. In this case the situation becomes more tricky. According to eqs.(20) and (21) we get:
W
(
f1, f2,∆
)∣∣∣
f2>f1
= 1+
∞∑
M=1
(−1)M
(M !)2
M∏
α=1
[∫ ∫ ∞
0
duαdvα
] ∑
P,P′∈SM
(−1)
[
P
]
+
[
P′
] M∏
α=1
[
K(uα,vα); (uPα ,vP′α )
(
f1, f2,∆
)]
(27)
where
K(u,v); (u′,v′)
(
f1, f2,∆
)
=
∫ (f2−f1)
−(f2−f1)
dy
∫ ∫ +∞
−∞
dqdp
(2π)2
Ai
[
y − f1 + (1−∆)q
2 +∆p2 + u+ v + u′ + v′
]
×
× exp
{
iq(u− u′)− ip(v − v′)
}
−
−4
∫ ∫ +∞
−∞
dqdp
(2π)2
sin
(
1
2 (q − p)(f2 − f1)
)
q − p
Ai
[
−f1 + (1−∆)q
2 +∆p2 + u+ v + u′ + v′
]
×
× exp
{
iq(u− u′)− ip(v − v′)
}
(28)
The structure in eq.(27) could be conditionally represented as a ”two-dimensional” Fredholm determinant:
W
(
f1, f2,∆
)∣∣∣
f2>f1
= det
[
1ˆ − Kˆ
]
(29)
where Kˆ = Kξ,ξ′
(
f1, f2,∆
)
is the integral operator function of three parameters f1, f2 and ∆ on the two-dimensional
space ξ ≡ (u, v) with (u, v) ∈ [0,∞) and with the kernel given in eq.(28).
Eqs.(27)-(29) constitute the central result of this work for the two-time free energy probability distribution function
of two directed polymers with the two types of the zero boundary conditions: φ(0) = φ(t) = 0 and φ(0) = φ(t−∆t) =
φ(t) = 0 in the thermodynamic limit t→∞ such the parameter ∆ ≡ ∆t/t remains finite. Analytic properties of the
mathematical object defined in Eqs.(27)-(28) remains to be investigated.
Acknowledgments
An essential part of this work was done during the workshop ”Stochastic processes in random media”, held at
the Institute for Mathematical Sciences, National University of Singapore. The author wishes to thank the IMS for
7warm hospitality and financial support, and also acknowledges a partial financial support from the ONRG Grant
N62909-15-1-C076. The author also acknowledge hospitality and support from Galileo Galilei Institute, and from the
scientific program on ”Statistical Mechanics, Integrability and Combinatorics” (Florence, 11 May - 3 July, 2015).
[1] V.Dotsenko, Two-time free energy distribution function in (1+1) directed polymers, J.Stat.Mech. P06017 (2013)
[2] K.Johansson, Two time distribution in Browian directed percolation, arXiv:1502.00941
[3] M.Kardar, G.Parisi, Y-C.Zhang, Phys. Rev. Lett. 56, 889 (1986)
[4] T. Halpin-Healy and Y-C. Zhang, Phys. Rep. 254, 215 (1995).
[5] J.M. Burgers, The Nonlinear Diffusion Equation (Reidel, Dordrecht, (1974)).
[6] M. Kardar, ”Statistical physics of fields” (Cambridge: Cambridge University Press, (2007))
[7] D.A. Huse, C.L. Henley, and D.S. Fisher, Phys. Rev. Lett. 55, 2924 (1985).
[8] D.A. Huse and C.L. Henley, Phys. Rev. Lett. 54, 2708 (1985).
[9] M. Kardar and Y-C. Zhang, Phys. Rev. Lett. 58, 2087 (1987).
[10] M. Kardar, Nucl. Phys. B 290, 582 (1987).
[11] J. P. Bouchaud and H. Orland, J. Stat. Phys. 61, 877 (1990)
[12] E. Brunet and B. Derrida, Phys. Rev. E 61, 6789 (2000)
[13] K. Johansson, Comm. Math. Phys. 209, 437 (2000)
[14] M. Prahofer and H. Spohn J. Stat. Phys. 108, 1071 (2002)
[15] P. L. Ferrari and H. Spohn, Comm. Math. Phys. 265, 1 (2006)
[16] T.Sasamoto and H.Spohn, Phys. Rev. Lett. 104, 230602 (2010)
[17] T.Sasamoto and H.Spohn, Nucl. Phys. B834, 523 (2010)
[18] T.Sasamoto and H.Spohn, J. Stat. Phys. 140, 209 (2010)
[19] G.Amir, I.Corwin and J.Quastel, Comm. Pure Appl. Math. 64, 466 (2011)
[20] V.Dotsenko and B.Klumov, J.Stat.Mech. P03022 (2010)
[21] V.Dotsenko, EPL, 90,20003 (2010)
[22] V.Dotsenko, J.Stat.Mech. P07010 (2010)
[23] P.Calabrese, P. Le Doussal and A.Rosso, EPL, 90,20002 (2010);
[24] P.Calabrese and P. Le Doussal, Phys. Rev. Lett. 106, 250603 (2011); arXiv:1204.2607
[25] V.Dotsenko, J. Stat. Mech. P11014 (2012)
[26] T.Gueudre´ and P. Le Doussal, EPL, 100, 26006 (2012).
[27] I. Corwin, ”The Kardar-Parisi-Zhang equation and the universality class”, arXiv:1106.1338, Random Matrices: Theory
Appl. 1, 1130001 (2012)
[28] A.Borodin, I.Corwin and P.Ferrari, Free energy fluctuations for directed polymers in random media in 1+1 dimension,
arXiv:1204.1024 (2012)
[29] C.A.Tracy and H.Widom, Commun.Math Phys. 159, 151 (1994)
[30] S. Prolhac and H. Spohn, J.Stat.Mech. P01031 (2011)
[31] V.Dotsenko, J.Phys. A: Math. Theor. bf 46, 355001 (2013)
[32] T.Imamura, T.Sasamoto and H.Spohn, J.Phys. A: Math. Theor. bf 46, 355002 (2013)
[33] E.H. Lieb and W. Liniger, Phys. Rev. 130, 1605 (1963)
[34] J.B. McGuire, J. Math. Phys. 5, 622 (1964).
[35] C.N. Yang, Phys. Rev. 168, 1920 (1968)
[36] P. Calabrese and J.-S. Caux, Phys. Rev. Lett. 98, 150403 (2007).
[37] V.S.Dotsenko, ”Universal Randomness”, Physics-Uspekhi, 54(3), 259 (2011)
[38] V.Dotsenko, J. Stat. Mech. P02012 (2012)
