The physiological mechanisms related to cardio-vascular (CV), cardio-pulmonary (CP), and vasculo-pulmonary (VP) regulation may be probed through multivariate time series analysis tools. This study applied an information domain approach for the evaluation of non-linear causality to the beat-to-beat variability series of heart period (t ), systolic arterial pressure (s), and respiration (r ) measured during tilt testing and paced breathing (PB) protocols. The approach quantifies the causal coupling from the series i to the series j (C ij ) as the amount of information flowing from i to j. A measure of directionality is also obtained as the difference between two reciprocal causal couplings (D i,j = C ij − C ji ). Significant causal coupling and directionality were detected respectively when the median of C ij over subjects was positive (C ij > 0), and when D i,j was statistically different from zero (D i,j > 0 or D i,j < 0). The method was applied on t, s, and r series measured in 15 healthy subjects (22-32 years, 8 males) in the supine (su) and upright (up) positions, and in further 15 subjects (21-29 years, 7 males) during spontaneous (sp) and paced (pa) breathing. In the control condition (su, sp), a significant causal coupling was observed for C rs , C rt , C st , and C ts , and significant directionality was present only from r to t (D r,t > 0). During head-up tilt (up, sp), C rs was preserved, C rt decreased to zero median, and C st and C ts increased significantly; directionality vanished between r and t (D r,t = 0) and raised from s to t (D s,t > 0). During PB (su, pa), C rs increased significantly, C rt and C ts were preserved, and C st decreased to zero median; directionality was preserved from r to t (D r,t > 0), and raised from r to s (D r,s > 0). These results suggest that the approach may reflect modifications of CV, CP, and VP mechanisms consequent to altered physiological conditions, such as the baroreflex engagement and the dampening of respiratory sinus arrhythmia induced by tilt, or the respiratory driving on arterial pressure induced by PB. Thus, it could be suggested as a tool for the non-invasive monitoring of CV and cardiorespiratory control systems in normal and impaired conditions.
INTRODUCTION
The heart period (HP), measured from the ECG as the duration of the temporal interval occurring between two consecutive R waves in the ECG (RR interval), and the systolic arterial pressure (SAP), measured from the arterial pressure signal as the maximum pressure value following each R wave ( Figure 1A) , exhibit spontaneous beat-to-beat fluctuations around their mean value, which are clearly visible in time series recordings of few hundred beats (Figures 1B-D) . These fluctuations, generally known as cardio-vascular (CV) variability, are the result of the complex interplay of several physiological mechanisms (Malpas, 2002) . It is indeed well known that HP and SAP interact in a closed-loop: HP changes affect SAP variations according to Starling law and arterial Windkessel, while, in turn, SAP changes are sensed by baroreceptors and induce corresponding HP variations through the baroreflex (Baselli et al., 1988; Saul et al., 1991; Taylor and Eckberg, 1996; Mullen et al., 1997; Nollo et al., 2005; Porta et al., 2011b) . Besides the reciprocal regulation of HP and SAP, CV variability is continually perturbed by the respiratory activity, in accordance with a number of mechanisms including mechanical effects on intrathoracic pressure and stroke volume (Toska and Eriksen, 1993) , Bainbridge reflex (Jones, 1962) , and inhibition of central vagal outflow by respiratory neuron firing (Gilbey et al., 1984) . As the interaction and/or competition among all these mechanisms is solicited by experimental maneuvers and is altered in the presence of CV diseases, the joint analysis of HP, SAP, and respiratory flow (RF) variability series is widely exploited to non-invasively assess CV, cardio-pulmonary (CP), and vasculo-pulmonary (VP) regulations.
Indeed, a variety of time series analysis methods have been proposed in the last decades to quantify CV and cardiorespiratory interactions through the study of simultaneously measured HP, SAP, and RF spontaneous variability. While classical approaches were used to detect the presence of an interaction and quantify its strength, e.g., by means of linear coherence or non-linear coupling measures (De Boer et al., 1985; Taylor and Eckberg, 1996; Hoyer et al., 1998; Pompe et al., 1998; Cooke et al., 1999; Baumert et al., 2005; Bai et al., 2008; Suhrbier et al., 2010; Kabir et al., 2011) , recent developments aimed to infer the causal direction along which a given interaction occurs. The assessment of causality in CV, CP, and VP interactions is relevant because it suggests which is the mechanism governing the interaction under analysis. A common approach to quantify the causal coupling between two variability series is the causal coherence , which quantifies causality from the frequency domain representation of a linear parametric bivariate model fitted to the two considered series. This method has been exploited to study causality between HP and SAP in physiological and impaired conditions (Nollo et al., 2005; . It has been also extended to multivariate models including respiration for the contemporaneous assessment of CV and CP causal couplings both in the time domain and -following the introduction of partial directed coherence (Baccalà and Sameshima, 2001 ) -even in the frequency domain (Faes and Nollo, 2010) . Linear time series analysis methods are well suited for the study of CV, CP, and VP interactions because they lend themselves to spectral representation, so that coupling and causality can be assessed for specific rhythms such as Mayer waves and respiratory frequency oscillations. Notwithstanding this, non-linear approaches are often desired as they may account better than linear methods for the high number and complexity of the mechanisms underlying CV and cardiorespiratory variability. The evaluation of non-linear causal coupling between cardiac, vascular, and respiratory time series has been performed in the past according to approaches based on phase synchronization (Rosenblum et al., 2002) , non-linear prediction Faes et al., 2008b) , non-linear model identification (Faes et al., 2008a; Riedl et al., 2010) , symbolic coupling traces (Wessel et al., 2009; Suhrbier et al., 2010) , and information theory (Porta et al., 1999; Palus et al., 2004) . Among others, methods based on information theory constitute a valid, model-free approach to quantify non-linear causality based on the information amount transferred from one series to the other. In particular, information theoretic tools based on conditional entropy (CE) estimation have been framed in the so-called information domain (Porta et al., 2000b) , and have been exploited to detect causal information transfers in the CV loop in a variety of physiological conditions (Nollo et al., 2002; Faes et al., 2011b; Porta et al., 2011b) .
A major issue with the approaches to non-linear causality listed above stands in the fact that their application to CV and cardiorespiratory interactions has been limited so far to bivariate analysis involving only two of the available variability series. When more than two variables are expected to contribute to the dynamics under investigation, time series may be linked to each other in a direct or indirect manner. In this case, the use of bivariate analysis to assess causality between two of the series may be misleading. For example, one series may falsely appear to cause another if they are both influenced by a third series but with different delays. This situation is likely occurring in CP and VP analysis, where respiration acts as an exogenous input on both HP and SAP variability. Therefore, there is the need to extend traditional bivariate approaches to multivariate time series analysis able to settle issues of false causalities. In the frame of information theory, such an extension of is not a trivial task because it is hindered by practical aspects like the bias in CE estimation, or the issues of arbitrariness and redundancy related to the choice of the analysis parameters (Vakorin et al., 2009; Angelini et al., 2010; Faes et al., 2011a) . To circumvent these problems, we have recently proposed an approach for estimating in the information domain the non-linear causal Frontiers in Physiology | Computational Physiology and Medicine coupling between two series taken from a multivariate data set (Faes et al., 2011a) . The approach, which combines an objective and non-redundant procedure for the selection of the analysis parameters with an efficient estimation of the CE (Porta et al., 1998 (Porta et al., , 1999 , has been validated on several simulation schemes and tested on representative multivariate physiological time series. In the present study, it is exploited to assess the causal coupling between cardiac, vascular, and respiratory variability series in physiological conditions. To this end, HP, SAP, and RF series were measured in a group of healthy subjects during two protocols able to solicit CV, CP, and VP regulatory systems, i.e., tilt testing and paced breathing (PB). The subsequent analysis allowed us to describe the physiological mechanisms involved in the regulation of cardiac, vascular, and respiratory systems, and to track their alterations consequent to modification of the experimental conditions.
MATERIALS AND METHODS

EXPERIMENTAL PROTOCOLS AND DATA ANALYSIS
We considered 30 young subjects (25.7 ± 2.7 years old), all normotensive and free from any known disease based on anamnesis and physical examination at the time of the study. Experiments were performed at the Cardiology Unit of the S. Chiara Hospital of Trento, Italy. Informed consent was provided by all subjects, and the experimental protocol was approved by the Ethical Committee of the hospital. Fifteen subjects were assigned to the tilt test (TT) protocol, while the remaining 15 subjects participated to the PB protocol. In both protocols, CV and cardiorespiratory signals were acquired in the morning, in comparably comfortable and quiet ambiance conditions with subjects in sinus rhythm. After a period of 10 min allowed for stabilization of the subjects, signals were acquired for 15 min in the resting supine position with spontaneous breathing. In the TT protocol, head-up tilting of the subjects was then achieved passively using a motorized table, and signals were acquired for further 15 min in the 60˚upright position. In the PB protocol, the second part of the experiment consisted in signal acquisition for further 15 min with subjects inhaling and exhaling in time with a metronome acting at 15 cycles per minute (forced respiration at 0.25 Hz).
The acquired signals were the surface ECG (lead II), the finger photoplethysmographic arterial blood pressure (Finapres, Ohmeda), and the respiratory nasal flow (by differential pressure transducer). Signals were collected simultaneously and digitized at 1 kHz sampling rate and 12 bit precision. The beat-to-beat variability series of HP, SAP, and RF were then offline measured respectively as outlined in Figure 1A . Specifically, the n-th cardiac interval was identified from the ECG as the temporal interval occurring between the n-th and the (n + 1)-th R waves, and its duration was taken as the n-th HP and denoted as T (n); the corresponding SAP and RF values, denoted as S(n) and R(n), were measured respectively as the local maximum of the pressure signal inside the n-th cardiac interval, and as the sample of the respiratory tracing taken at the onset of the n-th cardiac interval. This measurement convention allows instantaneous (i.e., non-delayed) effects from S(n) to T (n), as well as from R(n) to S(n) and to T (n). The subsequent data analysis was performed on windows of 300 beats, judged as stationary by visual inspection, taken in the two conditions of each protocol, i.e., supine (su) and upright (up) body positions for the TT protocol, and spontaneous (sp) and paced (pa) respiration for the PB protocol (an example is in Figures 1B-D) . For each selected window, the measured series T, S, and R were normalized to zero mean and unit variance prior to the execution of non-linear analyses; for each series, normalization was performed by mean subtraction followed by division to the SD, thus obtaining the dimensionless normalized series t (n), s(n), and r(n), n = 1,. . .,300.
ANALYSIS OF NON-LINEAR CAUSAL COUPLING
The assessment of non-linear causal coupling is performed according to the approach proposed in (Faes et al., 2011a) . This approach is grounded on the notion of Granger causality (Granger, 1969) , that leads to compute the strength of the directional coupling from one series to another, say from x to y, as the improvement in the ability to describe y yielded by incorporating information from x into the considered descriptive scheme. In this study, time series description is framed in the information domain, and causality is quantified exploiting the concept of CE. The CE quantifies the amount of information carried by a time series, conditioned to the knowledge of a so-called conditioning vector formed by properly chosen samples of the available time series. As such, the CE is a measure inversely related to the ability to describe a series, because it drops to zero when the series is fully described by the assigned conditioning vector. Then, the assessment of causality from x to y is based on computing two times the CE of y, using different conditioning vectors: in the first repetition the conditioning vector includes past samples of y only, in the second repetition it includes past samples of both x and y. The difference between the CE computed at the two repetitions is a measure of causality from x to y, because it quantifies the amount of information carried by y that can be explained exclusively by the past of x. This idea is at the basis of the concept of transfer entropy proposed by Schreiber (2000) , and is exploited also in the present study. The novelty of the approach used here, which is presented in detail in the next subsections, stands in the procedures followed to define the conditioning vector and to estimate the CE from time series data (Faes et al., 2011a) .
Scheme for conditional entropy computation
Entropy computation presupposes to work in a probabilistic framework where, for instance, p(y(n)) is the probability for the process underlying the measured series y to take the value y(n) at the time instant n. Within this framework, the entropy of the series y, H (y), measures the amount of information carried by its most recent sample, y(n), and is defined as H (y) = −Σ p(y(n))·log p(y(n)) (Porta et al., 1998) . Then, to compute the CE we need to determine a conditioning vector formed by properly chosen terms of y and of the other available time series. Here a "term" is a time series point identified with respect to the present time sample n: for instance, y(n) is the current term of y, x(n − 1) is the first past term of x, and so on. Formally, the CE of the series y conditioned to the vector V, H (y|V ), is defined as the residual amount of information carried by y(n) when the conditioning vector V is assigned, and is commonly computed as an entropy rate:
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Since the CE is a measure of the degree of unpredictability of a series when the conditioning vector is known, its interpretation depends on how the conditioning vector is formed. For instance, H (y|V ) is a measure of irregularity of y when V is composed exclusively by past terms of y (Porta et al., 1998) , while -as shown in the next subsection -H (y|V ) can be exploited to assess causality from x to y when V incorporates also past terms of x. In either case, conditioning vectors are traditionally formed according to an uniform scheme whereby all past terms up to a maximum lag are selected simultaneously. However, uniform conditioning introduces issues of arbitrariness and redundancy that are likely to hinder CE estimation in many situations (Faes et al., 2011a) . To overcome this limitation, we follow here a conditioning scheme based on a non-uniform, sequential procedure that builds progressively the conditioning vector by selecting, from a properly defined set of initial candidate terms, the terms that optimize the description of the observed series; optimization of the description is intended here as minimization of CE. For the generic series y and set of initial candidate terms Y, the procedure starts with an empty conditioning vector V 0 and, at the k-th step, tests all the candidate terms z∈Y computing the entropy of y conditioned to the vector [z,
among all candidates, the selected term is the one which minimizes the CE, i.e., the updated conditioning vector at step k is
. As stopping criterion for the conditioning scheme, we chose to terminate the procedure when a minimum of the CE is found, i.e., at the step K such that H (y|V K ) > H (y|V K − 1 ); in non-uniform conditioning, the minimum obtained CE is taken as a measure of the information carried by y when the set of initial candidates is assigned, i.e., H (y|Y ) = H (y|V K − 1 ). We note that the criterion for candidate selection is based on information reduction (i.e., CE minimization after testing all candidates at each step) rather than on temporal ordering. Hence, it may happen that a past term is selected before a more recent term; however, this does not affect the resulting measure, as the joint probabilities used in entropy computation are insensitive to the ordering of components within vector variables.
An example illustrating the difference between uniform and non-uniform conditioning is depicted in Figure 2 . If we want to compute the entropy for a generic time series y conditioned to its own past, and we choose to include three terms into the conditioning vector, the uniform scheme simply picks up the terms y(n − 1), y(n − 2), and y(n − 3) to form the conditioning vector Figure 2A) ; this vector is then used to compute the CE value H (y|V u ) depicted in Figure 2C (red dashed line). On the contrary, the non-uniform procedure first defines a set of candidate terms [Y = {y(n − 1),. . .,y(n − 10)} in this example, white circles in Figure 2B ], then proceeds iteratively, testing at each step all the terms and selecting the one which minimizes the CE: in the example, the first selected term is y(n − 2), the second is y(n − 6), and the third is y(n − 4); the three CE minimum values obtained progressively using the vectors
, and V 3 = [y(n − 2), y(n − 6), y(n − 4)] are depicted as blue squares in Figure 2C , where the final CE value H (y|Y ) = H (y|V 3 ) is also indicated (blue dashed line). Note that the non-uniform procedure reaches a lower CE than the uniform one, indicating a higher capability of describing the time series which comes from the purposeful selection of the candidate terms allowed by the repeated exploration of the whole set of candidates.
Conditional entropy-based computation of causal coupling
The assessment of causality between two series taken from a multivariate data set in the information domain is based on performing two times the procedure explained in Section "Scheme for Conditional Entropy Computation," modifying the conditioning vector used to estimate the CE. Specifically, to assess causality from x to y the procedure is repeated starting from different sets of initial candidates: first, using the set Y 1 in which the past samples of the series x are excluded; then, using the set Y 2 in which the terms of x are included. The causal coupling from x to y is defined as the normalized difference between the CE minima estimated for the two repetitions of the procedure, i.e., C x → y = 1 − H (y|Y 2 )/H (y|Y 1 ). The enlargement of the set of candidates at the second repetition allows the possibility for some terms from x to be included in the conditioning vector describing y. When this happens, the inclusion is interpreted as the existence of causality from x to y; in such a case, the CE decreases compared to the first repetition [H (y|Y 2 ) < H (y|Y 1 )], and a positive causal coupling C x → y is measured; in the limit case when the CE decreases to zero, the maximum causal coupling C x → y = 1 is measured. On the contrary, when no terms from x are selected at the second repetition, the CE is unchanged and C x → y = 0, indicating the absence of causality. Note that the whole analysis may be performed reversing the roles of the two series, so that the causal coupling from y to x, Frontiers in Physiology | Computational Physiology and Medicine C y → x , is estimated. Finally, an index of directionality is defined as the difference of the two causal couplings:
With this definition, the directionality index is positive (respectively, negative) when the prevailing causal direction is that from x to y (from y to x).
In this study, the role of the generic series x and y is assumed by two of the available normalized variability series t, s, and r. The sets of initial candidates may include, depending on the specific direction of interaction under analysis, the past values of the normalized HP series, Yt = {t (n − τ),. . .,t (n − Lτ)}, SAP series, Ys = {s(n − τ),. . .,s(n − Lτ)}, and RF series, Yr = {r(n − τ),. . ., r(n − Lτ)}, where L is the number of candidate terms to be included in the initial set for each series (L = 10 in this study). Note that in this application the candidate terms are not immediately subsequent terms of the time series, but are separated in time using a so-called time delay τ; the time delay is introduced to optimize the description of the dynamics of each variable accounting for its peculiar time scale (Small, 2005) . In this study, the time delay τ was optimized separately for each series by testing it on the range (1, 20) and taking the lag such that the autocorrelation of the series has first dropped below 1/e (the so-called decorrelation time Small, 2005) . Moreover, when appropriate the extended sets Y r = {r(n), Yr} andỸ s = {s(n), Ys} may be used in place of Yr and Ys as they account for instantaneous causality. Specifically, since the adopted measurement conventions allow for the existence of instantaneous causality from r(n) to s(n) and to t (n), as well as from s(n) to t (n) (see Figure 1A) , the extended setỸ r was used in place of Yr to compute the CE of s and t, while the extended setỸ s was used in place of Ys to compute the CE of t. With this notation, we define the following indexes of causal coupling and directionality for the VP regulatory loop:
the CP regulatory loop:
and the CV regulatory loop:
Figure 3 reports an illustrative example of estimation of the causal coupling from RF to HP (i.e., from the series r to the series t ). In the first repetition of the conditioning procedure ( Figure 3A) , the series r is excluded from the analysis so that the conditioning vector is formed drawing terms from the set of initial candi-
In the second repetition ( Figure 3B ), all the three series are used so that the set of initial candidates becomes Figure 3 we set L = 10, while the optimal time delays for the HP, SAP, and RF series are τ t = 2, τ s = 3, and τ r = 1, respectively. At the first repetition, the terms selected sequentially from Y 1 are t (n − 2), s(n − 3), and t (n − 4), then the procedure terminates at the step K = 4 because the CE minimum,
, is reached at k = 3 (Figure 3C, black) . At the second repetition the first selected term is the same as before [i.e., t (n − 2)], but with k = 2 a term from r, r(n), is selected such that a lower CE is estimated; the final conditioning vector is V 3 = [t (n − 2), r(n), s(n − 3)] and the corresponding CE minimum, H (t |{Ỹ s,Ỹ r, Yt }), is lower than that at the first repetition, so that the resulting causal coupling, C r → t , is larger than zero.
Estimation of conditional entropy
The implementation of the procedure described above for quantifying non-linear causal coupling requires estimation of the CE from time series of finite length, which in turn relies on estimation of entropy for any vector V composed of terms of the analyzed time series (see Scheme for Conditional Entropy Computation). In this study we adopted the estimation strategy proposed in (Porta et al., 1998 (Porta et al., , 1999 , which is based on performing uniform quantization of the available time series to estimate CE in terms of entropy rate, and then on introducing a corrective term FIGURE 3 | Illustrative example of estimation of causal coupling from respiratory flow to heart period time series. (A,B) Representative short sequences of the three series t, s, and r (dots), plotted together with the sets of initial candidate terms (circles, separated to each other by the lag τ peculiar of each series) for the first repetition (A) and the second repetition (B) of the conditioning scheme followed to estimate the causal coupling from r to t ; filled circles denote the selected terms, with the number indicating the step k at which selection occurred; the vertical dashed lines mark the current time sample n. (C) Conditional Entropy computed for the first (black) and second (red) repetitions of the conditioning procedure; the candidate components selected at each step of the procedure are indicated in the plot; horizontal dashed lines mark the resulting entropies H(t |{Ỹ s, Yt }) and H(t |{Ỹ s,Ỹ r, Yt }), which, combined as in Eq. 2a, yield the causal coupling C r → t .
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to compensate the estimation bias due to shortness of the analyzed time series. Specifically, each normalized series was coarse grained spreading its dynamics over Q quantization levels, so that a symbol in the range 1,. . .,Q is associated with each sample. For an assigned vector of k terms, uniform quantization corresponds to partitioning the k-dimensional space, into which the terms may take values, in Q k disjoint hypercubes, such that all vectors falling within the same hypercube are considered as undistinguishable to each other. Once the partition is assigned, entropies may be computed approximating the probabilities with their frequency of occurrence within the hypercubes. In order for this approximation to hold reasonably, a relation should exist between the number of quantization levels Q and the number of time series point N such that N ≈ Q k (Porta et al., 1998) . Therefore, we chose Q = 6 in this study where N = 300 and the length of the conditioning vectors, k, is typically equal to 3 or 4. The strategy for CE estimation is illustrated in the example of Figure 4 , which makes reference to the estimation of the CE of the series t conditioned to the vector Figure 3A and H (t |V 2 ) in Figure 3C ]. Figure 4A refers to the estimation of the entropy H (V 2 ), where the range of all possible values for the past terms t (n − 2) and s(n − 3) is quantized in Q = 6 levels and then entropy is estimated extending the summation to all hypercubes (which have square form in this case with k = 2). In Figure 4B the dimensionality of the space is increased as a consequence of considering the present term t (n), and entropy is computed again. Finally, the CE results as the information increase.
A problem with CE estimation consists in the bias due to bad estimation of probabilities in high dimensional spaces and short time series (Porta et al., 1999; Faes et al., 2011a) . This bias affects causality estimates, and prevents from reaching a CE minimum to be used as stopping criterion for the sequential procedure of candidate selection. The effect is due to the fact that, letting k increase, an increasing number of vectors V will be found alone within an hypercube of the k-dimensional space (gray squares in the example of Figure 4A) . As a consequence, the corresponding vectors [y(n), V ] will be also alone inside an hypercube of the (k + 1)-dimensional space (gray squares in Figure 4B ), and therefore their contribution to the CE will be null. To counteract this bias, we use the corrected CE defined as (Porta et al., 1999; Faes et al., 2011a) :
where n(V ) is the fraction of values for V that fall alone inside a hypercube. With the correction, in the presence of a single point inside a hypercube, its null contribution is substituted with the maximal information amount carried by a white noise with the same amplitude distribution of the observed series y [i.e., H (y(n))].
STATISTICAL ANALYSIS
We performed the Kolmogorov-Smirnov normality test for each distribution of causal coupling index C and directionality index D obtained for the various pairs of series in the various experimental conditions. If normality was verified, a paired Student's t -test was used to check the significance of differences of C and D between experimental conditions (su vs. up for the TT protocol, The analysis is repeated for all values assumed by the vector [t (n),
. In both cases, the probability p is estimated for an hypercube as the frequency of occurrence of the points inside each hypercube. Then, the CE is measured as H(t |V 2 ) = H(t (n), V 2 ) − H(V 2 ). The corrected CE is finally computed as H c (t |V 2 ) = H(t |V 2 ) + n(V 2 )H(t (n)), where n(V 2 ) is the fraction of V 2 values found alone into a hypercube in panel (A) (gray squares, n(V 2 ) = 4/47 in this example). Note that single points in (A) remain always single also in the higher dimensional space in (B), while other single points may arise in (B) (black squares).
or sp vs. pa for the PB protocol). The Student's t -test was used also to assess the significance of the directionality index D, i.e., to test the hypothesis that the data in D come from a distribution with zero mean. If the normality test was not fulfilled, the Wilcoxon signed rank test for paired data was used in place of the Student's t -test.
We used the McNemar test for paired proportions to check the significance of changes in the number of subjects for which the causal coupling C was larger than zero (i.e., at least one candidate term from x is selected at the second repetition of the conditioning procedure for computation of C x → y ) between experimental conditions. In all tests, a p < 0.05 was considered statistically significant.
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RESULTS
TIME DOMAIN ANALYSIS
A representative example of HP, SAP, and RF variability series recorded in the different experimental conditions during the TT and PB protocols is reported in Figure 1 (Figure 1B: su, sp; Figure 1C : up, sp; Figure 1D : su, pa). The trends of the time domain CV parameters for the whole population are summarized in Table 1 . While in the control condition of spontaneous breathing in the supine position results were averaged over all 30 subjects, the statistical analysis was performed by paired tests involving only the 15 subjects who underwent tilt testing or PB; in the control condition, no differences were observed for the time domain parameters computed between the groups participating to the two protocols. The mean HP decreased significantly moving from the supine to the upright position, and increased significantly moving from spontaneous to PB. The HP variability, measured as the SD of the RR intervals, was unchanged after tilt and increased significantly with PB. While the mean SAP was not modified, its SD increased significantly during tilt testing.
The optimal time delay for candidate selection estimated in the supine position during spontaneous breathing, reported in Table 2 , was lower for the RF than for the SAP and HP series (N = 30 subjects). When subjects moved to the upright position (TT protocol, N = 15) the time delay increased significantly for RF and HP series, and was stable for the SAP series. During paced breathing (PB protocol, N = 15), the delay values decreased significantly for RF and HP series, while the decrease was not statistically significant for the SAP series.
CAUSAL COUPLING AND DIRECTIONALITY ANALYSES
The results of causal coupling and directionality analyses performed during the two considered experimental protocols are summarized in Table 3 . A graphical representation of the results and statistical trends for coupling and directionality indexes is reported in Figure 5 for the TT protocol, and in Figure 6 for the PB protocol.
The control condition with subjects in the supine position with spontaneous breathing is described by the distributions of white symbols in Figures 5 and 6 , which show agreeing results. Specifically, for VP interactions (Figures 5 and 6 , white triangles) the causal coupling distributions have non-zero median from RF to SAP (C r → s ), and zero median from SAP to RF (C s → r ); however, the prevalence of causality from RF to SAP is not marked enough to set statistically significant directionality D r,s . The causal coupling for CP interactions (Figures 5 and 6 , white squares) is clearly unidirectional, as C r → t is remarkable while C t → r has zero median; moreover, a statistically significant directionality is set from RF to HP variability. As to the CV loop (Figures 5 and 6 , white circles), both C s → t and C t → s have non-zero median, but there is no prevalence of one of the two couplings as D s,t is not significantly different from zero. Respiratory flow 1.2 ± 0.4 1.5 ± 0.5* 1.0 ± 0.1* Systolic arterial pressure 3.7 ± 1.5 3.6 ± 0.8 2.9 ± 1.4
Heart period 1.9 ± 0.6 3.8 ± 0.7** 1.5 ± 0.5* www.frontiersin.org When subjects are tilted in the 60˚position (Figure 5) , causal coupling values do not change substantially between s and r, decrease significantly from r to t, and increase significantly both from s to t and from t to s. As a result, in the upright position directionality is still non-significant for VP interactions, disappears for CP interactions, and is set from s to t in the CV regulatory loop ( Figure 5B; Table 3 ). When subjects undergo PB (Figure 6) , the causal coupling increases significantly from r to s and does not change significantly along any other direction compared to spontaneous breathing. As a result, directionality is set from r to s in the VP loop, remains significant from r to t in the CP loop, and remains non-significant in the CV loop ( Figure 6B ; Table 3 ).
The results of causal coupling and directionality analysis are reflected by looking at the trends of the proportion of subjects for which the adopted conditioning procedure reveals significant causality. As summarized in Table 3 and depicted in Figure 7A , moving from the supine to the upright position the number of subjects for which at least one term from r is selected to describe t decreases significantly, while the number of subjects for which at least one term from s is selected to describe t increases significantly. During forced respiration, noticeable variations in the number of subjects for which candidate terms from the input series are selected to describe the output series, though not reaching statistical significance, can be observed from r to s, from s to r, and from s to t (Figure 7B) . These results suggest that HP variability is driven to a larger extent by SAP and to a lesser 
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extent by RF during TT, and that SAP is more driven by RF during PB.
DISCUSSION
In this study we exploited an information domain approach to characterize directionality in CV and cardiorespiratory interactions. The method is based on quantifying the information transfer from one variability series to another as the (normalized) amount of information carried by the second series that can be explained exclusively by the first series, in agreement with the notion of Granger causality. We remark that our method performs a "black box" analysis in which physiological mechanisms are not directly probed but are tested from time series data, and that it is based on the assessment of the coupling strength along predetermined causal directions. Therefore, it cannot provide deep information about some basic structures of physiological closed-loop systems such as distinguishing between excitatory or inhibitory or, according to the control system theory, between negative or positive closed-loop systems. Nevertheless, the method is quite helpful in the evaluation of closed-loop interactions between time series. This skill was demonstrated for simulated time series in Faes et al. (2011a) , and has been exploited in this study to detect the presence of open-loop or closed-loop interactions between two physiological variability series. Indeed, comparing the information transferred along the two causal pathways of the closed-loop interaction between two series we may infer the dominant causal direction: for instance, if the information transfer from SAP to HP is higher than that from HP to SAP, we conclude that causality of CV interactions is set from SAP to HP. The same analysis performed between RF and SAP, and between RF and HP, allowed us to investigate causal couplings and dominant directions of interaction for the VP regulation and the CP regulation, respectively. Moreover, the utilization of paired tests applied between directions of interaction, or between conditions, brought statistical significance respectively to the observed presence of dominant causal directions, or to the observed modifications of coupling mechanisms occurring in the two considered experimental protocols. To favor physiological interpretation of the main findings, a graphical representation of the statistical results is reported in Figure 8 .
METHODOLOGICAL ASPECTS
The information theoretic approach utilized in this study to assess directional interactions was specifically devised to deal with experimental time series measured from complex physiological systems (Faes et al., 2011a) . The proposed method is grounded on the concept of transfer entropy (Schreiber, 2000) , and follows a recent generalization of this concept -denoted as partial transfer entropy -dealing with estimation of causal information flow within a network of multiple interacting time series (Vakorin et al., 2009) . Despite the appeal of these information-based tools in causality assessment, their utilization in experimental time series analysis is usually a daunting task, because entropy estimation is problematic in the presence of short and noisy time series. With the aim of dealing with this issue, the two main peculiarities of the approach proposed in (Faes et al., 2011a) help to improve the estimation of CE and, consequently, the identification Arrows between two variability series (r : respiration, s: systolic pressure; t : heart period) are present when the corresponding causal coupling index is non-zero in at least half of the subjects (i.e., the index C has a non-zero median). The style of the arrow is arranged so that to reflect the statistical significance of changes in the index C observed between conditions (i.e., the coupling is significantly stronger for solid arrows than for dashed arrows, and for bold arrows than for solid arrows). Further, the statistical significance between the two causal directions for a given condition (i.e., the significance of the directionality index D) is marked with an asterisk.
of causality: the sequential procedure for candidate selection overcomes the issues of redundancy and arbitrariness which often lead to detection of spurious directionality, while the utilization of a corrected estimator for the CE (Porta et al., 1998 (Porta et al., , 1999 compensates the bias otherwise affecting traditional estimates. These methodological improvements allow one to obtain accurate causal coupling estimates, and then to exploit the potential advantages of information domain approaches to the study of time series interactions. For instance, these approaches do not make strong assumptions about the nature of the investigated dynamics (e.g., linear stochastic or non-linear deterministic), so that they can be used for CV and cardiorespiratory analysis where the type of interaction cannot be stated a priori. On the contrary, other very popular indices able to detect causal coupling in bivariate or multivariate time series, i.e., the causal coherence and the partial directed coherence (Baccalà and Sameshima, 2001) , are devised to deal with linear stochastic autoregressive processes and thus may fail when non-linear causality occurs and, more generally, when the underlying model does not fit the observed data. While limitations related to the linearity assumption are overcame by recently proposed methods such as non-linear autoregressive exogenous models (Faes et al., 2008a; Riedl et al., 2010) or kernel Granger causality (Marinazzo et al., 2008) , these methods may suffer from the shortcomings of model misspecification. Model misspecification is a key issue in modeling connectivity, which can be critical when complex parametric models are identified on short and noisy multivariate time series. Working under the information theoretic framework, the method used in this study offers the advantage of not requiring the prior specification of a model for the investigated interactions. We note that similar model-free statistics for causality detection might be developed extending to the multivariate case other suitable frameworks for time series analysis, such as cross-sample entropy (Richman and Moorman, 2000) , local non-linear prediction (Faes et al., 2008b) and causal symbolic coupling traces (Wessel et al., 2009 ).
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Information domain approaches have been already proposed for the assessment of causality in CV interactions (Nollo et al., 2002; Palus et al., 2004; Porta et al., 2011b) . In particular, Porta et al. (2011b) have recently shown that cross-CE indexes perform better than more traditional approaches relying on the transformation of frequency domain phase shifts into time delays (Taylor and Eckberg, 1996; Pitzalis et al., 1998; Cooke et al., 1999) . Though widely used, approaches inferring causality from a phase diagram require prior knowledge to solve the ambiguities related to multiple admissible phase values (e.g., comparison of time lags from SAP to HP with expected baroreflex latency) and, even with that knowledge, may be misleading . On the contrary, information domain methods as well as other methods based on the concept of Granger causality (Granger, 1969) are directly linked to the concept of directionality as they incorporate the flow of time in the procedure developed to estimate the causality index. As this property is shared by many methods for causality assessment, ranging from linear and non-linear parametric models (Baccalà and Sameshima, 2001; Faes et al., 2008a) to symbolic coupling traces (Wessel et al., 2009) , we expect that also the causality indexes derived through these methods are able solve the ambiguities related to estimation of causality from phase diagrams.
A key property of the information domain approach proposed in this study stands in its multivariate nature, which lets it to outperform the bivariate approaches followed so far for estimation of causality in CV and cardiorespiratory interactions (Nollo et al., 2002 (Nollo et al., , 2009 Faes et al., 2008a; Suhrbier et al., 2010; Kabir et al., 2011; Porta et al., 2011b) . Indeed, the consideration of variables other than the two specifying the causal direction under analysis makes it possible to quantify complex interactions between two variables avoiding the confounding effects of the others (Vakorin et al., 2009 ). This property allows one to elicit the direct causal effects between the two considered variables, i.e., the effects not mediated by the other considered variables. In the context of our application, this is extremely useful to clarify the nature of joint exogenous influences of respiration on cardiac and vascular variability series. In particular, the joint multivariate analysis of RF, SAP, and HP interactions can be used to rule out possible confounding effects of CP and VP couplings on the estimation of CV interactions.
This study exploits a method based on amplitude quantization to assess causality between two variability series. As such, the method works in practice on sequences of symbols obtained after uniform partitioning of the vector coordinates for each time series. Similar coarse graining procedures are followed by cross-approximate entropy and cross-sample entropy methods (Richman and Moorman, 2000) , as well as by methods based on symbolization (Baumert et al., 2005; Wessel et al., 2009) , which perform a non-uniform partition of the series amplitudes. Therefore, the coupling indexes derived from these approaches capture relationships related to the dominant oscillations in the time series. With reference to our application, these dominant oscillations are likely the Mayer waves in the upright tilting position, the respiration-related waves during PB, and a combination of both waves during spontaneous breathing in the supine position (Malliani, 1999) . Thus, although the estimated causal couplings cannot be assessed for specific oscillations as done by linear frequency domain measures Faes and Nollo, 2010) , they provide an overall information related to the dominant physiological mechanisms in each specific condition, intended as the mechanisms inducing the larger amplitude variations in the time series. The emergence of dominant oscillations during TT and PB protocols (which is also visible in the example of Figure 1) is confirmed indirectly by the analysis of the time delays peculiar of each variability series in the different conditions. Indeed, besides serving in the optimization of the temporal range to be used for candidate selection in non-linear analysis, these delays indicate also the decorrelation time of each series. The reported values suggest that cardiac, vascular, and respiratory dynamics tend to be slower during tilt testing and faster during PB. This presumably reflects the presence of a dominant low frequency oscillation in the upright position, which is enhanced by the sympathetic activation consequent to tilt on one side, and the presence of a dominant, respiration-driven oscillation during PB on the other side.
ANALYSIS OF CARDIO-VASCULAR INTERACTIONS
The study of the causal coupling along the two directions of the CV loop confirmed that HP and SAP are likely to interact in a closed-loop, according to the possible existence of neural baroreflex feedback mechanisms acting from SAP to HP on one side, and of mechanical feedforward mechanisms acting from HP to SAP on the other side (Saul et al., 1991; Taylor and Eckberg, 1996; Mullen et al., 1997; Nollo et al., 2005; Porta et al., 2011b) . With the subjects lying in the supine position and breathing spontaneously, we observed a detectable information transfer through both feedback and feedforward pathways of interaction ( Figures 6A, 7A , and 8A). Since the directionality index was not significantly different from zero, we conclude that feedback and feedforward mechanisms are balanced in this resting condition. At variance with this result are the findings of previous studies performing pure bivariate analyses of SAP and HP series, which indicated in supine healthy subjects the prevalence of feedforward mechanisms from HP to SAP over the baroreflex-mediated effects of SAP on HP (Nollo et al., 2005 (Nollo et al., , 2009 Faes et al., 2008a; Porta et al., 2011b) . We ascribe the difference to the fact that our analysis of causality between SAP and HP explicitly includes RF, separating its direct contributions to CV variability. Therefore it is likely that, while direct effects between SAP and HP are balanced, bivariate analyses implicitly accounting for indirect effects mediated by respiration detect a stronger coupling over the feedforward branch of the loop. This supposition is also supported by the stronger driving which RF seems to apply on HP than on SAP ( Figure 8A) .
The causal interactions between SAP and HP variability were substantially modified during the two considered experimental protocols. When subjects were tilted from the supine to the upright position, the reciprocal interaction between the two CV variables was substantially enhanced (Figures 5A and 8B) . Specifically, the causal coupling was increased over both pathways of the CV loop, with a particular enhancement over the feedback direction documented by the significant directionality set from SAP to HP. These results agree with bivariate analyses performed Frontiers in Physiology | Computational Physiology and Medicine in similar protocols (Nollo et al., 2005 (Nollo et al., , 2009 Faes et al., 2008a; Porta et al., 2011b) , and document the increased involvement of the baroreflex in controlling heart rate consequent to the tiltinduced activation of the sympathetic nervous system. In this case, the agreement with bivariate measures is likely related to the lower importance of direct effects of respiration on cardiac and vascular variability in the upright position. During PB, direct influences between HP and SAP were not modified substantially (no statistically significant changes are denoted in Figure 6 for CV causal couplings and directionality measures), although a tendency to decreasing of the feedback causal coupling was noticed (Figures 5A and 8C) . Since in this condition CP and VP mechanisms seem predominant (Figure 8C) , we advocate the necessity of a multivariate approach like ours to properly characterize CV regulation; simple bivariate approaches involving only SAP and HP series in PB protocols (Pitzalis et al., 1998) may indeed be misleading because they tend to reflect more the different strength and latency with which RF affects directly HP and SAP, rather than the true direct coupling between HP and SAP.
ANALYSIS OF CARDIO-PULMONARY AND VASCULO-PULMONARY INTERACTIONS
The utilization of a multivariate approach able to elicit direct effects from one series to another allowed us to disambiguate the effects of respiration on the two CV variables, through the separation of CP and VP interactions from CV interactions. Our analysis of CP and VP interactions indicates that, when present, significant causal coupling occurred always from respiration to HP or arterial pressure, and never over the opposite direction (the distributions of C r → t and C r → s always have zero median). This result confirms the expected role of respiration acting as an exogenous variable on the CV loop (Cohen and Taylor, 2002) . Moreover, since the result is derived without imposing causality from RF to SAP and/or HP as done in open-loop modeling studies (Baselli et al., 1994; Porta et al., 2000a) , the result confirms on physiological data the ability of the approach to capture unidirectional causal interactions between variables.
As regards the strength of the unidirectional coupling in CP and VP interactions, we found that, in the supine position with spontaneous breathing, the information transfer originating from respiration variability is detectable toward both CV variables (Figures 6A, 7A, and 8A) . The causal coupling from RF to HP quantifies the strength of respiratory influences affecting the heart rate independently of arterial pressure changes. Therefore, this coupling can be taken as a measure of the central effects of the respiratory drive on the cardiac vagal motor neurons, reflecting a central mechanism underlying respiratory related fluctuations in the heart rate (Gilbey et al., 1984) . On the other hand, the coupling from RF to SAP is thought as the result of the perturbing action of breathing on intrathoracic pressure, causing fluctuations in stroke volume, cardiac output, and thus blood pressure (Toska and Eriksen, 1993; Triedman and Saul, 1994) .
The modifications of these two causal couplings observed during PB (Figures 6 and 8A,C) may be explained considering that voluntary control of respiration is likely to change respiratory parameters, thus affecting SAP and HP variability through both peripheral and central respiratory effects on the basic CV reflexes (Eckberg, 2000; Pinna et al., 2006) . In particular, Pinna et al. (2006) found that PB at 0.25 Hz is accompanied by an increased respiratory drive (increased tidal volume and minute respiration), which in turn increases the amplitude of respiratory related oscillations in SAP but not in HP variability. Accordingly, we may interpret the increase of coupling from RF to SAP with the increased mechanical effect of the respiratory drive on intrathoracic pressure, and the absence of significant modifications in the coupling from RF to HP with the negligible effect of tidal volume on respiratory sinus arrhythmia (Cooke et al., 1998; Pinna et al., 2006) .
During head-up tilt, the observed absence of causal coupling from RF to HP (Figures 5 and 8A,B ) may be explained with regard both to physiological mechanisms and to the adopted methodology. Physiologically, the shift of the sympathovagal balance toward sympathetic activation and vagal withdrawal occurring with the assumption of the upright position decreases the amplitude of respiration-related HP oscillations (Montano et al., 1994; Cooke et al., 1999) , and this phenomenon is likely reflected in our study by the decreased causal influence of RF on HP variability. Methodologically, the decrease of respiration-related oscillations and the contemporaneous increase of low frequency, respirationunrelated HP oscillations consequent to tilt is likely to mask causal effects at the respiratory frequency, which are not detected because the predominant part of the information transfer is that regarding low frequency oscillations. On the contrary, the substantially unaltered causal coupling measured from RF to SAP after the tilting maneuver is in agreement with findings indicating that respiratory fluctuations in arterial pressure are preserved, in their proportion to low frequency fluctuations, in the upright position (Taylor and Eckberg, 1996; Cooke et al., 1999) .
RESPIRATORY FLUCTUATIONS IN CARDIAC AND VASCULAR VARIABILITY
In the previous section we have discussed the direct mechanisms that may determine respiration-related fluctuations in heart rate and arterial pressure. Here we integrate the discussion exploiting the combined analysis of the causal couplings measured for CP and VP interactions on one side, and for CV interactions on the other side, to compare direct and indirect mechanisms underlying the effects of RF on HP and on SAP.
The effects of RF on HP, commonly denoted as respiratory sinus arrhythmia, are exerted according to two possible -and still debated -driving mechanisms, i.e., the central vagal effects of RF on HP, and the mechanical effects of RF on SAP which are transferred to HP through the baroreflex (Gilbey et al., 1984; Toska and Eriksen, 1993; Eckberg, 2009 ). According to our results, both these mechanisms seem to be present at rest, with a prevalence of the central mechanism suggested by the strong direct causal coupling from RF to HP (Figure 8A) . During head-up tilt the baroreflex-mediated mechanism seems to be predominant, as the coupling is preserved from RF to SAP, is increased from SAP to HP, and is blunted from RF to HP (Figure 8B) . On the contrary, respiratory sinus arrhythmia seems to be driven by the direct mechanism from RF to HP during PB, in a way even www.frontiersin.org stronger than during spontaneous breathing ( Figure 8C) . As to respiratory fluctuations in SAP variability, we found that the direct component representing respiration-induced effects on stroke volume (Innes et al., 1993; Toska and Eriksen, 1993 ) is detectable in all conditions (Figure 8) . Moreover, indirect effects mirroring the transmission of HP fluctuations through mechanical feedforward mechanisms (Taylor and Eckberg, 1996; Mullen et al., 1997) cannot be excluded, especially in the supine position with either spontaneous or PB.
The discussion above reported completes the characterization of the possible mechanisms underlying the generation of cardiac and vascular variability, as can be done by our multivariate approach considering the information transfer between HP, SAP, and RF time series. It is worth noting that our interpretations cannot describe sources of variability due to regulatory mechanisms which do not involve the three observed variables; these mechanisms may possibly include central autonomic effects determining directly HP variability (Cooley et al., 1998) , or mechanisms regulating SAP variability via control variables different from HP and RF (Baselli et al., 1988) .
CONCLUSION
The main advantages of the approach applied in this study to assess directional interactions in CV and cardiorespiratory variability can be summarized as: the general applicability (the method captures both linear and non-linear interactions); the possibility to quantify the coupling strength reflecting directional mechanisms, such as baroreflex and CP couplings, which work in physiological, closed-loop conditions; and the multivariate nature that allows one to account for the disturbing action of several variables on the causal interactions between the pair of signals under focus, as done in the characterization of respiration-driven mechanisms. The analysis performed in resting physiological conditions and in response to widely used experimental maneuvers indicated that the approach is able to reflect well known regulatory mechanisms of CV and cardiorespiratory physiology, as well as to support the interpretation of other more debated mechanisms. Hence, the approach may be favorably suggested for the description of mechanism impairment in a wide spectrum of CV and cardiorespiratory pathologies, ranging from heart failure to neurally mediated and breathing disorders.
