The purpose of this paper is to study a statistic that is used to compare the similarity between two strings, which is first introduced by Michael Steele in 1982. It was proposed as an alternative to the length of the longest common subsequences, for which the variance problem is still open. Our results include moment asymptotics and distributional asymptotics for Steele's statistic and a variation of it in random words and random permutations.
Introduction
The most well-known approach in sequence comparison is the use of the longest common subsequences. This is related partially to its wide range applications in various field such as computational biology, computer science and bioinformatics, and partially to the challenges that it presents in theory. By definition, LC n , the length of the longest common subsequences of sequences X 1 · · · X n and Y 1 · · · Y n , is the maximal integer k ∈ [n] := {1, . . . , n}, such that there exist 1 ≤ i 1 < · · · < i k ≤ n and 1 ≤ j 1 < · · · < j k ≤ n, such that
for all ℓ = 1, 2, . . . , k.
The theory of LC n has a long history starting with the well known result of Chvátal and Sankoff [2] , where assuming that X i 's and Y j 's are independent and identically distributed, and that the sequences are independent among themselves, they showed
where γ * m is some constant in (0, 1). To this day, the exact value of γ * m (which depends on the distribution of X 1 and on the size of the alphabet) is unknown, even in the simplest case where one has uniform Bernoulli random variables. Furthermore, the order of V ar(LC n ) and the asymptotic distribution of LC n are still unknown for uniform Bernoulli random variables. We refer [9] and [4] to the reader for some recent progress towards these problems. The former of these two shows that the variance of LC n in random words is of order n under certain asymmetry conditions, and the latter one proves that the same conditions yield a central limit theorem after proper centering and scaling. Also see [3] , [4] and [6] for recent results similar to the ones mentioned for a score function setting, for independent uniformly random permutations and for Mallows permutations, respectively.
Due to the technical limitations of LC n , another sequence comparison statistic was proposed by M. Steele in 1982 during his investigations on the longest common subsequence problem [11] . Namely, letting X 1 , · · · , X n and Y 1 , · · · , Y n be as in the first paragraph, the statistic of Steele is given by
The purpose of this paper is to analyze T n and T n,k in terms of their moment asymptotics and to show that a central limit theorem holds for T n,k when k is kept fixed. Besides the random word case, we also choose the sequences to be permutations, and study the behavior of corresponding versions of T n and T n,k . Let us now fix some notation for the following sections. First, = d , → d and → P are used for equality in distribution, convergence in distribution and convergence in probability, respectively. G denotes a standard normal random variable, and C is used for constants (which may differ in each line) that do not depend on any of the parameters. Finally, for two sequences a n , b n , we write a n ∼ b n for lim n→∞ a n /b n = 1.
The rest of the paper is organized as follows. In Section 2, we identify bounds on the first two moments of the statistics aforementioned. Then, in Section 3, a central limit theorem for T n,k is proven. In Section 4, we analyze the moment asymptotics of T n,k with respect to different sizes of the alphabet. Section 5 looks at the same statistic in a random permutation setting.
2 Moments of T n,k and T n Theorem 2.1 Let k ∈ N be fixed. We have
Moreover, the lower bound in (2) satisfies n k
and the upper bound in (2) satisfies
Proof: The expectation formula and the lower bound for the second moment are straightforward. We study the upper bound for the second moment with the expression
where the summation
each of which has cardinality k. We can rewrite this expression as
where χ(I 1 , I 2 ) is the indicator of the event
Clearly,
The asymptotics for the lower bound of E[T 2 n,k ] is immediate from the Stirling formula. For the upper bound, we observe that
Theorem 2.1 shows that the order of E[T 2 n,k ] is n 4k . Beyond this, the exact computation of the second moment looks quite involved, and we intend to analyze it in a subsequent work. An even more challenging work would be to study the moments when k grows along with n. 
It is then noted in [11] that the function φ is Schur-convex. Indeed, since φ is symmetric, we can use Schur-Ostrowski criterion to show that this is the case. We have
Now since φ is Schur-convex, we show that the minimum of 
a k , and E[T Proof: We start with an elementary but a key observation that for any r ∈ [n].
This implies that
Now let {U i } i∈N and {V i } i∈N be i.i.d. random variables that are uniformly distributed over (0, 1), and define permutations σ and γ in S n so that
Further, let us define
and
Now we observe that
where we set
So, by (3)
where the summation on right-hand side is over all
..,i k and S j 1 ,...,j k being all permutations of i 1 , . . . , i k and j 1 , . . . , j k , respectively.
Then we arrive at
which is recognized to be a U-statistic noting that (i) g is symmetric, (ii) g is a function of random vectors whose coordinates are independent, and that (iii) g ∈ L 2 . We need the following result of Chen and Shao to conclude the proof.
Now, recalling the well known fact [7] that (mσ 1 )/ √ n ∼ V ar(T n,k ), and using Slutsky's theorem we conclude that
as required. Note that one may further obtain convergence rates via Theorem 3.2, but we do not go into details of this here.
Asymptotics of E[T n ] for growing alphabet
An immediate corollary to Theorem 2.1 if a is a fixed number is
Our purpose in this section is to see the effect of changing a along with n as n → ∞. We will also compare the results with the uniform permutation setting, where each sequence is a random permutation, in the statement of Theorem 4.1. See also Section 5 for more discussion on the uniform permutation case.
Results of this section are summarized as follows.
Theorem 4.1 Let a n = an α be the size of the alphabet where n is the length of the sequences, a and α are constants. Define k * = n 1+ √ an α .Then, as n → ∞, the asymptotic behavior of E[T n ] with respect to a n is summarized in the table below.
Unif. Perm.
Proof: The proof relies on the unimodality of the sum, which can be deduced from the following lines. We start with locating the maximum term of the sum, then evaluate the sum of the other terms with respect to the maximum term.
Towards showing the unimodality, we first observe that the ratio of two consecutive terms is n k + 1
The maximum term occurs for the first k where the fraction above is less than one. Observe that (n − k) 2 < a n (k + 1) 2 ⇔(n − k) < √ a n (k + 1)
√ a n n − √ a n 1 + √ a n < k,
√ a n n − √ a n 1 + √ a n , 1 1 + √ a n n + 1 1 + √ a n .
√ an n, which lies in the same interval with k max . Since we are interested only in the asymptotics of n kmax , it is justified to work with n k * .
Then we consider the remaining terms. First we take the higher indexed terms, namely k > k * . Let k = k * + i, i > 0, and also set
. Referring to the method discussed in Chapter 5 of [10] , defining
It follows that ln R = − i ln a n + 2
to eliminate the last term above.
Another observation is that the first term is the dominant one as long as a n = o(n 2 ).
The case for k < k * is similar. Taking k = k * − i, we have
Then, similar computations yield ln R =i ln a n + 2
Altogether, we have n k
where k = k * ± i, a n = o(n 2 ) and i = o 3 n 2 an .
Next, we evaluate the sum in terms of the maximum term as follows:
By the assumptions on a n , lim n→∞ An n = 0 and lim n→∞ n − k * = lim n→∞ k * = ∞. So, we can approximate the sum by the integral below.
Therefore we have,
Finally, we evaluate n k * asymptotically. We seperate into cases; each case corresponds to an interval on the order of k * , which is related to the order of a n through
). We discuss only the case where a n is a constant. The other cases are analyzed in [10] . Suppose a n = a.
. Since k * = cn is linear in k, we can apply Stirling's formula to obtain
.
For simplicity, we may write the expression in terms of a and k * as
Combining with the results in [10] , we list the limiting behavior of n k * corresponding to different orders of a n in the table below.
Thus, we can rewrite (4) more explicitly as
where κ(α) is the exponent in the last column of the table above given by
Then, applying Stirling's formula to the factorial in the denominator above, and after cancellations, we eventually have
Further simplifications of the expression for α ∈ (2/3, 2), which follows from Lemma 4.1 below, conclude the proof.
Lemma 4.1 If α ∈ (2/3, 2), then
In particular, if α ∈ (1, 2), then
Proof: Define
We can equivalently show that lim n→∞ [f (n)] g(n) = 1 for α ∈ (2/3, 2). The proof relies on elementary techniques. First, evaluate the limit of the logarithm of the expression. We have
If α ∈ (1, 2), then lim n→∞ ln L = 0; therefore the claim is true for this case. Now suppose α < 1. We apply L'Hopital's rule to ln L one more time, which gives
for some constant C. Then we consider the Taylor expansion of the expression. Define
Hence, lim n→∞ ln L is zero as long as 2 α − 2 is less than one. Then the result follows.
An observation about random permutations
For n ∈ N, let
where π is a uniformly random permutation and ρ is any other random permutation that is independent of π. Also, for 1 ≤ k ≤ n, define
which corresponds to the number of common subsequences of π and ρ of a fixed length k.
The following proposition is a generalization of the corresponding results in [4] and [5] . Its proof similar to the one given in [5] .
Proposition 5.1 Let π n be a uniformly random permutation in S n , and ρ n be any other independent random permutation in S n . Then, for any symmetric
where 
Further, one can use Efron-Stein inequality to obtain estimates for the central moments of V n .
Once we focus on subsequences of a fixed length k, we have 
where
Further, we have
Proof: Using Proposition 5.1, note that
the problem reduces to a study of increasing subsequences. Formulas for expectation and variance for right-hand side can be found in [5] . Proof of the central limit theorem is similar to the proof of Theorem 3.1, we include the details for completeness. Let {X i : i ∈ [n]} and {Y i : i ∈ [n]} be i.i.d. uniform random variables over (0, α) for some finite and positive α. Then, (5) can be stated as
In addition, let σ be a random permutation in S n so that
Then, clearly, (X 1 , . . . , X n ) = d (X σ(1) , . . . , X σ(n) ).
For 1 ≤ k ≤ n, set This reveals that V n,k is indeed a U-statistics since (i.) g is symmetric.
(ii.) g is a function of random vectors whose coordinates are independent. (iii.) g ∈ L 2 . Then, the central limit theorem again follows as in the proof of Theorem 3.1. [5] can be modified in a straightforward way to obtain d K (T n , V n ) ≤ 1 − a! (a − n)! 1 a n for a ≥ n in our case. In particular, for fixed n T n −→ d V n as a → ∞.
Remark 5.2 Results of

