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Scoring functions enable the comparison of forecast accuracy. We propose a theoretical framework for scoring
functions for multivariate distributions, which encompasses the existing energy score, multivariate continuous
ranked probability score, and the quadratic score. We demonstrate how this framework can be used to
generate new scores. For univariate distributions, it is well-established that the continuous ranked probability
score can be expressed as the integral over a quantile score. We show that, in a similar way, scoring functions
for multivariate distributions can be "disintegrated" to obtain scoring functions for level sets. Using this,
we present scoring functions for different types of level set, including those for densities and cumulative
distributions. To compute the scoring functions, we propose a simple numerical algorithm. We illustrate our
proposals using simulated and stock returns data.
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1. Introduction
Forecasts of future outcomes should be probabilistic, as this allows forecasters to communicate
their uncertainty and hence better support decision-making. In many applications, it is a forecast
for a multivariate probability distribution that is needed, for example, to manage the impact of
extreme weather (Berrocal et al. 2010), financial risk (Diks et al. 2014), uncertain energy generation
(Jeon and Taylor 2012), and variable advertising exposures (Danaher and Smith 2011). To support
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2this, Gneiting and Katzfuss (2014) describe how there is an urgent need for decision-theoretically
principled methods to enable the evaluation of distributional forecasts of multivariate variables.
Distributional forecast accuracy should be evaluated by maximizing sharpness subject to
calibration (Gneiting and Katzfuss 2014). Sharpness relates to the concentration of the probabilistic
forecast, while calibration concerns its statistical consistency with the data. A scoring function
(or score) summarizes both calibration and sharpness, and can be used to compare forecasts from
competing methods, or as the objective function in model estimation (Gneiting and Raftery 2007,
Jose 2017).
The continuous ranked probability score (CRPS) is well-established for univariate distributions
(Gneiting and Raftery 2007, Grushka-Cockayne et al. 2017). For multivariate distributions, the
energy score has been proposed as a multivariate generalization of the CRPS (Gneiting and Raftery
2007), and has been used in a number of studies (see, for example, Schefzik 2017, Sloughter et al.
2013). An alternative generalization is the multivariate CRPS (MCRPS), which is briefly introduced
by Gneiting and Raftery (2007). This score has only been considered further by Yuen and Stoev
(2014), who use it for estimation in extreme value theory. Another proposal of Gneiting and Raftery
(2007) is the quadratic score, which can be used for univariate and multivariate densities, but is
distinct from the popular log score. The quadratic score has not yet been considered by other
researchers.
Often the object of interest is a functional or a level set of a distribution. For univariate
distributions, an example of a functional is a quantile, which can also be viewed as a level set. Scores
for quantiles have been thoroughly studied (see, for example, Grushka-Cockayne et al. 2017, Jose
and Winkler 2009). For multivariate distributions, various types of level sets have been considered.
These include different forms of multivariate quantiles, such as level sets for cumulative distribution
functions (see, for example, Abbas et al. 2010, Cousin and Di Bernardino 2013), as well as density
level sets (see, for example, Chen et al. 2017). As with quantiles for univariate distributions, estimates
of level sets for multivariate distributions can be used to summarize regions of the distribution,
3enabling, for example, outlier detection (Rinaldo et al. 2012) or clustering (Hartigan 1987). In spite
of this, to the best of our knowledge, scoring functions have not been studied for these types of
multivariate level sets, with the only exception to this being the excess mass score for density level
sets (see, for example, Hartigan 1987).
For a univariate distribution, the CRPS can be expressed as an integral over a quantile score (Laio
and Tamea 2007). In this paper, we generalize this to the multivariate context. In doing so, we make
a number of contributions regarding scores for multivariate distributions and their level sets. First,
we propose a natural theoretical framework that links the quadratic score, CRPS, MCRPS and
energy score. This framework can be used to generate new scores for multivariate distributions, and
we demonstrate this by developing a score that is based on lower partial moments (LPM). Second,
we show that by “disintegrating” the quadratic score, MCRPS, and our new score, we obtain, in
a simple and intuitive manner, new scores for level sets of densities, cumulative distributions, and
lower partial moments, respectively. The proposed scores encompass the existing scoring functions
for density level sets, and the full class of quantile scores considered in Gneiting (2011) and Komunjer
(2005). Finally, to calculate the various scores, we propose a simulation-based numerical approach,
which can be used for high-dimensional distributions, without posing any restriction on the geometry
of these level sets.
In the rest of the paper, Section 2 describes notation and conventions used in this paper. In
Section 3, we present our framework for scores for distributions. We show that our proposed
framework covers the aforementioned quadratic score, CRPS, MCRPS, and energy score, and we
demonstrate how we can construct new scores. In particular, we construct a new score based on
lower partial moments. Section 4 shows that the scores of Section 3 can be disintegrated to obtain
scores for different types of level sets. We show that our method can induce the scores for density
level sets, and quantile scores. Section 5 presents empirical analysis, and describes how we calculate
the scores. Section 6 concludes the paper.
42. Preliminaries
In this section, we explain some notation and conventions used in the subsequent parts of the paper.
We identify a vector in Rd with a d× 1 (column) matrix; thus, the Euclidean inner product of z,
s ∈ Rd is written as zT s, with superscript T denoting matrix transpose. The boldface lower-case
letters z, s, t, . . . designate points in Rd; and ‖•‖ is the Euclidean modulus. For z∈R or C we write
‖z‖ ≡ |z|. Given any set A⊂Rd, ∂A denotes its topological boundary. Let λ be a Borel measure on
Rd. We say that a function f :Rd→Rn is integrable with respect to λ if ´Rd ‖f(z)‖dλ(z)<∞. Let
δy(z) be the Dirac delta measure with the mass at y.
We use capital letters X,Y,V, . . . for univariate random variables, and boldface capital letters
X,Y,V, . . . for multivariate random variables. As in the literature (see, for example, Gneiting
and Raftery 2007), we denote by PX, PY, PV . . . the probability measures of X,Y,V, . . ., and
by Vd a convex class of probability measures. For distributions PX, PY, PV, . . ., denote by
FX,FY,FV, . . . their cumulative distribution functions (CDFs), and denote by fX, fY, fV, . . . their
probability measures fX(z)dz, fY(z)dz, fV(z)dz.... at z. For continuous distributions, fX, fY, fV, . . .
are the probability density functions (PDFs); for discrete distributions, fX, fY, fV, . . . are the
probability mass functions; and fX, fY, fV, . . . can also represent the probability measures for linear
combinations of continuous and discrete distributions. For simplicity, here and hereafter, we refer
to fX, fY, fV, . . . simply as the PDFs. We write qY (α) = inf{z ∈R : FY (z)≥ α} for the α quantile of
a univariate random variable Y for α∈ [0,1].
For a function g :Rd→C, its Fourier transform gˆ≡F(g) :Rd→C is given by
gˆ(t) :=
ˆ
Rd
e2piiz
T tg(z)dz, (1)
where t ∈ Rd and i is the imaginary unit. When g is a PDF of a distribution, gˆ is called the
characteristic function of the distribution. There are other widely adopted definitions of the Fourier
transform, which are off by a sign or a factor of 2pii compared to expression (1). The results of this
paper remain unchanged when we use any such variant.
5The definition of the Fourier transform can be extended to certain generalized functions including
Dirac delta masses. The inverse Fourier transform is denoted by F−1. As is customary, the function
before taking the Fourier transform (or, after taking the inverse Fourier transform) g(z) is said to
be “on the physical side”, and the Fourier transform gˆ(t) of g(z) is said to be “on the Fourier side”.
Our convention in this paper is to write z∈Rd for the variable on the physical side, and t∈Rd on
the Fourier side.
3. A New Framework for Scoring Functions of Distributions
In the rest of the paper, let PY be the distribution that we want to study. In practice, typically, PY
is unknown and we can only observe a finite collection of realizations of Y, labeled as {yi}i=1,2,...T .
Let PX be an estimate of PY. Naturally, a key problem is to evaluate the quality of the probabilistic
estimate PX, given {yi}t=1,2,...T . A central tool developed for this purpose is the scoring function:
S(PX,y) : Vd×Rd −→R.
It is said to be consistent if EPY [S(PX,•)], the expectation of S(PX,•) with respect to PY, is
minimized when PX = PY, and strictly consistent if furthermore PY is the unique minimizer
(Gneiting and Raftery 2007, Jose 2017).
In Section 3.1, we propose a class of L2 scoring functions for distributions. In Section 3.2, we
derive some useful alternative expressions for these scoring functions. In Section 3.3, we show that
the new class of scoring functions encompasses the quadratic score, CRPS, MCRPS, and energy
score. We also show that this framework can easily be used to generate other scoring functions, and
we demonstrate this by proposing a scoring function based on lower partial moments.
3.1. L2 Scoring Function for Distributions
Consider
S(PX,y; wˆ, hˆ) =
ˆ
Rd
∣∣∣(fˆXwˆ− δˆywˆ) ∗ hˆ∣∣∣2(t)dt for each PX ∈ Vd and y ∈Rd, (2)
6where ∗ is the convolution and wˆ, hˆ will be specified in Assumption 3.1. We will show that
S(PX,y; wˆ, hˆ) is a consistent scoring function for distributions in Theorem 3.1. As S(PX,y; wˆ, hˆ) is
the squared L2 distance between fˆXwˆ ∗ hˆ and δˆywˆ ∗ hˆ, we call S(PX,y; wˆ, hˆ) the L2 scoring function
for distributions. For simplicity, in the rest of the paper, we drop “for distributions” and simply refer
to S(PX,y; wˆ, hˆ) as the L2 scoring function. Next, we specify our assumptions for Vd, wˆ and hˆ as
follows:
Assumption 3.1. (a) ∀PX ∈ Vd with PDF fX, ∀y ∈ Rd, fˆXwˆ, δˆywˆ, and hˆ are locally finite Borel
measures on Rd with inverse Fourier transforms F−1(fˆXwˆ), F−1(δˆywˆ) and h, respectively;
(b) S(PX,y; wˆ, hˆ) in expression (2) is well-defined and finite.
(c) wˆ is non-zero Ld-a.e..
The first main result of our paper is the following:
Theorem 3.1. If wˆ, hˆ and Vd satisfy Assumption 3.1(a)–(b), then S(PX,y; wˆ, hˆ) defines a
consistent scoring function. If, in addition, Assumption 3.1(c) holds, then S(PX,y; wˆ, hˆ) is strictly
consistent.
The proof is postponed to the appendix. The inverse Fourier transform is an L2 isometry due to
Plancherel’s identity. Using the fact that convolution intertwines with multiplication, we obtain,
S(PX,y; wˆ, hˆ) =
ˆ
Rd
∣∣F−1(fˆXwˆ)(z)−F−1(δˆywˆ)(z)∣∣2∣∣h(z)∣∣2 dz. (3)
Theorem 3.1 immediately implies the following:
Corollary 3.1. If wˆ, hˆ and Vd satisfy Assumptions 3.1(a)–(b), and the Plancherel’s identity holds,
then expression (3) defines a consistent scoring function. If, in addition, Assumption 3.1(c) holds,
then expression (3) is strictly consistent.
We refer to expressions (2) and (3) as the “Fourier” and “physical” versions of the L2
scoring function S(PX,y; wˆ, hˆ), respectively. In practice, one may choose whichever version is
computationally more convenient.
Two remarks are in order regarding Theorem 3.1:
7Remark 3.1. Roughly speaking, wˆ is the key function which essentially determines the structure
of relevant scoring functions, and h is a “weight function” assigning various weights to different
regions. In the literature, for a particular wˆ, scoring functions with different h are usually considered
to belong to the same family (see, for example, Gneiting and Ranjan 2011). The term F−1(δˆywˆ) is
viewed as a proxy of F−1(fˆYwˆ) for a single observation y. In addition, the weight function h has
other roles that have seemingly not been considered: it can be used to warrant the convergence of
the integral defining S(PX,y; wˆ, hˆ) and facilitates the numerical computation of S(PX,y; wˆ, hˆ). This
is discussed in Section 5.
Remark 3.2. In the literature, there are studies regarding local scoring functions, which depend
on the PDF or the derivatives of the PDF purely at the realization y. An example of a local score
is the well-known log score log(fX(y)) (see, for example, Ehm et al. 2012). Because the L2 scoring
functions involve integration over Rd, they are fundamentally different to local scoring functions.
The non-locality of the L2 scoring functions is important for our derivation of the level set scores
in Section 4, because level sets are not local statistical objects in the sense that their specifications
require information regarding the entire domain. Thus, local scoring functions are not within the
scope of this study, and so we do not discuss them further.
3.2. Alternative Expressions for the L2 Scoring Function
In this section, we present useful alternatives to expressions (2) and (3) for the L2 scoring function.
For scoring functions, in practice, we are more concerned with the relative performance — i.e., the
difference S(PX,y; wˆ, hˆ)−S(PV,y; wˆ, hˆ) between the scoring functions of two probabilistic estimates
PX and PV, rather than actual values of the scoring functions (Nolde and Ziegel 2017). Therefore,
any S
′
(•,•; wˆ, hˆ) satisfying
S(PX,y; wˆ, hˆ)−S(PV,y; wˆ, hˆ) = S′(PX,y; wˆ, hˆ)−S′(PV,y; wˆ, hˆ) (4)
for every pair (PX, PV) and every y should be viewed as equivalent to S(•,•; wˆ, hˆ).
8For our purpose, we are only interested in the case when F−1(fˆXwˆ) and F−1(δˆywˆ) are real-valued,
which shall be assumed from now on. Expanding the integrand in expression (3) and ignoring the
term
´
Rd [F−1(δˆywˆ)]2h2 dz, we arrive at the following expression:
S
′
(PX,y; wˆ, hˆ) =
ˆ
Rd
(
F−1(fˆXwˆ)(z)
)2 ∣∣h(z)∣∣2 dz (5)
− 2
ˆ
Rd
F−1(fˆXwˆ)(z)F−1(δˆywˆ)(z)
∣∣h(z)∣∣2 dz.
The term we omitted,
´
Rd [F−1(δˆywˆ)]2h2 dz, depends on y only. So it has the same value regardless
of PX, which immediately shows that S′ in expression (5) satisfies the equality in expression (4).
Therefore, we have obtained an equivalent scoring function S
′
(•,•; wˆ, hˆ) to that in expression (3).
We can apply the same arguments for expression (2) to obtain the equivalent expression:
S
′′
(PX,y; wˆ, hˆ) =
ˆ
Rd
∣∣∣fˆXwˆ ∗ hˆ∣∣∣2dt− 2ˆ
Rd
<
{
(fˆXwˆ ∗ hˆ
)
(δˆywˆ ∗ hˆ)
}
dt. (6)
Here <(z) denotes the real part of z ∈C.
Remark 3.3. It is crucial to notice that the above arguments for deriving expression (6) remain
valid even if the term B :=
´
Rd [F−1(δˆywˆ)]2h2 dz is too singular to be well-defined. For example, if
wˆ≡ 1, then B involves the multiplication of two Dirac delta masses. Such practices of “subtracting
infinities in common” are widely known as “renormalization” in the physics literature. Furthermore,
we can also make sense of expression (5) by identifying
ˆ
Rd
F−1(fˆXwˆ)(z)F−1(δˆywˆ)(z)
∣∣h(z)∣∣2 dz=: ˆ
Rd
F−1(fˆXwˆ)(z)
∣∣h(z)∣∣2 d[F−1(δˆywˆ)](z).
The right-hand side is an integration with respect to the Borel measure F−1(δˆywˆ).
Assumption 3.2. (a) F−1(fˆXwˆ) is square-integrable with respect to both of the Borel measures
|h|2 dLd and |h|2 d[F−1(δˆywˆ)];
(b)
∣∣∣fˆXwˆ ∗ hˆ∣∣∣2 and <{(fˆXwˆ ∗ hˆ)(δˆywˆ ∗ hˆ)} are integrable with respect to Ld.
We summarize the results in the following corollaries:
9Corollary 3.2. If wˆ, hˆ and Vd satisfy Assumption 3.1(a) and Assumption 3.2(a), then
expression (5) defines a consistent scoring function. If, in addition, Assumption 3.1(c) holds, then
expression (5) is strictly consistent.
Corollary 3.3. If wˆ, hˆ and Vd satisfy Assumption 3.1(a) and Assumption 3.2(b), then expression
(6) defines a consistent scoring function. If, in addition, Assumption 3.1(c) holds, expression (6) is
strictly consistent.
In the above corollaries, the use of Assumption 3.1(b) in Corollary 3.1 is replaced in Corollaries 3.2
and 3.3 by the use of Assumption 3.2, which is often more mild in practice. In the sequel, we mainly
focus on the physical version of the L2 scoring function in expression (5). We develop our scoring
functions for level sets in Section 4 based on expression (5). Next, several key examples will be
studied, for which the term F−1(fˆXwˆ)(z) has natural statistical interpretations.
3.3. Examples of L2 Scoring Functions
In this section, we first demonstrate the generality of our proposed L2 scoring functions by showing
that the quadratic score, CPRS, MCRPS and energy score emerge as special cases of the general
framework laid down in Sections 3.1 and 3.2. We then show how our framework naturally generates
other scoring functions of statistical importance and mathematical interest by developing a score
that is based on lower partial moments.
Example 3.1 (The Existing Quadratic Score and a New Version). For wˆ ≡ 1 and
hˆ(t) = δ0(t), assume that X is a continuous random variable with square-integrable PDF fX. Then,
using the identity fˆX ∗ hˆ= fˆX and expression (5), we get
S
′
(PX,y; wˆ, hˆ) =
(ˆ
Rd
f2X(z)dz
)
− 2fX(y),
This multivariate score is the quadratic score discussed in Gneiting and Raftery (2007).
Note that, for this case, expression (3) is not well-defined (see Remark 3.3). Note also that the
quadratic score is distinctively different to the well-known log score log(fX(y)), in the sense that it
has the advantage of allowing zero values for PDFs.
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We can extend the quadratic score by considering a non-constant weight function h, where f2X(z)
is integrable with respect to the Borel measure |h(z)|2dz. This induces the following new quadratic
score:
DQS
′
(PX,y;h) =
(ˆ
Rd
f2X(z)
∣∣h(z)∣∣2 dz)− 2fX(y)∣∣h(y)∣∣2, (7)
For simplicity, from now on we refer to expression (7) as the quadratic score.
Example 3.2 (CRPS & MCRPS). For wˆ(t) = 1
(−2pii)d
1
t1t2...td
with t= (t1, . . . , td)T , w := F−1(wˆ)
can be computed via
w(z) =
d∏
j=1
1
−2pii
ˆ
R
e−2piitjzj
tj
dtj =
d∏
j=1
1{zj ≥ 0}=: 1{z≥ 0},
where we use the fact that the Fourier transform of the Heaviside function, H(zj) := 1{zj ≥ 0} for
x∈R, is Hˆ(tj) = (−2piitj)−1. Notice that the convolution of a PDF fX and w gives the CDF FX:
(fX ∗w)(z) =
ˆ
{z≥s}
fX(s)ds
=
ˆ ∞
−∞
· · ·
ˆ ∞
−∞
fX(s1, . . . , sd)
d∏
j=1
1{zj ≥ sj}ds1 . . . dsd =: FX(z1, . . . , zd).
Thus, if the CDF FX and 1{• ≥ y} are both square-integrable with respect to the Borel measure∣∣h(z)∣∣2dz, we can use expression (3) to obtain the following scoring function:
S(PX,y; wˆ, hˆ) =
ˆ
Rd
∣∣∣FX(z)−1{z≥ y} ∣∣∣2∣∣h(z)∣∣2dz. (8)
This multivariate score is precisely the MCRPS considered in Gneiting and Raftery (2007).
For univariate distributions, expression (8) is simply the well-known CRPS for
∣∣h(z)∣∣ ≡ 1, and
the threshold weighted CRPS for any non-constant function
∣∣h(z)∣∣ (see, for example, Gneiting and
Ranjan 2011, Grushka-Cockayne et al. 2017).
Following the discussion in Section 3.2, we obtain an equivalent expression for the MCRPS by
expression (5):
MCRPS
′
(PX,y;h) =
ˆ
Rd
F 2X(z)
∣∣h(z)∣∣2 dz− 2ˆ
Rd
FX(z)1{z≥ y}
∣∣h(z)∣∣2 dz. (9)
The necessary and sufficient condition for the above integral to converge is that (FX)2 and 1{• ≥
y}FX(•) are both integrable with respect to the Borel measure
∣∣h(z)∣∣2dz.
11
Example 3.3 (A New Score Based on Lower Partial Moments).
We can consider wˆ(t) = 1
(−2pii)kd
1
(t1t2...td)
k , where k = 1,2,3.... In this case, w(z) is simply the kth
convolution power of the Heaviside function H(x),
w(z) =H∗k(z)≡H ∗H ∗ · · · ∗H︸ ︷︷ ︸
k
(z) =
d∏
j=1
1
k!
zkj 1{zj ≥ 0}.
It implies that
fX ∗H∗k(z) =
ˆ ∞
−∞
· · ·
ˆ ∞
−∞
fX(s1, . . . , sd)
d∏
j=1
1
k!
(zj − sj)k1{zj ≥ sj}ds1 . . . dsd, (10)
δy ∗w(z) =
ˆ zd
−∞
· · ·
ˆ z1
−∞
δy(s1, . . . , sd)
d∏
j=1
1
k!
(zj − sj)k1{zj ≥ sj}ds1 . . . dsd
=
d∏
j=1
1
k!
(zj − yj)k1{zj ≥ yj}. (11)
Here LPMX,k(z) := fX ∗H∗k = fX ∗w is known as the lower partial moment of order k. The lower
partial moment for univariate distributions has been widely considered for systemic risk (Price
et al. 1982), asset pricing (Anthonisz 2012), and portfolio management (Briec and Kerstens 2010).
However, to the best of our knowledge, the lower partial moment for multivariate distributions have
not been considered in the literature.
By expression (3), we arrive at a new scoring function for multivariate distributions based on the
lower partial moment:
LPMS(PX,y;k,h) =
ˆ
Rd
∣∣∣LPMX,k(z)− d∏
j=1
1
k!
(zj − yj)k1{zj ≥ yj}
∣∣∣2∣∣h(z)∣∣2 dz.
The above is finite whenever LPMX,k(z) and z 7→
∏d
j=1
1
k!
(zj − yj)k1{z ≥ y} are both
square-integrable with respect to the Borel measure |h(z)|2 dz. The term∏dj=1 1k!(zj−yj)k1{zj ≥ yj}
can be viewed as the proxy of LPMY,k(z) for a single observation y.
When (LPMX,k)
2 and z 7→∏dj=1 1k!(zj − yj)k1{z ≥ y}LPMX,k(z) are integrable with respect to
the Borel measure |h(z)|2 dz, by expression (5) in Section 3.2, we obtain the following equivalent
expression for the LPMS:
LPMS
′
(PX,y;k,h) =
ˆ
Rd
LPM2X,k(z)
∣∣h(z)∣∣2 dz
12
− 2
ˆ
Rd
LPMX,k(z)
d∏
j=1
1
k!
(zj − yj)k1{zj ≥ yj}
∣∣h(z)∣∣2 dz. (12)
When k = 0, LPMX,k is simply the CDF of PX, and in this case LPMS and LPMS
′
are simply
the MCRPS and MCRPS
′
discussed in Example 3.2.
Two remarks are in order regarding the function wˆ:
Remark 3.4. We can view F−1(fˆXwˆ) :Rd→R as a function aggregating a multivariate vector into
a scalar. By doing so, we effectively define an order on Rd, which enables us to define level sets in
Section 4. Such aggregation functions can potentially also be applied in the context of systemic risk
analysis (see, for example, Chen et al. 2013).
Remark 3.5. When w = F−1(wˆ) exists, which is the case with the above three examples, we
simply get F−1(fˆXwˆ) = fX ∗ w. When wˆ is a radial function, i.e., only depending on ‖wˆ‖, the
inverse Fourier transform w = F−1(wˆ) is usually not easy to interpret in Cartesian coordinates.
An example is the energy score, where wˆ(t) =
(‖t‖ d+12 )−1/2 and hˆ(t) = δ0(t) (see, for example,
Baringhaus and Franz 2004, Gneiting and Raftery 2007). In such cases, we can consider an
alternative “projective” approach, where we take the Fourier transform of wˆ “projectively” along
different directions over the unit sphere (see, for example, Baringhaus and Franz 2004). This
approach is essentially straightforward, as it only relies on the decomposition of the multivariate
distributions into univariate projections. This is not the focus of the paper, and so we do not discuss
this further.
4. New Scoring Functions for Level Sets
Sometimes we are more interested in a specific region of a distribution than the entire domain.
For example, tails of a distribution are often of great interest to various applications: quantiles
have been widely studied as an important risk measure (see, for example, Jose and Winkler
2009, Grushka-Cockayne et al. 2017), and have also been considered in the context of model
averaging (Lichtendahl Jr et al. 2013). In this paper we consider level sets, which can be viewed as
generalizations of quantiles (Abbas et al. 2010, Cousin and Di Bernardino 2013).
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For a functional ΨY and any α∈R, define the α level set of ΨY by
L(ΨY;α) :=
{
z∈Rd : ΨY(z)≥ α
}≡ {ΨY ≥ α}. (13)
In the literature, sometimes L(ΨY;α) is referred to as the upper level set, and ∂{L(g;α)} as the
level set (see, for example, Chen et al. 2017). Our terminology is consistent with Cadre (2006) and
Singh et al. (2009).
Remark 4.1. The level sets include the quantile for univariate random variable Y as a special case.
To see this, we let ΨY = FY , and identify the level set L(FY ;α) with the α quantile as follows:
qY (α)←→ [qY (α),∞)←→L(FY;α)
Similar to the spirit of a scoring function for distributions, we can define a scoring function for
level sets in the following way: for an R-valued function S(L(ΨY;α);y) whose arguments consist
of a level set and a point y ∈ Rd, we say that S is a consistent scoring function of the level sets
if EPY [S(L(ΨX;α),•)] is minimized by L(ΨY;α). To the best of our knowledge, scoring functions
for level sets have not been studied, with the only exceptions being a score for density level sets
L(fY;α) and scores for quantiles of univariate distributions.
In this section, we propose a systematic approach for constructing scoring functions for level sets.
Our motivation stems from the well-known result that the CRPS can be disintegrated as the integral
of the quantile scores (see, for example, Gneiting and Raftery 2007, Grushka-Cockayne et al. 2017):
CRPS(PX , y) :=
+∞ˆ
−∞
(
FX(z)−1{z ≥ y}
)2
dz (14)
= 2
1ˆ
0
(
α−1{y < qX(α)}
)(
y− qX(α)
)
dα (15)
where the integrand in expression (15) is the quantile score. The equivalence between
expressions (14) and (15) can be established via a change of variables for integration (see, for
example, Laio and Tamea 2007). In spite of its simplicity, this algebraic manipulation does not
extend in a straightforward way to other types of scoring functions, and to the multivariate setting.
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We consider a more intuitive approach, based on the “layer cake representation”, which leads to
the decomposition of the scoring function S
′
(PX,y; wˆ, hˆ) in expression (5) into an integral of scoring
functions for level sets of F−1(fˆXwˆ). This provides a unified approach for constructing scoring
functions for different types of level sets, including the scores for density level sets and quantiles. In
addition, our approach provides insight into the relationship between distributions and their level
sets.
In Section 4.1, we describe our approach for constructing scoring functions for level sets. In
Section 4.2, we consider specific examples of scoring functions for level sets.
4.1. Scoring Functions for Level Sets
In the rest of the paper, we consider the case where F−1(fˆXwˆ) and F−1(δˆywˆ) are real and
nonnegative. The key tool for our further developments is the following elementary but useful result.
Its proof can be found in Lieb and Loss (2001), and the name “layer cake” refers to the level set
structure.
Lemma 4.1. Let λ be a Borel measure on Rd, and let g : Rd→ [0,∞] be a λ-measurable function.
For any p∈ [1,∞), there holds
ˆ
Rd
g(z)p dλ(z) =
∞ˆ
0
pαp−1λ
({
z∈Rd : g(z)≥ α})dα. (16)
We shall apply Lemma 4.1 to S
′
(PX,y; wˆ, hˆ) in expression (5). For notational convenience, let us
denote by λ and µy,wˆ the two Borel measures in Assumption 3.2(a):
dλ := |h|2 dLd; dµy,wˆ := |h|2d
[
F−1(δˆywˆ)
]
. (17)
Then we can rewrite expression (5) as
1
2
S
′
(PX,y; wˆ, hˆ) =
∞ˆ
0
(
αλ
{
z∈Rd : F−1(fˆXwˆ)(z)≥ α
}
−µy,wˆ
{
z∈Rd : F−1(fˆXwˆ)(z)≥ α
})
dα. (18)
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Note that if S
′
(PX,y; wˆ, hˆ) is finite, the layer cake automatically implies that the integrand on the
right-hand side of expression (18) is finite for L1-a.e. α> 0.
The ensuing theorem states that the integrand on the right-hand side of expression (18) is a
consistent scoring function for the α level set L(F−1(fˆXwˆ);α) =
{
z ∈ Rd : F−1(fˆXwˆ)(z) ≥ α
}
for
L1-a.e. α> 0. Its proof is postponed to the appendix.
Theorem 4.1. For L1-a.e. α> 0, if wˆ, hˆ and Vd satisfy Assumption 3.1(a), and Assumption 3.2(a),
and F−1(fˆXwˆ) and F−1(δˆywˆ) are nonnegative, the following defines a consistent scoring function
for the α level set L(F−1(fˆXwˆ);α):
(S
′
)Γ
(
L(F−1(fˆXwˆ);α),y;h
)
:= αλ
{
L(F−1(fˆXwˆ);α)
}
−µy,wˆ
{
L(F−1(fˆXwˆ);α)
}
for y ∈Rd. (19)
Theorem 4.1 holds true for all α> 0 such that expression (19) is finite, e.g., when λ and µy,wˆ are
finite Borel measures. The superscript Γ emphasizes that (S′)Γ is a scoring function for level sets —
that is, (S
′
)Γ(L(F−1(fˆXwˆ);α),y;h) denotes the level set score derived from the L2 scoring function
S
′
(PX,y; wˆ, hˆ) in expression (5).
4.2. Examples of Scoring Functions for Level Sets
In this section, we first show how our approach allows us to derive the scoring functions for density
level sets (Hartigan 1987, Chen et al. 2017). Next, we develop two new scores: the scoring functions
for CDF level sets L(FX; wˆ,α) and the LPM level sets L(LPMX,k;α). In particular, we show that,
in the univariate context, the scoring functions for CDF level sets induce the full class of quantile
scores studied in Gneiting (2011) and Komunjer (2005).
Example 4.1 (Density Level Set Score). In expression (13), consider ΨY = fY, the PDF of
the distribution PY. The α density level set is defined as
L(fX;α) =
{
z∈Rd : fY(z)≥ α
}≡ {fY ≥ α}. (20)
Density level sets measures the regional centrality of a distribution. They have been applied in areas
such as anomaly detection, binary classification, clustering and forecast evaluation (see, for example,
16
Gneiting et al. 2008, Rinaldo et al. 2012). In Figure 1, we illustrate the density level sets for the
bivariate Gaussian distribution with zero means, unit variances, and covariance 0, 0.4 and 0.8.
Figure 1 Plots of density level sets for the bivariate Gaussian distribution with zero means, unit variances, and
covariance 0 in (a), 0.4 in (b), and 0.8 in (c). The numerical values within each plot indicate the value
of α for each level set.
In Example 3.1, applying Theorem 4.1 to the quadratic score DQS
′
(PX,y;h) in expression (7),
we obtain the scoring functions for the α density level set,
(DQS
′
)Γ
(
L(fX;α),y;h
)
= αλ
{
L(fX;α)
}
−µy,wˆ
{
L(fX;α)
}
,
= αλ
{
L(fX;α)
}
−1
{
fX(y)≥ α
}∣∣h(y)∣∣2 (21)
This is precisely the scoring functions, also known as the excess mass scores, for density level sets
(see, for example, Hartigan 1987, Chen et al. 2017).
Example 4.2 (New CDF Level Set Score). In expression (13), we now take ΨY = FY, the
CDF of the distribution PY. The α CDF level set is defined as
L(FY;α) =
{
z∈Rd : FY(z)≥ α
}≡ {FY ≥ α}. (22)
CDF level sets have been studied in various applications: Cousin and Di Bernardino (2013) consider
CDF level sets as a multivariate notion of quantiles in financial risk analysis; Abbas et al. (2010)
consider CDF level sets in judgemental forecasting; Salvadori et al. (2016) utilize CDF level sets as
hazard scenarios in hydrological applications; and Ziegel and Gneiting (2014) consider CDF level
sets in the context of forecast evaluation.
17
In Figure 2 we illustrate the CDF level sets for the bivariate Gaussian distribution with zero
means, unit variances, and covariance 0, 0.4 and 0.8.
Figure 2 Plots of CDF level sets for bivariate Gaussian distribution with zero means, unit variances, and
covariance 0 in (a), 0.4 in (b), and 0.8 in (c). The numerical values within each plot indicate the value
of α for each level set.
In Example 3.2, applying Theorem 4.1 to the MCRPS
′
(PX,y;h) in expression (9), we obtain the
scoring function for the α CDF level sets,
(MCRPS
′
)Γ
(
L(FX;α),y;h
)
= αλ
{
L(FX;α)
}
−µy,wˆ
{
L(FX;α)
}
, (23)
Observing that
µy,wˆ
{
L(FX;α)
}
=
ˆ
{FX>α}
|h(z)|21{z≥ y}dz= λ{L(FX;α)∩{z≥ y}},
we can simplify expression (23) as follows:
(MCRPS
′
)Γ
(
L(FX;α),y;h
)
:= αλ
{
L(FX;α)
}
−λ
{
L(FX;α)∩{z≥ y}
}
. (24)
Expression (24) has an intuitive graphical interpretation, which we illustrate in Figure 3.
Unfortunately, such graphical interpretation does not seem to be available for other level set scores.
Figure 3 Graphical illustration of the CDF level set score in expression (24). The curves represent the α CDF
level set, y represents a realization, and α or 1−α is the weight for the corresponding shaded region.
Three scenarios are presented, depending on the relative positions of y and the level set. The CDF level
set score is the weighted sum of the Borel measures for the shaded regions.
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When d= 1, expression (24) is equivalent to the full class of quantile scores. To see this, let us
add to expression (24) the term (1−α)λ{z ∈R : z ≥ y}, which depends only on y, as follows:
αλ
{
L(FX ;α)
}
−λ
{
L(FX ;α)∩{z ≥ y}
}
+ (1−α)λ{z ∈R : z ≥ y}
= α
∞ˆ
qX (α)
∣∣h(z)∣∣2 dz− ∞ˆ
max{qX (α),y}
∣∣h(z)∣∣2 dz+ (1−α) ∞ˆ
y
∣∣h(z)∣∣2 dz
= α
∞ˆ
qX (α)
∣∣h(z)∣∣2 dz−α ∞ˆ
y
∣∣h(z)∣∣2 dz− ∞ˆ
max{qX (α),y}
∣∣h(z)∣∣2 dz+ ∞ˆ
y
∣∣h(z)∣∣2 dz
= α
yˆ
qX (α)
∣∣h(z)∣∣2 dz+ qX (α)ˆ
y
∣∣h(z)∣∣2 dz1{y < qX(α)}
= α
(
H(y)−H(qX(α)))−(H(y)−H(qX(α)))1{y < qX(α)}
=
(
α−1{y < qX(α)}
)(
H(y)−H(qX(α))),
where H is an anti-derivative of |h|2, hence is non-decreasing. The expression in the final line is the
full class of quantile scores (see, for example, Gneiting 2011, Komunjer 2005).
Example 4.3 (New LPM Level Set Score). In expression (13), if ΨY = LPMY,k, the k-th
lower partial moment function of the distribution PY, then the α LPM level set can be defined by
L(LPMY,k;α,k) =
{
z∈Rd : LPMY,k(z)≥ α
}
≡
{
LPMY,k ≥ α
}
. (25)
In Figure 4, we illustrate the LPM level sets for the bivariate Gaussian distribution with zero means,
unit variances, and covariance 0, 0.4 and 0.8.
Figure 4 Plots of CDF level sets for bivariate Gaussian distribution with zero means, unit variances, and
covariance 0 in (a), 0.4 in (b), and 0.8 in (c). The numerical values in each plot indicate the value of α
for each level set.
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In Example 3.3, applying Theorem 4.1 to the LPMS
′
(PX,y;k) in expression (12), we obtain the
following scoring function for the α LPM level set:
(LPMS
′
)Γ
(
L(LPMX,k;α),y;h
)
= αλ
{
L(LPMX,k;α)
}
−µy,wˆ
{
L(LPMX,k;α)
}
, (26)
Noticing that the second term on the right-hand side of expression (26) equals
ˆ
Rd
1{z ∈ LPMX,k;α)}1{z≥ y}
d∏
j=1
1
k!
(zj − yj)k
∣∣h(z)∣∣2 dz,
we can simplify expression (26) as follows
(LPMS
′
)Γ
(
L(LPMX,k;α),y;h
)
:= αλ
{
L(LPMX,k;α)
}
−
ˆ
Rd
1
{
z ∈L(LPMX,k;α)
}
1{z≥ y}
d∏
j=1
(zj − yj)k
k!
∣∣h(z)∣∣2 dz. (27)
5. Empirical Analysis
In this section, we first propose the new simulation-based method that we use to compute the
scoring functions. We then present studies of simulated and real data to demonstrate the use of the
scores. We implement our new scoring functions of Section 4: the (DQS
′
)Γ for density level sets in
expression (21), the (MCRPS
′
)Γ for CDF level sets in expression (24), and the (LPMS
′
)Γ for LPM
level sets in expression (27). To save space, for the LPM level sets, we consider only the case of k= 1.
For each type of level set, we also implement the corresponding L2 scoring function for multivariate
distributions, which we presented in Section 3. These are the DQS
′
in expression (7), the MCRPS
′
in expression (9) and our new scoring function, the LPMS
′
, in expression (12). We note that these
three L2 scoring functions are related to the physical version S
′
(PX,y; wˆ, hˆ) in expression (5). The
other versions of the L2 scoring functions in Section 3 are equivalent to S
′
(PX,y; wˆ, hˆ), and so lead
to the same ranking of forecasting models when used to compare their forecast accuracy.
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5.1. Computation of the Scoring Functions
Due to the multidimensional integration involved, the computation of the L2 scoring functions and
the scoring functions for level sets is a highly nontrivial problem. For example, one may write the
scoring functions for level sets in expression (19) as follows:
(S
′
)Γ
(
L(F−1(fˆXwˆ);α),y;h
)
= αλ
{
L(F−1(fˆXwˆ);α)
}−µy,wˆ{L(F−1(fˆXwˆ);α)}
= α
ˆ
Rd
1
{
z∈L(F−1(fˆXwˆ);α)
}∣∣h(z)∣∣2 dz
−
ˆ
Rd
1
{
z∈L(F−1(fˆXwˆ);α)
}
F−1(δˆywˆ)(z)
∣∣h(z)∣∣2 dz. (28)
This expression involves the term 1
{
z∈L(F−1(fˆXwˆ);α)
}
, which depends on the geometry of
L(F−1(fˆXwˆ);α) and hence drastically complicates numerical computations.
The computation of this type of scoring function has received little attention in the literature,
with the studies of Hartigan (1987) and Yuen and Stoev (2014) being the only ones that we have
found. The former considers a polygon-based approach for discrete distributions PX, and the latter
considers an approximation of the MCRPS integral in expression (9) for a specific type of Borel
measure λ and for compactly supported PX only.
In this paper, we propose a simple simulation-based numerical approach, which can be applied
to a wide class of distributions PX. The idea is to compute the integrals of the scoring function
expressions, such as expression (28), with the weight function h2 = dλ
dLd chosen to be the PDF of a
known distribution. With this choice, λ can be viewed as a probability measure on Rd. Hence, all
the terms involved in the L2 scoring functions and the scoring functions for level sets can be viewed
simply as the expectation of functions under the probability measure λ. In practice, we simply
simulate a random sample from the probability measure λ, and replace the integrals in the scoring
functions by sample expectations. The method is easy to implement even for high-dimensional
multivariate distributions
We remark that our motivation for using a weight function h2 in the scoring functions differs
from those who have been interested in putting more weight on regions of interest, such as
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tails of univariate distributions (see, for example, Diks et al. 2011, Gneiting and Ranjan 2011,
Grushka-Cockayne et al. 2017). We acknowledge that different choices for h2 in general lead to
different scoring functions, and that it would be interesting to study the difference between them.
However, a detailed consideration of this is essentially beyond the scope of this paper.
5.2. Simulation Study
In this study, we used the various scoring functions to compare the fit of candidate distributions
and their level sets to simulated data. The data consisted of 200000 observations generated from a
bivariate Gaussian distribution with zero means, unit variances, and covariance 0.5.
For CDF level sets, α has range [0,1], regardless of the distribution considered. For density level
sets, however, α does not have a universal range for all distributions. For LPM level sets, α is
unbounded. To select a set of values of α for each type of level set, we first recorded the value of
α for the level set on which each of the 200000 simulated observations was located. We then chose
α to be the 0.1,0.2, ...,0.9 quantiles of these values. The resultant values of α for each type of level
set are presented in the second rows of Tables 1-3.
We compared five candidate distributions in terms of their fit to the simulated observations.
We considered the bivariate Gaussian distributions that had zero means, unit variances, and the
following five different covariances: 0.1, 0.3, 0.5, 0.7, and 0.9. We calculated the scoring functions
using the method described in Section 5.1, with h2 chosen to be the PDF of a standard bivariate
normal distribution, and 20000 values sampled from this distribution. For each of the 200000
observations, we computed the scoring function for each type of level set and the corresponding
L2 scoring function. Our results tables report the mean of the 200000 scores, with a lower value
indicating better fit.
Table 1 presents the density level set score (DQS
′
)Γ and its corresponding L2 scoring function
DQS
′
; Table 2 presents the CDF level set score (MCRPS
′
)Γ and its corresponding L2 scoring
function MCRPS
′
; and Table 3 presents the LPM level set score (LPMS
′
)Γ and its corresponding
L2 scoring function LPMS
′
. For each column in each table, the third row of results has the lowest
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values, indicating that the scores are correctly able to identify the distribution that was used to
generate the data. This supports our assertion that our proposed new scores are consistent scoring
functions; namely that the LPMS
′
is a consistent scoring function for distributions, and (DQS
′
)Γ,
(MCRPS
′
)Γ, and (LPMS
′
)Γ are consistent scoring functions for density level sets, CDF level sets,
and LPM level sets, respectively. It also supports the more general theoretical result that the L2
scoring function S
′
in expression (5) is a consistent scoring function for distributions, and (S
′
)Γ in
expression (19) is a consistent scoring function for level sets.
Table 1 For the simulated data, comparison of the fit of five candidate distributions using the density level set
score (DQS
′
)Γ and L2 scoring function DQS
′
(×10−5). Lower values are better. Each covariance value corresponds
to a different candidate distribution. The distribution with covariance of 0.5 is identical to the distribution used to
simulate the data.
(DQS
′
)Γ DQS
′
α 0.0184 0.0365 0.0551 0.0736 0.0921 0.1104 0.1287 0.1472 0.1654
Covariance
0.1 -6530 -5094 -3852 -2761 -1864 -1151 -621 -186 0 -958
0.3 -6568 -5162 -3920 -2856 -1952 -1209 -655 -225 -22 -976
0.5 -6592 -5185 -3939 -2871 -1999 -1237 -681 -284 -34 -985
0.7 -6503 -5097 -3865 -2815 -1924 -1221 -629 -195 102 -942
0.9 -5639 -4359 -3308 -2416 -1659 -993 -442 58 448 -449
Table 2 For the simulated data, comparison of the fit of five candidate distributions using the CDF level set score
(MCRPS
′
)Γ and L2 scoring function MCRPS
′
(×10−5). Lower values are better. Each covariance value corresponds
to a different candidate distribution. The distribution with covariance of 0.5 is identical to the distribution used to
simulate the data.
(MCRPS
′
)Γ MCRPS
′
α 0.0352 0.0824 0.1378 0.2033 0.2772 0.3620 0.4606 0.5787 0.7293
Covariance
0.1 -25667 -21593 -17438 -13369 -9695 -6459 -3783 -1748 -438 -13348
0.3 -25714 -21683 -17575 -13506 -9815 -6556 -3840 -1777 -445 -13455
0.5 -25724 -21709 -17616 -13552 -9858 -6595 -3863 -1789 -448 -13494
0.7 -25719 -21690 -17582 -13505 -9810 -6551 -3828 -1771 -443 -13451
0.9 -25709 -21645 -17501 -13371 -9641 -6393 -3675 -1684 -406 -13291
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Table 3 For the simulated data, comparison of the fit of five candidate distributions using the LPM level set
score (LPMS
′
)Γ and L2 scoring function LPMS
′
(×10−4). Lower values are better. Each covariance value corresponds
to a different candidate distribution. The distribution with covariance of 0.5 is identical to the distribution used to
simulate the data.
(LPMS
′
)Γ LPMS
′
α 0.0158 0.0472 0.0943 0.1632 0.2605 0.3998 0.6086 0.9510 1.6284
Covariance
0.1 -4398 -4107 -3730 -3273 -2758 -2193 -1601 -990 -409 -5779
0.3 -4405 -4129 -3766 -3319 -2811 -2247 -1649 -1027 -428 -5934
0.5 -4408 -4135 -3779 -3337 -2832 -2270 -1669 -1043 -437 -6002
0.7 -4407 -4134 -3775 -3330 -2822 -2259 -1657 -1032 -432 -5963
0.9 -4406 -4129 -3762 -3305 -2785 -2213 -1606 -991 -408 -5798
5.3. Real Data Study
We used the scoring functions to evaluate forecasts of trivariate distributions and their level sets for
daily log returns on the following three stocks listed on the NYSE: Alcoa, MacDonald’s, and Merck.
These were the three stocks considered by Diks et al. (2014). We considered the 5000 daily returns,
recorded between 8 May 1996 and 1 July 2018. Using a rolling window of 2000 observations, we
repeatedly re-estimated model parameters and generated day-ahead forecasts for the conditional
joint distribution. This delivered 3000 out-of-sample forecasts.
We considered six parametric methods to estimate the joint distribution. For the marginal
distributions, we used the GARCH(1,1) model with Gaussian or Student-t distribution. To capture
the dependence structure between the returns, we used either a Gaussian or t copula fitted between
the marginal distributions (see, for example, Patton 2012), or an assumption of independence. In
our results tables, N-NoCop is our abbreviation for the model with Gaussian marginals and no
copula; t-NoCop is the model with Student-t marginals and no copula; N-GCop and t-GCop are
the models using the Gaussian copula; and N-tCop and G-tCop are the models using the t copula.
For the weight function h2, we felt it would be sensible to use a function that puts a reasonable
weighting across the main body of the trivariate Gaussian distribution. This led us to set h2 as the
trivariate Gaussian PDF, with zero means and covariance matrix equal to the empirical covariance
matrix of the three in-sample series of returns.
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For the density level sets and LPM level sets, the range of α is time-varying and unknown, as the
conditional distribution is time-varying and unknown. To select values of α, we first applied kernel
density estimation to all 5000 daily returns to obtain an estimate of the unconditional trivariate
distribution. To select a set of values of α for each type of level set, we then followed a similar
approach to the one we used in Section 5.2, with the estimated unconditional distribution treated as
the data generating process. Using this distribution, we recorded the value of α for the level set on
which each of the 5000 observations was located. We then chose α to be the 0.1,0.2, ...,0.9 quantiles
of these values. The resultant values of α are presented in the second rows of Tables 4-6.
Table 4 presents the results for the density level set score (DQS
′
)Γ and its corresponding L2
scoring function DQS
′
; Table 5 presents the results for the CDF level set score (MCRPS
′
)Γ and
its corresponding L2 scoring function MCRPS
′
; and Table 6 presents the results for the LPM level
set score (LPMS
′
)Γ and its corresponding L2 scoring function LPMS
′
. In these results tables, we
report the mean of these 5000 scores, with a lower value indicating better fit. Our first comment
is that using Student-t marginals was more accurate than Gaussian marginals. Secondly, we note
that using the Gaussian or t copula was more accurate than no copula. Thirdly, there is no clear
superiority between using the Gaussian and t copula. This was not surprising to us as we had noted
that our estimates for the degrees of freedom of the t copula were consistently over 25, which makes
the t copula similar to a Gaussian copula. These findings are broadly consistent with the literature
(see, for example, Patton 2012), which provides support for our proposed L2 scoring functions and
the scoring functions for level sets.
Table 4 For the stock returns data, forecasting methods compared using the density level set score (DQS
′
)Γ and
its corresponding L2 scoring function DQS
′
(×10−5). Lower values are better.
(DQS
′
)Γ DQS
′
α 0.0003 0.0010 0.0021 0.0036 0.0056 0.0080 0.0110 0.0148 0.0192
N-NoCop -5120 -4636 -4009 -3423 -2789 -2267 -1734 -1180 -624 -95
t-NoCop -5118 -4643 -4031 -3454 -2877 -2335 -1894 -1438 -1070 -119
N-GCop -5131 -4657 -4056 -3501 -2895 -2350 -1817 -1314 -784 -103
t-GCop -5136 -4681 -4118 -3557 -2993 -2453 -1962 -1512 -1148 -128
N-tCop -5128 -4653 -4064 -3507 -2915 -2362 -1849 -1422 -866 -108
t-tCop -5134 -4675 -4123 -3546 -3013 -2469 -1959 -1521 -1141 -130
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Table 5 For the stock returns data, forecasting methods compared using the CDF level set score (MCRPS
′
)Γ and
its corresponding L2 scoring function MCRPS
′
(×10−5). Lower values are better.
(MCRPS
′
)Γ MCRPS
′
α 0.0150 0.0350 0.0612 0.0938 0.1327 0.1787 0.2397 0.3206 0.4654
N-NoCop -18136 -16690 -15058 -13313 -11533 -9731 -7771 -5721 -3115 -9328
t-NoCop -18080 -16618 -14995 -13278 -11528 -9763 -7830 -5804 -3224 -9430
N-GCop -18198 -16771 -15157 -13426 -11648 -9854 -7893 -5838 -3219 -9470
t-GCop -18201 -16792 -15200 -13481 -11709 -9913 -7936 -5860 -3250 -9543
N-tCop -18194 -16755 -15136 -13403 -11624 -9833 -7880 -5838 -3225 -9458
t-tCop -18205 -16797 -15206 -13486 -11710 -9911 -7934 -5860 -3251 -9541
Table 6 For the stock returns data, forecasting methods compared using the LPM level set score (LPMS
′
)Γ and
its corresponding L2 scoring function LPMS
′
(×10−2). Lower values are better.
(LPMS
′
)Γ LPMS
′
α 0.4430 0.7366 1.0525 1.3734 1.7807 2.3016 3.0298 4.3036 7.4149
N-NoCop -417 -397 -377 -360 -341 -319 -292 -254 -188 -9707
t-NoCop -416 -396 -376 -359 -340 -318 -292 -255 -190 -9819
N-GCop -429 -414 -397 -383 -365 -347 -329 -293 -230 -12450
t-GCop -430 -414 -402 -387 -372 -353 -331 -297 -244 -13359
N-tCop -430 -414 -399 -385 -369 -352 -329 -294 -234 -12987
t-tCop -431 -413 -402 -387 -374 -355 -336 -303 -243 -13476
6. Conclusion
In this paper, we have studied the scoring functions for multivariate distributions and level sets.
The paper has several novel contributions. Firstly, we propose the class of L2 scoring functions for
multivariate distributions, for which the existing quadratic score and MCRPS are specific examples.
The L2 scoring functions can easily generate new scoring functions for multivariate distributions,
and we demonstrate this with the introduction of the LPMS, a new scoring function based on the
lower partial moments. Secondly, by disintegrating the L2 scoring functions, we obtain a unified
approach for generating scoring functions for level sets, including the scoring functions for density
level sets, CDF level sets, and LPM level sets. Thirdly, we propose a simple numerical algorithm for
computing the L2 scoring functions and the scoring functions for level sets. Finally, the theoretical
properties of our new scoring functions are supported by a simulation study and an analysis of stock
returns data.
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Appendix
In the appendix, we present the technical proofs of Theorem 3.1 and Theorem 4.1.
Proof of Theorem 3.1 We need to show that
∆ :=EPY
[
S(PX,Y; wˆ, hˆ)−S(PY,Y; wˆ, hˆ)
]
≥ 0
for arbitrary PX ∈ Vd, and that the equality holds if and only if X=Y are identically distributed
providing Assumption 3.1(c) holds. Indeed, by Fubini’s theorem we have
∆ =
ˆ
Rd
ˆ
Rd
{∣∣∣(fˆXwˆ− δˆywˆ) ∗ hˆ∣∣∣2(t)− ∣∣∣(fˆYwˆ− δˆywˆ) ∗ hˆ∣∣∣2(t)}fY(z)dzdt.
For complex numbers a, b, c one has the identity
|a− b|2− |c− b|2 = |a|2− |c|2 + 2<{b(c− a)},
where <(z) denotes the real part and z the complex conjugate of z ∈C. Thus
∆ =
ˆ
Rd
ˆ
Rd
{∣∣∣fˆXwˆ ∗ hˆ∣∣∣2(t)− ∣∣∣fˆYwˆ ∗ hˆ∣∣∣2(t)}fY(z)dzdt
+ 2
ˆ
Rd
ˆ
Rd
<
{[(
δˆywˆ
) ∗ hˆ](t) · [(fˆYwˆ− fˆXwˆ) ∗ hˆ](t)}fY(z)dzdt.
Observing that
´
Rd fY(z)dz= 1 and
´
Rd δˆy(t)fY(z)dz= fˆY(t) for each t ∈ Rd, and using Fubini’s
theorem once more, we can rewrite
∆ =
ˆ
Rd
{∣∣∣fˆXwˆ ∗ hˆ∣∣∣2(t)− ∣∣∣fˆYwˆ ∗ hˆ∣∣∣2(t)}dt
+ 2
ˆ
Rd
<
{[(
fˆYwˆ
) ∗ hˆ](t) · [(fˆYwˆ− fˆXwˆ) ∗ hˆ](t)}dt.
A simple rearrangement gives us
∆ =
ˆ
Rd
{∣∣∣fˆXwˆ ∗ hˆ∣∣∣2(t) + ∣∣∣fˆYwˆ ∗ hˆ∣∣∣2(t)− 2<{[(fˆYwˆ) ∗ hˆ](t) · [(fˆXwˆ) ∗ hˆ](t)}}dt.
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Therefore, the non-negativity of ∆ follows directly from the Cauchy–Schwarz inequality.
Finally, notice that |a|2 + |b|2 − 2<(ab) = 0 if and only if a= b for a, b ∈C; in our case it means
that ∆ = 0 if and only if (fˆXwˆ) ∗ hˆ = (fˆYwˆ) ∗ hˆ Ld-a.e. on Rd. By the Plancherel’s identity and
Fubini’s theorem, one may infer the following:
F−1(fˆXwˆ)(z)h(z) =F−1(fˆYwˆ)(z)h(z) for z∈Rd.
As |h(z)|> 0 for Ld-a.e. z∈Rd by Assumption 3.1, this implies that F−1(fˆXwˆ) =F−1(fˆYwˆ) as Borel
measures. By the uniqueness of the (inverse) Fourier transform of locally finite Borel measures, we
have
fˆX(t)wˆ(t) = fˆY(t)wˆ(t) for Ld− a.e. t∈Rd.
But |wˆ(t)|> 0 for Ld-a.e. t ∈ Rd by Assumption 3.1, so fˆX = fˆY as Borel measures. As before, it
follows that fX = fY as probability measures, namely that PX = PY in Vd.
Proof of Theorem 4.1 We need to prove that, for each nonnegative number α,
∆′ :=EPY
[
(S
′
)Γ
(
L(PX; wˆ,α),y; wˆ, hˆ
)− (S′)Γ(L(PY; wˆ,α),y; wˆ, hˆ)]≥ 0. (29)
For notational convenience, for any X ∈ Vd we write Ξ[X](z) := F−1(fˆXwˆ)(z) and ϑ(y,z) :=
F−1(δˆywˆ)(z). We can express (29) by ∆′ =EPY [∆′′], where
∆′′ = α
(
λ{Ξ[X]>α}−λ{Ξ[Y]>α})
+µy
{
Ξ[Y]>α
}−µy{Ξ[X]>α}=:A1 +A2.
Partition Rd = Σ++ unionsqΣ+− unionsqΣ−+ unionsqΣ−− where unionsq is the disjoint union:
Σ++ :=
{
Ξ[X]>α
}∩{Ξ[Y]>α}, Σ+− := {Ξ[X]>α}∩{Ξ[Y]≤ α},
Σ−+ :=
{
Ξ[X]≤ α}∩{Ξ[Y]>α}, Σ−− := {Ξ[X]≤ α}∩{Ξ[Y]≤ α}.
By construction, each of these four sets is Borel measurable. Using dµy,wˆ/dλ=F−1(δˆywˆ), dλ/dLd =
|h|2, and Fubini’s theorem, we get
A2 =
ˆ
Rd
ϑ(y,z)h2(z)
[
1Σ−+(z)−1Σ+−(z)
]
dz
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A1 = α
ˆ
Rd
[
1Σ+−(z)−1Σ−+(z)
]∣∣h(z)∣∣2 dz,
∆′′ =
ˆ
Rd
{(
α−ϑ(y,z)
)[
1Σ+− −1Σ−+
]}∣∣h(z)∣∣2 dLd.
Now we notice that EPY [ϑ(•,z)] = Ξ[Y](z) for each z∈Rd. Indeed, we have
EPY [ϑ(•,z)] =
ˆ
Rd
F−1(δˆywˆ)(z)fY(y)dy
=
¨
Rd×Rd
wˆ(t)δˆy(t)fY(y)e
−2piit·z dtdy
=
ˆ
Rd
fˆY(t)wˆ(t)e
−2piit·z dt= Ξ[Y](z),
by Fubini’s and dominant convergence theorems. It follows that
∆′ =EPY [∆
′′] =
ˆ
Rd
{(
α−Ξ[Y](z)
)[
1Σ+−(z)−1Σ−+(z)
]}∣∣h(z)∣∣2 dz. (30)
On Σ+− one has 1Σ+−−1Σ−+ = 1 and α−Ξ[Y]≥ 0, and on Σ−+, 1Σ+−−1Σ−+ =−1 and α−Ξ[Y]≤
0. Therefore, the integrand of ∆′ is pointwise non-negative, so ∆′ ≥ 0.
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