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Values of condensation coefficient, S, were experimentally 
determined for water drops grown on cloud nuclei in atmospheric air 
samples. The measured quantities were supersaturation, final drop size 
(6 to 7.5 ~m radius), and time to grow from near dry radius to final 
radius. The drops were grown in a vertical-flow thermal diffusion 
chamber, at supersaturations near 0.5 and 1.0%. The final drop sizes 
were large enough so that S did not depend upon the size of the nucleus 
producing a given drop. The average value of S was 0.025 with a 
standard deviation of about 0.01. 
3 
l . Introduction 
The classical .Maxwellian treatment of condensation assumes that 
all molecules incident on the liquid s.u:r::l;ace are retained. This treat-
ment fails to explain the large polydispersity of cloud drop sizes 
observed in the atmosphere. The numerical integration by Howell (1949) 
of the Maxwell diffusional drop growth equation gives narrow final drop 
size distribution, with virtually no drops < 5 ~m radius. Warner (1969) 
has pointed out that this is contrary to the observations of warm clouds, 
as they usually indicate the presence of many small droplets < 5 ~m 
radius at heights ~ 100 m above cloud base. Likewise, Fitzerald and 
Spyers-Duran (1973) found improved agreement by assuming 8 = 0.036 in 
the diffusional growth equation. 
The condensation coefficient, 8, is defined as the retained 
fraction of molecules that hit the liquid surface. Rooth (1957) derived 
an expression for droplet growth including the effect of 8, and 
suggested the possible importance of 8 in the development of clouds. 
The recent derivation of growth equation by Fukuta and Walter (1970) 
is more complete, in the sense that it includes the effect of both, the 
condensation coefficient 8, and thermal accommodation coefficient, a. 
For water, the thermal accommodation coefficient a is generally 
assumed close to unity (Alty and Mackay, 1935). However, regarding the 
condensation coefficient B, there is a wide spread in the values 
reported by different workers. Mills and Seban (1967) review the 
experimentally determined values o f 8 for water, and report a range 
between 0.006 and 1.0. They point out, however, that there is a 
tendency for 8 to increase toward unity, as more care is taken to 
prevent build up of contaminants. None of these 8 values were obtained 
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under conditions designed to si~ul~te the contamination experienced by 
the water drops grown on natural cloud nuclei .. 
Vietti and Schuster (1972) measured droplet growth rates of water 
drops grown in a Wilson chamber on re-evaporation nuclei. The indicated 
value of S was 0.0065 for a= 1, or 0.035 for a = 0.1. More recent 
experiments by Carter and Carstens (1974) with the same apparatus give 
S = 0.023 for a = 1.0. 
Gollub et al. (1973) measured drop growth rates in a large 
horizontal plate thermal diffusion chamber, and mentioned a value for 
S of 0.02. However, their avowed purpose was to demonstrate the 
heterodyne technique of drop size measurement, rather than to test the 
growth theory. 
Recently Chodes et al. (1974) determined values of S by measuring 
the growth rates of small airborn water droplets. Their average value 
of S was 0.033, with a standered deviation of 0.005. They studied 10 
drops at each of four different supersaturations (0.40, 0.49, 0.62 
and 0.72%), using a horizontal thermal diffusion chamber. Although 
they neglect the effect of nucleus size in correlating their data, it 
will be shown that in the drop size regime of their experiments, 1.7 ~m 
to 2.5 ~m radius, the original nucleus size still strongly influences 
the drop growth rates. Chodes et al. do not report whether their nuclei 
were from room air, atmospheric air, or some artificial aerosol. 
The present paper reports determinations of the condensation 
coefficient S for water drops grown on nuclei in the atmospheric air 
samples. Atmospheric nuclei are used so that the contamination of the 
drops is equivalent to that of natural cloud droplets. The measurements 
are made in a recently developed (Sinnarwalla and Alofs, 1973) vertical 
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flow thermal diffusion chamber which provides relatively long growth 
times. The final size of the droplets (6 to 7.5 ~m radius) is large 
enough so that the effect of the original nucleus size on the deter-
mination of 8 is negligible. 
2. Description of the Chamber 
The chamber has been described and analyzed elsewhere (Sinnarwalla 
and Alofs, 1973; Mahata, Alofs and Sinnarwalla, 1973), but subsequent 
improvements and alterations for the present application require 
that the chamber be again described. 
The 120 em long by 15 em wide chamber features steady, laminar 
flow of air downward between two vertical plates, with a plate spacing, 
d, of l em. (Fig. 1). The cold plate side of the chamber has a 
110 em long section at the cold plate temperature, T . The 5 em 
c 
long sections at the top and pottom arose due to construction details 
required to produce a leak-free chamber. The hot plate side of the 
chamber is kept at the hot plate temperature, Th. For the entire 
length of the cold plate, and for the central 95 em length of the hot 
plate, the inside plate surfaces are covered with filter paper which 
is continually supplied with distilled water. The upper 20 em 
length of the hot plate, however, is dry to avoid transient super-
saturations. 
As the air flows through the chamber, the local temperature, T, 
and water vapor pressure, p, eventually become linearly proportional 
to the distance from the cold plate. This produces the same approxi-
mately parabolic supersaturation profile which occurs in the conven-
tional static, or zero flow, thermal diffusion chamber. Thus, the 
6 
supersaturation is a maximum approximately midway between the plates, 
and drops off rapidly on approach to either plate. 
As shown by Sinnarwalla and Alofs (1973) the velocity profile 
in the chamber is given by the expression 
V = [1 - (2y/d) 21 [V + C (2y/d)] 
c (1) 
where V is the local air velocity, positive downward, y is the position 
measured from the midplane between the plates, positive toward the 
cold plate, d is the spacing between the plates, and v is the 
c 
centerline velocity, that is, V at y = 0. The quantity C is defined 
as follows: 
(2) 
where p is the average fluid density, B is the coefficient of thermal 
volume expansion, g is the gravitational acceleration, and ~ is 
the fluid viscosity. 
The velocity profiles given by (1) are plotted in Fig. 2 for 
T = 25 C, T = 20 c, and various values of V • It can be seen that h c c 
for sufficiently small values of V , a backflow develops near the hot 
c 
plate. This backflow is undesirable for reasons described in section 
9 of the paper by Sinnarwalla and Alofs (1973). To avoid the backflow, 
v is therefore always kept larger than the following value, obtained 
c 
from a suitable evaluation of (1): 
(3) 
The supersaturation histories of nuclei passing through the 
chamber have been investigated in detail (Mahata, Alofs and Sinnarwalla, 
1973). These supersaturation histories can be characterized by a 
supersaturation rise time followed by a steady state supersaturation, 
SM. The following relationship for SM has been found to be approxi-
mately valid for Th = 25C: 
7 
(4) 
The maximum available growth time, tA, as limited by phoretic 
forces, has been given approximately by the expression 
t rv 35 s-112 A'V M • (5) 
Moreover the chamber length is such that the limitation on available 
growth time due to convection effects (2) is also approximately given 
by (5). 
A schematic of the full system of filtered air flow and aerosol 
flow is shown in Fig. 3. Most of the air flowing through the chamber 
is filtered air. The aerosol sample enters the chamber through a 
60 em long inlet tube at the top of the chamber, and flows in a 
narrow stream (~ 0.16 em diameter) down the center of the chamber. 
The chamber pressure is slightly below (~ 0.2 em of water) the 
atmospheric pressure so that the sample is sucked into the chamber. 
The pressure drop across the sample inlet tube has been calibrated 
so that the sample flow rate is known by the reading of a pressure 
transducer (Fig. 3). The chamber pressure and the filtered air flow 
rates are controlled by four manual valves attached to the air pump. 
The filtered air flow rate is measured with a flow meter of the type 
wherein a ball is suspended by the upflow in a cone shaped vertical 
tube. 
After the chamber has been operating in steady flow for several 
minutes, both solenoid valves are simultaneously closed, causing the 
8 
mass flow rate through the chamber to go to zero within a few 
hundredths of a second. The terminal velocity of the centerline water 
drops is then quickly measured by streak photography. More details 
of this drop sizing technique are given in the next section. 
3. Method of Sizing the Drops 
The terminal gravitational settling velocity, V , of small 
s 
(r < 10 ll!n) water drops falling in air follows Stokes' law, which 
at 25 C is given by 
v = 0.0121 
s 





-1 is in em sec The 
(6) 
relaxation time for a 10 ~m radius water drop to reach this terminal 
velocity is 1.23 x 10-3 sec (Fuchs, 1964, Table 13), which is 
negligibly small in the present application. Eq. (6) constitutes the 
basis for measuring the size of drops produced in the chamber. The 
sequence of events is as follows: 
Immediately after the solenoid valves are closed, pressure waves 
travel at the speed of sound through the rectangular channel formed 
by the hot and cold plates. These pressure waves reflect from the 
inlet and outlet ducts, which serve as plenum chambers at each end of 
the channel. To roughly estimate the efficiency of each reflection 
from a plenum chamber, we approximate these ducts as sudden expansions. 
The following formula for the reflection efficiency, R, is given by 
Davies (1957) : 
R = (m-1)/ (m+l), (7) 
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where m is the aerial expansion ratio, and R is the ratio of the sound 
pressure of the reflected wave to that of the incident wave. This 
ratio is the same as the ratio of the velocity jumps across the 
reflected and incident waves. In the present case, the reflection 
efficiency is indicated to be 88%. Within a time interval of 0.2 
second, about 50 reflections have occurred, and the wave amplitude 
50 has decayed to (0.88) , or about 0.3% of the original amplitude. 
For the present purpose, this residue is sufficiently small to be 
neglected. 
To verify the above result, the following separate experiment was 
performed. With both plates dry and at the same temperature, an 
aerosol of 1 ~m radius polystyrene latex spheres was passed through 
the chamber with various air velocities. After operating the chamber 
in steady flow, the solenoid valves were suddenly closed, and the 
movement of these particles was observed. Since these particles have 
-1 
a Stokes velocity near 0.012 em sec , they should appear to be 
virtually stationary within 0.2 second after shutting the solenoid 
valves. Such was indeed found to be the case. Moreover, in the 
subsequent 1 second time interval, the particles were observed to be 
falling near their Stokes velocity. This experiment also indicates 
that the mercury vapor light source used for illumination does not 
cause a significant convection current by heating the air. 
For practical purposes then, the velocity profile in the chamber 
is described by (1), with a zero value of V after shutting the valves. 
c 
Thus the velocity profile has the shape of the top curve in Fig. 2. 
It can be seen that the air velocity becomes positive or negative as 
one moves away from the midplane (y = 0), and therefore only the 
10 
water drops very near y = 0 move at their Stokes velocities. 
About 0.5 second after the solenoid valves are shut, the shutter 
on the camera is opened and a streak photograph of the droplets is 
taken. Each photograph shows the two sidewalls of the chamber, as 
well as the droplet streaks. After the film is developed, it is 
projected in a film reader which has been calibrated so that the 
streak length can be measured. In reading the film, only the streaks 
located within y = + E, are used as data. The slope of velocity 
profile at y = 0, as obtained from (1) and (2) is 
dv/dy = 2C. 
In the present investigation, the maximum available growth time 
was always used, so that (3) applies. Thus 
dv/dy = 2V , 
c 
where v is the centerline velocity before the solenoid valves are 
c 
shut. 
The air velocity at y = + E is then 
dv = + 2 v E. 
c 
In the present investigation E = 0.025 em, so that 






Applying (11) to the data presented in section 5 results in respective 
error limits of +15 and ~17% on measured Stokes velocity at S = 1 and 
0.5%. The corresponding error limits on drop radius are +7.5 and 
+8.5% 
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4. Growth Calculations 
Growth calculations were made by using the analysis given by 
Fukuta and Walter (1970) for solution drops. Primarily this is Eq. 40 
in their paper. Throu~hout the calculations, the thermal accommodation 
coefficient was taken as unity, in accord with experiments by Alty 
and Mackay (1935). The nuclei were assumed to be NaCl with no 
insoluble fraction, but this assumption influences the growth behavior 
only very weakly. This is so, because the effects of chemical compo-
sition and solubility fraction can be included in one fundamental 
nucleus parameter, either the critical supersaturation of the nucleus, 
or the equilibrium radius of the nucleus at 100% humidity (Berry, 1966; 
Alofs and Podzimek, 1974). 
The supersaturation histories used in the growth equation are 
defined by Eqs. 6 and 9 in the paper by Mahata, Alofs and Sinnarwalla 
(1973). Fig. 4 shows the supersaturation histories for data run #2 
and #4. The time begins when a nucleus passes z = 0 (Fig. 1). At 
this instant the humidity is less than 100%. The supersaturation then 
rises almost exponentially with time, from that value to its final 
value. The time for supersaturation to rise to 90% of its final 
value varies from 2.32 to 2.66 seconds for the conditions of the 
present investigation. 
The growth calculations showed that the rate of supersaturation 
rise is sufficiently slow, so that as the humidity reaches 100%, the 
drops are at very nearly their equilibrium radii, as long as the nuclei 
have s > 0.1%. Because of this fact, the effect of deviations from 
c 
Raoults law (Low, 1969) is left behind. 
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Fig. 5 shows the effect of nucleus size on the growth at s = 1%. 
-1 The supersaturation histories are for Vc = 2.15 em sec and S = 0.05. 
The ordinate is the drop radius and the abscissa is the critical 
supersaturation, S , of the nucleus producing the drop. Various 
c 
curves show the growth time, with time again starting at z = 0 
(Fig. 1). The dry radii of completely soluble NaCl nuclei are shown, 
as well as the typical concentrations of nuclei in the atmosphere having 
S less than the value shown on the abscissa. These concentrations 
c 
are the ones used by Warner (1969). 
The top curve in Fig. 5 is for 30 second growth time, the maxi-
mum available at S = 1%. This curve indicates that all nuclei with 
S between 0.01 and 0.98% produce water drops whose radii differ by 
c 
less than 8%. The typical concentrations of nuclei having S < 1.0, 
c 
0.95 and 0.01% are 200, 199.5 and 12 per 3 em • Thus, by subtraction, 
187.5 drops per cm3 will be within 8% of the same size, 12 drops 
per cm3 will be slightly larger, and 0.5 drop per cm3 will be slightly 
smaller. Consequently, if the observed drops have a size polydispersity 
larger than this, the effect is not due to the nucleus size distri-
bution, but instead, may be attributed to the distribution of conden-
sation coefficients exhibited by the drops. 
Fig. 6 is the same as Fig. 5, except for S = 0.5% and V = 1.56 
c 
-1 
em sec The slope of the top curve in Fig. 5 is very nearly zero, 
so that the effect of nucleus size is still very weak. But now 
consider the bottom curve in Fig. 6. This curve lies in the size 
regime (1.7 ~m to 2.5 ~m radius) of the experiment by Chodes et al. 
(1974). It can be seen from this curve that the effect of nucleus 
size, or nucleus S , is still very strong. Indeed, separate calcu-
c 
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lations show that the effect of nucleus size is such that at r = 2 ~m, 
S = 0.5%, the growth rate for B = 0.05, S = 0.01% is as large as 
c 
the growth rate for B = 1, S = 0.45%. Because the typical concen-
c 
trations of nuclei with S < 0.45 and 0.01% are 120 and 12.5 cm- 3 
c 
respectively, one would expect that Chodes et al. would report one 
drop in ten as having B = 1. The largest B they report is 0.05. 
Perhaps the explanation is that the larger nuclei in their air samples 
may have been purposely removed. 
Figs. 5 and 6 have been for B = 0.05. For other values of B, 
the effect of nucleus size for r > 6 ~ is likewise weak. Therefore 
in correlating the data, presented in the next section, only one 
I 
nucleus size was assumed, namely, 0.022 ~ dry radius, or s = 0.347%. 
c 
Also, it should be pointed out that in correlating the data, it was 
necessary to take into account the vertical fall distance of the 
drops as they passed through the chamber. This being so, the large 
drops resulting from larger B experienced a shorter growth time in 
travelling the 82.5 em distance from z = 0 to the station where the 
drops were sized (Fig. 1). 
5. Results 
The experimental results are shown in Figs. 7 to 11. Each data 
set took about three hours to run, on the day whose date is indicated. 
In all cases except Fig. 11, the sample air was taken from immediately 
outside the laboratory building in Rolla, Missouri. For the data of 
Fig. 11, the air sample was room air. 
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The ordinate in each i;i9ure i~ the number of drops observed in the 
intervals of terminal veloci.ty shown on the abscissa. The lower 
abscissas show the corresponding value of drop ;radius and condensation 
coefficient. The circle on each figure shows the average value of 
terminal velocity, V . The value of drop radius obtained by (6) for 
s 
-Vs is called the average drop radius, r. The error flags in Figs. 7 to 
ll show the error limits as obtained from the error analysis, in the 
- -next section. The value of S corresponding to V , or r, is called the 
s 
average S, and this value is also indicated on each figure. 
Figs. 7, 8 and 9 are for approximately S = 1%, and indicate 
average S values of 0.025, 0.024 and 0.019 respectively. The lower 
average value of S from Fig. 9 is accompanied by a higher spread in 
drop sizes. This behavior is apparently due to variations in the 
atmosphere on the day the data were taken. The apparatus was working 
properly on that day, and re-examination of the photographs does not 
indicate any errors in procedure. 
Figs. 10 and ll are for approximately S = 0.5%, and indicate 
average S values of 0.028 and 0.029 respectively. These values are 
somewhat higher than the results for S = 1%. The effect of vapor 
depletion is in the right direction to account for this behavior, 
however, the calculations presented in the next section indicate that 
this effect is too small to account for these differences in S. 
As to the spread in the observed values of S, it can be seen from 
Figs. 7 to 11 that not all the observed spread can be attributed to 
the error limits of the experiments. The standard deviation in S is 
below 0.01 for all the data runs. 
If one averages the values of average S given in Figs. 7 to 11, 
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with weighing factor for each data run proportional to the number of 
drops in the data run, then the overall average B is found to be 0.025. 
This value is in good agreement with that obtained by Carter and 
Carstens (1974), but is somewhat lower than the average value of 0.033 
reported by Chodes et al. (1974), and slightly higher than the value 
0.02 given by Gollub et al. (1973). 
Fig. 12 shows the composite result of all the data runs. For each 
of the 403 drops tested, the indicated 8 was calculated , and then the 
number of drops with 8 in the intervals shown in Fig. 12 were tabulated. 
The circle in Fig. 12 shows the average 8, calculated as described 
above. The error flags show the error limits on the average 8. This 
average 8 is the 8 corresponding to the average drop size. This method 
of obtaining the average 8 was chosen because inspection of Figs. 7 to 
11 indicates that the data show an approximately symmetric distribution 
when plotted against Stokes' velocity. However, the composite data in 
Fig. 12 show a skewed, or asymmetric distribution when plotted against 
8. Thus if the average value of 8 were obtained by averaging the 
individual values of 8 indicated by each drop, the 6 drops having 8 > .1 
would affect the average just as strongly as the 100 drops with 8 < .02. 
This clearly would not give rise to the most probable average 8. 
6. Error Analysis 
Five possible sourses of error are discussed in this section. 
1) To calibrate the flowmeter, it was connected in series with 
3 . 1 3 d ' .. a 50 em burette show1ng em 1v1s1ons. Movement of air through the 
burette was monitered by the movement of a thin film of soap solution 
which traversed the burette cross-section, and the time required for 
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3 50 em of air to flow through the burette was measured. After this 
calibration, the accuracy of the flowmeter is estimated to be +2%. 
This uncertainty influences calculated growth time so as to cause an 
equivalent uncertainty of ~1% in drop radius. 
2) The camera shutter was always set at 0.5 sec. To determine the 
time for which the shutter actually remained open, the shutter was placed 
between a light source and a photomultiplier tube. The output of the 
PM tube was amplified and recorded on an oscillograph recorder. The 
recorder had a frequency response of 1000 cycles per second, whereas 
the PM tube and the amplifier had much faster responses. 
The results showed that for the half second shutter setting, the 
shutter took 0.003 second to fully open, remained fully open for 0.454 
second, and took another 0.003 second to close. Thus the time during 
which the shutter was at least 50% open was 0.457 second, which was the 
time in correlating the data. This behavior of the shutter was found to 
be very reproducible. The uncertainty is therefore only ~0.3 seconds 
out of 0.457 second. This uncertainty is equivalent to +0.3% uncertainty 
in measured drop radius. 
3) Any error in the measurement of temperature difference between 
the two plates results in an error in the calculated supersaturation. 
Ten Copper- Constantan thermocouples installed at various locations in 
the two plates indicated that both plate surfaces were isothermal to 
within +0.05 c. The thermocouples were calibrated against a quartz 
thermometer. This calibration indicated that the measurement of (Th-Tc) 
is within +3.5% of its actual value , and the measurement of This 
within +1 C of its actual value . By use of the computer program f or 
drop growth rate, these uncertainties in temperature measurement were 
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found to give rise to a ~4% uncertainty in drop radius. 
4) The effect of vapor depletion and condensation heat release by 
the growing drops constitutes another source of error. Hudson and 
Squires (1973) have analyzed this effect for a horizontal thermal 
diffusion chamber featuring steady flow, in which filtered air surrounds 
the aerosol; the aerosol being contained in a sheet 8 em wide by 0.2 em 
thick, located midway between the two plates. Their expression for the 
reduction in supersaturation, SR, is 
SR = 2.5 x 10-4 Sard, (12) 
where SR and S are in percent, a(cm- 2) is the areal number density of 
drops, r(~m) is the radius of the drops, and d(cm) is the spacing 
between the plates. 
For the present vertical chamber, a is given by 
a = n/bh, (13) 
where b is the diameter of the aerosol stream outside of which there 
are no droplets, h is a specified length of this stream, and n is the 
number of droplets in the volume thus defined. In the present experi-
ments, b was 0.16 em and h was taken to be the vertical height (0.7 em) 
of the illumination light beam. The horizontal width of this light 
beam was 0.1 em, hence, if n is the number of droplets observed in the 
0 
light beam, the value of n for Eq. (13) is 1.6 n . 
0 
Most of the times, 1 to 3 drops were observed in the illumination 
beam and recorded on the photographs. Thus, taking an upper limit on 
n to be 3, an upper limit on n is n = 4.8. It should be mentioned 
0 
here that the nuclei concentration was deliberately reduced by a factor 
varying from 3 to 50 in order to obtain. the above low value of n • 0 
18 
This reduction in concentration is indicated by calculations of the 
diffusional losses of nuclei in the sample inlet system, for sample flow 
3 -1 3 l 
rates of 0.03 em sec to 0.09 em sec- With n = 4.8, b = 0.16 em 
and h = 0. 7 em, -2 (13) gives a= 42.8 em , and for plate spacing d = 1 em, 
(12) then gives 
-2 
SR = 1.07 x 10 Sr. (14) 
The data presented in section 5 show an average r of 6 ~m for s = 0.5%, 
so that for this case, (14) gives the reduction in supersaturation, sR, 
to be 0.065 s. Similarly at S = l%, it turns out that s 
R 
0.08 s. 
Thus the maximum effect of vapor depletion and condensation heat release 
is to reduce the final supersaturation by at most 8% of its nominal 
value. Separate calculations indicate that this could reduce final 
drop size by at most 3%. 
5) Another error concerns the velocity profile in the chamber 
during the time the camera shutter is open. This error has been already 
discussed in section 3, and found to result in a maximum error limit of 
+8 . 5% on drop radius. This error limit is larger than any of the other 
possible sources of error discussed above. 
Error Accumulation: Except for the effect of vapor depletion, all 
of the errors described above are random errors. To accumulate the 
random errors, the method of quadrature, or root mean square is used. 
The vapor depletion error is then added to this result, and an overall 
error limit on drop radius is thus found to be -12.5% to +9.5%. The 
error flags in Figs. 7 to 11 indicate this error limit as applied to 
the average drop radius. The average S corresponding to the average 
radius r is also evident in these figures. 
19 
7. Conclusions 
Since Rolla, Missouri is a small town with relatively little 
industry, located far away from major cities, the air samples tested 
are expected to be at least somewhat representative of a rural atmos-
phere at ground level. The data indicated that water drops grown 
upon these relatively uncontaminated nuclei showed values of S 
between 0.01 and 0.1, with an average value of 0 . 025. The day-to-day 
variation was usually small, but data taken on 21 March, 1974 did 
give more spread in S, and a lower average value of S. Thus there 
does not appear just one value of S for the atmosphere. It does 
however appear that the classical assumption of S=l should be revised. 
This investigation together with that of Chodes et al. (1974) 
seems to provide sufficient evidence to recommend using S = 0.02 to 
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Schematic of the steady flow vertical plate thermal 
diffusion chamber. 
Velocity profiles obtained from Eq. 1 for T = 25C, 
h 
T = 20C. 
c 
Schematic of air flow system. 
Supersaturation histories for data run #2 and #4. 
Calculated growth at 1% supersaturation for a range of 
nuclei. 
22 
Calculated growth at 0.5% supersaturation for a range of 
nuclei. 
Experimental Data, Run #1. 
Experimental Data, Run #2. 
Experimental Data, Run #3. 
Experimental Data, Run #4. 
Experimental Data, Run #5. 
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Fig. 1. Schematic of the steady flow vertical plate 
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Fig. 2. Velocity profiles obtained from Eq. 1 
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Fig. 4. Supersaturation histories for data run #2 and ~4. 
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Fig. 5. Calculated growth at 1% supersaturation 
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Fig. 6. Calculated growth at 0.5% supersaturation 
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ABSTRACT 
co~n;:;~~~~~t~te:nd~h~:7r:s!:~~~~ di~usioti~ cfhamber desah·gned for~~ as a cloud condensation nucleus 
. · , P ore c orces ares own to lim1t the maximum available th ~~e t~~-~~lue1eight ti{:'7lar~er than the growth time available in conventional horiwntal plate cha~~rs 
• IS ~ 1 lona growt t~me IS shown to be necessary when operating at supersaturations below 0 2'7.: . 
F.xpenments and calculations concerning convection currents in the vertical chamber are also present~. O· 
1. Introduction 
Cloud condensation nuclei (CCN) are commonlv 
co~nted using horizontal plate, thermal gradient dif-
fusion chambers. A short coming of these chambers is 
that the small height (usually "'1 em) of the chambers 
allows the falling water drops to experience a uniform 
supersaturation for onh· a short time. To avoid this 
difficulty a steady-flow .vertical diffusion chamber was 
developed. In this vertical chamber, the available 
growth time is limited by thermophoretic and dif-
f_usiophoretic forces rather than by gravity forces. The 
hrst purpose of this paper is to calculate the available 
growth times in the horizontal and in the vertical 
chambers, and compare them with the growth times 
net'<led to count a reasonably large percentage of the 
activated CCN . The second purpose is to present ex-
periments and calculations concerning the effects of 
ronvection currents in the vertical chamber. 
2. Description of the vertical chamber 
The chamber features steady, laminar tlow of the 
sample downward between two vertical plates each 100 
em long hy U.2 em wide, with a plate spacing d of 1 em 
(Fig. 1). One plate is kept at a temperature TA, the 
hot plate tempera! ure, the other at temperature Tc, 
I he cold plate tempera! ure. For the entire length of 
the cold plate, and for the lower 85 em length of the 
hot plate, the inside plate surfaces are covert.'<! with 
filter paper which is continually supplied with water. 
The upper 15 em length of the hot plate, however, is 
clry to avoid the transi<·nt supersaturations described 
hy Fitzgerald (1970) and by Saxena et al. (1970) . 
The sample enters the chamber at temperature T; .. , 
and relative humidity 1/1, where T;n is always less than 
TA. As the sample !lows through the chamber, the 
lora! temperature T and water vapor pressure p even-
tually become linearly proportional to the distance from 
the cold plate. This produces the same approximateh 
parabolic supersaturation profile which occurs in th.e 
conventional static, or zero flow, thermal diffusion 
chamber. This parabolic profile is given bv Saxena 
~~ al. (19~0), among others. Thus, the superSaturation 
IS a maximum approximatelv midwa,· between the 
plates, and drops off rapidly on. approach to either plate. 
To count the water drops produced, an automatic 
drop detecting device is being developed for the 
chamber. Those nuclei which have been condensed 
upon form water drops which scatter light as they fall 
one by one through a laser beam (Fig. 1). The scat-
tered light is sensed by a photomultiplier, which in 
turn activates an electronic counter. This counting 
device is similar to the optical cou.nters manufacturt-<1 
by Royco, Climet, Southern Research Institute, t•tc., 
but has the advantage of counting the drops in situ. 
3. Magnitude of the pboretic velocities 
The diffusiophoretic velocity ( V 0 , em sec-1) of sub-
micron aerosol particles in an air-water vapor mi .~ture 
was determined experimentally by Goldsmith el a/ . 





where dp/ rly is the water vapor pressure gradient 
(mb em-•) . 
The thermophoretic velocity (V r, em scc-1) of similar 
particles in air was experimentally found by Goldsmith 




whl're dT/ dy is the temperature gradient (°C em-•). 
(2) 
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fiG. I. Schematic of the vertical plate, steady-flow, thermal 
diffusion cham her. 
Consulting vapor pressure data for water, and using 
Th= 25C, and 1-cm plate spacing, (1) can be trans- · 




Comparing (2) and (3), it can be seen that for sub-
micron particles V D and V r arc approximately equal 
in the thermal diffusion chamber. 
Goldsmith and Mav (1966) have shown that V 1) 
and V T are additive, . so that the combined phoretic 
velocity (V p, em sec ·1) for submicron particles is ob-
tained by adding (2) and (3), i.e., 
dT 
vI'= -S.I!X to-' - -·. 
dy 
(4) 
Eq. (4) is for particles ncar 0.<19 ~m radius. We now 
tn· to estimate how ,.[) and l"r uepmd on particlt~ 
radius r. The critical parameter is the inverse Knudsen 
number, delint.'tl as rj ).., where).. is the molecular nll'an 
fn·c pnth in the gas. For air at 2SC and 1 atrn, ).. has 
a value ncar 0.116 7 ~m. 
Concerning the thermophoretic velocity, experiments 
by Schadt and Cadle (1961) with various particles in 
air give a value of Vr at r/ )..= 20 one-third of that at 
r/ X«l. This agrees qualitativeh with the theon· b,· 
Brock (1962). · · · 
Concerning the diffusiophort!lic velocity, there is 
disagreement. Experiments by Schmitt (1961) in an 
air-water vapor mixture indicate that V 0 is insensitive 
to particle size for r/ X between 1 and 6, but later 
experiments by Storozhilova (19M) indicate that V v 
at r/ X=6 is twice that at r/ X= 1. 
All in all, the above considerations indicate that the 
combined phoretic velocity cannot be much different 
than the value given by (4). At r / )..=6, Schmitt's data 
imply a V p 30% lower than (4), while Storozhilova's 
data indicate a value 25% higher. For simplicit~· (4) 
will be used for any size particle. 
The phoretic velocity can also be expressed in terms 
of S, the percent supersaturation midway between the 
plates. For TA= 25C, the authors have found the follow-
ing approximate relation to be valid for S < 5% : 
(S) 
A similar relation has recenth· been published h.' · 
Hudson and Squires (1973). · 
Now (4) and (5) are combined to give 
(6) 
4. Available growth time in the vertical chamber 
The phoretic forces move all the nuclei and water 
drops toward the cold plate with a velocity given by 
(6). Since the supersaturation drops off rapidly on 
approach to the chamber walls, the phoretic displace-
ment must not be allowed to become too large, or the 
nuclei will have spent a la rge fraction of their available 
growth time in regions having supersaturations much 
lower than .'·i. Judgment must now be exercised in 
determining how large a phoretic displacement is allow-
able. We choose to he conservative, and limit th1.· 
phorelic displacement lo 0.1 em, which assures that all 
of the growth time is spent in regions having supc.·r-
saturations ~ O.IJS. Thus, the maximum allowable resi-
dence time (/r, sec) is (0.1 cm)/ 1'1', or from (6), 
(/ ) 
The maximum available growth l ime (/.t, sec) equals 
/1' minus the lime required for the supersaturation to 
rise to its full value (/H) . One of the authors has taken 
part in deriving an expression for IN, by first deriving 
expressions for the temperature and vapor distribu-
tions in the various regions of the chamber. These 
derivations arc too lengthy to present here and will 
bt• given in a separatl' paper. However, IR turns out to 
he always less than 6 sec, which is small compared to 
If'. Thus, in view of the uncertainty in determining the 
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phoretic velocity, the difference between lp and tA will 
be neglected. 
5. Available growth time in the horizontal chamber 
. Twomey ~19Q7) ha~ analyzed the influence of gravity 
m the honzontal diffusion chamber. The available 
growth time is limited by the allowable vertical fall 
distance, which he takes to be 0.25 em. The following 





Here r is the particle radius, I time, S the percent 
supersaturation, and {J= 1.2X w-s cm2 sec•. The fall 
velocity ( U) of a droplet is given by Stokes law 
(9) 
with K = 1.2X 106 em--• sec•. 
Twomey uses (8) and (9) to determine how large the 
drops are when they fall 0.25 em. If one uses (8) and 
(9) to calculate the available growth time for a 0.25-cm 
fall distance, one obtains 
1,.=4.1681, (10) 
where for simplicity, the supersaturation is treated as 
constant. 
The influence of the phoretic velocity in the hori-
zontal chamber can now be estimated. If we multiply 
VI' [from (6)] by 1,. [from (10)], the maximum 
phoretic displacement in the horizontal chamber is 
found to be 1.2X 1o-2 em, which is insignificant com-
pared to the gravity displacement. 
6. Growth time needed to count SO% of the 
activated nuclei 
Saxena and Carstens (1971) have analyzed the 
growth rates of NaCI and MgCI2 salt nuclei. Assuming 
a typical :wrosol size distribution, of a linear log 
(radius)-numiJer form, they calculate the times re-
quirt.'<i for 80% of the activated nuclei to reach visible 
size, which is taken as 1 ~m radius. Their results arc 
shown by curve 3 in Fig. 2 as a function of the applied 
supersaturation. In order to count more than 80% of 
the activated nuclei, longer growth times are needed. 
Likewise, to count a smaller fraction, shorter growth 
times are suflicicnt. 
It should be noted that curve 3 in Fig. 2 ends at 
8=0.12%. This is because nuclei with critical super-
saturations IJelow 0.12% are already larger than 1 ~m 
radius when at 100% relative humidity. Thus, when 
operating a CCN counter at less than 0.12% super-
saturation, the lower cut-off size for counting activated 
nuclei must be larger than 1 ~m radius. 
Fig. 2 also shows the maximum available growth 
times for the vertical chamber, curve 1, and for the 
PERCENT SUPERSATURATION 
F.JG. 2. Growth time vs applied aupen~&turation. Curve t : 
available growth time for the vertical chamber [from Eq. (7)]· 
curve 2: available growth time for the horizontal chamber [troO: 
Eq. (to)]; curve J : growth time needed tocount80% oftheactive 
nuclei (from Saxena and Cantens, 1971). 
horizontal chamber, curve 2. These come from (7) and 
(10), respectively. 
One can now make the following conclusions from 
Fig. 2. First, the horizontal chamber will count fewer 
than 80% of the activated nuclei when S<0.2%. 
Second, the vertical chamber can be used at much 
lower supersaturations than can the horizontal. Finally, 
for typical nuclei distributions, the two counters should 
disagree by at most 20% at S=0.2%, and at higher S, 
they will disagree by even less. 
7. Convection currents: Theory 
Bec~use of the vertical orientation of the plates, 
there 1s an upward buoyancy force near the hot plate, 
and a tendency for backflow there. Bird et al. (1960) 
present a solution of the flow between two infinite 
vertical parallel plates of different temperature. In 
their analysis they focus attention on the case of zero 
net vertical mass flux, but their equation 9.9-12 clearly 
includes the case of a forced convection superimposed 
upon the free convection, and indicates that the re-
sulting velocity profile is given by superposition. From 
their solution, the local fluid velocity V is given as 
V= [1- (2y/ d}2][V,+C(2y/ d)], (11) 
where V is positive downward and negative upward, y 
is the Cartesian coordinate shown in Fig. 1, d the 
distance between the plates, and V. the centerline 
velocity, that is, Vat y= 0. The quantity Cis defined as 
C= p{Jgd2(T•- T,}/(48 ~), (12) 
where pis the average fluid density, {J the coefficient of 
thermal volume expansion, g the gravitational accelera-
tion, and~ the fluid viscosity. 
The velocity profiles given by (11) are plotted in 
Fig. 3 for T•= 25C, T.= 20C, and various values of 
V. [em sec']. It can be seen that for sufficiently small 
values of V ., a backflow develops near the hot plate. 
This backflow is undesirable for reasons described in 
Section 9 of this paper. To avoid the backfiow, V. is 
therefore always kept larger than the following value, 
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FIG. 3. Velocity profiles obtained from Eq. (II) for 
Tl-25C, T,-20C. 
obtained from a suitable evaluation of (11): 
V.= 0.43(T•- T.). 
8. Convection currents: Experiments 
(13) 
The solution given in (11) is for infinite parallel 
plates, and thus does not apply near the front and back 
edges of the chamber, nor near the entrance and exit 
regions. One would expect that on approach toward 
the front or back edge of the chamber, the velocit\· 
there merely attenuat~s to zero, without serious co~­
sequences. Concerning the velocity field in the entrance 
and exit regions of the chamber, the following experi-
ments were performed. 
First consider the convective circulation which occurs 
when the inlet and outlet ducts are blocked off. Ex-
periments in an early version of the chamber, using 
a smoke visualization technique, indicate that the flow 
is then as shown on the left side of Fig. 4. For the 
dimensions of this early chamber, which is 61 em high 
hy 13 em wide, with a 1 em plate spacing, the crossover 
regions arc at most 8 em high, and in the rest of the 
chamber (the middle region) the flow is only vertical. 
It should be mentioned that the smoke visualization 
techniqul' involved introducing discrete puffs of smoh 
into the chamhl·r, then closing the chamber and ob-
serving t ht· movement of the smoke puffs. 
When a downward !low is supcrimpo!ll'<l upon the 
free convective flow, one expects streamlines as shown 
on t hl· right side of Fig. 4. We now use (11) to estimate 
the t•xpcrtl'<i magnitude of the horizontal deflect ions 
t•xpcrien!'ed in the crossover regions. 
The volume flow rate ((), cm1 sec) of the convcrtivl' 
circulation can he ohtainl·d hy integrating (11) between 
the limits y=O and y=d/ 2 for the case V.=O. This 
gives 
(14) 
where b is the plate width (em). Thus, the horizontal 
velocitv (II, em sec-1) in the crossover regions is 
approx-imately 
H = 0.054(TA- Tr) / /,, (15) 
where /. is the vertical lt·ngth (em) of thl· crossover 
rt•gions. 
. The residence time near y= 0 in the crossover regions 
IS ~/ v c• Thus, the horizontal deflection is H L/ '. <• 
wh1ch from (13) and (15) turns out to have a maximum 
value of 1.3 mm. 
An attempt was then made to verify this result 
experimentally. A thin line of smoke was ·injected con-
tinuously midway between the plates, as depicted on 
the right side of Fig. 4. With the sample velocities 
given by (13), the smoke line was found to be a slanted 
straight line, with the smoke moving 1 mm toward the 
cold plate over a 60 em length of the chamber. Such 
behavior is due to phoretic displacement, and is in 
accord with (6). However, the horizontal deflection 
back toward the hot plate, which one expects in the 
lower crossover region, was not observed. If such a 
deflection was present, it was less than 0.5 mm, which 
we estimate to be the accuracv of the visualization 
technique. We infer that either .(14) overestimates the 
convective circulation, or else the crossover occurs in 
the inlet contraction duct and outlet expansion rluct. 
9. Convection currents : Discussion 
Saxena and Carstens (1971) anah·ze convection 
effects in a thermal diffusion chamber h~ving cylindrical 
vertical walls. The downward flow velocit\' for that 
chamber is much smaller than the average ~onvection 
velocity, and therefore many of the nuclei experience 
several passes up the hot wall, and down the cold wall. 
Saxena and Carstens also consider what happens as a 
parcel of air passes through the crossover regions, 
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wall to the other wall. They find a transient super-
saturation at the lower crossover region, and show that 
it probably influences the nuclei count. 
Obviously the characteristics of the present chamber 
differ significantly from those of the chamber analyzed 
by Saxena and Carstens. The horizontal deflections 
experienced by parcels of air in the present chamber 
are less than one-tenth of the distance between the 
plates, so transient supersaturations would be much 
smaller than the values they predict. Moreover, any 
transient supersaturation in the lower crossover region, 
which is the only place one can occur, could not in-
fluence the nuclei count, because the lower crossover 
region is downstream of the region where the nuclei 
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chamber, a nucleus in the lower crossover region is FIG. 5. Nuclei counts obtained with the vertical chamber using 
never recirculated. It therefore seems that convection room air. 
currents could not influence the nucleus count in the 
present chamber. horizontal chamber. This additional growth time is 
necessary when operating at supersaturations <0.2%. 
10. Nuclei counts 
Fig. 5 shows nuclei counts taken with room air 
stored in a 575-liter plastic bag. The relative humidity 
in the bag was 50%, and the plate temperatures were 
T4 = 26C, T.= 23C, giving an operating supersaturation 
of 0.36%. It should also be noted that the water drops 
were counted at z= 50 em (Fig. 1) which is 35 em 
downstream of the posjtion where the filter paper 
begins on the hot plate. 
The ordinate in Fig. 5 is the nuclei count, taken 
photographically in this case, and the upper scale on the 
abscissa is the sample velocity midway between the 
plates. The lower scales on the abscissa show the 
available growth time and the phoretic displacement. 
One obvious feature exhibited by the data is that as 
the available growth time is increased from .l5 to 20 sec, 
the nuclei count increases. This is in accord with curve 
3 of Fig. 2, which predicts a 3.8-sec required growth 
time to count HC)C1o of the active nuclei. Data obtained 
at 1% supersaturation exhibit an almost constant 
nuclei count for this same range of available growth 
time, and this is also in accord with curve 3 of Fig. 2. 
Fig. 5 shows a decrease in the count as the flow rate 
is decreased below 1.3 em sec 1, where the backtlow 
begins. As discussed above, the chamber should not he 
operated in this regime. 
11. Conclusions 
A vertical diffusion chamber has been built and 
appears to be operating in accord with theoretical cal-
culations. Phoretic forces limit the available growth 
time in the new chamber. Nevertheless, the available 
growth time is larger by a factor of 8 than that in the 
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ABSTRACT 
Analytical expressions are derived for temperature and vapor pressure profiles in a vertical-plate, steady-
flow, thermal diffusion chamber designed to count cloud condensation nuclei. The influence of longitudinal 
diffusion of heat and water vapor on the supersaturation rise time is shown to be quite significant at low 
sample velocities. The effect of different velocity profile shapes is also investigated. 
1. Introduction 
A vertical-plate, steady-flow, themtal diffusion 
chamber designed to count cloud condensation nuclei 
has been developed and is described in an earlier paper 
(Sinnarwalla and Alofs, 1973). The earlier paper indi-
cates that, at any given supersaturation, the vertical 
chamber can provide eight times more growth time than 
is available in the conventional horizontal plate 
chamber. The earlier paper also shows that this addi-
tional growth time allows the vertical chamber to be 
used at lower supersaturations than can the horizontal 
chamber. 
The scope of the present paper is narrower than that · 
of the earlier one. We now wish to investigate the super-
saturation development in such chambers. The major 
results of the analyses will be applicable to either 
horizontal or vertical steady-flow chambers, with 
arbitrary plate spacing. Some of the supportive calcu-
lations will, however, require fixing various parameters; 
and, for these calculations, attention will be focused on 
the chamber described in the earlier paper. 
Consider, then, a chamber featuring steady laminar 
flow of the sample downward between two vertical 
plates, each 100 em long by 13.2 em wide, with a plate 
spacing (d) of 1 em (Fig. 1). One plate is kept at a 
temperature Th, the hot plate temperature, the other 
at temperature T., the cold plate temperature. For the 
entire length of the cold plate, and for the lower 85 em 
length of the hot plate, the inside plate surfaces arc 
covered with filter paper which is continually supplied 
with water. Water is not supplied to the upper length 
(z0, 15 em) of the hot plate, however, in order to avoid 
the transient supersatumtions described by Fitzgerald 
(1970) and by Saxena et al. (1970). 
The sample enters the chamber at relative humidity 1/J, 
expressed in fractional form, and at temperature 1'_; ... 
When T 1.< Th, the zo region of the hot plate remams 
dry, and we will show that the available growth time 
is then relatively insensitive to T;" and 1/J. When T;. 










FIG. I. Schematic of the steady-flow, vertical-platr 
thermal diffusion chamher. 
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upon for some values of q,. ForT;.-TA<5C, this latter 
case does not cause a transient supersaturation because 
water vapor diffuses to the hot plate more qui~kly than 
does ~he heat. Using T;.> Th does, however, cause un-
certal?ty as to whether or not the z0 region on the hot 
plate IS wet or dry, and hence causes uncertainty in the 
available growth time. Therefore, for simplicity in the 
following analysis, the Zo region of the hot plate will be 
assumed dry. 
As the sample flows through the chamber, the local 
temperature (T) and water vapor pressure (p) even-
tually become linearly proportional to the distance from 
the cold plate. This produces the same approximately 
parabolic supersaturation profile which occurs in the 
conventional static, or zero flow, thermal diffusion 
chamber. The supersaturation midway between the 
plates is the operating supersaturation SM, and is given 
by the following approximate relation from the earlier 
paper: 
(1) 
where SM is in percent and (TA-T.) in degrees Celsius. 
This result is independent of plate spacing but is most 
accurate for Th=25C and SM<5%. 
One other result from the earlier paper is also now 
summarized for later use. In order to avoid a buoyancv-
induced backflow near the hot plate, the sample velocity 
must be kept larger than 
(2) 
where V c is the centerline velocity (em sec1); that is, 
V cis the sample velocity at y= 0. The term (TA-T.) is 
again in degrees Celsius while the plate spacing d is in 
centimeters. 
2. Temperature profile 
Local supersaturation S is defined by 
.'i= [p/ p.(T)]-1, (3) 
where p.(T) is the equilibrium vapor pressure of watl'r 
at the local temperature T. Thus, to determine super-
saturations in the devclopin~ region of the chamber, 
templ·rature and vapor distributions must be found. 
The problem is treated as two dimensional since 
three-dimensional calculations for the fully developed 
region of a chamber having plate spacing cl and width 
Uri indicate that a two-dimensional solution applies 
accurately over the middle &l wide region of the Ud 
wide chamber. The governing differential equation for 
temperature is 
iJT (o2T iJ2]\ 
ua;=a iJy2 + az-; }' (4) 
where u and a are How velocity and thermal diffusivity, 
n•spectively, for the 11uid. The fluid velocity u is taken 
to be uniform, which constitutes the "slug flow" 
assumption. It is to be noted that the last term in (4) 
accounts for the longitudinal diffusion of heat. 
The following boundary conditions are imposed: 
T(-d/ 2,z)= T.} 
T(d/2,z)= T,. • 
T(y,O)= T;,. 
T(y, ao) is finite 
(5) 
The solution to (4) and (5) was found using separa-
tion of variable techniques. Many examples of this 
technique may be found in Carslaw and Jaeger (1959) 
among others. Thus, the solution for the temperature 
field is 
• X L: F. exp{ -(z/d)[(n;.2+Pe2/ 4)1-Pe/ 2]) 
.. -1 ,2, 0 0 0 
Xsin{n'll'{y/ d+!)), (6) 
where 
2 




3. Vapor pressure profile for z<zo 
The vapor diffusion problem occurring in the region 
z<zo is governed by the differential equation 
u ap = nlatp + atp), 
iJz \ay1 oz2 
(7) 
where D is the diffusivity of water vapor in air. In (7) 
the Soret effect has been neglected. This simplification 
is justified for small temperature gradients (Fitzgerald, 
1972). 
The houndarv conditions arc 
p( -d/ 2,z)= Pc 
ap 
- (d/ 2,z)=O or p(3d/ 2,z)= Pc 
iJy (8) 
p(y,O) = q,p;,. 
p(y,ao )= Pc 
where p. and p;. are the equilibrium vapor pressures of 
water at temperatures Tc and T;,., respectively. The 
reason the second boundary condition in (8) can be 
expressed in the two ways shown is that the present 
problem is equivalent to one in which the hot dry wall 
is replaced by a cold wet wall located at a distance 2d 
from the cold plate (Fig. 1). In the second problem, 
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symmetry dictates a zero derivative at y= d/2. The 
second problem has been solved by Schneider (1957) 
with the following result: 
.. 
p(y,z) = p.+2(q,p;.- p.) L: (.u. sin~.)-• 
.. -o.t,2, ... 
Xexp( -(z/2d)[4~,.2+Pa2)1-Pa]} 
Xcos[2~ .. (y/2d-l)], (9) 
where 
J.ln= (2n+ 1)11/ 2, 
and where 
Pa=ud/D. 
4. Vapor pressure profile for z > z0 
Eq. (7) serves as the governing equation for vapor 
diffusion in the region z>zo. The following boundary 
conditions are used: 
p( -d/2,z)= p.} 
p(d/ 2,z) =Ph , 
p(y,zo)= p* 
p(y, oo) is finite 
(10) 
where ph is the equilibrium vapor pressure of water at 
temperature Th, and p* is for simplicity taken to be a 
constant. The value of p* is obtained from the solution 
of the z<zo region and is taken to be the minimum 
value of p(y,zo). Thus, p* is p(d/ 2,zo) from Schneider's 
solution, i.e., from (9). 
The solution of (7) and (10) is mathematically 
analogous to the solution of (4) and (5) and is thus 
found in (6) by substituting p, D, p., ph and p• for 
T, a, T., Th and T,., respectively. 
5. Supersaturation development 
In the present application onl .\· the nuclei ncar the 
centerline (y= 0) are counttd; then·fort, the suptr-
saturation histories of these nuclei arc of prime interest. 
These supersaturation histories can he described hy a 
time interval tn in which the supersaturation is rising. 
Thereafter, until the nuclei reach the exit of the 
chamhtr, the supersaturation is virtually · constant 
with a value given by (1). To he more explicit, let In, 
the rise time, he defined to begin when a nucleus enters 
the region z> z0 and end when the supersaturation 
reaches 9()0/o of its linal value; that 'is, when 
S(y=0)=0.9S,\I. 
To calculate In, the vapor pressure and temperature 
distributions derived above arc used in (3), together 
with an expression for p.(T) taken from the Smithsonian 
MeleorologicaJ Tables (1951) . The values used for a and 
Dare 0.219 cm2 scc1 and 0.25Q.cm2 sec•, respectively. 
Typical results for d= l em, zo= lS em are shown in 
Fig. 2, which shows values of I R vs sample velocity for 
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Tc • 25"C 
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CENTERLINE VELOCITY, Vc, em/sec 
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FtG. 2. Supersaturation rise time versus sample centerline velocity, 
for various values of T,- T •. 
Fig. 2 illustrates clearly how longitudinal diffusion of 
heat and water vapor inlluences IR. 
Recall that the last term in (-l) accounts for longi-
tudinal diffusion of heat. Now consider transforming 
(4) so that time (l) is the independent variable, rather 
than z. Since ~ equals the product of velocit\· (u) and 
time, one then obtains · 
iJT _ [iJ2T (iJ2T)/ J 
--a-+- u2 , 
iJI iJy2 iJ/2 (11) 
where the last term is still the term accounting for 
longitudinal diffusion of heat. Clearly, as u becomes 
larger in (11), longitudinal diffusion of heat becomes 
less important. The same conclusion is valid for vapor 
diffusion because of the similarity of (4) and (7). After 
some thought, it becomes obvious that In should 
become insensitive to velocity for large enough 
velocities. This is evident in Fig. 2. 
Hudson and Squires (1973) have given an expn:ssion 
for tn based upon the assumption of negligible lon).!i · 
tudinal diiTusion. The values of In given in Fig. l. for 
the re).(ion u>3 em ser 1 agree with the llucbon-Squirl's 
cxpn·ssion to within 0.1 Sl'l'. 
As the velocit\· is dt•tn·ased ht·low 3 rm S<T - 1, Fig. 2 
shows tu increasing and, in the limit, going to int'tnil\. 
This is due to the inlluenn· of longitudinal diffusio;l . 
To visualize why this is so, consider the case of wn· 
small 11. In this case, the convective term (the tirst 
term) in (-l) and (7) becomes negligible so that T(y,:) 
and p(y,z) become relatively insensitivt• to 11. Thus, the 
lcn).(th of the developing region becomes relativelY 
insensitive to u. Since In equals this length divided h~ 
the centerline sample vdocity, In goes to infinity as;, 
approaches zero. 
The reader will note a small circle on each of the 
curves in Fig. 2. These correspond to the condition 
given b,· (2), i.e., the limitation due to convection 
effects. Thus, the chamber should not be operated at 
sample velocities smaller than indicated by the circles. 
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Th • Tc • 1• C 
Tin ~ 25• C 
Tc • 25• C 
4>. 1.0 
I 0 2.0 3.0 4 .0 5.0 60 
CENTERLINE VELOCITY, Vc, em/sec 
FIG. 3. Results of finite-difference calculations for TA-T,= IC 
for values of IR1 obtained from Eq. (12). Curve I shows the 
inlluence of the velocity profile shape. Curve 2 indicates the in-
fluence of upstream longitudinal diffusion. Curve 3 shows both 
effects together. 
Fig. 2 is specifically fort/>= 1.0, T;,.= T.= 2SC. How-
ever, In is very insensitive to these conditions. For 
example, decreasing the inlet relative humidity from 
t/>= 1.0 to t/>= O.S increases the value of In by about 
0.1 sec at 4.0 em sec1 and by a lesser amount at lower 
velocities. Regarding inlet temperature, decreasing T;,. 
from 2S to 20C increases In by only 0.03 sec at 4.0 em 
sec1 and b1· an even smaller amount at lower velocities. 
Similarly, T. has only an insignificant influence on ln. 
The above described insensitivity of In on t/> and T,,. 
indicates that the dry length of the hot plate is suffi-
ciently long (1S em) to assure that p(y,zo) is very close 
to p •. Thus, the choice of p• in Section 4 is not critical, 
and the values of In would be unaltered by taking 
p• = p,. The same conclusion will hold in general as 
Ion~ as z 11 ~ 1St!. This generalization is apparent after 
notin~ in (6) and (<J) that y and z arc always divided 
h1· rl. Since it is desirable that In be insensitive to t/> 
a~d 7';,., this conclusion is significant. 
6. Simplified expression for t n 
The results shown in Fi~. 2 are represented within 
O.OS sec h1· the following simplified expression, which is 
derived b)· considering only the first term in the series 
solutions for p and T and by assuming p• = p.: 
( 12) 
where r, the time constant, is given by 
In view of the results of Section S, Eq. (12) is valid for 
am· chamber having a hot plate dry region of length 
~ is times the plate spacing. 
7. Finite-difference calculations 
Two simplifying assumptions made in the above 
analyses seemed to merit further investigation. 
Consider first the assumption of a constant sample 
velocity u across the gap between the plates. This 
"slug flow" ru.sumption is clearly a simplification. In 
reality, the velocity must go to zero on approach to the 
walls because of viscous shear stresses. Also, the in-
fluence of upward buoyancy forces near the hot plate, 
and downward ones near the cold plate, make the 
downward velocity less near the hot plate than near 
the cold plate. Sinnarwalla and Alofs (1973) present a 
velocity profile which accounts for both viscous and 
buoyancy forces. This profile has the form of a third-
order polynomial in y. 
To investigate the importance of the slug flow 
assumption, finite-difference calculations were per-
formed for the cased= 1-cm,~= 15 em. The appropriate 
techniques for this are presented by Collatz (1966) 
among others. Thus, Eqs. (4) and (S), (7) and (8), and 
(7) and (10) were numerically solved for specific values 
of u(y) and specific values of TA, r., r,,. and t/>. The 
values of In thus calculated are designated ln2, while 
the value of In given by (12) for the same centerline 
velocity is designated Int. Curve 1 in Fig. 3 shows values 
of (lnt-ln2) for (TA-T.)= 1C and various sample 
velocities larger than indicated by (2). It can be seen 
that 1n1 (slug flow) is almost always larger than tR2 
(third-order velocity profile) . A similar result is seen in 
Fig. 4 for TA-T.= SC. Here the minimum sample 
velocity is 2.1S em sec' in accord with (2). 
Now consider another simplification which is made 
in Sections 2, 3 and 4. The third boundary condition in 
Eqs. (S) and (8) imply that the z<O region is unaffected 
by conditions in the z> 0 region. Thus, we have arti-
fi~ially delayed the process of the sample corning into 
vapor and temperature equilibrium with the hot plate 
and cold plate. This implies that IR will be even less 
sensitive to T,,. and q, than indicated in Section 5, and 
we ma1· conclude that the simplification made in the 
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FtG. 4. As in Fig. 3 except for T,-T.-SC. 
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The simplification made between the z< 15 em region 
and the z> 15 em region is of a similar nature. The third 
boundary condition in (10) artificially prevents the 
z> 15 em region from influencing the z< 15 em region. 
This simplification, which we entitle "neglect of up-
stream diffusion," is expected to cause an overestimate 
of IR; but it seemed desirable to calculate the magnitude 
of the effect. Therefore, finite-difference numerical 
calculations were performed in such a way that the 
z< 15 em region influenced, and was influenced by, 
the z> 15 em region. Thus, Eq. (7) was numerically 
solved with the boundary conditions 
p( -d/2, z)= Pc 
ap 
-(d/ 2, z < 15 em)= 0 
ay 
p(d/ 2, z> 15 em)= p,, 
p(y,O)= Pc 
p(y,z*) = (p.+ph)/2+(y/ d)(ph- p,) 
(13) 
where (z•-15 em) equals the product of IR in (12) 
times the centerline sample velocity ( V .). Larger values 
for z• took more computer time and were found to give 
the same result. 
Let theIR obtained by solving (7) and (13) with the 
slug flow assumption be designated IR3 and that ob-
tained with the third-order velocity profile be designated 
t1n. The latter is the more realistic rise time, but IRa 
is also calculated in order to separate the effect of 
upstream diffusion from the effect of the shape of the 
velocity profile. Also, let lRt be obtained from (12) for 
the same centerline vclocit\· used to calculate lua and 
1114 • \'alucs of (lut-IR3) a~c.l (lut-IR4) arc shown by 
curves 2 and .\ respectively, in Figs. 3 and -l: Fig. 3 
is for Th-Tc= lC and Fig. -l for Th-T,=5C. Not 
surprisingly, it turns out that curve 3 in Figs. 3 and -l 
is qualitatively equal to the addition of curv~s 1 and. 2. 
This indicates that the effect of the vcloc1ty prohle 
shape (curve 1) and upstream longitudinal diffusion 
(curve 2) approximall'ly superpose. 
In summarv the tinitc-ditTcrcncl~ rakulations indi-
cate that (12) 'oven·stimatl'S IH by (U-Il.7 sec over a 
considerable operating range of the present chamber. 
In most applications this error will be negligible. We 
therefore conclude that the simplifying assumptions 
regarding velocity profile shape and longitudinal 
diffusion do not produce significant errors in (12). The 
finite-difference calculations are done for d= 1 em, 
zo= 15 em, but the conclusion concerning the validity 
of (12) is expected to apply to any chamber having 
Zo~ 15d. 
8. Conclusions 
The supersaturation rise time for steady-flow thermal 
diffusion chambers, either horizontal or vertical, should 
be calculated while taking longitudinal diffusion into 
account. The expression for IR given in (12) adequately 
docs this. 
lly providing such chambers with a dry region on the 
hot plate of length at least 15 times the plate spacing, 
the supersaturation rise time becomes relatively 
insensitive to the inlet sample humidity and 
temperature. 
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