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Abstract
This paper aims to define and study currents and slices of currents in the Heisenberg
group Hn . Currents, depending on their integration properties and on those of their
boundaries, can be classified into subspaces and, assuming their support to be compact,
we can work with currents of finite mass, define the notion of slices of Heisenberg
currents and show some important properties for them. While some such properties
are similarly true in Riemannian settings, others carry deep consequences because
they do not include the slices of the middle dimension n, which opens new challenges
and scenarios for the possibility of developing a compactness theorem. Furthermore,
this suggests that the study of currents on the first Heisenberg group H1 diverges from
the other cases, because that is the only situation in which the dimension of the slice
of a hypersurface, 2n − 1, coincides with the middle dimension n, which triggers a
change in the associated differential operator in the Rumin complex.
Keywords Heisenberg · Rumin cohomology · Sub-Riemannian geometry · Currents ·
Slicing of currents · H-regularity
Mathematics Subject Classification 53A35
Introduction
The aim of this paper is to define and study currents and slices of currents in the
Heisenberg group Hn to provide tools for developing a compactness theorem for such
currents.
There exist many references for an introduction to the Heisenberg group; here
we follow mainly sections 2.1 and 2.2 in [5] and sections 2.1.3 and 2.2 in [2]. The
Heisenberg group Hn , n ≥ 1, is the (2n + 1)-dimensional manifold R2n+1 with a
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non-Abelian group product and the Carnot–Carathéodory distance (or the equivalent
Korányi distance). Additionally, the Heisenberg group is a Carnot group of step 2 with
Lie algebra h = h1 ⊕ h2. The horizontal layer h1 has a standard orthonormal basis of
left invariant vector fields, X j = ∂x j − 12 y j∂t and Y j = ∂y j + 12 x j∂t for j = 1, . . . , n,
which hold the core property that [X j ,Y j ] = ∂t =: T for each j . T alone spans
the second layer h2 and is called the vertical direction. The Heisenberg group has a
natural cohomology called Rumin cohomology (see Rumin [8]), whose behaviour is
significantly different from the standard de Rham one (see also [1]). In the Rumin
cohomology, the complex is given not by one but by three operators, depending on
the dimension:
Definition (1.17) Given the definitions in Sect. 1, the Rumin complex is given by
0 → R → C∞ dQ→ Ω
1
I 1
dQ→ · · · dQ→ Ω
n
I n
D→ Jn+1 dQ→ · · · dQ→ J 2n+1 → 0,
where d is the standard differential operator and, for k < n,
dQ([α]I k ) := [dα]I k+1 ,
while, for k ≥ n + 1,
dQ := d|Jk .
The second-order differential operator D is defined as








= d (α + L(α) ∧ θ) .
In Sect. 2, we define the notion of current in the Heisenberg group and show how one
can think them, only to fix the idea, as special Riemannian currents. Then we describe
how a current T can be written as integral with the notion of representability by
integration, denoted T = −→T ∧μT , we define its mass M(T ) and show that finite mass
implies representability while the two notions are equivalent if the current has compact
support. Since the theory of currents has beenfirst developed in theRiemannian setting,
understandably we refer to it as much as necessary to present concepts in a linear way.
Specifically, we point out when some results can be compared to the Riemannian
equivalent, citing the books of Federer (see Sect. 4.1 in [3]), Simon ([9]) and Morgan
(see Chapter 4 in [6]). Another important reference is the 2007 work by Franchi et al.
([5]).
Currents, depending on their integration properties and on those of their boundaries,
can be classified into subspaces. Particularly, in case we assume their support to be
compact, we can work with currents of finite mass (see scheme below and Fig. 1);















⊆ RH,k (U )
currents with finite mass
⊆ EH,k (U )
currents with compact support
⊆ DH,k (U )
Rumin Currents
In Sect. 3, we define the notion of slices of Heisenberg currents and show some
important properties for them. Slices are defined as follows:
Definition (3.2) Consider an open set U ⊆ Hn , f ∈ Lip(U , R), t ∈ R and T ∈
DH,k(U ). We define slices of T the following two currents:
〈T , f , t+〉 := (∂T ) { f > t} − ∂ (T { f > t}) ,
〈T , f , t−〉 := ∂ (T { f < t}) − (∂T ) { f < t}.
In propositions 3.5 and 3.6, we show seven properties for slices of Heisenberg currents.
Specifically, Proposition 3.5 holds properties similarly true in Riemannian settings
(compare with 4.2.1 in [3]) and we do not see an explicit use of the sub-Riemannian
geometry in the proofs:
Proposition (3.5) Consider an open set U ⊆ Hn, T ∈ NH,k(U ), f ∈ Lip(U , R), and
t ∈ R. Then we have the following properties:
(1) (μT + μ∂T ) ({ f = t}) = 0 for all t but at most countably many.
(2) 〈T , f , t+〉 = 〈T , f , t−〉 for all t but at most countably many.
(3) spt〈T , f , t+〉 ⊆ f −1{t} ∩ spt T .
(4) ∂〈T , f , t+〉 = −〈∂T , f , t+〉.
On the other hand, the proof of Proposition 3.6, containing the remaining properties,
is way more complex than in the Riemannian case and requires to explicitly work with
the Rumin cohomology (see Lemma 3.11 in particular).
Proposition (3.6) Consider an open set U ⊆ Hn, T ∈ NH,k+1(U ), f ∈ Lip(U , R),
t ∈ R and k = n. Then the following properties hold:
(4) M (〈T , f , t+〉) ≤ Lip( f ) lim inf
h→0+
1
hμT (U ∩ {t < f < t + h}).
(5)
∫ b
a M (〈T , f , t+〉) dt ≤ Lip( f )μT (U ∩ {a < f < b}) , a, b ∈ R.
(6) 〈T , f , t+〉 ∈ NH,k(U ) for a.e. t .
Proposition 3.6 carries deep consequences for the possibility of developing a com-
pactness theorem for currents in the Heisenberg group because it does not include the
slices of the middle dimension k = n, which opens new challenges and scenarios.
Furthermore, this suggests that the study of currents on the first Heisenberg group
H
1 diverges from the other cases, because that is the only situation in which the
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dimension of the slice of a hypersurface, 2n−1, coincides with the middle dimension
n, which triggers a change in the associated differential operator in theRumin complex.
Our future studies will focus, on one side, on the manipulation of the second-order
differential operator D in the case of the first Heisenberg group H1 and, on the other
side, on slices of currents with dimension different from n for general n = 1. The case
k = n is also subject to ongoing research.
1 Preliminaries
In this section, we introduce the Heisenberg group Hn , its structure as a Carnot group
and the standard bases of vector fields and differential forms. There exist many good
references for such an introduction and we follow mainly sections 2.1 and 2.2 in [5]
and Sects. 2.1.3 and 2.2 in [2]. We also describe briefly the Rumin cohomology and
complex; more detail descriptions can be found, for example, in [1,4,8].
1.1 The Heisenberg GroupHn
Definition 1.1 The n-dimensional Heisenberg Group Hn is defined as Hn :=
(R2n+1, ∗), where ∗ is the product
(x, y, t) ∗ (x ′, y′, t ′) :=
(





















. It is common to write x =
(x1, . . . , xn) ∈ Rn . Furthermore, with a simple computation of the matrix product, we
immediately have that
(x, y, t) ∗ (x ′, y′, t ′) :=
⎛







j − y j x ′j
)⎞⎠ .
One can verify that the Heisenberg group Hn is a Lie group, meaning that the internal
operations of product and inverse are both differentiable. In the Heisenberg group Hn ,
there are two important groups of automorphisms; the first one is the left translation
τq : Hn → Hn, p → q ∗ p,
and the second one is the (1-parameter) group of the anisotropic dilations δr , with
r > 0:
δr : Hn → Hn, (x, y, t) → (r x, r y, r2t).
On the Heisenberg groupHn , we can define different equivalent distances: the Korányi
and the Carnot–Carathéodory distance.
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where ‖·‖H is theKorányi norm ‖(x, y, t)‖H :=
(|(x, y)|4 + 16t2) 14 ,with (x, y, t) ∈
R
2n × R and | · | being the Euclidean norm.
The Korányi distance is left invariant, meaning dH(p ∗ q, p ∗ q ′) = dH(q, q ′)
for p, q, q ′ ∈ Hn, and homogeneous of degree 1 with respect to δr , meaning
dH (δr (p), δr (q)) = rdH(p, q), for p, q ∈ Hn and r > 0.
Furthermore, the Korányi distance is equivalent to the Carnot–Carathéodory distance
dcc, which is measured along curves whose tangent vector fields are horizontal.
1.2 Left Invariance and Horizontal Structure onHn
The standard basis of vector fields in the Heisenberg group Hn gives it the structure
of Carnot group. By duality, we also introduce its standard basis of differential forms.




X j := ∂x j − 12 y j∂t for j = 1, . . . , n,
Y j := ∂y j + 12 x j∂t for j = 1, . . . , n,
T := ∂t .
One can observe that {X1, . . . , Xn,Y1, . . . ,Yn, T } becomes {∂x1, . . . , ∂xn , ∂y1 ,
. . . , ∂yn , ∂t } at the neutral element. Another easy observation is that the only non-trivial
commutators of the vector fields X j ,Y j and T are [X j ,Y j ] = T , for j = 1, . . . , n.
This immediately tells that all higher-order commutators are zero and that the Heisen-
berg group is a Carnot group of step 2. Indeed we can write its Lie algebra h as
h = h1 ⊕ h2, with
h1 = span{X1, . . . , Xn,Y1, . . . ,Yn} and h2 = span{T }.
Conventionally one calls h1 the space of horizontal and h2 the space of vertical vector
fields. The vector fields {X1, . . . , Xn,Y1, . . . ,Yn} are homogeneous of order 1 with
respect to the dilation δr , r ∈ R+, i.e.,
X j ( f ◦ δr ) = r X j ( f ) ◦ δr and Y j ( f ◦ δr ) = rY j ( f ) ◦ δr ,
where f ∈ C1(U , R), U ⊆ Hn open and j = 1, . . . , n. On the other hand, the vector
field T is homogeneous of order 2, i.e.,
T ( f ◦ δr ) = r2T ( f ) ◦ δr .
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It is not a surprise, then, that the homogeneous dimension of Hn is Q = 2n + 2.
The vector fields X1, . . . , Xn,Y1, . . . ,Yn, T form an orthonormal basis of h with
a scalar product 〈·, ·〉. In the same way, X1, . . . , Xn,Y1, . . . , Yn form an orthonormal
basis of h1 with a scalar product 〈·, ·〉H defined purely on h1.
Notation 1.4 Sometimes it will be useful to consider all the elements of the basis of h
with one symbol; to do so, we write
⎧⎪⎨
⎪⎩
Wj := X j for j = 1, . . . , n,
Wn+ j := Y j for j = 1, . . . , n,
W2n+1 := T .
In the sameway, the point (x1, . . . , xn, y1, . . . , yn, t)will be denotedas (w1, . . . , w2n+1).
Definition 1.5 Consider the dual space of h,
∧1h, which inherits an inner product from
h. By duality, one can find a dual orthonormal basis of covector fields {ω1, . . . , ω2n+1}
in
∧1h such that
〈ω j |Wk〉 = δ jk, for j, k = 1, . . . , 2n + 1,
where Wk is an element of the basis of h. Such covector fields are differential forms
in the Heisenberg group.
The orthonormal basis of
∧1h is given by {dx1, . . . , dxn, dy1, . . . , dyn, θ}, where θ
is called contact form and is defined as




(x jdy j − y jdx j ).
Example 1.6 As a useful example, we show here that the just-defined bases of vectors
and covectors behave as one would expect when differentiating. Specifically, consider





X j f dx j + Y j f dy j
) + T f θ.









h := span{dwi1 ∧ · · · ∧ dwik }1≤i1≤···≤ik≤2n+1.






Definition 1.8 (see 2.3 in [5]) Consider a form ω ∈ ∧kh, with k = 1, . . . , 2n+1. We
define ω∗ ∈ ∧kh so that




Next we give the definition of Pansu differentiability for maps between Carnot groups
G and G′. After that, we state it in the special case of G = Hn and G′ = R.
We call a function h : (G, ∗, δ) → (G′, ∗′, δ′) homogeneous if h(δr (p)) = δ′r (h(p))
for all r > 0.
Definition 1.9 (see [7] and 2.10 in [5]) Consider two Carnot groups (G, ∗, δ) and
(G′, ∗′, δ′). A function f : U → G′, U ⊆ G open, is P-differentiable at p0 ∈ U if
there is a (unique) homogeneous Lie group homomorphism dH f p0 : G → G′ such
that






−1 ∗′ f (p0 ∗ δr (p))
)
,
uniformly for p in compact subsets of U .
Definition 1.10 Consider a function f : U → R,U ⊆ Hn open. f is P-differentiable
at p0 ∈ U if there is a (unique) homogeneous Lie group homomorphism dH f p0 :
H
n → R such that
dH f p0(p) := limr→0
f (p0 ∗ δr (p)) − f (p0)
r
,
uniformly for p in compact subsets of U .
Definition 1.11 (see 2.11 in [5]) Consider a function f P-differentiable at p ∈ U ,
f : U → R, U ⊆ Hn open. The Heisenberg gradient or horizontal gradient of f at
p is defined as









(X j f )(p)X j + (Y j f )(p)Y j
]
.
Notation 1.12 (see 2.12 in [5]) Sets of differentiable functions can be defined with
respect to the P-differentiability. Consider U ⊆ G and V ⊆ G′ open, then C1
H
(U , V )
is the vector space of continuous functions f : U → V such that the P-differential
dH f is continuous.
To conclude this part, we define the Hodge operator which, given a vector field, returns
a second one of dual dimension and orthogonal to the first.
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Definition 1.13 (see 2.3 in [5] or 1.7.8 in [3]) Consider 1 ≤ k ≤ 2n. The Hodge












where ∗VI := (−1)σ(I )VI ∗ , and, for 1 ≤ i1 ≤ · · · ≤ ik ≤ 2n + 1,
– I = {i1, · · · , ik},
– VI = Vi1 ∧ · · · ∧ Vik ,
– I ∗ = {i∗1 , . . . , i∗2n+1−k} = {1, · · · , 2n + 1}  I and
– σ(I ) is the number of couples (ih, i∗l ) with ih > i∗l .
1.3 Rumin Cohomology inHn
The Rumin cohomology is the equivalent of the Riemann cohomology but for the
Heisenberg group. Its complex is given not by one but by three operators, depending
on the dimension.
Definition 1.14 Consider 0 ≤ k ≤ 2n + 1 and recall Ωk from Definition 1.7. We
denote:
– I k := {α ∧ θ + β ∧ dθ; α ∈ Ωk−1, β ∈ Ωk−2},
– J k := {α ∈ Ωk; α ∧ θ = 0, α ∧ dθ = 0}.





h1, β → dθ ∧ β.




β ∈ Ωk; β = 0 or β ∧ θ = 0
} ∼= Ω
k
{γ ∧ θ} ,
where we write {γ ∧ θ} = {γ ∧ θ; γ ∈ Ωk−1} for short. The equivalence is given by
β → (β)|∧kh1 .






Notation 1.16 We denote by [α]I k an element of the quotient Ω
k
I k
and ω|Jk an element
of J k whenever ω ∈ Dk(U ). We will use this second definition later on.
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Definition 1.17 (Rumin complex) The Rumin complex, due to Rumin in [8], is given
by
0 → R → C∞ dQ→ Ω
1
I 1
dQ→ · · · dQ→ Ω
n
I n
D→ Jn+1 dQ→ · · · dQ→ J 2n+1 → 0,
where d is the standard differential operator and, for k < n,
dQ([α]I k ) := [dα]I k+1 ,
while, for k ≥ n + 1,
dQ := d|Jk .
The second-order differential operator D is defined as








= d (α + L(α) ∧ θ) .
These three different differential operators are at times denoted with the same syntax
dc or d
(k)
c , when they act on k-forms (see Theorem 11.40 in [4] or Proposition B.7 in
[1]).
2 Currents in the Heisenberg Group
In this section, we first define the notion of current in the Heisenberg group and
expose its relationship with Riemannian currents. Then we describe how currents
can be written as integrals with the notion of representability by integration, define
the mass of a current in Hn and show that finite mass implies representability and
the two notions are equivalent if the current has compact support. Last, we classify
currents into subspaces depending on the integration properties of themselves and
their boundaries and we work with currents with finite mass if the support is compact
(see Fig. 1), while we consider currents with only locally finite mass otherwise (see
Fig. 2). In Riemannian geometry there are different kind of currents and the correlation
between the different definitions is well known since Federer (see Sect. 4.1 in [3]);
useful references are also the works of Simon ([9]) and Morgan (see Chapter 4 in [6]).
Finally, for the Heisenberg group specifically, an important reference is the 2007 work
by Franchi et al. ([5]).
Definition 2.1 (see 5.8 in [5])Consider an open setU ⊆ Hn . We callDk
H
(U ) the space
of compactly supported smooth sections on U of, respectively, Ω
k
I k
, if 1 ≤ k ≤ n, and
J k , if n + 1 ≤ k ≤ 2n + 1. These spaces are topologically locally convex. For
convenience, we call the elements ofDk
H
(U ) Rumin or Heisenberg differential forms.
Furthermore, we call Rumin or Heisenberg current any continuous linear functional
from the space Dk
H
(U ) to R and we denote their set as DH,k(U ).
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We just saw in Definition 2.1 that the Rumin currents are defined, for low dimensions,
on quotient spaces. Nevertheless it is possible, to fix the ideas, to think about Rumin
differential forms as a subset of the standard differential forms and so writeDk
H
(U ) ⊆
Dk(U ) for simplicity. In the same way, we can think about Rumin currents as a subset
of the Euclidean currents. Indeed, any Rumin current T ∈ DH,k(U ) can be identified




T ([ω]I k ), where [ω]I k ∈ DkH(U ) = Ω
k
I k





, where ω = ω|
(Jk)
⊥
+ω|Jk , ω|(Jk)⊥ /∈ J
k and ω|Jk ∈ DkH(U ) = J k,
if n + 1 ≤ k ≤ 2n + 1.
Definition 2.2 (compare with 4.1.1 in [3]) Consider an open set U ⊆ Hn and T ∈
Dk
H
(U ). The support of a current T is defined as
spt T := U \
⋃
{V : V ⊆ U , V open, T (ω) = 0 for all ω ∈ Dk
H
(U ), spt ω ⊆ V },
where spt ω = {x ∈ U / ω(x) = 0}.
2.1 Representability by Integration andMasses inHn
In the study of currents, it is often useful to be able to write a current as an integral. The
first notion we see that allows us to do so is representability by integration. After that
we define the mass of currents inHn and show that finite mass implies representability
and the two notions are equivalent if the current has compact support.
Since the theory of currents has been first developed in the Riemannian setting, under-
standably we refer to it as much as necessary to present concepts in a linear way.
Specifically, we point out when some results can be compared to the Riemannian
equivalent, citing the books of Federer ([3]), Simon ([9]) and Morgan ([6]). Another
important reference is the 2007 work by Franchi et al. ([5]).




























where v is integrable if and only if the distribution associated to it is so. By duality,


















Note that, by Theorem 2.9 in [5], the spaces H
∧k’s are the spaces of the Rumin
cohomology. So the spaces of vector fields H
∧
k’s are the dual of theRumin differential
forms.
Definition 2.4 Consider an open set U ⊆ Hn and T ∈ DH,k(U ). We say that T is
representable by integration, and we write T = −→T ∧ μT , if there exist μT a Radon
measure over U and a vector
−→
T : U → H
∧
k μT -meas. s.t.
∥∥∥−→T (p)
∥∥∥ = 1 for μT -a.a. p ∈ U and
T (ω) =
∫
〈ω(p)|−→T (p)〉dμT (p) for all ω ∈ DkH(U ).
Before we define the mass of a current, a clarification is necessary. In the standard
theory of currents there are two different notion ofmass for a current: one made using
the comass of differential forms (see 4.3 in [6] and 4.1.7 in [3]) and one using the norm
given by the inner product of differential forms (see, for instance, 2.6Ch6 in [9]). This
is still true in our case.
Definition 2.5 (mass of a current by the comass in Hn) Consider an open setU ⊆ Hn
and T ∈ DH,k(U ). Denote the mass of a current T defined by the comass as:
M(T ) := sup
{
T (ω), ω ∈ Dk
H








‖ω(p)‖∗ : = sup {〈ω(p)|v〉 / v a unit, simple, integrable k-vector}
= sup
{




, |v| ≤ 1
}
.
Other notations for the comass in the literature are M(ω) and ‖ω(p)‖.
Definition 2.6 (mass of a current by the scalar product inHn , see 5.12 in [5])Consider
an open set U ⊆ Hn and T ∈ DH,k(U ). Denote the mass of a current T defined by
the scalar product as:
m(T ) := sup
{
T (ω) / ω ∈ Dk
H
(U ), |ω| ≤ 1
}
with |ω| = √〈ω,ω〉, where 〈·, ·〉 is the Riemannian scalar product that makes the
differential forms dx j , dy j ’s and θ orthonormal.
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Sub-Riemannian Currents and Slicing of Currents 5177
The comass is smaller or equal than the scalar product norm (see also 2.6Ch6 in [9]),
which means that the mass defined with the comass is bigger or equal than the one
defined with the scalar product:
m(T ) ≤ M(T ) for all T ∈ DH,k(U ).
Finallywe state the correlation betweenmass and currents representable by integration
(compare with 4.1.7 in [3] and 2.8Ch6 in [9]).
Proposition 2.7 Consider an open set U ⊆ Hn and T ∈ DH,k(U ). Then M(T ) < ∞
implies that T = −→T ∧ μT and μT (U ) = M(T ).
The proof is based on Riesz Representation Theorem and it is not dissimilar from the
same proof in the Riemannian setting.
Corollary 2.8 Consider an open set U ⊆ Hn and T ∈ DH,k(U ). Then m(T ) < ∞
implies that T = −→Tm∧μT ,m andμT ,m(U ) = m(T ), whereμT ,m is the Radonmeasure
relative to the mass m.
In particular (compare with 2.6Ch6 and 4.14Ch1 in [9]), if M(T ) < ∞, then
both masses are finite, μT is unique,
−→
T = −→Tm a.e. and μT (U ) = M(T ) = m(T ) =
μT ,m(U ).
Corollary 2.9 (compare with 4.1.7 in [3]) Consider an open set U ⊆ Hn and T ∈
DH,k(U ). If spt T is compact, then
M(T ) < ∞ if and only if T = −→T ∧ μT .
Proof From Proposition 2.7 we know that M(T ) < ∞ implies T = −→T ∧ μT . On the
other hand,











∥∥∥ dμT ≤ μT (U ) < ∞
because T has compact support. 
2.2 Classification of Sub-Riemannian Currents inHn
Currents, depending on their integration properties and on those of their boundaries,
can be classified into subspaces. Particularly, in case we assume their support to be
compact, we can work with currents of finite mass (see Fig. 1); otherwise, we need to
consider currents with only locally finite mass (see Fig. 2).
Definition 2.10 (see 5.19 in [5])Consider an open setU ⊆ Hn , a current T ∈ DH,k(U )
and 1 ≤ k ≤ 2n + 1. We call Heisenberg boundary of T the (k − 1)-dimensional
Heisenberg current denoted ∂T (or sometimes ∂HT ) and defined as:




∂T (ω) := T (Dω), if k = n + 1,
where ω ∈ Dk−1
H
(U ).
Definition 2.11 Consider an open set U ⊆ Hn and 1 ≤ k ≤ 2n + 1. We define the
space of currents with compact support as
EH,k(U ) :=
{
T ∈ DH,k(U ) / spt T compact
}
.
Furthermore, we can define the spaces of currents with finite mass as
RH,k(U ) : =
{
T ∈ EH,k(U ) / M(T ) < ∞
} ;
NH,k(U ) : =
{
T ∈ EH,k(U ) / M(T ) + M(∂T ) < ∞
} ⊆ RH,k(U ).
By Corollary 2.9, we can immediately characterise the spaces as follows:
RH,k(U ) = {T ∈ EH,k(U ) / T = −→T ∧ μT };
NH,k(U ) = {T ∈ EH,k(U ) / T = −→T ∧ μT , ∂T = −→∂T ∧ μ∂T }.
The next step consists in defining rectifiable currents. For that we need to first define
H-regular and H-rectifiable sets:
Definition 2.12 (see 3.1 in [5]) Consider 1 ≤ k ≤ n. A subset S ⊆ Hn is a H-regular
k-dimensional surface if for all p ∈ S there exists a neighbourhood U of p, an open
set V ⊆ Rk and a function ϕ : V → U , ϕ ∈ C1
H
(V ,U ) injective with dHϕ injective,
such that S ∩U = ϕ(V ).
Definition 2.13 (see 3.2 in [5]) Consider 1 ≤ k ≤ n. A subset S ⊆ Hn is a H-regular
k-codimensional surface if for all p ∈ S there exists a neighbourhood U of p and a
function f : U → Rk , f ∈ C1
H
(U , Rk), such that ∇H f1 ∧ · · · ∧ ∇H fk = 0 on U and
S ∩U = { f = 0}.
Definition 2.14 (see 5.1 in [5]) Consider S ⊆ Hn and Sk∞ the spherical Haussdorff
measure defined in Sect. 2.1 in [5]. We say that S is a k-dimensional H-rectifiable set
if





– if 1 ≤ k ≤ n: S isSk∞-measurable,Sk∞(S) < ∞, S j ’s are k-dimensionalH-regular
surfaces and Sk∞(S0) = 0;
– if n+1 ≤ k ≤ 2n+1: S isSk+1∞ -measurable,Sk+1∞ (S) < ∞, S j ’s are (2n+1−k)-
dimensional H-regular surfaces and Sk+1∞ (S0) = 0.
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If M ⊆ Hn is a H-rectifiable set, we can assume that (see 5.7 in [5])




where M0 has measure zero and Mj ’s are pairwise disjointed Borel subsets of H-
regular surfaces S j ’s as in Definition 2.14. This implies that M can be oriented by the
Mj ’s, when such orientations exist, up to the set M0. Now we can define the set of
rectifiable currents:
Definition 2.15 Consider an open set U ⊆ Hn and 1 ≤ k ≤ 2n + 1. We define the
space of H-rectifiable currents as
RH-rect,k(U ) :=
{
T ∈ EH,k(U ) / T (ω) =
∫
UT
〈ω(p)|−→T (p)〉ρ(p)dμk, ω ∈ DkH(U )
}
where UT is an H-rectifiable k-dimensional set oriented (up to a set of measure
zero) by
−→
T , a μk-a.e. unit k-vector in H
∧k , ρ is a positive integer multiplicity s.t.∫
UT ∩spt T ρ(p)dμk < ∞ and
μk :=
{
Sk∞, if 1 ≤ k ≤ n;
Sk+1∞ , if n + 1 ≤ k ≤ 2n + 1.
Then we define the space of integral H-rectifiable currents as
IH-rect,k(U ) :=
{
T ∈ RH-rect,k(U ) / ∂T ∈ RH-rect,k−1(U )
} ⊆ RH-rect,k(U ).
Proposition 2.16 Consider an open set U ⊆ Hn and 1 ≤ k ≤ 2n + 1. Then T ∈
RH-rect,k(U ) implies M(T ) < ∞, i.e.,
RH-rect,k(U ) ⊆ RH,k(U ).
This also immediately implies that IH-rect,k(U ) ⊆ NH,k(U ).
Proof The proof is a simple computation. Consider T ∈ RH-rect,k(U ), then:

























Definition 2.17 Consider an open set U ⊆ Hn and 1 ≤ k ≤ 2n + 1. In a similar









T ∈ RH,k(U ) / ∂T ∈ RH,k−1(U )
} ⊆ RH,k(U ).
Consider an open setU ⊆ Hn and 1 ≤ k ≤ 2n + 1. By the definition, it is straightfor-
ward that
RH,k(U ) ⊆ RH-rect,k(U ) and IH,k(U ) ⊆ IH-rect,k(U ).
Proposition 2.18 (compare with Sect. 4.3B in [6]) Consider an open set U ⊆ Hn and
1 ≤ k ≤ 2n + 1. If T ∈ RH-rect,k(U ), we have that




Proof The first equality in the statement comes from Proposition 2.7. For the second
equality, by Proposition 2.16, we know that T ∈ RH-rect,k(U ) implies T = −→T ∧ μT .




〈|−→T 〉ρdμk = −→T ∧ ρμk (UT ∩ spt T ) ().
By uniqueness of the representation by integration that comes from Riesz Represen-
tation Theorem, we have that





We remind that a C1-Euclidean regular k-surface can be written as S = C(S) ∪
(S \ C(S)) where, for n + 1 ≤ k ≤ 2n + 1, Sk+1∞ (C(S)) = 0 and S \ C(S) is a
H-regular surface (see page 195 in [5]).
For this reason, when n + 1 ≤ k ≤ 2n + 1,
RH,k(U ) =
{




T ∈ RH-rect,k(U ) / UT is an orientable C1-regular surface
}
and the same is true for IH,k(U ),
The inclusions noted so far are summarised in Fig. 1 (compare with 4.1.24 in [3]).
A similar figure can be obtainedwithout requiring compact support and considering
only sets with locally finite mass, meaning finite mass on compact subsets, local
123
Sub-Riemannian Currents and Slicing of Currents 5181
Fig. 1 Compactly supported currents on Hn
Fig. 2 “Locally finite mass” currents on Hn
integrability by integration and so on. We can denote such sets with the subscription
lfm for “locally finite mass” and this gives Fig. 2. Currents with locally finite mass
have been studied, among others, by Franchi at al. ([5]).
3 Slicing of Currents in the Heisenberg Group
In this section, we define the notion of slices of Heisenberg currents and show, in
propositions 3.5 and 3.6, seven important properties. Proposition 3.6, in particular,
carries deep consequences for the possibility of developing a compactness theorem
for currents in the Heisenberg group because it does not include the slices of the
middle dimension k = n. Furthermore, this suggests that the study of currents on
the first Heisenberg group H1 diverges from the other cases, because that is the only
situation in which the dimension of the slice of a hypersurface, 2n− 1, coincides with
the middle dimension n, which triggers a change in the associated differential operator
in the Rumin complex. The most important references for the Riemannian case are
Sects. 4.1.7 and 4.2.1 in [3] and the matching sections in [6].
Definition 3.1 Consider an open set U ⊆ Hn . We give the following definitions.
– If f ∈ D0
H
(U ) = C∞(U ), T ∈ DH,k(U ) and ω ∈ DkH(U ), then
(T f )(ω) := T ( f ω).
– If ϕ ∈ Dm
H
(U ), m ≤ k, T ∈ DH,k(U ) and ω ∈ Dk−mH (U ), then
(T ϕ)(ω) := T (ϕ ∧ ω).
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– If A ⊆ Hn Borel set, χA : Hn → {0, 1} and T ∈ RH,k(U ), then







– If T ∈ DH,k(U ) is representable by integration, T = −→T ∧ μT , and a function
f : U → R is such that ∫ | f |dμT < ∞, then
T f := −→T ∧ f μT .
Definition 3.2 Consider an open set U ⊆ Hn , f ∈ Lip(U , R), t ∈ R and T ∈
DH,k(U ). We define slices of T the following two currents:
〈T , f , t+〉 := (∂T ) { f > t} − ∂ (T { f > t}) ,
〈T , f , t−〉 :=∂ (T { f < t}) − (∂T ) { f < t}.
It is important to notice that, considering an open setU ⊆ Hn , a function f ∈ C∞(U )
and a current T ∈ RH,k(U )
(
resp. RH-rect,k(U ) or RH,k(U )
)
, we cannot imply that
T f ∈ RH,k(U )
(
resp. RH-rect,k(U ) or RH,k(U )
)
. The reason is that, applying a
smooth function to the current, without further hypotheses, we cannot always expect
the current mass to remain finite. Nevertheless, something can still be said.
Note that the following lemma contains three statement each (one in RH,k(U ), one in
RH-rect,k(U ) and one inRH,k(U )); they are written together as the proofs are basically
the same.
Lemma 3.3 Consider an open set U ⊆ Hn, A ⊆ Hn a Borel set and T ∈ RH,k(U )(
resp. RH-rect,k(U ) or RH,k(U )
)
. Then
T χA ∈ RH,k(U )
(
resp. RH-rect,k(U ) or RH,k(U )
)
.
The proof of this lemma is a one-line application of the definitions.
Lemma 3.4 Consider an open set U ⊆ Hn, f ∈ Lip(U , R), t ∈ R and T ∈ DH,k(U ).
Then
〈T , f , t+〉 = ∂ (T { f ≤ t}) − (∂T ) { f ≤ t},
〈T , f , t−〉 = (∂T ) { f ≥ t} − ∂ (T { f ≥ t}) .
Proof We can compute directly, using the linearity of the definition of currents,
〈T , f , t+〉 = (∂T ) { f > t} − ∂ (T { f > t})
= (∂T ) (Hn \ { f ≤ t}) − ∂ (T (Hn \ { f ≤ t}))
= ∂T − (∂T ) { f ≤ t} − ∂ (T − T { f ≤ t})
= ∂ (T { f ≤ t}) − (∂T ) { f ≤ t}.
The same can be done for 〈T , f , t−〉. 
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3.1 Properties of Slices
In the next two propositions, we show seven properties for slices of Heisenberg
currents. Specifically, Proposition 3.5 holds properties similarly true in Riemannian
settings (compare with 4.2.1 in [3]) and indeed we do not see an explicit use of the sub-
Riemannian geometry in the proofs. On the other hand, Proposition 3.6, containing
the remaining properties, requires k = n, which carries deep consequences, especially
when n = 1. Furthermore, the proof of Proposition 3.6 is way more complex than in
the similar Riemannian case and requires to explicitly work with the Rumin cohomol-
ogy. This work follows the Riemannian theory of Federer, in particular Sect. 4.2.1 in
[3].
Proposition 3.5 Consider an open set U ⊆ Hn, T ∈ NH,k(U ), f ∈ Lip(U , R), and
t ∈ R. Then we have the following properties:
(1) (μT + μ∂T ) ({ f = t}) = 0 for all t but at most countably many.
(2) 〈T , f , t+〉 = 〈T , f , t−〉 for all t but at most countably many.
(3) spt〈T , f , t+〉 ⊆ f −1{t} ∩ spt T .
(4) ∂〈T , f , t+〉 = −〈∂T , f , t+〉.
Proof Property (0) holds as a general statement for measures.
By Lemma 3.4,
〈T , f , t+〉 = ∂ (T { f ≤ t}) − (∂T ) { f ≤ t}.
Consider now T { f = t} and notice that T { f = t} ∈ RH,k(U ) by Lemma 3.3,
meaning that T { f = t} is a current representable by integration. In particular, by
property (0),
(T { f = t}) () =
∫
{ f =t}
〈|−→T 〉dμT = 0, for all t but at most countably many.
In the sameway, (∂T ) { f = t} ∈ RH,k−1(U ) by hypothesis and so, again by property
(0),
((∂T ) { f = t}) () =
∫
{ f =t}
〈|−→∂T (p)〉dμ∂T (p) = 0
for all t but at most countablymany. Sowe canwrite that, for all t but at most countably
many,
〈T , f , t+〉 = ∂ (T { f ≤ t}) − (∂T ) { f ≤ t}
= ∂ (T { f < t}) − (∂T ) { f < t}
+ ∂ (T { f = t}) − (∂T ) { f = t}
= ∂ (T { f < t}) − (∂T ) { f < t} = 〈T , f , t−〉.
This proves property (1).
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Next we prove property (3), leaving property (2) as last. We have
∂〈T , f , t+〉 = ∂ ((∂T ) { f > t} − ∂ (T { f > t}))
= ∂ ((∂T ) { f > t}) − ∂2 (T { f > t})
= ∂ ((∂T ) { f > t}) .
On the other hand
−〈∂T , f , t+〉 = − ([∂ (∂T )] { f > t} − ∂ ((∂T ) { f > t}))
= −∂2T { f > t} + ∂ ((∂T ) { f > t})
= ∂ ((∂T ) { f > t}) .
Soalsoproperty (3) is verified.Onlyproperty (2) is left, namely that spt〈T , f , t+〉 ⊆
f −1{t} ∩ spt T .
Recalling Definition 2.2, p ∈ spt〈T , f , t+〉 if and only if for all neighbourhoods
Up of p there exists a differential form ω ∈ Dk−1H (Up) such that 〈T , f , t+〉(ω) = 0
and spt ω ⊆ Up. This is the same as asking
[
(∂T ) { f > t} − ∂ (T { f > t})] (ω) = 0. (1)
By contradiction, suppose that p /∈ spt T , which means that there exists a neighbour-
hood of p, Ũp, such that Ũp ∩ spt T = ∅. By what we just noted, Ũp is also such that
sptω ⊆ Ũp, with ω as above, and so sptω ∩ spt T = ∅.
Note then that, forα ∈ Dk−1
H
(U ), ∂T (α) = T (dcα) (wheredc is theRumin complex
operator in general dimension, see Definition 1.17), hence spt ∂T ⊆ spt T . Then
spt ω ∩ spt ∂T = ∅.
But this is a contradiction with Eq. (1), so we have that p ∈ spt T . Consider now
p ∈ spt〈T , f , t+〉 as above and, by contradiction again, suppose than p /∈ f −1{t}:
p /∈ f −1{t} ⇐⇒ f (p) = t ⇐⇒ f (p) > t or f (p) < t .
By hypothesis there exists a neighbourhood Up of p and a differential form ω ∈
Dk−1
H
(U ) such that spt ω ⊆ Up and equation (1) holds. In particular, we can choose
Up so that Up ⊆ { f = t}. If f (p) > t , then Up ⊆ { f > t}, χ{ f>t}ω = ω and
[
(∂T ) { f > t}] (ω) = (∂T ) (χ{ f >t}ω
) = (∂T ) (ω) = T (dcω) .
In a similar way,
[
∂ (T { f > t})] (ω) = (T { f > t}) (dcω) = T (χ{ f>t}dcω) = T (dcω).
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So
〈T , f , t+〉(ω) = [(∂T ) { f > t} − ∂ (T { f > t})] (ω) = 0
which is a contradiction. If f (p) < t , then spt ω ⊆ Up ⊆ { f < t} ⊆ { f ≤ t} and we
have
[
∂ (T { f ≤ t})] (ω) = (T { f ≤ t}) (dcω) = T (χ{ f ≤t}dcω) = T (dcω)
and
[
(∂T ) { f ≤ t}] (ω) = (∂T ) (χ{ f ≤t}ω
) = (∂T ) (ω) = T (dcω) .
Again, using Lemma 3.4,
〈T , f , t+〉(ω) = [∂ (T { f ≤ t}) − (∂T ) { f ≤ t}] (ω) = 0
which is a contradiction. This complete the proof. 
As the proof showed, the geometry of the Heisenberg group and the Rumin complex,
although present, did not play a role in the previous properties. Now we show further
properties for which the Rumin cohomology does play a bigger role.
Proposition 3.6 Consider an open set U ⊆ Hn, T ∈ NH,k+1(U ), f ∈ Lip(U , R),
t ∈ R and k = n. Then the following properties hold:
(4) M (〈T , f , t+〉) ≤ Lip( f ) lim inf
h→0+
1
hμT (U ∩ {t < f < t + h}).
(5)
∫ b
a M (〈T , f , t+〉) dt ≤ Lip( f )μT (U ∩ {a < f < b}) , a, b ∈ R.
(6) 〈T , f , t+〉 ∈ NH,k(U ) for a.e. t .
The case k = n presents several differences from what we show here and, although
work in that direction is ongoing, one can very easily expect differences in the final
result. This comes with deep consequences as these properties are meant to be tools to
help develop a compactness theorem for currents in the Heisenberg group. In detail,
this corroborates that the Riemannian approach is not effective here and that new ideas
are necessary. Furthermore, this also suggests that the study in the first Heisenberg
group H1 diverges from the other cases’ because, when n = 1, then k = n(= 1) is the
most important situation.
The first point is the most complicated to prove. For this reason, we first construct
some machinery and show some lemmas.
Lemma 3.7 Consider an open set U ⊆ Hn, f ∈ Lip(U , R), t ∈ R, h > 0 fixed and
s ∈ R. Then consider the function





One can observe that
γh ◦ f (p) =
⎧⎪⎨
⎪⎩
0, f (p) ≤ t,
f (p)−t
h , t < f (p) < t + h,
1, f (p) ≥ t + h,
γh ◦ f ∈ Lip(U , R) and Lip(γh ◦ f ) ≤ Lip( f )
h
.
Proof The computation of γh ◦ f follows immediately from the definition. Then, for
p, q ∈ U and considering t < f < t + h,
|γh ◦ f (p) − γh ◦ f (q)| =
∣∣∣∣
f (p) − t
h
− f (q) − t
h
∣∣∣∣ ≤
| f (p) − f (q)|
h
≤ Lip( f )
h
dH(p, q).
This implies that γh ◦ f ∈ Lip(U , R) and, since its Lipschitz constant is the smallest
for which the inequality holds, also Lip(γh ◦ f ) ≤ Lip( f )h is verified. 
Lemma 3.8 Consider an open set U ⊆ Hn, T ∈ NH,k+1(U ), f ∈ Lip(U , R), t ∈ R,
h > 0 fixed and consider the function γh defined in Lemma 3.7. Then
M(〈T , f , t+〉) ≤ lim inf
h→0+ M
(
(∂T ) (γh ◦ f ) − ∂ (T (γh ◦ f ))
)
.
Proof Let’s start by considering
M (〈T , f , t+〉 − (∂T ) (γh ◦ f ) + ∂ (T (γh ◦ f )))
= M ((∂T ) χ{ f >t} − ∂
(
T χ{ f >t}
) − (∂T ) (γh ◦ f ) + ∂ (T (γh ◦ f ))
)
= M ((∂T ) (χ{ f>t} − γh ◦ f
) + ∂ (T (γh ◦ f − χ{ f >t}
)))
≤ M ((∂T ) (χ{ f>t} − γh ◦ f
)) + M (∂ (T (γh ◦ f − χ{ f >t}
)))
.
Let’s estimate the two terms independently. By construction χ{ f >t} − γh ◦ f = 0 on
{ f ≥ t + h} and χ{ f>t} − γh ◦ f ≤ 1 on {t < f < t + h}, so
χ{ f >t} − γh ◦ f ≤ χ{t< f <t+h}.
Then, for ω ∈ Dk−1
H
(U ),
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by monotone convergence theorem, which allows the limit over the integral. For the
second term we have:















































γh ◦ f − χ{ f >t}
))) −−−→
h→0 0.
Putting the two terms together, we get
M (〈T , f , t+〉 − (∂T ) (γh ◦ f ) + ∂ (T (γh ◦ f )))
≤ M ((∂T ) (χ{ f >t} − γh ◦ f
)) + M (∂ (T (γh ◦ f − χ{ f>t}
))) −−−→
h→0 0.
This also means that
M (〈T , f , t+〉 − (∂T ) (γh ◦ f ) + ∂ (T (γh ◦ f ))) −−−→
h→0 0.
Finally, we observe
M(〈T , f , t+〉) ≤M (〈T , f , t+〉 − (∂T ) (γh ◦ f ) + ∂ (T (γh ◦ f )))
+ M ((∂T ) (γh ◦ f ) − ∂ (T (γh ◦ f )))
and, passing to the lim inf for h → 0, we obtain the claim. 
Lemma 3.9 Consider an open set U ⊆ Hn, f ∈ Lip(U , R), t ∈ R, h > 0 fixed
and consider the function γh defined in Lemma 3.7. Then we can approximate γh ◦ f
uniformly by functions gi ∈ C∞(U , R) (notationally gi ⇒ γh ◦ f ), so that
spt dgi ⊆ {t < f < t + h} and lim
i→∞ Lip(gi ) = Lip(γh ◦ f ).
Proof By density of smooth functions, we can approximate γh ◦ f uniformly by
smooth function gi ∈ C∞(U , R) and, since γh ◦ f is smooth and locally constant out
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of {t < f < t +h}, it follows that gi is locally constant out of {t < f < t +h} as well
and so that spt dgi ⊆ {t < f < t + h}. To prove the limit, we see that, for p, q ∈ U ,
|gi (p) − gi (q)| ≤ |gi (p) − γh ◦ f (p)| + |γh ◦ f (p) − γh ◦ f (q)|
+ |γh ◦ f (q) − gi (q)|
≤ Lip(γh ◦ f )dH(p, q) + 2εi
= Lip(γh ◦ f )dH(p, q) + 2ε′i dH(p, q)
= (Lip(γh ◦ f ) + 2ε′i
)
dH(p, q),
with εi = 2ε′i dH(p, q) and εi → 0 as i → ∞ by uniform convergence. Thus, since
the Lipschitz constant of gi is the smallest for which the inequality holds,
Lip(gi ) ≤ Lip(γh ◦ f ) + 2ε′i ,
and, passing to the limit,
lim
i→∞ Lip(gi ) ≤ Lip(γh ◦ f ) < ∞.
On the other hand,
|γh ◦ f (p) − γh ◦ f (q)| ≤ |γh ◦ f (p) − gi (p)| + |gi (p) − gi (q)|
+ |gi (q) − γh ◦ f (q)|
≤ Lip(gi )dH(p, q) + 2εi ,
with εi → 0 as i → ∞. Passing to the limit,
|γh ◦ f (p) − γh ◦ f (q)| ≤ lim
i→∞ Lip(gi )dH(p, q),
so, since again the Lipschitz constant is the smallest for which the inequality holds,
we get,
Lip(γh ◦ f ) ≤ lim
i→∞ Lip(gi ).
Finally, indeed lim
i→∞ Lip(gi ) = Lip(γh ◦ f ). 
Lemma 3.10 Consider an open set U ⊆ Hn, T ∈ NH,k+1(U ), f ∈ Lip(U , R),
t ∈ R, h > 0 fixed, consider the function γh defined in Lemma 3.7 and the functions
gi ∈ C∞(U , R) defined in Lemma 3.9 so that gi ⇒ γh ◦ f . Then
M ((∂T ) (γh ◦ f ) − ∂ (T (γh ◦ f ))) ≤ lim
i→∞ M ((∂T ) gi − ∂ (T gi ))
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(∂T ) (γh ◦ f ) − ∂ (T (γh ◦ f )) −
[
(∂T ) gi − ∂ (T gi )
])
= lim
i→∞ M ((∂T ) (γh ◦ f − gi ) − ∂ (T (γh ◦ f − gi )))
= 0
since gi ⇒ γh ◦ f . Then
M ((∂T ) (γh ◦ f ) − ∂ (T (γh ◦ f )))
≤ M ((∂T ) (γh ◦ f ) − ∂ (T (γh ◦ f )) −
[
(∂T ) gi − ∂ (T gi )
] )
+ M ((∂T ) gi − ∂ (T gi )) .
Passing to the limit for i → ∞, we obtain the claim. 
So far we could work without explicitely using the Rumin complex operators. Now
this is no more possible, as the following lemma shows.
Lemma 3.11 Consider an open set U ⊆ Hn, T ∈ DH,k+1(U ), ω ∈ DkH(U ) and the
functions gi ∈ C∞(U , R) defined in Lemma 3.9. Also recall notations 1.15 and 1.16.
Then
[












, [ω]I k ∈ DkH(U ) = Ω
k
I k
, if k < n,
T
(
d(1)gi ∧ (ω + L(ω) ∧ θ) + d(n+1) ((L(giω) − giL(ω)) ∧ θ)
)
,
[ω]I n ∈ DnH(U ) = Ω
n







, ω ∈ Dk
H
(U ) = J k, if k > n.




(∂T ) gi − ∂ (T gi )
]
(ω) = ∂T (giω) − (T gi ) (dcω)
= T (dc (giω) − gidcω) .
There are then three cases for dc = d(k)c (see Definition 1.17), depending on k. First,
if k < n, then


































This proves the first case. Second, if k > n, similarly we have
































This proves the third case. Last, we consider the case k = n and we have








= d(n+1) (ω + L(ω) ∧ θ) .
Let’s also note that
d(n+1) (giω) − gid(n+1)ω = d(1)gi ∧ ω + gid(n+1)ω − gid(n+1)ω = d(1)gi ∧ ω,
that
d(n+1) (L(giω) ∧ θ) = d(n) (L(giω)) ∧ θ + (−1)n−1L(giω) ∧ d(2)θ,
and that
−gid(n+1) (L(ω) ∧ θ) = −gid(n) (L(ω)) ∧ θ − (−1)n−1giL(ω) ∧ d(2)θ.
Then we use all of the above and we get
d(n+1)c (giω) − gid(n+1)c ω
= D [giω]I n − gi D [ω]I n
= d(n+1) (giω + L(giω) ∧ θ) − gid(n+1) (ω + L(ω) ∧ θ)
= d(n+1) (giω) − gid(n+1)ω + d(n+1) (L(giω) ∧ θ) − gid(n+1) (L(ω) ∧ θ)
= d(1)gi ∧ ω +
[
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+ (−1)n−1 [L(giω) − giL(ω)] ∧ d(2)θ




d(n) (giL(ω)) − d(1)gi ∧ L(ω)
)]
∧ θ
+ (−1)n−1 [L(giω) − giL(ω)] ∧ d(2)θ
= d(1)gi ∧ ω + d(1)gi ∧ L(ω) ∧ θ + d(n) (L(giω) − giL(ω)) ∧ θ
+ (−1)n−1 (L(giω) − giL(ω)) ∧ d(2)θ
= d(1)gi ∧ (ω + L(ω) ∧ θ) + d(n+1) ((L(giω) − giL(ω)) ∧ θ) .
This completes the proof of the lemma. 
Lemma 3.12 Consider an open set U ⊆ Hn, T ∈ RH,k+1(U ), ω ∈ DkH(U ), k = n
and the functions gi ∈ C∞(U , R) defined in Lemma 3.9. Then
[
(∂T ) gi − ∂ (T gi )
]





dw j ∧ ω
⎞
⎠ .
Proof For k < n, by Lemma 3.11,
[
(∂T ) gi − ∂ (T gi )
]









〈dgi ∧ ω|−→T 〉dμT .
For k > n, by Lemma 3.11 again, we have a similar expression:
[















〈dgi ∧ ω|−→T 〉dμT .
Recall Notation 1.4 and note that, as in Example 1.6, dgi = ∑2n+1j=1 Wjgidw j . If
k > n, then ω ∈ Dk
H
(U ) is of the form ω = dw2n+1 ∧ ω′, ω′ ∈ Ωk−1 (see J k at
Definition 1.14). Then
dgi ∧ ω =
2n+1∑
j=1
Wjgidw j ∧ ω =
2n∑
j=1
Wjgidw j ∧ ω.
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If k < n, then T ∈ RH,k+1(U ) means that −→Tp ∈ H
∧
k+1(U ) for p ∈ U (see Defini-
tion 2.4), which implies that
−→
T = W2n+1 ∧ V , V ∈ Ωk . Then










Wjgidw j ∧ ω|−→T
〉
.
Thus, in both cases, we have that




Wjgidw j ∧ ω|−→T
〉
.
We note that |∇Hgi | ≤ Lip(gi ) and so Wjgi ≤ Lip(gi ) for all j = 1, . . . , 2n.
Indeed, using definitions 1.10 and 1.11,
Wjgi ≤ |Wjgi | = sup
‖p0‖≤1




























Finally, for k = n,
∫
U∩spt dgi






dw j ∧ ω|−→T
〉
dμT
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Lemma 3.13 Consider an open set U ⊆ Hn, T ∈ NH,k+1(U ), f ∈ Lip(U , R), t ∈ R,
h > 0 and k = n. Then
















Proof By Lemmas 3.8 and 3.10 we have that
M(〈T , f , t+〉) ≤ lim inf
h→0+ M ((∂T ) (γh ◦ f ) − ∂ (T (γh ◦ f )))
≤ lim inf
h→0+ limi→∞ M ((∂T ) gi − ∂ (T gi )) .
Then, by Lemma 3.12,








































and denote ω′ = χspt dgi ω. Then
∥∥ω′∥∥∗ ≤ 1 and ω′ ∈ Dk
H
(U ∩ spt dgi ). Thus, since

































































Putting the pieces together, we get
M(〈T , f , t+〉) ≤ lim inf












By Lemmas 3.7 and 3.9 again, lim
i→∞ Lip(gi ) = Lip(γh ◦ f ) ≤
Lip( f )
h , which gives

















Finally, we have all the instruments to prove the proposition.
Proof of Proposition 3.6 Consider the function γh defined in Lemma 3.7 and the func-
tions gi ∈ C∞(U , R) defined inLemma3.9 so that gi ⇒ γh◦ f . Then, byLemma3.13,






















































dw j ∧ ω
⎞
⎠ .















dw j ∧ ω|v〉.
By Definitions 2.3 and 2.5, v is a simple (k + 1)-vector, so we can write v = ρWi1 ∧

















〈ω|Wiσ(2) ∧ · · · ∧ Wiσ(k+1)〉
∣∣∣∣∣∣
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and, since ‖ω‖∗ ≤ 1,
∣∣〈ω|Wiσ(2) ∧ · · · ∧ Wiσ(k+1)〉
















because sgn(σ ) changes at every step of the sum so the absolute value of the sum can
be, at the end, only 0 or 1. Finally, we get
∥∥ω′∥∥∗ ≤ 1.
Then













































μT (U ∩ {t < f < t + h}) .
by Proposition 2.7. Then




μT (U ∩ {t < f < t + h}) .
This proves property (4). The other two properties follow quickly. To prove property
(5) we proceed as in 4.11 in [6]. Consider F(t) = μT (U ∩ { f < t}), an increasing
monotone function with derivative almost everywhere.
Lip( f )μT (U ∩ {a < f < b})
= Lip( f ) (μT (U ∩ { f < b}) − μT (U ∩ { f ≤ a}))
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M (〈T , f , t+〉) dt .
where we apply property (4) to the last inequality; this proves property (5). Another
way to finish is to observe that t → M (〈T , f , t+〉) is measurable, which holds true
because of the definitions ofmass and slice, and conclude similarly. By Proposition 2.7
and since T ∈ NH,k+1(U ), we have that μT (U ∩ {a < f < b}) < ∞. Then, by
property (5),
M (〈T , f , t+〉) < ∞ for a.e. t .
Finally, by property (3) in Proposition 3.5 and by repeating the previous argument for
∂T ,
M (∂〈T , f , t+〉) = M (−〈∂T , f , t+〉) < ∞ for a.e. t
Thus property (6) holds. 
3.2 The Case k = n
Note that lemmas3.12 and3.13 andProposition3.6 did not dealwith the case k = n, the
more challenging one. If k = nwe can considerU ⊆ Hn an open set, T ∈ DH,n+1(U ),
[ω]I n ∈ DnH(U ) = Ω
n
I n , and the functions gi ∈ C∞(U , R) defined in Lemma 3.9. By
Lemma 3.11, then
[









The right-hand side can be partially rewritten using the following lemma.
Lemma 3.14 Let U ⊆ Hn open, ω ∈ Ωn and the functions gi ∈ C∞(U , R) defined
in Lemma 3.9. Also recall Notation 1.15. Then




































































Furthermore, one can observe that the right-hand side of Eq. (2) is not null because
of the following lemma. This observation was not needed in the cases of k = n as the
definition ofDH∗(U ) didn’t change between k and k + 1, making the step immediate.
Lemma 3.15 Consider an open set U ⊆ Hn, T ∈ DH,n+1(U ), ω ∈ Ωn and the
functions gi ∈ C∞(U , R) defined in Lemma 3.9. Also recall Notation 1.15. Then









Assume first that ω has some components without θ . We compute





Wjgiωl1...lndw j ∧ dwl1 ∧ · · · ∧ dwln
and





W j giωl1...lndw j ∧ dwl1 ∧ · · · ∧ dwln .
Notice that the dwlm ’s are n different basis elements of Ω
1 and they always have their
counterpart dwlm+n among the dw j ’s, since j = 1, . . . , 2n. Hence we can write
− (dgi ∧ ω)|∧n+1h1 = −
n∑
j=1
dw j ∧ dw j+n ∧ γ = dθ ∧ γ = γ ∧ dθ,
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where γ ∈ ∧n−1h1. It follows that
L(giω) − giL(ω) =L−1
(




θ ∧ [dgi ∧ (ω + L(ω) ∧ θ) + d ((L(giω) − giL(ω)) ∧ θ)
]
= θ ∧ dgi ∧ (ω + L(ω) ∧ θ) + θ ∧ d ((L(giω) − giL(ω)) ∧ θ)
= θ ∧ dgi ∧ ω + θ ∧ (L(giω) − giL(ω)) ∧ dθ
= θ ∧ (dgi ∧ ω)|∧n+1h1 + θ ∧ γ ∧ dθ
= θ ∧ (dgi ∧ ω)|∧n+1h1 − θ ∧ (dgi ∧ ω)|∧n+1h1
= 0.
(4)
This proves the first condition for belonging to Jn+1. For the second condition, we
apply the operator d to (4) and get
0 = d[θ ∧ [dgi ∧ (ω + L(ω) ∧ θ) + d ((L(giω) − giL(ω)) ∧ θ)]
]
= dθ ∧ [dgi ∧ (ω + L(ω) ∧ θ) + d ((L(giω) − giL(ω)) ∧ θ)]
+ θ ∧ d [dgi ∧ (ω + L(ω) ∧ θ) + d ((L(giω) − giL(ω)) ∧ θ)]
= dθ ∧ [dgi ∧ (ω + L(ω) ∧ θ) + d ((L(giω) − giL(ω)) ∧ θ)]
+ θ ∧ dgi ∧ d (ω + L(ω) ∧ θ) .
We know by Observation 2.1.11 in [1] that d (ω + L(ω) ∧ θ) ∈ Jn+1, meaning that
θ ∧ d (ω + L(ω) ∧ θ) = 0.
Then we verify the second condition by concluding that
dθ ∧ [dgi ∧ (ω + L(ω) ∧ θ) + d ((L(giω) − giL(ω)) ∧ θ)
] = 0.
Assume now that ω has no components without θ . Then ω = θ ∧ β, β ∈ Ωn−1 and,
trivially by definition ofL,L(ω) = 0 = L(giω). It follows that condition 3 is reduced
to prove that dgi ∧ ω ∈ Jn+1. We see immediately that
θ ∧ dgi ∧ ω = 0
and, applying d, that
0 = d(θ ∧ dgi ∧ ω
)
= dθ ∧ dgi ∧ ω + θ ∧ dgi ∧ dω.
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We know, again by Observation 2.1.11 in [1], that dω = d (ω + L(ω) ∧ θ) ∈ Jn+1
and so
θ ∧ dgi ∧ dω = 0.
Then
dθ ∧ dgi ∧ ω = 0.
This completes the proof. 
From the discussion in Sect. 3.1, it is clear that the difficulty of the case with k = n lies
in having an inequality of the kind of property (4) in Proposition 3.6. This means that,
for T ∈ NH,n+1(U ), f ∈ Lip(U , R) and t ∈ R, we wish to estimate M (〈T , f , t+〉)
from above with a quantity including lim inf
h→0+
1
hμT (U ∩ {t < f < t + h}). As a start,
by Lemma 3.10, we already know that
M(〈T , f , t+〉) ≤ lim inf
h→0+ limi→∞ M ((∂T ) gi − ∂ (T gi )) .
where, by Lemmas 3.11 and 3.14, for ω ∈ Ωn ,
[
(∂T ) gi − ∂ (T gi )
]
([ω]I n ) = T
(















To proceed from here, we would need some results to replace Lemmas 3.12 and 3.13,
which are currently missing. The case k = n is the subject of ongoing research work.
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