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Abstract. We provide a rule to calculate the subdiﬀerential set of the pointwise supremum
of an arbitrary family of convex functions deﬁned on a real locally convex topological vector space.
Our formula is given exclusively in terms of the data functions and does not require any assumption
either on the index set on which the supremum is taken or on the involved functions. Some other
calculus rules, namely chain rule formulas of standard type, are obtained from our main result via
new and direct proofs.
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1. Introduction. Many operations with convex functions preserve convexity,
and so it is natural to ask if the subdiﬀerential of the resulting function can be written
in terms of the data functions. Speciﬁc to convex analysis is the classical operation of
taking the pointwise supremum of an arbitrarily indexed family of convex functions.
It has no equivalence in the classical theory of diﬀerentiable analysis and constitutes
a largely used tool in convex optimization, in theory as well as in practice (see, for
instance, [1], [10], and the references therein). In [5] and [8] certain speciﬁc techniques
relying on the supremum function were applied in the framework of semi-inﬁnite linear
optimization.
In this paper, we provide explicit characterizations for the subdiﬀerential map-
ping of the supremum function of an arbitrarily indexed family of convex functions,
exclusively in terms of the data functions. The main virtue of our approach is that
the index set over which the supremum is taken is arbitrary, without any algebraic or
topological structure. Also the convex functions we consider in this paper are general,
deﬁned on a separated locally convex space, and not necessarily lower semicontinuous
(lsc) or even proper. Further, we do not assume regularity conditions such as the
continuity of the supremum function, the continuity of the data functions, conditions
on their domains, and the like.
Since many convex functions can be written as the supremum of continuous aﬃne
mappings, numerous operations dealing with such (convex) functions can be formu-
lated as a pointwise supremum of other functions whose subdiﬀerentials can easily
be characterized. Speciﬁcally, we have proved that our formulas also lead to other
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864 A. HANTOUTE, M. A. LO´PEZ, AND C. ZA˘LINESCU
calculus rules for the subdiﬀerentials of certain operations with convex functions, such
as the sum and the composition with aﬃne applications. In this way, our approach
gives rise to a unifying view of many well-known calculus rules in convex analysis.
Deriving calculus rules for subdiﬀerentials is one of the ﬁrst issues raised in convex
analysis. Consequently, many earlier contributions dealing with pointwise supremum
functions can be found in the literature. See, for instance, [26] to trace out the
historical origins of the issue, as well as [2], [3], [4], [12], [13], [15], [20], [21], and [27].
This is why we make a short historical review of some of these results.
Consider the pointwise supremum f := supt∈T ft of a collection of convex func-
tions ft : X → R ∪ {+∞}, t ∈ T = ∅, deﬁned on a separated locally convex space X,
and let z ∈ dom f . When T is ﬁnite and each ft is continuous at z, a basic result due
to Dubovitskij and Milyutin asserts that (see, e.g., [13])
∂f(z) = co
(⋃
t∈T (z)∂ft(z)
)
,
where
T (z) := {t ∈ T | ft(z) = f(z)},
and co stands for the convex hull. When T is a separated compact topological space
and the function (t, x) → ft(x) is upper semicontinuous with respect to t for each x,
then assuming that each ft is continuous at z, the following formula can be found, for
instance, in [32, Thm. 2.4.18]:
∂f(z) = cl
(
co
⋃
t∈T (z)∂ft(z)
)
,
where the closure, cl, is taken in the topological dual space X∗ with respect to the
weak∗ topology w∗ = σ(X∗, X).
According to [26], the last result was ﬁrst established by Levin [15] for a ﬁnite-
valued convex function deﬁned on Rn. The continuity assumption on the data func-
tions is weakened in [29] and [21, Thm. 4].
Even in simple situations dealing with ﬁnitely many functions, the problem is
involved so that simple examples in the Euclidean space show that these nice formu-
lae above do not hold in general. Nevertheless, in order to overcome this diﬃculty,
Brøndsted [2] used the concept of ε-subdiﬀerential to establish the following formula,
which is valid when T = {1, 2, . . . , k} and all of the functions fi, i = 1, 2, . . . , k agree
at z :
∂f(z) =
⋂
ε>0 cl
(
co
⋃k
i=1∂εfi(z)
)
.
In the case of an inﬁnite collection of convex functions (T inﬁnite), and following
[10, p. 405], the most elaborated results are due to Valadier in [27] where, in the
context of normed vector spaces and assuming that the supremum function f is con-
tinuous at z, the subdiﬀerential ∂f(z) is expressed by considering not only z but all
nearby points around it. More precisely, denoting by ‖·‖ the corresponding norm in
X, the following formula is given in [27]:
∂f(z) =
⋂
ε>0 cl [co (
⋃{∂ft(y) | y ∈ X, t ∈ T : ‖y − z‖ ≤ ε, ft(z) ≥ f(z)− ε})] .
By using the concept of ε-subdiﬀerential, Volle [28] obtained another characteriza-
tion of ∂f(z) where only the nominal point z appears but in terms of approximate
subgradients:
∂f(z) =
⋂
ε>0 cl [co (
⋃{∂εft(z) | t ∈ T : ft(z) ≥ f(z)− ε})] .
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It is worth noting that if either all of the functions ft are aﬃne or if the space X
is Banach, then the last two formulas above are equivalent. The equivalence for
aﬃne functions is clear while in the Banach spaces setting this observation is partly
due to Brøndsted–Rockafellar’s theorem, expressing the ε-subdiﬀerential by means of
exact subdiﬀerentials at nearby points. As it can be seen, the advantage of using
such an enlargement of the subdiﬀerential, namely, the ε-subdiﬀerential, is to avoid
qualiﬁcations type conditions. Such an idea is exploited in the survey paper [11]
(see also references therein) to provide many calculus rules without requiring any
regularity condition.
Recently, in [7], the following characterization for the subdiﬀerential ∂f is given
when ft : R
n → R ∪ {+∞}, t ∈ T , are proper convex functions and T is arbitrary:
∂f(z) =
⋂
ε>0 cl
[
co (
⋃{∂εft(z) | t ∈ T : ft(z) ≥ f(z)− ε}) + Ndom f (z)],
where Ndom f (z) stands for the normal cone to the domain of f (dom f) at z, provided
that either the ft’s are lsc or that the relative interiors of their (eﬀective) domains
have a common point. In this setting, the formula above implies the one given by Volle
[28], since Ndom f (z) = {θ} whenever z is a continuity point of the supremum function
f . Further, when dealing with a ﬁnite number of functions the term Ndom f (x) can be
removed from the formula above which, consequently, entails the one of Brøndsted [2].
At this step, the purpose of the present paper is twofold. First, we extend the last
formula from [7] to the setting of convex functions deﬁned on locally convex spaces
and which are not necessarily proper or lsc. To this aim, we consider those collections
of functions satisfying the following closedness criterion, which holds for a broad class
of convex functions and obviously covers the case of lsc functions:
(1) cl f = sup
t∈T
cl ft,
where cl f and cl ft stand for the lsc hull of the convex functions f and ft, respectively.
Second, we give a uniﬁed approach for the framework of calculus rules in convex
analysis. In fact, our characterization of ∂f also allows us to obtain formulas for
the subdiﬀerential of the resulting function in many operations as the sum of convex
functions and the composition of an aﬃne continuous mapping with a convex function.
In this way, we provide direct and easier proofs for the basic chain rules when some
supplementary qualiﬁcation conditions are assumed.
The summary of the paper is as follows. In section 2 we introduce the main tools
and basic results used in the paper. In section 3 we give the aimed formula for the
subdiﬀerential of the supremum of an arbitrary family of convex functions. After a
series of auxiliary lemmas the main result is stated in Theorem 4. In it we use a
closedness criterion which is studied in Corollary 9. We close this section by deriving
some other formulae in Corollaries 7 (for aﬃne functions), 8 (for ﬁnite-dimensional
spaces or, more generally, when the relative interior of the domain of the supremum
function f is not empty), 10 (Volle’s formula), and 12 (Brøndsted’s formula). In
section 4 we introduce a unifying framework for deriving subdiﬀerential calculus rules.
Namely, in Theorem 13 we give a formula for the subdiﬀerential of the sum of a convex
function and another convex function precomposed with a continuous aﬃne mapping.
Theorem 13 constitutes a slight extension of Hiriart-Urruty–Phelps formula (Corollary
14). It also yields an easy derivation of the basic chain rule (Corollary 16) when some
supplementary conditions are assumed, namely, the Moreau–Rockafellar constraint
qualiﬁcation.
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866 A. HANTOUTE, M. A. LO´PEZ, AND C. ZA˘LINESCU
2. Notations and basic tools. In this paperX and Y stand for (real) separated
locally convex spaces. Their topological dual spaces are respectively denoted by X∗
and Y ∗. The spaces X and X∗ (Y and Y ∗) are paired in duality by the bilinear
form (x∗, x) ∈ X∗ × X → 〈x∗, x〉 := 〈x, x∗〉 := x∗(x) ((y∗, y) ∈ Y ∗ × Y → 〈y∗, y〉,
respectively). Throughout the paper, the sole topology deﬁned on the dual spaces
is the w∗–topology. The zero vectors in the involved spaces are all denoted by θ,
and the neighborhoods of θ are called θ–neighborhoods. We use the notation R :=
R ∪ {−∞,+∞}.
We ﬁrst recall some basic results of convex analysis which can be found, e.g.,
in the books [17] and [32] and the references therein (see also [10] and [22]). Given
two nonempty sets A and B in X (or in X∗, Y , Y ∗), we deﬁne the algebraic (or
Minkowski) sum by
(2) A+B := {a+ b | a ∈ A, b ∈ B}, A+ ∅ := ∅+A := ∅;
moreover, if ∅ = Λ ⊂ R we set
ΛA := {λa | λ ∈ Λ, a ∈ A}, Λ∅ := ∅.
Furthermore, Λx := Λ{x}, λA := {λ}A, and x+A := {x}+A.
By coA, coneA, and aﬀ A, we denote the convex hull, the conic hull, and the
aﬃne hull of the set A, respectively. Moreover, intA is the interior of A, and clA
and A are indistinctly used for denoting the closure of A (w∗–closure if A ⊂ X∗ or
A ⊂ Y ∗). In this way, we set coA := cl(coA) and coneA := cl(coneA). We use riA to
denote the (topological) relative interior of A (i.e., the interior of A in the topology
relative to aﬀ A if aﬀ A is closed, and the empty set otherwise). We shall use Greek
letters for denoting real numbers.
The following properties are applied very often:
(3) cl(A+B) = cl(A+ clB),
and if A is convex,
(4) λ riA+ (1− λ) clA ⊂ riA for every λ ∈ ]0, 1].
Associated with A = ∅ we consider the sets
A◦ := {x∗ ∈ X∗ | 〈x∗, x〉 ≥ −1 for all x ∈ A} ,
A− := − (coneA)◦ = {x∗ ∈ X∗ | 〈x∗, x〉 ≤ 0 for all x ∈ A} , and
A⊥ := (−A−) ∩A− = {x∗ ∈ X∗ | 〈x∗, x〉 = 0 for all x ∈ A} ,
i.e., the (one-sided) polar, the negative dual cone, and the orthogonal subspace (or
annihilator) of A, respectively. Observe that A◦ is a closed convex set containing
θ, A− is a closed convex cone, and A⊥ is a closed linear subspace. Further, by the
bipolar theorem, we have
(5) A◦◦ = co(A ∪ {θ}) and A−− = cone(coA).
If A ⊂ X is convex and x ∈ X, we deﬁne the normal cone to A at x as
NA(x) :=
{
(A− x)− if x ∈ A,
∅ if x ∈ X \A.
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As a consequence of this deﬁnition N∅(x) = ∅ for every x ∈ X. If A = ∅ is convex
and closed, A∞ represents its recession cone deﬁned as
A∞ := {y ∈ X | x+ λy ∈ X for some x ∈ X and all λ ≥ 0} .
Given a function f : X −→ R, its (eﬀective) domain and epigraph are deﬁned by
dom f := {x ∈ X | f(x) < +∞},
epi f := {(x, α) ∈ X × R | f(x) ≤ α};
moreover, when f is proper, that is, dom f = ∅ and f(x) > −∞ for all x ∈ X, we
consider the graph of f as being deﬁned by
gph f := {(x, f(x)) ∈ X × R | x ∈ dom f}.
So, for f proper one has epi f = gph f + R+(θ, 1). We say that f is convex if epi f is
convex. In what follows we shall use the convention +∞−∞ := +∞+(−∞) := +∞.
Assume that f is convex. The lower closure of f is the function cl f : X −→ R deﬁned
by
(cl f)(x) := inf{t | (x, t) ∈ cl(epi f)}.
Clearly we have epi (cl f) = cl (epi f), which implies that cl f is a lsc convex function
dominated by f ; i.e., cl f ≤ f . Equivalently, we have
(cl f)(x) = lim inf
y→x f(y) ∀x ∈ X.
Further, it can be checked that cl (dom (cl f)) = cl (dom f). If (cl f) (x) = f(x), then
f is lsc at x. If there exists x0 ∈ X such that (cl f) (x0) = −∞, then (cl f) (x) = −∞
for all x ∈ dom (cl f). We shall denote by Λ(X) the set of all the proper convex
functions on X, and by Γ(X) the subset of Λ(X) consisting of the lsc functions; the
sets Λ(X∗) and Γ(X∗) are deﬁned in a similar way.
The Fenchel conjugate of f is the function f∗ : X∗ −→ R given by
f∗(x∗) := sup{〈x∗, x〉 − f(x) | x ∈ X}.
The functions f and cl f have the same conjugate; i.e., f∗ = (cl f)∗. The biconjugate
of f is the function f∗∗ : X −→ R given by
f∗∗(x) := sup{〈x∗, x〉 − f∗(x∗) | x∗ ∈ X∗}.
Let us recall here that f∗ ∈ Γ(X∗) if and only if dom f = ∅ and there exist x∗ ∈ X∗
and α ∈ R such that f(x) ≥ 〈x∗, x〉 + α for all x ∈ X; this happens, for instance,
when f ∈ Γ(X) in which case we have f∗∗ = f .
The support and the indicator functions of A = ∅ are, respectively, deﬁned as
σA(x
∗) := sup{〈x∗, a〉 | a ∈ A} for x∗ ∈ X∗,
and
IA(x) :=
{
0 if x ∈ A,
+∞ if x ∈ X \A.
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868 A. HANTOUTE, M. A. LO´PEZ, AND C. ZA˘LINESCU
The function σA is sublinear, lsc, and satisﬁes
(6) σA = σcoA = I
∗
coA.
Moreover, it is known that (domσA)
−
= (coA)∞ (e.g., [29, p. 142]) or equivalently,
by using (5),
(7) cl(domσA) = [(coA)∞]
−
.
If A1, . . . , Am ⊂ X are nonempty sets (m ≥ 2), then clearly σA1 + · · · + σAm =
σA1+···+Am and max {σA1 , . . . , σAm} = σA1∪···∪Am ; moreover, if 1 ≤ k < m, then
σA1 + · · ·+ σAk + max
{
σAk+1 , . . . , σAm
}
= σA1+···+Ak+(Ak+1∪···∪Am).
Hence
domσA1+···+Am = domσA1∪···∪Am = domσA1+···+Ak+(Ak+1∪···∪Am).
Using (6) and (7) we get
[co(A1 + · · ·+Am)]∞ = [co(A1 ∪ · · · ∪Am)]∞
= [co (A1 + · · ·+Ak + (Ak+1 ∪ · · · ∪Am))]∞ .(8)
If f is convex and ε ≥ 0, the ε-subdiﬀerential of f at a point x ∈ X such that
f(x) ∈ R is the w∗–closed convex set
∂εf(x) := {x∗ ∈ X∗ | f(y)− f(x) ≥ 〈x∗, y − x〉 − ε for all y ∈ X}.
If f(x) /∈ R, then we set ∂εf(x) := ∅. In particular, for ε = 0 we get ∂f(x) :=
∂0f(x), the subdiﬀerential of f at x. Given x ∈ X and ε ≥ 0 we recall the following
properties: ∂f(x) = ∩ε>0∂εf(x) and ∂εf(x) = ∂εf(x) + Ndom f (x); moreover, as a
simple computation shows (see also [32, Exer. 2.23]),
(9) [∂εf(x)]∞ = Ndom f (x) for all x ∈ dom f and ε ≥ 0 with ∂εf(x) = ∅.
If f is not proper, then ∂εf(x) = ∅ for all x ∈ X. If f is lsc at x and f(x) ∈ R, then
(10) ∂ε (cl f) (x) = ∂εf(x).
If ∂f(x) = ∅, then we have
(11) (cl f)(x) = f(x) and ∂ (cl f) (x) = ∂f(x).
If f ∈ Λ(X) and f(x) ∈ R, then we have ∂εf(x) = ∅ for all ε > 0 if and only if f is
lsc at x. Moreover, we have
(12) ∂εf(x) = {x∗ ∈ X∗ | f(x) + f∗(x∗) ≤ 〈x∗, x〉+ ε} for all ε ≥ 0.
If A is convex and x ∈ A,
∂IA(x) = (cone(A− x))− = NA(x).
Finally, if f ∈ Γ(X), then for every x ∈ dom f , u ∈ X and ε > 0, we have (see [32,
Thm. 2.4.11])
(13) f ′ε(x, u) := inf
λ>0
f(x+ λu)− f(x) + ε
λ
= σ∂εf(x)(u).
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3. Calculus rules for the subdiﬀerential of the supremum function. In
this section we consider a nonempty family {ft | t ∈ T} of convex functions ft : X → R
deﬁned on a (separated) real locally convex space X. The corresponding pointwise
supremum function f : X → R, given by
(14) f(x) := sup{ft(x) | t ∈ T},
is also convex; our main purpose in this section is to provide a formula for the subd-
iﬀerential ∂f of f in terms exclusively of the data functions ft, t ∈ T . The following
simple example draws aside, in general, the possibility of writing ∂f in terms of ∂ft,
t ∈ T .
Example 1. [11, Ex. 2.1] Let f1, f2 : R→ R ∪ {+∞} be deﬁned by
f1(x) =
{ −2√x if x ≥ 0,
+∞ if x < 0, and f2(x) = f1(−x)
so that f := max{f1, f2} = I{0}. Then, we easily check that ∂f(0) = R while both
∂f1(0) and ∂f2(0) are empty.
Nevertheless, Theorem 4 below provides a characterization of ∂f , which involves
the approximate subdiﬀerentials of the data functions. To start with, we ﬁrst establish
two elementary lemmas.
Lemma 1. Let h ∈ Λ(X) and A ⊂ domh be a convex set. If riA = ∅, then
infA h = infclA h.
Proof. Set μ := infA h. Fix some x0 ∈ riA and consider x ∈ clA. Take xn :=
(1− 1n )x+ 1nx0 for n ≥ 1; then
μ ≤ h(xn) ≤ (1− 1n )h(x) + 1nh(x0).
Taking the limit we get μ ≤ h(x); hence μ ≤ infclA h.
The following simple result is an immediate consequence of (10) and (11).
Lemma 2. Let h ∈ Λ(X) and x ∈ domh. If clh ∈ Λ(X), then
∂εh(x) = ∂clh(x)−h(x)+ε clh(x) for all ε ∈ R.
Hence ∂εh(x) = ∅ for ε > h(x)− clh(x), and ∂εh(x) = ∅ for ε < h(x)− clh(x).
From now on, we ﬁx the following notations. Given z ∈ X and ε > 0 we set
Fz := {L ⊂ X | L is a ﬁnite-dimensional linear subspace, with z ∈ L},
and
Tε(z) := {t ∈ T | ft(z) ≥ f(z)− ε},
where ft and f are deﬁned as in (14).
The following lemma provides the ﬁrst extension of Proposition 3 in [7] to general
locally convex spaces; [7, Prop. 3] is established in Rn using subdiﬀerential calculus
for support functions. Here we give a direct proof, which, in particular, does not
appeal to the Fenchel linearization of the functions ft.
Lemma 3. Let ft ∈ Γ(X) for t ∈ T = ∅ and set f := supt∈T ft. Assume that
z ∈ dom f and that ri(dom f) = ∅, then
∂f(z) =
⋂
ε>0
cl
(
co
( ⋃
t∈Tε(z)
∂αεft(z)
)
+ Ndom f (z)
)
∀α > 0.
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Proof. Fix α > 0. Denote by A the set in the right-hand side of the above equality.
Without loss of generality (w.l.o.g.) we assume that z = θ and f(θ) = 0. Set
Tε := Tε(θ), Aε := co
(⋃
t∈Tε(z)∂αεft(z)
)
.
Note ﬁrst that, Aε ⊂ ∂(1+α)εf(θ), which together with Ndom f (θ) = (∂(1+α)εft(θ))∞,
implies that cl (Aε + Ndom f (θ)) ⊂ ∂(1+α)εf(θ). Indeed,
〈x, x∗〉 ≤ ft(x)− ft(θ) + αε(15)
≤ f(x) + (1 + α)ε ∀t ∈ Tε, ∀x∗ ∈ ∂αεft(θ), ∀x ∈ X,
whence x∗ ∈ ∂(1+α)εf(θ). Hence A ⊂ ∩ε>0∂(1+α)εf(θ) = ∂f(θ).
Let us prove now that ∂f(θ) ⊂ A. Notice that f = h∗, where h := inft∈T f∗t ≥
f∗ ≥ 0. Moreover, for x∗ ∈ Aε and ε > 0, we have that h(x∗) ≥ (1∧α)ε := min{1, α}ε.
Indeed, if t ∈ Tε, then x∗ ∈ ∂αεft(θ), and so f∗t (x∗) ≥ ft(θ)+ f∗t (x∗) > 〈θ, x∗〉+αε =
αε, while, for t ∈ T \Tε we have that f∗t (x∗) ≥ 〈θ, x∗〉−ft(θ) > −f(θ)+ ε = ε. Hence
f∗t (x
∗) ≥ (1∧α)ε for every t ∈ T , and so h(x∗) ≥ (1∧α)ε. Take now x¯∗ ∈ X∗, which
is not in cl (Aε + Ndom f (θ)) for (some) ε > 0. Using a separation theorem, there exist
x¯ ∈ X and γ > 0 such that
(16) 〈x¯, x¯∗〉 > γ + 〈x¯, x∗〉+ 〈x¯, u∗〉 for all x∗ ∈ Aε and all u∗ ∈ Ndom f (θ).
It follows that x¯ ∈ (Ndom f (θ))− = cl(R+ dom f). Furthermore, note that from (15)
we get dom f ⊂ domσAε , and so C := R+(dom f) ⊂ domσAε = dom(σAε − x¯∗).
Since aﬀ C = aﬀ(dom f) and ri(dom f) = ∅, we have that riC = ∅. Using Lemma 1
for σAε − x¯∗ and C we obtain that one can take x¯ ∈ dom f .
For λ ∈ ]0, 1[ we have
f(λx¯) = sup{〈λx¯, x∗〉 − h(x∗) | x∗ ∈ X∗}
= max
{
sup
x∗∈Aε
[〈λx¯, x∗〉 − h(x∗)] , sup
x∗∈X∗\Aε
[〈λx¯, x∗〉 − h(x∗)]
}
.
But, h ≥ 0 and 〈x¯, x¯∗〉 ≥ γ + σAε(x¯) (being a consequence of (16)) allow us to write
sup
x∗∈Aε
[〈λx¯, x∗〉 − h(x∗)] ≤ sup
x∗∈Aε
〈λx¯, x∗〉 = λσAε(x¯)
≤ λ(−γ + 〈x¯, x¯∗〉) < 〈λx¯, x¯∗〉,
while the fact that h ≥ (1 ∧ α)ε on X∗ \Aε implies that
sup
x∗∈X∗\Aε
[〈λx¯, x∗〉 − h(x∗)] ≤ sup
x∗∈X∗\Aε
λ [〈x¯, x∗〉 − h(x∗)] + sup
x∗∈X∗\Aε
(1− λ) [−h(x∗)]
≤ λh∗(x¯)− (1− λ)(1 ∧ α)ε = λf(x¯)− (1− λ)(1 ∧ α)ε.
Thus, since
λf(x¯)− (1− λ)(1 ∧ α)ε < 〈λx¯, x∗〉
for λ ∈ ]0, 1[ suﬃciently small, for such λ we have f(λx¯) < 〈λx¯, x∗〉, whence x∗ ∈ ∂f(θ)
because f(θ) = 0. The proof is complete.
Now we are ready to give the main result of the paper in which we establish the
formula of the subdiﬀerential of the supremum function f deﬁned in (14).
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Theorem 4. Let {ft | t ∈ T} be a nonempty family of convex functions ft : X →
R and set f := supt∈T ft. Assume that
cl f = sup{cl ft | t ∈ T}.
Then, for every z ∈ X, we have
∂f(z) =
⋂
L∈Fz,ε>0
cl
(
co
( ⋃
t∈Tε(z)
∂αεft(z)
)
+ NL∩dom f (z)
)
for all α > 0.
Proof. Fix α > 0 and denote by A the set in the right-hand side of the preceding
equality.
Note ﬁrst that the conclusion holds if f(z) /∈ R. Indeed, if f(z) = +∞, then
∂f(z) = ∅ = NL∩dom f (z) for every L ∈ Fz, and the conclusion holds trivially (taking
into account (2)). If f(z) = −∞, then ft(z) = −∞ for all t ∈ T , and so ∂f(z) =
∂αεft(z) = ∅ for all t ∈ T and all ε > 0, and again the conclusion holds trivially.
In the rest of the proof we assume that f(z) ∈ R and so, w.l.o.g., we take z = θ
and f(θ) = 0. To simplify the writing we use the notation
Tε := Tε(θ), Aε := co
(⋃
t∈Tε∂αεft(θ)
)
, F := Fθ.
The inclusion A ⊂ ∂f(θ) easily follows by the deﬁnition of Aε. Indeed, ﬁx x ∈
dom f , and let L ∈ F . Then, by setting E := L+ Rx we get
〈x, x∗ + u∗〉 ≤ 〈x, x∗〉 ≤ ft(x)− ft(θ) + αε ≤ f(x) + (1 + α)ε
for all t ∈ Tε, x∗ ∈ ∂αεft(θ), and u∗ ∈ NE∩dom f (θ), whence
〈x, v∗〉 ≤ f(x) + (1 + α)ε for all v∗ ∈ cl (Aε + NE∩dom f (θ)) .
Because E ∈ F and NE∩dom f (θ) ⊂ NL∩dom f (θ), we deduce that
〈x, v∗〉 ≤ f(x) + (1 + α)ε for all ε > 0 and v∗ ∈ A.
Hence 〈x, v∗〉 ≤ f(x)− f(θ) for all x ∈ dom f and v∗ ∈ A. Therefore, A ⊂ ∂f(θ). To
prove the inclusion ∂f(θ) ⊂ A it suﬃces to assume that ∂f(θ) = ∅ in which case, by
(11),
(17) ∂f(θ) = ∂ (cl f) (θ) and (cl f)(θ) = f(θ) = 0.
For this aim we shall introduce a family of functions satisfying the assumptions
of Lemma 3.
Let us set S := {t ∈ T | cl ft is not proper}. Then cl ft takes its values in
{−∞,+∞} for t ∈ S and so, because (cl ft)(θ) ≤ (cl f)(θ) = 0 for t ∈ T , we obtain
that (cl ft)(θ) = −∞ for t ∈ S; using our hypothesis we get T \ S = ∅.
Fix L ∈ F and deﬁne the family of functions {gt | t ∈ T} ⊂ Γ(X) by
gt(x) :=
{
max{(cl ft)(x),−1} for t ∈ S,
(cl ft)(x) for t ∈ T \ S
and set
g(x) := sup{gt(x) + 〈x, x∗〉 | x∗ ∈ L⊥, t ∈ T}.
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(Observe that g = supt∈T gt + IL.) Then, since gt ≥ cl ft for every t ∈ T , the current
assumption yields
g = sup
t∈T
gt + IL ≥ sup
t∈T
cl ft + IL = cl f + IL.
Furthermore, thanks to (17), there exists a convex neighborhood U of θ such that
(cl f)(x) > −1 for every x ∈ U . Hence for x ∈ U ∩ L we have either (cl f)(x) =
+∞ ≥ g(x) or (cl f)(x) < +∞; in this case for t ∈ S one has (cl ft)(x) = −∞, and so
gt(x) = −1 ≤ (cl f)(x), while for t ∈ T \ S one has gt(x) = (cl ft)(x) ≤ (cl f)(x). We
deduce that g(x) ≤ (cl f)(x) for x ∈ U ∩ L. Therefore,
(18) g(x) = (cl f)(x) + IL(x) for every x ∈ U.
Moreover, because L ∩ U ∩ dom f ⊂ L ∩ U ∩ dom(cl f) = U ∩ dom g, we get
(19) Ndom g(θ) ⊂ NL∩dom f (θ).
Now set
T ′ε := {t ∈ T | gt(θ) ≥ −ε}.
Then T ′ε ⊂ Tε \ S for ε ∈ ]0, 1[. In fact, since gt(θ) = −1 for t ∈ S, we have that
T ′ε ⊂ T \ S. Hence, for t ∈ T ′ε we write 0 ≥ ft(θ) ≥ (cl ft)(θ) = gt(θ) ≥ −ε, and
so t ∈ Tε. Moreover, for t ∈ T ′ε we have that ∂αε(cl ft)(θ) ⊂ ∂(1+α)εft(θ). Indeed,
since we have ft(θ) − (cl ft)(θ) ≤ f(θ) − gt(θ) = g(θ) − gt(θ) ≤ ε, Lemma 2 yields
∂αε(cl ft)(θ) = ∂αε+ft(θ)−(cl ft)(θ)ft(θ) ⊂ ∂(1+α)εft(θ). In view of these observations
we get
(20) co
( ⋃
t∈T ′ε
∂αεgt(θ)
)
⊂ co
( ⋃
t∈T ′ε
∂(1+α)εft(θ)
)
for all ε ∈ ]0, 1[.
Now we go back to the proof of the inclusion ∂f(θ) ⊂ A. We apply Lemma 3
for the family {g(t,x∗) | (t, x∗) ∈ T × L⊥} ⊂ Γ(X) with g(t,x∗) := gt + x∗ and α
(this is possible because g = sup{g(t,x∗) | (t, x∗) ∈ T × L⊥} and dom g ⊂ L, and so
ri(dom g) = ∅, L being a ﬁnite-dimensional space). We obtain
∂g(θ) =
⋂
ε>0
cl
(
co
( ⋃
t∈T ′ε,x∗∈L⊥
∂αε(gt + x
∗)(θ)
)
+ Ndom g(θ)
)
=
⋂
ε>0
cl
(
co
( ⋃
t∈T ′ε
∂αεgt(θ)
)
+ L⊥ + Ndom g(θ)
)
.
Then in view of the evident fact that L⊥ + NL∩dom f (θ) ⊂ NL∩dom f (θ), and using
(19) and (20), we get
∂g(θ) ⊂ ⋂
ε∈]0,1[
cl
(
co
( ⋃
t∈T ′ε
∂αεgt(θ)
)
+ NL∩dom f (θ)
)
⊂ ⋂
ε∈]0,1[
cl
(
co
( ⋃
t∈Tε
∂(1+α)εft(θ)
)
+ NL∩dom f (θ)
)
.
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Hence, for each ε ∈ ]0, 1[ we obtain that, taking into account (17) and (18),
∂f(θ) ⊂ ∂(cl f)(θ) + L⊥ = ∂(cl f)(θ) + ∂IL(θ) ⊂ ∂ (cl f + IL) (θ)
= ∂g(θ) ⊂ cl
(
co
( ⋃
t∈Tε
∂(1+α)εft(θ)
)
+ NL∩dom f (θ)
)
for all ε ∈ ]0, 1[. Since δ := α1+αε ∈ ]0, ε[ ⊂ ]0, 1[ (for ε ∈ ]0, 1[), we also have that
∂f(θ) ⊂ cl
(
co
( ⋃
t∈Tδ
∂αεft(θ)
)
+ NL∩dom f (θ)
)
⊂ cl (Aε + NL∩dom f (θ))
for all ε ∈ ]0, 1[. Since ε ∈ ]0, 1[ and L ∈ F were arbitrarily chosen, we obtain that
∂f(θ) ⊂ ⋂
L∈F,ε∈]0,1[
cl (Aε + NL∩dom f (θ)) =
⋂
L∈F,ε>0
cl (Aε + NL∩dom f (θ)) = A.
The proof is complete.
Theorem 4 provides a complete description for ∂f only in terms of the data
functions ft, t ∈ T . Other descriptions will be provided in Theorem 6 below. We ﬁrst
establish the following lemma, which provides a straightforward inﬁnite-dimensional
extension of the corresponding statements in [7, Prop. 4].
Lemma 5. Let T = ∅ and {ft | t ∈ T} ⊂ Γ(X), and set f := sup{ft | t ∈ T}.
Then, for every z ∈ dom f , we have that
Ndom f (z) = {v∗ ∈ X∗ | (v∗, 〈v∗, z〉) ∈ [co (∪t∈T gph f∗t )]∞}(21)
= {v∗ ∈ X∗ | (v∗, 〈v∗, z〉) ∈ [co (∪t∈T epi f∗t )]∞}(22)
= {v∗ ∈ X∗ | (v∗, 〈v∗, z〉) ∈ (epi f∗)∞}(23)
= {v∗ ∈ X∗ | (v∗, 〈v∗, z〉) ∈ epi(σdom f )} .(24)
Proof. We assume that f is proper. Statement (24) is just the deﬁnition of
Ndom f (z). As seen in Lemma 3, we have that
(inft∈T f∗t )
∗
= supt∈T f
∗∗
t = supt∈T ft = f.
Since f is proper we obtain that
f∗ = (inft∈T f∗t )
∗∗
= co
(
inf
t∈T
f∗t
)
,
that is, epi f∗ = co(∪t∈T epi f∗t ); moreover, by [32, Exer. 2.23] one has (epi f∗)∞ =
epi(σdom f ). Using these two relations we get statements (22) and (23). To ﬁnish
the proof, it suﬃces to establish the equality between the sets appearing in the right-
hand sides of (21) and (22), say, E1(z) and E2(z), respectively, or simply the inclusion
E2(z) ⊂ E1(z), since the opposite inclusion is trivial. Indeed, because for any proper
function g : X → R one has gph g + R+(θ, 1) = epi g, we obtain that
co (∪t∈T gph f∗t ) ⊂ cl [co (∪t∈T gph f∗t ) + R+(θ, 1)] = co (∪t∈T epi f∗t ) = epi f∗.
Since f∗ is proper, we have [co (∪t∈T gph f∗t )]∞ ∩− [R+(θ, 1)]∞ = {(θ, 0)}, and so by
[30, Cor. 3.12] (see also [16, Thm. 1.1]), we obtain that co (∪t∈T gph f∗t ) +R+(θ, 1) is
closed, whence co (∪t∈T gph f∗t ) + R+(θ, 1) = co (∪t∈T epi f∗t ), and
[co (∪t∈T epi f∗t )]∞ = [co (∪t∈T gph f∗t ) + R+(θ, 1)]∞
= [co (∪t∈T gph f∗t )]∞ + R+(θ, 1).
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Take v∗ ∈ E2(z); using the preceding relation, (v∗, 〈v∗, z〉) = (x∗, η + λ) for some
(x∗, η) ∈ [co (∪t∈T gph f∗t )]∞, and λ ≥ 0. Moreover, since dom f×{−1} ⊂dom (σepi f∗)
⊂ [(epi f∗)∞]−, we obtain that
dom f × {−1} ⊂ [(co (∪t∈T epi f∗t ))∞]− ⊂ [(co (∪t∈T gph f∗t ))∞]− ,
and so 〈(x∗, η), (z,−1)〉 ≤ 0. Since v∗ = x∗, it follows that
λ = 〈(v∗, η), (z,−1)〉 = 〈(x∗, η), (z,−1)〉 ≤ 0;
hence λ = 0, and so (v∗, 〈v∗, z〉) = (x∗, η) ∈ [co (∪t∈T gph f∗t )]∞. This shows that
v∗ ∈ E1(z).
We have the following theorem in which, for simplicity, we suppose that ft ∈ Γ(X)
for all t ∈ T .
Theorem 6. Let T = ∅ and {ft | t ∈ T} ⊂ Γ(X), and set f := supt∈T ft. Then,
for every z ∈ X and every α > 0, we have that
∂f(z) =
⋂
L∈Fz,ε>0
co
(
AL +
⋃
t∈Tε(z)
∂αεft(z)
)
=
⋂
L∈Fz,ε>0
co
(
BL +
⋃
t∈Tε(z)
∂αεft(z)
)
,
where
AL :=
{
v∗ ∈ X∗
∣∣∣∣(v∗, 〈v∗, z〉) ∈
[
co
(
(L⊥ × R+) ∪
( ⋃
t∈T
epi f∗t
))]
∞
}
,
BL :=
{
v∗ ∈ X∗
∣∣∣∣(v∗, 〈v∗, z〉) ∈
[
co
(
(L⊥ × {0}) ∪
( ⋃
t∈T
gph f∗t
))]
∞
}
.
Proof. According to Theorem 4 it suﬃces to write NL∩dom f (z) in terms of the data
functions ft for each L ∈ Fz. Indeed, by Lemma 5 applied to the family {ft | t ∈ T}∪
{IL} ⊂ Γ(X), we have NL∩dom f (z) = AL = BL; we used the fact that (IL)∗ = IL⊥ ,
and so epi (IL)
∗
= epi (IL⊥) = L
⊥ × R+ and gph (IL)∗ = gph (IL⊥) = L⊥ × {0}.
In the aﬃne case (ft aﬃne) our formula takes a simpler form.
Corollary 7. Assume that T = ∅ and f := sup{〈a∗t , ·〉 − βt | t ∈ T}, with
a∗t ∈ X∗ and βt ∈ R. Then, for every z ∈ X, we have that
∂f(z) =
⋂
L∈Fz,ε>0
cl (co{a∗t | t ∈ Tε(z)}+BL) ,
where Tε(z) := {t ∈ T | 〈a∗t , z〉 − βt ≥ f(z)− ε} and
BL :=
{
v∗ ∈ X∗ ∣∣ (v∗, 〈v∗, z〉) ∈ [co ((L⊥ × {0}) ∪ {(a∗t , βt) | t ∈ T})]∞
}
.
In particular, for a given nonempty set A ⊂ X∗, we have that
∂σA(z) =
⋂
L∈Fz,ε>0
cl
(
co(Aε) +
[
co
(
L⊥ ∪A)]∞ ∩ {z}⊥
)
,
where Aε := {a∗ ∈ A | 〈z, a∗〉 ≥ σA(z)− ε}.
Proof. These formulae easily follow by Theorem 6, similarly as in
[7, Prop. 1].
The following corollary gives us a simpliﬁed representation for the subdiﬀerential
set of f when ri(dom f) = ∅. This is also an extension of Lemma 3 when the functions
ft are not necessarily lsc.
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Corollary 8. Let {ft | t ∈ T} be a nonempty family of convex functions
ft : X → R, and set f := supt∈T ft. Assume that ri(dom f) = ∅. Then, for every
z ∈ X and α > 0, we have that
∂f(z) =
⋂
ε>0
cl
(
co
( ⋃
t∈Tε(z)
∂αεft(z)
)
+ Ndom f (z)
)
.
Proof. The inclusion “⊃” follows immediately by Theorem 4, since we have
Ndom f (z) ⊂ NL∩dom f (z) for every L ∈ Fz. To prove the inclusion “⊂”, let α > 0 be
ﬁxed, and let ∂f(z) = ∅ (otherwise the inclusion is obvious). We (may) assume that
z = θ and f(θ) = 0. Then it suﬃces to show that ∂f(θ) ⊂ cl ( co (⋃t∈Tε(θ)∂αεft(θ)
)
+
Ndom f (θ)
)
for any given ε > 0. Let V ∈ V, that is, V is a θ–neighborhood in X∗,
and L ∈ Fθ be such that L⊥ ⊂ V. We may suppose w.l.o.g. that L ∩ ri(dom f) = ∅,
which in particular, implies that L ∩ ri(R+ dom f) = ∅. Using (4) we obtain that
cl (L ∩ R+ dom f) = L ∩ cl(R+ dom f); this implies that (see [32, p. 7])
NL∩dom f (θ) = (L ∩ cl(R+ dom f))− = cl(L− + (R+ dom f)−) = cl
(
L⊥ + Ndom f (θ)
)
.
So, by using once again Theorem 4 and (3), we obtain that
∂f(θ) ⊂ cl [co (⋃t∈Tε(θ)∂αεft(θ))+ NL∩dom f (θ)]
= cl
[
co
(⋃
t∈Tε(θ)∂αεft(θ)
)
+ L⊥ + Ndom f (θ)
]
⊂ co (⋃t∈Tε(θ)∂αεft(θ)
)
+ Ndom f (θ) + V.
As V is an arbitrary θ–neighborhood, we get that
∂f(θ) ⊂ ⋂
V ∈V
(
co
( ⋃
t∈Tε(θ)
∂αεft(θ)
)
+ Ndom f (θ) + V
)
= cl
(
co
(⋃
t∈Tε(θ)∂αεft(θ)
)
+ Ndom f (θ)
)
,
which ﬁnishes the proof.
From a geometric point of view the closedness criterion given in Theorem 4 is
equivalent to
(25) cl
( ⋂
t∈T
epi ft
)
=
⋂
t∈T
cl (epi ft) ,
which is itself satisﬁed by a wide variety of convex functions as the following result
shows.
Corollary 9. Let {ft | t ∈ T} be a nonempty family of convex functions
ft : X → R, and set f := supt∈T ft. Assume that one of the following conditions
holds:
(i) All of the functions ft, with t ∈ T are lsc.
(ii) There exists x0 ∈ dom f such that ft is continuous at x0 for every t ∈ T .
(iii) T := {1, . . . , k, k + 1}, and there exists x0 ∈ ∩k+1i=1 dom fi such that f1, . . . , fk
are continuous at x0.
(iv) X = Rn and dom f ∩ (∩t∈T ri(dom ft)) is nonempty.
Then, we have that
cl f = sup{cl ft | t ∈ T},
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and, consequently, for every z ∈ X and α > 0, it holds that
∂f(z) =
⋂
L∈Fz,ε>0
cl
(
co
( ⋃
t∈Tε(z)
∂αεft(z)
)
+ NL∩dom f (z)
)
.
Proof. Setting At := epi ft for t ∈ T and A := epi f , one has always A = ∩t∈TAt,
and we have to show that clA = ∩t∈T cl(At). The inclusion clA ⊂ ∩t∈T cl(At) being
obvious, it remains to prove that clA ⊃ ∩t∈T cl(At) in each of the following cases.
(i) It is immediate.
(ii) First observe that [31, Lem. 13] is valid even if f is not proper. Consider
μ > f(x0). Applying this result we obtain that y0 := (x0, μ) ∈
⋂
t∈T intAt.
Now if x ∈ ⋂t∈T clAt, then (1 − λ)x + λy0 ∈ ⋂t∈T intAt ⊂ A for every
λ ∈ ]0, 1[, whence x ∈ clA.
(iii) Set B :=
⋂k
t=1At. Then, similarly as in (ii), we can show that y0 := (x0, μ) ∈
Ak+1 ∩ intB. Hence
cl
(⋂
t∈TAt
)
= cl (Ak+1 ∩B) = clAk+1∩clB = clAk+1∩
(⋂k
t=1 clAt
)
=
⋂
t∈T clAt.
(iv) This is practically [22, Thm. 9.4].
Taking into account Theorem 4, the ﬁnal conclusion follows.
The following result (for α = 1) is due to Volle (see, e.g., [28, Thm. A]) and is
originally established in the context of normed spaces.
Corollary 10. Let {ft | t ∈ T} be a nonempty family of convex functions
ft : X → R, and set f := supt∈T ft. Assume that f is ﬁnite and continuous at z ∈ X.
Then, we have
∂f(z) =
⋂
ε>0co
(⋃
t∈Tε(z)∂αεft(z)
)
for all α > 0.
Proof. Because f is ﬁnite and continuous at z, we have that z ∈ int(dom f), and
so Ndom f (z) = {θ}. Further, as z ∈ ∩t∈T int(dom f) Condition (ii) of Corollary 9
yields cl f = sup{cl ft | t ∈ T}. Of course, ri(dom f) = int(dom f) = ∅, and so the
conclusion follows from Corollary 8.
In order to derive Brøndsted’s formula (Corollary 12 below) we shall need the
following result on normal cones.
Lemma 11. (i) Let g1, . . . , gk ∈ Γ(X), f ∈ Γ(Y ), and consider a continuous
aﬃne mapping A : X → Y , where X and Y are (separated) locally convex spaces.
Then, for every z ∈ dom (g1 + · · ·+ gk + f ◦A) and all ε, ε1, . . . , εk > 0, we have that
Ndom(g1+···+gk+f◦A)(z) = [cl (∂ε1g1(z) + · · ·+ ∂εkgk(z) +A∗0∂εf(Az))]∞ ,
where A0 is the linear part of A, and A
∗
0 is the adjoint of A0.
(ii) Let {f1, . . . , fm} ⊂ Γ(X), with m ≥ 2 and 0 ≤ k ≤ m. Then, for all
z ∈ ⋂mt=1 dom ft and all ε1, . . . , εm > 0, we have that
N∩mt=1 dom ft(z) =
[
cl
(
∂ε1f1(z)+· · ·+∂εkfk(z)+co
(
∂εk+1fk+1(z)∪· · ·∪∂εmfm(z)
))]
∞,
where C1 + · · ·+ Ck := ∅ if k = 0 and Ck+1 ∪ · · · ∪ Cm := ∅ if k = m.
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Proof. (i) Using (7) and (13), as well as the fact that R+(B ∩ C) = R+B ∩ R+C
when B and C are convex sets containing θ, we get that
[(cl (∂ε1g1(z) + · · ·+ ∂εkgk(z) +A∗0∂εf(Az)))∞]−
= cl(dom(σ∂ε1g1(z) + · · ·+ σ∂εkgk(z) + σ∂εf(Az) ◦A0))
= cl
(
dom((g1)
′
ε1(z, ·)) ∩ · · · ∩ dom((gk)′εk(z, ·)) ∩A−10 dom(f ′ε(Az, ·))
)
= cl
(
R+ (dom g1 − z) ∩ · · · ∩ R+(dom gk − z) ∩A−10 (R+(dom f −Az))
)
= cl (R+ (dom(g1 + · · ·+ gk + f ◦A)− z)) ,
whence the conclusion follows using (5).
(ii) Taking f = 0 in (i) and observing that dom(g1 + · · ·+ gk) =
⋂
k
t=1 dom gt, we
get that N∩kt=1 dom gt(z) = [cl (∂ε1g1(z) + · · ·+ ∂εkgk(z))]∞. The conclusion follows
now using (8).
The following result is due to Brøndsted (e.g., [2]); see also [7, Prop. 7] where
such a formula is extended to families of inﬁnitely many convex functions deﬁned on
R
n.
Corollary 12. Consider the convex functions fi : X → R for i = 1, . . . , k, and
set f := max{f1, . . . , fk}. Assume that
cl f = max{cl f1, . . . , cl fk}.
Given z ∈ X such that (cl f)(z) = (cl fi)(z) for i = 1, . . . , k, we have that
∂f(z) =
⋂
ε>0co
(⋃k
i=1∂εfi(z)
)
.
Proof. It suﬃces to establish the inclusion “⊂” in the nontrivial case ∂f(z) = ∅.
According to (11), the function f is proper and satisﬁes f(z) = (cl f)(z) ∈ R and
∂f(z) = ∂ (cl f) (z). Because
(cl fi)(z) ≤ fi(z) ≤ f(z) = (cl f)(z) = (cl fi)(z),
we obtain that (cl fi)(z) = fi(z) = f(z) ∈ R for all i ∈ T := {1, . . . , k}; hence the
functions cl fi, with i ∈ T , are proper. Furthermore, using (10) we get
(26) ∂ε(cl fi)(z) = ∂εfi(z) for all ε > 0 and i ∈ T.
Fix ε > 0; it is clear that Tε(z) = T . Let V ∈ V, that is, V is a convex θ–
neighborhood in X∗, and take L ∈ Fz such that L⊥ ⊂ V (⇔ L⊥ ⊂ 12V ). Applying
Theorem 4 for {cl f1, . . . , cl fk} and α = 1, we have that
∂ (cl f) (z) ⊂ cl (co (⋃i∈T∂ε(cl fi)(z))+ NL∩dom(cl f)(z)) .
But Lemma 11(ii) applied to {cl f1, . . . , cl fk, IL} implies that
NL∩dom(cl f)(z) =
[
co
(
L⊥ +
(⋃
i∈T∂ε(cl fi)(z)
))]
∞ ,
where we used the property ∂εIL(z) = L
⊥. Thus, taking into account (3) and (26),
we get that
∂f(z) = ∂ (cl f) (z) ⊂ cl (co (⋃i∈T∂ε(cl fi)(z))+ [co (L⊥ + (⋃i∈T∂ε(cl fi)(z)))]∞
)
⊂ cl (co (L⊥ + (⋃i∈T∂εfi(z)))+ [co (L⊥ + (⋃i∈T∂εfi(z)))]∞
)
= co
(
L⊥ +
(⋃
i∈T∂εfi(z)
))
= cl
(
L⊥ + co
(⋃
i∈T∂εfi(z)
))
⊂ L⊥ + co (⋃i∈T∂εfi(z))+ 12V ⊂ co (⋃i∈T∂εfi(z))+ V.
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Consequently,
∂f(z) ⊂ ⋂V ∈V (co (⋃i∈T∂εfi(z))+ V ) = co (⋃i∈T∂εfi(z)) .
Finally, the conclusion follows by taking the intersection over ε > 0.
4. Other calculus rules. Throughout this section, we consider two convex func-
tions f : Y → R and g : X → R, where X and Y are (separated) real locally convex
spaces, and a continuous aﬃne mapping A : X → Y deﬁned by
Ax = A0x+ b,
where A0 is the linear part of A and b ∈ Y . We denote by A∗0 the adjoint operator of
A0.
We show that our rule given in Theorem 4, providing formulas for the subdiﬀeren-
tial of the supremum function, also gives calculus rules for other operations expressed
by means of the convex function g+f ◦A. The resulting formulas are not new, but our
aim here is to highlight the unifying character of Theorem 4, which also yields alter-
native proofs that do not rely on the commonly used approach based on conjugation
theory [23].
At the ﬁrst stage, we derive in the following theorem a slight extension of the
Hiriart-Urruty–Phelps formula [11]. This allows us to express the subdiﬀerential of
g + f ◦ A in terms of the approximate subdiﬀerentials of f and g. For comparative
purposes, when the involved spaces X and Y are Banach, this is equivalent to writing
∂(g + f ◦ A) in terms of the subdiﬀerentials of the data functions at nearby points
(e.g., [14], [18], and [25]).
Theorem 13. Let us consider two convex functions f : Y → R and g : X → R,
where X and Y are (separated) real locally convex spaces, and a continuous aﬃne
mapping A : X → Y , i.e., Ax = A0x+ b, where A0 is the linear part of A and b ∈ Y .
Assume that the following holds (when it makes sense):
cl(g + f ◦A) = (cl g) + (cl f) ◦A.
Then, for every z ∈ X, we have that
∂(g + f ◦A)(z) = ⋂
ε>0
cl
(
∂εg(z) +A
∗
0∂εf(Az)
)
,
where A∗0 is the adjoint operator of A0.
Proof. Let us set ϕ := g + f ◦ A, and ψ := (cl g) + (cl f) ◦ A. The inclusion
“ ⊃ ” always holds, and consequently, it suﬃces to establish the opposite one when
∂ϕ(z) = ∅. In such a case, by (11) and the current assumption, we have
(cl g) (z) + (cl f) (Az) = (clϕ) (z) = ϕ(z) = g(z) + f(Az) ∈ R,
and
(27) ∂ϕ(z) = ∂ (clϕ) (z) = ∂ ((cl g) + (cl f) ◦A) (z) = ∂ψ(z).
Hence, (cl g) (z) = g(z) ∈ R and (cl f) (Az) = f(Az) ∈ R, and so cl f ∈ Γ(Y ) and
cl g ∈ Γ(X). Furthermore, according to (10), for every ε ≥ 0, one has ∂ε (cl g) (z) =
∂εg(z) and ∂ε (cl f) (Az) = ∂εf(Az).
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Now, by the Legendre–Fenchel linearization of cl f , we write that for every x ∈ X,
ψ(x) = (cl g) (x) + (cl f) (Ax)
= (cl g) (x) + sup{〈y∗, Ax〉 − f∗(y∗) | y∗ ∈ dom f∗}
= sup{(cl g) (x) + 〈A∗0y∗, x〉+ 〈y∗, b〉 − f∗(y∗) | y∗ ∈ dom f∗}.
So, applying Theorem 4 (with α = 1) together with Corollary 9(i),
∂ψ(z) =
⋂
L∈Fz,ε>0
cl
(
co
( ⋃
y∗∈Tε(z)
(
∂ε(cl g)(z) +A
∗
0y
∗))+ NL∩domψ(z)
)
,
where, by (12),
Tε(z) = {y∗ ∈ Y ∗ | (cl g) (z) + 〈A∗0y∗, z〉+ 〈y∗, b〉 − f∗(y∗) ≥ ψ(z)− ε}
= {y∗ ∈ Y ∗ | (cl f) (Az) + f∗(y∗) ≤ 〈y∗, Az〉+ ε} = ∂ε (cl f) (Az).
Hence
∂ψ(z) =
⋂
L∈Fz,ε>0
cl
(
∂ε(cl g)(z) +A
∗
0∂εf(Az) + NL∩domψ(z)
)
.
Now let V ∈ V (that is, V is a convex θ–neighborhood in X∗), and let L ∈ Fz be such
that L⊥ ⊂ V . Then, for every ε > 0, from Lemma 11(i) we get
NL∩domψ(z) =
[
cl
(
∂ε(cl g)(z) +A
∗
0∂ε(cl f)(Az) + L
⊥)]
∞ ,
so that, by taking into account (3), (27) leads us to
∂ϕ(z) = ∂ψ(z) ⊂ cl ( cl (∂ε(cl g)(z) +A∗0∂ε (cl f) (Az) + L⊥)
+
[
cl
(
∂ε(cl g)(z) +A
∗
0∂ε (cl f) (Az) + L
⊥)]
∞
)
= cl
(
∂ε(cl g)(z) +A
∗
0∂ε (cl f) (Az) + L
⊥)
⊂ ∂ε(cl g)(z) +A∗0∂ε (cl f) (Az) + V
= ∂εg(z) +A
∗
0∂εf(Az) + V,
and consequently,
∂ϕ(z) ⊂ ⋂ε>0⋂V ∈V (∂εg(z) +A∗0∂εf(Az) + V ) = ⋂ε>0 cl (∂εg(z) +A∗0∂εf(Az)) .
The proof is complete.
Taking f and g to be lsc in Theorem 13 we obtain the following result of Hiriart-
Urruty–Phelps [9].
Corollary 14. Let f , g, and A be as in Theorem 13. If f and g are, in addition,
lsc, then for every z ∈ X, we have that
∂(g + f ◦A)(z) = ⋂
ε>0
cl
(
∂εg(z) +A
∗
0∂εf(Az)
)
.
In Corollary 16 below we derive the well-known Moreau–Rockafellar’s formula on
the sum (e.g., [19], p. 47). But, ﬁrst, we need the following lemma, which gives us
information about the closure of convex functions. Its proof does not appeal to the
framework of Fenchel duality.
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Lemma 15. Let f : Y → R and g : X → R be convex functions, and A : X → Y
be a continuous aﬃne mapping. Assume that f is ﬁnite and continuous at Ax0 for
some x0 ∈ (dom g) ∩A−1 (dom f). Then
cl(f ◦A+ g) = (cl f) ◦A+ (cl g).
Proof. Because cl f ≤ f , cl g ≤ g, and (cl f) ◦ A + (cl g) is lsc, one has (cl f) ◦
A + (cl g) ≤ cl (f ◦A+ g). Moreover, in our hypothesis f and cl f are proper. To
establish the converse inequality it suﬃces to take
x ∈ (dom (cl g)) ∩A−1 (dom (cl f)) ⊂ (dom (cl g)) ∩A−1 (cl (dom f))
such that (cl (f ◦A+ g))(x) > −∞.
Let us ﬁx λ ∈ ]0, 1[ and set xλ := λx0+(1−λ)x [∈ (dom (cl g))∩A−1 (cl (dom f))].
Since Ax0 ∈ int (dom f) and Ax ∈ cl (dom f), (4) yields
Axλ = A(λx0 + (1− λ)x) = λAx0 + (1− λ)Ax ∈ int (dom f) ,
and so f is continuous at Axλ. Now let (xi)i∈I ⊂ X be a net which converges to x
and satisﬁes (cl g) (xλ) = limi g(λx0 + (1− λ)xi). Since limi f(λAx0 + (1− λ)Axi) =
f(Axλ) = (cl f) (Axλ), we obtain that
(cl(f ◦A+ g))(xλ) ≤ lim inf
i
(
f(λAx0 + (1− λ)Axi) + g(λx0 + (1− λ)xi)
)
= (cl f) (λAx0 + (1− λ)Ax) + (cl g) (xλ)
≤ λ( (cl f) (Ax0) + (cl g) (x0))+ (1− λ)((cl f)(Ax) + (cl g) (x)).
Whence, as λ ↓ 0 we get
lim inf
λ→0
(cl (f ◦A+ g))(xλ) ≤ (cl f) (Ax) + (cl g) (x),
and so (cl (f ◦A+ g))(x) ≤ (cl f) (Ax) + (cl g) (x). The proof is complete.
Corollary 16. Let f : Y → R and g : X → R be convex functions, and
A : X → Y be a continuous aﬃne mapping with linear part A0. Assume that f is
ﬁnite and continuous at Ax0 for some x0 ∈ (dom g) ∩ A−1 (dom f). Then, for every
z ∈ X, we have that
∂(f ◦A+ g)(z) = A∗0∂f(Az) + ∂g(z).
Proof. It is enough to show that ∂(f ◦ A + g)(z) ⊂ A∗0∂f(Az) + ∂g(z). Taking
into account Theorem 13 and Lemma 15, it suﬃces to prove that
(28)
⋂
ε>0
cl
(
A∗0∂εf(Az) + ∂εg(z)
) ⊂ A∗0∂f(Az) + ∂g(z)
for the nontrivial case ∂(g + f ◦ A)(z) = ∅; hence z ∈ (dom g) ∩ A−1 (dom f) and
g(z), f(Az) ∈ R.
Indeed, for x∗ in the set from the left-hand side of (28) and for each r = 1, 2, . . . ,
there are nets (v∗i )i∈I ⊂ ∂1/rf(Az) and (u∗i )i∈I ⊂ ∂1/rg(z) such that u∗i +A∗0v∗i → x∗;
thus we may assume that, for every i ∈ I,
〈u∗i +A∗0v∗i , z − x0〉 ≤ 〈x∗, z − x0〉+ 1.
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Since u∗i ∈ ∂1/rg(z) and r ≥ 1, this implies that
〈v∗i , Az −Ax0〉 ≤ 〈u∗i , x0 − z〉+ 〈x∗, z − x0〉+ 1 ≤ g(x0)− g(z) + 〈x∗, z − x0〉+ 2.
Because f is continuous at Ax0, there exists a symmetric θ–neighborhood U ⊂ Y
such that supy∈U f(y +Ax0) ≤ f(Ax0) + 1. Hence, for all y ∈ U ,
〈v∗i , y〉 = 〈v∗i , Az −Ax0〉+ 〈v∗i , y +Ax0 −Az〉
≤ 〈v∗i , Az −Ax0〉+ f(y +Ax0)− f(Az) + 1
≤ g(x0)− g(z) + 〈x∗, z − x0〉+ f(Ax0)− f(Az) + 4 ≤ μ
for some μ > 0. This shows that inf{〈v∗i , y〉 | y ∈ U} ≥ −μ, and so (v∗i )i∈I ⊂ (μ−1U)◦.
Hence, by Alaoglu–Bourbaki’s Theorem we may suppose w.l.o.g. that (v∗i )i∈I and
(u∗i )i∈I w
∗–converge to some v∗r ∈ ∂1/rf(Az) ∩ (μ−1U)◦ and u∗r ∈ ∂1/rg(z), respec-
tively, and so x∗ = u∗r +A
∗
0v
∗
r . By the same argument we may suppose that (v
∗
r )r and
(u∗r)r also w
∗–converge to some v∗ ∈ ∂f(Az) and u∗ ∈ ∂g(z) and x∗ = u∗ + A∗0v∗ ∈
∂g(z) +A∗0∂f(Az). The proof is complete.
Concluding remarks. (1) The preceding proof still works under more general
regularity conditions, as those studied in Theorem 2.8.3 of [32].
(2) It should be noted that Lemma 5 can be easily deduced from Corollary 2.6.3
of [32], which is itself an extension of Corollary 14.
(3) Our main result in section 3 gives the formula for the subdiﬀerential of
the pointwise supremum f := supt∈T ft of an arbitrary family of convex functions
ft : X → R, t ∈ T . An important special case, which commonly appears in applica-
tions, corresponds to the so-called continuous model (e.g., [13], [24], and [32, Thm.
2.4.18]); see also [6]. There, the index set T is a (separated) compact space, and the
parametrized mappings t → ft(x) are upper semicontinuous for every x ∈ X. Such
a situation is intermediate between the ﬁnite ([29]) and the general cases, and it is
approached in a forthcoming paper.
(4) For further examples (in Rn) in relation with our formula given in Theorem
4, the reader is addressed to references [6] and [7].
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