Given a finite collection of C 1 complex vector fields on a C 2 manifold M such that they and their complex conjugates span the complexified tangent space at every point, the classical Newlander-Nirenberg theorem gives conditions on the vector fields so that there is a complex structure on M with respect to which the vector fields are T 0,1 . In this paper, we give intrinsic, diffeomorphic invariant, necessary and sufficient conditions on the vector fields so that they have a desired level of regularity with respect to this complex structure (i.e., smooth, real analytic, or have Zygmund regularity of some finite order). By addressing this in a quantitative way we obtain a holomorphic analog of the quantitative theory of sub-Riemannian geometry initiated by Nagel, Stein, and Wainger. We call this sub-Hermitian geometry. Moreover, we proceed more generally and obtain similar results for manifolds which have an associated formally integrable elliptic structure. This allows us to introduce a setting which generalizes both the real and complex theories.
Introduction
Let M be a C 2 manifold and let L 1 , . . . , L m be C 1 complex vector fields on M . Suppose, ∀ζ ∈ M ,
• [L j , L k ](ζ) ∈ span C {L 1 (ζ), . . . , L m (ζ)}, ∀1 ≤ j, k ≤ m.
• span C {L 1 (ζ), . . . , L m (ζ)} span C L 1 (ζ), . . . , L m (ζ) = {0}.
Under these conditions, the classical Newlander-Nirenberg Theorem (see [HT03] ) states that M can be given the structure of a complex manifold such that L 1 (ζ), . . . , L m (ζ) form a spanning set of T 0,1 ζ (M ), ∀ζ ∈ M ; and this is the unique such complex structure on M . For s > 0 we let C s denote the Zygmund 1 space of order s (see Section 2.1), C ∞ denote the space of smooth functions, and C ω the space of real analytic functions. For s ∈ (0, ∞] ∪ {ω} if M is known to be a C s+2 manifold 2 and L 1 , . . . , L m are known to be C s+1 vector fields on M , then it is a result of Malgrange [Mal69] that the complex structure on M is compatible with the original C s+2 manifold structure, and therefore L 1 , . . . , L m are also C s+1 with respect to the complex structure on M -and this is the best one can say in general regarding the regularity of the vector fields L 1 , . . . , L m with respect to the complex structure.
In this paper, we proceed in a different direction and only assume M is a C 2 manifold and L 1 , . . . , L m are C 1 vector fields on M as above, and investigate the following two closely related questions for s ∈ (1, ∞]∪{ω}:
(i) When are the vector fields, L 1 , . . . , L m , C s+1 with respect to the above complex structure on M ? We present necessary and sufficient conditions for this to hold, which are intrinsic to the C 2 structure on M (and can be checked locally in any C 2 coordinate system on M ).
We have already described the the second point, so we focus on the first. In previous results on the Newlander-Nirenberg theorem, one is given complex vector fields L 1 , . . . , L m , as described at the start of the introduction, with some fixed regularity (e.g., in C s+1 for some s > 0). Given a fixed point ζ 0 ∈ M , the goal is to find a C s+2 coordinate chart Φ : B C n (1) → W (where W is a neighborhood of ζ 0 ), such that Φ * L 1 , . . . , Φ * L m are T 0,1 (i.e., are spanned by ∂ ∂z1 , . . . , ∂ ∂zn ); in this case Φ * L 1 , . . . , Φ * L m are C s+1 . C s+2 is the optimal possible regularity for Φ (in general), and was established by Malgrange [Mal69] .
Our results take a different perspective. In this paper, the vector fields are only assumed to be C 1 , and we ask the question as to when it is possible to choose a C 2 coordinate chart Φ so that the vector fields are C s+1 and T 0,1 . Our results imply the above classical results on the Newlander-Nirenberg theorem 4 but are more general: our results are invariant under arbitrary C 2 diffeomorphisms (whereas previous results are only invariant under C s+2 diffeomorphisms).
Remark 1.1. The main results of this paper are in Section 4. There are many aspects of the main results which are important for applications. Some of these are:
• They are invariant under arbitrary C 2 diffeomorphisms (see Section 4.3). For example, this allows us to understand the regularity of a given collection of C 1 complex vector fields, satisfying the conditions of the Newlander-Nirenberg theorem, with respect to the induced complex structure. See, e.g., Section 3.1 and more generally Section 7.1.
• They are quantitative. This allows us to view the induced coordinate charts as scaling maps in "subHermitian geometry" (see Section 3.2.2) and more generally "sub-E geometry" (see Section 7.2).
• Instead of dealing with complex structures, we state our results in the context of elliptic structures (see Section 6). This allows us to state a general theorem which includes both the complex setting and the real setting of [SS18, Str18a, Str18b] as special cases. This more general setting applies, in some instances, to CR-manifolds.
Because we include all these considerations into our main results, the statements of these results are quite technical. Thus, before we state the main results, we describe several consequences in Section 3. We hope this will help the reader to better understand this paper.
Function Spaces
In this section, we introduce the function spaces which are used in this paper. We make a distinction between function spaces on open subsets of R n and function spaces on a C 2 manifold M . R n is endowed with its usual real analytic structure, and it makes sense to consider all the usual function spaces on an open subset of R n . Since M is merely a C 2 manifold, it does not make sense to consider, for example, C ∞ functions on M . However, if we are given a finite collection of C 1 vector fields on M , it makes sense to consider functions which are C ∞ with respect to these vector fields, and that is how we will proceed. The following function spaces were defined in [SS18] , and we refer the reader there for a more detailed discussion. Throughout the paper, given a Banach space X , we denote by B X (r) the ball of radius r > 0 centered at 0 ∈ X .
Function Spaces on Euclidean Space
Let Ω ⊂ R n be a bounded, connected, open set (we will almost always be considering the case when Ω is a ball in R n ). We have the following classical spaces of functions on Ω: Next, we turn to the classical Zygmund spaces. Given h ∈ R n define Ω h := {x ∈ R n : x, x + h, x + 2h ∈ Ω}. We set
If Ω is a ball, C ∞ (Ω) = C ∞ (Ω). Finally, we turn to spaces of real analytic functions. Given r > 0, we define
α! r |α| , C ω,r (Ω) := {f ∈ C ∞ (Ω) : f C ω,r (Ω) < ∞}.
We set C ω (Ω) := r>0 C ω,r (Ω), C ω (Ω) := C ω (Ω).
We also define another space of real analytic functions. We define A n,r to be the space of those f ∈ C(B R n (r)) such that f (t) = α∈N n cα α! t α , where
See Lemma 8.1 (vi) and (vii) for the relationship between A n,r and C ω . For s ∈ (0, ∞] ∪ {ω}, we say f ∈ C If X is a Banach Space, we define the same spaces taking values in X in the obvious way, and denote these spaces by C(Ω; X ), C m (Ω; X ), C m,s (Ω; X ), C s (Ω; X ), C ω,r (Ω; X ), C ω (Ω; X ), and A n,r (X ). Given a complex vector field X on Ω, we identify X = n j=1 a j (x) ∂ ∂xj with the function (a 1 , . . . , a n ) : Ω → C n . It therefore makes sense to consider quantities like X C s (Ω;C n ) . When X is clear from context, we sometimes suppress it and write, e.g., f C s (Ω) instead of f C s (Ω;X ) for readability considerations.
Function Spaces on Manifolds
Let W 1 , . . . , W N be C 1 real vector fields on a connected C 2 manifold M . Define the Carnot-Carathéodory ball associated to W 1 , . . . , W N , centered at x ∈ M , of radius δ > 0 by B W (x, δ) := y ∈ M ∃γ : [0, 1] → M, γ(0) = x, γ(1) = y, γ ′ (t) = N j=1 a j (t)δW j (γ(t)),
and for y ∈ M , set ρ(x, y) := inf{δ > 0 : y ∈ B W (x, δ)}.
(2.3)
ρ is an extended metric: it is possible that ρ(x, y) = ∞ for some x, y ∈ M . When ρ(x, y) = ∞, we define ρ(x, y) −s = 0 for s > 0 and ρ(x, y) 0 = 1 We use ordered multi-index notation W α . Here, α denotes a list of elements of {1, . . . , N } and |α| denotes the length of the list. For example, W this definition was introduced in greater generality by Nelson [Nel59] . We set C to be the space of those f ∈ C(M ) such that h(t 1 , . . . , t N ) := f (e t1W1+···+tN WN x 0 ) ∈ A N,r (here, we are assuming e t1W1+···+tN WN x 0 exists for (t 1 , . . . , t N ) ∈ B R N (r)-see Definition 4.1). We set f A x 0 ,r W := h A N,r . Note that f A x 0 ,r W depends only on the values of f (y) where y = e t1W1+···+tN WN x 0 and (t 1 , . . . , t N ) ∈ B N (r); thus this is merely a semi-norm. An important property of the above spaces and norms is that they are invariant under diffeomorphisms.
Proposition 2.1. Let L be another C 2 manifold, let Φ : M → L be a C 2 diffeomorphism, and let Φ * W denote the list of vector fields Φ * W 1 , . . . , Φ * W N . Then, the map f → f • Φ is an isometric isomorphism between the following spaces:
Proof. This is immediate from the definitions.
Remark 2.2. Informally, Proposition 2.1 says that the spaces described in this section are "coordiante-free". One can locally compute the norms in any C 2 coordinate system, and one gets the same result no matter what coordinate system is used.
Remark 2.3. When we write V f for a C 1 vector field V and f : M → R, we define this as V f (x) :=
f (e tV x). When we say V f exists, it means that this derivative exists in the classical sense, ∀x. If we have several
) and to say that this exists means that at each stage the derivative exists.
Remark 2.4. All of the above function spaces can be defined, with the same formulas, with M replaced by B W (x, δ), whether or not B W (x, δ) is a manifold. Indeed, for a function f :
f (e tWj x). Using this one may define all the above norms, with the same formulas, for M replaced by B W (x, δ). See [SS18, Section 2.2.1] for a further discussion of this. 
Complex Vector Fields
Let M be a C 2 manifold, let L 1 , . . . , L m be complex C 1 vector fields on M (i.e., L 1 , . . . , L m take values in the complexified tangent space), and let X 1 , . . . , X q be real C 1 vector fields on M . We denote by X, L the list X 1 , . . . , X q , L 1 , . . . , L m . Associated to X, L we define the list of real vector fields W 1 , . . . ,
, with equality of norms. We similarly define C m,s
We will often consider the case when q = 0, and in that case we just write
Remark 2.6. The factor 2 in 2Re(L j ) and 2Im(L j ) in the definition of W is not an essential point. It is chosen so that if M = R q × C m , with coordinates (t 1 , . . . , t q , z 1 , . . . , z m ), and if
Corollaries of the Main Result
Our main result (Theorem 4.5) concerns the existence of a certain coordinate chart which satisfies good quantitative properties. This coordinate chart is useful in two, related, ways:
• It is a coordinate system in which given vector fields have the optimal level of regularity.
• It normalizes vector fields in a way which is useful for applying techniques from analysis. When viewed in this light, it can be seen as a scaling map for sub-Riemannian, or sub-Hermitian, geometries.
In this section, we present two corollaries of our main result, which separate the above two uses. In each of these corollaries, we present the real setting (which is known) and the complex setting (which is new). In Section 7, we will revisit these corollaries and present a setting which unifies both the real and complex settings.
Optimal Smoothness

The Real Case
Let W 1 , . . . , W N be C 1 real vector fields on a C 2 manifold M of dimension n, which span the tangent space at every point. In this section, we describe when there is a smoother structure on M with respect to which W 1 , . . . , W N have a desired level of regularity. These results were proved in [SS18, Str18a, Str18b] (though in Section 9.1, we will see them as corollaries of the main result of this paper), and they set the stage for the results in the complex setting in Section 3.1.2.
Theorem 3.1 (The Local Theorem). For x 0 ∈ M , s ∈ (1, ∞] ∪ {ω}, the following three conditions are equivalent:
(ii) Re-order the vector fields so that W 1 (x 0 ), . . . , W n (x 0 ) are linearly independent.
There is an open neighborhood V ⊆ M of x 0 such that:
Remark 3.2. Note that Theorem 3.1 (ii) and (iii) can be checked in any C 2 coordinate system (see Proposition 2.1 and Remark 2.2), while Theorem 3.1 (i) gives the existence of a "nice" coordinate system. Theorem 3.3 (The Global Theorem). For s ∈ (1, ∞] ∪ {ω}, the following two conditions are equivalent:
(i) There exists a C s+2 atlas on M , compatible with its C 2 structure, such that W 1 , . . . , W N are C s+1 vector fields with respect to this atlas.
(ii) For each x 0 ∈ M , any of the three equivalent conditions from Theorem 3.1 hold for this choice of x 0 .
Furthermore, under these conditions, the C s+2 manifold structure induced by the atlas in (i) is unique, in the sense that if there is another C s+2 atlas on M , compatible with its C 2 structure, and such that W 1 , . . . , W N are locally C s+1 with respect to this second atlas, then the identity map M → M is a C s+2 diffeomorphism between these two C s+2 manifold structures on M . Finally, when s ∈ (1, ∞], there is a third equivalent condition
Remark 3.4. Theorems 3.1 and 3.3 are stated for s > 1. It would be desirable to have the same results for s > 0, but our proof runs into technical difficulties for s ∈ (0, 1]. See [Str18a] for details. Similar remarks hold for many of the main results in this paper; in particular, the same remark holds for the main result of the paper: Theorem 4.5.
The Complex Case
Let M be a C 2 manifold and let L 1 , . . . , L m be complex C 1 vector fields on M . We assume:
By Lemma B.1 and the above assumptions we have, ∀ζ ∈ M ,
In particular, let n := dim span C {L 1 (ζ), . . . , L m (ζ)}, then n does not depend on ζ and dim M = 2n. 
and
Theorem 3.6 (The Global Theorem). For s ∈ (1, ∞] ∪ {ω} the following two conditions are equivalent:
(i) There exists a complex manifold structure on M , compatible with its C 2 structure, such that L 1 , . . . , L m are C s+1 vector fields on M (with respect to this complex structure), and ∀ζ ∈ M ,
(ii) For each ζ 0 ∈ M , any of the three equivalent conditions from Theorem 3.5 hold for this choice of ζ 0 .
Furthermore, under these conditions, the complex manifold structure in (i) is unique, in the sense that if M has another complex manifold structure satisfying the conditions of (i), then the identity map M → M is a biholomorphism between these two complex structures. Finally, when s ∈ (1, ∞], there is a third equivalent condition:
Remark 3.7. Theorem 3.6 can be seen as a version of the Newlander-Nirenberg theorem (with sharp regularity in terms of Zygmund spaces), which is invariant under arbitrary C 2 diffeomorphisms.
Remark 3.8. For comments on results like Theorems 3.5 and 3.6 using the easier to understand Hölder spaces, see Section 13.
Geometries defined by vector fields
We present the basic results concerning sub-Riemannian and sub-Hermitian geometry in this section. The results on sub-Riemannian geometry are just a reprise (in a slightly different language) of the main results of Nagel, Stein, and Wainger's work [NSW85] . 5 The results on sub-Hermitian geometry can be seen as holomorphic analogs of these results. In this section, we present these ideas in these two simple settings. In Section 7.2 we generalize these results to a single unified result on "E-manifolds".
Sub-Riemannian Geometry: the results of Nagel, Stein, and Wainger
In this section, we describe the main results of the foundational paper of Nagel, Stein, and Wainger [NSW85] . This describes how the existence of certain coordinate charts (like the ones developed in our main theorem) can be viewed as scaling maps in sub-Riemannian geometry. The results in this section set the stage for the results in the complex setting in Section 3.2.2.
Let W 1 , . . . , W N be C ∞ real vector fields on a connected, C ∞ manifold M of dimension n which span the tangent space at every point. To each W j we assign a formal degree d j ∈ [1, ∞). We assume
where the later ball is defined by (2.2). B S (x 0 , δ) is an open subset of M . We define ρ S (x, y) := inf{δ > 0 : y ∈ B S (x, δ)}; ρ is a metric on M and is called a sub-Riemannian metric. For the relationship between this definition of a sub-Riemannian metric and some of the other common definitions, see [NSW85] .
We define another metric on M , which will turn out to be equal to ρ S , as follows. We say ρ F (x, y) < δ if and only if there exists K ∈ N, smooth functions f 1 , . . . , f K : B R (1/2) → M , and δ 1 , . . . , δ K > 0 with δ l ≤ δ such that:
5 We present results on sub-Riemannian geometry which are essentially those of Nagel, Stein, and Wainger, however the main results of this paper (even in this real setting) imply many results which are beyond those that are implied by Nagel, Stein, and Wainger's methods. In the real setting, this is described in the series [SS18, Str18a, Str18b] . We present the corollaries in this section in the simplest possible setting (as opposed to a very general setting) to help the reader understand the thrust of our main theorem, Theorem 4.5, which is stated in some generality. For example, even if one only considers real vector fields, the main results of this paper imply (and are stronger than) the results in the multi-parameter setting of [Str11] , which could not be achieved by the methods of [NSW85] .
• f
ρ F is clearly an extended metric. Once we prove ρ F and ρ S are equal, it will then follow that ρ F is a metric. Fix a strictly positive,
The next result follows from the methods of [NSW85] (though we prove it directly by seeing is as a special case of the result in Section 7.2).
There exists δ 0 = δ 0 (K) ∈ (0, 1] such that the following holds. We write A B for A ≤ CB, where C can be chosen independent of x, y ∈ K and δ > 0. We write A ≈ B for A B and B A.
, ∀m (where the implicit constant depends on m, but not on x or δ).
where the implicit constant depends on m, but not on x or δ. 
Remark 3.10. The most important aspects of Theorem 3.9 are (f) and (g); and these allows us to see the maps Φ x,δ as "scaling maps". Indeed, for δ small, one tends to think of δ dj W j as a "small" vector field. However, Φ x,δ gives a coordinate system in which δ dj W j is of "unit size": not only are Φ * x,δ δ d1 W 1 , . . . , Φ * x,δ δ dN W N smooth uniformly in x and δ (i.e., (f)), but they also span the tangent space uniformly in x and δ (i.e., (g)). See [SS18, Section 7.1.1] for some more comments in this direction.
Remark 3.11. (c) is the main estimate needed to show that the balls B S (x, δ) when paired with the density ν locally give a space of homogeneous type. Because of this, one has access to the Calderón-Zygmund theory of singular integrals with respect to these balls. This has had many uses: see the remarks at the end of Chapter 2 of [Str14] for a history of these ideas.
Sub-Hermitian Geometry
ζ M . Our goal in this section is to describe a complex analog of the results in Section 3.2.1 with respect to the vector fields L 1 , . . . , L m . The main point is to achieve as much as possible using only holomorphic maps, so that these results can be applied to questions in several complex variables.
To each L j we assign a formal degree . The results in this section fix these problems. First, we define a metric using the complex structure on M , which we will see is locally equivalent to ρ S = ρ F . This metric is obtained by taking the definition for ρ F , and rewriting it with holomorphic maps in place of smooth maps. We say ρ H (ζ 1 , ζ 2 ) < δ if and only if there exists K ∈ N, holomorphic functions f 1 , . . . , f K : B C (1/2) → M , and δ 1 , . . . , δ K > 0 with
ρ H is clearly an extended metric; once we show it is locally equivalent to ρ S , it will follow that ρ H is a metric.
Fix a compact set K ⊆ M . We write A B for A ≤ CB where C can be chosen independent of ζ, ζ 1 , ζ 2 ∈ K and δ ∈ (0, 1]. We write A ≈ B for A B and B A.
, ∀ζ 1 , ζ 2 ∈ K, and therefore ρ H and ρ S are equivalent on compact sets.
(c) All of the conclusions of Theorem 3.9 hold (when applied to
where the implicit constant depends on m, but not on ζ ∈ K or δ ∈ (0, 1].
Remark 3.14. In the above discussion, we studied the vector fields δ β1 L 1 , . . . , δ βm L m . In many applications, the vector fields depend on δ in a more complicated way. Furthermore, in some applications, δ ranges over (0, 1] µ instead of (0, 1] (as studied in the real setting in [Str11] ). Our proof methods allow us to study such settings in the same way; see Remark 7.9. We stated results in this setting for simplicity of presentation, so that the reader can easily see the main ideas.
The Main Results
Let X 1 , . . . , X q be real C 1 vector fields on a C 2 manifold M and let
Fix x 0 ∈ M, ξ > 0. Set r := dim X x0 and n + r := dim L x0 . Our goal in this section is to choose a "coordinate system" Φ :
where we have given R r × C n coordiantes (t 1 , . . . , t r , z 1 , . . . , z n ). Finally, we wish to pick this coordinate system so that Φ * X 1 , . . . ,
. . , Φ * L m are normalized in a way which is useful for applying techniques from analysis.
Let
. . , L m . Our three main algebraic assumptions are as follows:
follows from the other assumptions that this is equivalent to the map x → dim X x being constant in x; see Section 4.2).
Under the above hypotheses, B X,L (x 0 , ξ) is a C 2 , injectively immersed submanifold of M (see Proposition A.1), and
Henceforth we view
For K = (k 1 , . . . , k r1 ) ∈ I(r 1 , q), we write X K for the list X k1 , . . . , X kr 1 and for
See Appendix B.2 for the definition of this quotient. Such a choice of J 0 , K 0 , and ζ always exist; see Remark B.6. One cannot necessarily choose K 0 , J 0 so that (4.2) holds with ζ = 1, however if n = 0 or r = 0 (the two most important special cases) one always can-see Remark B.6. Without loss of generality, reorder X 1 , . . . , X q and L 1 , . . . , L m so that K 0 = (1, 2, . . . , r), J 0 = (1, 2, . . . , n). 
. . , 2n + r) ∈ I(2n+r, 2m+q) and for any P = (p 1 , . . . , p 2n+r ) ∈ I(2n+r, 2m+q) we write W P for the list W p1 , . . . , W p2n+r and set
In particular,
where 2Re(L) J0 and 2Im(L) J0 are defined in the obvious way; see (B.2). Note that B WP 0 (x 0 , ξ) and
Definition 4.1. For x ∈ M, U ⊆ M, and η > 0, we say W P0 satisfies C(x, η, U ) if for every a ∈ B 2n+r (η) the expression e a1W1+a2W2+···+a2n+rW2n+r x exists in U . More precisely, consider the differential equation
We assume that a solution E : [0, 1] → U exists for this differential equation. We have E(r) = e ra1W1+···+ra2n+rW2n+r x.
We fix the following two quantities:
• Fix δ 0 > 0 such that ∀δ ∈ (0, δ 0 ], the following holds. If z ∈ B XK 0 ,LJ 0 (x 0 , ξ) is such that W P0 satisfies C(z, δ, B XK 0 ,LJ 0 (x 0 , ξ)) and if t ∈ B R 2n+r (δ) is such that e t1W1+···+t2n+rW2n+r z = z and if W 1 (z), . . . , W 2n+r (z) are linearly independent, then t = 0.
Such a choice of η, δ 0 always exist (see Lemma 4.13). These constants are invariant under C 2 diffeomorphisms, and our quantitative results will be in terms of these constants; see [SS18, Section 4.1] for a detailed discussion of η and δ 0 .
In our main result, we keep track of what parameters each estimate depends on 7 . To ease notation, we introduce various notions of "admissible constants". These will be constants which only depend on certain parameters.
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Definition 4.2. We say C is a 0-admissible constant if C can be chosen to depend only on upper bounds for m, q, ζ −1 , ξ −1 , and c
Fix s 0 ∈ (1, ∞) ∪ {ω}; when s 0 ∈ (1, ∞) the following result concerns the setting of C s for s ∈ [s 0 , ∞] (and the results are stronger the closer s 0 is to 1, but the constants depend on the choice of s 0 ). When s 0 = ω the following result concerns the real analytic setting. Thus, there are two cases in what follows: when s 0 ∈ (1, ∞) and when s 0 = ω.
C can then be chosen to depend only on s, s 0 , and upper bounds for m, q, ζ
For s ∈ (0, s 0 ), we define {s}-admissible constants to be {s 0 }-admissible constants.
Definition 4.4. If s 0 = ω, and if we say C is an {ω}-admissible constant, it means that we assume c
C can be chosen to depend only on upper bounds for m, q,
Whenever we define a notion of * -admissible constant (where * can be any symbol), we write A * B for A ≤ CB, where C is a positive * -admissible constant. We write A ≈ * B for A * B and B * A.
In what follows, we give R r × C n coordinates (t, z), where t = (t 1 , . . . , t r ) ∈ R r and z = (z 1 , . . . , z n ) ∈ C n . We write Theorem 4.5. There exists a 0-admissible constant χ ∈ (0, ξ] such that:
is a basis for L y and W P0 (y) is a basis for W y . Recall,
, and is therefore a submanifold.
For the rest of the theorem, we assume:
• If s 0 = ω, we assume c
There exists a C 2 map Φ :
There exists an {s 0 }-admissible constant K ≥ 1 and a matrix A :
where we have written Φ * X K0 for the column vector of vector fields
Note that in either case, this implies the matrix (I + A(ζ)) is invertible, ∀ζ ∈ B R r ×C n (1).
•
Remark 4.6. In the language of Section 6, the map Φ :
is given the E-manifold structure with the associated elliptic structure L . In particular, when r = 0, L is a complex structure and the E-manifold structure on B X,L (x 0 , ξ) is the complex manifold structure associated to L (via the Newlander-Nirenberg theorem). In this case, Φ :
is a holomorphic map (see Remark 6.12). This is particularly important for applications to several complex variables. For example this is used in Sections 3.1.2 and 3.2.2 to guarantee the desired coordinate charts are holomorphic.
Densities
In many applications, one wishes to change variables in an integral using the coordinate chart given in Theorem 4.5 (see, e.g., the settings in Sections 3.2.1, 3.2.2, and 7.2 9 ). Thus, it is important to understand pullbacks of certain densities via the map Φ. We present such results in this section. We refer the reader to [Gui08] for a quick introduction to densities. In this section, we take all the assumptions as in Theorem 4.5 and let Φ be as in that theorem.
Let χ ∈ (0, ξ] be as in Theorem 4.5 and let ν be a real
where L V denotes the Lie derivative with respect to V , and L Lj is defined as L ReLj + iL ImLj .
Definition 4.7. If we say C is a [s 0 ; ν]-admissible constant, it means C is a {s 0 }-admissible constant which is also allowed to depend on upper bounds for f
Definition 4.8. If s 0 ∈ (1, ∞), for s > 0, if we say C is a {s; ν}-admissible constant it means that we assume f
C is allowed to depend on anything an {s}-admissible constant is allowed to depend on, and is also allowed to depend on upper bounds for f
For s ≤ 0, we define {s; ν}-admissible constants to be [s 0 ; ν]-admissible constants.
If s 0 = ω we fix some r 0 > 0; the results which follow depend on the choice of r 0 .
Definition 4.9. If s 0 = ω, if we say C is an {ω; ν}-admissible constant, it means that we assume f
. C is allowed to depend on anything an {ω}-admissible constant may depend on, and is allowed to depend on upper bounds for r
In particular, h(ζ) always has the same sign, and is either never zero or always zero.
(ii)
Corollary 4.11. Let ξ 2 > 0 be as in Theorem 4.5. Then,
and therefore
Some Comments on the Assumptions
Because W 1 , . . . , W 2m+q span the tangent space of B X,L (x 0 , ξ) at every point (see Proposition A.1) and
However, the hypothesis that x → dim L x is constant does not follow from the other assumptions. The next example elucidates this:
Example 4.12. On C, consider the vector fields
The assumption that x → dim L x is constant is equivalent to the assumption that x → dim X x is constant. Indeed, by Lemma B.1, and the fact that dim
In particular, in the two most important special cases L x = X x ∀x, or X x = {0} ∀x, the hypothesis that x → dim L x is constant does follow from the other assumptions.
A choice of η, δ 0 > 0, as in the hypotheses of Theorem 4.5, always exist. In fact, they can be chosen uniformly on compact sets, as the next lemma shows.
Lemma 4.13. Let W = W 1 , . . . , W N be a list of C 1 vector fields on a C 2 manifold M and let K ⋐ M be a compact set.
Proof. (i) is a simple consequence of the Phragmén-Lindelöf Principle.
(ii) is proved in [SS18, Proposition 4.14].
Despite the fact that a choice of η, δ 0 > 0 always exist (as described in Lemma 4.13), η and δ 0 are diffeomorphic invariant quantities 10 , and the proof of existence of these constants in Lemma 4.13 depends on the C 1 norms of the vector fields W 1 , . . . , W N in some fixed coordinate system (which is not a diffeomorphic invariant quantity). Thus, we state all of our results in terms of η and δ 0 to preserve the quantitative diffeomorphism invariance. See Section 4.3.
Diffeomorphism invariance
The main results of this paper are invariant under arbitrary C 2 diffeomorphisms. This is true quantitatively. For example, consider Theorem 4.5. Let X 1 , . . . , X q , L 1 , . . . , L m be the vector fields on M from Theorem 4.5 and let Ψ :
. . , L m satisfy the conditions of Theorem 4.5 at the point x 0 ∈ M if and only if Ψ * X 1 , . . . , Ψ * X q , Ψ * L 1 , . . . , Ψ * L m satisfy the conditions at Ψ(x 0 ). Moreover, any constant which is * -admissible (where * is any symbol) with respect to
Finally, if Φ is the map guaranteed by Theorem 4.5 when applied to X 1 , . . . , X q , L 1 , . . . , L m , then Ψ • Φ is the map given by Theorem 4.5 when applied to Ψ * X 1 , . . . , Ψ * X q , Ψ * L 1 , . . . , Ψ * L m (as can be seen by tracing through the proof). Thus the main results (and, indeed, the entire proofs) are invariant under arbitrary C 2 diffeomorphisms.
Proof Outline
Theorem 4.5 is the central result of this paper. If all we wanted was a coordinate system like Φ in which the vector fields were normalized and had the desired regularity, but did not have the key property given in Theorem 4.5 (xi), 11 then Theorem 4.5 would be an easy consequence of the main results in [SS18, Str18a, Str18a] applied to W 1 , . . . , W 2m+q (see Section 11 for a detailed statement of this). In particular, in the case 10 I.e., η and δ 0 remain unchanged when the entire setting is pushed forward under a C 2 diffemorphism. when q = 0 (and M is given the complex structure induced by L via the Newlander-Nirenberg theorem-see Remark 4.6), then if we did not require that Φ be holomorphic, Theorem 4.5 would be a simple consequence of the results in [SS18, Str18a, Str18a] .
The proof proceeds as follows. We apply the results from [SS18, Str18a, Str18a] (see Section 11) to yield a candidate chart Φ 0 satisfying all the conclusions of Theorem 4.5 without the key property discussed above. Then, we apply the main technical result of [Str18c] to obtain another map Φ 1 such that if we set Φ = Φ 0 •Φ 1 , Φ satisfies all the conclusions of Theorem 4.5.
As described above, in this paper we construct the map Φ as a composition of two maps Φ = Φ 0 • Φ 1 . When s 0 ∈ (1, ∞), Φ 0 is constructed in [Str18a] as a composition of three maps (one of which was a simple dilation map). When s 0 ∈ (1, ∞), Φ 1 was constructed in [Str18c] as a composition of four maps (two of which were simple dilation maps). Thus, if s 0 ∈ (1, ∞), when all the proofs are unraveled, Φ is a composition of seven maps, three of which are simple dilation maps. When s 0 = ω, Φ is considerably simpler.
Notation
If f : M → N is a C 1 map between C 1 manifolds, we write df (x) : T x M → T x N for the usual differential. We extend this to be a complex linear map df (x) : CT x M → CT x N , where CT x M = T x M ⊗ R C denotes the complexified tangent space. Even if the manifold M has additional structure (e.g., in the case of a complex manifold), df (x) is defined in terms of the underlying real manifold structure.
When working on R r × C n we will often use coordinates (t, z) where t = (t 1 , . . . , t r ) ∈ R r and z = (z 1 , . . . , z n ) ∈ C n . We write
. . .
At times we will instead use coordinates (u, w) where u ∈ R r and w ∈ C n and define
For such a function, we write
We write I N ×N ∈ M N ×N to denote the N × N identity matrix, and 0 a×b ∈ M a×b to denote the a × b zero matrix.
E-manifolds
The results in this paper simultaneously deal with the setting of real vector fields (on a real manifold) and the setting of complex vector fields (on a complex manifold). It is more convenient to work in a category of manifolds which contains both real manifolds and complex manifolds as full subcategories. We define these manifolds here, and call them E-manifolds.
12 This category of manifolds was also used in [Str18c] , and we refer the reader to that reference for a more detailed description.
Remark 6.1. "E" in the name E-manifolds stands for "elliptic". Indeed, using the terminology of [Trè92, Definition I.2.3], a complex manifold is a manifold endowed with a complex structure, a CR-manifold is a manifold endowed with a CR structure, and an E-manifold is a manifold endowed with an elliptic structure; see Definition 6.16 and [Str18c] for a more detailed discussion. Unfortunately, the name "elliptic manifold" is already taken by an unrelated concept.
Remark 6.4. Note that when r 1 = r 2 = 0, if
is an E-map if and only if it is holomorphic.
Definition 6.5. Let M be a paracompact topological space and fix n, r ∈ N, s ∈ (1, ∞] ∪ {ω}. We say
Remark 6.7. On may analogously define C m E-manifolds in the obvious way. C ∞ E-manifolds and C ∞ E-manifolds are the same (because C ∞ loc is the usual space of smooth functions).
Definition 6.8. For s ∈ (0, ∞] ∪ {ω}, let M and N be C s+1 E-manifolds with C s+1 E-atlases {(φ α , V α )} and {(ψ β , W β )}, respectively. We say
Proof. See [Str18c] for a proof of this standard result.
Lemma 6.10. For s ∈ (0, ∞] ∪ {ω}, let M 1 and M 2 be C s+1 E-manifolds and let f :
for a proof of this standard result.
Definition 6.11. Suppose s ∈ (0, ∞] ∪ {ω}, and M 1 and M 2 are C s+1 E-manifolds. We say f :
Remark 6.12. For s ∈ (1, ∞] ∪ {ω} category of C s E-manifolds, whose objects are C s E-manifolds and morphisms are C s loc E-maps, contains both C s real manifolds and complex manifolds as full subcategories. The real manifolds of dimension r are those with E-dimension (r, 0), while the complex manifolds of complex dimension n are those with E-dimension (0, n). That complex manifolds (with morphisms given by holomorphic maps) embed as a full subcategory follows from Remark 6.4. The isomorphisms in the category of C s E-manifolds are the C s E-diffeomorphisms.
Remark 6.13. Note that open subsets of R r × C n are C ω E-manifolds of dimension (r, n), by using the atlas consisting of one coordinate chart (the identity map). Henceforth, we give such sets this E-manifold structure.
Remark 6.14. An E-manifold of dimension (r, n) has an underlying manifold structure of dimension 2n + r, and it therefore makes sense to talk about any of the usual objects on manifolds with respect to an E-manifold.
On a C s+2 E-manifold M , there is a naturally associated formally integrable C s+1 sub-bundle of the complexified tangent bundle defined as follows. Let (φ α , V α ) be an E-atlas for M . For x 0 ∈ M let x 0 ∈ V α for some α. We set:
It is straightforward to check that L x0 ⊆ CT x0 M is well-defined. It is an elliptic structure in the sense of [Trè92, Definition I.2.3] (see, also, [Str18c] ). Conversely given a C s+1 elliptic structure on a C s+2 manifold, one obtains a unique corresponding C s+2 E-manifold structure; when s = ω this is classical, when s = ∞ this is a result of Nirenberg [Nir57] , and when s ∈ (0, ∞) this is the main result of [Str18c] and we refer the reader to that reference for a precise statement. As remarked above, an E-manifold of dimension (0, n) is a complex manifold; in this case L equals T 0,1 M .
Definition 6.16. We call L the elliptic structure associated to the E-manifold M .
Lemma 6.17. Suppose M and M are C s E-manifolds with associated elliptic structures L and L . Then a C
Proof. This follows immediately from the definitions.
Corollaries Revisited
In this section, we generalize the results from Section 3 using the language of E-manifolds. This unifies the complex and real settings.
Optimal Smoothness
Let X 1 , . . . , X q be real C 1 vector fields on a connected
We assume:
Theorem 7.1 (The Local Theorem). Fix x 0 ∈ M , s ∈ (1, ∞] ∪ {ω}, and set r := dim X x0 and n + r := dim L x0 . The following three conditions are equivalent:
(ii) Reorder X 1 , . . . , X q so that X 1 (x 0 ), . . . , X r (x 0 ) are linearly independent, and reorder
There exists an open neighborhood V ⊆ M of x 0 such that:
Theorem 7.2 (The Global Theorem). For s ∈ (1, ∞] ∪ {ω} the following two conditions are equivalent:
(i) There exists a C s+2 E-manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q , L 1 , . . . , L m are C s+1 vector fields on M and L (as defined in (7.1)) is the associated elliptic structure (see Definition 6.16).
(ii) For each x 0 ∈ M , any of the three equivalent conditions from Theorem 7.1 hold for this choice of x 0 .
Furthermore, under these conditions, the C s+2 E-manifold structure in (i) is unique, in the sense that if M has another C s+2 E-manifold structure satisfying the conclusions of (i), then the identity map M → M is a C s+2 E-diffeomorphism between these two E-manifold structures. Finally, when s ∈ (1, ∞], there is a third equivalent condition:
Remark 7.3. For a discussion of results like Theorems 7.1 and 7.2 using the easier to understand Hölder spaces, see Section 13.
Sub-E geometry
Let M be a connected C ∞ E-manifold of dimension (r, n) and let L be the associated elliptic structure. For
To each X k , we assign a formal degree β k ∈ [1, ∞), and to each L j we assign a formal degree β j+q ∈ [1, ∞). We let Z 1 , . . . , Z m+q denote the list X 1 , . . . , X q , L 1 , . . . , L m , so that Z j has assigned formal degree β j .
Using the notation from Section 4 it makes sense to write, for K ∈ I(r 1 , q), J ∈ I(n 1 , m),
Remark 7.4. The existence of K 0 (x, δ), J 0 (x, δ), and ζ as in (7.3) does not follow from the other hypotheses. However, it is immediate to see that if r = 0 or n = 0, one may always find J 0 (x, δ) and K 0 (x, δ) so that (7.3) holds with ζ = 1. This accounts for the two most important special cases: the ones in Sections 3.2.1 and 3.2.2. Under these hypotheses, we will study two metrics on M (and show these two metrics are equivalent on compact sets). The first metric is a standard sub-Riemannian metric and we will define it in two different ways, denoted by ρ S and ρ F . We will show that ρ S = ρ F . Both of the definitions ρ S and ρ F are defined extrinsically: they are defined by using the underlying manifold structure on M using maps which are not necessarily E-maps. The second metric, ρ H , has a definition which is similar to that of ρ F , but it is defined intrinsically on M : it is defined entirely within the category of E-manifolds.
For
) (where the later ball is defined in (2.4)) and set
) denote the list of vector fields with formal degrees
We say ρ F (x, y) < δ if and only if ∃K ∈ N, C ∞ functions f 1 , . . . , f K : B R (1/2) → M , and δ 1 , . . . , δ K > 0 with K j=1 δ j ≤ δ, such that:
Finally, we define ρ H . We say ρ H (x, y) < δ if and only if ∃K ∈ N, C ∞ E-maps f 1 , . . . , f K : B R×C (1/2) → M , and δ 1 , . . . , δ K with K j=1 δ j ≤ δ, such that: (1) Because f j is an E-map, we may write
the choice of s j 's is not necessarily unique. Let S j (t, z) denote the (q + 2m) × 3 matrix such that the
In particular, S j (t, z) is a matrix representation of df j (t, z) thought of as taking the basis
to the spanning set
We assume
The choice of S j may not be unique 14 , and we only ask for the existence of such an S j .
Set B H (x, δ) := {y ∈ M : ρ H (x, y) < δ}. Remark 7.5. A consequence of (1) is the following. We identify R × C with R 3 in the usual way. Let S j (t,
Fix a compact set K ⋐ M . we write A B for A ≤ CB, where C is a positive constant which can be chosen independent of x, y ∈ K, δ > 0. We write A ≈ B for A B and B A. There exists δ 1 ≈ 1 such that:
, and therefore ρ S and ρ H are equivalent on compact sets.
; the same holds with B S replaced by B H .
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For each x ∈ K, δ ∈ (0, 1], there exists a
(f ) Φ *
x,δ ν = h x,δ σ Leb , where σ Leb denotes the usual Lebesgue density on R r × C n , h x,δ ∈ C ∞ (B R r ×C n (1)), and h x,δ C m (B R r ×C n (1)) Λ(x, δ), ∀m (where the implicit constant may depend on m). Also, h x,δ (t, z) ≈ Λ(x, δ), ∀(t, z) ∈ B R r ×C n (1), where the implicit constant does not depend on x ∈ K, δ ∈ (0, 1], or (t, z) ∈ B R r ×C n (1).
In light of (g), we may think of Z x,δ j as a map B R r ×C n (1) → C r+n , and we henceforth do this.
(h) Z 
In fact, for x ∈ K, δ ∈ (0, 1], max k1,...,kr∈{1,...,q} j1,...,jn∈{1,...,m}
1, ∀x ∈ K, δ ∈ (0, 1] (where the implicit constant may depend on m ∈ N).
Remark 7.7. In Theorem 7.6 we stated a result for C ∞ vector fields. A similar result, with a similar proof, can be stated for real analytic vector fields, where one can ensure the map Φ x,δ is real analytic and the vector fields Z x,δ j are real analytic in a quantitative way. This proceeds by using the case s 0 = ω in Theorem 4.5 (instead of s 0 ∈ (1, ∞) ). In the setting of real vector fields, this was done in [Str18b] . We leave the details to the interested reader.
Remark 7.8. In this section, we described geometries where the vector fields at scale δ where given by
It is straightforward to generalize Theorem 7.6 to work in a setting where the vector fields have a more complicated dependance on δ. In this setting, one would take, for each δ ∈ (0, 1], a collection of vector fields X and place appropriate axioms on these vector fields so that the proof of Theorem 7.6 works uniformly for δ ∈ (0, 1]. This approach was described in the real setting in [SS18, Str18b] Using the same ideas, the results in this paper generalize the result in the multi-parameter stetting of [Str11] . Here, we fix some µ ∈ N, µ ≥ 1 and for each δ ∈ (0, 1] µ we are given vector fields
and proceed in the same way. We leave further details to the interested reader.
Remark 7.9. The assumption that the vector fields are C ∞ is not essential. In fact, because Theorem 4.5 is stated for C 1 vector fields, one need only assume the given vector fields are C 1 . Then, as in Remark 7.8, one assumes that the hypotheses of Theorem 4.5 hold uniformly in the relevant parameters. See [SS18, Section 7.3] for a description of this in the real setting.
Function Spaces Revisited
In this section we present the basic properties of the function spaces introduced in Section 2; most of these properties were proved in [SS18, Str18a, Str18b], and we refer the reader to those references for proofs and a further discussion of the results not proved here. We take W 1 , . . . , W N to be real C 1 vector fields on a C 2 manifold M as in Section 2. . Because of this, one might hope for the reverse inequality to the one in Lemma 8.1 (iii) for s ∈ (0, 1). One can obtain such an estimate, but it requires additional hypotheses on the vector fields. This is discussed in [Str18a] . 
, where C can be chosen to depend only on s 1 , s 2 , D 1 , D 2 , m, n, and an upper bound for g C s 2 (B R m (D2)) .
Proof. This is proved in [Str18a] .
Lemma 8.6. Let η 1 , η 2 > 0, n 1 , n 2 ∈ N, and let X be a Banach space. Suppose
Lemma 8.7. Fix 0 < η 2 < η 1 , and suppose f ∈ A n,η1 (X ), where X is a Banach space. Then, for each j = 1, . . . , n, ∂ ∂tj f (t) ∈ A n,η2 (X ) and ∂ ∂tj f A n,η 2 ≤ C f A n,η 1 , where C can be chosen to depend only on η 1 and η 2 .
Proof. Without loss of generality, we prove the result for j = 1. We let e 1 denote the first standard basis element:
completing the proof. 9 Proofs of Corollaries
Optimal Smoothness
In this section, we prove Theorems 7.1 and 7.2, and describe how Theorems 3.1, 3.3, 3.5, and 3.6 are consequences of Theorems 7.1 and 7.2.
Proof of Theorem 7.1. (i)⇒(ii): Suppose the conditions of (i) hold and without loss of generality we may assume 0 ∈ U and Φ(0) = x 0 ; reorder the vector fields as in (ii). Because dim X x0 = r and dim L x0 = n + r, we have and using the hypotheses of (i), we may write
where B ∈ C s+1 (U ; M (n+r)×(n+r) ) is such that B(0, 0) is invertible. Letting U 0 ⊆ U be a sufficiently small open ball centered at (0, 0), we have that | det B(t, z)| is bounded away from 0 on U 0 . Thus, on U 0 , B is invertible and B(·) −1 ∈ C s+1 (U 0 ; M (n+r)×(n+r) ) (see Remark 8.4); and we have
The hypothesis (i) implies for
This shows that the map x → dim L x , Φ(U 0 ) → N is the constant function n + r. We have Φ * Z j ∈ C s+1 (U ; C n+r ), and therefore [Φ * Z j , Φ * Z k ] ∈ C s (U ; C n+r ) and it follows from (9.1) and Proposition 8.3 that
and Φ * Y j ∈ C s+1 (U ; C r+n ), (9.1) and Proposition 8.3 imply
Proposition 8.8, combined with (9.1), showsc
X,L (V 0 ). Pushing forward (9.2), (9.3), and (9.4) via Φ gives
Along with the above remarks onĉ a,l j,k and b l j , this completes the proof of (ii) with V replaced by V 0 .
(ii)⇒(iii): Suppose (ii) holds. First, we wish to show that
(9.5) Z j and Z k are each either of the form Z l or Y l for some l (where Z l and Y l are as in (ii)). When Z j and Z k are both of the form Z l for some l, (9.5) is contained in (ii). We address the case when Z j = Y l1 , Z k = Y l2 for some l 1 , l 2 . The remaining case (when Z j = Z l1 and Z k = Y l2 ) is similar, and we leave it to the reader. We have,
Using Lemma 8.1 (x) and Proposition 8.3, we have b 1,l5
Combining the above remarks, we have
Since each Z l is of the form Z l ′ for some l ′ , (9.5) follows. A similar proof shows
and we leave the details to the reader. This completes the proof of (iii). (iii)⇒(i): This is a consequence of Theorem 4.5; and we include a few remarks on this. First, a choice of η, δ 0 > 0 as in the hypotheses of Theorem 4.5 always exist; see Lemma 4.13. A choice of J 0 , K 0 , and ζ > 0 as in the hypotheses also always exist; see Remark B.6. We take ξ > 0 so small B X,L (x 0 , ξ) ⊆ V .
First we address the case s ∈ (1, ∞]. In this case, pick s 0 ∈ (1, s] \ {∞} (the choice of s 0 does not matter). We have, directly from the definitions
Thus, all of the hypotheses of Theorem 4.5 hold for this choice of s 0 . The map guaranteed by Theorem 4.5 satisfies the conclusions of (i) and this completes the proof in the case s ∈ (1, ∞] .
When s = ω, we wish to apply Theorem 4.5 in the case s 0 = ω. There is a slight discrepancy between the hypotheses of Theorem 4.5 and (iii). Namely, we are currently assuming c , so by shrinking η so that η ≤ r 0 , these hypotheses follow. With these remarks, Theorem 4.5 applies to yield the coordinate chart Φ as in that theorem, which satisfies all the conclusions of (i). This completes the proof.
Before we prove Theorem 7.2, we require two lemmas.
Lemma 9.1. Fix s ∈ (0, ∞] ∪ {ω} and suppose M 1 and M 2 are C s+2 manifolds. Let Z 1 , . . . , Z N be complex C s+1 vector fields on M 1 such that Z 1 , . . . Z N , Z 1 , . . . , Z N span the complexified tangent space to M 1 at every point. Let Ψ :
Proof. By taking real an imaginary parts, it suffices to prove the result in the case Z 1 , . . . , Z N are real and span the tangent space at every point. In the case s ∈ (0, ∞], this is proved in [Str18a] . In the case s = ω, this is proved in [Str18b] .
Proof. This is immediate.
Proof of Theorem 7.2. (i)⇒(ii):
The inverses of the coordinate charts from the atlas given in (i) satisfy the conditions in Theorem 7.1 (i) (this uses Lemma 9.2); and so (ii) follows.
(ii)⇒(i): Assume that (ii) holds. Using the characterization in Theorem 7.1 (iii), we have that x → dim L x , M → N is locally constant, and since M is connected, x → dim L x , M → N is constant. By the discussion in Section 4.2 we also have x → dim X x , M → N is constant. Set r := dim X x and n+r := dim L x (so that n and r do not depend on x, by the above discussion). Now, we use the characterization given in Theorem 7.1 (i). Thus, for each x ∈ M , there is a neighborhood V x ⊆ M of x and a C 2 diffeomorphism
and Φ *
Since dim L y = n + r, ∀y ∈ M , we have
(9.8) Combining (9.8) and (9.6) shows that Ψ x,y is an E-map. (9.8) implies
span the complexified tangent space at every point of U x . Since these vector fields are also C s+1 by hypothesis, (9.7) and Lemma 9.1 show that Ψ x,y is C 
. . , Y q+2m are C s+1 vector fields on B R r ×C n (1) and span the tangent space at every point. We conclude Y 1 , . . . , Y q+2m satisfy all the hypotheses of Proposition 8.8 with B := B R r ×C n (1/2). Thus, by Proposition 8.8, c (Φ(B) ), completing the proof with V = Φ(B). Finally, we turn to the uniqueness claimed in the theorem; that under the equivalent hypotheses (i) and (ii), the E-manifold structure given in (i) is unique. Indeed, suppose there are two such structures on M . Under these conditions, the identity map M → M is C s+2 loc by Lemma 9.1 (here we have applied Lemma 9.1 with the vector fields X 1 , . . . , X q , L 1 , . . . , L m ). That the identity map is a C s+2 loc E-map follows from Lemma 6.17. It follows that the identity map is a C s+2 E-diffeomorphism, as claimed.
Proof of Theorems 3.1 and 3.3. In the setting of Theorems 3.1 and 3.3, because W 1 , . . . , W N span the tangent space at every point, we have dim span R {W 1 (x), . . . , W N (x)} = dim M = n, ∀x; in particular, the map x → dim span R {W 1 (x), . . . , W N (x)} is constant. With this in mind, Theorems 3.1 and 3.3 are immediate consequences of the case m = 0 of Theorems 7.1 and 7.2.
Proof of Theorems 3.5 and 3.6. In the setting of Theorems 3.5 and 3.6, we have dim L ζ = n, ∀ζ ∈ M . Thus, the map ζ → dim L ζ is constant. Also, in the context of Theorem 3.6, E-maps are holomorphic (and E-diffeomorphisms are biholomorphisms); this is because complex manifolds embed into E-manifolds as a full sub-category (see Remark 6.12). With these remarks in hand, Theorems 3.5 and 3.6 are immediate consequences of the case q = 0 of Theorems 7.1 and 7.2.
Sub-E geometry
In this section, we prove Theorem 7.6. In light of Remark 7.4, Theorem 3.9 is a special case of Theorem 7.6. Theorem 3.12 is also a special case of Theorem 7.6:
Proof of Theorem 3.12. In light of Remark 7.4, the hypotheses of Theorem 3.12 imply the hypotheses of Theorem 7.6. The main issue in seeing Theorem 3.12 as a special case of Theorem 7.6 is that the definitions of ρ H in the two theorems are not obviously the same. However, if M is a complex manifold and f (t, z) : B R×C (1/2) → M is an E-map, then f must be constant in t and is therefore a holomorphic map
∂ ∂t is both a T 0,1 f (t,z) tangent vector and a real tangent vector, and we conclude df (t, z) ∂ ∂t ≡ 0. Using this, it is easy to see that the definition of ρ H in Theorem 7.6 is the same as the definition of ρ H in Theorem 3.12 when M is a complex manifold.
The rest of this section is devoted to the proof of Theorem 7.6. Lemma 9.3. lim y→x ρ F (x, y) = 0, where the limit is taken in the usual topology on M -recall, M is a manifold and therefore comes equipped with a topology which we are referring to as the "usual topology."
Proof. Fix ǫ > 0; we wish to find a neighborhood N ⊆ M of x such that ∀y ∈ N , ρ F (x, y) < ǫ. Reorder W 1 , . . . , W 2m+q so that W 1 (x), . . . , W 2n+r (x) form a basis for T x M and set Ψ(t 1 , . . . , t 2n+r ) := e t1W1+···+t2n+rW2n+r x. N ⊆ B F (x, ǫ) . Take y ∈ N , so that there exists t ∈ B with y = Ψ(t). Define f : B R (1/2) → M by f (s) := e 4s(t1W1+···+t2n+rW2n+r) x, so that f ∈ C ∞ , f (0) = x, f (1/4) = y, and
Since
it follows that ρ F (x, y) < ǫ, completing the proof.
Lemma 9.4. The metric topology induced by ρ F is the same as the usual topology on M .
Proof. Lemma 9.3 shows that the the usual topology on M is finer than the metric topology induced ρ F . That the metric topology induced by ρ F is finer than the usual topology is a straightforward application of the Phragmén-Lindelöf Theorem; and we leave the details to the reader.
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Proof of Theorem 7.6 (a). We begin by showing ρ F ≤ ρ S . Suppose ρ S (x, y) < δ. Then, there exists γ :
L ∞ < 1-this can be achieved by simple argument using mollifiers and the fact that W 1 , . . . , W 2m+q are smooth and span the tangent space at every point. Set x σ := γ σ (σ), y σ := γ σ (1 − σ), so that lim σ↓0 x σ = x and lim σ↓0 y σ = y. Using the function f σ : B R (1/2) → M given by f σ (t) := γ σ (t + 1/2), it follows from the definition of ρ F that ρ F (x σ , y σ ) < δ + σ. Thus, we have
where in the last step we have used Lemma 9.3. We conclude ρ F (x, y) ≤ ρ S (x, y).
Next, we show ρ S ≤ ρ F . Suppose ρ F (x, y) < δ and let f 1 , . . . , f K , δ 1 , . . . , δ K be as in the definition of ρ F . For w 1 , w 2 ∈ f j (B R (1/2)), we will show ρ S (w 1 , w 2 ) < δ j . Notice, this will complete the proof since we may find ξ 1 , . . . , ξ L+1 with ξ j , ξ j+1 ∈ f j (B R (1/2)), x = ξ 1 , y = ξ L+1 , and so using the triangle inequality for ρ S , we have
17 Another way to prove Lemma 9.4 is as follows. We see below in the proof of Theorem 7.6 (a) that ρ S ≤ ρ F -and the proof of this inequality does not use Lemma 9.4. Thus the metric topology induced by ρ F is finer than the metric topology induced by ρ S . That the metric topology induced by ρ S is finer than the usual topology follows from [SS18, Lemma A.1]. Alternatively, one can easily adapt the proof of [SS18, Lemma A.1] to directly prove that the metric topology induced by ρ F is finer than the usual topology.
which will prove ρ S (x, y) ≤ ρ F (x, y).
Given w 1 , w 2 ∈ f j (B R (1/2)), we have
follows from the definition of ρ S that ρ S (w 1 , w 2 ) < δ j , completing the proof of ρ S ≤ ρ F .
Finally, we show ρ F ≤ ρ H . Suppose ρ H (x, y) < δ. Take δ 1 , . . . , δ K and f 1 , . . . , f K as in the definition of ρ H . We will show that if w 1 , w 2 ∈ f j (B C×R (1/2)), then ρ F (w 1 , w 2 ) < δ j . The result will then follow from the triangle inequality, just as in the proof of ρ S ≤ ρ F .
Let w 1 = f j (ξ 1 ) and w 2 = f j (ξ 2 ) with ξ 1 , ξ 2 ∈ B R×C (1/2). Fix ǫ > 0 small (depending on ξ 1 , ξ 2 ) and set η(r) := ( (r) ). Let ξ 3 = (1 + ǫ)(ξ 2 − ξ 1 ), and we henceforth think of ξ 3 as an element of B R 3 (1), by identifying R × C with R 3 . We have
Let S j (t, x 1 , x 2 ) be the matrix from Remark 7.5. We have
where ( S j (t, z)ξ 3 ) l denotes the l-th component of the vector S j (t, z)ξ 3 . Since |ξ 3 | < 1 and using (7.4), we have
Since g(−1/(2(1 + ǫ))) = w 1 and g(1/(2(1 + ǫ)) = w 2 , it follows that ρ F (w 1 , w 2 ) < δ j , as desired.
Completion of the proof of Theorem 7.6. We will prove the theorem by applying Theorems 4.5 and 4.10 and Corollary 4.11 to δ β X, δ β L, as the base point x 0 ranges over K and as δ ranges over (0, 1] (where δ β X and δ β L are defined in Section 7.2). Thus, our first goal is to show that the hypotheses of these results are satisfied uniformly for x 0 ∈ K and δ ∈ (0, 1]; so that any type of admissible constant in those results can be chosen independently of x 0 ∈ K and δ ∈ (0, 1]. For notational simplicity, we turn to calling the base point x instead of x 0 . For δ ∈ (0, 1], we multiply both sides of (7.2) by δ βj +β k to see
With this notation, δ β X, δ β L is the same as the list Z 
where the implicit constant may depend on m, but does not depend on δ ∈ (0, 1]. It follows from Lemma 8.1 (ii) and (iii) that c
where the implicit constant may depend on s, but does not depend on δ ∈ (0, 1]. We take ξ
. By Lemma 8.1 (v) and (9.9) we have
where the implicit constant does not depend on δ
∞ uniformly for δ ∈ (0, 1] (this follows directly from the definitions and the fact that ν is a strictly positive, C ∞ density). Similar to the the above discussion, we have
The existence of η > 0 and δ 0 > 0 (independent of x ∈ K and δ ∈ (0, 1]) as in the hypotheses of Theorem 4.5 (when applied to δ β X, δ β L at the base point x) follows from Lemma 4.13; indeed Lemma 4.13 directly gives the existence of these constants for x ∈ K when δ = 1 and it is immediate from the definitions of η and δ 0 that the same constants may be used ∀δ ∈ (0, 1]. The existence of J 0 = J 0 (x, δ) ∈ I(r, q), K 0 = K 0 (x, δ) ∈ I(n, m), and ζ ∈ (0, 1] (independent of x ∈ K, δ ∈ (0, 1]) as in Theorem 4.5 (when applied to δ β X, δ β L at the base point x) follows from the hypothesis (7.3). Thus, Theorems 4.5 and 4.10 and Corollary 4.11 apply (with, e.g., s 0 = 3/2-the choice of s 0 ∈ (1, ∞) is irrelevant for what follows), uniformly for x ∈ K, δ ∈ (0, 1]. In particular, any positive {s}-admissible constant from those results (for any s > 0) can be chosen independent of x ∈ K, δ ∈ (0, 1] (and is therefore ≈ 1 in the sense of this theorem); and similarly for any other kind of admissible constant. We let ξ 2 ≈ 1 (0 < ξ 2 ≤ ξ ≤ 1) and K ≈ 1 be the constants of the same name from Theorem 4.5, and let Φ x,δ : B R r ×C n (1) → B δ β X,δ β L (x, ξ) be the map guaranteed by Theorem 4.5 when applied to δ β X, δ β L at the base point x ∈ K. We turn to proving (k). By Theorem 4.5 (vi) we have
We set ǫ = ξ 2 , and the proof of (k) will be complete once we show
(9.10)
It follows that y = γ(1) ∈ B δ β X,δ β L (x, ξ 2 ), completing the proof of (k).
(g) follows from Theorem 4.5 (xi). (h) follows from Theorem 4.5 (ix) using the fact that if A is as in that result, A(t, z) M (n+r)×(n+r) ≤ 1 4 , ∀t, z by Theorem 4.5 (x) and therefore I + A(t, z) is invertible with (I + A(t, z))
Since · C m ≤ · C m+1 , ∀m, by definition, (i) follows from Theorem 4.5 (xii). Similarly, (f) follows from Theorem 4.10 (i) and (ii).
(e) follows from Theorem 4.5 (iv) and (v); except that (v) only guarantees Φ x,δ is a C 2 diffeomorphism. That Φ x,δ is C ∞ follows by combining (i) and Lemma 9.1. Next, we prove (j). Let y ∈ Φ x,δ (B R r ×C n (1)). We will show y ∈ B H (x, Rδ) for some R ≈ 1 to be chosen later. By (h) and (i) we may write
where, a
We have
where 2 t0 |t0| k denotes the kth component of 2 t0 |t0| ; andb l is defined similarly. In particular
By taking R to be a sufficiently large admissible constant, we see that f satisfies the hypotheses of the definition of ρ H with K = 1 (i.e., we are using f 1 = f and δ 1 = Rδ). This proves y ∈ f (B R×C (1/2)) ⊆ B H (x, Rδ), completing the proof of (j). We turn to (b). Because K is compact with respect to the usual topology on M , ρ F induces the usual topology on M (Lemma 9.4), and ρ F = ρ S , it follows from Lemma 9.4 that K is compact with respect to the metric topology induced by ρ S . A simple compactness argument shows that to prove (b), it suffices to show that there exists ǫ ′ > 0 such that if ρ S (x, y) < ǫ ′ , x, y ∈ K, then ρ H (x, y) ρ S (x, y). We take ǫ ′ = ǫ, where ǫ > 0 is from (k). If ρ S (x, y) < ǫδ (for some δ ∈ (0, 1]), we have (by (k) and (j)) y ∈ B S (x, ǫδ) ⊆ Φ x,δ (B R r ×C n (1)) ⊆ B H (x, Rδ). Hence ρ H (x, y) ≤ Rδ. We conclude that if ρ S (x, y) < ǫ with x, y ∈ K, then ρ H (x, y) ≤ R ǫ ρ S (x, y). This completes the proof of (b).
Next we prove (c). Corollary 4.11 shows
where in the second ≈, we have used the formula for Λ and the fact that ǫ ≈ 1. Using this, (9.10), and the fact that we chose ǫ = ξ 2 , we have
Conversely, again using (9.11), we have
Since (9.12) and (9.13) hold ∀δ ∈ (0, 1], it follows that ν(
(9.14)
By (j) and (k), we have (for δ ∈ (0, 1])
where in the first ≈, we have used R, ǫ ≈ 1 and the formula for Λ. Combining (9.14) and (9.15), we have for
This completes the proof of (c). (d) is a consequence of (c) and the formula for Λ.
Nirenberg's Theorem for Ellipic Structures
In this section, we present the main technical result from [Str18c] . This can be seen as a sharp (in terms of regularity) version of Nirenberg's theorem that formally integrable elliptic structures are integrable [Nir57] . Fix s 0 ∈ (0, ∞) ∪ {ω} and let X 1 , . . . , X r , L 1 , . . . , L n be complex vector fields on B R r ×C n (1) with:
We suppose:
Under these hypotheses, Nirenberg's theorem 18 implies that there exists a map Φ 1 : B R r ×C n (1) → B R r ×C n (1), with Φ 1 (0) = 0, Φ 1 is a diffeomorphism onto its image (which is an open neighborhood of 0 ∈ B R r ×C n (1)), and such that Φ *
∂wr , ∀(u, w) (here we are giving the domain space R r × C n coordinates (u, w)). In [Str18c] this is improved to a quantitative version which gives Φ 1 the optimal regularity (namely, when s 0 ∈ (0, ∞), Φ 1 is in C s0+2 , and when s 0 = ω, Φ 1 is real analytic). Unlike the results in the rest of this paper, the results in this section are not quantitatively diffeomorphicly invariant: the estimates depend on the particular coordinate system we are using (the standard coordinate system on R r × C n ).
Remark 10.1. As usual, to make the quantitative estimates more succinct, we introduce notions of admissible constants. While we use the same notation for admissible constants as in Definitions 4.2, 4.3, and 4.4, we give these notations different definitions in this section. While this may be somewhat confusing at first, this reuse of notation will pay dividends when we turn to the proof of the main theorem (Theorem 4.5). Indeed, we prove Theorem 4.5 by first applying Proposition 11.4, and then applying Theorem 10.4 to the conclusions of Proposition 11.4. These two results use different notions of admissible constants; however in our applications of Proposition 11.4 and Theorem 10.4 to prove Theorem 4.5, each constant which is admissible in the sense of Proposition 11.4 and Theorem 10.4 is admissible in the sense of Theorem 4.5. Thus, the various notions of admissible constants seamlessly glue together to yield the main result.
Definition 10.2. If s 0 ∈ (0, ∞), for s ≥ s 0 if we say C is an {s}-admissible constant, it means that we assume X k , L j ∈ C s+1 (B R r ×C n (1); C r+2n ), ∀j, k. C can then be chosen to depend only on n, r, s, s 0 , and upper bounds for X k C s+1 (B R r ×C n (1)) and L j C s+1 (B R r ×C n (1)) , 1 ≤ k ≤ r, 1 ≤ j ≤ n. For s ≤ s 0 , we define {s}-admissible constants to be {s 0 }-admissible constants.
Definition 10.3. If s 0 = ω, we say C is an {ω}-admissible constant if C can be chosen to depend only on n, r, and upper bounds for
Theorem 10.4. There exists an {s 0 }-admissible constant K 1 ≥ 1 and a map Φ 1 :
is an open set and
. In either case, note that this implies (I + A) is an invertible matrix on B R r ×C n (1).
(vi) Suppose Z is another complex vector field on B R r ×C n (1). Then,
• If s 0 = ω, Φ
The Real Case
The case when m = 0 of Theorem 4.5 (i.e., when there are no complex vector fields), was the subject of the series [SS18, Str18a, Str18b] . In this section, we present a simplified version of this for use in proving Theorem 4.5.
Let W 1 , . . . , W Q be C 1 real vector fields on a C 2 manifold M. Fix x 0 ∈ M and let N := dim span R {W 1 (x 0 ), . . . , W Q (x 0 )}. Fix ξ, ζ ∈ (0, 1]. We assume that on B W (x 0 , ξ), the W j satisfy
where B W (x 0 , ξ) is given the metric topology induced by the corresponding sub-Riemannian metric (2.3). Under the above hypotheses, B W (x 0 , ξ) is a C 2 , injectively immersed submanifold of M of dimension N and T x B W (x 0 , ξ) = span R {W 1 (x), . . . , W Q (x)}, ∀x ∈ B W (x 0 , ξ) (see Proposition A.1). Henceforth we view W 1 , . . . , W Q as C 1 vector fields on B W (x 0 , ξ). Let P 0 ∈ I(N, Q) be such that W P0 (x 0 ) = 0 and moreover
Without loss of generality, reorder the vector fields so that P 0 = (1, . . . , N ). We take η > 0 and δ 0 > 0 as in Theorem 4.5; i.e.,
• Fix η > 0 so that W P0 satisfies C(x 0 , η, M).
• Fix δ 0 > 0 such that ∀δ ∈ (0, δ 0 ], the following holds. If z ∈ B WP 0 (x 0 , ξ) is such that W P0 satisfies C(z, δ, B WP 0 (x 0 , ξ)) and if t ∈ B R 2n+r (δ) is such that e t1W1+···+t2n+rWN z = z and if W 1 (z), . . . , W N (z) are linearly independent, then t = 0.
Definition 11.1. We say C is a 0-admissible constant if C can be chosen to depend only on upper bounds for Q, ζ −1 , ξ −1 , and c
Fix s 0 ∈ (1, ∞) ∪ {ω}.
Definition 11.2. Suppose s 0 ∈ (1, ∞). For s ∈ [s 0 , ∞) if we say C is an {s}-admissible constant it means that we assume c
. C is allowed to depend only on s, s 0 , and upper bounds for
Definition 11.3. Suppose s 0 = ω. If we say C is an {s 0 }-admissible constant it means that we assume c (ii) ∀y ∈ B WP 0 (x 0 , χ),
is an open subset of B W (x 0 , χ), and is therefore a submanifold.
For the remainder of the proposition, we assume:
There exists a C 2 map Φ 0 :
is an open subset of B WP 0 (x 0 , χ) and is therefore a submanifold.
where
, and:
Densities
We take the same setting as Proposition 11.4, and let χ ∈ (0, ξ] be as in that proposition. Let ν be a real C 1 density on B WP 0 (x 0 , χ) and suppose for 1 ≤ j ≤ N (recall, we are assuming P 0 = (1, . . . , N )),
Definition 11.5. If we say C is a [s 0 ; ν]-admissible constant, it means that C is a {s 0 }-admissible constant, which is also allowed to depend on upper bounds for f j C(BW P 0 (x0,χ)) , 1 ≤ j ≤ N . This definition holds in both cases: s 0 ∈ (1, ∞) and s 0 = ω. Definition 11.6. If s 0 ∈ (1, ∞), for s > 0 if we say C is an {s; ν}-admissible constant it means that f j ∈ C s WP 0 (B WP 0 (x 0 , χ)). C is then allowed to depend on anything an {s}-admissible constant may depend on, and is allowed to depend on upper bounds for f j C s W P 0 (BW P 0 (x0,χ)) , 1 ≤ j ≤ N . For s ≤ 0, we define {s; ν}-admissible constants to be [s 0 ; ν]-admissible constants.
If s 0 = ω, we fix some number r 0 > 0.
Definition 11.7. If s 0 = ω and if we say C is a {ω; ν}-admissible constant, it means that we assume f j ∈ A x0,r0 WP 0 , 1 ≤ j ≤ N . C is then allowed to depend on anything a {ω}-admissible constant may depend on, and is allowed to depend on upper bounds for r
20 In particular, h 0 (t) always has the same sign, and is either never zero or always zero.
(b)
• If s 0 ∈ (1, ∞), for s > 0,
• If s 0 = ω, h 0 A N,min{1,r 0 } {ω;ν} |ν(W 1 , . . . , W N )(x 0 )|.
Proofs
In this section, we discuss the proofs of Proposition 11.4 and Proposition 11.8. When s 0 ∈ (1, ∞), Proposition 11.4 and Proposition 11.8 follow directly from the main results in [Str18a] , and so we focus on the case s 0 = ω.
The main results of [Str18b] are very similar to Proposition 11.4 and Proposition 11.8 when s 0 = ω. (i), (ii), and (iii) of Proposition 11.4 are directly contained in [Str18b] . The main result of [Str18b] shows that there exists an {ω}-admissible constantη ∈ (0, 1] and a map
is an open subset of B WP 0 (x 0 , χ) and is therefore a submanifold of B W (x 0 , ξ).
2 diffeomorphism, and Φ(0) = x 0 .
where A : Str18b] shows that ifĥ ∈ C 1 (B R n (η)) is defined by Φ * ν =ĥσ Leb , then
•ĥ ∈ A N,min{η,r0} and ĥ Recall,
Combining (4.2) with Proposition B.5 (i), we see max P ∈I(2n+r,2m+q)
In light of these remarks, and the definition of η and δ 0 , Proposition 11.4 applies to the vector fields W 1 , . . . , W 2m+q (with N = 2n + r) and any constant which is * -admissible in the sense of Proposition 11.4 is * -admissible in the sense of this section (where * is any symbol).
We take the 0-admissible constant χ ∈ (0, ξ] from Proposition 11.4. By Proposition 11.4 (i) and (ii), ∀y ∈ B WP 0 (x 0 , χ), W P0 (y) = 0 and max P ∈I(N,Q)
Combining this with (12.3), Proposition B.
and moreover max J∈I(n1,m),K∈I(r1,q) n1+r1=n+r
Since the left hand side of (12.4) is ≥ 1, it follows that the left hand side of (12.4) is ≈ 0 1. Theorem 4.5 (i) and (ii) follow. Theorem 4.5 (iii) follows from Proposition 11.
(12.5) Let Φ 0 : B R r+2n (1) → B XK 0 ,LJ 0 (x 0 , χ) be the map from Proposition 11.4.
• If s 0 ∈ (1, ∞), Proposition 11.4 (vii) gives Φ * 0 W j C s+1 (B R 2n+r (1)) {s} 1, 1 ≤ j ≤ 2m+q, and therefore
(12.6)
• If s 0 = ω, Proposition 11.4 (vii) gives Φ * 0 W j A 2n+r,1 {ω} 1, 1 ≤ j ≤ 2m + q, and therefore
We identify R r+2n ∼ = R r ×C n , via the map (t 1 , . . . , t r , x 1 , . . . , x 2n ) → (t 1 , . . . , t r , x 1 +ix n+1 , . . . , x n +ix 2n ). Let K 2 ≥ 1 be the {s 0 }-admissible constant called K 0 in Proposition 11.4. By Proposition 11.4 (viii) (and since P 0 = (1, . . . , 2n + r)), we have
Using this and (12.1) shows, for 1 ≤ k ≤ r, 1 ≤ j ≤ n,
Pulling (12.5) back via Φ 0 (and multiplying by K −2
2 ), we have for 1 ≤ k, k 1 , k 2 ≤ r, 1 ≤ j, j 1 , j 2 ≤ n, ζ ∈ B R r ×C n (1),
The above remarks show that Theorem 10.4 applies to the vector fields
and any constant which is {s}-admissible in the sense of Theorem 10.4 is {s}-admissible in the sense of this section. We let K 1 ≥ 1 be the {s 0 }-admissible constant from Theorem 10.4, and Φ 1 : B R r ×C n (1) → B R r ×C n (1) and A : B R r ×C n (1) → M Using Theorem 10.4 (v) we have
Theorem 4.5 (ix) follows.
forms a basis for (Φ * L ) ζ , ∀ζ ∈ B R r ×C n (1). Theorem 4.5 (x) (which we have already shown) implies that
In particular, the matrix I + A(ζ) is invertible, ∀ζ ∈ B R r ×C n (1). Hence, Theorem 4.5 (ix) (which we have already proved) implies, ∀ζ ∈ B R r ×C n (1),
Because Φ * X k is a real vector field, we conclude for 1 ≤ k ≤ q,
Theorem 4.5 (xi) follows. Since Φ * = Φ * 1 Φ * 0 , Theorem 4.5 (xii) follows by combining Theorem 10.4 (vi), (12.6), and (12.7).
All that remains of Theorem 4.5 is (vi). We already have, by the range of Φ 0 , that Φ(B R r ×C n (1)) ⊆ B XK 0 ,LJ 0 (x 0 , χ) ⊆ B X,L (x 0 , ξ) and the final two containments in (vi) follow. Let ξ 1 ∈ (0, ξ] be a constant to be chosen later, and suppose y ∈ B XK 0 ,LJ 0 (x 0 , ξ 1 ) = B WP 0 (x 0 , ξ 1 ). Thus, there exists γ :
We want to show that by taking ξ 1 > 0 to be a sufficiently small {s 0 }-admissible constant, we have t 0 = 1 and γ(1) ∈ Φ(B R r ×C n (1/2)). Note that t 0 ≥ 0, since γ(0) = x 0 = Φ(0). Suppose t 0 < 1. Then |Φ −1 (γ(t 0 ))| = 1/2. Using that Φ * W j C(B R r ×C n (1);R r+2n ) {s0} 1 (by Theorem 4.5 (xii) and the definition of the W j ), and Φ(0) = x 0 (by Theorem 4.5 (vii)) and therefore Φ −1 (γ(0)) = Φ −1 (x 0 ) = 0, we have
This a contradiction if ξ 1 is a sufficiently small {s 0 }-admissible constant, which proves the second containment in Theorem 4.5 (vi). The existence of ξ 2 > 0 as in Theorem 4.5 (vi) follows from [SS18, Lemma 9.35]. This completes the proof of Theorem 4.5. Now let ν be a density as in Section 4.1. Proposition 11.8 applies to ν, and any constant which is [s 0 ; ν] or {s; ν}-admissible in the sense of that proposition is [s 0 ; ν] or {s; ν}-admissible, respectively, in the sense of this section. Let h 0 be as in Proposition 11.8 so that Φ * 0 ν = h 0 σ Leb . Thus,
We conclude h = (h 0 •Φ 1 ) det dΦ 1 . Proposition 11.8 (a) combined with Theorem 10.4 (iii) yields Theorem 4.10 (i). Combining Proposition 11.8 (b) with Theorem 10.4 (i) (and using Lemmas 8.5 and 8.6) shows:
• If s 0 = ω,
Also by Theorem 10.4 (i) (and using Proposition 8.3 and Lemma 8.7) we have:
• If s 0 ∈ (1, ∞), for s > 0, det dΦ 1 C s (B R r ×C n (1)) {s−1} 1.
• If s 0 = ω, det dΦ 1 A 2n+r,1 {ω} 1.
Combining the above estimates and using Proposition 8.3 yields Theorem 4.10 (ii). Finally, we turn to Corollary 4.11. To prove this, we introduce a corollary of Theorem 4.5.
Corollary 12.1. Let Φ, ξ 1 , and ξ 2 be as in Theorem 4.5. Then, there exist {s 0 }-admissible constants 0 < ξ 4 ≤ ξ 3 ≤ ξ 2 and a map Φ : B R r ×C n (1) → B XK 0 ,LJ 0 (x 0 , ξ 2 ), which satisfies all the same estimates as Φ, so that
Proof. After applying Theorem 4.5 to obtain Φ, ξ 1 , and ξ 2 , we apply Theorem 4.5 again with ξ replaced by ξ 2 to obtain ξ 3 , ξ 4 , and Φ as above.
Proof of Corollary 4.11. Using Theorem 4.10 (i), we have
with the same result with Φ replaced by Φ, where Φ is as in Corollary 12.1. Since
and since h(t, x) always has the same sign (Theorem 4.10 (i)), (4.4) follows. We turn to (4.5). It follows from the definitions that
Thus, with (4.4) in hand, to prove (4.5) it suffices to show max P ∈I(2n+r,2m+q)
i.e., we wish to show max
Since W P0 (x 0 ) forms a basis for the tangent space T x0 B X,L (x 0 , ξ), if the right hand side is 0, the left hand side must be zero as well. If the right hand side is nonzero, it follows from Lemma B.4 that
where the final inequality follows from (12.2). (12.8) follows, which completes the proof.
Remark 12.2. The most important special case of Theorem 4.5 is the case when r = 0. In that case, we can always pick J 0 so that (4.2) holds with ζ = 1. However, even in this case, because of (12.1), we require Proposition 11.4 in the general case ζ ∈ (0, 1]. Thus, even for the reader only interested in Theorem 4.5 in the case ζ = 1, it is important that we at least have Proposition 11.4 for general ζ ∈ (0, 1]. In any case, having Theorem 4.5 for general ζ ∈ (0, 1] gives additional, convenient flexibility in applications, even when r = 0.
Hölder Spaces
Let Ω ⊂ R n be a bounded, Lipschitz domain. It follows immediately from the definitions that for g ∈ N, s ∈ [0, 1] with g + s > 0, we have the containment C g,s (Ω) ⊆ C g+s (Ω). For g ∈ N, s ∈ (0, 1) we also have the reverse containment 
; this follows from Lemma 8.1. The reverse containment for g ∈ N, s ∈ (0, 1) requires more hypotheses on the vector fields. This is described in [Str18a] .
In a similar vein, we can create Hölder versions of Theorem 7.1 and Theorem 7.2. We present these here. Let X 1 , . . . , X q be real C 1 vector fields on a connected C 2 manifold M and let L 1 , . . . , L m be complex
Corollary 13.1 (The Local Result). Fix x 0 ∈ M , g ∈ N, g ≥ 1, s ∈ (0, 1), and set r := dim X x0 and n + r := dim L x0 . The following three conditions are equivalent: and Φ * X k ∈ C g+1,s (U ; R r ), Φ * L j ∈ C g+1,s (U ; C r+n ).
(ii) Reorder X 1 , . . . , X q so that X 1 (x 0 ), . . . , X r (x 0 ) are linearly independent, and reorder L 1 , . . . , L m so that L 1 (x 0 ), . . . , L n (x 0 ), X 1 (x 0 ), . . . , X r (x 0 ) are linearly independent. Let Z 1 , . . . , Z n+r denote the list X 1 , . . . , X r , L 1 , . . . , L n , and let Y 1 , . . . , Y m+q−(r+n) denote the list X r+1 , . . . , X q , L n+1 , . . . , L m .
There exists an open neighborhood V ⊆ M of x 0 such that: Proof. (i)⇒(ii)⇒(iii) has a nearly identical proof to the corresponding parts of Theorem 7.1, and we leave the details to the reader. Assume (iii) holds. Then, since C g,s X,L (V ) ⊆ C g+s X,L (V ) (by Lemma 8.1 (iii)) we have that Theorem 7.1 (iii) holds (with s replaced by g + s). Therefore Theorem 7.1 (i) holds (again, with s replaced by g + s); we may shrink U in Theorem 7.1 (i) so that it is a Euclidean ball. This establishes all of (i), except that it shows Φ * X k ∈ C g+s+1 (U ; R r ), Φ * L j ∈ C g+s+1 (U ; C r+n ) instead of Φ * X k ∈ C g+1,s (U ; R r ), Φ * L j ∈ C g+1,s (U ; C r+n ). However, since U is a ball and s ∈ (0, 1) (this is the only place we use s = 0, 1), it follows from [Tri06, Theorem 1.118 (i)] that C g+s+1 (U ; R r ) = C g+1,s (U ; R r ). This establishes (iii)⇒(i) and completes the proof.
Remark 13.2. The only place where g ≥ 1, s = 0, 1 was used in the proof of Corollary 13.1 was the implication (iii)⇒(i). The implications (i)⇒(ii)⇒(iii) hold for g ∈ N and s ∈ [0, 1] with the same proof.
Corollary 13.3 (The Global Result). For g ∈ N, g ≥ 1, s ∈ (0, 1) the following three conditions are equivalent:
(i) There exists a C g+2,s E-manifold structure on M , compatible with its C 2 structure, such that X 1 , . . . , X q , L 1 , . . . , L m are C g+1,s vector fields on M and L (as defined in (13.1)) is the associated elliptic structure (see Definition 6.16).
(ii) For each x 0 ∈ M , any of the three equivalent conditions from Corollary 13.1 hold for this choice of x 0 . Furthermore, under these conditions, the C g+2,s E-manifold structure in (i) is unique, in the sense that if M has another C g+2,s E-manifold structure satisfying the conclusions of (i), then the identity map M → M is a C g+2,s E-diffeomorphism between these two E-manifold structures.
Proof. With Corollary 13.1 in hand, the proof is nearly identical to the proof of Theorem 7.2, and we leave the details to the interested reader.
A Immersed Submanifolds
Let W 1 , . . . , W N be real C 1 vector fields on a C 2 manifold M. For x, y ∈ M, define ρ(x, y) as in (2.3). Fix x 0 ∈ M and let Z := {y ∈ M : ρ(x 0 , y) < ∞}. ρ is a metric on Z, and we give Z the topology induced by ρ (this is finer 21 than the topology as a subspace of M, and may be strictly finer). Let M ⊆ Z be a connected open subset of Z containing x 0 . We give M the topology of a subspace of Z. • The inclusion M ֒→ M is a C 2 injective immersion.
• W 1 , . . . , W N are C 1 vector fields tangent to M .
• W 1 , . . . , W N span the tangent space at every point of M .
Furthermore, this C 2 structure is unique in the sense that if M is given another C 2 structure (compatible with its topology) such that the inclusion map M ֒→ M is a C 2 injective immersion, then the identity map M → M is a C 2 diffeomorphsim between these two C 2 structures on M . 
Proof. It is a standard fact that dim(L + L ) + dim(L L ) = dim(L ) + dim(L ). Using that w → w, L → L is an anti-linear isomorphism, the result follows.
Lemma B.2. Let L ⊆ V C be a finite dimensional subspace. Let x 1 , . . . , x r ∈ L L V be a basis for L L and let l 1 , . . . , l n ∈ L . The following are equivalent: (i) x 1 , . . . , x r , Re(l 1 ), . . . , Re(l n ), Im(l 1 ), . . . , Im(l n ) is a basis for L + L .
(ii) x 1 , . . . , x r , l 1 , . . . , l n is a basis for L .
21 See [SS18, Lemma A.1] for a proof that this topology is finer than the subspace topology.
Proof. Clearly r = dim(L ∩ L ).
(i)⇒(ii): Suppose (i) holds. Then dim(L + L ) = 2n + r. Lemma B.1 implies dim(L ) = n + r. Thus, once we show x 1 , . . . , x r , l 1 , . . . , l n are linearly independent, they will form a basis. Suppose iIm(a k )x k = 0.
Since x 1 , . . . , x r are linearly independent, we see Im(a k ) = 0, ∀k. Thus, a k = b j = c j = 0, ∀j, k and (ii) follows.
(ii)⇒(i): Suppose x 1 , . . . , x r , l 1 , . . . , l n form a basis for W . Then, dim(L ) = n + r and Lemma B.1 shows dim(L + L ) = 2n + r. Thus, once we show x 1 , . . . , x r , Re(l 1 ), . . . , Re(l n ), Im(l 1 ), . . . , Im(l n ) span L + L it will follow that they are a basis. But it is immediate to verify that Re(L ) spans L + L , thus since Re(x j ) = x j , Re(ix j ) = 0, and Re(−il j ) = Im(l j ), it follows that x 1 , . . . , x r , Re(l 1 ), . . . , Re(l n ), Im(l 1 ), . . . , Im(l n ) span L + L , which completes the proof. (f j − b j )Im(l j ) ∈ span C {Re(l 1 ), . . . , Re(l n ), Im(l 1 ), . . . , Im(l n )}.
However, since Re(z − z 0 ) = 0,
Thus, Im(z − z 0 ) ∈ span C {Re(l 1 ), . . . , Re(l n ), Im(l 1 ), . . . , Im(l n )} span C {x 1 , . . . , x r }.
Since x 1 , . . . , x r , Re(l 1 ), . . . , Re(l n ), Im(l 1 ), . . . , Im(l n ) are linearly independent (by Lemma B.2), it follows that Im(z − z 0 ) = 0, which completes the proof.
B.2 Wedge Products
Let Z be a one dimensional vector space over a field F (we will always be using F = C or R). For z 1 , z 2 ∈ Z , z 1 = 0 we set z 2 z 1 := λ(z 2 ) λ(z 1 ) ∈ F, where λ : Z → F is any non-zero linear functional. It is easy to see that z2 z1 is independent of the choice of λ.
Let W be an N -dimensional vector space over F, so that N W is a one-dimensional vector space over F. Let w 1 , . . . , w N ∈ W be a basis for W and let w Let V be a real vector space and let V C be its complexification. Let L ⊆ V C be a finite dimensional subspace and let X := L L ; note that X = X . Set r = dim(X ) and n + r = dim(L ). Set W := (L + L ) V = span R {Re(l) : l ∈ L } ⊆ V (so that W is a real vector space). By Lemma B.1, dim(W ) = 2n + r.
Fix x 1 , . . . , x q ∈ X V and l 1 , . . . , l m ∈ L such that X = span C {x 1 , . . . , x q } and L = span C {x 1 , . . . , x q , l 1 , . . . , l m }. For K = (k 1 , . . . , k r1 ) ∈ I(r 1 , q) (where I(r 1 , q) = {1, . . . , q} r1 ; see (4.1)), set X K := x k1 ∧ x k2 ∧ · · · ∧ x kr 1 . For J = (j 1 , . . . , j n1 ) ∈ I(n 1 , m) set Let w 1 , . . . , w 2m+q denote the list x 1 , . . . , x q , 2Re(l 1 ), . . . , 2Re(l m ), 2Im(l 1 ), . . . , 2Im(l m ), so that W = span R {w 1 , . . . , w 2m+q }. For P = (p 1 , . . . , p 2n+r ) ∈ I(2n + r, 2m + q), we set W P := w p1 ∧ w p2 ∧ · · · ∧ w p2n+r .
Proposition B.5. Fix ζ ∈ (0, 1], J 0 ∈ I(n, m), K 0 ∈ I(r, q).
(i) Suppose ( X K0 ) ( L J0 ) = 0 and moreover, max J∈I(n1,m),K∈I(r1,q) n1+r1=n+r
Then, ( X K0 ) ( 2Re(L) J0 ) ( 2Im(L) J0 ) = 0 and moreover, max P ∈I(2n+r,2m+q)
