Abstract-Reinforcement Learning (RL) techniques use a reward function to correct a learning agent to solve sequential decision making problems through interactions with a dynamic environment, but it is hard to design the reward function in complex problems. Its design difficulties promote the Inverse Reinforcement Learning (IRL) by deriving from an expert's demonstrations. It is assumed that the demonstrations are meaningful and reproducible. However, demonstrations of failure are not entirely useless. In this paper, an unified method of combining oppositive demonstrations is proposed to teach the robot by showing inappropriate demonstrations or trying to exhibit unrelated behaviors, so as to the agent can deliberately avoid such bad situations and speed up the learning. According to the result of simulations, it is obvious that the performance of algorithm combined with demonstrations of failure is better than that has only good demonstrations. It is not only convenient to operate but also save a lot of learning time.
INTRODUCTION
As technology continues to play an indispensable role in society, humans interact with autonomous systems on a daily basis. It is reasonable to assume that autonomous control algorithms are currently developed and implemented by technical experts such as computer programmers. Robotic Learning from Demonstration is an approach to robot programming where a control policy is estimated from demonstrated examples of a task. Instead of tedious handcoding, a robot may learn a control policy by interacting with a human who is generally better at assigning credit to performances than to algorithms. IRL can handle tabulated reward functions on a finite state space and linear functional approximation of the reward function over a potentially infinite state space and its first algorithm is proposed by Ng and Russell [1] .There have been a wide variety of successful applications such as helicopter control [2] , routing preferences of drivers [3] that highlight the utility and potential of learning from demonstration. The robot assumes the demonstration is consistent with "correct" behavior for the task and attempts to learn to recreate it. But it is also places the majority of learning burden on the robot. If we teach the robot both correct and wrong demonstrations, these ways that demonstrations of failure can help shoulder some of this burden and yield a faster learning by giving instructive commands and placing constraints on what should and should not be explored in next episode [4] . By acknowledging the failure of demonstrations, agent can avoid repeating them.
II. BACKGROUND

A. Reinforcement Learning
Reinforcement learning, a kind of machine learning inspired by behaviorist psychology, is a computational approach to learn how an agent ought to take actions by maximizing the long-term cumulative reward it receives when interacting with a dynamic and complex environment. The state of the environment transfers from state s to state s' after taking action a, and creates a reinforcement signal or immediate reward r, indicating whether the action is beneficial or harmful and then updates its policy according to s, s' and r. Q-learning proposed by Watkins [5] , utilizes a lookup table to find an optimal state-action value, Q(s, a) and solves the problem that satisfies the Markov property. The Q(s, a) denotes the discounting accumulated rewards of a series of decision making. In order to maximize the discounting accumulated rewards, the policy selects an action which has maximum Qvalue in state s. Q(s, a) is updated as follows.
where
) is the learning rate and ( 1 0 ≤ ≤ ) is the discount factor. Finally, the Q-Learning will learn an optimal policy [5] .
B. Inverse Reinforcement Learning
Inverse reinforcement learning (IRL) is similar to apprenticeship learning to acquire skilled behavior, and for ascertaining the reward function from observation, being optimized by an expert's demonstration [1] . In the IRL algorithm, the reward function is approximated using a linear combination of useful features as (2)
is a function mapping from state space to a feature vector and predefined as 0 or 1, and k is the number of features in the reward function.
[ ]
is an unknown vector to be tuned during the learning process. The value function of policy π is shown from (3). The expected discounted accumulated feature value is defined as a vector of feature expectations in (4) 
III. PROPOSED METHOD
A. Inverse Reinforcement Learning via Unified Method
The unified method compares the difference between the expert's and the agent's trajectories. If every element in the agent's feature expectation, i μ is equal to expert's, E μ the policy is as good as the expert's. On the other hand, if any one of these elements are different, it means that the reward function is not good enough. So, the error is define as follows. In case 1, it represents that the state value of this feature is smaller than the others, as a result the agent passed the feature late or didn't even visit it. In case 2, it contrasts to the case 1. The state value of this feature is bigger than the others, so the feature will probably be chosen earlier or be passed even more than once. In case 3, it can be said that the policy of the expert and the agent are almost the same so as to let the agent take every step accurately which is exactly the same as expert's trace.
Based on the situations mentioned above, the feature expectation is different by different policy every time. Equations (6) to (8) can conquer the problem mentioned above.
The error, i μ Δ between the expert's feature expectation and that of agent's updates the reward weight . F(k, k) is a diagonal matrix named feature weight which is an amount of correction in (6) and each element in F(k, k) is limited from 0 to 1. The error, i μ Δ as a direction of correction is used to update the 1 ω . As long as i μ Δ is positive, it will complement the 1 ω which is too small in the first case. Conversely, when i μ Δ is negative, it will complement the 1 ω which is too big in the second case. In the third case, i μ Δ is equal to zero means that the 1 ω is correct of this state. Thus, the method needs to compare all of the agent's features with expert's. The next step needs to calculate the updated scale corresponding to every element. F(k, k) will be adjusted by (9).
where the (0 1) is an update rate. Because the expectation of the policy will be discounted with the time or steps, it causes the feature expectation has temporality. The elements of feature expectation between the expert and the agent must be completely identical. Something would be wrong if there were any difference between two feature expectations.
B. Unified Method with Demonstrations of Failure
IRL give the agent a good demonstration to learn an optimal policy to do something as well as the expert. However, the underlying assumption is that the demonstrations are successful, and are suitable for reproduction [6] . This method considers the possibility that the human has failed in their attempt, and their demonstration is a wrong example. [ ]
Since there is not a difference for features visited by demonstrations of failure earlier or later. No matter when the demonstrations of failure visit it, it always belongs to a bad feature for the agent. The demonstrations of failure don't have temporality. If there had a feature never be visited by both the expert and the agent, the feature weight would be reduced again and again until the agent visits it. In such situation shown in Fig. 2 , the feature weight becomes too small; it needs to take more time to be pulled back. The proposed method accelerates the learning by demonstrations of failure such as "hit the objects", "make a detour", "over speed", "go in the opposite direction intentionally", and so on. In the beginning, the policy, B π computes the feature expectation of demonstrations of failure.
Only the features which are visited by the agent and aren't visited by the expert need to consider the demonstrations of failure. Two cases of demonstrations of failure are solved and shown in Fig. 3 . In case 1,
is regarded as an unimportant feature or some features which are near the trajectories of the expert. Therefore, we adjudge this feature weight cautiously even if it becomes too small. In case 2,
represents that feature was visited by demonstrations of failure. It is apparent that features which are represented improper behavior are pointed out by demonstrations of failure in advance so as to update them decisively with the maximum adjustment to reduce the chance of visiting this feature by the agent. The ways that demonstrations of failure can help shoulder some of the learning burden and yield faster learning are by giving instructive commands and placing constraints on what states should and should not be explored in the next episode.
IV. SIMULATION
In this section, we proposed two simulation, mobile robot in a maze and soccers to demonstrate the proposed method. The proposed method compares with Adaboost-IRL [7] for verifying the performance.
A. The Simulated Environment of Maze
In this simulation, the learning agent tries to imitate the expert's behavior. The simulation environment is shown in Fig.  4 . In Fig. 4(a) , the maze has a 20 x 20 grids surrounded by walls. The red circle in the left bottom of the maze is starting point of the agent. The goal is the green circle in the right up of the maze. The red arrows are the trajectories of the expert where it is represented 31 steps. In Fig. 4(b) , the blue traces are demonstrations of failure which perform unrelated motions intentionally, such as "hit the objects" and "make a detour". The agents have four actions, moving up, down, left, or right. In the simulation, the learning rate is set 0.7 and exploration is set 10%. When the agent reaches the goal or the number of steps reaches 500, an episode is terminated. The agent runs 2000 episodes per round.
The comparisons are divided into two parts, without demonstrations of failure and with demonstrations of failure. The first comparison is without demonstrations of failure. It compares between the proposed unified method and the method which implemented the concept of Adaboost in IRL [7] . Fig. 5 shows how fast the error approaches to zero and the error value averages 10 rounds of simulation. The x-axis is the iterations, and the y-axis is the average number of error per episode. The unified method can decrease the average number of steps to 0 in the 47rd iterations. The Adaboost in IRL take until the 73th episode. Therefore, the proposed unified method can efficiently decrease the error between agent and expert. Fig. 4(a) The map of maze with the expert's demonstration. Fig. 4(b) The map of maze with the expert's demonstration and demonstrations of failure. 6 shows the average number of iterations, it is discovered that performance of Adaboost-IRL is unstable and it's amplitude changing drastically. In Fig. 7 , the second comparison considers the demonstrations of failure into two methods, the unified method and unified method with demonstrations of failure. Obviously, the method with demonstrations of failure, costs fewer iterations to find the reward function and contributes to entire algorithm.
The proposed method uses the reward function demonstrated by the expert to correct the Q-values and adjusted the reward function. Fig. 8 depicts the Q-values in the process of learning. In Fig. 8(a) , it shows that the Q-values concentrate on the middle way in the mid-term of learning. Since the reward function is not well trained, so the agent is hard to get to the terminal. However, the ends of learning phases show in Fig. 8(b) . It is obvious that the Q-values and rewards became larger gradually to guide the agent toward to the terminal. 
B. The Simulated Environment of Robot Soccer
The task is that the agent needs to kick the ball into the goal without hitting the obstacles and the path must be as short as possible. In Fig. 9 , the agent is a differential wheeled robot marked in blue and 27 infrared sensors are mounted on the robot for detecting the collisions. The others marked in yellow are the same robots which are considered as opponents. The length and width of soccer field are 1.4 meters and 1.2 meters respectively. There are five actions in action space such as "go forward toward the ball", " go forward backward the ball", "turn right and go forward", "turn left and go forward" and "go forward toward the ball in lower speed".
On account of moving object that we don't know when the robot will hit obstacles, so we give the robot more demonstrations by the expert to cover most of the possible situations may encounter. We give the robot three average trajectories by the expert demonstrations and eight traces of demonstrations of failure. The traces are shown in Fig. 10 . In the Q-Learning, the learning rate is set 0.6, the discount factor is set 0.9 and the exploration is decreasing with the number of episodes from 30% to 5%. If the robot is unable to kick the ball into the goal within five minutes, it will be terminated. The total numbers of episodes are 100. The results show in Fig. 11 to verify the performance of adding demonstrations of failure where the error is defined in (5). 
V. CONCLUSION
As science and technology are improving, the reinforcement learning has been applied to more complex environment in the real. It implies that the reward function has played an indispensable role in a larger complicated state space. With comparing every element in the feature expectation and adjusting the reward function, we have taught the agent to quantize the intention of the expert as reward functions to overcome its design difficult. Moreover, we have sped up the learning by adding demonstrations of failure to save a lot of time in the learning process. If we can implement the proposed method to the real soccer field, the robot may organize a soccer team by the expert's demonstrations. Even applied to a large complex state space, we can update the feature weight more precisely to make sure the amount of correction.
