We consider the problem of noisy matrix completion, in which the goal is to reconstruct a structured matrix whose entries are partially observed in noise. Standard approaches to this underdetermined inverse problem are based on assuming that the underlying matrix has low rank, or is well-approximated by a low rank matrix. In this paper, we first identify how the classical non-negative rank model enforces restrictions that may be undesirable in practice. We propose a richer model based on what we term the "permutation-rank" of a matrix and show how the restrictions due to classical low rank assumptions can be avoided by using the richer permutation-rank model. We establish information-theoretic lower bounds on the rates of estimation, and design an estimator which we prove is simultaneously optimal (up to logarithmic factors) for both the permutation-rank and the low-rank models. Our results thus show that the proposed permutation-rank model and estimator enjoy a surprising win-win in terms of the statistical bias-variance tradeoff as compared to the classical low-rank models.
I. INTRODUCTION
In the problem of matrix completion, the goal is to reconstruct a matrix based on observations of a subset of its entries [2] . Matrix completion has a variety of applications, including recommender systems [3] , image understanding [4] , fluorescence spectroscopy [5] , and modeling signal-adaptive audio effects [6] . We refer the reader to the surveys [7] , [8] for an overview of the vast literature on this topic. Throughout this paper, in order to provide a running example for our modeling, it will be convenient to refer back to a particular variant of a recommender system application. More concretely, suppose that there are n ≥ 2 users and d ≥ 2 items, as well as an unknown matrix M * ∈ [0, 1] n×d that captures the users' preferences for the items. Specifically, the (i, j) th entry of M * represents the probability that user i likes item j. The problem is to estimate this preference matrix M * ∈ [0, 1] n×d from observing users' likes or dislikes for some subset of the items.
Following a long line of past work in this area (e.g., [9] - [16] ), we consider the following form of random design observation model. For a given parameter p obs ∈ (0, 1] and for any user-item pair (i, j), we observe user i's rating for item j with probability p obs . We assume that when an entry (i, j) is observed, we observe a binary value-for instance, {like, dislike} or {0, 1}-which arises as a Bernoulli realization of the true preference M * ij . 1 More formally, we observe a matrix Y ∈ {0, 1 2 , 1} n×d , where
(user i likes item j) 0 w.p. p obs (1 − M * ij ) (user i dislikes item j) 1 2 w.p. 1 − p obs (no data available), for every (i, j) ∈ [n] × [d], where "w.p." is used as shorthand for "with probability". The goal is to estimate the underlying matrix M * based on the observed matrix Y . It is clear that, if no structural conditions are imposed on the underlying matrix M * , then this problem is ill-posed. A classical approach is to impose on a bound on either the rank or the non-negative rank of the matrix. We begin by describing the approach based on the non-negative rank, before turning to the alternative approach based on permutation rank that is the focus of this paper.
A. Non-negative rank
In the problem of non-negative low-rank matrix completion, the matrix M * is assumed to have a factorization of the form
for some matrices U ∈ R n×r + and V ∈ R d×r + . Here the integer r ∈ {1, . . . , min{d, n}} is known as the non-negative rank of the matrix. (As a corner case, we also have that the zero matrix is the only matrix with a non-negative rank of r = 0.) It is often assumed that the non-negative rank r known, but in this paper, we make no such assumptions. For any value of r ∈ {1, . . . , min{d, n}}, we let C NR (r) denote the set of all matrices with a non-negative factorization of rank at most r:
For any matrix M , the smallest value of r such that M ∈ C NR (r) is termed its non-negative rank, and is denoted by r(M ).
In order to gain some intuition for the meaning of the nonnegative rank, note that any matrix M ∈ C NR (r) can be written as a sum of the form
. Such a decomposition can be interpreted as the existence of r features, indexed by ∈ [r]. The d entries of vector v represent the contribution of feature to the d respective items, and the n entries of vector u represent the amounts by which the n respective users are influenced by feature . The popular overview article [3] provides an explanation for this assumption:
"Latent factor models are an alternative approach that tries to explain the ratings by characterizing both items and users on, say, 20 to 100 factors inferred from the ratings patterns. ... For movies, the discovered factors might measure obvious dimensions such as comedy versus drama, amount of action, or orientation to children; less well-defined dimensions such as depth of character development or quirkiness; or completely uninterpretable dimensions. For users, each factor measures how much the user likes movies that score high on the corresponding movie factor."
Concerns with non-negative rank: Let us now delve deeper into this model 2 , continuing in the context of movie recommendations for the sake of concreteness. Suppose there are r features that govern the movie watching experience; examples of such features include the amount of comedy content or the depth of character development. For any user i ∈ [n] and any feature ∈ [r], we let u i ∈ R + denote the "affinity" of user i towards feature , and for any movie j ∈ [d], we let v j ∈ R + denote the amount of content associated to feature in movie j. The conventional low nonnegative rank model then assumes that the affinity of user i towards movie j conditioned on feature is given by u i v j . Consequently, for given feature , the entire behavior of each user and movie is governed by a pair of parameters, namely u i and v j for user i and item j respectively. Such an assumption has some unnatural implications. For instance, consider any two movies, say A and B, and any two users, say X and Y . Then conditioned on any feature , we have the implication Preference of user X for movie A Preference of user X for movie B
=
Preference of user Y for movie A Preference of user Y for movie B .
In words, the low non-negative rank model inherently imposes a condition that is potentially unrealistic-namely, that for any given feature, the ratio of preferences for any pair of movies is identical for all users. Likewise, for any given feature, the ratio of preferences of any pair of users is identical for all movies. With the goal of circumventing this condition, let us now describe a generalization that we call permutation rank, which is the main focus of our paper.
B. Permutation rank
As with the ordinary rank, the permutation rank of the allzeros matrix is zero. Otherwise, for any non-zero matrix, the permutation rank ρ takes values in the set {1, . . . , min{n, d}}. We begin by describing the set C PR (1) of matrices with permutation rank one. The set of matrices with permutation rank ρ = 1 is given by
and π 2 :
In words, a non-zero matrix is said to have a permutation rank of 1 if there exists a permutation of its rows and columns such that the entries of the resulting matrix are non-decreasing down any column and to the right along any row. Observe that any matrix with the conventional (non-negative) rank equal to 1 also belongs to the set C PR (1). However, a matrix in C PR (1) can have any non-negative rank, meaning the set of matrices with a permutation-rank of 1 also includes some matrices with a full non-negative rank. We now extend the definition of the permutation rank to any integer ρ ∈ {1, . . . , min{n, d}}. In particular, the set of matrices with permutation rank at most ρ is given by
Note that this definition reduces to C PR (1) in the special case ρ = 1. Otherwise, for ρ > 1, the permutations defining membership of each constituent matrix Q in C PR (ρ) are allowed to be different. For any matrix M , the smallest value of ρ such that M ∈ C PR (ρ) is termed its permutation rank, and is denoted by ρ(M ).
Revisiting the example of movie recommendations, the interpretation of this more general permutation-rank model is that conditioned on any feature ∈ [r], the preference ordering across movies continues to be consistent for different users, but the values of these preferences need not be identical scalings of each other. Observe that the conventional non-negative matrix-completion setting C NR (r) is a special case of the permutation-rank matrix-completion setting where each matrix Q is restricted to be of rank one. Whenever r < min{d, n}, we have the strict inclusion C NR (r) ⊂ C PR (r).
C. Contributions of the paper
In addition to the conceptual and modeling considerations discussed above, the main contributions of this paper are to establish sharp (up to logarithmic factors) upper and lower bounds on estimation of the matrix M * from the noisy and partially observations Y . Our upper bounds are obtained through design and analysis of a regularized least squares estimator with a carefully chosen regularization. Our results have the following important practical implications: the permutationbased model is strictly and significantly more general than the classical low-rank model thereby leading to a low bias in estimation. Furthermore, the permutation-based model does not incur much additional overfitting error as compared to the classical non-negative rank model thereby also incurring a comparable variance. Thus our proposed permutation-based model for non-negative matrix completion enjoys a surprising win-win over the classical low-rank models.
The extended version [1] of this paper presents additional results including a polynomial-time computable estimator, and several other properties of the permutation-rank model.
II. MAIN RESULTS
Having discussed the limitations of the non-negative rank model and introduced the permutation rank model, we now consider the problem of estimating a low permutation rank matrix M * based on noisy and partial observations Y . We present an estimator that simultaneously addresses both the classical low-rank and the permutation-rank models, and provide sharp guarantees on its estimation error. We establish the optimality of our estimator by deriving matching informationtheoretic lower bounds on the error incurred by any estimator.
A. An estimator and upper bounds on risk
We analyze a regularized form of least-squares estimation applied to a recentered version Y of the observed matrix Y :
We perform this recentering in order to obtain an unbiased estimate Y of the true matrix M * in the presence of missing observations, which is used in the least-squares estimator described below. As a sanity check, observe that when p obs = 1, we have the direct relation Y = Y . Letting ρ(M ) denote the permutation-rank of any matrix M , we then consider the estimator
Observe that importantly, the estimator M LS does not need to know the value of the true permutation-rank of the underlying matrix. Moreover, while the estimator (as stated) is based on a known value of p obs , this assumption is not critical, since p obs can be estimated accurately from the observed matrix Y . We now turn to some theoretical guarantees on the performance of this estimator. Rather than assuming that, for a given rank ρ, the target matrix M * has permutation rank exactly equal to ρ, we instead provide bounds that depend on distances to the set of all matrices with a given permutation rank. More precisely, for any given tolerance ≥ 0, define the set corresponding to matrices that are at most away from some matrix with non-negative-rank r.
In stating the following results, as well as throughout the remainder of the paper, we use c, c , c 1 etc. to denote positive universal constants. We first present an upper bound on the estimation error incurred by the proposed regularized least squares estimator.
Theorem 1: For any matrix M * ∈ [0, 1] n×d and any integer ρ ∈ [min{n, d}], the regularized least squares estimator M LS satisfies the upper bound
with probability at least 1 − e −c0 max{n,d} log(nd) . The remainder of this subsection describes the key ingredients of the proof of Theorem 1. We refer the reader to the extended version of the paper [1] for the complete proof. The analysis of the permutation-rank model must accommodate three challenges: the unknown user and item permutations, the missing entries, and the noise in the observed entries. Our proof first fixes the unknown permutation to some value, then derives an upper bound on the estimation error for each permutation, and subsequently performs a careful union bound over all the permutations. For any fixed permutation, the noise in the entries is handled through the use of metric-entropybased arguments, specifically, using bounds on the metric entropy of monotonic matrices derived in our past work [17] , which in turn employ bounds on metric entropy of monotonic functions due to Gao and Wellner [18] , coupled with Dudley's entropy integral and careful algebra. Finally, the missing data are accounted for using tail bounds due to Klein and Rio [19] .
B. Information-theoretic lower bound
We now present an information-theoretic lower bound which matches the upper bound of Theorem 1 up to a logarithmic factor. Interestingly, while the upper bound on the estimation error applies to any matrix M * in the permutation-rank model, our near-matching lower bound also holds if we restrict attention to the considerably more restrictive low-rank model.
Theorem 2: For any integer ρ ∈ [min{n, d}], any scalar ≥ 0, and any estimator M , there exists a matrix M * ∈ B N (ρ, ) such that
In order to prove this result, we first construct a set of candidate matrices M * that satisfies certain key properties. This construction begins with a set of binary vectors with a large Hamming distance, whose existence is obtained through the Gilbert-Varshamov bound from coding theory. We then transform these vectors to a set of matrices -this transformation is the key step in the proof. It ensures that the resulting matrices have a small enough pairwise Kullback-Leibler divergence, a large enough pairwise Frobenius distance, and most importantly, that each of these matrices lies in the set B N (ρ, ). Finally, we apply Fano's inequality to this packing set of matrices in order to obtain the claimed result. We refer the reader to the extended version [1] for the complete proof.
C. Additional implications
In this section we discuss additional implications of the aforementioned results.
1) Interpretation as oracle inequalities and minimax bounds: We begin by providing an interpretation of the results in terms of the standard frameworks of oracle inequalities and minimax bounds.
Oracle inequalities and sandwiching of the risk: The upper bound of Theorem 1 can equivalently be stated in the following manner. For any integer ρ ∈ [max{n, d}] and any scalar ≥ 0 such that M * ∈ B P (ρ, ), the regularized least squares estimator M LS satisfies the upper bound
with probability at least 1 − e −c0 max{n,d} log(max{nd}) . On the other hand, since B N (ρ, ) ⊆ B P (ρ, ) for every value of ρ and , the lower bound of Theorem 2 implies the following result. For any integer ρ ∈ [min{n, d}], any scalar ≥ 0, and any estimator M , there exists a matrix M * ∈ B N (ρ, ) such that
Comparing the bounds (1a) and (1b), we see that our results are sharp up to logarithmic factors. Specialization to minimax risk: When suitably specialized to matrices that have some fixed permutation (or nonnegative) rank, Theorem 1 and Theorem 2 lead to sharp upper and lower bounds on the minimax risks for the problems of matrix completion over the sets C NR and C PR . In order for a clear comparison between the two bounds, let us index both the non-negative rank and the permutation-rank using a generic notation k-the meaning of the notation will be clear from the context.
The result of Theorem 1 implies that for any value k ∈ [min{n, d}] and any matrix M * ∈ C PR (k), the regularized least squares estimator M LS satisfies the bound
with probability at least 1 − e −c0 max{n,d} log(nd) . Within the set of matrices [0, 1] n×d under consideration, we have the deterministic upper bound 1 nd ||| M LS − M * ||| 2 F ≤ 1. Consequently, our high probability upper bound also implies a uniform bound on the mean-squared error over the set C PR (k)-that is
Since C PR (k) is a superset of C NR (k), the same upper bound holds for the minimax risk over C NR (k):
Conversely, Theorem 2 implies that for any k ∈ [max{n, d}], the error incurred by any estimator M over the set C NR (k) is error lower bounded as
Since C NR (k) ⊆ C PR (k), the error incurred by any estimator M over the set C PR (k) is also lower bounded as
We have thus characterized the minimax risk over both the families C PR or C NR , with bounds that are matching up to logarithmic factors.
2) Win-win for permutation-based models: An important consequence of our results is the multi-fold benefit of moving from the restrictive non-negative-rank assumptions to the more general permutation-rank assumptions. Our results show that fitting a permutation-rank k model when the true matrix actually has a non-negative rank of k leads to relatively little additional (overfitting) error. On the other hand, it is not hard to see that fitting a non-negative rank k model when the true matrix actually has a permutation-rank of k can lead to very high error due to model mismatch. The permutationbased model thus enjoys a surprising win-win in terms of the statistical bias-variance tradeoff.
3 The pairwise-comparison setting under the SST model is a special case of our present problem and corresponds to the setting where the value of ρ is known and equal to 1, the matrix M * is square with n = d, and all entries of M * satisfy the shifted-skew-symmetry condition M * ij + M * ji = 1. Theorem 1 and Theorem 2 provide guarantees on the estimation of mixtures of SST models, thereby resolving an important open problem on this topic. In addition, the results of the present paper are obtained in the framework of oracle inequalities, which is more general than the minimax framework of [17] , and provide sharp guarantees for the setting when the true matrix does not follow the assumed model.
III. DISCUSSION AND FUTURE WORK
We posit that the conventional low-rank models for matrix completion and denoising are equivalent to "parametric" assumptions with undesirable implications. We propose a new permutation-rank approach and argue, by means of a conceptual discussion as well as theoretical guarantees, that this approach offers significant benefits at little additional cost. Our work also contributes to a growing body of literature [20, Part 1] , [17] , [21] - [26] on moving towards more flexible models based on permutations that provide robustness to model mismatches as compared to the restrictive parameterbased models popular today.
Our work gives rise to some useful open problems. We established benefits of the permutation-based approach for matrix completion under the random design observation setting. In the literature, the classical low (non-negative) rank matrix completion problem is also studied under other observation models such as weighted random sampling [27] , fixed design [28] , [29] , streaming/active learning [30] - [32] , and biased observation models [33] , which are also of interest for permutation-rank matrix completion. A second open problem is to construct minimax-optimal, polynomial-time computable algorithms for the permutation-rank model. Any solution to this problem may also contribute to the understanding of some other open problems in the literature (e.g., see [17] , [22] , [26] ) on the gap between the statistical and computational aspects of estimation under unknown permutations.
ACKNOWLEDGMENTS
The work of MJW and NBS was partially supported by DOD Advanced Research Projects Agency W911NF-16-1-0552, NSF grant DMS-1612948 and NSF CRII: CIF: CCF1755656. The work of SB was supported by NSF grant DMS-1713003.
