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In view of the recent results of lattice QCD simulation in the P11 partial wave that has found no
clear signal for the three-quark Roper state we investigate a different mechanism for the formation of
the Roper resonance in a coupled channel approach including the piN , pi∆ and σN channels. We fix
the pion-baryon vertices in the underlying quark model while the s-wave sigma-baryon interaction is
introduced phenomenologically with the coupling strength, the mass and the width of the σ meson
as free parameters. The Laurent-Pietarinen expansion is used to extract the information about the
S-matrix pole. The Lippmann-Schwinger equation for the K matrix with a separable kernel is solved
to all orders. For sufficiently strong σNN coupling the kernel becomes singular and a quasi-bound
state emerges at around 1.4 GeV, dominated by the σN component and reflecting itself in a pole of
the S-matrix. The alternative mechanism involving a (1s)22s quark resonant state is added to the
model and the interplay of the dynamically generated state and the three-quark resonant state is
studied. It turns out that for the mass of the three-quark resonant state above 1.6 GeV the mass of
the resonance is determined solely by the dynamically generated state, nonetheless, the inclusion of
the three-quark resonant state is imperative to reproduce the experimental width and the modulus
of the resonance pole.
1. INTRODUCTION
Ever since the Roper resonance has been discovered in
piN scattering [1], its exact nature remains unclarified.
Modern partial-wave analyses [2–4] of the Roper reso-
nance reveal a non-trivial structure of its poles in the
complex energy plane, indicating that any kind of Breit-
Wigner interpretation is inadequate. The constituent
quark model, assuming a (1s)2(2s)1 configuration of the
resonance, fails to reproduce many of the observed prop-
erties, in particular in the electro-magnetic sector. Vari-
ous investigations [5–9] have emphasized the importance
of correct relativistic approach in the framework of con-
stituent quark models. It has also been suggested that
additional degrees of freedom, such as explicit excita-
tions of the gluon field [10], the glueball field [11], or
chiral fields [12–18] may be relevant for the formation
or decay of the Roper resonance. The need to include
the meson cloud in a quark-model description of the
Roper resonance has been studied in [19–23]. The quark
charge densities inducing the nucleon to Roper transi-
tion have been determined from the phenomenological
∗Electronic address: bojan.golli@ijs.si
analysis [24] confirming the existence of a narrow central
region and a broad outer band. In [12] coupled-channel
meson-baryon dynamics alone was sufficient to engender
the resonance; there was no need to include a genuine
three-quark resonance in order to fit the phase shifts and
inelasticities. This picture has been further elaborated
in [13]. Their conclusion may be compared to the EBAC
approach [25, 26] which emphasizes the important role
of the bare baryon structure at around 1750 MeV in the
formation of the resonance.
The hunt for the Roper is also a perpetual challenge to
lattice QCD which may ultimately resolve the dilemma
about the origin of the resonance. Although the pic-
ture seems to be clearing slowly [27], the recent calcu-
lations of the Graz-Ljubljana group [28] including be-
sides 3q interpolating fields also operators for piN in rel-
ative p-wave and σN in s-wave, and a similar calcula-
tion by the Adelaide group [29] show, however, no evi-
dence for a dominant 3q configuration below 1.65 GeV
and 2.0 GeV, respectively, that could be interpreted as
a Roper state. The Graz-Ljubljana group has concluded
that piN channel alone does not render a low-lying res-
onance and that coupling with pipiN channels seems to
be important, which supports the dynamical origin of the
Roper. The Adelaide group analysed two scenarios of the
resonance formation in the framework of the Hamiltonian
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2effective field theory [30, 31], the dynamical generation
and the generation through a low-lying bare-baryon res-
onant state: while both these effective models reproduce
well the experimental phase shift by suitably adjusting
model parameters, only the former scenario provides an
adequate interpretation of the lattice results of the Graz-
Ljubljana group [28]. The width of the Roper resonance
and the quark mass dependence of its mass has also been
investigated in relativistic baryon ChiPT [32, 33].
In order to investigate the dominant mechanism re-
sponsible for the resonance formation we devise a sim-
plified model that incorporates its dynamical generation
as well as the generation through a three-quark resonant
state. The model is based on our previous calculations
covering the pertinent partial waves and resonances in
the low and intermediate energy range, and includes only
those degrees of freedom which have turned out to be the
most relevant in this partial wave in the energy range of
the Roper resonance. Also, we fix the parameters of the
model to the values used in our previous calculations, ex-
cept for the σN channel which substantially contributes
in the P11 partial wave and much less in other waves.
This allows us to study the dependence of the results on
the strength of the σ coupling to the nucleon as well as
on the gradual inclusion or exclusion of the three-quark
resonant state.
In the next section we briefly review the basic features
of our coupled-channel approach and of the underlying
quark model. We construct meson-baryon channel states
which incorporate the quasi-bound quark-model states
corresponding to the nucleon and its higher resonances.
The structure of the multi-channel K matrix is discussed
and the method to solve the Lippmann-Schwinger equa-
tion for the meson amplitudes is outlined. In Sect. 3 we
solve the coupled-channel problem without including the
genuine Roper state. In Sect. 4 the problem is solved by
explicitly including the corresponding three-quark reso-
nant state.
2. THE MODEL
2.1. The underlying quark model
In our approach to scattering and photoproduction of
mesons we use a chiral quark model to determine the
meson-baryon and photon-baryon vertices, which results
in a substantially smaller number of free parameters com-
pared to more phenomenological methods used in the
partial-wave analyses. We use a SU(3) extended ver-
sion of the Cloudy Bag Model (CBM) [34] supplemented
with addition of the σ, ρ and ω mesons. The bag radius
R = 0.83 fm corresponding to the cut-off Λ ≈ 550 MeV
and value of the pion-decay constant, fpi, reduced to
76 MeV in order to reproduce the piNN coupling con-
stant and other nucleon ground-state properties have
been used for all pertinent resonances. In this model
we have analysed the S, P and D partial waves includ-
ing all relevant resonances and channels in the low- and
intermediate-energy regime [17, 18, 35–37]. For most of
the S and P resonances the parameters determined in the
underlying quark model describe consistently the scat-
tering and photo-production amplitudes, including the
production of η and K mesons. The model, however,
underestimates the d-wave meson coupling to the quark
core, typically by a factor of two.
In the present calculation we have included the chan-
nels that in our previous calculations turned out to be the
most relevant in the energy range of the Roper resonance:
apart from the elastic channel, the pi∆ and the σN chan-
nels. From our experience mostly in the P33 wave we
have been able to fix the pion-baryon vertices while the
s-wave σNN , σ∆∆ and σNR vertices, mimicking the
pipi-baryon interactions, are introduced phenomenologi-
cally. We assume
V σ0 (k, µ) = V
σ
0 (k)wσ(µ) , V
σ
0 (k) = g
k√
2ω(k)
.
Here ω2(k) = k2 + µ2, µ is the invariant mass of the
two-pion system and wσ(µ) is a Breit-Wigner function
centered around µσ with the width Γσ; g as well as the
Breit-Wigner values are free parameters of the model and
are assumed to be the same for all three σ vertices. We
use g to study the behaviour of the amplitudes in dif-
ferent regimes. Our calculation favours µσ and Γσ which
are slightly larger than the PDG values of µσ ≈ 450 MeV
and Γσ ≈ 500 MeV [38]. We present results for two pairs
of values, µσ = Γσ = 500 MeV and µσ = Γσ = 600 MeV.
For the background we include only the u-channel pro-
cesses with the intermediate nucleon and ∆(1232) which,
based on our previous experience in the P11 and also in
the P33 partial wave, dominates in the considered energy
regime.
2.2. The coupled channel approach
In our approach the quasi-bound quark state is in-
cluded through a scattering state which in channel α as-
sumes the form
|Ψα〉 = Nα
{[
a†α(kα)|Φα〉
]
+ cαN |ΦN 〉+ cαR|Φ0R〉
+
∑
β
∫
dk χαβ(kα, k)
ωβ(k) + Eβ(k)−W
[
a†β(k)|Φβ〉
]}
,(1)
where α (β) denotes either piN , pi∆ or σN channels, and
[ ] stands for coupling to total spin 12 and isospin
1
2 . The
first term represents the free meson (pi or σ) and the
baryon (N or ∆) and defines the channel, the next term
is the admixture of the nucleon ground state, the third
term corresponds to a bare three-quark state, while the
fourth term describes the pion cloud around the nucleon
and ∆, and the σ cloud around the nucleon. Here Nα =
3√
ωαEα/(kαW ), kα and ωα are on-shell values,
1 where
W = ωα + Eα is the invariant mass.
The (half-on-shell) K matrix is related to the scatter-
ing state as [17]
Kαβ(kα, k) = −piNβ〈Ψα||V β(k)||Φβ〉 , (2)
with the property Kαβ(kα, k) = Kβα(k, kα). It is pro-
portional to the meson amplitudes χ in (1),
Kαβ(kα, k) = piNαNβ χαβ(kα, k) . (3)
The equations for the meson amplitudes can be derived
from requiring the stationarity of the functional, 〈δΨ|H−
W |Ψ〉 = 0, which leads to the Lippmann-Schwinger type
of equation
χαγ(k, kγ) = −cγN VαN (k)− cγR VαR(k) +Kαγ(k, kγ)
+
∑
β
∫
dk′
Kαβ(k, k′)χβγ(k′, kγ)
ωβ(k′) + Eβ(k′)−W . (4)
The kernel (averaged over meson directions) reads [17]
Kαβ(k, k′) =
∑
i=N,∆
f iαβ
V αiβ(k)V
β
iα(k
′)
ωα(k) + ωβ(k′) + Ei(k¯)−W
,
(5)
where for channels involving pions the spin-isospin fac-
tors equal
fNNN = f
∆
NN =
1
9
, f∆NN = f
∆
∆∆ =
4
9
,
fNN∆ = f
N
∆N =
8
9
, f∆N∆ = f
∆
∆N =
5
9
,
and 1 if at least one of the channels is σN . As discussed
in our earlier work, Eq. (5) implies dressed vertices; in
the present calculation the vertices involving the ∆ are
increased by 35 % to 40 % with respect to their bare val-
ues in accordance with our analysis of the P33 resonances
in [17], while VpiNN is kept at its bare value. We assume
the following factorization of the denominator in (5):
1
ωα(k) + ωβ(k′) + Ei −W ≈
(ωα + ωβ + Ei −W )
(ωα(k) + Ei − Eβ)(ωβ(k′) + Ei − Eα) , (6)
whereW = Eα+ωα = Eβ+ωβ . The factorization is exact
if either of the ω’s is on-shell, i.e. ωα(k)→ ωα = W −Eα
1 In the following we use µα for the meson mass in channel α, such
that ω2α(k) = k
2 + µ2α; the vertex in an u-channel exchange is
denoted by V βiα, with β corresponding to the meson in channel
β, the vertex in a s-channel by VαB .
or ωβ(k
′)→ ωβ = W −Eβ . Assuming (6) the kernel can
be written in the form
Kαβ(k, k′) =
∑
i
ϕαβi(k) ξ
β
αi(k
′) , (7)
ϕαβi(k) =
mi
Eβ
(ωβ + ε
β
iα)
V αiβ(k)
ωα(k) + εαiβ
f iαβ ,
ξβαi(k
′) =
V βiα(k
′)
ωβ(k′) + ε
β
iα
.
We further modify the propagator (ωβ(k
′) +Ei −Eα)−1
such that it corresponds to the denominator in the u
channel, i.e. 2mi/(2Eαωβ(k) +m
2
i −m2α − µ2β) in which
case
εβiα =
m2i −m2α − µ2β
2Eα
, (8)
with the property Eα(ωβ + ε
β
iα) = Eβ(ωα + ε
α
iβ). Let
us note that the half-on-shell Kαβ(k, kβ) reduces to the
standard form of the u-channel background in the so-
called Born approximation:
Kαβ(k, kβ) =
∑
i
f iαβ
2mi V
α
iβ(k)V
β
iα(kβ)
2Eαωβ +m2i −m2α − µ2β
. (9)
The above approximations are discussed in more detail
in Appendix C of [17].
3. SOLUTION WITHOUT THREE-QUARK
RESONANT STATES
The meson amplitude (or equivalently the K matrix)
consists of the nucleon-pole term and the background (see
Fig. 1):
χαδ(k, kδ) = cδNVαN (k) +Dαδ(k, kδ) . (10)
Equation (4) can be split into the equation for the dressed
vertex,
VαN (k) = V¯αN (k) +
∑
β
∫
dk′
Kαβ(k, k′)VβN (k′)
ωβ(k′) + Eβ(k′)−W ,
(11)
and the background:
Dαδ(k, kδ) = Kαδ(k, kδ)+
∑
β
∫
dk′
Kαβ(k, k′)Dβδ(k′, kδ)
ωβ(k′) + Eβ(k′)−W .
(12)
Since we assume that the nucleon in (1) is an exact so-
lution of the Hamiltonian and therefore consists of the
pion and σ clouds, the vertex V¯αN in (11) is a modifica-
tion of the ground-states meson amplitudes such that its
off-shell value goes to zero as W approaches mN :
V¯αN (k) =
(W −mN )VαN (k)
ωα(k) + Eα(k)−mN . (13)
4χαδ Dαδ
α
= +
= +
+=
α α
α
δ δ
β
α
δ
α
δ
β
χN poleαδ
N
N
α
N N
FIG. 1: Graphical representation of Eqs. (10), (11) and (12)
(from top to bottom).
Finally
cαN = −VαN (k)
λN (W )
, (14)
where
λN (W ) = W −mN +
∑
β
∫
dk
VβN (k)V¯βN (k)
ωβ(k) + Eβ(k)−W .
(15)
Note that due to (13) the self-energy term vanishes as
W → mN .
Since the kernel (7) is separable, Eqs. (11) and (12)
can be exactly solved with the ansaetze
VαN (k) = V¯αN (k) +
∑
βi
xαβi ϕ
α
βi(k) (16)
and
Dαδ(k, kδ) = Kαδ(k, kδ) +
∑
βi
zαδβi ϕ
α
βi(k) . (17)
This leads to a set of linear algebraic equations for the
coefficients x and z:
xαβi +
∑
γj
Mβαi,γj x
β
γj = b
β
αi , (18)
zαδβi +
∑
γj
Mβαi,γj z
βδ
γj = d
βδ
αi , (19)
where
Mβαi,γj = −
∫
dk
ξβαi(k)ϕ
β
γj(k)
ωβ(k) + Eβ(k)−W , (20)
bβαi =
∫
dk
V¯βN (k)ξ
β
αi(k)
ωβ(k) + Eβ(k)−W ,
dβδαi =
∫
dk
Kβδ(k, kδ)ξβαi(k)
ωβ(k) + Eβ(k)−W .
Mγ
Bγ
Mβ
Bβ BjV βiα
Bi V βjγ
Mα
Bα
FIG. 2: Graphical representation of Mβαi,γj : Mα and Bα de-
note respectively the meson (pi or σ) and baryon (N or ∆) in
channel α.
The meaning of the indices in the matrix M = [M ]βαi,γj
is explained in Fig. 2. Introducing A = I + M, (18) can
be written as Ax = b or, in terms of components, as∑
γj
Aβηαi,γj x
η
γj = b
β
αi , (21)
where
Aβηαi,γj = I
βη
αi,γj + δβ,ηM
β
αi,γj , I
βη
αi,γj = δα,ηδβ,γδi,j .
The set (19) for the z parameters differs only in the right-
hand side. The structure of A for our choice of channels
is displayed in the Appendix.
In order to analyze the behaviour of the kernel we per-
form the singular value decomposition of A,
A = UWVT , (22)
where U and V are orthogonal matrices and W is a diag-
onal matrix. Since A−1 = VW−1UT , the solution for x
can be written as
x = A−1b , xp =
dim(A)∑
r=1
1
wr
(∑
q
Urqbq
)
Vpr . (23)
We have introduced common indices p, q, r numbering
possible combinations of the two channels indices (e.g. α
and β) and the index of the intermediate state (i); in the
present case dim(A) = 13.
For weak couplings g the eigenvalues2 wr remain close
to 1; increasing g, one of the eigenvalues denoted wmin
becomes smaller while the others stay close to 1. Fig-
ure 3 shows that the minimum is reached around W =
1400 MeV almost independently of g; this value of the
invariant mass is also insensitive to the choice of the
Breit-Wigner mass and width of the σ meson. The so-
lution in the energy range from W ≈ 1300 MeV to
2 Strictly speaking, the singular-value decomposition of A pro-
duces singular values wr which are square roots of the eigen-
values of AAT . For simplicity, we call wr eigenvalues and the
corresponding columns of U and V eigenvectors.
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FIG. 3: The behaviour of the lowest eigenvalue wmin as a
function of W for µσ = Γσ = 600 MeV for coupling constant
g from 1.55 to 2.3.
1600 MeV is therefore dominated by the lowest eigen-
vector of A. Around g = 2, wmin touches zero and be-
yond this (critical) value it crosses zero twice, at W1 and
W2. At these two energies, a nontrivial solution of the
homogeneous equation appears, signaling the emergence
of a (quasi)-bound state. The corresponding eigenvec-
tor changes little with W and stays almost constant for
1300 MeV < W < 1600 MeV. This remains true even
for g smaller than the critical value, except that the σN
component is less strong. (See Fig. 4.) As we shall justify
in the following we can identify the corresponding state
as the dynamically generated state.
W [MeV]
w
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gh
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FIG. 4: The weights of the piN , pi∆ and σN components of
the eigenvector belonging to the lowest eigenvalue wmin for
g = 2.3 (thick lines), g = 2.0 (medium lines) and g = 1.55
(thin lines), and µσ = Γσ = 600 MeV.
Let us consider how the lowest eigenvalue influences
the behaviour of the K matrix, which has the form
Kαβ = piNαNβ
[VαNVβN
λN (W )
+Dαβ
]
. (24)
When wmin approaches zero, VαN and Dαβ are domi-
nated by the dynamically generated state and both quan-
tities become proportional to w−1min; the same is true also
for λN (W ) (see Eq. (15)). As a result, the K matrix
also behaves like w−1min and therefore possesses the pole at
those W where wmin crosses zero. Let us note that while
the A is not symmetric, the resulting K matrix (24) is
symmetric (and real), which guarantees the unitarity of
the S matrix.
The T matrix is obtained by solving the Heitler equa-
tion T = K + iKT . The influence of the dynamically
generated state on the T matrix is best visualized by ob-
serving the behaviour of the imaginary part of T (Fig. 5)
as we increase g. For g below the critical value (but not
too small) there is a single bump roughly where wmin
reaches its minimum. For g = 2.05 we have two poles in
the K matrix and two peaks in ImT . As we increase g,
the lower peak gets narrower and weaker and disappears
at the location of the two pion threshold. The upper
peak moves to higher W and becomes wider.
W [MeV]
Im
T
g = 1.55
1.80
2.00
2.052.15
2.30
2.30
170016001500140013001200
0.8
0.6
0.4
0.2
0
FIG. 5: The imaginary part of the T matrix for g from 1.55
to 2.3 and µσ = Γσ = 600 MeV.
From scattering amplitudes we can use the Laurent-
Pietarinen expansion [39–42] to extract the information
about the S-matrix poles shown in Table I which offers
a deeper insight into the mechanism of resonance forma-
tion. Notice that the pole in the S matrix emerges al-
ready before the critical value of g is reached. This means
that it is not necessary that the kernel in the Lippmann-
Schwinger equation (4) becomes singular in order to pro-
duce a resonance — or, equivalently, it is not necessary
that the K matrix possesses a pole in the vicinity of the
resonance. The mass of the S-matrix pole, ReWp, is
close to the mass of the Roper pole extracted from the
data while the width and the modulus are relatively too
6TABLE I: S-matrix pole position and modulus for g from
1.8 to 2.15; at g = 2.15 the width and modulus of the lower
resonance can not be reliably determined. The PDG values
are taken from [38].
g ReWp −2ImWp |r| ϑ
[MeV] [MeV]
PDG 1370 180 46 −90◦
1.55 1407 207 12.6 −101◦
1.80 1395 148 10.5 −79◦
1.95 1382 129 17.1 −59◦
2.00 1375 111 34.0 −44◦
2.05 1331 44 7.3 −62◦
1438 147 18.6 −17◦
2.15 1291
1476 166 30.1 −27◦
small. Above the critical g, where the K matrix acquires
two poles on the real axis, two poles appear also in the
complex plane with the upper pole gaining strength as
it moves toward higher W while the opposite is true for
the lower one as it moves toward lower W .
W [MeV]
w
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in
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0.4
0.3
0.2
0.1
0
FIG. 6: The lowest eigenvalue of A as a function of W for
g = 2.0, µσ = Γσ = 600 MeV (blue) and µσ = Γσ = 500 MeV
(red); the thick solid lines correspond to the full calculation,
medium lines to the system without ∆, and thin lines to the
σN system alone.
Despite its simplicity our model is able to predict cor-
rectly the mass of the Roper resonance. On the other
hand, it is precisely this simplicity that enables us to
study and reveal the parameters that determine the res-
onant energy. At first glance it might seem that it is
the mass of the ∆ that most strongly influences the po-
sition of the resonance since ReWp almost coincides with
the pi∆ threshold. However, increasing/decreasing the
(Breit-Wigner) mass of the ∆ turns out to have very lit-
tle effect on the position. This remains true even if we
remove the pi∆ channel and eliminate completely the ∆
intermediate state from the loops. The effect can be best
observed through the behaviour of the lowest eigenvalue
of the matrix A, wmin, as a function of W , for which we
have shown that the position of its minimum coincides
with the mass of the resonance pole even when wmin does
not touch or cross zero. In Fig. 6 one sees that the shape
of wmin(W ) changes little if the ∆ is removed from the
calculation: in particular the position of the minimum
remains almost unchanged. In fact, by increasing the
coupling strength g in the case of only two channels,
the two curves would almost coincide. The conclusion
is further supported by analysing the parameters of the
S-matrix pole in Table II: for g = 2.00 the mass remains
close to the corresponding three-channel case in Table I,
while its width is increased and the modulus decreased,
in agreement with the tendency shown in Table I when
reducing the coupling strength in the three-channel case.
Similarly, for a larger value of g = 2.25 the mass and the
width are reduced and the modulus increased.
TABLE II: Same as table I for the case without the pi∆ chan-
nel.
g ReWp −2ImWp |r| ϑ
[MeV] [MeV]
PDG 1370 180 46 −90◦
2.00 1342 285 18.8 −11◦
2.25 1329 204 28.5 −125◦
Finally, our model allows us to switch off the piN in-
teraction and study the σN system alone. In this case
the minimum of wmin(W ) is shifted higher in W , slightly
above the σN threshold (for the nominal mass of the σ
meson), see Fig. 6. Our model therefore proposes the
following scenario for the formation of the Roper reso-
nance: the σN interaction is responsible to generate a
quasi-bound state close to the σN threshold; by cou-
pling this state to the piN state, the energy of the quasi-
bound state is reduced to around 1400 MeV; furthermore,
the coupling to the pi∆ system makes the system more
bound (or, alternatively, produces the quasi-bound state
for weaker couplings) but does not change its position.
While the position of the first state (in the σN channel
alone) still strongly depends on the (nominal) σ mass,
the final state is only weakly sensitive to the variation of
the σ mass.
If we remove the nucleon pole and keep only the back-
ground term (see Fig. 7) we encounter a similar situation
as discussed in Ref. [13]. As mentioned in relation with
Eq. (24) both the (positive) non-pole contribution to the
K-matrix and the (negative) nucleon-pole contribution
are proportional to the inverse of the lowest eigenvalue of
A which reaches its minimum at around 1400 MeV. Con-
sequently the K-matrix elements of both parts acquire
very large values which almost cancel in the resulting K
matrix. This cancellation is reflected in a high sensitivity
7of the ImTpiN piN to small variations of the model param-
eters as can be seen in Fig. 7. This is not the case with
the ImTpiN piN calculated from the non-pole part alone;
it rises quickly towards unity (as indicated by the elastic
matrix element alone). Above the two-pion threshold,
the other two channels start to contribute, resulting in
a gradual decrease of its value. The resulting maximum
has therefore no physical meaning whatsoever.
W [MeV]
Im
T
g = 1.95
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non-pole + N
g = 1.95
g = 2.00
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FIG. 7: The imaginary part of the TpiN piN amplitude; the
non-pole contribution is shown separately as well as the con-
tribution from the lowest state of the A matrix (dashed lines)
for g = 2.00 and g = 1.95.
Let us mention that the mechanism of the resonance
formation carries some similarities with the model con-
sidered by the Coimbra-Ljubljana group [16] using the
quark-level Chromodielectric Model which incorporates
the linear σ model with an additional dynamical (chro-
modielectric) field responsible for the quark binding. The
stability condition amounts to solving the Klein-Gordon
equation for the σ-meson modes. The lowest mode turns
out to be some 100 MeV below the σN threshold, sim-
ilarly as in the present case. In that calculation, the σ
mass was higher (i.e. 700 MeV and 1200 MeV) than in
our case and the corresponding bound state was above
the 2s quark excitation; consequently, the Roper reso-
nance was interpreted as a linear superposition of the
dominant quark excitation and a quasi-bound σN state.
4. INCLUDING A THREE-QUARK
RESONANT STATE
We now include in (1) a three-quark configuration with
one quark excited to the 2s state. The coupling of this
state to piN and pi∆ is calculated in the underlying quark
model, while the σNR coupling is assumed to be equal
to the σNN coupling.
The meson amplitude (proportional to the K matrix)
now takes the form
χαδ(k, kδ) = cδNVαN (k)+cδRVαR(k)+Dαδ(k, kδ) , (25)
with VαN and Dαδ(k, kδ) satisfying (11) and (12), respec-
tively, and
VαR(k) = VαR(k) +
∑
β
∫
dk′
Kαβ(k, k′)VβR(k′)
ωβ(k′) + Eβ(k′)−W .
(26)
The nucleon and the three-quark (3q) resonant state mix
through meson loops, yielding the following set of equa-
tions for cαN and cαR:
GRR(W ) cαR + GRN (W ) cαN = VαR(kα) ,
GNR(W ) cαR + GNN (W ) cαN = VαN (kα) ,
(27)
with GNN given in (15), and
GRR(W ) = W −m0R +
∑
β
∫
dk
VβR(k)VβR(k)
ωβ(k) + Eβ(k)−W ,
GNR(W ) = GRN (W ) =
∑
β
∫
dk
VβN (k)VβR(k)
ωβ(k) + Eβ(k)−W ,
were m0R is the bare mass of the 3q resonant state.
Let U denote the unitary transformation that diago-
nalises the G matrix in the left-hand side of (27):
UGUT = diag[λR(W ), λN (W )] . (28)
The resonance part of the K matrix can then be cast in
the form
Kresαβ = piNαNβ
[
V̂αRV̂βR
λR(W )
+
V̂αN V̂βN
λN (W )
]
, (29)
where
V̂αR = uRRVαR+uRNVαN , V̂βN = uNRVβR+uNNVβN ,
(30)
and u’s denote the matrix elements of U. The 3q resonant
state contains an admixture of the ground state and vice
versa. Due to the particular ansatz for the meson ampli-
tude (13), V̂βN vanishes at the nucleon pole (W = mN ).
Also, due to this ansatz, one of the zeros of λN (W ) is
always at the nucleon mass, mN .
The set of equations (18) and (19) is supplemented by
an equation for VαR(k) which has the same form as (18)
with VβR replacing V¯βN on the right. It is important to
notice that the matrices M, given by (20), and A = I+M
remain unchanged with respect to the case with no 3q
resonant state and hence for g larger than the critical g,
two poles in the K matrix appear at the same energies
as in the case without the 3q resonant state; other poles
appear at the zeros of λN and λR.
The free parameter of our model is the bare mass of the
3q resonant state, m0R. In our calculation we do not fix it
8but adjust it in such a way that one of the zeros of λR(W )
(poles of the K matrix) is kept at the prescribed value
mR. In our analysis we therefore study the influence
of mR on the behaviour of the scattering amplitudes.
A similar model of the P11 scattering has been studied
in [17, 18] as well as in [37]. In these calculations we
kept mR close to the Breit-Wigner mass and included
the σN channel only at the tree level (ignoring the σ-
meson loops).
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FIG. 8: λR(W ) for masses of the 3q resonant state mR from
1480 MeV to 2200 MeV and g = 1.55, µσ = Γσ = 600 MeV.
For small g, the poles of the K matrix are only at mN
and mR, while for larger g, λR(W ) may develop addi-
tional zeros. A typical behaviour of λR(W ) for different
mR is displayed in Fig. 8. Below mR ≈ 1520 MeV, the
zero crossing at mR yields the only pole in the K matrix;
above this value, two additional poles appear, for smaller
mR at W higher than mR, while for mR > 1600 MeV at
least one of the additional K-matrix poles emerges be-
low mR. It is important to stress that these two addi-
tional poles are not directly related to the zeros of wmin
discussed in the previous section since the value of g is
smaller than the critical value; nonetheless, the emer-
gence of these two poles is a consequence of the dynami-
cal state whose effect is enhanced by the presence of the
3q resonant state. The most striking observation is that
λR(W ) has very similar behaviour for mR = 1530 MeV
as for mR = 1900 MeV even though the origin of the
lowest K-matrix pole is different. The resulting poles
in the S matrix are displayed in Table III. The position
and the residue of the Roper pole are well reproduced
for g = 1.55 and µσ = Γσ = 600 MeV for a wide range
of values of mR between 1520 MeV and 2000 MeV, and
remain close to the PDG values even if we considerably
alter the values of g. The results are also rather insen-
sitive to a simultaneous reduction of the σ mass and g.
The fact that the position of the pole remains so sta-
ble even if we considerably change the parameters of the
model clearly shows that the position is determined by
TABLE III: S-matrix pole positions for various values of g,
mR and µσ (Γσ = µσ).
mR µσ g ReWp −2ImWp |r| ϑ
[MeV] [MeV] [MeV] [MeV]
PDG 1370 180 46 −90◦
2000 600 1.55 1368 180 48.0 −87◦
2000 600 1.70 1361 156 41.9 −77◦
1530 600 1.55 1367 180 47.5 −86◦
2400 600 1.68 1370 177 42.6 −87◦
3000 600 1.85 1364 188 37.7 −98◦
2000 500 1.43 1369 172 40.2 −82◦
1530 500 1.36 1365 174 43.6 −82◦
the dynamical state discussed in the previous section
rather than the value of mR. It almost coincides with
the minimum of the lowest eigenvalue wmin of the ma-
trix A. Here we encounter a similar situation as in the
previous section, namely, that the S-matrix pole appears
where wmin (or, equivalently, λR) only approaches zero,
i.e. without producing poles in the K matrix. However,
the dynamical state alone yields too small values for the
width and the residuum of the pole; these observables
are brought closer to the values reported by PDG by in-
clusion of a 3q resonant state. The interplay of these two
states is displayed in Fig. 10 showing the behaviour of
ImT (W ) for typical values of g. For intermediate values
of g which best reproduce the properties of the resonance
when the 3q resonant state in turned on, the effect of the
dynamically generated state is still weak; for larger val-
ues of g this state dominates and the influence of the 3q
resonant state is almost invisible.
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FIG. 9: Evolution of the Roper pole as the interaction
strength is gradually switched on for two bare masses of the
three-quark configuration, 1750 MeV and 2000 MeV.
This conclusion is further strengthened by observing
the evolution of the Roper resonance pole as the in-
teraction strength of the σ as well as the pion interac-
tions is gradually switched on (see Fig. 9), similarly as in
9Ref. [25]. In our approach we fix the position of the K-
matrix pole, which in the limit of zero coupling coincides
with the energy of the bare three-quark state. We choose
two different values, 1750 MeV and 2000 MeV, which are
in agreement with the prediction of the continuum ap-
proach to the baryon bound-state, e.g. as in Ref. [14].
As in the work of the EBAC group the continuous tra-
jectory from the bare state shows that the resonance in-
deed originates from the bare state; nonetheless, the fact
that the trajectories from two different bare states meet
almost at the same point at the value of W where the dy-
namically generated “molecular” state attains its lowest
value, confirms the notion that both states (mechanisms)
contribute to the formation of the Roper resonance. This
is true even if the σ coupling is substantially weaker com-
pared to the situation treated in the previous section.
The mixing of the ground state to the 3q resonant state
through the meson loops is measured by the squared ma-
trix element u2RN of the U matrix introduced in Eq. (28).
The value of u2RN strongly depends on W and reaches its
maximum near the mass of the resonance pole. For the
typical value of g = 1.55 it comes close to 50 % which
means that the probability of finding the excited three-
quark configuration in the 3q resonant state is further
reduced with respect to the pure quark model.3
Our coupled channel approach is similar to the pio-
neering approach of Krehl et al. [12] using a coupled-
channel meson exchange model and that of the Adelaide
group using Hamiltonian effective field theory. They both
solve the Lippmann-Schwinger equation for the T matrix
which has an analogous form as our K matrix consisting
of the resonant part and the background part. Krehl et
al. [12] were the first to notice that the resonance can
be formed by using only the piN and the σN channels,
which has been confirmed also in our calculation in the
previous section. Our results are consistent with those
obtained by the Adelaide group. The advantage of our
approach is that it uses a smaller number of free parame-
ters since it relates the pion couplings to different baryons
through the underlying quark model and the calculations
in other partial waves. Furthermore, we treat two (or
more) baryon states simultaneously and thus studying
the interplay of the nucleon and the Roper degrees of
freedom. The relevance of the N + σ admixture to the
excited 3q configuration has been also realized in the cal-
culation of electro-production of the Roper resonance in
Refs. [22, 23].
3 Similarly as in the calculations on the lattice, one should be
aware that it is not possible to directly compare the probabili-
ties for a (quasi)-bound three-quark configuration and the meson
configurations since the latter are proportional to the (infinite)
volume.
5. CONCLUSION
We have developed a simplified model including the
piN , pi∆ and σN channels to study the formation of the
Roper resonance in the presence of a three-quark reso-
nant state or in its absence. The number of model param-
eters is kept as small as possible and only the u-channel
exchange as the sole background process is considered.
The Laurent-Pietarinen expansion has been used to ex-
tract the S-matrix resonance-pole parameters. Despite
the simplicity of the model, the properties of the Roper
resonance are well reproduced in the intermediate cou-
pling regime in which both the dynamically generated
state as well as the three-quark resonant state contribute.
We have been able to pin down one particular state
with piN , pi∆ and σN components which dominates
the scattering amplitudes between W ≈ 1300 MeV and
W ≈ 1500 MeV and is responsible for the dynamical gen-
eration of the resonance. Its mass lies very close to the
mass of the Roper pole and is very insensitive to rather
large variations of the model parameters and even to the
removal of the pi∆ channel. We infer that this very state
determines the mass of the Roper resonance, except in
the case when the three-quark resonant state is included
with the mass equal to or below 1500 MeV. Nonetheless,
it appears that the dynamically generated state does not
describe adequately the resonance properties; in the in-
termediate coupling regime it produces only a weak S-
matrix pole in the complex plane which evolves towards
the PDG values for the position and the residuum only
upon inclusion of the three-quark state. This evolution
is rather insensitive to the mass of the three-quark state
which may be as large as 2000 MeV. In view of the dif-
ficulties in the quark model to explain the ordering of
single-particle states in which the 2s state would lie lower
than the 1p state, as well as the recent results of the lat-
tice calculations [28, 29] which have not found a sizable
three-quark component below 1.65 GeV and 2.0 GeV, re-
spectively, the presented model appears to rule out the
existence of a three-quark resonant state around or be-
low 1500 MeV. It favours the picture in which the mass
of the S-matrix pole is determined by the energy of the
dynamically generated state while its width and modu-
lus are strongly influenced by the three-quark resonant
state.
Though the description of the Roper resonance as a
purely dynamically generated phenomenon could be fur-
ther refined by including a richer set of backgrounds, we
can not find a convincing reason to a priori exclude its
genuine three-quark component. From our viewpoint this
appears to be the simplest addition needed to reach sat-
isfactory agreement with resonance properties extracted
from the data.
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FIG. 10: ImT (W ) for µσ = 600 MeV when the 3q resonant state with mR = 2000 MeV is turned off (left) and on (right).
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Appendix: Structure of the A matrix
The A matrix elements are of the form Aβηαi,γj , and the
vectors are labeled by the three indices βαi. Below N,∆
and σ are a shorthand notation for the piN, pi∆ and σN
channels, while i and j denote the intermediate baryon,
N or ∆ (see Fig. 2). The index i (j) is dropped in those
matrix elements that involve the σN channel since the σ
vertex preserves spin/isospin and only N or ∆ is present.
The dimension of the first two submatrices is 5, while that
of the third one is 3 resulting in dim(A) = 13.
βαiηγj NNj N∆j NσN ∆Nj ∆∆j ∆σ∆ σNN σ∆∆ σσN
NNi δi,j +M
N
Ni,Nj M
N
Ni,∆j M
N
Ni,σ 0 0 0 0 0 0
N∆i MN∆i,Nj M
N
∆i,∆j M
N
∆i,σ δi,j 0 0 0 0 0
NσN MNσ,Nj M
N
σ,∆j M
N
σ,σ 0 0 0 1 0 0
∆Ni 0 δi,j 0 M
∆
Ni,Nj M
∆
Ni,∆j M
∆
Ni,σ 0 0 0
∆∆i 0 0 0 M∆∆i,Nj δi,j +M
∆
∆i,∆j M
∆
∆i,σ 0 0 0
∆σ∆ 0 0 0 M∆σ,Nj M
∆
σ,∆j M
∆
σ,σ 0 1 0
σNN 0 0 1 0 0 0 MσN,N M
σ
N,∆ M
σ
N,σ
σ∆∆ 0 0 0 0 0 1 Mσ∆,N M
σ
∆,∆ M
σ
∆,σ
σσN 0 0 0 0 0 0 Mσσ,N M
σ
σ,∆ 1 +M
σ
σ,σ
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