Abstract-
I. INTRODUCTION
Bit-interleaved coded modulation (BICM) [1] [2] owes its growing popularity to the fact that the channel encoder and the modulator -separated by a bit-level interleaver -may be chosen independently. This allows a flexible design. At the same time, when compared to less flexible coded modulation schemes, which jointly optimize the coder and the modulator, e.g. trellis coded modulation, BICM improves the performance in fading channels [1] and introduces a small penalty in terms of channel capacity in the unfaded case [2] .
In BICM, the channel decoder is provided with the deinterleaved coded bits' reliability metrics that are calculated from the channel output in the form of logarithmic likelihood ratios (LLRs) or simply : L-values. Assuming ideal interleaving, the transmission chain between the output of the encoder and the input to the decoder may be seen as an equivalent memoryless BICM channel with binary inputs (coded bits) and real outputs (deinterleaved L-values) [1] [3] .
The probabilistic characterization of a BICM channel is thus necessary to fully describe its properties. In particular, the knowledge of the probability density function (PDF) of the Research supported by NSERC, Canada (under research grant #249704-02), and by Conicyt, Chile (under research grant PBCT- ACT-11/2004 ). Alex Alvarado was with INRS-EMT when this paper was submitted.
outputs, allows us to calculate efficiently (i.e., avoiding MonteCarlo Simulation [2] ) the channel capacity and/or the channel cut-off rate. Moreover, the output's PDF or its approximations are necessary to analyze the performance of the soft-input decoder [3] [4] .
Analytical expressions for the PDF are known for binary/quaternary phase shift keying (BPSK/QPSK) modulations in faded and unfaded channels [5] . Recently, analytical expressions were also presented in [6] for M -ary quadrature amplitude modulation (M -QAM) with Gray labeling in unfaded channels, where for tractability the exact calculation of the Lvalues was replaced with the so-called max-log simplification, known to have little effect on the performance of the BICM transmission [7] [8] .
In this work, we derive closed-form expressions for the PDF of the L-values in Rayleigh fading channels for 16-QAM with Gray mapping, which is often analyzed as a relevant example of higher-order modulation, e.g. [3] [9] . This is the main contribution of this work, considering the fact that the closed form of the PDFs, was considered "difficult to obtain" [3, Sec. II-C] for higher-order modulations, and for 16-QAM in particular. The availability of closed forms of PDFs provides a formal description that should greatly simplify the analysis of BICM. This paper is organized as follows. The notation and mathematical model is introduced in Section II. The closed-form expressions for the PDF of the channel L-values are derived in Section III, discussion and numerical examples are presented in Section IV. Finally the conclusions are drawn in Section V. mapped into symbols s(n) = µ{y(n)} ∈ X, where l, l and n denote discrete times defined for bits, interleaved bits, and symbols, respectively. The symbols a k are taken from a set X = {a 0 , . . . , a M −1 }, where M = 2 m . Here, we consider 16-QAM so each symbol may be represented as a k = {a j } + ı {a j }, where ı = √ −1, {·} and {·} represent, respectively, the real and imaginary part of the symbol, {a j } ∈ X I and {a j } ∈ X Q , where
The constellation X is zero-mean and normalized to unitary-energy so ∆ = 1/ √ 10. We make the realistic assumption that the bits y(l ) are equiprobable Pr{y(l ) = 1} = 1/2 and that, thanks to the perfect (infinite-depth) interleaving, they can be modeled as independent random variables.
The channel output is given byr(n) = h(n)s(n) + η(n), where η(n) is an additive white Gaussian noise (AWGN) with variance N 0 (its real and imaginary parts are independent, each one with variance N 0 /2), h(n) is the complex channel gain with average energy E{|h(n)| 2 } whose amplitude follows a Rayleigh distribution.
We omit from now on in our notation, the explicit indication of time dependence n. The instantaneous signal to noise ratio (SNR) γ = |h| 2 /N 0 has the probability density function given by
where γ = E{|h| 2 }/N 0 represents the so-called average SNR. Assuming perfect channel tracking, the gain h is known, so the L-values for the k-th bit of the codeword y are calculated as [10] [11]
where X k,b is the set of symbols having the k-th bit set to b and the so-called max-log simplification log{e x + e y } ≈ max{x, y} was used to obtain (3) from (2) . Although L k is suboptimal with respect to L k , the max-log simplification is known to have small -most often negligible -impact on the receiver's performance [7] [8]. This simplification, proposed already in [1] [2] , is frequently adopted (often without theoretical justification) for ease of the resulting implementation. In particular, the third generation partnership (3GPP) working groups are considering it for the metrics calculation [12] .
In Gray mapping µ{·} considered here, each symbol may be treated as a superposition of independently modulated real/imaginary parts [13] , so we may focus only on the bits y k modulating the real part, i.e., k = 0, 1, whose mapping is shown in Fig.2 . Note that the analysis for k = 2, 3 is analogous to the one made for k = 0, 1 respectively.
Since we are interested only in the real part (i.e., k = 0, 1), (3) can be written as
where r = {r/h} and X I k,b is the set of symbols from X I having the k-th bit set to b.
To obtain the PDF of the L-values we will first calculate their cumulative distribution function (CDF), which differentiated will yield the desired result.
As shown in (5) and (6) L k can be viewed as a function L k ≡ L k (r, γ) of two continuous random variables, and therefore its conditional CDF can be written as [14, Ch. 6]
where p r,γ (r, γ|a) is the joint PDF of r and γ conditioned on the transmitted symbol a, and
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the joint PDF is obtained as
To find F L k (λ|a) and p L k (λ|a) we must find the region D k (λ) for different values of λ ∈ R and bit positions k = 0, 1.
For k = 0, using (5), we obtain the region D 0 (λ) shown in Fig. 3 and defined as
where r 0 (λ, γ) = λ 4∆γ + 2∆. The curves defining the region
Similarly, for k = 1, using (6), we obtain the region D 1 (λ) shown in Fig. 4 and defined as
where r a (λ,
, and
The intersection between the curves is given by the already calculated value γ = γ 0 (λ). Using a geometrical representation of the integration regions shown in Fig. 3 and Fig. 4 1 the conditional CDF of L k may be easily expressed as
and
Differentiating the expressions (13) and (14) with respect to λ Finally, to obtain the PDF for the particular value b of the
bit at the position k, we average over the symbols from
where we use the notation p L k (λ|b) to denote the PDF of L k conditioned on the bit value b ∈ {0, 1} and |X
IV. DISCUSSION AND NUMERICAL EXAMPLES
As a first observation we note that the PDF in the Rayleigh channel inherits basic properties from the unfaded case. Namely, from (16), we notice that for k = 0 the PDF is invariant with respect to the sign of the transmitted symbol
so using the bits-to-symbols mapping, cf. Fig. 2 , and (18) we obtain
which means that the BICM channel is not symmetric for the bit k = 0, as has also been pointed out in [6] for the unfaded case.
For the case of k = 1, we have
which leads to the distribution of the BICM channel
It is also worth commenting on the obtained forms of the PDF, so, for convenience, we recall that the PDF of the Lvalues in Rayleigh fading channel when using QPSK is given by double-side decaying exponentials [5] p L (λ|b) = 1
The PDF in 16-QAM, for k = 0 and for its positive argument λ is a sum of decaying exponentials, cf. (16). In other cases, its form is not quite so obvious from the presented equations, and to obtain a better insight into its shape, we apply the known bound erfc(x) ≤ exp(−x 2 ) to (16) and (17). Simple algebra proves that the PDF is, in fact, bounded by the sum of exponentials for k = 1 and for k = 0, λ < 0, with the bounding becoming tighter with increasing |λ|. This confirms the intuition of the authors of [3] who conjectured such an exponential behavior for higher order modulations.
Finally, as numerical verification for our derivations, we present in Fig. 5 the analytical expressions we developed comparing them with the histograms of the L-values obtained from the simulated transmission of 10 6 16-QAM symbols with Gray labeling in the Rayleigh channel. A perfect match is observed, the exponential forms may be, indeed, appreciated in the plots, and we may observe that the channel is not symmetric for k = 0.
V. CONCLUSIONS
In this paper we derived closed-form expressions for the probability density functions of the reliability metrics (Lvalues) of the bits in a BICM transmission based on 16-QAM over a Rayleigh fading channel. The obtained closed-forms show that the PDF is either a sum of exponentials or is tightly bounded by a sum of exponentials.
Such expressions are useful to analyze BICM. In particular, they may be used to efficiently evaluate the informationtheoretic parameters of the channel such as, for example, the capacity or the cutoff rate. Then, only one-dimensional integration (over the domain of the PDF ) must be carried out, while, in a conventional approach, a 2-D integration (over the space of received signal r and the fading distribution γ) would be necessary. Moreover, the knowledge of the closedform form of the PDF greatly simplifies the analysis of the soft-input decoder for which the L-values are the input signals. The proposed approach, demonstrated for 16-QAM, may be applied as well to develop the expressions for the PDF of Lvalues in higher-order M -ary QAM. For this, the functional dependence of L-values on r and γ should be modified, cf. (5) and (6) , and the geometrical considerations of Section III repeated. We are currently developping an alternative and simple approach to provide closed-form solutions for arbitrary M .
APPENDIX DETAILS OF THE DERIVATIONS
For k = 0, starting from (15) and using (13) yields
where in (25) we use the Leibniz integral rule [14, Ch.6] . Noting that r 0 λ, γ 0 (λ) = 0 we obtain
where the common term in the last equations is given by
with g i = 1/γ + (2∆ + (−1) i a) 2 , cf. Section III.
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Next, the indefinite integral
applied to the solution in (28) yields, for λ ≤ 0 
and for λ > 0
Both (30) and (31) may be finally represented as (16). We do not show the derivation for k = 1 since the procedure is identical to that presented for k = 0.
