In privacy-preserving data mining (PPDM), a widely used method for achieving data mining goals while preserving privacy is based on k-anonymity. This method, which protects subject-specific sensitive data by anonymizing it before it is released for data mining, demands that every tuple in the released table should be indistinguishable from no fewer than k subjects. The most common approach for achieving compliance with k-anonymity is to replace certain values with less specific but semantically consistent values. In this paper we propose a different approach for achieving k-anonymity by partitioning the original dataset into several projections such that each one of them adheres to k-anonymity. Moreover, any attempt to rejoin the projections, results in a table that still complies with k-anonymity. A classifier is trained on each projection and subsequently, an unlabelled instance is classified by combining the classifications of all classifiers.
a b s t r a c t
In privacy-preserving data mining (PPDM), a widely used method for achieving data mining goals while preserving privacy is based on k-anonymity. This method, which protects subject-specific sensitive data by anonymizing it before it is released for data mining, demands that every tuple in the released table should be indistinguishable from no fewer than k subjects. The most common approach for achieving compliance with k-anonymity is to replace certain values with less specific but semantically consistent values. In this paper we propose a different approach for achieving k-anonymity by partitioning the original dataset into several projections such that each one of them adheres to k-anonymity. Moreover, any attempt to rejoin the projections, results in a table that still complies with k-anonymity. A classifier is trained on each projection and subsequently, an unlabelled instance is classified by combining the classifications of all classifiers.
Guided by classification accuracy and k-anonymity constraints, the proposed data mining privacy by decomposition (DMPD) algorithm uses a genetic algorithm to search for optimal feature set partitioning. Ten separate datasets were evaluated with DMPD in order to compare its classification performance with other k-anonymity-based methods. The results suggest that DMPD performs better than existing k-anonymity-based algorithms and there is no necessity for applying domain dependent knowledge. Using multiobjective optimization methods, we also examine the tradeoff between the two conflicting objectives in PPDM: privacy and predictive performance.
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Introduction
Knowledge discovery in databases (KDD) is the ''process of identifying valid, novel and potentially useful and ultimately understandable patterns in data" [15] . Data mining, which lies at the core of the KDD process, is based on algorithms that explore data and extract valuable information from the patterns that emerge. Data mining has emerged as a key tool for a wide variety of applications in such fields as diverse as astronomy and marketing [63] .
Some applications involve mining sensitive data about individuals or corporations and this has led to a growing concern that data mining can violate individual privacy and attempts to limits its implementation [30, 9] . For example, in 2003 the Data-Mining Moratorium Act [16] imposed a freeze on data mining by the Department of Defense and the Department of Homeland Security until Congress had thoroughly reviewed the Terrorism Information Awareness Program.
Commercial concerns are also concerned with the privacy issue. Most organizations collect information about individuals for their own specific needs. Very frequently, however, different units within an organization or even different organizations 0020-0255/$ -see front matter Ó 2010 Elsevier Inc. All rights reserved. doi:10.1016/j.ins.2010.03.011 themselves may find it necessary to share information. In such cases, each organization or unit must be sure that the privacy of the individual is not violated or that sensitive business information is not revealed [7] .
Consider, for example, a government, or more appropriately, one of its security branches interested in developing a system for determining, from passengers whose baggage has been checked, those who must be subjected to additional security measures. The data indicating the necessity for further examination derives from a wide variety of sources such as police records; airports; banks; general government statistics; and passenger information records that generally include personal information (such as name and passport number); demographic data (such as age and gender); flight information (such as departure, destination, and duration); and expenditure data (such as transfers, purchasing and bank transactions). In most countries, this information is regarded as private and to avoid intentionally or unintentionally exposing confidential information about an individual, it is against the law to make such information freely available.
While various means of preserving individual information have been developed, there are ways for circumventing these methods. In our example, in order to preserve privacy, passenger information records can be de-identified before the records are shared with anyone who is not permitted directly to access the relevant data. This can be accomplished by deleting from the dataset unique identity fields, such as name and passport number. However, even if this information is deleted, there are still other kinds of information, personal or behavioral (e.g. date of birth, zip code, gender, number of children, number of calls, number of accounts) that, when linked with other available datasets, could potentially identify subjects.
To avoid these types of violations, various countries have sought to introduce privacy laws. The OECD (Organization for Economic Co-operation and Development) Privacy Guidelines, established in 1980 include general principles regarding the use of personal data. EU member countries subsequently adopted the Data Protection Directive 95/46/EC [13] , based on previous OECD Guidelines [50] . This directive, which was implemented in the form of national data protection legislation, imposes obligations on the data controller and data processor.
''The Healthcare Information Portability and Accountability Act" (HIPAA) enacted by the US Congress in 1996 is another legislative attempt to regulate data mining. This act seeks to create national standards for protecting medical records and other personal health information [60] .
These two bodies of laws, HIPAA and the OECD Privacy Guidelines, have had a significant impact on PPDM essentially because of their definitions of privacy. These two sets of regulations consider individual privacy to be protected as long as any information cannot be traced to a specific individual. For example, within the OECD, Data Protection Directive 95/ 46/EC regulates using personal data which is defined as ''any information relating to an identified or identifiable natural person ('data subject'); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity". The US's HIPAA is directed to protecting ''individually identifiable health information", which means the information ''that identifies an individual and with respect to which there is no reasonable basis to believe that the information can be used to identify an individual" [60] .
Individual data privacy definitions involve addressing complex individual privacy issues. For example, inferences based on different types of individual data and aimed at achieving sensitive information about an individual can lead to serious privacy violations. In other words, the individual must be protected not only against exposure of sensitive information but also against attempts to evaluate this data more accurately [30] .
In an effort to analyze the implications of these principles in data mining, Meints and Moller [43] propose establishing absolute principles in privacy-preserving data mining, including standardizing the definitions of data mining, privacy, privacy violation, and policies. The standardization would enforce privacy safeguards and control how personal data is shared and used.
Several researchers have proposed methods for incorporating privacy-preserving requirements in various data mining tasks, such as classification [58] ; frequent itemsets [69] ; and sequential patterns [31] . In this paper we focus on classification tasks and the k-anonymity model as proposed by Sweeny [62] . A dataset complies with k-anonymity constraints if for each individual, the data stored in the released dataset cannot be distinguished from at least k À 1 individuals whose data also appears in the dataset. Or more generally, each original individual record can only be reconstructed based on released data with a probability that does not exceed 1/k, given knowledge based on information available from external sources.
Suppression is one of the earlier techniques for creating a k-anonymous dataset [56] . With suppression, the most common approach is to entirely replace a certain attribute value with a missing value that can take any other attribute's domain value. A major problem with suppression is that the technique can drastically reduce the quality of the data if it is not properly used [61] . On the other hand suppression does not require any knowledge regarding the attributes' domain values. Thus, this technique is still frequently used [8, 70, 32] .
A more qualitative approach than suppression in creating a k-anonymous dataset is to generalize attributes which may be used to violate individual privacy. During generalization, original attribute values are substituted for the semantically consistent but less precise values. For example, the zip code of an individual can be replaced by its two first figures. This is enough to provide sufficient geographical information for data mining. Due to the substitution, the value can be related to more individuals than the zip code in the original dataset.
Appropriate generalization maintains the mean of the data at the record level but an anonymized dataset can contain less information and this can affect the performance of data mining algorithms applied to the dataset. Different algorithms use various methods for selecting the attributes and records for generalization as well as the generalization technique [8] .
The main difficulty of existing generalization algorithms is the need for domain hierarchy trees for every quasi-identifier attribute [28, 65, 22, 37, 38, 19, 21] . These attribute hierarchies are created manually and the process requires prior knowledge regarding the problem domain.
We propose a new method for achieving k-anonymity, -data mining privacy by decomposition (DMPD). The basic idea is to divide the original dataset into several disjoint projections such that each one of them adheres to k-anonymity. It is easier to make a projection comply with k-anonymity if the projection does not contain all quasi identifier features. Moreover, our procedure ensures that even if the attacker attempts to rejoin the projections, the k-anonymity is still preserved. A classifier is trained on each projection and subsequently, an unlabelled instance is classified by combining the classifications of all classifiers. Because DMPD preserves the original values and only partitions the dataset, we assume that it has a minimal impact on classification accuracy. DMPD does not require domain trees for every attribute nor does it fall into the difficulties encountered by existing algorithms which reduce the validity of the dataset (such as suppression). DMPD supports classification, but can be extended to support other data mining tasks by incorporating various types of decomposition [10] .
DMPD employs a genetic algorithm for searching for optimal feature set partitioning. The search is guided by k-anonymity level constraint and classification accuracy. Both are incorporated into the fitness function. We show that our new approach significantly outperforms existing suppression-based and generalization-based methods that require manually defined generalization trees. In addition, DMPD can assist the data owner in choosing the appropriate anonymity level. Using the Pareto efficiency principle, we offer a better way to understand the tradeoff between classification accuracy and privacy level [49] .
The rest of the paper is organized as follows: in Section 2 we present an overview of related work and methodologies. In Section 3 we describe the goals of our study and present appropriate definitions while in Section 4 we outline the DMPD method. In Section 5 we evaluate and discuss different aspects of the new method for providing k-anonymity. Conclusions and future research issues are presented in Section 6.
Related work
In this section we briefly review some of the topics that were mentioned in the previous section. These issues fall into four categories:
Privacy-preserving data mining The feature set partitioning approach Genetic algorithm-based search Genetic algorithms for multiobjective optimization
Privacy-preserving data mining
Privacy-preserving data mining (PPDM), a relatively new research area, is focused on preventing privacy violations that might arise during data mining operations [64, 30, 2] . In implementing this goal, PPDM algorithms modify original datasets in order to preserve privacy even after the mining process is activated. The aim is to ensure minimal data loss and to obtain qualitative data mining results.
Verykios et al. [64] describe PPDM approaches based on five dimensions: (1) data distribution -whether the data is centralized or distributed; (2) data modification -where the modification technique is used to transform the data values; (3) data mining algorithm -the data mining task to which the approach is applied; (4) data or rule hiding -refers to whether raw data or aggregated data should be hidden; (5) privacy preservation -the type of selective modification performed on the data as a part of the PPDM technique: heuristic-based, cryptography-based or reconstructing-based.
The approach presented in this paper displays all these five features: DMPD works on a centralized dataset (dimension 1); DMPD transforms the original input feature set to subsets (dimension 2); DMPD considers classification algorithms (dimension 3); DMPD hides the raw data (dimension 4); since we are using the k-anonymity framework for data mining privacy, DMPD performs as a heuristic-based technique (dimension 5).
There are other data mining privacy issues that may arise in relation to various PPDM approaches. For instance, Oliveira and Zaïane [49] argue that it is meaningful to define the type of violation to be avoided when applying the PPDM algorithm. Most state-of-art PPDM approaches consider linking an attack on the dataset or data mining results (e.g. classification rules). For example, in cases where an algorithm provides a k-anonymous dataset, Friedman et al. [20] discuss the possibility of building k-anonymous data mining models using k-anonymous datasets. These types of models protect individual privacy when using the model, e.g. classification tree. Another PPDM issue is the definition of privacy used in the algorithm. For example, for perturbation (reconstructing-based) techniques using adding noise [2] , privacy is defined by a range of values that can contain the original value. A wider range assumes more privacy.
The most popular PPDM techniques use the k-anonymity concept for data mining privacy. k-anonymity, as proposed by Sweeny [62] , requires that no individuals can be linked with fewer than k rows in a dataset. This is achieved by ensuring that in a dataset the owner releases there are at least k rows with the same combination of values in the attributes that potentially can be used for individual privacy violation. This statement guarantees that the probability of identifying an individual based on the released data does not exceed 1/k. The model provides clear privacy definition and primarily considers linking attacks on the dataset. Despite simplicity and understandability, the k-anonymity model rests on two main assumptions: the data owner knows the set of attributes which can be used to identify the individual (quasi-identifier constraint) and that the k-level is high enough to protect the data for all possible misuse of the dataset.
The most common approach for achieving compliance with k-anonymity is to replace certain values with less specific but semantically consistent values (generalization). Alternatively there is the possibility of not releasing some of the values at all (suppression). The problem of finding optimal j-anonymous datasets using generalization or suppression has been proved to be NP-hard [46, 57] . Therefore, heuristic algorithms are needed. One group of generalization and suppression approaches is guided by various heuristic measures based on minimizing data loss [60, 6, 37, 38] . In such cases, data quality depends on how far away each attribute value is from the original one after applying the anonymization process. Optimizing an aggregated value over all features and records leads to minimum data loss. Li and Li [39] present a general taxonomy and a comparative study of different generalization schemes.
In the context of KDD, the k-anonymization process is designed to retain useful information for data mining. In other words, the goal is to comply with k-anonymity while providing the best data mining results (for example, classification accuracy).
Iyengar [28] uses a genetic framework to search for the best set of generalizations to satisfy k-anonymity constraints. For this purpose, each generalization is presented as a chromosome and genetic operators produce a new type of valid generalization.
Wang et al. [65] presented a practical and effective bottom-up generalization for preserving classification information while ensuring privacy. In this work the authors defined the metric for incorporating the privacy level and the information gain for choosing the appropriate generalization. The bottom-up generalization technique, however, can only generalize categorical attributes.
Fung et al. [22] presented another practical generalization method for classification using k-anonymity: the top-down specialization (TDS) algorithm. This algorithm handles both categorical and continuous attributes and has some practical advantages over the earlier bottom-up approach. TDS starts from the most general state of the dataset and tries to specialize it by assigning specific values to attributes until a violation of the anonymity occurs. More recently Fung et al. [21] presented an improved version of TDS which is called top-down refinement (TDR). In addition to the capabilities of TDS, TDR is capable of suppressing categorical attribute values to treat attributes without any taxonomy tree.
One common disadvantage of current generalization algorithms is the need to perform manual pre-processing, i.e., generating domain generalization taxonomy to define the hierarchy of the categorical attributes values, a process that involves prior knowledge about the domain. In addition to the necessity of separately preparing a domain hierarchy for every attribute, domain experts are also faced with differences among themselves about the correct structure of the taxonomy tree. This may lead to differences in results [28, 22] . In an effort to automatically build the domain taxonomy, Nergiz and Clifton [48] proposed clustering techniques for generating domain hierarchies. The generated hierarchies are not restricted to trees. To the best of our knowledge, the TDR algorithm is the only algorithm that efficiently relaxes the need for a taxonomy tree for categorical attributes by using a single-dimension suppression operator for attributes for which a domain taxonomy does not exist.
While generalization using domain knowledge can provide more visible patterns [4] , it also can result in overly shallow knowledge which may be uninteresting (or even useless) in a specific domain. For example, in predicting the likelihood of disease, we can discover the pattern ''USA } Disease". Here the ''USA" value was obtained by generalizing a patient's geography attribute. Such a pattern in an international study is not worthwhile for acquiring new knowledge, but a model built on a generalized dataset still able provide high classification accuracy. Some reference to the generalization problem can be found in [28] . The author presents two generalization techniques for satisfying k-anonymity constraints driven by two different metrics. The first technique tries to minimize the data loss metric (LM). The metric must be used to meet the possibility of multiple data usage by various users and for different purposes that cannot be known at the time the data is disseminated. Obviously, the approach can preserve more interesting patterns, that is, a higher quality of data mining results. The second metric tries to maximize the classification metric (CM) that incorporates class distribution. Generalizations based on this metric are more oriented to preserving information for classification. The results presented by Iyengar indicate that the classification metric (CM) provides more accurate results than the data loss metric (LM). On the basis of Iyengar's results, we maintain that to achieve high classification accuracy, it does not always to preserve data, but preserve useful information for classification.
Another approach is to embed the anonymization process into the learning algorithm. Friedman et al. [19] proposed a method for embedding anonymization procedures into decision tree construction from an original dataset. The proposed algorithm is basically an improvement of the classical decision tree-building algorithm, combining mining and anonymization in a single process. The algorithm produces models that protect individual privacy when using the model, e.g. the classification tree.
Still another important issue in k-anonymity approaches is the treatment of numeric attributes. Discretization is the most direct way of dealing with numeric attributes for PPDM. This technique was mentioned in [2, 21] as one of several possible ways of modifying numeric value in data mining privacy. During the procedure, each numeric value of an attribute in the data is mapped to an appropriate interval. The bound of the interval can be found by learning the relation between the attribute and target feature (supervised discretization) or by bounding based on some information about the attribute values (unsupervised discretization). After the discretization, the numeric attribute is treated as a categorical attribute with the domain values as the intervals created during the discretization. DMPD treats numeric features by supervised discretization performed at initialization step of the algorithm. Supervised discretization uses the class information of the training instances to select discretization cut points. Since DMPD performs k-anonymization for classification tasks, the choice of supervised discretization for exploiting additional possibilities for achieving better classification performance is obvious [14] . In general, discretization is performed for attributes defined as a part of k-anonymity constraint for quasi-identifiers.
Feature set partitioning for data mining
The DMPD algorithm presented in this work considers anonymization for classification through feature set partitioning. The concept of feature set partitioning, initially presented by Rokach and Maimon [55] , was proposed for improving supervised learning tasks. In feature set partitioning, the goal is to decompose the original set of features into several subsets in order to create a classification model for each subset. Subsequently, an unlabelled instance is classified by combining the classifications of all classifiers.
Maimon and Rokach [42] present the following example of feature set partitioning based on a training dataset derived from health insurance policyholders. Each policyholder is characterized by four features: Asset Ownership, Education (years), Car Engine Volume (in cubic centimeters) and Employment Status. The target feature describes whether a specific policyholder was willing to purchase complementary insurance and, if so, what type. A possible partitioning for resolving the question includes two decision trees. The first decision tree uses the features Asset Ownership and Volume, while the second utilizes Employment Status and Education.
Feature set partitioning generalizes the task of feature selection which is extensively used in data mining. Feature selection provides a representative set of features from which a classifier is constructed. Moreover, feature set partitioning is regarded as specific case of ensemble methodology [44] in which disjoint feature subsets are used, i.e. every classifier in the ensemble is trained on a different projection of the original training set.
Rokach and Maimon's [55] empirical results point towards the superiority of feature set partitioning in learning tasks that contain a high number of features and a comparatively moderate number of tuples. One of the reasons for this superiority is the ability of feature set partitioning to deal with the ''curse of dimensionality" associated with large feature spaces. The problem also arises in the context of data mining privacy [1] .
The framework for feature set partitioning that Rokach [52] provided includes a range of techniques for applying the approach to classification tasks. The framework's components are described in more detail in relation to DMPD properties in Section 4.
To summarize, the feature set partitioning approach offers improved classification performance due to its ability to [41, 54, 53] : avoid the ''curse of dimensionality" for large input feature spaces act as a feature selection procedure act as a ensemble approach
Genetic algorithm-based search
Genetic algorithms (GA), a type of evolutionary algorithm (EA), are computational abstractions, derived from biological evolution, for solving optimization problems through a series of genetic operations [24] .
A GA requires a fitness function that assigns a score (fitness) to each candidate in the current population sample (generation). The fitness of a candidate depends on how well that candidate solves the problem at hand. Selection of candidates is performed randomly with a bias towards those with the highest fitness value. To avoid locally optimal solutions, crossover and mutation operators are introduced to produce new solutions along the whole search space. Thanks to this capability in developing solutions, the GA is recognized today as a highly reliable global search procedure. Other issues involved in using genetic algorithms are the number of details to define in run settings, such as the size of the population and the probabilities of crossover and mutation, and the stop (convergence) criteria of the algorithm. Specific values often depend greatly on the GA's application.
GAs have found to be useful in many data mining tasks in general and in feature selection in particular [18, 23, 68] . Empirical comparisons between GAs and other kinds of feature selection methods can be found in [59] as well as in [36] . In general, these empirical comparisons show that GAs, with their associated global search in the solution space, usually obtain better results than local search-based feature selection methods. Inspired by these positive results, Rokach [53] presented a GAbased framework for solving feature set partitioning tasks. As in feature selection, GAs demonstrate a clear superiority over all other search methods when searching for accurate feature set partitions.
Mitchell [47] indicates the circumstances in which GAs are particularly useful: ''the space to be searched is large; is known not to be perfectly smooth and unimodal; or it is not well understood or if the fitness function is noisy." The search space in feature set partitioning is known to be large [53] and in our case, the goal function is not well understood due to the tradeoff between k-anonymity constraints and classification performance.
The main drawback of the GA approach is that it is computationally expensive compared to greedy search methods. The computational cost of GA might be controlled by appropriately choosing population size and stopping criterion. Fortunately, the DMPD algorithm presented in this paper shows relatively quick convergence to accurate solutions (see Section 5.7). Additionally, a relatively long anonymization time might be acceptable, if the anonymization can be performed offline. Finally even if GA cannot be always used for online scenarios, it provides a tight lower bound for the performance of the optimal partition. Thus, from the research point of view, GA can be faithfully served to evaluate the suitability of feature set partitioning in solving PPDM tasks.
Generalized accuracy can possibly operate as an appropriate fitness function for GAs. To evaluate the generalized accuracy, we can use the wrapper approach, initially presented by Kohavi and John [34] . The main advantage of this approach is that it generates reliable evaluations and can be utilized for any induction algorithm. A major drawback, however, is that this procedure repeatedly executes the inducer. For this reason, wrappers may not scale well to large datasets containing many features or instances.
Other state-of-art k-anonymity approaches consider optimizing data mining performance given the k-anonymity level constraint as an input. Based on a clear understanding that classification performance and k-anonymity level are conflicting objectives, real-world decisions are based on a tradeoff between these two performance measures rather than determining that one is better or more preferable than the other.
Genetic algorithms for multiobjective optimization
The DMPD algorithm presented in this work was extended in a natural way to perform a multiobjective optimization to assist data owners in deciding about an appropriate anonymity level in released datasets.
The multiobjective genetic algorithm (MOGA) was designed to solve multiobjective problems where the objectives are generally conflicting thus preventing simultaneous optimization of each objective. The final choice of the solution depends on the user characterizing a subjective approach. User participation in this process is important for obtaining useful results [15] .
Optimizing competing objective functions is different from single function optimization in that it seldom accepts one perfect solution, especially for real-world applications [35] . The most successful approach for multiobjective optimization is to determine an entire Pareto optimal solution set or its representative subset [24, 17] . A Pareto optimal set is a set of solutions that are non-dominated with respect to each other. While moving from one Pareto solution to another, there is always a certain amount of sacrifice in one objective(s) vs. a certain amount of gain in the other (s). In [29] , the authors reported that 90% of the approaches to multiobjective optimization aimed to approximate the true Pareto front for the underlying problem.
The ultimate goal of a multiobjective optimization algorithm is to identify solutions in the Pareto optimal set. However, identifying the entire Pareto optimal set is practically impossible for many multiobjective problems due to the set's size. In addition, for many problems, especially for combinatorial optimization problems, proof of solution optimality is computationally infeasible. Therefore, a practical approach to multiobjective optimization is to investigate a set of solutions (the best-known Pareto set) that represent the Pareto optimal set as best as possible.
With these concerns in mind, a multiobjective optimization approach should achieve the following three, often conflicting, goals [35] :
1. The best-known Pareto front should be as close as possible to the true Pareto front. Ideally, the best-known Pareto set should be a subset of the Pareto optimal set. 2. Solutions in the best-known Pareto set should be uniformly distributed and diverse over the Pareto front in order to provide the decision-maker a true picture of the tradeoffs. 3. The best-known Pareto front should capture the whole spectrum of the Pareto front through investigating solutions at the extreme ends of the objective function space.
Being a population-based approach, genetic algorithms are well suited to solve multiobjective optimization problems. A generic single-objective GA can be modified to find a set of multiple, non-dominated solutions in a single run. The ability of the GA to simultaneously search different regions of a solution space makes it possible to find a diverse set of solutions for difficult problems.
One state-of-art multiobjective genetic algorithm is the strength Pareto evolutionary algorithm (SPEA). An earlier version of SPEA was among the first techniques that were extensively compared to several existing evolution-based methods [73, 71] . Improved versions of the algorithm (SPEA2) have been subsequently proposed [72] . One of the main concepts of the algorithm is that an archive set implements the elitism concept where some best solutions are introduced as is, without any modification, into the next generation. The algorithm uses Pareto ranking for fitness value calculation. In cases where there are many different solutions, the algorithm performs density estimation using a cluster-based technique. Density information has to be used in order to guide the search more effectively in achieving goals 2 and 3 described above. In the final phase, the archive set contains the solutions that form the Pareto frontier. SPEA2 provides an improved ability in searching for a better solution in the solution space and in achieving a uniform and complete Pareto front. This algorithm in relation to DMPD approach is described in more detail in Section 4.4.
To sum up this section, we propose a privacy-preserving data mining algorithm that does not require any application domain knowledge for the anonymization process. Instead, the DMPD effectively partitions the original feature to comply with k-anonymity constraints and to preserve maximum information for classification. As a result, the DMPD algorithm provides a better classification performance compared to other state-of-art generalization and suppression-based approaches. In addition, the algorithm has been extended to provide information about the tradeoff of k-anonymity level and classification accuracy.
Problem formulation
In this section we formulate the problem and introduce several basic definitions that are used in the course of this paper.
Definition 1 (Classification problem). In a typical classification problem, a train dataset of labeled examples is given. The train dataset can be described in a variety of ways, most commonly as a collection of records that may contain duplicates. A vector of feature values (sometimes referred to as attributes) describes each record. The notation A denotes the set of input features containing n features: A = {a 1 , . . . , a i , . . . , a n } and y represent the target feature (or class attribute). Features are typically one of two types: categorical and numeric. Categorical features provide qualitative information about the subject of the data and its domain values can be placed in a finite number of categories. Numeric features provide quantitative information about the data's subject. Numeric features can be attained by counting or measuring and can receive any value in a predefined range.
When the feature a i is categorical, it is useful to denote its domain values by dom(a i ). In a similar way, dom(y) = {c 1 , . . . , c |dom(y)| } represents the domain of the target feature. Numeric features have infinite cardinalities and their domain can be presented by a range of possible values. For discretized numeric features, any numeric value can be related to one of intervals and further treated as a categorical value. The instance space X presents the set of all possible examples and is defined as a Cartesian product of all the input feature domains: X = dom(a 1 ) Â dom(a 2 ) Â Á Á Á Â dom(a n ). The labeled instance space U is defined as a Cartesian product of all input feature domains and the target feature domain, i.e., U = X Â dom(y). The training dataset, consisting of a set of m instances/tuples, is denoted as S ¼ ðhx 1 ; y 1 i; . . . ; hx m ; y m iÞ where x q 2 X, y q 2 dom(y) and x qi denotes the value of feature i of instance q. Usually, it is assumed that the train dataset instances are distributed randomly and independently according to some fixed and unknown joint probability distribution D over U.
It is assumed that a given inducer I is used to build a classifier (also known as a classification model) by learning from S. The classifier can then be used for classifying unlabelled instances. The notation I(S) represents a classifier which was induced by activating the induction method I onto dataset S. The classifier also provides estimates to the conditional probability of the target feature given the input features.
We next consider the common notation of bag algebra to present projection and selection of instances [25] where S denotes a relation. The following relation S (Fig. 1) represents the sample drawn from the adult dataset of the UC Irvine Machine Learning Repository [45] . This dataset contains census data and has become a commonly used benchmark for k-anonymity-based algorithms. We also use the sample data from the adult dataset to provide further explanation of Definitions 2-9. The adult dataset has six numeric and eight categorical features. The target feature is income level with two possible values ''6 50 K" or ''>50 K". Definition 3 (Aggregation). The result of an aggregation operator with the form B G hðCÞ ðSÞ is produced by grouping S according to all grouping features (B # A). At the next step, within each group we compute h(C), where h is an aggregation operator and C is set of aggregated features (C & A and B \ C = /). For example, sex G COUNTðÃÞ ðSÞ results in the relation presented in Fig. 3 .
Definition 2 (Projection
Definition 4 (Quasi-identifier). The quasi-identifier definition presented here is adopted from [62] . Given a population of entities E, an entity-specific dataset S 2 U with input feature set A, f 1 :E ? S and f 2 :
The formulation defines quasi-identifiers as a set of features whose associated values may be useful for linking in order re-identify the entity that is the subject of the data. For example, in the ''Adult" dataset sample (Fig. 1) , Q = {marital-status, occupation} is a quasi-identifier since the values of these features can be linked to identify an individual who is the subject of the 6th tuple in the dataset with values {Married, Other-service}.
Definition 5 (Feature categories in k-anonymity model). We now provide several basic definitions related to the k-anonymity model in regard to privacy-preserving data mining methods. These definitions are based on previous research of the model [62, 30, 5, 48, 20] .
Each of the input features can be considered as an attribute related to one of three categories. The first category QI = {Q 1 , Q 2 , . . . , Q m } is a subset of public features. Each of these attributes is to be found in a public data source or can be discovered from other sources in order to perform individual identification. This list of attributes is created by the data owner. If the assumption about how input features can be used or the relation between them is too strict, we can use a scenario where all features act as potential quasi-identifiers. However, this forceful way is often impractical in real-world applications. The second category P = {P 1 , P 2 , . . . , P k } presents a set of unknown features that cannot be used for individual identification. Features in the category are treated as non-quasi-identifiers features.
The third category S = {S 1 , S 2 , . . . , S l } presents a set of sensitive features that must be protected from individual disclosure. Typically, in classification problems there is a target feature.
Definition 6 (Quasi-identifier constraint). A quasi-identifier constraint QI of S is a subset of an input feature set:
. . , QI r } includes all the quasi-identifier constraints considered in the problem. As in previous studies (such as [32] ), we assume that the user provides the quasi-identifier constraint and that there is only one feature set in the quasiidentifier constraint. A dataset is said to satisfy k-anonymity with respect to QI if and only if DAL(QI) P k.
In other words, a dataset S complies with k-anonymity constraints if no individual can be distinguished on QI from at least k À 1 other individuals whose data also appears in the dataset.
For example, for the data presented in Fig. 1 , if QI = {workclass, native-country}, the dataset's anonymity level is 3 because the sequence of values {Private, Germany} is related to three tuples, the minimum number. Therefore, in regard to the question of whether the dataset adheres to three-anonymity, the answer is positive but negative for higher values of k. If we define QI = {workclass, native-country, marital-status}, the k-anonymity level of the dataset is 1. In other words, this feature set is a quasi-identifier for this dataset and individual privacy is violated.
Specifying higher values for k (k-anonymity level constraint) and more features in quasi-identifier QI (quasi-identifier constraint) results in stricter privacy constraints.
Definition 8 (k-Anonymous feature set partitioning). A disjoint partitioning Z = {G 1 , . . . , G r , . . . , G x }, has a partial anonymity level defined as:
PAL QI ðZÞ ¼ min r DAL QI ðp Gr ðSÞÞ A partitioning satisfies partial k-anonymity (or partially valid) with respect to QI if and only if PAL QI (Z) P k. Partial k-anonymity guarantees that each projection complies with k-anonymity and that individual privacy is protected according to the classic k-anonymity model (Definition 7).
Set k-anonymity guarantees k-anonymity protection for a pair of projections without selection conditions and having one join path [67] . A pair of projections V 1 , V 2 complies with k-anonymity if: PartAL QI ðZÞ P k
In this case, the partitioning Z is defined as a valid partitioning. Since such a partitioning complies with partial and set anonymity, then, under reasonable assumptions, no operation on projections allows the attacker to violate privacy provided by a k-anonymity model. Clearly, an empty partitioning complies with k-anonymity. We use these definitions as building blocks for proof of DMPD correctness in Section 4.3.
To demonstrate the idea how feature set partitioning effectively meet k-anonymity requirements, we follow the example presented in Definition 7. For QI = {workclass, native-country, marital-status}, the k-anonymity level of the entire dataset is k = 1. However, by partitioning the input feature set and distributing the QI features among two partitions, the k-anonymity constraint is partially relaxed. For example the partitioning that contains the two feature subsets: G 1 ¼ fage; workclass; fnlwgt; education; education-num; occupation; native-countryg and G 2 ¼ fmarital-status; relationship; race; sex; capital-gain; capital-loss; hours-per-weekg
The partial anonymity level equal to three, since this is the minimum number of rows that share the same values combination ({Private, Germany} for first feature subset). In addition we check the set anonymity level and realize that the value combination ({Private, Divorced, Germany, 6 50 K.} appears twice in the join result. Consequently, we conclude that partitioning anonymity level is k = 2. Namely, by releasing the two partitions G 1 and G 2 instead of releasing the entire dataset, we succeeded to increase the anonymity level from k = 1 to k = 2.
The main goal of this study is to introduce a new k-anonymity-based algorithm which is capable of finding a feature set partitioning that appeals to k-anonymity constraints and achieves a classifier that will perform as similarly as possible to a classifier trained on the original dataset. Consequently, the problem can be formally phrased as follows:
Definition 9 (Problem formulation: preserving k-anonymity via feature set partitioning). Given an inducer I, a combination method C, and training set S with input feature set A = {a 1 , . . . , a i , . . . , a n } and target class y from a distribution D over the labeled instance space. The goal is to find an optimal and valid partitioning Z optvalid = {G 1 , . . ., G r , . . ., G w } of the input feature set A into w mutually exclusive subsets when G r # A. Optimality is defined in terms of minimization of the generalization error of the induced classifiers Iðp Gr [y SÞ combined using method C over the distribution D.
Methods
In this section we describe our new method for k-anonymity based on a feature set partitioning framework using the algorithm framework that Rokach [52] developed for feature set partitioning. In this framework, each method that captures feature set partitioning must define its various basic properties. We now provide an overview of the properties and DMPD settings for these properties:
1. Structure acquisition method -the way the partitioning structures is obtained. In our case, the structure is acquired with a GA search procedure with an appropriate fitness value assignment for the partitioning, crossover and mutation operators. 2. Mutually exclusive property -determines if the algorithm uses mutually exclusive or partially overlapping partitioning.
Our method is implemented with mutually exclusive partitioning of subsets. 3. Inducer usage -indicates the relation between the decomposer and the inducer used. In this context our method uses an ''inducer-independent" type of partitioning method. The algorithm works with any given inducer and the same inducer is used in all subsets. More specifically, the method uses a fitness value based estimating the generalization classification accuracy using a wrapper approach for any given inducer. 4. Exhaustiveness -indicates whether all features should be used in the partitioning structure. Our method, using nonexhaustive feature set partitioning, takes into account the possibility that some features will not participate in the partitioning structure. 5. Combiner usage -specifies the relation between the decomposer and the combiner. Out method is combiner-dependent.
More specifically, our method uses a naïve Bayes combination for classifying unlabeled instances. 6. Sequentially or concurrently -indicates whether the various sub-classifiers are built sequentially or concurrently. We use a concurrent framework where the classifiers are built independently and their results combined.
We now define in more detail the framework's three main procedures -the search for optimal partitioning, partitioning evaluation and combining partial classifiers. Previous work into feature set partitioning includes different procedures for searching for the optimal partitioning. Among these methods are serial search with incremental oblivious trees, multi-search [54] , and genetic algorithm-based search [53] . In [53] , genetic-based algorithms demonstrate a clear superiority over all other search methods. Partitioning evaluation methods include the VC-dimension [42] and the wrapper approach [54] . Combining methods include voting and naïve Bayes [52] .
We refer to our new method as data mining privacy by decomposition (DMPD). In Section 4.1 we describe the method. In Section 4.2 we demonstrate the method with an example. In Section 4.3 we analyze the correctness and complexity of the proposed method.
Privacy-preserving classification by feature set partitioning
As noted previously, DMPD consists of three main procedures. In the first procedure, a search for an optimal and valid partitioning based on genetic search is carried out. The second involves evaluating a given partitioning while the third procedure combines multiple classifiers to obtain unlabeled instance classifications. Procedure dependency is described as follows: the genetic algorithm uses a wrapper approach to assign a partitioning fitness value while the wrapper uses combined multiple classifiers to obtain test instance prediction. In the final phase, given the optimal partitioning, we anonymize the original dataset.
Procedure 1: Genetic algorithm-based search
A genetic algorithm for feature set partitioning was presented in [53] . We use this work's partition presentation, crossover and mutation operator.
Given the partitioning Z = {G 1 , . . . , G k , . . . , G w }, elements of the matrix B with dimension n Â n are assigned as follows:
For example, matrix presentation can be used to present a dataset containing four non-target features in the following partitioning {{a 1 }{a 2 ,a 3 }} (see Fig. 4 ).
After the initial population has been produced, the genetic algorithm provides a procedure for choosing the individuals in the population in order to create the offspring that will form the next generation. More particularly, in this stage two parents are chosen and two output offsprings become a combination of these parents using crossover and mutation operator.
In consideration of a special encoding scheme for partitioning, there is a crossover operator. The operator, ''group-wise crossover" (GWC), works with probability P crossover on two selected partitions. The operator, together with the proposed encoding, does not slow the convergence of the GA [53] . From two of these parents, two ancestor sets are chosen. An ancestor set can be a filtered out, representing a set of features that have not participated in parent partitioning. Fig. 5 presents an example of two offspring from two possible parent partitions from the presented feature set.
As Fig. 5b indicates, the bright gray in the columns and rows denotes ancestor sets from the first parent. The dark grey presents cells copied from another parent. A similar operation is performed on the second parent.
The mutation operator is defined as follows: with probability P mut , each feature can pass from one subset (source subset) to another (target subset). The feature and subset to which it passes are chosen randomly. If there is only one subset in a partitioning, the source feature will create its own subset. Fig. 6 demonstrates the idea. In this case, the second feature was randomly chosen and passed to a subset containing a third feature.
As an inner procedure, the GA uses a wrapper approach to evaluate a partitioning fitness value.
Procedure 2: Wrapper-based fitness evaluation
We use a wrapper procedure for evaluating the partitioning fitness value. The fitness value was the average accuracy over n runs, where each time n À 1 folds were used for training classifiers and one-fold for estimating the generalized accuracy of a validation dataset after combining predictions from different classifiers and obtaining final instance predictions. To obtain appropriate classifications, the wrapper uses Procedure 3 for instance classification.
Procedure 3: Instance classification
In the naive Byes combination, a classification of a new instance is based on the product of the conditional probability of the target feature given the values of the input features in each subset. Mathematically it can be formulated as follows:
where b P Iðp G k [y SÞ ðy ¼ c j ja i ¼ p G k x q Þ is estimated by using the appropriate frequencies in the relevant decision tree leaves and then adjusting them by performing a Laplace correction.
Our algorithm is described in Algorithm 1.
Algorithm 1. [DMPD Algorithm]
DMPD (S,I,QI,k,nGen,nPop,Pcrossover,Pmutation,nFolds) Input: S (Original dataset); I (Inducer); QI (The quasi-identifier); k (anonymity level); nGen (Maximum number of generations); nPop (Number of candidates in a population); Pcrossover (Probability of crossover); Pmutation (Probability of mutation); nFolds (Number of folds for wrapper procedure) Output: S 
Illustration
In this section we use the dataset of Fig. 1 to illustrate the proposed algorithm. We assume QI = {capital-gain, age, maritalstatus, relationship} and that k-anonymity level constraint is 2 (k = 2). Assume that the genetic algorithm selects (Line 3) two parent partitioning structures on the basis of fitness values (Line 6), calculated previously to produce offsprings for the next generation (Line 4): G i and G j , as follows: G i = {{relationship}, {education-num}}, G j = {{hours-per-week, age}}.
After applying a GWC operator (with probability Pcrossover on two random ancestor subsets), we get two offsprings as follows: G 0 i ¼ ffrelationshipg; fhours-per-week; agegg; G 0 j ¼ ffrelationshipg; feducation-numg; fhours-per-week; agegg. After applying the mutation operator on G 0 j (with probability Pmutation), a feature ''education-num" joins the set {relationship} to produce G 00 j ¼ ffrelationship; education-numg; fhours-per-week; agegg. Continuing with G 00 j , we check that the partitioning appeals to partial k-anonymity: the anonymity of the first subset is 6 while that of the second is 7; the anonymity level of the partitioning is 6 (Definition 7). This level is more than k so G 00 j satisfies the first condition for valid partitioning. If otherwise, the fitness would be set to 0. Note that ''age" is a feature in the quasi-identifier constraint that has been discretized. The next step is to build partial classifiers on the adult dataset according to a given partitioning structure and then combining them to get a final instance classification from the validation dataset. In partitioning G The second partial classifier classifies the instance as ''6 50 K". After calculating v MAP (x q ) using the distribution on leafs, we conclude that the target feature value of the instance must be assigned to ''650 K".
Given all the predictions, DMPD calculates classification accuracy and the average accuracy, evaluated on n train folds, is returned to the GA search procedure as a fitness value of the partitioning (Line 14). The algorithm's GA search procedure stops after the maximum allowed number of generations is achieved (Line 8).
Before constructing a set of anonymized projections, we check that the second condition is met (Lines 15-19) . In this example, we first check that the best partition (i.e. with the highest fitness value): G 00 j ¼ ffrelationship; education-numg; fhours-per-week; ageg complies with the second condition. Since SALðG 00 j Þ ¼ 2; G 00 j is returned as the selected solution. Otherwise, we should continue by checking the second best partition.
After we select the best valid partition, we construct the projections (Lines 20-24). First, we add the target feature to each of the subsets (Lines 20-21). Then each projection is randomized to get a final anonymization. In our example, the set of anonymized projections appears as in Fig. 7. 
Correctness analysis
Proposition 1. The DMPD algorithm is correct.
Proof. First we prove in Theorem 1 that the DMPD algorithm terminates then we prove in Theorem 2 that the algorithm's result complies with k-anonymity. h Theorem 1. DMPD algorithm terminates.
Proof of Theorem 1. In the first step, the DMPD algorithm performs an initialization that contains a finite number of the algorithm's parameters. This creates an initial population bounded by number of features from the original dataset (Line 1).
In the next step DMPD performs a constant number (nGen) of iterations in the main function (Lines 2-8). In each iteration of the main function, the algorithm chooses nPop/2 candidates from a current population of candidates (Line 3) that is performed in a finite number of steps. To create a new generation (Line 4), we perform a constant number of operations on a matrix of n Â n size that also can be accomplished in a finite number of steps.
Given a finite set of partitionings, we evaluate them (Line 6). Each partitioning can impose a limited number of projections (w 6 n). As the first step in the partitioning evaluation (Line 12), we check that the given partitioning appeals to partial k-anonymity. This procedure counts the occurrences of each combination of values over QI features in the specific projection ðp Gr ðSÞÞ; searches for the minimum number over all combinations and projections; and compares this value to k. The procedure can be done in a finite number of steps. For each projection corresponding to a partitioning, we build nFolds classifiers and perform nFolds evaluations on the validation dataset (Line 13). Assuming that the training of a classifier terminates, we just need to prove that the evaluation of partitioning accuracy terminates. During partitioning evaluation, we simply review a finite number of instances and obtain from each classifier the classification of the instance. Assuming that the classification of each instance always terminates, then partitioning accuracy evaluation also terminates.
Searching for the best valid partitioning (Line 9) includes reviewing an ordered list of partitionings whose fitness value appeals to partial k-anonymity and searching for partitionings (Lines [15] [16] [17] [18] [19] that also appeal to set k-anonymity. Assuming that an examination of whether a partitioning appeals to set k-anonymity can be accomplished in a finite number of steps and that the number of partitionings is bounded by nGen * nPop, we conclude that this step terminates. Preparing a set of anonymized projections consist of two steps (Lines 20-24). As a first step, DMPD selects a finite number of instances in each projection. In the second step, the target feature column is appended to a finite number of earlier generated projections (w 6 n) and then randomized. After passing over all instances in each projection, this step also terminates.
Since a simple loop in the main program and out-of-loop procedures have terminated, we conclude that DMPD algorithm also terminates. Theorem 2. DMPD outputs a set of projections that complies with k-anonymity.
Proof of Theorem 2. We consider three cases:
1. The partition is empty. In this case, in releasing an empty dataset we comply with k-anonymity because no private data was released. 2. There is only one subset in the selected partition (|Z optvalid | = 1). In this case the released dataset complies with k-anonymity based on Lemma 1. 3. There are at least two subsets (|Z optvalid | P 2). In this case we assume that each subset separately complies with k-anonymity (Case 2). Thus we need to show that any set of two or more projections cannot be used to violate the k-anonymity (see Lemma 2).
educationnum relationship income1
10 Not-in-family <=50K.
10 Husband >50K.
13 Husband <=50K.
9 Not-in-family <=50K.
9 Husband >50K.
9 Not-in-family >50K.
9 Husband <=50K.
13 Husband >50K.
13 Unmarried <=50K.
9 Unmarried <=50K.
13 Unmarried >50K. Lemma 1. DMPD outputs a set of projections that appeals to partial k-anonymity.
Unmarried
Proof of Lemma 1. We must show that partitioning used for constructing projections (Line 9) appeals to partial k-anonymity (see Definition 8), i.e., each projection p Gr ðSÞ imposed by best partitioning appeals to k-anonymity to protect individual identification.
The initial population includes an empty partitioning (all features are filtered out) that enters the initial population during initialization step (Line 1). Its fitness value is greater than 0 since a classification is performed according to the majority class. Releasing an empty partitioning corresponds to a decision to release S 0 = £. In Fig. 8 we present a sample of original data. When there is no valid partitioning for any non-empty, quasi-identifier constraint and k P 2, DMPD explicitly releases an empty set of anonymized projections.
At each nGen generation of a genetic algorithm, if a better partitioning is found it must comply with partial k-anonymity. A better partitioning is one that has the highest fitness value found so far. Partitionings that do not appeal to partial k-anonymity (Definition 8) are set as fitness values that are equal to 0 (Line 12) and therefore cannot provide better partitioning for the population (Line 7).
After nGen generations of GA, the best valid partitioning is selected from an ordered list of all partitionings that appeal to partial k-anonymity as ordered by their fitness values in descending order. In the worst case, we release an empty dataset that also appeals to partial k-anonymity (Lines 15-19) by Definition 8.
Lemma 2. DMPD outputs a set of projections that complies with k-anonymity.
Proof of Lemma 2. The following lemma is formulated on the assumption that the functional dependencies, other than the quasi-identifier, are not known to the attacker. For a projection-only sub-case, we use a verification procedure presented in [67] where a set of projections is k-anonymous. We must consider that each subset of projections corresponds to partitioning since each such subset provides a join path on class attributes and can be used for violating privacy.
According to the post-processing (Line 9) procedure, the best valid partitioning appeals to set k-anonymity (Lines 15-19). From Definition 8, each subset of two projections is k-anonymous. We show that according to this assumption, partitioning complies with set k-anonymity according to a verification procedure presented by Yao et al. [67] . Or mathematically, 8z 2 2 jZ optvalid j the following requirement is fulfilled:
Since the natural join operation is associative, the order of projections and feature subsets is not important. We prove by induction that a number of projections corresponding to optimal and valid partitioning also comply with set k-anonymity (see Definition 8 and Line 17 of Algorithm 1).
Base step. |Z optvalid | = 2. Each pair of subsets in partitioning complies with set k-anonymity and thus complies with kanonymity.
Assumption step. We assume that it is true that |Z optvalid | = n. Induction step. We prove for jZ 00 optvalid j ¼ n þ 1 . Or we must prove that the requirement of Eq. (2) is fulfilled when each join result J on subsets in 2 jZ optvalid j ðjZ optvalid j ¼ nÞ is joined with one additional subset PDS jzjþ1 with feature subset G jzjþ1 ðZ
The result of natural join Jj Â jPDS |z| + 1 described by relational bag consists of each pair ht; Count QI\G Z optvalid [y i, where Dayal et al. [11] proved the validity this expression for any number of conjunctive expressions where each an expression can be a result of natural join operator. In other words, in the final join result, each combination of values on QI \ Z 0 optvalid [ y will appear a number of times as a multiplication of number of appearances in J and PDS |r | + 1 . Since the induction assumption of J contains at least k such rows, it is true also for J| Â |PDS |r | + 1 . Therefore, we can argue that a natural join of an arbitrary number of projections complies with k-anonymity. where m is number of instances, n is a number of features, nFolds is a number of folds is used for wrapper procedure, nGen is the number of generations and nPop is the population size.
a1 a2 a3 y a b c y1 d e f y2 g h i y3 j k l y4 Fig. 8 . Sample of original data causes empty data to be released.
Proof. As a first step DMPD performs a supervised discretization. This step is bounded by m log m operations. At each iteration of the GA's outer loop, we perform nGen generations where each implements the steps that follow. The selection of best candidates (Line 3) is bounded by nPop 2 ). During new generation creation, each candidate follows a crossover and mutation procedure (Line 4). Since crossover and mutation operators perform a constant number of operations on a matrix of n Â n size, their complexity is linear with respect to n. Given the candidate partitioning (Line 6) and train dataset, we calculate a partial anonymity level and use it in fitness value assignment (Line 12). This step can be implemented by using a hash table. Given the constant complexity for searching and retrieving an object, the complexity of this step in the worst case is O (nm), when the anonymity level calculated for n feature subsets and each instance forms a unique combination of values in the quasi-identifier. To describe the worst case, we assume that each partitioning complies with partial k-anonymity. For each partially valid partitioning, we perform nFolds cross-validation for partitioning evaluation (Line 13). At each iteration of the cross-validation procedure, we run at most n inducers on the nFolds-1 data and evaluate the partitioning on the remainder of the data. The overall complexity of the partial induction classification models is bounded by n * F(m,n), where F() denotes the complexity of given inducer I. For all feature subsets, the overall complexity for obtaining the conditional probability vector of a certain instance as well as its prediction for partitioning evaluation is bounded by the complexity of the induction classification models. Therefore, the complexity of the wrapper-based partitioning evaluation is dominated by n * F(m,n). h Searching for the best valid partitioning (Line 9) includes searching for a partitioning that appeals to set k-anonymity (Lines 15-18) . In the worst case we should review the whole history of partially valid partitions that were created during the GA search and there are nGen * nPop such partitionings. For each partitioning we should calculate its set anonymity level as stated in Definition 8. Each partitioning contains n subsets. Therefore, the number of natural joins to be evaluated is bounded by n 2 . First, each natural join is performed in O(m log m) operations by using the sort-merge join algorithm. Then,
given the result of the natural join, we calculate the anonymity level which takes O(nm 2 ) operations. Thus, in total, calculating the set anonymity level has a complexity of O(nGen
Projection size during final anonymization is bounded by n. Each anonymized projection prepared by performing O(m) operations on the original dataset. Therefore, this step has a complexity of O(mn) and computationally dominated by previous steps.
Summarizing all the steps we obtain the overall complexity as formulated in Proposition 2. Practically, the computational complexity is affected by k-anonymity constraints: the size of the quasi-identifier and that of the required k-anonymity level. For large k and quasi-identifiers, more candidate partitioning structures are not partially valid and the step of cross-validation is not performed. A more precise conclusion about the influence of k-anonymity constraints on complexity proposes making several assumptions on train data distribution (how the constraints are strict in the presence of knowledge about the underlying data).
DMPD for multiobjective optimization
The DMPD extension for multiobjective optimization uses a basic genetic algorithm extension to provide Pareto frontiers with two objectives: maximizing classification performance and maximizing the individual privacy level. In DMPD the first objective presented by generalization accuracy and the second -by anonymity level of partitioning.
Similar to SPEA2 [72] , which is a state-of-art multiobjective GA (MOGA), DMPD uses a regular population and an archive (external set). Starting with an initial population and an empty archive, the following steps are performed per iteration. First, all non-dominated population members are copied to the archive; any dominated individuals or duplicates (with the same objective values) are removed from the archive during this update operation. If the size of the updated archive exceeds a predefined limit, further archive members are deleted by a clustering technique which preserves the characteristics of the non-dominated front. Existing archives provide an elitist concept brought from a classic genetic algorithm. A non-dominated member is one that has some objective value better than all others partitioning structures in a population. If the first partitioning's two objectives are better than those of another, we conclude that the first partitioning dominates.
To illustrate the process, consider a population of three partitioning structures with accuracy and anonymity levels: {{80.5, 200}, {90, 500}, {88, 700}}. The first partitioning is dominated by the second and third partitioning while the second partitioning has better accuracy but lower k-anonymity compared to third partitioning. Consequently, these two partitioning structures are on Pareto frontier and present us with an interesting tradeoff.
As discussed earlier, the main difference of MOGA from regular genetic algorithms lies in its fitness value assignment. Fitness values are assigned to both archives and new population members. First, each individual i is assigned a strength value S(i) which represents the number of solutions it dominates. These Svalues are calculated for all individuals in the population and archive sets. In the next step, for each individual j, the raw fitness value R(j) is calculated as a sum of the strengths of individuals that dominate j. As a result, better solutions are assigned the lower raw fitness values.
The second component of fitness value is the density metric D(i) defined as the distance between two objectives. D(i) is calculated between i and its k-nearest neighbor. The density metric has values between 0 and 1 since its purpose is to discriminate between two non-dominated candidates to provide a uniform distribution of non-dominated candidates along the Pareto frontier. The sum of the two metrics provides a fitness value for the MOGA.
As a mating method, we use rank-based weighting instead of binary tournament selection proposed as a part of SPEA2. After a stop condition (in DMPD it is the maximum number of generations) for the GA is achieved, the archive set contains a set of non-dominated solutions that form the Pareto frontier.
Experimental evaluation
The proposed method was evaluated in the presence of k-anonymity constraints for classifications tasks. The comparative experiment was conducted on 10 benchmark datasets containing individual information about various objects. Specifically, the experimental study had the following goals:
1. to examine whether the proposed algorithm succeeded in satisfying the broad range of k-anonymity constraints without sacrificing data mining performance (i.e. the original classification accuracy vs. increasing k-anonymity constraints) 2. to investigate the sensitivity of the proposed method to different classification methods 3. to compare the proposed method to existing k-anonymity-based methods in terms of classification accuracy 4. to examine the sensitivity of runtime cost to different k-anonymity constraints and the scalability of the proposed method. 5. to investigate the sensitivity of the proposed method to different GA settings 6. to investigate the multiobjective DMPD method in providing Pareto frontiers of classification accuracy vs. partitioning anonymity level.
The following subsections describe the experimental set-up and the results obtained. Fig. 9 graphically represents the experimental process that was conducted. The main aim of this process was to estimate the generalized accuracy (i.e. the probability that an instance was classified correctly). First, the dataset (box 1) was divided into a train dataset (box 3) and test dataset (Step 4) using five iterations of a two-fold cross validation (Step 2 -known as the 5 Â 2 CV procedure). The 5 Â 2 CV is known to be better than the commonly used 10-fold cross-validation because of the acceptable Type-1 error [3] . At each iteration, the dataset is randomly partitioned into two equal-sized sets, S1 and S2, such that the algorithm is evaluated twice. During the first evaluation S1 is the train dataset and S2 the test dataset, and vice versa during the second evaluation. We apply (Step 5) the k-anonymity method on the train dataset and obtain a new anonymous train dataset (Step 6). Additionally, we obtain a set of anonymity rules (Step 7) that is used to transform the test dataset into a new anonymous test dataset (Step 8). In the case of DMPD, the rule of partitioning must be applied on an original feature set. For generalization and suppression-based techniques, generalization or suppression rules are applied to different original values in the dataset.
Experimental process
An inducer is trained (Step 9) over the anonymous train dataset to generate a classifier (Step 10). Finally the classifier is used to estimate the performance of the algorithm over the anonymous test dataset (Step 11).
The same cross-validation folds were implemented for all the algorithms in the pairwise comparison that we conducted. In each such comparison we used the combined 5 Â 2 CV F-test to accept or reject the hypothesis that the two methods (DMPD vs. TDS, DMPD vs. TDR) have the same error rate with a 0.95 confidence level.
It should be noted that the above experimental process is different from the process used by Fung et al. [21] . According to his experimental design, the generalization of the original dataset takes place in the first step. Afterwards, the train and test datasets are split. Thus, the estimated variance of the cross-validation solely measures the inducer's variance and not the variance due to applying k-anonymity constraints on the underlying dataset.
Datasets
Privacy-preserving classification algorithms are usually evaluated only on the Adult dataset which has become a commonly used benchmark for k-anonymity [65, 22, 20] . Recently Fung et al. [21] the TDR algorithm. In our experimental study we used an additional seven datasets that were also selected from the UCI Machine Learning Repository [45] and which are widely used by the machine-learning community for evaluating learning algorithms. An additional dataset, drawn from a real-world case study performed on commercial banks, is described below. The datasets vary across such dimensions as the number of target feature classes, instances, input features and their type (nominal, numeric).
Real-world case study dataset
The set of datasets that we used also includes a real-world dataset named ''Portfolio" that contains various data from the investment department of a bank. The dataset was designed to predict the prospect of customers buying a new type of investment product. Initial operational data included the history of proposals that were made to customers and their responses measured in terms of product purchases within half a year from the date of the proposal. The initial dataset contains various groups of input features:
Customer demographic and geographic data -age, sex, zip code, number of children, level of income, etc. Customer activity in different banking fields -number of loans and deposits, liquid account balance, etc. Customer's current investment position -ownership of other investment products at the bank, etc. These features were extracted within a time frame of one year prior to this study. Behavioral measures -volume of financial transitions, response to marketing campaigns, etc.
The initial dataset included 35 features. After data preparation and exploration, we took the 28 most suitable features: 11 continuous and 17 nominal. The dataset contains about 5000 instances with approximately equal distribution of target feature values.
Algorithms used
For the anonymity phase (Step 5 in Fig. 9) , we compared the DMPD algorithm to TDS [22] and TDR [21] in terms of classification accuracy. In addition, we considered performing a comparison with a GA-based algorithm [28] . However, since we could not access the algorithm's implementation, we were unable to meaningfully compare Iyengar's algorithm with ours. It is important to note that the TDS algorithm we compared to the DMPD algorithm provided no worse results than the GA algorithm, at least from the partial comparison performed earlier [22] .
It should also be noted that the TDS and TDR experiments were based on using the original software obtained from the algorithms' inventors. Because TDS requires the user to provide generalization taxonomy, we could use it only on datasets for which generalization taxonomy was previously provided by the algorithm's inventor. Specifically, we compared DMPD to TDS on the Adult dataset using the earlier generalization taxonomy that had been proposed. Because our algorithm works with no such taxonomy, for other datasets we used the two-level taxonomy where the lower level contains feature domain values and the higher level contains ''Any" value. In other words, if the TDS algorithm considers such a feature generalization, it only results in suppressing all feature values. DMPD is compared to TDR by choosing the suppress option of the TDR algorithm in the absence of a generalization taxonomy.
K-anonymity quasi-identifiers constraints were formed as proposed by the TDS inventors [22] . In this work, to ensure that the anonymization algorithm is operating on features that impact classification, the quasi-identifiers subsets contain the top N features ranked by the C4.5 classifier. Accordingly, the structure of the decision tree's most important feature is the feature at the top of the tree. The next important feature can be evaluated by the C4.5 classifier in the absence of a previous top feature. Following this procedure recursively, the top nine features were defined. Three quasi-identifier constraints were defined by selecting the top 5, 7 and 9 features. A 10-CV procedure was used to evaluate the tree. All remaining features are included in the training set but are treated as non-quasi identifiers.
For the induction phase (Step 9 in Fig. 9 ), we examined the following base induction algorithms: naïve Byes and C4.5 [51] . The C4.5 algorithm was selected because it is considered a state-of-the-art decision tree algorithm that is widely used in many other comparative studies. Naïve Byes was selected due to its simplicity and the fact that it uses a quite different learning scheme.
For DMPD, TDS and TDR, 12 experiments were performed for each dataset and induction algorithm; each of three quasiidentifier constraints was tried with four different k-anonymity levels.
DMPD implementation and all experiments were performed in WEKA, a Java-based environment [66] . The experiments with C4.5 and naïve Byes took place using WEKA implementation of the algorithms along with their default settings.
Effect of k-anonymity constraints on classification accuracy
In this section we analyze the effect of the value of k (anonymity level) on classification accuracy. Table 1 shows the accuracy results obtained by the proposed algorithm for four different values of k for various datasets using different inducers. In this section we take the top nine features as quasi-identifiers (top eight for nursery and pima datasets). Note that the column with k = 1 represents the DMPD algorithm result (i.e. when no k-anonymity constraints were implied) enabling us to exam-ine the effect of anonymity on the accuracy of the results. The superscript ''*" indicates that the degree of accuracy of the original dataset was significantly higher than the corresponding result with a confidence level of 95%.
As expected, the results indicate that there is a tradeoff between accuracy performance and the anonymity level for most datasets. Usually, increasing the anonymity level decreases accuracy. For some datasets, the feature set partitioning approach improves baseline accuracy, even despite applying k-anonymity constraints such as for vote, cmc, pima, wisconsine or nursery. Supervised discretization, as a part of DMPD, also contributes to classification accuracy, for example, in the heart dataset. These above results are marked out for both inducer types.
Scalability analysis
The aim of this section is to examine the DMPD's ability to handle expanding datasets in an elegant manner. We tested for scalability using the procedure that Fung et al. [21] proposed to measure the runtime costs of algorithms on large datasets. We based our scalability test on a German dataset. For this purpose, the original dataset containing 1000 records was expanded as follows: for every original instance q, we added r À 1 variations where r is a scale factor. Together with all original instances, the enlarged dataset has r Â 1000 instances. Each instance variation was generated by randomly drawing appropriate feature values (x qi , y q ) from the feature domain (dom(a i ), dom(y)).
We conducted all experiments on a hardware configuration that included a desktop computer implementing a Windows XP operating system with Intel Pentium 4-2.8 GHz, and 1 GB of physical memory. Table 2 presents the average time (in minutes) measured on 10 runs for various values of r, a quasi-identifier that includes top 5 features and a k-anonymity level = 10. The time, including model generation time, reflects the runtime cost of a J4.8 inducer in a WEKA package and is beyond our control. Fig. 10 shows that the execution time is almost linear in the number of records. This confirms the DMPD's ability to handle a growing search space since an increase in train dataset size leads to more partitions that the algorithm must consider.
GA settings for DMPD
A major problem with genetic algorithms is their sensitivity to the selection of various parameters such as population size, maximum number of generations, crossover and mutation probabilities. This sensitivity is due to a degree of randomness in searching for an optimal solution. We set crossover and mutation values to probabilities that are similar to those found in the GA literature [24, 27] . In this section we try to estimate if better results can be obtained from a larger population size or a larger number of generations. Obviously, we have here a probable tradeoff between, better partitioning structure and computational costs of the algorithm due to our increasing the GA settings. Our default settings for DMPD were 100 generations and 50 individuals in a population. Here we present some experiments from the german and cmc datasets. We present two of 12 experiments that were performed on the dataset with a C4.5 inducer with a minimum of k-anonymity constraints (top5 and k = 10). The number of generations considered is 50, 100, 150 and 200. Test runs were carried out on two populations numbering 50 and 100 individuals, respectively.
As Fig. 11 shows, increasing GA settings beyond 100 generations and 50 partitionings does not significantly improve classification accuracy. Similar behavior is true for other datasets used in the experimental study. The evidence points to the DMPD's ability to achieve good feature set partitioning with a relatively low number of generations and population size.
Multiobjective DMPD evaluation
In this section we introduce experimental results of the DMPD for multiobjective decision-making in privacy-preserving data mining. We follow a method presented by Grunert da Fonseca et al. [26] for experimentally evaluating multiobjective GA. Such an evaluation is performed on the basis of multiple, independent optimization runs and by building attainment functions. The concept of empirical attainment function is used in Pareto frontier estimation by building a specific type of summary attainment surface [33] on objective space. In our case, there are two objectives: partitioning anonymity level and classification accuracy. The worst attainment surface describes the region that was attained by all optimization runs and provides a pessimistic estimation for the true Pareto frontier. The region, attained by only one optimization run, presents us with the best attainment surface and this is an optimistic estimation for a true Pareto frontier. Median attainment surface, attained by 50% of optimization runs, provides a reasonable estimation for the true Pareto frontier [17, 33] .
In Fig. 12 we present three types of empirical surfaces for true Pareto frontier estimation created by an algorithm for an Adult dataset with top5 and top9 quasi-identifier constraints and a C4.5 inducer. (a) (b) Fig. 11 . GA settings vs. accuracy for german and cmc datasets.
From the graphs we conclude that there is a clear tradeoff between the two objectives (Fig. 12a) . The graphs provide an important tool for a data owner. If he can agree to a k-level between 1 and 3, the classification accuracy that can be achieved is nearly 86%. A further key decision point arises near a k-level of 660. Classification performance from k = 3 to k = 655 is essentially the same excluding some negligible decreases in accuracy in the range between k = 4 and k = 35. If these k-anonymity levels are insufficient for the data owner, he can advance along the frontier to an additional k level. Increasing k up to 1000, results in a decrease of 5% in the classification accuracy.
As shown in Fig. 12b , the DMPD forms a Pareto frontier with almost a similar degree of accuracy for the given k-anonymity levels (denoted by cross) presented in Section 5.5.
DMPD compared to other k-anonymity algorithms
In this section we compare the proposed algorithm to other existing k-anonymity algorithms. Firstly, we present the results from comparing DMPD to two other algorithms based on datasets used in a previous work [22, 21] .
We compare the performance for three different constraints of quasi identifiers (as described in Section 5.4) and with four different levels of k. Table 3 presents the results obtained on the Adult dataset when comparing DMPD with TDS. Table 4 compares DMPD and TDR. The superscript ''*" indicates that the accuracy of the corresponding algorithm was significantly higher (with the same k, the same base inducer and the same dataset) with a confidence level of 95%. The results of the experimental study are encouraging. They indicate that there are only two cases where either TDS or TDR is more accurate than DMPD. In seven experiments DMPD is significantly better than TDS. There is no case where TDR is significantly more accurate than DMPD, but DMPD is better in most experiments. As expected, on the dataset, DMPD outperforms TDR or TDS, mainly, for relatively high levels for quasi-identifiers or k-anonymity. This can be explained by the fact that DMPD is available ''to relax" k-anonymity restrictions by feature set partitioning. Tables 5 and 6 present the results obtained on the German dataset when comparing DMPD with TDS and TDR, respectively. The results indicate that TDS and DMPD perform similarly. DMPD was slightly better than TDR, and 2 of 24 experiments show significant DMPD superiority. In order to conclude which algorithm performs best over multiple cases, we followed the procedure proposed in [12] . In the case of multiple classifiers, we first used the adjusted Friedman test in order to reject the null hypothesis and then the Bonferroni-Dunn test to examine whether the new algorithm performs significantly better than existing algorithms. The null-hypothesis, that all algorithms perform the same and the observed differences are merely random, was rejected with a confidence level of 95% using the adjusted Friedman test (with a statistic value of F = 56.79 distributed as F-distribution with 2 and 478 degrees of freedom). We proceeded with the Bonferroni-Dunn test and found that DMPD statistically outperforms TDS and TDR with a 95% confidence level (statistic values of À6.53 and À15.84 correspondingly which are normally distributed).
Discussions
The advantages of the new DMPD algorithm, based on observations from the experimental study, can be summarized as follows: Table 5 German credit dataset -comparing DMPD to TDS. Table 6 German credit dataset -comparing DMPD to TDR. These drawbacks are not so very difficult to deal with. In regard to the first drawback, a possible solution would be to use a more sophisticated fitness function, in which a partitioning anonymity level is combined in some way with classification accuracy (see Paragraph 1.1). Regarding treating numeric features (see Paragraph 1.2), a more accurate method could be applied, combining a supervised discretization principle and an anonymity level of partitioning. In regard to the second drawback we can try to incorporate existing approach for anonymizing datasets (for example, the simplest one -tuple suppression) to obtain more algorithm's flexibility. Third drawback can be alleviated by examining different search and evaluation procedures.
DatasetGerman

Summary and conclusions
In this paper we presented a new method for preserving privacy in classification tasks using a k-anonymity framework. The proposed method was designed to work with no prior knowledge and with any inducer. Compared to existing state-ofthe-art methods, the new method also shows a higher predictive performance on a wide range of datasets from different domains. Additional issues to be further studied include:
Examining DMPD with other classification algorithms Revising DMPD to overcome its existing drawbacks as noted above Examining the possibility of using DMPD along with known generalization/suppression-based methods that could result in improved data mining results in terms of classification accuracy and discovered patterns. Here the simple tuple suppression (TS) can be evaluated. The technique has not yet been applied in any state-of-art algorithm [8] .
Extending the proposed method for treating k-anonymity model leaks and proposed solutions for them. One solution is based on the l-diversity framework [40] . Examining DMPD with overlapping partitioning structures. This evaluation can be valuable in increasing the algorithm's flexibility. Extending DMPD to handle multiobjective optimization with different quasi-identifier sets. The main idea is to eliminate the k-anonymity model assumption; the quasi-identifier set is determined prior to performing data anonymization. One of the solutions can include assigning a probability to each feature to be used for individual information discloser. Higher probabilities assume a higher degree of privacy. These probabilities can be used to produce an aggregated measure of overall privacy that must be maximized against data mining performance to form an appropriate Pareto frontier. Such a study may, for example, contribute to evaluating a tradeoff between a feature as a part of a quasi-identifier and classification accuracy.
Extending the proposed method to other data mining tasks (such as clustering and association rules). The work could involve applying other types of decomposition, such as space or sample decomposition [52] .
