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ABSTRACT. We exhibit an algorithm to solve the following extension problem: Given a
finite set E ⊂ Rn and a function f : E → R, compute an extension F in the Sobolev space
Lm,p(Rn), p > n, with norm having the smallest possible order of magnitude, and sec-
ondly, compute the order of magnitude of the norm of F. Here, Lm,p(Rn) denotes the
Sobolev space consisting of functions on Rn whose mth order partial derivatives belong
to Lp(Rn). The running time of our algorithm is at most CN logN, where N denotes the
cardinality of E, and C is a constant depending only onm,n, and p.
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CHAPTER 1
Introduction
In this paper, we interpolate data by a function F : Rn → R whose Sobolev norm has
the least possible order of magnitude. Our computations consist of efficient algorithms,
to be implemented on an (idealized) von Neumann computer.
Our results are the analogues for Sobolev spaces of some of themain results of Fefferman-
Klartag [16, 17, 18] on interpolation of data by functions in Cm(Rn).
Let us set up notation and definitions. Fix m,n ≥ 1 and 1 < p < ∞. We work in the
Sobolev space
X = Lm,p(Rn) with seminorm ||F||X =
∫
Rn
∑
|α|=m
|∂αF(x)|
p
dx
1/p(1.0.1)
or
X = Wm,p(Rn) with norm ||F||X =
∫
Rn
∑
|α|≤m
|∂αF(x)|
p
dx
1/p .(1.0.2)
We make the assumption
p > n,(1.0.3)
so that the Sobolev theorem tells us that
X ⊂ Cm−1loc (Rn).(1.0.4)
We write c, C, C ′, etc. to denote “universal constants,” i.e., constants determined by
m,n, p in (1.0.1),(1.0.2). These symbols may denote different universal constants in dif-
ferent occurrences.
Now let
E = {z1, · · · , zN} ⊂ Rn.(1.0.5)
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Then X(E) denotes the vector space of all real-valued functions on E, equipped with
the norm (or seminorm)
||f||X(E) = inf{||F||X : F ∈ X, F = f on E}.
Let A ≥ 1 be a constant. An “A-optimal interpolant” for a function f ∈ X(E) is a
function F ∈ X that satisfies F = f on E and ||F||X ≤ A · ||f||X(E).
Our goal here is to solve the following
Problems:
(A) Compute a C-optimal interpolant for a given function f ∈ X(E).
(B) Given f ∈ X(E), compute a number |||f||| such that
c|||f||| ≤ ||f||X(E) ≤ C|||f|||.
We owe the reader an explanation of what it means to “compute a function” in Prob-
lem (A). First of all, our computations are performed on a computer with standard von
Neumann architecture. We assume that each memory cell can store a single integer or
real number. We study two distinct models of computation. In the first model (“infinite-
precision”) we assume that our computer deals with exact real numbers, without round-
off errors. Our second, more realistic model (“finite-precision”) assumes that our ma-
chine handles only S-bit machine numbers for some fixed, large S. To work with the
finite-precision model, we make a rigorous study of the roundoff errors arising in our al-
gorithms. For simplicity, in this introduction, we restrict attention to the infinite-precision
model.
To “compute” a function F ∈ Cm−1loc (Rn), the computer first performs “one-time work”,
then answers “queries.” A query consists of a point x ∈ Rn, and the computer responds
to a query x by computing ∂αF(x) for all |α| ≤ m − 1.
We want algorithms that make minimal use of the resources of our computer. For the
computation of a function F as in Problem (A), the relevant resources are
• The number of computer operations used for the one-time work,
• The number of memory cells used for all the work, and
• The number of computer operations used in responding to a query.
We refer to these as the “one-time work”, the “space” (or “storage”), and the “query
work”, respectively.
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For the computation of the single number |||f||| in Problem (B), the relevant computer
resources are the number of operations used, and the number of memory cells required.
We refer to these as, respectively, the “work” and “storage”.
We are concerned with algorithms that work for arbitrary f and E. If we allowed
ourselves favorable geometric assumptions on E, our problems would be much easier.
We can now state our results in their simplest form. Recall thatN denotes the number
of points in our finite set E.
THEOREM 1.0.1. One can compute a C-optimal interpolant for a given function f ∈ X(E),
with one-time work ≤ CN logN, storage ≤ CN, and query work ≤ C logN.
THEOREM 1.0.2. Given f ∈ X(E), one can compute a number |||f||| such that
c|||f||| ≤ ||f||X(E) ≤ C|||f|||;
the computation uses work ≤ CN logN and storage ≤ CN.
Obviously, in Theorem 1.0.1, the one-time work must be at least N, since we have to
read the data; and the query work is at least 1, since we must at least read the query.
Similarly, in Theorem 1.0.2, the work must be at least N. Hence, for trivial reasons, the
work of our algorithms can be improved at most by a factor logN.
Very likely, the work and storage asserted above are best possible.
To prepare to state our results in their full strength, we recall the following results
from our previous paper [19].
THEOREM 1.0.3 (Extension Operators). There exists a linear map T : X(E)→ X such that
Tf is a C-optimal interpolant of f for any f ∈ X(E).
THEOREM 1.0.4 (Formula for the Norm). There exist linear functionals ξl : X(E) → R
(l = 1, · · · , L) such that
• L ≤ CN and
• The quantity
|||f||| =
(
L∑
l=1
|ξl(f)|
p
)1/p
satisfies
c|||f||| ≤ ||f||X(E) ≤ C|||f|||
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for all f ∈ X(E).
To prove Theorems 1.0.1 and 1.0.2, we will compute the linear map T and the func-
tionals ξl in Theorems 1.0.3 and 1.0.4. To do so, we exploit a sparse structure for T and ξl,
established in [19].
We recall the relevant definitions.
LetΩ = {ω1, · · · , ωνmax} be a finite list of linear functionals on X(E). Then we say that
Ω is a “set of assists” if eachων can be written as
(1.0.6) ων (f) =
Iν∑
i=1
µνif (zνi) (f ∈ X(E));
where Iν ≥ 1, µνi ∈ R, zνi ∈ E are independent of f, and
(1.0.7)
νmax∑
ν=1
Iν ≤ CN.
The point is that if (1.0.7) holds, then for a given f ∈ X(E) we can compute all the
assists ω1 (f) , · · · , ωνmax (f), using at most CN computer operations. It will be useful
to precompute the ων (f), because each of these quantities may be used many times in
subsequent calculations.
LetΩ = {ω1, · · · , ωνmax} be a set of assists.
A linear functional
ξ : X (E)→ R
has “Ω-assisted bounded depth” if it can be written in the form
(1.0.8) ξ (f) =
I∑
i=1
λif (zi) +
J∑
j=1
βjωνj (f) for all f ∈ X (E) ,
where I, J, λi, βj, νj and zi ∈ E are independent of f, and
(1.0.9) I+ J ≤ C.
If (1.0.8),(1.0.9) hold, and if we have precomputed ω1 (f) , · · · , ωνmax (f), then we can
calculate ξ (f) using at most C computer operations.
We call (1.0.6) and (1.0.8) “short forms” of the assists ων and the functional ξ, respec-
tively. Note that a functional may be written in short form in more than one way.
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A linear map T : X (E) → Cm−1loc (Rn) will be said to have “Ω-assisted bounded depth”
if for each x ∈ Rn and each multiindex α of order |α| ≤ m − 1, the linear functional
(1.0.10) X(E) ∋ f 7−→ ∂αTf (x)
hasΩ-assisted bounded depth.
In [19], we proved the following sharper version of Theorems 1.0.3 and 1.0.4.
THEOREM 1.0.5. There exists a set of assists Ω = {ω1, · · · , ωνmax} such that the linear map
T in Theorem 1.0.3, and the linear functionals ξ1, · · · , ξL in Theorem 1.0.4, may be taken to have
Ω-assisted bounded depth.
If we knew the assistsω1, · · · , ωνmax and the functionals ξ1, · · · , ξL in their short form,
then we could easily compute |||f||| in Theorem 1.0.4 by first computing the ων (f), then
computing the ξl (f). The whole computation would require only CN computer opera-
tions.
Similarly, suppose we knew the assists ων and the linear functionals (1.0.10) in their
short form.
Given f ∈ X (E), we could precompute ω1 (f) , · · · , ωνmax (f) with at most CN oper-
ations, after which we could answer queries: Given a query point x ∈ Rn, we could
compute ∂αTf (x) (all |α| ≤ m − 1) in at most C operations. Thus, we could give highly
efficient solutions to Problems (A) and (B) above.
Unfortunately, the proof of Theorem 1.0.5 in [19] is not constructive. It does not supply
any formulas for the assists ων, the functionals ξl, or the operator T . Our purpose here is
to remedy this defect by proving the following result.
THEOREM 1.0.6 (MAIN THEOREM). For suitable Ω = {ω1, · · · , ωνmax}, T, ξ1, · · · , ξL as
in Theorems 1.0.3, 1.0.4, 1.0.5, the assistsων, and the functionals ξl can all be computed in short
form, using work ≤ CN logN and storage ≤ CN. Moreover, after one-time work ≤ CN logN in
space ≤ CN, we can answer queries as follows:
A query consists of a point x ∈ Rn. The response to a query x is a short-form description of
the functional (1.0.10) for each |α| ≤ m− 1. The work to answer a query is ≤ C logN.
To prove Theorem 1.0.6, we modify the proofs of Theorems 1.0.3, 1.0.4, 1.0.5 in [19].
Let us first review some of the ideas in [19], and then explain some of the modifications
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needed for Theorem 1.0.6. Our discussion will be highly simplified, so that the basic ideas
are not obscured by technical details.
We introduce a bit more notation. If F ∈ Cm−1loc (Rn) and x ∈ Rn, then we write Jx (F)
(the “jet” of F at x) to denote the (m − 1)st degree Taylor polynomial of F at x. Thus, Jx (F)
belongs to P , the vector space of all (real) polynomials of degree at most (m− 1) on Rn.
We write Q,Q′, etc. to denote cubes in Rn with sides parallel to the coordinate axes.
We write δQ to denote the sidelength of a cube Q.
Our review of [19] starts with a local version of our present Problem (A). Let Q ⊂ Rn
be a cube, let x0 ∈ Q be a point, and let P0 ∈ P be a jet. We pose the following Local
Interpolation Problem :
LIP (Q, E, f, x0, P0) : Find a function F ∈ Lm,p (Rn), depending linearly on (f, P0), such
that
F = f on E ∩Q,
Jx0 (F) = P0, and∫
Q
∑
|α|=m
|∂αF (x)|
p
dx is as small as possible up to a factor C.
If we can solve LIP (Q, E, f, x0, P0) wheneverQ is the unit cube Q
◦, then we can easily
find a linear extension operator T as in Theorem 1.0.3. Moreover, careful inspection of
our solution to LIP (Q◦, E, f, x0, P0) in [19] yields also Theorems 1.0.4 and 1.0.5. Thus, the
heart of the matter is to solve LIP (Q◦, E, f, x0, P0).
To do so, we first associate to any point x ∈ Rn the crucial convex set
σ (x, E) = {Jx (F) : F ∈ X, ‖F‖X ≤ 1, F = 0 on E} .
This set measures the ambiguity in Jx (F) when we seek functions F ∈ X satisfying F = f
on E, with control on ‖F‖X.
Using the geometry of the convex sets σ (x, E), we will attach “labels” A to cubes
Q ⊂ Rn. A label is simply a set of multiindices of order ≤ m − 1. Very roughly speaking,
we say that Q is “tagged” with A if either
• Q consists of at most one point in E, or
• The scaled monomial y 7→ δpowerQ · (y − x)α belongs to σ (x, E) for all α ∈ A and
x ∈ E ∩Q.
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If Q is tagged with A, then we are relatively free to modify ∂αF (x) for α ∈ A, x ∈ E
when we seek a solution F to our local interpolation problem LIP (Q, E, f, x0, P0).
The notion of tagging gives rise to a Caldero´n-Zygmund decomposition CZ (A) of the
unit cube Q◦ for each label A. The cubes of CZ (A) are the maximal dyadic subcubes of
Q◦ that are tagged with A.
There is a natural order relation < on labels. If labels A, B satisfy A < B, then the de-
composition CZ (A) of Q◦ refines the decomposition CZ (B). The maximal label under <
is the empty set ∅, and the Caldero´n-Zygmund decomposition CZ (∅) consists of a single
cubeQ◦. The minimal label under < is the setM of all multiindices of order≤ m−1. The
decomposition CZ (M) is so fine that eachQ ∈ CZ (M) contains at most one point of our
finite set E.
We now use the decomposition CZ (A) to solve Local Interpolation Problems. By in-
duction on the labelA (with respect to the order<), we solve the problem LIP (Q, E, f, x0, P0)
wheneverQ ∈ CZ (A).
In the base case, A =M, the minimal label.
Since anyQ ∈ CZ (M) contains at most one point of E, our local interpolation problem
LIP (Q, E, f, x0, P0) is trivial.
For the induction step, fix a label A 6=M. Let A− be the label immediately preceding
A in the order <. We make the inductive assumption that we can solve LIP (Q′, E, f, x′, P′)
whenever Q′ ∈ CZ (A−). Using this assumption, we solve LIP (Q, E, f, x0, P0) when Q ∈
CZ (A). To do so, we recall that CZ (A−) refines CZ (A), hence our cube Q is partitioned
into finitely many cubes Qν ∈ CZ (A−). For each Qν, we carefully pick a point xν ∈ Qν
and a jet Pν ∈ P . Our inductive assumption allows us to solve the local problem
LIP (Qν, E, f, xν, Pν)
for each ν. Using a partition of unity, we patch together the solutions Fν to the above local
problems, and hope that the resulting function F solves our problem LIP (Q, E, f, x0, P0).
It works provided we do a good job of picking the jets Pν. We refer the reader to the
introduction of [19] for some of the ideas involved in picking the Pν. (See especially the
discussion in [19] of “keystone cubes”).
Thus, we can complete our induction on A, and solve LIP (Q, E, f, x0, P0) whenever
Q ∈ CZ (A).
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In particular, since CZ (∅) consists of the single cubeQ◦, we have succeeded in solving
any local interpolation problem LIP (Q, E, f, x0, P0)withQ = Q
◦. As explained above, this
allows us to deduce Theorems 1.0.3, 1.0.4, 1.0.5. That’s the good news.
The bad news is that we cannot tell whether a given cube Q is tagged with a given
label A, since that requires perfect knowledge of the convex sets σ (x, E) ⊂ P . Therefore,
our Caldero´n-Zygmund decomposition CZ (A) and our proofs of Theorems 1.0.3, 1.0.4,
1.0.5 in [19] are non-constructive.
To overcome the obstacle, we introduce here a variant of our local interpolation prob-
lem, a variant of the convex set σ (x, E), and a modified definition of tagging of a cube Q
with a labelA. We still cannot tell whether a given Q is tagged with a given A. However,
using ideas from [19], we show how to testQ for tagging withA. IfQ passes the test, then
it is tagged with A. If Q fails the test, then we do not know whether Q is tagged with A,
but we know that a somewhat larger cube Q′ ⊃ Q cannot be tagged with A.
We show how to implement the above test by efficient algorithms. Moreover, if we
are given dyadic cubes Q1 ⊂ Q2 ⊂ · · · ⊂ Qν such that Q1 ∩ E = · · · = Qν ∩ E, then we
can test all the Qi simultaneously. This idea is useful if our set E involves vastly different
lengthscales. It provides a crucial speedup that allows us to bound the work by N logN
as promised in Theorem 1.0.6.
Using the above tests, we produce a decomposition CZ (A) analogous to the decom-
position defined in [19]. This allows a constructive proof of Theorems 1.0.3, 1.0.4, 1.0.5.
To implement that proof by efficient algorithms and thus establish Theorem 1.0.6 requires
additional ideas not discussed in this introduction.
This concludes our sketch of the proof of Theorem 1.0.6. We again warn the reader
that it is highly oversimplified. The sections that follow will give the correct version. In
the next section, we start from scratch.
We mention several open problems related to our work.
• In place of our standing assumption p > n, wemay assumemerely that p > n/m.
The Sobolev theoremwould then tell us that Lm,p (Rn) ⊂ C0loc (Rn). Consequently,
any F ∈ Lm,p (Rn) may be restricted to a finite set E, and our Problems (A) and
(B) still make sense. It would be very interesting to understand the problems of
interpolation and extension for Lm,p (Rn) andWm,p (Rn) when n/m < p ≤ n.
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• Is it possible to dispense with the assists Ω = {ω1, · · · , ωνmax} in Theorem 1.0.4,
and write each ξl in the form
ξl (f) =
I∑
i=1
βlif (zli)
with I, βli and zli ∈ E independent of f, and with |I| ≤ C? Shvartsman [37] has
proven this for X = L2,p
(
R2
)
(p > 2). Perhaps, it is true for general Lm,p (Rn).
The analogous result for interpolation by functions in Cm (Rn) is contained in
Fefferman-Klartag [18]. For the extension operators T in Theorem 1.0.3, one can-
not get away without assists; see [20].
These issues are connected with “sparsification”; see [2].
• We have constructed essentially optimal functions F ∈ X that agree perfectly with
a given function f on E. It would be natural to require instead that F agree with
f up to a given tolerance. More precisely, given f ∈ X (E) and a positive function
µ : E→ (0,∞], we should compute a function F ∈ X that minimizes
(1.0.11) ‖F‖pX +
∑
x∈E
µ (x) |F (x) − f (x)|
p
,
up to a universal constant factor C. (When µ (x) = +∞, we demand that F (x) =
f (x) and delete the corresponding term from the above sum.) Compare with
Fefferman-Klartag [18].
It would be interesting to study the problem of optimizing (1.0.11) for general
Lm,p (Rn) and Wm,p (Rn) (p > n). The work of P. Shvartsman [36] on the Banach
space L1,p (Rn) + Lp (Rn, dµ) is surely relevant here.
• It would be very interesting to produce practical algorithms that (unlike our
present algorithms) compute C-optimal interpolants for a not-so-big universal
constant C.
This paper is a part of a literature on “Whitney’s extension problem”, going back over
3/4 century and including contributions by many authors. See e.g., H. Whitney [41, 42,
43], G. Glaeser [21], Y. Brudnyi and P. Shvartsman [6, 7, 8, 9], P. Shvartsman [32, 33, 34, 35],
J. Wells [40], E. Le Gruyer [27, 28], M. Hirn and E. Le Gruyer [22], C. Fefferman and B.
Klartag [17, 18], N. Zobin [44, 45], as well as our own works [11, 12, 13, 14, 15, 16, 24, 26].
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Let us now begin the work of interpolating data.
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CHAPTER 2
Preliminaries
2.1. Notation
Fix integers m,n ≥ 1 and a real number p > n. We work in Rn with the ℓ∞ metric.
Thus, given x = (x1, · · · , xn) ∈ Rn we denote
|x| := max
1≤i≤n
|xi|.
Given nonempty subsets S, S ′ ⊂ Rn, we denote
dist(S, S ′) := inf{|x− y| : x ∈ S, y ∈ S ′},
diam(S) := sup{|x− y| : x, y ∈ S}.
A cube takes the form
Q =
[
x1 − δ/2, x1 + δ/2
)× · · · × [xn − δ/2, xn + δ/2).
Let xQ := (x1, · · · , xn) and δQ := δ denote the center and sidelength of the cubeQ, respec-
tively. Let A ·Q (A > 0) denote the A-dilate of Q about its center. Hence, the cube A ·Q
has center xQ and sidelength AδQ.
A dyadic cube takes the form
Q =
[
j1 · 2k, (j1 + 1) · 2k
)× · · · × [jn · 2k, (jn + 1) · 2k)
for j1, · · · , jn, k ∈ Z.
We say that two dyadic cubesQ andQ ′ touch either if Q = Q ′, or if Q is disjoint from
Q ′ but the boundaries ∂Q and ∂Q ′ have a nonempty intersection. We write Q ↔ Q ′ to
indicate that Q touches Q ′.
We may bisect a dyadic cubeQ into 2n dyadic subcubes of sidelength 1
2
δQ in the natu-
ral way. We call these subcubes the children ofQ. We write Q+ to denote the parent of Q,
i.e., the unique dyadic cube for which Q is a child of Q+.
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We let P denote the vector space of real-valued (m− 1)-st degree polynomials on Rn,
and we setD := dimP . We identify P with RD, by identifying P ∈ P with (∂αP(0))|α|≤m−1.
Given F ∈ Cm−1loc (Rn) and a point x ∈ Rn, let JxF ∈ P (the “jet of F at x”) denote the
(m− 1)-st order Taylor polynomial
(JxF)(x) =
∑
|α|≤m−1
1
α!
∂αF(x) · (x− x)α.
Given P, R ∈ P , we define the product P ⊙x R = Jx(P · R) ∈ P .
Sobolev spaces.
We work with the Sobolev space X = Lm,p(Rn) with seminorm
‖F‖X =
∫
Rn
∑
|α|=m
|∂αF(x)|pdx
1/p .
We assume throughout that p > n. Given a connected domain Ω ⊂ Rn with piecewise
smooth boundary, let X(Ω) = Lm,p(Ω) be the Sobolev space consisting of functions F :
Ω→ R whose distributional derivatives ∂αF (for |α| = m) belong to Lp(Ω). On this space
we define the seminorm
‖F‖X(Ω) =
∫
Ω
∑
|α|=m
|∂αF(x)|pdx
1/p .
We may restrict attention to domains that are given as the union of two intersecting rect-
angular boxes. (A rectangular box is a Cartesian product of left-closed, right-open inter-
vals.)
Lists
A list Ξ is a collection of elements that can contain duplicates. Hence, for a list
(2.1.1) Ξ = {ξ1, · · · , ξL}
we may have ξℓ = ξℓ ′ for distinct ℓ, ℓ
′. We define # [Ξ] = L for the list (2.1.1).
Given a sequence (aξ) of real numbers, indexed by elements ξ in Ξ, we define∑
ξ∈Ξ
aξ =
L∑
ℓ=1
aξℓ.
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Given a sequence Ξ1, · · · , ΞM of lists, where Ξm =
{
ξ
[m]
1 , · · · , ξ[m]Lm
}
for each 1 ≤ m ≤M,
we define the list Ξ1∪· · ·∪ΞM by taking all the elements in the respective sublists together,
namely
Ξ1 ∪ · · · ∪ ΞM :=
{
ξ
[1]
1 , · · · , ξ[1]L1, · · · , ξ
[M]
1 , · · · , ξ[M]LM
}
.
We do not remove duplicate elements when forming the union of lists.
Convention on constants.
A universal constant is a positive number determined by m,n, and p. We use letters
C, c, C ′, etc, to denote universal constants. Let t ∈ R. We use the symbol C(t) to denote
a positive number that depends only onm,n, p, and t. A single letter or symbol may be
used to denote different constants in separate occurrences.
We write A . B or A = O(B) to indicate the estimate A ≤ CB, and we write A ∼ B to
indicate the estimate C−1B ≤ A ≤ CB. Here, the constant C depends only onm,n, and p.
Similarly, we write A .t B or A = Ot(B) to indicate the estimate A ≤ C(t) · B, and we
write A ∼t B to indicate the estimate C(t)
−1 · B ≤ A ≤ C(t) · B. Here, the constant C(t)
depends only onm,n, p, and t.
2.2. The Infinite-Precision Model of Computation
For infinite-precision, our model of computation consists of an idealized von Neu-
mann computer [39] able to work with exact real numbers. We assume that a single
memory cell is capable of storing an arbitrary real number with perfect precision.
We assume that each of the following operations can be carried out using one unit of
”work”.
• We read the real number stored at a given address, or entered from an input
device.
• Wewrite a real number from a register to a givenmemory address or to an output
device.
• Given real numbers x and y, we return the numbers x + y, x − y, xy, x/y (unless
y = 0), exp(x), and ln(y) (if y > 0), and we decide whether x < y, x > y or x = y.
• Given a real number x, we return the greatest integer less than or equal to x.
• Given dyadic intervals I = [x, y) and J = [a, b), both contained in [0,∞), we
return the smallest dyadic interval containing both I and J.
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The above model of computation is subject to serious criticism, even without our as-
sumption on the rapid processing of dyadic intervals. (See [18, 23, 31].) Therefore, in a
later section, we will give a model of computation in finite-precision. We believe that our
finite-precision model faithfully reflects a subset of the capabilities of an actual computer
(e.g. we don’t assume any possibility of parallel processing).
Presumably, few readers will want to wade through the issues arising from imple-
menting our algorithms in finite-precision. Hence, we first present our results assuming
the above infinite-precision model of computation. We then explain how to modify our
algorithms in order to succeed in the finite-precision model. These modifications are de-
scribed in the Appendix.
2.3. Basic Estimates on Sobolev Functions
Let P denote the vector space of (m− 1)st degree polynomials.
Given a point x ∈ Rn and a number δ > 0, we define
|P|x,δ := max
|β|≤m−1
|∂βP(x)| · δ|β|+n/p−m for P ∈ P.
Thus, |P|x,δ is a norm on P . The unit ball of this norm is B(x, δ) := {P ∈ P : |P|x,δ ≤ 1}.
We next present a few basic properties of the objects defined above.
LEMMA 2.3.1. LetQ ⊂ Rn be a cube and let K ≥ 1. For any polynomial P ∈ P , the following
estimates hold:
δ−mQ ‖P‖Lp(Q) ∼
m−1∑
k=0
δk−mQ ‖∇kP‖Lp(Q) ∼K |P|x,δ for x ∈ KQ and δ ∈ [K−1δQ, KδQ].
|P|x ′,δ ′ ≤ C(K) · |P|x,δ for |x− x ′| ≤ Kδ ′ and δ ≤ Kδ ′.
B(x, δ) ⊆ C(K) · B(x ′, δ ′) for |x − x ′| ≤ Kδ ′ and δ ≤ Kδ ′.
Here, C(K) depends only onm,n, p, and K.
We present a few useful estimates on functions in X(Q) = Lm,p(Q), where Q ⊂ Rn is
a cube. These estimates originate from the classical Sobolev inequality (Proposition 2.3.1)
and an interpolation inequality (Proposition 2.3.2).
18
PROPOSITION 2.3.1 (Sobolev inequality). Let Q ⊂ Rn be a cube, and let F ∈ X(Q). For
any x, y ∈ Q, and any multiindex β with |β| ≤ m − 1, we have∣∣∂β(JxF− F)(y)∣∣ ≤ C · δm−|β|−n/pQ ‖F‖X(Q).
PROOF. The estimate is an easy consequence of the Sobolev embedding theorem and
Taylor’s theorem.
We first review the Sobolev embedding theorem. Let F ∈ X(Q) = Lm,p(Q). Due to our
standing assumption that p > n, we can use the Sobolev embedding theorem (see [29]),
which implies that F belongs to the Ho¨lder space Cm−1,1−
n
p (Q)1, and moreover we have
an estimate on the Ho¨lder seminorm:
(2.3.1) ‖F‖
C
m−1,1−np (Q)
≤ K · ‖F‖Lm,p(Q).
Here, K = K(m,n, p). In particular, K is independent ofQ. We refer the reader to [29] for a
proof of the estimate (2.3.1) when Q = [0, 1)n. We can prove (2.3.1) for the same choice of
K and a general Q ⊂ Rn using a standard rescaling argument. We provide details below.
Let Q ⊂ Rn, and let F ∈ Lm,p(Q). Let τ : Rn → Rn be a transformation of the form
τ(x) = R · x + x0 (R > 0, x0 ∈ Rn) satisfying that τmaps Q◦ := [0, 1)n onto Q. We define a
transformed function F˜ = F ◦ τ : Q◦ 7→ R. The Sobolev and Ho¨lder norms relevant to our
discussion are transformed in a simple fashion. Indeed, by a change of variables we have
‖F˜‖Lm,p(Q◦) =
(∫
Q◦
|∇m(F(R · x + x0))|p dx
)1/p
= Rm−n/p
(∫
Q
|∇mF(x)|p dx
)1/p
= Rm−n/p‖F‖Lm,p(Q).
Similarly, we have ‖F˜‖
C
m−1,1−np (Q◦)
= Rm−n/p‖F‖
C
m−1,1−np (Q)
.
We apply the known version of the estimate (2.3.1) to the function F˜. Thus, we obtain
‖F˜‖
C
m−1,1−np (Q◦)
≤ K · ‖F˜‖Lm,p(Q◦). From the above equations we thus deduce that
‖F‖Cm−1,1−n/p(Q) ≤ K · ‖F‖Lm,p(Q).
This completes the proof of (2.3.1).
1Here, Cm−1,γ(Q) (γ ∈ (0, 1]) is the Ho¨lder space consisting of all functions F : Q → R that satisfy the
estimate |∂αF(x) − ∂αF(y)| ≤ A · |x− y|γ for some A < ∞ and for all multiindices α with |α| = m − 1 and
all x, y ∈ Q. The Ho¨lder seminorm of F in Cm−1,γ(Q) is defined to be the infimum of all such constants A.
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Recall that JxF is the (m− 1)
st degree Taylor polyomial of F at x. Hence, by definition,
(2.3.2) JxF(y) =
∑
|α|≤m−1
1
α!
∂αF(x) · (y− x)α (y ∈ Rn).
Taylor’s theorem states that∣∣∂β(JxF− F)(y)∣∣ ≤ C · |x − y|m−1+γ−|β| · ‖F‖Cm−1,γ(Q)
for any F ∈ Cm−1,γ(Q), any x, y ∈ Q, and any multiindex β with |β| ≤ m − 1. Here,
C = C(m,n, γ) depends only on m, n, and γ. We apply this estimate with γ = 1 − n/p
and use (2.3.1) to see that∣∣∂β(JxF− F)(y)∣∣ ≤ CK · |x − y|m−n/p−|β| · ‖F‖Lm,p(Q)
for any F ∈ Lm,p(Q). We bound |x − y| ≤ δQ to prove the desired estimate and complete
the proof of Proposition 2.3.1.

We can formulate the Sobolev inequality as an estimate involving the norms |·|x,δ in-
troduced earlier. Indeed,
|JxF− JyF|y,δQ ≤ C‖F‖X(Q) whenever x, y ∈ Q.
PROPOSITION 2.3.2. Let Q ⊂ Rn be a cube, and let F ∈ X(Q). For any multiindex β with
|β| ≤ m, we have
‖∂βF‖Lp(Q) ≤ C ·
[
δ
−|β|
Q ‖F‖Lp(Q) + δm−|β|Q ‖F‖X(Q)
]
.
PROOF. A standard scaling argument allows us to reduce to the case whenQ = [0, 1)n.
For a proof of this estimate, see [29]. 
LEMMA 2.3.2. Let Q ⊂ Rn be a cube, and let F ∈ X(Q). For any x ∈ Q, we have
δ−mQ ‖F‖Lp(Q) ≤ C ·
‖F‖X(Q) + ∑
|β|≤m−1
|∂βF(x)|δ|β|+n/p−mQ
(2.3.3)
≤ C ′ · [‖F‖X(Q) + δ−mQ ‖F‖Lp(Q)] .
For any cubeQ ′ ⊂ Q, we have
(2.3.4) δ−mQ ‖F‖Lp(Q) ≤ C ′′ ·
[
δ−mQ ′ ‖F‖Lp(Q ′) + ‖F‖X(Q)
]
.
Here, C,C ′, C ′′ denote constants depending only onm,n, and p.
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PROOF. LetQ ⊂ Rn, and let x, y ∈ Q.
From the Sobolev inequality and the definition (2.3.2) of the Taylor polyomial, we have
|F(y)| ≤ |F(y) − JxF(y)|+ |JxF(y)|
. δ
m−n
p
Q ‖F‖X(Q) +
∑
|β|≤m−1
|∂βF(x)| · |x− y||β|.
Hence, ∫
Q
|F(y)|p dy . δmp−nQ ‖F‖pX(Q) ·Vol(Q) +
∑
|β|≤m−1
∣∣∂βF(x)∣∣p · ∫
Q
|x − y||β|·p dy
. δmpQ ‖F‖pX(Q) +
∑
|β|≤m−1
∣∣∂βF(x)∣∣p · δ|β|·p+nQ
We raise each side to the power 1/p. This implies the first estimate in (2.3.3).
We now complete the proof of (2.3.3). Let |β| ≤ m − 1, and let x, y ∈ Q. As before,
from the Sobolev inequality and (2.3.2) we have∣∣∂βF(x)∣∣ ≤ ∣∣∂βF(x) − ∂β(JyF)(x)∣∣+ ∣∣∂β(JyF)(x)∣∣
. δ
m−|β|−n/p
Q ‖F‖X(Q) +
∑
|γ|≤m−1−|β|
∣∣∂β+γF(y)∣∣ · |x− y||γ|
≤ δm−|β|−n/pQ ‖F‖X(Q) +
∑
|γ|≤m−1−|β|
∣∣∂β+γF(y)∣∣ · δ|γ|Q .
We raise this estimate to the power p and average over y ∈ Q. Hence,
|∂βF(x)| . δm−|β|−n/pQ ‖F‖X(Q) +
∑
|γ|≤m−1−|β|
δ
|γ|−n/p
Q ‖∂β+γF‖Lp(Q).
Weapply Proposition 2.3.2 to estimate the terms in the sum over γ. We see that ‖∂β+γF‖Lp(Q)
is bounded by C ·
[
δ
m−|β|−|γ|
Q · ‖F‖X(Q) + δ−|β|−|γ|Q · ‖F‖Lp(Q)
]
. Thus, we conclude that∣∣∂βF(x)∣∣ . δm−|β|−n/pQ ‖F‖X(Q) + δ−|β|−n/pQ ‖F‖Lp(Q).
We thus obtain the second estimate in (2.3.3).
We will finally prove the inequality (2.3.4). Let Q ′ ⊂ Q be given cubes. Then (2.3.3)
implies that
δ−mQ ‖F‖Lp(Q) . ‖F‖X(Q) +
∑
|β|≤m−1
|∂βF(x)| · δ|β|+
n
p
−m
Q ′ for any x ∈ Q ′.
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(Here, we use that δQ ′ ≤ δQ and |β|+ np −m < 0.) By averaging p-th powers in the above
estimate, we see that
δ−mQ ‖F‖Lp(Q) . ‖F‖X(Q) +
∑
|β|≤m−1
δ
|β|−m
Q ′ ‖∂βF‖Lp(Q ′).
Finally, we apply Proposition 2.3.2 to estimate the terms in the sum over β. Thus, we see
that δ|β|−mQ ′ ‖∂βF‖Lp(Q ′) (0 ≤ |β| ≤ m − 1) is bounded by C ·
[‖F‖X(Q) + δ−mQ ′ ‖F‖Lp(Q ′)] . This
completes the proof of (2.3.4). This concludes the proof of Lemma 2.3.2. 
LEMMA 2.3.3. LetQ ′, Q ′′ ⊂ Rn be cubes with intersecting closures, and suppose that 1
2
δQ ′′ ≤
δQ ′ ≤ 2δQ ′′ . Then for any R ′, R ′′ ∈ P and any H ∈ X, we have
δ−mQ ′ ‖R ′ − R ′′‖Lp(Q ′) . δ−mQ ′ ‖H− R ′‖Lp( 65
64
Q ′) + δ
−m
Q ′′ ‖H− R ′′‖Lp( 65
64
Q ′′) + ‖H‖X( 65
64
Q ′)
+ ‖H‖X( 65
64
Q ′′).
PROOF. First we write
δ−mQ ′ ‖R ′ − R ′′‖Lp(Q ′) ≤ δ−mQ ′ ‖H− R ′‖Lp( 65
64
Q ′) + δ
−m
Q ′ ‖H− R ′′‖Lp( 65
64
Q ′).
For any fixed x ∈ 65
64
Q ′ ∩ 65
64
Q ′′, Lemma 2.3.2 gives that
δ−mQ ′ ‖H− R ′′‖Lp( 65
64
Q ′) . ‖H‖X( 65
64
Q ′) +
∑
|β|≤m−1
|∂β(H− R ′′)(x)|δ|β|+
n
p
−m
Q ′
and also ∑
|β|≤m−1
|∂β(H− R ′′)(x)|δ|β|+
n
p
−m
Q ′ . ‖H‖X( 65
64
Q ′′) + δ
−m
Q ′′ ‖H− R ′′‖Lp( 65
64
Q ′′).
This implies the conclusion of the lemma. 
A rectangular box B ⊂ Rn is a Cartesian product of coordinate intervals that are left-
closed and right-open, where each interval has a nonempty interior. The length of each
interval is a sidelength of B. The aspect ratio of B is the ratio of the longest to shortest
sidelength of B.
Let K ≥ 1. Suppose that B is a rectangular box with aspect ratio at most K. We canmap
a cube onto B by applying a transformation of the form τ : (x1, · · · , xn) 7→ (δ1x1, · · · , δnxn),
with 1 ≤ |δj| ≤ K for j = 1, · · · , n. Let F ∈ X(B). By precomposing F with the transforma-
tion τ, and using Proposition 2.3.1 (the Sobolev inequality), we see that
(2.3.5) |∂β(F− JyF)(x)| ≤ C(K) · ‖F‖X(B)|x− y|m−n/p−|β| for all x, y ∈ B, |β| ≤ m− 1.
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We raise this estimate to the power p, and integrate over x ∈ B to obtain
(2.3.6) ‖∂β(F− JyF)‖Lp(B) ≤ C(K) · ‖F‖X(B) diam(B)m−|β|.
LEMMA 2.3.4. Let B1, B2 be rectangular boxes with aspect ratio at most K and with B1∩B2 6=
∅. Then for any F ∈ X(B1 ∪ B2), any x, y ∈ B1 ∪ B2, and any β with |β| ≤ m− 1, we have
(2.3.7) |∂β(JxF− F)(y)| ≤ C(K) · |x− y|m−|β|−
n
p · {‖F‖X(B1) + ‖F‖X(B2)} .
PROOF. If either x, y ∈ B1 or x, y ∈ B2 then (2.3.7) follows from the estimate (2.3.5).
Otherwise, we may assume that x ∈ B1 and y ∈ B2. Pick z ∈ B1 ∩B2 with the property
that |x− z| ≤ |x− y| and |y− z|≤ |x− y|, and note that
|JxF− JyF|y,|x−y| ≤ |JxF− JzF|y,|x−y| + |JzF− JyF|y,|x−y|
. |JxF− JzF|z,|x−z| + |JzF− JyF|z,|y−z| (by Lemma 2.3.1).
Now, (2.3.5) implies that
|JxF− JyF|y,|x−y| ≤ C(K) ·
{‖F‖X(B1) + ‖F‖X(B2)} .
This completes the proof of the lemma. 
Our last result is a special case of the Jones extension theorem [25].
PROPOSITION 2.3.3. Let Q be a cube in Rn. Then there exists a bounded linear map T :
X(Q) → X, such that T(F) = F on Q, and ‖T(F)‖X ≤ C‖F‖X(Q) for each F ∈ X(Q). Here, the
constant C depends only on the parameters of the function space X, i.e., on the numbersm,n, p.
2.4. Trace Norms
Given a finite subset E ⊂ Rn, let X(E) denote the space of all functions f : E→ R, with
the trace seminorm
‖f‖X(E) := inf{‖F‖X : F ∈ X, F = f on E}.
Given a cube Q ⊆ Rn, and given (f, P) ∈ X(E)⊕ P , let
(2.4.1) ‖(f, P)‖Q := inf
{
M ≥ 0 : ∃ F ∈ X s.t.
F = f on E ∩Q
‖F‖X(Q) + δ−mQ ‖F− P‖Lp(Q) ≤M
}
.
Note that ‖(f, P)‖Q is a seminorm on the space X(E)⊕P .
23
Let
(2.4.2) σ(Q) :=
{
P ∈ P : ∃ ϕ ∈ X s.t.
ϕ = 0 on E ∩Q
‖ϕ‖X(Q) + δ−mQ ‖ϕ− P‖Lp(Q) ≤ 1
}
.
Note that σ(Q) ⊂ P is convex and symmetric (P ∈ σ(Q) =⇒ −P ∈ σ(Q)).
As an easy consequence of our definitions, we have the following result.
LEMMA 2.4.1. Given cubes Q1 ⊂ Q2 such that δQ2 ≤ AδQ1 , we have ‖(f, P)‖Q1 ≤ C(A) ·
‖(f, P)‖Q2 and σ(Q2) ⊂ C(A) · σ(Q1). In fact, one can take C(A) = Am.
Our next result relates the convex sets σ(Q1) and σ(Q2), whereQ1 ⊂ Q2 are cubes that
may have vastly different sizes.
LEMMA 2.4.2. Given cubes Q1 ⊂ Q2, we have
(2.4.3) σ(Q2) ⊂ C · [σ(Q1) + B(xQ1 , δQ2)] .
If additionallyQ1 ∩ E = Q2 ∩ E, then also
(2.4.4) c · [σ(Q1) + B(xQ1 , δQ2)] ⊂ σ(Q2).
PROOF. Suppose that R ∈ σ(Q2). By definition, this means that there exists φ ∈ X
such that φ = 0 on Q2 ∩ E, and ‖φ‖X(Q2) + δ−mQ2 ‖φ − R‖Lp(Q2) ≤ 1. In particular, we have
φ = 0 on Q1 ∩ E. Also, the Sobolev inequality implies that
‖φ‖X(Q1) + δ−mQ1 ‖φ− JxQ1φ‖Lp(Q1) ≤ C‖φ‖X(Q1) ≤ C‖φ‖X(Q2) ≤ C.
Hence, JxQ1φ ∈ Cσ(Q1). (Recall that xQ1 is the center of the cube Q1.)
Similarly, using the triangle inequality followed by the Sobolev inequality, we have
δ−mQ2 ‖JxQ1φ− R‖Lp(Q2) ≤ δ−mQ2 ‖φ− R‖Lp(Q2) + δ−mQ2 ‖φ− JxQ1φ‖Lp(Q2)
≤ δ−mQ2 ‖φ− R‖Lp(Q2) + C‖φ‖X(Q2) ≤ 1+ C.
Thus, JxQ1φ− R ∈ C · B(xQ1 , δQ2).
Hence, we have shown that R = JxQ1φ + (R − JxQ1φ) ∈ Cσ(Q1) + CB(xQ1 , δQ2). Since
R ∈ σ(Q2) was arbitrary, this proves the first inclusion (2.4.3).
We now assume that Q1 ∩ E = Q2 ∩ E and prove the second inclusion (2.4.4).
Let R ∈ σ(Q1) + B(xQ1 , δQ2), i.e., suppose that R = P + P# with P ∈ σ(Q1) and P# ∈
B(xQ1 , δQ2).
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By definition, P# ∈ B(xQ1 , δQ2) implies that |P#|xQ1 ,δQ2 ≤ 1, hence
(2.4.5) δ−mQ2 ‖P#‖Lp(Q2) ≤ C (see Lemma 2.3.1).
By definition, P ∈ σ(Q1) implies that there exists ϕ ∈ X such that ϕ = 0 on Q1 ∩ E
and ‖ϕ‖X(Q1) + δ−mQ1 ‖ϕ − P‖Lp(Q1) ≤ 1. We now pick ϕ˜ ∈ X with ϕ˜ = ϕ on Q1 and
‖ϕ˜‖X ≤ C‖ϕ‖X(Q1). (See Proposition 2.3.3.) Note that ϕ˜ = 0 onQ1∩E = Q2∩E. Moreover,
δ−mQ2 ‖ϕ˜− R‖Lp(Q2) ≤ δ−mQ2 ‖ϕ˜− P‖Lp(Q2) + δ−mQ2 ‖P#‖Lp(Q2)
≤ δ−mQ2 ‖ϕ˜− P‖Lp(Q2) + C (by (2.4.5))
≤ Cδ−mQ1 ‖ϕ˜− P‖Lp(Q1) + C‖ϕ˜‖X(Q2) + C (by Lemma 2.3.2)
≤ C ′δ−mQ1 ‖ϕ− P‖Lp(Q1) + C ′‖ϕ‖X(Q1) + C ′ ≤ C ′′.
Since we also have ‖ϕ˜‖X(Q2) ≤ C, it follows that R ∈ Cσ(Q2). Since R ∈ σ(Q1)+B(xQ1 , δQ2)
was arbitrary, this proves (2.4.4) and completes the proof of the lemma. 
2.5. The Depth of Linear Maps
Let E = {z1, · · · , zN} ⊂ Rn. We fix this enumeration of E for the rest of the paper.
A linear functional ω : X(E)→ Rmay be written as
(2.5.1) ω(f) =
N∑
j=1
µj · f(zj) for real coefficients µ1, · · · , µN.
That’s the long form ofω. Let depth(ω) (“the depth of ω”) be the number of nonzero
coefficients µj in (2.5.1).
Suppose depth(ω) = d. Then let 1 ≤ j1 < j2 < · · · < jd ≤ N be the indices for which
µj 6= 0 above. Also, let µ˜k = µjk for k = 1, · · · , d. Then we can writeω in the form
ω(f) =
d∑
k=1
µ˜k · f(zjk).
That’s the short form of ω.
To store ω in its long form, we store µ1, · · · , µN.
To store ω in its short form, we store d, µ˜1, · · · , µ˜d, and j1, · · · , jd.
Let Ω = {ω1, · · · , ωK} be a list of linear functionals on X(E), each given in short form.
Recall that a list may contain duplicates. Hence, we can have ωk = ωk ′ with k 6= k ′. We
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store the list Ω by storing a list of pointers to the functionals in Ω. If we have stored two
lists of functionals Ω andΩ ′, then we can compute and store Ω ∪Ω ′ using work at most
C · [#(Ω) +#(Ω ′)].
A functional ξ : X(E)⊕P → Rmay be written in the form
(2.5.2) ξ(f, P) = λ(P) +
N∑
j=1
µjf(zj)
for coefficients µ1, · · · , µN and a functional λ : P → R. That’s the long form of ξ.
Let d ∈ N. A functional ξ : X(E)⊕ P → R hasΩ-assisted depth d provided that
(2.5.3) ξ(f, P) = λ(P) + η(f) +
νmax∑
ν=1
γνωkν(f)
where η : X(E)→ R is a linear functional, and depth(η)+νmax ≤ d. That’s a short form of ξ
in terms of the assists Ω. Note that perhaps we can describe a given ξ in many different
ways in short form.
To store the long form of ξ, we store λ, µ1, · · · , µN. See (2.5.2).
To store a short form of ξ (in terms of the assists Ω), we store λ, νmax, γ1, · · · , γνmax,
k1, · · · , kνmax , and the short form of η. See (2.5.3).
A linear map S : X(E)⊕ P → P hasΩ-assisted depth d provided that
(f, P) 7→ ∂α [S(f, P)] (0) has Ω-assisted depth d, for each |α| ≤ m− 1.
To store a short form of the map (f, P) 7→ S(f, P), we store a short form of each of the linear
functionals (f, P) 7→ ∂α [S(f, P)] (0) (for |α| ≤ m − 1).
A linear map T : X(E)⊕ P → X hasΩ-assisted depth d provided that
(f, P) 7→ ∂α [T(f, P)] (x) has Ω-assisted depth d, for each x ∈ Rn, |α| ≤ m − 1.
We can represent the map T on a computer by giving an algorithm that accepts queries:
A query consists of a point x ∈ Rn. The response to a query is a short form of each of the
linear functionals (f, P) 7→ ∂α[T(f, P)](x) (for |α| ≤ m− 1).
When we say that a linear functionalω has bounded depth, we mean that its depth is
bounded by a universal constant C.
Whenwe say that a linearmap T (or linear functional ξ) hasΩ-assisted bounded depth,
we mean that T (or ξ) hasΩ-assisted depth d, where d is at most a universal constant C.
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2.6. Sets of Multi-indices
Let M denote the collection of all multiindices α = (α1, · · · , αn) of order |α| = α1 +
· · ·+ αn ≤ m− 1.
We define a total order relation< onM as follows: Given distinctα = (α1, · · · , αn), β =
(β1, · · · , βn) ∈ M, let k ∈ {1, · · · , n} be the maximal index such that α1 + · · · + αk 6=
β1 + · · ·+ βk. Then we write α < β if α1 + · · ·+ αk < β1 + · · ·+ βk, and we write α > β
otherwise.
We also define a total order relation < on 2M. Given distinct subsets A,B ⊂ M, pick
theminimal elementα ∈ A∆B (with respect to the order relation defined above). Thenwe
write A < B if α ∈ A, and we write B < A otherwise. Here, A∆B denotes the symmetric
difference (A \ B) ∪ (B \A). Note thatM is minimal and that the empty set ∅ is maximal
with respect to this order relation on 2M.
LEMMA 2.6.1. The following properties hold.
• If α, β ∈M and |α| < |β| then α < β.
• If α, β ∈M, α < β and |γ| ≤ m − 1− |β|, then α+ γ < β+ γ.
Given A ⊂ M, we say that A is monotonic if for every α ∈ A and γ ∈ M with
|γ| ≤ m− 1− |α|, we have α+ γ ∈ A.
REMARK 2.6.1. Assume that A ⊂ M is monotonic, P ∈ P , x0 ∈ Rn, and ∂αP(x0) = 0 for
all α ∈ A. Then, for x ∈ Rn and α ∈ A, we have
∂αP(x) =
∑
|γ|≤m−1−|α|
1
γ!
∂α+γP(x0) · (x − x0)γ = 0.
Hence, ∂αP ≡ 0 for any α ∈ A.
2.7. Bases for the Space of Polynomials
Let ǫ ∈ (0, 1) be a given real number. We assume throughout this section that
ǫ < small enough constant determined by m,n, p.
2.7.1. Bases. Suppose we are given the following.
• A set of multiindices A ⊂M.
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• A collection of polynomials (Pα)α∈A with each Pα ∈ P .
• A symmetric convex subset σ ⊂ P .
• A point x ∈ Rn, and real numbers Λ ≥ 1, δ > 0 (we call δ a “lengthscale”).
We say that (Pα)α∈A forms an (A, x, ǫ, δ)-basis for σ if the following conditions are met.
(B1): Pα ∈ ǫ · δ|α|+n/p−m · σ for all α ∈ A.
(B2): ∂βPα(x) = δαβ for all α, β ∈ A.
(B3): |∂βPα(x)| ≤ ǫ · δ|α|−|β| for all α ∈ A, β ∈M, β > α.
(Here, δαβ denotes the Kronecker delta: δαβ = 1 if α = β; δαβ = 0 if α 6= β.) We say
that (Pα)α∈A forms an (A, x, ǫ, δ, Λ)-basis for σ if, in addition to (B1)-(B3), the following
condition is met.
(B4): |∂βPα(x)| ≤ Λ · δ|α|−|β| for all α ∈ A, β ∈M.
REMARK 2.7.1. An (A, x, ǫ, δ)-basis is automatically an (A, x, ǫ ′, δ ′)-basis, for ǫ ′ ≥ ǫ and
δ ′ ≤ δ. An (A, x, ǫ, δ, Λ)-basis is automatically an (A, x, ǫ ′, δ, Λ ′)-basis, for ǫ ′ ≥ ǫ andΛ ′ ≥ Λ.
However, there is no simple relationship between an (A, x, ǫ, δ, Λ)-basis and an (A, x, ǫ, δ ′, Λ)-
basis, due to the positive powers of δ appearing in condition (B4).
Note that an (A, x, ǫ, δ)-basis is also an (A, x, Cmǫ, Cδ)-basis for any C ≥ 1.
REMARK 2.7.2. The notion of bases admits a natural rescaling, described below.
Given P ∈ P define the polynomial τx,δ(P) ∈ P by
τx,δ(P)(z) = P(δ · (z− x) + x).
Assume that (Pα)α∈A forms an (A, x, ǫ, δ)-basis for a symmetric convex set σ ⊂ P . Define
the rescaled polynomials Pα = δ
−|α|τx,δ(Pα) for α ∈ A. Also define the convex set of polynomials
σ = {δn/p−mτx,δ(P) : P ∈ σ}.
Then (B1-B3) imply that (Pα)α∈A forms an (A, x, ǫ, 1)-basis for σ.
Similarly, under the assumption that (Pα)α∈A forms an (A, x, ǫ, δ, Λ)-basis for σ, we deduce
that (Pα)α∈A forms an (A, x, ǫ, 1, Λ)-basis for σ.
2.7.2. Tagged cubes. Assume that we are given a subset E ⊂ Rn, a set of multiindices
A ⊂M, and a cube Q ⊂ Rn.
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We say thatQ is tagged with (A, ǫ) provided that#(E∩Q) ≤ 1 or there existsA ′ ≤ A
such that
σ(Q) has an (A ′, xQ, ǫ, δQ)-basis (recall that xQ = center of Q).
REMARK 2.7.3. Note that every cube is tagged with (A, ǫ) with A = ∅.
Let real numbers η ∈ (0, 1), Λ ≥ 1, and δ > 0 be given. Let A be a set of multiindices
of order ≤ m − 1, and letM = (Mαβ)α,β∈A be a matrix (with real entries).
We say thatM is (η,Λ, δ)-near triangular provided that
|Mαβ − δαβ| ≤
{
η · δ|α|−|β| : if α, β ∈ A, β ≥ α
Λ · δ|α|−|β| : if α, β ∈ A.
LEMMA 2.7.1. If the matricesM = (Mαβ)α,β∈A, M˜ = (M˜αβ)α,β∈A are (η,Λ, δ)-near trian-
gular and (η˜, Λ˜, δ)-near triangular, respectively, thenMM˜ is (ηˇ, Λˇ, δ)-near triangular if ηˇ < 1,
where ηˇ = C · (ηΛ˜+ η˜Λ) and Λˇ = CΛΛ˜ for a universal constant C.
PROOF. Suppose that α, β ∈ A and β > α. Then
(MM˜)αβ =
∑
γ∈A
MαγM˜γβ.
If γ ∈ A and γ > α, then the corresponding term in the above sum is bounded in mag-
nitude by ηΛ˜δ|α|−|γ|δ|γ|−|β| = ηΛ˜δ|α|−|β|. Alternatively, if γ ∈ A and γ < β then the rele-
vant term is bounded in magnitude by η˜Λδ|α|−|β|. The total number of terms is at most
D = dim(P), hence we see that |(MM˜)αβ| ≤ ηˇδ|α|−|β| with ηˇ as in the statement of the
lemma.
Next, observe that
(MM˜)αα =
∑
γ∈A
MαγM˜γα.
If γ ∈ A and either γ > α or γ < α, then the relevant term in the above sum is bounded
in magnitude either by ηΛ˜δ|α|−|γ|δ|γ|−|α| = ηΛ˜ or by η˜Λδ|α|−|γ|δ|γ|−|α| = η˜Λ, respectively. If
γ = α, then the relevant term in the sum is equal to MααM˜αα = (1 + O(η))(1 + O(η˜)) =
1+O(η+ η˜). Hence, we find that |(MM˜)αα − 1|| ≤ ηˇ.
Finally, we assume that α, β ∈ A and β < α. Then the estimates |Mαγ| ≤ Λδ|α|−|γ| and
|M˜γβ| ≤ Λ˜δ|γ|−|β| imply that |(MM˜)αβ| ≤ Λˇδ|α|−|β| with Λˇ as in the statement of the lemma.
This concludes the proof of Lemma 2.7.1.
29
LEMMA 2.7.2. Assume that ηΛD is less than a small enough constant depending on m and
n. Then the following holds.
• If the matrixM = (Mαβ)α,β∈A is (η,Λ, δ)-near triangular, thenM is invertible and the
inverse matrixM−1 is (CηΛD, CΛD, δ)-near triangular.
Here,D = dim(P), and C depends only onm and n.
PROOF. Let Y = (δij + Xij)i,j=1,··· ,K be a K × K matrix, where the Xij are variables. Let
(Y−1)ab be the entries of Y
−1 (a, b = 1, · · · , K). Cramer’s rule gives
det Y = P(X) and (det Y) · [(Y−1)ab − δab] = Pab(X),
where P(X), Pab(X) are K-th degree polynomials in X = (Xij)i,j=1,··· ,K. In P, Pab, we separate
themonomials containing only the variablesXij with i < j from themonomials containing
at least one variable Xij with i ≥ j. We write P = P0 + P1 and Pab = Pab,0 + Pab,1, where the
monomials in P0, Pab,0 contain only Xij with i < j, and the monomials in P1, Pab,1 contain
at least one Xij with i ≥ j.
Suppose that Xij = 0 for i ≥ j. Then Y is upper triangular with 1’s on the main
diagonal, hence the same is true of Y−1. It follows that P0 ≡ 1, and Pab,0 ≡ 0 for a ≥ b.
Now we drop the assumption that Xij = 0 for i ≥ j, and assume instead that |Xij| ≤ η for
i ≥ j and |Xij| ≤ Λ for all i, j. (Here, 0 < η < 1 ≤ Λ.)
We write C,C ′, C ′′, etc. to denote constants depending only on K. By examining each
monomial separately, we see that
|P1(X)|, |Pab,1(X)| ≤ CηΛK−1, and |Pab,0(X)| ≤ CΛK.
Combining these estimates with our knowledge of P0 and Pab,0 (a ≥ b), we conclude that
|det Y − 1| ≤ CηΛK−1, and |(detY) · ((Y−1)ab − δab)| ≤
{
CηΛK−1 if a ≥ b
CΛK, all a, b.
This immediately implies the following result:
• (*) Let Y = (Yij) be a K× Kmatrix, satisfying
|Yij − δij| ≤ η for i ≥ j and |Yij| ≤ Λ (all i, j),
where ηΛK−1 is less than a small enough constant depending only on K.
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Then the inverse matrix Y−1 = ((Y−1)ab) satisfies
|(Y−1)ab − δab| ≤ CηΛK−1 for a ≥ b and |(Y−1)ab| ≤ CΛK (all a, b).
Now letM = (Mαβ)α,β∈A be an (η,Λ, δ)-near triangular matrix. Letα1 < α2 < · · · < αK
be the elements of A. Applying (*) to the matrix Yij = δ|αi|−|αj|Mαiαj , we find that M−1 is
(CηΛK−1, CΛK, δ)-near triangular, as claimed in Lemma 2.7.2. 
LEMMA 2.7.3. Let x ∈ Rn. Suppose σ2 ⊂ C · [σ1 + B(x, δ)], and suppose σ2 has an
(A, x, ǫ, δ, Λ)-basis. Then σ1 has an (A, x, CǫΛ, δ, CΛ)-basis. Here, C depends only on m,
n, and p.
PROOF. By rescaling, we may assume without loss of generality that δ = 1. (See
Remark 2.7.2.)
Let (P˜α)α∈A be an (A, x, ǫ, 1, Λ)-basis for σ2.
Then
• P˜α ∈ ǫσ2 ⊂ Cǫ [σ1 + B(x, 1)] (α ∈ A)
• ∂βP˜α(x) = δβα (β, α ∈ A)
• |∂βP˜α(x)| ≤ ǫ (α ∈ A, β ∈M, β > α)
• |∂βP˜α(x)| ≤ Λ (α ∈ A, β ∈M).
The first bullet point above gives P˜α = Pα + (P˜α − Pα) with Pα ∈ Cǫσ1 (all α ∈ A) and
|∂β(P˜α − Pα)(x)| ≤ Cǫ (all α ∈ A, β ∈M).
The four bullet point properties of the P˜α now yield the following properties of the Pα.
• Pα ∈ Cǫσ1 (α ∈ A)
• |∂βPα(x) − δβα| ≤ Cǫ (β, α ∈ A)
• |∂βPα(x)| ≤ Cǫ (α ∈ A, β ∈M, β > α)
• |∂βPα(x)| ≤ CΛ (α ∈ A, β ∈M).
Inverting the matrix (∂βPα(x))β,α∈A, we obtain a matrix (Mαγ)α,γ∈A such that∑
α∈A
∂βPα(x) ·Mαγ = δβγ (β, γ ∈ A)
|Mαγ − δαγ| ≤ Cǫ (α, γ ∈ A).
Set P#γ =
∑
α∈A PαMαγ for γ ∈ A. Then
• P#γ ∈ Cǫσ1 (γ ∈ A)
31
• ∂βP#γ (x) = δβγ (β, γ ∈ A)
• |∂βP#γ (x)| ≤ CΛ (γ ∈ A, β ∈M).
For β > γ, we have
∂βP#γ (x) =
∑
α≤γ
∂βPα(x)Mαγ +
∑
α>γ
∂βPα(x)Mαγ.
For the sum over α ≤ γ, we note that β > γ ≥ α, hence
|∂βPα(x)| ≤ Cǫ, whereas |Mαγ| ≤ C.
For the sum over α > γ, we note that
|∂βPα(x)| ≤ Λ and |Mαγ| ≤ Cǫ.
Therefore,
• |∂βP#γ (x)| ≤ CǫΛ (γ ∈ A, β ∈M, β > γ).
Thus, the (P#γ )γ∈A form an (A, x, CǫΛ, 1, CΛ)-basis for σ1, which is what we asserted,
since δ = 1. 
LEMMA 2.7.4. Let x ∈ Rn, ǫ > 0, and 1 ≤ Z ≤ ǫ−1/2 be given. Suppose that Z exceeds a
large enough universal constant. Let (Pα)α∈A be an (A, x, ǫ, δ)-basis for σ, with
(2.7.1) max
{|∂βPα(x)|δ|β|−|α| : α ∈ A, β ∈M} ≥ Z.
Then σ has an (A ′, x, Z−κ, δ)-basis, with A ′ < A. Here, κ > 0 is a universal constant.
PROOF. By rescaling, we may assume without loss of generality that δ = 1. (See
Remark 2.7.2.)
Our hypothesis tells us that (Pα)α∈A is an (A, x, ǫ, 1)-basis for σ, meaning that
Pα ∈ ǫ · σ;(2.7.2)
∂βPα(x) = δαβ (α, β ∈ A); and(2.7.3)
|∂βPα(x)| ≤ ǫ (α ∈ A, β ∈M, β > α).(2.7.4)
Pick the minimal multiindex α ∈ Awith max
β∈M
|∂βPα(x)| ≥ Z. (See (2.7.1).) Thus,
(2.7.5) |∂βPα(x)| < Z, for all β ∈M, α ∈ A, α < α,
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and there exists β0 ∈M such that
(2.7.6) |∂β0Pα(x)| = max
β∈M
|∂βPα(x)| ≥ Z.
Note that β0 6= α by (2.7.3), and β0 ≤ α by (2.7.4). Thus, β0 < α.
Let the elements ofM between β0 and α be ordered as follows:
β0 < β1 < · · · < βk = α.
Note that k+ 1 ≤ #M = D.
Pick k ∈ {0, . . . , k} such that
|∂βkPα(x)|Z
k/(D+1) ≥ |∂βℓPα(x)|Zℓ/(D+1) for all ℓ ∈ {0, · · · , k}.
In particular, setting β = βk, we have
|∂βPα(x)| ≥ Z−D/(D+1)|∂β0Pα(x)|
(2.7.6)≥ Z1/(D+1), and(2.7.7)
|∂βPα(x)| ≥ Z1/(D+1)|∂βlPα(x)| for ℓ = k+ 1, . . . , k.(2.7.8)
If β ∈M, β > α, then (2.7.4) and (2.7.7) give
|∂βPα(x)| ≤ ǫ ≤ 1 ≤ Z−1/(D+1)|∂βPα(x)|.
Meanwhile, if β ∈M, β < β ≤ α, then (2.7.8) states that
|∂βPα(x)| ≤ Z−1/(D+1)|∂βPα(x)|.
Thus,
(2.7.9) |∂βPα(x)| ≤ Z−1/(D+1)|∂βPα(x)| for any β ∈M, β > β.
Note that |∂βPα(x)| > 1, thanks to (2.7.7). Hence, (2.7.3) and (2.7.4) show that
(2.7.10) β < α and β /∈ A.
Set Pβ = Pα/∂
βPα(x). Then
Pβ ∈ ǫ · σ, from (2.7.2) and |∂βPα(x)| > 1;(2.7.11)
|∂βPβ(x)| ≤ Z−1/(D+1) (β ∈ M, β > β), from (2.7.9);(2.7.12)
|∂βPβ(x)| ≤ ZD/(1+D) (β ∈M), from (2.7.6) and (2.7.7); and(2.7.13)
∂βPβ(x) = 1.(2.7.14)
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Now define
P#
β
:= Pβ −
∑
γ∈A,γ<β
∂γPβ(x)Pγ.
We derive some estimates on P#
β
. From (2.7.3) we see that
∂αP
#
β
(x) = ∂αPβ(x) −
∑
γ∈A,γ<β
∂γPβ(x)δαγ = 0 (α ∈ A, α < β).
Thanks to (2.7.4), (2.7.13), and (2.7.14), we have
(2.7.15) |∂βP#
β
(x) − 1| ≤
∑
γ∈A,γ<β
|∂γPβ(x)| · |∂βPγ(x)| ≤ CZD/(D+1)ǫ.
Meanwhile, if β > β and γ < β, then β > γ. Hence, by (2.7.4), (2.7.12), and (2.7.13), we
have
|∂βP
#
β
(x)| ≤ |∂βPβ(x)|+
∑
γ∈A,γ<β
|∂γPβ(x)| · |∂βPγ(x)| ≤ Z−
1
D+1 + CZ
D
D+1ǫ (β ∈M, β > β).
From (2.7.2), (2.7.11), and (2.7.13), we have
P#
β
∈ ǫ · σ+ C · ZD/(D+1)ǫ · σ ⊆ (CZD/(D+1)ǫ) · σ.
For each γ ∈ A, γ < β, (2.7.10) implies that γ < α. Hence, from (2.7.5) and (2.7.13) we
have
|∂βP#
β
(y)| ≤ C · Z(2D+1)/(D+1) (β ∈M).
Since ǫ ≤ Z−1, if ǫ is sufficiently small then (2.7.15) implies that ∂βP#
β
(x) ∈ [1/2, 2].
Hence, we may define P̂β = P
#
β
/∂βP#
β
(x). The estimates written above show that
P̂β ∈
(
C · ZD/(D+1)ǫ) · σ;(2.7.16)
∂βP̂β(x) = δββ (β ∈ A, β < β or β = β);(2.7.17)
|∂βP̂β(x)| ≤ C · Z−1/(D+1) + C · ZD/(D+1)ǫ (β ∈M, β > β); and(2.7.18)
|∂βP̂β(x)| ≤ C · Z(2D+1)/(D+1) (β ∈M).(2.7.19)
For each α ∈ A, α < β, set P̂α = Pα − ∂βPα(x)P̂β. Note that |∂βPα(x)| ≤ ǫ ≤ 1, thanks
to (2.7.4). From (2.7.2) and (2.7.16), we have
(2.7.20) P̂α ∈
(
CZD/(D+1)ǫ
) · σ.
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From (2.7.4) and (2.7.19), we have
|∂βP̂α(x)| ≤ |∂βPα(x)|+ |∂βPα(x)| · |∂βP̂β(x)| ≤ ǫ+ ǫ · CZ(2D+1)/(D+1)(2.7.21)
≤ Cǫ · Z(2D+1)/(D+1) (β ∈M, β > α).
From (2.7.3) and (2.7.17), we have
∂βP̂α(x) = ∂
βPα(x) − ∂
βPα(x)∂
βP̂β(x)
(2.7.22)
=
{
δαβ − ∂
βPα(x)δββ = δαβ : if β ∈ A, β < β
∂βPα(x) − ∂
βPα(x)δβ β = 0 : if β = β
= δαβ if either β < β and β ∈ A, or β = β.
Set A = {α ∈ A : α < β} ∪ {β}. Then (2.7.10) shows that the minimal element of A∆A
is β. Therefore, A < A.
From (2.7.16)-(2.7.18) and (2.7.20)-(2.7.22) we deduce that
(P̂α)α∈A is an (A, x, C · (Z−
1
D+1 + Z
2D+1
D+1 · ǫ), 1)-basis for σ.
Since ǫ ≤ Z−2 and δ = 1, this implies the conclusion of Lemma 2.7.4. 
LEMMA 2.7.5. There exist constants κ1, κ2 ∈ (0, 1] depending only onm, n, and p such that
the following holds.
Let x ∈ Rn. Suppose that σ has an (A, x, ǫ, δ)-basis.
Then there exists a multiindex set A ′ ≤ A, and there exist numbers κ ′ ∈ [κ1, κ2] and Λ ≥ 1
with ǫκ
′
Λ100D ≤ ǫκ ′/2, such that σ has an (A ′, x, ǫκ ′, δ, Λ)-basis.
Here,D = dimP .
PROOF. By rescaling, we may assume without loss of generality that δ = 1. (See
Remark 2.7.2.)
Let A0 = A and L = 2D, and let κ ∈ (0, 1) be as in Lemma 2.7.4. Set
ǫ0 = ǫ, ǫℓ = ǫ
κℓ
(200D)ℓ and Zℓ = ǫ
− κ
ℓ−1
(200D)ℓ for ℓ = 1, · · · , L.
Note that (Zℓ)
−κ = ǫℓ and Zℓ ≤ (ǫℓ−1)−1/2 for each ℓ ≥ 1.
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Let (P
(0)
α )α∈A be an (A0, x, ǫ0, 1)-basis for σ. We carry out the following iterative proce-
dure:
Stage 0: From Lemma 2.7.4, we have either
Case A: |∂βP(0)α (x)| ≤ Z1 for all α ∈ A0, β ∈M
or
Case B: There exist polynomials (P
(1)
α )α∈A1 , such that (P
(1)
α )α∈A1 is an (A1, x, ǫ1, 1)-
basis for σ, for some A1 < A0.
In Case A we terminate. In Case B, we pass to
Stage 1: From Lemma 2.7.4, we have either
Case A: |∂βP(1)α (x)| ≤ Z2 for all α ∈ A1, β ∈M
or
Case B: There exist polynomials (P
(2)
α )α∈A2 , such that (P
(2)
α )α∈A2 is an (A2, x, ǫ2, 1)-
basis for σ, for some A2 < A1.
In Case A we terminate. In Case B, we pass to Stage 2, and so forth.
Since A0 > A1 > A2 > · · · and #{A : A ⊆ M} = L, there exists ℓ ∈ {0, · · · , L− 1} such
that Case A occurs in Stage ℓ. Thus,
(P(ℓ)α )α∈Aℓ is an (Aℓ, x, ǫℓ, 1)-basis for σ, with
|∂βP(ℓ)α (x)| ≤ Zℓ+1 for all α ∈ Aℓ, β ∈M.
Note that
ǫℓ · Z100Dℓ+1 = ǫ
κℓ
(200D)ℓ
− κ
ℓ
(200D)ℓ+1
100D
= ǫ
κℓ
2(200D)ℓ =
√
ǫℓ.
Note that ǫℓ = ǫ
κ ′ for κ ′ = κℓ/(200D)ℓ. We set Λ = Zℓ+1. Then the above conditions imply
the conclusion of Lemma 2.7.5, since δ = 1. 
LEMMA 2.7.6. Let x, y ∈ Rn; assume that |x − y| ≤ Cδ. Suppose σ has an (A, x, ǫ, δ, Λ)-
basis. Assume that ǫΛD is less than a small enough constant depending onm, n, and p.
Then σ has an (A, y, CǫΛ2D+1, δ, CΛ2D+1)-basis.
PROOF. By rescaling, we may assume that δ = 1. (See Remark 2.7.2.)
Let (Pα)α∈A be an (A, x, ǫ, δ, Λ)-basis for σ. Thus,
• Pα ∈ ǫσ (α ∈ A)
• ∂βPα(x) = δβα (β, α ∈ A)
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• |∂βPα(x)| ≤ ǫ (α ∈ A, β ∈M, β > α)
• |∂βPα(x)| ≤ Λ (α ∈ A, β ∈M).
For β ∈M and α ∈ A with β > α, we have
|∂βPα(y)| =
∣∣∣∣∣∑
γ
1
γ!
∂β+γPα(x) · (y− x)γ
∣∣∣∣∣ ≤ Cǫ.
Also,
∂αPα(y) = ∂
αPα(x) +
∑
γ6=0
1
γ!
∂α+γPα(x) · (y− x)γ = 1+ Error, where |Error| ≤ Cǫ.
On the other hand, for general β ∈M and α ∈ A, we have
|∂βPα(y)| =
∣∣∣∣∣∑
γ
1
γ!
∂β+γPα(x) · (y− x)γ
∣∣∣∣∣ ≤ CΛ.
Thus, (∂βPα(y))β,α∈A is a (Cǫ,CΛ, 1)-near triangular matrix. Therefore,
(2.7.23)
the inverse (Mαγ)α,γ∈A of (∂
βPα(y))β,α∈A is a (CǫΛ
2D, Λ2D)-near triangular matrix.
For each γ ∈ A, we define P#γ =
∑
α∈A Pα ·Mαγ. From the properties of the Pα, we read
off the following.
• |∂βP#γ (y)| ≤ CΛ2D+1 (β ∈M, γ ∈ A)
• ∂βP#γ (y) = δβγ (β, γ ∈ A)
• P#γ ∈ CǫΛ2D+1σ (γ ∈ A).
Finally, for each β ∈ M and γ ∈ A with β > γ, we have
|∂βP#γ (y)| ≤
∑
α≤γ
|∂βPα(y)| · |Mαγ|+
∑
α>γ
|∂βPα(y)| · |Mαγ|
≤
∑
α≤γ
Cǫ · CΛ2D+1 +
∑
α>γ
CΛ · CǫΛ2D (see (2.7.23))
≤ CǫΛ2D+1.
Thus, (P#γ )γ∈A is an (A, y, CǫΛ2D+1, 1, CΛ2D+1)-basis for σ. 
LEMMA 2.7.7. There exists κ > 0 depending only on m, n, and p, such that the following
holds. Let x, y ∈ Rn. Suppose that σ has an (A, x, ǫ, δ)-basis and that |x − y| ≤ Cδ. Then, there
exists A ′ ≤ A such that σ has an (A ′, y, ǫκ, δ)-basis.
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PROOF. By Lemma 2.7.5, there exist κ ′ ∈ [κ1, κ2], A ′ ≤ A, and Λ ≥ 1, such that
σ has an (A ′, x, ǫκ ′, δ, Λ)-basis, and ǫκ ′Λ100D ≤ ǫκ ′/2.
Here, κ1, κ2 > 0 are universal constants. Thus, σ has an (A ′, y, Cǫκ ′Λ2D+1, δ, CΛ2D+1)-
basis, due to Lemma 2.7.6.
Note that Cǫκ
′
Λ2D+1 ≤ Cǫκ ′/2 ≤ ǫκ1/4, if ǫ is less than a small enough universal con-
stant. Hence, σ has an (A ′, y, ǫκ1/4, δ)-basis. This completes the proof of Lemma 2.7.7. 
LEMMA 2.7.8. Suppose that Q ′ ⊂ Q and Q is tagged with (A, ǫ). Then Q ′ is tagged with
(A, ǫκ), where κ > 0 depends only onm, n, and p.
PROOF. Let Q ′ ⊂ Q, and suppose Q is tagged with (A, ǫ). Then either #(Q ∩ E) ≤ 1
or σ(Q) has an (A ′, xQ, ǫ, δQ)-basis for some A ′ ≤ A. (Recall that xQ is the center of Q.)
If #(Q ∩ E) ≤ 1 then #(Q ′ ∩ E) ≤ 1, hence Q ′ is tagged with (A, ǫκ) for any κ > 0,
which implies the conclusion of Lemma 2.7.8.
Suppose instead that
σ(Q) has an (A ′, xQ, ǫ, δQ)-basis with A ′ ≤ A.
Then Lemma 2.7.5 implies that there exist κ ′ ∈ [κ1, κ2], Λ ≥ 1, and A ′′ ≤ A ′, such that
σ(Q) has an (A ′′, xQ, ǫκ ′, δQ, Λ)-basis,
with ǫκ
′ ·Λ100D ≤ ǫκ ′/2. Here, κ1, κ2 > 0 are universal constants.
We have |xQ ′ −xQ| ≤ δQ, since xQ ′ ∈ Q ′ ⊂ Q and xQ ∈ Q. Hence, Lemma 2.7.6 implies
that
σ(Q) has an (A ′′, xQ ′ , Cǫκ ′Λ2D+1, δQ, CΛ2D+1)-basis.
Since Lemma 2.4.2 gives σ(Q) ⊂ C [σ(Q ′) + B(xQ ′ , δQ)], Lemma 2.7.3 implies that
σ(Q ′) has an (A ′′, xQ ′ , Cǫκ ′Λ10D, δQ, CΛ10D)-basis.
Since δQ ′ ≤ δQ and Cǫκ ′Λ100D ≤ Cǫκ ′/2 ≤ ǫκ ′/4 ≤ ǫκ1/4, we see that
σ(Q ′) has an (A ′′, xQ ′, ǫκ1/4, δQ ′)-basis.
Recall that A ′′ ≤ A ′ ≤ A. This completes the proof of Lemma 2.7.8. 
2.7.3. Computing a basis. We fix x ∈ Rn and A ⊂M.
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Recall that P is the vector space of polynomials on Rn of degree at most m − 1, and
D = dimP . We identify P with RD, by identifying P ∈ P with (∂αP(x))β∈M. We define
|P|x =
∑
β
|∂βP(x)|.
Suppose we are given Λ ≥ 1. In this subsection, we write c(Λ), C(Λ), etc. to denote
constants determined bym,n,p, andΛ. Wewrite c,C, etc. to denote constants determined
bym,n, and p.
Let q be a nonnegative quadratic form on P ; thus, q(P) ≥ 0 for all P ∈ P . We are given
a symmetric D x Dmatrix (qβγ)β,γ∈M, with
(2.7.24) q(P) =
∑
β,γ∈M
qβγ · ∂βP(x) · ∂γP(x) for P ∈ P.
Let σ ⊂ P be a symmetric convex set with
(2.7.25)
{
P ∈ P : q(P) ≤ Λ−1} ⊂ σ ⊂ {P ∈ P : q(P) ≤ Λ} .
Given x ∈ Rn, (qβγ)β,γ∈M, δ ∈ (0,∞), and A ⊂ M, we want to compute (approxi-
mately) the least η for which there exists a collection (Pα)α∈A of (m− 1)-st degree polyno-
mials such that
Pα ∈ η1/2δ|α|+n/p−m · σ (α ∈ A)(2.7.26)
∂βPα(x) = δβα (β, α ∈ A)(2.7.27)
|∂βPα(x)| ≤ η1/2δ|α|−|β| (α ∈ A, β ∈M, β > α).(2.7.28)
To compute such an η, we introduce the quadratic form
Mδ((Pα)α∈A) :=
∑
α∈A
q(δm−n/p−|α|Pα) +
∑
α∈A,β∈M
β>α
(δ|β|−|α|∂βPα(x))
2
(2.7.29)
=
∑
α∈A
∑
β,γ∈M
δ2(m−n/p−|α|)qβγ · ∂βPα(x) · ∂γPα(x) +
∑
α∈A,β∈M
β>α
(δ|β|−|α|∂βPα(x))
2,
on the affine subspace
(2.7.30) H :=
{
~P = (Pα)α∈A : ∂
βPα(x) = δβα for α, β ∈ A
}
.
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For fixed q, A, x, we denote
ηmin(δ) = min
~P∈H
Mδ(~P),
which we regard as a function of δ ∈ (0,∞).
The definition of ηmin(δ) shows that
(2.7.31)
{
we can satisfy (2.7.26), (2.7.27), (2.7.28) if η > C(Λ) · ηmin(δ), but
we cannot satisfy (2.7.26), (2.7.27), (2.7.28) if η < c(Λ) · ηmin(δ).
Hence,
(2.7.32) σ has an (A, x, η1/2, δ)-basis if η > C(Λ) · ηmin(δ), but not if η < c(Λ) · ηmin(δ).
Moreover,
(2.7.33) ηmin(δ1) ≤ ηmin(δ2) ≤
(
δ2
δ1
)2m
ηmin(δ1) for δ1 ≤ δ2,
which follows at once from the definition of ηmin.
We now compute an expression that approximates the function ηmin(δ).
We identify the index set I = {(α, β) : α ∈ A, β ∈ M \ A} with {1, · · · , J} (J = (#A) ·
(#M − #A)) by fixing an enumeration of I. We introduce coordinates w = (wj)1≤j≤J =
(wαβ)α∈A,β∈M\A ∈ RJ on the space H. We denote
(2.7.34) Pwα (z) :=
1
α!
(z− x)α +
∑
β∈M\A
1
β!
wαβ(z− x)
β for w ∈ RJ.
We identify
(2.7.35) ~Pw = (Pwα )α∈A ∈ H with w = (wj)1≤j≤J = (wαβ)α∈A,β∈M\A ∈ RJ.
We wish to minimize the quadratic function M˜δ(w) := Mδ(~Pw) over w ∈ RJ. We write
M˜δ(w) =
J∑
i,j=1
Aδijwiwj − 2
J∑
j=1
bδjwj +m
δ(2.7.36)
= 〈Aδw,w〉− 2〈bδ, w〉+mδ.
Here, we specify a symmetric matrix Aδ = (Aδij), vector b
δ = (bδj ), and scalar m
δ – all
functions of δ > 0. Here, we write 〈·, ·〉 to denote the standard Euclidean inner product
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on RJ. We express
Aδij =
∑
µ,ν
cijµνδ
µ+ν/p,(2.7.37)
bδj =
∑
µ,ν
cjµνδ
µ+ν/p,(2.7.38)
mδ =
∑
µ,ν
cµνδ
µ+ν/p,(2.7.39)
for computable coefficients cijµν, c
j
µν, and cµν; here, the sums on µ,ν are finite, and µ,ν are
integers. The coefficient matrix (cijµν) is symmetric with respect to (i, j). We compute these
expressions by writing equation (2.7.29) in w-coordinates. The quadratic function M˜δ is
nonnegative, hence Aδ ≥ 0.
Let ǫ > 0. We eventually send ǫ to zero. We define
(2.7.40) M˜ǫ,δ(w) := 〈Aǫ,δw,w〉− 2〈bδ, w〉+mδ, where Aǫ,δij := Aδij + ǫδij.
Note that Aǫ,δ is invertible because Aδ ≥ 0 and ǫ > 0. Cramer’s rule shows that
(2.7.41) (Aǫ,δ)−1ij =
[Aǫ,δ]ij
det(Aǫ,δ)
=
∑
k,k ′ a
ij
kk ′δ
λkǫk
′∑
ℓ,ℓ ′ bℓℓ ′δ
γℓǫℓ
′
for computable numbers aijkk ′ , bℓℓ ′ , λk, and γℓ; here, the sums on k,k
′,ℓ,ℓ ′ are finite, and
k,k ′,ℓ,ℓ ′ are nonnegative integers. We write [Aǫ,δ]ij to denote the (i, j)-cofactor of the ma-
trix Aǫ,δ.
The minimum of the quadratic function M˜ǫ,δ(w) is achieved when ∇M˜ǫ,δ(w) = 0,
namely, for w = wǫ,δ := (Aǫ,δ)−1bδ. From (2.7.40) we see that the minimum value is
M˜ǫ,δ(wǫ,δ) =
〈
Aǫ,δ
(
Aǫ,δ
)−1
bδ,
(
Aǫ,δ
)−1
bδ
〉
− 2
〈
bδ,
(
Aǫ,δ
)−1
bδ
〉
+mδ
= −
〈
bδ,
(
Aǫ,δ
)−1
bδ
〉
+mδ.
Therefore, based on (2.7.41) and based on the form of the vector bδ and scalarmδ written
in (2.7.38), (2.7.39), we learn that
(2.7.42) min
w∈RJ
M˜ǫ,δ(w) =
∑
k,k ′ akk ′δ
λkǫk
′∑
ℓ,ℓ ′ bℓℓ ′δ
γℓǫℓ ′
.
41
for computable numbers akk ′ , bkk ′ , λk, and γℓ. We abuse notation, since the exponents λk
in (2.7.42) might differ from the exponents λk in (2.7.41). However, note that the denomi-
nator of (2.7.42) matches the expression in the denominator of (2.7.41). Also note that all
exponents in (2.7.42) have the form µ+ ν/p for µ, ν ∈ Z.
The minimum value of M˜ǫ,δ(w) converges to the minimum value of M˜δ(w) as ǫ→ 0+.
Hence,
ηmin(δ) = min
w∈RJ
M˜δ(w) = lim
ǫ→0+
∑
k,k ′ akk ′δ
λkǫk
′∑
ℓ,ℓ ′ bℓℓ ′δ
γℓǫℓ
′ .
Canceling the smallest powers of ǫ from the numerator and denominator above, we ob-
tain the formula
(2.7.43) ηmin(δ) =
∑K
k=1 akδ
λk∑L
ℓ=1 bℓδ
γℓ
for nonzero coefficients ak, bℓ. All the coefficients and exponents in (2.7.43) can be com-
puted using the numbers in (2.7.42). Both λk and γℓ have the form µ+ ν/pwith µ, ν ∈ Z.
Here, we abuse notation, since λk and γℓ may be different from before. By collecting
terms, we may assume that
(2.7.44) |λk − λk ′ | ≥ c and |γℓ − γℓ ′| ≥ c for k 6= k ′, ℓ 6= ℓ ′.
Here, both K and L are bounded by a universal constant, and c > 0 is a universal constant.
We have thus obtained a computable expression for ηmin(δ).
We approximate ηmin(δ)with a piecewise-monomial function using the following pro-
cedure.
PROCEDURE: APPROXIMATE RATIONAL FUNCTION.
Given nonzero numbers ak, bℓ and numbers λk, γℓ satisfying (2.7.44), let
ηmin(δ) =
∑K
k=1 akδ
λk∑L
ℓ=1 bℓδ
γℓ
.
We assume that K, L are bounded by a universal constant, and ηmin(δ) ≥ 0 for δ ∈ (0,∞).
We further assume that ηmin(δ) satisfies (2.7.33).
We compute a collection of pairwise disjoint intervals Iν with (0,∞) = ∪νIν, and we
compute numbers cν, λν associated to each Iν, such that the function
η∗(δ) := cν · δλν for δ ∈ Iν
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satisfies
c · ηmin(δ) ≤ η∗(δ) ≤ C · ηmin(δ) for all δ ∈ (0,∞).
The algorithm requires work and storage at most C. In particular, the number of distinct
intervals Iν is at most C.
EXPLANATION . We will analyze separately the numerator and denominator in the
rational function ηmin(δ). We define
B :=
⋃
k 6=k ′
Ikk ′ , with
Ikk ′ :=
{
δ ∈ (0,∞) : 5−1 · |akδλk | ≤ |ak ′δλk ′ | ≤ 5 · |akδλk|} ,
and similarly
C :=
⋃
ℓ 6=ℓ ′
Jℓℓ ′ , with
Jℓℓ ′ :=
{
δ ∈ (0,∞) : 5−1 · |bℓδγℓ | ≤ |bℓ ′δγℓ ′ | ≤ 5 · |bℓδγℓ|} .
Let I ⊂ (0,∞) \ B. For δ ∈ I, all elements in the set {|akδλk| : 1 ≤ k ≤ K} are nonzero
and are separated by at least a factor of 5. We choose k such that |akδλk| is maximized. By
continuity, the same kmust work for all δ ∈ I. By summing a geometric series, we have∑
k ′ 6=k
|ak ′δλk ′ | < 2−1 · |akδλk| for all δ ∈ I.
We obtain the analogous estimate for C using a similar argument. Hence, for any interval
I ⊂ (0,∞) \ (B ∪ C),
(2.7.45)


there exist unique k = k(I) ∈ {1, · · · , K} and ℓ = ℓ(I) ∈ {1, · · · , L}
such that |akδλk| > 2
∑
k ′ 6=k
|ak ′δλk ′ | and |bℓδγℓ | > 2
∑
ℓ ′ 6=ℓ
|bℓ ′δγℓ ′ | for all δ ∈ I.
The fact that k = k(I) and ℓ = ℓ(I) are unique is obvious from the above statement.
The endpoints of each nonempty interval Ikk ′ = [h
−
kk ′, h
+
kk ′] are solutions of the equa-
tions |ak ′δλk ′ | = 5 · |akδλk| and |ak ′δλk ′ | = 5−1 · |akδλk |, namely h−kk ′ and h+kk ′ are among the
numbers
δ1 =
(
5
∣∣∣∣ akak ′
∣∣∣∣)1/(λk ′−λk) and δ2 = (5−1 ∣∣∣∣ akak ′
∣∣∣∣)1/(λk ′−λk) .
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Thus, the endpoints h−kk ′, h
+
kk ′ of the intervals Ikk ′ are computable. Moreover, using (2.7.44)
we see that∫
B
dt
t
≤
∑
k 6=k ′
∫
Ikk ′
dt
t
=
∑
k 6=k ′
log
(
h+kk ′
h−kk ′
)
=
∑
k 6=k ′
1
|λk ′ − λk| log(25) ≤ A, where A = A(m,n, p),
For a similar reason, the endpoints of the intervals Jℓℓ ′ are computable and∫
C
dt
t
≤ A.
We replace each pair of intersecting intervals among the Ikk ′ and Jℓℓ ′ with their union.
We continue until all the remaining intervals are pairwise disjoint. Thus, we can compute
pairwise disjoint closed intervals Ibadν and pairwise disjoint open intervals Iµ such that
B ∪ C =
νmax⋃
ν=1
Ibadν , (0,∞) \ (B ∪ C) = µmax⋃
µ=1
Iµ,
and
(2.7.46)
∫
Ibadν
dt
t
≤
∫
B∪C
dt
t
≤ 2A for each ν.
Note that νmax ≤ #{Ikk ′}+#{Jℓℓ ′} ≤ K2 + L2 and µmax = νmax + 1, hence νmax and µmax are
bounded by a universal constant.
From (2.7.45), there exist indices k = k(µ) ∈ {1, · · · , K} and ℓ = ℓ(µ) ∈ {1, · · · , L} for
each µ such that
(2.7.47) |akδλk| > 2
∑
k ′ 6=k
|ak ′δλk ′ | and |bℓδγℓ| > 2
∑
ℓ ′ 6=ℓ
|bℓ ′δγℓ ′ | for all δ ∈ Iµ.
We can compute k(µ) and ℓ(µ) for µ = 1, · · · , µmax, using a brute-force search.
Let µ be given, and set k = k(µ) and ℓ = ℓ(µ). We have ηmin(δ) =
N(δ)
D(δ)
, with
N(δ) = akδ
λk +
∑
k ′ 6=k
ak ′δ
λk ′ and D(δ) = bℓδ
γℓ +
∑
ℓ ′ 6=ℓ
bℓ ′δ
γℓ ′ .
From (2.7.47), we have
1
2
≤ N(δ)
akδλk
≤ 3
2
and
1
2
≤ D(δ)
bℓδγℓ
≤ 3
2
for all δ ∈ Iµ.
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Hence,
(1/4) · ηmin(δ) ≤ akδ
λk
bℓδγℓ
≤ (9/4) · ηmin(δ) for all δ ∈ Iµ.
We fix δν ∈ Ibadν for each ν. Note that e−2A ≤ δ/δν ≤ e2A for all δ ∈ Ibadν , by (2.7.46).
Hence, (2.7.33) implies that
c · ηmin(δ) ≤ ηmin(δν) ≤ C · ηmin(δ) for all δ ∈ Ibadν .
We define
(2.7.48) η∗(δ) =


ak(µ)δ
λk(µ)
bℓ(µ)δ
γℓ(µ)
if δ ∈ Iµ
ηmin(δν) if δ ∈ Ibadν .
From the previous two paragraphs, we see that ηmin(δ) and η∗(δ) differ by at most a
universal constant factor for all δ ∈ (0,∞).
The above computations clearly require work at most C.
That completes our description of the procedure APPROXIMATE RATIONAL FUNC-
TION. 
We have computed a piecewise-monomial function η∗(δ) that differs from ηmin(δ) by
at most a constant factor. Thus, we see that the properties (2.7.32) and (2.7.33) of ηmin(δ)
imply the first and second bullet points below.
ALGORITHM: FIT BASIS TO CONVEX BODY.
Given a nonnegative quadratic form q on P , given a point x ∈ Rn, and given a set
A ⊂ M: We compute a partition of (0,∞) into at most C intervals Iν, and for each Iν we
compute real numbers λν, cν with cν ≥ 0, such that the function
η∗(δ) := cν · δλν for δ ∈ Iν
has the following properties.
• Let σ ⊂ P be a symmetric convex set that satisfies {q ≤ Λ−1} ⊂ σ ⊂ {q ≤ Λ}
for a real number Λ ≥ 1. Then, for any δ > 0, σ has an (A, x, η1/2, δ)-basis if
η > C(Λ) · η∗(δ), but not if η < c(Λ) · η∗(δ).
• Moreover, c · η∗(δ1) ≤ η∗(δ2) ≤ C · η∗(δ1) whenever 110δ1 ≤ δ2 ≤ 10δ1.
• The components of the piecewise-monomial function η∗(δ), i.e., the intervals Iν
and the numbers λν, cν, can be computed using work and storage at most C.
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Here, c > 0 and C ≥ 1 are constants depending only on m,n, and p, while c(Λ) > 0 and
C(Λ) ≥ 1 are constants depending only onm,n,p, and Λ.
2.8. Algorithms for Linear Functionals
ALGORITHM: COMPRESS NORMS.
Fix 1 < p < ∞ and D ≥ 1. Given linear functionals µ1, . . . , µL : RD → R (L ≥ 1), we
produce linear functionals µ∗1, . . . , µ
∗
D : R
D → R such that
c ·
D∑
i=1
|µ∗i (v)|p ≤
L∑
i=1
|µi(v)|p ≤ C ·
D∑
i=1
|µ∗i (v)|p for all v ∈ RD.
The work and storage used to do so are at most C ′L. Here, c, C, C ′ depend only onD and
p.
EXPLANATION . In this explanation, c, C, C ′, etc., depend only on D and p.
We start with a few elementary estimates. Let (Ω,dµ) be a probability space. Then,
for f : Ω→ Rmeasurable, the mean f = ∫
Ω
fdµ satisfies
|f| ≤
(∫
Ω
|f|pdµ
)1/p
,
hence
|f|p +
∫
Ω
|f− f|pdµ ≤ C
∫
Ω
|f|pdµ.
Also, ∫
Ω
|f|pdµ ≤ C|f|p + C
∫
Ω
|f− f|pdµ.
Applying the above to the function f− b for a constant b, we find that
(2.8.1) c
{
|f− b|p +
∫
Ω
|f− f|pdµ
}
≤
∫
Ω
|f− b|pdµ ≤ C
{
|f− b|p +
∫
Ω
|f− f|pdµ
}
with c, C > 0 depending only on p.
We now return to the task of constructing µ∗1, · · · , µ∗D.
We proceed by induction onD. In the base caseD = 1, the construction of µ∗1 is trivial.
For the induction step, fix D ≥ 2, and assume we can carry out COMPRESS NORMS in
dimension D− 1. We show how to carry out that algorithm in dimension D.
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Let µ1, · · · , µL : RD → R be given linear functionals. We write
(2.8.2) µi(v1, · · · , vD) = ± [βivD − µ˜i(v1, · · · , vD−1)]
with βi ≥ 0, and we let I = {i : βi 6= 0}. If I is empty, then we succeed simply by setting
µ∗D = 0 and invoking COMPRESS NORMS in dimension D − 1. Suppose I is non-empty.
Let
B :=
∑
j∈I
βpj .
We view I as a probability space, with
Prob(i) := βpi /B for i ∈ I.
Then ∑
i∈I
|µi(v1, · · · , vD)|p = B ·
∑
i∈I
Prob(i) · ∣∣vD − β−1i µ˜i(v1, · · · , vD−1)∣∣p .
Invoking (2.8.1), with b = vD and f(i) = β
−1
i µ˜i(v1, · · · , vD−1), we see that
c
∑
i∈I
|µi(v1, · · · , vD)|p ≤ B ·
{
|vD − µ(v1, · · · , vD−1)|p
+
∑
i∈I
Prob(i) · ∣∣µ(v1, · · · , vD−1) − β−1i µ˜i(v1, · · · , vD−1)∣∣p}
≤ C
∑
i∈I
|µi(v1, · · · , vD)|p,
where
(2.8.3) µ(v1, · · · , vD−1) :=
∑
i∈I
Prob(i) · {β−1i µ˜i(v1, · · · , vD−1)}.
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Consequently,
L∑
i=1
|µi(v1, · · · , vD)|p differs by at most a factor of C from
B · |vD − µ(v1, · · · , vD−1)|p
+
{
B ·
∑
i∈I
Prob(i) · |µ(v1, · · · , vD−1) − β−1i µ˜i(v1, · · · , vD−1)|p
+
∑
i /∈I
|µ˜i(v1, · · · , vD−1)|p
}
=
B · |vD − µ(v1, · · · , vD−1)|p +
{ L∑
i=1
|βiµ(v1, · · · , vD−1) − µ˜i(v1, · · · , vD−1)|p
}
where
µ(v1, · · · , vD−1) := B−1 ·
L∑
i=1
βp−1i µ˜i(v1, · · · , vD−1) .
Applying COMPRESS NORMS in dimensionD−1 to the expression in curly brackets in the
first box above, we obtain functionals µ∗1, · · · , µ∗D−1 : RD−1 → R such that D−1∑
i=1
|µ∗i (v1, · · · , vD−1)|p
differs by at most a factor of C from that expression in curly brackets.
Setting
(2.8.4) µ∗D(v1, · · · , vD) := B1/p · [vD − µ(v1, · · · , vD−1)],
we see that
D−1∑
i=1
|µ∗i (v1, · · · , vD−1)|p + |µ∗D(v1, · · · , vD)|p differs by at most a factor of C from
L∑
i=1
|µi(v1, · · · , vD)|p.
This completes our explanation of COMPRESS NORMS; note that the work and storage
required are as promised.
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ALGORITHM: OPTIMIZE VIA MATRIX.
Given 1 < p < ∞ and given a matrix (aℓj)1≤ℓ≤L
1≤j≤J
, we compute a matrix (bjℓ)1≤j≤J
1≤ℓ≤L
for
which the following holds.
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Let y1, · · · , yL be real numbers. Define
x∗j =
L∑
ℓ=1
bjℓyℓ for j = 1, · · · , J.
Then, for any real numbers x1, · · · , xJ, we have
L∑
ℓ=1
∣∣∣∣yℓ + J∑
j=1
aℓjx
∗
j
∣∣∣∣p ≤ C1 · L∑
ℓ=1
∣∣∣∣yℓ + J∑
j=1
aℓjxj
∣∣∣∣p
with C1 depending only on J and p.
The work and storage used to compute (bjℓ)1≤j≤J
1≤ℓ≤L
are at most CL, where C depends
only on J.
EXPLANATION . We write c, C, C ′, etc. to denote constants depending only on J, and
c(p), C(p), etc. to denote constants depending only on J and p.
For the case J = 1 of our algorithm, we proceed as follows.
Let (aℓ1)1≤ℓ≤L be a given matrix.
If (aℓ1)1≤ℓ≤L is identically zero, then the conclusion holds for any choice of (b1ℓ)1≤ℓ≤L if
we take C1 = 1.
We suppose instead that (aℓ1) 6= (0). Let
(2.8.5) b1ℓ := −
(
L∑
ℓ ′=1
|aℓ ′1|p
)−1
· |aℓ1|p−1 sgn(aℓ1) for 1 ≤ ℓ ≤ L,
where sgn denotes the signum function: sgn(η) := 1 for η ≥ 0, sgn(η) := −1 for η < 0. We
compute the matrix (b1ℓ)1≤ℓ≤L using work and storage at most CL.
For given real numbers y1, · · · , yL we set
x∗ =
L∑
ℓ=1
b1ℓyℓ = −
∑
ℓ:aℓ1 6=0
yℓ · |aℓ1|p
aℓ1 ·
∑
ℓ ′|aℓ ′1|p
.
Define a probability measure dµ and function f on {1, · · · , L} by setting dµ(ℓ) = |aℓ1|p∑
k|ak1|
p ,
and setting f(ℓ) = yℓ/aℓ1 if aℓ1 6= 0 and f(ℓ) = 0 otherwise. We then have x∗ = −
∫
fdµ.
By applying (2.8.1) we see that
∫|f+x∗|pdµ ≤ C(p) ∫|f+x|pdµ for any x ∈ R. Therefore,∑
ℓ:aℓ1 6=0
|yℓ/aℓ1 + x∗|p|aℓ1|p ≤ C(p)
∑
ℓ:aℓ1 6=0
|yℓ/aℓ1 + x|p|aℓ1|p for any x ∈ R.
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This gives the desired conclusion in the case J = 1.
For the general case, we use induction on J.
Let J ≥ 2, and let 1 < p <∞ and (aℓj)1≤ℓ≤L
1≤j≤J
be given. Then
(2.8.6)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p =
L∑
ℓ=1
|ŷℓ +
J−1∑
j=1
aℓjxj|p
with
(2.8.7) ŷℓ = yℓ + aℓJ · xJ for ℓ = 1, · · · , L.
Applying our algorithm OPTIMIZE VIA MATRIX recursively to 1 < p <∞ and (aℓj) 1≤ℓ≤L
1≤j≤J−1
,
we produce a matrix (b̂jℓ)1≤j≤J−1
1≤ℓ≤L
, for which the following holds.
• Let ŷ1, · · · , ŷL be real numbers, and set
(2.8.8) x̂j =
L∑
ℓ=1
b̂jℓŷℓ for j = 1, · · · , J− 1.
Then, for any real numbers x1, · · · , xJ−1, we have
(2.8.9)
L∑
ℓ=1
|ŷℓ +
J−1∑
j=1
aℓjx̂j|p ≤ C(p)
L∑
ℓ=1
|ŷℓ +
J−1∑
j=1
aℓjxj|p.
From (2.8.6)-(2.8.9), we draw the following conclusion.
Let real numbers y1, · · · , yL, and x1, · · · , xJ be given. Define ŷ1, · · · , ŷL by (2.8.7), next
define x̂1, · · · , x̂J−1 by (2.8.8), and finally set
(2.8.10) x̂J = xJ.
Then
(2.8.11)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx̂j|p ≤ C(p)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p
and
(2.8.12) x̂j =
L∑
ℓ=1
b̂jℓ · (yℓ + aℓJx̂J) for j = 1, · · · , J− 1.
50
Thus,
x̂j =
L∑
ℓ=1
b̂jℓyℓ + gjx̂J for j = 1, · · · , J− 1, where(2.8.13)
gj =
L∑
ℓ=1
b̂jℓaℓJ for j = 1, · · · , J− 1.(2.8.14)
Next, note that
yℓ +
J∑
j=1
aℓjx̂j = yℓ +
J−1∑
j=1
aℓj
[
L∑
ℓ ′=1
b̂jℓ ′yℓ ′ + gjx̂J
]
+ aℓJx̂J
=
{
yℓ +
J−1∑
j=1
aℓj
L∑
ℓ ′=1
b̂jℓ ′yℓ ′
}
+
{
aℓJ +
J−1∑
j=1
aℓjgj
}
x̂J.
We set
(2.8.15) youchℓ = yℓ +
J−1∑
j=1
aℓj
L∑
ℓ ′=1
b̂jℓ ′yℓ ′ for ℓ = 1, · · · , L
and
(2.8.16) hℓ = aℓJ +
J−1∑
j=1
aℓjgj for ℓ = 1, · · · , L.
Thus,
(2.8.17)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx̂j|p =
L∑
ℓ=1
|youchℓ + hℓx̂J|p.
Here, (2.8.17) holds whenever x̂1, · · · , x̂J−1 are determined from x̂J via (2.8.13).
Note that it is too expensive to compute youchℓ for all ℓ (1 ≤ ℓ ≤ L); that computa-
tion would require ∼ L2J work. However, the youchℓ are determined by (2.8.15); they are
independent of our choice of x̂J.
Applying the known case J = 1 of our algorithm OPTIMIZE VIA MATRIX, we compute
from the hℓ a vector of coefficients γℓ (1 ≤ ℓ ≤ L), for which the following holds.
51
Let yˇ1, · · · , yˇL be real numbers. Set xˇ =
L∑
ℓ=1
γℓyˇℓ. Then
L∑
ℓ=1
|yˇℓ + hℓxˇ|p ≤ C(p)
L∑
ℓ=1
|yˇℓ + hℓx̂|p
for any real number x̂.
Taking yˇℓ = y
ouch
ℓ for ℓ = 1, · · · , L, we learn the following. Let
(2.8.18) xˇJ =
L∑
ℓ=1
γℓy
ouch
ℓ
and then define xˇ1, · · · , xˇJ−1 from xˇJ via (2.8.13), i.e.,
(2.8.19) xˇj =
L∑
ℓ=1
b̂jℓyℓ + gjxˇJ for j = 1, · · · , J− 1.
Then
(2.8.20)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxˇj|p ≤ C(p)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx̂j|p.
(See (2.8.17).)
From (2.8.11) and (2.8.20), we see that
(2.8.21)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxˇj|p ≤ C(p)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p.
Here, xˇ1, · · · , xˇJ are computed from (2.8.18),(2.8.19); and x1, · · · , xJ are arbitrary.
We produce efficient formulas for the xˇj. Putting (2.8.15) into (2.8.18), we find that
xˇJ =
L∑
ℓ=1
γℓ ·
{
yℓ +
J−1∑
j=1
aℓj
L∑
ℓ ′=1
b̂jℓ ′yℓ ′
}
=
L∑
ℓ=1
γℓ · yℓ +
L∑
ℓ ′=1
J−1∑
j=1
[
L∑
ℓ=1
γℓaℓj
]
b̂jℓ ′yℓ ′
=
L∑
ℓ=1
{
γℓ +
J−1∑
j=1
[
L∑
ℓ ′=1
γℓ ′aℓ ′j
]
b̂jℓ
}
· yℓ.
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Therefore, setting
(2.8.22) ∆j =
L∑
ℓ=1
γℓaℓj for j = 1, · · · , J− 1
and
(2.8.23) b##Jℓ = γℓ +
J−1∑
j=1
∆jb̂jℓ for ℓ = 1, · · · , L
we find that
(2.8.24) xˇJ =
L∑
ℓ=1
b##Jℓ yℓ.
Substituting (2.8.24) into (2.8.19), we find that
xˇj =
L∑
ℓ=1
{
b̂jℓ + gjb
##
Jℓ
}
yℓ for j = 1, · · · , J− 1.
Thus, setting
(2.8.25) b##jℓ = b̂jℓ + gjb
##
Jℓ for j = 1, · · · , J− 1,
we have
(2.8.26) xˇj =
L∑
ℓ=1
b##jℓ yℓ for j = 1, · · · , J− 1.
Recalling (2.8.24), we see that (2.8.26) holds for j = 1, · · · , J. Thus, with xˇ1, · · · , xˇJ defined
by (2.8.26), we have
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxˇj|p ≤ C(p)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p
for any real numbers x1, · · · , xJ. (See (2.8.21).)
So the matrix (b##jℓ )1≤j≤J
1≤ℓ≤L
is as promised in our algorithm.
Let us review the computation of (b##jℓ ).
• Recursively, we apply OPTIMIZE VIA MATRIX to the arguments p, (aℓj) 1≤ℓ≤L
1≤j≤J−1
; this
yields (b̂jℓ)1≤j≤J−1
1≤ℓ≤L
.
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• Next, we compute from (2.8.14) the quantities
gj =
L∑
ℓ=1
b̂jℓaℓJ for j = 1, · · · , J− 1.
• We then compute from (2.8.16) the numbers
hℓ = aℓJ +
J−1∑
j=1
aℓjgj for ℓ = 1, · · · , L.
• We apply the case J = 1 of OPTIMIZE VIA MATRIX to the L × 1 matrix (hℓ), to
produce the numbers γℓ (ℓ = 1, · · · , L).
• From (2.8.22) we then compute the numbers
∆j =
L∑
ℓ=1
γℓaℓj for j = 1, · · · , J− 1.
• We set
b
##
Jℓ = γℓ +
J−1∑
j=1
∆jb̂jℓ for ℓ = 1, · · · , L.
(See (2.8.23).)
• Finally, we set
b
##
jℓ = b̂jℓ + gjb
##
Jℓ for j = 1, · · · , J− 1 and ℓ = 1, · · · , L.
(See (2.8.25).)
One can now check easily that our algorithm uses work and storage at most CL, as
promised.
This concludes our explanation of the algorithm OPTIMIZE VIA MATRIX.

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CHAPTER 3
Statement of the Main Technical Results
Suppose that E ⊂ 1
32
Q◦ is finite, where Q◦ = [0, 1)n. We assume that N = #(E) ≥ 2.
If A (M, then let A− ⊂ M denote the maximal subset less than A. (See Section 2.6
for the definition of the order relation < on 2M.)
For each A ⊂M, we will define the following.
• A decomposition CZ(A) of Q◦ into dyadic cubes. We guarantee the following.
(CZ1): If Q,Q ′ ∈ CZ(A) and Q ↔ Q ′, then 1
2
δQ ≤ δQ ′ ≤ 2δQ (“good geome-
try”).
(CZ2): IfQ ∈ CZ(A) and δQ ≤ c∗(A) then S(A)Q is not tagged with (A, ǫ1(A)).
Moreover, S(A) = 9 for A =M.
(CZ3): In the case A 6=M:
IfQ ∈ CZ(A),Q ′ ∈ CZ(A−),Q ′ ⊂ Q and δQ ′ ≤ c∗(A)δQ
then the cube 3Q is tagged with (A, ǫ2(A)).
(CZ4): In the case A =M:
IfQ ∈ CZ(M), then 3Q is tagged with (M, ǫ2(M)).
(CZ5): In the case A 6=M:
CZ(A−) refines CZ(A).
(We do not exclude the possibility that CZ(A−) = CZ(A).)
Moreover, c∗(A), ǫ1(A), ǫ2(A) ∈ (0, 1) and S(A) ≥ 1.
• A collection CZmain(A) consisting of all cubes Q ∈ CZ(A) such that 6564Q ∩ E 6= ∅.
• For eachQ ∈ CZmain(A), a list of functionals in short formΩ(Q,A) ⊂
[
X( 65
64
Q ∩ E)]∗
(the “assists”) such that∑
Q∈CZmain(A)
∑
ω∈Ω(Q,A)
depth(ω) ≤ CN.
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• For each Q ∈ CZmain(A), a list of functionals Ξ(Q,A) ⊂
[
X( 65
64
Q ∩ E)⊕ P]∗, each
havingΩ(Q,A)-assisted depth at most C. We guarantee that∑
Q∈CZmain(A)
#
[
Ξ(Q,A)] ≤ CN.
We set
M(Q,A)(f, P) =
 ∑
ξ∈Ξ(Q,A)
|ξ(f, P)|p
1/p .
For each (f, P) ∈ X( 65
64
Q ∩ E)⊕ P , we guarantee that
c · ‖(f, P)‖(1+a(A))Q ≤M(Q,A)(f, P) ≤ C · ‖(f, P)‖ 65
64
Q.
Here, 0 < a(A) ≤ 1/64.
• For each Q ∈ CZmain(A), a linear map T(Q,A) : X( 6564Q ∩ E) ⊕ P → X with the
following properties.
(E1): T(Q,A)(f, P) = f on (1+ a(A))Q ∩ E for each (f, P).
(E2): ‖T(Q,A)(f, P)‖pX((1+a(A))Q)+δ−mpQ ‖T(Q,A)(f, P)−P‖pLp((1+a(A))Q) ≤ C
[
M(Q,A)(f, P)
]p
for each (f, P).
(E3): T(Q,A) hasΩ(Q,A)-assisted depth at most C.
• The constants c∗(A), S(A), ǫ1(A), ǫ2(A), a(A), c, C depend only on m,n, p, and
A. The constant S(A) is a positive integer.
REMARK 3.0.1. Note that both Ξ(Q,A) andΩ(Q,A) are lists, hence they may contain more
than one copy of the same linear functional. In the sums in the third and fourth bullet points,
we include separate summands for each occurrence of a given functional ξ ∈ Ξ(Q,A) or ω ∈
Ω(Q,A). See Section 2.1 for more information on our notation concerning lists.
To compute the objects defined above, we will produce the following algorithms.
• ALGORITHM: CZ-ORACLE. We perform one-timework at mostCN logN in space
CN, after which we can answer queries. A query consists of a point x ∈ Q◦. The
response to the query x is the list of all cubes Q ∈ CZ(A) such that x ∈ 65
64
Q. To
answer the query requires work and storage at most C logN.
• ALGORITHM: COMPUTE MAIN-CUBES. Withwork at mostCN logN in spaceCN,
we compute the collection of cubes CZmain(A).
• ALGORITHM: COMPUTE FUNCTIONALS. With work at most CN logN in space
CN, we compute the following.
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– For each cubeQ ∈ CZmain(A), the list of functionalsΩ(Q,A), with each func-
tional written in short form.
– For each cubeQ ∈ CZmain(A), the list of functionals Ξ(Q,A), with each func-
tional written in short form (in terms of the assistsΩ(Q,A)).
• ALGORITHM: COMPUTE EXTENSION OPERATOR. We perform one-time work at
most CN logN in space CN, after which we can answer queries. A query consists
of a cube Q ∈ CZmain(A) and a point x ∈ Q◦. The response to the query (Q, x) is
a short form description of theΩ(Q,A)-assisted bounded depth linear map
(f, P) ∈ X
(
65
64
Q ∩ E
)
⊕ P 7→ JxT(Q,A)(f, P).
To answer the query requires work and storage at most C logN.
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CHAPTER 4
Data Structures
4.1. Algorithms for Dyadic Cubes
4.1.1. Dyadic Cuboids. We define a dyadic interval to be a subinterval [a, b) ⊂ [0,∞)
where
a =
∞∑
ν=−∞
δν2
ν, b =
∞∑
ν=−∞
δ ′ν2
ν, each δν, δ
′
ν = 0 or 1,
only finitely many δν, δ
′
ν are nonzero, and for some µ,
δν = δ
′
ν for ν > µ; δµ = 0, δ
′
µ = 1; δν = δ
′
ν = 0 for ν < µ.
The dyadic cuboids to be defined in a moment, will be Cartesian products of dyadic
intervals. Thus, by definition, a dyadic cuboid Q ⊂ Rn will be a subset of [0,∞)n.
Fix a dimension n. A dyadic cuboid Q is a Cartesian product of the form
[a1, b1)× · · · × [an, bn) ⊂ Rn,
where each [ai, bi) is a dyadic interval, and one of the following holds:
(1): All the [ai, bi) have the same length,
or for some j (1 ≤ j < n),
(2): All the [ai, bi) (1 ≤ i ≤ j) have the same length, and each [ai, bi) (j < i ≤ n) has
length 1
2
(b1 − a1).
To bisect the cuboid Qmeans the following.
Case 1: Suppose Q is as in (1). Then we bisect [an, bn) into two dyadic intervals I
′ =
[an,
an+bn
2
) and I ′′ = [an+bn
2
, bn).
To bisectQ, we express Q as the disjoint union of the two dyadic cuboids
Q ′ = [a1, b1)× · · · × [an−1, bn−1)× I ′
and
Q ′′ = [a1, b1)× · · · × [an−1, bn−1)× I ′′
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We call Q ′ the lesser dyadic child of Q, and we call Q ′′ the greater dyadic child of Q.
Case 2: For some j (1 ≤ j < n), suppose Q is as in (2).
Then we bisect [aj, bj) into two dyadic intervals I
′ = [aj,
aj+bj
2
) and I ′′ = [
aj+bj
2
, bj).
To bisectQ is to express Q as a disjoint union of the dyadic cuboids
Q ′ = [a1, b1)× · · · × [aj−1, bj−1)× I ′ × [aj+1, bj+1)× · · · × [an, bn)
and
Q ′′ = [a1, b1)× · · · × [aj−1, bj−1)× I ′′ × [aj+1, bj+1)× · · · × [an, bn)
We call Q ′ the lesser dyadic child of Q, and we call Q ′′ the greater dyadic child of Q.
To understand dyadic cuboids and their dyadic children, it is convenient to think of
base 2 expansions of real numbers. Let DR (“dyadic rationals”) be the set of all sums of
the form
∞∑
ν=−∞
δ(ν)2ν, where finitely many δ(ν) are equal to 1, and all other δ(ν) are equal
to zero.
We define a map ψ : DRn → DR as follows.
Let x = (x1, · · · , xn) ∈ DRn, with each xi =
∞∑
ν=−∞
δi(ν)2
ν as in the definition of DR.
Then we define
ψ(x) =
∞∑
ν=−∞
n∑
i=1
δi(ν)2
νn+i ∈ DR.
Thus, ψ is a 1-1 correspondence between DRn and DR.
We define a 1-1 correspondence between dyadic cuboids in Rn and dyadic intervals in
R, by the following rule:
The dyadic cuboid Q ⊂ Rn corresponds to the dyadic interval I ⊂ R if and only if
DR ∩ I = ψ((DR)n ∩ Q). By thinking about base 2 expansions of numbers, one sees
easily that this is indeed a 1-1 correspondence between dyadic cuboids in Rn and dyadic
intervals in R. Let us denote this 1-1 correspondence by I = Ψ(Q).
Suppose that Q is a dyadic cuboid, with lesser dyadic child Q ′ and greater dyadic
childQ ′′. Then Ψ(Q ′) and Ψ(Q ′′) are the two dyadic children of the dyadic interval Ψ(Q);
and Ψ(Q ′) lies to the left of Ψ(Q ′′). Again, we leave to the reader the verification of this
fact.
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We now define a binary relation on dyadic cuboids, and another binary relation on
dyadic intervals. We will see that these two relations are both order relations, and more-
over, the two order relations are equivalent via the 1-1 correspondence Ψ.
For cuboids: LetQ1, Q2 be distinct dyadic cuboids.
• If Q1 ⊂ Q2, then we say that Q2 < Q1.
• If Q2 ⊂ Q1, then we say that Q1 < Q2.
• Suppose Q1 and Q2 are disjoint. Let Q be the least common ancestor of Q1 and
Q2 among dyadic cuboids. LetQ
′,Q ′′ be the lesser and greater dyadic children of
Q, respectively. Then one of Q1, Q2 is contained in Q
′, and the other is contained
in Q ′′.
– IfQ1 ⊂ Q ′ andQ2 ⊂ Q ′′, then we say that Q1 < Q2.
– IfQ2 ⊂ Q ′ andQ1 ⊂ Q ′′, then we say that Q2 < Q1.
For dyadic intervals: Let I1, I2 be distinct dyadic intervals.
• If I1 ⊂ I2, then we say that I2 < I1.
• If I2 ⊂ I1, then we say that I1 < I2.
• If I1 and I2 are disjoint, then let I be the smallest dyadic interval containing I1 and
I2. We bisect I into I
′ and I ′′, with I ′ lying to the left of I ′′. Then one of I1, I2 is
contained in I ′, and the other is contained in I ′′.
– If I1 ⊂ I ′ and I2 ⊂ I ′′, then we say that I1 < I2.
– If I2 ⊂ I ′ and I1 ⊂ I ′′, then we say that I2 < I1.
Thus, we have defined binary relations < on dyadic cuboids, and on dyadic intervals.
It is clear that these two relations correspond to each other via the 1-1 correspondence Ψ
between dyadic cuboids and dyadic intervals.
Next, we check that < is an order relation. To see this, it is most convenient to work
with dyadic intervals. By examining each case mentioned above, we see that [a1, b1) <
[a2, b2) if and only if either [a1 < a2] or [a1 = a2 and b2 < b1].
This makes it obvious that < is an order relation.
We will make use of the following
PROPOSITION 4.1.1.
(1) Let I1, I2 be dyadic intervals, and suppose I1 < I2. Then either I2 ⊂ I1, or I1 ∩ I2 = ∅.
(2) Let I1, I2, I3 be dyadic intervals, and suppose I1 < I2 < I3. If I1 ∩ I2 = ∅ then I1 ∩ I3 = ∅.
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PROOF. (1) holds simply because we cannot have I1 ⊂ I2 when I1 < I2.
To check (2), let Ii = [ai, bi) for i = 1, 2, 3. We have a1 ≤ a2, and [a1, b1) ∩ [a2, b2) = ∅.
Hence a2 ≥ b1. Since I2 < I3, we have also a3 ≥ a2. Therefore, a3 ≥ b1, and thus
[a1, b1) ∩ [a3, b3) = ∅, as claimed. 
COROLLARY 4.1.1. Let I1 < I2 < · · · < IN for dyadic intervals I1, · · · , IN (N ≥ 2). Then
one of the following holds.
• All of I2, · · · , IN are contained in I1.
• All of I2, · · · , IN are disjoint from I1.
• For some j (2 ≤ j < N), we find that I2, · · · , Ij ⊂ I1 and Ij+1, · · · , IN are disjoint from
I1.
COROLLARY 4.1.2. Let Q1, · · · , QN be dyadic cuboids (N ≥ 2), and suppose Q1 < Q2 <
· · · < QN. Then one of the following holds.
• All of Q2, · · · , QN are contained inQ1.
• All of Q2, · · · , QN are disjoint fromQ1.
• For some j (2 ≤ j < N), we find that Q2, · · · , Qj ⊂ Q1 and Qj+1, · · · , QN are disjoint
fromQ1.
We briefly discuss the computer implementation of dyadic cuboids. In our infinite-
precision model of computation (see Section 2.2), a dyadic cuboid Q can be stored using
at most Cmemory locations1. We can compute the lesser and greater children of a given
dyadic cuboid. We can determine whether two given dyadic cuboids are disjoint, and if
not, then we can determine which one contains the other. We can also decide whether
two given cuboids are equal. These operations require work and storage at most C. (In
this paragraph C denotes a constant depending only on the dimension n.) We note also
that we can compute the least common ancestor of two given dyadic cuboids using work
and storage at most C. (Recall that in our model of computation it takes a single oper-
ation to compute the smallest dyadic interval containing two given dyadic intervals.) It
follows that we can compare two given cuboids under the order relation < using work
and storage at most C.
1In our finite-precision model of computation, we will deal only with dyadic cuboids whose sides have
length between 2−CS0 and 2+CS0 ; see Section 7.1.
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4.1.2. Preliminary Definitions. A B-Tree is a rooted finite tree T such that every node
has zero, one or two children. We write root(T) to denote the root of T .
Let x ∈ T be a node. Then Descendants(x, T) denotes the set of descendants of x in the
tree T , and Nondescendants(x, T) denotes the set T \Descendants(x, T).
If x = root(T), then of course Nondescendants(x, T) is empty.
If x 6= root(T), then Nondescendants(x, T) is again a B-Tree, with the same root as T .
In any case, Descendants(x, T) is a BTree with root x.
(Here, we adopt the convention that each node is a descendant of itself.)
For any BTree T , we write #(T) for the number of nodes in T .
When we implement a BTree T in the computer, we store the nodes of T , a pointer
to the root of T , and a pointer from each node of T (except the root) to its parent. Also,
we mark each node to indicate whether it is a leaf (recall that a leaf is a node with no
children); and we mark each internal node (i.e. each non-leaf) with pointers to each of its
children.
A binary tree is a BTree such that each node has either zero or two children.
DTrees and ADTrees
Fix 1 < p <∞, n ≥ 1, D ≥ 1.
A DTree is a BTree T each of whose nodes x is identifiedwith a dyadic cuboidQx ⊂ Rn,
such that the following hold.
• Let y be a child of x in T . Then Qy is a proper sub-cuboid of Qx.
• Let y, z be distinct children of x in T . Then Qy andQz are disjoint.
An ADTree is a DTree T each of whose nodes x is marked with D linear functionals
µx1, · · · , µxD on RD.
(“D” in “DTree” stands for “dyadic”;
“AD” in “ADTree” stands for “agumented dyadic”.)
ALGORITHM: BTREE1.
Given a BTree T with #(T) ≥ 2, we produce a node xsplit ∈ T , other than the root of T ,
such that
#[Descendants(xsplit(T), T)] ≤ 9
10
#(T)
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and
#[Nondescendants(xsplit(T), T))] ≤ 9
10
#(T).
The work and storage used to do so are at most C ·#(T) for a universal constant C.
EXPLANATION . We first mark each node of T with the number of its descendants. We
then start with x˜ = root(T). Initially, #[Descendants(x˜, T)] = #(T) > 9
10
#(T).
While
(
#[Descendants(x˜, T)] > 9
10
#(T)
)
{
/* Note that x˜ cannot be a leaf of T , hence there are one or two children of x˜. */
We let y˜ be a child of x˜ having as many descendants as possible (among the children of
x˜). We then set x˜ := y˜.
}
The above loop will terminate, since otherwise we would obtain an infinite descend-
ing sequence in the finite tree T .
When the loop terminates, we have
(4.1.1) #[Descendants(x˜, T)] ≤ 9
10
#(T).
We will check also that x˜ is not the root of T , and that
(4.1.2) #[Nondescendants(x˜, T)] ≤ 9
10
#(T).
Since the work and storage of the above procedures are at most C · #(T), we can return
xsplit(T) = x˜, and our algorithm will perform as promised.
Thus, it remains only to check that x˜ isn’t the root of T , and that (4.1.2) holds.
That x˜ isn’t the root of T follows at once from (4.1.1).
To check (4.1.2), we note that x˜ arose from its parent x˜+ by executing our loop for the
last time. We have#[Descendants(x˜+, T)] > 9
10
#(T) since we executed the loop to produce
x˜ from x˜+.
Also,
#[Descendants(x˜+, T)] = 1+
∑
y children of x˜+
#[Descendants(y, T)]
≤ 1+ 2 ·max{#[Descendants(y, T)] : y children of x˜+}
= 1+ 2 ·#[Descendants(x˜, T)]},
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since x˜+ has at most 2 children, and since x˜ has at least as many descendants as any child
of x˜+.
Therefore, 1+2·#[Descendants(x˜, T)] > 9
10
#(T), hence#[Descendants(x˜, T)] > 9
20
#(T)−
1
2
. Since #(T) ≥ 2, we find that
#[Descendants(x˜, T)] >
2
20
#(T) +
(
7
20
#(T) −
1
2
)
>
1
10
#(T).
Thus, #[Descendants(x˜, T)] > 1
10
#(T), from which (4.1.2) follows at once.
This completes our explanation of the algorithm BTREE1.

4.1.3. Control Trees. Let T be a BTree. If x, y ∈ T , then we write x ≤ y if and only if x
is a descendant of y in T .
Let T˜ be a BTree. We call T˜ a sub-tree of T if T˜ consists of nodes in T and if the following
condition holds: for any nodes x ≤ y ≤ z in T , if x, z ∈ T˜ then y ∈ T˜ .
A control tree candidate for T is a finite binary tree T (i.e., each internal node of T has
exactly two children), whose nodes are marked as follows.
• Let ξ be any node of T. Then ξ is marked by a pointer to a BTree called BT(ξ),
which is a sub-tree of T . We mark ξwith a pointer to a node xroot(ξ) ∈ T which is
the root of BT(ξ).
• Let ξ be any internal node of T. Then the two children of ξ in T are marked sepa-
rately as gochild(ξ) and staychild(ξ); and the node ξ is marked by a node xsplit(ξ) ∈
BT(ξ).
• Let ξ be any leaf of T. Then ξ is marked by a node xindicated(ξ) ∈ T .
Let T be a BTree. By induction on #(T), we define a particular control tree candidate
for T , called the control tree for T , to be denoted CT(T). The inductive definition of CT(T)
proceeds as follows.
Base Case: Suppose #(T) = 1. Thus, T consists of a single node x0. We then take CT(T)
to consist of a single node ξ0, marked with the nodes xindicated(ξ0) = x0 and xroot(ξ0) = x0,
and also marked with a pointer to the BTree BT(ξ0) = T . Note that CT(T) is a control tree
candidate for T . Thus we have defined CT(T) in the base case.
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Induction Step: Suppose #(T) ≥ 2, and suppose we have already defined CT(T ′) for any
BTree T ′ with fewer nodes than T . We then define CT(T) as follows.
We apply to the BTree T the algorithm BTREE1, to produce a node xsplit(T) ∈ T . We
know that xsplit(T) is not the root of T ; and that
#[Descendants(xsplit(T), T)] ≤ 9
10
#(T), and
#[Nondescendants(xsplit(T), T)] ≤ 9
10
#(T).
Let Tgo := Descendants(xsplit(T), T) and Tstay := Nondescendants(xsplit(T), T). Then Tgo,
Tstay are BTrees, with fewer nodes than T . By induction hypothesis, we have already
defined the control trees CT(Tgo), CT(Tstay).
We define the tree T to consist of a root ξ0, together with the two trees CT(Tgo),
CT(Tstay), where we take the two children of ξ0 to be the roots of CT(Tgo) and of CT(Tstay).
Thus, T is a binary tree. We mark the nodes of T to form a control tree candidate for T , as
follows:
• We keep the markings of the nodes of CT(Tgo) and CT(Tstay), without change.
• We mark the root of CT(Tgo) as gochild(ξ0), and we mark the root of CT(Tstay) as
staychild(ξ0).
• We mark the root ξ0 with the node xsplit(ξ0) = xsplit(T).
• We mark the root ξ0 with a pointer to the tree T , i.e., we take BT(ξ0) = T and
xroot(ξ0) = the root of T .
We define CT(T) to be the marked tree T. This concludes our inductive definition of
CT(T). To show that CT(T) is a control-tree candidate for T , we just need to establish the
following lemma.
LEMMA 4.1.1. Let T be a BTree. Then BT(ξ) is a sub-tree of T for each ξ ∈ CT(T).
PROOF. The proof is by induction on #(T).
If #(T) = 1 then BT(ξ) = T for the single node ξ in CT(T). The result is immediate.
Suppose that #(T) ≥ 2, and suppose that lemma holds for all trees with fewer nodes
than T .
If ξ is the root ξ0 of CT(T), then BT(ξ) = T by definition, hence the conclusion of the
lemma is obvious.
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If ξ is not the root of CT(T) then ξ is a node in either CT(Tgo) or CT(Tstay).
Thus, by the inductive hypothesis, BT(ξ) is a sub-tree of either Tgo or Tstay. Since Tgo
and Tstay are sub-trees of T , we conclude that BT(ξ) is a sub-tree of T .
This concludes the proof of the lemma by induction. 
LEMMA 4.1.2. The following properties of CT(T) hold.
(A) The number of nodes of CT(T) is 2#(T) − 1.
(B) Moreover, any descending sequence in CT(T) has length at most 1 + C log(#(T)) for a uni-
versal constant C.
(C) Finally, ∑
ξ∈CT(T)
# (BT(ξ)) ≤ C ·#(T) · {log2(#(T)) + 1}
for a universal constant C.
PROOF. We prove (A) by induction on#(T). If#(T) = 1, then by definition#(CT(T)) =
1, so (A) holds in this case.
For the induction step, suppose we know (A) for all trees with fewer nodes than T
(#(T) ≥ 2). We establish (A) for T . Indeed, with xsplit(T) as in the definition of CT(T), we
know that CT(T) consists of the root ξ0, the control tree CT(Descendants(xsplit(T), T)), and
the control tree CT(Nondescendants(xsplit(T), T)). Hence,
#CT(T) = 1+#CT(Descendants(xsplit(T), T)) +#CT(Nondescendants(xsplit(T), T)),
whereas
#T = #Descendants(xsplit(T), T) +#Nondescendants(xsplit(T), T).
Since #Descendants(xsplit(T), T), #Nondescendants(xsplit(T), T) are strictly less than #(T),
the induction hypothesis gives
#CT(Descendants(xsplit(T), T)) = 2 ·#Descendants(xsplit(T), T) − 1
and
#CT(Nondescendants(xsplit(T), T)) = 2 ·#Nondescendants(xsplit(T), T) − 1.
Adding the above, we find that #CT(T) − 1 = 2 ·#T − 2, proving (A) for the BTree T .
This completes our induction and proves (A).
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To prove (B), we check that #BT(ξ ′) ≤ 9
10
· #BT(ξ) whenever ξ ′ is a child of ξ in
CT(T). Indeed, this follows from the definition of BT(ξ) and the defining property of
xsplit(T) by an obvious induction on #(T).
For a descending chain ξ0, ξ1, ξ2, · · · , ξℓ in CT(T), we therefore have
1 ≤ #BT(ξℓ) ≤ (9/10)ℓ#BT(ξ0) ≤ (9/10)ℓ ·#[T ].
Thus, ℓ ≤ log(#T)
log(10/9)
, proving (B).
To prove (C), we prove by induction on #(T) that
(∗)
∑
ξ∈CT(T)
#BT(ξ) ≤ #T · {log10/9(#T) + 1}.
For #(T) = 1, this holds because BT(ξ0) = T where ξ0 is the one and only node of CT(T).
Assume (∗) holds for all BTrees with fewer nodes than T , where T is a given BTree
with #(T) ≥ 2. Then
(+)
∑
ξ∈CT(T)
#BT(ξ) = #BT(root(CT(T))) +
∑
ξ∈CT(Descendants(xsplit(T),T))
#BT(ξ)
+
∑
ξ∈CT(Nondescendants(xsplit(T),T))
#BT(ξ)
≤ #(T) +#Descendants(xsplit(T), T) ·
{
1+ log10/9
[
#Descendants(xsplit(T), T)
]}
+#Nondescendants(xsplit(T), T) ·
{
1+ log10/9
[
#Nondescendants(xsplit(T), T)
]}
by induction hypothesis.
We know that
1+ log10/9
[
#Descendants(xsplit(T), T)
] ≤ log10/9#T
and that
1+ log10/9
[
#Nondescendants(xsplit(T), T)
] ≤ log10/9#T.
Hence, (+) yields the estimate∑
ξ∈CT(T)
#BT(ξ) ≤ #T + log10/9(#T) ·#Descendants(xsplit(T), T)
+ log10/9(#T) ·#Nondescendants(xsplit(T), T),
thus proving (∗).
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The proof of our lemma is complete. 
ALGORITHM: MAKE CONTROL TREE (DELUXE EDITION).
Given a BTree T , we produce the control tree CT(T). The work and storage used to do
so are at most C ·#(T) · (1+ log#(T)) for a universal constant C.
EXPLANATION . We simply follow the definition in the obvious way. Where the defi-
nition proceeds by induction, the algorithm calls itself recursively.
The assertion about the work and storage follows from assertion (C) of Lemma 4.1.2,
and also the bound on the running time of the algorithm BTREE1, which is used as a
sub-routine.

Wewill not use the Deluxe edition explained above, because it uses too much storage.
ALGORITHM: MAKE CONTROL TREE (PAPERBACK EDITION).
Given a BTree T , we produce the tree CT(T)with all its markings except for the BTrees
BT(ξ) (ξ ∈ CT(T)). For each ξ ∈ CT(T) we indicate whether BT(ξ) is a singleton.
The work used to do so is at most C ·#(T) · (1 + log#(T)), and the storage used is at
most C ·#(T). Here, C is a universal constant.
EXPLANATION . We proceed as in the deluxe edition of the algorithmMAKE CONTROL
TREE, except that we delete T when we are finished using it.
We spell out the details.
If #(T) = 1, then we take CT(T) to consist of a single node ξ0, marked with xindicated(ξ0) =
xroot(ξ0) = the one and only node of T . We indicate that the BTree BT(ξ0) is a singleton.
If #(T) > 1, then we execute the algorithm BTREE1 to produce the node xsplit(T).
/* In a later variant of this algorithm, we insert code here */
We compute the trees T ′ = Descendants(xsplit(T), T)with root xsplit(T),
and T ′′ = Nondescendants(xsplit(T), T)with root = root(T).
To produce the trees T ′, T ′′ efficiently, we can simply erase the marking indicating
xsplit(T) as a child of its parent in T , and then produce pointers to the roots of T
′, T ′′. This
destroys the tree T after we no longer need it.
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Recursively, we apply the paperback edition of MAKE CONTROL TREE to T ′ and T ′′.
Thus, we obtain CT(T ′) and CT(T ′′) with all their markings, except for the markings
BT(ξ ′) (ξ ′ ∈ CT(T ′)) and BT(ξ ′′) (ξ ′′ ∈ CT(T ′′)). These latter markings have not been
computed (or rather, they were computed and then deleted).
The tree CT(T) then consists of the two trees CT(T ′) and CT(T ′′), together with a root
ξ0. The children of ξ0 are the roots of the two trees CT(T
′), CT(T ′′). We mark the root of
CT(T ′) as gochild(ξ0), and we mark the root of CT(T
′′) as staychild(ξ0). Also, we mark the
root ξ0 of CT(T) with the node xsplit(ξ0) = xsplit(T) ∈ T .
We mark the root ξ0 of CT(T) with the node xroot(ξ0) = the root of T . (Recall that
BT(ξ0) = T .) We indicate that the BTree BT(ξ0) is not a singleton. We do not mark the
root ξ0 with anything else to tell us what the tree T was before we destroyed it.
This completes our description of the algorithm.
Let us check how much time and space are used.
Let Time(T) be the number of operations needed to execute the paperback algorithm
for the tree T . Recalling that the algorithm BTREE1 uses work C#(T) to produce xsplit(T),
we see that
Time(T) ≤ C#(T) + Time(T ′) + Time(T ′′),
and we recall that #(T ′),#(T ′′) ≤ 9
10
#(T) and that #(T ′) + #(T ′′) = #(T). Hence, it
follows by induction on #(T) that
Time(T) ≤ C#(T) · [1+ log10/9#T ].
Thus, the work required to execute our paperback algorithm is as promised.
Next, we study the storage used by our paperback algorithm, which we denote by
S(T).
Since we erase T , we see easily that
S(T) ≤ max{C ·#(T),S(T ′) + S(T ′′) + C},
i.e.,
[S(T) + C] ≤ max{C ′#(T), [S(T ′) + C] + [S(T ′′) + C].
Since #(T) = #(T ′) +#(T ′′), it follows by induction on #(T) that
[S(T) + C] ≤ C ′′#(T).
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This proves that the storage used by our paperback algorithm is as promised.

ALGORITHM: MAKE CONTROL TREE (HYBRID VERSION).
Given an ADTree T , with each node x ∈ T marked by functionals µx1, · · · , µxD : RD → R,
we produce the control tree CT(T) with all its markings except for the trees BT(ξ) (ξ ∈
CT(T)). For each node ξ ∈ CT(T), we produce functionals µξ1, · · · , µξD : RD → R such that∑
x∈BT(ξ)
D∑
i=1
|µxi (v)|p and
D∑
i=1
|µξi (v)|p
differ by at most a factor C(D, p) for any v ∈ RD. (This makes sense because BT(ξ) is a
sub-tree of T for each ξ.)
We mark each node ξ ∈ CT(T) with such functionals µξ1, · · · , µξD.
We mark each node ξ ∈ CT(T) to indicate whether BT(ξ) is a singleton.
The work and storage needed to execute this algorithm are at mostC#(T)·[log(#T)+1]
and C#(T), respectively.
EXPLANATION . We proceed as in the explanation of the paperback edition of MAKE
CONTROL TREE, with the following changes.
• If #(T) = 1, then the tree CT(T) contains only the root node ξ0. We set µξ0i = µxi
for i = 1, · · · , D, for the one and only one node x ∈ T .
• If #(T) ≥ 2, then we proceed as follows. Where we wrote
/* In a later variant of this algorithm, we insert code here */
we now insert a call to COMPRESS NORMS (Section 2.8). Thus, with work and
storage at most C#(T), we produce functionals µ∗1, · · · , µ∗D : RD → R such that∑
x∈T
D∑
i=1
|µxi (v)|p and
D∑
i=1
|µ∗i (v)|p
differ by at most a factor C(D, p) for any v ∈ RD.
Instead of recursively applying the paperback edition of MAKE CONTROL
TREE, we now recursively apply the hybrid version.
Just before the sentence “This completes the description of the algorithm”
we set µξ0i = µ
∗
i for i = 1, · · · , D.
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Since BT(ξ0) = T , our µ
ξ0
i behave as we ask.
The work and storage needed to execute this algorithm are as promised.

4.1.4. Encapsulations. Let T be a DTree, and let CT(T) be its control tree. Recall that
each node ξ ∈ CT(T) is marked with a BTree BT(ξ) consisting of nodes of T . Also, each
node x ∈ T is marked with a dyadic cuboid Qx.
Let Q be a dyadic cuboid. An encapsulation of Q is a set S of nodes of CT(T), such
that {x ∈ T : Qx ⊂ Q} is the disjoint union of the sets BT(ξ) as ξ varies over S.
ALGORITHM: ENCAPSULATE.
Let T be a DTree with N nodes. After CN(1 + logN) one-time work in space CN, we
can answer queries as follows:
A query consists of a dyadic cuboid Q.
The response to a queryQ is an encapsulation S ofQ, consisting of at most C+C logN
nodes of CT(T).
The work and storage used to answer a query are at most C+C logN. Here, C denotes
a constant depending only on the dimension n.
EXPLANATION . Suppose T isn’t a singleton. Let xsplit(T) be the node produced by the
algorithm BTREE1. Write T ′ = Descendants(xsplit(T), T) and T
′′ = Nondescendants(xsplit(T), T).
We ask: For which nodes x ∈ T do we have Qx ⊂ Q ? To answer this question, we
compare the dyadic cuboids Q andQxsplit(T). There are three cases:
Case 1: Q ⊂ Qxsplit(T).
In this case, we never have Qx ⊂ Q for an x ∈ T ′′.
Hence, in this case, {x ∈ T : Qx ⊂ Q} = {x ∈ T ′ : Qx ⊂ Q}. Thus, we have reduced
matters from T to T ′.
Case 2: Qxsplit(T) ( Q.
In this case, all x ∈ T ′ satisfy Qx ⊂ Q.
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Therefore, in this case,
{x ∈ T : Qx ⊂ Q} = {x ∈ T ′′ : Qx ⊂ Q} ∪ T ′
= {x ∈ T ′′ : Qx ⊂ Q} ∪ BT(gochild(root of CT(T))).
Thus, we have reduced matters from T to T ′′.
Case 3: Qxsplit(T) ∩Q = ∅.
In this case, no x ∈ T ′ satisfy Qx ⊂ Q, hence {x ∈ T : Qx ⊂ Q} = {x ∈ T ′′ : Qx ⊂ Q}.
Again, we have reduced matters from T to T ′′.
Cases 1,2,3 are the only possibilities, since Q andQxsplit(T) are dyadic cuboids.
Thanks to the above remarks, the following procedure produces an encapsulation,
when applied to ξ̂ = root(CT(T)).
• One-time work: Paperback edition of MAKE CONTROL TREE.
• Procedure Encap(Q, ξ̂):
/* Produces an encapsulation S of Q for the BTree BT(ξ̂). */
– If ξ̂ is a leaf of CT(T), then Encap(Q, ξ̂) returns {ξ̂} if Qxindicated(ξ̂)
⊂ Q, and
returns ∅ otherwise.
– If ξ̂ is an internal node of CT(T), then let x̂ = xsplit(ξ̂), ξ
′ = gochild(ξ̂), ξ ′′ =
staychild(ξ̂).
∗ If Q ⊂ Qx̂, then return the set produced by (recursively) executing Encap(Q, ξ ′).
∗ If Qx̂ ( Q, then return the union of {ξ ′} with the set produced by (re-
cursively) executing Encap(Q, ξ ′′).
∗ If Qx̂ ∩Q = ∅, then return the set produced by (recursively) executing
Encap(Q, ξ ′′).
Note that the one-time work here is simply that of the paperback edition of MAKE
CONTROL TREE; hence, we perform one-time work at most CN(1+ logN) in space CN.
Regarding the query work, note that the “depth” of the recursion (i.e., the number of
recursive calls to Encap(·, ·)) is at most 1+C logN, since#(BT(ξ)) decreases by at least a
factor of 9
10
each time we pass from a node ξ to gochild(ξ) or staychild(ξ).
Therefore, the work and storage used to answer a query are at most C + C logN. In
particular, #(S) ≤ C + C logN, since it takes work at most C + C logN to write down S.
This completes our explanation of the algorithm ENCAPSULATE.
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ALGORITHM: ADPROCESS.
Given an ADTree T , (recall that each node x ∈ T is marked with a dyadic cuboid Qx
and with linear functionals µx1, · · · , µxD : RD → R) with N nodes, we perform one-time
work at most CN(1+ logN) in space CN, after which we can answer queries as follows:
A query consists of a dyadic cuboid Q.
The response to a query consists of linear functionals µQ1 , · · · , µQD : RD → R such that
D∑
i=1
|µQi (v)|p and
∑
x∈T, Qx⊂Q
D∑
i=1
|µxi (v)|p
differ by at most a factor C for any v ∈ RD.
The work and storage needed to respond to a query are at most C · (logN+ 1).
Here, C depends only on p, n,D (n = dimension of the cuboids).
EXPLANATION . We perform the one-time work for the algorithm ENCAPSULATE, and
we perform the hybrid version of the algorithm MAKE CONTROL TREE. Thus, we pro-
duce the control tree CT(T); each node ξ is marked with linear functionals µξ1, · · · , µξD :
RD → R such that
D∑
i=1
|µξi (v)|p and
∑
x∈BT(ξ)
D∑
i=1
|µxi (v)|p
differ by at most a factor of C for any v ∈ RD.
Moreover, thanks to the query algorithm in ENCAPSULATE, we can answer queries as
follows.
A query consists of a dyadic cuboidQ. The response to a queryQ consists of a set S of
at most C + C logN nodes in CT(T) such that {x ∈ T : Qx ⊂ Q} is the disjoint union over
ξ ∈ S of BT(ξ) ⊂ T .
Given v ∈ RD, we have therefore
∑
x∈T :Qx⊂Q
D∑
i=1
|µxi (v)|p =
∑
ξ∈S

 ∑
x∈BT(ξ)
D∑
i=1
|µxi (v)|p


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which differs by at most a factor of C from
(∗)
∑
ξ∈S
D∑
i=1
|µξi (v)|p.
Applying the algorithm COMPRESS NORMS (Section 2.8) to the linear functionals µξi (ξ ∈
S; i = 1, · · · , D), we obtain linear functionals µQ1 , · · · , µQD, such that for any v ∈ RD, the
quantity (∗) differs by at most a factor of C from
D∑
i=1
|µQi (v)|p . Thus, µQ1 , · · · , µQD satisfy the
desired condition.
The one-time work of the above algorithm is at most CN(1 + logN), in space CN,
thanks to our estimates of the one-time work of ENCAPSULATE, and the work and storage
of the hybrid version of MAKE CONTROL TREE.
The query work of our algorithm is at most that of the algorithm ENCAPSULATE, to-
gether with the work of applying COMPRESS NORMS to the µξi (ξ ∈ S; i = 1, · · · , D).
Since#(S) ≤ C(logN+1), thework of applying COMPRESS NORMS is at mostC(logN+
1). The query work of ENCAPSULATE is also at most C(logN+ 1).
Therefore, the total query work of our present algorithm is as promised.
This completes our explanation of the algorithm ADPROCESS.

4.1.5. Making a tree from a list of cuboids. Fix a dimension n, and letQ1, · · · , QN be
a sequence of distinct dyadic cuboids in Rn.
We assume that
(4.1.3) Q1 < Q2 < · · · < QN.
(See Section 4.1.1 for the definition of the order relation <.)
ALGORITHM: MAKE FOREST.
Given 1 ≤ istart ≤ iend ≤ N, we produce the following:
• A sorted list i1 < i2 < · · · < iL consisting precisely of all the i such that istart ≤ i ≤
iend, and such that there exists no i
′ with istart ≤ i ′ ≤ iend and Qi ( Qi ′ . The list
is computed as a linked list: We do not compute an array i1, i2, · · · , iL. Rather, we
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compute the initial entry i1, and we mark each iν with a pointer to its successor
iν+1 (1 ≤ ν < L). The last entry iL is marked with a NULL pointer.
• For each i (istart ≤ i ≤ iend) we produce a pointer which is NULL if i appears
in the list i1, · · · , iL, and otherwise indicates i ′′ such that among all i ′ such that
istart ≤ i ′ ≤ iend and Qi ( Qi ′ , the cuboid Qi ′′ is the smallest with respect to
inclusion.
To do so requires at most C · (iend − istart + 1) · (1+ logN)work and at most C · (iend −
istart+1) storage, aside from that used to hold the list (4.1.3). Here, C depends only on the
dimension n.
EXPLANATION . We proceed recursively, by induction on iend − istart.
In the base case: iend = istart.
Then our task is trivial, and it takes work and storage at most C.
The induction step: Suppose iend > istart.
Then, by Corollary 4.1.2, we have one of the following cases.
Case 1: Qistart+1, · · · , Qiend ⊂ Qistart.
Case 2: Qistart+1, · · · , Qiend are all disjoint from Qistart.
Case 3: For some j (istart+1 ≤ j < iend), we haveQistart+1, · · · , Qj ⊂ Qistart , andQj+1, · · · , Qiend
are disjoint from Qistart .
We can determine which of these cases holds, simply by checkingQistart+1∩Qistart and
Qiend ∩Qistart. Moreover, if Case 3 holds, then we can find j by doing a binary search. This
requires work at most C · (1 + logN) and storage at most C, aside from the storage used
to hold the given cuboids (4.1.3).
We describe how to proceed in Case 3. Later, we explain the modifications needed for
Cases 1 and 2.
Suppose we are in Case 3, with j known. Recursively, we apply the algorithm MAKE
FOREST to indices istart+ 1 and j (in place of istart and iend) and also to indices j+ 1 and iend
(in place of istart and iend).
Thus we obtain the following:
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i˜1 < i˜2 < · · · < i˜L˜, a linked list of all i˜ ∈ {istart + 1, · · · , j}(4.1.4)
such that Qi˜ is maximal (under inclusion) among Qistart+1, · · · , Qj.
For each i˜ ∈ {istart + 1, · · · , j}, either a NULL pointer indicating that(4.1.5)
Qi˜ is maximal as in (4.1.4), or else a pointer to the i˜+ ∈ {istart + 1, · · · , j}
such that Qi˜+ ) Qi˜ with Qi˜+ as small as possible under inclusion.
i#1 < i
#
2 < · · · < i#L#, a linked list of all i# ∈ {j+ 1, · · · , iend}(4.1.6)
such that Qi# is maximal (under inclusion) among Qj+1, · · · , Qiend.
For each i# ∈ {j+ 1, · · · , iend}, either a NULL pointer indicating that(4.1.7)
i# appears in the list (4.1.6), or else a pointer to the i#+ ∈ {j+ 1, · · · , iend}
such that Q
i
#
+
) Qi# with Qi#+ as small as possible under inclusion.
We now produce the desired output for istart, iend.
• Our linked list i1 < i2 < · · · < iL consists of the list i#1 < i#2 < · · · < i#L# , with
i#0 := istart added to the beginning of the list. (Since the lists in question are
implemented here as linked lists, it takes work at most C to add i#0 to the list.)
• Our pointers are as follows.
For i ∈ {j+ 1, · · · , iend}, the pointers are precisely those produced in (4.1.7).
For i ∈ {istart + 1, · · · , j}, we take the pointers produced in (4.1.5). However,
for each i˜ℓ in the linked list (4.1.4), we set the pointer associated to i˜ℓ (which was
NULL in (4.1.5)) so that it indicates istart.
For i = istart, we take a NULL pointer.
The work needed to implement the above bullet points is at most
C+ C ·#{Maximal cuboids under inclusion among Qistart+1, · · · , Qj}.
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This concludes our description of the algorithm in Case 3. It produces the desired
information thanks to the inclusions and disjointness conditions that hold in Case 3.
Cases 1 and 2 are similar to Case 3, but easier.
In Case 1, there are no {j + 1, · · · , iend} to deal with, so we omit all steps relevant to
{j+ 1, · · · , iend}.
Similarly, in Case 2, there are no {istart + 1, · · · , j} to deal with, so we omit all steps
relevant to {istart + 1, · · · , j}.
Thus, in all cases, our recursive algorithm works as promised, except that we have not
yet estimated the work and storage needed to carry it out.
Regarding the work, which we callW(istart, iend), we note that (in Case 3) we have
W(istart, iend) ≤ C · (1+ logN) +W(istart + 1, j)(4.1.8)
+W(j+ 1, iend)
+ C ·#{Maximal Qi (under inclusion) among Qistart+1, · · · , Qj}.
In Case 1 we have instead
W(istart, iend) ≤ C · (1+ logN) +W(istart + 1, iend)
(4.1.9)
+ C ·#{Maximal Qi (under inclusion) among Qistart+1, · · · , Qiend}.
In Case 2 we have
W(istart, iend) ≤ C · (1+ logN) +W(istart + 1, iend)(4.1.10)
since there are no pointers to modify in Case 2.
To analyze (4.1.8),(4.1.9),(4.1.10), we introduce NR(istart, iend) := the number of cuboids
Qi amongQistart , · · · , Qiend that are not contained in any otherQi ′ amongQistart, · · · , Qiend.
(“NR” stands for “Number of Roots”.)
Then (4.1.8),(4.1.9),(4.1.10) together with the known inclusions that follow from Corol-
lary 4.1.2 tell us the following.
In Case 3, with j as given in Case 3, we have
W(istart, iend) ≤ C · (1+ logN) +W(istart + 1, j)(4.1.11)
+W(j+ 1, iend) + C ·NR(istart + 1, j)
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and
(4.1.12) NR(istart, iend) = 1+ NR(j+ 1, iend).
In Case 1, we have instead
(4.1.13) W(istart, iend) ≤ C · (1+ logN) +W(istart + 1, iend) + C · NR(istart + 1, iend)
and
(4.1.14) NR(istart, iend) = 1.
In Case 2, we have
(4.1.15) W(istart, iend) ≤ C · (1+ logN) +W(istart + 1, iend)
and
(4.1.16) NR(istart, iend) = 1+ NR(istart + 1, iend).
Consequently, in Case 3 we have[
W(istart, iend) + C
′NR(istart, iend)
] ≤ C ′′ · (1+ logN)(4.1.17)
+
[
W(istart + 1, j) + C
′NR(istart + 1, j)
]
+
[
W(j+ 1, iend) + C
′NR(j+ 1, iend)
]
.
(Here, we pick C ′ big, and then pick C ′′ much bigger.)
In Cases 1 & 2, we have instead
[
W(istart, iend) + C
′NR(istart, iend)
] ≤ C ′′ · (1+ logN)(4.1.18)
+
[
W(istart + 1, iend) + C
′NR(istart + 1, iend)
]
.
Also, when istart = iend we have
(4.1.19) W(istart, iend) + C
′NR(istart, iend) ≤ C ′′.
Thanks to (4.1.17)· · · (4.1.19), induction on iend − istart yields the estimate
W(istart, iend) + C
′NR(istart, iend) ≤ C ′′′ · (1+ logN) · (iend − istart + 1).
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In particular,
W(istart, iend) ≤ C · (1+ logN) · (iend − istart + 1)
as promised in the statement of MAKE FOREST.
Next, we analyze the storage needed to execute MAKE FOREST.
We implement the pointers as global data (see the second bullet point in the statement
of the algorithm); this requires space at most C · (iend − istart + 1). Let S(istart, iend) be the
space in which we can execute our algorithm MAKE FOREST(istart , iend), not counting the
space needed for the pointers, but including the space needed to compute and display
the linked list; see the first bullet point in the statement of the algorithm.
In Case 3, we see that
S(istart, iend) ≤ C +S(istart + 1, j) + S(j, iend).
In Case 1 and in Case 2 we have instead
S(istart, iend) ≤ C +S(istart + 1, iend).
Since also S(istart, istart) ≤ C, it therefore follows by induction that S(istart, iend) ≤
C(iend − istart + 1).
Therefore, the storage used in executing MAKE FOREST(istart , iend) is as promised.
This completes our explanation of that algorithm.

ALGORITHM: FILL IN GAPS.
Suppose we are given a cuboid Q̂ and a list of pairwise disjoint cuboidsQistart , · · · , Qiend,
sorted so thatQistart < Qistart+1 < · · · < Qiend. Assume that each Qi ⊂ Q̂.
We produce a DTree T consisting of cuboids, with root Q̂, andwith leavesQistart , · · · , Qiend
(and with no other leaves). Each node of T is either a leaf, the parent of a leaf, or has pre-
cisely two children.
The work and storage used to do so are at most C · (iend− istart + 1) · log(iend− istart + 2)
and C · (iend − istart + 1), respectively. Here, C depends only on the dimension n.
EXPLANATION . If any Qi = Q̂, then there is only one Qi, so we take our DTree to
consist only of Q̂. Suppose otherwise.
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If iend − istart + 1 ≤ 2, then we can take our DTree to have root Q̂, and take Q̂ to have
children Qistart , · · · , Qiend. Thus, our present algorithm is trivial in this case.
Suppose instead iend − istart + 1 ≥ 3. We take Q# to be the least dyadic cuboid (under
inclusion) that containsQistart andQiend. LetQ
′,Q ′′ be, respectively, the lesser and greater
child of Q# (as dyadic cuboids).
Since Qistart < · · · < Qiend and the Qj are pairwise disjoint, it follows that
• Q# ⊂ Q̂.
• Qi ⊂ Q# for each i = istart, · · · , iend.
• There exists j (istart ≤ j < iend) such that
Qistart , · · · , Qj ⊂ Q ′ and Qj+1, · · · , Qiend ⊂ Q ′′.
(These properties are obvious for dyadic cuboids, since they are obvious for dyadic inter-
vals; see our discussion of the 1-1 correspondence Ψ in Section 4.1.1.)
We can recursively apply the present algorithm to produce DTrees T ′,T ′′ with roots
Q ′,Q ′′, respectively. The leaves of T ′ are precisely Qistart , · · · , Qj; and the leaves of T ′′ are
precisely Qj+1, · · · , Qiend.
Our DTree T will consist of a root Q̂, together with T ′ and T ′′. The two children of Q̂
will be Q ′ and Q ′′. This T is obviously as promised.
Aside from recursively calling on itself, the above algorithm useswork at mostC log(#(T)+
1) and storage at most C (not counting the storage used to holdQistart , · · · , Qiend). The fac-
tor of log(#(T) + 1) comes from a binary search used to find j.
Therefore, altogether, our algorithm uses work and storage at most C ·#(T) log(#(T)+
1) and C · #(T), respectively, where T is the DTree arising from the algorithm. Since the
leaves of T are precisely Qistart , · · · , Qiend, and since each node of T (other than the leaves
and parents of leaves) has 2 children, we see that
#(T) ≤ C ·#(leaves of T) = C · (iend − istart + 1).
Thus, the work and storage of the algorithm are as promised.

ALGORITHM: MAKE DTREE. Suppose we are given a list of distinct cuboids Q1, · · · , QN.
With work ≤ CN(1+ logN) in space CN we produce a DTree T with the following prop-
erties.
• Each of the Qj is a node of T .
• Each node of T is marked as original if and only if it is one of the Qj.
• Furthermore, we mark each node Q of T to indicate either the smallest (under
inclusion) original node containing Q, or else to indicate that no such original
node exists.
• The number of nodes of T is at most CN.
EXPLANATION . We pick a cuboid Q00 that strictly contains the cuboids Q1, · · · , QN.
Applying the algorithmMAKE FOREST, wemake a tree T (1) with nodesQ00, Q1, · · · , QN,
such that Q is a descendant of Q ′ in T (1) if and only if Q ⊂ Q ′.
Note thatQ00 is the root of T (1).
Recall that each non-root node in T (1) is marked with a pointer to its parent. We mark
each internal node in T (1) with pointers to its children, using an obvious algorithm. We
also mark each non-root node in T (1) to indicate that it is original.
By repeatedly applying the algorithm FILL IN GAPS to a nodeQ of T (1) together with a
list of its children (sorted under <), we imbed the tree T (1) in a DTree T (2) that has at most
CN nodes. The nodes in T (1) retain their markings in T (2). At each stage, we indicate the
smallest original node containing each of the newly generated nodes (if such an original
node exists). Indeed, if Q = Q00, then we mark each of the new nodes Q ′ generated by
FILL IN GAPS to indicate thatQ ′ is not contained in any original node. IfQ 6= Q00, then we
mark each of the new nodes Q ′ generated by FILL IN GAPS to indicate that the smallest
original node containing Q ′ is the node Q.
This completes the construction of the marked DTree T (2).
One can easily check that the algorithm satisfies the desired work and storage bounds.

ALGORITHM: COMPUTE NORMS FROM MARKED CUBOIDS.
Suppose we are given a list Q1, · · · , QN of distinct dyadic cuboids in Rn, with each
cuboid Qi marked with linear functionals µ
Qi
1 , · · · , µQiLi : RD → R. Let N̂ =∑Ni=1(Li + 1).
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Given 1 < p < ∞, we perform one-time work at most CN̂(1 + log N̂) in space CN̂,
after which we can answer queries as follows:
A query consists of a dyadic cuboid Q in Rn.
The response to the query Q is a list of linear functionals µ̂Q1 , · · · , µ̂QD : RD → R, for
which we guarantee the estimate
c ·
D∑
j=1
|µ̂Qj (v)|p ≤
∑
Qi⊂Q
Li∑
j=1
|µQij (v)|p ≤ C
D∑
j=1
|µ̂Qj (v)|p for all v ∈ RD.
The work and storage used to answer a query are at most C · (1 + logN). Here, c and C
depend only on n, p, and D.
EXPLANATION . For each i = 1, · · · , N, we apply COMPRESS NORMS (see Section 2.8)
to the functionals µQij (1 ≤ j ≤ Li). We obtain linear functionals µQi1 , · · · , µQiD : RD → R
such that
(4.1.20) c ·
D∑
j=1
|µQij (v)|p ≤
Li∑
j=1
|µQij (v)|p ≤ C ·
D∑
j=1
|µQij (v)|p for all v ∈ RD.
We then construct a Dtree T such that each cuboid Qj is a node of T . This requires an
application of the algorithm MAKE DTREE. We guarantee that T has at most CN nodes.
We mark each node Qi of T (1 ≤ i ≤ N) with the linear functionals µQi1 , · · · , µQiD :
RD → R. We mark each node Q˜ of T that is not amongQ1, · · · , QN with linear functionals
µQ˜1 , · · · , µQ˜D : RD → R, all of which are simply zero.
Equipped with these markings, T becomes an ADTree. (See Section 4.1.2 for the defi-
nition of an ADTree.)
Applying the algorithm ADPROCESS to the ADTree T , we perform one-time work,
after which we can answer queries. A query consists of a dyadic cuboid Q in Rn. The
response to the queryQ is a set of linear functionals µ̂Q1 , · · · , µ̂QD : RD → R such that
c
D∑
j=1
|µ̂Qj (v)|p ≤
∑
Qi⊂Q
D∑
j=1
|µQij (v)|p ≤ C
D∑
j=1
|µ̂Qj (v)|p for all v ∈ RD.
This estimate and (4.1.20) show that the functionals µ̂Q1 , · · · , µ̂QD satisfy the conclusion of
the present algorithm. The work and storage used are easily seen to be as promised.

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ALGORITHM: PLACING A POINT INSIDE TARGET CUBOIDS.
Given a list of dyadic cuboids Q1, · · · , QN ⊂ Q◦ (not necessarily pairwise disjoint),
we perform one-time work ≤ CN(1 + logN) in space ≤ CN, after which we can answer
queries as follows:
A query consists of a point x ∈ Rn.
The response to a query x is either one of the Qi containing x, or else a promise that
no such Qi exists.
The work to answer a query is at most C · (1+ logN).
Here, C depends only on the dimension n.
EXPLANATION . We construct a DTree T and its control tree T = CT(T) with at most
CN nodes (using the paperback edition of MAKE CONTROL TREE), such that each of the
Qj is a node of T . We mark each node of T as original if and only if it is one of the Qj.
Furthermore, we mark each node Q of T to indicate either the smallest (under inclusion)
original node containing Q, or else to indicate that no such original node exists. (See
MAKE DTREE.)
Recall that each internal node ξ ∈ T has two children, marked as gochild(ξ) and
staychild(ξ). Each internal node ξ ∈ T is also marked with a node Qsplit(ξ) ∈ T . Each
node ξ ∈ T is marked with a node Qroot(ξ) = the root of the DTree BT(ξ).
Recall that we’ve marked each ξ to say whether BT(ξ) is a singleton.
Recall thatBT(root(T)) = T . Also recall thatBT(gochild(ξ)) = Descendants(Qsplit(ξ),BT(ξ)),
and BT(staychild(ξ)) = Nondescendants(Qsplit(ξ),BT(ξ)) for each internal node ξ ∈ T.
Let x ∈ Rn and ξ ∈ T be given. We consider the following procedure.
PROCEDURE FIND-ORIGINAL-NODE (x, ξ): We determine whether x is contained in an
original node in BT(ξ). If such an original node exists, then we exhibit one.
The above procedure answers our query when applied to ξ = root(T).
We now assume that ξ ∈ T is arbitrary. We ask whether x is contained in an original
node in BT(ξ).
To study our question, we compare x with the root Qroot(ξ) of BT(ξ). If x /∈ Qroot(ξ),
the answer is obviously NO.
(No original nodeQ ∈ BT(ξ) contains x.)
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Suppose x ∈ Qroot(ξ). If Qroot(ξ) is original, the answer is obviously YES, and we
exhibit Qroot(ξ) as an original node containing x.
SupposeQroot(ξ) is not original. IfQroot(ξ) is a leaf of BT(ξ) (i.e., BT(ξ) is a singleton),
then the answer is obviously NO.
Suppose Qroot(ξ) isn’t a leaf of BT(ξ) (i.e., BT(ξ) isn’t a singleton). We then compare
xwith Qsplit(ξ) ∈ BT(ξ).
If x /∈ Qsplit(ξ), then all the descendants of Qsplit(ξ) in BT(ξ) are irrelevant for our
discussion, i.e., they can’t possibly contain x. Therefore, in this case it’s enough to ask
whether x is contained in an original cuboid of Nondescendants(Qsplit(ξ),BT(ξ)).
Thus, in this case, we can pass from the root ξ to ξ+ = staychild(ξ) ∈ T, and we can
answer our question by recursion.
On the other hand, suppose x ∈ Qsplit(ξ). We examine the following two situations.
• Suppose Qsplit(ξ) is contained in an original node of T . Furthermore, suppose
that the smallest original nodeQ ∈ T containingQsplit(ξ) is contained inQroot(ξ).
Note that Qsplit(ξ) and Qroot(ξ) are nodes in BT(ξ), and Qsplit(ξ) ≤ Q ≤ Qroot(ξ)
(inclusion), hence Q is a node of BT(ξ) because BT(ξ) is a sub-tree of T (see
Lemma 4.1.1). Thus, the answer to our question is YES. We exhibit the original
node Q ∈ BT(ξ) containing x.
• Suppose that either Qsplit(ξ) is not contained in an original node of T , or that
the smallest original node containing Qsplit(ξ) is not contained in Qroot(ξ). This
means that none of the original nodes in BT(ξ) contain Qsplit(ξ). Then any origi-
nal node in BT(ξ) that contains xmust be a descendant of Qsplit(ξ).
Therefore, we may pass from ξ to ξ− = gochild(ξ) ∈ T, and we can answer
our question by recursion.
So, in all cases, we can answer our question.
The one-time work is at most CN(1+ logN). The query work, apart from recursing, is
at most C. We recurse at most C ·(1+ logN) times, since T has depth at most C ·(1+ logN).
So, the query work is at most C · (1+ logN), as desired.
This completes the description of the procedure FIND-ORIGINAL-NODE. As men-
tioned before, this yields the algorithm PLACING A POINT INSIDE TARGET CUBOIDS.

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4.2. The Callahan-Kosaraju Decomposition
Let E ⊂ Rn with #(E) = N ≥ 2. A well-separated pairs decomposition (WSPD) of E is
a finite sequence of Cartesian products E ′1 × E ′′1 , . . . , E ′L × E ′′L contained in E× E, with the
following properties.
(WSPD1) Each pair (x ′, x ′′) ∈ E × E with x ′ 6= x ′′ belongs to exactly one of the sets E ′ℓ × E ′′ℓ
(for ℓ = 1, . . . , L). Moreover, E ′ℓ ∩ E ′′ℓ = ∅ for ℓ = 1, . . . , L.
(WSPD2) For each ℓ = 1, . . . , L, we have diam(E ′ℓ) + diam(E
′′
ℓ ) ≤ 10−10 · dist(E ′ℓ, E ′′ℓ ).
(WSPD3) We have L ≤ CN, for some constant C depending only on the dimension n.
The next algorithm arises in the work of Callahan and Kosaraju in [10] (see also [18]).
ALGORITHM: MAKE WSPD. With work at most CN logN in space at most CN, we com-
pute aWSPD for E and we compute representative pairs (x ′ℓ, x
′′
ℓ ) ∈ E ′ℓ×E ′′ℓ for ℓ = 1, · · · , L.
We do not explain here what it means to “compute” a WSPD. This does not matter,
however, since we will only need the representative pairs (x ′ℓ, x
′′
ℓ ).
4.3. The BBD Tree
We recall a few of the results of Arya, Mount, Netanyahu, Silverman and Wu in [1].
Given E ⊂ Rn such that #(E) = N ≥ 2, and given x ∈ Rn, we can enumerate the
points of E as y1, · · · , yN so that
|x− y1| ≤ |x− y2| ≤ · · · ≤ |x− yN|.
We define dk(x, E) = |x − yk|. The definition of dk(x, E) is clearly independent of the
chosen enumeration.
The following result is contained in [1] (see also [18]).
THEOREM 4.3.1. There exists an algorithm with the following properties:
• The algorithm receives as input a subset E with #(E) = N ≥ 2. The algorithm performs
one-time work at most CN logN using storage CN, after which the algorithm is prepared
to answer queries.
• A query consists of a point x ∈ Rn.
• The answer to a query x consists of two distinct points x˜1, x˜2 ∈ Ewith |x−x˜1| ≤ 2d1(x, E)
and |x − x˜2| ≤ 2d2(x, E).
• The work required to answer a query is at most C logN.
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• Here, C depends only on the dimension n.
The proof of Theorem 4.3.1 relies on a data structure called a BBD Tree, which is asso-
ciated to E. As another application of the BBD Tree, we have the following algorithm (see
[18]).
ALGORITHM: RCZ. Given real numbers λ(x) (x ∈ E), we perform one-time work at most
CN logN in space CN, after which we can do the following.
Given a dyadic cuboid Q, we can compute the following numbers and points.
• #(E ∩Q).
• min{λ(x) : x ∈ E ∩Q} (or a promise that E ∩Q is empty).
• A representative point x(Q) ∈ E ∩Q (if E ∩Q 6= ∅).
• diam(Q ∩ E).
This computation requires work at most C logN
EXPLANATION . The computation follows directly from ALGORITHM RCZ1 in Section
25 of [18] and ALGORITHM REP1 in Section 27 of [18]. These algorithms explain how
to compute the quantities min {δ(x,A) : x ∈ E ∩Q} and #(E ∩Q), and how to compute a
representative point x(Q) ∈ E∩Qwhen E∩Q 6= ∅. The numbers δ(x,A) (x ∈ E) in Section
25 of [18] are treated as arbitrary given real numbers (except in Lemma 1 in Section 25 of
[18], which is not used elsewhere in the relevant algorithms). See Section 4.6 of this paper
for a related discussion.
For each 1 ≤ i ≤ n we define coordinate functions λi(x) = xi for x = (x1, · · · , xn) ∈ E.
Applying the computation in the first bullet point, we compute the quantities
ri := min{xi : x = (x1, · · · , xn) ∈ E ∩Q}, and
si := max{xi : x = (x1, · · · , xn) ∈ E ∩Q} (1 ≤ i ≤ n).
Thus, we can compute diam(E ∩Q) = max {|si − ri| : i = 1, · · · , n}. (Recall that diameters
are measured using the ℓ∞ norm.)

REMARK 4.3.1. LetQ be a dyadic cube. We can decide whether 3Q∩E is nonempty, and if so
we compute min {λ(x) : x ∈ E ∩ 3Q} and #(E ∩ 3Q). We use a divide and conquer strategy. We
write 3Q as the disjoint union of 3n dyadic cubes Qν of sidelength δQ. We apply ALGORITHM:
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RCZ to eachQν. We can tell whether E∩3Q is nonempty by checking whether E∩Qν is nonempty
for some ν. We complete the computation using the formulas
min {λ(x) : x ∈ E ∩ 3Q} = min
ν
min {λ(x) : x ∈ E ∩Qν}
#(E ∩ 3Q) =
∑
ν
#(E ∩Qν).
Similarly, we can compute min
{
λ(x) : x ∈ E ∩ 65
64
Q
}
and #(E ∩ 65
64
Q) (if E ∩ 65
64
Q 6= ∅). Here,
we use the fact that 65
64
Q is the disjoint union of 130n dyadic cubes of sidelength 1
128
δQ.
Hence, by replicating the argument in ALGORITHM RCZ, we can compute diam(E ∩ 3Q)
and diam(E ∩ 65
64
Q).
All the above computations requires work at most C logN after the one-time work of ALGO-
RITHM: RCZ has been carried out.
4.4. Clusters
Suppose we are given E ⊂ Rn with #(E) = N ≥ 2.
Suppose we are given A ≥ 1. Assume A exceeds a large enough constant determined
by n. Assume also that A is an integer power of 2.
In this section, letC, c, C ′, etc. denote constants determined byn, and letC(A), c(A), C ′(A),
etc. denote constants determined by A and n.
These symbols may denote different constants in different occurrences.
Recall that we use the l∞-norm and l∞-metric on Rn: For x = (x1, . . . , xn) ∈ Rn, we
have |x| = max1≤i≤n |xi|.
A subset S ⊂ E is called a cluster if
#(S) ≥ 2 and dist(S, E \ S) ≥ A3 · diam(S),
where dist(S, E \ S) =∞ if E \ S = ∅.
A cluster S is called a strong cluster if
dist(S, E \ S) ≥ A5 · diam(S),
where dist(S, E \ S) =∞ if E \ S = ∅.
A cluster that is not a strong cluster is called a weak cluster.
Let S be any finite non-empty subset of Rn.
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The lower left corner of S, denoted by LLC(S), is defined by
LLC(S) = (x1, . . . , xn) ∈ Rn where xi = min {yi : y = (y1, . . . , yn) ∈ S} for 1 ≤ i ≤ n.
The upper right corner of S, denoted by URC(S), is defined by
URC(S) = (x1, . . . , xn) ∈ Rn where xi = max {yi : y = (y1, . . . , yn) ∈ S} for 1 ≤ i ≤ n.
Note that diam(S) = |LLC(S) − URC(S)|, since we are using the l∞ metric on Rn.
If S ⊂ Rn is finite and contains at least 2 points, then we define the descriptor cube of
S to be the smallest dyadic cubeQ such thatQ contains LLC(S) and 3Q contains URC(S).
We note that S has one and only one descriptor cube.
We write DC(S) for the descriptor cube of S.
If LLC(S) = (x↓1, . . . , x
↓
n) and URC(S) = (x
↑
1, . . . , x
↑
n), then any point (x1, . . . , xn) ∈ S
satisfies x↓i ≤ xi ≤ x↑i for 1 ≤ i ≤ n.
Hence, ifQ = I1×· · ·×In is the descriptor cube of S, we have x↓i , x↑i ∈ 3Ii for 1 ≤ i ≤ n,
consequently, we have xi ∈ 3Ii for 1 ≤ i ≤ n. It follows that x ∈ 3Q.
Thus, if Q = DC(S), then S ⊂ 3Q. Moreover, diam(S) ≥ cδQ, by the minimal property
of Q.
ALGORITHM: FIND DESCRIPTOR CUBE.
We perform one-time work ≤ CN logN in space CN, after which we answer queries
as follows:
A query consists of a dyadic cube Q. The response to a query is as follows:
Either we guarantee that #(3Q ∩ E) ≤ 1, or we guarantee that #(3Q ∩ E) ≥ 2 and
we compute the descriptor cube DC(3Q ∩ E) together with the points LLC(3Q ∩ E) and
URC(3Q ∩ E). The query work is at most C logN.
EXPLANATION . We perform the one-time work of the BBD tree, after which we can
do the following:
We compute#(3Q∩E) using ALGORITHM: RCZ (see Remark 4.3.1). If#(3Q∩E) ≤ 1
then we indicate as such and terminate the computation. Otherwise, we guarantee that
#(3Q ∩ E) ≥ 2 and proceed as follows.
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Suppose we assign to each x ∈ E a label λ(x) ∈ R. After one-time work at most
CN log(N)we can answer queries, as follows:
A query is a dyadic cubeQ and a response to a query ismaxx∈E∩3Q λ(x) andminx∈E∩3Q λ(x).
The query work is at most C logN. (See Remark 4.3.1.)
Taking λ(x) to be the ith coordinate of x for each x ∈ E and looping over all i, we see
that we can perform one-time work at most CN log(N), after which, given any dyadic
query cubeQ, we can compute LLC(3Q∩E) and URC(3Q∩E)with work at most C logN.
After we obtain LLC(3Q ∩ E) and URC(3Q ∩ E), we can compute DC(3Q ∩ E) with
work at most C.
This completes the explanation of the algorithm FIND DESCRIPTOR CUBE.

ALGORITHM: MAKE CLUSTER DESCRIPTORS.
We produce a list of dyadic cubes QCD1 , . . . , Q
CD
L , with the following properties:
• For each l, the set Sl = 3QCDl ∩ E is a cluster.
• Every strong cluster is one of the the Sl above.
• For each l, the cube QCDl is the descriptor cube of Sl.
• L ≤ CN.
• The cubes QCD1 , . . . , QCDL are all distinct.
The algorithm uses work at most CN logN in space CN.
EXPLANATION . We perform the one-timework tomake representatives (x′ν, x
′′
ν)ν=1,··· ,νmax
of the Well-Separated Pairs Decomposition of E. Thus, νmax ≤ CN and for any x′, x′′ ∈ E
with x′ 6= x′′, there exists ν such that
|x′ − x′ν| + |x
′′ − x′′ν| ≤ 10−10 |x′ − x′′|
and
|x′ − x′ν| + |x
′′ − x′′ν| ≤ 10−10 |x′ν − x′′ν| .
(See Section 4.2.)
We perform the one-time work of the algorithm FIND DESCRIPTOR CUBE.
We perform the one-time work of the BBD tree. After that, given a dyadic cube Q, we
can compute #(E ∩ 3Q) in time C logN. (See the algorithm RCZ in Section 4.3.)
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For each ν, we let Scandν = 3Q
cand
ν ∩ E, where Qcandν is a dyadic cube containing x ′ν with
2 |x′ν − x
′′
ν| ≤ δQcandν ≤ 8 |x′ν − x′′ν|.
Instead of computing Scandν (which will take too much work), we compute Q
cand
ν .
To test whether we “like” Scandν , we test whether
(4.4.1) #(E ∩ 3Qcandν ) = #(E ∩ 3Q^candν ),
where Q^candν ⊃ Qcandν is a dyadic cube with sidelength A4δQcandν . (This test takes work
C logN after we perform the one-time work of the BBD tree. Recall that A is a power of
2.)
If we like Scandν (i.e., (4.4.1) holds), then we apply the query algorithm within the algo-
rithm FIND DESCRIPTOR CUBE to find
DC(Scandν ) = DC(3Q
cand
ν ∩ E).
We then add DC(Scandν ) to the list of the cubes
{
QCDl
}
.
If (4.4.1) does not hold, we do nothing further regarding Qcandν .
Thus, we produce a list of cubes
QCD1 , · · · , QCDL .
Note that L ≤ νmax ≤ CN, since each QCDℓ arises from Qcandν for some 1 ≤ ν ≤ νmax.
If we like Scandν , then S
cand
ν = 3Q
cand
ν ∩ E is a cluster. Indeed, since
#(E ∩ 3Qcandν ) = #(E ∩ 3Q^candν ),
we have
dist(Scandν , E \ S
cand
ν ) ≥ dist(3Qcandν ,Rn \ 3Q^candν )(4.4.2)
≥ cA4δQcandν ≥ c′A4 · diam(Scandν );
in obtaining inequality (4.4.2), we used Scandν = 3Q
cand
ν ∩ E ⊂ 3Qcandν and
(4.4.3) #
{
(E \ Scandν ) ∩ 3Q^candν
}
= #
{
(E ∩ 3Q^candν ) \ (E ∩ 3Qcandν )
}
= 0.
This completes the proof that Scandν is a cluster whenever (4.4.1) holds.
Next, we show that whenever we like Scandν = 3Q
cand
ν ∩ E (i.e., (4.4.1) holds), then{
QCDl := DC(S
cand
ν ), Sl := S
cand
ν
}
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satisfies
(4.4.4) Sl = 3Q
CD
l ∩ E.
Indeed, since QCDl = DC(S
cand
ν ), we have
(4.4.5) Sl = S
cand
ν ⊂ 3QCDl ∩ E.
On the other hand, δQCD
l
and δQcandν are both comparable to |x
′
ν − x
′′
ν|. Indeed, forQ
cand
ν , this
follows from the defining condition. ForQCDl , we have x
′
ν,x
′′
ν ∈ 3Qcandν ∩E = Scandν ⊂ 3QCDl ,
hence
|x′ν − x
′′
ν| ≤ CδQCD
l
.
Also, since Scandν = 3Q
cand
ν ∩ E, we have
diam(Scandν ) ≤ 3δQcandν ≤ C |x′ν − x′′ν| ,
hence QCDl = DC(S
cand
ν ) satisfies
δQCD
l
≤ C · diam(Scandν ) ≤ C′ |x′ν − x′′ν| .
Thus, as claimed, δQcandν and δQCDl are comparable to |x
′
ν − x
′′
ν|.
Furthermore, since x′ν ∈ 3Qcandν ∩ 3QCDl , it follows that
3QCDl ∩ E ⊂ AQcandν ∩ E = 3Qcandν ∩ E;
the last equality holds since we like Scandν .
Therefore,
(4.4.6) 3QCDl ∩ E ⊂ 3Qcandν ∩ E = Scandν = Sl.
From (4.4.5) and (4.4.6), we obtain (4.4.4).
Since QCDl = DC(S
cand
ν ), it now follows that Q
CD
l = DC(Sl), and Sl = 3Q
CD
l ∩ E.
Since Sl = S
cand
ν and S
cand
ν is a cluster, we have shown that Sl is a cluster.
We have now proven the first, third, and fourth bullet points asserted in the specifica-
tion of our algorithm MAKE CLUSTER DESCRIPTORS.
Next, we show the second bullet point: every strong cluster is one of the Sl.
Indeed, let S be a strong cluster. Thus, #(S) ≥ 2 and
dist(S, E \ S) ≥ A5 · diam(S).
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Fix x′, x′′ ∈ S such that |x′ − x′′| = diam(S). Then we can find ν such that
|x′ν − x
′|+ |x′′ν − x
′′| ≤ 10−10 |x′ − x′′| = 10−10 diam(S).
We have
(4.4.7) dist(x′ν, S) ≤ |x′ν − x′| ≤ 10−10 diam(S)
and
(4.4.8) dist(x′′ν, S) ≤ |x′′ν − x′′| ≤ 10−10 diam(S).
Since x′ν, x
′′
ν ∈ E and dist(S, E\S) ≥ A5 ·diam(S), from (4.4.7) and (4.4.8), we conclude that
x′ν, x
′′
ν ∈ S.
Next, we show that S = Scandν = 3Q
cand
ν ∩ E.
By definition of Qcandν , we have x
′
ν ∈ Qcandν and
(4.4.9) 2 |x′ν − x
′′
ν| ≤ δQcandν ≤ 8 |x′ν − x′′ν| .
Therefore, every point z ∈ Rn such that |z− x′ν| ≤ 32 |x′ν − x′′ν| belongs to 3Qcandν . On the
other hand, since x′ν ∈ S, we know that every x ∈ S satisfies
|x− x′ν| ≤ diam(S) = |x′ − x′′| ≤
3
2
|x′ν − x
′′
ν| .
Therefore, S ⊂ 3Qcandν . Since S is a cluster, S ⊂ E. Thus,
S ⊂ 3Qcandν ∩ E.
If S 6= 3Qcandν ∩ E, then there would exist x^ ∈ (3Qcandν ∩ E) \ S. We would then have
dist(E \ S, S) ≤ |x^− x′ν| ≤ CδQcandν ≤ C′ |x′ν − x′′ν| ≤ C′ diam(S),
contradicting our assumption that S is a strong cluster.
This completes the proof that S = Scandν = 3Q
cand
ν ∩ E, where the last equality follows
by definition.
Next, we check that we like Scandν , i.e., that
#(3Qcandν ∩ E) = #(3Q^candν ∩ E),
where Q^candν ⊃ Qν is a dyadic cube with δQ^candν = A4δQν .
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Indeed, suppose not. Then there would exist x^ ∈ (3Q^candν ∩ E) \ (3Qcandν ∩ E) ⊂ E \ S,
where the last inclusion holds because S = 3Qcandν ∩ E. We have
dist(E \ S, S) ≤ |x^ − x′ν| ≤ CδQ^candν
= CA4δQcandν
≤ C ′A4 |x′ν − x′′ν| (see (4.4.9))
≤ C ′A4 · diam(S) (since x′ν, x′′ν ∈ S),
contradicting our assumption that S is a strong cluster. This completes the proof that we
like Scandν .
We now know that DC(Scandν ) is one of the Q
CD
l , and that (for the same l), we have
Sl = S
cand
ν = S.
This proves the second bullet point asserted in our specification of the algorithm
MAKE CLUSTER DESCRIPTORS.
It remains to verify the last bullet point of the algorithm MAKE CLUSTER DESCRIP-
TORS, i.e., the cubes QCD1 , · · · , QCDL are all distinct. Since L ≤ CN, we can sort the QCDl ’s
and remove the duplicates with work CN logN.
Now all bullet points asserted in the specification of our algorithm hold.
The reader can easily check that thework and storage of our algorithm are as promised.

REMARK 4.4.1. Note that the clusters Sl produced (implicitly) by the above algorithm are all
distinct, since their descriptor cubes QCDl are all distinct, and any cluster has one and only one
descriptor cube.
ALGORITHM: LOCATE RELEVANT CLUSTER.
After performing the algorithm MAKE CLUSTER DESCRIPTORS and other one-time
work, we can answer queries as follows: A query consists of a point x ∈ Rn, for which
there exist a strong cluster S and a point x(S) ∈ S such that
(4.4.10) A diam(S) ≤ |x− x(S)| ≤ A−1 dist(E \ S, S).
We do not assume that S or x(S) is known.
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The response to a query x is one of the descriptor cubes QCDl produced by the algo-
rithm MAKE CLUSTER DESCRIPTORS such that (4.4.10) holds for S = Sl := 3Q
CD
l ∩ E and
for some x(S) ∈ S.
The one-time work is at most CN logN in spaceCN; the query work is at most C logN.
EXPLANATION . Suppose (4.4.10) holds for some S and for some x(S) ∈ S.
Assume that x ∈ S. ThenA·diam(S) ≤ |x − x(S)| ≤ diam(S). This gives a contradiction
if A > 1. Hence, we have shown that x /∈ S.
Assume next that x ∈ E \ S. Then dist(E \ S, S) ≤ |x − x(S)| ≤ A−1 dist(E \ S, S). This
gives a contradiction if A > 1. Hence, we have shown that x /∈ E \ S.
We have proven that x /∈ E.
Now,
dist(x, S) ≤ |x− x(S)| ≤ A−1 dist(E \ S, S),
and if E \ S 6= ∅ then
dist(x, E \ S) ≥ dist(E \ S, S) − dist(x, S)
≥ dist(E \ S, S) − |x− x(S)|
≥ dist(E \ S, S) −A−1 dist(E \ S, S)
≥ (1/2) dist(E \ S, S).
If E \ S = ∅, then by definition dist(x, E \ S) =∞.
Therefore,
dist(x, E \ S) ≥ cA · dist(x, S),
which yields
dist(x, S) = dist(x, E).
Using the BBD tree, we compute a number ∆ > 0 such that
8 · dist(x, E) ≤ ∆ ≤ 32 · dist(x, E),
and such that ∆ is a power of 2.
We then produce the dyadic cube Q# of sidelength ∆ containing x.
We claim that S = 3Q# ∩ E.
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To see this, note that dist(x, E\S) ≥ cA·dist(x, S) = cA·dist(x, E) ≥ c′A∆. On the other
hand, x ∈ Q# and δQ# = ∆.
Therefore, 3Q#∩E ⊂ S. If 3Q#∩E 6= S, then there exists x^ ∈ S\ (3Q#∩E) ⊂ S. On the
other hand, since x ∈ Q# and δQ# = ∆ ≥ 8dist(x, E), we know that 32Q# contains a point
of E; say xˇ ∈ 3
2
Q# ∩ E. Note that xˇ ∈ 3Q# ∩ E ⊂ S.
Thus, x^, xˇ ∈ S, with xˇ ∈ 3
2
Q# and x^ 6∈ 3Q#. Therefore,
diam(S) ≥ |x^ − xˇ| ≥ cδQ# = c∆
≥ c · dist(x, E) = c · dist(x, S)
≥ c [|x− x(S)|− diam(S)] , since x(S) ∈ S,
≥ c [A diam(S) − diam(S)] , by (4.4.10).
Thus, diam(S) ≥ c · (A − 1) · diam(S). Since S contains at least two points (because it is
a cluster), we have reached a contradiction. This completes the proof of our claim that
S = 3Q# ∩ E.
Since S is a strong cluster, its descriptor cubeDC(S) is among the cubesQCDl produced
by the algorithm MAKE CLUSTER DESCRIPTORS.
We can compute DC(S) by applying the algorithm FIND DESCRIPTOR CUBE to the
query cube Q#; this produces DC(S) because S = 3Q# ∩ E.
Accordingly, our algorithm proceeds as follows:
• Compute ∆, a power of 2, such that 8dist(x, E) ≤ ∆ ≤ 32dist(x, E), using the BBD
tree.
• Produce the dyadic cube Q# of sidelength ∆, containing x.
• Apply the query algorithm in FIND DESCRIPTOR CUBE to the query cube Q#.
This produces the cube DC(S).
• By a binary search, locate DC(S) among the cubes QCD1 , . . . , QCDL produced pre-
viously by the algorithm MAKE CLUSTER DESCRIPTORS. This produces one of
the QCDl , which is the descriptor cube for the cluster S in (4.4.10); in particular
S = Sl = 3Q
CD
l ∩ E satisfies (4.4.10), for some x(S) ∈ S.
Thus, our algorithm does what we promised. The work and storage of the algorithm
are easily seen to be as promised also.

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ALGORITHM: MAKE CLUSTER REPRESENTATIVES.
For each of the cubes QCD1 , . . . , Q
CD
L produced by the algorithm MAKE CLUSTER DE-
SCRIPTORS, we compute a point
x(Sl) ∈ Sl = 3QCDl ∩ E.
The algorithm uses work ≤ CN logN in space CN.
EXPLANATION . For eachQCDl (a dyadic cube), we use the BBD tree to compute a point
x(Sl) ∈ 3QCDl ∩ E (which we know to be non-empty, since it is a cluster). We use the fact
than 3QCDl is the union of 3
n dyadic cubes; the required algorithm can be found in Section
4.3.
The work and storage are as promised.

Since every strong cluster is one of the Sl, we have computed a representative point of
every strong cluster and possibly also of some weak clusters.
For each of the clusters S = Sl := 3Q
CD
l ∩ Ewe define the halo H(S) by
(4.4.11) H(S) =
{
y ∈ Rn : A · diam(S) < |y − x(S)| < A−1 · dist(E \ S, S)}
where x(S) is the cluster representative produced by the algorithm MAKE CLUSTER REP-
RESENTATIVE.
Finally, we recall Lemma 6.7 from [19].
LEMMA 4.4.1. Fix a cluster S = 3QCDl ∩E. Suppose that x ∈ H(S) and x ′ ∈ H(S) satisfy |x−
x(S)| ≥ |x ′ − x(S)|. Assume furthermore that x and x ′ belong to the same connected component
of H(S). Then there exist a finite sequence of points x1, · · · , xL ∈ H(S), and a positive integer L∗,
with the following properties:
• x1 = x and xL = x ′.
• |xℓ+1 − x(S)| ≤ |xℓ − x(S)| for ℓ = 1, · · · , L− 1.
• |xℓ − xℓ+1| ≤ A−2|xℓ − x(S)| for ℓ = 1, · · · , L− 1.
• |xℓ+L∗ − x(S)| ≤ (1−A−3)|xℓ − x(S)| for 1 ≤ ℓ ≤ L− L∗.
• L∗ ≤ A3.
REMARK 4.4.2. Lemma 6.7 in [19] was stated incorrectly in dimension n = 1. Here, we
include the minor yet necessary modifications. The additional assumption that x and x ′ belong
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to the same connected component of H(S) is required, since in dimension n = 1 the halo H(S)
consists of two connected components. Clearly, if x and x ′ belong to distinct connected components
there can be no finite sequence as in the statement of the lemma, and so this extra hypothesis is
necessary. We shall not prove this lemma in the case n = 1, as the argument is quite obvious. The
proof of Lemma 6.7 in [19] remains valid when n ≥ 2, since then the halos are connected.
4.5. Paths to Keystone Cubes
We assume we are given a finite subset E ⊂ Rn, with N = #(E) ≥ 2.
We are also given constants K ≥ 10, A ≥ 10. We assume that A is greater than a large
enough constant determined by n. We further assume that A is a power of 2 and that K is
an odd integer.
We write c, C, C′, etc. to denote constants that depend only on the dimension n; we
write c(K), C(K), and C′(K), etc. to denote constants that depend only on K and n; we
write c(A), c(A), C′(A), etc. to denote constants that depend only on A,K, n. These
symbols may denote different constants in different occurrences.
We suppose we are given a locally finite collection CZ consisting of dyadic cubes that
form a partition of Rn. We do not assume that any list of CZ cubes is given; in fact, there
are infinitely many CZ cubes. Rather, we assume that we have access to a CZ-ORACLE.
Given a query point x ∈ Rn, the CZ-ORACLE returns the one and only Q ∈ CZ that
contains x. We do not count any calls to the CZ-ORACLE in the one-time work or the
query work of any of the algorithms presented here; we will instead keep track of the
number of calls to the CZ-ORACLE.
We make the following assumptions on the decomposition CZ.
• (Good geometry) If Q,Q′ ∈ CZ and Q↔ Q′, then 1
64
δQ ≤ δQ′ ≤ 64δQ.
• (E is nearby) For each Q ∈ CZ, we have #(9Q ∩ E) ≥ 2.
Due to good geometry, we see that there exists a constant cG > 0, which is an integer
power of 2 depending only on the dimension n, such that, for anyQ,Q ′ ∈ CZ we have
(4.5.1) (1+ 8cG)Q ∩ (1+ 8cG)Q ′ 6= ∅ =⇒ Q↔ Q ′.
We next make a few definitions.
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Afinite sequence S = (Q1, Q2, · · · , QL) consisting ofCZ cubes is called a path provided
that any two consecutive cubes in the sequence touch. This property may be equivalently
written as
Q1 ↔ Q2 ↔ Q3 ↔ · · ·↔ QL.
We sometimes say that the path S joinsQ1 to QL.
A path S = (Q1, · · · , QL) is called exponentially decreasing if there exist constants 0 <
c(A) < 1 and C(A) ≥ 1 such that
δQℓ ′ ≤ C(A) · (1− c(A))ℓ
′−ℓδQℓ for 1 ≤ ℓ ≤ ℓ ′ ≤ L.
In particular, the constants c(A) and C(A) are assumed to be independent of the length L
of the sequence S.
A cube Q ∈ CZ is called keystone provided δQ′ ≥ δQ for each Q′ ∈ CZ that meets KQ.
(Obviously, this definition depends on the choice of K, which will always be clear from
the context.)
Recall that a subset S ⊂ E is called a cluster if#(S) ≥ 2 and dist(S, E\S) ≥ A3 ·diam(S).
There is a special collection of clusters S = 3QCDl ∩E (1 ≤ ℓ ≤ L) arising in the algorithm
MAKE CLUSTER DESCRIPTORS. We compute the representative point x(S) ∈ S associated
to each such cluster S using the algorithm MAKE CLUSTER REPRESENTATIVES. For each
such cluster, we let the halo H(S) be defined as in (4.4.11).
From this point onward in the section, until further notice, we shall assume that n ≥ 2.
We make use of this assumption in several of the results that follow. Toward the end of
this section we sketch the modifications required in dimension n = 1.
Now suppose we are given x ∈ (1+ cG)Q∩H(S), whereQ ∈ CZ and S = 3QCDl ∩E for
some fixed 1 ≤ ℓ ≤ L.
If δQ < c^ |x − x(S)| for a small enough constant c^, then since also x ∈ (1 + cG)Q, we
have
dist(10Q, x(S)) ≥ |x − x(S)|− 10δQ
≥ (1/2) · |x − x(S)|
≥ (A/2) · diam(S),
hence
dist(10Q, S) ≥ dist(10Q, x(S)) − diam(S) ≥ (A/4) · diam(S),
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which implies 10Q ∩ S = ∅.
Additionally, note that
(4.5.2) 10Q ⊂ B(x(S), |x− x(S)|+ 10δQ) ⊂ B(x(S), 2 |x − x(S)|),
since we assume δQ < c^ |x− x(S)|.
On the other hand,
dist(x(S), E \ S) ≥ dist(S, E \ S) ≥ A |x− x(S)|
since we assume that x ∈ H(S).
Together with (4.5.2), the above estimate tells us that 10Q ∩ (E \ S) = ∅.
Since also 10Q∩ S = ∅, we now know that 10Q∩ E = ∅, contradicting our assumption
“E is nearby” for the cube Q ∈ CZ.
Thus, our assumption δQ < c^ |x − x(S)| must be false. We have proven the following.
(4.5.3)
[
Suppose Q ∈ CZ , x ∈ (1+ cG)Q ∩H(S), where S = 3QCDl ∩ E.
Then δQ ≥ c |x − x(S)| .
]
REMARK 4.5.1. SupposeQ,Q′ ∈ CZ and x ∈ (1+ cG)Q, x′ ∈ (1+ cG)Q′. From (4.5.1) and
the good geometry of CZ we see that
δQ′ ≤ C · [δQ + |x − x′|] .
This estimate and its analogue withQ and Q′ interchanged tell us that
(4.5.4) c · [δQ + |x− x′|] ≤ [δQ′ + |x − x′|] ≤ C · [δQ′ + |x − x′|].
LEMMA 4.5.1. Let S = 3QCDl ∩ E be a cluster produced by the algorithm MAKE CLUSTER
DESCRIPTORS, and let x(S) ∈ S be its associated representative. Recall that
(4.5.5) H(S) =
{
y ∈ Rn : A · diam(S) < |y− x(S)| < A−1 · dist(E \ S, S)} .
Let x ∈ (1 + cG)Q ∩ H(S), with Q ∈ CZ. Finally let QCZ(S) be the CZ cube containing x(S).
Then δQ and δQCZ(S) + |x− x(S)| differ by at most a factor C.
PROOF. From (4.5.4) we deduce that δQCZ(S) + |x− x(S)| and δQ+ |x− x(S)| differ by at
most a factor of C. From (4.5.3), we have δQ ≥ c|x−x(S)|. Combining these two estimates,
we obtain the conclusion of the lemma. 
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LEMMA 4.5.2. Let S = 3QCDl ∩ E be a cluster produced by the algorithm MAKE CLUSTER
DESCRIPTORS. Let x, x ′ ∈ H(S), and let Q,Q ′ ∈ CZ, with x ∈ Q and x ′ ∈ Q ′. If |x − x ′| ≤
A−2|x − x(S)|, thenQ↔ Q ′.
PROOF. By Lemma 4.5.1, we have
|x ′ − x| ≤ A−2 [|x− x(S)|+ δQCZ(S)] ≤ CA−2δQ.
Since x ∈ Q, we have x ′ ∈ (1 + cG)Q. Also x ′ ∈ Q ′ ⊂ (1 + cG)Q ′. Thus (1 + cG)Q ∩ (1 +
cG)Q
′ 6= ∅, which implies that Q↔ Q ′. Here, we use (4.5.1). 
We assume that we have done all the one-time work for the algorithms in Section 4.4.
Thus, the query algorithms from Section 4.4 are at our disposal in the present section.
Recall that the one-time work just mentioned consists of work at most CN logN in space
at most CN.
ALGORITHM: KEYSTONE-OR-NOT.
Given a cube Q ∈ CZ, we produce one of the following outcomes:
(KEY 1) We guarantee that Q is a keystone cube.
(KEY 2) We produce a cube Q′ ∈ CZ such that
δQ′ ≤ 1
2
δQ and Q
′ ∩ KQ 6= ∅,
and such that there exists an exponentially decreasing path of CZ cubes
Q = Q1 ↔ Q2 ↔ . . .↔ QL = Q′,
with L ≤ C(K), and
(4.5.6) δQl ≤ C(K) · (1− c(K))l−l
′ · δQl′ for 1 ≤ l′ ≤ l ≤ L.
The work, space and number of calls to the CZ-ORACLE required by the algorithm are
bounded by a constant C(K).
EXPLANATION . Since K is an odd integer, we can partition KQ into Kn many dyadic
cubes Q˜ν, each of sidelength δQ. For each Q˜ν, we apply the CZ-ORACLE to determine
QCZν , the CZ cube containing the center of Q˜ν.
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The cube Q is keystone if and only if QCZν ⊇ Q˜ν for each ν. Thus, we can test whether
Q is a keystone, using work at most C(K) and using at most C(K) calls to the CZ-ORACLE.
If Q is a keystone, then we are done.
Suppose Q is not a keystone cube. We claim that there exists a path Q = Q1 ↔ Q2 ↔
. . .↔ QL as in (KEY 2). This claimwas essentially proven in Lemma 6.12 of [19]. Themain
difference is that the keystone cubes in [19] are defined with K = 100, whereas here K is
an odd integer of size at least 10 (to be fixed later). By making superficial modifications
to the argument in Lemma 6.12 of [19] we prove our claim in the present setting.
To find an exponentially decreasing path as in (KEY 2), we first enumerate all the paths
of CZ cubes Q = Q1 ↔ Q2 ↔ . . . ↔ QL with L ≤ C(K), and we then “test” each path to
see whether it satisfies the necessary conditions: δQL ≤ (1/2)δQ, QL ∩KQ 6= ∅, and (4.5.6).
There are at most C(K) such paths, and we can generate them using work, space and
calls to the CZ-ORACLE at most C(K), because, given a cube Q˜ ∈ CZ, we can determine
all the cubes Q˜′ ∈ CZ such that Q˜↔ Q˜′, by using at most C calls to the CZ-ORACLE. (Just
query the CZ-ORACLE using as x the center of each dyadic cube Q˜′ such that Q˜↔ Q˜′ and
1
64
δQ˜ ≤ δQ˜′ ≤ 64δQ˜.)
We can “test” a given path using work and storage at most C(K), and using no calls to
the CZ-ORACLE.
This concludes the explanation of the algorithm KEYSTONE-OR-NOT.

ALGORITHM: LIST ALL KEYSTONE CUBES.
We produce a list Q#1 , . . . , Q
#
L#
, consisting of all the keystone cubes in CZ. Each key-
stone cube appears once and only once in our list. We have L# ≤ C(K)N. The algo-
rithm uses work at most C(K)N logN in space C(K)N, and at most C(K)N calls to the
CZ-ORACLE.
EXPLANATION . Let Q# ∈ CZ be a keystone cube. Since Q# ∈ CZ, there exists a point
x ∈ 9Q# ∩ E due to our assumption that “E is nearby”. Let Qx be the CZ cube containing
x. Then δQx ≥ δQ# because Q# is keystone; moreover, δQx ≤ CδQ# because of good
geometry. Hence, for each keystone cube Q# there exists x ∈ E such that
(4.5.7) x ∈ 9Q# and cδQx ≤ δQ# ≤ δQx .
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To generate all the keystone cubes we may therefore proceed as follows.
We loop over all x ∈ E. For each x ∈ E, we produce the unique CZ cube Qx containing
x, using the CZ-ORACLE. We then list all the dyadic cubes Q# satisfying (4.5.7) (there are
at most C such Q# for a fixed x). Finally, we apply the algorithm KEYSTONE-OR-NOT to
test each Q# to see whether it is a keystone cube. We discard the cubes Q# that are not
keystone and retain the remaining cubes. Clearly, a single iteration of the loop requires at
most C(K) calls to the CZ-ORACLE and additional work at most C(K).
Thus, with work and storage at most C(K)N, and with at most C(K)N calls to the CZ-
ORACLE, we produce a listQ#1 , . . . , Q
#
L#
, with L# ≤ C(K)N, consisting of all the keystone
cubes, but possibly containing multiple copies of the same cube.
With work at most C(K)N logN in space C(K)N, we can sort the list Q#1 , . . . , Q
#
L#
and
remove duplicates.
This completes our explanation of the algorithm LIST ALL KEYSTONE CUBES.

ALGORITHM: MAKE AUXILIARY CUBES.
For each QCDl , Sl = 3Q
CD
l ∩ E, produced by the algorithm MAKE CLUSTER DESCRIP-
TORS, we compute a point xextral ∈ H(Sl) such that
(4.5.8) 2A · diam(Sl) ≤
∣∣xextral − x(Sl)∣∣ ≤ 8A · diam(Sl)
and we compute Qextral , the CZ cube containing x
extra
l .
The algorithm uses work ≤ C(A)N logN in space C(A)N, and makes at most C(A)N
calls to the CZ-ORACLE.
EXPLANATION . For each 1 ≤ l ≤ Lwe compute diam(Sl); see Remark 4.3.1. We choose
x ∈ Rn satisfying
2A · diam(Sl) ≤ |x − x(Sl)| ≤ 8A · diam(Sl).
Note that we necessarily have x ∈ H(Sl). After picking such a point x = xextral , we call the
CZ-ORACLE to determine Qextral .
Recall that there are at most CN distinct indices l; see the algorithm MAKE CLUSTER
DESCRIPTORS. Thus, in the present algorithm, the work, storage and number of calls to
the CZ-ORACLE are bounded as required.
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From Lemma 4.5.1 and the definition of Qextral (1 ≤ l ≤ L), we obtain the following:
LEMMA 4.5.3. Assume that n ≥ 2. Let Q ∈ CZ and l ∈ {1, · · · , L}, and suppose that
(4.5.9) cA10 · diam(Sl) < |x − x(Sl)| < CA−10 · dist(Sl, E \ Sl) for all x ∈ (1+ cG)Q.
Then there exists an exponentially decreasing path S = (Q1, · · · , QJ) joiningQ to Qextral .
PROOF. Denote the point xextra = xextral , the cube Q
extra = Qextral , and the cluster S = Sl.
By the conditions in the algorithm MAKE AUXILIARY CUBES, we have xextra ∈ Qextra ∩
H(S).
We will construct an exponentially decreasing path S = (Q̂1, · · · , Q̂J) that joins Q to
Qextra.
Let x ∈ Q. From (4.5.9), we see that x ∈ Q ∩H(S).
From (4.5.8) and (4.5.9) we see that
|xextra − x(S)| ≤ 8A diam(S) ≤ cA10 diam(S) ≤ |x− x(S)|.
Lemma 4.4.1 implies that there exists a sequence of points x1, · · · , xJ ∈ H(S) and an integer
J∗ ≥ 1, satisfying the following bullet points.
• x1 = x and xJ = xextra.
• |xj+1 − x(S)| ≤ |xj − x(S)| for j = 1, · · · , J− 1.
• |xj − xj+1| ≤ A−2|xj − x(S)| for j = 1, · · · , J− 1.
• |xj+J∗ − x(S)| ≤ (1−A−3)|xj − x(S)| for 1 ≤ j ≤ J− J∗.
• J∗ ≤ A3.
(Our assumption thatn ≥ 2 implies that the haloH(Sl) has a single connected component.
When n = 1 we cannot use Lemma 4.4.1, hence we will have to modify our approach.)
Since |xj − x(S)| is a non-increasing sequence, (4.5.8) and (4.5.9) imply that
2A diam(S) ≤ |xextra − x(S)| = |xJ − x(S)| ≤ |xj − x(S)| ≤ |x1 − x(S)|
= |x− x(S)| ≤ CA−10 dist(S, E \ S) ≤ A−1 dist(S, E \ S) for j = 1, · · · , J.
Hence, xj ∈ H(S) for each j = 1, · · · , J.
Let Qj (1 ≤ j ≤ J) denote the CZ cube containing xj. Thus Q1 = Q and QJ = Qextra.
(Recall that x1 = x ∈ Q and xJ = xextra ∈ Qextra.)
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By the third bullet point and by Lemma 4.5.2 we have
(4.5.10) Qj ↔ Qj+1 for j = 1, · · · , J− 1.
Hence, δQj+1 and δQj differ by at most a factor of 64, thanks to good geometry.
Recall that cG > 0 is a universal constant satisfying (4.5.1). We now prove the follow-
ing
Claim: If 1 ≤ J0 ≤ J satisfies
(4.5.11) |xJ0 − x(S)| ≥ cG · δQCZ(S),
then
(4.5.12) δQj ′ ≤ C(A) · (1− c(A))j
′−jδQj for all 1 ≤ j ≤ j ′ ≤ J0.
Proof of Claim: Since the sequence |xj−x(S)| (1 ≤ j ≤ J) is non-increasing, (4.5.11) implies
that |xj − x(S)| ≥ cG · δQCZ(S) for all 1 ≤ j ≤ J0. Thus, Lemma 4.5.1 implies that
c · |xj − x(S)| ≤ δQj ≤ C · |xj − x(S)| for 1 ≤ j ≤ J0.
This estimate and the fourth bullet point written above imply that
δQJ∗k ≤ C · (1−A−3)k−ℓ · δQJ∗ℓ for 1 ≤ J∗ℓ ≤ J∗k ≤ J0.
Since δQj+1 and δQj differ by at most a factor of 64, and since 1 ≤ J∗ ≤ A3, we obtain
(4.5.12). This completes the proof of the claim.
Since |xj − x(S)| (1 ≤ j ≤ J) is non-increasing, the following cases are exhaustive.
Case 1: |xJ − x(S)| ≥ cG · δQCZ(S).
Case 2: There exists 1 ≤ J ≤ J− 1 such that
• |xJ+1 − x(S)| < cG · δQCZ(S), and
• |xJ − x(S)| ≥ cG · δQCZ(S).
Case 3: |x1 − x(S)| < cG · δQCZ(S).
First, we consider Case 1. In this case, (4.5.11) holds with J0 = J. Hence, (4.5.12) im-
plies that
δQj ′ ≤ C(A) · (1− c(A))j
′−jδQj for 1 ≤ j ≤ j ′ ≤ J.
We define the sequence S := (Q1, · · · , QJ). The above estimate and (4.5.10) show that S is
an exponentially decreasing path joining Q to Qextra.
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Next, we consider Case 2. In this case, (4.5.11) holds with J0 = J. Hence, (4.5.12) im-
plies that
(4.5.13) δQj ′ ≤ C(A) · (1− c(A))j
′−jδQj for 1 ≤ j ≤ j ′ ≤ J.
Recall that x(S) ∈ QCZ(S), and |xJ+1 − x(S)| < cG · δQCZ(S). Hence, xJ+1 ∈ (1 + 8cG)QCZ(S).
Since also xJ+1 ∈ QJ+1we see that (1+8cG)QJ+1∩(1+8cG)QCZ(S) 6= ∅, henceQJ+1 ↔ QCZ(S)
thanks to (4.5.1).
Moreover, since |xj − x(S)| is non-increasing, we have
|xextra − x(S)| = |xJ − x(S)| ≤ |xJ+1 − x(S)| ≤ cG · δQCZ(S).
Recall that x(S) ∈ QCZ(S). Hence, the above estimate shows that xextra ∈ (1+ 8cG)QCZ(S).
Since also xextra ∈ Qextra we see that (1+8cG)QCZ(S)∩ (1+8cG)Qextra 6= ∅, henceQCZ(S)↔
Qextra thanks to (4.5.1).
We define the sequence S := (Q̂1, Q̂2, · · · , Q̂J) := (Q1, Q2, · · · , QJ, QJ+1, QCZ(S), Qextra).
From (4.5.10), we see that Q̂j ↔ Q̂j+1 (1 ≤ j ≤ J− 1), hence δQ̂j and δQ̂j+1 differ by at most
a factor of 64, thanks to good geometry. Combined with (4.5.13), this shows that S is an
exponentially decreasing path joining Q toQextra.
Lastly, we consider Case 3. In this case, Q1 ↔ QCZ(S) and QCZ(S) ↔ Qextra as in the
discussion of Case 2. Hence, the exponentially decreasing path S := (Q1, QCZ(S), Qextra)
joins Q to Qextra.
This completes the proof of Lemma 4.5.3.

A cube Q ∈ CZ is called interstellar provided that
(1+ 3cG)Q ∩ E = ∅ and diam(A10Q ∩ E) ≤ A−10δQ.
Any cube Q ∈ CZ that is not interstellar will be called non-interstellar.
ALGORITHM: TEST AN INTERSTELLAR CUBE.
We perform one-time work at most C(A)N logN in space C(A)N, after which we can
answer queries.
A query consists of a cube Q ∈ CZ.
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The response to the queryQ is as follows. We first determine whetherQ is interstellar.
If it is, then we find an index 1 ≤ l ≤ L such that S = Sl = 3QCDl ∩ E satisfies
(4.5.14) cA10 · diam(S) < |x− x(S)| < CA−10 · dist(S, E \ S),
for all x ∈ (1+ cG)Q. The query work is at most C(A) logN.
EXPLANATION . We determine whetherQ is interstellar by computing diam(A10Q∩E)
and by testing whether (1+3cG)Q∩E = ∅ using the BBD tree. We compute diam(A10Q∩E)
using the algorithm RCZ in Section 4.3. We use thatA10Q can be expressed as the disjoint
union of finitely many dyadic cubes of sidelength δQ/2; see Remark 4.3.1. Similarly, we
test whether (1 + 3cG)Q ∩ E = ∅ using the BBD tree and the fact that (1 + 3cG)Q can be
expressed as the disjoint union of finitely many dyadic cubes of sidelength cGδQ/2; again,
see Remark 4.3.1. This computation requires work and storage at most C(A) logN.
The proof of Lemma 6.3 in [19] shows that if Q is interstellar, then for some cluster S
we have (4.5.14) for all x ∈ (1+ cG)Q.
It follows that S is a strong cluster and therefore S is among the clusters Sl produced
by the algorithm MAKE CLUSTER DESCRIPTORS. Hence, for any x ∈ (1 + cG)Q we have
S = 3Q^ ∩ E, where Q^ is a dyadic cube such that δQ̂ ∈ [8 · dist(x, E), 64 · dist(x, E)] and
x ∈ Q̂.
Therefore, given an interstellar Q, we can learn which Sl satisfies (4.5.14) as follows.
• Let x be the center of Q.
• Compute dist(x, E) up to a factor of 2, using the BBD tree.
• Compute Q^, a dyadic cube containing x, with 8·dist(x, E) ≤ δQ^ ≤ 64·dist(x, E).
• Using the algorithm FIND DESCRIPTOR CUBE, compute the descriptor cubeQCD =
DC(3Q^ ∩ E).
• Weknow thatQCD will be one of our cubesQCDl produced by the algorithmMAKE
CLUSTER DESCRIPTORS. By a binary search, we find l such that QCD = QCDl .
• Thus, we find the l for which S = Sl = 3QCDl ∩ E satisfies (4.5.14).
This process takes work ≤ C(A) logN and uses at most C(A) calls to the CZ-ORACLE.

ALGORITHM: LIST ALL NON-INTERSTELLAR CUBES.
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Using work at most C(A)N logN in space C(A)N and making at most C(A)N calls to
the CZ-ORACLE, we produce all the non-interstellar cubes Q ∈ CZ.
EXPLANATION . We compute representatives (x ′ν, x
′′
ν) ∈ E×E (ν = 1, · · · , νmax) arising
in the WSPD. These representatives have the property that, for each (x ′, x ′′) ∈ E × E \
{(x, x) : x ∈ E}, there exists ν such that
|x ′ν − x ′|+ |x ′′ν − x ′′| ≤
1
100
|x ′ − x ′′|,
and νmax ≤ CN.
Let Q ∈ CZ be non-interstellar. Then either (1 + 3cG)Q ∩ E 6= ∅ or diam(A10Q ∩ E) >
A−10δQ. In the second case, there exist two points x
′, x ′′ ∈ A10Q∩Ewith |x ′−x ′′| > A−10δQ.
Hence, in the second case there exists ν such that x ′ν, x
′′
ν ∈ A11Q∩E and |x ′ν−x ′′ν | > A−11δQ.
We have shown the following: If Q ∈ CZ is non-interstellar, then
∃x ∈ E s.t. x ∈ (1+ 3cG)Q or ∃ν s.t. x ′ν, x ′′ν ∈ A11Q ∩ E and |x ′ν − x ′′ν | > A−11δQ.
Thus, to list all the non-interstellar cubes we can proceed as follows:
For each x ∈ E, find all the cubesQ ∈ CZ such that (1+ 3cG)Q contains x. There are at
most C such cubes for each fixed x. We produce these cubes by making at most C calls to
the CZ-ORACLE.
For each ν = 1, · · · , νmax, find all the dyadic cubes Q such that x ′ν, x ′′ν ∈ A11Q ∩ E and
δQ ≤ A11|x ′ν − x ′′ν |. There are at most C(A) such cubes for each fixed ν.
We have produced a list that contains all the non-interstellar cubes, and consists of at
most C(A)N dyadic cubes. We now pass through this list and remove any cubes that are
interstellar. We then sort the remaining cubes and remove duplicates.
Thus we have computed the list of all non-interstellar cubes.
The reader may easily check that our algorithm performs as promised in terms of
work, storage, and calls to the CZ-ORACLE.

We now create a list USUAL-SUSPECTS , consisting of all keystone cubes and all non-
interstellar CZ cubes, and all the cubes Qextral produced by the algorithm MAKE AUXIL-
IARY CUBES.
108
There are at most C(A)N cubes in the list USUAL-SUSPECTS, and we can produce
the list using work ≤ C(A)N logN, storage ≤ C(A)N, and at most C(A)N calls to the
CZ-ORACLE.
We assume that our list USUAL-SUSPECTS is sorted so thatQ,Q′ ∈USUAL-SUSPECTS
and δQ < δQ′ ⇒ Q precedes Q′ in the list USUAL-SUSPECTS. Thus, all the smallest
cubes are located at the beginning of the list. We may also assume that the list USUAL-
SUSPECTS contains no duplicates.
This can be achieved by doing extra work at most C(A)N logN in space C(A)N.
In preparation for the next two algorithms, we prove a small lemma.
LEMMA 4.5.4. Fix constants A# ≥ 1 and 0 < a# < 1. Suppose we are given finite sequences
S [1] : δ[1]1 , δ[1]2 , · · · , δ[1]L[1]
...
S [M] : δ[M]1 , δ[M]2 , · · · , δ[M]L[M]
of positive real numbers. Assume
• δ[k]ℓ ≤ A# · (1− a#)ℓ−ℓ
′
δ
[k]
ℓ′ for 1 ≤ k ≤M and 1 ≤ ℓ′ ≤ ℓ ≤ L[k].
• δ[k]
L[k]
≤ (1− a#)L[k]−1δ[k]1 for 1 ≤ k ≤M.
• δ[k+1]1 = δ[k]L[k] for 1 ≤ k ≤M− 1.
Then the sequence(
δ
[1]
1 , · · · , δ[1]L[1], δ
[2]
2 , · · · , δ[2]L[2], δ
[3]
2 , · · · , δ[3]L[3], . . . , δ
[M−1]
L[M−1]
, δ
[M]
2 , · · · , δ[M]L[M]
)
≡ (δ1, δ2, . . . , δJ)
satisfies
δj ≤ (A#)2 · (1− a#)j−j′δj′ for 1 ≤ j′ ≤ j ≤ J.
PROOF. Let 1 ≤ j ′ ≤ j ≤ J.
First, suppose that δj = δ
[k]
ℓ and δj ′ = δ
[k]
ℓ ′ with 1 ≤ k ≤ M and 1 ≤ ℓ ′ ≤ ℓ ≤ L[k]. Then
we have
δj = δ
[k]
ℓ ≤ A# · (1− a#)ℓ−ℓ
′
δ
[k]
ℓ′
= A# · (1− a#)j−j′δj′ .
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We consider the remaining case. Namely, suppose that δj = δ
[k]
ℓ and δj ′ = δ
[k ′]
ℓ ′ with
1 ≤ k ′ < k ≤M, 1 ≤ ℓ ≤ L[k], and 1 ≤ ℓ ′ ≤ L[k ′]. Then we have
δj = δ
[k]
ℓ ≤ A# · (1− a#)ℓ−1δ[k]1
= A# · (1− a#)ℓ−1δ[k−1]
L[K−1]
≤ A# · (1− a#)ℓ−1(1− a#)L[k−1]−1δ[k−1]1 .
Now, iterating the above reasoning we obtain
δj = δ
[k]
ℓ ≤ A# · (1− a#)ℓ−1(1− a#)L
[k−1]−1 · · · (1− a#)L[k ′+1]−1δ[k ′+1]1
= A# · (1− a#)ℓ−1(1− a#)L[k−1]−1 · · · (1− a#)L[k ′+1]−1δ[k ′]
L[k
′]
≤ (A#)2 · (1− a#)ℓ−1(1− a#)L[k−1]−1 · · · (1− a#)L[k ′+1]−1 · (1− a#)L[k
′]−ℓ ′δ
[k ′]
ℓ ′
= (A#)2 · (1− a#)j−j ′δj ′ .
This completes the proof of the lemma. 
ALGORITHM: MARK USUAL SUSPECTS.
We mark each cube Q appearing in the list USUAL-SUSPECTS with a keystone cube
K(Q) such that Q is joined to K(Q) by an exponentially decreasing path. That is, there
exists a finite sequence of CZ cubes
Q = Q1 ↔ Q2 ↔ · · ·↔ QL(Q) = K(Q)
such that
δQℓ ′ ≤ C(A) · (1− c(A))ℓ
′−ℓδQℓ for 1 ≤ ℓ ≤ ℓ ′ ≤ L(Q).
We do not compute Q1, · · · , QL(Q)−1, but we guarantee that they exist.
If Q is keystone, then we guarantee that K(Q) = Q.
The algorithm does work at most C(A)N logN in space C(A)N, and it makes at most
C(A)N calls to the CZ-ORACLE.
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EXPLANATION . For eachQ in the list USUAL-SUSPECTSwe will compute a keystone
cube K(Q) ∈ CZ such that we guarantee that there exists a list of sequences of CZ cubes
S1 =
(
Q
[1]
1 , · · · , Q[1]L[1]
)
,
S2 =
(
Q
[2]
1 , · · · , Q[2]L[2]
)
,
...
SM =
(
Q
[M]
1 , · · · , Q[M]L[M]
)
,
with the following properties.
• The initial cube of S1 is Q and the terminal cube of SM is K(Q), i.e.,
Q
[1]
1 = Q and Q
[M]
L[M]
= K(Q).
• The terminal cube of a sequence matches the initial cube of its successor:
Q
[k]
L[k]
= Q
[k+1]
1 for 1 ≤ k ≤M− 1.
• Each sequence is connected and exponentially decreasing:
Q
[k]
1 ↔ Q[k]2 ↔ · · ·↔ Q[k]L[k]
and
δ
Q
[k]
ℓ
≤ C# · (1− c#)ℓ−ℓ′δQ[k]
ℓ ′
for 1 ≤ ℓ′ ≤ ℓ ≤ L[k].
Moreover, we guarantee that
δ
Q
[k]
L[k]
≤ (1− c#)L[k]−1 · δQ[k]
1
.
Here, c# ∈ (0, 1) and C# ≥ 1 are controlled constants. In this discussion, a
“controlled constant” is a constant that depends only on A, K, and n.
If these conditions hold, thenwe say thatQ andK(Q) are connected by a chainS1, · · · ,SM
with constants c# and C#.
By concatenating the sequences S1, · · · ,SM we obtain a sequence of CZ cubes as in the
algorithm MARK USUAL SUSPECTS, with C(A) = (C#)
2 and c(A) = c#. See Lemma 4.5.4.
Thus it suffices to compute a keystone cube K(Q) and verify the existence of a suitable
chain for eachQ in the list USUAL-SUSPECTS.
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Recall that the cubes in USUAL-SUSPECTS are sorted according to their size. We loop
through all theQ in USUAL-SUSPECTS, starting with the smallest cubes at the beginning
of the list. We will compute K(Q) in the body of the loop, which is presented below.
We fix Q in USUAL-SUSPECTS. By induction, we may assume that for each Q ′ in
USUAL-SUSPECTS with δQ ′ < δQ we have computed a keystone cube K(Q ′) to whichQ ′
is connected by a chain with constants c# and C#.
We assume that c# is less than a small enough controlled constant, and that C# is
greater than a large enough controlled constant. We will later pick c# and C# to be con-
trolled constants, but not yet.
We perform the following procedure.
Main Procedure:
• We initialize Q[1] = Q.
• LetMmax be a large enough integer determined byA, K, and n, to be picked later.
• We perform the following loop:
For (k = 1, · · · ,Mmax − 1){
– We execute the algorithm KEYSTONE-OR-NOT to produce one of two out-
comes.
(Outcome A) We guarantee that Q[k] is a keystone cube. We then return the
cubeQout = Q
[k], indicating that it is a keystone cube, and terminate the loop.
(Outcome B)We witness that Q[k] fails to be a keystone cube: We compute a
cube Q[k+1] ∈ CZ with δQ[k+1] ≤ 12δQ[k] and Q[k+1] ∩ KQ[k] 6= ∅, such that there
exists a sequence of CZ cubes Sk = (Q[k]1 , Q[k]2 , · · · , Q[k]L[k]), with L[k] ≤ C(K) and
Q[k] = Q
[k]
1 ↔ Q[k]2 ↔ · · ·↔ Q[k]L[k] = Q[k+1]
such that
δ
Q
[k]
ℓ
≤ C(A) · (1− c(A))ℓ−ℓ′δ
Q
[k]
ℓ ′
for 1 ≤ ℓ′ ≤ ℓ ≤ L[k].
Combining the estimate δ
Q
[k]
L[k]
≤ 1
2
δ
Q
[k]
1
with our bound on L[k], we see that
δ
Q
[k]
L[k]
≤ (1− c(A))L[k]−1 · δ
Q
[k]
1
.
Here, c(A) and C(A) are controlled constants.
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– If k = Mmax − 1 then we return the cube Qout = Q
[Mmax]. Using the algo-
rithm KEYSTONE-OR-NOT, we determine whether Qout is a keystone cube,
and after indicating the result to the user we terminate the loop.}
We will now analyze the output of the Main Procedure.
Suppose that the Main Procedure returns Qout = Q
[M0] with 1 ≤ M0 ≤ Mmax. Recall
that the Main Procedure indicates whetherQ[M0] is keystone.
According to the construction in the Main Procedure, the following Main Condition
holds: there exists a chain connecting Q = Q[1] toQ[M0] with constants c(A) and C(A).
(IfM0 = 1 then a trivial chain connects Q to Q
[1] = Q.)
The construction proceeds in three cases below.
Case 1: Suppose that Q[M0] is keystone. According to the Main Condition, Q is con-
nected to the keystone cube Q[M0] by a chain with constants c# and C#. Here, we assume
that c# ≤ c(A) and C# ≥ C(A). Therefore, we can define K(Q) := Q[M0] and the requisite
properties listed in the bullet points at the beginning of the explanation will be satisfied.
This concludes the analysis in Case 1.
Note that, if Q is keystone, then M0 = 1 and Q
[1] = Q. To see this, just examine the
Main Procedure. Hence,K(Q) = QwhenQ is keystone. This proves one of the conditions
in the algorithm.
In the remaining cases,Q[M0] is not a keystone cube. We then haveM0 = Mmax because
the loop on k cannot terminate early. Hence, by construction, Q[Mmax] is not a keystone
cube, and
(4.5.15) δQ[Mmax] ≤ 2−1 · δQ[Mmax−1] ≤ · · · ≤ 2−Mmax+1 · δQ[1] = 2−Mmax+1 · δQ.
We can determine whether Q[Mmax] appears in the list USUAL-SUSPECTS using a bi-
nary search. This takes work at most C(A) logN.
Case 2: Suppose that Q[Mmax] is in the list USUAL-SUSPECTS. From (4.5.15) and since
Mmax ≥ 2, we have δQ[Mmax] ≤ 12δQ, henceQ[Mmax] precedesQ in the list USUAL-SUSPECTS.
By induction hypothesis, we have computed a keystone cube K(Q[Mmax]) to whichQ[Mmax]
is connected by a chain with constants c# and C#. Moreover, another chain connects Q
to Q[Mmax] (by the Main Condition). By concatenating these chains, we see that Q is con-
nected toK(Q[Mmax]) by a chainwith constants c# andC#. Here, we require that c# ≤ c(A)
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and C# ≥ C(A). We may thus define K(Q) := K(Q[Mmax]) and the requisite properties are
satisfied. This concludes the analysis in Case 2.
Case 3: Suppose that Q[Mmax] is not in the list USUAL-SUSPECTS. Then Q[Mmax] is in-
terstellar, since all non-interstellar CZ cubes appear in the list USUAL-SUSPECTS. Using
the algorithm TEST AN INTERSTELLAR CUBE, we determine a value of l such that
cA10 · diam(Sl) < |x − x(Sl)| < CA−10 · dist(Sl, E \ Sl) for all x ∈ (1+ cG)Q[Mmax].
By definition, the cube Qfin := Qextral appears in the list USUAL-SUSPECTS.
By Lemma 4.5.3 there exists a sequence of CZ cubes Q1 ↔ · · · ↔ QL such that Q1 =
Q[Mmax], QL = Q
fin, and
δQℓ ≤ C(A) · (1− c(A))ℓ−ℓ
′
δQℓ′ for 1 ≤ ℓ′ ≤ ℓ ≤ L,
for controlled constants c(A) and C(A).
Hence, δQfin ≤ C(A)δQ[Mmax] ≤ C(A)2−MmaxδQ. We pick
Mmax ≥ log2(C(A)) + 1,
and thus we obtain the estimate δQfin ≤ 12δQ.
Now, there exists a sequence of CZ cubes Q˜1 ↔ · · · ↔ Q˜L˜ such that Q˜1 = Q, Q˜L˜ =
Q[Mmax], and L˜ ≤ C(A) for a controlled constant C(A). This is a consequence of the con-
struction in the Main Procedure. We concatenate the sequences (Q˜ℓ)1≤ℓ≤L˜ and (Qℓ)1≤ℓ≤L.
The resulting sequence (Q̂1, · · · , Q̂L̂) satisfies
• Q̂1 = Q, and Q̂L̂ = Qfin.
• Q̂ℓ ↔ Q̂ℓ+1 for 1 ≤ ℓ ≤ L̂.
• δQ̂ℓ ≤ C ′(A) · (1− c ′(A))ℓ−ℓ
′ · δQℓ ′ for 1 ≤ ℓ ′ ≤ ℓ ≤ L̂.
• δQ̂
L̂
≤ 1
2
δQ̂1 .
Here, c ′(A) and C ′(A) are controlled constants. The last two bullet points imply that
δQ̂
L̂
≤ (1− c ′′(A))L̂−1δQ1
for a controlled constant c ′′(A) ≤ c ′(A). Hence, Q is connected to Qfin by a chain (in fact,
the chain consists of a single sequence) with constants c ′′(A) and C ′(A).
Moreover, since δQfin ≤ 12δQ, we know thatQfin precedesQ in the list USUAL-SUSPECTS.
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By induction hypothesis, we have computed a keystone cube K(Qfin) to which Qfin is
connected by a chain with constants c# andC#. Moreover, as shown above,Q connects to
Qfin by a chain with constants c ′′(A) and C ′(A). Hence, Q connects to K(Qfin) by a chain
with constants c# and C#. Here, we assume that c# ≤ c ′′(A) and C# ≥ C ′(A). We may
thus define K(Q) := K(Qfin) and the requisite properties are satisfied. This concludes the
analysis in Case 3.
We review what we have achieved. By looping over all the cubesQ in the list USUAL-
SUSPECTS (sorted by size), we have computed for eachQ a keystone cube K(Q), and we
have verified that Q is connected to K(Q) by a chain with constants c# and C#. We may
choose c# and C# to be controlled constants. As mentioned before, by Lemma 4.5.4, there
thus exists an exponentially decreasing path connecting Q to K(Q).
The reader may easily check that our algorithm performs as promised in terms of the
work, storage, and number of calls to the CZ-ORACLE
This concludes the explanation of the algorithm MARK USUAL SUSPECTS.

MAIN KEYSTONE CUBE ALGORITHM.
We perform one-time work, after which we can answer queries.
A query consists of a cube Q ∈ CZ. The response to a query is a keystone cube K(Q).
We guarantee the following:
• For each Q ∈ CZ there is a finite sequence of CZ cubes
Q = Q1 ↔ Q2 ↔ · · ·↔ QL = K(Q)
such that
δQℓ ≤ C(A) · (1− c(A))ℓ−ℓ
′
δQℓ′ for 1 ≤ ℓ′ ≤ ℓ ≤ L.
• If Q is keystone, then K(Q) = Q.
• As part of the one-time work we compute a list called BORDER-DISPUTES, con-
sisting of pairs (Q,Q′) with Q,Q ′ ∈ CZ. A pair of CZ cubes (Q,Q′) belongs to
BORDER-DISPUTES if and only if K(Q) 6= K(Q′) and Q ↔ Q ′. We guarantee
that the list BORDER-DISPUTES consists of at most C(A) ·N pairs of CZ cubes.
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• The query work is at most C(A) logN. The query work makes at most C(A) ad-
ditional calls to the CZ-ORACLE.
• The one-time work is at most C(A)N logN in space C(A)N. The one-time work
makes at most C(A)N additional calls to the CZ-ORACLE.
EXPLANATION . As part of the one-timework, we execute the algorithmMARK USUAL
SUSPECTS. Hence, each cube Q from the list USUAL-SUSPECTS is marked with a key-
stone cube K(Q), and we guarantee that there exists an exponentially decreasing path
connectingQ andK(Q). Furthermore, ifQ is keystone, thenwe guarantee thatK(Q) = Q.
We now explain the query algorithm.
Let Q be a CZ cube. By a binary search, we can check whether Q belongs to the list
USUAL-SUSPECTS. This requires work at most C(A) logN.
IfQ ∈USUAL-SUSPECTS, then we have precomputed K(Q) satisfying the first bullet
point.
Note that all the keystone cubes are among this list of USUAL-SUSPECTS. Hence, the
second bullet point will always hold.
If Q /∈ USUAL-SUSPECTS, then Q is interstellar, since all non-interstellar CZ cubes
are among the USUAL-SUSPECTS.
Applying the algorithm TEST AN INTERSTELLAR CUBE, we compute an index l for
which
cA10 · diam(Sl) < |x − x(Sl)| < CA−10 · dist(Sl, E \ Sl) for all x ∈ (1+ cG)Q,
where Sl = 3Q
CD
l ∩ E. Hence, for this index lwe have
(4.5.16) (1+ cG)Q ⊂ H(Sl).
(See the definition of the halo H(Sl) in (4.5.5).) This computation requires work at most
C(A) logN and uses at most C(A) calls to the CZ-ORACLE.
By Lemma 4.5.3, there exists an exponentially decreasing path of CZ cubes joining
Q to Qextral ; moreover, Q
extra
l is among the USUAL-SUSPECTS. Therefore, we have pre-
computed a keystone cube K(Qextral ), to which Qextral may be joined by an exponentially
decreasing path.
We set K(Q) := K(Qextral ). Note that Q is joined by an exponentially decreasing path
to Qextral and that Q
extra
l is joined by an exponentially decreasing path to K(Qextral ). Hence,
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there exists an exponentially decreasing path as in the first bullet point. The second bullet
point holds vacuously. Indeed, all the keystone cubes are among the USUAL-SUSPECTS,
and Q is not among the USUAL-SUSPECTS, hence Q is not keystone.
Thus, we have succeeded in responding to the query Q.
We see that the work and the number of calls to the CZ-ORACLE in the query work are
controlled as required.
This concludes our explanation of the query algorithm.
Next, we explain how to generate the list BORDER-DISPUTES.
Suppose that Q, Q˜ ∈ CZ, with Q ↔ Q˜. Assume that neither Q nor Q˜ appears on the
list of USUAL-SUSPECTS. Then our query algorithm sets K(Q) := K(Qextral ) and K(Q˜) :=
K(Qextra
l˜
), where (1 + cG)Q ⊂ H(Sl) and (1 + cG)Q˜ ⊂ H(Sl˜), with the usual definitions
Sl = 3Q
CD
l ∩ E and Sl˜ = 3QCDl˜ ∩ E. See (4.5.16).
We recall Lemma 6.5 in Chapter 6 of [19], which states that the halosH(S) are pairwise
disjoint as S varies over all the clusters.
Since (1+cG)Q∩ (1+cG)Q˜ 6= ∅, it follows that Sl = Sl˜, henceQl = DC(Sl) = DC(Sl˜) =
Ql˜, hence l = l˜.
Therefore, K(Q) = K(Qextral ) = K(Qextral˜ ) = K(Q˜).
Consequently, whenever Q,Q′ ∈ CZ with Q ↔ Q′ and K(Q) 6= K(Q′), either Q or Q′
is among the USUAL-SUSPECTS.
Using our list USUAL-SUSPECTS and the CZ-ORACLE, we can easily generate a list
of all pairs of CZ cubes
(4.5.17)
[
(Q,Q′) such that Q↔ Q′ and
Q or Q′ ∈ USUAL-SUSPECTS.
]
There are at most C(A)N such pairs, and we can generate them, sort them and remove
duplicates with work ≤ C(A)N logN in space C(A)N, making at most C(A)N calls to the
CZ-ORACLE.
Using our query algorithm, we can simply test each pair (Q,Q′) satisfying (4.5.17) to
determine whether K(Q) = K(Q′).
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This produces the list BORDER-DISPUTES, satisfying the third bullet point of our
algorithm. Since the are at most C(A)N pairs satisfying (4.5.17), the fourth bullet point
holds as well.
Note that we performwork≤ C (A)N logN in spaceC(A)N, andmake at most C(A)N
calls to the CZ-ORACLE, in pruning the list (4.5.17) to make the list BORDER-DISPUTES.
This concludes our explanation of the MAIN KEYSTONE CUBE ALGORITHM.

4.5.0.1. The one-dimensional case. We now assume that n = 1. As noted before, Lemma
4.5.3 does not apply in this case. The cause of this failure is the fact that in one dimension
the halo H(S) has multiple connected components. Indeed,
H(S) = {y ∈ Rn : A · diam(S) < |y− x(S)| < A−1 · dist(E \ S, S)}
is the union of two disjoint intervals.
We start by modifying the construction of xextral and Q
extra
l from the algorithm MAKE
AUXILIARY CUBES. Instead of the points xextral , we define
xextra,±l = x(Sl)± 4A · diam(Sl).
This definition yields the following result, just as before.
• ALGORITHM: MAKE AUXILIARY CUBES (VERSION II). For eachQCDl , Sl = 3QCDl ∩
E, produced by the algorithm MAKE CLUSTER DESCRIPTORS, we compute two
points xextra,−l , x
extra,+
l ∈ H(Sl) such that
2A · diam(Sl) ≤
∣∣∣xextra,jl − x(Sl)∣∣∣ ≤ 8A · diam(Sl) for j ∈ {+,−}.
We guarantee that each of the connected components of H(Sl) contains one of the
points xextra,−l , x
extra,+
l . We also computeQ
extra,−
l andQ
extra,+
l , the CZ cubes contain-
ing xextra,−l and x
extra,+
l , respectively. The algorithm uses work at most C(A)N logN
in space C(A)N, and makes at most C(A)N calls to the CZ-ORACLE.
We require the following result, which is a modified version of Lemma 4.5.3.
LEMMA 4.5.5. Assume that n = 1. Let Q ∈ CZ, and suppose that
(4.5.18) cA10 · diam(Sl) < |x − x(Sl)| < CA−10 · dist(Sl, E \ Sl) for some x ∈ (1+ cG)Q.
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Assume that j ∈ {+,−} is chosen so that xextra,jl and x belong to the same connected component of
H(Sl).
Then there exists an exponentially decreasing path S = (Q1, · · · , QJ) joining Q to Q
extra,j
l .
To prove this lemma we mimic the proof of Lemma 4.5.3. Let x and xextra,jl be as above.
We apply Lemma 4.4.1 to the points x and xextra,jl , which belong to the same connected
component of H(Sl) according to hypothesis. Thus there exists a sequence x1, · · · , xJ ∈
H(Sl) such that x1 = x and x1 = x
extra,j
l , which satisfies the remaining conditions described
in the proof of Lemma 4.5.3. The remainder of the argument follows the proof of Lemma
4.5.3 in an obvious way.
The remaining modifications necessary for the case n = 1 are described below.
• (Following ALGORITHM LIST ALL NON-INTERSTELLAR CUBES, in the definition
of USUAL-SUSPECTS.)
The list USUAL-SUSPECTS consists of all keystone cubes and all non-interstellar
cubes, and all the cubes Qextra,+l , Q
extra,−
l produced by the algorithm MAKE AUX-
ILIARY CUBES (VERSION II).
• (The explanation of the algorithm MARK USUAL SUSPECTS, in the analysis of
Case 2.)
We know that (1 + cG)Q
′ ⊂ H(Sl). We determine j ∈ {+,−} such that xextra,jl
belongs to the connected component of H(Sl) that contains (1+ cG)Q
′. For that l
and that j, the cube Q ′′ = Qextra,jl appears in the list USUAL-SUSPECTS, and by
Lemma 4.5.5 there exists a sequence of CZ cubes Q ′ = Q1 ↔ Q2 ↔ · · · ↔ QL =
Q ′′ such that ...
We set K(Q) := K(Q ′′).
• (The explanation of the MAIN KEYSTONE CUBE ALGORITHM, in the analysis of
the case in which Q is not interstellar.)
We know that (1 + cG)Q ⊂ H(Sl). We determine j ∈ {+,−} such that xextra,jl
belongs to the same connected component of H(Sl) which contains (1 + cG)Q.
We know that Q can be joined by an exponentially decreasing path of CZ cubes
to Qextra,jl , and that Q
extra,j
l is among the USUAL-SUSPECTS. Therefore, we have
precomputed a keystone cube K(Qextra,jl ), to which Qextra,jl may be joined by an
exponentially decreasing path.
We set K(Q) := K(Qextra,jl ).
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• (The explanation of the MAIN KEYSTONE CUBE ALGORITHM, in the definition of
BORDER-DISPUTES.)
Then our query algorithm sets K(Q) = K(Qextra,jl ) and K(Q˜) = K(Qextra,˜jl˜ ), where
(1 + cG)Q and x
extra,j
l are contained in the same connected component of H(Sl),
and where
(1+ cG)Q˜ and x
extra,˜j
l˜
are contained in the same connected component of H(Sl˜).
Since (1 + cG)Q ∩ (1 + cG)Q˜ 6= ∅, while the halos H(S) are pairwise disjoint
as S varies over all clusters, it follows that Sl = Sl˜. Moreover, (1 + cG)Q and
(1 + cG)Q˜ are contained in the same connected component of H(Sl) = H(Sl˜),
hence xextra,jl = x
extra,˜j
l˜
. Thus we have l = l˜ and j = j˜.
Therefore, K(Q) = K(Qextra,jl ) = K(Qextra,˜jl˜ ) = K(Q˜).
This concludes the list of modifications required to treat the case n = 1.
4.6. CZ Decompositions
4.6.1. Preliminaries.
LEMMA 4.6.1. Let 0 < γ < 1 with γ an integer power of two.
Let CZ be a collection of pairwise disjoint dyadic cubes. We assume either that CZ is a dyadic
decomposition of a unit cube Q◦ or that CZ is a dyadic decomposition of Rn.
Assume that for all Q,Q ′ ∈ CZ with Q↔ Q ′, we have γδQ ′ ≤ δQ ≤ γ−1δQ ′ .
Then, for any Q,Q ′ ∈ CZ with (1+ γ/2)Q ∩ (1+ γ/2)Q ′ 6= ∅, we have Q↔ Q ′.
PROOF. We assume that CZ is a dyadic decomposition of Q◦, where Q◦ is a unit cube.
The case in which CZ is a dyadic decomposition of Rn is treated similarly.
Let Q,Q ′ ∈ CZ satisfy (1 + γ/2)Q ∩ (1 + γ/2)Q ′ 6= ∅ and δQ ≥ δQ ′ . For the sake of
contradiction suppose that Q and Q ′ do not meet. That is, we assume that the closure of
Q is disjoint from the closure of Q ′.
Fix a point z ∈ (1+ γ/2)Q ∩ (1+ γ/2)Q ′.
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Now,
d(Q,Q ′) = inf
x∈Q
x ′∈Q ′
|x− x ′|
≤ inf
x∈Q
x ′∈Q ′
|x− z|+ |x ′ − z|
≤ (γ/4)δQ + (γ/4)δQ ′,
where in the last inequality we use that z ∈ (1 + γ/2)Q and z ∈ (1+ γ/2)Q ′. (Recall that
we use the ℓ∞ norm on Rn.) Since δQ ′ ≤ δQ, we conclude that d(Q,Q ′) ≤ (γ/2)δQ.
Consider the subset
DQ =
⋃{
Q : Q ∈ CZ, Q↔ Q} ⊂ Q◦.
According to good geometry, each of the above Q satisfies δQ ≥ γδQ. Thus, because the
cubes in CZ are a partition of Q◦, we have{
y ∈ Q◦ : d(y,Q) ≤ (3γ/4) · δQ
} ⊂ DQ.
Hence, since d(Q,Q ′) ≤ (γ/2)δQ, we know that DQ intersects Q ′. Therefore, there exists
Q ∈ CZ with Q ↔ Q and Q ∩ Q ′ 6= ∅. Hence, because the cubes in CZ are pairwise
disjoint, we must have Q = Q ′. Thus, Q ′ ↔ Q, which contradicts our assumption that Q
and Q ′ do not meet. This completes the proof of the lemma by contradiction.

4.6.2. Review of known results. We review several results from Sections 20-26 in [18].
In those sections, we are given the following data (see Section 20 in [18]):
• A finite subset E ⊂ Rn, with #(E) = N,N ≥ 2.
• A real number A2 ≥ 1, assumed to be an integer power of 2.
• For each x ∈ E and A ⊂M, a positive real number δ(x,A). 1
These define a family of Caldero´n-Zygmund decompositions of Rn, called CZ(A), in-
dexed by subsets A ⊂M.
1We recall from [18] that Lemma 5 in Section 20 there makes use of a particular choice of the δ(x,A), but
that lemma has no effect on anything else in Sections 20-26 of [18]. Again, see the remarks in the first few
paragraphs of Section 20 in [18].
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Here, CZ(A) consists of the maximal dyadic cubes Q ⊂ Rn of sidelength δQ ≤ A−12
such that either
(a) #(5Q ∩ E) ≤ 1
or
(b) for some A ′ ≤ Awe have δ(x,A ′) ≥ A2δQ for all x ∈ E ∩ 5Q.
The following algorithm is presented in Section 26 of [18]:
Given A2, E, (δ(x,A))A⊂M
x∈E
, we perform one-time work at most CN logN in space CN,
after which we can answer queries as follows.
A query consists of a subset A ⊂ M and a point x ∈ Rn. The response to the query
(A, x) is the one and only one cubeQ ∈ CZ(A) containing x. The work to answer a query
is at most C logN. Here, C depends only onm and n.
We will make a slight change here by replacing 5Q by 3Q in the definition of CZ(A)
(see (a) and (b) above). This change affects nothing significant in the relevant discussion
in [18].
The only point worth mentioning is the proof of good geometry. Lemma 2 in Section
21 of [18] asserts that if (1 + 2cG)Q ∩ (1 + 2cG)Q ′ 6= ∅ with Q,Q ′ ∈ CZ(A), then 12δQ ≤
δQ ′ ≤ 2δQ. Here, cG > 0 is a small constant depending only on the dimension n.
The proof of that lemma requires slight changes; the argument given in [18] shows
that 1
2
δQ ≤ δQ ′ ≤ 2δQ for any Q,Q ′ ∈ CZ(A) with Q ↔ Q ′. Thus, applying Lemma 4.6.1
(with γ = 1/2), we see that[
Q,Q ′ ∈ CZ(A), (1+ 2cG)Q ∩ (1+ 2cG)Q ′ 6= ∅
]
=⇒ 1
2
δQ ≤ δQ ′ ≤ 2δQ.
This proves the “good geometry” of the cubes in CZ(A).
4.6.3. A Caldero´n-Zygmund Oracle. We assume we are given the following data.
• We are given a finite set E ⊂ Q◦, with Q◦ ⊂ Rn a dyadic cube of unit sidelength;
we assume that #(E) = N,N ≥ 2.
• We are given a number ∆(x) ∈ (0, 1] for each x ∈ E. We denote ~∆ = (∆(x))x∈E.
Given the data above, we define a Caldero´n-Zygmund decomposition CZ(~∆) ofQ◦ as
follows: CZ(~∆) consists of the maximal dyadic cubesQ ⊂ Q◦ such that either#(E∩3Q) ≤
1 or ∆(x) ≥ δQ for all x ∈ E ∩ 3Q.
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ALGORITHM: PLAIN VANILLA CZ-ORACLE.
Given E, ~∆ as above, we perform one-time work at most CN logN in space CN, after
which we can answer queries.
A query consists of a point x ∈ Q◦. The response to the query x is the one and only
one cube Q ∈ CZ(~∆) containing x.
The work to answer a query is at mostC logN. Here,C depends only on the dimension
n.
EXPLANATION . We take A2 = 1 and δ(x,A) = ∆(x) for each x ∈ E, A ⊂ M, and we
apply the query algorithm given in the previous section.

REMARK 4.6.1. As a special case, we can apply the PLAIN VANILLA CZ-ORACLE to the
“classic Whitney decomposition” of Q◦, which consists of the maximal dyadic subcubes Q ⊂ Q◦
such that #(E ∩ 3Q) ≤ 1. In fact, we need only pick δsmall with 0 < δsmall < 1100 min{|x − y| :
x, y ∈ E, x 6= y}, and then take ∆(x) = δsmall for all x ∈ E.
Such a number δsmall may be computed with one-time work ≤ CN once we have the Well-
Separated Pairs Decomposition available. The classicWhitney decomposition coincides withCZ(~∆).
We will use the Oracle for this decomposition in a later section.
We close this section with an easy generalization of the PLAIN VANILLA CZ-ORACLE.
We assume we have already defined a decomposition CZold of Q
◦ consisting of pair-
wise disjoint dyadic subcubes. We make the following assumptions:
• If Q ⊂ Q◦ is a dyadic subcube and #(E ∩ 3Q) ≤ 1, then Q is contained in a cube
of CZold.
• Good geometry: IfQ,Q ′ ∈ CZold and Q↔ Q ′ then 12δQ ≤ δQ ′ ≤ 2δQ.
• We have available a CZold-ORACLE: Given a query point x ∈ Q◦, the CZold-
ORACLE returns the one and only one cube Q ∈ CZold containing x.
We define a decomposition CZnew ofQ
◦ to consist of themaximal dyadic cubesQ ⊂ Q◦
such that eitherQ ∈ CZold or ∆(x) ≥ δQ for all x ∈ E ∩ 3Q.
We clearly see that the decomposition CZnew has good geometry, namely
If Q,Q ′ ∈ CZnew and Q↔ Q ′ then 1
2
δQ ≤ δQ ′ ≤ 2δQ.
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Applying Lemma 4.6.1 with γ = 1/2, we obtain
(4.6.1) If Q,Q ′ ∈ CZnew and 65
64
Q ∩ 65
64
Q ′ 6= ∅, then Q↔ Q ′ and 1
2
δQ ≤ δQ ′ ≤ 2δQ.
We finish this section with the following algorithm.
ALGORITHM: GLORIFIED CZ-ORACLE.
Given E and ~∆ as above, we perform one-time work at most CN logN in space CN,
after which we can answer queries.
A query consists of a point x ∈ Q◦. The response to the query x is a list containing all
the cubes Q ∈ CZnew such that x ∈ 6564Q.
We answer the query using at most C logN computer operations as well as at most C
calls to the CZold-ORACLE.
EXPLANATION . First, given x ∈ Q◦, we show how to compute the unique cube Qx ∈
CZnew containing x. In fact, Qx is simply the larger of the following two cubes:
• The cube returned by the CZold-ORACLE in response to the query x.
• The cube returned by the PLAIN VANILLA CZ-ORACLE applied to ~∆ = (∆(x))x∈E
in response to the query x.
The above computation requires work at most C logN and one call to the CZold-ORACLE.
Next, given x ∈ Q◦, we show how to compute a list of allQ ∈ CZnew such that x ∈ 6564Q.
To do so, we first compute the cube Qx ∈ CZnew containing x. By (4.6.1), our desired list
of cubes consists only of dyadic cubes Q ⊂ Q◦ such that[
x ∈ 65
64
Q and
1
2
δQx ≤ δQ ≤ 2δQx
]
.
There are at most C such cubes, and we can easily list them all.
Now, we test each such Q to see whether Q ∈ CZnew. To do that, we just compute
the one and only one cube Q̂ ∈ CZnew containing the center of Q, and we check whether
Q̂ = Q.
This completes our description of the GLORIFIED CZ-ORACLE. It’s trivial to check
that the algorithm works, and that the one-time work, query work, the storage, and the
number of calls to the CZold-ORACLE are as promised.

124
4.6.4. Basic algorithms. In the present section and in the next section (Section 4.6.5),
we assume that we are given the following.
• A finite set E ⊂ 1
32
Q◦, with Q◦ a dyadic cube of unit sidelength in Rn, such that
N := #(E) ≥ 2.
• A collection CZ consisting of dyadic cubes Q ⊂ Rn. We assume that CZ is locally
finite, i.e., any given compact set S ⊂ Rn intersects a finite number of cubes Q ∈
CZ. Furthermore, we assume
Good geometry: If Q↔ Q ′ and Q,Q ′ ∈ CZ, then 1
8
δQ ≤ δQ ′ ≤ 8δQ.
• We assume we are either in
Setting 1: The cubes in CZ partition Q◦, or
Setting 2: The cubes in CZ partition Rn.
• We assume that a CZ-ORACLE is available. The CZ-ORACLE accepts queries. In
Setting 1, a query consists of a point x ∈ Q◦; in Setting 2, a query consists of
a point x ∈ Rn. Given a query x, the CZ-ORACLE produces a list of the cubes
Q ∈ CZ such that x ∈ 65
64
Q. This requires work at most C · logN.
We see that CZ satisfies the hypotheses of Lemma 4.6.1 with γ = 1/8. Thus,
(4.6.2) If
65
64
Q ∩ 65
64
Q ′ 6= ∅ and Q,Q ′ ∈ CZ, then Q↔ Q ′ and 1
8
δQ ≤ δQ ′ ≤ 8δQ.
Let Q ∈ CZ and Q ∈ CZ \{Q} be given. Let xQ be the center of Q. Suppose that
65
64
Q ∩ B(xQ, δ) 6= ∅ for some 0 < δ < 164 min{δQ, δQ}. Then 6564Q ∩ 6564Q 6= ∅. From (4.6.2),
we see that δQ and δQ differ by at most a factor of 16. Thus, because Q and Q are disjoint
dyadic cubes, we have
d(xQ, Q) ≥ 1
2
δQ ≥ 1
32
δQ.
(Recall, distances are measured using the ℓ∞metric.) However, our assumption that 65
64
Q∩
B(xQ, δ) 6= ∅ implies that d(xQ, Q) ≤ δ+ 164δQ < 132δQ. This contradiction establishes
(4.6.3) If Q,Q ∈ CZ and Q 6= Q, then B(xQ, δ) ∩ 65
64
Q = ∅ for δ < 1
64
min{δQ, δQ}.
Under the above assumptions, we give the following algorithms.
ALGORITHM: FIND NEIGHBORS. We can answer queries as follows. A query consists of
a cube Q ∈ CZ. The response to the query Q is the list of all cubes Q ′ ∈ CZ such that
Q ′ ↔ Q. To answer the query requires work at most C logN.
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EXPLANATION . We first explain how to test whether a given dyadic cube Q ′ ⊂ Rn
belongs to the collection CZ. In Setting 1, it is necessary thatQ ′ ⊂ Q◦. Assuming that this
is the case, we examine the center xQ ′ of Q
′. We query the CZ-ORACLE on xQ ′ to produce
the list of all cubes Q ∈ CZ with xQ ′ ∈ 6564Q. This list contains at most C cubes, thanks to
Good Geometry. Note that Q ′ belongs to this list if and only if Q ′ belongs to CZ. We can
check the former condition using work at most C.
Let Q ∈ CZ be given. We wish to list all the Q ′ ∈ CZ such that Q ′ ↔ Q. According to
Good Geometry, each such Q ′ also satisfies 1
8
δQ ≤ δQ ′ ≤ 8δQ. We can list all the dyadic
cubes Q ′ with Q ′ ↔ Q and 1
8
δQ ≤ δQ ′ ≤ 8δQ. We remove from this list those cubes that
do not belong to CZ. We return a list of the remaining cubes.
This completes our description of the algorithm FIND NEIGHBORS. It’s easy to check
that the algorithm operates as promised, and that the amount of work is as promised.

ALGORITHM: FIND MAIN-CUBES. After one-time work at most CN logN in space CN,
we produce the collection of cubes CZmain := {Q ∈ CZ : 6564Q ∩ E 6= ∅}. We mark each cube
Q ∈ CZmain with a point x(Q) ∈ 6564Q ∩ E.
EXPLANATION . We loop over x ∈ E. For each point x ∈ E, we list all the cubesQ ∈ CZ
such that x ∈ 65
64
Q. This requires N calls to the CZ-ORACLE. For each Q obtained above,
we set x(Q) := x for the relevant x. Thus, we produce a list of all the cubes in CZmain,
possibly containing duplicates. After sorting this list, we can find and remove duplicates,
and obtain our desired list of the cubes Q ∈ CZmain marked by points x(Q).

4.6.5. Partitions of unity. Aside from a decomposition CZ satisfying the conditions
laid out in Section 4.6.4, we assume that we are given a cube Q̂ ⊂ Rn, and real numbers
0 < r ≤ 1/64 and A ≥ 1. We are also given a finite subcollection Q ⊂ CZ with the
following properties:
For each x ∈ Q̂ we have x ∈ (1+ r/2)Q for some Q ∈ Q.(4.6.4)
δQ ≤ AδQ̂ for each Q ∈ Q.(4.6.5)
(We do not assume here that Q̂ is dyadic.)
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By (4.6.2), we see that the collection { 65
64
Q : Q ∈ Q} has bounded overlap, meaning that
for each Q ∈ Q there are at most C cubes Q ′ ∈ Q such that 65
64
Q ∩ 65
64
Q ′ 6= ∅. Here, C
depends only on the dimension n.
For each Q ∈ CZ we choose a cutoff function θ˜Q ∈ Cm(Rn) such that
• supp(θ˜Q) ⊂ (1+ 3r4 )Q .
• θ˜Q ≥ 0 on Rn.
• θ˜Q ≥ 1/2 on
(
1+ r
2
)
Q.
• |∂αθ˜Q(x)| ≤ C(r) · δ−|α|Q for x ∈ Rn, |α| ≤ m.
We choose θ˜Q to depend only on Q and r.
We assume the existence of a query algorithm for θ˜Q. For instance, we can take θ˜Q to
be a tensor product of univariate splines, in which case the next algorithm is trivial.
ALGORITHM: COMPUTE CUTOFF FUNCTION. Given a cube Q ∈ CZ, a point x ∈ Q◦, and
0 < r ≤ 1/64, we compute the jet Jx(θ˜Q) using work and storage at most C.
In the next lemma we use the cutoff functions θ˜Q to construct a partition of unity.
Recall that xQ denotes the center of a cube Q.
LEMMA 4.6.2. There exists θQ̂Q ∈ Cm(Rn) for each Q ∈ Q, such that
supp θQ̂Q ⊂
(
1+
3r
4
)
Q,(4.6.6)
|∂αθQ̂Q(x)| ≤ C(r) · δ−|α|Q for x ∈ Rn, |α| ≤ m,(4.6.7)
1 =
∑
Q∈Q
θQ̂Q on Q̂.(4.6.8)
Moreover, θQ̂Q = 1 near xQ and θ
Q̂
Q = 0 near xQ ′ for all Q
′ ∈ Q \ {Q}.
Here, the constant C(r) depends only on r,m and n.
PROOF. We set
Ψ(x) =
∑
Q∈Q
θ˜Q(x) for x ∈ Rn.
Because θ˜Q ≥ 1/2 on (1 + r/2)Q, the condition (4.6.4) implies that Ψ ≥ 1/2 on Q̂. We can
easily see that
|∂αΨ(x)| ≤ C(r)δ−|α|Q for x ∈
65
64
Q,Q ∈ Q, |α| ≤ m.(4.6.9)
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More precisely, since supp(θ˜Q) ⊂ 6564Q, any cube Q ∈ Q that contributes to the sum defin-
ing Ψ(x)must satisfy 65
64
Q ∩ 65
64
Q 6= ∅. (Recall that x ∈ 65
64
Q.) Moreover, δQ and δQ differ by
at most a factor of 16 for any such Q; see (4.6.2). Hence, (4.6.9) follows from (4.6.7) and
from the fact that the sum defining Ψ(x) has at most C nonzero terms for each fixed x, a
consequence of the bounded overlap of the cubes in Q.
Let η ∈ Cm([0,∞)) be a function with η(t) ≥ 1/4 for t ∈ [0, 1/2), and η(t) = t for
t ≥ 1/2.
LetQ ∈ Q. We define
θQ̂Q(x) :=
θ˜Q(x)
η ◦ Ψ(x) , a function in C
m(Rn).
Clearly, supp θQ̂Q ⊂ supp θ˜Q ⊂ (1+ 3r/4)Q. Moreover, (4.6.9) implies that
|∂α [η ◦ Ψ] (x)| ≤ C(r)δ−|α|Q for x ∈
65
64
Q, |α| ≤ m.
Using that η ◦ Ψ(x) ≥ 1/4, we obtain
|∂αθQ̂Q(x)| =
∣∣∣∣∣∂α
[
θ˜Q
η ◦ Ψ
]
(x)
∣∣∣∣∣ ≤ C(r)δ−|α|Q for x ∈ 6564Q, |α| ≤ m.
Finally, note that
(4.6.10)
∑
Q∈Q
θQ̂Q(x) =
∑
Q∈Q
θ˜Q(x)
η ◦ Ψ(x) =
∑
Q∈Q
θ˜Q(x)
Ψ(x)
= 1 for x ∈ Q̂.
(Here, we use the fact that η ◦ Ψ(x) = Ψ(x), since Ψ ≥ 1/2 on Q̂.)
Recall that θQ̂
Q
≥ 0 and that supp(θQ̂
Q
) ⊂ 65
64
Q for each Q ∈ Q. Thus, from (4.6.3) and
(4.6.10) we deduce that there exists δ > 0 such that θQ̂Q = 1 on B(xQ, δ) and θ
Q̂
Q = 0 on
B(xQ ′ , δ) for everyQ
′ ∈ Q \ {Q}.
This completes the proof of the lemma. 
LEMMA 4.6.3. Given a function FQ ∈ X((1+ r)Q ∩ Q̂) for each Q ∈ Q, we define
F :=
∑
Q∈Q
FQθ
Q̂
Q on Q̂, with θ
Q̂
Q as in Lemma 4.6.2.
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Then, given a polynomial PQ ∈ P and a point yQ ∈ Q for eachQ ∈ Q, we have
‖F‖p
X(Q̂)
≤ C(A, r) ·
[∑
Q∈Q
[‖FQ‖p
X((1+r)Q∩Q̂)
+ δ−mpQ ‖FQ − PQ‖pLp((1+r)Q∩Q̂)
]
(4.6.11)
+
∑
Q,Q ′∈Q
(1+r)Q∩(1+r)Q ′ 6=∅
∑
|β|≤m−1
δ
(|β|−m)p+n
Q |∂β(PQ − PQ ′)(yQ)|p
]
.
Here, the constant C(A, r) depends only on r, A,m, n, and p.
PROOF. LetQ ′ ∈ Q be given, with Q̂ ∩ (1+ r
2
)Q ′ 6= ∅.
Let x ∈ Q̂ ∩ (1+ r
2
)Q ′. Recall that
∑
Q∈Q
θQ̂Q = 1 on Q̂, hence
F = FQ ′ +
∑
Q∈Q
θQ̂Q · (FQ − FQ ′) on Q̂.
Differentiating the above equation, for |α| = mwe have
∂αF(x) = ∂αFQ ′(x) +
∑
Q∈Q
(1+ 3r
4
)Q∋x
∑
β+γ=α
coeff(β, γ) · ∂β(FQ − FQ ′)(x) · ∂γθQ̂Q(x).
There are at most C nonzero terms in the above sum, thanks to bounded overlap of {(1+
r)Q : Q ∈ Q}.
LetQ ∈ Q be such that (1+3r/4)Q ∋ x. Note that x ∈ Q̂∩(1+r)Q and x ∈ Q̂∩(1+r)Q ′.
In the above sum, if |β| = m then β = α and γ = 0. These terms are bounded in
magnitude by |∂αFQ(x)|+ |∂
αFQ ′(x)|.
In the above sum, if |β| ≤ m− 1 then we have
|∂β(FQ − FQ ′)(x)| ≤ |∂β(FQ − PQ)(x)|+ |∂β(PQ − PQ ′)(x)|+ |∂β(FQ ′ − PQ ′)(x)|.
Since Q̂ ∩ (1 + 3r/4)Q 6= ∅ and δQ ≤ AδQ̂ (see (4.6.5)), the sidelengths of the rectangular
box Q̂ ∩ (1 + r)Q are comparable to δQ (up to a constant factor depending on r, A and
n). Similarly, the sidelengths of the rectangular box Q̂ ∩ (1 + r)Q ′ are comparable to δQ ′ .
Thus, by an easy rescaling argument, Lemma 2.3.2 shows that
|∂β(FQ − PQ)(x)| ≤ C(A, r) ·
(
δ
−|β|−n
p
Q ‖FQ − PQ‖Lp((1+r)Q∩Q̂) + δ
m−|β|−n
p
Q ‖FQ‖X((1+r)Q∩Q̂)
)
.
|∂β(FQ ′ − PQ ′)(x)| ≤ C(A, r) ·
(
δ
−|β|−n
p
Q ′ ‖FQ ′ − PQ ′‖Lp((1+r)Q ′∩Q̂) + δ
m−|β|−n
p
Q ′ ‖FQ ′‖X((1+r)Q ′∩Q̂)
)
.
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If β+ γ = α then |γ| = m − |β|, hence |∂γθQ̂Q| ≤ C(A, r) · δ−|γ|Q = C(A, r) · δ|β|−mQ . Hence,
|∂αF(x)| ≤ C(A, r)
∑
Q∈Q
(1+r)Q∋x
[
|∂αFQ(x)|+ δ
−m−n
p
Q ‖FQ − PQ‖Lp((1+r)Q∩Q̂) + δ
−n
p
Q ‖FQ‖X((1+r)Q∩Q̂)
+
∑
|β|≤m−1
|∂β(PQ − PQ ′)(x)| · δ|β|−mQ
]
(note that the cube Q ′ enters into the above sum)
≤ C(A, r)
∑
Q∈Q
(1+r)Q∋x
[
|∂αFQ(x)|+ δ
−m−n
p
Q ‖FQ − PQ‖Lp((1+r)Q∩Q̂) + δ
−n
p
Q ‖FQ‖X((1+r)Q∩Q̂)
+
∑
|β|≤m−1
|∂β(PQ − PQ ′)(yQ)| · δ|β|−mQ
]
(note that yQ ∈ Q and x ∈ (1+ r)Q, hence |yQ − x| ≤ CδQ;
thus, the above inequality follows from Lemma 2.3.1).
We now raise each side to the power p, integrate over Q̂∩(1+ r
2
)Q ′, and sum over |α| = m.
Thus we obtain
‖F‖p
X(Q̂∩(1+ r
2
)Q ′)
≤ C(A, r)
∑
Q∈Q
(1+r)Q ′∩(1+r)Q 6=∅
[
‖FQ‖p
X((1+r)Q∩Q̂)
+ δ−mpQ ‖FQ − PQ‖pLp((1+r)Q∩Q̂)
+
∑
|β|≤m−1
|∂β(PQ − PQ ′)(yQ)|p · δ(|β|−m)p+nQ
]
.
Finally, summing over Q ′ ∈ Q, we obtain the conclusion of the lemma, thanks to (4.6.4)
and the bounded overlap and good geometry of Q. 
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CHAPTER 5
Proof of the Main Technical Results
We will prove the Main Technical Results by induction on A (see Chapter 3). Recall
the order relation < on multiindex sets A ⊂M defined in Section 2.6. In particular, recall
that A =M is minimal under <.
Fix a finite subset E ⊂ 1
32
Q◦, where Q◦ denotes the unit cube [0, 1)n. We assume that
N = #(E) ≥ 2.
5.1. Starting the Induction
We first establish the base case of the induction. This corresponds to proving the Main
Technical Results for A =M. (See Chapter 3.)
LetCZ(M) be the collection of maximal dyadic cubesQ ⊂ Q◦ such that#(E∩3Q) ≤ 1.
Using one time-work at most CN logN in space CN, we produce a CZ(M)-ORACLE
that answers queries as follows.
• A query consists of a point x ∈ Q◦.
• The response to the query x is a list of all the cubesQ ∈ CZ(M) such that x ∈ 65
64
Q.
• The work and storage required to answer a query are at most C logN.
We simply apply the PLAIN VANILLA CZ-ORACLE from Section 4.6.3; see Remark 4.6.1.
Since #(E) ≥ 2 and E ⊂ Q◦, the collection CZ(M) does not contain the cube Q◦.
Therefore, each Q ∈ CZ(M) is a strict subcube of Q◦, hence Q has a dyadic parent Q+ ⊂
Q◦ such that #(3Q+ ∩ E) ≥ 2 (because Q is maximal), and so in particular
(5.1.1) #(9Q ∩ E) ≥ 2 for all Q ∈ CZ(M).
LEMMA 5.1.1. If Q,Q ′ ∈ CZ(M) and Q↔ Q ′ then 1
2
δQ ≤ δQ ′ ≤ 2δQ.
PROOF. We proceed by contradiction. Suppose that Q ↔ Q ′ and δQ ≤ 14δQ ′ for some
Q,Q ′ ∈ CZ(M). Then 3Q+ ⊂ 3Q ′, and hence #(E ∩ 3Q+) ≤ #(E ∩ 3Q ′) ≤ 1. However,
this contradicts that #(3Q+ ∩ E) ≥ 2, completing the proof of the lemma. 
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LEMMA 5.1.2. There exists ǫ1 > 0, depending only on m,n, and p, such that 9Q is not
tagged with (M, ǫ1) for any Q ∈ CZ(M).
PROOF. Assume that ǫ1 ∈ (0, 1) is less than a small enough universal constant.
LetQ ∈ CZ(M). It suffices to show that σ(9Q) does not have an (M, xQ, ǫ1, δ9Q)-basis,
thanks to (5.1.1).
We argue by contradiction. Suppose that (Pα)α∈M is an (M, xQ, ǫ1, δ9Q)-basis for σ(9Q).
Therefore, P0(xQ) = 1, and ∂
αP0(xQ) = 0 for α ∈M, α 6= 0. In other words, P0 ≡ 1.
Moreover, there exists ϕ0 ∈ X such that ϕ0 = 0 on E ∩ 9Q and
‖ϕ0‖X(9Q) + δ−m9Q ‖ϕ0 − P0‖Lp(9Q) ≤ ǫ1δn/p−m9Q .
We know that #(E ∩ 9Q) ≥ 2. Fix x ∈ E ∩ 9Q. By Lemma 2.3.2 we have
δ
n/p−m
Q · |ϕ0(x) − P0(x)| ≤ C ·
{‖ϕ0‖X(9Q) + δ−mQ ‖ϕ0 − P0‖Lp(9Q)} ≤ C ′ǫ1δn/p−m9Q .
But ϕ0(x) = 0, and thus |P0(x)| ≤ C ′′ǫ1. However, if we take ǫ1 < 1/C ′′, then this
inequality contradicts the fact that P0 ≡ 1. 
Recall that #(3Q ∩ E) ≤ 1 for eachQ ∈ CZ(M). This implies the next result.
LEMMA 5.1.3. If Q ∈ CZ(M) then 3Q is tagged with (M, 1/2).
We have thus established properties (CZ1-CZ5) for the decomposition CZ(M). In-
deed, (CZ1), (CZ2), and (CZ4) are consequences of Lemmas 5.1.1, 5.1.2, and 5.1.3, respec-
tively. Note that (CZ3) and (CZ5) are vacuously true because we are treating the base case
A =M.
We next associate an extension operator and a linear functional to each of the “non-
trivial” cubes in CZ(M).
More precisely, we define CZmain(M) := {Q ∈ CZ(M) : (65/64)Q ∩ E 6= ∅}. For each
Q ∈ CZmain(M) there is a unique point x(Q) ∈ E ∩ 6564Q. (Recall that #(E ∩ 3Q) ≤ 1 for
each Q ∈ CZ(M).)
For each Q ∈ CZmain(M), we define the following objects:
• A linear map T(Q,M) : X( 6564Q ∩ E)⊕ P → X given by
(5.1.2) T(Q,M)(f, P) = P + f(x(Q)) − P(x(Q)).
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• A list Ξ(Q,M) = {ξQ}, where
(5.1.3) ξQ(f, P) =
(
f(x(Q)) − P(x(Q))
) · δn/p−mQ .
• A list of assist functionals Ω(Q,M), which we take to be empty.
Clearly, the functional ξQ andmap T(Q,M) both haveΩ(Q,M)-assisted bounded depth
(bounded depth).
ALGORITHM: FIND MAIN-CUBES AND COMPUTE EXTENSION OPERATORS (BASE CASE).
We compute a list of the cubes in CZmain(M). For eachQ ∈ CZmain(M), we compute a
short form description of the bounded depth functional
ξQ : X
(
65
64
Q ∩ E
)
⊕ P → R.
We give a query algorithm, which requires work at most C logN to answer queries. A
query consists of a cube Q ∈ CZmain(M) and point x ∈ Q◦. The response to the query
(Q, x) is a short form description of the linear map
(f, P) 7→ JxT(Q,M)(f, P).
These computations require one-time work at most CN logN in space CN.
EXPLANATION . We compute a list of cubes Q ∈ CZmain(M) and associated points
x(Q) ∈ E ∩ 65
64
Q. This computation requires work at most CN logN in space CN; see the
algorithm FIND MAIN-CUBES in Section 4.6.4.
For each Q in the list CZmain(M), we compute the linear functional
ξQ(f, P) =
{
f(x(Q)) − P(x(Q))
} · δn/p−mQ .
There are at most CN such functionals, and we compute each one using work and storage
at most C.
Given (Q, x) ∈ CZmain(M) ×Q◦, we use a binary search to determine the position of
Q in the list CZmain. We then compute the linear map
(f, P) 7→ JxT(Q,M)(f, P) = P + f(x(Q)) − P(x(Q)).
This requires work at most C logN per query. 
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LEMMA 5.1.4. There exists C ≥ 1, depending only on m,n, and p, such that for each Q ∈
CZmain(M), the following properties hold.
• T(Q,M)(f, P) = f on 6564Q ∩ E.
• ‖T(Q,M)(f, P)‖X( 65
64
Q) + δ
−m
Q ‖T(Q,M)(f, P) − P‖Lp( 65
64
Q) ≤ C · |ξQ(f, P)|.
• C−1 · ‖(f, P)‖ 65
64
Q ≤ |ξQ(f, P)| ≤ C · ‖(f, P)‖ 65
64
Q.
PROOF. Note that E ∩ 65
64
Q = {x(Q)} and T(Q,M)(f, P)(x(Q)) = f(x(Q)) for each Q ∈
CZmain(M). This implies the first bullet point.
Recall that T(Q,M)(f, P) ∈ P , hence ‖T(Q,M)(f, P)‖X( 65
64
Q) = 0. Moreover,
δ−mQ ‖T(Q,M)(f, P) − P‖Lp( 65
64
Q) = δ
−m
Q ‖f(x(Q)) − P(x(Q))‖Lp( 65
64
Q)
≤ Cδ−m+n/pQ |f(x(Q)) − P(x(Q))| = C|ξQ(f, P)|.
This implies the second bullet point.
From the first and second bullet points we have
‖(f, P)‖ 65
64
Q ≤ ‖T(Q,M)(f, P)‖X( 65
64
Q) + (δ 65
64
Q)
−m‖T(Q,M)(f, P) − P‖Lp( 65
64
Q) ≤ C|ξQ(f, P)|.
Let F ∈ X satisfy F = f on 65
64
Q ∩ E. Then the Sobolev inequality implies that
δ
n/p−m
Q |(f− P)(x(Q))| = δn/p−mQ |(F− P)(x(Q))| ≤ C ·
(
‖F‖X( 65
64
Q) + δ
−m
Q ‖F− P‖Lp( 65
64
Q)
)
Taking the infimum over such F, we obtain the estimate |ξQ(f, P)| ≤ C‖(f, P)‖ 65
64
Q. Thus
we obtain the third bullet point, and this completes the proof of the lemma. 
This completes the proof of the base case of the induction. In the next section we start
to prove the induction step.
5.2. The Induction Step
Fix a set of multiindices A ⊂M with
(5.2.1) A 6=M.
We assume by induction that we have already carried out the Main Technical Results for
eachA ′ < A. Our goal is to find suitable constants a(A), ǫ1(A), ǫ2(A), c∗(A), S(A) and to
carry out the Main Technical Results for A.
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Let A− < A be the maximal mutiindex set with respect to the order relation < on 2M.
(See Section 2.6 for the definition of the order relation.) By induction hypothesis, we have
already carried out the Main Technical Results for A−. (See Chapter 3.) We have thus
produced the following:
• A decomposition CZ(A−) of Q◦ into dyadic cubes, with the following properties.
– If 65
64
Q ∩ 65
64
Q ′ 6= ∅with Q,Q ′ ∈ CZ(A−), then Q↔ Q ′ and 1
2
δQ ′ ≤ δQ ≤ 2δQ ′ .
– The collection of cubes { 65
64
Q : Q ∈ CZ(A−)} has bounded overlap, meaning that
there exists a constant C = C(n) such that, for each Q ∈ CZ(A−) there are at
most C cubes Q ′ ∈ CZ(A−) with (65/64)Q ∩ (65/64)Q ′ 6= ∅.
– From (5.1.1) and since CZ(M) refines CZ(A−) (see the induction hypothesis)
we know that
(5.2.2) (“E is nearby”) #(E ∩ 9Q) ≥ 2 for each Q ∈ CZ(A−).
• An oracle that accepts queries x ∈ Q◦ and returns the list of all cubesQ ∈ CZ(A−)
such that x ∈ 65
64
Q.
• A list CZmain(A−) consisting of all the Q ∈ CZ(A−) such that 6564Q ∩ E 6= ∅.
• For each Q ∈ CZmain(A−), a list of assistsΩ(Q,A−) ⊂ [X(E)]∗.
• For each Q ∈ CZmain(A−), a list ofΩ(Q,A−)-assisted bounded depth linear func-
tionals Ξ(Q,A−) ⊂ [X( 65
64
Q ∩ E)⊕ P]∗ written in short form, as well as a linear
extension operator
T(Q,A−) : X
(
65
64
Q ∩ E
)
⊕ P → X,
which we “compute” in the sense that (after one-time work) we can answer
queries: In response to a query x ∈ Q◦ we return a short form description of
theΩ(Q,A−)-assisted bounded depth linear map
(f, P) 7→ JxT(Q,A−)(f, P).
These objects and algorithms have good properties as part of the induction assumption
on A−. We listed some of these properties just above. The remaining properties are men-
tioned later, as required.
We denote
(5.2.3) a = a(A−), the geometric constant used in the Main Technical Results for A−.
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ALGORITHM: APPROXIMATE OLD TRACE NORM.
For each Q ∈ CZmain(A−), we compute linear functionals ξQ1 , . . . , ξQD on P , such that
(5.2.4)
∑
ξ∈Ξ(Q,A−)
|ξ(0, P)|p and
D∑
i=1
|ξQi (P)|p (P ∈ P)
differ by at most a factor of C. We carry this out using work and storage ≤ CN.
EXPLANATION . For each ξ in the list Ξ(Q,A−), we compute themap P 7→ ξ(0, P) using
work and storage at most C, by examining the short form description of (f, P) 7→ ξ(f, P)
that has been computed. Applying COMPRESS NORMS (see Section 2.8), we compute
linear functionals ξQ1 , · · · , ξQD such that (5.2.4) holds, using work and storage at most C ·
# [Ξ(Q,A−)]. By the inductive hypothesis, we know that the sum of # [Ξ(Q,A−)] over all
Q ∈ CZmain(A−) is bounded by CN, hence the work and storage guarantees are met.

5.2.1. The Non-monotonic Case. Here, we assume thatA ⊂M is not monotonic and
prove the Main Technical Results for A. See Section 2.6 for the definition of monotonic
sets.
We define CZ(A) = CZ(A−) and
ǫ2(A) = ǫ2(A−), c∗(A) = c∗(A−), a(A) = a(A−), and S(A) = S(A−).
The constant ǫ1(A) is chosen later in this section.
We define
Ω(Q,A) := Ω(Q,A−), Ξ(Q,A) := Ξ(Q,A−) and
T(Q,A) := T(Q,A−) for each Q ∈ CZmain(A) = CZmain(A−).
The properties of Ω(Q,A), Ξ(Q,A) and T(Q,A) asserted in the Main Technical Results for
A are immediate from the corresponding properties of Ω(Q,A−), Ξ(Q,A−) and T(Q,A−)
asserted in the Main Technical Results for A−.
Next, we prove properties (CZ1-CZ5) for the label A.
Note that (CZ1) for A follows from (CZ1) for A−. Also, note that (CZ5) for A holds
because CZ(A) = CZ(A−).
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Note that (CZ3) for A holds vacuously: There do not exist cubes Q ∈ CZ(A), Q ′ ∈
CZ(A−)which satisfy the hypotheses of (CZ3). This follows because CZ(A) = CZ(A−).
We need not check (CZ4), since A 6=M; see (5.2.1).
It remains to prove (CZ2) for A, which we accomplish in the next lemma. We deter-
mine ǫ1(A) = ǫ1 in the lemma below.
LEMMA 5.2.1. There exists a universal constant ǫ1 > 0 such that the following holds. Suppose
that Q ∈ CZ(A) and δQ ≤ c∗(A). Then S(A)Q is not tagged with (A, ǫ1).
PROOF. We assume that ǫ1 > 0 is less than a small enough universal constant.
LetQ ∈ CZ(A) satisfy δQ ≤ c∗(A). Assume for the sake of contradiction that S(A)Q is
tagged with (A, ǫ1).
If #(S(A)Q ∩ E) ≤ 1 then S(A−)Q = S(A)Q is tagged with (A−, ǫ1(A−)). How-
ever, this contradicts the induction hypothesis. Hence, we may assume from now on
that #(S(A)Q ∩ E) ≥ 2. Thus,
σ(S(A)Q) has an (A˜, xQ, ǫ1, δS(A)Q)-basis for some A˜ ≤ A.
Hence, Lemma 2.7.5 implies that there exists κ ∈ [κ1, κ2] such that
σ(S(A)Q) has an (A ′, xQ, ǫκ1, δS(A)Q, Λ)-basis, with A ′ ≤ A and ǫκ1Λ100D ≤ ǫκ/21 .
Here, κ1, κ2 > 0 are universal constants.
Suppose for the moment that A ′ < A. Then S(A)Q is tagged with (A−, ǫκ1). Note
that ǫκ1 ≤ ǫκ11 ≤ ǫ1(A−), for small enough ǫ1. Thus, S(A−)Q = S(A)Q is tagged with
(A−, ǫ1(A−)). However, this contradicts the induction hypothesis. Hence,
σ(S(A)Q) has an (A, xQ, ǫκ1, δS(A)Q, Λ)-basis.
Thus, there exists (Pα)α∈A with
(5.2.5) Pα ∈ ǫκ1 · (δS(A)Q)
n
p
+|α|−mσ(S(A)Q) (α ∈ A)
• ∂βPα(xQ) = δβα (β, α ∈ A)
• |∂βPα(xQ)| ≤ ǫκ1 · (δS(A)Q)|α|−|β| (α ∈ A, β ∈M, β > α)
• |∂βPα(xQ)| ≤ Λ · (δS(A)Q)|α|−|β| (α ∈ A, β ∈M).
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We are assuming that A is not monotonic. Thus we can pick α0 ∈ A and γ ∈ M such
that α0 + γ ∈M \A. We define
α = α0 + γ and A = A ∪ {α}.
Note that A∆A = {α} with α ∈ A. Consequently, A < A.
We define Pα = Pα0 ⊙xQ q, where q(y) = α0!α! (y− xQ)γ. That is,
Pα(y) =
α0!
α!
∑
|ω|≤m−1−|γ|
1
ω!
∂ωPα0(xQ)(y− xQ)
ω+γ.
Note that Pα = q · Pmainα0 , where
Pmainα0 =
∑
|ω|≤m−1−|γ|
1
ω!
∂ωPα0(xQ)(y− xQ)
ω,
and that
Rα0 := Pα0 − P
main
α0
=
∑
|ω|>m−1−|γ|
1
ω!
∂ωPα0(xQ)(y− xQ)
ω.
In the above sum for Rα0 , since |ω| > m − 1 − |γ| ≥ |α0| we have ω > α0, and so
|∂ωPα0(xQ)| ≤ Cǫκ1δ|α0 |−|ω|Q . Consequently, ‖Rα0‖Lp(S(A)Q) ≤ C ′ǫκ1δn/p+|α0 |Q .
The bullet point properties of Pα0 now yield the following properties of Pα.
• ∂αPα(xQ) = 1
• |∂βPα(xQ)| ≤ Cǫκ1δ|α|−|β|Q (β ∈ M, β > α)
• |∂βPα(xQ)| ≤ CΛδ|α|−|β|Q (β ∈M).
We now show that
• Pα ∈ Cǫκ1 · (δQ)
n
p
+|α|−m · σ(S(A)Q).
To start, (5.2.5) implies that there exists ϕ ∈ X with ϕ = 0 on S(A)Q ∩ E and
‖ϕ‖X(S(A)Q) + δ−mQ ‖ϕ− Pα0‖Lp(S(A)Q) ≤ Cǫκ1 · (δQ)
n
p
+|α0|−m.
Applying ‖Rα0‖Lp(S(A)Q) ≤ Cǫκ1δ
n
p
+|α0|
Q , we see that
‖ϕ− Pmainα0 ‖X(S(A)Q) + δ−mQ ‖ϕ− Pmainα0 ‖Lp(S(A)Q) ≤ Cǫκ1 · (δQ)
n
p
+|α0|−m.
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Moreover, the Leibniz Rule shows that
‖q · (ϕ− Pmainα0 )‖X(S(A)Q) + δ−mQ ‖q · (ϕ− Pmainα0 )‖Lp(S(A)Q)
≤ C
m∑
k=0
(δQ)
k+|γ|−m‖∇k(ϕ− Pmainα0 )‖Lp(S(A)Q)
≤ C · (δQ)|γ|
(‖ϕ− Pmainα0 ‖X(S(A)Q) + δ−mQ ‖ϕ− Pmainα0 ‖Lp(S(A)Q))
(by Lemma 2.3.2)
≤ Cǫκ1 · (δQ)|γ|(δQ)
n
p
+|α0 |−m = Cǫκ1 · (δQ)
n
p
+|α|−m.
Note that q · Pmainα0 ∈ P , hence
‖q ·ϕ‖X(S(A)Q) + δ−mQ ‖q ·ϕ− Pα‖Lp(S(A)Q) ≤ Cǫκ1(δQ)
n
p
+|α|−m.
Since q ·ϕ = 0 on S(A)Q∩ E, we have shown that Pα ∈ Cǫκ1 · (δQ)
n
p
+|α|−m · σ(S(A)Q). This
proves all the bullet point properties of Pα.
The bullet point properties of the Pα (α ∈ A) imply that (∂βPα(xQ))α,β∈A is (Cǫκ1, CΛ, δQ)-
near triangular. Inverting thematrix (∂βPα(xQ))α,β∈A, we obtain amatrix (Mαω)α,ω∈A such
that ∑
α∈A
∂βPα(xQ)Mαω = δβω (β,ω ∈ A)
and
|Mαω − δαω| ≤
{
Cǫκ1Λ
D · δ|ω|−|α|Q : if α,ω ∈ A, α ≥ ω
CΛD · δ|ω|−|α|Q : if α,ω ∈ A.
Set P#ω =
∑
α∈A PαMαω. The bullet point properties of (Pα)α∈A imply that
• P#ω ∈ Cǫκ1 ·Λ2D · δn/p+|ω|−mQ σ(S(A)Q) (ω ∈ A)
• ∂βP#ω(xQ) = δβω (β,ω ∈ A)
For ω ∈ A and β ∈M with β > ω, we write
(5.2.6) ∂βP#ω(xQ) =
∑
α<β
∂βPα(xQ)Mαω +
∑
α≥β
∂βPα(xQ)Mαω.
An arbitrary term in the first sum in (5.2.6) is bounded by
[
Cǫκ1δ
|α|−|β|
Q
]
·
[
CΛDδ
|ω|−|α|
Q
]
.
Hence, this sum is at most C ′ǫκ1Λ
Dδ
|ω|−|β|
Q .
If α ≥ β, then α > ω, since β > ω. Thus, an arbitrary term in the second sum in (5.2.6)
is bounded by
[
CΛδ
|α|−|β|
Q
]
·
[
Cǫκ1Λ
D · δ|ω|−|α|Q
]
. Hence, this sum is at most C ′ǫκ1Λ
D+1δ
|ω|−|β|
Q .
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Thus,
• |∂βP#ω(xQ)| ≤ Cǫκ1Λ2Dδ|ω|−|β|Q (β ∈M, ω ∈ A, β > ω).
According to the bullet point properties of (P#ω)ω∈A, we see that
σ(S(A)Q) has an (A, xQ, Cǫκ1Λ2D, δQ)-basis, hence
σ(S(A)Q) has an (A, xQ, C ′ǫκ1Λ2D, δS(A)Q)-basis. (See Remark 2.7.1.)
For small enough ǫ1 we have C
′ǫκ1Λ
2D ≤ C ′ǫκ/21 ≤ ǫκ1/41 ≤ ǫ1(A−), hence
σ(S(A)Q) has an (A, xQ, ǫ1(A−), δS(A)Q)-basis.
Hence, S(A)Q is tagged with (A−, ǫ1(A−)). However, since δQ ≤ c∗(A−) and S(A) =
S(A−), this contradicts the induction hypothesis.
This completes the contradiction, and with it, the proof of the lemma.

We have thus proven the Main Technical Results for A in the non-monotonic case.
5.2.2. TheMonotonic Case. From this point onward, we assume thatA is monotonic.
(See Section 2.6 for the definition of monotonic multiindex sets.) We drop this assumption
when we prove our main theorem in Chapter 6. We will now begin the task of carrying
out the induction step by proving the Main Technical Results for A. (See Chapter 3.)
We begin by treating a preliminary case.
LEMMA 5.2.2. Suppose that δQ ≥ 14 for all Q ∈ CZ(A−). Then the Main Technical Results
for A− imply the Main Technical Results for A.
PROOF. We takeCZ(A) to equalCZ(A−). The other objects and algorithms in theMain
Technical Results forA are copies of the corresponding objects and algorithms in theMain
Technical Results for A−. 
By making at most C calls to the CZ(A−)-ORACLE, we can check whether the hypoth-
esis of Lemma 5.2.2 holds. This takes one-time work at most C logN. In the sequel, we
assume that we are in the case that
(5.2.7) δQ ≤ 1/8 for some Q ∈ CZ(A−).
Recall that the decomposition CZ(A−) has the following properties:
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• CZ(A−) is a finite partition ofQ◦ = [0, 1)n into pairwise disjoint dyadic subcubes.
• If Q,Q ′ ∈ CZ(A−) and Q↔ Q ′ then δQ/δQ ′ ∈ {1/2, 1, 2}.
• If Q ∈ CZ(A−) then #(9Q ∩ E) ≥ 2. (See (5.2.2).)
LEMMA 5.2.3. If Q ∈ CZ(A−) and dist(Q,Rn \Q◦) = 0 then δQ ∈ { 12 , 14 , 18 }.
PROOF. LetQ ∈ CZ(A−) with dist(Q,Rn \Q◦) = 0.
Recall that δQ 6= 1, because CZ(A−) 6= {Q◦} (see (5.2.7)).
We need to show that δQ ≥ 18 . For the sake of contradiction assume that δQ ≤ 116 . Then
since dist(Q,Rn\Q◦) = 0, we have 9Q ⊂ Rn\ 1
10
Q◦, hence 9Q ⊂ Rn\E. But#(E∩9Q) ≥ 2,
according to the above bullet points. This contradiction completes the proof of Lemma
5.2.3. 
We now pass from the decomposition CZ(A−) ofQ◦ to a decomposition CZ(A−) of Rn.
PROPOSITION 5.2.1. There exists a decompositionCZ(A−) ofRn into pairwise disjoint dyadic
cubes, with the following properties:
(a) CZ(A−) ⊂ CZ(A−).
(b) If Q,Q ′ ∈ CZ(A−) and Q ↔ Q ′ then 1
8
δQ ′ ≤ δQ ≤ 8δQ ′ (“good geometry”). Moreover, the
collection of cubes { 65
64
Q : Q ∈ CZ(A−)} has bounded overlap (each cube intersects a bounded
number of other cubes).
(c) IfQ ∈ CZ(A−) \ CZ(A−), then 65
64
Q ∩ E = ∅.
(d) If Q ∈ CZ(A−) \ CZ(A−), then 100Q intersects cubes in CZ(A−) with sidelength less than
δQ.
(e) IfQ ∈ CZ(A−) \ CZ(A−), then δQ ≥ 1.
(f) IfQ ∈ CZ(A−) then #(9Q ∩ E) ≥ 2.
We produce a CZ(A−)-ORACLE. The CZ(A−)-ORACLE accepts a query consisting of a point
x ∈ Rn. The response to a query x is the list of cubes Q ∈ CZ(A−) such that x ∈ 65
64
Q. The work
and storage required to answer a query are at most C logN.
PROOF. Let Q consist of the maximal dyadic cubes Q ⊂ Rn satisfying the condition
[δQ ≤ 1 or 0 /∈ 2Q]. A dyadic cube Q ⊂ Rn belongs to Q if and only if
(5.2.8) δQ = 1 or 0 /∈ 2Q,
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and
(5.2.9) δQ+ ≥ 2 and 0 ∈ 2Q+.
Here, as usual, Q+ denotes the parent of a dyadic cube Q.
For any x ∈ Rn, there exists a dyadic cube Q containing x such that δQ ≥ 2 and
0 ∈ 2Q. Hence, each x ∈ Rn is contained in some cube Q ∈ Q. Hence, Q partitions Rn
into pairwise disjoint dyadic cubes.
Note that the cube Q◦ = [0, 1)n belongs to Q.
We now establish good geometry ofQ (with constant 1/4). We prove that ifQ,Q ′ ∈ Q
and Q↔ Q ′ then 1
4
δQ ′ ≤ δQ ≤ 4δQ ′ .
Assume for the sake of contradiction that there exist cubes Q,Q ′ ∈ Q with δQ ≤ 18δQ ′
and Q ↔ Q ′. By (5.2.9), we have δQ+ ≥ 2 and 0 ∈ 2Q+. Moreover, note that 2Q+ ⊂ 2Q ′
(since Q ↔ Q ′ and δQ ≤ 18δQ ′ , hence Q+ ↔ Q ′ and δQ+ ≤ 14δQ ′). Hence, 0 ∈ 2Q ′.
Moreover, δQ ′ ≥ 4δQ+ ≥ 8. However, since Q ′ ∈ Q, the analogue of (5.2.8) with Q
replaced by Q ′ must hold. This yields a contradiction. This completes the proof that the
cubes in Q have good geometry.
We define the collection CZ(A−) to consist of all the cubes Q ∈ Q except for Q = Q◦,
together with all the cubesQ ∈ CZ(A−). SinceQ partitions Rn and CZ(A−) partitions Q◦,
we see that CZ(A−) partitions Rn into pairwise disjoint dyadic cubes. Moreover, property
(a) clearly holds.
If Q ∈ Q, Q ′ ∈ CZ(A−), and Q↔ Q ′, then both Q and Q ′ touch the boundary of Q◦.
We prove the claim thatQ contains all 4n of the dyadic cubesQ ⊂ [−2, 2)nwith δQ = 1.
Indeed, we have Q+ ⊂ [−2, 2)n, δQ+ = 2 and 0 ∈ 2Q+ for any such Q. Hence, each Q
satisfies (5.2.8) and (5.2.9), which implies that Q belongs to Q. This proves our claim.
Hence, in particular, any Q ∈ Q that intersects the boundary of Q◦ = [0, 1)n must satisfy
δQ = 1.
Moreover, by Lemma 5.2.3, anyQ ′ ∈ CZ(A−) that intersects the boundary of Q◦ must
satisfy δQ ′ ∈ {1/2, 1/4, 1/8}.
Hence, the previous two statements imply that for any Q ∈ Q and Q ′ ∈ CZ(A−) with
Q↔ Q ′ we have 1
8
δQ ≤ δQ ′ ≤ δQ.
Finally, for Q,Q ′ ∈ CZ(A−) with Q↔ Q ′, we have 1
2
δQ ≤ δQ ′ ≤ 2δQ, by good geome-
try of the cubes in CZ(A−).
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Recall that the cubes in Q satisfy good geometry (with constant 1/4).
Thus, combining the previous three statements, for anyQ,Q ′ ∈ CZ(A−)withQ↔ Q ′,
we have 1
8
δQ ′ ≤ δQ ≤ 8δQ ′ .
The above property shows that CZ(A−) satisfies the hypothesis of Lemma 4.6.1 with
γ = 1/8. Hence, for Q,Q ′ ∈ CZ(A−) with 65
64
Q ∩ 65
64
Q ′ 6= ∅, we have Q ↔ Q ′. It follows
that the collection { 65
64
Q : Q ∈ CZ(A−)} has bounded overlap. This completes the proof of
property (b).
From (5.2.9), each Q ∈ CZ(A−) \ CZ(A−) satisfies δQ ≥ 1. This proves property (e).
We now prove property (c). LetQ ∈ CZ(A−) \CZ(A−). ThenQ ∈ Q andQ ⊂ Rn \Q◦.
According to property (e), there are only two cases to consider
• If δQ = 1, then 6564Q cannot intersect 132Q◦ (because Q ∩Q◦ = ∅ and δQ = δQ◦ = 1).
Since E ⊂ 1
32
Q◦, we conclude that 65
64
Q ∩ E = ∅.
• If δQ ≥ 2, then 0 /∈ 2Q thanks to (5.2.8). Assume for the sake of contradiction that
65
64
Q∩ 1
32
Q◦ 6= ∅. SinceQ andQ◦ are disjoint, we conclude that 1
64
δQ ≥ 14 =⇒ δQ ≥
16. Hence, 0 ∈ 2Q (since 65
64
Q ∩ 1
32
Q◦ 6= ∅ and δQ ≥ 16, and Q◦ = [0, 1)n). Hence,
we derive a contradiction. Thus, 65
64
Q cannot intersect 1
32
Q◦. Since E ⊂ 1
32
Q◦, we
conclude that 65
64
Q ∩ E = ∅.
This completes the proof of property (c).
Property (d) is easy to prove. Let Q ∈ Q. Then 0 ∈ 2Q+ thanks to (5.2.9). Hence,
0 ∈ 6Q (since 2Q+ ⊂ 6Q). Since δQ ≥ 1, this implies Q◦ ⊂ 9Q (recall that Q◦ = [0, 1)n).
Together with (5.2.7), this implies property (d).
We now prove property (f). LetQ ∈ CZ(A−) be given.
If Q ∈ CZ(A−) then #(9Q ∩ E) ≥ 2, thanks to (5.2.2).
If Q ∈ Q, then 9Q ⊃ Q◦, hence#(9Q ∩ E) = #(E) ≥ 2.
This concludes the proof of property (f).
We prepare to describe the construction of the CZ(A−)-ORACLE.
We can determine whether a dyadic cube Q ⊂ Rn belongs to CZ(A−) using work and
storage at most C logN. We explain the procedure below.
LetQ ⊂ Rn be given.
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First, suppose that Q ⊂ Q◦. Then Q ∈ CZ(A−) if and only if Q ∈ CZ(A−). We can
determine whether Q ∈ CZ(A−) by using the CZ(A−)-ORACLE to produce a list of all
the cubes Q ′ ∈ CZ(A−) satisfying xQ ∈ 6564Q ′. (Recall, xQ denotes the center of Q.) Then
Q ∈ CZ(A−) if and only ifQ belongs to the aforementioned list. Thus, in this case, we can
determine whetherQ ∈ CZ(A−) using work at most C logN.
Next, suppose that Q◦ ( Q. Then Q can never belong to CZ(A−).
Lastly, suppose thatQ ⊂ Rn \Q◦. ThenQ ∈ CZ(A−) if and only if Q ∈ Q. Recall from
(5.2.8) and (5.2.9) that Q ∈ Q if and only if [δQ = 1 or 0 /∈ 2Q] and [δQ+ ≥ 2 and 0 ∈ 2Q+].
We can check each of these conditions using at most C computer operations. Thus, in this
case we can determine whether Q ∈ CZ(A−) using work at most C.
Hence, we can determine whether a given cube belongs to CZ(A−) using work at most
C logN.
We next explain how to compute the unique cube Qx ∈ CZ(A−) containing x. It will
then not be difficult to produce a list of the cubes Q ∈ CZ(A−) satisfying x ∈ 65
64
Q. We
describe this step at the very end.
We check whether or not x ∈ Q◦. We split into cases depending on the result.
First, suppose that x ∈ Q◦. We then compute the cubeQ ∈ CZ(A−) containing x using
the CZ(A−)-ORACLE. We setQx = Q.
Now suppose that x ∈ Rn \Q◦.
LetQ be the unique cube inQ \ {Q◦} containing x. We will explain how to computeQ.
We compute the dyadic cube Q˜ ⊂ Rn such that δQ˜ = 1 and x ∈ Q˜.
We test to see whether 0 ∈ 2Q˜. We can do that using at most C computer operations.
If 0 ∈ 2Q˜ then Q˜ is a maximal dyadic cube satisfying the condition [δQ˜ ≤ 1 or 0 /∈ 2Q˜].
Hence, in that case, Q˜ is the unique cube in Q containing x. We setQx = Q˜.
Now suppose that 0 /∈ 2Q˜. Thus, Q˜ satisfies (5.2.8). Since Q and Q˜ are intersecting
dyadic cubes (they both contain x), and since Q is maximal with respect to the property
(5.2.8), we conclude that Q˜ ⊂ Q.
Assume that Q˜ = Q. Then 0 /∈ 2Q, by assumption. On the other hand, suppose that
Q˜ ( Q. Then δQ > 1 (since δQ˜ = 1). Since Q satisfies (5.2.8), we conclude that 0 /∈ 2Q.
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Thus, in the case where 0 /∈ 2Q˜, we know that 0 /∈ 2Q. Since x ∈ Q this shows that
|x| ≥ 1
4
δQ. Moreover, since Q satisfies (5.2.9) we know that 0 ∈ 9Q. Hence,
(5.2.10)
1
4
δQ ≤ |x| ≤ 9δQ
for the unique cube Q ∈ Q containing x.
There are no more than C dyadic cubes Q ⊂ Rn satisfying (5.2.10) with x ∈ Q; more-
over, it takes work at most C to list all these cubes. We examine each cube and test to see
whether it belongs to CZ(A−). We set aside the unique cubeQ that passes the test. We set
Qx = Q.
We have just explained how to compute the cube Qx ∈ CZ(A−) containing a given
point x ∈ Rn. The work requires is at most C logN. We now explain how to construct the
CZ(A−)-ORACLE.
Suppose thatQ ∈ CZ(A−) satisfies x ∈ 65
64
Q. Then
(5.2.11) Q↔ Qx and 1
8
δQx ≤ δQ ≤ 8δQx .
This is a consequence of condition (b) in Proposition 5.2.1 and an application of Lemma
4.6.1 (with γ = 1/8).
We produce a list of all the dyadic cubes Q that satisfy both (5.2.11) and x ∈ 65
64
Q.
There are at most C such cubes and it takes work at most C to list them all. We examine
each cubeQ to see whether it belongs to CZ(A−). We return the list of all those cubes that
belong to CZ(A−).
This completes the description of the CZ(A−)-ORACLE. This completes the proof of
the proposition.

5.2.3. Keystone Cubes. We define integer constants
(5.2.12)


S0 := S(A−),
S1 := the smallest integer greater than 100, 10
5 · S0, and 2 · [c∗(A−)]−1 ,
S2 := the smallest odd integer greater than 10
5S1.
We let ǫ > 0 be a small parameter. We assume in what follows that
(5.2.13) ǫ > 0 is less than a small enough universal constant.
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We eventually fix ǫ to be a universal constant, but only much later in the proof. We will
take ǫ2(A) = ǫκ and ǫ1(A) = ǫ1/κ for a small universal constant κ. The discussion of the
final choice of the numerical constants relevant to theMain Results forA occurs in Section
5.7.3. See also (5.6.4).
We next define the keystone cubes associated to the decomposition CZ(A−). We will
prove a few basic properties of the keystone cubes and introduce the relevant algorithms.
DEFINITION 5.2.1. A cube Q# ∈ CZ(A−) is keystone if and only if δQ ≥ δQ# for every
Q ∈ CZ(A−) that meets S2Q#.
LEMMA 5.2.4. The collection {S1Q
# : Q# ∈ CZ(A−) keystone} has bounded overlap. More-
over, each keystone cube Q# ∈ CZ(A−) belongs to CZ(A−).
PROOF. Suppose that Q#1 , Q
#
2 are keystone cubes such that S1Q
#
1 ∩ S1Q#2 6= ∅ and
δ
Q
#
1
≤ δ
Q
#
2
. ThenQ#1 ∩ S2Q#2 6= ∅, since S2 ≥ 105S1. Therefore, δQ#1 ≥ δQ#2 , by definition of
the keystone cubes.
Consequently, δ
Q
#
1
= δ
Q
#
2
whenever S1Q
#
1 ∩ S1Q#2 6= ∅. Thus, no more than C cubes
S1Q
#
2 can intersect any given cube S1Q
#
1 . This implies the first conclusion of Lemma 5.2.4.
Finally, observe that no cube in CZ(A−)\CZ(A−) can be keystone, thanks to condition
(d) in Proposition 5.2.1 and the fact that S2 ≥ 100. This completes the proof of the lemma.

The definition of keystone cubes written above agrees with the definition in Section
4.5, where we set K = S2 and let A be a large universal constant in Section 4.5. The MAIN
KEYSTONE CUBE ALGORITHM in Section 4.5 says the following. Given Q ∈ CZ(A−), we
can compute a keystone cube K(Q) ∈ CZ(A−) such that the following condition holds.
There exists a sequence S = (Q1, Q2 · · · , QL) of CZ(A−) cubes such that
Q = Q1 ↔ Q2 ↔ · · ·↔ QL = K(Q),
and such that
δQℓ ≤ C · (1− c)ℓ−ℓ
′
δQℓ ′ for 1 ≤ ℓ ′ ≤ ℓ ≤ L.
We do not compute the sequence S, we just claim its existence.
We now modify the sequence S to consist only of cubes from CZ(A−)while maintain-
ing the important properties of S.
146
We first discuss the case in dimension n = 1. We let S ′ denote the sequence formed by
omitting from S all the cubes that belong to CZ(A−) \CZ(A−). Recall that all the cubes in
CZ(A−) are contained inQ◦ = [0, 1) and all the cubes in CZ(A−) are contained in R\ [0, 1).
Consider a maximal subsequenceQk1, · · · , Qk2 of cubes in S that belong toCZ(A−). Then,
by connectedness, each Qk (k1 ≤ k ≤ k2) is contained in either [1,∞) or (−∞, 0). Assume
for sake of definiteness that each Qk is contained in [1,∞). Then Qk1−1 and Qk2+1 are the
same cube in CZ(A−), namely the unique cube in CZ(A−) that meets the endpoint x = 1.
(This is because the sequence must exit and reenter [0, 1) using the same cube that borders
the endpoint x = 1.) Thus we can remove the aforementioned subsequence from S and
obtain a connected path of cubes. The resulting sequence is exponentially decreasingwith
the same constants C and c above. The same argument shows that we can remove every
maximal subsequence of S consisting of cubes in CZ(A−) \ CZ(A−).
We now handle the case when the dimension n is at least 2.
Suppose that some of the cubes in S belong toCZ(A−). LetQk1 andQk2 denote the first
and last cubes in the sequence S belonging to CZ(A−)\CZ(A−). Let Ssub = (Qk1, · · · , Qk2)
denote the corresponding subsequence of S.
We know thatQ1 = Q andQL = K(Q) both belong toCZ(A−). Hence, 1 < k1 ≤ k2 < L.
Note that both Qk1−1 andQk2−1 intersect the boundary of Q
◦ and belong to CZ(A−).
We join Qk1−1 and Qk2+1 with a sequence S ′sub = (Q˜k1, · · · , Q˜k3) with the following
properties.
• The cubes Q˜k ∈ CZ(A−) intersect the boundary of Q◦.
• Q˜k1 ↔ Qk1−1, Q˜k3 ↔ Qk2+1, and
Q˜k ↔ Q˜k+1 for k1 ≤ k ≤ k3 − 1,
• k3 − k1 is bounded by a universal constant.
• Each Q˜k has sidelength between 1/2 and 1/8.
These properties can be arranged due to Lemma 5.2.3.
We replace the subsequence Ssub with the sequence S ′sub in S. We obtain a sequence
S ′ = (Q˜1, Q˜2, · · · , Q˜L) of cubes in CZ(A−) such that Q˜1 = Q and Q˜L = K(Q); moreover,
Q˜ℓ ↔ Q˜ℓ+1 (1 ≤ ℓ ≤ L− 1) and δQ˜ℓ ≤ C ′ · (1− c ′)ℓ−ℓ ′δQ˜ℓ ′ (1 ≤ ℓ ′ ≤ ℓ ≤ L).
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Indeed, the fact that S ′ satisfies the exponentially decreasing property follows directly
from the construction: We removed a subsequence of connected cubes in S and replaced
it with a subsequence of bounded length consisting of cubes of size ∈ {1/2, 1/4, 1/8}. This
has no effect on the fact that the sidelengths are exponentially decreasing in the sense of
the above estimate.
Hence, the sequence S ′ joining Q and K(Q) is exponentially decreasing.
We never actually compute the sequences S or S ′, we just claim their existence.
Using the above analysis, the MAIN KEYSTONE CUBE ALGORITHM and the algorithm
LIST ALL KEYSTONE CUBES in Section 4.5, we obtain the following result.
ALGORITHM: KEYSTONE-ORACLE.
After one-time work at most CN logN in space CN we produce the following out-
comes:
• We list all the keystone cubes Q# in CZ(A−).
• We can answer queries: A query consists of a cubeQ ∈ CZ(A−), and the response
to a queryQ is a keystone cubeK(Q) to whichQ is connected by an exponentially
decreasing path
Q = Q˜1 ↔ Q˜2 ↔ · · ·↔ Q˜L = K(Q)
with
δQ˜ℓ ≤ C · (1− c)ℓ−ℓ
′
δQ˜ℓ ′
for 1 ≤ ℓ ′ ≤ ℓ ≤ L.
We guarantee that Q˜ℓ ∈ CZ(A−) and 6564Q˜ℓ ⊂ CQ for each ℓ. We guarantee that
S1K(Q) ⊂ CQ; also that K(Q) = Q ifQ is keystone. The work required to answer
a query is at most C logN.
• We list all (Q ′, Q ′′) ∈ CZ(A−)× CZ(A−) such that Q ′ ↔ Q ′′ and K(Q ′) 6= K(Q ′′).
Let BD(A−) (the “border disputes”) denote the set of all such pairs (Q ′, Q ′′). We
guarantee that the cardinality of BD(A−) is at most CN.
REMARK 5.2.1. Let Q˜1 ↔ · · · ↔ Q˜L be as above. For fixed Q ′, we can have Q ′ = Q˜ℓ for at
most C distinct ℓ. This is because the path Q˜1 ↔ Q˜2 ↔ · · ·↔ Q˜L is exponentially decreasing.
REMARK 5.2.2. We do not attempt to compute the sequence of cubes Q˜1, · · · , Q˜L−1 - we only
guarantee that this sequence exists, and we guarantee that we can compute the keystone cube
K(Q) = Q˜L located at the end of the sequence.
148
5.3. An Approximation to the Sigma
We begin the proof of the Main Technical Results for A. We recall that A ( M is a
monotonic set.
In Sections 5.2.2 and 5.2.3, we have defined a dyadic decomposition CZ(A−) of Rn
and a notion of keystone cubes in CZ(A−). We cannot compute all the cubes in CZ(A−)
since there are infinitely many. Instead, we have access to a CZ(A−)-ORACLE and the
KEYSTONE-ORACLE.
The integer constants S0, S1.S2 relating to the keystone cubes are defined in (5.2.12).
According to theMain Technical Results forA− (see Chapter 3), for eachQ ∈ CZmain(A−)
the functional
(5.3.1) M(Q,A−)(f, R) :=
 ∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p
1/p
satisfies
(5.3.2) c‖(f, R)‖(1+a)Q ≤M(Q,A−)(f, R) ≤ C‖(f, R)‖ 65
64
Q.
Recall that a is the constant a(A−) from the Main Technical Results; see (5.2.3).
For eachQ ∈ CZ(A−)\CZmain(A−), we define Ξ(Q,A−) := ∅ andM(Q,A−)(f, R) := 0. By
definition of the collection CZmain(A−) and by property (c) in Proposition 5.2.1, we have
65
64
Q ∩ E = ∅. Thus, ‖(f, R)‖(1+a)Q = 0 for anyQ ∈ CZ(A−) \CZmain(A−). Thus, we see that
(5.3.2) holds for allQ ∈ CZ(A−).
5.3.1. Assigning Jets to Keystone Cubes. Let Q# ∈ CZ(A−) be a keystone cube. We
define its associated CZ cubes to be the collection
(5.3.3) I(Q#) := {Q ∈ CZ(A−) : Q ∩ S0Q# 6= ∅}.
We note that the cubes in I(Q#) belong to CZ(A−) rather than CZ(A−). Hence, the cubes
in I(Q#) are contained in Rn, and may not be contained in Q◦.
LEMMA 5.3.1. Let A ≥ 1 be given. Assume that Q,Q ∈ CZ(A−) and Q ∩AQ 6= ∅. Then
δQ ≤ 103AδQ, and(5.3.4)
65
64
Q ⊂ 105AQ.(5.3.5)
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PROOF. We first prove (5.3.4). Assume for the sake of contradiction that δQ > 10
3AδQ
for some Q,Q ∈ CZ(A−) with Q ∩AQ 6= ∅. Then 65
64
Q ∩Q 6= ∅. However, this contradicts
the good geometry of the cubes in CZ(A−) (see Proposition 5.2.1). This completes the
proof of (5.3.4) by contradiction. Lastly, (5.3.5) follows from (5.3.4) and our assumption
that Q ∩AQ 6= ∅. 
By Lemma 5.3.1, the CZ cubes associated to a givenQ# satisfy the following property:
for eachQ ∈ I(Q#)we have
δQ ≤ 103S0 · δQ#, and(5.3.6)
65
64
Q ⊂ S1Q#.(5.3.7)
(Recall (5.2.12) which states that S1 ≥ 105S0.)
REMARK 5.3.1. The definition of keystone cubes shows that δQ ≥ δQ# wheneverQ ∈ I(Q#).
Hence, (5.3.6) implies that the cardinality of I(Q#) is bounded by C for each keystone cube Q#.
IfQ ∈ I(Q#1 ) andQ ∈ I(Q#2 ) then (5.3.7) implies that S1Q#1 ∩S1Q#2 ⊃ 6564Q. Recall that the
cubes S1Q
# (Q# keystone) have bounded overlap. (See Lemma 5.2.4.) Thus, each Q ∈ CZ(A−)
belongs to I(Q#) for at most C distinct keystone cubes Q#.
ALGORITHM: MAKE NEW ASSISTS AND ASSIGN KEYSTONE JETS.
For each keystone cubeQ#, we compute a list of new assistsΩnew(Q#) ⊂ [X(S1Q# ∩ E)]∗,
written in short form, and we produce an Ωnew(Q#)-assisted bounded depth linear map
R#
Q#
: X(S1Q
# ∩ E) ⊕ P → P , written in short form. Furthermore, we guarantee that the
following conditions are met.
• The sum of depth(ω) over all ω inΩnew(Q#), and over all keystone cubes Q#, is
bounded by CN.
Given (f, P) ∈ X(S1Q# ∩ E)⊕ P , denote R# = R#Q#(f, P).
• Then ∂α (R# − P) ≡ 0 for all α ∈ A (recall, A is monotonic; see Remark 2.6.1).
• Let R ∈ P , with ∂β (R− P) ≡ 0 for all β ∈ A. Then
(5.3.8)
∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, R#)|p ≤ C
∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p.
To compute the assistsΩnew(Q#) and the short form of the maps R#
Q#
(for all the keystone
cubes Q#) requires work at most CN logN, and storage at most CN.
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EXPLANATION . Given P ∈ P , we define VP to be the affine subspace consisting of all
polynomials R ∈ P satisfying ∂α(R − P) ≡ 0 for all α ∈ A. We note that R ∈ VP ⇐⇒
∂α(R− P)(0) = 0 for all α ∈ A, since A is monotonic.
We introduce coordinates on VP, defined by
w = (w1, · · · , wk) ∈ Rk =⇒ Rw(x) =∑
α∈A
∂αP(0)
α!
xα +
k∑
j=1
wj · x
αj
αj!
,
where we writeM \A = {α1, · · · , αk}.
We consider the sum of the p-th powers of the functionals ξ(f, Rw) over all ξ ∈ Ξ(Q,A−)
andQ ∈ I(Q#). We want to minimize this expression with respect to w ∈ Rk. We can ap-
proximately solve this minimization problem using the algorithm OPTIMIZE VIA MATRIX
from Section 2.8. We describe the process below.
For each Q ∈ CZmain(A−) with Q ∩ S0Q# 6= ∅, we have δQ# ≤ δQ by definition of
keystone cubes. Hence, from (5.3.6) we have
Q ∩ S0Q# 6= ∅ and δQ# ≤ δQ ≤ C · δQ#(5.3.9)
for a universal constant C.
We list all the dyadic cubesQ that satisfy (5.3.9). There are at most C cubes in this list. We
test eachQ to see whether it belongs to CZmain(A−). Thus, we can compute the list
L =
{
Q ∈ CZmain(A−) : Q ∩ S0Q# 6= ∅
}
.
The list L contains all the cubes Q that participate in (5.3.8) for which Ξ(Q,A−) 6= ∅.
(Recall that Ξ(Q,A−) = ∅ for Q ∈ CZ(A−) \ CZmain(A−).)
We list all the functionals ξ appearing in Ξ(Q,A−) for some Q ∈ L. From the Main
Technical Results for A− (see Chapter 3), each such ξ is given in the form
ξ(f, Rw) = λ(f) +
I∑
a=1
µa ·ωa(f) + λˇ((∂αP(0))α∈A) +
k∑
j=1
µˇj ·wj,
where λ and λˇ are linear functionals; ωa ∈ Ω(Q,A−) for some Q ∈ L; µa and µˇj are real
coefficients; and depth(λ) = O(1), I = O(1). In this discussion, we write X = O(Y) to
indicate that X ≤ CY for a universal constant C.
151
Processing each functional ξ this way takes work O(1) per functional. Thus, with
work O(L) (see below), we obtain a list of all the above ξ’s, written as
ξℓ(f, Rw) = λℓ(f) +
Iℓ∑
a=1
µℓaωℓa(f) + λˇℓ((∂
αP(0))α∈A) +
k∑
j=1
µˇℓjwj(5.3.10)
for ℓ = 1, · · · , L; here, L =
∑
Q∈I(Q#)
#
[
Ξ(Q,A−)].
Here, each Iℓ = O(1), each λℓ has bounded depth, and eachωℓa belongs toΩ(Qℓa,A−) for
some Qℓa ∈ L. Of course the Qℓa need not be distinct, and k ≤ dim(P) = D.
Processing the functionals w 7→ ξℓ(f, Rw) in (5.3.10) with the algorithm OPTIMIZE VIA
MATRIX (see Section 2.8), we compute a matrix (bjℓ) with the following property. The
sum of the absolute values of the p-th powers of the functionals ξℓ(f, Rw) (1 ≤ ℓ ≤ L) is
essentially minimized for fixed f, (∂αP(0))α∈A by setting w = w
∗ = (w∗1, · · · , w∗k), where
w∗j =
L∑
ℓ=1
bjℓ
[
λℓ(f) +
Iℓ∑
a=1
µℓaωℓa(f) + λˇℓ((∂
αP(0))α∈A)
]
(5.3.11)
=
{
L∑
ℓ=1
bjℓ
[
λℓ(f) +
Iℓ∑
a=1
µℓaωℓa(f)
]}
+
L∑
ℓ=1
bjℓ · λˇℓ((∂αP(0))α∈A)
≡ ωnewj (f) + λnewj ((∂αP(0))α∈A).
We have thus defined new assists ωnewj and new functionals λ
new
j .
We may therefore take R#
Q#
(f, P) := Rw∗ with w
∗
j = ω
new
j (f) + λ
new
j ((∂
αP(0))α∈A) (1 ≤
j ≤ k) and we obtain the estimate (5.3.8). Note that R#
Q#
has assisted bounded depth, with
assists ωnewj (j = 1, · · · , k). Indeed,
(5.3.12) ∂α
[
R#
Q#
(f, P)
]
(0) =
{
ωnewj (f) + λ
new
j ((∂
αP(0))α∈A) if α = αj, j ∈ {1, · · · , k}
∂αP(0) if α ∈ A.
We can compute the new functionals λnewj (1 ≤ j ≤ k) using the obvious method. This
requires work
O(L) = O
( ∑
Q∈I(Q#)
#
[
Ξ(Q,A−)]).
We will now express the new assists ωnewj in short form.
We write ωnewj = ω
new,1
j + ω
new,2
j , where ω
new,1
j and ω
new,2
j are defined below (see
(5.3.13) and (5.3.16)).
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Each λℓ(f) has bounded depth, so the functional
(5.3.13) ωnew,1j : f 7→ L∑
ℓ=1
bjℓ · λℓ(f)
can be computed in short form using
workO(L log L) = O
(
logN·
∑
Q∈I(Q#)
# [Ξ(Q,A−)]
)
and storageO(L) = O
( ∑
Q∈I(Q#)
# [Ξ(Q,A−)]
)
.
This computation follows by a simple sorting procedure. We provide details below.
• Recall that λℓ has bounded depth and is given in short form (without assists):
(5.3.14) λℓ(f) =
∑
x∈Sℓ
cℓ(x) · f(x), where #(Sℓ) ≤ C.
Thus, we can express the functional (5.3.13) as
ωnew,1j : f 7→∑
x∈S
dj(x) · f(x), where S =
L⋃
ℓ=1
Sℓ and(5.3.15)
dj(x) =
L∑
ℓ=1
bjℓ · cℓ(x) for x ∈ S.
We compute the weights dj(x) by sorting. More precisely, we sort the points of S.
Wemake an array indexed by S. We initialize the array to have all zero entries. We
loop over ℓ = 1, · · · , L, and we loop over all the points y ∈ Sℓ. We determine the
position of each y in the list S, and we add the number bjℓ · cℓ(y) at the relevant
position in the array. This requires work at most C log(S) ≤ C log L for a fixed
pair (ℓ, y). Hence, the total work required is at most CL log L, since the number of
relevant pairs (ℓ, y) is
∑L
ℓ=1#(Sℓ) ≤
∑L
ℓ=1C ≤ CL. Similarly, the total storage is at
most C
∑L
ℓ=1#(Sℓ) ≤ CL.
Thus, we can compute the functional (5.3.13) using work O(L logL) and storage O(L).
It remains to compute the functional
(5.3.16) ωnew,2j : f 7→ L∑
ℓ=1
bjℓ
Iℓ∑
a=1
µℓaωℓa(f) in short form. (Recall, each Iℓ = O(1).)
We recall that eachωℓa belongs to
⋃
Q∈I(Q#)
Ω(Q,A−).
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We can express the functional (5.3.16) in the form
(5.3.17) ωnew,2j : f 7→ ∑
ω∈
⋃
Q∈I(Q#)
Ω(Q,A−)
qjω ·ω(f),
with
workO(L log L) = O
(
logN·
∑
Q∈I(Q#)
# [Ξ(Q,A−)]
)
and storageO(L) = O
( ∑
Q∈I(Q#)
# [Ξ(Q,A−)]
)
.
We can compute the relevant numbers qjω by sorting, since
(5.3.18) qjω =
∑
(ℓ,a):ωℓa=ω
bjℓ · µℓa.
Finally, once our functional is in the form (5.3.17), we can easily write it in short form
(5.3.19) ωnew,2j : f 7→∑
x∈S
kj(x) · f(x)
with
work O
logN · ∑
Q∈I(Q#)
∑
ω∈Ω(Q,A−)
depth(ω)
 and storage O
 ∑
Q∈I(Q#)
∑
ω∈Ω(Q,A−))
depth(ω)
 .
Again, we perform a sort to carry this out.
We computeωnewj = ω
new,1
j +ω
new,2
j in short form by adding the short form expressions
(5.3.15) and (5.3.19).
Altogether, we obtain the new assists ωnewj and the new functionals λ
new
j for a given
Q# using work at most
C · (logN) ·
 ∑
Q∈I(Q#)

1+#[Ξ(Q,A−)]+ ∑
ω∈Ω(Q,A−)
depth(ω)



and storage at most
C ·
 ∑
Q∈I(Q#)

1+#[Ξ(Q,A−)]+ ∑
ω∈Ω(Q,A−)
depth(ω)


 .
(Again, recall that Ξ(Q,A−) = Ω(Q,A−) = ∅ for any Q ∈ CZ(A−) \ CZmain(A−).)
Each Q ∈ CZmain(A−) belongs to I(Q#) for at most C distinct Q# (see Remark 5.3.1).
Therefore, we can compute the new assists and the new functionals for all the keystone
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cubes Q# using work at most
C · (logN) ·
[
#{ Keystone Cubes Q#} +
∑
Q∈CZmain(A−)
#
[
Ξ(Q,A−)]
+
∑
Q∈CZmain(A−)
∑
ω∈Ω(Q,A−)
depth(ω)
]
,
which is at mostCN logN by the induction hypothesis and the statement of the KEYSTONE-
ORACLE (which guarantees that the number of keystone cubes is bounded by CN). Simi-
larly, we see that all the new assists can be computed using storage at most CN.
Finally, note that there are at most D new assists for each given keystone cube Q# ∈
CZ(A−), and each such assist has depth at most #(S1Q# ∩ E). By the bounded overlap of
the cubes S1Q
# (see Lemma 5.2.4), we see that the sum of the depths of all the new assists
is at most C ·#(E) = CN.
This completes the explanation of the algorithm.

LetQ# ∈ CZ(A−) be a keystone cube. For each (f, R) ∈ X(S1Q# ∩ E)⊕ P , we define[
M#
Q#
(f, R)
]p
:=
∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p =
∑
Q∈I(Q#)
[
M(Q,A−)(f, R)
]p
.(5.3.20)
The terms ξ(f, R) appearing above are well-defined, since (5.3.7) states that 65
64
Q ⊂ S1Q#
for eachQ ∈ I(Q#). (Recall that the domain of each functional ξ in Ξ(Q,A−) isX((65/64)Q∩
E)⊕ P .)
We now show that the “keystone functional” defined in (5.3.20) is comparable to the
trace semi-norm near the given keystone cube.
LEMMA 5.3.2. Let Q# be a keystone cube. Then
c · ‖(f, R)‖S0Q# ≤M#Q#(f, R) ≤ C · ‖(f, R)‖S1Q#
for all (f, R) ∈ X(S1Q# ∩ E)⊕ P .
PROOF. From (5.3.7) we learn that (1 + a)Q ⊂ (65/64)Q ⊂ S1Q# for any Q ∈ I(Q#).
(Recall that a = a(A−) ≤ 1/64; see (5.2.3).)
Let (f, R) ∈ X(S1Q# ∩ E)⊕ P be given.
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For eachQ ∈ I(Q#), by definition of the seminorm ‖(·, ·)‖(1+a)Q, we can choose FQ ∈ X
with FQ = f on E ∩ (1+ a)Q and
‖FQ‖X((1+a)Q) + δ−m(1+a)Q‖FQ − R‖Lp((1+a)Q) ≤ 2 · ‖(f, R)‖(1+a)Q.
From the left-hand estimate in (5.3.2) we have ‖(f, R)‖(1+a)Q ≤ C ·M(Q,A−)(f, R). Thus, by
definition (5.3.20) we have
(5.3.21) ‖FQ‖X((1+a)Q) + δ−mQ ‖FQ − R‖Lp((1+a)Q) ≤ C ·M#Q#(f, R) for Q ∈ I(Q#).
The assumptions in Sections 4.6.4 and 4.6.5 are valid, where
• CZ = CZ(A−) and Q = I(Q#).
• Q̂ = S0Q#;
• r = a, and A = C for a large enough universal constant C.
We exhibited a CZ(A−)-ORACLE and proved good geometry for CZ(A−), which is a de-
composition of Rn, in Proposition 5.2.1. We proved the properties of the collection Q
stated in Section 4.6.5: by definition of I(Q#) in (5.3.3) and since CZ(A−) is a partition of
Rn, we obtain (4.6.4); also, from (5.3.6) we obtain (4.6.5).
We may thus apply the results stated in Section 4.6.5.
By Lemma 4.6.2, there exists a partition of unity θQ
#
Q ∈ Cm(Rn) (Q ∈ I(Q#)) such that∑
Q∈I(Q#)
θQ
#
Q = 1 on S0Q
#,
where supp θQ
#
Q ⊂ (1+ a)Q and |∂αθQ
#
Q (x)| ≤ C · δ−|α|Q for x ∈ (1+ a)Q, |α| ≤ m.
Define
F :=
∑
Q∈I(Q#)
FQ · θQ#Q .
Since the cardinality of I(Q#) is at most C (see Remark 5.3.1), Lemma 4.6.3 and (5.3.21)
show that
‖F‖X(S0Q#) ≤ C ·M#Q#(f, R).
Moreover, since δQ# ≤ δQ ≤ CδQ# for all Q ∈ I(Q#), we have
δ−m
Q#
‖F− R‖Lp(S0Q#) ≤ C
∑
Q∈I(Q#)
δ−mQ ‖FQ − R‖Lp((1+a)Q)‖θQ
#
Q ‖L∞((1+a)Q)
≤ C ·M#
Q#
(f, R) (see (5.3.21)).
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Because supp(θQ
#
Q ) ⊂ (1 + a)Q and FQ = f on E ∩ (1 + a)Q we see that F = f on
E ∩ S0Q#. Hence, the above estimates imply that
‖(f, R)‖S0Q# ≤ ‖F‖X(S0Q#) + δ−mS0Q#‖F− R‖Lp(S0Q#) .M
#
Q#
(f, R).
This proves one inequality in the statement of the lemma.
Next, using the right-hand estimate in (5.3.2), we see that[
M#
Q#
(f, R)
]p
=
∑
Q∈I(Q#)
Q∈CZmain(A
−)
[
M(Q,A−)(f, R)
]p ≤ C ∑
Q∈I(Q#)
‖(f, R)‖p65
64
Q
.
Recall that I(Q#) contains at most C cubes. Thus, by Lemma 2.4.1, where we use the
estimate δQ# ≤ δQ ≤ CδQ# and that 6564Q ⊂ S1Q# for each Q ∈ I(Q#), the right-hand
side in the above estimate is bounded by C · ‖(f, R)‖p
S1Q#
. This completes the proof of the
lemma. 
The parameter ǫ > 0 now makes its first appearance. Recall that ǫ is assumed to be
less than a small enough universal constant. See (5.2.13).
PROPOSITION 5.3.1. Let Q̂ be a dyadic subcube of Q◦, such that 3Q̂ is tagged with (A, ǫ).
Assume also that Q# ∈ CZ(A−) is a keystone cube, and that S1Q# ⊆ 6564Q̂.
Suppose that H ∈ X satisfies H = f on E ∩ S1Q# and ∂αH(xQ#) = ∂αP(xQ#) for all α ∈ A.
Then
(5.3.22) δ−m
Q#
‖H− R#
Q#
‖Lp(S1Q#) ≤ C · ‖H‖X(S1Q#).
Here, C ≥ 1 is a universal constant; and R#
Q#
= R#
Q#
(f, P).
(See the algorithmMAKE NEW ASSISTS AND ASSIGN KEYSTONE JETS.)
PROOF. Recall that S0Q
# ⊂ 65
64
Q̂ and 3Q̂ is tagged with (A, ǫ). Thus, Lemma 2.7.8
implies that S0Q
# is tagged with (A, ǫκ) for some universal constant κ > 0.
Recall that S1 ≥ 2[c∗(A−)]−1; see (5.2.12). Thus, since S1Q# ⊂ 6564Q̂ we have
(5.3.23) δQ# ≤ S−11 δ 65
64
Q̂ ≤ c∗(A−).
Hence, the induction hypothesis implies that
(5.3.24) S0Q
# is not tagged with (A ′, ǫ1(A−)) for any A ′ < A.
In particular, S0Q
# is not tagged with (A ′, ǫκ) for any A ′ < A.
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Since S0Q
# is tagged with (A, ǫκ) but not with (A ′, ǫκ) for any A ′ < A, we see that
σ(S0Q
#) has an (A, xQ#, ǫκ, δS0Q#)-basis. Thus there exist polynomials (Pα)α∈A such that
Pα ∈ ǫκ
[
δS0Q#
]|α|+n/p−m · σ(S0Q#) for α ∈ A,(5.3.25)
∂βPα(xQ#) = δαβ for β, α ∈ A,(5.3.26)
|∂βPα(xQ#)| ≤ ǫκ
[
δS0Q#
]|α|−|β|
for β ∈M, α ∈ A, β > α.(5.3.27)
To start, we prove the following statement.
• Suppose that
R ∈ σ(S0Q#), and(5.3.28)
∂αR(xQ#) = 0 for all α ∈ A.(5.3.29)
Then, for someW = W(m,n, p) ≥ 0 we have
(5.3.30) |∂βR(xQ#)| ≤W · δm−n/p−|β|Q# for β ∈M.
For the sake of contradiction, suppose that (5.3.28) and (5.3.29) do not imply (5.3.30).
Then, for some large constant Ŵ ≥ 0, which will be determined later, there exists R ∈
σ(S0Q
#) satisfying (5.3.29) and
(5.3.31) max
β∈M
|∂βR(xQ#)| · (δQ#)
n
p
+|β|−m = Ŵ.
For each integer ℓ ≥ 0, define the multi-index set
∆ℓ =
{
β ∈M : |∂βR(xQ#)| · (δQ#)
n
p
+|β|−m ≥ Ŵ(2−ℓ)
}
.
Note that ∆0 6= ∅ thanks to (5.3.31), and also ∆ℓ ⊂ ∆ℓ+1 for ℓ ≥ 0.
Since#M = D and∆ℓ ⊂M is an increasing sequence, there is an index ℓ∗ ∈ {0, · · · , D}
such that ∆ℓ∗ = ∆ℓ∗+1. Pick the maximal element α ∈ ∆ℓ∗ (under the standard order on
multi-indices defined in Section 2.6). Since α ∈ ∆ℓ∗ we have
(5.3.32) |∂αR(xQ#)| · (δQ#)
n
p
+|α|−m ≥ Ŵ(2−ℓ∗ ).
Now, if β ∈M and β > α, then β /∈ ∆ℓ∗ = ∆ℓ∗+1 by the maximality of α. Hence,
(5.3.33) |∂βR(xQ#)| · (δQ#)
n
p
+|β|−m ≤ Ŵ(2−ℓ∗−1) for each β ∈M with β > α.
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We define Z and A by setting Ŵ = ZA, with A = 2ℓ∗ and 0 ≤ ℓ∗ ≤ D. Then (5.3.31) -
(5.3.33) state that
|∂αR(xQ#)| ≥ Z · [δQ#]m−n/p−|α|,
|∂βR(xQ#)| ≤ Z1/2 · [δQ#]m−n/p−|β| for β ∈M, β > α, and
|∂βR(xQ#)| ≤ ZA · [δQ#]m−n/p−|β| for β ∈M.
Define Pα := (∂
αR(xQ#))
−1 · R. Then (5.3.29) implies that
(5.3.34) ∂βPα(xQ#) = δαβ for β ∈ A ∪ {α}.
Since R ∈ σ(S0Q#),
(5.3.35) Pα ∈ Z−1
[
δQ#
]|α|+n/p−m · σ(S0Q#),
and also
|∂βPα(xQ#)| ≤ Z−1/2 · [δQ#]|α|−|β| for β ∈M, β > α, and(5.3.36)
|∂βPα(xQ#)| ≤ ZA · [δQ#]|α|−|β| for β ∈M.(5.3.37)
Set A := {α ∈ A : α < α} ∪ {α}. Since ∂αR(xQ#) = 0 for all α ∈ A, we see that α /∈ A. Thus,
(5.3.38) A < A.
For α ∈ A with α < α, we set
Pα := Pα − ∂
αPα(xQ#)Pα.
Note that
Pα ∈ CǫκZA
[
δQ#
]|α|+n/p−m · σ(S0Q#) (by (5.3.25), (5.3.27), (5.3.35)),(5.3.39)
∂βPα(xQ#) = δαβ for β ∈ A (by (5.3.26), (5.3.34)), and(5.3.40)
|∂βPα(xQ#)| ≤ CǫκZA
[
δQ#
]|α|−|β|
for β ∈M, β > α (by (5.3.27), (5.3.37)).(5.3.41)
Examining (5.3.34)-(5.3.41), we see that
(5.3.42) (Pα)α∈A forms an (A, xQ#, C · (S0)mmax{ǫκZA, Z−1/2}, δS0Q#)-basis for σ(S0Q#).
Recall that Z = Ŵ1/A with A = 2ℓ∗ and 0 ≤ ℓ∗ ≤ D. We pick Ŵ to be a large enough
universal constant, and assume that ǫ is less than a small enough universal constant. Then
(5.3.38) and (5.3.42) imply that S0Q
# is tagged with (A−, ǫ1(A−)). But this contradicts
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(5.3.24). This completes our proof that (5.3.30) holds whenever the polynomial R satisfies
(5.3.28) and (5.3.29).
We now prove the main assertion in Proposition 5.3.1. Suppose that H ∈ X satisfies
H = f on E∩S1Q# and ∂αH(xQ#) = ∂αP(xQ#) for all α ∈ A. Then ∂α(JxQ#H−P) ≡ 0 for all
α ∈ A. (Recall, A is monotonic; see Remark 2.6.1.) We apply the estimate (5.3.8) followed
by Lemma 5.3.2, and hence, we see that
M
#
Q#
(f, R
#
Q#
) ≤ C ·M#
Q#
(f, Jx
Q#
H)
≤ C‖(f, Jx
Q#
H)‖S1Q# ≤ C‖H‖X(S1Q#),
which implies that
M#
Q#
(0, R#
Q#
− Jx
Q#
H) ≤ C‖H‖X(S1Q#).
Thus, Lemma 5.3.2 implies that ‖(0, R#
Q#
− Jx
Q#
H)‖S0Q# ≤ C‖H‖X(S1Q#), hence
R#
Q#
− Jx
Q#
H ∈ C‖H‖X(S1Q#) · σ(S0Q#).
By the defining properties of R#
Q#
(see the algorithm MAKE NEW ASSISTS AND ASSIGN
KEYSTONE JETS), and by our assumption on ∂αH(xQ#), we have
∂α(R#
Q#
− Jx
Q#
H)(xQ#) = ∂
α(P − P)(xQ#) = 0 for all α ∈ A.
Thus, (5.3.30) shows that
|∂β(Jx
Q#
H − R#
Q#
)(xQ#)| ≤ C · (δQ#)m−n/p−|β|‖H‖X(S1Q#) for all β ∈M.
Hence, by the Sobolev inequality we have
δ−m
Q#
‖H− R#
Q#
‖Lp(S1Q#) ≤ C · ‖H‖X(S1Q#).
That proves (5.3.22) and completes the proof of Proposition 5.3.1. 
5.3.2. Marked Cubes. We summarize various objects that we have computed in pre-
vious sections of the paper. This is meant to serve as a reference for the reader.
• The main cubes: We compute the collection of cubesQ ∈ CZmain(A−), eachmarked
with pointers to the following objects.
– The listΩ(Q,A−) of assist functionals onX( 65
64
Q∩E), expressed in short form.
– The list Ξ(Q,A−) of functionals on X( 65
64
Q ∩ E) ⊕ P , which have Ω(Q,A−)-
assisted bounded depth, expressed in short form in terms of assistsΩ(Q,A−).
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– The list of functionals ξQ1 , · · · , ξQD on P .
(See the Main Technical Results for A− and the algorithm APPROXIMATE OLD
TRACE NORM in Section 5.2.)
• The keystone cubes: We list all the keystone cubes Q# for CZ(A−), each marked
with pointers to the following objects.
– The list Ωnew(Q#) of new assist functionals on X(S1Q
# ∩ E), expressed in
short form.
– The linear map R#
Q#
: X(S1Q
# ∩ E) ⊕ P → P , which has Ωnew(Q#)-assisted
bounded depth, and is expressed in short form in terms of assistsΩnew(Q#).
(See MAKE NEW ASSISTS AND ASSIGN KEYSTONE JETS in Section 5.3.1.)
• The border-dispute pairs: We list all the border-dispute pairs (Q ′, Q ′′) ∈ BD(A−).
(See the KEYSTONE-ORACLE in Section 5.2.3.)
We store these cubes in memory along with their markings.
5.3.3. Testing Cubes. Let Q̂ be a dyadic subcube of Q◦. Since CZ(A−) is a dyadic
decomposition of Q◦, one and only one of the following alternatives holds.
(A) Q̂ is a disjoint union of cubes from CZ(A−).
(B) Q̂ is strictly contained in one of the cubes of CZ(A−).
DEFINITION 5.3.1. Let Q̂ ⊂ Q◦ be a dyadic cube. If alternative (A) holds, we call Q̂ a
testing cube.
Let 0 < λ < 1. We say that a testing cube Q̂ is λ-simple if δQ ≥ λ · δQ̂ for any Q ∈ CZ(A−)
with Q ⊂ (65/64)Q̂.
We introduce a geometric parameter
(5.3.43) tG ∈ R, which is an integer power of two.
We assume that
0 < tG < c, where c is a small enough constant determined by m,n, p.
Wewill later determine a(A) to be an appropriate constant depending on tG. For themain
conditions satisfied by a(A), see the fourth and fifth bullet points in Chapter 3. Near the
end of Section 5.3 we determine tG to be a constant depending only onm, n, and p - but
not yet.
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We recall that a = a(A−) is a fixed universal constant.
LEMMA 5.3.3. Let Q̂ be a testing cube. Assume that tG > 0 is less than a small enough
universal constant. The following properties hold.
• There exists a constant anew > 0, depending only on tG,m, n, p, such that the cube
(1+ anew)Q̂ is contained in the union of the cubes (1+
a
2
)Q over all Q ∈ CZ(A−) with
Q ⊂ (1+ tG)Q̂.
• If Q ∈ CZ(A−) and Q ⊂ (1+ 100tG)Q̂, then 6564Q ⊂ 6564Q̂.
PROOF. We assume anew is less than a small enough constant determined by tG,m, n,
and p. We will later fix anew to be a constant depending only on tG, m, n, and p, but not
yet.
Let x ∈ (1+anew)Q̂ be given. We will produce a cubeQ ∈ CZ(A−)withQ ⊂ (1+ tG)Q̂
such that x ∈ (1+ a
2
)Q, thus proving the first bullet point.
Pick a point xnear ∈ Q̂ with |xnear − x| ≤ anewδQ̂. (Recall that we use the ℓ∞ metric on
Rn.)
Since the cubes in CZ(A−) partition Q◦, one of the following cases must occur
Case 1: There exists Q1 ∈ CZ(A−)with δQ1 ≤ (tG/40)δQ̂ such that x ∈ Q1.
Because x ∈ (1 + anew)Q̂, we have Q1 ⊂ (1 + anew + tG10 )Q̂ in Case 1. Therefore,
Q1 ⊂ (1+ tG)Q̂. (Here, we assume that anew ≤ 9tG10 .)
Case 2: There exists Q2 ∈ CZ(A−)with δQ2 > (tG/40)δQ̂ and x ∈ Q2.
Because Q̂ is a testing cube, there exists Q ∈ CZ(A−) such that Q ⊂ Q̂ and xnear ∈ Q.
Moreover, note that
|x− xnear| ≤ anewδQ̂ ≤
40anew
tG
δQ2 ≤
a
8
δQ2.
(Here, we assume that anew ≤ atG320 .) The above estimate and the fact that x ∈ Q2 imply
that xnear ∈ (1 + a)Q2. Since xnear ∈ Q, we have δQ2 ≤ 2δQ by good geometry. Therefore,
|x− xnear| ≤ a4δQ. Consequently, since xnear ∈ Q we have x ∈ (1+ a2 )Q.
Case 3: x ∈ Rn \Q◦.
Because Q̂ is a testing cube, there exists Q ∈ CZ(A−) with Q ⊂ Q̂ and xnear ∈ Q. Note
that
dist(Q,Rn \Q◦) ≤ |x − xnear| ≤ anewδQ̂ ≤ anew.
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If anew < 10
−3, then Lemma 5.2.3 implies that δQ ∈ {1/2, 1/4, 1/8}, hence |x − xnear| ≤
8anewδQ. Since xnear ∈ Q, we see that x ∈ (1+ 100anew)Q ⊂ (1+ a/2)Q.
Thus, in all cases we have produced some cubeQ ′ ∈ CZ(A−) such thatQ ′ ⊂ (1+ tG)Q̂
and x ∈ (1 + a/2)Q ′. Here, x ∈ (1 + anew)Q̂ is arbitrary. We now fix anew to be a small
enough constant depending on tG,m, n, and p. This completes the proof of the first bullet
point.
We now prove the second bullet point.
We assume we are given a cube Q ∈ CZ(A−) with Q ⊂ (1+ 100tG)Q̂.
Since Q̂ is a testing cube, eitherQ ⊂ Q̂ or Q ⊂ (1+ 100tG)Q̂ \ Q̂.
In the former case, clearly 65
64
Q ⊂ 65
64
Q̂.
In the latter case, we have δQ ≤ 50tGδQ̂ and so 6564Q ⊂ (1+ 1000tG)Q̂ ⊂ 6564Q̂.
This proves the second bullet point and completes the proof of the lemma. 
5.3.4. Testing Functionals. We recall that we have computed linear maps R#
Q#
asso-
ciated to the keystone cubes Q# in CZ(A−). See the algorithm MAKE NEW ASSISTS AND
ASSIGN KEYSTONE JETS.
We assume we are given a parameter tG as in (5.3.43).
We assume we are given a testing cube Q̂ ⊂ Q◦. (See Definition 5.3.1.)
For each Q ∈ CZ(A−) with Q ⊆ (1+ 100tG)Q̂, we define
(5.3.44)
RQ̂Q(f, P) :=
{
P : δQ ≥ tGδQ̂
R#K(Q)(f, P) : δQ < tGδQ̂
(for any (f, P) ∈ X((65/64)Q̂ ∩ E)⊕ P).
We guarantee that S1K(Q) ⊂ CQ as in the KEYSTONE-ORACLE in Section 5.2.3. If δQ <
tGδQ̂, then CQ ⊂ (1+ CtG)Q̂. For small enough tG, we conclude that
(5.3.45) S1K(Q) ⊂ (65/64)Q̂.
This shows that the map RQ̂Q is well-defined.
We define the “testing functional” [MQ̂(f, P)]
p to be the sum of the following terms.
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(I) = the sum of
[
M(Q,A−)(f, R
Q̂
Q(f, P))
]p
=
∑
ξ∈Ξ(Q,A−)
∣∣ξ(f, RQ̂Q(f, P))∣∣p(5.3.46)
over all Q ∈ CZmain(A−) such that Q ⊂ (1+ tG)Q̂.
(II) = the sum of
∑
β∈M
δ
n−(m−|β|)p
Q ′
∣∣∣∂β [RQ̂Q ′(f, P) − RQ̂Q ′′(f, P)] (xQ ′)∣∣∣p(5.3.47)
over all (Q ′, Q ′′) ∈ BD(A−) such that Q ′ ⊂ (1+ tG)Q̂, δQ ′ < tGδQ̂.
(III) = the sum of
∑
β∈M
δ
n−(m−|β|)p
Q
∣∣∣∂β [RQ̂Q(f, P) − P] (xQ)∣∣∣p(5.3.48)
over all Q ∈ CZ(A−) such that Q ⊂ (1+ tG)Q̂, δQ ≥ t2GδQ̂.
(IV) = the sum of
∑
β∈M
δ
n−(m−|β|)p
Q̂
∣∣∣∂β [RQ̂Qsp(f, P) − P] (xQ̂)∣∣∣p(5.3.49)
for a single (arbitrarily chosen) Qsp ∈ CZ(A−) contained in Q̂.
(Note thatQ ′′ ⊂ (1+100tG)Q̂ in (5.3.47), thanks to the good geometry of cubes in CZ(A−);
hence the sum (II) is well-defined.)
Thus we have defined a functional MQ̂(f, P). Although MQ̂(f, P) depends on the pa-
rameter tG, we leave this dependence implicit in our notation for the sake of brevity.
For each testing cube Q̂, we define
(5.3.50) σ(Q̂) =
{
P ∈ P : MQ̂(0, P) ≤ 1
}
.
ALGORITHM: APPROXIMATE NEW TRACE NORM.
Given a number tG > 0 as in (5.3.43), we perform one-time work at most C(tG)N logN
in space C(tG)N, after which we can answer queries.
A query consists of a testing cube Q̂.
The response to the query Q̂ is a list µQ̂1 , . . . , µ
Q̂
D of linear functionals on P such that
(5.3.51) c
[
MQ̂(0, P)
]p
≤
D∑
i=1
|µQ̂i (P)|p ≤ C
[
MQ̂(0, P)
]p
.
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Define a quadratic form on P by
(5.3.52) qQ̂(P) :=
D∑
i=1
|µQ̂i (P)|2.
This quadratic form satisfies
(5.3.53) c
[
MQ̂(0, P)
]2
≤ qQ̂(P) ≤ C
[
MQ̂(0, P)
]2
.
In particular,
(5.3.54) {qQ̂ ≤ c} ⊂ σ(Q̂) ⊂ {qQ̂ ≤ C}.
The work required to answer a query is at most C(tG) logN.
EXPLANATION . For each keystone cube Q# ∈ CZ(A−) and each β ∈ M, we have
stored a short form description of theΩnew(Q#)-assisted bounded depth linear functional
(f, P) 7→ ∂β [R#
Q#
(f, P)
]
(0). This corresponds to an expansion
∂β
[
R#
Q#
(f, P)
]
(0) = λ(Q#,β)(f) + λ(Q#,β)(P);
here, λ(Q#,β)(f) and λ(Q#,β)(P) are linear functionals (with λ(Q#,β) given in short form in
terms of some set of assists). We mark each keystone cube Q# with the linear map
(5.3.55) P 7→ R#
Q#
(0, P) =
∑
β∈M
λ(Q#,β)(P) · 1
β!
xβ.
This requires work and storage atmostC for eachQ#. (We simply produce the functionals
λ(Q#,β) : P → R for all β ∈ M.) The number of keystone cubes is at most CN, hence this
computation requires total work at most CN.
We now perform the marking procedure described below.
• For each cube Q ∈ CZmain(A−), we markQ with the linear functionals
ξ(Q,i)(P) := ξ
Q
i
(
R#K(Q)(0, P)
)
(i = 1, · · · , D).
To compute these functionals we simply compose linear maps that were already
computed. The functionals ξQi on P satisfy (5.2.4), and are computed using the
algorithm APPROXIMATE OLD TRACE NORM. We produce the keystone cube
K(Q) using the KEYSTONE-ORACLE. We locate the map P 7→ R#K(Q)(0, P) using a
binary search.
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This requires work at most C logN for each given Q ∈ CZmain(A−). (The bi-
nary search requires work at most C logN.)
• For each border-dispute pair (Q ′, Q ′′) ∈ BD(A−), we mark Q ′ with linear func-
tionals
ξ(Q ′,Q ′′,β)(P) := δ
n/p−m+|β|
Q ′ ∂
β
{
R#K(Q ′)(0, P) − R
#
K(Q ′′)(0, P)
}
(xQ ′) (β ∈M).
The linear maps P 7→ R#K(Q ′)(0, P) and P 7→ R#K(Q ′′)(0, P) are computed using the
KEYSTONE-ORACLE and a binary search, as in the previous bullet point.
This requires work at most C logN for each given (Q ′, Q ′′) ∈ BD(A−).
Each relevant cube is marked with at mostO(1) functionals by the above bullet points.
Since the number of cubes Q and Q ′ arising above is at most CN, the marking procedure
requires work at most CN logN in space CN.
We perform the one-time work for the algorithm COMPUTE NORMS FROM MARKED
CUBOIDS on the marked cubes Q, Q ′ arising above, which is at most CN logN work in
space CN. Again, we use the fact that each cube is marked by O(1) functionals. This
concludes the one-time work for the present algorithm.
We now explain the query work. Suppose that Q̂ is a given testing cube (a query).
We partition (1 + tG)Q̂ into dyadic cubes Q1, . . . , QL ⊂ Rn such that δQℓ = (tG/4)δQ̂.
Note that L = L(tG) is a constant determined by n and tG. (Recall that 0 < tG < 1 is an
integer power of 2; see (5.3.43).)
Note that
Q ∈ CZ(A−), Q ⊂ (1+ tG)Q̂, and δQ ≤ (tG/4)δQ̂ ⇐⇒(5.3.56)
Q ∈ CZ(A−) and Q ⊂ Qℓ for some ℓ ∈ {1, . . . , L}.
Next, we apply the query algorithm from COMPUTE NORMS FROM MARKED CUBOIDS
with each cubeQℓ used as a query (ℓ = 1, · · · , L). We obtain linear functionals µQℓ1 , · · · , µQℓD
on P such that
(5.3.57)
c
D∑
k=1
|µQℓk (P)|p ≤
∑
Q∈CZ(A−)
linear functional ξ
{|ξ(P)|p : Q ⊂ Qℓ, Q marked with ξ} ≤ C D∑
k=1
|µQℓk (P)|p.
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This requires work and storage at mostC logN for each fixed ℓ, and total work and storage
at most C(tG) logN. Summing the above estimate from ℓ = 1, . . . , L and using (5.3.56), we
learn that
L∑
ℓ=1
D∑
k=1
|µQℓk (P)|p ∼
∑{ D∑
i=1
|ξQi (R#K(Q)(0, P))|p : Q ∈ CZmain(A−), Q ⊂ (1+ tG)Q̂, δQ ≤
tG
4
δQ̂
}
.
+
∑{
|ξ(Q ′,Q ′′,β)(P)|p : (Q ′, Q ′′) ∈ BD(A−), Q ′ ⊂ (1+ tG)Q̂,(5.3.58)
δQ ′ ≤ tG
4
δQ̂, β ∈M
}
=: S1 +S2.
We now compute the functionals described below.
(F1) µ
Qℓ
k (P) for k = 1, · · · , D, ℓ = 1, · · · , L.
(F2) ξ
Q
i (R
#
K(Q)(0, P)) for i = 1, · · · , D, Q ∈ CZmain(A−), Q ⊂ (1+ tG)Q̂, δQ =
tG
2
δQ̂.
(F3) ξ
Q
i (P) for i = 1, · · · , D, Q ∈ CZmain(A−), Q ⊂ (1+ tG)Q̂, δQ ≥ tGδQ̂.
(F4) ξ(Q ′,Q ′′,β)(P) for β ∈M, (Q ′, Q ′′) ∈ BD(A−),
δQ ′ =
tG
2
δQ̂, δQ ′′ ≤
tG
2
δQ̂.
(F5) δ
n/p−m+|β|
Q
{
∂β(RQ̂Q(0, P) − P)(xQ)
}
for β ∈M, Q ∈ CZ(A−),
Q ⊂ (1+ tG)Q̂, δQ ≥ t2GδQ̂.
(F6) δ
n/p−m+|β|
Q̂
{
∂β(RQ̂Qsp(0, P) − P)(xQ̂)
}
for β ∈M.
The number of functionals listed here is at most C(tG). To compute these functionals,
we proceed as follows.
We have already produced the functionals in (F1) that satisfy (5.3.58).
We can compute the functionals arising in (F6). If δQsp ≥ tGδQ̂ then the functionals in
(F6) vanish identically. If instead δQsp < tGδQ̂ then the map R
Q̂
Qsp
(0, P) = R#K(Qsp)(0, P) has
been computed, and we easily produce the expression in (F6).
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Next, we loop over all dyadic cubes Q ⊂ (1 + tG)Q̂ with δQ ≥ t2GδQ̂. For each such Q,
we do the following.
If δQ =
tG
2
δQ̂ andQ ∈ CZmain(A−) then we compute the functional in (F2).
If δQ ≥ tGδQ̂ andQ ∈ CZmain(A−) then we compute the functional in (F3).
If Q ∈ CZ(A−) then we can compute the functionals in (F5). These functionals are
identically zero whenever δQ ≥ tGδQ̂. Otherwise, since we have already computed the
map RQ̂Q(0, P) = R
#
K(Q)(0, P), we can easily compute the expression in (F5). That concludes
the loop overQ.
Finally, we loop over the dyadic cubes Q ′ ⊂ (1 + tG)Q̂ with δQ ′ = tG2 δQ̂. If Q ′ ∈
CZ(A−), then we loop over Q ′′ ∈ CZ(A−) such that Q ′′ ↔ Q ′. If δQ ′′ ≤ (tG/2)δQ̂ and
K(Q ′′) 6= K(Q ′) then we compute the functionals arising in (F4). That concludes the loop
over Q ′.
Thus we have computed all the functionals arising in (F1)-(F6). We define the func-
tional
[
X(P)
]p
to be the sum of the p-th powers of all these functionals.
We will now show that
[
X(P)
]p
well approximates
[
MQ̂(0, P)
]p
.
The sum of the p-th powers of the functionals arising in (F1) is estimated in (5.3.58).
We obtain from this the estimate[
X(P)
]p
∼
∑{ D∑
i=1
|ξQi (RQ̂Q(0, P))|p : Q ∈ CZmain(A−), Q ⊂ (1+ tG)Q̂
}
(5.3.59)
+
∑{
|ξ(Q ′,Q ′′ ,β)(P)|p : (Q ′, Q ′′) ∈ BD(A−), Q ′ ⊂ (1+ tG)Q̂,
δQ ′ ≤ tG
2
δQ̂, δQ ′′ ≤
tG
2
δQ̂, β ∈M
}
+S3 +S4.
Here, S3 and S4 are the terms (III) and (IV), respectively, with f set to 0 (see (5.3.48) and
(5.3.49)). Let us explain how we obtained this formula. The sum of the termS1 in (5.3.58)
and the sum of the p-th powers of all the functionals in (F2) and (F3) is equal to the first
line in (5.3.59). (Recall the definition of RQ̂Q in (5.3.44).) The sum of the term S2 in (5.3.58)
and the sum of the p-th powers of all the functionals in (F4) is equal to the second line in
(5.3.59). The sum of the p-th powers of all the functionals in (F5) and (F6) is equal to the
third line in (5.3.59), i.e., the quantity S3 +S4.
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The sum in the first line in (5.3.59) is comparable to the term (I)with f ≡ 0 (see (5.3.46)),
thanks to the estimate (5.2.4). Note that the sum in the second line in (5.3.59) is equal to
the term (II) with f ≡ 0 (see (5.3.47)) minus all the summands in (II) with δQ ′ = (tG/2)δQ̂
and δQ ′′ = tGδQ̂. (Recall that by good geometry the sidelengths ofQ
′ andQ ′′ can differ by
at most a factor of 2.) However, these discarded summands appear also in the term (III).
Thus, [X(P)]p is comparable to the sum of the terms (I),(II),(III),(IV) (with f ≡ 0). Thus, in
summary, we have
c ·
[
MQ̂(0, P)
]p
≤ [X(P)]p ≤ C · [MQ̂(0, P)]p
for universal constants c > 0 and C ≥ 1.
Processing the functionals in (F1)-(F6) using the algorithm COMPRESS NORMS (Sec-
tion 2.8), we compute functionals µQ̂1 , . . . , µ
Q̂
D on P such that
c ·
D∑
i=1
|µQ̂i (P)|p ≤ [X(P)]p ≤ C ·
D∑
i=1
|µQ̂i (P)|p.
The previous two estimates imply the desired estimate (5.3.51).
The estimate (5.3.53), concerning the quadratic form qQ̂(P) defined in (5.3.52), follows
because the ℓp and ℓ2 norms on the space R
D are comparable up to a constant factor de-
pending on D, which is, in turn, a universal constant. (Recall that D = dim(P) depends
only onm and n.) The pair of inclusions in (5.3.54) follows directly from (5.3.53) and the
definition of σ(Q̂) in (5.3.50).
This completes the description of the querywork, which consists of atmostC(tG) logN
computer operations.
This completes the explanation of the algorithm APPROXIMATE NEW TRACE NORM.

5.3.5. Computing Data Associated to a Testing Cube. Let Q̂ be a testing cube (see
Definition 5.3.1), and let tG > 0 be as in (5.3.43).
The supporting data for Q̂ consists of the following:
(SD1) Pointers to the cubes Q ∈ CZmain(A−) with Q ⊂ (1+ tG)Q̂.
(These are the cubes appearing in the sum (I); see (5.3.46).)
(SD2) Pointers to the pairs (Q ′, Q ′′) ∈ BD(A−) with Q ′ ⊂ (1+ tG)Q̂ and δQ ′ < tGδQ̂.
(These are the pairs of cubes appearing in the sum (II); see (5.3.47).)
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(SD3) Pointers to the cubes Q ∈ CZ(A−) with Q ⊂ (1+ tG)Q̂ and δQ ≥ t2GδQ̂.
(These are the cubes appearing in the sum (III); see (5.3.48).)
(SD4) A pointer to a cube Qsp ∈ CZ(A−)with Qsp ⊂ Q̂.
(This cube appears in (IV); see (5.3.49).)
(SD5) Pointers to the keystone cubes Q# of CZ(A−) with S1Q# ⊂ (65/64)Q̂.
(See (5.2.12) for the definition of S1.)
We are given markings as in Section 5.3.2. Each cube Q ∈ CZmain(A−) is marked with
pointers to the lists Ω(Q,A−) and Ξ(Q,A−), and each keystone cube Q# ∈ CZ(A−) is
marked with a pointer to the listΩnew(Q#). We define
Ω(Q̂) :=
[⋃{
Ω(Q,A−) : Q ∈ CZmain(A−), Q ⊂ (1+ tG)Q̂
}]
∪(5.3.60) [⋃{
Ωnew(Q#) : Q# ∈ CZ(A−) keystone, S1Q# ⊂ (65/64)Q̂
}]
.
Using the supporting data for Q̂ and the above markings, we produce a list of all the
functionals inΩ(Q̂). To form the list (5.3.60), we examine all the relevant Q and Q#, and
we copy each assist functional ω from Ω(Q,A−) or Ωnew(Q#) into a location in mem-
ory. The work and space required are bounded by the sum of the depths of all the ω
that are copied. We make no attempt to remove duplicates in the list (5.3.60). For more
details about our notation concerning unions of lists, see Section 2.1. We summarize the
procedure in the following algorithm.
ALGORITHM: COMPUTE NEW ASSISTS.
Given a testing cube Q̂, and given the supporting data for Q̂, we compute a list of all
the functionals inΩ(Q̂). We mark all the functionals that appear in the listsΩ(Q,A−) (for
Q ∈ CZmain(A−), Q ⊂ (1+ tG)Q̂ in the supporting data) andΩnew(Q#) (for Q# keystone,
S1Q
# ⊂ (65/64)Q̂ in the supporting data) with pointers to their position in the listΩ(Q̂).
This requires work at most
W1(Q̂) = C logN ·
[
1+
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
∑
ω∈Ω(Q,A−)
depth(ω)(5.3.61)
+
∑
keystone Q#∈CZ(A−)
S1Q
#⊂ 65
64
Q̂
∑
ω∈Ωnew(Q#)
depth(ω)
]
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and storage at most
S1(Q̂) = C ·
[
1+
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
∑
ω∈Ω(Q,A−)
depth(ω)(5.3.62)
+
∑
keystone Q#∈CZ(A−)
S1Q
#⊂ 65
64
Q̂
∑
ω∈Ωnew(Q#)
depth(ω)
]
.
REMARK 5.3.2. Let Q̂ be a testing cube, and let ξ be a linear functional that has Ω(Q,A−)-
assisted bounded depth for Q ∈ CZmain(A−), Q ⊂ (1+ tG)Q̂ relevant to the supporting data for
Q̂. Then ξ has Ω(Q̂)-assisted bounded depth, since Ω(Q,A−) is a sublist of Ω(Q̂). If ξ is given
in short form in terms of the assists Ω(Q,A−), then we can convert ξ into a short form in terms
of the assistsΩ(Q̂). That is because we have marked each functional inΩ(Q,A−) with a pointer
to its position in the listΩ(Q̂). The conversion requires a constant amount of work once we have
carried out the algorithm COMPUTE NEW ASSISTS for the given Q̂.
Similarly, let ξ be a linear functional that hasΩnew(Q#)-assisted bounded depth, for someQ#
relevant to the supporting data for Q̂. Given a short form description of ξ in terms of the assists
Ωnew(Q#), we can express ξ in short form in terms of the assistsΩ(Q̂) using a constant amount
of work.
ALGORITHM: COMPUTE SUPPORTING MAP.
We perform one-time work at most CN logN in space CN, after which we can answer
queries as follows.
A query consists of a testing cube Q̂, its supporting data, and a cubeQ ∈ CZ(A−)with
Q ⊂ (1+ 100tG)Q̂.
The response to a query (Q̂,Q) is a short form description of the linear map RQ̂Q :
X((65/64)Q̂ ∩ E) ⊕P → P in terms of the assistsΩ(Q̂) (see (5.3.44)).
The work and storage required to answer a query are at most C logN.
(Here, we do not count the storage used to hold the supporting data for Q̂.)
EXPLANATION . We simply use the definition in (5.3.44).
We first test to see whether δQ < tGδQ̂ or δQ ≥ tGδQ̂.
In the first case when δQ ≥ tGδQ̂, we have RQ̂Q(f, P) = P, and we produce a short-form
description of this map.
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In the second case when δQ < tGδQ̂, we compute the map R
Q̂
Q = R
#
K(Q) as follows.
First, we compute the keystone cube Q# = K(Q) using the KEYSTONE-ORACLE. Re-
call that S1Q
# ⊂ 65
64
Q̂ (see (5.3.45)). We locate Q# in the list of pointers appearing in (SD5)
using a binary search. We have already computed theΩnew(Q#)-assisted bounded depth
linear map
R#
Q#
: X((65/64)Q̂ ∩ E)⊕ P → P
in short form in terms of the assists Ωnew(Q#), as described in Section 5.3.2. Thanks to
Remark 5.3.2 we can express R#
Q#
in short form in terms of the assistsΩ(Q̂).
Thus we have computed the desired expression for RQ̂Q = R
#
Q#
in the second case.
That concludes the explanation of the algorithm.

ALGORITHM: COMPUTE NEW ASSISTED FUNCTIONALS.
Given a testing cube Q̂ and its supporting data, we produce a list Ξ(Q̂) consisting of
Ω(Q̂)-assisted bounded depth functionals onX( 65
64
Q̂∩E)⊕P , with each functional written
in short form, such that the following hold.
•
[
MQ̂(f, P)
]p
=
∑
ξ∈Ξ(Q̂)
|ξ(f, P)|p for each (f, P) ∈ X( 65
64
Q̂ ∩ E)⊕ P .
• Denote
(5.3.63) N(Q̂) := #
{
(Q ′, Q ′′) ∈ BD(A−) : Q ′ ⊂ (1+ tG)Q̂, δQ ′ < tGδQ̂
}
.
We carry out the preceding computation using work at most
(5.3.64) W2(Q̂) := C(tG) · logN ·
[
1+N(Q̂) +
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
#
[
Ξ(Q,A−)]]
in space
(5.3.65) S2(Q̂) := C(tG) ·
[
1+N(Q̂) +
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
#
[
Ξ(Q,A−)]].
In particular, #Ξ(Q̂) ≤ S2(Q̂).
(Again, we don’t count the space used to hold the supporting data for Q̂.)
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EXPLANATION . We compute the list Ξ(Q̂) of all the functionals appearing in the sums
(I)-(IV) in (5.3.46)-(5.3.49).
We loop over all the cubes Q ∈ CZmain(A−) with Q ⊂ (1+ tG)Q̂ (as in (SD1)).
We form the functionals
(5.3.66) (f, P) 7→ ξ(f, RQ̂Q(f, P)) (for ξ ∈ Ξ(Q,A−)).
The linear maps RQ̂Q are written in short form in terms of the assists Ω(Q̂) (see the algo-
rithm COMPUTE SUPPORTING MAP). The functionals ξ ∈ Ξ(Q,A−) are written in short
form in terms of assists Ω(Q,A−). We can write the functionals ξ ∈ Ξ(Q,A−) in short
form in terms of the assists Ω(Q̂) (see Remark 5.3.2). Hence, we can express each func-
tional in (5.3.66) in short form in terms of assists Ω(Q̂). This requires work at most C for
each ξ.
That concludes the loop on Q.
We now loop over all pairs (Q ′, Q ′′) ∈ BD(A−) with Q ′ ⊂ (1 + tG)Q̂ and δQ ′ < tGδQ̂
(as in (SD2)). For each such pair, we compute the Ω(Q̂)-assisted bounded depth linear
maps RQ̂Q ′ and R
Q̂
Q ′′ in short form. We form the functionals
(5.3.67) δ
n/p−m+|β|
Q ′
{
∂β(RQ̂Q ′(f, P) − R
Q̂
Q ′′(f, P))(xQ ′)
}
(for β ∈M).
That concludes the loop on (Q ′, Q ′′).
We loop over all the cubes Q ∈ CZ(A−) such that Q ⊂ (1+ tG)Q̂ and δQ ≥ t2GδQ̂ (as in
(SD3)). We form the functionals
(5.3.68) δ
n/p−m+|β|
Q
{
∂β(RQ̂Q(f, P) − P)(xQ)
}
(for β ∈M).
That concludes the loop on Q.
We form the functionals
(5.3.69) δ
n/p−m+|β|
Q̂
{
∂β(RQ̂Qsp(f, P) − P)(xQ̂)
}
(for β ∈M).
Here, we use the cube Qsp in (SD4).
Let Ξ(Q̂) denote the list of functionals arising in (5.3.66)-(5.3.69). All these functionals
have Ω(Q̂)-assisted bounded depth and are expressed in short form in terms of assists
Ω(Q̂). Comparing with (5.3.46)-(5.3.49), we see that [MQ̂(f, P)]
p is equal to the sum of
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|ξ(f, P)|p over all ξ ∈ Ξ(Q̂). Clearly, the number of functionals in Ξ(Q̂) is bounded by
C(tG) ·
[
1+N(Q̂) +
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
#
[
Ξ(Q,A−)]].
Since we perform work at most C logN (using storage at most C) to compute each func-
tional, the total work and storage used by our algorithm are at most W2(Q̂) and S2(Q̂),
respectively.

The extension operator.
Given a testing cube Q̂, the covering cubes for Q̂ are
(5.3.70) Icov(Q̂) :=
{
Q ∈ CZ(A−) : Q ⊂ (1+ tG)Q̂
}
.
We assume that
(5.3.71) tG satisfies the hypothesis of Lemma 5.3.3.
We do not fix tG just yet. Let anew = anew(tG) be as in Lemma 5.3.3. Thus,
(5.3.72)
(1+ anew)Q̂ is contained in the union of the cubes (1+ a/2)Q as Q ranges over Icov(Q̂).
The assumptions in Sections 4.6.4 and 4.6.5 are valid, where
• CZ = CZ(A−) and Q = Icov(Q̂).
• The cube called Q̂ in Sections 4.6.4 and 4.6.5 given by the cube (1 + anew)Q̂ as in
the present section.
• r = a, and A = C for a large enough universal constant C.
The good geometry of CZ(A−) and the existence of a CZ(A−)-ORACLE follow from the
Main Technical Results for A− (see Chapter 3). Regarding the conditions in Section 4.6.5:
condition (4.6.4) is stated in (5.3.72), while condition (4.6.5) is a direct consequence of the
definition of Icov(Q̂).
We may thus apply the results stated in Section 4.6.5.
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By Lemma 4.6.2, there exist cutoff functions θQ̂Q ∈ Cm(Rn) such that∑
Q∈Icov(Q̂)
θQ̂Q = 1 on (1+ anew)Q̂,(5.3.73)
supp(θQ̂Q) ⊂ (1+ a)Q and |∂αθQ̂Q| ≤ C · δ−|α|Q for |α| ≤ m, and(5.3.74)
θQ̂Q = 1 near xQ, and θ
Q̂
Q = 0 near xQ ′ for each Q
′ ∈ Icov(Q̂) \ {Q}.(5.3.75)
ALGORITHM: COMPUTE POU.
After one-time work at most CN logN in space CN, we can answer queries as follows.
A query consists of a testing cube Q̂ and a point x ∈ Q◦.
The response to the query (Q̂, x) is a list of all the cubes Q1, · · · , QL ∈ Icov(Q̂) (with
Q1, · · · , QL all distinct) such that x ∈ 6564Qℓ, and the list of polynomials JxθQ̂Q1 , · · · , JxθQ̂QL .
To answer a query requires work and storage at most C logN.
EXPLANATION . We list all the cubesQ ∈ CZ(A−) for which x ∈ 65
64
Q using theCZ(A−)-
ORACLE. We then discard any cubes that are not contained in (1 + tG)Q̂. The remaining
cubes give the desired listQ1, · · · , QL.
We now compute the jet Jxθ
Q̂
Qℓ
for each ℓ. From the proof of Lemma 4.6.2, we have
θQ̂Qℓ = θ˜Qℓ ·
[
η ◦ Ψ]−1, where Ψ = ∑
Q∈Icov(Q̂)
θ˜Q.
Applying the algorithm COMPUTE CUTOFF FUNCTION (Section 4.6.5), we compute the jet
Jxθ˜Qℓ for each ℓ = 1, · · · , L. We can compute a formula for ∂αJx(θQ̂Qℓ)(x) given a formula
for the jet Jx(η ◦ Ψ). Indeed, by the Leibniz rule, ∂αJx(θQ̂Qℓ)(x) (|α| ≤ m − 1) is given by a
rational function of the derivatives ∂βJx(θ˜Qℓ)(x) and ∂
βJx(η ◦ Ψ)(x) (|β| ≤ m − 1).
Since each θ˜Qℓ is supported on
65
64
Qℓ, we have
JxΨ =
L∑
ℓ=1
Jxθ˜Qℓ .
Recall from the proof of Lemma 4.6.2 that the function η : [0,∞)→ R satisfies η(t) ≥ 1/4
for t ∈ [0, 1/2), and η(t) = t for t ∈ [1/2,∞). Given t∗ ≥ 0 and k ≤ m, we assume that the
number d
kη
dtk
(t∗) can be computed using work and storage at most C. This can be achieved
by taking η to be a suitable spline function. Thus, the jet Jx(η ◦ Ψ) can be computed using
the chain rule.
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Thus, we can compute the jets Jx(θ
Q̂
Qℓ
) using work and storage at most C once we know
the list Q1, · · · , QL.

Let (f, P) ∈ X( 65
64
Q̂ ∩ E)⊕ P be given.
For ease of notation we write RQ̂Q = R
Q̂
Q(f, P) for the polyomial defined in (5.3.44) (the
dependence on (f, P) should be understood).
For each Q ∈ Icov(Q̂) we define
(5.3.76) FQ̂Q :=
{
T(Q,A−)(f, R
Q̂
Q) : if
65
64
Q ∩ E 6= ∅
RQ̂Q : if
65
64
Q ∩ E = ∅.
Note that the function FQ̂Q ∈ X is well-defined. According to the Main Technical Results
for A− (see Chapter 3) we have
(5.3.77) FQ̂Q = f on (1+ a)Q ∩ E.
(5.3.78) ‖FQ̂Q‖X((1+a)Q) + δ−mQ ‖FQ̂Q − RQ̂Q‖Lp((1+a)Q) ≤
{
CM(Q,A−)(f, R
Q̂
Q) : if
65
64
Q ∩ E 6= ∅
0 : if 65
64
Q ∩ E = ∅
(Recall that a = a(A−) ≤ 1/64; see (5.2.3).)
Finally, we define
(5.3.79) TQ̂(f, P) :=
∑
Q∈Icov(Q̂)
FQ̂Q · θQ̂Q ∈ X, with θQ̂Q as in (5.3.73)-(5.3.75).
ALGORITHM: COMPUTE NEW EXTENSION OPERATOR.
We perform one-time work at most CN logN in space CN, after which we can answer
queries.
A query consists of a testing cube Q̂, the supporting data for Q̂, and a point x ∈ Q◦.
The response to the query x is a short form description of theΩ(Q̂)-assisted bounded
depth linear map
(f, P) 7→ JxTQ̂(f, P).
To answer a query requires work at most C logN.
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EXPLANATION . We compute a list of the cubes Q1, . . . , QL ∈ Icov(Q̂) (with Q1, · · · , QL
all distinct) such that x ∈ 65
64
Qℓ, and a list of the jets Jxθ
Q̂
Q1
, · · · , JxθQ̂QL . See the algorithm
COMPUTE POU. Recall that L ≤ C.
Recall that supp(θQ̂Q) ⊂ 6564Q. Therefore,
(5.3.80) JxTQ̂(f, P) =
L∑
ℓ=1
Jxθ
Q̂
Qℓ
⊙x JxT(Qℓ,A−)(f, RQ̂Qℓ(f, P)).
For each ℓ = 1, · · · , L, we compute (see below) the map
(5.3.81) (f, R) 7→ JxT(Qℓ,A−)(f, R) ((f, R) ∈ X((65/64)Q̂∩ E)⊕ P).
We recall the definition (5.3.70) of Icov(Q̂). Since Qℓ ∈ Icov(Q̂), we have Qℓ ⊂ (1 + tG)Q̂.
Thus, Lemma 5.3.3 implies that 65
64
Qℓ ⊂ 6564Q̂, hence the map (5.3.81) is well-defined.
If 65
64
Qℓ ∩ E = ∅ then JxT(Qℓ,A−)(f, R) = R. Otherwise, if 6564Qℓ ∩ E 6= ∅, then we can
compute the map (5.3.81) in short form in terms of the assists Ω(Q,A−), thanks to the
Main Technical Results for A−. We check whether 65
64
Qℓ ∩ E 6= ∅, by checking whether Qℓ
appears in the list CZmain(A−) using a binary search. We write each of the maps (5.3.81)
in short form in terms of the assistsΩ(Q̂) (see Remark 5.3.2).
We compute a short form description of theΩ(Q̂)-assisted bounded depth map
RQ̂Qℓ : X
(
65
64
Q̂ ∩ E
)
⊕ P → P for ℓ = 1, · · · , L.
We use the algorithm COMPUTE SUPPORTING MAP (see Section 5.3.5).
Substituting R = RQ̂Qℓ(f, P) in the formula for each of the maps (5.3.81), we can express
the map (f, P) 7→ JxTQ̂(f, P) in short form in terms of the assists Ω(Q̂) using (5.3.80).
The query work is clearly bounded by C logN.

5.3.6. The main estimates. We first prove a few properties of the extension operator
TQ̂ defined in (5.3.79).
Let anew = anew(tG) be as in Lemma 5.3.3.
PROPOSITION 5.3.2. Let Q̂ be a testing cube, and let (f, P) ∈ X( 65
64
Q̂ ∩ E) ⊕ P . Then the
following properties hold.
• TQ̂(f, P) = f on (1+ anew)Q̂ ∩ E.
177
• ‖TQ̂(f, P)‖X((1+anew)Q̂) + δ−mQ̂ ‖TQ̂(f, P) − P‖Lp((1+anew)Q̂) ≤ C ·MQ̂(f, P).
Here, the constant C ≥ 1 depends only onm, n, and p.
PROOF. The first bullet point follows from (5.3.73)-(5.3.75), (5.3.77) and (5.3.79). We
now prove the second bullet point.
Recall that we defined the collection of cubes Icov(Q̂) in (5.3.70).
For ease of notation, we set a = anew throughout the proof.
We apply Lemma 4.6.3 to the cube (1 + a)Q̂, the collection Icov(Q̂), the functions FQ̂Q,
the polynomials RQ̂Q, and the partition of unity θ
Q̂
Q (defined for all Q ∈ Icov(Q̂)). Thus, for
G := TQ̂(f, P)we have
‖G‖p
X((1+a)Q̂)
.
∑
Q∈Icov(Q̂)
[
‖FQ̂Q‖pX((1+a)Q) + δ−mpQ ‖FQ̂Q − RQ̂Q‖pLp((1+a)Q)
]
+
∑
Q ′,Q ′′∈Icov(Q̂)
Q ′↔Q ′′
∑
|β|≤m−1
δ
(|β|−m)p+n
Q ′ |∂β(RQ̂Q ′ − RQ̂Q ′′)(xQ ′)|p.
From (5.3.78), this implies that
‖G‖p
X((1+a)Q̂)
.
∑
Q∈Icov(Q̂)
65
64
Q∩E6=∅
[
M(Q,A−)(f, R
Q̂
Q)
]p
(5.3.82)
+
∑
Q ′,Q ′′∈Icov(Q̂)
Q ′↔Q ′′
∑
|β|≤m−1
δ
(|β|−m)p+n
Q ′ |∂β(RQ̂Q ′ − RQ̂Q ′′)(xQ ′)|p
= A1(f, P) +A2(f, P).
The expression A1(f, P) is equal to the sum of the terms in (5.3.46).
We now analyze the expressionA2(f, P). Suppose thatQ
′, Q ′′ ∈ Icov(Q̂) andQ ′ ↔ Q ′′.
Then one of the following cases must occur.
(A) Both δQ ′ and δQ ′′ are less than tG · δQ̂, and K(Q ′) = K(Q ′′);
(B) Both δQ ′ and δQ ′′ are less than tG · δQ̂, and K(Q ′) 6= K(Q ′′);
(C) Both δQ ′ and δQ ′′ are at least tG · δQ̂;
(D) Exactly one of δQ ′ and δQ ′′ is at least tG · δQ̂.
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If (A) or (C) occurs, then RQ̂Q ′ = R
Q̂
Q ′′ , hence the summand in A2(f, P) vanishes identi-
cally; see (5.3.44).
On the other hand, suppose that (D) occurs. Since Q ′ and Q ′′ play symmetric roles in
the summand from the second sum in (5.3.82) (switching Q ′ and Q ′′ does not change the
order of magnitude of this term) we may assume that δQ ′′ ≥ tG · δQ̂. Hence, RQ̂Q ′′ = P; see
(5.3.44). Since Q ′ ↔ Q ′′, we also have δQ ′ ≥ 12δQ ′′ ≥ tG2 δQ̂ ≥ t2GδQ̂ by good geometry.
The previous three paragraphs imply the following estimate:
A2(f, P) .
∑{
terms in (5.3.47) : Q ′, Q ′′ ⊂ (1+ tG)Q̂, δQ ′ , δQ ′′ < tG · δQ̂,
Q ′ ↔ Q ′′, K(Q ′) 6= K(Q ′′)}
+
∑{
terms in (5.3.48) : Q ⊂ (1+ tG)Q̂, δQ ≥ t2G · δQ̂
}
.
Thus, we have shown that
(5.3.83) ‖G‖
X((1+a)Q̂) ≤ C ·MQ̂(f, P).
We now estimate ‖G− P‖Lp((1+a)Q̂). LetQsp be as in (5.3.49). Observe that
δ−m
Q̂
‖G− P‖Lp((1+a)Q̂) . δ−mQ̂ ‖G− JxQspG‖Lp((1+a)Q̂)
+δ−m
Q̂
‖JxQspG− R
Q̂
Qsp
‖Lp((1+a)Q̂)
+δ−m
Q̂
‖RQ̂Qsp − P‖Lp((1+a)Q̂).
We estimate each term on the right-hand side above. First, by the Sobolev inequality,
δ−m
Q̂
‖G− JxQspG‖Lp((1+a)Q̂) ≤ C‖G‖X((1+a)Q̂).
Next, note that JxQspG = JxQspF
Q̂
Qsp
(see (5.3.75)). Thus,
δ−m
Q̂
‖JxQspG− R
Q̂
Qsp
‖Lp((1+a)Q̂) = δ−mQ̂ ‖JxQspF
Q̂
Qsp
− RQ̂Qsp‖Lp((1+a)Q̂)
∼ |JxQspF
Q̂
Qsp
− RQ̂Qsp|xQ̂,δQ̂ (by Lemma 2.3.1)
. |JxQspF
Q̂
Qsp
− RQ̂Qsp|xQsp ,δQsp (by Lemma 2.3.1)
∼ δ−mQsp‖JxQspF
Q̂
Qsp
− RQ̂Qsp‖Lp(Qsp) (by Lemma 2.3.1)
. ‖FQ̂Qsp‖X(Qsp) + δ−mQsp‖FQ̂Qsp − RQ̂Qsp‖Lp(Qsp).
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According to (5.3.78), this implies that
δ−m
Q̂
‖JxQspG− R
Q̂
Qsp
‖Lp((1+a)Q̂) ≤ C ·MQ̂(f, P).
Finally,
δ−m
Q̂
‖RQ̂Qsp − P‖Lp((1+a)Q̂) ∼
∑
|β|≤m−1
δ
(|β|−m)+n/p
Q̂
|∂β(RQ̂Qsp − P)(xQ̂)| (by Lemma 2.3.1)
≤ C ·MQ̂(f, P) (by (5.3.49)).
We combine (5.3.83) and the above estimates to obtain
(5.3.84) ‖G‖
X((1+a)Q̂) + δ
−m
Q̂
‖G − P‖Lp((1+a)Q̂) ≤ C ·MQ̂(f, P).
This completes the proof of Proposition 5.3.2. 
We next prove the following result.
PROPOSITION 5.3.3. Let Q̂ be a testing cube, and let (f, P) ∈ X( 65
64
Q̂ ∩ E) ⊕ P . Then the
following inequalities hold.
Unconditional inequality: ‖(f, P)‖
(1+anew)Q̂
≤ C ·MQ̂(f, P).
Conditional inequality: If 3Q̂ is tagged with (A, ǫ), then
MQ̂(f, P) ≤ C(tG) · (1/ǫ) · ‖(f, P)‖ 65
64
Q̂.
The rest of Section 7.13 is devoted to the proof of Proposition 5.3.3. We set a = anew
for the remainder of the section for ease of notation.
The unconditional inequality in Proposition 5.3.3 follows easily from Proposition 5.3.2.
Indeed, Proposition 5.3.2 states that TQ̂(f, P) = f on (1+ a)Q̂ ∩ E. Hence, by definition of
the trace norm,
‖(f, P)‖
(1+a)Q̂ ≤ ‖TQ̂(f, P)‖X((1+a)Q̂) + δ−mQ̂ ‖TQ̂(f, P) − P‖Lp((1+a)Q̂).
Again thanks to Proposition 5.3.2, the right-hand side is bounded by C ·MQ̂(f, P), which
proves the unconditional inequality.
We now begin the proof of the conditional inequality in Proposition 5.3.3. We assume
that
(5.3.85) 3Q̂ is tagged with (A, ǫ).
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and
(5.3.86) tG ≤ η, where η = min
{
c∗(A−),
[
100 · S(A−)]−1}
Now, we consider two separate cases: either Q̂ is η-simple or Q̂ is not η-simple. For
the definition of simple testing cubes, see Definition 5.3.1.
The conditional inequality is easy to prove in the former case.
LEMMA 5.3.4. Suppose that a testing cube Q̂ is η-simple with η ≥ tG.
ThenMQ̂(f, P) ≤ C(tG) · ‖(f, P)‖ 65
64
Q̂, where C(tG) depends only onm, n, p, and tG.
PROOF. We examine the definition of
[
MQ̂(f, P)
]p
as a sum of terms (I)-(IV) (see (5.3.46)-
(5.3.49)).
Suppose that Q ∈ CZ(A−) with Q ⊂ (1 + 100tG)Q̂. Then Q ⊂ 6564Q̂ for small enough
tG. Our assumption that Q̂ is η-simple with η ≥ tG implies that δQ ≥ tGδQ̂. Hence, from
(5.3.44) we see that
Q ∈ CZ(A−), Q ⊂ (1+ 100tG)Q̂ =⇒ RQ̂Q(f, P) = P.
For every Q ′, Q ′′ as in (5.3.47), by good geometry of CZ(A−) we have Q ′, Q ′′ ⊂ (1 +
100tG)Q̂, hence R
Q̂
Q ′ = R
Q̂
Q ′′ = P in (II). Similarly, for each Q in (5.3.48), we have R
Q̂
Q = P in
(III). Similarly, RQ̂Qsp = P in (IV). Hence, the terms (II),(III), and (IV), all vanish, and thus[
MQ̂(f, P)
]p
= (I).
We estimate the remaining term (I) (see (5.3.46)).
Let Q ∈ CZmain(A−) satisfy Q ⊂ (1 + tG)Q̂. We will bound each of the summands[
M(Q,A)(f, R
Q̂
Q)
]p
, which are relevant to the term (I). As above, we have RQ̂Q(f, P) = P. Note
that 65
64
Q ⊂ 65
64
Q̂ by Lemma 5.3.3. From the right-hand estimate in (5.3.2), Lemma 2.4.1,
and the estimate δQ ≥ tGδQ̂ (which follows because Q̂ is η-simple with η ≥ tG), we have
M(Q,A−)(f, P) ≤ C · ‖(f, P)‖ 65
64
Q ≤ C(tG) · ‖(f, P)‖ 65
64
Q̂.
Therefore, each summand
[
M(Q,A)(f, R
Q̂
Q)
]p
relevant to (I) is bounded byC(tG)
p·‖(f, P)‖p65
64
Q̂
.
Since Q̂ is η-simple, we can have Q ⊂ (1 + tG)Q̂ for no more than C(tG) of the cubes
Q ∈ CZ(A−). Hence, no more than C(tG) many cubes Q arise in (5.3.46). Hence, by
summing the estimates just obtained, we learn that
[
MQ̂(f, P)
]p ≤ C(tG) · ‖(f, P)‖p65
64
Q̂
. This
completes the proof of Lemma 5.3.4. 
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If Q̂ is η-simple with η = min
{
c∗(A−), [100S(A−)]−1
}
, then the conditional inequality
follows from Lemma 5.3.4. Here, note that the assumption (5.3.86) implies the hypotheses
of Lemma 5.3.4.
Thus, in proving the conditional inequality, we may assume that
(5.3.87) Q̂ is not η-simple, with η = min{c∗(A−), [100S(A−)]−1}.
This is the latter, more difficult case in the dichotomy mentioned before. By definition, in
this case, there exists a cube Q ∈ CZ(A−) with Q ⊂ 65
64
Q̂ and δQ ≤ η · δQ̂. Hence, we note
that S(A−)Q ⊂ 3Q̂. Moreover, we have δQ ≤ c∗(A−)δQ̂ ≤ c∗(A−).
Thus, (CZ2) in the Main Technical Results for A− (see Chapter 3) implies that
(5.3.88) S(A−)Q is not tagged with (A−, ǫ1(A−)).
Hence, in particular, we have #(E ∩ 3Q̂) ≥ #(E ∩ S(A−)Q) ≥ 2.
Now, from (5.3.85) we know that 3Q̂ is tagged with (A, ǫ). Hence, since#(E∩3Q̂) ≥ 2,
we know that σ(3Q̂) has an (A ′, xQ̂, ǫ, δ3Q̂)-basis, for some A ′ ≤ A.
We next apply Lemma 2.7.5 to the convex set σ = σ(3Q̂). Thus, we can guarantee that
there exist numbers Λ ≥ 1, and κ1 ≤ κ ≤ κ2, and a multiindex set A ′′ ≤ A ′, such that
σ(3Q̂) has an (A ′′, xQ̂, ǫκ, δ3Q̂, Λ)-basis, where ǫκ ·Λ100D ≤ ǫκ/2.
Here, κ1, κ2 ∈ (0, 1] are universal constants. Hence, 3Q̂ is tagged with (A ′′, ǫκ1/2), which
implies that S(A−)Q is tagged with (A ′′, ǫκ ′) for a universal constant κ ′ > 0. (Here, we
use that S(A−)Q ⊂ 3Q̂; see Lemma 2.7.8). Comparing this statement and (5.3.88), we
deduce that A ′′ = A. In summary,
(5.3.89) σ(3Q̂) has an (A, xQ̂, ǫκ, δ3Q̂, Λ)-basis, where ǫκ ·Λ100D ≤ ǫκ/2.
The assumptions (5.3.85)-(5.3.89) will be used in the remainder of this section. We finish
the section by completing the proof of the conditional inequality in Proposition 5.3.3 and
by deriving a useful corollary.
The next result represents a main step in the proof of the conditional inequality.
PROPOSITION 5.3.4. Assume that (5.3.85)-(5.3.89) hold. Then there exists an H ∈ X such
that
• H = f on E ∩ 65
64
Q̂.
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• ∂αH(xQ) = ∂αP(xQ) for each α ∈ A and Q ∈ CZ(A−) such that Q ⊂ 6564Q̂.
• ‖H‖
X( 65
64
Q̂) + δ
−m
Q̂
‖H− P‖Lp( 65
64
Q̂) ≤ CΛ2D+1 · ‖(f, P)‖ 65
64
Q̂.
Here, C ≥ 1 depends only onm, n, and p.
PROOF. We set
J (Q̂) :=
{
Q ∈ CZ(A−) : Q ∩ 65
64
Q̂ 6= ∅
}
.
Recall that the cubes in {(65/64)Q : Q ∈ J (Q̂)} have bounded overlap, and that the cubes
in J (Q̂) have good geometry, i.e.,
(GG) If Q,Q ′ ∈ J (Q̂) and Q↔ Q ′ then 1
16
· δQ ≤ δQ ′ ≤ 16 · δQ.
This follows from Proposition 5.2.1, since J (Q̂) ⊂ CZ(A−). We now prove that
(5.3.90) δQ ≤ C · δQ̂ for each Q ∈ J (Q̂).
For the sake of contradiction, assume that δQ ≥ 105δQ̂ for someQ ∈ J (Q̂). By definition of
J (Q̂), we haveQ∩ 65
64
Q̂ 6= ∅. Hence, since δQ ≥ 105δQ̂, we see that there exists x ∈ 6564Q∩Q̂.
Now, Q̂ is partitioned into cubes in CZ(A−), since Q̂ ⊂ Q◦ is a testing cube. Thus, we can
pickQ∗ ∈ CZ(A−)with x ∈ Q∗ andQ∗ ⊂ Q̂. Note that x ∈ 6564Q∩Q∗. By good geometry of
the cubes in CZ(A−), we conclude that δQ ≤ 16 · δQ∗ . Hence, δQ ≤ 16δQ∗ ≤ 16δQ̂ < 105δQ̂.
This gives a contradiction and completes the proof of (5.3.90).
For each Q ∈ J (Q̂)we select yQ ∈ Q ∩ 6564Q̂ such that
(5.3.91) if Q ⊂ 65
64
Q̂ then yQ = xQ (the center of Q).
By definition of the trace seminorm ‖(·, ·)‖ 65
64
Q̂, there exists a function F ∈ Xwith
‖F‖
X( 65
64
Q̂) + δ
−m
65
64
Q̂
‖F− P‖Lp( 65
64
Q̂) ≤ 2‖(f, P)‖ 65
64
Q̂, and(5.3.92)
F = f on
65
64
Q̂ ∩ E.(5.3.93)
Part I: Defining local basis functions.
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By (5.3.89), there exist Pα ∈ P and ϕα ∈ X such that
‖ϕα‖X(3Q̂) + δ−m3Q̂ ‖ϕα − Pα‖Lp(3Q̂) ≤ ǫκδ
|α|+n/p−m
3Q̂
(α ∈ A),(5.3.94)
ϕα = 0 on E ∩ 3Q̂ (α ∈ A),(5.3.95)
|∂βPα(xQ̂) − δαβ| ≤
{
ǫκδ
|α|−|β|
3Q̂
: if β ≥ α
Λδ
|α|−|β|
3Q̂
: if β < α
(α ∈ A, β ∈ M),(5.3.96)
∂βPα(xQ̂) = δαβ (α, β ∈ A).(5.3.97)
Moreover, by (5.3.94) and (5.3.96),
(5.3.98) ‖ϕα‖Lp(3Q̂) ≤ ‖ϕα − Pα‖Lp(3Q̂) + ‖Pα‖Lp(3Q̂) ≤ Cǫκδ
|α|+n
p
Q̂
+ CΛδ
|α|+n
p
Q̂
.
For each β ∈M, and each Q ∈ J (Q̂), we have
|∂βϕα(yQ) − δαβ| ≤ |∂β(ϕα − Pα)(yQ)|+ |∂βPα(yQ) − ∂βPα(xQ̂)|+ |∂βPα(xQ̂) − δαβ|.
Moreover, Lemma 2.3.2 implies that
δ
|β|+n/p−m
Q̂
|∂β(ϕα − Pα)(yQ)| ≤ C
(
δ−m
Q̂
‖ϕα − Pα‖Lp(3Q̂) + ‖ϕα‖X(3Q̂)
)
≤ Cǫκδ|α|+n/p−m
Q̂
.
(Recall that yQ ∈ 6564Q̂ ⊂ 3Q̂.) Next, by a Taylor expansion we see that
|∂βPα(yQ) − ∂βPα(xQ̂)| =
∣∣∣∣∣∣
∑
0<|γ|≤m−|β|−1
∂β+γPα(xQ̂)
γ!
· (yQ − xQ̂)γ
∣∣∣∣∣∣
≤
{
Cǫκδ
|α|−|β|
Q̂
: if β ≥ α
CΛδ
|α|−|β|
Q̂
: if β < α
(see (5.3.96)).
The previous three estimates and (5.3.96) show that
(5.3.99) |∂βϕα(yQ) − δαβ| ≤
{
Cǫκδ
|α|−|β|
Q̂
: β ≥ α
CΛδ
|α|−|β|
Q̂
: β < α
(for α ∈ A, β ∈M).
In particular, the matrix (∂βϕα(yQ))α,β∈A is (Cǫ
κ, CΛ, δQ̂)-near triangular (with ǫ
κΛ100D ≤
ǫκ/2); hence, by Lemma 2.7.2 it has an inverse matrix (AQγα)γ,α∈A such that
(5.3.100)
∑
α∈A
AQγα · ∂βϕα(yQ) = δβγ (for all β, γ ∈ A);
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(5.3.101) |AQγα − δγα| ≤
{
CǫκΛDδ
|γ|−|α|
Q̂
: if α ≥ γ
CΛDδ
|γ|−|α|
Q̂
: if α < γ
(for all α, γ ∈ A).
We define
(5.3.102) ϕQα :=
∑
β∈A
AQαβϕβ on R
n (for each α ∈ A).
For anyQ ′ ∈ J (Q̂), we can write
(5.3.103) ϕ
Q ′
α =
∑
γ∈A
ωQQ
′
αγ ϕ
Q
γ , where ω
QQ ′ := AQ
′ · [AQ]−1 .
For each Q ∈ J (Q̂), we have
‖ϕQα ‖X(3Q̂) ≤ CǫκΛDδ|α|+n/p−mQ̂ .(5.3.104)
ϕQα = 0 on E ∩ 3Q̂.(5.3.105)
∂γϕQα (yQ) = δγα for γ ∈ A.(5.3.106)
|∂γϕQα (yQ)| ≤ CǫκΛD+1δ|α|−|γ|Q̂ for γ ∈ M, γ > α.(5.3.107)
|∂γϕQα (yQ)| ≤ CΛD+1δ|α|−|γ|Q̂ for γ ∈M.(5.3.108)
Here, (5.3.104), (5.3.105), (5.3.106) are immediate consequences of (5.3.94) and (5.3.101),
(5.3.95), and (5.3.100), respectively. Moreover, (5.3.107) and (5.3.108) are both conse-
quences of (5.3.99) and (5.3.101) (see Lemma 2.7.1).
We now show that there exists Z > 0, depending only onm, n, and p, such that
(5.3.109) |∂γϕQα (yQ)| ≤ ZΛD+1δ|α|−|γ|S(A−)Q for α ∈ A, γ ∈M.
For the sake of contradiction, assume that (5.3.109) fails to hold for some number Z ≥ 1.
We assume that Z exceeds a large enough constant determined by m, n, and p. We later
take Z = Z(m,n, p), but not yet. We assume that ǫ is less than a small enough constant
determined by Z,m, n, and p.
If δQ ≥ min{c∗(A−), 1/16, [100S(A−)]−1} · δQ̂ then since also δQ ≤ CδQ̂ (see (5.3.90)), the
estimate (5.3.109) follows from (5.3.108).
Alternatively, assume that
δQ < min{c∗(A−), 1/16, [100S(A−)]−1} · δQ̂.
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Thus, we have S(A−)Q ⊆ 3Q̂, since Q ∩ 65
64
Q̂ 6= ∅. Therefore, (5.3.105) implies that ϕQα =
0 on E ∩ S(A−)Q. Moreover, the Sobolev inequality and (5.3.104) imply that
‖ϕQα ‖X(S(A−)Q) + δ−mS(A−)Q‖ϕQα − JyQϕQα ‖Lp(S(A−)Q) ≤ C‖ϕQα ‖X(S(A−)Q)
≤ C‖ϕQα ‖X(3Q̂)
≤ CǫκΛDδ|α|+n/p−m
3Q̂
≤ CǫκΛDδ|α|+n/p−m
S(A−)Q .
(In the last inequality, we use that δS(A−)Q ≤ δ3Q̂ and |α|+ n/p−m < 0.)
Thus, from the previous paragraph and (5.3.106),(5.3.107), we see that (JyQϕ
Q
α )α∈A is
an (A, yQ, CǫκΛD+1, δS(A−)Q)-basis for σ(S(A−)Q).
Note that CǫκΛD+1 ≤ Cǫκ/2 ≤ ǫκ1/4 as long as ǫ is less than a small enough universal
constant. Hence, (JyQϕ
Q
α )α∈A is an (A, yQ, ǫκ1/4, δS(A−)Q)-basis for σ(S(A−)Q).
We are assuming that (5.3.109) does not hold, hence
max
{
|∂γϕQα (yQ)|δ|γ|−|α|S(A−)Q : α ∈ A, γ ∈M
}
≥ Z.
If Z exceeds a large enough universal constant, and if ǫκ1/4 < Z−2, then from Lemma 2.7.4
we deduce that
σ(S(A−)Q) has an (A ′, yQ, Z−κ, δS(A−)Q)-basis, with A ′ < A.
Hence, σ(S(A−)Q) has an (A ′′, xQ, Z−κ ′, δS(A−)Q)-basis for someA ′′ ≤ A ′, thanks to Lemma
2.7.7. (Here we use that yQ ∈ Q and xQ ∈ Q, so |xQ − yQ| ≤ 2δQ.) Here, κ and κ ′ are uni-
versal constants.
If Z is chosen to be a large enough universal constant, we conclude that
σ(S(A−)Q) has an (A ′′, xQ, ǫ1(A−), δS(A−)Q)-basis.
Hence, S(A−)Q is tagged with (A−, ǫ1(A−)).
Recall that Q ∈ CZ(A−). In fact, since δQ ≤ (1/16)δQ̂ ≤ (1/16), condition (e) in
Proposition 5.2.1 shows that Q ∈ CZ(A−).
Since δQ ≤ c∗(A−), the previous two paragraphs contradict property (CZ2) of CZ(A−)
in Chapter 3. This completes the proof of (5.3.109) by contradiction. This concludes our
analysis of the basis functions (ϕQα )α∈A.
186
Part II: Modifying the extension.
Since CZ(A−) forms a partition of Rn, we have
(5.3.110)
65
64
Q̂ ⊂
⋃
Q∈J (Q̂)
Q.
The assumptions in Sections 4.6.4 and 4.6.5 are valid, where
• CZ = CZ(A−) and Q = J (Q̂).
• The cube called Q̂ in Section 4.6.4 and Section 4.6.5 given by the cube 65
64
Q̂ from
the present setting.
• r = a, and A = C for a large enough universal constant C.
Indeed, CZ(A−) is a decomposition of Rn into dyadic cubes that satisfies good geometry
(see Proposition 5.2.1). Regarding the conditions in Section 4.6.5: conditions (4.6.4) and
(4.6.5) follow from (5.3.110) and (5.3.90), respectively.
Thus, we may apply the results in Section 4.6.5.
By Lemma 4.6.2, there exists θQ ∈ Cm(Rn) for Q ∈ J (Q̂)with
(a)
∑
Q∈J (Q̂)
θQ = 1 on
65
64
Q̂,
(b) θQ = 1 near xQ, θQ = 0 near xQ ′ for Q
′ ∈ J (Q̂) \ {Q},
(c) ‖∂αθQ‖L∞((1+a)Q) ≤ C · δ−|α|Q for |α| ≤ m, and (d) supp θQ ⊂ (1+ a)Q.
We set H := F+ F˜ on Rn, where
(5.3.111)
F˜(x) :=
∑
Q∈J (Q̂)
∑
α,β∈A
θQ(x) ·ϕβ(x) ·AQαβ · [∂α(P − F)(yQ)]
=
∑
Q∈J (Q̂)
∑
α∈A
θQ(x) ·ϕQα (x) · [∂α(P − F)(yQ)].
Note that H belongs to X.
Since ϕα = 0 on E ∩ 3Q̂, we see that F˜ = 0 on E ∩ 3Q̂, hence H = f on E ∩ 6564Q̂; see
(5.3.93). This proves the first bullet point in Proposition 5.3.4.
Suppose that Q ∈ CZ(A−) and Q ⊂ 65
64
Q̂. Then yQ = xQ, thanks to (5.3.91). Thus,
property (b) of {θQ} states that θQ ≡ 1 near yQ, and θQ ′ ≡ 0 near yQ for any Q ′ ∈ J (Q̂) \
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{Q}. Therefore, (5.3.106) and (5.3.111) give
∂γF˜(yQ) =
∑
α∈A
∂γϕQα (yQ) · ∂α(P − F)(yQ)
=
∑
α∈A
δαγ · ∂α(P − F)(yQ) = ∂γ(P − F)(yQ) for each γ ∈ A.
Hence, ∂γH(yQ) = ∂
γF(yQ) + ∂
γF˜(yQ) = ∂
γP(yQ) (with yQ = xQ). This proves the second
bullet point in Proposition 5.3.4.
Part III: Estimating the norm.
From property (a) of the partition of unity (θQ), we may write
H =
∑
Q∈J (Q̂)
FQ · θQ on 65
64
Q̂,(5.3.112)
where FQ = F+
∑
α∈A
ϕQα · ∂α(P − F)(yQ) on
65
64
Q̂.
Before we estimate the semi-norm ‖H‖
X( 65
64
Q̂), we present several estimates.
First, by the right-hand inequality in (2.3.3) and by (5.3.92),
δ
|α|+n
p
−m
Q̂
|∂α(F− P)(yQ)| ≤ C ·
(
δ−m
Q̂
‖F− P‖Lp( 65
64
Q̂) + ‖F− P‖X( 65
64
Q̂)
)
≤ C ′ · ‖(f, P)‖ 65
64
Q̂ for α ∈M.(5.3.113)
Given Q,Q ′ ∈ J (Q̂) such that Q↔ Q ′, define the rectangular boxes
B1 = (1+ a)Q ∩ (65/64)Q̂ and B2 = (1+ a)Q ′ ∩ (65/64)Q̂.
Since Q ∈ J (Q̂), we know that Q ∩ 65
64
Q̂ 6= ∅ and δQ ≤ CδQ̂ (see (5.3.90)). Hence, B1 is
a product of n intervals whose lengths are between cδQ and CδQ, for universal constants
c and C. Thus, the sidelengths of B1 are between cδQ and CδQ.
Similarly, the sidelengths of B2 are between cδQ ′ and CδQ ′ .
Note that δQ and δQ ′ differ by at most a factor of 64 thanks to good geometry.
We know that (1+a)Q∩(1+a)Q ′ 6= ∅ becauseQ↔ Q ′. Since B1 and B2 are nonempty,
the collection of cubes
{
(1+ a)Q, (1+ a)Q ′, 65
64
Q̂
}
have nonempty pairwise intersections,
hence we conclude that there is a common point in these three cubes. 1 Thus, B1 ∩B2 6= ∅.
1This follows from the fact that if three intervals have nonempty pairwise intersections then the three inter-
vals share a point in common.
188
We have proven the following claim.
Claim. For any Q,Q ′ ∈ J (Q̂) with Q↔ Q ′, all the sides of the boxes
B1 = (1+ a)Q ∩ (65/64)Q̂ and B2 = (1+ a)Q ′ ∩ (65/64)Q̂
are between cδQ and CδQ for universal constants c and C. Hence, in particular, B1 and
B2 have aspect ratio at most a universal constant. Moreover, B1 ∩ B2 6= ∅. Hence, the
hypotheses of Lemma 2.3.4 hold with K a universal constant.
For each β ∈ A, we have
∂β(JyQ ′FQ ′ − P)(yQ ′) = ∂
β(FQ ′ − P)(yQ ′) = 0 (see (5.3.106), (5.3.112)).
Thus, ∂β(JyQ ′FQ ′ −P)(yQ) = 0 (recall, A is monotonic; see Remark 2.6.1). Hence, |∂β(FQ ′ −
P)(yQ)| = |∂β(FQ ′ − JyQ ′FQ ′)(yQ)|, and so Lemma 2.3.4 implies that
(5.3.114) |∂β(FQ ′ − P)(yQ)| . δm−|β|−
n
p
Q
(
‖FQ ′‖X((1+a)Q∩ 65
64
Q̂) + ‖FQ ′‖X((1+a)Q ′∩ 65
64
Q̂)
)
, β ∈ A.
(Here, we use that |yQ − yQ ′ | ≤ CδQ, which is a consequence of Q ↔ Q ′ and the good
geometry of J (Q̂).)
From (5.3.103) and (5.3.112), for β ∈M we have
|∂β(FQ − FQ ′)(yQ)| =
∣∣∣∑
β∈A
∂β(F− P)(yQ)∂
βϕQβ (yQ) −
∑
α,β∈A
∂α(F− P)(yQ ′)ω
QQ ′
αβ ∂
βϕQβ (yQ)
∣∣∣
≤
∑
β∈A
∣∣∣∂βϕQβ (yQ)∣∣∣
[∣∣∣∂β(F− P)(yQ) −∑
α∈A
∂α(F− P)(yQ ′)ω
QQ ′
αβ
∣∣∣]
=
∑
β∈A
∣∣∣∂βϕQβ (yQ)∣∣∣
[∣∣∣∂β(F− P)(yQ) −∑
α∈A
∂α(F− P)(yQ ′)∂
βϕQ
′
α (yQ)
∣∣∣]
(note that ωQQ
′
αβ = ∂
βϕQ
′
α (yQ); see (5.3.103) and (5.3.106))
=
∑
β∈A
∣∣∣∂βϕQβ (yQ)∣∣∣ [∣∣∣∂β(FQ ′ − P)(yQ)∣∣∣]
(see (5.3.112))
≤ CΛD+1
∑
β∈A
δ
|β|−|β|
Q δ
m−n/p−|β|
Q
[‖FQ ′‖X((1+a)Q∩ 65
64
Q̂) + ‖FQ ′‖X((1+a)Q ′∩ 65
64
Q̂)
]
(see (5.3.109) and (5.3.114))
≤ CΛD+1 · δm−|β|−
n
p
Q
[‖FQ ′‖X((1+a)Q∩ 65
64
Q̂) + ‖FQ ′‖X((1+a)Q ′∩ 65
64
Q̂)
]
.(5.3.115)
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We are now prepared to estimate ‖H‖
X( 65
64
Q̂).
Applying Lemma 4.6.3, we see that
‖H‖p
X( 65
64
Q̂)
.
∑
Q∈J (Q̂)
‖FQ‖p
X((1+a)Q∩ 65
64
Q̂)
+
∑
Q∈J (Q̂)
δ−mpQ ‖FQ − JyQFQ‖pLp((1+a)Q∩ 65
64
Q̂)
(5.3.116)
+
∑
Q,Q ′∈J (Q̂)
Q↔Q ′
∑
|β|≤m−1
δ
(|β|−m)p+n
Q |∂β(JyQFQ − JyQ ′FQ ′)(yQ)|p.(5.3.117)
(Here, we take PQ = JyQFQ in our application of Lemma 4.6.3.)
First we estimate the terms in (5.3.116). From (2.3.6), we obtain
δ−mQ ‖FQ − JyQFQ‖Lp((1+a)Q∩ 65
64
Q̂) ≤ C‖FQ‖X((1+a)Q∩ 65
64
Q̂).
(Here, we use that all the sides of the box (1 + a)Q ∩ 65
64
Q̂ are comparable to δQ; see the
previous Claim.)
Next we estimate the terms in (5.3.117). For anyQ,Q ′ ∈ J (Q̂)with Q↔ Q ′, we have
|∂β[JyQFQ − JyQ ′FQ ′](yQ)| = |∂β[FQ − JyQ ′FQ ′](yQ)|
≤ |∂β[FQ − FQ ′](yQ)|+ |∂β[FQ ′ − JyQ ′FQ ′](yQ)|
. |∂β[FQ − FQ ′](yQ)|+ δm−|β|−npQ [‖FQ ′‖X((1+a)Q∩ 65
64
Q̂) + ‖FQ ′‖X((1+a)Q ′∩ 65
64
Q̂)
]
.
(Here, in the last inequality we use Lemma 2.3.4.)
190
Using our previous estimates on (5.3.116) and (5.3.117), we obtain
‖H‖p
X( 65
64
Q̂)
.
∑
Q,Q ′∈J (Q̂)
Q↔Q ′
[
‖FQ‖p
X((1+a)Q∩ 65
64
Q̂)
+ ‖FQ ′‖p
X((1+a)Q∩ 65
64
Q̂)
+
∑
β∈M
|∂β(FQ − FQ ′)(yQ)|pδ(|β|−m)p+nQ
]
≤ CΛ(D+1)p
∑
Q,Q ′∈J (Q̂)
Q↔Q ′
[
‖FQ‖p
X((1+a)Q∩ 65
64
Q̂)
+ ‖FQ‖p
X((1+a)Q ′∩ 65
64
Q̂)
]
.
(by (5.3.115))
≤ CΛ(D+1)p
∑
Q,Q ′∈J (Q̂)
Q↔Q ′
[
‖F‖p
X((1+a)Q∩ 65
64
Q̂)
+ ‖F‖p
X((1+a)Q ′∩ 65
64
Q̂)
+
∑
α,β∈A
|AQαβ|p · |∂α(F− P)(yQ)|p ·
(‖ϕβ‖p
X((1+a)Q∩ 65
64
Q̂)
+ ‖ϕβ‖p
X((1+a)Q ′∩ 65
64
Q̂)
)]
(by (5.3.102) and (5.3.112))
≤ CΛ(2D+1)p
∑
Q,Q ′∈J (Q̂)
Q↔Q ′
[
‖F‖p
X((1+a)Q∩ 65
64
Q̂)
+
∑
β∈A
δ
(m−|β|)p−n
Q̂
‖(f, P)‖p65
64
Q̂
‖ϕβ‖p
X((1+a)Q∩ 65
64
Q̂)
]
(by (5.3.101) and (5.3.113))
≤ CΛ(2D+1)p · ‖(f, P)‖p65
64
Q̂
[
1+
∑
β∈A
‖ϕβ‖p
X(3Q̂)
δ
(m−|β|)p−n
Q̂
]
≤ CΛ(2D+1)p · ‖(f, P)‖p65
64
Q̂
(by bounded overlap of the collection {(1+ a)Q : Q ∈ J (Q̂)},
and by (5.3.92), (5.3.94)).
This concludes our estimation of ‖H‖
X( 65
64
Q̂).
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Writing H− P = (F− P) + F˜, we also obtain
‖H− P‖p
Lp( 65
64
Q̂)
. ‖F− P‖p
Lp( 65
64
Q̂)
+
∑
Q∈J (Q̂)
∑
α,β∈A
‖ϕβ‖p
Lp((1+a)Q∩ 65
64
Q̂)
· |AQαβ|p · |∂α(P − F)(yQ)|p
(see (5.3.111))
. ‖F− P‖p
Lp( 65
64
Q̂)
+ΛDp ·
∑
Q∈J (Q̂)
∑
β∈A
‖ϕβ‖p
Lp((1+a)Q∩ 65
64
Q̂)
δ
(m−|β|)p−n
Q̂
‖(f, P)‖p65
64
Q̂
(by (5.3.101) and (5.3.113))
. ‖F− P‖p
Lp( 65
64
Q̂)
+ΛDp ·
∑
β∈A
‖ϕβ‖p
Lp(3Q̂)
δ
(m−|β|)p−n
Q̂
‖(f, P)‖p65
64
Q̂
(by bounded overlap of the collection {(1+ a)Q : Q ∈ J (Q̂)})
. Λ(D+1)p · [δQ̂]mp‖(f, P)‖p65
64
Q̂
(by (5.3.92) and (5.3.98)).
Adding together the previous two estimates, we have
‖H‖
X( 65
64
Q̂) + δ
−m
Q̂
‖H− P‖Lp( 65
64
Q̂) ≤ CΛ2D+1‖(f, P)‖ 65
64
Q̂.
This completes the proof of Proposition 5.3.4 
We recall several facts, and set some notation for the rest of this section.
• SupposeQ ∈ CZ(A−) andQ ⊂ (1+100tG)Q̂. Then 6564Q ⊂ 6564Q̂ (see Lemma 5.3.3).
• Suppose thatQ ′, Q ′′ ∈ CZ(A−),Q ′ ⊂ (1+tG)Q̂,Q ′ ↔ Q ′′, and δQ ′ < tG ·δQ̂. Then
Q ′′ ⊂ (1+ 100tG)Q̂ (by good geometry).
• The sums below are indexed over cubes Q ∈ CZ(A−), and over pairs of cubes
(Q ′, Q ′′) ∈ CZ(A−) × CZ(A−); and often for ease of notation we choose to not
make this indexing explicit.
• For ease of notation, we write RQ̂Q = RQ̂Q(f, P) (the dependence on (f, P) should be
understood).
• We are assuming that tG is less than a small constant determined by m, n, and
p, to be picked later, whereas the universal constant S1 has already been picked.
(See (5.2.12).)
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PROPOSITION 5.3.5. Given H ∈ X, and given {RQ# : Q# keystone} ⊂ P , the following
inequality holds:∑
Q⊂(1+100tG)Q̂
δQ<tG·δQ̂
δ−mpQ ‖H− RK(Q)‖pLp( 65
64
Q)
.
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
[δQ#]
−mp‖H− RQ#‖pLp( 65
64
Q#)
+ ‖H‖p
X( 65
64
Q̂)
.(5.3.118)
PROOF. LetQ ∈ CZ(A−) satisfy
(5.3.119) Q ⊂ (1+ 100tG)Q̂ and δQ < tG · δQ̂.
Then there exists an exponentially decreasing path connecting Q and K(Q), as promised
by the KEYSTONE-ORACLE. We denote this path by
Q = Q(1)↔ Q(2)↔ · · ·↔ Q(LQ) = K(Q).
Recall that
(5.3.120) δQ(ℓ ′) ≤ C · (1− c)ℓ ′−ℓ · δQ(ℓ) for ℓ ′ ≥ ℓ;
also Q(ℓ) ⊂ CQ, and S1K(Q) ⊂ CQ, for a universal constant C. From (5.3.119) we con-
clude that 65
64
CQ ⊂ 65
64
Q̂, as long as tG is sufficiently small. Therefore,
(5.3.121)
65
64
Q(ℓ) ⊂ 65
64
Q̂ for all ℓ = 1, · · · , LQ, and S1K(Q) ⊂ 65
64
Q̂.
In particular, note that 65
64
Q ⊂ 65
64
Q̂.
Fix an arbitrary number η ∈ (0, 1− n/p) depending only on n and p. By the triangle
inequality,
δ−mpQ ‖H− RK(Q)‖pLp( 65
64
Q)
. δ−mpQ ‖H− JxQH‖pLp( 65
64
Q)
+ δ−mpQ ‖JxK(Q)H− RK(Q)‖pLp( 65
64
Q)
+ δ−mpQ
∥∥∥∥∥∥
LQ−1∑
ℓ=1
(
JxQ(ℓ)H− JxQ(ℓ+1)H
)
δ−η
Q(ℓ)
δ+η
Q(ℓ)
∥∥∥∥∥∥
p
Lp( 65
64
Q)
;
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here, Ho¨lder’s inequality shows that
δ−mpQ
∥∥∥∥∥∥
LQ−1∑
ℓ=1
(
JxQ(ℓ)H− JxQ(ℓ+1)H
)
δ−ηQ(ℓ)δ
+η
Q(ℓ)
∥∥∥∥∥∥
p
Lp( 65
64
Q)
≤ δ−mpQ
LQ−1∑
ℓ=1
δηp
′
Q(ℓ)
p/p ′ LQ−1∑
ℓ=1
δ−ηp
Q(ℓ)
‖JxQ(ℓ)H− JxQ(ℓ+1)H‖pLp( 65
64
Q)
. δηp−mpQ
LQ−1∑
ℓ=1
δ−ηp
Q(ℓ)
‖JxQ(ℓ)H− JxQ(ℓ+1)H‖pLp( 65
64
Q)
(by (5.3.120));
also, the Sobolev inequality shows that δ−mpQ ‖H − JxQH‖pLp( 65
64
Q)
≤ C‖H‖p
X( 65
64
Q)
. Combining
these estimates, we have:
δ−mpQ ‖H− RK(Q)‖pLp( 65
64
Q)
. ‖H‖p
X( 65
64
Q)
+ δ−mpQ ‖JxK(Q)H− RK(Q)‖pLp( 65
64
Q)
+ δηp−mpQ
LQ−1∑
ℓ=1
δ−ηp
Q(ℓ)
‖JxQ(ℓ)H− JxQ(ℓ+1)H‖pLp( 65
64
Q)
.
Using Lemma 2.3.1, we find that
δ−mpQ ‖H− RK(Q)‖pLp( 65
64
Q)
. ‖H‖p
X( 65
64
Q)
+ δ−mpQ
∑
|β|≤m−1
|∂β(JxK(Q)H− RK(Q))(xK(Q))|pδ|β|p+nQ
+ δηp−mpQ
LQ−1∑
ℓ=1
δ−ηp
Q(ℓ)
∑
|β|≤m−1
|∂β(JxQ(ℓ)H− JxQ(ℓ+1)H)(xQ(ℓ))|pδ|β|p+nQ .
Let X denote the sum of δ−mpQ ‖H − RK(Q)‖pLp( 65
64
Q)
over all Q ∈ CZ(A−) with Q ⊂ (1 +
100tG)Q̂ and δQ < tGδQ̂.
We now sum the previous estimate over Q. We denote Q# = K(Q), Q ′ = Q(ℓ), and
Q ′′ = Q(ℓ+1), and we switch the order of summation in our sum. Using (5.3.121), we see
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that
X .
∑
65
64
Q⊂ 65
64
Q̂
‖H‖p
X( 65
64
Q)
+
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
∑
|β|≤m−1
|∂β(Jx
Q#
H− RQ#)(xQ#)|p
∑
65
64
Q⊂ 65
64
Q̂
K(Q)=Q#
δ
(|β|−m)p+n
Q
+
∑
Q ′↔Q ′′
65
64
Q ′, 65
64
Q ′′⊂ 65
64
Q̂
δ−ηpQ ′
∑
|β|≤m−1
|∂β(JxQ ′H− JxQ ′′H)(xQ ′)|p
∑
65
64
Q⊂ 65
64
Q̂
∑
ℓ:Q(ℓ)=Q ′
δ
(η+|β|−m)p+n
Q .
Now, for fixed Q# we have∑
65
64
Q⊂ 65
64
Q̂
K(Q)=Q#
δ
(|β|−m)p+n
Q ≤
∑
Q dyadic
Q#⊂CQ
δ
(|β|−m)p+n
Q ≤ C ·
[
δQ#
](|β|−m)p+n
.
Also, from Remark 5.2.1, which can be found after the KEYSTONE-ORACLE, for fixed Q ′
we have ∑
65
64
Q⊂ 65
64
Q̂
∑
ℓ:Q(ℓ)=Q ′
δ
(η+|β|−m)p+n
Q ≤ C
∑
65
64
Q⊂ 65
64
Q̂
∃ℓ, Q(ℓ)=Q ′
δ
(η+|β|−m)p+n
Q
≤ C
∑
Q dyadic
Q ′⊂CQ
δ
(η+|β|−m)p+n
Q ≤ C · [δQ ′ ](η+|β|−m)p+n .
Therefore,
X .
∑
65
64
Q⊂ 65
64
Q̂
‖H‖p
X( 65
64
Q)
+
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
∑
|β|≤m−1
|∂β(Jx
Q#
H− RQ#)(xQ#)|p ·
[
δQ#
](|β|−m)p+n
+
∑
Q ′↔Q ′′
65
64
Q ′, 65
64
Q ′′⊂ 65
64
Q̂
∑
|β|≤m−1
|∂β(JxQ ′H− JxQ ′′H)(xQ ′)|p · [δQ ′](|β|−m)p+n .
Next, for fixed Q#, Lemma 2.3.2 implies that∑
|β|≤m−1
|∂β(Jx
Q#
H− RQ#)(xQ#)|p ·
[
δQ#
](|β|−m)p+n
. ‖H‖p
X( 65
64
Q#)
+ δ−mp
Q#
‖H− RQ#‖pLp( 65
64
Q#)
.
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Moreover, applying Lemma 2.3.4 with B1 =
65
64
Q ′ and B2 =
65
64
Q ′′, whereQ ′, Q ′′ ∈ CZ(A−)
and Q ′ ↔ Q ′′, we obtain the estimate∑
|β|≤m−1
|∂β(JxQ ′H− JxQ ′′H)(xQ ′)|p · [δQ ′ ](|β|−m)p+n . ‖H‖pX( 65
64
Q ′)
+ ‖H‖p
X( 65
64
Q ′′)
.
(Here, we use the fact that |xQ ′ − xQ ′′ | ≤ CδQ ′ and that 6564Q ′ ∩ 6564Q ′′ 6= ∅.)
Thus
X .
∑
65
64
Q⊂ 65
64
Q̂
‖H‖p
X( 65
64
Q)
+
∑
Q ′↔Q ′′
65
64
Q ′, 65
64
Q ′′⊂ 65
64
Q̂
[
‖H‖p
X( 65
64
Q ′)
+ ‖H‖p
X( 65
64
Q ′′)
]
+
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
‖H‖p
X( 65
64
Q#)
+
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
δ−mp
Q#
‖H− RQ#‖pLp( 65
64
Q#)
.
From the bounded overlap of the cubes 65
64
Q, Q ∈ CZ(A−), the previous estimate im-
plies that
X . ‖H‖p
X( 65
64
Q̂)
+
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
δ−mp
Q#
‖H− RQ#‖pLp( 65
64
Q#)
.
This completes the proof of Proposition 5.3.5. 
We are now prepared to prove the conditional inequality.
We seek an estimate on
[
MQ̂(f, P)
]p
, which is the sum of the terms (I)-(IV) (see (5.3.46)-
(5.3.49)). We first apply Lemma 2.3.1 to estimate the summands appearing in (5.3.47),
(5.3.48), (5.3.49). We also replace (5.3.47) by a sum over a larger collection of pairs (Q ′, Q ′′)
(see below). Thus, we obtain
[
MQ̂(f, P)
]p ≤ C(tG) · [ ∑
Q∈CZmain(A
−)
Q⊂(1+100tG)Q̂
[
M(Q,A−)(f, R
Q̂
Q)
]p
+
∑
Q ′,Q ′′∈CZ(A−)
Q ′,Q ′′⊂(1+100tG)Q̂
Q ′↔Q ′′
δ−mpQ ′ ‖RQ̂Q ′ − RQ̂Q ′′‖pLp(Q ′)
(5.3.122)
+
∑
Q∈CZ(A−)
Q⊂(1+100tG)Q̂
δQ≥t
2
G·δQ̂
δ−mp
Q̂
‖RQ̂Q − P‖pLp(Q̂) + δ
−mp
Q̂
‖RQ̂Qsp − P‖pLp(Q̂)
]
.
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We pick a function H as in Proposition 5.3.4. Our estimates proceed in three stages
below.
Stage I:We bound the relevant summands in (5.3.122).
We consider Q,Q ′, Q ′′ ∈ CZ(A−) that satisfy Q,Q ′, Q ′′ ⊂ (1 + 100tG)Q̂ and Q ′ ↔
Q ′′. We impose either the assumption Q ∈ CZmain(A−) or the assumption δQ ≥ t2G · δQ̂,
depending on which expression we seek to bound.
Assume first thatQ ∈ CZmain(A−). Then the right-hand estimate in (5.3.2) implies that
(5.3.123) M(Q,A−)(f, R
Q̂
Q) ≤ C · ‖(f, RQ̂Q)‖ 65
64
Q ≤ C ·
[
‖H‖X( 65
64
Q) + δ
−m
Q ‖H− RQ̂Q‖Lp( 65
64
Q)
]
.
Here, in the last inequality, we use the definition of the trace seminorm and recall that
H = f on E ∩ 65
64
Q̂.
On the other hand, assume that δQ ≥ t2GδQ̂. We first apply the triangle inequality and
next apply estimate (2.3.4) from Lemma 2.3.2 (note that 65
64
Q ⊂ 65
64
Q̂, as shown in Lemma
5.3.3). Thus, we have
δ−m
Q̂
‖RQ̂Q − P‖Lp(Q̂) ≤ δ−mQ̂ ‖H− P‖Lp( 6564 Q̂) + δ
−m
Q̂
‖RQ̂Q −H‖Lp( 65
64
Q̂)
≤ δ−m
Q̂
‖H− P‖Lp( 65
64
Q̂) + C ·
[
δ−mQ ‖RQ̂Q −H‖Lp( 65
64
Q) + ‖H‖X( 65
64
Q̂)
]
.
We now consider the summands indexed by pairs (Q ′, Q ′′). Lemma 2.3.3 implies that
δ−mQ ′ ‖RQ̂Q ′ − RQ̂Q ′′‖Lp(Q ′) ≤ C ·
[
δ−mQ ′ ‖RQ̂Q ′ −H‖Lp( 65
64
Q ′) + δ
−m
Q ′′ ‖H− RQ̂Q ′′‖Lp( 65
64
Q ′′)
+ ‖H‖X( 65
64
Q ′) + ‖H‖X( 65
64
Q ′′)
]
.
Furthermore, since Qsp ⊂ Q̂, we have 6564Qsp ⊂ 6564Q̂. Hence, Lemma 2.3.2 implies that
δ−m
Q̂
‖P − RQ̂Qsp‖Lp( 6564 Q̂) ≤ δ
−m
Q̂
‖H− P‖Lp( 65
64
Q̂) + δ
−m
Q̂
‖RQ̂Qsp −H‖Lp( 6564 Q̂)
≤ δ−m
Q̂
‖H− P‖Lp( 65
64
Q̂) + C ·
[
δ−mQsp‖RQ̂Qsp −H‖Lp( 6564Qsp) + ‖H‖X( 6564 Q̂)
]
.
We combine (5.3.122) and the previous four estimates to obtain[
MQ̂(f, P)
]p ≤ C(tG) · (‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
+
∑
Q⊂(1+100tG)Q̂
[‖H‖p
X( 65
64
Q)
+ δ−mpQ ‖H− RQ̂Q‖pLp( 65
64
Q)
])
.(5.3.124)
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Stage II: Observe that ∑
Q⊂(1+100tG)Q̂
‖H‖p
X( 65
64
Q)
≤ C · ‖H‖p
X( 65
64
Q̂)
.
Indeed, we have 65
64
Q ⊂ 65
64
Q̂ for any cube Q ∈ CZ(A−) arising above (see Lemma 5.3.3);
hence, the desired estimate is a consequence of the fact that the cubes 65
64
Q, with Q ∈
CZ(A−), have bounded overlap.
The number of cubes Q ∈ CZ(A−) such that Q ⊂ (1 + 100tG)Q̂ and δQ ≥ tGδQ̂ is
bounded by a constant C(tG). Hence,∑
Q⊂(1+100tG)Q̂
δQ≥tGδQ̂
δ−mpQ ‖H− RQ̂Q‖pLp( 65
64
Q)
≤ C(tG) · δ−mpQ̂ ‖H− P‖
p
Lp( 65
64
Q̂)
(see (5.3.44)).
On the other hand,∑
Q⊂(1+100tG)Q̂
δQ<tGδQ̂
δ−mpQ ‖H− RQ̂Q‖pLp( 65
64
Q)
=
∑
Q⊂(1+100tG)Q̂
δQ<tGδQ̂
δ−mpQ ‖H− R#K(Q)‖pLp( 65
64
Q)
(see (5.3.44)).
We combine (5.3.124) and the previous three estimates to obtain[
MQ̂(f, P)
]p
≤ C(tG) ·
(
‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
+
∑
Q⊂(1+100tG)Q̂
δQ<tGδQ̂
δ−mpQ ‖H− R#K(Q)‖pLp( 65
64
Q)
)
≤ C(tG) ·
(
‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
+
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
(δQ#)
−mp‖H− R#
Q#
‖p
Lp(S1Q#)
)(5.3.125)
(see Proposition 5.3.5).
Stage III: Let Q# ∈ CZ(A−) be a keystone cube with S1Q# ⊂ 6564Q̂. Then, as stated in
Proposition 5.3.4, we have ∂αH(xQ#) = ∂
αP(xQ#) for all α ∈ A. Thus, by Proposition
5.3.1, we have
(5.3.126) (δQ#)
−mp‖H− R#
Q#
‖p
Lp(S1Q#)
. ‖H‖p
X(S1Q#)
.
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From Lemma 5.2.4, we recall that the cubes S1Q
# (Q# keystone) have bounded overlap.
Thus, (5.3.125) and (5.3.126) imply that
MQ̂(f, P)
p ≤ C(tG) ·
(‖H‖p
X( 65
64
Q̂)
+ ‖H− P‖p
Lp( 65
64
Q̂)
δ−mp
Q̂
)(5.3.127)
≤ C(tG) ·Λ(2D+1)p · ‖(f, P)‖p65
64
Q̂
(see Proposition 5.3.4).
Recall that ǫκΛ100D ≤ ǫκ/2 and κ ≤ κ2 ≤ 1 (see (5.3.89)). Hence, Λ2D+1 ≤ ǫ−κ/2 ≤ ǫ−1. This
shows that
MQ̂(f, P) ≤ C(tG) · (1/ǫ) · ‖(f, P)‖ 65
64
Q̂
This completes the proof of the conditional inequality. This completes the proof of Propo-
sition 5.3.3.

We fix tG > 0, depending only onm, n, and p, small enough so that the above results
hold. Since we have fixed the constant tG, all the previous constants of the form C(tG) or
c(tG) become universal constants C or c. In particular, the constant anew = anew(tG) from
Lemma 5.3.3 depends only onm, n, and p. We set
(5.3.128) a(A) = anew.
Recall the definition of the convex set σ(Q̂) in (5.3.50).
Just for the moment, let ǫ = ǫ0 be a small enough constant depending only on m, n,
and p. From Proposition 5.3.3 we obtain the following result.
PROPOSITION 5.3.6. There exist universal constants ǫ0 > 0 and C ≥ 1 such that the follow-
ing holds.
Let Q̂ be a testing cube. Then the following conclusions hold.
Unconditional Inequality: ‖(f, P)‖(1+a(A))Q̂ ≤ CMQ̂(f, P).
Conditional Inequality: If 3Q̂ is tagged with (A, ǫ0), thenMQ̂(f, P) ≤ C‖(f, P)‖ 65
64
Q̂.
Unconditional inclusion: σ(Q̂) ⊂ Cσ((1+ a(A))Q̂).
Conditional inclusion: If 3Q̂ is tagged with (A, ǫ0), then σ( 6564Q̂) ⊂ Cσ(Q̂).
Once again, let ǫ be a small parameter. As usual, we assume that ǫ is less than a small
enough constant depending only onm, n, and p.
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5.4. Tools to Fill the Gap Between Geometrically Interesting Cubes
For the results in this section, the reader may wish to review the definition of testing
cubes (see Definition 5.3.1).
PROPOSITION 5.4.1. Let Q̂ be a testing cube.
If [
#
(
65
64
Q̂ ∩ E
)
≤ 1 or σ(Q̂) has an (A ′, xQ̂, ǫ, δQ̂)-basis for some A ′ ≤ A
]
then (1 + a(A))Q̂ is tagged with (A, ǫκ). Otherwise, no cube containing 3Q̂ is tagged with
(A, ǫ1/κ). Here, κ is a universal constant.
PROOF. If #( 65
64
Q̂ ∩ E) ≤ 1, then (1+ a(A))Q̂ is tagged with (A, ǫ).
Suppose σ(Q̂) has an (A ′, xQ̂, ǫ, δQ̂)-basis for some A ′ ≤ A. Proposition 5.3.6 implies
that σ(Q̂) ⊂ Cσ((1+ a(A))Q̂). Thus, σ((1+ a(A))Q̂) has an (A ′, xQ̂, Cǫ, δQ̂)-basis.
Therefore, (1 + a(A))Q̂ is tagged with (A, ǫκ). Here, we can arrange that Cǫ ≤ ǫκ by
taking ǫ sufficiently small.
This proves the first part of Proposition 5.4.1.
On the other hand, supposeQ ⊃ 3Q̂ and supposeQ is tagged with (A, ǫ1/κ ′), for some
κ ′ > 0 to be picked below. Then 3Q̂ is tagged with (A, ǫκ/κ ′), thanks to Lemma 2.7.8.
Hence, from Proposition 5.3.6 we see that
(5.4.1) σ
(
65
64
Q̂
)
⊂ C · σ(Q̂).
Recall that 65
64
Q̂ ⊂ Q and that Q is tagged with (A, ǫ1/κ ′). Thus, Lemma 2.7.8 shows
that 65
64
Q̂ is tagged with (A, ǫκ/κ ′). This means that either#( 65
64
Q̂∩E) ≤ 1 or σ( 65
64
Q̂) has an
(A ′, xQ̂, ǫκ/κ
′
, δQ̂)-basis, with A ′ ≤ A. Thus, (5.4.1) implies that
#
(
65
64
Q̂ ∩ E
)
≤ 1 or σ(Q̂) has an (A ′, xQ̂, Cǫκ/κ
′
, δQ̂)-basis.
Hence, either #( 65
64
Q̂ ∩ E) ≤ 1 or σ(Q̂) has an (A ′, xQ̂, ǫ, δQ̂)-basis for some A ′ ≤ A. Here,
we have determined κ ′ = κ/2, with κ as in Lemma 2.7.8; note that Cǫκ/κ
′
= Cǫ2 ≤ ǫ.
This completes the proof of Proposition 5.4.1. 
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Suppose that Q̂1 ⊂ Q̂2 are testing cubes. We want to understand the tagging of 3Q̂2 in
terms of the convex symmetric set σ(Q̂1).
PROPOSITION 5.4.2. Suppose that Q̂1 ⊂ Q̂2 are testing cubes. We assume that
(5.4.2) #(3Q̂2 ∩ E) ≥ 2
and
(5.4.3) (1+ a(A))Q̂1 ∩ E = 3Q̂2 ∩ E.
If σ(Q̂1) has an (A ′, xQ̂1 , ǫ, δQ̂2)-basis, then 3Q̂2 is tagged with (A ′, ǫκ) for a universal con-
stant κ.
PROOF. Let (Pα)α∈A ′ be an (A ′, xQ̂1, ǫ, δQ̂2)-basis for σ(Q̂1). Thus,
Pα ∈ ǫδ−(m−
n
p
−|α|)
Q̂2
σ(Q̂1) (α ∈ A ′)(5.4.4)
∂βPα(xQ̂1) = δβα (β, α ∈ A ′)(5.4.5)
|∂βPα(xQ̂1)| ≤ ǫδ
|α|−|β|
Q̂2
(α ∈ A ′, β ∈M, β > α).(5.4.6)
The unconditional inclusion and (2.4.4) show that
σ(Q̂1) ⊂ Cσ((1+ a(A))Q̂1) ⊂ C
[
σ((1+ a(A))Q̂1) + B(xQ̂1 , 3δQ̂2)
]
⊂ C ′σ(3Q̂2).
(We can apply (2.4.4) from Lemma 2.4.2, since we assume here that (1 + a(A))Q̂1 ∩ E =
3Q̂2 ∩ E.)
Thus, (5.4.4) implies that
Pα ∈ Cǫδ−(m−
n
p
−|α|)
3Q̂2
· σ(3Q̂2) (α ∈ A ′).
Together with (5.4.5) and (5.4.6), this shows that (Pα)α∈A ′ is an (A ′, xQ̂1 , Cǫ, δ3Q̂2)-basis
for σ(3Q̂2).
It follows from Lemma 2.7.7 that σ(3Q̂2) has an (A ′′, xQ̂2, ǫκ, δ3Q̂2)-basis, for someA ′′ ≤
A ′. By definition, this means that the cube 3Q̂2 is tagged with (A ′, ǫκ), completing the
proof of Proposition 5.4.2. 
COROLLARY 5.4.1. Suppose that Q̂1 ⊂ Q̂2 are testing cubes and that (5.4.2), (5.4.3) hold.
Suppose σ(Q̂1) has an (A ′, xQ̂1 , ǫ, δQ̂2)-basis for some A ′ ≤ A. Then 3Q̂2 is tagged with
(A, ǫκ) for a universal constant κ.
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PROOF. Proposition 5.4.2 tells us that 3Q̂2 is tagged with (A ′, ǫκ). This trivially implies
that 3Q̂2 is tagged with (A, ǫκ). 
PROPOSITION 5.4.3. Suppose that Q̂1 ⊂ Q̂2 are testing cubes and that (5.4.2), (5.4.3) hold.
Suppose 3Q̂2 is tagged with (A, ǫ). Then σ(Q̂1) has an (A ′, xQ̂1 , ǫκ
′
, δQ̂2)-basis, for some
A ′ ≤ A. Here, κ ′ is a universal constant.
PROOF. We have 3Q̂1 ⊂ 3Q̂2, so Lemma 2.7.8 tells us that 3Q̂1 is tagged with (A, ǫκ).
Hence, by the conditional inclusion, we have
(5.4.7) c · σ
(
65
64
Q̂1
)
⊂ σ(Q̂1).
Next note that 65
64
Q̂1 ∩ E = 3Q̂2 ∩ E, and that 6564Q̂1 ⊂ 3Q̂2. Therefore, Lemma 2.4.2 gives
the inclusion
(5.4.8) σ(3Q̂2) ⊂ C ·
[
σ
(
65
64
Q̂1
)
+ B(xQ̂2 , δ3Q̂2)
]
.
(Since |xQ̂1 − xQ̂2 | ≤ δQ̂2 , it follows that B(xQ̂1 , δ3Q̂2) ⊂ CB(xQ̂2 , δ3Q̂2). This shows that
(5.4.8) follows from the conclusion of Lemma 2.4.2.)
Now, 3Q̂2 is assumed to be tagged with (A, ǫ), and #(3Q̂2 ∩ E) is assumed to be at
least 2. Hence, by definition, σ(3Q̂2) has an (A ′, xQ̂2 , ǫ, δ3Q̂2)-basis for some A ′ ≤ A.
By Lemma 2.7.5,
(5.4.9) σ(3Q̂2) has an (A ′′, xQ̂2 , ǫκ, δ3Q̂2, Λ)-basis, for some A ′′ ≤ A ′ ≤ A,
such that ǫκΛ100D ≤ ǫκ/2 and κ ∈ [κ1, κ2]. Here, κ1, κ2 > 0 are universal constants.
Inclusions (5.4.7) and (5.4.8) show that
(5.4.10) σ(3Q̂2) ⊂ C ′′ ·
[
σ(Q̂1) + B(xQ̂2 , δ3Q̂2)
]
.
From (5.4.9), (5.4.10), and Lemma 2.7.3, we see that
σ(Q̂1) has an (A ′′, xQ̂2 , CǫκΛ, δ3Q̂2, CΛ)-basis.
We now apply Lemma 2.7.6. Thus,
σ(Q̂1) has an (A ′′, xQ̂1, CǫκΛ2D+2, δ3Q̂2, CΛ2D+1)-basis.
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Since CǫκΛ2D+2 ≤ ǫκ/3 ≤ ǫκ1/3, it follows that
(5.4.11) σ(Q̂1) has an (A ′′, xQ̂1, ǫκ1/3, δQ̂2)-basis.
(Here, the passage from δ3Q̂2 to δQ̂2 is harmless; it just increases the constant “C” in
CǫκΛ2D+2.)
Since A ′′ ≤ A, (5.4.11) is the conclusion of Proposition 5.4.3. 
Combining the results of Propositions 5.4.2, 5.4.3, we now prove the following.
PROPOSITION 5.4.4. Suppose that Q̂1 ⊂ Q̂2 are testing cubes and that (5.4.2), (5.4.3) hold.
Then
(A) If σ(Q̂1) has an (A ′, xQ̂1, ǫ, δQ̂2)-basis for some A ′ ≤ A, then (1 + a(A))Q̂2 is tagged with
(A, ǫκ).
(B) If some cube containing 3Q̂2 is tagged with (A, ǫ), then σ(Q̂1) has an (A ′, xQ̂1, ǫκ, δQ̂2)-basis
for some A ′ ≤ A.
Here, κ is a universal constant.
PROOF. First we check (A). If σ(Q̂1) has an (A ′, xQ̂1, ǫ, δQ̂2)-basis with A ′ ≤ A, then
according to Corollary 5.4.1, the cube 3Q̂2 is tagged with (A, ǫκ). Hence, by Lemma 2.7.8,
(1+ a(A))Q̂2 is tagged with (A, ǫκ ′), completing the proof of (A).
To check (B), let Q ′ ⊃ 3Q̂2 be tagged with (A, ǫ). By Lemma 2.7.8, 3Q̂2 is tagged
with (A, ǫκ). Hence, by Proposition 5.4.3, σ(Q̂1) has an (A ′, xQ̂1, ǫκ
′
, δQ̂2)-basis, for some
A ′ ≤ A.
This completes the proof of (B). 
We apply (A) with ǫ unchanged, and (B) with ǫ replaced by ǫ1/κ. Thus we obtain the
following result.
PROPOSITION 5.4.5. Let Q̂ ⊂ Q be testing cubes.
Assume that #(3Q ∩ E) ≥ 2 and that (1+ a(A))Q̂ ∩ E = 3Q ∩ E.
Then the following hold, for a universal constant κ.
(A) If σ(Q̂) has an (A ′, xQ̂, ǫ, δQ)-basis for some A ′ ≤ A, then (1 + a(A))Q is tagged with
(A, ǫκ).
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(B) If σ(Q̂) does not have an (A ′, xQ̂, ǫ, δQ)-basis for any A ′ ≤ A, then no cube containing 3Q
is tagged with (A, ǫ1/κ).
The final result in this section is the following algorithm.
ALGORITHM: OPTIMIZE BASIS.
We perform one time work at most CN logN in space CN, after which we can answer
queries as follows.
A query consists of a testing cube Q̂ and a set A ⊂M
The response to the query (Q̂,A) consists of a collection of pairwise disjoint intervals
Iℓ and numbers aℓ, λℓ (ℓ = 1, · · · , ℓmax), such that the following conditions hold.
• ⋃ℓ Iℓ = (0,∞) and ℓmax ≤ C.
• Let η(Q̂,A)(δ) := aℓδλℓ for δ ∈ Iℓ. Then we have:
(A1): For each δ ∈ (0,∞) there existsA ′ ≤ A such that σ(Q̂) has an (A ′, xQ̂, η1/2, δ)-
basis for all η > C · η(Q̂,A)(δ).
(A2): For each δ ∈ (0,∞) and anyA ′ ≤ A, σ(Q̂) does not have an (A ′, xQ̂, η1/2, δ)-
basis with η < c · η(Q̂,A)(δ).
(A3): c · η(Q̂,A)(δ1) ≤ η(Q̂,A)(δ2) ≤ C · η(Q̂,A)(δ1) whenever 110δ1 ≤ δ2 ≤ 10δ1.
• To answer a query requires work at most C logN.
EXPLANATION . We compute a quadratic form qQ̂ on P such that there exist universal
constants c > 0 and C ≥ 1 so that {qQ̂ ≤ c} ⊂ σ(Q̂) ⊂ {qQ̂ ≤ C}. (See the algorithm
APPROXIMATE NEW TRACE NORM in Section 5.3.6.)
Processing the quadratic form qQ̂ using FIT BASIS TO CONVEX BODY (see Section
2.7.3), we compute a piecewise-monomial function η
(Q̂,A ′)
∗ (·) for eachA ′ ≤ A. We guaran-
tee that σ(Q̂) has an (A ′, xQ̂, η1/2, δ)-basis for all η > C · η(Q̂,A
′)
∗ (δ), but that σ(Q̂) does not
have an (A ′, xQ̂, η1/2, δ)-basis for any η < c · η(Q̂,A
′)
∗ (δ).
We define
η(Q̂,A)(δ) = η(δ) = min
A ′≤A
η(Q̂,A
′)
∗ (δ) for δ ∈ (0,∞).
It follows that σ(Q̂) has an (A ′, xQ̂, η1/2, δ)-basis for some A ′ ≤ A whenever η > C · η(δ),
but that σ(Q̂) does not have an (A ′, xQ̂, η1/2, δ)-basis for anyA ′ ≤ Awhenever η < c ·η(δ).
Thus we have proven (A1) and (A2).
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Recall that c · η(Q̂,A ′)(δ1) ≤ η(Q̂,A ′)(δ2) ≤ C · η(Q̂,A ′)(δ1) for 110δ1 ≤ δ2 ≤ 10δ1. Taking the
minimum with respect to A ′ ≤ A in this inequality, we prove (A3).
Recall that η
(Q̂,A ′)
∗ (δ) = aℓ,A ′δ
λℓ,A′ for δ ∈ Iℓ,A ′ , where the intervals Iℓ,A ′ (ℓ = 1, · · · , ℓmax(A ′))
form a partition of (0,∞), for eachA ′ ≤ A. Here, ℓmax(A ′) is bounded by a universal con-
stant.
Thuswe can partition (0,∞) into intervals Iℓ (ℓ = 1, · · · , ℓmax), for which there exist real
numbers aℓ, λℓ such that η(δ) = aℓδ
λℓ for δ ∈ Iℓ. Moreover, ℓmax is at most some universal
constant. This follows because, for fixed real numbers a, b, λ, γ, the equation aδλ = bδγ
is satisfied either for at most one δ or for all δ ∈ (0,∞). To compute the intervals Iℓ and
the numbers aℓ, λℓ we solve at most C equations of the above type, and we make at most
C comparisons between the functions η(Q̂,A
′)(δ) (A ′ ≤ A) to compute the minimum value
on each of the relevant intervals. This completes the explanation of our algorithm.

5.5. Computing Lengthscales
We say that a dyadic cubeQ ⊂ Rn is geometrically interesting provided that diam(3Q∩
E) ≥ λδQ, where we set λ := 1/40.
ALGORITHM: COMPUTE INTERESTING CUBES. We produce a tree T consisting of all the
cubes Q ∈ CZ(A−) that contain points of E, together with all testing cubes Q̂ for which
diam(3Q̂ ∩ E) ≥ λδQ̂; as well as the unit cube Q◦.
Here, T is a tree with respect to inclusion. We mark each internal node Q ∈ T with
pointers to its children, and we mark each nodeQ ∈ T (except for the root) with a pointer
to its parent.
The number of nodes in T is at most CN, and T can be computed with work at most
CN logN in space CN.
We note that all the nodes of T are testing cubes. (This is immediate from the definition
of testing cubes - see Definition 5.3.1.)
EXPLANATION . We perform the one-time work of the BBD Tree (see Theorem 4.3.1).
Also, we compute representatives arising in the well-separated pairs decomposition us-
ing the algorithm MAKE WSPD from Section 4.2. Thus, we compute a sequence of tuples
(x ′ν, x
′′
ν) ∈ E× E (ν = 1, . . . , νmax) such that, for each (x ′, x ′′) ∈ E× E \ {(x, x) : x ∈ E} there
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exists ν such that
|x ′ν − x ′|+ |x ′′ν − x ′′| ≤ 10−10|x ′ − x ′′|,
and νmax ≤ CN.
We execute the following loop:
• For each ν = 1, · · · , νmax, we compute the sequence of all dyadic cubes Q˜ such
that x ′ν, x
′′
ν ∈ 5Q˜ and |x ′ν − x ′′ν | ≥ λ2δQ˜. (There are at most C such cubes for each ν.)
We denote the sequence of all cubes produced above, for all ν, byQ1, · · · , QK. We remove
duplicates by sorting, which requires work at most CN logN. Note that we have K ≤ CN.
Let Q be a geometrically interesting cube. By definition, there exist x ′, x ′′ ∈ 3Q ∩ E
with |x ′ − x ′′| ≥ λδQ. Hence, there is some ν such that
|x ′ν − x ′′ν | ≥
9
10
|x ′ − x ′′| ≥ (λ/2)δQ
and
|x ′ν − x ′|+ |x ′′ν − x ′′| ≤
1
10
|x ′ − x ′′| ≤ δ3Q
10
.
Therefore, x ′ν, x
′′
ν ∈ 5Q, and henceQ belongs to the list Q1, · · · , QK.
We have proven that all geometrically interesting cubes belong to the listQ1, · · · , QK.
For each k = 1, · · · , K, we compute diam(3Qk ∩ E) using the BBD Tree. (See Remark
4.3.1.) If diam(3Qk ∩ E) < λδQk , then we remove Qk from our list. We also compute the
cube in CZ(A−) that contains the center of Qk. If this cube strictly contains Qk then we
remove Qk from our list. (This means that Qk is not a testing cube.)
We denote the sequence of surviving cubes by Q˜1, · · · , Q˜K˜. As shown above, these are
all the testing cubes that are geometrically interesting.
We form a list of all the cubesQ ∈ CZ(A−) that contain points of E, the cubes Q˜1, · · · , Q˜K˜,
and the unit cube Q◦. There are at most CN such cubes. By sorting, we can remove du-
plicates. We organize this list into a tree T using the algorithm MAKE FOREST (see Section
4.1.5). We obtain a tree (rather than a forest) because all the cubes have a common ances-
tor, namely Q◦. This algorithm marks Q◦ as the root of T , and marks each non-root node
with a pointer to its parent. In addition, we mark each internal node of T with pointers to
its children.
One can easily check that the work and storage of our algorithm are as promised. 
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LEMMA 5.5.1. Let Q ⊂ Q◦ be dyadic, with δQ ≤ 14 . Suppose that 3Q ∩ E 6= ∅ and
diam(3Q++ ∩ E) < λδQ++ .
Then 3Q++ ∩ E = 3Q+ ∩ E. Here,Q++ denotes the dyadic parent of the dyadic parent of Q.
PROOF. For the sake of contradiction, suppose that there exists x ∈ E with x ∈ 3Q++
and x /∈ 3Q+. Thus, for each y ∈ E ∩ 3Qwe have
diam(3Q++ ∩ E) ≥ |x− y| ≥ dist(Rn \ 3Q+, 3Q) ≥ δQ
10
=
δQ++
40
= λδQ++.
This yields a contradiction, completing the proof of the lemma. 
LEMMA 5.5.2. Let Q1 ⊂ Q2 be dyadic cubes such that Q2 is the parent of Q1 in the tree T .
Let a > 0 be given. Let Q
up
1 and Q
down
2 be dyadic cubes.
Assume that Q1 ( Q
up
1 ( Q
down
2 ( Q2 with δQ2 ≥ ΛδQdown2 ≥ Λ2δQup1 ≥ Λ
3δQ1 for some
Λ ≥ 2.
IfΛ exceeds a large enough constant determined by a and n, then (1+a)Q
up
1 ∩E = 3Qdown2 ∩E.
PROOF. If Λ ≥ 4, then since Q1 ⊂ Qdown2 and δQ1 ≤ 1Λ2δQdown2 , we have Q
+++
1 ⊂ Qdown2 .
Fix a sequence of dyadic cubes Q1,1 ⊂ Q1,2 ⊂ · · · ⊂ Q1,K with
Q1,1 = (Q1)
+++, Q1,K = Q
down
2 , and Q1,k = (Q1,k−1)
+ for 2 ≤ k ≤ K.
Since Q1 is a testing cube (recall that all the nodes of T are testing cubes), it follows
by definition that Q1 contains a cube in CZ(A−). Thus, thanks to (5.2.2), the set 9Q1 ∩ E
is nonempty. We have 3Q1,k ⊃ 3Q1,1 = 3Q+++1 ⊃ 9Q1 for any 1 ≤ k ≤ K. Hence,
3Q1,k ∩ E 6= ∅ for any 1 ≤ k ≤ K. Moreover, note that Q1 ( Q1,k ( Q2, because Q+++1 and
Qdown2 are strictly contained between Q1 and Q2. Since Q2 is the parent of Q1 in the tree
T , which contains all the geometrically interesting testing cubes, we learn that Q1,k is not
geometrically interesting, for each 1 ≤ k ≤ K. In particular, we see that Q++1,k = Q1,k+2 is
not geometrically interesting, hence diam(Q++1,k ∩ E) < λδQ++1,k , for all 1 ≤ k ≤ K− 2. Thus,
the hypotheses of Lemma 5.5.1 are satisfied by Q = Q1,k for each 1 ≤ k ≤ K − 2. We
conclude that
3Q1,2 ∩ E = 3Q1,3 ∩ E = · · · = 3Q1,K ∩ E.
That is, 3Q++++1 ∩ E = 3Qdown2 ∩ E.
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Recall thatQ1 ⊂ Qup1 are dyadic cubes with δQup
1
≥ ΛδQ1 . It follows that 3Q++++1 ⊂ (1+
a)Q
up
1 ifΛ is much larger than a
−1. Therefore, 3Qdown2 ∩E ⊂ (1+a)Qup1 ∩E. Moreover, the
reverse inclusion follows becauseQ
up
1 ⊂ Qdown2 . Therefore, 3Qdown2 ∩E = (1+a)Qup1 ∩E. 
5.5.1. Finding Enough Tagged Cubes. We produce the following algorithm.
ALGORITHM: COMPUTE CRITICAL TESTING CUBES.
Given ǫ > 0 less than a small enough universal constant, we produce a collection Q̂ǫ
of testing cubes with the following properties.
(a) Each point x ∈ E belongs to some cube Q̂x ∈ Q̂ǫ.
(b) The number of cubes belonging to Q̂ǫ is bounded by C ·N.
(c) If Q̂ ∈ Q̂ǫ strictly contains a cube in CZ(A−), then (1+ a(A))Q̂ is tagged with (A, ǫκ).
(d) If Q̂ ∈ Q̂ǫ and δQ̂ ≤ c∗, then no cube containing SQ̂ is tagged with (A, ǫ1/κ).
Here, c∗ > 0 and S ≥ 1 are integer powers of 2, depending only onm, n, p; also, κ ∈ (0, 1)
is a universal constant. The algorithm requires work at most CN logN in space CN.
EXPLANATION . We introduce a large parameterΛ = 2integer ≥ 1. We later pickΛ to be
a constant determined by m,n,p, but not yet. We assume that Λ exceeds a large enough
constant determined bym,n,p, and that ǫ is less than a small enough constant determined
by Λ,m,n,p.
We let κ0, · · · , κ20 ∈ (0, 1) be constants to be determined later. We assume that κ0 is less
than a small enough constant determined bym,n,p, and that κj+1 ≤ κ100j for j = 0, · · · , 19.
We first describe the construction of Q̂ǫ.
Let T be the tree constructed in the algorithm COMPUTE INTERESTING CUBES.
We initialize Q̂ǫ to be the empty collection. Next, for each cube Q1 ∈ T other than the
root, we perform Steps 0-3 below.
• Step 0: We find the parentQ2 of Q1 in the tree T .
• Step 1: If δQ1 ≤ Λ−20δQ2 , then we do the following.
LetQ
up
1 be the dyadic cube with Q1 ⊂ Qup1 and δQup
1
= Λ · δQ1 .
We compute the function η(Q̂
up
1 ,A)(δ) using the algorithm OPTIMIZE BASIS (see
Section 5.4). We determinewhether or not there exists a number δ ∈ [Λ10δQ1, Λ−10δQ2 ]
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with the property that
ǫ1/κ5 ≤ η(Qup1 ,A)(δ) ≤ ǫκ5.
If such a δ exists, we can easily find one. Moreover, we can then find a dyadic
cube Q such that
Q1 ⊂ Q ⊂ Q2, δ/2 ≤ δQ ≤ 2δ, and Λ10δQ1 ≤ δQ ≤ Λ−10δQ2 .
WeaddQ to the collection Q̂ǫ. Note that cη(Q
up
1
,A)(δ) ≤ η(Qup1 ,A)(δQ) ≤ Cη(Q
up
1
,A)(δ),
thanks to condition (A3) in the algorithm OPTIMIZE BASIS. Thus, we can guaran-
tee that
(5.5.1)
[
ǫ1/κ6 ≤ η(Qup1 ,A)(δQ)
]
and
[
η(Q
up
1
,A)(δQ) ≤ ǫκ6
]
.
• Step 2: We examine each dyadic cube Q with Q1 ⊂ Q ⊂ Q2, δQ ≤ Λ−10, and[
δQ ≤ Λ10δQ1 or δQ ≥ Λ−10δQ2
]
.
We can compute #(E ∩ 65
64
Q) using work at most C logN; see Remark 4.3.1.
Let Qup be the dyadic cube with Q ⊂ Qup and δQup = ΛδQ. We determine
whether or not
(5.5.2)
[
ǫ1/κ5 ≤ η(Qup,A)(δQup)
]
and
[
#
(
65
64
Q ∩ E
)
≤ 1 or η(Q,A)(δQ) ≤ ǫκ5
]
.
We add Q to the collection Q̂ǫ if and only if (5.5.2) holds.
• Step 3: We examine each dyadic cube Q with Q1 ⊂ Q ⊂ Q2 and δQ ≥ Λ−10.
We can compute #(E ∩ 65
64
Q) using work at most C logN; see Remark 4.3.1.
For each such Q, we determine whether or not
(5.5.3)
[
#
(
65
64
Q ∩ E
)
≤ 1 or η(Q,A)(δQ) ≤ ǫκ5
]
.
We addQ to the collection Q̂ǫ if and only if (5.5.3) holds.
Finally, we perform Steps 4-6 below.
• Step 4: We check whether or not
(5.5.4)
[
η(Q
◦,A)(δQ◦) ≤ ǫκ5
]
.
We addQ◦ to the collection Q̂ǫ if and only if (5.5.4) holds.
• Step 5: We examine all dyadic cubes Q ⊂ Q◦ such that δQ ≥ Λ−10.
209
We can test whether Q ∈ CZ(A−) by querying the CZ(A−)-ORACLE on the
center of Q. We add Q to the collection Q̂ǫ if and only if Q ∈ CZ(A−).
• Step 6: We examine all cubes Q ∈ CZ(A−) such that δQ ≤ Λ−10 andQ ∩ E 6= ∅.
Let Qup be the dyadic cube with Q ⊂ Qup and δQup = ΛδQ. We determine
whether or not
(5.5.5)
[
ǫ1/κ5 ≤ η(Qup,A)(δQup)
]
.
We addQ to the collection Q̂ǫ if and only if (5.5.5) holds.
This completes the construction of Q̂ǫ. We examined at most C(Λ)N cubes, and per-
formed work at most C logN on each cube. Hence, the computation required work at
most C(Λ)N logN in space C(Λ)N. We later choose Λ to be a constant depending only
on m, n, and p. We have thus not exceeded the work and storage guarantees of COM-
PUTE CRITICAL TESTING CUBES. Moreover, we have #(Q̂ǫ) ≤ C(Λ) · N, which implies
condition (b).
IfQ belongs toQǫ, thenQwas chosen in one of the six steps above (not including Step
0). We will examine the six cases separately and prove conditions (c) and (d) for the cube
Q.
Analysis of Step 1. Suppose that Qwas chosen in Step 1. Then Q satisfies (5.5.1).
We use properties (A1) and (A2) of the function η(Q
up
1
,A) from the algorithm OPTIMIZE
BASIS.
From (A2) and (5.5.1), we find that σ(Q
up
1 ) does not have an (A ′, xQup
1
, ǫ1/κ7, δQ)-basis
for any A ′ ≤ A.
SinceQ1 ⊂ Q are testing cubes, and δQ ≥ Λ10δQ1 , we have#(3Q∩E) ≥ #(9Q1∩E) ≥ 2.
Also note that (1+a(A))Qup1 ∩E = 3Q∩E ifΛ is greater than some constant determined
bym, n, p; see Lemma 5.5.2.
Hence, Proposition 5.4.5 implies that no cube containing 3Q is tagged with (A, ǫ1/κ8).
This proves property (d).
To prove property (c), note that (A1) and (5.5.1) imply that
σ(Q
up
1 ) has an (A ′, xQup1 , ǫ
κ7, δQ)-basis for some A ′ ≤ A.
Thus, Proposition 5.4.5 shows that (1+ a(A))Q is tagged with (A, ǫκ8).
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Analysis of Step 2. Suppose thatQwas chosen in Step 2, and letQup be as in Step 2. Then
Q and Qup satisfy (5.5.2).
We use properties (A1) and (A2) of the functions η(Q,A) and η(Q
up,A) from the algorithm
OPTIMIZE BASIS.
SinceQ ⊂ Qup are testing cubes, and δQup = ΛδQ, we have#(E∩ 6564Qup) ≥ #(E∩9Q) ≥
2 for sufficiently large Λ.
From (A2) and (5.5.2), we find that σ(Qup) does not have an (A ′, xQup, ǫ1/κ6, δQup)-basis
for any A ′ ≤ A. Thus, Proposition 5.4.1 implies that no cube containing 3Qup is tagged
with (A, ǫ1/κ7). In particular, since 3Qup ⊂ 100ΛQ, we find that no cube containing 100ΛQ
is tagged with (A, ǫ1/κ7). This proves property (d).
From (A1) and (5.5.2), we find that either#( 65
64
Q∩E) ≤ 1 or σ(Q) has an (A ′, xQ, ǫκ6, δQ)-
basis for some A ′ ≤ A. Thus, Proposition 5.4.1 implies that (1 + a(A))Q is tagged with
(A, ǫκ7). This proves property (c).
Analysis of Step 3. Note that (d) holds vacuously for all the cubesQ ∈ Q̂ǫ chosen in Step
3, assuming that c∗ ≤ Λ−10.
As in the analysis of Step 2, (5.5.3) implies that (1 + a(A))Q is tagged with (A, ǫκ7).
This implies property (c) for anyQ picked in Step 3.
Analysis of Step 4. Suppose thatQ◦ was chosen in Step 4. Note that (d) holds vacuously
for Q◦.
As in the analysis of Step 2, (5.5.4) shows that (1 + a(A))Q◦ is tagged with (A, ǫκ7).
This implies property (c) for Q◦.
Analysis of Step 5. We may assume that c∗ ≤ Λ−10. Therefore, (c) and (d) are vacuously
true for all the cubes Q ∈ Q̂ǫ chosen in Step 5.
Analysis of Step 6. Suppose that Q was chosen in Step 6. Note that (c) holds vacuously
for Q, since Q ∈ CZ(A−).
Since δQup = ΛδQ, and since Q ⊂ Qup are testing cubes, we have #(E ∩ 6564Qup) ≥
#(E ∩ 9Q) ≥ 2.
By (5.5.5) and property (A2) of the function η(Q
up,A) stated in OPTIMIZE BASIS, we find
that σ(Qup) does not have an (A ′, xQup, ǫ1/κ6, δQup)-basis for anyA ′ ≤ A. Then Proposition
5.4.1 guarantees that no cube containing 3Qup is tagged with (A, ǫ1/κ7). Therefore, since
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3Qup ⊂ 100ΛQ, we find that no cube containing 100ΛQ is tagged with (A, ǫ1/κ7). This
implies property (d) for Q, and concludes the analysis of Step 6.
This completes the proof of (c) and (d) in all cases. An inspection of our argument
shows that we may take c∗ = Λ−10 and S = 128Λ.
Next we prove property (a).
Let x ∈ E be given. Consider the finite sequence of cubes Qν ∈ T such that
(5.5.6) x ∈ Q0 ( Q1 ( · · · ( Qνmax = Q◦,
where Q0 ∈ CZ(A−) and Qν+1 is the parent of Qν in T . (We do not attempt to compute
this sequence.)
We will show that there exists Q ′ ∈ Q̂ǫ with Q0 ⊂ Q ′ ⊂ Qνmax . This will complete the
proof of (a).
Note that one of the following cases must occur.
The First Extreme Case: For all dyadic cubesQ such thatQ0 ⊂ Q ⊂ Qνmax , the cube
3Q is tagged with (A, ǫ).
The Second Extreme Case: For all dyadic cubes Q such that Q0 ⊂ Q ⊂ Qνmax , the
cube 3Q is not tagged with (A, ǫ).
The Main Case: For some dyadic cube Q such that Q0 ⊂ Q ( Qνmax we find that
exactly one of 3Q, 3Q+ is tagged with (A, ǫ).
In the First Extreme Case:
(5.5.7) 3Q◦ is tagged with (A, ǫ).
Notice that #( 65
64
Q◦ ∩ E) = #(E) ≥ 2. From (5.5.7) and Proposition 5.4.1, we see
that σ(Q◦) has an (A ′, xQ◦, ǫκ1, δQ◦)-basis for some A ′ ≤ A. Then property (A2) from
OPTIMIZE BASIS shows that η(Q
◦,A)(δQ◦) ≤ ǫκ5 . Therefore, we decided to includeQ◦ in Q̂ǫ
in Step 4.
This completes the analysis in the First Extreme Case.
In the Second Extreme Case:
(5.5.8) 3Q0 is not tagged with (A, ǫ).
If δQ0 ≥ Λ−10, then we decided to include Q0 in Q̂ǫ in Step 5.
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Otherwise, suppose that δQ0 < Λ
−10.
LetQ
up
0 be a dyadic cube with Q0 ⊂ Qup0 ⊂ Q◦ and δQup0 = ΛδQ0 .
Note that 3Q0 ⊂ (1+a(A))Qup0 , ifΛ is sufficiently large. Then (5.5.8) and Lemma 2.7.8
imply that (1 + a(A))Qup0 is not tagged with (A, ǫ1/κ1). Hence, Proposition 5.4.1 shows
that
σ(Q
up
0 ) does not have an (A ′, xQup
0
, ǫ1/κ2, δ
Q
up
0
)-basis for any A ′ ≤ A.
Thus, property (A1) from OPTIMIZE BASIS shows that η(Q
up
0
,A)(δ
Q
up
0
) ≥ ǫ1/κ5 . Therefore,
we decided to includeQ0 in Q̂ǫ in Step 6. (Recall that x ∈ Q0, hence E ∩Q0 6= ∅.)
This completes the analysis in the Second Extreme Case.
In the Main Case: Exactly one of 3Q, 3Q+ is tagged with (A, ǫ), thus
(5.5.9) 3Q is tagged with (A, ǫκ0) (see Lemma 2.7.8),
and
(5.5.10) 3Q+ is not tagged with (A, ǫ1/κ0) (again, see Lemma 2.7.8).
We now consider three subcases of the Main Case.
• The Geometrically Interesting (“GI”) subcase: For some ν,
(5.5.11) Qν ⊂ Q ⊂ Qν+1,
[
δQ ≤ Λ10δQν or δQ ≥ Λ−10δQν+1
]
, and δQ ≤ Λ−10.
• The Geometrically Uninteresting (“GUI”) subcase: For some ν,
(5.5.12) Qν ⊂ Q ⊂ Qν+1 and Λ10δQν ≤ δQ ≤ Λ−10δQν+1.
• The Near-Maximal (“NM”) subcase:
(5.5.13) δQ ≥ Λ−10.
First consider the GI subcase.
From Proposition 5.4.1 and (5.5.9) we see that
#
(
65
64
Q ∩ E
)
≤ 1 or σ(Q) has an (A ′, xQ, ǫκ1, δQ)-basis for some A ′ ≤ A.
Thus, by property (A2) from OPTIMIZE BASIS,
(5.5.14) #
(
65
64
Q ∩ E
)
≤ 1 or η(Q,A)(δQ) ≤ ǫκ5 .
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Pick Qup (dyadic) such that Q ⊂ Qup ⊂ Q◦ and δQup = ΛδQ. (Recall that δQ ≤ Λ−10.)
Then 3Q+ ⊂ (1 + a(A))Qup, assuming that Λ is sufficiently large. Thus, (5.5.10) shows
that
(1+ a(A))Qup is not tagged with (A, ǫ1/κ1) (see Lemma 2.7.8).
Therefore, Proposition 5.4.1 gives that
σ(Qup) doesn’t have an (A ′, xQup, ǫ1/κ2, δQup)-basis for any A ′ ≤ A.
Hence, using property (A1) from OPTIMIZE BASIS,
(5.5.15) η(Q
up,A)(δQup) ≥ ǫ1/κ5
From (5.5.14) and (5.5.15), we see thatQ was included in Q̂ǫ in Step 2. This completes
the analysis in the GI subcase.
Next consider the GUI subcase.
SinceQν ⊂ Q are testing cubes, and δQ ≥ Λ10δQν , we have#(E∩3Q) ≥ #(E∩9Qν) ≥ 2.
LetQ
up
ν denote the dyadic cube with Qν ⊂ Qupν and δQupν = Λ · δQν
Note that (1 + a(A))Qupν ∩ E = 3Q ∩ E, as long as Λ ≥ C for a large enough universal
constant C (see Lemma 5.5.2).
From Proposition 5.4.5 and assumption (5.5.9) (from the Main Case), we see that
σ(Qupν ) has an (A ′, xQupν , ǫ
κ1, δQ)-basis, for some A ′ ≤ A.
Hence, condition (A2) in the algorithm OPTIMIZE BASIS implies that
(5.5.16) η(Q
up
ν ,A)(δQ) ≤ ǫκ5.
LetQup be a dyadic cube withQ ⊂ Qup ( Qν+1 and δQup = Λ · δQ. Such a dyadic cube
exists because we are assuming that δQ ≤ Λ−10δQν+1. Then (1+ a(A))Qupν ∩ E = 3Qup ∩ E
thanks to Lemma 5.5.2.
For large enough Λ, we have 3Q+ ⊂ (1 + a(A))Qup. Thus, Lemma 2.7.8 and (5.5.10)
imply that (1+a(A))Qup is not tagged with (A, ǫ1/κ1). We apply conclusion (A) in Propo-
sition 5.4.5 to the testing cubes Q
up
ν ⊂ Qup in order to deduce that
σ(Qupν ) does not have an (A ′, xQupν , ǫ
1/κ2, δQup)-basis, for any A ′ ≤ A.
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Thus, property (A1) from OPTIMIZE BASIS shows that η(Q
up
ν ,A)(δQup) ≥ ǫ1/κ3 . Moreover,
property (A3) from OPTIMIZE BASIS implies that η(Q
up
ν ,A)(δQup) ≤ C(Λ)η(Q
up
ν ,A)(δQ), hence
we have
(5.5.17) η(Q
up
ν ,A)(δQ) ≥ ǫ1/κ5 .
We are assuming that δQ ∈ [Λ10δQν , Λ−10δQν+1] (from the GUI subcase). Hence, from
(5.5.16) and (5.5.17), we see that in Step 1 we included in Q̂ǫ a dyadic cube Q ′ such that
Qν ⊂ Q ′ ⊂ Qν+1. This completes the analysis in the GUI subcase.
Finally, consider the NM subcase.
From Proposition 5.4.1 and (5.5.9) we have
#
(
65
64
Q ∩ E
)
≤ 1 or σ(Q) has an (A ′, xQ, ǫκ1, δQ)-basis for some A ′ ≤ A.
Then property (A2) from OPTIMIZE BASIS implies that
(5.5.18) #
(
65
64
Q ∩ E
)
≤ 1 or η(Q,A)(δQ) ≤ ǫκ5 .
Thus, we included Q in Q̂ǫ in Step 3. This completes the analysis in the NM subcase.
Thus, in all the cases, we see that there exists Q ′ ∈ Q̂ǫ with Q0 ⊂ Q ′ ⊂ Qνmax , where
Q0 is the unique cube in CZ(A−) containing the point x ∈ E . As mentioned before, this
completes the proof of (a).
We fix a large enough constant Λ = 2J ≥ 1, depending only onm, n, and p.
This completes the explanation of the algorithm COMPUTE CRITICAL TESTING CUBES.

5.5.2. Lengthscales. Using the algorithm COMPUTE CRITICAL TESTING CUBES from
the previous section, we compute a collection Q̂ǫ consisting of dyadic subcubes ofQ◦. We
proved that each point of E belongs to a cube in Q̂ǫ. Applying the algorithm PLACING A
POINT INSIDE TARGET CUBOIDS (see Section 4.1.5), we obtain the following algorithm.
ALGORITHM: COMPUTE LENGTHSCALES.
For each x ∈ E we compute a cube Qx ∈ Q̂ǫ containing x. This requires work at most
CN logN in space CN.
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We write c∗ > 0 and S ≥ 1 for the universal constants from the algorithm COMPUTE
CRITICAL TESTING CUBES. The conclusion of this algorithm implies the next result.
PROPOSITION 5.5.1. For each x ∈ E, the following properties hold.
(LS1): Suppose that Qx strictly contains a cube of CZ(A−). Then (1+ a(A))Qx is tagged
with (A, ǫκ).
(LS2): Suppose that δQx ≤ c∗. Then no cube containing SQx is tagged with (A, ǫ1/κ).
Here, κ > 0 is a small universal constant.
5.6. Passing from Lengthscales to CZ Decompositions
For each x ∈ Ewe compute the sidelength
(5.6.1) ∆A(x) := δQx .
Here, we compute the cube Qx using the algorithm COMPUTE LENGTHSCALES. Recall
that x ∈ Qx for each x ∈ E. Since Qx ⊂ Q◦, we know that
(5.6.2) ∆A(x) ∈ (0, 1] for all x ∈ E.
LetQ ⊂ Q◦ be a testing cube. We say thatQ isOK(A) provided that eitherQ ∈ CZ(A−)
or ∆A(x) ≥ KδQ for all x ∈ E ∩ 3Q, where we set K := 109a(A) . Recall that we have defined
the constant a(A) in equation (5.3.128). In particular, since a(A) ≤ 1, we see that K ≥ 1.
We define a Caldero´n-Zygmund decomposition CZ(A) of the unit cube Q◦ to consist
of the maximal dyadic subcubes Q ⊂ Q◦ that are OK(A).
We will prove properties (CZ1-CZ5) in the Main Technical Results for A.
First, however, we produce a CZ(A)-ORACLE as described in Chapter 3. The decom-
position CZ(A) coincides with the decomposition CZnew from Section 4.6.3, where we use
CZold = CZ(A−) and ∆(x) = ∆A(x)/K in the notation therein. Note that ∆(x) ∈ (0, 1] for
each x ∈ E, hence the assumptions in Section 4.6.3 hold. The GLORIFIED CZ-ORACLE
coincides with the CZ(A)-ORACLE described in Chapter 3.
PROPOSITION 5.6.1. The collection CZ(A) is a partition of Q◦ into pairwise disjoint dyadic
subcubes.
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PROOF. Each point x ∈ Q◦ belongs to some cubeQ0 ∈ CZ(A−). Note thatQ0 isOK(A),
and henceQ0 is contained in a maximal dyadic subcubeQ ⊂ Q◦ that is alsoOK(A). Thus,
each point x ∈ Q◦ is contained in some cube Q ∈ CZ(A).
Any two distinct cubes Q,Q ′ ∈ CZ(A) are dyadic, hence either Q,Q ′ are disjoint or
one of Q,Q ′ contains the other. The latter case cannot occur, by definition of CZ(A). It
follows that the cubes in CZ(A) are pairwise disjoint. 
Our previous decomposition CZ(A−) clearly refines CZ(A). This establishes property
(CZ5) for A. We now prove the remaining properties (CZ1-CZ4).
We prove property (CZ1) in the next result.
PROPOSITION 5.6.2. The cubes in CZ(A) have good geometry.
PROOF. For the sake of contradiction suppose that there are cubesQ,Q ′ ∈ CZ(A) such
that Q↔ Q ′ and δQ ≤ 14δQ ′ . It follows that 3Q+ ⊂ 3Q ′.
First, suppose Q ′ ∈ CZ(A−). Since CZ(A−) refines CZ(A), there exists a cube Q ′′ ∈
CZ(A−) with Q ′′ ⊂ Q and Q ′′ ↔ Q ′. Note that δQ ′′ ≤ δQ ≤ 14δQ ′ . But this contradicts our
assumption that the cubes in CZ(A−) satisfy good geometry.
Next, suppose Q ′ /∈ CZ(A−). By definition of CZ(A) we know that Q+ is not OK(A),
hence there exists x ∈ E ∩ 3Q+ with ∆A(x) < KδQ+ . Thus, x ∈ E ∩ 3Q ′ and ∆A(x) < KδQ ′ .
Since alsoQ ′ /∈ CZ(A−)we see thatQ ′ is not OK(A). But this contradicts our assumption
that Q ′ ∈ CZ(A). 
PROPOSITION 5.6.3. There exists a universal constant c∗ > 0 such that, for anyQ ∈ CZ(A),
the following conditions hold.
(a) IfQ is not c∗-simple then 3Q is tagged with (A, ǫκ).
(b) If δQ ≤ c∗ thenWQ is not tagged with (A, ǫ1/κ).
Here, κ > 0 andW ∈ N are universal constants.
PROOF. We choose c∗ much smaller than the constant c
∗ from Proposition 5.5.1.
We now prove (a). Assume that Q ∈ CZ(A) is not c∗-simple. Then there exists Q ∈
CZ(A−) with Q ⊂ 65
64
Q and δQ ≤ c∗δQ. For small enough c∗ this implies that 9Q ⊂ 3Q.
Recall (5.2.2), which implies that 9Q ∩ E 6= ∅, hence 3Q ∩ E 6= ∅. We fix x ∈ E ∩ 3Q.
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We have δQx = ∆A(x) ≥ KδQ with K = 109/a(A), because Q is OK(A) and Q /∈
CZ(A−); see also (5.6.1).
For any y ∈ 3Qwe have |y− x| ≤ 3δQ ≤ 3KδQx , because x ∈ 3Q. Moreover, |x− xQx | ≤
1
2
δQx , because x ∈ Qx. (Recall that xQx is the center of Qx.) Thus,
|y− xQx | ≤
[
1
2
+
3
K
]
δQx
≤ 1
2
[1+ a(A)] δQx for any y ∈ 3Q.
(Here, we use that K = 109/a(A).) Hence,
(5.6.3) 3Q ⊂ (1+ a(A))Qx.
(Recall that we are working with the ℓ∞ metric.)
We now prove that Qx strictly contains a cube of CZ(A−). Assume for the sake of
contradiction thatQx is contained in a cube in CZ(A−). (For a dyadic cube this is the only
alternative.) Since Qx is a testing cube, it follows that Qx belongs to CZ(A−); see Section
5.3.3 where the notion of a testing cube is defined. From (CZ5)we see that CZ(A−) refines
CZ(A), hence there exists Q˜ ∈ CZ(A−)with Q˜ ⊂ Q. From (5.6.3) we have
Q˜ ⊂ 3Q ⊂ (1+ a(A))Qx ⊂ 65
64
Qx.
Since Q˜ ∈ CZ(A−) and Qx ∈ CZ(A−), from good geometry of the cubes in CZ(A−) and
from Lemma 4.6.1, we deduce that 1
2
δQ˜ ≤ δQx ≤ 2δQ˜. Hence, because the cubes in CZ(A−)
are pairwise disjoint and dyadic, we must have Qx = Q˜. Thus, we have
(1+ a(A))Qx ( 3Q˜ ⊂ 3Q.
However, this contradicts (5.6.3). This completes our proof thatQx strictly contains a cube
of CZ(A−).
Hence, from (LS1) in Proposition 5.5.1 we deduce that (1 + a(A))Qx is tagged with
(A, ǫκ); hence, 3Q is tagged with (A, ǫκ ′) for some universal constant κ ′, thanks to Lemma
2.7.8 and (5.6.3). This completes the proof of (a).
We now prove (b). Let S be the universal constant in Proposition 5.5.1. Assume that
Q ∈ CZ(A) satisfies δQ ≤ c∗.
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Since Q+ is not OK(A), there exists x ∈ E ∩ 3Q+ such that
δQx = ∆A(x) ≤ KδQ+.
Hence, because x ∈ Qx and x ∈ 3Q+, we have SQx ⊂ WQ for a large enough integer
constant W ≥ 1 depending only on K and S. Recall that K = 109/a(A) is a universal
constant. Hence, we can choose W to be a universal constant. Therefore, δQx ≤ WS δQ ≤
W
S
c∗ ≤ c∗. Here, we assume that c∗ ≤ SWc∗.
From (LS2) in Proposition 5.5.1 it follows thatWQ is not tagged with (A, ǫ1/κ).
This completes the proof of the proposition. 
We have proven (CZ2) and (CZ3) in the Main Technical Results for A, where we set
(5.6.4)


c∗(A) = c∗/2,
S(A) = W,
ǫ1(A) = ǫ1/κ,
ǫ2(A) = ǫκ.
Here, κ andW are as in Proposition 5.6.3. Note that (CZ4) holds vacuously, since we are
assuming that A 6= M. We have thus proven (CZ1-CZ5) for the label A. We will later
pick ǫ to be a small enough universal constant, at which point ǫ1(A) and ǫ2(A) will be
determined once and for all.
We let CZmain(A) denote the collection of all cubesQ ∈ CZ(A) that satisfy 6564Q∩E 6= ∅.
We note that the collection { 65
64
Q : Q ∈ CZ(A)} has bounded overlap, thanks to the good
geometry of the cubes in CZ(A) (see Lemma 5.6.2). Hence,
(5.6.5) # (CZmain(A)) ≤ C ·N.
5.7. Completing the Induction
In the previous section, we defined a decompositionCZ(A) and gave aCZ(A)-ORACLE.
Here, we construct the remaining objects in the Main Results for A.
We can compute a list of all the cubesQ in CZmain(A). We list all the cubes Q ∈ CZ(A)
that satisfy E ∩ 65
64
Q 6= ∅ using the algorithm FIND MAIN-CUBES in Section 4.6.4.
We now show that for each Q̂ ∈ CZmain(A)we can efficiently collect all the ingredients
we need to compute the assists, functionals, and local extension operator relevant to Q̂,A.
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Recall the notion of supporting data associated to a testing cube; see Section 5.3.5.
ALGORITHM: PRODUCE ALL SUPPORTING DATA
We produce the supporting data for each cube Q̂ in CZmain(A), using work at most
CN logN in space CN.
EXPLANATION . We produce the cubesQ,Qsp, Q
# and the pairs of cubes (Q ′, Q ′′) that
arise in (SD1)-(SD5) in Section 5.3.5 for some testing cube Q̂ ∈ CZmain(A).
For each Q ∈ CZmain(A−), we apply the CZ(A)-ORACLE to find the cube Q̂ ∈ CZ(A)
that contains Q, as well as all the cubes Q̂ ′ ∈ CZ(A) such that Q̂ ′ ↔ Q̂. For each such
Q̂ (or Q̂ ′), we check whether Q̂ (or Q̂ ′) appears in the list CZmain(A); if it does, then we
check whether Q ⊂ (1 + tG)Q̂ (or (1 + tG)Q̂ ′). If so, then we add the cube Q to the list of
cubes in (SD1) relevant to the testing cube Q̂ (or Q̂ ′).
Similarly, for each pair (Q ′, Q ′′) ∈ CZ(A−)× CZ(A−) such that Q ′ ↔ Q ′′ but K(Q ′) 6=
K(Q ′′) (the “border disputes”), we look for all possible Q̂ ∈ CZmain(A) such that (Q ′, Q ′′)
arises in (SD2) for the testing cube Q̂. That is, we look for all the Q̂ ∈ CZmain(A) such that
Q ′ ⊂ (1+ tG)Q̂ and δQ ′ < tGδQ̂.
To find all the Q̂ as above, we need only search among the cubes Q̂ ′ = the cube of
CZ(A) containing Q ′, and the cubes of CZ(A) that touch Q̂ ′. We obtain all those cubes by
making at most C calls to the CZ(A)-ORACLE and doing additional work at most C.
We check each Q̂ obtained as above to see whether Q̂ ∈ CZmain(A), and if so whether
also Q̂ has the desired relationship withQ ′. For each surviving Q̂, we add (Q ′, Q ′′) to the
list of cubes in (SD2) relevant to that Q̂.
To find all the Q ∈ CZ(A−) that arise in (SD3), we loop over all the Q̂ ∈ CZmain(A).
For each fixed Q̂, we examine all the dyadic cubes Q ⊂ (1 + tG)Q̂ such that δQ ≥ t2GδQ̂.
(There are only C such Q.) We test Q to see whether it belongs to CZ(A−); if so, then we
addQ to the list of cubes in (SD3) relevant to Q̂.
For the supporting data in (SD4), we can loop over all Q̂ ∈ CZmain(A). For each such
Q̂, we can just take Qsp to be the CZ(A−)-cube containing the center of Q̂.
Finally, we loop over all keystone cubesQ# of CZ(A−). For each suchQ#, we look for
all the Q̂ ∈ CZmain(A) such that S1Q# ⊂ (65/64)Q̂.
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To find all the Q̂ as above, we need only search among the cubes Q̂ ′ = the cube of
CZ(A) containing Q#, and the cubes of CZ(A) that touch Q̂ ′. We obtain all those cubes
by making at most C calls to the CZ(A)-ORACLE and doing additional work at most C.
We check each Q̂ obtained as above to see whether Q̂ ∈ CZmain(A), and if so whether
also Q̂ has the desired relationship withQ#. If those conditions are satisfied, then we add
Q# to the list of cubes in (SD5) relevant to Q̂.
Once we have carried out the above, then for each Q̂ ∈ CZmain(A), we have a list of all
the cubesQ,Qsp, Q
# and of all the pairs of cubes (Q ′, Q ′′) relevant to the supporting data
(SD1)-(SD5) for the given Q̂. Again, see Section 5.3.5.
This uses work O(N logN) in space O(N). This completes our explanation of the al-
gorithm PRODUCE ALL SUPPORTING DATA.

Next, we will define listsΩ(Q̂,A) ⊂
[
X( 65
64
Q̂ ∩ E)
]∗
and Ξ(Q̂,A) ⊂
[
X( 65
64
Q̂ ∩ E)⊕ P
]∗
and also a linear extension operator T
(Q̂,A) : X(
65
64
Q̂ ∩ E)⊕ P → X for each Q̂ ∈ CZmain(A).
We will prove that these objects satisfy the properties laid out in the third, fourth and fifth
bullet points in the Main Technical Results for A (see Chapter 3).
For each Q̂ ∈ CZmain(A), we can define
MQ̂(f, P) =
 ∑
ξ∈Ξ(Q̂,A)
|ξ(f, P)|p
1/p .
We need to prove the estimates in the fourth bullet point in the Main Technical Results
for A. These estimates are
(5.7.1) c‖(f, P)‖
(1+a(A))Q̂ ≤MQ̂(f, P)
and
(5.7.2) MQ̂(f, P) ≤ C‖(f, P)‖ 65
64
Q̂.
Recall that a testing cube Q̂ is called λ-simple if for every Q ∈ CZ(A−) with Q ⊂ 65
64
Q̂
we have δQ ≥ λ · δQ̂. We can determine whether a given cube Q̂ is λ-simple using work
at most C(λ), and at most C(λ) calls to the CZ(A−)-ORACLE. Here, C(λ) is a constant
depending only on λ and n.
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Let c∗ be the universal constant in Proposition 5.6.3.
We loop over all the cubes Q̂ ∈ CZmain(A). We can determine in timeO(logN)whether
Q̂ is c∗-simple. (Recall that a call to the CZ(A−)-ORACLE requires work O(logN).) The
body of our loop separates into two cases depending on the result of the test.
5.7.1. Case I: Non-simple cubes. We suppose that Q̂ ∈ CZmain(A) is not c∗-simple
(the non-simple case). We will explain how to construct the objects in the Main Technical
Results for A relevant to Q̂.
We have already computed the supporting data for all the cubes in CZmain(A). By
executing the algorithms COMPUTE NEW ASSISTS and COMPUTE NEW ASSISTED FUNC-
TIONALS (see Section 5.3.5), we can compute
(a) A list of assist functionals: Ω(Q̂) ⊂
[
X
(
E ∩ (65/64)Q̂
)]∗
(see (5.3.60)), and
(b) A list of assisted functionals: Ξ(Q̂) ⊂
[
X
(
E ∩ (65/64)Q̂
)
⊕ P
]∗
.
Each functional ξ ∈ Ξ(Q̂) hasΩ(Q̂)-assisted bounded depth, and is written in short form
in terms of the assistsΩ(Q̂).
We defineΩ(Q̂,A) := Ω(Q̂), Ξ(Q̂,A) := Ξ(Q̂), and
MQ̂(f, P) =
 ∑
ξ∈Ξ(Q̂)
|ξ(f, P)|p
1/p .
We now prove the estimates (5.7.1) and (5.7.2).
The estimate (5.7.1) is a direct consequence of the unconditional inequality in Propo-
sition 5.3.6.
Since Q̂ ∈ CZmain(A) and Q̂ is not c∗-simple, we know that 3Q̂ is tagged with (A, ǫκ)
(see Proposition 5.6.3). Wemay assume that ǫκ ≤ ǫ0, with ǫ0 as in Proposition 5.3.6. Thus,
3Q̂ is tagged with (A, ǫ0). Hence, the conditional inequality in Proposition 5.3.6 implies
the estimate (5.7.2).
Next, we estimate how much work and storage are used to compute the listsΩ(Q̂,A)
and Ξ(Q̂,A) for all the non-simple cubes Q̂ ∈ CZmain(A). Wewill prove that the total work
is at most CN logN and that the storage used is at most CN.
We examine the algorithms COMPUTE NEW ASSISTS and COMPUTE NEW ASSISTED
FUNCTIONALS (see Section 5.3.5). We see that we can compute all the lists Ω(Q̂,A) and
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Ξ(Q̂,A) for all the non-simple cubes Q̂ ∈ CZmain(A), using total work at most∑
Q̂∈CZmain(A)
{
W1(Q̂) +W2(Q̂)
}
≤ C logN ·
∑
Q̂∈CZmain(A)
{
1+
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
 ∑
ω∈Ω(Q,A−)
depth(ω) +#
(
Ξ(Q,A−))

+
∑
keystoneQ#∈CZ(A−)
S1Q
#⊂ 65
64
Q̂
∑
ω∈Ωnew(Q#)
depth(ω)
+#
{
(Q ′, Q ′′) ∈ BD(A−) : Q ′ ⊂ (1+ tG)Q̂, δQ ′ < tGδQ̂
}}
.
See (5.3.61), (5.3.63), and (5.3.64), for the definitions of the quantities W1(Q̂) and W2(Q̂).
Recall that tG is now a fixed universal constant, and so C(tG) in (5.3.64) is a universal
constant C.
Each cubeQ inCZmain(A−), each keystone cubeQ# ∈ CZ(A−), and each pair (Q ′, Q ′′) ∈
BD(A−) participates above for at most C distinct Q̂ in CZ(A). This follows because the
collection
{
(65/64)Q̂ : Q̂ ∈ CZ(A)
}
has bounded overlap, which follows from the good
geometry of CZ(A). Thus, by reversing the order of summation in the above expression,
we see that the total work is bounded by
C · logN ·
{
#
(
CZmain(A)
)
+
∑
Q∈CZmain(A−)
 ∑
ω∈Ω(Q,A−)
depth(ω) +#
(
Ξ(Q,A−))

+
∑
keystoneQ#∈CZ(A−)
∑
ω∈Ωnew(Q#)
depth(ω)
+#
(
BD(A−))}.
According to the Main Technical Results for A− and (5.6.5), the sum of terms inside the
curly brackets in the first line above is bounded byCN. According to the algorithmMAKE
NEW ASSISTS AND ASSIGN KEYSTONE JETS, the term on the second line above is bounded
by CN. According to the KEYSTONE-ORACLE, the term on the last line above is bounded
by CN. Hence, with work at most CN logN, we can compute the listsΩ(Q̂) and Ξ(Q̂) for
all the non-simple cubes Q̂ ∈ CZmain(A).
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Similarly, we see that the computation of the listsΩ(Q̂) and Ξ(Q̂) for all the non-simple
cubes Q̂ ∈ CZmain(A) requires space at most CN.
Next, we explain how to define a linear extension operator associated to a non-simple
Q̂ ∈ CZmain(A) as in the Main Technical Results for A.
We define the map TQ̂ : X(E∩ 6564Q̂)⊕P → X as in Proposition 5.3.2, and set T(Q̂,A) := TQ̂.
We perform the one-time work of the algorithm COMPUTE NEW EXTENSION OPERA-
TOR (see Section 5.3.5). We thus obtain a query algorithm for TQ̂. Given x ∈ Q◦, we can
compute a short form description of the the Ω(Q̂)-assisted bounded depth linear func-
tional
(f, P) 7→ ∂β [JxTQ̂(f, P)] (x) for every β ∈M.
This computation requires work at most C logN per query point.
Proposition 5.3.2 states that TQ̂(f, P) = f on (1+ a(A))Q̂ ∩ E, and
‖TQ̂(f, P)‖X((1+a(A))Q̂) + ‖TQ̂(f, P) − P‖Lp((1+a(A))Q̂) ≤ C ·MQ̂(f, P)
for any (f, P) ∈ X( 65
64
Q̂ ∩ E)⊕P , where
MQ̂(f, P) =
 ∑
ξ∈Ξ(Q̂)
|ξ(f, P)|p
1/p .
This proves (E1) and (E2) in the Main Technical Results for A.
We have thus treated all the non-simple cubes in CZmain(A).
5.7.2. Case II: Simple cubes. We suppose that Q̂ ∈ CZmain(A) is c∗-simple. We will
explain how to construct the objects in the Main Technical Results for A relevant to Q̂.
We have computed listsΩ(Q,A−) and Ξ(Q,A−) of linear functionals onX(E∩(65/64)Q)
and X(E ∩ (65/64)Q)⊕ P , respectively, for each Q ∈ CZmain(A−). See the Main Technical
Results for A−. Each functional in Ξ(Q,A−) hasΩ(Q,A−)-assisted bounded depth and is
given in short form.
From (5.3.1) and (5.3.2), we know that
(5.7.3) M(Q,A−)(f, R) :=
 ∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p
1/p
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satisfies
(5.7.4) c · ‖(f, R)‖(1+a)Q ≤M(Q,A−)(f, R) ≤ C · ‖(f, R)‖ 65
64
Q.
Here, a := a(A−) ∈ (0, 1/64] is a universal constant in the Main Technical Results for A−.
Recall that we have fixed a universal constant tG ∈ (0, 1/64] satisfying (5.3.71).
We define
Ω(Q̂,A) :=
⋃
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
Ω(Q,A−).
Ξ(Q̂,A) :=
⋃
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
Ξ(Q,A−).
Each Q ∈ CZmain(A−) participates above for at most C distinct Q̂ ∈ CZmain(A). This is
a consequence of the bounded overlap of { 65
64
Q̂ : Q̂ ∈ CZmain(A)}, since tG ≤ 164 . We can
thus compute the listsΩ(Q̂,A) for all c∗-simple cubes Q̂ ∈ CZmain(A), using work at most
C ·
∑
Q∈CZmain(A−)
∑
ω∈Ω(Q,A−)
depth(ω) ≤ CN,
and we can compute the lists Ξ(Q̂,A) for all c∗-simple cubes Q̂ ∈ CZmain(A), using work
at most
C ·
∑
Q∈CZmain(A−)
{
1+#
[
Ξ(Q,A−)]} ≤ CN.
(The upper bound by CN on these sums is stated in the Main Technical Results for A−.)
We do not attempt to remove duplicates from the lists Ω(Q̂,A) and Ξ(Q̂,A), which are
computed simply by copying.
Whenwe copy the functionals in the listΩ(Q,A−), forQ ∈ CZmain(A−),Q ⊂ (1+tG)Q̂,
into the list Ω(Q̂,A), we mark each functional in Ω(Q,A−) (Q ∈ CZmain(A−), Q ⊂ (1 +
tG)Q̂) with a pointer to its position in the list Ω(Q̂,A). This requires total extra work at
most CN.
Each functional ξ ∈ Ξ(Q̂,A) has Ω(Q,A−)-assisted bounded depth for some Q ∈
CZmain(A−) with Q ⊂ (1 + tG)Q̂, hence ξ has Ω(Q̂,A)-assisted bounded depth, because
Ω(Q,A−) is a sublist of Ω(Q̂,A). We can compute a short form of ξ in terms of the
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assists Ω(Q̂,A) by using the pointers from Ω(Q,A−) into Ω(Q̂,A) (see Remark 5.3.2).
This requires a constant amount of work per functional ξ. We assume that this work was
carried out when we formed the lists Ξ(Q̂,A).
We fix Q̂ ∈ CZmain(A) such that Q̂ is c∗-simple.
As in the Main Technical Results for A, we define
(5.7.5)
[
M
(Q̂,A)(f, P)
]p
=
∑
ξ∈Ξ(Q̂,A)
|ξ(f, P)|p =
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
[
M(Q,A−)(f, P)
]p
.
We next define an extension operator T
(Q̂,A) : X(E∩ (65/64)Q̂)⊕P → X. We follow an
argument in Section 5.3.5.
We define the covering cubes
Icov(Q̂) :=
{
Q ∈ CZ(A−) : Q ⊂ (1+ tG)Q̂
}
.
Thanks to our assumption (5.3.71), we can choose a universal constant anew = anew(tG)
satisfying the conclusion of Lemma 5.3.3. Hence, since Q̂ is a testing cube, we obtain the
following
Covering Property: The cube (1+anew)Q̂ is contained in the union of the cubes (1+a/2)Q
over allQ ∈ CZ(A−) such that Q ⊂ (1+ tG)Q̂.
Recall that we have defined a(A) = anew in (5.3.128).
We pick cutoff functions θQ̂Q ∈ Cm(Rn), for eachQ ∈ Icov(Q̂), with
(5.7.6)


∑
Q∈Icov(Q̂)
θQ̂Q = 1 on (1+ anew)Q̂,
supp(θQ̂Q) ⊂ (1+ a)Q and |∂αθQ̂Q| ≤ C · δ−|α|Q for |α| ≤ m, and
θQ̂Q = 1 near xQ, and θ
Q̂
Q = 0 near xQ ′ for each Q
′ ∈ Icov(Q̂) \ {Q}.
For each Q ∈ Icov(Q̂) we define
(5.7.7) FQ̂Q :=
{
T(Q,A−)(f, P) : if
65
64
Q ∩ E 6= ∅
P : if 65
64
Q ∩ E = ∅.
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We define a linear map T
(Q̂,A) : X(E ∩ 6564Q̂)⊕P → X by the formula
(5.7.8) T
(Q̂,A)(f, P) :=
∑
Q∈Icov(Q̂)
FQ̂Q · θQ̂Q.
(Compare to (5.3.79).)
Here, the maps T(Q,A−) are as in the Main Technical Results for A−; see Chapter 3.
Each T(Q,A−) has Ω(Q,A−) assisted bounded depth, hence T(Q,A−) has Ω(Q̂,A)-assisted
bounded depth, since by definitionΩ(Q,A−) is a subslist ofΩ(Q̂,A) for eachQ ∈ Icov(Q̂).
Therefore, each T
(Q̂,A) has Ω(Q̂,A)-assisted bounded depth. We also give a query
algorithm for T
(Q̂,A): Given x ∈ Q◦, we compute the map (f, P) 7→ JxT(Q̂,A)(f, P) in short
form in terms of the assistsΩ(Q̂,A). We leave details to the reader.
PROPOSITION 5.7.1. Let (f, P) ∈ X( 65
64
Q̂ ∩ E)⊕ P . Then the following properties hold.
• T
(Q̂,A)(f, P) = f on (1+ anew)Q̂ ∩ E.
• ‖T
(Q̂,A)(f, P)‖X((1+anew)Q̂) + δ−mQ̂ ‖T(Q̂,A)(f, P) − P‖Lp((1+anew)Q̂) ≤ C ·M(Q̂,A)(f, P).
PROOF. The proof is analogous to the proof of Proposition 5.3.2, except much easier.
We spell out the details.
For ease of notation, we set a = anew.
The definition of the linear map in (5.7.8) is the same as that in (5.3.79), except that the
polynomials RQ̂Q used in the functions F
Q̂
Q in (5.3.76) are replaced by P (compare (5.3.76)
and (5.7.7)). Thus, to prove our proposition, we may follow parts of the reasoning in the
proof of Proposition 5.3.2, as long as we substitute RQ̂Q everywhere with P.
The functions FQ̂Q in (5.7.7) satisfy
(5.7.9)


FQ̂Q = f on (1+ a)Q ∩ E
‖FQ̂Q‖X((1+a)Q) + δ−mQ ‖FQ̂Q − P‖Lp((1+a)Q) ≤
{
CM(Q,A−)(f, P) : if
65
64
Q ∩ E 6= ∅
0 : if 65
64
Q ∩ E = ∅
This follows from the Main Technical Results for A−.
Thus, the function T
(Q̂,A)(f, P) defined in (5.7.8) satisfies the first bullet point of Propo-
sition 5.7.1. This is a consequence of the first and second conditions in (5.7.6), and the first
condition in (5.7.9).
We now prove the second bullet point of Proposition 5.7.1.
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Let G = T
(Q̂,A)(f, P).
The equation (5.3.82) holds in the present setting if we replace RQ̂Q with P, for the same
reason as before. (Here, we use the Covering Property.) Moreover, when we replace RQ̂Q
with P, the term A2(f, P) vanishes. Thus, we have
‖G‖p
X((1+a)Q̂)
.
∑
Q∈Icov(Q̂)
65
64
Q∩E6=∅
[
M(Q,A−)(f, P)
]p
.
By definition, the right-hand side is equal to
[
M(Q̂,A)(f, P)
]p
(see (5.7.5)). Thus we have
proven
‖G‖
X((1+a)Q̂) ≤ C ·M(Q̂,A)(f, P).
It remains to show that ‖G−P‖Lp((1+a)Q̂) ≤ C·M(Q̂,A)(f, P). We proceed directly without
referring to the previous arguments. Using (5.7.8) and the first condition in (5.7.6), we
have
G− P =
∑
Q∈Icov(Q̂)
θQ̂Q · (FQ̂Q − P) on (1+ a)Q̂.
Recall that θQ̂Q is supported on (1+ a)Q and |θQ̂Q| ≤ C (see (5.7.6)). Since Q̂ is c∗-simple, at
most C cubes Q contribute to the above sum, and δQ ≥ c∗δQ̂ for each Q. Hence,
(δQ̂)
−m‖G− P‖p
Lp((1+a)Q̂)
≤ C
∑
Q∈Icov(Q̂)
(δQ)
−m‖FQ̂Q − P‖pLp((1+a)Q).
Hence, using (5.7.9), we have
(δQ̂)
−m‖G− P‖p
Lp((1+a)Q̂)
≤ C
∑
Q∈Icov(Q̂)
[
M(Q,A−)(f, P)
]p
= C ·
[
M
(Q̂,A)(f, P)
]p
.
This completes the proof of the second bullet point in Proposition 5.7.1. 
LEMMA 5.7.1. We have
c‖(f, P)‖
(1+anew)Q̂
≤M
(Q̂,A)(f, P) ≤ C‖(f, P)‖ 65
64
Q̂.
PROOF. The inequality ‖(f, P)‖
(1+anew)Q̂
≤ CM
(Q̂,A)(f, P) is an easy consequence of
Proposition 5.7.1 and the definition of the trace seminorm. Thus, the only task is to prove
the second inequality,M
(Q̂,A)(f, P) ≤ C‖(f, P)‖ 65
64
Q̂.
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First, the upper bound in (5.7.4) implies that[
M
(Q̂,A)(f, P)
]p
≤ C
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
‖(f, P)‖p65
64
Q
.
Since Q̂ is c∗-simple, each cubeQ relevant to the above sum satisfies δQ ≥ c∗δQ̂. Moreover,
Lemma 5.3.3 implies that 65
64
Q ⊂ 65
64
Q̂ for each relevantQ; recall (5.3.71). Hence, each term
‖(f, P)‖ 65
64
Q is bounded by C‖(f, P)‖ 65
64
Q̂ thanks to Lemma 2.4.1. Moreover, the number of
terms is at most a universal constant, hence
M
(Q̂,A)(f, P) ≤ C‖(f, P)‖ 65
64
Q̂.
This completes the proof of the lemma. 
We have produced listsΩ(Q̂,A) and Ξ(Q̂,A), and we have defined a linear map T
(Q̂,A)
that satisfy the conditions in the Main Technical Results for A (see Chapter 3), for every
Q̂ ∈ CZmain(A) that is c∗-simple. We have remarked that one can easily produce a query
algorithm for T
(Q̂,A). We have performed these computations using work at mostCN logN
in space CN.
We have thus treated all the simple cubes in CZmain(A)
5.7.3. Closing remarks. All the previously defined objects satisfy the conditions set
down in Chapter 3 with many of the constants depending on ǫ, and with ǫ2(A) = ǫκ,
ǫ1(A) = ǫ1/κ. We have computed a list of assists Ω(Q̂,A), and a list of assisted func-
tionals Ξ(Q̂,A), and we have given a query algorithm for a linear map T
(Q̂,A) for each
Q̂ ∈ CZmain(A), using one-time work at most CN logN in space CN. In particular, the
bound on the required space implies that

∑
Q̂∈CZmain(A)
∑
ω∈Ω(Q̂,A)
depth(ω) ≤ CN, and
∑
Q̂∈CZmain(A)
#
[
Ξ(Q̂,A)] ≤ CN.
We now fix ǫ to be a universal constant, small enough so that the previous results
hold. That completes the Induction Step, and thus we have achieved the Main Technical
Results for A.

CHAPTER 6
Proofs of the Main Theorems
6.1. Extension in Homogeneous Sobolev Spaces
In this section we prove our main theorem concerning homogeneous Sobolev spaces
X = Lm,p(Rn) (p > n), which reads as follows.
THEOREM 6.1.1. Let E ⊂ Rn satisfyN = #(E) ≥ 2.
• We produce lists Ω and Ξ, consisting of functionals on X(E) = {f : E → R}, with the
following properties.
– The sum of depth(ω) over allω ∈ Ω is bounded by CN. The number of functionals
in Ξ is at most CN.
– Each functional ξ in Ξ hasΩ-assisted depth at most C. The functionals inΩ and Ξ
are represented in their short form.
– For all f ∈ X(E) we have
c‖f‖X(E) ≤
[∑
ξ∈Ξ
|ξ(f)|p
]1/p
≤ C‖f‖X(E).
Moreover, there exists a linear map T : X(E)→ X with the following properties.
• T hasΩ-assisted depth at most C.
• Tf = f on E and ‖Tf‖X ≤ C‖f‖X(E) for all f ∈ X(E).
• We produce a query algorithm that operates as follows.
Given a point x ∈ Rn, we compute a short form description of theΩ-assisted bounded
depth linear map X(E) ∋ f 7→ Jx (Tf) ∈ P using work and storage at most C logN.
The computations above require one-time work at most CN logN in space CN.
By translating and rescaling, we may assume without loss of generality that E ⊂ 1
32
Q◦,
with Q◦ = [0, 1)n.
We deduce Theorem 6.1.1 from the Main Technical Results for A = ∅. Recall that we
have achieved the following (see Chapter 3).
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• There is a decomposition CZ ofQ◦ into dyadic cubes. Every point x ∈ Q◦ belongs
to a unique cube Qx ∈ CZ.
• We produce a CZ-ORACLE.
The CZ-ORACLE accepts a query point x ∈ Q◦. The response to a query x is
the list of all Q ∈ CZ such that 65
64
Q contains x. The work and storage required to
answer a query are at most C logN.
• If Q,Q ′ ∈ CZ andQ↔ Q ′ then 1
2
δQ ≤ δQ ′ ≤ 2δQ.
• Each point x ∈ Rn is contained in at most C of the cubes 65
64
Q, Q ∈ CZ.
(This is an easy consequence of the previous bullet point.)
• If Q ∈ CZ and δQ ≤ c∗ then SQ is not tagged with (∅, ǫ1).
Recall that any cube is tagged with (∅, ǫ1); see Remark 2.7.3. Thus, we learn
that δQ > c∗ for each Q ∈ CZ. In particular, the cardinality of CZ is bounded by
some universal constant C.
• Next, we recall the various assists, functionals and local extension operators de-
scribed in the Main Technical Results.
For each Q ∈ CZ with 65
64
Q ∩ E 6= ∅, we compute a list of assists Ω(Q) and
assisted functionals Ξ(Q) ⊂ [X(E ∩ 65
64
Q)⊕ P]∗. Each ξ in Ξ(Q) hasΩ(Q)-assisted
bounded depth. We have
(6.1.1)
∑
ξ∈Ξ(Q)
|ξ(f, P)|p ≤ C · ‖(f, P)‖p65
64
Q
.
We compute these lists of functionals using one-time work at most CN logN in
space CN.
We also define anΩ(Q)-assisted bounded depth linear map TQ : X(
65
64
Q∩E)⊕
P → X such that
(6.1.2) TQ(f, P) = f on E ∩ (1+ a)Q
and
(6.1.3) ‖TQ(f, P)‖pX((1+a)Q) + δ−mpQ ‖TQ(f, P) − P‖pLp((1+a)Q) ≤ C ·
∑
ξ∈Ξ(Q)
|ξ(f, P)|p.
Given a query x ∈ Q◦, we can compute the linear map (f, P) 7→ JxTQ(f, P) in short
form in terms of the assistsΩ(Q), using work at most C logN.
This completes the description of the objects from Chapter 3.
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We list the cubes in CZwith the following procedure. For each x ∈ (c∗/10)Zn∩Q◦, we
use the CZ-ORACLE to list all the cubesQ in CZ such that x ∈ 65
64
Q. EachQ ∈ CZ contains
at least one point in (c∗/10)Z
n ∩ Q◦ (because Q ⊂ Q◦ and δQ > c∗), hence each Q ∈ CZ
arises in an aforementioned list for some x. We concatenate these lists and then sort the
resulting list to remove duplicate cubes.
We now construct a suitable partition of unity adapted to the decomposition CZ.
Let a := a(A)with A = ∅, as in Chapter 3. Recall that
(6.1.4) 0 < a ≤ 1/64.
For each Q ∈ CZ, let θ˜Q ∈ Cm(Rn) be a function such that
(1) 0 ≤ θ˜Q ≤ 1 on Rn,
(2) θ˜Q ≥ 1/2 on Q,
(3) θ˜Q = 0 outside (1+ a)Q,
(4) |∂βθ˜Q(x)| ≤ C for x ∈ Rn, |β| ≤ m.
Also, let η : [0,∞)→ R be a Cm function such that
(1) η(t) ≥ 1/4 for t ≥ 0,
(2) η(t) = t for t ≥ 1/2,
(3) |(d/dt)kη(t)| ≤ C for t ≥ 0, k ≤ m.
We can satisfy these conditions by choosing θ˜Q and η to be appropriate spline functions.
We assume that the following queries can be answered using work at most C.
ALGORITHM: COMPUTE AUXILIARY FUNCTIONS. Given Q ∈ CZ and x ∈ Rn, we can
compute the jet Jx(θ˜Q). Given t∗ ≥ 0 and an integer 0 ≤ k ≤ m, we can compute dkηdtk (t∗).
For each Q ∈ CZ we define
θQ(x) =
θ˜Q(x)
η ◦ Ψ(x) , where Ψ(x) =
∑
Q∈CZ
θ˜Q(x).
Clearly, we can answer the following query using work at most C.
ALGORITHM: COMPUTE POU2. Given Q ∈ CZ and x ∈ Rn, we compute the jet Jx(θQ).
We can easily prove the following properties. (See the proof of Lemma 4.6.2.)
(1) θQ ∈ Cm(Rn) is well-defined, by property (1) of θ˜Q and property (1) of η.
(2) θQ = 0 outside (1+ a)Q, by property (3) of θ˜Q.
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(3) |∂αθQ(x)| ≤ C for x ∈ Rn, |α| ≤ m, by property (4) of θ˜Q and properties (1),(3) of
η.
(4)
∑
Q∈CZ
θQ = 1 on Q
◦.
To prove property (4), recall that the cubes in CZ cover Q◦. Hence, properties (1) and (2)
above imply that Ψ(x) =
∑
Q∈CZ θ˜Q(x) ≥ 1/2 for x ∈ Q◦. Hence, property (2) of η implies
that η ◦ Ψ(x) = Ψ(x) for x ∈ Q◦, which implies that
∑
Q∈CZ
θQ(x) =
∑
Q∈CZ θ˜Q(x)
Ψ(x)
= 1 for x ∈ Q◦.
This completes the proof of property (4) of {θQ}Q∈CZ.
We let Ξ◦ ⊂ (X(E) ⊕ P)∗ be the union of the lists Ξ(Q) for all Q ∈ CZ such that
E ∩ 65
64
Q 6= ∅. Similarly, we let Ω◦ be the union of the lists Ω(Q) for all Q ∈ CZ such that
E ∩ 65
64
Q 6= ∅. Hence, ∑
ξ◦∈Ξ◦
|ξ◦(f, P)|p =
∑
Q∈CZ
∑
ξ∈Ξ(Q)
|ξ(f, P)|p.
The functionals in Ξ◦ have Ω◦-assisted bounded depth. We can express each functional
ξ in Ξ◦ in short form in terms of the assists Ω◦ by sorting. This requires work at most
C logN for each ξ ∈ Ξ◦. Because there are at most CN functionals in Ξ◦, this requires work
at most CN logN in total.
Given (f, P) ∈ X(E)⊕P we define
(6.1.5) T ◦(f, P) =
∑
Q∈CZ
θQ · FQ,
where FQ = TQ(f, P)whenever
65
64
Q ∩ E 6= ∅, and FQ = P whenever 6564Q ∩ E = ∅.
PROPOSITION 6.1.1. The following hold.
• The sum of depth(ω) over allω ∈ Ω◦ is bounded by CN.
The cardinality of Ξ◦ is bounded by CN.
• Given x ∈ Q◦, we can compute a short form description of theΩ◦-assisted bounded depth
linear map
X(E)⊕ P ∋ (f, P) 7→ JxT ◦(f, P) ∈ P
using work and storage at most C logN.
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• Given (f, P) ∈ X(E)⊕P we have T ◦(f, P) = f on E, and
‖T ◦(f, P)‖p
X(Q◦) + ‖T ◦(f, P) − P‖pLp(Q◦) ≤ C
∑
ξ∈Ξ◦
|ξ(f, P)|p.
• Given (f, P) ∈ X(E)⊕P , we have∑
ξ∈Ξ◦
|ξ(f, P)|p ≤ C · ‖(f, P)‖p65
64
Q◦
.
PROOF. From Chapter 3, recall that∑
Q∈CZ
65
64
Q∩E6=∅
∑
ω∈Ω(Q)
depth(ω) ≤ CN and
∑
Q∈CZ
65
64
Q∩E6=∅
#
[
Ξ(Q)
] ≤ CN.
This implies the conclusion of the first bullet point.
We fix a query point x ∈ Q◦. Then we have
(6.1.6) JxT
◦(f, P) =
∑
Q∈CZ
65
64
Q∩E6=∅
JxθQ ⊙x JxTQ(f, P) +
∑
Q∈CZ
65
64
Q∩E=∅
JxθQ ⊙x P.
Recall that we have computed a list of all the Q ∈ CZ, and that there are at most C such
cubes. We loop over all Q ∈ CZ, and perform the steps below.
• Step 1: For each α ∈M we compute ∂α(JxθQ)(x) using COMPUTE POU2.
• Step 2: If 65
64
Q∩E 6= ∅, then we compute the linear map (f, P) 7→ JxTQ(f, P) in short
form in terms of the assistsΩ(Q) (see the Main Technical Results forA = ∅). This
means that for each α ∈ M we compute linear functionals λQ,α : P → R and
ηQ,α : X(E)→ R, assists ωQ,α1 , · · · , ωQ,αd ∈ Ω(Q), and numbers γQ,α1 , · · · , γQ,αd ∈ R,
such that
∂α(JxTQ(f, P))(0) = λ
Q,α(P) + ηQ,α(f) +
d∑
k=1
γQ,αk ·ωQ,αk (f).
We guarantee that depth(ηQ,α) + d is at most a universal constant C.
From the first bullet point in Proposition 6.1.1, we know thatΩ◦ = ∪Q∈CZΩ(Q)
contains at most CN functionals. When we formed the list Ω◦ by concatenation,
we assume that we marked each functional inΩ(Q)with a pointer to its position
in the list Ω◦. This requires additional one-time work work at most CN. Thus,
the previous formula gives a short form representation of the functional (f, P) 7→
∂α(JxTQ(f, P))(0) in terms of the assistsΩ
◦. Therefore, by Taylor’s theoremwe can
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compute a short form representation of the functional (f, P) 7→ ∂α(JxTQ(f, P))(x)
in terms of the assistsΩ◦.
From the definition of the product ⊙x and the computation in Step 1, for each
α ∈M we can compute a short form of the functional
(f, P) 7→ ∂α(JxθQ ⊙x JxTQ(f, P))(x)
in terms of the assistsΩ◦.
• Step 3: If 65
64
Q ∩ E = ∅, then for each α ∈ M we compute a short form of the
functional (f, P) 7→ ∂α(JxθQ ⊙x P)(x). Here, we use Taylor’s theorem to compute
the change-of-coordinate map (∂αP(0))α∈M 7→ (∂αP(x))α∈M. Thus, the desired
computation is a consequence of the definition of the product ⊙x and the result
of Step 1. This concludes the loop over Q.
For each α ∈ M, we compute a short form of the functional (f, P) 7→ ∂α(JxT ◦(f, P))(x)
in terms of the assists Ω◦ by adding together the short form representations of the func-
tionals determined at the end of Step 2 and Step 3 (see the formula (6.1.6)). Therefore,
we can compute a short form of the functional (f, P) 7→ ∂α(JxT ◦(f, P))(0) in terms of the
assistsΩ◦. This is a consequence of Taylor’s theorem and the previous computation. The
reader may easily check that the above computation requires work at most C logN per
query x ∈ Q◦. This completes the proof of the second bullet point in Proposition 6.1.1.
Fix x ∈ E. Then
(6.1.7) T ◦(f, P)(x) =
∑
Q∈CZ
65
64
Q∩E6=∅
θQ(x) · TQ(f, P)(x) +
∑
Q∈CZ
65
64
Q∩E=∅
θQ(x) · P(x).
Recall that θQ is supported on the cube (1+ a)Q, which is contained in
65
64
Q. (See (6.1.4).)
For theQ arising in the second sum in (6.1.7) we learn that θQ(x) = 0, since the support
of θQ does not intersect E.
For the Q arising in the first sum in (6.1.7), if x ∈ (1 + a)Q then TQ(f, P)(x) = f(x).
Otherwise, if x /∈ (1+ a)Q then θQ(x) = 0, due to the support properties of θQ.
Hence, T ◦(f, P)(x) =
∑
Q∈CZ θQ(x)f(x) = f(x), due to the fact that
∑
Q∈CZ θQ = 1 on E
(recall that E ⊂ Q◦). Hence, T ◦(f, P) = f on E, as desired.
We apply Lemma 4.6.3, where PQ = P and FQ (Q ∈ CZ) is determined just below
(6.1.5). The conditions on CZ in Section 4.6.4 are given in the Main Technical Results in
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Chapter 3. Here, for Q̂ = Q◦, the conditions (4.6.4) and (4.6.5) in Section 4.6.5 are obvious
(since Q◦ equals the union of all Q ∈ CZ; also, δQ◦ = 1 and δQ ≤ 1 for all Q ∈ CZ). Thus,
by Lemma 4.6.3, we have
‖T ◦(f, P)‖p
X(Q◦) .
∑
Q∈CZ
[
‖FQ‖pX((1+a)Q) + δ−mpQ ‖FQ − P‖pLp((1+a)Q)
]
(6.1.8)
=
∑
Q∈CZ
65
64
Q∩E6=∅
[
‖TQ(f, P)‖pX((1+a)Q) + δ−mpQ ‖TQ(f, P) − P‖pLp((1+a)Q)
]
.
∑
Q∈CZ
65
64
Q∩E6=∅
∑
ξ∈Ξ(Q)
|ξ(f, P)|p (see (6.1.3)).
(All the terms with 65
64
Q ∩ E = ∅ vanish, since FQ = P is an (m− 1)-st degree polynomial.)
Since
∑
Q∈CZ θQ = 1 on Q
◦, we have
T ◦(f, P) − P = T ◦(f, P) −
∑
Q∈CZ
θQ · P =
∑
Q∈CZ
65
64
Q∩E6=∅
(TQ(f, P) − P) · θQ on Q◦.
There are at most C terms in the above sum. Thus, since each θQ is supported on (1+a)Q
and ‖θQ‖L∞ ≤ C, we have
(6.1.9) ‖T ◦(f, P) − P‖pLp(Q◦) .
∑
Q∈CZ
65
64
Q∩E6=∅
‖TQ(f, P) − P‖pLp((1+a)Q) .
∑
Q∈CZ
65
64
Q∩E6=∅
∑
ξ∈Ξ(Q)
|ξ(f, P)|p.
Here, in the last inequality we used (6.1.3). (Recall that δQ ≤ 1 wheneverQ ∈ CZ.)
Summing (6.1.8) and (6.1.9) shows that
‖T ◦(f, P)‖p
X(Q◦)
+ ‖T ◦(f, P) − P‖p
Lp(Q◦)
.
∑
Q∈CZ
65
64
Q∩E6=∅
∑
ξ∈Ξ(Q)
|ξ(f, P)|p.
The right-hand expression is equal to
∑
ξ∈Ξ◦|ξ(f, P)|p. This completes the proof of the
third bullet point in Proposition 6.1.1.
From (6.1.1), recall that
(6.1.10)
∑
Q∈CZ
65
64
Q∩E6=∅
∑
ξ∈Ξ(Q)
|ξ(f, P)|p ≤ C
∑
Q∈CZ
65
64
Q∩E6=∅
‖(f, P)‖p65
64
Q
.
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We have ‖(f, P)‖ 65
64
Q . ‖(f, P)‖ 65
64
Q◦ for each Q ∈ CZ. Here, we apply Lemma 2.4.1
and use the fact that δQ ≥ c∗ for all Q ∈ CZ. Since the cardinality of CZ is bounded by a
universal constant, we conclude that∑
Q∈CZ
65
64
Q∩E6=∅
∑
ξ∈Ξ(Q)
|ξ(f, P)|p ≤ C · ‖(f, P)‖p65
64
Q◦
.
This implies the fourth bullet point in Proposition 6.1.1. This completes the proof of
Proposition 6.1.1.

Wewill now construct the various assists, functionals, and the extension operator from
Theorem 6.1.1.
Computing a near-optimal jet:
Each functional ξℓ ∈ Ξ◦ is given in the form
ξℓ(f, R) = λℓ(f) +
Iℓ∑
a=1
µℓaωℓa(f) +
∑
α∈M
µˇℓα · ∂αR(0)(6.1.11)
for ℓ = 1, · · · , L; here, L = #(Ξ◦) ≤ CN.
Here, ωℓa ∈ Ω◦; λℓ is a linear functional; µℓa and µˇℓα are real coefficients; and depth(λℓ) =
O(1), Iℓ = O(1). In this discussion, we write X = O(Y) to indicate that X ≤ CY for a
universal constant C.
Applying the algorithm OPTIMIZE VIA MATRIX, we find a matrix (bαℓ) α∈M
ℓ=1,··· ,L
such
that the sum of the p-th powers of the |ξℓ(f, R)| (ℓ = 1, · · · , L) in (6.1.11) is essentially
minimized for fixed f by setting
∂αR(0) =
L∑
ℓ=1
bαℓ
[
λℓ(f) +
Iℓ∑
a=1
µℓaωℓa(f)
]
(6.1.12)
≡ ωnewα (f).
We express the functionals ωnewα in short form. We first compute real coefficients
(µαx)x∈E (α ∈ M) so that
(6.1.13) ωnewα (f) =
∑
x∈E
µαx · f(x).
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We achieve this by summing all the coefficients bαℓ · µℓa in (6.1.12) that correspond to the
same functional ω = ωℓa. (We accomplish this by sorting over Ω
◦.) We can convert the
resulting expression into the form (6.1.13), by sorting over E. Hence, we can express each
ωnewα in short form using work O(N logN), since
∑
ω∈Ω◦
depth(ω) ≤ CN.
Define the map R : X(E) → P by the formula R(f)(x) =∑α∈M 1α!ωnewα (f) · xα. Hence,
we have the key condition
(6.1.14)
∑
ξ∈Ξ◦
|ξ(f,R(f))|p ≤ C ·
∑
ξ∈Ξ◦
|ξ(f, R)|p for any R ∈ P.
Picking a cutoff function:
We choose a function θ◦ ∈ Cm(Rn) such that
(1) θ◦ = 0 on Rn \Q◦,
(2) θ◦ = 1 on E,
(3) |∂αθ◦(x)| ≤ C for x ∈ Rn, |α| ≤ m,
(4) Given x ∈ Rn, we can compute Jxθ◦ using work and storage at most C.
We can arrange these conditions by taking θ◦ to be a spline function that equals 1 on 1
32
Q◦
and equals 0 on Rn \Q◦; recall that E ⊂ 1
32
Q◦.
Main definitions:
• Let the listΩ ⊂ (X(E))∗ consist of all the functionalsω inΩ◦ and all the function-
als of the form f 7→ ∂β [R(f)] (0) = ωnewβ (f) for all β ∈ M.
• Let the list Ξ ⊂ (X(E))∗ consist of all the functionals f 7→ ξ◦(f,R(f))where ξ◦ ∈ Ξ◦.
Hence, ∑
ξ∈Ξ
|ξ(f)|p =
∑
ξ◦∈Ξ◦
|ξ◦(f,R(f))|p.
• Let T : X(E)→ X be defined by the formula
Tf = θ◦ · T ◦(f,R(f)) + (1− θ◦) ·R(f).
We note that the functionals ξ ∈ Ξ and the map T haveΩ-assisted bounded depth.
We can list all the functionals in Ξ andΩ, with each functional expressed in short form,
using work and storage at most CN. (We have already computed the functionals in the
listsΩ◦ and Ξ◦, and we have computed the map f 7→ R(f), all expressed in short form.)
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We give a query algorithm for T . A query consists of a point x ∈ Rn. Then, using
property (1) of θ◦ we can write
Jx(Tf) =
{
Jxθ
◦ ⊙x JxT ◦ + Jx(1− θ◦)⊙x R(f) if x ∈ Q◦
R(f) if x /∈ Q◦.
We test whether x ∈ Q◦ or x ∈ Rn \Q◦. If x ∈ Q◦, then we compute the map f 7→ Jx(Tf)
in short form in terms of the assistsΩ. This uses the query algorithm for T ◦ and property
(4) of θ◦. Note that we can computate a short form representation of the ⊙x-product or
sum of polynomial-valued maps which are given in short form, using work at most C. If
x ∈ Rn \Q◦, then the map is given by f 7→ Jx(Tf) = R(f), which is given in short form in
terms of the assists Ω. This completes the description of the query algorithm for T . The
query work is at most C logN, as promised in Theorem 6.1.1.
Main conditions:
According to the first bullet point in Proposition 6.1.1, we have
(6.1.15)


#(Ξ) ≤ CN, and∑
ω∈Ω
depth(ω) ≤ CN.
From property (2) of θ◦, and since T ◦(f,R(f)) = f on E, we see that
(6.1.16) Tf = f on E.
We now estimate ‖Tf‖X. A standard argument shows that
‖Tf‖X ≤ C ·
[‖T ◦(f,R(f))‖X(Q◦) + ‖T ◦(f,R(f)) − R(f)‖Lp(Q◦)] .
(See the proof of Lemma 4.6.3.) According to the third bullet point in Proposition 6.1.1,
we therefore have
‖Tf‖pX ≤ C ·
∑
ξ◦∈Ξ◦
|ξ◦(f,R(f))|p(6.1.17)
= C ·
∑
ξ∈Ξ
|ξ(f)|p.
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We now observe that∑
ξ∈Ξ
|ξ(f)|p =
∑
ξ◦∈Ξ◦
|ξ◦(f,R(f))|p ≤ C inf
R∈P
∑
ξ◦∈Ξ◦
|ξ◦(f, R)|p (see (6.1.14))(6.1.18)
≤ C inf
R∈P
‖(f, R)‖p65
64
Q◦
(see Proposition 6.1.1).
Moreover, by definition of the trace seminorm,
‖(f, R)‖ 65
64
Q◦ = inf
F∈X
{
‖F‖X( 65
64
Q◦) + ‖F− R‖Lp( 65
64
Q◦) : F = f on E
}
.
Note that ‖F − R‖Lp( 65
64
Q◦) ≤ C‖F‖X( 65
64
Q◦) if we choose R = JxQ◦F (thanks to the Sobolev
inequality). Therefore,
inf
R∈P
‖(f, R)‖ 65
64
Q◦ ≤ C · inf
F∈X
{‖F‖X : F = f on E} = C · ‖f‖X(E).
The previous estimates imply that
(6.1.19)
∑
ξ∈Ξ
|ξ(f)|p ≤ C · ‖f‖p
X(E).
Finally, we have ‖f‖X(E) = infF∈X
{‖F‖X : F = f on E} ≤ ‖Tf‖X, thanks to (6.1.16). This
estimate and (6.1.17) imply that
(6.1.20) c · ‖f‖p
X(E)
≤
∑
ξ∈Ξ
|ξ(f)|p.
In view of (6.1.15)-(6.1.20), we have proven Theorem 6.1.1.

6.2. Extension in Inhomogeneous Sobolev Spaces
Let E ⊂ Rn be finite, and letN = #(E).
The inhomogeneous Sobolev spaceWm,p(Rn) ⊂ Lm,p(Rn) consists of real-valued func-
tions F on Rn such that ∂αF ∈ Lp(Rn) for all |α| ≤ m. This space is equipped with the
norm
‖F‖Wm,p(Rn) =
∫
Rn
∑
|α|≤m
|∂αF(x)|pdx
1/p .
LetWm,p(E) denote the space of functions f : E→ R, equipped with the trace norm
‖f‖Wm,p(E) = inf
F∈Wm,p(Rn)
{‖F‖Wm,p(Rn) : F = f on E} .
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We use our extension results for the homogeneous Sobolev space Lm,p(Rn) to obtain
analogous results for the inhomogeneous Sobolev space Wm,p(Rn). We will exhibit a
query algorithm for a linear extension operator T : Wm,p(E) → Wm,p(Rn) and we will
compute a formula that approximates theWm,p(E) trace norm. We will do so using one-
time work at most CN logN in space at most CN. Given x ∈ Rn and |α| ≤ m − 1, we will
explain how to compute ∂αTf(x) using work at most C logN.
6.2.1. Case I. We assume thatN = #(E) ≥ 2 and that E ⊂ 1
32
Q◦, where Q◦ = [0, 1)n.
We apply Proposition 6.1.1 to define an extension operator T ◦ : Wm,p(E) ⊕ P →
Wm,p(Q◦) and lists Ξ◦ ⊂ (Wm,p(E)⊕P)∗ andΩ◦ ⊂ (Wm,p(E))∗.
We define a cutoff function θ◦ on Rn. As in Section 6.1, we assume that the function
θ◦ ∈ Cm(Rn) satisfies θ◦ = 0 on Rn \ Q◦, θ◦ = 1 on E, and |∂αθ◦(x)| ≤ C for all x ∈ Rn
and |α| ≤ m. Furthermore, we assume that we can compute Jxθ◦ for x ∈ Rn using work
at most C. We accomplish this by taking θ◦ to be an appropriate spline function.
We define a linear map T : Wm,p(E)→Wm,p(Rn) by
Tf := θ◦ · T ◦(f, 0) for any f ∈Wm,p(E).
Proposition 6.1.1 states that T ◦(f, 0) = f on E. Thus, since θ◦ = 1 on E we have
(6.2.1) Tf = f on E.
We write Jx(Tf) = Jxθ
◦ ⊙x JxT ◦(f, 0). Hence, we compute Jx(Tf) = 0whenever x ∈ Rn \Q◦
(since θ◦ ≡ 0 on Rn \ Q◦). On the other hand, if x ∈ Q◦ then we can compute the map
f 7→ JxT ◦(f, 0) in short form in terms of the assistsΩ◦ (see Proposition 6.1.1), hence we can
compute the map f 7→ Jx(Tf) in short form by basic algebra (multiplying polynomials).
Thus we have given a query algorithm for T .
Proposition 6.1.1 states that
(6.2.2) ‖T ◦(f, 0)‖pLm,p(Q◦) + ‖T ◦(f, 0)‖pLp(Q◦) ≤ C
∑
ξ∈Ξ◦
|ξ(f, 0)|p
and ∑
ξ∈Ξ◦
|ξ(f, 0)|p ≤ C · inf
F
{
‖F‖p
Lm,p( 65
64
Q◦)
+ ‖F‖p
Lp( 65
64
Q◦)
: F = f on E
}
(6.2.3)
≤ C · inf
F
{
‖F‖p
Wm,p( 65
64
Q◦)
: F = f on E
}
.
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Wewrite H = Tf = θ◦H◦ with H◦ = T ◦(f, 0). Recall that θ◦ is supported onQ◦ and that
the derivatives of θ◦ are bounded by a constant C. Hence, applying the Leibniz rule we
see that
‖H‖pWm,p(Rn) ≤ C ·
∑
|α|+|β|≤m
∫
Q◦
|∂αH◦(x)|p · |∂βθ◦(x)|pdx
≤ C ·
[∑
|α|≤m
‖∂αH◦‖p
Lp(Q◦)
]
.
Thus, Proposition 2.3.2 implies that
‖H‖Wm,p(Rn) ≤ C ·
[
‖H◦‖Lm,p(Q◦) + ‖H◦‖Lp(Q◦)
]
.
We finally apply (6.2.2) and insert the definitions of H and H◦ to see that
(6.2.4) ‖Tf‖p
Wm,p(Rn)
≤ C ·
∑
ξ∈Ξ◦
|ξ(f, 0)|p.
We set Ω = Ω◦. We define a list Ξ ⊂ (X(E))∗ consisting of the functionals f 7→ ξ(f, 0)
for all ξ ∈ Ξ◦. The estimates (6.2.3) and (6.2.4) imply that
c‖Tf‖pWm,p(Rn) ≤
∑
ξ∈Ξ
|ξ(f)|p ≤ C inf
F
{‖F‖p
Wm,p( 65
64
Q◦)
: F = f on E
}
.
Moreover, note that ‖f‖Wm,p(E) ≤ ‖Tf‖Wm,p(Rn), since Tf = f on E.
All the functionals ξ ∈ Ξ and the map T have Ω-assisted bounded depth. We have
given a query algorithm for T , and we have listed the functionals in Ω. We can list the
functionals in Ξ, expressed in short form in terms of the assistsΩ, using work and storage
at most CN. To see this, note that there are at most CN functionals in Ξ◦. We determine a
short form representation of the functional f 7→ ξ(f, 0) using the short form representation
of (f, P) 7→ ξ(f, P) by just deleting all the coefficients of the variables (∂αP(0))α∈M. This
requires work at most C per functional ξ.
According to the first bullet point in Proposition 6.1.1 we have

#(Ξ) ≤ CN, and∑
ω∈Ω
depth(ω) ≤ CN.
The preceding argument establishes the case N = #(E) ≥ 2 in the result below.
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PROPOSITION 6.2.1. Assume that we are given a finite subset E ⊂ 1
32
Q◦, with Q◦ = [0, 1)n.
Let N = #(E).
• We compute lists Ω and Ξ, consisting of functionals on Wm,p(E) = {f : E → R}, with
the following properties.
– The sum of depth(ω) over allω ∈ Ω is bounded by CN. The number of functionals
in Ξ is at most CN.
– Each functional ξ in Ξ has Ω-assisted bounded depth. The functionals in Ω and Ξ
are represented in their short form.
– For all f ∈Wm,p(E) we have
c · ‖f‖Wm,p(E) ≤
[∑
ξ∈Ξ
|ξ(f)|p
]1/p
≤ C · inf
{
‖F‖Wm,p( 65
64
Q◦) : F = f on E
}
.
Moreover, there exists a linear map T : Wm,p(E)→Wm,p(Rn) with the following properties.
• T hasΩ-assisted depth at most C.
• Tf = f on E and ‖Tf‖pWm,p(Rn) ≤ C ·
∑
ξ∈Ξ|ξ(f)|p for all f ∈Wm,p(E).
• We produce a query algorithm that operates as follows.
Given a query point x ∈ Rn, we compute a short form description of the Ω-assisted
bounded depth map f 7→ Jx (Tf) using work and storage at most C log(2+N).
The computations above require one-time work at most CN log(2 + N) + C in space at most
CN+ C.
PROOF. We have already established the proposition in case N = #(E) ≥ 2.
When E is a singleton {x◦} (i.e., N = 1), we define Ξ = {ξ0} and Ω = ∅, where ξ0(f) :=
f(x◦). We define
(Tf)(x) = θ◦(x) · f(x◦) for any f : E→ R,
where θ◦ ∈ Cm(Rn) is supported on Q◦ and θ◦(x◦) = 1. Moreover, a simple computation
shows that ‖Tf‖Wm,p(Rn) ≤ C · |ξ0(f)|.
On the other hand,
|ξ0(f)| = |f(x◦)| ≤ C · ‖F‖Wm,p( 65
64
Q◦)
for any F ∈ Wm,p(Rn) such that F(x◦) = f(x◦), thanks to the Sobolev inequality. The
above computations require a constant amount of work. This completes the proof of the
proposition in the case N = #(E) = 1.
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When E = ∅, we define Ξ = Ω = ∅. We define T : Wm,p(E) → Wm,p(Rn) to be the
trivial (zero) map defined on a zero-dimensional space. These objects vacuously satisfy
the conclusion of the proposition. This completes the proof of the result. 
6.2.2. Case II. Here we strengthen Proposition 6.2.1 by removing the hypothesis that
E is contained in a unit cube. We employ a standard partition of unity argument.
Assume that E is a finite subset of Rn. LetN = #(E).
We decomposeRn into a collection of cubes {Qk : k ∈ Zn}. For each k = (k1, k2, · · · , kn) ∈
Zn we define
Qk =
(
k1 · 2−10, k1 · 2−10 + 1
]× · · · × (kn · 2−10, kn · 2−10 + 1] .
Note that the union of all the Qk is equal to R
n. Moreover,
(6.2.5) each point in Rn is contained in at most C of the cubes 200Qk.
We define Ek := E ∩Qk for each k ∈ Zn. According to the above,⋃
k∈Zn
Ek = E and
∑
k∈Zn
#(Ek) ≤ C ·N.
We define
I := {k ∈ Zn : Ek 6= ∅}.
For each x ∈ E we can easily list all the indices k ∈ Zn such that x ∈ Qk. We concatenate
these lists and remove duplicate indices by sorting. Thus, we can compute the collection
I. We know that #I ≤ C ·N by (6.2.5). Moreover, the computation of I requires work at
most CN log(N+2) in space at most CN. For each k arising from some x ∈ E as above, we
include x in a list associated to k. In this way we construct the subsets Ek for each k ∈ I.
This computation requires work at most CN log(N+ 2).
For each k ∈ I we do the following. According to Proposition 6.2.1, we can compute
lists Ξk andΩk of linear functionals onW
m,p(Ek). We also give a query algorithm for a lin-
ear extension operator Tk : W
m,p(Ek) → Wm,p(Rn) (see below). The following properties
hold.
(a): Each ξ ∈ Ξk hasΩk-assisted bounded depth.
(b): The sum of depth(ω) over all ω ∈ Ωk is bounded by C#(Ek). The number of
functionals in Ξk is at most C ·#(Ek).
(c): Tk hasΩk-assisted bounded depth.
(d): (Tkf)(x) = f(x) for all x ∈ Ek.
(e): For any f ∈Wm,p(Ek) we have
(6.2.6)
∑
ξ∈Ξk
|ξ(f)|p ≤ C inf
{
‖F‖pWm,p(200Qk) : F = f on Ek
}
and
(6.2.7) ‖Tkf‖pWm,p(Rn) ≤ C ·
∑
ξ∈Ξk
|ξ(f)|p.
(f): We can query the extension operator. A query consists of a point x ∈ Rn. We
respond to the query xwith a short form description of theΩk-assisted bounded
depth map f 7→ Jx(Tkf). The query work is at most C log(2+#(Ek)).
(Here, we use the fact that Ek ⊂ 132(200Qk). To achieve the preceding results, we apply
Proposition 6.2.1 to a rescaled and translated copy of Ek. We leave details to the reader.)
The above computations require one-time work at most C#(Ek) log(#(Ek) + 1) and
storage at most C#(Ek) for each k ∈ I. Thus, the total work and space required are at
most CN log(N+ 1) + C and CN+ C, respectively.
We will define an extension operator T : Wm,p(E) → Wm,p(Rn) and lists Ξ and Ω
consisting of linear functionals onWm,p(E).
• LetΩ ⊂ (Wm,p(E))∗ be the union of the listsΩk for all k ∈ I.
(If E = ∅ then we defineΩ = ∅.)
• Let Ξ ⊂ (Wm,p(E))∗ be the union of the lists Ξk for all k ∈ I. Hence,
(6.2.8)
∑
ξ∈Ξ
|ξ(f)|p =
∑
k∈I
∑
ξ∈Ξk
|ξ(f)|p.
(If E = ∅ then we define Ξ = ∅.)
REMARK 6.2.1. The sum of depth(ω) overω ∈ Ω is bounded by
C
∑
k∈I
#(Ek) ≤ CN.
Also,
#(Ξ) ≤
∑
k∈I
#(Ξk) ≤
∑
k∈I
C ·#(Ek) ≤ CN.
We choose a partition of unity {θk}k∈Zn with the following properties.
• θk ∈ Cm(Rn), and θk is supported on Qk.
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• |∂αθk(x)| ≤ C for all |α| ≤ m and x ∈ Rn.
• ∑
k∈Zn θk = 1 on R
n.
• Given x ∈ Rn and k ∈ Zn, we can compute Jxθk using work at most C log(2+N).
These conditions are easy to arrange. For instance, see the construction of {θQ}Q∈CZ given
in Section 6.1. We leave details to the reader.
We define T : Wm,p(E)→Wm,p(Rn) by the formula
(Tf)(x) =
∑
k∈I
(Tkf)(x) · θk(x) (x ∈ Rn).
Assume that x ∈ Rn is given. Note that Jxθk is nonzero only whenQk contains x (since
θk is supported onQk). We compute a list of all the indices k ∈ I such that x ∈ Qk using a
binary search; this requires work atmostC log(2+N). For each such k, we compute a short
form description of the linear map f 7→ Jx(Tkf). That requires work at most C log(2 +N).
Hence, to compute Jx(Tf)we can sum the linear maps Jxθk⊙x Jx(Tkf) over all the relevant
indices k. Thus we can compute a short form description of the linear map f 7→ Jx(Tf)
using work and storage at most C log(2+N).
Let x ∈ E.
Let k ∈ I. Recall that θk(x) = 0 if x /∈ Qk. Also, Tkf(x) = f(x) if x ∈ Qk. Thus, we have
θk(x)Tkf(x) = θk(x)f(x) unconditionally.
Let k ∈ Zn \ I. By definition of I we know that x /∈ Qk, hence θk(x) = 0.
Hence,
Tf(x) =
∑
k∈I
θk(x)Tkf(x)
=
∑
k∈I
θk(x)Tkf(x) +
∑
k∈Zn\I
θk(x)f(x)
=
∑
k∈Zn
θk(x)f(x) = f(x) for any x ∈ E.
PROPOSITION 6.2.2. For each f ∈Wm,p(E) we have
‖Tf‖pWm,p(Rn) ≤ C ·
∑
ξ∈Ξ
|ξ(f)|p.
Furthermore,
c · ‖f‖pWm,p(E) ≤
∑
ξ∈Ξ
|ξ(f)|p ≤ C · ‖f‖pWm,p(E).
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PROOF. To prove the first estimate, we recall that Tf =
∑
k∈I(Tkf) · θk. Recall that θk
is supported on Qk and that the derivatives of θk are uniformly bounded. Also, note that
each point in Rn is contained in at most C of the cubes Qk (see (6.2.5)). Hence, by the
Leibniz rule we have
‖Tf‖p
Wm,p(Rn)
≤ C
∑
k∈I
‖Tkf‖pWm,p(Qk)
≤ C
∑
k∈I
∑
ξ∈Ξk
|ξ(f)|p (see (6.2.7))
= C
∑
ξ∈Ξ
|ξ(f)|p (see (6.2.8)).
Hence, ∑
ξ∈Ξ
|ξ(f)|p ≥ c‖Tf‖pWm,p(Rn) ≥ c‖f‖pWm,p(E).
In the last inequality above, we use the definition of the seminorm ‖ · ‖Wm,p(E) and the fact
that Tf = f on E.
For the reverse inequality, we use (6.2.6) and (6.2.8) and deduce that∑
ξ∈Ξ
|ξ(f)|p =
∑
k∈I
∑
ξ∈Ξk
|ξ(f)|p
≤ C ·
∑
k∈I
inf
{
‖F‖pWm,p(200Qk) : F = f on E ∩Qk
}
≤ C · inf
{∑
k∈I
‖F‖pWm,p(200Qk) : F = f on E
}
≤ C · inf
{
‖F‖pWm,p(Rn) : F = f on E
}
= C · ‖f‖p
Wm,p(E)
.
Here, we use (6.2.5) to prove the last inequality.
This completes the proof of Proposition 6.2.2.

The above construction implies our main result for the inhomogeneous Sobolev space.
See Proposition 6.2.2 and Remark 6.2.1.
THEOREM 6.2.1. Given a finite subset E ⊂ Rn withN = #(E), we perform one-time work at
most CN log(2+N) + C in space at most CN+ C, after which we have achieved the following.
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• We compute lists Ω and Ξ, consisting of functionals on Wm,p(E) = {f : E → R}, with
the following properties.
– The sum of depth(ω) over allω ∈ Ω is bounded by CN. The number of functionals
in Ξ is at most CN.
– Each functional ξ in Ξ has Ω-assisted bounded depth. The functionals in Ω and Ξ
are represented in their short form.
– For all f ∈Wm,p(E) we have
c‖f‖Wm,p(E) ≤
[∑
ξ∈Ξ
|ξ(f)|p
]1/p
≤ C‖f‖Wm,p(E).
Moreover, there exists a linear map T : Wm,p(E)→Wm,p(Rn) with the following properties.
• T hasΩ-assisted depth at most C.
• Tf = f on E and ‖Tf‖Wm,p(Rn) ≤ C · ‖f‖Wm,p(E) for all f ∈Wm,p(E).
• We produce a query algorithm that operates as follows.
Given a query point x ∈ Rn, we respond with a short form description of the Ω-
assisted bounded depth map f 7→ Jx (Tf) using work and storage at most C log(2+N).
At last, note that Theorem 6.1.1 and Theorem 6.2.1 imply the main theorem from the
introduction (Theorem 1.0.6). This completes the analysis of our algorithms in the infinite-
precision model of computation. In the Appendix we present an analogue of our algo-
rithm in a finite-precision model of computation.
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CHAPTER 7
Appendix: Modifications for Finite-Precision
7.1. The Finite-Precision Model of Computation
Our model of computation in finite-precision is a slight variant of that described in
Section 38 of [18]. We spell out the details.
For an integer S ≥ 1, we work with “machine numbers” of the form k · 2−S, with k an
integer and |k| ≤ 2+2S. Our model of computation consists of an idealized von Neumann
computer [39], able to handle machine numbers. We make the following assumptions:
• Given two distinct non-negative machine numbers x and y, we can compute the
most significant digit in which the binary expansions of x and y differ. (That is,
for x =
∑
j≥−S
xj2
j and y =
∑
j≥−S
yj2
j with each xj and yj equal to 0 or 1, we compute
the largest j for which xj does not equal yj.) We assume this takes one unit of
“work”. See also the paragraph following (7.9.1).
This assumption is reasonable, since presumably a machine number is en-
coded in the computer as the sequence of its binary digits.
• Two machine numbers x and y satisfying |x| ≤ 2ℓ and |y| ≤ 2ℓ ′ with ℓ, ℓ ′ ≥ 0
and ℓ+ ℓ ′ ≤ S can be “multiplied” to produce a machine number x⊗ y satisfying
|x⊗ y− xy| ≤ 2−S.
We suppose it takes one unit of “work” to compute x⊗ y.
We assume that 0⊗ x = x⊗ 0 = 0 and that x⊗ 1 = 1⊗ x = x.
We assume that if |x| ≤ 2ℓ and |y| ≤ 2ℓ ′ , for ℓ, ℓ ′ integers, then |x⊗ y| ≤ 2ℓ+ℓ ′ .
• If x is any machine number other than zero, then we suppose we can produce a
machine number “1/x” in one unit of “work”, such that |“1/x” − 1/x| ≤ 2−S.
We assume that “1/x” = 1when x = 1.
We assume that if |x| ≥ 2ℓ, for an integer ℓ, then |“1/x”| ≤ 2−ℓ.
• Two machine numbers x and y satisfying |x| ≤ ℓ and |y| ≤ ℓ ′ for integers ℓ and
ℓ ′ such that ℓ + ℓ ′ ≤ 2S may be added to produce their exact sum x + y, which is
again a machine number.
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We assume it takes one unit of “work” to compute x + y.
• If x is any machine number, then −x is again a machine number.
We assume it takes one unit of “work” to compute −x.
• If x and y are machine numbers, then we can decide whether x < y, y < x, or
x = y.
We assume this takes one unit of “work”.
• If x is a machine number other than zero, then we can compute the greatest inte-
ger ℓ such that 2ℓ ≤ |x|.
We assume this takes one unit of “work”
• If x is a machine number and ℓ is an integer with |ℓ| ≤ S, then we can compute
the greatest integer ≤ 2ℓx. (If this integer lies outside [−2S,+2S], then we produce
an error message, and abort our computation.)
We assume this takes one unit of “work”.
• We assume we can add, subtract, multiply and divide integers of absolute value
≤ 2S, in one unit of “work”.
If we compute x/y in integer arithmetic, for integers x, y (y 6= 0) of absolute
value at most 2S, then we obtain the greatest integer ≤ the real number x/y. If
our desired answer lies outside [−2S,+2S], then we produe an error message and
abort our computation.
• Given integers x, y of absolute value ≤ 2S, we can decide whether x < y, y < x,
or x = y.
We assume this takes one unit of “work”.
• If ℓ is an integer, with |ℓ| ≤ S, then we can compute exactly the machine number
2ℓ.
We assume this takes one unit of “work”.
• If x and y are machine numbers satisfying 2−ℓ ≤ x ≤ 2ℓ and |y| ≤ ℓ ′ for integers
ℓ and ℓ ′ such that ℓ · ℓ ′ ≤ S, then we can compute a machine number “xy” in one
unit of “work”, such that |“xy”− xy| ≤ 2−S.
• If x is any positive machine number, then we can compute a machine number
“log x” in one unit of “work”, such that |“ log x” − log x| ≤ 2−S. Here, log x is the
base two logarithm.
• We assume we can read or write a machine number from (to) the RAM with one
unit of “work”.
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• We assumewe can read amachine number from input or write a machine number
to output in one unit of “work”.
• We assume we can store a single S-bit word in memory using one unit of “stor-
age”.
• We assume we can store the address of any memory cell in a single S-bit word.
Under these assumptions, we say that our computer can process “S-bit machine num-
bers” (though the actual implementation of those machine numbers seems to require at
least 2S+ 2 bits.) We call ∆min = 2
−S the “machine precision” of our computer.
We fix an integer S ≥ 1. We assume that our computer can process S-bit machine
numbers for S = Kmax · S, where Kmax ∈ N satisfies
(7.1.1) Kmax ≥ C, for a large enough universal constant C.
Wewill show that when our algorithms receive their input as S-bit machine numbers,
then the output produced by our algorithm is accurate to at least S bits. Wewill verify that
the work and storage required are as promised: at most CN logN operations for the one-
time work, and at most C logN operations for the query work, with CN storage, where
the constant C depends only onm, n, and p.
Throughout the remaining sections, ∆min = 2
−S will denote the precision of our com-
puter, as just described.
7.2. Algorithms in Finite-Precision
We recall that a universal constant is one that depends only on the parameters m, n,
and p. We impose the following assumptions in this section.
Main Assumptions:
• We set ∆0 := 2−S for an integer S ≥ 1.
• We assume our computer can process S-bit machine numbers, with S := Kmax · S,
where Kmax satisfies (7.1.1). Then ∆min = 2
−S represents the “machine precision”
of our computer. A “machine number” will always denote an S-bit machine num-
ber.
• We set ∆g = 2−K1S and ∆ǫ = 2−K2S for integers K1, K2 ≥ 1.
• We assume that ∆min ≤ ∆Cǫ and ∆ǫ ≤ ∆Cg for a large enough universal constant C.
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Assume that w ∈ R satisfies |w| ≤ 2S. We may not be able to represent w perfectly on
a computer, but we can always store an approximation to w. We introduce the relevant
notation below.
• We say that w is specified to precision ∆ǫ if a machine number wfin is given with
|w−wfin| ≤ ∆ǫ.
• We say that w is computed to precision ∆ǫ if there is a finite-precision algorithm
that computes a machine number wfin with |w−wfin| ≤ ∆ǫ.
• We say that w is specified (computed) with parameters (∆g, ∆ǫ) if |w| ≤ ∆−1g , and
if w is specified (computed) to precision ∆ǫ.
We illustrate this terminology in the next result, which establishes the numerical sta-
bility of arithmetic operations.
LEMMA 7.2.1. Suppose that ∆0, ∆min, ∆g, and ∆ǫ are as in the Main Assumptions.
Let x, y ∈ R be specified with parameters (∆g, ∆ǫ). Then the following hold.
• We can compute x + y with parameters (c∆g, C∆ǫ).
• We can compute x · y with parameters (∆2g, C∆ǫ∆−1g ).
• If |y| ≥ ∆g, we can compute x/y with parameters (∆2g, C∆ǫ∆−3g ).
• If x ∈ [∆g, ∆−1g ], we can compute log x with parameters (c∆g, C∆ǫ∆−1g ).
• Suppose that x ∈ [∆g, ∆−1g ] and |y| ≤ A with A ≥ 1, and suppose that Kmax ≥ 5A ·
max{K1, K2}. Then we can compute x
y with parameters (∆Ag , ∆ǫ∆
−C·A
g ). ’
The above computations require work at most C.
Here, the constants c and C are independent of all the parameters.
PROOF. By hypothesis, we suppose we are given machine numbers x, ywith |x− x| ≤
∆ǫ and |y− y| ≤ ∆ǫ. Moreover, we have |x| ≤ ∆−1g and |y| ≤ ∆−1g .
Since ∆ǫ ≤ ∆−1g , we learn that |x| ≤ 2∆−1g and |y| ≤ 2∆−1g .
(1) Since |x+ y| ≤ 4∆−1g ≤ ∆−1min and since ∆−1min = 2S, we can compute the (S-bit)
machine number A = x + y. This computation requires one unit of work, by
assumption on our model of computation. Then
|A− (x+ y)| ≤ |x− x|+ |y − y| ≤ 2∆ǫ.
Moreover, |x+ y| ≤ |x|+ |y| ≤ 2∆−1g .
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Thus, we can compute the sum x + ywith parameters ( 1
2
∆g, 2∆ǫ).
(2) Since |x · y| ≤ 4∆−2g ≤ ∆−1min, we can compute amachine number Pwith |P − x · y| ≤
∆min ≤ ∆ǫ. (Recall that ∆min is the “machine precision”.) We have
|x · y− x · y| ≤ |x − x| · |y|+ |y− y| · |x|
≤ ∆ǫ · ∆−1g + ∆ǫ · (2∆−1g ) = 3∆ǫ · ∆−1g .
Hence, |P − x · y| ≤ ∆ǫ + 3∆ǫ∆−1g ≤ 4∆ǫ∆−1g . Moreover, |x · y| ≤ ∆−1g · ∆−1g = ∆−2g .
Therefore, we can compute the product x · ywith parameters (∆2g, 4∆ǫ∆−1g ).
Here, we have only used the assumptions ∆min ≤ 14∆2g and ∆min ≤ ∆ǫ
(3) Suppose that |y| ≥ ∆g. Since we may assume ∆ǫ ≤ ∆10g , we have
|y| ≥ |y|− |y− y| ≥ ∆g − ∆ǫ ≥ ∆g − ∆10g .
Since ∆g ≤ 1/2, we conclude that |y| ≥ 12∆g.
Thus, we can compute a machine number A with
∣∣A− (y)−1∣∣ ≤ ∆min ≤ ∆ǫ.
We have ∣∣y−1 − (y)−1∣∣ = |y− y||y| · |y| ≤ ∆ǫ∆g · 12∆g = 2∆ǫ∆−2g .
Hence,
∣∣A− y−1∣∣ ≤ ∆ǫ + 2∆ǫ∆−2g ≤ 3∆ǫ∆−2g . Moreover, ∣∣y−1∣∣ ≤ ∆−1g .
Therefore, we can compute y−1 with parameters (∆g, 4∆ǫ∆
−2
g ).
(4) Suppose that |y| ≥ ∆g. According to (3), we can compute y−1 with parameters
(∆g, ∆
new
ǫ ), where ∆
new
ǫ = 4∆ǫ∆
−2
g . We have ∆
new
ǫ ≤ 4∆8g ≤ 1 (since ∆ǫ ≤ ∆10g ) and
∆newǫ ≥ ∆ǫ ≥ ∆min. Hence, applying (2), we can compute x · y−1 with parameters
(∆2g, 4∆
new
ǫ ∆
−1
g ) = (∆
2
g, 16∆ǫ∆
−3
g ).
(5) Suppose that ∆g ≤ x ≤ ∆−1g . Since |x − x| ≤ ∆ǫ ≤ ∆10g , we have 12∆g ≤ x ≤ 2∆−1g .
We can compute a machine number L satisfying |L− log x| ≤ ∆min ≤ ∆ǫ.
|log x− log x| ≤ 1
ln 2
· |x − x| ·max{x−1, (x)−1} ≤ C∆ǫ∆−1g .
(Recall that log x denotes the base two logarithm.) Hence, |L− log x| ≤ ∆ǫ +
C∆ǫ∆
−1
g ≤ C ′∆ǫ∆−1g . Moreover, |log x| ≤ log∆−1g ≤ C∆−1g .
Therefore, we can compute the number log xwith parameters (c∆g, C
′∆ǫ∆
−1
g ).
(6) Suppose that ∆g ≤ x ≤ ∆−1g and |y| ≤ A for some A ≥ 1.
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Since |x − x| ≤ ∆ǫ ≤ ∆10g and |y − y| ≤ ∆ǫ ≤ 1, we conclude that 12∆g ≤ x ≤
2∆−1g and |y| ≤ |y|+ |y− y| ≤ 2A.
We have
∣∣xy∣∣ ≤ (2∆−1g )2A = 22A·(K2S+1) ≤ ∆−1min, due to the assumption that
∆min = 2
−KmaxS and Kmax ≥ 4AK2. Thus, we can compute a machine number B
with ∣∣B− xy∣∣ ≤ ∆min ≤ ∆ǫ.
This requires work at most C.
We have∣∣xy − xy∣∣ ≤ |xy − xy|+ ∣∣xy − xy∣∣
=
∣∣ey ln x − ey ln x∣∣ + ∣∣ey ln x − ey ln x∣∣
≤ |y| · |x− x| ·max{x−1, (x)−1} ·max{ey ln x, ey ln x}
+ |y − y| · |ln x| ·max {ey ln x, ey ln x}
≤ A · ∆ǫ · 2∆−1g · ∆−CAg
+ ∆ǫ · ln
(
2∆−1g
) · ∆−CAg
≤ ∆ǫ∆−C ′Ag .
In the above, we use the estimates |ew − ez| ≤ |w− z|·max{ew, ez} and |ln x − ln x| ≤
|x− x| ·max{x−1, (x)−1}; both C and C ′ are numerical constants.
Hence, |B − xy| ≤ ∆ǫ + ∆ǫ∆−C ′Ag ≤ ∆ǫ∆−C ′′Ag . Moreover, |xy| ≤ ∆−Ag .
Therefore, we can compute xy with parameters (∆Ag , ∆ǫ∆
−C ′′A
g ) for a numerical
constant C ′′.
Thanks to (1)-(6), the conclusions of the lemma are verified. This completes the proof.

We finish the section with a technical lemma concerning the evaluation of the ℓp norm
by a finite-precision algorithm.
LEMMA 7.2.2. Let ∆ ∈ [∆g, 1] be a given machine number. Given real numbers xj (1 ≤ j ≤ J)
with parameters (∆g, ∆ǫ), where J ≤ ∆−1g , we define
A :=
(∑
1≤j≤J
|xj|p + ∆p
)1/p
.
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Then there is a finite-precision algorithm, requiring work and storage at mostC·J, which computes
a machine number Â that satisfies 1
2
·A ≤ Â ≤ 2 ·A.
PROOF. All constants in the proof denoted by C,C ′, etc., will depend only on p. We
write ∆1 ≪ ∆2 to indicate that ∆1 ≤ ∆C2 for a sufficiently large universal constant C. We
set ∆1 = ∆
C0
g for a sufficiently large universal constant C0 ∈ N that will be determined
later. Thus, in the recently introduced notation, we have ∆1 ≪ ∆g. By hypothesis, we are
given a machine number x∗j with
∣∣x∗j − xj∣∣ ≤ ∆ǫ, and we guarantee that |xj| ≤ ∆−1g for each
j. We define
(7.2.1) B :=
 ∑
1≤j≤J
|x∗j |≥∆1
|x∗j |p + ∆p

1/p
.
Note that
|Ap − Bp| ≤
∑
1≤j≤J
∣∣|xj|p − ∣∣x∗j ∣∣p∣∣ + ∑
1≤j≤J
|x∗j |<∆1
|xj|p .
Since
∣∣xj − x∗j ∣∣ ≤ ∆ǫ and |xj| , ∣∣x∗j ∣∣ ≤ ∆−Cg , the first sum is bounded by CJ∆ǫ · ∆−C ′g . Since
|xj| ≤ ∆1 + ∆ǫ ≤ 2∆1 whenever
∣∣x∗j ∣∣ < ∆1, the second sum is bounded by CJ∆p1 . Thus,
we have |Ap − Bp| ≤ CJ∆ǫ · ∆−Cg + CJ∆p1 . We obtain the bound |Ap − Bp| ≤ ∆−C
′′
g ∆
p
1 for a
universal constant C ′′, because J ≤ ∆−1g and because we may assume that ∆ǫ ≤ ∆C0pg = ∆p1 .
Note that Ap and Bp are at least ∆p. Thus, by the mean value theorem, we have
|A− B| ≤ |Ap − Bp| · max
t∈[∆p,∞)
∣∣∣∣ ddt(t1/p)
∣∣∣∣ ≤ ∆−C ′′g ∆p1 · 1p∆1−p ≤ ∆p1∆−C ′′′g .
Here, in the last estimate we use that ∆ ≥ ∆g. Note that C ′, C ′′, C ′′′ above are independent
of C0.
All the summands inside the parentheses in (7.2.1) are at least ∆p1 (recall that ∆ ≥ ∆g ≥
∆1). Also, the number of summands is at most J + 1 ≤ C∆−1g ≤ C∆−11 . Therefore, by the
numerical stability of arithmetic (see Lemma 7.2.1) we can compute a machine number
Bfin such that
|B− Bfin| ≤ ∆ǫ∆−C1 .
We conclude that |A− Bfin| ≤ ∆p1∆−C
′′′
g +∆ǫ∆
−C
1 . We recall that ∆1 = ∆
C0
g and ∆ǫ ≪ ∆g.
So, if we pick a sufficiently large universal constant C0 ∈ N then we can guarantee that
|A− Bfin| ≤ 12∆g. Note that A ≥ ∆ ≥ ∆g. Thus, we conclude that A and Bfin differ by
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at most a factor of 2. We can therefore define Â = Bfin and the conclusion of the lemma
follows. 
7.3. Short Form
Let E = {z1, · · · , zN} ⊂ 132Q◦, where Q◦ = [0, 1)n.
We write X(E) for the space of all real-valued functions f on E, equippedwith the trace
norm induced by X = Lm,p(Rn).
Recall that P denotes the set of all polynomials on Rn of degree at mostm− 1, andM
denotes the set of all multiindices α = (α1, · · · , αn) with |α| ≤ m− 1.
We let ∆min ≤ ∆ǫ ≤ ∆g ≤ ∆0 be defined as in theMain Assumptions in Section 7.2. In
particular, recall that ∆min = 2
−S denotes the machine precision of our computer. When
we refer to a “machine number” we will always mean an S-bit machine number.
Any linear functional ω : X(E)→ R can be expressed in the form
(7.3.1) ω(f) =
L∑
ℓ=1
λℓ · f(zjℓ).
We call (7.3.1) a short form of ω. We do not promise that the coefficients λℓ are non-zero.
Thus, in contrast to the notation in infinite-precision, a functional can have more than
one short form. The depth of ω, denoted depth(ω), is the number L. Note that depth(ω)
depends on the short form (7.3.1) ofω, and not onω alone. This abuse of notation should
cause no confusion.
The short form (7.3.1) is given with parameters (∆g, ∆ǫ) if the numbers λℓ are given
with parameters (∆g, ∆ǫ), and if the list j1, · · · , jL is given. Recall that this means we
specify machine numbers λℓ with
∣∣λℓ − λℓ∣∣ ≤ ∆ǫ, and we promise that |λℓ| ≤ ∆−1g for each
ℓ. The indices j1, · · · , jL may be represented as pointers to the memory locations in which
the corresponding points of E are stored. We assume that each of these pointers is stored
using a single unit of memory.
LetΩ = {ω1, · · · , ωM} be a list of linear functionals on X(E).
A functional ξ : X(E) → R has Ω-assisted depth d provided that it can be written in
the form
(7.3.2) ξ(f) = η(f) +
νmax∑
ν=1
µν ·ωkν(f),
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where η is a linear functional and depth(η) + νmax ≤ d. We call (7.3.2) a short form of ξ.
Note that perhaps we can write a given ξ in many different ways in short form.
The short form (7.3.2) is given with parameters (∆g, ∆ǫ) in terms of assists Ω if the
functional η is given in short form with parameters (∆g, ∆ǫ), the numbers µν are given
with parameters (∆g, ∆ǫ), and a list of the indices kν1 , · · · , kνmax is given.
A functional ξ : X(E)⊕ P → R hasΩ-assisted depth d provided that it can be written
in the form
(7.3.3) ξ(f, P) = η(f) +
νmax∑
ν=1
µν ·ωkν(f) +
∑
α∈M
θα · 1
α!
∂αP(0),
where η is a linear functional and depth(η)+νmax+#(M) ≤ d. We call (7.3.3) a short form
of ξ.
The short form (7.3.3) is given with parameters (∆g, ∆ǫ) in terms of assists Ω if the
functional η is given in short form with parameters (∆g, ∆ǫ), the numbers µν and θα are
given with parameters (∆g, ∆ǫ), and a list of the indices kν1, · · · , kνmax is given.
A linear map T : X(E) ⊕ P → P is given in short form with parameters (∆g, ∆ǫ) in
terms of assistsΩ, if for each β ∈Mwe exhibit a formula
∂β(T(f, P))(0) = ηβ(f) +
νmax∑
ν=1
µβν ·ωkν(f) +
∑
α∈M
θβα · 1
α!
∂αP(0),
where the functional ηβ is given in short form with parameters (∆g, ∆ǫ), the numbers µβν
and θβα are given with parameters (∆g, ∆ǫ), and a list of the indices k1, · · · , kνmax is given.
Similarly, a linear map T : X(E) → P is given in short form with parameters (∆g, ∆ǫ)
in terms of assistsΩ, if for each β ∈ Mwe exhibit a formula
∂β(T(f))(0) = ηβ(f) +
νmax∑
ν=1
µβν ·ωkν(f),
where the functional ηβ is given in short form with parameters (∆g, ∆ǫ), the numbers µβν
are given with parameters (∆g, ∆ǫ), and a list of the indices k1, · · · , kνmax is given.
We say we have computed a linear map T : X(E) → X in short form with parameters
(∆g, ∆ǫ) in terms of assists Ω if for each S-bit machine point x ∈ Q◦ and each multiindex
α ∈M, we can compute a short form of the linear functional
f 7→ ∂αTf(x)
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with parameters (∆g, ∆ǫ) in terms of the assists Ω. If the functional f 7→ ∂α(Tf)(x) has
Ω-assisted depth d, for all x ∈ Rn and α ∈M, then we say that the map T hasΩ-assisted
depth d. We extend this notation to linear maps T : X(E)⊕P → X in the obvious way. We
only answer queries if x ∈ Q◦ because enormous x’s might lead to overflow errors.
7.4. Main Algorithms in Finite-Precision
Ourmain theorem concerns extension operators for homogeneous Sobolev spaces and
is stated below. Later, in Section 7.18.2, we will present a corresponding result for inho-
mogeneous Sobolev spaces (see Theorem 7.18.1).
We write c, C, C ′, etc., to denote universal constants, which depend only onm, n, and
p.
Let x = (x1, · · · , xn) ∈ Rn. We call x an S0-bit “machine point” if each coordinate xk is
an S0-bit machine number.
THEOREM 7.4.1. There exists a universal constant C ≥ 1 such that the following holds.
Let S ≥ 1 be an integer.
We fix an S-bit machine number p > n.
We also fix a subset E ⊂ 1
32
Q◦ consisting of S-bit machine points, with#(E) = N ≥ 2, where
Q◦ = [0, 1)n.
We assume we are given constants ∆min = 2
−KmaxS, ∆◦ǫ := 2
−K1S, ∆◦g := 2
−K2S, and ∆◦junk :=
2−K3S, for integers K1, K2, K3, Kmax ≥ 1 such that Kmax ≥ C · K1 ≥ C2 · K2 ≥ C3 · K3 ≥ C4.
We assume that our computer can perform arithmetic operations on S-bit machine numbers
with precision ∆min = 2
−S, where S = KmaxS.
We compute (see below) listsΩ and Ξ, consisting of linear functionals on X(E) = {f : E→ R},
with the following properties.
• The sum of depth(ω) over allω ∈ Ω is bounded by CN, and # [Ξ] ≤ CN.
• Each ξ in Ξ hasΩ-assisted depth at most C.
• We compute each ω ∈ Ω in short form with parameters (∆◦g, ∆◦ǫ), and we compute each
ξ ∈ Ξ in short form with parameters (∆◦g, ∆◦ǫ) in terms of the assistsΩ.
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• We have
C−1‖f‖X(E) ≤
[∑
ξ∈Ξ
|ξ(f)|p
]1/p
≤ C inf {‖F‖X + ∆◦junk‖F‖Lp(Q◦) : F ∈ X, F = f on E}
for every f ∈ X(E).
Moreover, there exists a linear map T : X(E)→ X with the following properties.
• T hasΩ-assisted depth at most C.
• Tf = f on E, and
‖Tf‖X ≤ C inf
{‖F‖X + ∆◦junk‖F‖Lp(Q◦) : F ∈ X, F = f on E}
for every f ∈ X(E).
• We produce a query algorithm with the following properties.
Given an S-bit machine point x ∈ Q◦, and given α ∈ M, we compute a short form
of the linear functional f 7→ ∂α (Tf) (x) in terms of the assists Ω. This linear functional
is computed with parameters (∆◦g, ∆
◦
ǫ). This computation requires work at most C logN.
The above computations require one-time work at most CN logN in space CN.
7.5. Bases for the Space of Polynomials
We examine the first algorithm in the infinite-precision text, namely the algorithm FIT
BASIS TO CONVEX BODY in Section 2.7.3. This is a preparatory algorithm that is used in
a later part of the text. We exhibit a finite-precision version of this algorithm by making
several additional assumptions given below.
We impose the assumptions in Theorem 7.4.1. In particular, we assume that ∆min ≤
∆ǫ ≤ ∆g ≤ ∆0 are as in theMain Assumptions in Section 7.2. In particular, our computer
can perform arithmetic operations on S-bit machine numbers with precision ∆min = 2
−S,
where S = Kmax · S.
We introduce a few conventions that are used in the rest of the paper. A machine
number will mean an S-bit machine number, and a machine point will mean an S-bit
machine point. A bounded interval I ⊂ R is called a machine interval if its endpoints are
machine numbers.
We let p > n be an S-bit machine number.
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(7.5.1) We assume that x ∈ Rn is an (S-bit) machine point.
Recall that P is the vector space of polynomials on Rn of degree at most m − 1, and
D = dimP . We identify P with RD, by identifying P ∈ P with ( 1
α!
∂αP(x)
)
α∈M
, whereM
denotes the set of all multiindices of order at mostm− 1. We define
|P|x =
(∑
α∈M
|∂αP(x)|p
)1/p
.
We assume we are given Λ ≥ 1. We write c(Λ), C(Λ), etc. to denote constants de-
pending onm, n, p, and Λ. We write c, c˜, C, etc. to denote constants depending only on
m, n, and p.
We are given a quadratic form q on P . We assume that q is specified as aD xDmatrix
(qβγ)β,γ∈M acting on the above coordinates:
(7.5.2) q(P) =
∑
β,γ∈M
qβγ · ∂βP(x) · ∂γP(x).
We assume that the matrix (qαβ)α,β∈M satisfies the following conditions:
The entries are such that |qαβ| ≤ ∆−1g and qαβ is specified to precision ∆ǫ.(7.5.3)
We have (qαβ) ≥ ∆g · (δαβ).(7.5.4)
From (7.5.4) we learn that
(7.5.5) |q(P)| ≥ c∆g · |P|2x for all P ∈ P,
for a universal constant c > 0.
We fix a multiindex set A ⊂M.
The main result of the section is as follows.
ALGORITHM: FIT BASIS TO CONVEX BODY (FINITE-PRECISION VERSION).
Given q, x, A as above: We compute a partition of [∆g, ∆−1g ] into machine intervals Iℓ,
and for each ℓ we compute machine numbers λℓ, cℓ with cℓ ≥ 0, such that the function
η∗ :
[
∆g, ∆
−1
g
]→ R, defined by
η∗(δ) := cℓ · δλℓ for δ ∈ Iℓ,
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has the following properties.
• Let σ satisfy {q ≤ Λ−1} ⊂ σ ⊂ {q ≤ Λ}. Then, for any δ ∈ [∆g, ∆−1g ],
– σ has an (A, x, η1/2, δ)-basis for any η > C(Λ) · η∗(δ),
– σ does not have an (A, x, η1/2, δ)-basis for any η < c(Λ) · η∗(δ).
• Moreover, c · η∗(δ1) ≤ η∗(δ2) ≤ C · η∗(δ1) whenever 110δ1 ≤ δ2 ≤ 10δ1.
• Also, η∗(δ) ≥ ∆Cg for any δ ∈ [∆g, ∆−1g ].
• The numbers cℓ belong to the interval
[
∆Cg , ∆
−C
g
]
, and the exponents λℓ are of the
form µ+ ν/p for integers µ, νwith |µ| , |ν| ≤ C.
• The computation of Iℓ, λℓ, and cℓ, requires work and storage at most C.
Here, c > 0 and C ≥ 1 are constants determined bym,n, and p, while c(Λ) and C(Λ) are
constants determined bym,n,p, and Λ.
EXPLANATION . We first define a rational function ηmin(δ) as in Section 2.7.3, and then
explain how to compute an approximation η∗(δ) to ηmin(δ). We will need to estimate the
numerical stability of the computation with respect to rounding error.
We recall several of the main definitions in Section 2.7.3.
We study the quadratic form
Mδ((Pα)α∈A) :=
∑
α∈A
q(δm−n/p−|α|Pα) +
∑
α∈A,β∈M
β>α
(δ|β|−|α|∂βPα(x))
2
(7.5.6)
=
∑
α∈A
∑
β,γ∈M
δ2(m−n/p−|α|)qβγ · ∂βPα(x) · ∂γPα(x) +
∑
α∈A,β∈M
β>α
(δ|β|−|α|∂βPα(x))
2,
restricted to the affine subspace
H :=
{
~P = (Pα)α∈A : ∂
βPα(x) = δβα for α, β ∈ A
}
.
We define
ηmin(δ) := min
~P∈H
Mδ(~P),
which we regard as a function of δ ∈ [∆g, ∆−1g ].
Recall from (2.7.33) and (2.7.32) that
(7.5.7) ηmin(δ1) ≤ ηmin(δ2) ≤
(
δ2
δ1
)2m
ηmin(δ1) for δ1 ≤ δ2,
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and that
(7.5.8) σ has a (A, x, η1/2, δ)-basis if η > C(Λ) · ηmin(δ), but not if η < c(Λ) · ηmin(δ).
Thanks to (7.5.5), for δ ∈ [∆g, ∆−1g ]we have
(7.5.9) |Mδ(~P)| ≥ c∆2m+1g ·
∑
α∈A
|Pα|2x for any ~P = (Pα)α∈A ∈ H.
Furthermore, for all ~P ∈ H and α ∈ A, we have ∂αPα(x) = 1, hence |Pα|x ≥ 1. Thus, since
ηmin(δ) is the minimum ofM
δ(·) on H, we have
(7.5.10) ηmin(δ) ≥ c˜∆2m+1g ,
for a universal constant c˜ > 0.
We will compute a piecewise rational function η˜min(δ) that approximates ηmin(δ). For
w = (wαβ)α∈A,β∈M\A ∈ RJ we set
(7.5.11) Pwα (z) :=
1
α!
· (z− x)α +
∑
β∈M\A
1
β!
·wαβ · (z− x)β (α ∈ A).
This gives a coordinate mapping w 7→ ~Pw = (Pwα )α∈A ∈ H, and we set
M˜δ(w) := Mδ(~Pw)(7.5.12)
= 〈Aδw,w〉− 2〈bδ, w〉+mδ (w ∈ RJ).
Here, Aδ is a matrix, bδ is a vector, mδ is a scalar - all functions of δ - and 〈·, ·〉 denotes
the standard Euclidean inner product on RJ. The entries of Aδ, bδ, andmδ are all sums of
monomials of the form a · δµ+ν/p with µ, ν ∈ Z and a ∈ R.
We have ‖w‖2 =∑α,β|wαβ|2 ≤ c∑α|Pwα |2x, since wαβ = ∂βPwα (x) for α ∈ A, β ∈M \A.
Thus, from (7.5.9) we have
∣∣∣M˜δ(w)∣∣∣ ≥ c∆2m+1g · ‖w‖2, hence
(7.5.13) Aδ ≥ c∆2m+1g · (δij),
for a universal constant c > 0. In particular, the matrix Aδ is invertible.
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Recall that Aδ = (Aδij), b
δ = (bδi ), andm
δ are given in the form
(7.5.14)


Aδij =
∑
µ,ν
cijµνδ
µ+ν/p (1 ≤ i, j ≤ J),
bδj =
∑
µ,ν
cjµνδ
µ+ν/p (1 ≤ j ≤ J),
mδ =
∑
µ,ν
cµνδ
µ+ν/p.
There are at most C pairs (µ, ν) ∈ Z×Z relevant to the above sums, and µ, ν are bounded
in magnitude by a universal constant C. (See (2.7.37) - (2.7.39).)
We insert the formula (7.5.11) for the polynomials Pα = P
w
α (α ∈ A) in the second line
of the definition (7.5.6) ofMδ to produce the expression M˜
δ(w) = 〈Aδw,w〉−2〈bδ, w〉+mδ.
We compute each of the numbers cijµν, c
j
µν, and cµν as a linear combination of the entries
of (qαβ) (and the constant 1). Hence, since the qαβ are given with parameters (∆g, ∆ǫ), the
numbers cijµν, c
j
µν, cµν can be computed with parameters (∆
C
g , ∆
−C
g ∆ǫ).
We can compare exponents of the form λ = µ+ ν/p and λ = µ+ ν/p by expressing λ,
λ as a ratio of integers and cross-multiplying (recall that p is an S-bit machine number).
This comparison requires at most C units of work. By summing the coefficients of the
monomials with the same exponent, we may assume that the exponents µ+ν/p in (7.5.14)
are pairwise distinct.
We compute a formula for the inversematrix (Aδ)−1 by applying Cramer’s rule. Hence,
(7.5.15) (Aδ)−1ij =
[Aδ]ij
det(Aδ)
=
∑
k a
ij
k · δλk∑
ℓ bℓ · δγℓ
(1 ≤ i, j ≤ J),
where [Aδ]ij denotes the (i, j)-cofactor of the matrix A
δ. The number of terms in the sums
in the numerator and denominator of (7.5.15) is bounded by C.
We compute the numbers aijk and bℓ in (7.5.15) by evaluating a polynomial function of
the coefficients cijµν arising in the entries of the matrix (A
δ
ij) in (7.5.14). The numbers c
ij
µν
are given with parameters (∆Cg , ∆
−C
g ∆ǫ), so we can compute a
ij
k and bℓ with parameters
(∆Cg , ∆
−C
g ∆ǫ).
The exponents λk and γℓ in (7.5.15) have the form µ+ν/p, where µ, ν ∈ Z are bounded
in magnitude by a universal constant C.
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We compute an expression for ηmin(δ) = minw M˜
δ(w) as follows. Note that the qua-
dratic function M˜δ(w) in (7.5.12) achieves its minimum at wδ := (Aδ)−1bδ. Thus,
ηmin(δ) = M˜
δ(wδ)
= −〈bδ, (Aδ)−1bδ〉+mδ
=
J∑
i,j=1
bδi · (Aδ)−1ij · bδj +mδ.
Inserting the expressions for the entries of (Aδ)−1, bδ, and the expression formδ, we com-
pute (see below) a rational expression
(7.5.16) ηmin(δ) =
∑
k ak · δλk∑
ℓ bℓ · δγℓ
=
N(δ)
D(δ)
.
The number of terms in the sums in the numerator and denominator of (7.5.16) is bounded
by C.
The denominatorD(δ) =
∑
ℓ bℓ ·δγℓ in (7.5.16) is the same as the common denominator
in the expression for (Aδ)−1ij in (7.5.15), namely det(A
δ). From (7.5.13) we have det(Aδ) ≥
∆Cg , hence
(7.5.17)
∑
ℓ
bℓ · δγℓ ≥ ∆Cg .
The exponents γℓ and λk in (7.5.16) have the form µ+ν/p, where µ, ν ∈ Z are bounded
in magnitude by a universal constant. We can assume that the γℓ are distinct, as are the
λk. (We combine all the monomials in the numerator or denominator that have the same
exponent.)
The numbers ak in the numerator in (7.5.16) are defined by evaluating a polynomial
function on the coefficients aijk , bℓ in (A
δ)−1ij (see (7.5.15)), and the coefficients c
j
µν and cµν
in bδj andm
δ (see (7.5.14)). Thus, we can compute ak with parameters (∆
C1
g , ∆
−C1
g ∆ǫ) for a
large enough universal constant C1.
As explained before, the numbers bℓ are given with parameters (∆
C1
g , ∆
−C1
g ∆ǫ).
The exponents λk in (7.5.16) are pairwise distinct and have the form µ+ν/p for integers
µ, ν ∈ Z with |µ| , |ν| ≤ C. The same is true of the exponents γℓ. Hence,
(7.5.18) |λk − λk ′| ≥ c0, and |γℓ − γℓ ′| ≥ c0
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for all k 6= k ′ and ℓ 6= ℓ ′.1
We now perform a crucial rounding step.
We introduce a parameter ∆ = 2−S1 of the form ∆ = ∆C2g , for C2 ∈ N that is assumed
to be greater than a large enough universal constant. We will later fix C2 to be a universal
constant, but not yet. We assume ∆ǫ ≤ ∆C1+C2g , hence
(7.5.19) ∆−C1g ∆ǫ ≤ ∆.
The numbers ak and bℓ are given with parameters (∆
C1
g , ∆
−C1
g ∆ǫ), so we can compute
S1-bit machine numbers a˜k and b˜ℓ with
(7.5.20)

 |ak − a˜k| ≤ ∆, |bℓ − b˜ℓ| ≤ ∆,|a˜k| ≤ ∆−Cg , |b˜ℓ| ≤ ∆−Cg .
We set
(7.5.21) η˜min(δ) =
∑
k a˜kδ
λk∑
ℓ b˜ℓδ
γℓ
=
N˜(δ)
D˜(δ)
.
We use (7.5.20) and the fact that λk and γℓ are bounded by C to estimate the difference
between ηmin(δ) and η˜min(δ). For δ ∈
[
∆g, ∆
−1
g
]
, we have∣∣akδλk − a˜kδλk∣∣ ≤ ∆∆−Cg .
Hence, ∣∣∣N(δ) − N˜(δ)∣∣∣ = ∣∣∣∣∣∑
k
akδ
λk −
∑
k
a˜kδ
λk
∣∣∣∣∣ ≤ C∆∆−Cg ≤ ∆∆−C ′g .
Moreover,
|N(δ)| =
∣∣∣∣∣∑
k
akδ
λk
∣∣∣∣∣ ≤∑
k
|ak|
∣∣δλk∣∣ ≤ C∆−Cg · ∆−Cg ≤ ∆−C ′g .
Similarly, ∣∣∣D(δ) − D˜(δ)∣∣∣ = ∣∣∣∣∣∑
ℓ
bℓδ
γℓ −
∑
ℓ
b˜ℓδ
γℓ
∣∣∣∣∣ ≤ ∆∆−C ′g .
1The constant c0 here depends only onm,n,p, but it may depend sensitively on the approximation of
1
p
by
rationals with low denominators.
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Moreover,
D(δ) =
∑
ℓ
bℓδ
γℓ
(7.5.17)≥ ∆Cg , and∣∣∣D˜(δ)∣∣∣ ≥ |D(δ)|− ∣∣∣D(δ) − D˜(δ)∣∣∣
≥ ∆Cg − ∆∆−C
′
g ≥
1
2
∆Cg ,
since ∆∆−C
′
g = ∆
C2−C
′
g ≤ 12∆Cg , for large enough C2.
Using the previous estimates, we have
|ηmin(δ) − η˜min(δ)| =
∣∣∣∣∣N(δ)D(δ) − N˜(δ)D˜(δ)
∣∣∣∣∣
≤
∣∣∣∣∣∣
N(δ) ·
(
D(δ) − D˜(δ)
)
D(δ) · D˜(δ)
∣∣∣∣∣∣+
∣∣∣∣∣N(δ) − N˜(δ)D˜(δ)
∣∣∣∣∣
≤ ∆
−C ′
g · ∆∆−C ′g
∆Cg · 12∆Cg
+
∆∆−C
′
g
1
2
∆Cg
≤ ∆∆−C ′′g .
Thus,
|ηmin(δ) − η˜min(δ)| ≤ ∆∆−C ′′g
≤ c˜∆2m+2g
(7.5.10)≤ 1
2
· ηmin(δ),
where we may choose C2 large enough so that ∆∆
−C ′′
g = ∆
C2−C
′′
g ≤ c˜∆2m+2g with c˜ as in
(7.5.10). We fix C2 ∈ N to be a universal constant satisfying the previous bounds.
Therefore, thanks to (7.5.10) we have
(7.5.22) ∆Cg ≤
1
2
· ηmin(δ) ≤ η˜min(δ) ≤ 2 · ηmin(δ) (∆g ≤ δ ≤ ∆−1g ).
We assume that none of the coefficients in the expression (7.5.21) are equal to zero,
for otherwise we could discard the vanishing terms. Since a˜k and b˜ℓ are S1-bit machine
numbers and ∆ = 2−S1 , this means that
(7.5.23) |a˜k| ≥ ∆ = ∆C2g , |b˜ℓ| ≥ ∆ = ∆C2g for all k, ℓ.
We wish to compute a piecewise monomial function η∗(δ) that differs from ηmin(δ) by
at most a universal constant factor. The first, second, and third bullet points in the state-
ment of the algorithm FIT BASIS TO CONVEX BODY (finite-precision) are consequences of
(7.5.8), (7.5.7), and (7.5.10), respectively. The guarantees in the fourth bullet point follow
by examining the construction in the result below.
PROCEDURE: APPROXIMATE RATIONAL FUNCTION.
We are given machine numbers a˜k, b˜ℓ satisfying
|a˜k|, |b˜ℓ| ∈
[
∆Cg , ∆
−C
g
]
.
We are given numbers λk and γℓ of the form µ + ν/p, for integers µ, ν with |µ| , |ν| ≤ C,
such that
|λk − λk ′| ≥ c0, |γℓ − γℓ ′| ≥ c0 for all k 6= k ′, ℓ 6= ℓ ′.
Let
η˜min(δ) =
∑
k a˜kδ
λk∑
ℓ b˜ℓδ
γℓ
.
Assume that the number of summands in the numerator and denominator is bounded by
a universal constant C. Suppose that there exists a function ηmin(δ) satisfying (7.5.7) and
(7.5.22).
We compute machine intervals Iℓ, machine numbers dℓ, and numbers ωℓ, such that[
∆g, ∆
−1
g
]
is the disjoint union of the Iℓ, and such that the function η∗ :
[
∆g, ∆
−1
g
] → R,
defined by
η∗(δ) := dℓ · δωℓ for δ ∈ Iℓ,
satisfies
c · η∗(δ) ≤ ηmin(δ) ≤ C · η∗(δ) for all δ ∈
[
∆g, ∆
−1
g
]
.
Here, c and C are universal constants.
The numbersωℓ are of the form µ+ ν/p for integers µ, νwith |µ| , |ν| ≤ C.
The machine numbers dℓ are contained in the interval
[
∆Cg , ∆
−C
g
]
.
This computation requires work and storage at most C.
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EXPLANATION . We define
B :=
⋃
k 6=k ′
Ikk ′, where
Ikk ′ :=
{
δ ∈ [∆g, ∆−1g ] : 5−1 · |a˜kδλk | ≤ |a˜k ′δλk ′ | ≤ 5 · |a˜kδλk|} ,
and similarly
C :=
⋃
ℓ 6=ℓ ′
Jℓℓ ′, where
Jℓℓ ′ :=
{
δ ∈ [∆g, ∆−1g ] : 5−1 · |b˜ℓδγℓ | ≤ |b˜ℓ ′δγℓ ′ | ≤ 5 · |b˜ℓδγℓ |} .
For any interval I ⊂ [∆g, ∆−1g ] \ (B ∪ C), we have
(7.5.24)


there exist unique k = k(I) ∈ {1, · · · , K} and ℓ = ℓ(I) ∈ {1, · · · , L}
such that |a˜kδλk| > 2
∑
k ′ 6=k
|a˜k ′δλk ′ | and |b˜ℓδγℓ | > 2
∑
ℓ ′ 6=ℓ
|b˜ℓ ′δγℓ ′ | for all δ ∈ I.
Moreover,
∫
B∪C
dt
t
≤ 2A for a universal constant A. (This follows by the same reasoning
used to prove (2.7.45) and (2.7.46).)
To compute the endpoints of a nonempty interval Ikk ′ = [h
−
kk ′, h
+
kk ′] (k 6= k ′) we solve
the equations
δλk−λk ′ = 5±1
|a˜k ′|
|a˜k| .
The solutions δ = δ± are given by
δ± =
(
5±1
|a˜k ′|
|a˜k|
)(λk−λk ′ )−1
(for each choice of ±).
From the lower/upper bound on |a˜k| by ∆±Cg , we see that we can compute |a˜k ′/a˜k| to
precision∆−Cg ∆ǫ, and |a˜k ′/a˜k| ∈ [∆−Cg , ∆Cg ]. Since
∣∣(λk − λk ′)−1∣∣ ≤ c−10 ≤ C, we can compute
δ+ and δ− to precision ∆
−C
g ∆ǫ, due to the numerical stability of exponentiation.
Now, note that
h−kk ′ = min{δ−, δ+, ∆g}, h
+
kk ′ = max{δ−, δ+, ∆
−1
g }.
Both h−kk ′ and h
+
kk ′ can be computed with parameters (∆g, ∆
−C
g ∆ǫ). Thus, we can compute
a machine interval I˜kk ′ ⊂ [∆g, ∆−1g ]with Ikk ′ ⊂ I˜kk ′ and
(7.5.25) dist(Ikk ′, I˜kk ′) ≤ ∆−Cg ∆ǫ,
270
where dist(·, ·) is the Hausdorff distance. Due to the previous inclusion, we know that the
union of the intervals I˜kk ′ contains the set B = ∪k 6=k ′Ikk ′ .
Similarly, we compute a machine interval J˜ℓℓ ′ ⊂ [∆g, ∆−1g ]with Jℓℓ ′ ⊂ J˜ℓℓ ′ and
(7.5.26) dist(Jℓℓ ′, J˜ℓℓ ′) ≤ ∆−Cg ∆ǫ.
Again, note that the union of the intervals J˜ℓℓ ′ contains the set C.
We next compute pairwise disjoint machine intervals Ibadν ⊂
[
∆g, ∆
−1
g
]
such that
νmax⋃
ν=1
Ibadν =
⋃
k 6=k ′
I˜kk ′ ∪
⋃
ℓ 6=ℓ ′
J˜ℓℓ ′.
We form the intervals Ibadν by concatenating the intersecting intervals among I˜kk ′ and J˜ℓℓ ′ .
Note that the union of the Ibadν contains the set B ∪ C.
Because the intervals below are contained in
[
∆g, ∆
−1
g
]
, for each νwe have∫
Ibadν
dt
t
≤
∑
k,k ′
∫
I˜kk ′
dt
t
+
∑
ℓ,ℓ ′
∫
J˜ℓℓ ′
dt
t
(7.5.27)
(7.5.25),(7.5.26)≤
∑
k,k ′
[∫
Ikk ′
dt
t
+ ∆−1g · ∆−Cg ∆ǫ
]
+
∑
ℓ,ℓ ′
[∫
Jℓℓ ′
dt
t
+ ∆−1g ∆
−C
g ∆ǫ
]
≤
∫
B∪C
dt
t
+ ∆−C
′
g ∆ǫ ≤ 3A.
Recall that A ≥ 1 is a universal constant.
We compute pairwise disjoint machine intervals Iµ ⊂
[
∆g, ∆
−1
g
]
such that
µmax⋃
µ=1
Iµ =
[
∆g, ∆
−1
g
]
\
νmax⋃
ν=1
Ibadν .
Thus, since the union of the Ibadν contains B ∪ C, we have Iµ ⊂
[
∆g, ∆
−1
g
]
\ (B ∪ C) for each
µ. By (7.5.24), there exist k = k(µ) ∈ {1, · · · , K} and ℓ = ℓ(µ) ∈ {1, · · · , L} such that
|a˜kδλk | > 2
∑
k ′ 6=k
|a˜k ′δλk ′ | and
|b˜ℓδγℓ | > 2
∑
ℓ ′ 6=ℓ
|b˜ℓ ′δγℓ ′ | for all δ ∈ Iµ.
We compute k = k(µ) and ℓ = ℓ(µ), for each µ, by searching over all k, ℓ to determine the
maximal value of
∣∣a˜kδλℓ∗ ∣∣ and ∣∣∣b˜ℓδγℓ∗ ∣∣∣ for any fixed δ∗ ∈ Iµ. Then, by definition of η˜min(δ)
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we see that
(7.5.28) c · η˜min(δ) ≤ a˜kδ
λk
b˜ℓδγℓ
≤ C · η˜min(δ) for all δ ∈ Iµ.
According to (7.5.22), we also have c · η˜min(δ) ≥ c · ∆Cg .
We compute machine numbers dµ such that
∣∣∣dµ − a˜k/b˜ℓ∣∣∣ ≤ ∆−Cg ∆ǫ, and numbersωµ =
λk − γℓ, where k = k(µ) and ℓ = ℓ(µ). We claim that
c · ηmin(δ) ≤ dµ · δωµ ≤ C · ηmin(δ) for all δ ∈ Iµ.
Indeed, dµ·δωµ differs from a˜kδλk
b˜ℓδ
γℓ
by atmost an additive error of∆−Cg ∆ǫ, since∆g ≤ δ ≤ ∆−1g
and |ωµ| ≤ C. This additive error is bounded by 12c ·∆Cg ≤ c · η˜min(δ) since, by assumption,
∆ǫ ≤ 12c∆2Cg . Hence, (7.5.28) implies the above claim.
We compute a machine number δν in each interval I
bad
ν . We know that e
−3A ≤ δ
δν
≤ e3A
for all δ ∈ Ibadν , due to (7.5.27). Hence, (7.5.7) implies that
(7.5.29) c · ηmin(δ) ≤ ηmin(δν) ≤ C · ηmin(δ) for all δ ∈ Ibadν .
We then compute a machine number Γν such that |Γν − η˜min(δν)| ≤ ∆−Cg ∆ǫ. Thus, from
(7.5.22) and (7.5.29) we conclude that
c ′ · ηmin(δ) ≤ Γν ≤ C ′ · ηmin(δ) for all δ ∈ Ibadν .
We define η∗ :
[
∆g, ∆
−1
g
]→ R by
(7.5.30) η∗(δ) =
{
dµ · δωµ if δ ∈ Iµ
Γν if δ ∈ Ibadν .
As shown above, we have c · η∗(δ) ≤ ηmin(δ) ≤ C · η∗(δ) for δ ∈
[
∆g, ∆
−1
g
]
, hence we
obtain the main estimate in the conclusion of the procedure APPROXIMATE RATIONAL
FUNCTION (finite-precision). This completes the explanation. 
As mentioned before, by applying the procedure APPROXIMATE RATIONAL FUNC-
TION we compute a function η∗(δ) satisfying the conditions of the algorithm FIT BASIS
TO CONVEX BODY (finite-precision). This completes the explanation.

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7.6. Compressing Norms in Finite-Precision
We assume that ∆min ≤ ∆ǫ ≤ ∆g ≤ ∆0 ≤ 1 are as in theMain Assumptions in Section
7.2. In particular, ∆min = 2
−S (S = KmaxS) denotes the machine precision of our computer,
and ∆0 = 2
−S. We assume that ∆ǫ ≤ ∆Cg for a large enough universal constant C.
Let µ be a linear functional on RD given in the form µ(v) = v · w, where w ∈ RD is
given as w = (w1, · · · , wD). We define
‖µ‖ := max
1≤i≤D
|wi| .
We say that µ is specified with parameters (∆g, ∆ǫ) if ‖µ‖ ≤ ∆−1g and if wj is specified to
precision ∆ǫ for each i = 1, · · · , D. This means that machine numbers wfini are given with∣∣wi −wfini ∣∣ ≤ ∆ǫ for each 1 ≤ i ≤ D.
We assume that the following data are given.
• We fix a machine number ∆ ∈ [∆g, 1] of the form ∆ = 2−KS for an integer K ≥ 1.
• We specify linear functionals µ1, · · · , µL on RD with parameters (∆g, ∆ǫ). We as-
sume that L ≤ ∆−1g , and that D ≤ C˜ for a universal constant C˜.
• We fix an S-bit machine number p > 1.
We denote |v| =
(
D∑
i=1
|vi|p
)1/p
for v = (v1, · · · , vD) ∈ RD.
ALGORITHM: COMPRESS NORMS (FINITE-PRECISION VERSION).
Fix 1 < p <∞, and fix an integer D ≥ 1 as above. Let µ1, · · · , µL be linear functionals
on RD, and let ∆ ∈ [∆g, 1] be as above.
We compute linear functionals µ∗1, · · · , µ∗D on RD such that
(7.6.1) c ·
D∑
i=1
|µ∗i (v)|p ≤
L∑
ℓ=1
|µℓ(v)|p + ∆p|v|p ≤ C ·
D∑
i=1
|µ∗i (v)|p for all v ∈ RD.
The µ∗i are represented as v 7→ v · ∗wi where ∗wi = ( ∗wi1, · · · , ∗wiD) and the ∗wik are computed
with parameters (∆Cg , ∆
−C
g ∆ǫ).
This computation requires work and storage at most CL.
Here, c > 0 and C ≥ 1 are universal constants.
EXPLANATION: We proceed by induction on D.
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First consider the base case D = 1. The given functionals on R1 have the form µℓ(v) =
wℓ ·v (1 ≤ ℓ ≤ L), where the numberswℓ are specified with parameters (∆g, ∆ǫ). We define
γ :=
(|w1|p + · · ·+ |wL|p + ∆p)1/p. Using Lemma 7.2.2, we compute a machine number γ̂
such that 1
2
γ ≤ γ̂ ≤ 2γ. Define the functional µ∗1(v) = γ̂ · v on R1. Then the estimate (7.6.1)
holds with c = 1
2
and C = 2.
We now treat the induction step. Fix an integer D ≥ 2. We assume by induction that
the algorithm COMPRESS NORMS has been established when D is replaced by D− 1.
We write c, c ′, C, C ′, etc., to denote constants depending only on p andD.
We define the functionals
(7.6.2) ωi(v) := ∆ · vi for v = (v1, · · · , vD) ∈ RD, for each i = 1, · · · , D.
Let {µ1, · · · , µL} denote the collection {µ1, · · ·µL, ω1, · · · , ωD} of linear functionals on
RD. Except for minor modifications, we mimic the computation in the infinite-precision
version of COMPRESS NORMS (see Section 2.8), using the collection {µ1, · · · , µL} as input.
We include the extra functionals ωi in order to ensure that we never encounter division
by a small number. This leads to the required numerical stability. We provide details of
the computation below.
For each 1 ≤ i ≤ L, we write
µi(v1, · · · , vD) := β∗i · vD + µi(v1, · · · , vD−1, 0)(7.6.3)
= ǫi ·
[
βivD − µ˜i(v1, · · · , vD−1)
]
,
where βi = |β∗i |, ǫi = sgn(β∗i ), and µ˜i(v1, · · · , vD−1) = −ǫi · µi(v1, · · · , vD−1, 0). Here, sgn(·)
denotes the “signum” function: sgn(α) = 1 if α ≥ 0, and sgn(α) = −1 if α < 0.
The numbers β∗i in (7.6.3) are given with parameters (∆g, ∆ǫ), since the functionals µℓ
are given with parameters (∆g, ∆ǫ) and the ωi are given exactly. Hence, we can compute
βi with parameters (∆g, 10∆ǫ) for each i. We cannot compute ǫi or µ˜i with any accuracy
unless |β∗i | > ∆ǫ, but this remark will not cause much difficulty.
We set ∆1 = ∆
C0
g , for a universal constant C0 ∈ N that will be determined later. Recall
that βi is specified to precision ∆ǫ, and that ∆ǫ ≤ 14∆C0g = 14∆1. Hence, we can compute a
subset Ifin ⊂ {1, · · · , L} such that
(7.6.4) βi ≤ 2∆1 for i /∈ Ifin, and βi ≥ ∆1 for i ∈ Ifin.
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(Just compare the machine approximation of each βi to
3
2
∆1.)
We compute ǫi = sgn(β
∗
i ) exactly if i ∈ Ifin, since then we have |β∗i | = βi ≥ ∆1 ≥ 2∆ǫ.
(We do not attempt to compute ǫi for i /∈ Ifin.) Hence, we can compute the functional µ˜i
with parameters (∆g, ∆ǫ) for each i ∈ Ifin.
Alternatively, for each i /∈ Ifin, we define the functional ˜˜µi(v1, · · · , vD−1) = µi(v1, · · · , vD−1, 0),
which is given with parameters (∆g, ∆ǫ). We have either ˜˜µi = −µ˜i or ˜˜µi = µ˜i, though we
do not guarantee which case occurs.
We have µi0 = ωD for some i0 ∈ {1, · · · , L}. From (7.6.2), we see that βi0 = ∆ ≥ ∆g >
2∆1, since βi0 is the magnitude of the coefficient of vD in µi0 = ωD. Hence, i0 ∈ Ifin, thanks
to (7.6.4). Therefore,
(7.6.5) B :=
∑
i∈Ifin
|βi|p ≥ |βi0|p = ∆p
Each βi in (7.6.5) is given with parameters (∆g, ∆ǫ). Hence, we can computeB to precision
L · ∆−Cg ∆ǫ ≤ ∆−C ′g ∆ǫ, since #(Ifin) ≤ L ≤ ∆−Cg (note: the error invoked in computing each
exponentiation |βi|p is bounded by ∆−Cg ∆ǫ). Clearly, also B ∈
[
∆Cg , ∆
−C
g
]
. Hence, for each
i ∈ Ifin, we can compute Prob(i) := |βi|p /Bwith parameters (1, ∆−Cg ∆ǫ).
Recall that the coefficients of µ˜i : R
D−1 → R are bounded by ∆−1g , and D ≤ C. There-
fore,
(7.6.6) |µ˜i(v1, · · · , vD−1)|p ≤ ∆−Cg |v|p .
The list {µ1, · · · , µL} consists of the functionals µℓ andωi (defined in (7.6.2)). Hence,
(7.6.7)
L∑
ℓ=1
|µℓ(v1, · · · , vD)|p + ∆p |v|p =
L∑
i=1
|µi(v1, · · · , vD)|p
which differs by at most a factor of C from
B · |vD − µ(v1, · · · , vD−1)|p(7.6.8)
+
{
B ·
∑
i∈Ifin
Prob(i) · ∣∣µ(v1, · · · , vD−1) − β−1i µ˜i(v1, · · · , vD−1)∣∣p
+
[∑
i /∈Ifin
|βivD − µ˜i(v1, · · · , vD−1)|p
]}
,
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where
µ(v1, · · · , vD−1) :=
∑
i∈Ifin
Prob(i) · {β−1i µ˜i(v1, · · · , vD−1)}(7.6.9)
= B−1 ·
∑
i∈Ifin
βp−1i · µ˜i(v1, · · · , vD−1).
These estimates are proven using the same method as in the derivation following (2.8.3).
(In contrast to the prior setting, we no longer guarantee here that βi = 0 for i /∈ Ifin, which
explains why the third line in (7.6.8) contains the extra term βivD.)
Note that Ifin 6= ∅, as we saw just before (7.6.5). Recall that |Prob(i)| ≤ 1 for each i,
and that βi ≥ ∆1 = ∆C0g for each i ∈ Ifin. Therefore, from (7.6.9) we see that
‖µ‖ ≤ #(Ifin) · ∆−Cg ·max
i
{‖µ˜i‖} ≤ ∆−C ′g .
Moreover, we can compute µ in (7.6.9) to precision ∆−Cg ∆ǫ. Hence, we can compute µwith
parameters (∆Cg , ∆
−C
g ∆ǫ).
We next estimate the term inside the brackets in (7.6.8). Applying the estimate
||x + y|p − |x|p| ≤ p · |y| · (|x| + |y|)p−1, we have∣∣∣∣∣∑
i /∈Ifin
|βivD − µ˜i(v1, · · · , vD−1)|p −
∑
i /∈Ifin
|µ˜i(v1, · · · , vD−1)|p
∣∣∣∣∣
≤ p ·
∑
i /∈Ifin
|βivD| ·
{|βivD|+ |µ˜i(v1, · · · , vD−1)|}p−1
≤ CL∆−Cg ∆1 |v|p ≤ ∆C0−C
′
g |v|p .
The constant C ′ is independent of C0. Here, we use estimate (7.6.6), that |βi| ≤ 2∆1 for
i /∈ Ifin (see (7.6.4)), and that the number of relevant i is bounded by L ≤ ∆−Cg . Hence,
S− ∆C0−C
′
g |v|p ≤
[
bracketed expression in (7.6.8)
]
≤ S+ ∆C0−C ′g |v|p ,
where S :=
∑
i /∈Ifin
|µ˜i(v1, · · · , vD−1)|p .
We now fix the constant C0 used to define ∆1 = ∆
C0
g . We take C0 much larger than C
′
above, so that the junk term ∆C0−C
′
g |v|p is bounded by 110(C)−1∆pg |v|p ≤ 110(C)−1∆p |v|p.
Hence, we can replace the expression inside square brackets in (7.6.8) withS, and we can
absorb the junk term ∆C0−C
′
g |v|p into the junk term ∆p |v|p in (7.6.7). Consequently,
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L∑
ℓ=1
|µℓ(v1, · · · , vD)|p + ∆p |v|p differs by at most a factor of C ′′ from
B · |vD − µ(v1, · · · , vD−1)|p
+
{
B ·
∑
i∈Ifin
Prob(i) · ∣∣µ(v1, · · · , vD−1) − β−1i µ˜i(v1, · · · , vD−1)∣∣p
+
[∑
i /∈Ifin
|µ˜i(v1, · · · , vD−1)|p
]}
We add ∆p |(v1, · · · , vD−1)|p to both expressions in the previous sentence. Note that
∆p |(v1, · · · , vD−1)|p + ∆p |v|p differs by at most a factor of 2 from ∆p |v|p. Therefore,
L∑
ℓ=1
|µℓ(v1, · · · , vD)|p + ∆p |v|p differs by at most a factor of C ′′′ from
B · |vD − µ(v1, · · · , vD−1)|p(7.6.10)
+
{∑
i∈Ifin
|βiµ(v1, · · · , vD−1) − µ˜i(v1, · · · , vD−1)|p
+
∑
i /∈Ifin
∣∣∣˜˜µi(v1, · · · , vD−1)∣∣∣p + ∆p |(v1, · · · , vD−1)|p}
(Recall that Prob(i) = |βi|p /B and that µ˜i = ±˜˜µi.) We consider the functionals arising
inside the curly brackets above, namely
µ̂i(v1, · · · , vD−1) :=
{
βiµ(v1, · · · , vD−1) − µ˜i(v1, · · · , vD−1) if i ∈ Ifin.˜˜µi(v1, · · · , vD−1) if i /∈ Ifin
Note that ‖µ̂i‖ ≤ ∆−Cg , since the same upper bound holds for µ, ˜˜µi = ±µ˜i, and βi. More-
over, each µ̂i can be computed to precision ∆
−C
g ∆ǫ. Hence, we can compute µ̂i (1 ≤ i ≤ L)
with parameters (∆Cg , ∆
−C
g ∆ǫ).
The functionals µ̂i are given with parameters (∆
C
g , ∆
−C
g ∆ǫ) and ∆
C
g ≤ ∆g ≤ ∆ ≤ 1.
Hence, by the induction hypothesis, we can compute functionals µ∗1, · · · , µ∗D−1 : RD−1 → R
such that
D−1∑
i=1
|µ∗i (v1, · · · , vD−1)|p
differs by at most a factor of C from the expression in curly brackets in (7.6.10). The
µ∗1, · · · , µ∗D−1 are specified with parameters (∆C ′g , ∆−C ′g ∆ǫ).
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We define
µ∗D(v1, · · · , vD) := B1/p · [vD − µ(v1, · · · , vD−1)] .
We can compute µ∗D with parameters (∆
C
g , ∆
−C
g ∆ǫ), since the same is true of B and µ, and
since B ≥ ∆p ≥ ∆pg (see (7.6.5)).
Thus, from (7.6.10), we see that
c ·
 L∑
ℓ=1
|µℓ(v1, · · · , vD)|p + ∆p |v|p

≤ |µ∗D(v1, · · · , vD)|p +
D−1∑
i=1
|µ∗i (v1, · · · , vD−1)|p
≤ C ·
 L∑
ℓ=1
|µℓ(v1, · · · , vD)|p + ∆p |v|p
 .
This completes the explanation of the finite-precision version of COMPRESS NORMS.

7.7. Algorithm: Optimize via Matrix
We define ∆min ≤ ∆ǫ ≤ ∆g ≤ ∆0 ≤ 1 as in the Main Assumptions in Section 7.2. In
particular, ∆min = 2
−S (S = KmaxS) denotes the machine precision of our computer, and
∆0 = 2
−S. We assume that ∆ǫ ≤ ∆Cg for a large enough universal constant C.
We are given the following data:
• We fix a machine number ∆ ∈ [∆g, 1] of the form ∆ = 2−KS for an integer K ≥ 1.
• We are given a matrix A = (aℓj)1≤ℓ≤L
1≤j≤J
. The numbers aℓj are specified with param-
eters (∆g, ∆ǫ). We have 1 ≤ L ≤ ∆−1g and 1 ≤ J ≤ C for a universal constant
C.
• We fix an S-bit machine number p > 1.
ALGORITHM: OPTIMIZE VIA MATRIX (FINITE-PRECISION).
Given 1 < p <∞, given ∆, and given a matrix A = (aℓj)1≤ℓ≤L
1≤j≤J
as above, we compute a
matrix B = (bjℓ)1≤j≤J
1≤ℓ≤L
. We guarantee that the following conditions hold.
Let y1, · · · , yL be real numbers, and set x∗j =
∑L
ℓ=1 bjℓyℓ for each j = 1, · · · , J.
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Then
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx
∗
j |p ≤ C1 ·
[
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p + ∆p
J∑
j=1
|xj|p
]
for any real numbers x1, · · · , xJ.
The numbers bjℓ are computed with parameters (∆
C1
g , ∆
−C1
g ∆ǫ).
The algorithm requires work and storage at most C1 · L.
Here, C1 is a universal constant.
EXPLANATION . We write c, C, C ′, etc., to denote universal constants.
We proceed by induction on J. We first handle the case J = 1.
Assume that an L × 1 matrix (aℓ)1≤ℓ≤L is given, with each number aℓ specified with
parameters (∆g, ∆ǫ).
Let y1, · · · , yL be given real numbers.
We define y0 = 0 and a0 = ∆.
We compute an index set L ⊂ {0, · · · , L} such that |aℓ| ≥ ∆10g for ℓ ∈ L, and |aℓ| ≤ 2∆10g
for ℓ ∈ {0, · · · , L} \L. To do so, we compare the machine approximation of each |aℓ| to the
machine number 3
2
∆10g .
Note that a0 = ∆ ≥ ∆g > 2∆10g , which implies that 0 ∈ L. In particular, L 6= ∅.
If |aℓ| ≤ 2∆10g then the quantities |yℓ| + 2∆10g · |x| and |yℓ + aℓx| + 2∆10g · |x| differ by at
most a factor of 2, thanks to the triangle inequality. Thus,
|yℓ + aℓx|p + ∆10pg · |x|p ∼ |yℓ|p + ∆10pg · |x|p
for ℓ ∈ {0, · · · , L} \ L,
whereA ∼ B indicates that c ·A ≤ B ≤ C ·A for some universal constants c > 0 andC ≥ 1.
Therefore, we have
L∑
ℓ=0
|yℓ + aℓx|p + E(x)(7.7.1)
∼
∑
ℓ∈L
|yℓ + aℓx|p +
∑
ℓ∈{0,··· ,L}\L
|yℓ|p + E(x),
where E(x) = #({0, · · · , L} \ L) · ∆10pg · |x|p .
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Since L ≤ ∆−1g , it follows that E(x) ≤ ∆pg · |x|p ≤ ∆p · |x|p = |y0 + a0x|p. Therefore, because
|y0 + a0x|p is a summand on both sides of (7.7.1), we can discard the error term E(x) and
obtain
L∑
ℓ=0
|yℓ + aℓx|p ∼
∑
ℓ∈L
|yℓ + aℓx|p +
∑
ℓ∈{0,··· ,L}\L
|yℓ|p .
We write this estimate in the form
L∑
ℓ=0
|yℓ + aℓx|p ∼
∑
ℓ∈L
|yℓ + x|p · |aℓ|p +
∑
ℓ∈{0,··· ,L}\L
|yℓ|p ,(7.7.2)
where we define yℓ :=
yℓ
aℓ
.
Now, wewant tominimize the expression T (x) =∑ℓ∈L |yℓ + x|p·|aℓ|p up to a universal
constant factor. We define

x∗ := −
∑
ℓ∈L
yℓ · Prob(ℓ), where
Prob(ℓ) :=
(∑
ℓ ′∈L
|aℓ ′|p
)−1
· |aℓ|p for ℓ ∈ L.
Recall that L 6= ∅, hence Prob(ℓ) is a well-defined probability measure on L. By applying
(2.8.1) we conclude that T (x∗) ≤ C · T (x) for all x ∈ R. Therefore, we have
L∑
ℓ=0
|yℓ + aℓx|p ≤ C ′ ·
L∑
ℓ=0
|yℓ + aℓx∗|p .
Because y0 = 0 and a0 = ∆, this implies that
L∑
ℓ=1
|yℓ + aℓx|p ≤ C ′ ·
[
L∑
ℓ=1
|yℓ + aℓx∗|p + ∆p |x|p
]
,
as desired in the case J = 1 of our algorithm. Note that

x∗ = −
∑
ℓ∈L
yℓ · Prob(ℓ) =
∑
ℓ∈L\{0}
yℓ · bℓ, where
bℓ = −
(∑
ℓ ′∈L
|aℓ ′|p
)−1
· |aℓ|p · a−1ℓ for ℓ ∈ L \ {0}.
It is safe to discard the ℓ = 0 term in the sum, because y0 = y0 = 0 by definition. Note that
|aℓ| and |aℓ ′|, for ℓ, ℓ ′ ∈ L, belong to the interval [∆10g , ∆−1g ]. Therefore, we can compute
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|aℓ ′|p and |aℓ|p to precision ∆−Cg ∆ǫ; moreover, we can compute the expression (· · · )−1 - in
the formula for bℓ - with precision ∆
−C
g ∆ǫ. Thus, we can compute the coefficients bℓ, for
each ℓ ∈ L\{0}, with precision ∆−Cg ∆ǫ. Furthermore, note that each |bℓ| is bounded by ∆−Cg
for a universal constant C ≥ 1.
All the remaining coefficients bℓ, for ℓ ∈ {1, · · · , L} \ L, are defined to be 0. Thus,
x∗ =
∑L
ℓ=1 yℓ · bℓ, and bℓ can be computed with the desired parameters. Thus, we have
established the case J = 1 of our algorithm.
For the general case, we use induction on J.
Let J ≥ 2, and let 1 < p < ∞ and assume that we are given an L × J matrix A =
(aℓj)1≤ℓ≤L
1≤j≤J
. We assume that the numbers aℓj are specified with parameters (∆g, ∆ǫ).
Let real numbers y1, · · · , yL be given.
We have
(7.7.3)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p =
L∑
ℓ=1
|ŷℓ +
J−1∑
j=1
aℓjxj|p ((x1, · · · , xJ) ∈ RJ),
using new variables
(7.7.4) ŷℓ = yℓ + aℓJ · xJ for 1 ≤ ℓ ≤ L.
By applying the algorithm OPTIMIZE VIA MATRIX recursively to 1 < p < ∞ and the
submatrix (aℓj) 1≤ℓ≤L
1≤j≤J−1
, we compute a matrix (b̂jℓ)1≤j≤J−1
1≤ℓ≤L
such that the following holds.
• We compute the numbers b̂jℓ with parameters (∆Cg , ∆−Cg ∆ǫ) for a universal con-
stant C.
• Let ŷ1, · · · , ŷL be given, and set
(7.7.5) x̂j =
L∑
ℓ=1
b̂jℓŷℓ for 1 ≤ j ≤ J − 1.
Then, for any real numbers x1, · · · , xJ−1, we have
(7.7.6)
L∑
ℓ=1
|ŷℓ +
J−1∑
j=1
aℓjx̂j|p ≤ C ·
[
L∑
ℓ=1
|ŷℓ +
J−1∑
j=1
aℓjxj|p + ∆p
J−1∑
j=1
|xj|p
]
.
Using (7.7.3)-(7.7.6), we draw the following conclusion.
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Let real numbers y1, · · · , yL be given, and let x1, · · · , xJ be arbitrary. We define ŷ1, · · · , ŷL
by (7.7.4), next define x̂1, · · · , x̂J−1 by (7.7.5), and finally set
(7.7.7) x̂J = xJ.
Then
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx̂j|p ≤ C ·
[
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p + ∆p
J−1∑
j=1
|xj|p
]
,
hence
(7.7.8)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx̂j|p + ∆p · |x̂J|p ≤ C ·
[
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p + ∆p
J∑
j=1
|xj|p
]
,
and moreover
(7.7.9) x̂j =
L∑
ℓ=1
b̂jℓ · (yℓ + aℓJx̂J) for j = 1, · · · , J− 1.
Thus,
x̂j =
L∑
ℓ=1
b̂jℓyℓ + gjx̂J, where(7.7.10)
gj :=
L∑
ℓ=1
b̂jℓaℓJ for j = 1, · · · , J− 1.(7.7.11)
We compute the numbers gj with parameters (∆
C ′
g , ∆
−C ′
g ∆ǫ) usingwork at mostCL. This is
possible because L ≤ ∆−1g and because of parameters with which b̂jℓ and aℓj are specified.
In the above discussion, the numbers x1, · · · , xJ are arbitrary, the numbers x̂1, · · · , x̂J−1 are
defined from x̂J by (7.7.9), and x̂J = xJ.
Next, note that
yℓ +
J∑
j=1
aℓjx̂j = yℓ +
J−1∑
j=1
aℓj
[
L∑
ℓ ′=1
b̂jℓ ′yℓ ′ + gjx̂J
]
+ aℓJx̂J
=
{
yℓ +
J−1∑
j=1
aℓj
L∑
ℓ ′=1
b̂jℓ ′yℓ ′
}
+
{
aℓJ +
J−1∑
j=1
aℓjgj
}
x̂J
=: youchℓ + hℓ · x̂J.
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Here,
(7.7.12) youchℓ = yℓ +
J−1∑
j=1
aℓj
L∑
ℓ ′=1
b̂jℓ ′yℓ ′,
and
(7.7.13) hℓ = aℓJ +
J−1∑
j=1
aℓjgj for ℓ = 1, · · · , L.
Thus,
(7.7.14)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx̂j|p =
L∑
ℓ=1
|youchℓ + hℓx̂J|p.
Here, (7.7.14) holds whenever x̂1, · · · , x̂J−1 are determined from x̂J via (7.7.10).
We compute the numbers hℓ with parameters (∆
C
g , ∆
−C
g ∆ǫ), using work at most CL.
Note that it is too expensive to compute youchℓ for all ℓ (1 ≤ ℓ ≤ L); that computation
would require ∼ L2J work. However, the youchℓ defined above are independent of our
choice of x̂J.
Applying the known case J = 1 of our algorithm OPTIMIZE VIA MATRIX, we compute
from the hℓ a vector of coefficients γℓ (1 ≤ ℓ ≤ L), for which the following holds.
• We compute the numbers γℓ with parameters (∆Cg , ∆−Cg ∆ǫ) for a universal constant
C.
• Let
(7.7.15) xˇJ =
L∑
ℓ=1
γℓy
ouch
ℓ .
Then
L∑
ℓ=1
|youchℓ + hℓxˇJ|p ≤ C ·
[
L∑
ℓ=1
|youchℓ + hℓx̂J|p + ∆p · |x̂J|p
]
for any real number x̂J.
We thus learn the following.
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Let xˇ1, · · · , xˇJ−1 be defined from xˇJ as in (7.7.10), i.e.,
(7.7.16) xˇj :=
L∑
ℓ=1
b̂jℓyℓ + gjxˇJ for j = 1, · · · , J− 1.
Let x̂J be any real number, and let x̂1, · · · , x̂J−1 be determined from x̂J by (7.7.10). Then
(7.7.17)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxˇj|p ≤ C ·
[
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjx̂j|p + ∆p · |x̂J|p
]
(See (7.7.14).)
From (7.7.8) and (7.7.17), we see that
(7.7.18)
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxˇj|p ≤ C ·
[
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p + ∆p
J∑
j=1
|xj|p
]
.
Here, xˇ1, · · · , xˇJ are computed from (7.7.15),(7.7.16); and x1, · · · , xJ are arbitrary.
We produce efficient formulas for the xˇj. Putting (7.7.12) into (7.7.15), we find that
xˇJ =
L∑
ℓ=1
γℓ ·
{
yℓ +
J−1∑
j=1
aℓj
L∑
ℓ ′=1
b̂jℓ ′yℓ ′
}
=
L∑
ℓ=1
γℓ · yℓ +
L∑
ℓ ′=1
J−1∑
j=1
[
L∑
ℓ=1
γℓaℓj
]
b̂jℓ ′yℓ ′
=
L∑
ℓ=1
{
γℓ +
J−1∑
j=1
[
L∑
ℓ ′=1
γℓ ′aℓ ′j
]
b̂jℓ
}
· yℓ.
Therefore, setting
(7.7.19) ∆j =
L∑
ℓ=1
γℓaℓj for j = 1, · · · , J− 1
and
(7.7.20) b##Jℓ = γℓ +
J−1∑
j=1
∆jb̂jℓ for ℓ = 1, · · · , L
we find that
(7.7.21) xˇJ =
L∑
ℓ=1
b##Jℓ yℓ.
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Substituting (7.7.21) into (7.7.16), we find that
xˇj =
L∑
ℓ=1
{
b̂jℓ + gjb
##
Jℓ
}
yℓ for j = 1, · · · , J− 1.
Thus, setting
b##jℓ = b̂jℓ + gjb
##
Jℓ for j = 1, · · · , J− 1,(7.7.22)
ℓ = 1, · · · , L
we have
(7.7.23) xˇj =
L∑
ℓ=1
b##jℓ yℓ for j = 1, · · · , J− 1.
Recalling (7.7.21), we see that (7.7.23) holds for j = 1, · · · , J. Thus, with xˇ1, · · · , xˇJ defined
by (7.7.23), we have
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxˇj|p ≤ C ·
[
L∑
ℓ=1
|yℓ +
J∑
j=1
aℓjxj|p + ∆p
J∑
j=1
|xj|p
]
for any real numbers x1, · · · , xJ. (See (7.7.18).)
So the matrix B = (b##jℓ )1≤j≤J
1≤ℓ≤L
is as promised in our algorithm.
We make a few additional remarks on the computation of (b##jℓ )1≤j≤J
1≤ℓ≤L
.
• Recall that the numbers γℓ, aℓj, and b̂jℓ are given with parameters (∆Cg , ∆−Cg ∆ǫ).
Also recall that L ≤ ∆−1g .
• Thus, the numbers ∆j (1 ≤ j ≤ J− 1) in (7.7.19) can be computed with parameters
(∆Cg , ∆
−C
g ∆ǫ).
• Consequently, the numbers b##Jℓ (1 ≤ ℓ ≤ L) in (7.7.20) can be computed with
parameters (∆Cg , ∆
−C
g ∆ǫ).
• Recall that the numbers gj (1 ≤ j ≤ J − 1) in (7.7.11) can be computed with
parameters (∆Cg , ∆
−C
g ∆ǫ).
• Therefore, the numbers b##jℓ (1 ≤ j ≤ J− 1, 1 ≤ ℓ ≤ L) in (7.7.22) can be computed
with parameters (∆Cg , ∆
−C
g ∆ǫ).
• Thus, the matrix B = (b##jℓ ) can be computed to the accuracy promised in the
algorithm.

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7.8. Statement of Main Technical Results
We will prove a modified version of the Main Technical Results for A (see Chapter 3),
which accounts for the rounding errors that can arise in the computation.
We define a norm |P| :=
(∑
α∈M
|∂αP(0)|p
)1/p
for P ∈ P . Thus, |P| denotes the ℓp-norm
of the vector (∂αP(0))α∈M. We will always use this norm in the course of the proof.
We fix an integer S ≥ 1.
We are given a finite set E ⊂ 1
32
Q◦, with Q◦ = [0, 1)n. We assume that N = #(E) ≥ 2.
We additionally assume that E consists of S-bit machine points. Thus,
(7.8.1) |x− x ′| ≥ ∆0 for distinct x, x ′ ∈ E,
where ∆0 := 2
−S. Hence,
(7.8.2) #(E) = N ≤ ∆−n0 .
For ∆1, ∆2 ∈ (0, 1], we write ∆1 ≪ ∆2 to indicate that ∆1 ≤ ∆C2 for a sufficiently large
universal constant C.
We introduce constants ∆◦ǫ := 2
−K1S,∆◦g := 2
−K2S, and∆◦junk := 2
−K3S as in Theorem 7.4.1.
Here, K1, K2, K3 are positive integers, which are assumed to be sufficiently well-separated
in the sense that K1 ≥ C · K2 ≥ C2 · K3 for a large enough universal constant C.
For each A ⊂ M, we will use parameters ∆ǫ(A) = ∆K1(A)0 , ∆g(A) = ∆K2(A)0 , and
∆junk(A) = ∆K3(A)0 for integer exponents K1(A) ≥ K2(A) ≥ K3(A) ≥ 1. We assume the
exponents are chosen so that
∆ǫ(M)≪ · · · ≪ ∆ǫ(∅)≪ ∆◦ǫ(7.8.3)
≪ ∆◦g ≪ ∆g(∅)≪ · · · ≪ ∆g(M)
≪ ∆junk(M)≪ · · · ≪ ∆junk(∅)≪ ∆◦junk
≪ ∆0.
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In particular,
(7.8.4)


∆ǫ(∅) ≤ (∆◦ǫ)C
∆◦g ≤ (∆g(∅))C
∆junk(∅) ≤ (∆◦junk)C
and
(7.8.5)


∆ǫ(A−) ≤ ∆ǫ(A+)C
∆g(A+) ≤ ∆g(A−)C
∆junk(A−) ≤ ∆junk(A+)C
∆ǫ(∅) ≤ ∆g(∅)C
∆g(M) ≤ ∆junk(M)C
∆junk(∅) ≤ ∆C0
for any A+ > A− and for a large enough universal constant C. We refer the reader to Sec-
tion 2.6 for the definition of the order relation > on sets of multiindices. The conditions in
(7.8.3), (7.8.4), (7.8.5) are clearly consistent with one another. We will use these conditions
throughout the course of the proof.
We assume throughout the course of the proof that we can perform arithmetic oper-
ations on S-bit machine numbers to precision ∆min = 2
−S, where S = KmaxS. Here, the
parameter Kmax ∈ N is larger than all the exponents Kj(A) (for all A ⊂M and j = 1, 2, 3).
TheMain Technical Results forA are as in Chapter 3, with the followingmodifications.
• We define a dyadic decomposition CZ(A) of Q◦. We guarantee all the properties
(CZ1)· · · (CZ5) in Chapter 3. We further guarantee that
(7.8.6) δQ ≥ 1
32
· ∆0 for all Q ∈ CZ(A).
Hence, each cube inCZ(A) has S˜-bit machine points as corners, where S˜ ≤ S+100.
Thus, we can store each cube in CZ(A) on our computer using at most C units of
storage (for a universal constant C). However, we will not compute all the cubes
in CZ(A) for this would require too much work.
• We let CZmain(A) consist of all the cubes Q ∈ CZ(A) such that 6564Q ∩ E 6= ∅. For
eachQ ∈ CZmain(A), we will computeΩ(Q,A), Ξ(Q,A), and T(Q,A) as in the three
bullet points below.
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• The assistsω ∈ Ω(Q,A) are to be given in short formwith parameters (∆g(A), ∆ǫ(A)).
• The functionals ξ ∈ Ξ(Q,A)) are to be given in short form with parameters
(∆g(A), ∆ǫ(A)) in terms of the assists Ω(Q,A).
We define
M(Q,A)(f, P) :=
 ∑
ξ∈Ξ(Q,A)
|ξ(f, P)|p
1/p .
For each (f, P) ∈ X( 65
64
Q ∩ E)⊕P , we guarantee that
c · ‖(f, P)‖(1+a(A))Q ≤M(Q,A)(f, P) ≤ C ·
[
‖(f, P)‖ 65
64
Q + ∆junk(A) · |P|
]
.
• The operators T(Q,A) map X( 6564Q ∩ E)⊕P into X.
(E1): T(Q,A)(f, P) = f on (1+ a(A))Q ∩ E for each (f, P).
(E2): ‖T(Q,A)(f, P)‖pX((1+a(A))Q)+δ−mpQ ‖T(Q,A)(f, P)−P‖pLp((1+a(A))Q) ≤ C
[
M(Q,A)(f, P)
]p
for each (f, P).
(E3): T(Q,A) hasΩ(Q,A)-assisted depth at most C.
• The only modification to the algorithm CZ-ORACLE is as follows:
We assume that the query x ∈ Q◦ is an S-bit machine point. We compute a list of
all the cubes Q ∈ CZ(A−) such that x ∈ 65
64
Q.
(Recall that S = KmaxS is the maximum bit length of a machine number repre-
sentable on our computer.)
• The algorithm COMPUTE MAIN-CUBES is unchanged. We compute and store all
the cubes in CZmain(A).
• The only modifications to the algorithm COMPUTE FUNCTIONALS are as follows:
The functionalsω ∈ Ω(Q,A) are computed in short formwith parameters (∆g(A), ∆ǫ(A)).
The functionals ξ ∈ Ξ(Q,A) are computed in short formwith parameters (∆g(A), ∆ǫ(A))
in terms of the assistsΩ(Q,A).
• The only modifications to the algorithm COMPUTE EXTENSION OPERATORS are
as follows:
Let x ∈ Q◦ be an S-bit machine point, and let α ∈M. We compute the linear func-
tional (f, P) 7→ ∂α(T(Q,A)(f, P))(x) in short formwith parameters (∆g(A), ∆ǫ(A)) in
terms of the assistsΩ(Q,A). This requires work at most C logN, as before.
• All the constants c∗(A), S(A), ǫ1(A), ǫ2(A), a(A), c, Cdepend only onm,n, p, and
A. The constant S(A) ≥ 1 is an integer. We further assume that a(A) is an integer
power of 2. (This is a new assumption in the finite-precision case.)
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• We perform the above computations using one-time work at most CN logN and
storage at most CN.
7.9. Algorithms for Dyadic Cubes
We make the following assumptions.
• We are givenmachine numbers∆ǫ = 2−K1S and∆g = 2−K2S, for integersK1, K2 ≥ 1.
• We assume that our computer can perform arithmetic operations on S-bit ma-
chine numbers with precision ∆min = 2
−S, where S = Kmax · S.
• We assume that ∆min ≤ ∆Cǫ , ∆ǫ ≤ ∆Cg , and ∆g ≤ 2−CS for a large enough universal
constant C.
Whenever we refer to a machine number in this section, we mean an S-bit machine
number, with S as above.
We call a dyadic cuboid Q =
∏n
j=1 Ij ⊂ Rn a “machine cuboid” if each Ij is an interval
of the form [aj, bj), where aj and bj are machine numbers. Recall that each Ij is contained
in [0,∞), by definition of cuboids (see Section 4.1).
Let Q,Q ′ be given machine cuboids. The following task can be performed using one
unit of “work”:
(7.9.1) Compute the smallest machine cuboid Q containing both Q ′ and Q ′′.
Let us explain why we charge only one unit of work to perform the task (7.9.1).
We suppose that a non-negative machine number x is represented in the computer by
its binary digits (xi)−S≤i≤S, where
x =
+S∑
i=−S
xi2
i and each xi ∈ {0, 1}.
We suppose that the bit pattern (xi)−S≤i≤S fits in a singlemachineword. Given two distinct
non-negative machine numbers x, y with binary digits (xi)−S≤i≤S, (yi)−S≤i≤S respectively,
we return the largest i∗ for which xi∗ 6= yi∗ . Recall that in our model of computation for
finite-precision arithmetic, we assume that the computation of i∗ from (xi) and (yi) takes
one unit of “work”. (See Section 7.1.) Moreover, there are computers in use today for
which the computation of i∗ from (xi) and (yi) may be accomplished by executing O(1)
assembly language instructions.
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Note that the smallest smallest dyadic interval containing x and y has length 2i∗. It
follows easily that the task (7.9.1) may be accomplished using at most C operations. That
is why we consider it reasonable to charge one unit of “work” to carry out (7.9.1).
Therefore, we can determine whether Q < Q ′, Q ′ < Q, or Q = Q ′, using O(1) com-
puter operations. We refer here to the order relation < on dyadic cuboids defined in
Section 4.1.1.
We should point out that the task (7.9.1) appears to require more thanO(1) operations
in several standard models of computation (not used here). See the discussion of “quad
trees” and “segment trees” in [3].
Wewill obtainmodified versions of the algorithms in Section 4.1 for our finite-precision
model of computation.
We mention a common modification we will make to the statements of many of the al-
gorithms in Section 4.1. All the cuboids that are input data to an algorithm are assumed to
be machine cuboids. Similarly, all the cuboids that are produced as output data are guar-
anteed to be machine cuboids. We can clearly store a machine cuboid on our computer
using O(1) units of storage.
• Modification 1: We introduce a bit of notation relevant to the notion of DTrees
and ADTrees. See the discussion in Section 4.1.2.
Recall that each node x of a DTree T is marked with a dyadic cuboidQx. When
we speak of a DTree T in this section, it is assumed that Qx is a machine cuboid
for each x ∈ T .
Recall that each node x of an ADTree T is marked with linear functionals
µx1, · · · , µxD on RD. We write µxi : (v1, · · · , vD) 7→ D∑
j=1
θxijvj.
We will assume that D ≤ C for a universal constant C, in what follows.
We say that µx1, · · · , µxD are specified with parameters (∆g, ∆ǫ) if |θxij| ≤ ∆−1g
and if each θxij is specified to precision ∆ǫ. If that’s the case for each node x and if
the number of nodes of the ADTree is at most ∆−1g , then we say that the ADTree T
is specified with parameters (∆g, ∆ǫ).
• All of the algorithms that involve BTrees are combinatorial in nature, hence they
remain the same in our finite-precision model of computation. In particular,
BTREE1 and MAKE CONTROL TREE (deluxe edition and paperback edition) are
unchanged.
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• Modification 2: We make the following changes to the algorithm MAKE CON-
TROL TREE (HYBRID VERSION) (see Section 4.1.3).
Assume that an ADTree T is given with parameters (∆g, ∆ǫ), with each node x
in T marked by linear functionals µx1, · · · , µxD on RD. Also, we are given a machine
number ∆ ∈ [∆g, 1] of the form ∆ = 2−KS for an integer K ≥ 1.
Then we compute the control tree CT(T), with all its markings except for the
trees BT(ξ) (ξ ∈ CT(T)). For each node ξ ∈ CT(T), we compute functionals
µξ1, · · · , µξD : RD → R of the form
µξi : (v1, · · · , vD) 7→ D∑
j=1
θξijvj.
The numbers θξij are computed with parameters (∆
C
g , ∆
−C
g ∆ǫ). That is, we guaran-
tee that |θξij| ≤ ∆−Cg and each θξij is computed to precision ∆−Cg ∆ǫ. We guarantee
that for each ξ ∈ CT(T)we have
(7.9.2) c
D∑
i=1
|µξi (v)|p ≤
∑
x∈BT(ξ)
D∑
i=1
|µxi (v)|p + ∆p|v|p ≤ C
D∑
i=1
|µξi (v)|p.
Recall that we denote |v|p =∑j|vj|p for v = (v1, · · · , vD).
The work and storage requirements are the same as before.
That completes the list of modifications to the hybrid version of MAKE CON-
TROL TREE.
To obtain this result, we apply the finite-precision version of COMPRESS NORMS
(see Section 7.6) where before we used its infinite-precision counterpart. The
proof of (7.9.2) is exactly as before.
• Modification 3: In the algorithm ENCAPSULATE: Assume that T is a DTree with
N nodes such that each node x in T is marked with a machine cuboid Qx. We
perform CN(1 + logN) one-time work in space CN after which we can answer
queries. A query consists of a machine cuboid Q. The response to a query is an
encapsulation S ofQ, consisting of at most C+C logN nodes of CT(T). The work
and storage used to answer a query are at most C + C logN, where C denotes a
constant depending only on the dimension n.
For the explanation of the algorithm, just note that one can compare two ma-
chine cuboids to determine whether one contains the other, using at most C units
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of work. Thus, we can proceed as in the infinite-precision version of the algorithm
ENCAPSULATE using our finite-precision computer.
• Modification 4: In the algorithm ADPROCESS (see Section 4.1.4):
We assume our ADTree T is given with parameters (∆g, ∆ǫ). We are given a
machine number ∆ ∈ [∆g, 1] of the form ∆ = 2−KS for an integer K ≥ 1.
A query consists of a machine cuboid Q. The response to a query is a list of
linear functionals µQ1 , · · · , µQD on RD such that
c
D∑
i=1
|µQi (v)|p ≤
∑
x∈T
Qx⊂Q
D∑
i=1
|µxi (v)|p + ∆p log(∆−1g )|v|p(7.9.3)
≤ C
[
D∑
i=1
|µQi (v)|p + ∆p log(∆−1g )|v|p
]
for all v ∈ RD.
Each µQi has the form µ
Q
i : (v1, · · · , vD)→ D∑
j=1
θQijvj. We compute each θ
Q
ij with
parameters (∆Cg , ∆
−C
g ∆ǫ).
The work and storage requirements remain the same as before.
That completes the list of modifications to ADPROCESS.
We present the modifications needed in the explanation of the algorithm. We
use the finite-precision versions of the algorithms MAKE CONTROL TREE (HY-
BRID VERSION) and COMPRESS NORMS in place of their infinite-precision coun-
terparts. As part of the one-time work, we compute the control tree CT(T). Each
node ξ ∈ CT(T) is markedwith linear functionals µξ1, · · · , µξDwhich satisfy (7.9.2).
We compute the functionals µξk with parameters (∆
C
g , ∆
−C
g ∆ǫ).
Using the algorithm ENCAPSULATE, we respond to a query as follows.
Given a machine cuboidQ, we produce a set S of at most C+C logN nodes in
CT(T) such that {x ∈ T : Qx ⊂ Q} is the disjoint union over ξ ∈ S of BT(ξ). There-
fore, by the finite-precision version of MAKE CONTROL TREE (HYBRID VERSION)
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(seeModification 2 above), the expression
E1 =
∑
x∈T
Qx⊂Q
D∑
i=1
|µxi (v)|p +#(S) · ∆p · |v|p
=
∑
ξ∈S
 ∑
x∈BT(ξ)
D∑
i=1
|µxi (v)|p + ∆p · |v|p

differs by at most a factor of C from
E2 =
∑
ξ∈S
D∑
i=1
|µξi (v)|p.
Applying COMPRESS NORMS (finite-precision) (see Section 7.6) to the expres-
sion E2, we compute linear functionals µ
Q
1 , · · · , µQD such that E2 + ∆p · |v|p differs
by at most a factor of C from
D∑
i=1
|µQi (v)|p. Each functional µQi is computed with
parameters (∆Cg , ∆
−C
g ∆ǫ).
Therefore,
D∑
i=1
|µQi (v)|p differs by at most a factor of C from
E1 + ∆
p|v|p =
∑
x∈T
Qx⊂Q
D∑
i=1
|µxi (v)|p + (#(S) + 1) · ∆p · |v|p
Note that #(S) ≤ C+C log(#(T)) ≤ C log(∆−1g ), so the junk term (#(S) + 1) ·∆p ·
|v|p is bounded by C∆p log(∆−1g )|v|p. That concludes the proof of (7.9.3).
The work and storage requirements are as promised.
• Modification 5: In the algorithms MAKE FOREST, FILL IN GAPS, and MAKE
DTREE: All dyadic cuboids are assumed to be machine cuboids. The explana-
tions of these algorithms require no modification.
• Modification 6: In the algorithm COMPUTE NORMS FROM MARKED CUBOIDS:
We suppose our cuboidsQ1, · · · , QN have corners whose coordinates are S˜-bit
machine numbers, with S˜ ≤ CS for a universal constant C. Hence, N ≤ 2CnS ≤
∆−C0 , where we set ∆0 = 2
−S.
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We are given a machine number∆ ∈ [∆g, 1] of the form ∆ = 2−KS for an integer
K ≥ 1.
Each linear functional µQiℓ is given as µ
Qi
ℓ : (v1, · · · , vD) 7→ D∑
j=1
θiℓjvj. The num-
bers θiℓj are specified with parameters (∆g, ∆ǫ). We assume that N̂ :=
N∑
i=1
(Li+1) ≤
∆−1g .
A query consists of a dyadic cuboid Qwhose corners are machine points.
The response to a query Q is a list of linear functionals µ̂Q1 , · · · , µ̂QD : RD → R
for which we guarantee the estimate
c
D∑
j=1
|µ̂Qj (v)|p ≤
∑
Qi⊂Q
Li∑
j=1
|µQij (v)|p + ∆p∆−C0 log(∆−1g ) · |v|p
≤ C
[
D∑
j=1
|µ̂Qj (v)|p + ∆p∆−C0 log(∆−1g ) · |v|p
]
for all v ∈ RD.
Each µ̂Qi has the form µ
Q
i : (v1, · · · , vD) 7→ D∑
j=1
θQijvj. The numbers θ
Q
ij are com-
puted with parameters (∆Cg , ∆
−C
g ∆ǫ).
That completes the list of modifications to the algorithm COMPUTE NORMS
FROM MARKED CUBOIDS.
The explanation of the algorithm is as follows.
For each i = 1, · · · , N we apply the finite-precision version of COMPRESS
NORMS (see Section 7.6) to produce linear functionals µQij on R
D for 1 ≤ j ≤ D
such that
(7.9.4) c ·
D∑
j=1
∣∣∣µQij (v)∣∣∣p ≤ Li∑
j=1
∣∣∣µQij (v)∣∣∣p + ∆p · |v|p ≤ C · D∑
j=1
∣∣∣µQij (v)∣∣∣p .
Note that each Li ≤ ∆−1g by assumption, so the algorithm may be applied as
stated. The functionals µQij are given with parameters (∆
C
g , ∆
−C
g ∆ǫ).
Using the algorithm MAKE DTREE, we construct a DTree T with at most CN
nodes, such that each Qi is a node of T . We mark each Qi in T with the list of
functionals µQi1 , · · · , µQiD , and we mark all the other nodes in T with a list of linear
functionals that are all zero. When equipped with these markings, T forms an
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ADTree. Note that #(T) ≤ CN ≤ C∆−C0 ≤ ∆−1g . Hence, the ADTree T is specified
with parameters (∆Cg , ∆
−C
g ∆ǫ) (recall that µ
Qi
j are specified with such parameters).
We apply the algorithm ADPROCESS to the ADTree T . Thus, given a machine
cube Q, we can compute a list of linear functionals µ̂Q1 , · · · , µ̂QD on RD such that
c ·
D∑
j=1
∣∣∣µ̂Qj (v)∣∣∣p ≤ ∑
1≤i≤N
Qi⊂Q
D∑
j=1
∣∣∣µQij (v)∣∣∣p + ∆p log(∆−Cg ) · |v|p
≤ C ·
[
D∑
j=1
∣∣∣µ̂Qj (v)∣∣∣p + ∆p log(∆−Cg ) · |v|p
]
.
Note that ∆ ∈ [∆Cg , 1], so the algorithm may be applied as stated. Using (7.9.4),
we determine that
c ·
D∑
j=1
∣∣∣µ̂Qj (v)∣∣∣p ≤ ∑
1≤i≤N
Qi⊂Q
Li∑
j=1
∣∣∣µQij (v)∣∣∣p + E(v)
≤ C ·
[
D∑
j=1
∣∣∣µ̂Qj (v)∣∣∣p + E(v)
]
,
where E(v) =
∑
1≤i≤N
Qi⊂Q
∆p · |v|p + ∆p log(∆−Cg ) · |v|p. Since N ≤ ∆−C0 , we conclude that
E(v) ≤ ∆p∆−C0 log(∆−Cg ) · |v|p ≤ ∆p∆−C
′
0 log(∆
−1
g ) · |v|p. Thus, the previous estimate
implies the desired condition on the functionals µ̂Q1 , · · · , µ̂QD.
This completes the explanation of the finite-precision version of the algorithm
COMPUTE NORMS FROM MARKED CUBOIDS.
• The algorithm PLACING A POINT INSIDE TARGET CUBOIDS requires minor changes
in finite-precision: We assume thatQ1, · · · , QN are machine cuboids, and that the
query x is a machine point. The response to a query x is either one of the Qi con-
taining x, or else a promise that no such Qi exists. The work to answer a query is
at most C · (1+ logN). The explanation of the algorithm requires no modification.
The above bullet points conclude the description of the changes needed in Section 4.1.
We make several additional assumptions in Sections 4.2, 4.3, 4.4, 4.5. Aside from these
assumptions all the relevant algorithms are unchanged in our finite-precision model of
computation. The new assumptions are as follows.
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• Each point x ∈ E is an S-bit machine point (i.e., the coordinates of x are S-bit
machine numbers).
• All numbers are S-bit machine numbers and all given points are S-bit machine
points, where S = KmaxS.
• Each dyadic cuboid has S˜-bit machine points as corners, where S˜ ≤ CS.
7.10. CZ Decompositions
We describe the modifications required in Section 4.6.
We let ∆min = 2
−S denote the machine precision of our computer, where S = KmaxS.
We call a dyadic cube Q =
∏n
k=1 Ik ⊂ Rn a “machine cube” if each Ik is an interval of
the form [ak, bk), where ak and bk are machine numbers.
• In Sections 4.6.2 and 4.6.3, we are given a subset E ⊂ Q◦ = [0, 1)n. We assume that
each point in E is an S-bit machine point. Hence, |x − y| ≥ ∆0 = 2−S for distinct
x, y ∈ E.
• In Section 4.6.3, we are given a list ~∆ = (∆(x))x∈E consisting of positive real num-
bers. We assume that the numbers∆(x) are S˜-bit machine numbers, where S˜ ≤ CS
for a universal constant C ≥ 1. Hence, ∆(x) ≥ 2−S˜ ≥ ∆C0 for all x ∈ E.
We recall the definition of the Caldero´n-Zygmund decomposition CZ(~∆) given in Sec-
tion 4.6:
• CZ(~∆) consists of the maximal dyadic cubesQ ⊂ Q◦ such that either#(E∩3Q) ≤
1 or ∆(x) ≥ δQ for all x ∈ E ∩ 3Q.
Note that each Q ∈ CZ(~∆) either satisfies Q = Q◦ or #(9Q ∩ E) ≥ #(3Q+ ∩ E) ≥ 2,
and that |x − y| ≥ ∆0 for any distinct x, y ∈ E. Hence, δQ ≥ c · ∆0 for any Q ∈ CZ(~∆).
Therefore, the cubes in CZ(~∆) have S˜-bit machine points as corners, where S˜ ≤ CS.
We modify the PLAIN VANILLA CZ-ORACLE to operate as follows: Given an S-bit
machine point x ∈ Q◦, we respond with the cube Q ∈ CZ(~∆) that contains x.
We are given a dyadic decomposition CZold as in Section 4.6.3. We assume that each
Q ∈ CZold is a machine cube. We assume we have available a CZold-ORACLE: Given an
S-bit machine point x ∈ Q◦, we produce the unique cube Q ∈ CZold that contains x.
Let us define a dyadic decomposition CZnew as in Section 4.6.3: LetCZnew consist of the
maximal dyadic cubes Q ⊂ Q◦ such that eitherQ ∈ CZold or ∆(x) ≥ δQ for all x ∈ E∩ 3Q.
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Thus, the decomposition CZold refines the decomposition CZnew. Since the cubes in CZold
are machine cubes, we see that the cubes in CZnew are machine cubes.
Wemake the followingminor changes to the statement of the GLORIFIED CZ-ORACLE.
A query consists of an S-bit machine point x ∈ Q◦. The response to a query is a list of the
cubes Q ∈ CZnew such that x ∈ 6564Q. The explanation of the finite-precision algorithm is
unchanged.
We now turn to Section 4.6.4 and Section 4.6.5.
Let E ⊂ 1
32
Q◦, with #(E) = N ≥ 2. We assume that E consists of S-bit machine points.
We are given a locally finite collection CZ, consisting of dyadic cubes, that forms a
partition of Q◦ (or Rn).
We do not list all the cubes in CZ. Instead, we are given a CZ-ORACLE, which operates
as follows: Given an S-bit machine point x ∈ Q◦ (or x ∈ Rn), we list all the cubes Q ∈ CZ
such that x ∈ 65
64
Q. We guarantee that each such Q is an S˜-bit machine cube with S˜ ≤ CS.
We charge at most C logN units of work to answer a query.
Under the previous assumptions, the finite-precision versions of the algorithms FIND
NEIGHBORS and FIND MAIN-CUBES are unchanged.
We modify the algorithm COMPUTE CUTOFF FUNCTION as follows: We are given ma-
chine numbers ∆ǫ and ∆g, which are large integer powers of ∆0 = 2
−S. Given a machine
number r ∈ (∆0, 1/64] (∆0 = 2−S), an S-bit machine point x ∈ Q◦, and a machine cube
Q ∈ CZ, we compute the numbers 1
α!
∂α
(
Jxθ˜Q
)
(0) (all α ∈M) with parameters (∆g, ∆ǫ).
7.11. Starting the Induction
We begin the proof of the finite-precision version of the Main Technical Results for A.
(See Section 7.8.)
We proceed by induction on the multiindex sets A ⊂M. Recall that the the collection
of multiindex sets carries a total order relation <. (See Section 2.6.)
For the base case of the induction, we must prove the Main Technical Results for A =
M.
Recall that ∆g(M) and ∆ǫ(M) are assumed to be integer powers of ∆0 = 2−S that
satisfy ∆ǫ(M) ≪ ∆g(M) (see (7.8.3)). We denote ∆g = ∆g(M) and ∆ǫ = ∆ǫ(M) in the
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course of this section. Thus, wemay assume that∆ǫ ≤ ∆Cg for a sufficiently large universal
constant C.
We define CZ(M) to be the collection of the maximal dyadic cubes Q ⊂ Q◦ such that
#(E ∩ 3Q) ≤ 1.
From (7.8.1), we know that
(7.11.1) δmin = min {|x − y| : x, y ∈ E, x 6= y} ≥ ∆0.
Thus, we can compute a machine number δ with c · δmin < δ < 1100δmin using the BBD
Tree (see Theorem 4.3.1). This data structure requires no modifications for finite-precision
computation. We construct the PLAIN VANILLA CZ-ORACLE in Section 7.10, where we
take ∆(x) = δ for all x ∈ E. This yields a CZ(M)-ORACLE as in the Main Technical Results
forM. See Remark 4.6.1.
Note that#(E∩3Q+) ≥ 2 for eachQ ∈ CZ(M), whereQ+ is the dyadic parent ofQ. We
can thus choose distinct points x, x ′ ∈ E ∩ 3Q+. From (7.8.1) we know that |x− x ′| ≥ ∆0.
Hence, 6δQ = δ3Q+ ≥ ∆0. In particular,
δQ ≥ 1
32
∆0 for each Q ∈ CZ(M).
Thus the decomposition CZ(M) satisfies the additional property (7.8.6) required in finite-
precision.
Using the algorithm FIND MAIN-CUBES (see Section 7.10), we list all the cubes Q ∈
CZmain(M), and we compute a point x(Q) ∈ E ∩ 6564Q associated to eachQ ∈ CZmain(M).
The definitions of the linear maps T(Q,M) and linear functionals ξQ in (5.1.2) and (5.1.3)
are unchanged. We take the assist setΩ(Q,M) to be empty for each Q ∈ CZmain(M).
For each Q ∈ CZmain(M), the linear functional ξQ is computed in short form with
parameters (∆g, ∆ǫ). Furthermore, given an S-bit machine point x ∈ Q◦ and a multiindex
α ∈ M, we compute the linear functional (f, P) 7→ ∂α(T(Q,M)(f, P))(x) with parameters
(∆g, ∆ǫ). This completes the description of the changes to the algorithm FIND MAIN-
CUBES AND COMPUTE EXTENSION OPERATORS (BASE CASE). The explanation of this
algorithm is obvious once we examine the formulas for T(Q,M) and ξQ in (5.1.2) and (5.1.3).
That concludes the proof of the finite-precision version of the Main Technical Results
forA =M. This completes the base case of our induction. Next, we turn to the induction
step.
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7.12. The Induction Step
Let A ( M be a given multiindex set. Let A− < A be maximal with respect to the
order < on multiindex sets. By induction we assume that the Main Technical Results for
A− hold. We list below a few consequences of these results. (See Section 7.8.)
We denote ∆g := ∆g(A−), ∆ǫ := ∆ǫ(A−), and ∆junk := ∆junk(A−), which are the param-
eters arising in the Main Technical Results for A−. These parameters are all large integer
powers of ∆0 = 2
−S. These parameters are not fixed just yet. Hence, in the course of the
proof of the Main Technical Results for A we may impose additional assumptions on the
relationships between these parameters. From (7.8.5), we may assume estimates of the
form
(7.12.1) ∆ǫ ≤ ∆Cg , ∆g ≤ ∆Cjunk, and ∆junk ≤ ∆C0 , for a universal constant C.
For example, the first estimate in (7.12.1) is derived from (7.8.5) as follows:
∆ǫ(A−) ≤ ∆ǫ(∅) ≤ ∆g(∅)C ≤ ∆g(A−)C.
The other conditions can be derived in a similar fashion.
By the induction hypothesis, we have defined a dyadic decomposition CZ(A−) of the
unit cube Q◦, which satisfies conditions (CZ1)-(CZ5) in the Main Technical Results for
A−. Furthermore, from the finite-precision version of these results, we have
δQ ≥ 1
32
· ∆0 for each Q ∈ CZ(A−).
Recall that CZmain(A−) is the collection of all the cubesQ ∈ CZ(A−) such that 6564Q∩E 6= ∅.
According to the Main Technical Results for A−, we have computed a list of all the
cubes in CZmain(A−). Furthermore, we have access to a CZ(A−)-ORACLE that operates as
follows: Given an S-bit machine point x ∈ Q◦, we list all the cubes Q ∈ CZ(A−) such that
x ∈ 65
64
Q, using work at most C logN.
We have computed a list of assistsΩ(Q,A−), and a list of assisted functionals Ξ(Q,A−)
for each Q ∈ CZmain(A−). Eachω ∈ Ω(Q,A−) is a linear functional on X( 6564Q ∩ E), and is
given in short form with parameters (∆g, ∆ǫ); each ξ ∈ Ξ(Q,A−) is a linear functional on
X( 65
64
Q∩E)⊕P , and is given in short form with parameters (∆g, ∆ǫ) in terms of the assists
Ω(Q,A−). We guarantee that
c · ‖(f, P)‖(1+a(A−))Q ≤M(Q,A−)(f, P) ≤ C ·
[
‖(f, P)‖ 65
64
Q + ∆junk|P|
]
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where
M(Q,A−)(f, P) :=
 ∑
ξ∈Ξ(Q,A−)
|ξ(f, P)|p
1/p .
We recall that |P| =
(∑
α∈M
|∂αP(0)|p
)1/p
.
We have computed a linear map T(Q,A−) : X(
65
64
Q∩E)⊕P → X for eachQ ∈ CZmain(A−)
in the following sense: Given an S-bit machine point x ∈ Q◦ and a multiindex α ∈M, we
compute the linear functional
(f, P) 7→ ∂α(T(Q,A−)(f, P))(x)
in short formwith parameters (∆g, ∆ǫ) in terms of the assistsΩ(Q,A−). This computation
requires work at most C logN.
The previous computations are carried out using one-time work at most CN logN in
space at most CN, thanks to the induction hypothesis.
The finite-precision version of the algorithm APPROXIMATE OLD TRACE NORM is as
follows.
ALGORITHM: APPROXIMATE OLD TRACE NORM (FINITE-PRECISION).
For each Q ∈ CZmain(A−) we compute linear functionals ξQ1 , · · · , ξQD on P , such that
c ·
D∑
i=1
|ξQi (P)|p ≤
∑
ξ∈Ξ(Q,A−)
|ξ(0, P)|p + ∆pg · |P|p ≤ C ·
D∑
i=1
|ξQi (P)|p.
The functionals ξQi have the form ξ
Q
i : (P) 7→ ∑
α∈M
θQiα ·
1
α!
∂αP(0). The numbers θQiα are
computed with parameters (∆Cg , ∆
−C
g ∆ǫ).
EXPLANATION . The explanation proceeds just as in infinite-precision. We simply ap-
ply the finite-precision version of the algorithm COMPRESS NORMS (with ∆ = ∆g) instead
of the infinite-precision version of this algorithm. See Section 7.6. 
That completes the description of the Main Technical Results for A−.
We now begin the proof of the Main Technical Results for A.
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7.12.1. The Non-monotonic Case. Section 5.2.1 requires no change in finite-precision.
For a nonmonotonic set A (M, we can simply define CZ(A) = CZ(A−), and
Ω(Q,A) = Ω(Q,A−), Ξ(Q,A) = Ξ(Q,A−), and
T(Q,A) = T(Q,A−) for each Q ∈ CZmain(A) = CZmain(A−).
As before, the Main Technical Results for A (finite-precision) follow from the Main
Technical Results for A− (finite-precision).
We can compute everything to the desired precision provided that ∆ǫ(A) ≥ ∆ǫ(A−),
∆g(A) ≤ ∆g(A−), and ∆junk(A) ≥ ∆junk(A−). These conditions are allowed in view of the
assumptions in (7.8.5),
This proves the Main Technical Results for a nonmonotonic set A.
7.12.2. The Monotonic Case. Henceforth, we assume that A is a monotonic set.
The statement of Proposition 5.2.1 remains the same, except for the following changes.
The definition of the dyadic decomposition CZ(A−) in Proposition 5.2.1 is unchanged.
The CZ(A−)-ORACLE operates as follows.
• Given a query consisting of an S-bit machine point x ∈ Rn such that |x| ≤ 2S, we
compute exactly a list of the cubes Q ∈ CZ(A−) such that x ∈ 65
64
Q. The work
required to answer a query is at most C logN.
One can check that the explanation of the CZ(A−)-ORACLE in Proposition 5.2.1 ap-
plies equally well in the finite-precision setting (under the additional hypotheses on x
stated above). Indeed, since |x| ≤ 2S, we see that each of the dyadic cubes that is relevant
to the explanation of the algorithm is contained in the rectangular box [−2CS, 2CS]n and
has sidelength in the interval [2−CS, 2CS] for a universal constant C. Therefore, the rele-
vant dyadic cubes have CS-bit machine points as corners. We may assume that CS ≤ S,
and therefore all the relevant dyadic cubes are S-bit machine cubes and can be processed
on our finite-precision computer, which allows the previous explanation to apply in the
current setting.
This concludes the description of changes needed in Section 5.2.2.
7.12.3. Keystone Cubes. Section 5.2.3 requires no change in finite-precision. We de-
fine integer constants S0, S1, S2 as in (5.2.12). The KEYSTONE-ORACLE is unchanged. The
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explanation follows just as before from the MAIN KEYSTONE CUBE ALGORITHM and the
algorithm LIST ALL KEYSTONE CUBES.
7.13. An Approximation to the Sigma
Given a polynomial P ∈ P , we define
|P| :=
(∑
α∈M
|∂αP(0)|p
)1/p
.
Recall that the parameters ∆ǫ(A−), ∆g(A−), and ∆junk(A−), are denoted by ∆ǫ, ∆g, and
∆junk, respectively.
We denote∆new = ∆junk(A), which is the constant arising in theMain Technical Results
for A. We assume that ∆new satisfies
(7.13.1)
{
∆ǫ ≤ ∆g ≤ ∆junk ≤ ∆5new ≤ ∆new ≤ ∆C0 ,
C · ∆new ≤ 1 for a large enough universal constant C.
The conditions in (7.13.1) are easily derived from (7.8.5).
We denote a = a(A−) for the constant in the Main Technical Results for A−. Instead
of (5.3.1) and (5.3.2) in Section 5.3.1, we have estimates from the finite-precision version
of the Main Technical Results for A−. Namely, for each Q ∈ CZmain(A−), the functional
(7.13.2) M(Q,A−)(f, R) =
 ∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p
1/p
satisfies
(7.13.3) c · ‖(f, R)‖(1+a)Q ≤M(Q,A−)(f, R) ≤ C ·
[
‖(f, R)‖ 65
64
Q + ∆junk|R|
]
.
The estimate (7.13.3) holds for allQ ∈ CZ(A−), sincewe assume by definition that Ξ(Q,A−) =
∅ for allQ ∈ CZ(A−) \ CZmain(A−).
We set
I(Q#) := {Q ∈ CZ(A−) : Q ∩ S0Q# 6= ∅}.
(Recall that S0 = S(A−).)
Lemma 5.3.1 is unchanged in finite-precision. Similarly, the conditions (5.3.6), (5.3.7)
continue to hold.
302
The finite-precision version of the algorithm MAKE NEW ASSISTS AND ASSIGN KEY-
STONE JETS is as follows.
ALGORITHM: MAKE NEW ASSISTS AND ASSIGN KEYSTONE JETS (FINITE-PRECISION)
For each keystone cube Q#, we compute a list of new assists Ωnew(Q#) and we com-
pute anΩnew(Q#)-assisted bounded depth linear map R#
Q#
: X(S1Q
# ∩ E)⊕ P → P .
Each of the new assists ω ∈ Ωnew(Q#) is given in the form
ω : f 7→∑
x∈S
λx · f(x).
Here, the set S ⊂ Emay depend on ω. The coefficients λx are computed with parameters
(∆Cg , ∆
−C
g ∆ǫ). The sum of depth(ω) = #(S) over all the new assists ω ∈ Ωnew(Q#) and
over all keystone cubes Q#, is bounded by CN.
Similarly, the maps (f, P) 7→ R# = R#
Q#
(f, P) are such that
(f, P) 7→ ∂αR#(0) (for any α ∈ A) has the form∑
x∈S
λx · f(x) +
∑
ω∈Ω ′
µω ·ω(f) +
∑
β∈M
θβ
1
β!
∂βP(0).
Here, the subsets S ⊂ E andΩ ′ ⊂ Ωmay depend onQ#, and the coefficients λx, µω, θβ are
computed with parameters (∆Cg , ∆
−C
g ∆ǫ). The number #(S) +#(Ω
′) +#(M) is bounded
by a universal constant C.
The polynomial R# satisfies the following properties.
• ∂α(R# − P) ≡ 0 for all α ∈ A. (Recall that A is monotonic; see Remark 2.6.1.)
• Let R ∈ P with ∂α(R− P) ≡ 0 for all α ∈ A. Then
(7.13.4)
∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, R#)|p ≤ C ·
 ∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p + ∆pg · |R|p
 .
EXPLANATION . As before, we define coordinates on VP, which is the space of all poly-
nomials R ∈ P such that ∂α [R− P] ≡ 0 for all α ∈ A. The coordinate map w 7→ Rw is
given by
Rw(x) =
∑
α∈A
1
α!
∂αP(0) · xα +
k∑
j=1
1
αj!
wj · xαj for w = (w1, · · · , wk) ∈ Rk,
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whereM \A = {α1, · · · , αk}. Note that
(7.13.5) |Rw|p =
k∑
j=1
|wj|p +
∑
β∈A
|∂βP(0)|p ≥
k∑
j=1
|wj|p.
We compute a list L of all the Q ∈ CZmain(A−) such that Q ∩ S0Q# 6= ∅. We produce
this list by the same method used in infinite-precision (recall that S0 = S(A−) ∈ N is a
universal constant, as stated in the Main Technical Results for A−.)
From the Main Technical Results forA− (finite-precision), we can compute a list of the
functionals ξℓ : (f, Rw) 7→ ξ(f, Rw), with 1 ≤ ℓ ≤ L, where ξ is an arbitrary element of the
list Ξ(Q,A−) for someQ ∈ L. Each ξℓ is expressed in short form with parameters (∆g, ∆ǫ)
in terms of the assistsΩ(Q,A−). This means that we have (5.3.10), where
• The numbers µˇℓj in (5.3.10) are specified with parameters (∆g, ∆ǫ);
• The functionals λℓ, λˇℓ, and the coefficients µℓa in (5.3.10) are specified with param-
eters (∆g, ∆ǫ).
• We have L ≤ CN ≤ ∆−Cg for a large enough universal constant C. (Recall that
N ≤ ∆−n0 ≤ ∆−1g ; see (7.8.2) and (7.12.1).)
We process the functionals w 7→ ξℓ(f, Rw), with f and (∂αP(0))α∈A held fixed, using
the algorithm OPTIMIZE VIA MATRIX (finite-precision), where we set ∆ = ∆g (see Section
7.7). Thus, we can compute (see below) numbers bjℓ, such that, for
(7.13.6)


ωnewj (f) =
L∑
ℓ=1
bjℓ
[
λℓ(f) +
Iℓ∑
a=1
µℓaωℓa(f)
]
λnewj ((∂
αP(0))α∈A) =
L∑
ℓ=1
bjℓ · λˇℓ((∂αP(0))α∈A),
we have
(7.13.7)
∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, Rw∗)|p ≤ C ·
 ∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, Rw)|p + ∆pg
k∑
j=1
|wj|p
 ,
for all w = (w1, · · · , wk) ∈ Rk, where
w∗ = (w∗1, · · · , w∗k), with(7.13.8)
w∗j = ω
new
j (f) + λ
new
j ((∂
αP(0))α∈A) for all 1 ≤ j ≤ k.
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This is a consequence of the finite-precision version of the algorithm OPTIMIZE VIA MA-
TRIX. We compute the numbers bjℓ with parameters (∆
C
g , ∆
−C
g ∆ǫ).
Recall thatw 7→ Rw parametrizes the spaceVP of all polynomials R ∈ P with ∂α [R− P] ≡
0. Thus, using (7.13.5) and (7.13.7) we see that
∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, Rw∗)|p ≤ C ·
 ∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p + ∆pg · |R|p
 ,
for any polynomial R ∈ VP. We can thus set R#Q# = Rw∗ andwe obtain the estimate (7.13.4).
We nowproduce a numerically accurate formula for the new assistsωnewj (j = 1, · · · , k)
and for the functionals λnewj ((∂
αP(0))α∈A). We examine the relevant definitions.
In the expression for λnewj in (7.13.6), the numbers bjℓ are givenwith parameters (∆
C
g , ∆
−C
g ∆ǫ),
the functionals λˇℓ are givenwith parameters (∆g, ∆ǫ), and L ≤ ∆−Cg . Thus, we can compute
the functionals λnewj with parameters (∆
C
g , ∆
−C
g ∆ǫ).
We will review our computation of a short form representation of each ωnewj (f) in
(7.13.6), following the infinite-precision text. We need to document roundoff errors at
each stage of the computation, and estimate the size of the relevant numbers.
We write ωnewj = ω
new,1
j + ω
new,2
j , with ω
new,1
j and ω
new,2
j defined via (5.3.13) and
(5.3.16), respectively.
We first review the computation ofωnew,1j in (5.3.13).
• The numbers cℓ(x) (x ∈ Sℓ ⊂ E) in (5.3.14) are given with parameters (∆g, ∆ǫ),
since each λℓ is given with the same parameters by assumption. The weights dj(x)
in (5.3.15) are computed by evaluating the sum dj(x) =
∑
ℓ bjℓ · cℓ(x). Each term
bjℓ · cℓ(x) is computed to precision ∆−Cg ∆ǫ. Hence, each weight dj(x) is computed
to precision L∆−Cg ∆ǫ ≤ CN∆−Cg ∆ǫ ≤ ∆−C ′g ∆ǫ; we compute each dj(x) by sorting,
just as before. Moreover, each dj(x) satisfies |dj(x)| ≤ L∆−Cg ≤ ∆−C ′g . Therefore, we
can compute each dj(x) with parameters (∆
C
g , ∆
−C
g ∆ǫ). The bounds on the work
and storage required by this computation are the same as before.
We can thus express the functionals ωnew,1j in the form (5.3.15), where the coefficients
dj(x) are given with parameters (∆
C
g , ∆
−C
g ∆ǫ). Thus, by definition, we can compute the
functional ωnew,1j with parameters (∆
C
g , ∆
−C
g ∆ǫ).
We now review the computation ofωnew,2j in (5.3.16).
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We express ωnew,2j in the form (5.3.17) by sorting. The coefficients qjω in (5.3.17) are
computed by evaluating qjω =
∑
(ℓ,a) bjℓ · µℓa, where the sum is over certain pairs (ℓ, a);
see (5.3.18). The numbers bjℓ are given with parameters (∆
C
g , ∆
−C
g ∆ǫ), the numbers µℓa
are given with parameters (∆g, ∆ǫ), and the number of terms in the sum is bounded by
CN ≤ ∆−Cg . Hence, the numbers qℓω can be computed with parameters (∆Cg , ∆−Cg ∆ǫ).
We finally express ωnew,2j in the form (5.3.19). As before, the coefficients kj(x), which
we compute by sorting, are given with parameters (∆Cg , ∆
−C
g ∆ǫ).
We have shown how to compute the new assists ωnewj = ω
new,1
j + ω
new,j
2 in short
form with parameters (∆Cg , ∆
−C
g ∆ǫ). We have seen that computation follows by the same
method as in infinite-precision, and by making careful note of the roundoff errors and the
size of numbers involved in the computation, we verified that the computation could be
carried out on our finite-precision computer.
The functionals (f, P) 7→ ∂α[R#
Q#
(f, P)
]
(0) can clearly be computed in short form in
terms of the assists ωnewj (j = 1, · · · , k) with parameters (∆Cg , ∆−Cg ∆ǫ), as desired. (See
(5.3.12).)
This completes the explanation of the algorithm MAKE NEW ASSISTS AND ASSIGN
KEYSTONE JETS (finite-precision).

For each (f, R) ∈ X(S1Q# ∩ E)⊕ P we set[
M#
Q#
(f, R)
]p
:=
∑
Q∈I(Q#)
∑
ξ∈Ξ(Q,A−)
|ξ(f, R)|p =
∑
Q∈I(Q#)
[
M(Q,A−)(f, R)
]p
.(7.13.9)
Let P ∈ P . From the previous algorithm, we see that the polynomial R# = R#
Q#
(f, P)
satisfies
(7.13.10)


∂α(R# − P) ≡ 0 for all α ∈ A,
M#
Q#
(f, R#) ≤ C ·
[
M#
Q#
(f, R) + ∆junk |R|
]
,
for any polynomial R ∈ P such that ∂α [R− P] ≡ 0 for all α ∈ A.
(Recall that ∆g ≤ ∆junk.)
We replace Lemma 5.3.2 with the following result.
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LEMMA 7.13.1. Let Q# be a keystone cube. Then
c · ‖(f, R)‖S0Q# ≤M#Q#(f, R)
≤ C · [‖(f, R)‖S1Q# + ∆junk|R|] .
for all (f, R) ∈ X(S1Q# ∩ E)⊕ P . Here, c > 0 and C ≥ 1 are universal constants.
PROOF. The first inequality c‖(f, R)‖S0Q# ≤ M#Q#(f, R) is proven using the argument
in Lemma 5.3.2. Where before we referred to (5.3.2), we now refer to (7.13.3).
We prove the second inequality as follows. From (7.13.3), we have[
M
#
Q#
(f, R)
]p
=
∑
Q∈I(Q#)
[
M(Q,A−)(f, R)
]p ≤ C · ∑
Q∈I(Q#)
[
‖(f, R)‖p65
64
Q
+ ∆pjunk|R|p
]
Since 65
64
Q ⊂ S1Q# and δQ# ≤ δQ ≤ CδQ# for each Q ∈ I(Q#), and since #
[I(Q#)] ≤ C,
by Lemma 2.4.1, we can estimate the above line by
C ·
[
‖(f, R)‖p
S1Q#
+ ∆pjunk|R|p
]
≤ C ′ · [‖(f, R)‖S1Q# + ∆junk|R|]p .
This completes the proof of Lemma 7.13.1. 
Proposition 5.3.1 requires a few changes in finite-precision. Here is the modified state-
ment:
PROPOSITION 7.13.1. Let Q̂ be a dyadic subcube of Q◦, such that 3Q̂ is tagged with (A, ǫ).
Assume also that Q# ∈ CZ(A−) is a keystone cube, and that S1Q# ⊆ 6564Q̂.
If H ∈ X, H = f on E ∩ S1Q#, and ∂αH(xQ#) = ∂αP(xQ#) for all α ∈ A, then
(7.13.11) δ−m
Q#
‖H− R#
Q#
‖Lp(S1Q#) ≤ C ·
[
‖H‖X(S1Q#) + ∆junk|JxQ#H|
]
.
Here, C ≥ 1 is a universal constant; and R#
Q#
= R
#
Q#
(f, P).
(See the algorithmMAKE NEW ASSISTS AND ASSIGN KEYSTONE JETS.)
PROOF. The proof of (5.3.30), assuming (5.3.28) and (5.3.29), is unchanged in the present
setting. We need only examine and fix the last paragraph in the proof, right after the para-
graph containing (5.3.42).
We modify the text that begins after the sentence “We now prove the main assertion
in Proposition 5.3.1”. The revised text is as follows.
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Suppose that H ∈ X satisfies H = f on E ∩ S1Q# and ∂αH(xQ#) = ∂αP(xQ#) for α ∈ A.
Then ∂α(Jx
Q#
H− P) ≡ 0 for all α ∈ A. (Recall, A is monotonic.) We apply the estimate in
(7.13.10), and then we apply Lemma 7.13.1. Therefore,
M#
Q#
(f, R#
Q#
) ≤ C
[
M#
Q#
(f, Jx
Q#
H) + ∆junk|Jx
Q#
H|
]
≤ C ′
[
‖(f, Jx
Q#
H)‖S1Q# + ∆junk|JxQ#H|
]
≤ C ′′
[
‖H‖X(S1Q#) + ∆junk|JxQ#H|
]
.
Thus,
M#
Q#
(0, R#
Q#
− Jx
Q#
H) ≤ C
[
‖H‖X(S1Q#) + ∆junk|JxQ#H|
]
.
Lemma 7.13.1 implies that ‖(0, R#
Q#
− Jx
Q#
H)‖S0Q# ≤ C
[
‖H‖X(S1Q#) + ∆junk|JxQ#H|
]
, hence
RQ# − JxQ#H ∈ C
[
‖H‖X(S1Q#) + ∆junk|JxQ#H|
]
· σ(S0Q#).
Since ∂α(R#
Q#
− Jx
Q#
H) ≡ 0 for α ∈ A, (5.3.30) implies that
(7.13.12)
∣∣∣∂β [Jx
Q#
H − R#
Q#
]
(xQ#)
∣∣∣ ≤ C · δm−n/p−|β|Q# · [‖H‖X(S1Q#) + ∆junk|JxQ#H|]
for all β ∈M.
Hence, by the Sobolev inequality we have
δ−m
Q#
‖H− R#
Q#
‖Lp(S1Q#) ≤ C
[
‖H‖X(S1Q#) + ∆junk|JxQ#H|
]
This is the desired estimate. (See (7.13.11).) This completes the proof of Proposition 7.13.1.

We derive a few consequences of Proposition 7.13.1. We make all the assumptions in
the hypothesis of Proposition 7.13.1. First note that Lemma 2.3.1 and (7.13.12) give
|Jx
Q#
H− R#
Q#
| ≤ C ·
∑
β∈M
|∂β(Jx
Q#
H− R#
Q#
)(0)| ≤ C ′
∑
β∈M
|∂β(Jx
Q#
H− R#
Q#
)(xQ#)|
≤ C ′′
[
‖H‖X(S1Q) + ∆junk|JxQ#H|
]
.
(Recall that δQ# ≤ 1.) Hence,
|Jx
Q#
H| ≤ |R#
Q#
|+ C ·
[
‖H‖X(S1Q#) + ∆junk|JxQ#H|
]
=⇒
|Jx
Q#
H| ≤ 2 · |R#
Q#
|+ 2C · ‖H‖X(S1Q#),
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where we have used that
C · ∆junk ≤ 1/2.
Hence, using the above estimate in (7.13.11), we see that
δ−m
Q#
‖H− R#
Q#
‖Lp(S1Q#) ≤ C ′
[
‖H‖X(S1Q#) + ∆junk|R#Q#|+ ∆junk‖H‖X(S1Q#)
]
≤ C ′′
[
‖H‖X(S1Q#) + ∆junk|R#Q#|
]
.
In summary, we have proven the following result.
LEMMA 7.13.2. Under the assumptions of Proposition 7.13.1, we have
(7.13.13) δ−m
Q#
‖H− R#
Q#
‖Lp(S1Q#) ≤ C ′′
[
‖H‖X(S1Q#) + ∆junk|R#Q#|
]
.
We will prove one more lemma before returning to the main line of our argument.
LEMMA 7.13.3. Under the assumptions of Proposition 7.13.1, we have
|R# − P| ≤ C · [‖(f, P)‖S1Q# + ∆junk|P|]
where R# = R#
Q#
(f, P) for a keystone cubeQ#.
PROOF. LetQ# be a keystone cube, and denote R# = R#
Q#
(f, P).
Suppose that R˜ ∈ P satisfies ∂αR˜ ≡ 0 for all α ∈ A. Recall that (5.3.28) and (5.3.29)
imply (5.3.30). Put another way, this means that
|∂βR˜(xQ#)| ≤ C · (δQ#)m−n/p−|β| · ‖(0, R˜)‖S0Q# for all β ∈M.
Thus, noting that δQ# ≤ 1, we apply Lemma 7.13.1 to deduce that
|R˜| ≤ C ·
∑
β∈M
|∂βR˜(xQ#)|
≤ C ′ ·M#
Q#
(0, R˜).
Taking R = P in (7.13.10), we see that the polynomial R# = R#
Q#
(f, P) satisfies

∂α(R# − P) ≡ 0 for all α ∈ A
M#
Q#
(f, R#) ≤ C ·
[
M#
Q#
(f, P) + ∆junk · |P|
]
.
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Thus, the A-derivatives of R˜ = R# − P vanish, so we may apply the previous estimate to
give
|R# − P| ≤ C ′ ·M#
Q#
(0, R# − P)
≤ C ′′ ·
[
M#
Q#
(f, R#) +M#
Q#
(f, P)
]
≤ C ′′′ ·
[
M#
Q#
(f, P) + ∆junk|P|
]
≤ C · [‖(f, P)‖S1Q# + ∆junk|P|] .
Here, in the last estimate, we use Lemma 7.13.1.
This completes the proof of Lemma 7.13.3.

In Section 5.3.2, all of the marked cubes are assumed to be S˜-bit machine cubes, with
S˜ ≤ CS. All the functionals are to be given in short form with parameters (∆Cg , ∆−Cg ∆ǫ).
This concludes the description of the changes to Section 5.3.2.
Let Q̂ ⊂ Q◦ be a dyadic cube. Recall that we say that Q̂ is a testing cube if Q̂ can be
written as the disjoint union of cubes from CZ(A−) (see Section 5.3.3).
REMARK 7.13.1. Recall that each cube Q in CZ(A−) satisfies δQ ≥ c · ∆0 with ∆0 = 2−S for
a universal constant c > 0, by the Main Technical Results for A−. Hence, every testing cube Q̂
has S˜-bit machine points as corners, where S˜ ≤ CS for a universal constant C.
Recall, in (5.3.43), we introduce a parameter tG, which is an integer power of 2. Fur-
thermore, we assume that
(7.13.14) tG = 2
−S˜ for an integer S˜ with 1 ≤ S˜ ≤ CS.
In finite-precision, we make one slight change to Lemma 5.3.3. We assume that the
constant anew is picked to satisfy
(7.13.15) anew = 2
−S˜ for an integer S˜ with 1 ≤ S˜ ≤ CS.
To see that this is possible, we examine the proof of Lemma 5.3.3. We observe that it
suffices to choose anew =
a·tG
512
, where a = a(A−) arises in the Main Technical Results for
A−. There it is stated that a is a universal constant and an integer power of 2. Because tG
satisfies (7.13.14), we conclude that the constant anew written above satisfies (7.13.15).
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This concludes the description of the changes required in Section 5.3.3.
7.13.1. Testing Functionals. We continue on to Section 5.3.4.
Recall that ∆new is a machine number that satisfies (7.13.1). We will make use of the
condition
(7.13.16) ∆new ≤ c(ǫ, tG),
where c(ǫ, tG) ∈ (0, 1) is a small constant depending onm,n, p, tG, and ǫ. We later choose
ǫ and tG to depend only onm, n, and p - hence, (7.13.16) is consistent with (7.8.5), (7.12.1),
and (7.13.1).
We assume we are given a testing cube Q̂ ⊂ Q◦.
Just as in (5.3.44), for Q ∈ CZ(A−) with Q ⊂ (1+ 100tG)Q̂, we define the map
(7.13.17) (f, P) 7→ RQ̂Q :=
{
P : δQ ≥ tGδQ̂
R#K(Q)(f, P) : δQ < tGδQ̂
for any (f, P) ∈ X( 65
64
Q̂∩E)⊕P . Recall that S1K(Q) ⊂ 6564Q̂, hence this map is well-defined.
• Recalling the precisionwithwhichwe compute themaps R#
Q#
, we see that (f, P) 7→
∂α
[
RQ̂Q(f, P)
]
(0) has the form
(7.13.18)
∑
x∈E
λxf(x) +
∑
ω
µωω(f) +
∑
β∈M
θβ · 1
β!
∂βP(0),
where the possibly nonzero coefficients λx, µω, θβ are computed with parameters
(∆Cg , ∆
−C
g ∆ǫ). The number of possibly nonzero coefficients is at most a universal
constant.
• Recalling the precision with which we compute each ξ in Ξ(Q,A−), we see that
(f, P) 7→ ξ(f, RQ̂Q) has the form
(7.13.19)
∑
x∈E
λ˜xf(x) +
∑
ω
µ˜ωω(f) +
∑
β∈M
θ˜β · 1
β!
∂βP(0),
where the possibly nonzero coefficients λ˜x, µ˜ω, θ˜β are computed with parameters
(∆Cg , ∆
−C
g ∆ǫ). The number of possibly nonzero coefficients is at most a universal
constant.
We will need to modify the definition ofMQ̂(f, P) in (5.3.46)-(5.3.49).
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We define
[
MQ̂(f, P)
]p
to be the sum of the terms (I)-(IV) (see (5.3.46)-(5.3.49)) and the
sum of the terms
(V) = ∆2pnew
∑
x∈ 65
64
Q̂∩E
|f(x) − P(x)|p, and(7.13.20)
(VI) = ∆pnew|P|p = ∆pnew
∑
β∈M
|∂βP(0)|p.
Recall that ∆new is a machine number satisfying (7.13.1).
Each of the linear functionals arising in (I)-(IV) (see (5.3.46)-(5.3.49)) and in (V)-(VI),
can be computed with precision (∆Cg , ∆ǫ∆
−C
g ). In Section 7.13.2, we will analyze the work
required to compute all these functionals.
As in (5.3.50) from the infinite-precision text, we define
σ(Q̂) :=
{
P ∈ P : MQ̂(0, P) ≤ 1
}
.
We replace the algorithm APPROXIMATE NEW TRACE NORM from the infinite-precision
text with the finite-precision version below.
APPROXIMATE NEW TRACE NORM (FINITE-PRECISION).
We are given a machine number tG > 0 as in (7.13.14).
We perform one-time work at most C(tG)N logN in space C(tG)N, after which we can
answer queries as follows.
A query consists of a testing cube Q̂. The response to the query Q̂ is a list µQ̂1 , . . . , µ
Q̂
D
of linear functionals on P such that
(7.13.21) c(tG) ·
D∑
i=1
|µQ̂i (P)|p ≤
[
MQ̂(0, P)
]p
≤ C(tG) ·
[
D∑
i=1
|µQ̂i (P)|p
]
.
The functionals µQ̂1 , · · · , µQ̂D have the form
P 7→ ∑
β∈M
coeffβ
1
β!
∂βP(0)
where the coefficients coeffβ are computed with parameters (∆
C
g , ∆
−C
g ∆ǫ).
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We define a quadratic form on P by
(7.13.22) qQ̂(P) :=
D∑
i=1
|µQ̂i (P)|2.
This quadratic form satisfies
(7.13.23) c(tG) ·
[
MQ̂(0, P)
]2
≤ qQ̂(P) ≤ C(tG) ·
[
MQ̂(0, P)
]2
.
In particular,
(7.13.24) {qQ̂ ≤ c(tG)} ⊂ σ(Q̂) ⊂ {qQ̂ ≤ C(tG)}.
The quadratic form qQ̂ is given in the form
qQ̂(P) =
∑
α,β∈M
qαβ · 1
α!
∂αP(0) · 1
β!
∂βP(0).
The qαβ form a symmetric matrix. For each α, β ∈ M we compute the number qαβ with
parameters (∆Cg , ∆
−C
g ∆ǫ).
The work required to answer a query is at most C(tG) logN.
Here, c(tg) > 0 and C(tg) ≥ 1 are constants depending on tG,m, n, and p.
EXPLANATION . We use the finite-precision versions of the algorithms APPROXIMATE
OLD TRACE NORM, COMPUTE NORMS FROM MARKED CUBOIDS, and COMPRESS NORMS.
The explanation otherwise remains the same. We describe a few minor changes that are
needed.
Given a keystone cubeQ#, the polynomial map P 7→ R#
Q#
(0, P) in (5.3.55) is given with
parameters (∆Cg , ∆
−C
g ∆ǫ); indeed, the functionals λ(Q#,β) are given with such parameters,
as stated in the finite-precision version of the algorithmMAKE NEW ASSISTS AND ASSIGN
KEYSTONE JETS.
We will apply a marking procedure, just as in infinite-precision. We provide details
below.
• For eachQ ∈ CZmain(A−) and 1 ≤ i ≤ D, we mark the cubeQwith the functional
P 7→ ξ(Q,i)(P), defined by
ξ(Q,i)(P) = ξ
Q
i (R
#
K(Q)(0, P)).
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Note that each functional R 7→ ξQi (R) is given with parameters (∆Cg , ∆−Cg ∆ǫ); see
the statement of the algorithm APPROXIMATE OLD TRACE NORM (finite-precision).
Also, the polynomial map P 7→ R#K(Q)(0, P) is given with parameters (∆Cg , ∆−Cg ∆ǫ).
We can stably compute the composition of a linear functional on RD with a linear
map on RD, hence we can compute each ξ(Q,i) with parameters (∆
C
g , ∆
−C
g ∆ǫ), for a
possibly larger constant C.
• For each (Q ′, Q ′′) ∈ BD(A−) andβ ∈M, wemark the cubeQ ′with the functional
P 7→ ξ(Q ′,Q ′′ ,β)(P), defined by
ξ(Q ′,Q ′′,β)(P) = δ
n/p−m+|β|
Q ′ · ∂β
{
R#K(Q ′)(0, P) − R
#
K(Q ′′)(0, P)
}
(xQ ′).
This functional is given with parameters (∆Cg , ∆
−C
g ∆ǫ) because the polynomial
maps P 7→ R#K(Q ′)(0, P) and P 7→ R#K(Q ′′)(0, P) are given with the same parame-
ters, because δQ ′ is a machine number with c · ∆0 ≤ δQ ′ ≤ 1 (since Q ′ ∈ CZ(A−),
this is a consequence of the Main Technical Results for A−), and because xQ ′ is a
S˜-bit machine point with S˜ ≤ CS.
Each of the functionals ξ that is associated to a marked cube has the form
P 7→ ξ(P) = ∑
β∈M
coeffβ · ∂βP(0),
where the coefficients coeffβ are specified with parameters (∆
C
g , ∆
−C
g ∆ǫ). We perform one-
time work for the algorithm COMPUTE NORMS FROM MARKED CUBES (finite-precision)
on the marked cubes described in the above bullet points. (SeeModification 6 in Section
7.9.) All of the marked cubes belong to CZ(A−). By assumption, all cubes in CZ(A−)
have sidelength in the interval [c · ∆0, 1], where ∆0 = 2−S. Hence, the marked cubes have
S˜-bit machine points as corners, where S˜ ≤ CS. Thus, the finite-precision version of the
algorithm applies.
Next, we explain the querywork for the algorithm APPROXIMATE NEW TRACE NORM.
We are given a testing cube Q̂. As in infinite-precision, we partition (1 + tG)Q̂ into
dyadic cubesQ1, · · · , QL ⊂ Rn such that δQℓ = (tG/4)δQ̂. Hence, δQℓ ≥ 2−CS for a universal
constant C, for each ℓ = 1, · · · , L, thanks to (7.13.14) and Remark 7.13.1. Consequently,
each Qℓ is a S˜-bit machine cube with S˜ ≤ CS. Moreover, note that L ≤ C(tG).
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Thus, we can apply the query algorithm in COMPUTE NORMS FROM MARKED CUBOIDS
(finite-precision) with ∆ = ∆g for each cube Qℓ (1 ≤ ℓ ≤ L). We refer the reader to Mod-
ification 6 in Section 7.9 for the statement of the relevant algorithm. Thus, with work at
most C(tG) logN we can compute linear functionals µ
Qℓ
1 , · · · , µQℓD such that
c
D∑
k=1
|µQℓk (P)|p ≤
∑
Q∈CZ(A−)
linear functional ξ
{|ξ(P)|p : Q ⊂ Qℓ, Q marked with ξ}+ ∆p/2g |P|p(7.13.25)
≤ C
[
D∑
k=1
|µQℓk (P)|p + ∆p/2g |P|p
]
,
where each functional µQℓk in (7.13.25) is given with parameters (∆
C
g , ∆
−C
g ∆ǫ). Here, we use
the estimate ∆pg∆
−C
0 log(∆
−1
g ) ≤ ∆p/2g , which follows from the assumption ∆g ≪ ∆0. Recall
that |P| is defined to be the ℓp norm of the vector (∂αP(0))α∈M.
We sum (7.13.25) from ℓ = 1, · · · , L. The sum of the junk terms is equal to L∆p/2g |P|p ≤
C(tG)∆
p/2
g |P|p. Hence, as in infinite-precision, in analogy with (5.3.58), we have
c(tG)
L∑
ℓ=1
D∑
k=1
|µQℓk (P)|p ≤ [S1 +S2] + ∆p/2g |P|p(7.13.26)
≤ C(tG)
[
L∑
ℓ=1
D∑
k=1
|µQℓk (P)|p + ∆p/2g |P|p
]
.
For the definition of the terms S1 andS2, see (5.3.58).
We compute all the functionals in (F1)-(F6) (see the text following (5.3.58)), as in
infinite-precision, by looping over relevant cubes and listing the relevant functionals. We
have described in the above how to compute the functionals in (F1), (F2), (F3), and (F4);
each such functional is given with parameters (∆Cg , ∆
−C
g ∆ǫ). Additionally, note that the
maps P 7→ RQ̂Q(0, P) are given with parameters (∆Cg , ∆−Cg ∆ǫ); see (7.13.17). Hence, we can
compute each functional in (F5) and (F6) with parameters (∆
C
g , ∆
−C
g ∆ǫ).
Therefore, each functional listed in (F1)-(F6) has the form
P 7→ ∑
β∈M
dβ · 1
β!
∂βP(0),
where the numbers dβ are computed with parameters (∆
C
g , ∆
−C
g ∆ǫ).
In addition, we compute the functionals
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(F7) λβ(P) := ∆new · ∂βP(0) for β ∈M.
Each functional in (F7) is given with parameters (∆
C
g , ∆
−C
g ∆ǫ).
We define [X(P)]p to be the sum of the p-th powers of the functionals in (F1)-(F7).
Note that the sum of the pth powers of the functionals in (F7) is equal to the term (VI)
(see (7.13.20)).
Hence, we have
[X(P)]
p
= [Xold(P)]
p
+ (VI),
where [Xold(P)]
p is the sum of the p-th powers of the functionals in (F1)-(F6).
We have
c(tG) · [Xold(P)]p ≤ [sum of terms (I)-(IV)with f ≡ 0] + ∆p/2g |P|p(7.13.27)
≤ C(tG) ·
[
[Xold(P)]
p
+ ∆p/2g |P|p
]
.
To obtain the above estimate, we reason as in the paragraph containing (5.3.59) and the
paragraph following (5.3.59), making sure to use the estimate (7.13.26) in place of (5.3.58).
(Recall that Xold corresponds to X in our earlier notation.)
We examine the term (V) (see (7.13.20)), which arises in the definition of MQ̂(0, P).
When f ≡ 0, we have
(V) = ∆2pnew
∑
x∈ 65
64
Q̂∩E
|P(x)|p ≤ C∆2pnewN
∑
β∈M
∣∣∂βP(0)∣∣p ≤ ∆pnew ∑
β∈M
∣∣∂βP(0)∣∣p .
Here, we use the estimatesN ≤ ∆−n0 ≤ ∆−p/10new (see (7.8.2) and (7.13.1)) andC∆19p/10new ≤ ∆pnew
(see (7.13.1)). Hence, when f = 0, the term (V) is bounded by (VI). Thus, up to constant
factors,
[
MQ̂(0, P)
]p
is equivalent to the sum of the terms (I)-(IV) and (VI) (with f ≡ 0).
Therefore, by adding the term (VI)+ ∆p/2g |P|p to the chain of inequalities (7.13.27), we
learn that
c(tG) ·
{[
Xold(P)
]p
+ (VI)+ ∆p/2g |P|p
} ≤ [MQ̂(0, P)]p + ∆p/2g |P|p
≤ C(tG) ·
{
[Xold(P)]
p
+ (VI)+ ∆p/2g |P|p
}
.
Note that the middle term above is comparable to
[
MQ̂(0, P)
]p
, since[
MQ̂(0, P)
]p
≥ (VI) = ∆pnew|P|p ≥ ∆p/2g · |P|p .
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Here, we use that ∆g ≤ ∆2new (see (7.13.1)). Since [X(P)]p = [Xold(P)]p + (VI), we conclude
that
c(tG) ·
{[
X(P)
]p
+ ∆p/2g |P|p
} ≤ [MQ̂(0, P)]p ≤ C(tG) · {[X(P)]p + ∆p/2g |P|p} .
Recall that
[
X(P)
]p
is the sum of the pth powers of the functionals in (F1)-(F7). Pro-
cessing the functionals in (F1)-(F7) using COMPRESS NORMS (finite-precision), we com-
pute functionals µQ̂1 , · · · , µQ̂D on P such that
c ·
D∑
i=1
|µQ̂i (P)|p ≤
[
X(P)
]p
+ ∆p/2g |P|p ≤ C ·
D∑
i=1
|µQ̂i (P)|p.
The functionals µQ̂i are given with parameters (∆
C
g , ∆
−C
g ∆ǫ).
The previous two estimates establish (7.13.21).
Moreover, properties (7.13.23) and (7.13.24) are immediate from the definition of qQ̂ in
(7.13.22) and the equivalence of the ℓp and ℓ2 norms on a finite-dimensional space. Each of
the µQ̂i is given with parameters (∆
C
g , ∆
−C
g ∆ǫ), hence the coefficients qαβ of the quadratic
form qQ̂ can be computed with parameters (∆
C
g , ∆
−C
g ∆ǫ) (for a possibly larger constant C).
This concludes the explanation of the query algorithm. It is easy to check that the
query work at most C(tG) logN.

7.13.2. Supporting Data. We assume we are given a testing cube Q̂ ⊂ Q◦.
We explain the main modifications to Section 5.3.5 needed here.
• Modification 1: As part of the supporting data for Q̂, we include a list of all the
points x ∈ 65
64
Q̂∩ E, in addition to all the other data described in Section 5.3.5. We
call this the modified supporting data for Q̂.
The listΩ(Q̂) of the new assist functionals is defined as in (5.3.60).
• Modification 2: The algorithm COMPUTE NEW ASSISTS operates as follows. Given
a testing cube Q̂, and given the supporting data for Q̂, we compute a list of all the
functionals in Ω(Q̂). We compute a short form of each ω ∈ Ω(Q̂) with parame-
ters (∆Cg , ∆
−C
g ∆ǫ).
• Modification 3: We make only minor changes to the algorithm COMPUTE SUP-
PORTING MAP. The linear maps RQ̂Q are to be computed in short form in terms of
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the assists Ω(Q̂) with precision (∆Cg , ∆
−C
g ∆ǫ). The explanation of the algorithm is
unchanged.
• Modification 4: We replace the algorithm COMPUTE NEW ASSISTED FUNCTION-
ALS with the finite-precision version described below.
ALGORITHM: COMPUTE NEW ASSISTED FUNCTIONALS (FINITE-PRECISION).
Given a testing cube Q̂ and its modified supporting data, we define
(7.13.28) Wfin2 (Q̂) := W2(Q̂) + C(tG) ·#
(
65
64
Q̂ ∩ E
)
and
(7.13.29) Sfin2 (Q̂) := S2(Q̂) + C(tG) ·#
(
65
64
Q̂ ∩ E
)
,
whereW2(Q̂) and S2(Q̂) are defined in (5.3.64) and (5.3.65), respectively.
We compute a list Ξ(Q̂) of functionals on X(E)⊕P , such that[
MQ̂(f, P)
]p
=
∑
ξ∈Ξ(Q̂)
|ξ(f, P)|p.
Each functional ξ in Ξ(Q̂) is given in short form in terms of assistsΩ(Q̂)with parameters
(∆Cg , ∆
−C
g ∆ǫ).
This computation requires work at mostWfin2 (Q̂) in spaceS
fin
2 (Q̂).
EXPLANATION . We include in the list Ξ(Q̂) all the same functionals as before, namely,
the functionals in (5.3.66)-(5.3.69), as well as a few additional functionals described be-
low. Each “assisted functional” in (5.3.66)-(5.3.69) is given in short form with parameters
(∆Cg , ∆
−C
g ∆ǫ) in terms of the assists Ω(Q̂). Indeed, all the functionals ξ and maps R
Q̂
Q, R
Q̂
Q ′ ,
RQ̂Q ′′ , R
Q̂
Qsp
, which are relevant to (5.3.66)-(5.3.69), are given in short form with parameters
(∆Cg , ∆
−C
g ∆ǫ). See (7.13.18) and (7.13.19).
Hence, we can compute all the “assisted functionals” in (5.3.66)-(5.3.69) with parame-
ters (∆Cg , ∆
−C
g ∆ǫ), as claimed.
In addition, we include in the list Ξ(Q̂) the additional functionals
λx(f, P) := ∆
2
new · (f(x) − P(x)) for each x ∈
65
64
Q̂ ∩ E
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and
λβ(f, P) := ∆new · ∂βP(0) for each β ∈M.
There are the new functionals needed in finite-precision. That completes the definition
of Ξ̂(Q̂). Note that ∆new ≤ 1 ≤ ∆−1g . Hence, each functional λx and λβ can be expressed
in short form (without assists) using coefficients that are bounded in magnitude by ∆−Cg .
Moreover, each coefficient can be computed to precision ∆ǫ, which is within the precision
available to our computer. (Recall: The computer works with precision ∆min ≪ ∆ǫ.)
Hence, the functionals λx and λβ can be computed in short form with parameters (∆
C
g , ∆ǫ)
(without assists).
The sum of |ξ(f, P)|p over all ξ in Ξ(Q̂) is equal to
[
MQ̂(f, P)
]p
, by definition.
The additional term #( 65
64
Q̂ ∩ E) in (7.13.28) and (7.13.29) accounts for the additional
work and space, respectively, needed to compute the functionals λx, λβ.
This completes the explanation of the algorithm. 
Given a testing cube Q̂, the covering cubes Icov(Q̂) ⊂ CZ(A−) are defined as in (5.3.70),
namely
Icov(Q̂) :=
{
Q ∈ CZ(A−) : Q ⊂ (1+ tG)Q̂
}
.
We introduce a family of cutoff functions θQ̂Q (forQ ∈ Icov(Q̂)) that satisfy (5.3.73)-(5.3.75).
The finite-precision version of the algorithm COMPUTE POU is as follows.
COMPUTE POU (FINITE-PRECISION).
After one-time work at most CN logN in space CN, we can answer queries as follows.
A query consists of a testing cube Q̂ and an S-bit machine point x ∈ Q◦.
Notice that Q̂ has S˜-bit machine points as corners, with S˜ ≤ CS for a universal constant
C, so we can safely process Q̂ on our finite-precision computer. (See Remark 7.13.1.)
We respond to the querywith a list of all the cubesQ1, · · · , QL ∈ Icov(Q̂) (withQ1, · · · , QL
all distinct) such that x ∈ 65
64
Qℓ. Futhermore, we compute the numbers
1
α!
∂αJxθ
Q̂
Qℓ
(0) (for
all ℓ = 1, · · · , L and α ∈M) with parameters (∆Cg , ∆−Cg ∆ǫ).
To answer a query requires work and storage at most C logN.
EXPLANATION . The explanation is just as in the infinite-precision case. We refer the
reader to the explanation given just after equation (5.3.75) for more details. 
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The definitions and conditions in (5.3.76)-(5.3.79) are unchanged; as before, the Main
Technical Results for A− (finite-precision) yield the algorithm COMPUTE NEW EXTEN-
SION OPERATOR, with the following modifications:
• Modification 5: We assume that x ∈ Q◦ is an S-bit machine point. We compute
the functionals (f, P) 7→ ∂β(JxTQ̂(f, P))(0)which have the form
L∑
ℓ=1
γℓ ·ωℓ(f) +
J∑
j=1
λj · f(xj) +
∑
γ∈M
θγ · 1
γ!
∂γP(0),
where eachωℓ is inΩ(Q̂) and each xj is in E∩ 6564Q̂; each real number γℓ, λj, and θγ,
is computed with parameters (∆Cg , ∆
−C
g ∆ǫ); and L+ J+#(M) ≤ C, for a universal
constant C.
7.14. Inequalities for Testing Functionals
Let anew = anew(tG) be the constant from Lemma 5.3.3. We recall that anew = 2
−S˜ for
an integer S˜ with 1 ≤ S˜ ≤ CS. (See (7.13.15).)
First, in Proposition 5.3.2, we state and prove some properties of the extension oper-
ator (f, P) 7→ TQ̂(f, P) defined in (5.3.79). The assertion and proof of Proposition 5.3.2 are
unchanged in the current setting.
Next, we prove a few estimates to show that the testing functional MQ̂ defined be-
fore well-approximates the trace seminorm near the testing cube Q̂. Such estimates were
stated before in Proposition 5.3.3 (the conditional/unconditional inequalities). In the
present setting, the statement and proof of the corresponding estimates will need to be
modified. The next result contains the relevant estimates.
PROPOSITION 7.14.1. Let Q̂ be a testing cube, and let (f, P) ∈ X( 65
64
Q̂ ∩ E) ⊕ P . Then the
following estimates hold.
Unconditional inequality: ‖(f, P)‖
(1+anew)Q̂
≤ C(tG) ·MQ̂(f, P).
Conditional inequality: If 3Q̂ is tagged with (A, ǫ), then
MQ̂(f, P) ≤ C(tG) · (1/ǫ) ·
[
‖(f, P)‖ 65
64
Q̂ + ∆new · |P|
]
.
The unconditional inequality is a direct consequence of Proposition 5.3.2 as in the
infinite-precision proof of Proposition 5.3.3. We now prove the conditional inequality.
The finite-precision version of Lemma 5.3.4 reads as follows.
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LEMMA 7.14.1. Suppose that the testing cube Q̂ is η-simple for some η ≥ tG.
Then
MQ̂(f, P) ≤ C(tG) ·
[
‖(f, P)‖ 65
64
Q̂ + ∆new · |P|
]
,
where C(tG) depends only onm, n, p, and tG.
PROOF. The proof requires minor modifications. If Q̂ is η-simple (η ≥ tG), then the
terms (II), (III), (IV) vanish, as explained in the outset of the proof of Lemma 5.3.4. This
leaves us with the original term (I), and the new terms (V), and (VI). Recall, the definition
of (I) is given in Section 5.3.4. and the definitions of (V),(VI) are given in Section 7.13.1.
We consider an arbitrary summand
[
M(Q,A−)(f, P)
]p
in the term (I) (see (5.3.46)). From
(7.13.3), we have [
M(Q,A−)(f, P)
]p ≤ C · [‖(f, P)‖p65
64
Q
+ ∆pjunk|P|p
]
,
hence [
M(Q,A−)(f, P)
]p ≤ C(tG) · [‖(f, P)‖p65
64
Q̂
+ ∆pjunk|P|p
]
,
where we have used that 65
64
Q ⊂ 65
64
Q̂ and that Q̂ is η-simple with η ≥ tG; for more details,
see the proof of Lemma 5.3.4. Since the number of cubesQ relevant to term (I) is bounded
by C(tG), we conclude that
(I) ≤ C(tG) ·
[
‖(f, P)‖p65
64
Q̂
+ ∆pjunk|P|p
]
.
Note that term (VI) is equal to ∆pnew|P|p.
It remains to estimate term (V). Recall that#( 65
64
Q̂∩E) ≤ N ≤ ∆−n0 (see (7.8.2)). Hence,
(V) = ∆2pnew
∑
x∈ 65
64
Q̂∩E
|f(x) − P(x)|p ≤ ∆2pnew∆−C0 ‖(f, P)‖p65
64
Q̂
(7.14.1)
≤ ‖(f, P)‖p65
64
Q̂
.(7.14.2)
We explain below the previous two estimates.
We deduce the estimate in (7.14.1) by picking a function F˜ that satisfies ‖F˜‖p
X( 65
64
Q̂)
+
δ−mp
Q̂
‖F˜ − P‖Lp( 65
64
Q̂) ≤ 2 · ‖(f, P)‖p65
64
Q̂
and F˜ = f on E ∩ 65
64
Q̂. Then, for each x ∈ E ∩ 65
64
Q̂, we
apply the estimate (2.3.3) from Lemma 2.3.2 to the function F = F˜− P. Hence, we have
|f(x) − P(x)| =
∣∣∣F˜(x) − P(x)∣∣∣ ≤ C · δ−n/p
Q̂
‖F˜− P‖Lp( 65
64
Q̂) + δ
m−n/p
Q̂
‖F˜‖
X( 65
64
Q̂).
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Recall that δQ̂ ≥ c∆0, since Q̂ is a testing cube. Hence, we have |f(x)−P(x)| ≤ C∆−C0 |(f, P)| 65
64
Q̂.
Summing over x ∈ E∩ 65
64
Q̂ and using the fact that#(E∩ 65
64
Q̂) ≤ ∆−C0 , we obtain the stated
estimate.
We deduce the estimate in (7.14.2) from the estimate ∆new ≤ ∆C/(2p)0 ; see (7.13.1).
Therefore,[
MQ̂(f, P)
]p
= (I) + (V)+ (VI) ≤ C(tG) ·
[
‖(f, P)‖p65
64
Q̂
+ ∆pnew|P|p + ∆pjunk|P|p
]
.
Since ∆junk ≤ ∆new (see (7.13.1)), the above estimate implies the conclusion of Lemma
7.14.1. 
Lemma 7.14.1 implies the conditional inequality in the η-simple case.
So we may assume that Q̂ is not η-simple as in (5.3.87).
Both Proposition 5.3.4 and Proposition 5.3.5 hold in the present setting, without change.
The proofs are as before.
We now prove the conditional inequality. We describe how the estimates from before
will need to be changed in the present setting.
On the right-hand side of (5.3.122) we add the terms (V) and (VI). Note that
(V)+ (VI) = ∆2pnew
∑
x∈ 65
64
Q̂∩E
|f(x) − P(x)|p + ∆pnew|P|p
≤ ‖(f, P)‖p65
64
Q̂
+ ∆pnew|P|p (thanks to (7.14.1))
≤ [RHS of the conditional inequality]p .
Therefore, the extra terms in (5.3.122) don’t hurt.
Instead of (5.3.123), our inductive assumption now states that
M(Q,A−)(f, R
Q̂
Q) ≤ C ·
[
‖(f, RQ̂Q)‖ 65
64
Q + ∆junk|RQ̂Q|
]
≤ C ·
[
‖H‖X( 65
64
Q) + δ
−m
Q ‖H− RQ̂Q‖Lp( 65
64
Q) + ∆junk|RQ̂Q|
]
.
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Hence, in place of (5.3.124), we now have[
MQ̂(f, P)
]p
≤ C(tG) ·
[
‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
(7.14.3)
+
∑
Q⊂(1+100tG)Q̂
[
‖H‖p
X( 65
64
Q)
+ δ−mpQ ‖H− RQ̂Q‖pLp( 65
64
Q)
]
+ ∆pjunk
∑
Q⊂(1+100tG)Q̂
|RQ̂Q|p (=: S)
+
[
RHS of conditional inequality
]p]
.
The third and fourth lines contain new terms not present in the original estimate.
We will now estimate the extra term S in the third line of (7.14.3)
We write S = S1 +S2, with
S1 = ∆
p
junk
∑
Q⊂(1+100tG)Q̂
δQ≥tGδQ̂
|RQ̂Q|p,
S2 = ∆
p
junk
∑
Q⊂(1+100tG)Q̂
δQ<tGδQ̂
|RQ̂Q|p
We estimate the term S1. The number of cubes in CZ(A−) is at most ∆−C0 . Moreover,
by definition, RQ̂Q = P for each Q ∈ CZ(A−) relevant to the S1 (see (7.13.17)). Hence,
S1 ≤ ∆pjunk · ∆−C0 · |P|p(7.14.4)
≤ ∆pnew · |P|p ≤
[
RHS of conditional inequality
]p
.
(Here, we use that ∆junk ≤ ∆2new ≤ ∆new · ∆C/p0 ; see (7.13.1).)
We will now estimate the term S2. Let Q ∈ CZ(A−) satisfy Q ⊂ (1 + 100tG)Q̂ and
δQ < tGδQ̂. Note that the keystone cubeQ
# = K(Q) associated toQ satisfies S1Q# ⊂ 6564Q̂.
(See (5.3.121) in Proposition 5.3.5.) Furthermore, by definition (5.3.44) we have RQ̂Q = R
#
Q#
.
Moreover, since the number of cubes in CZ(A−) is at most ∆−C0 , we have
(7.14.5) S2 ≤ max
Q# keystone
{
∆pjunk∆
−C
0 |R#Q#|p : S1Q# ⊂
65
64
Q̂
}
.
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LetQ# be a keystone cube with S1Q
# ⊂ 65
64
Q̂. Lemma 7.13.3 states that
|R#
Q#
− P| ≤ C · [‖(f, P)‖S1Q# + ∆junk|P|] .
Hence,
(7.14.6) |R#
Q#
|p ≤ C ·
[
‖(f, P)‖p
S1Q#
+ |P|p
]
.
We define
F˜ = P +
∑
x∈S1Q#∩E
θx · (f(x) − P(x))
where θx(y) (x ∈ E) are cutoff functions satisfying (a) θx ≡ 1 on a neighborhood of x, (b) θx
is supported on a ball B(x, c∆0) for a small universal constant c, and (c) ‖∂αθx‖L∞ ≤ ∆−C0
for all |α| ≤ m. Indeed note that we may take θx(y) = θ(y−x) for a fixed cutoff function θ
supported on a small ball about the origin. From (a) and (b) we deduce that θx(z) ≡ 0 for
any z ∈ E \ {x}, since |x − y| ≥ ∆0 for distinct points x, y ∈ E. Thus, we have F˜(x) = f(x)
for each x ∈ E. Moreover,
‖F˜‖p
X(S1Q#)
≤ ∆−C0
∑
x∈S1Q#∩E
|f(x) − P(x)|p
and
‖F˜− P‖p
Lp(S1Q#)
≤ ∆−C0
∑
x∈S1Q#∩E
|f(x) − P(x)|p.
Hence, by definition of the trace seminorm, ‖(f, P)‖p
S1Q#
≤ ∆−C0
∑
x|f(x) − P(x)|p. Thus,
estimate (7.14.6) implies that
(7.14.7) |R#
Q#
|p ≤ C
∆−C ′0 ∑
x∈S1Q#∩E
|f(x) − P(x)|p + |P|p
 .
Therefore, returning to (7.14.5), we have
S2 ≤ ∆pjunk∆−C
′′
0
 ∑
x∈ 65
64
Q̂∩E
|f(x) − P(x)|p + |P|p
 .
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Since ∆pjunk∆
−C ′′
0 ≤ ∆4pnew ·
[
∆pnew∆
−C ′′
0
] ≤ ∆4pnew (see (7.13.1)), we conclude that
S2 ≤ ∆4pnew
∑
x∈ 65
64
Q̂∩E
|f(x) − P(x)|p + ∆4pnew|P|p ≤ ∆2pnew
[
MQ̂(f, P)
]p
≤ 1
2C(tG)
[
MQ̂(f, P)
]p
,
where C(tG) is the constant in (7.14.3). To obtain the previous estimates, we make sure to
choose ∆2pnew ≤ 12C(tG) (see (7.13.16)).
This completes our estimation of the term S2.
In the estimate (7.14.3), we consider the term C(tG) · S = C(tG) · S1 + C(tG) · S2
on the right-hand side, and note that C(tG) · S2 is irrelevant since it is bounded by a
half of the left-hand side; moreover, the term C(tG) ·S1 is bounded from above by C(tG) ·
[RHS of conditional inequality]p, thanks to (7.14.4). Therefore, in place of (7.14.3), we have
the simpler estimate:[
MQ̂(f, P)
]p ≤ C(tG)·[‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
(7.14.8)
+
∑
Q⊂(1+100tG)Q̂
[‖H‖p
X( 65
64
Q)
+ δ−mpQ ‖H− RQ̂Q‖pLp( 65
64
Q)
]
+ [RHS of conditional inequality]p
]
.
The difference between the estimates (7.14.8) and (5.3.124) is that the right-hand side of
(7.14.8) contains an extra term: [RHS of conditional inequality]p.
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The estimates preceding (5.3.125) in Stage II are unchanged. Using these estimates in
(7.14.8), we obtain
[
MQ̂(f, P)
]p
≤ C(tG) ·
(
‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
+
∑
Q⊂(1+100tG)Q̂
δQ<tGδQ̂
δ−mpQ ‖H− R#K(Q)‖pLp( 65
64
Q)
(7.14.9)
+
[
RHS of conditional inequality
]p)
≤ C(tG) ·
(
‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
+
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
(δQ#)
−mp‖H− R#
Q#
‖p
Lp(S1Q#)
+
[
RHS of conditional inequality
]p)
.
The difference between the estimates (7.14.9) and (5.3.125) is the extra term[
RHS of conditional inequality
]p
that appears in (7.14.9).
We now examine the estimates in Stage III.
In place of the infinite-precision inequality (5.3.126), which reads
δ−mp
Q#
‖H− R#
Q#
‖p
Lp(S1Q#)
≤ C‖H‖p
X(S1Q#)
,
we now apply (7.13.13) which reads
δ−mp
Q#
‖H− R#
Q#
‖p
Lp(S1Q#)
≤ C
[
‖H‖p
X(S1Q#)
+ ∆pjunk|R#Q#|p
]
.
From (7.14.7) we thus have
δ−mp
Q#
‖H− R#
Q#
‖p
Lp(S1Q#)
≤ C
‖H‖p
X(S1Q#)
+ ∆pjunk ·
∆−C ′0 ∑
x∈S1Q#∩E
|f(x) − P(x)|p + |P|p
 .
There are at most CN ≤ ∆−C0 keystone cubes in CZ(A−). Hence, since the collection
{S1Q
# : Q# keystone} has bounded overlap, we have
∑
Q# keystone
S1Q
#⊂ 65
64
Q̂
δ−mp
Q#
‖H−R#
Q#
‖p
Lp(S1Q#)
≤ C‖H‖p
X( 65
64
Q̂)
+

C∆pjunk∆−C0
 ∑
x∈ 65
64
Q̂∩E
|f(x) − P(x)|p + |P|p
 .
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We have C∆pjunk∆
−C
0 ≤ C∆3pnew ≤ 12C(tG)∆2pnew, due to the assumptions (7.13.1) and (7.13.16).
Thus, the term inside the curly braces in the above estimate is bounded by
1
2C(tG)
[ (V)+ (VI) ] ≤ 1
2C(tG)
[
MQ̂(f, P)
]p
.
We put the previous estimates into (7.14.9) to obtain[
MQ̂(f, P)
]p
≤ C(tG) ·
[
C‖H‖p
X( 65
64
Q̂)
+ δ−mp
Q̂
‖H− P‖p
Lp( 65
64
Q̂)
+
1
2C(tG)
[
MQ̂(f, P)
]p]
+
[
RHS of conditional inequality
]p
.
From the third bullet point in Proposition 5.3.4, we deduce that[
MQ̂(f, P)
]p
≤ C(tG) ·Λ(2D+1)p‖(f, P)‖p65
64
Q̂
+
[
RHS of conditional inequality
]p
.
Since Λ2D+1 ≤ 1/ǫ, this estimate implies the conditional inequality in Proposition 7.14.1.
This completes the proof of Proposition 7.14.1.
We fix tG > 0 to be a universal constant, small enough so that the preceding results
hold. We define the universal constant a(A) = anew, with anew defined as in Lemma 5.3.3.
For a moment, we fix ǫ = ǫ0 in Proposition 7.14.1 for a small universal constant ǫ0.
This implies the following result.
PROPOSITION 7.14.2. There exist universal constants ǫ0 > 0 and C ≥ 1 such that the
following estimates hold.
Unconditional Inequality: ‖(f, P)‖
(1+a(A))Q̂ ≤ C ·MQ̂(f, P).
Conditional Inequality: If 3Q̂ is tagged with (A, ǫ0), then
MQ̂(f, P) ≤ C
[
‖(f, P)‖ 65
64
Q̂ + ∆new · |P|
]
.
We no longer fix ǫ = ǫ0. Once again, we assume that ǫ is a small parameter, less than
a small enough universal constant.
We assume that
(7.14.10) ∆new ≤ c(ǫ),
for a small enough constant c(ǫ), depending only on ǫ,m, n, and p.
We will need new proofs of Propositions 5.4.1,5.4.2,5.4.3. We recall the statements of
these results and give the new proofs.
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Proposition 5.4.1. Let Q̂ be a testing cube. If[
#
(
65
64
Q̂ ∩ E
)
≤ 1 or σ(Q̂) has an (A ′, xQ̂, ǫ, δQ̂)-basis for some A ′ ≤ A
]
then (1 + a(A))Q̂ is tagged with (A, ǫκ). Otherwise, no cube containing 3Q̂ is tagged with
(A, ǫ1/κ). Here, κ > 0 is a universal constant.
PROOF. If #( 65
64
Q̂ ∩ E) ≤ 1, then (1+ a(A))Q̂ is tagged with (A, ǫ).
Suppose σ(Q̂) has an (A ′, xQ̂, ǫ, δQ̂)-basis with A ′ ≤ A. Call this basis (Pα)α∈A ′ . Then
• Pα ∈ ǫ · δ|α|+n/p−m
Q̂
· σ(Q̂) for all α ∈ A ′.
• ∂βPα(xQ̂) = δαβ for all α, β ∈ A ′.
• |∂βPα(xQ̂)| ≤ ǫ · δ|α|−|β|Q̂ for all α ∈ A ′, β ∈M, β > α.
Since σ(Q̂) = {P : MQ̂(0, P) ≤ 1}, we have MQ̂(0, Pα) ≤ ǫδ|α|+n/p−mQ̂ for α ∈ A ′. So, the
Unconditional Inequality gives
‖(0, Pα)‖(1+a(A))Q̂ ≤ C ′ǫδ|α|+n/p−mQ̂ for all α ∈ A
′.
Thus,
Pα ∈ C ′ǫδ|α|+n/p−m
Q̂
σ((1+ a(A))Q̂) for all α ∈ A ′.
With the second and third bullet points above, this shows that (Pα)α∈A ′ is an (A ′, xQ̂, C ′ǫ, δQ̂)-
basis for σ((1 + a(A))Q̂). Hence, (Pα)α∈A ′ is an (A ′, xQ̂, ǫκ, δ(1+a(A))Q̂)-basis for σ((1 +
a(A))Q̂), for a small enough universal constant κ. Since A ′ ≤ A, it follows that (1 +
a(A))Q̂ is tagged with (A, ǫκ), as claimed. That proves the first half of Proposition 5.4.1.
On the other hand, suppose Q ⊃ 3Q̂ and suppose Q is tagged with (A, ǫ1/κ ′), for a
small enough universal constant κ ′ > 0, to be chosen below (not any previous κ ′). Then
3Q̂ is tagged with (A, ǫκ/κ ′) for some universal constant κ > 0, thanks to Lemma 2.7.8.
Hence, as long as ǫ is small enough so that ǫκ/κ
′ ≤ ǫ0, the Conditional Inequality applies:
MQ̂(0, P) ≤ C
[
‖(0, P)‖ 65
64
Q̂ + ∆new|P|
]
for any P ∈ P
Also, by Lemma 2.7.8, 65
64
Q̂ is tagged with (A, ǫκ/κ ′). So either #( 65
64
Q ∩ E) ≤ 1 (in which
casewe have finished the proof of Proposition 5.4.1) or else σ( 65
64
Q) has an (A ′, xQ̂, ǫκ/κ
′
, δQ̂)-
basis for some A ′ ≤ A.
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In the latter case, Lemma 2.7.5 gives an (A ′′, xQ̂, ǫκ/κ
′
, δQ̂, Λ)-basis, with
A ′′ ≤ A ′ ≤ A, κ˜ ≤ κ ≤ ˜˜κ, with κ˜, ˜˜κ > 0 universal constants independent of κ ′,
and ǫκ/κ
′
Λ100D ≤ ǫκ/2κ ′ .
Call this basis (Pα)α∈A ′′ . Then
• Pα ∈ ǫκ/κ ′ · δ|α|+n/p−m
Q̂
· σ( 65
64
Q) for all α ∈ A ′′.
• ∂βPα(xQ̂) = δαβ for all α, β ∈ A ′′.
• |∂βPα(xQ̂)| ≤ ǫκ/κ
′ · δ|α|−|β|
Q̂
for all α ∈ A ′′, β ∈M, β > α.
• |∂βPα(xQ̂)| ≤ Λ · δ|α|−|β|Q̂ for all α ∈ A ′′, β ∈M.
We deduce a few conclusions from the above bullet points. The first bullet point implies
that ‖(0, Pα)‖ 65
64
Q̂ ≤ ǫκ/κ
′
δ
|α|+n/p−m
Q̂
; the last bullet point implies that |∂βPα(xQ̂)| ≤ Λ · ∆−C0
for all α ∈ A ′′, β ∈M (since ∆0 ≤ δQ̂ ≤ 1), hence
|Pα| =
(∑
β∈M
|∂βPα(0)|p
)1/p
≤ C ·
(∑
β∈M
|∂βPα(xQ̂)|p
)1/p
(since |xQ̂| ≤ C)
≤ C ′Λ · ∆−C0 .
Hence, the (known) Conditional Inequality implies the estimate
MQ̂(0, Pα) ≤ C ·
[
‖(0, Pα)‖ 65
64
Q̂ + ∆new · |Pα|
]
(7.14.11)
≤ Cǫκ/κ ′δ|α|+n/p−m
Q̂
+ CΛ∆−C0 ∆new ≤ C ′ǫκ/κ
′
δ
|α|+n/p−m
Q̂
for α ∈ A ′′,
where we use that δQ̂ ≤ 1 and |α|+ n/p−m < 0, and
Λ · ∆−C0 ∆new
(7.13.1)≤ Λ · ∆1/2new
(7.14.10)≤ Λ · ǫ2·˜˜κ/κ ′ ≤ ǫκ/κ ′ .
Here, in the last inequality, we use that Λ ≤ Λ100D ≤ ǫ−κ/2κ ′ , where κ ≤ ˜˜κ.
Now, the estimate (7.14.11) implies that
Pα ∈ C ′ǫκ/κ ′δ|α|+n/p−m
Q̂
· σ(Q̂) for all α ∈ A ′′.
This estimate, together with the second and third bullet points above, shows that
(Pα)α∈A ′′ is an (A ′′, xQ̂, Cǫκ/κ
′
, δQ̂)-basis for σ(Q̂).
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We ensure that Cǫκ/κ
′ ≤ ǫ by choosing κ ′ to be a small enough universal constant. Hence,
σ(Q̂) has an (A ′′, xQ̂, ǫ, δQ̂)-basis with A ′′ ≤ A ′ ≤ A. This completes the proof of Proposi-
tion 5.4.1.

Proposition 5.4.2. Suppose Q̂1 ⊂ Q̂2 are testing cubes with #(3Q̂2 ∩ E) ≥ 2, and (1 +
a(A))Q̂1∩E = 3Q̂2∩E. Suppose σ(Q̂1) has an (A ′, xQ̂1, ǫ, δQ̂2)-basis. Then 3Q̂2 is tagged with
(A ′, ǫκ) for a universal constant κ.
PROOF. By Lemma 2.7.7, σ(Q̂1) has an (A ′′, xQ̂2, ǫκ, δQ̂2)-basis, withA ′′ ≤ A ′, for some
universal constant κ. Call that basis (Pα)α∈A ′′ . Then for each α ∈ A ′′, we have
• Pα ∈ ǫκ · δ|α|+n/p−m
Q̂2
· σ(Q̂1).
• ∂βPα(xQ̂2) = δαβ for all β ∈ A ′′.
• |∂βPα(xQ̂2)| ≤ ǫκ · δ
|α|−|β|
Q̂2
for β ∈M, β > α.
The first condition here gives MQ̂1(0, Pα) ≤ ǫκδ
|α|+n/p−m
Q̂2
. So, by the Unconditional In-
equality,
‖(0, Pα)‖(1+a(A))Q̂1 ≤ Cǫκδ
|α|+n/p−m
Q̂2
.
Hence, Pα ∈ Cǫκδ|α|+n/p−m
Q̂2
σ((1 + a(A))Q̂1). By Lemma 2.4.2, σ(3Q̂2) is comparable to
σ((1+ a(A))Q̂1) + B(xQ̂2 , δQ̂2), so
σ((1+ a(A))Q̂1) ⊂ Cσ(3Q̂2).
Thus, Pα ∈ Cǫκδ|α|+n/p−m
Q̂2
σ(3Q̂2) for all α ∈ A ′′. With the second and third bullet points
above, this shows that σ(3Q̂2) has an (A ′′, xQ̂2, CǫκδQ̂2)-basis, with A ′′ ≤ A ′. Therefore,
3Q̂2 is tagged with (A ′, ǫκ/2), if ǫ is less than a small enough universal constant. This
completes the proof of Proposition 5.4.2. 
Corollary 5.4.1 is a direct consequence of Proposition 5.4.2, just as before.
Proposition 5.4.3. Suppose that Q̂1 ⊂ Q̂2 are testing cubes, #(3Q̂2 ∩ E) ≥ 2, and (1 +
a(A))Q̂1∩E = 3Q̂2∩E. Suppose 3Q̂2 is tagged with (A, ǫ). Then σ(Q̂1) has an (A ′, xQ̂1, ǫκ
′
, δQ̂2)-
basis for some A ′ ≤ A and for some universal constant κ ′.
PROOF. Since 3Q̂1 ⊂ 3Q̂2 and 3Q̂2 is tagged with (A, ǫ), Lemma 2.7.8 shows that 3Q̂1
is tagged with (A, ǫκ) for a universal constant κ. Hence, the Conditional Inequality holds
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for Q̂1. Hence,
(7.14.12) MQ̂1(0, P) ≤ C
[
‖(0, P)‖ 65
64
Q̂1
+ ∆new|P|
]
for P ∈ P.
Now, since 65
64
Q̂1 ∩ E = 3Q̂2 ∩ E and 6564Q̂1 ⊂ 3Q̂2, we know from Lemma 2.4.2 that
σ(3Q̂2) ⊂ C ·
[
σ
(
65
64
Q̂1
)
+ B(xQ̂2 , δ3Q̂2)
]
.
(We have B(xQ̂1 , δ3Q̂2) ⊂ CB(xQ̂2 , δ3Q̂2), because |xQ̂1 − xQ̂2 | ≤ δQ̂2 . Hence, the above
inclusion follows from Lemma 2.4.2.)
Recall that 3Q̂2 is tagged with (A, ǫ) and #(3Q̂2 ∩ E) ≥ 2. Hence, σ(3Q̂2) has an
(A ′, xQ̂2 , ǫ, δ3Q̂2)-basis, for some A ′ ≤ A. By Lemma 2.7.5, there exist a multiindex set
A ′′ ≤ A ′ ≤ A and numbers Λ ≥ 1, κ1 ≤ κ ≤ κ2, such that
σ(3Q̂2) has an (A ′′, xQ̂2, ǫκ, δ3Q̂2, Λ)-basis, where ǫκΛ100D ≤ ǫκ/2,
for some universal constants κ1, κ2 ∈ (0, 1]. Therefore,
σ
(
65
64
Q̂1
)
+ B(xQ̂2 , δ3Q̂2) has an (A ′′, xQ̂2, Cǫκ, δ3Q̂2, Λ)-basis.
From Lemma 2.7.3, we see that σ
(
65
64
Q̂1
)
has an (A ′′, xQ̂2, C ′ǫκΛ, δ3Q̂2, CΛ)-basis. Here,
C ′ǫκΛ ≤ C ′ǫκ/2 ≤ ǫκ/4, for sufficiently small ǫ. Let (Pα)α∈A be that basis. Thus, for each
α ∈ A ′′,
• Pα ∈ ǫκ/4 · δ|α|+n/p−mQ̂2 · σ(
65
64
Q̂1).
• ∂βPα(xQ̂2) = δαβ for all β ∈ A ′′.
• |∂βPα(xQ̂2)| ≤ ǫκ/4 · δ
|α|−|β|
Q̂2
for all β ∈M, β > α.
• |∂βPα(xQ̂2)| ≤ CΛ · δ
|α|−|β|
Q̂2
for all β ∈M.
The first and fourth bullet points imply that ‖(0, Pα)‖ 65
64
Q̂1
≤ Cǫκ/4δ|α|+n/p−m
Q̂2
and |Pα| ≤
CΛ∆−C0 , hence (7.14.12) gives
(7.14.13) MQ̂1(0, Pα) ≤ C ′ǫκ/4δ
|α|+n/p−m
Q̂2
+ CΛ∆−C0 ∆new ≤ C ′ǫκ/4δ|α|+n/p−mQ̂2 ,
which implies that
(7.14.14) Pα ∈ C ′ǫκ/4δ|α|+n/p−m
Q̂2
· σ(Q̂1) for α ∈ A ′′.
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Here, to prove (7.14.13), we use that δQ̂2 ≤ 1 and |α|+ n/p−m < 0, and
Λ · ∆−C0 ∆new
(7.13.1)≤ Λ · ∆1/2new
(7.14.10)≤ Λ · ǫ2κ2 ≤ ǫκ.
Here, in the last inequality, we use that Λ ≤ Λ100D ≤ ǫ−κ/2, where κ ≤ κ2.
With the second and third bullet points, (7.14.14) shows that (Pα)α∈A ′′ forms an
(A ′′, xQ̂2, Cǫκ/4, δQ̂2)-basis for σ(Q̂1). Hence, by Lemma 2.7.7, it follows that σ(Q̂1) has an
(A ′′′, xQ̂1, ǫκ
′
, δQ̂2)-basis for some A ′′′ ≤ A ′′ ≤ A ′ ≤ A and for a small enough universal
constant κ ′. This completes the proof of Proposition 5.4.3. 
The proofs of Propositions 5.4.4 and 5.4.5 are unchanged.
The statement of the algorithm OPTIMIZE BASIS requires modification.
ALGORITHM: OPTIMIZE BASIS (FINITE-PRECISION)
We perform one time work at most CN logN in space CN, after which we can answer
queries as follows.
A query consists of a testing cube Q̂ and a set A ⊂M
We respond to the query (Q̂,A) by producing the following.
• A collection of machine intervals Iℓ (1 ≤ ℓ ≤ ℓmax). The intervals Iℓ are pairwise
disjoint, the union of the Iℓ is
[
∆g, ∆
−1
g
]
, and ℓmax ≤ C.
• A list of non-negative machine numbers aℓ (ℓ = 1, · · · , ℓmax). The numbers aℓ are
bounded in magnitude by ∆−Cg .
• A list of numbers λℓ. Each λℓ has the form µℓ+νℓ/p, with µℓ, νℓ ∈ Z and |µℓ| , |νℓ| ≤
C.
• Let η(Q̂,A)(δ) := aℓδλℓ for δ ∈ Iℓ. Then we have:
(A1): For each δ ∈ [∆g, ∆−1g ] there existsA ′ ≤ A such that σ(Q̂) has an (A ′, xQ̂, η1/2, δ)-
basis for all η > C · η(Q̂,A)(δ).
(A2): For each δ ∈ [∆g, ∆−1g ] and anyA ′ ≤ A, σ(Q̂) does not have an (A ′, xQ̂, η1/2, δ)-
basis for any η < c · η(Q̂,A)(δ).
(A3): Moreover, c · η(Q̂,A)(δ1) ≤ η(Q̂,A)(δ2) ≤ C · η(Q̂,A)(δ1)whenever 110δ1 ≤ δ2 ≤
10δ1 and δ1, δ2 ∈ [∆g, ∆−1g ].
(A4): Also, η(Q̂,A)(δ) ≥ ∆Cg , for all δ ∈ [∆g, ∆−1g ].
• To answer a query requires work at most C logN.
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EXPLANATION . Recall that we can perform arithmetic operations to within precision
∆ǫ.
We denote Z
[
1
p
]
=
{
λ = k + ℓ · 1
p
: k, ℓ ∈ Z
}
. If λ = k + ℓ · 1
p
∈ Z
[
1
p
]
, with k and ℓ
bounded by a universal constant, then we say that λ is a machine element of Z
[
1
p
]
. Such
a λ can be stored on our computer using at most C units of storage.
Recall that we defined |P|x =
(∑
α∈M
|∂αP(x)|p
)1/p
for P ∈ P and x ∈ Rn, and |P| =
|P|0. The vectors (∂αP(x))α∈M and (∂αP(0))α∈M are related by multiplication against an
invertible matrix A(x) = (Aαβ(x))α,β∈M. This is a consequence of Taylor’s formula. Note
that the operator norm of the matrix A(x) is bounded by a universal constant if |x| ≤ 1.
Thus,
(7.14.15) C−1|P|x ≤ |P| ≤ C|P|x for P ∈ P and |x| ≤ 1.
Using APPROXIMATE NEW TRACE NORM (see Section 7.13.1), we compute a quadratic
form qQ̂ on P such that {qQ̂ ≤ c} ⊂ σ(Q̂) ⊂ {qQ̂ ≤ C}, where c > 0 and C ≥ 1 are universal
constants.1 The quadratic form qQ̂ is given in the form
qQ̂(P) =
∑
α,β∈M
q˜αβ · 1
α!
∂αP(0) · 1
β!
∂βP(0),
where we compute the numbers q˜αβ with parameters (∆
C
g , ∆
−C
g ∆ǫ). Using a linear change
of basis, we write
qQ̂(P) =
∑
α,β∈M
qαβ · 1
α!
∂αP(xQ̂) ·
1
β!
· ∂βP(xQ̂).
Each qαβ is a linear combination of all the numbers q˜αβ. Thus, we can compute each qαβ
with parameters (∆Cg , ∆
−C
g ∆ǫ).
From the conditions in the algorithm APPROXIMATE NEW TRACE NORM, we know
that qQ̂(P) ≥ c · (MQ̂(0, P))2. Furthermore, the term (VI) = ∆pnew · |P|p is a summand in[
MQ̂(0, P)
]p
, hence MQ̂(0, P) ≥ ∆new · |P| (see (7.13.20)). Hence, using (7.14.15), we see
that
qQ̂(P) ≥ c ′∆2new|P|2 ≥ c ′′∆2new|P|2xQ̂.
1Recall that by now we have fixed tG to be a universal constant; hence, the constants c(tG) and C(tG) in
APPROXIMATE NEW TRACE NORM are now universal constants c, C.
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(Note that |xQ̂| ≤ 1, since Q̂ ⊂ Q◦ = [0, 1)n.)
Therefore, the matrix (qαβ) satisfies
(qαβ) ≥ c∆2new · (δαβ) ≥ ∆g · (δαβ).
This means that we can apply the finite-precision version of FIT BASIS TO CONVEX BODY
to the matrix (qαβ) and the convex body σ(Q̂) (see Section 7.5). We can therefore compute
a piecewise monomial function η
(Q̂,A ′)
∗ (δ) for each A ′ ≤ A. We guarantee that
• For any δ ∈ [∆g, ∆−1g ],
– (P1) σ(Q̂) has an (A ′, xQ̂, η1/2, δ)-basis, for any η > C · η(Q̂,A
′)
∗ (δ),
– (P2) σ(Q̂) does not have an (A ′, xQ̂, η1/2, δ)-basis, for any η < c · η(Q̂,A
′)
∗ (δ).
• (P3)Moreover, c · η(Q̂,A ′)∗ (δ1) ≤ η(Q̂,A
′)
∗ (δ2) ≤ C · η(Q̂,A
′)
∗ (δ1), whenever
1
10
δ1 ≤ δ2 ≤
10δ1, for δ1, δ2 ∈ [∆g, ∆−1g ].
• (P4) Also, η(Q̂,A ′)∗ (δ) ≥ ∆Cg for any δ ∈ [∆g, ∆−1g ].
• The function η(Q̂,A ′)∗ :
[
∆g, ∆
−1
g
]→ R is given in the form
η(Q̂,A
′)
∗ (δ) = aℓ,A ′ · δλℓ,A′ for δ ∈ Iℓ,A ′ .
To represent η
(Q̂,A ′)
∗ we store the following data: pairwise disjoint machine inter-
vals Iℓ,A ′ (1 ≤ ℓ ≤ ℓmax(A ′)) that form a partition of
[
∆g, ∆
−1
g
]
; machine numbers
aℓ,A ′ ∈ [∆Cg , ∆−Cg ]; and exponents λℓ,A ′ that are machine elements of Z
[
1
p
]
. We
guarantee that ℓmax(A ′) ≤ C for each A ′ ≤ A.
By computing all the nonempty intersections of the intervals Iℓ,A ′ , we write each η
(Q̂,A ′)
∗ (δ)
in the form
η(Q̂,A
′)
∗ (δ) = cℓ,A ′ · δγℓ,A′ for δ ∈ Iℓ (ℓ = 1, 2, · · · , ℓmax).
Here, we compute the following: machine intervals Iℓ (1 ≤ ℓ ≤ ℓmax) that partition[
∆g, ∆
−1
g
]
; machine numbers cℓ,A ′ ∈ [∆Cg , ∆−Cg ]; and exponents γℓ,A ′ that are machine el-
ements in Z
[
1
p
]
. Moreover, ℓmax ≤ C.
We define
(7.14.16) η(δ) := min
A ′≤A
η(Q̂,A
′)
∗ (δ).
We will compute a piecewise-monomial approximation to the function η(δ) using the
following procedure.
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PROCEDURE: PROCESS MONOMIALS . Assume that we are given the following: A ma-
chine interval I ⊂ [∆g, ∆−1g ], machine numbers a1, a2 ∈ [∆Cg , ∆−Cg ], and machine elements
γ1, γ2 ∈ Z
[
1
p
]
. We define monomial functionsm1(δ) = a1δ
γ1 andm2(δ) = a2δ
γ2 . Then we
produce one of three outcomes
(1) We guarantee thatm1(δ) ≤ m2(δ) + ∆1/2ǫ for all δ ∈ I.
(2) We guarantee thatm2(δ) ≤ m1(δ) + ∆1/2ǫ for all δ ∈ I.
(3) We compute a machine number δ∗ ∈ I, and distinct indices j, k ∈ {1, 2}, such that{
mj(δ) ≤ mk(δ) + ∆1/2ǫ for δ ∈ I ∩ (0, δ∗]
mk(δ) ≤ mj(δ) + ∆1/2ǫ for δ ∈ I ∩ [δ∗,∞).
This computation requires work and storage at most C.
EXPLANATION. If γ1 = γ2 then outcome (1) occurs if a1 ≤ a2, and outcome (2) occurs
if a1 > a2. Thus, we can respond in the case when γ1 = γ2
Assume instead that γ1 6= γ2. Note that in this case we have c0 ≤ |γ1 − γ2| ≤ C0 for
universal constants c0 and C0, since γ1 and γ2 are machine elements in Z
[
1
p
]
.1
We define a monomial function m(δ) := m1(δ)
m2(δ)
= a · δγ, where a = a1
a2
and γ = γ1 − γ2.
The unique solution to the equationm(δ) = 1 is given by
(7.14.17) δsol := a
1
γ .
Since monomial functions are monotonic, we have either
(a) m(δ) < 1 for ∆g ≤ δ < δsol, andm(δ) > 1 for δsol < δ ≤ ∆−1g ; or
(b) m(δ) > 1 for ∆g ≤ δ < δsol, andm(δ) < 1 for δsol < δ ≤ ∆−1g .
We know that (a) holds if γ > 0, and (b) holds if γ < 0. We can determine which case
occurs because the rational number γ is given to exact precision.
Since a ∈ [∆Cg , ∆−Cg ] and c0 ≤ |γ| ≤ C0, due to the numerical stability of exponentiation
we can compute a machine number δ∗ such that
(7.14.18) δ∗ ∈ [∆Cg , ∆−Cg ] and |δ∗ − δsol| ≤ ∆−Cg ∆ǫ (see (7.14.17)).
From (7.14.18) and the Lipschitz continuity ofm(δ), we have |m(δ) − 1| ≤ ∆−Cg ∆ǫ for all δ
in the interval between δ∗ and δsol.
1The constant c0 here depends only onm,n,p, but it may depend sensitively on the approximation of
1
p
by
rationals with low denominators.
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Therefore, in case (a) we have m(δ) = m1(δ)
m2(δ)
≤ 1 + ∆−Cg ∆ǫ for all ∆g ≤ δ ≤ δ∗, and
m(δ) =
m1(δ)
m2(δ)
≥ 1− ∆−Cg ∆ǫ for all δ∗ ≤ δ ≤ ∆−1g . Note that bothm1(δ) andm2(δ) are in the
range [∆Cg , ∆
−C
g ] if δ ∈ [∆g, ∆−1g ]. Thus, in case (a) we determine that
m1(δ) ≤ m2(δ) · (1+ ∆−Cg ∆ǫ) ≤ m2(δ) + ∆−2Cg ∆ǫ ≤ m2(δ) + ∆1/2ǫ for ∆g ≤ δ ≤ δ∗,
and similarly,m1(δ) ≥ m2(δ) − ∆1/2ǫ for δ∗ ≤ δ ≤ ∆−1g . Thus, we can respond as follows:
• If δ∗ is to the left of the interval I then outcome (2) occurs.
• If δ∗ is to the right of the interval I then outcome (1) occurs.
• If δ∗ belongs to the interval I then outcome (3) occurs with j = 1 and k = 2.
Similarly, in case (b) we determine thatm1(δ) ≥ m2(δ) − ∆1/2ǫ for all ∆g ≤ δ ≤ δ∗, and
similarly,m1(δ) ≤ m2(δ) + ∆1/2ǫ for all δ∗ ≤ δ ≤ ∆−1g . Thus, we can respond as follows:
• If δ∗ is to the left of the interval I then outcome (1) occurs.
• If δ∗ is to the right of the interval I then outcome (2) occurs.
• If δ∗ belongs to the interval I then outcome (3) occurs with j = 2 and k = 1.
That completes the explanation of the procedure PROCESS MONOMIALS. Clearly, the
work and storage are at most C for a universal constant C.

We return to the setting before the above procedure.
Fix ℓ ∈ {1, · · · , ℓmax}. Applying the procedure PROCESS MONOMIALS, for each pair
(A ′,A ′′) such that A ′ ≤ A and A ′′ ≤ A, we produce one of three outcomes.
In outcome (1), we guarantee that η
(Q̂,A ′)
∗ ≤ η(Q̂,A
′′)
∗ +∆
1/2
ǫ , uniformly on the interval Iℓ.
In outcome (2), we guarantee that η
(Q̂,A ′′)
∗ ≤ η(Q̂,A
′)
∗ +∆
1/2
ǫ , uniformly on the interval Iℓ.
In outcome (3), we divide the interval Iℓ at the point δℓ,A ′,A ′′ = δ∗ ∈ Iℓ to obtain split
subintervals I−ℓ = Iℓ ∩ (0, δ∗] and I+ℓ = Iℓ ∩ (δ∗,∞). (A subinterval may contain only a
single point or be empty.) We guarantee that η
(Q̂,A ′)
∗ ≤ η(Q̂,A
′′)
∗ + ∆
1/2
ǫ on one of the split
subintervals, and η
(Q̂,A ′′)
∗ ≤ η(Q̂,A
′)
∗ + ∆
1/2
ǫ on the other. We determine which inequality is
satisfied on each subinterval.
For each pair (A ′,A ′′) such that outcome (3) occurs, we have computed a machine
number δℓ,A ′,A ′′ in Iℓ. We sort these numbers and remove duplicates to obtain a list
δ1 < δ2 < · · · < δKℓ.
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Note that Kℓ ≤ #{(A ′,A ′′) : A ′ ≤ A, A ′′ ≤ A} ≤ C for a universal constant C. We define
δ0 and δKℓ+1 to be the left and right endpoints of Iℓ, respectively. We let I
k
ℓ := [δk, δk+1]
for each 0 ≤ k ≤ Kℓ. We thus obtain a (possibly trivial) partition of Iℓ into subintervals
I0ℓ , · · · , IKℓℓ .
For each interval Ikℓ and each pair (A ′,A ′′) such that A ′ ≤ A and A ′′ ≤ A, we guaran-
tee either that η
(Q̂,A ′)
∗ ≤ η(Q̂,A
′′)
∗ +∆
1/2
ǫ on Ikℓ (A ′ beatsA ′′ on Ikℓ ), or that η(Q̂,A
′′)
∗ ≤ η(Q̂,A
′)
∗ +∆
1/2
ǫ
on Ikℓ (A ′′ beatsA ′ on Ikℓ ). To make such a guarantee, we look at the previous outcomes. If
outcome (1) occurs, then A ′ beats A ′′ on Ikℓ . If outcome (2) occurs, then A ′′ beats A ′ on Ikℓ .
If outcome (3) occurs, then we determine which of the split subintervals of Iℓ contains I
k
ℓ .
Once we have done that, we can make a correct guarantee by using the guarantee made
in outcome (3) for the split subinterval.
For each of the intervals Ikℓ we perform the following computation. We initialize S =
{A ′ ⊂ M : A ′ ≤ A}. We initialize A to be any member of S. Then we run the following
loop.
• WHILE: S 6= {A}
• – Select an arbitrary A ′ ∈ S \ {A}.
– If we guarantee that A ′ beatsA on Ikℓ , then discard A from S and setA = A ′.
– If we guarantee thatA beatsA ′ on Ikℓ , then discardA ′ from S. Do not modify
A.
– (Note that we make at most one guarantee.)
LetA1 denote the sole member remaining in S once the loop is complete. For anyA ′ ⊂M
with A ′ ≤ A, there is a sequence of “competitors” A2, · · · ,AJ with AJ = A ′, such that Aj
beatsAj+1 on Ikℓ for j = 1, · · · , J− 1. This is clear because A ′ is selected in the loop at some
iteration, and as long as A ′ 6= A1 we can be certain that A ′ is beaten by some competitor,
who in turn is beaten by another competitor, and so on until the loop terminates with
the final competitor A1. Clearly, the number of competitors J is bounded by a universal
constant C. By combining the estimates coming from each competition, we learn that
η
(Q̂,A1)
∗ ≤ η(Q̂,AJ)∗ + J∆1/2ǫ . Therefore, η(Q̂,A1)∗ ≤ η(Q̂,A ′)∗ + C∆1/2ǫ .
Thus, for each 0 ≤ k ≤ Kℓ, we can compute a multiindex set Akℓ ≤ A such that
(7.14.19) η
(Q̂,Akℓ )
∗ (δ) ≤ η(Q̂,A ′)∗ (δ) + C∆1/2ǫ for all δ ∈ Ikℓ , for all A ′ ≤ A.
We repeat the previous construction for each ℓ ∈ {1, · · · , ℓmax}.
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We therefore obtain machine intervals Ikℓ (0 ≤ k ≤ Kℓ, 1 ≤ ℓ ≤ ℓmax), which form a
partition of [∆g, ∆
−1
g ], and multiindex sets Akℓ as in (7.14.19).
We define a function η˜ :
[
∆g, ∆
−1
g
]→ R by
η˜(δ) := η
(Q̂,Akℓ )
∗ (δ) = cℓ,Ak
ℓ
· δλℓ,Akℓ if δ ∈ Ikℓ .
Since ℓmax ≤ C, the previous construction can be executed using work and storage at
most a universal constant C ′.
We will make use of the properties (P1)-(P4) of the functions η
(Q̂,A ′)
∗ that were stated
earlier in this section.
Recall that η(δ) is the minimum of η
(Q̂,A ′)
∗ (δ) over all A ′ ≤ A (see (7.14.16)). Since
Akℓ ≤ A for all (k, ℓ), we have η˜(δ) ≥ η(δ). Moreover, taking the minimum with respect
to A ′ in (7.14.19), we conclude that η˜(δ) ≤ η(δ) + C∆1/2ǫ . Thanks to (P4), we have η(δ) ≥
∆Cg ≥ C∆1/2ǫ . Thus, we learn that
(7.14.20) η(δ) ≤ η˜(δ) ≤ 2 · η(δ).
We next prove that the the function η(Q̂,A)(δ) = η˜(δ) satisfies (A1)-(A4).
Proof of (A1).
Let δ ∈ [∆g, ∆−1g ]. Also, let η > C · η˜(δ), with C as in (P1). Then, thanks to (7.14.20), we
have
η > C · η(δ) = C · min
A ′≤A
η(Q̂,A
′)
∗ (δ).
Hence, η > C · η(Q̂,A ′)∗ (δ) for some A ′ ≤ A. According to (P1), we learn that σ(Q̂) has an
(A ′, xQ̂, η1/2, δ)-basis. This completes the proof of (A1).
Proof of (A2).
Let δ ∈ [∆g, ∆−1g ]. Also, let η < c2 · η˜(δ), with c > 0 as in (P2). Then, thanks to (7.14.20),
we have
η ≤ c · η(δ) = c · min
A ′≤A
η(Q̂,A
′)
∗ (δ).
Hence, η < c · η(Q̂,A ′)∗ (δ) for all A ′ ≤ A. According to (P2), we learn that σ(Q̂) does not
have an (A ′, xQ̂, η1/2, δ)-basis for any A ′ ≤ A. This completes the proof of (A2).
Proof of (A3).
Let δ1, δ2 ∈ [∆g, ∆−1g ], with 110δ1 ≤ δ2 ≤ 10δ1.
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According to (P3), for each A ′ ≤ A we have
c · η(Q̂,A ′)∗ (δ1) ≤ η(Q̂,A
′)
∗ (δ2) ≤ C · η(Q̂,A
′)
∗ (δ1).
Taking the minimum with respect to A ′ ≤ A, we learn that c · η(δ1) ≤ η(δ2) ≤ C · η(δ1).
According to (7.14.20), we therefore have 1
4
c · η˜(δ1) ≤ η˜(δ2) ≤ 4C · η˜(δ1). This completes
the proof of (A3).
Proof of (A4).
We have
η˜(δ)
(7.14.20)≥ η(δ) = min
A ′≤A
η(Q̂,A
′)
∗ (δ)
(P4)≥ ∆Cg .
This completes the proof of (A4).
Thus, properties (A1), (A2), (A3), (A4) are satisfied for the function η(Q̂,A)(δ) = η˜(δ).
This concludes the explanation of the algorithm.

7.15. Computing Lengthscales
Each point x ∈ E is assumed to be an S-bit machine point. Recall that ∆0 = 2−S. Hence,
(7.15.1) |x ′ − x ′′| ≥ ∆0 for distinct x ′, x ′′ ∈ E.
Recall that CZ(A−) consists of disjoint dyadic cubes that form a partition of Q◦ =
[0, 1)n. According to the Main Technical Results for A−, we have δQ ≥ c ·∆0 for eachQ in
CZ(A−), for a universal constant c. Therefore, eachQ in CZ(A−) is an S˜-bit machine cube,
where S˜ ≤ CS for a universal constant C.
Recall that a testing cube is a dyadic cube Q̂ ⊂ Q◦ that can be written as a disjoint
union of cubes in CZ(A−). We then have δQ̂ ≥ c · ∆0 for a universal constant c > 0 (see
Remark 7.13.1).
We set λ := 1/40.
ALGORITHM: COMPUTE INTERESTING CUBES (FINITE-PRECISION)
We compute a tree T consisting of testing cubes. The nodes in T consist of all the cubes
Q ∈ CZ(A−) that contain points of E, all the testing cubes Q̂ for which diam(3Q̂ ∩ E) ≥
λ · δQ̂, and the unit cube Q◦.
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Here, T is a tree with respect to inclusion. We mark each internal node Q in T with
pointers to its children, and we mark each nodeQ in T (except for the root) with a pointer
to its parent.
The number of nodes in T is at most CN, and T can be computed with work at most
CN logN in space CN.
EXPLANATION: . We use the explanation in Section 5.5. We need to check that the
computation is valid in our finite-precision model of computation.
We compute representative pairs from the well-separated pairs decomposition of E
using the algorithm MAKE WSPD (see Section 4.2). The representative pairs (x ′ν, x
′′
ν) ∈
E× E \ {(x, x) : x ∈ E} (1 ≤ ν ≤ νmax) satisfy |x ′ν − x ′′ν | ≥ ∆0, thanks to (7.15.1).
Next, we loop over all ν and list all the dyadic cubes Q˜with x ′ν, x
′′
ν ∈ 5Q˜ and |x ′ν − x ′′ν | ≥
λ
2
δQ˜. We call this listQ1, · · · , QK. Since 5Qk contains some representative pair (x ′ν, x ′′ν), we
have δQk ≥ 15 |x ′ν − x ′′ν | ≥ 15∆0 for each k = 1, · · · , K.
Note that the “BBD Tree algorithm” in Theorem 4.3.1 is unchanged in finite-precision,
so we can compute diam(3Qk ∩ E) for each k = 1, · · · , K. We remove any cubes from our
list that satisfy diam(3Qk ∩ E) < λδQk , which occurs if and only if δQk > 40 · diam(3Qk ∩
E). We also compute the cube in CZ(A−) that contains the center of each Qk, using the
CZ(A−)-ORACLE. IfQk is strictly contained in this cube, then we removeQk from our list.
Denote the surviving cubes by Q˜1, · · · , Q˜K˜.
We list all the cubes Q ∈ CZ(A−) that contain points of E (take all the cubes Q in
CZmain(A−) that satisfy E ∩ Q 6= ∅), the cubes Q˜1, · · · , Q˜K˜, and the unit cube Q◦. We
sort this list to remove duplicates, and organize it in a tree T using the algorithm MAKE
FOREST (see Section 4.1.5).
That completes the explanation of the algorithm. 
ALGORITHM: COMPUTE CRITICAL TESTING CUBES (FINITE-PRECISION).
Given ǫ > 0, which is less than a small enough universal constant, we produce a
collection Q̂ǫ of testing cubes with the following properties.
(a) Each point x ∈ E belongs to some cube Q̂x ∈ Q̂ǫ.
(b) The cardinality of Q̂ǫ is at most C ·N.
(c) If Q̂ ∈ Q̂ǫ strictly contains a cube in CZ(A−), then (1+ a(A))Q̂ is tagged with (A, ǫκ).
(d) If Q̂ ∈ Q̂ǫ and δQ̂ ≤ c∗, then no cube containing SQ̂ is tagged with (A, ǫ1/κ).
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(e) Each cube Q inQǫ satisfies δQ ≥ c · ∆0.
The algorithm requires work at most CN logN in space CN.
Here, c∗ > 0 and S ≥ 1 are integer powers of 2, which depend only on m, n, p; also,
κ ∈ (0, 1) and C ≥ 1 are universal constants.
EXPLANATION . The main change to the explanation is that we use the finite-precision
version of OPTIMIZE BASIS instead of the infinite-precision version. We also need to show
that the roundoff errors that can arise have little effect.
Note that condition (e) will hold for each Q in Qǫ, since we promise that Qǫ contains
only testing cubes. (See Remark 7.13.1.)
We let Λ ≥ 1 be a sufficiently large integer power of two, as before. We will later
choose Λ to be bounded by a universal constant, but not yet. We assume that Λ is a
machine number.
We construct a tree T of interesting cubes with the algorithm COMPUTE INTERESTING
CUBES.
We next explain the construction of the collection Q̂ǫ.
We proceed with Steps 0-6. The construction is almost identical to that in infinite-
precision. We refer the reader to the earlier text. Wewill only record the necessary changes
We assume we have carried out the one-time work of the BBD Tree in Section 4.3.
Thus, given an S˜-bit machine cube Q, with S˜ ≤ CS, we can compute # (65
64
Q ∩ E) using
work at most C · logN.
Therefore, we can compute #
(
65
64
Q ∩ E) for each Q in T .
For each cube Q1 in T we perform Steps 0-3.
Step 0 is unchanged: We find the parentQ2 of Q1 in T .
In Step 1 in the infinite-precision text, it says “We determine whether or not there ex-
ists a number δ ∈ [Λ10δQ1 , Λ−10δQ2] with the property that ǫ1/κ5 ≤ η(Q
up
1 ,A)(δ) ≤ ǫκ5 . If
such a δ exists, we can easily find one.” We can no longer make such an accurate deter-
mination because of inevitable roundoff errors. We will need to make the modifications
listed below.
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• Step 1 (Modified) : In finite-precision, we compute a piecewise-monomial repre-
sentation for the function η(Q
up
1
,A)(δ) using the finite-precision version of OPTI-
MIZE BASIS, where Q
up
1 is the dyadic cube with Q1 ⊂ Qup1 and δQup
1
= Λ · δQ. We
produce one of two outcomes. Either we guarantee that there does not exist a
δ ∈ [Λ10δQ1, Λ−10δQ2] such that
(7.15.2) ǫ1/κ5 ≤ η(Qup1 ,A)(δ) ≤ ǫκ5,
or else we compute a machine number δ ∈ [Λ10δQ1, Λ−10δQ2] satisfying
(7.15.3)
1
2
ǫ1/κ5 ≤ η(Qup1 ,A)(δ) ≤ 2ǫκ5.
The number δ is computed exactly.
The factors of 2 in the above estimate arise because of roundoff errors in the
computation of δ. Indeed, we can bound any roundoff error by∆ǫ∆
−C
g , which is at
most 100−1 ·ǫ1/κ5 , since ∆ǫ∆−Cg ≤ ∆1/2ǫ (see (7.12.1)) and ∆1/2ǫ ≤ ∆new ≤ 100−1 ·ǫ1/κ5
(see (7.13.1) and (7.14.10)).
As before, in the second alternative we can find a dyadic cube Q with Q1 ⊂
Q ⊂ Q2, Λ10δQ1 ≤ δQ ≤ Λ−10δQ2 , and such that
(7.15.4)
[
ǫ1/κ6 ≤ η(Qup1 ,A)(δQ)
]
and
[
η(Q
up
1
,A)(δQ) ≤ ǫκ6
]
.
(Compare to (5.5.1).)
Here, by choosing κ6 sufficiently small, we can make the extra factors of 2
disappear.
In the second alternative, we add Q to the collection Q̂ǫ. That completes the
computation in Step 1.
Note that [δQ1, δQ2] ⊂ [∆g, ∆−1g ], since each cube in T has sidelength in [c · ∆0, 1], and since
∆g ≤ c·∆0. This comment justifies the previous computation, since the function η(Q
up
1
,A)(δ)
is defined only for δ ∈ [∆g, ∆−1g ].
Similarly, in Steps 2 - 6, we make the following changes.
• Step 2 (Modified) : We examine each dyadic cube Q with Q1 ⊂ Q ⊂ Q2, δQ ≤
Λ−10, and [δQ ≤ Λ10δQ1 or δQ ≥ Λ−10δQ2]. We compute a piecewise-monomial
function η(Q
up,A)(δ) using the finite-precision version of OPTIMIZE BASIS. We
342
produce one of two outcomes. Either we guarantee that
(7.15.5)
[
ǫ1/κ5 > η(Q
up,A)(δQup)
]
or
[
#
(
65
64
Q ∩ E
)
≥ 2 and η(Q,A)(δQ) > ǫκ5
]
,
where Qup is the unique dyadic cube with Q ⊂ Qup and δQup = ΛδQ, or else we
guarantee that
(7.15.6)
[
1
2
ǫ1/κ5 ≤ η(Qup,A)(δQup)
]
and
[
#
(
65
64
Q ∩ E
)
≤ 1 or η(Q,A)(δQ) ≤ 2ǫκ5
]
.
The extra factors of 2 allow for roundoff errors in the computation of η(Q
up,A)(δQup).
We add Q to the collection Q̂ǫ in the second alternative.
• Step 3 (Modified) : We examine each dyadic cube Q with Q1 ⊂ Q ⊂ Q2 and
δQ ≥ Λ−10. We apply the finite-precision version of OPTIMIZE BASIS to compute
a function η(Q,A)(δ). We produce one of two outcomes. Either we guarantee that
(7.15.7)
[
#
(
65
64
Q ∩ E
)
≥ 2 and η(Q,A)(δQ) > ǫκ5
]
,
or else we guarantee that
(7.15.8)
[
#
(
65
64
Q ∩ E
)
≤ 1 or η(Q,A)(δQ) ≤ 2ǫκ5
]
.
The extra factors of 2 allow for roundoff errors in the computation of η(Q,A)(δQ).
We add Q to the collection Q̂ǫ in the second alternative.
• Step 4 (Modified) : We apply the finite-precision version of OPTIMIZE BASIS to
compute a function η(Q
◦,A)(δ). We produce one of two outcomes. Either we guar-
antee that
(7.15.9)
[
η(Q
◦,A)(δQ◦) > ǫ
κ5
]
,
or else we guarantee that
(7.15.10)
[
η(Q
◦,A)(δQ◦) ≤ 2ǫκ5
]
.
We addQ◦ to the collection Q̂ǫ in the second alternative.
• Step 5 (Modified) : We examine all dyadic cubesQ ⊂ Q◦ such that δQ ≥ Λ−10. We
addQ to the collection Q̂ǫ if and only if Q ∈ CZ(A−).
• Step 6 (Modified) : We examine all cubes Q ∈ CZ(A−) such that δQ ≤ Λ−10 and
Q∩E 6= ∅. We apply the finite-precision version of OPTIMIZE BASIS to compute a
function η(Q
up,A)(δ), whereQup is the dyadic cube withQ ⊂ Qup and δQup = ΛδQ.
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We produce one of two outcomes. Either we guarantee that
(7.15.11)
[
ǫ1/κ5 > η(Q
up,A)(δQup)
]
,
or else we guarantee that
(7.15.12)
[
1
2
ǫ1/κ5 ≤ η(Qup,A)(δQup)
]
.
We addQ to the collection Q̂ǫ in the second alternative.
As before, we see that #(Q̂ǫ) ≤ C(Λ) ·N, hence property (b) holds.
Recall that Propositions 5.4.1,5.4.2, and 5.4.3 are unchanged in the finite-precision case
- only their proofs required modification. Hence, the analysis that the above algorithm
works proceeds as before. In place of the conditions (5.5.1), (5.5.2), (5.5.3), (5.5.4), and
(5.5.5) we use the conditions presented in the above bullet points.
The proof of properties (c) and (d) requires minor changes to reflect the loss of factors
of 2. By choosing smaller values for κ1, · · · , κ20, we arrange that the extra factors of 2 can
be absorbed into relevant estimates in the proof. Thus, we can prove properties (c) and
(d) for each cube in Qǫ using the same argument as before.
The proof of property (a) requires minor changes to reflect the loss of factors of 2.
We fix a point x ∈ E.
As before, we consider the increasing chain of cubesQ0 ⊂ Q1 ⊂ · · · ⊂ Qνmax in T , such
that Qℓ+1 is a parent of Qℓ in T , x ∈ Q0, and Q0 ∈ CZ(A−).
As before, we consider the First Extreme Case, the Second Extreme Case, and theMain
Case.
To prove (a), we will show that there exists a cube Q ∈ Q̂ǫ such that x ∈ Q.
In the First Extreme Case: We assume that 3Q◦ is tagged with (A, ǫ) and deduce that
η(Q
◦,A)(δQ◦) ≤ ǫκ5 . Hence, according to the above construction in Step 4, we included Q◦
in Q̂ǫ.
In the Second Extreme Case: We assume that 3Q0 is not tagged with (A, ǫ) and we
deduce that η(Q
up
0 ,A)(δ
Q
up
0
) ≥ ǫ1/κ5 . Hence, according to the construction in Step 6, we
included Q0 in Q̂ǫ.
In the GI subcase of the Main Case: From the assumptions in the GI subcase we prove
(5.5.14) and (5.5.15) (see the analysis in infinite-precision). This means that (7.15.5) does
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not hold for the cubeQ. Hence, according to the construction in Step 2, we includedQ in
Q̂ǫ.
In the GUI subcase of the Main Case: From the assumptions in the GUI subcase we
prove (5.5.16) and (5.5.17). Hence, (7.15.2) holds with δ = δQ. Thus, we pass to the second
alternative in our construction in Step 1 (for the cube Qν ∈ T ). Hence, we decided to
include in Q̂ǫ a cube Q ′ with Qν ⊂ Q ′ ⊂ Qν+1.
In the NM subcase of the Main Case: From the assumptions in the NM subcase we
prove (5.5.18). Hence, (7.15.7) fails to hold for the cube Q. Hence, in the construction in
Step 3, we includedQ in Q̂ǫ.
Thus, as in infinite-precision, we see that there exists Q ′ ∈ Q̂ǫ with Q0 ⊂ Q ′ ⊂ Qνmax ,
and hence x ∈ Q ′. This completes the proof of (a).
We choose Λ ≥ 1 to a be a large enough universal constant so that the above holds.
That concludes the explanation of the algorithm. 
According to our construction, each Q in Qǫ satisfies δQ ≥ c · ∆0. Furthermore, by
hypothesis, each x ∈ E is an S-bit machine point.
Thus, we can apply the algorithm PLACING A POINT INSIDE TARGET CUBOIDS to
compute a cube Qx ∈ Qǫ containing each x ∈ E. This requires work at most CN logN
in space CN. Thus, the algorithm COMPUTE LENGTHSCALES is unchanged in finite-
precision (see Section 5.5.2).
Proposition 5.5.1 still holds in the finite-precision setting.
7.16. Passing from Lengthscales to CZ Decompositions
We explain how to define a decomposition CZ(A) of Q◦ into machine cubes, and how
to define a CZ(A)-ORACLE.
For each x ∈ E, we compute the machine numbers
∆A(x) := δQx .
We say that a testing cube Q ⊂ Q◦ is OK(A) if either Q ∈ CZ(A−) or ∆A(x) ≥ KδQ for
all x ∈ E ∩ 3Q, where K := 230
a(A)
(here, the constant 109 in Section 5.6 is replaced by 230).
We define a Caldero´n-Zygmund decomposition CZ(A) of the unit cube Q◦ to consist
of the maximal dyadic subcubes Q ⊂ Q◦ that are OK(A).
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Clearly, CZ(A−) refines the decomposition CZ(A), namely, each cube in CZ(A) is a
disjoint union of the cubes in CZ(A−). Since δQ ≥ 132 · ∆0 for each Q ∈ CZ(A−) (by the
finite-precision version of the Main Technical Results for A−), we have
(7.16.1) δQ ≥ 1
32
· ∆0 for each Q ∈ CZ(A).
This implies an additional property of CZ(A) that is required in the finite-precision ver-
sion of Main Technical Results for A.
We construct aCZ(A)-ORACLE using the GLORIFIED CZ-ORACLE in Section 4.6, where
we take∆(x) := ∆A(x)/K = ∆A(x)·a(A)·2−30. Note that a(A) = anew = 2−S˜, where S˜ ≤ CS
for a universal constant C (see (7.13.15)). Note also that ∆A(x) = δQx is an S˜-bit machine
number (recall that Qx is a testing cube, and use Remark 7.13.1). Thus, ∆(x) is an S˜-bit
machine number for each x ∈ E, where S˜ ≤ C ′S for a universal constant C ′. Thus, the
extra hypotheses required for the finite-precision version of the GLORIFIED CZ-ORACLE
are valid (see Section 7.10).
The remaining properties (CZ1)-(CZ5) of the decomposition CZ(A) are proven in Sec-
tion 5.6. See Propositions 5.6.1, 5.6.2, and 5.6.3.
We have thus proven all the properties of the decomposition CZ(A) stated in the Main
Technical Results for A.
7.17. Completing the Induction
In executing the algorithm PRODUCE ALL SUPPORTING DATA in finite-precision, we
need to produce extra stuff, since we added stuff to the definition of modified supporting
data (seeModification 1 in Section 7.13.2). For eachQ ∈ CZmain(A), we need to list all the
points x ∈ E ∩ 65
64
Q. However, it’s easy to do that. The procedure is as follows: We loop
over all points x ∈ E. For each x, we use the CZ(A)-ORACLE to find all theQ ∈ CZmain(A)
such that x ∈ 65
64
Q, and we then add x to a list associated to each relevant Q. Any given
x is associated to at most C cubes Q, and we can find each cube in the list CZmain(A) by
binary search that requires work at most C logN. Therefore, this procedure requires work
at most CN logN in space CN. Thus, the work and storage used by the finite-precision
version of the algorithm PRODUCE ALL SUPPORTING DATA are bounded as required.
In place of (5.7.1) and (5.7.2), we have to prove the estimates.
‖(f, P)‖
(1+a(A))Q̂ ≤ CMQ̂(f, P)
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and
MQ̂(f, P) ≤ C‖(f, P)‖ 65
64
Q̂ + C∆new|P|.
We prove these estimates using the finite-precision Unconditional and Conditional In-
equalities, just as in the infinite-precision case.
We separately treat the simple and non-simple cubes Q̂ ∈ CZ(A) in Sections 5.7.1 and
5.7.2. We make a few small changes to the analysis. which are documented below.
• In Section 5.7.1: We defined lists Ξ(Q̂,A) andΩ(Q̂,A) of linear functionals, and a
linear map T
(Q̂,A) for each of the non-simple cubes Q̂ ∈ CZ(A). The definitions are
unchanged. See the versions of the algorithms COMPUTE NEW ASSISTS, COM-
PUTE NEW ASSISTED FUNCTIONALS, and COMPUTE NEW EXTENSION OPERA-
TOR in Section 7.13.2. The linear functionals and linear maps here are all com-
puted with parameters (∆Cg , ∆
−C
g ∆ǫ).
• In Section 5.7.1: We need to control an extra sum when evaluating the upper
bound on the work and storage. Namely, we have to control the sum∑
Q̂∈CZmain(A)
{
#
(
65
64
Q̂ ∩ E
)}
.
This extra term arises from the work of applying the finite-precision version
of COMPUTE NEW ASSISTED FUNCTIONALS (see Section 7.13.2). This sum is
bounded by CN, thanks to the bounded overlap of the cubes 65
64
Q̂, for Q̂ ∈ CZ(A).
Hence, the work and storage needed to compute all the functionals defined in
Section 5.7.1 are bounded as required.
• In Section 5.7.2: We defined lists Ξ(Q̂,A) and Ω(Q̂,A), and a linear map T
(Q̂,A)
for each of the simple cubes Q̂ ∈ CZ(A). The definitions are unchanged. See the
relevant text. The linear functionals and linear maps here are all computed with
parameters (∆Cg , ∆
−C
g ∆ǫ).
• In Section 5.7.2: The finite-precision version of (5.7.4) (from the Main Technical
Results for A−) states that
(7.17.1) C−1‖(f, R)‖(1+a)Q ≤M(Q,A−)(f, P)| ≤ C
[
‖(f, P)‖ 65
64
Q + ∆junk|P|
]
.
• In Section 5.7.2: The statement and proof of Proposition 5.7.1 are unchanged.
• In Section 5.7.2: The finite-precision version of Lemma 5.7.1 states that
C−1‖(f, P)‖
(1+anew)Q̂
≤M
(Q̂,A)(f, P) ≤ C
[
‖(f, P)‖ 65
64
Q̂ + ∆new|P|
]
.
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We prove this estimate as follows. From (7.17.1) we have[
M
(Q̂,A)(f, P)
]p
≤ C
∑
Q∈CZmain(A
−)
Q⊂(1+tG)Q̂
[
‖(f, P)‖p65
64
Q
+ ∆pjunk|P|p
]
.
The number ofQ arising in the above sum is bounded byC. Hence,M
(Q̂,A)(f, P) ≤
C
[
‖(f, P)‖ 65
64
Q̂ + ∆new|P|
]
, just as in the proof of Lemma 5.7.1 in the infinite-precision
setting. Here, we use that ∆junk ≤ ∆new; see (7.13.1).
• In the Closing Remarks: We fix ǫ to be a small enough universal constant. The
parameters ∆g = ∆g(A−), ∆ǫ = ∆ǫ(A−), and ∆new are assumed to satisfy (7.13.1),
(7.13.16) and (7.14.10).1 Wealso impose the assumptions∆junk(A) ≥ ∆new,∆g(A) ≤
∆Cg , and∆ǫ(A) ≥ ∆−Cg ∆ǫ, for a large enough universal constantC. Thus, we obtain
the Main Technical Results for A from the above bullet points.
• If A = ∅ (the maximal multiindex set) then the induction is complete. We do not
fix a choice of the parameters ∆ǫ(A), ∆g(A), ∆junk(A) (for A ⊂M) just yet. These
parameters are determined later in the proofs of our Main Theorems.
7.18. Main Theorems
7.18.1. Homogeneous Sobolev spaces. In this section we prove Theorem 7.4.1 using
the Main Technical Results for A = ∅.
We assume we are given parameters ∆min = 2
−KmaxS, ∆◦ǫ := 2
−K1S, ∆◦g := 2
−K2S, and
∆◦junk := 2
−K3S, for integers K1, K2, K3, Kmax ≥ 1 as in Theorem 7.4.1.
The proof is identical to the argument in Section 6.1, except for minor changes, which
we describe below.
We start from the sentence “By translating and rescaling, we may assume · · · ,” which
follows the statement of Theorem 6.1.1.
We let the parameters ∆ǫ = ∆ǫ(∅), ∆g = ∆g(∅), and ∆junk = ∆junk(∅) be as in the Main
Technical Results for A = ∅.
According to the Main Technical Results forA = ∅, we are given the following objects.
1Recall that we have fixed tG and ǫ to be universal constants. Hence, the conditions (7.13.16) and (7.14.10)
state that ∆new is less than a small enough universal constant. These are among the conditions (7.8.4) and
(7.8.5) imposed before.
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There is a dyadic decomposition CZ of the unit cube Q◦. The CZ-ORACLE operates as
before, except that the query point x ∈ Q◦ is required to be an S-bit machine point. We
can list all the cubes Q ∈ CZ such that x ∈ 65
64
Q, using work at most C logN.
For each Q ∈ CZ with 65
64
Q ∩ E 6= ∅, we are given a collection Ω(Q) ⊂ [X(E ∩ 65
64
Q)
]∗
of assist functionals, a collection Ξ(Q) ⊂ [X(E ∩ 65
64
Q)⊕ P]∗ of assisted functionals, and a
linear map TQ : X(E ∩ 6564Q)⊕P → X.
We recall some of the main properties of these objects in the bullet points below.
• Modification 1: For each Q ∈ CZ with 65
64
Q ∩ E 6= ∅, the linear functionals ω ∈
Ω(Q) are given with parameters (∆g, ∆ǫ); also, the linear functionals ξ ∈ Ξ(Q)
are given in short form with parameters (∆g, ∆ǫ) in terms of the assists Ω(Q).
Given Q ∈ CZ with 65
64
Q ∩ E 6= ∅, given an S-bit machine point x ∈ Q◦, and
given α ∈ M, we compute the linear functional (f, P) 7→ ∂α(TQ(f, P))(x) in short
form with parameters (∆g, ∆ǫ) in terms of the assistsΩ(Q).
• Modification 2: We replace (6.1.1) with the corresponding estimate from the
finite-precision version of the Main Technical Results for A = ∅, namely:
(7.18.1)
∑
ξ∈Ξ(Q)
|ξ(f, P)|p ≤ C
[
‖(f, P)‖p65
64
Q
+ ∆pjunk|P|p
]
.
• The linear maps TQ satisfy (6.1.2) and (6.1.3) just as before.
• From the conditions in the Main Technical Results we learn that δQ > c∗ for every
Q ∈ CZ, for the universal constant c∗ = c∗(∅). Using the CZ-ORACLE, we can list
all the cubes in CZ using work at most C logN. The algorithm is as before.
• Modification 3: As before, we let a denote the universal constant a(∅). According
to the finite-precision version of the Main Technical Results, we know that a is an
integer power of 2. Thus, a is a machine number. We define a family of cutoff
functions θ˜Q (for Q ∈ CZ) as before. We refer the reader to the text in Section
6.1 for a statement of the relevant properties of θ˜Q. The finite-precision version
of the algorithm COMPUTE AUXILIARY FUNCTIONS requires slight modification
to allow for roundoff errors. Given Q ∈ CZ and given an S-bit machine point
x ∈ Q◦, we compute the numbers ∂α(θ˜Q)(x) for all α ∈ M. We guarantee that the
numbers ∂α(θ˜Q)(x) have magnitude at most ∆
−C
g and are computed to precision
∆−Cg ∆ǫ for a universal constant C. For the explanation, we define a spline function
θ˜ (depending on a) with θ˜ ≥ 1/2 on Q◦ = [0, 1)n, θ˜ ≡ 0 outside (1 + a)Q◦,
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0 ≤ θ˜Q ≤ 1 on Rn, and
∣∣∣∂βθ˜Q(x)∣∣∣ ≤ C (for β ∈ M, x ∈ Rn). We also assume that
the derivatives of θ˜ at a general S-bit machine point in Rn can be computed to
precision ∆ǫ. This is possible because the machine precision of our computer is
∆min ≪ ∆ǫ. We define θ˜Q to be an appropriately shifted and rescaled version of θ˜
that is supported on the cube (1+a)Q. Since δQ ≥ c∗ for allQ ∈ CZ, we learn that∣∣∣∂βθ˜Q(x)∣∣∣ ≤ C ′ ≤ ∆−C ′g for a large enough universal constant C ′. We can compute
∂αθ˜Q(x) (for α ∈ M) with precision ∆−Cg ∆ǫ by rescaling the α-derivative of θ˜ at a
suitable machine point in Rn (determined by x).
• Modification 4: Wemodify COMPUTE POU2 to take into account roundoff errors.
GivenQ ∈ CZ and given an S-bit machine point x ∈ Q◦, we compute the numbers
∂α(θQ)(x) for each α ∈M. The numbers ∂α(θQ)(x) are bounded in magnitude by
∆−Cg and are computed to precision ∆
−C
g ∆ǫ for a universal constant C. Here, θQ is
defined in terms of θ˜Q as in Section 6.1. The explanation is obvious. We choose
the function η(t) to be a spline function whose derivatives can be computed to
precision ∆ǫ, and then we compute the derivatives of θQ using the Leibniz rule.
Of course, we still have the properties (1)-(4) of the partition of unity (θQ).
• The definitions of Ξ◦,Ω◦, and T ◦, are unchanged. We define Ξ◦ to be the union of
the lists Ξ(Q), and we define Ω◦ to be the union of the lists Ω(Q). As before, we
define T ◦(f, P) as in (6.1.5), namely:
T ◦(f, P) =
∑
Q∈CZ
65
64
Q∩E6=∅
θQ · TQ(f, P) +
∑
Q∈CZ
65
64
Q∩E=∅
θQ · P.
• Modification 5: The second bullet point in Proposition 6.1.1 is changed to account
for roundoff errors. Given an S-bit machine point x ∈ Q◦ and given α ∈ M,
we compute the linear functional (f, P) 7→ ∂α(T ◦(f, P))(x) in short form with pa-
rameters (∆Cg , ∆
−C
g ∆ǫ) in terms of the assists Ω
◦. The explanation is an obvious
consequence of the Leibniz rule, since the functionals (f, P) 7→ ∂β(TQ(f, P))(x) can
be computed with parameters (∆Cg , ∆
−C
g ∆ǫ), and the numbers ∂
β(θQ)(x) can be
computed with parameters (∆Cg , ∆
−C
g ∆ǫ).
• Modification 6: The fourth bullet point of Proposition 6.1.1 is changed to instead
consist of the estimate
(7.18.2)
∑
ξ∈Ξ◦
|ξ(f, P)|p ≤ C ·
[
‖(f, P)‖p65
64
Q◦
+ ∆pjunk|P|p
]
.
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Next, we explain how to modify the proof of Proposition 6.1.1.
• Modification 7: We replace (6.1.10) with∑
Q∈CZ
65
64
Q∩E6=∅
∑
ξ∈Ξ(Q)
|ξ(f, P)|p ≤ C ·
∑
Q∈CZ
65
64
Q∩E6=∅
[
‖(f, P)‖p65
64
Q
+ ∆pjunk|P|p
]
,
which follows from (7.18.1).
Now, the cardinality of CZ is at most a universal constant and ‖(f, P)‖ 65
64
Q ≤
C‖(f, P)‖ 65
64
Q◦ , just as before. Hence, we have∑
Q∈CZ
65
64
Q∩E6=∅
∑
ξ∈Ξ(Q)
|ξ(f, P)|p ≤ C ·
[
‖(f, P)‖p65
64
Q◦
+ ∆pjunk|P|p
]
.
But this is just the estimate in the modified fourth bullet point of Proposition 6.1.1
(seeModification 6). The proof of Proposition 6.1.1 is otherwise unchanged. This
completes the proof of the modified version of Proposition 6.1.1.
• Modification 8: Now we introduce a linear map R : X(E) 7→ P using the finite-
precision version of OPTIMIZE VIA MATRIX with ∆ = ∆junk. We compute the map
R in short form with parameters (∆g, ∆ǫ) in the following sense: For each α ∈M,
we compute the linear functional f 7→ ∂α(R(f))(0) in short form with parameters
(∆Cg , ∆
−C
g ∆ǫ) (without assists). We guarantee that
(7.18.3)
∑
ξ∈Ξ◦
|ξ(f,R(f))|p ≤ C ·
[∑
ξ∈Ξ◦
|ξ(f, R)|p + ∆pjunk|R|p
]
for any R ∈ P.
(This estimate is the finite-precision analogue of (6.1.14).)
We can answer slightly more general queries: Given an S-bit machine point
x ∈ Q◦, and given α ∈ M, we compute the linear functional f 7→ ∂α(R(f))(x).
This follows because of Taylor’s formula, which allows us to express the func-
tional f 7→ ∂α(R(f))(x) as a weighted combination∑
|β|≤m−1−|α|
1
β!
· (x)β ∂α+β(R(f))(0)
of the linear functionals f 7→ ∂γ(R(f))(0) (γ ∈ M). The coefficients in this combi-
nation can be computed to precision (∆g, ∆ǫ), and so the claim follows.
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• Modification 9: The list Ξ consists of all the functionals ξ : f 7→ ξ◦(f,R(f)) with
ξ◦ ∈ Ξ◦. We compute each ξ ∈ Ξ with parameters (∆Cg , ∆−Cg ∆ǫ) by composing a
linear functional ξ◦ ∈ Ξ◦ with the linear map f 7→ R(f).
• Modification 10: The cutoff function θ◦ is defined as before. The same proper-
ties (1)-(4) hold. For the construction, we choose θ◦ to be an appropriate spline
function. The computation of θ◦ is modified to take into account roundoff errors.
Given an S-bit machine point x ∈ Q◦, we compute the numbers ∂α(θ◦)(x) (all
α ∈ M) to within precision ∆−Cg ∆ǫ; these numbers have magnitude at most ∆−Cg .
This computation requires work at most C.
• Modification 11: Just as before, we define T : X(E) → X by the formula Tf =
θ◦ · T ◦(f,R(f)) + (1 − θ◦) · R(f). We need to modify the query algorithm for T
to take into account roundoff error. Given an S-bit machine point x ∈ Q◦, and
given α ∈ M, we compute the linear functional f 7→ ∂α(T(f))(x) in short form
with parameters (∆Cg , ∆
−C
g ∆ǫ) in terms of the assists Ω. The explanation is an ob-
vious consequence of the Leibniz rule, since the linear mapsR, T ◦, and the cutoff
function θ◦ have been computed with parameters (∆Cg , ∆
−C
g ∆ǫ), as described in
the previous bullet points.
• For the same reason as before, we have
‖Tf‖pX ≤ C ·
∑
ξ∈Ξ
|ξ(f)|p .
(See the proof of (6.1.17)).
• Modification 12: The estimate (6.1.18) no longer holds. Instead, we have∑
ξ∈Ξ
|ξ(f)|p =
∑
ξ◦∈Ξ◦
|ξ◦(f,R(f))|p
≤ C inf
R∈P
{∑
ξ◦∈Ξ◦
|ξ◦(f, R)|p + ∆pjunk|R|p
}
≤ C inf
R∈P
{
‖(f, R)‖p65
64
Q◦
+ ∆pjunk|R|p
}
.
(See (7.18.3).)
For an arbitrary F ∈ X with F = f on E, set R = JxF, and estimate ‖F −
R‖Lp( 65
64
Q◦) ≤ C‖F‖X using the Sobolev inequality. Also, by the Sobolev inequal-
ity, |JxF| ≤ ‖F‖X + ‖F‖Lp(Q◦). So the last infimum above is dominated by C ·
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[
‖F‖pX + ∆pjunk‖F‖pLp(Q◦)
]
. Hence,∑
ξ∈Ξ
|ξ(f)|p ≤ C · inf
{
‖F‖pX + ∆pjunk‖F‖pLp(Q◦) : F ∈ X, F = f on E
}
.
• Just as before, we prove that
c · ‖f‖p
X(E) ≤
∑
ξ∈Ξ
|ξ(f)|p .
(See (6.1.20).)
Recall that we have set ∆g = ∆g(∅), ∆ǫ = ∆ǫ(∅), and ∆junk = ∆junk(∅) in the above
bullet points.
From (7.8.4), we may impose the assumption ∆junk ≤ ∆◦junk. Thus, from the last three
bullet points we learn that
c · ‖f‖X(E) ≤
(∑
ξ∈Ξ
|ξ(f)|p
)1/p
≤ C · inf {‖F‖X + ∆◦junk · ‖F‖Lp(Q◦) : F ∈ X, F = f on E}
and
‖Tf‖X ≤ C · inf
{‖F‖X + ∆◦junk · ‖F‖Lp(Q◦) : F ∈ X, F = f on E} ,
as desired (see Theorem 7.4.1).
All of the functionals f 7→ ω(f), f 7→ ξ(f), and f 7→ ∂α(Tf)(x) in the above bullet points,
which arise in the statement of Theorem 7.4.1, are specifiedwith parameters (∆C0g , ∆
−C0
g ∆ǫ)
for a universal constant C0. According to (7.8.4) and (7.8.5), we may assume that ∆
◦
g ≤
(∆g)
C0 and ∆−C0g ∆ǫ ≤ ∆1/2ǫ ≤ ∆◦ǫ. Thus, we can compute all of the functionals relevant to
Theorem 7.4.1 with parameters (∆◦g, ∆
◦
ǫ).
This completes the proof of Theorem 7.4.1.
7.18.2. Inhomogeneous Sobolev Spaces. Once we pass fromHomogeneous Lm,p(Rn)
to InhomogeneousWm,p(Rn), the error terms ∆◦junk‖F‖Lp(Q◦) in Theorem 7.4.1 will become
irrelevant.
Our main result for inhomogeneous Sobolev spaces is Theorem 7.18.1 written below.
We follow the argument in Section 6.2, with the following changes.
• Modification 1:We let T ◦, Ξ◦, Ω◦ be defined as in the previous section. Wewill use
the finite-precision version of Proposition 6.1.1, which guarantees the following:
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– We list the functionals in Ω◦. Each ω◦ ∈ Ω◦ is specified in short form with
parameters (∆Cg , ∆
−C
g ∆ǫ).
– We list the functionals in Ξ◦. Each ξ◦ ∈ Ξ◦ is specified in short form in terms
of the assists Ω◦ with parameters (∆Cg , ∆
−C
g ∆ǫ). The functionals in Ξ
◦ satisfy
the modified estimate (7.18.2).
– Given an S-bit machine point x ∈ Q◦ and given α ∈ M, we compute the lin-
ear functional (f, P) 7→ ∂α(T ◦(f, P))(x) in short formwith parameters (∆Cg , ∆−Cg ∆ǫ)
in terms of the assistsΩ◦, using work at most C logN.
• Modification 2: We introduce a cutoff function θ◦. Let x ∈ Q◦ be a given point
with S-bit machine numbers as coordinates. We compute the numbers ∂α(θ◦)(x)
(all α ∈ M) up to an additive error of absolute value at most ∆−Cg ∆ǫ; these num-
bers have absolute value at most ∆−Cg . This requires work at most C.
• Modification 3: Instead of (6.2.3), we use the modified estimate from the fourth
bullet point in the finite-precision version of Proposition 6.1.1. (See (7.18.2).) This
gives∑
ξ∈Ξ◦
|ξ(f, 0)|p ≤ C inf
{
‖F‖p
Lm,p( 65
64
Q◦)
+ ‖F‖p
Lp( 65
64
Q◦)
: F ∈ X, F = f on E
}
.
The junk term in (7.18.2) disappears because we set P = 0. We needn’t modify
(6.2.4).
• Modification 4: The rest of the content of the section is unchanged. In particular,
the collections Ξ and Ω consisting of linear functionals on X(E), and the linear
map T : X(E) 7→ X are defined as before. The functionals in Ω are computed in
short form with parameters (∆Cg , ∆
−C
g ∆ǫ), and the functionals in Ξ are computed
in short form with parameters (∆Cg , ∆
−C
g ∆ǫ) in terms of the assists Ω. Given an S-
bit machine point x ∈ Q◦ and given α ∈M, we can compute the linear functional
f 7→ ∂α(T(f))(x) in short form with parameters (∆Cg , ∆−Cg ∆ǫ) in terms of the assists
Ω, using work at most C logN.
All the functionals in the above bullet points are computedwith parameters (∆C0g , ∆
−C0
g ∆ǫ)
for a universal constant C0. According to (7.8.4) and (7.8.5), we may assume that ∆
◦
g ≤
(∆g)
C0 and ∆−C0g ∆ǫ ≤ ∆1/2ǫ ≤ ∆◦ǫ, for parameters ∆◦g and ∆◦ǫ as in the statement of Theorem
7.4.1. Thus, we can compute our functionals with parameters (∆◦g, ∆
◦
ǫ) for suitable ∆
◦
g and
∆◦ǫ (see below).
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We have proven the following theorem, which is our main extension theorem for in-
homogeneous Sobolev spaces in a finite-precision model of computation.
THEOREM 7.18.1. There exists C = C(m,n, p) ≥ 1 such that the following holds.
Let S ≥ 1 be an integer.
Assume E ⊂ 1
32
Q◦ satisfies #(E) = N ≥ 2, where Q◦ = [0, 1)n. Assume that the points of E
have S-bit machine numbers as coordinates.
Assume that K1, K2, Kmax ∈ N satisfy Kmax ≥ C · K1 ≥ C2 · K2 ≥ C3.
Let ∆◦min = 2
−KmaxS, ∆◦ǫ := 2
−K1S, and ∆◦g = 2
−K2S.
We assume that our computer can perform arithmetic operations on S-bit machine numbers
with precision ∆◦min, where S = Kmax · S.
Then we can compute lists Ω and Ξ, consisting of linear functionals onWm,p(E) = {f : E →
R}, with the following properties.
• The sum of depth(ω) over all ω ∈ Ω is bounded by CN. The number of functionals in
Ξ is at most CN.
• Each functional ξ in Ξ hasΩ-assisted bounded depth.
• The functionalsω ∈ Ω and ξ ∈ Ξ are computed in short form with parameters (∆◦g, ∆◦ǫ).
• For all f ∈Wm,p(E) we have
C−1‖f‖Wm,p(E) ≤
[∑
ξ∈Ξ
|ξ(f)|p
]1/p
≤ C‖f‖Wm,p(E).
Moreover, there exists a linear map T : Wm,p(E)→Wm,p(Rn) with the following properties.
• T hasΩ-assisted bounded depth.
• Tf = f on E and
‖Tf‖Wm,p(Rn) ≤ C · ‖f‖Wm,p(E)
for all f ∈ X(E).
• We produce a query algorithm that operates as follows.
Given an S-bit machine point x ∈ Q◦ and given α ∈ M, we compute a short form
description of theΩ-assisted bounded depth linear functionalWm,p(E) ∋ f 7→ ∂α(Tf)(x).
We compute this functional in short form with parameters (∆◦g, ∆
◦
ǫ). This requires work
at most C logN.
The computations above require one-time work at most CN logN in space CN.
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