Revisiting Groeneveld's approach to the virial expansion by Jansen, Sabine
ar
X
iv
:2
00
9.
09
21
1v
1 
 [m
ath
-p
h]
  1
9 S
ep
 20
20
REVISITING GROENEVELD’S APPROACH TO THE VIRIAL
EXPANSION
SABINE JANSEN
Abstract. A generalized version of Groeneveld’s convergence criterion for the
virial expansion and generating functionals for weighted 2-connected graphs
is proven. The criterion works for inhomogeneous systems and yields bounds
for the density expansions of the correlation functions ρs (a.k.a. distribution
functions or factorial moment measures) of grand-canonical Gibbs measures
with pairwise interactions. The proof is based on recurrence relations for
graph weights related to the Kirkwood-Salsburg integral equation for corre-
lation functions. The proof does not use an inversion of the density-activity
expansion, however a Mo¨bius inversion on the lattice of set partitions enters
the derivation of the recurrence relations.
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1. Introduction
Graphical expansions of thermodynamic functionals and correlation functions
play an important role in statistical mechanics and liquid state theory. Relevant
quantities are expanded in powers of the activity z or the density ρ, leading for
example to the Mayer expansion and virial expansion for the pressure. In math-
ematical statistical physics, the expansions are used to establish absence of phase
transitions and exponential decay of correlations [Rue69], though in this regard
disagreement percolation [GHM01, Der19, HTH19, BHTLV20], Dobrushin unique-
ness [HZ20], approaches based on Glauber birth and death dynamics or other al-
gorithms [FFG02, FGS16, HPP20], or recursive approaches and complex analysis
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[Mee70, MP20] often yield better results; in addition to expansions, there are also
bounds [Lie63]. In physical chemistry and density functional theory, diagrammatic
expansions serve as a conceptual guide to various approximation schemes and clo-
sure relations notably for the Ornstein-Zernike equation, see [HM13] and the dis-
cussion and references in [KT18].
It has been conjectured that the virial expansion converges in a bigger domain
than the activity expansion [Bry11, Gro67]. Examples where this is proven include
hard hexagons [Joy88], hard rods on a line (Tonks gas) [Ton36, Jan15], uniformly
repulsive interactions in finite volume [BM14, Mar15], and a hierarchical mixture
of cubes on a lattice [Jan20]. A counter-example for an attractive double-well
potential that favors dimerization of particles [Jan12] suggests that the conjecture,
if true at all, perhaps only applies to non-negative potentials.
The best-known proofs of convergence for the virial expansion are based on an
inversion. First one proves convergence of the activity expansion in powers of z,
then one inverts the density-activity expansion ρ = ρ(z) to obtain an expansion
in powers of ρ [LP64]. Clearly this approach is ill-suited to a proof or disproof of
the above-mentioned conjecture: any convergence criterion for density expansions
derived in this way inherits the limitations of activity expansions.
Alternative approaches were given by Groeneveld [Gro67], Pulvirenti and Tsagka-
rogiannis [PT12], Ramawadh and Tate [RT15], and Nguyen and Ferna´ndez [NF20].
Groeneveld’s proof is based on recurrence relations for weighted graphs upon suc-
cessive removal of edges incident to a given vertex. Pulvirenti and Tsagkarogiannis
tackled convergence directly in the canonical ensemble. Ramawadh, Tate, Nguyen,
and Ferna´ndez exploited Lagrange inversion and combinatorial features of the Pen-
rose tree partition scheme.
The aim of the present note is to revisit Groeneveld’s approach, which may help
address the above-mentioned conjecture in the future. Our approach is based on
a recurrence relation similar to Groeneveld’s except we remove a vertex and all its
incident edges in one go (Proposition 8). The recurrence relations obtained in this
way are similar to the recurrence relations of the coefficients of the activity ex-
pansions of the correlation functions [Pen63, MP77] inherited from the well-known
Kirkwood-Salsburg equation. The principal difference is an additional expression
with a Mo¨bius inversion on the lattice of set partitions, in part inspired by recent
work by Dorlas, Rebenko, and Savoie [DRS20]. This corresponds to a version of the
Kirkwood-Salsburg equation from which the activity is eliminated; a similar vari-
ant of the Kirkwood-Salsburg equation has in fact been derived from the canonical
ensemble and applied to prove convergence of density expansions by Bogolyubov et
al. [BH49, BPH69].
The recurrence relations allow for an inductive proof of an abstract convergence
condition, which is our main result (Theorem 3). The convergence condition is
similar to the convergence condition for activity expansions based on Kirkwood-
Salsburg equations given by Bissacot, Ferna´ndez, Procacci [BFP10] for discrete
polymer systems and Jansen and Kolesnikov [JK20] for continuum Gibbs measures.
Known convergence criteria by Lebowitz and Penrose (for non-negative potentials),
Groeneveld, and Nguyen and Ferna´ndez are easily recovered, in addition the the-
orem is applicable to inhomogeneous systems and it yields bounds for the density
expansions of all factorial moment measures (also known as correlation functions
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or distribution functions), thus complementing the results on the pressure and free
energy for inhomogeneous systems in [JKT19].
The article is organized as follows. In Section 2 we present our main convergence
theorem and explain how to recover from it the convergence criteria by Lebowitz
and Penrose [LP64], Groeneveld [Gro67], and Nguyen and Ferna´ndez [NF20]. We
also discuss the relation with the work [JKT19]. The main proof ingredient is a set
of recurrence relations for 2-connected graphs, presented in Section 3. Sections 4
and 5 proceed with the proofs of the main convergence theorem and the derived
theorems for homogeneous systems in which we recover known convergence criteria.
In Section 6 we sketch the relation between the activity and density expansions.
The results and proofs in the main body of the article are phrased in terms of
generating functions of weighted labelled graphs, in principle they do not require
any knowledge in statistical mechanics. This choice of presentation is motivated by
interest in the virial expansions from a combinatorial point of view [Ler04, KL11,
Far10, Tat15]. The relation of these generating functions with correlation functions
of grand-canonical Gibbs measures is recalled in Appendix A.
2. Main results
Let (X,X ) be a measurable space and v a pair potential, i.e., a measurable
function v : X×X→ R∪{∞} that is symmetric (v(x, y) = v(y, x) on X2). Mayer’s
f -function is
f(x, y) = e−v(x,y) − 1.
For n ∈ N, let Gn ⊃ Cn ⊃ Dn be the sets of all graphs, connected graphs, and
2-connected graphs with vertex set [n] = {1, . . . , n}. The graphs considered here
are undirected and without loops or multiple edges. Remember that a graph is
2-connected if it is connected and for every vertex i, removal of the vertex i and all
incident edges results in a graph that is still connected.
The weight of a graph G ∈ Gn, given (x1, . . . , xn) ∈ X
n, is
w(G;x1, . . . , xn) :=
∏
{i,j}∈E(G)
f(xi, xj),
the product over the empty set is defined to be one. Given a measure ρ on (X,X ),
our main goal is to investigate the convergence of the function d¯ on X given by
d¯(x1; ρ) :=
∞∑
n=1
1
n!
∫
Xn
∣∣∣ ∑
G∈Dn+1
w(G;x1, . . . , xn+1)
∣∣∣ρ(dx2) · · · ρ(dxn+1).
Let us briefly recall a simple convergence condition for d¯(x1; ρ), so as to provide
some context for Theorem 3 below.
Theorem 1. [JKT19] Suppose that v ≥ 0 on X2 and that there exists a non-negative
measurable function a : X→ R+ such that∫
X
|f(x, y)| e2a(y)ρ(dy) ≤ a(x) (1)
for all x ∈ X. Then d¯(x; ρ) ≤ a(x) <∞ on X.
Theorem 1 follows from Theorem 3.4 in [JKT19]. The latter has a more general
convergence condition and covers attractive potentials as well.
4 SABINE JANSEN
Our treatment of the virial expansion requires the introduction of another set of
graphs. Let W and B be two finite disjoint sets. The set W is non-empty but B
is allowed to be empty. We call elements of W white and elements of B black, and
define a set of graphs D(W,B) with vertex set W ∪B as follows. If #W ≥ 2, then
a graph G is in D(W,B) if and only if:
(i) Every black vertex is connected to at least one white vertex by a path in G.
(ii) The previous property survives the removal of any vertex (black or white).
If W = {w} is a singleton, we define D({w}, B) := ∅ if B 6= ∅ and D({w},∅) =
{G} with {G} the graph with unique vertex w and no edge. In Appendix A we
recall that these graphs are associated with the density expansions of the correlation
functions in statistical mechanics, see also [Ste64, Section 6]. A combinatorial
motivation is provided by the following lemma.
Lemma 2. Let G ∈ Gn be a graph with at least n ≥ 3 vertices. Let W be the set of
vertices adjacent to 1, denote B := {2, . . . , n} \W , and G′ the graph obtained from
G by removing 1 and all incident edges. Then G is 2-connected if and only if G′ is
connected and G′ is in D(W,B) with #W ≥ 2.
The elementary proof is left to the reader. Graphs in D(W,B) are connected when
there are exactly two white vertices but need not be connected when there are three
white vertices or more.
Define
ψ
(
(xi)i∈I ; (xj)j∈J
)
:=
∑
G∈D(I,J)
w
(
G; (xi)i∈I∪J
)
. (2)
Notice
ψ(x1, . . . , xs;∅) =
∑
G∈D([s];∅)
w(G;x1, . . . , xs) =
∏
1≤i<j≤s
(
1 + f(xi, xj)
)
. (3)
Further define
g¯(x1, . . . , xs; ρ) :=
∞∑
n=0
1
n!
∫
Xn
∣∣ψ(x1, . . . , xs;xs+1, . . . , xs+n)∣∣ρ(dxs+1) · · · ρ(dxs+n).
The contribution from n = 0 is |ψ(x1, . . . , xs;∅)|.
We view g¯(·; ρ) as a function from ⊔s∈NX
s to R+ ∪ {∞}. The disjoint union
⊔s∈NX
s is equipped with the direct sum of the product σ-algebras X s, the function
g¯(·; ρ) is measurable.
For a concise formulation of our main convergence theorem, we introduce a
nonlinear operator on non-negative functions. For m : ⊔s∈NX
s → R+ a measurable
function, define a new function Kρm : X
s → R+ ∪ {∞} as follows. For x1 ∈ X, set
(Kρm)(x1) = 1
and introduce the auxiliary function
(Rρm)(x1) =
∞∑
j=1
1
j!
∫
Xj
j∏
i=1
|f(x1, yj)|m(y1, . . . , yj)ρ
j(dy). (4)
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For s ≥ 2 and (x1, . . . , xs) ∈ X
s, set
(Kρm)(x1, . . . , xs) =
s∏
i=2
(
1 + f(x1, xi)
)(
m(x2, . . . , xs)
+
∞∑
j=1
1
j!
∫
Xj
j∏
i=1
|f(x1, yi)|m(x2, . . . , xs, y1, . . . , yj)ρ
j(dy)
)
×
(
∞∑
k=0
(
(Rρm)(x1)
)k)
.
The fixed-point equation Kρm = m is closely related to the Kirkwood-Salsburg
equation, see Eq. (48) in Appendix A. Our main theorem is the following abstract
convergence condition.
Theorem 3. Suppose there exists a measurable function m : ⊔s∈NX
s → R+ with
(Rρm)(x1) < 1 for all x1 ∈ X and
(Kρm)(x1, . . . , xs) ≤ m(x1, . . . , xs) (5)
for all s ∈ N and (x1, . . . , xs) ∈ X
s. Then
g¯(x1, . . . , xs; ρ) ≤ m(x1, . . . , xs) <∞
for all s ∈ N and (x1, . . . , xs) ∈ X
s and
d¯(x1; ρ) ≤ − log
(
1− (Rρm)(x1)
)
<∞
for all x1 ∈ X.
The theorem is inspired by a similar convergence condition for activity expan-
sion [JK20], see Theorem 13 below. Theorem 3 is proven in Section 4.
Before we discuss the relation of Theorem 3 to Theorem 1, let us explain how to
recover some known convergence criteria. We specialize to X = Rd with the Borel
σ-algebra and translationally invariant pair potentials v(x, y) = v(0, y − x) which
we write as v(y − x) instead. We assume that the pair potential v is stable, i.e.,
there exists B ∈ (0,∞) such that∑
1≤i<j≤n
v(xi − xj) ≥ −nB
for all n ≥ 2 and x1, . . . , xn ∈ R
d. Further assume that
C :=
∫
Rd
∣∣e−v(y) − 1∣∣dy
is finite. Let λ be the Lebesgue measure on Rd. We work with translationally
invariant measures ρλ(dx) where ρ > 0 and write g¯(x; ρ) and d¯(x1; ρ) instead of
g¯(x; ρλ) and d¯(x1; ρλ). The following theorems are proven in Section 5 by special-
izing Theorem 3 to different choices of weight functions m(x1, . . . , xs).
Theorem 4. Let v be a stable translationally invariant pair potential in Rd and
ρ > 0. Set u := e2B. Assume there exists κ ≥ 0 such that
ueCρκ ≤ κ(2− eCρκ). (6)
Then for all s ≥ 2 and x1, . . . , xs ∈ R
d,
g¯(x1, . . . , xs; ρ) ≤ κ
s
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and
d¯(x1; ρ) ≤ − log
(
2− eCρκ
)
<∞.
Notice that condition (6) is equivalent to (think µ = Cρκ)
ρ ≤
1
Cu
sup
µ>0
µ(2e−µ − 1) ≃
0.14477
Cu
.
For u = 1 (non-negative potentials), the right-hand side is precisely the radius
of convergence given by Lebowitz and Penrose [LP64]. For u > 1 (B > 0), the
bound given here is less good than the bound supµ>0(1+u)e
−µ− 1)µ/(Cu2) given
in [LP64]. The density expansions of correlation functions are treated as well by
Lebowitz and Penrose, see [LP64, Section 7].
Theorem 5 (Groeneveld recovered). Let v be a stable translationally invariant
pair potential in Rd and ρ > 0. Set u := e2B. Assume there exists κ ≥ 0 such that
(1 + u)eCρκ − 1 ≤ κ. (7)
Then for all s ≥ 2 and x1, . . . , xs ∈ R
d,
g¯(x1, . . . , xs; ρ) ≤ κ
s−1
and
d¯(x1; ρ) ≤ − log
(
1−
1
κ
(
eCρκ − 1
))
<∞.
Notice that condition (7) is equivalent to (think µ = Cρκ)
ρ ≤
1
C
sup
µ>0
µ
(1 + u)eµ − 1
=: RGroe.
The right-hand side is equal to the radius of convergence given by Groeneveld
[Gro67, §4, Corollary 2]. The bounds for g¯ and d¯ are not explicitly stated in [Gro67]
but should follow from the considerations therein. For non-negative potentials, we
may take B = 0, u = 1, and a numerical evaluation yields RGroe ≃ 0.23196/C. (For
non-negative potentials, Groeneveld also states a better bound 0.27846/C, but his
work [Gro67] does not include a proof and the forthcoming work that should have
had the proof does not seem to have been published.)
Next we further specialize to non-negative pair potentials. For µ > 0, define
Ψ(µ) := 1 +
∞∑
k=1
µk
k!
∫
(Rd)k
k∏
i=1
|f(0, yi)|
∏
1≤i<j≤k
(
1 + f(yi, yj)
)
dy.
Theorem 6 (Nguyen-Ferna´ndez recovered). Let v be a non-negative, translation-
ally invariant pair potential in Rd, and ρ > 0. Suppose there exists a scalar κ > 0
such that
2Ψ(ρκ)− 1 ≤ κ. (8)
Then for all s ∈ N and (x1, . . . , xs) ∈ X
s, we have
g¯(x1, . . . , xs; ρ) ≤ κ
s−1
∏
1≤i<j≤s
(
1 + f(xi, xj)
)
and
d¯(x1; ρ) ≤ − log
(
1−
1
κ
(
Ψ(ρκ)− 1
))
<∞.
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Notice that condition (8) is equivalent to (think µ = ρκ)
ρ ≤ sup
µ>0
µ
2Ψ(µ)− 1
=: RNF.
The right-hand side is precisely the lower bound to the radius of convergence of
the virial series proven by Nguyen and Ferna´ndez [NF20, Corollary 4.6]. For hard
spheres in dimension d = 2, a numerical evaluation yields RNF ≃ 0.300224/C
[NF20, Application 4.9]. The precise bound on g¯ in Theorem 6 is new.
Turning back to general measure spaces (X,X ), let us address the relation be-
tween Theorem 1 and Theorem 3. To that aim we first derive a simpler convergence
condition, for non-negative pair potentials. We make the ansatz
m(x1, . . . , xs) = e
b(x1)+···+b(xs) (9)
for some measurable function b : X→ R+. Then
(Rρm)(x1) = exp
(∫
X
|f(x, y)|eb(y)ρ(dy)
)
− 1.
Using 1 + f ≤ 1, it is easily checked that if
exp(
∫
X
|f(x, y)|eb(y)ρ(dy))
2− exp(
∫
X
|f(x, y)|eb(y)ρ(dy))
≤ eb(x) (10)
for all x ∈ X, with strictly positive denominator, then the sufficient convergence
condition (5) is met. Because of
1
2− et
=
1
1− (et − 1)
≥ 1 + (et − 1) = et
for all t ∈ [0, log 2), condition (10) implies
exp
(
2
∫
X
|f(x, y)|eb(y)ρ(dy)
)
≤ eb(x) (11)
hence ∫
X
|f(x, y)|eb(y)ρ(dy) ≤
b(x)
2
and ρ satisfies condition (1) from Theorem 1 with a(x) = b(x)/2.
Put differently, Theorem 3 applied to the simplest weight function (9) yields a
convergence condition that is worse than the condition (1) from [JKT19]. Condi-
tion (10) however is similar to the Lebowitz-Penrose condition from Theorem 4.
Theorems 5 and 6 suggest that criteria better than Theorem 1 might be obtained
from our Theorem 3 with other weight functions m also in the inhomogeneous case,
but this is beyond the purpose of the present work.
3. Recurrence relations for 2-connected graphs
Remember the set Dn of 2-connected graphs with vertex set [n] = {1, 2, . . . , n}.
The graphG with vertices 1, 2 and edge {1, 2} is considered 2-connected. For n ≥ 2,
let
Dn(x1, x2, . . . , xn) =
∑
G∈Dn
w(G;x1, . . . , xn).
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Further remember the weights ψ((xi)i∈I , (xj)j∈J ) from (2) and (3) and the graphs
D(I, J) defined in Section 2. To lighten notation, when there is no risk of confusion
we use the shorthand
ψ(I, J) := ψ((xi)i∈I , (xj)j∈J ), D(I) = D#I((xi)i∈I).
Let P(V ) be the collection of set partitions {V1, . . . , Vm} of V (non-empty disjoint
sets with union V , order irrelevant).
Proposition 7. For all n ≥ 2 and (x1, . . . , xn) ∈ X
n,
D({1, . . . , n}) =
∑
L⊂{2,...,n}
∏
ℓ∈L
f(x1, xℓ)
n∑
m=1
(−1)m−1(m− 1)!
×
∑
{V1,...,Vm}∈P({2,...,n})
m∏
r=1
ψ
(
L ∩ Vr , ({2, . . . , n} \ L) ∩ Vr
)
.
Proof. If n = 2, then D({1, 2}) = f(x1, x2) and the proposition is trivial. Consider
n ≥ 3. Let G ∈ Gn, L ⊂ {2, . . . , n} the set of vertices adjacent to 1, and G
′ the
graph with vertex set {2, . . . , n} obtained from G by deleting the vertex 1 and all
incident edges. By Lemma 2, G is in Dn if and only if G
′ is in D(L, {2, . . . , n} \L)
and G′ is connected. Define
ψc(I, J) =
∑
G∈D(I,J)
G connected
w(G; (xi)i∈I∪J ),
then
D({1, . . . , n}) =
∑
L⊂{2,...,n}
∏
ℓ∈L
f(x1, xℓ)ψc
(
L, {2, . . . , n} \ L
)
. (12)
On the other hand, for every J ⊂ {2, . . . , n}, summing over connected component
of graphs G ∈ ψ(L, J), one finds
ψ(L, J) =
∑
m≥1
∑
{V1,...,Vm}∈P(L∪J)
m∏
r=1
ψc(L ∩ Vr, J ∩ Vr)
where we define ψ(∅, B) = 0 for all B. Define bL(V ) := ψ(L ∩ V, V \ L) and
aL(V ) = ψc(L ∩ V, V \ L), then we may rewrite the previous equation as
bL(L ∪ J) =
∑
m≥1
∑
{V1,...,Vm}∈P(L∪J)
aL(V1) · · · aL(Vm).
A standard formula for the Mo¨bius inversion on the lattice of set partitions [MM91,
Section 6.2] then yields
aL(L ∪ J) =
∑
m≥1
(−1)m−1(m− 1)!
∑
{V1,...,Vm}∈P(L∪J)
bL(V1) · · · bL(Vm)
which gives
ψc(L, J) =
∑
m≥1
(−1)m−1(m− 1)!
∑
{V1,...,Vm}∈P(L∪J)
m∏
r=1
ψ(L ∩ Vr, J ∩ Vr). (13)
The proposition follows by inserting (13) into (12). 
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Proposition 8. Let I and J be two non-empty disjoint finite sets with #I ≥ 2,
and xi, i ∈ I ∪ J , elements in X. Pick ι(I) ∈ I and set I
′ := I \ ι(I). Then
ψ(I; J) =
∏
i∈I′
(
1 + f(xι(I), xi)
)(
ψ(I ′; J) +
∑
L⊂J:
L 6=∅
∏
ℓ∈L
f(xι(I), xℓ)
×
∑
m≥1
(−1)m−1
∑
(L1,...,Lm)
(J1,...,Jm)
ψ(I ′ ∪ L1; J1)ψ(L2; J2) · · ·ψ(Lm; Jm)
)
,
where the last sum is over tuples such that
• L1, . . . , Lm are pairwise disjoint with L1 possibly empty but L2, . . . , Lm non-
empty, and L = L1 ∪ · · · ∪ Lm.
• J1, . . . , Jm are pairwise disjoint with J1 ∪ · · · ∪ Jm = J \ L. Each Ji is
allowed to be empty.
The proposition is analogous to [Pen63, Eq. (5.9)], [PU09, Lemma 6.2] and [Jan19,
Lemma 4.1] which give a recurrence relation for the coefficients of the activity ex-
pansion of the correlation functions.
Proof. We prove first a simpler formula with a different weight function ψ̂ (Eq. (14)),
and then we express ψ̂ with the help of an inverse Mo¨bius transform (Eq. (18)).
Let G ∈ D(I, J) and L ⊂ J the set of black vertices incident to the white
vertex 1. Removing the vertex 1 and all incident vertices from G results in a
graph G′ ∈ D(I ′ ∪ L, J \ L). The graph G′ necessarily has the following property:
every black vertex in J connects to I ′. Indeed, if it didn’t, then in G every path
linking the black vertex to a white vertex would pass through 1 hence removal of
the white vertex 1 would destroy the defining property (i) of D(I, J), contradicting
G ∈ D(I, J). Thus we have checked that if G is in D(I, J), then G′ is in the set
D̂(I ′;L; J \ L) given by
D̂(I ′;L; J \ L) =
{
G′ ∈ D(I ′ ∪ L; J \ L) : every j ∈ J connects to I ′}.
Conversely, if G′ is a graph in D̂(I ′;L; J \L), then adding the vertex ι(I), the edges
{1, . . . , ℓ} and none, some, or all of the edges {ι(I), i} with i ∈ I ′, gives a graph in
G′. Define
ψ̂(I ′, L, J \ L) =
∑
G′∈D̂(I′,L,J\L)
w
(
G;xI′∪L∪J
)
.
The considerations above yield
ψ(I; J) =
∏
i∈I′
(
1 + f(xι(I), xi)
) ∑
L⊂J
∏
ℓ∈L
f(xι(I), xℓ)ψ̂(I
′, L, J \ L), (14)
the contribution from L = ∅ is ψ̂(I ′, J).
Next we express the ψ̂-weights for L 6= ∅ in terms of the ψ-weights with an
inverse Mo¨bius transform. To that aim, keeping I ′ fixed, we define a new set of
graphs that corresponds, roughly, to the connected components of graphs G ∈
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D(I ′, L, J \ L). For W,B disjoint finite sets (white and black vertices), define
Dc(W,B) :=

D̂(I ′,W \ I ′, B), I ′ ⊂W,
{G′ ∈ D(W,B) : G′ is connected}, I ′ ∩W = ∅,
∅, else.
The case distinction in the definition of Dc(W,J) is only needed for #I
′ ≥ 2; when
#I ′ = 1 and W ⊃ I ′, a graph G′ ∈ D(W,B) is in D̂(I ′,W \ I ′, B) if and only if it
is connected. Further set
ψc(W,B) =
∑
G′∈Dc(W,B)
w(G;xW∪B)
and notice that for all W ⊃ I ′,
ψc(W,B) = ψ̂(I
′,W \ I ′, B). (15)
Consider first the simpler case when I ′ has cardinality 1. Let W and B be two
finite disjoint sets and G′ a graph in D(W,B). The graph G′ splits into connected
components G′1, . . . , G
′
m with vertex sets V1, . . . , Vm. Notice V1∪· · ·∪Vm =W ∪B.
Set
Mk := Vk ∩M, Bk := Vk ∩B (k = 1, . . . ,m).
It is easily checked that each G′k is in D(Wk, Bk) for all k. In addition, each Bk is
non-empty. Thus we find
ψ(W,B) =
#(W∪B)∑
m=1
∑
{V1,...,Vm}
m∏
k=1
ψc(Vk ∩W,Vk ∩B) (16)
where the sum is over set partitions ofW ∪B and we set ψ(W ′, B′) = ∅ if W ′ = ∅.
Using the well-known formula for the inverse Mo¨bius transform on the lattice of set
partitions, see e. g. [MM91, Chapter 2.6], we deduce
ψc(W,B) =
#(W∪B)∑
m=1
(−1)m−1(m− 1)!
∑
{V1,...,Vm}
m∏
k=1
ψ(Vk ∩W,Vk ∩B) (17)
with summation over set partitions of W ∪B. We apply the formula to W = I ′ ∪L
and B = J \ L with disjoint I ′ and J , and L ⊂ J . In view of (15), the left side
of (16) is ψ̂(I ′, L, J \L). On the right side of (15), we get rid of the factorial (m−1)!
by ordering the blocks of the partitions. The uniquely defined block containing the
singleton I ′ is labelled V1. There are (m− 1)! ways to order the remaining blocks,
we obtain
ψ̂(I ′, L, J \ L) =
∑
m≥1
(−1)m−1
×
∑
(V1,...,Vm)
ψ(V1 ∩ (I
′ ∪ L), V1 ∩ (J \ L))
m∏
k=2
ψ
(
Vk ∩ L, Vk ∩ (J \ L)
)
with summation over ordered set partitions of W ∪ B = I ′ ∪ J such that V ′1 ⊃ I
′.
The correspondence Lk = Vk ∩ L, Jk = Vk ∩ J allows us to rewrite the previous
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equation as
ψ̂(I ′, L, J \ L) =
∑
m≥1
(−1)m−1
∑
(L1,...,Lm)
(J1,...,Jm)
ψ̂(I ′ ∪ L1, J1)
m∏
k=2
ψ(Lk, Jk) (18)
with the domain of summation formulated as in the lemma.
A similar reasoning shows that (18) stays valid when #I ≥ 2. Instead of con-
nected components of graphs G′, one needs to look at connected components of the
graph obtained by identifying all vertices of I ′. The details are left to the reader.
The proposition follows by inserting (18) into (14). 
4. Inductive proof of convergence
The recurrence relation from Proposition 8 allows for an inductive proof of Theo-
rem 3. The induction is over the maximum numberN of black vertices, as in [Uel04].
Let
g¯(N)ρ (x1, . . . , xs) := |ψ(x1, . . . , xs;∅)|
+
N∑
n=1
1
n!
∫
Xn
∣∣ψ(x1, . . . , xs; ys+1, . . . , ys+n)∣∣ρn(dy). (19)
Notice
g¯(0)ρ (x1, . . . , xs) =
∏
1≤i<j≤s
(
1 + f(xi, xj)
)
because of (3), moreover
g¯(N)ρ (x1) = 1 (N ∈ N).
The recursive relation from Proposition 8 translates into a recursive inequality for
the partial sums.
Proposition 9. For all N ∈ N, s ≥ 2, and every ι ∈ {1, . . . , s},
g¯(N+1)ρ (x1, . . . , xs) ≤
∏
1≤j≤s:
j 6=ι
(
1 + f(xι, xj)
)(
g¯(N)ρ ((xj)j 6=ι)
+
∞∑
k=1
1
k!
∫
Xk
k∏
i=1
|f(xι, yi)|g¯
(N)
ρ ((xj)j 6=ι, y1, . . . , yk)ρ
k(dy)
)
×
{
1−
∞∑
k=1
1
k!
∫
Xk
k∏
i=1
|f(xι, yi)|g¯
(N)
ρ (y1, . . . , yk)ρ
j(dy)
}−1
(20)
with the convention 1/(1− q) =∞ when q ≥ 1.
In particular, for ι = 1 we obtain
g¯(N+1)ρ ≤ Kρg¯
(N)
ρ . (21)
The proposition is similar to [Jan19, Proposition 4.1].
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Proof. To lighten notation we drop the ρ-index and write down the proof for ι = 1
only, the proof in the general case is similar. For ι = 1 the right-hand side of (20)
is equal to
s∏
j=2
(1 + f(x1, xj))
{
g¯(N)(x2, . . . , xs)
+
∞∑
r=1
1
r!
∫
Xr
r∏
i=1
|f(x1, yi)|
×
(∑
m≥1
∑
(L1,...,Lm)
g¯(N)(x2, . . . , xs,yL1)
m∏
j=2
g¯(N)(yLj)
)
ρr(dy)
}
(22)
where the sum is over tuples (L1, . . . , Lm) of pairwise disjoint sets with union
{1, . . . , r} and possibly empty L1. When m = 1 we set
∏m
j=2 = 1. Let us define
ψ(N)(I; J) =
{
ψ(I; J), #J ≤ N,
0, else.
Replacing ψ with ψ(N) on the right-hand side of the definition (19) allows us to
extend the summation from n ≤ N to n ∈ N0. We insert this representation of
g¯
(N)
s into (22) and see that the right-hand side of (20) is of the form
g0
(
(xj)j∈I′
)
+
∞∑
n=1
1
n!
∫
Xn
gn((xj)j∈I′ ;xs+1, . . . , xs+n)ρ(dxs+1) · · · ρ(dxs+n) (23)
with I ′ = {2, . . . , s},
g0
(
(xj)j∈I′
)
=
∏
i∈I′
(1 + f(x1, xi))|ψ
(N)(I ′;∅)|,
and
gn((xj)j∈I′ ;xs+1, . . . , xs+n) = e
−W (xι;(xj)j∈I′ )
(
|ψ(N)(I ′; {s+ 1, . . . , s+ n})|
+
∑
L⊂[n]:
L 6=∅
∏
ℓ∈L
|f(xι, yℓ)|
∑
m≥1
∑
(L1,...,Lm),
(J1,...,Jm)
|ψ(N)
(
I ′ ∪ L1; J1)| · · · |ψ
(N)(Lm; Jm)|
)
where (L1, . . . , Lm) and (J1, . . . , Jm) pairwise disjoint, L2, . . . , Lm non-empty, and
∪iLi = L, ∪iJi = {s+ 1, . . . , s+ n} \ L. Proposition 8 yields
gn((xj)j∈I′ ;xs+1, . . . , xs+n) ≥ |ψ
(N+1)({1, . . . , s}; {s+ 1, . . . , s+ n})|
g0((xj)j∈I′ ) ≥ |ψ
(N+1)({1, . . . , s};∅)|.
It follows that the expression (23) is larger or equal to g¯(N+1)(x1, . . . , xs). We have
already observed that the right-hand side of (20) is larger or equal to (23). The
proof is complete. 
The relation for 2-connected graphs from Proposition 7 allows us to relate d¯(x1; ρ)
and g¯(x1, . . . , xs; ρ).
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Proposition 10. We have
d¯(x1; ρ) ≤ − log
(
1−
∞∑
j=1
1
j!
∫
Xj
j∏
i=1
|f(x1, yj)|g¯(y1, . . . , yj)ρ
j(dy)
)
with the convention − log(1 − q) =∞ for q ≥ 1.
The proof is similar to the proof of Proposition 9 and it is therefore omitted.
Proof of Theorem 3. Let m : ⊔s∈NX
s → R+ satisfy condition (5). Because of
(Kρm)(x1) = 1 by definition of Kρ, we have m(x1) ≥ 1 for all x1 ∈ X. Con-
dition (5) implies
m(x1, . . . , xs) ≥
s∏
j=2
(
1 + f(x1, xj)
)
m(x2, . . . , xs)
and a straightforward induction over s ∈ N yields
m(x1, . . . , xs) ≥
∏
1≤i<j≤s
(
1 + f(xi, xj)
)
. (24)
Next we show by induction over N ∈ N0 that the functions g¯
(N)
ρ from (19) satisfy
g¯(N)s (x1, . . . , xs) ≤ m(x1, . . . , xs). (25)
For N = 0, we have in view of (24)
g¯(0)ρ (x1, . . . , xs) = |ψ(x1, . . . , xs;∅)| =
∏
1≤i<j≤s
(
1 + f(xi, xj)
)
) ≤ m(x1, . . . , xs).
For the induction step, suppose that (25) holds true for all s ∈ N and some N ∈ N.
We apply the recursive inequality from Proposition 9 with ι = 1 in the form (21)
and deduce
g¯(N+1)ρ ≤ Kρg¯
(N)
ρ ≤ Kρm ≤ m.
This completes the induction. Passing to the limit N → ∞ in (25) we obtain the
bound for g¯(·; ρ) ≤ m. The bound on d¯(x1; ρ) then follows from Proposition 10. 
5. Application to homogeneous systems
Because of the stability of the pair potential, for every s ∈ N and (x1, . . . , xs) ∈
X
s there exists i ∈ {1, . . . , s} such that∑
j 6=i
v(xi − xj) ≥ −2B. (26)
Let ι(x1, . . . , xs) be the smallest such i and given a map m : ⊔X
s → R+, define
(Πm)(x1, . . . , xs) := m(xi, x1, . . . , x̂i, . . . , xs), i = ι(x1, . . . , xs)
where x̂i means omission of the variable. Thus Π puts the selected index first and
leaves the order of the variables otherwise unchanged. The conclusions of Theorem 3
hold true as well if we can find a weight function such that
(RρΠm)(x1) = (Rρm)(xi) < 1, KΠm ≤ m. (27)
Permuting variables is fairly standard in the context of Kirkwood-Salsburg equa-
tions [Rue69].
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Proof of Theorem 4. In the sufficient condition (27) we make the ansatz
m(x1, . . . , xs) := κ
s.
In order for m to satisfy condition (27), it is enough that
u
(
κs−1 +
∞∑
j=1
1
j!
Cjρjκs−1+j
){
1−
∞∑
j=1
1
j!
Cjρjκj
}−1
≤ κs
and
∞∑
j=1
1
j!
Cjκjρj < 1.
Equivalently,
eCρκ − 1 < 1, u
eCρκ
1− (eCρκ − 1)
≤ κ
which is indeed satisfied under the conditions of the theorem. Therefore condi-
tion (27) and the conclusions of Theorem 3 hold true. Theorem 4 follows. 
Proof of Theorem 5. In the sufficient condition (27) we make the ansatz
m(x1, . . . , xs) := κ
s−1.
In order for m to satisfy condition (27), it is enough that
u
(
κs−2 +
∞∑
j=1
1
j!
Cjρjκs−2+j
){
1−
∞∑
j=1
1
j!
ρjκj−1
}−1
≤ κs−1
and
∞∑
j=1
1
j!
Cjκj−1ρj < 1.
Equivalently,
1
κ
(eCρκ − 1) < 1, u
eCρκ
1− 1
κ
(eCρκ − 1)
≤ κ
which is indeed satisfied under the conditions of the theorem. Therefore condi-
tion (27) and the conclusions of Theorem 3 hold true. Theorem 5 follows. 
Proof of Theorem 6. In Theorem 3 we make the ansatz
m(x1, . . . , xs) = κ
s−1
∏
1≤i<j≤s
(
1 + f(xi, xj)
)
.
Then
(Rρm)(x1) =
1
κ
Ψ(ρκ) (x1 ∈ R
d).
The numerator on the left-hand side of (5) is equal to
s∏
i=1
(
1 + f(xi, xj)
)(
κs−2 +
∞∑
j=1
1
j!
∫
(Rd)j
j∏
i=1
|f(x1, yi)|
×
∏
1≤i≤s,
1≤j≤n
(1 + f(xi, yj))
∏
1≤i<j≤s
(1 + f(yi, yj))κ
s−2+jρjdy
)
. (28)
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For non-negative pair potentials, we have 1 + f = e−v ≤ 1. We bound the terms
1 + Ψ(xi, yj) on the second line of the previous displayed equation by 1 and see
that (28) is bounded from above by
κs−2
∏
1≤i<j≤s
(
1 + f(xi, xj)
)
Ψ(ρκ).
Therefore Theorem 3 is applicable if
1
κ
(Ψ(κρ)− 1) < 1,
Ψ(κρ)
1− 1
κ
(Ψ(κρ)− 1)
≤ κ
which is indeed true if 2Ψ(κρ)− 1 ≤ κ. 
6. Relation with connected graphs and activity expansions
Remember the set Cn of connected graphs with vertex set [n]. The Ursell function
is
ϕTn(x1, . . . , xn) =
∑
G∈Cn
w(G;x1, . . . , xn).
Given a measure z on (X,X ), we define a new measure ρz1 on (X,X ) by
ρz1(dq) = z(dq)
(
1 +
∞∑
n=1
1
n!
∫
Xn
ϕTn+1(q, x1, . . . , xn)z
n(dx)
)
(29)
whenever the right-hand side is absolutely convergent. We may also view ρz1 as
a measure-valued formal power series; it is the exponential generating function
for rooted connected graphs. When convergent the measure ρz1 corresponds to
the intensity measure (one-particle density) of a grand-canonical Gibbs measure at
activity z, see Appendix A. The inverse of the map z 7→ ρz1 is given by
z(dq) = ρ(dq) exp
(
−
∞∑
n=1
1
n!
∫
Xn
Dn+1(q, x1, . . . , xn)ρ
n(dx)
)
, (30)
see [JKT19, Theorem 3.4] for a rigorous statement for inhomogeneous systems,
addressing issues of convergence as well. Theorem 11 below is similar to the latter
but works under a different conditions on ρ. Precisely, we assume that for some
measurable function m : ⊔s∈NX
s → R+, the measure ρ satisfies the conditions from
Theorem 3 (i.e., (Rρm)(x1) < 1 on X and (5)) and in addition
1 + (Rρm)(x1)
1− (Rρm)(x1)
≤ m(x1) (31)
for all x1 ∈ X. Notice that Theorem 3 guarantees the absolute convergence of the
series in (30), with
z(dq) ≤ ρ(dq)ed¯(q;ρ) ≤ ρ(dq)
(
1−Rρm(q)
)−1
.
The additional condition (31) ensures that not only are all the density expansions
convergent, but in addition the activity is in the domain of convergence of the
activity expansions, see Lemma 14.
Remark. Condition (31) is automatically satisfied for weight functionsm(x1, . . . , xs) =
κs with κ as in Theorem 4, i.e., in the Lebowitz-Penrose domain. This extends to
the inhomogeneous weights m(x1, . . . , xs) = exp(b(x1) + · · · + b(xs)) with b and ρ
as in (10). However condition (31) excludes weight functions m with m(x1) = 1
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for all x1 ∈ X, as used in the proof of Theorems 5 and 6 (Groeneveld and Nguyen-
Ferna´ndez domain).
Theorem 11. Let ρ and m satisfy the conditions from Theorem 3 and in addition
condition (31). Define the measure z by (30). Then the series defining ρz1(dq) is
absolutely convergent and ρz1 = ρ.
Before we turn to the proof, we address factorial moment measures (a.k.a. s-
point correlation functions or distribution functions). Let W and B be two finite
disjoint sets, with W non-empty. Elements of W are called white, elements of B
are called black. We define C(W,B) as the set of graphs with vertex set W ∪ B
such that every black vertex is connected to at least one white vertex by a path in
G. Set
ϕ
(
(xi)i∈W ; (xj)j∈B) :=
∑
G∈C(W,B)
w
(
G; (xi)i∈W∪B
)
.
We define a function α(·; z) : ⊔s∈NX→ R+ by
α(x1, . . . , xs; z) = ϕ(x1, . . . , xs;∅)
+
∞∑
n=1
1
n!
∫
Xn
ϕ(x1, . . . , xs;xs+1, . . . , xs+n)z(dxs+1) · · · z(dxs+n). (32)
The convergence of α is addressed in Theorem 12 below. Assuming absolute con-
vergence of the series, we define a family of measures ρzs on (X
s,X s), s ∈ N, by
ρzs
(
d(x1, . . . , xs)
)
= α(x1, . . . , xs; z)z(dx1) · · · z(dxs).
The measures ρzs are the factorial moment measures (s-point correlation functions)
of a Gibbs measure at activity z, see [Ste64, Section 4] and Proposition 16. Let
g(x1, . . . , xs; ρ) = ψ(x1, . . . , xs;∅)
+
∞∑
n=1
1
n!
∫
Xn
ψ(x1, . . . , xs;xs+1, . . . , xs+n)ρ(dxs+1) · · · ρ(dxs+n). (33)
Theorem 12. Let ρ and z be as in Theorem 11, and ρz1 as in (29). Then the series
defining α(x1, . . . , xs; z) are absolutely convergent, moreover
ρzs
(
d(x1, . . . , xs)
)
= g(x1, . . . , xs; ρ
z
1)ρ
z
1(dx1) · · · ρ
z
1(dxs) (s ≥ 2).
(The absolute convergence of g(x1, . . . , xs; ρ
z
1) follows from the equality ρ
z
1 = ρ
proven in Theorem 11, the conditions on ρ, and Theorem 3.)
The proofs of Theorems 11 and 12 build on a similar convergence result for
generating functions α from (32) from [JK20] which we briefly recall. For m˜ :
⊔s∈N → R+ a measurable function, we define Tzm˜ : ⊔s∈NX
s → R+ ∪ {∞} by
(Tzm˜)(x1) = 1 +
∞∑
j=1
1
j!
∫
Xj
j∏
i=1
|f(x1, yi)|m˜(y1, . . . , yj)z
n(dy)
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and for s ≥ 2
(Tzm˜)(x1, . . . , xs) =
s∏
i=2
(
1 + f(x1, xi)
)(
m˜(x2, . . . , xs)
+
∞∑
j=1
1
j!
∫
Xj
j∏
i=1
|f(x1, yi)| m˜(x2, . . . , xs, y1, . . . , yj)z
j(dy)
)
. (34)
We define α¯ : ⊔s∈NX
s → R+ by a formula similar to (32) but with absolute values
around ϕ. Theorem 3 was modeled after the following theorem.
Theorem 13. [JK20] Let z be a measure on (X,X ). Suppose there exists a non-
negative measurable function m˜ : ⊔s∈NX
s → R+ such that
Tzm˜ ≤ m˜ (35)
on ⊔s∈NX
s. Then α¯ ≤ m˜ <∞ on ⊔s∈NX
s.
The result is formulated in [JK20] for non-negative potentials only, in fact as a
necessary and sufficient condition, the sufficient condition is easily extended to
general pair potentials.
The first step in the proofs of Theorems 11 and 12 is to check that the conditions
of Theorem 13 are met, thus guaranteeing the absolute convergence of the series
defining ρzs, s ≥ 1. Set
m˜(x1, . . . , xs) := m(x1, . . . , xs)
s∏
i=1
(
1−Rρm(xi)
)
. (36)
Lemma 14. Under the conditions of Theorem 11, the activity z defined in (30)
and the function m˜ from (36) satisfy condition (35) from Theorem 13.
Proof. Set z¯(dx) = ρ(dx1)(1−Rρm(x1))
−1 and notice that
m˜(x1, . . . , xs)z¯
s(dx) = m(x1, . . . , xs)ρ
s(dx).
Using (31), we get
Tzm˜(x1) ≤ Tz¯m˜(x1) = 1 +Rρm(x1) ≤ (1−Rρm(x1))m(x1) = m˜(x1).
For s ≥ 2, we have the inequality
Tzm˜(x1, . . . , xs) ≤ Tz¯m˜(x1, . . . , xs)
=
s∏
i=1
(
1−Rρm(xi)
)
Kρm(x1, . . . , xs)
≤
s∏
i=1
(
1−Rρm(xi)
)
m(x1, . . . , xs)
= m˜(x1, . . . , xs). 
Proof of Theorem 11. We follow the proof of Theorem 3.4 in [JKT19]. The absolute
convergence of the series defining ρz1 is guaranteed by Theorem 13 and Lemma 14,
it remains to show that ρz1 = ρ. First we note that
ρz1(dq) = z(dq) exp
(
∞∑
n=1
1
n!
∫
Xn
Dn+1(q, x1, . . . , xn)ρ
z
1(dx1) · · · ρ
z
1(dxn)
)
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as an equality of formal power series in z (see Lemma 3.8 in [JKT19] and the
references therein, and [Ler04, Theorem 1.3]), which implies
z(dq) = ρz1(dq) exp
(
−
∞∑
n=1
1
n!
∫
Xn
Dn+1(q, x1, . . . , xn)ρ
z
1(dx1) · · · ρ
z
1(dxn)
)
(37)
as an equality of formal power series. Eq. (37) plays the role of the fixed point
equation (FP′) in [JKT19, Section 2.3]. Let us write ζ˜[ρ](dq) for the measure-
valued power series on the right-hand side of (30), so that (30) becomes z = ζ˜[ρ].
Let us also write ρ1[z](dq) instead of ρ
z
1. Then (37) reads
z = ζ˜
[
ρ1[z]
]
or equivalently, id = ζ˜ ◦ρ1 with the notion of composition of measure-valued formal
power series given in [JKT19, Appendix A]. Proceeding as in [JKT19, Lemma 2.1]
one finds a measure-valued formal power series ζ[ρ] such that ρ1 ◦ ζ = id. It follows
that
ζ = id ◦ ζ = (ζ˜ ◦ ρ1) ◦ ζ = ζ˜ ◦ (ρ1 ◦ ζ) = ζ˜ ◦ id = ζ˜,
hence also ρ1 ◦ ζ˜[ρ] = ρ as an equality of formal power series in ρ, i.e.,
ρ(dq) = ζ˜[ρ](dq)
(
1 +
∞∑
n=1
1
n!
∫
Xn
ϕTn+1(q, x1, . . . , xn)
n∏
i=1
ζ˜[ρ](dxi)
)
= ρ(dq)e−d(q;ρ)
(
1 +
∞∑
n=1
1
n!
∫
Xn
ϕTn(q, x1, . . . , xn)
n∏
i=1
e−d(xi,ρ)ρn(dx)
)
(38)
as an equality of formal power series in ρ, where
d(q, ρ) :=
∞∑
n=1
1
n!
∫
Xn
Dn+1(q, x1, . . . , xn)ρ
n(dx).
The right-hand side of (38) is a power series that is absolutely convergent under
our assumptions on ρ. Indeed if we put absolute values around the expansion
coefficients of exp(−d(xi, ρ)), we obtain simply exp(d¯(xi, ρ)) which is smaller than
(1 − Rρm(x))
−1. The proof of Lemma 14 shows that the measure z¯(dx) = (1 −
Rρm(xi))
−1ρ(dx) is in the domain of convergence of the series with coefficients
|ϕTn+1(q, x1, . . . , xn)|. Thus the right-hand side of (38) is absolutely convergent and
the equality holds true as an equality of convergent expressions. 
Proof of Theorem 12. The absolute convergence of α(x1, . . . , xs; z) follows from
Theorem 13 and Lemma 14. Standard combinatorial considerations in the spirit
of [Ste64], [Ler04], and [JKT19, Lemma 3.8] show that
α(x1, . . . , xs; z) = g(x1, . . . , xs; ρ
z
1)
s∏
i=1
ed(xi;ρ
z
1) (39)
as an equality of formal power series in z. This reflects that every graph G ∈
C(W,B) with W , B two finite non-empty sets, splits into a graph G′ ∈ D(W,B′),
with B′ ⊂ B, and a collection of connected graphs (G′′i )i∈W∪B′ such that each
G′′i contains the vertex i. Writing V (G
′′
i ) for the vertex set of G
′′
i , we have⋃
i∈W∪B′(V (G
′′
i ) \ {i}) = B \ B
′. The set V (G′′i ) \ {i} may be empty, it con-
tains precisely those black vertices for which every path in G to a white vertex
different from i passes through i.
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In Eq. (39) we insert z = ζ˜[ρ] and obtain the formal power series equality
α(x1, . . . , xs; ζ˜[ρ])
s∏
i=1
e−d(xi;ρ) = g(x1, . . . , xs; ρ). (40)
Our assumptions guarantee that the latter also holds true as an equality of conver-
gent expressions. It follows that
α(x1, . . . , xs; z)z(dx1) · · · z(dxs) = g(x1, . . . , xs; ρ)ρ(dx1) · · · ρ(dxs).
By Theorem 11, ρz1 = ρ and the proof is complete. 
Appendix A. Correlation functions of Gibbs measures
The classes of graphs C(W,B) and D(W,B) and their generating functions
α(x1, . . . , xs; z) and g(x1, . . . , xs; ρ) enter the activity and density expansions of
correlation functions of grand-canonical Gibbs measures. This is well-known; for
a derivation on the level of formal power series, see e.g. [Ste64]. The convergence
of density expansions of the correlation functions (in homogeneous systems) is ad-
dressed e.g. in [LP64, BPH69]. In fact the correlation functions for homogeneous
systems can be treated directly in the finite-volume canonical ensemble, see [PT15]
for the two-point function and [KT18] for the truncated and direct correlation func-
tion and the Ornstein-Zernike equation.
This appendix provides a statement adapted to our inhomogeneous setup (Propo-
sition 17). In addition, we comment on the Kirkwood-Salsburg equation (Propo-
sition 18). Let (X,X ) be a Polish space, Xb the collection of bounded measurable
sets, and Γ the space of locally finite point configurations, i.e.,
Γ :=
{
η ⊂ X | ∀A ∈ Xb : #(η ∩ A) <∞
}
.
The space Γ is equipped with the σ-algebra F generated by the mappings γ 7→
#(η ∩ A), A ∈ Xb. The interaction of a point at x ∈ X with a configuration η ∈ Γ
is
H(x | η) :=
{∑
y∈η v(x, y), if the sum is absolutely convergent,
∞, else.
More generally, we set
H(x1, . . . , xs | η) :=
∑
1≤i<j≤s
v(xi, xj) +
s∑
i=1
H(xi | η).
In the following z is a locally finite, diffuse measure on (X,X ), i.e., z({x}) = 0 for
all x ∈ X and z(A) <∞ for all A ∈ Xb.
Definition 15. A probability measure P on (Γ,F ) is a Gibbs measure at activity
z for the pair potential v if
E
[∑
x∈η
F (x, η)
]
=
∫
z(dx)E
[
e−H(x|η)F
(
x, η \ {x}
)]
. (GNZ)
for all measurable functions F : X × Γ → R+, with E[f ] =
∫
Γ fdP the expected
value with respect to P.
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This definition uses the GNZ equation (named after Georgii, Nguyen, and Zessin)
instead of the DLR equation (Dobrushin, Lanford, Ruelle) more familiar in math-
ematical physics; for the equivalence of the two characterizations, the reader is
referred to the recent survey [Der19].
The intensity measure (one-particle density) ρ1 of a Gibbs point process is ab-
solutely continuous with respect to the activity, with
ρ1(dx) = z(dx)E[e
−H(x|η)].
More generally, the factorial moment measure of order s (also known as s-point
correlation function or distribution function) satisfies
ρs
(
d(x1, . . . , xs)
)
= z(dx1) · · · z(dxs)E
[
e−H(x1,...,xs|η)
]
. (41)
For simplicity we stick to the case where the grand-canonical partition function
Ξ(z) := 1 +
∞∑
n=1
1
n!
∫
Xn
e−
∑
1≤i<j≤n v(xi,xj)zn(dx)
is finite, which amounts to working in finite volume. Under this condition the
(grand-canonical) Gibbs measure is uniquely defined and given by
P(η ∈ A)
=
1
Ξ(z)
(
1lA(∅) +
∞∑
n=1
1
n!
∫
Xn
1lA({x1, . . . , xn})e
−
∑
1≤i<j≤n v(xi,xj)zn(dx)
)
. (42)
Proposition 16. Let z be a locally finite, diffuse measure on (X,X ) with Ξ(z) <∞.
Suppose that z satisfies the sufficient convergence condition from Theorem 13. Then
the factorial moment measures of the uniquely defined Gibbs measure P are given
by
ρs
(
d(x1, . . . , xs)
)
= α(x1, . . . , xs; z)z(dx1) · · · z(dxs) (43)
with α(x1, . . . , xs; z) defined in (32).
Remark. The proposition uses only the absolute convergence of the series for α(x; z),
the precise sufficient convergence condition does not matter.
Proposition 17. Let ρ be a locally finite, diffuse measure on (X,X ). Suppose that
ρ satisfies the conditions from Theorem 11 and that the measure z defined by
z(dq) = ρ(dq) exp
(
−
∞∑
n=1
1
n!
∫
Xn
Dn+1(q, x1, . . . , xn)ρ
n(dx)
)
(44)
satisfies Ξ(z) < ∞. Then the intensity measure of the uniquely defined Gibbs
measure P is ρ1 = ρ and the correlation functions are
ρs
(
d(x1, . . . , xs)
)
= g(x1, . . . , xs; ρ)ρ(dx1) · · · ρ(dxs)
with g(x1, . . . , xs; ρ) defined in (33).
Proof of Proposition 17. The proposition is an immediate consequence of Proposi-
tion 16 and Theorems 11 and 12. 
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Proof of Proposition 16. The statement is well-known on the level of formal power
series [Ste64, Section 4], we present a self-contained proof for the reader’s conve-
nience. In view of Eq. (41) we have to evaluate the expected value of exp(−H(x |
η)), which we do with the help of (42). Let
H(x1, . . . , xs) =
∑
1≤i<j≤s
v(xi − xj).
We want to evaluate
E
[
e−H(x1,...,xs|η)
]
=
1
Ξ(z)
(
e−H(x1,...,xs) +
∞∑
n=1
1
n!
∫
Xn
e−H(x1,...,xs+n)z(dxs+1) · · · z(dxs+n)
)
. (45)
The integrand is equal to ∑
G∈Gs+n
∏
{i,j}∈E(G)
f(xi, xj).
Set W := {1, . . . , s} and B := {s+ 1, . . . , s + n}. Given G ∈ Gs+n, let B1 ⊂ B be
the set of vertices that are connected toW by a path in G, and B2 := B \B1. Then
there is no edge that links B2 to W ∪B1, and G splits into two graphs G1 and G2
with respective vertex sets W ∪B1 and B2. These combinatorial considerations set
up a one-to-one correspondence between graphs G ∈ Gs+n and pairs (G1, G2) such
that
(i) G1 is a graph in C(W,B1) with B1 ⊂ B.
(ii) G2 is a graph with vertex set B2 = B \B1.
It follows that
e−H(x1,...,xs+n) =
∑
(B1,B2)
ϕ(x1, . . . , xs; (xi)i∈B1) e
−H((xj)j∈B2 )
where the summation is over pairs (B1, B2) of disjoint sets with B1 ∪ B2 = B =
{s+ 1, . . . , s+ n}. As a consequence the term in parentheses in (45) is equal to
ϕ(x1, . . . , xs;∅) +
∞∑
n=1
1
n!
∫
Xn
∑
I⊂[n]
ϕ(x1, . . . , xs;yI)e
−H(y[n]\I)zn(dy)
= α(x1, . . . , xs; z)Ξ(z). (46)
The absolute convergence of α(x1, . . . , xs; z) is guaranteed by Theorem 13. The
factor Ξ(z) is cancelled by the factor 1/Ξ(z) in (45) and we obtain
E
[
e−H(x1,...,xs|η)
]
= α(x1, . . . , xs; z).
The proposition now follows from (41). 
We conclude with two remarks related Kirkwood-Salsburg equation, valid for all
Gibbs measures i.e. also in infinite volume (Ξ(z) = ∞). The first remark explains
how the convergence condition in Theorem 3 arises from the Kirkwood-Salsburg
equation and can be understood without any reference to recurrence relations of
weighted graphs. As is well-known, under some additional growth conditions on its
correlation functions a probability measure is a Gibbs measure if and only if the
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correlation functions satisfy the Kirkwood-Salsburg equations [Rue70, KK03]. In
our notation the latter read
ρ1(dx1) = z(dx1)
(
1 +
∞∑
n=1
1
n!
∫
Xn
n∏
i=1
f(x1, yi)ρn
(
d(y1, . . . , yn)
))
(47)
and for s ≥ 2,
ρs
(
d(x1, . . . , xs)
)
=
s∏
i=2
(1 + f(x1, xi))z(dx1)
(
ρs−1
(
d(x2, . . . , xs)
)
+
∞∑
n=1
1
n!
∫
Xn
n∏
i=1
f(x1, yi)ρs−1+n
(
d(x2, . . . , xs, y1, . . . , yn)
))
. (48)
The last equation uses somewhat abusive notation, some readers may prefer the
equation∫
Xs
F (x1, . . . , xs)ρs
(
d(x1, . . . , xs)
)
=
s∏
i=2
(1 + f(x1, xi))
(∫
Xs
F (x)(z ⊗ ρs−1)(dx)
+
∞∑
n=1
1
n!
∫
Xs+n
F (x1, . . . , xs)
n∏
i=1
f(x1, xs+i)(z ⊗ ρs−1+n)
(
d(x1, . . . , xs+n)
))
(49)
valid for all measurable functions F : Xs → R+. Now, assuming that the term in
parentheses on the right-hand side of Eq. (47) is non-zero for all x1 ∈ X, we can
invert the relation and express z(dx1) as a function of the correlation functions
ρs. Plugging this relation into (48) we obtain a set of integral equations for the
correlation functions where the activity z no longer appears. This translates into
a set of integral equations for the Radon-Nikodym derivative of ρs with respect to
ρ⊗s1 . This set of integral equations is similar to the equation Kρm = m with Kρ
defined above Theorem 3, the only difference being that Mayer’s f -function appears
without absolute values and the geometric series for (1 − Rρm(x1))
−1 is replaced
with (1 +
∑∞
n=1
1
n!
∫
Xn
∏n
i=1 f(x1, yi)ρn(dy))
−1.
Therefore the convergence condition Kρm ≤ m is a natural counterpart of the
Kirkwood-Salsburg equation, manipulated in such a way that the activity z disap-
pears. For homogeneous systems, such a set of equations can actually be derived
directly from the canonical ensemble, see [BPH69].
The second remark concerns the additional condition (31) on ρ needed in our
proof of Proposition 17. As pointed out before Theorem 11, the additional condition
is needed in order to ensure that not only do the density expansions converge, but
in addition the activity defined as a function of ρ is in the domain of convergence
of the activity expansions. In self-explanatory notation, for homogeneous systems
the condition ensures
ρ ≤ sup
z≤RMay
ρ(z)
with RMay the radius of convergence of the Mayer series (activity expansion of the
pressure). Clearly we would like to get rid of this condition. After all, as mentioned
in the introduction, for non-negative interactions we expect that ρ > supz≤RMay ρ(z)
and the density expansions should retain their physical relevance beyond the domain
of convergence of the activity expansions. Therefore a relevant observation is that
the Kirkwood-Salsburg equations hold true without the additional assumption (31).
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Proposition 18. Under the conditions of Theorem 3, the family of measures ρs de-
fined by ρs(d(x1, . . . , xs)) = g(x1, . . . , xs; ρ)ρ(dx1) · · · ρ(dxs) satisfies the Kirkwood-
Salsburg equations at the activity z given by (44).
The proof is based on the recurrence relation from Propositions 7 and 8, it is
similar to the proof of Proposition 9, the details are left to the reader.
Proposition 18 still leaves us with the task of proving that there exists a probabil-
ity measure P on (Γ,F ) with factorial moment measures ρs, s ≥ 1 (the Kirkwood-
Salsburg equation would then imply that it is a Gibbs measure). For that one has
to prove so-called Lenard positivity following [Len75] or try to adapt the strategy
from [NPZ13]. Another option is to impose slightly more stringent conditions on
ρ so that z and ρs fall into a domain where the Kirkwood-Salsburg equation has a
unique solution. We leave this as an open problem for future work.
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