This paper deals with the explicit solution of random mixed parabolic equations in unbounded domains by using the random Laplace transform to second order stochastic processes. The mean square random Laplace operational calculus is stated and its application to the random parabolic equation together with previous results of the underlying random ordinary differential equations allow us to obtain an explicit solution of the problem. A numerical example, which includes simulations, illustrates the developed method.
Introduction

1
The integral transform method has proven its relevance to solve initial-boundary 2 value problems for linear differential and integral equations. The essence of 3 this success is based on its powerful operational calculus [1] - [9] . The required 4 integral transform is closely related to the structure of the equation and the 5 initial-boundary conditions of the problem. It is known that deterministic mod-6 els are often a simplification of real problems to make more approachable their . In water resources problems there appear also random heteroge-12 neous domains in the search of the solution process, see [13] - [15] . In this paper, 13 we assume known uncertainty in the sense that some input parameters are as- Throughout this paper, (Ω, F, P) will denote a common probabilistic space where all r.v.'s and s.p.'s that appear in the problem under study are defined. Specifically, this paper deals with the random heat problem u t (x, t) = L u xx (x, t) , t > 0, x > 0 ,
u(x, 0) = 0 ,
u(0, t) = f (t; A) , t > 0,
u(x, t) is bounded as x → +∞, t > 0 ,
where L is assumed to be a positive r.v., independent of r.v. A, whose realiza-
38
tions have a positive lower bound 1 > 0, i.e,
39
L(ω)
and f (t; A) is a s.p. which depends on one single r.v. A. The same results are 40 available, but involving more complicated notation, by considering f (t; ·) a s.p.
41
with a finite degree of randomness (see [19, p. 37 will be termed p-norm.
53
The definition of p-convergence of a sequence {X n : n ≥ 0} of p-r.v.'s to the 54 r.v. X ∈ L p , is the one inferred by the p-norm, i.e., lim n→+∞ X n − X p = 0.
55
The particular cases p = 2 and p = 4 are referred to as mean square (m.s.)
56
and mean fourth (m.f.) convergence, respectively, and they are ones to be used 57 throughout this paper.
58
It can be proven the following key inequality (see [30] ) [19] ).
76
Lemma 1 Let {X n : n ≥ 0} and {Y m : m ≥ 0} be two sequences of 2-r.v.'s m.s.
77
convergent to X ∈ L 2 and Y ∈ L 2 , respectively, i.e.,
Then,
In particular,
The following result is a straightforward consequence of inequality (6) that 81 will be required later.
82
Lemma 2 Let D be a 4-r.v. and, let g(t) be a 4-s.p. verifying that
We recall that the absolute moment of a real-valued r.v. X coincides with i.e.,
As usual, Re(s) and Im(s) will denote the real and imaginary parts, respectively,
88
of a complex number s = x + iy, x, y ∈ R. 
The 2-norm of f (t) is of exponential order, i.e., there exist constants a ≥ 0
106
and M > 0 such that
Then, the random Laplace transform of a 2-s.p. f (t) ∈ C is defined by the m.s.
from (13) one gets
and, consequently
For the sake of convenience, let us recall that the Heaviside function H(t) is
If f (t) is a 2-s.p. in the class C, then f (t)H(t) is in C, too. s.p. that will be play an important role in the resolution of problem (1)-(4).
121
Example 1 Let B be a real-valued r.v. satisfying that
then, we shall show that the s.p.
where H(t) is the Heaviside function defined by (15), admits a random Laplace 
Then, using (6) one gets, 
(20) In the last step we have used that 
On the other hand, we need to show that the r.v.
and taking s > B 4 , the above geometric series is m.f. convergent and then its
This results can be extended for s ∈ C. As the function h(s) = For
and from (20) applied to iB instead of B, and using (21), one follows
(26)
Notice that the limit appearing in (26) is considered in the m.s. sense. This ex- 
171
Example 3 Let L be a r.v. satisfying condition (5), s ∈ C such that Re(s) > 172 a ≥ 0 and x > 0. Then,
i.e., an inverse random Laplace transform of (27) is given by
Let us show each of the previous statements (i)-(iii).
178
(i) Let s ∈ C such that Re(s) > a ≥ 0 and x > 0 fixed,
From condition (5) one gets
From (29) and (30), and taking into account that Re(s) ≥ a > 0, one gets
i.e., the integral J(s) is m.s. convergent.
184
(ii) In part (i) we have proven that J(s) is m.s. convergent and now we find 185 a closed form expression for the s.p. J(s).
186
Let ω ∈ Ω fixed and let us consider the complex function of variable s, 
Let K be a compact set in the open half-plane Re(s) > a ≥ 0. We wish to
191
show that sequence {J n (·)(ω) : n ≥ 0} given by (32) converges uniformly
Re(s 1 ) 
As (33) is true for all ω ∈ Ω, one gets that
(iii) First, let us show that the s.p.
is Laplace transformable. In fact, using (5)
2t 1 ,
Using the definition of random Laplace transform, doing a suitable change 203 of variable and using (ii) one gets
Operational rules for random Laplace transform
205
Let u(t) be a 2-s.p. m.s. differentiable such as that u (t) is m.s. continuous and 
Now, by applying condition (13) to u(t) and taking Re(s) > a, it is verified The next operational rule is the convolution for 2-s.p.'s f (t) and g(t) of class 214 C, denoted by f * g and defined by the m.s. integral solution s.p. u(x, t) which will be denoted by
what means that u(x, t) is regarded as a s.p. of the active variable t > 0, for 225 fixed x > 0. Now, we apply the random Laplace transform to both members 
By applying the random Laplace transform to conditions (3) and (4), it follows
Hence, the problem (1)-(4) has been transformed into the following random 233 initial value problem based on a second-order differential equation
In accordance with Proposition 9 of [37], the set {e 
Taking into account condition (43), we put C 1 (s) = 0, thus from (44) we seek a 240 solution s.p. of the form
which applying condition (42) takes the form
where, by (iii) of Example 3, the s.p. g(t; L) takes the form
Then, by taking the random inverse Laplace transform in (46), considering the 244 convolution property (39) and using (38) and (47), one gets a solution 2-s.p. of 245 problem (1)-(4):
Summarizing, the following result has been established 
where (12) the expectations that appear in the above integrals can be computed as
These expressions permit to understand that the expectation and the variance RelErr
The consistency of the estimation of the moments is clearly manifested since Table   306 1 for r = 10 4 simulations by Monte Carlo required 86 minutes and 17 seconds.
307
Timing was similar for the same computations shown in Table 2 . Whereas 15 308 hours, 28 minutes and 16 seconds were needed to compute analogous approx-
309
imations with spatial 50 points x i instead of 11 spatial points. These timings 310 are higher than the ones needed using our random mean square approach, whose 311 execution time was a few seconds. Parallelization was used to carry out compu-312 tations using both approaches. µ MC 100 µ MC 500
µ MC 100 µ MC 500
µ MC 100 µ MC 500 µ MC 1000 , t) , and σ r MC(x i , t), respectively, using r = 10 2 , r = 5 × 10 2 , r = 10 3 and r = 10 4 simulations are shown too. The comparison between the values of the mean and the standard deviation obtained using both methods are made by considering the relative errors in each x i for each number r of simulations according to (56). 
