Abstract. A general linear interpolation problem is posed and solved. This problem is called umbral interpolation problem because its solution can be expressed by a basis of Sheffer polynomials. The truncation error and its bounds are considered. Some examples are discussed, in particular generalizations of Abel-Gontscharoff and central interpolation are studied. Numerical examples are given too.
Introduction
In [5] [6] [7] an application of Appell and ∆ h -Appell polynomials to linear interpolation problem for real functions has been given. In this note we will extend this approach to the more general so-called Sheffer polynomials [8, 9, [12] [13] [14] 16, 24] . For this purpose, let X be the linear space of real functions defined in the interval [a, b] continuous and with continuous derivatives of all necessary orders; let P n ⊂ X, n ∈ N, be the space of polynomials of degree less than or equal to n. Let Q be a δ-operator [20] on P n , and L a linear functional on X with L(1) = 0. Let be XQ = {f ∈ X : Q i f ∈ X, i = 0, . . . , n, for all n ∈ N}, then for each f ∈ XQ we want a polynomial P n [f ], if it exists, of degree less than or equal to n such that
. . , n.
If Q = D or Q = ∆ h , that is the differential operator or the finite difference operator respectively, we have that XQ is the set of analytic functions on [a, b] and, respectively, the set of bounded functions in [a, b] . In these cases problem (1.1) admits a unique solution and it has been called Appell interpolation problem [1, 5] or ∆ h -Appell interpolation problem [6, 7] , respectively. In this note we want to address the general case and we give the solution of problem (1.1) only if XQ is known. We will call this problem umbral interpolation problem, because its solution can be expressed by a basis of Sheffer polynomials, also said umbral basis. Interpolation and approximation have been studied from an umbral point of view in several papers [10, 15, 17] . In [18, 19] the authors study the sequence of polynomials, which solve the linear interpolation in P n , but not the general case, moreover no connection with real function is given. The paper is organized as follows: in Section 2 we give some preliminary definitions and results; in Section 3 we define the umbral interpolation and provide its solution; in Section 4 we give, as examples, generalizations of Abel-Gontscharoff [11] and central interpolation [22] ; in Section 5, some numerical examples, which justify theoretical results, are given; finally, in Section 6 conclusions and further developments are announced.
Umbral basis for (L, Q)
In order to make the work self-contained we recall some basic notations of the umbral calculus [8, 20, 21] . Let Q be a δ-operator and (p n ) n∈N be the associated sequence [20] , that is, the sequence that satisfies p 0 (x) = 1, p n (0) = 0, Qp n = np n−1 , n = 1, 2, . . .. It is known [20] that (p n (x)) n∈N is of binomial type and it is a basis for P n . Let L be a linear functional on X with L(1) = 0 and let us set
and define the sequence of polynomials
Remark 2.1.
[8] The sequence (s n (x)) n∈N is a sequence of polynomials of degree less than or equal to n, for which we have
Remark 2.2 (Recurrence relation, [8])
. For the polynomial sequence (s n (x)) n∈N the following recurrence relation holds 
where δ i,n is the Kronecker symbol.
Proof. It follows from Remark 2.3, from which we have
Definition 2.1. The sequence (s n (x)) n∈N is a basis for P n , and we call it umbral basis for (L, Q). In the following, often, we will omit for (L, Q).
Remark 2.5. We note explicitly that the polynomial sequence (s n (x)) n∈N defined in (2.2) is the Sheffer sequence [21] for (β n , p n (x)) as defined in [8].
Umbral interpolation
Let L be a linear functional on X with L(1) = 0, Q a δ-operator on P n and ω i ∈ R, i = 0, 1, . . . , n; then the problem
Proof. It is a straightforward consequence of (2.4) and of the linearity of Q.
Corollary 3.1. For each P n (x) ∈ P n we have
Let us consider a function f ∈ XQ. Then we have the following
is the unique polynomial of degree less than or equal to n such that
Proof. It follows from Theorem 3.1.
Therefore, it is interesting to consider the estimation of the remainder
Proof. It follows from (2.1) and (2.3), noting that
For a fixed x we may consider the remainder R n [f ](x) as a linear functional and, therefore, from Peano's theorem [11, p . 69], we have
The following relation holds
where
Proof. It follows by Theorem 3.3 and Peano's theorem. 
In the following, to avoid encumbering the notation, we will denote it by P n [f ](x), omitting the dependence on z. Then we have the following
is an approximating polynomial of degree n for f (x), i.e.,
2) we get (3.5); the exactness follows from the exactness of the polynomial
Theorem 3.6. The polynomial P n [f ](x) satisfies the interpolatory conditions
Proof. It follows from (2.4).
We call P n [f ](x) umbral interpolation polynomial of second kind. 
and, setting z = 0,
that is the classical Abel-Gontscharoff sequence [11] on the equidistant points
i.e., the umbral interpolation is the well-known Abel-Gontscharoff interpolation [11] on the equidistant points x i = x 0 + ai, i = 0, . . . , n. Therefore (4.1) can be seen as a generalization of Abel-Gontscharoff interpolation on the equidistant points. For the remainder
Remark 4.1. Abel-Gontscharoff interpolation, even in recent years, has been object of study [23] . In the future we will consider a comparison with previous works, especially as regards the error estimation.
Interpolation polynomials (3.1) and (3.4) become
δ h -Sheffer interpolation. Let be f bounded in [a, b] and Qf
h be the inverse operator of δ h , such that
. Then the associated sequence to δ h is the sequence [20] 
Now, let L be a linear functional verifying L(1) = 0. Then umbral interpolation polynomials (3.1) and (3.4) become
where s i (x) is the umbral basis for (L, δ h ).
As in the previous example we can consider the following cases:
. Interpolation polynomial (3.1) becomes
It is known as interpolation formula with central differences [22, p. 32] , therefore (4.4) can be seen as generalization of central interpolation.
h f x=0 . We call the umbral basis for (L, δ h ) δ h -Bernoulli polynomial sequence B n (x). Interpolation polynomials (3.1) and (3.4) become
. We call the umbral basis for (L, δ h ) δ h -Euler polynomial sequence E n (x). Interpolation polynomials (3.1) and (3.4) become
Numerical examples
Now, we consider some interpolation test problems and report the numerical results obtained by using an ad hoc "Mathematica" code. We compare the error in approximating a given function with Appell, Abel-Sheffer, ∆ h -Appell and δ h -Sheffer interpolation polynomials. In particular we compare numerical results obtained by applying:
• Abel-Bernoulli interpolation polynomial defined by (4.2) as follows
• Bernoulli interpolation polynomial defined in [2] as follows
• δ h -Bernoulli interpolation polynomial defined by (4.5) as follows
• Bernoulli interpolation polynomial of second kind [6] defined as follows
• Abel-Euler interpolation polynomial defined by (4.3) as follows
• Euler interpolation polynomial defined in [5] as follows
• δ h -Euler interpolation polynomial defined by (4.6) as follows
• Boole interpolation polynomial defined in [6] as follows
We emphasize that the compared polynomials of the same degree have the same degree of exactness.
Example 5.1. Let us consider the function f (x) = e (x+1)/2 , x ∈ [0, 1]. The interpolation error is reported in the following tables (numbers in parentheses indicate decimal exponents): The interpolation error is reported in the following tables: 
Conclusions
Let Q be a δ-operator on P n , X a linear space of functions such that P n ⊆ X and L a linear functional on X, with L(1) = 0. Let be XQ ⊆ X such that Q i f ∈ X, then for all f ∈ XQ we defined umbral interpolation for the couple (L, Q). In particular generalizations of Abel-Gontscharoff and central interpolation have been considered. Further developments are possible, for example the function series associated to the interpolation polynomial can be considered and its convergence radius can be studied. Furthermore, polynomial (4.7) seems to be of interest for applications on IVP. The multivariate case is interesting too.
