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MODELOS PSEUDOESPECTRALES EN PREDICCION NU MERICA 
METODO VARIACIONAL 
Por: jesús Carcía Renda y Mariano Hortal. 
Introducción.· 
Un modelo de predicción está bien planteado, si para un conjunto de datos, llamado conjunto 
inicial (análisis o análisis inicializado), existe exactamente una solución (predicción para el día D) y ésta de-
pende continuamente de aquel conjunto. 
Para precisar este concepto, debemos indicar los espacios donde la solución ha de ser obtenida, 
el espacio de los datos iniciales, así como la noción de dependencia continua entre la solución y el campo 
inicial. 
Los sistemas de ecuaciones en derivadas parciales encontrados en los problemas meteorológicos 
no siempre se presentan en los tipos clásicos de ~líptic os , parabólicos o hiperbólicos . La estima del error y la 
demostración de la convergencia se presenta muy dificil en estos problemas. Existen lagunas o faltas de 
coherencia entre la matemática del problema (vist o desde los adelantos de los métodos de resolución) 
y los métodos usuales, ya anticuados, de resolución, pero los recientes avances teóricos introducennuevos 
métodos matemáticos y nuevos conceptos. Para vencer esta aparente dificultad y simplificar las técnicas 
de resolu ción se introducen los modelos pseudoespectrales. 
El material debe organizarse de acuerdo con la naturaleza física del problema, ya que, los sistemas 
matemáticos adquieren aspectos diversos al considerar en detalle los campos físicos a que afectan. 
En la integración numérica de las ecuaciones hidrodinámicas se intenta predecir ciertos campos 
meteorológicos dependientes del tiempo. La estratégica básica del proceso matematico que se utiliza para 
este propósito depende profundamente de la manera en la cual estos campos son representados nuQ1erica-
mente. Dos son las alternativas a elegir para este fin: (1) los campos se representan por los valores que las 
funciones toman sobre una red que cubre el espacio Físico y tiempo de pronóstico sobre los que se rea-
liza el problema y finalmente la evolución de los campos se determina por extrapolación en el tiempo de 
los valores en la red de puntos considerada. (2) , los campos se representan por los coeficientes de desarrollo 
de las funciones en series con respecto a una base densa de funciones regulares conocidas en el espacio de las 
funciones _que definen al campo. La predicción se reduce al cálculo de los coeficientes de desarrollo de los 
campos. 
En el último caso se dice que la representación es el dominio de los -coeficientes y se denomina 
representación pseudoespect ral en consideración a pensar en el conjunto de coeficientes del desarrollo 
como espectro de los campos. 
De la representación pseudoespectral distinguiremos dos casos muy importantes segú n la estructu-
ra de las bases de funciones de desarrollo: (a) representación espect ral (bases ortogonales) , (b) represen-
tación en elementos finitos (bases de soporte compacto). Es inmediato que la representación espectral 
es un desarrollo en el espacio del número de ondas. 
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En la versión pseudoespectral las ecuaciones de predicción del tiempo pueden definirse en espa-
cios de funciones que son subespacios del espacio de distribuciones de SCHWARTZ, estas funciones cum-
plen las condiciones de contorno del problema y el sistema en derivadas parciales queda transformado 
por dualización entre el espacio de funciones y su dual en un sistema diferencial ordinario para los coefi-
cientes del desarrollo de las series que dependerá sólo del tiempo ( a =- cte) cuando los elementos del 
dual no dependan de él y en un sistema algebraico no lineal cuando la dualización es completa. 
Una elección entre la representación discreta o pseudoespectral y las clases de ésta última de-
pende de varios factores, entre los cuales están (l) la forma de la región de integración (que fuerza la 
elección de funciones determinadas, por ejemplo, para usar la base de polinomio de Legendre en la re· 
presentación espectral es necesario que la región de definición del campo sea la esfera, semiesfera y el cua-
drante) (2) naturaleza de los campos a representar (que afecta a la eficiencia de la representación , por 
ejemplo campos con discontinuidades) y (3) la influencia de_ l~errores de t runcación. Por errores de trun-
cación se sigrufic~ los errores introducidos- cu~do el número de grados de libertad en la formulación ma-
temática exacta del problema es reducido en orden a obtener una formulación aproximada que esté dentro 
del cálculo numérico práctico. 
Un importante aspecto del problema de errores de truncación está relacionado con el hecho de 
que las ecuaciones hidrodinámicas no son lineales. La no linearidad produce cie rta especie de errores de 
truncación que pueden llevarnos a la inestabilidad de cálculo, pero si el problema es bien formulado en el 
dominio pseudoespec tral, el tipo particular de inestabili dad en cuestión queda automáticamente eliminado. 
Esta propiedad es u na de ]as principales vent ajas de los mét odos pseudoespectrales. 
Introducción de un campo meteorológico en un espacio HILBERT .-
Para introducir las ideas básicas de la representación pseudoespectral (método pseudoespectral ) 
consideramos el sistema de prediccióo escrito en la form a vectorial siguiente : 
(l) aaJr = T(T) < + cond. contorno + cond. iniciales adecuadas) 
definido sobre tQ x RCI x Rt . ü es la región de definición espacial de los campos, R(J es un intervalo 
de los números reales y Re ~n intervalo real para el t iempo 
sea ~ ~ ( ~ 1 ~ 2 .. te) , donde ~ ¿ es una ~ari ab le meteorológica tal como una componente de viento, 
geopotencial, temperatura, presión, etc. 
Si a una ~ i la llamamos 1/; tenemos para cada variable 1/; la ecuación correspondiente del 
sistema (1) 
(2) 
donde F depende de 1/; y de otras variables en generaL 
La varible dependiente f es una función numérica y está definida sobre Q x R fJ x R t , lu~-
go depe nde del vector de p osición X= ( ~ , Y , (]" ) y del tiempo t . Para un instante t o y un valor 
o-o, 'V depende sólo de ( x, y) E a 
Entonces, consideramos definidos sobre la región de predicción Q un conjunto de funciones numéricas 
que dependen solo de (x , y ) E Q y lo dotamos de una estruc tura de espacio de Hilhe rt V de producto es-
calar (( .,) ) y norma 11 . 1 !. Definimos sobre el intervalo f cr = R u x R t un conjunto de funciones y; con 
valores en el espacio de Hilbert V y tal que si Uo, to E J fJ , existe una función v E V que verifica 
v(x,y)=f(x,y,fJ0 1t 0 )" • A "ff
1 
"le damos estructurahilbertianaylorepresentamospor ff(IfJ 1 V ) de 
producto esc~ar y norma respectivamente . 
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(3) 
de esta manera se define un espacio de Hilbert .?(:fo.,V) asociado a un campo meteorológico sobre el re-
cinto Q x RCJx Rt = Q x Ia-
O sea que si 1/;(x,y, a-, t) es una vat-:iable mete.orológica definida sobre r2 x Ia-
Aproximación de campos meteorológicos en espacios de dimensión finita. 
Situados en un espacio de Hilbert separable seleccionamos una base que genere este espacio, 
y las secciones finitas de esta base generan subespacios cuya· unión es densa en el primero. Obtenemos así 
subespacios vectoriales de dimensión finita (que son prehilbertianos) . 
Nosotros aproximamos 1/; por la función o/p perteneciente a uno de estos espacios de 
de dimensión finita, esto es, en función de un conjunto finit o d~ funciones básicas r..a.•p ( x ,y) 
mente independientes: 
donde las f: (o-, t) dependen de a- y t respec tivamente pero no de ( x, y) 
Hilbert 
lineal-
Para que la ap roximación sea buena debe verificarse qu e el error de trunc amiento sea mínimo 
o lo que es lo mismo que decir: para todo número real E> O elegido arbitrariamente, tenemos un número 
natural P que depende de E tal que 
(5) 
P= cardinal: de l& base { wp} que ger:era el espacio de dimensión ~ita aproximante de ff( Ip .V ) , 
p es un entero multJdjmensi-onal (2 - dimensional) . 
La sección {wp( genera el subespacio Vp aproximante 
.?( lcr) es un espacio de funciones numéricas I (T , .? ( r (T) ~ Vp 
prod. tensorial). Entoncee1f'PE.?(!.,.)@ VpC--ff( L,.,V) 
de V y puede demostrarse que si 
esdensoenff( la"1V) (@= 
Luego 1/;P=E 1/;;(rr,t)w( x, y) es una representación pseudoespectral para 
el campo >J; . 
Funciones adecuadas para representar variables meteorológicas.-
Las funciones qu e rigen la atmósfera relacionan variables que toman valores ac otados (en gene-
ral) sobre el domirüo n x Rcr x Rt y debemos extender el espacio funcional .?( lcr, V) a áquel 
cuyas funciones sean de cuad rado integrable y serán más interesantes aquellas que además posean sus de-
rivadas (al menos las primeras) en se ntido de las distribuciones de cuadrado integrable. 
Estos espacios son densos en el espacio de las distribuciones de SC HWARTZ . 
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Entonces si 1p E.?( L,.. , V) es de cuadrado integrable pondremos: 
(6) ( dt ( d~f Y' 2 dxdy < oo 
)Rt )Rcr fl (x,y)ED 
si' en este tipo de funciones consideramos v = 1!l ( c:r, t) E V se cumple también. 
(7) in ,2 dxdy <oc 
Denotemos al espacio de las funciones v definidas sobre !J que verifican (7) por L 2 ( Q ) que 
es el espacio de las funciones sobre n de cuadrado integrable y es un espacio Hilbert para el producto 
escalar. 
(8) 
. Entonces .podemos considerar a un campo meteorológico incluido en el espacio de 
Hilbert ~ ( Icr, L 2 ( n) ). y si exigimos que las funciones que éste verifiquen (6 ), podemos escribirlo por 
y si exigimos la derivación en §" y derivación en V , escribiremos 
el producto escalar en (9) es 
(11) ( 'P,'l'),?=J. r ('P(t),'lt(tl)dtdo-, 
Rt)Ra 
Si ahora llevamos (4) a (1) y (2) y se dualizan estas ecuaciones (teniendo en cuenta lo expuesto en el último 
párrafo) resultantes, en el espacio L 2( n) se deducen las ecuaciones de evolución de los coeficientes del 
de~arrollo 'l!: (t) que hacemos utilizando el método de GALERKI N. 
J. 
a'l!p J. (12) -a-· wa. do= F ( {IP) wa. do 
Q . Q 
y sustituyendo 'i'P por (4) en (12) tenemos 
p y a son enteros bidimensionales 
De ( 13) obtenemos un sistema de P ecuaciones con P incógnitas que será un sistema diferen-
cial ordinario no lineal para una O' determinada. Problema este de solución fácil, aunque no de fácil cál-
culo en un ordenador. 
E te sistema puede simplificarse considerablemente si las funciones básicas Wp ( x, y) son de SO· 
porte compacto u ortogonales (mejor ortonormales). 
Nosotros significamos por funciones de soporte compacto aquellas funciones que son distintas 
de cero sólo en una parte pequefia cerrada del dominio y valen cero fuera de este y por ortogonal las que ve-
rifican: 
1 
1 
l 
zA 
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(14) de Kronecker 
Entre la representación pseudoespectral, nosotros denominamos método espectral al que emplea 
funciones del tipo (14) generalmente ortonormales.2.opa = opa y método de los elementos finitos al que 
emplea funciones de soporte compacto. 
Si o es la esfera o parte de ella ( x, y) puede ser ( :\, 8) ::(Longitud, Latitud). 
Cuando {} es la esfera, semiesfera ó un cuadrante, es interesante hacer uso del método espec-
tral que tiene lugar para bases que verifican (14) : y cuando las bases wp son los armónicos esféricos tendre-
mos la representación espectral clásica. 
Los armónicos esféricos son de la forma 
(15) w (N JJ.)= ~(JJ.)eim:\ JJ.=Sene p - 1 p 1 
donde 
(16) [ 
1 )1/Z m/ 2 nt1 P. (f!)= (2n+1)(n-m). · ~ ·(__e!_) (¡}-1)n 
P (n+ml! 2n n \ dj.J 
son los polinomios de Lagrange y p =(m,n) un punto de la red plana de abcisas m y ordenadas n 
La base (15) es ortonorma) y una variable \f! p tiene según est a base la expresión. 
(17) p p 'Ir (A.,JJ.,o-,t) = ~ \f! P ( cr ,t) wp (.\,¡.;.) 
\f!P es la parte truncada de la variable 'Ir , P = card ¡ wp ¡ 
Para evitar ondas erróneas los valores de m y n en p = ( m ,n) suelen tomarse en zonas planas 
apropiadas así que pueden tomarse las p en un triángulo, rombo,pentágono u otra figura; de ahí que el 
truncamiento se denomine, según los casos, t riangular, romboidal, pentagonal, etc. 
