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The temperature-dependence of the band gap of the proposed photovoltaic absorber
copper antimony sulphide (CuSbS2) has been studied by Fourier-transform infrared
spectroscopy. The direct gap rises from 1.608 to 1.694 eV between 300 and 4.2 K.
Below 200 K an exciton-like feature develops above the absorption edge at 1.82 eV.
First-principles calculations evaluate band structure, band symmetries, and dipole
selection rules, suggesting distinctly enhanced absorption for certain excitonic optical
transitions. Striking consistency is seen between predicted dielectric and absorption
spectra and those determined by ellipsometry, which reveal rapidly strengthening
absorption passing 105 cm−1 at 2.2 eV. These results suggest beneficial photo-
voltaic performance due to strong optical absorption arising from unusually strong
electron–hole interactions in polycrystalline CuSbS2 material. © 2018 Author(s).
All article content, except where otherwise noted, is licensed under a Creative
Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/)
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In recent years, the leading technologies for thin-film photovoltaics (TFPV) have achieved per-
formance parity with polycrystalline silicon, with both types reaching 21% cell efficiencies.1 The
careful selection of excellent optical absorbers, some 100× stronger than silicon,2 combined with
deposition processes matured in the display-industry, gives thin-film modules various cost benefits
over crystalline silicon and three times better energy payback times.4
Yet the leading technologies for thin-film photovoltaics, cadmium telluride (CdTe) and copper
indium gallium diselenide, Cu(In, Ga)Se2 (or CIGS), each have commercial limitations which com-
plicate increasing total installed capacity beyond 100 GWp, just a fraction2 of the multi-terawatt PV
market envisaged by 2050. Tellurium, gallium, and indium are relatively expensive,4 indium and
tellurium (particularly) are scarce with limited geographical availability,5 and concerns remain over
cadmium toxicity.6–9 All this drives research into earth-abundant and non-toxic absorber materials
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with desirable properties for thin-film PV: strong optical absorption with an optimal band gap, limited
non-radiative recombination, and favorable carrier dynamics.10,11
Rather than seeking entirely new systems, one approach is to adapt presently successful systems
(such as CIGS) by replacing problem elements.2 In particular, the layered ternary transition-metal
dichalcogenides (TMDCs) have received attention12 both due to chemical similarities to CIGS and for
other benefits, such as strong absorption (somewhat better than CIGS)10,13 and attractive costs.14,15
The low-cost, earth-abundant, and non-toxic semiconductor copper antimony disulphide (CuSbS2 or
chalcostibite) has a reported near-optimal 1.5 eV direct band gap and strong optical absorption rising
from 104 to 105 cm−1 between 1.6 and 1.8 eV.6,16,17 The crystal comprises alternating layers of Cu- and
Sb-sheets normal to the c-axis.18 Natively p-type, due to shallow acceptor-like VCu and VS vacancies
and anti-site CuSb defects,17,19 carrier concentration is tunable from 1016 to 1018 cm−3 through growth
parameters.6 Fortunately, these defect states are occupied at 300 K, blocking recombination via these
centers and (as the indirect transition is near Γ) permitting conduction-band minimum to valence-
band maximum radiative-recombination: rather unusual in indirect semiconductors as non-radiative
recombination usually dominates.19 Despite favorable properties, CuSbS2 cells have so far shown
unimpressive record efficiencies (3.2%);20 however, the ubiquitous CdS/CuSbS2/Mo architecture
(inherited from CIGS) is now thought to introduce significant detrimental band offsets with CdS and
Mo;21,22 thus, superior performance is expected with alternative window layers and back contacts
(perhaps also conveniently disposing of Cd-toxicity concerns).
CuSbS2 has a stable orthorhombic phase (space group Pnma) below 550 ◦C with good thermal,
environmental, and electrical stability.16,17,23,24 Synthesis of phase-pure CuSbS2 is complicated by the
many phases of the Cu–Sb–S system.9,24 Four ternary phases can be observed in thermal equilibrium:
CuSbS2 (chalcostibite), Cu12Sb4S13 (tetrahedrite), Cu3SbS3 (skinnerite), and Cu3SbS4 (famatinite).
Other phases observed during growth include6 Sb2S3 (stibnite), Cu1.8S (digenite), Cu2S, and CuS.
Recently, a growth window (the self-regulated regime) favoring synthesis of stoichiometric and phase-
pure CuSbS2 material has been found.6,25 The window is bounded by an Sb2S3 secondary phase at
low temperature (which sublimes away above ∼350 ◦C) and by the upper limit for stoichiometric
growth at 400 ◦C (where CuSbS2 decomposes into Cu12Sb4S13). Prior synthesis methods fall into
two categories. In the first class, CuSbS2 is formed directly and material quality may be further refined
by subsequent annealing. Examples include spray pyrolysis,26 thermal evaporation,14 chemical bath
deposition,16,17 magnetron co-sputtering,6 and solvothermal synthesis.27 In the second class, layers
of Cu and Sb compounds are deposited and then transformed into homogeneous CuSbS2 material
in a secondary sulphurisation process. Methods include the chemical bath deposition (CBD) of
CuS/Sb2S3 layers,28 the combined CBD and thermal evaporation of Cu/Sb2S3 layers,15 and the
thermal evaporation or DC sputtering of a Cu/Sb stack.9,29
After confirming the phase-purity of the polycrystalline, radio-frequency (RF) magnetron co-
sputter-grown CuSbS2 films, this work reports the temperature-dependence of the direct band gap
between 4.2 and 300 K by Fourier-transform infrared spectroscopy (FTIR) and investigates a low-
temperature exciton-like absorption feature. Refractive index and absorption spectra are determined
by spectroscopic ellipsometry. Density functional theory (DFT) band structures and dipole selection
rules are calculated to provide tools which help to explain the exciton-like absorption feature.
Polycrystalline p-type CuSbS2 films (p ∼ 1016–1017 cm−3) were deposited on glass substrates
(Corning Eagle XG, an alkaline earth boro-aluminosilicate glass)30 by radio-frequency (RF) mag-
netron co-sputtering of Cu2S and Sb2S3 targets in a 3 mTorr Ar atmosphere. Deposition occurred
within the self-regulated regime growth window, as discussed above and in detail elsewhere.6,25
The CuSbS2 Pnma phase was confirmed using a Panalytical X’pert Pro x-ray diffractometer
(XRD) with an unmonochromated 40 kV copper anode and point detector, using a θ:2θ scan between
10◦ and 55◦ 2θ at 300 K and 0.15◦ min−1. Scanning electron microscopy (SEM) at 10 keV with
a JEOL JSM 7001F showed films with uniform coverage and a non-specific granular morphology
(see supplementary material Fig. 1). Cross-sectional SEM showed an average 570 nm film thick-
ness. Energy dispersive spectrometry (EDS) using an Oxford Instruments inca x-act silicon drift
detector showed prominent Cu, Sb, and S lines with no contaminants. Infrared transmission and
specular reflection spectra were acquired at 11◦ angle of incidence for 17 temperatures between
4.2 and 300 K and photon energies of 0.3–2.4 eV using a Bruker Vertex 70v Fourier-transform infrared
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(FTIR) spectrometer with a combined reflection-transmission accessory and an Oxford Instruments
CFV2 continuous-flow helium cryostat. The dielectric function was also evaluated from 0.7 to 5.1 eV
at 300 K with a Woollam M-2000-UI (rotating compensator) spectroscopic ellipsometer at incident
angles of 65◦, 70◦, and 75◦. A film-substrate B-spline dielectric model comprising surface roughness
was fitted to the reflection, transmission, and depolarization data in CompleteEASE v5.08.31
Density functional theory (DFT) calculations were performed in the VASP code32–35 with the
screened HSE06 hybrid density functional,36–38 and scalar relativistic pseudopotentials. Core and
valence electron interactions were described by projector augmented waves (PAWs).39,40 Calculations
used a plane-wave cutoff energy of 350 eV (increased by 30% on optimization to account for Pulay
stresses), a Γ-centered 4× 7× 2 mesh (8× 14× 4 for optical properties), and a geometry convergence
criterion of 0.01 eV Å−1. Evaluation of the high-frequency dielectric function used the method of
Gajdosˇ et al.41 Eigenfunctions for symmetry analysis were expanded in a plane-wave basis (952 eV
cut-off energy) in the abinit code,42,43 with the PBE96 generalized gradient approximation44 (GGA)
and Troullier–Martins pseudopotentials.45 Studies selected a 8 × 13 × 4 mesh with 56 k-points in the
irreducible Brillouin zone, achieving total energy convergence to better than 0.01%.
As the CuSbS2 optical properties may be crystallinity- and orientation-dependent, XRD was
performed to confirm the Pnma phase and to assess any texture or impurity phases. Supplemen-
tary material Fig. 2 shows Rietveld refinement46 of the CuSbS2 Pnma structure (via FullProf
v5.70),47 giving lattice parameters a = 6.0210(23) Å, b = 3.793(4) Å, and c = 14.496(6) Å, broadly
consistent with prior studies.27,48–50 This work also indicated that the film is essentially phase
pure (discussed further in supplementary material Sec. II). Some excess residuals indicated pref-
erential orientation, best-fit with a (200)-texture with intensities modeled as exp
(
−Gα2hkl
)
, where
G = 0.55(8) and αhkl is the acute angle between the (hkl) and (200) plane normals.
The ellipsometric refractive index and absorption spectra are shown in Fig. 1(a) and the FTIR
reflectivity Rt(~ω) and transmissivity T t(~ω) spectra are shown in supplementary material Fig. 3. The
transmission spectra show an absorption edge near 1.6 eV with a strong temperature-dependence.
Below 1.6 eV, the reflectivity spectra show oscillations from coherent internal reflections not seen
in the transmissivity, either as coherence is destroyed by thickness variations in the borosilicate
substrate or due to sub-gap extinction in the film (at least three optical path lengths are required to
observe oscillations in the transmissivity). The reflectivity and transmissivity spectra are reduced to
absorption spectra α(~ω) using equations describing the reflection and transmission of light directed
at normal incidence at a single incoherent optical layer of thickness d with parallel faces
Rt =R
[
1 +
(1 − R)2 exp(−2αd)
1 − R2 exp(−2αd)
]
and Tt =
(1 − R)2 exp(−αd)
1 − R2 exp(−2αd) , (1)
where R(~ω) is the (unmeasured) intrinsic reflectivity at a semi-infinite boundary between the vacuum
and the CuSbS2 film (by contrast, the total reflectivity Rt includes the contributions from internal
reflections at each face). The intrinsic reflectivity R must be determined before proceeding: this
procedure has been discussed in detail previously.51 This fitting used the sample thickness of 570 nm,
as indicated from SEM and ellipsometry. Figure 1(b) shows the resulting absorption spectra.52 The
absorption edge increases relatively steeply (as desired for photovoltaic absorbers) and redshifts
with increasing temperature. An interesting temperature-dependent absorption feature is present in
Fig. 1(b) at 1.82 eV and is discussed shortly. While the FTIR and SE absorption coefficients agree
above the onset (9 × 104 cm−1 at 2 eV), subgap reflections in the FTIR spectra lead to differences
(αFTIR ∼ 104 cm−1 or αSE = 4 × 104 cm−1) below the onset.
First-principles band structure calculations suggest that while the fundamental absorption in
CuSbS2 is indirect, a direct onset (associated with an M0 critical point) exists to only 50 meV higher
energy. Given that the absorption strength at indirect onsets is typically orders of magnitude weaker
than that for direct transitions, the absorptions edges of Fig. 1(b) are fitted with functions describing
absorption due to a direct transition with an Urbach tail at an M0 critical point,
αd =
A
~ω
√
R
(
~ω − Edg
)
and αU(~ω)=B exp
(
γ
{
~ω − Edg − EU
})
, (2)
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FIG. 1. (a) Complex refractive index (n˜ = n + iκ) and absorption spectra via DFT (HSE06) and ellipsometry at 300 K. Plotted
DFT spectra are down-shifted by 0.4 eV (likely due to electron–hole interactions, see the text) revealing a good match with the
experimental spectra. (b) FTIR absorption spectra; between 4.2 and 300 K, the absorption edge redshifts by some 50 meV. An
interesting feature develops at low temperatures near 1.83 eV. (c) Temperature-dependence of the optical gap, fitted with the
Varshni relation, and one and two Bose–Einstein oscillators. The inset shows an Urbach tail which grows with temperature.
(d) The temperature-dependent feature after removal of the absorption onset (traces displaced vertical for clarity). The line
position and intensity each increase with decreasing temperature; no feature is seen at 300 K. Note the asymmetric line shape
which comprises a Lorentzian high-energy edge (and peak) with a linear low-energy edge.
where Edg is the direct band gap, A and EU are material-dependent parameters, B and γ are functions
only of these parameters as discussed in Ref. 51, and R(·) denotes the ramp function: R(x) = x for
x > 0, else R(x) = 0. The absorption associated with a direct onset is then αU(~ω) for ~ω ≤
(
Edg +EU
)
andαd(~ω) otherwise. Figure 1(c) shows the results of fitting (2) to the experimental absorption edges:
the direct gap rises from 1.608 to 1.694 eV between 300 and 4.2 K, while the Urbach parameter EU
rises from 29.3 to 32.6 meV (an average absorption baseline was evaluated between 1.13 and 1.46 eV
for each spectrum, while the direct gap and Urbach energy EU were constrained to lie, respectively,
between 1.5 and 2.0 eV and below 0.1 eV).
The band gap temperature-dependence Eg(T ) of Fig. 1(c) is fitted with the Varshni relation as53
EVarshnig =E0 −
αT2
T + β
(3)
and with models comprising one and two Bose-Einstein oscillators as54–56
EBEg =B +
∑
i
αi
1 +
2
exp
( Ei
kBT
)
− 1
 . (4)
The results of the least-squares fits are shown as the solid and broken lines in Fig. 1(c). The Varshni
fit suggests respective E0, α, and β parameters of 1.70 eV, 0.37 meV K−1, and 63.2 K, while
the single Bose–Einstein oscillator fit finds a zero Kelvin gap of 1.71 eV with reasonable respec-
tive average phonon and electron–phonon interaction energies (Ei and αi) of 8.4 and −17.3 meV.
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FIG. 2. (a) HSE06 band structure. (b) Lowest critical points in the HSE06 band structure annotated with selection rules for
optical transitions (between GGA wavefunctions); the topmost valence bands (V1 descending through V4) are subtracted
from the lowest conduction bands (C1 increasing through C4) giving the direct gaps near Γ. The lowest critical points (M0
and M1 Van Hove singularities) and dipole selection rules are given: i, s, and p, respectively, denote interband and excitonic
s- and p-transitions, while the subscripts denote the required light-polarization direction. (c) Exciton binding energies versus
band gap: a 3D Wannier–Mott exciton with 34 meV binding energy (1.85 eV gap) is hypothesized at the M0 critical point (ii)
in CuSbS2 and is reasonably consistent with the trend found in chalcopyrite systems.
The double Bose–Einstein oscillator fit, which caters for the different energy scales expected for
acoustic and optical phonons, suggests a base parameter B of 1.15 eV and respective average phonon
and interaction energies {Ei, αi} of {11.3,−26.80} and {117.9, 567.35} meV.
A temperature-dependent feature is evident at 1.82 eV just above the fundamental absorption
edges of Fig. 1(b). With decreasing temperature, the feature narrows, increases in prominence, and
shifts to higher photon energies, becoming particularly obvious below 150 K. Below 200 K, a definite
shoulder separates the feature from the absorption edge, suggesting a transition between states sepa-
rated by more than the fundamental band gap. At 4.2 K, where Fig. 1(c) shows a 1.694 eV direct gap,
the feature has shifted to 1.83 eV. The feature is seen in Fig. 1(d) after removal of the fundamental
absorption using the shoulder and above-feature absorption magnitudes (discussed in supplementary
material Sec. IV). An asymmetric line shape emerges: the low-energy edge is near-linear, while the
high-energy edge is approximately Lorentzian. Asymmetric Lorentzian or Gaussian line shapes are
typically seen in the discrete line spectra of excitons.57,58 To fit the temperature evolution, a quasi-
Lorentzian was constructed with a Lorentzian line shape L(x; x0, Γ) (centered at x0, width Γ) above
x0 −Λ, with the parameter Λ controlling a smooth and continuous transition from Lorentzian form
to a linear edge (see supplementary material Sec. V). The solid lines in Fig. 1(d) denote the line fits,
while the temperature-dependence of the line-position is seen more clearly in supplementary material
Fig. 4.
As the temperature evolution seen in Fig. 1(d) and supplementary material Fig. 4 is highly typical
of band structure temperature dependence from thermal expansion and electron–phonon interactions,
the solid lines in supplementary material Fig. 4 denote fits with the Varshni relation (3), giving
{E0, α, β} of 1.8349(4) eV, 0.18(3) meV K−1 and 120(50) K, and with a single Bose–Einstein
oscillator (4), giving parameters {B, Eph, αep} of 1.8406(16) eV, 7.6 ± 2.2 meV and −12(4) meV. Of
these, the Bose–Einstein oscillator best describes the data with a sensible averaged phonon energy
Eph; indeed, the fitted averaged phonon and electron–phonon energies are consistent with those
determined for the double Bose–Einstein oscillator (assuming a 10% uncertainty for the latter).
Figure 2(a) and supplementary material Fig. 5, respectively, show the HSE06 and GGA band
structures, revealing highly similar dispersion. The fundamental HSE06 band gap is indirect at
1.67 eV, yet a 1.72 eV direct gap at reciprocal space point (0, 0.156, 0) (along Γ-Y) is consistent with
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the 1.70 eV Varshni 0 K gap; the direct gap at Γ is somewhat higher at 1.81 eV. Band edge effective
masses {mΓ→Yh , mΓ→Zh , mY−Γe } of {2.5, 9.4, 0.6} are found. The HSE06 direct gap is more clearly seen
in Fig. 2(b), in which the topmost HSE06 valence bands are subtracted from the lowest conduction
bands to show the nature of relevant M0 and M1 critical points, annotated with GGA-calculated
selection rules for dipole interband and excitonic transitions. With spin-orbit coupling, the band gap
reduces by just 30 meV, yet the dispersion is essentially unchanged (see supplementary material
Fig. 6). While (Cu-d, S-p) and (Sb-p, S-p) states dominate the valence and conduction bands,22
the usual spin-orbit splitting atomic number z4 dependence (derived from neutral atomic wavefunc-
tions) is perhaps weakened for cationic Sb compounds: similarly negligible splittings are found in the
binary Sb chalcogenides59 and chalcohalides.60 Band symmetries are determined from their characters
χ computed from the inner product 〈ψnk |{R, τ}ψnk〉= χ, where a Pnma space group operation {R, τ}
acts on the relevant normalized real-space GGA wavefunctions ψnk(r) (see supplementary material
Sec. VI). Using the Kohn–Sham wavefunctions and eigenvalues in this manner is somewhat without
rigorous justification, particularly for excited states; however, such symmetry arguments are often
made to assess potential PV absorbers.10,11 Figure 1(a) shows that the HSE06 dielectric spectra
match the ellipsometric spectra after a 0.4 eV redshift; such shifts are associated with the omission
of electron–hole interactions, which generally redistribute higher-energy transitions to lower ener-
gies,51,61–63 giving redshifts ranging from 0.5 eV in InN to ∼2 eV in ionic materials or those with
weak dielectric screening.61,64 Associating the fundamental interband absorption with the lowest
dipole-allowed M0 critical point (i) in Fig. 2(b), the feature in Fig. 1(d) might then arise from atypical
interband absorption, optically active impurity or defect states, or excitonic resonances. While simi-
lar absorption maxima are seen at non-excitonic interband transitions at M1 critical points,65 several
of which are labeled in Fig. 2(b), vanishing reduced masses at room temperature (giving zero joint
density of states) are necessary to suppress the feature as in Fig. 1(d). As impurity, defect, and exci-
tonic states share many characteristics, and given the line shape, temperature-dependence, dielectric
spectral downshift, and numerous critical points labeled in Fig. 2(b), the hypothesis emerges that
the feature may be an exciton associated with an M0 or M1 critical point at (Eg + 0.1 eV) between
Γ and Y.
M0 transitions i, ii, iv, and v in Fig. 2(b) allow s-states for only one polarization direction, lead-
ing to one-third intensity in polycrystalline material; transitions ii and v at Eg + 90 and 140 meV
also allow p-states for all polarizations and may be inseparable in Fig. 1(d). A binding energy Rx
of 34 meV is found for a Wannier–Mott exciton associated with (ii) (see supplementary material
Sec. VIII) with n = 1, a dielectric constant  r(1.82 eV) = 13.7 from Fig. 1(a), and a fitted HSE06
reduced mass of µ = 0.47 me. This gives a 1.5 nm exciton Bohr radius, which averages over
47 unit cells, supporting the Wannier–Mott treatment. Saddle-point or hyperbolic excitons at M1
critical points also show enhanced absorption: controversial due to their metastability but feasible
under large negative reduced masses,66,67 such 2D excitons have n = 0 lines eight times stronger than
those in the 3D exciton.65 A 2D exciton with allowed p-like states for all polarizations and 85 meV
binding energy is found for the viii transition (with n = 0) with the largest M1 reduced mass (µz = 1.6).
Thus, enhanced absorption features may result from specific excitons in polycrystalline CuSbS2.
Typical band gap temperature-evolution and Varshni parameters are seen, when compared to
respective mean (and standard deviation) α and β values of 0.6(5) meV K−1 and 400(500) K for fits
to 37 common semiconductors.53,68 Consistent respective Varshni and HSE06 direct gaps of 1.70 eV
and 1.72 eV are found at 0 K. Material quality and experimental issues lead to some variability
in reported CuSbS2 band gaps: annealing often improves crystallinity (clearly seen in temperature-
dependent photoluminescence defect studies)19 leading to band gap changes, while reliable band gap
determination depends particularly on careful handling of Urbach tails (e.g., see Ref. 69). Accurate
band gaps are crucial for assessing band-alignment and solar cell optimization; recent reports seem
to be converging on a 1.6 eV direct gap at 300 K.70–72
The layered 2D nature of TMDCs leads to significantly enhanced electron–hole interactions
and prominent excitonic optical features, often revealed in monolayer studies due to spatial con-
finement and reduced screening effects.73,74 Excitonic features also dominate absorption spectra in
other layered systems, such as few-layer black phosphorus.75 Claims of excitons in CuSbS2 are
perhaps unsurprising given the rich display of exciton phenomena in the (tetragonal) Cu-III-VI2
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chalcopyrites,76 see Fig. 2(c) which also suggests a reasonable CuSbS2 exciton position. The highest
temperature at which the feature shows significant absorption is 200 K, the average thermal energy
3
2 kBT here being 26 meV, 76% of the 34 meV exciton binding energy; however, exciton visibility is
mainly determined by interactions with the optical phonon population,77 described by Bose–Einstein
statistics. With an 11 meV phonon energy (fitted on p. 4), the phonon occupation number exceeds unity
before 200 K, which qualitatively supports the absence of exciton features beyond this temperature.
The significance of selection rules for dipole transitions in orthorhombic crystals is demonstrated by
AgInS2 (space group Pna21) where transitions to the Γ1 conduction band are allowed only from Γ4
and Γ1 valence bands (respectively, for z- and y-polarized light), while transitions to exciton s-states
are allowed from Γ1, Γ2 and Γ4 valence bands with z-polarized light only.78,79 Above absorption edge
excitons are not uncommon,80 particularly when associated with transitions from split-off valence
bands, e.g., absorption spectra of the layered compound InSe show excitons linked to the 1.35 eV
band gap and also at 2.6 and 2.9 eV (lines E1′ and E1) due to split-off valence bands.81 Above gap
excitons are also seen in other TMDCs:82 absorption spectra of 2H-MoS2 show two 2D exciton lines
(A and B) occurring below and above the band gap and again associated with a 0.2 eV spin-orbit split
valence band.83 Because optical transitions conserve the spin of the excited carrier and the spatial
parts of the wavefunctions may possess different symmetries, the exciton selection rules involving
spin-orbit split bands may be more restrictive.84
Photovoltaic devices should benefit if polycrystalline CuSbS2 has strong excitonic effects: as the
electron–hole interaction significantly enhances absorption strength even when no discrete exciton
lines are seen, i.e., at room temperature.65 While the interaction has detrimental charge separation
effects in systems with strongly bound (Frenkel) excitons,85 an electron, hole, and exciton plasma
model developed in supplementary material Sec. X finds a negligible fraction of bound excitons
in CuSbS2 at 300 K, supporting the absence of discrete exciton features in the 300 K absorption
spectrum of Fig. 1(b). As the electron–hole interaction is neglected in nearly all first-principles
calculations, this perhaps cautions against relying on first-principles methods in isolation. Because
orthorhombic crystals have biaxial optical behavior, i.e., optical properties which differ in all three
spatial directions,86 further optical investigations with oriented single crystals and light polarized
parallel and perpendicular to the crystal axes would be of great interest. Such work may stimulate
optimization of crystallite orientation to maximize optical absorption. The critical points of Fig. 2(b)
suggest four different interband transitions within 200 meV which may be discriminated as a function
of light polarization, and the excitonic feature at 1.82 eV should be easier to resolve under such
experimental conditions. The feature has a good line shape at 80 K and so should be conveniently
accessible at liquid nitrogen temperature.
In conclusion, the direct gap of phase-pure, polycrystalline RF magnetron co-sputter-grown
CuSbS2 is found to rise from 1.608 to 1.694 eV between 300 and 4.2 K by FTIR spectroscopy.
The 1.70 eV Varshni gap at 0 K supports the 1.72 eV direct gap found in first-principles HSE06
calculations. A potential excitonic feature is seen at 1.82 eV below 200 K; selection rule evaluation
suggests that this may result from distinctly enhanced absorption for certain exciton transitions.
See supplementary material for further details on film morphology, phase analysis, FTIR reflec-
tion and transmission spectra, fitting of the exciton-like feature, GGA and HSE06 band structures
(with spin-orbit coupling) and band symmetries, irreducible representations, and selection rules for
interband and excitonic transitions. Additionally, a free-electron, free-hole, and bound-exciton model
is developed to estimate the exciton number fraction at thermodynamic equilibrium and resultant
consequences for photovoltaic carrier-separation.
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