Abstracf-A new approach to asynchronous multiple access communications is presented. The technique, employing orthogonal convolutional coding and Viterbi decoding, is described and its performance characteristics are derived for the case in which other-user interference is the only source of noise. Results indicate that the technique is quite efficient in terms of the number of users supportable at a specified bit error rate in a given system bandwidth. Furthermore, the results of a design study are described, showing that the technique is a practical one to implement.
I. INTRODUCTION
HIS PAPER presents a new approach to completely asynchronous multiple access digital communications. The system is asynchronous in the sense that individual users can access the system independently of the other users, with no system coordination of frequency hand occupancy or timing.
The system will be assumed to be free of thermal noise, and the predominant form of noise, multiple-user interference, will be treated in detail. This approach allows a complete discussion of this multiple access technique without restricting it to a particular channel.
This new coding technique for asynchronous multiple access communication utilizes an orthogonal convolutional code with on-off signaling in the transmitter and Viterbi decoding in the receiver. The orthogonal code is generated in the form of low-duty-cycle pulse signals. The Viterhi decoder minimizes the effects of multiple-user interference.
In the following three sections the general method of on-off signaling as applied to the multiple access problem is presented, the generation of the orthogonal code signals is discussed, and the Viterbi decoding algorithm as applied to orthogonal convolutional codes is described. The performance of the system in terms of the bit error probability is discussed in Section V. Channels to which this asynchronous signaling scheme can be applied are discussed in Section VI, along with a short discussion of the system implementation. 
CHANNEL MODEL AND CHANNEL CAPACITY
Consider a multiple access communication system capable of supporting 112 users, each having a data rate R and operating over a bandwidth W . Each user transmits by means of on-off signaling without regard to, or knowledge of the remaining 7n -1 users. Assume, further, that each user transmits with the same duty cycle and let q be th,e probability that a given user does not transmit a pulse during a given discrete interval. Using the convention that a transmitted pulse represents a 1 and no pulse represents a 0, the channel transition probabilities of Fig. 1 result.
This transition probability diagram is that of a 2 channel, but it is unusual in that the transition probabilities are functions of the input distribution.
The capacity of the channel is readily calculated to be
(I where the entropy function H ( z ) is given by
We are interested here primarly in large m, for which the maximizing value of q must be close to unity; i.e., the duty cycle per user must approach zero. Letting q = 1 -k / m , we have for largem Thus, (1) can be rewritten as Using ( 2 ) , this becomes
The corresponding asymptotic optimizing distribution (probability of 1's) is
I n a n ideally synchronized time-division multiple access (TDMA) system, each user would be assigned l / m of the available dimensions and with on-off signaling he having one parity chec,k, which is a 1 and the rest 0. Note that it is a nonlinear code.
To match the orthogonal code to a multiple access environment, a pseudorandom sequence generator is included in the encoder to randomize the assignment of chips by the shift register contents. Randomization eliminates such undesirable phenomena as periodic pulse trains produced by periodic encoder inputs. At each bit time a IC-bit portion of the sequence generator is added modulo-2K to the contents of the K-stage encoder shift register and the resulting A-bit number is used to generate the pulse signal as described above. Each user may be assigned a unique pseudorandom code to provide the necessary code separation between users. Using a different pseudorandom generator for each user also ensures that other users' signals look like random pulse noise to a decoder for a particular user. The functional block diagram of the encoder is shown in Fig. 2 . It is noted that the pseudorandom generator, in effect, operates in a manner similar to a pseudorandom time gate.
Extension to the more general case is realized by segmenting the information bit interval into n frames of 2K chips each. The contents of the information register are added to n pseudorandom numbers to produce n pulses, one in each of thc frames of 2K chips. This results in an orthogonal signal set having an expanded bandwidth with n pulses per bit and a duty factor of 2-K. It is noted that the signal bandwidth is proportional to n 2K times the individual user bit rate R .
The number of simultaneous-multiple access users that the system can support is seen to be proportional to 2R, so that the number of users can be increased by increas-, ing I<. Replacing I< by K + 1 will more than double the number of users by virtue of the increased coding gain of the longer constraint length code. However, increasing K also increases the implementational complexity.
An alternate method of increasing the number of users takes the form of a straightforward reduction of the duty cycle. Initially the number of chips per frame was taken to be 2K. If this number is increased to 1.2K and the signals are formed in a similar fashion, the duty cycle will be reduced by a factor^ 1, thus increasing the number of users the system will support.
The signals produced by the various users in the network are generated asynchronously, the only synchronization required being between pairs or groups of users when communicating with one anothcr.
IV. VITERBI DECODING OF ORTHOGONAL CONVOLUTIONAL CODES
The use of Viterbi decoding [3] in conjunction with the orthogonal convolutional codes described in the previous section forms the basis of this system's multiple access capabilities. The orthogonal convolutional code provides the required low-duty-cycle signals, while Viterbi decoding reduces the errors caused by multiple-user interference to an acceptable level.
In this section, a brief description of Viterbi decoding could transmit 1 bit-dimension, yielding a capacity per user of l/nz bits/dimension. Thus in the asynchronous system under consideration, multiple user interference reduces the capacity only by a factor In 2 = 0.695 relative to the ideal TDMA system.
The crossover probability for the optimizing input distribution of (6) is and the channel contains 1's in half of its dimensions for optimum operation. These results are similar to those obtained by Sommer [ I ] for asynchronous multiple access communication with on-off signaling.
The above arguments indicate that, in an asynchronous multiple access system employing on-off signaling, each of the users must transmit a low-duty-cycle signal, the optimum value of which is given by ( 6 ) . In the next section a signaling scheme is described that satisfies this requirement and at the same time offers the capability of correcting errors produced by the multiple-user interference.
ORTHOGONAL CONVOLUTIONAL CODES
As shown in the previous section, a low-duty-cycle signaling scheme must be used to provide multiple access capability using on-off signaling. This section described a signaling scheme, involving a class of orthogonal convolutional codes [2] , which achieves the required lowduty cycle. We first consider single-pulse orthogonal convolutional codes and then extend the description to more general case of n-pulse codes.
Let K be the constraint length of a convolutional code, and let an information bit interval be segmented into 2K equal subintervals, or chips, numbered consecutively from 0 to 2" -1. The encoder consists of a K-stage shift register into which the information bits are shifted one a t a time, so that the contents of the register after each shift is a binary representatidn of a number between 0 and 2R -1. This number is then used to specify that the correspondingly numbered chip will contain a pulse, i.e., a 1 is transmitted during this chip. The remaining 2R -1 chips contain no pulses, i.e., 0's are transmitted. The 2K possible signals are time disjoint and thus orthogonal and since only one chip out of each sequence of 2K chips contains a pulse, the d'uty cycle is 2-K. The code generated by this process is called an orthogonal convolutional code and may be viewed as a rate 2-K c,ode
is given, followed by a description of the particular modifications necessary to adapt the algorithm to orthogonal codes. For a more complete discussion of the Viterbi decoding algorithm, the reader is referred to The operation of the decoder requires that a maximum likelihood decision be made as to whether state jx wa.s reached from state x0 or sl. Thus, during each bit time, Z K -l pairwise decisions must be made. The results of these decisions are stored, forming 2K-1 paths. Associated with each of these jmths is a path metric, which is a measure of the distance between tha.t path and the received channel symbols. Since the decoder memory is limited, only the most recent L information bits are stored for each path. It has been found that a value of L of 4-5 constraint lengths is sufficient for essentially optimum performance [5] . .Each bit time the path with the minimum metric is determined and the oldest bit on that path is output as the decoded information bit. While the principles of the Viterbi decoding algorithm can be applied directly to pulse position orthogonal codes, the computation of the branch metrics described below differs somewhat from the algorithm used for linear codes. In the following an n-pulse orthogonal code is assumed.
Referring back to the transition diagram particular set of n pulses out of n.2K possible pulse positions. Observing only those n received positions corresponding to the location of these n pulses, the branch metric RjzL can be set equal to the sum of the number of these positions for which a pulse has not been received. Clearly, if there is no noise except other-user interference, the branch metrics for all branches on the correct (transmitted) path must be equal to zero; i.e., pulses must be received whenever pulses a.re sent. Other branch metrics will have vdue n in the absence of other-user interference; received 1's due to interference will cause certain of the incorrect branch metrics td have values less than n.
The path metric is computed as the sum of the branch metrics corresponding to the branches that make up the associated path. Since the correct path metric is always equal to zero, the Viterbi decoder can only make an error if some other path, about to be compared with the correct path, also has a zero metric. In order for this to occur, other-user interferehce must have fortuitously caused all of the pulse positions on an incorrect path to be .received as 1's.
It is seen that the Viterbi decoder for orthogonal convolutional codes is very similar to the decoder for linear codes. Furthermore, since the branch metric computation represents a rather minor portion of the implementation of a Viterbi decoder, the decoder for orthogonal codes is no more complex than the decoder for linear codes.
V. SYSTEM PERFORMANCE I n a digital communication system the most useful measure of performance is the probability of bit error. I n this section the bit error probability for a. single user in the multiple access system will be derived assun~ing that all m users employ on-off signaling in conjunction with orthogonal convolutional coding. Thermal noise will be neglected and a closed form expression for an upper bound on the bit error probability PB will be obtained.
Consider one communication link out of the total of m links over which simultaneous transmission is taking place. This link, consisting of user A , the transmitter, conmunicating with B , the receiver, operates over a . channel that can be described by the 2 channel shown in Fig. 4 , where the crossover probability of a 0-to-1 transition is denoted hy p,,,. Specifically p,,, is the probability that B receives a. 1 in a. particular chip given that user A sent a 0. Note that with probability 1, when A sends a 1 it will be received as a 1 by B. Since there are m -1 intefering users, p,,, can be expressed as
where the number of chips per frame is 2".
There are 2K possible orthogonal signals for a code with constraint length I<. Denote these signals as Xi, i = 0, . a , 2" -1. Because of the nature of the channel, if !Sj is transmitted over the channel, the n 1's corresponding to this signal will be received without error a t receiver B . However, due to multiple user interference, 1's may he received in chips other than the set representing 8.j and the possibility exists that these interference generated 1's will occur forming the complete set of 1's corresponding to a different signal S i , i # j. When this occurs, the receiver cannot immediately determine which of these reccived signals is the correct one. Thus, ties occur a t the ieceiver, rather than distinct errors, and the probability that Si is received in addition t o Si, given that Sj was transmitted i # j is given by A constraint length K orthogonal convolutional code operating over the 2 channel represents one of the few situations where an exact. expression for a tight upper bound on the hit error probability, Pn can be obtained analytically. The derivation is contained in [4, appendix A] and the resulting exprcssion is
where PI, is given by (9) .l It is observed that the hound on Plj is a function of three basic system parameters: K , the code constraint length; n, the number of pulses per orthogonal signal; and vz, the number of simultaneous system users. In order to present the performance results in a more gen- era1 fashion, we introduce a more systems oriented parameter, the bandwidth expansion E , defined as the ratio of system bandwidth to the composite data rate:
where R is the individual-user bit rate and W is t.he total s system bandwidth expressed as the reciprocal of the chip chiration. Since the number of chips per bit is n 1 2 K , E can be expressed in terms of n, K , and m as2 (12) Thc bandwidth expansion is seen to be a measure of the efficiency with which a multiple access system utilizes the available bandwidth: the lbwer the value of E , the larger the number of users that can be supported in a fixed bandwidth. The ideal TDMA system using on-off signaling would have a bandwickh expansion of unity. The minimum bandwidth expansion of the channel is l'/ln2, according to ( 5 ) .
Using (lo), performance curves are plotted for P , as a function of E with K and n as parameters. For clarity these performance curves are presented in four separate sets, the curves for K = 4 in Fig. 5 , K = 5 in Fig. 6 , I< = 6 in Fig. 7 , and K = 7 in Fig. 8 , each set comprising values of n from 1 to 4.
Because of implementation considerations, it would be preferable for a system to have a fixed, number of pulses per orthogonal signal. It is observed that, on the basis of P H , n = 1 yields definitely inferior results compared with n = 2, 3, or 4. Furthermore, n = 2 and n = 3 appear to yield results superior to n = 4 over the region of more practical interest, namely, < P,< < For this reason, the performance curves are repeated for the purposes of comparison with K as a parameter and n = 2 in Fig. 9 and n. = 3 in Fig. 10 . It is recalled that the number of users can be increased by increasing the number of chips per frame from 2= to Z*2K. For this situation (12) is replaced by m large K , PO -(1 7 e-n'E)n, which i s minimized by choosing n = 2 With t,his definition, if follows also from (9) and (10) that for E In 2. Then for this n, P o -2-E'nz and
Thus PB decreases exponent,ially wit,h K for E > l/ln 2, which corresponds to all rates below capacity [see ( 5 ) ] . and P ! ,~ can be written as
For large 1~2~ products, p,,, -1 -e-+"" and is seen to be dependent only on n and E . Thus the performance curves will exhibit small variations when the number of chips per group is increased for the purpose of increasing the number of users. However, i t should be noted that use of this multiplying factor 1 also increases the system bandwidth by a factor 1.
If a specific upper bound on PI$ is chosen as the required performance level of a multiple access system, the required bandwidth expansion can be found from the performance curves. Then, using (12), the number of users that the system will support can he determined. For example, suppose it is required that PB < The values of E are obtained from the performance curves for fixed n and K and the resulting values of m are presented in Table I . The results of Table I can be expanded by use of the multiplying factor 1 ; e.g., for K = 6 and n = 2, the number of users can be increased to 32 1. Note that, as expected, the number of users more than doubles as K increases by one. This improvement in bandwidth expansion with K is due to the improved coding efficiency with longer constraint length codes.
It should be noted also that the bandwidth W is not fixed for the cases depicted in Table I , but is a function of n and K .
VI. MULTIPLE ACCESS CHANNELS AND SYSTEM IMPLEMENTATION
The description of the asynchronous orthogonal-coding multiple access system assumed on-off signaling and neglected all sources of additive noise except for multiple other-user interference. The technique, therefore, can be applied to any multiuser communication system in which the following are true.
1) Other-user noise predominates over other types of interference.
2) Any user can turn the channel on while all users must be off for the channel to be in the off state; i.e., the channel acts like a logical OR gate.
It should be noted that because of the low duty cycle of each user, radio frequency transmitters having large peak-to-average power ratios are ideally suited to this system. Several channels suited to this signaling scheme are immediately evident.
1) Any line-of-sight communication network in which a high signal-to-noise ratio can be maintained, and fading and multipath can be ignored.
2) Any hard-wired network having sufficient bandwidth.
3) Linear satellite repeaters. Hard limiting repeaters are not directly suited to this scheme since they limit on noise when no signal is present; however, variations on the technique can undoubtedly make it applicable to hard limiting repeaters. 4) The processing repeater proposed by Sommer [ l ] is particularly well suited to orthogonal coding with on-off signaling. This repeater consists of a bandpass filter and an envelope detector, followed by a. threshold detector and an amplitude or phase modulator producing the repeater output signal.
The performance of the systenl over channels in which external noise is not. small enough to he neglected has not been investigated in detail. System simulation is necessary to obtain the noise statistics of interest. The Viterbi decoder described will operate, albeit with somewhat degraded performance, if background noise causes a nonzero probability of a 1-to-0 transition. Now, however, the correct path metric will not always he equal to zero due to deleted transmitted pulses.
A measure of the implementation complexity of t h e orthogonal signaling scheme is the number of standard TTL integrated circuits necessary for implementation. A design effort was carried out for the baseband portions of a 2-pulse orthogonal coding system having a constraint length X = 6 and operating at a data rate of 2400 bits/s.
The encoder generating the low-duty-cycle signals, as illustrated in Fig. 2 , required 20 integrated circuits. The decoder, including a branch metric computing section, storage for the 2K-1 = 32 paths and their associated path metrics, an arithmetic section for the 32 decision operations, and an output section for selecting the decoded output, required a total of approximately 110 integrated circuits. Although synchronization has not been discussed here, this design effort concluded that clock and bit acquisition and tracking for operation over the Z channel can be implemented with approximately 60 integrated circuits. Thus the baseband signal processing portions of this particular orthogonal coding system can be implemented with approximately 19Q standard TTL integrated circuits. From this discussion it is seen that the combination of orthogonal convolutional coding and Viterbi decoding not only results in an efficient asynchronous nlultiple access system, but also results in a system that is emminently practical with modern semiconductor technology.
VII. CONCLUSIONS
An asynchronous multiple access co~nnlurlication technique using a combination of orthogonal convolutional coding, on-off signaling, and Vit'erbi decoding has been 855 described. Under the assunlption of no additive noise other than multiple-user interference, the channel was shown to he a. 2 channel and a closed form expression for the bound on the bit error probability was obtained. Work is currently in progress to determine the degradation in performance resulting from operation over channels in which additive white Gaussian noise cannot he neglected.
The level of complexity of implementing this technique was shown to be such that the combination orthogonal coding and Viterbi decoding represents a practical approach to asynchronous multiple access communication. As a further demonstration of this point,, a development effort is currently in progress to construct a prototype .for a test on a. multiple access channel simulator.
