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Sistema de distribucio´n de contenido
dina´mico y en tiempo real
Pere Padial Guiteras
Resumen– Las tecnologı´as basadas en balanceo de carga y almacenamiento de ficheros tem-
porales en la red se han convertido en una pieza fundamental en la administracio´n de servidores
web. El aumento de uso de los dispositivos electro´nicos ha provocado un crecimiento masivo
del tra´fico en internet, con lo que es mucho ma´s fa´cil provocar una saturacio´n en el entorno
si no se utilizan las tecnologı´as adecuadas. En este trabajo se solucionara´ un problema de
saturacio´n para un proyecto destinado a la educacio´n digital. La solucio´n sera´ hallada mediante
la adaptacio´n de la infraestructura para el servicio de ficheros de vı´deo en modo progressive
download, logrando una reduccio´n en el tiempo de carga y un aumento de un 50% en la ve-
locidad de descarga de datos. Finalmente, se configurara´ un servidor proxy inverso con la idea
de mejorar el rendimiento, pero solo se obtendra´ una optimizacio´n en el uso de recursos del servidor.
Palabras clave– raspberry, Android, NodeJs, streaming, descarga progresiva, distribucio´n de
contenido, proxy inverso, Nginx, procesamiento de ficheros esta´ticos, TCP, Linux.
Abstract– Technologies based on load balancing and files caching methodologies in the network
have become a fundamental property of web server administration. With the increased use of
digital devices, the network traffic has increased massively. Because of that, it is easy to overload
a server with inadequate use of technologies. This project solves a problem of network overload in
the infrastructure of a digital education platform. We solve this problem by setting up a progressive
download video file service. As a result, we reduced the load time and increased the download
speed. Finally, we install and configure an inverse proxy with the idea of getting a better network
performance. However, after all this work we only get a better use of server resources.
Keywords– raspberry, Android, NodeJs, streaming, progressive download, distribution con-
tent, reverse proxy, Nginx, static files process, TCP, Linux.
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1 INTRODUCCIO´N
PARA el desarrollo de tecnologı´as de InteligenciaArtificial aplicadas en la educacio´n se desarrollo´ unproyecto para mejorar la calidad de la ensen˜anza
mediante el ana´lisis del comportamiento de los alumnos,
con el propo´sito de determinar el tipo de contenido en el
que se ha prestado mayor atencio´n, para, posteriormente,
realizar las clases fomentando las mejores caracterı´sticas
encontradas.
La infraestructura necesaria para llevar a cabo el proyecto
esta´ compuesta por un servidor de bajo rendimiento para
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realizar las siguientes funciones:Primero, se encarga de la
administracio´n y almacenamiento del contenido gra´fico
perteneciente a las lecciones virtuales. Segundo, es res-
ponsable de la monitorizacio´n de los usuarios basado en
el registro de las actividades realizadas en la aplicacio´n y
mostrando los resultados en informes de forma gra´fica. Por
u´ltimo, se encarga de la gestio´n de la seguridad de la red y
del control de acceso a la plataforma.
El servidor esta´ compuesto por una raspberry pi 3 con un
sistema operativo debian wheezy para procesadores ARM,
una interfaz de red de 10/100 base T conectada a un router
vı´a Ethernet, un procesador de 1.2Ghz con cuatro nu´cleos,
un servidor web basado en el lenguaje de programacio´n
NodeJS y una base de datos mysql.
El segundo elemento, esta´ compuesto por un conjunto de
30 Tablets Samsung Tab A versio´n 2016 y tienen la funcio´n
de mostrar el contenido correspondiente a la leccio´n
mediante el uso de una aplicacio´n nativa y personalizada.
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La aplicacio´n se encargara´ de satisfacer las peticiones de
los usuarios, registrar las acciones realizadas y de la gestio´n
de las propiedades del perfil de usuario.
El u´ltimo elemento es un router que se encargara´ de
posibilitar una vı´a de comunicacio´n entre la red Local
Area Network (LAN) en la que esta´ conectado el servidor
y la red Wireless Local Area Network (WLAN) en que
se conectan las tablets. Como medida de seguridad, se
aplicara´ un filtro de direcciones MAC con el fin de que
solo las tablets pertenecientes a ese filtro sean capaces de
interactuar con la red. Adema´s, tambie´n se dispone de un
firewall para filtrar el tra´fico entrante y el tra´fico que pasa
entre una red LAN a la red WAN. Esta infraestructura de
red esta´ adaptada para la intercomunicacio´n de dispositivos
de forma local, por lo que no se dispone de acceso a la red
global.
Una vez desarrollada la infraestructura necesaria, se descu-
brio´ un problema en su funcionamiento: en el momento en
que todos los usuarios procedı´an a la descarga del conteni-
do de una leccio´n con ficheros multimedia, se producı´a una
sobrecarga de red debido a la dimensio´n del contenido de
la leccio´n, con lo que muchos alumnos no eran capaces de
utilizar la aplicacio´n por no poder establecer una conexio´n
estable con el servidor.
En este trabajo se realizara´ un estudio sobre la infraestruc-
tura descrita y se implementara´n los cambios necesarios
con el fin de resolver el problema de sobrecarga. La reso-
lucio´n implica un estudio sobre los tipos de distribucio´n de
contenido mediante la red, la eleccio´n de la metodologı´a
ma´s apropiada para el escenario, la modificacio´n de la
programacio´n tanto a nivel de cliente como de servidor
para adaptar la nueva metodologı´a de distribucio´n a la
infraestructura, la programacio´n y configuracio´n de servi-
dores web basados en eventos y el uso de herramientas para
la monitorizacio´n del comportamiento de los sistemas y de
la red, con el fin de encontrar el cuello de botella y simular
el comportamiento del escenario en el momento de carga
ma´xima.
Este proyecto esta´ estructurado de la siguiente forma:
Primero, se analizara´ la metodologı´a de distribucio´n de
contenido de vı´deo mediante la tecnologı´a progressive
download, aplicable gracias a la opcio´n 206 del protocolo
Hyper Text Transfer Protocol (HTTP) [1]. Esta tecnologı´a
permite reproducir el contenido multimedia a medida que
se va descargando el fichero, sin tener que esperar a que se
complete su descarga para empezar con su visualizacio´n.
Seguidamente, se realizara´ una comparativa entre la meto-
dologı´a de distribucio´n antigua y la nueva para determinar
el impacto de las acciones realizadas y valorar si se ha so-
lucionado el problema detectado en el inicio del proyecto.
A continuacio´n, con el fin de aumentar el rendimiento del
servidor en momentos de mucha carga de red y reducir
el tiempo de tratamiento de ficheros esta´ticos,se realizara´
un estudio sobre el servidor web Nginx [2] y sobre su
uso como proxy inverso. Una vez realizado el estudio,
se configurara´ el servicio. Despue´s, se comparara´n los
resultados obtenidos con el funcionamiento del servidor sin
proxy. Finalmente, se realizara´ una valoracio´n general de
los resultados obtenidos en este proyecto para generar una
conclusio´n de todo el trabajo realizado y determinar cua´les
son las mejores metodologı´as de distribucio´n de contenido
en la red para servidores de bajo rendimiento.
2 ESTADO DEL ARTE
A medida que avanza la tecnologı´a referente a los dispo-
sitivos electro´nicos, aumenta la cantidad de productos con
capacidad de conectarse a internet y consecuentemente la
cantidad de tra´fico de red. Debido a este factor, los servi-
dores web han tenido que adaptarse a esta nueva demanda
mediante el uso de nuevas tecnologı´as para poder satisfacer
esta nueva demanda. Inicialmente, los servidores estaban
basados en hilos, era necesario la asignacio´n de un hilo por
cada conexio´n entrante para poder servir el contenido que se
pedı´a. Cuando esta tecnologı´a no pudo abastecer la crecida
de tra´fico de internet, se procedio´ a la creacio´n anticipada
de conjuntos de hilos (pools) para poder responder las pe-
ticiones ma´s ra´pidamente, aunque este cambio requerı´a el
consumo de muchos recursos a nivel de hardware.
Debido a la necesidad de garantizar una velocidad de des-
carga a muchas ma´s peticiones sin un consumo de recursos
excesivo, en 2004 surgio´ un nuevo tipo de servidor web, ba-
sado en llamadas a funciones ası´ncronas. En el trabajo de
[3] quedo demostrado que estos servidores son ma´s ra´pidos,
consumen muchos menos recursos y puede soportar mucha
ma´s carga comparado con los servidores basados en hilos.
Esta ventaja se ha logrado gracias al uso de tecnologı´as de
lectura de descriptor de fichero [4] y de la resolucio´n de pe-
ticiones de forma ası´ncrona, sin necesidad de bloquear el
proceso del servidor mientras espera respuesta. En este tra-
bajo, se analizara´ el funcionamiento y la configuracio´n de
un servicio web basado en llamadas ası´ncronas [2] y se de-
mostrara´ como un servidor de bajo rendimiento puede llegar
a resolver muchas peticiones de forma simulta´nea sin nece-
sidad de un consumo excesivo de los recursos aplicando las
metodologı´as correctas.
Debido al e´xito de los servidores basados en llamadas
ası´ncronas, en el an˜o 2009 surgio´ el lenguaje de progra-
macio´n basado en javascript llamado NodeJS. Esta tecno-
logı´a permite realizar aplicaciones sin necesidad de confi-
gurar ningu´n servidor web externo para enlazar su funcio-
nalidad con la red. Mientras esta tecnologı´a se iba estabili-
zando, fueron desarrolladas librerı´as adicionales que podı´an
realizar acciones de forma ası´ncrona [5] o bien facilitar la
configuracio´n de una nueva metodologı´a de distribucio´n de
contenido como el streaming, preloading cache o progres-
sive download.
3 IMPLEMENTACIO´N DE DESCARGA DE
VI´DEO EN PROGRESSIVE DOWNLOAD
El me´todo de distribucio´n de contenido en el estado inicial
del proyecto se basa en la descarga de un fichero comprimi-
do que contiene todos los recursos referentes al aula. Debi-
do a la dimensio´n del contenido y a la descarga simultanea
por parte de todos los clientes, se produce una sobrecarga
en la red que aumenta el tiempo de acceso al contenido o
bien no permite la finalizacio´n de la descarga.
Las causas principales del problema son la dimensio´n del
fichero de descarga y el me´todo en que este es distribui-
do por la red, con lo que, tras un debido estudio sobre las
posibles metodologı´as de distribucio´n de ficheros esta´ticos,
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se procedio´ a la extraccio´n del contenido de mayor ocupa-
cio´n del fichero de descarga inicial formados por archivos
de vı´deo, ima´genes y aplicaciones web para la reproduccio´n
de actividades. Con esto, se espera reducir el tiempo de des-
carga, mejorar el rendimiento de la aplicacio´n y reducir la
cantidad de datos de envı´o.
Se ha elegido servir el contenido de vı´deo en modo progres-
sive download por las siguientes razones:
• Reduce dra´sticamente el tiempo de espera para poder
empezar a visualizar el contenido, posibilitando la re-
produccio´n instanta´nea.
• Permite al servidor realizar otras funciones mientras
las conexiones de reproduccio´n de vı´deo no requieren
datos.
• Se puede realizar la reproduccio´n parcial del fichero
desde cualquier momento, sin necesidad de descargar
todo su contenido.
• La mayorı´a de sitios web que permiten reproducir con-
tenido multimedia (youtube, Netflix, HBO etc.) utili-
zan este tipo de tecnologı´a lo que el usuario esta´ fami-
liarizado a este tipo de funcionamiento.
• Se puede adaptar la resolucio´n del vı´deo segu´n la velo-
cidad de la red para reducir la cantidad de datos a des-
cargar y evitar tiempos de bloqueo de reproduccio´n.
Para la implementacio´n de esta tecnologı´a se realizara´n las
siguientes acciones: Primero, se procedera´ a la extraccio´n
del fichero de vı´deo al directorio correspondiente, luego se
adaptara´ la infraestructura para que pueda distribuir el con-
tenido multimedia en modo progressive download y final-
mente se realizara´ una comparativa sobre el me´todo de dis-
tribucio´n inicial y el que se ha implementado.
3.1 Extraccio´n de ficheros de gran ocupacio´n
Para la insercio´n del material relacionado con un aula,
primero se tiene que rellenar un formulario mediante un
navegador, una vez rellenado el formulario, se generara´
un archivo comprimido en formato epub que contiene
todo el material que se utilizara´ en la leccio´n y un fichero
en formato JSON que indica las propiedades de la clase,
identificacio´n del profesor que ha generado el archivo, el
contenido que contiene y su ruta de acceso.
Seguidamente se procedera´ a subir el fichero comprimido
al servidor NodeJs. Durante el proceso de subida, el
servidor registrara´ en la base de datos las propiedades de
la leccio´n y la ruta de imagen previa. En este momento, se
realizara´n las modificaciones pertinentes para la extraccio´n
de los ficheros de mayor ocupacio´n.
La extraccio´n se realizara´ con el uso de objetos de tipo
promise [5] que son una representacio´n de funcio´nes
ası´ncronas javascript con la peculiaridad de que una vez
terminada su tarea, tiene devolver obligatoriamente un
objeto del mismo tipo para que la funcio´n que se ejecute
posteriormente pueda trabajar con el resultado.
El uso de este tipo de objetos permite ordenar el flujo de las
funciones ası´ncronas de forma mucho ma´s ordenada y es-
tructurada como se puede ver en la imagen 14 del ape´ndice.
Con el fin de trabajar con este tipo de objeto, se usara´ la
librerı´a bluebird que tambie´n es capaz de transformar todas
las funciones pertenecientes a una librerı´a externa a objetos
de tipo promise de forma automa´tica.
Una vez se ha introducido toda la informacio´n de la leccio´n
en la base de datos, se procedera´ a la extraccio´n del fichero
en un directorio temporal, con un nombre formado por un
nu´mero aleatorio modificado con una funcio´n hash MD5
para prevenir sobreescrituras en caso de subida simulta´nea.
Una vez descomprimido el fichero, procederemos a la
lectura del directorio para mover los ficheros de vı´deos y
de actividades con el uso del lanzamiento de comandos de
sistema mediante funciones javascript.
A continuacio´n, se modificara´ la ruta de acceso de los fiche-
ros extraı´dos. Para ello, se realizara´ una lectura del fichero
package.json que es donde se especifica todo el contenido
perteneciente a la leccio´n junto con sus propiedades y ruta
de acceso. Una vez encontrado el para´metro a modificar,
se construira´ la nueva ruta de acceso y se escribira´ en el
fichero.
Por u´ltimo, se ha configurado el servidor para que trate los
recursos multimedia en modo progressive download. Para
ello, se ha utilizado la librerı´a express, concretamente la
funcio´n express.static utilizada para gestionar los ficheros
esta´ticos segu´n la metodologı´a que se utilizara´ en este
proyecto.
3.2 Descarga del vı´deo en streaming
Para la reproduccio´n del vı´deo se utilizara´ una pa´gina
HTML5 ya que tiene incorporada toda la lo´gica necesaria
para la reproduccio´n en modo progressive download. Aun
ası´, es necesario la adaptacio´n de esta pa´gina al estilo de
la aplicacio´n y tambie´n la creacio´n de una nueva actividad
con un visor HTML en Android.
El funcionamiento de la reproduccio´n a nivel de protocolo
HTTP del vı´deo se muestra en la figura 1:
Fig. 1: ejemplo de funcionamiento http 206
Como se puede observar en la imagen 1, la peticio´n que
manda la opcio´n range-bytes: 0- indica que se desea leer
el fichero de inicio a fin. Seguidamente, el server abre un
descriptor de fichero para proceder a la lectura segu´n los
limites indicados y respondera´ con un paquete HTTP 206
que indica que se mandara´ el fichero por partes y que cada
parte puede ser reproducida sin necesidad de esperar a la
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descarga completa del fichero. Todos los datos de envı´o del
fichero se realizara´n con el uso del protocolo TCP, con la
que se generara´ una conexio´n keep-alive hasta que se des-
cargue todo el fichero. Una vez se llene el buffer de TCP, se
mandara´n los datos a la capa de aplicacio´n para que estos
puedan ser reproducidos.
3.3 Comparativa de descarga de fichero ini-
cial
Una vez desarrollado los cambios necesarios, se procedera´
a la comparacio´n de rendimiento entre el nuevo me´todo de
distribucio´n y el antiguo. Para la creacio´n del escenario
de pruebas, se usara´ el programa apache-jmeter [6] que
se encargara´ de la creacio´n de peticiones simultaneas y
de evaluar el estado de la red mediante la obtencio´n de
los tiempos de respuesta. Al mismo tiempo, se usara´ el
comando top en el servidor para hacer una evaluacio´n de
su estado segu´n la cantidad de consumo de memoria y de
CPU necesarios para satisfacer todas las peticiones de la
simulacio´n, en este caso solo se ha medido el consumo
exclusivo de las aplicaciones, no del sistema general.
Las descargas se realizara´n desde 10, 30 y 50 peticiones
simulta´neamente.
Fig. 2: Tiempo de descarga
Fig. 3: Velocidad de descarga
En general, el tiempo de descarga (figura 2) se ha
reducido se ha reducido de forma dra´stica (5 minutos
aproximadamente), tiempo en que el usuario tenı´a que
estar esperando sin poder realizar ninguna accio´n. Esta
mejora se ha logrado gracias a la reduccio´n del fichero
inicial pasando de 48MB a 2MB. Mencionar que no solo
cuenta el tiempo de descarga, tambie´n hay un tiempo
de descompresio´n del fichero con lo que se tendrı´an que
an˜adir unos segundos adicionales. En la figura 3 se refleja
el aumento la velocidad de descarga en un 50% en los
casos de 10 y 30 peticiones simulta´neas. Como el fichero
a distribuir es mucho ma´s pequen˜o, se reduce la saturacio´n
de la red y es posible almacenar el fichero en memoria
temporal, con lo que se reduce el tiempo de tratamiento de
las respuestas. Aunque este tiempo se degrada dependiendo
del nu´mero de usuarios, al solo disponer de 30 clientes en
la infraestructura, se puede considerar que el rendimiento
es ma´s que suficiente para tener un buen funcionamiento.
Fig. 4: uso de memoria RAM
Fig. 5: uso de CPU
El consumo de CPU (figura 5) ha aumentado un 2% ya
que es capaz de tratar las peticiones de forma ma´s ra´pida y
el proceso del servicio web no esta´ tanto tiempo bloqueado
por lectura de fichero en disco. El uso de memoria (figu-
ra 4) se ha reducido al tener que almacenar en memoria un
fichero de menor taman˜o y no necesitar la sobreescritura de
bloques porque el sistema tiene recursos suficientes para el
almacenamiento temporal del fichero completo.
En conclusio´n, los resultados obtenidos han sido los espe-
rados antes de la realizacio´n de las pruebas, con lo que, en
te´rminos de rendimiento, el problema de acceso al materi-
al de cada leccio´n ha sido resuelto. Se ha mejorado sobre
todo en el tiempo de carga de la aplicacio´n, el usuario ya
no tendra´ que esperar durante ma´s de 5 minutos para poder
acceder al contenido de la leccio´n. Tambie´n se ha reducido
el uso de la memoria RAM con lo que el servidor dispondra´
de ma´s recursos para realizar otras acciones.
Queda pendiente verificar si el servidor es capaz de resolver
las peticiones de vı´deo en el momento en que los clientes
empiezan a reproducirlo para determinar si realmente se ha
resuelto el problema de congestio´n.
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3.4 Ana´lisis de reproduccio´n de vı´deo en pro-
gressive download
En esta seccio´n se va a proceder al ana´lisis del entorno en
el momento en que los usuarios empiezan a reproducir el
vı´deo. Para la realizacio´n de esta prueba se procedera´ a la
descarga de vı´deo sin el me´todo de distribucio´n a probar,
porque la herramienta de simulacio´n no tiene esta funcio-
nalidad, por lo que se realizara´ un ca´lculo de la velocidad
mı´nima constante, para compararlo con la velocidad real y
determinar si es posible lograr una reproduccio´n sin cortes
por falta de datos.
Suponiendo que 30 usuarios quieren reproducir reproducir
un vı´deo de 5 minutos de duracio´n y 43MB de taman˜o
sin cortes de reproduccio´n, tienen que descargar a una
velocidad de 4.3MB/s constante. Aunque la velocidad
de descarga no es lineal, lo tomaremos como un valor
de referencia mı´nimo. En la tabla 1, se muestran los
tiempos de descarga del vı´deo con 10, 30 y 50 usuarios
respectivamente.
TABLA 1: VELOCIDAD DE DESCARGA DEL VI´DEO
Conexiones 10 30 50
Velocidad mbps 5.6 5.532 4.517
En general, se ha logrado una velocidad suficiente para
la reproduccio´n sin pausas del vı´deo de mayor ocupacio´n
de las lecciones disponibles. No obstante, en el caso de 50
peticiones simultaneas, la reproduccio´n podrı´a cortarse por
falta de datos en algu´n cliente.
En conclusio´n, se ha demostrado que ha quedado resuelto
el problema de congestio´n del servidor mediante el me´todo
de distribucio´n de contenido en progressive download. El
usuario ya no tendra´ que esperar excesivamente para poder
iniciar el contenido de la leccio´n ni para la reproduccio´n
del vı´deo, la red ira´ menos saturada durante el uso de la
aplicacio´n y el servidor dispondra´ de ma´s recursos para la
realizacio´n otras tareas.
4 CONFIGURACIO´N DE UN SERVIDOR
PROXY INVERSO
En el apartado anterior, se han obtenido unas me´tricas
de velocidad de descarga muy limitadas en lo que el
servicio de ficheros de vı´deo se refiere. Para realizar las
pruebas de rendimiento se ha utilizado el fichero de vı´deo
de mayor dimensio´n disponible, pero en el caso de que
fuese necesario servir un fichero mayor dimensio´n, lo ma´s
probable es que la velocidad de descarga se decremente y
la probabilidad de provocacio´n de pausas de reproduccio´n
debido al bajo ritmo de descarga aumente.
En esta fase del proyecto se ha procedido a la instalacio´n
de NGINX: un servidor web muy ligero capaz de resolver
muchas peticiones sin necesidad de un consumo excesivo
de recursos, gracias a la resolucio´n de peticiones mediante
llamadas ası´ncronas [2].
A comparacio´n con los otros tipos de servidores web,
Nginx ha demostrado ser el ma´s ra´pido en el tiempo de
descarga de contenido esta´tico debido a sus cabeceras
precompiladas, su me´todo de distribucio´n de carga y
realizando un uso eficiente sobre la memoria [7]. Uno de
sus usos ma´s habituales es la de servidor proxy inverso,
que se encarga de leer todas las peticiones, resolver las
que pidan un recurso que ya tiene guardado en memoria,
redireccionar las peticiones de contenido dina´mico y filtrar
la cantidad de paquetes entrantes para evitar ataques de
deshabilitacio´n de servicio.
En nuestro entorno, Nginx se ha instalado con fines de
proxy inverso, pero con la diferencia de que se encargara´
de servir los ficheros esta´ticos de forma directa, y no como
cache intermedia, de esta forma, se hara´ un balanceo de
carga de los recursos entre los dos servicios web existentes.
Al finalizar esta fase, se espera un aumento de la velocidad
de descarga debido a la separacio´n de funcionalidades
del servidor y de la capacidad de tratamiento de ficheros
esta´ticos de Nginx. Todo esto a cambio de un aumento de
uso de los recursos hardware debido a la coexistencia entre
los dos servidores activos.
La prioridad en el funcionamiento de Nginx es eliminar
los tiempos de bloqueo, por ello, se baso´ su funcionalidad
en eventos descrita a continuacio´n: Primero, el proceso
del servicio esta´ en espera de recepcio´n de peticiones y
sera´ despertado en el momento en que reciba una llamada
ası´ncrona conforme ha llegado una nueva peticio´n. Una vez
recibido el evento de llegada de una nueva solicitud, creara´
un socket para establecer la comunicacio´n. A continuacio´n,
el servidor enviara´ una respuesta por el canal y se pondra´
automa´ticamente en modo de espera. En el momento en
que recibe un evento de respuesta de cliente, espacio en el
disco para realizacio´n de escritura o haya datos preparados
en el buffer de lectura de fichero, el proceso dejara´ de
realizar la accio´n que estaba desarrollando para procesar
automa´ticamente la accio´n correspondiente al evento. Para
una descripcio´n gra´fica del tratamiento de peticiones, mirar
la imagen 15 del ape´ndice
Otra ventaja que se puede obtener de usar Nginx como ser-
vidor inverso es que se puede usar a modo de cortafuegos,
an˜adiendo seguridad extra en el servicio, ya que es capaz
de descartar tra´fico repetitivo o peticiones excesivamente
grandes para evitar ataques de denegacio´n de servicio.
Como medidas adicionales se puede restringir el nu´mero
ma´ximo de conexiones por IP, el tiempo ma´ximo de acceso
desde un equipo concreto, asignar un espacio limitado para
las conexiones consecutivas o asignar un tiempo lı´mite por
conexio´n keep-alive.
4.1 Configuracio´n del servidor
NGINX permite personalizar su funcionamiento de forma
manual para adaptar su forma de trabajo a la ma´quina en
la que esta´ instalado. Tiene muchas opciones disponibles
para su configuracio´n relacionados con la gestio´n de
ficheros esta´ticos, seguridad de la red y de balanceo de
carga. Despue´s de un estudio sobre la mayoria de opciones
disponibles relacionadas con la distribucio´n de ficheros,
el ana´lisis sobre el impacto de mejora en el entorno y la
realizacio´n de pruebas de rendimiento se ha configurado el
servidor de la siguiente forma:
Se ha habilitado el mecanismo epoll [4], que es un conjunto
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de llamadas a sistema aplicables en el kernel de Linux
con versiones superiores a la 2.6. Esta tecnologı´a permite
la administracio´n de los descriptores de fichero de forma
ası´ncrona, ya que tiene constancia de cua´l ha sido el
descriptor que ha realizado la llamada. A diferencia de
los mecanismos ma´s antiguos (poll, set) que cada vez que
se lanzaba un evento, el servidor tenı´a que recorrer la
lista de descriptores con el fin de encontrar el origen del
evento. Se ha activado esta opcio´n porque las llamadas
epoll permiten reducir el tiempo de gestio´n de peticiones
independientemente del nu´mero de conexiones abiertas en
el equipo, con lo que la complejidad algorı´tmica se reduce
de O(n) a O(1).
Mediante la opcio´n sendfile, habilitamos una llamada
de sistema que permite la transmisio´n de datos entre
descriptores de fichero, con lo que no es necesario escribir
los datos en memoria temporal para poder compartirlos
con otros descriptores de fichero. Esta tecnologı´a hace uso
de la llamada de sistema mmap [8] que permite mapear
fragmentos de un fichero directamente a memoria RAM,
con lo que se pueden realizar operaciones de escritura y
lectura de fichero directamente en memoria y ası´ evitar la
lectura del disco. Por otra parte, podemos limitar el taman˜o
de los paquetes de intercambio de datos, en nuestro caso se
ha limitado a 512KB evitar sobreescrituras de memoria. El
uso de esta me´trica permitira´ una mejora en la velocidad de
gestio´n de documentos de poca ocupacio´n, como pueden
ser ficheros HTML, imagenes, hojas de estilo etc.
El para´metro tcpnopush junto con la opcio´n anterior
permite el envı´o directo de datos independientemente del
taman˜o del paquete leı´do. Con ello evitamos esperas para
rellenar el paquete hasta la cantidad ma´xima del MSS
(medida ma´xima del paquete que permiten las redes por
las que viajara´n los datos sin necesidad de fragmentacio´n,
excluyendo el taman˜o de cabeceras). Esta funcionalidad
sera´ u´til cuando lleguemos al final de la lectura del fichero,
que al no tener capacidad para llenar el paquete hasta que
llegue al MSS el sistema no esperara´ a que este se llene
para enviarlo.
Activando la opcio´n tcpnodelay se deshabilita el algoritmo
de Nagle. Este algoritmo se disen˜o´ con el fin de optimizar
el rendimiento del protocolo TCP para las conexiones de
entorno remoto, en los que se envı´an paquetes de datos muy
pequen˜os. Esta funcionalidad tiene un factor que degrada
la velocidad de descarga de ficheros esta´ticos, y es que en
el momento en que recibe datos leı´dos de un fichero, espera
unos 200 ms (segu´n la implementacio´n en sistemas Linux)
para ver si tienen que llegar ma´s antes de la recepcio´n de la
confirmacio´n de datos del cliente. Habilitando esta opcio´n,
podemos enviar los paquetes de datos sin vernos afectados
por los tiempos de espera de este algoritmo. Mediante la
activacio´n de esta opcio´n se espera reducir el tiempo de
espera en el envı´o de paquetes definido por el algoritmo de
transmisio´n.
La directiva Directio especifica que se realizara´n las
lecturas de fichero de forma directa (enviando datos de
disco al proceso que realiza la lectura). Como el envı´o
de datos se hace de forma directa, se posibilita la lectura
ası´ncrona del fichero, ası´ el proceso gestor del servidor no
queda bloqueado durante el procedimiento de la accio´n. Se
ha configurado esta´ opcio´n para que se active con la lectura
de ficheros mayores a 10MB porque esta metodologı´a
deshabilita la opcio´n sendfile. Gracias a la activacio´n de
esta me´trica, evitaremos el bloqueo del proceso gestor
durante la lectura del fichero y reduciremos la cantidad de
recursos de memoria necesarios para realizar la funcio´n de
lectura.
Para los ficheros que no sean de vı´deo, se realizara´ una
compresio´n en formato gzip con el fin de reducir el taman˜o
de los datos a enviar y aumentar la velocidad de descarga.
Desactivando la opcio´n Accept mutex se despiertan todos
los procesos trabajadores en el momento en que se recibe
un evento de peticio´n web. Este comportamiento mejora el
trabajo del servidor porque las peticiones sera´n recibidas de
forma consecutiva, por lo que en ese momento el servidor
tiene que estar a pleno rendimiento para minimizar el
tiempo de carga.
Con el fin de demostrar la mejora que compone cada
me´trica descrita anteriormente, se ha medido el impacto
que ha realizado cada configuracio´n y demostrado porque
es el mejor conjunto de para´metros segu´n la arquitectura
de nuestro entorno. Para la realizacio´n de las pruebas se
realizara´ la descarga simultanea de un fichero de vı´deo,
codificado con .mp4, calidad 720p, taman˜o de 43MB y
duracio´n de 5 minutos. Dicha descarga sera´ llamada por
30 peticiones simultaneas. En la figura 16 del ape´ndice, se
pueden observar los resultados obtenidos.
Por defecto, Nginx crea un proceso por nu´cleo para
maximizar el rendimiento de la capacidad de respuesta, el
servidor de nuestro entorno tiene 4 nu´cleos con lo que cada
trabajador estara´ alojado en un nu´cleo de la CPU diferente.
Si se tienen varios procesos en un solo core, se aumenta la
posibilidad de bloqueo entre ellos. En el entorno se dispone
de dos servicios web en la misma ma´quina, con lo que la
probabilidad de bloqueo de procesos es superior. Por estas
razones, se ha reducido el nu´mero de procesos de Nginx a
la mitad.
Se ha habilitado la me´trica open file cache que permite
almacenar en memoria los metadatos referentes a un
archivo. Esto permite la localizacio´n directa del fichero,
conocer su disponibilidad y propiedades sin tener que
realizar una bu´squeda por los directorios. Con esta opcio´n
se espera reducir el tiempo de servicio de ficheros esta´ticos.
4.2 Ana´lisis del cambio
En este apartado se hara´ una valoracio´n de los cambios
implementados durante la configuracio´n del proxy inverso
para comparar los resultados con el servidor sin uso de
proxy.
Para la realizacio´n de las pruebas de rendimiento se utili-
zara´ un fichero de vı´deo de extensio´n mp4 de unos 43MB
de ocupacio´n, calidad de imagen 720p y de 5 minutos
de duracio´n aproximadamente. El proceso de descarga
se realizara´ con 10, 30 y 50 usuarios simulta´neamente.
Durante el tiempo de descarga se medira´ la velocidad, el
tiempo y el uso de CPU y memoria.
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Fig. 6: Tiempo de descarga
Fig. 7: Velocidad de descarga
Al observar los resultados obtenidos, se puede determi-
nar que contrariamente a lo esperado, no se ha reducido el
tiempo y velocidad de descarga. Esto es debido a que am-
bos servidores utilizan formas similares para resolver las
peticiones entrantes, por ejemplo, la librerı´a utilizada para
el servicio de ficheros esta´ticos de NodeJS, utiliza el siste-
ma de lectura de datos epoll y en la lectura de fichero, crea
un hilo para no tener que bloquear el proceso durante la ac-
cio´n. Debido a esta metodologı´a se sacrifican ma´s recursos
del equipo a cambio de mayor velocidad de descarga tal y
como se puede observar en las figuras 8 y 9
Tambie´n es posible que los valores obtenidos este´n limita-
dos por otro factor de la infraestructura, y no deje obtener
la diferencia de rendimiento en los dos escenarios.
Fig. 8: uso de memoria RAM
Fig. 9: uso de CPU
Donde Nginx destaca es en el uso de los recursos del
servidor, este es capaz de gestionar una gran cantidad de
peticiones provocando el menor impacto en el funciona-
miento. Esto es debido a que el servicio cuenta con dos
procesos para gestionar las peticiones, todos ellos alojados
en cada core de la CPU con el fin de minimizar el tiempo
de gestio´n de sus elementos. Contrariamente, Node solo
dispone de un proceso y del uso de hilos en caso necesario
con lo que provoca un mayor uso de CPU para la creacio´n
y el control de los hilos.
En lo que al uso de memoria RAM se refiere, Nginx
obtiene una clara ventaja frente a su competidor. La razo´n
es debida a la directiva directio. Como se ha configurado el
servicio de realizar una lectura directa de disco a CPU para
ficheros mayores de 10MB, los datos transmitidos no pasan
por memoria provocando una reduccio´n dra´stica en su uso.
Durante la realizacio´n de estas pruebas, solo se ha usado el
servidor para la descarga de ficheros, pero cuando se utilice
en el entorno real tambie´n tendra´ que ser capaz de realizar
otras acciones como el control y la monitorizacio´n de los
usuarios, la gestio´n de la base de datos, la ejecucio´n de
otros servicios etc. Por eso, un correcto uso de los recursos
disponibles es muy importante para asegurar el ma´ximo
rendimiento posible.
Nginx es un servicio web optimizado para soportar muchas
ma´s peticiones de las que se han realizado en las pruebas
anteriores y para demostrarlo, realizaremos una prueba
de descarga de una pa´gina web de 8Kbytes (junto con
css y javascript) desde 1000, 5000, 1000, 50000 usuarios
consecutivamente.
Los resultados obtenidos se muestran en la figura 10:
Fig. 10: velocidad de descarga
Una vez analizados los datos obtenidos, queda demos-
trado que el servidor Nginx esta´ mucho ma´s capacitado
que Node en cuanto a la resolucio´n de peticiones masivas
gracias a su configuracio´n para el tratamiento de los
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ficheros esta´ticos.
En conclusio´n, no se ha logrado una mejora en el campo
de velocidad y tiempo de descarga tal y como se esperaba,
pero se ha reducido el uso de los recursos para que puedan
ser utilizados en la realizacio´n de otras tareas de monito-
rizacio´n o gestio´n de servicios y ası´, asegurar un mejor
funcionamiento durante su uso en el entorno productivo.
5 AUMENTO DE LA CAPACIDAD DEL ANCHO
DE BANDA
En las pruebas anteriores no se ha logrado utilizar ni
un 10% del ancho de banda ma´ximo teo´rico, que serı´an
unos 100 mbps limitados por la tarjeta de red que tiene
el raspberri. Por ello, es necesario realizar un estudio
de la infraestructura para detectar el elemento que limita
el rendimiento de la red. Este estudio se basara´ en el
ana´lisis de rendimiento de la infraestructura segu´n el uso
de memoria, el funcionamiento del router que conecta los
dispositivos en ambas redes y ana´lisis de rendimiento del
protocolo TCP usado para el intercambio de datos.
5.1 Nginx como cache´ intermedia
El uso de la memoria RAM es mı´nimo, con lo que se puede
aprovechar estos recursos para la mejora de rendimiento del
servicio web. Esta es la razo´n por la que se ha decidido ha
reconfigurar el servidor proxy para que almacene de forma
temporal el contenido de las respuestas. Con este cambio
se espera una reduccio´n del tiempo de respuesta de cada
peticio´n al ya tener almacenados los datos en memoria.
Para configurar nginx como cache´ intermedia, se ha
reconfigurado el servidor eliminando las me´tricas de
optimizacio´n de lectura de fichero (sendfile, directio,
tcpnopush etc.) y se han an˜adido nuevas opciones:
• Modificacio´n de la configuracio´n del servidor para que
solo redirija y filtre el tra´fico entrante.
• An˜adir la me´trica proxy cache lock on; que solo per-
mite una lectura de disco de un fichero independien-
temente del nu´mero de peticiones que lleguen, con lo
que estas tendra´n que esperar hasta que no este´ cargado
el fichero en memoria.
• An˜adido de para´metros necesarios para el almacenaje
de los datos temporales, como el directorio que gestio-
na la memoria, taman˜o ma´ximo del directorio, medida
ma´xima del fichero que va a ser almacenado etc.
Una vez realizados los cambios necesarios, se ha procedido
a la realizacio´n de pruebas de estre´s para determinar su
impacto de mejora. Para su realizacio´n se ha seguido el
mismo patro´n que las pruebas anteriores, usando un fichero
de vı´deo mp4 de 43 MB y descargado por 30 peticiones
simultaneas.
TABLA 2: ME´TRICAS DE RENDIMIENTO NGINX COMO
CACHE INTERMEDIA
Me´todo mbps cpu % ram %
Proxy cache 2.9 50 120
Cache + sendfile 3.2 47 120
NodeJS 6.4 20 14
Nginx 6.5 3.6 4
Como se puede observar en la tabla 2, el uso de la cache
intermedia no ha resultado ser muy efectiva en la velocidad
de descarga, debido a la sobrecarga de trabajo al necesitar
dos servidores para responder las peticiones. La razo´n por
la cual se hayan obtenido peores resultados es la siguiente:
En el momento en que llega una peticio´n, NodeJS usa
tecnologı´a de caching para la lectura de fichero, luego
Nginx vuelve a almacenar el mismo contenido, con lo
que provoca un uso excesivo de memoria (mayor a la
que tiene el servidor asignada, con lo que tiene que usar
la memoria swap) esto provoca una degradacio´n tanto a
nivel de memoria como a nivel de velocidad de descarga.
Adema´s, la dimensio´n del fichero de la peticio´n y la falta de
recursos para poder realizar un almacenamiento temporal,
son factores que provocan el uso de memoria swap y
consecuentemente una pe´rdida de rendimiento.
En cambio, si realizamos las pruebas con la descarga de
un fichero de tipo html, la metodologı´a de caching ha
resultado ser ma´s efectiva que la de directa (unos 400kbps
de diferencia en la velocidad de descarga), pero con un
coste muy mayor de uso de CPU y RAM con lo que no
es interesante el uso ma´s excesivo de los recursos para
conseguir tan poca mejora en la velocidad de descarga.
Como conclusio´n, se ha determinado que el uso de Nginx
como almacenamiento temporal de ficheros no es producti-
vo en entorno con un solo servidor de bajo rendimiento por
el uso excesivo de recursos, con lo que Nginx se seguira´
usando para servir los ficheros de forma directa como
estaba configurado inicialmente.
5.2 Ana´lisis de funcionamiento del router
En este apartado se procedera´ a la monitorizacio´n del fun-
cionamiento del router, empezando por la medida de la di-
ferencia entre la velocidad de envı´o y la velocidad de recep-
cio´n entre los dos tipos de redes para ver si en el traspaso de
paquetes entre la LAN y la WAN hay algu´n tipo de firewall
que bloquea la velocidad de descarga. Para la realizacio´n de
la comparativa, se ha usado una herramienta de monitoriza-
cio´n instalada en el router que permite visualizar el tra´fico
en cada tipo de red.
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Fig. 11: velocidad de envı´o ethernet
Fig. 12: Velocidad de descarga en WAN
Como se muestra en las ima´genes 11 y 12, el tra´fico de
red es medianamente estable considerando una red wifi, con
una media de 5 mbps tanto en el envı´o como en la recepcio´n
de datos. Si que tiene una variacio´n muy alta, pero es un
comportamiento esperado dentro del a´mbito del tra´fico de
red sin cables. La diferencia de velocidad entre las dos redes
es mı´nima, 460 Kbps considerando la velocidad ma´xima al-
canzada.
Con el fin de reducir la diferencia de velocidad en las dos
redes, se ha deshabilitado el firewall y tambie´n un filtro de
paquetes cuando estos pasaban de una WAN a una LAN.
Por otra parte, se ha forzado el uso del esta´ndar de Wireless
802.11n para intentar superar los 5mbps de media. Como
resultado, no se ha obtenido una mejora considerable en la
velocidad de envı´o (tan solo unos 100 kbps de mejora) y
contando que la velocidad de descarga en una red no es li-
neal, no se considerara´ el dato anterior como una mejora.
Por lo tanto, se puede descartar la funcionalidad del router
como posible cuello de botella.
5.3 Ana´lisis de las conexiones TCP
En este apartado se analizara´ funcionamiento del protocolo
TCP en momentos de mucha carga de datos para determinar
si la configuracio´n a nivel de envı´o penaliza la velocidad de
descarga. Para realizar la prueba, se dispone de una her-
ramienta de captura de paquetes de red llamada wireshark,
que se activara´ en el momento en que se proceda a la simu-
lacio´n de 30 peticiones del vı´deo utilizado en las pruebas
realizadas anteriormente.
Una vez se ha realizada la captura de paquetes, ha sido po-
sible realizar un ana´lisis de la transmisio´n de datos TCP:
Fig. 13: Velocidad de descarga en WAN
Para medir la calidad de la red, se ha utilizado un me´todo
en el que solamente se considera el peor caso. Durante el
procedimiento de ana´lisis se han capturado 152.324 paque-
tes con origen la IP del servidor. Dentro de estos se han
detectado 18.114 que piden datos que ya se han enviado
previamente gracias a que el programa de monitorizacio´n
asigna un estado concreto a todas las peticiones que tienen
un nu´mero de secuencia repetido durante la conexio´n.
Los valores referentes a la ventana de recepcio´n de datos
van variando segu´n la carga de red, en la imagen 13 el valor
de la ventana es el asignado al inicio de la conexio´n (3439
bytes) y consecuentemente su valor mı´nimo. Considerando
que por cada envı´o fallido se tiene que enviar 3 paquetes de
nuevo, teniendo en cuenta que la medida de la window sera´
siempre la mı´nima, el MSS es de 1514 bytes y siempre se
pierde el primer envı´o (ya que provoca el reenvı´o de todos
los datos enviados sin recibir confirmacio´n de recepcio´n ),
solo 97.982 (152324 - 18114 * 3) envı´os han sido va´lidos
con lo cada uno tiene un 35,67% de que no llegue a su des-
tino correctamente en el peor de los casos.
Como el porcentaje de fallo no es muy grande considerando
el uso de redes sin cables, tampoco se puede determinar que
este medio sea el cuello de botella.
Como mejora adicional, se ha ampliado el taman˜o del buffer
usado para el envı´o de datos de transmisio´n del protocolo
entre la capa de aplicacio´n y la capa de transporte en el mo-
delo TCP/IP. El buffer tiene una medida variable segu´n la
cantidad de datos que se envı´an por cada conexio´n, esta me-
dida se va adaptando siguiendo las instrucciones del kernel
del sistema operativo. El taman˜o del buffer es de mı´nimo
94 KB y de ma´ximo 188 KB, medidas muy pequen˜as para
el tipo de red que se esta´ usando en el proyecto y para poder
servir ficheros de mucha dimensio´n, con lo que se aumento´
la medida ma´xima del buffer hasta 513 KB, porque es la
cantidad de datos leı´dos por defecto en el momento en que
se procede a la lectura directa de un fichero con la direc-
tiva de directio, ası´ no sera´ necesario cortar el paquete en
trozos ma´s pequen˜os para poder enviarlo por la red. Estas
mejoras no suponen una mejora de forma directa en el fun-
cionamiento de la red, pero reducen el tiempo de envı´o de
datos entra la capa de aplicacio´n y la capa de transporte del
modelo TCP/IP.
6 CONCLUSIO´N
En este trabajo se ha realizado un estudio sobre los me´todos
de distribucio´n de contenido y se ha decidido que la mejor
opcio´n para una infraestructura con un server de bajo
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rendimiento es la separacio´n de los ficheros mayor taman˜o
que contiene todo el material del aula. Posteriormente
se han detallado todas las modificaciones necesarias para
adaptar esta nueva metodologı´a a nuestro entorno. Se han
adquirido conocimientos para la realizacio´n de pruebas de
estre´s mediante el uso del simulador de peticiones apache
jmeter y se ha demostrado que el tiempo de descarga se ha
reducido en 5 minutos y se ha aumentado la velocidad en
un 50%.
Para una mejora de rendimiento, se ha procedido a la
instalacio´n y configuracio´n de un servidor proxy inverso,
que se encargara´ de servir los ficheros esta´ticos, de filtrar
las conexiones entrantes para aumentar la seguridad y de
redirigir las dema´s peticiones al otro servicio web. Se ha
configurado la gestio´n de lectura de ficheros ası´ncrona y las
propiedades de las conexiones TCP con el fin de aumentar
el rendimiento. Tras los cambios realizados, no se ha
producido un aumento de la velocidad de descarga, pero se
ha mejorado la gestio´n de recursos del servidor reduciendo
el uso de memoria.
Finalmente, se ha intentado realizar una bu´squeda del
cuello de botella mediante un ana´lisis de la configuracio´n
del router, de las conexiones TCP y de las tecnologı´as
utilizadas para la transmisio´n de datos con el fin de deter-
minar que el factor que limita ma´s la velocidad de descarga
esta´ en el hardware del servidor que utiliza una red de 10
base T logrando un ma´ximo de 10 mbps si se conectan
todos los dispositivos en una red LAN. En el entorno real
se utilizara´ una red wifi con una frecuencia de 5Ghz que
permite usar ma´s ancho de banda para la transmisio´n de
datos que en las redes de frecuencia 2.4Ghhz. Las pruebas
realizadas en este proyecto no se han podido realizar con
la red 5G porque el dispositivo que simulaba el entorno de
test no tenı´a capacidad para la utilizacio´n de este tipo de
frecuencia.
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