Abstract-Most models concerned with real-world applications can be improved in structuring data and incorporating knowledge about the domain. In our problem of radio electrical wave dying down prediction for mobile communication, a geographic database can be divided in contextual subsets, each representing an homogeneous domain where a predictive model performs better. More precisely, by clustering the input space, a predictive model (here a multilayer perceptron) can be trained on each subspace. Various unsupervised algorithms for clustering were evaluated (Kohonen's maps. Desieno's algorithm, Neural gas, Growing Neural Gas, Buhmann's algorithm) to obtain classes homogeneous enough to decrease the predictive error of the radio electrical wave prediction.
I. Introduction
A modular approach is often chosen when a problem is too complex to be efficiently carried out by a single classification. The modules can be built and optimized in one step, like in mixtures of experts [4] . They can also be composed in several steps, each corresponding to a specific processing, like unsupervised and supervised classification. Such a combination of classifiers is explored here, in a real-world communication problem.
Data base
50,000 standardized patterns were extracted from a national geographic database, describing terrain in fiance, transmitting and receiving with 32 attributes. The data are split up into 40,000 patterns for the learning set and 10,000 patterns for the test set.
Categorization
In this approach, non-homogeneities in the distribution of input data are exploited to obtain a compression from the current pattern to an index determining the subspace on which a specific forecasting model will be applied to predict the attenuation of radio electrical waves. The index is the result of an unsupervised centers of gravity. The input space is clustered. One input patterns belongs to a single cluster. The process is a competition between the reference vectors to determine which one is the best representation of the input to be categorized. Categorization is a way to better understand the world by reducing the information to the pertinent features. A wide range of methods exits and shows that there is no single algorithm available for all problems and producing consistently good results. In the next sections, some of the most useful algorithms are presented. Then each codebook (i.e. each reference vector set) is projected onto a 2-dimensional space to better visualize the effects of the particularity of each method on our database.
A . The self-organization map
Self-organization maps (SOMs) have been made p o p ular by Kohonen. This algorithm is characterized by the following addition : A topological relation is fixed between the reference vectors to express topological relations in the inputs on the reference vectors [6] . During the training stage of the reference vectors, for each pattern, the winner (i.e. the closest vector) moves toward the pattern. The reference vectors are updated depend-ing on a neighborhood function centered upon the winner and often chosen as a Mexican hat. Neighborhood and learning rate decrease with time to provide convergence of the reference vectors, seen as prototypes representing classes. 
B. A fair-plag competition
DeSieno proposed an alternative solution to winnertake-all algorithms where the closest reference vector always moves toward the input vector [2]. So if some prototypes are initialized in a region with very low density or if several prototypes are very close, some of them may never win. To prevent this situation, it is possible to move all prototypes, depending of their distance to the input. The competition is not henceforth a winnertake-all one. The processing time is longer due to the multiplication of the updates. To solve this problem with a winner-takeall algorithm, DeSieno's algorithm penalizes the similarity metric with a conscience factor, based on frequency of victory. So, a prototype set further than a frequent winner can win and move. Forcing the prototype distribution to be non parametric is not good if the input distribution is not regular but by this way it is possible to prevent very unequal probabilities of selection. The prototypes are more representative of the input distribution.
C. Neural Gas
As explained in the previous subsection, updating all prototypes prevents some of them from being rather useless because they sometimes represent a small number of patterns. Neural gas algorithm (NG) is based upon an extension of the k-means clustering algorithm.
Here, after ordering the reference vectors as a function of their distance to the current pattern, the updates of . When a pattern is presented, a connection is created, between the nearest and second-nearest output units, which is maintained over a period governed by a temporal parameter. The number of connections depends on this parameter. The topology is constructed and not k e d . 
D. Growing Neural Gas
This model (GNG), presented by Fritzke [3], is an evolving cell structure version of the neural gas network. The topology is still adaptivly constructed a d a p tively through the same Hebbian learning. Only the winner and its neighbors are updated. Starting from two prototypes, new ones are progressively inserted near prototypes having the most accumulated error and its worst neighbor. The number of prototypes gradually increases up to a maximum number of classes. Old connections are removed, the same for no longer making anymore connections. 
E. Buhmann's model
This vector quantization by Buhmann and Kuhnel (VQB) [l] adds a complexity cost to the distortion criterion. A maximum entropy estimation of the clustering cost function provides an optimal number of classes, the assignment frequency and the position of the reference vectors. Starting with one prototype corresponding to the center of gravity of the data, the existing prototypes 
F. bdimensional visualization
To have a visual information about how the input patterns are spread (figure 1) and how the prototypes of each algorithm cluster them (figures 2-6), a projection's algorithm by Sammon [9] was used. This algorithm tries to determine a mapping that preserves interpoint distance ratio after projection. To prevent a blow up computation, only 2000 patterns from the learning corpus and the prototypes from every method are projected together into a 2-dimensional space. Principal component analysis gives a linear projection where the information lost is minimal. Our goal is different. The input patterns are standardized. For all the attributes, the mean is equal to zero. So the center of gravity after projection should be kept near to the point (0,O). SOM and DeSieno's algorithm give prototypes gathered around the mean values (Fig 2 and 3) . So the class densities are quite similar. NG and GNG (Fig 4 and 5) could have some prototypes isolated in a low density region by a particular initialization. VQB has its prototypes very spread in the input space (Fig 6) .
IV. Assignment

A . Assignment rule
To know which predictive model to apply to the current pattern, a pattern assignment rule, only based upon the pattern values and information extracted from the learning pattern set, must be introduced. Discriminant analysis propose various predictive methods. The geometrical methods use a similarity measure or a distance measure in their assignment rule.
B. Similarity measure
For example, the centers of gravity 4 of the learning pattern set of class k and a dot product matrix M defining an Euclidean structure of R q can constitute such a distance measure d & ( X , & ) . By taking one matrix Mk per class k, such as the inverse of the within class covariance W , the distance measure takes the cluster distribution of each class into account and ensures that the cohesion measure of the cluster is minimal. To compare the distances without a bias, Mk should be normalied. So the distance measure used is &Mk (z, &) with Mk = (detWk)'IqWk and wk is the within class covariance matrix of class k. This distance is called Mahalanobis' distance. Taking the global covariance matrix makes the discriminant functions given by the assignment rule simpler and experience has shown that the results are not worse because patterns are noisy. The assignment rule, based upon the closest Mahalanobis' distance measure between the current pattern and each reference vector, is used to assign the pattern to a class for all clustering methods except vector quantization by Buhmann. In fact, Buhmann's algorithm uses the probability of each class to assign a pattern. It is a probabilistic method of assignment. The number of patterns assigned to each class is presented in figure 7 examining 
C. Within class inertia
A criterion to obtain a categorization with in average a good homogeneity within classes is to define a clustering such that the within class inertia Iw = xk Pk? is minimal (or such that the between class inertia Ib 1s maximal seeing that the total inertia is constant for all clusterinm). Actually, the total inertia I is computed For all methods, the within class inertia goes down when the number of pattern grows up. So, for this application, it seems better to have no large differences
V. Forecasting stage
The aim of this study is to observe the interest of clustering complex data set to make the task of forecasting easier. The conclusion of the study will be valid whatever the prediction model. Here, a standard multilayer perceptron is used to predict the attenuation of radio electrical waves from the current pattern and a supervised value. One MLP is trained on one class.
To evaluate the global performance of each clustering algorithm, all classes merged, some measures are introduced. Then the results are reported in a comparison table. Finally, an analysis is presented.
A . Model
A multilayer perceptron is a good model to approximate a function where the data of the problem are real attributes and where the desired value is known. All multilayer perceptrons have a similar architecture with 32 input neurons corresponding to the attributes extracted from the current situation, 10 neurons in the single hidden layer and 1 output neuron, the attenuation of radio electrical waves to be predicted. The supervised learning is realized by the backpropagation algorithm. where Pk and E(Xk) are the weight and the mean square error of class k.
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D. Analysis
Prediction obtained, after clustering data in 6 classes, has worse results than with a higher number of classes.
The data seems to be too complex to be gathered in a low number of classes. 16 classes clustering does not improve the performance. When the number of classes is high, the number of patterns contained in each class is smaller. The learning data set is not big enough to have a good generalization of the model and the test data set is too small for having a good estimation of the error.
A 9 classes clustering is chosen for all algorithms. Their performances are reported (tables I1 et 111).
but because their particularities help us to apply some additive algorithms according to their characteristics (for examples, a special subdomain density distribution or a topology between the domains). We have to consider that the Buhmann's algorithm had to be parametred to obtain as many classes as the other algorithms. Its performance, lower than the other ones, could be explained by this reason. But the unequal distribution of their subdomains seems to be a better reason. Figure  9 shows the relation between the number of patterns and the forecasting error. Subdomains which contain a little number of patterns can have very high or very low performance. But the global error is firstly determined by the performance of subdomains which contain a lot of patterns and the performance of the largest class of VQB has a higher error. We have seen in section IV.C that the correlation between the number of patterns and the within class inertia is negative, but we can not conclude that the performance are correlated with the within class inertia. Another consideration can explain the good performance of clustering methods with quasiequal distribution probability: The learning stage must have enough patterns to have a good generalization and the test stage must have enough patterns to have significant measures.
. . . . 
VI. Conclusion
Our work evaluates some of the most useful unsupervised neural networks on a predictive real-word problem of radio communication. Data structure mapping representation and statistical analysis are used to put in a prominent the global properties of each algorithm.
A specific training improves the prediction whatever the method. The best unsupervised algorithm can be chosen knowing the results and the properties of topological conservation and number of classes variability. Various predictive models such as recurrent networks, where the prediction of the neighbors is used to correct the prediction, were evaluated with some better performances than a MLP. Then, training one recurrent network by cluster should be an attractive development because additional information based upon t he neighbors will be more significant. Hybrid systems, combining classifiers or using Mixture of Experts might improve the performances by mixing the prediction of each class for a pattern.
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