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1. Introducción 
 
En la actualidad, gracias a los avances tecnológicos disponibles, se ha conseguido cubrir la 
mayoría de las necesidades básicas de la población, y según ciertas teorías sobre psicología, 
como la pirámide de Maslow, esto genera nuevas necesidades más avanzadas. Quién se 
imagina en estos días sin, por ejemplo, el teléfono móvil, que se ha hecho imprescindible en la 
vida moderna. Pero el móvil no es la única nueva necesidad que ha surgido actualmente. Otra 
necesidad en auge en estos tiempos es la localización. Ya sea por seguridad, por comodidad, 
por optimizar procesos o por la razón que sea, pero poder localizar algo o alguien, encontrar el 
camino hasta algún sitio, o simplemente saber dónde estamos se ha convertido en una 
necesidad, y por lo tanto, en una oportunidad de negocio y de investigación. 
Como algunos de los productos que utilizamos a diario, todo empezó en el Departamento de 
Defensa de Estados Unidos. En la década de los 70 la investigación de este departamento 
culminó en lo que ahora conocemos como GPS [1]. Este sistema proporciona la posición de un 
objetivo gracias a una red de satélites que calculan su posición, y lo único que necesita el 
objetivo es un pequeño receptor para recibir la señal de los satélites. Esta característica ofrece 
multitud de servicios como por ejemplo navegación terrestre, marítima y aérea; localización 
agrícola, servicio de emergencias… entre otros. 
Con el objetivo de intentar mejorar las prestaciones del sistema GPS, y para proporcionar un 
sistema de las mismas características, pero de base civil (recordemos que el GPS está 
controlado por el Departamento de Defensa de Estados Unidos), nace el proyecto GALILEO [2], 
desarrollado por la Unión Europea. 
Alrededor de estas tecnologías ha surgido un sector para aprovechar las oportunidades que se 
han generado. Este sector es el de los LBS (Location Based Services) [3], e intenta dar servicio a 
las necesidades de localización, búsqueda e instrucciones de recorrido, entre otras.  
Pero aunque las perspectivas son muy buenas, al tratarse de un sector de reciente aparición, 
aún tiene puntos flojos. La principal debilidad de estos sistemas de navegación por satélite es 
la ineficiencia o incluso la imposibilidad de utilizarse cuando las señales recibidas son débiles. 
Circunstancias que se producen en muchos entornos urbanos debido a las grandes 
infraestructuras que se encuentran. Además, en estos entornos se concentran grandes núcleos 
de población donde pueden ser desarrollados muchos y variados servicios de localización. 
Frente a esta debilidad, se están desarrollando otras tecnologías para poder obtener un 
posicionamiento donde no llega la señal satélite con el fin de complementar el servicio. Así por 
ejemplo, se han desarrollado varias técnicas basadas en las redes celulares con el fin de poder 
añadir los LBS a este dispositivo debido a la gran implantación del teléfono móvil en la 
sociedad moderna. El gran abanico de servicios que se pueden englobar son: rescates de 
emergencia, búsqueda y seguimiento de flotas, información turística, facturación basada en la 
localización, puntos de interés, juegos, asistencia a la tercera edad, etc. 
13 
 
No obstante, las técnicas implantadas hasta el momento tienen una precisión aún lejana de la 
del GPS o Galileo y por ello se siguen estudiando nuevas técnicas de localización para entornos 
indoor. 
Aparte, al trabajar en entornos indoor surgen nuevas oportunidades, ya que la mayoría de la 
actividad industrial se produce en el interior de edificios, y dado el nivel de automatización 
actual, y la calidad y eficiencia que se demandan, la utilización de servicios de posicionamiento 
puede resultar muy útil para controlar el proceso productivo. E incluso en el ámbito doméstico 
pueden surgir utilidades. 
Entonces llega el momento de buscar otras maneras de poder proporcionar posicionamiento 
en entornos indoor de manera fiable. Cuando se buscan soluciones para un entorno tan hostil 
como el indoor, se ha tener en cuenta que hace falta el despliegue de algún tipo de red de 
manera local para poder suministrar un posicionamiento adecuado. Esto se puede conseguir 
desplegando redes específicas para tal propósito o aprovechando infraestructuras ya 
implantadas en las grandes edificaciones, pensadas a priori para otros fines, pero que dada su 
versatilidad se pueden utilizar para proporcionar posicionamiento indoor. En la actualidad, una 
de las redes que dadas sus características técnicas puede ser explotada para desarrollar 
métodos de posicionamiento, es la red WLAN. En la literatura actual existen diversos estudios 
que buscan soluciones de posicionamiento basadas en estas redes, siendo los más importantes 
la técnica de Fingerprinting y la técnica basada en medidas de retardo (TOA). 
Este proyecto final de carrera se basa en el estudio y desarrollo de un prototipo de localización 
y posicionamiento software basado en TOA utilizando las redes WIFI (estándar IEEE 802.11). 
Este estándar, desarrollado en su primera versión en 1997 fue pensado para ofrecer 
comunicación inalámbrica en redes de área local y por lo tanto está adecuado a la transmisión 
de datos y no a ofrecer posicionamiento. Existen otros estudios basados en esta misma técnica 
para obtener un posicionamiento preciso, pero la mayoría de las soluciones que se han 
encontrado se basan en realizar modificaciones hardware para superar las limitaciones del 
estándar. El problema es que una solución hardware siempre es mucho más difícil y costosa (a 
nivel económico) de desplegar que una software. La principal motivación y objetivo de este 
proyecto es encontrar una solución puramente software para este objetivo y desarrollar una 
técnica de posicionamiento indoor WIFI, compatible con el estándar actual del mercado y con 
unas prestaciones de precisión equiparables a las del sistema de posicionamiento outdoor GPS 
o Galileo. 
1.1. Trabajos previos y estado actual 
 
En este punto vamos a presentar las soluciones que hay disponibles en el mercado 
actualmente, y todo el trabajo de investigación que se ha desarrollado alrededor de este tema. 
Algunos de estos trabajos nos servirán como inspiración a la hora de tomar ciertas decisiones. 
Otros nos ayudarán en nuestro trabajo ya que nos dan resultados interesantes. Y otros, 
aunque no influyan directamente sobre nuestra investigación, debemos citarlos igualmente ya 
que se han dedicado a campos que no nos afectan, pero que conviene tener en cuenta. 
 
14 
 
1.1.1. Sistemas de localización indoor 
 
Una solución comúnmente adoptada cuando se intenta alcanzar un sistema de localización 
indoor consiste básicamente en complementar el sistema existente GPS con técnicas 
específicas diseñadas para trabajar en entornos indoor y en las transiciones indoor-outdoor. 
Hasta ahora, sólo existe una propuesta, llamada Placelab [4], que provee posicionamiento a 
portátiles, PDA’s y teléfonos móviles usando solo redes de comunicaciones móviles y una 
solución puramente software. La técnica de posicionamiento empleada consiste 
principalmente en la técnica Cell ID, donde la posición estimada se corresponde con la posición 
del punto de referencia al que se está asociado: los usuarios pueden calcular su propia 
posición de manera autónoma escuchando una o más IDs (de AP’s en el estándar IEEE 802.11 o 
las estaciones base en GSM). Aunque esta solución puede cubrir la falta de localización en 
algunos entornos y mejorar el gran coste encontrado en otras propuestas, la máxima precisión 
alcanzada no es suficiente en muchos servicios y aplicaciones basados en la localización. Sin 
embargo, se ha de tener en cuenta que Placelab es un proyecto de investigación a nivel 
mundial que está mejorando sus capacidades y eficiencia [5]. 
Desde un enfoque de sistemas de localización indoor puros, se tiene que diferenciar entre 
unos que utilizan una infraestructura dedicada al posicionamiento que debe ir instalada en los 
edificios y otros que utilizan una infraestructura de comunicaciones inalámbrica disponible, 
como la IEEE 802.11, UWB, Zigbee [6] o Bluetooth [7]. En el primer grupo, las soluciones 
propuestas son las basadas en RFID [8], infrarrojos [9], ultra sonidos [10], señales 
radioeléctricas [11] o técnicas hibridas [12]. Muchas de estas propuestas proporcionan una 
buena precisión pero el coste es significativamente mayor que el segundo grupo. Como 
excepción, los sistemas RFID pueden proveer información de la posición con tags pasivos que 
utilizan el método de Cell ID. El principal inconveniente es que la precisión alcanzada depende 
del tamaño de la celda, el cual viene definido por el número de tags, y por tanto no puede ser 
elevado. Por otro lado, la familia de técnicas de posicionamiento más relevante en el segundo 
tipo de soluciones son las basadas en el estándar IEEE 802.11, principalmente porque estas 
redes están muy extendidas en muchas de las actuales construcciones. 
 
Figura 1.1 Esquema de las técnicas de localización basadas en WLAN 
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1.1.2. Sistemas y técnicas basadas en redes IEEE 802.11 
 
En la literatura actual pueden encontrase diversos grupos de técnicas dependiendo del tipo de 
dispositivo propuesto para el posicionamiento y del algoritmo utilizado para calcular la 
posición estimada. En este tipo de redes las técnicas más desarrolladas son AOA, TOA, TDOA y 
RSSI. 
Las medidas de RSSI se utilizan para implementar los métodos de posicionamiento 
fingerprinting y trilateración. El funcionamiento básico de fingerprinting es el de realizar un 
“Radio-map based” con el nivel de señal recibido (RSSI) y posteriormente se pasa a una fase de 
tracking donde las diferentes muestras de RSSI se comparan con las del Radio-map generado. 
Este método se explica ampliamente en los siguientes apartados. Por el contrario, trilateración 
utiliza un modelo de propagación para modelar el canal y calcular las distancias desde el 
usuario al AP y posteriormente se aplica un algoritmo de trilateración o tracking para obtener 
la posición del usuario. 
Por otra parte, si se utilizan las técnicas AOA, TOA o TDOA se pueden utilizar los métodos de 
trilateración, triangulación o algoritmos de tracking para determinar la posición estimada. 
Además, existe otra técnica llamada Cell-ID (“Cell of Origin” en la Figura 1.1) la cual representa 
un simple acercamiento a la posición a estimar. La Figura 1.1 muestra las técnicas de 
localización WIFI más populares. 
1.1.2.1. Cell-Id 
 
Ésta es la técnica más simple de localizar un dispositivo WIFI utilizando la red. La principal idea 
del método Cell-Id, es que el dispositivo WIFI conoce el AP al que está asociado. Entonces el 
usuario estima la posición a la celda wireless a la que pertenece, que se extiende a través del 
área de cobertura del AP. De este modo, la precisión se corresponde con el total del área de 
cobertura del AP [13]. Existen dos opciones para el obtener el posicionamiento de la celda: 
a) Una es utilizando un servidor RADIUS [14] basado en autenticaciones. 
b) La segunda es preguntando al AP acerca de sus clientes mediante el protocolo SNMP 
[15]. 
Sin embargo, se ha de tener en cuenta que no todos los APs soportan un servidor radio o 
incluso el protocolo SNMP.  
Teniendo en cuenta la eficiencia de este método como la eficiencia de la celda, tenemos que 
utilizando el servidor radio se obtiene una latencia de unos 100 ms a la hora de determinar la 
posición y utilizando una base de datos típica de SQL, mientras que con el protocolo SNMP se 
obtiene una latencia inferior a estos 100 ms a la hora de localizar una dirección MAC. Sin 
embargo, usando SNMP se genera una gran cantidad de tráfico, y por tanto la diferencia entre 
latencias no es tan importante como el tráfico cargado a los APs para obtener la posición. 
En cuanto a la precisión, como se ha comentado antes, está limitada por el área de la celda 
wireless. De acuerdo con la mayoría de fabricantes, el rango de operación de los AP puede 
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variar de 100-300 m para entornos outdoor y 30-100 m para indoor. Para algunos servicios de 
localización este nivel de precisión es suficiente, pero para muchas otras aplicaciones es 
necesaria una precisión mucho mayor. 
1.1.2.2. Fingerprinting 
 
Muchos de los sistemas de localización basados en las redes IEEE 802.11 se corresponden con 
técnicas basadas en radio-map, también llamadas fingerprinting ([16], [17], [18], [19], [20], 
[21]). Esta técnica se basa en la medición del nivel de señal recibido de varios APs, y 
comparándolo con unos valores obtenidos en un sistema de entrenamiento previo. 
Trabaja en dos fases: 
a) Fase de entrenamiento: consiste en la adquisición de valores de señal recibido en 
diversos puntos a lo largo de la zona de localización a cubrir. Estos valores se 
almacenan en un una base de datos para poder ser comparados en la fase de tracking. 
Este entrenamiento se puede hacer también por simulación, pero se debe comprobar 
después si los valores obtenidos son correctos, ya que los valores teóricos pueden 
distar bastante de los valores reales debido a las condiciones del entorno. 
b) La segunda fase corresponde a la de posicionamiento. Aquí, se proporciona la posición 
del usuario comparando los niveles de señal recibidos con los almacenados en la fase 
de entrenamiento. Para ello se hace uso de un algoritmo que estima cuál de los puntos 
de entrenamiento se corresponde con el valor más cercano al nivel de señal que está 
recibiendo el usuario. 
La principal ventaja de este método es que se alcanza una buena precisión y la 
implementación consiste únicamente en modificaciones a nivel de software. Sin embargo, 
como se ha comentado antes, fingerprinting necesita de una compleja fase de entrenamiento 
para confeccionar la base datos, lo cual significa un elevado tiempo de calibración del sistema 
antes de poder ponerlo en funcionamiento. Además, está técnica presenta una muy baja 
adaptabilidad al entorno, ya que modificaciones del mobiliario, objetos, reestructuración, 
afectan de manera considerable a los niveles de señal recibidos por el usuario y por tanto un 
cambio de estas características representa realizar una nueva fase de calibración haciendo el 
sistema poco robusto. Este inconveniente limita por tanto, el número de aplicaciones que se 
pueden beneficiar de este método. 
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Figura 1.2 Modelo de posicionamiento utilizando la técnica de fingerprinting 
1.1.2.3. TDOA 
 
La idea básica de este método es medir el intervalo de tiempo en el que la señal viaja desde el 
dispositivo móvil a localizar hasta un AP y el mismo intervalo hasta otro AP. Calculando estos 
tiempos se puede dibujar una hipérbole con las posibles posiciones del usuario. Calculando 2 
de estas hipérboles es posible obtener la posición exacta [22]. En la Figura 1.3 se puede 
observar una representación de esta técnica. 
 
Figura 1.3 Técnica de TDOA para estimación de distancias 
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Esta técnica se ha estudiado en [23], pero su complejidad y la necesidad de una alta 
sincronización hace que sea muy difícil de implementar y no esté incluida en ninguna de las 
versiones actuales del estándar IEEE 802.11. 
1.1.2.4. AOA 
 
La técnica AOA se basa en determinar la dirección de la señal recibida. La localización del 
dispositivo en dos dimensiones, se puede determinar con la intersección de dos LOBs (line of 
bearing), cada uno formado desde la estación base hasta el dispositivo a localizar. Una simple 
medida de los ángulos de incidencia que forman dos LOBs y permiten estimar la posición del 
dispositivo. Como se muestra en la Figura 1.4, este método se puede utilizar en la práctica 
usando 3 APs localizados en los puntos (A, B, C) y dos ángulos para definir la localización del 
objetivo en la intersección de dos círculos. Este método, conocido como trilateración, se puede 
solventar utilizando trigonometría o análisis geométrico. 
 
Figura 1.4 Técnica de AOA para la estimación de distancias 
Para conseguir una buena precisión son necesarias antenas muy direccionales y por tanto este 
método se hace inviable en dispositivos de tamaño reducido. Sin embargo, este tipo de 
sistemas se están convirtiendo más atractivos para las nuevas características MIMO que están 
adoptando las redes 802.11, porque aunque la motivación de esta implementación MIMO sea 
la de aumentar el throughput y el área de cobertura, se pueden modificar fácilmente para que 
amplifique el camino directo de la señal y atenúe otros caminos. Además, utilizando AOA en 
combinación con otros métodos de estimación de distancias es posible localizar el dispositivo 
con un solo AP. Siguiendo en esta línea, están siendo propuestos recientes sistemas que 
utilizan AOA en combinación con estimación de distancias principalmente para 
posicionamiento UWB [24], pero de momento no hay ninguna proposición formal para 
implementarlos en redes IEEE 802.11. 
1.1.2.5. TOA 
 
En los métodos basados en TOA (Time of Arrival), el primer paso consiste en la estimación de 
distancias (también llamado ranging) entre el dispositivo móvil a localizar y diversos APs. TOA 
es el intervalo de tiempo que transcurre desde que la señal radio sale del transmisor (en este 
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caso, el dispositivo móvil) hasta que llega al receptor (el AP). Esta propuesta de TOA para el 
cálculo de distancias se basa en que las ondas electromagnéticas se propagan a una velocidad 
constante, la velocidad de la luz. Entonces, la distancia a entre el dispositivo y el AP se puede 
obtener multiplicando el TOA estimado por la velocidad de la luz. 
A la hora de estimar el TOA, existen dos propuestas: medir el tiempo de un trayecto o medir el 
RTT de la señal -el tiempo que transcurre desde que el transmisor envía la señal al receptor y 
ésta vuelve nuevamente al transmisor -. La primera propuesta requiere que el receptor 
conozca exactamente en qué momento se ha transmitido la señal, por lo que transmisor y 
receptor deben estar sincronizados y tener un reloj muy preciso y estable. La segunda forma 
no requiere ningún tipo de sincronización ya que los tiempos se miden en el mismo reloj (el del 
transmisor). Esta segunda forma es la más común a la hora de estimar el TOA ya que la 
sincronización entre los nodos WIFI representa un incremento en la complejidad del sistema y 
por tanto del coste. 
El segundo paso de este método consiste en calcular la posición. Esto se realiza utilizando 
trilateración o algún algoritmo de tracking tomando como distancias estimadas las 
comentadas en el primer apartado y conociendo la posición de los APs. Geométricamente, 
cada distancia estimada proporciona un círculo centrado en el AP, en cuyo perímetro debe 
estar el dispositivo a localizar. Utilizando al menos 3 APs se pueden resolver las ambigüedades 
y la posición se puede determinar con la intersección de los tres círculos ([25], [26], [27]). 
 
Figura 1.5 Técnica de TOA para la estimación de distancias 
Teóricamente, los métodos basados en TOA permiten alcanzar una buena precisión y un 
sistema robusto superando las importantes limitaciones de otras técnicas de localización 
indoor basadas en redes WIFI como el método comentado anteriormente fingerprinting, ya 
que TOA permite desarrollar un sistema flexible y adaptable a la variabilidad del entorno. A 
pesar de esto, no existen proposiciones formales de sistemas de localización IEEE 802.11 
basados en TOA principalmente debido a las dificultades de conseguir una buena precisión en 
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la distancia con una simple técnica basada en TOA (un error de un microsegundo en el reloj 
representa un error de 300 metros). Ésta es una de las principales motivaciones y desafíos que 
se estudian en este proyecto. 
1.1.3. Estimación de distancias entre nodos IEEE 802.11 
 
La distancia entre dos nodos IEEE 802.11 se puede estimar siguiendo los métodos TOA o RSSI. 
Ésta última propuesta se corresponde con otra técnica de posicionamiento comentada 
anteriormente (fingerprinting) cuando la información RSSI se utiliza para el cálculo de 
distancias. Utilizando TOA, además de ser un sistema más robusto y estable, también se 
consiguen mejores precisiones que con RSSI ([28], [21]). 
1.1.3.1. Métodos de estimación de distancias basados en RSSI 
 
Las técnicas basadas en RSSI consisten en medir el nivel de señal recibido y determinar 
después a qué distancia está el emisor de dicha señal. Para ello, se utiliza un modelo de 
propagación matemático que caracteriza la atenuación que la señal sufre a través del camino. 
Sin embargo, debido a diversos fenómenos que se producen cuando la señal viaja en un 
entorno indoor –reflexión, refracción, difracción, scattering–, condiciones atmosféricas y 
absorción de las ondas de radio por las estructuras del edificio, la señal de radio alcanza al 
receptor por más de un camino, resultando un fenómeno conocido como desvanecimiento 
[29]. Los desvanecimientos por multicamino son la principal causa de variaciones que se 
producen en la posición estimada por el receptor, debido a las fluctuaciones en el nivel de 
señal recibida. Otro inconveniente que se suma a este fenómeno es que se hace muy difícil 
alcanzar un modelo de propagación en un medio tan hostil como el que representa este tipo 
de entornos. Como consecuencia de esto, en un entorno indoor, se hace muy difícil encontrar 
una relación analítica entre el nivel de señal recibido y la distancia hasta el emisor, y en la 
práctica esto causa errores muy elevados cuando se intenta diseñar un sistema de 
posicionamiento basado en RSSI [17]. 
 
Figura 1.6 Ejemplo de dos distribuciones RSSI en el mismo punto 
Sin embargo, se ha presentado recientemente un interesante método de posicionamiento 
basado en RSSI [30] en el cual se hace una medición del nivel de señal en todos los canales IEEE 
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802.11 y promediando todos los diagramas obtenidos con el objetivo de combatir la diversidad 
de frecuencia existente. Sus principales limitaciones son la necesidad de incluir un switching de 
canales en el sistema, la baja eficiencia en entornos NLOS y la máxima precisión alcanzable, la 
cual aún está lejos de los métodos basados en TOA. 
1.1.3.2. Métodos de ranging basados en TOA 
 
El principal problema de las técnicas de ranging basadas en TOA es la precisión necesaria para 
la estimación del tiempo de propagación de señal en entornos de DLOS. Se pueden distinguir 
dos principales grupos de técnicas: unas que aprovechan las características del estándar IEEE 
802.11 para implementar la solución, y otras que dan más prioridad a la precisión aun cuando 
se deban utilizar un equipo específico de procesado de la señal. En este último grupo muchas 
de las soluciones consisten en técnicas de súper-resolución – como Estimation of Signal 
Parameters via Rotational Invariant Techniques (ESPIRIT), Multiple Signal Classification 
(MUSIC), Matrix Pencil and Prony Algorithm- en las cuales la resolución temporal se 
incrementa mejorando la eficiencia espectral del sistema de medidas. Otros métodos 
propuestos son la correlación (autocorrelación) de la señal IEEE 802.11 recibida, por ejemplo 
existe una nueva técnica que mejora la precisión de la estimación del TOA que la tradicional 
correlación. Principalmente consiste en correlar la señal recibida con un símbolo de 
entrenamiento almacenado en el receptor y después obtener la respuesta en frecuencia del 
canal para afinar la estimación inicial del TOA. El principal inconveniente es la necesidad de 
diversos módulos hardware que hacen que la solución no sea implementable en un dispositivo 
WIFI estándar. 
La técnica que se estudia en el presente proyecto se enmarca dentro de las descritas en el 
primer grupo, donde se busca obtener el TOA utilizando los timestamps de 
envío y recepción de tramas MAC existentes o añadiendo soluciones software que midan el 
retardo entre tramas del estándar IEEE 802.11 (para poder hacer la solución implementable en 
los dispositivos WIFI del mercado actual). 
La clave principal es obtener una gran resolución temporal (del orden del nanosegundo) 
cuando se mide el RTT de las señales radio si se desean resultados de gran precisión, un 
nanosegundo de error se corresponde con 30 cm de desviación en la estimación de la posición. 
Sin embargo, hasta ahora ningún estándar IEEE 802.11 no proporciona timespamps de estas 
características en los paquetes recibidos y enviados por lo que se busca una solución 
puramente software para combatir este inconveniente. 
En la literatura actual existen diferentes soluciones para conseguir esta gran resolución 
temporal necesaria: 
• En [31] se propone una primera técnica interesante en la que se mide el TDOA sin 
necesidad de ninguna sincronización entre emisor y receptor. Se basa en la utilización 
de 2 GRPs (Geolocation Reference Point). Como se muestra en la figura 1, el AP envía 
un paquete al terminal móvil, el cual responde con el correspondiente ACK. Esta 
comunicación es escuchada por los 2 GRPs, con distancias hasta el AP conocidas. Los 
TOAs del AP hasta los GRPs pueden ser estimados, y entonces se obtiene el TDOA. 
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Figura 1.7 Cálculo de RTT mediante TOA y TDOA 
• Otra técnica propuesta en [32] es la obtención del TOA a través de las tramas RTC/CTS. 
Esta técnica se basa en la sincronización interna de los relojes del transmisor y 
receptor para calcular el RTT. 
• Una última técnica interesante se basa en la medición del TOA entre nodos WLAN sin 
la necesidad de ningún hardware adicional. Para ello, se utilizan los timestamps 
presentes en los paquetes IEEE 802.11 con una resolución de 1 µs utilizando para su 
captura tcpdump. 
Cuando se quiere trabajar con resoluciones tan elevadas se han de tener en cuenta algunos 
fenómenos que afectan a la precisión de la medida: 
• Ruido Gaussiano: un cierto ruido gaussiano está presente en las medidas realizadas. 
Este ruido puede ser provocado por un ruido térmico en receptor radio de la señal o 
por la presencia de un entorno multicamino. 
• Resonancia estocástica: la resonancia estocástica es un fenómeno que se originó para 
explicar la periodicidad de las recurrentes edades de hielo [33]. En las últimas dos 
décadas, ha sido aplicado para explicar diversos fenómenos físicos [34]. En el dominio 
de la detección de señales, la resonancia estocástica permite detectar señales de 
menor resolución que las unidades detectables debido a que la señal llega al receptor 
con ayuda del ruido. El ruido añadido a la señal hace que eventualmente esta sea 
detectable aún cuando la señal no exceda de la resolución del dispositivo. 
• Fluctuación del clock: los relojes de los dispositivos están hechos con osciladores de 
cristal con una frecuencia muy precisa pero no exacta. Se producen unas pequeñas 
fluctuaciones en los osciladores que provocan unas tolerancias en los clocks de reloj, 
afectando así al sistema de medidas. 
Estos fenómenos se estudian y se tienen en consideración en [35]. Aquí los autores buscan 
calcular el TOA restando el tiempo de proceso de la capa MAC al RTT y asumiendo que el 
tiempo de proceso es el mismo en todos los nodos. Utilizan la resolución de 1 µs presente en 
los paquetes IEEE 802.11. Realizan un profundo análisis de los diferentes efectos que pueden 
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influir en la adquisición de estos timestamps y a través de unos métodos estadísticos obtienen 
resultados con errores medios de 10 m. 
Otros estudios son los expuestos en [21], [36] y [37]; donde se comparan TOA con otras 
soluciones para la localización indoor utilizando hardware adicional para la obtención de las 
muestras. 
Los trabajos más recientes y más relacionados con lo que vamos a estudiar son [38] y [39]. En 
el primero de ellos hablan de una solución similar a la que intentaremos nosotros, y en el 
segundo de ellos presentan el sistema Goodtry [40], creado en la universidad de Tübingen, y 
que compara las prestaciones de varios sistemas de localización, entre ellos uno basado en 
redes WLAN, pero que sigue un planteamiento ligeramente distinto al que tenemos nosotros. 
Desde el año 2006 el Task Group V IEEE 802.11 está trabajando en las especificaciones del 
estándar IEEE 802.11v, el cual está enfocado a soportar capacidades de posicionamiento. Sin 
embargo, en la versión del borrador actual el estándar no incluye timestamps con la suficiente 
resolución para obtener una buena precisión de posicionamiento. La principal característica 
que debería ir incluida en este draft es la estimación del tiempo de procesado de la capa MAC 
en el AP (diferencia entre la recepción del paquete y el envío de la respuesta ACK) con la 
máxima resolución de nanosegundos en un cierto campo de esta capa. Esta característica sería 
muy útil para la posterior estimación del TOA.  
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2. Motivación y objetivos 
 
Como hemos expuesto en el capítulo anterior, está emergiendo una variada oferta de técnicas 
y tecnologías para satisfacer necesidades de localización y posicionamiento indoor en la 
sociedad actual. Por lo tanto, dentro de este marco, la principal motivación de este proyecto 
es desarrollar una técnica que proporcione posicionamiento indoor preciso empleando una 
red tan extendida como la red WLAN para que el despliegue sea lo más cómodo y eficaz 
posible. 
Partiendo de la base del trabajo anteriormente desarrollado en el Departamento1, en el que se 
desarrollaron prototipos de localización basados en TOA utilizando la red WLAN, en primer 
lugar con una solución hardware [37] y posteriormente con una primera aproximación 
software [38], surge este proyecto. El principal objetivo es el mismo de los trabajos anteriores: 
crear un prototipo de localización indoor utilizando redes WLAN. En este caso, queremos 
obtener una solución puramente software, ya que es más usable que una hardware, pero con 
el objetivo de mejorar notablemente las prestaciones de las propuestas anteriores. 
2.1. Solución software 
 
Una de las motivaciones para realizar este proyecto es el de alcanzar una solución en la que se 
cumplan los dos objetivos siguientes: 
1. Obtener timestamps de envío y recepción de los paquetes que se miden con una 
resolución de nanosegundos. 
2. Alcanzar esta resolución realizando únicamente modificaciones software. 
Como veremos posteriormente la técnica desarrollada cubre estos dos objetivos llegando a 
obtener resultados que no se encuentran en el estándar WIFI actual. 
Uno de los artículos más recientes que estudian soluciones de posicionamiento basado en TOA 
es realizado por Stuart A. Goleen y Steve S. Baterman [21]. Los autores diseñan un sensor 
capaz de obtener los timestamps de envío y recepción de tramas MAC con la suficiente 
resolución. Aunque los resultados obtenidos son buenos, ya que en las mejores condiciones 
llegan a obtener errores de 0,6 m, el principal hándicap que presenta es que la solución 
alcanzada es de tipo hardware. 
Una solución hardware, aunque a priori represente una solución más sencilla ya que se puede 
obtener y configurar un dispositivo de acuerdo con las necesidades, a la hora de llevarlo a cabo 
en un sistema real, representa implantar una nueva red de dispositivos obligando a hacer un 
despliegue más costoso tanto a nivel de infraestructura como económico que el que se alcanza 
con una solución puramente software que se adecue a una infraestructura ya implantada 
como es un red WLAN. 
                                                          
1 Departamento de Ingeniería Telemática ENTEL 
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La solución que aquí proponemos es puramente software. Como hemos comentado, el 
principal reto es la obtención de un timestamp de las tramas MAC de gran resolución, del 
orden de los nanosegundos (en espacio esto se corresponde con 30 cm). Como explicamos 
posteriormente, la resolución que se alcanza es del orden de clocks de CPU, por tanto el 
timestamp estará sujeto al tipo de CPU que se elija. 
Para una precisión de nanosegundos se precisa de un reloj de 1GHz. La oferta actual del 
mercado ofrece procesadores que superan ampliamente velocidades de 1 GHz y por tanto los 
timestamps tendrán la suficiente precisión para poder ofrecer un sistema de posicionamiento 
preciso. 
2.2. Prototipo de posicionamiento indoor 
 
El otro objetivo principal de este trabajo es, como hemos dicho antes, conseguir un prototipo 
que proporcione posicionamiento en entornos indoor con un error relativamente bajo, o al 
menos asimilable al que tienen los sistemas outdoor como GPS o Galileo. 
En el proyecto queremos estudiar en primer lugar la viabilidad de las técnicas que queremos 
utilizar, y posteriormente, si ésta es satisfactoria, desarrollar el prototipo y estudiar los 
resultados que obtengamos con él. De los trabajos previos sabemos que es posible conseguir 
un sistema de localización que trabaje con la red WLAN, pero en cada caso se ha abordado de 
una manera distinta, y ahora también lo abordaremos desde otro punto de vista, intentando 
mejorar las prestaciones obtenidas en otros trabajos realizados sobre esta materia. 
La técnica que utilizaremos para calcular la posición del objetivo será la del TOA. En el 
apartado anterior hemos visto en qué consiste, y en el próximo apartado veremos por qué nos 
decantamos por esta técnica en lugar de otras. Pero ahora era necesario comentar qué técnica 
utilizaremos para también poder comparar este estudio con otros trabajos previos. 
En los posteriores capítulos exponemos como llegamos a esta solución software siguiendo una 
técnica que utiliza el método TOA para obtener la distancia deseada. 
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3. Fundamentos teóricos 
 
La técnica que utilizaremos para calcular distancias en este proyecto será utilizando el TOA, 
que calcularemos a partir del RTT. Obtendremos la distancia del terminal al punto de acceso, y 
luego utilizando métodos de trilateración obtendremos la posición del terminal. A 
continuación comentamos en qué nos basamos para calcular las distancias y la posición. 
3.1. Técnicas de localización 
 
En primer lugar explicaremos la base tecnológica del proyecto, y justificaremos por qué nos 
hemos decantado por estas opciones. 
3.1.1. TOA vs fingerprinting 
 
Fingerprinting se basa en el nivel de señal recibido por diferentes APs. Antes de poder realizar 
cualquier cálculo de posición o de tracking esta técnica precisa de una fase de entrenamiento 
del dispositivo. Esta fase consiste en obtener un mapa de posiciones para determinar el valor 
de señal de cada AP en los diferentes puntos. Es en esta primera fase donde se encuentra una 
limitación de la precisión de esta técnica, así por ejemplo si queremos obtener 1 metro de 
error hemos de tener puntos de entrenamiento cada 2 metros. Si queremos cubrir una 
superficie de 50 x 50 m por ejemplo, significaría que tendríamos que poner 25 x 25 = 625 
puntos de entrenamiento. Este entrenamiento se puede hacer de manera simulada pero si 
quisiéramos tener una buena precisión tendríamos que comprobar in-situ el nivel de señal 
recibido ya que las condiciones del entorno hacen que los valores teóricos y reales difieran 
mucho entre ellos. Por tanto, se tiene que esta primera fase de entrenamiento representa un 
gran esfuerzo a la hora de llevarla a la práctica. 
Aun habiendo superado este obstáculo, y habiendo obtenido un mapa de nivel de señal con 
muchas marcas, no conseguimos obtener este metro de precisión. Las condiciones en un 
entorno indoor son lo suficientemente variables (puertas que se abren y cierran, personas, 
mobiliario, persianas, condiciones de temperatura que afectan a la propagación…) para que 
afecten significativamente a los niveles de señal recibido y por tanto a la precisión de la 
técnica. Además, aún obteniendo un sistema completamente operativo, un cambio en el 
mobiliario del edificio (reorganización o incorporación de nuevos armarios, mesas, 
escritorios…), o lugar donde se desempeña la función de tracking, representa enfrentarse 
nuevamente a una etapa de entrenamiento para obtener un mapa de señal estable. 
TOA, por contra, presenta más fortalezas frente a las debilidades que demuestra 
fingerprinting. En cuanto a la estabilidad del sistema, aunque TOA también se ve afectado 
debido a los de efectos de LOS y NLOS, en términos de precisión espacial, presenta menos 
variaciones a cambios en el mobiliario o logística del entorno de trabajo. Por tanto, a la hora 
de obtener las diferentes distancias hasta los diferentes APs, es más robusto un sistema 
basado en TOA que un sistema que utiliza un modelo de propagación de las ondas de radio y 
se abastece de las señales RSSI para obtener estas distancias. Además, TOA no precisa de 
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ningún tipo de entrenamiento previo al posicionamiento o tracking del usuario, debido al 
método en sí, sólo necesita saber las coordenadas del AP al que está realizando las mediciones 
para poder calcular la distancia a la que se encuentra el usuario. Tampoco es necesario ningún 
otro tipo de dispositivo intermedio para hacer los cálculos ya que el principio del método es el 
del cálculo del tiempo en que se envía un paquete y se recibe la respuesta, todo ello medido 
con el propio reloj del usuario. 
En cuanto a la precisión final que se consigue con los dos métodos, aunque es bastante 
parecida, ofrece mejores resultados TOA. Un estudio comparativo entre estas dos técnicas se 
realiza en [21] donde además de las dos mencionadas también se hace un estudio de ranging 
basado en el método descrito anteriormente AOA. Para ello ofrece una solución hardware 
para la obtención de los datos obteniendo los mejores resultados con TOA. 
Por todo ello, nos decantamos por la opción del TOA, ya que no requiere ninguna 
infraestructura extra, no precisa prácticamente entrenamiento (veremos a continuación que sí 
que es necesario un pequeño estudio), y es mucho más robusta a modificaciones del entorno, 
ya que no necesita recalcular nada cuando algo cambia. Aparte hemos visto en los estudios 
que TOA proporciona mayor resolución, con lo cual se adapta mejor a los objetivos que nos 
hemos marcado. 
3.1.2. Red wireless 
 
Decidida la técnica, necesitamos un soporte para poder realizarla. En nuestro caso el soporte 
es la tecnología que utilizaremos. Tenemos muchas tecnologías a nuestra disposición: WLAN, 
Bluetooth, UWB, RFID, ZigBee,… ¿Cuál utilizaremos y por qué? 
Nos hemos decantado por la tecnología WLAN por varias razones. La primera de ellas es que 
no requiere de ningún montaje de infraestructura, ya que la infraestructura ya está montada, 
pensada para dar otro servicio (conexión a Internet), pero útil para las aplicaciones que se 
puedan conseguir. En cambio, para cualquiera de las otras tecnologías, sería necesario montar 
una infraestructura en el lugar que se desea posicionar. En algunos casos, como UWB, solo 
harían falta los puntos de acceso, pero en otros casos como RFID o ZigBee, con menor alcance, 
harían falta una serie de marcadores por el terreno. 
Otra razón es que igual que no requiere infraestructura, tampoco requiere hardware extra en 
el terminal, ya que se trata de un dispositivo que viene de serie en cualquier ordenador. Esto 
también sucede con el Bluetooth, que ahora viene integrado en prácticamente todas las 
máquinas, pero no ocurre con el resto de tecnologías. 
Las dos razones anteriores se podrían juntar en una que es el coste económico del sistema. Un 
sistema basado en redes WLAN es mucho más asequible que uno basado en cualquiera de las 
otras tecnologías, ya que no requiere de prácticamente ningún gasto para montar la 
infraestructura o preparar el terminal. En cambio, para cualquiera de las otras haría falta una 
inversión como mínimo para montar la infraestructura. 
Otra ventaja del uso de la tecnología WLAN es que permite un alcance de hasta 100 m, que es 
aproximadamente el alcance que proporciona la red WLAN. En cambio, el resto de tecnologías 
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tienen un alcance mucho menor. Llama la atención el caso del RFID, que tiene un alcance 
menor a 1 m. Esto implica que hay que llenar la estancia de tags RFID para poder utilizarlos 
como referencia. 
En cuanto a la resolución de la tecnología WLAN, si bien es cierto que hay tecnologías que 
proporcionan mayor precisión, del orden de centímetros, como es el caso de UWB, tampoco es 
prohibitiva. En los estudios previos se alcanzaban errores del orden de algunos metros, e 
incluso en algún caso había errores alrededor del metro, o incluso algo menores. Estos valores 
ya están muy bien, teniendo en cuenta que el error medio del GPS está sobre los 3-4 metros. 
3.2. Cálculo de la distancia 
 
Para calcular la distancia utilizaremos la fórmula que nos la calcula a partir de la velocidad de 
propagación y el tiempo utilizado. Obtenemos la distancia con la siguiente fórmula: 
  	
  
 
En la cual la velocidad es la velocidad de la luz en el aire, que podemos aceptar como la 
velocidad de la luz en el vacío, (c=c0=299792458 m/s) y el tiempo es el intervalo transcurrido 
entre la transmisión del paquete por parte del AP y la recepción en la tarjeta (TOA). 
Para calcular el TOA lo hacemos a partir del RTT, ya que para poder calcularlo directamente a 
partir de un único envío necesitaríamos tener sincronizados los relojes del terminal y del 
Access point. En nuestro proyecto, definimos el TOA como el tiempo de propagación entre el 
terminal y el Access point. Entonces, el tiempo que obtendremos será: 
 
  

 
Ecuación 3.1 Cálculo del tiempo de propagación (TOA) 
Donde tproc es el tiempo de procesado en el Access point. Notamos que se divide por dos 
porque el tiempo de propagación2 lo tenemos en el mensaje que se envía del terminal al AP, y 
en la respuesta que envía el AP al terminal. 
                                                          
2 De ahora en adelante nos referiremos al tiempo de propagación como tp 
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Figura 3.1 Comunicación entre el terminal y el AP 
En la Figura 3.1 vemos un esquema de cómo es la comunicación entre el Access point y el 
terminal, en el que se muestran los pasos que debe seguirla aplicación para poder calcular la 
distancia del terminal respecto al Access point. En primer lugar es necesario asociarse al AP, 
para poder mantener la comunicación con él. Esto es un proceso que se hace 
automáticamente cuando se intenta conectar un terminal a un punto de acceso. A 
continuación, cuando ha finalizado la fase de asociación, podemos proceder a enviar los 
paquetes. Estos paquetes seguirán el esquema de la Figura 3.1, ya que la configuración del 
estándar y de los equipos utilizados hace que el AP responda automáticamente con un ACK a 
los paquetes que recibe. 
 
Figura 3.2 Detalle de la comunicación, con los tiempos y los instantes de captura 
ACK 
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En la Figura 3.2 vemos cuáles son los tiempos que intervienen en el cálculo del RTT. 
Capturamos el tiempo en el momento en que se envía el paquete, y en el momento en que 
recibe el ACK. Si llamamos a esos tiempos td y ta, podemos obtener el RTT como la resta de 
ambos. 
           
Ecuación 3.2 Cálculo del RTT a una distancia concreta 
Vemos en la Ecuación 3.2 que aparte del tiempo de propagación tp aparece un tiempo de 
procesamiento, con lo cual no podemos calcular directamente la distancia. Para poder 
calcularla tendremos que quitar ese factor de procesamiento. Dado que se trata de una acción 
que sucede en el AP, y podemos suponer que tiene un valor prácticamente constante con la 
distancia (de hecho, no le afecta la distancia, solo podría verse afectado por la carga del AP), 
podemos eliminarlo de la ecuación restando dos RTTs a diferentes distancias, con lo cual 
obtendremos el TOA (de hecho el doble, ya que el TOA es el tp) entre esas distancias. Para 
hacer el modelo más sencillo, si hacemos que una de esas distancias sea 0, se supone que 
entonces no hay retardo de propagación, con lo cual todo el retardo que haya será ocasionado 
por el procesamiento del paquete en el AP. Entonces, restando los RTT de la distancia que 
queremos obtener y de distancia 0 obtendremos el TOA de la distancia deseada, y podremos 
calcular esa distancia. 
         
Ecuación 3.3 RTT a distancia 0 
             
Ecuación 3.4 RTT a distancia i 
                   
Ecuación 3.5 Resta entre RTTi y RTT0 para calcular el TOA 
De esta manera conseguimos el TOA a la distancia deseada. Para calcular la distancia solo 
tenemos que multiplicar el TOA por la velocidad de la luz c. 
Hacemos ahora algunos comentarios sobre el esquema que se ve en la Figura 3.2 y que luego 
implementaremos. Nos fijamos que la captura se hace antes de transmitir el paquete, con lo 
cual se hace extraño que no tengamos en cuenta ese tiempo en los cálculos anteriores. Esto 
tiene una explicación sencilla. En primer lugar, ese tiempo afecta a todas las capturas de RTT, 
como el tiempo de procesado en el AP. Pero aparte en este caso sí que podemos asegurar que 
es un tiempo constante, ya que siempre transmite la misma cantidad de bits. Al tratarse de un 
medio aéreo compartido, es cierto que se aplica una política concreta de acceso que podría 
introducir retardo al encontrarse el medio ocupado, pero en el entorno que hemos estudiado 
no hemos considerado casos de gran ocupación del medio, y los casos de colisión en el acceso 
y posterior efecto en el RTT los hemos descartado. 
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3.3. Cálculo de la posición 
 
Para el cálculo de la posición utilizamos uno de los algoritmos estándar de trilateración que 
hay diseñados. Para ello en primer lugar nos conectamos a tres Access points diferentes para 
calcular la distancia a cada uno de ellos, y posteriormente conociendo la posición de los APs, 
calculamos la posición del terminal utilizando las distancias obtenidas. 
Para calcular las distancias a los tres APs tenemos que asociarnos y desasociarnos de cada uno 
de ellos, ya que para poder recibir la respuesta a los paquetes que enviamos al AP es necesario 
estar asociado a él. Esto implica un conocimiento de los APs disponibles, hecho que es muy 
sencillo dado que podemos hacer un escáner de frecuencias para conocer los APs disponibles 
en la zona. 
 
Figura 3.3 Obtención de la posición a partir del cálculo del TOA 
 En la Figura 3.3 vemos un ejemplo de cómo calcularía la posición un terminal. Vemos que 
primero calcula las distancias a los tres APs, y luego con ellas puede calcular su posición 
conociendo las posiciones de los Access points. 
3.4. Limitaciones de nuestra solución 
 
Hemos visto en este apartado que la técnica que utilizamos para calcular la distancia parece 
bastante prometedora. Pero, como sabemos, nada es perfecto, y en nuestro caso también 
tenemos algunas limitaciones. La principal limitación es a la hora de acceder a los eventos para 
capturar los timestamps del envío y recepción de tramas MAC. Como queremos una solución 
software, debemos hacer la captura dentro del driver de la tarjeta. Pero esto significa que la 
captura no será instantánea, ya que en primer lugar el aviso por parte de la tarjeta vendrá 
discretizado por el reloj de la tarjeta, y en segundo lugar la atención de la interrupción está 
controlada por el sistema operativo y la política que tenga. 
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Por lo tanto, respecto a una solución hardware, que tendría acceso directo al evento dentro de 
la tarjeta, estaremos teniendo un error que introduce el sistema operativo. Posteriormente 
hablaremos más de este error producido por el tratamiento de las interrupciones, y veremos el 
efecto que tiene en las medidas.  
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4. Tecnologías utilizadas 
 
En este apartado explicaremos las diferentes alternativas que hemos planteado para llevar a 
cabo el proyecto. Aquí presentaremos las diferentes opciones desde un punto de vista teórico, 
en el siguiente apartado explicaremos cómo se han implementado estas técnicas, y 
posteriormente, se analizarán los resultados obtenidos con cada técnica y se explicará por qué 
opción nos hemos decantado en cada caso, y por qué hemos optado por esa elección en lugar 
de por otra. 
4.1. Redes WLAN 
 
El estándar WLAN, también conocido como IEEE 802.11, fue desarrollado por el IEEE en 1997 
como el estándar a utilizar en las comunicaciones de área local para comunicaciones sin cable. 
Existen muchos protocolos definidos sobre este estándar, aunque los más comunes son los 
802.11a, 802.11b y 802.11g. De estos, los que están a nuestra disposición en este estudio son 
los 802.11b y 802.11g, aunque el que más hemos aprovechado ha sido el 802.11b. 
El estándar IEEE 802.11b trabaja en la banda de frecuencias de 2.4-2.5 GHz, y tiene definidos 
11 (en América) o 13 (en Europa) canales. Cada uno de estos canales puede tener un Access 
point transmitiendo. Esto lo aprovecharemos para poner tres Access points simultáneos para 
posicionarnos, cada uno en un canal distinto. La velocidad máxima a la que puede trabajar este 
estándar es a 11 Mbps, lo que proporciona un rango de alcance cercano a los 100 m. 
Se definen dos tipos de redes WLAN. La primera de ellas es el modo infraestructura. Este es el 
modo más común, y está formado por un Access point que da acceso a todos los usuarios que 
se conecten a él. Ésta es la configuración que utilizaremos nosotros para nuestro estudio. El 
otro tipo  de red es el denominado ad-hoc. En este caso no existe un Access point, sino que la 
red se crea a partir de las conexiones de los terminales entre sí. Vemos a continuación 
ejemplos de ambos tipos. 
 
Figura 4.1 Red WLAN en modo infraestructura 
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Figura 4.2 Red WLAN en modo ad-hoc 
La principal ventaja de la red en modo ad-hoc es que no es necesario asociarse al Access point, 
con lo cual se podría reducir la latencia de cálculo de la posición. En cambio, tiene en su contra 
que los Access points comerciales no permiten ser configurados en modo ad-hoc, salvo que se 
modifique su sistema operativo. Pero como el objetivo de este proyecto es obtener una 
solución software para calcular la posición, pero no primando tanto la latencia como la 
usabilidad y la portabilidad, nos decantamos por estudiar más a fondo el prototipo de cálculo 
de distancia y no tanto el tiempo necesario para el cambio de punto de referencia. 
También debemos comentar que el protocolo WLAN proporciona un reloj en los paquetes, el 
tsf. Pero este reloj es de 1 µs de resolución, y esto nos daría un margen de error de 300 m. 
Aparte que para poder capturarlo haría falta tener otra máquina en paralelo, o que el terminal 
tuviese dos interficies, ya que su valor solo es posible obtenerlo de paquetes recibidos, no de 
los enviados. 
Dicho todo esto, la principal característica de las redes WLAN que utilizamos en este proyecto 
es la confirmación de los mensajes (ACK) que define el protocolo. El estándar IEEE 802.11 dice 
que al tratarse de un medio compartido con bastante probabilidad de pérdida de datos 
(comparado con otros medios) cada vez que un dispositivo recibe un mensaje WLAN debe 
responder con una confirmación de recepción (ACK). Este mensaje es un mensaje que no 
transporta datos, únicamente sirve para control de la red. Pero para nosotros será muy 
importante, puesto que se envía nada más recibir un mensaje, ya que si hubiese retardo el 
transmisor podría interpretar que no ha llegado el mensaje a su destino y reenviarlo. En el 
apartado 5.4 veremos más a fondo como utilizamos los paquetes WLAN, y más concretamente 
su cabecera, que es lo único que nos interesa. 
Otra posibilidad que ofrece el estándar es el protocolo RTS/CTS, que dice que antes de enviar 
un paquete se envían estos paquetes de control. Esta opción fue ideada para los casos en que 
había terminales ocultos, es decir, que no se ven entre sí, con la finalidad de mejorar la calidad 
de la comunicación al producirse menos pérdidas. El RTS lo envía el terminal para solicitar el 
acceso al medio, y el punto de acceso responde con un CTS indicando que tiene el medio 
disponible para transmitir. Con esta opción, el terminal indica en el RTS cuánto tiempo 
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necesita para transmitir, y el Access point en el CTS confirma la concesión del medio durante 
ese periodo. Pero esta opción tiene un punto débil: no es obligatoria ene l estándar, si no que 
se define en cada caso particular si se quiere aplicar o no. Por lo tanto, podríamos 
encontrarnos en una misma red que hay Access points que sí que lo utilizan y otros que no. 
4.2. Entorno de trabajo 
 
Nuestro objetivo es conseguir un sistema que proporcione buenos resultados en un entorno 
indoor, que es el entorno más agresivo para este tipo de medidas. Y también utilizar un 
montaje lo más realista posible. Por ello, optaremos por utilizar una configuración de un 
terminal de medidas que sea un ordenador, y usaremos Access points como localizadores, ya 
que creemos que es el entorno más real, e incluso podría dar mejores resultados que usando 
un PC como AP, ya que los Access points están creados para dedicación exclusiva a las 
comunicaciones, y creemos que introducirán menor error a las medidas, ya que tratan 
inmediatamente los paquetes WLAN. 
4.3. Configuración del sistema operativo 
 
La elección del sistema no ofrecía lugar a dudas, ya que como queremos obtener una solución 
software, para ello debemos poder manipular el código del sistema, y el sistema operativo que 
nos lo permite es Linux. 
Linux se trata de un sistema Unix, con licencia GPL, y por lo tanto nos permite modificar el 
código fuente del sistema si lo necesitamos, y nos proporciona mucha más potencia a la hora 
de monitorizar los datos que nos interesan. Dentro de las distribuciones de Linux, nos 
decantamos por la distribución Ubuntu [41], ya que nos proporciona un entorno bastante 
amigable, y al tratarse de una distribución bastante generalizada, tiene mejoras del kernel de 
Linux realizadas especialmente para ella. 
Hemos probado diferentes posibilidades a la hora de configurar el sistema operativo para 
intentar obtener los mejores resultados. A continuación las comentamos. 
4.3.1. Distribución Ubuntu sin cambios 
 
La primera configuración del sistema operativo que nos planteamos es la que viene por 
defecto. Este modelo es el que sería más interesante desde un punto de vista práctico, ya que 
permitiría utilizar la aplicación en prácticamente cualquier circunstancia, al no tener que 
modificar nada para poder usarla. Pero, en principio, con esta configuración es también con la 
que esperamos obtener los peores resultados, ya que al tratarse de una distribución general 
tendrá opciones que empeorarán los resultados, porque está pensada para mejorar el 
rendimiento en general, no orientada a una función concreta, que es lo que nosotros 
queremos probar. 
Esta configuración está con todas las opciones que trae Ubuntu por defecto, y para obtener 
mejores resultados, lo que haremos será modificar ligeramente la configuración en el 
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momento de ejecutar, forzando ciertos parámetros, como la frecuencia del procesador, o 
dejando activa sólo una CPU. La principal característica de esta configuración es que en ésta, al 
ser la que viene por defecto, tiene activado el sistema ACPI (encargado de controlar el 
consumo de los dispositivos). 
El objetivo será intentar conseguir que esta configuración sea la definitiva, y para ello 
intentaremos que sea directamente la que dé mejores resultados, o si no, intentaremos buscar 
una relación entre ella y la que da los mejores resultados, para así poder utilizar esta 
configuración, pero con la precisión de la que es mejor. De aquí en adelante nos referiremos a 
esta configuración como configuración básica. 
4.3.2. Real-Time Linux 
 
Otra opción que probamos es la de usar un sistema operativo en tiempo real. Consideramos 
que un sistema con estas características podría darnos buenos resultados, ya que la idea 
principal es minimizar el tiempo que se tarda en atender la interrupción, e intentar que sea lo 
más determinista posible.  
En la Figura 4.3 se muestra el esquema de la arquitectura de un sistema en tiempo real. En 
principio lo que se hace es intentar minimizar el trabajo que se debe hacer en el kernel del 
sistema, pasando toda la carga posible a la ejecución en modo usuario. Así, se dejan para 
ejecución en modo sistema sólo las tareas más elementales, como el tratamiento de 
interrupciones o la interacción con elementos del kernel. 
 
Figura 4.3 Esquema de la arquitectura Real-Time 
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En nuestro caso, utilizamos el patch RT-Preempt [42], que adapta el kernel de Linux para que 
funcione como un RTOS. En su página web se explica con mayor detalle su funcionamiento y su 
implementación, por si se quiere profundizar más. Aquí daremos sólo unas pinceladas sobre 
cómo actúa. Este patch se basa en el principio de convertir el tratamiento de las interrupciones  
(handler) en código que se ejecute en modo usuario, en vez de en modo sistema. Para ello, 
convierte los handlers en  soft-irq, que pasan a ser threads que se ejecutan desde que arranca 
el sistema, con lo cual se puede modificar su prioridad, y, lo que es más importante para la 
filosofía RT, se puede interrumpir su ejecución (de ahí el nombre preempt) para ejecutar un 
proceso más prioritario. Con ello, lo que se consigue es que el proceso en tiempo real sea 
realmente en tiempo real, puesto que será interrumpido muchas menos veces y además se 
adelantará a las interrupciones. 
En este caso, aplicaremos directamente el patch RT-Preempt sobre nuestra distribución 
Ubuntu, sin modificar nada que no esté relacionado con la instalación de este patch. Así, esta 
configuración también tendrá activado el sistema ACPI, igual que la configuración básica, ya 
que éste no forma parte del patch. 
Para la aplicación que estamos desarrollando nosotros, no sabemos exactamente qué 
beneficios nos podrá aportar utilizar esta configuración, ya que al convertir las interrupciones 
en threads, podría empeorar los resultados. Pero esperamos que el hecho de que todas las 
interrupciones sean preemptibles, unido al hecho de darle mayor prioridad a la interrupción 
que nos interesa, pueda proporcionarnos mejoras respecto a la configuración básica. 
4.3.3. Kernel sin ACPI 
 
La otra alternativa que tomamos en consideración es la de recompilar el kernel de Linux para 
personalizarlo para nuestra aplicación. El kernel o núcleo de Linux es el código fuente del 
sistema operativo. En él se programa el comportamiento del sistema, y al tratarse de código 
abierto, lo podemos personalizar a nuestro gusto. De esta manera, podemos quitar opciones 
que vienen por defecto en la distribución, pero que creemos que nos perjudicarán a la hora de 
tomar las medidas. 
En este caso, la principal modificación será desactivar el sistema ACPI, ya que creemos que 
puede ser una de las fuentes de error sobre las medidas. 
De esta configuración, en principio, esperamos los mejores resultados, ya que está pensada 
exclusivamente para nuestra aplicación. Su principal inconveniente, sin embargo, es que al ser 
personalizada, se queda sólo para la investigación, porque si quisiéramos ir más allá en el 
desarrollo de una aplicación, no sería factible su uso. 
4.4. Reloj de referencia 
 
Para tomar las medidas de RTT disponemos de dos relojes que nos proporciona el sistema: el 
reloj de la CPU y el reloj de la tarjeta WLAN. Ya que podemos disponer de los dos, decidimos 
hacer un estudio para compararlos, y ver si utilizando los dos conseguimos mejorar los 
resultados obtenidos con uno sólo, consiguiendo al unirlos eliminar los problemas que tiene 
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cada uno por separado, o si por el contrario es preferible utilizar un único reloj, ya que no se 
aprecia ningún beneficio de la combinación de ambos, y en ese caso ver cual de ellos nos va 
mejor. 
Aquí comentaremos qué esperamos de cada reloj, y porqué creemos que la combinación de 
ambos puede darnos un buen resultado, aunque también veremos qué problemas nos puede 
comportar cada reloj.  
4.4.1. WLAN clock 
 
El reloj de la tarjeta en principio va a 44 MHz, con lo cual su precisión puede ser menor, pero 
en cambio esperamos un reloj más estable ya que se trata de un reloj dedicado, en el que no 
interviene ningún otro proceso. 
4.4.2. CPU clock 
 
El reloj de la CPU, sin embargo, va a bastante más frecuencia, en nuestro caso a 2200 MHz, con 
lo cual esperamos obtener mayor precisión al disponer de más resolución. En cambio, 
esperamos que tenga una menor estabilidad, ya que en parte está marcado por los procesos 
del sistema operativo. 
4.4.3. Comportamiento de los relojes 
 
Aunque creemos que cada reloj nos puede aportar unas ventajas por separado, lo cierto es 
que en el fondo, van a estar bastante relacionados, ya que estamos midiendo el mismo evento 
con ambos, y en el propio evento intervienen los dos. 
(a) En primer lugar, los eventos que vamos a capturar (transmisión y recepción de 
paquetes WLAN) ocurren en la tarjeta WLAN, con lo cual, en última instancia, 
dependen del reloj de la tarjeta, ya que aunque estos eventos podrían ocurrir en 
cualquier instante de tiempo, sólo serán capturados y transmitidos por la tarjeta en 
ciertos momentos discretizados. Esto parece indicar que aunque la tarjeta tenga una 
menor precisión, al ser la que discretiza los eventos, no se podrá conseguir una 
resolución menor que la que proporcione. 
(b) La captura de un evento WLAN provoca una interrupción hardware en el sistema 
operativo, que es tratada por el handler general, y a continuación por el específico del 
driver utilizado, que es donde se captura la medida temporal. Aunque se supone que 
una interrupción tiene prioridad máxima, no podemos saber el instante exacto en el 
que se tratará la interrupción, y ese retardo en atenderla depende del sistema 
operativo, que está gobernado por el reloj de la CPU. 
En conclusión, parece que el evento de la captura del time-stamp está marcado por ambos 
relojes. Nuestro objetivo es ver cómo influye cada uno, y ver si podemos reducir el error 
combinándolos, o si por el contrario el uso de ambos relojes no nos proporciona ningún 
beneficio. 
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4.5. Driver utilizado 
 
Para poder desarrollar la aplicación nos hemos decantado por el uso del driver Madwifi [43]. 
Madwifi es el acrónimo para Multiband Atheros Driver for Wireless Fidelity, un driver 
desarrollado para Linux compatible con las tarjetas basadas en un chipset Atheros. Hemos 
elegido este driver porque es de los drivers para Linux que es compatible con más tarjetas 
wireless, y también porque es de código abierto, excepto en la capa HAL, que es propietaria y 
se distribuye en formato binario. 
Este driver nos proporciona compatibilidad total con Linux, ya que ha sido desarrollado para su 
uso con ese sistema operativo, y aparte nos da soporte para la API Wireless extension, que 
permite la configuración del dispositivo con los comandos habituales de Linux (ifconfig, 
iwconfig, iwlist,…). 
Para nuestro proyecto, lo que haremos será modificar el código de este driver para poder 
hacer las capturas de los timestamps del envío y la recepción de tramas MAC para obtener los 
RTT, para después poder procesarlos. 
Esperamos intentar minimizar el efecto del PC en las medidas, o al menos eliminar todo el 
efecto que podamos controlar. Para ello, intentaremos hacer la captura de tiempo lo más 
pronto posible dentro del tratamiento de la interrupción. 
4.6. Diseño 
 
Antes de pasar a explicar cómo hemos desarrollado la aplicación, vamos a hacer algunos 
comentarios del diseño de la misma. 
En primer lugar, el método que utilizamos para calcular las distancias es el TOA, pero no 
obtenemos el TOA directamente, si no que obtenemos el RTT y a partir de él conseguimos el 
TOA. Lo hacemos así porque de esta manera no dependemos de sincronizaciones con otros 
aparatos, ya que el RTT se calcula con los datos disponibles en la propia máquina. 
La forma que tenemos de obtener el RTT es con los paquetes de datos que enviamos y la 
respuesta ACK que nos envía el Access point. Hemos visto las posibilidades de que disponemos 
en el  apartado 4.1, y nos decantamos por el uso del ACK porque éste es obligatorio dentro del 
estándar, mientras que el uso del RTS/CTS no está definido como obligatorio.  
Ya hemos insistido bastante en temas anteriores, pero volvemos a comentar que la solución 
que escogemos es software ya que es más sencilla de implementar y aparte se puede utilizar 
en cualquier entorno, sin necesidad de adaptarlo. 
Y por último, al tratarse de una solución software, como queremos minimizar el impacto del 
hecho de capturar los eventos mediante software en vez de directamente en el hardware, 
debemos utilizar un driver abierto como el que acabamos de ver, que nos permita capturar los 
eventos en el primer instante en que se recibe el paquete, y no tener que esperar a otro 
momento, lo que nos introduciría mucho más error.  
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5. Aplicación realizada 
 
En este capítulo explicaremos cómo hemos implementado las opciones nombradas en el 
capítulo anterior, y como hemos desarrollado la aplicación de localización. De esta manera, se 
podría reproducir el entorno en el que se han realizado las pruebas, por si se quisiera proseguir 
con la investigación, o comprobar algunos resultados.  
5.1. Entorno de trabajo 
 
Como hemos expuesto en el capítulo anterior, queremos realizar una aplicación que sirva para 
cualquier entorno, intentando obtener buenos resultados para entornos indoor. Para 
comprobarlo, realizaremos medidas en diferentes entornos, desde outdoor a indoor “normal” 
(interior de un edificio común), pasando por ciertos escenarios “extremos”, como la cámara 
anacoica, para intentar ver cuál es el efecto del sistema en un entorno en el que no hay 
rebotes de señal, o un caso indoor de un pasillo de hasta 70 m, en el que suponemos que hay 
mayor rebote de señal, y por tanto mayor posibilidad de error. 
Como equipo de pruebas utilizaremos: 
• Un ordenador Dell Latitude D630, con procesador Intel Core 2 
Duo a 2200 MHz, montado con una tarjeta PCMCIA WLAN 
Netgear 108 Mbps WG511T. Utilizamos una distribución Ubuntu 
8.04 Hardy que utiliza el kernel de Linux 2.6.24-19. Le hemos 
puesto una tarjeta Netgear porque la que traía por defecto no 
era compatible con el driver Madwifi, ya que no llevaba un chipset Atheros. Este es el 
equipo en el que está desarrollada la aplicación, y el que se utiliza para realizar todas 
las medidas. 
 
• Un Access point D-Link DWL-2000AP+. Éste es el Access point 
utilizado para realizar las medidas.  
 
Para las pruebas de cálculo de distancia hemos utilizado únicamente un Access point, para 
conseguir un buen estimador de distancias. Cuando hemos obtenido un estimador adecuado, 
para calcular la posición utilizaremos tres Access points distribuidos por la sala de estudio. 
Para realizar el posicionamiento hemos utilizado Access points de la marca D-Link como el 
mencionado anteriormente, y también de la marca Linksys como el que se detalla a 
continuación. 
• Access point Linksys Wireless-G Access point WAP54G. Access point 
utilizado para realizar el posicionamiento conjuntamente con los 
access points D-Link.  
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5.1.1. Configuración de la tarjeta WLAN 
 
Aparte de la modificación del driver, que se explica más adelante, es necesario hacer cierta 
configuración previa en la tarjeta. Estos comandos se ejecutarán una única vez, antes de 
empezar a hacer las pruebas o de posicionar el terminal, ya que preparan la tarjeta WLAN para 
que podamos realizar correctamente las estimaciones. Se trata de forzar ciertos parámetros 
para que el comportamiento de la tarjeta sea más conocido, y para que funcione la aplicación.  
Para poder realizar correctamente las medidas, tenemos que poner la tarjeta en modo 
promiscuo, para que pueda capturar tanto los paquetes que recibe como los que envía. Esto se 
consigue con el siguiente comando: 
 sudo ifconfig ath0 promisc 
El siguiente paso consiste en fijar la velocidad de transmisión de la tarjeta. Esto es necesario 
porque si no, no podemos controlar la velocidad de transmisión, y el error se incrementa 
exponencialmente. Esto lo hacemos con el siguiente comando: 
 sudo iwconfig ath0 rate 11M fixed 
Hemos decidido fijar la velocidad de transmisión a 11 Mbps, ya que es una velocidad que 
alcanza bien las distancias con las que trabajamos, y aparte es la velocidad más alta que aún 
funciona según el protocolo 802.11b. 
5.1.2. Configuración del Access point 
 
La configuración del Access point es sencilla. Solo tenemos que ponerle un nombre BSSID para 
poder identificarlo luego desde la aplicación, y darle una dirección IP. Para facilitar las cosas, 
hemos decidido poner a todos los Access points utilizados la misma dirección IP. Esto nos 
permite tener una dirección de Gateway fija, lo que facilita la aplicación de localización, ya que 
lo único que tendremos que hacer será cambiar entre los Access points, pero no deberemos 
preocuparnos de cambiar la dirección IP de cada Access point. 
5.2. Configuración del sistema operativo 
 
A continuación explicamos cómo se ha preparado el equipo en cada caso para realizar las 
pruebas. Para cada configuración exponemos cuáles son los pasos a realizar para preparar el 
sistema operativo, y cuáles son los comandos específicos que hay que ejecutar. Los comandos 
a ejecutar para configurar la tarjeta WLAN se pueden ejecutar antes o después de los 
específicos de cada configuración de sistema operativo, ya que no se afectan entre sí. 
5.2.1. Configuración básica: Ubuntu sin cambios 
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Ésta es la configuración base, la que se obtiene al instalar el sistema operativo. Por lo tanto, no 
se aplica ningún cambio en la configuración, se trata solo de los comandos que se ejecutan al 
arrancar el sistema para prepararlo para la aplicación. 
Los comandos aplicados son los siguientes: 
 su 
 echo 0 > /sys/devices/system/cpu/cpu1/online 
 exit 
 sudo cpufreq-selector –g performance 
El primero, su, es para entrar en modo superuser, para poder modificar los ficheros de 
sistema. El segundo comando desactiva la CPU 1, ya que el equipo que usamos tiene un 
procesador Dual Core, pero si aprovechamos los dos núcleos, empeoran mucho los resultados. 
Éste comando escribe en un fichero de sistema, por eso debe ejecutarse en modo superuser. A 
continuación hacemos un exit para volver a modo usuario, y entonces ejecutamos el último 
comando para fijar la frecuencia de la CPU a la máxima, ya que si no podría no ser fija, al tener 
diferentes niveles de trabajo el procesador. 
5.2.2. Configuración Real-Time Linux 
 
Como hemos explicado en el apartado 4.3.2, para convertir el sistema operativo a tiempo real 
existe un patch creado por los desarrolladores de Linux, que se aplica directamente sobre el 
código fuente de Linux, y recompilando el kernel obtenemos el sistema con las características 
deseadas. Pero no es necesario hacer esto en nuestro caso, ya que tenemos una distribución 
Ubuntu, y ya han desarrollado un patch específico para Ubuntu [44]. 
Así que para convertir nuestro sistema en un RTOS, lo que tenemos que hacer es descargar las 
librerías desarrolladas para nuestra distribución. Esto lo hacemos con los siguientes comandos: 
 sudo apt-get install linux-rt 
Al instalar este paquete ya se descargan las librerías extra que se necesitan. Después de 
instalarlo, reiniciamos el ordenador y ya arrancará con la nueva configuración. 
Para utilizar esta configuración, debemos hacer lo mismo que en el caso anterior, es decir: 
 su 
 echo 0 > /sys/devices/system/cpu/cpu1/online 
 exit 
 sudo cpufreq-selector –g performance 
Si queremos cambiar la prioridad de nuestro proceso, podemos utilizar el comando nice o el 
comando chrt. Su funcionamiento viene explicado en [45], una página que tiene toda la 
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información del manual de Linux (comando man). Utilizando el siguiente comando podemos 
modificar la prioridad de un thread: 
 chrt –f –p $PRIO $PID 
Si ponemos como $PRIO el valor 50 (que es la prioridad que asigna el patch RT-Preempt a los 
handlers de las interrupciones) y en $PID el pid del proceso al cual queremos modificar su 
prioridad, tendremos que nuestro proceso tendrá la misma prioridad que una interrupción, 
eso sí, siguiendo una política fifo. Si no disponemos del comando chrt instalado en nuestra 
distribución, sólo tenemos que hacer el apt-get correspondiente. Para obtener el pid del 
proceso que queremos modificar, basta con hacer ps ax y buscarlo en la lista. 
5.2.3. Configuración con ACPI desactivado 
 
La configuración que queda por explicar es la realizada a partir de la recompilación del kernel 
de Linux.  Como indicamos en el apartado 4.3.3, la opción que desactivamos a recompilar el 
kernel es el sistema ACPI. A continuación explicamos cómo se puede recompilar el kernel. 
• En primer lugar, para poder modificar el código del núcleo de Linux, tenemos que 
descargarnos el código fuente.  El código fuente se descarga en un fichero 
comprimido, por lo tanto tenemos que descomprimirlo para poder trabajar con él. 
• A continuación, creamos el fichero de configuración del kernel, ejecutando make 
menuconfig o make xconfig. 
• Posteriormente, hemos de crear la imagen del núcleo e instalarla. 
En el Anexo 1 está explicado más a fondo el proceso de compilación y personalización del 
kernel de Linux. 
Al modificar el kernel y desactivar el sistema ACPI, esto ya nos desactiva la segunda CPU, y nos 
deja el ordenador con una única CPU, con lo cual ya no será necesario desactivar la otra CPU 
para que no afecte a las medidas. Lo mismo sucede con la selección de frecuencia, ya que con 
el ACPI desactivado también queda fijada a su valor máximo. Entonces, con esta configuración 
únicamente deberemos ejecutar los comandos de configuración de la tarjeta WLAN para poder 
empezar a tomar las medidas. 
5.3. Reloj de referencia 
 
En el apartado 4.4 hemos presentado los dos relojes disponibles para utilizar a la hora de 
calcular los RTTs. Ahora explicaremos cómo se realiza la lectura en cada uno de ellos.  
5.3.1. WLAN clock 
 
Para realizar la lectura del reloj WLAN utilizamos la siguiente función: 
 wlan_clocks = ath5k_hw_reg_read(sc,AR5K_PROFCNT_CYCLE); 
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Esta función viene proporcionada por el driver Madwifi. Pero aun así, para poder utilizarla 
hemos de incluir la librería en la que se define la llamada y las constantes que utiliza, haciendo: 
 #include "reg.h" 
Con esta llamada hacemos la lectura del registro que guarda el reloj de la tarjeta. Esto nos 
devuelve un entero de 32 bits, que guardamos en una variable de tipo unsigned int, u_int32_t. 
En comparación con el reloj de la CPU, la tarjeta no necesita tener dos registros para guardar 
su valor de reloj, ya que funciona a una frecuencia mucho más baja que la de la CPU (44 MHz). 
5.3.2. CPU clock 
 
Para leer el reloj de la CPU utilizamos la llamada rdtsc(). El reloj del sistema (TSC, Time Stamp 
Counter) es un contador interno que se incrementa a cada ciclo de reloj y que cuenta los ciclos 
de reloj transcurridos desde la última vez que se inició el sistema. El TSC está formado por los 
registro EAX y EDX, colocados de la forma EDX:EAX, de manera que utiliza 64 bits para guardar 
su valor. En el registro EDX están los 32 bits de mayor peso, y en el EAX están los 32 bits de 
menor peso. 
Linux nos proporciona varias formas de leer el TSC. A continuación mostramos algunas de 
ellas: 
 
Figura 5.1 Llamadas para leer el registro TSC 
En nuestra aplicación utilizaremos la llamada rdtscl(low), que nos devuelve los 32 bits de 
menor peso del TSC. Para nuestros cálculos ya es suficiente con este valor, ya que si 
calculamos la capacidad del registro, nos da: 
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Ecuación 5.1 Capacidad del registro TSC 
Dado que las medidas de RTT que tomaremos serán del orden de los µs-ms (alrededor de 100-
200 µs), nos sobra con el rango que nos proporcionan los 32 bits de menor peso del TSC. 
La llamada la realizaremos de la siguiente manera: 
 rdtscl(clocks); 
#define rdtsc(low,high) \ 
     __asm__ __volatile__("rdtsc" : "=a" (low), "=d" (high)) 
 
#define rdtscl(low) \ 
     __asm__ __volatile__ ("rdtsc" : "=a" (low) : : "edx") 
 
#define rdtscp(low,high,aux) \ 
     __asm__ __volatile__ (".byte 0x0f,0x01,0xf9" : "=a" 
(low), "=d" (high), "=c" (aux)) 
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En la variable clocks guardaremos el valor de los 32 bits de menor peso del TSC. clocks será una 
variable de tipo entero sin signo, u_int32_t. 
5.4. Modificación del driver 
 
En este punto explicaremos las modificaciones introducidas en el driver para poder capturar 
los RTT. Éste es uno de los puntos clave de la aplicación, ya que de él depende que 
obtengamos unos resultados mínimamente afectados por la gestión de procesos del sistema 
operativo. 
El objetivo de modificar el código del driver es intentar obtener la captura del timestamp de las 
tramas MAC lo más pronto posible dentro del tratamiento de la interrupción por parte del 
sistema operativo. Queremos intentar que pase el menor tiempo entre el momento en que la 
tarjeta envía la trama de datos de nivel MAC o recibe el ACK y el momento en que el driver 
captura el tiempo. 
Vamos a recordar un poco cómo funcionan las interrupciones en Linux. Linux guarda en una 
tabla la información relativa a todas las interrupciones que tiene programadas. Cuando recibe 
una interrupción hardware, va a esa tabla a buscar cuál es el tratamiento que debe darle. Ese 
tratamiento lo hace en la función llamada handler, que tiene una parte común para todas las 
interrupciones (la de buscar el código concreto), y otra parte específica para cada driver, para 
saber el tratamiento posterior. En esta fase se desactiva la interrupción, y posteriormente se 
hace el tratamiento concreto para la interrupción como si fuese un thread más, pero de mayor 
prioridad. En el gráfico siguiente podemos ver esto que hemos comentado. 
 
Figura 5.2 IRQ descriptors [46] 
En la Figura 5.2 se muestra el comportamiento explicado anteriormente, a través de los 
irq_descriptors. El funcionamiento del tratamiento de interrupciones en Linux está mejor 
explicado en [46]. A continuación mostramos otra figura en la que se puede apreciar ese 
tratamiento de interrupciones, pero esta vez en formato más comprensible, explicado cómo 
afecta a la ejecución del código. 
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Figura 5.3 Ejecución de código durante una interrupción. [47] 
En la Figura 5.3 se muestra mejor el comportamiento para lo que queremos hacer nosotros. En 
ella se ve cómo cuando llega la interrupción, se ejecuta el handler para tratarla 
inmediatamente, y encola en la task_queue de Linux el tratamiento específico para la 
interrupción. A continuación devuelve el control a la tarea en la que estaba anteriormente, y 
luego se encarga el sistema operativo, mediante su política de asignación de CPU y las 
prioridades de las tareas, de ejecutar el código específico del driver. 
5.4.1. Captura del timestamp 
 
Para minimizar el efecto de la gestión de procesos del procesador, hemos decidido hacer la 
captura del tiempo en el primer punto posible, esto es, cuando entra al handler del driver. Lo 
que hacemos es capturar el valor del reloj, y posteriormente lo guardamos en una variable si 
es de nuestro interés. Pero la parte más prioritaria es la captura, y eso lo hacemos nada más 
entrar al driver, así nos aseguramos que el efecto de la gestión del procesador sea el mínimo. 
Introducimos las llamadas al registro del reloj de la CPU y de la tarjeta WLAN en el handler de 
la interrupción, como se muestra en la Figura 5.4. 
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Figura 5.4 Código de captura del reloj de la CPU y de la tarjeta. 
En este punto únicamente estamos guardando en una variable el valor del registro TSC de la 
CPU o del de la tarjeta en el momento de darse una interrupción. Hemos de notar que, en el 
punto en el que se realiza la captura, aún no se ha tratado la interrupción, por lo tanto 
estamos leyendo siempre estos registros. Más adelante tenemos que tratar la interrupción, y si 
es necesario, guardar el valor del registro. 
Lo que hacemos es modificar ligeramente el código del driver, cambiando las flags, para hacer 
que cuando la tarjeta reciba un paquete genere automáticamente una interrupción de 
transmisión, y así guardaremos siempre las capturas en la función de transmisión. Esto lo 
hacemos con la siguiente instrucción en la función ath_tx_start: 
 flags|=HAL_TXDESC_INTREQ;//immediate H/W interrupt 
Entonces, en resumen, la modificación del driver que hemos hecho es: 
• Capturamos el reloj de la CPU y de la tarjeta en el primer punto en que se puede 
hacer. 
• Guardamos los valores en una estructura, manteniendo dos capturas,  la que 
acabamos de hacer y la anterior, cuando se trata de una interrupción de transmisión. 
Como hemos dicho antes, modificamos el driver para que lance una interrupción de 
transmisión también cuando se trata de una recepción. 
• Controlamos si ha habido reenvíos del paquete, debidos por ejemplo a una colisión en 
el medio, para descartar esa medida, ya que será bastante más elevada. 
• Finalmente, en la función de tratamiento de la recepción ath_rx_tasklet comprobamos 
si el paquete recibido es un ACK dirigido a nuestra maquina, y en caso favorable, 
calculamos el tiempo de RTT restando los valores guardados de los registros, y los 
“publicamos” mediante la función printk, para poder capturarlos posteriormente y 
tratarlos a más alto nivel. Esto lo explicamos a continuación. 
/* 
 * Interrupt handler.  Most of the actual processing is deferred. 
 */ 
irqreturn_t 
#if LINUX_VERSION_CODE >= KERNEL_VERSION(2,6,19) 
ath_intr(int irq, void *dev_id) 
#else 
ath_intr(int irq, void *dev_id, struct pt_regs *regs) 
#endif 
{ 
 struct net_device *dev = dev_id; 
 struct ath_softc *sc = dev->priv; 
 struct ath_hal *ah = sc->sc_ah; 
 HAL_INT status; 
 int needmark; 
 
//////////////////////////////////////////////  
 rdtscl(clocks); 
 wlan_clocks = ath5k_hw_reg_read(sc,AR5K_PROFCNT_CYCLE); 
//////////////////////////////////////////////  
48 
 
Para comprobar que la respuesta es un ACK tenemos que mirar la cabecera MAC del mensaje 
recibido. En la siguiente figura vemos como es esta cabecera.
Figura 5.5 Cabecera de trama MAC 
Para detectar un paquete ACK tenemos que mirar los campos 
tiene que llevar el valor control
que la dirección MAC del destinatario sea la nuestra
modo promiscuo. 
5.4.2. Extracción de datos
 
Para poder utilizar los valores capturados en el driver por la aplicación que calculará la 
posición, debemos pasárselos. El problema es que el driver se ejecuta en modo kernel, y la 
aplicación corre en modo usuario. Por lo tanto, disponemos de tres maneras de comunicar 
datos entre ellas.  
Una es a través de pipes, pero no se puede hacer ya que el driver no es ningún thread que se 
esté ejecutando en el procesador, sino que es un módulo que sólo se ejecut
requieren. Entonces no hay manera de establecer una pipe entre los dos componentes.
Otra manera es mediante ficheros. Este método sería factible si no nos importase el tiempo 
que tarda en escribir en el fichero. Pero en nuestro caso es muy impo
podría perder, ya que en la ejecución de una interrupción interesa perder el mínimo tiempo 
posible. Aparte del tiempo, están los posibles problemas asociados al tratamiento de ficheros, 
como errores en la apertura o en la escritura,
fichero,… 
Finalmente, la opción que hemos tomado
función printk. Esta función se utiliza de manera similar a la función 
diferencia de que en el caso de 
 
type y subtype
 y el campo subtype el valor ACK. Aparte hemos de comprobar 
, ya que hemos configur
 
rtante el tiempo que se 
 acceso de más de un thread a la vez al mismo 
 es la de lanzar mensajes de kernel mediante la 
printf
printk se pueden asignar diferentes prioridades a los mensajes.
 
. El campo type 
ado la tarjeta en 
a cuando lo 
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Un ejemplo de uso sería: 
printk(KERN_WARNING "Esto es un mensaje de alerta\n"); 
En la cabecera include/linux/kernel.h están descritos los 8 niveles de prioridad definidos para la 
función. A continuación mostramos los 8 niveles disponibles, con una breve descripción de 
cada uno. Más información al respecto se puede encontrar en [48]. 
• KERN_EMERG - Usados para mensajes en situaciones de emergencia, generalmente 
son los que preceden a una caída del sistema, un “crash”. Un ejemplo puede ser la 
siguiente línea, cuyo mensaje nos resulta familiar: printk(KERN_EMERG "Kernel panic - 
not syncing: %s\n",buf);  
• KERN_ALERT - Se mostrará un mensaje con este nivel cuando sea necesaria una acción 
inmediata. Por ejemplo: printk(KERN_ALERT "raid1: Disk failure on, disabling 
device!"\n" ); 
• KERN_CRIT - Condiciones críticas, con frecuencia relacionadas con problemas de 
hardware.  
• KERN_ERR - Usada para mostrar condiciones de error detectadas.  
• KERN_WARNING -Situaciones que no necesariamente derivan en un error, pero 
conviene avisar de una situación propensa a ello.  
• KERN_NOTICE - Situaciones normales que se quieren hacer notar por cualquier motivo, 
como condiciones de seguridad.  
• KERN_INFO - Mensajes informativos comunes, como los mostrados al cargar los 
drivers, detecciones de hardware, cambios de estado, en definitiva, lo que desee el 
desarrollador.  
• KERN_DEBUG - La usamos cuando los mensajes son de depuración, no en la versión de 
producción.  
Para nuestra aplicación utilizaremos el nivel KERN_EMERG, ya que es el nivel más prioritario, y 
nos interesa que se produzca el mínimo retraso para que no interfiera en la captura de datos. 
Para poder capturar los mensajes utilizamos el daemon syslogd [49]. Este daemon es el 
encargado de guardar informes sobre el funcionamiento de la máquina. El daemon se lanza 
automáticamente al arrancar el sistema operativo, y se encarga de recibir los mensajes 
lanzados desde diferentes partes del sistema y tratarlos según se le ha descrito en su fichero 
de configuración, /etc/syslog.conf. 
Lo que tenemos que hacer es definir el tratamiento que queremos hacer de nuestros 
mensajes. A continuación mostramos un ejemplo de fichero de configuración para syslogd. 
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Figura 5.6 Fichero de configuración syslog.conf 
Las entradas de este fichero se separan en dos partes: el campo de selección y el campo de 
acción. El campo de selección indica de qué dispositivo queremos capturar el mensaje, y de 
qué prioridad. El campo de acción nos dice qué hacer con los mensajes que cumplan las 
características seleccionadas. Podemos escribirlos en un fichero, enviarlos a algún dispositivo, 
como por ejemplo la pantalla, o directamente descartarlos enviándolos a /dev/null. 
En nuestro caso, lo que hacemos es capturar nuestros mensajes (kern.emerg) ya que los 
definimos como de prioridad máxima, y los lanzamos desde el núcleo, y los enviamos a un 
fichero que hemos creado expresamente para capturar los datos y posteriormente poder 
analizarlos. Lo hacemos insertando la siguiente línea en el fichero syslog.conf: 
 kern.emerg   /home/upc/test/result.log 
Esta línea la podemos poner en cualquier punto del fichero, ya que las reglas de este daemon 
no son excluyentes, sino que ejecuta todas las que cumplen las condiciones. Así, si hay alguna 
otra regla que cumpla con el mensaje kern.emerg, también se ejecutará. Pero esto no nos 
afecta, ya que lo que nosotros queremos, que es capturar los mensajes, ya lo hemos hecho. 
 
Figura 5.7 Ejemplo de los mensajes que envía el kernel 
De esta manera, ya tenemos los datos disponibles para poder utilizarlos a la hora de calcular la 
distancia. En el Anexo 3 tenemos todas las modificaciones realizadas en el driver. 
5.5. Tratamiento de los datos 
 
En este apartado distinguiremos dos aplicaciones diferentes, aunque en el fondo una de ellas 
contiene a la otra. Estas aplicaciones son la de localización del dispositivo respecto a un Access 
point (calcular la distancia), y el posicionamiento del dispositivo dentro de una red de Access 
points. Es cierto que para poder posicionar el dispositivo primero tenemos que localizarlo 
respecto a cada Access point utilizado para posicionar, pero ya que el tratamiento de la 
información es diferente en cada caso, los analizaremos por separado. 
[  274.802101] CPU clocks=590106 *    [  274.827667] CPU clocks=591569 *  
[  274.853233] CPU clocks=593219 *    [  274.878799] CPU clocks=592284 *  
[  274.904365] CPU clocks=591646 *    [  274.929931] CPU clocks=592735 *  
# Copyright (c) 1991-1993, by Sun Microsystems, Inc. 
# 
# syslog configuration file. 
# 
# This file is processed by m4 so be careful to quote (`') names 
# that match m4 reserved words.  Also, within ifdef's, arguments 
# containing commas must be quoted. 
# 
*.err;kern.notice;auth.notice   /dev/console 
*.err;kern.debug;daemon.notice;mail.crit /var/adm/messages 
 
*.emerg      * 
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5.5.1. Aplicación para calcular la distancia 
 
En primer lugar presentamos la aplicación que calcula la distancia entre el dispositivo y el 
Access point. Como hemos comentado anteriormente en 3.2 el sistema utilizado para calcular 
la distancia se basa en el cálculo del RTT. Como se trata de un proceso aleatorio, ya que 
intervienen tanto la transmisión a través de un medio aleatorio (el aire) como el tratamiento 
de los mensajes dentro del Access point y del procesador, necesitaremos hacer varias capturas 
para poder calcular los valores estadísticos y así estimar el valor real del RTT. 
Para estimar el valor del RTT hemos utilizado la función ping. Con este comando se envían 
paquetes echo request y echo reply. El comportamiento de la comunicación es el siguiente: al 
ejecutar el comando ping se genera un paquete echo request que se envía al destinatario. El 
destinatario responde con un paquete echo reply. Pero el paquete que nos interesa capturar a 
nosotros no es el echo reply, sino el ACK que genera automáticamente al recibir el paquete 
echo request. Entonces, para no tener tráfico que no necesitamos, desactivamos la respuesta 
del ping, ya que para calcular el RTT sólo necesitamos el ACK. 
Como se trata de un proceso aleatorio, para poder estimar el valor necesitamos tener varias 
medidas. Para realizar este estudio, hemos decidido fijar el número de capturas en 1000. Para 
realizar estas capturas, ejecutamos el siguiente comando: 
 ping 192.168.0.50 -i 0.1 -s 0 -c 1000 -W 0.0005 
Los parámetros que le pasamos al comando ping son, en primer lugar, la dirección IP de 
destino del ping. Como hemos dicho en el apartado 5.1.2 hemos configurado todos los Access 
points con una única IP, así el comando ping será el mismo para todos, y no tendremos que 
modificar nada cuando hagamos un cambio de Access point.  
El siguiente parámetro, -i 0.1, indica el intervalo de tiempo que pasa entre pings sucesivos. 
Este valor está por defecto a 1 segundo, pero eso retrasaría demasiado las pruebas. Sin 
embargo, si lo ponemos demasiado pequeño, también puede dar problemas, ya sea porque el 
timeout se vuelve demasiado grande en relación al intervalo, o porque satura el procesador y 
éste ejecuta políticas de contención. Por eso, ponemos un intervalo entre envíos de 100 ms 
(0.1 s, el valor que indicamos). Pero en el caso de que quisiéramos reducir el tiempo necesario, 
podemos utilizar la opción -f (flood) en vez de -i para definir el intervalo entre paquetes, lo que 
haría que se enviase el nuevo paquete nada más recibir la confirmación del anterior. 
A continuación indicamos la longitud del paquete que enviamos. Como lo que nos interesa es 
el RTT, no nos preocupa el contenido del paquete. Sin embargo, sabemos que si el paquete es 
más grande, tardará más en enviarse, y por lo tanto nos aumentará el tiempo RTT. Por ello, 
decidimos que el tamaño del paquete sea 0 (-s 0), lo que significa que el paquete estará 
formado solamente por las cabeceras, y no llevará ninguna información, que por otro lado, 
tampoco nos interesaba al tratarse de un paquete echo request. 
Los dos últimos parámetros indican la cantidad de paquetes a enviar el primero (-c 1000), que 
serán 1000 como ya hemos dicho, y el timeout que fijamos el segundo (-W 0.0005), que fija el 
timeout a 500 µs. 
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La llamada al comando ping está incluida dentro del script de localización, que se encuentra en 
el Anexo 4. Este script es el encargado de calcular la distancia del dispositivo al punto de 
acceso. Lo que hacemos es abrir el fichero en el que se guardan las capturas de datos y 
guardar un puntero al punto en el que se encuentra. A continuación ejecutamos el comando 
ping, y cuando éste acaba, abrimos de nuevo el log de capturas y recogemos todos los datos 
del ping. Estos datos los extraemos del log para crear una tabla con los RTT, y posteriormente 
recortamos las medidas erróneas y procedemos a calcular el RTT estimado, y con él la distancia 
entre el dispositivo y el Access point. 
Para poder calcular el TOA, hemos calculado previamente el valor del RTT a distancia 0, para 
tener la referencia a la hora de calcular las distancias. Hemos comprobado que este valor no se 
ve afectado por el entorno prácticamente, más bien lo que le afecta son los dispositivos 
utilizados. Por lo tanto para obtenerlo basta con tomar una serie de medidas al principio para 
estimar el valor, y luego ya sirve para prácticamente cualquier entorno. 
5.5.2. Aplicación de posicionamiento 
 
Para calcular la posición de nuestro objetivo necesitamos tener la distancia a tres Access points 
diferentes. Acabamos de ver como se calcula la distancia a cada Access point, pero falta saber 
como cambiar de Access point. 
Para hacer el cambio de Access point, lo primero que hacemos es definir la misma dirección IP 
para todos, de manera que el cambio es más sencillo, ya que no implica modificar la dirección 
IP del terminal. Para realizar el cambio de AP utilizamos la función wpa_supplicant. Veamos un 
ejemplo de cómo utilizar esta llamada. 
sudo wpa_supplicant -iath0 -Dmadwifi -c /home/upc/ap1.conf 
En el fichero ap1.conf tenemos definida la configuración para el Access point. Tenemos un 
ejemplo en la Figura 5.8, donde vemos que en nuestro caso los datos básicos que necesitamos 
son el ESSID del AP y conocer su encriptación. 
 
Figura 5.8 Fichero de configuración de un AP para la instrucción wpa_supplicant 
El funcionamiento del script de cambio de Access point es el siguiente: en primer lugar 
buscamos cual es el Access point actual listando todos los procesos que hay en Linux, y 
### wpa_supplicant.conf file ### 
ctrl_interface=/home/upc/wpa_ap1 
ctrl_interface_group=0 
eapol_version=1 
ap_scan=1 
fast_reauth=1 
 
##network## 
network={ 
  ssid="pfc-test1" 
  key_mgmt=NONE 
} 
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buscando la instancia de wpa_supplicant. Entonces eliminamos esta instancia, ya que no 
puede haber dos a la vez, y para conectarnos a otro AP necesitamos una ejecutar el comando 
de nuevo. Después de eliminar la instancia actual de wpa_supplicant, dejamos un pequeño 
intervalo de espera, para asegurar que la desconexión se hace correctamente, y 
posteriormente ejecutamos el nuevo comando, tal y como hemos visto en el ejemplo anterior. 
Esto nos conecta al nuevo Access point, y a partir de ese momento, si dejamos pasar también 
otro intervalo de esperar para permitir la conexión completa, ya podremos empezar a 
comunicarnos con el nuevo AP, y calcular la distancia hasta él. En el Anexo 5 tenemos el código 
que hace esta función. 
En nuestro estudio los ficheros de configuración estaban ya preparados al tratarse de un 
entorno cerrado, pero en cualquier otro caso esos ficheros se podrían generar 
automáticamente. Solo necesitamos hacer un escaneado de las redes disponibles, y utilizar las 
tres que mayor calidad de señal tengan. 
Teniendo las tres distancias a sendos Access points, para calcular la posición sólo hace falta 
saber la posición de cada Access point, y después utilizando un algoritmo típico de trilateración 
como es el de Newton podemos calcular nuestra posición.  
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6. Resultados 
 
En este capítulo mostraremos todos los resultados que hemos obtenido en las diferentes 
pruebas que hemos hecho. Entre ellos, mostraremos los resultados del prototipo de 
localización, que es la consecuencia de todo el trabajo anterior. 
6.1. Evaluación del sistema 
 
En primer lugar, antes de evaluar el prototipo para calcular la posición, hemos probado las 
alternativas de diseño que habíamos propuesto. Antes de poder desarrollar a fondo el 
localizador tenemos que comprobar cuál es la mejor configuración para nuestros intereses, y 
también estudiar los relojes de la CPU y de la tarjeta para ver cual es más adecuado para 
nuestra aplicación. 
Posteriormente, con esas variables ya decididas, hacemos el estudio completo del prototipo, 
estudiando su comportamiento en diferentes entornos, a diferentes distancias y comprobando 
su estabilidad. 
6.2. Configuración del sistema operativo 
 
Antes de poder desarrollar la aplicación de localización, tenemos que decidir cuál es la 
configuración que mejores resultados nos proporciona. Para esto, hemos probado en 
diferentes situaciones todas las posibilidades de configuración, para poder compararlas entre 
sí y poder llegar a conclusiones correctas. 
Hemos utilizado escenarios indoor y outdoor a diferentes distancias para realizar las pruebas. 
Como equipo hemos utilizado el portátil y un Access point D-Link. 
6.2.1. Real-Time Linux 
 
La primera configuración que comentaremos es la del Real-Time Linux. De esta configuración 
esperábamos obtener buenos resultados, aunque no fuesen los mejores, pero nos hemos 
encontrado con que al intentar aplicar la configuración completa (con la desactivación del 
segundo procesador y forzando la frecuencia a la máxima) no se podía ejecutar la aplicación, 
ya que la gestión de procesos asignaba el thread correspondiente al handler de la interrupción 
de la tarjeta WLAN a la segunda CPU, y al desactivarla se perdía y no capturaba los mensajes. 
Previamente, en las pruebas realizadas comparando la configuración RT con la configuración 
básica, vimos que con la configuración RT se obtenían resultados ligeramente mejores que con 
la configuración básica, pero esto era antes de desactivar el segundo procesador, que resultó 
ser una importante fuerte de dispersión. 
Consideramos que la configuración RT no es la más adecuada para nuestro planteamiento, ya 
que teóricamente no nos aporta ninguna gran ventaja respecto a otras configuraciones, y sin 
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embargo puede resultar ser un hándicap para el uso posterior del prototipo. Si obviamos los 
resultados obtenidos con ella, con los problemas que nos hemos encontrado, vamos a ver por 
qué hemos dicho que no nos sería rentable haber usado el sistema RT. 
Si lo pensamos desde el punto de vista de lo que hace nuestra aplicación, lo que estamos 
haciendo es capturar tramas MAC en la tarjeta WLAN, y el primer tratamiento que hacemos, 
que es el que realmente nos interesa que pierda el mínimo tiempo, es en el handler de 
tratamiento de la interrupción, en el primer punto, y esto se supone que es de los procesos 
que tienen máxima prioridad. Aunque utilizando el sistema RT se pueden modificar las 
prioridades de los procesos, esto está pensado principalmente para procesos que 
normalmente tienen una prioridad menor, y por lo tanto se pueden ver interrumpidos por los 
procesos de sistema. En cambio, en nuestro caso, al tratarse de una interrupción, es más 
complicado que sea interrumpida por otra interrupción, o por otro proceso de sistema. 
Además, estamos haciendo el tratamiento ene l punto de entrada de la interrupción, y en ese 
lugar está desactivada la recepción de otras interrupciones. Esto lo hace el sistema operativo 
por defecto, ya que mientras está tratando una interrupción no puede atender otras hasta que 
no descubre cómo tratar la que tiene en curso. Aparte, el hecho de desactivar la recepción de 
interrupciones viene motivado porque mientras se descubre el causante de la interrupción, se 
ejecuta código “sensible” que podría modificar el estado del sistema, y no se puede 
interrumpir ya que podría dejar el sistema en un estado inconsistente. 
Otro hecho a tener en cuenta a la hora de descartar la opción RT es el hecho que habría que 
modificar el sistema operativo. Esto lo haríamos si nos proporcionara mejoras considerables 
con respecto a las otras opciones, pero al no ser ese el caso, descartamos esta configuración 
para su estudio posterior, y nos centramos en las otras dos, la que dará buenos resultados, y la 
que no necesitará modificar el sistema operativo. 
En conclusión, viendo los efectos del uso de esta configuración, y con lo explicado 
anteriormente, no nos es útil para nuestro desarrollo, ya que no nos proporciona ninguna 
ventaja respecto a las otras configuraciones, además del hecho que los mejores resultados 
obtenidos con ella son bastante peores que los conseguidos posteriormente con otras 
configuraciones gracias a otras mejoras. 
6.2.2. Kernel de Linux sin ACPI 
 
La siguiente configuración que vamos a tratar es la recompilación del núcleo de Linux sin el 
sistema ACPI. Ésta es la configuración que nos ha proporcionado los mejores resultados. A 
continuación mostramos una gráfica de cómo son los resultados obtenidos con ella: 
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Figura 6.1 Distribución de los RTT con la configuración 
En la Figura 6.1 mostramos una gráfica con la distribu
medidas RTT con la configuración con ACPI desactivado. En el eje de abscisas se muestra el 
número de clocks y en el de ordenadas el número de apariciones en ese intervalo. 
está realizada con una amplitud de
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datos de la muestra, obtenemos que hay 830 medidas de RTT en este intervalo. Como en total 
teníamos 855 medidas, queda que en el intervalo media más dos sigma hay el 97.07 % de las 
muestras. La definición de una distribución normal dice que en ese intervalo hay el 95 % de las 
muestras, así que podemos considerar que la distribución que manejamos sigue una 
distribución normal. 
En este punto debemos comentar el proceso de captura y tratamiento de los datos. En el 
apartado 5.5 hemos expuesto como se hace la captura y el preprocesado de los datos. En el 
caso concreto de la configuración sin ACPI, al tratarse de una distribución puramente normal, 
lo único que hacemos es descartar las medidas aberrantes, es decir, aquellas que están 
demasiado alejadas del resto. Para ello aplicamos un filtro que elimina las medidas que se 
encuentran, en primer lugar, más alejadas de 1/20 de la media, para quedarnos centrados en 
las muestras válidas, y luego recortamos de nuevo para quedarnos con 3σ alrededor de la 
media. Normalmente la desviación estándar utilizada para hacer este enventanado aun no es 
la definitiva, y por eso quedan algunas muestras más alejadas, pero aun en el caso de que se 
realizase el enventanado con la desviación estándar final (menor de 1000 clocks), 
obtendríamos como resultado que aún quedan el 99 % de los datos válidos, con lo cual no nos 
preocupamos por este hecho, ya que no afectará a la validez de los resultados. 
Otro hecho que nos interesa conocer sobre esta configuración es su estabilidad. Para 
conocerla, hemos realizado varias medidas en el mismo entorno y las hemos comparado. En la 
Figura 6.2 vemos los resultados que hemos obtenido.  
 
Figura 6.2 Gráfica de la estabilidad de las medidas con la configuración sin ACPI 
Podemos apreciar ciertos comportamientos en la Figura 6.2. Por ejemplo, en la gráfica vemos 
que las medidas centrales, correspondientes a las series entre la 10 y la 30 aproximadamente, 
tienen unos valores promedio más bajos que las primeras o las últimas series. Esto nos afecta 
de cara a la desviación entre medidas final. Sin embargo, a la hora de realizar las medidas 
experimentales las hemos tomado en tandas de 5 series. Y en estas tandas las medidas se 
mantienen más estables. Veamos en la Tabla 6.2 los valores promedio del número de clocks y 
de las desviaciones estándar de todas las series, y la desviación entre series. 
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media (clocks) 592151,700 desv. Estándar (clocks) 817,9968006 
media (µs) 269,8150236 desv. Estándar (µs) 0,372721764 
Tabla 6.2 Valores de la media y la desviación estándar promedio de las medidas con la configuración sin ACPI 
Vemos en esta tabla que la desviación estándar de las medidas se mantiene rondando los 800 
clocks, lo que ya nos proporciona unos resultados bastante buenos. Vemos también que la 
media promedio de las muestras es 30 clocks mayor que la que obtenemos en la Tabla 6.1. 
Esto en tiempo significa 14 ns, que convertido a distancia (multiplicando por la velocidad de 
transmisión en el aire) da 4.2 m. Esto serían 4.2 m de error en un RTT, o 2.1 m en distancia, ya 
que el RTT cuenta la distancia doble. 
Desviación entre medias (clocks) 38,86912237 
Tabla 6.3 Desviación estándar de la distribución de las medidas sin ACPI (Figura 6.2) 
En la Tabla 6.3 tenemos la desviación estándar de las series de medidas mostradas en la Figura 
6.2. Podemos ver que existe una desviación entre medidas, pero que no es prohibitiva. Si 
calculamos, por ejemplo, la proporción entre la desviación entre medidas y el promedio de 
desviaciones de cada medida, obtenemos que la desviación entre medidas es un 4.75 % de la 
desviación estándar promedio. Si miramos a qué equivalen estos 38 clocks en distancia, vemos 
que equivale a 5.19 m, lo que significaría que se puede llegar a introducir un error de 2.59 m 
debido a la inestabilidad de las medidas. 
Pero debemos tener en cuenta más factores. Por ejemplo, vamos a ver cómo son cinco 
medidas de una tanda. 
 
media desv. Estándar 
serie1 592182,4269 813,8678083 
serie2 592155,0358 904,1062737 
serie3 592173,5832 836,7472858 
serie4 592204,3105 773,6092369 
serie5 592189,5154 796,8109877 
   promedio 592180,9744 825,0283185 
Tabla 6.4 Valores estadísticos para una tanda de 5 series de medidas 
Las medidas de la Tabla 6.4 corresponden a las cinco primeras medidas de la Figura 6.2. La 
primera de ellas corresponde a la mostrada en la Figura 6.1. Estas medidas se encuentran 
ligeramente por encima de la media, por eso su promedio sale mayor que el de la Tabla 6.2. 
Pero tenemos que prestar atención también a la desviación entre estas medidas, en la Tabla 
6.5, donde vemos que es bastante menor que la del total de medidas, de hecho, es la mitad. Si 
convertimos esa desviación de 18 clocks a distancia en metros, da una distancia total de 2.50 
m, que significa un error debido a la inestabilidad de 1.25 m. 
Desviación entre medias 18,35123993 
Tabla 6.5 Desviación entre medias de las medidas de la Tabla 6.4 
Volviendo a la Figura 6.2, recordamos que las medidas entre la serie 10 y la 30 daban un 
promedio inferior a las primeras y últimas series. Esto se debe a un comportamiento que 
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hemos apreciado a la hora de tomar las medidas, que es que las medidas tomadas cuando el 
sistema lleva bastante rato funcionando tienen dos características. Por un lado, se reduce el 
número de muestras válidas capturadas del ping, ya que aparecen más muestras erróneas. Por 
otro lado, la media de estas medidas se reduce ligeramente. Lo podemos ver en la Figura 6.2 
en las series 10 a 30, ya que las últimas series fueron tomadas después de haber reiniciado el 
sistema, con lo cual no les afectaba este hecho. 
6.2.3. Configuración básica de Linux 
 
Vamos a ver ahora la última configuración que hemos utilizado. Es la que viene de serie en 
Ubuntu, que hemos descrito en los apartados 4.3.1 y 5.2.1. Ahora vamos a ver los resultados 
que hemos obtenido con ella. Vamos a ver en primer lugar cómo es la distribución de los RTT 
en este caso. 
 
Figura 6.3 Distribución de las medidas de RTT para la configuración con ACPI activado 
En la Figura 6.3 vemos como es la distribución de las medidas de RTT para esta configuración. 
En esta gráfica hemos utilizado intervalos de 175 clocks. Podemos ver que en este caso la 
gráfica se hace bastante más alargada, aunque se distingue fácilmente un lóbulo principal. 
Pero el hecho de tener pequeños lóbulos secundarios hacia la derecha, aparte de que se 
prolongan a bastante distancia, ya nos hace prever que los resultados no serán demasiado 
precisos. 
media (clocks) 593759,9643 desv. Estándar (clocks) 5716,672624 
media (µs) 270,5478322 desv. Estándar (µs) 2,604812515 
Tabla 6.6 Valores de la media y la desviación estándar para los datos de la Figura 6.3 
En la Tabla 6.6 tenemos los datos de la Figura 6.3. Vemos que la desviación estándar en este 
caso parece bastante elevada, hecho que comprobamos al calcular su proporción sobre la 
media, y su equivalencia en distancia. 
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Ecuación 6.3 Relación de la desviación estándar con la media 
0
10
20
30
40
50
60
70
58
00
00
58
10
50
58
21
00
58
31
50
58
42
00
58
52
50
58
63
00
58
73
50
58
84
00
58
94
50
59
05
00
59
15
50
59
26
00
59
36
50
59
47
00
59
57
50
59
68
00
59
78
50
59
89
00
59
99
50
60
10
00
60
20
50
60
31
00
60
41
50
60
52
00
60
62
50
60
73
00
Medidas RTT con ACPI
60 
 
678&679  
	& 
:;< =   32-4>,0,0  ,-?@  $  ,-A  1>,&44! 
Ecuación 6.4 Equivalencia en distancia de la desviación estándar 
Aunque la proporción de la desviación estándar respecto a la media no es demasiado elevada 
(aproximadamente un 1%), sí que convertida a distancia proporciona un error demasiado 
grande. Pero aun tenemos otra forma de comprobar que esta distribución, si no la 
modificamos, nos proporciona unos resultados adulterados. Recordamos que utilizábamos un 
envío de 1000 pings para capturar los datos. Entonces vamos a hacer como en el caso anterior 
y contar el número de datos válidos. Tenemos 841 muestras en todo el intervalo de la gráfica. 
Esto significa un 84.1 % del total de muestras. Pero estas muestras están divididas por todo lo 
largo de la gráfica. Es evidente que la prolongación hacia la derecha introducirá un offset en el 
promedio de valores, entonces vamos a intentar eliminarla. Vamos a aplicar una ventana sobre 
el lóbulo principal para filtrar las muestras que introducen error en la medida. Lo hacemos 
como se ve en la Figura 6.4. 
 
Figura 6.4 Distribución de las medidas de RTT con la ventana para obtener el lóbulo principal 
Aplicamos un filtro que deja las muestras que se encuentran en el rango [µ-6000, µ+4000]. 
Dejamos algo más de margen por la izquierda porque apreciamos en la gráfica que el lóbulo 
principal se encuentra a la izquierda del promedio que sale con todas las muestras. Después de 
aplicar este filtro tenemos únicamente 628 muestras válidas. Esto significa que respecto a las 
841 muestras de la gráfica, solamente el 74.67 % de las muestras son válidas. No es un gran 
resultado, pero aun mantiene una cantidad relevante de los datos para hacer los cálculos. 
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Figura 6.5 Distribución de las medidas de RTT para la configuración con ACPI activado después de filtrar las 
medidas 
En la Figura 6.5 tenemos los datos de la Figura 6.3 después de ser filtrados por la ventana que 
hemos propuesto. Al aplicar el enventanado, hemos perdido muestras, pero también hemos 
eliminado lóbulos secundarios, y ahora solo quedan las colas algo más extensas. 
media (clocks) 591901,4697 desv. Estándar (clocks) 1612,389677 
media (µs) 269,7010057 desv. Estándar (µs) 0,734688355 
Tabla 6.7 Valores de la media y la desviación estándar para la distribución filtrada de las medidas de RTT con ACPI 
Vemos en la Tabla 6.7 que se han reducido tanto la media como la desviación estándar. Ahora 
pasamos a tener una relación entre desviación y media de 0.2724 %. Esto es aproximadamente 
una cuarta parte de lo que teníamos antes. También podemos ver ese descenso mirando 
directamente la reducción de la desviación estándar. 
Ahora que hemos conseguido reducir la desviación estándar, y ya tenemos una media que se 
corresponde con el centro del lóbulo principal, es el momento de mirar la estabilidad de esta 
configuración. 
 
Figura 6.6 Estabilidad de las medidas con la configuración con ACPI 
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En la Figura 6.6 vemos el comportamiento de 50 series de medidas para la configuración con 
ACPI. Vemos que hay algunas series que se alejan de la media por ambos lados, y que en 
general las series no están demasiado apretadas alrededor del promedio. 
media (clocks) 591906,2221 desv. Estándar (clocks) 1660,455929 
media (µs) 269,7031711 desv. Estándar (µs) 0,756589833 
Tabla 6.8 Valores promedio de la media y la desviación estándar de las medidas con la configuración con ACPI 
En la Tabla 6.8 vemos que salen como resultados promedio unos valores muy parecidos a los 
que se han obtenido en la Tabla 6.7. Podría parecer que las medidas con esta configuración 
son muy buenas, ya que los resultados de una medida son prácticamente iguales a los del 
promedio del total de medidas, pero no debemos dejarnos engañar. Vamos a ver la estabilidad 
de las medidas mirando la desviación que se produce entre las medias. 
Desviación entre medias 152,061105 
Tabla 6.9 Desviación entre las medias de la Figura 6.6 
Obtenemos una desviación entre medias de 152 clocks. Esto es un valor muy elevado, ya que 
introduce demasiado error. Si convertimos a metros la desviación, se corresponde con 20.77 
m, que significa un error de 10.38 m en la estimación de la distancia debido únicamente a la 
inestabilidad de las medidas, lo que no es aceptable. Además, si observamos la Figura 6.6, 
tampoco encontramos ningún patrón como el que teníamos en el caso anterior, para poder 
eliminar su efecto y mejorar los resultados. Entonces, si queremos sacar provecho de esta 
configuración tendremos que buscar alguna manera de mejorar la estabilidad de las medidas. 
Llegados a este punto, también recordando que la distribución de las muestras se asemeja a 
una forma normal como en el caso sin ACPI, decidimos estudiar la relación entre ambas 
configuraciones. Pero esto lo veremos en el próximo apartado. 
6.2.4. Comparación entre las configuraciones de Linux con y sin ACPI 
 
En los apartados anteriores hemos explicado el comportamiento de cada una de las 
configuraciones del sistema operativo que hemos probado. Con la opción real-time ya 
descartada por lo que exponemos en 6.2.1, nos queda estudiar la correspondencia entre las 
otras dos versiones. Hemos visto en 6.2.2 y 6.2.3 los resultados que proporciona cada 
configuración, y ahora vamos a estudiar la relación que hay entre ellas. 
Para entrar en situación recordamos como eran los resultados de cada caso. Primero la gráfica 
para el kernel sin ACPI. 
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Figura 6.7 Distribución de los RTT para la configuración sin ACPI 
Y luego la gráfica para la configuración con ACPI. 
 
Figura 6.8 Distribución de los RTT para la configuración con ACPI 
Y ahora una gráfica en la que comparamos las dos distribuciones, para ver realmente cual es la 
relación entre ellas. 
 
Figura 6.9 Comparación de las configuraciones con ACPI y sin ACPI 
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En la Figura 6.9 vemos cómo quedan las dos gráficas superpuestas. De aquí podemos extraer 
varias conclusiones. La primera de ellas es que vemos que los lóbulos principales de ambas 
distribuciones coinciden, con lo cual podremos encontrar una relación entre ambas 
distribuciones, y entonces podremos calcular las distancias utilizando la distribución con ACPI 
(la configuración por defecto de Ubuntu) teniendo la precisión de la distribución sin ACPI. 
También vemos que el lóbulo de la distribución con ACPI es más bajo y más ancho que el de la 
distribución sin ACPI. Para esta comparación hemos utilizado la primera versión de los datos de 
la configuración con ACPI, para ver más claramente el porqué de utilizar una ventana para 
filtrar las muestras. Ahora sí que es evidente que toda la cola que hay hacia la derecha está 
introduciendo error a los resultados. Vamos a ver con más detalle cómo son los dos lóbulos, 
comparando ahora los datos filtrados del caso con ACPI. 
 
Figura 6.10 Comparación de las configuraciones con y sin ACPI después de filtrar 
En la Figura 6.10 vemos las dos distribuciones, pero utilizando en este caso intervalos de 100 
clocks para hacer las gráficas. Podemos apreciar, igual que antes, que el lóbulo de la 
distribución con ACPI es inferior al de la distribución sin ACPI. También vemos que es más 
ancho, ya que se prolonga a ambos lados de la otra distribución. Y también apreciamos otro 
dato, que corroboraremos después con los números. Se trata del centro del lóbulo. Si nos 
fijamos, se nota que la distribución con ACPI tiene su centro desplazado ligeramente a la 
izquierda de la distribución sin ACPI, lo que significa que dará una media inferior. Si 
recordamos los valores de las medias expuestos en los apartados anteriores, sucede esto 
mismo. Ahora vamos a tratar un poco más a fondo este hecho. 
Comparamos las series de medidas tomadas para cada configuración, y obtenemos la siguiente 
gráfica. 
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Figura 6.11 Comparación de la estabilidad de las medidas para los casos con el ACPI activado y desactivado 
En ella podemos ver, por un lado, que las medidas con ACPI están mucho más dispersas que 
las medidas sin ACPI. Esto ya lo podíamos deducir viendo las desviaciones entre medias que 
obteníamos en cada caso, pero aquí tenemos la comprobación gráfica. Por otro lado, también 
observamos que la mayoría de series con ACPI están por debajo de las series sin ACPI, con lo 
cual su media estará por debajo. A continuación tenemos las tablas con los valores de las 
medias y las desviaciones estándar para cada caso. 
Primero para la configuración sin ACPI. 
media (clocks) 592151,700 desv. Estándar (clocks) 817,9968006 
media (µs) 269,8150236 desv. Estándar (µs) 0,372721764 
Tabla 6.10 Valores promedio de la media y la desviación estándar para la configuración sin ACPI 
Desviación entre medias 38,86912237 
Tabla 6.11 Desviación entre medias para la configuración sin ACPI 
Y luego para la configuración con ACPI. 
media (clocks) 591906,2221 desv. Estándar (clocks) 1660,455929 
media (µs) 269,7031711 desv. Estándar (µs) 0,756589833 
Tabla 6.12 Valores promedio de la media y la desviación estándar para la configuración con ACPI 
Desviación entre medias 152,061105 
Tabla 6.13 Desviación entre medias para la configuración con ACPI 
Con estos valores vemos que la media de la configuración con ACPI se encuentra por debajo de 
la de la configuración sin ACPI, sobre unos 250 clocks. Pero también vemos que la desviación 
entre medias para la configuración con ACPI es mucho mayor que la de sin ACPI. En el caso de 
la desviación estándar hay una relación de 2 a 1 entre la configuración con ACPI y sin ACPI, es 
decir, el valor para el caso con ACPI es el doble que para el caso sin ACPI. En cambio, para la 
desviación entre medias la relación es aproximadamente de 4 a 1, o sea, que el caso con ACPI 
cuadruplica al caso sin ACPI. Esto nos está indicando que los resultados no son demasiado 
yNoACPI = 0,8622x + 592130
yACPI = -1,8216x + 591953
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buenos, y que deberíamos mejorarlos. Además, dijimos en el apartado anterior que para 
conseguir resultados algo interesantes con la configuración con ACPI tendríamos que mejorar 
su estabilidad. 
Ahora ha llegado el momento de mirar de mejorar la estabilidad de la configuración con ACPI. 
Para ello analizamos los datos de que disponemos,  que no son otros que las muestras de cada 
serie. Queremos estabilizar un poco las medidas, y para eso deberíamos detectar las series que 
dan valores más extremos (los que se alejan más ya sea por encima o por debajo), e intentar 
detectar algún comportamiento común en ellos y que no se repita en las otras series. 
Si recordamos de la Figura 6.10, la distribución con ACPI muestra unas colas bastante largas a 
ambos lados, pero algo más alargadas hacia la derecha. Entonces, decidimos contar el número 
de muestras que hay en los extremos, para así poder corregir los resultados que se aparten 
más de la media. Como corrección utilizamos un porcentaje de la desviación estándar, ya que 
es un factor que nos indica la dispersión de las muestras, y suponemos que cuando se desvía 
más la media es porque hay más muestras en alguno de los extremos, y por lo tanto habrá 
mayor dispersión. Como criterio para aplicar la corrección, utilizamos los rangos superior e 
inferior. 
Contamos por abajo, las muestras que hay a distancia mayor de 3000 clocks de la media (µ-
3000), y por arriba, formamos dos grupos, a distancia mayor de 5000 clocks, y entre 4000 y 
5000 clocks. Por encima, cuando el número de muestras que hay en alguno de los intervalos es 
superior al 3 %, corregimos la media restando 1/10 o 1/20 de la desviación estándar (en 
función de que intervalo se trate). Por debajo, corregimos si el intervalo (µ+5000) es inferior al 
0.5 %, o si el intervalo (µ-3000) es superior al 3 % y los otros dos intervalos están por debajo 
del 1.5 %, y entonces sumamos 1/15 de la desviación estándar. 
Vemos a continuación como quedan las series. 
 
Figura 6.12 Estabilidad de las medias para la configuración con ACPI sin modificar y aplicando la corrección. 
591600
591700
591800
591900
592000
592100
592200
592300
592400
0 10 20 30 40 50 60
Estabilidad de las series con ACPI
ACPI
correccion
67 
 
Podemos ver en la Figura 6.12 como las series más alejadas del promedio después de aplicar el 
factor de corrección se acercan más a él. Vamos a ver los resultados numéricos, para saber si 
este apretamiento de las medias se traduce en una mejora en los resultados. 
media ACPI 591906,2221 desviación entre medias 152,061105 
media corregida 591904,4270 desviación entre medias 70,42148894 
Tabla 6.14 Valores de la media y la desviación entre medias para la configuración con ACPI antes y después de 
aplicar el factor de corrección 
Observamos en la Tabla 6.14 que la media después de aplicar el factor de corrección ha 
disminuido ligeramente, hecho que podíamos deducir observando en la gráfica el efecto de la 
corrección, que tiene mayor impacto en las series que destacaban por arriba que en las que 
destacaban por abajo. Pero también se produce otro efecto, en la desviación entre medias. 
Después de aplicar la corrección, este factor se ha reducido prácticamente a la mitad. Esto es 
muy bueno, ya que significa que ahora la relación entre las desviaciones entre medias y las 
desviaciones estándar entre la configuración con ACPI y sin ACPI son muy similares. 
 
Figura 6.13 Estabilidad de las medidas para las configuraciones con y sin ACPI 
Ahora que hemos mejorado la estabilidad de las medidas con ACPI, llega el momento de 
establecer una relación con la configuración sin ACPI, ya que con los datos de que disponemos 
no se pueden mejorar más los resultados para el caso con ACPI. Recordamos las medias que 
obteníamos en las Tabla 6.10 y Tabla 6.14. Vamos a volver a compararlos. 
media sin ACPI 592151,700 media con ACPI 591904,427 
Tabla 6.15 Medias de las medidas con ACPI y sin ACPI 
Obviando momentáneamente todos los errores debidos a la dispersión de las medias y a la 
dispersión de las muestras dentro de una serie, podemos extraer una relación entre ambas 
configuraciones calculando directamente la diferencia entre ellas. Si cogemos directamente los 
valores promedio que salen de las tandas de medidas, obtenemos como resultado 247 clocks. 
Como se trata de un valor aproximado, debido a que hay bastante efecto nocivo de los errores, 
y aparte según vimos en el apartado 6.2.2 la media de las medidas sin ACPI era ligeramente 
más elevada, decidimos aproximar ese valor por 275.  
yNoACPI = 0,8622x + 592130
yACPI = -1,513x + 591924
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Ya para finalizar la comparativa entre las dos configuraciones, hacemos un pequeño apunte 
sobre el error introducido. El error en la configuración sin ACPI era de 38 clocks, que equivalían 
a 2.59 m. Aunque también vimos que ese error se podía llegar a reducir alrededor de los 20 
clocks, que daría un error de 1.36 m. Como la dispersión de las muestras con ACPI es mayor, el 
error predominante es el suyo, entonces obtendríamos un error sobre los 70 clocks de la 
desviación entre medias. Esto en distancia son 4.78 m. 
6.2.5. Resumen del estudio de las configuraciones del sistema 
 
En conclusión, después de haber probado todas las propuestas, hemos visto que la que 
mejores resultados proporciona es la configuración sin ACPI, con diferencia. Pero también 
hemos visto que la configuración con ACPI se puede llegar a modelar para que obtenga unos 
resultados bastante aceptables, y a partir de ella podemos obtener la configuración sin ACPI. 
Por lo tanto, para realizar las pruebas utilizaremos la configuración sin ACPI, ya que es la que 
proporcionará más exactitud, pero también haremos algunas pruebas con la otra 
configuración, para comprobar que las estimaciones que hemos hecho son ciertas. 
6.3. Estudio de los relojes de referencia 
 
Otro paso previo antes de tener la aplicación definitiva es estudiar los relojes disponibles para 
saber cuál utilizaremos. Para hacer este estudio utilizamos la configuración de sistema 
operativo que menor error introduce, o sea, la que tiene el sistema ACPI desactivado. 
Para hacer las pruebas utilizamos el ordenador portátil como terminal, y un Access point D-
Link. Hemos utilizado entornos indoor y outdoor, y hemos realizado medidas siempre en Line 
Of Sight (LOS) desde 0 hasta 70 m. 
Distinguimos dos casos de prueba. En un caso hemos capturado series de 500 RTT con ambos 
relojes, como una captura normal para calcular la distancia. El otro método se basa en calcular 
la relación capturando los beacons que se envían automáticamente. Los beacons son mensajes 
que envía un Access point automáticamente cada cierto tiempo (del orden de los 
milisegundos), para informar de que está encendido, y dar parámetros necesarios para 
conectarse a él, como por ejemplo su ESSID. En este caso, hemos capturado también un 
número de beacons similar al número de RTT que capturamos en el otro caso. 
Para poder comparar los datos capturamos en cada ocasión ambos relojes, de manera que 
midan el mismo evento. Lo hacemos así porque al tratarse de un evento de estadística 
aleatoria, obtendríamos mucho más error comparando diferentes eventos que comparando 
dos formas de capturar el mismo evento.  
Nuestro objetivo es ver cuál es el comportamiento de cada reloj, para saber si se pueden 
complementar, o si sólo con uno de ellos ya obtenemos los resultados deseados. En caso de 
que se puedan complementar, queremos saber también cómo debemos combinarlos. 
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6.3.1. Comparación utilizando el RTT 
 
Hemos realizado series de medidas de RTT a 0, 10 y 20 metros para comparar ambos relojes 
entre sí, y para averiguar si había alguna variación en su relación en función de la distancia. 
Hemos capturado 10 series a cada distancia, y después de tratar los datos, hemos calculado su 
relación directamente dividiendo un valor por el otro. Si suponemos los valores teóricos de 
frecuencia de cada reloj, la CPU va a 2.2 GHz y la tarjeta a 44 MHz, con lo cual la relación entre 
ellos sería de 50. Pero sabemos que siempre hay ciertas desviaciones debidas a imprecisiones 
en los relojes, y a que los valores que da el fabricante en la hoja de especificaciones no son 
exactos, siempre hay pequeñas variaciones. 
Entonces, realizamos una gráfica con la relación entre los relojes (clockCPU/clockWLAN). El 
resultado lo vemos en la Figura 6.14. 
 
Figura 6.14 Ratio de los clocks de la CPU y la tarjeta WLAN calculado a partir de las medidas de RTT 
Vemos que el ratio se mantiene muy estable alrededor del valor 49.88. Es cierto que hay 
alguna muestra que se escapa ligeramente, pero debemos tener en cuenta que en total hay 
15000 muestras, con lo cual el número de muestras que se alejan es despreciable respecto al 
total de la población. Otro dato a tener en cuenta es que hemos dicho que para calcular el 
ratio realizamos medidas a distancias de 0, 10 y 20 m. En la gráfica esto se corresponde a las 
primeras 5000 muestras (a distancia 0 m), de la 5000 a la 10000 para distancia 10 m, y las 5000 
finales para distancia 20 m. Notamos que no se aprecia ninguna variación visible entre las 
distancias, y el ratio se mantiene constante para todas ellas. 
Promedio 49,87541631 
Desviación estándar  0,007396494 
Tabla 6.16 Valores del promedio y la desviación estándar del ratio entre los clocks CPU y WLAN 
En la Tabla 6.16 mostramos el promedio y la desviación estándar resultantes del cálculo del 
ratio. Vemos que la desviación estándar tiene un valor muy bajo, que significa que el valor es 
prácticamente constante, como ya habíamos apreciado directamente de la gráfica. También 
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vemos que el promedio, 49.875, es muy cercano a 50, que era el valor teórico si los relojes 
fuesen ideales. 
El comportamiento observado sugiere que las medidas obtenidas por ambos relojes son 
prácticamente idénticas. Vamos a comprobarlo viendo como es una serie. 
 
Figura 6.15 Serie de medidas RTT a 10 m tomadas con el reloj de la CPU y el de la tarjeta 
En la Figura 6.15 tenemos una serie de medidas del RTT a 10 m. Cada reloj da unos valores 
distintos, ya que su frecuencia es distinta, por ello para poder compararlos lo que hacemos es 
multiplicar el valor de los resultados del clock WLAN por el factor de escala calculado en la 
gráfica anterior. Aplicando el factor de escala vemos que los resultados son prácticamente 
idénticos, ya que no se distingue una serie de la otra. Vemos que incluso en las medidas 
espúreas se mantiene la igualdad. Esto es lógico ya que estamos capturando el mismo evento 
de dos maneras distintas, pero sigue siendo el mismo evento. Veamos ahora más de cerca 
cómo son las gráficas. 
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Figura 6.16 Zoom a las medidas de RTT tomadas con el reloj de la CPU y la tarjeta WLAN 
Al aplicar un zoom sobre las gráficas (Figura 6.16) vemos que sí que se aprecia cierta diferencia 
entre uno y otro reloj. Esto se debe a que la precisión de ambos relojes no es igual, con lo cual 
para dos eventos distintos que tengan el mismo valor en el reloj de la tarjeta, el reloj de la CPU 
puede dar valores distintos. Lo podemos apreciar en la gráfica al ver que para algunas medidas 
es mayor el valor que da el reloj de la CPU y para otras es mayor el que da la tarjeta. 
6.3.1.1. Análisis de las medidas 
 
Vamos a estudiar ahora un poco cómo son las series para cada reloj. Para la serie representada 
en la Figura 6.15 obtenemos los siguientes valores. 
Promedio CPU 592191,366 Desviación CPU 833,795889 
Promedio WLAN 11872,9702 Desviación WLAN  16,8829902 
Tabla 6.17 Valores promedio y desviación estándar para una serie de los relojes CPU y WLAN 
Si calculamos la relación entre los dos relojes para esta serie, obtenemos un valor de 
49.877272, que es muy similar al valor medio obtenido por todas las muestras, de 49.875416. 
Si comparamos las desviaciones, también se obtiene prácticamente el mismo factor. Y si 
comparamos las correlaciones, obtenemos la Figura 6.17, donde también vemos que los 
relojes son incorrelados entre si. 
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Figura 6.17 Autocorrelaciones y correlación cruzada de las medidas 
Parece que no hay ninguna diferencia entre ambos relojes, pero cuando analizamos todas las 
series en conjunto descubrimos una diferencia. Así como la relación entre las medias se 
mantiene más o menos constante, y de valor la obtenida anteriormente, al analizar la 
desviación estándar sí que apreciamos diferencias. Las desviaciones estándar de las medidas 
RTT obtenidas con el reloj de la CPU oscilan entre los 700 y los 800 clocks, mientras que las de 
las medidas con el reloj de la tarjeta WLAN oscilan entre los 15 y los 17 clocks. Es decir, la 
desviación estándar de las medidas de la tarjeta es ligeramente superior a la de las medidas de 
la CPU. Y esa diferencia es, en media de alrededor de 1 clock de la tarjeta WLAN, que equivale 
a unos 50 clocks de la CPU. 
En resumen, por un lado vemos que como las medias tienen un comportamiento muy similar, 
la precisión esperada en ambos casos debería ser bastante parecida. En cambio, por otro lado 
tenemos que la mayor desviación del reloj de la tarjeta WLAN parece indicar una mayor 
estabilidad del reloj de la CPU para medir el RTT. Este hecho choca con lo que preveíamos, por 
ello decidimos estudiar más a fondo este fenómeno para intentar comprenderlo mejor. 
6.3.2. Comparación utilizando beacons 
 
Nuestro objetivo es entender de donde sale la desviación de las medidas RTT calculadas a 
partir del timestamp de los eventos MAC con ambos relojes, poniendo especial atención a la 
inesperada mayor desviación de las medidas utilizando la tarjeta WLAN. Recordamos los 
factores que intervienen en la desviación en nuestro modelo: la deriva del reloj de la tarjeta 
WLAN del terminal, la deriva del reloj del Access point, el tiempo de preparación de la 
portadora antes de transmitir, el retardo a la hora de tratar la interrupción por parte del SO, y 
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la deriva del reloj utilizado para capturar el timestamp. La idea consiste en aislar al máximo el 
último factor (la deriva del reloj que realiza el timestamp). La manera que encontramos para 
intentar obtener esto es midiendo dentro del driver el tiempo entre dos beacons consecutivos, 
que se supone que debería ser constante. De esta manera esperamos eliminar el efecto de la 
deriva del reloj del AP, así como reducir los efectos de preparación de la portadora y del 
tiempo de espera de la interrupción. 
Para realizar las pruebas preparamos la tarjeta WLAN en modo AP. Esto lo hacemos con las 
siguientes instrucciones. 
 
Figura 6.18 Comandos para configurar el terminal como Access point 
De esta manera destruimos la interfaz que se crea por defecto, en modo cliente, y creamos 
una nueva interfaz en modo AP. 
Fijamos el intervalo entre beacons a un periodo fijo, y modificamos adecuadamente el driver 
para que pueda capturar los eventos. Los cambios en el driver están en el Anexo 6. Realizamos 
series de aproximadamente 500 capturas y estudiamos los resultados. 
Al estudiar los resultados nos encontramos con una sorpresa. Así como al calcular la relación 
entre los dos clocks vemos que es aún más estable que la obtenida a partir de las series de RTT 
(Tabla 6.18), aunque mantiene el mismo valor, vemos que la desviación estándar en las series 
es muy elevada (Tabla 6.19). 
Promedio 49,8753962 
Desviación estándar  0,00011629 
Tabla 6.18 Promedio y desviación estándar de la relación entre los relojes de la CPU  y la tarjeta WLAN  
calculada a partir de los beacons 
Promedio WLAN 1126400,03 
Desviación estándar  WLAN 50,8169037 
Tabla 6.19 Valores promedio y desviación estándar para una serie de medidas utilizando beacons 
 (en clocks WLAN) 
Nos encontramos con esta desviación de alrededor de 50-60 WLAN clocks, que es mucho más 
elevada que la que obteníamos para las medidas RTT (entre 15-17 WLAN clocks). Este hecho 
hace que el experimento no sea válido para nuestros propósitos, ya que no nos resuelve 
ninguna duda. Pero aún así estudiamos las posibles causas de este fenómeno, y llegamos a la 
conclusión que se debe a que el intervalo entre beacons se configura con una resolución de 
una unidad temporal, que equivale a 1 µs, lo que significa que introduce una incerteza de unos 
50 WLAN clocks.  
sudo wlanconfig ath0 destroy 
sudo wlanconfig ath0 create wlandev wifi0 wlanmode ap 
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A pesar de no tener éxito con este experimento, lo reportamos ya que consideramos que la 
visión general es interesante aunque desafortunadamente nosotros no hemos encontrado una 
manera de implementarlo adecuadamente. 
6.3.3. Estudio de las llamadas 
 
Otra posible fuente de desviación en las medidas podría ser el tiempo utilizado para realizar las 
llamadas que capturan el valor del reloj para ambos casos. Esto no es una característica propia 
del reloj, pero sí que tiene un impacto directo en el tiempo de medida. Para calcular el tiempo 
que tarda cada medida, capturamos timestamps antes y después de llamar a cada función. 
Los resultados obtenidos nos muestran que la llamada al reloj de la CPU (rdtscl()) es 
determinista, ya que siempre tarda 66 ciclos de CPU. En cambio, observamos que la llamada al 
reloj de la tarjeta no tarda siempre lo mismo, y nos devuelve unos valores que oscilan entre los 
5200 y los 6200 ciclos de CPU, con una desviación estándar de unos 100 ciclos. Esto puede 
explicar por qué las medidas con el reloj de la tarjeta WLAN daban una desviación mayor que 
las de la CPU, ya que esos 100 ciclos equivalen a unos 2 WLAN clocks, y la desviación de la 
tarjeta era sobre 1 WLAN clock mayor que la de la CPU. Vemos también que tal y como 
suponíamos inicialmente, el reloj de la CPU no es más estable, sino que la diferencia en los 
valores de desviación vienen dados por otros factores. 
6.3.4. Conclusiones 
 
En primer lugar hemos visto que el ratio entre ambos relojes es prácticamente constante, y los 
valores capturados por cada reloj son también iguales al convertirlos a tiempo. También 
hemos visto que la estimación del valor medio de RTT coincide para ambos relojes, lo que 
corrobora nuestra suposición de que la precisión vendrá fijada por el reloj de la tarjeta WLAN. 
Por otro lado, hemos detectado también que las medidas con la tarjeta WLAN tenían una 
desviación ligeramente mayor que las medidas de la CPU. Hemos visto que esto no se debía a 
una menor estabilidad del reloj de la tarjeta, sino que era debido a la variabilidad del tiempo 
de lectura del registro de la tarjeta. De cualquier manera, hemos visto que la estabilidad de 
ambos relojes es muy similar, lo que significa que la desviación es muy similar en ambos casos. 
Esto puede significar que la estabilidad de los dos relojes es similar, o que el efecto del 
handling de la interrupción enmascara la diferencia entre ambos relojes. 
Viendo los resultados obtenidos para cada caso, concluimos que ambos relojes se comportan 
de manera muy similar. No ofrecen ninguna propiedad característica que no sea común a 
ambos, ya que en la práctica los dos están afectados por los mismos factores, por lo tanto no 
podemos explorar ninguna manera de combinarlos para mejorar la estimación del RTT. En 
consecuencia, y dado el hecho que el reloj de la tarjeta WLAN muestra una desviación 
ligeramente superior al de la CPU, decidimos que este último es más adecuado para estimar el 
RTT. 
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6.4. Prototipo de localización 
 
Llegados a este punto es el momento de mostrar los resultados que hemos obtenido con el 
prototipo de localización. Ya que hemos realizado pruebas muy variadas, pondremos al 
principio los resultados de los estudios para llegar al prototipo final, y luego veremos los 
resultados obtenidos con este prototipo. 
Hemos probado el cálculo de distancia con los dos estándares 802.11 que funcionan a 2.4 GHz, 
802.11b y 802.11g, o lo que es lo mismo, que hemos hecho pruebas a 11 y a 54 Mbps. También 
hemos probado varios entornos indoor y outdoor, e incluso hemos hecho una fase inicial 
intentando tener un entorno lo más similar posible al vacío infinito, que nos ha llevado a 
realizar una serie de medidas en una cámara anecoica.   
6.4.1. Medidas en cámara anecoica 
 
La primera cuestión que nos planteamos es estudiar el error que tienen las medidas, 
intentando descubrir qué parte del error viene provocada por el entorno, y qué parte está 
causada por el propio sistema de medidas. Para ello intentamos aislar uno de los dos errores, 
para así luego poder comparar con las medidas generales que contengan ambos y extraer el 
otro. 
El error del sistema no lo podemos eliminar salvo que cambiemos de sistema, ya que es 
inherente al material utilizado. Por lo tanto, lo más sencillo es intentar aislarlo minimizando o 
eliminando el error introducido por el entorno. Para no tener contribución del entorno lo ideal 
sería conseguir un entorno abierto infinito, es decir, un entorno en el que no haya obstáculos, 
para que no se produzca rebote de la señal y la comunicación tenga únicamente el camino 
directo. Y la única manera de conseguir este efecto es utilizando una cámara anecoica. 
En nuestro caso hemos utilizado la cámara anecoica que tiene el Departamento de Teoría del 
Señal y Comunicaciones (TSC) de la UPC. En esta cámara hemos definido un entorno de trabajo 
colocando un Access point fijo y posicionando el terminal a distancias de 0, 1, 3, 5 y 7 metros. 
No hemos ido más lejos porque la infraestructura necesaria no nos permitía mantener las 
mismas condiciones para el experimento. 
6.4.1.1. Resultados 
 
Realizamos 10 tandas de medidas para cada distancia excepto para distancia 0, para la cual 
realizamos 20 tandas, ya que es la que nos debe servir como referencia a la hora de calcular la 
distancia. La configuración que utilizamos para realizar esta prueba es con la configuración de 
sistema operativo con el módulo ACPI desactivado, utilizando solo el reloj de la CPU, y con una 
velocidad de transmisión de 11 Mbps. 
Vamos a estudiar en primer lugar el modelo a distancia 0. Hemos realizado dos series de 10 
tandas de medidas. Debemos remarcar que en este punto aún estamos evaluando el sistema, 
intentando conocer qué efecto tiene cada cambio. Por lo tanto tampoco esperamos una gran 
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resolución, o una gran estabilidad, aunque sí que sería bastante deseable, al menos la 
estabilidad, ya que si no implicaría que el sistema que utilizamos quizá no sea el más idóneo. 
media desv. Est.   media desv. Est. 
          
592009,429 722,517756   591861,151 828,303284 
591958,487 751,460648   591809,228 672,335532 
591981,557 765,530748   591982,824 653,103552 
592006,135 841,576049   591702,592 590,294305 
592007,14 753,081152   591918,819 757,526774 
591997,11 701,682456   591771,497 616,821235 
591905,357 874,924812   591833,98 941,180952 
591718,676 3502,14204   591928,303 701,561934 
592020,71 736,570747   591994,707 797,747918 
592081,965 738,209675   591997,794 972,966231 
Tabla 6.20 Valores de la media y la desviación estándar para las medidas a distancia 0 en cámara anecoica 
En la Tabla 6.20 tenemos los resultados para todas las medidas realizadas para distancia 0 en 
cámara anecoica. Vemos que, por ejemplo, la desviación estándar se mantiene bastante 
equilibrada, a excepción de un caso en que se dispara demasiado, y que por lo tanto 
descartamos para el estudio posterior. Pero también vemos que las medias no son demasiado 
estables, comparándolas con los valores que teníamos en el apartado 6.2.2, donde 
conseguíamos mucha más estabilidad. Esto sucede por lo que hemos dicho antes, que en esta 
fase del estudio aún estamos con una versión preliminar del prototipo, y por ello obtenemos 
unos resultados menos fiables. 
 
Figura 6.19 Gráfica de los valores de RTT a distancia 0 en la cámara anecoica 
En la Figura 6.19 vemos como efectivamente la estabilidad de estas medidas no es demasiado 
buena, y también vemos que esa inestabilidad no sucede para algún caso concreto, por 
ejemplo cuando lleva más tiempo, sino que se da en cualquier momento. Este hecho lo 
volveremos a estudiar más adelante, para ver como podemos corregirlo, o al menos, minimizar 
su efecto. 
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Ahora que tenemos los resultados a distancia cero, vamos a comparar las medidas del resto de 
distancias para ver su comportamiento y estimar la distancia, para conocer el error que 
introduce el sistema. 
 
Figura 6.20 Gráfico de las medidas de RTT a las distancias de 0, 1, 3, 5 y 7 metros en cámara anecoica 
En la Figura 6.20 vemos los resultados para cada distancia. Como hemos visto antes, a 
distancia cero hay mucha inestabilidad, que para el resto de distancias no se da. Lo que sí 
vemos es que las medidas a las otras distancias siguen una forma poco habitual, ya que vemos 
que a 1 metro salen valores mayores que al resto de distancias, hecho que no debería suceder. 
Si nos fijamos algo más, vemos que para las distancias inferiores a 5 metros los valores no son 
demasiado fiables. 
  Tiempo (µs) 
Distancia 
estimada (m) 
      
0 m 269,710681   
      
1 m 269,803152 13,8610449 
3 m 269,75151 6,12016559 
5 m 269,748879 5,72568099 
7 m 269,760152 7,41545492 
Tabla 6.21 Estimación de distancias para el rango de 1 a 7 metros en cámara anecoica 
En la Tabla 6.21 podemos ver más claramente como para distancias inferiores a 5 metros el 
error es demasiado grande. En cambio para distancias superiores sí que conseguimos bastante 
precisión. Esto parece indicar que a distancias muy pequeñas el sistema no acaba de funcionar, 
ya sea porque tiene mayor dispersión o que por alguna razón los datos que se obtienen están 
afectados por algún fenómeno que los altera, como podría ser la saturación de la tarjeta. 
Otra conclusión que extraemos de estos datos es que el error producido por el sistema de 
medidas es mucho mayor que el error debido al efecto del entorno, por lo tanto nuestro 
sistema no se verá afectado por el entorno, y debería funcionar con las mismas prestaciones 
en prácticamente cualquier entorno. 
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6.4.2. Comparación de las velocidades de transmisión 
 
En este punto vamos a comparar las dos velocidades de transmisión que hemos utilizado, 11 y 
54 Mbps, aunque lo que mostraremos aquí será básicamente el caso de 54 Mbps, ya que a 11 
Mbps es todo lo que hemos visto hasta ahora. Para hacer la comparación hemos realizado 
medidas también dentro de la cámara anecoica en las mismas condiciones que el caso 
anterior, el mostrado en el apartado 6.4.1, pero con una velocidad de transmisión de 54 Mbps 
en esta ocasión. 
6.4.2.1. Velocidad de transmisión a 54 Mbps 
 
Por norma general, la estabilidad de las medidas es similar a la del caso anterior, pero aquí 
sucede un hecho curioso, que vemos en la Figura 6.21. 
 
Figura 6.21 Comparación de las medidas a 54 Mbps en la cámara anecoica 
En la Figura 6.21 podemos apreciar dos hechos curiosos. El primero de ellos es que las medidas 
inferiores a 5 metros dan un valor mucho más alto que las posteriores. Esto significa que para 
esta velocidad no sirve el modelo a distancia cero, ya que da un promedio mucho mayor que 
cualquier distancia alcanzable posteriormente. El otro dato curioso consiste en la medida 
realizada a 3 metros. Podemos ver que a esa distancia existen valores de medias muy dispares. 
Pero las condiciones del experimento no cambiaron durante la medida, con lo cual se trata de 
un hecho sorprendente, ya que así como el cambio de nivel a partir de 5 metros se podría 
explicar con una posible saturación de la tarjeta, o algún otro efecto ocasionado por estar 
demasiado cerca del Access point, esto sí que no tiene ninguna explicación directa sencilla. Por 
ello, y porque no se trata de nuestro tema de investigación, dejamos esto para concentrarnos 
en lo que queremos obtener, que no es otra cosa que el prototipo de localización. 
Aunque ya acabamos de ver lo que sucede con las pruebas a 54 Mbps, decidimos hacer otra 
prueba en otro entorno. En esta ocasión utilizamos un entorno indoor que nos proporciona 
grandes distancias en LOS (Line Of Sight). Esto lo conseguimos en un pasillo muy alargado. El 
hecho de probar de nuevo la configuración utilizando la velocidad de transmisión de 54 Mbps 
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viene motivado por poder observar la evolución de los resultados a distancias mayores, ya que 
en las pruebas de la cámara anecoica nos veíamos bastante limitados en cuanto a distancia, al 
no poder pasar de 7 metros. En esta ocasión obtenemos valores hasta 30 metros.  
 
Figura 6.22 Comparación de las medidas a 54 Mbps en entorno indoor 
Podemos ver en la Figura 6.22 como sucede el mismo efecto de antes, donde las medidas a 
distancia cero son mucho mayores que al resto de distancias. Con lo cual confirmamos este 
comportamiento, y este es un dato que nos servirá para descartar esta velocidad de 
transmisión. 
Otro efecto que también podemos apreciar es que a partir de 10 metros la gráfica sigue una 
pendiente ascendente. Quizá en la gráfica no se ve demasiado, ya que la diferencia entre 
distancia 0 y el resto es mucho mayor que el incremento, pero lo podemos ver mejor en la 
Tabla 6.22, donde sí que vemos claramente que hay un incremento en el RTT con la distancia. 
En este caso nos hemos parado en 30 metros ya que no necesitamos mas medidas para 
comprobar que la distribución sigue una pendiente ascendente, y además debemos recordar 
que a 54 Mbps el alcance es menor, con lo cual pueden empezar a fallar tramas y proporcionar 
unos resultados demasiado poco consistentes. 
distancia RTT (µs) 
    
10 m 80,9203374 
20 m 80,9351999 
30 m 81,0072642 
Tabla 6.22 Valores de RTT para las distancias de 10, 20 y 30 metros a 54 Mbps 
Con todos estos datos podemos ver que aunque 54 Mbps sea una buena velocidad para 
navegar por Internet, para nuestra aplicación de localización no parece la velocidad más 
adecuada, ya que presenta ciertos problemas. 
6.4.2.2. Velocidad de transmisión a 11 Mbps 
 
Vamos a ver ahora un pequeño recuerdo de cómo eran los resultados a 11 Mbps. Tenemos 
aun reciente la Figura 6.20, en la que veíamos que aunque a distancias pequeñas se producía 
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cierto error, eso solo provocaba que para esas distancias el error de cálculo de posición fuese 
mayor, pero aun así la medida a distancia cero era bastante válida. Vamos a ver a continuación 
las medidas que hemos tomado en las mismas condiciones que la Figura 6.22, en un entorno 
indoor de 0 a 30 metros. 
 
Figura 6.23 Comparación de las medidas a 11 Mbps en entorno indoor 
Podemos ver en la Figura 6.23 que a 11 Mbps la distribución que sigue la gráfica es claramente 
una recta creciente. Es cierto que a los 20 metros se desvía ligeramente de esa recta, pero aun 
así el comportamiento general es de crecimiento del RTT con la distancia. Los valores 
numéricos los veremos en el próximo punto, ya que ahora estamos comparando únicamente 
las dos velocidades de transmisión, y para ello, en este caso, con solo ver las gráficas ya nos 
podemos hacer una idea de cuál será mejor y cuál peor. 
6.4.2.3. Conclusiones de la comparación de velocidades 
 
Hemos visto como se comporta cada una de las velocidades de transmisión objeto de estudio, 
y teniendo en cuenta a qué está enfocado este estudio, es bastante evidente cuál será nuestra 
elección. 
Nos decantamos por la de 11 Mbps por varias razones. La primera de ellas sale directamente 
de comparar las dos gráficas de medidas indoor, ya que a 54 Mbps el modelo a distancia cero 
no sirve para calcular distancias. Aparte, comparando las gráficas en cámara anecoica de 
ambas velocidades vemos que en los dos casos para distancias inferiores a los 5 metros los 
resultados no son muy buenos, pero aun así en el caso de 11 Mbps es mucho más aceptable 
que en el de 54, ya que para 11 Mbps al menos la gráfica se mantiene más o menos dentro de 
unos límites. Si bien es cierto que puede dar errores bastante grandes (en el caso que hemos 
visto salía un error de aproximadamente 10 metros a 1 metro de distancia), es un valor que 
puede entrar dentro de unos parámetros de validez, al considerar que cuando el terminal está 
demasiado cerca del Access point las medidas pueden estar adulteradas por la potencia 
recibida, o algún otro parámetro. Pero incluso en ese caso añadiendo alguna comprobación se 
puede llegar a obtener la distancia correcta, o como mínimo reducir ese error. En cambio, en el 
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caso de 54 Mbps no hay manera alguna de coger los valores a distancias pequeñas, ya que 
siguen una distribución desconocida. Aparte de tener algún caso, como en la gráfica a 3 
metros, en que hay medidas de valores muy distintos para la misma distancia.  
Otra razón para elegir la velocidad de 11 Mbps es que tiene mayor alcance que la de 54 Mbps. 
Aunque es cierto que quizá a 54 Mbps pueda tener un alcance mayor que el que le damos 
nosotros, como requerimos que no haya reenvíos de los paquetes para poder tener medidas 
fiables, el alcance de los 54 Mbps se vería reducido, con lo cual necesitaríamos más puntos de 
acceso y más juntos entre sí, y eso choca con nuestro objetivo de utilizar la red WLAN ya 
existente. 
6.4.3. Resultados de la estimación de distancias 
 
Llegados a este punto, es el momento de juntar todo el trabajo anterior y desarrollar el 
prototipo de localización. Ahora que ya sabemos que utilizaremos el reloj de la CPU, que 
tendremos el sistema operativo funcionando con una configuración que tenga desactivado el 
módulo ACPI, y que utilizaremos como velocidad de transmisión la de 11 Mbps, tenemos que 
profundizar más en el estudio de las prestaciones que puede ofrecernos la solución que hemos 
ido creando. 
6.4.3.1. Modelo de referencia: RTT0 
 
Lo primero que tenemos que obtener es el modelo que utilizaremos como referencia para 
calcular las distancias, a lo que anteriormente nos hemos referido como modelo a distancia 0. 
Este modelo consistirá en eso propiamente, en la estimación del valor de RTT para distancia 0. 
Veamos en primer lugar una distribución de las muestras para una serie a distancia 0. 
 
Figura 6.24 Distribución de las medidas de RTT a distancia 0 
Tenemos en la Figura 6.24 la distribución de las medidas de RTT. Vemos que sigue la forma de 
una gaussiana que ya hemos visto antes. La diferencia en este caso es que en esta ocasión 
hemos realizado tandas de 500 medidas en vez de 1000, por ello la gráfica es más baja. Pero 
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para realizar el estudio utilizamos la misma cantidad de muestras, 5000, que en este caso se 
distribuyen en 10 series de 500 muestras. 
 
Promedio  
Desviación  
Estándar  
Serie 1 592104,290 824,0584270 
Serie 2 592031,688 849,1498403 
Serie 3 592105,931 749,4174595 
Serie 4 592148,453 684,2389132 
Serie 5 592075,333 678,7083699 
Serie 6 592116,273 762,0105546 
Serie 7 592031,069 803,7004081 
Serie 8 592083,627 664,6461750 
Serie 9 591955,381 717,5423620 
Serie 10 592103,328 723,5217641 
Tabla 6.23 Valores promedio y desviación estándar de los RTT a distancia cero 
 
Media (clocks) Media (µs) 
Promedio  592075,537 269,7803199 
Desviación Estándar 745,699427 0,339779331 
Desviación entre medias 55,6799369 0,025370667 
Tabla 6.24 Valor promedio y desviación estándar de las medidas de RTT a distancia cero,  
y valor de la desviación entre las medias de las series 
En la Tabla 6.24 tenemos el valor promedio de los RTT a distancia cero. Este valor, o más bien 
su equivalencia en tiempo, será el que utilizaremos como valor de referencia a la hora de 
calcular las distancias en nuestro modelo. En esta tabla podemos ver como la desviación 
estándar está dentro de los valores que hemos manejado en casos anteriores, por lo tanto 
podemos considerar la medida como buena. 
 
Figura 6.25 Distribución de las medias de RTT a distancia 0 
En la Figura 6.25 vemos como se han comportado los valores del RTT en las 10 series objeto de 
estudio. Vemos que hay cierta distancia entre ellas, y comprobando la desviación entre medias 
que se muestra en la Tabla 6.24, notamos que esta es ligeramente elevada. Este hecho no nos 
importaría si se tratase de una medida cualquiera para calcular una distancia, pero tratándose 
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del modelo que queremos utilizar como referencia, este dato sí que no es demasiado 
agradable. Nos gustaría poder mejorar la estabilidad de las medias a distancia cero para tener 
un modelo más seguro, pero como ya hemos visto en apartados anteriores, y también hemos 
comentado, nos hemos encontrado que las medidas a distancias muy cortas resultaban más 
inestables.  
Este hecho puede sorprender si nos fijamos sólo en la desviación estándar, ya que ésta es 
similar a la obtenida a otras distancias mayores, pero también debemos notar que la 
desviación entre medias es inferior a un 10% de la desviación estándar, con lo cual el número 
de muestras que podrían perderse por esta causa es ínfimo, y esto podemos comprobarlo al 
ver que los datos útiles para las diferentes distancias se mantienen prácticamente siempre 
constantes. 
Entonces, dado que a distancias pequeñas el modelo que utilizamos resulta ser algo más 
inestable, probamos a coger como referencia otra distancia, para ver si en ella los datos son 
más estables y así poder mejorar los resultados de nuestro prototipo. La distancia que 
tomamos en consideración es la de 10 metros, ya que se encuentra por encima del umbral en 
que eran más inestables las medidas, y tampoco se encuentra excesivamente lejos como para 
poder tener mayor efecto de posibles interferencias del entorno. 
 
Media  
Desviación  
Estándar 
Serie 1 592182,4269 813,8678083 
Serie 2 592155,0358 904,1062737 
Serie 3 592173,5832 836,7472858 
Serie 4 592204,3105 773,6092369 
Serie 5 592189,5154 796,8109877 
Tabla 6.25 Valores de la media y la desviación estándar para las medidas de RTT a 10 metros 
 
Media  
Desviación 
Estándar 
Promedio  592180,9744 269,8283625 
Desviación  estándar  825,0283185 0,375925688 
Desviación  entre medias 18,35123993 0,008361777 
Tabla 6.26 Valores promedio de la media y la desviación estándar para las medidas de RTT a 10 metros, 
y desviación entre las medias de las series 
Tenemos en la Tabla 6.25 las medias y desviaciones estándar de las series tomadas a 10 
metros. En este caso, solo hay 5 series porque cada serie era de 1000 muestras. El hecho de 
estar constituida por más muestras sirve también para justificar en parte el hecho de que la 
desviación estándar salga más elevada que a distancia cero. 
Pero el dato que más nos interesa es el de la desviación entre medias que tenemos en la Tabla 
6.26. Tenemos una desviación entre medias de 18 clocks, que en comparación con los 55 que 
había a distancia cero, significa una mejora muy grande. Este dato sirve para justificar, previa 
validación del modelo, el uso como referencia del RTT a distancia 10 en lugar de distancia 0, ya 
que utilizar un modelo más estable repercutirá en menor error a la hora de calcular las 
distancias. 
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6.4.3.2. Pruebas de distancia 
 
Teniendo definido un modelo de referencia (RTT0) el siguiente paso es comprobar que 
realmente todo el trabajo realizado desemboca en un prototipo viable y que garantice unos 
mínimos de precisión. 
Como entorno para realizar estas medidas hemos utilizado los edificios del Campus Nord de la 
UPC, más concretamente los edificios A2 y A3, en la última planta. Este entorno nos ha 
proporcionado un largo pasillo que al unir los dos edificios nos ha permitido tomar medidas en 
indoor de hasta 70 metros. Para esta parte del estudio hemos tomado como referencia el valor 
de RTT a distancia 0 estudiado anteriormente. 
 
Figura 6.26 Evolución de las medidas de RTT con la distancia 
En la Figura 6.26 vemos como han sido los resultados de esta prueba. Apreciamos una 
tendencia claramente ascendente con la distancia, y un comportamiento prácticamente lineal, 
lo que encaja con el comportamiento que esperamos del modelo, ya que el RTT sigue una 
función lineal con la distancia. 
En esta gráfica apreciamos dos distancias a las que las medidas se alejan algo más de la recta 
modelo. Estas distancias son 30 y 40 metros, y coinciden sobre el terreno con el tramo que une 
los dos edificios. Este tramo tiene varias puertas que modifican la homogeneidad anterior del 
entorno, y aparte antes y después de la unión de los dos edificios hay un pequeño tramo 
donde se ensancha el edificio hacia la derecha, de manera que también se modifica el entorno. 
Vamos a estudiar ahora los valores numéricos de las medidas. La distribución de los RTT a cada 
distancia es similar a la que nos hemos encontrado en el caso anterior a distancia cero, con 
unos valores de dispersión (desviación entre medias) muy similares, rondando los 50-60 clocks. 
De la gráfica anterior ya podemos extraer que la dispersión a las diferentes distancias va a ser 
similar, ya que la nube de puntos tiene un tamaño muy parecido. También vemos que para las 
distancias más alejadas parece que las medias están más juntas, y al mirar los resultados 
vemos que así es, al tener para distancias mayores de 40 unos valores de dispersión de 
alrededor de los 30 clocks. 
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Distancia (m) 
Distancia 
estimada (m) Error (m) 
5 5,71746556 0,71746556 
10 9,55212985 -0,44787015 
15 14,1016361 -0,89836393 
20 16,4747274 -3,52527263 
25 24,2477058 -0,75229423 
30 24,5920397 -5,40796027 
40 30,8846465 -9,11535350 
50 49,8914826 -0,10851737 
60 54,9243741 -5,07562589 
70 68,2373635 -1,76263653 
Tabla 6.27 Distancias estimadas y error resultante para el rango de 5 a 70 metros 
En la Tabla 6.27 tenemos los resultados conseguidos por nuestro prototipo para el rango de 
distancias de 5 a 70 metros. Podemos apreciar como, tal y como hemos dicho antes, a 30 y 40 
metros se produce un error superior al resto de distancias. Para el resto de distancias, excepto 
los casos de 20 y 60 metros, vemos que el error de estimación es muy pequeño, inferior a 1 
metro. Esto es un resultado muy bueno, ya que significa una precisión aún mayor que la que 
proporciona el GPS en outdoor. Pero también debemos notar que estos son los valores 
medios, y que con la dispersión existente entre medidas el error puede llegar a ser de 4 o 5 
metros. Pero aún en ese caso son valores similares a los que proporcionan GPS o Galileo, así 
que ya los consideramos válidos. 
Otro dato que apreciamos en esta tabla es que en la mayoría de casos la distancia estimada es 
inferior a la distancia real. Esto puede estar causado por lo que hemos dicho antes acerca del 
valor de referencia, ya que si la medida de RTT a distancia cero presenta cierta variabilidad, 
esto puede implicar tomar como referencia un valor incorrecto, y que el resultado sea como el 
obtenido, en que todas las distancias están estimadas por encima, o por debajo. 
Error medio (m) -2,63764289 
Error medio modificado (m) -1,48163940 
Tabla 6.28 Error medio y error medio corregido (sin las distancias de 30 y 40 m) del estimador 
En la Tabla 6.28 vemos el error medio en la estimación de distancias. El primer valor, de 2.6 
metros, es tomando en consideración todas las distancias, por eso sale más elevado. En el 
segundo caso, de 1.4 metros, hemos apartado de los cálculos las distancias de 30 y 40 metros, 
que son las que hemos considerado que podrían tener algún error inducido por el entorno. Sea 
cual sea el valor que tomemos, ya sea de 1.4 o de 2.6, obtenemos un error medio muy bueno, 
que es del orden del error que proporciona el sistema GPS.  
Vamos a ver ahora cómo se comporta nuestro estimador si utilizamos como referencia el valor 
del RTT a 10 metros en lugar del RTT a distancia cero. Realizamos otro conjunto de pruebas en 
el mismo entorno y obtenemos los siguientes valores. 
 
 
86 
 
Distancia (m) 
Distancia 
estimada (m) Error (m) 
5 7,13391736 2,13391736 
10 10 0 
15 14,4557461 0,54425392 
20 18,3450813 1,65491865 
25 24,8154128 0,18458722 
30 26,4623937 3,5376063 
40 33,7307694 6,26923063 
50 50,3842977 0,38429771 
60 56,7947281 3,20527192 
70 70,1077174 0,10771744 
Tabla 6.29 Distancias estimadas y error resultante utilizando como referencia el RTT a 10 metros 
En la Tabla 6.29 hemos calculado el error como el valor absoluto de la diferencia, por eso en 
esta ocasión no sale ningún valor negativo. Lo interesante es ver como se ha reducido la 
diferencia entre la distancia estimada y la distancia real en la mayoría de los casos respecto al 
modelo anterior en que utilizábamos como referencia el valor del RTT a distancia cero. 
Error medio (m) 1,80218012 
Tabla 6.30 Error medio en la estimación de distancia utilizando el RTT a 10 metros 
Podemos ver que en este caso el error medio se ha reducido bastante, hasta ser inferior a los 2 
metros. Y eso que en esta ocasión estamos calculando el valor absoluto del error, ya que si lo 
calculamos con signo (diferenciando si se pasa o se queda corto en la estimación) conseguimos 
un error medio de -1.2 metros. Comprobamos así que estábamos en lo cierto al considerar que 
utilizar como referencia el valor del RTT a una distancia diferente de cero podría darnos 
beneficios. 
6.4.3.3. Conclusiones 
 
En primer lugar, comentar que hemos realizado muchas pruebas de estimación de distancias, 
pero en este documento solo mostramos la que acabamos de ver ya que se trata de la más 
completa, que abarca desde 0 hasta 70 metros. La mayoría de las medidas posteriores fueron 
para intentar mejorar el sistema de referencia, ya que en esta prueba hemos comprobado que 
con un sistema de referencia correcto, los resultados son buenos. 
La primera conclusión a la que llegamos es que el prototipo de estimación de distancias que 
hemos desarrollado consigue unos resultados muy buenos, ya que conseguimos un error 
medio de 2.6 metros (utilizando el RTT a distancia cero) en el peor de los casos, y en el caso de 
utilizar el RTT a distancia diez obtenemos un error de 1.8 metros. Hay que tener en cuenta que 
hemos probado un rango de hasta 70 metros, pero dados los resultados obtenidos, y las 
especificaciones del protocolo, nuestra aplicación debería alcanzar por lo menos hasta los 100 
metros de alcance. Y sobre este alcance, el error que tenemos no es demasiado grande. 
Tampoco lo es si lo comparamos con los sistemas outdoor existentes, que se mueven sobre el 
mismo rango, o ligeramente superior. Y comparado con trabajos similares conseguimos más 
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precisión, tanto en promedio como en general, ya que salvo un caso concreto (40 metros), 
tampoco se desvían tanto las medidas del error medio. 
En cuanto a las distancias más cortas, en este caso no las hemos estudiado demasiado, pero 
viendo el comportamiento de otras pruebas, aunque sí es cierto que tienen mayor 
inestabilidad, tampoco se aleja demasiado el valor estimado del valor real. 
Otra conclusión es que, aunque teóricamente la lógica dice que utilicemos como referencia el 
valor del RTT a distancia 0, es preferible usar otro algo más alejado, por ejemplo a distancia 10, 
ya que conseguimos mayor estabilidad en las medidas, tal y como hemos visto en el apartado 
6.2.2, aparte de conseguir mejores resultados en cuanto a la estimación de distancias. 
En cuanto a la estabilidad del sistema, hemos ido viendo a lo largo de las pruebas como la 
dispersión entre las medias de RTT se mantenía en unos valores desde los 20 clocks en los 
casos más optimizados (distancia de 10 m) hasta los 50-60 clocks de los casos más habituales. 
Esto significa que en una medida concreta, si se utiliza un número de muestras no demasiado 
elevado, podría haber sobre unos 5 metros de error causados por este hecho. Pero a pesar de 
esto, hemos conseguido un sistema muy estable, ya que aunque en algunas ocasiones tenga 
un error algo más elevado, en ningún caso se escapa demasiado de los valores reales. 
Por último, un pequeño comentario en cuanto a la aplicación de posicionamiento. Debido al 
desarrollo del proyecto, no hemos tenido tiempo de probar la aplicación que calcularía la 
posición a partir de las tres distancias a sendos Access points. Pero aunque no hayamos podido 
finalizar este trabajo, sí que hemos comprobado el paso previo, correspondiente a la 
obtención de las tres distancias a Access points diferentes. Ya hemos comentado en el tema 
anterior como se realiza el cambio de Access point, y de hecho lo único que nos ha faltado por 
hacer ha sido tener una estancia georeferenciada con tres Access points que indicasen su 
posición. 
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7. Conclusiones 
 
El mercado de posicionamiento outdoor ha alcanzado su madurez en los últimos años y 
tecnologías como la utilizada por el sistema GPS o Galileo ofrecen la posición de un usuario a 
nivel mundial y con precisiones inferiores a los 3 metros. Este hecho ha provocado la aparición 
de multitud de servicios que en la última década han producido grandes volúmenes de negocio 
para muchas empresas que ofrecen este tipo de prestaciones. El inconveniente de estos 
sistemas es que no proporcionan cobertura indoor y en la actualidad se están buscando 
soluciones para poder paliar las limitaciones que los sistemas de posicionamiento global 
presentan en entornos donde las señales de los satélites de posicionamiento no llegan o se 
reciben con dificultad. 
El objetivo de este proyecto era desarrollar un sistema de estimación de distancias basándose 
en el cálculo del TOA (Time of arrival) mediante una solución puramente software, para poder 
posteriormente crear un prototipo de posicionamiento indoor. A lo largo de todo el 
documento hemos visto como íbamos desarrollado este sistema modificando el código del 
driver, gracias a la utilización de un driver de código abierto como ha sido el caso de Madwifi. 
De esta manera hemos conseguido una solución puramente software, tal y como nos 
habíamos planteado. También hemos conseguido mejorar la resolución que ofrece el estándar 
WLAN, ya que al utilizar como referencia el reloj de la CPU, conseguimos teóricamente una 
precisión de 0.45 ns (la frecuencia de la CPU es de 2.2 GHz), o lo que es lo mismo, una 
resolución del orden de los nanosegundos, en comparación con la resolución de 1 
microsegundo que ofrece el estándar 802.11. 
Las medidas de RTT que capturamos con el código siguen una distribución aleatoria, como 
cabría esperar, pero no causada por el entorno, si no por el sistema de medidas. Esto hace que 
tengamos bastante ruido en las medidas, pero por suerte para nuestro estudio, el ruido 
introducido por el sistema es ruido gaussiano, con lo cual podemos estudiarlo 
estadísticamente y minimizar su impacto. Aún así esto no quita que se vea reflejado en el 
resultado final cierto efecto de este ruido ya que dispersa ligeramente las medias. Este ruido 
del sistema está causado principalmente por el tratamiento que hace el sistema operativo de 
las interrupciones, con contribuciones de las fluctuaciones de los relojes de sistema y de la 
tarjeta. Hemos intentado minimizar su efecto, pero aun así no hemos podido eliminarlo, ya 
que debemos recordar que estamos utilizando un equipo que no fue creado específicamente 
para esto, si no que se dedica a otras utilidades, y por lo tanto está optimizado para ellas. 
Para intentar reducir el efecto del ruido del sistema estudiamos diferentes configuraciones 
para el sistema operativo. La correspondiente al sistema operativo en tiempo real la 
descartamos rápidamente ya que su objetivo es reducir la latencia de las aplicaciones en 
tiempo real retrasando la atención de las interrupciones, pero lo que nosotros deseamos es 
reducir la latencia de la interrupción. Aparte de no encajar teóricamente, al realizar pruebas 
vimos que no nos ofrecía ninguna mejora sustancial y la descartamos. 
Las otras dos configuraciones, con el módulo ACPI activado y desactivado, nos han 
proporcionado una serie de resultados muy interesantes. En primer lugar hemos visto que la 
configuración sin ACPI es la que mejores prestaciones da en cuanto a dispersión, ya que 
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conseguimos la distribución gaussiana de forma bastante nítida y con una desviación típica 
aceptable. Por esta razón nos decantamos por ella para utilizarla en nuestro sistema. Pero 
también hemos estudiado la configuración con ACPI, en la que conseguíamos una gráfica 
bastante característica, que en principio no seguía ninguna distribución conocida, pero que 
estudiándola más a fondo vimos que ocultaba una distribución gaussiana. De esta forma 
conseguimos idear una manera de partiendo de esta configuración obtener unos valores 
parecidos a los de la configuración sin ACPI, pero con peores prestaciones. Pero esto nos 
permite aventurar que con un estudio más profundo de la relación entre ambas 
configuraciones, se podría llegar a conseguir los resultados de la configuración sin ACPI 
utilizando la configuración con ACPI. 
También hemos realizado un estudio de los dos relojes de que disponíamos, para saber cuál 
era la mejor combinación entre ellos que nos proporcionase los resultados más precisos. 
Hemos comprobado que la relación entre ambos relojes se mantiene constante tanto en el 
tiempo como en función de la distancia, y por lo tanto los valores de RTT obtenidos con los dos 
son los mismos. Ello nos lleva a corroborar la suposición que habíamos hecho inicialmente, de 
que quién fijaba la precisión del sistema era el reloj de la tarjeta. Vimos durante el estudio que 
cuando utilizábamos el reloj de la tarjeta teníamos una desviación típica algo más alta que 
cuando usábamos el reloj de la CPU, y investigamos algo más a fondo este suceso para 
descubrir que el culpable de ese incremento era la llamada para capturar el tiempo de la 
tarjeta, que tardaba un tiempo no determinista. Por ello, aunque las características generales 
son las mismas para ambos relojes, al tener menor incertidumbre en el reloj de la CPU porque 
evitamos un factor de variabilidad, nos decantamos por el uso de este reloj en detrimento del 
reloj de la tarjeta. Pero aún en el caso de que nos hubiésemos decantado por el uso del reloj 
de la tarjeta, debemos notar que seguiríamos cumpliendo con los objetivos marcados 
inicialmente en este proyecto, ya que la precisión que aporta el reloj de la tarjeta es del orden 
de los nanosegundos (su frecuencia es de 44 Mhz, por lo tanto su resolución es de 22 ns). 
Hemos evaluado las prestaciones que ofrecían los dos estándares disponibles, 802.11b y 
802.11g, a las velocidades de 11 y 54 Mbps respectivamente. La primera diferencia que hemos 
contrastado ha sido el alcance, aunque esto ya lo esperábamos de antemano, puesto que el 
propio estándar ya define que cuanto más alta es la velocidad, menor es el alcance que tiene. 
Otro comportamiento que hemos apreciado en ambos casos ha sido al evaluar distancias 
cortas. En el caso de la velocidad de 11 Mbps hemos observado que se producía un error algo 
mayor en la estimación de la distancia respecto a distancias más alejadas, pero aun así los 
valores se mantienen dentro de unos márgenes de calidad. En cambio, para la velocidad de 54 
Mbps hemos apreciado un comportamiento bastante singular, ya que a distancias cortas el 
valor del RTT era bastante mayor que a partir de cierta distancia umbral, a partir de la cual el 
comportamiento de los valores de RTT es el esperado, con un incremento proporcional a la 
distancia. Aparte, desde la distancia cero hasta la distancia umbral el comportamiento de los 
valores del RTT eran más bien contrarios a la lógica, ya que apreciamos un descenso dentro de 
la gráfica a medida que nos alejamos del origen y nos acercamos al umbral. Por todo ello nos 
decantamos por la velocidad de 11 Mbps a la hora de hacer el estudio, ya que nos proporciona 
mayor alcance y menor variabilidad, aparte de ser útil en todo el rango de distancias 
disponibles. 
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Cuando tenemos el sistema ya definido llega el momento de ponerlo a prueba. En primer lugar 
hemos estudiado su comportamiento en un entorno ideal, para separar el componente del 
error causado por el sistema del causado por el entorno. Hemos tomado una serie de medidas 
en la cámara anecoica que tiene el departamento de TSC en la UPC, y tras analizar los datos 
hemos visto que la principal fuente de error es el propio sistema de medidas, ya que 
comparando los resultados conseguidos en la cámara anecoica con los obtenidos en un 
entorno real no se aprecia ninguna diferencia visible, lo que significa que el error introducido 
por el sistema es demasiado grande y enmascara el del resto de componentes. 
Tras analizar la composición del error obtenido en las medidas empezamos a trabajar con el 
prototipo de cálculo de distancias. El primer paso consiste en definir el modelo que 
utilizaremos como referencia a la hora de hacer los cálculos. Hemos visto como la solución más 
lógica consiste en utilizar el valor del RTT a distancia cero, y calculando las distancias con esta 
referencia obtenemos buenos resultados. Pero también hemos visto que utilizar este modelo 
como base puede introducir algo de dispersión, ya que hemos observado que a distancias 
pequeñas la variabilidad de las muestras es mayor, y por lo tanto a la hora de modelar el RTT a 
distancia cero aparece cierta desviación entre las medidas que luego puede implicar un 
desplazamiento de todas las estimaciones, ya sea incrementándolas o reduciéndolas. Por ello 
estudiamos la estabilidad de las medidas de RTT a otra distancia, en nuestro caso a diez 
metros, para evaluar si es mejor que a distancia cero, y vemos que así es. En consecuencia, 
decidimos que es mejor tomar como referencia para la aplicación el modelo a 10 metros en 
vez del modelo a distancia cero. 
Con el modelo de referencia ya clarificado realizamos una serie de pruebas de campo, 
tomando un rango bastante amplio de distancias. Conseguimos un error medio de 2.6 metros 
utilizando como referencia el RTT a distancia cero, y de 1.8 metros utilizando como referencia 
el RTT a distancia 10. Si comparamos estos resultados con la precisión que proporciona el GPS, 
obtenemos unos resultados que igualan o mejoran su precisión, ya que el GPS proporciona 
distancias sobre un margen de 3 metros de error. Igualmente, si comparamos con trabajos 
previos que se han realizado sobre esta técnica de localización, también estamos mejorando 
los resultados, como en el caso de [21] donde obtienen un error de 2.66 metros utilizando una 
solución hardware, o en [38], donde consiguen 2 metros de error, pero tienen otros problemas 
como la inestabilidad del sistema. 
Quedan otras características del sistema en las que no hemos profundizado tanto durante el 
documento. Entre ellas está, por ejemplo, la latencia del sistema. En nuestro caso, la latencia 
no tiene por qué ser un problema, ya que para el estudio hemos sido nosotros los que hemos 
definido esta velocidad, enviando los paquetes cada 100 ms, lo que hacía que el sistema fuese 
muy lento, pero que no nos importaba en ese punto del estudio. Pero si nos interesa reducir el 
tiempo necesario para calcular la distancia, es posible hacerlo. De hecho podemos llegar a 
enviar 1000 paquetes en menos de 1 segundo si utilizamos la opción que hemos explicado del 
flooding de paquetes. Y aunque en algún punto hemos temido empeorar la calidad de los 
resultados al enviar los paquetes demasiado juntos, también hemos comprobado que con la 
configuración que tiene el módulo ACPI desactivado este efecto no se nota prácticamente. 
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Otra característica del sistema que hemos ido comentando en diferentes puntos de este 
documento es la estabilidad de los resultados. Hemos visto que los resultados no son exactos, 
ya que hay una desviación en las medidas a la hora de calcular el promedio, y existe una 
pequeña variación entre los promedios calculados en series distintas. Pero hemos conseguido 
obtener unos valores de desviación bastante buenos, y la variación entre medidas distintas es 
del orden de un 7% de la desviación típica, que también consideramos como aceptable, ya que 
debemos tener en cuenta que nos encontramos con un proceso aleatorio, y que se ve afectado 
por muchos factores que aportan a la hora de dispersar las medidas.  
También debemos comentar, en cuanto a la estabilidad, que mejoramos bastante en 
comparación con el trabajo anterior realizado en el departamento [38], que era otro de los 
objetivos que nos habíamos planteado. Esto lo conseguimos principalmente por dos razones. 
En primer lugar realizamos la captura en el primer punto en el que podemos dentro del 
handler de la interrupción, con lo cual eliminamos todo el retardo posible a la hora de tratar la 
interrupción, de forma que solo queda lo que tarde el sistema operativo en atenderla. La otra 
razón es la configuración del sistema operativo. Al modificarla desactivando el módulo ACPI 
hemos conseguido también reducir la incertidumbre, y por lo tanto mejorar la estabilidad. 
El último paso del sistema era calcular la posición a partir de las distancias a tres puntos de 
acceso diferentes. Este paso no hemos podido estudiarlo a fondo debido tanto a la falta de 
tiempo como a no disponer de un entorno completamente preparado para esta función. Pero 
aun así hemos podido realizar pruebas de funcionamiento calculando las distancias a los tres 
Access points. En este caso solo queda comentar que la latencia de este sistema vendría fijada 
por el cambio de Access point, ya que la latencia del sistema de estimación de distancias la 
podemos fijar, pero la de cambio de Access point no. 
La principal debilidad del sistema es la variabilidad que presentan las medidas de RTT, ya que 
aunque en media tienden al valor correcto, pero si utilizamos un número limitado de muestras 
podemos alejarnos unos metros del valor real. Otro punto débil se encuentra al utilizarlo a 
distancias pequeñas, ya que al encontrarse muy cerca del Access point aumentaba la 
variabilidad de las medidas. Y podríamos considerar también como debilidad la dependencia 
de la calidad de las medidas con el sistema operativo, en cuanto al tratamiento de las 
interrupciones, y con el hardware de captura de paquetes, ya que es el que fija la resolución ya 
que controla la comunicación wireless. 
En resumen, en este trabajo presentamos una solución con la suficiente precisión para 
permitir la estimación de distancias en entornos indoor, y con ello poder desarrollar 
posteriormente una aplicación para estimar la posición. Además, ofrece la importante ventaja 
de que no requiere ningún hardware adicional en el equipo, ni ningún despliegue externo, ya 
que al utilizar la red WLAN convencional aprovecha la infraestructura ya desplegada. 
7.1. Trabajo futuro 
 
Este proyecto permite continuar con su trabajo en varias vías, ya que aunque teníamos un 
objetivo bastante claro, hemos abarcado muchos pequeños problemas. Pero principalmente 
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permite dos vías de continuidad: mejorar el prototipo aquí presentado, o desarrollar un 
sistema de posicionamiento indoor utilizando este sistema. 
En cuanto a mejorar el sistema existente, se podría estudiar más a fondo cuál es la causa de la 
desviación de las muestras de RTT, para intentar reducir esta varianza y conseguir un 
estimador mejor. Otra posible mejora sería estudiar qué sucede cuando el terminal está 
demasiado cerca del punto de acceso, para intentar explicar por qué en esos casos el error es 
mayor. Una tercera vía de estudio en este tema sería mirar otras características de la 
comunicación WLAN para combinar con la técnica actual y así mejorar la precisión, como por 
ejemplo tomar medidas del nivel de potencia. 
En cuanto a desarrollar un sistema de posicionamiento basado en este prototipo, 
sencillamente sería utilizar la aplicación ya existente de cambio de Access point y desarrollarla 
para que permita calcular la posición a partir de los valores de las distancias y conociendo la 
posición de los puntos de acceso. En este caso se podría también estudiar el cambio de Access 
point para reducir su latencia ya que es el punto débil del proceso. 
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Anexo 1. Personalización del kernel de Linux 
 
En un entorno Ubuntu recién instalado, se hace: 
- sudo apt-get install linux-kernel-devel fakeroot build-essential 
 
Para instalar los paquetes necesarios para configurar el kernel.  
- sudo apt-get install linux-source 
 
Con esta instrucción obtenemos el código fuente del kernel de Linux.  
El código se descarga a la carpeta /usr/src , y para descomprimirlo hacemos lo 
siguiente: 
- mkdir ~/src 
- cd ~/src 
- tar xjvf /usr/src/linux-source-<version-number-here>.tar.bz2 
- cd linux-source-<version-number-here> 
 
Ahora, para poder configurar el kernel, se puede copiar el archivo .config del kernel en 
uso, o configurarlo de nuevo al gusto del usuario. Para hacer esto, hay dos maneras: 
usando make menuconfig o make xconfig . Para poder usar estas opciones hay que 
descargar los siguientes paquetes:  
- sudo apt-get install qt3-dev-tools libqt3-mt-dev # if you plan 
to use 'make xconfig' 
- sudo apt-get install libncurses5 libncurses5-dev # if you plan 
to use 'make menuconfig' 
 
A continuación, ejecutamos make menuconfig o make xconfig, y seleccionamos la 
configuración que mas se adecue a nuestros intereses.  
Cuando tenemos la configuración ya preparada, el siguiente paso ya es compilar el 
kernel. Para ello, hacemos los siguientes pasos: 
- sudo make-kpkg clean # only needed if you want to do a "clean" 
build 
- sudo make-kpkg --initrd --append-to-version=identificador-de-la-
version kernel-image kernel-headers 
 
En identificador-de-la-version pondremos un nombre para identificar nuestra imagen 
de Linux. Nos interesa que este identificador sea único, para no dar problemas después 
a Linux. Para ello, podemos usar, por ejemplo, la fecha actual en formato ddmmaaaa. 
Para instalar el kernel recién compilado, escribimos:  
- sudo dpkg -i linux-image-2.6.20-16-2be-k7_2.6.20-16_i386.deb 
- sudo dpkg -i linux-headers-2.6.20-16-2be-k7_2.6.20-16_i386.deb 
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Después de esto, solo falta reiniciar el sistema para que cargue el nuevo sistema 
operativo. Cuando haya cargado, ejecutando uname -a comprobaremos que la versión 
de Linux que se ha cargado es la que hemos compilado. 
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Anexo 3. Modificación del driver 
 
A continuación mostramos las modificaciones que hemos realizado en el código del driver para 
adaptarlo a la captura  de los paquetes que queríamos. 
En primer lugar declaramos las variables que necesitaremos dentro de la estructura ath_stats 
definida en el fichero if_athioctl.h. 
 
A continuación pasamos a modificar el fichero if_ath.c, en el que se encuentran el resto de las 
modificaciones. En primer lugar incluimos las librerías necesarias para las capturas que 
queremos hacer, y declaramos las variables que necesitaremos. 
 
A continuación realizamos la captura del reloj, tal y como hemos mostrado en el documento, 
justo en el punto en que entra la interrupción. 
 
Dentro de la misma función del handler de la interrupción debemos guardarnos el valor del 
reloj. Esto lo hacemos en el momento en que sabemos que la causa de la interrupción es la 
/* 
 * Interrupt handler.  Most of the actual processing is deferred. 
 */ 
irqreturn_t 
#if LINUX_VERSION_CODE >= KERNEL_VERSION(2,6,19) 
ath_intr(int irq, void *dev_id) 
#else 
ath_intr(int irq, void *dev_id, struct pt_regs *regs) 
#endif 
{ 
 struct net_device *dev = dev_id; 
 struct ath_softc *sc = dev->priv; 
 struct ath_hal *ah = sc->sc_ah; 
 HAL_INT status; 
 int needmark; 
 
 rdtscl(clocks); 
 
#include <linux/smp.h> 
#include <linux/timex.h> 
#include <linux/cpufreq.h> 
#include "reg.h" 
… 
static u_int32_t clocks=0; 
struct ath_stats { 
 … 
 u_int32_t ast_ant_rx[8];  /* rx frames with antenna */ 
 u_int32_t ast_ant_tx[8];  /* tx frames with antenna */ 
 
 u_int32_t ast_cpuclock; 
 u_int32_t ast_cpuclock_old; 
 u_int16_t ast_macretry; 
}; 
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transmisión de un paquete. Parece que así nos estamos dejando los paquetes recibidos, pero 
veremos más adelante como al recibir un paquete lo marcamos como paquete a transmitir 
también para poder tratarlos todos igual. Lo hacemos así para evitar errores a la hora de 
acceder a los campos del paquete para las comprobaciones que debemos realizar. 
 
El tratamiento de los datos para calcular el RTT lo hacemos en la función ath_rx_tasklet. A 
continuación lo vemos. 
 
static void 
ath_rx_tasklet(TQUEUE_ARG data) 
{ 
 … 
 int len, type; 
 u_int phyerr; 
 struct ieee80211_frame *wh; 
 u_int32_t diff; 
 
… // después del rx_accept 
 
  len = ds->ds_rxstat.rs_datalen; 
  bus_dma_sync_single(sc->sc_bdev, 
   bf->bf_skbaddr, len, BUS_DMA_FROMDEVICE); 
  bus_unmap_single(sc->sc_bdev, bf->bf_skbaddr, 
   sc->sc_rxbufsize, BUS_DMA_FROMDEVICE); 
 
  wh=(struct ieee80211_frame *) bf->bf_skb->data; 
 
  if( ((wh->i_fc[0] & IEEE80211_FC0_TYPE_MASK) == 
IEEE80211_FC0_TYPE_CTL) && ((wh->i_fc[0] & IEEE80211_FC0_SUBTYPE_MASK) == 
IEEE80211_FC0_SUBTYPE_ACK)&& sc->sc_stats.ast_macretry==0 && 
IEEE80211_ADDR_EQ(wh->i_addr1,ic->ic_myaddr)){ 
  diff=sc->sc_stats.ast_cpuclock-sc->sc_stats.ast_cpuclock_old; 
  printk(KERN_EMERG "CPU clocks=%lu *\n",(uintmax_t)diff); 
 } 
 
  if (status & HAL_INT_TX) { 
#ifdef ATH_SUPERG_DYNTURBO 
 
   if (sc->sc_dturbo_switch) { 
    u_int32_t txqs = (1 << sc->sc_bhalq); 
    ath_hal_gettxintrtxqs(ah, &txqs); 
    if(txqs & (1 << sc->sc_bhalq)) { 
     sc->sc_dturbo_switch = 0; 
     /* 
      * Hack: defer switch for 10ms to permit slow 
      * clients time to track us.  This especially 
      * noticeable with Windows clients. 
      */ 
     mod_timer(&sc->sc_dturbo_switch_mode, 
         jiffies + msecs_to_jiffies(10)); 
    } 
   }  
#endif 
   sc->sc_stats.ast_cpuclock_old=sc->sc_stats.ast_cpuclock; 
   sc->sc_stats.ast_cpuclock=clocks; 
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El siguiente paso es avisar al driver para que cuando reciba un paquete lance una interrupción 
de transmisión para poder capturar el reloj. Esto lo hacemos añadiendo la siguiente llamada en 
la función ath_tx_start. 
 
El último paso consiste en comprobar si ha habido retransmisiones del paquete o no, para 
descartarlo. Lo hacemos en la función ath_tx_processq. 
 
  
  if(ni->ni_vap->iv_fixed_rate==-1) 
  if ((ds->ds_txstat.ts_status & HAL_TXERR_FILT) == 0 && 
      (bf->bf_flags & HAL_TXDESC_NOACK) == 0) 
   sc->sc_rc->ops->tx_complete(sc, an, ds); 
sc->sc_stats.ast_macretry=ds->ds_txstat.ts_longretry; 
 DPRINTF(sc, ATH_DEBUG_XMIT, "%s: set up txdesc: pktlen %d hdrlen %d " 
  "atype %d txpower %d txrate %d try0 %d keyix %d ant %d flags %x " 
  "ctsrate %d ctsdur %d icvlen %d ivlen %d comp %d\n", 
  __func__, pktlen, hdrlen, atype, MIN(ni->ni_txpower, 60), txrate, 
  try0, keyix, antenna, flags, ctsrate, ctsduration, icvlen, ivlen, 
  comp); 
 
 flags|=HAL_TXDESC_INTREQ;//immediate H/W interrupt 
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Anexo 4. Código de los scripts de cálculo de distancias 
 
En este anexo tenemos los scripts encargados de capturar y procesar los datos que envía el 
driver. Veremos en primer lugar la aplicación general que se encarga de extraer los datos de 
los mensajes que envía el kernel. Lo que mostramos a continuación es la parte importante del 
código del fichero locate.c. 
 
int main(int argc, char *argv[]){ 
 int fdr,fdw,fdout,aux=0,aux2=0; 
 int pid,status; 
 char c,old=0; 
 
 fdr=open("test/result.log",O_RDONLY); 
 fdw=creat(argv[1],0666); 
 aux=lseek(fdr,0,SEEK_END); 
 close(fdr); 
 
 pid=fork(); 
 if(pid==0){ 
  execlp("ping","ping","192.168.0.50","-i 0.1","-s 0","-c 
1000 -W 0.0005"); 
 } 
 wait(&status); 
 sleep(1); 
 
 fdr=open("test/result.log",O_RDONLY); 
 aux=lseek(fdr,aux,SEEK_SET); 
 while((aux>=0) && (aux2=read(fdr,&c,sizeof(char))>0)){ 
  write(fdw,&c,sizeof(char)); 
  aux=lseek(fdr,0,SEEK_CUR); 
 } 
 close(fdw); 
 close(fdr); 
 
 pid=fork(); 
 if(pid==0){ 
  execlp("./extract","./extract",argv[1],argv[2]); 
 } 
 wait(&status); 
 
 pid=fork(); 
 if(pid==0){ 
  execlp("./refine","./refine",argv[2],argv[3]); 
 } 
 wait(&status); 
 
 pid=fork(); 
 if(pid==0){ 
  execlp("./stats","./stats",argv[3]); 
 } 
 wait(&status); 
 
 exit(0); 
} 
107 
 
Esta aplicación se encarga únicamente de capturar los mensajes que envía el kernel y 
guardarlos en un fichero que puedan abrir el resto de aplicaciones, ya que el fichero en el que 
se guardan automáticamente (por el daemon syslogd) no se puede abrir desde aplicaciones de 
usuario. Ahora veremos el resto de scripts donde tratamos los datos. 
En primer lugar el fichero extract.c, donde extraemos los valores del RTT del resto de la 
información que tiene el mensaje del kernel. 
 
En el documento, en la Figura 5.7 tenemos un ejemplo de cómo son los mensajes que envía el 
kernel. Recordamos que los mensajes del kernel se encuentran en el formato siguiente:  
[  274.929931] CPU clocks=592735 * 
De esta manera, para conseguir el valor del RTT tenemos que extraer el valor que se encuentra 
entre “clocks=” y “*”. Por ello buscamos los caracteres ‘=’ y ‘*’ para delimitar la cifra del valor 
del RTT. En la línea marcada como (1) ya descartamos las medidas que son muy elevadas. 
El siguiente script es el refine.c, que se encarga de aplicar un filtrado a las muestras para 
eliminar las más alejadas. 
int main(int argc, char *argv[]){ 
 int fdr,fdw,aux=0,aux2=0,len=0,val=0; 
 char res[128]; 
 char c,old=0; 
 
 for(len=0;len<128;len++)res[len]=0; 
 len=0; 
 fdr=open(argv[1],O_RDONLY); 
 fdw=creat(argv[2],0666); 
 aux=lseek(fdr,0,SEEK_SET); 
 
 while((aux>=0) && (aux2=read(fdr,&c,sizeof(char))>0)){ 
  if(val==1){ 
   res[len]=c; 
   len++; 
  } 
  if(val==1 && c=='*'){ 
   res[len-1]='\n'; 
(1)   if(len<10)write(fdw,res,strlen(res)); 
   for(;len>=0;len--)res[len]=0; 
   len=0; 
   val=0; 
  } 
  aux=lseek(fdr,0,SEEK_CUR); 
  if(c=='=' && old=='s') val=1; 
  old=c; 
 } 
 
 close(fdw); 
 close(fdr); 
 exit(0); 
} 
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int main(int argc, char *argv[]){ 
 int fdr,fdw,aux=0,aux2=0,aux3,len=0,val=0; 
 char res[128]; char c,old=0; 
 double media=0.,desv=0.,var=0.,quad=0.; 
 long value=0; int samples=0,nsamp=0; 
 long buf[1024];  
 
 for(len=0;len<128;len++)res[len]=0; 
 for(val=0;val<512;val++)buf[val]=0; 
 len=0;val=0; 
 fdr=open(argv[1],O_RDONLY); 
 fdw=creat(argv[2],0666); 
 aux=lseek(fdr,0,SEEK_SET); 
 while((aux>=0) && (aux2=read(fdr,&c,sizeof(char))>0)){ 
  if(c!=' '){ 
   res[len]=c; len++; 
  }else if(c==' '){ 
   value=atol(res); 
   if(value!=0){ 
    buf[val]=value; 
    val++; 
   } 
   for(;len>=0;len--)res[len]=0; 
   len=0; 
  } 
  aux=lseek(fdr,0,SEEK_CUR); 
 } 
 samples=val; value=0; 
 for(val=0;val<samples;val++){ 
  value+=buf[val]; 
 } 
 media=(double)(((double)(value))/((double)(samples))); 
 nsamp=0; 
 for(val=0;val<samples;val++){ 
  if(buf[val]> 2.*media){ 
   buf[val]=0; 
   nsamp++; 
  } 
 } 
 value=0; 
 for(val=0;val<samples;val++){ 
  value+=buf[val]; 
 } 
 media=(double)(((double)(value))/((double)(samples-nsamp))); 
 for(val=0;val<samples;val++){ 
  if(buf[val]!=0){ 
  quad=((double)(buf[val]))-media; 
  quad=quad*quad; 
  var+=quad; 
  } 
 } 
 var=(double)(var/((double)(samples-nsamp))); 
 var=sqrt(var); 
 if(var>(media/20.))var=media/20.; 
 
 for(val=0;val<samples;val++){ 
 if(((double)(buf[val]))<(media+var)&&((double)(buf[val]))>(media-var)){ 
   sprintf(res,"%lu\n",buf[val]); 
   write(fdw,res,strlen(res)); 
   len=strlen(res); 
   for(;len>=0;len--)res[len]=0; 
   len=0; 
  } 
 } 
 close(fdw); close(fdr); 
 exit(0); 
} 
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En este script aplicamos un filtro de la desviación estándar alrededor de la media (media ± 
desviación). 
El último script que utilizamos es el encargado de calcular los valores estadísticos de la 
distribución: media y desviación estándar, pero ya con los valores definitivos. Es el fichero 
stats.c. 
 
int main(int argc, char *argv[]){ 
 int fdr,aux=0,aux2=0,aux3,len=0,val=0; 
 char res[128]; 
 char c,old=0; 
 double media=0.,desv=0.,var=0.,quad=0.; 
 long value=0; 
 int samples=0; 
 long buf[1024]; 
 long bufaux[1024]; 
  
 for(len=0;len<128;len++)res[len]=0; 
 for(val=0;val<1024;val++)buf[val]=0; 
 len=0; 
 val=0; 
 fdr=open(argv[1],O_RDONLY); 
 aux=lseek(fdr,0,SEEK_SET); 
 while((aux>=0) && (aux2=read(fdr,&c,sizeof(char))>0)){ 
  if(c!='\n'){ 
   res[len]=c; 
   len++; 
  }else if(c=='\n'){ 
   value=atol(res); 
   buf[val]=value; 
   val++; 
   for(;len>=0;len--)res[len]=0; 
   len=0; 
  } 
  aux=lseek(fdr,0,SEEK_CUR); 
 } 
 samples=val; 
 value=0; 
 for(val=0;val<samples;val++){ 
  value+=buf[val]; 
 } 
 media=(double)(((double)(value))/((double)(samples))); 
 for(val=0;val<samples;val++){ 
  quad=((double)(buf[val]))-media; 
  quad=quad*quad; 
  var+=quad; 
 } 
 var=(double)(var/((double)(samples))); 
 var=sqrt(var); 
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En este fichero hacemos un procesado estadístico de las muestras, las filtramos hasta 
conseguir una desviación estándar inferior a los 1000 clocks y posteriormente calculamos los 
parámetros estadísticos de la distribución resultante. 
Por último el script en Shell que se encarga de llamar a la función principal (locate.c). Lo hemos 
llamado rtt.sh. 
 
  
#!/bin/bash 
for i in `seq 1 5`; 
do 
 ./locate dades results/res$i.log results/ref$i.log  
done 
 while(var>1000){ 
  for(val=0;val<1024;val++) bufaux[val]=0; 
  for(val=0;val<samples;val++) bufaux[val]=buf[val]; 
  for(val=0;val<1024;val++) buf[val]=0; 
  value=samples; 
  samples=0; 
  for(val=0;val<value;val++){ 
  
 if((bufaux[val]<(media+3.0*var))&&(bufaux[val]>(media-
3.0*var))){ 
    buf[samples]=bufaux[val]; 
    samples++; 
   } 
  } 
 
  value=0; 
  for(val=0;val<samples;val++){ 
   value+=buf[val]; 
  } 
  media=(double)(((double)(value))/((double)(samples))); 
 
  for(val=0;val<samples;val++){ 
   quad=((double)(buf[val]))-media; 
   quad=quad*quad; 
   var+=quad; 
  } 
  var=(double)(var/((double)(samples))); 
  var=sqrt(var); 
 } 
 
 printf("la media es:%f ;numero de muestras:%d\n", media, 
samples); 
 printf("stdev:%f \n",var); 
 
 close(fdr); 
 exit(0); 
} 
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Anexo 5. Código para el cambio de Access points 
 
Para realizar el cambio de Access point utilizamos el script apchange.sh, que mostramos a 
continuación. 
 
La función getpid a la que hace referencia es la siguiente (fichero getpid.c). La utilizamos para 
detectar el pid de la instancia de wpa_supplicant para poder eliminarla. 
 
Por último, un ejemplo de fichero de configuración ap1.conf. 
 
### wpa_supplicant.conf file ### 
ctrl_interface=/home/upc/wpa_ap1 
ctrl_interface_group=0 
eapol_version=1 
ap_scan=1 
fast_reauth=1 
 
##network## 
network={ 
  ssid="pfc-test1" 
  key_mgmt=NONE 
} 
int main (int argc, char *argv[]){ 
 int fdr,fdw,aux=0,aux2=0,val=0; 
 char c; 
 char buffer[512]; 
 char buf[128]; 
 
 fdr=open(argv[1],O_RDONLY); 
 fdw=creat(argv[2],0666); 
 aux=lseek(fdr,0,SEEK_SET); 
 aux2=read(fdr,&c,sizeof(char)); 
 while((aux>=0) && (aux2=read(fdr,&c,sizeof(char))>0) && (c!=' 
')){ 
  buf[val]=c; 
  val++; 
  aux=lseek(fdr,0,SEEK_CUR); 
 } 
 sprintf(buffer,"%s\n",buf); 
 write(fdw,buffer,strlen(buffer)); 
 close(fdr); 
 close(fdw); 
 exit(0); 
} 
#!/bin/sh 
 
ps ax | grep wpa > aux 
./getpid aux aux2 
sudo kill `cat aux2` 
sleep 2 
rm aux 
sudo wpa_supplicant -iath0 -Dmadwifi -c /home/upc/ap$1.conf & 
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Anexo 6. Código para la captura de los beacons 
 
Para capturar el intervalo entre beacons hemos realizado la siguiente modificación en el driver 
Madwifi. Mantenemos la captura del reloj de la CPU en el mismo punto que antes. 
 
 if (status & HAL_INT_SWBA) { 
  /* 
   * Software beacon alert--time to send a beacon. 
   * Handle beacon transmission directly; deferring 
   * this is too slow to meet timing constraints 
   * under load. 
   */ 
  ath_beacon_send(sc, &needmark); 
 
sc->sc_stats.ast_cpuclock_old=sc->sc_stats.ast_cpuclock; 
  sc->sc_stats.ast_cpuclock=clocks; 
  diff=sc->sc_stats.ast_cpuclock-sc-
>sc_stats.ast_cpuclock_old; 
  printk(KERN_EMERG "CPU clocks=%lu *\n",(uintmax_t)diff); 
 } 
