In this paper, we introduce an efficient algorithm for the quantum amplitude estimation task which works in noisy intermediate-scale quantum(NISQ) devices. The quantum amplitude estimation is an important problem which has various applications in fields such as quantum chemistry, machine learning, and finance. Because the well-known algorithm for the quantum amplitude estimation using the phase estimation cannot be executed in NISQ devices, alternative approaches have been proposed in recent literature. Some of them provide a proof of the upper bound which almost achieves the Heisenberg scaling. However, the constant factor is large and thus the bound is loose. Our contribution in this paper is to provide the algorithm such that the upper bound of query complexity almost achieves the Heisenberg scaling and the constant factor is small.
Introduction
The application of noisy intermediate-scale quantum(NISQ [1] ) devices has been attracting significant interest recently. In NISQ devices, the quantum error correction is not available due to the limitation of the number of qubits. Therefore, the depth of the gates, which include a lot of noise is limited. The limitation of the number of two-qubits operations is especially strict. Under the constraints, most of the quantum algorithms which realize quantum speed-up in the ideal quantum computers are not available in NISQ devices. The development of algorithms tailored for NISQ devices is demanded.
In this paper, we focus on the problem of quantum amplitude estimation in NISQ devices. Quantum amplitude estimation is the problem of estimating the value of sin θ in the following equation: A|0 n |0 = sin θ|Ψ 1 n |1 + cos θ|Ψ 0 n |0 . It is well known that the amplitude estimation can be applied to quantum chemistry, finance and machine learning [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . In these applications, the cost of execution A is high, thus how to reduce the number of calling A while estimating θ with required accuracy, is the heart of the problem.
The efficient quantum amplitude estimation algorithm which uses the phase estimation has been well documented in previous literature [12, 13] . The algorithm achieves Heisenberg scaling, that is, if we demand that the estimation error of sin 2 θ is within ǫ with the probability larger than 1/2, then the query complexity (required number of the call of the operator A) is O(1/ǫ). However, the phase estimation requires a lot of noisy gates of two qubits and therefore is not executable in NISQ devices. Thus, it is fair to inquire if there are any quantum amplitude estimation algorithms which work in NISQ devices and still achieve Heisenberg scaling.
Recently, quantum amplitude estimation algorithms in NISQ devices have been suggested in some literature [14] [15] [16] [17] . Suzuki et al [14] suggests an algorithm which uses maximum likelihood estimation. It shows that the algorithm achieves Heisenberg scaling numerically but there is no rigorous proofs. Wie [15] also studies the problem in the context of quantum counting. Still, it is not rigorously proved that the algorithm achieves Heisenberg scaling. Aaronson et al [16] suggests an algorithm which achieves Heisenberg scaling and give rigorous proof. However the constant factor proportional to 1 ǫ ln 1 δ is large where δ is the probability that the error is less than ǫ. Grinko et al [17] also suggests an algorithm which achieves Heisenberg scaling, but the constant factor is still large in the worst case even though it is shown numerically that the constant is smaller in most of the cases.
In this paper, we propose a quantum amplitude estimation algorithm for NISQ devices which archives the Heisenberg scaling and the constant factor proportional to 1 ǫ ln 1 δ is smaller than previous literature [16, 17] . The structure of the paper is as follows. In Section 2, we discuss our proposed algorithm. Then, in Section 3, we conclude with a discussion on future works. The complexity upper bound is proved in the Appendix.
Algorithm
In this section, we show our proposed algorithm. Before going into the detail, let us summarize the algorithm briefly.
Similar to the previous literature, we use the quantum amplitude amplification technique [12] . Given the amplitude sin θ that we want to estimate, the quantum amplitude amplification enables us to estimate the values of cos(2(2m + 1)θ) for each non-negative integer m directly by measurements, and the resulting estimation errors of cos(2(2m + 1)θ) are of the order O( √ s) with high probability when s measurements are executed for each m.
Our algorithm estimates the values of cos(2(2m + 1)θ) for each m = 2 j−1 (j = 1 . . . ℓ) iteratively. As in Kitaev's iterative phase estimation [18] (see also [19] ), if 2(2 j + 1)θ| mod 2π (j = 1 . . . ℓ) are estimated and those estimation errors are within ∼ π/2, then the value of θ can be iteratively estimated with error O(1/2 ℓ ), meaning that the Heisenberg scaling is achieved. However, the value of 2(2 j + 1)θ| mod 2π is generally not determinable only by the estimate of cos(2(2 j + 1)θ) because there is ambiguity whether 2(2 j + 1)θ| mod 2π ∈ [0, π] or 2(2 j + 1)θ| mod 2π ∈ [π, 2π]. Our algorithm solves this ambiguity by taking two-stages method. The algorithm is in the first stage when 2(2 j + 1)θ < π. In this stage, 2(2 j + 1)θ| mod 2π can be obtained from the estimate of cos(2(2 j + 1)θ) without ambiguity by using the inverse cosine function. When the estimate of 2(2 j0 + 1)θ ∼ π/2 at the iteration j = j 0 , the algorithm moves to the second stage. In the second stage, 2(2 j + 1)θ might be larger than π, hence 2(2 j + 1)θ| mod 2π cannot be determined only by the measurements of cos(2(2 j + 1)θ) because of the above mentioned ambiguity. However, by combining the measurements of cos(2(2 j + 2 j0 + 1)θ) with those of cos(2(2 j +1)θ), the value of sin(2(2 j +1)θ) can be estimated by using the trigonometric addition formula, and accordingly 2(2 j + 1)θ| mod 2π can be determined without the ambiguity. As a result, the algorithm can estimate the value of θ with the error less than O(1/2 ℓ ).
The algorithm in the reference [17] suggests a different approach for solving the ambiguity. However their method of solving the ambiguity requires precise measurements of cosine in the worst case and therefore the complexity upper bound becomes loose. On the other hand, our proposed algorithm works with relatively rough estimates of cosine even in the worst case. Thus, as we will see in Section 2.3 and Appendix A, the complexity upper bound of our algorithm is tighter than existing method.
In the following discussion in this section, we first define the problem in Section 2.1. Next we look into the detail of the algorithm and finally we show the complexity upper bound of our algorithm.
Preliminary
The quantum amplitude estimation is the problem of estimating the value of a in the following equation:
where a ∈ [0, 1]. In applications, it often takes cost to execute A, thus reducing the number of calling A while estimating a with required accuracy is the heart of the problem.
As we see later, our proposed algorithm works correctly if the amplitude is less than or equals to 1/4. However it is unnecessary to impose the condition on a because the amplitude can be attenuated by adding an extra ancilla qubit; instead of estimating the value of a directly, we estimate the value of θ in the following state:
where X = A ⊗ R and R operates as follows:
In the last line of (2), we put sin θ ≡ a/4 and | ⊥ as the state which is orthogonal to |Ψ 1 n |11 . It can be seen that the amplitude is attenuated as sin θ ∈ [0, 1/4] and therefore
The condition (4) is utilized in our proposed algorithm. Similar to original amplitude amplification [12] , we define an operator Q as
where I n is the identity operator in n dimension. It is worth mentioning that
We can get the key observables by measuring the state (6) for multiple m; if we put the estimation value of cos(2(2m + 1)θ) as c m , then c m can be estimated as
where N 11 is the number of the results of the measurements in which last two qubits in (6) are both one and N shot is the total number of measurements of the state (6). By using Chernoff bound for Bernoulli distribution as discussed in [18] , it can be shown that if we put the confidence interval of c m as [c min m , c max m ], the interval is calculated as
where δ c is the probability that that the true value of c m is out of the interval. For the later purpose, we define three functions: 
In the following, we put N orac as the number of call of Q for estimating θ. Our objective in this paper is providing an algorithm to estimate θ with required accuracy while reducing the number of N orac .
Proposed Algorithm
In this subsection, we show our proposed algorithm for estimating θ tailored for NISQ devices. Our procedure is shown in Algorithm 1. We put [θ j min , θ j max ] as the confidence interval of θ in j-th iteration; the algorithm updates the values of θ j max and θ j min so that θ j max − θ j min becomes smaller in each iteration. The values of N 1st shot and N 2nd shot are chosen so that each c max m − c min m is small enough for the algorithm to work correctly. We will show that it is suffice to set the values to O(100) ∼ O(1000) in Appendix A. Note that our algorithm does not require additive CNOT gates and therefore is favorable for NISQ devices. if FIRST STAGE then 6:
shot ).
7:
c min 2 j−1 , c max 2 j−1 to CHURNOFF(c 2 j−1 , N 1st shot , δ c ).
8:
Set θ j max = arccos(c min 2 j−1 )/(2 j+1 + 2).
9:
Set θ j min = arccos(c max 2 j−1 )/(2 j+1 + 2).
10:
if 2 j+1 θ j max ≥ 3π 8 and j < ℓ then
11:
Set j 0 to j.
12:
Set ν = 2 j0 (θ j0 max + θ j0 min ) # the estimate of 2 j0+1 θ 13:
Set FIRST STAGE to false. Set c 2 j−1 to COS(2 j−1 , N 2nd shot ).
17:
Set s 2 j−1 to (c 2 j−1 cos ν − COS(2 j−1 + 2 j0−1 , N 2nd shot ))/ sin ν.
18:
Set ρ j = atan s 2 j−1 , c 2 j−1 .
19:
Set
is the largest integer which does not exceed x.
20:
Set θ j min = (2πn j + ρ j − π/2)/(2 j+1 + 2).
21:
Set θ j max = (2πn j + ρ j + π/2)/(2 j+1 + 2).
22:
end if 23: end for return (θ ℓ min + θ ℓ max )/2, estimate of θ.
Even though θ is not always be inside the confidence interval: [θ j min , θ j max ], the probability is bounded and exponentially decreases as N 1st shot and N 2nd shot increases. Thus, for simplicity, we discuss only the case when θ ∈ [θ j min , θ j max ] holds for all js in this subsection. In Appendix, we estimate the probability that θ ∈ [θ j min , θ j max ] holds for all j; the probability is reflected in the upper bound for N orac . In the following, we show how our algorithm works. As we see in Algorithm 1, there are two stages for estimating θ and the ways of estimating θ are different in each stage. At the beginning of the iteration (j = 1), the algorithm is in the first stage and later the algorithm may change into the second stage if a condition is satisfied. We show the detail in the following.
First Stage
The algorithm is in the first stage when j = 1 or when j > 1 and all of the values of 2 k+1 θ k max (k = 1 . . . j − 1) satisfy 2 k+1 θ k max < 3π 8 . In this stage, θ j min , θ j max is gotten as
because in this stage, (2 j+1 + 2)θ < π is guaranteed and we can confirm the value of arccos c 2 j−1 without ambiguity; if j = 1, the bound (4) leads to (2 1+1 + 2)θ < 1.52 < π, and if j > 1 and 2 k+1 θ k max < 3π 8 for (k = 1 . . . j − 1), then
If 2 j+1 θ j0 max ≥ 3π/8 on j = j 0 th iteration for the first time, the algorithm changes into the second stage. For later purpose, the algorithm memorizes the value of j 0 and the estimate of 2 j0+1 θ as
In case that 2 j+1 θ j max is less than 3π/8 for all j(< ℓ), the algorithm finishes without going to the second stage and the final result is (θ ℓ max + θ ℓ min )/2. In the case, the error of the final result is at most π/2 ℓ+2 . Thus, the error of the amplitude is bounded as
Second Stage
For j in the second stage, (2 j+1 + 2)θ may be larger than π. Thus, we cannot determine the value of (2 j+1 + 2)θ only by the measurements of c 2 j−1 . However, it is still possible to estimate the value of (2 j+1 + 2)θ by utilizing the results of measurements in other angle: (2 j+1 + 2 j0+1 + 2)θ. Here, we show how to determine ρ j = (2 j+1 + 2)θ| mod2π first and next we show the method of estimating (2 j+1 + 2)θ without mod(2π) ambiguity. The value of ρ j can be estimated by the following formula
where s 2 j−1 is the estimation value of sin (2 j+1 + 2)θ . The value of s 2 j−1 is not directly obtainable from measurements, but from trigonometric addition formula, it is indirectly obtained as
by utilizing j 0 and ν(the estimation value of 2 j0+1 θ) which are acquired in the first stage. Note that we do not have to worry about the case where the estimation errors of c 2 j−1 , c 2 j−1 +2 j 0 −1 are enhanced by small sin ν as long as ∆ν (the estimation error of ν) is small enough because 3π/8 − |∆ν| ≤ ν ≤ 3π/4 − |∆ν| holds; the inequality can be shown by using (12) and 3π/8 ≤ 2 j0+1 θ j0 max ≤ 3π/4. Now let us show the way how the algorithm estimates (2 j+1 + 2)θ from ρ j . By using an unknown integer n j , (2 j+1 + 2)θ can be expanded as
Because of the inequality:
it holds that
where ∆ρ j is the estimation error of ρ j defined as ∆ρ j = |ρ j − ρ * j | (ρ * j is the true value of (2 j+1 + 2)θ| mod2π ). Thus, if
then n j can be uniquely determined as
where [x] is the largest integer which does not exceed x. With the n j , the upper/lower bound of θ can be updated as
It can be inductively shown that if all ρ k (k = j 0 + 1 . . . ℓ) is determined with the precision of ∆ρ k < π/2 then all n k s are uniquely determined and
gives the upper/lower bound of θ respectively. The final result is set as (θ ℓ max + θ ℓ min )/2. Then the ∆θ (the error of the final result) is less than π/2 ℓ+2 . Thus, the error of the amplitude is
Complexity Upper Bound
As we show in Appendix, by using our proposed algorithm, the required query complexity (N orac ) with which the estimation error of a is less than ǫ with the probability less than δ is bounded as
The worst case is realized when the algorithm moves to second stage at the first iteration (when j = 1). We see that the upper bound of N orac almost achieves Heisenberg scaling: (N orac ∝ 1/ǫ) because the dependency of the factor ln(log 2 (π/ǫ)) on ǫ is small; even when ǫ = 10 −20 , the factor is at most 6. The tightest upper bound in previous literature is give by [17] as N orac < 1.15·10 6 ǫ ln 2 δ log 3 3π 20ǫ
in our notation. We see that the constant factor is O(10 2 ) times smaller in our algorithm.
Although detail discussion is made in Appendix, here we briefly show why the upper bound is proportional to 1/ǫ. In order for ǫ to be bounded as (23), it is suffice that the errors of all c 2 j−1 s used in our algorithm are less than 1/8, which is realized if N shot = O(100 log (1/δ)) ∼ O(1000 log (1/δ)) measurements for each j. The number of oracle call in each j is about 2 j−1 for each measurement. Thus, N orac ∼ N shot j=ℓ j=1 2 j−1 = N shot 2 ℓ ∝ N shot /ǫ as we expected.
Conclusion
The quantum amplitude estimation is an important problem which can be applied in various applications. Recently, the way of solving the problem in NISQ devices has been studied. Some of them suggest algorithms which achieve Heisenberg scaling (N orac ≤ C × 1/ǫ) and they give rigorous proof. However the constant factor C in each algorithm is large. Our contribution in this paper is providing an algorithm which almost achieves Heisenberg scaling and the constant factor is smaller than previous methods. We also give proof of the upper bound.
Studying the effect of noise in our algorithm is also important. Although our algorithm is designed so that there is no need for additive CNOT gates, we cannot ignore the effect of noise from other sources. It will be examined in future work.
A Proof of Complexity Upper Bound
In this appendix, we provide a proof of the complexity upper bound. Theorem 1. The following upper bound holds for N orac :
Proof. Our strategy to obtain the upper bound is that we calculate the required number of N 1st shot and N 2nd shot in each stage necessary for the algorithm to work correctly with the probability δ. Both upper bounds for N 1st shot and N 2nd shot can be derived from the condition that our algorithm works correctly in the second stage. Even though the condition that our algorithm works in the first stage also bounds N 1st shot loosely, the most strict upper bound for N 1st shot can be gotten from the condition that ∆ν is small enough in the second stage. Thus, in the following, we only discuss the second stage.
In the second stage, as we mention in Section 2.2, the algorithm works correctly if ∆ρ j < π/2. The condition can be converted to
where s * 2 j−1 , c * 2 j−1 are the true values of s 2 j−1 and c 2 j−1 respectively. We put ∆c
Then, from (42) in Appendix B, the following inequality holds for the left hand side of (26):
as long as ∆c 2 j−1 < 1/4 and ∆s 2 j−1 < 1/2. On the other hand, from (15) , it holds that
where ∆ν = ν − 2 j0+1 θ and 3π/8 − |∆ν| ≤ ν ≤ 3π/4 − |∆ν|. Thus, if at least the estimation errors are bounded as
|∆ν| < π 20 (32) then it holds
As a result, 
then (32) can be satisfied with the probability δ c . Finally, we evaluate the query complexity in the worst case. The worst case is that the algorithm moves to the second stage at the first iteration(j = 1). In the case, the number of oracle call is
and the success probability of the algorithm is 1 − 2ℓδ c . Thus, if we demand that the success probability is more than 1 − δ then δ c = δ/2ℓ is required and
By combining with (23) N orac < 3.7 · 10 3 ǫ ln 4 log 2 (π/ǫ) δ . 
In all of the three cases, (42) is proved.
