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1. NOTATION AND INTRODUCTION
On the interval Œa; b, we consider two-dimensional differential system
u0i.t/ D pi1.t/u1
 
i1.t/
C pi2.t/u2 i2.t/C qi.t/ .i D 1; 2/ (1.1)
with the initial conditions
u1.a/ D c1; u2.a/ D c2; (1.2)
where pik ; qi W Œa; b ! R .i; k D 1; 2/ are Lebesgue integrable functions, ik W
Œa; b ! Œa; b .i; k D 1; 2/ are measurable functions, and c1; c2 2 R. By a solution
of the problem (1.1), (1.2), we understand an absolutely continuous vector function
u D .u1;u2/T W Œa; b! R2 satisfying the equation (1.1) almost everywhere on Œa; b
and verifying the initial conditions (1.2). The following notation is used throughout
the paper:
R is the set of all real numbers, RC D Œ0;C1Œ ;
R2 is the space two-dimensional column vectors x D .xi/2iD1 with the elements
x1;x2 2 R and the norm
kxk D jx1j C jx2jI
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If x;y 2 R2 then
x  y if and only if x1  y1; x2  y2 I
R22 is the space of the 22-matrices X D .xik/2i;kD1 with the elements xik 2 R
.i; k D 1; 2/;
r.X / is the spectral radius of the matrix X 2 R22;
XT is the transposed matrix to n m-matrix X ;
If x1;x2 2 R then
diag .x1;x2/ D

x1 0
0 x2

I
C.Œa; bIR2/ is the Banach space of continuous vector functions u W Œa; b ! R2
equipped with the norm
kukC D max
˚ku.t/k W t 2 Œa; b	I
zC .Œa; bIR2/ is the set of absolutely continuous vector functions u W Œa; b! R2;
L.Œa; bIR2/ is the Banach space of Lebesgue integrable vector functions h W
Œa; b! R2 equipped with the norm
khkL D
Z b
a
kh.s/kdsI
The equalities and inequalities with integrable functions are understood to hold
almost everywhere.
The following proposition is well-known.
Proposition 1.1. Let
pi 3 i.t/  0 for t 2 Œa; b; i D 1; 2: (1.3)
Then, for every vector function .1; 2/T 2 zC .Œa; bIR2/ satisfying
 0i .t/ 
2X
kD1
pik.t/k.t/C qi.t/ for t 2 Œa; b; i D 1; 2;
1.a/  c1; 2.a/  c2 ;
the relation
i.t/  ui.t/ for t 2 Œa; b; i D 1; 2
holds, where .u1;u2/T is a solution of the system
u0i D
2X
kD1
pik.t/uk C qi.t/ .i D 1; 2/ (1.4)
satisfying the initial conditions (1.2).
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In the other words, if the condition (1.3) is satisfied then so-called theorem on
differential inequalities holds for the system (1.4) or, equivalently, the Cauchy matrix
function of the homogeneous system corresponding to (1.4) is non-negative. It is very
easy to show that, under the assumption (1.3), an analogous assertion for the system
(1.1) does not hold in general. Consequently, some stronger assumptions have to be
required for differential systems with argument deviations. There are a lot of results
concerning various types of theorems on functional differential inequalities. Let us
mention, among other, papers [1–4, 6, 8, 9]. We have studied this question in [11].
Following [11], we introduce a definition.
Definition 1.1. Let 1; 2 2 f 1; 1g. We say that a linear bounded operator l W
C.Œa; bIR2/! L.Œa; bIR2/ belongs to the set S 2;.1;2/
ab
.a/ if every vector function
u 2 zC .Œa; bIR2/ such that
diag .1; 2/

u0.t/   l.u/.t/  0 for t 2 Œa; b; (1.5)
diag.1; 2/u.a/  0 (1.6)
satisfies the conditions
iui.t/  0 for t 2 Œa; b; i D 1; 2: (1.7)
Remark 1.1. Let the operator l W C.Œa; bIR2/ ! L.Œa; bIR2/ be defined by the
relation
l.v/.t/
defD
 
p11.t/v1
 
11.t/
C p12.t/v2 12.t/
p21.t/v1
 
21.t/
C p22.t/v2 22.t/
!
for t 2 Œa; b; v D .v1; v2/T 2 C.Œa; bIR2/ (1.8)
and let l 2 S 2;.1;2/
ab
.a/. Then it is easy to verify that the homogeneous problem
corresponding to (1.1), (1.2) has only the trivial solution. Therefore, according to the
Fredholm property of the linear boundary value problems for functional differential
systems (see, e. g., [5–7, 10]), the problem (1.1), (1.2) has a unique solution for any
.q1; q2/
T 2 L.Œa; bIR2/ and c1; c2 2 R. However, the inclusion l 2 S 2;.1;2/ab .a/
guarantees, in addition, that the solution .u1;u2/T of the problem indicated satisfies
iui.t/  0 for t 2 Œa; b; i D 1; 2
if the relations
iqi.t/  0 for t 2 Œa; b; ici  0 .i D 1; 2/
are true.
In the sequel, we set
 D max
n
ess sup
˚
ik.t/ W t 2 Œa; b
	 W i; k D 1; 2o: (1.9)
The following proposition is given in [11].
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Proposition 1.2 ([11, Theorem 4.1]). Let 1; 2 2 f 1; 1g and let the functions
pjk .j ; k D 1; 2/ satisfy the conditions
jkpjk.t/  0 for t 2 Œa; b; j ; k D 1; 2: (1.10)
Let, moreover, there exist numbers ıi > 0 .i D 1; 2/ such that
max
(
1
ıi
2X
kD1
ık
Z 
a
jpik.s/jds W i D 1; 2
)
D 1 (1.11)
and r.A/ < 1, where the matrix A D .aik/2i;kD1 is given by the equality
aik D ık
ıi
2X
jD1
Z 
a
jpij .s/j
 Z ij .s/
a
jpjk./jd
!
ds for i; k D 1; 2: (1.12)
Then the operator l defined by (1.8) belongs to the set S 2;.1;2/
ab
.a/.
We have also shown in [11] (see Example 5.3) that the assumption r.A/ < 1 in the
last proposition is optimal and cannot be weakened. On the other hand, the following
example shows that the assumption indicated is not necessary for the assertion of
Proposition 1.2.
Example 1.1. Let pii  0 .i D 1; 2/ and let p12;p21 W Œa; b! RC be integrable
functions such that Z b
a
p12.s/ds D 1;
Z b
a
p21.s/ds D 1: (1.13)
It is clear that there exists t0 2 Œa; b satisfyingZ t0
a
p12.s/ds < 1: (1.14)
Put ı1 D 1, ı2 D 1, ii  a .i D 1; 2/, 12  b, and 21  t0. Then, the matrix
A D .aik/2i;kD1 given by (1.12) has the form
A D
0BB@
Z b
a
p12.s/ds
Z b
a
p21.s/ds 0
0
Z b
a
p21.s/ds
Z t0
a
p12.s/ds
1CCA :
It is clear that, by virtue of (1.13) and (1.14), we have r.A/ D 1.
According to (1.13), the condition (1.11) is satisfied. Therefore, it follows from
Proposition 3.3 of [11] that the operator l given by (1.8) belongs to the set S 2;.1;1/
ab
.a/
if and only if the homogeneous problem corresponding to (1.1), (1.2) has only the
trivial solution. Let u D .u1;u2/T be a solution of the problem indicated. Then
u01.t/ D p12.t/u2.b/; u02.t/ D p21.t/u1.t0/ for t 2 Œa; b; (1.15)
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u1.a/ D 0; u2.a/ D 0: (1.16)
The integration of the second equality in (1.15) from a to b, in view of (1.13) and
(1.16), results in
u2.b/ D u1.t0/
Z b
a
p21.s/ds D u1.t0/:
On the other hand, the integration of the first equality in (1.15) from a to t0, on
account of (1.16), implies
u1.t0/ D u2.b/
Z t0
a
p12.s/ds D u1.t0/
Z t0
a
p12.s/ds:
Hence, using (1.14) in the last relations, we get u1.t0/ D 0 and thus u2.b/ D 0, as
well. Consequently, (1.15) and (1.16) yield u1  0 and u2  0.
Therefore, the operator l defined by (1.8) belongs to the set S 2;.1;1/
ab
.a/ even if
r.A/ D 1.
In Section 3, we shall give efficient conditions which are not only sufficient but
also necessary for the inclusion l 2 S 2;.1;2/
ab
.a/ with l given by (1.8) provided that
there exist numbers ıi > 0 .i D 1; 2/ such that (1.10) and (1.11) are satisfied.
2. AUXILIARY STATEMENTS
In addition to (1.9), we put
ii D ess sup
˚
ii.t/ W t 2 Œa; b
	
for i D 1; 2: (2.1)
To prove the main results (see Section 3) we need some auxiliary statements. Fol-
lowing [4], we introduce a definition.
Definition 2.1. Let C.Œa; bIR/ and L.Œa; bIR/ denote the Banach spaces of con-
tinuous and Lebesgue integrable functions z W Œa; b ! R, respectively, equipped
with the standard norms. We say that a linear bounded operator ' W C.Œa; bIR/ !
L.Œa; bIR/ belongs to the set Sab.a/ if every absolutely continuous function z W
Œa; b! R such that
z0.t/  '.z/.t/ for t 2 Œa; b; z.a/  0
is non-negative on Œa; b.
For i D 1; 2, we put
lii.z/.t/
defD pii.t/.ii.t// for t 2 Œa; b; z 2 C.Œa; bIR/: (2.2)
Lemma 2.1 ([11, Proposition 3.1]). Let 1; 2 2 f 1; 1g, the condition (1.10) be
satisfied, and let Z 
a
p12.s/ds
Z 
a
p21.s/ds D 0: (2.3)
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Then the operator l given by (1.8) belongs to the set S 2;.1;2/
ab
.a/ if and only if both
operators l11 and l22 defined by (2.2) belong to the set Sab.a/.
Lemma 2.2. Let i 2 f1; 2g and
pii.t/  0 for t 2 Œa; b: (2.4)
Then the following assertions are true:
(a) If Z 
i i
a
pii.s/ds < 1 (2.5)
then the operator lii defined by (2.2) belongs to the set Sab.a/.
(b) Let Z 
i i
a
pii.s/ds D 1: (2.6)
Then the operator lii defined by (2.2) belongs to the set Sab.a/ if and only ifZ 
i i
a
pii.s/
 Z i i .s/
a
pii./d
!
ds < 1: (2.7)
The results of the last lemma are partly contained in [4]. For the sake of complete-
ness, we give the proof here.
PROOF OF LEMMA 2.2. Let C
 
Œa; ii IR

be the Banach space of the continuous
functions z W Œa; ii  ! R equipped with the standard norm. Let the operator lii be
given by (2.2) and let
lii.z/.t/
defD pii.t/z
 
ii.t/

for t 2 Œa; ii ; z 2 C
 
Œa; ii IR

:
In the other words, lii is the restriction of lii to the space C
 
Œa; ii IR

. Since the
condition (2.4) holds and
ii.t/  ii for t 2 Œa; b;
it is clear that lii 2 Sab.a/ if and only if lii 2 Sai i .a/.
Case (a). Let the condition (2.5) be satisfied. By virtue of Remark 1.1 in [4], we
find lii 2 Sai i .a/, and thus lii 2 Sab.a/.
Case (b). Let the condition (2.6) be fulfilled. According to Remark 1.1 in [4],
lii 2 Sai i .a/ if and only if the homogeneous problem
z0.t/ D pii.t/z.ii.t// .t 2 Œa; ii /; (2.8)
z.a/ D 0 (2.9)
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has only the trivial solution. Consequently, to prove the lemma it is sufficient to
show that the homogeneous problem (2.8), (2.9) has only the trivial solution if and
only if the condition (2.7) is satisfied.
Let z be a solution of the problem (2.8), (2.9). Put
M D max˚z.t/ W t 2 Œa; ii 	; m D min˚z.t/ W t 2 Œa; ii 	 (2.10)
and choose tM ; tm 2 Œa; ii  such that
z.tM / DM; z.tm/ D m: (2.11)
Obviously, (2.9) and (2.10) imply
M  0: (2.12)
We can assume without loss of generality that tm  tM . The integration of (2.8) from
tm to tM , in view of (2.4), (2.6), and (2.10)–(2.12), yields
M  m D
Z tM
tm
pii.s/z
 
ii.s/

ds M
Z tM
tm
pii.s/ds M:
Hence we get m  0, i. e.,
z.t/  0 for t 2 Œa; ii : (2.13)
From (2.4), (2.8), and (2.13) we obtain
z.t/  z ii for t 2 Œa; ii : (2.14)
Put
f .t/ D
Z t
a
pii.s/ds for t 2 Œa; ii : (2.15)
The integration of (2.8) from t to ii , on account of (2.4) and (2.14), yields
z
 
ii
   z.t/ D Z i i
t
pii.s/z
 
ii.s/

ds  z ii Z i i
t
pii.s/ds for t 2 Œa; ii :
Using (2.6), (2.15) and the last relations, we get
z
 
ii

f .t/ D z.ii/
 
1  
Z 
i i
t
pii.s/ds
!
 z.t/ for t 2 Œa; ii : (2.16)
On the other hand, the integration of (2.8) from a to t , on account of (2.4), (2.9),
(2.14), and (2.15), results in
z.t/ D
Z t
a
pii.s/z
 
ii.s/

ds  z ii Z t
a
pii.s/ds D z
 
ii

f .t/ for t 2 Œa; ii :
Now, from the last relations and (2.16) we obtain
z.t/ D z iif .t/ for t 2 Œa; ii : (2.17)
By a solution of the problem (2.8), (2.9), we mean an absolutely continuous function z W Œa; ii !
R satisfying the equation (2.8) almost everywhere on Œa; ii  and verifying also the initial condition (2.9).
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Finally, the integration of (2.8) from a to ii , with respect to (2.9) and (2.17), implies
z
 
ii
 D Z i i
a
pii.s/z
 
ii.s/

ds D z ii Z i i
a
pii.s/f
 
ii.s/

ds;
whence we get
z
 
ii
 "
1  
Z 
i i
a
pii.s/
 Z i i .s/
a
pii./d
!
ds
#
D 0: (2.18)
We have proved that every solution z of the problem (2.8), (2.9) admits the repre-
sentation (2.17), where z
 
ii

satisfies (2.18). Consequently, if (2.7) holds then the
homogeneous problem (2.8), (2.9) has only the trivial solution.
It remains to show that if (2.7) is not satisfied, i. e.,Z 
i i
a
pii.s/f
 
ii.s/

ds D 1; (2.19)
then the homogeneous problem (2.8), (2.9) has a non-trivial solution. Indeed, in view
of (2.4) and (2.6), (2.15) yields
f .t/  f .ii/ D 1 for t 2 Œa; ii :
Therefore, using (2.4) and (2.19), it is easy to verify that
0 
Z t
a
pii.s/
h
1   f  ii.s/ids  Z i i
a
pii.s/
h
1   f  ii.s/ids D
D 1  
Z 
i i
a
pii.s/f
 
ii.s/

ds D 0 for t 2 Œa; ii ;
whence we get
f .t/ D
Z t
a
pii.s/f
 
ii.s/

ds for t 2 Œa; ii :
Consequently, f is a non-trivial solution of the problem (2.8), (2.9). ¤
Lemma 2.3. Let 1; 2 2 f 1; 1g, the condition (1.10) hold, and let there exist
numbers ıj > 0 .j D 1; 2/ such that the relation
ı1
Z 
a
jpi1.s/jds C ı2
Z 
a
jpi2.s/jds D ıi (2:20i)
is satisfied for i D 1; 2. Let, moreover, u D .u1;u2/T be a solution of the homoge-
neous problem
u0i.t/ D pi1.t/u1
 
i1.t/
C pi2.t/u2 i2.t/ .t 2 Œa; ; i D 1; 2/ (2.21)
u1.a/ D 0; u2.a/ D 0: (2.22)
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Then both functions u1 and u2 do not change their signs on Œa; . If, in addition,Z 
a
jp12.s/jds C
Z 
a
jp21.s/jds > 0 (2.23)
then the relation
12u1.t/u2.t/  0 for t 2 Œa;  (2.24)
is satisfied.
PROOF. For i D 1; 2, we put
Mi D max
˚
iui.t/ W t 2 Œa; 
	
; mi D  min
˚
iui.t/ W t 2 Œa; 
	
: (2.25)
Choose ti ;Ti 2 Œa;  .i D 1; 2/ such that
iui.Ti/ DMi ; iui.ti/ D  mi for i D 1; 2; (2.26)
and put
zpik D
Z 
a
jpik.s/jds for i; k D 1; 2: (2.27)
Let us first suppose that both functions u1 and u2 change their signs on Œa; .
Then we have
Mi > 0; mi > 0 (2:28i)
for i D 1; 2. We can assume without loss of generality that T1 < t1. The integration
of (2.21) with i D 1 from T1 to t1, in view of (1.10) and (2.25)–(2.27), yields
M1 Cm1 D  1
Z t1
T1
p11.s/u1
 
11.s/

ds   1
Z t1
T1
p12.s/u2
 
12.s/

ds 
 m1
Z t1
T1
jp11.s/jds Cm2
Z t1
T1
jp12.s/jds  m1 zp11 Cm2 zp12 : (2.29)
It is clear that either T2 < t2 or T2 > t2 is satisfied.
Case 1: T2 < t2 holds. The integration of (2.21) with i D 2 from T2 to t2, on
account of (1.10) and (2.25)–(2.27), implies
M2 Cm2 D  2
Z t2
T2
p21.s/u1
 
21.s/

ds   2
Z t2
T2
p22.s/u2
 
22.s/

ds 
 m1
Z t2
T2
jp21.s/jds Cm2
Z t2
T2
jp22.s/jds  m1 zp21 Cm2 zp22 : (2.30)
If ı1m2  ı2m1 then from .2:201/ and (2.29) we get
M1 Cm1  m1 zp11 C ı2
ı1
m1 zp12  m1 ; (2.31)
which contradicts .2:281/.
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If ı1m2 > ı2m1 then .2:202/ and (2.30) result in
M2 Cm2  ı1
ı2
m2 zp21 Cm2 zp22  m2 ;
which contradicts .2:282/.
Case 2: T2 > t2 holds. The integrations of (2.21) with i D 2 from a to t2 and
from t2 to T2, on account of (1.10), (2.22), and (2.25)–(2.27), yield
m2 D  2
Z t2
a
p21.s/u1
 
21.s/

ds   2
Z t2
a
p22.s/u2
 
22.s/

ds 
 m1
Z t2
a
jp21.s/jds Cm2
Z t2
a
jp22.s/jds  m1 zp21 Cm2 zp22 (2.32)
and
M2 Cm2 D 2
Z T2
t2
p21.s/u1
 
21.s/

ds C 2
Z T2
t2
p22.s/u2
 
22.s/

ds 
M1
Z T2
t2
jp21.s/jds CM2
Z T2
t2
jp22.s/jds M1 zp21 CM2 zp22 : (2.33)
If ı1m2  ı2m1 then from .2:201/ and (2.29) we get (2.31), which contradicts
.2:281/.
If ı1m2 > ı2m1 and zp21 > 0 then .2:202/ and (2.32) imply
m2 <
ı1
ı2
m2 zp21 Cm2 zp22  m2 ;
which is a contradiction.
If ı1m2 > ı2m1 and zp21 D 0 then .2:202/ and (2.33) results in
M2 Cm2 M2 zp22 M2 ; (2.34)
which contradicts .2:282/.
The contradictions obtained prove that at least one of the functions u1 and u2 does
not change its sign on Œa; . We can assume without loss of generality that
1u1.t/  0 for t 2 Œa; : (2.35)
Suppose that, on the contrary, u2 changes its sign. Then .2:282/ is satisfied and either
T2 < t2 or T2 > t2 is true.
Case 1: T2 < t2 holds. The integration of (2.21) with i D 2 from T2 to t2, in view
of (1.10), .2:202/, (2.25)–(2.27), and (2.35), implies
M2 Cm2 D  2
Z t2
T2
p21.s/u1
 
21.s/

ds   2
Z t2
T2
p22.s/u2
 
22.s/

ds 
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 m2
Z t2
T2
jp22.s/jds  m2 ;
which contradicts .2:282/.
Case 2: T2 > t2 holds. The integrations of (2.21) with i D 2 from t2 to T2 and
from a to t2, with respect to (1.10), (2.25)–(2.27), and (2.35), result in (2.33) and
m2 D  2
Z t2
a
p21.s/u1
 
21.s/

ds   2
Z t2
a
p22.s/u2
 
22.s/

ds 
 m2
Z t2
a
jp22.s/jds  m2 zp22 : (2.36)
If zp21 D 0 then from .2:202/ and (2.33) we get (2.34), which contradicts .2:282/.
If zp21 > 0 then .2:202/ guarantees that zp22 < 1. Consequently, (2.36) implies
m2  0, which contradicts .2:282/.
We have proved that both functions u1 and u2 do not change their signs on Œa; .
Let, in addition, (2.23) holds. We will show that (2.24) is satisfied. We can assume
without loss of generality that zp12 > 0 and the condition (2.35) is fulfilled. Suppose
that, on the contrary, (2.24) is not true. Then
M1 > 0 (2.37)
and
2u2.t/  0 for t 2 Œa; : (2.38)
Obviously, .2:201/ implies that
zp11 < 1: (2.39)
The integration of (2.21) with i D 1 from a to T1, in view of (1.10), (2.22), (2.25)–
(2.27), and (2.38), results in
M1 D 1
Z T1
a
p11.s/u1
 
11.s/

ds C 1
Z T1
a
p12.s/u2
 
12.s/

ds 
M1
Z T1
a
jp11.s/jds M1 zp11 :
Using (2.39) in the last relations, we get M1  0, which contradicts (2.37). The
contradiction obtained proves that the condition (2.24) holds provided that (2.23) is
satisfied. ¤
3. MAIN RESULTS
Recall that the numbers  and ii .i D 1; 2/ are given by (1.9) and (2.1), respec-
tively.
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Theorem 3.1. Let 1; 2 2 f 1; 1g, i 2 f1; 2g, and let the condition (1.10) hold.
Let, moreover, there exist ıj > 0 .j D 1; 2/ such that
ı1
Z 
a
jpi1.s/jds C ı2
Z 
a
jpi2.s/jds D ıi (3.1)
and
ı1
Z 
a
jp3 i 1.s/jds C ı2
Z 
a
jp3 i 2.s/jds < ı3 i : (3.2)
Then the following assertions are true:
(a) If the condition (2.5) is satisfied then the operator l given by (1.8) belongs to
the set S 2;.1;2/
ab
.a/.
(b) Let the condition (2.6) be satisfied. Then the operator l given by (1.8) be-
longs to the set S 2;.1;2/
ab
.a/ if and only if the condition (2.7) is true.
PROOF. We can assume without loss of generality that i D 1. Let the operators l
and l11; l22 are defined by (1.8) and (2.2), respectively. We first note that (1.10) and
(3.2) imply Z 
22
a
p22.s/ds < 1:
Hence, Lemma 2.2 (a) guarantees
l22 2 Sab.a/: (3.3)
Case (a). If p12 6 0 then the assertion of the theorem follows from Proposi-
tion 3.2 in [11]. Therefore, suppose that p12  0. Then, by virtue of (3.3) and
Lemma 2.1, it is sufficient to show that l11 2 Sab.a/. However, using (2.5) and
Lemma 2.2 (a), we see that the inclusion l11 2 Sab.a/ is true.
Case (b). According to (3.1) and (2.6), we get p12  0. By virtue of (3.3) and
Lemma 2.1, the operator l belongs to the set S 2;.1;2/
ab
.a/ if and only if l11 2
Sab.a/. However, in view of (2.6) and Lemma 2.2 (b), l11 2 Sab.a/ if and only if
the condition (2.7) is satisfied. ¤
Theorem 3.2. Let 1; 2 2 f 1; 1g, the condition (1.10) hold, and let there exist
ıj > 0 .j D 1; 2/ such that the relation (3.1) is satisfied for i D 1; 2. Then the
following assertions are true:
(a) Let the inequality (2.3) be fulfilled and let the condition (2.5) hold for i D
1; 2. Then the operator l given by (1.8) belongs to the set S 2;.1;2/
ab
.a/.
(b) Let the condition (2.3) hold and let there exist i 2 f1; 2g such that the con-
dition (2.6) is satisfied. Then the operator l given by (1.8) belongs to the set
S
2;.1;2/
ab
.a/ if and only if the condition (2.7) holds for every i 2 f1; 2g such
that the condition (2.6) is true.
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(c) Let Z 
a
p12.s/ds
Z 
a
p21.s/ds ¤ 0: (3.4)
Then the operator l given by (1.8) belongs to the set S 2;.1;2/
ab
.a/ if and
only if there exist i 2 f1; 2g such that
2X
jD1
Z 
a
jpij .s/j
 
2X
kD1
ık
Z ij .s/
a
jpjk./jd
!
ds < ıi : (3.5)
PROOF. Let the operators l and l11; l22 are defined by (1.8) and (2.2), respec-
tively.
Case (a). According to (2.5) and Lemma 2.2 (a), we get
l11 2 Sab.a/; l22 2 Sab.a/:
Hence, by virtue of (2.3) and Lemma 2.1, it is clear that l 2 S 2;.1;2/
ab
.a/.
Case (b). It is easy to see from (1.10) and (3.1) that, for i D 1; 2, either (2.5) or
(2.6) is satisfied. Therefore, in view of (2.3), the assertion of the theorem follows
immediately from Lemmas 2.1 and 2.2.
Case (c). Let the operator l W C.Œa; IR2/ ! L.Œa; IR2/ be defined by the
formula
l.v/.t/ defD
 
p11.t/v1
 
11.t/
C p12.t/v2 12.t/
p21.t/v1
 
21.t/
C p22.t/v2 22.t/
!
for t 2 Œa; . In the other words, l is the restriction of l into the spaceC.Œa; IR2/.
Since (1.10) holds and
ik.t/   for t 2 Œa; b; i; k D 1; 2;
it is clear that l 2 S 2;.1;2/
ab
.a/ if and only if l 2 S 2;.1;2/a .a/. However, ac-
cording to (3.1) and Proposition 3.3 in [11], l 2 S 2;.1;2/a .a/ if and only if the
homogeneous problem (2.21), (2.22) has only the trivial solution. Consequently,
to prove the theorem it is sufficient to show that the homogeneous problem (2.21),
(2.22) has only the trivial solution if and only if there exists i 2 f1; 2g such that (3.5)
is satisfied.
Let u D .u1;u2/T be a solution the problem (2.21), (2.22). According to (3.4)
and Lemma 2.3, we can assume that
iui.t/  0 for t 2 Œa; ; i D 1; 2: (3.6)
Therefore, in view of (1.10) and (3.6), from (2.21) we get
iui.t/  iui./ for t 2 Œa; ; i D 1; 2: (3.7)
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Put
ui D
i
ıi
ui.
/ for i D 1; 2; (3.8)
fi.t/ D i
2X
kD1
ık
Z t
a
jpik.s/jds for t 2 Œa; ; i D 1; 2: (3.9)
The integration of (2.21) from t to , on account of (1.10) and (3.7), implies
iui.
/ iui.t/ D
Z 
t
jpi1.s/j1u1
 
i1.s/

dsC
Z 
t
jpi2.s/j2u2
 
i2.s/

ds
 1u1./
Z 
t
jpi1.s/jds C 2u2./
Z 
t
jpi2.s/jds
for t 2 Œa; , i D 1; 2. Using the notation (3.8), we get
ıiu

i C
2X
kD1
ıku

k
Z t
a
jpik.s/jds 
 iui.t/C
2X
kD1
ıku

k
Z 
a
jpik.s/jds for t 2 Œa; ; i D 1; 2: (3.10)
On the other hand, the integration of (2.21) from a to t , in view of (1.10), (2.22),
(3.7), and (3.8) yields
iui.t/ D
Z t
a
jpi1.s/j1u1
 
i1.s/

ds C
Z t
a
jpi2.s/j2u2
 
i2.s/

ds 
 ı1u1
Z t
a
jpi1.s/jds C ı2u2
Z t
a
jpi2.s/jds (3.11)
for t 2 Œa; , i D 1; 2. Now, from (3.10) and (3.11) we obtain
ıiu

i  ı1u1
Z 
a
jpi1.s/jds C ı2u2
Z 
a
jpi2.s/jds for i D 1; 2;
whence we get
ui
 
ıi   ıi
Z 
a
jpii.s/jds
!
 u3 iı3 i
Z 
a
jpi3 i.s/jds .i D 1; 2/: (3.12)
By virtue of (3.1) and (3.4), (3.12) yields ui  u3 i for i D 1; 2 and thus
u1 D u2
  WD u: (3.13)
Now (3.10), in view of (3.1) and (3.9), yields
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iui.t/  u
2X
kD1
ık
Z t
a
jpik.s/jds C u
 
ıi  
2X
kD1
ık
Z 
a
jpik.s/jds
!
D uifi.t/ for t 2 Œa; ; i D 1; 2: (3.14)
On the other hand, using (3.1), (3.9), and (3.13), we can rewrite (3.11) as
iui.t/  u
2X
kD1
ık
Z t
a
jpik.s/jds Duifi.t/
for t 2 Œa; ; i D 1; 2: (3.15)
Hence, (3.14) and (3.15) result in
ui.t/ D ufi.t/ for t 2 Œa; ; i D 1; 2: (3.16)
Finally, the integration of (2.21) from a to , in view of (1.10), (2.22), and (3.16),
yields
iui.
/ D
Z 
a
jpi1.s/j1u1
 
i1.s/

ds C
Z 
a
jpi2.s/j2u2
 
i2.s/

ds D
D u
2X
jD1
Z 
a
ˇˇ
pij .s/
ˇˇ
jfj
 
ij .s/

ds
for t 2 Œa; , i D 1; 2, whence we get
u
24ıi   2X
jD1
Z 
a
jpij .s/j
 
2X
kD1
ık
Z ij .s/
a
jpjk./jd
!
ds
35 D 0  i D 1; 2
(3.17)
because of the notations (3.8), (3.9), and (3.13).
We have proved that every solution u of the problem (2.21), (2.22) admits the
representation
u.t/ D uf .t/ for t 2 Œa; ;
where f D .f1; f2/T and u satisfies (3.17). Consequently, if there exists i 2 f1; 2g
such that (3.5) is true then the homogeneous problem (2.21), (2.22) has only the
trivial solution.
It remains to show that if the condition (3.5) is not satisfied for any i 2 f1; 2g, i. e.,
2X
jD1
Z 
a
ˇˇ
pij .s/
ˇˇ
jfj
 
ij .s/

ds D ıi for i D 1; 2; (3.18)
then the problem (2.21), (2.22) has a non-trivial solution. Indeed, (3.1) and (3.9)
yield
ifi.t/  ifi./ D ıi for t 2 Œa; ; i D 1; 2:
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Therefore, using (3.1) and (3.18), it is easy to verify that
0 
2X
kD1
Z t
a
jpik.s/j
h
ık   kfk
 
ik.s/
i
ds 

2X
kD1
Z 
a
jpik.s/j
h
ık   kfk
 
ik.s/
i
ds D
D ıi  
2X
kD1
Z 
a
jpik.s/j kfk
 
ik.s/

ds D 0
for t 2 Œa;  and i D 1; 2. Hence we get
fi.t/ D i
2X
kD1
Z t
a
jpik.s/j kfk
 
ik.s/

ds D
2X
kD1
Z t
a
pik.s/fk
 
ik.s/

ds
for t 2 Œa; , i D 1; 2. Consequently, f D .f1; f2/T is a non-trivial solution of
problem (2.21), (2.22). ¤
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