The most commonly used method to test an indirect effect is to divide the estimate of the indirect effect by its standard error and compare the resulting z statistic with a critical value from the standard normal distribution. Confidence limits for the indirect effect are also typically based on critical values from the standard normal distribution. This article uses a simulation study to demonstrate that confidence limits are imbalanced because the distribution of the indirect effect is normal only in special cases. Two alternatives for improving the performance of confidence limits for the indirect effect are evaluated: (a) a method based on the distribution of the product of two normal random variables, and (b) resampling methods. In Study 1, confidence limits based on the distribution of the product are more accurate than methods based on an assumed normal distribution but confidence limits are still imbalanced. Study 2 demonstrates that more accurate confidence limits are obtained using resampling methods, with the bias-corrected bootstrap the best method overall.
Analysis of indirect effects is also important for experimental studies of social policy interventions. Substance abuse prevention programs, for example, are designed to change mediating variables such as social bonding (Hawkins, Catalano, & Miller, 1992) and social influence (Bandura, 1977) which are hypothesized to be causally related to drug abuse (see also Graham, 1991, and Tobler, 1986 , for more examples). In these contexts, the randomization of participants to treatment conditions and the knowledge that the treatment precedes both the mediating variable and the dependent variable in time strengthen the causal inferences that may be drawn about the indirect effects of the intervention (Holland, 1988; Sobel, 1998) . In these experimental studies, analysis of indirect effects (also called mediation analysis) provides a check on whether the manipulation changed the variables it was designed to change, tests theory by providing information on the process through which the experiment changed the dependent variable, and generates information that may improve programs (MacKinnon, 1994; West & Aiken, 1997) . Thus, the accuracy of confidence limits for the indirect effect is important for both basic and applied researchers in several substantive areas of social science (Allison, 1995a; Bollen & Stine, 1990; Sobel, 1982) .
Prior research provides much information on the relative performance of various methods for conducting significance tests for indirect effects (MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002) , but very little information about confidence limits. Confidence limit estimation has been advocated for several reasons, including that it forces researchers to consider the size of an effect in addition to making a binary decision regarding significance and that the width of the interval provides a clearer understanding of variability in the size of the effect (Harlow, Mulaik, & Steiger, 1997; Krantz, 1999) . The purpose of this article is to explain why the traditional method used to test the significance of the indirect effect based on the assumption of the z distribution has statistical power and Type I error rates that are too low and imbalanced confidence limits. Two alternatives to address the problem are evaluated in this article, one based on the distribution of the product of two normal random variables and another based on resampling methods. First, the equations used to estimate the indirect effect and its standard error are described, followed by evidence that traditional confidence limits for the indirect effect are imbalanced. Next, an overview of the distribution of the product is given with a description of how this distribution explains inaccuracies in the traditional test of the indirect effect. In Study 1, confidence limits for the traditional and distribution of the product methods are compared in a statistical simulation. In Study 2, a simulation study compares the distribution of the product method evaluated in Study 1 with resampling methods which should also adjust for the nonnormal distribution of the indirect effect.
Estimation of the Indirect Effect and Standard Error
The indirect effect model is shown in Figure 1 and is summarized in the three equations described below (see also Allison, 1995a and MacKinnon & Dwyer, 1993) . We focus on a recursive model with a single indirect effect and ordinary regression models in order to more clearly describe the approach.
(1)
In these equations, Y O is the dependent variable, X is the independent variable, X M is the mediating variable, codes the relation between the independent variable and the dependent variable, Ј codes the relation between the independent variable and the dependent variable adjusted for the effects of the mediating variable, ␣ codes the relation between the independent variable and the mediating variable, and ␤ codes the relation between the mediating variable and the dependent variable adjusted for the independent variable. The residuals are coded by ε 1 , ε 2 , and ε 3 and the intercepts are coded by ␤ 01 , ␤ 02 , and ␤ 03 in Equations 1, 2, and 3, respectively. The residuals have expected values of zero. In the first regression equation, the dependent variable (Y O ) is regressed on only the independent variable (X). In the second regression equation, the dependent variable (Y O ) is regressed on both the independent variable (X) and the mediating variable (X M ). The indirect effect equals the difference in the estimated independent variable coefficients ( )Ĵ J′ − in the two regression equations (Judd & Kenny, 1981) .
A second method to calculate the indirect effect is illustrated in Figure 1 . First, the coefficient relating the mediating variable to the dependent variable is estimated (> ) in Equation 2 above. Second, the coefficient relating the independent variable to the mediating variable is estimated (= ) in Equation 3. The product of these two estimates (=> ) is the estimated indirect effect. The estimated coefficient relating the independent variable to the dependent variable adjusted for the mediating variable (Ĵ′ ) is the estimate of the direct effect. The ˆĴ J′ − and => estimators of the indirect effect are equivalent
Figure 1
The Indirect Effect Model in ordinary least squares regression (MacKinnon, Warsi, & Dwyer, 1995) . Additional assumptions of the => estimator of the indirect effect from Equations 2 and 3 have been outlined (James & Brett, 1984; McDonald, 1997) . These assumptions include no measurement error in variables (Hoyle & Kenny, 1999) , the causal relations of X to M to Y are correct (McDonald, 1997) , no omitted variables (McDonald, 1997) , and a zero interaction of X and X M (Judd & Kenny, 1981) . The same assumptions are made for the indirect effect model examined in this article.
Although there are several estimators of the variance of the indirect effect (see MacKinnon et al., 2002) , the most commonly used estimator was derived by Sobel (1982; . This formula (Equation 4), based on the multivariate delta method, is used to calculate the standard error of the indirect effect in statistical software packages, including EQS (Bentler, 1997) , LISREL (Jöreskog & Sörbom, 1993) , and LINCS (Schoenberg & Arminger, 1996) , and is based on the estimates = and > , and the estimated standard errors, = I and > I . Allison (1995a) used a reduced form parameterization of the indirect effect model to derive the same standard error formula in Equation 4. The formula assumes that ␣ and ␤ are independent (Sobel, 1987) . This variance estimator can be used to calculate standard errors and confidence limits for the indirect effect. MacKinnon and Dwyer (1993) and MacKinnon et al. (1995 MacKinnon et al. ( , 2002 found evidence that the multivariate delta method standard error had the least bias of several formulas for the standard error of the indirect effect. For nonzero values of both ␣ and ␤, simulation studies suggest that the variance estimator has relative bias less than 5% for sample sizes of 100 or more in a single indirect effect model (MacKinnon et al., 1995) and for sample sizes of 200 or more in a recursive model with seven total indirect effects (Stone & Sobel, 1990) . In many studies, the indirect effect is divided by its standard error and the resulting ratio is then compared to the standard normal distribution to test its significance, z = / => => I (Bollen & Stine, 1990; MacKinnon et al., 1991; Wolchik, Ruehlman, Braver, & Sandler, 1989) . Confidence limits for the indirect effect lead to the same conclusion with regard to the null hypothesis. Confidence limits are constructed using Equation 5,
where z 1 -/2 is the value on the standard normal distribution corresponding to the desired Type I error rate, .
Although the variance and standard error estimators of the indirect effect may be unbiased at small sample sizes, there is evidence that confidence limits based on these values do not perform well. Two extensive simulation studies (MacKinnon et al., 1995; Stone & Sobel, 1990) showed an imbalance in the number of times a true value fell to the left or right of the confidence limits. For positive values of the indirect effect, where ␣ and ␤ are both positive or both negative, the true value was more often to the right than to the left of the confidence interval. Asymmetric confidence intervals were also obtained in bootstrap analysis of the indirect effect (Bollen & Stine, 1990; Lockwood & MacKinnon, 1998) . The implication of the imbalance is that there is less power than expected to detect a true indirect effect. Stone and Sobel (1990, p. 349) analytically demonstrated that at least part of the imbalance may be due to use of only first order derivatives in the solution for the multivariate delta standard error of the indirect effect. However, MacKinnon et al. (1995) found that the second order Taylor series solution had similar imbalances in confidence intervals. Bollen and Stine (1990) noted that the asymptotic solutions for the standard error of the indirect effect may be incorrect for small sample sizes and used a bootstrapping approach to improve the accuracy of confidence limits for the indirect effect. An explanation for the low power and imbalance in confidence limits is the assumption that the distribution of the indirect effect is normal when, in fact, it is skewed for nonzero indirect effects and has different values of kurtosis for different values of the indirect effect, as will be described in the next section.
The Distribution of the Product
The assumption that the indirect effect divided by its standard error has a normal sampling distribution is incorrect in some situations. In these situations, the confidence limits calculated using Equation 5 will be incorrect. Because the indirect effect is the product of regression estimates which are normally distributed asymptotically (Hanushek & Jackson, 1977) , an alternative method for testing indirect effects can be developed based on the distribution of the product of two normally distributed random variables (Aroian, 1947; Craig, 1936; Springer, 1979) .
The product of two normal random variables is not normally distributed (Lomnicki, 1967; Springer & Thompson, 1966) . In the null case where both random variables have means equal to zero, the distribution is symmetric with kurtosis of six (Craig, 1936) . When the product of the means of the two random variables is nonzero, the distribution is skewed as well as having excess kurtosis, although Aroian (1947) and Aroian, Taneja, and Cornwell (1978) showed that the product approaches the normal distribution as one or both of the ratios of the means to standard errors of each random variable get large in absolute value. The four moments of the product of two correlated normal variables are given in Craig (1936) , Aroian et al. (1978) , and Meeker, Cornwell, and Aroian (1981) .
The general analytical solution for the distribution of the product of two independent standard normal variables does not approximate distributions commonly used in statistics, although Aroian (1947) showed that the gamma distribution can provide an approximation in some situations. Instead, the analytical solution for this product distribution is a Bessel function of the second kind with a purely imaginary argument (Aroian, 1947; Craig, 1936) . Although computation of these values is complex, Springer and Thompson (1966) for different values of ␣, ␤, ␣ , and ␤ were given in Meeker et al. (1981) . The denominator was the exact standard error (Aroian, 1947; MacKinnon et al., 2002) . (Meeker et al., 1981, p. 8) .
The frequency distribution function of the product of two standardized normal variables, presented in Meeker et al. (1981) 
Study 1
As described above, there is evidence that the traditional z test of the indirect effect has imbalanced confidence limits. The purpose of Study 1 is to compare the traditional z test to an approach based on the distribution of the product of two normal random variables in a large statistical simulation study.
Methods

Simulation Description
The SAS ® (1989) programming language was used to conduct the statistical simulations. The data were simulated using Equations 2 and 3, with sample values of X, ε 2 , and ε 3 generated from a standard normal distribution using the SAS RANNOR function with current time as the seed for each simulation. Five different sample sizes corresponding to sample sizes in the social sciences were simulated: 50, 100, 200, 500, and 1000. The independent variable was simulated to be a normally distributed continuous variable. A simulation study with a binary independent variable led to the same results as for the continuous independent variable case, so they are not described in this article. All combinations of four parameter values of ␣ and ␤ were simulated: 0, .14, .39, and .59. The different effect sizes corresponded to zero, small (2% of the variance), medium (13% of the variance), and large (26% of the variance) effect sizes as described in Cohen (1988, p. 412-414) . Previous simulations indicated no difference in power calculations as the direct effect (Ј) increased, so for simplicity the direct effect was always set equal to zero.
The four effect sizes (zero, small, medium, or large) for ␣ and ␤, and five sample sizes (50, 100, 200, 500, or 1000) yielded a total of 80 different combinations. Ten thousand replications were conducted for each of the 80 combinations.
Confidence Limits
Sample values were inserted in Equation 5 to obtain upper and lower confidence limits for the z test. The value of 1.96 was used for z 1 -/2 and the standard error was the multivariate delta solution in Equation 4.
Equations 6 The accuracy of confidence limits was assessed by calculating the proportion of times the true value was above the upper confidence limit and the proportion of times the true value was below the lower confidence limit and comparing the proportion to the predicted proportion. For example, for 95% confidence intervals, the most accurate methods should have the proportion of true values below the lower limit equal to .025 and the proportion of true values above the upper confidence limit equal to .025. The liberal robustness criterion given by Bradley (1978) was used to assess whether or not the proportions deviated significantly from the expected proportion. Proportions were considered robust if they fell within the range .5/2 to 1.5/2.
Results
Confidence limits were calculated for the z and M tests. The proportions of times that true values of the indirect effect fell to the left and right of the confidence limits are shown in Tables 1 and 2 . Because results for certain parameter combinations were virtually identical, only nonredundant combinations are reported in the table (e.g., ␣ = 0 and ␤ = .14 but not ␣ = .14 and ␤ = 0). As found in other studies of the confidence limits of the indirect effect assuming normal sampling distributions, there is an imbalance in the z test confidence limits. The distribution of the product, M, has more balanced confidence limits because it incorporates the skewness and kurtosis of the product distribution. Most importantly, note that the confidence limits based on the distribution of the product are nearly always as close or closer to the expected Type I error rate of .025 than the traditional test. There were two exceptions to this pattern in the 80 possible intervals investigated in the simulation study.
For both methods of computing the confidence interval, the nominal Type I error rates were often different from the expected values (.025 outside the upper and lower confidence limits) when one or both parameters had a zero or small effect size. As sample size increased, the accuracy of both methods improved, consistent with the tendency for the M distribution to approach the normal distribution as sample size increases when either ␣ or ␤ or both are nonzero. In fact, the critical values based on the distribution of the product test are the same as the critical values from the normal distribution as either or both ␦ ␣ and ␦ ␤ get very large.
Discussion
The confidence limits for the indirect effect based on the distribution of the product were more accurate than the confidence limits based on the normal distribution assumption. The Type I error rates based on the confidence limits did not exceed nominal rates using this method for any combination of parameter values both in Study 1 1 and in MacKinnon et al. (2002) . Despite being more accurate than confidence limits constructed with the normal distribution, the proportions outside the confidence limits for the product distribution were often less than the expected values for small effect sizes and small sample sizes (i.e., small values of ␦ ␣ and ␦ ␤ ). One possible explanation for this discrepancy is that the appropriate comparison distribution is the product of two t distributions rather than two normal distributions. The distribution of the product of two variables with t distributions may be more complicated than the distribution of the product of two normal variables. Table 1 Proportion The inaccuracy of some confidence limits based on the distribution of the product may also be due to the combination of the sampling variability of ␦ ␣ and ␦ ␤ and the different shape of the distribution of the product for each different combination of ␦ ␣ and ␦ ␤ . For example, when the true population ␣ is zero, the sample ␦ ␣ is commonly nonzero owing to sampling variability. Because the shape of the distribution of the product changes depending on the value of ␦ ␣ , the confidence limits are subject to sampling variability. Nevertheless, even with sample values of ␦ ␣ and ␦ ␤ , the confidence limits based on the distribution of the product were more accurate than the method based on a normal distribution for the indirect effect.
Resampling approaches may yield more accurate confidence limits and also provide a test of the significance of the indirect effect (Manly, 1997; Noreen, 1989) . The bootstrap resampling procedure is one method that may provide more accurate confidence limits (Bollen & Stine, 1990) , but Type I error rates based on the standard percentile bootstrap approach are also lower than predicted for small values of ␦ ␣ and ␦ ␤ (Lockwood & MacKinnon, 1998) . The purpose of Study 2 is to evaluate several resampling methods that may yield more accurate confidence limits.
Study 2
In Study 1, although confidence limits for the indirect effect were more accurate when the distribution of the product was taken into account, there were still cases where the number of times that the true value was outside the range of the confidence limits was smaller than expected. For example, the proportion outside the range for the case with ␣ = 0 and ␤ = 0 was much lower than .025 for 95% confidence limits.
Several researchers have suggested that resampling methods such as the jackknife and the bootstrap may provide more accurate tests of the indirect effect (Bollen & Stine, 1990; Lockwood & MacKinnon, 1998; Shrout & Bolger, 2002) . Bollen and Stine (1990) found that bootstrap confidence limits for the indirect effect were asymmetric. Lockwood and MacKinnon (1998) also obtained asymmetric confidence limits and presented a computer program to conduct the bootstrap confidence intervals for the indirect effect. Most recently, Shrout and Bolger (2002) recommended bootstrap methods to assess mediation for small to moderate sample sizes. Resampling methods are generally considered the method of choice when the assumptions of classical statistical methods are not met (Manly, 1997; Rodgers, 1999) , such as for the nonnormal distribution of the indirect effect. Thus the purpose of Study 2 was to determine whether jackknife, Monte Carlo, and bootstrap resampling methods yield more accurate confidence limits for the indirect effect than single sample methods used in Study 1.
Methods
Simulation Description
The simulation procedure in Study 1 was used in Study 2 with four exceptions: sample size, parameter combinations, number of replications, and resampling methods. First, only four sample sizes were simulated: 25, 50, 100, and 200. Because resampling methods are particularly useful when sample sizes are small, the two largest sample sizes from Study 1 were dropped and a sample size of 25 was added. Second, a subset of the combinations of parameter values were simulated to reduce the considerable computational demands of simulation studies of resampling methods. The ten combinations were ␣ = 0 ␤ = 0, ␣ = 0 ␤ = .14, ␣ = 0 ␤ = .39, ␣ = 0 ␤ = .59, ␣ = ␤ = .14, ␣ = ␤ = .39, ␣ = ␤ = .59, ␣ = .14 ␤ = .39, ␣ = .14 ␤ = .59, and ␣ = .39 ␤ = .59. These ten parameter combinations are the ones presented in the Tables for Study 1. Third, one thousand replications were conducted for each of the 40 combinations of sample size and parameters. Fourth, for each of the 40,000 (4 combinations of sample size times 10 parameter value combinations times 1000 replications) different data sets, six resampling methods were applied. For the bootstrap methods, a total of 1000 resampled data sets from each of the 40,000 data sets were used. That is, each bootstrap method entailed 1,000,000 (1000 replications times 1000 bootstrap samples) data sets for each of the 40 combinations of sample size and parameter values. For the jackknife method, the number of samples was the same as the sample size (N). Each of the resampling methods are described in more detail in the next section.
Confidence Limits
Confidence limits for the methods described in Study 1 were formed in the same manner in Study 2. For the bootstrap methods, the confidence limits were obtained from the bootstrap distribution. For the jackknife method, a new jackknife estimate and standard error were used to compute confidence limits as described below. Confidence limits for the indirect effect were calculated for 80%, 90%, and 95% intervals. The proportion of times that the true value of the indirect effect was to the left of the lower confidence limit and to the right of the upper confidence limit was calculated for each method. Using the 95% confidence interval, the true indirect effect would be predicted to be above the upper confidence limit 25 (.025 = 25/1000) times and below the lower confidence limit 25 (.025 = 25/1000) times. The additional confidence intervals were included to examine confidence limit performance at several levels and also because a greater number of true indirect effects will be outside the intervals for smaller intervals, for example, true indirect effects are expected outside the 90% confidence intervals 100 times. The liberal criterion described by Bradley (1978) was used for each of three different confidence limits, 95%, 90%, and 80% corresponding to intervals of .0125-.0375, .025-.075, and .05-.15, respectively. The total number of times the observed percentage was outside the robustness interval was tabulated for each combination of the three confidence intervals, four sample sizes, ten combinations of effect sizes, and upper and lower confidence intervals. A superior method would have fewer observed percentages outside the 240 robustness intervals formed by 3 confidence intervals times 10 parameter combinations times 4 sample sizes times 2 upper and lower confidence limits.
Type I Error Rates and Statistical Power
The observed Type I error rates and statistical power were also computed for each method. An effect was considered statistically significant if zero was not included in the confidence interval. For Type I error rates, the liberal Bradley (1978) robustness interval was also computed and Type I error rates outside the interval are indicated by an asterisk in the Tables.
Single Sample Methods
The z test was calculated in the same way as in Study 1. The calculation of the M test confidence limits was also the same as reported in Study 1 with one minor exception. The critical values for the M test confidence limits in Study 2 come from an augmented table for the 95% confidence limits. The tabled values in Meeker et al. (1981) correspond to ␦ values in increments of .4 while the augmented table has values for ␦ values in increments of .2. These additional values were obtained with a FORTRAN algorithm written by Alan Miller which is a minor modification of the method in Meeker and Escobar (1994) and is available at http://users.bigpond.net.au/amiller (file name: fnprod.f90).
To address the possibility that the indirect effect is distributed in a manner different from the product of two standard normal variables a series of distributions were simulated to make a table of critical values similar to the Meeker et al. (1981) Meeker et al. (1981) was used to generate 10,000 samples with 1000 observations each, from which the product term, ˆ= > @ @ , was then computed for each sample. The distribution of ˆ= > @ @ was then used to find percentiles corresponding to upper and lower 95% confidence limits. The values were standardized so that they could be used for any sample size. The resulting table was then used in an identical manner to using the table in Meeker et al. (1981) with one exception. If sample values of ␦ ␣ and ␦ ␤ were greater than 12, then the critical value for 12 was used from the empirical distribution. 
Resampling Methods
Six resampling methods were evaluated in this study: jackknife, percentile bootstrap, bias-corrected bootstrap, bootstrap-t, bootstrap-Q, and Monte Carlo. All of the methods adjust for nonnormal distributions although the bootstrap-Q and the bias-corrected bootstrap may be especially appropriate for severely nonnormal data (Chernick, 1999; Manly, 1997) .
Jackknife. The jackknife (Mosteller & Tukey, 1977 ) is one of the first resampling methods described in the research literature. For a sample size N, there are N jackknife samples
formed by removing one observation at a time from the original sample, so that each jackknife sample has N -1 observations. The jackknife estimate is the average estimate across the N jackknife samples. Percentile Bootstrap. The basic bootstrap confidence limits were obtained with the percentile method as described by Efron and Tibshirani (1993) . The sample parameter values at the /2 and 1 -/2 percentile of the bootstrap sampling distribution were used as the lower and upper confidence limits. For example, the percentile method 90% confidence limits would be the values of the bootstrap sampling distribution at 5% and 95% cumulative frequency.
Bias-corrected Bootstrap. The second bootstrap method corrects for bias in the central tendency of the estimate. This bias is expressed by 0 z , which is the z score of the value obtained from the proportion of bootstrap samples below the original estimate in the total number of bootstrap samples taken. In other words 0 z is the z score of the percentile of the observed sample indirect effect. The upper confidence limit was then found as the z score of 0 1 /2 2z z L − + and the lower limit was
Bootstrap-t. The bootstrap-t method is based on the t statistic rather than the indirect effect itself. It requires the standard error of the parameter estimate for each bootstrap sample which is the sampling standard deviation of the bootstrap sample. The value T is formed for each bootstrap sample by dividing the difference between the bootstrap estimate and the original sample estimate by the bootstrap sample's standard error. The /2 and 1 -/2 percentiles of T are then found. Confidence limits were formed aŝ1
Bootstrap-Q.
The bootstrap-Q is a transformation of the bootstrap-t that makes the distribution more closely follow the t distribution (Manly, 1997) . The bootstrap-Q is obtained by transforming the bootstrap-t using Equation 9 shown below where s is skewness in each bootstrap distribution of T, T is the bootstrap-t value in each individual bootstrap sample, and N is the sample size (Manly, 1997) .
Critical values of Q are then found at the /2 and 1 -/2 percentiles. These critical values of Q(T) are then transformed back to values of T (using Equation 10 below which is Equation 3.14 in Manly, 1997) and these values of W(Q) = T are used in an identical manner to the bootstrap-t for the confidence limits. 2. These sample estimates are then used to generate a sampling distribution of the product of ␣ and ␤ , based on generating a distribution of 1000 random samples with population values equal to the sample values, = , > , = I and > I . 3. The lower and upper confidence limits for the indirect effect in each sample are the values in the generated distribution in Step 2, corresponding to the percentiles of the upper and lower confidence limits. Table 3 shows the proportion of times the true indirect effect was greater than or less than the confidence interval generated by each method for 95% confidence limits. In the interest of conserving space, we present the results only for the 95% confidence interval averaged across parameter values. The results for each parameter combination and for 90% and 80% confidence intervals are comparable and are available from the first author. The same pattern of results for the M and z confidence limits observed in Study 1 were obtained in Study 2. The M confidence limits are closer to the expected percentages than the confidence limits based on the normal distribution. For models where the true indirect effect equals 0, the percentages are almost always lower than .025, suggesting that the sample confidence intervals are too wide. Only the bias-corrected bootstrap has some percentages that are larger than the robustness interval, and this occurred most often for the ␣ = 0 ␤ = .39 and ␣ = 0 ␤ =.59 parameter combinations. Averaging across parameter value conditions for a true indirect effect equal to 0, only the bias-corrected bootstrap is never outside the robustness intervals. All other approaches tend to have percentages that are too small. Overall, percentages are more likely to be inside the robustness interval as effect size and sample size increase. Table 4 summarizes the performance of the confidence limits by showing the number of times that the observed percentage was outside the robustness interval for each of the three confidence intervals and nine methods 3 . As shown in Table 4 for the 95% confidence interval, the observed percentage was outside the robustness interval 34-41 times for the two distribution of the 3 Two resampling methods were investigated but are not reported in the text to conserve space and because the results were similar to methods in the article. The accelerated bias correction bootstrap method was also applied with the results comparable to but not better than the bias-corrected bootstrap. A method we labeled the Q-transform was also investigated in this research. The method consists of applying the transformation in Equation 9 but not transforming the Q back to a T using Equation 10. In general this method had somewhat better performance than the Bootstrap-Q although not as good as the bias corrected bootstrap. product tests and all resampling methods except the jackknife. All of these methods were considerably better than the jackknife (59 times) which only had slightly better performance than the traditional z test (61 times). Looking at the totals across all three confidence intervals, the bias-corrected bootstrap had the best performance with 73 times outside the robustness interval. The Empirical-M (90), bootstrap percentile (97), bootstrap-t (88), bootstrap-Q (95) and Monte Carlo (92) all had generally similar performance. The M test (114) appears to be intermediate between these more accurate methods and the traditional z (144) and jackknife (138) which had the worst performance overall. Although not shown in the tables, the same pattern of results were also observed for squared bias (observed Type I error rate minus expected Type I error rate squared).
Results
Confidence Limits
The Type I error rates and observed power of the single sample and resampling methods are shown in Table 5 for the .05 level of statistical significance. As in Table 3 , the Type I error rates are always smaller than predicted for each method with the exception of the bias-corrected bootstrap which is also the only method that on average has rates that are not outside the robustness interval. With the exception of the traditional z and the jackknife, all tests have Type I error rates that are not outside the robustness interval for sample size of at least 100. The bias-corrected method also had the most statistical power overall, followed by the bootstrap-Q, M, and Empirical-M, which had very similar overall power values. The percentile bootstrap, Monte Carlo, and bootstrap-t test had very similar overall power. The traditional z test and jackknife were similar and had considerably less power than the other methods.
Discussion
The different tests can be grouped in four general categories based on the results of Study 2. The confidence limits based on the jackknife and the traditional z test are in the first group of tests which had the worst performance of all the tests with the least power and the lowest Type I error rates. The second group of tests consists of the percentile bootstrap, bootstrap-t and Monte Carlo tests which have comparable power and confidence limits that tend to be too wide. The third group of tests, M test, Empirical-M test, and the bootstrap-Q, have more power and confidence limits that are not as wide as the tests in the second group. All of these tests had Type I errors that were never above the robustness interval, yet had more power than the methods in the first two groups. If a researcher wanted to avoid exceeding nominal Type I error rates, these are the methods of choice. The fourth group consists of the bias-corrected bootstrap which had Table 3 Proportion slightly more power than methods in the second category and had the most accurate confidence intervals. The bias-corrected bootstrap did have Type I error rates that were above the robustness interval for some parameter combinations, but overall, the bias-corrected method had average Type I error rates within the robustness interval. As a result, the single best method overall was the bias-corrected bootstrap which had Type I error rates close to the nominal level along with more power than the other methods. 
Example
The following example illustrates the methods used in this article with data from the Adolescents Training and Learning to Avoid Steroids (ATLAS) program. The ATLAS program is a multi-component program administered to high school football players to prevent use of anabolic androgenic steroids (AAS). More details of the program may be found in Goldberg et al. (1996) and single and multiple mediator model results using the standard z significance test for the mediated effect may be found in MacKinnon et al. (2001) . The data for this simplified example were from 861 cases (from 15 treatment schools and 16 control schools) with complete data on three variables, X-exposure to the program or not, X M -perceived severity of anabolic steroid use, and Y-nutrition behaviors. One part of the program was designed to increase the perceived severity of using steroids, which was hypothesized to increase proper nutrition behaviors.
Confidence limits for the indirect effect were computed for three single sample tests: the traditional z, the M test, and the empirical-M test, as well as six resampling methods: the jackknife, percentile bootstrap, bootstrap-t, bootstrap-Q, bias-corrected bootstrap, and the Monte Carlo method. Ninety-five percent confidence limits were formed for the data using each method as described in Study 2. For the jackknife, 861 samples were drawn from the original data, each one excluding a different case. All bootstrap methods were performed with 1000 resamples from the original data. Additionally, 1000 Monte Carlo samples were generated using the observed estimates of ␣, ␤, ␣ , and ␤ (.2731, .0736, .0894, and .0300 respectively).
The indirect effect equaled .0201 with a standard error of .0105 using Equation 4. These values were used with Equation 5 to find upper and lower confidence limits for the z method. The M test limits were found using the sample values of ␦ ␣ = 3.0539 and ␦ ␤ = 2.4486. Critical values were then found in the augmented Meeker et al. (1981) tables using rounded values of 3 and 2.4. The upper critical M value was 2.2683 and the lower was equal to -1.5969. These values were used in Equations 6 and 7 to find the upper and lower M test confidence limits. Table 6 presents the upper and lower confidence limits of the mediated effect using these single sample methods and the resampling tests. The results demonstrate many of the findings of the simulation studies. First, zero is included in the confidence limits for the traditional z method, which would lead to the conclusion that the indirect effect is nonsignificant. When the more powerful M test is used however, the effect is statistically significant. The resampling approaches also suggest a significant indirect effect. 
General Discussion
The purpose of this article was to evaluate two alternatives to improve confidence limit coverage for the indirect effect. One method incorporated the distribution of the product to construct confidence limits and the second method used resampling approaches that make fewer assumptions about the distribution of the indirect effect. Both methods led to improved confidence limit coverage compared to the traditional method based on the normal distribution. In Study 1, the confidence limit coverage for the method based on the distribution of the product was nearly always better than the traditional method for a large number of combinations of effect size. In Study 2, resampling methods had better performance than the method based on the normal distribution, with the exception of the jackknife. Not all resampling methods were superior to the distribution of the product methods, however, which suggests caution in selecting a resampling method. The best single sample tests are based on the confidence limits using M from the Meeker et al. (1981) tables or the empirical-M confidence limits based on empirically generated critical values. Both use the distribution of the product to create confidence limits and test the significance of the results. Either of these tests are the single sample method of choice. The empirical-M test did have slightly better performance than the M test in terms of times outside the robustness interval but overall power and Type I error rates were very similar. If a researcher does not have the raw data available for analysis, resampling methods described in this article cannot be conducted and these single sample methods are the only methods available.
The bias-corrected bootstrap is the method of choice if resampling methods are feasible. There are limitations to the use of resampling methods, however. These include the lack of statistical software to conduct the analysis and the increased computational time required for the analysis. The bias-corrected bootstrap is included as an option in the AMOS (Arbuckle & Wothke, 1999) covariance structure analysis program. The EQS program and LISREL programs can be used to conduct resampling analyses but the user must write a separate program to compute the bootstrap method after these programs write out the results of each individual bootstrap sample. All of the resampling tests used in this article are now included in an updated version of the SAS program in Lockwood and MacKinnon (1998) . Computation time does not seem like a reasonable argument for not using resampling methods because of the speed of current computing, although relatively large models may take considerable time.
Another potential limitation of resampling methods is that the difference between resampling methods and single sample methods is small in many cases. In fact, Bollen and Stine (1990) report percentile bootstrap confidence limits and not bias-corrected bootstrap confidence limits because their limits were so similar. In the present study for example, the bias corrected bootstrap and the z test came to the different conclusions regarding whether the population value was inside or outside the confidence interval only 5.5% of the time across all confidence intervals examined in this study. The discrepancy between the bias-corrected bootstrap and the M test was only 4.5%. As shown in the example data, the confidence limits were very similar across the methods, although only the traditional z included zero in the confidence interval. There is some evidence from this study that for cases where the values of either ␦ ␣ and ␦ ␤ are large, resampling methods do not provide much improvement over single sample methods. The additional effort required for resampling methods may not be justified in these cases. When confidence limits are required for rather small values of ␦ ␣ and ␦ ␤ , then the resampling methods are more accurate than single sample tests. A final limitation of resampling tests has been called the first law of statistical analysis (Gleser, 1996) . The law requires that any two statisticians analyzing the same data set with the same methods should come to identical conclusions. With resampling methods (other than the jackknife), it is possible that different conclusions could be reached because the resampled data sets generated by different statisticians will differ.
The results of this study highlight a difference between testing significance based on critical values versus confidence limits. There is a problematic result of testing the significance of the indirect effect with the distribution of the product using the critical value for the distribution for ␣ = 0 and ␤ = 0, which is 2.18 for a .05 Type I error rate. In this situation, either ␣ or ␤ can be nonsignificant but the test based on the distribution of the product may be significant, indicating that the indirect effect is larger than expected by chance alone while one of the regression coefficients contributing to its effect is not. The statistical test of whether ␣ = 0 and ␤ = 0 is more likely to be judged significant when the true values are ␣ = 0 and ␤ 0 or ␣ 0 and ␤ = 0, because the distribution of the indirect effect with these parameter values differs from the distribution for ␣ = ␤ = 0. By selecting the critical value of 2.18 from the distribution of the product for ␣ = 0 and ␤ = 0, the null hypothesis is H 0 : ␣ = 0 and ␤ = 0, which is rejected in three situations: when ␣ 0 and ␤ 0, ␣ = 0 and ␤ 0, or ␣ 0 and ␤ = 0. The traditional z test is a test of the null hypothesis H 0 : ␣␤ = 0, which is rejected only when ␣ 0 and ␤ 0 but the assumption of the z distribution does not appear to be accurate for the product of ␣ and ␤, altering the Type I error rates and statistical power of this test. The M test of significance based on confidence limits also tests whether ␣␤ = 0 and requires different critical values for the upper and lower limits. In this case a test of H 0 : ␣ = 0 and ␤ = 0 yields a different result than the test based on confidence limits.
There are other methods to evaluate indirect effects. These include the steps mentioned in Baron and Kenny (1986) and Judd and Kenny (1981) and the joint significance test of ␣ and ␤ described in MacKinnon et al. (2002) , which do not include explicit methods to compute confidence limits. There are other methods to compute confidence limits for the indirect effect based on the standard error of the difference in coefficients, -Ј (e.g., Allison, 1995b ; Clogg, Petkova, & Cheng, 1995; Clogg, Petkova, & Shihadeh, 1992; Olkin & Finn, 1995) but these methods perform similar to the traditional z test described in this article, in part because a normal distribution for the indirect effect is assumed.
There are several limitations of this article. The results may not extend beyond the single indirect effect model investigated. The influence of different distributions of X, X M , and Y O was not evaluated. However, Study 1 included a binary independent variable as another condition. Because the results were virtually identical to the results for a continuous independent variable, they were not reported in this article. Use of the M test confidence limits for indirect effects consisting of the product of three or more paths would require the use of the distribution of the product of three or more random variables. There are analytical solutions for this distribution (Springer, 1979) but tabled values of the distribution are not available. The resampling methods can be applied to these more complicated models. This article has also been silent regarding important conceptual issues in interpreting indirect effects. Here it is assumed that the indirect effect model is known and that X precedes X M and X M precedes Y O . In practice, the hypothesized chain of effects in an indirect effect may be wrong and there may be several equivalent models that will explain the relations equally well. For example, the mediating variable may actually change the independent variable that may then affect the dependent variable. In the case of a randomized experiment, the independent variable improves interpretation because it must precede the mediating variable and the dependent variable, but even in this situation the interpretation of indirect effects is more complicated than what might be expected (Holland, 1988; Sobel, 1998) . Issues regarding the specificity of the effect to one or a few of many mediating variables and future experiments targeted at specific mediating variables improve the veracity of indirect effects (West & Aiken, 1997) . None of these methods to test the statistical significance or compute confidence limits for indirect effects answer these critical conceptual questions, but when combined with careful replication studies these relations are clarified.
There are several ways that the confidence limits described in this article may be further improved. One approach is to use more extensive resampling methods such as bootstrapping residuals, iterated bootstrap, or methods to compute confidence limits based on the permutation test (Manly, 1997) . More extensive tables for the M test critical values may also improve the performance of this method. Analytical work on the distribution of the product of two regression coefficients especially for small sample sizes may also lead to more accurate confidence limits.
The practical implication of the results of this article is that the traditional z test confidence limits can be substantially improved by using a method such as the M test that incorporates the distribution of the product of two normal random variables. The bias-corrected bootstrap provided the most accurate confidence limits and greatest statistical power, and is the method of choice if it is feasible to conduct resampling methods.
