In this paper we study the general multidimensional, multifunction case (d 1, r 1) with an arbitrary dilation matrix A. We seek to determine one fundamental property of a re nable f based on the coe cients c k . That property is the accuracy of f, the largest integer p such that all multivariate polynomials q(x) = q(x 1 ; : : :; where C 1 r is the space of row vectors of length r. As usual, equality of functions is interpreted as holding almost everywhere (a.e.). We shall deal only with compactly supported functions f i , in which case each series in (1.2) is well-de ned for all choices of b k;i . There is a large literature on the connection between accuracy and order of approximation; we refer the reader to the survey papers deB90], Jia95] and the references therein.
The space S(f) is called a principal shift-invariant (PSI) space if r = 1, and a nite shift-invariant (FSI) space if r > 1. We shall therefore refer to r = 1 as the PSI case, and to r > 1 as the FSI case. In wavelet theory, These sum rules imply that the symbol factorizes in the form M(!) = (1 + e ?2 i! ) p R(!).
Analogues of the sum rules for the one-dimensional FSI case (d = 1, r 1) with A = 2 were recently derived independently by Heil, Strang, and Strela HSS96], SS94] and by Plonka Plo97] . These \matrix sum rules" are recursive, and are much weaker than a literal extension of (1.3) Our primary goal in this paper is the elucidation of the conditions for accuracy of f in terms of a nite system of nite linear equations on the coe cients c k , for the general higher-dimensional, multifunction case with an arbitrary dilation matrix, for the purpose of providing a base from which a future search for practical, nonseparable higher-dimensional multiwavelet systems for image analysis can be launched. A secondary goal is to present results which are interesting in the context of approximation theory. Of course, in this secondary context the reader will recognize that the classic counterexample of de Boor and H ollig shows that polynomial accuracy is only a weak concept. However, a complete discussion of the exact relations between our results on accuracy and analogous results on order of approximation would lengthen our paper to the point of unwieldiness. We therefore leave to the interested reader the pursuit of these connections. In particular, the reader who is expert in the literature of the de Boor school of approximation theory will recognize that a skillful extraction and combination of results from papers such as BR92], BDR94a], BDR94b] can be used to construct alternative proofs of some of our results, and to formulate these results in terms of order of approximation. However, our results are distinct from those appearing in the literature, and we believe that our direct, straightforward, and self-contained proofs provide additional direct insight into the understanding of accuracy and the corresponding structure of translates.
The generalization of accuracy results from one to higher dimensions is nontrivial. We present now in this introduction a brief review of the one-dimensional theorems from HSS96], Plo97], and JRZ97], in order to provide context and motivation for our results. When d = 1, the lattice ? is simply a multiple of the integer lattice. It therefore su ces to consider ? = Z. In this case, A is an integer, and there is essentially no loss of insight by taking A = 2. Instead of dealing with the functions f 1 ; : : :; f r directly, it is usually much more convenient to consider the vector-valued function f(x) = (f 1 (x); : : :; f r (x)) T , and to refer to properties of f rather than the individual f i .
A key tool in the analysis of accuracy is the bi-in nite matrix L with block entries c 2i?j , i.e., L = c 2i?j ] i;j2Z . Note that L is a \downsampled Toeplitz operator"|there is a double shift between rows. If we de ne the in nite column vector In the course of our analysis we prove some results that apply to the shiftinvariant space generated by arbitrary functions f 1 ; : : :; f r . We show that even for arbitrary f = (f 1 ; : : :; f r ) T with independent translates, accuracy p implies that the coe cients y ;i (k) such that
are evaluations of polynomials at lattice points. Hence for each polynomial q 2 S(f) with deg(q) < p, there exist polynomials u q;1 ; : : :; u q;r such that
(1.8)
This result can also be viewed as a restatement of the Strang{Fix conditions for multiple functions in higher dimensions. In addition, we prove the following related result, although we make no actual use of it in this paper. We show that if any polynomial q lying in S(f) can be written as in (1.8) with coe cients that are evaluations of polynomials at lattice points, then @q @x j (x) = X k2?
and hence any derivative of q also lies in S(f). This result can also be obtained by using Appell polynomials deB90]. The outline of our paper is as follows. Following the presentation of our notation in Section 2, we give the precise statement of our results in Section 3. The proofs of these results are given in Section 4. Section 5 contains some applications of these results to the speci c case of the \quin-cunx" or \twin dragon" dilation matrix A = . We believe that analogues of these facts should hold in higher dimensions as well, although we are not aware of any papers addressing this issue. As a consequence of these remarks, we concentrate in this paper on those re nement equations whose solutions f satisfyf(0) 6 = 0.
Generalized Matrix Notation
The notation of this paper is complicated by the multitude of indices involved. These are of three basic types: one related to the dimension of All summations encountered in this paper will contain only nitely many nonzero terms, and therefore are always well-de ned.
A column vector is a J 1 matrix, with scalar or block entries. We denote a column vector by v = v j ] j2J . A row vector is a 1 J matrix. We use the notation u = (u j ) j2J to denote a row vector. A row vector is the transpose of a column vector. 
Results for Arbitrary Functions
Our initial result states that for arbitrary (not necessarily re nable) functions f with independent translates, the coe cients that are used to reconstruct the polynomials x from translates of f are themselves polynomials evaluated at lattice points. This result can also be viewed as a restatement of the Strang{Fix conditions for multiple functions in higher dimensions. The following result states that, regardless of whether f has accuracy p or not, if any monomial x can be reproduced from lattice translates of f using coe cients that are themselves polynomials evaluated at lattice points, then the monomial x can also be reproduced from translates of f for each 0 . Moreover, the coe cients used to obtain x are the evaluations at lattice points of a constant times the ? derivative of the coe cients used to obtain x . This result can also be obtained by using Appell polynomials. We make no use of this result in the sequel. The following result gives necessary and/or su cient conditions for a re nable function to have accuracy p. Moreover, in this case we automatically have v 0f (0) 6 = 0 since the product of the left and right 1-eigenvectors of a matrix is nonzero when the eigenvalue 1 is simple. These facts are made explicit in Theorem 3.9.
The following result gives several equivalent formulations of requirement (ii) in statement (II) of Theorem 3.4. In the case of a single re nable function (r = 1), the coe cients c k in the re nement equation are simply scalars. Hence, they commute with any matrix or vector. This leads to the following dramatic simpli cation of the sum rules. By combining parts of Theorems 3.4, 3.6, and 3.9, we immediately conclude the following simple statement of necessary and su cient conditions for accuracy in the case where f has independent translates. 
Preliminary Lemmas
We will prove a number of useful lemmas in this section. Since translates of f are independent, the coe cients u q (k) in (4.5) are unique. However, u q (k) is the evaluation at lattice points of the row vector of polynomials u q (x) = P 0 j j s t y (x). Since such evaluations uniquely determine a polynomial, we conclude that u q is unique.
It therefore remains only to show that deg(u q ) = s. For this, recall that y (x) = Let e j be the multi-index of degree 1 with a 1 in the jth coordinate and 0's elsewhere. Then, by taking the derivative @=@y j of both sides of (4.7) and setting y = 0, we nd that j x ?e j = (?1)
Since (4.6) holds for almost every x, (4.8) holds a.e. as well. The proof then follows by repetition of this argument.
Proof of Theorem 3.4(a)
In this section we will prove part (a) of Theorem 3.4, which we restate in the following form. In this section we will prove part (b) of Theorem 3.4, which we restate in the following form. We will prove Theorem 3.6 in this section. First we require the following lemma. The following result is an expanded version of Theorem 3. The quincunx matrix is a popular choice for the construction of nonseparable two-dimensional wavelets GM92], KV92], CD93], Vil94]. We shall write out explicitly the three lowest-order sum rule requirements from Theorem 3.6(c) for the quincunx matrix for the general FSI case. We shall then examine the much simpler PSI case, and apply our results to the family of re nable functions constructed in KV92].
Sum Rules for Multiple Re nable Functions (Quincunx Case)
We shall write out the \sum rules" of Theorem 3.6(c) for p 3. We let the number r of re nable functions f 1 ; : : :; f r be arbitrary.
First we must specialize our notation to the quincunx case. We can further expand (5.2){(5.4) in terms of the vectors v that make up the matrices v s] . Expanding these equations using the values for A s] and Q s;t] (y) found earlier, we nd that they are equivalent to the following equations, each of which must hold for i = 1; 2. We may assume that the u k are normalized so that ku k k = 1.
Since u 1 is a -eigenvector for , we know from the above calculations that lim n!1 P n (!)u 1 = 0 uniformly on K. Assume, inductively, that lim n!1 P n (!)u k?1 = 0 uniformly on K for some k > 1. Then, by (A.4) and (A.6), kP n (!)u k ? P n?1 (!)u k ? P n?1 (!)u k?1 k kP n?1 (!)k kM(B n !)u k ? u k ? u k?1 k C K kM(B n !)u k ? u k k C K kM(B n !) ? k ku k k C K C 1 R n j!j:
Therefore, adding and subtracting conveniently, we have kP n (!)u k k kP n (!)u k ? P n?1 (!)u k ? P n?1 (!)u k?1 k + k P n?1 (!)u k ? 2 P n?2 (!)u k ? P n?2 (!)u k?1 k + + k n?1 P 1 (!)u k ? n P 0 (!)u k ? n?1 P 0 (!)u k?1 k + k n P 0 (!)u k k + kP n?1 (!)u k?1 k + k P n?2 (!)u k?1 k + + k n?1 P 0 (!)u k?1 k C K C 1 R j!j ? n + n?1 j j + + j j n?1 + j j n + a n?1 (!) + j j a n?2 (!) + + j j n?1 a 0 (!); where a n (!) = kP n (!)u k?1 k. It follows from Lemma A.1 that P n (!)u k converges to zero uniformly on K, completing the induction.
It remains only to note that since each P n (!) is continuous and P n (!) converges uniformly on compact sets, the limit must be continuous. 
