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Spatial scientists frequently analyze data tagged to a surface tessellation, whose dual graph is used to construct a binary 0-1 adjacency matrix C which, sometimes together with its eigenfunctions, is employed as a spatial weights matrix in geographical data analyses. This exercise is becoming increasingly more common as geographic information systems (GISs) become more widely used. Accordingly, the matrix is n-by-n in size, where n denotes the number of nodes (i.e., areal units in a surface partition, or polygons in a shapefile) and frequently its elements are defined such that c ij = 1 if nodes i and j in a graph are connected, and c ij = 0 otherwise; almost always, c ii = 0 by definition. Adjacencies defined in terms of non-zero length common boundaries being shared by areal units partitioning a surface (i.e., contiguity; analogous to the rook's move in chess) result in a planar graph. Frequently matrix C is converted to its row-standardized version, say matrix W = D -1 C, where D is the diagonal matrix whose d i,i element is the ith row sum of matrix C (this specification relates to the Laplacian matrix discussed in Chung et al. 2003) . Although the foundations of spectral graph theory were laid in the mid-20 th century, and advances in computer technology continue to expand the numerical applications realm for this theory, calculating eigenvalues when the resulting adjacency matrix is constructed for a very large to massively large number of nodes forming a connected graph 1 (i.e., a graph 1 If a tessellation comprises disjoint subtessellations, then the eigenvalues for each subtessellation can be calculated (matrices C and W become block diagonal), and then combined to construct the full set. This situation simplifies the eigenfunction problem by reducing the size of the matrices involved. It also characterizes a geographic landscape in which indirect effects of spatial dependency cannot percolate through the entire landscape. Most spatial scientists deal with in which a path can be traced from any given node to any other node in the graph) remains a formidable to impossible task. The degree of difficulty associated with solving this eigenfunction problem in part has motivated scholars to study and derive properties of the distributions of spectra (e.g., Cao, Yuan 1993 , 1995 Yong 1999; Liu, Bo 2000; Adler, van Moerbeke 2001; Griffith 2000 Griffith , 2004 Griffith, Luhanga 2011) . Chung (1997: 6) describes this situation by noting that "half of the main problems of spectral theory lie in deriving bounds on the distributions of eigenvalues." This paper adds to that literature, with special reference to matrix W, and emphasis on the rook's definition of geographic adjacency.
The state of the problem solution
Determining matrix eigenfunctions continues to be an important and highly relevant area of numerical linear algebra research. Because the sparse matrices most frequently employed in geographical analyses are symmetric, their salient properties (e.g., orthogonal eigensystems, real eigenfunctions) simplify computation of the relevant eigenvalues and eigenvectors. But lack of a pattering of the ones in many of these matrices (i.e., they are for irregular surface partitionings) or the conversion of matrix C to W complicates this computing. To this end, Golub and van der Vorst (2000: 59) optimistically contend that the eigenfunction problem is solved: "for small [n-by-n] matrices [where] n ≤ 25 we have the QR method, one of the most elegant numerical techniques produced in the field of numerical analysis; for larger matrices (but smaller than a few thousand), we have a combination of divide and conquer with QR techniques. For the largest matrices, there is the Lanczos method." But as Hams and de Raedt (2000) point out, large matrices mean those that do not exceed roughly n = 10,000. Consequently, the Lanczos method was of little use for their n = 32,768 or n = 16,777,216 cases. Furthermore, even for a massively large regular lattice with random linkages, Khorunzhy et al. (2004 Khorunzhy et al. ( : 1649 note that "the spectral theory of random graphs (…) is still poorly explored." In geographic landscapes whose graph theoretical representation is a connected graph. some ways, their work is reminiscent of that by Barry and Pace (1999) for geographical analyses. One noteworthy difference between findings reported in these latter two papers and results most often needed by spatial scientists is that these studies deal with random graphs or strictly with regular lattices. Chung et al. (2003) note that the eigenvalues of connected random graphs -which currently are of particular interest because of what these quantities reveal about the internet (see Faloutsos et al. 1999 ) and other forms of spatial connectivity (see Fefferman, Phong 1980 ) -follow a power-law distribution. But this is only part of the description. Consider the W matrix representation of the surface partitioning of Amazon Brazil into its 323 districts (see Fig. 1 ). This specific example is selected because its eigenvalue distribution is challenging to describe (specifically, a sizeable gap exists between λ n-1 and λ n = λ min , the second smallest and smallest eigenvalues). Estimating a sophisticated power-law equation of the form
where the estimate of exponent K often appears to go to 0 (implying a logarithmic transformation denoted by the natural logarithm, LN), λ i (i = 1, 2, …, n) are the descending rank-ordered eigenvalues of a graph, λ i are their predicted counterparts, r i is the rank (in descending order) of the i th eigenvalue, and , β, γ and δ are parameters of a four-parameter power law (i.e., K = 1). The scatterplot of equation (1) results for Amazon Brazil (denoted in Fig. 1 by asterisks, *) show that they align reasonably well with the actual eigenvalues, except for the end of the lower tail. However, although the mean and variance of the distribution are matched reasonably well, especially the minimum extreme value fails to be well matched. Often these extreme values play a dominant role in data analyses, and can be estimated exogenously (see Griffith 2000 Griffith , 2004 .
Latent structure in the eigenvalues for connected irregular planar graphs: an exploratory analysis
A convenience sample was assembled comprising 184 readily available (i.e., found in the literature) empirical surface partitionings constituting connected irregular planar graphs (i.e., the rook's definition of adjacency), ranging in size from 5 to 7,249. Some of these graphs are for regular square tessellations, and some are for Thiessen polygon partitioned surfaces, which verge on hexagonal tessellations, whereas the remaining ones are for surface partitionings by administrative geographic units. Statistical descriptions of the eigenvalues for these graphs are useful because the set of eigenvalues for a single graph can be viewed as a population, and hence statistics about them are descriptive rather than inferential. In contrast, all connected planar graphs of a given size n can be viewed as a population of interest, with a single graph furnishing a sample from that population. As such, statistics about a graph's eigenvalues also may be treated in an inferential context.
Serial structure in connected irregular planar graphs
The eigenvalues of the adjacency matrix for a connected planar graph may be ordered from smallest to largest, λ n ≤ λ n-1 ≤ ... ≤ λ 2 < λ 1 , imposing a serial structure on them. Time series analysis techniques furnish powerful tools for examining latent structure in such linear series of values. Applying autoregressive-integrated-moving-average (ARIMA) techniques to a set of eigenvalues reveals several properties. Foremost, a first difference needs to be applied to these numerical values, confirming the well-known problem of studying the spacing of eigenvalues. Fig. 2 portrays a typical case, selected on the basis of experience examining geographic weights matrix eigenvalues. The raw eigenvalues (Fig. 2a) suggest a very strong autoregressive structure that all but disappears with first-differencing (Fig. 2b) . Conventional wisdom argues that meaningfully applying time series analysis techniques requires a minimum of 50 sequential values (Box, Jenkins 1976; Tse 1997) , with this minimum sample size requirement increasing with the number of parameters to be estimated (e.g., Hyndman, Kostenko 2007) . Accordingly, the sample of 184 sets of eigenvalues was reduced to the 115 having at least 50 sequential values. Fig. 3a is the histogram of the R 2 values from a bivariate regression of the eigenvalue spacings regressed on their affiliated lagged values. Eigenvalues for regular square tessellations -even those forming an incomplete rectangular region (e.g., Huffer, Wu 1998) -have an R 2 of 0. Roughly 43 percent of the eigenvalue sets have an R 2 that does not exceed 0.1, indicating that they contain negligible serial correlation in their spacings. One surface partitioning achieves an R 2 of roughly 0.63 (Fig.  3b) ; it is for an administrative county tessellation. Collectively, these results confirm that eigenvalue spacings tend to display little simple serial structure.
Inspection of a linear landscape helps illustrate why a tendency exists for little simple serial structure in eigenvalue spacings. The matrix W eigenvalues for this landscape are (Griffith 2000) :
The first difference of these consecutive values is Fig. 4 furnishes plots of equations (2) and (3) for n = 50. The spacing is both nonrandom and balanced; it is not simple serial structure. The best that time series analysis tools can do with such data is suggest that analysis should focus on spacings (Fig. 4b) , as it almost always does, rather than on raw values (Fig. 4a) . One important research question garnering considerable attention addresses the spacing (i.e., gap) between the first and second largest eigenvalues (see Brouwer, Haemers 2012, Chapter 4) .
In conclusion, although powerful time series analysis techniques, such as ARIMA models, fail to furnish any insights into the latent serial structure in a sequence of eigenvalues, they do corroborate the focus in the literature on eigenvalue spacings.
Finite mixture descriptions of connected irregular planar graphs 2
Statistical descriptions of eigenvalues can take many forms. For matrix W, the mean and 2 Earlier work (Martin, Griffith 1998) suggests that the eigenvalue frequency distribution for a connected planar graph can be described as some type of gamma (e.g. truncated) random variable. During research seminars convened at the University of Texas at Dallas in 2006 -2008 Michael Tiefelsdorf presented finite beta-mixture descriptions of eigenvalue frequen- variance (i.e., the first and second moments) are known to be, respectively, 0 and 1
1 is an n-by-1 vector of ones, and T is the matrix transpose operator (Griffith 2000: 102) . For symmetric frequency distributions, such as those for a regular square tessellation, all odd moments are known to be 0. Furthermore, for a regular square tessellation forming a complete P-by-Q rectangular region, 1 T D -1 CD -1 1 = (18PQ + 11P + 11Q + 12)/72. Besides moments, a description of the frequency distribution of a set of eigenvalues can be helpful in any effort to approximate them.
Many eigenvalue distributions are positively skewed. Beta, exponential, gamma, inverse Gaussian (i.e., Wald), lognormal, and Weibull are the most popular positively skewed continuous statistical distributions used by applied scientists. Each of these distributions has either a non-negative or a positive support. The beta is perhaps the most flexible of these distributions, and has the added property of having an upper limit; i.e., its support is [0, 1] . The other distributions need to be truncated to obtain this property. cy distributions. This section is an extension of those works.
For example, earlier work attempting to describe the frequency distribution of a set of eigenvalues of connected planar graphs considered the following truncated gamma distribution for random variable Y as a potential descriptor (Martin, Griffith 1998 ):
where f is a probability density function, y max is an upper bound, Γ is the gamma function, and k and θ are parameters of the gamma distribution. Equation (4) is in keeping with the conceptualization underlying equation (1), succeeding in furnishing an adequate description of the hump but failing to furnish an adequate description of the heavy tail characterizing skewed eigenvalue frequency distributions. This feature of statistical distributions with unbounded support favors use of the beta distribution to describe eigenvalue frequency distributions, which also was considered (Griffith 2003: 49-51) .
Because the trace of matrix W is 0, the sum of the eigenvalues is 0, and, hence, λ 1 for a connected planar graph is positive (by the Perron-Frobenius theorem), implying that at least one eigenvalue must be negative. This property of a set of eigenvalues conflicts with properties of the beta distribution. Fortunately, the extreme eigenvalues of matrix W either are known (i.e., λ 1 = 1) or can be calculated with numerical techniques (Griffith 2004) . Accordingly, the transformed eigenvalues of interest become (5) This transformation maps the set of eigenvalues onto the closed interval [0, 1], and has a very simple accompanying back-transformation. Because the points 0 and 1 react in a degenerate manner in most software packages, the two modified eigenvalues taking on these specific values can be very slightly perturbed into the interval. Consequently, equation (5) can be treated as if it were a beta random variable.
Using a single beta distribution to describe a skewed eigenvalue frequency distribution basically is no more successful than using the aforementioned truncated gamma distribution; it fails to furnish an adequate description of the existing heavy tail. This outcome suggests the use of a finite mixture of two or more beta distributions. Just like conventional wisdom suggests a minimum sample size of 50 or more for time series analyses (see the preceding section), it also suggests a minimum sample size of roughly 500 for meaningful finite mixture model results (e.g., Henson et al. 2007) . Inspection of such eigenvalue model fitting results (Fig. 5) for sets in the convenience sample under study here having n < 535 corroborates this contention. This restriction further reduces the number of samples available for study to the 35 having at least 500 eigenvalues.
The 1990 Syracuse, NY, census block surface partitioning furnishes the largest of the sets of eigenvalues in the convenience sample, with n = 7,249. Fitting a 3-beta distributions finite mixture model to it results in one resembling a bell-shaped curve ( Fig. 6a ) that is not statistically significant. In contrast, both components of a 2-beta distributions finite mixture model ( 6b) are significant. Unfortunately, simulating the eigenvalues with this model fails to produce the desired distribution (Fig. 6c ). Nevertheless, their forms suggest that the power law description furnished by equation (1), which links to the largest eigenvalue, needs to be supplemented by a second power law component linking to the smallest eigenvalue. Table 1 summarizes estimation results for the 2-beta distributions finite mixture models describing the 30 sets of eigenvalues calculated for adjacency matrices representing non-regular square tessellations. The first component (Beta 1 ) captures the hump with an approximately bellshaped beta random variable, and relates to the largest eigenvalue, λ 1 . The second component (Beta 2 ) captures the heavy tail (i.e., skewness) and relates to the smallest eigenvalue, λ n .The mixture weights (p 1 and p 2 ) tend to be approximately equal. The first component is significant for all, and the second component is significant for all but four of the eigenvalue distributions. Histograms for these various sets of eigenvalues resemble Fig. 6b .
The set of eigenvalues for a regular square tessellation are symmetric, and their lack of skewness results in a single mode and only a single beta distribution component. None of the five specimen cases in the convenience sample have a statistically significant second component (see Fig. 7 ). Each is better characterized by a bellshaped (i.e., normal) distribution (Fig. 8b) . A beta distribution approximation for each of these sets of eigenvalues yields equal shape and scale pa- rameter estimates (due to symmetry), with these estimates ranging from 1.18250 to 1.27612.
In conclusion, although theoretical statistical distribution descriptions yield over-smoothed simulated predicted eigenvalue frequency distributions whose values tend to shrink toward the mean, they do emphasize the need to specify a double power law, one linking to each of the extreme eigenvalues, to describe skewed eigenvalue frequency distributions.
The special case of a regular square tessellation forming a complete P-by-Q rectangular region Many remotely sensed images constitute regular square tessellations forming a P-by-Q rectangular region. Fortunately, Griffith (2000 Griffith ( , 2004 reports properties for the matrix W eigenvalues associated with these surface partitionings that allow them to be approximated with great precision. As mentioned previously, all of the odd moments of these eigenvalues are known to be 0. In addition, the second moment can be calculated from the observed W matrix, and also is known (see the preceding discussion). Paralleling the aforementioned variance term for a regular square tessellation forming a complete P-by-Q rectangular region, the fourth moment (relating to kurtosis) is given by:
Equation (6) furnishes a precision check tool for the approximated eigenvalues.
The eigenvalue approximation algorithm for this case consists of the following steps:
Step 1: record the sign of each eigenvalue in the variable I sign according to its theoretical approximation [based upon Sylvester's (1852) law of inertia] (7)
Step 2: calibrate γ such that where |x| denotes absolute value of x -this is akin to the method of moments estimation technique;
Step 3: compute
Step 4: calculate the relative error for kurtosis, as a validity check. One advantage of this approximation is that it preserves both 0 and any duplicate eigenvalues. A simulation experiment implies that γ ≈ 1 -0.14568 [1/(P -0.02) + 1/(Q -0.02)] -0.75917/ [(P -0.37)(Q -0.37)] .
For a 3,000-by-5,000 region, γ ≈ 0.99992, the first and third moments are 0 to eight decimal places, the relative error for the variance is 0.00761% (this is the minimization result), and the relative error for the validity check (i.e., the fourth moment) is 0.17744%. These results suggest a conjecture in terms of equation (7). Conjecture 1. Let matrix W denote an n-by-n irreducible row-standardized adjacency matrix associated with an undirected connected planar graph G based upon a regular square tessellation forming a complete P-by-Q rectangular region and having a symmetric spectrum. Accordingly, its extreme eigenvalues are ±1, with the n-2 ordered intermediate eigenvalues, λ k , contained in this interval. Then,
where λ k denotes the estimate of λ k and I sign denotes the sign of the sum within the absolute value signs, for a suitable value of parameter γ. If P → ∞ and Q → ∞, then γ → 1.
The approximations yielded by the algorithm and Conjecture 1 can be improved upon slightly when P = Q by replacing the estimates for the (p, q) pairs for which and with their exact results given by
This conjecture and the preceding algorithm do not apply to cases where a region is not both rectangular and complete. In this case, if the associated graph is connected, then neither duplicate nor naturally occurring 0 eigenvalues [i.e., the two cosine terms in equation (7) cancel] exist. Because the variance term is still 1 T D -1 CD -1 1, it can be calculated from known information. Unfortunately, an analytical expression for the fourth moment is no longer available. Considering a ranking of the eigenvalues in descending order, now the approximation equation is
where I sign is the sign of the quantity 2(n -i)/(n -1) -1. Cressie (1993: 47) furnishes an incomplete square-lattice Pennsylvania coal ash dataset; it involves only 208 of the 368 locations contained in a 16-by-23 regular square tessellation forming a complete rectangular region. Its variance term is 1
the exponent is a variance deflator, and hence is greater than 1. The minimization solution is γ = 1.26516. As a check, the approximate and exact 4 th moments are calculable, and differ by roughly 3.4%. In other words, the approximation is respectable, and n is only moderate in size. Equation (6) also enables asymptotic distribution properties of the eigenvalues to be established. The variance of these eigenvalues is given by:
resulting in the following asymptotic result:
Consequently, although regular square tessellation histograms (e.g., Figs. 7 and 8) suggest the possibility of normality, and the third moment (i.e., used to measure skewness) is 0, the kurtosis does not converge upon 3. Therefore, the asymptotic distribution of the eigenvalues of matrix W for an infinite rectangular tessellation is not normal.
Approximating eigenvalues for irregular surface partitioning: current practice
To remedy the lack of an eigenvalue approximation equation for connected irregular graphs, and based upon implications from the preceding analyses, Conjecture 1 posits a specification (Griffith 2003: 48) utilizing information provided by the extreme values, λ 1 = λ max and λ n = λ min (i.e., the maximum and minimum eigenvalues, respectively), the ranking of eigenvalues, and the number of eigenvalues. Converting the ranking of eigenvalues to a relative ranking -such that r i = (n-i)/(n-1), i = 1, 2, …, n -the rank r i indexes a spectrum away from its largest eigenvalue, whereas the rank 1-r i indexes a spectrum away from its smallest eigenvalue, in keeping with a mixture of two power-law distributions.
Conjecture 2. Let matrix M denote an n-by-n irreducible adjacency matrix (either matrix C or W) associated with an undirected connected planar graph G. Let λ max denote the largest eigenvalue, λ min the smallest eigenvalue, and λ i the ith eigenvalue of matrix M. Then (11) where λ i denotes the estimate of the ith eigenvalue, λ i , for suitable values of parameters  1 ,  2 , β 1 , β 2 , γ 1 , and γ 2 .
When r i = 1 (i.e., i = 1), equation (11) reduces to λ max , and when r i = 0 (i.e., i = n), equation (11) reduces to λ min . When equation (11) is estimated with rook case square tessellation eigenvalues, symmetry yields  1 =  2 , β 1 = β 2 , and γ 1 = γ 2 .
Results reported in Table 2 reveal that the two extreme values of the distribution are matched with equation (11) but not equation (1), and that the variance of the equation (11) approximations is much closer to the original than is the variance of the single power law approximations. Table  2 also reports results for the queen's adjacency definition for a square tessellation [rook adjacencies are supplemented with ones also defined in terms of zero length (i.e., point) common boundaries (analogous to the queen's move in chess)]. This popular spatial weights definition (e.g., it is the default in GeoBUGS) is a near-planar graph [i.e., the number of links exceeds that for a planar graph, namely 6(n-2), by no more than onethird 3 , resulting in matrix W still being sparse 4 ). As an aside, the 72-by-79 regular square tessellation with a rook's adjacency definition referred to in Table 2 has  1 =  2 = 0.8025, β 1 = β 2 =-2.0682, and γ 1 = γ 2 = -1.2731. But these estimates are calculated with a nonlinear regression whose response variable is the set of eigenvalues. In practice, for extremely large to massively large datasets, these eigenvalues are unknown. The method of moments furnishes one technique for estimating these parameters. But resorting to the method of moments for this estimation can produce unstable results.
Eigenvalue approximations: lessons from the method of moments
Linear algebra theory states that the sum of the integer powers of the eigenvalues of a matrix equals the trace of that matrix raised to the same integer power. Because the eigenvalues discussed here sum to zero by construction, the sum of these powers divided by n is equivalent to statistical moments of the eigenvalue distributions. The Brazilian example has 804 links based on non-zero length shared boundaries, whereas a planar graph of its size has no more than 963.
4
The number of queen adjacency links in a P-by-Q regular square tessellation forming a complete rectangular region is 8PQ -6P -6Q +4. The ratio of the difference between this count and the maximum count for a planar graph, to that of the maximum count for a planar graph is (PQ -3P -3Q +8)/(3PQ -6). The limit of this ratio is 1/3.
Moments for a hexagonal lattice forming a circular region
For the regular square and regular hexagonal tessellations forming complete rectangular regions, Griffith (2003: 42-44) reports the first six moments for both matrix C and matrix W. Results reported in Table 3 , which are for a regular hexagonal tessellation that expands in concentric rings from a central hexagon, can be added to this set now. This situation is similar to the regular square tessellation that forms a square region, but is more similar to irregular tessellations in structure -most irregular planar tessellations can be viewed as being between a square and a hexagonal tessellation in structure.
Provision of Table 3 is for completeness as well as to illuminate skewed eigenvalue distribution features. The limiting eigenvalue distribution here has a skewness statistic of√2/3 ≠ 0 and a kurtosis statistic of 5/2≠3; in other words, it does not converge on a normal distribution.
The preceding mixture analysis suggests a 2-component finite beta mixture specification. But the asymptotic implications for the hexagonal configurations addressed in this section are that the limit is not such a mixture. Estimation for the eigenvalues of matrix C based upon the method of moments (see Farell et al. 2011) , with the four parameters requiring a matching of the first four moments (i.e., 1/3, 2/27, 4/243, and 10/729), yields the pair of beta distributions B(1.03624, 3.16472) and B(0.62840, 0.92950); the probability trajectory through R = 43 concentric rings of hexagons implies p = 0.44692. These two components fail to produce the correct frequency distribution shape. In contrast, the estimated beta mixture parameter trajectories imply the first component is B(2.09525, 12.60373), which combined with the method of moments (only two need to be matched) yields B(1.14833, 1.20721) as the second component. This solution has the correct form (Fig. 9a ), but each of its third and fourth moments deviates from its asymptotic equivalent by roughly 1.75%. Therefore, the finite beta mixture model furnishes only a rough approximation to the distribution of the eigenvalues, as Fig. 9b also illustrates. Its partial success is attributable to its probability density function including y  , relating to the maximum eigenvalue, and (1 -y) β , relating to the minimum eigenvalue [see equation (11)].
As mentioned previously, although the beta mixture conceptualization highlights the presence of two components, one relating to each of the two extreme eigenvalues, the preceding time series conceptualization emphasizes that eigenvalue spacings are extremely important. To this end, the following equation furnishes a much better eigenvalue estimator than the beta mixtures treated in this section:
where r i is the ascending ith rank of a set of ordered eigenvalues. For the case of R = 43 for rings of hexagons, β = 2.49729, γ = 0.31773, and δ = 0.01583. Matching the first three moments with equation (12) yields β = 2.45555, γ = 0.28013, and δ = 0.00002. These sets of estimates render the following summary statistics: statistic Equation (12), which requires knowing the eigenvalues, and moment matching, which requires knowing only the extreme eigenvalues and the moments, produce substantially better results than the modified (i.e., raised to an exponential power to match the second moment) beta mixture. Because moment matching requires only the first three moments, as mentioned previously, kurtosis furnishes a check, which in this case indicates a slight deviation between the predicted and observed eigenvalues. The eigenvalue moments for a connected irregular surface partitioning
Given the first six moments of a set of eigenvalues, with the first being 0 by construction and the second being observable from the matrix itself (i.e., 1 T C1 for matrix C, and 1 T D -1 CD -1 1 for matrix W) -in other words, the first two moments are known, whereas the remaining four moments need to be calculated, which is impractical when n is extremely or massively large -the parameters in equation (11) can be estimated without resorting to computing the non-extreme eigenvalues. Equation (8) requires only the first two moments, because symmetry results in all odd moments being 0; preserving symmetry is equivalent to matching these odd moments. Furthermore, exploiting the asymptotic eigenvalue distribution and the theoretical approximation given by equation (7) furnishes even more information. Consequently, previously discussed eigenvalue approximation results for remotely sensed image surface partitions consisting of hundreds of thousands or millions of pixels are extremely good.
Averaged powers of the eigenvalues of a spatial weights matrix furnish the moments of interest here. Because the eigenvalues are known analytically for a binary 0-1 spatial weights matrix representing a regular square tessellation forming a complete rectangular region, their moment approximations can be made for any size geographic landscape. Meanwhile, the moments can be expressed as a function of the various frequencies of neighbors, as follows:
where the coefficients a, ao, b, c, and d need to be estimated. A sample of 961 such P-by-Q landscapes, ranging from P = 10 and Q = 10 (i.e., n = 100) to P = 100 and Q = 100 (i.e., n = 10,000) with a rook's definition of adjacency, for which the frequency of neighbors is as follows: number of neighbors frequency 4 (P -2)(Q -2) 3 2(P + Q -4) 2 4 yields μ 4 ≡ -32 + 24/(PQ) + 17[(P-2)(Q-2)×4 + 2(P + Q -4)×3 + 4×2]/(PQ), and μ 6 ≡ -648 + 600/(PQ) + 262[(P-2)(Q-2)×4 + 2(P + Q -4)×3 + 4×2]/(PQ), which respectively are identical to results appearing in Griffith (2003: 42) ; c = 1 and d = 1 are the estimates here. These moment approximations are exact, and furnish the specification for irregular surface partitioning cases. A sample of 22 P-by-Q landscapes, ranging from 5-by-6 to 75-by-75 (including, for example, 50-by-100) with a rook's definition of adjacency and reflecting the specification μ 2 ≡ 1 ; c = 1 and d = 1 are the estimates here. As before, these moment approximations are exact, and furnish the specification for irregular surface partitioning cases.
As noted previously, because of symmetry, the odd moments are 0 for a regular square tessellation coupled with the rook's adjacency.
Asymmetric eigenvalue distributions are positively skewed, and hence have a positive value for the third and fifth moments. The preceding two specimen datasets were merged to explore 5 An assessment of r = 1,000 (n = 3,003,000) yields an approximate set of eigenvalues with a mean of 0.00828, a near-perfect match of the variance, and the following ratios for moments 3-6: 0.98745, 0.98858, 0.98842, and 0.98212. In other words, the approximation is very good, but not perfect.
an appropriate specification for these moments. For the 0-1 binary spatial weights matrix,
2.00139 , and 67.38840 -199 .54911/(PQ) + 0.59412[(f 2 ×2 + f 3 ×3 + f 4 ×4 + f 5 ×5 + f 6 ×6)/ (PQ)] 5.74858 .
For the row-standardized spatial weights matrix, where λ 1 and λ n are the extreme eigenvalues of matrix C. In all four cases, the pseudo-R 2 is almost exactly 1. A comparison of these equations with those in Griffith (2003: 42-43) for the hexagonal tessellation confirms that these are extremely good approximations. These equations yield exactly 0 for the square tessellation case.
Based on these preceding equations, the moment approximations for irregular tessellations are as follows: matrix C matrix W Cross-validation supports the quality of these approximations, which are superior to those appearing in Griffith (2000: 45-46) . Griffith (2000: 48) presents an eigenvalue approximation equation that has six parameters and exploits the rank ordering of a set of eigenvalues. Extensive analysis with the specimen dataset re-veals that estimation of these six parameters with the method of moments can yield unstable values. The discussion in this section builds upon the preceding features of this paper, namely the calculation of regular square lattice eigenvalues using areal unit coordinates, the pair of extreme eigenvalue power law components, the rank ordering of eigenvalues, and the importance of eigenvalue spacings.
Eigenvalue approximations for connected irregular graphs
A surface partitioning by a set of polygons can be converted to a geographic distribution of points by calculating each polygon's geometric centroid (a standard GIS function), say (u i , v i ). These are the values used in equation (7) to calculate the eigenvalues of a regular square tessellation forming a complete rectangular region. They also are the values used in equation (8) to calculate eigenvalue approximations. Extending this to an irregular surface partitioning, the coordinate system georeferencing the centroids of these polygons can be standardized so that all centroids lie within the unit square, whose vertex coordinates are, in counterclockwise order, {(0, 0), (1, 0), (1, 1), (0, 1)}. This standardization is achieved by subtracting the smallest coordinate value from each value for a given axis, and then dividing each of the resulting values by the difference between the largest and the smallest original values for each axis: ([u 
, where x min and x max respectively are the minimum and maximum values of x. Next, initial eigenvalue approximations can be calculated with, for eigenvalue i, which also needs to be standardized such that for eigenvalue i, which produces a set of values ranging from 0 to 1. Accordingly, Conjecture 3. Let matrix M denote an n-by-n irreducible adjacency matrix (either matrix C or W) associated with an undirected connected planar graph G. Let λ max denote the largest eigenvalue, λ min the smallest eigenvalue, and λ i the ith eigenvalue of matrix M. Then (13) where λ i denotes the estimate of the ith eigenvalue, λ i , for suitable values of parameters β and γ.
When λ temp,i = 1 (i.e., i = 1), equation (13) reduces to λ max , and when λ temp,i = 0 (i.e., i = n), equation (13) reduces to λ min . Equation (13) can be rewritten as which reveals that an exponent is applied to the temporary approximation values contained in the interval [0, 1] , with this exponent either inflating or deflating these values; the eigenvalue approximation is the eigenvalue range times a standardized rank number in the interval [0, 1] plus the minimum eigenvalue. Accordingly, the exponent inflation/deflation of the standardized ranks allows matching of the approximate and exact eigenvalue moments. The exponent term (λ max + λ min ) ensures that this eigenvalue approximation for regular square tessellations, for example, yields a symmetric set of values. Therefore, equation (13) rivals equation (9), although its fourth moment result deviates by 10.5%.
For a connected irregular planar graph, these approximations can be obtained with the following set of two equations in two unknowns, utilizing the method of moments estimation technique:
The left-hand side of this equation comprises the values of the first and second moments. The right-hand side is given by the preceding estimated moments for matrix C or W. The third through sixth moments can function as checks, or be used to estimate additional parameters included in a refinement of this equation.
Approximate eigenvalues for matrices C and W: a Poland example
A full assessment of Conjecture 3 with the specimen sample of eigenvalues is not possible at this time because equation (13) also requires the geometric centroids of polygons, which presently are unavailable for many of the sample surface partitioning. Poland is one exception.
Poland is partitioned into communes (n = 2,468), which nest into poviats (n = 369), which in turn nest into voivodeships (n = 16). Equation (13) furnishes an extremely good approximation for these three sets of eigenvalues, with somewhat better results for matrix C than for matrix W. Fig. 10 indicates that equation (13) needs further development, particularly with regard to negative eigenvalues. But this equation furnishes a remarkably good approximation given that it has only two parameters. It suggests that the coordinates of polygons offer a convenient set of data to approximate eigenvalues, contributing in terms of their spacing property. Considerable future research should be devoted to refining this equation. The preceding moments approximations allow support of up-to-a-six-parameter specification, which presently needs to be identified. Meanwhile, Table 4 summarizes encouraging preliminary results.
Appendix A presents a detailed step-by-step simple example (i.e., the voivodeships tessellation) of the necessary calculations for computing the eigenvalue approximations. Because n is so small, the approximations are somewhat poor for this example. As n increases, the interval defined by the true extreme eigenvalues becomes increasingly more densely filled, with the approximations improving.
Appendix B presents estimates for the same example, not only for polar coordinates, but also for a universal transverse Mercator projection, a Lambert conformal conic projection, and a Lambert azimuthal equal area projection. These map projection results indicate that the eigenvalue approximations seem reasonably insensitive to the coordinate system used. Again, as n increases, such differences are expected to diminish.
Finally, to help illustrate that the findings summarized in this section are not specific to the Polish example, and help illustrate the generality of this approximation, Appendix C furnishes results based upon a set of random Thiessen polygon surface partitionings. The horizontal and vertical axis coordinates were drawn at random from a uniform distribution. The generated tessellations are for n = 500, 1,000, 2,000, and 5,000 points. Results reported in Appendix C cor- 
Conclusions and implications
Eigenfunctions, especially eigenvalues, play an important role in parts of spatial analysis. But determining them presents a challenge for large surface partitionings whose sets of polygons have a dual connected planar graph. This paper confirms that the important feature of a set of eigenvalues is their spacing across the range defined by the easily computable extreme values. It also confirms that a two-component finite beta mixture furnishes a good description of the frequency distribution for a set of eigenvalues, but fails to furnish good predictions. This description still is useful because it confirms that an eigenvalue approximation equation needs to include two terms, one that is a function of the largest eigenvalue, and the other that is a function of the smallest eigenvalue.
The first and second statistical moments of a set of eigenvalues always are known from properties of a spatial weights matrix. This paper provides sound approximations for the third through sixth statistical moments, for both the binary spatial weights matrix C, and its row-standardized counterpart, matrix W, for the rook's definition of adjacency. These moment approximations can be coupled with the method of moments estimation technique to approximate a set of eigenvalues, and, in some cases, check the quality of eigenvalue approximations. Approximation results for regular square tessellations for either complete or incomplete rectangular regions are extremely good. Conjecture 1 summarizes this situation.
Conjecture 2 summarizes initial results for irregular surface partitionings. It exploits the rank ordering of a set of eigenvalues, but fails to effectively incorporate their variable spacing property. It also has six parameters to estimate, with the method of moments estimates being unstable for some sets of eigenvalues. Nevertheless, it motivated the establishment of a set of moment approximation equations. Furthermore, its instability motivated the formulation of Conjecture 3, which attempts to better capture the variable spacing property. Equation (13) is an initial specification that, as illustrated by Fig. 10 and Table  4 , merits further refinement for proper model identification. This will be the focus of future research, as will be the compilation of areal unit centroids for surface partitionings contained in the specimen dataset, and both the impact of increasing n and of a wide range of map projections on the quality of the eigenvalue approximations. 
APPENDIX A
Step-by-step calculation of the Polish voivodeships tessellation eigenvalue approximations.
Step 1: obtain the original coordinates (e.g., longitude and latitude)
Step 2: map each coordinate to the unit square with the transformations X = (longitude -15.3475)/(22.9318 -15.3475) Y = (latitude -49.8613)/(54.1535 -49.8613)
Step 3: calculate the cosine transformation of the unit square coordinates, COS (πX) and COS (πY)
Step 4: calculate, and sort in descending order, the initial eigenvalue approximations,
Step 5: compute the true extreme eigenvalues, λ max and λ min , which are 1 and -0.5879 for the Polish voivodeships example
Step 6: estimate the exponent for λ , by matching the first two true and approximation moments to calculate the approximate eigenvalues λ , which are β = 1.5436 and γ = -1.1494 for the Polish voivodeships example
Step 6 involves setting up a pair of simultaneous equations for estimation purposes, one for each moment. Table A1 reports the results of these steps for the Polish voivodeships example. Table A2 furnishes comparative statistics for the three sets of eigenvalues. 
APPENDIX C
Results for selected Thiessen polygon surface partitionings based upon randomly generated points with each coordinate drawn from the [0, 1] uniform distribution.
Scatterplots of approximation versus actual eigenvalues for selected Thiessen polygon surface partitionings based upon randomly distributed points. Top row: matrix C. Bottom row: matrix W. Left-hand column: n = 500. Left-hand middle column: n = 1,000. Right-hand middle column: n = 2,000. Right-hand column: n = 5,000 Table C1 . Summary statistics for selected Thiessen polygon surface partitionings based on random points Statistic n = 500 n = 1,000 n = 2,000 n = 5,000 
