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Abstract 
Abrahamsson, L., Orthogonal grid generation for two-dimensional ducts, Journal of Computational and 
Applied Mathematics 34 (1991) 305-314. 
We present an orthogonal trajectory method for grid generation for two-dimensional ducts. The method can be 
seen as a generalization of the polar grid for a wedge or a circular annulus. Transversal grid lines are formed by 
arcs of circles and orthogonal trajectories are found by solving initial-value problems for ordinary differential 
equations. In order to have the method working, a condition involving the local width of the duct and the 
curvatures of the boundary curves must be satisfied. This condition is easily computable, and it should be 
checked in advance. For illustration several computational examples are included. 
Keywords: Grid generation, orthogonal grid. 
1. Introduction 
Usually it is much simpler to solve numerically a partial differential equation (PDE) in two 
spatial variables r = (x, y) in a rectangle than in a curved domain 1(2. Therefore it is of great 
importance to find a one-to-one mapping 
r= ME? 91, Y(5Ydl 0) 
of a rectangle in the (5, q)-plane onto 52. Then the equation and the boundary conditions are 
rewritten in (5, q)-coordinates, and the problem can be solved on a rectangular grid. Orthogonal 
coordinate systems for which 
rs - rq = 0 (2) 
are preferable to nonorthogonal ones from a numerical point of view [7,9]. They often produce 
fewer additional terms in the transformed equations. Also, if the departure from orthogonality is 
large, there might appear large coefficients of opposite signs, which might reduce the accuracy of 
numerical schemes. One example, which initiated the present work, is the solution of the 
Helmholtz equation in a curvilinear duct. Here both the equation and normal derivative 
boundary conditions become simpler in orthogonal coordinates. 
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Fig. 1. These examples illustrate the two types of geometry for which the present method is applicable. (a) Duct with 
open ends. (b) Annular region between two closed curves. 
In this paper we present a new technique for generation of orthogonal grids for two-dimen- 
sional ducts bounded by two simple and nonintersecting curves 
Yl= [x,(5), Y,(E)]> +%k Y2= [x,(l), Y,(S)], _sdd. (3) 
We consider two types of geometry of the duct as illustrated in Fig. 1. Either the duct has open 
ends or forms an annular region between two closed curves (3). This distinction is not important 
for our purposes, since the former type could be treated as the latter one by joining the ends in a 
fictitious way. 
The basic idea of the grid construction is to generalize the polar grid for a wedge or an 
annulus between two concentric circles. We start to cover the duct by a family of nonintersecting 
transversal grid lines consisting of arcs of circles or straight line segments. These curves connect 
points of the boundaries (3) in a one-to-one manner and serves as level lines. An orthogonal 
family of grid lines are then found by integration along the directions of the gradients. This is 
done by solving numerically an initial-value problem for each circumferential coordinate line. 
Here we can use a standard ODE-solver [5] with automatic error control, and the grid and its 
metric can be computed to any desired degree of accuracy. 
We assume that the curves (3) are twice continuously differentiable. When this is not the case, 
one could use a smoothed version of (3) (one example is presented later on). There is another 
limitation which involves the curvatures 
Y; x Y,” 
Ki = 
lY,113 ’ 
i=l,2, (4) 
and the local width of the duct. Roughly, it is required that 
di(+i(<)+k $&&, 4(1)4)’ -a, $<&k (5) 
where d,( 5) is the distance from yi( 5) to y2 and correspondingly for d,. A condition of this type 
is understandable if we try to connect the boundaries by the normals of yi (or y2). If yi is 
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bending towards y2, then the normals will intersect before reaching y2 unless the radius of 
curvature of yr is larger than the width of the duct. Other methods for orthogonal grid 
generation also suffer from similar restrictions [8], and they seem impossible to overcome except 
for conformal mapping techniques. A more precise condition than (5) which guarantees that the 
grid construction succeeds will be formulated. This condition is easy to compute, and it should 
be checked prior to the computation of the grid. Such a criterion is important because it is 
awkward to rely on visual inspection for detecting improper grids with crossing grid lines of the 
same family. 
2. A nonorthogonal coordinate transformation 
We assume that the orientation of yt is such that y2 lies to the left of yi, while y2 is oriented 
with yi to the right. To begin with we construct a nonorthogonal map r( 5, s) from the rectangle 
< < < < 5, 0 < s < 1, to the duct in the (x, y)-plane bounded by the curves (3). Somewhat 
arbitrarily the coordinate 6 is chosen to be the same as the parameter of yi. In practice, if it is 
more suitable to use the parameterization of y2, we merely reverse the orientations, and the roles 
of yi and y2 are interchanged in all formulae below. If the duct has open ends, the parameter 
range of y2 cannot be prescribed, because all transversal grid lines are determined by the grid 
procedure. 
By construction, the grid lines t = constant, 0 < s < 1, are arcs of circles (or straight line 
segments) intersecting the boundaries y1 and y2 orthogonally at the points with parameter values 
5 and l(t), respectively. The function S(5) is determined as follows. Let the unit tangent vector 
of y, be denoted by tj = y,‘/] y,’ 1 and 
4, s> =v&> -Y&)9 c= ICI, 
is the chord connecting points on yi and yZ. For a given 5 we now define c(t) to be the solution 
of the equation 
PM, S) = 4 0. (t,(t) + t,(s)) = 0. (6) 
Geometrically this condition implies that the angles between the chord and the tangent lines at 
yr( 5) and y2(S) are identical, see Fig. 2. Consequently the tangent lines will intersect equidis- 
tantly from yr( 5) and y2({(5)). These points are now connected by an arc of the circle with its 
center at the intersection point of the tangent lines. The angle 0 subtended by this arc is given by 
sin 19 = t,(E) X t,(Ut)), (7) 
72 t2 &2iIl!L c 0 Yl 
R t1 
Fig. 2. The connecting arc of circle is orthogonal to the tangent lines at y,( 5) and y2([(t)). By convention the angle 13 
subtended by this arc is taken as positive (negative) if the tangent lines intersect to the left (right) of the chord c. 
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where 0 > 0 (or 8 -C 0) if the center of the circle is to the left (to the right) of c. Further, by 
simple geometry we get 
R lsin 8 I = ~(6, S(t)) * i,(t), (8) 
where R is the radius of the circle and & is the inward unit normal of t,. The points of the 
circular segment are now given by 
(9) 
The special case 13 = 0 is automatically accounted for by taking the appropiate limit when 
necessary. Indeed, the center and radius of the connecting circle need not be calculated explicitly. 
All computations can be based on the vector and scalar product on the right-hand sides of (7) 
and (8). 
It remains to clarify when the equation (6) is solvable, and to show that (9) defines a 
one-to-one map. By differentiation of F as given by (6) we obtain 
F~=Iy;/.[-t,.(t,+t,)+~~c.~~], F~=/~;I.[f,.(t,+t,)+K2C.i2], 
where ~~ and ii are the curvatures and the unit normals of the boundary curves (3). 
Theorem 1. Consider (6) and assume that F(&,, &,) = 0 and 
and 
Then there are neighborhoods I( - &, 1 < q, and 1 S - &, I 
solution (5, {( 5)) of (6) with {’ > 0. 
Proof. The local existence of a unique solution follows 
theorem using the assumption (11) and the continuity of F 
principle [2] the solution can be obtained by the iterations 
(10) 
(11) 
G El, in which there exists a unique 
directly from the implicit function 
and F,. By the contraction mapping 
s k+l =lk- [f”(E,, L,)]-1J’(5> Sk), k=o, I,... . 
Differentiation of F( 5, {( 6)) = 0 now gives 
dS(5) 4 
d5=-- 4 
(12) 
and the montonicity of the mapping l(t) follows from (10) and (11). •I 
Theorem 2. Assume that the conditions of Theorem 1 are fulfilled. Then the Jacobian matrix of the 
transformation (9) is nonsingular, that is, q X q # 0 for 15 - &, I < co and I {( 5) - lo 1 < cl. 
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Proof. Differentiation of (9) gives 
cf3(cos s6i, - sin s&t) 
r, = 
2sint0 ’ 
where c = 1 c( <, (Q E)) 1, 8 = O( 5). The unit normal of r, is then given by 
tY = cos set, + sin seil. (13) 
After rather tedious calculations, due to the complex way c and 8 depend on 6, we obtain 
dS 
r~~~=(i+~~~e-~~~se);TT+cOsse-cOSe 
+~yJ+?i.cK1(l- sin28 + sin 8 sin ,e)] . 
For the solution l(E) of (6) we can rewrite (12) in geometrical terms as 
(14) 
$ = G(t), G(5) = 
/ y; I(2 cos +e - CKi) 
I$](2 COS ;e + CK2) ’ 
(15) 
Thus, if the conditions (10) and (11) are fulfilled, then 
G>O and l-ic~i>O, 
and it follows that the right-hand side of (14) is positive for 0 < s < 1. Since, rt x r, = 1 r, 1 (q - rs), 
Theorem 2 is proven. 0 
Assume an initial solution (&,, {( &,)) of (6) can be found such that G( &,) > 0. By Theorem 1 
this solution can be continued smoothly to .$, > &,, if 5, is sufficiently close to &. From El we 
proceed to 6, > [r, etc. In this way we try to trace all of yi using Newton’s method combined 
with a suitable continuation procedure [l]. We will succeed to cover all of [t, 51 unless G -+ 0 or 
G + cc. This criterion will ensure that a proper grid without crossing grid lines can be generated. 
In addition, if the duct is annular, it is necessary to check that y2({( 0) = y,({(<)). Indeed, 
Theorem 1 implies that the solution is unique only locally for 15 - to I < q, and I c - {,, 1 G cl. 
Multiple solutions for 5 = &, are possible, and there might exist different grids depending on 
which one is selected. Usually the initialization is given naturally by selecting &, such that 
y2([( &,)) lies near the point on y2 with the minimum distance from yi( &,). 
A sufficient condition for G to be positive and bounded is given by (5), since I f3 I G $TT_ This 
is a slight improvement over using the normals as transversal grid lines for which the correspond- 
ing constant on the right-hand side of (5) would be 1. 
Figure 3 illustrates an example for which the grid construction fails. Here G -C 0 around 5 = 0, 
and transversal arcs of circles overlap. By diminishing the width of the duct in Fig. 3, the 
condition G > 0 can be satisfied, see Fig. 4. 
3. Orthogonal grid generation 
In general the transformation (9) is orthogonal only at the boundaries. The computational 
technique to make it orthogonal is well described in [4]. In principle one introduces a scalar 
function f(r) such that f(r(<, s)) = 5, 0 < s < 1. The gradient curves of f are then orthogonal to 
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Fig. 3. Left: Crossing grid lines for duct defined by yI = (E, 1.5 - cos 0, - 1.5 < .$ Q 1.5, y2 = (5, 3). 
Right: Plot of G as defined by (15). The fact that G < 0 around 6 = 0 is an indicator of the failure. 
the family of circular segments. A new coordinate n is ascribed to each gradient curve. This is 
equivalent to replacing the transversal coordinate s in (9) by s = s( 5, 7). The orthogonality 
condition (2) then leads to the ODE 
06) 
for each 7. An initial condition for (16) is provided by putting 
s=n for ,$=tO. 07) 
By the existence and uniqueness theorem for the initial-value problem for ODES it follows that 
(16) (17) defines a nonintersecting family of curves for 0 < n < 1. 
In solving PDEs the metric coefficients 
are also needed. From its definition it follows that 
h:=rt.rt- r .r , 
s s 
and by differentiation of h, along the orthogonal trajectory defined by (16) we have 
dh2 
- = tch,h,, 
dt 
gQff<i, h& d = lr$L d I) (18) 
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Fig. 4. Left: Proper grid for duct defined by y, = (5, 2.5 - cos 0, - 1.5 < 5 < 1.5, yz = (5, 3). 
Right: Plot of G as defined by (15). Here G > 0 everywhere and the grid construction will succeed. 
where K is the curvature of the circular segment through r([, s). Even though (18) is a linear 
ODE for h,, it has to be solved together with (16) as a system because K and h, must be 
evaluated on the trajectory. 
Alternatively one could formulate the integrations (16) and (18) in the physical plane. 
However, this would lead to a much more expensive integration since each evaluation of the 
gradient would require a numerical inversion of (9). 
In practice the problems (16)-(18) are solved only for a discrete set of given points (&, nj). 
Grid clustering along coordinate lines can be accomplished by selecting nonuniform distributions 
of (&, vi). This is the only means by which the user can control the grid size. Equivalently one 
could introduce one-dimensional stretchings [9]. 
In the examples to follow we have used the Dormand-Prince Runge-Kutta method DP5(4) 
[5]. This algorithm provides automatic error control and the desired accuracy in solving (16)-(18) 
was set to lo-*. 
4. Examples 
We start to give a complete specification of the examples in Fig. 1. The duct shown in Fig. l(a) 
was obtained by approximating the points 
X 2 5 9 11 12 14 16 22 28 
-Y1: Y 10 14 16 15 12 9 9 10 13 
1 4 8 10 12 13 15 18 28 
Y2: ; 11 15 18 19 17 13 11 10 30 
by cubic B-splines (Schoenberg’s variation diminishing spline [ 31). 
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Fig. 5. The criterion G as given by (15) for the duct shown in Fig. l(b). The peak corresponds to the dip at the top of 
Fig. l(b). 
The boundary curves of Fig. l(b) were given parametrically as follows: 
Yl: x = 2.2 cos E, y= -1.2+2.2sin E, 0<5<27, 
Y2: x=cosl, 0<5<27, 
y= f(x)sinl, 
( 
O<S<a, f(x) = 1 - 0.7(x - Q2( x + 1)2, 
g(x) sin 5, 7 < 5 < 27, g(x) = 1 + (2 - 2.7x2)(x - l)‘(x + 1)‘. 
One cannot judge from Fig. l(b) whether a grid refinement would fail due to the dip of y2 at the 
top of the annular region. However, as evidenced from Fig. 5, G is positive everywhere, and we 
can be confident that the grid is proper. Figure 5 also shows that some care must be exercised 
when computing G, since it may change abruptly. This is unattractive in solving PDEs because it 
leads to rapid variations of the coefficients of the transformed equations. The real advantage of 
the proposed method is for slowly varying ducts in the sense that (15) is smooth. 
It should be noted that the curvature of yi (y2) is allowed to be large negative (positive). For 
example, the curvature of the inner corner of Fig. 6 is - 10. It was obtained by smoothing a 
90 O-degree corner by Cornu spirals [6]. 
If the condition G > 0 does not hold, one could try to split the duct into a number of narrower 
ducts until G > 0 for each of them. Then the grid is generated separately for each subduct. Grid 
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Fig. 6. Orthogonal grid for a duct with a sharp bend. A large curvature is allowed if it tends to widen the duct. 
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Fig. 7. Composite grid for the duct shown in Fig. 3. The metric is discontinuous along y = 2. 
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points are made to coincide along the dividing centerlines by a proper choice of &coordinates. 
However, the metrics will not be continuous. Nevertheless, a composed grid of this type might be 
useful for finite-element or finite-volume methods in which the computations are done in the 
physical plane. For example, consider the duct in Fig. 3. Using y = 2 as a centerline, we arrive at 
the composite grid in Fig. 7. 
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