We present a new, one-dimensional model of the solar atmosphere (called SRPM 305) at moderate angular resolution ($1 00 Y2 00 ). Key characteristics of the SRPM 305 model include (1) a minimum temperature of $3800 K at a gas pressure of $80 dyne cm À2 and (2) a rapid temperature rise above the temperature-minimum layer that results in substantial overionization of most elements when compared with LTE calculations. The model calculations reproduce the $4300 K minimum brightness temperature of the UV continuum ( between 1400Y1500 8) observed by SUMER and the $4400 K observed minimum radio-continuum brightness temperature (between wavelengths 0.01 and 100 mm). Neither the UV nor the radio continuum bear on the low-temperature minimum value because their broad intensity contribution functions cause the higher temperatures of the upper chromospheric layers to effectively hide the low minimum temperature region. The SRPM 305 model reproduces the observed intensities of CO lines at 4.466 m, at both the disk center and near the limb, by using C and O abundances consistent with recent literature low values. The model also reproduces observed intensities of C i spectral lines at 5381 and 8337 8, CH lines at about 4306 8, the CN band head at 3883 8, and the O i lines at 7772, 7774, and 7776 8, respectively. Using the SRPM 305 model, we find no significant abundance variations between the photosphere and the low chromosphere. Consequently, the single-component model presented here matches several apparently contradictory observations and thereby resolves the controversy about the temperature minimum value.
INTRODUCTION
Semiempirical atmospheric models are important for understanding physical processes in the Sun and stars via spectroscopy. These physical models, which characterize the temperature and density variations as a function of height above an arbitrary solar radius, are derived by comparing the observed spectrum with radiative transfer calculations performed on trial models. The early models of the quiet-Sun atmosphere (e.g., Gingerich & de Jager 1968; Gingerich et al. 1971) were advanced by more sophisticated modeling efforts by Vernazza et al. (1981, hereafter VAL81) .
Subsequently, Fontenla et al. (1990 Fontenla et al. ( , 1991 Fontenla et al. ( , 1993 Fontenla et al. ( , and 2002 hereafter FAL90, FAL91, FAL93, and FAL02) changed the temperature stratification of the VAL model low chromosphereY corona transition region by deriving it from the energy balance and boundary conditions and by including the effects of H and He diffusion on the ionization and energy balance. These papers also updated the chromospheric structure to match that of the reference atmosphere in Maltby et al. (1986) and provided active region models. Numerical simulations based on energy balance, including convection, provide a physical description of the photosphere and deeper layers. In spite of the physical insight provided by the success of these theoretical models, underlying approximations, assumptions, and the details of the calculations need to be fully investigated to quantitatively match observations that span a wide wavelength range. For example, the chromospheric magnetic-heating mechanism needs to be understood.
We regard semiempirical and theoretical modeling as complementary approaches to understanding the solar and stellar atmospheres. Reconciling these techniques to explain spatial and temporal structure in both high-and low-resolution observations provides a minimal set of empirically derived parameters that determine the atmosphere. In the spirit of this reconciliation, Fontenla et al. (1999) developed a set of semiempirical models for the quiet and active Sun (at moderate resolution). Updating the active-Sun features of the photospheric layers in these models, Fontenla et al. (2006, hereafter Paper I) computed the visible solar spectral irradiance and its variations over the solar cycle. The models of Paper I encompass radiation effective physical parameters and reproduced intensities observed at several spectral lines and continua at moderate ($2 00 ) spatial resolution. The paper also describes the relationship between these models and the threedimensional time-dependent simulations of the photosphere.
In this paper we contextually describe the basis of the quietSun model computations and lay the framework for developing a new model of the low chromosphere, as described below:
1. Irradiance.-Paper I discussed the comparison of the absolute visible spectral irradiance at 1 AU computed from the photospheric quiet-Sun model with the observations by Thuillier et al. (2003) . It revealed that the computed irradiance was slightly higher than observed even in spectral regions dominated by the continuum, such as those around 6000 8. At shorter wavelengths a larger departure from the observations was found. To better match the irradiance, this new model considers (a) additional molecular lines, (b) revisions to photospheric temperatures, (c) adopting recent revisions of the H bound-free and free-free opacities, (d) updated photoionization cross sections, and (e) non-LTE ( NLTE) radiative transfer of the most abundant trace species in the low chromosphere. These changes significantly reduce the discrepancy between the calculations and observations of the solar irradiance spectrum.
2. Structure of the low chromosphere in quiet-Sun models: bifurcated versus single-component models.-Paper I briefly discussed the controversy between warm-temperature minimum models (e.g., Maltby et al. 1986, FAL90, FAL91, FAL93, FAL02, and Fontenla et al. 1999 ) and cooler temperature minimum models (e.g., COOLC by Ayres & Rabin 1996; and Ayres et al. 2006, hereafter APK06) . For warm models, the temperature minimum value accounts for (a) the observed UV spectrum near 1500 8 and (b) the submillimetric continuum brightness temperature of $4400 K but cannot explain the observed depth of strong CO lines formed in the chromosphere. In contrast, model COOLC was designed to explain the CO IR lines, which have a minimum brightness temperature of about 4100 K at disk center and down to $3800 K above the limb, but this model has problems in explaining the UV and radio continua. Ayres & Testerman (1981) , Ayres et al. (1986) , and Avrett (1995 Avrett ( , 2003 proposed an explanation of this dichotomy in terms of a two-component, or bifurcated, model. Uitenbroek et al. (1994) proposed that hydrodynamic perturbations could play a role in this temperature dichotomy, but Athay & Dere (1990) , Ayres & Rabin (1996) , Solanki et al. (1996) , APK06, and others have shown that in neither space nor time is large variability observed that is consistent with a two-component model. Contrary to this bifurcated approach, we develop a single-component model and use it to explain the observations of the CO lines as well as the UV and radio continua. Models such as the VAL model C, FAL C, COOLC, and the recent FAL models of the low chromosphere make assumptions about smooth behavior of the temperature stratification and near-LTE conditions in the neighborhood of the warm-temperature minimum. These assumptions make it impossible to explain all observations with a single model. We show that these assumptions are not generally valid and that the new model provides an alternative explanation for the low-chromospheric observations.
3. Distinguishing between the cell center and network lanes, and the influence of magnetic fields.-Because observational studies of the quiet Sun rarely distinguish between cell centers and network lanes, comparing the present cell center model with observations is not straightforward and requires some discernment. Hence, rather than considering an average quiet-Sun model, in this paper we present a model exclusively for the solar atmosphere under the influence of the weak magnetic fields that probably exist in the cell interior (e.g., see Trujillo Bueno et al. 2004 ). Such a model can be used to evaluate radiative losses and chromospheric heating in the network cell interior and for initializing time-dependent simulations. We verify that the model is consistent with the observed spatial variations (at 1 00 Y2 00 resolution) of low-chromospheric lines (using C i, O i, and other lines).
4. NLTE considerations.-As a consequence of introducing changes to the model indicated in items (1)Y(3), and considering the layers of the atmosphere above the minimum, the observations indicate a sharp temperature increase within $100 km. It should also be noted that the value of the minimum temperature and the corresponding gas pressure in the new model are lower than previous models. These considerations lead to significant departures from LTE, for example, in the wings of Ca ii H and K lines, which have been presumed to be formed in LTE (e.g., in Maltby et al. 1986 and FAL90, FAL91, FAL93, and FAL02) . Furthermore, the Ca ii H and K line wings are very sensitive to line broadening and partial frequency redistribution, which add to the uncertainties.
5. Molecular line diagnostics.-The NLTE issues compound the problem of using atomic lines whose intensities may contain contributions from upper chromospheric layers that have temperatures much higher than the temperature minimum value. By contrast, molecular lines are better suited for modeling the low chromosphere because molecules dissociate rapidly with increasing temperature and decreasing density. The molecular line intensities do not contain an upper chromospheric component and are more representative of the low chromosphere and the temperature minimum. The formation of molecular lines (in particular CO, CH, and CN lines) critically depends on elemental abundances. Hence, it is necessary to verify that the new model gives results consistent with the observations for both molecular and atomic lines.
6. C, N, O abundance considerations.-For chromospheric modeling, the values of the C, N, and O abundances are critical, as one cannot completely separate effects due to model and abundance changes. As an example, the C and O abundances are critical for the CO and CH lines. Abundance variations in the low chromosphere have been suggested by several authors (e.g., Meyer 1985) , and if such variations existed between the photosphere and chromosphere, then complications would arise in the modeling. Therefore, we examine how the photospheric abundances impact the low-chromospheric lines (C and O). We verify that elemental abundance values of the new model are consistent with the observations, as well as with recent values derived from sophisticated photospheric models, such as Asplund et al. (2006) .
Modeling the chromosphere is a challenging task. One needs to ensure that the assumptions of the model are consistent with observations at many wavelengths and with NLTE calculations. The present work centers on the low chromosphere, uses molecular lines in LTE, and provides detailed NLTE computations of a few of the most abundant species. The model presented here provides a new perspective for understanding physical processes in the low chromosphere. This work provides a framework for future studies of the chromospheric heating and energy balance. It is also a first step toward developing chromospheric models of other solar features that are necessary to understand thermodynamics of the solar atmosphere.
ENHANCEMENT TO PHOTOSPHERIC LAYERS AND IRRADIANCE
The quiet-Sun models of Paper I used photospheric layer stratification, and it was noted that the computed irradiance spectrum was slightly higher than that observed by Thuillier et al. (2003) , although it still gave good agreement between the computed and observed center-to-limb variation at several continuum wavelengths. The continuum opacity in the SRPM 305 model calculations was improved by (1) adopting recent H bound-free opacities as published by Wishart (1979) and free-free opacities by Bell & Berrington (1987) , and (2) including the H 2 freefree opacity from Bell (1980) . The bound-free opacities of the most abundant elements were revised using recent TOPBASE data ( Badnell et al. 2005) , and these revisions include Si i and C i, which are now computed in full-NLTE. To match the results from the model with the observed spectral irradiance, it is then necessary to revise the temperature at all heights by À30 K, as compared with model C of Paper I. Moreover, to ensure a smooth temperature gradient in the photospheric layers of SRPM 305, it is necessary to slightly increase the temperature gradient in its deep photospheric layers.
As a result of these changes, the quality of fits for the computed irradiance spectrum of SRPM 305 agrees with Thuillier et al. (2003) by within 1% between 3900 and 4000 8, is higher by $3% between 4000 and 5000 8, and higher by $1.5% at 6060 8. The agreement is very good at 1.6 m, and the computed irradiance is lower by $2.0% at 2.4 m. It is possible that missing or incorrect spectral lines can explain the differences between the computed and observed irradiance between 4000 and 5000 8, while at 6060 8 the few significant spectral lines are well accounted for in the calculation.
Similarly, the computed irradiance spectrum compares within a few percent with that observed at visible wavelengths by the SORCE Spectral Irradiance Monitor (SIM; Harder et al. 2005a and 2005b) . The integral of the computed irradiance over all wavelengths (between 3000 8 and 1 cm) is 3.8% higher than the total solar irradiance value (1361 W m 2 ) measured by the Total Irradiance Monitor ( TIM; Kopp et al. 2005 ).
SRPM 305: THE NEW QUIET-SUN MODEL
The new SRPM 305 model is for photospheric and lowchromospheric layers of the cell center regions of the network pattern of the quiet Sun ( Table 1 ). In SRPM 305 we include parameters for layers with pressures below 30 dyne cm À2 that represent the upper chromospheric and transition region layers. These parameters for the upper chromosphere and transition region are tentative and will be updated when the model is extended to these layers. The number in SRPM 305 corresponds to a reference index in the Solar Radiation Physical Modeling (SRPM) system, which is discussed in Paper I. Figure 1 shows the temperature and height structure of SRPM 305 compared to other commonly used models. In the figure the model designated C1 corresponds to Fontenla et al. (1999) model C in the chromosphere, while it is very close to the model in Paper I for the photosphere. The VAL81 model is designated by the letter B, following the authors' notation for the network cell interior model. The APK06 model is designated ''COmosphere,'' following these authors.
Temperature Minimum and Chromospheric
Temperature Rise
An important requirement for SRPM 305 is that it reach the low temperatures above the limb observed in CO lines. Brightness temperatures of about 3800 K were observed by Ayres & Rabin (1996) at a height of about 800 km (with respect to the height at which optical depth is unity at 5000 8, 5000¼1 ). Consequently, we chose a minimum temperature close to that value. In the limited context of attaining the observed temperature minimum, SRPM 305 is similar to the COOLC model of Ayres & Rabin (1996) , but it has significant differences otherwise. Figure 1 compares SRPM 305 with the VAL model B for the average cell center (and not with model C for the average quiet Sun)-recall that here we model the interior of network cells. The present SRPM 305 model corresponds to the peak of the intensity distribution at UV wavelengths (see Fontenla et al. 2007) and thereby compares with the VAL B model.
By constraining SRPM 305 to a single-component model (for the quiet-Sun cell center) and matching observations of both CO lines and UV continuum, we have eliminated the paradigm of multicomponent models previously proposed to address this issue. Figure 1 shows that SRPM 305 is very similar to C1 at pressures larger than $3 ; 10 4 dyne cm À2 and departs little from it for pressures down to 2 ; 10 3 dyne cm
À2
. The small differences in these high-pressure layers are mostly due to the slightly different electron densities produced by differences in elemental abundances and by NLTE elemental ionization caused by backillumination from the upper layers. The substantial differences of SRPM 305 when compared with C1 start at pressures less than 2 ; 10 3 dyne cm À2 (corresponding to heights greater than $500 km), where SRPM 305 continues its temperature decrease with height, unlike the temperature increase of C1. The COmosphere model resembles SRPM 305 but has a slightly lower temperature minimum and follows model C1 for pressures larger than 10 3 dyne cm À2 . The main difference between the COmosphere and SRPM 305 models is that the former has a smoother variation in the temperature minimum region and a sudden change of slope at the pressure value of $200 dyne cm
. In contrast, SRPM 305 has a sharper change of slope at the temperature minimum and a smoother variation in the lower layers. This behavior in SRPM 305 corresponds to a sharp turn-on of the chromospheric heating above the temperature minimum and enables effects that can explain the observations of the UV and radio continua described below. Figure 2 shows the CO lines computed from the data of Goorvitch (1994) compared with observations by Farmer & Norton (1989) . As noted by APK06, the observations contain a contribution of network lanes that may cause some of the CO lines to be shallower than they would be if only cell centers were observed. We postpone the development of models for network lanes due to the unavailability of observed high spectral resolution infrared CO line data with a spatial resolution of a few arcseconds. Future observations would provide better constraints for low-chromospheric network models. Given the differences shown in Figure 1 we expect that the VAL B model would yield line profiles different from those of C1, as well as from the ones we compute using SRPM 305. The VAL and FAL models have a temperature minimum at $500 km height, which was found to be consistent with the minimum observed brightness temperatures in UV and submillimeter regions, as well as with the intensities observed at the Ca ii line wings computed from those models. We find that a lower temperature minimum, located roughly at 800 km, followed by a steep rise in temperature not only explains the same set of observations but also accounts for the infrared CO line observations. In SRPM 305 we raise an important issue. The relatively large temperature gradient above the temperature minimum causes the LTE departure coefficients at the temperature minimum and layers somewhat below it to become smaller than unity for many species. These occur for the species discussed in detail in the next section and others for which we assume LTE in this paper. In contrast, NLTE effects were less important in model C1 because the temperature increase that reaches the chromospheric value of 6500 K (and higher) was smoother and occurred at higher gas pressure than in SRPM 305.
In Figure 3a we compare the computed UV continuum around 1500 8 with that in the atlas by Curdt et al. (2001) . Note that the latter corresponds to the average quiet Sun and thus is expected to be somewhat brighter than that of the cell center model. Fontenla et al. (2007) examined SUMER raster data and found that the peak in the intensity distribution of the UV continuum at 1430 8 corresponds to a brightness temperature of $4440 K, which is about 100 K lower when compared with average quietSun spectrum given in Curdt et al. (2001) . Thus, the intensity at the peak of the observed distribution is lower than the SRPM 305 computations the graph shows. The details of the comparison and the lines observed by SUMER in this range depend significantly on the contributions from the upper chromosphere rather than on those from the lower chromosphere. We shall address these issues again in subsequent papers on the upper chromosphere. The agreement in the UV continuum is due to a combination of factors. The most important of these is the contribution to emitted intensity from regions of optical depth less than unity. Here we define the total contribution function (or attenuated total emissivity) at the frequency as
where " is the total emissivity and is the total optical depth at this frequency. The emissivity includes contributions from the continuum, spectral lines, and blends, if present. Figure 3b shows the complex nature of the intensity contribution function at two continuum wavelengths, 1450 and 1600 8, which are representative of the Si i bound-free transition from the ground level. At these two wavelengths (and others in this range) an important contribution to the intensity arises from the layers with p g 20 dyne cm À2 just after the temperature suddenly rises to the chromospheric plateau. A minor contribution is also made by the temperature minimum region because k ¼ 1 occurs around p g ¼ 1:06 ; 10 2 dyne cm À2 (height of $840 km) at k ¼ 1450 8. At 1600 8 (and longer continuum wavelengths) an important contribution is made by layers below the temperature minimum, because k ¼ 1 occurs there and a doublepeaked contribution function results.
Using the SRPM 305 model, we compare the computed spectrum from the far-IR to radio wavelengths with observations from several authors (see Fig. 4a ). In general, the brightness temperatures of the computed continuum compare well with observations, despite the fact that the available observations do not discriminate between network lanes and cell center, and are sometimes affected by active regions. Some emission and absorption lines are present in the computed spectrum where intensities are not yet accurately computed, because they correspond to species that are not yet included in full NLTE and these lines are formed in the upper chromosphere and the transition region. The molecular lines displayed are accurately computed in LTE and originate in the lower chromosphere; unfortunately, it is hard to find high spectral resolution spectra at very long wavelengths to perform a detailed comparison of lines.
Contributions to the intensity at two wavelengths are shown in Figure 4b to extend over a wide range of heights that include unity optical depth. The source function at the long wavelengths in the continuum is in LTE. At 0.2 mm the temperature minimum region is mostly transparent, but because the optical depth varies slowly, the layers above the temperature minimum and in the chromospheric plateau also contribute to the emitted spectrum. At 1 mm unity optical depth occurs at p g ¼ 10 2 dyne cm
( height $880 km) and T ¼ 3800 K. Because the optical thickness is comparable to unity for an extended region around this point, the contributions from the higher temperature surrounding layers hide the temperature minimum. For this reason, the microwave observations never reflect the actual depth of the temperature minimum. In Figure 5 we show the computed and observed ( Kitt Peak atlas [ KP atlas]; Wallace et al. 1998 ) H line. The wings of the computed line profile agree with the observed except for small differences apparent near the line center. These differences at the line center, however, are ignored here because they are due to the upper chromosphere; the KP atlas profile corresponds to an average quiet Sun. The comparison of the line wings is important because we compute hydrogen in full-NLTE, and these results affect other elements in NLTE. An uncertainty arises in this comparison due to the very broad wings of the line, which make it difficult to determine the continuum in the Kitt Peak data.
Density Stratification and the Chromosphere Height
An important consideration for chromospheric models is the manner in which departures from hydrostatic equilibrium are handled. This consideration arises because the observed offlimb extension of the chromosphere (e.g., Muglach & Schmidt 2001 ) displays a range of altitudes of a few arcseconds above the continuum limb. Such estimates of the altitude are incompatible with a rapid decrease in densities that material at chromospheric temperatures would have if hydrostatic equilibrium Ayres & Rabin (1996) model. The top panel shows the temperature as function of gas pressure and the bottom panel shows the ''height'' in the models with respect to the 5000 ¼ 1 (note this reference height is arbitrary). were assumed to be valid. Therefore, an increased height scale is necessary. It is possible that wave motions driven from the photosphere would increase in amplitude and develop into strong shocks as they propagate upward. The observations do not confirm the existence of shocks that can provide enough heating to explain radiative losses of the upper chromosphere (e.g., Judge et al. 2003 and Fossum & Carlson 2006) , although some heating of the low chromosphere appears possible from the numerical simulations. However, motions in the low chromosphere with velocities compatible with the observed line broadening or shift (which is usually not more than $1Y2 km s À1 in lines formed near the temperature minimum) cannot completely explain the observed extension of the CO line emission above the solar limb for about 5 scale heights (Ayres & Rabin 1996) . The CO line observations shown in Figure 2 are consistent with such small broadening velocities.
It is well known that spicules are visible at the limb in many chromospheric lines (e.g., H and He D3). Spicules show both upward and downward motions, often at some inclination. Their velocities, which are at or near the chromospheric sound speed, are inconsistent with upward propagating shocks of high Mach number or with gravitational forces only. In addition, clearly visible prominences are observed off the limb, remain in place despite gravity, and indicate a density structure that is incompatible with gravitational stratification. Images of the solar disk taken through filters centered on the H line show a very complex structure, which we interpret as small loop structures inside the network cells, and somewhat larger ones (called dark mottles) originating at network lanes and terminating within cell center regions. These observations point to the influence of magnetic field effects in the upper chromosphere that support the material against the gravitational forces. Since equivalent high-resolution data in CO are unavailable, one is unable to understand its link with magnetic field structures. Previous papers used the VAL81 formulation for a nonhydrostatic momentum balance, which introduced the turbulent pressure velocity (V tp ; e.g., see Paper I ) to account for the density stratification in the photosphere. In these models the line-broadening microturbulent velocity V t was Curdt et al. (2001) ; but this correspondence is to the ''average'' quiet Sun and the peak of the observed intensity distribution has lower intensity, as shown by Fontenla et al. (2007) . Right : Intensity contribution functions for the 1450 and 1600 8 continuum. Beckman et al. 1973 , Boreiko & Clark 1987 , Degiacomi et al. 1985 , Fürst 1980 , Loukitcheva et al. 2004 , and Urpo et al. 1987 , as indicated in key). Apart from the strong molecular lines (e.g., CO lines), some isolated absorption and emission lines originating in the upper chromosphere and corona are indicated in the figure but are not computed in detail, since they are not relevant to our lower chromospheric model. Right : Intensity contribution function at the 0.2 and 1.0 mm continuum. It is shown that wide regions of the atmosphere contribute to the intensity and that the contribution from the temperature minimum region is not the most important.
inferred from the Doppler width of some lines and was assumed to be the same as V tp . At the photosphere, SRPM 305 assumes that the predominant motions are convective, with velocities of $2 km s
À1
. Thus, in these layers the nongravitational part of the density stratification is consistent with the observed line broadening and in accord with the previous studies. However, these motions have little effect on the density stratification. Important departures from hydrostatic equilibrium in the upper chromosphere were introduced in previous models by assuming a sharp increase in V tp in the chromosphere. In FAL93 this produces a nonmonotonic gas pressure stratification of the transition region (with a minimum near 8000 K and a maximum near 2 ; 10 5 K), which is hard to justify because of stability considerations. Despite the large value of line-broadening velocity assumed in model C1, it was necessary to use additional procedures to match line profiles. The V tp values used at various altitudes were not strictly derived from observed line broadening at those altitudes. The earlier formulation of V tp was approximately valid for small turbulent photospheric motions, but it is not the most general way to address the momentum balance of the chromosphere. As explained in Paper I, the older formulation can only account for magnetic pressure effects, and not for magnetic tension, and therefore does not properly describe the Lorentz forces. As a result, the older formulation constrains the stratification in a way that is inconsistent with the complete description of magnetic effects. The nature and behavior of nongravitational forces that support the chromosphere are yet to be quantitatively understood. Hence, it is rather arbitrary to impose such peculiar behavior as that used in FAL models on the turbulent pressure velocity.
Model SRPM 305 has a better way to specify the nongravitational forces, in which the V tp parameter is replaced by a nongravitational acceleration parameter a. This parameter has units of acceleration, partially compensates for gravitational acceleration, and is specified at all heights.
The parameter a allows us to produce any desired behavior of the gas pressure scale height, and it can be used to describe the same stratification as the old V tp parameter. The parameter a is easily linked to the nongravitational force that results from the product of a and mass density. In the present scheme we replace the hydrostatic equilibrium equation by a force-or momentumbalance equation of the following form,
where p g is the gas pressure, is the mass density, U is the mass velocity, g the gravitational acceleration, and e z the unit vector in the vertical direction. We depict the negative logarithmic gradient of the gas pressure in the new model compared to that of the previous model C1 against the hydrostatic inverse scale height in Figure 6 . The quantity, H À1 , is the inverse density scale height in an isothermal atmosphere and is defined by the following formula
The absolute values of the pressure gradient in model SRPM 305 are similar to those in model C1 up to heights of $500 km because we adopted a in the lower layers so as to match the older density stratification. The values of H À1 are larger than those in model C1 at most heights above $500 km because of the reduced temperatures in SRPM 305. The pressure stratification in SRPM 305 at the temperature minimum is somewhat different from what would result from applying hydrostatic equilibrium to the reduced temperature values. The difference is shown by Figure 6 . Comparing the logarithmic gradient of the gas pressure with the inverse scale height we see that SRPM 305 allows for a larger column mass in the region of the low-temperature minimum than would result from using hydrostatic equilibrium alone. Model SRPM 305 uses a simple monotonic increase of a from layers above 500 km to the temperature minimum in order to produce the extension of the low chromosphere corresponding to the observed CO lines at altitudes well above $500 km over that of 5000 ¼ 1.
The behavior of the logarithmic pressure gradient in the upper chromosphere of model C1 is questionable if magnetic forces are significant, as the relevant quantities for these are the plasma and the Lorentz forces. We show that above $900 km, i.e., in the chromospheric plateau, the absolute value of the logarithmic gradient of the pressure in model SRPM 305 becomes smaller than that in C1 up to heights of $1500 km, and larger above this. Thus, the replacement of the old parameter V tp by the new one a with a constant value has effectively changed the dependence of the logarithmic gradient on the pressure in the upper chromosphere.
Unfortunately, off-limb observations of atomic and molecular lines do not eliminate the uncertainties in defining the chromospheric pressure stratification because these observations cannot be uniquely inverted. The change we introduce in the scheme for modeling does not introduce any additional parameter but only replaces the parameter V tp with a new one in which the nongravitational forces are more clearly identified. In the new scheme the terms due to inertial and Lorentz forces can both be included by simply assuming
where V is the unresolved velocity (with respect to the resolved velocity U ), J the electric current density, B the magnetic field, and the angle brackets indicate the average over the model resolution element. The physical quantities required to determine the parameter a as a function of height are yet to be quantified from theoretical physics considerations. Magnetic fields are observed to be well correlated with bright areas in the UV continuum (e.g., Fontenla et al. 2007 ). However, simultaneous intensity and magnetic field images with high spatial and temporal resolution are not yet available, and, in particular, the distribution of the magnetic field (with height) and the distribution of electric current intensities and directions are unknown. Several studies (e.g., Trujillo Bueno et al. 2004 ) show a distribution of magnetic fields in the quiet-Sun internetwork containing numerous locations where the magnetic field is between 36 and 115 G. Such magnetic fields correspond to a magnetic pressure in the range $10 2 Y10 3 dyne cm À2 . Taking into account the plasma , the magnetic fields can have important consequences for the gas pressure stratification in the regions where the parameter a is significantly different from that given by the observed turbulent velocities.
By using the present formulation and modeling techniques, we can examine existing observations, particularly off-limb spectral measurements. Such a comparison will help determine which behavior of a is consistent with observations. Considerations of turbulent velocities and Lorentz forces from self-consistent theory will allow the direct input of physical quantities into future modeling.
To assess the effects of the nongravitational acceleration parameter a in our calculations, we computed a model with the same temperature-pressure relationship as shown in Figure 1 but with different values of parameter a. For one such case, called SRPM 206, we recomputed the heights for pressure equilibrium according to the following equation:
using the extreme assumption that a remains at its minimum value for pressures below that of the minimum a in model SRPM 305. From this test, we find that the minimum temperature in model SRPM 206 occurs at about 100 km lower altitude than that in model SRPM 305. This demonstrates the effect of the lower values of a on the model SRPM 206 pressure stratification at and below the temperature minimum layer. The smaller values of a produce a steeper temperature rise above the minimum temperature layer than in SRPM 305. However, in model SRPM 206 the transition region occurs at $1800 km, which is $600 km lower than that of model SRPM 305. This change corresponds to a reduction in the extension of the chromosphere from $1200 to $800 km. Such a reduction has significant effects on NLTE processes and thereby on the emitted intensities of some UV lines. However, the main effects described in previous sections remain, and the contributions to the UV and radio emergent intensities still include the upper chromospheric layers, which hide the true value of the minimum temperature. Since it is clear that off-limb and eclipse observations are inconsistent with a small extension of the upper chromosphere, we consider model SRPM 305 more representative of conditions in the solar chromosphere than an alternative purely gravitationally stratified chromosphere.
3.3. The Low-chromospheric Lines of C, N, and O As described in Paper I, models that attempt to explain CO and similar observations of spectral features must rely on elemental abundances. In Paper I the abundances of C and O were considered controversial, with the existing literature revealing widely different values. The choice of the C, N, O abundances influences the computed CN lines through the model. We must ensure that the abundance values used in SRPM 305 produce agreement between calculated and observed CO, CH, and CN lines. Similarly, the comparison of the prominent low-chromospheric lines, C i and O i, and the C i photospheric line must show consistency. These consistency checks are a requirement for constructing reliable models that reproduce observations at a wide variety of spectral intervals.
A sound basis for the choice of carbon abundance used in this paper relies on the comparison of computed and observed CH lines in the G band. These lines also provide a good LTE diagnostic for the low-chromospheric layers at pressures >10 4 dyne cm
À2
(corresponding to less than $300 km height). Figure 7 illustrates this comparison and shows good agreement for most the CH lines. Disagreements occur where spectral blends from lines of other species (e.g., Fe i) are either absent or are overestimated by computations because of the exclusion of NLTE computations for some species. Although the Kitt Peak spectrum for these lines corresponds to the averaged network lanes and cell center contributions, we do not expect significant differences between these features in the deep lower chromospheric layers where these lines are formed. Some bright points are commonly observed at high spatial resolution at locations of enhanced magnetic fields. Unfortunately, we have not located data on the detailed distribution and spectral characteristics of these features that would allow us to estimate their effects on the data shown in Figure 7 . To understand the spatial and temporal variability of lowchromospheric lines of C i and O i, we used the National Solar Observatory's Dunn Solar Telescope (DST) to acquire spectral data, as discussed below. The spectral optics included the horizontal Littrow spectrograph coupled with the use of a 316 line mm grating. The slit width subtended an angular size of 0:6 00 on the Sun. Four cameras were used to image the spectrum; a fifth digital camera recorded the slit-jaw images. The new observations reported in this paper were conducted on 2005 November12. The slit was centered on the cameras, and images were taken separately at heliocentric positions R/R disk ¼ 0, AE0.2, AE0.4, AE0.6, and AE0.8 in both north-south and east-west directions. At each heliocentric position the slit scanned the solar disk at 0:3 00 per step covering a spatial extent of 24 00 in the scanning direction. Following the observations, the data were corrected for dark-current, flat-fielding, and spectrograph slit-curvature effects. The resulting spectral data were derived as a line-to-continuum ratio and wavelength-calibrated against the NSO KP atlas (Wallace et al. 1998) .
C i 5381 8 line is a weak absorption line frequently used for determining the C abundance in photospheric models. This line is produced at high energy levels (6 and 23, with excitation energies 7.68 and 9.99 eV, respectively, compared to the C i groundlevel ionization energy of 11.26 eV ) and has a low transition probability ( g f ¼ 0:0242). We observed this line at several positions on the disk and assessed the spatial variations along the slit and in consecutive frames. Figure 8 shows that the model computation of this line is close to the observed Kitt Peak data but slightly shifted. Our spatially resolved observations show that the continuum intensity fluctuations measured along the slit are comparable with the line depth, and therefore they may have very significant effects on the C i 5381 8 line depth. This line is expected to be unaffected by NLTE, and our C i NLTE calculations confirm that at the layers of line formation in the upper photosphere, the ratio of upper and lower level populations for this line follows the LTE closely (see Fig. 11 ). As a test of consistency of the chromospheric C abundance in the SRPM 305 model we compute the strong line at 8337 8 between levels 6 and 13 and compare its profile with Kitt Peak observations. Figure 9 shows the computed line profiles compared to the new observations and to the KP atlas. This figure shows that the computed profile has essentially the same central intensity as the observed one (within the errors in the continuum determination) and that this intensity varies little with position despite larger variations in the local continuum. NLTE effects are significant for this line, so uncertainties in the collisional excitation and ionization rates are a source of uncertainties in the abundance values. Even with these uncertainties, the high sensitivity of the spectral line to abundance, and a reduced sensitivity to other effects, it is a better abundance diagnostic than the 5381 8 line. This line is formed in the low chromosphere, and we find that the same photospheric abundance listed in Table 2 explains both C lines we have examined.
In Figure 10 we show the contribution function for the 5381 and 8337 8 lines and the local continuum contribution functions. The 8340 8 continuum forms slightly higher in the chromosphere and at layers with a smaller temperature gradient than at the 5380 8 continuum. A major part of the formation region for the 5381 8 line is shared with the local continuum. The difference between line and continuum intensities is mainly that the formation region of the continuum extends to deeper layers. The figure also shows the temperature to illustrate the changing temperature gradient right at the layers of the model between the peak contributions in the line and continuum, respectively. Any changes in the model parameters or the opacities can have a large effect on C i 5381 8 line, so the stable properties of this line over the solar cycle (e.g., Livingston & Wallace 2003 ) reflect the constancy of the average properties of the solar convection.
The ratios of the LTE departure coefficients for the upper and lower levels of the 5381 and 8337 8 lines are depicted in Figure 11 . Roughly, these correspond to the ratio of the source function to the Planck function (neglecting stimulated emission). The figure indicates that the 5381 8 line source function at the peak of the contribution function shown in Figure 10 is nearly in LTE, but with contributions that are a few percent higher than the Planck function. For the 8337 8 line the ratio of level populations (in Fig. 11 ) at layers near the peak contribution is below unity ($0.52 at p g ¼ 1:68 ; 10 4 dyne cm À2 and T ¼ 4960 K), indicating that the source function for this line is depressed with respect to the Planck function. Therefore, the line is deeper than it would be in LTE.
To examine the consistency of the adopted nitrogen abundance and the low-chromospheric temperature structure in model SRPM 305, we compared computations of the CN lines around 3882 8 with the KP atlas. For values listed in Table 2 , the SRPM 305 model line calculations closely fit the observed CN lines between 3882 and 3885 8. The line centers span the pressure range of 1:3Y6:8 ; 10 4 dyne cm À2 (or heights in the range 80 Y 300 km). A few blends from other species are not well accounted for in the model calculations, for the same reasons indicated above. A study by Mount & Linsky (1974) , using a model different from the present one, indicates that small departures from LTE are likely. Mount & Linsky used a C abundance of 2:24 ; 10 À4 , which is slightly lower than the value used here. They assumed a N abundance of 8:51 ; 10 À5 , which is about 10% less than that in SRPM 305. At the shortest wavelengths indicated in Figure 12 , model computations are affected by excessive broadening of very deep Fe i lines with their centers at wavelengths shorter than 3880 8, but the central intensity of most CN lines is significantly unaffected and matches these model calculations. Hence, this abundance value should be used for modeling N i lines formed in the chromosphere.
Differences occur between the quiet-Sun cell center and network lanes for the deepest CN line centers shown in Figure 12 .
As mentioned in Paper I, at some locations of the network, where larger magnetic fields exist, line depths are smaller and bright points appear similar to those reported in the G-band CH lines. However, there are no publications that quantify the highresolution spectra of cell interior versus network, and therefore a detailed comparison will require new observations. As in previous cases, errors could arise because the continuum level around the CN lines is affected by several species for which departures from LTE may be expected. When we compare the model-computed absolute irradiance value at 3883 8 with the observations by Thuillier et al. (2003) , the computed irradiance is near the observed value (5 K above) in a band of width 4 8, around 3884.75 8, which mostly represents the continuum.
We include a value for the O abundance in Table 2 , as it is relevant for the computations of the CO lines shown in Figure 2 . This value is $10% lower than photospheric abundance determinations by Asplund et al. (2006) from convection simulations. With this reduced value, we find the line profiles computed under model SRPM 305 for both the O i triplet at 777 nm and the deepest CO IR lines match the observed profiles rather well. The O abundance determination continues to be controversial. However, we note that in comparisons of observations with model SRPM 305 results, we do not find evidence for important variations in the O abundance between the low chromosphere and photosphere.
DEPARTURES FROM LTE
Components of the SRPM system solve the one-dimensional full-NLTE radiative transfer for a target atom or ion using previously determined level populations of all other species contributing to the relevant opacity, scattering, and emissivity. Iterations including these calculations for all species provide a consistent solution of NLTE for all species for which NLTE is relevant. The atomic and molecular data are stored in a relational database, and a C++ object-oriented code retrieves the details of the atomic models and atomic parameters needed in each case. Atomic levels and line data were taken from the NIST 2003 database, photoionization cross sections from TOPBASE, and molecular lines from HITRAN and sources indicated in Paper I. The basic method for the present NLTE calculations was described by Fontenla & Rovira (1985a , 1985b and is based on the net radiative bracket operator. We have extended this method by considering additional opacity and emissivity components that describe all contributions (including continua and lines) arising from the transitions other than the ones being solved in detail. In this paper calculations were carried iteratively for each of the species solved, namely, H, H À , C i, N i, O i, and Si i, until the statistical equilibrium equations for all species and levels were consistently satisfied. When carrying out the H À computation we enforce charge neutrality to update the electron density and solve equation (1) for force balance. In the present calculations other atoms and ionized stages are assumed to be in LTE for simplicity. The present results are sufficient for showing that important NLTE effects cause all of the computed species to be overionized with respect to LTE at the temperature minimum region.
The H and H-NLTE Calculations
We use a detailed 15Ylevel H atom and consider transitions between all levels and those to the continuum. We solve the partial redistribution (PRD) only for Ly (in the future we plan to include PRD in other lines as well). For the results shown here we used the ionization collisional rates of Mihalas (1967; see references therein for the original sources) and the collisional excitation rates of Burke et al. (1967) and Sampson & Golden (1970) , which are relatively large compared to other published ones. For estimating effects of collision rates uncertainties, we have also performed NLTE calculations using collisional excitation and ionization rates from Johnson (1972) , with the following exception: for transitions between the lowest five levels we used the values of Aggarwal et al. (1991) . The choice of collisional rates has some effect on the H results in the low chromosphere by decreasing the LTE departure coefficient of level 1 by a factor of 2 at the temperature minimum, but does not change the conclusions in this paper. SRPM computes the H À departure coefficient in a similar way to VAL81 but considers a different wavelength quadrature. At this juncture the lines overlapping the H and H À continua are unaccounted for; many of them are expected to also be affected by NLTE, and some of them are formed in the upper chromospheric layers. Accurate computation of all these lines is beyond the scope if this paper.
The computed departures from LTE for H À (not shown) are smaller than unity at and about the temperature minimum layers. Because of the lower temperature minimum value and lower density they are smaller than those at the C1 temperature minimum. Figure 13 shows the departures from LTE for the lowest few levels of H. Comparing the SRPM 305 model results with those from model C1, we note the following: up to $500 km (i.e., the height of the model C1 temperature minimum), departure coefficients for model C1 remain close to LTE and not far from the ones for model SRPM 305. However, in model SRPM 305 the temperature continues to decrease, and at the new temperature minimum the departure coefficient of level 1 becomes much lower than unity. This behavior is expected to occur in most species because the rapidly increasing temperature above the minimum produces a back-illumination of the temperature minimum region.
The C and O NLTE Calculations
We use a 45-level C i atom and a 23-level O i atom. These are listed in Tables 3 and 4 . Effective collision strengths for C i were obtained from (log-log) extrapolations to data of Dunseath et al. (1997) and verified to roughly match the values by Suno & Kato (2006) ; for transitions between the three lowest levels we used the data from Pequignot & Aldoravandi (1976) . Effective collision strengths for O i were obtained from Zatsarinny & Tayal (2003) , and for N i from Tayal (2006) . For transitions for which data were not available, we incorporated the formulation of Seaton (1962) . Charge exchange rates with protons were obtained from Stancil et al. (1998a Stancil et al. ( , 1998b , Lin et al. (2005) , and Stancil et al. (1999) , for C, N, and O, respectively. Collisional excitation and ionization by neutral H was assumed according to Kaulakys (1985) formula for Rydberg levels and neglected for lower levels. These rates are much lower than some used in the literature, but we believe they are much more reliable. Values of collisional excitation by neutral H for the lowest levels remain uncertain and require updated quantum mechanical calculations and laboratory measurements. Figure 14 shows the LTE departure coefficients for the lowest six levels of the C atom; note that the curves for the three lowest levels overlap. The figure shows that departures from LTE start at the top of the photosphere and produce a lower than unity coefficient but remain close to unity up to a height of $500 km, where the departure coefficients of the lower levels starts becoming substantially less than unity. Very efficient charge exchange collisions with protons and H atoms are mostly responsible for controlling the ionization and the behavior seen in the departure coefficients of the lowest three levels (of C i). Because, as shown in Figure 13 , H largely departs from LTE near the temperature minimum, the lowest three levels of C also have departure coefficients well below unity. Similar behavior occurs for O i (and for N i), which also have large charge exchange rates.
The Si i NLTE Calculations
Si i NLTE calculations use an atomic model with 35 levels ( listed in Table 5 ). Effective collision strengths were computed according to Seaton (1962) . Figure 15 shows the LTE departures for the lowest six levels of Si i; note that the curves for the two lowest levels overlap. As noted in the figure, the departures from LTE for most levels are small up to $600 km height, where the departure coefficient for the ground level becomes lower than unity. For Si i the charge exchange process with protons is not very efficient; however, the lower level of Si i is substantially affected by C i departure from LTE, as well as by irradiation from the upper chromosphere. The Si i lowest levels departure coefficients are less than unity but higher than those for the three lowest levels of C i. We note a small departure coefficient for level 4 of Si i at lower heights. In the present atomic model level 4 is a metastable level (the lowest 5S) that does not have allowed transitions with other levels in the atomic model. This level population is largely driven by photoionization and recombination, which explains its departure coefficient behavior. It is probable that improved collision rates and more levels will yield somewhat different results for level 4, but this has no significant effect on the other levels that are relevant to our present results.
DISCUSSION AND CONCLUSIONS
We have shown that it is possible to develop a single model of the low chromosphere that matches observations at many wavelengths, including the UV continuum, CO lines, and the radio continuum. The reasons for this are twofold: (1) at many wavelengths the extended contributions to the emitted intensity from layers where optical depth is not unity can effectively ''hide'' a low-temperature minimum, and (2) when a sharp temperature increase occurs above the temperature minimum region important departures from LTE and overionization are expected. We explained in detail how this occurs for model SRPM 305 and noted that these effects would occur with other similar models as well. In general, it is a poor assumption that the intensity at a given wavelength corresponds to the source function at an optical depth unity layer. Such an assumption is strictly valid in simple cases, when the source function derivative with respect to optical depth is constant, and is approximately valid when this derivative is constant over a large enough range of optical depth. In models such as SRPM 305, the first derivative of the source function changes dramatically around the temperature minimum. If this change occurs where the optical depth is near unity the emitted radiation will be larger than the Planck function for optical depth unity. This is the effect in our model SRPM 305-described by hotter layers hiding cooler layers even when optical depth unity occurs in the cool region. Model SRPM 305 of the low chromosphere accounts for multiple observations, several of which are described here. Further studies should assess the emitted spectrum of the new model at other wavelengths, for instance the Ca ii visible and IR lines, the Mg ii lines, the Na i lines, and so on. In future papers we will address these species, and we anticipate that the most difficult to solve are Fe, Ni, and Co because of the large number of allowed transition in these elements in neutral and ionized states. These elements are very important because of their many strong lines at wavelengths shorter than 2000 8 that overlap several continua, including the Balmer continuum. Studies of more lines and elements can indicate improvements to the current model SRPM 305. However, the physical processes described here are expected to remain valid, and it is likely that many other neutral elements will also be overionized in the temperature minimum region. No limited set of observations can determine an accurate model, and good agreement is needed at all wavelengths and disk positions. This is true for all semiempirical models, as well as for more sophisticated theoretical simulations. No coarse-resolution one-dimensional steady state model can fully explain all the observations of the chromosphere because the observed fine structure and dynamics are integral to the physical conditions. Even with this limitation, the present model provides insight into the physical conditions and processes.
We expect that this model will help set up more physically consistent studies and time-dependent magnetohydrodynamics ( MHD) simulations. Using medium-resolution data (1 00 Y2 00 ), we examined spatial fluctuations of the brightness temperature observed in the continuum and at the core of a number of spectral lines and found a decrease in the small-scale fluctuations in the low chromosphere that are consistent with the vanishing granulation pattern with increasing height. At even higher altitudes, close to the temperature minimum, larger scale fluctuations arise that may be related to p-modes and/or network structure. These fluctuations are consistent with those found by Ayres et al. (2006) in their study of the CO lines. These data do not support the ideas about the development of strong shocks in the low chromosphere for gas pressures larger than 20 dyne cm 2 (or altitudes below $800 km in our model), but neither do they rule out weak shocks (with Mach number close to unity) just above the temperature minimum region. The steep increase of the chromospheric temperature with decreasing gas pressure below that of the temperature minimum is roughly consistent with the picture of plasma instabilities and heating rapidly developing at an instability threshold. This is the picture proposed by Fontenla (2005) , who suggests that the conditions are favorable for the development of the Farley-Buneman instability, which can produce the heating and sudden temperature rise to the chromospheric ''plateau.'' However, the sudden onset of chromospheric heating does not rule out shocks supplying some energy above the temperature minimum, as was suggested by Judge et al. (2003) , and indeed both mechanisms may be at play at the base of the upper chromosphere.
Using SRPM 305 we have examined the C, N, and O atomic and molecular lines and verified that this model, along with the low-chromospheric abundances given in Table 2 , explains observations found in the KP atlas and our own observations of C i lines. However, simultaneously explaining the shallow visible 5381 8 and the deep IR 8337 8 lines requires proper consideration of NLTE effects. The N and O abundances listed in Table 2 explain both the CN observations, and the O i 7774, 7776, and 7777 8 lower chromospheric lines. The C, N, and O abundance values in the new model are consistent with the low values found by other authors, such as Allende Prieto et al. (2002) , from the study of other photospheric models. The values we use are consistent with three-dimensional simulations of the granulation, such as Asplund et al. (2005) and Asplund et al. (2006) , but the second of these papers indicates that the simulations cannot reproduce the observed CO deep lines in the chromosphere.
Currently published observations are not sufficient to uniquely determine the detailed vertical structure of the chromospheric pressure but clearly indicate the presence of magnetic forces responsible for the spatial structure observed in the upper chromosphere. TRACE data and Hinode Ca ii K data have shown magnetic structure on a very small scale that follows spatial and temporal patterns suggestive of magnetically driven processes; STEREO observations may shed more light on the issues of the upper chromospheric structure. However, these observations cannot provide enough information about the temperature minimum region because of the issues concerning the formation region as described here. It is likely that only observations of the CO IR lines near the limb at very high spatial and temporal resolution can yield insight on the details of the chromospheric structure close to the temperature minimum.
Because the start of the chromospheric plateau occurs so suddenly in our model and because of the magnitude of normal fluctuations of pressure and height (as seen in simulations of convection), horizontal mixing of material at about 3800 and 6000 K is expected. As mentioned in the introduction, such mixing is not observed in disk center CO observations, which sample temperatures of $4100 K. Off-limb observations would select either the hot or the cool temperature material, depending on the wavelength, and reveal different structures with spatial overlap. The SUMER UV continuum observations described by Fontenla et al. (2007) show a very structured supergranular interior, but it is unlikely that the features are resolved. TRACE observations at 1600 8 have very high spatial resolution but cannot discriminate between structure due to continuum and individual lines within the filter bandpass. However, movies using TRACE observations show changing fine structure within network cell centers that is consistent with the SUMER data. This fine structure is also suggestive of MHD and plasma effects because purely hydrodynamic effects would show horizontal expansion behavior that is not observed. Only full three-dimensional MHD and non-LTE simulations coupled with plasma studies can completely address the structure observed in the upper chromosphere As a result of our research, we find that much work needs to be done on the low-chromospheres models for the network and for solar activity features that we addressed in Paper I. We need to revise the low chromospheres of the Fontenla et al. (1999) models in light of the findings in this paper and the detailed observations of these features. An important constraint for models is the solar irradiance spectrum as observed by various instruments and in particular by SOLSTICE and SIM on board the SORCE satellite ( Rottman 2005 and Lean et al. 2005) . This irradiance spectrum in the wavelength range 2000Y4000 8 is yet to be fully explained. The observed variability of irradiance at these wavelengths points to the importance of modeling not only the quiet-Sun cell center but also the other solar features described in Paper I. Understanding of the solar irradiance variability at UV wavelengths is very important and requires models that can explain these observations. However, the ultimate goal is to understand the variability at all wavelengths. For IR wavelengths it is essential that the adopted model set can explain both the CO lines and the UV continuum. Previous SORCE observations showed that the model set in Paper I did not match the IR irradiance variations near the H À opacity minimum (Fontenla et al. 2004) , and this is not surprising given that this set does not explain molecular lines, such as the CO lines. Our present model is a step in the direction of solving these issues. 
