Introduction
The Lomax distribution, conditionally also called the Pareto Type II distribution, is a heavytail probability distribution used in business, economics, actuarial science, queueing theory and Internet traffic modeling. Lomax distribution was introduced by Lomax (1974), Abdullah and Abdullah (2010) estimates the parameters of Lomax distribution based on generalized probability weighted moment.
Let us consider the probability density function (pdf) of the Lomax distribution is given by f(x;k;θ) = kθ ; θ > 0, k > 0 and 0 < x < k (1.1) where θ is the shape and k is scale parameter.
Cumulative distribution function:
The cumulative distribution function of a Lomax distribution is θ > 0, k > 0 and 0 < x < k (1.2) Reliability function: The reliability function of a Lomax distribution is R (t) =1-F (t) = θ > 0, k > 0 and 0 < t < k 
Bayes estimation under asymmetric loss functions
The Bayesian inference procedures have been developed generally under squared error loss function (ii) Precautionary loss function : Norstrom(1996) introduced an alternative asymmetric precautionary loss function and also presented a general class of precautionary loss function with quadratic loss function as a special case. These loss functions approach infinitely near the origin to prevent underestimation and thus giving conservative estimators, especially when low failure rates are being estimated. These estimators are very useful when underestimation may lead to serious consequences. A very useful and simple asymmetric precautionary loss function is ) ( Let us consider the two prior distributions of R (t) to obtain the Bayes estimators which are given by (i) Non-informative Prior : For the situation where the experimenter has no information about R (t), we may use the non-informative prior distribution h 1 (R (t)) = 0 < R (t) 1.
(1.14) (ii) Beta Prior : The most widely used prior distribution for R(t) is a beta distribution with parameters α, β > 0, with density function given by h 2 (R(t)) = 0 < R(t)
1.
(1.15)
ESTIMATION OF RELIABILITY FUNCTION OF LOMAX DISTRIBUTION
Let us consider the probability density function (pdf) of the Lomax distribution is given by f(x;k;θ) = kθ ; θ > 0, k > 0 and 0 < x < k where θ is the shape and k is scale parameter. The reliability function of a Lomax distribution is R (t) = θ > 0, k > 0 and 0 < t < k or -log R (t) =θ {log (1+kt)} or θ = Substituting the value of θ in equation (1.1), we get f(x; k ; R(t)) = k -0 < R(t) < 1 (2.1) Let us suppose that n items are put to life test and terminate the experiment when r (< n) items have failed. If x 1, … , x r denote the first r observations having a common density function as given in equation (2.1), then the joint probability density function is given by f(x; k ; R(t)) = = 
