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In the current research, the unsteady two dimensional Graphene Oxide water based nanoﬂuid heat
transfer between two moving parallel plates is analyzed using an intelligent black-box identiﬁer. The
developed intelligent tool is known as evolvable evolutionary fuzzy inference system (EE-FIS) which is
based on the integration of low-level fuzzy programming and hyper-level evolutionary computing
concepts. Here, the authors propose the use of a modiﬁed evolutionary algorithm (EA) which is called
hybrid genetic mutable smart bee algorithm (HGMSBA). The proposed HGMSBA is used to evolve both
antecedent and consequent parts of fuzzy rule base. Besides, it tries to prune the rule base of fuzzy
inference system (FIS) to decrease its computational complexity and increase its interpretability. By
considering the prediction error of the fuzzy identiﬁer as the objective function of HGMSBA, an auto-
matic soft interpolation machine is developed which can intuitively increase the robustness and accuracy
of the ﬁnal model. Here, HGMSBA-FIS is used to provide a nonlinear map between inputs, i.e. nano-
particles solid volume fraction ðfÞ, Eckert number (Ec) and a moving parameter which describes the
movements of plates (S), and output, i.e. Nusselt number (Nu). Prior to proceeding with the modeling
process, a comprehensive numerical comparative study is performed to investigate the potentials of the
proposed model for nonlinear system identiﬁcation. After demonstrating the efﬁcacy of HGMSBA for
training the FIS, the system is applied to the considered problem. Based on the obtained results, it can be
inferred that the developed HGMSBA-FIS black-box identiﬁer can be used as a very authentic tool with
respect to accuracy and robustness. Besides, as the proposed black-box is not a physics-based identiﬁer, it
frees experts from the cumbersome mathematical formulations, and can be used for advanced real-time
applications such as model-based control. The simulations indicate that the gradient of Nu has a direct
nonlinear relation with the values of f and Ec. It is also observed that an increase in the value of S
decreases the value of Nu.
© 2014 Karabuk University. Production and hosting by Elsevier B.V. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Nowadays, investigating the characteristics of squeezing ﬂows
between parallel disks has become an interesting research topic,
and has absorbed an increasing interest of researchers [30,33]. The
main reason of such a remarkable interest lies in the fact that it
occurs in many industrial applications such as polymer processing,
compression, injection modeling, transient loading of mechanicalaffari).
ersity
d hosting by Elsevier B.V. This is acomponents and the squeezed ﬁlms in power transmission [1,2].
For the ﬁrst time, the remarkable work on that topic under lubri-
cation approximation was conducted in Ref. [3]. Thereafter, a
seminal theoretical analysis for squeezing ﬂow of power law ﬂuid
between parallel disks was performed by Leider and Bird [4]. In
spite of importance and practical implications of the squeezing
ﬂows between parallel disks, researchers of mechanical ﬂuid soci-
ety have not had a sensible vision regarding its phenomenological
properties. However, after proposition and development of
advanced computational approaches, the engineers have been
enabled to perform some practical analyzes which in turn have
provided them with sufﬁcient information regarding the physical
behavior of the phenomenon.n open access article under the CC BY-NC-ND license (http://creativecommons.org/
Nomenclature
A, B constant parameter of solid volume fraction
C dimensionless thermal conductivity
Ec Eckert number
f ðhÞ dimensionless velocity
k thermal conductivity
Nu Nusselt number
P pressure term
Pr Prandtl number
S moving parameter
T temperature
TH temperature at upper plate
u velocity component along x-axes
v velocity component along y-axes
x Cartesian coordinate in x-direction
y Cartesian coordinate in y-direction
Greek symbols
aðtÞ half the distance between two plates
r density
4 solid volume fraction
m viscosity coefﬁcient
h dimensionless parameter
n kinematic viscosity
qðhÞ dimensionless temperature
Subscripts
nf nanoﬂuid
f ﬂuid
s nano solid particles
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merical methods, a wide range of researches have been conducted
on analyzing the squeezing ﬂows between two parallel plates [5].
Sherwood [6] analyzed the squeeze ﬂowof ﬂuid in the gap between
non-parallel circular plates of radius R. Hamza [7] used analytical
and numerical techniques to study the combined effects of the
magnetic forces and the centrifugal inertial forces on the velocity
proﬁles as well as the load capacity and the torques that ﬂuid exerts
on the surfaces. Hamza and Macdonald [8] used numerical ﬁnite
difference technique to study the two-dimensional squeezed ﬂow
between two parallel plates. Singh et al. [9] investigated the effects
of squeezing ﬂow in a channel with moving boundaries in the
perpendicular direction to their surfaces. Islam et al. [10] studied
the axisymmetric squeezing ﬂow in a channel with porous medium
using numerical method called differential transform method.
Munawar et al. [11] analyzed the squeezing ﬂow in stretching
porous walls at the presence of magnetic ﬁeld. They solved the
governing equations with a numerical technique known as shoot-
ing method. Hatami and Ganji [38] studied the heat transfer and
nanoﬂuid ﬂow in suction and blowing process between parallel
disks in the presence of variable magnetic ﬁeld. Domairry et al. [40]
used DTM-Pade method for investigating the squeezing Cuewater
nanoﬂuid ﬂow analysis between parallel plates. Hatami and Ganji
[41] took the advantage of numerical and analytical methods to
study the natural convection of sodium alginate non-Newtonian
nanoﬂuid between two vertical ﬂat plates. Malvandi et al. [31]
reduced the partial differential equations derived from slip effects
of unsteady stagnation point ﬂow of a nanoﬂuid over a stretching
sheet to ordinary equations and solved them using Ran-
geeKuttaeFehlberg solver.
Generally, the results of the abovementioned investigation have
brought the researchers to the conclusion that common heat
transfer ﬂuids such as water, ethylene glycol, and engine oil have
limited heat transfer capabilities due to their low heat transfer
properties. By revealing the limitations behind the use of conven-
tional ﬂuids, researchers have focused on some advanced strategies
to tackle the practical diminishments and enhance the thermal
conductivity of ﬂuids [32,35e37,39,42,43].
Without any doubt, the enhancement in thermal conductivity of
conventional ﬂuids via suspensions of solid particles is one of the
most important modern developments in engineering technology
which aims at increasing the coefﬁcient of heat transfer [34]. The
thermal conductivity of solid metals is higher than the base ﬂuids,
so the suspended particles are able to increase the thermal con-
ductivity and heat transfer performance. Choi and Eastman [12]
were probably the ﬁrst researchers to combine a mixture ofnanoparticles and base ﬂuid, which they subsequently termed a
nanoﬂuid. After the proposition of the concept of nanoﬂuid, several
numerical and experimental efforts have been made to analyze its
properties. Das [13] engaged the numerical tools to study the
temperature dependence of thermal conductivity enhancement for
nanoﬂuid. Mohammadian et al. [14] used a three-dimensional
conjugate heat transfer model to numerically investigate the
laminar forced convection and entropy generation in a counter ﬂow
micro-channel heat exchanger including parallel plates with
working Al2O3ewater nanoﬂuid. Kleinstreuer and Feng [15] pro-
posed a novel thermal conductivity model for nanoﬂuid ﬂow to
study the characteristics of nanoﬂuid in parallel-disk system. Azimi
et al. [16] obtained an analytic solution for an unsteady nanoﬂuid
squeezing ﬂow with suction and injection effects using Galerkin
optimal Homotopy asymptotic method (GOHAM). Sheikholeslami
et al. [45] used control volume based ﬁnite element method
(CVFEM) to investigate the effect of magnetic on natural convection
heat transfer of Cuewater nanoﬂuid. Ellahi [47] used Homotopy
analysis method to analytically study the effects of MHD and
temperature dependent viscosity on the ﬂow of non-Newtonian
nanoﬂuid in a pipe.
By a precise inspection of the results and discussions provided in
the above researches, one can easily infer that the engineers of ﬂuid
mechanics society have taken a successful stride towards
enhancing the thermal conductivity of the ﬂuids [44,46,48e51]. To
be more to the point, the results have illustrated that the thermal
conductivity of nanoﬂuid can be increased within the range of
10e50% via introduction of a small volume fraction of nanoparticles
[12,13,16]. From computational point of view, it has been concluded
that the mathematical complexity of NaviereStokes equation
hinder the engineers from developing exact techniques to solve the
problem, and conduct a fully precise and valid analysis. Further-
more, it has been observed that the use of cumbersome numerical
techniques imposes a remarkable burden on engineers, and thus a
relatively accurate mesh based analysis is associated with lots of
difﬁculties and expenses. In fact, themain reason of such difﬁculties
emanates from the fact that most ﬂuidmechanic problems inherit a
complex nonlinear and transient behavior, just like many other
practical phenomena [16,29].
Based on the general feed-back of the conducted researches, it
can be easily infer that the proposition of computational ap-
proaches which can cope with the above difﬁculties, i.e. compu-
tational burden and nonlinearity of the system, is highly welcome.
Apparently, the fascinating computational properties of intelligent
modeling approaches can be a neat solution to the main compu-
tational difﬁculties associated with analyzing the behavior of
Fig. 1. The schematic illustration of the considered parallel plates.
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intelligent computing techniques offer the following computa-
tional advantages:
(1) Intelligent techniques are computationally efﬁcient, and can
be conveniently used for estimating highly nonlinear engi-
neering phenomena, such as the characteristics of nanoﬂuid
[17].
(2) The algorithmic functioning of intelligent tools is based on
the combination of a set of simple and parallel processors
(i.e. rules and consequent weights in fuzzy systems, hidden
nodes and synaptic weights in neural networks). Undoubt-
edly, aggregation of a large number of those simple pro-
cessors can result in a complex modeling black-box which is
quite robust and accurate [18,19].
(3) Intelligent techniques are independent from the physics of
the considered systems. To be more precise, to use them, we
should only conduct simple numerical analysis before hand
and gather a database to capture the required knowledge
[20]. Obviously, such a characteristic can be regarded as one
of the most important motivations for the authors of the
paper. In fact, in the next section, we will demonstrate that
the underlying physics of the considered problem is really
complex, and therefore providing a black-box identiﬁer can
be really beneﬁcial. Besides, once an intelligent tool has
been trained, it can be used for a wide range of analyzes,
and most importantly, it can be always retrained. This
means that a simple intelligent tool can be used for simul-
taneous modeling of a wide range of characteristics of
nanoﬂuid.
In spite of such promising characteristics, there exist rare re-
ports in literature addressing the use of intelligent methods for
analyzing/modeling the nanoﬂuid characteristics. To the best
knowledge of the authors, in a very recent work by Sheikholeslami
et al. [21], a group method data handling (GMDH) type neural
network was used for analyzing the effects of a magnetic ﬁeld on
Cuewater nanoﬂuid heat transfer system.
The main goal of the present study is to take the advantages of a
really efﬁcient hybrid intelligent modeling tool for analyzing the
unsteady 2-DGraphene Oxide water based nanoﬂuid heat transfer
between two moving parallel plates. The method is based on the
use of fuzzy logic and evolutionary computation in tandem. In fact,
hybrid genetic mutable smart bee algorithm (HGMSBA) is used to
evolve the rule base of the fuzzy inference system (FIS) so that the
behavior of nanoﬂuid is analyzed with a high rate of accuracy. Be-
sides, the evolution of the architecture of FIS lets us to decrease its
computational complexity, and ﬁnally obtain an interpretable rule
base suited for the sake of sensitivity analysis and inference. In the
considered model, the consequent parameters of the rule base of
FIS are tuned by using an analytical method, and its other structural
parameters are evolved by means of HGMSBA. Such a scheme has
been previously proposed by Mozaffari et al. [20] and Fathi and
Mozaffari [22]. In those papers, the authors used standard genetic
algorithm (GA) for the evolving task. The results of those experi-
ments demonstrated that the model is highly accurate and
powerful and can easily outperform the conventional tools such as
artiﬁcial neural network (ANN), composite neuro identiﬁer, and
adaptive neuro fuzzy inference system (ANFIS). Here, the authors
are to enhance the evolving capabilities of the proposed scheme by
designing a much more efﬁcient metaheuristic. The proposed
method is based on the integration of the concepts of GA and
mutable smart bee algorithm (MSBA). To endorse the efﬁcient
performance of HGMSBA, the authors apply it to a set of regression
problems. Besides, for the sake of comparison, particle swarmoptimization (PSO) [19], artiﬁcial bee colony (ABC) [23], differential
evolutionary algorithm (DEA) [20], mussels wandering optimiza-
tion (MWO) [24], and original mutable smart bee algorithm (MSBA)
[25] are considered. Finally, HGMSBA-FIS is used to ﬁnd out
whether it can yield promising results for modeling the behavior of
nanoﬂuid squeezing between parallel plates. It is worth pointing
out that the required knowledge for training the intelligent
HGMSBA-FIS black box is captured using an efﬁcient numerical
solver called RangeeKutta.
The rest of the paper is organized as follows. Section 2 is devoted
to mathematical deﬁnition of the considered problem. In Section 3,
the algorithmic functioning of HGMSBA-FIS is discussed in details.
RangeeKutta numerical method is deﬁned in Section 4, and is used
for providing a database for our black-box modeling tool. Section 5
provides both the numerical comparative study, and the modeling
results of the considered problem. At the ﬁrst phase, it is demon-
strated that the HGMSBA can effectively evolve the FIS and at the
second phase, the proposed framework is used for studying the
relations among the variables of the captured database. Based on
the obtained model, a comprehensive discussion on the main
characteristic of Graphene Oxide nanoﬂuid squeezing between
parallel plates is provided in Section 6. Finally, the paper is
concluded in Section 7.
2. Problem deﬁnition
In this section, we study the unsteady squeezing ﬂow and heat
transfer in a 2-D nanoﬂuid between two inﬁnite plates (for a dia-
gram of the ﬂow geometry, see Fig. 1).
The viscous dissipation effect and heat generation due to frac-
tion caused by shear in the ﬂow, is retained. This behavior occurs at
high Eckert number (≪1). The Eckert number expresses the rela-
tionship between a ﬂow's kinetic energy and enthalpy. The ﬂuid is a
water based nanoﬂuid containing Graphene Oxide.
As it can be seen from Fig. 1, the two plates are placed at
z ¼ ±lð1 atÞ1=2 ¼ ±hðtÞ. The unsteady conservation of mass and
momentum equations explaining the ﬂow are [16,30]:
vu
vx
þ vv
vy
¼ 0; (1)
rnf

vu
vt
þ u vu
vx
þ u vu
vy

¼ vp
vx
þ mnf
 
v2u
vx2
þ v
2u
vy2
!
; (2)
rnf

vv
vt
þ u vv
vx
þ v vv
vy

¼ vp
vy
þ mnf
 
v2v
vx2
þ v
2v
vy2
!
; (3)
vT
vt
þ u vT
vx
þ v vT
vy
¼ knf
rCp

nf
 
v2T
vx2
þ v
2T
vy2
!
þ mnf
rCp

nf
"
4

vu
vx
2
þ

vu
vx
þ vu
vy
2#
;
(4)
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Effective densityðrnf Þ, effective dynamic viscosityðmnf Þ, effective
heat capacity ðrnf Þnf and effective thermal conductivity knf of the
nanoﬂuid are deﬁned as [26,52e55]:
8>>>>>><
>>>>>>:
rnf ¼ rf ð1 4Þ þ rs4s
rCp

nf ¼

rCp

f ð1 4Þ þ

rCp

s
mnf ¼
mf
ð1 4Þ2:5
kns
kf
¼
ks þ 2kf  2f

kf  ks

ks þ 2kf þ 2f

kf  ks

(5)
It is worth mentioning that the effective thermal conductivity
and viscosity of nanoﬂuid are calculated by MaxwelleGarnetts
(MG) and Brinkman models, respectively.
We impose the boundary conditions:
y ¼ hðtÞ/v ¼ vw ¼ dhdt ; T ¼ TH;
y ¼ 0/v ¼ vu
vy
¼ vT
vy
¼ 0;
(6)
The above equations can be simpliﬁed by introducing the
following parameters:
h ¼ yh
lð1 atÞ1=2
i;u ¼ ax½2ð1 atÞf 0ðhÞ; v ¼  alh2ð1 atÞ1=2i f ðhÞ;
q ¼ T
TH
;A ¼ ð1 fÞ þ f rs
rf
;B ¼ ð1 fÞ þ f

rCp

s
rCp

f
;C ¼ knf
kf
(7)
where the distance between each plate and the x-axis is expressed
byaðtÞ, and vuðtÞ ¼ daðtÞ=dt is the velocity of the plate. In the event
of a>0, the plates may move apart, while if a<0, the plates move
together (squeezing ﬂow) as time increases. However, for this case,
the plates may only move together for time 0< t <1=a.
With this transformation, the Eq. (7) becomes:
f ðIVÞ  SAð1 fÞ2:5

hf
00 0 þ 3f 00 þ f 0f 00  ff 00 0

¼ 0; (8)
Using Eq. (7), Eqs (3) and (4) are simpliﬁed to the following
equation:
q
00 þ PrS

B
C

ðf q0  hq0Þ þ PrEc
Cð1 fÞ2:5

f
002 þ 4d2f 02

¼ 0; (9)
As it can be seen, the pressure gradient is eliminated from the
resulting equation. Furthermore Eqs. (8) and (9) are subjected to
the boundary conditions:
f ð0Þ ¼ 0; f 00 ð0Þ ¼ 0; f ð1Þ ¼ 1; f 0ð1Þ ¼ 0; q0ð0Þ ¼ 0; qð1Þ ¼ 1;
(10)
where prime denotes the differentiation with respect to h, S is
moving parameter, Pr is the Prandtl number and Ec is the Eckert
number. Those parameters are mathematically deﬁned as:S ¼ al
2
2vf
; Pr ¼ mf

rCp

f
rfkf
; Ec ¼ rf
rCp

f

ax
2ð1 atÞ
2
; d ¼ l
x
;
(11)
where moving parameter S describes the movement of the plates.
S>0 corresponds to the plates moving apart, while S<0 corre-
sponds to the plates moving together (also called squeezing ﬂow).
It is worth noting that we make in compressible, no-chemical
reaction, negligible viscous dissipation and negligible radiative
heat transfer assumptions for two component water based nano-
ﬂuid. Furthermore, we assume that the nano-solid-particles and
base ﬂuid are in thermal equilibrium and no slip occurs between
them.
The key physical quantity of present study is the local Nusselt
number (Nu). The Nusselt number is a multiplication of tempera-
ture gradient and the thermal conductivity ratio given by:
Nu ¼
lknf

vT
vy

y¼hðTÞ
kTH
; (12)
Using Eqs (7) and (11), we obtain:
Nu ¼ Cq0ð1Þ; (13)
3. Analytically derives fuzzy inference system evolved by
HGMSBA
In this section, the algorithmic structure of the considered
HGMSBA-FIS is discussed. Generally, the proposed framework is
based on the integration of the concepts of HGMSBA and FIS [22].
Here, TakagieSugenoeKang (TSK) type FIS is selected for approxi-
mating the behavior of nanoﬂuid. Firstly, the structure of TSK-FIS is
discussed. Then the proposed HGMSBA is described more closely,
and ﬁnally the genetically evolved FIS is implemented.
3.1. Analytically derived FIS
Let us show a rule of TSK-FIS as below:
Ri : IF x1ðkÞ is Ai1; and…and xnðkÞ is Ain
THEN Y is yiðci; xÞ; i ¼ 1; 2;…; N;
(14)
where Ri (i ¼ 1, 2,…, N) shows the ith fuzzy rule in the rule base, N
represents the number of rules, x1 (k),…, xn (k) are input variables of
fuzzy system, Aij is a fuzzy linguistic term which aims at trans-
forming the crisp input to fuzzy membership functionsmAij ðxjÞ.
Vector xðkÞ ¼ ½x1ðkÞ; x2ðkÞ; :::; xnðkÞT shows the set of input pat-
terns. ci ¼ ½ci0; :::; cið2nþ1ÞT is a Q-dimensional vector containing the
adjustable variables antecedent part yið$Þ. In our model, the
consequent part has 4 independent variables, and thus Q is equal to
4. Following form of consequent system is used for our FIS:
yiðci; xÞ ¼ ci0x21ðkÞ þ ci1x22ðkÞ þ ci2x23ðkÞ
þ ci3x1ðkÞx2ðkÞx3ðkÞ;
(15)
where i ¼ 1, 2,…N represents the number of fuzzy rules, and:8<
:
x1 ¼ f
x2 ¼ Ec
x3 ¼ S
(16)
Least square method (LSM) is used to analytically adjust the
consequent weights of the TSK FIS. The role of LSM is to tune the
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phenomenon.
Let mAi ðxpÞ ¼
Yn
j¼1
mAij
ðxjpÞ be the outcome of antecedent aggre-
gation in ith fuzzy rule (i ¼ 1, 2,…, N) for the pth input pattern
xpðkÞ ¼ ½x1pðkÞ; x2pðkÞ; :::; xnpðkÞT . By using weight average defuz-
ziﬁcation method ‘wtaver’, the overall output of FIS will be in the
following form:
y
xpðkÞ
 ¼
XN
i¼1
ui
h
xpðkÞyi

ci; xp
i
¼
XN
i¼1
ui
h
xpðkÞ
i
xTe

k

ci
¼ j	xpk
TQ; (17)
where for i ¼ 1, 2,…, N:
ui
h
xpðkÞ
i
¼
Yn
j¼1
mAij
h
xpðkÞ
i
PN
q¼1
Yn
j¼1
mAqj
h
xpðkÞ
i ; (18)
Q ¼
h
cT1; c
T
2;…; c
T
N
iT
; (19)
xe

k

¼
h
x21p

p

; x22p

p

; x23p

p

; x1p

k

x2p

k

x3p

k
iT
;
(20)
Based on the above equations, the following compact algebraic
form can be derived:
j
h
xp

k
i
¼
h
u1
h
x

k
i
xTe

k

;…;

uN
h
x

k
i
xTe

k
iT
;
(21)
After compaction, we implement an analytical procedure for
tuning the soft identiﬁcation parameters of the rule base of the
developed FIS. Let us assume that ydðxpðkÞÞ is a typical desired
model of the considered system, then, by using a database with M
patterns, the desired output can be formulated as given below:
yd ¼ ½ydðx1ðkÞÞ;…; ydðxMðkÞÞT ; (22)
j ¼ ½jðx1ðkÞÞ;…;jðxMðkÞÞT ; (23)
Consider that the optimum values for ci andQ are c*i and Q
*,
respectively, such that:
c*i ¼
h
c*i0;…; c
*
ið2nþ1Þ
iT
; (24)
Q* ¼
h
c*1
T
;

c*2
T
;…;

c*N
TiT
; (25)
By using the pseudo-inverse method, the optimum values are
obtained as given below:
yd ¼ jQ; (26)
Q* ¼ jþyd; (27)
As the matrix is full rank, we can use orthogonal inverse tech-
nique to analytically calculate the MoreePenrose inverse matrix as:jþ ¼

jTj
1
jT ; (28)
3.2. The algorithmic architecture of HGMSBA
Along with the analytical parameter tuning of the TSK FIS
model, the authors purpose an efﬁcient hybrid algorithm to evolve
both architecture and rules to increase the accuracy the identiﬁer
obtained by analytical solver, i.e. LSM. HGMSBA is a population
based metaheuristic algorithm which is implemented based the
Darwinian evolutionary laws and the interactions among smart
bees of MSBA. Each of the sole components of the hybrid algorithm
has its own characteristics. The key point here is the way of
combining them so that the accuracy of the formed technique is
higher than the accuracy of each of the sole methods. Prior to
proceeding the implementation of HGMSBA, the authors discuss
the main operators which form the algorithmic structure of GA and
MSBA. GA uses some simple nature based phenomena such as se-
lection, crossover, mutation and generational processing altogether
to cope with any nonlinear, complex optimization problem. Each of
the mentioned natural phases can be inspired by different types of
mathematical formulation. For our experiments, tournament se-
lection, heuristic crossover and arithmetic graphical search muta-
tion are used [27]. The numerical experiments have indicated that
the integration of those speciﬁc types of operators can result in a GA
with acceptable rates of exploration/exploitation. MSBA is a recent
spotlighted swarm based algorithm which is based on the main
operators of standard ABC. The main difference of MSBA and ABC is
the way they are treating with the bees whose ﬁtness values have
not been modiﬁed for a pre-deﬁned number of efforts (known as
trial number). In contrast to ABC which simply re-initializes the bee
with highest rate of unsuccessful efforts, MSBA uses a threshold
value and discriminate a group of such solutions and feed them to
mutation operator. So, the algorithmic structure of MSBA is based
on the combination of employed phase, onlooker phase and mu-
tation phase. As it can be inferred, both MSBA and GA include
mutation operator in their algorithmic structure. This in turn suites
those algorithms for combination. Suppose that both of the algo-
rithms use a same mutation operator for their functioning. So, the
resulting hybrid scheme comprises of employed phase, onlooker
phase, selection phase, crossover phase, and mutation phase. The
main issue regarding the hybridization of MSBA and GA is to embed
the selection mechanism in the right place within the architecture
of HGMSBA. Fortunately, selection mechanism is a part of MSBA as
well. To be more to the point, after termination of employed bees
phase, a selection is performed to select a set of onlooker bees. In
previous versions of MSBA, the selection was performed based on
the ﬁtness value of each bee and its position in the whole popu-
lation, as given below:
probi ¼0:1þ

0:9 fitnessi
maxðfitnesskÞ

k ¼ 1;…;Number of bees;
(29)
However, by considering the notion of tournament selection, the
selection of the onlooker bees can be performed in a much more
deliberate fashion, i.e. by performing a greedy test between smart
bees and selecting the ﬁttest ones. So, in our proposed method, the
combination is conducted by embedding the mutation and selec-
tion mechanisms of GA and MSBA and putting the other operators
in a sequential manner. Let us call each heuristic agent of HGMSBA
a sexually evolvable smart bee (SESB). Then, the proposed HGMSBA
can be implemented as following:
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mutation probability (Pm), crossover probability (Pc), limit
number, and max-iteration number (t).
Step 2 Initialize the population of N solutions randomly, and
evaluate the objective value of each SESB.
Step 3 Iteration number ¼ 1
Step 4 Employed phase: produce new food sourcesxi;j for (Xi;j) us-
ing the equation below:
xi;j ¼ Xi;j þ f

Xi;j  Xk;j

; (30)where k is an employed bee in neighborhood of ith bee and f is a
random number within the range of unity.
Step 5 Apply the tournament selection between xi;j and
T ¼
2
4 tT1;1«
tTN;1
/
/
/
tT1;m
«
tTN;m
3
5
Nm
. Tournament selection is one of
the most reputable selection mechanisms in which a set of
heuristic agents are selected and participate in a tourna-
ment. Based on their competence, one of the challengers is
selected as the winner of the tournament and is offered by
tournament selection. The process is mathematically
expressed as:
TðX; xÞ ¼ u4maxTðX; xÞ ¼ u4maxðfitðXÞ;…; fitðxÞÞ ¼ fitðuÞ;
(31)
where T is a function representing the output of tournament, X
represents the original SESB, and x represents the result of the
search of employed bee X. ﬁt is the ﬁtness function of each SESB,
and can be mathematically calculated as:
fiti ¼
8><
>:
1
1þ fi
; if fi  0
1þ jfij; if fi < 0
(32)
where fi represents the objective value of ith agent.
Step 6 Produce a vector of random numbers which comprises of N
arrays. Discard the arrays which have values less than Pc.
Assume that r arrays remained. Feed all of the employed
bees to the tournament and extract rwinners and call them
onlooker bees. Multi output (r) tournament selection is
mathematically expressed as:
TðX1; :::;XNÞ ¼ ½X1; :::;Xr 4max
1:r
ðfitðX1Þ;…; fitðXuÞ; :::; fitðXNÞÞ
¼ ½fitðX1Þ; :::; fitðXrÞ;
(33)
Step 7 Produce new food sources yi;j for ith onlooker bee ðXi;jÞ,
using the heuristic crossover operator (HX). In fact, HX is a
more general mathematical representation of the original
equation used for the onlooker bees of standard MSBA. HX
can be considered as a mathematical operator for increasing
the intensiﬁcation capability of the search, and is mathe-
matically deﬁned as:
x ¼ Xi þ fðXi  XkÞ; (34)where fitnessðXiÞ> fitnessðXkÞ, and x ¼ f21; 22;…; 2Dg represents
the resulting off-spring, X ¼ fx1; x2;…; xDg delicates the vector of
parent solutions and 4 is a random number with uniform distri-
bution spanning the unity [0,1]. As it can be seen, the proposed HX
evolves all of the dimensions of onlooker bees, instead of opti-
mizing the solution vector with regard to one dimension. This helps
the agents to explore a broader area, and increases the probability
of ﬁnding better solutions.
Step 8 Apply the tournament selection between x and X and select
the ﬁttest one as the winner.
Step 9 Verify the abandoned solutions by detecting the bees
exceeding the considered trial limit.
Step 10 Determine the abandoned SESBs, and feed them to arith-
metic graphical search operator. Arithmetic graphical
search is a self-adaptive mutation operator which is suited
for increasing the diversiﬁcation of HGMSBA, and is
mathematically expressed as:
8>> X þ dt;Xub  X
x ¼
><
>>>:
or
X þ d

t;

X  Xlb
 if rand< l
X if rand  l
(35)
where l is a predeﬁned value which determines the chance of
mutation, t is the current generation number,x shows the resulted
chromosome (mutant solution), X is the chromosome selected for
mutation, and dðx; yÞ is calculated as:
dðt; yÞ ¼ y rand

1 t
tmax
b
; (36)
where tmax is the number of the maximum iteration, b is a random
number larger than 1 and rand is a random number within the
range of [0, 1].
Step 11 Save the elite SESB.
Step 12 Iteration number ¼ Iteration number þ 1
Step 13 If the Iteration number reaches the maximum value, stop
the process, otherwise, go to Step 4.
As it can be inferred, heuristic recombination concept is used
as the updating rule of the onlooker bees. In the proposed
method, each two onlooker bees share their information to ﬁnd
much nutritious food sources. Such a process enables us to use
the searching power of two heuristic agents instead of using one
agent, as performed is MSBA and ABC. Moreover, the obtained
onlooker bees are the winners of a greedy tournament. This lets
us make sure that the considered onlooker bees have an
acceptable ﬁtness, and thus by sharing their information, there is
a high possibility that a region with higher ﬁtness is obtained.
Besides, to compensate the lack of diversiﬁcation/exploration,
the arithmetic graphical search mutation, which is a self-
adaptive diversiﬁcation operator, is contrived. In the rest of the
paper, the authors prove that the proposed HGMSBA algorithm
can outperform the standard MSBA as well as some of the state of
the art methods. Besides, as it can be inferred, the main inter-
esting point is that the authors do not increase the algorithmic
complexity of the standard MSBA. As it can be inferred, the
number of operators of HGMSBA is equal to the number of op-
erators of MSBA. So HGMSBA can improve the accuracy of MSBA
Fig. 2. Schematic illustration of the developed HGMSBA-FIS black-box.
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The claim of the authors will be demonstrated later in the result
and discussion section.
3.3. Evolving the architecture of FIS by means of HGMSBA
The HGMSBA evolves the FIS architecture at different phases. In
each of those phases, the parametric and topological optimization
is conducted in a speciﬁc fashion. To implement HGMSBA-FIS black
box, a number of supervising criteria should be considered, namely
the rule pruning law, an objective function and type of post opti-
mization exerted on the rule base of the LSM based FIS. Here, we
provide the mathematical formulations for each of those phases.
3.3.1. Rule pruning strategy
HGMSBA conducts a complexity reduction to reduce the num-
ber of rules in the rule base of FIS. This is done by removing the
ineffective rules. To do so, following steps should be taken:
(1) Calculate the percentage of pattern concentration for each
rule using the following formula:
ni ¼
ni
N
 100; (37)where i ¼ 1, … , N and ni delegates the number of patterns coin-
cided with Ai linguistic by a degree of ﬁring greater than 0.3
(i.e.miðxÞ  0:3).
(2) Sort the rules in a descending fashion with respect to their
percentage of pattern concentration, and deﬁne a threshold
value c.
(3) Elicit the eligible rules ð~NÞ with the criterion ni  c.
HGMSBA tries to ﬁnding the optimum value of threshold c to
optimally control the quality of the rule base.
3.3.2. Evolving strategy
In our design, the rule base of FIS is constructed by Gaussian
membership functions MFs. So, HGMSBA evolves the antecedent
part of the TSK rules by optimizing the shape of those MFs. Each
Gaussian linguistic term is expressed as:
m
ðiÞ
j ¼ exp
2
64

xi  cðiÞj
2

s
ðiÞ
j
2
3
75; (38)
As it can be inferred, c (center of the curve) and s (variance of the
curve)are the two inﬂuentialparametersofGaussianMFs.So,HGMSBA
optimizes those values to improve the effectiveness of linguistic terms.
3.3.3. Objective function
Each chromosome of HGMSBA contains the structural infor-
mation of a speciﬁc FIS. Therefore, mean square error (MSE) is
selected as the objective function of HGMSBA. Through such a
procedure, chromosomes are predisposed to improve themselves
so that the prediction errors of their corresponding FIS are
reduced as much as possible. The MSE error is mathematically
expressed as:
MSE ¼
PM
q¼1 ðydðqÞ  yðqÞÞ2
M
; (39)
In our design, each chromosome of HGMSBA has the following
form:X ¼ 	i; j; c1;1;…; c1;j;…; ci;1;…; ci;j; s1;1;…;s1;j;…;si;1;…;si;j;c
;
(40)
where i is the number of MFs for each input, j is the number of
linguistic terms of each MF, c and s are the characteristics of each
linguistic term in each MF and is the pruning threshold c.
Fig. 2 indicates the schematic illustration of the devised
HGMSBA-FIS identiﬁer.4. RungeeKutta numerical solver
The considered problem is a boundary value problem (BVP), and
requires proper numerical solver. Most of the existing numerical
solvers in MAPLE software are a combination of trapezoid or
midpoint methods. Each of these basic schemes has its own char-
acteristics. Methods implemented based on trapezoid method
work efﬁciently for typical problems; however, midpoint based
techniques are best suited for handling harmless end-point sin-
gularities. Fourth order RungeeKutta method is a midpoint method
which improves the Euler method by one order [39]. In this section,
the normalized Eqs (10)e(12) that are coupled with the boundary
conditions given in Eqs (13) and (14) are solved numerically by
RungeeKutta method Using MAPLE software. The most popular
RungeeKutta methods are fourth order. This is because, for the
second-order approaches, there are inﬁnite numbers of versions.
The following formulation is the most commonly used form, i.e. the
forth order RungeeKutta method:
yiþ1 ¼ yi þ
1
6
ðk1 þ 2k2 þ 2k3 þ k4Þ; (41)
where
k1 ¼ f ðxi; yiÞ; (42)
k2 ¼ f

xi þ
1
2
h; yi þ
1
2
k1h

; (43)
k3 ¼ f

xi þ
1
2
h; yi þ
1
2
k2h

; (44)
k4 ¼ f ðxi þ h; yi þ k3hÞ; (45)
The fourth-order RangeeKutta numerical solver is a simple and
efﬁcient candidate technique for differential equations, and is
especially prone to be fused with intelligent black-box interpola-
tion systems such as HGMSBA-FIS. In most situations of interest, a
fourth-order Runge Kutta method represents an appropriate
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cation error per step and a low computational cost per step.Table 1
The characteristics of numerical benchmark data sets.
Data set Variables Training data Testing data Scale
Delta ailerons (P1) 5 4752 2377 Small
Auto MPG (P2) 7 265 133 Medium
CPU (P3) 6 139 70 Medium
Delta elevator (P4) 6 6344 3173 Medium
Servo (P5) 4 111 56 Small
Stocks (P6) 9 633 317 Medium
Abalone (P7) 8 2784 1393 Medium
Boston housing (P8) 13 337 169 Large
Ailerons (P9) 40 9166 4584 Large
Triazines (P10) 60 124 62 Large
Auto price (P11) 15 106 53 Large
Computer activity (P12) 12 5461 2731 Large5. Modeling results
5.1. Experimental setup
Apparently, before obtaining a practical black-box model, the
rule base of FIS should be evolved and trained by both HGMSBA
and LSM techniques. To use HGMSBA and other considered rival
metaheuristics, a set of controlling parameters should be veriﬁed.
For PSO, the number of particles of 50 and initial inertia weight
of 0.9 are selected. For our experiment, adaptive implementation
of inertia weight is considered. In this context, PSO starts the
optimization from inertia weight of 0.9 and gradually decreases
the value so that at the ﬁnal iteration, the value is equal to 0. The
value of inertia weight is related to the proportion of current
iteration (t) and maximum iteration number (T). For MSBA,
HGMSBA and ABC, the number of food sources of 50, the trial
limit number of 10, the numbers of onlooker and employed bees
of 20 and the modiﬁcation rate of 0.8 are selected. At each iter-
ation of ABC, only one bee with maximum number of limit trials
is selected for re-initialization operator. For HGMSBA and MSBA,
instead of a blind re-initialization of scout bee, bees exceeding
from the trial limit number of 10 are sent to the mutation pool to
participate in arithmetic graphical search. Additional controlling
parameter of HGMSBA, i.e. crossover probability is selected to be
0.7. For MWO, the mussels number of 50, the values of the shape
parameter of the levy ﬂight of 1.8, short range reference coefﬁ-
cient of 0.11, long range reference coefﬁcient of 0.75, moving
coefﬁcient of 0.63, 1.26 and 1.05, walking scale of 0.1, Levy dis-
tribution of 1.5, and scale factor of space of 0.5 are considered. All
of the rival algorithms are allowed to conduct the optimization
for 200 iterations. Our experiment reveals that an efﬁcient
metaheuristic can successfully evolve the structure of FIS with 50
agents in 200 iterations. Considering the MSE error as objective
function, metaheuristics evolve the architecture of FIS including
the number of rule bases and antecedent parameters of all active
rules. To assess the accuracy of the resulting model, a set of
statistical metrics, i.e. root mean square error (RMSE), MSE, ab-
solute fraction of variance (R2) and mean absolute deviation
(MAD), are used for performance evaluation. The deﬁnitions of
those metrics are given below:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPM
q¼1 ðydðqÞ  yðqÞÞ2
M
s
; (46)
R2 ¼ 1
2
664
PM
q¼1 ðydðqÞ  yðqÞÞ2PM
q¼1 ðyðqÞÞ2
3
775; (47)
MAD ¼
PM
q¼1jydðqÞ  yðqÞj
M
; (48)
The rival algorithms are compared in terms of performance,
robustness, and time complexity. Besides, the authors study the
stability of MSBA and HGMSBA in terms of robustness and accuracy
versus the number of iteration number and heuristic agents,
respectively. To decrease the undesired effects of stochastic nature
of the considered optimizers, and also evaluate the stability of the
metaheuristics, the experimental runs are performed for 50 inde-
pendent runs with independent random initial seeds, based on
MonteeCarlo simulation. The codes of this numerical experiment
are implemented and executed in MATLAB software with Microsoftwindows 7 operating system. All of the computational experiments
are conducted on a PC with a Pentium IV, Intel core i7 CPU and
4 GBs RAM.5.2. Modeling of numerical benchmark problems
In this section, the authors conduct a comparative numerical
study to demonstrate the efﬁcacy of HGMSBA for evolving the
architecture of FIS. To this purpose, 12 challenging data sets are
selected from the University of California, Irvin machine
learning repository [28]. The characteristics of the selected data
sets are different. The selected data sets offer a wide range of
scales, including small, medium and large scales. Table 1 in-
dicates the characteristics of the selected data sets. As it can be
seen, 66% of the data of each data set are used for training the
machines, and 33% of the data are used for testing the perfor-
mance of the trained machines. Table 2 lists the statistical/nu-
merical training and testing errors of the rival FIS learning
systems for all of the considered data sets. For more clariﬁca-
tion, the authors show the results of the better algorithm in bold
format. As it can be seen, for most of the cases, the best mean
performances with regard to both training and testing belong to
the proposed HGMSBA. As it can be seen, DEA and PSO also
show promising results. However, they are not as efﬁcient as
HGMSBA. The other important observation lies in the improve-
ment obtained by hybridizing MSBA and GA. As it can be seen,
for all of the cases, the proposed HGMSBA outperforms MSBA in
terms of both training and testing errors. The obtained std.
values let us evaluate the robustness of the considered rival
methods. As it can be seen, DEA, HGMSBA and PSO show a very
acceptable rate of robustness for all of the considered data sets.
However, by a precise look at the obtained results, one can
easily infer that the robustness of HGMSBA and DEA are higher
than PSO. By comparing DEA and HGMSBA, it can be inferred
that the proposed algorithm has superior performance in
training phase. To be more precise, after termination of the
evolving procedure, the FIS obtained by HGMSBA is much more
robust as compared to the FIS trained by DEA. This implies on
the fact that HGMSBA can be reliably used for evolving the ar-
chitecture of FISs for real-life applications, where the conﬁdence
rate of the trained FIS is of great value.
There is one more criterion which should be considered when
we are comparing the performance of metaheuristic optimization
algorithms. This metric is known as time complexity. Time
complexity is a tool which enable us numerically evaluate the
algorithmic complexity of a given metaheuristic. As the proposed
method is a hybrid technique, it is highly necessary to ﬁnd out
Table 3
The computational time of rival FIS learning methods for benchmark problems
(second).
P1 P2 P3 P4 P5 P6
ABC-FIS 30.32 4.32 6.82 60.22 7.15 14.12
DEA-FIS 33.57 5.01 7.12 64.83 8.28 15.36
HGMSBA-FIS 26.47 3.54 6.56 59.48 6.84 13.48
PSO-FIS 27.45 3.21 5.86 54.96 6.36 13.21
MSBA-FIS 24.58 3.29 6.14 56.43 6.57 13.22
MWO-FIS 35.34 4.41 7.42 66.34 8.31 16.23
P7 P8 P9 P10 P11 P12
ABC-FIS 44.21 5.12 73.41 4.12 5.13 37.37
DEA-FIS 47.34 5.94 75.39 4.86 6.20 42.84
HGMSBA-FIS 42.12 4.06 72.33 3.96 4.63 34.42
PSO-FIS 38.49 3.46 68.59 3.63 4.12 32.75
MSBA-FIS 41.53 3.81 70.90 3.72 4.38 33.33
MWO-FIS 45.68 5.73 76.39 4.04 5.42 44.54
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of a remarkably higher computational complexity. To do so, ﬁrstly
the authors list the computational time of the rival FIS evolving
methods in Table 3. As it can be seen, the required time for training
of the FIS systems for DEA and MWO is higher than other rival
metaheuristics. However, by comparing the required time of
HGMSBA and MSBA, it can be easily inferred that the algorithmic
complexity of the proposed method is a little bit higher. This fact is
really promising as it inform us that the better performance of
HGMSBA is obtained based on a better balance between explora-
tion and exploitation capabilities, rather than a higher amount of
computation.
For more elaboration, the authors use the concept of computa-
tional complexity to clearly indicate that HGMSBA does not have a
higher algorithmic complexity as compared to MSBA. Let us deﬁne
the time complexity (TC) metric in the following equation:
TC ¼ t2  t1
t0
; (49)
where t0 is the required time for calculating the main algebraic
operands for 200,000 iterations, t1 stands for the required time for
200,000 evaluations of the objective function, and t2 represents the
required time of a given metaheuristic to evaluate the objective
function for 200,000 times.
Fig. 3 indicates the bar diagram of the computational
complexity of HGMSBA and MSBA for the considered benchmark
problems. As it can be seen, for most of the considered benchmark
problems, the difference of the TC value is really trivial. As it can
be seen from the ﬁgure, the biggest differences between theTable 2
The statistical results of the prediction error of rival methods for benchmark problems o
Training
P1 P2 P3 P4 P5 P6
Mean error
ABC-FIS 0.0273 0.0612 0.0263 0.0431 0.0564 0.0
DEA-FIS 0.0256 0.0604 0.0222 0.0425 0.0523 0.0
HGMSBA-FIS 0.0227 0.0601 0.0224 0.0417 0.0526 0.0
PSO-FIS 0.0265 0.0612 0.0252 0.0432 0.0541 0.0
MSBA-FIS 0.0257 0.0615 0.0263 0.0423 0.0531 0.0
MWO-FIS 0.0269 0.0616 0.0288 0.0441 0.0555 0.0
Std.
ABC-FIS 0.0032 0.0024 0.0041 0.0026 0.0033 0.0
DEA-FIS 0.0012 0.0017 0.0032 0.0023 0.0036 0.0
HGMSBA-FIS 0.0012 0.0019 0.0032 0.0021 0.0031 0.0
PSO-FIS 0.0015 0.0023 0.0042 0.0025 0.0035 0.0
MSBA-FIS 0.0015 0.0017 0.0042 0.0027 0.0036 0.0
MWO-FIS 0.0021 0.0019 0.0032 0.0026 0.0042 0.0
Training
P7 P8 P9 P10 P11 P12
Mean error
ABC-FIS 0.0272 0.0268 0.0258 0.0295 0.0273 0.0
DEA-FIS 0.0241 0.0254 0.0243 0.0275 0.0265 0.0
HGMSBA-FIS 0.0234 0.0243 0.0254 0.0269 0.0261 0.0
PSO-FIS 0.0267 0.0243 0.0257 0.0269 0.0274 0.0
MSBA-FIS 0.0236 0.0252 0.0264 0.0283 0.0278 0.0
MWO-FIS 0.0265 0.0276 0.0253 0.0293 0.0273 0.0
Std.
ABC-FIS 0.0032 0.0017 0.0031 0.0029 0.0019 0.0
DEA-FIS 0.0027 0.0014 0.0021 0.0031 0.0015 0.0
HGMSBA-FIS 0.0021 0.0015 0.0024 0.0015 0.0015 0.0
PSO-FIS 0.0023 0.0012 0.0024 0.0017 0.0015 0.0
MSBA-FIS 0.0025 0.0017 0.0032 0.0021 0.0017 0.0
MWO-FIS 0.0027 0.0019 0.0042 0.0031 0.0021 0.0obtained TC values of MSBA and HGMSBA are obtained for P1, P4
and P9 benchmarks. However, by taking a peek at the ﬁgure, it can
be seen that the differences are not larger than 4 units which
belongs to P4 benchmark. Indeed, the obtained results indicate
that the algorithmic structure of our proposed hybrid system is
really close to its original version, i.e. MSBA. This is because of the
common characteristics of MSBA and GA which enabled us to
embed their operators into each other, instead of a sequential
hybridization. In fact, our proposed scheme modiﬁes the original
operators of MSBA instead of expanding/replacing them with
other types of heuristic operators.ver 50 independent runs.
Testing
P1 P2 P3 P4 P5 P6
421 0.0662 0.0955 0.0431 0.0422 0.0755 0.0655
415 0.0664 0.0945 0.0423 0.0431 0.0734 0.0624
415 0.0612 0.0945 0.0422 0.0416 0.0742 0.0632
411 0.0618 0.0992 0.0432 0.0421 0.0755 0.0652
421 0.0622 0.0977 0.0462 0.0426 0.0736 0.0663
424 0.0677 0.0973 0.0512 0.0423 0.0784 0.0682
034 0.0044 0.0019 0.0057 0.0025 0.0019 0.0032
025 0.0037 0.0013 0.0039 0.0017 0.0012 0.0026
028 0.0036 0.0013 0.0042 0.0014 0.0014 0.0023
025 0.0037 0.0016 0.0043 0.0017 0.0015 0.0035
028 0.0036 0.0017 0.0039 0.0024 0.0013 0.0027
026 0.0037 0.0016 0.0065 0.0024 0.0021 0.0024
Testing
P7 P8 P9 P10 P11 P12
285 0.0534 0.0524 0.1352 0.0347 0.0353 0.0763
275 0.0511 0.0521 0.1242 0.0328 0.0321 0.0743
274 0.0518 0.0514 0.1222 0.0319 0.0331 0.0747
267 0.0523 0.0526 0.1314 0.0337 0.0362 0.0757
283 0.0531 0.0525 0.1225 0.0337 0.0331 0.0751
279 0.0552 0.0532 0.1383 0.0359 0.0355 0.0766
042 0.0026 0.0023 0.0029 0.0027 0.0034 0.0023
031 0.0017 0.0015 0.0027 0.0024 0.0027 0.0025
038 0.0011 0.0018 0.0023 0.0024 0.0025 0.0027
032 0.0017 0.0015 0.0027 0.0018 0.0029 0.0034
044 0.0025 0.0024 0.0029 0.0027 0.0032 0.0031
046 0.0031 0.0028 0.0032 0.0035 0.0036 0.0035
Fig. 3. The time computational complexity of the rival metaheuristics.
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the stability of the proposed method. Indeed, the authors would
like to ﬁnd out whether their proposition improved the stability
of the original algorithms. To do so, HGMSBA and MSBA are taken
into account, and their robustness and accuracy stabilities are
checked. To check the stability of the accuracy of a metaheuristic,
the best choice is to study the mean value of performance for
different numbers of heuristic agents over independent runs. ToFig. 4. The stability of the mean performance (accuracycheck the stability of the accuracy of a metaheuristic, the best
choice is to ﬁnd out whether the std. value of performance with
different number of function evaluations changes through a
number of independent runs. For calculating the mean and std.
values, the experiments are conducted for 50 independent runs.
At the ﬁrst step, the authors compare the stability of accuracy of
HGMSBA and MSBA via different number of heuristic agents. The
obtained results are summarized schematically in Fig. 4. As it can) of HGMSBA and MSBA over 50 independent runs.
Fig. 5. The stability of the std. (robustness) of HGMSBA and MSBA over 50 independent runs.
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mean performance with different number of SESBs. To be more to
the point, it can be observed that the mean performance of
HGMSBA is relatively the same when we are conduct the opti-
mization with 30 up to 70 agents. However, such a scenario is not
valid for MSBA. As it can be inferred, for most of the benchmarks,
the performance improves by increasing the number of heuristic
agent. The observed issues bring us to the conclusion that theFig. 6. The real-time optimization performaperformance of HGMSBA is relatively independent from the
number of heuristic agents, and is stable over the test. This in
turn demonstrates the efﬁcacy of the devised operators which
are efﬁcient enough to lead the heuristic agents towards appro-
priate regions within the landscape of the optimization problem
(evolving the architecture of FIS) regardless to the number of
hired heuristic agents. For the second stage of the stability test,
the authors evaluate the robustness of the algorithms fornce of HGMSBA over 200 generations.
Fig. 7. Final shape of the linguistic terms of the input Gaussian MFs.
Table 4
The rule base of the obtained FIS.
Rules Antecedent part Consequent part
f Ec S w1 w2 w3 w4
1. 1 1 1 0.09194 0.2349 0.6319 0.5691
2. 1 1 2 0.1177 0.2068 0.2821 0.9479
3. 1 1 3 0.1163 0.2072 0.0986 0.9235
4. 1 2 2 0.4186 0.3067 0.9978 3.3833
5. 1 2 3 0.4133 0.2859 0.3478 3.2973
6. 1 3 1 0.5065 0.7876 3.5042 3.1375
7. 1 3 3 0.6364 1.0273 0.5443 4.9764
8. 2 1 1 0.00272 0.2772 0.4024 0.9246
9. 2 1 3 0.00659 0.2441 0.0727 1.0694
10. 2 2 1 0.0001 0.1093 1.429 3.2617
11. 2 2 3 0.0286 0.3214 0.2575 3.8273
12. 2 3 2 0.0309 1.2253 1.0417 5.8918
13. 2 3 3 0.0144 1.1963 0.4027 5.7648
14. 3 1 1 0.2972 0.3515 0.2667 1.2695
15. 3 1 3 0.3154 0.3216 0.0578 1.3418
16. 3 2 1 1.0665 0.2347 0.9458 4.5429
17. 3 2 3 1.126 0.3701 0.2052 4.8048
18. 3 3 3 1.715 1.523 0.3209 7.244
*For f, 1: low, 2: normal and 3: high.
*For Ec, 1: low, 2: normal and 3: high.
*For S, 1: moving depart, 2: creep movement and 3: moving together.
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Fig. 5 lists the obtained results. In this experiment, an interesting
issue is observed. As it can be seen, for both of the algorithms, a
discontinuity is observed in the main stream of the std. values. To
be more consistent, the authors observed that for iteration
number of 100, the maximum (critical) value of std. (robustness)
metric is obtained. By checking the encoding of MSBA and
HGMSBA more closely, the authors observed that, at least for this
problem, these algorithms require 150 iterations (with 50 heu-
ristic agents) to yield conﬁdent results. Indeed, for iteration
number of 50, both MSBA and HGMSBA trapped into a local
optimum solution, and therefore, over independent runs, such a
behavior transacted, and thus the std. value seemed to be low.
However, such a behavior was not acceptable. By increasing the
iteration numbers to 100, both MSBA and HGMSBA possess a
more successful behavior. But their performances were not reli-
able, and thus a higher std. value was obtained over independent
runs. However, after this point, as it can be seen, a more stable
behavior is obtained and the performances of both MSBA and
HGMSBA are tamed with regard to the increase in the value of
iteration number. By contrasting the performances of the both
techniques, it can be seen that the speed of the stabilization of
HGMSBA is higher than MSBA. Indeed, in most of the cases, for
HGMSBA, the stability of the robustness value is obtained for
iteration number of 200. However, MSBA always decreases its
std. value (and enhances its robustness) by increasing the num-
ber of heuristic agents. Besides, as it can be seen, through the
experiment, the std. value obtained by HGMSBA is less than
MSBA for same iteration numbers. Those ﬁndings bring us to the
conclusion that the proposed hybrid scheme has an obvious
advantage over MSBA.
After conducting the numerical experiments, it was clearly
proved that HGMSBA is a really efﬁcient technique for evolving the
architecture of FIS. Thus, in the next section, it is applied to ourengineering problem for analyzing the heat transfer of unsteady
Graphene Oxide nanoﬂuid ﬂow between parallel plates.
5.3. Modeling the behavior of nanoﬂuid ﬂow squeezing between
parallel plates
In this section, the authors describe the results obtained by
HGMSBA-FIS to demonstrate its authenticity for the considered
Fig. 8. The correlation and prediction accuracy of HGMSBA-FIS as compared to RungeeKutta numerical solver.
Table 6
The statistical results of the objective value obtained by HGMSBA-FIS.
Mean Worst Best Std.
0.0147 0.0152 0.0141 0.0008
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FIS with the numerical solver, it is indicated that the developed
black-box can be used as a reliable tool. Fig. 6 indicates the real-
time optimization performance of HGMSBA over 100 generations.
As it can be seen, HGMSBA successfully balances its exploration and
exploitation capabilities. Apparently, at the ﬁrst 20 generations,
HGMSBA focuses on its exploration, and therefore converges to a
near optimum region. After that, HGMSBA fosters its exploitation
capability so that the chromosomes exploit the vicinity of the ob-
tained region. Finally, HGMSBA converges to the most qualiﬁed
solution at iteration 76. Fig. 7 indicates the schematic illustration of
the linguistic terms of the input Gaussian MFs, including the
assignment of memberships and their shape. As it can be seen,
HGMSBA offers using 3 linguistic terms for each input. As a TSK FIS,
27 rules are deﬁned to form the rule base. However, through the
rule pruning procedure, HGMSBA offers using 18 active rules in the
rule base. The detailed characteristics of those rules can be found in
Table 4. Fig. 8 depicts the prediction accuracy and correlation of the
results obtained by HGMSBA-FIS and the considered numerical
solver. As it can be seen, HGMSBA-FIS shows very promising results.
Apparently, the outputs of the intelligent black-box are as accurate
as the physics-based numerical method. Such an observation is also
valid for correlation section. Therefore, the obtained results let us
interpret that HGMSBA-FIS black-box not only free us from tedious
mathematical model provided in previous sections, but also can beTable 5
The statistical results obtained by HGMSBA-FIS.
R2 MSE MAD RMSE
0.999874 0.0147 0.0231 0.1212as accurate as numerical solvers. For further assurance on the
performance of HGMSBA-FIS, here, we check its performance using
the statistical metrics deﬁned in Eqs (46)e(48). Table 5 lists the
statistical results obtained byHGMSBA-FIS identiﬁer. Obviously, the
obtained results are quite acceptable and prove that the trained
HGMSBA-FIS model is really reliable.
One of the other important issues which should be clearly
addressed refers to the performance of HGMSBA, as a supervisor
evolving system. Indeed, HGMSBA is a stochastic optimizer and
therefore, to obtain a reliable conclusion, it should be used for
same experiments in multiple independent runs with random
initial seeds. So, in our experiments, we conducted HGMSBA for
30 independent runs, and all of the provided results can be
considered as its mean performance over the experiments. To
provide more authentic results, the statistical values such as
mean, worst, best and standard deviation (std.) of HGMSBA's
performance in terms of MSE error (the considered objectiveTable 7
Thermo physical properties of water and graphene oxide nanoparticle [16].
r ðkg=m3Þ Cp ðj=kg kÞ k ðW=m kÞ
Pure water 997.1 4179 0.613
Graphene oxide 1800 717 5000
Fig. 9. Nusselt number gradient with respect to the variation of volume fraction (f).
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results indicate that the std. of HGMSBA over independent runs is
really low, and thus it shows a high rate of robustness in our
experiment.
Based on all of the abovementioned details, one can easily infer
that HGMSBA-FIS is a really efﬁcient tool for modeling the char-
acteristics of squeezing nanoﬂuid ﬂow between parallel plates. In
the next section, HGMSBA-FIS is used to precisely analyze different
characteristics of nanoﬂuid ﬂow.6. Results and discussion
As described previously, the purpose of the modeling is to
predict the local Nusselt number (Nu) in unsteady nanoﬂuid ﬂow
between moving plates, of which nano solid particle's volume
fraction ðfÞ, Eckert number (Ec) and moving parameter (S) are
given as inﬂuential parameters (input data).
Based on previous researches which were discussed in intro-
duction part, compared with the clear ﬂow case where no nano-
particle was used, higher heat transfer rates can be achieved usingnanoﬂuids working ﬂuid. According to the obtained results from
forth order RungeeKutta method and HGMSBA-FIS, Eckert number
and moving parameter have also signiﬁcant effect on Nusselt
number. The considered nanoﬂuid contains Graphene Oxide as
nano solid particle with water as its based ﬂuid. The physical
properties of Graphene Oxideewater nanoﬂuid can be found in
Table 7.
The sensitivity of the Nu is assessed by means of HGMSBA-
FIS. Figs. 9e11 depict the detailed results of the conducted sensi-
tivity analysis. In Fig. 9, the gradient of Nu with respect to
variation of f is illustrated for 8 different cases including
Ec ¼ 0:05; 0:10; 0:15; 0:20 and S ¼ 1; 0:5; 0:5; 1.When the
value of Ec is constant, the Nuef sensitivity analysis is performed
for different values of moving parameter S. According to the per-
formed calculations (Eq. (5)) and the depicted ﬁgure, one can
thoroughly consider that generally, adding nanoparticles to the
working ﬂuid results in an increase in the value of Nu. By increasing
the value of nanoparticles volume fraction, the heat transfer rate
raises. The heat transfer augmentation also depends on the nano-
particles thermal conductivity and the viscosity theory which is
Fig. 10. Nusselt number gradient with respect to the variation of Eckert number (Ec).
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can be achieved from Fig. 9(a) is that by increasing the value of f,
the effect of this parameter on Nu is increased.
The inﬂuence of Ec on Nu for the case of
f ¼ 0:05; 0:1; 0:15; 0:2 and S ¼ 1; 0:5; 0:5; 1 is presented
in Fig. 10. It is obvious that for all of the considered conditions,
increasing the Ec leads to increasing of Nu value. Fig. 11 discloses
the effect of the increase in the value of S on Nu for the cases in
which plates are moving together and moving apart, when
f ¼ 0:05; 0:1; 0:15; 0:2 and Ec ¼ 0:05; 0:10; 0:15; 0:20. Ac-
cording to the ﬁgure, an increase in the value of Nu gradient is
observed for the case that plates are moving together, i.e. S<0. The
results also reveal that the dependence between Nu gradient and
moving parameter is not linear. It worth pointing out that in all of
the considered conditions, the maximum effect of S on Nu is ach-
ieved when S ¼ 1.
The overall effects of f, Ec and S on Nu are shown in
Fig. 12(aec). As it is evident from the Fig. 12(a), for constant S
value, when the Ec is lower than or equal to 0.05, the increase in
nanoparticle volume fraction does not result in a signiﬁcant
change in the thermal boundary layer thickness and Nu value.
While, for high Ec values, the increase in nanoparticles volumefraction causes more increment of thermal boundary layer thick-
ness. This is in line with the physics of the system in that when the
volume fraction of nanoparticles increases, because of the higher
thermal conductivity at higher Ec numbers, higher values of
thermal diffusivity can be observed. The higher values of thermal
diffusivity result in a drop in the temperature gradients which in
turn increases the thickness of thermal boundary layer [30]. From
the ﬁrst glance, it sounds that by increasing the thermal boundary
layer thickness, the value of Nu should be decreased. However, it is
worth pointing that, as can be inferred from the physics of the
system, Nu number relates to the multiplication of temperature
gradient and the proportion of the conductivity of nanoﬂuid to the
conductivity of the base ﬂuid, i.e. thermal conductivity ratio [30].
As the reduction in the value of temperature gradient is less than
thermal conductivity ration, the value of Nu is increased by
increasing the volume fraction.
According to Fig.12(b), the sensitivity of Nu to S is higher than its
sensitivity to f. As it was mentioned before, by assuming the con-
stant values for Ec and f, the maximum value of Nu is obtained
when S ¼ 1.
An increase in the absolute magnitude of moving parameter is
directly related to kinematic viscosity reduction and increment of
Fig. 11. Nusselt number gradient with respect to the variation of moving parameter (S).
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grow faster and causes a higher Nu. As it can be seen from Fig.12(b),
this value is increased by increment of f.
Fig. 12(c) shows the effect of Ec and S on Nu. Here, again the
moving parameter plays a key role and it has signiﬁcant effect on
Nu. As it can be seen, by changing the value of S from 0 to 1, Nu is
increased from 1.3 to 1.6. Such an effect even becomes more sen-
sible at higher values of Ec. Also, it shows that increasing Ec number
leads to increasing the curve of presented surface when f is
constant.7. Conclusions
In this investigation, the authors presented a novel hybrid
metaheuristic, called hybrid genetic mutable smart bee algo-
rithm (HGMSBA) for evolving a fuzzy inference system (FIS) to
characterize the thermal behavior of unsteady Graphene Oxide
water nanoﬂuid ﬂow between two parallel plates. To do so,
HGMSBA-FIS used the main characteristics of nanoﬂuid ﬂow, i.e.
nanoparticles solid volume fraction ðfÞ, Eckert number (Ec) and
a moving parameter which describes the movements of plates(S), to predict the value of Nusselt number (Nu). To endorse on
the authenticity of the proposed intelligent adaptive black-box
system, a physics-based numerical solver technique called Run-
geeKutta was considered. The experiments were conducted at
two different phases. Firstly, based on Monte Carlo simulation,
the authors applied genetic algorithm (HGMSBA) and least
square method (LSM) for evolving the architecture of fuzzy
inference system (FIS). The statistical results indicated that
integration of fuzzy programming and evolutionary computation
concepts can result in a very accurate and robust tool suited for
our case study. At the second phase, the accuracy of the black-
box identiﬁer was compared to RungeeKutta numerical solver.
The correlation results indicated that HGMSBA-FIS is as efﬁcient
as numerical solver. However, it was independent from the
tedious physics of the considered system. Besides, after training
procedure, HGMSBA-FIS could model the considered system in a
very short period of time. Therefore, along with the high accu-
racy of HGMSBA-FIS black-box, it is prone to be used for online
applications such as adaptive and real-time control. From
physical point of view, it was observed that the gradient of Nu
has a direct nonlinear relation with the values of f and Ec. On
Fig. 12. Effects of (a) solid volume fraction and Eckert number, (b) moving parameter and solid volume fraction and (c) moving parameter and Eckert number on Nusselt number.
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Nu.
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