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Abstract The latest generation of synthetic aperture radar satellites produce measurements of ground
deformation at the majority of the world's subaerial active volcanoes and can be used to detect signs of
volcanic unrest. We present an automatic detection algorithm that uses these data to automatically warn
when deformation at a volcano departs from the background. We demonstrate our approach on synthetic
data sets and the unrest leading to the 2018 eruption of Sierra Negra (Galapagos). Our algorithm
encompasses spatial independent component analysis and uses a significantly improved version of the
ICASO algorithm, which we term ICASAR, to robustly perform spatial independent component analysis. We
use ICASAR to isolate signals of geophysical interest from atmospheric signals, before monitoring the
evolution of these signals through time in order to detect the onset of a period of volcanic unrest.
1. Introduction
There are ∼1,400 volcanoes globally with the potential to erupt, but with only ∼100 volcano observatories,
many volcanoes remain unmonitored (Loughlin et al., 2015). However, the routine global acquisition of
the latest generation of synthetic aperture radar (SAR) satellites (e.g., The European Space Agency's
Sentinel‐1 constellation), combined with fast formation of interferograms from newly acquired images
(e.g., the LiCSAR processor González et al., 2016), produces measurements of ground deformation that
can be used to monitor the majority of the world's volcanoes. Though these measurements of ground
deformation may be easily interpretable to the human observer, the sheer volume of data required for
routine global monitoring would create an onerous task. Therefore, we seek to develop an algorithm that
is able to automatically detect signs of volcanic unrest in a time series of interferograms. In contrast to the
algorithm of Anantrasirichai et al. (2018) which aims to identify any deformation, we aim to identify
deformation that departs from the background rate/patterns and, through using time series methods, to
detect signals that may not be clear in single interferograms. In previous work (Gaddes et al., 2018), we
investigated how best to use blind signal separation methods with interferometric synthetic aperture radar
(InSAR) data and demonstrated how the components these methods isolated could be used in a simple
detection algorithm. Here, we build on these results to produce a complete automatic detection algorithm,
and, as our algorithm contains information about the spatial and temporal nature of deformation at a
volcano, we also perform an exploratory study into the inflation prior to the 2018 eruption of Sierra Negra
(Galapagos Archipelago, Ecuador).
In our simple detection algorithm (Gaddes et al., 2018), we applied a common machine learning approach,
spatial independent component analysis (sICA), to Sentinel‐1 data that spanned the 2015 Wolf volcano
(Galapagos Archipelago, Ecuador) eruption and were able to isolate three signals that we interpreted as
being of geophysical interest and three more as being due to changes in atmospheric conditions. A common
problem when applying independent component analysis (ICA) is how to evaluate the reliability of the
sources recovered, and in this previous study we performed this step by comparing our recovered sources
with those found by other authors who applied different methods to similar data sets. When utilizing ICA
in an automatic detection algorithm, this approach cannot be relied upon, and we must instead implement
other machine learning methods to automatically assess the significance of the sources we recover before we
entrain them into later parts of our algorithm.
The need to ascertain how reliably ICA recovers sources stems from two issues. The first is themore common
issue that we wish to determine the statistical significance of our results (i.e., whether it is plausible that they
were not simply recovered by chance), while the second is termed “computational reliability” by Hyvärinen
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(2012) and is a product of the lack of guarantee that most ICA algorithms will find the global minimum (or
maximum) of their objective function.
The computational reliability of the FastICA algorithm can be addressed through running the algorithm
multiple times from different starting points (Himberg et al., 2004). This is done in the ICASO algorithm
(Himberg et al., 2004) by initiating the first guess of the matrix that recovers the latent sources (commonly
termed W in ICA literature) using a set of random numbers and so ensures that a variety of local minima
are sampled as this matrix is iteratively updated. Himberg et al. (2004) argue that as some sources are recov-
ered accurately at all local minima, through sampling manyminima we can determine which sources are the
most robust as these are the ones that are likely to be recovered at the majority of minima. The sources recov-
ered from these multiple runs can then be analyzed using machine learning methods such as clustering
methods, in which compact and isolated clusters are deemed to contain robustly estimated sources.
To address the statistical significance of the results, Meinecke et al. (2002) and Himberg et al. (2004) showed
that through resampling the data before the FastICA algorithm was applied; the differences in the sources
recovered could be used to establish which were the most reliable. The ICASO algorithm performs this ran-
domization using bootstrapping, in which subsets of the baseline data are generated through randomly
selecting (with replacement) a certain number of the original baseline data. The multiple realizations of
the recovered sources can then be analyzed through the same clustering approach that was discussed in
the preceding paragraph. In practice, the two methods can be used in parallel to produce a single suite of
sources recovered from multiple FastICA runs that then require clustering.
A subsequent approach is that of the ISCTEST algorithm (Hyvärinen, 2011; Hyvärinen & Ramkumar, 2013),
which tests the reliability of the recovered components on separate data sets that are expected to contain the
same underlying signals and as a result is able to ascertain which components are statistically significant.
The original algorithm performed the comparison through analyzing the similarities of the mixing matrices
(Hyvärinen, 2011), but a subsequent version performs this analysis on the recovered sources instead
(Hyvärinen & Ramkumar, 2013). The algorithmwas originally used with intersession or intersubject medical
imaging but has been applied to InSAR data by Ebmeier (2016), who subdivided the data used into two
independent groups (i.e., interferograms in Group 1 did not share any acquisition dates with those in
Group 2) before performing the analysis.
We choose to implement the ICASO algorithm rather than the ISCTEST algorithm as our goal of creating an
automatic detection algorithm centers on characterizing the baseline behavior of a volcano, instead of
isolating a signal of geophysical interest for further investigation. Consequently, we are less concerned with
specific components that are recovered and instead focus more on the several sources that we require to
characterize a volcano's background behavior.
2. Methods: Automatic Detection Algorithm
Our automatic detection algorithm can be divided into three sections. The first uses the FastICA algorithm
within our improved version of the ICASO algorithm to isolate signals of geophysical interest from a time
series of interferograms. The second uses the components learned in Stage 1 to characterize the baseline data,
while the third then ingests new interferograms as they are formed and determines if the signals present have
deviated strongly enough from those in the baseline data to warrant flagging the volcano as having entered a
period of unrest. These three stages are described in more detail in the following three subsections, while
how to apply the FastICA algorithm to InSAR data is discussed in Gaddes et al. (2018).
In the following description of our algorithm, we consider a “daisy chain” (Biggs et al., 2009) of short
temporal baseline Sentinel‐1 interferograms of 105 pixels that are being automatically created by a processor
such as LiCSAR (González et al., 2016). We wait until 15–30 interferograms have accrued (around
180–260 days of data when new images are acquired every 12 days) and use these as our baseline data, while
we consider interferograms created after this point as testing data.
2.1. Robust Recovery of Latent Sources
The original ICASO algorithm is described fully in Himberg et al. (2004) and has a modular structure that
implements several disparate machine learning methods. Since its creation, the methods used for several
modules of the algorithm have been surpassed by newly published methods, which has led to our creation
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of a modernized Python version that is specialized for use with InSAR data. We term our Python‐based
algorithm ICASAR and make it freely available via GitHub (Gaddes, 2017).
Figure 1 shows the intermediate steps associated in running the ICASAR algorithm with InSAR data to
recover latent sources and address their significance. In a manner similar to the original ICASO algorithm,
our ICASAR algorithm initially calls the FastICA algorithm multiple times with either (1) different starting
conditions for the unmixing matrix,W, (2) bootstrapping of the input data, or (3) both of these steps. When
the ICA algorithm is set to recover six sources and run 100 times, we would expect to have a suite of 600
sources, of which many are very similar and reflect true latent sources, while others are recovered
infrequently and reflect elements such as combinations of two latent sources or noise. The ICASAR
algorithm then performs the following two steps in parallel with the aim of differentiating between the most
and least robust sources.
The first method uses a clustering algorithm to identify which sources are similar and label these as belong-
ing to a cluster. This is performed in the ICASO algorithm through the use of agglomerative clustering with
average linkage criterion (Himberg et al., 2004), while using the absolute value of the correlation between
each source as the distance metric (clustering images is discussed more fully in the supporting information).
This method considers each source as an individual cluster, before sequentially joining those that are most
similar until a single cluster is formed. The resulting tree like structure can then be cut at a level determined
by the user selecting howmany clusters they wish to recover. However, this requires input from a user and is
therefore not suitable for use in an automatic detection algorithm. Consequently, we have exchanged this
section of the ICASO algorithm for the newer algorithm, hierarchical density‐based spatial clustering of
applications with noise, or HDBSCAN (Campello et al., 2015). This algorithm creates the full hierarchy of
merges as clusters form but is also able to cut the tree based on the stability of clusters throughout the
merging process and so automatically determine the optimal number of clusters. An additional advantage
of HDBSCAN over agglomerative clustering is that it is able to determine points that do not belong to any
cluster and to label these as noise.
The second method seeks to provide a representation of the similarities between each recovered source in a
manner that is easily interpretable to a human. This is achieved through considering each recovered source
as a sample within a space with as many dimensions as the sources have pixels and then fitting a 2‐Dmanifold
through this space which preserves the distances between pairs of points in the high dimensional space and on
the 2‐Dmanifold. In order to avoid the issue of sign flipped versions of a source being treated as dissimilar, we
use the same custom distance metric introduced in the previous paragraph when finding the manifold. The
original ICASO algorithm utilized curvilinear component analysis (Demartines & Herault, 1997), but in
ICASAR we substitute this algorithm for the newer t‐distributed stochastic neighbor embedding (t‐SNE;
Maaten & Hinton, 2008), as this has been shown to produce 2‐D maps that reveal structures within the data
more robustly than a variety of methods, including curvilinear component analysis (Maaten & Hinton, 2008).
These two methods can be used in a complementary fashion to create the 2‐D plot shown in Figure 1f, in
which the points that represent each recovered source are colored depending onwhich cluster they are amem-
ber of or if they are noise. While inspection of this plot is not required, it can be used by a human observer to
qualitatively ascertain the robustness of recovered sources. Himberg et al. (2004) suggest that compact and
isolated clusters are considered to contain robust sources, while those that form more indistinct clusters are
considered to contain more spurious sources. In addition, through coloring the points with the label attached
by the HDBSCAN algorithm, we can determine the level of agreement between the two methods, and we
postulate that this provides another method to ascertain the robustness of each recovered source.
A quantitative approach to the robustness of each recovered source is also presented in Himberg et al. (2004).
They consider the most significant sources to be the ones that form compact and isolated clusters, which they
measure as the difference between the mean intracluster similarity (ideally 1) and the mean similarity
between members of the cluster and all other sources (ideally 0). They term this the cluster quality index,
Iq, and we use it to rank sources in importance before their use in subsequent stages of the algorithm. The
ICASO algorithm also allows for selection of a source that is most representative of each cluster, which
Himberg et al. (2004) term the centrotype. This is calculated as the point within a cluster that minimizes
the distance between it and the remaining points within that cluster. Combining the centrotypes with the clus-
ter quality index allows us to rank some sources as more robust and significant than others and to take these
sources and their associated confidences into the subsequent stages of our automatic detection algorithm.
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In the first part of our automatic detection algorithm, we utilize the ICASAR algorithm with both
bootstrapping and random initiation of the unmixing matrix and seek 200 runs that converge. The choice
of the number of components to recover with ICA when the number of latent sources is unknown remains
a difficult problem. In our previous study, we found that when applying the algorithm to noisy data, the best
results are generated when the algorithm seeks around two sources more than present in the data, as this
ensures that the majority of the signals of interest that may exist in lower‐importance principal components
are not discarded (Gaddes et al., 2018). Consequently, we set the FastICA algorithm to recover around six
sources, as we postulate that majority of the world's volcanic centers are likely to contain several consistent
atmospheric signals (e.g., a topographically correlated atmospheric phase screen [APS] or consistently
orientated pressure gradients) and possibly persistent deformation (e.g., subsidence, such as that measured
by InSAR at Askja, Iceland, since 1995; Pagli et al., 2006). However, in the simpler synthetic cases that we
present in Figures 2 and 3, our data were generated from only three and two latent sources, respectively,
and consequently we set the FastICA algorithm to recover only four sources (i.e., approximately two more
than were thought to have generated the data). When applying the algorithm globally, the choice of the
number of sources to recover does not impact the number of signals our algorithm could isolate in total
but does impact the number it could isolate at a given volcano. Therefore, if a single volcano contains an
Figure 1. Depiction of the ICASAR algorithm when applied to a time series of interferometric synthetic aperture radar
data that cover Sierra Negra (Galapagos Archipelago, Ecuador). This time series features uplift of the caldera floor,
which is clearest in Interferogram 2, and poor coherence requiring the masking of pixels on the southeastern flank of the
volcano (i.e., the white area). Interferograms are chosen from the mean centered baseline data (a) randomly to create
multiple bootstrapped samples (b). PCA is performed on each of these samples (c), and lower‐order components are
discarded (shown with reduced opacity) to reduce the dimensionality to the required level. Spatial ICA is then performed
on each whitened sample (d), before the similarity/distance between each recovered source is estimated (e). The distance
matrix is then used in parallel by the HDBSCAN clustering algorithm and the t‐SNE manifold learning algorithm to
produce a 2‐D visualization of the recovered sources (f). The centrotypes of each cluster are then recovered (g) and ordered
by their cluster quality index, Iq. PCA = principal components analysis; ICA = independent component analysis;
t‐SNE = t‐distributed stochastic neighbor embedding.
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unusually high number of different types of deformation, increasing the number of sources to be recovered
slightly may be necessary to isolate them all successfully.
It should be noted that when bootstrapping our baseline data, we choose a subset of the interferograms at
randomwith replacement. However, we must have at least as many independent interferograms in our base-
line data as sources that we seek to recover. To demonstrate this case, we consider n different interferograms
that are chosen with replacement to create a sample containingm interferograms (e.g., from a baseline set of
five interferograms, we choose a sample of 10, and so some interferograms must feature multiple times). The
data now lie within a nD hyperplane in themD space, and only n principal components can be found. If we
Figure 2. The results of applying the automatic detection algorithm to a synthetic time series of 25 interferograms over the Campi Flegrei caldera complex (Italy),
which features a change in rate of the previously constant uplift to simulate a period of volcanic unrest. The interferograms are shown on the top two rows,
with the arrows highlighting that the lower left corner of each interferogram is taken as its x value. The centrotypes of the four clusters are shown as IC1–IC4, of
which three can be seen to correspond to synthetic sources (S0 = deformation source; S1 = topographically correlated atmospheric phase screen; S2 = east‐west
phase gradient). The cumulative time course of each recovered source is shown to its right, along with every fifth line of best fit drawn at the gradient learned
during the training stage. The deviations between each point and the line of best fit are shown as both the color of the data point and as the height and color of the
low opacity bars (black to red). Interferograms 12–16 contain an increased contribution from the deformation source (S0), and this synthetic period of unrest is
flagged in the time course for IC2 (purple to orange labeling of points). t‐SNE = t‐distributed stochastic neighbor embedding; RMS = root‐mean‐square.
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seek s sources and s>n, the preprocessing step would fail and we would not be able to perform ICA.
Consequently, we reject any bootstrapped samples which contain less than s independent interferograms.
As our goal is to automate the detection of periods of volcanic unrest, we avoid any manual inspection of the
results of the ICASAR algorithm through using the number of clusters that is automatically selected by the
HDBSCAN algorithm and rank these from most to least confident using the cluster quality index, Iq. At the
conclusion of our first step, we have recovered around six spatial maps that express the spatial nature of both
atmospheric signals and any deformation signals present at a volcanic center and can rank these signals in
terms of our confidence of their significance. It should be noted that in the case that more than six sources
Figure 3. The results of applying the automatic detection algorithm to a synthetic time series of 25 interferograms over the Campi Flegrei caldera complex (Italy),
which features the emergence of a new signal to simulate a period of volcanic unrest. The majority of the features of this figure are consistent with Figure 2,
with Interferograms 12–16 again containing the synthetic period of unrest. As these interferograms contain a new deformation signal, they cannot be fit well by the
background sources, and so the RMS cumulative residual is seen to deviate from the baseline rate, causing the points to be flagged as showing significant
deviations from the baseline phase. t‐SNE = t‐distributed stochastic neighbor embedding; RMS = root‐mean‐square.
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generated the data, it is still possible that all of them may be recovered despite the FastICA algorithm only
seeking six sources, as the number of clusters that HDBSCAN detects determines the number of sources that
are selected, and this is not constrained to be less than the number of sources that the ICA algorithm
recovers. In the case that eight sources are present in the data (e.g., multiple atmospheric signals and
multiple deformation signals), but the FastICA algorithm was only set to recover six sources, we would
expect a different selection of the eight true sources to be recovered each time, which would still result in
eight clusters being identified by HDBSCAN.
2.2. Characterization of the Baseline Data
The second stage of our algorithm seeks to characterize the temporal nature of the sources recovered in the
previous stage. Figures 2 and 3 depict the application of our algorithm to synthetic data, and the points
detailed in the remainder of this section are illustrated in these figures. To determine the temporal nature
of the spatial signals, we perform a simple least squares inversion to fit each of the training interferograms
using the recovered spatial sources. The time history for each spatial pattern is commonly termed a “time
course” in ICA literature, and through summing these we can ascertain the cumulative use of a given spatial
pattern throughout the baseline data.
To characterize the use of these spatial patterns, we first fit a linear trend line through the cumulative time
courses that span the baseline stage and calculate the residuals between each data point and the line of best
fit. For each source, we can compute the standard deviations of the residuals, before classifying the number
of standard deviations each point is from the line. This is shown in Figures 2 and 3 as the colors of each point,
ranging from black for points lying on the trend line to orange for points lying over five standard deviations
from the trend line.
Our ability to fit the baseline data using our learned sources can be also characterized throughmeasuring the
residual between each interferogram and the results of the inversion to fit it with the recovered sources. The
introduction of a new signal will decrease our ability to fit new interferograms using the existing recovered
sources and so lead to a detectable increase in the residual. We measure the residual in two complementary
ways; in the first, we record the root‐mean‐square (RMS) of the residual between each interferogram and the
weighted sum of sources from the inversion, which we term “RMS residual.” In the second, we sum the
residual for each pixel throughout time, before calculating the RMS of the residual at each time step, and
term this “RMS cumulative residual.” This second method can be used to discard false positives that may
be caused by strong nonstandard atmospheric signals in a single SAR image, as the interferograms before
and after this image will show the signal with the opposite sign and cancel in the cumulative residual.
Note that only nonconsistent signals, such as turbulence, can lead to a strong residual; signals that appear
in multiple acquisitions, such as the correlation with topography, are captured in modeled components.
As is the case for the time courses, the onset of slow deformation will show as a change in rate for the
cumulative residual, although always as an increase rather than a decrease. A strong atmospheric signal
in a single acquisition would also cause a significant jump in both residual terms, but the cumulative residual
of the subsequent acquisition will then drop down again. In a manner similar to that described for each
spatial pattern's baseline cumulative time course, we fit lines to each type of residual, calculate the standard
deviation of the line to point misfits, and then use this to determine if future deviations from the line of best
fit are significant.
2.3. Ingestion of New Interferograms
When a new interferogram is formed, it is ingested into the algorithm and a simple inversion is performed to
fit it using the learned spatial components (i.e., in a manner similar to the baseline data). For the cumulative
time courses, RMS residual, and RMS cumulative residual, the line of best fit is then extrapolated to the date
that the new interferogram spans and the residuals calculated. This is then compared to the standard
deviation of the previous residuals, in order to determine how significant any changes are. In the case of
an individual component contributing significantly more or less than before, the gradient of the cumulative
time course will change, causing the new point to lie a large distance from the line of best fit.
Following a sustained period of changed rate of either a cumulative time course or RMS cumulative residual,
the behavior of the signals present in the time series may return to that seen during the ingestion phase.
Through periodically redrawing the lines of best fit at the same gradient as learned during the training
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phase, but shifted appropriately vertically, the data points after the period of unrest again lie close to the line
of best fit and are no longer flagged as expressing a significant deviation from the baseline stage, provided
that the physical processes operating during the baseline stage are again active in the same manner. This
is demonstrated in the time course of IC2 in Figure 2 and the RMS cumulative residual in Figure 3.
In the following two sections, we present two synthetic time series that cause either a recovered sources'
cumulative time courses or the RMS cumulative residual to change significantly. Both time series contain
a deformation signal (modeled as the inflation of a point source in an elastic half space; Mogi, 1958), a
turbulent APS, an east‐west phase gradient, and a topographically correlated APS (discussed in Gaddes
et al., 2018).
2.3.1. Acceleration of an Existing Signal
This scenario aims to demonstrate our algorithm's ability to detect a period of volcanic unrest created when a
relatively steady geophysical process changes in rate during the time series. As this is a synthetic data set, we
know that only three signals were used to generate the time series, while the turbulent APS contributes only
noise. Consequently, we set the FastICA algorithm to recover five sources, as this follows the previously dis-
cussed point of searching for several more sources than we think were used to generate the data. Figure 2
shows the results of applying first the ICASAR algorithm and then our automatic detection algorithm to
these data, with the 2‐D plot showing the results of these repeated ICA runs. All of the intermediate sources
are seen to form distinct clusters which are identified by both t‐SNE (the 2‐Dmanifold learning method) and
HDBSCAN (the clustering algorithm), which we interpret as an indicator of the robust nature of each of the
sources. Visual inspection of IC1, IC2, and IC3 suggests that these are accurate reconstructions of the three
synthetic sources (S1, S2, and S3), while the fourth appears to capture an aspect of the turbulent atmosphere.
During the “Ingestion: baseline deformation” phase, the time series continues in a manner similar to that of
the baseline data and no significant deviations from the extrapolated trend lines are seen for either the
cumulative time courses and cumulative residual. However, in Interferograms 12 to 16, the strength of the
deformation signal in the synthetic time series is approximately doubled, to mimic a period of volcanic unrest
due to increased inflation. This causes IC2 to be used more strongly in the inversions to fit each of these
algorithms, which has the effect of increasing the gradient of the cumulative time course of IC2. As this
deviates from the extrapolated line of best fit, the points become further from the line and are flagged as
showing more significant deviations (orange to yellow colors). Insignificant deviations are seen in the
remaining cumulative time courses and RMS cumulative residual, as by increasing the strength of IC2, we
continue to fit the new interferograms well. After Interferogram 16 the time series returns to the behavior
seen during baseline stage, and the algorithm returns to assigning insignificant deviations to each data point.
2.3.2. Emergence of a New Signal
This scenario aims to demonstrate our algorithm's ability to detect a period of volcanic unrest created when a
new deformation signal enters the time series. Figure 3 shows the results of applying first the ICASAR algo-
rithm and then our automatic detection algorithm to this data. We observe that the two most significant
sources recovered (IC1 and IC2) correspond to the two synthetic sources, while we interpret the remaining
two as capturing aspects of the turbulent APS. Interferograms 12–16 contain a deformation signal that
was not present in the baseline data, and consequently our algorithm is unable to fit these interferograms
well, which produces an increase in the RMS cumulative residual. This deviation is flagged as the
orange/yellow points and ceases when the new deformation signal disappears from the time series.
3. Application to Sierra Negra
To demonstrate our automatic detection algorithm's ability to detect signs of volcanic unrest in real data, we
present results from Sierra Negra, a shield volcano in the Galapagos Archipelago (Ecuador). This example
was chosen as we expect it to contain the two types of volcanic unrest we aim to detect: Acceleration of uplift
occurs before the June–August 2018 eruption, and the eruption itself produces deformation signals not
previously seen in the baseline data.
Sierra Negra is a basaltic shield volcano located on the southern half of Isabela island in the Galapagos
Archipelago (Reynolds et al., 1995). Figure 4 shows an overview of the area described, with the caldera of
Sierra Negra visible within the box delimiting the area shown by the following figures. The asymmetry of
the area used in the following figures is due to the difference in vegetation between the northern rocky
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slopes which provide good InSAR coherence and the densely vegetated southern slopes which do not. On the
southern and western edges of the caldera floor, a second area of raised topography is seen, which is
attributed to the interplay of cycles of uplift and trapdoor faulting (Jónsson et al., 2005).
Prior to the 2018 eruption, Sierra Negra last erupted in 2005. Inflation preceding this eruption was imaged
using both InSAR (Amelung et al., 2000; Jónsson, 2009; Jónsson et al., 2005) and GPS (Chadwick et al.,
2006), with total uplift between 1992 and 2005 reaching just below 5m prior to the eruption. During this per-
iod, uplift was in part accommodated by trapdoor faulting, which may have acted to reduce the buildup of
strain and delay the eventual eruption (Chadwick et al., 2006). Modeling of the observed deformation by dif-
ferent studies suggested that it was caused by the inflation of a sill at a depth of ∼2 km below the caldera
floor, or ∼1 km below sea level (Amelung et al., 2000; Chadwick et al., 2006; Jónsson, 2009; Yun et al., 2006).
Between the 2005 and 2018 eruptions, the deployment of a temporary broadband seismic network termed
the SIGNET array (Tepp et al., 2014) has provided additional insights into the structure of the crust beneath
Sierra Negra. Body wave tomography has been used to infer the existence of large low velocity zone at depths
of 8–15.5 km below sea level (BSL) coupled with smaller areas of high and low velocities at depths of
3–15.5 km BSL (Tepp et al., 2014), while attenuation tomography has been used to infer the existence of sepa-
rate low velocity zones from 0.5–3 and 3–10.5 km BSL (Rodd et al., 2016). Combining these measurements
with the geodetic studies of deformation before the 2005 eruption has led to the conclusion that both a
shallow magma chamber and a deeper magma chamber embedded in a larger mush zone exist below
Figure 4. Overview of the Western Galapagos Islands of Fernandina and Isabella (Ecuador). Sierra Negra is visible as the
area of high topography delineated by the red box, which shows the extent of the interferograms presented in the
remaining figures. An arcuate area of high topography is visible on the southern and western edges of the caldera floor,
which has been interpreted as the results of repeated trapdoor faulting events (Chadwick et al., 2006). The GPS station used
in section 4 is labeled as GV01.
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Sierra Negra (Rodd et al., 2016). This theory is in broad agreement with studies of other Galapagos volcanoes,
such as Bagnardi and Amelung (2012), which identified at least two areas of magma storage below
Fernandina Volcano, and Stock et al. (2018), which identified two magma reservoirs beneath Wolf Volcano.
The 2018 eruption began in the afternoon of 26 June, with lava emitted from four fissures (Sennert, 2018a),
which primarily flowed down the northern flank to reach the sea (Vasconez et al., 2018) but also flowed into
the caldera (Sennert, 2018a). Lava flows continued to be active throughout July and August, but by 23 August
activity had ceased (Sennert, 2018b). During the eruption, SO2 emissions were visible to the Deep Space
Climate Observatory satellite (Carn et al., 2018).
Figure 5. Results from application of the ICASAR algorithm to the time series of Sentinel‐1 data at Sierra Negra Volcano
(Galapagos Archipelago). The sources that are recovered by the multiple runs of the FastICA algorithm are expressed
as dots in the central scatter plot, while a random subset of these are shown in full around the edge of the plot. The position
of each point within the 2‐D scatter plot is found by the manifold learning method t‐SNE, while the labels and associated
colors are found by the clustering algorithm, HDBSCAN. The two methods can be seen to be broadly in agreement,
with isolated clusters that are formed by t‐SNE being labeled homogeneously by HDBSCAN. The clusters are ranked by
their cluster quality index, Iq, with the highest value attained by the cluster that contains the caldera floor deformation
signal. t‐SNE = t‐distributed stochastic neighbor embedding.
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To test our automatic detection algorithm on Sierra Negra, we first create a daisy chain of the shortest pos-
sible temporal baseline interferograms from 98 Sentinel‐1 SAR images (shown in Figure S1) using the
LiCSAR processor (González et al., 2016), which includes filtering with a Goldstein filter (Goldstein &
Werner, 1998) and unwrapping using SNAPHU (Chen & Zebker, 2001). The data span 13 December 2014
to 1 July 2018, with the last 12‐day interferogram capturing the coeruptive signal associated with the start
of the 2018 eruption. The average coherence for each pixel is calculated after filtering, and any pixels with
a mean coherence below 0.7 are removed. As the majority of the southern flank is densely vegetated, these
pixels are removed, but the remainder of the volcano exhibits high coherence and the majority of the pixels
are retained.
We apply the ICASAR algorithm to the first 35 interferograms (December 2014 to April 2015) and recover the
suite of sources shown in Figure 5. Visual inspection suggests that the clustering performed byHDBSCAN and
the manifold learning performed by t‐SNE are broadly in agreement, as the distinct clusters found by t‐SNE
are similar to the clusters found by HDBSCAN. The order of the clusters is random, but the cluster quality
index (Iq) is displayed in the legend and can be used as a metric to rank the sources based on their robustness,
as discussed in section 2.1. While further human analysis of these components is not required for our auto-
matic detection algorithm, we present a brief discussion here, as stand‐alone use of the ICASAR algorithm
to isolate signals of geophysical interest may be useful for motives other than volcano monitoring (e.g., the
extraction of small signals associated with the cooling of lava flows for further study; Chaussard, 2016).
Figure 6 shows the centrotypes of each cluster ordered by their cluster quality index and compares them
against the Shuttle Radar TopographyMission Digital ElevationModel (DEM, Farr et al., 2007). Visual inspec-
tion of IC1 suggests that this signal contains the uplift signal centered at the caldera, and the IC strength versus
height plot shows that the majority of the signal is located above ∼800‐m height, which can be seen from the
DEM to be the approximate height of the caldera floor. A combination of visual inspection of the sources and
computation of the correlation coefficient between each recovered source and the DEM suggests that as IC2 is
very similar to topography, it is likely that this component is capturing a topographically correlated APS.
However, above ∼800‐m height, some pixels lie significant distances from the linear trend, suggesting that a
small amount of the uplift signal may be present in this component. The remaining components show no
easily interpretable patterns and are likely to correspond to atmospheric signals.
Figure 7 shows the results of applying our automatic detection algorithm to the time series. Themost striking
feature is the flagging of the time course of IC1, as indicated by the orange coloring of the points, due to the
rate of inflation increasing. Closer to the eruption, other time courses also exhibit unusual behavior which is
flagged as a sign of unrest (e.g., the time course of IC3 from Interferogram 88 onward) and may be due to
processes such as slip on the intracaldera faults causing slight changes in the shape of the uplift pattern,
which then requires different use of the baseline components during the inversion step. Automatic detection
of the new large signals associated with the onset of the eruption captured in Interferogram 97 is achieved
through the inability of the learned components to fit these new signals, which causes both measures of
the residual to increase rapidly.
Both the RMS residual and RMS cumulative residual also increase transiently during Interferograms 55 and
56. Inspection of these interferograms (shown in Figure 7) shows that the lower left quadrant of each inter-
ferogram contains a strong signal of opposite sign. We conclude that this is due to a strong APS in the SAR
image that the two interferograms share and highlights the ability of our two measures of the residual to
determine this. While the RMS residual rises for these two interferograms as each cannot be fit well, the
RMS cumulative residual rises for a single image, before falling back to a level that does not indicate unrest.
This is because the opposite sign of the strong atmospheric contribution to each interferogram causes it to
cancel when summing the residual for each pixel. Other than waiting for the next acquisition, setting a
higher threshold at which deviations from the baseline data are flagged to a user could avoid events such
as Interferogram 55 being flagged as indicating unrest.
For a user seeking to apply our algorithm, maximizing the length of the baseline data is also likely to improve
the accuracy of the components recovered by allowing more subtle signals to become apparent above
background noise. Additionally, increasing the length of the baseline data used at each volcano is likely to
allow the ICs selected to characterize more atmospheric signals, and therefore calibrate the expected level
of residual better. However, in the case presented here, the baseline stage could not be extended significantly
without shortening the ingestion phase before the change in rate observed in mid‐2017.
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4. Modeling Overpressure Before the 2018 Sierra Negra Eruption
The pressure change in a magma chamber is of geophysical interest as an increase in the pressure can
overcome the tensile failure stress of the elastic crust overlying the chamber and so create an opening that
allows magma to rise to the surface (Pinel et al., 2010). As our InSAR time series contains significant
deformation located within the caldera, we postulate that the 2018 eruption was caused by an increase
in magma chamber overpressure and seek to constrain how large this increase was. We expect that future
applications of our automatic detection algorithm will identify volcanoes deforming in a similar manner,
and modeling of the overpressure could then allow for forecasts of the timing of an eruption (Bato
et al., 2017).
Through modeling IC1 as the signal of the caldera preeruptive uplift, we can infer information about the
source of this deformation, such as the pressure change. This is likely the same source as the 2005 erup-
tion, although we solve for the depth and geometry independently. Expected values for the overpressure
in a magma chamber required for both a dyke to form and magma within it not to freeze before reaching
the surface vary widely, from 10–100 MPa for silicic magmas to 1 Mpa for basaltic magmas (Manga &
Brodsky, 2006). This wide range is due to variations of viscosity of magmas of different compositions,
which impacts the ability of a dyke to continue to propagate without being arrested due to freezing of
its walls (Jellinek & DePaolo, 2003). In both endmember cases, the overpressure is lower than values
derived in laboratory experiments for the stress required to fracture the elastic crust (8.6±1.4 MPa for
basalt, to 13.8±2.1 MPa for granite; Albino et al., 2018; Pinel et al., 2010; Touloukain, 1989). However,
these values are likely to be upper bounds, as volcanic processes such as the formation of three‐
dimensional fracture networks due to contraction during cooling are likely to significantly weaken the
crust (Schultz, 1995). As Sierra Negra erupts iron‐rich tholeiitic basalts (Reynolds & Geist, 1995), we
expect an overpressure required for eruption at the lower end of the reported values. Through measuring
the preeruptive pressure change using geodetic methods, we seek to determine if the pressure change is
comparable to the stresses required to rupture the elastic crust and allow a dyke to propagate to
the surface.
We first modeled the deformation using a kinematic approach, with a horizontal rectangular dislocation
embedded within an elastic half space with uniform opening (Okada, 1985), and performed a Bayesian inver-
sion using the GBIS software (Bagnardi & Hooper, 2018). We chose to ignore the effects of topography as the
majority of the deformation is located within the flat caldera, and the caldera rim is only ∼100 m in height.
Figure 6. The centrotypes of the six clusters from Figure 5 (top row), the topography as described by the SRTM‐1 DEM (Farr et al., 2007, bottom row), and 2‐D
Gaussian kernel density estimates between the pixels of the DEM and each source (middle row). Visual comparison of the scatter plots of each IC versus DEM
height indicates that IC2 most closely resembles the DEM, while the IC2 to DEM scatter plot also shows a clear trend and has the highest correlation coefficient
(−0.76 ). SRTM DEM = Shuttle Radar Topography Mission Digital Elevation Model.
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However, our model does not take into account the effects of the caldera bounding faults, and the possible
implications of this are discussed further in section 5.2. While the data can be fit using this approach, it
does not constrain the overpressure within the sill, which required the use of a physical model. We
initially tried to fit the deformation using a penny shaped crack (Fialko et al., 2001), but this model's
requirement of radial symmetry is not suitable for the rectangular deformation pattern, and we instead
used the boundary element approach detailed in Hooper et al. (2011) to solve for spatially variable
opening with uniform overpressure for a horizontal sill divided into discrete rectangular patches
implemented in GBIS. Using this approach, we solve for the location (x, y, z), length, width, and pressure
change. We note that given the longevity of the deformation observed at Sierra Negra, a relatively thick
magma chamber is required for it to remain unfrozen. However, as we are able to fit the data well using a
modeled sill, we conclude that a diapir‐shaped magma chamber is most likely, as these have been shown
to produce surface deformation patterns almost identical to sills (Yun et al., 2006).
Figure 7. The results of applying our automatic detection algorithm to a time series of Sentinel‐1 interferograms which cover the final ∼3.5 years of inflation before
the 2018 eruption of Sierra Negra (the anomalous points associated with the coeruptive interferogram can be seen on the right‐hand y axis). Roughly every five
interferograms are shown, but some liberty is taken to ensure those of particular interest are visible (e.g., 55, 56, and 97). The components are initially used in a
similar fashion before and after the switch to the ingestion phase (marked by the black vertical line), before more pronounced deformation from around
Interferogram 65 causes IC1 to be flagged as having deviated significantly from the baseline data. The residual when the final coeruptive interferogram is fitted is an
order of magnitude larger than seen previously and is omitted from the RMS residual plot for clarity. The two high values of RMS residual for Interferograms 55 and
56 are due to a strong atmospheric signal in the acquisition common to the two. RMS = root‐mean‐square.
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We use the total inflation due to IC1 as the input to our inversion, which we reconstruct using its spatial pat-
tern and time course. The mean centered interferograms for the time spanned by the Sentinel‐1 time series
can be reconstructed using
Xic1 ¼ Aic1×Sic1 (1)
WhereXic1 are the mean centered interferograms (i.e., the mixtures, in ICA terminology),Aic1 is the first col-
umn of the matrix of time courses, and Sic1 is the first row of the matrix of recovered sources. As the inter-
ferograms were originally created relative to a reference pixel outside the deforming region (located at
91.2 west, 0.7 south) but mean centered for use with ICA, we return the signal contained inXic1 to be relative
to this reference pixel through performing the reverse of the mean centering processes. We then sum the
phase change for each pixel in our reconstructed time series to calculate the cumulative motion of IC1
through the time series (shown in Figure 8), which we use as the input for our modeling.
Figure 8 shows the modeled deformation and the residual between it and the input data. Our best fitting
model places a 6.2×3.7 km2 rectangular dislocation within the caldera at a depth of ∼2.0 km which, when
the shear strength of the crust is set as 10 GPa (Jónsson, 2009), has undergone a pressure change of
10.4 MPa (probability density functions are provided for model parameters in the supporting information).
However, this modeling finds only the pressure change within the modeled sill between the 2018 eruption
and the first Sentinel‐1 acquisition (13 December 2014), and not since the end of the 2005 eruption. While
we could extrapolate the linear inflation seen in the early part of the Sentinel‐1 time series (shown as
IC1's cumulative time course in Figure 7, and in Figure 9) back to the end of the 2005 eruption, we instead
utilize GPS data to first investigate if the spatial patterns remains constant, before using it to extrapolate the
InSAR time series.
To determine if the spatial pattern of the deformation source remains unchanged prior to the Sentinel‐1 data,
we examine the ratios of the east, north, and up components for a selection of GPS stations across the caldera
complex. We find that the ratios remain approximately constant from 2005 to 2018 (shown in the supporting
information) and conclude that the spatial pattern of the deformation is unlikely to have changed signifi-
cantly. Consequently, we are satisfied that we can extrapolate our model of an inflating sill from the
Sentinel‐1 time series to the entire intereruptive time series.
To determine if the temporal nature remains comparable to that measured throughout the Sentinel‐1 time
series, we use data from one of 10 continuous GPS stations located on Sierra Negra (Blewitt et al., 2018).
Station GV01 is not ideally placed in that it lies on the edge of the caldera but, unlike the other nine GPS
stations, contains near‐daily data between 2005 and 2018. To combine this displacement time series with
Figure 8. Data: The signal contained in IC1 throughout the Sentinel‐1 time series, showing ∼2.4 m of motion toward the satellite during the Sentinel‐1 time series.
Model: The result of our optimal forward model, which treats the magma chamber as a 6.2×3.7‐km2 rectangular dislocation at a depth of ∼2.0 km. Residual:
The misfit between our model and the data, which is dominated by a mottled pattern across the majority of the scene which independent component analysis is
unable to remove from IC1 and our model is unable to fit.
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our InSAR results, we perform a simple inversion to find the two parameters required to rescale and translate
the cumulative eastward component of the displacement to match the cumulative time course of IC1. As we
solve for only one rescaling parameter, the GPS derived deformation and InSAR derived deformation can only
be fit both before and after the rate change if they feature the same proportional increase. We then apply this
operation to the entire GPS eastward cumulativedisplacement time series and set the displacement to 0 after
the 2005 eruption. Figure 9 shows the results of this process, and visual inspection shows that GPS data are
in broad agreement with IC1's time course, with features such as the change in rate in early 2017 occurring
in both time series. The results indicate that the rate before and after the rate change cannot both be fit
exactly with only two scaling parameters, and if our inversion were performed before the change in rate
observed on Day ∼4100 to ensure that both had a more closely agreeing gradient (at the cost of the fit after
the change in rate), the total pressure change would be slightly decreased, but we estimate that this would
produce only a minor change. For comparative purposes, we also fit a linear trend to the initial part of IC1's
cumulative time course, and while this fits the majority of the data well, it can be seen to underestimate the
deformation due to period of faster motion immediately after the 2005 eruption.
To calculate the total preeruptive pressure change, we rescale the pressure change calculated during the
Sentinel‐1 time series by the ratio of the total GPS derived displacement, which we show as the y axis of
Figure 9. We find that between the 2005 and 2018 eruptions, the observed surface deformation would trans-
late to a change in magma chamber pressure of ∼30 MPa.
5. Discussion
5.1. Automatic Detection Algorithm
The ICASAR algorithm provides a method to apply sICA to InSAR data and to assess how robust the recov-
ered sources are. The ICASAR algorithm differs from the older ICASO algorithm through incorporating a
newer manifold learning algorithm (t‐SNE) and a newer clustering algorithm (HDBSCAN) and is optimized
for the application of sICA to InSAR data.
Figure 9. Temporal evolution of the modeled source. The cumulative time course for component IC1 is shown as black points and is rescaled in terms of the
pressure change in the modeled rectangular dislocation, which can be seen to attain a maximum value of ∼30 MPa before the 2018 eruption. The preacceleration
section of this time course (prior to Day ∼4200) can be fit with a linear trend (gray line) and extrapolated back to the 2005 eruption. However, using GPS station
GV01 to constrain the temporal evolution of the deformation shows that while the majority of the 2005–2016 time series can be fit with a linear function, there is an
initial period of faster uplift, which increases the total pressure change by ∼4 MPa. InSAR = interferometric synthetic aperture radar.
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When using ICASAR to recover signals of geophysical interest at a given study site, the use of a manifold
learning algorithm, a clustering algorithm, and a measure of cluster quality (termed Iq) provides three inde-
pendent measures of the significance and robustness of the recovered sources. Those deemed of geophysical
interest can then be utilized for further investigation, in a manner similar to our use of the deformation
source in section 4. We utilize ICASAR as an integral part of our automatic detection algorithm, and the abil-
ity of the HDBSCAN algorithm to automatically detect the number of clusters allows for minimal interven-
tion from a human user. The cluster quality index, Iq, also provides a measure to automatically determine
which sources come from the most robust clusters.
The application of our automatic detection algorithm to Sierra Negra's preeruptive time series has demon-
strated its ability to detect changes in established signals; when the existing preeruptive inflation changes
in rate, this is detected by our algorithm through the marked increase in the number of standard deviations
each new data point of IC1 and the “RMS of cumulative residual” lie from the extrapolated lines of best fit
(seen more clearly as a lengthening and change in color of the bar graphs from Interferogram ∼70 onward in
Figure 7). Additionally, our algorithm is able to detect the emergence of new signals, such as those associated
with the movement of magma to the surface during the 2018 eruption, through the flagging of the last data
points of the time courses of IC3–IC6 and the RMS residual as lying over 5 standard deviations from the
extrapolated lines of best fit (seen as their change from black/orange to red at the extreme right of
Figure 7).
Our algorithm is also computationally inexpensive, as the baseline data for a given volcano can be converted
to a selection of spatially independent sources and their associated time courses on a single‐core ∼2.4‐GHz
desktop computer in several minutes, and ingesting new interferograms to be fit using these components
can be completed in several seconds. We therefore envisage that our algorithm will be suitable for applica-
tion to Sentinel‐1 data as they are acquired in order to begin the monitoring of subaerial volcanoes using
InSAR. Our method differs from that of Anantrasirichai et al. (2018) as instead of using only the most
recently acquired interferogram, we use the full time series and can therefore detect subtle signals that are
not clear in individual images. Additionally, our algorithm's central tenet of seeking deviations from the
baseline behavior also allows it to avoid flagging interferograms that contain deformation of the type that
is normal for that volcano, unless there is a change in their strength. False positives generated by strong
atmospheric turbulence can be identified as false when the signal reverses in the subsequent image.
Inspection of other acquisitions from a different geometry or satellite, prior to the subsequent image, could
also be used to rule out deformation. Whether any action is taken based on a single interferogram is a
decision for monitoring agencies, who will also use other data that are available to them.
During routine monitoring, our algorithm will be faced with both more subtle signals and noisier interfero-
grams than those presented in this study. We envisage that our primary tool to combat this will be adjust-
ment of the frequency with which our extrapolated lines of best fit are redrawn from the default of every
10 interferograms. As discussed in section 2.3, the redrawing of the lines of best fit ensure that any small mis-
estimations in the baseline gradient do not cause the cumulative time courses/residual to gradually diverge
from the line of best fit. However, in the case that existing deformation changes in strength only slightly or a
new signal is of small magnitude, the change in rate of cumulative time course/residual increase will only be
slight. If lines of best fit are recalculated infrequently (e.g., every 60 interferograms), this slight change in rate
will become significant and be flagged. However, in the case that lines of best fit are recalculated frequently
(e.g., every five interferograms), the deviation between the cumulative time course/residual and the line of
best fit is likely to remain small, and the unrest may not be flagged. An example similar to those shown in
section 2 but featuring a more subtle unrest signal that is not visible in a single 12‐day interferogram is
provided in the supporting information.
5.2. Overpressure Before the 2018 Sierra Negra Eruption
Our estimation of a preeruptive overpressure of ∼30 MPa in our modeled sill below the Sierra Negra caldera
is significantly larger than the overpressure values of ∼1 MPa suggested by other authors required for the
propagation of a dyke to the surface when a magma chamber contains mafic magma (as discussed in
section 4). This value is sensitive to the shear modulus used during the inversion, but even if we reduce this
from the value of 10 GPa used by Jónsson (2009) to the lower value of 4.5 GPa suggested by Hooper et al.
(2002), the preeruptive overpressure reduces to ∼14 MPa. While this value does decrease the difference
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between our calculated overpressure and existing values of the overpressure required for an eruption, the
disparity remains significant and we believe it is unlikely that the 2018 eruption can be thought of simply
as the result of an inflating sill that has increased in pressure until the tensile failure stress of the overlying
elastic crust has been overcome.
Previous studies of Sierra Negra found that a trapdoor faulting event prior to the 2005 eruption reduced the
pressure within the magma chamber by 3 MPa, which has been postulated as a method to delay eruption
(Jónsson, 2009). Interferograms that both capture preeruptive inflation and span episodes of faulting within
the caldera would feature different spatial patterns to those that feature only inflation, and we therefore
expect that when our automatic detection algorithm fits an interferogram containing both signals, it would
use the baseline components in a new manner. This is seen in the time courses of IC3 and IC6 (Figure 7), as
both deviate from their baseline rates in the latter stages and, while they are unlikely to represent faulting,
may be being used by the algorithm to partially fit any new signals that may be present in later interfero-
grams. However, these signals could be due to other processes, and further investigation of the type described
in Jónsson (2009) would be required to determine the reduction in overpressure caused by any potential
slip events.
Application of our automatic detection algorithm also reveals an increase in the rate of inflation through the
change in slope of IC1's time course at the end of 2016 (Figure 7). We postulate that this is due to an increase
in the influx of magma to the sill, which would in turn cause the overpressure within it to increase at a rate
that outpaced potential pressure‐reducing processes such as viscoelastic relaxation and eventually cause the
failure in the crust required for the movement of magma to the surface seen during the 2018 eruption.
However, the further analysis of the InSAR data required to further explore this hypothesis remains beyond
the scope of this paper, which seeks to primarily address volcano monitoring using InSAR.
6. Conclusion
Our study demonstrates that the reliability of latent sources recovered when sICA is applied to InSAR data
can be assessed through use of an updated ICASO algorithm. We term this new algorithm ICASAR and note
that it is particularly suited for application to automation projects as, unlike the original ICASO algorithm, it
is able to automatically determine the number of sources present in the recovered data.
We use our ICASAR algorithm as a constituent of an automatic detection algorithm, which we demonstrate
is able to detect signs of volcanic unrest due to both a change in rate of a preexisting signal and the emergence
of a new signal. We apply this algorithm to a time series of Sentinel‐1 data that span the run‐up to the 2018
eruption of Sierra Negra and show that we would have been able to promptly flag this volcano as entering a
period of increased activity when the rate of inflation increased approximately 1 year before the eventual
eruption and so have provided some warning that the volcano had entered a period of heightened unrest.
While Sierra Negra is already closely monitored, the algorithm could be applied globally and hence provide
warning for less closely watched volcanoes.
Combining the results of the ICASAR algorithm with a time series of GPS data spanning the period between
the 2005 and 2018 eruptions of Sierra Negra, we attribute the intereruptive inflation equivalent to an increase
in pressure of 14 MPa in a sill 2.0 km below the caldera floor. This value is significantly larger than the values
suggested for a mafic dyke to propagate to the surface, and we postulate that either viscoelastic relaxation is
occurring and/or that the spatial pattern of the measured deformation may have changed due to processes
such as slip on the intracaldera faults acting to reduce the overpressure within the sill.
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