Abstract We generalize the two dimensional mixed finite elements of Arbogast and Correa [T. Arbogast and M. R. Correa, SIAM J. Numer. Anal., 54 (2016), pp. 3332-3356] defined on quadrilaterals to three dimensional cuboidal hexahedra. The construction is similar in that polynomials are used directly on the element and supplemented with functions defined on a reference element and mapped to the hexahedron using the Piola transform. The main contribution is providing a systematic procedure for defining supplemental functions that are divergence-free and have any prescribed polynomial normal flux. General procedures are also presented for determining which supplemental normal fluxes are required to define the finite element space. Both full and reduced H(div)-approximation spaces may be defined, so the scalar variable, vector variable, and vector divergence are approximated optimally. The spaces can be constructed to be of minimal local dimension, if desired.
Introduction
It is well-known that standard mixed finite elements defined on a square or cube and mapped to a general convex quadrilateral or cuboidal hexahedron perform poorly; in fact, they fail to approximate the divergence in an optimal way or require a very high number of local degrees of freedom. Recently, Arbogast and Correa [1] resolved the problem on quadrilaterals (although, see the 2004 paper [11] for the lowest order case). They defined two families of mixed finite elements that are of minimal local dimension and achieve optimal convergence properties. In this paper, we generalize these elements to convex, cuboidal hexahedra, i.e., convex polyhedra with six flat quadrilateral faces.
It is convenient to discuss H(div)-conforming mixed finite elements in the context of the simplest problem to which they apply. Let Ω ⊂ R d , d = 2 or 3, be a polytopal domain, let W = L 2 (Ω ) and (·, ·) ω denote the L 2 (ω) or (L 2 (ω)) d inner-product, and let V = H(div; Ω ) = {v ∈ (L 2 (Ω )) 2 : ∇ · u ∈ L 2 (Ω )}. Consider the second order elliptic boundary value problem in mixed variational form: Find (u, p) ∈ V ×W such that
where f ∈ L 2 (Ω ) and the tensor a is uniformly positive definite and bounded. A mixed finite element method is given by restricting V×W to inf-sup compatible finite element subspaces V r × W r ⊂ V × W defined (in our case) over a mesh of convex, cuboidal hexahedra, where r ≥ 0 is the index of the subspaces. Full H(div)-approximation spaces of index r ≥ 0 approximate u, p, and ∇ · u to order h r+1 , where h is the maximal diameter of the computational mesh elements. Such spaces include the classic spaces of Raviart-Thomas (RT) [16, 19] in 2-D and 3-D, as well as, in 2-D only, the spaces of Arnold-Boffi-Falk (ABF) [4] and ArbogastCorrea (AC) [1] . The ABF spaces have been generalized recently to 3-D by Bergot and Durufle [6] . Reduced H(div)-approximation spaces of index r ≥ 1 approximate u to order h r+1 and p and ∇ · u to order h r . In this category are the classic spaces due to Brezzi-Douglas-Marini (BDM) [8] in 2-D and their 3-D counterpart from BrezziDouglas-Duràn-Fortin (BDDF) [7, 2] , as well as the reduced Arbogast-Correa (AC red ) spaces [1] in 2-D. Recent progress on defining 3-D mixed finite elements has been made by many authors, including, but certainly not exhaustively, [12, 6, 2, 3, 10] .
All spaces save AC, AC red , and the spaces of Cockburn and Fu [10] are defined on a reference square or cubeÊ = [0, 1] d and mapped to the element E using the Piola transform. The RT and BDM (and BDDF) spaces lose accuracy. The ABF spaces maintain accuracy, but at the expense of adding many extra degrees of freedom to the local finite element space. Cockburn and Fu construct finite elements on hexahedra using a sub mesh of tetrahedra.
The two families of AC spaces, V r and V red r , are constructed using a different strategy. They use polynomials defined directly on the element and supplemented by two (one if r = 0) basis functions defined on a reference square and mapped via Piola. Let P r denote the space of polynomials of degree up to r, and letP r denote the space of homogeneous polynomials of exact degree r. On a convex quadrilateral element E, for which d = 2 and x = (x 1 , x 2 ), the full H(div)-approximation spaces of index r ≥ 0 are V r (E) = (P r ) d ⊕ xP r ⊕ S r (E) and W r (E) = P r ,
and the reduced H(div)-approximation spaces of index r ≥ 1 are V red r (E) = (P r ) d ⊕ S r (E) and W r (E) = P r−1 .
One can define the reference supplemental space onÊ = [0, 1] 2 in 2-D aŝ
span curl (x 1 − 1/2)(x 2 − 1/2) , r = 0, span curl (x 1 − 1/2) r−1x 1 (1 −x 1 )(x 2 − 1/2) , curl (x 1 − 1/2)(x 2 − 1/2) r−1x 2 (1 −x 2 ) , r ≥ 1,
and then S r (E) = P EŜr ,
where P E is the Piola transform fromÊ = [0, 1] d to E. Our generalization of the two families of AC spaces to the case of a convex, cuboidal hexahedron E gives full and reduced H(div)-approximating mixed finite elements V(E) × W (E) and V red (E) × W (E), respectively. These are defined to include spaces of polynomials and special supplemental functions. In fact, the spaces are defined formally by the same equations (3)- (4), (6) , except that now d = 3, x = (x 1 , x 2 , x 3 ), and the supplemental space S r (E) orŜ r (replacing (5)) must be defined carefully. The number of supplemental functions is 2 for r = 0 and otherwise at most 3(r + 1). The divergences of these vectors lie in P r for the full space and in P r−1 for the reduced space, and the normal flux on each edge or face f of E is in P r ( f ) (i.e., P r in dimension d − 1). In fact, the degrees of freedom (DOFs) of a vector v ∈ V r or V red r include the divergence and edge or face normal fluxes:
(∇ · v, w) E ∀w ∈ P * r (for V r ) or P * r−1 (for V red r ), (7) (v · ν, µ) f ∀ edges (d = 2) or faces (d = 3) f of E and ∀µ ∈ P r ( f ),
where ν is the outer unit normal vector to E and P * r are the polynomials of degree r with no constant term. The purpose of the supplements is to make these DOFs independent, so that the elements can be joined in H(div) to form V r or V red r while also maintaining consistency to approximate the divergence. The set of DOFs is completed by adding conditions on the interior, divergence-free, bubble functions (for H(div)-conforming elements, an interior bubble function is a vector function with vanishing normal component on ∂ E).
After setting some additional notation in Section 2, we describe how to construct arbitrary, divergence-free supplemental functions in 3-D with a prescribed normal flux in Sections 3 and 4. In Section 5, we describe a way to choose the specific supplemental function spaceŜ r needed to define S r (E) by (6) . The most useful cases r = 0 and r = 1 are given in detail (although some proofs are relegated to the appendices). For r ≥ 1, we need to determine the normal fluxes needed to ensure that the DOFs (8) are independent. We note the recent work of Cockburn and Fu [10] in this regard, but we provide a method for resolving this issue based on linear algebra. We present some numerical results in Section 6. We close by summarizing our results in the last section.
Further notation
In this section, we fix the notation and geometry used throughout the paper. As noted above, let P r denote the space of polynomials of degree r. Generally, P r = P r (R 3 ) is defined over a three-dimensional domain. Sometimes we need to restrict polynomials to faces, so let P r ( f ) be the polynomials defined over the domain f . LetP r denote the space of homogeneous polynomials of degree r. We also let P r,s,t denote the tensor product polynomial spaces of degree r in x 1 , s in x 2 , and t in x 3 .
A convex, cuboidal hexahedron and the Piola map
Fix the reference elementÊ = [0, 1] 3 and take any convex, cuboidal hexahedron E oriented as in Figure 1 . The reference elementÊ has faces ordered as follows. Face 0 is wherex 1 = 0 and it is denotedf 0 = E ∩ {x 1 = 0}, face 1 is wherex 1 = 1 and it is denotedf 1 , and so forth to face 5 is wherex 3 = 1 and it is denotedf 5 . The verticeŝ x i jk are indexed by the faces of intersection, i.e.,x i jk =f i ∩f j ∩f k . The bijective and trilinear map F E :Ê → E is defined by
This map fixes the notation on E (faces f i = F E (f i ) and vertices x i jk = F E (x i jk )). The center of face i is denoted x i . The outer unit normal to face i is
Piola transform and Jacobians
Let DF E (x) denote the Jacobian matrix of F E and J E (x) = det(DF E (x)). The contravariant Piola transform P E maps a vectorv :Ê → R 2 to a vector v : E → R 2 by the formula
For a scalar function w, we define the mapŵ byŵ(x) = w(x), where again x = F E (x). The Piola transform preserves the divergence and normal components ofv in the sense that Fig. 1 The geometry of the cuboidal hexahedron. On the left is the referenceÊ = [0,1] 3 , which is trilinearly mapped to the hexahedron E. The faces are labeled from 0 to 5, and faces 1, 3, and 5 are in front. The corner points are labeled by their intersections with the faces (e.g., x 135 intersects faces 1, 3, and 5).
The centers of the faces are labeled by the face (we show only x 1 on face 1).
where K i is the face Jacobian. The face Jacobian for face i is
where i, ℓ, and m are distinct integers from {1, 2, 3} and, say, ℓ < m. The face Jacobian describes the bilinear distortion of the face, and it depends only on the face vertices (so two elements intersecting at face f will have the same face Jacobian). If we reindex the face so that
then it is not hard to show, when f i is flat, that
Local variables
It is clear that for the reference cubeÊ, the local variables can be taken asx 2 andx 3 on faces 0 and 1,x 1 andx 3 on faces 2 and 3, andx 1 andx 2 on faces 4 and 5. Similar indexing does not necessarily hold on E. In fact, faces indexed as being opposite to each other may be far from parallel (they could even be perpendicular to each other).
It is necessary to select local variables on each face of E, two from among the set of variables {x 1 , x 2 , x 3 }. For face ℓ, we denote these variables by (x i ℓ , x j ℓ ), where we tacitly assume that i ℓ < j ℓ . In practice, one can find the maximal absolute component of ν ℓ , say |ν ℓ,m |, and omit x m from the set {x 1 , x 2 , x 3 }, leaving the local coordinates {x i ℓ , x j ℓ }.
Construction of Pre-supplemental Functions on the Reference Cube
In this section, we construct a vector function on the reference cubeÊ = [0, 1] 3 with a vanishing divergence and prescribed monomial normal flux (up to a constant). These functions will be used later to construct the space of supplements S r (E) for the new mixed finite elements. We call our special vector functions pre-supplements. For simplicity, we consider only face 1 (wherex 1 = 1). The other faces are handled analogously.
The vector functions in the local BDDF spaces of index r [7, 2] have the property that their normal fluxes are polynomials of degree r. Moreover, both the normal fluxes and the divergence are degrees of freedom. Analogous to BDDF, we can define vector functions with the properties we desire. Let us fix the monomial asx ℓ 2x m 3 for some integers ℓ ≥ 0 and m ≥ 0. We define the pre-supplement to be, when ℓ + m ≥ 1,
It can be readily verified that indeed this function lies in the more symmetric BDDF space as defined by Arnold and Awanou [2] , although this fact is not important in itself. What is important is that we have our desired propertieŝ
where we recall that the face f 1 is wherex 1 = 1. The case ℓ = m = 0 reduces to the zero vector because of the divergence theorem. We therefore accept a constant divergence and simply takeψ
for which∇
We can construct similar pre-supplements for each face; label these asψ i ℓ,m for face i = 0, 1, . . . , 5.
We remark that our pre-supplemental functions are not unique when there are divergence-free bubble functions. For example, toψ 1 ℓ,m , one could add any function of the form 
wherep is any polynomial inx 2 andx 3 , and we would maintain (18) .
Construction of the Supplemental Functions on Hexahedra
In this section, we construct a supplemental vector function σ with zero divergence on the convex, cuboidal hexahedron E. It has a prescribed polynomial normal flux (up to a constant) on a single face and vanishing normal flux on the other 5 faces. We continue to fix the nonzero flux on face 1 for ease of exposition; the other faces are handled similarly. In terms of the local face variables (x i 1 , x j 1 ), suppose that the prescribed flux is
. That is, we want to define σ 1 ℓ,m when ℓ + m ≥ 1 so that, for some constant c 1 ℓ,m ,
The construction is given by first defining an appropriate vector functionσ 1 ℓ,m on the reference cubeÊ and then mapping it to E using the Piola transform (11) , so that σ 1 ℓ,m = P Eσ 1 ℓ,m . The key is to recognize that the normal components ofσ 1 ℓ,m transform by (13) , and therefore we need to include the factor K 1 within the first row ofσ 1 ℓ,m . Our construction is vaguely reminiscent of the one given in 2-D by Shen [17] (for which the resulting method was later proved in [14] ).
To proceed, we must realize two simple facts. First, the face Jacobian K 1 is bilinear in the reference variables, i.e., (16) holds. Second, the polynomial flux
is evaluated in terms of the reference variables by the map F E :Ê → E (9), i.e.,
which are both bilinear. Therefore the product x
, multiplied by K 1 and written in terms of the reference variables, is in the space P n+1,n+1 , where n = ℓ + m. Let the pre-image of
That is, in practice, we compute the coefficients α ℓ,m i j based on the geometry of the hexahedron.
When n = ℓ = m = 0, letσ
Recalling (18) and (20) 
When n = ℓ + m ≥ 1, we definê
which has vanishing divergence and matches the flux (24), up to a constant multiple of K 1 . Owing to (12)- (13), σ 1 ℓ,m = P Eσ 1 ℓ,m has the desired properties (22). We can construct a similar vector function for each face; label these as σ i ℓ,m for face i = 0, 1, . . . , 5.
In the case of constant normal face fluxes (i.e., n = 0), we cannot remove the divergence unless we allow nonzero flux on at least two faces. We therefore define and later use the lowest order divergence-free supplements given by σ i, j
Using (12), (13) and (26), it can be easily verified that σ i, j 0,0 is divergence-free and provides constant normal fluxes on faces i and j.
Generalized AC Spaces on Convex, Cuboidal Hexahedra
We now present our generalization of the two families of AC spaces [1] . The full and reduced spaces are given by (3) and (4), respectively, once we have defined the supplemental space S r for r ≥ 0, so that the DOFs (7)- (8) are independent.
The supplemental space is constructed using the functions defined in Sections 3-4, once we know what fluxes are required to independently span the space of normal fluxes (8) . To this end, it is convenient to define the full flux operator F as well as the operators F 024 and F 135 on the even and odd faces, respectively, to be
Note that F is a permutation of the block matrix F 024 F 135 . For a sequence of n functions, we also define the "flux matrix" as
and we define F 024 (u 1 , . . . , u n ) and F 135 (u 1 , . . . , u n ) in (P r (R 2 )) n×3 analogously.
The case r = 0
On the convex, cuboidal hexahedron E, the new space is
which has only normal flux DOFs. We will give two definitions of S 0 , but first, note that P 3 0 ⊕ xP 0 has local dimension four, and a basis is
The normal flux (x − x i jk ) · ν ℓ | f ℓ is zero if ℓ ∈ {i, j, k} and strictly positive otherwise. 
where a plus or minus sign (+ or −) indicates that the number is strictly positive or negative, respectively. Obviously, matrix (34) is invertible if the determinant of the lower right 3 × 3 submatrix is nonzero. This determinant is strictly positive if we expand the 3 × 3 matrix by Sarrus' rule. Since a matrix of this form is invertible, we can decouple the DOFs (8); thus, the mixed finite element is well defined. A set of shape functions can be defined by inverting F (B simple 0
). If we let C = (F (B simple 0 )) −1 , then the shape function for the DOF on face i (i.e., F (φ
In fact, an explicit basis can be constructed without the need to invert a matrix. Recall that for any point x on face 1, (x − x 024 ) · ν 1 denotes the distance from point x 024 to face 1, which is a constant. Compute the numbers
which are positive due to the convexity of E, and then
0,0 ) vanishes and
Guided by these fluxes, we construct the following linear combinations:
Using (36), inspection shows that indeed F (φ simple 0,i ) = e T i+1 , i = 1, 3, 5. From these functions, we then construct
Using the property F (φ simple 0,i ) = e T i+1 , i = 1, 3, 5, already established, a careful inspection of (40)- (42) shows that these functions also satisfy the required property F (φ simple 0,i ) = e T i+1 , i = 0, 2, 4. Therefore, we have constructed a simple set of shape functions for the lowest order case r = 0. is well defined and simple to implement, it is defined in a highly nonsymmetric way. One could average over all similar constructions, but it is not clear how to weight them. An alternative is to add supplements that are as different as possible from the polynomial part P 3 0 ⊕ xP 0 , and subject to the divergence-free constraint. A criterion is to consider the fluxes generated by this part, and take supplements with fluxes that span the orthogonal complement. We denote the flux matrix for B poly 0
where each letter (a i , b i , c i , α, β , and γ) stands for a specific positive number. The orthogonal complement of the row space of M is easily seen to be spanned by N T (i.e., rank M = 4, rank N = 2 and MN T = 0), where
Let S denote the 2 × 6 matrix with rows being the desired supplemental fluxes. The divergence-free constraint can be written as Sϕ = 0 in terms of the vector of face areas, which is
We define S to be the projection of N to the orthogonal complement of span{ϕ}, i.e.,
and then we define S 0 = span{σ (12)- (13), these supplements satisfy the constraint of being divergencefree and produce the desired fluxes S on each face.
It remains to verify that the DOFs are independent after applying the projection. To this end, we note that ϕ is not in the span of the rows of N. This is true since Mϕ = 0 (at least one row of M represents a function with a nonzero divergence), which implies that ϕ ∈ (M T ) ⊥ = row(N). Independence of the DOFs is a consequence of the following, more general lemma.
Lemma 1 Suppose that M is m × (m + n), N is n × (m + n), and M N is invertible.
Let ϕ be an (m + n)-vector that does not lie in the row space of N. Let the projection
Proof By a change of basis, we may assume that M = I m 0 and N = 0 I n . Normalize and partition ϕ = a b into m-and n-subvectors. Now the projection in block form is
and S = −ba T I n − bb T . Since bb T < 1 (recall a = 0), we conclude that I n − bb T is invertible, and thus also
5.2 The case r = 1
We concentrate on the reduced space V red 1 (E) = P 3 1 ⊕ S 1 , since we merely add xP 1 to define V 1 (E). The divergence of V red 1 (E) is constant as in the case r = 0, but now the normal face fluxes are linear, so there are 18 of them in total. Since dim P 3 1 = 12, we need 6 supplements.
Please recall the notation from Fig. 1 . We can view the hexahedron as containing a tetrahedron nestled in the corner near x 024 , i.e., the tetrahedron with the four vertices x 024 , x 124 , x 034 , and x 025 . The usual BDM (i.e., BDDF) space on tetrahedra [7] is P 3 1 , so we know that we can set the fluxes independently on the faces 0, 2, and 4 by polynomial vector functions (since these fluxes are independent degrees of freedom for the tetrahedral element P 3 1 ⊂ V red 1 (E)). To find these functions, we first define the six linear functions
and the linear function associated with the plane f 6 through x 124 , x 034 , and x 025 ,
where x 6 lies on f 6 and ν 6 is the unit normal pointing into the tetrahedron. Since ∇λ i = −ν i , we have that
which has no normal flux on faces i, j, and k. As we show below, we can independently set the 9 fluxes on the faces 0, 2, and 4, respectively, by the functions
The rest of the polynomial space is associated to f 6 , and consists of the functions
It is convenient for the discussion to map E to a simpler shapeẼ using an affine map. In the case of an affine map, no polynomial spaces are changed, so conclusions about fluxes on ∂Ẽ hold for ∂ E. We takeẼ as in Fig. 1, but it 
Thus, for face 0,
and so we compute the columns of F for faces 0, 2, and 4 as
The other two triples, (ψ 3 , ψ 4 , ψ 5 ) for face 2 and (ψ 6 , ψ 7 , ψ 8 ) for face 4, are similar, so we conclude that indeed these 9 functions independently set the 9 fluxes on the faces 0, 2, and 4.
For the other three faces 1, 3, and 5, we have that
Note that these three functions have no normal flux on faces 0, 2, and 4. In the following discussion, for simplicity, we replace ψ 9 , ψ 10 , and ψ 11 with ψ * 9 , ψ * 10 , and ψ *
11
where
We can do this because
and the transformation matrix is invertible, so ψ 9 , ψ 10 , and ψ 11 span the same space as ψ * 9 , ψ * 10 , and ψ * 11 . Therefore,
We must add supplements to the set {ψ * 9 , ψ * 10 , ψ * 11 } that also have no normal flux on faces 0, 2, and 4. Moreover, the normal fluxes of the supplements on the remaining three faces, when combined with (60), must independently span the spaces of linear polynomials. There are at least two ways to choose the supplements, a non-symmetric way and a symmetric way.
Theorem 1 (Non-Symmetric supplements) There exist constants s and t such that if the supplemental functions σ 0 to σ 3 , σ * 4 , and σ * 5 are defined to take the fluxes
where the constant c i ℓ is the average over face i of the variable x ℓ , then they provide independent flux degrees of freedom.
Theorem 2 (Symmetric supplements) Let the supplemental functions σ 0 to σ 5 take the fluxes
where the constant c i ℓ is the average over face i of the variable x ℓ . These provide independent flux degree of freedoms as long as the matrix
is invertible.
The proofs of Theorems 1 and 2 appear in Appendices C and B, respectively. The invertibility of matrix C • H in (63) is discussed in Appendix A. We remark that we have not seen a perturbed hexahedron in practice that violates the invertibility condition. In Appendix A, we prove the invertibility condition (63), i.e., Theorem 3 below, in two special cases: hexahedra with at least one pair of faces being parallel and truncated pillars. Definition 1 A cuboidal hexahedron E is a truncated pillar if four of its twelve edges are parallel. These four edges form the pillar. If they are extended to infinity, the other two faces of E are formed by truncating the pillar.
Theorem 3
If E is a cuboidal hexahedron that either has two pair of faces being parallel or is a truncated pillar, then (63) holds.
Meshes of cuboidal hexahedra with at least one pair of faces being parallel are used in many applications. For any cuboidal hexahedron E with flat faces, it is easy to check this condition without transformation toẼ. For example, the mesh T 2 h in Section 6 satisfies this condition.
Meshes of truncated pillars are widely used. For example, in reservoir simulation and geological modeling, it is very common that the dataset is given in the cornerpoint grid format [15] . The grid format gives a set of pillar lines which run from the top to the bottom of the model and, in many cases, the lines are vertical. The mesh T 3 h in Section 6 is an example of a grid made by truncated vertical pillars. The vector functions providing the fluxes we require in (61) and (62) can be easily obtained using the functions σ 1 ℓ,m (22) and σ i, j 0,0 (28) defined in Section 4. For example, σ 0 here is exactly σ 1 1,0 of (22), and 0,0 . In conclusion, if we know that C • H is invertible for the meshes used, we can apply the symmetric supplements. On the other hand, one can always take the nonsymmetric supplements for any mesh, provided s and t are chosen properly. A general method for handling r = 1 is contained in the next subsection.
The general case r ≥ 1
In general, the DOFs of our mixed finite element spaces are allocated as
Here E r are the functions that have constant divergence and independently cover the normal flux DOFs (8) . The functions in D r or D red r match the (nonconstant) divergence DOFs (7). One of these functions can be constructed from a basis function in xP * r or xP * r−1 , respectively, but then modified by the functions in E r to remove the face normal fluxes. Finally, the divergence-free bubbles B r are left over, and provide the final set of DOFs. Since P 3 r = curlP 3 r+1 ⊕ xP r−1 , we conclude that
Thus, our task is to construct the supplemental space S r of functions with zero divergence so that the normal flux DOFs (8) in curl P 3 r+1 ⊕ xP 0 ⊕ S r are independent.
Cockburn and Fu [10] determined the minimal number of supplemental functions (which they call "filling functions") needed to produce the space E r on various elements, including a cuboidal hexahedron. In particular, [10, Lemma 4.6 and Theorems 2.10-2.15] identify the fluxes required (but note that they label the faces counting from 1 rather than 0). Their construction is to obtain supplements that have no flux on faces 0, 1, and 2. They specify the needed fluxes on face 3, but allow any flux on the last two faces. They then specify the needed fluxes on face 4, but again allow any flux on the last face. Finally, face 5 has a set of required fluxes, and these can be matched by divergence-free functions. As mentioned previously, Cockburn and Fu use a mesh of tetrahedral elements within the hexahedron to construct their supplemental functions. We can instead use the ideas of Sections 3-4.
The number of additional fluxes (see [10, Cor. 4.5 and Table 4 ]) is bounded by 3(r + 1) and depends on the geometry, in particular, on the number of parallel faces. The cube requires 3(r + 1) supplemental functions. It is numerically delicate to vary the number of supplemental functions based on the number of parallel sides, since an element E may have almost, but not quite, parallel faces.
A numerically safe way to proceed is to use the general construction of Subsection 5.1.2. Since it is difficult to characterize what functions lie in B r (see, however, [10] ), we simply compute the flux matrix of the entire polynomial part of the space, i.e., of a basis for curlP 3 r+1 ⊕ xP 0 , which has dimension n = dim P 3 r − dim(xP * r−1 ) = 1 6 (r + 2)(r + 1)(2r + 9) + 1. To proceed, it is convenient to express the flux matrix as an ordinary matrix of numbers, so we expand every normal flux polynomial in a basis that includes 1 and everything orthogonal to 1. A simple choice is displayed in (22) for face 1, i.e., take 1 and the functions x ℓ
The expansion coefficients give the matrix M full , which is n × 3(r + 2)(r + 1).
We reduce the number of rows in M full to M by including only a basis for the row space. This removes the interior bubble parts of the space. It may be better to compute the singular values of M full and remove all rows corresponding to small singular values. In fact, we suggest reducing M full to an n − 3(r + 1) matrix, so that 3(r + 1) supplements are needed, regardless of the geometry. This may create more interior bubble functions than is necessary, but it safely handles any geometry.
We proceed to find a basis N T of (M T ) ⊥ . Let the area vector ϕ be analogous to the one defined in (45) (it is the same, except that it has more zeros). The desired supplemental fluxes S are then defined by the formula in (46), i.e., S = N I − ϕϕ T ϕ T ϕ . We construct supplemental functions S r having these fluxes. By Lemma 1, these fluxes are independent of the ones from M, and so the space E r is well-defined. Any extra functions are divergence-free bubbles, which can be modified to have no face fluxes.
In the hybrid form of the mixed method [5] , the Lagrange multiplier space on the face f is simply P r ( f ), and implementation is clear up to evaluation of the integrals over the elements. If the hybrid form is not used, one needs H(div)-conforming finite element shape functions to form a local basis. This is done by inverting the numerical counterpart of the local flux matrix, as discussed in (35) for r = 0.
Construction of the π operator
Once the spaces E r , D r or D red r , and B r have been determined, one can define the Raviart-Thomas [16] or Fortin [9] projection operator π r onto V r (E) = E r ⊕ D r ⊕ B r or π red r onto V red r (E) = E r ⊕ D red r ⊕ B r . One simply matches the DOFs (7)- (8) to fix the part in E ⊕ D r or E ⊕ D red r . To these DOFs, we add
Because of (7), these projection operators satisfy the commuting diagram property, namely, that
where P W s is the L 2 -projection onto W s . Moreover, since our spaces contain full sets of polynomials, V r × W r will have full H(div)-approximation properties and V red r × W r−1 will have reduced H(div)-approximation properties. Moreover, we have the following result.
Lemma 2 Assume that the computational mesh is shape-regular. The spaces V r ×W r and V red r × W r−1 satisfy the inf-sup conditions
Moreover, if u is sufficiently smooth and h is the diameter of the computational mesh, then
The condition for a computational mesh to be shape regular is that each element E is uniformly shape-regular [13, pp. 104-105] , which means that E contains fifteen (overlapping) simplices constructed from any choice of four vertices, and each such simplex has an inscribed ball, the minimal radius of which is ρ E . If h E denotes the diameter of E, the requirement is that the ratio ρ E /h E ≥ σ * > 0, where σ * is independent of the meshes as h → 0 (h = max E h E ).
The proof of Lemma 2 is quite standard and classic in the mixed finite element literature (e.g., see [16, 7, 9] , or see the proof outlined in [1, Section 2] for the two families of similar elements defined on quadrilaterals).
Some numerical results
In this section we present convergence studies for various low order mixed spaces. We include the new full and reduced spaces defined in Section 5, which we will designate as AT spaces to avoid confusion. The AT 0 space used is the simple one given in (33) Fig. 2 Mesh of 2 × 2 × 2 cubes for the three base meshes. Finer meshes are constructed by repeating this base mesh pattern over the domain, appropriately reflected to maintain mesh conformity. Note that the meshes have 3, 2, and 0 pairs of parallel faces per element, respectively.
(or, equivalently, (37)- (42)). The AT 1 full and reduced spaces used are constructed using the symmetric supplemental fluxes of (62) since the invertibility of C • H is known for T 2 h and T 3 h (see Theorem 3). The performance of the AT spaces will be compared to RT, BDDF, and ABF spaces. For the 3-D ABF space, we use the optimal spaceP opt r (K) of Bergot and Durufle [6] . The test problem is defined on the unit cube Ω = [0, 1] 3 with the coefficient a = 1 and the source function f (x) = 3π 2 cos(πx 1 ) cos(πx 2 ) cos(πx 3 ). The exact solution is
In the computations, we apply the hybrid form of the mixed finite element method [5] . Let T h be the finite element partition of the domain Ω . For the mixed spaces V h ×W h , let V * h agree with V h on each element E ∈ T h , but relax the condition that the normal flux be continuous on the faces of the elements. The hybrid method is:
The Lagrange multiplier or trace finite element space M h is defined locally by
We require that the L 2 -projection of the Dirichlet boundary condition be imposed onp h . Solutions are computed on three different sequences of meshes. The first sequence, T 1 h , is a uniform mesh of n 3 cubes (three sets of parallel faces per element). The second sequence, T 2 h , is obtained from the 2-D trapezoidal meshes used in Arnold, Boffi, and Falk [4] by simply lifting them in the third direction. These elements have two pair of parallel faces per element. The third sequence of meshes, T 3 h , Table 1 A comparison of the dimensions of the local RT, ABF, and AT spaces on a hexahedron E. Only the ABF and AT spaces give optimal order convergence on hexahedra.
RT r ABF r AT r dimV(E) 3(r + 2)(r + 1) 2 3(r + 4)(r + 2) 2 1 2 (r + 1)(r + 2)(r + 4)
is chosen so as to have no pair of faces being parallel. The first 2 × 2 × 2 mesh for each sequence is shown in Fig. 2 . Finer meshes are constructed by repeating this sub-mesh pattern over the domain, appropriately reflected to maintain mesh conformity.
The cubical mesh T 1 h provides a reference on which all the mixed methods work well. It turns out that the second and third meshes provide similar results, so we show only results for the most irregular case of the third mesh T 3 h .
Full H(div)-approximation spaces
The local number of DOFs for each full H(div)-approximation finite element space can be found in Table 1 . Note that according to Bergot and Durufle [6] , the optimal ABF 0 space should satisfy the property P E (V 0 ABF (E)) ⊃ P 3 0 ⊕ xP 0 , and so it is defined to beV 0 ABF (E) = P 3,1,1 × P 1,3,1 × P 1,1,3 . Since we solve the linear system (74)-(76) using a Schur complement forp h , we will report in this section the size of the Schur complement matrix, i.e., dim M r , rather than the size of dim(V r × W r ).
In Tables 2-3 , we present the errors and the orders of the convergence for the lowest two indices of the full H(div)-approximation spaces RT, AT, and ABF; although, we omit ABF 1 because the sheer size of its linear system is computationally excessive. On cubical meshes T 1 h , RT 0 and AT 0 coincide. Table 2 shows first order approximation of the scalar p, the vector u, and the divergence ∇ · u, as we should expect. The ABF 0 space gives higher order approximation of all three variables on cubes because it is constructed with higher order polynomials and, in fact, includes RT 1 . The results for RT 1 and AT 1 (which are different spaces even on cubical meshes) show second order convergence for all the variables. The errors for RT 1 are smaller than AT 1 , but RT 1 uses more degrees of freedom, both locally and globally. Table 3 shows that for the hexahedral mesh sequence T 3 h , RT 0 retains first order convergence of the scalar but loses convergence of the vector and divergence, while AT 0 shows first order convergence for all three quantities. The ABF 0 space still gives a higher order convergence rate for the scalar on the meshes tested. However, we can observe that the vector and divergence approximations quickly decrease to first order. We also observe that AT 1 gives the optimal second order approximation of all quantities, whereas RT 1 only retains second order for the scalar. The vector reduces to first order in this numerical test, but the results on the definition of ABF 0 [6] show that this first order convergence cannot be ensured on general meshes. The divergence appears to be converging at less than first order. Table 2 Errors and orders of convergence for low order RT, AT, and ABF spaces on cubical meshes. Table 4 . The computational results appear in Tables 5-6 . As we expect, the elements give first order approximation for the scalar p and the divergence ∇ · u and second order convergence for the vector u on cubical meshes, as shown in Table 5 . On the hexahedral meshes T 3 h , Table 6 shows that BDDF 1 has first order approximation of the scalar but loses convergence of the vector and the divergence. When AT red 1 is used instead, the optimal convergence rates of the cubical meshes are recovered for the hexahedral meshes, i.e., second order approximation for the vector u and first order for the scalar p and the divergence ∇ · u.
Conclusions
We generalized the two dimensional mixed finite elements of Arbogast and Correa [1] defined on quadrilaterals to three dimensional cuboidal hexahedra. Our construction is similar in that vector polynomials are used directly on the element. The space of polynomials used is rich enough to give good approximation properties over the element for both the vector variable and its divergence (as either full or reduced H(div)-approximation). Unfortunately, the traces of the normal components of these vector polynomials onto the faces do not independently span the full space of polynomials. This property is needed for H(div)-conformity. Therefore, supplemental functions are added to the space to give the full set of edge degrees of freedom (i.e., normal fluxes). Table 3 Errors and orders of convergence for low order RT, AT, and ABF spaces on T 3 h meshes. Table 4 The dimensions of the local BDDF and AT red spaces on a hexahedron E. These spaces coincide on rectangles, and they have the same local dimension. Only the AT red spaces give optimal order convergence on hexahedra. These supplemental functions are defined on a reference element and mapped to the hexahedron using the Piola transform. We provided a systematic procedure for defining supplemental functions that are divergence-free and have any prescribed polynomial normal flux in Sections 3-4. This is the key contribution of this work.
We also discussed in Section 5 what normal fluxes are required of the supplemental functions to define mixed finite element spaces. These supplemental functions are then defined using functions from Section 4. When index r = 0 (the lowest order case), we gave two possibilities. The simple case has shape functions defined by the explicit formulas (37)-(42). The more general case for r = 0 in Section 5.1.2 requires a bit of local linear algebra, (43)-(46), to determine the fluxes required of the supplemental functions (47)-(48). For r = 1, we gave three possibilities: (1) for elements that satisfy the invertibility condition (63), such as elements with two parallel faces or that are truncated pillars; (2) for elements with a prescribed normal flux (up to two parameters, which must be set appropriately); and (3) for the general case of Section 5.3, which applies to all r ≥ 1. The general case requires some local linear algebra to determine the fluxes required of the supplemental functions.
Numerical results in Section 6 verified that our approach produces mixed finite elements that achieve optimal full or reduced H(div)-approximation on quadrilateral meshes.
A On the invertibility of matrix C • H In Section 5.2 Theorem 2, we stated that the independence of the degrees of freedom of our new spaces when r = 1 with symmetric supplements reduces to the invertibility of the matrix C • H (63), which is the Hadamard product of the centroid matrix C (see (80)) and the normal matrix H (see (77)) for faces f 1 , f 3 , and f 5 . In this section, we discuss the properties of these matrices and how they relate to the geometry of the convex hexahedronẼ. We then prove the invertibility of C • H in two special cases. ✲ face 2Ẽ Fig. 3 The geometry ofẼ.
A.1 The face normal matrix H
Following the discussion in Section 5.2, we know that any convex cuboidal hexahedron can be affinely mapped to a simpler shapeẼ, for which ν 0 = −e 1 , ν 2 = −e 2 , ν 4 = −e 3 and x 124 = e 1 , x 034 = e 2 , x 025 = e 3 . Therefore, the normal fluxes ν 1 , ν 3 , ν 5 fully define the geometry ofẼ. We define the face normal matrix
The cross product of the normals of two intersecting faces is parallel to the edge of intersection. Let τ i j = ν i × ν j , where ν i × ν j > 0 for two intersecting faces. For example (see Figure 3) , τ 31 = −τ 13 points from x 135 to x 134 .
Theorem 4 For any convex hexahedronẼ, all principle minors of H are strictly positive.
Proof We use the fact that for three vectors,
We first show that det(H) > 0. Consider face 5 in Figure 3 , for which
It is obvious that (τ 53 × τ 15 ) · ν 5 > 0 when face 5 is a convex quadrilateral, i.e., the triangle with vertices x 135 , x 125 and x 035 does not degenerate; therefore, det(H) > 0. Second, we show that the diagonal entries of H are strictly positive. By convexity, on face 5, (τ 52 × τ 05 ) · ν 5 > 0. Thus, computing as in (78), we see that (ν 0 × ν 2 ) · ν 5 > 0. Since ν 0 × ν 2 = (−e 1 ) × (−e 2 ) = e 3 , we obtain that ν 5,3 > 0. Similarly, since (τ 14 × τ 21 ) · ν 1 > 0 and (τ 30 × τ 43 ) · ν 2 > 0, we have ν 1,1 > 0 and ν 3,2 > 0.
Finally, we show that the principal minors of order 2 are strictly positive. By convexity, we have on face 5, (τ 50 × τ 35 ) · ν 5 > 0, and so
The other two principal minors of order 2 can be shown from (τ 51 × τ 25 ) · ν 5 > 0 and
A.2 The face centroids and matrix C
In this section, we look at the matrix
where c i ℓ is the average over face i of the variable x ℓ . That is, c 1 , c 3 , c 5 are the face centroids of faces 1, 3, and 5, respectively. Obviously, all c i ℓ are strictly positive. Let Proj 3 : R 3 → R 2 denote the projection in the direction e 3 to the (x 1 , x 2 )−plane. 
which is (81). 
A.3 Invertibility of C • H
We have affinely mapped our convex, cuboidal hexahedron E toẼ. An affine transformation will take parallel lines to parallel lines. Therefore, if E has two pair of parallel faces, or if E is a truncated pillar, the same will be true ofẼ. 
The rest of the proof follows that of Theorem 5.
B Proof of Theorem 2
ForẼ, the local variables on face 1 are x 2 and x 3 , so a base for the normal flux on f 1 is span{1, x 2 , x 3 } = P 1 ( f 1 ). Similarly, span{1, x 1 , x 3 } = P 1 ( f 3 ), and span{1, x 1 , x 2 } = P 1 ( f 5 ). Define the operator F * 135 ∈ R 1×9 to be the normal fluxes of f 1 , f 3 , and f 5 in the local degrees of freedom, i.e., 
To prove that (62) provides independent degrees of freedom, we need to show that the 9 × 9 matrix 
