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Abstract - Optimizing energy consumption for extending
the lifetime in wireless sensor networks is of dominant
importance. Groups ofautonomous robots and unmanned
aerial vehicles (VA Vs) acting as mobile data collectors are
utilized to minimize the energy expenditure of the sensor
nodes by approaching the sensors and collecting their
buffers via single hop communication, rather than using
multihop routing to forward the buffers to the base station.
This paper models the sensor network and the mobile
collectors as a system-of-systems, and defines all levels
and types of interactions. A practical framework that
facilitates deploying heterogeneous mobiles without prior
knowledge about the sensor network is presented.
Realizing the framework is done through simulation
experiments and tested against several performance
metrics.
Keywords: System-of-Systems, sensor networks, mobile
collector, multihop routing.
1 Introduction
Wireless sensor networks have emerged recently due
to the advance in digital electronics and wireless
communications along with efficient network protocols [1,
2]. This has enabled sensor networks to be applied in
various domains like e.g. habitat monitoring [3], defense
systems [4], medical and healthcare [5], and industry
control [6]. Although, their applicability is often reduced
by limitations in the sensor nodes power supply,
communication bandwidth, processing capabilities and
buffer size, many researchers have put effort in overcoming
these shortcomings, with a special focus on power
management strategies [7] for maximizing the battery
lifetime of a single node as well as the energy design
concerns for extending the lifetime of the network as a
whole [8].
In most sensor networks scenarios, multihop routing
is used to deliver the sensed information to the central base
station. This creates traffic accumulation around the base
station and nearby nodes die faster as they relay far larger
amounts of data than others, leading to isolation of the base
station and partitioning the network into regions.
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Deploying mobile elements such as autonomous
robots or unmanned aerial vehicles (UAVs) for collecting
the sensor nodes data buffers by approaching them
increases the network capacity [9] and prolong its lifetime
[10]. The motion characteristics of the mobile element
highly influence the designated data collection operation. A
mobile element moving randomly [11] can potentially
threaten the data latency in the network and unbalance the
energy distribution among sensors, while a mobile moving
along pre-designed paths or tracks [12] lacks flexibility and
scalability due to the need for redesigning its path when
transplanted to other networks. In contrast, controlling the
motion strategy of the mobile element [13] according to the
network run-time circumstances can provide reasonable
adaptability to various types of network conditions, where
balancing the energy consumption and the data latency is
important to achieve high performance.
Defming the interaction levels between the sensor
network and the mobiles is very crucial for utilizing the
efforts to achieve the best performance. The proposed
framework enables the sensor nodes requiring the
collection service to disseminate collection requests with
their positions, requesting the collection of their buffers, to
the mobiles servicing the network. The mobile element
receiving the collection request acknowledges its reception
to the sensor node and acts with other mobiles to determine
the best mobile to service the incoming request. The mobile
servicing the request schedules it on its collection tour and
hence, upon arriving to the sensor location, the mobile
downloads the sensor buffer, enabling the sensor to resume
its normal operation.
The framework provides loose coupling between the
sensor network and the mobiles. Prior knowledge about the
number of mobiles servicing the network and their
positions is not known to the sensor nodes. Also the sensor
nodes locations are not given in advance to the mobiles.
This gives the advantage of deploying heterogynous mobile
elements with the ability of replacing them according to the
runtime conditions of the network without altering the
network operation.
The remainder of the paper is organized as follows: in
Section 2, we detail the framework proposed in this paper.
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Figure 1: The grid structure and connectivity of the sensor network
3 Sensor Network Structure
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The sensor network is structured by dividing the
sensor field into square-shaped cells, each with a pre-
defmed width, where the sensor nodes form a static virtual
grid with similar constraints on the size as in the GAF [16].
The sensors elect one of them to become the cell master
node, where all the requests are forwarded through it. The
virtual grid is formed among all cell master nodes as shown
in Figure 1.
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The sensor network structure is presented in Section 3 and
the motion heuristics employed by the mobiles are detailed
in Section 4. Simulation methodology and results are
provided in Section 5. Finally, we conclude this paper in
Section 6.
2 The Proposed Framework
Initially, after deployment and before sensing any
data, the network carries out a virtual grid construction
process. In this process, each sensor node uses its location
and the pre-designed grid size to calculate its grid cell ID.
Nodes within the same cell elect a node to act as a cell
master node and associate it as their forwarding node. Once
the election phase is fmished and every cell has a cell
master node, the virtual grid construction process starts
among all elected master nodes. Each cell master node
starts searching for other master nodes in its
communication range and attaches itself to those in
adjacent cells. When the grid construction process ends,
each sensor node is associated with one cell master node,
and each cell master node is associated with its four
adjacent master nodes, thus forming a virtual grid to
support message routing as shown in Figure 1.
We assume that a wireless sensor network, which
serves data-gathering applications, consist of high-powered
mobile elements and a large number of battery-powered
static sensors. Both the mobile elements and the sensor
nodes know their locations by either GPS services or self-
configured localization techniques [14].
The sensor network then starts gathering sensed data
periodically, and each senor node stores it locally in its own
buffer. When the sensor's buffer becomes full, it forwards a
collection request with its location to its cell master node,
which takes the responsibility of delivering it to one of the
mobile elements servicing the network. This fixed-length
collection request packet is disseminated by the master
node to its four adjacent master nodes, where this process
takes place until the message arrives to all cells and is
saved by each cell master node.
As the mobile element moves across the network and
announces its presence at each cell, the cell master node
delivers the saved messages to this mobile immediately.
The recipient mobile broadcasts the message to other active
mobiles and a single-item lowest-price sealed-bid auction
[15] is held, where each mobile bids for winning the
request. The bid is devised according to the heuristic used
by each mobile for scheduling the request on its collection
tour. Once the auction finishes, a winner is announced and
the request is scheduled for collection. Upon accomplishing
the collection, the sensor wakes up and returns back to its
normal sensing operations.
Requests are flooded over the virtual grid constructed
by cell master nodes and saved for later delivery to any of
the mobiles. Two major design issues are satisfied by
flooding the requests. The fITst is minimizing the requests
latency, by achieving fast delivery. Secondly, as the request
reaches all cell master nodes and the whole network area is
covered where the mobiles are operating, request delivery
is achieved without a prior knowledge of the mobile
location. Acknowledgement is disseminated using the
reverse path similar to the TTDD [17]; however the source
location is known which eliminates the need to store extra
information to track the reverse path.
3.1 Grid Size Estimation
Constructing the grid depends mainly on reliable
connectivity among cell master nodes in adjacent cells. This
can be achieved by selecting appropriate values for the grid
size to ensure that the cell master nodes are within
transmission range. If the selected grid size is too large, cell
master nodes may be out of transmission range, thus
experiencing early network partition. As the sensor node
has a radio transmission range R, then the upper bound for a
square grid with width r as shown in Figure 2 is calculated
as follows:
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5 Simulation
nearest request already existing on the collection tour. This
heuristic has benefits when the arrival rate of the collection
requests is low as the mobile element favors servicing all
local requests fIrst before switching to another area in the
deployment region of the network.
The heuristic presented in the previous section acts
greedy, which leads a high travelled distance regarding the
amount of requests collected and impacts on the time the
sensor node is sleeping and waiting the collection. As the
main objective is to optimize the mobile element tour,
Clarke-Wright method [19] is used to find an insertion
point for the incoming request that minimizes the extra
travelled distance. The tour is constructed by adding the
new request to the cheapest existing request. Let
(R t , Rz, III ,Rn ) be the requests scheduled for collection on
the current tour T. For each new coming request u, the cost
C~j is computed using (3) for inserting this request on the
current tour between every adjacent requests i andj in T.
Ci . = Ci + C~ - C! (3)UJ U ] ]
The best insertion point for u is minimizing (3) for that pair
of adjacent nodes i andj. The mobile element evaluates the
bid for the coming request based on the difference in the
cost between the current tour and the new tour after
inserting the incoming request in the best feasible insertion
point. As the extra travelled distance is minimized, this
reduces the sleeping time of the sensor node waiting the
collection, while maximizing the amount of collected
requests over the tour distance.
Motion4.2 The Cheapest-Neighbour
Heuristic
r Z+ (2r)Z :::; RZ (1)
r :::; R/.J5 (2)
This shows that if the grid size is less than or equal to r,
then cell master nodes in adjacent cells are within
transmission range and reliable connectivity is achieved
[16].
Figure 2. The grid size estimation
4 The Mobile Elements Organization
The mobile platforms are organized and modeled
based on a market organization. In a market-based
organization, or marketplace, buying agents may request or
place bids for a common set of items, such as shared
resources, tasks, services or goods. Agents may also supply
items to the market to be sold. Sellers or sometimes
designated third parties called auctioneers are responsible
for processing bids and determining the winner. This
arrangement creates a producer-consumer system that can
closely model and greatly facilitate real world market
economies [21].
(4)
(5)
The collection requests submitted by the sensor nodes
are auctioned in between the mobiles, where each mobile
bids its price and the mobile element bidding the lowest
wins the request. The collection request won is scheduled
for collection on the collection tour of the winner mobile
according to one of the two motion heuristics presented
below.
4.1 The Nearest-Neighbour Motion Heuristic
This heuristic acts greedy by employing a nearest
neighbour insertion methodology where the incoming
request is placed to the nearest existing request on the
collection tour. Let CRt, R2 , III ,Rn ) be the requests
scheduled for collection on the current tour T. For each new
coming request u, the cost C~ is computed for inserting
request u on the current tour T after request i. The best
insertion point for u is minimizing C~ for each i on T. The
minimum cost C~ of travelling from i to u is considered by
the mobile element as the bid value for this request. As C~
is the distance travelled, and the winning mobile is the one
with the lowest bid; therefore the request is inserted to the
5.1 Simulation Setup
In our simulation experiments, we adopted the
practical radio energy model in [20]. In this model, the
transmitter uses energy to run the radio electronics and the
power amplifier, and the receiver consumes energy to run
the radio electronics. For relatively short distances, the
propagation loss is modelled to be inversely proportional to
cf, whereas for longer distances, the propagation loss is
modelled as being inversely proportional to tf. Therefore,
to transmit and receive b-bit packet a distance d, the radio
expends the following energy, respectively:
ETx = ETx-elec(b) + ETx-amp(b, d)
_ {b · Eelec + b· ffs· d2 , if d < do
ETx - 4 .b· Eelec + b · f mp • d, If d ~ do
ERx = ERx-elec(b) = b · Eelec (6)
where do is the cross-over distance for Friis and two-ray
ground attenuation models. Ee1ec is the electronics energy
that depends on factors such as digital encoding,
modulation, and filtering of the signal before it is sent to the
transmit amplifier. The parameters Efs and Emp depend on
the required sensitivity and the noise figure of the receiver.
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For the purpose of evaluating the proposed motion
heuristics, we consider the following performance metrics:
• Sleeping Time. We define the sleeping time as the time
period the sensor is sleeping waiting for the arrival of the
mobile element to collect its buffer. This starts after the
sensor sends the collection request and is averaged over all
requests per sensor node, across all nodes in the network.
• Collection Ratio. This is the amount of requests collected
by all mobile elements to the amount of requests generated
from all sensor nodes. This indicates the efficiency of the
mobiles acting as one team.
• Distance Travelled. It is used to show how much effort
the mobile team exert. This is used as a measure for the
energy expenditure regarding the amount of requests
collected. Minimizing this measure while maximizing the
amount of data collected shows to what extent the used
model is efficient.
• Percentage of Sleeping Sensors. This measure is
calculated as the number of sleeping sensors to the total
number of sensors in the network. Minimizing this measure
is crucial and influences the selection of appropriate values
for parameters such as the number of mobile elements and
the moving speed of the mobile element.
5.2 Experimental Results
In the fIrst group of experiments, we show the impact
of the number of mobiles on the performance measures
described previously. The mobile element moves with a
constant speed of 1 m/sec over a square region of 200m x
200m containing 100 uniformly randomly distributed
sensor nodes. Figure 3 shows the impact of the number of
mobile elements on the average sleeping time in the
network. The average sleeping time is averaged over all
sensor nodes per generated requests for all simulated
experiments. The results show that, increasing the number
of mobile elements servicing the network decreases the
average sleeping time for the sensors.
In Figure 4, the impact of increasing the number of the
mobile elements is presented on the collection ratio. This
illustrates the average number of requests collected by the
number of mobile elements at any time during the
simulation experiment. It is obvious that when the number
of mobile elements increases the difference in performance
between the two proposed heuristic vanishes for the average
sleeping time and the collection ratio.
Figure 5, shows the distance travelled by each
individual mobile. As the overall collection task is been
serviced by more mobile elements, the average travelled
distance by each individual decreases and the increase in
the number of mobiles achieves better collection ratio and
less sleeping time. We can conclude that regardless of the
less distance travelled by each mobile, the number of
mobile elements affects directly the sleeping time of all
sensor node waiting for the collection and the overall
average collection ratio at any specific time point during the
service operation.
The second group of experiments evaluate the effect
of the mobile element speed on the percentage of sleeping
sensors in the network. As the main objective is minimizing
this and keeping the network active, the selection of the
appropriate speed is very crucial. Figure 6 shows the impact
of the speed of one mobile element servicing 100 sensor
nodes uniformly randomly distributed over a square region
of 200m x 200m. An average of 1 percent can be achieved
by using a speed of 10m/sec for the mobile acting with the
Cheapest-Neighbour heuristic and 18 m/sec for the mobile
element using the Nearest-Neighbour heuristic. This means
that the only sleeping sensor in the network is the one
waiting for the collection and its sleeping time will depend
mainly on the distance required to travel by the mobile
element using the Nearest-Neighbour heuristic or the
insertion position on the tour of the mobile element using
the Cheapest-Neighbour heuristic. For more results, we
refer the reader to [22].
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