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ABSTRACT  
Physical characteristics of amino acids are responsible for the folding of protein 
sequences to their native structures. An understanding of protein sequence-structure 
relationships is required to solve the folding problem and it is one of the most important 
problems in computational structural biology. Even though there are tens of thousands of 
protein structures in the Protein Data Bank, it is not understood why they take their particular 
structures or why they are limited to a few thousands of folds. It is well known that protein 
structures are evolutionarily more conserved than sequences and that, often, sequences with 
low sequence identity can share the same fold. This leads to the concept of protein 
designability. The designability  of  a  particular  conformation  is  defined as the  number  
of  different  sequences  that  fold  to it giving unique  minimum  energy. 
Graph features of contact diagrams are employed here to describe the topology of lattice 
models of proteins and coarse-grained protein structures. The relationship between graphical 
features and designability of structures is explored here in various ways. It is found that there 
exists a relationship between some simple geometric graph features and designability. Highly 
designable structures can be distinguished from poorly designable structures based on those 
graphical features. This finding confirms the fact that the topology of a protein structure 
giving rise to its residue-residue interaction network is an important determinant of its 
designability. 
We learn that, the higher the designability of a structure is, the more diverse is its 
sequence space. However, there are conserved positions, which are more frequently conserved 
as either polar or hydrophobic. There is a marked difference between the hydrophobic/polar 
profiles of highly and poorly designable sequences, and thus, they become more clearly 
distinguishable. These profiles can be used to train machine learning algorithms to predict the 
designability of sequences.  
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CHAPTER 1: INTRODUCTION 
1.1 Designability 
Understanding the physical characteristics responsible for the folding of protein 
sequences to their native structures is one of the most important problems in 
computational structural biology because it requires a deeper understanding of the 
protein sequence-structure relationship. This is, however, an extremely challenging 
problem. Even though there are tens of thousands of protein sequences in the Protein 
Data Bank (PDB) (Bernstein et al., 1977), the structures they take are limited to 
some thousands of folds (Chothia, 1992;Wolf et al., 2000;Zhang et al., 2006). It 
is well known that protein structures are evolutionarily more conserved than sequences 
(Illergard et al., 2009) and, often, sequences that have low sequence identity can share 
the same fold (Wong et al., 2006). This leads to the concept of protein designability (Li 
et al., 1996). The designability  of  a  particular  conformation  is  defined as the  
number  of  different  sequences  that  fold  to  the conformation giving unique  
minimum  energy. As noted by Li et al., some folds that are more designable will 
have many more primary amino acid sequences mapping to that same tertiary structural 
fold.  
Complexity of protein studies demands the use of simpler models. One of the most 
straightforward approaches for elucidating the relationship between sequence and fold 
structure is to utilize simple lattice models of proteins so that all protein conformations 
can be exactly enumerated, unlike in the case of real proteins and off-lattice models of 
proteins. Ken Dill has explained how these simple models of lattices are thus quite useful 
(Dill, 1999). It has been well established  that,  despite their  simplicity,  such  models  
can  resemble  real  proteins in  many  ways (Li et al., 1996). Ken Dill further states that 
it is more important in some cases not to go into all of the atomic details, but instead to 
explore thoroughly the conformations and the sequences. Numerous studies have been 
conducted on lattice models to understand protein designability (Cejtin et al., 
2002;Helling et al., 2001;Jian-Yi et al., 2007;Melin et al., 1999;Tang, 2000). Many of 
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these studies have employed hydrophobic/polar model of proteins, where all the chemical 
details of atoms and steric effects due to residue size differences are neglected. In this 
model there are only two identified types of amino acids – hydrophobic and polar, and 
hydrophobic interactions are taken to be the fundamental force that determines protein 
folding. However, there are studies where steric constraints have been employed in lattice 
models as well (Micheletti et al., 1998). In these studies, smaller polar amino acids are 
found to have a higher propensity for being buried than larger ones, as seen in natural 
proteins.  
Studies have also been done on off-lattice models (Miller et al., 2002;Liang Hao-
Jun and Wang Yuan-Yuan, 2002) and semi-off-lattice models of proteins (Covell et 
al., 1990). Emberly et al. used off-lattice models of proteins and found that the surface 
exposure pattern of folded structures is related to their designability (Emberly et al., 2002). 
Full enumeration of an entire fold-space (conformation space) for a specific lattice 
model (e.g., 3×3×3) allows us to address designability and to directly answer questions 
regarding the significance of the relationship between protein sequences and the possible 
folds such sequences may take in three-dimensional space. 
The designability principle that holds for simple lattice models of protein folds 
holds for real proteins as well.   Wong et al. defined fold designability as the number of 
families belonging to a particular fold (Wong et al., 2006). Interestingly, they a l so  
found that many genetic-disease related proteins have folds that are poorly designable, 
meaning, presumably, that these proteins are more susceptible to conformational 
changes arising from mutations.  
More popular folds are stable for many sequences. If the concept of designability 
were understood, we would be able to relate sequences and structure in a better way. 
Sequence-structure relationship can aid our understanding of the structure-function 
relationship. Mani et al. did an interesting study where they compared sequences and 
structures of two proteins that have 88% sequence identity but yet adopt different folds 
(Mani et al., 2010). These two proteins have exactly 56 residues and differ from each 
other at seven positions. However, these are not evolutionary related. They believe that 
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local secondary structural elements at the N and C terminal ends of proteins are crucial in 
determining the fold they adopt. The two proteins may have chosen different 
energetically favorable pathways in folding to end up with the different folds.   
Larson et al. found that sequence entropies for proteins with the same fold are tightly 
clustered and there are different sequence entropies for different folds (Larson et al., 
2002). Their findings suggest that the diversity of sequence space is determined by the 
fold adopted by the sequences and that the designability principle that holds for lattice 
models holds for real proteins as well.  
Network representations of protein structures have been employed in the past 
(Atilgan et al., 2004;Bagler et al., 2005;Dokholyan et al., 2002;Greene et al., 
2003;Kloczkowski et al., 1997a). Brinda et al. represented each amino acid in a protein 
structure by a node and the non-covalent interaction strength between two amino acids 
was considered in the determination of edges (Brinda et al., 2005). The constructed 
representations were called protein structure graphs (PSGs). Sistla et al. converted the 
three-dimensional structure defined by the atomic coordinates of proteins into a graph 
and presented a method for the identification of structural domains of proteins (Ramesh 
et al., 2005). Jha et al. showed how topological parameters derived from protein structures 
can be used for the sequence design for a given set of structures (Jha et al., 2009). They used 
edge-weighted connectivity graph for ranking the residue sites and used optimization 
techniques to find energy minimizing sequences. They were able to minimize the sequence 
space for a given target conformation. Lai et al. used an energy-weighted network of 
structures in conformation space to study a hydrophobic/hydrophilic model (Lai et al., 2009).  
Energy parameters to weigh the vertices were obtained from the Boltzmann factor of each 
conformation to represent the importance of each conformation in the conformation space. 
The use of graph theory in protein structures is discussed in detail in a review by 
Vishveshwara et al. (Vishveshwara et al., 2002). 
In general studies of networks, Albert et al. have found that there are highly 
connected nodes in networks which are crucial for the stability of the network, and these 
nodes are termed hub-nodes (Albert et al., 2000). It is known that real proteins have such 
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crucial residues for stability. Pabuwal and Li studied these hub-residues specifically in 
helical membrane and soluble proteins (Pabuwal et al., 2009) and concluded that the 
highly connected amino acid residues in membrane proteins differ from soluble proteins 
in that these residues in membrane proteins are exposed to the membrane. They further 
concluded that the structure-function model of membrane proteins must differ from that 
of soluble proteins. In a study done by Dokholyan et al. (Dokholyan et al., 2002) it was 
shown that topological properties of protein conformations determine their folding kinetic 
ability.  
There was also a study of the atomic interaction networks in the cores of protein 
folds (Soundararajan et al., 2010). Those authors reported that this protein core atomic 
interaction network, abbreviated by PCAIN, appears to be a signature or a fundamental 
feature of a domain’s native fold. In other words, the domain folds are distinguishable by 
their PCAIN. A PCAIN based scoring scheme was also used for homology-based 
structure prediction.  
1.2 Contact potentials 
Knowledge-based potential functions are used in many different types of 
computational protein studies, including protein structure prediction (Qu et al., 
2009;Kihara et al., 2009;Skolnick et al., 1997;Skolnick et al., 2009;Kryshtafovych et al., 
2009),  protein design (Bellows et al., 2010;Mandell et al., 2009a;Mandell et al., 
2009b;Gerlt et al., 2009), docking applications (Vajda et al., 2009;de Azevedo Jr et al., 
2008;Vakser et al., 2008;Ritchie, 2008) and protein folding mechanism studies (Klepeis 
et al., 2009;Roccatano, 2008;Fawzi et al., 2008;Rumfeldt et al., 2008). Many atomistic 
potential functions (Samudrala, 1998;Lu et al., 2001;Zhou et al., 2002) and coarse-
grained potential functions (Miyazawa et al., 1985;Miyazawa et al., 1996;Sippl, 
1990;Tanaka et al., 1976) have been developed. The use of these potentials has grown 
significantly, and they are of interest because their use can significantly reduce the 
computational cost of modeling and prediction of protein structures. A major challenge in 
computational biology is to derive better coarse-grained potentials that are able to 
perform as well as atomistic potentials, yet are computationally much less expensive. A 
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review of statistical contact potentials can be found in Leelananda et al. (Leelananda et 
al., 2011a).  
Many different coarse-grained potentials have been extensively applied in the 
assessment of protein models and native structure recognition. One of the most widely 
used two-body potentials is the Miyazawa-Jernigan potential (Miyazawa et al., 1996). 
Betancourt and Thirumalai (Betancourt et al., 1999) suggested that pairwise potentials are 
not likely to be sufficient for threading applications. The alternative multi-body 
potentials, in principle, are able to take account of more complex three-dimensional 
interactions, revealing the effects of dense residue packing. More importantly, they can 
capture the strong cooperativity operative within protein structures. Three-body potentials 
were proposed and developed by Munson and Singh (Munson et al., 1997) and also by Li 
and Liang (Li et al., 2005), and all showed improvements over two-body potentials. Four-
body potentials were first derived in the context of Delaunay tessellation by 
Krishnamoorthy and Tropsha (Krishnamoorthy et al., 2003) and demonstrated that these 
potentials also perform better than two-body potentials.  
The four-body contact potentials developed earlier incorporated sequence 
information and considered in detail the interactions between backbones and side chains 
through a simple geometric construction (see Chapter 3 for the model description) (Feng 
et al., 2007). Feng et al. have also developed these potentials to distinguish between 
different levels of solvent accessibility of the residues. Both sequential and non-
sequential four-body potentials have been successful in recognizing the native structure 
among most of the misfolded decoy sets from Decoys ‘R’Us data set. However, these 
potentials fail to recognize the native structures of some significant number of proteins.  
1.3 A guide to the present study  
There are two main areas of work covered in this thesis, namely, the designability of 
proteins and optimized four-body contact potentials developed to evaluate the quality of 
protein models.  Chapters 2 and 3 cover the work on designability and Chapter 4 is on the 
development of optimized four-body contact potentials that could be used in many areas in 
computational biology.  
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In Chapter 2, work on the designability of two-dimensional (2D) and three- 
dimensional (3D) lattice models is discussed. Section 2.1 is based on a published article 
(Leelananda et al., 2011b). Here, graph features of contact maps are employed to describe 
the topology of lattice models, and the relationship between these features and the 
designability of models is explored. It is found that there exists a positive relationship 
between some of the graph features employed and designability. Highly and poorly 
designable conformations are distinguished based on several properties of interaction 
maps. This confirms the fact that the topology of conformations is indeed an important 
determinant of designability.  
It is shown that the size of lattice models is more important than their dimensionality. 
Interestingly, the prediction accuracy of designability of lattice models increases with the 
size of the lattice model. It is also shown that more the designability of a conformation 
is, more diverse its sequence space becomes. H o w e v e r ,  there are conserved 
positions which are more likely to be either polar or hydrophobic. There is also a clear 
difference between the hydrophobic/polar profiles of these two categories of sequences, 
and thus, they are distinguishable.  
There is no one-to-one match between conformations and sequences. Some sequences 
have equally favorable energies for different conformations. Just as designable 
conformations have large number of sequences mapping onto one conformation, there can 
be un-structured sequences where many conformations map onto one sequence. Overall, 
there is a tendency for the unstructured sequences to have higher energy structures. In fact, 
the lowest energy values have a unique mapping between a structure and a sequence. This 
agrees with the principle that low energy forms have more unique structures. The lowest 
energy forms are usually presumed to be more native-like.    
Chapter 3 is an extension of the work done on lattice models to real protein structures. 
A manuscript for the work reported in Chapter 3 is currently under preparation. Here, the 
designability of selected real protein structures found in the PDB is investigated. The 
relationship between the topology of real protein structures and their designabilities is 
explored. It is shown that graph features of contact maps of real protein structures can be 
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used to predict the designability of these structures. The highly designable structures 
obtained are identified to be popular structural motifs found in nature. Poorly designable 
structures obtained are more extended structures with characteristically more open loops 
and fewer interactions. Highly designable structures are tightly packed when compared to 
other structures and have more interactions. As was the case for the lattice models, the 
diversity of the sequences folding to structures increases with the designability of the 
structure in this case as well. Therefore, even though the sequence diversity of highly 
designable structures is naturally higher, there are conserved positions within the structure. 
In addition to that there is a clear indication that the highly and poorly designable 
sequences have different hydrophobic/polar profiles. 
Our main focus has been to find out how highly and poorly designable structures 
differ and what properties of the structures affect their designabilities. In addition to 
looking at structures, the differences in the sequences that fold to highly and poorly 
designable categories of structures are also explored and plausible explanations are 
provided. It is believed that a better understanding of the designability of highly and 
poorly designable structures/sequences might lead to an improved comprehension of 
protein sequence-structure relationships.  
Combining multi-body and short range potentials for threading to obtain better 
interaction potentials is discussed in Chapter 4, which is based on our published article 
(Gniewek et al., 2011). An optimized four-body potential is obtained by combining four-
body sequential, four-body non-sequential and short range potentials. After optimization 
weights are introduced for these different terms, the resulting potentials are found to 
perform better than either of the four-body potentials do individually, better than all other 
coarse-grained potentials (with the average RMSD approaching ~3.7 Å for the homology 
modeling targets), and   almost at the same level of performance as atomistic potentials. 
Interaction potentials are used in many areas in computational biology and can also be 
used in designability studies.  
Chapter 5 summarizes the conclusions drawn in Chapters 2, 3 and 4 and suggests 
directions for future studies.  
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CHAPTER 2: DESIGNABILITY OF LATTICE MODELS OF 
PROTEINS 
This chapter treats the designability of lattice models of proteins. Various two-
dimensional (2D) and three-dimensional (3D) lattice models are employed and all possible 
conformations on these lattices are enumerated completely. A binary hydrophobic/polar 
(H/P) alphabet of amino acids and simple energy functions are used for calculating 
energies of conformations.  
In Section 2.1, topological properties that determine designability are obtained using 
graph features of contact maps of lattice models (Leelananda et al., 2011b). It is found that 
highly designable  structures  can  be  distinguished  from  other  non-designable  
conformations  based  on interaction graph  features. This finding confirms the fact 
that the topology of a conformation is an important determinant of its designability. It 
is also found that the predictions improve as the size of the lattice increases, which is 
remarkable. 
In Section 2.2, the diversity of sequences that fold to structures with different 
designabilities is explored by using a 3x4 lattice model, putting an emphasis on how 
highly and poorly designable sequences differ. It  i s  found that, the more designable a 
conformation is, the more diverse i s  its sequence space. However, although the 
sequences that fold to designable structures are much more diverse, there are some 
conserved positions in the structures.  
Machine learning algorithms are used to distinguish between the two classes of 
sequences, namely, the highly and the poorly designable ones from Section 2.3. It is found 
that the sequences in these two categories have different hydrophobic/polar profiles and 
that this information can clearly be used to categorize these sequences into the two classes. 
The highly and poorly designable sequences obtained from lattice models are used to train 
machine learning algorithms to investigate whether or not real protein sequences belong to 
the highly designable category. In other words, the goodness of fit of these models to 
protein sequences is investigated.  It is found that hexagonal and triangular lattices and the 
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2D shapes mimic real protein sequences better.  
Some preliminary results obtained by looking at the designability concept from a 
different angle are presented in Section 2.4. As designable conformations have large 
numbers of sequences mapping onto one conformation, there can also be un-structured 
sequences where many conformations map onto one sequence. A 3x4 lattice model is 
used to investigate this issue of disorder. 
2.1 Topology and designability of lattice conformations 
Geometry or topology of a structure is considered to be an important factor in 
determining the designability of a conformation (Shahrezaei et al., 2000). Koehl et al. 
(Koehl et al., 2002) suggested that designability of a protein structure can be found from 
the knowledge of its topology alone. England et al. (England et al., 2003a) observed that a 
fold’s tertiary topology correlates with the fold’s designability. Hoang et al. (Hoang et al., 
2004) demonstrated that  native protein folds can arise from considerations of symmetry and 
geometry of their polypeptide chains using  a simple physical model. They further showed 
that limited numbers of protein folds can arise from the geometrical constraints that are 
imposed by the steric interactions and hydrogen bond interactions.  Banavar et al. (Banavar 
et al., 2004) suggested that symmetry and geometry constraints lead to a finite number of 
protein folds  similar to the way they  impose constraints on the limited number of types 
of infinite crystal lattice structures.  
To further investigate the role of topology of a fold and its designability, it is 
important to understand exactly what features of the topology of a particular 
conformation affect its designability. To address this issue, protein structure graphs are 
utilized to represent lattice models and investigate the relationship between various graph 
features based on the structure graphs and designable conformations. It is learned that 
there are several graph features that aid in the prediction of the extent of designability and 
that by using these features the most designable conformations can be distinguished from 
other structures. 
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2.1.1 Methods  
2.1.1.1 Enumeration of compact conformations 
In order to explore the full conformation space for each lattice model, all possible 
compact conformations within 2D lattices (3×4, 4×4 and 5×5) and 3D lattices (2×2×3 
and 3×3×3) are enumerated.  Figure 2.1 shows all 2D and 3D lattices employed in this 
study along with hexagonal and triangular lattices studied by Peto et al. (Peto et al., 
2007a). Hamiltonian walks are utilized, where all sites are visited once and only once 
(with excluded volume condition), and empty unvisited sites (vacancies) are not allowed. 
Enumerations for some of these models had been carried out previously (Li et al., 
1996;Jian-Yi et al., 2007;Kloczkowski et al., 1997b;Kloczkowski et al., 1998a;Kloczkowski 
et al., 1998b;Kloczkowski et al., 2004). 
Each of the aforementioned lattice models represents proteins having different 
numbers of residues (equal to the number of nodes in the lattice).  For these lattice 
models, the total number of possible walks (conformations) without including rotational 
and reflection symmetries are shown in Table 2.1. The results for the hexagonal and 
triangular lattice models studied by Peto et al. (Peto et al., 2008;Peto et al., 2007a) are 
also shown for comparison. It was found that when the size (number of nodes) of the 
models increases, the number of possible conformations increases exponentially (Figures 
2.2 (a) and (b)); the exponential fit is excellent and has a correlation of nearly 1.  
The procedure adopted is given below, by taking the 3x4 lattice model as an 
example. This model has 12 beads (nodes) and thus represents a protein with 12 residues. 
The total number of possible walks (conformations) is 31 without including rotational 
and reflection symmetries and head-tail symmetric conformations. A binary 
hydrophobic/polar (H/P) model is used to generate all possible amino acids sequences for 
each lattice model. For the 3×4 case, this amounts to a total of 212 (4096) different H/P 
sequences having two distinguishable ends; the C-terminal end and the N-terminal end. 
For larger models such as the 3×3×3 and 5×5, a random sampling of sequences is 
employed to reduce the computational cost.  
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Table 2.1:  2D and 3D lattice models used with their corresponding numbers of nodes 
(size of the lattice), conformations and total possible H/P sequences. 
Hexagonal and triangular lattices studied by Peto et al. (Peto et al., 2007a) are 
also included for comparison. 
2.1.1.2 Calculation of energy of conformations 
The sequences generated are threaded onto the enumerated conformations and an 
energy function is used to calculate the energy of each threading. There are different 
energy parameters that could be utilized for the binary alphabet, and in Section 2.1, a 
simple energy parameter set (designated EP1), where each H-H non-bonded contact 
interaction is given an energy of -1.0 and all other non-bonded interactions (H-P and P-
P) an energy of 0 (arbitrary energy units), is used. This energy function has also been 
used by others (Chan et al., 1993;Lipman et al., 1991;Peto et al., 2007b). In Section 2.2, 
another set of energy parameters (termed EP2) is also employed, where H-H, H-P and P-P 
non-bonded contact interactions are given by energies -2.3, -1.0 and 0 respectively (Li et al., 
1996;Jian-Yi et al., 2007). The energy parameters used are summarized in table 2.2.  
The basis for choosing these energies follows from the observation that the most 
important driving forces for protein folding originate from hydrophobic interactions 
(Dill, 1999).  Hydrophobic residues prefer to be shielded from water, so they tend to be 
located inside the core of the   protein.  Additionally, residues that interact favorably with 
water (hydrophilic) tend to reside on the surface of the protein in contact with water.  
 
Lattice model Number of nodes 
(size of the lattice) 
Number of 
conformations 
Number of 
H/P sequences 
3×4 12 31 4.096 x 103 
2×2×3 12 73 4.096 x 103 
4×4 16 69 6.554 x 104 
2x3x3 18 2,110 2.621 x 105 
Hexagonal 19 22,104 5.243 x 105 
Triangular 21 20,843 2.097 x 106 
5×5 25 1,081 3.355 x 107 
3×3×3 27 103,346 1.342 x 108 
6x6 36 57,337 6.872x 1010 
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Figure 2.1: Shapes of 2D and 3D lattice models studied. Hexagonal and triangular 
shapes studied by Peto et al. (Peto et al., 2007a) are also shown.  
2x2x3 3x3x3 
3x4 4x4 
5x5 6x6 
Hexagonal Triangular 
2x3x3 
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Figure 2.2: Number of conformations increases exponentially with the number of nodes, 
i.e., the size of the lattice, with a high correlation: (a) for 2D (3x4, 4x4, 5x5, 
and 6x6) and (b) for 3D (2x3x3, 2x3x3 and 3x3x3) lattices.  
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Table 2.2: Energy parameter sets used and the corresponding interaction energy values 
(arbitrary units). The most favorable interaction in both sets is for H-H non-
bonded contacts. 
 
 
 
Interaction parameters used to calculate energies of conformations need to have only 
two basic physical features: (i) the condition EPP ≥ EHP > EHH, which reflects the protein 
feature that hydrophobic residues are hidden inside the core, and (ii) the condition 2EHP > 
EHH + EPP, which supports the tendency of the mixture of the H and P residues to 
segregate. However, the detailed numerical values of energy parameters are less 
important.  Additionally, it has been shown by Li, Tang and Wingreen (Li et al., 2002), 
who used the full 20-letter amino acid alphabet with the corresponding Miyazawa-
Jernigan matrix of contact interactions and studied protein designability for the 3×3×3 
cube model, that the results are in good qualitative agreement with those obtained earlier 
for a simple H/P model. This means, in terms of designability, that there is not any 
qualitative difference between the H/P binary alphabet and the full 20 amino acid 
alphabet.  
It was suggested by Anfinsen (Anfinsen, 1973) that all the information required to 
specify the three-dimensional structure of a protein is contained in its amino acid 
sequence. His findings led to the thermodynamic hypothesis of protein folding, which 
states that the native state of a protein is at its global free energy minimum under 
physiological conditions. This hypothesis is fundamental for most protein computations 
and to enable native state recognition, as well as for computing the designability, which is 
the total number of different sequences that fold to each conformation with the lowest 
non-degenerate energy, of a specific fold. 
All possible H/P sequences are generated and each sequence is threaded onto all of 
the conformations, following which the contact energies are calculated. The conformation 
that has the lowest energy for the particular threaded sequence is identified from the 
Energy parameter set Interaction energy 
H-H H-P P-P 
EP1 -1 0 0 
EP2 -2.3 -1 0 
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conformation space, and this is assumed to be the conformation that the sequence ‘folds’ 
to. Where there exist more than one conformation giving the same minimum energy for a 
particular sequence (degeneracy), then that sequence is ignored. In other words, only 
non-degenerate (unique) lowest energy yielding sequences are considered. Table 2.3 
shows the percentages of non-degenerate (unique energy) sequences in the data sets for 
the lattice models used. 
2.1.1.3 Calculation of designability  
The energy calculation is repeated for all the sequences in the sequence space. Thus, 
all the sequences in the sequence space are tested against all the structures in the structure 
space in order to identify the structures that these sequences would adopt at their energy 
minima. As such, the number of sequences that fold to each conformation while 
maintaining a unique ground state energy is calculated (designability). There are some 
conformations to which many sequences fold and such conformations are called highly 
designable structures. There are other conformations to which none, or only a small 
number of sequences folds, and such conformations are deemed to be poorly designable. 
Table 2.3:  The percentage of non-degenerate (unique energy) sequences in the data set 
for each lattice model used. The percentage of non-degenerate sequences is 
significantly lower for the three-dimensional lattices. 
Lattice model Percentage 
3×4 18.8 
4×4 20.1 
5×5 18.5 
2×2×3 9.40 
3×3×3 3.00 
2.1.1.4 Generation of contact graphs  
Once the folds for a given shape are computed, the lattice conformation is used to 
generate the corresponding complementary nearest neighbor non-bonded interaction 
graph (hereafter referred to as the interaction graph or contact graph for simplicity). As 
an example, the interaction graph for a 3x4 lattice conformation is shown in Figure 
2.3. Its interaction graph is generated by drawing horizontal or vertical non-diagonal 
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edges between nodes that have a Euclidean distance of exactly 1 in the unit lattice and 
are not already connected by edges, and by removing the edges between nodes that 
already exist in the lattice. 
 
Figure 2.3: The complementary interaction graph (right) is generated from the lattice 
conformation (left) by drawing horizontal or vertical non-diagonal edges 
between nodes, which are not already connected by edges and have a 
Euclidean distance of exactly 1 in the unit lattice, and then by removing the 
bonded edges between nodes that are present (blue lines on left). The 
remaining green lines on the right represent non-bonded interactions. 
Table 2.4: Fifteen graph featured used and their abbreviations 
Graph feature Abbreviation 
maximum degree max_d  
average degree  avg_d 
minimum shortest path  min_sp       
maximum shortest path max_sp   
average shortest path  avg_sp 
number of components  compt 
number of nodes with minimum degree  n_min_d 
number of nodes with maximum degree  n_max_d 
number of nodes with average degree  n_avg_d 
number of nodes with minimum shortest path  n_min_sp 
number of nodes with maximum shortest path  n_max_sp 
number of nodes with average shortest path  n_avg_sp 
number of nodes with zero degree  zeros 
number of nodes with degree one  ones 
number of nodes with degree two  twos 
 
Topological features that can be used to ‘define’ a conformation based on the 
interaction graph of that lattice conformation are considered. Fifteen graph features (or 
Lattice conformation Interaction graph 
17 
 
graph invariants) are used in this analysis and they are listed in Table 2.4 along with their 
abbreviations. Here, the degree of a node is the number of edges (connections) it has and 
the shortest path distance between any two nodes (vertices) is the minimum number of 
visited edges connecting the two vertices in the interaction graph. The number of 
components of a graph is the number of maximal connected sub-graphs. 
2.1.1.5 Regression analysis  
A numerical value for each of the above features can be found directly from each 
conformation’s interaction   graph.  Subsequently, a regression curve is obtained for each 
conformation’s designability using the above features. A linear regression curve provides 
a linear combination of the weighted  features  that   describes  the  designability  of  a  
conformation  in  terms of  the  weighted combination of the numerical representation of 
the graph features. If a non-linear regression function is utilized, a slightly better fitting 
regression function can be obtained. The fit of the regression function is calculated 
based on the correlation of its output with the actual number sequences that fold onto 
the conformation being examined. Regression analysis is carried out using the Weka 
software (Hall et al., 2009). 
A  non-linear regression function is constructed based on the above features. The 
correlation between designability (i.e., the number of sequences that fold to a specific 
conformation) and the values returned by the non-linear regression function is then 
calculated (see Table 2.6). Regression functions are constructed using all of the features 
and taking each feature individually. A  positive  correlation  between  the  topological 
arrangement  of  a  conformation  and  its designability is observed. Based on this 
result, these graph features are then utilized to predict a range of designabilities 
instead of simply predicting a single designability value for a conformation. For this 
approach, a confidence interval for the predicted designabilities is provided. The Naïve 
Bayes classifier is utilized for these predictions. 
2.1.1.5 Naïve Bayes prediction  
Given a hypothesis h and data D which bears on the hypothesis, 
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P(h|D) = [P(D|h) x P(h)]/P(D) 
where, 
P(h):  independent probability of h 
P(D):  independent probability of D 
P(D|h): conditional probability of D  given h 
P(h|D): conditional probability of h given D. 
The above relationship is Bayes’ theorem. A Naïve Bayes classifier is a simple 
probabilistic classifier based on Bayes’ theorem with the independence assumption. In 
other words, such a classifier assumes that the presence (or absence) of a particular 
feature of a class is unrelated to the presence (or absence) of any other feature. 
The number of sequences folding to a particular conformation is given by Ns, and 
this is also designated as the designability of that structure.  First, the distribution of 
designabilities for all the possible conformations for a particular model is obtained. 
The designabilities are discretized (using the Weka software) into three groups or bins 
such that the overall distribution of designability is   preserved. This process of binning 
simplifies the calculations. Results are comparable with those obtained by using larger 
numbers of bins. This procedure is demonstrated in Figure 2.4 for the 5×5 lattice model. 
In the training step, for each conformation described by 15 vectors or features, 
P(featurei|rangej)  where, 1≤ i ≤ 15 and 1 ≤ j ≤ 3 for the three selected bins, are 
calculated along with P(rangej) and P(featurei). In the testing step, the P(rangej|featurei) 
is calculated using Bayes’ theorem. Therefore, all of the features that define a 
conformation can be used together to predict the most probable range for its 
designability. A range for the designability value is predicted and the prediction is 
considered “correct” if the actual designability value lies in that range of maximum 
probability. For each interaction graph a confidence interval for its designability value is 
calculated.  
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Figure 2.4: Discretization of the designability distribution (i.e. the accumulation of 
individual peaks into broader ranges, from the histogram of number of 
conformations) (left) into three bins (containing three designability ranges) 
(right), for the 5x5 lattice using the Weka software. Designability ranges are 
shown below the figure on the right. Numbers shown with the histograms 
are the numbers of conformations folding to each designability range.  
Therefore, the accuracy of a prediction can be calculated for each lattice model of 
interest by finding the correctly predicted instances. Ten-fold cross-validation is utilized 
to estimate the performance of the classification scheme while minimizing over-fitting 
(i.e. reducing the possibility of biased predictions). 
2.1.2 Results 
The total number of different sequences that fold to each conformation having a 
unique minimal (ground state) energy is found.  Some conformations show high 
designability while the others are poorly designable.  An analysis of H/P ratios of 
designable and poorly designable sequences for each lattice model is performed (see 
Table 2.5). The H/P ratios of designable sequences are always slightly larger than those 
of the poorly designable sequences. More H type residues imply stronger interactions 
with the present energies. 
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Table 2.5:  H/P ratios for designable and non-designable sequences for each lattice 
model. H/P ratios of designable sequences are always slightly larger than 
those of the poorly designable sequences. More H type residues imply 
stronger interactions with the present energies. 
Lattice model H/P ratio for  
designable sequences 
H/P ratio for 
non-designable sequences 
3x4 1.22 1.14 
4x4 1.01 0.95 
5x5 1.00 0.92 
2x2x3 0.93 0.80 
3x3x3 1.23 0.92 
 
When regression analysis is conducted on larger lattice models such as the 3×3×3 and 
5×5, a correlation greater than 0.50 for the prediction using ten-fold cross-validation is 
obtained. This is when all the topological features are employed. Here, a training set is 
used to obtain regression functions, and these are then tested using other conformations to 
see if that regression function can predict the designabilities of these conformations. 
Results obtained for the lattice models are listed in Table 2.6. The correlation coefficients 
obtained for 10-fold cross-validation increase as the sizes of the lattices increase (Figure 
2.5). 
Table 2.6:  Correlation coefficients for non-linear regression analysis for the training set 
and for 10-fold cross-validation 
Lattice model Correlation coefficients 
for training set 
Correlation coefficient  for 
10-fold cross-validation 
3×4 0.65 0.42 
4×4 0.60 0.46 
5×5 0.66 0.53 
2×2×3 0.55 0.44 
3×3×3 0.57 0.50 
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Figure 2.5: The relationship between the correlation coefficients for 10-fold cross-
validation linear regression analysis and the sizes of the lattice models. There 
is a good correlation of 0.86. Size of the lattice appears to be more important 
than the dimensionality. 
The correctly classified percentages when predicting the designability ranges using a 
Naïve Bayes classifier with all the features are shown in Table 2.7. The overall prediction 
accuracy increases linearly with the size of the lattice (see Figure 2.6) yielding a 
correlation coefficient of 0.64. The accuracy of prediction also increases with the size of 
the lattice model (except for 4x4) reaching 94% for the largest 3x3x3 model from 68% 
for the smallest 3x4. 
Table 2.7: Prediction accuracies of designability for different lattice models. Prediction 
accuracy increases with the size of the lattice model.  
Lattice model Prediction accuracy 
3×4 67.7 
4×4 59.8 
5×5 80.9 
2×2×3 72.6 
3×3×3 93.8 
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Figure 2.6:  The variation of prediction accuracy of the designability ranges and the sizes 
of the lattice models. Prediction accuracy increases with the size of the lattice 
linearly with a correlation coefficient of 0.64. 
A set of features that would give a reasonable prediction of the designability range 
is obtained. By looking at the ranks of the importance of the features using 
Correlation-Based Feature Subset Selection (Hall et al., 1998), a set of important features 
for 2D lattices (2D features) and a similar set for 3D lattices (3D  features) are obtained. 
The selected 2D features are: number of nodes with degree one (ones), number of 
components (compt), maximum shortest path length (max_sp) and number of nodes with 
degree equal to the average degree in the overall graph (n_avg_d). The 3D  features 
selected  are:  average  shortest  path (avg_sp),  number of connected components 
(compt),  and  number  of nodes with maximum  shortest  path length (n_max_sp).   
A representative feature set that would give a reasonable prediction of the 
designability range for both 2D and 3D lattices is also obtained. These features included 
average shortest path length (avg_sp), number of nodes with average degree (n_avg_d), 
number of nodes with minimum shortest path length (n_min_sp), number of nodes with 
average shortest path length (n_avg_sp), number of nodes with degree 1 (ones) and number 
of nodes with degree 2 (twos). 
The Receiver Operation Characteristic (ROC) curve in which the true positive rate 
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(Sensitivity) is plotted as a function of the false positive rate (1-Specificity) of predictions 
is observed. The Area under the ROC curve (AUC) is a measure of the prediction 
accuracy of the classifier. AUC is a standard way to assess the performance and it can 
take values between 0 and 1; the closer this value is to 1, the better the prediction 
accuracy of the classifier. The AUC’s for each model with each of the above sets of 
features are obtained and the results are shown in Table 2.8.   
Table 2.8: AUC values for different feature sets for varying ranges of designability. 
Lattice Range With all 
features 
With 2D 
feature set 
With 3D 
feature set 
With representative 
set 
 
3×4 
Ns < 25 0.71 0.6 0.48 0.69 
25 ≤Ns ≤ 48 0.89 0.86 0.58 0.87 
Ns > 48 0.70 0.82 0.63 0.74 
 
4×4 
Ns <188 0.79 0.81 0.64 0.77 
188 ≤Ns ≤ 354 0.66 0.66 0.62 0.64 
Ns > 354 0.80 0.81 0.72 0.69 
 
5×5 
Ns < 340 0.65 0.67 0.56 0.65 
340 ≤Ns ≤ 680 0.65 0.66 0.53 0.65 
Ns > 681 0.81 0.75 0.70 0.86 
 
2×2×3 
Ns < 15.7 0.65 0.66 0.61 0.43 
15.7 ≤Ns ≤ 31 0.63 0.63 0.6 0.4 
Ns > 31 0.75 0.77 0.65 0.56 
 
3×3×3 
Ns < 394 0.84 0.79 0.81 0.80 
394 ≤Ns ≤ 787 0.84 0.78 0.81 0.80 
Ns > 787 0.87 0.87 0.82 0.85 
 
The most interesting range is the highly designable range (the third row for each 
lattice type). These results indicate how well the selected features can be used to 
recognize the highly designable conformations.  For the 3×4, 4×4, 5×5, 2×2×3 and 
3×3×3 lattices the AUC values for the highly designable ranges are 0.70, 0.80, 0.81, 
0.75 and 0.87, respectively, with all features. As the size of the lattice increases so do 
the AUC values enabling the distinction of designable conformations (see Figure 2.7). 
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Figure 2.7: The variation of AUC values for the highly designable range with the size of 
the lattice model. The variation appears to be linear with a good correlation 
of 0.78. 
2.1.3 Discussion 
It is shown that there exists a positive relationship between some graph features and 
the designability of conformations.  Furthermore,  it is shown  that  the  prediction  may  
be  improved  by  utilizing  a confidence interval instead of relying upon a single value 
of designability. Moreover, it is found that highly designable  structures  can  be  
distinguished  from  other  non-designable  conformations  based  on  the interaction 
graph  features. This finding confirms the fact that the topology of a conformation is 
a strong determinant of its designability. 
It is also found that the results improve as the sizes of the lattices increase. The 
smaller lattices exhibit anomalies due to the high fraction of surface residues (especially 
those located at the corners in 2D lattices), that have highly limited numbers of non-
bonded contacts.  It is observed that the size of the model used is more important than its 
dimensionality (Figures 2.5, 2.6 and 2.7). It should be noted that this observation is based 
only on a small number of cases for small lattice proteins and therefore may not be 
generalized. 
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For some cases, the AUC value for all the features is less than that for the selected 
set of features (Table 2.8). For example, consider the AUC values for the 3×4 lattice for 
Ns > 48 case. Here the AUC for all the features is 0.70 whereas for the 2D set of features 
it is 0.82. This might be due to the violation of the independence assumption for the 
Naïve Bayes classifier; some features may not be fully independent of each other, and 
thus these features can cause the classifier to be biased in favor of the redundant features. 
A correlation study on each pair of features used is also carried out. A few features show 
a high correlation and most features are only slightly correlated with one another (see 
Table 2.9).  
Table 2.9:  Correlations between pairs of features for all the lattice models used. There 
are some highly correlated features although most of the features are only 
slightly correlated. ‘-‘ denotes correlations that are undefined. (See Table 2.4 
for the list of abbreviations.) 
 
 
 
max_sp avg_sp compt n_avg_d n_min_sp n_avg_sp n_max_sp ones twos 
3×4 
max_sp 1 0.75 - -0.42 -0.66 0.66 0.80 -0.52 0.37 
avg_sp 0.75 1 - -0.77 -0.98 0.98 0.54 -0.65 -0.028 
compt - - - - - - - - - 
n_avg_d -0.42 -0.77 - 1 0.83 -0.83 -0.34 0.90 -0.12 
n_min_sp -0.66 -0.98 - 0.83 1 -1 -0.41 0.65 0.12 
n_avg_sp 0.66 0.98 - -0.83 -1 1 0.41 -0.65 -0.13 
n_max_sp 0.80 0.54 - -0.34 -0.41 0.41 1 -0.60 0.74 
ones -0.52 -0.65 - 0.90 0.65 -0.65 -0.60 1 -0.54 
twos 0.37 -0.028 - -0.12 0.12 -0.13 0.74 -0.54 1 
4×4 
max_sp 1 0.84 -0.12 0.40 -0.74 0.74 0.80 -0.44 0.26 
avg_sp 0.84 1 -0.17 0.18 -0.98 0.98 0.58 -0.44 -0.13 
compt -0.12 -0.17 1 0.23 0.19 -0.19 -0.071 -0.21 0.20 
n_avg_d 0.40 0.18 0.23 1 -0.13 0.13 0.6 -0.90 0.88 
n_min_sp -0.74 -0.98 0.19 -0.13 1 -1 -0.46 0.45 0.23 
n_avg_sp 0.74 0.98 -0.19 0.13 -1 1 0.46 -0.45 -0.23 
n_max_sp 0.80 0.58 -0.072 0.60 -0.46 0.46 1 -0.48 0.59 
ones -0.44 -0.44 -0.21 -0.90 0.45 -0.45 -0.48 1 -0.58 
twos 0.26 -0.13 0.20 0.88 0.23 -0.23 0.59 -0.58 1 
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Thus far in the discussion only the interaction graphs have been used for the 
predictions. However, there are many other graph representations that could be used to 
represent conformations. The use of line graphs is one example. Here, each vertex of the 
conformations is represented by an edge in the corresponding line graph and two vertices 
of the conformation are considered adjacent if and only if their corresponding edges share 
a common end point in the line graph. It is possible to use line graphs to represent 
conformations and repeat the calculations that were done on interaction graphs. Similar 
Table 2.9 (Continued) 
 
max_sp avg_sp compt n_avg_d n_min_sp n_avg_sp n_max_sp ones twos 
5×5 
max_sp 1 0.86 -0.33 -0.01 -0.80 0.80 0.82 -0.02 -0.03 
avg_sp 0.86 1 -0.29 -0.09 -0.98 0.98 0.81 -0.10 -0.27 
compt -0.33 -0.29 1 -0.12 0.34 -0.34 -0.36 0.08 -0.11 
n_avg_d -0.01 -0.09 -0.12 1 0.07 -0.07 0.17 -0.84 0.82 
n_min_sp -0.81 -0.98 0.34 0.07 1 -1 -0.75 0.19 0.31 
n_avg_sp 0.81 0.98 -0.34 -0.07 -1 1 0.75 -0.19 -0.31 
n_max_sp 0.82 0.81 -0.36 0.17 -0.75 0.75 1 -0.07 0.22 
ones -0.02 -0.10 0.08 -0.84 0.19 -0.19 -0.07 1 -0.38 
twos -0.03 -0.26 -0.11 0.82 0.31 -0.31 0.22 -0.38 1 
2×2×3 
max_sp 1 0.90 -0.53 0.12 -0.83 0.83 0.88 -0.12 0.12 
avg_sp 0.90 1 -0.51 -0.19 -0.98 0.98 0.80 0.19 -0.19 
compt -0.53 -0.51 1 -0.12 0.57 -0.57 -0.57 0.12 -0.12 
n_avg_d 0.12 -0.19 -0.12 1 0.31 -0.31 0.38 -1 1 
n_min_sp -0.83 -0.98 0.57 0.31 1 -1 -0.73 -0.31 0.31 
n_avg_sp 0.83 0.98 -0.57 -0.31 -1 1 0.73 0.31 -0.31 
n_max_sp 0.88 0.80 -0.57 0.38 -0.73 0.73 1 -0.38 0.38 
ones -0.12 0.19 0.12 -1 -0.32 0.32 -0.38 1 -1 
twos 0.12 -0.19 -0.12 1 0.31 -0.31 0.38 -1 1 
3×3×3 
max_sp 1 0.73 -0.49 - -0.57 0.59 0.63 -0.27 0.27 
avg_sp 0.72 1 -0.89 - -0.96 0.97 0.98 -0.09 0.09 
compt -0.48 -0.89 1 - 0.92 -0.92 -0.91 0.06 -0.06 
n_avg_d - - - - - - - - - 
n_min_sp -0.57 -0.96 0.92 - 1 -1.00 -0.99 0.01 -0.01 
n_avg_sp 0.59 0.97 -0.92 - -1.00 1 1.00 -0.02 0.02 
n_max_sp 0.63 0.98 -0.91 - -1.00 1.00 1 -0.06 0.06 
ones -0.27 -0.09 0.06 - 0.01 -0.02 -0.06 1 -1 
twos 0.27 0.09 -0.06 - -0.01 0.02 0.06 -1 1 
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graph features can be obtained and examined to see if they are able to predict the 
conformational designabilities. Furthermore, different graph representations may be 
combined either by the classifier or by use of a graph tensor product to obtain new 
representation of the folds in lattice space. It is also possible to use other graph 
representations. In order to come up with a better representation of conformations we 
could extend the present study to employ products of graphs. 
However, since designability is driven by minimizing the protein energy that is 
computed from nearest neighbor non-bonded interactions, the “interaction graph” is 
perhaps a more natural basis for the analysis than the “line graph”. Nevertheless, different 
representations of the same object are useful, even if they carry similar information 
although some representations are more natural for the analysis of a given phenomenon 
than others. 
2.1.3.1 Application to larger lattices and real protein structures 
It is computationally infeasible to enumerate all the conformations of larger lattices. 
Thus far, the largest lattice  space for which complete enumerations of Hamiltonian 
walks have been performed is for the 3×4×4 lattice (Pande et al., 1994). If a set of 
features can be found to predict the designability of a conformation, then that 
information can be used in generating conformations within a lattice space such that they 
are highly likely to be designable without having to generate the full conformation space. 
In order to utilize the graph features to reduce the search-space for a larger lattice 
model, first random sampling of conformations of a smaller lattice for which complete 
enumeration is possible is conducted to select a set of important features for that 
particular structure. Such features are then utilized to predict the highly designable 
conformations that have not been enumerated in random sampling.  Since the complete 
enumeration of structures is possible for  this  smaller  lattice,  highly  designable  
conformations  may  be  compared  to  learn whether predicted designable conformations 
are indeed designable. Depending on the success of this method, a random sampling of 
conformations of larger lattice spaces can be further preformed, to see if the possible 
designable conformations can be predicted successfully. 
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In addition, a similar analysis can be done for real protein structures (off-lattice 
models of proteins). Such a study enables us to investigate the relationship between real 
protein topologies and their designabilities. We learn that graph features are also useful 
predictors of designability for real proteins (see Chapter 3).  
2.2 Sequence space diversity  
In this section, the sequences that fold to highly and poorly designable structures are 
explored. First, the 3x4 lattice model is used to quantify the differences among sequences 
folding to each conformation. This is done by a point mutation analysis where a pairwise 
comparison of the sequences is made and each position where a residue is substituted by 
another amino acid is counted (in this case how many times H is substituted by a P and 
vice versa). All possible conformations on a 3x4 lattice (31 conformations) are 
considered at first, followed by a reduced set where only undirected conformations are 
considered (19 conformations) by removing the directionality (Kloczkowski et al., 
1997b). The effect on degeneracy when obtaining designabilities is also investigated. 
2.2.1 Methods 
All possible compact conformations within a simple 3x4 square lattice are 
enumerated ( this model represents a protein with 12 residues). These are so called 
Hamiltonian walks, where all sites can be visited only once (excluded volume 
condition), and unvisited sites (vacancies) are not allowed. The total number of 
possible walks (conformations) is 31 without including rotational and reflection 
symmetries (Figure 2.8).  
The binary hydrophobic/polar model is used to generate all possible 12 amino 
acid long sequences. These amount to a total of 212 (4096) different H/P sequences 
having two distinguishable ends - the C-terminal end and the N-terminal end. These 
sequences can be threaded onto the enumerated conformations and an energy function 
(EP1) can be used to calculate the energy of each threading. The generation of the 
sequence space and the conformation space is discussed above in detail in Section 2.1. 
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Figure 2.8: All possible compact conformations (31) for the 3x4 lattice (12 residues). 
These are directed conformations and the starting point is indicated with an 
‘*’. 
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The total number of different sequences that fold to each conformation with the 
lowest non-degenerate energy is computed. In other words, the number of sequences 
that fold to each conformation giving a  unique ground state energy is computed. This 
gives the designability of each conformation. 
Different sequences have different monomer compositions and sequences can be 
compared by their “similarities” to one another in a more quantitative way. Similarity 
in terms of the number of positions where the residues in the two sequences are identical 
or not identical is counted. The total number of pairwise comparisons that have exactly 
one mutation (sequences are different only at one position) is calculated for the sequences 
folding to each structure. This count is normalized by the total number of sequences 
folding to the structure. The same procedure is repeated for two point and three point 
mutation analysis as well. In order to quantify how diverse the sequences are in a 
sequence set altogether, the total number of point mutations is counted by comparing all 
the sequences with one another. The idea here is to find and compare the similarity of 
sequences folding to each conformation having different designabilities.  
For a typical protein there is one structure that takes its native state. If there is more 
than one native state for a single protein, the native state for that sequence is not well 
defined (Dias et al., 2006). However, there could be more than one native state for a 
protein. There are two important properties for mapping sequence space to structure 
space as explained in Chan and Dill (1991). These properties are degeneracy and 
convergence. The number of lowest energy structures a single sequence can have is its 
degeneracy while the number of sequences that fold to a structure giving the minimum 
energy is the structure’s convergence.  
An investigation is carried out to determine how the results might change when there 
is more than one native state for a given sequence. In this case there is a one-to-many 
relationship between a sequence and structure. The number of conformations that give 
the lowest energy for one protein sequence is called the degeneracy of that particular 
sequence. The designabilities are found for the conformations by considering not only 
the unique lowest energy conformation for each sequence but also by taking into 
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account all the conformations that have the minimum energy for each sequence (i.e. 
taking into account the degeneracy).  Then,  all  the   sequences  fold  into  one  or  
more  conformations  contributing  to the designabilities of conformations. 
The set of 31 conformations used in this study includes shapes with directionality as 
well, e.g., conformations 6 and 30 in Figure 2.8. The set of conformations with 
directionality removed reduces to 19 unique conformations (Figure 2.19). Non-
degenerate sequences that fold to each conformation are found as before. This reduced set 
is then used to find positional H/P counts for the most designable structures in both the 
extended (Figure 2.9(a)) as well as the reduced set (Figure 2.14(a)). 
2.2.2 Results 
2.2.2.1 Extended set of conformations  
There are some conformations to which many sequences fold to, which are called 
highly designable structures and there are some other conformations to which only a 
small number of sequences folds to, which are called poorly designable. The most highly 
designable structures are shown in Figure 2.9(a) where 71 sequences fold to each of 
them. The only difference between these two structures is that the starting point (denoted 
by ‘*’) of one is the termination point of the other, i.e., the difference between them is 
only the chain directionality. The least designable structures are shown in Figure 2.9(b). 
Two of these structures are unique while the other two show directionality. These 
poorly designable structures have only two sequences folding to them. 
All sequences in the sequence set of each conformation are compared. The sequences 
folding to each conformation are analyzed and it is found that, the higher the 
designability of a conformation is, the more diverse its sequence space becomes. The 
variation of the number of point mutations per sequence in the sequence set (for each 
conformation) with designability is shown in Figure 2.10(a). In other words, the 
sequences that are only different in one position are counted. The linear correlation of this 
relationship is 0.74. 
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Figure 2.9:  The highest and least designable structures of the 3x4 lattice. ‘*’ denotes the 
starting node. 
The same type of analysis is performed for two and three point mutational changes 
per sequence and it is found that mutations increase linearly when the designability 
of the conformation increases, with a high correlation (above 0.8) for these cases as well. 
The variation of two point mutations per sequence with designability is shown in Figure 
2.10(b). When the total number of positions that are mutated or substituted is counted by 
comparing all the sequences with one another, the results obtained are shown in Figure 
2.11. The total number of mutational changes relative to the number of sequences in 
each set increases linearly with respect to the designability of each conformation. Here, 
the linear correlation reaches 0.96. When these linear correlation coefficients are plotted 
against the mutation number, the graph shows a peak corresponding to the mutation 
number of 4 (Figure 2.12). 
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(a) Highest designable (b) Least designable 
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Figure 2.10:  The variation of relative number of pairwise comparisons (for the 3x4 
lattice) with exactly (a) one point mutation and (b) two point mutations 
between them with designability. In both cases the variation is linear with a 
high correlation. 
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Figure 2.11:  The relationship between total number of pairwise mutations per sequence 
for each conformation (for the 3x4 lattice) and designability.  The linear 
relationship exhibits an excellent correlation showing that the diversity of 
sequences increases as the designability increases. 
2.2.2.2 Degeneracy  
Only about 20% of the sequences have unique ground states and the remaining 80% is 
eliminated from the starting sequence space.  It is of interest to explore the distribution of 
the number of native states per sequence (that is the degeneracy) in the sequence space as 
well. The ratio of the number of degenerate sequences and the unique sequence for each 
conformation decreases exponentially as the non-degenerate designability of the 
conformations increases (Figure 2.13). This shows that the degeneracy of the 
conformations decreases as they become more and more designable. 
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Figure 2.12: The variation of linear correlation coefficients between the relative 
mutations per sequence and designability, and the number of mutations 
(for the 3x4 lattice). The correlation increases linearly with the number of 
mutations for smaller numbers of mutations and decreases sharply beyond 
four mutations. 
 
Figure 2.13: The relationship between the number of degenerate (unique) sequences and 
the designability (for the 3x4 lattice). With increasing designability, the 
degeneracy decreases exponentially. 
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(a)  Most designable (b)  Least designable 
2.2.2.3 Reduced set of conformations  
Nineteen unique conformations are obtained when directionality is removed from all 
possible 31 conformations (Figure 2.19). The most and the least designable conformations 
for this non-degenerate case are shown in figures Figure 2.14(a) and (b) respectively. 
Figure 2.14(a) agrees with results obtained by Yesylevskyy et al. (Yesylevskyy et al., 
2004). 
 
Figure 2.14: Most and least designable structures for the 3x4 lattice when directionality is 
removed. 
A positional mutational/substitution analysis for structures is also carried out. In 
other words, for the most designable structures in the extended set and the reduced set the 
H/P ratio, H and P counts, and energy weighted H and P counts are obtained at each 
position. The sequences that fold to these conformations are used for this analysis.  
In the conformation shown in Figure 2.15(a), positions 3 and 4 are fully buried and 
all other positions are exposed. In an ideal case buried residues are hydrophobic and 
exposed residues are polar. A similar pattern is obtained for sequences of this structure as 
well. At positions 3 and 4 the H/P ratio is significantly larger than at other positions 
where the polar character dominates (see Figure 2.15(b), (c) (d)).  
A similar trend is seen in the structure shown in Figure 2.16(a). In this case, 
positions 1 and 12 are buried while all other positions are on the surface. The sequence 
pattern shows that positions 1 and 12 are always hydrophobic as expected in the ideal 
case. It is interesting also to note here that corner positions are more polar than other 
positions; positions 3 and 10 which represent the closest corners to the opening of the 
structure are completely polar while positions 5 and 8 which are relatively further away 
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from the opening are mostly polar, which appears as a distinct difference between the 
various corners (see Figure 2.16 (b) and (c)). 
 
 
 
 
 
 
 
 
Figure 2.15: (a) The most highly designable conformation for the extended set of the 3x4 
lattice (residue index indicated), (b) Bar graph of H (blue) and P (red) 
counts at different residue indices, (c) Bar graph of energy weighted H 
(blue) and energy weighted P (red) counts at different residue indices, and 
(d) Bar graph of H/P ratio (yellow) and energy weighted H/P ratio (green) at 
different residue indices. For buried residues (3 and 4), the H count, the 
energy weighted H count and the H/P ratios are all high indicating the 
hydrophobic nature of these residues. The remaining surface residues all 
tend to be more polar.  
2.2.3 Discussion 
The sequences folding to each conformation are analyzed and i t  i s  found that, the 
higher the designability of a conformation is, the more diverse its sequence space 
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(b) 
becomes. This finding agrees with natural proteins where very different sequences (non-
homologous) can fold to the same fold. It is reported that two proteins with the same fold 
may have sequences as different as any two sequences picked at random and two 
sequences with a significant sequence similarity may not necessarily fold to the same 
structure (Trinquier, 1999). 
 
Figure 2.16:  (a) The most highly designable conformation for the reduced set of the 3x4 
lattice (residue index indicated), (b) Bar graph of H (blue) and P (red) 
counts at different residue indices and (c) Bar graph of energy weighted H 
(blue) and energy weighted P (red) counts at different residue indices. For 
buried residues (1 and 12) the H count is high, indicating the hydrophobic 
nature of buried residues. Outer residues tend to be more polar. 
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solvent whereas the core residues have more hydrophobic character and are shielded from 
solvent. Even though the sequences that fold to designable structures are much more 
diverse, there are apparent conserved positions within the structures. Li et al. have found 
that there are conserved positions in the 3x3x3 lattice by using a probabilistic approach 
(Li et al., 1996). 
2.3 Use of machine learning algorithms 
It is of interest to classify sequences folding to conformations of different 
designability. Here, no structural information is taken into account and the prediction is 
based solely on the hydrophobic/polar profile of sequences. Machine learning algorithms 
are used in many disciplines to classify data. The idea here is that, the system can be 
trained to recognize patterns in the data and to make intelligent decisions based on the 
data it was trained on. Machine learning algorithms are used in this section to distinguish 
between sequences folding to highly and poorly designable conformations. The 
sequences folding to these two categories have different hydrophobic/polar profiles and it 
is possible to classify these sequences with high accuracy.  It has been found that 
machine learning algorithms can successfully distinguish between designable and non-
designable sequences for triangular and hexagonal lattices (Peto et al., 2008). Here, this 
analysis is extended to include 2D and 3D lattice models. 
Protein sequences found in nature are expected to be highly designable due to the 
evolutionary mechanism of natural selection. Since machine learning algorithms can be 
trained to identify highly and poorly designable  sequences  from  a  set  of  sequences,  
the  sequence  data  obtained  from lattice models can be used to train algorithms to test 
whether these algorithms can identify real protein sequences as designable, without 
taking into account any structural information.  
2.3.1 Distinguishing between designable and non-designable sequences 
2.3.1.1 Methods 
All possible compact conformations for 2D lattices (5x5 and 6x6) and 3D lattices 
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(2x2x3, 2x3x3 and 3x3x3) are enumerated. Each of the above mentioned models 
represents proteins with different number of residues (Table 2.1). The results for the 
hexagonal and triangular models studied by Peto et al. (Peto et al., 2008) are also 
shown along with the total number of shapes (conformations) obtained for each of these 
models. When the size of the models becomes larger, the number of conformations 
increases exponentially (Figure 2.1(a) and (b)). 
A binary hydrophobic/polar (H/P) alphabet is used to obtain all possible amino acid 
sequences for each of the models. For larger models such as the 3x3x3, 5x5 and 6x6, 
full enumeration of the sequence space is not feasible; thus, random sampling of 
sequences is employed as before. These sequences can be threaded onto the enumerated 
conformations and an energy function can be used to compute the energy of each 
threading as before. Results are obtained for both energy parameter sets EP1 and EP2 
(Table 2.2).  
As before, the total number of different sequences that fold to each conformation 
having unique minimal (ground state) energy is found. Some conformations show high 
designability while others are poorly designable. The highest number of sequences 
folding to a conformation (Nmax) is noted. Structures are considered poorly designable if 
they have 10% of Nmax or fewer sequences folding to them. Highly designable structures 
are classified as those conformations that have Nmax - 10% of Nmax or a higher number of 
sequences folding to them. 
Machine learning algorithms 
The sequences folding to highly designable conformations are called highly 
designable sequences and those folding to poorly designable conformations are called 
poorly designable. Machine learning algorithms are used to find out whether these two 
sets of sequences are distinguishable. Machine  learning  algorithms to  classify  
sequences  folding  into  highly  and  poorly designable structures were  first  used  by 
Peto et al. (Peto et al., 2008) and the same procedure is followed here. It has been found 
that, for hexagonal and triangular lattices, highly and poorly designable sequences can 
indeed be distinguished using the Weka machine learning workbench (Witten et al., 
41 
 
2005;Hall et al., 2009). Several classification algorithms, including Support Vector 
Machine (SVM) with Sequential Minimum Optimization (SMO), J48 Decision Tree and 
Naïve Bayes (NB) are used in this study. 
Tripeptide percentages of each sequence (HHH, HHP,  HPH, PHH, PPH, PHP, HPP, 
PPP) are used as the input to the statistical learning algorithms as was done by Peto et al. 
Encoding a sequence in tripeptide percentages  allows the comparison of sequences of 
unequal lengths. The performance of the classifiers is tested using ten-fold cross-validation 
experiments. The data is randomly divided into ten sets and the classifier, which is trained on 
nine data sets, then attempts to identify the folding class of the ‘unknown’ remaining target 
sequences in test set. That is, the classifier is tested to see whether it can identify the ‘pattern’ 
it was trained to identify. The whole procedure is repeated ten times taking a different 
subset each time as the test set. In this analysis one class contains the highly designable 
sequences and the other the poorly designable.  The tripeptide percentages for each 
sequence is obtained and used as the input into the algorithm. Ten-fold cross-validation 
method as explained above is used to see if the algorithms can be trained to distinguish 
between the two classes of sequences. 
2.3.1.2 Results  
The number of sequences folding to a particular conformation is given by Ns, and this is 
also termed the designability of that structure.  The  number  of  structures  (NOS)  with  a  
given  Ns    has been shown to  decrease monotonically with increasing designability (Ns) (Li 
et al., 1996;Peto et al., 2008). Qualitatively similar graphs are obtained for the new models 
studied. The variation of ln (NOS) and Ns for 2x3x3 and 3x3x3 lattices for the EP2 energy 
function is shown in Figure 2.17(a) and Figure 2.17(b) respectively. These results agree with 
those of Li et al. (Li et al., 1996) for 3x3x3 and Peto et al. for triangular and hexagonal 
lattices (Peto et al., 2008). The number of structures having higher Ns values is smaller than 
the number with lower Ns values. That is the number of highly designable conformations is 
smaller than the number of structures with lower designability, a result that could have been 
anticipated. The energy gap for a particular conformation is calculated by taking the energy 
difference between the lowest energy (native state) conformation and the next lowest energy 
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conformation; and adding all of these energy gaps and averaging it over the number of lattice 
sequences folding to that conformation. The energy gap versus designability (Ns) for 2x3x3 
protein for both energy functions EP1 and EP2 are shown in Figure 2.18(a) and (b) 
respectively.  The energy gap increases as the designability increases, which is to be 
expected. For low Ns values, the increase is sharp and levels off at higher Ns values. These 
results also agree with those of Li et al. (Li et al., 1996) for 3x3x3 lattice, and Peto et al. (Peto 
et al., 2008) for triangular and hexagonal lattices. Percent accuracies and AUC’s for ten-
fold cross-validation for distinguishing between highly and poorly designable sequences 
are shown in Table 2.10. Accuracy exceeds 60% (AUC > 0.6) for most cases, and 
sometimes even exceeds 90%. 
2.3.1.3 Discussion  
The number of structures (NOS) with a given designability (Ns) decreases monotonically 
with increasing designability. There are many structures with low designability and fewer 
with high designability. The energy gap increases as the designability increases. That 
means as the designability of the structures increases, the thermal stability of structures 
also increases showing that designable structures are thermodynamically more stable than 
other structures. Consequently, because of their lower energies, they will have higher 
probabilities among the set of all structures. 
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Figure 2.17: The variation of the number of structures (as ln (NOS)) with designability 
(Ns) for 2x3x3 and 3x3x3 lattices for the energy function EP2. Both graphs 
show an approximate monotonic decrease of ln (NOS) with Ns. 
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Figure 2.18:  The variation of energy gap with designability (Ns) for 2x2x3 lattice for the 
two energy parameter sets: (a) EP1 and (b) EP2. 
 
Table 2.10:  The percent accuracy and AUC for 10-fold cross-validation using different 
algorithms for the lattice spaces investigated. Accuracy exceeds 60% (AUC > 
0.6) for most cases showing that highly and poorly designable sequences can 
be distinguished. 
Lattice model Algorithm %Accuracy (EP1) 
%Accuracy 
(EP2) 
AUC 
(EP1) 
AUC 
(EP2) 
 
2x2x3 
NB 80.0 64.5 0.93 0.76 
SMO 88.6 73.1 0.88 0.73 
J48 91.4 88.2 0.96 0.93 
 
2x3x3 
NB 63.7 80.4 0.66 0.90 
SMO 65.1 82.6 0.65 0.82 
J48 63.4 83.1 0.66 0.85 
 
3x3x3 
NB 74.8 65.3 0.84 0.71 
SMO 76.1 68.3 0.76 0.68 
J48 71.1 57.7 0.73 0.60 
 
5x5 
NB 57.1 58.5 0.61 0.58 
SMO 59.2 63.9 0.59 0.64 
J48 57.4 58.0 0.57 0.58 
 
6x6 
NB 60.3 60.8 0.60 0.62 
SMO 56.3 61.4 0.56 0.61 
J48 59.1 59.1 0.59 0.60 
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The percent accuracies and AUC values for the ten-fold cross-validation to evaluate 
the distinction between highly and poorly designable sequences are in most cases greater 
than 60% (with AUC > 0.6). Qualitatively, the performances of the two energy parameter 
sets EP1 and EP2 are similar. The sequences in the two categories clearly show 
information that could be used to identify these sequences. This shows that the machine 
learning algorithms used here can be trained to distinguish between highly and poorly 
designable sequences as shown by Peto et al. for triangular and hexagonal lattices.  
2.3.2 Application to real proteins 
Protein sequences found in nature are expected to be highly designable due to 
natural selection. Since machine learning algorithms can be trained to identify highly 
and poorly designable  sequences  from  a  set  of  sequences,  the  sequence  data  
obtained from lattice models can be used to train algorithms to test to  see whether 
these algorithms can identify real protein sequences as designable, without taking into 
account any structural information. That is, to investigate whether machine learning 
algorithms can be trained to pick out real protein sequences from a set of sequences 
having both random sequences and real protein sequences expressed in binary H/P 
format. 
2.3.2.1 Methods 
Two sets of protein sequences with a maximum sequence identity of 25% are used 
in this study. One set consists of 4,435 sequences, 120 to1,000 amino acids in length (set 
1), and the other consists of 1,257 sequences, 40 to 119 amino acids in length (set 2). 
Each sequence is converted into a binary format so that amino acids 
S,T,N,Q,Y,C,K,R,H,D,E  are  considered  as  polar  and  indicated as P  and  amino  acids 
G,A,V,L,I,M,P,F,W are taken as hydrophobic and identified with H. The mean P/H ratios 
for the two sets are calculated and shown in Table 2.11). 
The training set consists of the highly and poorly designable sequences obtained 
using various lattice models and the test set consists of real binary protein sequences plus 
random sequences of varying P/H ratios as a negative control. (The designable and non-
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designable sequences for the hexagonal and triangular lattices were provided by Myron 
Peto.) The goal is to see whether algorithms can successfully identify the real protein 
sequences as designable. Only the results obtained for set 1 are shown here.  
2.3.2.2 Results 
The mean P/H ratios calculated for the two sets of proteins are shown in Table 2.11. 
The maximum accuracy and AUC for each lattice model are shown in Table 2.12. The 
coordination number, interior to surface ratio and bond angle for each model are also 
shown. 
Table 2.11: The means and the standard deviations of the P/H ratios for the two protein 
data sets. The number of proteins in each set is also shown.  
Protein set Number of residues Number of proteins Mean P/H ratio Standard deviation 
Set 1 120 to1000 4435 0.990 0.0020 
Set 2 40 to 119 1257 0.915 0.0003 
 
Table 2.12: The maximum percent accuracies and AUC values for different lattice 
models for testing with real protein sequences for data set 1 and 2. Only the 
highest accuracies and AUC values are shown. The coordination number, 
interior to surface ratio and bond angle are also shown for each lattice model 
for comparison. 
Model Coordination 
number 
Interior/Surface 
Ratio 
Bond angle Maximum 
% accuracy 
Maximum 
AUC 
3x3x3 6 0.004 90 50 0.5 
5x5 4 0.56 90 90 ~1 
6x6 4 0.80 90 80 ~1 
Hexagonal 6 0.58 60 95 ~1 
Triangular 6 0.40 60 90 ~1 
 
2.3.2.3 Discussion 
According to Table 2.12, the hexagonal and triangular lattices and the 2D shapes 
seem to mimic real protein sequences better. The reasons for this could be that the 
interior to surface ratios of 5x5, hexagonal and triangular models, and coordination 
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numbers and bond angles for hexagonal and triangular models are more realistic. It had 
been found in an earlier study of  lattice models with unrestricted boundaries, where the 
number of the core sites was varied, that structures having a larger number of core sites 
are more designable (Zhang et al., 2003).   
The test set used in this study consisted of real protein sequences as well as 
arbitrary sequences with varying P/H ratios. These arbitrary sequences could be 
designable by chance. It is therefore of interest to pick a reasonable negative set as the 
testing test. 
It would be interesting to find out whether machine learning algorithms could be 
used to distinguish sequences of real proteins that have been found to fold to higher or 
lower designable structures. For example, in the CATH database,   all-alpha  proteins  
are  subcategorized  into  five  groups  according  to  their  architecture; Orthogonal 
Bundle,  Up-Down Bundle, Alpha Horseshoe, Alpha Solenoid and Alpha/Alpha Barrel. It 
is interesting to see if sequences belonging to highly populated architectures would be 
identified to be highly designable using the above method.  
It has been found that proteins of thermophilic organisms tend to be more designable 
than those of mesothermic organisms (England et al., 2003a;Igor, 2007). It is also of 
interest to test highly and poorly designable sequences obtained using above models and 
machine learning algorithms. 
2.4 A preliminary study of disordered proteins using a simple lattice 
Designability is only one aspect of the sequence-structure relationship. There are 
other issues that are equally important. In this section, the lattice models are used to look 
at “disordered protein sequences”.  A disordered protein sequence is one that folds to 
many structures, or, in other words it is unstructured. 
Ideal sequences are generated for each conformation for the reduced structure set of 
3x4 lattice models (19 conformations) (see Figure 2.19). These ideal sequences give the 
conformations a fully hydrophobic core and a completely polar surface. The distribution 
of energies follows a funnel-like structure (Figure 2.20) where only one lowest energy 
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form is present and the number of forms increases as energy increases. The same 
sequence (or the reverse sequence) can fold to many conformations and there is not a 
one-to-one relationship between sequence and structure. Interestingly, it is found that, in 
general, there is a greater tendency for unstructured sequences to have higher energy 
structures. 
2.4.1 Methods 
To limit the considerations, the distributions of energies are chosen to be considered 
for highly constrained cases where there is a relatively constrained correspondence 
between sequence and structure by requiring each position in the 3x4 space to have a 
residue of a specific type - hydrophobic residues for buried ones and polar residues on the 
surface. Despite this requirement that each structure specifies one sequence, the sequences 
are not all unique. There are, however, fewer than 31 sequences corresponding to the 19 
sequences taken in the two directions. 
It is useful to consider a simple example. In Figure 2.19, all of the possible structures 
that can occur within the compact rectangle of size 4 (width) by 3 (height) are shown, 
excluding symmetric cases. In this case there are only 19 forms.  The node positions are 
assigned to one of the two types; hydrophobic (in red) or polar (in blue). Thus the 
structures represent “perfect” proteins with outside entirely polar and the interior 
hydrophobic.  While this reflects overall features of protein structures - a hydrophobic 
core and a polar outside corresponding to a perfect placement - actual proteins are not this 
perfect in the location of the different residue types, presumably something required for 
function.  These are then scored with the EP2 energy parameters. 
2.4.2 Results 
Energies obtained for these 19 conformations are shown in Table 2.13. The 
distribution of the energies of conformations follows a funnel-like structure with only one 
lowest energy form (19: -6.3), and number of forms increases at higher energies (Figure 
2.20). In Table 2.14, the sequence corresponding to each structure is shown in column 2. 
Column 3 shows the reverse sequence whenever the sequence is not symmetrical.  
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Figure 2.19: The conformations for the 3x4 lattice model (after removing directionality) 
with ideal sequences threaded onto each. The central two residues, core, is 
completely hydrophobic (red) whereas the surface nodes are always polar 
(blue). Each structure is assigned an identification number (first number) 
and the energy corresponding to the threading is shown as the second 
number for the EP2 energies.  
 
 
1:  - 4 2: - 4 3: - 4 4: - 5 
5: - 4 6: - 4 7: - 4.3 8: - 5.3 
9: - 4.3 10: - 5.3 11: - 4.3 12: - 4 
13: - 4 14: - 5 15: - 4 16: - 4 
17: - 4 18: - 5 19: - 6.3 
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Table 2.13: The distribution of energies among the 19 (directionality removed) 
conformations shown in Figure 2.19. The higher the energy, the larger is 
the number of conformations having that energy (see Figure 2.20).  
Energy Conformation ID Number of 
Conformations 
- 6.3 19 1 
- 5.3 8, 10 2 
- 5.0 4, 14, 18 3 
- 4.3 7, 9, 11 3 
- 4.0 1, 2, 3, 5, 6, 12, 13, 15, 16, 17 10 
 
Figure 2.20:  Energy landscape corresponding to the distribution of energies for the 19 
conformations (Table 2.13). The width of the funnel represents the 
conformational entropy. Vertical axis is the free energy. Native state is the 
minimum energy conformation, which is at the global energy minimum 
(conformation number 19).
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Table 2.14:  The ideal sequences (Figure 2.19) and reverse sequences for each structure 
ID. Reverse sequence is shown only when the sequence is not symmetrical.  
 Structure ID Sequence Reverse sequence 
1 PPPPPHHPPPPP  
2 PPPPPPPHHPPP PPPHHPPPPPPP 
3 PPPPPPPHHPPP PPPHHPPPPPPP 
4 PPPPPPPPPPHH HHPPPPPPPPPP 
5 PPPHHPPPPPPP PPPPPPPHHPPP 
6 PPHHPPPPPPPP PPPPPPPPHHPP 
7 PPHPPPPHPPPP PPPPHPPPPHPP 
8 PPHPPPPPPPPH HPPPPPPPPHPP 
9 PPHPPPPPPHPP  
10 PPPPHPPPPPPH HPPPPPPHPPPP 
11 PPPPHPPHPPPP  
12 PPPPHHPPPPPP PPPPPPHHPPPP 
13 PPPPPHHPPPPP  
14 PPPPPPPPPPHH HHPPPPPPPPPP 
15 PPPPPPPPPHHP PHHPPPPPPPPP 
16 PPPPPHHPPPPP  
17 PPPPPHHPPPPP  
18 PPPPPPPPPPHH HHPPPPPPPPPP 
19 HPPPPPPPPPPH  
 
In column 2 of Table 2.15, all possible unique sequences (total 20) that have two 
polar and 10 hydrophobic residues are shown. Each sequence is identified by its sequence 
ID. The structures that have these sequences as their corresponding threadings are 
depicted in column 3. If the sequence corresponds to a structure’s reverse threading 
sequence (column 3 in Table 2.15), then the structure ID is followed by an ‘R’. There are 
actually 20 unique sequences out of possible 31 different forms. The last column gives 
the energy of each structure corresponding to its structure ID. For example, sequence ID 
2 has structures 2,3 and 5R as its corresponding structures, and the last column shows the 
energy for these three structures (- 4).  
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Table 2.15: All possible unique sequences (total of 20) with two polar and ten 
hydrophobic residues each are shown and identified by a sequence ID. The 
structure ID’s having these sequences as their corresponding threadings and 
their energies are also shown. (Sequences corresponding to a structure’s 
reverse threading sequence are shown with ‘R’ followed by structure ID).  
Sequence ID Sequence Structure ID Energies 
1 PPPPPHHPPPPP 1, 13, 16, 17 -4, -4, -4, -4 
2 PPPPPPPHHPPP 2, 3, 5R -4, -4, -4 
3 PPPHHPPPPPPP 2R, 3R, 5 -4, -4, -4 
4 PPPPPPPPPPHH 4, 14, 18 -5, -5, -5 
5 HHPPPPPPPPPP 4R, 14R, 18R -5, -5, -5 
6 PPHHPPPPPPPP 6 -4 
7 PPPPPPPPHHPP 6R -4 
8 PPHPPPPHPPPP 7  -4.3 
9 PPPPHPPPPHPP 7R -4.3 
10 PPHPPPPPPPPH 8 -5.3 
11 HPPPPPPPPHPP 8R -5.3 
12 PPHPPPPPPHPP 9  -4.3 
13 PPPPHPPPPPPH 10 -5.3 
14 HPPPPPPHPPPP 10R -5.3 
15 PPPPHPPHPPPP 11 -4.3 
16 PPPPHHPPPPPP 12 -4 
17 PPPPPPHHPPPP 12R -4 
18 PPPPPPPPPHHP 15 -4 
19 PHHPPPPPPPPP 15R -4 
20 HPPPPPPPPPPH 19 -6.3 
 
2.4.3 Discussion 
There is not a one-to-one match between conformations and sequences. Some 
sequences have equally favorable energies in different conformations. Just as designable 
conformations have large number of sequences mapping onto one conformation, there 
can be un-structured sequences where many conformations map onto one sequence. In 
this case, it is interesting to note that, for a given sequence, all the structures to which 
they map have the same energy (column 4, Table 2.15) - a case where sequences are 
mapping onto conformational energies. 
Overall there is a tendency for the unstructured sequences (sequence ID’s 1,2,3,4 and 
5) to form higher energy structures. In fact, both of the lowest energy values (-5.3 and -
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6.3) have a unique mapping between a structure and a sequence (sequence ID’s 
10,11,13,14 and 20). This agrees with the principle that low energy forms have more 
unique structures. The lowest energy forms are usually presumed to be more native-like.    
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CHAPTER 3: DESIGNABILITY OF REAL PROTEIN STRUCTURES 
In this chapter, selected real protein structures obtained from the PDB are used to 
perform designability studies. In Section 3.1, the thermodynamic stability of highly 
designable structures is explored using experimental data for the Gibb’s free energies 
found in the literature. It is found that there is a reasonable correlation between changes 
in observed Gibb’s free energy and contact densities for the proteins studied. This 
correlation increases when the proteins are categorized according to their secondary 
structure. Since the contact densities of proteins correlate with their designabilities 
(Shakhnovich et al., 2005), it can be concluded that as the designabilities increase the 
stabilities of the proteins also increase. This result is in agreement with earlier studies 
done on lattice models where it has been found that highly designable structures are 
thermodynamically more stable (Li et al., 1996).  
In Section 3.2, designability studies are performed for off-lattice models of proteins 
where conformations are generated starting from a native protein structure. It is found 
that as the structure becomes more divergent from the native, its energy increases. 
Furthermore, highly designable structures are more native-like, i.e. like the starting 
structure.  
Section 3.3 is an extension of the previous work done on lattice models (Section 
2.1). The topological features of real proteins that can predict their designabilities are 
obtained using graph features of structures’ interaction maps. It is found that highly 
designable structures are more densely packed with more interactions. Furthermore, 
graph features can be used to pick out the most highly designable motifs. 
In Section 3.4, a mutational analysis of sequences folding to structures is performed 
as was done in Section 2.2. For the highest designable structure, the variation of both 
relative solvent accessibility (RSA) and the number of substitutions at each residue 
position with the normalized degree of connectivity are observed. A multiple sequence 
analysis is also performed on the PDB by using the sequence corresponding to the most 
highly designable structure and substitution analysis is done as before, and its variation 
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with the degree of connectivity is observed at each residue position. It is found that the 
diversity of the sequences folding to structures increases with the designability of the 
structure. Even though the sequence diversity of highly designable structures is higher, 
there are still some conserved positions along the sequence.  
In Section 3.5, eigenvalues of interaction graphs are used in conjunction with 
topological features for predicting designability. The maximum degree of connectivity 
and maximum eigenvalues of contact graphs correlate well and we show that they can be 
used interchangeably for predicting designability. However, the maximum eigenvalue 
alone is not a property that is sufficient to predict designabilities and so other graph 
features from contact graphs are also needed to achieve a higher level of predictability. 
In Section 3.6, the sequences that fold to highly and poorly designable structures are 
explored by using machine learning algorithms as was done in Section 2.3 for the lattice 
models. Also, these two categories of sequences can be used to train machine learning 
algorithms to identify real protein sequences as designable from a set of sequences 
containing both real protein sequences and random sequences. Moreover, as in the case 
of lattice models, there is information contained in the sequences’ hydrophobic/polar 
profiles in this case as well and this information can be used to categorize them into 
highly and poorly designable classes of sequences. 
3.1 Thermodynamic stability of highly designable structures 
In this section we test to see whether highly designable structures are indeed 
thermodynamically more stable than other structures by using the highly limited 
experimental data found in the literature. Contact densities of proteins are used as a 
measure of designability of proteins because it has been reported (Shakhnovich et al., 
2005) that there exists a positive correlation between designability and contact density. 
Experimental Gibb’s free energy changes of folding are used as a measure of thermal 
stability of proteins.  
3.1.1 Methods  
Two residues are considered to be in contact if the two C α atoms of the two 
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residues are within a specified close distance (6.5 Å). The density of contacts of a 
protein is the number of non-bonded contacts per residue. It is calculated by dividing the 
total number of contacts by the length of the protein. The  density  of  contacts  of  a  
protein  has  been  demonstrated  to  be  positively  correlated  with  the designability of 
the protein structure (Shakhnovich et al., 2005). It has been shown using lattice models 
that highly designable structures  show high thermal stability (Wingreen et al., 2004). 
Therefore, it is reasonable to hypothesize that there is a correlation between the 
density of contacts and the stability of proteins. 
The protein stability is experimentally measured by the Gibb’s free energy of protein 
folding. The data used in this study are shown in Table 3.1 (Ooi, 1988). For the 
purpose of this study the Gibb’s free energy change (∆G) for protein chains is 
calculated at the transition temperature (Tm) from the ∆H and ∆S with the relationship: 
 
∆G = ∆H - T∆S. 
 
Table 3.1: Data used for the calculation of ∆G and contact density (Ooi, 1988). 
Protein name PDB Entry CATH Tm (K) Number of 
residues ∆H (kcal/mol) 
∆S 
(kcal/ K mol) 
Bovine pancreatic trypsin 
inhibitor 4PTI irr 373 58 268 0.518 
Streptomyces subtilisin inhibitor 2SSI αβ 356.2 107 356 0.674 
Ribonuclease T1 1RNT αβ 329.7 104 565 1.048 
Carp parvalbumin 1CPV α 363 108 486 0.886 
Ribonuclease A 5RSA αβ 309 124 663 1.234 
Hen egg white lysozyme 2LYZ α 351.5 129 656 1.207 
Sperm whale myoglobin 2MBN α 351.5 153 724 1.393 
T4 lysozyme 2LZM αβ 329.8 164 841 1.595 
Papain 8PAP αβ 356.8 212 1050 1.946 
Subtilisin BPN’ 1SBT αβ 340.5 275 1234 2.479 
Carbonic andydrase B 2CAB αβ 330 256 1387 2.625 
L-arabinose binding protein 1ABP αβ 326.5 306 1371 2.814 
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3.1.2 Results  
The variation of Gibb’s free energy change of protein folding with contact 
density for the 12 proteins studied is shown in Figure 3.1. This graph shows a linear 
dependence supporting the overall relationship between contact density and thermal 
stability, but with significant deviations. However, it was reported that structural 
characteristics can also affect designability (Kussell, 2005).  
To test the effect that secondary structure elements have on the correlation, the 
proteins are categorized according to their secondary structures. Eight of the 12 proteins 
studied are alpha, beta proteins. The correlation between the Gibb’s free energy change 
and the contact density for these proteins is separately shown in Figure 3.2. We note that 
the correlation increases significantly when the proteins are categorized according to 
their secondary structure class. 
 
Figure 3.1:  The variation of ∆G with contact density for the 12 proteins from Table 3.1. 
A linear relationship with moderately positive correlation is observed. 
Further, the proteins are also classified according to their function to see how the 
correlation changes. There are 7 hydrolases in the protein set. These proteins are used 
separately to see the correlation between the Gibb’s free energy change and the contact 
density. There is again an improved correlation and the results are shown in Figure 3.3. 
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Figure 3.2: The variation of ∆G with contact density for the 8 alpha, beta proteins in the 
12 protein set studied. An increase in the correlation is observed when the 
proteins are categorized according to their secondary structural fold class. 
 
 
Figure 3.3: The variation of ∆G with contact density for hydrolases in the protein set. An 
increase in the correlation is observed when proteins are categorized 
according to their function, but not as good as the classification by secondary 
structure fold class. 
3.1.3 Discussion 
There is a reasonable correlation between the Gibb’s free energy changes and the 
contact densities for the proteins studied. This correlation increases when the proteins are 
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categorized according to their secondary structure class. Since the contact densities of 
proteins correlate with their designabilities, it can be concluded that as the designability 
increases the stability of a protein also increases. Experimental standard Gibb’s free 
energies for a large number of proteins are needed to provide for a more convincing, 
more thorough study. The lack of such data in the literature limits this type of study.  
3.2 Designability of off-lattice models of real proteins 
It is interesting to move from lattice models, which have different shapes and sizes 
but with nodes placed at fixed distances, onto off-lattice type models. The distances 
between nodes in off-lattice models are not fixed, nor are the angles. Enumerations are 
performed starting from an alpha-beta barrel protein fold. Random hydrophobic/polar 
sequences are generated as in the case of the lattice models (Chapter 2). These strings of 
sequences are threaded onto the enumerated conformations, energies are calculated as 
before and designabilies are obtained. We examine whether the total contact energy of 
the conformations is related to how close they are to the native (starting) structure. The 
structures are compared to one another using the root mean square (RMS) differences of 
dihedral angles for each conformation. The variables considered are the average energy 
of all the sequences folding to each conformation, the RMS of dihedral angle differences 
and designability.  
3.2.1 Methods 
An alpha-beta barrel protein fold (PDB code: 2EIY) with 164 residues (Figure 
3.4) is used for this study. The coordinates of the Cα atoms are used to obtain an off-
lattice model with 164 nodes. With the use of a cutoff distance of 5 Ǻ, all the possible 
compact paths within the model are generated as was done for the lattice models and we 
obtain 240 conformations. The native conformation is the one in which the Cα atoms are 
connected in the exact order as in the real protein. Ground state conformation for a 
sequence is the conformation to which this sequence folds to with the minimum non-
degenerate energy.  
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Figure 3.4:  Alpha-beta barrel protein fold (2EIY) used to obtain the off-lattice model 
and for generation of conformations. 
H/P sequences are generated using random sampling (a total of 50,000 sequences 
are used) and each sequence is threaded onto each conformation to find, as before, the 
sequences folding to each conformation giving the lowest non-degenerate energy 
(using the interaction energy set EP1). The native energy and the ground state energy 
are obtained for each case. The energy difference for each sequence can then be 
calculated taking the difference between these two energy values. The average energy 
difference for each conformation (∆Eavg) is obtained by averaging the energy 
differences over the number of sequences folding to that conformation: 
 
∆Eseq = |Eg – En| 
∆Eavg (conformation) = |Σseq ∆Eseq|/Σseq 
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3.2.2 Results 
The distribution of designabilities for the 240 conformations is shown in Figure 
3.6. The variation of ∆Eavg and ∆φRMS for 2EIYB is obtained and shown in Figure 
3.7(a). The relationship is linear and there is a RMS angle jump at  around 100 
degrees. For smaller RMS angles, it shows a more linear relationship (Figure 3.7(b)). 
 
Figure 3.6: Designability distribution for the 240 conformations obtained for 2EIY. 
Figure 3.8 shows the heat map for the changes in dihedral angles along the 
chain for all the conformations.  The  vertical  axis  shows  the  conformations  in  the  
increasing  order  of  designability. Horizontal axis shows the residue index and the 
colors correspond to the dihedral angle differences. It can be seen that the conformations 
become closer to the native structure (the dark blue regions) as their designability 
increases. In other words, the more highly designable conformations are the more native-
like they are. 
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Figure 3.7: The variation between average energy and ∆φRMS for the conformations 
studied: (a) for all RMS angle differences and (b) for small RMS angle 
differences. A linear relationship is observed for both cases and the linear 
relationship is stronger for smaller RMS angle differences. A clustering of 
points followed by a gap can be seen in (a). 
3.2.3 Discussion  
As ∆φRMS increases the average energy difference for the corresponding 
conformations also increases. This shows that, as the structures becomes more 
divergent from the starting native structure their energies increase. The correlation 
seems to be better at lower ∆φRMS values. The huge jump in the average energy versus 
∆φRMS plot (Figure 3.7(a)) itself is quite interesting and we would like to know why 
this jump occurs. Also, a more regular, less scattered, nature of the graph (Figure 3.7(b)) 
is observed at low ∆φRMS. The points that seem to be clustered together can be averaged 
and the conformational similarities between these clusters can be focused on in order to 
investigate this. It will also be interesting to see the extent of sequence similarities of 
the highly designable sequences to see if they have higher sequence similarity to the 
original protein. The mutational analysis used earlier (Section 2.2) could be used to do 
this. 
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Figure 3.8: Changes in the dihedral angle of conformations generated at each residue 
index with respect to the native conformation (indicated by the color code 
shown on the right of the figure). The structures with the smallest deviations 
from native are given in darkest blue. Highly designable conformations are 
closest to the native conformation along the bottom. 
 
Similar calculations could be performed for other popular protein folds (all-alpha, 
all-beta) and these results could be compared with one another. It would be interesting to 
see how the heat maps change when the fold changes.  Will  the  heat  maps  be  
characteristic  of  the  starting  native  structure population? It is of interest to address 
these questions and study how designability changes with the fold family. To do this one 
or a few representatives from different families belonging to all-alpha, all- beta and 
alpha-beta folds can be used. This could be done by using the CATH or SCOP 
hierarchies. 
The heat map (Figure 3.8) shows that the most designable structures are closer to the 
native structure and the less designable other structures have larger deviations from the 
native. In this study the number of conformations obtained is small. It would also be of 
interest to generate much large numbers of conformations and to repeat the calculations. 
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3.3 Topology and designability of real proteins 
In the earlier study performed on lattice proteins, all  possible  compact 
conformations within a set of 2D and 3D lattice spaces were explored, and we found 
that complementary interaction graph features can be used to predict their designabilities 
(Leelananda et al., 2011b). It was suggested that the topologies of lattice conformations 
are important determinants of the extent of their designability. As these findings were 
encouraging, the same approach was utilized to address similar questions for real 
proteins. What makes some protein structures more designable than others? Could 
interaction graph features be used to find answers to this question? This section is an 
extension of our work on lattice models that was reported in Section 2.1. 
Highly designable structures can be distinguished based on certain geometric 
graphical features of the interactions confirming the fact that the topology of a protein 
structure and its residue-residue interaction network are important determinants of its 
designability. The most designable structures and poorly designable structures obtained 
for sets of proteins having the same number of residues are compared and it is shown that 
the most designable structures predicted by the graph features of the contact diagrams are 
more densely packed whereas the poorly designable structures are more open loop type 
structures or structures that are loosely packed. Interestingly enough, it can also be seen 
that these highly designable structures obtained are also common structural motifs found 
in nature. 
3.3.1 Methods 
3.3.1.1 Selection of datasets 
Designability is defined for fixed lengths or a set of structures with the same 
“molecular weight”, and it is still a question how this might be extended to proteins 
having different sizes, but this will remain for future investigation. Here we utilize a set 
of conformations with a fixed length. Two sets of data are obtained from the PDB and 
analyzed. One set consists of proteins that are all exactly 40 amino acids in length (40-
mer set) and the other set consists of proteins that are all exactly 50 amino acids in length 
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(50-mer set). These sets are further examined manually to remove proteins with missing 
residues and proteins that have multiple occupancies. For NMR structures, only the first 
model is considered. The list of proteins used is given in Table 3.2(a) and (b). The 40-
mer set consists of 45 chains and the 50-mer set has 36 chains.  
These chains have different folds or topologies. Designability of a structure is 
measured in relation to all other competing structures. Thus, it is very important that the 
structures are selected so that there is diversity in the way structural elements are 
arranged. The secondary structure content of these protein chains is shown in Figure 
3.9(a) and (b). The DSSP program is used to identify self-consistently defined secondary 
structural elements in the datasets (Kabsch et al., 1983). There are 8 classes of secondary 
structure assignments. These 8 classes are contracted into only 3 groups; helix, beta sheet 
and coil for this study as follows: Helix (H): H, G, I; Sheet (B): E, B and Coil (C): S, C, 
T. The secondary structural elements are distinguished by color; beta sheets (red), alpha 
helices (green) and coil (blue). The chains are diverse in terms of their secondary 
structural arrangement as can be seen.  
Table 3.2 (a): PDB IDs of the 45 proteins used to extract the 40 amino acid long chains 
(40-mer set). 
1ADX 1C56 2E3G 1FSB 2NZ3 1ADX 1C56 2E3G 1FSB 
1AFO 1D2J 2E5U 1GP8 2RMF 1AFO 1D2J 2E5U 1GP8 
1AML 1EDX 2ERL 1HN3 2YSF 1AML 1EDX 2ERL 1HN3 
1AOO 1LMM 2GP8 1ICA 2YSG 1AOO 1LMM 2GP8 1ICA 
1AQQ 1M7L 2KOE 1JJO 2YSH 1AQQ 1M7L 2KOE 1JJO 
 
Table 3.2 (b): PDB IDs of the 36 proteins used to extract the 50 amino acid long chains 
(50-mer set). 
1BK8 1SJU 2CPS 1BK8 1SJU 2CPS 1BK8 1SJU 2CPS 
1E8R 1SS3 2DK1 1E8R 1SS3 2DK1 1E8R 1SS3 2DK1 
1FDM 1TFI 2EQP 1FDM 1TFI 2EQP 1FDM 1TFI 2EQP 
1IFD 1TPM 2FC6 1IFD 1TPM 2FC6 1IFD 1TPM 2FC6 
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Figure 3.9: Secondary structure content; beta sheets (red), alpha helices (green) and coil 
(blue) for the two protein sets: (a) 40-mer set (b) 50-mer set. The two sets are 
fairly diverse with respect to secondary structural elements.  
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The RMSD values are calculated in each set using the CE alignment method. The 
average RMSD for the two sets of chains are 5.04 and 5.34 respectively. The pairwise 
variations of the RMSD values for the 40-mer and 50-mer sets of protein chains are 
shown in Figure 3.10(a) and (b) respectively. The average RMSD values indicate that the 
two sets have significant structural diversity.  
Residues are different in sizes but a cutoff distance of 6-7 Å (for distances between 
Cα atoms) usually includes most of the closest neighbors. Different cutoff distances have 
been used in the past. For example, Vendruscolo et al. (Vendruscolo et al., 2002) used 8.5 
Å as their interaction cutoff distance; whereas Atilgan et al. (Atilgan et al., 2004) used 7 
Å as theirs. Here, contact graphs are generated using a cutoff distance of 6 Å which lies 
at the lower end of the usual range. First, the coarse-grained alpha carbon representations 
are obtained for each chain (Figure 3.11).  The contact diagram is obtained by marking 
contacts between each Cα
 
within the cutoff distance and removing all the bonded 
interactions.  
In these contact diagrams, each graph node represents an amino acid residue and the 
edges connecting the nodes represent the close contacts between the amino acids. Each of 
these interaction graphs is described using a set of graph features. In other words the 
topology of each structure and its interaction network are described using graph features. 
The graph features used in this analysis are the same features used in the earlier study 
with the lattice models (see Section 2.1) (Leelananda et al. 2011). Each contact graph has 
15 vectors (15 graph features) to describe it. A total of 106 random hydrophobic/polar 
(H/P) sequences are generated and contact energies are calculated by threading each 
sequence onto each and every conformation. The EP1 energy parameters are used in the 
evaluations.  
 
 
68 
 
 
Figure 3.10: Pairwise RMSD variations from the CE alignments for the (a) 45 structures 
of the 40-mer set (average RMSD is 5.04) and (b) 36 structures of the 50-
mer set (average RMSD value is 5.34). 
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 3.3.1.2 Generation of contact graphs
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3.3.1.3 Naïve Bayes prediction  
Going further, a designability range for each structure folded to is predicted instead 
of predicting the exact designability using linear regression. Better correlations are 
obtained when ranges are predicted instead of the exact numerical designabilities in the 
previous studies with the lattice models (Section 2.1). A Naïve Bayesian classifier is then 
used to see if the features describing each fold could be used to predict its designability 
range. In order to do this, the designability distribution is discretized into 3 bins using the 
Weka software (Figure 3.12 and 3.13). Machine learning algorithms are used to find the 
range of designability of a structure by using graph features describing it, and if the actual 
range falls within the range predicted, then the prediction is considered correct. Ten-fold 
cross-validation is utilized for predictions. 
In the case of the 50-mer set, there are two extremely highly designable structures 
that stand out from the rest of the structures. Logarithms of the values of the 
designability, instead of the designability values themselves, are used in order to obtain a 
better binning. Designabilities are obtained for EP2 energy parameter set as well to see 
the convergence of results with a change in interaction parameters. 
3.3.2 Results  
There are structures to which many sequences fold, and these are the highly 
designable structures. Some structures have only a few sequences folding to them, and 
these structures are the poorly designable structures. This observation is similar to that 
seen for the lattice model case discussed earlier in Chapter 2. Designabilities obtained for 
the 40-mer set for two different sets of energy parameters (EP1 and EP2) are shown in 
Figure 3.14. The highly designable and poorly designable structures obtained in both 
cases are the same for the two sets of energies. Hereafter, throughout this section, for all 
other energy calculations the EP1 parameter set is employed.  
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Figure 3.12:  Discretizing the designability (Ns) distribution for the 40-mer set into three 
bins: (a) the designability distribution (b) discretized distribution using the 
Weka software (red: most designable, green: intermediate and blue: least 
designable, with designability ranges shown along the bottom). Number of 
structures in each bin is shown inside the colored bars. 
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Figure 3.13: Discretizing the designability (Ns) distribution of the 50-mer set into three 
bins: (a) the designability distribution (b) the distribution of the logarithm of 
designability (c) the discretized distribution of (b) using the Weka software 
(red: most designable, green: intermediate and blue: least designable, where 
the designability ranges are shown at the bottom). The number of structures 
in each bin is shown inside the bin. 
The total energy of all sequences folding to each structure is calculated and averaged 
over all the sequences folding to the structure. Figure 3.15 shows the relationship 
between designability and average energy of the structure for the 40-mer set. Figure 3.15 
shows that highly designable structures are energetically more favorable than poorly 
designable structures (Note that absolute values of energies are used in the graph). 
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Figure 3.14:  Designabilities obtained for the 40-mer set for two different energy 
parameters (EP1 in red and EP2 in blue). There is a good correlation 
between designabilities obtained. 
Figure 3.16 shows how the designability varies with the contact density of the 
structures for the 40-mer set. The number of contacts at each structure node is found and 
averaged over the chain length to find the contact density of each structure. Highly 
designable structures have higher contact densities. The results obtained using this simple 
H/P model agree with the observations made by England et al. (England et al., 2003a) 
who compared thermophilic and mesophilic protein analogs and found that, based on the 
contact densities of these proteins, these functional analogs can be distinguished. In a 
study of the topological determinants of protein folding, Dokholyan et al. (Dokholyan et 
al., 2002) found that the conformations that have higher folding probabilities have higher 
average connectivity than those with higher unfolding probabilities.  
Highly designable structures obtained by H/P sequence threading are also popular 
folds found in nature for both the 40-mer and 50-mer cases. They are highly recurring 
and naturally more abundant motifs (Figure 3.17(a) and Figure 3.18(a)). Recurring motifs 
in nature must be able to accommodate a wide range of sequences. Least designable 
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structures found are more open loop or extended structures (Figure 3.17(b) and Figure 
3.18(b)), which are ones that would not be expected to be highly designable.  
 
Figure 3.15:  The relationship between designability and average energy for the 40-mer 
set. Here, it is seen that the highly designable structures appear to be 
energetically more favorable. (Note: Negative energies plotted, so high 
values are favored.) 
Linear regression analysis for the 40-mer set gives a correlation coefficient of 0.70. 
The equation that gives the best fit to designability is as follows: 
Designability = 2x103 • (maximum degree) + 4x103 • (average degree) - 3x105. 
The correlation coefficient for linear regression for the 50-mer set is 0.85 but the best 
fit equation for this case is more complex. When Naïve Bayes ten-fold cross-validation is 
utilized for predictions, a prediction accuracy of 93% (AUC = 0.86) is obtained for the 
40-mer set. The prediction accuracy for the 50-mer set is 59.3% (AUC = 0.62). The 
corresponding AUC values for the 3 ranges; the lowest designable, intermediately 
designable and the most designable are shown in Table 3.3. The prediction accuracy of 
the highest and the lowest designable structures is higher than that for the intermediate 
structures. That means that the highly and poorly designable structures are well 
distinguishable by this method. The most important features in predicting the 
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designability for the 40-mer set are found to be the maximum degree and the average 
degree of connectivity of structure nodes, as can be seen in the regression equation.  
 
  Figure 3.16:  Relationship between the designability and contact density for the 40-mer 
set. Highly designable structures have higher contact densities. 
Bar graphs are obtained for the highest ranked features (maximum degree and 
average degree) to see how many instances (structures) fall into each bin of these features 
(Figure 3.19(a), (b)). Each feature value is divided into 4 classes (bins) and the number of 
instances in each is shown as a bar graph. The most designable structures are shown in 
light blue, least designable in dark blue and the intermediate in red. The most designable 
and the least designable structures are clearly distinguishable in the bar graph. Although 
there are some low designable structures with maximum degree and average degree of 
connectivity, highly designable structures always have higher degrees of connectivity. 
For the 50-mer set, in addition to the maximum degree of connectivity and the 
average degree of connectivity, the number with the average shortest path and the number 
with the maximum shortest path are also found to be important for predicting 
designability. 
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Table 3.3:  AUC values of prediction of designability ranges for the 40-mer and 50-mer 
sets. The highly designable structures in both sets are predicted with high 
AUC. 
Designability range 40-mer set 50-mer set 
Highly designable  0.92 0.92 
Intermediate  0.21 0.55 
Poorly designable  0.89 0.62 
3.3.3 Discussion  
Highly designable structures can be distinguished based on certain graphical 
geometric features of the interactions, confirming the fact that the topology of a protein 
structure giving rise to its residue-residue interaction network is an important determinant 
of its designability. Highly designable structures are more densely packed and have more 
interactions. Graph features can be used to pick out these most designable motifs.  
 These graph features can be used to sample structure space as well.  Algorithms can 
be developed to satisfy the feature constraints and design particular structures. Graph 
features might also be used in protein design or for the inverse protein folding problem to 
identify the compatible sequences that can fold to a particular structure of interest.  
It has been shown that the highest designable structures obtained for different 
alphabet sizes are not the same (Buchler et al., 1999). However, when the same alphabet is 
used with varying energy parameters, there is qualitatively a good correlation of the 
designabilities obtained for the two energy parameters. The highest designable structures 
obtained for both cases are the same (Figure 3.14). The degeneracy of sequences when 
using the finer energy parameter set EP2 is lower as expected.  
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Figure 3.18:  The most designable and least designable chains for the 50-mer set. (a) The 
most designable. These structures take an up-down helix bundle and a 
ribbon-like structure, which are the common structural motifs, and (b) the 
least designable. Two of these structures are extended single alpha helical 
structures while the other is a more distorted ribbon structure.  
1IFD (0) 
1IFI (0) 
Distorted ribbon 
structure 
1IPO (0) 
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Figure 3.19: Number of instances falling into each of the (a) maximum degree bin and (b) 
average degree bin (red: intermediate, light blue: most designable and dark 
blue: poorly designable). Highly designable structures always have higher 
maximum degrees and higher average degrees of connectivity. More 
designable structures always have higher values for these two measures, but 
not exclusively so. There are also some poorly designable structures with 
high values.  
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For the 40-mer set the total number of sequences folding to the top three structures 
adds up to more than half of the total number of sequences generated. The sequence space 
considered has only 106 sequences, while all possible H/P sequences for a 40 residue 
sequence is 240. Thus, only a very small fraction of the total available sequences is 
employed in this study. It would be interesting to see the results for a bigger sequence 
spaces and also for larger proteins.  
3.4 Sequence space diversity 
Mutational analyses of sequences folding to each conformation of the 40-mer set 
having different designabilities are performed as in Section 2.2 in addition to showing the 
most highly designable structures of the 40-mer set and the sequences folding to that 
structure. Variation of the relative solvent accessibility (RSA) and the number of 
substitutions at each position are observed against the normalized degree of connectivity 
at each residue for the most highly designable structure. A multiple sequence analysis is 
also performed on the PDB by using the sequence corresponding to the most highly 
designable structure (1GP8), substitution analysis is done as before and its variation with 
the degree of connectivity is observed at each residue position.  
Earlier, when the sequence space was generated for the 40-mer structure set, random 
generation of sequences was employed such that having either an H or P at each position 
was equally probable. A comparison of the variation of H and P content of the starting 
sequence space and those for different designabilities is carried out.  
3.4.1 Methods 
The 40-mer set used in Section 3.3 is again used in this study. The sequences folding 
to each of the structures (randomly generated H/P sequences) in the structure set are 
analyzed. The degree of similarity of sequences in the sequence space can be quantified 
by pairwise comparison of all the sequences with one another and by counting the 
number of positions where H is substituted by P and vice versa. In other words, sequence 
space diversity is measured by counting the total number of substitutions or mutations 
from pairwise sequence comparisons. This allows a quantification of the diversity of 
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sequences folding to each structure. In order to normalize these counts, the count is 
divided by the total number of comparisons for each structure, which is given by nCp 
where n is the number of sequences folding to a particular structure and p = 2 (pairwise 
comparisons). 
The sequence diversity of the sequences folding to the highest designable structure 
(1GP8) is also explored (random H/P sequences). These sequences are ‘designable’ 
sequences since they fold to a highly designable structure. A pairwise sequence 
comparison is performed and the number of positions where the sequences are different is 
counted as before. Here, a count for each positional index is obtained rather than counting 
the total over all positions as was done earlier. This count is a measure of the number of 
substitutions at a particular position. 
The sequence of the most designable structure for this set (1GP8) is used and a 
blastp search is done on the PDB sequences. The cutoff e-value used is 500 and 
Blosum62 scoring matrix is used with a gap penalty and extension of 9 and 2, 
respectively. A multiple sequence alignment is performed on the blastp results using 
ClustalW.  The sequences are then converted into H and P residue types (as in Section 
2.3) and the substitution analysis performed on the resulting sequence set. All atom 
relative surface accessibility (RSA) is obtained using the program NACCESS (Hubbard 
et al., 1991) for the coordinates of the structure 1GP8. 
Seven sets containing one million sequences, each having a different H/P ratio, are 
generated at random. The EP2 energy parameters are used and designabilities are obtained 
for each set as earlier. The total number of sequences folding to conformations for each set 
is then counted.  
3.4.2 Results  
As designability increases, a logarithmic increase in the total number of mutations is 
observed with a correlation coefficient of 0.87 (Figure 3.20). More highly designable 
structures have more diverse sequence spaces and can accommodate many more different 
sequences.  The total number of pairs having 20 or more substitutions and less than 20 
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substitutions are calculated by pairwise comparisons of sequences in each designability 
bin. The two graphs mirror each other with high correlation and it can also be seen from 
these graphs that the sequence diversity increases as designability increases (Figure 
3.21(a) and (b)).  
The most highly designable structure obtained is 1GP8 (Figure 3.22). It is a helix-
turn-helix motif which is a frequently occurring motif found in nature. The highest degree 
of connectivity positions of this motif are shown in yellow in the figure.  
 
Figure 3.20: The normalized total count of pairwise mutations is related to designability. 
As designability increases, a logarithmic increase in the total number of 
mutations is observed with a strong correlation coefficient of 0.87. 
Figure 3.23 shows how the degree of connectivity of this structure and the all atom 
RSA varies with positional index. The ends of the structure are more exposed and the 
middle of the structure is less exposed (buried). In general, positions where the degree of 
connectivity is higher are more buried in the structure as expected. In a study done on 
residue networks by Alves et al. (Alves et al., 2007) it was shown that there is a weak 
correlation between the average connectivity and the average buried accessible surface 
area. They further suggested that this can be explained by the fact that there is a loss of 
accessible surface of a protein during folding.  
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Figure 3.21: The variation of the total number of pairs having (a) 20 or more substitutions 
and (b) less than 20 substitutions, with designability. The two graphs mirror 
each other and each has a high correlation. As designability increases the 
sequence diversity increases. 
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Figure 3.22:  The space filled model of the 
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Figure 3.24 shows the normalized degree of connectivity and the number of 
substitutions at each residue position index. There are two highly connected nodes in the 
structure (Figure 3.22), and these positions have the lowest numbers of substitutions. 
Other variations of the degree of connectivity are not well reflected in the number of 
substitutions. It is known that when the degree of connectivity is higher, that positional 
amino acid is more conserved. The surface sites are relatively insensitive to mutations 
and the core sites are more sensitive to mutations (Lau et al., 1990). In another study of 
the relationship between sequence entropy and a structure’s packing density, it was found 
that the ability to accommodate mutations, which is measured by the sequence entropy, is 
dependent on the amino acid type’s propensity to be buried or not and also on the 
availability of space for that mutation to occur at a particular location in the structure 
(Liao et al., 2005). Available space for a mutation or ease of accommodation of size 
changes of residues is important because it is not always feasible for a bigger amino acid 
to replace a smaller one, when if there is not sufficient space for the residue to fit in or the 
structure cannot readily rearrange to accommodate it. 
Figure 3.24: The variation of normalized degree of connectivity (red) and the number of 
substitutions at each positional index (blue) with positional index for the 
highest designable structure of the 40-mer set (1GP8). Highly connected 
residues, in general, are more conserved.  
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The variation of the normalized degree of connectivity and the number of 
substitutions with the positional index is shown in Figure 3.25 for the multiple sequence 
alignment of 1GP8. Interestingly, when the degree of connectivity is higher the number 
of substitutions is lower in general and vice versa.  
 
Figure 3.25: The variation of the normalized degree of connectivity (red) and the 
number of substitutions from a MSA of the PDB sequences (blue) with 
positional index for the most highly designable sequence of the 40-mer set 
(1GP8). In general, the highly connected residues appear to be more 
conserved.  
Figure 3.26 shows the total number of sequences folding (out of the one million 
generated) to structures for different hydrophobic percentages in the starting sequence 
spaces. As the H percentage increases, the number of sequences folding initially increases 
and then decreases for higher H percentages.  
3.4.3 Discussion 
The diversity of the sequences folding to structures increases with the designability 
of the structure. Thus, when more and more sequences lead to a structure, the normalized 
diversity of these sequences is higher. In other words, sequences that are very different 
can fit into the same structure as seen in the case of lattice models as well (Section 2.2). 
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Figure 3.26: The relationship between the total number of sequences folding to structures 
and the percent of hydrophobic residues in the sequence space.  
When the sequence space of the most designable structure is explored, it is seen that 
the degree of connectivity at each residue position correlates negatively with the degree 
of solvent exposure. The surface residues have fewer interactions compared to buried 
residues, as expected. Highly connected residues are also more conserved than the other 
residue positions. Therefore, even though the sequence diversity of highly designable 
structures is higher there are still more conserved positions along the sequence.  
3.5 Eigenvalues of contact graphs and designability 
Other studies have also explored the structural determinants of protein designability. 
England and Shakhnovich computed the eigenvalues of structures’ contact matrices and 
showed that there is a relationship between the number of low energy sequences in a 
structure and the eigenvalues of this structure’s contact matrix (England et al., 2003b). 
They suggested that structures that have higher maximum eigenvalues are expected to be 
more designable. Eigenvalues had been used as a measure of the contact topology of the 
structure. They further argued that the structures with the largest number of low energy 
yielding sequences have high trace structures and that they are the most designable. They 
have been able to successfully obtain these structures from their analytical theory. 
R² = 0.93
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Information contained in the eigenvalues was successfully used in their designability 
studies. In this section eigenvalues are used as predictors of designability along with 
other graph features of contact graphs used earlier.   
3.5.1 Methods 
If the contact matrix is given by A, the matrix diagonalization is given by, 
(A-λI)X = 0 
where, I is the identity matrix, X is the eigenvector corresponding to the eigenvalue λ. 
For a contact matrix having nxn elements the number of corresponding eigenvalues is n. 
In the protein structure context, n is the number of residues in the structure and A is the 
interaction matrix. The eigenvalues of contact matrices are obtained here by using 
MATLAB. Maximum, average and minimum eigenvalues of the contacts maps are 
considered along with other graph features, and these are used to predict the 
designabilities of structures as before. Results are obtained for both the 40-mer set and 
the 50-mer set. The most important features in determining designability are identified. 
3.5.2 Results 
The variation of maximum eigenvalue and maximum degree of connectivity of the 
contact maps with designability are obtained. The maximum eigenvalue and maximum 
degree of connectivity both increase with increasing designability (Figure 3.27 and 
Figure 3.28).   
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Figure 3.27: The variation of the maximum eigenvalue of the contact map with 
designability for the 40-mer set. The more highly designable structures have 
higher maximum eigenvalues in their contact maps.  
 
 
Figure 3.28:  The variation of the maximum degree of connectivity with designability. 
The more highly designable structures have higher maximum degrees of 
connectivity. This distribution is similar to the one in Figure 3.27.  
Note that the maximum degree of connectivity takes only integer values and thus a 
8
9
10
11
12
13
14
15
0 50000 100000 150000 200000
M
ax
im
u
m
 
ei
ge
n
v
al
u
e 
o
f t
he
 
co
n
ta
ct
 
m
ap
Designability
6
7
8
9
10
11
12
13
14
0 50000 100000 150000 200000
M
ax
im
u
m
 
de
gr
ee
 
o
f c
o
n
n
ec
tiv
ity
Designability
90 
 
discrete graph is obtained; whereas the maximum eigenvalues take on decimal values. 
Figure 3.29 shows the variation of maximum degree and maximum eigenvalue with the 
structure index for the 40-mer set of structures. There is clearly a strong correlation.  
 
Figure 3.29:  The variation of maximum degree of connectivity (blue) and maximum 
eigenvalue (red) with the structure index. The maximum degree of 
connectivity and the maximum eigenvalue have a strong correlation with 
one another.  
The maximum eigenvalue correlates with the maximum degree of connectivity, 
which is what is expected by graph theory. The largest eigenvalue of a graph depends 
upon the highest degree of connectivity (Vishveshwara et al., 2002). Correlations are 
shown in Table 3.4 for both the 40-mer and the 50-mer cases. There is a correlation of 
0.98 for the maximum degree of connectivity and the maximum eigenvalue. However, 
there is no significant correlation between the minimum degree of connectivity and the 
minimum eigenvalue for the two sets.  
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Table 3.4: The correlation between maximum degree of connectivity and maximum 
eigenvalue and minimum degree of connectivity and minimum eigenvalue 
for the 40-mer set and 50-mer set.  
 Maximum degree and 
maximum eigenvalue 
Minimum degree and 
minimum eigenvalue 
40-mer set 0.98 0.12 
50-mer set 0.98 - 0.13 
3.5.3 Discussion 
Maximum degree of connectivity and maximum eigenvalue of contact maps can be 
used, more or less, interchangeably in predicting designability of conformations. 
However, it is important to note that eigenvalues alone are not sufficient to predict well 
the designability of conformations. The other important thing to point out here is that the 
eigenvalues are just numbers but are not necessarily as informative as using real 
structural properties taken from the contact diagrams.  The degree of a graph is more 
accessible to readers not familiar with the spectral decomposition properties of a graph’s 
adjacency matrix. Thus, it may be beneficial to utilize the degree when the mathematical 
properties of eigenvalues are not being directly utilized. 
3.6 Use of machine learning algorithms  
In the case of lattice models it is possible to distinguish between sequences folding to 
highly and poorly designable structures using machine learning algorithms (see Section 
2.3). Here the same method is applied to a real protein structure set having 40 amino 
acids each (see Section 3.3). Instead of looking at structural information, only the 
sequence hydrophobic/polar profile is considered. The designable and poorly designable 
sequences are tested to see whether they are distinguishable just by using their H/P 
profiles without taking into account any structural information. Designable and poorly 
designable sequences obtained using the 40-mer set are used to train algorithms to 
distinguish real protein sequences in a set of sequences containing both real and random 
sequences in the H/P format. 
92 
 
3.6.1 Distinguishing between designable and non-designable sequences  
3.6.1.1 Methods  
For the 40-mer set the designabilities were shown in Section 3.3. From these 
designabilities the top ten percent of the highest designable structures are taken to be the 
most designable and the bottom ten percent of the structures are considered the least 
designable. The most and least designable sequences are converted into tripeptide 
percentages as before and used as inputs to the machine learning algorithms.  Ten-fold 
cross-validation is performed on the input data in order to see whether the two categories 
of sequences can be distinguished from one another. Support Vector Machine (SVM) 
with Sequential Minimum Optimization (SMO), J48 Decision Tree (J48) and Naïve 
Bayes (NB) algorithms are used as before. 
3.6.1.2 Results  
Percent accuracies and area under the ROC curve (AUC) for ten-fold cross-
validation for distinguishing between highly designable and poorly designable sequences 
are shown in Table 3.5. Accuracy exceeds 85% (AUC > 0.87) for all three of the 
classifiers showing that highly and poorly designable sequences have substantially 
different H/P profiles and can indeed be distinguished without requiring the use of any 
structural information.  
 
Table 3.5:  The percent accuracies and AUC values for the 10-fold cross-validation using 
different algorithms for the highest and the least designable sequences of the 
40-mer set. Accuracy exceeds 85% (AUC > 0.87) showing that the highest and 
the least designable sequences can be distinguished.  
 
 
 
 
Classifier Percent accuracy AUC 
Naïve Bayes 85 0.93 
SMO 87 0.87 
J48 87 0.87 
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3.6.1.3 Discussion  
Machine learning algorithms can be trained to distinguish between highly and 
poorly designable sequences with accuracies greater than 85% (with an AUC > 0.87) as 
in the case of the lattice models. Sequences alone contain information that can be used to 
partition them into the highly and the poorly designable categories.  
3.6.2 Application to real proteins 
3.6.2.1 Methods  
Designable and poorly designable sequences obtained using the 40-mer set are used 
to train algorithms to distinguish real protein sequences in a set of sequences containing 
both real and random sequences in H/P format. In other words the sequences are used to 
identify real protein sequences as designable. Now the training set consists of these 
highly and poorly designable sequences and the test set consists of real binary protein 
sequences. A set of random sequences having P/H ratios of 0.5 are also included as a 
negative control. The goal is to see whether the algorithms can successfully identify the 
real protein sequences as more designable.  
3.6.2.2 Results  
Results obtained for the case of real proteins are shown in Table 3.6 for the same 
datasets used in Section 2.3. The percent accuracies for the best classifiers are nearly 60% 
showing that real protein sequences can be distinguished from random sequences. The 
data set 1 contains larger proteins and yields slightly better results.  
 
Table 3.6: The percent accuracies and AUC values for testing the designability of the two 
data sets (Table 2.11). 
Algorithm Data set 1 Data set 2 
Percent accuracy AUC Percent accuracy AUC 
Naïve Bayes 56 0.42 53 0.42 
SMO 60 0.42 58 0.58 
J48 59 0.60 58 0.59 
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3.6.2.3 Discussion  
These results show that the designable sequences mimic real protein sequences. 
Percent accuracies for the best classifiers are nearly 60% showing that real protein 
sequences can be distinguished from random sequences. The data set 1, which contains 
larger proteins, gives slightly better results.  
The negative set of randomly generated sequences, which are placed with the real 
protein sequences in the test set, contains random arbitrary sequences that may be 
designable by chance. It is therefore of interest in the future to include a better negative 
set devoid of this possibility.  
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CHAPTER 4: FOUR-BODY OPTIMIZED POTENTIALS  
Multi-body potentials have been of much interest recently because they take into 
account three-dimensional interactions related to residue packing and capture the 
cooperativity of these interactions in protein structures (Krishnamoorthy et al., 2003;Feng 
et al., 2007). The goal here is to combine long range multi-body potentials and short 
range potentials to improve recognition of native structure among misfolded decoys. The 
weights for four-body non-sequential, four-body sequential and short range potential are 
optimized in order to obtain optimal model ranking results.  
In this chapter, the goal is to improve the performance of the four-body contact 
potentials by combining the four-body sequential potentials (Feng et al., 2007) with the 
four-body non-sequential (Feng et al., 2010) and short range potentials, and then by 
optimizing globally the weights for each component in the sum. An introduction to four-
body construction and the potential generation by Feng et al. is given in Section 4.1.  For 
the short range knowledge-based potentials, the identity for two consecutive amino acids 
along the sequence, and the pairwise couplings between their virtual torsion and bond 
angles are considered (Bahar et al., 1997). Twenty six different coarse-grained potentials 
from the Potentials ‘R’Us web server are used for comparison. Optimized multi-body 
potentials outperform all other contact potentials in the recognition of the native structure 
among decoy sets, both for models from homology-based modeling and from template-
free modeling in CASP8 decoy sets.  
The results obtained for this optimized coarse-grained potential, where each residue 
is represented by a single point, are also compared with those from the DFIRE potential, 
which takes into account atomic level information of proteins empirically (Zhou et al., 
2002). For all proteins larger than 80 amino acids this optimized coarse-grained 
potentials yield results comparable to those obtained with the atomic DFIRE potential. 
Different measures of the quality of  model selection predictions such as: rankings of 
the native structure for the decoy sets, RMSD values of the best ranked model and 
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correlation coefficients all show that both the four-body sequential and the four-body 
non-sequential potentials on average perform better than or as well as two-body coarse-
grained potentials. After optimization, however, the resulting residue-level coarse-
grained potentials, i.e. the weighted sum of four-body sequential, non-sequential 
potentials and short range potentials perform better than all other coarse-grained 
potentials but not as well as atomistic empirical potentials (Gniewek et al., 2011). 
Nevertheless, in some cases the performance of these potentials is also comparable to 
empirical atomistic potentials. 
4.1 Methods  
4.1.1 Geometric construction of four bodies 
The geometric construction of the four bodies is explained with the aid of Figure 4.1. 
For each four consecutive amino acid i, i+1, i+2 and i+3 (in black) along the sequence the 
geometrical center (red) of their four side chain centers (Cα
 
for Gly) is calculated. Blue 
residues are the ones in close proximity to the geometrical center. Six planes are defined 
by the combinations of all possible black pairs and the red center point, and these plans 
subdivide the space surrounding the red point into four tetrahedra. Each tetrahedron has a 
common vertex, which is the geometrical center of four side chain centers. Each of the 
four contacting bodies for the four-body potentials are obtained as follows. One triplet of 
amino acids from a tetrahedron is taken along with another amino acid which is not along 
the sequence but within a cutoff distance from the quartet’s geometrical center. This 
amino acid is considered to be in contact with the triplet within a cutoff distance of 8 Å. 
This cutoff distance is selected because it gives the best threading results compared to 
other values of cutoff distances. An example of a set of four-bodies is shown by the four 
residues in black boxes.  
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Figure 4.1: Construction of four bodies. Consecutive amino acids i, i+1, i+2 and i+3 
represented by their Cα atoms (black dots) along the sequence have the red 
dot as their geometrical center. Blue residues are the Cα atoms in close 
proximity to the geometrical center. Six planes are defined by the 
combinations of all possible black pairs and the red center point, and these 
plans subdivide the space surrounding the red point into four tetrahedra. Each 
tetrahedron has a common vertex, which is the geometrical center of four 
side chain centers.  
Tetrahedra are used to capture long-range interactions between non-bonded side 
chains and groups of backbone residues. In the case of these sequential four-body 
potentials, the triplet of amino acids is required to be sequential, but for the non-
sequential four-body potentials this requirement is not necessary. Optimized potential in 
this chapter uses both the sequential and non-sequential four-body potentials along with 
short ranged potentials.  
Extensive studies have been carried out, where the performance of different 
knowledge-based potential functions has been compared (Zhou et al., 2002;Samudrala et 
al., 2000;Gilis, 2004) on large data sets of protein models.  The way the evaluations have 
been done is by finding the success in the ranking of the native structure as the 
conformation with the lowest energy, and also by obtaining average Z-score between the 
energy of the native structure and the next most favorable structure (larger the average Z-
score the better the evaluation).  
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CASP8 models are used  as decoy sets (see supplementary materials in (Gniewek et 
al., 2011)) for the evaluations of how well two-body and four-body potential functions 
perform in identifying native (or near native) protein structures. Twenty-three different 
two-body (more details about these potentials can be found in Pokarowski et al. 
(Pokarowski et al., 2005)) and sequential (Feng et al., 2007) and non-sequential (Feng et 
al., 2010) four-body potentials are used. The targets are divided into two subsets 
according to the method used to generate decoys for each target. One set is comprised of 
models that are obtained using homology modeling (153 cases) and the other set of 
models is obtained from template-free modeling approaches (12 cases).  
The four-body sequential, the four-body non-sequential and the short ranged 
potentials are combined in a simple linear way. Optimization of the weight of each term 
is performed to find an optimized potential for computational applications using the 
following formula: 
Voptimized = w4-body-sequential•V4-body-sequential + w4-body-non-sequential•V4-body-non-sequential  
+ wshort range•Vshort range 
where w and V represent the weight and the potential for the cases indicated by the 
respective subscript. 
The optimization is carried out using Particle Swarm Optimization (PSO) (Kennedy 
et al., 1995)  technique. The weight of the four-body sequential term is set to 1.0 (w4-body-
sequential = 1) and the weight coefficients for the other two terms are varied by using PSO. 
The main philosophy behind PSO lies in the observation of birds or bee swarms. The 
optimal solution is searched for by maintaining a population of candidate solutions (also 
called particles) and the best found positions for each particle and the whole population 
are remembered by the algorithm. Particles scan the search-space according to the simple 
movement formulae which take into account the best found solution by individual 
particles and the whole population.  
For the case of optimization of only two parameters, there exist other possible 
methods to optimize them and get similar results. But in the case of optimization of the 
function in highly dimensional search space this method takes precedence over others, 
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because, for example, in comparison to grid methods it is computationally more efficient, 
and in comparison to simulated annealing methods it does not need any arbitrary 
assumptions. For each combination of terms, the average RMSD for the best ranked 
model and the Z-scores for all CASP8 targets are calculated. Heat maps for the average 
best ranked model RMSDs and Z-scores are computed for varying weights w4-body-
nonsequential and wSR of the optimized potentials for proteins modeled using homology based 
methods and using template-free modeling targets.  
The native structure rankings obtained for the optimized potential are compared to 
those obtained for the other coarse-grained potentials and for the atomistic potential 
DFIRE (Zhou et al., 2002).  The Decoys 'R'Us dataset (Samudrala et al., 2000) is used in 
comparison with atomistic potentials. Both single and multiple decoy sets are used in this 
assessment. A single decoy set consists of a pair of structures: native structure and decoy 
structure. Multiple decoys set contains many decoys for each target structure. The 
multiple loop set is excluded from the assessment because of the poor amino acid packing 
in loop regions, and the ifu decoys set is also excluded, because multi-body potentials do 
not perform well with small structures. 
The RMSD values between the native structure and the best fitting decoy for each 
decoy set is computed with the TM-score algorithm (Zhang et al., 2004). Spearman's, 
Pearson's and Kendall's correlation coefficients are calculated for all the target-decoy 
pairs by using potential energies and RMSD values to the native conformation. All 
incomplete decoys are removed from the sets. Z-scores are also calculated for decoys to 
evaluate the separation between the native structure and other structures in energy space, 
even when they are random. Pearson's correlation coefficient is expressed as the 
covariance of two variables normalized by their standard deviations: 
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Because Pearson's correlation coefficient assumes linearity between the two 
variables (in the context of this chapter: energy and RMSD), it would be more suitable to 
use alternative correlation measures. In particular, it seems appropriate to use rank order 
correlation coefficients. Spearman's rank correlation coefficient is a non-parametric 
measure of the statistical dependence between two ranked variables. In the case of the 
existence of tied ranks (when two different observations have the same value - in case of 
this study, when two structures with different RMSD have the same energy) ρs is 
computed from the same formula as ρp. In the case where there is no tied rankings 
Spearman's correlation coefficient is computed from the simpler formula: 
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with  di  = xi - yi being the difference between the ranks on the two variables for the same 
structure model. 
Kendall's τ coefficient is a measure of rank correlation, i.e. the similarity of the 
ordering of the data when ranked by different quantities, defined as: 
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where,  nc is a number of concordant pairs, nd is the number of discordant pairs and the 
denominator is the total number of pairs. The two pairs of variables [Ei, RMSDi] and [Ej, 
RMSDj] are concordant if Ei > Ej, then RMSDi > RMSDj (or vice versa), otherwise they 
are considered to be discordant. 
The three correlation coefficients are calculated for each target using energy and 
RMSD values away from the native target structure for each target decoy. Then all 
coefficient values are averaged over all targets in each of the two categories to obtain 
average values for each potential function. 
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4.2 Results 
4.2.1 Performance of different individual potential functions  
Tested potentials are all knowledge-based coarse-grained potentials and they usually 
capture the statistics of contacts based on the coordinates of Cα (sometimes Cβ) atoms. 
Therefore they do not take into account the atomic details of proteins. It is observed that, 
for template modeling targets, the BT potential derived by  Betancourt and Thirumalai 
(Betancourt et al., 1999) performs best in comparisons with other two-body potentials 
and the two four-body potentials individually (in terms of correlation coefficients, 
average Z-score and average RMSD). The best RMSD values are in the range of 4 Å to 5 
Å (See Table 4.1). First row (4B OPT POT) gives the values for the optimized four-body 
potentials. Four-body potentials perform well in the identification of native structures and 
there are a few other two-body potentials which show similar performances with RMSD 
in the 4 Å range.  
Table 4.1:  Model ranking results for the CASP8 homology modeling targets. Values 
given are averages for homology modeling CASP8 targets.(Abbreviations and 
definitions of potentials are explained on Web-Server 
(http://gor.bb.iastate/potential) and in (Pokarowski et al., 2005)). Values given 
in the first row are for the four-body optimized potentials (4B OPT POT).  
Potential Spearman 
ρ 
Pearson  
ρ 
Kendall 
τ 
Z-score Top Ranked 
RMSD 
4B OPT POT 0.36 0.4 0.24 1.33 3.7 
BT 0.46 0.49 0.33 1.5 4.1 
4B POT 0.33 0.38 0.23 1.29 4.6 
SKJG 0.44 0.43 0.31 1.41 4.6 
MJ3 0.40 0.4 0.28 1.29 4.6 
VD 0.41 0.43 0.29 1.4 4.6 
4BG POT 0.31 0.36 0.21 1.1 4.7 
TEl 0.43 0.46 0.31 1.41 4.7 
SKOb 0.43 0.44 0.3 1.48 4.8 
MJ3h 0.46 0.48 0.33 1.4 4.9 
BFKV 0.45 0.48 0.33 1.45 4.9 
Qm 0.39 0.37 0.27 1.25 5.0 
SKOa 0.42 0.4 0.29 1.42 5.2 
MS 0.38 0.4 0.27 1.25 5.2 
Qa 0.38 0.36 0.26 1.09 5.4 
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Table 4.1 (Continued) 
Potential Spearman 
ρ 
Pearson  
ρ 
Kendall 
τ 
Z-score Top Ranked 
RMSD 
TD 0.44 0.45 0.32 1.27 5.4 
RO 0.24 0.26 0.16 0.46 5.9 
TEs 0.42 0.45 0.3 1.39 6.1 
GKS 0.3 0.31 0.21 1.16 6.3 
Qp 0.41 0.39 0.29 1.22 6.5 
HLPL 0.39 0.38 0.28 1.18 6.7 
SR 0.21 0.25 0.15 0.77 6.9 
MJ2h 0.32 0.3 0.23 0.81 8.1 
MSBM 0.07 0.05 0.05 0.02 8.6 
MJPL 0.3 0.26 0.22 0.75 9.3 
TS 0.28 0.24 0.2 0.66 9.4 
 
For the targets from template-free modeling, the performance (in terms of correlation 
coefficients or average values of Z-score or RMSD) is worse than that for the homology 
based cases (See Table 4.2). Potentials that perform best for template-free modeling 
targets also perform best for homology modeling targets but do not yield results that are 
good as the latter. This is due to the fact that the models submitted to CASP8 usually 
deviate more significantly from the native protein structures for the template-free 
modeling cases than for the homology modeling ones, and are usually poorly packed 
and/or poorly folded. Therefore, empirical potentials, which are derived based on real 
globular proteins interactions, cannot be applied well to these cases. 
Rankings, RMSDs and correlation coefficients  results all show that the four-body 
sequential and four-body non-sequential potentials on average perform better than or as 
well as two-body potentials.  
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Table 4.2: Model ranking results for CASP8 template-free modeling targets. Values 
shown are averages for template-free modeling CASP8 targets. 
(Abbreviations and definitions of potentials are explained on Web-Server 
(http://gor.bb.iastate/potential)  and in (Pokarowski et al., 2005)). Values 
given in the first row are for the four-body optimized potentials (4B OPT 
POT).  
Potential Spearman 
ρ 
Pearson 
ρ 
Kendall 
τ 
Z-score Top Ranked  
RMSD 
4B OPT  POT 0.19 0.17 0.13 1.30 7.5 
BT 0.19 0.16 0.14 2.14 7.7 
MJ3h 0.15 0.12 0.11 2.02 8.4 
4B G POT 0.14 0.14 0.09 1.2 9.1 
BFKV 0.17 0.13 0.13 1.98 9.2 
Qm 0.19 0.14 0.13 1.70 9.3 
MJ3 0.22 0.18 0.15 1.66 9.6 
Qp 0.16 0.04 0.13 1.43 9.7 
TD 0.16 0.10 0.13 1.78 9.9 
4B POT 0.17 0.19 0.12 1.29 10.3 
HLPL 0.16 0.03 0.13 1.32 10.3 
MS 0.22 0.18 0.14 1.56 10.3 
SKOa 0.21 0.15 0.14 2.01 10.4 
TEl 0.15 0.12 0.11 1.70 10.6 
SKJG 0.20 0.16 0.13 1.88 10.8 
MSBM 0.10 0.06 0.07 1.05 10.8 
TEs 0.15 0.11 0.1 1.59 10.9 
VD 0.16 0.14 0.12 1.58 10.9 
SR 0.15 0.13 0.1 0.91 11.1 
GKS 0.16 0.12 0.11 1.33 11.1 
SKOb 0.19 0.13 0.13 1.94 11.4 
MJPL 0.15 -0.02 0.12 0.88 11.4 
TS 0.15 -0.02 0.12 0.81 11.6 
MJ2h 0.16 -0.003 0.13 1.00 11.8 
RO 0.12 0.13 0.08 0.46 12.3 
Qa 0.19 0.16 0.12 1.52 16.2 
 
4.2.2 Performance of the optimized potential 
The heat map (Figure 4.2) shows the average RMSD (given by color) from the native 
structure for best ranked homology based models, where w4-body-nonsequential is plotted on 
the x-axis and wshort range on the y-axis, both in steps of 0.05.  Additional heat maps can be 
found in the supplementary materials of Gniewek et al. (Gniewek et al., 2011). The best 
104 
 
weights in linear combination of four-body non-sequential, four-body sequential and 
short range potentials correspond to the yellow regions. The weight for four-body 
sequential potential is equal 1.0. It can be seen that all heat maps show the same region of 
best weights and there can be several values that give similar results.  
The optimized weights obtained for the four-body non-sequential and short-range 
potentials are about 0.28 and 0.22 respectively for the homology modeling targets. For 
template-free modeling targets the corresponding weights are different at 1.01 and 0.56. 
The weights obtained for homology modeling targets are used in assessing the quality of 
the optimized potential using Decoys 'R'Us data set. 
 
 
Figure 4.2:  Heat map for the average RMSDs for best ranked models for homology 
modeling targets from CASP8, for different weights of the four-body non-
sequential and short-range potentials, where the color gives the value of 
RMSD (Å). Left: Heat map for the full range of parameters and Right: 
Enlarged heat map for the best range of parameters. 
The four-body non-sequential potential does not necessarily perform better than the 
sequential potential, but after optimization, the resulting potentials (4B OPT POT in 
Table 4.1 and 4.2) perform better than either of the four-body potentials do individually, 
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better than all other coarse-grained potentials (with an average RMSD approaching ~3.7 
Å for the homology modeling targets), and   almost at the same level of performance as 
atomistic potentials. For template-free modeling targets, the Betancourt-Thirumalai 
(Betancourt et al., 1999) potentials perform almost as well as the optimized potentials but 
for homology modeling targets the improvement of the RMSD for the optimized 
potentials is significantly better.   
For the misfolded, asilmarh and Pdberr&sgpa data sets from the Decoys 'R'Us 
database the optimized potentials identify all native structures from these datasets and 
thereby perform as well as the other atomistic potentials like RAPDF (Samudrala et al., 
2000),  atomic KBP (Lu et al., 2001) and DFIRE (in the case of the DIFIRE-B potential, 
there is one mismatch).  In Table 4.3, the native structure ranks and the Z-scores are 
compared with the above atomistic potentials and for optimized potentials obtained here 
by using multiple decoy sets. Optimized potentials are able to predict all native structures 
in the lattice-ssfit decoy set and they fail to identify only two native states in the 4-state 
reduced decoy set. Average Z-scores for the optimized potentials for these decoys is 1.87.  
Multi-body potentials perform well, if protein structures are large enough, sufficiently 
compact and well-packed with many multi-body contacts.            
4.3 Discussion  
Coarse-grained potentials cannot be expected to recognize protein native structures 
with 100% accuracy regardless of the type of modeling used to generate structure models. 
This limitation could be due to the sample of structures used to derive the knowledge-
based potentials, the geometric characterization afforded by the models used and the 
optimization methods used to generate models or the importance of long distance ranges 
of interactions that are not considered in their derivations. Therefore, in order to obtain 
better quality assessments, it is reasonable to produce decoys using one potential and 
assess their quality using other scoring functions. Such an example can be found in a 
paper McGuffin (McGuffin, 2007) . 
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Table 4.3: The native structure ranks and the Z-scores obtained with RAPDF, KBP and 
DEFIRE atomistic potentials and for optimized potentials using multiple 
decoy sets. 
 
The RMSD values and Z-scores of the best predicted (by any potential) models using 
decoys for homology modeling targets and template-free modeling targets are averaged 
over all targets. The results are shown in Table 4.4. This suggests that if RMSD and Z-
Protein 
name 
RAPDF Atomic 
KBP 
DFIRE-A DFIRE-
A1.45 
DFIRE-
A1.70 
DFIRE-B 4B OPT 
POT 
4-state reduced 
1ctf 1/3.26b 1/3.53 1/3.86 1/3.33 1/4.01 1/3.03 2/2.32 
1r69 1/3.49 1/3.76 1/4.23 1/3.76 1/4.10 1/2.95 2/2.80 
1sn3 1/3.26 1/3.50 1/3.79 1/3.83 1/3.13 1/3.40 1/2.69 
2cro 1/2.93 1/2.91 1/3.29 1/2.97 1/3.24 2/2.74 1/2.46 
3icb 1/2.22 1/2.41 4/2.28c 1/2.15 4/2.29 24/1.68 1/1.99 
4pti 1/3.12 1/3.47 1/3.62 1/3.54 1/3.16 1/3.15 1/3.00 
4rxn 1/2.79 1/3.12 1/3.33 1/2.78 1/3.42 19/1.88 1/2.67 
fisa 
1fc2 497/−2.74 413/−1.05 254/0.23 406/−0.91 60/1.05 1/2.76 496/-2.34 
1hdd-C 17/2.00 25/1.78 1/4.50 1/3.77 1/4.45 1/6.76 3/2.10 
2cro 14/1.93 24/1.64 1/6.33 1/5.47 1/6.08 1/7.84 62/1.11 
4icb 1/3.89 6/2.46 1/6.91 1/6.34 1/6.96 1/8.47 1/3.27 
fisa_casp3 
1bg8-A 1/4.39 2/2.84 1/5.35 1/5.13 1/4.92 1/3.82 815/-0.46 
1bl0 1/3.19 215/0.76 1/4.50 1/4.01 1/4.32 3/2.27 813/-3.20 
1jwe 1/4.69 4/2.64 1/6.26 1/5.96 1/5.94 1/4.81 602/0.005 
lmds 
1b0n-B 359/−0.45 74/1.03 430/−1.17 398/−0.82 438/−1.33 261/0.03 441/0.18 
1bba 501/−11.11 500/−3.51 501/−16.28 501/−18.34 501/−11.78 501/−21.38 470/-1.61 
1fc2 501/−7.75 501/−8.86 501/−5.72 501/−6.32 501/−4.19 441/−1.22 501/-3.48 
1ctf 1/2.84 1/3.45 1/3.54 1/3.56 1/3.42 1/2.77 70/1.06 
1dtk 116/−0.08 31/1.16 1/2.62 62/0.56 1/3.69 5/2.46 99/0.2 
1igd 1/4.21 1/4.16 1/5.16 1/5.54 1/4.26 1/4.69 3/2.26 
1shf-A 1/5.15 2/2.83 1/6.68 1/6.01 1/6.29 1/5.44 1/2.77 
2cro 416/−0.96 175/0.40 1/4.70 109/0.85 1/6.51 1/4.50 5/1.89 
2ovo 4/2.76 1/2.86 1/3.21 1/3.27 1/2.92 27/1.48 119/0.48 
4pti 157/0.20 13/1.75 1/3.96 5/2.18 1/4.72 1/3.47 157/0.17 
lattice_ssfit 
lbco 1/9.79 1/9.47 1/12.09 1/10.80 1/7.36 1/7.95 1/6.37 
1ctf 1/6.99 1/7.20 1/10.05 1/7.26 1/8.13 1/6.89 1/4.20 
1dkt-A 1/6.78 1/6.78 1/6.87 1/6.38 1/4.50 1/4.92 1/4.28 
lfca 1/5.57 1/3.36 1/7.18 1/6.13 1/5.26 1/5.30 1/3.95 
1nkl 1/8.33 1/8.16 1/9.29 1/7.15 1/7.15 1/5.83 1/5.64 
1pgb 1/8.42 1/6.86 1/11.87 1/8.60 1/9.18 1/9.64 1/3.71 
1trl-A 1/4.84 1/5.58 1/6.32 1/4.81 1/5.00 1/3.73 1/4.58 
4icb 1/6.68 1/5.65 1/7.81 1/6.12 1/7.06 1/4.25 1/4.96 
summary 
Correct/ 
Total 22/32 18/32 27/32 25/32 27/32 23/32 15/32 
Z- score 0.83 2.87 4.27 3.31 3.91 3.32 1.87 
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score values are not as good as these average values obtained, then it might be possible to 
further improve the potentials used either by taking a linear combination of potentials or 
perhaps even by using a non-linear combination.  
For the results presented in Table 4.4, the answer is known in advance, but in cases 
where there is not a large difference between results from single potentials, there is a 
chance that by combining potentials a better performing combination might be obtained. 
Because, for the template-free modeling targets there is a large gap between the best 
average prediction for single (or optimized potential) and those using sophisticated 
methods to combine them there may be a significant opportunity for improvements in this 
field. 
Table 4.4: “Optimal” average Z-score and RMSD for best ranked decoys for hard and 
easy targets from CASP8. Hard cases are the template-free modeling 
structures and the easy cases are the homology modeling structures. 
 
 
 
 
 
Here, two types of multi-body potentials along with the short ranged potential are 
combined to obtain optimized potentials. The optimized potentials failed to identify the 
native structure in several small protein cases from Decoys 'R'Us data set (see 
Supplementary Materials in Gniewek et al. (Gniewek et al., 2011)), or in cases where the 
structure is stabilized by ions (Zn2+) or ligands (RNA). For proteins larger than about 80 
amino acids and for those which are stable alone, optimized potential performs as well as 
atomistic potentials. This simply reflects the fact that the correct packing is essential for 
protein stability, whether atomic or coarse-grained. In the case when proteins are large, 
atomistic potentials in protein folding simulations are simply impractical. Thus, there is a 
need for efficient well performing coarse-grained potentials. Optimized potentials 
 Z-score Top Ranked RMSD 
Easy 2.21 1.24 
Hard  2.75 2.12 
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obtained here will be helpful not only for threading and model ranking problem, but also 
for protein folding simulations. 
It is also important to point out that this linear combination of three potential terms is 
robust. In Figure 4.2, where the average RMSD for the best ranked models for homology 
modeling targets are shown, a yellow island is observed within which the performances 
are nearly equal. It is interesting that the parameter set obtained from optimization on 
template-free modeling targets, considered in the context of Figure 4.2, states that there is 
no significant difference whether the parameters are taken based on homology modeling 
or template-free modeling optimization. Thus, these potentials can be considered to be 
universal and not dependent strictly on whether homology modeling or template-free 
modeling decoys are being considered. 
Principal component analysis (PCA) is a method to reduce the number of possibly 
correlated variables into a smaller number of uncorrelated variables. Li et al. carried out a 
PCA of Miyazawa-Jernigan potentials (Li et al., 1997). They used eigenvalue 
decomposition, which is the most commonly used method in PCA. By identifying the 
first principal component vector from their analysis they showed that the dominant 
driving force for protein folding is the hydrophobic force. It is much more difficult and 
requires more work to interpret major principal components in multi-body combined 
potentials. A principal component analysis is carried out using the four-body sequential  
four-body non-sequential, short range, BT (Betancourt et al., 1999), MJ3 (Miyazawa et 
al., 1999) and SKJG (Skolnick et al., 1997) for the case of the set 1sn3 from Decoys 
'R'Us. The variances of the principal components for the decoy energies with each 
potential are shown in Figure 4.3. Each principal component is a combination of the 
above six potentials. It can be clearly seen that there is a major principal component that 
has the highest variance. The other five principal components are less important and, by 
definition, are orthogonal to the major principal component.  
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Figure 4.3:  Variances of principal components using four-body sequential, four-body 
non-sequential, short range, SKJG, BT and MT3 potentials. 
This tells that in energy model space there is a high redundancy of data (models 
usually capture common features of system, and differ mostly in their details). 
Correlation coefficients between two-body potentials were calculated earlier by 
Pokarowski et al.(Pokarowski et al., 2005). Feng et al. found the correlations between 
sequential and non-sequential four-body potentials (Feng et al., 2010).  
Figure 4.4 shows the Pearson correlations for contact energies between SKJG, BT 
and MJ3, the three potentials that perform the best among other two-body potentials, and 
four-body sequential, four-body non-sequential and short range potentials for 1sn3 in 
Decoys R ‘U’s dataset. It can be presumed that combining the best performing potentials 
that are less correlated should lead to the best results.  
 
V
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Figure 4.4: Pearson correlations for contact energies between SKJG, BT and MJ3, the 
three potentials that perform the best among other two-body potentials, and 
four-body sequential, four-body non-sequential and short range potentials for 
1sn3 in Decoys R ‘U’s dataset. 
Free energies have been calculated for coarse-grained models of proteins by 
combining optimized four-body potentials with entropies computed from elastic network 
models (Zimmermann et al., 2011). These entropies are simply taken to be proportional 
to the mean square fluctuations in position of each point in the structure. It has been 
shown from these free energy calculations that the native structure recognition can further 
be improved by taking into account the entropies in addition to energies of interactions.  
4.4 Participation in CASP9 
These optimized four-body potentials were used in CASP9 competition in order to 
recognize the native structures from sets of predicted structures. Predictions for five 
structures from several servers that performed well in CASP8 were obtained. These 
servers include Zhang (I-TASSER) (Zhang, 2007), Baker (Bradley et al., 2003), Raptor 
(Xu et al., 2009), HHPred (ding et al., 2005), Pcons (Lundstrom et al., 2001)and SAM 
(Karplus, 2009). All the predictions from each of these servers were taken; 30 structure 
predictions in total. Optimized four-body potentials were applied to each of these 
structures and the minimum energy structure was identified as the best fit to the native. In 
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each case, the identified structure was visually compared to confirm that it is a reasonable 
model.  
Optimized four body potentials performed well in free modeling (FM) with average 
Z-score (computed for 20 targets) 0.97 which placed the potentials among the top ten 
predictors. These optimized potentials also performed well,  in template-based 
(homology) modeling with the average Z-score 0.63 which was in the top 40 out of 
the174 participants. 
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CHAPTER 5: SUMMARY AND CONCLUSIONS  
This thesis covered two subjects; namely, protein designability and optimized four-
body interaction potentials. In Chapter 2, lattice models were employed to explore 
broadly the relationship between model protein structures and sequences. Graph features 
of contact maps were employed to describe the topology of lattice models and the 
relationship between these features and the designability of these models was explored 
(Section 2.1). It was found that there exists a positive relationship between some of the 
graph features employed and the designability. Highly and poorly designable 
conformations were distinguished based on the properties of interaction maps. This 
confirms the fact that the details of the topology in the conformations are indeed 
important determinants of their designability.  
It was shown, with the lattice models, that the size of the models is more important 
than their dimensionality. Interestingly enough, the prediction accuracy of designability 
for lattice models increases with the size of the lattice model. Very small lattice proteins 
exhibit anomalies due to their high fraction of surface residues, which (especially those 
located at the corners of 2D lattices) have highly limited possibilities of forming non-
bonded contacts.  
Application of these interaction graph features to find designable conformations for 
larger lattices with larger conformational spaces was suggested. These features were 
applied to selected real protein structures obtained from the PDB in Chapter 3.  
Diversity of sequences folding to highly and poorly designable structures was 
explored (Section 2.2). Substitution analysis was performed and it was found that the 
diversity of the sequences folding to structures increases as the designability increases 
and more designable structures can accommodate more diverse sequences. Positional 
substitution analysis shows that the exposed residues in the structure tend to be more 
polar in character whereas the buried residues are more likely to be hydrophobic. That is, 
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even though the sequence diversity increases with designability, there are significantly 
more conserved positions that are likely to be either more polar or more hydrophobic. 
Machine learning algorithms were used to distinguish between the most highly and 
the most poorly designable sequences obtained from 2D and 3D lattice models as had 
been done earlier for triangular and hexagonal lattices (Section 2.3). There was a clear 
difference between the hydrophobic/polar profiles of these two categories of sequences 
and they were readily distinguishable. It was also found that by training machine learning 
algorithms to distinguish between these two categories of sequences, it is possible to pick 
real protein sequences from randomly generated sequences. The highly and poorly 
designable sequences obtained from 2D, hexagonal and triangular lattices best mimic the 
real protein sequences.  
There was not a one-to-one match between conformations and sequences. Some 
sequences had equally favorable energies in different conformations (Section 2.4). Just as 
designable conformations have large number of sequences mapping onto one 
conformation, there can be un-structured sequences where many conformations map to 
one sequence. Overall there is a tendency for the unstructured sequences to have higher 
energy structures. In fact, the lowest energy values have a unique mapping between 
structure and sequence. This agrees with the principle that low energy forms have more 
unique structures. The lowest energy forms are usually presumed to be more native-like.  
It is interesting that the H/P model of proteins, which do not take into account many 
of the chemical details of the 20 different types of amino acids or their size differences, 
can be used in sequence-structure studies. It is remarkable how these simple lattice 
models can successfully mimic real proteins. 
 In Chapter 3 designability studies using lattice models were extended to real protein 
structures. Experimental data on the Gibb’s free energy of protein unfolding was used to 
show that highly designable structures are indeed thermodynamically more stable 
(Section 3.1).  
In order to move to off-lattice models of proteins, a real protein structure was used as 
the starting point and all possible enumerations were obtained from this structure’s Cα 
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atom coordinates (Section 3.2). The idea was to go further to study protein designability 
beyond the use of lattice models. It was found that when the RMS differences of the 
dihedral angle increases, the average energy difference for the corresponding 
conformations also increases. This shows that as the structures diverge further from the 
native, their energy increases. The correlation was found to be better at lower RMS 
angles differences. Furthermore, it was also seen that highly designable structures 
obtained are closer to the native structure than to other structures. 
The relationship between the topology of real protein structures and their 
designabilities was explored (Section 3.3). This is an extension of the work done on the 
lattice models (Section 2.1). The highly designable structures obtained for the 40-mer and 
50-mer sets of real proteins were identified as popular structural motifs found in nature. 
The poorly designable structures obtained were more extended structures with more open 
loops and fewer contacts.  
It was shown that graph features of contact graphs of real protein structures can be 
used to predict the designability of these structures. The AUC for the prediction accuracy 
of highly designable structures was 0.92. It was found that the most important features in 
predicting designability of the 40-mer set are the maximum degree of connectivity and 
the average degree of connectivity. For the 50-mer set, in addition to these two features, 
the number of nodes with average shortest path and the number of nodes with maximum 
shortest path were also found to be important predictors. The results obtained indicated 
that highly designable structures are tightly packed structures when compared to other 
structures and have more interactions.  
The sequences folding to highly and poorly designable structures were explored 
(Section 3.4) as they were for lattice models. The diversity of the sequences folding to 
structures increases with the designability of the structure. Thus, when more and more 
sequences favor a structure the normalized diversity of these sequences is high. In other 
words very different sequences favor the same structure.  
When the sequence space of the most designable structure was explored it was seen 
that the degree of connectivity at each residue position is anti-correlated with the degree 
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of solvent exposure. The surface residues had fewer interactions compared to the buried 
residues, as expected. The highly connected residues are also more conserved than the 
other residue positions. Therefore, even though the sequence diversity of highly 
designable structures is higher, there are nonetheless conserved positions along the 
structure.  
Eigenvalues of contact matrices were used along with graph features of contact maps 
to predict designabilities (Section 3.5). It was found that the maximum degree of 
connectivity and the maximum eigenvalue of contact maps can be used nearly 
interchangeably in predicting the designability of conformations. However, it is important 
to note that eigenvalues alone are not sufficient to predict designability of conformations. 
Nevertheless, good predictions can be made by using only graph features. It is important 
to note here that graph features of contact graphs actually represent physical properties of 
protein structures whereas eigenvalues do not do so directly.  
Machine learning algorithms were able to distinguish highly and poorly designable 
sequences obtained from real protein structures (Section 3.6) with high accuracy just as in 
the case of lattice models. There was a clear indication that the highly and poorly 
designable sequences have different hydrophobic/polar profiles. The algorithms were 
fairly successful in training to distinguish real protein sequences from random sequences. 
Prediction accuracies were better with larger proteins than for shorter proteins.  
In Chapter 4, the performance of different individual potential functions in model 
ranking was investigated. An optimized four-body potential was obtained by combining 
four-body sequential, four-body non-sequential and short range potentials. The four-body 
non-sequential potential did not necessarily outperform the sequential potential, but after 
optimization, the resulting potentials were found to perform better than either of the four-
body potentials do individually, better than all other coarse-grained potentials (with an 
average RMSD approaching ~3.7 Å for the homology modeled targets) and almost at the 
same level of performance as empirical atomistic potentials.    
Optimized four-body potentials could also be used in designability studies instead of 
using a binary alphabet and the simple energy function that we used. All interaction 
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energies used earlier to perform the designability studies were pairwise contact energies. 
The fact that high contact numbers are useful for predicting designability indicates that 
the many-body effects incorporated in the four-body potentials might be important. 
Designability studies have not yet been carried out using multi-body contacts or distance 
dependent contact potentials. It is of interest to see whether these newer potentials might 
improve the predictions of designability. 
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