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Resumen La mayor parte del tiempo, los investigadores deben filtrar
varios documentos acade´micos para encontrar aquellos relevantes para
su investigacio´n. Este filtrado muchas veces es engorroso y requiere em-
plear una considerable cantidad de tiempo. En la bu´squeda de este tipo
de material resulta u´til contar con un listado de objetos relacionados no
so´lo con la tema´tica buscada, sino tambie´n material que pueda estar re-
lacionado sema´nticamente con el objeto de la bu´squeda. Ser´ıa deseable
contar con este tipo de funcionalidad en los repositorios institucionales,
por esta razo´n en este trabajo se realiza una comparacio´n de te´cnicas
de filtrado basadas en el contenido sema´ntico (Term Frequency – In-
verse Document Frequency (TF-IDF), Latent Semantic Indexing/Latent
Semantic Analysis (LSI/LSA) y Word Mover's Distance (WMD)) de
una bu´squeda realizada, como una propuesta para un sistema de reco-
mendacio´n de material acade´mico empleando como conjunto de datos
los registros almacenados en un repositorio institucional. Los resultados
propuestos por dichas te´cnicas fueron evaluados de forma manual y com-
parados contra los resultados arrojados por el propio motor de bu´squeda
del repositorio y por los resultados entregados por Google Scholar. El
esquema planteado mejora en gran medida los resultados actuales.
Palabras Clave: filtrado basado en contenido, PLN, sistema de reco-
mendacio´n, similitud sema´ntica
1. Introduccio´n
Un sistema de recomendacio´n se define como una estrategia de toma de de-
cisiones para los usuarios en entornos de informacio´n complejos [27]. Este tipo
de sistemas se presentan como te´cnicas y herramientas de software que propor-
cionan sugerencias de “art´ıculos” que estiman sera´n de utilidad para un usuario
[4,29]. Las sugerencias esta´n relacionadas con varios procesos de toma de de-
cisiones, tales como que´ art´ıculos comprar, que´ mu´sica escuchar o que´ noticias
leer. Un “art´ıculo” es el te´rmino general utilizado para indicar lo que el sistema
recomienda a los usuarios. Los sistemas de recomendacio´n se dirigen principal-
mente a personas que carecen de suficiente experiencia personal o competencia
para evaluar el nu´mero potencialmente abrumador de art´ıculos alternativos que
por ejemplo un sitio web puede ofrecer [30].
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Un tema que resulta de mucho intere´s son las recomendaciones que ofrecen
los motores y bases de datos acade´micas de acceso libre como Google Scholar1,
Microsoft Academic2 y ResearchGate3. En estas bases de datos los elementos
sugeridos son art´ıculos o material acade´mico, basados mayormente en las rela-
ciones que posee el contenido buscado con el material almacenado, aqu´ı entran
en juego cuestiones como la popularidad de los elementos, tal es el caso de la
aplicacio´n del algoritmo PageRank de Google [21] para los resultados de las
bu´squedas y posteriores recomendaciones, o la utilizacio´n de mecanismos como
word embedding [18], el nuevo esquema utilizado por Microsoft Academic para
ofrecer una lista de publicaciones relacionadas [17].
Existen otros elementos de difusio´n y preservacio´n donde se aloja material
acade´mico, estos son los Repositorios Institucionales (RI), este tipo de bases de
datos han sido estudiadas [16,20,15] por la relevancia que poseen como elementos
para organizar, gestionar, difundir, preservar y ofrecer acceso libre a la produc-
cio´n cient´ıfica de una comunidad. Los RI poseen un motor de bu´squeda interno,
el cual ofrece un conjunto de resultados a partir de una bu´squeda por palabra o
frase, autor o fecha; buscando dentro de todas las colecciones o una coleccio´n en
particular. Para los RI que utilizan como software de base a DSpace, el motor
de bu´squeda, dependiendo de la versio´n, es Lucene o SOLR o combinaciones
de ambos. Estos motores permiten un gran nu´mero de opciones al momento de
realizar la bu´squeda [25], pero las bu´squedas sencillas, por palabra o frase, sera´n
las analizadas en este trabajo.
Una vez ingresada una bu´squeda en un RI, los resultados pueden estar or-
ganizados por relevancia, t´ıtulo, fecha de publicacio´n entre otros criterios. Las
palabras ingresadas en la opcio´n de bu´squeda son buscadas en los campos t´ıtulo,
autores, resumen, series, sponsor e identificador de cada registro. Estas bu´sque-
das se transforman en consultas a una base de datos donde los te´rminos intro-
ducidos son cotejados con los campos de los metadatos almacenados, el motor
devuelve un conjunto de resultados donde la palabra o frase buscada figura en
algu´n o algunos de los campos mencionados. Ma´s alla´ de la existencia de estos
te´rminos en los registros, los resultados no presentan algu´n tipo de relacio´n ma´s
estrecha, por ejemplo relaciones sema´nticas de contenido, es ma´s al ingresar a
alguno de los resultados de esta bu´squeda, el RI no ofrece un listado de registros
relacionados.
En este sentido, el presente trabajo aborda la problema´tica de evaluar y
proponer un mecanismo que permita a un RI ofrecer publicaciones relaciona-
das sema´nticamente en base a una bu´squeda realizada, de este modo, el usua-
rio podr´ıa seguir navegando entre los resultados asumiendo que las sugerencias
entregadas por la aplicacio´n esta´n realmente relacionadas con el objeto de su
bu´squeda.
El trabajo presentado se estructura de la siguiente manera, la Seccio´n 2 reali-
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y sus aplicaciones, la Seccio´n 3 presenta la definicio´n formal del problema que
se intenta resolver, la Seccio´n 4 expone una explicacio´n detallada del me´todo de
recomendacio´n basado en contenido que se propone, por su parte en la Seccio´n
5 se presentan los distintos experimentos realizados con el modelo desarrollado,
la Seccio´n 6 ofrece una breve validacio´n de los resultados ofrecidos y por u´ltimo
la Seccio´n 7 expone las conclusiones alcanzadas.
2. Trabajos relacionados
Existen dos modelos muy populares de sistemas de recomendacio´n, los siste-
mas de filtrado basados en el contenido y los sistemas basados en filtrado colabo-
rativo. Los primeros son los ma´s populares [30], donde el contenido desempen˜a
un papel principal en el proceso de recomendacio´n, en el que las calificaciones
de los usuarios y las descripciones de los atributos de los elementos se aprove-
chan para hacer predicciones. La idea ba´sica es que los intereses del usuario se
puedan modelar sobre la base de las propiedades (o atributos) de los elementos
que han calificado o accedido en el pasado. Los “elementos” suelen ser textua-
les, por ejemplo, correos electro´nicos [22] o pa´ginas web [32]. La “interaccio´n”
generalmente se establece mediante acciones, como descargar, comprar, crear
o etiquetar un art´ıculo. Los elementos esta´n representados por un modelo de
contenido que contiene las caracter´ısticas de los elementos. Las caracter´ısticas
suelen estar basadas en palabras, es decir, palabras sueltas, frases o n-grams [3].
Los sistemas basados en filtrado colaborativo [30,31] se refieren al uso de
calificaciones de mu´ltiples usuarios de forma colaborativa para predecir las ca-
lificaciones faltantes. El funcionamiento de este tipo de sistemas radica en la
teor´ıa que a los usuarios les gusta lo que les gusta a los que piensan de forma
similar, donde dos usuarios se consideraron con ideas afines cuando calificaron
elementos por igual. Cuando se identificaron usuarios de ideas afines, los ele-
mentos que un usuario califico´ positivamente se recomendaron al otro usuario,
y viceversa. Comparado con los sistemas de filtrado basados en contenido, los
sistemas de filtrado colaborativo ofrecen tres ventajas [3]. Primero, el filtrado
colaborativo es independiente del contenido, es decir, no se requiere procesa-
miento de elementos que puede estar propenso a error [23,31]. En segundo lugar,
debido a que los humanos hacen las clasificaciones, el filtrado colaborativo to-
ma en cuenta las evaluaciones de calidad reales [7]. Finalmente, se supone que
el filtrado colaborativo debe proporcionar recomendaciones fortuitas porque las
recomendaciones no se basan en la similitud de los ı´tems, sino en la similitud del
usuario [23,14]. Esto ilustra uno de los principales problemas del filtrado cola-
borativo: se requiere la participacio´n del usuario, pero a menudo la motivacio´n
para participar es baja, esta situacio´n se conoce como el problema de “arranque
en fr´ıo” (coldstart).
Algunas de las aproximaciones relacionadas con sistemas de recomendacio´n
de contenido acade´mico o relacionado a la educacio´n esta´n bien clasificadas y
resumidas en [3], los autores mencionan algunos enfoques como sistemas de re-
comendacio´n de libros, sistemas de recomendacio´n educativa, servicios de alerta
XXIV Congreso Argentino de Ciencias de la Computación Tandil - 8 al 12 de octubre de 2018
24
acade´mica, bu´squeda de expertos, resumen automa´tico de art´ıculos acade´micos,
recomendadores de conjuntos de datos acade´micos y deteccio´n de plagio. En el
mismo sentido, otras de las aproximaciones es el enfoque de [33] el cual pro-
pone un sistema de recomendaciones para art´ıculos acade´micos que combina el
ana´lisis de citas y el ana´lisis de redes. Por otro lado, [9] plantea un sistema de
recomendacio´n basado en un esquema h´ıbrido que emplea redes de coautor´ıa
y te´cnicas basadas en contenido. Por su parte [34] presenta un sistema de re-
comendacio´n entre dominios con transferencia de informacio´n coherente (CIT).
En [26] se presenta una te´cnica llamada AKR (Author-specified Keywords based
Retrieval - recuperacio´n basada en palabras claves especificadas por el autor), la
misma proporciona un conjunto diverso de publicaciones como parte de la lista
de lectura inicial en base a las palabras claves que el autor especifica.
3. Definicio´n del problema
Se define el problema de la siguiente manera:
Dado como entrada un art´ıculo p de un a´rea espec´ıfica del conocimiento A
que posee un conjunto C de art´ıculos, encontrar un conjunto P de art´ıculos que
sean los ma´s relacionados a p. Aqu´ı, cada art´ıculo pi perteneciente a cualquier
Cj esta´ representado por un conjunto de metadatos M.
Como se trabajara´ sobre un Repositorio Institucional, los metadatos de los
registros almacenados sera´n los datos de entrada. Para este estudio, la relacio´n
que existe entre el art´ıculo p y el conjunto P tiene que ver con el contenido
sema´ntico, es decir, estos registros estara´n relacionados sema´nticamente con la
bu´squeda realizada.
4. Enfoque propuesto
Los RI de acceso abierto que implementan el protocolo OAI-PMH[11], res-
petan el formato de metadatos Dublin Core4 de manera obligatoria, por esta
razo´n cada registro posee 15 campos de metadatos y 3 de encabezado. Los cam-
pos utilizados para este estudio son los t´ıtulos (campo title) y las descripciones
(campo description, empleado para almacenar el resumen del elemento digital)
por ser los ma´s representativos de cada registro. Dentro de los metadatos del
registro no se encuentra el cuerpo del art´ıculo sino un enlace al mismo, debido
a esto queda fuera del alcance del esquema propuesto evaluar el contenido del
cuerpo del art´ıculo. Los datos sobre los cuales se trabajo´ fueron recolectados
en un trabajo previo [16], por este motivo los datos almacenados respetan el
formato antes mencionado.
Segu´n el estudio de [13], las palabras que ocupan diferentes posiciones en un
documento tienen diferentes poderes discriminatorios, por ejemplo, una palabra
4 http://dublincore.org/
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que aparece en el t´ıtulo suele ser ma´s significativa que una palabra que aparece en
el texto del cuerpo. Una aplicacio´n de esta idea fue conducida por [19] aplicando
una ponderacio´n arbitraria tres veces ma´s fuerte a los te´rminos del t´ıtulo que a
los te´rminos del cuerpo del texto, y dos veces ma´s fuerte para los te´rminos del
resumen. Mientras que [8] experimento´ con diferentes pesos para el contenido
de art´ıculos y el contexto de citas. Descubrieron que un peso igual para ambos
campos alcanzaba la mayor precisio´n (en este caso la medida de precisio´n estaba
relacionada con la medida de coincidencia). Atendiendo a estas consideraciones,
se decidio´ llevar a cabo esta investigacio´n aplicando el mismo peso para ambos
campos de la tupla {titulo, descripcio´n}.
Para este trabajo se decidio´ utilizar la librer´ıa gensim [28] del lenguaje Pyt-
hon5. Los esquemas de evaluacio´n seleccionados para el desarrollo de los experi-
mentos fueron: TF-IDF [1], Latent Semantic Indexing/Latent Semantic Analysis
(LSI/LSA) [12,6] y Word Mover's Distance (WMD) [10,18].
La solucio´n planteada funciona de la siguiente manera: Inicialmente se des-
cartan los registros que no poseen t´ıtulo y descripcio´n, todos los registros poseen
un campo/metadato subject el cual, por lo comu´n alberga detalles del a´rea de
conocimiento del registro, razo´n por la cual este campo es utilizado para dividir
el conjunto total en subconjuntos ma´s manejables. Cada subconjunto posee un
conjunto de tuplas {t´ıtulo, descripcio´n}, estas tuplas son procesadas para elimi-
nar signos de puntuacio´n, pasar las palabras a minu´sculas y eliminar las stop
words, estas stop words fueron obtenidas a partir de la librer´ıa nltk6. Seguido
a esto, los registros fueron tokenizados para iniciar la labor de construccio´n del
diccionario de te´rminos, el cual sera´ utilizado por las te´cnicas de representacio´n
de documentos seleccionadas (TF-IDF, LSI/LSA y WMD) que se encargara´n de
evaluar la similitud del art´ıculo seleccionado contra el corpus procesado. Cada
modelo de evaluacio´n entregara´ los 10 registros del corpus que posean las mejo-
res evaluaciones de similitud, es decir, los registros ma´s parecidos evaluando los
te´rminos del t´ıtulo y descripcio´n del art´ıculo seleccionado. En este punto el mo-
delo de evaluacio´n ya ha sido entrenado con los subconjuntos de datos (divisio´n
por a´rea del conocimiento) y esta´ listo para realizar predicciones.
En el modo normal de funcionamiento, el usuario realizar´ıa una bu´squeda ini-
cial con algu´n te´rmino o frase, el motor del repositorio entregar´ıa los resultados
de la bu´squeda, y una vez que el usuario elige un registro del listado resultante
(este registro es preprocesado y tokenizado al igual que el conjunto de registros),
el esquema aqu´ı propuesto, realizar´ıa la bu´squeda del material relacionado con
el titulo + descripcio´n del art´ıculo elegido. Se espera obtener una mejora en las
bu´squedas ya que es ma´s probable, que un registro este´ relacionado sema´ntica-
mente con otros registros por un nu´mero mayor de palabras que si el esquema
estuviera limitado solo a los t´ıtulos de las publicaciones.
5 https://www.python.org/
6 https://www.nltk.org/
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5. Experimentos realizados
Los datos sobre los cuales se basaron los experimentos son los registros del
Servicio de Difusio´n de la Creacio´n Intelectual (SEDICI) [5] que es el repositorio
institucional de la Universidad Nacional de La Plata7, el an˜o pasado, este repo-
sitorio ocupaba la posicio´n 77°en el ranking mundial de repositorios web, 5°en
Latinoame´rica y 1°en Argentina [24]. El repositorio en ese entonces superaba los
54.000 registros.
Se dividio´ el conjunto total de registros del repositorio en a´reas tema´ticas
para que el procesamiento y tratamiento de la informacio´n sea manejable debi-
do al gran nu´mero de registros del repositorio. Para realizar los experimentos se
recuperaron los registros del a´rea “Ciencias Informa´ticas”, es decir, los registros
que poseen dicha frase dentro del campo subject, esto dio un total de 9482 re-
gistros cuyos campos t´ıtulo y descripcio´n son no vac´ıos. Se eligio´ esta a´rea de
conocimiento debido a la facilidad de contar con expertos para la evaluacio´n de
los resultados. Este conjunto de registros fue procesado y tokenizado para crear
el diccionario de te´rminos que luego fue utilizado para generar cada uno de los
tres modelos de recomendacio´n segu´n las te´cnicas empleadas (TF-IDF, LSI/LSA
y WMD).
El experimento se inicio´ seleccionando al azar 8 art´ıculos del a´rea Ciencias
Informa´ticas, estos art´ıculos no formaron parte del cuerpo total de 9482. Cada
t´ıtulo completo de estos registros fue introducido en la opcio´n de bu´squeda del
SEDICI para obtener los primeros 50 resultados ordenados por relevancia. Ocho
profesionales informa´ticos graduados participaron del experimento del siguiente
modo: (1) a cada sujeto se le asigno´ uno de los art´ıculos elegidos al azar y el
listado correspondiente de 50 resultados arrojados por el motor de bu´squeda del
repositorio, cada resultado, incluido el art´ıculo de la bu´squeda, fue provisto con
el t´ıtulo y la descripcio´n, (2) se le solicito´ que evaluara´n cada uno de los 50
registros como relacionado o no relacionado y conformaran una lista ordenada
de elementos recomendados de mayor a menor relevancia, (3) de cada lista se
obtuvieron los 10 primeros registros para conformar la lista dorada (gold list) de
cada uno de los 8 art´ıculos iniciales.
De igual manera, por cada uno de los 8 art´ıculos, se realizo´ una bu´sque-
da en Google Scholar (GS) primero con el t´ıtulo del art´ıculo completo e in-
dicando que los recuperara del sitio web del SEDICI ingresando el comod´ın:
site:sedici.unlp.edu.ar, luego se realizaron consultas empleando la te´cnica n-
grams. Con esta estrategia se generan consultas extrayendo subsecuencias de n
palabras del t´ıtulo del art´ıculo, para los experimentos se tomo´ n = 2. Antes de
aplicar dicha estrategia se preproceso´ el texto del t´ıtulo, removiendo caracteres
especiales, removiendo stop words y pasando los te´rminos a minu´sculas. Para
todos los casos, del listado de resultados y ordenados por relevancia, se tomaron
los primeros 10 resultados para evaluarlos contra la lista dorada generada por
los expertos.
7 http://sedici.unlp.edu.ar/
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Por u´ltimo, se emplearon cada uno de los modelos generados con las te´cnicas
TF-IDF, LSI/LSA y WMD, ingresando por un lado los t´ıtulos de los registros, en
otros casos solo la descripcio´n y por u´ltimo la tupla {t´ıtulo, descripcio´n} de cada
uno de los 8 registros para computar la similitud sema´ntica entre estos y el corpus
de evaluacio´n generado previamente. Las consultas generadas con la estrategia
n-grams sobre los te´rminos del t´ıtulo de los art´ıculos que fueron aplicadas para
recuperar los registros de GS, fueron igualmente aplicadas al motor de bu´squeda
del SEDICI y en los modelos de evaluacio´n TF-IDF, LSI/LSA y WMD. La idea
de utilizar este tipo de te´cnicas es u´til para comprobar si puede o no existir
algu´n sesgo al momento de consultar con el t´ıtulo completo o solo con algunas
palabras.
6. Validacio´n
Para evaluar los resultados de la solucio´n propuesta contra los resultados
entregados por el motor de bu´squeda del SEDICI y los entregados por Google
Scholar, se adopto´ la me´trica de evaluacio´n recall [2]. La sensibilidad o exhaus-




Total de Elementos Recuperados
(1)
A continuacio´n se presentan y analizan los resultados obtenidos con los expe-
rimentos llevados a cabo. Para evaluar comparativamente las alternativas men-
cionadas, se decidio´ de forma arbitraria tomar los primeros 10 resultados como
el total de elementos recuperados en cada consulta realizada tanto al motor de
bu´squeda del repositorio, a GS y con los modelos de evaluacio´n generados. Dentro
de los primeros 10 resultados se computara´n los elementos relevantes recupera-
dos por cada alternativa. Se toma este criterio principalmente porque el usuario
comu´n tiende a buscar contenido relacionado entre los primeros resultados de
una bu´squeda, por ello se considera que 10 es un nu´mero razonable, asumiendo
adema´s que el usuario solo leera´ los t´ıtulos y resu´menes de dichos resultados y no
el cuerpo completo del documento. La Tabla 1 reu´ne los resultados promedios de
Tabla 1. Valores relativos de recall para las distintas alternativas planteadas
SEDICI GS TF-IDF LSI/LSA WMD
T´ıtulo 0.35 (0.8) 0.41 (0.5) 0.46 (1.15) 0.31 (0.73) 0.48 (0.81)
T´ıtulo (2-grams) 0.32 (0.8) 0.39 (0.5) 0.41 (1.10) 0.28 (0.83) 0.48 (0.93)
Descripcio´n – – 0.61 (1.28) 0.38 (0.85) 0.55 (0.85)
T´ıtulo + Descripcio´n – – 0.65 (1.31) 0.41 (0.89) 0.57 (0.85)
exhaustividad (recall) calculados para cada una de las alternativas empleadas,
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entre pare´ntesis se incluye el tiempo promedio empleado en segundos para cada
experimento. Estos experimentos fueron llevados a cabo realizando consultas a
los distinto motores (SEDICI y GS) y modelos generados (TF-IDF, LSI/LSA y
WMD) consultando por el t´ıtulo completo del art´ıculo (primera fila), empleando
2-grams con los te´rminos del t´ıtulo (segunda fila), tomando los te´rminos de la
descripcio´n del art´ıculo (tercera fila) y tomando tantos los te´rminos del t´ıtulo
como los de la descripcio´n (cuarta fila). A simple vista, el esquema que mejor
resultados ofrece es el TF-IDF empleando en conjunto el t´ıtulo y la descripcio´n
con un valor de 0.65 de recall. El segundo esquema que ha entregado buenos re-
sultados es el WMD con un valor de 0.57 de recall. En las filas tercera y cuarta,
para el SEDICI y GS no existe un valor ya que para estos motores so´lo se ha
consultado por el t´ıtulo del art´ıculo sin emplear los te´rminos de la descripcio´n.
Al emplear la estrategia n-grams no se obtuvieron diferencias sustanciales
en relacio´n a los otros esquemas, esto quiere decir que para realizar consultas
empleando solamente palabras del t´ıtulo, basta ingresar dos palabras del mis-
mo para obtener resultados aceptables en lugar de emplear el t´ıtulo completo.
Adema´s hay que destacar que el empleo de las descripciones de los registros,
mejoro´ en todos los resultados en todos los casos, esto es un claro indicio de las
relaciones sema´nticas entre los documentos recuperados ya que las descripciones
representan un resumen del cuerpo del art´ıculo.
7. Conclusiones
En este trabajo se presento´ una solucio´n preliminar a un problema espec´ıfico
y real, poder recomendar contenido acade´micos sema´nticamente relacionado en
un repositorio institucional. Si bien, hasta el momento no se intento´ resolver
este problema en este tipo de herramientas, el modelo aqu´ı presentado otorga
una alternativa viable y una mejora sustancial a la funcionalidad ofrecida por el
repositorio. La aplicacio´n de los algoritmos seleccionados han mostrado resulta-
dos muy alentadores, pues las relaciones entre documentos aqu´ı encontradas e
inferidas, ser´ıa una tarea realmente compleja de resolver con simples consultas
a una base de datos.
La aplicacio´n de te´cnicas de Inteligencia Artificial, y ma´s espec´ıficamente,
te´cnicas de Procesamiento del Lenguaje Natural al problema presentado, de-
muestran el gran potencial de estas para resolver problemas de cualquier ı´ndole
y la flexibilidad de adaptarse a nuevos entornos, tal es el caso del esquema TF-
IDF que en este caso entrego´ los mejores resultados.
La bu´squeda de contenidos acade´micos relacionados es un tema muy impor-
tante y un instrumento valioso para la comunidad cient´ıfica, adema´s, teniendo
en cuenta la importancia y la relevancia que tiene el SEDICI como un reposi-
torio referente a nivel nacional y latinoamericano, contar con herramientas y/o
servicios que mejoren sus prestaciones le aportan un gran valor institucional.
El estudio aqu´ı presentado deja abierto el panorama para un sin fin de aplica-
ciones y futuras l´ıneas de investigacio´n. La combinacio´n de te´cnicas en conjunto
con las aqu´ı presentadas puede resultar en algo ma´s fruct´ıfero, sin ir ma´s lejos, el
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empleo de palabras claves del mismo documento o la combinacio´n de esquemas
basados en la recuperacio´n de documentos referenciados, o el empleo de redes de
coautor´ıa, o la evaluacio´n del cuerpo del documento o empleando un esquema
de ponderacio´n para las palabras del t´ıtulo y descripcio´n pueden llegar a otorgar
una mejora considerable.
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