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ABSTRACT
We here consider the subset simulation method which approaches a failure event using a decreasing
sequence of nested intermediate failure events. The method resembles importance sampling, which
actively explores a probability space by conditioning the next evaluation on the previous evaluations
using a Markov chain Monte Carlo (MCMC) algorithm. A Markov chain typically requires many steps
to estimate the target distribution, which is impractical with expensive numerical models. Therefore,
we propose to approximate each step of a Markov chain locally with Gaussian process (GP) regression.
Benchmark examples of reliability analysis show that local approximations significantly improve
overall efficiency of subset simulation. They reduce the number of expensive limit-state evaluations by
over 80%. However, GP regression becomes computationally impractical with increasing dimension.
Therefore, to make our use of a GP feasible, we employ the partial least squares (PLS) regression, a
gradient-free reduction method, locally to explore and utilize a low-dimensional subspace within a
Markov chain. Numerical experiments illustrate a significant computational gain with maintained
sufficient accuracy.
Keywords subset simulation ·Markov chain Monte Carlo · local approximation · partial least squares regression · rare
events
1 Introduction
In a probabilistic framework, rare events are events with a small probability of occurrence. Accurate and efficient
forecasting of rare events is essential, since an incorrect quantification can lead to a fatal failure in the modeled
technological system. In general, the probability of failure PF is defined in terms of a d-fold integral
PF =
∫
g(θ)≤0
pi(θ)dθ , (1)
where θ ∈ Rd is the vector of initial uncertainties for the limit-state function g, pi is the joint probability density
function (PDF) of the input parameters θ , and g(θ)≤ 0 defines the failure event. We here assume the standard normal
distribution for the input parameters θ . By applying the Rosenblatt transformation [1] or the Nataf distribution [2],
non-Gaussian initial uncertainties with possible correlations can be transformed to independent standard normal random
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variables. The limit-state function g can define multiple disjoint failure regions. It describes any form of failure for a
numerical or an analytical model. Typically, g is a black-box model, and highly expensive to evaluate.
Reliability analysis methods based on Taylor series expansion around a design point (FORM and SORM) idealize the
failure surface (the boundary of the set {θ ∈ Rd , g(θ)≤ 0}) and do not provide an error measure [3, 4, 5]. A robust
alternative is the simple Monte Carlo method (MC) [6], which can be applied to almost any numerical model and
failure surface. It approximates the probability of failure (1) as the sample mean of the indicator function I(θ), defined
by I(θ) = 1 if g(θ) ≤ 0 and I(θ) = 0 otherwise. To accurately estimate small failure probabilities, MC requires a
substantial number N of limit-state evaluations. In particular, it requires N ≥ 1/(ε2 ·PF), where ε is the relative error
[6]. For example, with ε = 0.1, PF = 10−4 and a one-minute numerical experiment, we would need at least around 700
days of computation. Certain variance reduction methods [7, 8] were proposed to improve MC for low-dimensional
numerical experiments.
The subset simulation method [3, 9, 10] is a well-known reliability approach proposed to quantify rare events for
high-dimensional problems. It is also recognized as a sequential Monte Carlo because the idea is to design numerical
experiments sequentially, while actively exploring the probability space. The design is related to a sequence of nested
intermediate failure levels. After initial random limit-state evaluations, each new numerical experiment is designed
conditioned on the samples that generated failure at the previous intermediate level. The experiment design uses a
Markov chain Monte Carlo (MCMC) algorithm. Typically, for higher dimensions, the Metropolis-Hastings (MH)
algorithm generates too many repeated steps that result in a substantial correlation within a Markov chain. Therefore,
a modification of the MH algorithm was proposed in [10] that resembles the MH within Gibbs algorithm. Later,
the adaptive MCMC algorithm was introduced to generate a new candidate state that is always different from the
current state [3]. The adaptive MCMC algorithm assumes that the states are jointly Gaussian with a component-wise
cross-correlation factor. The implementation omits the classical MH accepting criterion. The latest attempt to improve
the engine of the subset simulation method was to utilize a Hamiltonian dynamic within a Markov chain [11]. For
specific benchmark cases, it demonstrated a significant gain. However, a Hamiltonian dynamic is difficult to define
and solve optimally. In general, the concept is to generate multiple short Markov chains at each intermediate failure
level. Because intermediate failure levels are nested, we are not required to include a burn-in period, the initial state of a
Markov chain already being within the target distribution.
A Markov chain typically requires a sufficient number of states to define the target distribution adequately. In each
state, the limit-state function is evaluated to test the failure criterion. This becomes impractical when the numerical
evaluation of the limit state is expensive. Therefore, we approximate the limit-state function locally within the subset
simulation method to efficiently quantify rare events [12]. We assume that the limit-state function is deterministic
and accessible only as a black-box model, i.e., we take the non-intrusive approach. Standard approximation methods
tend either to over- or under-predict rare events and may introduce a bias if the training set is insufficient. We exploit
the local regularity of the limit-state function to approximate it adequately with few samples. Global approximations
within the subset simulation method include Support Vector Machines [13, 14] and Gaussian processes [15]. The
concept is mainly to train a surrogate model globally at each intermediate failure level and improve the model using a
specific criterion. An alternative approach with the Multilevel Monte Carlo method (MLMC) was proposed to utilize
different mesh grids at each intermediate failure level [16]. However, this approach does not guarantee the nestedness
of intermediate failure levels, as well as requires a burn-in period.
The requirements for local approximations typically exponentially increase with the dimension, and the computation
becomes infeasible. Therefore, we employ the partial least squares (PLS) regression [17] to define a low-dimensional
subspace within Markov chain steps locally. PLS maximizes the squared covariance between the low-dimensional
projection of the input parameter and the limit-state value. The approach does not require gradient evaluations, which
makes it suitable for expensive black-box problems. The local subset approach can be implemented easily within any
MCMC algorithm.
In Section 2, we describe the subset simulation method, and we introduce local approximations based on Gaussian
process regression in Section 3. Section 4 describes the implementation of the partial least squares (PLS) regression
within a Gaussian process. We discuss the numerical experiments in Section 5 and offer our conclusions in Section 6.
2 Subset Simulation Method
The failure event F for the limit-state function g is defined as F = {θ ∈ Rd : g(θ)≤ 0} within the probability space of
the input parameters θ . As illustrated in Fig. 1a, the idea of the Subset Simulation Method is to approach F using a
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decreasing sequence of nested intermediate failure events, F1 ⊃ F2 ⊃ ·· · ⊃ FL = F for which we can write [3]
F =
L⋂
j=1
Fj. (2)
Hence, the probability of failure PF, Eq. (1), is estimated as a product of conditional probabilities using the intermediate
failure events as
PF = Pr(F) = Pr(
L⋂
j=1
Fj) =
Ll
j=1
Pr(Fj|Fj−1), (3)
where F0 = Rd is ’the certain event.’ Initially, we generate limit-state evaluations for independent samples θ drawn
from the probability density pi(θ), and estimate the probability P(1)F = Pr(F1|F0) at j = 1 for θ ∈ F1. The intermediate
failure probabilities P( j)F = {Pr(Fj|Fj−1) : j = 2, · · · ,L} are then estimated by generating samples from the conditional
probability distribution functions (PDFs) {pi(θ |Fj−1) : j = 2, · · · ,L} as [3, 9]
pi(θ |Fj−1) =
pi(θ)IFj−1(θ)
Pr(Fj−1)
, (4)
where IFj−1(θ) is the indicator function for Fj−1. To generate samples from the conditional probability pi(θ |Fj−1),
we employ a Markov chain Monte Carlo (MCMC) algorithm with the input parameters θ ∈ Fj−1 as the initial state.
When a Markov chain reaches its stationary state, the generated samples are identically distributed according to the
conditional probability pi(θ |Fj−1) [3, 18], but not independent. As the procedure is adaptive, we set the intermediate
failure probabilities to a prescribed conditional probability p0, which results in the intermediate failure thresholds c j.
The failure events are then defined as Fj = {θ ∈ Rd : g(θ)≤ c j}, where c1 > c2 > · · ·> cL = 0. It was demonstrated
in [9] that minimizing the coefficient of variation δ makes the prescribed conditional probability p0 range between 0.1
and 0.3.
At each intermediate failure level j, we generate Ns = p0 ·N Markov chains from the samples that we observe in the
previous level j− 1. Each chain generates N/Ns− 1 steps to obtain the total of N samples θ (1)j , . . . ,θ (N)j from the
conditional probability pi(θ |Fj−1). Typically, a Markov chain requires a burn-in period. However, because the initial
states for Markov chains are already within the target distribution due to the nestedness of the intermediate failure
events, the process is recognized as perfect simulation and does not require a burn-in period [16].
The procedure iterates until c j ≤ 0, at which point the actual failure event F = FL is achieved. The probability of failure
is then approximated using
PF ≈ P̂F = pL−10 P̂(L)F , (5)
where P̂(L)F is an estimate of the final level probability P
(L)
F = Pr(FL|FL−1). This estimate is obtained using the simple
Monte Carlo method, as the sample mean of the indicator function I, using the samples from pi(θ |FL−1).
Figure 1: (a) The subset simulation method for the simple linear limit-state function. (b) Local approximations for the
subset simulation method.
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2.1 Performance
In general, the number of intermediate failure thresholds L−1 is random. However, for a sufficient number of samples
N, Lemma 1 in [19] demonstrates that L−1 is actually fixed by the ratio of the logarithms
L−1 =
⌊
logP(θ ∈ F)
log p0
⌋
=
⌊
logPF
log p0
⌋
. (6)
Because the estimates of the intermediate conditional failure probabilities are correlated, the final approximation P̂F
is biased with the order of O(N−1) [3, 19]. Even for independent and identically distributed (iid) samples, it was
demonstrated [19] that bias is still present because we select intermediate failure thresholds adaptively. However, the
bias seems negligible relative to the coefficient of variation of P̂F.
By using the first-order Taylor series expansion of Eq. (5) [3], the coefficient of variation for P̂F is estimated as
δ 2PF ≈
L
∑
i=1
L
∑
j=1
δnδmρ∗nm, (7)
where ρ∗nm is the correlation between the estimates P̂
(n)
F and P̂
(m)
F . The coefficients of variation δ j of the conditional
probabilities P̂( j)F are defined by [3]:
δ j =
√√√√1−P( j)F
N ·P( j)F
(1+ γ j). (8)
Here, γ j defines the auto-correlation of Markov chain states. It is estimated with the indicator function IFj for the failure
level j using limit-state evaluations within a Markov chain. At the failure level j = 1, the coefficient of variation δ1 for
P̂(1)F is estimated with γ j = 0 because we use only the simple Monte Carlo evaluations.
We summarize the standard implementation of the subset simulation method in Algorithm 1. The algorithm uses the
adaptive MCMC implementation (Algorithm 2) that generates a candidate state v that is always different from its
current state θ (s)j with the assumption that v and θ
(s)
j are jointly Gaussian with a component-wise cross-correlation
factor ρdi . We note the Markov chain step with s. The relation between the cross-correlation ρdi and the variance σ
2
di
is ρdi =
√
1−σ2di . A low ρdi and a large variance σ2di result in many rejected candidates, while a small variance and
a large ρdi result in a high correlation between states. The cross-correlation factor ρdi is updated iteratively to keep
the acceptance rate close to 0.44, which was observed to be an optimal rate for the subset simulation method [3, 9].
The acceptance rate and the standard deviation of the proposal distribution of each component σdi are combined with
the scaling parameter λiter. This parameter is updated iteratively within Markov chain steps by using the measured
accepting rate of a chain. Therefore, we skip the classical MH accepting step and focus only on the failure condition of a
candidate state v. Given an arbitrary state θ (s)j , a candidate state v is generated from the multivariate normal distribution
with the mean ρdiθ
(s)
j,di
and the standard deviation
√
1−ρ2di . For more details, the reader should consult [3]. It is crucial
to note that the standard implementation of the subset simulation method, Algorithm 1, assumes that the shape of
the intermediate failure domain Fj approaches continuously, with increasing index j, the shape of the original failure
domain F . If this is not the case, the algorithm could end up sampling in the wrong direction [20].
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Algorithm 1 Subset simulation method [3, 10]
1: procedure SUS(N (the number of samples in each intermediate step), p0 ∈ [0,1] (the conditional probability), g (the limit-state
function))
2: Generate N iid samples θ j=0,i ∈ RN×d from a joint probability density function pi(θ).
3: Sort the samples θ j=0,i in ascending order by their equivalent magnitudes of the limit-state values g(θ j=0,i) ∈ RN .
4: For j = 1, define c1 as the p0-quantile of the evaluations g(θ j=0,i) and the intermediate failure threshold F1 = {θ ∈ Rd :
g(θ)≤ c1}.
5: repeat
6: Generate N samples from pi(θ |Fj) by using p0 ·N multiple short Markov chains for the samples that satisfy θ j−1,i ∈ Fj .
7: Define Fj+1 = {θ ∈ Rd : g(θ)≤ c j+1} with c j+1 as the p0-quantile for N generated samples by the Markov chains.
8: j=j+1
9: until c j > 0
10: Identify NF failure samples at the final level for which θ j−1,i ∈ F .
11: Estimate the failure probability as P̂F = p
j−1
0
NF
N .
12: end procedure
Algorithm 2 Conditional sampling from pi(θ |Fj) [3]
1: procedure ADAPTIVE-MCMC(θ (s)j (the previous state within a Markov chain), ρ j (the correlation), Fj (the intermediate
failure), s (a Markov chain step))
2: Generate a candidate state v ∈ Rd from pi(θ |Fj). For each coordinate di of a candidate state v, generate vdi from the normal
distribution with the mean ρdiθ
(s)
j,di
and the standard deviation
√
1−ρ2di .
3: if v ∈ Fj then
4: θ (s+1)j = v
5: else
6: θ (s+1)j = θ
(s)
j
7: end if
8: end procedure
The subset simulation method with the adaptive MCMC approach, Algorithm 1, requires the total number NTotal of
limit-state evaluations
NTotal = N+N · (1− p0) · (L−1). (9)
For computationally demanding numerical experiments, this requirement is infeasible. Also, NTotal increases linearly
with L. Because the approach uses an MCMC algorithm, we need to employ multiple different runs of Algorithm 1 to
quantify the variability of the solution, which is an additional cost.
3 Local Subset Approximations
Here, we propose a different approach to improve the subset simulation method. For each Markov chain proposal, we
choose to use only a subset of N0 nearby samples from the N available samples to predict the limit-state function, see
Fig. 1b. We describe the procedure in more detail in Algorithm 3. We can split the algorithm into three parts. The first
part, which is discussed in this section, covers how the limit-state function is locally approximated, while the second
part, lines 4–15, deals with approximation errors. The last part, lines 16–20, checks whether a candidate state v is within
an intermediate failure region or not.
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Algorithm 3 Local subset approach with a Gaussian process for a Markov chain
1: procedure LOCAL-SUS(v (a candidate state), θ (s)j (a previous state), ST = {θ j,i,g(θ j,i)} (a design set), θ j,i : i = 1, ...,N0 (a
sample set), g (the limit-state function), N (the number of samples in each intermediate step), N0 (the number of samples for a
local approximation), j (a failure level), s (a Markov chain step))
2: repeat
3: Compute the nominal approximations ĝ(v) and ĝ(θ (s)j ) by the local subset approach withinB(v,R) andB(θ
(s)
j ,R) using
N0.
4: Using Eq. (16), estimate εv and εθ
(s)
j .
5: if u∼ Uniform(0,1) > βT then
6: Refine randomly at v or θ (s)j for a = c j.
7: else if εv ≥ εθ (s)j AND εv ≥ γT then
8: ST← Refine near v using Eq. (18) for a = 0.
9: else if εθ
(s)
j > εv AND εθ
(s)
j ≥ γT then
10: ST← Refine near θ (s)j using Eq. (18) for a = 0.
11: end if
12: until True
13: if v does not satisfy the nestedness condition then
14: Use the limit-state function g(v).
15: end if
16: if v ∈ Fj then
17: θ (s+1)j = v
18: else
19: θ (s+1)j = θ
(s)
j
20: end if
21: end procedure
In line 3 we employ a Gaussian process (GP) regression using a Bayesian approximation, so the limit-state function g
must be smooth. Local Gaussian process regression was analysed in [12, 21, 22, 23, 24]. GP regression approximates
the limit-state function g by a realization of an underlying Gaussian process [25],
g(θ)≈ ĝ(θ) = βTg · fT(θ)+σ2g Z(θ ,ωg), (10)
where βTg · fT(θ) is the trend and σ2g is the variance of a model. Furthermore, Z(θ ,ωg) is a stationary Gaussian process
with ωg ∈Ω being an elementary event from the probability space (Ω,F ,P). A stationary Gaussian process is defined
with zero-mean and unit-variance. In general, GP regression assumes a normal distribution over observations and
utilizes a Bayesian approximation. To describe the correlation within a given sample set, we employ a covariance matrix
Knm =K (θ j,n,θ j,m;χ), whereK is a predefined kernel function and χ are the hyperparameters such as the overall
correlation of samples and the smoothness ofK .
As Fig. 1b suggests, to construct the GP regression locally, we need to specify the radius R of a ball
B(v,R) := {θ j,i, ‖θ j,i− v‖2 ≤ R} (11)
centered on a candidate state v. The radius R is chosen to include a fixed number of samples N0. We select the number
of samples as N0 =
√
d(d+1)(d+2)/2 using the factorial design with additional few samples to improve the stability
[12]. However, for higher dimensions, the computation becomes impractical. In general, selecting an optimal sample
size is a well-known problem in GP regression. We adopt N0 = d+1 for high-dimensional problems and, as explained
later in this paper, we expect the error indicators to maintain an adequate performance even with suboptimal sample
size. The vector of evaluations of the limit-state function at the samples in the ballB(v,R) is Y = (Yi = g(θ j,i))i=1,...,N0 .
The parameters βg,σ2g are estimated by generalized least-squares [25], while the hyperparameters χ are estimated by
maximum likelihood estimation.
Therefore, for a candidate state v within a Markov chain, we predict locally the limit-state function g(v) with µv(v)
given by [25]
µv(v) = fT(v) ·βg+ρ(v)TK−1(Y −FTβg), (12)
and define the variance (an uncertainty measure) σ2v (v) as
σ2v (v) = σ
2
g
(
1−〈 fT(v)Tρ(v)T〉
[
0 FTT
FT K
]−1 [ fT(v)
ρ(v)
])
. (13)
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At the intermediate level j, the correlation ρ(v) between the candidate state v and the nearest N0 samples is defined by
ρ(v) := (K (v,θ j,i;χ))i=1,...,N0 . Also, FT is the information matrix for the regression model.
3.1 Triggering Model Refinement
Local approximations introduce errors in predictions. For the subset simulation method as a sequential approach, the
errors can accumulate and severely affect the overall estimation of the probability of failure. Therefore, to control errors
in predictions, we establish the refinement procedure, which should optimally use the limit-state function to improve
predictions and the local sample set. In this section, we discuss when the refinement is required, while Section 3.2
covers the implementation of the refinement. This part corresponds to lines 4–10 within Algorithm 3. We treat both the
candidate state v and the previous state θ (s)j equally by choosing symmetric refinement criteria. The algorithm should
behave identically when v and θ (s)j are interchanged in order to not influence the reversibility of the transient kernel [12].
Our implementation uses two criteria, the first being random: additional samples within the ballB(v,R) or the ball
B(θ (s)j ,R) are added with probability βT. This random refinement fits naturally with an MCMC algorithm. We write
βT = β1 · s−β0· jβ2 , (14)
where β0, β1 and β2 are arbitrary constants. For our numerical investigation, we define the parameters as β0 = 1,
β1 = 0.01 and β2 = 2.
The random refinement is essential to establish the theoretical convergence results [12]. It does not have a significant
impact on performance. As explained later in Section 3.2, the condition is generally used to refine further in the
probability space within the ballB(v,R) or the ballB(θ (s)j ,R), making a better spread of the samples, as samples tend
to cluster in the subset simulation method. As is evident from (14), the random refinement occurs more frequently at
the lower intermediate levels j.
The second criterion uses an uncertainty indicator to control errors in predictions. We compute the sensitivity of a local
approximation ĝ using the 95% confidence interval of GP predictions
ĝ±(v) = µv(v)±1.96 ·σv(v). (15)
It produces the scalar error indicators εv and εθ
(s)
j .
εv =
ĝ+(v)− ĝ−(v)
µv(v)
εθ
(s)
j =
ĝ+(θ (s)j )− ĝ−(θ (s)j )
µθ (θ
(s)
j )
. (16)
The refinement is triggered whenever one of the indicators exceeds a predefined threshold γT. Between a candidate state
v and the previous state θ (s)j , the algorithm prefers a sample with larger error estimation. The indicator is straightforward
to estimate and explain. It is an efficient way to manage local approximation errors, and it is the primary source of
refinement [12, 26].
3.2 Local Model Refinement
When a refinement criterion is triggered, we perform refinement by selecting an optimal sample θ ∗ withinB(v,R) for
which we evaluate the limit-state function g(θ ∗). The new sample and the corresponding evaluation are inserted into the
design set ST = {θ j,i,g(θ j,i)}. The concept is to improve the geometry of the sample set and reduce the prediction error.
We employ the posterior distribution ĝ(v)∼N (µv(v),σ2v (v)) to include the information about the intermediate failure
thresholds c j and the final threshold c j ≤ 0. Because the failure probability is a binary classification, it is sufficient to
introduce the probability of misclassification, for which we write [25]
PM(v)≡Φ
[
− |µ(v)− c|
σ(v)
]
. (17)
Here c is a generic failure threshold andΦ is the standard normal cumulative distribution function (CDF). The maximum
value is achieved when the fraction (the U-function) tends to zero, i.e., when PM = 0.5. A small value of PM occurs
when the prediction mean µ(v) is far from c or when the prediction standard deviation σ(v) is insignificant. Therefore,
we select the sample θ ∗ that minimizes the U-function locally [25]
θ ∗ = argmin
‖θ ′−Θ‖2≤R
θ j,i∈ST
|µ(θ ′)− c|
σ(θ ′)
. (18)
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Here, Θ is either a candidate state v or the previous state θ (s)j depending on the refinement criteria. When the error
Figure 2: Illustration of the refinement using the U-function (the red line is a failure threshold) with (a) a = 0, and (b)
a =−c j.
indicator is triggered, we refine near v or θ (s)j with the optimization procedure (18) for c = 0, see Fig. 2a. The constraint
ensures that the new sample is withinB(Θ,R) to improve the current model. The inner minimization operator finds a
sample that minimizes the U-function. As the failure is defined as g(θ)≤ 0, the failure threshold c = 0 improves the
design set and the prediction globally. For the random condition, Eq. (14), we select c =−c j to have a sample closer to
the final threshold c j = 0 withinB(Θ,r), see Fig. 2b. As −c j→ 0, the random refinement generates samples θ ∗ at the
final threshold c j = 0.
3.3 Failure Threshold Improvement
The nestedness of the intermediate failure events F1 ⊃ F2 ⊃ ·· · ⊃ FL = F can be violated by local approximations.
When this happens, we evaluate the limit-state function g to perform a Markov chain step, line 13 of Algorithm 3.
Recall that, for a finite number N of evaluations, Eq. (6) gives the number of the intermediate failure thresholds L−1 as
the log-ratio between the probability of failure and p0. As local approximations generate errors in the intermediate
failure thresholds c j and the conditional probability p0, we have
p̂0 = p0± ε.
Therefore, to maintain the number of levels L−1 after including local approximations, the condition p0 ε should be
satisfied, since
L−1 =
⌊
logPF
log p0+ log(1± εp0 )
⌋
. (19)
Additionally, we propose adaptive improvements for the intermediate failure threshold ĉ j and the failure probability
P̂F . The intermediate failure threshold ĉ j is updated after we have determined the target distribution with the adaptive
MCMC approach of Algorithm 3. In general, we iteratively replace approximations close to a failure threshold by
evaluating the limit-state function for corresponding samples. Using limit-state evaluations, we update the intermediate
failure threshold ĉ j and the probability of failure P̂L. If the procedure does not achieve a specific stopping criterion εs, it
converges to the original estimations once all approximations ĝ(θ) are replaced by the limit-state function g. See [27]
for a rigorous convergence proof for this approach. The intermediate failure improvement is described in Algorithm 5,
while for the final failure threshold we employ Algorithm 4 [27].
4 Dimensionality reduction
Typically, the computational requirements of GP regression increase with the dimension d, as we need a larger design
set to produce an adequate result. To predict locally, we invert several times a N0×N0 correlation matrix, which costs
O(N30 ). Therefore, to increase efficiency, we employ the partial least squares (PLS) regression [17, 28] for line 3 of
Algorithm 3. PLS does not require gradients to explore a low-dimensional subspace, and it finds a low-dimensional
projection of the input parameters θ that has significant correlation with limit-state evaluations. PLS is particularly
useful when the dimension is larger than the size of the given sample set, but it requires a sufficient correlation
between the input parameter θ and the limit-state evaluations [29, 17, 28, 30, 31]. The approach combines the principal
component analysis (PCA) with the ordinary least-squares regression.
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Algorithm 4 Intermediate failure improvement ĉ j
1: procedure FIX-ĉ j(θ j,i : i = 1, · · · ,N - the input samples, G : {ĝ(θ j,1), · · · , ĝ(θ j,N)} - the limit-state approximation set, g - the
limit-state function)
2: Set k = 0, N(k) = 0, G(k)0 = /0 and S
(k) = /0.
3: Sort G and θ j,i in ascending order with G.
4: Estimate the intermediate threshold ĉ(k)j using p0 as
ĉ(k)j =
GN p0 +GN p0+1
2
.
5: repeat
6: Select the samples θ∗ of θ j,i from N(k)+1 up to N(k)+∆N within S(k), for an arbitrary step ∆N.
7: Evaluate the limit-state function g for θ ∈ S(k) and collect within G(k)0 .
8: Update GN(k)+1 to GN(k)+∆N with G
(k)
0 and sort in ascending order.
9: Estimate the intermediate failure threshold ĉ(k+1)j
ĉ(k+1)j =
GN p0 +GN p0+1
2
.
10: N(k+1) = N(k)+∆N
11: k=k+1
12: until |ĉ(k)j − ĉ(k−1)j | ≤ εs
13: end procedure
Algorithm 5 Final Failure Improvement P̂L [27]
1: procedure FIX-P̂F(θ j,i : i = 1, · · · ,N - the input samples, G : {ĝ(θ j,1), · · · , ĝ(θ j,N)} - the limit-state approximation set, g - the
limit-state function)
2: Set k = 0, N(k) = 0 and S(k) = /0.
3: Estimate P̂(k)L =
NF
N =
1
N ∑
N
i=1 1ĝ(θ)≤0(θ j,i).
4: repeat
5: Sort |G| and θ j,i in ascending order with |G|.
6: Select the samples θ∗ of θ j,i from N(k)+1 up to N(k)+∆N within S(k), for some arbitrary sample step ∆N.
7: Evaluate the limit-state function g for θ ∈ S(k).
8: Update the failure probability
P̂(k)L = P̂
(k−1)
L +
1
N ∑θ∈S(k)
[
− Iĝ≤0(θ)+ Ig≤0(θ)
]
.
9: k=k+1
10: N(k) = N(k−1)+∆N
11: until |P̂(k)L − P̂(k−1)L | ≤ εs
12: end procedure
9
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4.1 PLS background
We define the input matrix as X ∈ RN0×d with the corresponding evaluations of the limit-state function Y ∈ RN0×1. It is
required to have X and Y centered around zero, as achieved via lines 2–5 of Algorithm 6. The first latent component
h1 of the low-dimensional subspace is estimated with the optimal direction w1 that maximizes the squared covariance
between h1 = Xw1 and Y [29],
w1 = argmax
wT1 w1=1
wT1 X
TYY TXw1. (20)
The optimization problem is solved when w1 is the eigenvector of the matrix XTYY TX. To obtain the second latent com-
ponent h2, the residual matrix XE and vector YF are defined by subtracting from X and Y their rank-one approximations
using t1 [29]
XE = X−h1 pT1 ,
YF = Y −b1h1.
Algorithm 6 PLS1 [30]
1: procedure PLS1(X ∈ RN0×d (the input matrix), Y ∈ RN0×1 (the limit-state evaluations))
2: Compute the mean for X: µX = 1N0 ∑
N0
i=1 θ j,i.
3: Compute the mean for Y : µY = 1N0 ∑
N0
i=1 g(θ j,i).
4: Center X: X = X−1 ·µTX .
5: Center Y : as Y = Y −1 ·µTY .
6: Set XE = X, YE = Y , k = 1.
7: repeat
8: Compute the weights: wk = XTEYE/||XEYE ||.
9: Compute the score as hk = XE wk.
10: Compute the load as pk = XTE hk/(h
T
k hk).
11: Compute the regression coefficients bk = hTk YE/(h
T
k hk).
12: XE ← XE −hk pTk .
13: YE ← YE −bkhk.
14: k = k + 1
15: until ||YE || ≤ εy
16: end procedure
Here p1 ∈ Rd is a load vector, defined in line 10 of Algorithm 6 and b1 is the corresponding regression coefficient,
defined in line 11. The computation is iterative and stops when a criterion such as ‖YF‖ ≤ εy is fulfilled [30]. A
more robust assessment can be made using cross-validation. When a stopping criterion is fulfilled, Algorithm 6
provides the load matrix P = [p1, ..., pr] ∈ Rd×r, the score matrix H = [h1, ...,hr] ∈ RN0×r and the weight matrix
W= [w1, ...,wr] ∈RN0×r, where r is the dimension of a low-dimensional subspace. The PLS low-dimensional subspace
Rr is spanned by the columns of the PLS-weight matrix RPLS =W(PTW)−1 ∈RN0×r. The definition of the PLS weight
matrix includes the weight matrix W, which defines the correlation between the input and the limit-state response, as
well as the score matrix P, which defines the regression relation between the input matrix X and the corresponding
projection onto a low-dimensional subspace. Therefore, we rotate the input matrix X ∈ RN0×d by the PLS-weight
matrix RPLS to discover the low-dimensional projection HPLS ∈ RN0×r [31]
HPLS = XRPLS. (21)
Finally, instead of training a Gaussian process on the original space defined for the input matrix X ∈ RN0×d , we
design efficiently a Gaussian process using the low-dimensional projection HPLS ∈ RN0×r of the input matrix with the
limit-state evaluations Y ∈ RN0×1. This results in a smaller number of hyperparameters χ for a stationary anisotropic
covariance matrix, as r d. Because the training procedure of a Gaussian process is done on a low-dimensional
subspace, we need a smaller sample size N0 for a sufficient design.
5 Examples of Application
We evaluate the proposed local subset approach with four numerical experiments in low and high dimensions. We
mainly compare the performance of the approach with the standard implementation of the subset simulation method
that uses the adaptive MCMC algorithm, as explained in Section 2. The local subset algorithm is implemented in
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Figure 3: The relative error as a function of the average number of evaluations, over 20 independent runs, for the
two-dimensional examples 1–3 and different error thresholds γT.
MATLAB, and it is integrated in the algorithm of the subset simulation method provided by the Engineering Risk
Analysis Group (Technical University of Munich) [32]. Our MATLAB codes can be found at https://github.
com/ksehic/Local-Approximations-for-SuS. We have there implemented both Gaussian process regression and
polynomial regression.
To achieve an adequate initial spread of samples, we employ Latin hypercube sampling (LHS) using the built-in
MATLAB function lhsdesign. We sample the unit hypercube [0,1]N and then map the samples to the original variable
space by the inverse cumulative distribution function of the marginals. After M initial limit-state evaluations, we
use local approximations of LHS proposals to replace direct evaluations of the limit-state function g, Algorithm 7.
We select M heuristically as M = 0.1 ·N, which additionally improves the overall efficiency. For an LHS proposal
with a substantial uncertainty in the prediction (i.e., γT ≥ 5%), we employ the limit-state function g, lines 4–9 in
Algorithm 7. Typically, if we increase the error threshold, the relative error increases with fewer limit-state evaluations.
However, for certain numerical experiments, such as the nonlinear limit-state function from Example 1, a higher error
threshold generates better results. This can be related to insufficient refinement and inadequate spread of the samples.
Before sampling from the conditional probability pi(θ |F1) at j = 2, the intermediate failure threshold c1 is improved by
Algorithm 4.
Algorithm 7 Local approximations after k0 = M initial limit-state evaluations
1: procedure LOCAL-START(v0 (an LHS proposal), Sk = {θ j,i,g(θ j,i)} (a design set), θ j,i : i = 1, ...,N0 (a sample set), g (the
limit-state function), N (the number of samples in each intermediate failure step), N0 (the number of samples for a local
approximation))
2: Estimate the nominal approximation ĝ(v0) by a Gaussian process locally withinB(v0,R) using N0.
3: Compute the error indicator εv by Eq. (16).
4: if εv < γT then
5: Sk+1←{v0, ĝ+(v0)}.
6: else
7: Evaluate the limit-state function g(v).
8: Sk+1←{v0,g+(v0)}.
9: end if
10: if k0 == N then
11: j=j+1
12: Define ĉ j as the p0-quantile of the evaluation part of Sk.
13: Improve ĉ j by Algorithm 4.
14: end if
15: end procedure
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Case E[PMCF ] E[PSuSF ] E[PLocalF ] σ [PLocalF ] ε ε0 E[N̂0] E[N̂Total] E[NTotal]
g11(θ) for d = 2 3.2e-5 3.6e-5 3.5e-5 1.2e-5 0.11 0.03 196 391.6 4600
g12(θ) for d = 2 6.4e-5 6.7e-5 6.9e-5 2.3e-5 0.08 0.03 190 469.7 4600
Table 1: Local subset approach with a Gaussian process for Eqs. (22) and (23) averaged over 20 independent runs for
p0 = 0.1 and N = 1000.
Case E[PSuSF ] E[PLocalF ] σ [PLocalF ] ε0 E[N̂Total] E[NTotal]
g11(θ) for d = 2 3.6e-5 3.5e-5 1.2e-5 0.03 391.6 4600
g11(θ) for d = 5 3.6e-5 3.3e-5 1.0e-5 0.09 503.3 4600
g11(θ) for d = 10 3.6e-5 3.3e-5 1.0e-5 0.09 805.2 4600
Table 2: Local subset approach with a Gaussian process for Eq. (22) in higher dimensions averaged over 20 independent
runs for p0 = 0.1 and N = 1000.
The results are computed from 20 independent simulation runs. We fix the seed numbers to fairly compare the
performances of the local subset approach and the standard implementation. In all examples, we select the typical values
N = 1000 and p0 = 0.1 [9]. However, in certain situations, we select different values to investigate their contributions
in the estimations. For Gaussian process regression, we use the constant trend with the anisotropic squared exponential
kernel. Note that the acceptable relative error in reliability analysis can range up to 30% due to typically small values of
the probability of failure. Our probability of failure is nominal because we do not include all possible uncertainties. The
presence of safety coefficients is inevitable in realistic structural design.
5.1 Example 1 - Simple limit-state function
Here, we consider the limit-state surface defined by a linear function [11, 3]
g11(θ) = 4− 1√
d
d
∑
n=1
θn, (22)
and its non-linear version [11]
g12(θ) = 4− κ4 (θ1−θ2)
2− 1√
d
d
∑
n=1
θn. (23)
The parameter κ controls the non-linearity of the function. We estimate the failure probabilities exactly as Pg11F =
3.17×10−5 and Pg12F = 6.41×10−5 for κ = 0.2 [11]. In this example, we are able to explore the performance of the
local subset approach in varying dimensions because the final failure estimation does not depend on the dimension d.
The local subset approach reduces the total number of evaluations by over 89% on average for the low-dimensional
numerical experiments, while keeping the relative error ε0 with respect to the standard implementation at less than 3%,
see Table 1. In comparison with the exact solutions, the relative errors are up to 11%. For the standard implementation,
Figs. 4 and 6 illustrate the relation between the relative error and the average number of limit-state evaluations for
different values of p0 and N. Figures 5 and 7 show the same for the local subset approach. The local subset approach
outperforms the standard implementation with significantly fewer limit-state evaluations. In general, for the local subset
approach, we note that the conditional probability p0 = 0.5 and the initial number of limit-state evaluations N = 5000
achieve the minimal relative error for the linear limit-state function, while for the nonlinear version we have the best
values p0 = 0.2 and N = 2000.
In higher dimension, e.g., d = 10, the relative error with respect to the standard implementation increases. However, as
the standard implementation overpredicts the exact solution, the relative error with respect to the exact solution decreases,
see Table 2. The efficiency is above 82% with the relative error less than 9%. However, the computational demands
for predictions become intensive. As previously explained, this is the main reason to include PLS in predictions.
(Nevertheless, as the results show, local approximations with Gaussian process regression can be used in higher
dimensions, however with longer calculations.)
Therefore, we use the partial least squares (PLS) regression. Initially, we employ Algorithm 6 with all samples in
the set to estimate a low-dimensional subspace globally. We project the samples onto the global low-dimensional
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Figure 4: For the linear limit-state function, Eq. (22), the relative error of the standard implementation as a function of
the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities p0 = (0.1,0.2,0.5)
with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number of samples N =
(500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
Figure 5: For the linear limit-state function, Eq. (22), the relative error of the local subset approach as a function of
the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities p0 = (0.1,0.2,0.5)
with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number of samples N =
(500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
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Figure 6: For nonlinear limit-state function, Eq. (23), the relative error of the standard implementation as a function of
the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities p0 = (0.1,0.2,0.5)
with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number of samples N =
(500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
Figure 7: For the nonlinear limit-state function, Eq. (23), the relative error of the local subset approach as a function of
the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities p0 = (0.1,0.2,0.5)
with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number of samples N =
(500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
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Case E[PSuSF ] E[PLocalF ] σ [PLocalF ] ε0 E[N̂Total] E[NTotal]
(a) g11(θ) 3.0e-5 0.2e-5 1.6e-6 0.9 3022.7 4600
(a) g12(θ) 5.9e-5 0.6e-5 4.0e-6 0.9 2818.4 4600
(b) g11(θ) 3.0e-5 2.3e-5 7.6e-6 0.2 5856.4 8000
(b) g12(θ) 5.9e-5 4.5e-5 1.4e-5 0.2 5451.7 8000
(c) g11(θ) 2.8e-5 1.6e-5 2.8e-6 0.4 9838.2 2.3e3
(c) g12(θ) 5.7e-5 2.7e-5 4.5e-6 0.5 9697.2 2.3e3
Table 3: Local PLS-Gaussian process approximations for Eq. (22) and Eq. (23) with d = 100 for (a) p0 = 0.1 and
N = 1000, (b) p0 = 0.5 and N = 1000, and (c) p0 = 0.1 and N = 5000.
subspace and select the nearest samples to a projected candidate state v. To define a local low-dimensional subspace, the
nearest samples and the corresponding limit-state evaluations are processed by Algorithm 6. The local low-dimensional
subspace is used to train a Gaussian process efficiently.
Table 3 shows the results for the linear and nonlinear limit-state functions of Example 1, with d = 100. The efficiency
for higher dimensions drops to 34% with the relative error less than 90%. The relative error is substantial, but the failure
level of 10−5 is accurately estimated. For demanding computations, the improvement of 34% can make a significant
difference. By increasing p0 = 0.5, we reduce the relative error to less than 22%, but with the efficiency of 26.8% and
31.8% respectively. If we include more points in the local regression, the efficiency increases to over 50%, but the
relative errors increase to around 40%. The results for N = 5000 are significantly better, with the overall efficiency
above 57.2% and with relative errors at 44% and 53%, respectively.
Figure 8: The subset simulation method with the local subset approach for (a) four failure branches function, and (b)
hypersphere limit-state function.
5.2 Example 2 - Four failure branches function
A system with four distinct component limit-states [25] is a common benchmark in reliability analysis, and we can
describe it with the normal distribution as
g2(θ) = min

3+0.1(θ1−θ2)2− θ1+θ2√2 ,
3+0.1(θ1−θ2)2+ θ1+θ2√2 ,
θ1−θ2+ 7√2 ,
θ2−θ1+ 7√2 .
(24)
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Case E[PMCF ] E[PSuSF ] E[PLocalF ] σ [PLocalF ] ε0 ε E[N̂0] E[N̂Total] E[NTotal]
g2(θ) 2.3e-3 2.4e-3 2.3e-3 4.0e-4 0.02 0.04 222 348.6 2800
Table 4: Local polynomial approximation results for the four failure branches function averaged over 20 independent
runs with p0 = 0.1 and N = 10000.
Figure 9: For the four failure branches function, Eq. (24), the relative error of the standard implementation as
a function of the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities
p0 = (0.1,0.2,0.5) with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number
of samples N = (500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
Two components are linear, while the remaining two components are described with the parabolic shapes. The reference
probability of failure is estimated to PMCF = 2.26×10−3 using the simple Monte Carlo method with NMC = 1×106.
Using the local subset approach, the probability of failure PF is approximated with an average of 348.6 numerical
evaluations, 36% of which are performed at the initial sampling. The relative error ε0 is less than 4%, while the
relative error ε compared to the Monte Carlo estimation is less than 2%. Local approximations reduce the computation
requirements by 87.5%. The SMART algorithm [13] employs support vector machines in the subset simulation method
to approximate the probability of failure under the same conditions as above, with NTotal = 2035 and the relative error
less than 3%. The limit-state function, Eq. (24), is used nearly six times more than with the local subset approach.
Figures 9 and 10 show the performance of the standard implementation and the local subset approach for different
values of p0 and N. The local subset approach minimizes the relative error for p0 = 0.2 and N = 1000. Figure 8a
illustrates the performance of the local subset approach in the probability space. The exact failure regions are accurately
explored and estimated.
5.3 Example 3 - Hypersphere limit-state function
Here, the failure region is defined with the samples θi located outside of a hypersphere with radius τ [33]
g3(θ) = 1− ‖θ‖
2
2
τ2
− θ1
τ
[
1− ( ‖θ‖2τ )ν)
1+( ‖θ‖2τ )ν
]
, (25)
where ν ∈ [0,4] modifies the gradient of the limit-state function in θ1 direction. The failure domain is independent of ν
for this range. The reference probability of failure for ν = 2, d = 2 and τ = 5.26 is Pr[g(θ)≤ 0] = 1×10−6. The exact
solution can be derived with the upper and lower incomplete gamma functions [33].
For the hypersphere limit-state function, Eq. (25), with p0 = 0.1, the number of failure levels is L− 1 = 6. This is
a practical example to analyze our approach for more levels and smaller failure probabilities. The results exhibit a
remarkable performance of the local subset approach. The relative error ε0 is less than 10% with the reduction in the
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Figure 10: For the four failure branches function, Eq. (24), the relative error of the local subset approach as a function
of the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities p0 = (0.1,0.2,0.5)
with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number of samples N =
(500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
Case E[PMCF ] E[PSuSF ] E[PLocalF ] σ [PLocalF ] ε ε0 E[N̂0] E[N̂Total] E[NTotal]
g3(θ) 1.0e-6 0.8e-6 0.88e-6 1.4e-6 0.12 0.10 208 1103.1 6400
Table 5: Local subset approach for the hypersphere limit-state function averaged over 20 independent runs with p0 = 0.1
and N = 1000.
computational requirements of 82.8%, see Table 5. In comparison to the exact solution, the relative error is up to 12%.
Figure 8b shows that the failure thresholds are accurately estimated with the nested condition satisfied. For this example,
we design locally a Gaussian process with the constant trend. In Figs. 11 and 12 we plot the relative error as function of
the expected value of the total number of limit-state evaluations for different conditional probabilities p0 and different
numbers N of initial limit-state evaluations. The local subset approach requires fewer evaluations than the standard
implementation with the adaptive MCMC algorithm. The minimal relative error for the local subset approach is attained
at p0 = 0.1 and N = 2000.
5.4 Example 4 - Nonlinear oscillator
We here adapt the nonlinear oscillator from [30], which is a hysteretic oscillator under stochastic loading governed by
m0u¨(t)+au˙(t)+a0[αu(t)+(1−α)uyz(t)] =Ψ(t), (26)
where u(t), u˙(t) and u¨(t) are the displacement, velocity and acceleration of the oscillator in time t. We select the
design parameters as m0 = 6 ·104, a0 = 5 ·106, a = 2m0ζ
√
a0/m0, ζ = 5% and uy = 0.04. The parameter α = 0.1 is
introduced to control the degree of hysteresis. The parameter z(t) is governed by the Bouc-Wen hysteresis law [30].
The loading Ψ(t) is a seismic load model as a white noise, which is a time-series. It is discretized in the frequency
domain as [30]
Ψ(t) =−m0Sw
d/2
∑
n=1
[θn cos(wnt)+θd/2+n sin(wnt)]. (27)
Here θn, n= 1, ...,d are independent standard Gaussian random variables, wn = n∆w, ∆w= 30pi/d, the cut-off frequency
is wcut = 15pi and Sw =
√
2S0∆w with the intensity of the white noise S0 = 0.03. We define d = 300 to approximate the
probability of failure Pr[u(8s)+0.3≤ 0] for the displacement of the oscillator at t = 8s. The reference probability of
failure is estimated to PMCF = 8.3×10−4 using the simple Monte Carlo method with NMC = 1×106.
The local PLS-Gaussian process approach estimates the probability of failure PF with the relative error ε0 less than
86% and with the efficiency of 34.6%, see Table 6. By increasing N = 5000, the relative error drops to 38% with the
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Figure 11: For the hypersphere limit-state function, Eq. (25), the relative error of the standard implementation as
a function of the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities
p0 = (0.1,0.2,0.5) with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number
of samples N = (500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
Figure 12: For the hypersphere limit-state function, Eq. (25), the relative error of the local subset approach as
a function of the average number of evaluations, over 20 independent runs, for (a) the conditional probabilities
p0 = (0.1,0.2,0.5) with the corresponding number of samples N = (500,1000,2000,4000,5000), and (b) the number
of samples N = (500,1000,2000,4000,5000) with the corresponding conditional probabilities p0 = (0.1,0.2,0.5).
efficiency above 59% with respect to the standard implementation. In general, the relative errors for the local subset
approach using GP repression with PLS are substantial.
The input parameters θ drawn from the standard normal distribution are the Fourier coefficients of the loading Ψ(t),
which is a time-series that resembles white noise. Employing the principal component analysis (PCA) on the input
parameters θ would be pointless because θ are iid variables. However, Ψ(t) as a time-series can contain a sufficient
low-dimensional subspace in contrast to the input parameters. The loading Ψ(t) at each time t can be used as the input
parameter instead of the Fourier coefficients. Therefore, we initially generate 5000 different independent realizations
of Ψ(t) using 300 Fourier coefficients. The loading Ψ(t) is discretized with 110 time steps for t = 0, . . . ,8. The
realizations are used to estimate the eigenvalues and eigenvectors for the loading Ψ(t), see Fig. 13a. In Fig. 13b,
the total variation estimation show that all 110 elements of Ψ(t) are important to maintain the variation 100%. The
total variation increases linearly with the discretized elements of Ψ(t). Hence, the eigenvectors are used to project
the elements of Ψ(t) to linearly uncorrelated variables. For each projected element of Ψ(t), we define the normal
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Case E[PSuSF ] E[PLocalF ] σ [PLocalF ] ε0 E[N̂Total] E[NTotal]
(a) u(8s)+0.3 5.8e-4 0.8e-4 4.5e-5 0.86 2420.1 3700
(b) u(8s)+0.3 5.9e-4 3.3e-4 1.2e-4 0.44 3992.5 6000
(c) u(8s)+0.3 7.2e-4 4.4e-4 4.9e-5 0.38 7457.9 1.25e4
(d) u(8s)+0.3 5.8e-4 2.8e-4 7.0e-5 0.51 1674.5 3700
Table 6: Local PLS-Gaussian process approach for the nonlinear oscillator for (a) d = 300 with p0 = 0.1 and N = 1000,
(b) d = 300 with p0 = 0.5 and N = 1000, (c) d = 300 with p0 = 0.1 and N = 5000, and (d) dPCA = 110 with p0 = 0.1
and N = 1000.
Figure 13: (a) PCA eigenvalues for the loading, and (b) Total variation using the PCA eigenvalues.
distribution using 5000 different independent realizations. The projected elements are now used to govern the nonlinear
oscillator instead of the Fourier coefficients. This represents the dimension reduction of 63%. Thus, using the inverse
of the eigenvectors with an independent, uncorrelated realization of the projected elements, we estimate the original
loading Ψ(t) for Eq. (26). PCA increases the efficiency for the local subset approach to 54.8% for N = 1000 and
p0 = 0.1, see Table 6. The relative error drops from 90% with respect to the simple Monte Carlo estimation to 66%. In
comparison with the standard implementation, the relative error drops to 51%. A smaller input dimension requires a
smaller design set, which eventually generates stable predictions. As we can observe, the relative errors are substantial
due to the strong nonlinearity and the dimension of the system. However, the order of the probability of failure of 10−4
is accurately estimated in all cases.
6 Conclusion
We propose a novel approach that uses local surrogates to reduce the cost of the Bayesian approximation in the subset
simulation method. Here, we employ Gaussian process regression for each Markov chain proposal to utilize the local
regularity of the limit-state function. The posterior variance and the random indicator are used to control errors in
predictions. When one of the error indicators is triggered, the refinement procedure employs the limit-state function
adequately to improve the prediction or the sample set locally. We use the U-function to include a failure threshold in
the refinement procedure. The numerical experiments indicate a clear advantage of our local subset approach over the
standard implementation of the subset simulation method. The total number of evaluations is reduced by over 80%
while maintaining the relative error up to 12%. For higher dimensions, the performance is comparable to the standard
implementation, but with intensive computations.
To address this, the partial least square (PLS) regression is implemented in the local subset algorithm to define a
low-dimensional subspace for a Markov chain proposal. The approach maximizes the squared covariance between the
low-dimensional projection of the input parameters and limit-state evaluations. PLS is suitable for expensive numerical
models as it does not require gradient evaluations and provides an adequate reduction even for limited sample sets.
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However, the efficiency of the local subset approach decreases to 34% with significant relative errors. Nevertheless, the
order for the probability of failure is accurately estimated in most cases.
Our algorithms can still be improved, especially for high-dimensional numerical experiments. Expensive forward
models typically have adjoint solvers to estimate gradients efficiently. Therefore, we plan to examine the possibility of
including gradients by using the active-subspace analysis for local predictions.
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