Wireless sensor networks (WSNs) demand low power and energy efficient hardware and software. Dynamic Power Management (DPM) technique reduces the maximum possible active states of a wireless sensor node by controlling the switching of the low power manageable components in power down or off states. During DPM, it is also required that the deadline of task execution and performance are not compromised. It is seen that operational level change can improve the energy efficiency of a system drastically (up to 90%). Hence, DPM policies have drawn considerable attention. This review paper classifies different dynamic power management techniques and focuses on stochastic modeling scheme which dynamically manage wireless sensor node operations in order to minimize its power consumption. This survey paper is expected to trigger ideas for future research projects in power aware wireless sensor network arenas.
Introduction
A wireless sensor network (WSN) consists of mostly tiny, resource-constrained, selforganized, low power, low cost and simple sensor nodes which are organized in a cooperative manner. The sensor nodes can sense, communicate and control the surrounding environment. They can provide interaction between the users (human being), physical environment and embedded computers in order to perform some specific operation. They follow IEEE 802.15.4 as basis standard for lower layers (physical and medium access control) and other standards like ZigBee, ISA100.11a etc. as upper layer (application, routing) protocols. WSNs have wide application bandwidth emerging the areas of agricultural, medical, military, environmental, industrial control, monitoring, civil and mechanical, etc. Target tracking and continuous monitoring in WSNs are important energy hungry problems with a large spectrum of applications, such as surveillance [1] , natural disaster relief [2] , traffic monitoring [3] and pursuit evasion games, and so forth. A wide range of wireless sensor network applications helps in transforming human lives in various aspects of intelligent living technology. These attractive applications have generated a great interest amongst industrialists and researchers [4] .
Several multifunctional sensor nodes in specified area work for any specified tasks continuously without any internal interruption. Collectively sensor nodes connect with the pan-coordinator or sink nodes through the gateway and helps in forwarding the information to users through the network as depicted in Figure 1 . Usually, a sensor node receives then processes and route the data to the next level nodes. The power manager as a part of micro-operating system (μ. OS), controls and manage the on/off and power down states of the components of sensor node (e.g. Embedded processor, memory, RF transceiver) to enable power management.
DPM is referred to as an operating system-level algorithm/technique which is used to control the power and performance parameters of a low power system, by increasing idle time slots of its devices and switching the devices to low power mode. Broadly, the ultra-low-power components of the sensor node make the node energy efficient by implementing dynamic power management policies to achieve longer lifetime [5] . The total power dissipation of sensor node can be modelled with static and dynamic power dissipation. Static power consumption is the result of leakage current flow in ultra-low power components of sensor node that can be reduced at design time by using static techniques. The static power can be reduced using synthesis and compilation at design time, whereas the dominate part such as dynamic power is the result of switching power consumption that can be reduced by selectively switching or shutting down hardware components on a sensor node. The switching or dynamic power consumption decreases quadratically with supply voltage (i.e. power gating) and linearly with the reduction in the working frequency (i.e. clock gating). Further, more the power modes of a component more is the saving of energy in a sensor node. To maximize the lifetime of the battery, the power consumption of sensor node components should reduce. Hence, the power management problem minimizes switching power or the power consumption of components. Switching power is defined as the power required for the component to change over from low power mode to high power mode and vice versa. The stochastic modelling is used for studying DPM in a wireless sensor network for power management [6, 7] . Emphasis on the system model for power management shows the basic requirements for sensor node components and demands for power management.
The rest of this paper is organized as follows. Next section illustrates the abstract system model for dynamic power management and the system component requirements are identified. The section 3 classifies the major policies such as greedy schemes, timeout schemes, predictive schemes, stochastic schemes, dynamic scaling schemes, switching and scheduling schemes with their pros and cons. A brief discussion on other state of the art on discrete time and continuous time techniques is also presented. In section 4, the power consumption issues in continuous time Markov model and semi Markov model have been analyzed in detailed case studies 1 & 2 respectively. It also provides some background about existing stochastic models for dynamic power management as described in the literature, aiming at their stiff and weak points in wireless sensor network applications [8] . Apart from this, it highlights the important key areas, challenges and lacuna in managing the power dynamically using power aware stochastic modelling techniques, which gives future direction for research in the WSN area. Finally, section 5 concludes the entire paper and states about the Author's future interest and investigation.
Basic power management system model
The operating system level dynamic power management schemes take the knowledge of application requirement and present states of power manageable devices and then switch the devices into different power modes for the next state. The unused components turn off if idle period is large. Today, DPM trends a Markov process in which stochastic models can analyze the power and performance in the system. The system model consists of a power manager (PM), a service provider (processor), a service requestor (input from sensors) and a service request queue (memory) as shown in Figure 2 . The activity of different devices in WSN may be in discrete time, continuous time and event driven also that affect the battery lifetime. The temporal event behavior over the entire sensing region, R, can be assumed as a Poisson process with an average event rate. The power manager tracks the states of service provider, service requester, service queue and gives command signals to control the power modes of the system and power management components those are idle and waiting for the next command. The power manager can be a component of the software or hardware module. We can implement a suitable stochastic modelling approach at the Operating System (OS) level to achieve better energy efficiency at lower cost. Stochastic scheme or Markov Decision Policy (MDP) models a system and its workload [9, 10] . Here, consider the workload is the arrival of the request and the information associated with it. Existing analysis and modelling of DPM schemes [11, 12] have been accepted with the length of the queue of waiting tasks as a parameter of latency measurement. However, the deadline of task execution is important latency or performance parameter in Markov models. Dynamic power management obtains the correct power switching time after observing the workload and system component states at a performance cost [13] . Therefore, the basic need of DPM is embedded operating system (micro-operating system in case of sensor node) the power management components which support different power states, e.g. active, sleep and idle.
The switching between different power modes increases latency and degrades performance, which results the power and latency trade-offs. The authors presented the basic idea behind dynamic power management and the resulting power and performance trade-off space in wireless sensor network.
Ideally, a power manageable component with more than two power down states and its switching to deep sleep state can reduce more power consumption. Moreover, switching from power down to power up states and vice versa, require finite transition time and overhead of storing processor state before turning the device into low power mode or off. Deeper sleep state requires larger waking up time and which in turn increases the latency. Hence, there is a great need of an optimized DPM scheme that can reduce power consumption with performance constraints and gain performance with power constraints for power source limited applications in wireless sensor networks.
Dynamic power management
Some important factors that affect the sensor node life are the power consumption in different modes of operation, switching cost to power down modes and time duration of the processor in each mode [14] . A class of major dynamic power management policies such as greedy schemes, time-out schemes, predictive schemes, stochastic schemes, dynamic scaling schemes, switching and scheduling schemes respectively have been presented in Figure 3 . The greedy (always ON) and timeout policies are heuristic policies. The timeout scheme shuts down a power manageable component after a fixed inactive time (T). Time out policy outperforms only when the idling duration is very large, but it costs for waiting period dissipation [15] . Predictive scheme is another type of heuristic scheme. It first predicts the future arrival time and nature, then directs the system for next state and makes it idle if the predicted time duration is more than break-even time [16, 17] . Thus, predicted time determines the switching of the components to the low power state. The authors have introduced adaptive filters for workload prediction to make the state changes of the power manageable devices on the basis of the predicted time. They have used workload traces, taking different processors for different time slots in a daytime. A performance metric is defined for efficiency of observations. A workload prediction scheme does not deal with a generalized system model and they are not suitable for providing an accurate tradeoff between power saving and performance reduction. Therefore, stochastic techniques are required to mitigate the limitations of predictive techniques. The stochastic policies are better in terms of the power delay trade-off than heuristic policies [18] .
Static approach has a priori knowledge of different power manageable component states and stationary workload. Adaptive approach accounts for non-stationary nature of the workloads and uses policy pre-characterization, parameter learning and policy interpolation in taking the determination for power down states of parts [19] . Adaptive Markov Control Process for non-stationary workloads are online adaptation DPM schemes for non-stationary workloads or real-life systems [20] .
In discrete time Markov decision policy (DTMDP), the power manager takes the decision for next state at discrete time intervals regardless of the input nature. A discrete time, finite state Markov decision model for power-managed systems are proposed for giving the exact solution using linear optimization problem in polynomial time [21] . This discrete time Markov model takes decision for the next state at every defined discrete interval of time. Therefore, it is not suitable for continuous monitoring or event driven processes. In discrete finite horizon Markov decision process (MDP), the sensor's battery discharge process as an MDP is modelled stochastically and characterized the optimal transmission strategy [22] . The scheme can be generalized for the decentralized case with the stochastic game theory technique. Generally, network lifetime analysis models in the literature assume average node power consumption. A discrete time Markov model for a node with a Bernoulli distribution of arrival process and phase-type distribution of service time has been validated for single and multi-hop network [23] . Observations tell that, these schemes have limitations in terms of architectural modification.
A continuous time Markov decision policy (CTMDP) is event driven and the decision taken can change only at event occurrence. A wrong decision can increase energy overhead than energy saving. The continuous time Markov models [11] need all the stochastic processes as exponential processes. These models overcome the problems in discrete time methods. Continuous time modelling is complex and does not give good results for real time systems. Therefore, semi-Markov model reduces the need of strict exponential distribution. Time indexed semi Markov Decision Process (TISMDP) combines the advantages of event driven Semi Markov Decision process model with discrete time Markov decision process (DTMDP) model, but limited to non-exponential arrival distribution coupled with non-uniform transition distribution [24] . The multiple nonexponential processes require a more flexible model and the Time-indexed semi-Markov models can be one of its solution. A model with multiple non-exponential processes increases the model as well as system complexity. Nevertheless, the non-stationary nature of work loads can save more power because of its adaptive nature scheme [9] . The N-policy gives accumulation of N events and then processing to make the system more energy efficient.
Other techniques such as dynamic scaling [13] , decreases the power consumption of the system components by operating them at different low voltage and frequency levels during active phase. The switching and scheduling schemes help in power saving by controlling idle periods of the system [25] . The sleep state policy also improves energy efficiency to the greatest extent [26] . The anticipated workload of the different subsystems and the estimation of the task arrival rate at the scheduler are crucial preconditions for a DPM technique. Various cases of filters as estimation techniques are investigated [27, 28] . These filters are predicting based which trace the past N number of tasks at scheduler and define the work load of the microcontroller for the next observation point. In a more precise estimation process, the workload of every hardware component is first observed and then the future load on the sensor node can be determined. This is particularly useful for selective switching. The scheduler can give the appropriate workload information regarding input events and event counter counts frequency and time-period of hardware employed by each task [29] . A stochastic sleep scheduling (SSS) with and without adaptive listening scheme is proposed and proved better in terms of energy consumption and delay reduction at the network level for S-MAC. This scheme is applicable for high node scalability and stochastic sensor sleep period [30] . The energy efficiency can be improved in the routing layer to enhance the network lifetime. Several energy efficient routing algorithms for wireless sensor network are discussed which assume arrival of the input as a stochastic process [31] . The authors have shown improvement in wireless sensor network lifetime introducing dynamic power management policy in broadband routing [32] , target tracking [33] and other applications [34] [35] [36] [37] . It is remarked that instead of energy efficiency improvement in routing protocols, power management can also improve energy efficiency. An OS-directed, event based, predictive power management technique [38] is proposed for single node energy efficiency improvement. PowerTOSSIM [39] , mTOSSIM [40] and eSENSE [41] are easily available platform for sensor node life estimation.
Stochastic optimal control approach
Stochastic schemes are based on Markov decision policies which a power manager uses to direct the power manageable devices about the state change. Established in the memory-less property of Markov decision policy, power manager considers only present state of the devices for taking next state decisions. Here, the term "State" is the power mode of the device. The main function of stochastic approaches is the development and analysis of a system model to direct the system components for suitable operating mode to achieve the maximum power savings. The wireless sensor nodes observe the presence of the random inter-arrival of events on their input. Therefore, the input pattern follows any one of the exponential distribution, Pareto distribution, uniform distribution, normal distribution, Bernoulli distribution and Poisson distributions for modelling [42] . A paper on controllable Markov decision model provides heuristic and stochastic policies with linear programming optimization [43] . This work gives the importance to workload statistics for two, three and four state system model. It establishes that the delay in attending an event decreases with increase in timeout duration but the power consumption increases.
The advanced Partially Observable Markov Decision Process (POMDP) enabled the Hidden Markov model and event arrival distribution by causing modifications in the likelihood of the observed input sequence and optimizing it [44] . The paper focused on the Hidden Markov model (HMM) modelling of the service requester and the rest of the system (including service provider and service queue) is modelled in DTMDP. The authors compared the achieved results for HMM with other models and found 65.4% higher than earlier. In accumulation and fire (A&F) policy based model, the power manager can be entirely shut down when the service provider (SP) is activated. However, the A&F policy does not involve updating tasks [45, 46] . This reduces average power dissipation. The PM latency is extremely small. A finite state Markov model for the server that minimizes the workload demand during energy minimization at the cost of reliability in hosting clusters is presented [47] . Thus, the hierarchical approaches are required to scale down the large systems consisting of a number of servers.
It is found through literature review that the power manager (PM) is the component which dissipates negligible power. Therefore, there is a need of policy that can consider power consumption of power manager along with the other component power on the system. Markov model based policies are not proven globally optimum for stationary Markovian workload. The accuracy of Markov models for non-stationary workload increases by incorporating a number of power states in the Markov chain. Different techniques of dynamic power management have their different implementation approach depending on the application requirement. The power consumption depends on the workload pattern and the states of the different components on the sensor node. The non-geometric transition times of the states and their complex cost functions can also be improved adding more states into a Markov chain of power managed system. However, this can increase the complexity of the system. Finally, constrained by the coarsegrain power management policy, one can search for a refined policy for the states inside each sensor node component dynamically.
Case study 1
A new continuous-time Markov decision processes shown in Figure 4 can overcome the shortcomings of reviewing models and form the new fine grain Markov model for DPM system in wireless sensor networks. The power saving can be achieved by decreasing the number of shutdown and wake up processes. Here, batch processing accumulates on 'k' number of events and the system fires at activation time. In this scheme, all the event requests arrive and serviced according to the first-in, first-out (FIFO) sequencing. The event arrival behaves as stochastic processes as an exponential distribution with mean 1/λ. Consider, the event occurrence as a signal received by the sensor node that has a value greater than a predetermined threshold value (V th ). Usually, the incoming events or requests have non-stationary distribution in space and time and represents a probability distribution function independently as p xy (x,y) .
Assume, an event arrives at the input of a sensor node in the region, R. Then equation (1) represents the probability of event detection by sensor node k (p ek ) that is above the threshold level. A paper shows adaptive event detection with time varying Poisson processes [48] .
The authors of this paper have assumed individual task execution as a Poisson distribution and the n + 1 task execution as Erlang distribution. A system can process a new arrived task only when its processor comes out of the current state (for example, wake up state Wu (k) to active state). The task execution introduces delay by increasing the time of task accumulation and then batch processing reduces the power consumption. The average power consumption in this policy is the sum of power consumption in service provider (processor) and control unit (power manager, task manager and memory unit). The stochastic model analysis includes the following parameters:
Inactive mode power consumption-0 W Inactive mode start-up energy-4.75 J Transition time from inactive to active-5 Sec Active mode power consumption-1.9 W Active mode start-up energy-0 W Transition time from active to inactive-0 W Accumulation limit (k) -4 Task execution rate (greedy policy) -100,1000 Task execution rate (A&F policy) -100
The control unit of accumulation and fire policy ((without batch processing or k = 1)) consumes more power than greedy policy because of processing overhead Figure 5 . The average power consumption of the A&F policy is less than greedy policy Figure 6 . Therefore, the average power use of the sensor node with inclusion of A&F policy will be lesser than the greedy policy but performance cost increases. 
Case Study 2
A Markov model represents memory-less system. Therefore, the present states and inputs at that time determine the next power states of the system. However, in the embedded Markov model, a semi Markov process represents the next state of the system components. It does not only take the present states, but considers the time a system spends in that state to determine the probability of the system being in low power mode. A semi Markov model for power consumption and lifetime analysis is developed and implemented [49] . The model is implemented on schedule driven Mica2 and Telos motes and analyzed using following parameters for both the motesEvent arrival rate range:150.000/hr. -12960000.000/hr. Average number of jobs per event:1.666667e + 000/event Figure 5 Power comparison of greedy and A&F policy (including PM cost) [45] . Tables 1 and 2 for Telos and Mica2 motes. Table 1 represents power consumption and lifetime of a system model which has five different power states (S 0 -S 4 ). The state S 0 is corresponding to lowest power state and saves more power whereby state S 2 is found to be the most power consuming states. This reflects the need of power management and switching of system components from sleep to communication and vice versa whenever required. Simultaneously, the listening power state duration should also be minimized. However, operating the system and its components in various power states increases latency, switching and energy overheads. Thus, the energy saving should always be greater than energy overheads. The table clearly indicates that the Telos motes are more energy efficient and live longer than mica2 motes. It also relates the life of a sensor node with the event detection. Lesser detection probability means the node is in low power or sleep state in most of the time and the communication unit is OFF more often. The lifetime of a sensor node increases to a great extent when detection probability decreases. But this increases event missing rate. Thus, the choice of power mode and duration of any power state depends on the application in case of wireless sensor networks. Table 2 shows the power breakdown for two motes at different values of duty cycle. When duty cycle has a minimum value, most of the time a node remains in sleep mode with maximum sleep power breakdown. It decreases as the duty cycle increases. Telos mote takes more power in transmitting and reception than mica2 mote. However, they consume less power in different processing states. The active, idle, transmission and reception power breakdown, increases with increase in duty cycle as presented in Table 2 . The idle power breakdown, increases to a great extent with the duty cycle increase.
Apart from this, it is observed that the solution to stochastic modelling technique becomes complex when the number of power states in the model increases. Table 3 depicts the modelling requirements for stochastic modelling techniques for dynamic power management. With state of the art, the stochastic nature of event arrival distribution, service time distribution and transition time distribution are taken as normal, uniform, exponential, Poisson, Pareto, Gaussian and Erlang distributions. The number of states in the model and processor used previously in many stochastic models is presented in the table which can be helpful for quick selection of the model for any particular application.
Observations and challenges
The state of art in this paper tells about the important key points, challenges and lacuna in stochastic modelling for dynamic power management. Based on the in depth survey, the following observations and challenges give the future research direction.
The continuous time (event driven) model does not need synchronization pulse at each interval of time, as in case of discrete time system model. The mission critical applications require the immediate service (high priority) queue and regular service (lower priority) queue. Stochastic modelling outperforms over other dynamic power management techniques, but the solution of modelling becomes complex with the increase in the number of parameters used. Pareto distribution is more suited for modelling event arrival when idle periods are long [10] . A stochastic modelling for dynamic power management along with dynamic voltage and frequency scaling will be the effective way of power consumption reduction in wireless sensor networks.
Consider the parameters such as delay in servicing an event, the number of waiting tasks, clock frequency, power manager delay, state transition time, detection probability and task execution deadline etc. as performance measure parameters. Stochastic modelling for non-stationary service request needs improvement and directs toward future research area. The knowledge gained from literature review is useful in the development of dynamic power management technique/algorithm for power hungry applications, e.g. continuous monitoring and detection of critical and emergency applications. The cost of power manager needs to be evaluated for actual power consumption measurement in complete system. The components other than processor should be working on scale down the voltage and frequency for achieving the more flexibility in modeling.
Conclusion
After in depth survey of power management techniques during the last two decades, this paper gives a brief review of papers which can be helpful in making decision for power management policy selection for wireless sensor network. The stochastic schemes as the Markov decision model helps in reducing the power consumption in wireless sensor network and thus, increases the sensor node life. The implementation and execution of dynamic power management policies are possible at operating system/software level. Thus, the energy efficiency of a sensor node can increase without requiring any specific power management hardware. This paper provides a brief study of Markov models. The work on specific stochastic modelling techniques for power and performance trade-offs in wireless sensor network will be investigated and upgraded in our future report. The need of power management tends towards a quest to design simpler, energy efficient, optimized and flexible modelling techniques which itself are less power consuming and need less memory to fulfil the requirement of wireless sensor network environment.
