The Challenge
Thermal and power problems impose limits on the performance that single-processor chips can deliver. Multicore architectures (or chip multiprocessors), which include several processors on a single chip, are being widely touted as a way to circumvent this impediment. Several chip manufacturers have released dual-core chips. Such chips include Intel's Pentium D and Pentium Extreme Edition, IBM's PowerPC, AMD's Opteron, and Sun's UltraSPARC IV. A few designs with more than two cores have also been announced. For instance, Sun expects to ship its eightcore Niagara chip by early 2006. In addition, IBM recently introduced the Cell processor, which includes, on the same chip, a dual-core PowerPC plus eight "synergistic processing elements" that are optimized for single-and doubleprecision mathematical calculations. Intel is expected to release four-, eight-, 16-, and perhaps even 32-core chips within a decade. Special-purpose multicore systems, such as network processors, have also been available for some time now.
For software designs to take advantage of the parallelism available in these systems, careful attention must be paid to resource-allocation issues. For throughput-oriented applications, some initial work on such issues has been done. However, almost no such work has targeted real-time applications, which require very different resource-allocation methods, as they need performance guarantees. In this project, an approach will be investigated for synthesizing real-time applications on multicore systems. Both hard realtime applications, in which deadlines can never be missed, and soft real-time applications, in which some deadline misses are tolerable, will be considered. Examples of the former include control and tracking systems, and examples of the latter include multimedia and gaming systems.
The Approach
In multicore systems, care must be taken when scheduling and synchronizing tasks in order to avoid thrashing shared on-chip caches. In real-time systems, of course, real-time constraints must be ensured as well. The main objective of this project is to develop an allocation framework that addresses both concerns. Our main thesis is that such a framework should be based upon global real-time scheduling algorithms. Such algorithms are more flexible than the alternative, partitioning approaches. This flexibility yields two advantages. First, global algorithms are better able to use information about cache behavior to influence co-scheduling choices. Second, such algorithms (at least, those considered in this project) are immune from the bin packing-like problems that plague partitioning approaches. In real-time systems, such problems can result in the need to place restrictive caps on overall utilization, wasting resources. Preliminary research suggests that the proposed
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framework, when fully deployed, will be flexible in its ability to ensure timing constraints, while encouraging low miss rates in shared caches. However, full deployment will require further work on several topics. The proposed research agenda includes research on these topics and an associated experimental evaluation. The proposed evaluation includes experiments with synthetically-generated real-time workloads on a multicore simulator, and experiments on an actual multicore platform involving multimedia workloads and also a human-tracking system used in immersive virtual environments.
Significance
Multicore platforms will undoubtedly be used in the future in many applications in which real-time or quality-of-service constraints are important. Many such applications exist in the computer-entertainment and consumer-electronics domains. In other domains, example applications include systems that track people and machines, virtual-reality systems, systems that host web sites, and signal-processing systems such as synthetic-aperture imaging (to name a few). We therefore believe our work should be of considerable value and could impact the design of operating-system components for future multicore products.
The research we have proposed also pushes research on real-time systems in new and interesting directions. Over the last 30 years, much attention has been paid by realtime researchers to allocation techniques applicable to uniprocessor platforms. However, with the shift towards multicore technologies, multiprocessor platforms soon will become the "standard" platform for implementing many applications. For the promises of multicore systems to become a reality, it is critical that the resource-allocation tradeoffs inherent in these systems be well-understood.
