Abstract. Formal concept analysis (FCA) is a method of exploratory data analysis. The data is in the form of a table describing relationship between objects (rows) and attributes (columns), where table entries are grades representing degrees to which objects have attributes. The main output of FCA is a hierarchical structure (so-called concept lattice) of conceptual clusters (so-called formal concepts) present in the data. This paper focuses on algorithmic aspects of FCA of data with graded attributes. Namely, we focus on the problem of generating efficiently all clusters present in the data together with their subconcept-superconcept hierarchy. We present theoretical foundations, the algorithm, analysis of its efficiency, and comparison with other algorithms.
Introduction
Our paper contributes to the area of exploratory analysis of tabular data. Namely, we focus on data supplied as tables with rows corresponding to objects and columns corresponding to attributes. Datasets of this form are often described by bivalent (presence/absence) attributes. That is, each attribute either applies or does not apply to a particular object. The corresponding data table is thus binary, i.e., it is a matrix filled with 0's (the object given by row does not have the attribute given by column) and 1's (the object given by row has the attribute given by column). Formal concept analysis (FCA) [8, 20] aims at revealing all "conceptual clusters" (so-called formal concepts) which are hidden in the binary data table. Formal concepts are particular clusters of objects and attributes that correspond to maximal submatrices filled with 1's. Alternatively, formal concepts may be understood as concepts in the traditional sense-as entities consisting of a set A of objects and a set B of attributes to which the concept applies (e.g., concept dog applies to objects poodle, foxhound, . . . and attributes barks, has limbs, . . . ). Formal concepts are partially ordered by the subconceptsuperconcept hierarchy. The resulting partially ordered set of formal concepts (the so-called concept lattice) represents a hierarchical structure of all naturally interpretable clusters (concepts) existing in the data (e.g., concept mammal is more general a concept than dog). Applications of FCA in exploratory data analysis can be found in [6, 8] ; [8] provides theoretical foundations.
In practice, more often than not, attributes are graded (fuzzy) rather than bivalent. That is, an attribute applies to an object to a certain degree which may be represented, e.g., by a number from the unit interval [0, 1] . The data table is then a [0, 1]-valued matrix, with table entries corresponding to degrees to which attributes apply to objects. There have been several approaches to FCA in a graded setting. The most relevant approach was independently developed in [1, 2, 4] and [19] . Up to now, not much attention has been paid to computational aspects of FCA with graded attributes. As an exception, in [3] the author presents an algorithm for determining formal concepts present in data table with graded attributes.
The aim of this paper is to propose another algorithm for generating all formal concepts (which can be seen again as certain maximal submatrices). Unlike the algorithm presented in [3] , our algorithm enables us to generate all formal concepts together with their subconcept-superconcept hierarchy. The absence of conceptual hierarchy is not crucial if, for instance, the output of FCA is used for preprocessing (e.g., for mining non-redundant association rules, see [21] ). On the other hand, if we want to present the output of analysis directly to users, it is more convenient to depict the clusters in a hierarchy which models the natural subconcept-superconcept ordering. Thus, from the point of view of applications, it is important to have an efficient algorithm which generates the hierarchy along with the clusters present in data table with graded attributes.
The paper is organized as follows. In Section 2, we present preliminaries from classical formal concept analysis, fuzzy sets, and formal concept analysis of data with graded attributes. In Section 3, we present the algorithm and prove its correctness. Section 4 contains experiments and comparisons of the new algorithm with that from [3] .
Preliminaries
This section provides basic notions of FCA and fuzzy logic. More details can be found in [6, 8, 20] (formal concept analysis) and in [1, 9, 12, 16] (fuzzy logic).
Formal Concept Analysis
Let X and Y be nonempty sets (of objects and attributes, respectively), let I ⊆ X × Y be a binary relation between X and Y . The triplet X, Y, I is called a formal context, the fact x, y ∈ I is interpreted as "x has y" ("y applies to x"). A formal context corresponds to a binary data table with rows and columns corresponding to objects and attributes, respectively, such that the entry corresponding to objects x and attribute y is 1 if x, y ∈ I and 0 if x, y ∈ I. For A ⊆ X and B ⊆ Y we define sets A ↑ ⊆ Y and B ↓ ⊆ X by
Therefore, A ↑ is the set of all attributes common to all objects from A and B ↓ is the set of all objects common to all attributes from B. According to the traditional understanding, a pair A, B where A ⊆ X (so-called extent ) and
iff A is the set of all objects sharing all the attributes of B and, conversely, B is the set of all attributes common to all objects from A. Alternatively, formal concepts may be understood as maximal rectangles of the data matrix which are filled with 1's: A, B is a formal concept of X, Y, I iff it is a maximal rectangle filled with 1's which is contained in I (i.e., a maximal submatrix of X, Y, I filled with 1's).
The 
Fuzzy Sets and Fuzzy Relations
A fuzzy set A in a universe set X [22] is a mapping assigning to each x ∈ X a truth degree A(x) ∈ L where L is some partially ordered set of truth degrees containing at least 0 (full falsity) and 1 (full truth). Usually, L is the unit interval [0, 1] or a suitable subset of [0, 1] . A(x) is interpreted as the degree to which x belongs to A. The notion of a fuzzy set enables us to model vaguely (nonsharply) delineated collections: For instance, the collection described linguistically as "tall men" can be modeled by a fuzzy set to which men with heights 150, 180, and 200 cm belong to degrees 0, 0.7, and 1, respectively.
In order to be able to develop the basic calculus with fuzzy sets and fuzzy relations, the set L of truth degrees needs to be equipped by suitable operations generalizing logical connectives of classical (two-valued) logic. Particularly, we will need fuzzy conjunction ⊗ and fuzzy implication →. In the literature, there have been proposed several fuzzy conjunctions and fuzzy implications [16] . A general class of logical connectives is captured by the notion of a complete residuated lattice [1, 10, 14] : A complete residuated lattice is a structure L = L, ∧, ∨, ⊗, →, 0, 1 such that (1) L, ∧, ∨, 0, 1 is a complete lattice (with the least element 0, greatest element 1), i.e. a partially ordered set in which arbitrary infima ( ) and suprema ( ) exist; (2) L, ⊗, 1 is a commutative monoid, i.e. ⊗ is a binary operation which is commutative, associative, and
Operations ⊗ (multiplication) and → (residuum) play the role of a fuzzy conjunction and a fuzzy implication, respectively. The class of complete residuated lattices includes structures defined on the real unit interval with ∧ and ∨ being minimum and maximum, respectively, ⊗ being leftcontinuous t-norm, and → being its residuum, see [1, 9, 12, 15] 
In what follows, L always refers to a complete residuated lattice and ≤ denotes the induced lattice order (i.e., a
We write a < b to denote that a ≤ b and a = b. Given L, a fuzzy set with truth degrees from L (called also an L-set) is a mapping A : X → L assigning to any x ∈ X a truth degree A(x) ∈ L to which x belongs to A. Similarly, a binary fuzzy relation R with truth degrees from L is a mapping R : X × Y → L assigning to any x ∈ X and y ∈ Y a truth degree R(x, y) ∈ L to which x and y are related under R. The set of all L-sets in a universe X is denoted L X . For a fuzzy set A ∈ L X and a truth degree a ∈ L we denote by
. Following common usage we will identify crisp fuzzy sets in X with (characteristic functions of) ordinary subsets of X. In particular, by ∅ and X we denote crisp fuzzy sets ∅ ∈ L X and X ∈ L X such that ∅(x) = 0 and
, we write A ⊂ B and say that A is strictly contained in B.
Fuzzy Attributes, Fuzzy Contexts, and Formal Concepts
When dealing with real-world situations, it is very often the case that attributes that we observe on the objects of interest are fuzzy rather than bivalent. In general, an attribute y applies to an object x to some degree I(x, y) ∈ L not necessarily being equal to 0 or 1. The larger I(x, y), the more y applies to x. From the point of view of FCA, the input data table, which is no longer a binary one, is represented by a triplet X, Y, I (called a formal fuzzy context) where I ∈ L X×Y , i.e. I is a fuzzy relation between X and Y . The agenda of formal concept analysis of data with fuzzy attributes [1, 4, 19] is the following. For fuzzy sets A ∈ L X (i.e., A is a fuzzy set of objects) and B ∈ L Y (i.e., B is a fuzzy set of attributes), consider fuzzy sets A ↑ ∈ L Y (fuzzy set of attributes) and B ↓ ∈ L X (fuzzy set of objects) defined by
Using basic rules of fuzzy logic, one can see that A ↑ (y) is the truth degree of "y is shared by all objects from A" and B ↓ (x) is the truth degree of "x has all attributes from B", i.e. (3) and (4) properly generalize (1) and (2) 
where A 1 ⊆ A 2 means that A 1 is fully contained in A 2 for each x ∈ X (see Section 2.2). The following theorem characterizes the structure of fuzzy concept lattices.
Theorem 1 (see [4]). The set B(X, Y, I) is under ≤ a complete lattice where the infima and suprema are given by
Moreover, an arbitrary complete lattice
If we take L with L = {0, 1}, i.e. there are only two truth degrees involved (our structure of truth degrees is the two-valued Boolean algebra), all notions introduced in Section 2.1 will become particular cases of notions presented in this section. This is the way the fuzzy approach generalizes the classical one [8] .
Remark 1. Formal fuzzy concepts can also be characterized as maximal rectangles contained in I:
A , B iff A ⊆ A and B ⊆ B . Then we have [1] that A, B is a formal fuzzy concept of X, Y, I iff it is a maximal (w.r.t. ) rectangle contained in I.
Computing Fuzzy Concepts and Conceptual Hierarchy
The best known algorithm for computing formal concepts is probably Ganter's NextIntent algorithm, see [7, 8] . The original NextIntent generates in a lexical order all concepts present in a (classical/bivalent) context. Graded extension of Ganter's algorithm has been presented in [3] . In this section we develop an algorithm for computing fuzzy concepts (along with their hierarchy) which is inspired by the Lindig's NextNeighbor algorithm [18] .
Our goal is the following. Given an input data table represented by a formal fuzzy context X, Y, I , (i) generate all formal fuzzy concepts A, B of the fuzzy concept lattice B (X, Y, I ) and, at the same time; (ii) compute for each fuzzy concept A, B a set of its direct subconcepts and direct superconcepts. The sets of (direct) subconcepts/superconcepts fully determine the whole hierarchical structure of fuzzy concepts. Information about direct subconcepts and superconcepts is of crucial importance for applications. For instance, it allows us to navigate users through the concepts, it is used as an input for geometrical method for drawing concept lattices, and more (see [8] 
e., C is extensive, monotone, and idempotent [1] ) as its input, and produces a set of its fixed points (with their hierarchy) as its output. The set of all fixed points of C :
Note that due to computational reasons, we restrict ourselves to finite structures of truth degrees, and always assume that X (set of objects) and Y (set of attributes) are finite. This will ensure that the set of all fuzzy concepts extracted from the data will be finite and thus enumerable in finitely many steps. For simplicity, we describe only the case when L is linearly ordered (the case of general finite L is technically more complicated and will be discussed in a full version of this paper). In the rest of the paper C :
For convenience, denote L = {a 1 , . . . , a k } so that a 1 < a 2 < · · · < a k . If i < k, we write a . . , y n } and consider a fixed order of attributes from Y given by the indices, i.e. y i < y j iff i < j. In the sequel, we write just i < j to denote y i < y j . The following assertion says that each upper neighbor is in fact an upper neighbor generated by some y. In addition the generator y can be chosen so that it is the greatest generator with respect to the ordering of attributes.
Lemma 1. The following are true for any fuzzy closure operator
Proof. (i) is obvious. In order to prove (ii), let B, D ∈ fix(C) such that B ⊂ D. Clearly, {j | B(y j ) < D(y j )} is a nonempty finite set, i.e. it has a maximum. Denote the maximum by i as in (9) . Take any k > i. Since B ⊂ D and i is the maximum of all indices such that B( Indices defined by (9) will play an important role. Therefore, we will introduce the following notation. 
Theorem 2. Let B ∈ fix(C) and y
Since
In order to prove this claim, it suffices to check Now, the algorithm for computing all fixed points can be described as follows. We start with the least fixed point of C which is C(∅) and add it to the collection of found fixed points. For each newly found fixed point we first use Neighbors from Algorithm 1 to compute its upper neighbors and then we update the information about lower neighbors (D is an upper neighbor of B iff B is a lower neighbor of D). For each upper neighbor which has not been found in previous steps, we recursively repeat the process until we arrive to Y (greatest fixed point of C). The whole procedure is summarized in Algorithm 2.
Algorithm 2 consists of two procedures: Lattice accepts a closure operator C : L Y → L Y and Y as its input and initiates the recursive generation of fixed points starting with the least one. The auxiliary procedure GenerateFrom does the actual job of generating fixed points. Both the procedures use the following variables: F is a collection of found fixed points, for each B ∈ F we denote by B * the set of all upper neighbors of B, and by B * we denote the set of all lower neighbors of B. Variable N is local in GenerateFrom and represents fixed points that were newly found during a particular call of GenerateFrom.
Theorem 4. Algorithm 2 is correct.
Proof. Due to the limited scope of the paper, we present only a sketch of the proof (full proof will be presented in the full version of the paper). The crucial observation is that each fixed point of C is in GenerateFrom processed only once. This in ensured at line 10, where GenerateFrom is called only for fixed points that have not been found so far (see definition of N at line 4). The Remark 2. (a) Consider the fuzzy context from Fig. 1 (left) . The corresponding structure of fuzzy concepts computed by Algorithm 2 is depicted in Fig. 1 (middle). The numbers in nodes indicate the order in which the intents determining the nodes are computed. Formal concepts corresponding to the nodes of diagram in Fig. 1 (middle Note that the order in which Algorithm 2 computes the intents (of concepts) differs from the order in which the intents are computed using the algorithm from [3] . The order in which the intents are computed in case of algorithm from [3] is depicted in Fig. 1 (right) . (b) Both the algorithms introduced in this section use a general fuzzy closure operator C instead of a fixed operator ↓↑ induced by a data table. The approach via arbitrary C is more general. More importantly, general closure operators play an important role for constraining the output of concept analysis, see [5] , for which Algorithm 2 can also be used.
Comparison with Other Algorithms and Experiments
Algorithm 2 for computing fixed points of closure operators together with their hierarchy has the same asymptotic complexity as the algorithm proposed in [3] . Taking into account graded attributes, the latter claim can be proved in an analogous way as in [18] . Due to the limited scope of the paper, we omit the proof and, instead, we turn our attention to the practical performance of Algorithm 2 compared to the algorithm from [3] . The efficiency of the implementation of Algorithm 2 depends of the chosen data structures. The representation of F (and, consequently, B * and B * which are likely to be stored along with B) seems to be critical because the elements in F are frequently accessed (see line 4 of Algorithm 2). To avoid the linear time complexity of accessing elements of F , we have organized F (i) as a search tree (analogously as in [18] ) and (ii) by a dynamic hash table. Moreover, the sets Min and Increased in Algorithm 1 can be represented by bit arrays which significantly increases the performance (condition at line 7 of Algorithm 1 can be checked by applying the bitwise "and").
We have run several performance tests to compare Algorithm 2 to the algorithm from [3] . Since the algorithm from [3] does not compute the hierarchy of concepts, we have included in our tests an extension of that algorithm which computes the hierarchy after all the concepts are generated. Computing the complete hierarchy has asymptotic time complexity O(n 2 ), where n is the number of concepts. The algorithms were implemented in ANSI C using the above-mentioned data structures (hashing tables and bit arrays). All experiments were run on otherwise idle Intel Pentium 4 (3.00 GHz CPU, 512 MB RAM).
To compare the performance of the algorithms we did series of experiments with randomly generated data tables with fuzzy attributes. As structures of truth degrees we used finite Lukasiewicz chains of varying size. We were interested in the dependency of running time of the algorithms on the number of generated concepts given by fixed points of ↓↑ . The results of one of the experiments are depicted in Fig. 2 . In this particular test we have used a five-element Lukasiewicz chain and we measured the average time needed for computing the concepts and their hierarchy. In the graph, the dashed line with triangles represents the average running time of the algorithm from [3] , the dotted line with squares represents the running time of the algorithm from [3] followed by the hierarchy computation, and the solid line with circles corresponds to Algorithm 2.
We can see from the figure that the algorithm from [3] is the best of the three ones if we want to compute the concepts only. If we are interested in generating the concepts along with their hierarchy, Algorithm 2 proposed in this paper is considerably faster than the algorithm from [3] followed by the computation of the hierarchy. Tests with larger data and/or structures of truth degrees have shown a similar tendency. These experimental results were expected and are in accordance with results presented in [18] for binary data.
