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MULTIPLICITIES OF COHOMOLOGICAL AUTOMORPHIC FORMS ON
GL2 AND MOD p REPRESENTATIONS OF GL2(Qp)
YONGQUAN HU
Abstract. We prove a new upper bound for the dimension of the space of cohomological
automorphic forms of fixed level and growing parallel weight on GL2 over a number field
which is not totally real, improving the one obtained in [13]. The main tool of the proof is
the mod p representation theory of GL2(Qp) as started by Barthel-Livne´ and Breuil, and
developed by Pasˇku¯nas.
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1. Introduction
Let F be a finite extension of Q of degree r, and r1 (resp. 2r2) be the number of real (resp.
complex) embeddings. Let F∞ = F ⊗QR, so that GL2(F∞) = GL2(R)r1 ×GL2(C)r2 . Let Z∞
be the centre of GL2(F∞), Kf be a compact open subgroup of GL2(Af ) and let
X = GL2(F )\GL2(A)/KfZ∞.
If d = (d1, ..., dr1+r2) is an (r1 + r2)-tuple of positive even integers, we let Sd(Kf) denote the
space of cusp forms on X which are of cohomological type with weight d.
In this paper, we are interested in understanding the asymptotic behavior of the dimension
of Sd(Kf ) as d varies and Kf fixed. Define
∆(d) =
∏
i≤r1
di ×
∏
i>r1
d2i .
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When F is totally real, Shimizu [24] proved that
dimC Sd(Kf ) ∼ C ·∆(d)
for some constant C independent of d. However, if F is not totally real, the actual growth rate
of dimC Sd(Kf ) is still a mystery; see the discussion below when F is imaginary quadratic.
The main result of this paper is the following (see Theorem 6.1 for a slightly general
statement).
Theorem 1.1. If F is not totally real and d = (d, ..., d) is a parallel weight, then for any
fixed Kf , we have
dimC Sd(Kf )≪ǫ d
r−1/2+ǫ.
To compare our result with the previous ones, let us restrict to the case when F is imaginary
quadratic. In [10], Finis, Grunewald and Tirao has proven the bounds
d≪ dimC Sd(Kf )≪
d2
ln d
, d = (d, d)
using base change and the trace formula respectively (the lower bound is conditional on Kf ).
In [13], Marshall has improved the upper bound to be
(1.1) dimSd(Kf )≪ǫ d
5/3+ǫ
while our Theorem 1.1 gives
dimSd(Kf )≪ǫ d
3/2+ǫ,
hence a saving by a power d1/6. It worths to point out that such a power saving is quite rare
for tempered automorphic forms. Indeed, purely analytic methods, such as the trace formula,
only allow to strengthen the trivial bound by a power of log, cf. [10, 23]. We refer to the
introduction of [13] for a discussion on this point and a collection of known results.
Finally, let us mention that the experimental data of [10] (when F is imaginary quadratic)
suggests that the actual growth rate of dimC Sd(Kf ) is probably d. We hope to return to this
problem in future work.
Let us first explain Marshall’s proof of the bound (1.1). It consists of two main steps, the
first of which is to convert the problem to bounding the dimension of certain group cohomology
of Emerton’s completed cohomology spacesHj (in mod p coefficients) and the second one is to
establish this bound. For the first step, he used the Eichler-Shimura isomorphism, Shapiro’s
lemma and a fundamental spectral sequence due to Emerton. For the second, he actually
proved a bound in a more general setting which applies typically to Hj . To make this precise,
let us mention a key intermediate result in this step (stated in the simplest version). Let p be
a prime number and define
K1 =
(
1 + pZp pZp
pZp 1 + pZp
)
, T1(p
n) =
(
1 + pZp pnZp
pnZp 1 + pZp
)
and Z1 ∼= 1+ pZp be the center of K1. Also let F be a sufficiently large finite extension of Fp.
By a careful and involved analysis of the structure of finitely generated torsion modules over
the Iwasawa algebra Λ := F[[K1/Z1]], Marshall proved the following ([13, Prop. 5]): if Π is a
smooth admissible F-representation of K1/Z1 which is cotorsion1, then for any i ≥ 0,
(1.2) dimFH
i(T1(p
n)/Z1,Π)≪ p
4n/3.
Our proof of Theorem 1.1 follows closely the above strategy. Indeed, the first step is
identical to Marshall’s. Our main innovation is in the second step by improving the bound
(1.2). The key observation is that Emerton’s completed cohomology is not just an admissible
representation ofK1, but also a representation of GL2(Qp), which largely narrows the possible
1that is, the Pontryagin dual Π∨ := HomF(Π, F) is torsion as an F[[K1/Z1]]-module
3shape of Hj . This fact was already observed in [13] and used once2 when deriving (1.1) from
(1.2). However, the mod p representation theory of GL2(Qp) developed by Barthel-Livne´ [2],
Breuil [4] and Pasˇku¯nas [20, 21], allows us to make the most of the action of GL2(Qp) and
prove the following result.
Theorem 1.2. Let Π be a smooth admissible F-representation of GL2(Qp) with a central
character. Assume that Π is admissible and cotorsion. Then for any i ≥ 0,
dimFH
i(T1(p
n)/Z1,Π)≪ np
n.
We obtain the bound by using numerous results of the mod p representation theory of
GL2(Qp). First, the classification theorems of [2] and [4] allow us to control the dimension of
invariants for irreducible π, in which case we prove
(1.3) dimFH
0(T1(p
n)/Z1, π)≪ n.
In fact, to do this we also need more refined structure theorems due to Morra [16, 17]. Second,
the theory of Pasˇku¯nas [20] allows us to pass to general admissible cotorsion representations.
To explain this, let us assume moreover that all the Jordan-Ho¨lder factors of Π are isomorphic
to a given supersingular irreducible representation π. Pasˇku¯nas [20] studied the universal
deformation of π∨ and showed that the universal deformation space is three dimensional.
We show that the admissibility and cotorsion condition imposed on Π forces that Π∨ is a
deformation of π∨ over a one-dimensional space. Knowing this, the case i = 0 of Theorem 1.2
follows easily from (1.3).
To prove Theorem 1.2 for higher cohomology degrees and to generalize it to a finite product
of GL2(Qp) (which is essential for our application), we need to solve several complications
caused by the additional requirement of carrying an action of GL2(Qp). In [7, 13] the higher
degree case is treated by the standard dimension-shifting argument, for which one need to
consider admissible representations Π which are not necessarily cotorsion, that is, the Pon-
tryagin dual Π∨ has a positive rank over Λ. Using the bound in the torsion case, one is
reduced to consider torsion-free Π∨. The usual argument (as in [13, §3.2]) uses the existence
of morphisms Λs → Π∨ and Π∨ → Λs with torsion cokernels, where s is the Λ-rank of Π∨.
However, these are only morphisms of Λ-modules, so the bound for torsion modules does not
apply to these cokernels. This issue makes the cohomology of general torsion-free modules is
difficult to control. To solve this, we introduce a special class of (coadmissible) torsion mod-
ules, which we call elementary, whose higher degree cohomologies can be determined from
its degree 0 cohomology, and show that Π∨ has a resolution by elementary torsion modules.
The proof of this uses a generalization of an important construction of Breuil-Pasˇku¯nas [6]
for GL2(Qp) to a finite product of GL2(Qp), which we carry out in the appendix §7.
Notation. Throughout the paper, we fix a prime p and a finite extension F over Fp taken to
be sufficiently large.
Acknowledgement. Our debt to the work of Vytautas Pasˇku¯nas and Simon Marshall will be
obvious to the reader. We also thank Marshall for his comments on an earlier draft. Finally
we thank Pasˇku¯nas for pointing out a mistake in a previous version and for many discussions
around it.
2. Non-commutative Iwasawa algebras
Let G be a p-adic analytic group of dimension d and G0 be an open compact subgroup of
G. We assume G0 is uniform and pro-p. Let
Λ = F[[G0]] = lim←−
N⊳G0
F[G0/N ]
2we mean the trick of ‘change of groups’, see §5.4
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be the Iwasawa algebra ofG0 over F. A finitely generated Λ-module is said to have codimension
c if ExtiΛ(M,Λ) = 0 for all i < c and is non-zero for i = c; the codimension of the zero module
is defined to be∞. We denote the codimension by jΛ(M). If M is non-zero, then jΛ(M) ≤ d.
For our purpose, it is more convenient to use the canonical dimension of M defined by
δΛ(M) = d− jΛ(M).
If 0→M ′ →M →M ′′ → 0 is a short exact sequence of finitely generated Λ-modules, then
(2.1) δΛ(M) = max{δΛ(M
′), δΛ(M
′′)}.
If M is a finitely generated Λ-module, we have the notion of Gelfand-Kirillov dimension of
M , defined to be the growth rate of the function dimFM/J
nM , where J denotes the maximal
ideal of Λ. We have the following important fact ([1, §5.4]).
Theorem 2.1. For all finitely generated Λ-modules M , the canonical dimension and the
Gelfand-Kirillov dimension of M coincide.
For n ≥ 0, define inductively Gn+1 := G
p
n[Gn, G0] which are normal subgroups of G0; the
decreasing chain G0 ⊇ G1 ⊇ · · · is called the lower p-series of G0, see [1, §2.4]. Since G0 is
uniform, we have |Gn : Gn+1| = p
d. With this notation, the utility of the above theorem 2.1
is the following result (see [8, Thm. 2.3]).
Corollary 2.2. Let M be a finitely generated Λ-module of codimension c. Then
(2.2) dimFH0(Gn,M) = λ(M) · p
(d−c)n + O(p(d−c−1)n)
for some rational number λ(M) > 0.
Since the Artin-Rees property holds for the J-adic filtration of Λ (see [11, Lem. A.32]), by
a standard argument we see that if 0→M1 →M →M2 → 0 is an exact sequence of finitely
generated Λ-modules of codimension c, then λ(M) = λ(M1) + λ(M2).
Proposition 2.3. Let M be a finitely generated Λ-module and φ : M → M be an endomor-
phism. Assume that
⋂
k≥1 φ
k(M) = 0. Then one of the following holds:
(i) φ is nilpotent and δΛ(M) = δΛ(M/φ(M));
(ii) φ is not nilpotent and for k0 ≫ 1,
(2.3) δΛ(M) = max
{
δΛ(M/φ(M)), δΛ(φ
k0(M)/φk0+1(M)) + 1
}
.
In any case, δΛ(M) ≤ δΛ(M/φ(M)) + 1.
Remark 2.4. It would be more natural to impose the condition φ(M) ⊂ JM . We consider
the present one for the following reasons. On the one hand, in practice we do need to consider
φ such that
⋂
k≥1 φ
k(M) = 0 but φ(M) * JM . On the other hand, since M is finitely
generated, M/JM is finite dimensional over F, hence the condition
⋂
k≥1 φ
k(M) = 0 implies
φk(M) ⊂ JM for k ≫ 1.
Proof. We assume first that φ is nilpotent, say φk0 = 0 for some k0 ≥ 1. Then M admits
a finite filtration by φk(M) (for k ≤ k0). Since each of the graded pieces is a quotient of
M/φ(M), the assertion follows from (2.1).
Now assume that φ is not nilpotent, so by Lemma 2.5 below φ induces an injection
φk0(M) → φk0 (M) for some k0 ≫ 1. It is clear that the RHS of (2.3) does not depend
on the choice of k0. The above argument shows that
δΛ(M/φ
k0 (M)) = δΛ(M/φ(M)).
Hence, by (2.1) applied to the short exact sequence 0 → φk0 (M) → M → M/φk0(M) → 0,
we need to show
δΛ(φ
k0 (M)) = δΛ
(
φk0(M)/φk0+1(M)
)
+ 1.
5That is, by replacing M by φk0(M), we may assume φ is injective and need to show δΛ(M) =
δΛ(M/φ(M)) + 1. Under the assumption
⋂
k≥1 φ
k(M) = 0, this follows from [11, Lem. A.15]
using Remark 2.4. 
Lemma 2.5. Let M be a finitely generated Λ-module and φ :M →M be an endomorphism.
Then one of the following holds:
(i) φ is nilpotent;
(ii) φ is not nilpotent and for k0 ≫ 0, φ induces an injection φ
k0 (M)→ φk0(M).
Proof. Let M [φ∞] ⊂ M denote the submodule ∪k≥1 ker(φ
k). Since Λ is noetherian, M [φ∞]
is finitely generated, so there exists k0 ≫ 1 such that M [φ
∞] =M [φk0 ]. If M =M [φk0 ], then
φ is nilpotent; otherwise, φ is not nilpotent, and φ :M [φk0 ]→M [φk0 ] is injective. 
2.1. Torsion vs torsion-free. Since G0 is uniform and pro-p, Λ is a noetherian integral
domain. Let L be the field of fractions of Λ. If M is a finitely generated Λ-module, then
M ⊗Λ L is a finite dimensional L-vector space, and we define the rank of M to be the
dimension of this vector space. We see that rank is additive in short exact sequences and that
M has rank 0 if and only if M is torsion.
Let O = W (F) be the ring of Witt vectors with coefficients in F. Similar to Λ = F[[G0]],
we may form the Iwasawa algebras
Λ˜ := O[[G0]] = lim←−
N⊳G0
O[G0/N ], Λ˜Qp = Λ˜⊗Zp Qp.
They are both integral domains. Let LQp be the field of fractions of Λ˜Qp . If M is a finitely
generated module over Λ˜Qp , we define its rank as above and the analogous facts hold.
Recall the following simple fact, see [9, Lem. 1.17].
Lemma 2.6. Let M be a finite generated Λ˜-module which is furthermore p-torsion free, then
M ⊗Zp Qp is a torsion Λ˜Qp-module if and only if M ⊗Zp Fp is a torsion Λ-module.
3. Mod p representations of GL2(Qp)
Notation. Let p be a prime3 ≥ 5, G = GL2(Qp), K = GL2(Zp), Z be the center of G, T
be the diagonal torus, and B =
(
∗ ∗
0 ∗
)
the upper Borel subgroup.
Let RepF(G) denote the category of smooth F-representations of G with a (fixed) central
character. Let Repl,finF (G) denote the subcategory of RepF(G) consisting of locally finite
objects. Here an object Π ∈ RepF(G) is said to be locally finite if for all v ∈ Π the F[G]-
submodule generated by v is of finite length.
If Π,Π′ ∈ Repl,finF (G), we simply write Ext
i
G(Π,Π
′) for the extension groups computed in
Repl,finF (G). In particular, the extension classes are required to carry a central character.
Let ModproF (G) be the category of compact F[[K]]-modules with an action of F[G] such
that the two actions coincide when restricted to F[K]. It is anti-equivalent to RepF(G) under
Pontryagin dual Π 7→ Π∨ := HomF(Π,F). Let C = C(G) be the full subcategory of Mod
pro
F (G)
anti-equivalent to Repl,finF (G).
An object M ∈ C is called coadmissible if M∨ is admissible in the usual sense. This
is equivalent to requiring M to be finitely generated over F[[K]] (or equivalently, finitely
generated over F[[H ]] for any open compact subgroup H ⊂ K).
3It is not always necessary, but for convenience we make this assumption throughout the paper.
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IfH is a closed subgroup ofK, we denote by RepF(H) the category of smooth F-representations
of H such that H ∩ Z acts by a character. Let C(H) be the dual category of RepF(H).
For n ≥ 1, let Kn =
( 1+pnZp pnZp
pnZp 1+p
n
Zp
)
. Also let Z1 := K1∩Z. Since Z1 is pro-p, any smooth
character χ : Z → F× is trivial on Z1, so any F-representation of G (resp. K) with a central
character can be viewed as a representation of G/Z1 (resp. K/Z1). Set
Λ := F[[K1/Z1]].
Since K1/Z1 is uniform (as p > 2) and pro-p, the results in §2 apply to Λ. Note that
dim(K1/Z1) = 3. To simplify, we write j(·) = jΛ(·), δ(·) = δΛ(·) and pd(·) = pdΛ(·).
If H is a closed subgroup of G and σ is a smooth representation of H , we denote by IndGH σ
the usual smooth induction. When H is moreover open, we let c-IndGHσ denote the compact
induction, meaning the subspace of IndGH σ consisting of functions whose support is compact
modulo H .
Let ω : Q×p → F
× be the mod p cyclotomic character. If H is any group, we write 1H for
the trivial representation of H (over F).
3.1. Irreducible representations. The work of Barthel-Livne´ [2] shows that absolutely
irreducible objects in RepF(G) fall into four classes:
(1) one dimensional representations χ ◦ det, where χ : Q×p → F
× is a smooth character;
(2) (irreducible) principal series IndGB χ1 ⊗ χ2 with χ1 6= χ2;
(3) special series, i.e. twists of the Steinberg representation Sp := (IndGB 1T )/1G;
(4) supersingular representations, i.e. irreducible representations which are not isomor-
phic to sub-quotients of any parabolic induction.
For 0 ≤ r ≤ p−1, let SymrF2 denote the standard symmetric power representation of GL2(Fp).
Up to twist by detm with 0 ≤ m ≤ p − 1, any absolutely irreducible F-representation of
GL2(Fp) is isomorphic to Sym
rF2. Inflating to K and letting
( p 0
0 p
)
act trivially, we may view
SymrF2 as a representation of KZ. Let I(SymrF2) := c-IndGKZSym
rF2 denote the compact
induction to G. It is well-known that EndG(I(Sym
rF2)) is isomorphic to F[T ] for a certain
Hecke operator T ([2]). For λ ∈ F we define
π(r, λ) := I(SymrF2)/(T − λ).
If χ : Q×p → F
× is a smooth character, then let π(r, λ, χ) := π(r, λ) ⊗ χ ◦ det. In [2], Barthel
and Livne´ showed that any supersingular representation of G is a quotient of π(r, 0, χ) for
suitable (r, χ). Later on, Breuil [4] proved that π(r, 0, χ) is itself irreducible, hence completed
the classification of irreducible objects in RepF(G). We will refer to (r, λ, χ) as above as a
parameter triple.
Recall the link between non-supersingular representations and compact inductions: if λ 6= 0
and (r, λ) 6= (0,±1), then
(3.1) π(r, λ) ∼= IndGB µλ−1 ⊗ µλω
r,
where µx : Q×p → F
× denotes the unramified character sending p to x. If (r, λ) ∈ {(0,±1), (p−
1,±1)}, then we have non-split exact sequences:
(3.2) 0→ Sp⊗µ±1 ◦ det→ π(0,±1)→ µ±1 ◦ det→ 0,
(3.3) 0→ µ±1 ◦ det→ π(p− 1,±1)→ Sp⊗µ±1 ◦ det→ 0.
It is clear for non-supersingular representations and follows from [4] for supersingular rep-
resentations that any absolutely irreducible π ∈ RepF(G) is admissible. Therefore π
∨ is
coadmissible and it makes sense to talk about δ(π∨).
7Theorem 3.1. Let Π ∈ RepF(G). If Π is of finite length, then Π is admissible and δ(Π
∨) ≤ 1.
Proof. The first assertion is clear. For the second, we may assume Π is absolutely irreducible.
Corollary 2.2 allows us to translate the problem to computing the growth of dimFΠ
Kn . If Π
is non-supersingular, then it is easy, see [17, Prop. 5.3] for a proof. If Π is supersingular, this
is first done in [19, Thm. 1.2] and later in [17, Cor. 4.15] (of course, both proofs are based
on [4]). 
Recall that a block in RepF(G) is an equivalence class of irreducible objects in RepF(G),
where τ ∼ π if and only if there exists a series of irreducible representations τ = τ0, τ1, . . . , τn =
π such that Ext1G(τi, τi+1) 6= 0 or Ext
1
G(τi+1, τi) 6= 0 for each i.
Proposition 3.2. The category Repl,finF (G) decomposes into a direct product of subcategories
Repl,finF (G) =
⊕
B
Repl,finF (G)
B
where the product is taken over all the blocks B and the objects of Repl,finF (G)
B are rep-
resentations with all the irreducible subquotients lying in B. Correspondingly, we have a
decomposition of categories C =
∏
B
CB, where CB denotes the dual category of RepF(G)
B.
Proof. See [20, Prop. 5.34]. 
The following theorem describes the blocks (when p ≥ 5 as we are assuming).
Theorem 3.3. Let π ∈ RepF(G) be absolutely irreducible and let B be the block in which π
lies. Then one of the following holds:
(I) if π is supersingular, then B = {π};
(II) if π ∼= IndGB χ1 ⊗ χ2ω
−1 with χ1χ
−1
2 6= 1, ω
±1, then
B =
{
IndGB χ1 ⊗ χ2ω
−1, IndGB χ2 ⊗ χ1ω
−1
}
;
(III) if π = IndGB χ⊗ χω
−1, then B = {π};
(IV) otherwise, B = {χ ◦ det, Sp⊗χ ◦ det, IndGB α⊗ χ ◦ det}, where α = ω ⊗ ω
−1.
Proof. See [20, Prop. 5.42]. 
Convention: By [20, Lem. 5.10], any smooth irreducible Fp-representation of G with a
central character is defined over a finite extension of Fp. Theorem 3.3 then implies that for a
given blockB, there is a common finite field F such that irreducible objects inB are absolutely
irreducible. Hereafter, given a finite set of blocks, we take F to be sufficiently large such that
irreducible objects in these blocks are absolutely irreducible.
3.2. Projective envelopes. Fix π ∈ RepF(G) irreducible and let B be the block in which π
lies. Let InjGπ be an injective envelope of π in Rep
l,fin
F (G); the existence is guaranteed by [20,
Cor. 2.3]. Let P = Pπ∨ := (InjGπ)
∨ ∈ C and E = Eπ∨ := EndC(P ). Then P is a projective
envelope of π∨ in C and is naturally a left E-module. Since P is indecomposable, Proposition
3.2 implies that (the dual of) every irreducible subquotient of P lies in B. Also, E is a local
F-algebra (with residue field F). Pasˇku¯nas has computed E and showed in particular that E
is commutative, except when B is of type (III) listed in Theorem 3.3; in any case, we denote
by R = Z(E) the center of E.
Theorem 3.4. (Pasˇku¯nas) Keep the above notation.
(i) R is naturally isomorphic to the Bernstein center of CB. In particular, R acts on any
object in CB and any morphism in CB is R-equivariant.
(ii) R is a Cohen-Macaulay complete local noetherian F-algebra of Krull dimension 3.
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(iii) E = R except for blocks of type (III) in which case E is a free R-module of rank 4.
Proof. (i) This is [20, Thm. 1.5].
(ii) (iii) These are proved in [20]. Precisely, see Prop. 6.3 for type (I), Cor. 8.7 for type
(II), §9 for type (III) and Cor. 10.78, Lem. 10.93 for type (IV). 
Proposition 3.5. F⊗E P (resp. F⊗R P ) has finite length in C and δ(F⊗E P ) = 1.
Proof. By definition, F⊗E P is characterized as the maximal quotient of P which contains π∨
with multiplicity one. This object is denoted by Q in [20, §3] and can be described explicitly.
If B is of type (I) or (III), Q is just π∨. If B is of type (II), it has length 2 by [21, Prop. 6.1,
(34)]. If B is of type (IV), it follows from Proposition 3.13 below in §3.5 where the explicit
structure of F ⊗E P is determined. The assertion δ(F ⊗E P ) = 1 follows from the explicit
description together with Theorem 3.1.
To see that F⊗R P has finite length, we may assume B is of type (III). Then E is a free
R-module of rank 4 and the result follows from the isomorphism F⊗RP ∼= (F⊗RE)⊗EP ). 
Remark 3.6. Note that Pasˇku¯nas gave a short proof of Proposition 3.5 without explicitly
determining F⊗E P , see [22, Lem. 5.8]. We keep this proof because knowing the explicit form
might be of independent interest.
3.3. Principal series and deformations. Recall that T denotes the diagonal torus of G. If
η : T → F× is a smooth character, set πη = Ind
G
B η which is possibly reducible. Let InjT η be
an injective envelope of η in RepF(T ) (with central character) and set Πη = Ind
G
B InjT η. Then
Πη is a locally finite smooth representation of G. It is easy to see that socGΠη = socGπη,
which we denote by π. So there is a G-equivariant embedding Πη →֒ InjGπ and by [20, Prop.
7.1] the image does not depend on the choice of the embedding.
Proposition 3.7. Πη is not admissible.
Proof. Let (r, λ, χ) be a parameter triple such that πη ∼= π(r, λ, χ). This is always possible by
[2, Thm. 30] and we have (r, λ) 6= (0,±1). It suffices to prove that
(3.4) dimFHomK(Sym
rF2,Πη) = +∞.
This follows from [2, 3] as we explain below. Up to twist we may assume χ = 1.
Recall that F[T ] denotes the Hecke algebra associated to I(SymrF2). In [2, §6.1] is con-
structed an F[T, T−1]-linear morphism
P : I(SymrF2)⊗F[T ] F[T, T
−1]→ IndGB X1 ⊗X2
where Xi : Q×p → (F[T, T
−1])× are tamely ramified characters given by
X1 unramified, X1(p) = T
−1, X1X2 = ω
r.
Note that specializing to T − λ, we have X1 ≡ µλ−1 so that Ind
G
B X1 ⊗X2 (mod T − λ)
∼= πη
by (3.1).
By [2, Thm. 25], P is an isomorphism except for r = 0, in which case P is injective and
we have an exact sequence ([3, Thm. 20])
0→ I(Sym0F2)⊗F[T ] (F[T, T
−1])
P
→ IndGB X1 ⊗X2 → Sp⊗F[T, T
−1]/(T−2 − 1)→ 0.
Since (r, λ) 6= (0,±1), P modulo (T − λ)n induces a surjection for any n ≥ 1:
Pn : I(Sym
rF2)/(T − λ)n ⊗ χ ◦ det։ IndGB X1 ⊗X2 mod (T − λ)
n.
But comparing their lengths, Pn must be an isomorphism. As remarked above, the RHS is
the parabolic induction of a deformation of η to F[T ]/(T − λ)n, hence embeds in Πη. This
implies (3.4). 
9Remark 3.8. Keep the notation in the proof of Proposition 3.7. If r = p−1, then ωp−1 = ω0,
and the above proof shows that HomK(Sym
0F2,Πη) is also infinite dimensional.
Let Mη∨ = (Πη)
∨ ∈ C and Eη∨ = EndC(Mη∨).
Lemma 3.9. Eη∨ is isomorphic to F[[x, y]] and Mη∨ is flat over Eη∨ .
Proof. By [20, Prop. 7.1], we have a natural isomorphism Eη∨ ∼= EndC(T )((InjT η)
∨) and the
latter ring is isomorphic to F[[x, y]] by [20, Cor. 7.2].
By [20, §3.2], (InjT η)
∨ is isomorphic to the universal deformation of the T -representation η∨
(with fixed central character), with Eη∨ being the universal deformation ring. In particular,
it is flat over Eη∨ . The second assertion follows from this and the definition of Mη∨ . 
Recall that π denotes the G-socle of πη. Let P = Pπ∨ .
Proposition 3.10. Let M ∈ C be a coadmissible quotient of Mη∨ . Then δ(M) ≤ 2.
Proof. SinceM is coadmissible whileMη∨ is not by Proposition 3.7, the kernel ofMη∨ ։M is
non-zero and not coadmissible; denote it byM ′. We claim that HomC(Mη∨ ,M
′) 6= 0. For this
it suffices to prove HomC(P,M
′) 6= 0, because any morphism P → M ′ must factor through
P ։Mη∨ →M
′, see [20, Prop. 7.1(iii)]. Assume HomC(P,M
′) = 0 for a contradiction. Then
π∨ (recall π := socGπη) does not occur in M
′. This is impossible unless πη is reducible, i.e.
πη ∼= π(p− 1, 1) up to twist. Assuming this, we have π = 1G and all irreducible subquotients
of N are isomorphic to Sp∨, see (3.3). In particular, we obtain HomK(M
′, (Sym0F2)∨) = 0
(as the K-socle of Sp is isomorphic to Symp−1F2). However, this would imply an isomorphism
HomK(Mη∨ , (Sym
0F2)∨) ∼= HomK(M, (Sym
0F2)∨).
Together with Remark 3.8 this contradicts the coadmissibility of M .
The claim implies the existence of a non-zero element f ∈ Eη∨ which annihilates M . Since
Eη∨ ∼= F[[x, y]] is a regular ring of dimension 2, we may find g ∈ Eη∨ such that f, g is a system
of parameters of Eη∨ . Since Mη∨/(f, g) has finite length in C, so is M/(f, g)M = M/gM .
Theorem 3.1 implies that δ(M/gM) ≤ 1 and we conclude by Proposition 2.3. 
3.4. Coadmissible quotients. Keep the notation in the previous subsection. Let M ∈ C
be a coadmissible quotient of P = Pπ∨ . We set m(M) := HomC(P,M) which is a finitely
generated E-module. There is a natural morphism
(3.5) ev : m(M)⊗E P →M
which is surjective by [20, Lem. 2.10]. Remark that we should have written m(M)⊗̂EP in
(3.5), where ⊗̂ means taking completed tensor product. But since m(M) is finitely generated
over E, the completed and usual tensor product coincide, see the discussion before [21, Lem.
2.1].
Proposition 3.11. Let M ∈ C be a coadmissible quotient of P = Pπ∨ . The following state-
ments hold.
(i) m(M)⊗E P is coadmissible.
(ii) If M is torsion as a Λ-module, then so is m(M)⊗E P .
Proof. (i) The coadmissibility of M is equivalent to that HomK(M,σ
∨) is finite dimensional
over F for any irreducible σ ∈ RepF(K), and we need to check this property for m(M)⊗E P .
By [21, Prop. 2.4] we have a natural isomorphism of compact E-modules:
HomK(m(M)⊗E P, σ
∨)∨ ∼= m(M)⊗E HomK(P, σ
∨)∨.
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This implies
dimFHomK(m(M)⊗E P, σ
∨)∨ ≤ dimFHomK(M,σ
∨)∨ · dimFm(M)⊗E F,
and the result follows.
(ii) Let Ker be the kernel of (3.5). By [20, Lem. 2.9] we have
HomC(P,m(M)⊗E P ) ∼= m(M),
so HomC(P,Ker) = 0 because P is projective in C. This implies that Ker does not admit π
∨
as a subquotient. In particular, if B is of type (I) and (III) of Theorem 3.3, then Ker = 0
and ev is an isomorphism, so both the assertions are trivial. That is, we may assume B is of
type (II) or (IV).
It is equivalent to show that Ker is a torsion Λ-module. Since the case of type (II) is
similar and simpler, we assume in the rest that B is of type (IV), so that B consists of three
irreducible objects and we let π1, π2 be the two other than π. Since Ker is coadmissible by
(i) and does not admit π∨ as a subquotient, we can find s1, s2 ≥ 0 and a surjection
P⊕s1π∨
1
⊕ P⊕s2π∨
2
։ Ker .
Let Q1 (resp. Q2) be the maximal quotient of Pπ∨
1
(resp. Pπ∨
2
) none of whose irreducible
subquotients is isomorphic to π∨. Then the above surjection must factor through Q⊕s11 ⊕
Q⊕s22 ։ Ker. Hence, it is enough to show that any coadmissible quotient of Q1 (resp. Q2) is
torsion. This follows from the results in [20, §10] as we explain below. Up to twist we may
assume B = {1G, Sp, πα}.
Let us first assume π = πα, so that up to order π1 = 1G and π2 = Sp. We have the
following exact sequences
0→ Pπ∨α → P1∨G →M1∨T → 0,
P⊕2π∨α → PSp
∨ →M1∨
T
,0 → 0,
see [20, (234),(236)], where M1∨T ,0 is a submodule of M1∨T defined by (233) in loc. cit. This
implies that Q1 (resp. Q2) is a coadmissible quotient of M1∨T (resp. M1∨T ,0), hence is torsion
by Proposition 3.10. A similar argument works in the case π ∈ {1G, Sp}. 
3.5. Blocks of type (IV). In this subsection, we complement some results in the work of
Pasˇku¯nas [20, 21] when B is of type (IV). The result in §3.5.1 was used in the proof of
Proposition 3.5, but can be avoided as explained in Remark 3.6. The result in §3.5.2 will not
be used in this paper, but might be found useful elsewhere.
The notation here is the same as in the previous subsections. In particular, π ∈ RepF(G) is
irreducible of type (IV), and Pπ∨ is a projective envelope of π
∨ in C and Eπ∨ = EndC(Pπ∨).
Note that the rings Eπ∨ are naturally isomorphic (to F[[x, y, z, w]]/(xw − yz)) for any π ∈ B
(see [20, §10]), so the subscript will be omitted in the rest (while the one of Pπ∨ will be kept).
Up to twist, we may assume B = {1G, Sp, πα}.
3.5.1. F⊗E Pπ∨ . Our first aim is to determine F⊗E Pπ∨ for π ∈ B. For π1, π2 ∈ Rep
l,fin
F (G),
we will write (following [20, §10])
e1(π1, π2) := dimF Ext
1
G(π1, π2).
For convenience of the reader, we recall the list of e1(π1, π2) for π1, π2 ∈ B, see [20, §10.1]:
e1(1G,1G) = 0, e
1(Sp,1G) = 1, e
1(πα,1G) = 1,
e1(1G, Sp) = 2, e
1(Sp, Sp) = 0, e1(πα, Sp) = 0,
e1(1G, πα) = 0, e
1(Sp, πα) = 1, e
1(πα, πα) = 2.
We deduce that there exists a unique (up to isomorphism) non-split sequence
0→ 1G → κ→ πα → 0.
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Also, let τ1 be the universal extension of 1
⊕2
G by Sp, i.e. we have
0→ Sp→ τ1 → 1
⊕2
G → 0
with socGτ1 = Sp.
Lemma 3.12. We have
e1(Sp, κ) = 2, e1(πα, τ1) = 2, e
1(τ1, πα) = 1.
Proof. See [20, Lem. 10.18] for the first equality, [20, Lem. 10.12] for the second, [20, (187)]
and the argument before it for the third. 
Proposition 3.13. Let π ∈ B and set Qπ∨ = F ⊗E Pπ∨ . In the following statements, the
existence of the extensions is guaranteed by Lemma 3.12.
(i) If π = 1G, Q1∨G is isomorphic to the universal extension of κ
∨ by (Sp∨)⊕2:
(3.6) 0→ (Sp∨)⊕2 → Q1∨G → κ
∨ → 0.
(ii) If π = Sp, QSp∨ is isomorphic to the universal extension of τ
∨
1 by (π
∨
α )
⊕2:
(3.7) 0→ (π∨α )
⊕2 → QSp∨ → τ
∨
1 → 0.
(iii) If π = πα, Qπ∨α is isomorphic to the unique non-split extension of π
∨
α by τ
∨
1 :
(3.8) 0→ τ∨1 → Qπ∨α → π
∨
α → 0.
Proof. By definition, F⊗EPπ∨ is characterized as the maximal quotient of P which contains π∨
with multiplicity one. We need to check that if π′ is irreducible such that Ext1G(π
′, (Qπ∨)
∨) 6=
0, then π′ ∼= π. Proposition 3.2 implies that we may assume π′ ∈ B.
(i) Write (in this proof) τ for the dual of the extension (3.6); we need to check
Ext1G(Sp, τ) = 0 = Ext
1
G(πα, τ).
Since e1(Sp, Sp) = 0, the first equality follows from the construction of τ . The second is clear
since e1(πα, Sp) = 0 (see the formulae recalled above) and e
1(πα, κ) = 0 by [20, (194)].
(ii) is proved in [12, Lem. 4.4, (19)].
(iii) is proved in [21, Prop. 6.1, (35)]. 
3.5.2. TorEi (F, Pπ∨). Recall that if η : T → F
× is a smooth character, we let πη = Ind
G
B η and
Πη = Ind
G
B InjT η, Mη∨ = (Πη)
∨, Eη∨ = EndC(Mη∨)
where InjT η denotes an injective envelope of η in RepF(T ). In the rest we only consider
η ∈ {1T , α}. By [20, Prop. 7.1] there is a natural surjective ring homomorphism q : E ։ Eη∨
induced by Pπ∨η ։Mη∨ .
Lemma 3.14. In the isomorphism E ∼= F[[x, y, z, w]]/(xw−yz), we may choose the variables
such that q : E ։ Eη∨ is given by modulo (z, w).
Proof. First, via Colmez’s functor we may identity E with the special fiber of a certain
universal Galois pseudo-deformation ring over O :=W (F), see [20, Thm. 10.71]. This ring is
denoted by Rψ in loc. cit. and we write R
ψ
for its special fiber. Let r denote the reducible
locus of Rψ (see [20, Cor. B.6] for its definition) and r its image in R
ψ
. Then by [20, Cor.
B.5, B.6], R
ψ
is isomorphic to F[[c0, c1, d0, d1]]/(c0d1 + c1d0) and r = (c0, c1). On the other
hand, via the natural isomorphism E ∼= R
ψ
, ker(q) is identified with r and Eη∨ with R
ψ
/r,
see [20, Lem. 10.80]. This gives the result up to a change of variables. Note that the choice
we make is not the one in [20, Lem. 10.93]. 
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Lemma 3.15. We have
TorE1 (F,Mη∨) ∼= (π
∨
η )
⊕2, TorE2 (F,Mη∨) ∼= π
∨
η , Tor
E
i (F,Mη∨) = 0, ∀i ≥ 3.
Proof. By Lemma 3.14, we have a resolution of Eη∨ by free E-modules:
0→ E
(−zw )
→ E⊕2
(w,z)
→ E → Eη∨ → 0.
We deduce that
TorE1 (Eη∨ ,Mη∨)
∼=M⊕2η∨ , Tor
E
2 (Eη∨ ,Mη∨)
∼=Mη∨ , Tor
E
i (Eη∨ ,Mη∨) = 0, ∀i ≥ 3.
BecauseMη∨ is a flat Eη∨ -module by Lemma 3.9, the base change spectral sequence gives the
result. 
Lemma 3.16. For i ≥ 1, we have HomC(P,Tor
E
i (F, P )) = 0.
Proof. Choose a resolution of F by finite free E-modules: F• → F → 0. Then the homology
of F• ⊗E P computes Tor
E
i (F, P ). It is clear that
HomC(P, F• ⊗E P ) ∼= F•.
Since HomC(P,−) is exact, this implies
HomC(P,Hi(F• ⊗E P )) ∼= Hi(F•)
as required. 
Proposition 3.17. We have
TorEi (F, Pπ∨) i = 1 i = 2 i ≥ 3
π = 1G Sp
∨⊕ Sp∨ Sp∨ 0
π = Sp κ∨ 0 0
π = πα 1
∨
G 0 0
Proof. We first observe the following facts:
(a) SL2(Qp) acts trivially on Tor
E
i (F, Pπ∨α ) for i ≥ 1. Indeed, [20, Cor. 10.43] states
this for i = 1 but the proof works for all i ≥ 1. This implies that TorEi (F, Pπ∨α ) is
isomorphic to a finite direct sum of 1∨G.
(b) 1∨G does not occur in Tor
E
i (F, P1∨G) for i ≥ 1; this is a special case of Lemma 3.16.
Recall the following exact sequences
(3.9) 0→ Pπ∨α → P1∨G →M1∨T → 0,
(3.10) 0→ PSp∨ → Pπ∨α →Mα∨ → 0,
see [20, (234), (235)]. From (3.9) and Lemma 3.15, we obtain a long exact sequence
· · · → π∨1T → Tor
E
1 (F, Pπ∨α )→ Tor
E
1 (F, P1∨G)→ (π
∨
1T
)⊕2 → Qπ∨α → Q1∨G → π
∨
1T
→ 0.
From (a), (b), we deduce
(3.11) 0→ TorE1 (F, P1∨G)→ (π
∨
1T
)⊕2 → Qπ∨α → Q1∨G → π
∨
1T
→ 0,
(3.12) 0→ TorE2 (F, P1∨G)→ π
∨
1T
→ TorE1 (F, Pπ∨α )→ 0,
TorEi (F, Pπ∨α ) = 0, i ≥ 2
TorEi (F, P1∨G) = 0, i ≥ 3.
Using Proposition 3.13, (3.11) implies TorE1 (F, P1∨G)
∼= (Sp∨)⊕2, while (3.12) implies
TorE1 (F, Pπ∨α )
∼= 1∨G, Tor
E
2 (F, P1∨G)
∼= Sp∨ .
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Similarly, using Lemma 3.15 the sequence (3.10) induces
· · · → π∨α → Tor
E
1 (F, PSp∨)→ Tor
E
1 (F, Pπ∨α )→ (π
∨
α)
⊕2 → QSp∨ → Qπ∨α → π
∨
α → 0.
Using Proposition 3.13 and what has been proved, we deduce the result for TorEi (F, PSp∨). 
4. Key computation
We keep the notation of Section 3. For n ≥ 1, let
Kn =
(
1 + pnZp pnZp
pnZp 1 + pnZp
)
, T1(p
n) =
(
1 + pZp pnZp
pnZp 1 + pZp
)
.
Recall that Λ := F[[K1/Z1]].
Theorem 4.1. Let Π ∈ RepF(G) be of finite length. Then
dimFΠ
T1(p
n) ≪ n.
It is clear that we may assume Π is irreducible in Theorem 4.1. Further, by the recall in
§3.1, up to twist it is enough to prove the following.
Theorem 4.2. For any 0 ≤ r ≤ p− 1 and λ ∈ F, we have
dimF π(r, λ, 1)
T1(p
n) ≪ n.
4.1. Preparation. We need some preparation to prove Theorem 4.2. To begin with, we
establish a double coset decomposition formula in K. Let
K0(p
n) =
(
Z×p Zp
pnZp Z×p
)
, H =
(
1 0
0 1 + pZp
)
.
Lemma 4.3. For any n ≥ 1, we have
|K0(p
n)\K/H | = (2n− 1)(p− 1) + 2.
Proof. Let A =
(
a b
c d
)
∈ K. We have the following facts:
(i) if A ∈ K0(p), i.e. c ∈ pZp, we have two subcases:
• if c ∈ pnZp, then
(
a b
c d
)
∈ K0(p
n);
• if c ∈ pZp\pnZp (so n ≥ 2), write c = upk with u ∈ Z×p and 1 ≤ k ≤ n− 1, then(
a b
c d
)
=
(
d−1(ad− bc) ubd−1
0 u
)(
1 0
pk [λ]
)(
1 0
0 t
)
where λ := u−1d ∈ F×p and t :=
u−1d
[λ] ∈ 1 + pZp.
We deduce that
K0(p) = K0(p
n)
⋃( ⋃
1≤k≤n−1,λ∈F×p
K0(p
n)
(
1 0
pk [λ]
)
H
)
.
It is easy to check that this is a disjoint union, hence the cardinality ofK0(p
n)\K0(p)/H
is 1 + (n− 1)(p− 1).
(ii) if A /∈ K0(p), i.e. c ∈ Z×p , we still have two cases:
• if d ∈ Z×p , then(
a b
c d
)
=
(
−[λ]d−1(ad− bc) a
0 c
)(
0 1
1 [λ]
)(
1 0
0 t
)
where λ := c−1d ∈ F×p and t =
c−1d
[λ] ∈ 1 + pZp;
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• if d ∈ pZp, then(
a b
c d
)(
0 1
1 0
)
=
(
b a
d c
)
∈ K0(p).
The result follows. 
Proposition 4.4. Let n ≥ 1 and σ be a smooth F-representation of K0(pn) of finite dimension
d. Let V be a quotient K-representation of IndKK0(pn) σ, then dimF V
H ≤ 2dpn.
Proof. Let W be the corresponding kernel so that we have an exact sequence
0→W → IndKK0(pn) σ → V → 0.
Taking H-invariants, it induces
0→WH →
(
IndKK0(pn) σ
)H
→ V H
∂
→ H1(H,W ),
hence an equality of dimensions
(4.1) dimFW
H + dimF V
H = dimF
(
IndKK0(pn) σ
)H
+ dimF Im(∂).
Now note that H ∼= 1+pZp ∼= Zp is a pro-p group of cohomological dimension 1, so by Lemma
4.5 below we have
dimFW
H = dimFH
1(H,W ) ≥ dimF Im(∂),
hence by (4.1)
dimF V
H ≤ dimF
(
IndKK0(pn) σ
)H
.
We are thus reduced to prove the proposition in the special case V = IndKK0(pn) σ. Using [2,
Lemma 3], it is easy to see that any irreducible smooth F-representation of K0(pn) is one-
dimensional, so there exists a filtration of σ by sub-representations, of length d, such that all
graded pieces are one-dimensional. Hence, we may assume d = 1, in which case the result
follows from Lemma 4.3. 
Lemma 4.5. Let W be a finite dimensional F-representation of Zp, then
dimFH
1(Zp,W ) = dimFH
0(Zp,W ).
Proof. This is clear if dimFW = 1 because then W must be the trivial representation of Zp
so that H1(Zp,W ) ∼= Hom(Zp,F) is of dimension 1. The general case is proved by induction
on dimFW using the fact that H
2(Zp, ∗) = 0 and that W always contains a one-dimensional
sub-representation. 
Remark 4.6. In the proof of Proposition 4.4, we crucially used the fact that H has cohomo-
logical dimension 1. This fact, very special to the group GL2(Qp), is also used in [4] and [19]
(but for the unipotent subgroup of B(Zp)).
4.2. Supersingular case. We give the proof of Theorem 4.2 when Π is supersingular, i.e.
Π = π(r, 0, 1) for some 0 ≤ r ≤ p− 1. Since we have a G-equivariant isomorphism ([4, Thm.
1.3])
π(r, 0, 1) ∼= π(p− 1− r, 0, ωr)
we may assume r > 0 in the following.
Set σ := SymrF2 and for n ≥ 1 denote by σn the following representation of K0(pn):
σn
((
a b
pnc d
))
:= σ
((
d c
pnb a
))
.
Let R0 := σ and Rn := Ind
K
K0(pn) σn for n ≥ 1. It is easy to see that
(4.2) dimFR0 = (r + 1), dimFRn = (r + 1)(p+ 1)p
n−1, ∀n ≥ 1.
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Moreover, the following properties hold (see [5, §4]):
(i) c-IndGKZσ|K
∼= ⊕n≥0Rn;
(ii) the Hecke operator T |Rn : Rn → Rn+1⊕Rn−1 is the sum of a K-equivariant injection
T+ : Rn →֒ Rn+1 and (for n ≥ 1) a K-equivariant surjection T
− : Rn ։ Rn−1.
(iii) we have an isomorphism of K-representations
(4.3) π(r, 0, 1) ∼=
(
lim
−→
n even
R0 ⊕R1 ⊕R2 ⊕ · · · ⊕Rn
)
⊕
(
lim
−→
n odd
R1/R0 ⊕R2 R3 ⊕ · · · ⊕Rn
)
.
Denote by Π0 and Π1 the two direct summands of Π in (4.3). For all n ≥ 0, we let Rn be the
image of Rn → π(r, 0, 1). Then Rn ⊂ Π0 if n is even, and Rn ⊂ Π1 if n is odd.
Lemma 4.7. For all n ≥ 0, we have Rn ⊂ Rn+2 and dimFRn = (r + 1)p
n.
Proof. The inclusion Rn ⊂ Rn+2 follows from (4.3). The dimension formula follows from (4.3)
using (4.2). 
At this point, we need the following result of Morra. Recall that Π = Π0 ⊕ Π1 as K-
representations.
Theorem 4.8. Let n ≥ 1. For i ∈ {0, 1}, the dimension of Kn-invariants of Πi satisfies
dimFΠ
Kn
i ≤ (p+ 1)p
n−1.
Moreover, Πi is nearly uniserial in the following sense: if W1,W2 are two K-stable subspaces
of Πi such that
dimFW2 − dimFW1 ≥ p,
then W1 ⊂W2.
Proof. See [17, Cor. 4.14, 4.15] for the dimension formula. Note that the formula in loc. cit.
is for the dimension of ΠKn0 ⊕Π
Kn
1 . The second statement follows from [16, Thm. 1.1] which
describes the K-socle filtration of Πi. To explain this, fix i ∈ {0, 1}. By [16, Thm. 1.1], Πi
admits a filtration FilkΠi, k ≥ 0 such that
Fil0Πi = 0, Fil
1Πi = socKΠi, Fil
k+1Πi/Fil
kΠi ∼= Ind
GL2(Fp)
B(Fp)
χk, ∀k ≥ 2,
for suitable characters χk : B(Fp) → F×. In particular, the graded pieces have dimension
p+1 except for the first. Moreover, the filtration satisfies the property that for any K-stable
subspaceW ⊂ Πi and any k ≤ k
′, the condition dimF Fil
kΠi ≤ dimFW ≤ dimF Fil
k′Πi implies
FilkΠi ⊂W ⊂ Fil
k′Πi.
Now, for the givenW1 let k1 be the smallest index such thatW1 ⊂ Fil
k1Πi; then dimF Fil
k1Πi−
dimFW1 ≤ p. The assumption then implies that W2 contains Fil
k1Πi, proving the result. 
Corollary 4.9. We have ΠKn ⊂ Rn ⊕Rn+1.
Proof. We have assumed r ≥ 1, so by Lemma 4.7 we get for n ≥ 1:
dimFRn ≥ 2p
n ≥ (p+ 1)pn−1 + p ≥ dimFΠ
Kn
i + p.
By the nearly uniserial property of Πi, this implies Π
Kn
0 ⊂ Rn if n is even, while Π
Kn
1 ⊂ Rn
if n is odd. Putting them together, we obtain the result. 
Proof of Theorem 4.2 when λ = 0. Since T1(p
n) contains Kn, we have an inclusion Π
T1(p
n) ⊂
ΠKn , so Corollary 4.9 implies
ΠT1(p
n) ⊂ (Rn)
T1(p
n) ⊕ (Rn+1)
T1(p
n) ⊂ (Rn)
H ⊕ (Rn+1)
H .
Noting that dimF σ ≤ p, we obtain by Proposition 4.4:
dimFΠ
T1(p
n) ≤ dimF(Rn)
H + dimF(Rn+1)
H ≤ 4p2n,
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hence the result. 
4.3. Non-supersingular case. Assume from now on λ 6= 0. We define the subspaces Rn
(n ≥ 0) of c-IndGKZσ as above. We still have the properties (i) and (ii) recalled there. The only
difference, also the key difference with the supersingular case, is that the induced morphisms
Rn → π(r, λ, 1) are all injective (because λ 6= 0). Moreover, if we write Rn for the image of
Rn in π(r, λ, 1), then Rn ⊂ Rn+1 and
π(r, λ, 1) = lim
−→
n≥0
Rn.
Proposition 4.10. Let n ≥ 1, we have an inclusion π(r, λ, 1)Kn ⊂ Rn.
Proof. By [16, Thm. 1.2], π(r, λ, 1) satisfies a (nearly) uniserial property as in the supersin-
gular case. Moreover, we have (see [17, §5]) dimF π(r, λ, 1)
Kn = (p+ 1)pn−1 while
dimFRn = dimFRn = (r + 1)(p+ 1)p
n−1.
We then conclude as in the supersingular case. 
Proof of Theorem 4.2 when λ 6= 0. Since T1(p
n) contains Kn, we obtain by Proposition 4.10
π(r, λ, 1)T1(p
n) ⊂ (Rn)
T1(p
n) ⊂ (Rn)
H .
The result then follows from Proposition 4.4. 
5. Main results
For application in §6, we need to generalize Theorem 4.1 to higher cohomological degrees
and to representations of a finite product of GL2(Qp).
We let G = GL2(Qp), K = GL2(Zp) and other subgroups of G are defined as in the previous
section. Given r ≥ 1, we let
G =
r∏
i=1
G, K =
r∏
i=1
K, K1 =
r∏
i=1
K1,
Z1 =
r∏
i=1
Z1, Λ = F[[K1/Z1]] ∼= ⊗̂
r
i=1F[[K1/Z1]].
That is, G is a product of r copies of G, and so on. If n = (n1, ..., nr) ∈ (Z≥1)r , let
T1(p
n) =
r∏
i=1
T1(p
ni), Kn =
r∏
i=1
Kni .
Let Cfg,tor(G) denote the subcategory of C(G) consisting of coadmissible torsion objects.
5.1. Preliminaries.
5.1.1. Generalisation. For 1 ≤ i ≤ r, let πi ∈ C(G) be (absolutely) irreducible.
Lemma 5.1. (i) The tensor product π1 ⊗ · · · ⊗ πr is an irreducible admissible representation
of G and each irreducible admissible representation of G is of this form.
(ii) Let π = π1⊗· · ·⊗πr be as in (i). Then δΛ(π
∨) is equal to the cardinality of i ∈ {1, ..., r}
such that πi is infinite dimensional.
(iii) Let π = ⊗ri=1πi and π
′ = ⊗ri=1π
′
i be irreducible representations of G. Then π ∼ π
′ (i.e.
in the same block) if and only if πi ∼ π
′
i for all i.
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Proof. (i) is standard.
(ii) is a direct consequence of Theorems 3.1.
(iii) It follows from the fact that: Ext1G(π, π
′) 6= 0 if and only if there exists 1 ≤ i ≤ r such
that Ext1G(πi, π
′
i) 6= 0 and πj
∼= π′j for all j 6= i. 
Let Pπ∨i be a projective envelope of π
∨
i in C(G) and set Eπ∨i = EndC(G)(Pπ∨i ). Write
P = ⊗̂
r
i=1Pπ∨i , E = ⊗̂
r
i=1Eπ∨i ,
where ⊗̂ denotes the completed tensor product (always over F). Let R = Z(E) be the center
of E.
Lemma 5.2. (i) P is a projective envelope of π∨1 ⊗ · · · ⊗ π
∨
r in C(G) and EndC(G)(P )
∼= E.
(ii) E is finite free over R. R is a complete local noetherian integral domain, and is Cohen-
Macaulay of Krull dimension 3r.
(iii) F⊗E P (resp. F⊗R P ) has finite length in C(G) and δΛ(F⊗E P ) = r.
Proof. (i) is obvious, (ii) follows from Theorem 3.4, and (iii) from Proposition 3.5. 
Lemma 5.3. If M ∈ C(G) has finite length, then δΛ(M) ≤ r and dimFMT1(pn) ≪
∏r
i=1 ni.
Proof. We may assume M is irreducible so M ∼= ⊗ri=1π
∨
i with πi irreducible. The result then
follows from the case r = 1, see Theorem 3.1 and Theorem 4.1. 
Lemma 5.4. Let M ∈ C(G) be a coadmissible quotient of P .
(i) m(M)⊗E P is also coadmissible.
(ii) If M is a torsion Λ-module, then so is m(M)⊗E P .
Proof. (i) The proof is identical to the proof of Proposition 3.11(i).
(ii) As in the proof of Proposition 3.11(ii), it is enough to show the following:
Claim: For 1 ≤ i ≤ r and π′i ∈ Bi distinct with πi, let Q
′
i be the maximal quotient of Pπ′∨i
none of whose irreducible subquotients is isomorphic to π∨i . Then
Q′i⊗̂
(
⊗̂j 6=iPπ′∨j
)
is a torsion Λ-modue.
The claim follows from [11, Lem. A.11] together with the fact that Q′i is torsion, see the
proof of Proposition 3.11(ii). 
Proposition 5.5. Let m be a non-zero finitely generated E-module and assume that m⊗E P
is coadmissible. Then we have an equality
δΛ(m⊗E P ) = dimRm+ r,
where dimRm denotes the Krull dimension of m as an R-module.
Proof. Let d := dimRm. We first prove (for possibly zero m)
(5.1) δΛ(m⊗E P ) ≤ d+ r.
Indeed, we may find a system of parameters (in the maximal ideal of R) for m, say a1, ..., ad.
Then m/(a1, ..., ad)⊗E P has finite length in C(G). We deduce by Lemma 5.2(iii):
δΛ
(
(m⊗E P )/(a1, ..., ad)
)
≤ r
and Proposition 2.3 implies (5.1).
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We prove the inequality δΛ(m⊗EP ) ≥ d+r by induction on d. If d = 0 (but m is non-zero),
then m is finite dimensional over F, and the result is a consequence of Lemma 5.2(iii).
Assume d ≥ 1 and the statement is true for all (non-zero) m′ with dimRm
′ ≤ d− 1. Since
m is finitely generated over R, we may choose x ∈ R such that dimR(m/xm) = d − 1; this
implies that x is not nilpotent on m and dimR(x
km/xk+1m) = d− 1 for any k ≥ 0. Moreover,
xkm/xk+1m is non-zero by Nakayama’s lemma. The inductive hypothesis then implies that
δΛ
(
(xkm/xk+1m)⊗E P
)
≥ (d− 1) + r,
and we conclude by Proposition 2.3. 
Corollary 5.6. Let M ∈ C(G) be a coadmissible quotient of P .
(i) m(M) has Krull dimension ≤ 2r.
(ii) M is a torsion Λ-module if and only if dimRm(M) ≤ 2r − 1.
Proof. (i) Since M is coadmissible, so is m(M) ⊗E P by Lemma 5.4(i). We always have
δΛ(M) ≤ δΛ(m(M) ⊗E P ) ≤ 3r. So we conclude by Proposition 5.5.
(ii) M is torsion if and only if m(M) ⊗E P is torsion by Lemma 5.4(ii), if and only if
δΛ(m(M)⊗E P ) ≤ 3r − 1, if and only if dimRm(M) ≤ 2r − 1 by Proposition 5.5. 
5.1.2. Breuil-Pasˇku¯nas construction.
Proposition 5.7. Let M ∈ C(G) be coadmissible and σ˜ be the K-cosocle of M . Then there
exists a surjection in C(G):
P ։M
where P |K is isomorphic to a projective envelope of σ˜ (with central character). In particular,
P is finite free as a Λ-module.
Proof. The proof is given in Appendix, Theorem 7.2. 
5.1.3. Finite free modules. If M is a quotient of P = Pπ∨ , then R acts (from left) on M and
(from right) on m(M). As R is commutative, we may view m(M) as a left R-module. We
make explicit this action. Let φ ∈ R and view it as an endomorphism φ : P → P . It induces
an endomorphism φ¯ :M →M and the left action of R on m(M) is given by
(5.2) (φ, θ) 7→ θ ◦ φ = φ¯ ◦ θ.
Lemma 5.8. We have AnnR(M) = AnnR(m(M)).
Proof. Letting R act on m(M) ⊗E P via the left action on m(M), the natural surjection
m(M) ⊗E P ։ M is R-equivariant, so AnnR(M) ⊇ AnnR(m(M)). The other inclusion is
clear from (5.2). 
Let P be a quotient of P which is finite free as a Λ-module. Set
R := R/Ann(m(P )) = R/Ann(P ).
Proposition 5.9. (i) R has Krull dimension 2r. There exists a subring A ⊂ R which is
formally smooth of dimension 2r such that R is finite over A.
(ii) P is flat over A.
Proof. (i) The first assertion is a direct consequence of Corollary 5.6. The second one follows
from Cohen’s structure theorem for complete local rings, see [14, Thm. 29.4(iii)].
(ii) Because P is Cohen-Macaulay (being free over Λ) with δΛ(P ) = 3r, the result follows
from the “miracle flatness” criterion, see [11, Prop. A.30]. 
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5.2. A lemma. In this subsection, we prove a lemma which can be viewed as an analogue
of Proposition 2.3. These two results will allow us to relate the canonical dimension of a
coadmissible module M ∈ C(G) and the F-dimension of T1(pn)-coinvariants of M . It is where
the quantity κ(n) = maxi{ni} comes.
Lemma 5.10. Let M be a finitely generated Λ-module and φ ∈ EndΛ(M). Assume that⋂
k≥1 φ
k(M) = 0.
(i) If φ is nilpotent, then dimFMT1(pn) ∼ dimF
(
M/φ(M)
)
T1(pn)
.
(ii) If φ is not nilpotent, then for k0 ≫ 1,
dimFMT1(pn) ≪ max
{
dimF
(
M/φ(M)
)
T1(pn)
, pκ(n) dimF
(
φk0(M)/φk0+1(M)
)
T1(pn)
}
where κ(n) := maxi{ni}.
In any case, we have dimFMT1(pn) ≪ p
κ(n) dimF
(
M/φ(M)
)
T1(pn)
.
Proof. (i) If φ is nilpotent, M admits a finite filtration by φk(M), for k ≤ k0 where k0 ≫
1 is such that φk0 = 0. For any k ≥ 1, φ induces a surjective morphism M/φ(M) ։
φk(M)/φk+1(M), giving the result.
(ii) By Lemma 2.5, there exists k0 ≫ 0 such that φ : φ
k0(M) → φk0(M) is injective.
Using the short exact sequence 0 → φk0 (M) → M → M/φk0(M) → 0 and applying (i) to
M/φk0(M), we are reduced to prove
dimF φ
k0(M)T1(pn) ≪ p
κ(n) dimF
(
φk0(M)/φk0+1(M)
)
T1(pn)
.
That is, by replacing M by φk0(M), we may assume φ is injective in the rest.
Set Q := M/φ(M) so that we have a short exact sequence 0 → M
φ
→ M → Q → 0.
Let J denote the maximal ideal of Λ. By Remark 2.4, we may choose k1 ≫ 1 such that
φk1(M) ⊂ JM . Replacing φ by φk1 and Q by M/φk1(M), we may assume φ(M) ⊂ JM .
Since φ is a Λ-morphism, we obtain inductively
φk(JsM) ⊂ Jk+sM, ∀k, s ≥ 1.
Letting Qk :=M/φ
k(M), the short exact sequence 0→M
φk
→M → Qk → 0 then induces by
modulo Jk+1:
M/JM
φk
→M/Jk+1M → Qk/J
k+1Qk → 0.
If I is another (two-sided) ideal of Λ containing Jk+1, then we obtain by modulo I again:
M/(J + I)M →M/IM → Qk/IQk → 0.
Since dimFM/(J + I)M is bounded by c0 := dimFM/JM which depends only on M , and
since Qk is a successive extension of Q (k times), we obtain the following inequality:
(5.3) dimFM/IM ≤ dimFQk/IQk + c0 ≤ k dimFQ/IQ+ c0.
We specialize the above inequality to our situation. To simplify the notation, we first
consider the case r = 1. Then Λ = F[[K1/Z1]] is topologically generated by three elements,
say z1, z2, z3, such that every element of Λ can be uniquely expressed as a sum over multi-
indices α = (α1, α2, α3) ∈ N3:
x =
∑
α
λαz
α, zα = zα11 z
α2
2 z
α3
3 .
Moreover, zαzβ = zα+β up to terms of degree > |α| + |β|, see [13, Thm. 10]. The ideal J
is simply spanned by the set of elements zα with |α| > 0. Let In denote the two-sided ideal
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of Λ generated by the maximal ideal of F[[T1(pn)/Z1]]. Then it is easy to see that J3p
n
is
contained in In. Applying (5.3) to I = In, we obtain
dimFMT1(pn) = dimFM/InM ≤ (3p
n − 1) · dimFQ/InQ+ c0,
giving the result.
For general r, the proof is identical except that we need k ≥ 3pκ(n) to guarantee that Jk is
contained in the two-sided ideal of Λ generated by the maximal ideal of F[[T1(pn)/Z1]]. 
Remark 5.11. In the proof of Lemma 5.10, it is crucial that we are working with T1(p
n)
instead of K1(p
2n) (this group is defined in (5.7) below), although they are (up to finite order)
conjugate to each other in GL2(Qp). We have learnt this trick of “averaging” from [13] (used
in a different manner there).
5.3. Main result. In this subsection, we prove the following theorem.
Theorem 5.12. Let M ∈ Cfg,tor(G). Then for any i ≥ 0
(5.4) dimFHi(T1(p
n)/Z1,M)≪ κ(n)
rp(2r−1)κ(n),
where κ(n) := maxi{ni}.
Lemma 5.13. In Theorem 5.12, we may assume that M has an irreducible G-cosocle (hence
indecomposable).
Proof. Let S be the G-cosocle of M . Since M is coadmissible, S decomposes as a finite direct
sum ⊕si=1Si with each Si irreducible. For each i, let PSi be a projective envelope of Si in C(G).
The projection M ։ S1 extends to a C(G)-equivariant morphism α1 : PS1 → M . It is clear
that coker(α1) has G-cosocle isomorphic to ⊕
s
i=2Si and Im(α1) has G-cosocle S1. Continuing
this with coker(α1), we get a finite filtration of M such that each graded piece, say gr
i(M),
has an irreducible G-cosocle. Since M is torsion as a Λ-module if and only if each gri(M) is,
we obtain the result. 
LetM be a quotient of Pπ∨ for some irreducible π ∈ C(G). Let P = Pπ∨ , E, R be as before.
Definition 5.14. We say M ∈ Cfg,tor(G) is elementary4 if there exists a short exact sequence
in C(G):
(5.5) 0→ P
a
→ P →M → 0,
where P ∈ C(G) is a quotient of P and is finite free as a Λ-module, and a ∈ R := R/Ann(m(P )).
Lemma 5.15. Theorem 5.12 is true if M is an elementary quotient of P .
Proof. Let P , a ∈ R be as in (5.5). Since P is a free Λ-module, taking homology of (5.5) we
obtain
dimFH0(T1(p
n)/Z1,M) = dimFH1(T1(p
n)/Z1,M)
Hi(T1(p
n)/Z1,M) = 0, ∀i ≥ 2.
Hence, it suffices to prove (5.4) when i = 0. Since a is P -regular and R acts faithfully on P ,
a is also R-regular. Since R has Krull dimension 2r by Proposition 5.9, we may extend a to
a system of parameters of R, say a1 = a, a2, ..., a2r. Then M/(a2, ..., a2r) has finite length in
C(G) as R/(a1, ..., a2r) is finite dimensional over F. The result follows from Lemma 5.3 and
Lemma 5.10. 
4The notation is motivated by the corresponding one in commutative ring theory.
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Remark 5.16. Let M be an elementary quotient of P and let P , a ∈ R be as in (5.5).
Moreover, we assume n = (n, ..., n) is parallel. Since P is finite free over Λ, we have
dimF PT1(pn) ∼ [K1 : T1(p
n)] ∼ p2rn.
Applying Lemma 5.10 we deduce that
dimFMT1(pn) ≫ p
(2r−1)n.
This shows that the upper bound (5.4) is almost optimal.
Proof of Theorem 5.12. For each i ≥ 0, denote by (Ci) the inequality:
dimFHi(T1(p
n/Z1),M)≪ κ(n)
rp(2r−1)κ(n).
We will prove (Ci) for any M ∈ C
fg,tor(G) by induction on i.
First prove (C0). By Lemma 5.13, we may ssume M ∈ C
fg,tor(G) is a quotient of P = Pπ∨
for some irreducible π ∈ C(G). By Proposition 5.7, we may find P ∈ C(G), which is finite free
as a Λ-module and has the sameK-cosocle asM , such thatM is a quotient of P . In particular,
P has the same G-cosocle asM and we may view P as a quotient of P . Set R = R/Ann(m(P )).
By Proposition 5.9, R has Krull dimension 2r and is finite over a formally smooth subring
A ∼= F[[y1, ..., y2r]]. We view m(M) as an A-module. Since m(M) has Krull dimension < 2r
by Corollary 5.6, there exists a non-zero a ∈ A which annihilates m(M). In particular, we
obtain a surjection
(5.6) P/aP ։M.
Proposition 5.9(ii) shows that P is flat overA, hence a is P -regular, and P/aP is an elementary
module. By Lemma 5.15, (C0) holds for P/aP , hence also holds for M .
Now we assume (Ci) holds for any object in C
fg,tor(G), and prove (Ci+1) for (the fixed) M .
Let M ′ be the kernel of (5.6). Taking homology we obtain
Hi+1(P/aP )→ Hi+1(M)→ Hi(M
′).
Since M ′ ∈ Cfg,tor(G), (Ci) holds for M
′ by inductive hypothesis and (Ci+1) holds for P/aP
by Lemma 5.15, we obtain that (Ci+1) holds for M . 
5.4. Change of groups. We keep the notation in the previous subsection. For n ≥ 1, let
(5.7) K1(p
n) := K1 ∩K0(p
n) =
(
1 + pZp pZp
pnZp 1 + pZp
)
.
These groups are closely related to the T1(p
n) in the sense that letting D =
( 1 0
0 p⌊n/2⌋
)
and
n′ = ⌊n/2⌋+ 1, we have
(5.8) D−1K1(p
n)D < T1(p
n′), |T1(p
n′) : D−1K1(p
n)D| ≤ p, |n′ − n/2| ≤ 1.
On the other hand, using (essentially) the fact K1/K1(p
n) ∼= pZ/pnZ, Marshall proved the
following interesting result ([13, Cor. 14]).
Lemma 5.17. Let L ⊂ F[K1/K1(pn)] be a submodule of dimension d, and let the base p
expansion of d be written as d =
∑l
i=1 p
α(i), where α(i) is a non-increasing sequence of non-
negative integers. Then there exists a filtration 0 = L0 ⊂ · · · ⊂ Ll = L of L by submodules Li
such that Li/Li−1 ∼= F[K1/K1(pα(i)+1)].
If n = (n1, ..., nr) ∈ (Z≥1)r , let
K1(p
n) =
r∏
i=1
K1(p
ni).
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Theorem 5.18. Let M ∈ Cfg,tor(G) and let L be any sub-representation of F[K1/K1(pn)]
which factorizes as ⊗ri=1Li with Li ⊂ F[K1/K1(p
ni)]. Then for i ≥ 0 we have
dimFHi(K1/Z1,M ⊗ L)≪ κ(n)
2rp(r−
1
2
)κ(n).
In particular, if n = (n, ..., n) is parallel, then
dimFHi(K1/Z1,M ⊗ L)≪ n
2rp(r−
1
2
)n.
Proof. The proof goes as that of [13, Lem. 19]. For convenience of the reader, we briefly
explain it. First, if L = F[K1/K1(pm)] for some m ∈ (Z≥1)r, we apply Shapiro’s lemma to
obtain
(5.9) Hi(K1/Z1,M ⊗ L) ∼= Hi(K1(p
m)/Z1,M).
Using a suitable diagonal element of G, precisely
D =
((
1 0
0 p⌊m1⌋/2
)
, . . . ,
(
1 0
0 p⌊mr/2⌋
))
we obtain by (5.8) that for some m′:
D−1K1(p
m)D ≤ T1(p
m
′
), [T1(p
m
′
) : D−1K1(p
m)D] ≤ pr, |m′i −mi/2| ≤ 1.
Since M carries a compatible action of G, we have natural isomorphisms
Hi(K1(p
m)/Z1,M) ∼= Hi(D
−1K1(p
m)D/Z1,M).
Hence we deduce from [13, Lem. 20] that
dimFHi(K1(p
m)/Z1,M) ≤ p
r dimFHi(T1(p
m
′
)/Z1,M)
and the result follows from Theorem 5.12.
For general L, Lemma 5.17 provides a filtration of L
L = F0 ⊃ F1 ⊃ · · ·
such that every quotient Fi/Fi+1 is isomorphic to F[K1/K1(pm)] for some m ≤ n and each
isomorphism class of quotient occurs at most pr times. We then deduce from the first case
that
dimFHi(K1/Z1,M ⊗ L) ≤ p
r
∑
m≤n
dimFHi(K1(p
m)/Z1,M)
≪
∑
m≤n
κ(m)rp(r−
1
2
)κ(m)
≪ κ(n)2rp(r−
1
2
)κ(n).
Here we use the fact that the cardinality of the set {m : m ≤ n} is
∏r
i=1 ni, hence bounded
by κ(n)r. 
5.5. GL2(Qp) vs SL2(Qp). For the application in Section 6, we need to consider smooth
admissible F-representations of G′ =
∏r
i=1 SL2(Qp) and their Pontryagin duals. The results
above translate to this situation. Indeed, the center of G′ is Z′ =
∏r
i=1{±Id} which is a finite
2-group. Since p > 2, any representation of G′ decomposes as a finite direct sum of eigenspaces
of Z′, hence up to twist we only need to treat representations on which Z′ acts trivially. But
there is an isomorphism G′/Z′ ∼= G/Z, so our previous results apply.
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6. Application
Let F be a number field of degree r, and r1 (resp. 2r2) be the number of real (resp.
complex) embeddings. Let F∞ = F ⊗Q R, so that SL2(F∞) = SL2(R)r1 × SL2(C)r2 . Let K∞
be the standard maximal compact subgroup of SL2(F∞).
Let {σ1, ..., σr} be the set of complex embeddings of F and let d = (d1, ..., dr) ∈ (Z≥1)r be
an r-tuple indexed by the σi such that di = dj when σi and σj are complex conjugates. Let
Wd be the representation of SL2(F∞) obtained by forming the tensor product( ⊗
σi real
SymdiC2
)⊗( ⊗
{σi,σj} complex
SymdiC2 ⊗ Sym
djC2
)
.
Theorem 6.1. Let Y = SL2(F )\SL2(A)/KfK∞ for some compact open subgroup Kf ⊂
SL2(Af ). If F is not totally real, then
dimCHi(Y,Wd)≪ǫ κ(d)
r−1/2+ǫ
where κ(d) = maxi{di}.
Proof. The proof follows closely the one presented in [13, §5]. We content ourselves with
briefly explaining the main ingredients. Below we abuse the notation by letting the same
letters to denote subgroups of SL2 obtained by intersection from GL2.
(1) Choose a rational prime p ≥ 5 which splits completely in F . By [13, Lem. 18], there
exists a p-adic local system Vd defined over O =W (F), such that
dimCHi(Y,Wd) = dimO[1/p]Hi(Y, Vd).
This need to choose a bijection between the set of complex places and p-adic places
of F .
(2) Emerton’s theory of completed homology gives a bound ([13, §6, (34),(35)])
dimO[1/p]Hq(Y, Vd) ≤
∑
i+j=q
dimO[1/p]Hi(K1/Z1, H˜j,Qp ⊗ Vd)
where H˜j is the j-th completed homology of Emerton with (trivial) coefficients in O,
and H˜j,Qp = H˜j ⊗Zp Qp. Note that H˜j is a coadmissible module over O[[K1]] and
carries a natural compatible action of
∏r
i=1 SL2(Qp).
(3) Let n = (n1, ..., nr) where ni is the smallest integer such that p
ni ≥ di (resp. p
ni ≥
di/2) if σi is real (resp. complex). By [13, Lem. 17] we may choose lattice Vdi ⊂ Vdi
such that Vdi/p ⊂ F[[K1/K1(p
ki)]]. Let Ld be the reduction mod p of ⊗
r
i=1Vdi .
(4) Let Mj be the reduction modulo p of the image of H˜j → H˜j,Qp . We then have
dimO[1/p]Hi(K1/Z1, H˜j,Qp ⊗ Vd) ≤ dimFHi(K1/Z1,Mj ⊗ Ld).
(5) Because SL2(C) does not admit discrete series, the assumption that F is not totally
real implies that H˜j,Qp is a torsion O[[K1]] ⊗Zp Qp-module, see [7, Thm. 3.4]. So by
Lemma 2.6, Mj is a torsion Λ-module. Therefore our Theorem 5.18 applies, via §5.5,
and shows that
dimFHi(K1,Mj ⊗ Ld)≪ κ(n)
2rp(r−
1
2
)κ(n) ≪ǫ κ(d)
r− 1
2
+ǫ.

Remark 6.2. In [13], Marshall considered a more general setting, allowing a subset of the
weights di to be fixed and letting the others vary. We have restricted ourselves because Theorem
6.1 only applies in this situation. However, this already includes the most interesting cases:
for example, when F is imaginary quadratic, we do have d1 = d2.
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Next we deduce Theorem 1.1 in the introduction. We change slightly the notation. Let
Z∞ be the centre of GL2(F∞), Kf be a compact open subgroup of GL2(Af ) and let
X = GL2(F )\GL2(A)/KfZ∞.
If d = (d1, ..., dr1+r2) is an (r1 + r2)-tuple of positive even integers, let Sd(Kf ) denote the
space of cusp forms on X which are of cohomological type with weight d. Then using the
Eichler-Shimura isomorphism, see [13, §2.1], Theorem 6.1 can be restated as follows.
Theorem 6.3. If F is not totally real then for any fixed Kf and d = (d1, ..., dr1+r2) as above,
we have
dimC Sd(Kf )≪ǫ κ(d)
r−1/2+ǫ.
In particular, when d = (d, ..., d) is parallel, we obtain
dimC Sd(Kf )≪ǫ d
r−1/2+ǫ
which strengthens Corollary 2 of [13] by a power d1/6.
7. Appendix: A generalization of Breuil-Pasˇku¯nas’ construction
In this appendix, we generalize a construction of Breuil and Pasˇku¯nas in [6] for GL2(F ) to
a finite product of GL2(F ), where F is a local field with finite residue field k of characteristic
p. Let O be the ring of integers in F with ̟ a fixed uniformizer. We assume p > 2 for
simplicity.
In [6, §9] (which is based on [18]), Breuil and Pasˇku¯nas has proven the following theorem,
see [6, Cor. 9.11]:
Theorem 7.1. Let π be an admissible representation of GL2(F ) such that ̟ acts trivially
on π and σ˜ := socGL2(O)π. Then there exists an injection π →֒ Ω where Ω is a smooth
representation of GL2(F ) such that Ω|GL2(O)
∼= InjGL2(O)σ˜ (an injective envelope of σ˜ in the
category of smooth F-representations of GL2(O)).
Let r ≥ 1 be an integer. Denote
G =
r∏
i=1
GL2(F ), K =
r∏
i=1
GL2(O), Z̟ =
r∏
i=1
̟ZId.
The main result of this appendix is the following.
Theorem 7.2. Let π be an admissible representation of G such that Z̟ acts trivially on π
and σ˜ := socKπ. Then there exists an injection π →֒ Ω where Ω is a representation of G such
that Ω|K ∼= InjKσ˜.
If moreover π admits a central character η, then we may require Ω to be an injective envelope
of σ˜ in the category of smooth representations of K with the central character η|K.
The proof of Theorem 7.2 is a easy generalization of the original proof in [6, §9]. We
only indicate the changes needed; for this we keep mostly the notation there. We define the
following subgroups of GL2(F ) (where p = ̟O and [·] means Teichmu¨ller lift):
I1 =
(
1 + p O
p 1 + p
)
, I =
(
O× O
p O×
)
,
H =
{(
[λ] 0
0 [µ]
)
, λ, µ ∈ k×
}
⊂ I.
Let I1, I,H be respectively a product of r copies of I1, I, H , viewed as subgroups of G. Then
H has order prime to p and provides a section for I։ I/I1. Let R1 denote the normalizer of
I in G, which as a group is generated by I and the elements {ti, 1 ≤ i ≤ r}, where ti ∈ G takes
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(
0 1
̟ 0
)
at the index i and
(
1 0
0 1
)
at other indexes. Note that titj = tjti and t
2
i ∈ Z̟. In other
words,
∆ := 〈ti, 1 ≤ i ≤ r〉/Z̟ ∼=
r∏
i=1
Z/2Z.
It is clear that ∆ normalizes H and there is an isomorphism of groups
(7.1) R1/I1Z̟ ∼= H ⋊∆.
Lemma 7.3. Let τ be a smooth admissible representation of R1 on which Z̟ acts trivially.
Let ι : τ |I →֒ InjI(τ |I) be an injective envelope of τ |I, then there exists an action of R1 on
InjI(τ |I) such that ι is R1-equivariant.
Proof. The proof is identical to that of [6, Lem. 9.5], using the (generalized) property (S)
defined in [6, Def. 9.1] which holds as p > 2 (see [6, Prop. 9.2]). 
Any F-representation V of H is semi-simple and decomposes as ⊕χVχ where χ : H → F×
runs over all the characters and Vχ denotes the χ-isotypic subspace. For a character χ : H→
F× and t ∈ R1, we let χt denotes the conjugate character:
χt(g) := χ(t−1gt);
this induces an action of ∆ on the set of characters {χ : H → F×}. We write 〈∆.χ〉 for the
∆-orbit generated by χ, that is, the set of characters (without multiplicities) {χt, t ∈ ∆}.
Lemma 7.4. Let V be a finite dimensional F-representation of H such that:
(7.2) dimF Vχ = dimF Vχt , ∀t ∈ ∆.
Then the action of H on V can be extended to an action of H ⋊∆.
Proof. We will construct an action of ∆ on V by constructing inductively actions of ∆s :=∏s
i=1 Z/2Z (so ∆r = ∆). The case s = 1 is easy, see the proof of [6, Lem. 9.6]. Assume
the action of ∆s−1 has been constructed for ∆s−1. To construct the action of ∆s amounts to
defining an action of ts which has order 2 and commutes with the given one of ∆s−1. It is clear
that V decomposes as a direct sum of subspaces each of which has the form ⊕χ′∈〈∆s.χ〉Vχ′ (i.e.
with respect to the action of ∆s), so it suffices to define the action of ts on each summand.
Fixing a character χ, we have two cases:
– If χts = χ, then 〈∆s.χ〉 = 〈∆s−1.χ〉, and we let ts acts trivially on ⊕χ′∈〈∆s.χ〉Vχ′ .
– If χts 6= χ, then
〈∆s.χ〉 = 〈∆s−1.χ〉 ∪ 〈∆s−1.χ
ts〉.
We choose an (arbitrary) isomorphism φχ,χts : Vχ
∼
−→ Vχts and set φχts ,χ := φ
−1
χ,χts :
Vχts
∼
−→ Vχ. For any t ∈ ∆s−1, we consider
Vχ
φ∼

Vχt

✤
✤
✤
∼
t−1oo
Vχts ∼
t // Vχt·ts
and define φχt,χt·ts : Vχt
∼
−→ Vχt·ts to be the composition t ◦ φ ◦ t
−1, resp. φχt·ts ,χt :=
φ−1χt,χt·ts : Vχt·ts
∼
−→ Vχt . Clearly, putting them together uniquely determines a (com-
patible) action of ts, hence of ∆s.
This finishes the proof by induction. 
Lemma 7.5. Let σ be an irreducible F-representation of K and InjKσ an injective envelope
of σ. Then V := (InjKσ)
I1 satisfies the condition (7.2).
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Proof. Any irreducible σ ∈ RepF(K) has the form ⊗
r
i=1σi with each σi ∈ RepF(K). We have
(InjKσ)
I1 =
(
Inj∏r
i=1 GL2(k)
σ
)I1 ∼= (⊗ri=1 InjGL2(k)σi)I1 = ⊗ri=1(InjGL2(k)σi)I1 ;
here we have used the isomorphism Inj∏r
i=1 GL2(k)
σ ∼= ⊗ri=1InjGL2(k)σi. The result then follows
from a similar result in the case r = 1, see the proof of [6, Lem. 9.6]. 
Proof of Theorem 7.2. Since π is admissible, we may take an injective envelope ι : π →֒ Ω.
We will define an action of R1 on Ω which extends the existed action of I on Ω and such that
ι is R1-equivariant.
By Lemma 7.5, V := ΩI1 satisfies the condition (7.2). On the other hand, since π carries
an action of G, W := πI1 also satisfies (7.2). So we may decompose I-equivariantly V as
W ⊕W ′ with W ′ satisfying (7.2), hence a decomposition:
Ω|I = InjIW ⊕ InjIW
′
such that π ⊂ InjIW . Lemma 7.4 allows us to define an action of ∆, hence an action of R1
on W ′ via (7.1). Then Lemma 7.3 allows to extend the action of R1 on π (resp. on W
′)
to the whole InjIW (resp. InjIW
′). Putting them together, we obtain an action of R1 on Ω
which makes ι to be R1-equivariant. Finally using the “amalgame” structure of GL2(F ) which
generalizes to G, the two actions of K and R1 on Ω glue to an action of G on Ω (such that
Z̟ acts trivially), as in [18, Cor. 5.5.5]. Note that in [18], Cor. 5.5.5 is proved by passing to
diagrams, but this can be circumvented because we can simply write down the gluing action
of G using the ones of K and R1.
The last assertion is clear, by taking the sub-space of Ωη ⊂ Ω on which the center of G acts
via η. 
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