In this paper, we consider one of the most fundamental results on periodicity of words, namely the critical factorization theorem. Given a word w and nonempty words u, v satisfying w = uv, the minimal local period associated to the factorization (u, v) is the length of the shortest square at position |u| − 1. The critical factorization theorem shows that for any word, there is always a factorization whose minimal local period is equal to the minimal period (or global period) of the word.
Introduction
This paper studies partial words, or finite sequences of symbols from a finite alphabet that may have a number of "do not know" symbols or "holes". While a word can be described by a total function, a partial word can be described by a partial function. More precisely, a partial word of length n over a finite alphabet A is a partial function from {0, . . . , n − 1} into A. Elements of {0, . . . , n − 1} without an image are called holes (a word is just a partial word without holes). The paper focuses on three important concepts of periodicity of partial words: one is that of period, an other is that of weak period, and the other is that of local period which characterizes a local periodic structure at each position of the partial word.
Results concerning periodicity in the framework of partial words include: First, the well known and basic result of Fine and Wilf [22] intuitively determines how far two periodic events have to match in order to guarantee a common period. This result states that any word having periodicities p and q and length ≥ p + q − gcd(p, q) has periodicity gcd(p, q), where gcd(p, q) denotes the greatest common divisor of p and q. Moreover, the bound p + q − gcd(p, q) is optimal since counterexamples can be provided for words of smaller length. This result was extended to partial words with one hole by Berstel and Boasson [1] , to partial words with two or three holes by Blanchet-Sadri and Hegstrom [9] , and to partial words with an arbitrary number of holes by Blanchet-Sadri [2] .
Second, the well known and unexpected result of Guibas and Odlyzko [24] states that the set of all periods of a word is independent of the alphabet size. In [26] , this result was reconsidered through an algorithmic approach that reduces the technical complexity of the proof. Guibas and Odlyzko's result states that for every word u, there exists a binary word v that has exactly the same set of periods as u. In [6] , Blanchet-Sadri and Chriscoe extended Guibas and Odlyzko's result to partial words with one hole. As a consequence, they obtained, for any partial word u with one hole, a binary partial word v with at most one hole that has exactly the same set of periods and the same set of weak periods as u.
The proof provides a linear time algorithm which, given the partial word u, computes the desired binary partial word v.
Third, the well known and fundamental critical factorization theorem, of which several versions exist [13, 14, 18, 19, 20, 29, 30] , intuitively states that the minimal period (or global period) of a word of length at least two is always locally detectable in at least one position of the word resulting in a corresponding critical factorization. More specifically, given a word w and nonempty words u, v satisfying w = uv, the minimal local period associated to the factorization (u, v) is the length of the shortest square at position |u|−1. It is easy to see that no minimal local period is longer than the global period of the word. The critical factorization theorem shows that critical factorizations are unavoidable. Indeed, for any string, there is always a factorization whose minimal local period is equal to the global period of the string.
In other words, we consider a string a 0 a 1 . . . a n−1 and, for any integer i (0 ≤ i < n − 1), we look at the shortest repetition (a square) centered in this position, that is, we look at the shortest (virtual) suffix of a 0 a 1 . . . a i which is also a (virtual) prefix of a i+1 a i+2 . . . a n−1 .
The minimal local period at position i is defined as the length of this shortest square. The critical factorization theorem states, roughly speaking, that the global period of a 0 a 1 . . . a n−1 is simply the maximum among all minimal local periods. As an example, consider the word w = babbaab with global period 6. The minimal local periods of w are 2, 3, 1, 6, 1, and 3 which means that the factorization (babb, aab) is critical.
Crochemore and Perrin showed that a critical factorization can be found very efficiently from the computation of the maximal suffixes of the word with respect to two total orderings on words: the lexicographic ordering related to a fixed total ordering on the alphabet l , and the lexicographic ordering obtained by reversing the order of letters in the alphabet r [15] . If v denotes the maximal suffix of w with respect to l and v the maximal suffix of w with respect to r , then let u, u be such that w = uv = u v . The factorization (u, v) turns out to be critical when |v| ≤ |v |, and the factorization (u , v ) is critical when |v| > |v |.
There exist linear time (in the length of w) algorithms for such computations [15, 16, 32] (the latter two use the suffix tree construction).
In [8] , Blanchet-Sadri and Duncan extended the critical factorization theorem to partial words with one hole. In this case, they called a factorization critical if its minimal local period is equal to the minimal weak period of the partial word. It turned out that for partial words, critical factorizations may be avoidable. They described the class of the so-called special partial words with one hole that possibly avoid critical factorizations. They gave a version of the critical factorization theorem for the nonspecial partial words with one hole.
By refining the method based on the maximal suffixes with respect to the lexicographic/ reverse lexicographic orderings, they gave a version of the critical factorization theorem for the so-called (k, l)-nonspecial partial words with one hole. Their proof led to an efficient algorithm which, given a partial word with one hole, outputs a critical factorization when one exists or outputs "no such factorization exists".
In this paper, we further investigate the relationship between local and global periodicity of partial words. We extend the critical factorization theorem to partial words with an arbitrary number of holes. We characterize precisely the class of partial words that do not admit critical factorizations. We then develop an efficient algorithm which computes a critical factorization when one exists.
In summary, the following [28] , on the one hand, and Boyer and Moore [11] , on the other hand. The algorithm is linear in time and uses constant space as the algorithm of Galil and Seiferas [23] . It presents the advantage of being remarkably simple which consequently makes its analysis possible. The critical factorization theorem has found other important applications which include the design of efficient approximation algorithms for the shortest superstring problem [12, 27, 29] .
A periodicity theorem on words, which has strong analogies with the critical factorization theorem, and three applications were derived in [33] . There, the authors improved some results motivated by string matching problems [17, 23] . In particular, they improved the upper bound on the number of comparisons in the text processing of the Galil and Seiferas' time-space optimal string matching algorithm [23] . For other recent developments on the critical factorization theorem and on the study of properties of local periods, we refer the reader to [20, 21] .
Preliminaries
In this section, we fix our terminology on partial words. In particular, we discuss compatibility and conjugacy in Sections 2.1 and 2. If u is a partial word of length n over A, then the companion of u, denoted by u , is the total function u : {0, . . . , n − 1} → A ∪ { } defined by
The symbol ∈ A is viewed as a "do not know" symbol. If X is the singleton {u}, then P (X) (respectively, S(X)) will be abbreviated by P (u) (respectively, S(u)).
A period of a partial word u is a positive integer p such that u(i) = u(j) whenever For convenience, we will refer to a partial word over A as a word over the enlarged alphabet A ∪ { }, where the additional symbol plays a special role. This allows us to say for example "the partial word aba aa " instead of "the partial word with companion aba aa ".
Compatibility
If u and v are partial words of equal length, then u is said to be contained in v, denoted by For a subset X of W (A), we denote by C(X) the set of all partial words compatible with elements of X. More specifically,
The following two lemmas, related to the combinatorial property of compatibility, are useful for computing with partial words.
Simplification: If ux ↑ vy and |u| = |v|, then u ↑ v and x ↑ y.
• If |u| ≥ |v|, then there exist w, z ∈ W (A) such that u = wz, v ↑ w, and y ↑ zx.
• If |u| ≤ |v|, then there exist w, z ∈ W (A) such that v = wz, u ↑ w, and x ↑ zy.
Conjugacy
The following lemma, related to the combinatorial property of conjugacy, is used in particular to prove our main results (Theorems 1 and 2). 
Throughout the rest of this paper, A denotes a fixed alphabet.
Orderings
In this section, we define two total orderings on partial words, l and r , and state three lemmas related to them that will be used to prove our main results.
First, let the alphabet A be totally ordered by ≺ and let ≺ a for all a ∈ A. The first total ordering of W (A), denoted by ≺ l , is simply the lexicographic ordering related to a fixed total ordering on A and is defined as follows: 
of a cbac with respect to l is cbac, and with respect to r is ac.
If v is the maximal suffix of w = uv with respect to l , then no nonempty partial words
x, y are such that y ⊂ x, u = rx and v = ys for some r, s ∈ W (A).
If v is the maximal suffix of w = uv with respect to r , then no nonempty partial words
If v is the maximal suffix of w = uv with respect to l , then no nonempty partial words
x, y, s are such that y ⊂ x, u = rx and y = vs for some r ∈ W (A).
If v is the maximal suffix of w = uv with respect to r , then no nonempty partial words
x, y, s are such that y ⊂ x, u = rx and y = vs for some r ∈ W (A). A partial word being special is defined as follows. 
• If |v| ≤ |v |, then w is called special if one of the following holds:
p(w, |u| − 1) < |u| and r ∈ C(S(u)) (as computed according to Definition 1).

p(w, |u| − 1) < |v| and s ∈ C(P (v)) (as computed according to Definition 1).
• The partial word w is called nonspecial otherwise.
The proof of the following theorem not only shows the existence of a critical factorization for a given nonspecial partial word of length at least two, but also gives an algorithm to compute such a factorization explicitly. • If w = az for some a ∈ A and z ∈ W (A), then az ≺ l v = w = az and a ≺ l , contradicting our definition of the l -ordering.
• If w = az for some a ∈ A and z ∈ W (A), then we argue as follows. 
If p < |u|, then it finds partial words x, y, r, s satisfying Definition If r ∈ C(S(u)),
then it outputs "special".
If p < |v|, then it finds partial words x, y, r, s satisfying Definition 1. If s ∈ C(P (v)),
Otherwise, it outputs (u, v).
If 
A class of special partial words
In this section, the nonempty suffixes of a given partial word w are ordered as follows according to l :
There 
The factorizations of rev(w) called (
Referring to Definition 2, the following table provides examples of special partial words w whose reversals are also special and for which there exists a position i such that p (w) =
p(w, i) or p (w) = p(rev(w), i) resulting in a critical factorization (it is assumed that a ≺ l b
and b ≺ r a):
The above examples lead us to refine Theorem 1. First, we define the concept of an 
p(w, |u| − 1) < |v| and s ∈ C(P (v 0,k )) (as computed according to Definition 1).
• 
The partial word w is called (k, l)-nonspecial otherwise.
We now describe our algorithm (based on Theorem 2) that outputs a critical factorization for a given partial word w with p (w) > 1 and with an arbitrary number of holes of length at least two when such a factorization exists, and that outputs "no critical factorization exists" otherwise. Step 2: Set k 0 = 0, l 0 = 0, k 1 = 0, l 1 = 0, and mwp = 0.
Step 3:
|w| − H(w) , then output "no critical factorization exists".
Step 4: Step 6: Find partial words u 0,k 0 , u 0,l 0 such that
Step 7:
and
Step 8: If p 0,k 0 ≤ mwp, then move up which means to update k 0 with k 0 + 1 and to go to
Step 3. If p 1,k 1 ≤ mwp, then move up which means to update k 1 with k 1 + 1 and to go to Step 3.
Step 9: Step 10: If p 0,k 0 < p 1,k 1 , then update mwp with p 1,k 1 and do the work of Step 9 with p 1,k 1 ,
Step 11: 
in those cases, move up).
We illustrate Algorithm 2 with the following example. (a c, bac) . The minimal weak period of w turns out to be equal to 4. (here w is (2, 2)-nonspecial).
We now prove Theorem 2.
Theorem 2 
Let (k 1 , l 1 ) be a pair of nonnegative integers being considered at
Step 10 (when 
-u 0,0 is a suffix of a weakly p (w)-periodic partial word ending with 
-v 0,0 is a prefix of a wealky p (w)-periodic partial word starting with
• is weakly |α|-periodic and sshuffle |α| (αx, yβ) = x m+1 x m+2 is |x|(mod|α|)-periodic (which means that x m+1 ↑ x m+2 ) and the result follows.
We now assume that y = v 0,0 s with s = (this case is related to Statement 1(b)). Set 
Conclusion
In this paper, we considered one of the most fundamental results on periodicity of words, namely the critical factorization theorem, and extended it to partial words (such sequences may contain "do not know symbols" or "holes"). While the critical factorization theorem on words shows that critical factorizations are unavoidable, Theorem 1 shows that such factorizations can be possibly avoidable for the so-called special partial words. Then, Theorem 2 refines the class of the special partial words to the class of the so-called (k,l)-special partial words. Theorem 2's proof leads to an efficient algorithm which, given a partial word with an arbitrary number of holes, outputs "no critical factorization exists" or outputs a critical factorization that gets computed from the lexicographic/reverse lexicographic orderings of the nonempty suffixes of the partial word and its reversal. Finally, Theorem 3, characterizes the (0, 0)-special partial words that admit critical factorizations.
In our testing of the algorithm, we felt it important to make the distinction between partial words that have a critical factorization and partial words for which no critical factorization exists. In the table below, we provide data concerning partial words without critical factorizations. Tests were run on all partial words with an arbitrary number of holes over a three letter alphabet from sizes two to twelve. In the case where a partial word has no critical factorization, we exhaustively search From this data, we see that if a partial word has a critical factorization, then the algorithm discovers it extremely quickly.
