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Zusammenfassung
Die Positronen-Emissions-Tomographie (PET) ist ein modernes medizinisches Diagnoseverfah-
ren, das nichtinvasive Einblicke in den Stoffwechsel lebender Organismen ermo¨glicht. Es erfasst
somit auch Funktionssto¨rungen, die fu¨r neurologische, kardiologische und onkologische Erkran-
kungen charakteristisch sind.
Hierzu werden dem Patienten radioaktive, Positronen strahlende Tracer injiziert. Die emittierte
Strahlung wird durch Detektorsysteme gemessen und die Aktivita¨tsverteilung durch Rekonstruk-
tionsverfahren bildlich dargestellt. Neuere, hoch-sensitive PET-Gera¨te mit 3D-Detektorsystemen
stellen an die Rekonstruktionsprogramme wegen der Komplexita¨t und Gro¨ße der Datenmengen
erhebliche, bisher noch nicht erfu¨llbare Anforderungen.
In dieser Arbeit wird ein Verfahren vorgestellt, bei dem das Rekonstruktionsproblem als linea-
res Gleichungssystem (LGS) dargestellt wird. Dazu werden Methoden entwickelt und imple-
mentiert, um die Koeffizientenmatrix des LGS genau und effizient zu berechnen und so stark
zu komprimieren, dass sie komplett im Arbeitsspeicher gehalten werden kann. Hier kann das
LGS mittels eines schnell konvergierenden, iterativen Na¨herungsverfahrens in kurzer Rechenzeit
gelo¨st werden. Dazu wird der etablierte Ordered-Subset-MLEM-Algorithmus parallelisiert und
eine verbesserte Subset-Aufteilung und Bearbeitungsreihenfolge der Subsets entwickelt. Diese
Methode der Rekonstruktion ist hinsichtlich erreichter Bildqualita¨t und beno¨tigter Rechenzeit
den bisherigen Verfahren u¨berlegen.

Abstract
Positron emission tomography (PET) is a modern medical diagnostic procedure, which enables
non invasive views of the metabolism of living organisms. Thereby it visualises also malfunctions
which are characteristic for neurological, cardiological and oncological illnesses.
For this purpose, radioactive, positron emitting tracers are injected into the patient. The emitted
radiation is measured by detector systems and images of the activity distribution are calculated
by reconstruction procedures. Newer, high sensitive PET devices with 3D detector systems pose
substantial, so far yet unaccomplishable demands to the reconstruction programs because of the
complexity and size of data.
In this work a procedure is presented, with which the reconstruction problem is represented as
linear equation system (LES). Methods are developed and implemented, in order to calculate the
coefficient matrix of the LES exactly as well as efficiently and to compress it so extensively, that it
can be stored completely in memory. Here the LES can be solved by means of a fast converging,
iterative approximation method in short computation time. In addition, the well-established
Ordered-Subset-MLEM algorithm is parallelized, the subset partitioning is improved, and the
handling sequence of the subsets is optimized. This method of reconstruction is superior to
known procedures regarding image quality and computation time.
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Kapitel 1
Einleitung
Tomographische Methoden haben eine große Bedeutung innerhalb der Medizin, da sie nichtinva-
sive Einblicke in den lebenden Organismus erlauben und somit besondere Diagnosemo¨glichkeiten
erschließen und das wissenschaftliche Versta¨ndnis vom Aufbau und der Funktion des Organis-
mus vorantreiben.
Vor allem die Ro¨ntgen-Computer-Tomographie (CT) hat seit der Entwicklung des ersten CT-
Scanners durch Hounsfield 1972 [Hou72] weite Verbreitung gefunden. Bei diesem Verfahren er-
zeugt eine externe Ro¨ntgenquelle γ-Strahlung, die das Untersuchungsobjekt durchdringt und
dabei abgeschwa¨cht wird. Nach dem Austritt aus dem Gewebe wird die verbliebene Intensita¨t
der Strahlung durch γ-sensitive Detektoren gemessen. Aus den Daten solcher Transmissionsmes-
sungen kann durch geeignete Rekonstruktionsverfahren die Gewebedichte im Ko¨rper berechnet
werden.
Parallel dazu hat sich die Emissionstomographie entwickelt, welche die Untersuchung von Stoff-
wechselvorga¨ngen erlaubt und das Versta¨ndnis der Funktion von Organen und die Diagnose von
Krankheiten, die mit einer Sto¨rung des Stoffwechsels einhergehen, ermo¨glicht. Hierzu za¨hlen bei-
spielsweise Erkrankungen des Gehirns wie Depression oder Schizophrenie aber auch Parkinson
und Alzheimer, die meist in fortgeschrittenem Alter auftreten und die wegen der zunehmenden
Lebenserwartung und der Alterung der Bevo¨lkerung an Bedeutung gewinnen. Auch beim Auffin-
den von Tumoren und Metastasen ist die Emissionstomographie hilfreich, da diese sich zuna¨chst
in A¨nderungen des Stoffwechsels manifestieren, bevor sie zu Gewebevera¨nderungen fu¨hren und
damit fu¨r die Transmissionstomographie erkennbar werden. Bei der Behandlung solcher Erkran-
kungen unterstu¨tzt die Emissionstomographie zudem Therapieplanung und -kontrolle.
Seit etwa 20 Jahren gewinnt die Positronen-Emissions-Tomographie (PET) zunehmend an Be-
deutung. Hierbei werden radioaktive, Positronen strahlende Tracer in den Stoffwechsel des Pa-
tienten eingebracht. Die emittierte Strahlung wird durch ein den Patienten umgebendes Detek-
torsystem gemessen, so dass die Verteilung der markierten Substanz im Ko¨rper anschließend aus
den Messwerten berechnet werden kann.
Die fla¨chendeckende Bereitstellung von kurzlebigen Radiopharmaka, die mit Hilfe eines Zyklo-
trons hergestellt werden, fu¨hrt dazu, dass die PET zunehmend zu einer Routinemethode bei der
Untersuchung von Stoffwechselerkrankungen wird.
A¨ltere PET-Gera¨te verfu¨gen u¨ber Detektorsysteme, die nur die zweidimensionale Messung
einzelner Schichten des Patienten erlauben. Erst in den letzten Jahren werden Tomographen
entwickelt, die dreidimensionale Messungen ermo¨glichen. Diese Systeme zeichnen sich vor allem
durch eine deutlich ho¨here Empfindlichkeit aus, da sie einen gro¨ßeren Anteil der emittierten
Strahlung erfassen ko¨nnen. Dieser Vorteil kann zur Verbesserung der Bildqualita¨t, zur Verrin-
gerung der Messzeit oder zur Verringerung der verabreichten Radioaktivita¨tsmenge und damit
der Strahlenbelastung des Patienten genutzt werden.
1
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Ein wesentlicher Nachteil der 3D-PET ist jedoch, dass der Aufwand zur Berechnung der
Stoffwechselverteilung aus den Messwerten erheblich gro¨ßer ist als im 2D-Fall. Zur tomogra-
phischen Rekonstruktion dieser Verteilung existieren analytische und algebraische Methoden.
Die analytischen Verfahren fu¨hren oft zu einer verminderten Bildqualita¨t, beno¨tigen dafu¨r aber
nur einen geringen Rechenaufwand. Sie wurden aus dem Bereich der Transmissionstomogra-
phie u¨bernommen, wo sie aufgrund der wesentlich ho¨heren Informationsdichte, also der Anzahl
der registrierten Photonen, bessere Ergebnisse liefern. Durch die Verfu¨gbarkeit leistungsfa¨higer
Computersysteme setzen sich deshalb im 2D-Bereich der Emissionstomographie algebraische
Rekonstruktionsverfahren immer mehr durch, die eine wesentlich bessere Bildqualita¨t erreichen,
aber auch einen erheblich ho¨heren Rechenaufwand erfordern. Bei 3D-Rekonstruktionen sind die
algebraischen Verfahren nicht u¨ber erste, vereinzelte Literaturvorschla¨ge hinausgekommen, da
die wegen der großen Datenmengen sehr langen Rechenzeiten nicht akzeptiert werden konnten.
Daher werden hier ha¨ufig noch analytische Methoden verwendet, die mit Einschra¨nkungen aus
dem 2D-Bereich u¨bertragen werden ko¨nnen. Daneben finden seit wenigen Jahren auch algebrai-
sche Methoden im Rahmen von sogenannten 212D-Verfahren Anwendung, bei denen zuna¨chst
die gemessenen 3D-Daten in 2D-Daten umgerechnet werden, bevor sie dann mit algebraischen
2D-Algorithmen rekonstruiert werden. Einen anderen Ansatz verfolgen approximative Verfah-
ren, bei denen die Rechengenauigkeit der algebraischen Algorithmen eingeschra¨nkt wird um den
Aufwand zu reduzieren und 3D-Rekonstruktionen zu ermo¨glichen.
Das Ziel dieser Arbeit besteht darin, Algorithmen zu entwickeln, die eine uneingeschra¨nkte
algebraische Rekonstruktion von 3D-PET-Daten erlauben und damit die aus der 2D-Anwendung
bekannten Vorteile dieser neuen Technik verfu¨gbar machen. Die Rekonstruktion besteht dabei im
Kern aus der Lo¨sung eines linearen Gleichungssystems ~b = A~x, bei dem die Koeffizientenmatrix
A einen Speicherplatzbedarf im Terabyte-Bereich aufweist, wa¨hrend die beiden Vektoren ~b und
~x teilweise mehrere hundert Megabyte groß sind. Es mu¨ssen deshalb Verfahren entwickelt wer-
den, mit denen der Speicherplatzbedarf der einzelnen Bestandteile des Gleichungssystems soweit
reduziert werden kann, dass die Rekonstruktion auf Standard-Workstations oder -PCs durch-
gefu¨hrt werden kann. Die Verfahren du¨rfen dabei jedoch nicht zu einer weiteren Erho¨hung des
Rechenaufwandes oder einer Verschlechterung der Qualita¨t der rekonstruierten Bilder fu¨hren.
Neben dem Speicherplatzbedarf stellt der Rechenzeitbedarf ein weiteres Problemfeld dar. Neue
Rekonstruktionsmethoden finden in der Praxis nur Verbreitung, wenn die beno¨tigte Rechen-
zeit diejenige der herko¨mmlichen Methoden nicht wesentlich u¨bersteigt. In dieser Arbeit werden
Methoden entwickelt um den Aufwand zur Berechnung der Koeffizientenmatrix und der al-
gebraischen Rekonstruktion soweit zu reduzieren, dass a¨hnliche Rechenzeiten erreicht werden
ko¨nnen, wie bisher nur bei den analytischen Rekonstruktionsverfahren. Da insbesondere beim
wissenschaftlichen Einsatz der PET, z. B. zur Beobachtung dynamischer Stoffwechselvorga¨nge,
sehr große Messdatensa¨tze entstehen, mu¨ssen die Rechenzeiten durch die Entwicklung paralleler
Rekonstruktionsalgorithmen weiter reduziert werden. Im Vergleich zu bisherigen Lo¨sungen wird
die Bearbeitung solcher großen Datenmengen wesentlich erleichtert.
Die in dieser Arbeit entwickelten Methoden werden in eine Software mit dem Namen ”Marvin“
umgesetzt, die sowohl im wissenschaftlichen Bereich als auch in der nuklearmedizinischen Praxis
eingesetzt werden soll. Neben kurzen Rechenzeiten werden deshalb weitere Anforderungen an
die Software gestellt. Sie soll auf Standard-Hardware, wie sie in einem PET-Labor u¨blich ist,
lauffa¨hig sein und Daten unterschiedlicher PET-Scanner verarbeiten ko¨nnen. Ein weiteres Kri-
terium sind einfache Bedienbarkeit und Benutzerfu¨hrung. Schließlich soll sie erweiterbar sein,
damit ku¨nftige Entwicklungen vor allem im Bereich des Detektorsystems und der Vorverarbei-
tung der Messdaten beru¨cksichtigt werden ko¨nnen.
3Diese Arbeit ist in 10 Kapitel unterteilt. Kapitel 2 beginnt mit den fu¨r die Positronen-
Emissions-Tomographie relevanten physikalischen Grundlagen, woran sich eine Erla¨uterung der
Koinzidenz-Tomographie und der Fehlerquellen, die eine PET-Messung beeintra¨chtigen, an-
schließt. Das Kapitel endet mit der Beschreibung von drei unterschiedlichen PET-Scanner, mit
denen die physikalischen Daten fu¨r diese Arbeit gewonnen wurden, und des Aufbaus der ent-
sprechenden Messdatensa¨tze. In Kapitel 3 werden analytische und algebraische Rekonstrukti-
onsmethoden vorgestellt, die sowohl im 2D- als auch im 3D-Bereich verwendet werden ko¨nnen.
Sogenannte Rebinning-Verfahren, die im Bereich der 212D-Verfahren zum Umrechnen von 3D-
Messdaten in 2D-Daten verwendet werden, werden in Kapitel 4 erla¨utert. Kapitel 5 beschreibt
Methoden zur Verwaltung der Messdaten, woran sich mit Kapitel 6 die Beschreibung der Verwal-
tung der rekonstruierten Daten anschließt. In Kapitel 7 wird zuna¨chst die Geometrie verschiede-
ner Detektorsysteme erla¨utert. Anschließend werden mehrere Mo¨glichkeiten dargelegt, wie die
einzelnen Elemente der Koeffizientenmatrix, die sogenannten Gewichte, mit geringem Aufwand
berechnet werden ko¨nnen. Hierauf folgen Methoden zur effizienten Berechnung der gesamten
Matrix und Untersuchungen der verschiedenen Gewichtungsverfahren. Der na¨chste Teil des Ka-
pitels behandelt Verfahren zur komprimierten Speicherung der Matrix, die teilweise gleichzeitig
den Rechenaufwand verringern. Daran schließt sich eine Erkla¨rung an, wie die Vorverarbeitung
der Messdaten in das hier realisierte Konzept integriert werden kann. In Kapitel 8 wird die
Parallelisierung der relevanten Algorithmen erla¨utert und analysiert. Die Ergebnisse dieser Ar-
beit bezu¨glich der Bildqualita¨t werden in Kapitel 9 anhand von PET-Messungen beschrieben.
Kapitel 10 entha¨lt schließlich eine Zusammenfassung und Diskussion der Ergebnisse.
Um einen Bezug herzustellen zwischen den in dieser Arbeit entwickelten, fu¨r die Rekonstrukti-
onstechnik neuartigen Verfahren und der dabei entstandenen Software, enthalten alle relevanten
Kapitel einen Abschnitt, in dem die konkrete Implementation der Algorithmen erla¨utert wird.
Anhang C erla¨utert, wie die Messdaten der verschiedenen PET-Gera¨te aufbereitet werden mu¨s-
sen, damit sie mit Marvin bearbeitet werden ko¨nnen. Die wesentlichen Symbole und Abku¨rzun-
gen, die im Text verwendet werden, werden in den Anha¨ngen D und E aufgefu¨hrt.
4 KAPITEL 1. EINLEITUNG
Kapitel 2
Positronen-Emissions-Tomographie
Die Positronen-Emissions-Tomographie (PET) ist ein nichtinvasives, nuklearmedizinisches Bild-
gebungsverfahren zur Untersuchung funktioneller Vorga¨nge im lebenden Organismus. Dabei wer-
den die Konzentration und Verteilung einer in den Stoffwechsel eingebrachten, radioaktiven
Tracer-Substanz gemessen und die Stoffwechselvorga¨nge somit sichtbar gemacht. Zur radioakti-
ven Markierung werden Positronen strahlende Nuklide eingesetzt. Die PET findet Anwendung
bei Untersuchungen des Hirnstoffwechsels, des Myokardstoffwechsels, der Tumordiagnostik sowie
der Tumortherapieplanung und -kontrolle.
2.1 Physikalische Grundlagen
Nach dem Rutherfordschen Atommodell bestehen Atome aus einem Kern aus Protonen (p) und
Neutronen (n), sowie einer Hu¨lle, in der Elektronen kreisen.
Liegt das Verha¨ltnis von Neutronen zu Protonen innerhalb bestimmter Grenzen in einem aus-
gewogenen Verha¨ltnis, ist das Atom stabil. Alle anderen Atome sind instabil und formen sich
im Laufe der Zeit um, um einen stabilen Zustand zu erreichen. Entha¨lt das Atom eine zu gerin-
ge Zahl von Neutronen, kann bei einer mo¨glichen Kernumwandlung ein Proton in ein Neutron
umgewandelt werden. Bei diesem sogenannten β+-Zerfall wird zusa¨tzlich ein Positron (e+) und
ein Neutrino (ν) emittiert:
p→ n+ e+ + ν.
Ein Beispiel fu¨r einen solchen Positronenstrahler ist 116 C. Der Atomkern mit der Massenzahl 11
besteht aus 6 Protonen (Kernladungszahl 6) und 5 Neutronen. Das Zerfallsprodukt ist das sta-
bile Element 115 B (5 Protonen und 6 Neutronen). Andere ha¨ufig eingesetzte Positronenstrahler
sind 158 O (8 Protonen, 7 Neutronen) mit dem stabilen Zerfallsprodukt
15
7 N (7 Protonen, 8 Neu-
tronen) sowie 189 F (9 Protonen, 9 Neutronen) und dem ebenfalls stabilen Zerfallsprodukt
18
8 O
(8 Protonen, 10 Neutronen). Die Halbwertszeit von Positronen emittierenden Radionukliden ist
u¨blicherweise relativ kurz und wird fu¨r die wichtigsten Radionuklide der PET in Tabelle 2.1
angegeben.
Die Energiedifferenz zwischen dem Positronenstrahler und seinem Zerfallsprodukt wird den
emittierten Teilchen als kinetische Energie mitgegeben. Wa¨hrend das Neutrino als masseloses
und elektrisch neutrales Teilchen ungehindert davonfliegt, tritt das elektrisch positiv geladene
Positron mit der umgebenden Materie in Wechselwirkung. Die maximale Wegla¨nge, die das
Positron zuru¨cklegt, bevor es in weniger als einer Nanosekunde durch Sto¨ße mit Elektronen der
Umgebung bis zum Stillstand abgebremst wird, ha¨ngt von der Gro¨ße dieser kinetischen Energie
und der Dichte des Umgebungsmediums ab und liegt in Wasser zwischen 2.4 mm (18F ) und
8.2 mm (15O). Sobald das Positron seine kinetische Energie abgebaut hat, kommt es zu einer
5
6 KAPITEL 2. POSITRONEN-EMISSIONS-TOMOGRAPHIE
11
6 C
13
7 N
15
8 O
18
9 F
68
31Ga
Halbwertszeit [s] 1218.0 597.9 122.24 6586.2 4098
max. Energie [keV ] 0.959 1.197 1.738 0.633 1.898
wahrscheinlichste Energie [keV ] 0.326 0.432 0.696 0.202 0.783
max. Reichweite in H2O [mm] 5.0 5.4 8.2 2.4 9.1
Reichweite in H2O (FWHM) [mm] 1.1 1.4 1.5 1.0 1.7
Reichweite in H2O (FWTM) [mm] 2.2 2.8 3.6 1.8 4.0
stabiles Zerfallsprodukt 115 B
13
6 C
15
7 N
18
8 O
68
30Zn
Tabelle 2.1: Daten einiger in der PET gebra¨uchlicher Radionuklide [TD93]
Materie-Antimaterie-Reaktion mit einem Elektron (e−), bei der die beiden Massen in Energie
umgewandelt werden. Bei diesem Annihilationsprozess entstehen zwei γ-Quanten (Photonen)
mit einer Energie von jeweils 511 keV , die wegen der Impuls- und Energieerhaltung in anna¨hernd
diametrale Richtungen emittiert werden (s. Abb. 2.1). Die Halbwertsdicke1 dieser γ-Strahlung
betra¨gt in Wasser 7 cm.
ν
e+
e−
γ (511 keV )
γ (511 keV )
Abbildung 2.1: Entstehung der γ-Strahlung
2.2 Koinzidenz-Tomographie
Die in lebenden Organismen auftretenden stoffwechselaktiven Substanzen enthalten Kohlenstoff,
Stickstoff oder Sauerstoff. Die mit den Positronen emittierenden Isotopen dieser Atome mar-
kierten Substanzen werden dem Patienten oder Probanden z. B. injiziert und ermo¨glichen durch
ihre emittierte Strahlung die Messung der Substanzverteilungen von außerhalb des Ko¨rpers.
Die γ-Quanten, die aufgrund der Halbwertsdicke der Strahlung mit hoher Wahrscheinlichkeit
den Ko¨rper verlassen, werden durch ein den Ko¨rper umgebendes Detektorsystem aufgefangen.
Dieses besteht aus einzelnen Szintillatorkristallen, welche die eintreffende Strahlung in sichtba-
res Licht umwandeln (s. Abb. 2.2). Die im Kristall entstehenden Lichtblitze werden von einem
1
”
Das Absorptionsvermo¨gen eines Materials wird durch die Halbwertsdicke charakterisiert. Das ist diejenige
Schichtdicke, nach deren Durchstrahlung sich die Intensita¨t auf den halben Wert ihres Anfangsbetrages verringert
hat.“ ([Gre82], S. 459)
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Abbildung 2.2: Schema der Positronen-Emissions-Tomographie
dahinter liegenden Photomultiplier in ein elektrisches Signal umgewandelt und versta¨rkt. γ-
Quanten, die innerhalb eines schmalen Zeitfensters (ca. 10 − 20 ns) eintreffen, werden durch
eine Koinzidenzelektronik als zeitgleich und zusammengeho¨rend registriert und aufgezeichnet.
Das zugrundeliegende Annihilationsereignis liegt mit sehr großer Wahrscheinlichkeit auf der Ver-
bindungslinie der beiden Detektionsorte, der sog. Line-of-Response (LOR). Werden ausreichend
viele solcher Koinzidenzen gemessen, kann man die Verteilung und Konzentration der markier-
ten Stoffwechselsubstanzen im Ko¨rper mit Hilfe tomographischer Rekonstruktionsmethoden aus
den registrierten Verbindungslinien berechnen.
Voraussetzung fu¨r den sinnvollen Einsatz von PET ist, dass die zu beobachtenden bioche-
mischen oder physiologischen Vorga¨nge durch den radioaktiven Tracer nicht beeinflusst werden,
der Tracer also keine pharmakologische oder gar toxische Wirkung hat, was u. a. durch die
geringe notwendige Massenkonzentration gewa¨hrleistet wird. Hierdurch und durch die kurzen
Halbwertszeiten der Isotope wird auch die radioaktive Belastung des Patienten in einem vertret-
baren Rahmen gehalten, so dass der Nutzen des Verfahrens gro¨ßer ist als das Risiko.
Die kurzen Halbwertszeiten machen es erforderlich, dass die Isotope ortsnah hergestellt werden.
Hierzu wird ein Teilchenbeschleuniger (Zyklotron, s. Abb. 2.3) verwendet, in dem die beschleu-
nigten Protonen und Deuteronen mit einer Energie im MeV -Bereich auf Elemente mit stabilem
Kern gelenkt werden. Dieser Beschuss verursacht Kernreaktionen, in deren Verlauf sich stabile
Kerne in instabile umwandeln.
Die folgende Tabelle 2.2 zeigt eine Reihe von gebra¨uchlichen PET-Tracern mit ihren zu-
geho¨rigen Anwendungsgebieten.
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Abbildung 2.3: General Electrics
PETtrace-Zyklotron zur Produktion
von 11C, 13N , 15O und 18F
markierte Verbindungen Anwendungen
H152 O, C
15O2, CH3-18F , 15O-Butanol Blutfluss
11CO, C15O, 68Ga-EDTA Blutvolumen
}
physiologische
Parameter
15O2 Sauerstoffverbrauch
2-[18F ]-Fluoro-2-deoxy-D-Glucose (FDG) Glucose-Stoffwechsel
11C-, 18F -Aminosa¨uren Proteinsynthese
}
Stoffwechsel &
Biosynthese
18F -Spiroperidol Dopamin- und
Serotonin-Rezeptoren
11C-Flunitrazepam Benzodiazepin-Rezeptoren
11C-Endorphin Opiat-Rezeptoren
}
Neurorezeptoren
6− [18F ]Fluoro-L-DOPA Pra¨synaptischer
18F −N -methyl-Benperidol Dopamin-Uptake
}
Neurotransmitter-Carrier
Tabelle 2.2: PET-Tracer [Web97, Pie99]
2.3 Fehlerquellen und Grenzen der PET
Die physikalische Grenze der Ortsauflo¨sung der PET wird durch die Positronenreichweite [LH99]
und die Winkelabweichung bestimmt und liegt bei etwa 0.5− 3 mm.
Auf dem Weg vom Annihilationsort zu den Szintillationskristallen interagieren die γ-Quanten
mit dem zu durchdringenden Gewebe, wodurch die Messung zusa¨tzlich mit Fehlern belastet
wird. Hierbei spielen die abschwa¨chende Wirkung des Gewebes sowie zufa¨llige und gestreute
Koinzidenzen eine Rolle. Daru¨ber hinaus wird die tatsa¨chlich erreichbare Auflo¨sung von ca.
5 mm bei heutigen kommerziellen PET-Scannern durch Eigenschaften der Kristalle und der
Elektronik (Detektorsensitivita¨t, Totzeit, Kristallgro¨ße und -materialeigenschaften, Penetrati-
onseffekte) limitiert. Auch externe Parameter wie die verabreichte Radioaktivita¨tsmenge, der
Zerfall des Isotops und die Bewegungen des Patienten wa¨hrend der Messung haben einen Ein-
fluss auf die Auflo¨sung und Qualita¨t der rekonstruierten Bilder.
Im Folgenden werden die verschiedenen Effekte beschrieben und gebra¨uchliche Korrektur-
verfahren skizziert.
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Positronenreichweite Der Ort des Isotops kann nur indirekt u¨ber die Detektion der γ-
Quanten bestimmt werden. Werden diese orthogonal zur Flugrichtung des Positrons emittiert,
entsteht ein maximaler Verlust der Ortsauflo¨sung der auf die Positronenreichweite zuru¨ck-
zufu¨hren ist [PHHTP75]. Da sich das Positron wegen der Sto¨ße mit Elektronen beim Bremsvor-
gang nicht auf gerader Bahn bewegt, ist die Reichweite und damit der Auflo¨sungsverlust i. d.
R. geringer (vgl. FWHM und FWTM einer Linienquelle in Tabelle 2.1).
Winkelabweichung Bei der Annihilation hat das Positron im Allgemeinen noch eine kine-
tische Restenergie von ca. 10eV [WWH88], so dass der Winkel der emittierten γ-Quanten auf-
grund der Impulserhaltung leicht von 180◦ abweicht. Diese Winkelschwankungen genu¨gen einer
Gaußverteilung um 180◦ mit einer Halbwertsbreite von α = 0.3◦. Bei einem Detektorabstand
von z. B. d = 100 cm ergibt sich dadurch fu¨r den Mittelpunkt der Schicht mit d/2 · tanα eine
Verschiebung der Koinzidenzlinie um 2.6 mm. Dieser Effekt kann durch die Verwendung kleiner
Detektorabsta¨nde reduziert werden.
Abschwa¨chung Auf ihrem Weg durch das Gewebe wird ein Teil der Photonen soweit ab-
geschwa¨cht, dass sie den Detektor nicht erreichen. Der Anteil der auf diese Weise verlorenen
Koinzidenzen ist abha¨ngig von der Gewebedichte und -dicke und liegt im Bereich des Kopfes
bei etwa 75-80%; im Bereich des Brustkorbes sogar u¨ber 95%. Die Abschwa¨chung kann in der
Positronen-Emissions-Tomographie jedoch sehr genau bestimmt werden. Findet in einem Objekt
mit dem Durchmesser t in der Tiefe x eine Annihilation statt, kann die Wahrscheinlichkeit der
Abschwa¨chung fu¨r die beiden Photonen p1 und p2 mit den Formeln
p1 = e−µx
p2 = e−µ(t−x)
berechnet werden [Pie99]. µ ist hierbei der lineare Abschwa¨chungskoeffizient des durchdrungenen
Gewebes. Die Wahrscheinlichkeit, dass beide Photonen abgeschwa¨cht werden, ist damit
p = p1p2 = e−µt (2.1)
und nicht vom Annihilationsort sondern nur von der Gesamtla¨nge t des abschwa¨chenden Me-
diums zwischen den beiden Detektoren abha¨ngig. Das bedeutet insbesondere, dass die Quelle
auch außerhalb des Ko¨rpers liegen kann. Dadurch ko¨nnen die Abschwa¨chungskoeffizienten ent-
lang einer Koinzidenzlinie durch eine Transmissionsmessung bestimmt werden. Dabei wird eine
Gammaquantenquelle um den Patienten gedreht (s. Abb. 2.4) und fu¨r jeden Koinzidenzkanal
die Zahl der registrierten Photonen aufgezeichnet. Aus dem Vergleich mit einem Blank Scan,
d. h. einer Transmissionsmessung ohne abschwa¨chendes Medium (Patient), werden die Korrek-
turfaktoren (d. h. 1/p, vgl. Formel 2.1) fu¨r die Abschwa¨chung ermittelt [Lau93]. Als Transmis-
sionsquelle wird beispielsweise eine 68Ge-Linienquelle mit einer Halbwertszeit von 275 Tagen
verwendet. Das Isotop 6832Ge produziert bei seinem Zerfall das kurzlebige, Positronen emittieren-
de 6831Ga (s. Tab. 2.1). Die Positronen annihilieren sofort mit Elektronen der Umgebung wobei
γ-Quanten emittiert werden.
Nachteilig ist bei dieser Art der Korrektur, dass die PET-Daten mit zusa¨tzlichem statistischem
Rauschen aus der Transmissionsmessung belastet werden. Daru¨ber hinaus verla¨ngert sich durch
die zusa¨tzliche Messung die Untersuchung, wa¨hrend der der Patient mo¨glichst bewegungslos lie-
gen muss.
Alternativ kann man die Abschwa¨chungskoeffizienten auch aus einer Ro¨ntgen-tomographischen
Untersuchung (CT) gewinnen, wobei sich als zusa¨tzliche Probleme die mo¨glichst exakte Kore-
gistrierung (U¨berlagerung) der PET und CT-Daten und die Umrechnung der Abschwa¨chungs-
koeffizienten vom Energiebereich des CT in denjenigen des PET ergeben.
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Abbildung 2.4: Transmissionsmessung des Brustkorbes
Daru¨ber hinaus sind mehr oder weniger stark approximierende Verfahren im Einsatz, die z. B.
die Kontur des Ko¨rpers im rekonstruierten PET-Bild oder direkt in den Messdaten bestimmen
und ausgehend von der Annahme einer homogenen Abschwa¨chung innerhalb des Ko¨rpers, Kor-
rekturen durchfu¨hren.
Die Anzahl der insgesamt gemessenen Koinzidenzen Ntot (Prompts) ist die Summe aus echten
Koinzidenzen (Trues) Ntrue, zufa¨lligen Koinzidenzen (Randoms) Nrand und Koinzidenzen von
gestreuten γ-Quanten (Scattered) Nsc:
Ntot = Ntrue +Nrand +Nsc.
Um die Anzahl der echten Koinzidenzen zu ermitteln, muss dementsprechend die Zahl der zufa¨lli-
gen und gestreuten Koinzidenzen bestimmt werden.
Zufa¨llige Koinzidenzen Das Zeitfenster, in dem zwei eintreffende γ-Quanten als zusam-
mengeho¨rend detektiert werden, kann nicht beliebig verku¨rzt werden. Die untere Grenze wird
hierbei durch die Zeit vorgegeben, die ein Photon vom Emissionsort bis zum Szintillationskristall
beno¨tigt. Bei modernen Ganzko¨rper-PET-Scannern sind dies etwa 2-3 ns. Die tatsa¨chliche Fens-
terbreite ha¨ngt dabei zusa¨tzlich noch von den Eigenschaften der verwendeten Kristalle sowie der
Verarbeitungszeit der Elektronik ab. Bei Scannern mit BGO-Kristallen (Wismut-Germanium-
Oxyd) liegt die Koinzidenzzeit im Bereich von 10 bis 20 ns.
Wa¨hrend dieser Zeit ko¨nnen aber auch sogenannte zufa¨llige Koinzidenzen (Randoms) gemessen
werden. Dabei werden zwei Photonen als zusammengeho¨rend registriert, obwohl sie aus un-
terschiedlichen Annihilationsprozessen stammen. Statt der korrekten Koinzidenzen (1, 2) und
(3, 4) (vgl. Abb. 2.5) werden also beispielsweise die Koinzidenzen (1, 4) und (2, 3) festgestellt.
Wa¨hrend echte Koinzidenzen nur zwischen zwei Detektoren auftreten ko¨nnen, ko¨nnen zufa¨llige
Koinzidenzen auch durch Einstrahlungen von außerhalb des Field-of-View (FOV) des Scanners
verursacht werden. So erschwert z. B. die Aktivita¨t, die sich in der Blase sammelt, eine PET-
Untersuchung des Bauch-Bereichs, auch wenn sich die Blase nicht im FOV des Scanners befindet.
Es gibt zwei Mo¨glichkeiten, die Zahl der Randoms zu bestimmen. Man kann die γ-Za¨hlraten
(Singles) Ni und Nj der zwei Detektoren eines Detektorpaares (i, j) messen und die Zahl der
Randoms nach der Formel
Nrand = 2τNiNj
abscha¨tzen, wobei τ die La¨nge des Koinzidenzfensters darstellt. Alternativ kann man auch die
Randoms mit Hilfe eines zweiten Koinzidenzfensters messen. Dabei wird das Signal einer der
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beiden an einer Koinzidenz beteiligten Detektoren vor der Verarbeitung durch die Koinzidenz-
elektronik um eine Zeit τ2 (τ2  τ) verzo¨gert, so dass echte Koinzidenzen nicht mehr erkannt
werden. Die verbliebenen Koinzidenzen sind damit Randoms, die von den gemessenen Daten
abgezogen werden mu¨ssen[HHPK81].
Gestreute Koinzidenzen Das γ-Quant kann auf dem Weg durch das umgebende Gewebe
mit Elektronen interagieren. Durch die sogenannte Compton-Streuung vera¨ndert das Photon
seine Richtung und kann anschließend einen falschen Detektor treffen (vgl. Abb. 2.6). Treffen
beide Quanten dabei noch innerhalb des Zeitfensters ein, werden sie als Koinzidenz registriert.
Die Wahrscheinlichkeit der Compton-Streuung ist sehr hoch. Bei einer Untersuchung des Ge-
hirns mu¨ssen die Photonen einen Weg von 7 cm oder mehr durch das Gewebe zuru¨cklegen.
Dabei werden etwa die Ha¨lfte der Photonen gestreut. Bei einer Photonenenergie von 511 keV
hat die Compton-Streuung jedoch eine ausgepra¨gte Vorwa¨rtskomponente [Dav55], so dass die
Streuwinkel i. d. R. wesentlich kleiner sind als dies in Abb. 2.6 zur Verdeutlichung dargestellt
ist. Der Energieverlust der Photonen ist dabei so gering, dass die Streustrahlung nicht durch
eine Energieschwelle im Scanner gefiltert werden kann, ohne erhebliche Verluste der Sensitivita¨t
in Kauf zu nehmen. Diesem Vorgehen werden auch durch die begrenzte Energieauflo¨sung der
verwendeten Szintillatorkristalle Grenzen gesetzt. Mit der einstellbaren unteren Energieschwel-
le des Scanners, die u¨blicherweise im Bereich von 250 bis 350 keV liegt, werden deshalb nur
stark gestreute Photonen von der Weiterverarbeitung ausgeschlossen. Fu¨r die ho¨her-energetische
Streustrahlung werden aufwa¨ndigere mathematische Verfahren eingesetzt, um den Scatteranteil
zu bestimmen und nachtra¨glich aus den gemessenen Daten herauszurechnen [WWH88]. Hierzu
wird zuna¨chst die Aktivita¨tsverteilung auf Basis der unkorrigierten Daten rekonstruiert. Aus
der Transmissionsmessung werden die Ko¨rperkonturen und die Gewebeabschwa¨chung der Streu-
strahlung errechnet. Der Streustrahlanteil la¨sst sich mit Beru¨cksichtigung der Abschwa¨chung
unter der Annahme berechnen, dass die Emissionsquellen in der unkorrigierten Rekonstruktion
Punktquellen mit der entsprechenden Streustrahlungsverteilung sind [Sch95].
Totzeit Nach dem Eintreffen eines γ-Quants kann der Detektor eine Zeit lang keine weiteren
Zerfa¨lle mehr wahrnehmen. Diese sogenannte Totzeit ha¨ngt von der Abklingzeit des Szintillator-
kristalls, der Verarbeitungszeit der Elektronik und der Mehrfach-Koinzidenzrate ab. Mehrfach-
Koinzidenzen treten auf, wenn wa¨hrend der Verarbeitung einer Koinzidenz mehr als zwei Ereig-
nisse registriert werden. In diesem Fall kann keine korrekte Zuordnung getroffen werden, so dass
die Ereignisse verworfen werden mu¨ssen. Da an jede Koinzidenzeinheit meist mehrere Paare von
Detektoren angeschlossen sind, wird die Ha¨ufigkeit solcher Mehrfach-Koinzidenzen noch erho¨ht.
Um die Totzeit in den Messwerten zu korrigieren, wird ein Phantom mit hoher Aktivita¨t gemes-
sen. Hieraus ergibt sich z. B. fu¨r 15O in logarithmischer Darstellung eine Kurve wie in Abb. 2.7.
1
2
3
4
Abbildung 2.5: Zufa¨llige Koinzidenzen
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Abbildung 2.6: Compton-Streuung der Photonen
Zu Beginn der Messung wird nur ein Teil der Koinzidenzen gemessen – der Rest fa¨llt in die Tot-
zeit. Verringert sich die Aktivita¨t des Phantoms, wird die Differenz zwischen tatsa¨chlichen und
gemessenen Counts kleiner, da sich das System seltener in der Totzeit befindet. Da die Ausgangs-
aktivita¨t und die Halbwertszeit des verwendeten Isotops bekannt sind, kann man die theoretische
Zerfallskurve berechnen und zum Hochskalieren der fehlerhaften Messwerte verwenden.
2
3
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Abbildung 2.7: Messung der Totzeit des Detektorsystems
Detektorsensitivita¨t Die Detektoren eines PET-Scanners haben eine unterschiedliche Sensi-
tivita¨t, die aus Varianzen der Szintillatorkristalle sowie aus Inhomogenita¨ten der Photomultiplier
herru¨hrt. Zur Korrektur wird ein großes, homogenes Phantom gemessen, das mit mittlerer Ak-
tivita¨t befu¨llt ist, um Totzeiteffekte zu vermeiden. Theoretisch sollte auf jeder Koinzidenzlinie
die gleiche Zahl von Zerfa¨llen gemessen werden. Aus der Zahl der tatsa¨chlich gemessenen Ereig-
nisse kann fu¨r jede Koinzidenzlinie ein individueller Korrekturfaktor berechnet werden. Abb. 2.8
zeigt die Messergebnisse fu¨r einen planaren Detektor, bei dem 20× 20 Y AP -Kristalle (Yttrium-
Aluminium-Perovskit) vor einem Photomultiplier angebracht sind.
Lichterzeugung im Kristall Treffen die Photonen auf einen Szintillationskristall, kommt
es zur Wechselwirkung mit der Kristallmaterie. Neben der bereits beschriebenen Compton-
Streuung, die vor allem an freien Elektronen bzw. dann auftritt, wenn die Energie des γ-Quants
sehr viel gro¨ßer als die Bindungsenergie des Elektrons ist, tritt hier vor allem der sog. Photoef-
fekt auf. Hierbei liegt die Energie des Photons in der gleichen Gro¨ßenordnung wie die Bindungs-
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Abbildung 2.8: Messung der Detektorsensitivita¨t: Ne-
ben der unterschiedlichen Sensitivita¨t der Kristalle ist
hier auch die erho¨hte Sensitivita¨t in der Mitte des Pho-
tomultipliers zu erkennen.
energie. Bei einem Zusammenstoß u¨bernimmt das Elektron die gesamte Energie des γ-Quants
und lo¨st sich aus dem Atom. Dieses Elektron wird dann durch Sto¨ße mit Elektronen der Um-
gebung abgebremst, wodurch Lichtblitze im Kristall ausgelo¨st werden. Die Wahrscheinlichkeit
des Photoeffektes wa¨chst dabei mit der Kernladungszahl des absorbierenden Mediums.2 Bei ei-
ner Photonenenergie von 511 keV dominiert der Photoeffekt ab einer Kernladungszahl von 75
[Web97].
Damit mo¨glichst viele der eintreffenden Photonen schnell durch Compton-Streuung abgebremst
und dann durch den Photoeffekt absorbiert werden, sollte das Szintillatormaterial eine hohe
Dichte und Kernladungszahl haben. Tabelle 2.3 zeigt die wichtigsten Eigenschaften einiger Szin-
tillatoren. Eine hohe Lichtausbeute des Materials fu¨hrt zu einer guten Energieauflo¨sung, da u¨ber
Material Dichte rel. Lichtausbeute Abklingzeit hygroskopisch Kernladungszahl
[g/cm3] [%] [ns]
NaI 3.67 100 230 ja 50
BGO 7.13 15 300 nein 75
Y AP 5.37 40 25 nein 36
LSO 7.4 75 40 nein 66
GSO 6.71 23 60 nein 59
CsF 4.64 6 5 ja 52
Tabelle 2.3: Physikalische Eigenschaften verschiedener Szintillatoren [Pie99]
die erzeugte Lichtmenge die Energie des auftreffenden Photons quantifiziert werden kann. Eine
kurze Abklingzeit fu¨hrt zu einer kurzen Totzeit des Kristalls und erlaubt damit die Messung
hoher Za¨hlraten. Wasseraufnehmendes Material, wie z. B. Natrium-Jodid (NaI), erfordert eine
Abschirmung der Kristalle gegen Luftfeuchtigkeit. Die durchschnittliche Eindringtiefe der Pho-
tonen, die von den Abmessungen und vom Material des Kristalls abha¨ngig ist, muss bei der
Lagebestimmung der Koinzidenzlinie beru¨cksichtigt werden.
Treffen die γ-Quanten nicht senkrecht auf die Kristalloberfla¨che, ko¨nnen sie mehrere seit-
lich liegende Kristalle durchdringen, bevor es zur Absorption kommt. In diesem Fall wird die
Lage der Koinzidenzlinie nicht korrekt bestimmt und die Auflo¨sung verschlechtert sich (vgl.
Abb. 2.9). Bei einem ringfo¨rmigen Detektorsystem ist dadurch die Auflo¨sung im Zentrum des
FOV ho¨her als am Rand. Solche Penetrationseffekte treten bei einem großen Detektorabstand
2Neben der Compton-Streuung und dem Photoeffekt gibt es einen dritten Wechselwirkungsprozess zwischen
γ-Quanten und der Materie. In der Na¨he des Coulomb-Feldes eines Atomkerns kann sich ein γ-Quant in einem
Umkehrprozess zur Annihilation in ein Elektron und ein Positron umwandeln. Diese wandeln sich in einem erneu-
ten Annihilationsprozess sofort wieder in zwei γ-Quanten um. Diese Paarbildung findet jedoch nur bei Energien
im MeV -Bereich statt und spielt damit in der PET keine Rolle.
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Abbildung 2.9: Einfluss der Penetrationseffekte auf die Bestimmung des Annihilationsortes
und kurzen Kristallen seltener auf. Je ku¨rzer allerdings der Kristall ist, desto niedriger wird
die Nachweiswahrscheinlichkeit fu¨r Photonen hoher Energie. Penetrationseffekte, bei denen die
entstandenen Lichtphotonen eine Rolle spielen, lassen sich auch dadurch reduzieren, dass die
seitlichen Kristalloberfla¨chen mit einer reflektierenden Schicht versehen werden.
Radioaktiver Zerfall Bedingt durch den radioaktiven Zerfall des Isotops nimmt die Za¨hlrate
wa¨hrend der Messung exponentiell ab. Um dies auszugleichen, werden die gemessenen Counts
eines Messintervalls in Abha¨ngigkeit von der Halbwertszeit des Isotops (T0.5), dem Beginn (t1)
und der Dauer (t2) des Messintervalls mit einem Korrekturfaktor k hochskaliert [Sie96]. Der
radioaktive Zerfall kann aus der Ausgangsaktivita¨t A0 mit der Formel
A(t) = A0e−λt mit λ =
ln(2)
T0.5
berechnet werden (s. Abb. 2.10).
Aktivita¨t
t1 t1 + t2
A0
Zeit
Nmess
Nkorr
t1: Start der Messung
t2: Dauer der Messung
A0: Ausgangsaktivita¨t
T0.5: Halbwertszeit des Isotops
k: Korrekturfaktor
Nmess: gemessene Counts
Nkorr: korrigierte Counts
Abbildung 2.10: Korrektur des radioaktiven Zerfalls
Nkorr = Nmessk ⇒ k = Nkorr
Nmess
=
t2A0
t1+t2∫
t1
A0e−λt
=
t2A0
− 1λA0
(
e−λ(t1+t2) − e−λt1)
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=
t2A0
1
λe
−λt1A0 (1− e−λt2)
=
t2λe
λt1
1− e−λt2
Patientenbewegung Da PET-Untersuchungen meist mehrere Stunden dauern, wird die er-
reichbare Auflo¨sung auch durch die Bewegungen des Patienten beeinflusst. Diese ko¨nnen durch
geeignete Fixiervorrichtungen zumindest bei Hirnuntersuchungen weitgehend reduziert werden.
Bei Untersuchungen des Herzens la¨sst sich der PET-Scanner mit einem EKG-Gera¨t koppeln, so
dass nur in einer bestimmten kurzen Phase des Herzzyklus Daten aufgenommen werden (gating),
bzw. sich die Daten nachtra¨glich einzelnen Phasen der Bewegung zuordnen lassen.
Zusa¨tzlich werden passive Methoden entwickelt, um die Bewegungen aus den gemessenen Daten
herauszurechnen. Hierzu ko¨nnen z. B. Infrarotmarker an der zu untersuchenden Ko¨rperregion
angebracht werden. Die Position der Marker kann dann wa¨hrend der Messung u¨ber mehrere im
Raum fest positionierte Infrarot-Kameras bestimmt werden. Auf diese Weise ko¨nnen die Be-
wegungen des Patienten gemessen und in den PET-Daten korrigiert werden. Zu dem gleichen
Zweck kann man auch Positronen emittierende Marker am Ko¨rper anbringen und diese dann in
den rekonstruierten Bildern lokalisieren.
Verabreichte Aktivita¨tsdosis Das Signal/Rausch-Verha¨ltnis (S/R) eines PET-Bildes kann
nach Budinger [Bud82] mit der Formel
S
R
=
Mittelwert
Standardabweichung
= k
(Ereignisse/Pixel)
1
2
(Anzahl der Pixel)
1
4
abgescha¨tzt werden. k ist ein Faktor fu¨r den Rekonstruktionsfilter, der um 1 liegt. Das Signal/-
Rausch-Verha¨ltnis a¨ndert sich hier mit der Wurzel der Zahl der Ereignisse [BWT94, WTB94].
Da außerdem die Auflo¨sung umgekehrt proportional zur Wurzel aus der Anzahl der Pixel ist,
folgt fu¨r ein festes S/R:
Za¨hlrate ∼ 1
Auflo¨sung3
.
Um also eine Auflo¨sungsverbesserung um den Faktor 2 zu erreichen, beno¨tigt man die 8-fache
Za¨hlrate. Eine Erho¨hung der Za¨hlrate fu¨hrt jedoch auch zu Nebeneffekten wie vermehrter Streu-
strahlung und zufa¨lligen Koinzidenzen und damit wieder zu einer Verschlechterung des S/R
[WWH88].
2.4 Quantifizierbarkeit
Um quantitative Aussagen u¨ber die Isotop-Konzentration im untersuchten Objekt machen zu
ko¨nnen, muss die PET-Messung zusa¨tzlich zu den erwa¨hnten Korrekturen kalibriert werden.
Hierzu wird aus dem Vergleich der bekannten Aktivita¨t einer Phantommessung mit den Za¨hl-
raten im rekonstruierten Bild ein linearer Skalierungsfaktor bestimmt. Mit diesem ko¨nnen die
rekonstruierten Werte in Becquerel/cm3 umgerechnet werden.
Abbildung 2.11 zeigt den exemplarischen Ablauf einer quantitativen PET-Messung mit allen
notwendigen Korrekturen. Die aufgefu¨hrte Bogenkorrektur ist nur bei bestimmten Scanner-
Geometrien erforderlich und wird in Abschnitt 2.5 erla¨utert.
Bei manchen Untersuchungen wird dem Probanden wa¨hrend der Messung arterielles Blut
abgenommen und die Za¨hlrate der Proben bestimmt. Da das Za¨hlgera¨t u¨ber eine Phantommes-
sung relativ zum PET-Scanner kalibriert ist, ko¨nnen die Daten des rekonstruierten Bildes und
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Abbildung 2.11: Datenfluss einer PET-Messung
das Ergebnis der Blutproben mit Hilfe eines biomathematischen Modells zu einem interessieren-
den Stoffwechselparameter, wie z. B. der Hirndurchblutung, verrechnet werden.
Die Mo¨glichkeit zur quantitativen Bestimmung einer Stoffwechselfunktion im lebenden Ko¨r-
per durch die Isotop-Konzentration ist einer der großen Vorteile der Positronen-Emissions-
Tomographie gegenu¨ber der Emissions-Tomographie mit γ-Strahlern (SPECT: Single-Photon-
Emission-Computed-Tomography).
Bei der Interpretation der rekonstruierten PET-Bilder ist zu beachten, dass es im Ko¨rper
zahlreiche Organstrukturen gibt, deren Gro¨ßen im Bereich der Scannerauflo¨sung liegen oder
kleiner sind. Liegt die Objektgro¨ße unter der etwa zweieinhalbfachen Auflo¨sung, wird die Gro¨ße
des Objektes u¨berscha¨tzt und die Aktivita¨t unterscha¨tzt [JK88]. Ein Teil der Aktivita¨t wird
dabei vom Mess- und Rekonstruktionsprozess in die benachbarten Regionen verlagert. Dieser
Partialvolumeneffekt kann bei Objekten, deren Gro¨ße durch eine begleitende MRT-Messung
(Magnet-Resonanz-Tomographie) bekannt ist, korrigiert werden.
In der medizinischen Diagnostik fu¨hrt dieser Effekt dazu, dass sehr kleine Strukturen mit
erho¨hter Aktivita¨tsaufnahme im rekonstruierten Bild gro¨ßer erscheinen und damit leichter er-
kennbar sind [Ste96].
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2.5 PET-Scanner
Aus der Auflistung der diversen Fehlerquellen einer PET-Messung ergibt sich eine Liste von
Anforderungen, die ein guter PET-Scanner erfu¨llen sollte. Das Gera¨t sollte eine mo¨glichst hohe
Auflo¨sung bieten und Messungen in Sekundenabsta¨nden erlauben, damit auch schnelle Stoff-
wechselvorga¨nge untersucht werden ko¨nnen. Die Detektorsysteme sind dazu i. d. R. aus mehreren
hintereinander angeordneten Ringen aufgebaut, die die zeitgleiche Messung mehrerer Schichten
ermo¨glichen. Die Ringe bestehen aus eng gepackten Detektoren mit hoher Dichte und Nachweis-
wahrscheinlichkeit. Mo¨glichst viele parallele Detektorkana¨le gewa¨hrleisten eine niedrige Totzeit
bei hoher Za¨hlrate. Eine gute Energie- und Zeitauflo¨sung der Kristalle erlaubt die Korrektur
gestreuter und zufa¨lliger Koinzidenzen.
Das Institut fu¨r Medizin und das Zentrallabor fu¨r Elektronik des Forschungszentrums Ju¨lich
verfu¨gen u¨ber insgesamt drei PET-Scanner unterschiedlicher Bauart, die im Folgenden vorge-
stellt werden.
2.5.1 Scanditronix/General Electrics PC4096+
Der PET-Scanner PC4096+ der Firma Scanditronix/General Electrics (s. Abb. 2.12) ist ein
2D-Ganzko¨rperscanner, der acht Detektorringe mit einem Durchmesser von 101 cm verwen-
det. Die einzelnen Detektormodule bestehen dabei aus 4 × 4 BGO-Kristallen, die u¨ber einen
Lichtleiter mit zwei Dual-Photomultipliern gekoppelt sind (s. Abb. 2.13). Vier solcher Module
bilden einen Detektorblock, der im Reparaturfall komplett ausgetauscht werden kann. Ein Ring
aus 32 Detektorblo¨cken bildet eine Einheit aus vier Detektorringen mit jeweils 512 Kristallen.
Abbildung 2.12: PC4096+
Detektorringe
Detektormodul
Detektorblock
Abbildung 2.13: Aufbau des Detektorsystems
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Zwei solcher Detektorblock-Ringe sind hintereinander angeordnet, so dass der Scanner aus ins-
gesamt acht Kristallringen besteht. Diese sind durch zwei 5 cm dicke Bleiringe gegen a¨ußere
Strahlung abgeschirmt (s. Abb. 2.14). Untereinander sind die einzelnen Ringe durch 3 mm dicke
und 19.5 cm in den Durchmesser hineinragende Bleisepten getrennt. Durch diese relativ dicken
195 mm
12 mm
50 mm
3 mm
30 mm
← Blei
Kristalle →
1010 mm
Abbildung 2.14: Bleiabschirmungen des PC4096+ (Draufsicht)
Abschirmungen wird der Streustrahlanteil auf unter 5% reduziert (s. Abb. 2.15) [RKHS+90].
Weitere unerwu¨nschte Koinzidenzen ko¨nnen durch das Setzen eines Energiefenster ausgeschlos-
sen werden. Der Scanner registriert nur Photonen mit einer Energie zwischen 300 und 600 keV .
Die untere Schwelle dient dabei der Eliminierung von stark gestreuten Photonen und die obere
schließt ho¨herenergetische γ-Quanten, die bei einigen Isotopen auftreten, von der Messung aus.
Jeder Kristall ist mit 195 gegenu¨berliegenden Kristallen des gleichen Ringes und mit den entspre-
chenden Kristallen der beiden benachbarten Ringe in Koinzidenz geschaltet. Hierdurch ko¨nnen
Abbildung 2.15: Darstellung der koinzidenten Ringebenen
neben den acht direkten Schichten noch 7 indirekte Schichten zwischen den Ringen gemessen
werden. Die Patientenliege kann wa¨hrend der Messung zwischen zwei axialen Positionen, die um
3.2 mm auseinander liegen, verschoben werden. Dieser Aufnahmemodus fu¨hrt zu einer feineren
Abtastung in axialer Richtung, so dass man 30 Schichten halber Dicke erha¨lt. Das gesamte De-
tektorsystem (Gantry) kann um die horizontale Transversalachse gekippt werden, so dass die
Schnittfu¨hrung individuell, z. B. zur Augen-Ohr-Linie, eingestellt werden kann. Zusa¨tzlich kann
der Detektorring wa¨hrend der Messung eine Wobble-Bewegung durchfu¨hren. Dabei bewegt er
sich mit seinem Mittelpunkt auf einem Kreisumfang, dessen Durchmesser etwas gro¨ßer als die
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Kristallbreite ist. Hierdurch kann das zu messende Objekt feiner abgetastet werden. Tabelle 2.4
fasst die technischen Daten des Scanners zusammen.
Mit dem Scanner ko¨nnen Hirn- und Ganzko¨rper-Messungen von Patienten durchgefu¨hrt wer-
den. Wenn die zu untersuchende Region la¨nger als das FOV (104 mm) ist, wird die Messung
in mehrere Intervalle unterteilt. Nach jedem Messintervall vorgegebener La¨nge wird der Patient
dabei weiter durch den Scanner geschoben. Die resultierende Multibed-Datei entha¨lt dann fu¨r
jede Messposition einen unabha¨ngigen Datensatz.
Falls nur eine einzelne Position gemessen wird, kann diese in mehrere zeitliche Abschnitte un-
terteilt werden. Auf diese Weise erha¨lt man eine sog. Multiframe-Datei mit mehreren zeitlich
aufeinanderfolgenden, unabha¨ngigen Messungen. In der rekonstruierten Bilderfolge kann dann
die zeitliche A¨nderung der Aktivita¨tsverteilung untersucht werden. Dies betrifft vor allem Studi-
en des Gehirns und des Herzens, bei denen fu¨r einzelne Regionen Zeit-Aktivita¨tskurven bestimmt
werden mu¨ssen.
Die einzelnen Datensa¨tze einer Multibed- oder Multiframe-Datei werden im folgenden Frames
genannt.
Die Daten einer Messung werden zuna¨chst korrigiert (s. Abb. 2.11) und anschließend in eine
Matrix B ∈ RΘ×R einsortiert. Der Wert b(ρ, θ) dieses sogenannten Sinogramms ist dabei die An-
zahl der Annihilationsprozesse, die auf der Koinzidenzlinie k(ρ, θ) in einem Messintervall geza¨hlt
wurden (vgl. Abb. 2.16). Eine Zeile des Sinogramms ist also die Projektion der Aktivita¨tsver-
r
q
r
q
6
k(ρ, θ)
Abbildung 2.16: Projektion der Aktivita¨ts-
verteilung
?
-Bins ρ
Winkel θ
Abbildung 2.17: Sinogramm einer
Punktquelle
teilung unter einem bestimmten Winkel. Abb. 2.17 zeigt das Sinogramm einer Punktquelle, die
etwas außerhalb des Mittelpunktes des Detektorringes positioniert ist.
Wie in Abb. 2.18 zu sehen ist, sind die einzelnen Bins einer Winkel-Projektion bei einem
ringfo¨rmigen Detektorsystem unterschiedlich breit. Um dies auszugleichen wird eine Bogen-
korrektur (lineare Interpolation) durchgefu¨hrt, so dass die resultierende Sinogramm-Zeile aus
a¨quidistanten Messwerten besteht. Der PC4096+ speichert die korrigierten Sinogramme mit
256 Winkeln und 128 Bins (Hirnuntersuchungen) bzw. 256 Bins (Untersuchungen des Rumpfes)
fu¨r jede der 15 (8 direkte, 7 indirekte) Schichten. Die Breite der einzelnen Bins kann vor der
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Projektion Bogen
korrektur
Abbildung 2.18: 2D-Bogenkorrektur
Bogenkorrektur eingestellt werden und betra¨gt standardma¨ßig 2 mm. Die Schichtdicke betra¨gt
6.5 mm.
2.5.2 CTI/Siemens ECAT Exact HR+
Der PET-Scanner ECAT Exact HR+ der Firma CTI/Siemens (s. Abb. 2.19) ist ein Ganzko¨rper-
scanner, der 2D- und 3D-Messungen erlaubt. Er besteht aus 32 Detektorringen mit einem Durch-
messer von 825 mm.3 Die einzelnen Kristalle bestehen aus BGO und sind in radialer Richtung
4.39 mm und in axialer Richtung 4.05 mm breit. Die La¨nge der Kristalle liegt bei 30 mm. Jeweils
8 × 8 Kristalle bilden einen Detektorblock, der von 2 × 2 Photomultipliern ausgelesen wird (s.
Abb. 2.20). 72 der Detektorblo¨cke bilden eine Einheit aus acht Detektorringen, von denen somit
jeder Ring aus 576 Kristallen besteht. Vier solcher Einheiten sind hintereinander angeordnet (s.
Abb. 2.21). Da es zu aufwa¨ndig wa¨re, Koinzidenzen zwischen allen Detektorblockkombinationen
zu messen, werden Gruppen von 12 Blo¨cken (3 benachbarte aus den 4 Ring-Einheiten) zu einem
sog. Bucket zusammengefasst. Jeder Bucket ist an einen Bucket-Controller angeschlossen, der
die Position und Energie des Lichtblitzes misst und zusammen mit einer Zeitmarke an den Koin-
zidenzprozessor weiterleitet. Es ko¨nnen somit nur Koinzidenzen detektiert werden, die zwischen
zwei Kristallen aus unterschiedlichen Buckets auftreten.
Um mit dem Scanner 2D-Messungen durchfu¨hren zu ko¨nnen, werden 0.8 mm dicke Wolframsep-
ten zwischen den Kristallringen positioniert (s. Abb. 2.22). Diese ragen 66.5 mm in den Ring-
durchmesser hinein. Damit betra¨gt die Dicke eines Ringes insgesamt 4.85 mm (4.05 mm+0.8
mm) und das FOV ist in axialer Richtung 155.2 mm tief (32 Ringe × 4.85 mm). Fu¨r ei-
ne 3D-Messung werden die Septen herausgefahren, so dass auch Koinzidenzen zwischen weiter
auseinanderliegenden Ringen gemessen werden ko¨nnen. Die hierdurch erreichte Erho¨hung der
Sensitivita¨t um einen Faktor 3-5 kann genutzt werden, um die Aktivita¨tsdosis, die dem Patienten
verabreicht werden muss, zu senken, die notwendige Messzeit zu verku¨rzen oder die Bildqualita¨t
zu erho¨hen. Der 3D-Modus fu¨hrt dabei auch zu einer verbesserten Auflo¨sung in axialer Richtung.
Die Entfernung der Septen hat jedoch gleichzeitig einen stark zunehmenden Streustrahlanteil
zur Folge (von 17% auf u¨ber 30% [BZA+97]).
Genauso wie der PC4096+ ist auch der ECAT Exact HR+ in der Lage, Multibed- und Multi-
3Der Wert von 825 mm wird in der Dokumentation des Scanners aufgefu¨hrt. Die CTI-Software, die zur Vor-
verarbeitung der gemessenen Daten verwendet wird, rechnet stattdessen mit 838 mm, weshalb auch Marvin diesen
Wert verwendet.
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Abbildung 2.19: ECAT Exact HR+ mit geo¨ffneter Frontblende: Deutlich zu erkennen sind die
72 Blo¨cke des vorderen Ringes, die 12 Halterungen der 24 Bucket-Controller sowie die a¨ußere
Bleiabschirmung der Detektorringe.
Abbildung 2.20: Detektorblock (kleines Bild: Detektorblock in lichtdichter, magnetisch abge-
schirmter Hu¨lle)
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Detektorringe
Detektorblock
Abbildung 2.21: Aufbau des Detektorsystems
Abbildung 2.22: Wechsel zwischen 2D- und 3D-Modus (aus [Hei00b])
frame-Messungen durchzufu¨hren. Tabelle 2.4 fasst die technischen Daten des Scanners zusam-
men.
Abb. 2.23 verdeutlicht, dass eine Punktquelle, die sich zwischen zwei Detektorpaaren be-
findet, von den parallelen LORs nicht erkannt wird [Sie96]. Um die Abtastrate zu verdoppeln,
werden in der entsprechenden Projektion zusa¨tzlich abgewinkelte LORs beru¨cksichtigt (s. Abb.
2.24). Statt der 288 Winkel in einem Ring aus 576 (2 × 288) Kristallen werden mit diesen
Zwischenwinkeln also effektiv 576 Winkel gemessen. In der Projektion wird beim Interleaving
ein Winkel mit dem na¨chsten Zwischenwinkel zusammengefasst. Als Resultat erha¨lt man Da-
tensa¨tze mit 288 Winkeln, 288 Bins und 63 Schichten (32 direkte und 31 indirekte). Die Bins
der Sinogramme haben nach der Bogenkorrektur eine Breite von 2.25 mm und die Schichtdicke
betra¨gt
(32 Ringe − 1) · 4.85 mm
63 Schichten − 1 = 2.425 mm.
Ist das Interleaving abgeschaltet, enthalten die einzelnen Projektionen nur 144 Bins. Durch die
genauere Abtastung fu¨hrt das Interleaving zu einer Verbesserung der Auflo¨sung im Zentrum des
FOV.
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PC4096+ ECAT Exact HR+
Kristallmaterial BGO (Bi4Ge3O12) BGO (Bi4Ge3O12)
Kristallabmessungen 6× 12× 30mm3 4.39× 4.05× 30mm3
Kristalle pro Modul 4× 4 8× 8
Photomultiplier pro Modul 2 (Dualkathode) 4
Anzahl der Module 4× 32× 2 = 256 72× 4 = 288
Kristallanzahl 512× 8 = 4096 576× 32 = 18432
Anzahl der Ringebenen 8 32
Ringdurchmesser 1010 mm 825 mm
Kippwinkel der Gantry ±20◦ —
Anzahl der Schichten 15 63
Schichtdicke 6.4 mm 2.425 mm
Koinzidenzzeit 12 ns 12 ns
Energiefenster 300− 600 keV 350− 650 keV
axiales Field-of-View 104 mm 155.2 mm
transaxiales Field-of-View 270 mm oder 550 mm 583 mm
maximale Auflo¨sung im Zentrum 4.9 mm 4.3 mm
17% (2D)
Streustrahlanteil <5% 33% (3D)
Baujahr 1986 1996
Tabelle 2.4: Technische Daten der im Institut fu¨r Medizin verfu¨gbaren Human-Scanner
Abbildung 2.23: Interleaving
Die Gro¨ße der resultierenden Datensa¨tze kann reduziert werden, indem der transaxiale und axiale
Akzeptanzwinkel vergro¨ßert wird. Das Vergro¨ßern des transaxialen Akzeptanzwinkels geschieht
durch das sog. Mashing, wobei Projektionen aufeinanderfolgender Winkel aufaddiert und damit
zusammengefasst werden. Der Winkelbereich, der in einer Projektion enthalten ist, vergro¨ßert
sich dabei entsprechend. Das Mashing reduziert jedoch nicht nur die Gro¨ße der Datensa¨tze,
sondern auch die Auflo¨sung, vor allem im a¨ußeren Bereich der einzelnen Schichten [Sch97b]. In
der Standardeinstellung des Scanners wird das Interleaving mit Mash 2 kombiniert, so dass die
resultierenden Datensa¨tze 144 Winkel und 288 Bins pro Schicht enthalten.
Der axiale Akzeptanzwinkel ist fu¨r direkte und indirekte Schichten unterschiedlich groß. Die
direkten Schichten bestehen hier aus den LORs eines Ringes, wa¨hrend die indirekten Schichten
aus den LORs zweier Ringe aufgebaut werden. Diese Einstellung des Scanners wird mit Span
3 (1 + 2) bezeichnet (s. Abb. 2.25). Vergro¨ßert man den axialen Akzeptanzwinkel, erho¨ht sich
die Zahl der Ringe, die jeweils zu einer direkten oder indirekten Schicht beitragen und damit
entsprechend die Empfindlichkeit des Scanners. Jedoch reduziert sich auch hier durch dieses Zu-
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a0
a1 a2 a3
a4
b0 b1 b2 b3
LORs
Sinogramm mit Interleaving
Winkel
?
Bins -
a0 b0 a1 b1 a2 b2 a3 b3 a4
Abbildung 2.24: Sinogramm mit Interleaving
Span 3 Span 5 Span 7 Span 9
Abbildung 2.25: Axialer Akzeptanzwinkel
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sammenfassen von Koinzidenzlinien die Auflo¨sung in den a¨ußeren Bereichen der Schichten. Bei
2D-Messungen wird die wa¨hlbare Gro¨ße des Spans durch die Septen limitiert. Diese verhindern
die Messung von sta¨rker geneigten LORs. 2D-Scans werden normalerweise mit dem maximalen
Span von 15 durchgefu¨hrt.
Abb. 2.26 verdeutlicht noch einmal das Konzept des radialen und axialen Akzeptanzwinkels.
In einer LOR werden nicht mehr die Ereignisse gemessen, die zwischen genau zwei Detektor-
kristallen auftreten, sondern in einem Volumen, dessen Ausdehnung durch die beiden Winkel
bestimmt wird. Wird der Span zu groß gewa¨hlt, ist der resultierende Auflo¨sungsverlust nicht
Abbildung 2.26: Messvolumen einer LOR: Durch die Vergro¨ßerung des transaxialen
und axialen Akzeptanzwinkels werden mehrere physikalische LORs zu einer logischen
LOR zusammengefasst.
mehr tolerierbar. Um trotzdem auch die sta¨rker geneigten LORs in die Messung einbeziehen zu
ko¨nnen, werden zusa¨tzlich zu dem senkrechten Segment geneigte Segmente mit dem gleichen
Span aufgenommen. Abb. 2.27 zeigt links das Schema zur Messung von drei Segmenten. Rechts
ist die Darstellung in die einzelnen Segmente zerlegt. Neben dem senkrechten Segment 0 werden
die geneigten Segmente 1 und -1 aufgenommen. Die Anzahl der Segmente wird mit der maxima-
len Ringdifferenz (RDmax) festgelegt. Dieser Wert ist die gro¨ßte Differenz zweier Ringnummern,
die der Scanner bei einer Koinzidenz akzeptiert. Es ist offensichtlich, dass fu¨r bestimmte Span-
Werte auch nur bestimmte maximale Ringdifferenzen erlaubt sind. Die mo¨glichen Werte ko¨nnen
nach der Formel
RDmax =
1
2
(#Segmente · Span− 1)
berechnet werden, wobei die Anzahl der Segmente immer ungerade ist.
In den Randebenen des FOV fu¨hrt dieses Verfahren zu einem Sensitivita¨tsverlust, da die schra¨gen
Segmente hier nicht gemessen werden ko¨nnen. Die Anzahl der hiervon betroffenen Randebenen
entspricht dem Betrag der minimalen Ringdifferenz (RDmin):
RDmin = −Span− 12 .
Die minimale und maximale Ringdifferenz der einzelnen Segmente n kann mit den Formeln
RDmin(n) = RDmin + |n| · Span
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Seg -1
Seg 0 Seg 1
Seg 1
Seg 0 Seg -1
Segment 1 Segment 0 Segment -1
Abbildung 2.27: Schematische Darstellung fu¨r Span 9 und RDmax = 13
und
RDmax(0) = RDmin + Span
RDmax(n) = RDmin + (|n|+ 1) · Span− 1 = RDmin(n) + Span− 1
berechnet werden. Die LORs eines Spans, deren Ringdifferenzen zwischen RDmin(n) und
RDmax(n) liegen, werden zu einer einzigen LOR mit der Ringdifferenz
RD(n) =
RDmax(n) +RDmin(n)
2
= |n| · Span.
zusammengefasst. Hieraus kann unter Beru¨cksichtigung der Ringdicke und des Ringdurchmessers
der Kippwinkel η(n) der Segmente (s. Abb. 2.28) zur x/y-Ebene ermittelt werden:
η(n) =

0 : n = 0
tan−1
(
RD(n)·4.85 mm
825 mm
)
: n > 0
− tan−1
(
RD(n)·4.85 mm
825 mm
)
: n < 0
. (2.2)
Die geneigten Segmente ko¨nnen im vorderen und hinteren Bereich des Scanners nicht gemessen
werden, so dass sich die Zahl der Schichten in diesen Segmenten verringert. Die Anzahl der
Schichten pro Segment n wird wie folgt berechnet:
Slices(0) = 63
Slices(n) = 63− 2 ·RDmin(n)
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4.85 mm
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η(−1)HH
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RD(1)·4.85 mm
RD(2)·4.85 mm
−2 −1 0 1 2
Abbildung 2.28: Axialer Akzeptanzwinkel Φ
Abb. 2.29 zeigt zwei Ringe des CTI-Scanners, wobei zur besseren U¨bersicht nur jeder vierte Kris-
tall dargestellt ist. Zusa¨tzlich sind alle Koinzidenzlinien mit dem transaxialen Winkel θ = 0◦
zwischen den beiden Ringen eingezeichnet. Links ist dabei das Segment n und rechts das ge-
spiegelte Segment −n zu sehen. Der Ringabstand wurde hier stark vergro¨ßert, um die Form
der Sinogramm-Fla¨che hervorzuheben. Bei der Bogenkorrektur wird diese gebogene Fla¨che auf
x
y
z
x
y
z
Abbildung 2.29: Sinogramm-Fla¨che vor der Bogenkorrektur
eine Ebene abgebildet, so dass alle LORs im resultierenden Datensatz des Segmentes n einen
konstanten Kippwinkel η(n) zur x/y-Ebene haben. Abb. 2.30 zeigt wie in Abb. 2.29 (links) das
Segment n mit den ”halb-physikalischen“ Koinzidenzlinien
4 (rot) und zusa¨tzlich die gleichen
LORs in der Sinogrammebene nach der Bogenkorrektur (blau). Die Abbildung wird hier aus
zwei verschiedenen Perspektiven dargestellt und es wird deutlich, dass die Fla¨chen im mittle-
4Hierbei handelt es sich wegen der Verwendung des Span bereits nicht mehr um die physikalischen LORs,
sondern genaugenommen um gemittelte, logische LORs. Um sie von den logischen LORs des Messdatensatzes zu
unterscheiden, werden sie hier als
”
halb-physikalisch“ bezeichnet.
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Abbildung 2.30: Sinogramm-Fla¨che vor und nach der Bogenkorrektur
ren Bereich nahezu deckungsgleich sind. Die Abweichungen betreffen vor allem LORs an den
Ra¨ndern, die nicht im FOV liegen. In der maßstabsgerechten Abbildung 2.31 fu¨r Span=9 und
RD = 18 ist erkennbar, dass die Unterschiede zwischen beiden Fla¨chen innerhalb des transaxia-
len FOV, das mit einem Durchmesser von 583 mm wesentlich kleiner als der Ringdurchmesser
von 825 mm ist, minimal sind.5 Bei der weiteren Verarbeitung der Messdaten durch die im Rah-
men dieser Arbeit entwickelte Software wird vorausgesetzt, dass sich die LORs im Datensatz fu¨r
einen festen Winkel θ in einer Ebene befinden.Die minimale Abweichung wird also vernachla¨ssigt,
x
y
z
Abbildung 2.31: Sinogramm-Fla¨che vor und nach der Bogenkorrektur (maßstabsgerecht)
5Der Messdatensatz entha¨lt Daten, die ein transaxiales FOV von 648 mm (288·2.25 mm) abdecken. Die a¨ußeren
Bereiche der Projektionen enthalten aber keine gu¨ltigen Koinzidenzen und werden nur zur Streustrahlkorrektur
benutzt, so dass das tatsa¨chliche FOV kleiner ist.
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bzw. durch die Bogenkorrektur-Software des Scanner-Herstellers korrigiert.6 Abb. 2.32 zeigt zum
Versta¨ndnis noch einmal die ”halb-physikalischen“ und logischen LORs (links bzw. rechts) fu¨r
drei verschiedene transaxiale Winkel. Zur besseren Darstellung wurde der Ringabstand wieder
stark vergro¨ßert. Der Winkelbereich von [0◦, 180◦) geho¨rt zum Segment n, wa¨hrend der Bereich
[180◦, 360◦) das Segment −n bildet, bei dem die Sinogrammebenen in die entgegengesetzte Rich-
tung gekippt sind.
Abbildung 2.32: Sinogramm-Fla¨che vor und nach der Bogenkorrektur (blau: θ = 0◦, rot:
θ = 60◦, gru¨n: θ = 120◦)
Zusammenfassend ergeben sich fu¨r die Standardeinstellungen von 2D- und 3D-Messungen,
Span 15 und RDmax = 7 bzw. Span 9 und RDmax = 22 die Werte in Tabelle 2.5.
Die Zugeho¨rigkeit der LORs zu den einzelnen Ebenen la¨sst sich am besten an einem Michelo-
gramm, eine von Christian Michel (Universite´ Catholique de Louvain, Belgien) und CTI entwi-
ckelte Darstellung [Sie96] ablesen. Hierbei werden auf den Diagrammachsen jeweils die Detek-
torringe aufgetragen (32 Ringe beim ECAT Exact HR+), so dass jeder Punkt der Matrix einer
mo¨glichen LOR zwischen zwei Ringen entspricht. Abb. 2.33 zeigt Segment 0 in der Standardein-
stellung des Tomographen. Die Ringpaare, die in Koinzidenz geschaltet sind, sind in der Matrix
Segment Span RDmin RDmax RD Schichten η
2D-Messung 0 15 -7 7 0 63 0◦
0 9 -4 5 0 63 0◦
3D-Messung ±1 9 5 13 9 53+53 ±3.029◦
±2 9 14 22 18 35+35 ±6.04◦
Tabelle 2.5: Standardparameter fu¨r 2D- und 3D-Messungen
6Ob die CTI-Software die Abweichung der logischen LORs von den
”
halb-physikalischen“ korrigiert, ist nicht
bekannt. Die Dokumentation des Herstellers beschra¨nkt sich auf die Bemerkungen:
”
Beim Erzeugen der Sino-
gramme wird angenommen, dass die Richtung der LOR entlang des Zentrums der Pyramide verla¨uft.“ (vgl. Abb.
2.26) und
”
Die LORs werden dann angemessen in ein Sinogramm ‘rebinned’“ (aus [Sie96] u¨bersetzt). Das in der
CTI-Software enthaltene Fourier-Rebinning (s. Kapitel 4.3), das auf einer Vero¨ffentlichung von Defrise [DKT+97]
basiert, geht jedoch ebenfalls davon aus, dass die LORs nach der Bogenkorrektur in einer Ebene liegen.
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Abbildung 2.33: Michelogramm fu¨r Span 9 und RDmax = 22 (Segment 0)
mit Punkten markiert. LORs, die zusammengefasst werden, sind mit einer Linie verbunden.
Die verbundenen Punkte entsprechen damit jeweils einer Schicht des Sinogramms. Entlang der
Diagonalen erkennt man die 63 Schichten von Segment 0, wobei die direkten jeweils fu¨nf und
die indirekten vier LORs (Span 9 = 4 + 5) zusammenfassen. In den a¨ußeren Schichten reduzie-
ren sich diese Werte entsprechend. Abb. 2.34 zeigt das komplette Michelogramm mit allen fu¨nf
Segmenten. Der Span entspricht der Breite eines Segmentes und kann im Michelogramm direkt
abgelesen werden. Die maximale Ringdifferenz ergibt sich als Differenz der Ringnummern der
a¨ußeren LORs.
Theoretisch ko¨nnte bei einem Multi-Ring-Scanner jeder Kristall in einer Ringha¨lfte mit jedem
in der gegenu¨berliegenden Ha¨lfte des selben Rings in Koinzidenz geschaltet werden. Zusa¨tzlich
ko¨nnte jeder Ring mit jedem anderen Ring kombiniert werden. Hieraus erga¨be sich die Zahl der
LORs fu¨r einen Scanner mit 32 Ringen und 576 Kristallen pro Ring wie folgt:
32 · (32− 1) · 576
2
· 576
2
= 82.280.448.
Dadurch, dass schra¨g liegende LORs nur bis zur maximalen Ringdifferenz mo¨glich sind, wird
diese Zahl deutlich reduziert. Die axiale und transaxiale Zusammenfassung von LORs durch
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Abbildung 2.34: Michelogramm fu¨r Span 9 und RDmax = 22 (Segmente -2,-1,0,1,2)
Span und Mash fu¨hrt schließlich in der 3D-Standardeinstellung zu Messdatensa¨tzen mit
(65 + 53 + 53 + 35 + 35) · 288 · 144 = 9.911.808
Koinzidenzlinien. Das Zusammenfassen mehrerer LORs hat dabei den positiven Effekt, dass die
Zahl der Ereignisse, die in eine Projektion einfließen, erho¨ht wird. Dies fu¨hrt innerhalb der Pro-
jektionen zu einem verbesserten Signal/Rausch-Verha¨ltnis.
Die Tatsache, dass die Sensitivita¨t des ECAT Exact HR+ im Bereich der a¨ußeren Ringe
geringer ist als im Zentrum, muss auch bei einer Ganzko¨rper-Messung beachtet werden. Um
trotzdem in allen Schichten eine vergleichbare Zahl von Ereignissen zu messen, mu¨ssen sich die
einzelnen Messpositionen u¨berlappen.
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2.5.3 Das Ju¨licher TierPET
Das TierPET ist ein 3D-PET, das im Zentrallabor fu¨r Elektronik des Forschungszentrums Ju¨lich
speziell zur Untersuchung kleiner Tiere entwickelt wurde [Web97, Ter97]. Solche Gera¨te ko¨nnen
verwendet werden, um die Zahl der Tierversuche bei der Entwicklung neuer Radiopharmaka zu
reduzieren. Bislang musste hierzu die Verteilung der Isotope in Gewebeproben nach To¨tung der
Tiere mit Hilfe von Bohrlochmessgera¨ten bestimmt werden. Da mit einem PET ein und dasselbe
Tier mehrfach gemessen werden kann, ko¨nnen auch Krankheitsverlauf und Behandlungserfolg
z. B. einer Tumortherapie untersucht werden.
Das TierPET verwendet vier auf einem Ring angeordnete Detektorblo¨cke (vgl. Abb. 2.35), deren
Abbildung 2.35: Ju¨licher TierPET
Abstand mit Hilfe von schrittmotorgesteuerten Linearvorschu¨ben vera¨ndert werden kann. Ein
geringer Detektorabstand fu¨hrt dabei zu einer erho¨hten Sensitivita¨t des Scanners, wohingegen
bei gro¨ßerem Abstand durch die sta¨rkere Parallelisierung der detektierten Strahlung eine bes-
sere Ortsauflo¨sung erreicht wird. Die Detektorblo¨cke bestehen aus 20 × 20 Y AP -Kristallen,
die an einen Photomultiplier gekoppelt sind. Wa¨hrend einer Messung werden die Detektoren
mit einer einstellbaren Winkelschrittweite um das zu untersuchende Objekt gedreht. Um eine
mo¨glichst gleichma¨ßige zeitliche Abtastung des Objektes zu gewa¨hrleisten, werden diese Drehun-
gen zyklisch durchgefu¨hrt, der Scanner wird in Schritten von z. B. 7.5◦ von 0◦ bis 90◦ gedreht,
anschließend wieder zuru¨ck bis 0◦ usw.
Zwei jeweils gegenu¨berliegende Detektorblo¨cke sind in Koinzidenz geschaltet, so dass diese pro
Winkelposition 160000 ((20 · 20)2) mo¨gliche Koinzidenzlinien messen ko¨nnen. Die Auflo¨sung des
Gera¨tes ist innerhalb des FOV weitgehend homogen und liegt bei 2.1 − 2.4 mm [WHC+99].
Durch die verwendete Analogelektronik, die eine sehr lange Totzeit hat, ist die Za¨hlratenka-
pazita¨t des Scanners nicht optimal. Die technischen Daten des Gera¨tes werden in Tabelle 2.6
zusammengefasst.
Die Korrektur gestreuter Koinzidenzen beschra¨nkt sich auf das Setzen einer Energieschwel-
le, unterhalb der die gemessenen Ereignisse verworfen werden. Die Messung der Abschwa¨chung
ist nicht vorgesehen, so dass eine entsprechende Korrektur nur anhand theoretischer Modelle
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TierPET
Kristallmaterial Y AP (Y AlO3)
Kristallabmessungen 2× 2× 15mm3
Kristalle pro Modul 20× 20
Photomultiplier pro Modul 1
Anzahl der Module 4
Kristallanzahl 20× 20× 4 = 1600
Detektorabstand 160− 580 mm
Koinzidenzzeit 250 ns
Energiefenster 200− 630 keV
axiales Field-of-View 40 mm
radiales Field-of-View 40 mm
maximale Auflo¨sung im Zentrum 2.1 mm
Streustrahlanteil 30%
Baujahr 1997
Tabelle 2.6: Technische Daten des TierPET
durchgefu¨hrt werden kann. Bei der Untersuchung kleiner Tiere treten jedoch im Vergleich zur
Untersuchung von Menschen nur geringe Streustrahl- und Abschwa¨chungseffekte auf, so dass die
Bildqualita¨t durch das Fehlen der entsprechenden Korrekturen nicht wesentlich beeintra¨chtigt
wird.
Die gemessenen Koinzidenzen werden im sog. Listmode-Format gespeichert. Dabei werden
fu¨r jedes Ereignis die Nummern der beteiligten Kristalle, die Nummern der Detektorblo¨cke, der
aktuelle Messwinkel, sowie eine Zeitmarke in einer Datei abgelegt. Abb. 2.36 zeigt das FOV des
Scanners (∅ = 40 mm) und zwei Detektorblo¨cke mit jeweils 20 × 20 Kristallen. Die Detektor-
blo¨cke haben einen Abstand von 80 mm und sind transaxial um 30◦ gedreht. Eingezeichnet ist
die Koinzidenzlinie (13, 7)↔ (1, 3).
Die Rekonstruktion von Listmode-Daten erfordert relativ viel Speicherplatz zum Vorhalten der
Messwerte. Deshalb ko¨nnen die Daten stattdessen in ein 3D-Sinogramm einsortiert werden. Im
Gegensatz zum 2D-Sinogramm, bei dem die Lage der Koinzidenzlinien mit dem radialen Offset ρ
und dem transaxialen Winkel θ beschrieben wird (vgl. Abb. 2.16), gibt es beim 3D-Sinogramm
zusa¨tzlich einen axialen Offset a und einen axialen Winkel φ . Abha¨ngig von der Lage der
Koinzidenzlinie werden die einzelnen Messwerte in diese 4D-Matrix b(φ, θ, ρ, a) einsortiert und
aufsummiert. Abb. 2.37 zeigt oben beispielsweise die Koinzidenzlinien k(φ = 0◦, θ = 22◦, ρ, a)
und unten k(φ = 22◦, θ = 0◦, ρ, a) jeweils mit a, ρ ∈ {0, 2, 4, ..., 18}. Hierbei wird deutlich, dass
die einzelnen Schichten bθ,φ(a, ρ) des Sinogramms Parallelprojektionen des Objektes sind. Da
die Projektionsebenen fu¨r φ 6= 0 nicht parallel zur Detektorebene liegen, ko¨nnen die Messwerte
nicht direkt in das Sinogramm geschrieben werden, sondern mu¨ssen von der Detektorebene auf
die Projektionsebene abgebildet werden. Dazu muss abha¨ngig von φ eine lineare Interpolation
in axialer Richtung durchgefu¨hrt werden (vgl. Abb. 2.38). Da das TierPET planare Detektoren
verwendet, braucht beim Einsortieren in das Sinogramm im Gegensatz zu den Ringdetektoren
aus Abschnitt 2.5.1 keine transaxiale Bogenkorrektur vorgenommen zu werden.
Die gesamte Sinogramm-Matrix B ∈ RΦ×Θ×R×A entha¨lt 40× 180× 40× 20 = 5.76 · 106 Werte.
3D-Sinogramme lassen sich mit geringerem Speicherplatzbedarf als Listmode-Daten rekon-
struieren, jedoch bu¨ßt man durch die Umrechnung die Mo¨glichkeit ein, die geometrischen Ver-
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k2r
k2a
θ
k1r
k1a
Abbildung 2.36: Geometrie der Listmode-Daten
ha¨ltnisse, wie z. B. den Detektorabstand des Scanners exakt zu beru¨cksichtigen. Eine weitere
Vereinfachung der Rekonstruktion la¨sst sich erreichen, indem die 3D-Daten in 2D-Sinogramme
umgerechnet werden. Hierzu wird ein Multi-Slice-Rebinning [LMK94] verwendet, das die Daten
in 20 Sinogramm-Schichten mit jeweils 180 Winkelprojektionen und 40 Bins/Winkel umrechnet
(s. Kap. 4.2). Diese Sinogramme enthalten zusammen nur noch 1.44 · 105 Werte, so dass ein
weiterer Teil der geometrischen Information verloren geht. Dadurch kommt es in den rekonstru-
ierten Bildern insbesondere in axialer Richtung zu Verzerrungen. Solche 2D-Sinogramme lassen
sich allerdings mit wenig Speicherplatzbedarf und in kurzer Rechenzeit rekonstruieren.
Rebinning-Methoden sind vor allem bei der Rekonstruktion von 3D-Daten aus Human-Scannern
verbreitet. Nach der Umrechnung in 2D-Daten ko¨nnen die Bilder mit den bereits seit la¨ngerer
Zeit etablierten Verfahren zur iterativen 2D-Rekonstruktion erzeugt werden. Statt des veralteten
Multi-Slice-Rebinnings verwendet man hier aber meist das qualitativ bessere Fourier-Rebinning
[DKT+97] (s. Kap. 4.3).
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Abbildung 2.37: Koinzidenzlinien im 3D-Sinogramm
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Abbildung 2.38: Abbildung der Projektions- auf die Detektorebene (Draufsicht)
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Kapitel 3
Rekonstruktion
Aus Messdaten, die auf tomographischem Wege gewonnen wurden, kann das urspru¨ngliche Ob-
jekt wieder rekonstruiert werden. Die hierzu in der Ro¨ntgen-Computer-Tomographie (CT), Ein-
zelphotonen-Emissions-Tomographie (SPECT), oder Positronen-Emissions-Tomographie verwen-
deten Verfahren unterscheiden sich dabei nur unwesentlich.
Die einzelnen Projektionen des Objektes ko¨nnen im 2D-Fall durch die Radon-Transformation
b(ρ, θ) =
∞∫
−∞
∞∫
−∞
x(xˆ, y) · δ(ρ− xˆ cos θ − y sin θ) dxˆ dy (3.1)
fu¨r 0 ≤ ρ < R und 0 ≤ θ < 2pi
beschrieben werden [Rad17].1 Die Integrationslinie wird dabei durch die Geradengleichung
ρ− xˆ cos θ − y sin θ = 0
dargestellt (vgl. Abb. 2.16). Die Dirac-δ-Funktion reduziert das Integral auf einen einzigen Pro-
jektionsstrahl mit dem Winkel θ und dem Abstand ρ vom Ursprung des Koordinatensystems.
Das Bild selbst ist im kartesischen Koordinatensystem durch die Funktion x gegeben.
Um das Bild x aus den Projektionen b zu berechnen, muss die Gleichung invertiert werden.
Radon entwickelte 1917 hierfu¨r die Formel
x(xˆ, y) =
1
2pi2
pi∫
0
∞∫
−∞
∂b(ρ, θ)
∂ρ
· 1
ρ′ − ρ dρ dθ.
Dieses Faltungsintegral findet bei der Rekonstruktion jedoch selten Verwendung, da es eine
Unstetigkeitsstelle aufweist (ρ′ = ρ) und das partielle Differential nur schwierig mit einer nume-
rischen Approximation bestimmt werden kann.
Stattdessen verwendet man andere Methoden zur Invertierung der Radon-Transformation, wie
das Fourierscheibentheorem [Ja¨h97], die gefilterte Ru¨ckprojektion oder die Filterung nach Ru¨ck-
projektion [Tof96]. Da diese sogenannten analytischen Rekonstruktionsmethoden in der Praxis
immer noch weit verbreitet sind, wird im Folgenden die gefilterte Ru¨ckprojektion als ihr wichtigs-
ter Vertreter genauer vorgestellt. Neben solchen Methoden, die auf der Invertierung der Radon-
Transformation beruhen, finden Verfahren, die auf linearer Algebra basieren versta¨rkt Anwen-
dung, da sie in vielen Bereichen u¨berlegen sind. Als Quasi-Standard hat sich hier der Maximum-
1Das zu rekonstruierende Bild wird in dieser Arbeit immer mit x bezeichnet. Bei der Verwendung von x im
Sinne einer Koordinate oder Koordinatenachse wird deshalb xˆ verwendet.
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Likelihood Expectation-Maximization-Algorithmus etabliert. Dieser wird in Abschnitt 3.2 vor-
gestellt, woran sich die Beschreibung der Ordered-Subset-Technik anschließt, mit welcher der
Rechenaufwand dieses Rekonstruktionsverfahrens erheblich reduziert werden kann.
3.1 Filtered Backprojection (FBP)
Die in einem Satz von Projektionen enthaltenen Informationen lassen sich anschaulich mit Hilfe
der 2D-Fourier-Transformation des Bildes x:
X(kxˆ, ky) =
∞∫
−∞
∞∫
−∞
x(xˆ, y)e−2pii(kxˆxˆ+kyy) dxˆ dy (3.2)
und der 1D-Fourier-Transformation der Projektionen:
B(k, θ) =
∞∫
−∞
b(ρ, θ)e−2piiρk dρ fu¨r 0 ≤ θ < 2pi (3.3)
darstellen. Hier gilt mit kxˆ = k cos θ und ky = k sin θ:
B(k, θ) = X(k cos θ, k sin θ). (3.4)
Die eindimensionale Fourier-Transformation einer Projektion mit dem Winkel θ entspricht nach
diesem sogenannten Fourierscheibentheorem also einem Profil oder Schnitt durch die zweidimen-
sionale Fourier-Transformierte des Objektes unter dem selben Winkel θ entlang der Geraden
durch den Koordinatenursprung.
Invertiert man Gleichung 3.2 erha¨lt man:
x(xˆ, y) =
∞∫
−∞
∞∫
−∞
X(kxˆ, ky)e2pii(kxˆxˆ+kyy) dkxˆ dky
und unter Verwendung der Polarkoordinaten kxˆ = k cos θ und ky = k sin θ:
x(xˆ, y) =
2pi∫
0
∞∫
0
kX(k cos θ, k sin θ)e2piik(xˆ cos θ+y sin θ) dk dθ
=
pi∫
0
∞∫
−∞
|k|X(k cos θ, k sin θ)e2piik(xˆ cos θ+y sin θ) dk dθ.
Mit den Formeln 3.4 und 3.3 ergibt sich:
x(xˆ, y) =
pi∫
0
∞∫
−∞
|k|
 ∞∫
−∞
b(ρ, θ)e−2piiρk dρ
 e2piik(xˆ cos θ+y sin θ) dk dθ.
Diese Gleichung kann in einen Filterteil und einen Integrationsteil getrennt werden. Der Filterteil
b¯(ρ, θ) =
∞∫
−∞
|k|
 ∞∫
−∞
b(ρ, θ)e−2piiρk dρ
 e2piiρk dk (3.5)
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besteht dabei aus einer Fourier-Transformation der Projektionen b, der Filterung mit |k| und
der anschließenden inversen Fourier-Transformation. Der Integrationsteil lautet:
x(xˆ, y) =
pi∫
0
b¯ (xˆ cos θ + y sin θ, θ) dθ
=
pi∫
0
∞∫
−∞
b¯(ρ, θ)δ(ρ− xˆ cos θ − y sin θ) dρ dθ. (3.6)
Die Formel 3.6 a¨hnelt dabei der Radon-Transformation (Formel 3.1), welche die Projektionen
des Objektes berechnet und darum auch als Vorwa¨rtsprojektion bezeichnet wird. Formel 3.6
berechnet in a¨hnlicher Weise das Objekt aus den gefilterten Projektionen und wird deshalb
Ru¨ckprojektion genannt.
Die in Formel 3.5 enthaltene Filterung mit der Rampen-Funktion
G(k) = |k|
fu¨hrt zu einer Versta¨rkung des Rauschens und zu Rekonstruktionsartefakten an scharfen Ob-
jektkanten [JK88]. Um dies zu verhindern, werden sogenannte Fenster-Funktionen W (k) mit
Tiefpasscharakteristik verwendet:
G(k) = |k| ·W (k),
mit denen eine Regularisierung erreicht werden kann. Die gebra¨uchlichsten Fensterfunktionen
lauten unter Verwendung der Grenzfrequenz klim:
• Ramp:
W (k) = 1
• Shepp-Logan:
W (k) = sinc
(
k
2klim
)
• Hann:
W (k) =
1 + cos
(
pi kklim
)
2
• Hamming:
W (k) = 0.54 + 0.46 cos
(
pi
k
klim
)
• Butterworth:
W (k) =
1
1 +
(
k
klim
)2n
wobei jeweils gilt:
W (k) = 0 fu¨r |k| > klim.
Die Funktionen (s. Abb. 3.1) haben unterschiedliche Auswirkungen auf das Rauschen, die Ar-
tefaktentstehung und die Auflo¨sung des rekonstruierten Bildes.
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Abbildung 3.1: Filter fu¨r die FBP (klim = 1)
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Abbildung 3.2: Phantom und gefilterte Ru¨ckprojektion
Ein unbestreitbarer Vorteil der FBP sind die kurzen Rekonstruktionszeiten, die sich insbeson-
dere dann erreichen lassen, wenn die Filterung im Ortsraum durchgefu¨hrt wird und die Fourier-
Transformationen entfallen. Jedoch gibt es auch eine Reihe von Nachteilen, die in Abb. 3.2
anhand der Rekonstruktion eines mathematischen Phantoms deutlich werden. Hierzu wurde ein
Phantom aus einfachen geometrischen Objekten zusammengesetzt. Die Radon-Transformierten
dieser einzelnen Objekte ko¨nnen analytisch berechnet werden. Weil im Radon-Raum Transla-
tions-, Rotations- und Skalierungs-Theoreme existieren, kann die exakte Radon-Transformierte
des Phantoms durch Superposition der Radon-Transformierten der Einzelobjekte bestimmt wer-
den. Aus diesem exakten Sinogramm wurde dann das Bild mit Hilfe der gefilterten Ru¨ckprojek-
tion rekonstruiert.
Die Rekonstruktion entha¨lt durch die Filterung der Projektionen negative Werte, die bei der
Rekonstruktion von PET-Daten unsinnig sind, da keine negativen Aktivita¨ten existieren. Aus-
gehend von Regionen ho¨herer Aktivita¨t entstehen zudem als Effekt der Ru¨ckprojektion Strei-
fenartefakte, die z. B. bei PET-Untersuchungen des Beckenbereichs problematisch sind: da sich
ein Teil der verabreichten radioaktiven Substanz vor der Ausscheidung in der Blase sammelt,
entstehen bei der Rekonstruktion in den Nachbarregionen starke Streifenartefakte, so dass z. B.
ein Tumor oder eine Metastase in diesem Bereich nur schwer identifiziert werden kann. In weiter-
gehenden Analysen [Tof96] zeigt sich außerdem, dass die Bildqualita¨t sehr stark von der Anzahl
der gemessenen Zerfa¨lle abha¨ngt. Um also fu¨r eine Diagnose ausreichende, gute Bilder zu erhal-
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ten, muss dem Patienten eine relativ hohe Aktivita¨tsdosis verabreicht werden. Dadurch wird die
Strahlenbelastung des Patienten entsprechend erho¨ht.
Ein weiteres Problem ist, dass diese analytischen Rekonstruktionsmethoden eine vollsta¨ndige
Abtastung des Objektes verlangen. Insbesondere im 3D-PET-Bereich ist das aber nicht gege-
ben. Die dreidimensionalen Erweiterungen der analytischen Rekonstruktionsmethoden beziehen
sich auf eine kugelfo¨rmige Detektorgeometrie [RHK87]. Da der Scanner aber eine Patienteno¨ff-
nung beno¨tigt (s. Abb. 3.3) ko¨nnen einige Projektionen nicht erfasst werden. In der Praxis
verwendet man zudem meist zylinderfo¨rmige Scanner-Geometrien (s. Abb. 3.4), wobei dann die
Menge der fehlenden Projektionen mit dem axialen Akzeptanzwinkel zunimmt. Die Beschrei-
z
Abbildung 3.3: Kugelfo¨rmige Detektor-
geometrie mit einer Patienteno¨ffnung
Abbildung 3.4: Zylinderfo¨rmige Detektor-
geometrie
bung einer 3D-PET-Messung in Abschnitt 2.5.2 zeigt daru¨ber hinaus, dass hier bei den schra¨g
liegenden Segmenten ±1, ±2 usw. nicht der gesamte axiale Messbereich abgetastet wird. Bei
Span 9 umfasst Segment 0 z. B. 63 Schichten, wa¨hrend in den Segmenten +2 und −2 nur die
mittleren 35 Schichten gemessen werden. Fu¨r eine 3D-FBP mu¨ssten also zuna¨chst die fehlen-
den Daten, z. B. durch eine Scha¨tzung, generiert werden. Eine Lo¨sung dieses Problems wurde
von Rogers, Harrop und Kinahan [RHK87, KR89] entwickelt. Dabei werden zuna¨chst nur die
Koinzidenzlinien verwendet, die ungefa¨hr in einer senkrechten Ebene liegen, um daraus mit
Hilfe der 2D-FBP die Schichten eines Volumen-Datensatzes zu rekonstruieren. Aus diesem wer-
den dann mit einer 3D-Radon-Transformation die fehlenden Projektionen berechnet. Der so
vervollsta¨ndigte Datensatz kann dann mit einer 3D-FBP [Cla92] rekonstruiert werden. Dieses
Verfahren wird 3D-Ru¨ckprojektion (3DRP) oder auch PROMIS-Algorithmus genannt und der-
zeit in vielen kommerziellen 3D-PET-Gera¨ten als Standard-Rekonstruktionsmethode eingesetzt.
Fu¨r spezielle Anwendungen gibt es jedoch auch PET-Gera¨te, die in andere Systeme integriert
sind und das Objekt aus mechanischen Gru¨nden nur in einem eingeschra¨nkten Winkelbereich
abtasten ko¨nnen [Lau99]. In solchen Fa¨llen ko¨nnen analytische Rekonstruktionen u. U. nicht
sinnvoll eingesetzt werden.
3.2 Maximum-Likelihood Expectation-Maximization (MLEM)
Algebraische Rekonstruktionsmethoden fassen die Projektionen und das rekonstruierte Objekt
von vornherein als diskrete Funktionen auf. Abb. 3.5 verdeutlicht am 2D-Fall, dass das Objekt
aus N = l× l Bildelementen (Pixel) der Fla¨che ∆2xˆy besteht. Es kann also durch N Zahlenwerte
beschrieben werden, wobei jeder den Mittelwert der Funktion x(xˆ, y) u¨ber die Fla¨che eines Pixels
darstellt. Die Θ Winkelprojektionen bestehen aus R parallelen Projektionsstrahlen der Breite
∆ρ, so dass insgesamt M = ΘR Projektionsstrahlen gemessen werden. Bezeichnet nun aji den
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Abbildung 3.5: Diskrete Rekonstruktionsmatrix
Anteil, den der Pixel xi zum Projektionsstrahl k(j) beitra¨gt, kann die Radon-Transformation
(Formel 3.1) nach diesem algebraischen Ansatz durch
bj =
N−1∑
i=0
ajixi fu¨r 0 ≤ j < M
beschrieben werden. Dieses lineare Gleichungssystem, bei dem aus M Gleichungen N Unbekann-
te berechnet werden, lautet in Matrixform:
~b = A~x mit ~b ∈ RM , A ∈ RM×N und ~x ∈ RN .
Das Ursprungsbild ~x kann nun prinzipiell aus dem Messvektor ~b und der sogenannten System-
matrix A durch Invertierung von A rekonstruiert werden:
~bA−1 = ~x.
Dies ist jedoch nicht praktikabel, da die Matrix Singularita¨ten entha¨lt [Tof96] und damit nicht
invertierbar ist. Fu¨r ein unterbestimmtes System mit M < N wu¨rden auch keine eindeutigen
Lo¨sungen existieren. Die Lo¨sung des Gleichungssystems mit Hilfe der Moore-Penrose Pseudoin-
versen [GvL96] scheidet u. a. wegen der immensen Gro¨ße des Systemmatrix ebenfalls aus.
Stattdessen verwendet man iterative Lo¨sungsverfahren, bei denen ausgehend von einer An-
fangsscha¨tzung x(0) des Objektes versucht wird, diese Schritt fu¨r Schritt zu verbessern. Hierzu
werden die gemessenen Projektionen b mit theoretischen Projektionen b(n),forward verglichen,
die durch die Vorwa¨rtsprojektion der Scha¨tzung:
b(n),forward = Ax(n) (3.7)
ermittelt werden. Aus diesem Vergleich ergeben sich Korrekturwerte b(n),correct, die zuru¨ckpro-
jiziert werden:
x(n),backward = AT b(n),correct (3.8)
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und eine neue, verbesserte Scha¨tzung liefern:
x(n+1) = x(n) · x(n),backward.
Iterative Rekonstruktionsalgorithmen unterscheiden sich im Wesentlichen in drei Bereichen.
Der erste ist die Art und Weise, in welcher der Vergleich der Projektionen durchgefu¨hrt wird.
Hier unterscheidet man zwischen additiven (z. B. Differenz der Projektionen), multiplikativen
(z. B. Quotient der Projektionen) und Gu¨tekriterien-Verfahren (z. B. minimale Summe der qua-
dratischen Abweichung). Hier fließen u. U. zusa¨tzliche Regularisierungsmethoden ein, die z. B.
das Konvergenzverhalten oder das Rauschen im rekonstruierten Bild gu¨nstig beeinflussen sollen.
Der zweite Unterschied liegt im Wirkungsbereich der Korrekturen. Dabei ko¨nnen alle Objekt-
pixel gleichzeitig (z. B. MLEM) oder nur die Pixel, die von einem Projektionsstrahl getroffen
werden (z. B. ART [GBH70]) korrigiert werden. Auch existieren Methoden, bei denen alle Pro-
jektionsstrahlen betrachtet werden, die einen Pixel treffen und die dann nur diesen korrigieren
(z. B. SIRT [Gil72]). Der dritte Unterscheidungsbereich sind die Abbruchkriterien der Iteration.
Hierzu werden z. B. Simulationen oder mehr oder weniger geeignete Gu¨tekriterien herangezo-
gen. Da das Verhalten der Algorithmen allerdings abha¨ngig von der Scanner-Geometrie, dem
Rauschen und der Aktivita¨tsverteilung innerhalb des individuellen Objektes ist, wird meist die
visuelle Beurteilung vorgezogen.
Beim MLEM-Algorithmus werden die Korrekturwerte beim Vergleich zwischen den gemes-
senen Projektionen und den aus der letzten Scha¨tzung durch Vorwa¨rtsprojektion gewonnenen
Projektionen mit einem Gu¨tekriterium, der Maximum Likelihood, bestimmt, deren Herleitung
auf der physikalischen Beschreibung des Detektionsprozesses basiert.
Die Entstehung der radioaktiven Zerfa¨lle gehorcht, wie viele natu¨rliche Vorga¨nge, einer Poisson-
Statistik. Die Wahrscheinlichkeitsverteilung einer Poisson-verteilten Zufallsvariable X mit dem
Parameter λ, der die Varianz von X und gleichzeitig den Erwartungswert angibt, la¨ßt sich in
Abha¨ngigkeit vom Messwert k schreiben als:
P (X = k|λ) = P (k) = λ
k
k!
e−λ fu¨r λ > 0 und k = 0, 1, 2, 3, . . . . (3.9)
Die Messwerte bj stellen jeweils Summen vieler statistisch unabha¨ngiger Ereignisse dar und sind
somit ebenfalls Poisson-verteilt. Dementsprechend kann die Wahrscheinlichkeitsverteilung 3.9
fu¨r den gesamten Messvektor ~b zur sogenannten Likelihood-Funktion
L(x|b) = p(b|x) =
M−1∏
j=0
(b∗j )
bj
bj !
e−b
∗
j (3.10)
erweitert werden. Dabei stellt b∗ die Vorwa¨rtsprojektion nach Gleichung 3.7 dar:
~b∗ = A~x, bzw. b∗j =
N−1∑
i=0
ajixi fu¨r 0 ≤ j < M. (3.11)
Gleichung 3.10 gibt die bedingte Wahrscheinlichkeit an, dass bei einer Aktivita¨tsverteilung x
die Messwerte b resultieren. Die Grundidee besteht nun darin, x so zu variieren, dass L(x|b)
maximal wird. Dazu wird die Gleichung zuna¨chst durch Logarithmieren vereinfacht, was wegen
der streng monoton steigenden Eigenschaft der Logarithmus-Funktion keinen Einfluss auf die
Maximierung hat:
l(x|b) = log(L(x|b)) =
M−1∑
j=0
(
bj log(b∗j )− log(bj !)− b∗j
)
.
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Mit Formel 3.11 ergibt sich:
l(x|b) =
M−1∑
j=0
(
bj log
(
N−1∑
i=0
ajixi
)
− log(bj !)−
N−1∑
i=0
ajixi
)
Um das Maximum dieser Funktion zu bestimmen, wird die erste und zweite partielle Ableitung
bzgl. des c1-ten und c2-ten Pixels betrachtet:
∂l(x|b)
∂xc1
=
∂
M−1∑
j=0
(
bj log
(
N−1∑
i=0
ajixi
)
− log(bj !)−
N−1∑
i=0
ajixi
)
∂xc1
= −
M−1∑
j=0
ajc1 +
M−1∑
j=0
ajc1bj
N−1∑
i′=0
aji′xi′
und
∂2l(x|b)
∂xc1∂xc2
= −
M−1∑
j=0
bjajc1ajc2(
N−1∑
i′=0
aji′xi′
)2 .
Da die Werte a, b und x immer positiv sind, ist offensichtlich die zweite Ableitung immer kleiner
oder gleich Null. Damit ist jeder mit der ersten Gleichung gefundene Sattelpunkt ein globales
Maximum.
Mathematisch la¨ßt sich das dadurch beweisen, dass fu¨r jeden von Null verschiedenen Vektor
~z = (z0, . . . , zN−1) gilt [VSK85]:
N−1∑
xc1
N−1∑
xc2
zxc1zxc2
∂2l(x|b)
∂xc1∂xc2
= −
M−1∑
j=0
c2j ≤ 0
mit
cj =
√
bj
N−1∑
i′=0
aji′xi′
N−1∑
i=0
ziaji =
√
bj
b∗j
N−1∑
i=0
ziaji.
Damit ist die Matrix der zweiten Ableitung negativ semidefinit und l(x|b) konkav, so dass jedes
Maximum von l(x|b) ein globales ist.
In diesem Fall gilt nun nach Zangwill [Zan69], dass x˜ ein Maximum ist, falls die Kuhn-Tucker
Bedingungen [BSMM00]
xi
∂l(x|b)
∂xi
∣∣∣∣
x˜
= −xi
M−1∑
j=0
aji +
M−1∑
j=0
ajibjxi
N−1∑
i′=0
aji′xi′
= 0 (3.12)
und
∂l(x|b)
∂xi
∣∣∣∣
x˜
≤ 0 falls x˜i = 0 (3.13)
fu¨r 0 ≤ i < N erfu¨llt sind.
Aus der mit der ersten Kuhn-Tucker Bedingung 3.12 gefundenen Lo¨sung zur Maximierung
der Likelihood (ML) ko¨nnen nun verschiedenste iterative Verfahren hergeleitet werden, die gegen
ein Maximum von l(x|b) konvergieren. Hier wird der Expectation-Maximization-Algorithmus
(EM) zur Bestimmung der ML verwendet. Dieses Verfahren wurde 1977 von Dempster et al.
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vorgestellt [DLR77], ist allerdings in a¨hnlicher Weise bereits 1886 von Newcomb benutzt worden
[New86]. Der iterative EM-Algorithmus zur Bestimmung der ML lautet [CL85]:
x
(n+1)
i =
x
(n)
i
M−1∑
j=0
aji
M−1∑
j=0
ajibj
N−1∑
i′=0
aji′x
(n)
i′
∀i ∈ {0, . . . , N − 1} . (3.14)
Beginnt man diese Iteration mit einem positiven Startwert x(0), ist die zweite Kuhn-Tucker Be-
dingung 3.13 immer erfu¨llt.
Der Ablauf der Rekonstruktion wird in Abb. 3.6 anhand eines Diagramms verdeutlicht.
Zuna¨chst wird eine erste Scha¨tzung des zu rekonstruierenden Bildes erzeugt. Dabei wird in
der Regel eine homogene Verteilung der Aktivita¨t angenommen, also x(0)i1 = x
(0)
i2
(0 ≤ i1, i2 <
N) und x(0)i > 0. Hieraus wird u¨ber eine Vorwa¨rtsprojektion (s. Formel 3.7) das Sinogramm
berechnet, welches dann mit dem gemessenen Sinogramm verglichen wird. Die Korrekturwerte
erha¨lt man beim MLEM-Algorithmus, indem man den Quotienten aus beiden Sinogrammen
bildet. Anschließend werden die Korrekturwerte zuru¨ckprojiziert (s. Formel 3.8) und pixelweise
mit dem Ausgangsbild multipliziert. Nachdem dieses mit dem Faktor
1
M−1∑
j=0
aji
fu¨r 0 ≤ i < N (3.15)
skaliert wurde, wird mit der verbesserten Scha¨tzung der Aktivita¨tsverteilung die na¨chste Iterati-
on berechnet. Der Faktor 3.15 dient zur Normierung des Bildes. Die Rekonstruktion wird durch
das Summenbild aller Koinzidenzlinien dividiert, so dass Bereiche, die mit unterschiedlich vielen
LORs abgetastet werden, aneinander angeglichen werden. Auf diese Weise ko¨nnen z. B. auch
3D-CTI-Datensa¨tze rekonstruiert werden, bei denen die a¨ußeren Schichten durch die schra¨gen
Segmente nicht erfasst werden.
Mit steigender Iterationszahl wird die Maximum-Likelihood gro¨ßer und dadurch die Auflo¨-
sung im rekonstruierten Bild ho¨her. Um die Rechenzeit zu beschra¨nken, wird die Berechnung
nach einer bestimmten Anzahl von Iterationen abgebrochen. Auch sei angemerkt, dass bei ho¨her-
en Iterationszahlen die hochfrequenten Anteile in der Rekonstruktion ansteigen [Sch97a]. Die-
se Entartung hat zwei Ursachen. Voraussetzung fu¨r die Anwendung des Poisson-Modells war
die statistische Unabha¨ngigkeit der einzelnen Messwerte. Durch verschiedene Vorverarbeitungs-
schritte, wie der Bogenkorrektur oder den im na¨chsten Kapitel erla¨uterten Rebinning-Verfahren
geht diese jedoch verloren. Zudem ist bei u¨blichen Scanner-Geometrien die Zahl der Koinzi-
denzlinien ho¨her als die Anzahl der Voxel im rekonstruierten Bild. Dadurch ist das Gleichungs-
system u¨berbestimmt und die Unabha¨ngigkeit nicht mehr gegeben. Auch die unverarbeiteten
Messwerte sind nicht unbedingt statistisch unabha¨ngig voneinander. Bei der Untersuchung von
Hirn-Aktivita¨ten kann z. B. davon ausgegangen werden, dass jeweils gro¨ßere Gruppen von Ner-
venzellen aktiv sind. Dadurch besteht in den Projektionen eine gewisse Wahrscheinlichkeit, dass
benachbarte Projektionswerte a¨hnlich sind. Entsprechendes gilt auch bei der Untersuchung an-
derer Ko¨rperregionen.
Die zweite Ursache der Entartung macht sich vor allem bemerkbar, wenn bei der Messung klei-
ne Aktivita¨tskonzentrationen verwendet werden. Die geringe Zahl der Messwerte fu¨hrt dann zu
gro¨ßeren Anfangsfehlern in der Rekonstruktion und die Anpassung in den weiteren Iterationen
fu¨hrt schließlich zu einer U¨beranpassung, die auch durch ho¨here Iterationszahlen nicht mehr
vollsta¨ndig kompensiert werden kann.
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Abbildung 3.6: Ablauf des MLEM-Algorithmus
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Die Akkumulation von numerischem Rauschen im Verlauf der Iterationen kann als Ursache der
Entartung hingegen ausgeschlossen werden [Sch97a].
Der Effekt der Entartung bei einer MLEM-Rekonstruktion wird in Abb. 3.7 anhand der Rekon-
struktion des mathematischen Phantoms aus Abb. 3.2 belegt. Die L2-Norm
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Abbildung 3.7: Konvergenzverhalten des MLEM-Algorithmus
∥∥∥x(n) − xˇ∥∥∥
2
=
√
|x(n)0 − xˇ0|2 + · · ·+ |x(n)N−1 − xˇN−1|2
zwischen der Rekonstruktion x(n) und dem bekannten Originalphantom xˇ wird hier als Gu¨te-
kriterium fu¨r die Lo¨sung verwendet. Nachdem das Verfahren zuna¨chst konvergiert, vergro¨ßert
sich der Unterschied zwischen der Rekonstruktion und dem Originalbild ab der 27-ten Iteration
wieder.
Diese Entartung tritt bei PET-Messungen jedoch meist erst bei ho¨heren Iterationszahlen auf, so
dass man die Rekonstruktion bereits vorher abbrechen kann. Verfu¨gen die zu rekonstruierenden
Daten u¨ber eine schlechte Statistik, wird oft auf zusa¨tzliche Regularisierungsverfahren zuru¨ck-
gegriffen. Zur Regularisierung werden dabei nach jeder Iteration Filter auf die rekonstruierten
Bilder [JLT+99] oder die Korrekturwerte [Sch00] angewandt, die die Entstehung von hochfre-
quentem Rauschen vermindern.
Der Abbruchzeitpunkt stellt damit einen Kompromiss dar, zwischen der Auflo¨sung des rekon-
struierten Bildes und dem Signal/Rausch-Verha¨ltnis. Die Zahl der durchzufu¨hrenden Iterationen
wird wie bereits erwa¨hnt, in Abha¨ngigkeit vom untersuchten Objekt durch die visuelle Kontrolle
des beurteilenden Arztes bestimmt. U¨blicherweise werden auf diese Weise etwa 20 Iterationen
bei Ganzko¨rpermessungen und 30 Iterationen bei Hirnaufnahmen, die eine bessere Statistik
aufweisen, berechnet. Alternativ kann auch die numerische Konvergenz als Abbruchkriterium
verwendet werden. Die Berechnung wird dabei abgebrochen, sobald die Konvergenz erreicht ist:
• Konvergenz ist erreicht, wenn x(n+1) ”sehr nahe“ an x
(n) liegt.
• Konvergenz ist erreicht, wenn sich die ML-Funktion nur noch ”wenig“ a¨ndert, d. h.∣∣∣l(x(n+1)|b)− l(x(n)|b)∣∣∣ 1.
Zum Nachweis der Konvergenz des MLEM-Algorithmus wird hier auf die Arbeiten von Vardi et
al. [VSK85] und Dempster et al. [DLR77] verwiesen.
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Algebraische Rekonstruktionsmethoden haben eine Reihe von Vorteilen gegenu¨ber den in
Abschnitt 3.1 beschriebenen analytischen Verfahren. Das iterative Lo¨sen des Gleichungssystems
fu¨hrt zu einer erheblich besseren Anpassung des rekonstruierten Bildes an die Messwerte, so
dass die Bildqualita¨t, bezogen auf Auflo¨sung, Artefaktfreiheit und damit auch auf die Quanti-
fizierbarkeit entsprechend ho¨her ist. Die meisten algebraischen Verfahren, so auch der MLEM-
Algorithmus, garantieren die Positivita¨t der Lo¨sung. Das rekonstruierte Bild entha¨lt also keine
Regionen mit negativer Aktivita¨t. Ein wesentlicher Vorteil ist auch, dass der algebraische Ansatz
keine bestimmte Detektorgeometrie erfordert. Wa¨hrend bei einer analytischen Rekonstruktion
ggfls. zuvor die Messwerte manipuliert werden mu¨ssen, um die Vorausssetzung einer ring- oder
im 3D-Fall kugelfo¨rmigen Geometrie zu erreichen, passen sich die algebraischen Verfahren an
die Messwerte an. So kann man fu¨r 2D- oder 3D-Messungen, planare, ringfo¨rmige, oktagonale
oder zylindrische Detektorsysteme die gleichen Algorithmen einsetzen, ohne zuvor die Messwer-
te in irgendeiner Weise modifizieren zu mu¨ssen. Der systemtheoretische Ansatz erlaubt daru¨ber
hinaus die genaue Modellierung der Abbildungseigenschaften des Tomographen in der System-
matrix A, um die Bildqualita¨t weiter zu erho¨hen. Ebenso ko¨nnen zusa¨tzliche Informationen, die
mit Hilfe anderer Bildgebungsverfahren, wie z. B. der Kernspin-Tomographie gewonnen wurden,
als Bias-Informationen in die Rekonstruktion mit einbezogen werden [Lip95, Oak99]
Ein Nachteil der iterativen Rekonstruktion ist jedoch der damit verbundene erhebliche Rechen-
aufwand. Rekonstruktionszeiten, die in der Literatur zu finden sind, und die insbesondere im
3D-Fall bei Stunden oder Tagen liegen, sind bei der praktischen Anwendung der Methoden in
einem PET-Labor nicht tolerierbar. Verursacht wird dieser Aufwand hauptsa¨chlich durch die
Berechnung der Gewichte aji. Ihre geometrisch genaue Bestimmung ist aufwa¨ndig und muss
in jeder Iteration bei der Vorwa¨rts- und Ru¨ckprojektion durchgefu¨hrt werden. Auf Grund der
Gro¨ße der Systemmatrix ist es nicht ohne weiteres mo¨glich, sie nach einmaliger Berechnung fu¨r
alle folgenden Zugriffe im Speicher zu halten.
Um algebraische Rekonstruktionsmethoden allgemein verfu¨gbar zu machen, ist es deshalb
von zentraler Bedeutung, die Rekonstruktionszeiten drastisch zu reduzieren. Hierzu wird im
na¨chsten Abschnitt eine Optimierungstechnik vorgestellt, die die Zahl der notwendigen Itera-
tionen beim MLEM-Algorithmus um etwa eine Gro¨ßenordnung verringert. In Kapitel 7 werden
eine Reihe von mathematischen Verfahren und Algorithmen entwickelt, die eine schnelle und
trotzdem genaue Berechnung der Systemmatrix erlauben. Daru¨ber hinaus sind hier Methoden
entwickelt worden, die es ermo¨glichen, die komplette Systemmatrix im Speicher zu halten. Durch
die in Kapitel 8 beschriebene, zusa¨tzliche Parallelisierung der Rekonstruktionsalgorithmen auf
Standard-Hardware lassen sich schließlich Rekonstruktionszeiten erreichen, die z. T. deutlich
unter denen von verbreiteten analytischen Rekonstruktionsprogrammen liegen.
3.3 Ordered-Subset MLEM (OSEM)
Das Ordered-Subset-Verfahren stellt eine von Hudson und Larkin [HL94] entwickelte Metho-
de dar, mit der das Konvergenzverhalten eines EM-Algorithmus verbessert und somit die Re-
konstruktionszeiten verku¨rzt werden ko¨nnen. Hierbei wird die Gesamtmenge der gemessenen
Projektionen bezu¨glich des Rotationswinkels in unabha¨ngige, geordnete Teilmengen (Subsets)
aufgeteilt. Die iterative Rekonstruktion wird dann zuna¨chst auf dem ersten Subset durchgefu¨hrt.
Trotz der geringeren Zahl der dabei beru¨cksichtigten Messwerte erha¨lt man bereits eine gute erste
Scha¨tzung der Aktivita¨tsverteilung. Ausgehend von dieser wird dann das na¨chste Subset rekon-
struiert. Eine komplette OSEM-Iteration entspricht der einmaligen Verwendung aller Subsets.
Solange die Anzahl der Subsets nicht zu groß ist, d. h. die Zahl der Projektionen pro Subset
nicht zu klein gewa¨hlt wird, erreicht der OSEM-Algorithmus eine Reduktion der Anzahl der
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notwendigen Iterationen um einen Faktor, welcher der Anzahl der Subsets entspricht.
Wird also beispielsweise eine Messung mit 144 Projektionen auf geeignete Weise in neun Sub-
sets mit jeweils 16 Projektionen aufgeteilt, erreicht man mit drei OSEM-Iterationen das nahezu
gleiche Ergebnis wie mit 27 (= 3 · 9) MLEM-Iterationen. Der Rechenaufwand fu¨r eine OSEM-
Iteration entspricht dabei dem Aufwand fu¨r eine einzige MLEM-Iteration, so dass auch die
Rechenzeiten etwa um den Faktor neun reduziert werden.
Beru¨cksichtigt man das Ordered-Subset-Konzept bei der Formulierung der Rekonstruktionsfor-
mel, wird Formel 3.14 fu¨r die Rekonstruktion eines Subsets s zu:
x
(nS+s+1)
i =
x
(nS+s)
i
M−1∑
j=0
aji
(s+1)M
Θ
−1∑
j=sM
Θ
ajibj
N−1∑
i′=0
aji′x
(nS+s)
i′
∀i ∈ {0, . . . , N − 1} ,∀s ∈ {0, . . . , S − 1} .
(3.16)
Dabei ist Θ die Anzahl der Projektionen und S die Anzahl der Subsets. Eine OSEM-Rekon-
struktion mit einem Subset (S = 1) entspricht der normalen MLEM-Rekonstruktion.
Bei der Festlegung der Anzahl der Subsets ist darauf zu achten, dass sie ein ganzzahliger Teiler
der Anzahl der Projektionen ist: ⌈
Θ
S
⌉
!=
⌊
Θ
S
⌋
.
Die OSEM-Formel 3.16 verwendet eine Aufteilung der Projektionen in Subsets, bei der jedes
Subset nur aufeinander folgende Projektionen entha¨lt. Fu¨r das Beispiel der 144 Projektionen und
neun Subsets wird die Aufteilung in Tabelle 3.1 angegeben. Da ein Subset hier nur Projektio-
Subset Winkel-Projektionen
0 0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15
1 16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31
2 32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47
3 48,49,50,51,52,53,54,55,56,57,58,59,60,61,62,63
4 64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79
5 80,81,82,83,84,85,86,87,88,89,90,91,92,93,94,95
6 96,97,98,99,100,101,102,103,104,105,106,107,108,109,110,111
7 112,113,114,115,116,117,118,119,120,121,122,123,124,125,126,127
8 128,129,130,131,132,133,134,135,136,137,138,139,140,141,142,143
Tabelle 3.1: Triviale Aufteilung der Projektionen in Subsets
nen aus einer Richtung entha¨lt, fu¨hrt die Rekonstruktion dieses Subsets zu richtungsabha¨ngigen
Sto¨rungen im Bild. Diese werden durch die Rekonstruktion des na¨chsten Subsets, dass Pro-
jektionen aus einer anderen Richtung entha¨lt, teilweise korrigiert. Gleichzeitig entstehen aber
auch neue Artefakte, da auch das zweite Subset nur einen eingeschra¨nkten Winkelbereich re-
pra¨sentiert. Abb. 3.8 zeigt Rekonstruktionen eines mathematischen Phantoms, das zuvor in 144
Winkelprojektionen zerlegt wurde. Bei den oberen vier Bildern wurde nur eine Iteration des
OSEM-Algorithmus berechnet. Um in allen vier Fa¨llen eine vergleichbare Bildqualita¨t zu er-
reichen, mu¨ssten bei der Verwendung kleiner Subset-Anzahlen entsprechend mehr Iterationen
berechnet werden, so dass das Produkt aus Subset-Anzahl und Anzahl der Iterationen jeweils
gleich ist. Die entsprechenden Bilder sind in der unteren Reihe von Abb. 3.8 wiedergegeben.
Bereits bei nur 9 Subsets sind deutliche Fehler in den Rekonstruktionen zu erkennen, die jedoch
bei der Berechnung weiterer Iterationen zuru¨ckgehen. Bei einer großen Subset-Anzahl werden
die Artefakte jedoch so stark, dass sie auch in den folgenden Iterationen nicht mehr korrigiert
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9 Subsets (1 Iter) 18 Subsets (1 Iter) 36 Subsets (1 Iter) 72 Subsets (1 Iter)
9 Subsets (8 Iter) 18 Subsets (4 Iter) 36 Subsets (2 Iter)
Abbildung 3.8: Triviale Aufteilung der Projektionen in Subsets
werden ko¨nnen.
In der Praxis erweist es sich deshalb als sinnvoll, zur Vermeidung solcher Artefakte und zur
Verbesserung des Konvergenzverhaltens, in einem Subset Projektionen unter mo¨glichst unter-
schiedlichen Winkeln zu verwenden. Auf diese Weise entha¨lt jedes Subset eine, wenn auch grobe,
Abtastung des kompletten 180◦ Bereichs, wa¨hrend die triviale Aufteilung im obigen Beispiel mit
neun Subsets nur einen Bereich von jeweils 20◦ nutzt. Die Rekonstruktion eines einzelnen Sub-
sets stellt damit bereits eine bessere Anna¨herung an die tatsa¨chliche Aktivita¨tsverteilung dar
und entha¨lt weniger Bereiche, die mangels entsprechender Winkelprojektionen zuna¨chst falsch
rekonstruiert werden und dann durch Einbeziehung weiterer Subsets korrigiert werden mu¨ssen.
In Marvin wird deshalb die Projektion θ dem Subset θ mod S zugeteilt:
subset[θ mod S] ∪ {θ} fu¨r 0 ≤ θ < Θ.
Hiermit erha¨lt man fu¨r obiges Beispiel die Aufteilung aus Tabelle 3.2. Die Rekonstruktionsergeb-
nisse fu¨r diese optimierte Aufteilung der Projektionen in Subsets sind in Abb. 3.9 wiedergegeben.
Hier entstehen nur noch bei einer groß gewa¨hlten Subset-Anzahl Streifenartefakte, die auch deut-
lich schwa¨cher ausfallen als in Abb. 3.8.
Eine weitere, in der Literatur bisher nicht beschriebene Verbesserung la¨sst sich erzielen, wenn
auch die Reihenfolge der Verwendung der Subsets bei der Rekonstruktion so gewa¨hlt wird, dass
nacheinander eingesetzte Subsets mo¨glichst unterschiedliche Informationen enthalten, d. h. die
Winkelabsta¨nde zwischen den beiden Subsets mo¨glichst groß sind. Um eine geeignete Permuta-
tion pi der Subsets zu bestimmen, wird zuna¨chst eine Primfaktorzerlegung der Subset-Anzahl S
ermittelt:
S = sU × . . .× s2 × s1 mit s1 ≤ s2 ≤ . . . ≤ sU
U ist dabei die Anzahl der Primfaktoren. Sei T die Menge der Vektoren t der La¨nge U , wobei
die Vektorkomponente tu ganzzahlig ist mit
0 ≤ tu < su fu¨r 1 ≤ u ≤ U.
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9 Subsets (1 Iter) 18 Subsets (1 Iter) 36 Subsets (1 Iter) 72 Subsets (1 Iter)
9 Subsets (8 Iter) 18 Subsets (4 Iter) 36 Subsets (2 Iter)
Abbildung 3.9: Optimierte Aufteilung der Projektionen in Subsets
Zu jedem dieser Vektoren t sei ein ganzzahliger Wert ν definiert:
ν(t) = (sU × sU−1× . . .× s2× t1) + (sU × sU−1× . . .× s3× t2) + . . .+ (sU × tU−1) + tU . (3.17)
Damit ist ν(t) offensichtlich eine bijektive Abbildung von T auf die Werte 0, 1, . . . , S − 1.
Eine zweite Abbildung τ auf die Werte 0, 1, . . . , S − 1 wird nun induktiv definiert. τ(0) ist der
Nullvektor der La¨nge U . Sei nun τ(s− 1) = (t1, t2, . . . , tU ) und v die kleinste Zahl fu¨r die gilt:
tv 6= sv − 1.
Dann ist τ(s) der Vektor, dessen u-te Komponente wir folgt definiert ist:
τ(s)u =

0 : 1 ≤ u < v
tu + 1 : u = v
tu : v < u ≤ U.
Subset Winkel-Projektionen
0 0,9,18,27,36,45,54,63,72,81,90,99,108,117,126,135
1 1,10,19,28,37,46,55,64,73,82,91,100,109,118,127,136
2 2,11,20,29,38,47,56,65,74,83,92,101,110,119,128,137
3 3,12,21,30,39,48,57,66,75,84,93,102,111,120,129,138
4 4,13,22,31,40,49,58,67,76,85,94,103,112,121,130,139
5 5,14,23,32,41,50,59,68,77,86,95,104,113,122,131,140
6 6,15,24,33,42,51,60,69,78,87,96,105,114,123,132,141
7 7,16,25,34,43,52,61,70,79,88,97,106,115,124,133,142
8 8,17,26,35,44,53,62,71,80,89,98,107,116,125,134,143
Tabelle 3.2: Optimierte Aufteilung der Projektionen in Subsets
52 KAPITEL 3. REKONSTRUKTION
Die gesuchte Permutation pi der Werte 0, 1, . . . , S − 1 ist nun definiert als:
pi(s) = ν(τ(s)).
Die Berechnung wird an einem Beispiel anschaulicher. Fu¨r eine Rekonstruktion mit 30 Subsets
erha¨lt man zuna¨chst folgende Primfaktorzerlegung von S:
S = 30→ s1 = 2, s2 = 3, s3 = 5 und U = 3.
Diese Primfaktoren lassen sich als Basen eines Zahlensystems interpretieren. Die Zahlen dieses
Systems ko¨nnen durch den Vektor τm(s) = (tU , . . . , t2, t1) dargestellt werden und sind in Tabelle
3.3 in aufsteigender Reihenfolge angegeben. Die Ziffer t1 verwendet dabei die Basis 1, t2 die
s τ(s) τm(s) pi(s) = ν(τ(s))
0 (0,0,0) (0,0,0) 0
1 (1,0,0) (0,0,1) 15
2 (0,1,0) (0,1,0) 5
3 (1,1,0) (0,1,1) 20
4 (0,2,0) (0,2,0) 10
5 (1,2,0) (0,2,1) 25= 1 · (5 · 3) + 2 · (5) + 0
6 (0,0,1) (1,0,0) 1
7 (1,0,1) (1,0,1) 16
8 (0,1,1) (1,1,0) 6
9 (1,1,1) (1,1,1) 21
10 (0,2,1) (1,2,0) 11
11 (1,2,1) (1,2,1) 26
12 (0,0,2) (2,0,0) 2
13 (1,0,2) (2,0,1) 17
14 (0,1,2) (2,1,0) 7
15 (1,1,2) (2,1,1) 22
16 (0,2,2) (2,2,0) 12
17 (1,2,2) (2,2,1) 27
18 (0,0,3) (3,0,0) 3
19 (1,0,3) (3,0,1) 18= 1 · (5 · 3) + 0 · (5) + 3
20 (0,1,3) (3,1,0) 8
21 (1,1,3) (3,1,1) 23
22 (0,2,3) (3,2,0) 13
23 (1,2,3) (3,2,1) 28
24 (0,0,4) (4,0,0) 4
25 (1,0,4) (4,0,1) 19
26 (0,1,4) (4,1,0) 9
27 (1,1,4) (4,1,1) 24
28 (0,2,4) (4,2,0) 14
29 (1,2,4) (4,2,1) 29= 1 · (5 · 3) + 2 · (5) + 4
Tabelle 3.3: Permutation der Subsets
Basis s3 und t3 die Basis s3 · s2. Spiegelt man die Ziffern dieser Zahlen, erha¨lt man die Werte
τ(s) und u¨ber die Abbildungsvorschrift 3.17 die Permutation pi. Fu¨r das Beispiel von oben mit
acht Subsets erha¨lt man auf diese Weise die Reihenfolge (0, 4, 2, 6, 1, 5, 3, 7).
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9 Subsets (1 Iter) 18 Subsets (1 Iter) 36 Subsets (1 Iter) 72 Subsets (1 Iter)
9 Subsets (8 Iter) 18 Subsets (4 Iter) 36 Subsets (2 Iter)
Abbildung 3.10: Optimierte Reihenfolge der Subsets
Abb. 3.10 zeigt erneut die Rekonstruktionen des Phantoms aus Abb. 3.8 und 3.9 mit unterschied-
licher Subset-Anzahl. Selbst bei der Rekonstruktion mit 72 Subsets sind hier keine Artefakte
mehr erkennbar.2
Die eingesetzten Verfahren zur Aufteilung der Projektionen in Subsets und zur Optimierung
der Reihenfolge der Subsets fu¨hren erfahrungsgema¨ß zu einer weitgehenden Vermeidung von Ar-
tefakten beim Einsatz der Ordered-Subset-Technik. Die hiermit ermo¨glichte Wahl einer gro¨ßeren
Anzahl von Subsets fu¨hrt zu einer entsprechend deutlich verringerten Rekonstruktionszeit.
3.4 Implementation
Durch die Verwendung einer objektorientierten Programmiersprache mit der Mo¨glichkeit zum
U¨berladen von Operatoren la¨sst sich der Quelltext zur Implementation der Rekonstruktionsal-
gorithmen auf das Wesentliche beschra¨nken. Der folgende C++-Code demonstriert dies anhand
des MLEM-Algorithmus (vgl. Formel 3.14).
ALGORITHMUS 3.1: MLEM-Rekonstruktion
{ Vector <float, unsigned int> *bpredict, *xpredict;
// Vorwa¨rtsprojektion
bpredict=amatrix->MultAMatrixVector(x vector->VectorPtr()); // Ax(n)
// Korrektur
2Das gleiche Permutationsverfahren, welches hier zur Auswahl der Subset-Reihenfolge verwendet wird, wurde
bereits von Herman und Meyer bei ihrer Implementation des ART-Algorithmus verwendet [HM93]. Dabei handelt
es sich um einen iterativen Rekonstruktionsalgorithmus, bei dem in jedem Schritt nur eine einzelne Projektions-
linie vor- und zuru¨ckprojiziert wird. Die Reihenfolge, in der die Linien bearbeitet werden, wird mit Hilfe des
Permutationsverfahrens ermittelt.
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*bpredict=*b vector->VectorPtr()/*bpredict; // b
Ax(n)
// Ru¨ckprojektion
xpredict=amatrix->MultTAMatrixVector(bpredict); // A
T b
Ax(n)
delete bpredict;
// Skalierung
*xpredict*=*invATRowSum; // 1∑M−1
j=0 aji
AT b
Ax(n)
// neue Scha¨tzung der Aktivita¨tsverteilung
*x vector->VectorPtr()*=*xpredict; // x
(n)∑M−1
j=0 aji
AT b
Ax(n)
delete xpredict;
}
Die Implementation des Messvektors ~b (b vector) wird in Kapitel 5 beschrieben, der Rekon-
struktionsvektor ~x (x vector) folgt in Kapitel 6 und die Systemmatrix A (amatrix) in Kapitel
7.
Fu¨r den OSEM-Algorithmus kann zur Rekonstruktion eines Subsets nahezu der gleiche Quell-
text verwendet werden. Dabei wird zusa¨tzlich eine Liste der La¨nge Θ von boolschen Werten
verwendet, bei der ein Listenelement auf true gesetzt ist, wenn die entsprechende Projektion
zum Subset geho¨rt, das berechnet werden soll. Die entsprechenden Vektor- und Matrixopera-
tionen werden dann nur auf die so maskierten Bereiche von ~b und A angewandt. Neben dem
MLEM- und OSEM-Algorithmus in der Klasse MLEM entha¨lt Marvin einige weitere iterative Re-
konstruktionsalgorithmen. Der ART- und MART-Algorithmus [GBH70] sind in der Klasse ART
realisiert. Hierbei handelt es sich um einen additiven und einen multiplikativen Algorithmus,
bei denen im jedem Schritt nur eine einzelne Projektionslinie vor- und zuru¨ckprojiziert wird.
Bei den Algorithmen CGNE und CGNR [GvL96] basiert der Korrekturschritt auf konjugierten
Gradienten. Sie sind in der Klasse CGNE implementiert.
Kapitel 4
Rebinning-Methoden
Eines der zentralen Probleme bei der iterativen Rekonstruktion von 3D-Daten ist der hohe, mit
ihr verbundene Rechenaufwand. Es gibt verschiedene Ansa¨tze, dieses Problem zu lo¨sen.
Im sogenannten PARAPET-Projekt, einem multinationalen Forschungsprojekt der Europa¨-
ischen Gemeinschaft, werden die Rechenzeiten durch die Parallelisierung der Rekonstruktions-
algorithmen [LZM+99] und die approximative Berechnung der Systemmatrix [LTZM99, TJB99]
reduziert. Die sich sta¨ndig wiederholende Berechnung der Gewichte wird also beschleunigt, in-
dem zu Lasten der Bildqualita¨t ungenauer gerechnet wird. Trotz dieser Maßnahmen liegen die
Rekonstruktionszeiten selbst fu¨r analytische 3D-Rekonstruktionen (PROMIS-Algorithmus), bei
denen nur eine 2D-Ru¨ckprojektion und je eine 3D-Vorwa¨rts- und 3D-Ru¨ckprojektion berechnet
werden muss, auf einem Knoten eines Parallelrechners (Parsytec-CC, 266 MFlops pro Knoten)
bei mehreren Stunden [LTZM99].
In der vorliegenden Arbeit wird der alternative Ansatz verfolgt, die Systemmatrix, deren
Gro¨ße im Giga- bis Terabyte-Bereich liegt, vollsta¨ndig im Arbeitsspeicher zu halten. Auf diese
Weise la¨ßt sich der gesamte Rekonstruktionsvorgang auf Vektor-Matrix-Operationen reduzie-
ren, die selbst auf Standard-Hardware sehr schnell durchfu¨hrbar sind. Durch die nur einmal
notwendige Berechnung der Systemmatrix mu¨ssen hier keinerlei Kompromisse bezu¨glich der Re-
chengenauigkeit eingegangen werden. Auf die Realisierung dieses Ansatzes wird in den Kapiteln
7 und 8 genauer eingegangen.
Bei einem dritten Ansatz, der weit verbreitet ist und inzwischen auch in die Rekonstrukti-
onssoftware der Gera¨te-Hersteller Einzug gehalten hat, werden die 3D-Daten zuna¨chst mit soge-
nannten Rebinning-Verfahren in 2D-Daten umgerechnet. Diese ko¨nnen dann, mit entsprechend
geringerem Aufwand, mit den etablierten 2D-Rekonstruktionsmethoden rekonstruiert werden.
Im Folgenden werden die drei am weitesten verbreiteten Rebinning-Methoden kurz vorgestellt.
4.1 Single-Slice-Rebinning
Das a¨lteste und einfachste Rebinning-Verfahren ist das Single-Slice-Rebinning [DWM87]. Ko-
inzidenzen, die zwischen verschiedenen Ringen des Detektorsystems auftreten, werden hierbei
einem mittleren Ring zugewiesen. Abb. 4.1 zeigt eine Koinzidenzlinie mit dem transaxialen Win-
kel θ und der radialen Verschiebung ρ, die zwischen den Ringen z1 und z2 verla¨uft. Die Counts,
die auf dieser Linie gemessen werden, werden im 2D-Sinogramm der Koinzidenzlinie k(ρ, θ) in
der Schicht z1,2 mit
z1,2 =
z1 + z2
2
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z
z1
z2z1,2
Abbildung 4.1: Single-Slice-Rebinning
zugewiesen. Die 2D-Sinogramme werden zum Schluss so normiert, dass die Summe aller Counts
der Summe im 3D-Datensatz entspricht. Auf diese Weise erha¨lt man ein 2D-Sinogramm in dem
alle Counts der 3D-Messung beru¨cksichtigt werden. Das Single-Slice-Rebinning ist jedoch nur
in der Na¨he der z-Achse des Scanners anna¨hernd genau. Je weiter die untersuchte Region vom
Zentrum des FOV entfernt ist, desto ungenauer werden die Ergebnisse [KK94].
4.2 Multi-Slice-Rebinning
Das Multi-Slice-Rebinning [LMK94] stellt eine Erweiterung des Single-Slice-Rebinnings dar, bei
der die Counts nicht einer einzelnen Schicht zugewiesen, sondern auf mehrere verteilt werden.
Falls auf einer Koinzidenzlinie zwischen den Kristallen mit den Koordinaten p1 und p2:
p1 =
 p1xˆp1y
p1z
 und p2 =
 p2xˆp2y
p2z
 ,
die im transaxialen Winkel θ verla¨uft und radial um ρ zum Ursprung des Koordinatensystems
verschoben ist, b(p1, p2) Zerfa¨lle gemessen werden, werden im 2D-Sinogramm der Koinzidenzlinie
k(ρ, θ) in den Schichten zlo ≤ z ≤ zhi jeweils f · b(p1, p2) Counts zugewiesen. Dabei gilt:
zlo = z1,2 − R |pz2 − pz1 |√
(p2xˆ − p1xˆ)2 +
(
p2yˆ − p1yˆ
)2 ,
zhi = z1,2 +
R |pz2 − pz1 |√
(p2xˆ − p1xˆ)2 +
(
p2yˆ − p1yˆ
)2
und f =
64
zhi − zlo + 1 .
Die Counts werden also gleichma¨ßig auf alle von der LOR durchdrungenen Schichten des Vo-
lumens verteilt. Anschließend werden auch hier die resultierenden 2D-Sinogramme so skaliert,
dass sie in der Summe genauso viele Counts enthalten, wie der urspru¨ngliche 3D-Datensatz.
Das Multi-Slice-Rebinning fu¨hrt zu einem Auflo¨sungsverlust in z-Richtung, der umso gro¨ßer ist,
je gro¨ßer der axiale Akzeptanzwinkel des Tomographen ist. Bei verrauschten Daten ist diese
Methode daru¨ber hinaus weniger stabil als das Single-Slice-Rebinning [DGT94, Kin94].
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Lewitt et al. stellten fest [LMK94], dass die Rekonstruktion der 2D-Sinogramme na¨herungsweise
der in z-Richtung verschmierten korrekten Aktivita¨tsverteilung entspricht. Sie bestimmen des-
halb die PSF (Point-Spread-Function) des Multi-Slice-Rebinnings in z-Richtung fu¨r die Scanner-
Geometrie und korrigieren den Verschmierungseffekt teilweise durch eine inverse Filterung.
4.3 Fourier-Rebinning
Das Fourier-Rebinning [DKT+97] verfolgt einen anderen Ansatz zur Berechnung der 2D-Sino-
gramme. Hierzu seien zuna¨chst die 3D-Messdaten in Form von senkrechten und schra¨g-liegenden
Sinogrammebenen, wie in Abschnitt 2.5.2 beschrieben, angeordnet. Das Fourier-Rebinning nutzt
die Frequenz-Distanz-Beziehung, eine Eigenschaft der 2D-Radon-Transformation, die von Ed-
holm et al. [ELL86] beschrieben wurde. Diese besagt, dass der Wert B an der Frequenz (ω, k)
im fouriertransformierten 2D-Sinogramm anteilsma¨ßig aus Aktivita¨tsquellen zusammengesetzt
ist, die in einer festen Distanz
t = − k
ω
entlang der LOR liegen.
Das bedeutet, wenn der genaue Ort der Annihilation auf der 3D-LOR bekannt wa¨re, ko¨nn-
te man mittels der Frequenz-Distanz-Beziehung fouriertransformierte 2D-Sinogramme des 3D-
Messdatensatzes berechnen. Diese ließen sich dann durch die inverse Fourier-Transformation in
2D-Sinogramme umwandeln.
Nun ist leider der genaue Annihilationsort t auf der LOR nicht bekannt, aber man kann um-
gekehrt durch eine 2D-Fourier-Transformation des Sinogramms eine Scha¨tzung fu¨r t fu¨r jeden
Annihilationspunkt, der zu einer Frequenz (ω, k) beitra¨gt, erhalten. Damit existiert also eine
Beziehung zwischen der 2D-Fourier-Transformation der schra¨g-liegenden Sinogrammebene und
der 2D-Fourier-Transformation einer senkrecht liegenden Ebene:
B(ω, k, z, η) ≈ B(ω, k, z − k
ω
η, 0). (4.1)
Dabei sind ω und k die Koordinaten des fouriertransformierten Sinogramms, z die Schicht und
η der axiale Kippwinkel der Sinogrammebene.
Im Fourier-Rebinning-Algorithmus werden zuna¨chst die einzelnen Schichten des Sinogramms
in den Frequenzraum transformiert. Fu¨r die dabei verwendete FFT (Fast Fourier-Transform)
[CT65] ist es erforderlich, dass die Anzahl der Winkel und die Anzahl der Bins 2er-Potenzen sind.
Dies wird durch eine bilineare Interpolation, oder im Fall der Bins alternativ durch Auffu¨llen
mit Nullen, erreicht. Die Sinogrammschichten mit den Kippwinkeln η und −η werden vor der
Fourier-Transformation zu einer Schicht zusammengefasst. Das eigentliche Rebinning findet nun
im Frequenzraum statt.
Die Beziehung 4.1 gilt nur im Bereich der hohen Frequenzen. Deshalb wird die (ω, k)-Ebene
mit Hilfe der Grenzfrequenzen klim und ωlim in drei Regionen unterteilt (s. Abb. 4.2), in denen
dann verschiedene Methoden zur Berechnung der fouriertransformierten 2D-Sinogramme ange-
wandt werden.
In der Hochfrequenz-Region 1 wird das Fourier-Rebinning eingesetzt:
B2D(ω, k, z) =
1
δ1(ω, k, z)
∫ δ1(ω,k,z)
0
B(ω, k, z +
k
ω
η, η)dη (4.2)
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Region 3
Region 1
Region 2
k
klim
ωlim
ω
k = ω dΩ2
Abbildung 4.2: Aufteilung des Frequenzraumes beim Fourier-Rebinning
fu¨r
∣∣∣∣ kω
∣∣∣∣ < dΩ2 ∧ (|k| > klim ∨ |ω| > ωlim)
mit
δ1(ω, k, z) = min
{
L
2 − z
d
2 +
k
ω
,
L
2 + z
d
2 − kω
,
RDmax · rd
2
}
wobei d der Durchmesser des Detektorringes, dΩ der Durchmesser des FOV, L die La¨nge der
Detektorro¨hre und rd die Dicke eines Detektorringes ist. Falls die Daten kein Rauschen enthalten,
sind die B(ω, k, z + kωη, η) fu¨r alle Kippwinkel η gleich. Um aber bei verrauschten Daten den
Signal/Rausch-Abstand zu erho¨hen, wird hier aufintegriert und der Mittelwert bestimmt. In der
Formel 4.2 treten nur positive Kippwinkel auf, da Ebenen mit den Winkeln η und −η vor der
2D-FFT zusammengefasst wurden.
Eine Eigenschaft der 2D-Radon-Transformation ist, dass die Frequenzen in der Hochfrequenz-
Region 2 Null sind [DKT+97]:
B2D(ω, k, z) = 0 fu¨r
∣∣∣∣ kω
∣∣∣∣ ≥ dΩ2 ∧ (|k| > klim ∨ |ω| > ωlim) .
Fu¨r die niedrigen Frequenzen in Region 3 ist das Fourier-Rebinning nicht anwendbar, so dass
hier auf ein Single-Slice-Rebinning zuru¨ckgegriffen wird:
B2D(ω, k, z) =
1
δ2(z)
∫ δ2(z)
0
B(ω, k, z, η)dη fu¨r |k| ≤ klim ∧ |ω| ≤ ωlim
mit
δ2(z) = min
{
ηlim,
L
2 − |z|
d
2
}
.
Hier wird der Mittelwert u¨ber alle Kippwinkel η bestimmt. Da das Single-Slice-Rebinning bei
gro¨ßeren Kippwinkeln relativ große Fehler verursacht, wird der verwendete Winkelbereich durch
ηlim begrenzt. Der Fourier-Rebinning-Algorithmus ha¨ngt damit von den drei Parametern ωlim,
klim und ηlim ab, die so gewa¨hlt werden mu¨ssen, dass fu¨r die Rekonstruktion ein guter Kompro-
miss zwischen Genauigkeit und Rauschen gefunden wird. Dabei kann beru¨cksichtigt werden, dass
das Fourier-Rebinning zwar nur fu¨r hohe Frequenzen gilt, aber auch bei niedrigen Frequenzen
noch relativ genau ist. Falls zur Rekonstruktion eine gefilterte Ru¨ckprojektion verwendet wird,
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hat die Wahl der Region 3 außerdem wenig Einfluss auf das Rauschen in den rekonstruierten
Bildern, da dieses durch den Rekonstruktionsfilter eher in den Hochfrequenzbereichen entsteht.
Nach dem Rebinning muss noch eine Normierung durchgefu¨hrt werden, da zu den einzel-
nen B2D(ω, k, z) unterschiedlich viele Werte beitragen. Die Normalisierungsfaktoren, mit denen
dies ausgeglichen wird, ko¨nnen bestimmt werden, indem das Rebinning auf einen homogenen
Datensatz
B(ω, k, z, η) = 1
angewandt wird. Anschließend werden die so normierten Daten mit einer inversen Fourier-
Transformation in den Ortsraum u¨berfu¨hrt.
Das hier in aller Ku¨rze beschriebene approximative Fourier-Rebinning liefert deutlich bes-
sere Resultate als die a¨lteren Rebinning-Methoden Single-Slice und Multi-Slice. Nachdem es
anfa¨nglich in Verbindung mit einer 2D-FBP als Ersatz fu¨r die 3D-Ru¨ckprojektion eingesetzt
wurde, werden 3D-PET-Daten heute ha¨ufig mit einer Kombination aus Fourier-Rebinning und
2D-OSEM rekonstruiert [KMD+96].
Genauso wie eine 3D-FBP wu¨rde auch ein exaktes Fourier-Rebinning einen vollsta¨ndigen Daten-
satz einer kugelfo¨rmigen Detektorgeometrie beno¨tigen (s. Kap. 3.1). Das approximative Fourier-
Rebinning verwendet jedoch nur die tatsa¨chlich gemessenen Daten einer Zylinder-Geometrie.
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Kapitel 5
Der Messvektor ~b
Der Vektor ~b entha¨lt die Messwerte, die zu rekonstruieren sind. Im Folgenden wird gezeigt, wie
dieser Vektor aufgebaut ist und wie der beno¨tigte Speicherplatz verwaltet wird. Daru¨ber hinaus
werden einige Operationen kurz beschrieben, die vor der iterativen Rekonstruktion auf diesem
Vektor ausgefu¨hrt werden.
5.1 Aufbau des Messvektors
Marvin unterstu¨tzt vier grundsa¨tzlich verschiedene PET-Datenformate1: 2D-Sinogramme, wie sie
von den meisten 2D-PET-Scannern geliefert werden, 3D-Sinogramme und 3D-Listmode-Daten,
wie sie z. B. das Ju¨licher TierPET ausgibt, sowie Sinogramme, die die Siemens/CTI-Scanner im
3D-Modus liefern (im Folgenden ”3D-CTI-Sinogramme“ genannt).
2D-Sinogramme Bei der Aufzeichnung von 2D-Sinogrammen werden durch hintereinander
angeordnete Detektorringe meist mehrere Schichten (S[0]) gleichzeitig gemessen. Jedes dieser
Sinogramme wird in einer 2D-Matrix B ∈ RΘ×R (vgl. Abb. 2.17) abgelegt. Diese 2D-Matrizen
bilden u¨bereinander gestapelt einen 3D-Quader (s. Abb. 5.1), der wie folgt als Vektor gespeichert
wird:
- ρ
?
s





ﬂ
θ
Abbildung 5.1: Stapel von 2D-Sinogrammen
1Dies bezieht sich nicht auf die konkreten Datenformate der Dateien, die bei jedem Gera¨te-Hersteller unter-
schiedlich sind, sondern auf die prinzipielle Anordnung der Messwerte.
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DEFINITION 5.1 (Speicherung von 2D-Sinogrammen im Messvektor ~b)
Der Wert b(sΘR + θR + ρ) mit 0 ≤ ρ < R, 0 ≤ θ < Θ und 0 ≤ s < S[0] des Messvektors
~b entspricht der Summe aller Annihilationsprozesse, die wa¨hrend eines Messintervalls auf der
Koinzidenzlinie k(ρ, θ) in der Schicht s geza¨hlt wurden.
3D-Sinogramm Zusa¨tzlich zum radialen Offset ρ und dem transaxialen Winkel θ gibt es bei
einem 3D-Sinogramm einen axialen Offset a und einen axialen Winkel φ (vgl. Abb. 2.37). Die
einzelnen Schichten bθ,φ(a, ρ) stellen dabei Parallelprojektionen des Objektes unter dem trans-
axialen Winkel θ und dem axialen Winkel φ dar. Abb. 5.2 zeigt einen Stapel solcher Projektionen.
- a
?
s = φΘ + θ





ﬂ
ρ
Abbildung 5.2: 3D-Sinogramm
Dieser Datensatz wird nach Definition 5.2 als Vektor gespeichert.
DEFINITION 5.2 (Speicherung eines 3D-Sinogramms im Messvektor ~b)
Der Wert b(φΘRA + θRA + ρA + a) mit 0 ≤ a < A, 0 ≤ ρ < R, 0 ≤ θ < Θ und 0 ≤
φ < Φ des Messvektors ~b entspricht der Summe aller Annihilationsprozesse, die wa¨hrend eines
Messintervalls auf der Koinzidenzlinie k(φ, θ, ρ, a) geza¨hlt wurden.
3D-Listmode-Daten Bei einer Listmode-Messung mit dem Ju¨licher TierPET wird jedes ein-
zelne Zerfallsereignis mit den zugeho¨rigen Kristallnummern k1 = (r1, a1) und k2 = (a2, r2), dem
transaxialen Winkel θ (vgl. Abb. 2.36) und dem Messzeitpunkt in einer Datei aufgezeichnet.
Wa¨hrend der Messung werden die Detektorblo¨cke in mehreren Zyklen von 0◦ bis 90◦ und wie-
der zuru¨ck um das Objekt gedreht. Durch die Verwendung von zwei Detektorblock-Paaren, die
orthogonal zueinander angeordnet sind (vgl. Abb. 2.35), ergibt sich so jeweils eine Abtastung
von 0◦ bis 180◦. Vor der Rekonstruktion der Daten werden diese in einzelne Messintervalle auf-
geteilt, wobei jedes eine komplette Abtastung des Objektes von 0◦ bis 180◦ enthalten muss. Das
Dialog-Fenster in Abb. 5.3 zeigt oben die gemessenen Zerfa¨lle entlang der Zeitachse und eine
mo¨gliche Aufteilung dieser Messung in acht Frames.
Fu¨r jede Koinzidenzlinie werden die Zerfa¨lle innerhalb eines Messintervalls aufaddiert und nach
Definition 5.3 im Messvektor ~b gespeichert.
DEFINITION 5.3 (Speicherung von 3D-Listmode-Daten im Messvektor ~b)
Der Wert b(θR2A2 + r1RA2 + a1RA + r2A + a2) mit 0 ≤ a1, a2 < A, 0 ≤ r1, r2 < R und
0 ≤ θ < Θ des Messvektors ~b entspricht der Summe aller Annihilationsprozesse, die wa¨hrend
eines Messintervalls auf der Koinzidenzlinie k(a1, r1, a2, r2, θ) geza¨hlt wurden.
3D-CTI-Sinogramm Bei einer 3D-Messung mit einem Siemens/CTI-PET werden im Prin-
zip einzelne 2D-Sinogramme gemessen, die hier aber parallel und schra¨g zur Detektorringebene
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Abbildung 5.3: Partitionierung der Listmode-Daten
liegen (vgl. Abb. 2.27). Die Gro¨ße des Winkels zwischen Ringebene und Sinogrammebene ha¨ngt
dabei von der Segment-Nummer und dem axialen Akzeptanzwinkel ab. Jedes Segment entha¨lt
eine Reihe von jeweils schra¨gen oder nicht-schra¨gen Schichten, mit einzelnen 2D-Sinogrammen,
die alle parallel zueinander sind. Diese 2D-Matrizen B ∈ RΘ×R ergeben u¨bereinander gestapelt
wiederum einen 3D-Quader wie in Abb. 5.4, der wie folgt als Vektor gespeichert wird:
DEFINITION 5.4 (Speicherung von 3D-CTI-Sinogrammen im Messvektor ~b)
Sei T die Anzahl der Segmente und S[t] mit 0 ≤ t < T die Anzahl der Schichten im jeweiligen
Segment. Dann entspricht der Wert b((
∑t−1
i=0 S[i] + s)ΘR+ θR+ ρ) mit 0 ≤ t < T , 0 ≤ s < S[t],
0 ≤ ρ < R und 0 ≤ θ < Θ des Messvektors ~b der Summe aller Annihilationsprozesse, die
wa¨hrend eines Messintervalls auf der Koinzidenzlinie k(ρ, θ) in der Schicht s des Segments t
geza¨hlt wurden.
- ρ
?
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θ
Segment ±2
Segment ±1
Segment 0
Abbildung 5.4: 3D-CTI-Sinogramm
64 KAPITEL 5. DER MESSVEKTOR ~B
5.2 Speicherverwaltung
Bei PET-Messungen werden oft 20 oder mehr Frames aufgezeichnet, so dass Dateien mit Gro¨ßen
von mehreren hundert Megabyte entstehen. Die entsprechenden Messvektoren werden deshalb
nicht komplett im Arbeitsspeicher gehalten, sondern in eine von Marvin verwaltete Swap-Datei
ausgelagert. Dazu wird der Vektor~b in einzelne Abschnitte unterteilt, die den Schichten aus Abb.
5.1, 5.2 bzw. 5.4 entsprechen. Diese werden wa¨hrend der Rekonstruktion je nach Bedarf in den
Speicher geladen oder ausgelagert. Da fu¨r die Berechnung einer 3D-Rekonstruktion die Daten
eines gesamten Frames beno¨tigt werden, ha¨lt die Speicherverwaltung genau so viele Schichten
gleichzeitig im Speicher, wie fu¨r einen kompletten Frame beno¨tigt werden.
Hierzu werden zwei Tabellen verwaltet. Die erste speichert fu¨r jede Schicht die Position in
der Swap-Datei und ob sie ausgelagert ist oder sich im Arbeitsspeicher befindet (s. Tab. 5.1).
Zusa¨tzlich werden einige ha¨ufig beno¨tigte Informationen u¨ber die Schichten, wie minimaler und
Position inSchicht Frame ausgelagert
der Swap-Datei
Minimum Maximum Summe
0 0 ja 0 0.038 735.21 193721.29
1 0 nein 160000 0.002 756.39 198842.53
2 0 ja 320000 0.011 780.18 200928.61
3 0 nein 480000 0.002 931.72 290328.21
...
...
...
...
...
...
...
Tabelle 5.1: Status-Tabelle der Speicherverwaltung
maximaler Wert, sowie Summe aller Werte vorgehalten. Diese mu¨ssen dadurch nicht jedesmal
neu berechnet werden, wofu¨r ggfls. die Schicht zuerst eingelagert werden mu¨sste, sondern werden
nur aktualisiert, wenn die Schicht vera¨ndert wurde und sich ohnehin im Speicher befindet. Die
zweite Tabelle entha¨lt fu¨r alle Schichten im Arbeitsspeicher die Nummer des zugeho¨rigen Frames.
Schicht Frame
0 1
1 0
2 1
3 1
...
...
Tabelle 5.2: Belegungs-Tabelle der Speicherverwaltung
Dabei ko¨nnen keine zwei Schichten mit gleicher Schicht-Nummer aus unterschiedlichen Frames
im Arbeitsspeicher gehalten werden.
Wird nur ein einzelner Frame rekonstruiert, wird der komplette Messvektor im Speicher gehalten.
Eine Swap-Datei wird in diesem Fall nicht erzeugt.
5.3 Implementation
Das UML-Klassendiagramm (UML: Unified Modeling Language) [FS00] in Abb. 5.5 zeigt die
Klassen, die bei der Implementierung des Messvektors verwendet werden. Hierzu geho¨ren neben
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Abbildung 5.5: Klassendiagramm des Messvektors
66 KAPITEL 5. DER MESSVEKTOR ~B
den Klassen, die der Speicherverwaltung dienen, auch Klassen zum Laden der herstellerspezifi-
schen Datenformate sowie zur Vorverarbeitung der Messdaten. Im Folgenden werden die Klassen
und die damit realisierten Funktionen kurz beschrieben.
Die Klasse Vector ist ein Template (generischer Datentyp) fu¨r einen mathematischen Vektor
und entha¨lt Methoden fu¨r Vektor-Operationen wie Addition, Multiplikation, Skalierung, usw.
In der VectorFile-Klasse wird dieser Vektor, wie beschrieben, in einzelne Abschnitte (Schich-
ten und Frames) unterteilt wird, die separat ausgelagert werden ko¨nnen. Hier werden auch die
Status- und Belegungs-Tabelle (s. Tab. 5.1 und 5.2) verwaltet. Die Klasse SinoVector verfeinert
dies weiter zu einem Sinogramm-Vektor und speichert hierzu die Abmessungen der Sinogram-
me und zusa¨tzliche Daten, wie Startzeit und Dauer der Messintervalle. Hier finden sich auch
Methoden, um einzelne Frames vor der Rekonstruktion aufzuaddieren und somit Messintervalle
nachtra¨glich zu verla¨ngern oder auch Operationen, die direkt beim Laden durchgefu¨hrt wer-
den ko¨nnen, wie z. B. eine Zerfallskorrektur (s. Kapitel 2.3) der Frames. Die Rebinning-Klasse
fu¨gt Methoden zum Rebinning von 3D-Messdaten hinzu. Hier sind das Single- und Multi-Slice-
Rebinning (s. Kap. 4.1 und 4.2) sowie das Fourier-Rebinning (s. Kap. 4.3) realisiert. Letzteres
verwendet eine Fourier-Transformation, die hier mit Hilfe einer Fast Hartley-Transformation
[Bra84] (FHT-Klasse) berechnet wird. Sollen auf dem Messvektor Operationen wie eine Skalie-
rung durchgefu¨hrt werden, mu¨ssten alle Bereiche des Vektors nacheinander in den Arbeitsspei-
cher eingelagert werden. Um unno¨tige Plattenzugriffe zu vermeiden, ko¨nnen solche Operationen
mit den zugeho¨rigen Parametern in einem ”Funktions-Cache“ abgelegt werden. Tatsa¨chlich aus-
gefu¨hrt werden die Operationen dann erst, wenn der entsprechende Teil des Messvektors spa¨ter
aus einem anderen Grund in den Speicher geladen werden muss. Dieser Funktions-Cache wird
im Objekt SinoOpsCache realisiert. Hier befinden sich Methoden, um z. B. das Interleaving (s.
Kap. 2.5.2) aus den Siemens/CTI-Sinogrammen herauszurechnen oder die bei der Rekonstrukti-
on evtl. nicht benutzten Ra¨nder der Sinogramme abzuschneiden. Die Klasse ECAT7 Header fu¨gt
dem Messvektor-Objekt schließlich Methoden hinzu, mit denen der Header einer ECAT7-Datei
erzeugt werden kann. Diese werden beno¨tigt, da die rekonstruierten Bilder grundsa¨tzlich im
ECAT7-Format der Firmen Siemens/CTI gespeichert werden und der zugeho¨rige Header auch
diverse Informationen u¨ber den urspru¨nglichen Messvektor enthalten muss.
Praktisch jeder Hersteller von PET-Gera¨ten verwendet seine eigenen Datenformate, um die
Messwerte zu speichern. Marvin unterstu¨tzt eine ganze Reihe solcher Formate:
• ECAT7: Dieses Format wird von allen aktuellen Siemens/CTI-Scannern verwendet.
• ECAT6: Der Vorla¨ufer des ECAT7-Formats wird noch bei a¨lteren Scannern eingesetzt.
• Scandi: Das Scandi-Format wird von General Electrics/Scanditronix bei seinen PET-
Scannern benutzt.
• Picker: Das Picker-Format wird von der Firma Picker verwendet und hier fu¨r SPECT-
Daten genutzt. Damit wird demonstriert, dass die Rekonstruktionssoftware nicht nur in
der PET, sondern gleichermaßen auch in der SPECT eingesetzt werden kann.
• TierPET: Das Ju¨licher TierPET kann seine Messdaten in drei verschiedenen Formaten
speichern: als Multi-Slice-rebinnte 2D-Sinogramme, 3D-Sinogramme und 3D-Listmode-
Daten.
• Phantom: Ein erster Schritt in der Validierung von Rekonstruktionsprogrammen besteht
in der Untersuchung von analytisch berechneten Phantom-Datensa¨tzen. Hierzu wird ein
Objekt aus einfachen geometrischen Komponenten (Kugeln, Ellipsoide, etc.) zusammenge-
setzt und hieraus die exakte Radon-Transformierte in Form eines 2D- bzw. 3D-Sinogramms
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berechnet. Marvin liest hierzu ASCII-Dateien ein, die solche Objekte beschreiben und be-
rechnet daraus den Messvektor.
• Raw: Das Raw-Format dient zum Austausch von anonymisierten, Header-losen Datensa¨t-
zen.
Jedes dieser Datenformate wird durch zwei Komponenten in Marvin integriert. Zum einen gibt
es eine Klasse (z. B. Scandi) oder je nach Komplexita¨t ein Teilsystem (z. B. ECAT7), mit
dem Messdaten im jeweiligen Format gelesen werden ko¨nnen. Diese basieren grundsa¨tzlich
auf der DataChanger-Klasse, die die Daten architekturunabha¨ngig (Little- oder Big-Endian,
IEEE-Float oder Digital-VAX-Float, etc.) liest. Zum anderen gibt es jeweils eine zugeho¨rige
Interface-Klasse (z. B. ScandiInterface bzw. ECAT7 Interface), in der die Daten in die in-
terne Messvektor-Struktur eingefu¨llt werden. Bei einzelnen Formaten gibt es daru¨ber hinaus
weitere Klassen, die in den Interface-Klassen benutzt werden, um bestimmte Vorverarbeitungs-
Operationen durchzufu¨hren (z. B. TierPET Norm, TierPET DTC und TierPET Atten fu¨r die
Detektor-Normalisierung, Totzeit-Korrektur und Abschwa¨chungskorrektur (s. Kap. 2.3) von
TierPET-Listmode-Daten).
Die Interface-Klassen enthalten auch Methoden, mit denen die Schichten aus den Frames einer
Multibed-Messung (s. Kap. 2.5.1) zu einem einzelnen Frame zusammengefu¨gt werden ko¨nnen.
Da bei Siemens/CTI-Scannern die a¨ußeren Schichten der Frames eine geringere Sensitivita¨t auf-
weisen, werden die Frames hier u¨berlappend aufgenommen. Dies wird beim Zusammenfu¨gen
beru¨cksichtigt, indem die a¨ußeren Schichten der Frames mit einer Rampenfunktion skaliert und
dann aufaddiert werden (s. Abb. 5.6).
-
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Abbildung 5.6: Zusammenfassen von Frames einer Multibed-Messung
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Kapitel 6
Der Rekonstruktionsvektor ~x
Der Vektor ~x entha¨lt das rekonstruierte Bild. Dieses Kapitel zeigt, wie dieser Vektor aufgebaut
ist und beschreibt einige Operationen, die auf dem rekonstruierten Bildern durchgefu¨hrt werden
ko¨nnen.
6.1 Aufbau des Vektors
Unabha¨ngig von der Art der Messdaten erha¨lt man nach der Rekonstruktion einen Volumen-
datensatz des untersuchten Objektes (s. Abb. 6.1). Die einzelnen Schichten des Volumens sind
- xˆ
?
z





ﬂ
y
Abbildung 6.1: Rekonstruiertes Volumen
dabei aufgrund des tomographischen Rekonstruktionsverfahrens immer kreisfo¨rmig, werden aber
wegen der einfacheren Handhabung in quadratischen Matrizen gespeichert. Der Datensatz wird
wie folgt in einem Vektor abgelegt:
DEFINITION 6.1 (Speicherung eines rekonstr. Volumendatensatzes im Vektor ~x)
Der Wert x(zl2 + yl + xˆ) mit 0 ≤ xˆ, y < l und 0 ≤ z < Z des Rekonstruktionsvektors ~x
entspricht dem Wert v(xˆ, y, z) des rekonstruierten Volumens. Dabei ist l die Kantenla¨nge einer
quadratischen Schicht des Volumens und Z die Anzahl der Schichten.
6.2 Speicherverwaltung
Bei der Rekonstruktion einer Multiframe-Messung erha¨lt man als Ergebnis mehrere Volumen-
datensa¨tze. Um den Speicherplatz-Bedarf auch hier gering zu halten, wird ein Teil der Daten
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in eine Swap-Datei ausgelagert. Dementsprechend ist die Speicherverwaltung des Rekonstrukti-
onsvektors ~x identisch mit der Speicherverwaltung des Messvektor ~b (s. Kap. 5.2).
6.3 Implementation
Die Klassen, die bei der Implementierung des Rekonstruktionsvektors verwendet werden, wer-
den im UML-Diagramm in Abb. 6.2 gezeigt. Die Klasse RecoVector ist eine Spezialisierung der
Abbildung 6.2: Klassendiagramm des rekonstruierten Vektors
VectorFile-Klasse, die bereits beim Messvektor~b zur Auslagerung von Teilen des Vektors verwen-
det wurde (vgl. Abb. 5.5). Die RecoVector-Klasse speichert die Abmessungen des Volumenda-
tensatzes und entha¨lt Methoden zur Berechnung von horizontalen und vertikalen Profilschnitten
des rekonstruierten Bildes (s. Abb. 6.3) sowie zur Berechnung der Startwerte fu¨r die Rekonstruk-
tion. Das rekonstruierte Bild beschra¨nkt sich in den einzelnen Schichten aufgrund des tomogra-
phischen Verfahrens auf einen kreisfo¨rmigen Bereich. Ein Nebeneffekt der Ru¨ckprojektion ist
jedoch, dass Werte auch an die Ra¨nder und in die Ecken der quadratischen Rekonstruktions-
matrix projiziert werden. Diese sind als Artefakte zu werten und werden meist abgeschnitten.
Das darf allerdings erst nach der letzten Iteration geschehen, da es sonst zu Artefakten bei der
na¨chsten Vorwa¨rtsprojektion kommt. Marvin verwendet deshalb eine Maske (Mask-Klasse), mit
deren Hilfe die Randbereiche der Schichten bei der Anzeige ausgeblendet werden. Tatsa¨chlich
abgeschnitten werden die Ra¨nder erst, wenn die Rekonstruktion gespeichert wird.
Die Klasse RecoOpsCache erweitert die RecoVector-Klasse um einen Funktions-Cache. Hierin
werden Skalierungen und Filter-Operationen gespeichert und wie beim Messvektor (s. Kap. 5.3)
erst ausgefu¨hrt, wenn die beno¨tigten Teile des Rekonstruktionsvektors zu einem spa¨teren Zeit-
punkt geladen werden.
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Abbildung 6.3: Anzeige von Profilschnitten des rekonstruierten Bildes
Rekonstruierte Bilder werden grundsa¨tzlich im ECAT7-Format der Firmen Siemens/CTI ge-
speichert. Die Klasse ECAT7 RecoInterface stellt die hierfu¨r beno¨tigten Methoden bereit und
greift dabei auf das ECAT7-Teilsystem zuru¨ck, das bereits beim Messvektor verwendet wur-
de. Es ist auch mo¨glich, rekonstruierte Bilder zu Visualisierungszwecken wieder zu laden. Die
Klasse entha¨lt dazu auch Methoden, um Multibed-Datensa¨tze wieder zu einem einzelnen Frame
zusammenzufassen.
6.3.1 Gauß-Filterung
Wurde bei der PET-Messung eine zu geringe Anzahl von Zerfa¨llen aufgenommen oder wurde
keine Streustrahl-Korrektur durchgefu¨hrt, kann dies in den rekonstruierten Bildern zu einem
hohen Rauschanteil fu¨hren. Die Bilder ko¨nnen deshalb nachtra¨glich mit einer Gauß-Funktion
Tiefpass-gefiltert werden, wobei das Rauschen, aber auch die Auflo¨sung reduziert werden. Dazu
wird eine Faltung der Bilder mit einer 3× 3× 3 Binomialmaske durchgefu¨hrt:
x˜(zl2 + yl+ xˆ) =
1
64
1∑
i=−1
1∑
j=−1
1∑
k=−1
x((z+ i)l2 + (y+ j)l+ xˆ+k) ·m(xˆ+k+ 1, y+ j+ 1, z+ i+ 1)
mit 1 ≤ z < Z − 1 und 1 ≤ xˆ, y < l − 1
sowie m( , , 0) = m( , , 2) =
 1 2 12 4 2
1 2 1
 und m( , , 1) =
 2 4 24 8 4
2 4 2

Die Fla¨che unterhalb der Kurve, die durch die entsprechende 1D-Binomialmaske 14(1 2 1) gege-
ben ist, entspricht dabei der Fla¨che unterhalb der Gauß-Kurve
∞∫
−∞
gσ,µ(xˆ)dxˆ mit gσ,µ(xˆ) =
1√
2pi
e
−(xˆ−µ)2
2σ2
mit einer Varianz σ, die der Voxelgro¨ße ∆xˆ im gefilterten Bild entspricht (vgl. Abb. 6.4). Die
Filterung mit der 3×3×3 Binomialmaske entspricht damit einer approximativen Gauß-Filterung
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Abbildung 6.4: Gauß-Funktion
mit der Filterbreite FWHM (2.35482∆xˆ,2.35482∆y,2.35482∆z). Fu¨r eine Gauß-Kurve gilt dabei
allgemein FWHM= 2.35482 · σ.1
Sollen stattdessen andere Filtergro¨ßen verwendet werden, kann die Filterung mit variabler Filter-
breite im Frequenzraum durchgefu¨hrt werden. Die Varianz der Gauß-Funktion im Frequenzraum
σf verha¨lt sich dabei reziprok zur Varianz im Ortsraum σo:
σf =
N
2piσo
.
Unter Beru¨cksichtigung der Voxelgro¨ße (∆xˆ, ∆y, ∆z) sowie der gewu¨nschten Filtergro¨ße FWHM
(dxˆ, dy, dz) ergibt sich damit der Frequenzraum-Filter:
G(u, v, w) = e
−
(
u2
2σ2
fxˆ
+ v
2
2σ2
fy
+ w
2
2σ2
fz
)
fu¨r 0 ≤ u, v < l und 0 ≤ w < Z
mit σfxˆ =
2.35482 · l∆xˆ
2pidxˆ
, σfy =
2.35482 · l∆y
2pidy
und σfz =
2.35482 · Z∆z
2pidz
.
Zur Filterung wird das Bild zuna¨chst mittels einer 3D-Fourier-Transformation in den Frequenz-
raum transformiert:
X(u, v, w) =
l−1∑
xˆ=0
l−1∑
y=0
Z−1∑
z=0
x(zl2 + yl + xˆ)e−
(
2pii(xˆu+yv)
l
+ 2piizw
Z
)
fu¨r 0 ≤ u, v < l und 0 ≤ w < Z.
Hieran schließt sich die Multiplikation mit einer 3D-Gauß-Funktion mit der Filterbreite FWHM
(dxˆ,dy,dz) und die Ru¨cktransformation in den Ortsraum an:
x˜(zl2 + yl + xˆ) =
1
l2Z
l−1∑
u=0
l−1∑
v=0
Z−1∑
w=0
(X(u, v, w) ·G(u, v, w)) e
(
2pii(xˆu+yv)
l
+ 2piizw
Z
)
fu¨r 0 ≤ xˆ, y < l und 0 ≤ z < Z.
1Der Zusammenhang zwischen FWHM und Varianz σ ergibt sich wie folgt:
gσ,0(xˆ) =
1√
2pi
· 1
2
⇔ 1√
2pi
e
−xˆ2
2σ2 =
1√
2pi
· 1
2
⇔ − xˆ
2
2σ2
= ln
(
1
2
)
⇔ xˆ
σ
=
√
−2 ln
(
1
2
)
≈ 1.17741
und damit: FWHM= 1.17741 · 2σ = 2.35482σ.
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Voraussetzung fu¨r die Fourier-Transformation ist, dass die zu transformierende Funktion in al-
le Richtungen stetig periodisch fortsetzbar ist. Um dies weitgehend zu gewa¨hrleisten wird das
Bild zuvor mit einer Fenster-Funktion (Hamming, Hann, Parzen oder Welch) [PFTV89], die die
Ra¨nder absenkt, multipliziert. Nach der Ru¨cktransformation kann dies durch eine entsprechen-
de Division wieder ru¨ckga¨ngig gemacht werden. Rekonstruktionen von Ganzko¨rper-Messungen
sollten jedoch nur gefiltert werden, wenn die einzelnen Frames vorher zusammengefasst wurden.
Ansonsten kann es in den ersten und letzten Schichten der Frames zu Artefakten kommen.
Die Filterung im Frequenzraum stellt damit eine flexiblere und exaktere, aber auch rechen-
aufwa¨ndigere Methode dar.
Die Filterung im Orts- oder Frequenzraum wird durch die Filter-Klasse implementiert (s.
Abb. 6.2) Hierbei wird zusa¨tzlich die Gauss-Klasse zur Berechnung der Gauß-Funktion sowie die
FHT-Klasse zur Transformation in den Frequenzraum verwendet.2 Um die Festplattenzugriffe
zu reduzieren, wird die Filterung durch die RecoOpsCache-Klasse initiiert, so dass Frames erst
gefiltert werden, wenn sie das na¨chste Mal in den Speicher geladen werden.
6.3.2 Volume Renderer
Zur schnellen ra¨umlichen Visualisierung von 3D-Volumendatensa¨tzen verwendet man ha¨ufig
die sogenannte Maximum-Intensity-Projection (MIP) [SML98]. Hierbei werden in einem Ray-
Tracing-Verfahren ausgehend von der Projektionsebene Strahlen durch das Volumen verfolgt.
Dem Pixel in der Projektionsebene wird dann der maximale Voxelwert, der entlang des Strahls
auftritt, zugewiesen (s. Abb. 6.5), so dass eine sehr kontrastreiche Abbildung des Objektes
entsteht. Dieses Verfahren a¨hnelt damit von der Berechnung her der Vorwa¨rtsprojektion, die bei
der iterativen Rekonstruktion verwendet wird. Die 2D-MIP-Projektionen werden mit der Formel
p(ρ, z, θ) =
l2−1
max
i=0
ajixzl2+i fu¨r 0 ≤ ρ < R, 0 ≤ θ < Θ und 0 ≤ z < Z
mit j = θR+ ρ,R = l sowie Θ = 180
berechnet. Die Projektionen fu¨r den Bereich 180◦-359◦ ergeben sich durch Spiegelung:
p(ρ, z, θ) = p(R− 1− ρ, z, θ − 180) fu¨r 180 ≤ θ < 360.
2Die rekonstruierten Bilder stellen reellwertige Funktionen dar, d. h. der Imagina¨rteil ist Null. Die Fourier-
Transformierte einer solchen Funktion hat einen geraden Realteil und einen ungeraden Imagina¨rteil, ist also
hermitesch. Es gilt:
f hermitesch : F (N − n) = F ∗(n)
Der ∗ am Funktionssymbol bedeutet dabei die Bildung der konjugiert komplexen Funktion. Hermitesche Funk-
tionen sind bereits vollsta¨ndig bestimmt, wenn sie fu¨r einen Halbraum bekannt sind. Es reicht also aus, die
Fourier-Transformation z. B. fu¨r den negativen Halbraum zu berechnen; der positive Halbraum ergibt sich dann
als die konjugiert komplexe Funktion. In der Bildverarbeitung werden deshalb ha¨ufig spezielle FFT-Algorithmen
verwendet, die dies ausnutzen und so die Ha¨lfte der Rechenzeit und des Speicherplatzes einsparen. Diese reellwer-
tige FFT fu¨hrt jedoch zu einer ungu¨nstigen Anordnung der Daten in der Frequenzraum-Darstellung, so dass z. B.
die Berechnung von Energiespektren durch die komplizierte Indexberechnung der zugeho¨rigen Daten erschwert
wird. Hier wird stattdessen die diskrete Hartley-Transformation [Har42]
H(u) =
N−1∑
x=0
h(x)
(
cos
(
2piux
N
)
+ sin
(
2piux
N
))
fu¨r 0 ≤ u < N
bzw. h(x) =
1
N
N−1∑
u=0
H(u)
(
cos
(
2piux
N
)
+ sin
(
2piux
N
))
fu¨r 0 ≤ x < N
benutzt, die von vornherein reellwertig ist und zu einer gu¨nstigeren Anordnung der Daten im Frequenzraum fu¨hrt.
Sie hat dabei ansonsten vergleichbare Eigenschaften wie die DFT. Auch lassen sich hier die gleichen Optimierungen
anwenden, so dass insbesondere Algorithmen fu¨r eine Fast Hartley-Transformation existieren [Bra84].
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Abbildung 6.5: Maximum-Intensity-Projection
Die Werte aji der Systemmatrix A ∈ RΘR×l2 geben hier, wie bei der Rekonstruktion, den Anteil
des Voxels i am Projektionsstrahl j wieder.
Abb. 6.6 zeigt rechts 12 MIP-Projektionen P ∈ RR×Z einer Ganzko¨rper-Messung mit a¨qui-
distanten Projektionswinkeln von 0◦ bis 330◦. Die Projektionen ko¨nnen auch als Animation
betrachtet werden (Abb. 6.6 links), um den ra¨umlichen Eindruck zu versta¨rken.
Gelegentlich wird statt der MIP eine Average-Intensity-Projection (AIP) zur Visualisierung ver-
wendet. Dabei wird jedem Pixel der Projektionsebene der Mittelwert der Voxel entlang des
entsprechenden Projektionsstrahls zugeteilt:
p(ρ, z, θ) =
l2−1∑
i=0
ajixzl2+i
l2
.
Die Projektionen werden in der Klasse RecoVector (s. Abb. 6.2) berechnet. Fu¨r die Systemmatrix
wird dabei auf die Klasse AMatrixSino2D zuru¨ckgegriffen, die in Kapitel 7 ausfu¨hrlicher betrach-
tet wird. Das verwendete SinoVector-Objekt dient hier nur zur Speicherung der Geometrie der
Projektionen (Θ,R, etc.).
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Abbildung 6.6: 3D-Visualisierung
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Kapitel 7
Die Systemmatrix A
Bei der iterativen Rekonstruktion wird durch ein iteratives Verfahren eine na¨herungsweise Lo¨-
sung fu¨r das lineare Gleichungssystem
~b = A~x
bzw. bj =
N−1∑
i=0
ajixi ∀j ∈ {0, . . . ,M − 1}
gesucht. Die Matrix A wird dabei System- oder Gewichtematrix genannt und beschreibt die
Abbildungseigenschaften des Tomographen. Bei der Lo¨sung des Gleichungssystems wird die
Kenntnis dieser Abbildung genutzt, um aus den Messwerten ~b das urspu¨nglich gemessene Ob-
jekt ~x zu berechnen. Es ist offensichtlich, dass fu¨r die Qualita¨t der Rekonstruktion zwei Faktoren
maßgeblich sind: der iterative Lo¨sungs-Algorithmus und die genaue Modellierung der System-
matrix A.
Die Abbildungseigenschaften des Tomographen werden durch verschiedene Faktoren bestimmt:
die Geometrie der LORs, die unterschiedliche Sensitivita¨t der Detektoren, die Reichweite der
Positronen, die abschwa¨chende Wirkung des durchdrungenen Gewebes, etc. Diese ko¨nnen auch
bei der Berechnung der Systemmatrix getrennt betrachtet werden:
A = Adet sens · Apositron · Aatten · Ageom.
Wenn die Matrix, wie in dieser Arbeit realisiert, komplett im Speicher gehalten wird, ko¨nnen
die Korrekturschritte (Detektornormalisierung, Abschwa¨chungskorrektur, etc.) bereits vor der
ersten Iteration in die Systemmatrix eingerechnet werden, so dass letztlich die Rechenzeit, die
hauptsa¨chlich durch den iterativen Algorithmus bestimmt wird, nicht signifikant erho¨ht wird.
Auch brauchen bei der Genauigkeit der Berechnungen keine Kompromisse eingegangen zu wer-
den (vgl. Kap. 4), da dieser einmalige Aufwand kaum ins Gewicht fa¨llt.
Im folgenden Abschnitt 7.1 wird fu¨r die vier unterstu¨tzten Messverfahren: 2D-Sinogramm,
3D-Sinogramm, 3D-CTI-Sinogramm und 3D-Listmode zuna¨chst die Geometrie des abbildenden
Systems beschrieben. Dies dient als Grundlage zur Berechnung der Gewichte aji der Matrix
Ageom, die in Abschnitt 7.2 beschrieben wird. Hier werden verschiedene Verfahren beschrieben,
die einen unterschiedlichen Rechenaufwand erfordern, aber auch zu unterschiedlich genauen Er-
gebnissen fu¨hren. Der Abschnitt 7.3 beschreibt Mo¨glichkeiten zur schnellen Berechnung der
Matrix Ageom und in Abschnitt 7.4 folgen Methoden zur Speicherung der Systemmatrix. Die
Speicherung erfordert dabei besondere Beachtung, da die Matrix eine erhebliche Gro¨ße aufweist,
der schnelle Zugriff auf die Matrixelemente aber trotzdem gewa¨hrleistet sein muss. Der vorletzte
Abschnitt 7.5 zeigt anhand einiger Korrekturverfahren wie sich diese bei der Bildung der Sy-
stemmatrix A beru¨cksichtigen lassen. Im Abschnitt 7.6 wird kurz auf die Realisierung in Marvin
eingegangen.
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7.1 Geometrie der LOR
Im Folgenden wird die Geometrie der Line-of-Response fu¨r die vier verschiedenen Messverfahren
beschrieben. Die hier eingefu¨hrten Variablen werden in Abschnitt 7.2 bei der Berechnung des
geometrischen Anteils Ageom der Systemmatrix A verwendet.
Die gemessenen Daten werden von der Scanner-Software zuna¨chst aus dem Koordinatensys-
tem des Scanners in ein polares Koordinatensystem umgerechnet (→ Bogenkorrektur). Bei der
Berechnung des Gewichtes aji, d. h. dem Anteil des Voxels xi an der Koinzidenzlinie k(j) wird
die im polaren Koordinatensystem beschriebene Koinzidenzlinie in das kartesische Koordina-
tensystem des rekonstruierten Bildes u¨bertragen. Die Rekonstruktion der Messdaten entspricht
damit auch einer Abbildung vom polaren ins kartesische Koordinatensystem.
7.1.1 2D-Sinogramm
2D-PET-Scanner bestehen meist aus mehreren hintereinander angeordneten Detektorringen (s.
Abb. 2.13), mit denen entsprechend viele 2D-Sinogramme gleichzeitig und unabha¨ngig voneinan-
der gemessen werden ko¨nnen. O. B. d. A. wird hier nur ein einzelner Ring betrachtet. Nach der
Bogenkorrektur der Messdaten (s. Abb. 2.18), bei denen die Geometrie des Detektorringes auf
planare Detektoren abgebildet wurde, stellt sich die geometrische Situation wie in Abb. 7.1 dar.
Dabei werden zwei gegenu¨berliegende planare Detektoren, die aus R Kristallen mit einer Kris-
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Abbildung 7.1: Geometrie der LOR im 2D-Sinogramm
tallbreite von ∆ρ bestehen, in Θ Schritten mit einer Winkelschrittweite von ∆θ (∆θ = 180◦/Θ)
um das Objekt gedreht. Der Detektorabstand ist dabei durch d gegeben. Die LOR k(ρ, θ) mit
0 ≤ ρ < R und 0 ≤ θ < Θ verla¨uft im Winkel θ∆θ − 90◦ und ist
(
1−R
2 + ρ
)
∆ρ vom Ursprung
des Koordinatensystems entfernt.
Im Gegensatz zu den Messwerten, fu¨r die ein polares Koordinatensystem verwendet wird, wird
das rekonstruierte Bild im kartesischen Koordinatensystem beschrieben. Es besteht aus l × l
quadratischen Pixeln mit einer Seitenla¨nge von ∆xˆy (∆xˆy = ∆xˆ = ∆y). Der Bildbereich, der
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mit Hilfe eines tomographischen Verfahrens rekonstruiert werden kann, beschra¨nkt sich dabei
auf einen Kreis, dessen Durchmesser durch R∆ρ gegeben ist, da nur dieser Bereich in allen Win-
kelprojektionen auftritt. Wa¨hrend die Geometrie des Detektorsystems (R, ∆ρ, Θ, d) durch die
Scanner-Hardware vorgegeben ist, lassen sich die Maße des rekonstruierten Bildes (l, ∆xˆy) fu¨r
die Rekonstruktion frei wa¨hlen. Bei ∆xˆy < ∆ρ spricht man von Zoom und bei ∆xˆy > ∆ρ von
Unzoom. Dabei sollte gelten:
l∆xˆy ≈ R∆ρ.
Wird das Bild zu groß gewa¨hlt (l∆xˆy > R∆ρ), werden unno¨tigerweise Bereiche rekonstruiert,
die nicht abgetastet wurden. Ist das Bild andererseits zu klein, werden die Randbereiche der
Projektionen nicht bei der Rekonstruktion beru¨cksichtigt.
Um die im polaren Koordinatensystem beschriebene LOR k(ρ, θ) in das kartesische Koordi-
natensystem zu transformieren, wird die Geradengleichung y = mxˆ+ b bestimmt. Seien
ϑ = θ∆θ und % =
(
1−R
2
+ ρ
)
∆ρ.
Dann gilt mit
sin(ϑ− 90◦) = − sin(ϑ+ 90◦) = − cosϑ (7.1)
und
cos(ϑ− 90◦) = − cos(ϑ+ 90◦) = sinϑ (7.2)
fu¨r die Steigung der Geraden:
m = tan(ϑ− 90◦) = sin(ϑ− 90
◦)
cos(ϑ− 90◦) =
− cosϑ
sinϑ
und
y′ = mxˆ′ + b
⇔ % sinϑ = −cosϑ
sinϑ
% cosϑ+ b
⇔ b = % sin
2 ϑ
sinϑ
+
cos2 ϑ
sinϑ
% =
(sin2 ϑ+ cos2 ϑ)%
sinϑ
=
%
sinϑ
⇒ fy(xˆ) = y = −cos(θ∆θ)sin(θ∆θ) xˆ+
(
1−R
2 + ρ
)
∆ρ
sin(θ∆θ)
=
(
1−R
2 + ρ
)
∆ρ − cos(θ∆θ)xˆ
sin(θ∆θ)
(7.3)
falls die Gerade nicht parallel zur y-Achse verla¨uft (d. h. sin(θ∆θ) 6= 0), bzw. nach xˆ aufgelo¨st:
fxˆ(y) = xˆ =
(
1−R
2 + ρ
)
∆ρ − sin(θ∆θ)y
cos(θ∆θ)
, (7.4)
falls die Gerade nicht parallel zur xˆ-Achse verla¨uft (d. h. cos(θ∆θ) 6= 0).
Die Rotation eines Punktes um den Winkel τ ist im 2D-Koordinatensystem nach [FvDFH96]
definiert als: (
x′
y′
)
=
(
cos τ − sin τ
sin τ cos τ
)(
x
y
)
=
(
x cos τ − y sin τ
x sin τ + y cos τ
)
. (7.5)
Aus dieser Formel lassen sich die Koordinaten der Eckpunkte p0, . . . , p3 der beiden Kristalle
einer LOR (vgl. Abb. 7.2) mit den Formeln 7.1 und 7.2 wie folgt berechnen:
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p1
p0
p3
p2
θ∆θ − 90◦
∆ρ
d
xˆ
y ρ
Abbildung 7.2: Eckpunkte der Kristalle (2D)
p0 =
(
p0xˆ
p0y
)
=
 −d2 cos(θ∆θ − 90◦)− ((1−R2 + ρ)∆ρ − ∆ρ2 ) sin(θ∆θ − 90◦)
−d2 sin(θ∆θ − 90◦) +
((
1−R
2 + ρ
)
∆ρ − ∆ρ2
)
cos(θ∆θ − 90◦)

=
 −d2 sin(θ∆θ) + ((1−R2 + ρ)∆ρ − ∆ρ2 ) cos(θ∆θ)
d
2 cos(θ∆θ) +
((
1−R
2 + ρ
)
∆ρ − ∆ρ2
)
sin(θ∆θ)
 (7.6)
p1 =
(
p1xˆ
p1y
)
=
 −d2 sin(θ∆θ) + ((1−R2 + ρ)∆ρ + ∆ρ2 ) cos(θ∆θ)
d
2 cos(θ∆θ) +
((
1−R
2 + ρ
)
∆ρ +
∆ρ
2
)
sin(θ∆θ)
 (7.7)
p2 =
(
p2xˆ
p2y
)
=
 d2 cos(θ∆θ − 90◦)− ((1−R2 + ρ)∆ρ − ∆ρ2 ) sin(θ∆θ − 90◦)
d
2 sin(θ∆θ − 90◦) +
((
1−R
2 + ρ
)
∆ρ − ∆ρ2
)
cos(θ∆θ − 90◦)

=
 d2 sin(θ∆θ) + ((1−R2 + ρ)∆ρ − ∆ρ2 ) cos(θ∆θ)
−d2 cos(θ∆θ) +
((
1−R
2 + ρ
)
∆ρ − ∆ρ2
)
sin(θ∆θ)
 (7.8)
p3 =
(
p3xˆ
p3y
)
=
 d2 sin(θ∆θ) + ((1−R2 + ρ)∆ρ + ∆ρ2 ) cos(θ∆θ)
−d2 cos(θ∆θ) +
((
1−R
2 + ρ
)
∆ρ +
∆ρ
2
)
sin(θ∆θ)
 . (7.9)
7.1.2 3D-Sinogramm
Bei 3D-Sinogrammen wird das polare Koordinatensystem der 2D-Sinogramme mit dem trans-
axialen Winkel θ und dem radialen Offset ρ um den axialen Winkel φ und den axialen Offset
a erweitert (vgl. Abb. 2.37). Solche Sinogramme entstehen bei der Berechnung von analyti-
schen Phantom-Datensa¨tzen durch die 3D-Radon-Transformation (s. Phantom-Datenformat in
Kapitel 5.3) [Tof96], ko¨nnen aber auch aus den 3D-Listmode-Daten des TierPETs berechnet
werden. Die Geometrie der LORs in diesen 3D-Sinogrammen wird in Abb. 7.3 wiedergegeben.
Hierbei werden zwei planare Detektoren aus R × A Kristallen mit der radialen La¨nge ∆ρ und
der axialen La¨nge ∆a verwendet. Diese befinden sich im Abstand d zueinander und werden in
Θ transaxialen und Φ axialen Winkelschritten mit Schrittweiten von ∆θ (∆θ = 180◦/Θ) bzw.
∆φ um das Objekt gedreht. Theoretisch reicht dabei der axiale Winkel φ∆φ − 90◦ von −90◦
bis 90◦, so dass das Objekt gleichma¨ßig aus allen Raumrichtungen abgetastet wird. Dies wu¨rde
einem kugelfo¨rmigen Detektorsystem entsprechen. In der Praxis wird der axiale Winkelbereich
jedoch begrenzt, da das Detektorsystem vorne und hinten eine O¨ffnung hat. Der Mittelpunkt
der planaren Detektoren bewegt sich damit auf der in Abb. 7.4 dargestellten Kugeloberfla¨che.
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xˆ
y
∆ρ
∆a
ρ
A∆a
v1
v1 =
(
1−R
2 + ρ
)
∆ρ
v2
v2 =
(
1−A
2 + a
)
∆a
R∆ρ
a
z
∆y
d
∆xˆ
l∆xˆy
Z∆z
∆z
φ∆φ − Φlim
θ∆θ − 90◦
a
ρ
Abbildung 7.3: Geometrie der LOR im 3D-Sinogramm
Es gilt:
Φ = 2A, Φlim = tan−1
(
A∆a
d
)
und ∆φ =
2Φlim
Φ− 1 ,
wobei 2Φlim der axiale Akzeptanzwinkel ist.
Die LOR k(φ, θ, ρ, a) mit 0 ≤ φ < Φ, 0 ≤ θ < Θ, 0 ≤ ρ < R und 0 ≤ a < A verla¨uft also
im transaxialen Winkel θ∆θ − 90◦ und im axialen Winkel φ∆φ − Φlim. Sie ist dabei in radialer
Richtung um
(
1−R
2 + ρ
)
∆ρ und in axialer Richtung um
(
1−A
2 + a
)
∆a zum Ursprung des polaren
Koordinatensystems verschoben. Das rekonstruierte Bild besteht aus l× l×Z Voxeln mit einer
Seitenla¨nge von ∆2xˆy ×∆z (∆xˆy = ∆xˆ = ∆y).
Der rekonstruierbare Bereich beschra¨nkt sich auf einen Zylinder mit dem Durchmesser R∆ρ
und der La¨nge A∆a dessen Enden abgerundet sind (s. Abb. 7.5). Wa¨hrend die Geometrie des
Detektorsystems (R, ∆ρ, Θ, A, ∆a, d) bereits durch die Messdaten festgelegt ist, ko¨nnen die
Maße des rekonstruierten Bildes (l, ∆xˆy, Z, ∆z) fu¨r die Rekonstruktion frei gewa¨hlt werden.
Hier sollte gelten:
l∆xˆy ≈ R∆ρ und Z∆z ≈ A∆a.
Zoom bzw. Unzoom lassen sich dabei in transaxialer und axialer Richtung getrennt vorgeben:
∆xˆy < ∆ρ (Zoom in transaxialer Richtung)
∆z < ∆a (Zoom in axialer Richtung)
∆xˆy > ∆ρ (Unzoom in transaxialer Richtung)
∆z > ∆a (Unzoom in axialer Richtung).
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z
Abbildung 7.4: Abtastbereich bei 3D-Sinogrammen
xˆ
y
z
Abbildung 7.5: Rekonstruierbares Volumen bei 3D-Sinogrammen
Um die LOR k(φ, θ, ρ, a) in das kartesische Koordinatensystem zu transformieren, muss wie-
der eine Geradengleichung bestimmt werden. Da eine Gerade im R3 allerdings nicht durch eine
einzelne Gleichung beschrieben werden kann, ist hier ein System aus zwei Gleichungen erforder-
lich.
Eine Gerade kann in der Parameterdarstellung [Wil89]
~g = ~g0 + λ~w (7.10)
mit dem Basisvektor ~g0 und dem Richtungsvektor ~w beschrieben werden. Der Richtungsvektor
~w ist dabei auf die La¨nge 1 normiert und kann mit
~w =
 sin θ cosφ− cos θ cosφ
− sinφ
 (7.11)
berechnet werden. Der Basisvektor ~g0 wird als Linearkombination zweier Richtungsvektoren ~u
und ~v
~g0 = %~u+ α~v (7.12)
beschrieben, die ebenfalls auf die La¨nge 1 normiert sind. ~u und ~v ko¨nnen dabei so gewa¨hlt wer-
den, dass die Vektoren ~u, ~v und ~w nach Def. 7.1 eine Orthonormalbasis bilden. Damit ko¨nnen
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im ~u~v ~w-Koordinatensystem bestimmte Rechenverfahren, wie Skalarprodukt und Linearkombi-
nation angewandt werden.
DEFINITION 7.1 (Orthonormalbasis)
Das m-Tupel ( ~x1, ~x2, . . . , ~xm) von Vektoren ~xi eines euklidischen Vektorraumes heißt ein Ortho-
gonalsystem genau dann, wenn es den Nullvektor nicht entha¨lt und die Vektoren ~xi paarweise
orthogonal sind, d. h. ~xi 6= 0 und ∀i, j mit i 6= j gilt: ~xi · ~xj = 0. Sind die ~xi außerdem Ein-
heitsvektoren, d. h. ∀i gilt: ~xi · ~xi = 1 spricht man von einem Orthonormalsystem. Ist dieses
gleichzeitig Basis des Vektorraumes nennt man es Orthonormalbasis.
Die Vektoren lauten:
~u =
 cos θsin θ
0
 ~v =
 sin θ sinφ− cos θ sinφ
cosφ
 . (7.13)
Die ~u~v-Ebene liegt damit senkrecht zur Koinzidenzlinie, ~g0 liegt in der ~u~v-Ebene und ~w ist par-
allel zu ~g. Abb. 7.6 zeigt den ~ˆx~y~z- und ~u~v ~w-Vektorraum mit der Koinzidenzlinie ~g = k(φ, θ, ρ, a).
Die Gerade ~g kann nun vom ~u~v ~w-Koordinatensystem in den ~ˆx~y~z-Raum transformiert werden.
~ˆx
~u
~y
~v
~w
~z
~g
~g0
Abbildung 7.6: ~ˆx~y~z- und ~u~v ~w-Vektorraum
Es gilt fu¨r den Vektor ~g0:
% =
(
1−R
2
+ ρ
)
∆ρ und α =
(
1−A
2
+ a
)
∆a
und sei außerdem
ϑ = θ∆θ und ϕ = φ∆φ − Φlim.
Aus den Formeln 7.10 und 7.12 ergibt sich das Gleichungssystem
~g = %~u+ α~v + λ~w
⇔
 xˆy
z
 =
 %ux + αvx + λwx%uy + αvy + λwy
%uz + αvz + λwz
 . (7.14)
Gesucht werden nun zuna¨chst zwei Gleichungen fxˆ,z(z) = xˆ und fy,z(z) = y, die fu¨r den Funkti-
onswert z die xˆ- und y-Koordinate des entsprechenden Punktes der Geraden liefern. Der Offset
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dieser ”Geradengleichungen“ ergibt sich dabei fu¨r z = 0, d. h. : xˆy
0
 =
 %ux + αvx + λwx%uy + αvy + λwy
%uz + αvz + λwz

⇔
 xˆy
0
 =
 %ux + αvx + λwx%uy + αvy + λwy
%uz
wx
wz
+ αvz wxwz + λwz
wx
wz

und
 xˆy
0
 =
 %ux + αvx + λwx%uy + αvy + λwy
%uz
wy
wz
+ αvz
wy
wz
+ λwz
wy
wz

⇔
 xˆy
0
 =
 %ux + αvx + λwx −
(
%uz
wx
wz
+ αvz wxwz + λwx
)
%uy + αvy + λwy
%uz
wx
wz
+ αvz wxwz + λwz
wx
wz

und
 xˆy
0
 =
 %ux + αvx + λwx%uy + αvy + λwy − (%uz wywz + αvz wywz + λwy)
%uz
wy
wz
+ αvz
wy
wz
+ λwz
wy
wz
 .
Also gilt:
fxˆ,z(0) = xˆ = %
(
ux − wx
wz
uz
)
+ α
(
vx − wx
wz
vz
)
fy,z(0) = y = %
(
uy − wy
wz
uz
)
+ α
(
vy − wy
wz
vz
)
.
Da die Steigung der Geraden in der ~ˆx~z-Ebene wx/wz und in der ~y~z-Ebene wy/wz betra¨gt, ergibt
sich damit fu¨r eine Gerade ~g, die nicht parallel zur ~ˆx~y-Ebene verla¨uft (d. h. sin(φ∆φ−Φlim) 6= 0),
das Gleichungssystem:
fxˆ,z(z) = xˆ = %
(
ux − wx
wz
uz
)
+ α
(
vx − wx
wz
vz
)
+ z
wx
wz
(7.15)
fy,z(z) = y = %
(
uy − wy
wz
uz
)
+ α
(
vy − wy
wz
vz
)
+ z
wy
wz
. (7.16)
Durch Einsetzen erha¨lt man:
fxˆ,z(z) = %
(
cosϑ+
sinϑ cosϕ
sinϕ
0
)
+ α
(
sinϑ sinϕ+
sinϑ cosϕ
sinϕ
cosϕ
)
− z sinϑ cosϕ
sinϕ
= % cosϑ+ α
sinϑ
(
sin2 ϕ+ cos2 ϕ
)
sinϕ
− z sinϑ cosϕ
sinϕ
=
(
1−R
2
+ ρ
)
∆ρ cos(θ∆θ) +
(
1−A
2
+ a
)
∆a
sin(θ∆θ)
sin(φ∆φ − Φlim) −
z
sin(θ∆θ) cos(φ∆φ − Φlim)
sin(φ∆φ − Φlim) (7.17)
und
fy,z(z) = %
(
sinϑ− cosϑ cosϕ
sinϕ
0
)
− α
(
cosϑ sinϕ+
cosϑ cosϕ
sinϕ
cosϕ
)
+ z
cosϑ cosϕ
sinϕ
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= % sinϑ− αcosϑ
(
sin2 ϕ+ cos2 ϕ
)
sinϕ
+ z
cosϑ cosϕ
sinϕ
=
(
1−R
2
+ ρ
)
∆ρ sin(θ∆θ)−
(
1−A
2
+ a
)
∆a
cos(θ∆θ)
sin(φ∆φ − Φlim) +
z
cos(θ∆θ) cos(φ∆φ − Φlim)
sin(φ∆φ − Φlim) . (7.18)
Aus dem Gleichungssystem 7.14 ko¨nnen in analoger Weise fu¨r y = 0 die Offsets der Gleichungen
fxˆ,y(y) = xˆ und fz,y(y) = z bestimmt werden. Unter Beru¨cksichtigung der Steigung der Geraden
in der ~ˆx~y-Ebene bzw. in der ~z~y-Ebene ergibt sich fu¨r eine Gerade ~g, die weder parallel zur ~ˆx~z-
Ebene noch parallel zur ~y~z-Ebene verla¨uft (d. h. cos(θ∆θ) 6= 0 und cos(φ∆φ − Φlim) 6= 0), das
Gleichungssystem:
fxˆ,y(y) = xˆ = %
(
ux − wx
wy
uy
)
+ α
(
vx − wx
wy
vy
)
+ y
wx
wy
(7.19)
fz,y(y) = z = %
(
uz − wz
wy
uy
)
+ α
(
vz − wz
wy
vy
)
+ y
wz
wy
. (7.20)
Durch Einsetzen erha¨lt man hier:
fxˆ,y(y) = %
(
cosϑ+
sinϑ cosϕ
cosϑ cosϕ
sinϑ
)
+ α
(
sinϑ sinϕ− sinϑ cosϕ
cosϑ cosϕ
cosϑ sinϕ
)
−
y
sinϑ cosϕ
cosϑ cosϕ
= %
cos2 ϑ+ sin2 ϑ
cosϑ
+ α (sinϑ sinϕ− sinϑ sinϕ)− y sinϑ
cosϑ
=
(
1−R
2
+ ρ
)
∆ρ
1
cos(θ∆θ)
− y sin(θ∆θ)
cos(θ∆θ)
(7.21)
und
fz,y(y) = %
(
0− sinϕ
cosϑ cosϕ
sinϑ
)
+ α
(
cosϕ+
sinϕ
cosϑ cosϕ
cosϑ sinϕ
)
+ y
sinϕ
cosϑ cosϕ
= −% sinϕ sinϑ
cosϑ cosϕ
+ α
(
cos2 ϕ+ sin2 ϕ
)
cosϑ
cosϑ cosϕ
+ y
sinϕ
cosϑ cosϕ
= −
(
1−R
2
+ ρ
)
∆ρ
sin(φ∆φ − Φlim) sin(θ∆θ)
cos(θ∆θ) cos(φ∆φ − Φlim) +(
1−A
2
+ a
)
∆a
1
cos(φ∆φ − Φlim) + y
sin(φ∆φ − Φlim)
cos(θ∆θ) cos(φ∆φ − Φlim) . (7.22)
Mit diesen Gleichungen ko¨nnen zu einem Funktionswert y die xˆ- und z-Koordinate des entspre-
chenden Punktes der Geraden bestimmt werden.
Die Offsets der Gleichungen fy,xˆ(xˆ) und fz,xˆ(xˆ), die fu¨r den Funktionswert xˆ die y- und
z-Koordinate liefern, ko¨nnen wiederum aus dem Gleichungssystem 7.14 mit xˆ = 0 hergeleitet
werden. Beru¨cksichtigt man die Steigung der Geraden in der ~y~ˆx- bzw. in der ~z~ˆx-Ebene, erha¨lt
man fu¨r eine Gerade ~g, die weder parallel zur ~y~z-Ebene noch parallel zur ~ˆx~y-Ebene verla¨uft (d.
h. sin(θ∆θ) 6= 0 und cos(φ∆φ − Φlim) 6= 0), das Gleichungssystem:
fy,xˆ(xˆ) = y = %
(
uy − wy
wx
ux
)
+ α
(
vy − wy
wx
vx
)
+ xˆ
wy
wx
(7.23)
fz,xˆ(xˆ) = z = %
(
uz − wz
wx
ux
)
+ α
(
vz − wz
wx
vx
)
+ xˆ
wz
wx
. (7.24)
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Durch Einsetzen ergibt sich hier:
fy,xˆ(xˆ) = %
(
sinϑ+
cosϑ cosϕ
sinϑ cosϕ
cosϑ
)
+ α
(
− cosϑ sinϕ+ cosϑ cosϕ
sinϑ cosϕ
sinϑ sinϕ
)
−
xˆ
cosϑ cosϕ
sinϑ cosϕ
= %
sin2 ϑ+ cos2 ϑ
sinϑ
+ α (− cosϑ sinϕ+ cosϑ sinϕ)− xˆcosϑ
sinϑ
=
(
1−R
2
+ ρ
)
∆ρ
1
sin(θ∆θ)
− xˆcos(θ∆θ)
sin(θ∆θ)
(7.25)
und
fz,xˆ(xˆ) = %
(
0 +
sinϕ
sinϑ cosϕ
cosϑ
)
+ α
(
cosϕ+
sinϕ
sinϑ cosϕ
sinϑ sinϕ
)
− xˆ sinϕ
sinϑ cosϕ
= %
sinϕ cosϑ
sinϑ cosϕ
+ α
(
cos2 ϕ+ sin2 ϕ
)
sinϑ
sinϑ cosϕ
− xˆ sinϕ
sinϑ cosϕ
=
(
1−R
2
+ ρ
)
∆ρ
sin(φ∆φ − Φlim) cos(θ∆θ)
sin(θ∆θ) cos(φ∆φ − Φlim) +(
1−A
2
+ a
)
∆a
1
cos(φ∆φ − Φlim) − xˆ
sin(φ∆φ − Φlim)
sin(θ∆θ) cos(φ∆φ − Φlim) . (7.26)
Insgesamt erha¨lt man so drei Paare von jeweils zwei Gleichungen, die nach xˆ, y bzw. z aufgelo¨st
sind. Durch jedes Gleichungspaar wird die Gerade eindeutig beschrieben.
Vergleicht man die Formeln 7.3 und 7.25 bzw. 7.4 und 7.21, erkennt man, dass die Rekon-
struktion von 2D-Sinogrammen auch als Spezialfall der Rekonstruktion von 3D-Sinogrammen
mit Φ = 0 und A = 0 betrachtet werden kann.
Bei der Berechnung der Eckpunkte p0, . . . , p7 der beiden Kristalle einer LOR (vgl. Abb. 7.7)
mu¨ssen die Rotation um die y- und z-Achse (φ∆φ−Φlim bzw. θ∆θ−90◦) beru¨cksichtigt werden.
p1
p0
p2
p3
xˆ
y
z
p4
p5
p6
p7
@@I
Abbildung 7.7: Eckpunkte der Kristalle (3D)
Nach [FvDFH96] gilt in homogenen Koordinaten:
xˆ′
y′
z′
1
 = Rz ·Ry

xˆ
y
z
1
 mit den Rotationsmatrizen
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Ry =

cosϕ 0 sinϕ 0
0 1 0 0
− sinϕ 0 cosϕ 0
0 0 0 1
 und Rz =

cos τ − sin τ 0 0
sin τ cos τ 0 0
0 0 1 0
0 0 0 1
 . (7.27)
Daraus folgt:
xˆ′
y′
z′
1
 =

cos τ cosϕ − sin τ cos τ sinϕ 0
sin τ cosϕ cos τ sin τ sinϕ 0
− sinϕ 0 cosϕ 0
0 0 0 1


xˆ
y
z
1

=

cos(θ∆θ − 90◦) cosϕ − sin(θ∆θ − 90◦) cos(θ∆θ − 90◦) sinϕ 0
sin(θ∆θ − 90◦) cosϕ cos(θ∆θ − 90◦) sin(θ∆θ − 90◦) sinϕ 0
− sinϕ 0 cosϕ 0
0 0 0 1


xˆ
y
z
1

und mit den Formeln 7.1 und 7.2:
xˆ′
y′
z′
1
 =

sin(θ∆θ) cos(φ∆φ − Φlim) cos(θ∆θ) sin(θ∆θ) sin(φ∆φ − Φlim) 0
− cos(θ∆θ) cos(φ∆φ − Φlim) sin(θ∆θ) − cos(θ∆θ) sin(φ∆φ − Φlim) 0
− sin(φ∆φ − Φlim) 0 cos(φ∆φ − Φlim) 0
0 0 0 1


xˆ
y
z
1
 .
Die Spalten der Rotationsmatrix entsprechen dabei den Vektoren ~w, ~u und ~v der Orthonormal-
basis (s. Formeln 7.11 und 7.13).
Fu¨r die Koordinaten der Eckpunkte p0, . . . , p7 gilt schließlich:
pi =
 pixˆpiy
piz

=
 xˆ sin(θ∆θ) cos(φ∆φ − Φlim) + y cos(θ∆θ) + z sin(θ∆θ) sin(φ∆φ − Φlim)−xˆ cos(θ∆θ) cos(φ∆φ − Φlim) + y sin(θ∆θ)− z cos(θ∆θ) sin(φ∆φ − Φlim)
−xˆ sin(φ∆φ − Φlim) + z cos(φ∆φ − Φlim)

fu¨r 0 ≤ i < 8 (7.28)
mit
xˆ =
{
−d2 : 0 ≤ i < 4
d
2 : 4 ≤ i < 8
y =
{ (
1−R
2 + ρ
)
∆ρ − ∆ρ2 : i ∈ {0, 2, 4, 6}(
1−R
2 + ρ
)
∆ρ +
∆ρ
2 : i ∈ {1, 3, 5, 7}
z =
{ (
1−A
2 + a
)
∆a − ∆a2 : i ∈ {0, 1, 4, 5}(
1−A
2 + a
)
∆a + ∆a2 : i ∈ {2, 3, 6, 7}
.
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Abbildung 7.8: Geometrie der LOR im 3D-CTI-Sinogramm
7.1.3 3D-CTI-Sinogramm
Im 3D-Modus eines CTI-PET-Scanners werden nicht nur Sinogramme in den einzelnen senk-
rechten Ringebenen gemessen, sondern zusa¨tzlich in axial gekippten Segmenten, deren Winkel
und Anzahl von den Einstellungen fu¨r Span und Ringdifferenz abha¨ngen (s. Kap. 2.5.2). Nach
der Bogenkorrektur der Messdaten ergibt sich die geometrische Situation nach Abb. 7.8. Auch
hier werden zwei gegenu¨berliegende planare Detektoren, die aus R Kristallen mit einer radialen
La¨nge von ∆ρ und einer axialen La¨nge von ∆a bestehen, in Θ Schritten mit einer Winkelschritt-
weite von ∆θ (∆θ = 180◦/Θ) um das Objekt gedreht. Der Detektorabstand ist dabei mit d
gegeben. Die gesamte Ringebene ist um den Winkel η in axialer Richtung um die xˆ/y-Ebene
gekippt und um zo entlang der La¨ngsachse des Tomographen verschoben.
Sei T die Anzahl der gemessenen Segmente1 und S[t] mit 0 ≤ t < T die Anzahl der Schich-
ten im jeweiligen Segment. Dann verla¨uft die LOR k(t, s, ρ, θ) mit 0 ≤ t < T , 0 ≤ s < S[t],
0 ≤ ρ < R und 0 ≤ θ < Θ im transaxialen Winkel θ∆θ − 90◦ und ist im Koordinatensystem der
Sinogrammebene
(
1−R
2 + ρ
)
∆ρ vom Ursprung entfernt. Die Ringebene ist dabei um
zo =
(
1− S[t]
2
+ s
)
∆a fu¨r 0 ≤ t < T
1Fu¨r eine Messung mit den Segmenten −2, −1, 0, 1 und 2 gilt: T = 5.
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entlang der La¨ngsachse des Tomographen verschoben und um den Winkel
η(t) =

0 : t = 0
tan−1
(b t+12 c·Span·rd
d
)
: t > 0 ∧ t ungerade
− tan−1
(b t+12 c·Span·rd
d
)
: t > 0 ∧ t gerade
(7.29)
um die xˆ/y-Ebene gekippt (vgl. Abb. 2.27 und Abb. 2.28, sowie Formel 2.2). Hierbei sei rd
die Dicke eines Detektorringes. Das rekonstruierte Bild besteht aus l × l × Z Voxeln mit einer
Seitenla¨nge von ∆2xˆy × ∆z (∆xˆy = ∆xˆ = ∆z). Der rekonstruierbare Bildbereich erstreckt sich
dabei auf einen Zylinder mit dem Durchmesser R∆ρ und der La¨nge S[0]∆a. Die Geometrie des
Detektorsystems (R, ∆ρ, Θ, ∆a, Span, RDmax, d, rd) ist abha¨ngig von der Hardware bzw. den
Einstellungen, die bei der Messung vorgenommen wurden. Die Maße des rekonstruierten Bildes
(l, ∆xˆy, Z, ∆z) ko¨nnen frei gewa¨hlt werden. Dabei sollte gelten:
l∆xˆy ≈ R∆ρ und Z∆z ≈ S[0] ·∆a.
Zoom oder Unzoom lassen sich in transaxialer und axialer Richtung getrennt vorgeben:
∆xˆy < ∆ρ (Zoom in transaxialer Richtung)
∆z < ∆a (Zoom in axialer Richtung)
∆xˆy > ∆ρ (Unzoom in transaxialer Richtung)
∆z > ∆a (Unzoom in axialer Richtung).
Die Geometrie von 3D-CTI-Daten entspricht der von 3D-Sinogrammen. Die axiale Verschie-
bung ist hier z0, also: (
1−A
2
+ a
)
∆a −→
(
1− S[t]
2
+ s
)
∆a
und der Kippwinkel um die xˆ/y-Ebene ist η statt φ:
φ∆φ − Φlim −→ η(t).
Die Geradengleichungen fu¨r die 3D-CTI-LORs ergeben sich damit aus den Formeln 7.17, 7.18,
7.21, 7.22 sowie 7.25 und 7.26:
fxˆ,z(z) =
(
1−R
2
+ ρ
)
∆ρ cos(θ∆θ) +
(
1− S[t]
2
+ s
)
∆a
sin(θ∆θ)
sin(η(t))
−
z
sin(θ∆θ) cos(η(t))
sin(η(t))
(7.30)
fy,z(z) =
(
1−R
2
+ ρ
)
∆ρ sin(θ∆θ)−
(
1− S[t]
2
+ s
)
∆a
cos(θ∆θ)
sin(η(t))
+
z
cos(θ∆θ) cos(η(t))
sin(η(t))
(7.31)
fxˆ,y(y) =
(
1−R
2
+ ρ
)
∆ρ
1
cos(θ∆θ)
− y sin(θ∆θ)
cos(θ∆θ)
(7.32)
fz,y(y) = −
(
1−R
2
+ ρ
)
∆ρ
sin(η(t)) sin(θ∆θ)
cos(θ∆θ) cos(η(t))
+
(
1− S[t]
2
+ s
)
∆a
1
cos(η(t))
+
y
sin(η(t))
cos(θ∆θ) cos(η(t))
(7.33)
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fy,xˆ(xˆ) =
(
1−R
2
+ ρ
)
∆ρ
1
sin(θ∆θ)
− xˆcos(θ∆θ)
sin(θ∆θ)
(7.34)
fz,xˆ(xˆ) =
(
1−R
2
+ ρ
)
∆ρ
sin(η(t)) cos(θ∆θ)
sin(θ∆θ) cos(η(t))
+
(
1− S[t]
2
+ s
)
∆a
1
cos(η(t))
−
xˆ
sin(η(t))
sin(θ∆θ) cos(η(t))
. (7.35)
Auf die gleiche Weise erha¨lt man die Formel zur Berechnung der Eckpunkte p0, . . . , p7 der beiden
Kristalle einer LOR (vgl. Abb. 7.7) aus Gleichung 7.28:
pi =
 pixˆpiy
piz
 =
 xˆ sin(θ∆θ) cos(η(t)) + y cos(θ∆θ) + z sin(θ∆θ) sin(η(t))−xˆ cos(θ∆θ) cos(η(t)) + y sin(θ∆θ)− z cos(θ∆θ) sin(η(t))
−xˆ sin(η(t)) + z cos(η(t))

fu¨r 0 ≤ i < 8 (7.36)
mit
xˆ =
{
−d2 : 0 ≤ i < 4
d
2 : 4 ≤ i < 8
y =
{ (
1−R
2 + ρ
)
∆ρ − ∆ρ2 : i ∈ {0, 2, 4, 6}(
1−R
2 + ρ
)
∆ρ +
∆ρ
2 : i ∈ {1, 3, 5, 7}
z =

(
1−S[t]
2 + s
)
∆a − ∆a2 : i ∈ {0, 1, 4, 5}(
1−S[t]
2 + s
)
∆a + ∆a2 : i ∈ {2, 3, 6, 7}
.
7.1.4 3D-Listmode
Bei den 3D-Listmode-Daten des TierPETs sind das Koordinatensystem des Tomographen und
das des Messdatensatzes identisch; hier findet also im Vorfeld keine Bogenkorrektur oder a¨hn-
liches statt. Die geometrische Situation ist in Abb. 7.9 dargestellt. Beim TierPET werden zwei
planare Detektoren aus R×A Kristallen mit der radialen La¨nge ∆ρ und der axialen La¨nge ∆a
verwendet, die sich im Abstand d zueinander befinden2. Die Detektoren werden in Θ transaxia-
len Winkelschritten mit Schrittweiten von ∆θ (∆θ = 180◦/Θ) um das Objekt gedreht.
Die LOR k(k1r, k1a, k2r, k2a, θ) mit 0 ≤ θ < Θ, 0 ≤ k1r, k2r < R und 0 ≤ k1a, k2a < A
verla¨uft damit zwischen dem Kristall (k1r, k1a) des ersten Detektorblocks und Kristall (k2r, k2a)
des zweiten Blocks. Der Kristallmittelpunkt ist in der radialen Richtung
(
1−R
2 + k1r
)
∆ρ bzw.(
1−R
2 + k2r
)
∆ρ und in der axialen Richtung
(
1−A
2 + k1a
)
∆a bzw.
(
1−A
2 + k2a
)
∆a vom je-
weiligen Detektormittelpunkt entfernt. Dabei ist zu beachten, dass die radialen Achsen der
Detektorblock-Koordinatensysteme in entgegengesetzte Richtungen zeigen. Die Detektorblo¨cke
sind transaxial im Winkel θ∆θ um den Ursprung des Koordinatensystems gedreht. Das rekon-
struierte Bild besteht aus l× l×Z Voxeln mit einer Seitenla¨nge von ∆2xˆy×∆z (∆xˆy = ∆xˆ = ∆y).
Der rekonstruierbare Bereich ist auf einen Zylinder mit dem Durchmesser R∆ρ und der La¨nge
A∆a beschra¨nkt. Auch hier ist die Geometrie des Detektorsystems (R, ∆ρ, Θ, A, ∆a, d) durch
die Messdaten vorgegeben. Die Maße des rekonstruierten Bildes (l, ∆xˆy, Z, ∆z) ko¨nnen fu¨r die
Rekonstruktion frei gewa¨hlt werden. Es sollte gelten:
l∆xˆy ≈ R∆ρ und Z∆z ≈ A∆a.
2Beim TierPET werden zwar vier planare Detektoren benutzt, jedoch ko¨nnen Koinzidenzen nur zwischen
zwei gegenu¨berliegenden Detektoren aufgezeichnet werden. Da zudem jedes Detektorpaar nur einen 90◦-Bereich
abtastet, entspricht dies einem System mit nur einem Detektorpaar, das den kompletten 180◦-Bereich misst.
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Abbildung 7.9: Geometrie der LOR in 3D-Listmode-Daten
Zoom bzw. Unzoom lassen sich dabei wieder in transaxialer und axialer Richtung getrennt
vorgeben:
∆xˆy < ∆ρ (Zoom in transaxialer Richtung)
∆z < ∆a (Zoom in axialer Richtung)
∆xˆy > ∆ρ (Unzoom in transaxialer Richtung)
∆z > ∆a (Unzoom in axialer Richtung).
Um die Koinzidenzlinie k(k1r, k1a, k2r, k2a, θ) in das kartesische Koordinatensystem zu trans-
formieren, werden auch hier Geradengleichungen bestimmt.
Die Koordinaten des Mittelpunktes der jeweiligen Kristalloberfla¨che ko¨nnen dabei auf einfache
Weise aus Abb. 7.9 hergeleitet werden. Mit Formel 7.5 ergibt sich die Position des Kristalls
(k1r, k1a):
k1 =
 k1xˆk1y
k1z
 =

d
2 cos(θ∆θ)−
(
1−R
2 + k1r
)
∆ρ sin(θ∆θ)
d
2 sin(θ∆θ) +
(
1−R
2 + k1r
)
∆ρ cos(θ∆θ)(
1−A
2 + k1a
)
∆a
 .
Der Kristall (k2r, k2a) ist um 180◦ um die z-Achse gedreht. Außerdem ist die radiale Achse
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gespiegelt, so dass gilt:
k2 =
 k2xˆk2y
k2z
 =
 −
d
2 cos(θ∆θ) +
(
1−R
2 + k2r
)
∆ρ sin(θ∆θ)
−d2 sin(θ∆θ)−
(
1−R
2 + k2r
)
∆ρ cos(θ∆θ)(
1−A
2 + k2a
)
∆a
 .
Hieraus ergeben sich fu¨r eine Gerade ~g, die nicht parallel zur ~ˆx~y-Ebene liegt (d. h. k1z 6= k2z),
die Gleichungen
fxˆ,z(z) = k1xˆ + (z − k1z)k1xˆ − k2xˆ
k1z − k2z (7.37)
fy,z(z) = k1y + (z − k1z)k1y − k2y
k1z − k2z . (7.38)
Liegt die Gerade nicht parallel zur ~ˆx~z-Ebene (d. h. k1y 6= k2y) gilt:
fxˆ,y(y) = k1xˆ + (y − k1y)k1xˆ − k2xˆ
k1y − k2y (7.39)
fz,y(y) = k1z + (y − k1y)k1z − k2z
k1y − k2y . (7.40)
Und schließlich fu¨r eine Gerade, die nicht parallel zur ~y~z-Ebene liegt (d. h. k1xˆ 6= k2xˆ):
fy,xˆ(xˆ) = k1y + (x− k1xˆ)k1y − k2y
k1xˆ − k2xˆ (7.41)
fz,xˆ(xˆ) = k1z + (x− k1xˆ)k1z − k2z
k1xˆ − k2xˆ . (7.42)
Die Eckpunkte p0, . . . , p7 der Kristalle einer LOR (vgl. Abb. 7.7) ko¨nnen wie folgt bestimmt
werden:
pi =
 pixˆpiy
piz
 =
 xˆ cos(θ∆θ)− y sin(θ∆θ)xˆ sin(θ∆θ) + y cos(θ∆θ)
z
 fu¨r 0 ≤ i < 8 (7.43)
mit
xˆ =
{
−d2 : 0 ≤ i < 4
d
2 : 4 ≤ i < 8
y =

− (1−R2 + k2r)∆ρ + ∆ρ2 : i ∈ {0, 2}
− (1−R2 + k2r)∆ρ − ∆ρ2 : i ∈ {1, 3}(
1−R
2 + k1r
)
∆ρ +
∆ρ
2 : i ∈ {4, 6}(
1−R
2 + k1r
)
∆ρ − ∆ρ2 : i ∈ {5, 7}
z =

(
1−A
2 + k2a
)
∆a − ∆a2 : i ∈ {0, 1}(
1−A
2 + k2a
)
∆a + ∆a2 : i ∈ {2, 3}(
1−A
2 + k1a
)
∆a − ∆a2 : i ∈ {4, 5}(
1−A
2 + k1a
)
∆a + ∆a2 : i ∈ {6, 7}
.
7.2 Gewichtungsschemata
In der Literatur werden verschiedene Verfahren zur Berechnung der geometrischen Gewichte aji
beschrieben, die sich in ihrer Genauigkeit und dem erforderlichen Rechenaufwand unterscheiden.
Die gebra¨uchlichsten Methoden werden im Folgenden dargestellt und miteinander verglichen.
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7.2.1 0-1-Gewichtung
Die 0-1- oder bina¨re Gewichtung ist die einfachste Art der Gewichtsberechnung und war vor
allem in den Anfa¨ngen der iterativen Rekonstruktion verbreitet [GBH70, Gor74, HL76]. Der
Wert aji ist dabei 1, wenn die Koinzidenzlinie k(j) den Voxel xi trifft:
aji =
{
1 : k(j) trifft xi
0 : sonst
Abb. 7.10 zeigt die Zeile aj der Systemmatrix fu¨r eine Koinzidenzlinie. Der Voxel wird dabei
Abbildung 7.10: Bina¨re Gewichtung (links: 2D, rechts: 3D)
genau dann getroffen, wenn die Koinzidenzlinie die Voxelbegrenzungen in mehr als einem Punkt
schneidet. Die Berechnung unterscheidet sich nach der Dimensionalita¨t des rekonstruierten Bil-
des.
2D-Rekonstruktion Es gibt maximal vier mo¨gliche Schnittpunkte, die mit den Gleichungen
7.3 und 7.4 bestimmt werden ko¨nnen (vgl. Abb. 7.11). Sind mindestens zwei der Bedingungen
2: yp −∆xˆy ≤ fy(xˆp −∆xˆy) ≤ yp + ∆xˆy
4: yp −∆xˆy ≤ fy(xˆp + ∆xˆy) ≤ yp + ∆xˆy
1: xˆp −∆xˆy ≤ fxˆ(yp −∆xˆy) ≤ xˆp + ∆xˆy
3: xˆp −∆xˆy ≤ fxˆ(yp + ∆xˆy) ≤ xˆp + ∆xˆy
erfu¨llt, wird der Pixel mit dem Mittelpunkt (xˆp, yp) von der Linie getroffen.
3D-Rekonstruktion Im 3D-Raum gibt es maximal sechs Schnittpunkte zwischen der Koin-
zidenzlinie und den Begrenzungsebenen eines Voxels (vgl. Abb. 7.12), die mit den Gleichungen
7.17-7.26, 7.30-7.35 bzw. 7.37-7.42 bestimmt werden ko¨nnen. Sind mindestens zwei der sechs
Bedingungen
xˆp −∆xˆy ≤ fxˆ,z(zp −∆z) ≤ xˆp + ∆xˆy ∧ yp −∆xˆy ≤ fy,z(zp −∆z) ≤ yp + ∆xˆy
xˆp −∆xˆy ≤ fxˆ,z(zp + ∆z) ≤ xˆp + ∆xˆy ∧ yp −∆xˆy ≤ fy,z(zp + ∆z) ≤ yp + ∆xˆy
xˆp −∆xˆy ≤ fxˆ,y(yp −∆xˆy) ≤ xˆp + ∆xˆy ∧ zp −∆z ≤ fz,y(yp −∆xˆy) ≤ zp + ∆z
xˆp −∆xˆy ≤ fxˆ,y(yp + ∆xˆy) ≤ xˆp + ∆xˆy ∧ zp −∆z ≤ fz,y(yp + ∆xˆy) ≤ zp + ∆z
yp −∆xˆy ≤ fy,xˆ(xˆp −∆xˆy) ≤ yp + ∆xˆy ∧ zp −∆z ≤ fz,xˆ(xˆp −∆xˆy) ≤ zp + ∆z
yp −∆xˆy ≤ fy,xˆ(xˆp + ∆xˆy) ≤ yp + ∆xˆy ∧ zp −∆z ≤ fz,xˆ(xˆp + ∆xˆy) ≤ zp + ∆z
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Abbildung 7.11: Schnittpunkte zwischen den Pixelgrenzen und der Koinzidenzlinie
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Abbildung 7.12: Schnittpunkte zwischen den Voxelgrenzen und der Koinzidenzlinie
erfu¨llt, wird der Pixel mit dem Mittelpunkt (xˆp, yp, zp) von der Linie getroffen.
7.2.2 Schnittla¨ngen-Gewichtung
Bei der Schnittla¨ngen-Gewichtung (LOI: Length-of-Intersection) [GHM+85, HM93] wird beru¨ck-
sichtigt, wie stark ein Voxel von der Koinzidenzlinie getroffen wird. Das Gewicht aji entspricht
dabei der La¨nge der LOR zwischen Ein- und Austrittspunkt des Voxels. Abb. 7.13 zeigt die
Zeile aj der Systemmatrix fu¨r eine Koinzidenzlinie. Je ho¨her das Gewicht eines Voxels ist, desto
dunkler ist dieser dargestellt.
Zuna¨chst werden, wie bei der 0-1-Gewichtung in Abschnitt 7.2.1, die Schnittpunkte der LOR
mit den Bergrenzungslinien des Voxels bestimmt. Trifft die Gerade den Voxel in einem Eckpunkt,
schneidet sie hier mehrere Begrenzungslinien, so dass der selbe Schnittpunkt mehrfach gefunden
wird. Die gesuchte Schnittla¨nge ist deshalb die gro¨ßte Entfernung zwischen zwei der gefundenen
Punkte.
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Abbildung 7.13: Schnittla¨ngen-Gewichtung (links: 2D, rechts: 3D)
2D-Rekonstruktion Hier werden maximal vier Schnittpunkte p0, . . . , p3 gefunden. Sei n die
Anzahl der Schnittpunkte. Dann wird das Gewicht des Pixels mit
aji =
{
n−1
max
e=0
n−1
max
q=e
√
(pexˆ − pqxˆ)2 + (pey − pqy)2 : 2 ≤ n ≤ 4
0 : 0 ≤ n ≤ 1
berechnet.
3D-Rekonstruktion Das Gewicht des Voxels ist hier die gro¨ßte Entfernung zwischen zwei
der maximal sechs mo¨glichen Schnittpunkte p0, . . . , p5:
aji =
{
n−1
max
e=0
n−1
max
q=e
√
(pexˆ − pqxˆ)2 + (pey − pqy)2 + (pez − pqz)2 : 2 ≤ n ≤ 6
0 : 0 ≤ n ≤ 1.
7.2.3 Fla¨chen- und Volumen-Gewichtung
Die Fla¨chen- bzw. Volumen-Gewichtung beru¨cksichtigt die Ausdehnung einer Koinzidenzlinie,
d. h. statt der Koinzidenzlinie wird eine Koinzidenzro¨hre betrachtet. Das Gewicht entspricht der
Schnittfla¨che bzw. dem Schnittvolumen zwischen der LOR und dem Voxel.
2D-Rekonstruktion Bei der Exakte-Fla¨chen-Gewichtung [Lip95], die bei der 2D-Rekonstruk-
tion verwendet werden kann, entspricht das Gewicht aji der Schnittfla¨che zwischen der Koinzi-
denzlinie und dem Pixel (vgl. Abb. 7.14).
Die Begrenzungslinien der LOR k(ρ, θ) sind durch k(ρ −∆ρ/2, θ) und k(ρ + ∆ρ/2, θ) gegeben.
Zuna¨chst werden die Schnittpunkte zwischen der Linie k(ρ −∆ρ/2, θ) und dem Pixel mit dem
Verfahren aus Abschnitt 7.2.1 bestimmt. Evtl. doppelt gefundene Schnittpunkte werden dabei
als einzelner Schnittpunkt gewertet, so dass entweder zwei verschiedene Schnittpunkte oder kei-
ner gefunden wird. Die Schnittpunkte beziehen sich dabei auf ein Koordinatensystem, dessen
Ursprung im Mittelpunkt des Pixels liegt.
Wird der Pixel getroffen, wird seine Fla¨che dadurch in zwei Teile geteilt. Die Gro¨ße der Teilfla¨che
F1, die zur Mitte der Koinzidenzlinie hin liegt, wird berechnet. Hierbei sind die acht Fa¨lle zu
unterscheiden, die als dunkle Fla¨chen in Abb. 7.15 zu sehen sind. Die Fla¨chen ko¨nnen wie folgt
berechnet werden:
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∆ρ
Abbildung 7.14: Exakte-Fla¨chen-Gewichtung (2D)
1. die Schnittpunkte liegen auf den beiden horizontalen Seiten des Pixels
F1 =
(
∆xˆy
2 − p0xˆ
)
+
(
∆xˆy
2 − p1xˆ
)
2
∆xˆy =
∆xˆy − p0xˆ − p1xˆ
2
∆xˆy
2. die Schnittpunkte liegen auf den beiden vertikalen Seiten des Pixels
F1 =
(
∆xˆy
2 − p0y
)
+
(
∆xˆy
2 − p1y
)
2
∆xˆy =
∆xˆy − p0y − p1y
2
∆xˆy
3. die Schnittpunkte liegen auf der linken (pxˆ < 0) vertikalen Seite des Pixels
F1 = ∆2xˆy
4. die Schnittpunkte liegen auf der rechten (pxˆ > 0) vertikalen Seite des Pixels
F1 = 0
5. ein Schnittpunkt liegt auf der linken (pxˆ < 0) vertikalen Seite, der andere auf der oberen
(py > 0) horizontalen Seite
F1 = ∆2xˆy −
(
∆xˆy
2 + p0y
)(
∆xˆy
2 + p1xˆ
)
2
6. ein Schnittpunkt liegt auf der rechten (pxˆ > 0) vertikalen Seite, der andere auf der unteren
(py < 0) horizontalen Seite
F1 =
(
∆xˆy
2 − p1y
)(
∆xˆy
2 + p0xˆ
)
2
7. ein Schnittpunkt liegt auf der rechten (pxˆ > 0) vertikalen Seite, der andere auf der oberen
(py > 0) horizontalen Seite
F1 =
(
∆xˆy
2 − p0y
)(
∆xˆy
2 − p1xˆ
)
2
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Abbildung 7.15: Fallunterscheidung fu¨r Schnittfla¨chen-Berechnung
8. ein Schnittpunkt liegt auf der linken (pxˆ < 0) vertikalen Seite, der andere auf der oberen
(py > 0) horizontalen Seite
F1 = ∆2xˆy −
(
∆xˆy
2 + p1y
)(
∆xˆy
2 + p0xˆ
)
2
Als na¨chstes werden die Schnittpunkte mit der Koinzidenzlinie k(ρ + ∆ρ/2, θ) bestimmt und
auch hier die Gro¨ße der Teilfla¨che, die zur Mitte der Koinzidenzlinie hin liegt, berechnet. Dies
entspricht den weißen Fla¨chen in Abb. 7.15, die wie folgt berechnet werden ko¨nnen:
1.
F2 =
(
∆xˆy
2 + p0xˆ
)
+
(
∆xˆy
2 + p1xˆ
)
2
∆xˆy =
∆xˆy + p0xˆ + p1xˆ
2
∆xˆy
2.
F2 =
(
∆xˆy
2 + p0y
)
+
(
∆xˆy
2 + p1y
)
2
∆xˆy =
∆xˆy + p0y + p1y
2
∆xˆy
3.
F2 = 0
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4.
F2 = ∆2xˆy
5.
F2 =
(
∆xˆy
2 + p0y
)(
∆xˆy
2 + p1xˆ
)
2
6.
F2 = ∆2xˆy −
(
∆xˆy
2 − p1y
)(
∆xˆy
2 − p0xˆ
)
2
7.
F2 = ∆2xˆy −
(
∆xˆy
2 − p0y
)(
∆xˆy
2 − p1xˆ
)
2
8.
F2 =
(
∆xˆy
2 + p1y
)(
∆xˆy
2 + p0xˆ
)
2
Liegen alle vier Schnittpunkte im gleichen Pixel, la¨ßt sich die gesuchte Schnittfla¨che mit
aji = F1 − (∆2xˆy − F2)
berechnen. Liegen die Schnittpunkte dagegen in verschiedenen Pixeln, entspricht der jeweils
berechnete Fla¨chenanteil bereits dem gesuchten Gewicht (vgl. Abb. 7.16). Ist die Pixelbreite
gro¨ßer als die Breite der Koinzidenzlinie (∆xˆy > ∆ρ → Rekonstruktion mit Zoom), ko¨nnen
Pixel von der Koinzidenzlinie getroffen werden, ohne von den Begrenzungslinien beru¨hrt zu
werden. Um diese Pixel zu finden, werden die Pixel zeilenweise nach Schnittpunkten abgesucht.
Dabei wird fu¨r jede Zeile der erste und der letzte getroffene Pixel gespeichert und anschließend
allen dazwischen liegenden Pixeln, denen noch kein Gewicht zugeteilt wurde, das Gewicht aji =
∆2xˆy zugewiesen (s. Abb. 7.16). Dieses Vorgehen funktioniert so nur fu¨r Koinzidenzlinien im
Bereich von 0 ≤ θ < 45◦. Die Gewichte fu¨r den Bereich 45◦ ≤ θ < 180◦ mu¨ssen, wie in
Abschnitt 7.4.2 noch gezeigt werden wird, nicht explizit berechnet werden, sondern ko¨nnen u¨ber
Symmetriebeziehungen bestimmt werden.












F1
F2∆2xˆy ∆
2
xˆy
Abbildung 7.16: Berechnung der Schnittfla¨chen
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Abbildung 7.17: Mittelpunkte der Begrenzungslinien der Kristalle
3D-Rekonstruktion Die approximative Volumengewichtung basiert auf einer 0/1-Gewich-
tung, bei der zusa¨tzlich die Ausdehnung der Koinzidenzro¨hre beru¨cksichtigt wird. Ein Voxel
erha¨lt hierbei das Gewicht 1, wenn sein Mittelpunkt innerhalb der LOR3 liegt.
Fu¨r die Berechnung der Gewichte werden zuna¨chst die Mittelpunkte der Begrenzungslinien der
beiden Kristalle bestimmt (s. Abb. 7.17) Diese ko¨nnen entweder aus den oben berechneten Ko-
ordinaten der Eckpunkte oder mit den korrekten y- und z-Werten direkt aus Gleichung 7.28,
7.36 bzw. 7.43 ermittelt werden. Nun werden die Absta¨nde zwischen dem Mittelpunkt des un-
tersuchten Voxels v und den Ebenen, die durch die Punkte p0, p2, p4 und p6 bzw. p1, p3, p5 und
p7 aufgespannt werden, berechnet.
Die Ebene durch die Punkte p0, p2, p4 und p6 kann in der Parameterdarstellung mit
 p0xˆp0y
p0z
+ λ
 p0xˆ − p2xˆp0y − p2y
p0z − p2z
+ µ
 p0xˆ − p4xˆp0y − p4y
p0z − p4z

beschrieben werden. In der a¨quivalenten Normalendarstellung der Ebene wird folgende Schreib-
weise verwendet:  p0xˆp0y
p0z
 ·
 nxˆny
nz
 = h
Der Vektor ~n ist dabei ein Normalenvektor, steht also senkrecht auf der Ebene. Ein solcher
Vektor kann aus der Parameterdarstellung mit Hilfe des Kreuzproduktes berechnet werden:
 nxˆny
nz
 =
 p0xˆ − p2xˆp0y − p2y
p0z − p2z
×
 p0xˆ − p4xˆp0y − p4y
p0z − p4z

=
 (p0y − p2y) (p0z − p4z)− (p0z − p2z) (p0y − p4y)(p0z − p2z) (p0xˆ − p4xˆ)− (p0xˆ − p2xˆ) (p0z − p4z)
(p0xˆ − p2xˆ)
(
p0y − p4y
)− (p0y − p2y) (p0xˆ − p4xˆ)
 .
3Da es sich bei der Line-of-Response genau genommen nicht um eine Linie handelt, wird in der Literatur oft
auch von Tube-of-Response (TOR) gesprochen.
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Der Abstand ∆ij1 zwischen dem Punkt v und der Ebene kann nun nach [Wil89] mit
∆ij1 =
∣∣∣∣∣∣h−
 nxˆny
nz
 ·
 vxˆvy
vz
∣∣∣∣∣∣∥∥∥∥∥∥
 nxˆny
nz
∥∥∥∥∥∥
2
=
∣∣p0xˆnxˆ + p0yny + p0znz − (nxˆvxˆ + nyvy + nzvz)∣∣√
n2xˆ + n
2
y + n2z
(7.44)
bestimmt werden. Auf die gleiche Weise kann der Abstand ∆ij2 zwischen dem Punkt v und
der durch p1, p3, p5 gegebenen Ebene errechnet werden. Der Punkt v liegt dann innerhalb der
Koinzidenzro¨hre, wenn die Bedingungen
∆ij1 ≤
∆ρ
2
und ∆ij2 ≤
∆a
2
(7.45)
erfu¨llt sind. Damit ergibt sich das Gewicht aji wie folgt:
aji =
{
1 : ∆ij1 ≤ ∆ρ2 ∧ ∆ij2 ≤ ∆a2
0 : sonst
.
Die Genauigkeit der Approximation kann erho¨ht werden, indem ein Sub-Sampling durchgefu¨hrt
wird. Dabei wird jeder Voxel in mehrere Sub-Voxel unterteilt und fu¨r jeden das Gewicht be-
stimmt. Dem Voxel wird anschließend als Gewicht der Mittelwert der Gewichte der Sub-Voxel
zugeteilt. Abb. 7.18 zeigt links die Gewichte fu¨r eine Koinzidenzlinie ohne Sub-Sampling. Rechts
wird die gleiche Linie mit einem Sub-Sampling von 7 wiedergegeben. Dabei wurden die Voxel in
7× 7× 7 Sub-Voxel unterteilt.
Abbildung 7.18: Volumengewichtung (ohne und mit Sub-Sampling)
7.2.4 Statistische Gewichtung
Die statistische Gewichtung fand ihre Anwendung bisher vor allem bei Tier-PET-Scannern wie
dem Ju¨licher TierPET [TWH+96] oder dem MicroPET der UCLA (University of Southern
California, Los Angeles) [QLC+98], wo einer hohen Auflo¨sung der rekonstruierten Bilder ei-
ne besondere Bedeutung zukommt. Sie kann aber ebenso bei Human-PET-Gera¨ten eingesetzt
werden [CLC91], obwohl sie hier wegen des relativ hohen Rechenaufwandes bisher selten Ver-
wendung findet.
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Abbildung 7.19: Abha¨ngigkeit der Detektionswahrscheinlichkeit vom Emissionsort
Das Verfahren basiert auf der Tatsache, dass die Wahrscheinlichkeit, dass ein im Voxel xi emit-
tiertes Photonen-Paar in der LOR k(j) detektiert wird, von der Position des Voxels abha¨ngt.
Abb. 7.19 zeigt die Situation im 2D-Fall. Die Photonen werden in jede Richtung mit gleicher
Wahrscheinlichkeit emittiert. Die Abbildung zeigt fu¨r einen Annihilationspunkt e2 den Winkel-
bereich ξb, der zu einer Detektion in der dargestellten Koinzidenzro¨hre fu¨hrt. Fu¨r einen Zerfall,
der im Punkt e1 stattfindet, ist der entsprechende Winkelbereich ξa deutlich kleiner und damit
ist auch die Detektionswahrscheinlichkeit hier kleiner.
Das Gewicht aji sollte deshalb der Gro¨ße des Winkelbereichs entsprechen, in dem ein Ereignis im
Voxel xi auf der Koinzidenzlinie k(j) detektiert wird. Abb. 7.20 zeigt die Zeile aj der Systemma-
trix fu¨r eine Koinzidenzlinie. Hier wird bereits ein wichtiger Nachteil dieser Methode deutlich:
Abbildung 7.20: Statistische Gewichtung (links: 2D, rechts: 3D)
da der Winkel jeweils nur fu¨r den Voxelmittelpunkt berechnet wird und dem gesamten Voxel
das entsprechende Gewicht zugewiesen wird, entfaltet das Verfahren erst seine volle Wirkung,
wenn die Voxelbreite deutlich kleiner als die Kristallbreite ist (∆xˆy  ∆ρ → Rekonstruktion
mit Zoom). Hier wurde ein Zoomfaktor von 10 verwendet (10∆xˆy = ∆ρ). Dabei mu¨ssen sehr
viel mehr Gewichte berechnet werden, was einen hohen Rechenaufwand bedeutet und auch bei
der Speicherung der Gewichte zu einem wesentlich erho¨hten Platzbedarf fu¨hrt. Abb. 7.21 zeigt
die entsprechenden Gewichte fu¨r den Fall, dass Voxelbreite und Kristallbreite identisch sind.
Der Speicherplatzbedarf la¨ßt sich hier zu Lasten der Genauigkeit reduzieren, indem bei der Ge-
wichtsberechnung ein Sub-Sampling durchgefu¨hrt wird. Abb. 7.22 zeigt die Gewichte fu¨r einen
Zoom-Faktor von 3 (3∆xˆy = ∆ρ). Jeder Voxel wurde dabei in 5 × 5 Sub-Voxel unterteilt. Auf
diese Weise erreicht man eine ho¨here Genauigkeit, ohne den Zoom-Faktor zu stark erho¨hen zu
mu¨ssen.
Im rechten Teil von Abb. 7.20 werden die Gewichte fu¨r den 3D-Fall gezeigt. Dabei wurde ein
Zoom-Faktor von 7 (7∆xˆy = ∆ρ, 7∆z = ∆a) und ein Sub-Sampling-Wert von 7 (7× 7× 7 Sub-
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Abbildung 7.21: Statistische Gewichtung
ohne Zoom
Abbildung 7.22: Statistische Gewichtung
mit Zoom und Sub-Sampling
Voxel) verwendet. Im Bild ist wegen der besseren U¨bersicht nur jede 7. Voxelbegrenzungslinie
eingezeichnet. Die Zahl der zu berechnenden Gewichte ist hier um den Faktor 73 × 73 = 117649
ho¨her als bei einem Zoom-Faktor und Sub-Sampling-Wert von 1.
Im Gegensatz zu der im Folgenden vorgestellten exakten Methode zur Berechnung der De-
tektionswahrscheinlichkeit werden in der Literatur meist approximative Verfahren verwendet
[Ter97, QLC+98].
Bei der Berechnung der Gewichte wird nach der Dimensionalita¨t des rekonstruierten Bildes
unterschieden.
2D-Rekonstruktion Aus den Koordinaten der Eckpunkte der Kristalle (Formeln 7.6-7.9)
kann der Mittelpunkt der Kristalloberfla¨che bestimmt werden:
p5 =
( p0xˆ+p1xˆ
2
p0y+p1y
2
)
und p6 =
( p2xˆ+p3xˆ
2
p2y+p3y
2
)
.
Die Koordinaten des Voxelmittelpunktes, fu¨r den der Detektions-Winkelbereich ermittelt wer-
den soll, sind mit v gegeben (vgl. Abb. 7.23). Als na¨chstes wird der Abstand zwischen dem
Mittelpunkt des Voxels und den Kristalloberfla¨chen bestimmt:
c1 =
√
(p5xˆ − vxˆ)2 + (p5y − vy)2 und c2 =
√
(p6xˆ − vxˆ)2 + (p6y − vy)2.
Seien im Folgenden p2 und p3 die Eckpunkte der na¨herliegenden Kristalloberfla¨che; falls c1 < c2
ist, werden also p0 und p2 sowie p1 und p3 vertauscht. Nun werden drei Geraden g0, g1 und g2
bestimmt. g0 verla¨uft durch die Punkte p2 und p3:
g0 : y = m0xˆ+ b0 mit m0 =
p3y − p2y
p3xˆ − p2xˆ
und b0 = p2y − p2xˆm0.
Die Gerade g1 verla¨uft durch die Punkte p0 und v:
g1 : y = m1xˆ+ b1 mit m1 =
vy − p0y
vxˆ − p0xˆ
und b1 = p0y − p0xˆm1
und die Gerade g2 geht durch p1 und v:
g2 : y = m2xˆ+ b2 mit m2 =
vy − p1y
vxˆ − p1xˆ
und b2 = p1y − p1xˆm2.
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Abbildung 7.23: Berechnung der Detektionswahrscheinlichkeit
Die Schnittpunkte zwischen g1 und g0 bzw. g2 und g0 ergeben sich durch:
p7 =
(
b0−b1
m1−m0
m1b0−m0b1
m1−m0
)
und p8 =
(
b0−b2
m2−m0
m2b0−m0b2
m2−m0
)
.
Diese beiden Punkte liegen damit zwar auf der Geraden g0 aber evtl. nicht innerhalb des Bereichs
der Kristalloberfla¨che. Falls einer der Punkte außerhalb liegt, wird er durch den na¨herliegenden
Eckpunkt ersetzt, d. h. :
p7 =

p2 : p2xˆ < p3xˆ ∧ p7xˆ < p2xˆ
p3 : p2xˆ < p3xˆ ∧ p7xˆ > p3xˆ
p2 : p2xˆ > p3xˆ ∧ p7xˆ < p3xˆ
p3 : p2xˆ > p3xˆ ∧ p7xˆ > p2xˆ
p2 : p2xˆ = p3xˆ ∧ p2y < p3y ∧ p7y < p2y
p3 : p2xˆ = p3xˆ ∧ p2y < p3y ∧ p7y > p3y
p2 : p2xˆ = p3xˆ ∧ p2y > p3y ∧ p7y < p3y
p3 : p2xˆ = p3xˆ ∧ p2y > p3y ∧ p7y > p2y
p7 : sonst
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und entsprechend:
p8 =

p2 : p2xˆ < p3xˆ ∧ p8xˆ < p2xˆ
p3 : p2xˆ < p3xˆ ∧ p8xˆ > p3xˆ
p2 : p2xˆ > p3xˆ ∧ p8xˆ < p3xˆ
p3 : p2xˆ > p3xˆ ∧ p8xˆ > p2xˆ
p2 : p2xˆ = p3xˆ ∧ p2y < p3y ∧ p8y < p2y
p3 : p2xˆ = p3xˆ ∧ p2y < p3y ∧ p8y > p3y
p2 : p2xˆ = p3xˆ ∧ p2y > p3y ∧ p8y < p3y
p3 : p2xˆ = p3xˆ ∧ p2y > p3y ∧ p8y > p2y
p8 : sonst
.
Der Winkel ξ zwischen dem Voxel v und den Punkten p7 und p8 kann nun mit
ξ = cos−1
~u1 ~u2
‖ ~u1‖2‖ ~u2‖2 mit ~u1 =
(
p7xˆ − vxˆ
p7y − vy
)
und ~u2 =
(
p8xˆ − vxˆ
p8y − vy
)
⇒ ξ = cos−1 (p7xˆ − vxˆ)(p8xˆ − vxˆ) + (p7y − vy)(p8y − vy)√
(p7xˆ − vxˆ)2 + (p7y − vy)2
√
(p8xˆ − vxˆ)2 + (p8y − vy)2
berechnet werden. Das Gewicht aji wird schließlich auf den gro¨ßtmo¨glichen Winkelbereich von
360◦ normiert:
aji =
|ξ|
360◦
.
3D-Rekonstruktion Bei der Berechnung des geometrischen 3D-Gewichtes eines Voxels wer-
den Geraden durch die vier Eckpunkte des entfernter liegenden Kristalls und den Mittelpunkt
des untersuchten Voxels gelegt. Diese Geraden treffen auf den na¨herliegenden Detektor, wo die
vier Schnittpunkte zwischen den Geraden und der Detektorebene ein Rechteck aufspannen. Als
na¨chstes wird die Schnittfla¨che zwischen diesem Rechteck und der Oberfla¨che des na¨herliegenden
Kristalls bestimmt (vgl. Abb. 7.24). Die Winkel zwischen den Geraden, die die Eckpunkte dieser
Schnittfla¨che mit dem Voxel verbinden, bestimmen die gesuchte Nachweiswahrscheinlichkeit. Da
y
z
xˆ
v
Abbildung 7.24: Schnittfla¨che bei der statistischen 3D-Gewichtung
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dieses Verfahren noch einmal einen deutlich ho¨heren Aufwand als die 2D-Berechnung erfordert,
wird von einer Implementierung abgesehen.
Stattdessen kann die Nachweiswahrscheinlichkeit na¨herungsweise mit dem 2D-Verfahren ermit-
telt werden. Hierzu werden zuna¨chst die Koordinaten der Eckpunkte der Kristalle berechnet
(Formel 7.28, 7.36 bzw. 7.43). Die Punkte p0, p1, p4, p5 (vgl. Abb. 7.7) und der untersuchte Vo-
xelmittelpunkt v werden auf die xˆ/y-Ebene projiziert. Zwischen diesen Punkten kann nun nach
der vorgestellten 2D-Methode der Winkel ξ1 in der xˆ/y-Ebene bestimmt werden. Anschließend
werden die Punkte p0, p2, p4, p6 und v auf die z/y-Ebene abgebildet. Hier erha¨lt man mit dem
2D-Verfahren den Winkel ξ2. Die Nachweiswahrscheinlichkeit kann nun mit
aji =
|ξ1ξ2|
360◦ · 360◦
abgescha¨tzt werden.
7.2.5 Analyse der Gewichtungsschemata
Im Folgenden werden die verschiedenen Gewichtungsverfahren miteinander verglichen und zu-
na¨chst die Unterschiede herausgestellt. Die Auswirkungen der Berechnungsmethoden auf die
rekonstruierten Bilder werden anhand von analytisch berechneten Phantomen und realen PET-
Messungen verdeutlicht.
Die 0/1-Gewichtung hat zwei offenkundige Nachteile: sie beru¨cksichtigt weder die Ausdeh-
nung der Koinzidenzlinie noch die Sta¨rke, mit der ein Voxel getroffen wird.
Der erste Punkt wird besonders deutlich, wenn bei der Rekonstruktion ein Zoom-Faktor gro¨ßer
eins verwendet wird, also die Koinzidenzlinie breiter als ein Voxel ist. Abb. 7.25 zeigt alle Ko-
inzidenzlinien k(ρ, θ) ∀ρ ∈ {0, . . . , R − 1} fu¨r einen festen Winkel θ bei einem Zoom-Faktor
von 5. Dies entspricht der Ru¨ckprojektion einer Rechteckfunktion. Eingezeichnet sind hier auch
Abbildung 7.25: 0/1-Gewichtung mit Zoom 5
die Begrenzungslinien der einzelnen LORs. Da die Breite der LORs nicht beru¨cksichtigt wird,
entsteht in den Projektionen eine Kammstruktur, die in den Messdaten nicht enthalten ist. Da
diese Struktur in allen Winkelprojektionen auftritt, ist sie in den rekonstruierten Bildern in Form
von konzentrischen Ringen erkennbar. Abb. 7.26 zeigt hierzu links das sogenannte Shepp-Logan-
Phantom [SL74], aus dem mittels der in Abschnitt 3.1 beschriebenen analytischen Methode ein
Sinogramm berechnet werden kann. Rechts ist eine MLEM-Rekonstruktion mit 0/1-Gewichtung
abgebildet. Dabei wurde eine gestauchte Farbpalette verwendet, um die Ringe in dieser Abbil-
dung besser sichtbar zu machen.
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Abbildung 7.26: Phantom und Rekonstruktion mit 0/1-Gewichtung (Zoom 5, 20 Iterationen)
Abb. 7.27 zeigt die gleichen LORs wie in Abb. 7.25 ohne Zoom. Zusa¨tzlich sind hier die Mittel-
linien der Koinzidenzlinien eingezeichnet, die bei der Berechnung der 0/1-Gewichte verwendet
werden. Hier ist erkennbar, dass inbesondere Voxel, die von einer LOR nur knapp getroffen wer-
den, meist auch von benachbarten LORs geschnitten werden. Solche Voxel bekommen also bei
mehreren LORs das Gewicht 1 zugewiesen, so dass sie hervorgehoben werden. Im rekonstruier-
ten Bild sind sie damit als zusa¨tzliches Rauschen zu identifizieren.
Abbildung 7.27: 0/1-Gewichtung ohne
Zoom
Abbildung 7.28: Schnittla¨ngen-
Gewichtung ohne Zoom (Kontrast-
versta¨rkt)
Die Schnittla¨ngen-Gewichtung behebt dieses Problem, da Voxel, die nur knapp getroffen werden,
ein entsprechend geringeres Gewicht erhalten. Abb. 7.28 zeigt, dass die Zahl der ”u¨berbewerte-
ten“ Voxel hier geringer ist – das Bild ist entsprechend homogener. Dabei wurde der Kontrast
noch ku¨nstlich versta¨rkt, um Grauwertunterschiede im Druck erkennbar zu machen. Die konzen-
trischen Ringe, die durch die fehlende Beru¨cksichtigung der Breite der LOR verursacht werden,
sind auch bei diesem Gewichtungsschema vorhanden (s. Abb. 7.29).
Erst wenn bei der Gewichtung die exakten Schnittfla¨chen bestimmt werden, tritt auch die
Kammstruktur nicht mehr auf (s. Abb. 7.30), so dass ein Bild ohne entsprechende Artefakte
rekonstruiert werden kann (s. Abb. 7.31). Die Palette ist hier weniger stark gestaucht, da durch
das Fehlen des hochfrequenten Rauschens, dass durch die U¨berbewertung einzelner Pixel ent-
steht, der maximale Voxelwert im Bild entsprechend kleiner ist.
Je ho¨her der Zoom-Faktor ist, desto genauer wird die Geometrie der Koinzidenzlinie in der
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Abbildung 7.29: Schnittla¨ngen-
Gewichtung mit Zoom 5
Abbildung 7.30: Fla¨chen-Gewichtung mit
Zoom 5
Abbildung 7.31: Fla¨chen-Gewichtung mit Zoom 5
Systemmatrix modelliert. Da dem gesamten Voxel als Gewicht die Gro¨ße der Schnittfla¨che zu-
gewiesen wird, bekommen auch Voxelteile ein entsprechendes Gewicht, die nicht auf der LOR
liegen. Dieser Diskretisierungs-Effekt kann durch das Zoomen reduziert werden, wie beim Ver-
gleich der Abbildungen 7.32 und 7.33 deutlich wird. Eine Rekonstruktion mit Zoom fu¨hrt deshalb
zu einer etwas ho¨heren Auflo¨sung, da die Diskretisierungseffekte geringer ausfallen.
Die Unterschiede zwischen den Gewichtungsschemata, die hier anhand von 2D-Darstellungen
beschrieben wurden, treten in gleicher Weise auch bei 3D-Rekonstruktionen auf. Der Sub-
Sampling-Faktor der approximativen Volumen-Gewichtung bestimmt dabei, wie stark der Effekt
der u¨berbewerteten Voxel auftritt. Geht dieser Faktor gegen Unendlich, erha¨lt man eine exakte
Volumen-Gewichtung, die mit der exakten Fla¨chen-Gewichtung im 2D-Fall verglichen werden
kann.
Die statistische Gewichtung wird hier nicht anhand von analytisch berechneten Phantomen
dargestellt, da mit der Nachweiswahrscheinlichkeit ein Effekt modelliert wurde, der in solchen
Phantom-Daten nicht auftritt. Hierzu mu¨ssten die Messdaten z. B. mittels einer Monte-Carlo-
Simulation der Zerfallsprozesse [ZM99], bei der dann auch der Ort des Zerfalls beru¨cksichtigt
wird, berechnet werden.
Alternativ bietet sich die Messung eines realen Phantoms in einem PET-Scanner an. Die oben
beschriebenen Effekte wirken sich auf die Homogenita¨t und die Auflo¨sung rekonstruierter Da-
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Abbildung 7.32: Fla¨chen-Gewichtung oh-
ne Zoom
Abbildung 7.33: Fla¨chen-Gewichtung mit
Zoom 10
tensa¨tze aus. Zur Untersuchung der Homogenita¨t wird ein zylindrischer Beha¨lter (O/ = 200 mm)
mit einer 18F -Lo¨sung gefu¨llt und in einem PET-Scanner (CTI/Siemens ECAT Exact HR+)
im 3D-Modus gemessen (Θ = 144, R = 288, d = 825 mm, Span= 9, S = (63, 53, 53, 35, 35),
rd = 4.85 mm). In den rekonstruierten Bildern wird in den homogenen Aktivita¨tsbereich einer
Schicht eine kreisfo¨rmige ROI (Region of Interest) gelegt (s. Abb. 7.34). Die relative Standard-
abweichung der Voxel innerhalb der ROI dient als Maß fu¨r die Homogenita¨t der Rekonstruktion.
Abbildung 7.34: ROI im Homogenita¨tsphantom
Zur Untersuchung der 2D-Gewichtungsschemata wird der gemessene 3D-Datensatz vor der Re-
konstruktion mittels eines Fourier-Rebinnings (s. Kapitel 4.3) in einen 2D-Datensatz (Θ = 144,
R = 256) umgerechnet. Abb. 7.35 zeigt die relative Standardabweichungen fu¨r unterschiedli-
che 2D-Gewichtungsschemata nach einer OSEM-Rekonstruktion mit acht Subsets. Die anhand
theoretischer U¨berlegungen und mathematischer Phantome gemachten Feststellungen bezu¨glich
der Homogenita¨t werden hier besta¨tigt. Die 0-1-Gewichtung resultiert im sta¨rksten Rauschen
wa¨hrend die Schnittla¨ngen- (LOI) und die Fla¨chengewichtung (EA) entsprechend bessere Er-
gebnisse liefern. Verwendet man die statistische Gewichtung (Prob) mit ausreichend großen Sub-
Sampling-Werten, erha¨lt man a¨hnliche Resultate wie bei der Fla¨chengewichtung. Die Fla¨chen-
gewichtung erweist sich hier als die ”beste“ Gewichtung im Sinne der kleinsten relativen Stan-
dardabweichung, dicht gefolgt von der statistischen (Sub=5) und der Schnittla¨ngengewichtung.
Die genauen Werte werden in Tabelle 7.1 angegeben.
Die relativen Standardabweichungen fu¨r die 3D-Gewichtungsschemata sind in Abb. 7.36 bzw.
Tabelle 7.2 angegeben. Die Ergebnisse entsprechen im Wesentlichen denen des 2D-Falls. Hier
zeigen sich entsprechend die approximative Volumengewichtung und die statistische Gewichtung
jeweils bei ho¨heren Sub-Sampling-Werten als u¨berlegen, aber auch die Schnittla¨ngengewichtung
fu¨hrt noch zu relativ guten Ergebnissen.
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Abbildung 7.35: Standardabweichungen bei verschiedenen 2D-Gewichtungsschemata
Itera- 0-1 LOI EA Prob (Sub=1) Prob (Sub=3) Prob (Sub=5)
tionen StdDev [%] StdDev [%] StdDev [%] StdDev [%] StdDev [%] StdDev [%]
1 3.8 3.27 3.19 5.44 3.21 3.22
2 5.57 4.48 4.31 8.48 4.39 4.39
3 7.33 5.68 5.44 10.92 5.55 5.55
4 8.86 6.68 6.39 12.94 6.52 6.52
5 10.2 7.51 7.19 14.67 7.33 7.34
Tabelle 7.1: Standardabweichungen bei verschiedenen 2D-Gewichtungsschemata
Itera- 0-1 LOI AV (Sub=1) AV (Sub=3) Prob (Sub=3) Prob (Sub=5)
tionen StdDev [%] StdDev [%] StdDev [%] StdDev [%] StdDev [%] StdDev [%]
1 4.56 4.17 4.56 3.99 4.07 4.07
2 6.86 5.64 6.62 5.16 5.61 5.41
3 9.12 7.32 8.84 6.65 7.17 6.93
4 11.12 8.81 10.80 8.00 8.60 8.33
5 12.92 10.14 12.55 9.23 9.89 9.59
Tabelle 7.2: Standardabweichungen bei verschiedenen 3D-Gewichtungsschemata
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Abbildung 7.36: Standardabweichungen bei verschiedenen 3D-Gewichtungsschemata
Zum Vergleich der mit den verschiedenen Gewichtungsschemata erreichten Auflo¨sungen wird
eine Linienquelle, die parallel zur La¨ngsachse des Scanners liegt, gemessen. Im rekonstruierten
Datensatz wird ein Profil senkrecht zur Linie gelegt, an welches dann eine Gauß-Kurve gefittet
wird (s. Abb. 7.37). Der FWHM-Wert der Gauß-Kurve (FWHM= 2.35482 · σ, s. S. 72) gibt die
Breite der Linie und damit die Auflo¨sung des rekonstruierten Bildes an.4 Der Datensatz wird in
der gleichen Weise rekonstruiert wie beim Homogenita¨tsphantom. In Abb. 7.38 und Tabelle 7.3
Profillinie ⇒
Abbildung 7.37: Bestimmung der Linienbreite mittels einer Gauß-Kurve
4Da hier nicht die Auflo¨sung des Scanners bestimmt werden soll, sondern nur Auflo¨sungsunterschiede in den
rekonstruierten Bildern, beschra¨nkt sich die Bestimmung der Auflo¨sung auf eine Raumrichtung.
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werden die Auflo¨sungen fu¨r die 2D-Gewichtungsschemata gezeigt. Auch hier besta¨tigen sich die
Ergebnisse der zu Beginn von Abschnitt 7.2.5 durchgefu¨hrten theoretischen Analyse. Die 0-1-
Gewichtung fu¨hrt in den rekonstruierten Bildern zur niedrigsten Auflo¨sung, die Schnittla¨ngen-
und Fla¨chengewichtung liefern geringfu¨gig bessere Werte. Die relativ hohe Auflo¨sung bei der
statistischen Gewichtung ohne Sub-Sampling (Sub=1) du¨rften mit dem starken Rauschen (vgl.
Tab. 7.1) zusammenha¨ngen. Verwendet man hier jedoch die Sub-Sampling-Methode, erreicht
man nicht nur bei der Homogenita¨t, sondern auch bei der Auflo¨sung a¨hnliche Werte wie die
Fla¨chengewichtung. Der positive Auflo¨sungseffekt bei einer Rekonstruktion mit Zoom, der be-
reits anhand der Abbildungen 7.32 und 7.33 beschrieben wurde, wird hier am Beispiel der
Fla¨chengewichtung (Zoom=5) verdeutlicht. Im Gegenzug erho¨ht sich hier jedoch der Rechen-
aufwand und Speicherplatzbedarf entsprechend.
1 2 3 4 5
5
5.25
5.5
5.75
6
6.25
6.5
6.75
7
7.25
0−1
LOI
EA (Zoom=1)
EA (Zoom=5)
Prob (Sub=1)
Prob (Sub=3)
Prob (Sub=5
Iterationen
Auflo¨sung (FWHM)
[mm]
Abbildung 7.38: Auflo¨sungen bei verschiedenen 2D-Gewichtungsschemata
Itera- 0-1 LOI EA (Zoom=1) EA (Zoom=5) Prob (Sub=1) Prob (Sub=3)
tionen FWHM FWHM FWHM FWHM FWHM FWHM
[mm] [mm] [mm] [mm] [mm] [mm]
1 7.18 7.07 6.85 5.45 6.33 6.91
2 7.05 6.98 6.83 5.61 6.16 6.87
3 6.84 6.87 6.79 5.64 6.08 6.78
4 6.65 6.8 6.75 5.64 6.05 6.71
5 6.5 6.76 6.71 5.64 6.04 6.67
Tabelle 7.3: Auflo¨sungen bei verschiedenen 2D-Gewichtungsschemata
Abb. 7.39 und Tabelle 7.4 geben die Auflo¨sungen fu¨r die 3D-Gewichtungsschemata an. Hierbei
bietet sich ein a¨hnliches Bild, wobei jedoch die 0-1-Gewichtung zu einer relativ hohen Auflo¨sung
fu¨hrt. Dies ist wahrscheinlich auf die steilen Kanten zwischen getroffenen und nicht getroffenen
Voxel zuru¨ckzufu¨hren. Die approximative Volumen- und die statistische Gewichtung fu¨hren erst
bei ho¨heren Sub-Sampling-Werten zu etwas besseren Auflo¨sungen.
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Abbildung 7.39: Auflo¨sungen bei verschiedenen 3D-Gewichtungsschemata
Itera- 0-1 LOI AV (Sub=1) AV (Sub=3) Prob (Sub=3) Prob (Sub=5)
tionen FWHM FWHM FWHM FWHM FWHM FWHM
[mm] [mm] [mm] [mm] [mm] [mm]
1 4.65 4.80 4.78 4.60 4.67 4.63
2 4.39 4.68 4.67 4.35 4.46 4.41
3 4.24 4.63 4.62 4.26 4.38 4.32
4 4.15 4.61 4.59 4.20 4.34 4.27
5 4.10 4.60 4.57 4.17 4.32 4.25
Tabelle 7.4: Auflo¨sungen bei verschiedenen 3D-Gewichtungsschemata
Ein weiteres Resultat der Auflo¨sungsuntersuchungen ist, dass die vollsta¨ndige iterative 3D-
Rekonstruktion zu ho¨heren Auflo¨sungen fu¨hrt als das weit verbreitete Fourier-Rebinning (s. Kap.
4.3) in Verbindung mit einer iterativen 2D-Rekonstruktion.
Zusammenfassend la¨sst sich damit feststellen, dass bei einer 2D-Rekonstruktion die exak-
te Fla¨chengewichtung oder die statistischen Gewichtung mit Sub-Sampling verwendet werden
sollte, um rekonstruierte Bilder mit geringem Rauschen und guter Auflo¨sung zu erhalten. Ent-
sprechend sollte bei 3D-Rekonstruktionen die approximative Volumen- oder die statistische
Gewichtung jeweils mit Sub-Sampling verwendet werden. Um den hierbei relativ großen Auf-
wand zur Berechnung der Systemmatrix zu vermeiden, kann auch auf die geringfu¨gig schlechtere
Schnittla¨ngengewichtung zuru¨ckgegriffen werden.
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7.3 Berechnung der Systemmatrix
Durch die große Anzahl der geometrischen Gewichte, die fu¨r die Systemmatrix Ageom berechnet
werden mu¨ssen, ist eine effiziente Implementierung der in Abschnitt 7.2 beschriebenen Berech-
nungen besonders wichtig. Im Folgenden werden einige Optimierungstechniken erla¨utert, die bei
der Berechnung der Matrix verwendet werden.
Die naheliegenste und trivialste Optimierungsmo¨glichkeit liegt in der Vorausberechnung und
Tabellierung konstanter Teile der Formeln. Fu¨r die Sinus- und Kosinus-Terme werden deshalb
die Tabellen
costheta[θ] = cos(θ∆θ) fu¨r 0 ≤ θ < Θ
sintheta[θ] = sin(θ∆θ) fu¨r 0 ≤ θ < Θ
cosphi[φ] = cos(φ∆φ − Φlim) fu¨r 0 ≤ φ < Φ
sinphi[φ] = sin(φ∆φ − Φlim) fu¨r 0 ≤ φ < Φ
gespeichert. Die radialen und axialen Verschiebungen im Messwert-Koordinatensystem bzw. die
Verschiebung in xˆ/y- und z-Richtung werden ebenfalls tabelliert:
radial offs[ρ] =
(
1−R
2
+ ρ
)
∆ρ fu¨r 0 ≤ ρ < R
axial offs[a] =
(
1−A
2
+ a
)
∆a fu¨r 0 ≤ a < A
xy offs[i] =
(
1− l
2
+ i
)
∆xˆy fu¨r 0 ≤ i < l
z offs[i] =
(
1− Z
2
+ i
)
∆z fu¨r 0 ≤ i < Z.
Teile der Geradengleichungen, die bei der Bestimmung der Gewichte einer LOR verwendet wer-
den, sind fu¨r diese LOR konstant. Z. B. ergibt sich fu¨r Formel 7.26:
fz,xˆ(xˆ) =
(
1−R
2
+ ρ
)
∆ρ
sin(φ∆φ − Φlim) cos(θ∆θ)
sin(θ∆θ) cos(φ∆φ − Φlim) +(
1−A
2
+ a
)
∆a
1
cos(φ∆φ − Φlim) − xˆ
sin(φ∆φ − Φlim)
sin(θ∆θ) cos(φ∆φ − Φlim)
= c1 − xc2
mit c1 = radial offs[ρ]
sinphi[φ]costheta[θ]
sintheta[θ]cosphi[φ]
+ axial offs[a]
1
cosphi[φ]
und c2 =
sinphi[φ]
sintheta[θ]cosphi[φ]
.
Bei der Berechnung der Gewichte aji einer LOR k(j) werden also zuna¨chst die Konstanten c1
und c2 bestimmt. Anschließend werden die in Abschnitt 7.2 aufgefu¨hrten Berechnungen fu¨r alle
Voxel xi durchgefu¨hrt.
Der Berechnungsaufwand kann weiter reduziert werden, indem zu einem mo¨glichst fru¨hen
Zeitpunkt innerhalb des jeweiligen Algorithmus entschieden wird, ob ein Voxel evtl. von der LOR
getroffen wird oder dies ausgeschlossen werden kann. Durch entsprechende ”Voxelausschluss-
Verfahren“, die relativ wenig Rechenaufwand erfordern, muss also die Anzahl der genauer zu
untersuchenden Voxel fru¨hzeitig reduziert werden.
114 KAPITEL 7. DIE SYSTEMMATRIX A
Bei der 0/1- (2D,3D), Schnittla¨ngen- (2D,3D), Fla¨chen- (2D) und statistischen (2D) Gewich-
tung wird eine Methode eingesetzt, die als Bounding-Volume bezeichnet werden kann. Hierbei
werden z. B. im Falle einer 3D-Gewichtung zuna¨chst die beiden Schnittpunkte der LOR mit
dem Quader des rekonstruierten Bildes bestimmt. Durch die z-Koordinaten des Ein- und Aus-
trittspunktes sind die Schichten des Quaders bekannt, die von der Koinzidenzlinie durchlaufen
werden. Die u¨brigen Schichten, die in Abb. 7.40 schraffiert dargestellt sind, brauchen nicht na¨her
betrachtet zu werden. Fu¨r jede der verbleibenden Schichten wird wiederum der Ein- und Aus-
zy
k(j)
Abbildung 7.40: Ausschluss von
Schichten des Quaders
xˆy
k(j)
Abbildung 7.41: Ausschluss von Zeilen einer
Schicht
trittspunkt bestimmt. Die y-Koordinaten dieser Punkte limitieren den Zeilenbereich, der weiter
untersucht werden muss (s. Abb. 7.41). Fu¨r jede dieser Zeilen wird ebenfalls der Ein- und Aus-
trittspunkt ermittelt, so dass ein Teil jeder Zeile von den weiteren Betrachtungen ausgeschlossen
werden kann (s. Abb. 7.42). Nur fu¨r die geringe Zahl der verbliebenen Voxel werden die Gewichte
nach den Algorithmen aus Abschnitt 7.2 bestimmt. Da die beim Bounding-Volume-Verfahren
gesuchten Schnittpunkte auf einfache Weise aus den Geradengleichungen, mit denen die LOR
beschrieben wird, ermittelt werden ko¨nnen und ein relativ großer Teil der Voxel nicht weiter
untersucht werden muss, fu¨hrt dies zu einer deutlichen Reduktion des Rechenaufwandes.
y xˆ
k(j)
Abbildung 7.42: Ausschluss von Voxeln einer Zeile
Da bei der statistischen Gewichtung (3D) die Ausdehnung der Koinzidenzro¨hre beru¨cksich-
tigt werden muss, wird ein alternatives Verfahren angewandt, das in dieser Situation mit gerin-
gerem Aufwand zu realisieren ist als das Bounding-Volume-Verfahren.
Ein Voxelmittelpunkt kann nur dann innerhalb der Koinzidenzro¨hre liegen, wenn fu¨r seinen
Abstand ∆ij von der Mittellinie der Ro¨hre gilt:
∆ij ≤
√(
∆ρ
2
)2
+
(
∆a
2
)2
.
Dabei wird also nicht die quaderfo¨rmige LOR betrachtet, sondern ein Zylinder, der die LOR
genau einschließt. Abb. 7.43 zeigt dies in der Draufsicht. Liegt der Voxelmittelpunkt im Zylinder,
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Abbildung 7.43: Einschluss der LOR mit einem Zylinder (Draufsicht)
wird das Gewicht des Voxels berechnet.
Der hierfu¨r beno¨tigte Abstand zwischen dem Voxelmittelpunkt v und der Mittelgeraden der
LOR
q1 + λ(q1 − q2)
mit q1 =

p0xˆ+p1xˆ+p2xˆ+p3xˆ
4
p0y+p1y+p2y+p3y
4
p0z+p1z+p2z+p3z
4
 und q2 =

p4xˆ+p5xˆ+p6xˆ+p7xˆ
4
p4y+p5y+p6y+p7y
4
p4z+p5z+p6z+p7z
4

kann nach [Wil89] mit
∆ij =
‖(q1 − q2)× (v − q1)‖2
‖q2‖2
=
∥∥∥∥∥∥
(q1y − q2y)(vz − q1z)− (q1z − q2z)(vy − q1y)
(q1z − q2z)(vxˆ − q1xˆ)− (q1xˆ − q2xˆ)(vz − q1z)
(q1xˆ − q2xˆ)(vy − q1y)− (q1y − q2y)(vxˆ − q1xˆ)
∥∥∥∥∥∥
2√
(q1xˆ − q2xˆ)2 + (q1y − q2y)2 + (q1z − q2z)2
bestimmt werden.
Die Anzahl der zu untersuchenden Voxel kann weiter reduziert werden, wenn beru¨cksichtigt
wird, dass das rekonstruierbare Volumen nicht quaderfo¨rmig ist (vgl. z. B. Abb. 7.5). Die Ge-
wichte der Voxel, die nicht in diesem Volumen liegen, brauchen auch nicht berechnet zu werden.
Falls das rekonstruierte Bild kleiner ist als das gemessene Field-of-View, also
l∆xˆy < R∆ρ oder Z∆z < A∆a,
treffen einige LORs das Rekonstruktionsvolumen nicht. Fu¨r diese Koinzidenzlinien werden eben-
falls keine Gewichte berechnet.
Wie in Abschnitt 7.4.2 noch genauer ausgefu¨hrt werden wird, entha¨lt die Systemmatrix mehrere
Symmetrien. Dementsprechend muss nur ein Teil der Matrix berechnet werden. Die anderen
Teile ergeben sich durch einfache Symmetrieoperationen wie Spiegelungen oder Drehungen um
Vielfache von 90◦. Je nach Anzahl der Symmetrien kann die Zahl der zu berechnenden Koinzi-
denzlinien so um bis zu einem Faktor von 24 = 16 verringert werden.
Bei der Berechnung der Voxel, die durch die bisher beschriebenen Methoden nicht eliminiert
wurden, kann die Berechnung der Gewichte z. T. vorzeitig abgebrochen werden. Ist z. B. bei der
Bestimmung der beiden Absta¨nde zwischen dem Voxel und den Mittelebenen der LOR, die bei
der approximativen Volumengewichtung (s. Abschnitt 7.2.3) vorgenommen werden muss (For-
mel 7.44) bereits der erste Abstand zu groß (Formel 7.45), braucht der zweite Abstand nicht
mehr berechnet zu werden.
Eine weitere Mo¨glichkeit zur Reduktion der Rechenzeit besteht in der parallelen Berechnung der
Gewichte, die in Kapitel 8.1 beschrieben wird.
Außerdem werden im Routine-Betrieb eines PET-Labors die Messprotokolle selten gea¨ndert,
also a¨ndert sich auch die Geometrie der Messdaten nicht. Hier genu¨gt es, den geometrischen Teil
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der Systemmatrix Ageom einmalig zu berechnen und anschließend in komprimierter Form auf
der Festplatte abzulegen. Bei spa¨teren Rekonstruktionen kann die Matrix dann wieder geladen
werden, so dass der fu¨r die geometrischen Berechnungen notwendige Aufwand nur einmal anfa¨llt.
Tabelle 7.5 zeigt einige exemplarische Rechenzeiten fu¨r eine 2D-Systemmatrix mit den Ab-
messungen R = 128, ∆ρ = 2.25 mm, Θ = 128, d = 825 mm, l = 128, ∆xˆy = 2.25 mm. Die
Messungen wurden auf einem Linux-PC durchgefu¨hrt. Die Voxelausschluss-Verfahren fu¨hren in
Gewichtungs- Rechenzeit Zoom- Sub- # der genau
schema AMD K6-2, 550 MHz Faktor Sampling # Gewichte untersuchten
[s] Faktor Gewichte
0/1 2 1 1 268 435 456 667 538
LOI 3 1 1 268 435 456 667 538
Fla¨che 7 1 1 268 435 456 885 915
statist. 9 1 1 268 435 456 885 915
statist. 22 1 3 805 306 368 5 429 035
statist. 239 3 5 60 397 977 600 70 321 350
Tabelle 7.5: Daten der Berechnung einer 2D-Systemmatrix
diesem Beispiel dazu, dass je nach Gewichtungsschema, Zoom- und Sub-Sampling-Faktor nur
etwa 0.12%-0.67% aller Voxel genauer untersucht werden mu¨ssen. Die Anzahl dieser Voxel ist
bei der 0/1- und LOI-Gewichtung am kleinsten, da die Breite der Koinzidenzlinie hier nicht
beru¨cksichtigt wird.
In Tabelle 7.6 werden einige Rechenzeiten fu¨r eine 3D-Systemmatrix mit den Abmessungen
Φ = 54, Θ = 32, R = 27, ∆ρ = 1 mm, A = 27, ∆a = 1 mm, d = 160 mm, l = 27, Z = 27 auf-
gefu¨hrt. Verschiedene Rechenzeiten fu¨r die parallele Berechnung der Gewichte werden in Kapitel
8.4 gezeigt.
Gewichtungs- Rechenzeit Zoom- Sub- # der genau
schema K6-2, 550 MHz Faktor Sampling # Gewichte untersuchten
[s] Faktor Gewichte
0/1 62 1 1 24 794 911 296 7 096 134
LOI 66 1 1 24 794 911 296 7 096 134
Volumen 1086 1 1 24 794 911 296 1 659 158 802
Volumen 7434 1 3 669 462 604 992 1 847 614 694
statist. 420 1 1 24 794 911 296 66 961 566
statist. 1901 1 3 669 462 604 992 602 654 094
statist. 8081 2 3 5 355 700 839 936 2 410 616 376
Tabelle 7.6: Daten der Berechnung einer 3D-Systemmatrix
7.4 Speicherung der Systemmatrix
Wa¨hrend einer iterativen Rekonstruktion wird sowohl bei der Vorwa¨rts- als auch bei der Ru¨ck-
projektion (vgl. Formeln 3.7 und 3.8) auf die Elemente aji der Systemmatrix zugegriffen. Werden
die Matrixelemente dabei immer wieder neu berechnet, ist fu¨r eine komplette Rekonstruktion
mit mehreren Iterationen ein erheblicher Rechenaufwand erforderlich. Stattdessen bietet es sich
an, die Matrix nur einmal zu berechnen und fu¨r alle folgenden Zugriffe im Speicher zu belassen.
Dem steht jedoch der immense Speicherplatzbedarf der Systemmatrix entgegen.
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Die Systemmatrix A besteht aus M×N Eintra¨gen. Dabei entspricht M der Anzahl der verschie-
denen Koinzidenzlinien und N der Anzahl der Voxel im rekonstruierten Bild. Tabelle 7.7 zeigt
einige exemplarische Matrixgro¨ßen fu¨r die verschiedenen Messdatenformate. Die Werte fu¨r die
3D-Sinogramm- und 3D-Listmode-Daten beziehen sich hier auf Datensa¨tze, wie sie vom Ju¨licher
TierPET (s. Kapitel 2.5.3) geliefert werden. Die Daten zu 2D-Sinogramm- und 3D-CTI-Daten
beziehen sich auf Datensa¨tze, die mit einem CTI/Siemens ECAT Exact HR+ (s. Kapitel 2.5.2)
mit Mash 2 und im 3D-Fall mit Span 9 gemessen wurden. Jedes Matrixelement wird dabei in
einem vier Byte langen float-Format gespeichert. Matrixgro¨ßen im Giga- bzw. Terabyte-Bereich
machen deutlich, dass eine Speicherung der Matrix auf Festplatte nicht sinnvoll ist. Zudem
wu¨rden die Dateizugriffe wa¨hrend der Rekonstruktion sehr viel Zeit beno¨tigen.
Messdatenformat Φ Θ R A S l Z
2D-Sinogramm 144 288 128
3D-Sinogramm 40 180 20 20 40 20
3D-CTI 144 288 63,53,53,35,35 128 63
3D-Listmode 24 20 20 40 20
Messdatenformat M N M ×N Speicherplatzbedarf
2D-Sinogramm ΘR l2 679.477.248 2,53 GByte
3D-Sinogramm ΦΘRA l2Z 92.160.000.000 343,32 GByte
3D-CTI ΘR
∑T−1
t=0 S[t] l
2Z 10.230.888.923.100 37,22 TByte
3D-Listmode ΘR2A2 l2Z 122.880.000.000 457,76 GByte
Tabelle 7.7: Gro¨ßen der Systemmatrix A
Im Folgenden werden nun einige Techniken vorgestellt, mit denen die Systemmatrix soweit
komprimiert werden kann, dass sie komplett im Arbeitsspeicher gehalten werden kann. Die De-
kompression, die hierdurch bei allen Matrixzugriffen erforderlich wird, soll dabei mo¨glichst wenig
zusa¨tzlichen Rechenaufwand verursachen.
Kompressionsmethoden, die die Rechenzeit verla¨ngern, sind in Marvin so implementiert, dass sie
vom Benutzer einzeln abgeschaltet werden ko¨nnen. Der zur Verfu¨gung stehende Arbeitsspeicher
des Computers oder Workstation-Clusters, der fu¨r die Rekonstruktion verwendet wird, kann auf
diese Weise optimal genutzt werden. Je gro¨ßer der Arbeitsspeicher ist, desto ku¨rzere Rechenzei-
ten lassen sich also erreichen.
7.4.1 Sparse-Vektoren
Wie z. B. in Abb. 7.10 erkennbar ist, wird nur ein kleiner Teil der Voxel eines Rekonstrukti-
onsvolumens von einer Koinzidenzlinie getroffen. Die anderen Voxel erhalten das Gewicht Null,
so dass die Systemmatrix nur du¨nn besetzt ist. Die einzelnen Vektoren aj werden deshalb als
Sparse-Vektoren gespeichert. Anstatt alle N Werte aji (0 ≤ i < N) des Vektors im Speicher zu
halten, werden nur die Elemente, die ungleich Null sind, im Arbeitsspeicher abgelegt. Zusa¨tzlich
muss dabei ein Indexvektor aus vier Byte langen Integer-Werten erzeugt werden, der die Indizes
i der Gewichte speichert (s. Abb. 7.44). Dieses Vorgehen fu¨hrt zu einer Reduktion des Speicher-
platzbedarfs, wenn mindestens die Ha¨lfte der Gewichte des Vektors aj Null sind. Der Anteil der
Nullen in der Systemmatrix ha¨ngt von der Geometrie der Messdaten, dem Gewichtungsschema
und den bei der Rekonstruktion verwendeten Zoom- und Sub-Sampling-Faktoren sowie der Ma-
trixgro¨ße ab. Erfahrungsgema¨ß liegt er bei 2D-Datensa¨tzen bei ca. 95% und bei 3D-Datensa¨tzen
bei ca. 99%.
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Abbildung 7.44: Sparse-Vektor zur Speicherung der Gewichte
Die Vorwa¨rts- und Ru¨ckprojektion, bei denen die Vektoren aj beno¨tigt werden, ko¨nnen direkt
mit den Sparse-Vektoren berechnet werden, so dass eine Dekompression nicht erforderlich ist.
Da diese Sparse-Vektoren durch den Wegfall der Nullen wesentlich ku¨rzer sind, wird auch die
Rechenzeit entsprechend verku¨rzt. Die Verwendung von Sparse-Vektoren reduziert damit die
Rekonstruktionszeiten um einen Faktor, der ungefa¨hr dem Nullanteil in der Systemmatrix ent-
spricht.
7.4.2 Symmetrien
Die Systemmatrix entha¨lt eine Reihe von Symmetriebeziehungen, die bei der Speicherung der
Matrix ausgenutzt werden ko¨nnen. Zu einem Vektor aj ko¨nnen die symmetrischen Vektoren
durch Operationen, wie Rotation um Vielfache von 90◦ oder Spiegelungen bestimmt werden. Nur
ein Teil der Systemmatrix muss deshalb gespeichert werden – die symmetrischen Teile werden
wa¨hrend der Rekonstruktion immer wieder neu berechnet, wodurch nur ein geringer zusa¨tzli-
cher Rechenaufwand entsteht. Die Nutzung der verschiedenen Symmetrien kann bei Marvin vom
Benutzer einzeln abgeschaltet werden, so dass die Berechnung der Symmetrieoperationen auf
Computern mit ausreichend Speicherplatz vermieden werden kann.
Bei der einmaligen Berechnung der Gewichte werden allerdings grundsa¨tzlich alle vorhandenen
Symmetrien genutzt, da dies hier immer zu einer Reduktion der Rechenzeit fu¨hrt.
Die im Folgenden beschriebenen Symmetrien sind nur dann vorhanden, wenn diese Vorraus-
setzungen erfu¨llt sind:
1. Φ ist ganzzahlig teilbar durch 2 (immer erfu¨llt, da Φ = 2A)
2. Θ ist ganzzahlig teilbar durch 4
3. R ist ganzzahlig teilbar durch 2
4. l ist ganzzahlig teilbar durch 2.
Hierdurch ko¨nnen die Symmetriebetrachtungen vereinfacht werden.5
Bei der Untersuchung der Symmetriebeziehungen muss zwischen den verschiedenen Messda-
tenformaten unterschieden werden.
2D-Sinogramm Bei der Rekonstruktion von 2D-Sinogrammen entha¨lt die Systemmatrix drei
Symmetrien [Kau87]. Abb. 7.45 zeigt zwei Koinzidenzlinien k(ρ, θ) und k(R − 1 − ρ, θ). Die
5Bei der Rekonstruktion von 3D-Sinogrammen und 3D-Listmode-Daten mit Marvin brauchen die Bedingungen
3 und 4 nicht erfu¨llt zu sein, da hier entsprechend erweiterte Symmetrien verwendet werden. Im Text wird jedoch
der Einfachheit halber diese Einschra¨nkung vorgenommen.
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k(ρ, θ)
k(R− 1− ρ, θ)
-
6
xˆ
y
Abbildung 7.45: ρ-Symmetrie (2D-Sinogramm)
Gewichte fu¨r die LOR k(R − 1− ρ, θ) ergeben sich dabei durch eine Drehung um 180◦ um den
Mittelpunkt der Rekonstruktionsmatrix. Es gilt:
k(ρ, θ)1 k(R− 1− ρ, θ) fu¨r 0 ≤ r < R2 und 0 ≤ θ < Θ.
1 steht dabei fu¨r die Symmetrieoperation ”Rotation um 180
◦“. Bei der Durchfu¨hrung der Ope-
ration auf dem Vektor aθR+ρ genu¨gt es, die Indizes des Sparse-Vektors geeignet zu modifizieren.
Abb. 7.46 zeigt die Indizes der Rekonstruktionsmatrix fu¨r l = 6 vor und nach der Operation.
Der neue Index ineu kann dabei mit
0 1 2 3 4 5
6 7 8 9 10 11
12 13 14 15 16 17
18 19 20 21 22 23
24 25 26 27 28 29
30 31 32 33 34 35
-1
35 34 33 32 31 30
29 28 27 26 25 24
23 22 21 20 19 18
17 16 15 14 13 12
11 10 9 8 7 6
5 4 3 2 1 0
Abbildung 7.46: Modifikation der Indizes bei der ρ-Symmetrie
xˆialt = ialt mod l yialt =
⌊
ialt
l
⌋
(7.46)
xˆineu = l − 1− xˆialt yineu = l − 1− yialt
ineu = yineu l + xˆineu =
(
l −
⌊
ialt
l
⌋)
l − (ialt mod l)− 1
bestimmt werden. Um die Symmetrieoperationen mit mo¨glichst geringem Rechenaufwand durch-
fu¨hren zu ko¨nnen, werden die Indizes in einer Look-up-Tabelle gespeichert:
1tab [ialt] = ineu fu¨r 0 ≤ ialt < l2.
Die zweite Symmetriebeziehung besteht, wie in Abb. 7.47 dargestellt, zwischen den Koinzi-
denzlinien k(ρ, θ) und k(ρ, θ + Θ/2). Pixel, die von beiden Linien getroffen werden, sind in der
Abbildung dunkler dargestellt. Die Gewichte der LOR k(ρ, θ + Θ/2) erha¨lt man durch eine
Drehung um 90◦ um den Mittelpunkt der Matrix. Es gilt:
k(ρ, θ)2 k(ρ, θ + Θ2 ) fu¨r 0 ≤ ρ < R und 0 ≤ θ <
Θ
2
,
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k(ρ, θ)
k(ρ, θ + Θ2 )
-
6
xˆ
y
Abbildung 7.47: θ1-Symmetrie (2D-Sinogramm)
0 1 2 3 4 5
6 7 8 9 10 11
12 13 14 15 16 17
18 19 20 21 22 23
24 25 26 27 28 29
30 31 32 33 34 35
-2
30 24 18 12 6 0
31 25 19 13 7 1
32 26 20 14 8 2
33 27 21 15 9 3
34 28 22 16 10 4
35 29 23 17 11 5
Abbildung 7.48: Modifikation der Indizes bei der θ1-Symmetrie
wobei 2 fu¨r die Operation ”Rotation um 90
◦“ steht. Die hierfu¨r notwendige Modifikation der
Indizes wird in Abb. 7.48 verdeutlicht. Der neue Index ineu wird mit den Formeln 7.46 und
xˆineu = l − 1− yialt yineu = xˆialt
ineu = yineu l + xˆineu = (ialt mod l) l + l − 1−
⌊
ialt
l
⌋
berechnet. Auch hier werden die Index-Modifikationen mit Hilfe einer Look-up-Tabelle durch-
gefu¨hrt:
2tab [ialt] = ineu fu¨r 0 ≤ ialt < l2.
Die dritte Symmetriebeziehung ist in Abb. 7.49 dargestellt. Die Gewichte der LOR k(ρ,Θ− θ)
k(ρ, θ) k(ρ,Θ− θ)
-
6
xˆ
y
Abbildung 7.49: θ2-Symmetrie (2D-Sinogramm)
erha¨lt man durch eine Spiegelung entlang der y-Achse aus den Gewichten der LOR k(ρ, θ). Es
gilt:
k(ρ, θ)3 k(ρ,Θ− θ) fu¨r 0 ≤ ρ < R und 1 ≤ θ < Θ2 .
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Die bei der Operation 3 (”Spiegelung an der y-Achse“) durchgefu¨hrte Modifikation des Index-
Vektors wird in Abb. 7.50 gezeigt. Der Index ineu wird mit den Formel 7.46 und
xˆineu = l − 1− xˆialt yineu = yialt
ineu = yineu l + xˆineu =
(⌊
ialt
l
⌋
+ 1
)
l − 1− (ialt mod l)
berechnet und tabelliert:
3tab [ialt] = ineu fu¨r 0 ≤ ialt < l2.
0 1 2 3 4 5
6 7 8 9 10 11
12 13 14 15 16 17
18 19 20 21 22 23
24 25 26 27 28 29
30 31 32 33 34 35
-3
5 4 3 2 1 0
11 10 9 8 7 6
17 16 15 14 13 12
23 22 21 20 19 18
29 28 27 26 25 24
35 34 33 32 31 30
Abbildung 7.50: Modifikation der Indizes bei der θ2-Symmetrie
Die Systemmatrix wird in Form einer Liste von M Zeigern auf Sparse-Vektoren gespeichert.
Durch die Ausnutzung der Symmetrien entstehen in dieser Liste freie Bereiche von Vektoren,
die nicht gespeichert werden mu¨ssen. Um den Speicherplatzbedarf der Zeigerliste zu reduzieren,
wird diese gestaucht. Je nach Anzahl der verwendeten Symmetrien kann der Listenindex eines
Vektors wie folgt ermittelt werden:
• 0 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R und 0 ≤ θ < Θ werden in der
Matrixzeile AθR+ρ gespeichert.
• 1 Symmetrie (nur θ1-Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R und 0 ≤ θ < Θ2 werden in der
Matrixzeile AθR+ρ gespeichert.
• 2 Symmetrien (nur θ1- und θ2-Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R und 0 ≤ θ ≤ Θ4 werden in der
Matrixzeile AθR+ρ gespeichert.
• 3 Symmetrien (θ1-, θ2- und ρ-Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R2 und 0 ≤ θ ≤ Θ4 werden in der
Matrixzeile AθR
2
+ρ gespeichert.
Beim Zugriff auf den Vektor fu¨r die Koinzidenzlinie k(ρ, θ) mu¨ssen zuna¨chst die Zeile des
Original-Vektors in der Matrix und die hierauf anzuwendenden Symmetrieoperationen ermittelt
werden. Im folgenden Pseudo-Code geben die boolschen Variablen r sym, t1 sym und t2 sym
an, ob die ρ-, θ1- bzw. θ2-Symmetrieoperation durchgefu¨hrt werden muss.
ALGORITHMUS 7.1: Zugriff auf die Systemmatrix bei 2D-Sinogrammen
r sym=false
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t1 sym=false
t2 sym=false
r=ρ
t=θ
if (symmetries ≥ 3) // drei Symmetrien verwenden
Rmax = R/2
if (ρ ≥ Rmax)
r = R− 1− ρ
r sym=true // ρ-Symmetrieoperation durchfu¨hren
end if
else
Rmax = R
end if
if (symmetries ≥ 2) // zwei oder drei Symmetrien verwenden
Θmax = Θ/4 + 1
if (θ ≥ Θmax)
if (θ ≤ Θ/2)
t = Θ/2− θ
t1 sym=true // θ1-Symmetrieoperation durchfu¨hren
t2 sym=true // θ2-Symmetrieoperation durchfu¨hren
else
if (θ ≤ Θ ∗ 3/4)
t = θ −Θ/2
t1 sym=true // θ1-Symmetrieoperation durchfu¨hren
else
t = Θ− θ
t2 sym=true // θ2-Symmetrieoperation durchfu¨hren
end if
end if
end if
else
if (symmetries == 1) // nur eine Symmetrie verwenden
Θmax = Θ/2
if (θ ≥ Θmax)
t = θ −Θ/2
t1 sym=true // θ1-Symmetrieoperation durchfu¨hren
end if
end if
end if
j =tRmax+r // Zeile des Original-Vektors in der Systemmatrix
Evtl. mu¨ssen nun mehrere Symmetrieoperationen auf dem so gefundenen Vektor aj durchgefu¨hrt
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werden:
 =

1 2 3 : t1 sym = true ∧ t2 sym = true ∧ r sym = true
23 : t1 sym = true ∧ t2 sym = true ∧ r sym = false
12 : t1 sym = true ∧ t2 sym = false ∧ r sym = true
2 : t1 sym = true ∧ t2 sym = false ∧ r sym = false
13 : t1 sym = false ∧ t2 sym = true ∧ r sym = true
3 : t1 sym = false ∧ t2 sym = true ∧ r sym = false
1 : t1 sym = false ∧ t2 sym = false ∧ r sym = true
∅ : t1 sym = false ∧ t2 sym = false ∧ r sym = false
(7.47)
Statt die Operationen nacheinander auszufu¨hren, werden fu¨r die zusammengesetzten Symmetrie-
operationen weitere Look-up-Tabellen verwendet, so dass auch in diesen Fa¨llen nur eine einzelne
Operation angewendet werden muss:
• 4 = 13 ”Spiegelung an der xˆ-Achse“
mit ineu =
(
l − 1−
⌊
ialt
l
⌋)
l + (ialt mod l)
und 4tab [ialt] = ineu fu¨r 0 ≤ ialt < l2
• 5 = 12 ”Rotation um 270
◦“
mit ineu = (l − 1− (ialt mod l)) l +
⌊
ialt
l
⌋
und 5tab [ialt] = ineu fu¨r 0 ≤ ialt < l2
• 6 = 23 ”Rotation um 90
◦ und Spiegelung an der y-Achse“
mit ineu = (ialt mod l) l +
⌊
ialt
l
⌋
und 6tab [ialt] = ineu fu¨r 0 ≤ ialt < l2
• 7 = 1 2 3 ”Rotation um 270
◦ und Spiegelung an der y-Achse“
mit ineu = (l − 1− (ialt mod l)) l − 1−
⌊
ialt
l
⌋
und 7tab [ialt] = ineu fu¨r 0 ≤ ialt < l2
Bei der Verwendung von s Symmetrien wird der Speicherplatzbedarf der Systemmatrix etwa um
den Faktor 2s reduziert. Gleichzeitig erho¨ht sich durch die Berechnung der Symmetrien wa¨hrend
der Rekonstruktion die beno¨tigte Rechenzeit. Tabelle 7.8 zeigt fu¨r einen 2D-Datensatz (Θ = 128,
R = 128, 63 Schichten, MLEM, 2 Iterationen) die Rechenzeiten in Abha¨ngigkeit von der Anzahl
der genutzten Symmetrien. Die Messungen wurden auf einem Linux-PC (AMD K6-2, 550 MHz)
durchgefu¨hrt.
124 KAPITEL 7. DIE SYSTEMMATRIX A
Anzahl der genutzten Rechenzeit symmetrischer Anteil
Symmetrien [s] der Matrix
0 64 0%
1 106 50%
2 120 ≈ 75%
3 138 ≈ 87.5%
Tabelle 7.8: Rechenzeiten bei Verwendung von Symmetrien bei der 2D-Rekonstruktion
k(φ, θ, ρ, a)
k(Φ− 1− φ, θ, ρ,A− 1− a)
z
y
Abbildung 7.51: φ-Symmetrie (3D-Sinogramm)
3D-Sinogramm In der Systemmatrix, die bei der Rekonstruktion von 3D-Sinogrammen ver-
wendet wird, gibt es vier Symmetrien. Abb. 7.51 zeigt die Koinzidenzlinien k(φ, θ, ρ, a) und
k(Φ−1−φ, θ, ρ,A−1−a). Zur besseren U¨bersicht wurde nur jede zweite Voxelbegrenzungslinie
eingezeichnet. Die Gewichte fu¨r die symmetrische LOR k(Φ − 1 − φ, θ, ρ,A − 1 − a) ergeben
sich durch eine Spiegelung entlang der z-Achse der Rekonstruktionsmatrix. Es gilt also mit der
Symmetrieoperation 8 ”Spiegelung entlang der z-Achse“:
k(φ, θ, ρ, a)8 k(Φ− 1− φ, θ, ρ,A− 1− a) fu¨r 0 ≤ φ < Φ2 , 0 ≤ θ < Θ, 0 ≤ ρ < R, 0 ≤ a < A.
Der Index ineu wird mit
xˆyialt = ialt mod l
2 zialt =
⌊
ialt
l2
⌋
(7.48)
xˆyineu = xˆyialt zineu = Z − 1− zialt
ineu = zineu l
2 + xˆyineu =
(
Z − 1−
⌊
ialt
l2
⌋)
l2 +
(
ialt mod l2
)
berechnet. Hier wird keine Look-up-Tabelle zur Beschleunigung der Operation verwendet, da
diese l2Z Eintra¨ge haben mu¨sste und damit unverha¨ltnisma¨ßig viel Speicher belegen wu¨rde.
Die weiteren drei Symmetrien entsprechen prinzipiell der ρ-, θ1- und θ2-Symmetrie bei den 2D-
Sinogrammen. Bei der ρ- und θ2-Symmetrie muss hier jedoch zusa¨tzlich eine Spiegelung entlang
der z-Achse durchgefu¨hrt werden, so dass gilt:
k(φ, θ, ρ, a)18k(φ, θ,R−1−ρ,A−1−a) fu¨r 0 ≤ φ < Φ, 0 ≤ θ < Θ, 0 ≤ ρ < R2 , 0 ≤ a < A
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k(φ, θ, ρ, a)2 k(φ, θ + Θ2 , ρ, a) fu¨r 0 ≤ φ < Φ, 0 ≤ θ <
Θ
2
, 0 ≤ ρ < R, 0 ≤ a < A
k(φ, θ, ρ, a)3 8k(φ,Θ− θ, ρ,A− 1− a) fu¨r 0 ≤ φ < Φ, 1 ≤ θ < Θ2 , 0 ≤ ρ < R, 0 ≤ a < A.
Die Operationen 1, 2 und 3 sind dabei wie oben definiert, werden hier aber auf allen
Schichten des Volumens ausgefu¨hrt. Zur Beschleunigung werden die entsprechenden 2D-Look-
up-Tabellen verwendet. Mit den Formeln 7.48 wird ineu also wie folgt berechnet:
xˆyineu = s [xˆyialt ] zineu = zialt
ineu = zineu l
2 + xˆyineu =
⌊
ialt
l2
⌋
l2 +s
[
ialt mod l2
]
fu¨r 1 ≤ s ≤ 3. (7.49)
Abb. 7.52 zeigt ein Beispiel fu¨r die dreidimensionale ρ-Symmetrie, Abb. 7.53 fu¨r die θ1-Symmetrie
und Abb. 7.54 fu¨r die θ2-Symmetrie.
k(φ, θ, ρ, a)
k(φ, θ,R− 1− ρ,A− 1− a)
z
y
Abbildung 7.52: ρ-Symmetrie (3D-Sinogramm)
k(φ, θ, ρ, a)
k(φ, θ + Θ2 , ρ, a)
z
y
Abbildung 7.53: θ1-Symmetrie (3D-Sinogramm)
Bei der Speicherung der Matrix wird auch hier die Liste der Zeiger auf die Sparse-Vektoren
in Abha¨ngigkeit von der Anzahl der genutzten Symmetrien gestaucht:
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k(φ, θ, ρ, a)
k(φ,Θ− θ, ρ,A− 1− a)
z
y
Abbildung 7.54: θ2-Symmetrie (3D-Sinogramm)
• 0 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, ρ, a) mit 0 ≤ φ < Φ, 0 ≤ θ < Θ, 0 ≤ ρ < R
und 0 ≤ a < A werden in der Matrixzeile AφΘRA+θRA+ρA+a gespeichert.
• 1 Symmetrien (nur θ2-Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, ρ, a) mit 0 ≤ φ < Φ, 0 ≤ θ ≤ Θ2 , 0 ≤ ρ < R
und 0 ≤ a < A werden in der Matrixzeile Aφ(Θ2 +1)RA+θRA+ρA+a gespeichert.
• 2 Symmetrien (nur θ1- und θ2-Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, ρ, a) mit 0 ≤ φ < Φ, 0 ≤ θ ≤ Θ4 , 0 ≤ ρ < R
und 0 ≤ a < A werden in der Matrixzeile Aφ(Θ4 +1)RA+θRA+ρA+a gespeichert.
• 3 Symmetrien (nur θ1-, θ2- und ρ-Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, ρ, a) mit 0 ≤ φ < Φ, 0 ≤ θ ≤ Θ4 , 0 ≤ ρ < R2
und 0 ≤ a < A werden in der Matrixzeile Aφ(Θ4 +1)R2 A+θR2 A+ρA+a gespeichert.
• 4 Symmetrien (θ1-, θ2-, ρ- und φ-Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, ρ, a) mit 0 ≤ φ < Φ2 , 0 ≤ θ ≤ Θ4 , 0 ≤ ρ < R2
und 0 ≤ a < A werden in der Matrixzeile Aφ(Θ4 +1)R2 A+θR2 A+ρA+a gespeichert.
Um auf den Vektor fu¨r die LOR k(φ, θ, ρ, a) zugreifen zu ko¨nnen, wird die Zeile des Original-
Vektors in der Systemmatrix und die hierauf anzuwendenden Symmetrieoperationen bestimmt.
Dazu wird der folgende Algorithmus verwendet:
ALGORITHMUS 7.2: Zugriff auf die Systemmatrix bei 3D-Sinogrammen
p sym=false
r sym=false
t1 sym=false
t2 sym=false
p=φ
r=ρ
t=θ
if (symmetries == 4) // vier Symmetrien verwenden
Φmax = Φ/2
if (φ ≥ Φmax)
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p = Φ− 1− φ
p sym=true // φ-Symmetrieoperation durchfu¨hren
a=A-1-a
else
Φmax = Φ
end if
if (symmetries ≥ 3) // drei oder vier Symmetrien verwenden
Rmax = R/2
if (ρ ≥ Rmax)
r = R− 1− ρ
r sym=true // ρ-Symmetrieoperation durchfu¨hren
a=A-1-a
end if
else
Rmax = R
end if
if (symmetries ≥ 2) // zwei oder drei Symmetrien verwenden
Θmax = Θ/4 + 1
if (θ ≥ Θmax)
if (θ ≤ Θ/2)
t = Θ/2− θ
t1 sym=true // θ1-Symmetrieoperation durchfu¨hren
t2 sym=true // θ2-Symmetrieoperation durchfu¨hren
a=A-1-a
else
if (θ ≤ Θ ∗ 3/4)
t = θ −Θ/2
t1 sym=true // θ1-Symmetrieoperation durchfu¨hren
else
t = Θ− θ
t2 sym=true // θ2-Symmetrieoperation durchfu¨hren
a=A-1-a
end if
end if
end if
else
if (symmetries == 1) // nur eine Symmetrie verwenden
Θmax = Θ/2 + 1
if (θ ≥ Θmax)
t = Θ− θ
t2 sym=true // θ2-Symmetrieoperation durchfu¨hren
a=A-1-a
end if
end if
end if
z sym=t sym2 // Spiegelung entlang der z-Achse durchfu¨hren
if (r sym) z sym=!z sym
if (p sym) z sym=!z sym
j =pΘmaxRmaxA+ θRmaxA+rA+a // Zeile des Original-Vektors in der Systemmatrix
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Die schließlich durchzufu¨hrenden Symmetrieoperationen ergeben sich nach Formel 7.47. Mit
den Tabellen 4tab–7tab ko¨nnen mehrere hintereinander auszufu¨hrende Operationen in einem
Schritt ausgefu¨hrt werden. Im Anschluß mu¨ssen evtl. noch die Spiegelungen entlang der z-Achse
berechnet werden. Doppelte Spiegelungen heben sich dabei auf:
88 = ∅.
Damit gilt fu¨r diese Operation:
 =
{ 8 : z sym = true
∅ : z sym = false . (7.50)
Bei der Verwendung aller vier Symmetrien reduziert sich der Speicherplatz der Systemmatrix
etwa um den Faktor 24 = 16. Tabelle 7.9 zeigt die Rekonstruktionszeiten in Abha¨ngigkeit von der
Anzahl der genutzten Symmetrien. Dabei wurde ein 3D-Sinogramm (Θ = 27, R = 27, A = 27)
auf einem Linux PC (AMD K6-2, 550 MHz) rekonstruiert (MLEM, 2 Iterationen).
Anzahl der genutzten Rechenzeit symmetrischer Anteil
Symmetrien [s] der Matrix
0 10 0%
1 24 ≈ 50%
2 31 ≈ 75%
3 34 ≈ 87,5%
4 34 ≈ 93,75%
Tabelle 7.9: Rechenzeiten bei Verwendung von Symmetrien bei der 3D-Sinogramm-
Rekonstruktionen
3D-CTI-Sinogramm Bei der Rekonstruktion von 3D-CTI-Sinogrammen wird hier vorausge-
setzt, dass die Schichtdicke im rekonstruierten Bild der Schichtdicke im Messdatensatz entspricht:
∆z = ∆a.
In diesem Fall sind die Gewichte in den einzelnen Schichten eines Segmentes bis auf die Verschie-
bung in z-Richtung gleich. Abb. 7.55 zeigt einen axialen Schnitt durch den Scanner und einige
Schichten eines um den Winkel η gekippten Segmentes in der Seitenansicht. Es ist offensicht-
lich, dass die Voxel in den verschiedenen Schichten von den Koinzidenzlinien jeweils in gleicher
Weise getroffen werden. Sei T die Anzahl der Segmente und S[t] mit 0 ≤ t < T die Anzahl der
Schichten im jeweiligen Segment. Dann gilt:
k(t, 0, ρ, θ)9 k(t, s, ρ, θ) fu¨r 0 < s < S[t], 0 ≤ t < T, 0 ≤ ρ < R, 0 ≤ θ < Θ.
Der Operator 9 ”Verschiebung entlang der z-Achse“ ist dabei unter Verwendung der Formeln
7.48 durch folgende Transformation der Indizes des Sparse-Vektors definiert:
xˆyineu = xˆyialt zineu = zialt + s−
S[t]− 1
2
ineu = zineu l
2 + xˆyineu =
(⌊
ialt
l2
⌋
+ s− S[t]− 1
2
)
l2 +
(
ialt mod l2
)
.
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z d
Abbildung 7.55: Verschiebung der Koinzidenzlinien in z-Richtung
Vektorelemente, deren neuer Index außerhalb des Rekonstruktionsvolumens liegt, also:
zineu < 0 ∨ zineu ≥ S[0],
werden nicht in den verschobenen Sparse-Vektor u¨bernommen.
Durch die Nutzung dieser Verschiebungs-Operation mu¨ssen fu¨r jedes Segment nur die Gewichte
einer einzelnen Schicht gespeichert werden, so dass der Speicherplatzbedarf um den Faktor
T−1∑
t=0
S[t]
T
reduziert wird. Die Nutzung dieser Eigenschaft ist in Marvin nicht abschaltbar, so dass ein Zoom
in z-Richtung bei der Rekonstruktion von 3D-CTI-Sinogrammen grundsa¨tzlich nicht mo¨glich ist.
Neber der Verschiebung der Gewichte lassen sich bei der Speicherung der Systemmatrix vier
Symmetrien ausnutzen. An Formel 7.29 ist erkennbar, dass sich die Segmente +1 und −1 (bzw.
allgemein t und t+ 1 fu¨r 2t− 1 > 0) nur in der Kipprichtung unterscheiden. Dementsprechend
erha¨lt man die Gewichte des Segmentes −1, indem man die Gewichte des Segmentes +1 entlang
der z-Achse spiegelt. Also
k(t, s, ρ, θ)8 k(t+ 1, s, ρ, θ) fu¨r 1 ≤ 2t− 1 < T, 0 ≤ s < S[t], 0 ≤ ρ < R, 0 ≤ θ < Θ.
Innerhalb jedes einzelnen Segmentes sind außerdem die ρ-, θ1- und θ2-Symmetrie vorhanden:
k(t, s, ρ, θ)1 k(t, s, R− 1− ρ, θ) fu¨r 0 ≤ t < T, 0 ≤ s < S[t], 0 ≤ ρ < R2 , 0 ≤ θ < Θ
k(t, s, ρ, θ)2 k(t, s, ρ, θ + Θ2 ) fu¨r 0 ≤ t < T, 0 ≤ s < S[t], 0 ≤ ρ < R, 0 ≤ θ <
Θ
2
k(t, s, ρ, θ)3 k(t, s, ρ,Θ− θ) fu¨r 0 ≤ t < T, 0 ≤ s < S[t], 0 ≤ ρ < R, 1 ≤ θ < Θ2 .
Dabei werden die Operationen 1, 2 und 3 auf alle Schichten des Volumens angewendet (s.
Formel 7.49).
Bei der Speicherung der Liste von Sparse-Vektoren, die die Systemmatrix bilden, werden die
Lu¨cken, die durch die Ausnutzung der Symmetrien entstehen, wieder durch eine entsprechende
Stauchung vermieden:
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• 0 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T , 0 ≤ s < S[t], 0 ≤ ρ < R
und 0 ≤ θ < Θ werden in der Matrixzeile AtΘR+θR+ρ gespeichert. Fu¨r s 6= S[t]−12 ist hierauf
die Verschiebungs-Operation 9 anzuwenden.
• 1 Symmetrie
Die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T , 0 ≤ s < S[t], 0 ≤ ρ < R
und 0 ≤ θ < Θ2 werden in der Matrixzeile AtΘ2 R+θR+ρ gespeichert. Fu¨r s 6=
S[t]−1
2 ist
hierauf die Verschiebungs-Operation 9 anzuwenden.
• 2 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T , 0 ≤ s < S[t], 0 ≤ ρ < R
und 0 ≤ θ ≤ Θ4 werden in der Matrixzeile At(Θ4 +1)R+θR+ρ gespeichert. Fu¨r s 6=
S[t]−1
2 ist
hierauf die Verschiebungs-Operation 9 anzuwenden.
• 3 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T , 0 ≤ s < S[t], 0 ≤ ρ < R2
und 0 ≤ θ ≤ Θ4 werden in der Matrixzeile At(Θ4 +1)R2 +θR2 +ρ gespeichert. Fu¨r s 6=
S[t]−1
2 ist
hierauf die Verschiebungs-Operation 9 anzuwenden.
• 4 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(2t, s, ρ, θ) mit 0 ≤ t < T+12 , 0 ≤ s < S[2t], 0 ≤ ρ <
R
2 und 0 ≤ θ ≤ Θ4 werden in der Matrixzeile At(Θ4 +1)R2 +θR2 +ρ gespeichert. Fu¨r s 6=
S[2t]−1
2
ist hierauf die Verschiebungs-Operation 9 anzuwenden.
Um auf den Vektor fu¨r die Koinzidenzlinie k(t, s, ρ, θ) zugreifen zu ko¨nnen, mu¨ssen die Ma-
trixzeile des Original-Vektors und die hierauf anzuwendenden Symmetrieoperationen bestimmt
werden. Der hierzu verwendete Algorithmus a¨hnelt Algorithmus 7.1:
ALGORITHMUS 7.3: Zugriff auf die Systemmatrix bei 3D-CTI-Sinogrammen
z sym=false
seg=segment
... // s. Algorithmus 7.1
if (symmetries == 4) // vier Symmetrien verwenden
if (seg > 0)
seg=(seg+1)/2
if (seg ist gerade Zahl)
z sym=true // Spiegelung entlang der z-Achse durchfu¨hren
end if
end if
end if
if (symmetries ≥ 3)
... // s. Algorithmus 7.1
j =segΘmaxRmax+tRmax+r // Zeile des Original-Vektors in der Systemmatrix
Die auf dem so gefundenen Sparse-Vektor durchzufu¨hrenden Symmetrieoperationen ergeben sich
nach Formel 7.47. Auch hier werden mit den Tabellen 4tab–7tab mehrere hintereinander aus-
zufu¨hrende Operationen in einem Schritt ausgefu¨hrt. Im Anschluß folgt ggfls. die Spiegelung
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entlang der z-Achse (s. Formel 7.50) und die Verschiebungsoperation 9:
 =
 9 : s 6=
S[2t]−1
2
∅ : s = S[2t]−12
.
Durch die vier Symmetrien ergibt sich na¨herungsweise eine Reduktion des Speicherplatzbedarfs
um den Faktor 24 = 16. In Tabelle 7.10 werden die Rekonstruktionszeiten fu¨r ein 3D-CTI-
Sinogramm (Θ = 144, R = 128, S = (65, 53, 53, 35, 35)) wiedergegeben. Hier wurden zwei Ite-
rationen der MLEM-Rekonstruktion auf einem Linux-PC (AMD K6-2, 550 MHz) durchgefu¨hrt.
Anzahl der genutzten Rechenzeit symmetrischer Anteil
Symmetrien [s] der Matrix
0 256 0%
1 342 50%
2 399 ≈ 75%
3 428 ≈ 87,5%
4 511 ≈ 92,5%
Tabelle 7.10: Rechenzeiten bei Verwendung von Symmetrien bei der 3D-CTI-
Rekonstruktionen
3D-Listmode Bei der Speicherung der Systemmatrix fu¨r 3D-Listmode-Daten ko¨nnen zwei
Symmetrien genutzt werden. Die erste nutzt die Richtung, in der eine Koinzidenzlinie verla¨uft.
Abb. 7.56 zeigt zwei Koinzidenzlinien k(a1, r1, a2, r2, θ) und k(a2, r2, a1, r1, θ). Die Gewichte fu¨r
k(a1, r1, a2, r2, θ)
k(a2, r2, a1, r1, θ)
z
y
Abbildung 7.56: ρ-Symmetrie (3D-Listmode)
die LOR k(a2, r2, a1, r1, θ) ergeben sich durch eine Drehung der einzelnen Schichten des Volumens
um 180◦ um die z-Achse der Rekonstruktionsmatrix. Da diese Symmetrie auf die gleiche Weise
wie die ρ-Symmetrie berechnet werden kann, wird sie im Folgenden auch genauso bezeichnet.
Es gilt also:
k(a1, r1, a2, r2, θ)1 k(a2, r2, a1, r1, θ)
fu¨r 0 ≤ a1, a2 < A, 0 ≤ r1 < R, r1 ≤ r2 < R, 0 ≤ θ < Θ.
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Bei der zweiten Symmetrie handelt es sich um die θ1-Symmetrie:
k(a1, r1, a2, r2, θ)2 k(a1, r1, a2, r2, θ + Θ2 ) fu¨r 0 ≤ a1, a2 < A, 0 ≤ r1, r2 < R, 0 ≤ θ <
Θ
2
.
Die Operationen 1 und 2 werden auf alle Schichten des Volumens angewendet.
Die Speicherung der gestauchten Liste von Sparse-Vektoren erfolgt in Abha¨ngigkeit von der
Anzahl der genutzten Symmetrien nach den folgenden Regeln:
• 0 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(a1, r1, a2, r2, θ) mit 0 ≤ a1, a2 < A, 0 ≤ r1, r2 < R
und 0 ≤ θ < Θ werden in der Matrixzeile AθR2A2+r1RA2+a1RA+r2A+a2 gespeichert.
• 1 Symmetrie
Die Gewichte fu¨r die Koinzidenzlinie k(a1, r1, a2, r2, θ) mit 0 ≤ a1, a2 < A, 0 ≤ r1, r2 < R
und 0 ≤ θ < Θ2 werden in der Matrixzeile AθR2A2+r1RA2+a1RA+r2A+a2 gespeichert.
• 2 Symmetrien
Die Gewichte fu¨r die Koinzidenzlinie k(a1, r1, a2, r2, θ) mit 0 ≤ a1, a2 < A, 0 ≤ r1 < R,
r1 ≤ r2 < R und 0 ≤ θ < Θ2 werden in der Matrixzeile
A
θRR+1
2
A2+(Rr1− r1
2
2
+
r1
2
)A2+a1(R−r1)A+(r2−r1)A+a2
gespeichert.
Die Berechnung der Matrixzeile des Original-Vektors fu¨r die LOR k(a1, r1, a2, r2, θ) und die
Bestimmung der hierauf anzuwendenden Symmetrieoperationen erfolgt mit Algorithmus 7.4.
ALGORITHMUS 7.4: Zugriff auf die Systemmatrix bei 3D-Listmode-Daten
r sym=false
t sym=false
t=θ
if (symmetries ≥ 1) // ein oder zwei Symmetrien verwenden
if (t≥ Θ/2)
t= θ −Θ/2
t sym=true // θ1-Symmetrieoperation durchfu¨hren
end if
if (symmetries == 2) // zwei Symmetrien verwenden
if (r1 > r2)
r sym=true // ρ-Symmetrieoperation durchfu¨hren
// Zeile des Original-Vektors in der Systemmatrix
j=tRR+12 A
2 + (Rr2 − r
2
2
2 +
r2
2 )A
2 + a2 (R− r2)A+ (r1 − r2)A+ a1
else
// Zeile des Original-Vektors in der Systemmatrix
j=tRR+12 A
2 + (Rr1 − r
2
1
2 +
r1
2 )A
2 + a1 (R− r1)A+ (r2 − r1)A+ a2
end if
else
j=tR2A2 + r1RA2 +a1RA+ r2A+a2 // Zeile des Original-Vektors in der Systemmatrix
end if
else
j=tR2A2 + r1RA2 + a1RA+ r2A+ a2 // Zeile des Original-Vektors in der Systemmatrix
end if
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Die anzuwendenden Symmetrieoperationen ergeben sich nun mit:
 =

12 : t sym = true ∧ r sym = true
2 : t sym = true ∧ r sym = false
1 : t sym = false ∧ r sym = true
∅ : t sym = false ∧ r sym = false
Die beiden Symmetrien fu¨hren zu einer Einsparung im Speicherplatzbedarf von Faktor 22 = 4.
Tabelle 7.11 zeigt die Rekonstruktionszeiten bei einem 3D-Listmode-Datensatz (Θ = 24, R = 20,
A = 20). Dabei wurden wieder zwei MLEM-Iterationen auf einem Linux-PC (AMD K6-2, 550
MHz) durchgefu¨hrt.
Anzahl der genutzten Rechenzeit symmetrischer Anteil
Symmetrien [s] der Matrix
0 18 0%
1 43 50%
2 43 ≈ 75%
Tabelle 7.11: Rechenzeiten bei Verwendung von Symmetrien bei der 3D-Listmode-
Rekonstruktionen
7.4.3 Unno¨tige Gewichte
Randbereiche der Projektionen Viele PET-Scanner messen Projektionen, die breiter sind
als das FOV des Gera¨tes, d. h.
R∆ρ > dΩ
Die am Rand liegenden Bins, in denen keine gu¨ltigen Koinzidenzen geza¨hlt werden ko¨nnen, wer-
den u¨blicherweise fu¨r die Streustrahlkorrektur verwendet. Bei der Rekonstruktion brauchen sie
aber nicht beru¨cksichtigt zu werden, so dass auf jeder Seite der Projektionen c1 Bins abgeschnit-
ten werden ko¨nnen:
c1 =
R−
⌈
dΩ
∆ρ
⌉
2
.
Bei der PET-Messung von Objekten, die kleiner als das FOV des Scanners sind, enthalten
die a¨ußeren Bins der Projektionen keine Counts bzw. nur Rauschen und tragen somit nicht
zur Rekonstruktion bei (s. Abb. 7.57). In diesen Fa¨llen, die beispielsweise bei Hirn-Messungen
R∆ρ
0
0
Abbildung 7.57: Ungenutzte Ra¨nder einer Projektion
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auftreten, wird das rekonstruierte Bild entsprechend kleiner gewa¨hlt (z. B. R = 260 aber l =
128), so dass ohne Zoom gilt:
R∆ρ > l∆xˆy.
Die a¨ußeren Bins der Projektionen ko¨nnen dabei vor der Rekonstruktion ebenfalls abgeschnitten
werden, wodurch R entsprechend kleiner wird und weniger Gewichte berechnet werden mu¨ssen.
Auf jeder Seite einer Projektion werden dabei c2 Bins abgeschnitten:
c2 =
⌊
R∆ρ − l∆xˆy
2∆ρ
⌋
Rneu = Ralt − 2c1 − 2c2.
Randbereiche des Rekonstruktionsvolumens Wie bereits in Abschnitt 7.1 beschrieben
wurde, beschra¨nkt sich der durch das tomographische Verfahren rekonstruierbare Bereich auf
einen Kreis bzw. einen Zylinder (s. Abb. 7.1). Fu¨r die Eckbereiche brauchen deshalb keine
Gewichte berechnet zu werden, so dass sich der Speicherplatzbedarf hierdurch etwa um den
Faktor
pi
(
l∆xˆy
2
)2
(l∆xˆy)
2 =
pi
4
≈ 0.785
reduzieren la¨sst.
Beide Methoden fu¨hren nicht nur zu einem verringerten Speicherplatzbedarf, sondern auch
zu entsprechend verku¨rzten Rekonstruktionszeiten.
7.4.4 Statistik der Messung
Je nach verwendetem Rekonstruktionsalgorithmus kann man sich die Statistik der Messung zu
Nutze machen. Bei der Formel fu¨r den MLEM-Algorithmus:
x
(n+1)
i =
x
(n)
i
N−1∑
j=0
aji
N−1∑
j=0
ajibj
M−1∑
i′=0
aji′x
(n)
i′
∀i ∈ {0, . . . ,M − 1}
fu¨hrt eine Koinzidenzlinie, auf der keine Counts gemessen wurden (bj = 0) dazu, dass der
entsprechende Term zu Null wird. Da der Skalierungsterm
1
N−1∑
j=0
aji
∀i ∈ {0, . . . ,M − 1}
nur einmal vor der ersten Iteration berechnet werden muss, ist die weitere Speicherung der
Gewichte aj fu¨r diese LOR nicht erforderlich.
Die Rekonstruktionszeit reduziert sich damit um einen Faktor, der vom Anteil der unbenutzten
LORs im Messdatensatz abha¨ngt. Die Speicherplatzersparnis ha¨ngt hier von der Anzahl der
genutzten Symmetrien ab. Die Gewichte aj mu¨ssen nur dann nicht gespeichert werden, wenn
auch auf den symmetrischen LORs, deren Gewichte ebenfalls aus aj berechnet werden, keine
Counts gemessen wurden.
7.4.5 Schwellwert
Abha¨ngig vom verwendeten Gewichtungsschema werden teilweise Gewichte berechnet, die sehr
nahe bei Null liegen. Solche Gewichte tragen nur wenig zur Rekonstruktion bei. Es ist deshalb
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mo¨glich, einen Schwellwert bei der Speicherung der Sparse-Vektoren zu verwenden, so dass alle
Gewichte unterhalb dieses Wertes nicht gespeichert werden. Die Einsparungen bei der Rechenzeit
und beim Speicherplatz ha¨ngen dabei vom verwendeten Schwellwert ab.
Da diese Methode u. U. die Genauigkeit der rekonstruierten Bilder negativ beeinflusst und dem
Bestreben nach einer mo¨glichst genauen Berechnung der Gewichte entgegenla¨uft, wird sie in
Marvin nur optional verwendet.
7.4.6 Quantisierung
Statt die Gewichte als 32 Bit lange float-Werte zu speichern, kann auch eine indirekte Speiche-
rung mit Hilfe einer Look-up-Tabelle realisiert werden. Ist z. B. die Anzahl der unterschiedlichen
Gewichte kleiner als 216, wu¨rden die einzelnen Gewichte in Form von 16 Bit-Zeigern auf die Ta-
belleneintra¨ge gespeichert. Beim Zugriff auf ein Gewicht mu¨sste dann der entsprechende Wert
aus der Tabelle gelesen werden.
Die Verwendung einer Look-up-Tabelle kann durch die Quantisierung [Ja¨h97] der Gewichte
vermieden werden. Dazu muss das minimale und maximale Gewicht bestimmt werden. Die Be-
rechnung der quantisierten Gewichte erfolgt dann mit
ajiquant =
aji − amin
amax − amin
(
216 − 1) ,
so dass jedes Gewicht mit 16 Bit gespeichert werden kann. Beim Zugriff auf das Gewicht kann
die Ru¨ckrechnung mit
aji = ajiquant
amax − amin
216 − 1 + amin
durchgefu¨hrt werden. Statt mit 16 Bit kann die Quantisierung auch beispielsweise mit 8 Bit
erfolgen [QLC+98], wodurch jedoch die Quantisierungsfehler vergro¨ßert werden.
Bestimmt man ein Histogramm aller Gewichte und fu¨hrt auf dieser Basis eine ungleichma¨ßi-
ge Quantisierung durch, bei der Bereiche mit vielen Gewichten mit mehr Quanten repra¨sen-
tiert werden, werden die Quantisierungsfehler besser verteilt und minimiert. Die ungleichma¨ßige
Verteilung der Quanten kann z. B. u¨ber eine Gaußkurve erfolgen, die an das wahrscheinlich
gaußfo¨rmige Histogramm gefittet wird. Dadurch kann auch hier fu¨r die Ru¨ckrechnung auf eine
Look-up-Tabelle verzichtet werden.
Solche Quantisierungsverfahren fu¨hren durch die notwendige Ru¨ckrechnung der Gewichte zu
deutlich la¨ngeren Rekonstruktionszeiten und ggfls. auch zu einer Verschlechterung der Bildqua-
lita¨t. Eine 16 Bit-Quantisierung resultiert dabei wegen der nach wie vor erforderlichen Speiche-
rung der Indizes in den Sparse-Vektoren nur in eine 25%ige Reduktion des Speicherplatzbedarfs.
Marvin verwendet aus diesen Gru¨nden keine Quantisierungsverfahren.
7.4.7 Parallelisierung
Eine weitere Mo¨glichkeit, eine iterative Rekonstruktion mit einer im Speicher gehaltenen System-
matrix auf Standard-Computern durchzufu¨hren, besteht in der Parallelisierung des Verfahrens.
Dabei wird nicht nur die Rechenleistung mehrerer Computer genutzt, sondern auch deren Ar-
beitsspeicher. Die Systemmatrix kann dabei flexibel auf die einzelnen Rechner aufgeteilt werden.
In Kapitel 8 wird die parallele, iterative Rekonstruktion genauer untersucht.
7.4.8 Analyse der Speichertechniken
Die vorgestellten Verfahren zur Speicherung der Systemmatrix fu¨hren nicht nur zu einer drasti-
schen Reduktion des Speicherplatzbedarfs, sondern gro¨ßtenteils auch zu einer ebensolchen Re-
duktion der Rechenzeiten bei der Berechnung der Gewichte und der iterativen Rekonstruktion.
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Die wesentlichen, in Abschnitt 7.4.1-7.4.4 vorgestellten Methoden fu¨hren dabei zu einer ver-
lustfreien Kompression der Systemmatrix, so dass die Qualita¨t der rekonstruierten Bilder nicht
beeintra¨chtigt wird.
Die resultierenden Gro¨ßen der Systemmatrix ha¨ngen nicht nur von der Geometrie der Mess-
daten- und des Rekonstruktionsvolumens sowie dem Gewichtungsschema, sondern auch von der
Statistik der Messdaten ab. Erfahrungsgema¨ß liegen die Matrixgro¨ßen fu¨r Rekonstruktionen
ohne Zoom bei 2D-Sinogrammen zwischen 3 und 5 MByte, bei 3D-CTI-Sinogrammen bei 7-10
MByte und bei 3D-Sinogrammen und 3D-Listmode-Daten des Ju¨licher TierPETs bei 150 MByte.
Die entwickelten Verfahren verfu¨gen, auch durch die in Kapitel 8 beschriebene Paralleli-
sierung, u¨ber ausreichend große Reserven hinsichtlich Rechenzeit und Speicherplatz, um auch
die Rekonstruktion von Messungen zuku¨nftiger PET-Gera¨te, die u¨ber kleinere Kristalle, mehr
Detektor-Ringe oder eine weitergehende Koinzidenz-Verschaltung der Kristalle verfu¨gen zu er-
mo¨glichen. Das Konzept der einmaligen Berechnung und Speicherung der Systemmatrix er-
laubt zudem, Methoden zur genaueren Modellierung der Abbildungseigenschaften des Tomo-
graphen, die bisher nur theoretische Bedeutung haben oder nur bei weniger aufwa¨ndigen 2D-
Rekonstruktionen Verwendung finden, auch bei der iterativen 3D-Rekonstruktion zu beru¨cksich-
tigen.
7.5 Integration der Vorverarbeitung
Wie bereits in der Einleitung zu diesem Kapitel beschrieben wurde, ko¨nnen in der Systemma-
trix neben der Geometrie des Scanners verschiedene weitere Faktoren, die die Abbildungsei-
genschaften des Tomographen bestimmen, beru¨cksichtigt werden. Im Folgenden wird dies kurz
anhand der Normalisierung der Detektorsensitivita¨t und der Abschwa¨chungskorrektur verdeut-
licht. Auf analoge Weise kann z. B. auch eine gemessene PSF (Point-Spread-Function) des
Scanners [BDB+97] oder Korrekturen fu¨r die Streuung der γ-Strahlung innerhalb der Detektor-
kristalle [Hun97], Penetrationseffekte [Lia94], die Isotop-abha¨ngige Positronenreichweite und die
Gauß-verteilte Abweichung vom 180◦-Annihilationswinkel integriert werden.
Detektorsensitivita¨t Die Detektorsensitivita¨t wird in regelma¨ßigen Zeitabsta¨nden im Rah-
men der Qualita¨tssicherung, wie in Kapitel 2.3 beschrieben wurde, gemessen. Hieraus ergeben
sich Korrekturfaktoren fu¨r jede Koinzidenzlinie, mit denen die unterschiedlichen Sensitivita¨ten
ausgeglichen werden ko¨nnen. Damit erha¨lt man die Diagonalmatrix Adet sens ∈ RM×M mit
aji =
{
Korrekturwert fu¨r die LOR j : j = i
0 : j 6= i fu¨r 0 ≤ i, j < M,
so dass bei einer Matrixmultiplikation mit Ageom ∈ RM×N
Ageom · Adet sens
jede Zeile der Matrix Ageom mit dem entsprechenden Korrekturwert multipliziert wird. Die Dia-
gonalmatrix Adet sens kann der Einfachheit halber als Vektor der La¨nge M gespeichert werden.
Abschwa¨chungskorrektur Die Abschwa¨chungseigenschaften des untersuchten Objektes wer-
den mit Hilfe einer Transmissionsmessung bestimmt (s. Kapitel 2.3). Daraus erha¨lt man fu¨r jede
Koinzidenzlinie einen individuellen Korrekturwert und damit die entsprechende Diagonalmatrix
Aatten ∈ RM×M .
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Sowohl die Normalisierung der Detektorsensitivita¨t als auch die Korrektur der Abschwa¨ch-
ung erfolgen bei der iterativen Rekonstruktion nur wa¨hrend der Vorwa¨rtsprojektion:
~bf = Adet sens · Aatten · Ageom~x
und nicht wa¨hrend der Ru¨ckprojektion:
~xb = ATgeom~b.
Integriert in die Rekonstruktionsformel 3.14 des MLEM-Algorithmus ergibt sich:
x
(n+1)
i =
x
(n)
i
N−1∑
j=0
aji
N−1∑
j=0
ajibj
M−1∑
i′=0
aji′adet sensjjaattenjjx
(n)
i′
∀i ∈ {0, . . . ,M − 1} .
7.6 Implementation
Das UML-Klassendiagramm in Abb. 7.58 zeigt die wesentlichen Klassen, die bei der Implemen-
tierung der Systemmatrix verwendet werden. Die SparseVector-Klasse ist eine Spezialisierung
der bereits in Kapitel 5 beschriebenen Vector-Klasse, die einen Sparse-Vektor wie in Abb. 7.44
gezeigt, realisiert. Die Weights-Klasse ist eine abstrakte Basisklasse, die bei der Berechnung der
AMatrixSino3D AMatrixCTI3D AMatrixList3DAMatrixSino2D
AMatrix
SparseMatrix
data:T *
width:U
Weights
Weights01 WeightsLOI WeightsProbabilityWeightsArea
SparseVector
data:T *
length:U
Vector
data:T *
length:U
BitBuffer SIF RecoVector SinoVector
1 *
1 1 1 1
Abbildung 7.58: Klassendiagramm der Systemmatrix
Gewichte einer LOR verwendet wird. Hier finden sich die Formeln aus Abschnitt 7.1 zur Berech-
nung der Kristallpositionen, Geradengleichungen und Schnittpunkte. Die Tabellen aus Abschnitt
7.3 zur Optimierung der Berechnungen werden hier ebenfalls erzeugt und verwaltet. Die Klassen
Weights01, WeightsLOI, WeightsArea und WeightsProbability enthalten die Funktionen zur Be-
rechnung der geometrischen Gewichte nach dem 0/1-, Schnittla¨ngen-, Fla¨chen/Volumen- bzw.
statistischen Gewichtungsschema jeweils fu¨r die vier verschiedenen Messdatenformate. Hier sind
auch die Voxelausschluss-Verfahren aus Abschnitt 7.3 zu finden.
Die Klasse SparseMatrix dient zur Verwaltung einer Liste von Sparse-Vektoren. Die abstrakte
Basisklasse AMatrix ist eine Spezialisierung der SparseMatrix-Klasse, die fu¨r die Berechnung
der Symmetrie-Tabellen aus Abschnitt 7.4.2 und das Laden und Speichern der Systemmatrix
zusta¨ndig ist. Fu¨r die in Kapitel 8 beschriebene Parallelisierung der Rekonstruktion ist eine Auf-
teilung der Systemmatrix auf mehrere vernetzte Computer erforderlich. Die dabei beno¨tigten
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Berechnungen zur dynamischen Lastverteilung, zum Senden und Empfangen von Matrixtei-
len und zur Parallelisierung der Matrixberechnung sind ebenfalls in der AMatrix-Klasse loka-
lisiert. Daru¨ber hinaus entha¨lt die Klasse noch eine Reihe von Funktionen fu¨r Vektor-Matrix-
Operationen, die bei der iterativen Rekonstruktion verwendet werden, wie z. B. der Vorwa¨rtspro-
jektion
~bf = A~x
oder der Ru¨ckprojektion
~xb = AT~b.
Hierbei wird auch auf den Rekonstruktionsvektor ~x (s. Kapitel 6) in der Klasse RecoVector und
den Messvektor ~b (s. Kapitel 5) in der Klasse SinoVector zugegriffen. Die Klassen AMatrixSi-
no2D, AMatrixSino3D, AMatrixCTI3D und AMatrixList3D enthalten Methoden zur Berech-
nung der kompletten Systemmatrix fu¨r die Messdatenformate 2D-Sinogramm, 3D-Sinogramm,
3D-CTI-Sinogramm und 3D-Listmode. Die Funktionen zum Zugriff auf einzelne Sparse-Vektoren
unter Beru¨cksichtigung der Symmetrien aus Abschnitt 7.4.2 sind hier ebenfalls zu finden. Die
Klasse SIF implementiert das Datenformat, in dem die Systemmatrix gespeichert werden kann.
Die Klasse BitBuffer verwaltet einen Buffer, in dem gespeichert wird, welche LORs fu¨r die
Rekonstruktion beno¨tigt werden (s. Abschnitt 7.4.4).
Kapitel 8
Parallelisierung
Ein wesentliches Entscheidungskriterium fu¨r den Einsatz einer Rekonstruktionsmethode im
Routine-Betrieb eines PET-Labors ist neben der Qualita¨t der rekonstruierten Bilder und der
einfachen Bedienbarkeit der entsprechenden Software die beno¨tigte Rechenzeit. Maßstab ist
hierbei die z. Zt. hauptsa¨chlich eingesetzte gefilterte Ru¨ckprojektion (FBP bzw. PROMIS). Da
algebraische Rekonstruktionsmethoden grundsa¨tzlich eine gro¨ßere Anzahl von mathematischen
Operationen verwenden als analytische, kann eine vergleichbare Rechenzeit nur durch die Par-
allelisierung der Algorithmen erreicht werden.
Bei der iterativen Rekonstruktion von PET-Daten sind zwei rechenintensive Aufgaben zu
lo¨sen: die Berechnung der Systemmatrix (s. Kap. 7) und die eigentliche Rekonstruktion (s. Kap.
3). Die Werte der Systemmatrix werden von Marvin nur einmal vor der ersten Iteration berech-
net und anschließend im Speicher belassen, so dass der hierfu¨r notwendige Aufwand weniger
ins Gewicht fa¨llt. Der geometrische Teil Ageom der Systemmatrix A ist daru¨ber hinaus von der
Messung unabha¨ngig und muss fu¨r die jeweilige Scanner-Geometrie (Detektorabstand, Anzahl
der Projektionswinkel, etc.) und Rekonstruktionsparameter (Voxelgro¨ße im rekonstruierten Bild,
Gro¨ße des rekonstruierten Bildes, etc.) nur einmal berechnet werden. Bei allen folgenden Rekon-
struktionen mit den gleichen Einstellungen kann dieser Teil der Matrix aus einer Datei geladen
werden.
Fu¨r die Realisation der Rekonstruktionssoftware soll die in PET-Labors u¨blicherweise vorhande-
ne Rechner-Hardware genutzt werden. Dabei handelt es sich um Sun- oder Digital-Alpha-Work-
stations bzw. Standard-PCs, die als Einzelprozessor- oder vermehrt auch als Multiprozessor-
Systeme (SMP: Symmetric Multiprocessing) ausgelegt sind. Als Verbindungs-Netzwerk kommt
meist Ethernet auf Kupferleitungen mit einer Bandbreite von 10 oder 100 MBit/s oder auch
leistungsfa¨higere Technik, wie ATM (Asynchronous Transfer Mode) auf Glasfaser mit 155 bzw.
622 MBit/s zum Einsatz.
Der Datenaustausch zwischen parallelen Prozessen erfolgt in Marvin grundsa¨tzlich u¨ber Message-
Passing. Zwar ko¨nnte der Datenzugriff bei evtl. vorhandenen Multiprozessor-Systemen durch die
Verwendung von Shared-Memory beschleunigt werden, jedoch wu¨rden die Algorithmen durch
die Kombination beider Techniken wesentlich komplizierter, so dass sich die Wartbarkeit ent-
sprechend verschlechtern wu¨rde.
Da die eingesetzten Computer i. d. R. unterschiedlich leistungsfa¨hig sind und wa¨hrend der Re-
konstruktion auch fu¨r andere Aufgaben genutzt werden, muss die Verteilung der Rechenlast
dynamisch angepasst werden. Auf diese Weise kann die vorhandene Rechenleistung optimal ge-
nutzt werden.
In den folgenden Abschnitten wird zuna¨chst die Art der Parallelisierung der Gewichtsberech-
nung und der 2D- und 3D-Rekonstruktion erla¨utert. Anschließend wird das hierzu entwickelte
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Message-Passing-System vorgestellt, das den Datenaustausch zwischen verschiedenen Rechnern
ermo¨glicht und damit die Grundlage fu¨r die Parallelisierung bildet. Das Kapitel endet mit einer
Analyse der Rechenzeiten fu¨r verschiedene Anwendungsfa¨lle und in verschiedenen Hardware-
Umgebungen.
8.1 Berechnung der Gewichte
Wie bereits in Kapitel 7 erla¨utert wurde, besteht die Systemmatrix A ∈ RM×N aus einer Zeile
pro Koinzidenzlinie (s. Abb. 8.1). Diese Zeilenvektoren ko¨nnen unabha¨ngig voneinander und
...
...
...
A1
A2
A3
A4
A5
AM−3
AM−2
AM−1
AM
-N
?
M
Abbildung 8.1: Systemmatrix
damit parallel berechnet werden. Hierzu sendet ein Steuerprozess P0 (Scheduler) zuna¨chst die
Matrix-Parameter wie Voxelgro¨ße, Binbreite und Detektorabstand an alle Rechenprozesse Pi
(i > 0) . Die Rechenprozesse (Cruncher) fordern dann die Indizes der zu berechnenden Vek-
toren an. Solange noch nicht alle Vektoren berechnet wurden, schickt der Steuerprozess einen
entsprechenden Rechenauftrag zuru¨ck, der dann vom Rechenprozess ausgefu¨hrt wird. Wenn alle
Vektoren berechnet wurden, beantwortet der Steuerprozess die Anforderungen mit einem Ende-
Signal.
Die Berechnung eines Zeilenvektors erfordert auf aktuellen Computern nur Bruchteile einer Se-
kunde an Rechenzeit. Damit die Rechenzeit im Vergleich zur Kommunikationszeit nicht zu kurz
ist, werden bei jedem Rechenauftrag mehrere Vektoren berechnet. Je mehr Vektoren dabei je-
weils bestimmt werden, desto weniger Rechenauftra¨ge mu¨ssen erteilt werden und desto weniger
Kommunikation ist erforderlich. Andererseits muss man am Ende der Berechnung la¨nger auf die
Ru¨ckmeldung eines langsamen Crunchers warten. Die Gro¨ße der Rechenauftra¨ge und damit die
Granularita¨t der Parallelisierung ist statisch vorgegeben und so gewa¨hlt, dass die Bearbeitung
eines Auftrages nur wenige Sekunden dauert. Die Zahl der zu bearbeitenden Rechenpakete ist
dabei u¨blicherweise deutlich gro¨ßer als die der Cruncher, so dass automatisch eine gu¨nstige Last-
verteilung erfolgt, bei der leistungsstarke Rechner mehr Vektoren berechnen als die schwa¨cheren.
Die Aufteilung der Gesamtmenge der Zeilenvektoren in einzelne Teilmengen, die jeweils bei
einem Rechenauftrag bearbeitet werden, erfolgt anhand des transaxialen Winkels der entspre-
chenden Koinzidenzlinie, so dass alle Koinzidenzlinien eines Winkels θ zur gleichen Teilmenge
geho¨ren. Diese Aufteilung wurde auch im Hinblick auf die spa¨ter erla¨uterte parallele 3D-Ordered-
Subset-Rekonstruktion und die dabei durchgefu¨hrte dynamische Lastverteilung gewa¨hlt.
Zuna¨chst berechnen die Cruncher nur die Koinzidenzlinien, die sich nicht durch die Symme-
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trien der Systemmatrix (s. Abschnitt 7.4.2) ergeben. Sollen bei der Rekonstruktion nicht alle
Symmetrien ausgenutzt werden, berechnen die Cruncher abschließend mit Hilfe von Symmetrie-
operationen die Zeilenvektoren, die sich aus den ungenutzten Symmetriebeziehungen ergeben.
Diese werden dann dauerhaft gespeichert, so dass zwar mehr Speicherplatz beno¨tigt wird, aber
andererseits die Rekonstruktion schneller durchgefu¨hrt werden kann.
Fu¨r die unterschiedlichen Formate der Messwerte ergeben sich die Vektormengen G(θ) fu¨r die
Berechnung der Gewichte nach den Definitionen A.4, A.9, A.14 und A.17 aus Anhang A. Nach
der Berechnung der Vektoren, die sich durch die ungenutzten Symmetrien ergeben, erha¨lt man
die Vektormengen in Abha¨ngigkeit von der Anzahl der genutzten Symmetrien nach den Defini-
tionen A.1-A.17.
Falls die Rekonstruktion mit einem MLEM- oder OSEM-Algorithmus durchgefu¨hrt werden
soll, wird wa¨hrend der Berechnung der Gewichte zusa¨tzlich der Skalierungsfaktor
M−1∑
j=0
aji ∀i ∈ {0, . . . , N − 1}
(vgl. Formel 3.15) bestimmt. Anschließend werden alle Zeilenvektoren Aj gelo¨scht, auf deren
zugeho¨rige Koinzidenzlinien keine Counts gemessen wurden (bj = 0). Diese werden fu¨r die Re-
konstruktion nicht beno¨tigt.1
Die Algorithmen 8.1 und 8.2 geben noch einmal die Programmteile des Schedulers und der
Cruncher wieder, die die parallele Berechnung der Systemmatrix steuern. #P entspricht dabei
der Anzahl der Cruncher-Prozesse.
ALGORITHMUS 8.1: SCHEDULER: GEWICHTSBERECHNUNG
for i=1 to #P // Matrix-Parameter an alle Cruncher senden
send to Pi: Matrix-Parameter
end for
for θ=0 to Θ4 // Berechnung der Vektormengen steuern (hier z. B. fu¨r Definition A.4)
recv: Anforderung von Pi // Vektormenge wird angefordert
send to Pi: CMD CALCULATE VECTORS // Vektormenge zuteilen
send to Pi: θ
end for
for j=1 to #P // Ende-Signal an alle Cruncher senden
recv: Anforderung von Pi
send to Pi: CMD END OF CALCULATION
end for
ALGORITHMUS 8.2: CRUNCHER: GEWICHTSBERECHNUNG
recv from P0: Matrix-Parameter // Matrix-Parameter empfangen
loop
send to P0: Anforderung einer Vektormenge // Vektor-Gruppe anfordern
recv from P0: Message-ID
if (Message-ID == CMD END OF CALCULATION) break; // Berechnung abgeschlossen
else
recv from P0: θ // Vektormenge empfangen
1Da Teile der Systemmatrix evtl. erst wa¨hrend der Rekonstruktion mit Hilfe von Symmetrieoperationen berech-
net werden (s. Abschnitt 7.4.2), kann ein Zeilenvektor nur dann gelo¨scht werden, wenn auch die Koinzidenzlinien
aller symmetrischen Vektoren unbenutzt sind.
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berechne und speichere Vektoren der Menge G(θ) // Vektoren berechnen
end if
end loop
// sym. Vektoren berechnen, deren Symmetrie nicht genutzt werden soll
berechne symmetrische Vektoren
8.2 Rekonstruktion
Die 2D- und 3D-Rekonstruktion werden unterschiedlich parallelisiert. Wa¨hrend das rekonstru-
ierte Bild im 2D-Fall aus unabha¨ngigen Schichten besteht, die auf verschiedene Rechner verteilt
und dort jeweils sequentiell rekonstruiert werden ko¨nnen, muss im 3D-Fall der Rekonstruktions-
algorithmus selbst parallelisiert werden.
8.2.1 2D-Rekonstruktion
Bei der parallelen 2D-Rekonstruktion sendet der Steuerprozess ein Sinogramm, das einer Schicht
des Messdatensatzes entspricht, und die rekonstruierte Bildschicht aus Iteration n an einen Re-
chenprozess. Dieser berechnet hieraus das Bild der Iteration n + 1 und schickt das Ergebnis
zuru¨ck.
Der Scheduler muss bei der Zuteilung einer Schicht beachten, dass diese nicht bereits von
einem anderen Cruncher bearbeitet wird oder bereits alle Iterationen durchlaufen hat. Zu diesem
Zweck werden zwei Tabellen vorgehalten, die zu Beginn der Rekonstruktion aufgebaut werden.
Die erste speichert den Status jeder Schicht aus jedem Frame (Status-Tabelle), wobei folgende
Zusta¨nde auftreten ko¨nnen:
• calculating: Schicht wird gerade von einem Cruncher bearbeitet
• waiting: Schicht wartet auf ihre Bearbeitung
• ready: Schicht hat alle Iterationen durchlaufen
• unused: Schicht wird nicht rekonstruiert
Abb. 8.2 zeigt den zugeho¨rigen Transitionsgraphen. Zu Beginn der Rekonstruktion werden die
Eintra¨ge der Schichten mit unused oder waiting initialisiert. Die Tabelle entha¨lt zusa¨tzlich fu¨r
jede Schicht die Anzahl der bereits durchgefu¨hrten Iterationen (s. Tab. 8.1).
Die zweite Tabelle speichert die gewu¨nschte Reihenfolge der Schichten fu¨r die Rekonstruktion
(Sequenz-Tabelle). Ein 2D-Sinogramm-Datensatz besteht aus S[0] Schichten und im Falle von
Multibed- oder Multiframe-Datensa¨tzen aus m Frames (m ≥ 1). Von jedem einzelnen Frame soll
start-
 waiting - calculating - 

ready?
 

unused-start
Abbildung 8.2: Transitionsgraph fu¨r den Status einer Schicht
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Status Iterationen
0 waiting 2
1 waiting 2
2 ready 3
...
...
...
61 calculating 2
62 unused 0
...
...
...
188 waiting 0
Tabelle 8.1: Status-Tabelle fu¨r 3 Frames mit jeweils 63 Schichten
u. U. nur ein Teil [sf , . . . , sl) der Schichten [0, . . . , S[0]) mit (0 ≤ sf < sl ≤ S[0]) rekonstruiert
werden.
Die Sequenz-Tabelle (s. Tab. 8.2) kann nach drei wa¨hlbaren Schemata befu¨llt werden, die mit
fine, medium und coarse bezeichnet werden. Beim fine-Schema wird zuna¨chst eine Iteration fu¨r
Schicht Frame bearbeitet ?
0 0 0 true
1 1 0 true
2 2 0 false
...
...
...
...
tabsize-2 61 2 false
tabsize-1 62 2 false
Tabelle 8.2: Sequenz-Tabelle fu¨r 3 Frames mit jeweils 63 Schichten
jede Schicht berechnet. Erst wenn alle Schichten aller Frames bearbeitet wurden, beginnt die
na¨chste Iteration. Die Tabellentupel ti werden also wie folgt berechnet:
r = sl − sf
tabsize = #Iterationen · r ·m
∀i ∈ {0, . . . , tabsize− 1} : tfinei =
(
sf + (i mod r) ,
⌊
i
r
⌋
mod m, false
)
.
Dieses Schema hat den Vorteil, dass der Benutzer bereits nach der ersten Iteration einen U¨ber-
blick u¨ber alle Frames bekommt. Da die Speicherverwaltung (s. Kap. 5.2) allerdings immer nur
einen Frame im Speicher ha¨lt, mu¨ssen fu¨r jede Iteration alle Frames einmal geladen und wieder
ausgelagert werden. Durch das medium-Schema werden diese Plattenzugriffe reduziert. Hierbei
werden zuna¨chst alle Schichten des ersten Frames iterationsweise komplett rekonstruiert, bevor
der na¨chste Frame geladen wird:
∀i ∈ {0, . . . , tabsize− 1} : tmediumi =
(
sf + (i mod r) ,
⌊
i
r ·#Iterationen
⌋
, false
)
.
Beim fine- und medium-Schema fu¨hrt der Cruncher nur eine Iteration durch, bevor er die Daten
zum Scheduler zwecks Anzeige zuru¨ckschickt. Ist die direkte visuelle Kontrolle nicht no¨tig, kann
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der Kommunikationsaufwand mit dem coarse-Schema reduziert werden. Hierbei rekonstruiert
der Cruncher die Schicht vollsta¨ndig, also mit allen Iterationen, bevor er sie zuru¨ck gibt:
tabsize = r ·m
∀i ∈ {0, . . . , tabsize− 1} : tcoarsei = tfinei .
Beim Senden einer Schicht wa¨hlt der Scheduler die erste Schicht aus der Sequenz-Tabelle,
deren Zustand in der Status-Tabelle auf waiting steht.2 Der Zustand wechselt zu calculating,
nachdem die Schicht an den Cruncher gesendet wurde. Der Eintrag in der Sequenz-Tabelle wird
als abgearbeitet markiert. Beim Empfang der rekonstruierten Schicht wird der Iterationsza¨hler
der Schicht in der Status-Tabelle inkrementiert und ihr Zustand wechselt wieder zu waiting oder
zu ready, je nachdem ob bereits die vorgegebene Anzahl von Iterationen erreicht wurde.
Der prinzipielle Ablauf der parallelen 2D-Rekonstruktion wird noch einmal durch den fol-
genden Pseudo-Code (Algorithmus 8.3 und 8.4) wiedergegeben.
ALGORITHMUS 8.3: SCHEDULER: 2D-REKONSTRUKTION
erzeuge Sequenz-Tabelle
erzeuge Status-Tabelle
for i=1 to #P // Rekonstruktionsparameter an alle Cruncher senden
send to Pi: Rekonstruktionsparameter
end for
loop
recv: Message-ID von Pi
if (Message-ID == CMD GET RESULT) // rekonstruierte Schicht empfangen
recv from Pi: rekonstruierte Schicht
inkrementiere Iterationsza¨hler der Schicht
setze Status der Schicht auf waiting oder ready
end if
// CMD REQUEST SLICE oder CMD GET RESULT: Schicht wird angefordert
if (Status aller Schichten ist ready)
send to Pi: CMD END OF RECONSTRCUTION // alle Schichten sind fertig
exit loop
end if
if (Status keiner Schicht ist waiting)
send to Pi: CMD END OF RECONSTRUCTION // keine Arbeit mehr fu¨r diesen Cruncher
else
send to Pi: CMD RECONSTRUCT SLICE // Schicht zuteilen
send to Pi: Schicht des Sinogramms und rekonstruierte Schicht
setze Status der Schicht auf calculating
end if
end loop
Den Crunchern wird zuna¨chst der Start der Berechnung mitgeteilt, indem die Rekonstruktions-
Parameter (z. B. Anzahl der Subsets bei OSEM) u¨bergeben werden. Die Cruncher fordern
daraufhin Daten zur Rekonstruktion an (CMD REQUEST SLICE) und bekommen diese vom
2Tatsa¨chlich wird hier auch gepru¨ft, ob die gleiche Schicht eines anderen Frames gerade rekonstruiert wird.
Die Speicherverwaltung erlaubt aus bestimmten Gru¨nden (s. Kap. 5.2) nicht, dass sich zwei gleiche Schichten
aus verschiedenen Frames im Arbeitsspeicher befinden. In diesem Fall muss eine andere Schicht an den Cruncher
gesendet werden.
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Scheduler. Nach der Rekonstruktion schicken sie das Ergebnis zuru¨ck (CMD GET RESULT),
was vom Scheduler gleichzeitig als Anforderung einer neuen Schicht interpretiert wird. Sobald
alle Schichten rekonstruiert sind, beantwortet der Scheduler die Anfragen mit einem Ende-Signal
(CMD END OF RECONSTRUCTION).
ALGORITHMUS 8.4: CRUNCHER: 2D-REKONSTRUKTION
recv from P0: Rekonstruktionsparameter // Rekonstruktionsparameter empfangen
send to P0: CMD REQUEST SLICE // Schicht anfordern
loop
recv from P0: Message-ID
if (Message-ID == CMD END OF RECONSTRUCTION) break; // Rekonstruktion abgeschlossen
else // CMD RECONSTRUCT SLICE: Schicht empfangen
recv from P0: Sinogramm und rekonstruierte Schicht
berechne na¨chste Iteration der Schicht // Rekonstruktion
send to P0: CMD GET RESULT // Ergebnis zuru¨cksenden
send to P0: rekonstruierte Schicht
end if
end loop
Auch hier wird automatisch eine relativ gute Lastverteilung erreicht, da die Zahl der Schichten
u¨blicherweise viel gro¨ßer als die Zahl der verwendeten Cruncher ist und wa¨hrend der Rekonstruk-
tion keine langen Warte- oder Kommunikationszeiten auftreten. Auch am Ende einer Iteration
muss der Scheduler nicht warten, bis der letzte Cruncher sein Ergebnis abliefert, sondern kann
bereits mit der na¨chsten Iteration oder dem na¨chsten Frame beginnen. Zudem erfordert die Be-
rechnung einer Schicht relativ wenig Zeit, so dass der Scheduler am Ende der Rekonstruktion nur
kurz auf den langsamsten Cruncher warten muss. Bei diesem Parallelisierungskonzept rekonstru-
ieren schnelle Rechner mehr Schichten als langsame, so dass selbst auf Workstation-Clustern,
die eine stark inhomogene Rechenleistung aufweisen, eine gleichma¨ßige Auslastung erreicht wird.
Fu¨r die parallele 2D-Rekonstruktion ist es erforderlich, dass jeder Cruncher auf die komplette
Systemmatrix A ∈ RM×N zugreifen kann. Wegen der verteilten Berechnung der Gewichte sind
die Zeilenvektoren der Matrix jedoch u¨ber alle Cruncher verstreut gespeichert (vgl. Abschnitt
8.1), so dass jeder Cruncher vor der Rekonstruktion seinen Teil der Matrix an alle anderen wei-
tergeben muss. Um dies mit mo¨glichst geringem Kommunikationsaufwand zu erreichen, werden
die Rechenprozesse P1 − Pn zu einem Ring verschaltet (s. Abb. 8.3). Jeder Prozess gibt dann
seinen Teil der Matrix an den rechten Nachbarn weiter. In den na¨chsten n − 2 Schritten gibt
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Abbildung 8.3: Ring-Verschaltung der Cruncher
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jeder nur noch die neu hinzugekommenen Vektoren weiter. Anschließend hat jeder Cruncher alle
Vektoren in seinem lokalen Arbeitsspeicher. Dieses Vorgehen wird in Tabelle 8.3 noch einmal
verdeutlicht. Zu Beginn hat jeder Prozess nur einen Teil der Matrix, der hier mit a-f bezeichnet
Schritt P1 P2 P3 P4 P5 P6
a b c d e f
1 a,f a,b b,c c,d d,e e,f
2 a,e,f a,b,f a,b,c b,c,d c,d,e d,e,f
3 a,d,e,f a,b,e,f a,b,c,f a,b,c,d b,c,d,e c,d,e,f
4 a,c,d,e,f a,b,d,e,f a,b,c,e,f a,b,c,d,f a,b,c,d,e b,c,d,e,f
5 a,b,c,d,e,f a,b,c,d,e,f a,b,c,d,e,f a,b,c,d,e,f a,b,c,d,e,f a,b,c,d,e,f
Tabelle 8.3: Verteilung der Systemmatrix auf alle Cruncher
ist, in seinem Speicher. Nach n− 1 Kommunikations-Schritten verfu¨gt jeder u¨ber die komplette
Systemmatrix. Somit wird u¨ber jeden Kommunikationskanal die gleiche Datenmenge befo¨rdert
und gleichzeitig bekommt jeder Cruncher nur Teile der Matrix, u¨ber die er noch nicht verfu¨gt.
Damit ist die Kommunikation insgesamt gleichma¨ßig u¨ber das Rechner-Netzwerk verteilt und
minimal. Betrachtet man jeden einzelnen Kommunikationsschritt, ist die Kommunikation nicht
gleichma¨ßig, da die einzelnen Teile der Matrix durch die unterschiedliche Rechenleistung der Ma-
schinen, verschiedene Gro¨ßen haben (s. Abschnitt 8.1). Zudem ist die Ring-Topologie nur eine
logische Verschaltung auf Software-Ebene, die mit der physikalischen Verschaltung der Rechner
nicht u¨bereinstimmen muss.3 Beide Einschra¨nkungen werden hier nicht weiter untersucht.
8.2.2 3D-Rekonstruktion
Die MLEM- und OSEM-Algorithmen ko¨nnen fu¨r die 3D-Rekonstruktion auf verschiedene Arten
parallelisiert werden [AMH91, CLC91], die sich aus der bereits oben angegebenen Rekonstruk-
tionsformel (vgl. Formel 3.14) ergeben:
x
(n+1)
i =
x
(n)
i
M−1∑
j=0
aji
M−1∑
j=0
ajibj
N−1∑
i′=0
aji′x
(n)
i′
∀i ∈ {0, . . . , N − 1} . (8.1)
Die aufwa¨ndigen Rechenschritte sind hierbei die Vorwa¨rtsprojektion des rekonstruierten Bildes
aus der letzten Iteration
b
(n),forward
j =
N−1∑
i′=0
aji′x
(n)
i′ ∀j ∈ {0, . . . ,M − 1} , (8.2)
sowie die Ru¨ckprojektion der Korrekturwerte
x
(n),backward
i =
M−1∑
j=0
ajibj
b
(n),forward
j
∀i ∈ {0, . . . , N − 1} . (8.3)
3Dies macht einen der wesentlichen Unterschiede aus, zwischen der Entwicklung von parallelen Algorithmen
fu¨r Workstation-Cluster und fu¨r dedizierte Parallelrechner. Bei letzteren ist die physikalische Verschaltung der
Knoten fest vorgegeben oder kann u¨ber NCUs (NCU: Network Configuration Unit) [Pen92] eingestellt und dann bei
der Algorithmenentwicklung beru¨cksichtigt werden. Auch ko¨nnen die Kommunikationskana¨le von den Prozessen
i. d. R. exklusiv genutzt werden und mu¨ssen nicht mit anderen Anwendungen geteilt werden.
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Die dritte Summenformel
∑M−1
j=0 aji ist wa¨hrend der Rekonstruktion konstant und wird zusam-
men mit dem geometrischen Teil der Systemmatrix nur einmal vor der ersten Iteration berechnet
(s. Seite 141). Zuna¨chst werden beide Arten der Parallelisierung, also die parallele Vorwa¨rts- und
die parallele Ru¨ckprojektion, untersucht.
Bei der Parallelisierung der Vorwa¨rtsprojektion werden einzelne Teilsummen∑
i′∈Np
aji′x
(n)
i′ mit Np ⊆ {0, . . . , N − 1}
des Summenterms 8.2 von verschiedenen Prozessen ermittelt. Die Terme sind dabei disjunkte
Teilsummen der Gesamtsumme 8.2, es gilt also:
#P⋃
p=1
Np = {0, . . . , N − 1}
∀p1, p2 ∈ {1, . . . ,#P} mit p1 6= p2 gilt: Np1 ∩Np2 = ∅
Anschließend werden die Teile der Vorwa¨rtsprojektion an den Scheduler gesendet, der sie zu-
sammenfasst. Jeder Prozess beno¨tigt hierbei nur einen Teil der Systemmatrix, die somit spal-
tenweise auf die einzelnen Cruncher verteilt werden kann (s. Abb. 8.4). Die Rechenprozesse
- N
?
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· · ·
· · ·
· · ·
Abbildung 8.4: Aufteilung der Systemmatrix bei der parallelen Vorwa¨rtsprojektion
halten also von jedem Zeilenvektor der Systemmatrix nur einen Ausschnitt im Speicher. Zur
Reduktion des gesamten Speicherplatzbedarfs sollen jedoch die Symmetrien der Systemmatrix
(vgl. Abschnitt 7.4.2) ausgenutzt werden. Dabei werden zu einem gespeicherten Vektor wa¨hrend
der Rekonstruktion die symmetrischen Vektoren bestimmt, so dass nur ein Teil der Vektoren
tatsa¨chlich im Speicher gehalten werden muss. Fu¨r diese Symmetrieoperationen wird allerdings
der komplette Vektor beno¨tigt, so dass bei einer Parallelisierung der Vorwa¨rtsprojektion entwe-
der ein erheblicher Kommunikationsaufwand erforderlich ist, oder jeder Cruncher die komplette
Systemmatrix im Speicher halten muss. Die Parallelisierung der Vorwa¨rtsprojektion erscheint
damit kaum geeignet, sowohl den Rechenzeit- als auch den Speicherplatzbedarf zu reduzieren.
Die Parallelisierung der Ru¨ckprojektion gestaltet sich a¨hnlich. Hier werden einzelne Teilsum-
men ∑
j∈Mp
ajibj
b
(n),forward
j
mit Mp ⊆ {0, . . . ,M − 1}
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des Summenterms 8.3 von verschiedenen Prozessen berechnet, wobei entsprechend die Bedin-
gungen:
#P⋃
p=1
Mp = {0, . . . ,M − 1}
∀p1, p2 ∈ {1, . . . ,#P} mit p1 6= p2 gilt: Mp1 ∩Mp2 = ∅
erfu¨llt sind. Die Systemmatrix wird dabei nicht spalten-, sondern zeilenweise auf die einzelnen
Cruncher verteilt (s. Abb. 8.5). Jeder Prozess Pp ha¨lt eine disjunkte Teilmenge Mp von komplet-
ten Zeilenvektoren im Speicher, so dass die Berechnung symmetrischer Vektoren ohne zusa¨tzliche
Kommunikation erfolgen kann. Damit erfu¨llt diese Parallelisierung die Bedingung, Rechenzeit-
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Abbildung 8.5: Aufteilung der Systemmatrix bei der parallelen Ru¨ckprojektion
und Speicherplatzbedarf zu verringern, ohne im Gegenzug zu einem erheblichen Kommunikati-
onsaufwand zu fu¨hren.
Zusammenfassend erfolgt also die Parallelisierung der 3D-Rekonstruktion durch die parallele
Berechnung der Ru¨ckprojektion, also indem jeder Cruncher einen Term der Form
x
(n),backward
i,Mp
=
∑
j∈Mp
ajibj
N−1∑
i′=0
aji′x
(n)
i′
(8.4)
berechnet. D. h. er bestimmt fu¨r seinen Teil AMp der Systemmatrix die Vorwa¨rtsprojektion des
rekonstruierten Bildes, korrigiert diesen Teil der Vorwa¨rtsprojektion und projiziert ihn zuru¨ck.
Um die vollsta¨ndige Ru¨ckprojektion der Korrekturwerte zu erhalten (Formel 8.3), mu¨ssen die
Teilergebnisse der einzelnen Cruncher anschließend zusammengefasst und aufaddiert werden:
x
(n),backward
i =
#P∑
p=1
x
(n),backward
i,Mp
. (8.5)
Wu¨rden die Cruncher die Teilergebnisse dazu an den Scheduler schicken, damit dieser sie se-
quentiell aufaddiert, wa¨re ein Aufwand von O(#P ) erforderlich. Stattdessen wird auch diese
Summe parallel berechnet. Dazu werden die Cruncher und der Scheduler zu einem Bina¨rbaum
[Akl89] verschaltet (s. Abb. 8.6). Sobald ein Cruncher sein Teilergebnis ermittelt hat, wartet er
auf die Ergebnisse seiner maximal zwei Kinder und addiert diese zu seinem eigenen. Das Resul-
tat schickt er dann an seinen Vater-Knoten. Der Scheduler, der die Wurzel des Baumes bildet,
verfu¨gt am Ende u¨ber die komplette Summe, die die Ru¨ckprojektion der Korrekturwerte dar-
stellt. Durch die Baumstruktur des Algorithmus wird der Aufwand auf O(log2(#P )) reduziert.
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Abbildung 8.6: Baum-Topologie
Daru¨ber hinaus wird hier die notwendige Kommunikation besser auf das Rechner-Netzwerk ver-
teilt.
Der Scheduler berechnet anschließend aus der Ru¨ckprojektion der Korrekturwerte und dem Bild
der letzten Iteration das Bild fu¨r die na¨chste Iteration (vgl. Formel 8.1):
x
(n+1)
i =
x
(n)
i
M∑
j=1
aji
x
(n),backward
i ∀i ∈ {0, . . . , N − 1} . (8.6)
Sollen weitere Iterationen berechnet werden, wird dieses Bild als neuer Startwert auf umgekehr-
tem Weg wieder an alle Cruncher verteilt.
Die einzelnen Cruncher halten jeweils einen Teil der Systemmatrix A, das rekonstruierte Bild der
letzten Iteration ~x(n) und die kompletten Messwerte ~b im Speicher. Man ko¨nnte zwar auch den
Messvektor auf die Cruncher aufteilen, da jeder hiervon nur einen Ausschnitt beno¨tigt, jedoch
wu¨rde dadurch der Kommunikationsaufwand bei der spa¨ter erla¨uterten dynamischen Lastvertei-
lung erho¨ht. Da der Speicherplatzbedarf des Messvektors im Vergleich zur Systemmatrix gering
ist, erscheint dieser Kompromiss gerechtfertigt.
Bei der Implementierung der parallelen 3D-Rekonstruktion werden, wie schon bei der 2D-
Rekonstruktion, eine Status- und eine Sequenz-Tabelle verwendet. Diese dienen zur Steuerung
der Rekonstruktion von Multibed- oder Multiframe-Datensa¨tzen. Die einzelnen Eintra¨ge bezie-
hen sich hier nicht auf einzelne Schichten sondern jeweils auf ein komplettes Volumen, so dass
die Status-Tabelle pro Frame nur einen Eintrag hat. Bei der Sequenz-Tabelle wird auch hier
zwischen verschiedenen Schemata unterschieden. Beim fine-Schema wird zuna¨chst eine Iteration
fu¨r den ersten Frame berechnet. Danach wird der na¨chste Frame geladen und rekonstruiert. Die
na¨chste Iteration beginnt erst, nachdem alle Frames bearbeitet wurden. Die Tabellentupel ti
werden damit wie folgt berechnet:
tabsize = #Iterationen ·m
∀i ∈ {0, . . . , tabsize− 1} : tfinei = (0, i mod m, false) .
Auch hier fu¨hrt das fine-Schema dazu, dass der Anwender bereits nach der ersten Iteration einen
U¨berblick u¨ber alle Frames bekommt. Da die Speicherverwaltung aber, ebenso wie bei parallelen
2D-Rekonstruktion, immer nur einen Frame im Speicher ha¨lt, mu¨ssen fu¨r jede Iteration alle
Frames einmal geladen und wieder ausgelagert werden. Die Anzahl der Plattenzugriffe kann
durch die Verwendung des medium-Schemas reduziert werden. Hierbei werden zuna¨chst alle
Iterationen des ersten Frames berechnet, bevor der na¨chste Frame geladen wird:
∀i ∈ {0, . . . , tabsize− 1} : tmediumi =
(
0,
⌊
i
#Iterationen
⌋
, false
)
.
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Der prinzipielle Ablauf der parallelen 3D-Rekonstruktion wird noch einmal durch den fol-
genden Pseudo-Code (Algorithmus 8.5 und 8.6) wiedergegeben.
ALGORITHMUS 8.5: SCHEDULER: 3D-REKONSTRUKTION
erzeuge Sequenz-Tabelle
erzeuge Status-Tabelle
for i=1 to #P // Rekonstruktionsparameter an alle Cruncher senden
send to Pi: Rekonstruktionsparameter
end for
anz=0 // Anzahl der empfangenen Teilsummen
loop
recv: Message-ID von Pi
if (Message-ID == CMD GET RECO3D PART) // Cruncher ist mit Berechnung fertig
if (i == 1) ‖ (i == 2) // Cruncher ist eines der beiden Kinder
recv from Pi: Teilsumme // Teilsumme empfangen
if (anz == 1) // beide Teilsummen vorhanden
addiere Teilsumme zur vorigen Teilsumme
berechne rekonstruiertes Bild
inkrementiere Iterationsza¨hler des Frames
setze Status des Frames auf waiting oder ready
anz=0
else
anz++
end if
end if
end if
// CMD REQUEST VOLUME oder CMD GET RECO3D PART: Frame wird angefordert
if (Status aller Frames ist ready)
send to Pi: CMD END OF RECONSTRCUTION // alle Frames sind fertig
exit loop
end if
if (Status keines Frames ist waiting)
send to Pi: CMD END OF RECONSTRUCTION // keine Arbeit mehr fu¨r diesen Cruncher
else
send to Pi: CMD RECONSTRUCT VOLUME // Frame zuteilen
if (anz == 0) && ((i == 1) ‖ (i == 2))
if (Message-ID == CMD REQUEST VOLUME) // vor der ersten Iteration
send to Pi: Messwerte und Startwerte der Rekonstruktion
else
// Anforderung kommt vom zweiten Kind,
// nachdem sich das erste bereits gemeldet hat
send to P1 and P2: Messwerte und rekonstruiertes Volumen
end if
setze Status des Frames auf calculating
end if
end if
end loop
Den Crunchern wird zuna¨chst der Start der Berechnung mitgeteilt, indem die Rekonstruktions-
parameter u¨bergeben werden. Die Cruncher fordern direkt beim Scheduler Daten zur Rekon-
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struktion an (CMD REQUEST VOLUME) und werden daraufhin zum Empfang der Daten auf-
gefordert (CMD RECONSTRUCT VOLUME). Handelt es sich bei den Crunchern um die Kin-
der des Schedulers (P1 oder P2) bekommen sie auch direkt die notwendigen Daten. Die Cruncher
schicken die Daten dann ihrerseits an ihre Kinder, so dass sie u¨ber die erwa¨hnte Baum-Struktur
auf alle Cruncher verteilt werden. Nach der Berechnung (Formel 8.4) schicken die Cruncher die
Meldung CMD GET RECO3D PART an den Scheduler und die berechnete Teilsumme an den
jeweiligen Vater. Handelt es sich bei dem Vater um einen Cruncher, addiert dieser die Teilsum-
men seiner Kinder zu der eigenen und schickt das Ergebnis wiederum an seinen Vater. Ist der
Vater der Scheduler, bildet dieser aus den beiden Teilsummen der Kinder die Gesamtsumme und
berechnet das rekonstruierte Bild (Formel 8.6). Sobald alle Frames rekonstruiert sind, beantwor-
tet der Scheduler die Anfragen mit einem Ende-Signal (CMD END OF RECONSTRUCTION).
ALGORITHMUS 8.6: CRUNCHER: 3D-REKONSTRUKTION
recv from P0: Rekonstruktionsparameter // Rekonstruktionsparameter empfangen
send to P0: CMD REQUEST VOLUME // Frame anfordern
parent=(i− 1)/2 // Nummer des Vaters (i ist die eigene Nummer)
child1=i · 2 + 1 // Nummern der Kinder
child2=child1 + 1
loop
recv from P0: Message-ID
if (Message-ID == CMD END OF RECONSTRUCTION) break; // Rekonstruktion abgeschlossen
else // CMD RECONSTRUCT VOLUME: Frame empfangen
recv from Pparent: Messwerte und rekonstruiertes Volumen
berechne Teilsumme
recv from Pchild1 and Pchild2: Teilsummen // Teilsummen der Kinder empfangen
addiere Teilsummen der Kinder zu eigener
send to P0: CMD GET RECO3D PART // Ergebnis zuru¨cksenden
send to Pparent: rekonstruiertes Volumen
end if
end loop
Es ist hier zu beachten, dass die Baum-Struktur nur fu¨r das Verteilen und Einsammeln der
Messwerte und rekonstruierten Bilder genutzt wird. Alle Steuer-Kommandos werden hingegen
direkt zwischen den Crunchern und dem Scheduler ausgetauscht.4
Durch die hier gewa¨hlte Art der Parallelisierung wird nicht nur eine Verku¨rzung der Rechen-
zeit erreicht, sondern auch der Speicherplatzbedarf durch die Aufteilung der Systemmatrix redu-
ziert. Sollten ku¨nftige Scanner-Geometrien zu einer Vergro¨ßerung der Systemmatrix fu¨hren, so
dass diese trotz der Kompressionsmethoden aus Abschnitt 7.4 nicht im Speicher gehalten werden
kann, genu¨gt die Einbeziehung weiterer Rechner in den Workstation-Cluster, um die Datensa¨tze
dennoch rekonstruieren zu ko¨nnen. Daru¨ber hinaus wurde der durch die Parallelisierung not-
wendige Kommunikationsaufwand auf ein Minimum reduziert und durch die Baum-Topologie
auf das gesamte Rechner-Netzwerk verteilt.
8.2.2.1 Dynamische Lastverteilung
Das beschriebene Parallelisierungs-Schema entha¨lt zwei Synchronisationspunkte, an denen die
Prozesse auf Daten eines anderen Prozesses warten mu¨ssen. Dies sind das Warten auf die Teil-
4Dadurch, dass die Steuer-Kommandos generell direkt vom Scheduler kommen, kann die Zahl der Kommuni-
kations-Kana¨le, die der Cruncher auf eingehende Daten u¨berwachen muss, reduziert werden.
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ergebnisse der Kinder und das Warten auf die Startwerte fu¨r die na¨chste Iteration, die vom
Vater-Prozess gesendet werden. Die Rechenlast der einzelnen Prozesse ha¨ngt dabei im Wesentli-
chen von der jeweiligen Anzahl der Zeilenvektoren in der Vektormenge Mp ab, die der Cruncher
im Speicher ha¨lt. Werden die Teile der Systemmatrix gleichma¨ßig auf alle Prozesse verteilt, so
dass jeder Cruncher gleichviele Zeilenvektoren erha¨lt, fu¨hrt das an den Synchronisationspunk-
ten dazu, dass schnelle Prozesse auf langsame Prozesse warten mu¨ssen, so dass letztlich der
langsamste Rechner die Gesamtrechenzeit bestimmt. Um dies zu vermeiden, muss die unter-
schiedliche Leistungsfa¨higkeit der Rechner bei der Aufteilung der Systemmatrix beru¨cksichtigt
werden. Langsame Rechner bekommen dabei einen kleineren Teil der Systemmatrix zugewie-
sen als schnelle. Da die Computer des Workstation-Clusters wa¨hrend der Rekonstruktion auch
noch von anderen Anwendern benutzt werden, ist die Leistungsfa¨higkeit der Maschinen nicht
statisch, sondern schwankt mit der Auslastung. Aus diesem Grund muss die Aufteilung der
Systemmatrix wa¨hrend der Rekonstruktion an die aktuelle Situation angepasst, die Rechenlast
also dynamisch umverteilt werden. Im Folgenden werden die hierfu¨r entwickelten Algorithmen
anhand der Ordered-Subset-Rekonstruktion beschrieben. Es sollte noch einmal erwa¨hnt werden,
dass der MLEM-Algorithmus der Spezialfall eines OSEM-Algorithmus mit einem Subset ist, so
dass das gleiche Lastverteilungsverfahren auch hier angewendet werden kann.
Fu¨r die dynamische Lastverteilung wird die Systemmatrix, wie schon in Abschnitt 8.1 be-
schrieben, anhand des transaxialen Winkels θ der jeweiligen Koinzidenzlinie in einzelne Vektor-
mengen G(θ) aufgeteilt. Dabei ist zu beachten, dass bei der Speicherung der Systemmatrix evtl.
nicht alle Symmetrien genutzt werden, so dass die Berechnung der Vektormengen hier abha¨ngig
vom Datenformat und der Anzahl der genutzten Symmetrien nach den Definitionen A.5-A.17
erfolgt. Vereinfachend wird angenommen, dass die Mengen gleichviele und gleichlange Vektoren
enthalten, so dass die Berechnung einer Teilsumme x(n),backwardi,G(θ) (vgl. Formel 8.4) fu¨r jeden Win-
kel θ den gleichen Aufwand erfordert.5
Da die Anzahl der Vektormengen i. d. R. gro¨ßer als die der Prozesse ist, werden ggfls. jedem
Prozess mehrere Vektormengen zugeteilt. Bei der Aufteilung muss beru¨cksichtigt werden, dass
bei einer OSEM-Rekonstruktion in jedem Schritt nur ein Subset der Winkel {0, . . . ,Θ− 1} be-
rechnet wird. Anschließend werden die Teilergebnisse u¨ber die Baumstruktur zusammengefasst
und neu verteilt, worauf die Berechnung des na¨chsten Subsets folgt. Die Prozesse werden damit
also nach der Berechnung jedes Subsets synchronisiert. Fu¨r eine optimale Auslastung der Rech-
ner, unter der Annahme, dass alle die gleiche Leistung haben, sollten die Vektormengen G(θ)
eines Subsets daher mo¨glichst gleichma¨ßig auf alle Cruncher verteilt sein. D. h. wenn c(p, s) mit
1 ≤ p ≤ #P und 0 ≤ s < #Subsets die Anzahl der Vektormengen aus Subset s ist, die Cruncher
Pp zugeteilt wurden, wird eine Verteilung c(p, s) gesucht, bei der
#P
max
p=1
c(p, s)−
#P
min
p=1
c(p, s) mit 0 ≤ s < #Subsets (8.7)
minimal ist. Im Optimalfall haben alle Cruncher gleichviele Vektormengen aus jedem Subset,
so dass Term 8.7 fu¨r alle Subsets s Null ist. Als zusa¨tzliche Bedingung mu¨ssen natu¨rlich alle
Vektormengen verteilt sein, also
#P∑
p=1
c(p, s) =
#V ektormengen
#Subsets
mit 0 ≤ s < #Subsets (8.8)
5Diese Annahme wird dadurch eingeschra¨nkt, dass nur die Koinzidenzlinien im Speicher gehalten werden, auf
denen Zerfa¨lle gemessen wurden (s. Abschnitt 7.4.4). Die Gro¨ßen der Mengen G(θ) sind damit letztlich abha¨ngig
von der Aktivita¨tsverteilung im untersuchten Objekt. Jedoch du¨rften die unbenutzten Koinzidenzlinien u¨ber alle
transaxialen Winkel gleichverteilt sein, so dass die Annahme gerechtfertigt erscheint.
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und
#P∑
p=1
c(p) = #V ektormengen mit c(p) =
#Subsets−1∑
s=0
c(p, s). (8.9)
Zur Steuerung der dynamischen Lastverteilung verwendet der Scheduler zwei Tabellen. Die
Cruncher-Tabelle c(p, s) entha¨lt fu¨r jeden Cruncher p die aktuelle Anzahl der zugewiesenen
Vektormengen aus den verschiedenen Subsets s mit 0 ≤ s < #Subsets. Die Verteilungs-Tabelle
entha¨lt fu¨r jede Vektormenge die Nummer des Crunchers, dem die Menge zugewiesen wurde.
Bei der Initialisierung der Tabellen wird zuna¨chst davon ausgegangen, dass alle Rechner die
gleiche Rechenleistung haben. Die Vektormengen werden deshalb gleichma¨ßig auf die Cruncher
verteilt, wobei Vektormengen eines Subsets verschiedenen Crunchern zugeteilt werden. Der Al-
gorithmus 8.7 verdeutlicht wie die Verteilungs-Tabelle gefu¨llt wird.
ALGORITHMUS 8.7: Initialisierung der Verteilungs-Tabelle
p=1 // Nummer des Crunchers
for s=0 to #Subsets-1
for i=s to #Vektormengen-1 step #Subsets
distribution list(i)=p // Nummer des Crunchers in Verteilungs-Tabelle speichern
if (p == #P)
p=1
else
p++
end if
end for
end for
Wu¨rde z. B. ein 3D-Sinogramm mit 44 transaxialen Winkelprojektionen gemessen (Θ = 44),
ergeben sich 12 (= Θ/4 + 1) Vektormengen, die je nach Anzahl der genutzten Symmetrien nach
Definition A.5-A.9 berechnet werden ko¨nnen. Tabelle 8.4 zeigt die Verteilung dieser 12 Vektor-
mengen auf drei Cruncher fu¨r eine OSEM-Rekonstruktion mit drei Subsets. Diese Verteilung
wurde mit Algorithmus 8.7 bestimmt.
Vektormenge 0 1 2 3 4 5 6 7 8 9 10 11
Cruncher 1 2 3 2 3 1 3 1 2 1 2 3
Tabelle 8.4: Verteilungs-Tabelle
Die einzelnen Subsets bestehen aus je vier (= 12/3) Vektormengen: {G(0),G(3),G(6),G(9)},
{G(1),G(4),G(7),G(10)} und {G(2),G(5),G(8),G(11)}. Um ein solches Subset aus vier Vektor-
mengen mo¨glichst gleichma¨ßig auf drei Cruncher zu verteilen, muss ein Cruncher zwei Vektor-
mengen und die beiden anderen je eine zugewiesen bekommen. Das gleiche gilt fu¨r die beiden
anderen Subsets, wobei der Cruncher mit der Doppelzuteilung jeweils ein anderer ist, so dass
insgesamt alle Cruncher eine mo¨glichst gleiche Anzahl von Subsets bekommen. Die Cruncher-
Tabelle 8.5 gibt fu¨r jeden Cruncher die Zahl der bei diesem Beispiel zugewiesenen Vektormengen
an.
Es fa¨llt auf, dass die Informationen, die in der Cruncher-Tabelle 8.5 enthalten sind, auch bereits
in der Verteilungs-Tabelle 8.4 enthalten sind, wenn man hier die Einteilung der Vektormengen
in Subsets beru¨cksichtigt. Die Cruncher-Tabelle entha¨lt diese aber in einer anderen Darstellung,
so dass sie wa¨hrend der Lastverteilung nicht umsta¨ndlich aus der Verteilungs-Tabelle berechnet
werden mu¨ssen.
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# der Vektormengen aus
Cruncher
# der Vektormengen
Subset 0 Subset 1 Subset 2
1 4 2 1 1
2 4 1 2 1
3 4 1 1 2
Tabelle 8.5: Cruncher-Tabelle
Zusammenfassend wird bei der Initialisierung durch Algorithmus 8.7 eine Verteilung erreicht, die
die Vektormengen eines Subsets mo¨glichst gleichma¨ßig auf die Cruncher verteilt (s. Formel 8.7).
Der Term 8.7 kann hier fu¨r die einzelnen Subsets nicht zu Null minimiert werden, da dies bei
einer Aufteilung von vier Subsets auf drei Cruncher nicht mo¨glich ist. Die erzeugte Verteilung
erfu¨llt auch Formel 8.8, nach der alle vier Vektormengen eines Subsets auf die Cruncher verteilt
sein mu¨ssen. Damit ist auch bereits Formel 8.9 erfu¨llt, da insgesamt alle Vektormengen verteilt
wurden. Dabei werden die Vektormengen zusa¨tzlich gleichma¨ßig auf alle Cruncher verteilt, so
dass
#P
max
p=1
#Subsets−1∑
s=0
c(p, s)−
#P
min
p=1
#Subsets−1∑
s=0
c(p, s) (8.10)
minimal ist. Da jeder Cruncher die gleiche Anzahl von Vektormengen zugewiesen bekommen
hat, wird Term 8.10 zu Null.
Die mit Algorithmus 8.7 erzeugte Verteilung ist nur dann optimal, wenn alle Rechner die glei-
che Leistung haben. Das ist in einem Workstation-Cluster jedoch normalerweise nicht der Fall.
Vor der Rekonstruktion wird diese Verteilung deshalb an die tatsa¨chliche Leistungsfa¨higkeit der
Rechner angepasst. Die dafu¨r notwendigen Informationen werden bei der parallelen Gewichts-
berechnung gewonnen. Wenn ein Cruncher hier eine Vektormenge zur Berechnung anfordert,
bekommt er entsprechend der Verteilungs-Tabelle eine Vektormenge zugewiesen. Schnelle Crun-
cher haben bereits all ihre Vektormengen berechnet, wa¨hrend langsame Cruncher noch an ihren
arbeiten. In diesem Fall bekommt der Cruncher eine noch nicht bearbeitete Vektormenge zuge-
wiesen, die urspru¨nglich fu¨r einen anderen Cruncher bestimmt war. Dabei wird eine Vektormenge
aus dem Subset gewa¨hlt, aus dem der anfordernde Cruncher bisher die wenigsten hat. Im Opti-
malfall hat er aus allen Subsets gleichviele Vektormengen, so dass er wa¨hrend der Berechnung
der Subsets einer Iteration konstant ausgelastet ist. Sei also Su die Menge der Subsets, aus denen
noch unbearbeitete Vektormengen vorliegen. Dann wird eine Vektormenge aus einem Subset s
gewa¨hlt, so dass gilt:
c(p, s) = min
i∈Su
c(p, i).
U. u. trifft dies fu¨r mehrere Subsets zu. In diesem Fall wird dasjenige Subset genommen, aus
dem noch die meisten Vektormengen unbearbeitet sind. Die Verteilungs- und Cruncher-Tabelle
wird entsprechend angepasst. Letztlich bekommen schnelle Cruncher somit mehr Vektormengen
zugewiesen als langsame.
Wie bereits in Abschnitt 8.1 beschrieben wurde, kann eine fru¨her berechnete Systemmatrix
von der Festplatte geladen werden, falls eine Rekonstruktion mit den gleichen Einstellungen
durchgefu¨hrt werden soll. In diesem Fall wird die Start-Verteilung nicht an die Rechenleis-
tung wa¨hrend der Gewichtsberechnung, sondern an die Speichermenge die jedem Cruncher zur
Verfu¨gung steht, angepasst. Dies ist ein sinnvolles Kriterium, da Cruncher die mehr Vektormen-
gen zugewiesen bekommen als in den Speicher passen, anfangen Daten auszulagern und deshalb
langsamer werden.
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Fu¨r jeden Cruncher Pp wird zuna¨chst aufgrund seines Anteils am Gesamtspeicher des Worksta-
tion-Clusters die Anzahl der Vektormengen c(p) bestimmt:
anteil(p) =
mem(p)
#P∑
p=1
mem(p)
·#V ektormengen.
mit mem(p) : Gro¨ße des Arbeitsspeichers von Pp
Da nur ganze Vektormengen verteilt werden du¨rfen, wird folgender Algorithmus verwendet, um
die Zahl der Vektormengen fu¨r jeden Cruncher zu ermitteln:
ALGORITHMUS 8.8: Verteilung der Vektormengen aufgrund des Speicherplatzes
summe=0
for p=1 to #P
c(p)=banteil(p)c // Ganzzahliger Anteil der Vektormengen verteilen
summe+=c(p)
r(p)=anteil(p)-c(p) // Nachkommaanteil isolieren
end for
for s=summe+1 to #Vektormengen // restliche Vektormengen verteilen
suche i mit r(i) = max#Pp=1 r(p)
r(i)=0
c(i)++
end for
Als Resultat bekommen Rechner mit großem Arbeitsspeicher beim Laden der Systemmatrix
mehr Vektormengen zugeteilt als Rechner mit kleinem Speicher. Um die Verteilung aus der
urspru¨nglich berechneten Cruncher-Tabelle an diese Verteilung anzupassen, mu¨ssen einzelne
Cruncher Vektormengen abgeben oder aufnehmen. Dabei soll die mo¨glichst gleichma¨ßige Vertei-
lung der Vektormengen eines Subsets auf die Cruncher gewahrt bleiben, d. h. die Auswahl der
Vektormenge die weitergegeben wird, entscheidet sich daran, dass die neue Verteilung Formel
8.7 minimiert.
Algorithmus 8.9 zeigt das Verfahren zur Auswahl einer Vektormenge, die von Cruncher Pi abge-
geben werden soll. Die Tabelle u entha¨lt dabei fu¨r jeden Cruncher die Anzahl der aufzunehmen-
den Vektormengen. Cruncher, die einen Teil ihrer Rechenlast abgeben sollen, haben hier einen
negativen Wert. Diese Tabelle ergibt sich als Differenz aus der gewu¨nschten Verteilung und der
urspru¨nglich berechneten Verteilung.
ALGORITHMUS 8.9: Auswahl des Subsets fu¨r Umverteilung
min diff=MAXSHORT
for s=0 to #Subsets-1
if (c(i,s) > 0) // Vektormengen aus allen Subsets des Crunchers testen
c(i,s)-- // Cruncher Pi gibt Vektormenge aus Subset s ab
for p=1 to #P // besten Empfa¨nger fu¨r Vektormenge bestimmen
if (u(p) > 0)
c(p,s)++ // Cruncher Pp bekommt Vektormenge aus Subset s
diff=Formel 8.7
if (diff < min diff) // beste Subset/Empfa¨nger-Kombination merken
min diff=diff
destination=p
subset=s
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end if
c(p,s)--
end if
end for
c(i,s)++
end if
end for
// Vektormenge aus gefundenem Subset an Empfa¨nger u¨bergegeben
c(i,subset)--
c(destination,subset)++
Um zu entscheiden, aus welchem Subset die abzugebende Vektormenge sein soll und an welchen
Cruncher sie weitergegeben werden soll, werden hier alle Mo¨glichkeiten getestet und schließlich
wird die Kombination aus Subset und Empfa¨nger gewa¨hlt, die zu einem minimalen Wert von
Formel 8.7 fu¨hrt.
Zusa¨tzlich zu der hier dargestellten Modifikation der Cruncher-Tabelle wird auch die Verteilungs-
Tabelle entsprechend aktualisiert.
Nachdem die Speicherkapazita¨ten der Cruncher auf diese Weise in die Lastverteilungs-Tabellen
eingeflossen sind, werden die entsprechenden Vektormengen von der Festplatte geladen und an
die jeweiligen Cruncher weitergegeben.
Die Verteilung der Vektormengen wird nach jeder Iteration, außer der letzten, erneut ange-
passt. Als Grundlage hierfu¨r misst jeder Cruncher die Realzeit r(p), die wa¨hrend der Berechnung
von Formel 8.4 und beim Zusammenfassen der Teilergebnisse (Formel 8.5) verstreicht. Im Ge-
gensatz zur reinen Prozesszeit, die nur die Anzahl der Taktzyklen wiedergibt, die ein Prozess
fu¨r eine Berechnung beno¨tigt, entha¨lt die Realzeit auch die Zeiten, die von anderen Anwendun-
gen auf dem gleichen Rechner verbraucht werden, sowie Zeiten, die beim Auslagern (Swappen)
von Daten anfallen. Die Speicherauslastung eines Rechners und die Auslastung des Rechners
mit anderen Prozessen fließt damit indirekt in die Lastverteilung ein. Die Wartezeiten an den
Synchronisationspunkten werden nicht mitgerechnet, da gerade diese durch die Lastverteilung
verringert werden sollen.
Die Verteilungs-Tabelle wird so angepasst, dass die Differenz der Rechenzeiten der Cruncher
#P
max
p=1
r(p)−
#P
min
p=1
r(p)
minimiert wird. Da die Gesamtrechenzeit durch die Rechenzeit des langsamsten Crunchers
bestimmt wird, kann auf diese Weise die gu¨nstigste Verteilung erreicht werden. Hierzu wird
zuna¨chst fu¨r jeden Cruncher die Rechenzeit pro Vektormenge bestimmt
r1(p) =
r(p)
c(p)
mit 1 ≤ p ≤ #P
und anschließend die Vektormengen so auf die Cruncher verteilt, dass
#P
max
p=1
(r1(p) · c(p))−
#P
min
p=1
(r1(p) · c(p)) (8.11)
minimal wird. Hierzu ko¨nnten alle mo¨glichen Verteilungen c(p) mit 1 ≤ p ≤ #P , die eine
vollsta¨ndige Aufteilung aller Vektormengen darstellen (Formel 8.9), getestet werden. Dies ist je-
doch angesichts des großen Zahl von mo¨glichen Verteilungen nicht praktikabel. Stattdessen wird
ein Algorithmus entwickelt, der eine zielgerichtete Suche nach der besten Verteilung durchfu¨hrt.
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Er beginnt dabei mit einer Verteilung, bei der keinem Cruncher Vektormengen zugeteilt sind
(c(p) = 0, 1 ≤ p ≤ #P ). Anschließend werden die Vektormengen schrittweise auf die Cruncher
verteilt. Dabei erha¨lt jeweils derjenige Cruncher p die Vektormenge, bei dem die so gea¨nderte
Verteilung nach Formel 8.11 minimal ist. Am Ende gibt die Verteilung c(p) wieder, wieviele
Vektormengen jeder Cruncher haben sollte, damit die Rechenzeit-Unterschiede der Cruncher in
der na¨chsten Iteration minimal sind.
Das Verfahren zur Bestimmung der neuen Verteilung wird in Algorithmus 8.10 noch einmal
verdeutlicht.
ALGORITHMUS 8.10: Verteilung der Vektormengen aufgrund der Rechenzeiten
for p=1 to #P
r1(p)=r(p)/c(p) // Rechenzeit pro Vektormenge
c(p)=0 // Cruncher-Tabelle lo¨schen
end for
for i=0 to #Vektormengen-1 // alle Vektormengen auf die Cruncher verteilen
min diff=MAXFLOAT
for p=1 to #P
c(p)++ // Vektormenge an Cruncher Pp
// Formel 8.11 berechnen
max v=r1(0)*c(0)
min v=r1(0)*c(0)
for j=2 to #P
v=r1(j)*c(j)
if (v > max v) max v=v
else if (v < min v) min v=v
end if
end if
end for
diff=max v-min v
// Zuteilung, die zu Minimierung von Formel 8.11 fu¨hrt, merken
if (diff < min diff)
min diff=diff
min diff nr=p
end if
c(p)--
end for
c(min diff nr)++ // optimalen Empfa¨nger fu¨r Vektormenge gefunden
end for
Um die aktuelle Verteilung an diese neue Verteilung anzupassen, mu¨ssen die Cruncher- und
Verteilungs-Tabellen angepasst werden. Dies geschieht wiederum mit Algorithmus 8.9, der ge-
wa¨hrleistet, dass die Vektormengen eines Subsets mo¨glichst gleichma¨ßig auf alle Cruncher verteilt
bleiben. Beim Modifizieren der Verteilungs-Tabelle fordert der Scheduler den abgebenden und
den aufnehmenden Cruncher auf, die entsprechende Vektormenge zu senden, bzw. zu empfan-
gen. Die Weitergabe der Vektor-Daten erfolgt dann direkt zwischen den beiden Crunchern ohne
den Umweg u¨ber den Scheduler.
Prinzipiell ko¨nnte man bei jeder Neuverteilung der Rechenlast auch den Bina¨rbaum (s. Abb.
8.6), der zum Zusammenfu¨gen der Zwischenergebnisse verwendet wird, umkonfigurieren und
an die aktuelle Auslastung des Kommunikations-Netzwerkes anpassen. Da sich diese Auslastung
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jedoch meist sehr schnell a¨ndert, la¨sst sich die ku¨nftige Auslastung kaum vorhersagen. Deshalb ist
hier nur eine marginale Verbesserung zu erwarten, die den Aufwand zur Bestimmung geeigneter
Lastverteilungs-Parameter nicht rechtfertigt.
8.3 Message-Passing-System
Durch die Parallelisierung der Berechnung der Systemmatrix und der Rekonstruktion wird die
Rechenlast auf mehrere Computer verteilt. Hierzu ist es erforderlich, dass Prozesse, die auf unter-
schiedlichen Rechnern laufen, miteinander kommunizieren und Daten austauschen. Die notwen-
digen Kommunikationsverbindungen werden dabei durch die parallelen Algorithmen vorgegeben.
Die parallele 2D-Rekonstruktion erfordert eine Farming-Topologie (s. Abb. 8.7), bei der der Steu-
erprozess (Scheduler) mit allen Rechenprozessen (Cruncher) verbunden ist. Die Verteilung der
P0
P1 P2 P3 P4 P5 P6 P7 P8
Abbildung 8.7: Farming-Topologie
Systemmatrix auf alle Cruncher zu Beginn der Rekonstruktion, beno¨tigt zusa¨tzlich eine Ring-
Verschaltung der Cruncher (s. Abb. 8.3). Fu¨r das Zusammenfassen der Zwischenergebnisse bei
der 3D-Rekonstruktion wird eine Baum-Struktur (s. Abb. 8.6) verwendet. Die zeitkritischste
Kommunikationssituation stellt die dynamische Lastverteilung dar. Die Cruncher sollen dabei
die Teile der Systemmatrix nicht u¨ber den Scheduler austauschen, da dies zu einer U¨berlas-
tung der Kommunikationsverbindungen des Schedulers fu¨hren wu¨rde. Stattdessen u¨bernimmt
der Scheduler hier nur eine Steuerfunktion und die Cruncher tauschen die Daten direkt aus.
Dazu mu¨ssen die Cruncher untereinander zu einer Clique verschaltet werden. Abb. 8.8 zeigt
zusammenfassend die Topologie des Prozess-Netzwerkes, die eine U¨berlagerung der genannten
F P0 P1
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P5
Abbildung 8.8: Prozess-Topologie von Marvin
Strukturen darstellt. Wa¨hrend der Berechnungen soll der Benutzer die Programm-Oberfla¨che
weiter verwenden ko¨nnen, um z. B. Zwischenergebnisse begutachten zu ko¨nnen. Deshalb wurde
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dieses Front-End (F) als eigensta¨ndiger Prozess realisiert, der u¨ber eine Kommunikationsverbin-
dung mit dem Scheduler verknu¨pft ist.
Zur Realisation des Message-Passing-Systems wird eine Programm-Bibliothek benutzt, die
Funktionen zum Auf- und Abbau des Netzwerkes und zum Datenaustausch zwischen den Knoten
des heterogenen Netzwerkes bereitstellt. Im wissenschaftlichen Bereich wird fu¨r solche Aufga-
ben meist PVM (s. Anhang B) verwendet. PVM-Anwendungen sind jedoch vor allem durch das
Da¨mon-Konzept nicht fu¨r die typischen Benutzer in einem PET-Labor geeignet. Die Installation
und Konfiguration sowie das Aufra¨umen eines teilweise abgestu¨rzten PVM-Netzes, das Lo¨schen
der Lock-Dateien der PVM-Da¨mone und der Neustart der Da¨mone ist z. T. zeitaufwa¨ndig und
erfordert Systemadministrationskenntnisse, die nicht vorausgesetzt werden ko¨nnen.
Deshalb wurde eine Message-Passing-Bibliothek entwickelt, die auf den Da¨mon-Prozess verzich-
tet und stattdessen direkte Verbindungen zwischen den Anwender-Prozessen herstellt. Hierauf
aufbauende Anwendungen verfu¨gen u¨ber eine fu¨r den Benutzer weitgehend transparente Paralle-
lisierung, die keinen zusa¨tzlichen Konfigurations- oder Administrationsaufwand erfordert. Abb.
8.9 zeigt das UML-Klassendiagramm dieser libIPC.
Abbildung 8.9: Klassendiagramm der libIPC
Die Kommunikationsverbindungen ko¨nnen zwischen Rechnern hergestellt werden, die unter-
schiedliche Repra¨sentationen der Standard-Datentypen hinsichtlich der Anzahl und Reihenfolge
(Big-Endian/Little-Endian) der Bytes, die ein Datum bilden, verwenden. Beim Aufbau einer
Verbindung wird deshalb zuna¨chst das Datenformat der beiden beteiligten Rechner verglichen.
Ergeben sich hier Unterschiede, werden die Daten beim Senden zuna¨chst in das standardisierte
XDR-Format [Sri95] (XDR: External Data Representation) und beim Empfang in das Format
des Zielrechners umgewandelt. Da die U¨bertragungsrate mit der Gro¨ße der Datenpakete ansteigt
(s. U¨bertragungsraten der Socket-Klasse in Abb. 8.10), wird die Kommunikation gebuffert. Da-
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durch werden aufeinander folgende kleine Datenpakete zu gro¨ßeren Paketen zusammengefasst.
Das StreamBuffer-Objekt u¨bernimmt die Aufgabe, eingehende Daten falls notwendig in das
XDR-Format umzuwandeln und dann in einen Buffer zu schreiben, dessen Gro¨ße sich an den
Bedarf anpasst. Beim Auslesen der Daten aus dem Buffer werden diese in das Format des lo-
kalen Rechners umgewandelt. Die abstrakte Basisklasse Comm verwaltet je einen StreamBuffer
fu¨r zu sendende und empfangene Daten und stellt Methoden bereit, den Bufferinhalt u¨ber einen
Kommunikationskanal zu senden oder zu empfangen.
Die Kommunikation zwischen zwei Prozessen, die auf unterschiedlichen Rechnern laufen, erfolgt
u¨ber TCP/IP-Sockets (TCP: Transmission Control Protocol, IP: Internet Protocol) [Ste98b].
Diese werden auf Client- und Server-Seite durch ein Socket-Objekt realisiert, das Methoden zum
Auf- und Abbau der Verbindung, zum Senden und Empfangen von Daten, sowie zum Polling
bereitstellt. Die Klasse CommSocket stellt eine Spezialisierung der Comm-Klasse dar, die die
Kommunikation u¨ber einen Socket abwickelt und daru¨ber hinaus in der Lage ist, Prozesse auf
anderen Rechnern, die u¨ber eine IP-Nummer identifiziert werden, zu starten und zu diesen eine
Socket-Verbindung aufzubauen.6
Abb. 8.10 gibt die U¨bertragungsraten wieder, die unter Verwendung der Socket-Klasse bzw. der
libIPC erreicht werden. Die Messungen wurden auf zwei SUN Ultra II (296 bzw. 450 MHz, So-
laris 2.6) durchgefu¨hrt, die u¨ber Ethernet (10 MBit/s) und ATM (155 MBit/s) verbunden sind.
Paketgro¨ße [Byte]
Bandbreite
[KByte/s]
Paketgro¨ße [Byte]
Bandbreite
[KByte/s]
Abbildung 8.10: TCP/IP-U¨bertragungsraten u¨ber eine Netzwerkverbindung (oben:
ATM mit 155 MBit/s, unten: Ethernet mit 10 MBit/s) (vgl. Tab. 8.6)
6Das Starten eines Prozesses von Rechner A auf Rechner B erfolgt u¨ber den Remote-Da¨mon. Dieser muss
deshalb auf dem Rechner B so konfiguriert sein (Datei $HOME/.rhosts), dass dem speziellen User von Rechner
A das Starten von Prozessen ohne weitere Authentifizierung erlaubt ist.
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Sowohl die Rechner als auch das Netzwerk befanden sich wa¨hrend der Messung im laufenden Be-
trieb, so dass Messfehler durch andere Prozesse oder anderen Datenverkehr nicht auszuschließen
sind. Da die Messungen jedoch zu verschiedenen Zeiten 1000 Mal wiederholt wurden, du¨rften
diese Einflu¨sse zu vernachla¨ssigen sein.
Die U¨bertragungsraten der libIPC sind durchweg geringer als die der Socket-Klasse, da hier
zusa¨tzlich zur reinen Kommunikation noch die StreamBuffer fu¨r die gebufferte Kommunikation
verwaltet werden mu¨ssen. Auffallend ist, dass wie bereits beschrieben, die U¨bertragungsraten
bei kleinen Datenpaketen durch den Overhead des TCP/IP-Protokolls deutlich geringer ist, als
bei großen Paketen. Auch wird die maximale U¨bertragungsrate bei der 155 MBit/s-Verbindung
erst spa¨ter erreicht als bei der 10 MBit/s-Verbindung. Die genauen Messwerte werden in Tabelle
8.6 aufgefu¨hrt.
Ethernet ATM Ethernet ATM
Paketgro¨ße (10 MBits/s) (155 MBit/s) (10 MBits/s) (155 MBit/s)
[KByte/s] [KByte/s] [KByte/s] [KByte/s]
Socket-Klasse libIPC
1 6.1 5.4 5.6 4.9
2 13.0 11.1 11.2 10.0
4 26.0 23.0 22.3 20.0
8 52.1 44.6 44.6 40.0
16 97.7 91.9 84.5 80.1
32 178.6 178.6 156.3 160.3
64 312.5 337.8 257.0 304.9
128 490.2 675.7 438.6 595.2
256 694.4 1282.1 641.0 1111.1
512 877.2 2325.6 819.7 2040.8
1024 980.4 3921.6 961.5 3448.3
2048 1052.6 6060.6 1015.2 5128.2
4096 1109.6 8080.8 1087.0 7079.6
8192 1094.4 10191.1 1100.0 8377.0
16384 1118.9 11678.8 1114.6 9937.9
32768 1126.0 13417.2 1107.7 11490.1
65536 1127.7 14849.2 1116.7 12838.5
131072 1130.0 15534.0 1120.3 13375.1
Tabelle 8.6: TCP/IP-U¨bertragungsraten u¨ber eine Netzwerkverbindung
Befinden sich beide Prozesse auf dem gleichen Rechner, kann die Kommunikation auch u¨ber
das einfachere UDP (User-Datagram-Protocol) erfolgen. Durch den Verzicht auf Fehlerkorrek-
turverfahren kann hiermit eine ho¨here U¨bertragungsrate erreicht werden. Diese UDP-Sockets
werden ebenfalls durch die Socket-Klasse realisiert. Die U¨bertragungsraten im Vergleich zu einer
TCP-Verbindung werden in Abb. 8.11 dargestellt. Hier wurde eine Kommunikationsverbindung
zwischen zwei Prozessen, die auf einer SUN Ultra II (2 Prozessoren, 296 MHz, Solaris 2.6) lie-
fen, hergestellt. Da die Datenpakete hier nur den TCP/IP- bzw. UDP/IP-Stack des Kernels
durchlaufen, aber nicht u¨ber eine Netzwerkverbindung transportiert werden mu¨ssen, ko¨nnen
deutlich ho¨here U¨bertragungsraten erreicht werden. Hierbei ist zu beachten, dass der Overhead
der Buffer-Verwaltung in der libIPC bei sehr hohen U¨bertragungsraten sta¨rker ins Gewicht fa¨llt.
Die genauen Messwerte werden in Tabelle 8.7 wiedergegeben.
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Paketgro¨ße [Byte]
U¨bertragungsrate
[KByte/s]
Abbildung 8.11: U¨bertragungsraten zwischen zwei lokalen Prozessen (vgl. Tab. 8.7)
Abb. 8.12 zeigt noch einmal den Zusammenhang der Klassen bei einer UDP/TCP-Socket-
Kommunikation. Die Anwendung schreibt die Daten beim Senden in einen StreamBuffer, der von
einem Comm-Objekt verwaltet wird. Das CommSocket-Objekt liest die Daten aus dem Buffer
und sendet sie u¨ber den Socket, der von der Socket-Klasse realisiert wird. Auf der anderen Seite
werden die Daten vom CommSocket-Objekt aus dem Socket gelesen und in den StreamBuffer
des Comm-Objektes kopiert, woraus sie von der Anwendung ausgelesen werden ko¨nnen.
Anwendung
-
ﬀ recv
buffer
send
buffer
Comm
-
ﬀ
CommSocket
-ﬀ UDP/TCP-Socket
CommSocket
-
ﬀ send
buffer
recv
buffer
Comm
-
ﬀ
Anwendung
Abbildung 8.12: Datenfluss bei der Kommunikation u¨ber einen UDP/TCP-Socket
Der Aufbau der u¨bertragenen Datenpakete wird in Abb. 8.13 wiedergegeben. Das XDR-Byte
beim TCP-Datenpaket ist auf 1 gesetzt, wenn beide Prozesse unterschiedliche Datenformate
verwenden. In diesem Fall werden die folgenden Daten im XDR-Format gesendet. Die Gro¨ße
des Datenpaketes wird grundsa¨tzlich im XDR-Format u¨bertragen. Bei einer UDP-Verbindung
verwenden beide Prozesse das gleiche Datenformat, so dass auf die Umwandlung in das XDR-
Format verzichtet werden kann.
TCP-Verbindung: 4 Bytes
La¨nge (n)
1 Byte
XDR
n Bytes
Daten
. . .
. . .
UDP-Verbindung: 4 Bytes
La¨nge (n)
n Bytes
Daten
. . .
. . .
Abbildung 8.13: Aufbau der Datenpakete
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UDP TCP UDP TCP Shared-Memory
Paketgro¨ße [KByte/s] [KByte/s] [KByte/s] [KByte/s] [KByte/s]
Socket-Klasse libIPC
1 27.9 16.3 17.8 12.2 0.9
2 55.8 35.5 35.5 24.4 55.9
4 111.6 65.1 71.0 52.1 130.2
8 195.3 142.0 142.0 104.2 223.2
16 446.4 142.0 284.1 195.3 520.8
32 892.9 520.8 568.2 390.6 892.9
64 1562.5 1041.6 1041.7 735.3 1785.7
128 3125.0 2083.3 2272.7 1470.6 3125.0
256 5555.6 3846.2 4166.7 2777.8 7142.9
512 11111.1 7142.9 7142.9 5000.0 11111.1
1024 22222.2 15384.6 12500.0 10000.0 20000.0
2048 36363.6 26666.7 21052.6 16000.0 30769.2
4096 57142.9 44444.4 30769.2 24242.4 42105.3
8192 80000.0 66666.7 37209.3 30188.7 50000.0
16384 94117.6 78048.8 33684.2 35555.6 55172.4
32768 79012.3 86486.5 38095.2 40251.6 57657.7
65536 86486.5 91428.6 39384.6 41025.6 60093.9
131072 98084.3 90241.3 41967.2 42174.6 60520.1
Tabelle 8.7: U¨bertragungsraten zwischen zwei lokalen Prozessen
Das Senden von Nachrichten ist grundsa¨tzlich nichtblockierend, d. h. der sendende Prozess
wartet nicht, bis der Empfang der Daten quittiert wird. Beim Empfang hat man die Auswahl
zwischen blockierenden, nichtblockierenden und zeitbeschra¨nkten Methoden.
Abb. 8.14 zeigt das OSI-Modell (OSI: Open Systems Interconnection), das ein Netz in sieben
Schichten zerlegt [OV89]. Jede Schicht benutzt dabei Dienste der na¨chst tieferen Schicht und
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Abbildung 8.14: OSI-Modell
leistet solche fu¨r die na¨chst ho¨here. Die Realisierung der jeweils tieferliegenden Schichten ist da-
bei fu¨r jede Schicht transparent. Die Aufteilung des Kommunikationsvorganges wird in diesem
Modell dadurch pra¨zisiert, dass nur die Partner auf gleicher Ebene einander verstehen. Sie tau-
schen jeweils schichtenspezifische Steuer- und Nutzdaten u¨ber sog. Schichtenprotokolle aus. Die
Einordnung der Internet-Protokolle in dieses Modell wird in Abb. 8.15 vorgenommen [Ste98b].
Die oberen drei Schichten werden hier nicht weiter differenziert.
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Abbildung 8.15: Internet-Protokolle
Dieses Modell zeigt, dass fu¨r die Kommunikationszeit nicht nur die Bandbreite des Netzwerkes
entscheidend ist, sondern auch die Latenzzeit, die auch die durch die Schichten 1− 4 verursach-
ten Verzo¨gerungen beinhaltet. Die Latenzzeit ist dabei definiert als die Zeit, die beno¨tigt wird,
um ein kleines Datenpaket (u¨blicherweise 1 Byte) von einem Prozess zu einem anderen und
wieder zuru¨ck zu senden [Ste98a]. Sie kann z. B. durch den Einsatz spezieller Kommunikations-
Hardware (z. B. Myrinet, SCI) verku¨rzt werden. Bei Broadcasting-Operationen, bei denen eine
Nachricht an mehrere Empfa¨nger versendet wird, kann die Latenzzeit softwareseitig durch eine
besondere Form des IP-Caching verku¨rzt werden. Hierbei wird die Nachricht zuna¨chst in ein-
zelne TCP/IP-Pakete verpackt und dann an alle Rechner versandt, wobei jeweils nur noch die
entsprechende IP-Nummer eingetragen werden muss. Dies wu¨rde jedoch eine Modifikation des
Betriebssystem-Kernels erfordern und zu einer engen Abha¨ngigkeit zwischen libIPC und Kernel
fu¨hren, so dass von einer Realisierung abgesehen wurde.
Laufen die beiden kommunizierenden Prozesse auf dem gleichen Rechner, kann die Latenzzeit
durch die Verwendung von Shared-Memory [Ste98a] statt eines Sockets reduziert werden. Die
Klasse CommShmemSysV, die wiederum eine Spezialisierung der Klasse Comm darstellt, verwal-
tet zwei Shared-Memory-Segmente fu¨r das Senden und Empfangen von Daten. Der gegenseitige
Ausschluss der beiden Prozesse beim Zugriff auf den gemeinsamen Speicherbereich wird durch
Semaphore gewa¨hrleistet. Die hierbei erzielten U¨bertragungsraten liegen deutlich ho¨her, als bei
einer UDP-Verbindung und werden ebenfalls in Abb. 8.11 bzw. in Tabelle 8.7 angegeben. Aber
auch hier wird die U¨bertragungsrate bei kleinen Datenpaketen durch den Overhead der Buffer-
Verwaltung und der Semaphor-Kommunikation zwischen den Prozessen reduziert.
Abb. 8.16 zeigt den Zusammenhang der Module bei einer solchen Shared-Memory-Kommu-
nikation. Die Semaphore und Shared-Memory-Segmente stellen Ressourcen dar, die nicht dem
jeweiligen Prozess zugeordnet sind, sondern vom Kernel verwaltet werden. Sie sind persistent
und bleiben solange bestehen, bis sie vom Anwenderprozess explizit freigegeben werden oder
der Kernel neu gebootet wird. Die Anzahl dieser Ressourcen und auch die Gro¨ße der Shared-
Anwendung
-
ﬀ recv
buffer
send
buffer
Comm
-
ﬀ SM-
Segment
SM-
Segment
CommShmemSysV
-
ﬀ send
buffer
recv
buffer
Comm
-
ﬀ
Anwendung
Abbildung 8.16: Datenfluss bei der Kommunikation u¨ber Shared-Memory
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Anzahl der Anzahl der min. Gro¨ße der max. Gro¨ße derBetriebssystem
Semaphore SM-Segmente SM-Segmente SM-Segmente
Solaris 2.6 60 100 (6 pro Prozess) 1 Byte 1 MByte
Linux 2.2.16 128000 512 1 Byte 32 MByte
Tabelle 8.8: Systembeschra¨nkungen fu¨r System V Semaphore und Shared-Memory
Memory-Segmente ist abha¨ngig vom Betriebssystem (s. Tab. 8.8).7 Da sie von allen laufen-
den Prozessen geteilt werden, ist die Anwendbarkeit der Shared-Memory-Kommunikation von
der jeweiligen Situation abha¨ngig. Fu¨r jeden Kommunikationskanal werden dabei zwei Shared-
Memory-Segmente und vier Semaphore verwendet.
Werden Datenpakete versandt, die gro¨ßer sind als das verwendete Shared-Memory-Segment, ist
das Senden hier blockierend. Erst nachdem der Empfa¨nger die Daten aus dem gemeinsamen
Speicherbereich ausgelesen hat, kann das Senden fortgesetzt werden.
Tabelle 8.9 gibt die Latenzzeiten der verschiedenen Kommunikationsarten an. Die Messungen
wurden wiederum auf einer SUN Ultra II (2 Prozessoren, 296 MHz, Solaris 2.6) durchgefu¨hrt.
Die Kommunikationsmo¨glichkeiten der libIPC ko¨nnen leicht auf andere Protokolle oder Ver-
Kommunikationsverbindung Latenzzeit [µs]
UDP (Socket-Klasse) 727
TCP (Socket-Klasse) 1167
SM (libIPC) 905
UDP (libIPC) 1131
TCP (libIPC) 1631
Tabelle 8.9: Latenz-Zeiten verschiedener Kommunikationsverbindungen
bindungsarten erweitert werden. Dies wird durch die Klasse CommPVM demonstriert, die eine
Abbildung der Kommunikation auf ein PVM-Netzwerk durchfu¨hrt. Abb. 8.17 verdeutlicht den
Zusammenhang der Klassen. Fu¨r viele MPP-Rechner (MPP: Massively Parallel Processors) exis-
tieren PVM- oder MPI-Implementationen (MPI: Message Passing Interface8) der Hersteller, die
die spezielle Kommunikations-Hardware solcher Systeme optimal nutzen. Durch die Integration
dieser Bibliotheken in die libIPC ko¨nnen entsprechende Anwendungen hiervon profitieren.
Da in parallelen Programmen einzelne Prozesse meist Verbindungen zu mehreren anderen
Prozessen unterhalten, verwaltet die IPC-Klasse eine Liste von Kommunikationsverbindungen.
Um Speicherplatz einzusparen, verwenden dabei alle Kommunikationskana¨le die gleichen Stre-
amBuffer. Die Klasse stellt daru¨ber hinaus Methoden zum Multicasting und Broadcasting sowie
zum Polling einer Liste von Kana¨len bereit. Beim Polling wird durch ein Round-Robin-Verfahren
sichergestellt, dass kein Kanal bevorzugt abgefragt wird. Die C++-Programme 8.11 und 8.12
demonstrieren die Verwendung der libIPC.
7Diese Grenzwerte ko¨nnen bei Solaris vom System-Administrator konfiguriert werden. Statt der hier verwende-
ten System V-Ressourcen stellen einige Unix-Versionen inzwischen auch Semaphore und Shared-Memory-Segmente
nach dem neueren, 1993 verabschiedeten Posix 1003.1b-Standard (POSIX: Portable Operating System Interface)
bereit. Hier sind die Beschra¨nkungen weniger eng. Die Klassen CommShmemPosix und SemaphorePosix orientie-
ren sich an diesem Standard.
8MPI ist ein Standard fu¨r Message Passing Interfaces, der die Entwicklung portabler, paralleler Programme
erleichtern soll [WSNL98]. MPICH (http://www-unix.mcs.anl.gov/mpi/mpich) ist eine hierauf basierende Biblio-
thek.
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Abbildung 8.17: Datenfluss bei der Kommunikation u¨ber ein PVM-Netzwerk
ALGORITHMUS 8.11: Verwendung der libIPC-Bibliothek: Server-Prozess
#include <iostream>
#include ’’qstring.h’’ // Qt-Bibliothek: http://www.trolltech.com
#include ’’comm abc.h’’
#include ’’ipc.h’’
int main(void)
{ IPC *ipc;
Comm *client a, *client b;
unsigned int channel id[2];
bool ok;
QString str=’’Hello World!’’;
float value=4839.438432, result,
buffer[10]={ 42, 37, 65, 3, 78, 45, 76, 17, 98, 29 };
ipc=new IPC(1000, 1000); // Sende- und Empfangsbuffer initialisieren
// ersten Client-Prozess starten und TCP-Socket aufbauen
channel id[0]=ipc->addTCPChannelServer(’’medicom34’’, ’’/home/frank/test’’,
’’client’’, ’’/tmp’’, ’’134.94.132.219’’,
’’frank’’, true, 60, &ok);
client a=ipc->Channel(channel id[0]); // Handle fu¨r Kommunikationskanal
// zweiten Client-Prozess starten und TCP-Socket aufbauen
channel id[1]=ipc->addTCPChannelServer(’’medicom34’’,’’/home/frank/test’’,
’’client’’, ’’/tmp’’, ’’134.94.132.34’’,
’’frank’’, true, 60, &ok);
client b=ipc->Channel(channel id[1]); // Handle fu¨r Kommunikationskanal
// String und float-Wert an ersten Client senden
client a->newMessage();
*client a << str << value << endl;
// String und float-Wert an zweiten Client senden
client b->newMessage();
*client b << str << value << endl;
// String und float-Wert per Broadcasting an beide Clients senden
client a->newMessage(client a->XDRneeded() || client b->XDRneeded());
*client a << str << value;
ipc->BroadCast();
// Array an zweiten Client senden
client b->newMessage();
client b->writeData(buffer, 10);
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*client b << endl;
// Summe der Array-Werte vom zweiten Client empfangen
*client b >> result;
cout << result << endl; // ... und ausgeben
delete ipc; // Verbindungen abbauen
return(0);
}
Der Server-Prozess initialisiert zuna¨chst die Bibliothek und erzeugt einen Sende- und Emp-
fangsbuffer mit je 1000 Byte Gro¨ße. Anschließend startet er zwei Client-Prozesse und u¨bertra¨gt
nacheinander an beide einen String und einen float-Wert. Das gleiche wird noch einmal mit ei-
ner Broadcasting-Operation wiederholt. Dabei ist zu beachten, dass das XDR-Format verwendet
wird, falls das Datenformat einer der beiden Clients von dem des Servers abweicht. Die Daten
werden hier in den StreamBuffer eines beliebigen Kommunikationskanals geschrieben, da alle
Kana¨le ohnehin den gleichen Buffer benutzen. Als na¨chstes wird ein Array von 10 float-Werten
an den zweiten Client gesendet, damit dieser die Werte aufaddiert. Die Summe wird empfangen
und ausgegeben.
ALGORITHMUS 8.12: Verwendung der libIPC-Bibliothek: Client-Prozess
#include <iostream>
#include <qstring.h> // Qt-Bibliothek: http://www.trolltech.com
#include ’’comm abc.h’’
#include ’’ipc.h’’
int main(int argc, char *argv[])
{ IPC *ipc;
Comm *channel;
unsigned int server tid, my tid;
QString str;
float value;
ipc=new IPC(1000, 1000); // Sende- und Empfangsbuffer initialisieren
// Verbindung zum Server-Prozess herstellen
server tid=ipc->addChannelClient(argc, argv);
channel=ipc->Channel(server tid); // Handle fu¨r Kommunikationskanal
my tid=ipc->TID(); // Task-ID des Clients
*channel >> str >> value; // String und float-Wert vom Server empfangen
cout << str << ’’ ’’ << value << endl; // ... und ausgeben
*channel >> str >> value; // String und float-Wert vom Server empfangen
cout << str << ’’ ’’ << value << endl; // ... und ausgeben
if (my tid == 1) // bin ich der zweite Client ?
{ float buffer[10],
sum=0.0;
channel->readData(buffer, 10); // Array vom Server empfangen
// Summe der Array-Werte berechnen
for (unsigned short int i=0; i < 10; i++) sum+=buffer[i];
// Summe an Server senden
channel->newMessage();
*channel << sum << endl;
}
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delete ipc; // Verbindungen abbauen
return(0);
}
Der Client-Prozess initialisiert ebenfalls zuna¨chst die Bibliothek und erzeugt einen Sende- und
Empfangsbuffer. Anschließend empfa¨ngt er einen String und einen float-Wert vom Server und
gibt diese aus. Dies wird fu¨r die Broadcasting-Operation des Servers noch einmal wiederholt.
Falls es sich bei dem Prozess um den zweiten Client handelt, empfa¨ngt er das Array vom Server,
addiert die Werte auf und sendet das Ergebnis zuru¨ck.
In beiden Programmen werden die StreamBuffer zuna¨chst mit einer festen Gro¨ße angelegt. Dies
dient jedoch nur zur Entlastung der Speicherverwaltung. Werden Nachrichten versandt, die einen
gro¨ßeren Buffer erfordern, wird dieser entsprechend angepasst.
8.4 Analyse der Parallelisierung
Bei der Analyse von parallelen Algorithmen werden meist Maße wie Effizienz oder Speedup
verwendet. Dies ist jedoch nur sinnvoll, wenn es sich um homogene Parallelrechner handelt, bei
denen jeder Knoten aus identischer Hardware besteht und mit der gleichen Systemsoftware be-
trieben wird. Obwohl die beschriebenen Algorithmen auch auf solchen Systemen einsetzbar sind,
liegt das tatsa¨chliche Einsatzgebiet von Marvin eher bei inhomogenen Workstation-Clustern und
insbesondere kleineren Multiprozessor-Systemen (SMP). Hier ha¨ngen die praktisch erreichba-
ren Rechenzeiten von zahlreichen, sich zum Teil sta¨ndig a¨ndernden Faktoren ab. Dazu geho¨ren
Hardware-Eigenschaften, wie Taktfrequenz des Prozessors, Gro¨ße des prima¨ren und sekunda¨ren
Caches, Latenzzeit der Speicherzugriffe, Chipsatz des Motherboards, verwendete Netzwerkkarte,
Art des Netzwerkes, Software-Eigenschaften wie Betriebssystem- oder Kernel-Version und Kon-
figuration des Betriebssystems und schließlich auch die aktuelle Auslastung der Rechner und
der Netzwerkverbindungen durch andere Prozesse. Neben diesen a¨ußeren Faktoren ha¨ngen die
Rechenzeiten auch von der Geometrie und der Statistik der Messdaten, sowie den Rekonstruk-
tionsparametern ab. Aus diesen Gru¨nden werden hier nur einige Rechenzeiten angegeben, die
bei der Rekonstruktion repra¨sentativer Datensa¨tze auf unterschiedlichen Rechnerkonfiguratio-
nen gemessen wurden.
Die Rechenzeiten der 2D-Rekonstruktion wurden mit einem Datensatz einer Messung des
Hirnglucoseverbrauchs mit FDG (18F -Fluordeoxyglucose) mit 63 Schichten bestimmt (R =
288, ∆ρ = 2.25 mm, Θ = 128, l = 128, ∆xˆy = 2.25 mm, Z = 63, d = 825 mm, coarse-
Parallelisierungsschema). Fu¨r die 3D-Rekonstruktion wurde ein CTI-Datensatz einer 18F -Hirn-
phantommessung benutzt (R = 288, ∆ρ = 2.25 mm, Θ = 144, ∆a = 2.425 mm, Span=9,
RDmax = 22, S = (63, 53, 53, 35, 35), d = 825 mm, l = 128, ∆xˆy = 2.25 mm, Z = 63, ∆z = 2.425
mm). In Tabelle 8.10 sind die Rechenzeiten fu¨r eine Iteration des MLEM- und des OSEM-
Algorithmus (8 Subsets) auf verschiedenen Rechnern9 angegeben. Die Zeiten in Klammern geben
die Summe der verbrauchten Prozessorzeit der Cruncher-Prozesse wieder. Die Kommunikations-
zeiten sind hier nicht enthalten. Die Werte ohne Klammern stellen die beno¨tigte Realzeit dar, die
sich aus Rechenzeit und Kommunikationszeit zusammensetzt und die auch die Auslastung des
Rechners widerspiegelt. Wird ein Rechner also gleichzeitig von anderen Programmen benutzt,
steigt die Realzeit an, da Marvin nur noch einen Teil der Rechenleistung zur Verfu¨gung gestellt
bekommt. Die Summe der Prozessorzeiten bleibt aber gleich, da sich der Rechenaufwand nicht
a¨ndert. Sind mehrere Prozessoren an einer Rekonstruktion beteiligt, ist die verstrichene Realzeit
9Die Messwerte der Pentium III Xeon-Systeme wurden auf dem ZAMpano-Cluster (ZAM Parallel Nodes) des
Zentralinstituts fu¨r Angewandte Mathematik ermittelt.
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u¨blicherweise ku¨rzer als die Summe aller Prozessorzeiten.
Die Messungen wurden jeweils mit 20 Iterationen durchgefu¨hrt, um statistische Effekte zu redu-
zieren und bei der 3D-Rekonstruktion die dynamische Lastverteilung wirksam werden zu lassen.
Die Messungen wurden mit Marvin in der Version 2.1 gemessen. Alle verwendeten Rechner
verfu¨gen u¨ber ausreichend Speicherplatz, so dass dieser Faktor keinen Einfluss auf die Ergebnis-
se hat.
Die Rechenzeiten einer Iteration der OSEM-Rekonstruktion sind durch die Verwaltung der
Subsets jeweils geringfu¨gig la¨nger als bei der MLEM-Rekonstruktion, bei deren Verwendung
aber mehr Iterationen berechnet werden mu¨ssen. Bei 3D-Rekonstruktionen ist der Unterschied
gro¨ßer, da hier jeweils nach der Rekonstruktion eines Subsets Zwischenergebnisse zusammen-
gefasst und erneut an die Cruncher verteilt werden mu¨ssen. Hier fa¨llt besonders der mit der
Anzahl der Subsets steigende Kommunikationsaufwand ins Gewicht, so dass der Unterschied
zwischen Realzeit und Prozessorzeit bei der 3D-OSEM-Rekonstruktion gro¨ßer ist. Insgesamt ist
die OSEM-Rekonstruktion aber wesentlich schneller als die MLEM-Rekonstruktion, da hier weni-
ger Iterationen beno¨tigt werden. Die angesichts der Taktfrequenz relativ langen Rechenzeiten des
AMD-Rechners sind auf die geringe Fließkomma-Leistung der K6-2-Prozessoren zuru¨ckzufu¨hren.
Bei der Verwendung von Multiprozessor-Systemen ist eine deutliche Leistungssteigerung zu
verzeichnen. Bei den 2D-Rekonstruktionen liegt anna¨hernd ein Faktor 2 zwischen Prozessor- und
Realzeit, so dass eine fast ideale Parallelisierung erreicht wird. Bei den 3D-Rekonstruktionen ist
die Leistungssteigerung etwas geringer, da hier nur die Vorwa¨rts- und Ru¨ckprojektionen parallel
berechnet werden. Das Zusammenfassen der Teilergebnisse und der erho¨hte Kommunikations-
aufwand wirken sich auf die Zeiten aus. Bei der 3D-Rekonstruktion ist außerdem zu beachten,
dass auf den Einzelprozessor-Systemen eine spezielle sequentielle Version der 3D-Rekonstruktion
verwendet wird, die einen geringeren Kommunikationsaufwand zwischen Scheduler und Crun-
cher erfordert.
Vergleicht man bei der 2D-Rekonstruktion die Prozessorzeiten des Intel Pentium III-SMP-
Systems mit denen des entsprechenden Einzelprozessor-Systems fa¨llt auf, dass diese in der
parallelen Version um etwa 25% ansteigen. Eine tiefergehende Analyse zeigt, dass dieser Ef-
fekt offenbar durch die U¨berlastung des Speicherbusses verursacht wird. Der Rechenaufwand
der Vorwa¨rts- und Ru¨ckprojektion (vgl. Formel 3.7 und 3.8) ist fu¨r die Fließkomma-Einheiten
moderner Prozessoren mu¨helos zu bewa¨ltigen, allerdings entwickelt sich hier die ausreichend
schnelle Versorgung der Prozessoren mit Daten zum Problem. Insbesondere wenn beide Prozes-
soren gleichzeitig große Datenmengen verarbeiten, gelangt die relativ preisgu¨nstige Hardware
an ihre Grenzen. Abhilfe ko¨nnte hier auf zwei Arten geschaffen werden. Hardwareseitig wu¨rden
Motherboards mit einem Bustakt von 133 MHz statt der hier verwendeten 100 MHz bereits
zu einer Entlastung fu¨hren. Durch den Einsatz modernerer Speicherchips wie DDR-RAM (266
MHz) oder RDRAM (800 MHz) ko¨nnte der Flaschenhals evtl. beseitigt werden. Softwaresei-
tig ko¨nnte die Reihenfolge, in der die einzelnen Sparse-Vektoren der Systemmatrix A bei der
Vorwa¨rts- und Ru¨ckprojektion angewendet werden, optimiert werden. Statt die Matrix zeilen-
weise zu durchlaufen, ko¨nnten zu jedem Sparse-Vektor zuna¨chst alle symmetrischen Vektoren
ermittelt und bearbeitet werden. Dies wu¨rde zu einer ho¨heren Datenlokalita¨t und damit einer
besseren Ausnutzung der prima¨ren und sekunda¨ren Caches sowie einer Entlastung des Speicher-
busses fu¨hren. Dementgegen steht der auf diese Weise erho¨hte Verwaltungsaufwand bei der
Vorwa¨rts- und Ru¨ckprojektion.
Die entsprechenden Werte der Xeon-Systeme besta¨tigen, dass die U¨bertragungsrate zwischen
Speicher und Prozessor hier ho¨her ist. Werden vier Prozessoren verwendet, ist aber auch hier
ein Ansteigen der Rechenzeiten durch eine Verzo¨gerung der Speicherzugriffe zu beobachten.
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MLEM OSEM MLEM OSEMRechner
(2D) (2D) (3D) (3D)
AMD K6-2 (39.3) (39.7) (130.8) (134.7)
550 MHz, 224 MByte
Linux 2.4.0 39.5 40.9 132.0 141.0
Sun Ultra II (25.5) (26.8) (91.0) (88.3)
450 MHz, 1024 MByte
Solaris 2.6 27.0 27.7 102 97.3
Einzelprozessor- Sun Ultra II (34.7) (36.0) (122.3) (127.7)
Systeme 296 MHz, 640 MByte
Solaris 2.6 35.1 36.4 127.3 140.7
Intel Pentium III Xeon (21.3) (22.1) (71.3) (78.7)
550 MHz, 2048 MByte
Linux 2.2.13 21.3 22.2 73.3 80.7
Intel Pentium III (15.0) (15.7) (41.3) (43.3)
850 MHz, 1024 MByte
Linux 2.2.16 15.1 15.7 43.0 57.0
Sun Ultra II (35.3) (37.1) (137.7) (139.0)
2× 296 MHz, 640 MByte
Solaris 2.6 18.2 19.2 85.3 105.3
Intel Pentium III Xeon (23.0) (28.0) (83.7) (91.3)
2× 550 MHz, 2048 MByte
Multiprozessor- Linux 2.2.13 11.7 14.9 43.3 59.7
Systeme (SMP) Intel Pentium III Xeon (28.8) (30.4) (98.0) (127.0)
4× 550 MHz, 2048 MByte
Linux 2.2.13 7.6 8.1 28.3 53.7
Intel Pentium III (19.9) (20.8) (53.0) (50.0)
2× 850 MHz, 1024 MByte
Linux 2.2.16 10.5 10.9 28.3 46.7
Intel Pentium III Xeon (28.4) (29.2) (118.7) (159.0)
2×
(
4× 550 MHz, 1024 MByte
)
Linux 2.2.13 4.0 4.1 22.3 67.7
geswitchtes 100 MBit/s-Ethernet
Intel Pentium III Xeon (28.5) (29.4) (133.3) (189.3)
3×
(
4× 550 MHz, 1024 MByte
)
Linux 2.2.13 2.6 2.8 19.7 157.0
geswitchtes 100 MBit/s-Ethernet
Intel Pentium III (19.3) (20.5) (49.3) (55.3)
2×
(
2× 850 MHz, 1024 MByte
)
Workstation- Linux 2.2.16 5.3 5.5 81.3 366.7
Cluster ungeswitchtes 10 MBit/s-Ethernet
Intel Pentium III (18.6) (19.4) (52.7) (60.3)
3×
(
2× 850 MHz, 1024 MByte
)
Linux 2.2.16 4.1 4.3 120.0 630.0
ungeswitchtes 10 MBit/s-Ethernet
Sun Ultra II(
2× 296 MHz, 640 MByte
)
Solaris 2.6 (32.0) (33.0) (129.7) (135.7)
Sun Ultra II
+
(
450 MHz, 1024 MByte
)
11.2 11.3 66.7 91.3
Solaris 2.6
geswitchtes 155 MBit/s-ATM-Netz
Tabelle 8.10: Rekonstruktionszeiten fu¨r eine Iteration in Sekunden
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Die Leistungssteigerung, die durch das Zusammenschalten mehrerer Rechner zu einem Work-
station-Cluster erreicht werden kann, ha¨ngt stark von der verwendeten Netzwerk-Technologie
ab. Wa¨hrend der Kommunikationsaufwand bei einer 2D-Rekonstruktion relativ gering ist und
deshalb selbst bei einem ”ungeswitchten“ 10 MBit/s-Ethernet ku¨rzere Rechenzeiten erreicht wer-
den, fu¨hrt eine 3D-Rekonstruktion auf einem solchen Netzwerk zu einer vo¨lligen U¨berlastung. Die
Cruncher verbringen bei der OSEM-Rekonstruktion etwa 10 Mal mehr Zeit mit dem Warten auf
Daten als mit den eigentlichen Berechnungen. Abb. 8.18 zeigt die logische Prozess-Struktur aus
P3 P4 P5 P6
P1 P2
P0
16.8 + 4 MByte
4 MByte
Abbildung 8.18: Kommunikationslast im logischen Prozess-Netzwerk
Scheduler (P0) und sechs Crunchern (P1-P6) fu¨r das Netzwerk aus drei Intel Pentium III-SMP-
Rechnern. Zu Beginn der 3D-Rekonstruktion mu¨ssen zuna¨chst die Messdaten und die Startwerte
u¨ber die in Abschnitt 8.2.2 beschriebene Baumstruktur auf alle Cruncher verteilt werden. Dabei
werden u¨ber jede logische Kommunikationsverbindung etwa 21 MByte transportiert. Nach der
Berechnung eines Subsets werden die Teilergebnisse eingesammelt und aufaddiert, wobei wie-
derum je 4 MByte transportiert werden. Der neue Startwert wird anschließend wieder verteilt,
so dass erneut 4 MByte anfallen. Alle drei Rechner ha¨ngen am gleichen Ethernet-Strang, so
dass sich die physikalischen Kommunikationsverbindungen wie in Abb. 8.19 ergeben. Zwischen
16.8 + 4 MByte
4 MByte
P5 P6 P0 P1 P2 P3 P4
Rechner 1Rechner 2 Rechner 3
Abbildung 8.19: Kommunikationslast im physikalischen Rechner-Netzwerk
Rechner 1 und Rechner 2 bzw. 3 werden also zu Beginn jeweils etwa 42 MByte u¨bertragen und
beim Einsammeln und Verteilen der Zwischenergebnisse jeweils 8 MByte. Hinzu kommt, dass die
fu¨r das Einsammeln und Aufaddieren beno¨tigte Zeit in die dynamische Lastverteilung einfließt.
Dadurch geben die Cruncher P1 und P2, die diese Operationen durchfu¨hren, ihre Rechenlast
kontinuierlich an die anderen Cruncher ab, so dass nach jeder Iteration Teile der Systemmatrix
u¨bertragen werden. In einem ungeswitchten Ethernet, wo sich die drei Rechner die Bandbreite
von 10 MBit/s teilen, fu¨hrt das zu entsprechenden Ergebnissen. Selbst ein geswitchtes 10 MBit/s-
Netz, bei dem auf jeder physikalischen Kommunikationsverbindung die volle Bandbreite zur
Verfu¨gung steht, du¨rfte dieses Problem nicht vollsta¨ndig lo¨sen. Erst bei einer moderneren Netz-
werktechnik, wie dem geswitchten 155 MBit/s-ATM-Netz in der Tabelle oder alternativ Fast-
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Ethernet (100 MBit/s) kann eine Verku¨rzung der Rechenzeiten der 3D-Rekonstruktion durch
einen Workstation-Cluster erreicht werden. Dies wird durch die Messwerte der Xeon-Systeme,
die ein geswitchtes 100 MBit/s-Netz verwenden, besta¨tigt. Bei einer 3D-OSEM-Rekonstruktion
mit 3 × 4 Xeon-Prozessoren wird das Verha¨ltnis zwischen Rechenzeit und Realzeit hier aber
ebenfalls schlechter. Durch den hohen Kommunikationsaufwand gelangt das Fast-Ethernet an
seine Grenzen. Schnellere Netze, z. B. auf Basis von Gigabit-Ethernet (1000 MBit/s) lassen al-
lerdings neue Engpa¨sse, wie die Busbreite zwischen Motherboard und Netzwerkkarte und den
TCP/IP-Stack des Kernels erwarten. Als Alternative bietet sinch ein Myrinet-Netzwerk an, bei
dem der TCP/IP-Stack umgangen und somit ho¨here U¨bertragungsraten und ku¨rzere Latenz-
zeiten erreicht werden ko¨nnen. Der Xeon-Cluster verfu¨gt neben dem Fast-Ethernet auch u¨ber
Myrinet mit einer Bandbreite von etwa 700 MBit/s. Um dieses mit Marvin nutzen zu ko¨nnen,
mu¨sste jedoch zuna¨chst eine entsprechende CommMyrinet-Klasse entwickelt werden (vgl. Abb.
8.9), welche die Marvin-Kommunikation auf die Myrinet-Bibliotheken abbildet.
Bei der Analyse der Kommunikationszeiten der 3D-Rekonstruktionen ist auch anzumerken,
dass die Baumstruktur des Prozess-Netzwerkes, die zu einer Verteilung der Netzlast fu¨hren soll,
nur auf geswitchten Netzen Sinn macht. Die in Kapitel 8.2.2.1 vorgestellte dynamische Last-
verteilung dient außerdem in erster Linie zur Verteilung der Rechenlast. Durch eine Analyse
der jeweiligen Kommunikationslast und unter Beru¨cksichtigung der physikalischen Netzwerk-
Topologie ließe sich auch eine entsprechende Lastverteilung fu¨r die Kommunikationslast realisie-
ren. Hierbei mu¨ssten alle Prozesse u¨ber logische Kommunikationsverbindungen zu einer Clique
verschaltet werden, so dass jeder mo¨gliche Kommunikationsweg genutzt werden kann.
Die Rechenzeiten fu¨r die Rekonstruktion eines Frames sind auf gro¨ßeren Workstation-Clustern
so gering, dass fu¨r solche Systeme bei der Rekonstruktion von Multiframe-Datensa¨tzen auch
eine andere Art der Parallelisierung in Betracht gezogen werden sollte. Der Cluster kann dazu
in mehrere Sub-Cluster unterteilt werden, die jeweils einen Frame parallel rekonstruieren. Je-
der Sub-Cluster verfu¨gt dabei u¨ber einen eigenen Scheduler, so dass die Zahl der Cruncher pro
Scheduler und damit die Kommunikationslast in diesem Bereich begrenzt wird. Zwischen den
Sub-Clustern kann die Kommunikation auf ein Minimum beschra¨nkt werden, so dass auch bei
großen Cluster-Systemen eine weitgehend lineare Leistungssteigerung erzielt werden kann. Da
z. Zt. jedoch selten Messungen mit mehr als 30 Frames durchgefu¨hrt werden, ist eine solche
mehrstufige Parallelisierung nicht erforderlich.
Zusammenfassend ist bei der parallelen Rekonstruktion darauf zu achten, dass der Rechen-
aufwand pro Knoten deutlich gro¨ßer sein sollte als der Kommunikationsaufwand, um eine gu-
te Ausnutzung der Gesamtrechenleistung zu erreichen. Der Einsatz von Workstation-Clustern
macht bei der 3D-Rekonstruktion nur Sinn, wenn auch ein Netzwerk mit ausreichender Leistung
zur Verfu¨gung steht. Multiprozessor-Systeme fu¨hren generell zu einer Leistungssteigerung, die
bei Sun-Workstations zu einem Vielfachen des Preises etwas gro¨ßer ausfa¨llt als bei Intel Pentium
III-Systemen. Die Rechenzeiten sind insgesamt allerdings so kurz, dass auch Einzelprozessor-
Systeme problemlos eingesetzt werden ko¨nnen. Angesichts der Dauer einer PET-Messung von
z. T. mehreren Stunden sind Rekonstruktionszeiten im Bereich weniger Minuten tolerierbar.
Beru¨cksichtigt werden muss auch die evtl. notwendige Vorverarbeitung der Daten durch die
Software des Scanner-Herstellers. Im Falle einer 3D-Messung auf einem CTI/Siemens ECAT
Exact HR+ dauert die Vorverarbeitung auf einer Sun Ultra II (450 MHz) etwa 18 Minuten pro
Frame und damit viermal la¨nger als eine OSEM-Rekonstruktion mit drei Iterationen und acht
Subsets.10 Eine analytische 3D-Rekonstruktion (PROMIS-Algorithmus) dauert mit der gleichen
Software 12 Minuten und liefert eine deutlich schlechtere Bildqualita¨t als die 2.5 mal schnel-
10Hierbei wird Version 1.21 des Programms bkproj 3d fl der Firma CTI verwendet.
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lere iterative Rekonstruktion. Bei der 2D-Rekonstruktion einer 3D-Messung beno¨tigt die CTI-
Software fu¨r das Fourier-Rebinning und die anschließende 2D-FBP knapp 6 Minuten. Marvin
berechnet das Fourier-Rebinning und drei OSEM-Iterationen mit acht Subsets in 2 Minuten
und 10 Sekunden. Bei Multiframe-Rekonstruktionen, die oft aus mehr als 20 Frames bestehen,
sind die Unterschiede in den resultierenden Gesamtrechenzeiten entsprechend gro¨ßer. Die Re-
konstruktion eines Datensatzes mit 20 Frames dauert mit dem PROMIS-Algorithmus 4 Stunden
und mit dem OSEM-Algorithmus nur etwa 1.5 Stunden.
Die parallele Berechnung der Systemmatrix ist in obige Leistungsmessungen nicht eingeflos-
sen. Wie in Abschnitt 8.1 deutlich wurde, ist sie nahezu ideal parallelisierbar, da sie fein-granular
auf alle Cruncher aufgeteilt werden kann, ohne dass ein gro¨ßerer Kommunikationsaufwand oder
zusa¨tzlicher Rechenaufwand entsteht. Entsprechende Rechenzeiten sind deshalb aus den Anga-
ben in Tabelle 7.5 und 7.6 ableitbar.
Einschra¨nkend ist hier anzumerken, dass vor Beginn einer parallelen 2D-Rekonstruktion die
Cruncher ihre Teile der Systemmatrix an alle anderen Cruncher weitergeben mu¨ssen, so dass
jeder Cruncher fu¨r die Rekonstruktion u¨ber die komplette Matrix verfu¨gt. Die hierzu beno¨tigte
Zeit ha¨ngt vom Netzwerk, der Anzahl der Cruncher und der Gro¨ße der Matrix ab, liegt aber
u¨blicherweise im Bereich weniger Sekunden.
Bezu¨glich der Berechnung der Systemmatrix fu¨r 3D-CTI-Daten ist zu erwa¨hnen, dass fu¨r die
sequentielle und die parallele Berechnung der Gewichte unterschiedliche Algorithmen verwendet
werden. In der parallelen Version wird die Matrix bzgl. des transaxialen Winkels θ in einzel-
ne Rechenpakete aufgeteilt, so dass ausreichend viele Pakete existieren, um eine fein-granulare
Aufteilung auf die Cruncher zu ermo¨glichen und die anna¨hernd optimale Ausnutzung der Ge-
samtrechenleistung zu erreichen. Bei der sequentiellen Version wird bei der Berechnung der
Gewichte des senkrechten Segmentes 0 der Umstand ausgenutzt, dass die Gewichte hier in allen
Schichten gleich sind. Diese Optimierung la¨ßt sich nicht ohne weiteres in der parallelen Version
nutzen, ohne zu einer ungleichma¨ßigen Auslastung der Rechner zu fu¨hren.
Da der geometrische Teil der Systemmatrix Ageom fu¨r eine feste Scannergeometrie nur einmal
berechnet werden muss und bei folgenden Rekonstruktionen von der Festplatte geladen werden
kann, sind die Rechenzeiten zur Bestimmung von Ageom ohnehin nur wenig praxisrelevant.
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Kapitel 9
Validierung
Bei der Rekonstruktion von tomographischen Messdaten sind mehrere Qualita¨tskriterien zu be-
werten. Homogene Regionen im untersuchten Objekt mu¨ssen in den rekonstruierten Bildern
ebenfalls homogen sein. Da hierauf besonders die Art der Gewichtsberechnung Einfluss hat,
wurde dieser Aspekt bereits in Kapitel 7 untersucht. Das zweite Kriterium ist die Auflo¨sung in
den Bildern, die der physikalischen Auflo¨sung des Tomographen mo¨glichst nahe kommen sollte.
Auch diese Eigenschaft wurde in Kapitel 7 betrachtet.
Weitere Kriterien, die im Folgenden zu untersuchen sind, sind Linearita¨t und Geometrie. Zur
Linearita¨t wird in Abschnitt 9.1 untersucht, ob in den Rekonstruktionen zeitlich aufeinander-
folgender Messungen der radioaktive Zerfall der verabreichten Isotope wiedergegeben wird. Dies
ist Voraussetzung zur Quantifizierbarkeit (s. Kapitel 2.4) der Aktivita¨ten in einzelnen Regionen
des Objektes anhand der rekonstruierten Bilder. Durch die Untersuchung der Geometrie in Ab-
schnitt 9.2 soll sichergestellt werden, dass die Abmessungen in den Rekonstruktionen denen im
Objekt entsprechen, so dass die PET-Bilder mit denen anderer bildgebender Verfahren (z. B.
CT oder MRT) u¨berlagert werden ko¨nnen.
Die vier Eigenschaften Homogenita¨t, Auflo¨sung, Linearita¨t und Geometrie wurden fu¨r die 2D-
Algorithmen von Marvin bereits in [Hei00a] untersucht, so dass sich die Betrachtungen hier auf
den 3D-Bereich beschra¨nken ko¨nnen.
Bei der Beurteilung der Rekonstruktionen von 3D-Datensa¨tzen ist zu beachten, dass die
Sensitivita¨t innerhalb des FOV u¨blicherweise nicht homogen ist. Bei den 3D-CTI-Datensa¨tzen
wird dies in axialer Richtung durch die in den a¨ußeren Schichten nicht gemessenen schra¨gen
Segmente verursacht. Die Auswirkungen die sich hierdurch auf die Rekonstruktion ergeben,
werden in Abschnitt 9.3 theoretisch beschrieben und sind prinzipiell auf andere Scanner, die das
FOV ungleichma¨ßig abtasten, u¨bertragbar. Eine genauere Untersuchung solcher Eigenschaften,
wie z. B. auch der Auflo¨sungsunterschiede innerhalb des FOV oder dem Streustrahleinfluss ist
jedoch nicht Ziel dieser Arbeit, da diese eher scannerspezifisch als rekonstruktionsspezifisch sind.
In Abschnitt 9.4 werden abschließend Bilder einiger PET-Messungen gezeigt, an denen eini-
ge medizinisch-diagnostische Mo¨glichkeiten der Positronen-Emissions-Tomographie verdeutlicht
werden.
9.1 Linearita¨t
Um die Linearita¨t der Rekonstruktionen zu untersuchen werden zu einer mehrstu¨ndigen Phan-
tom-Messung sogenannte Zeit-Aktivita¨tskurven bestimmt. Als Phantom werden zwei Zylinder
verwendet, von denen einer mit einer 11C-Lo¨sung (T0.5 = 1218 s, s. Tabelle 2.1) und der andere
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mit einer 18F -Lo¨sung (T0.5 = 6586.2 s) gefu¨llt wird. Die Aktivita¨tskonzentration zu Beginn der
Messung liegt bei 1563.89 nCiccm im
11C-Zylinder und 1383.95 nCiccm im
18F -Zylinder. Die Messdau-
er wird mit 5 − 6 Halbwertszeiten des langlebigeren Isotops festgelegt, da nach dieser Zeit bei
der Scanner-Sensitivita¨t und den gewa¨hlten Aktivita¨tsmengen kaum noch messbare Aktivita¨t
vorhanden ist. Um den Zerfall des 11C-Isotops genauer verfolgen zu ko¨nnen, werden zuna¨chst 12
kurze Frames mit einer La¨nge von 10 Minuten gemessen. Da das 11C nach dieser Zeit weitgehend
zerfallen ist, wird die Messung des 18F -Isotops anschließend mit 3 Frames von 20 Minuten La¨nge
fortgesetzt. Um fu¨r eine Rekonstruktion noch ausreichend viele Zerfa¨lle pro Frame messen zu
ko¨nnen, werden die letzten 7 Frames mit einer La¨nge von 60 Minuten gemessen. Insgesamt er-
gibt sich damit eine Messdauer von 10 Stunden. Die Messungen wurden mit einem CTI/Siemens
ECAT Exact HR+ mit den Parametern (R = 288, ∆ρ = 2.25 mm, Θ = 144, ∆a = 2.425 mm,
Span=9, RDmax = 22, S = (63, 53, 53, 35, 35), d = 825 mm, rd = 4.85 mm) durchgefu¨hrt und
anschließend mit dem OSEM-Algorithmus und den Parametern (l = 128, ∆xˆy = 2.25 mm,
Z = 63, ∆a = 2.425 mm, LOI-Gewichtung, 3 Iterationen, 8 Subsets) rekonstruiert.
In einer mittleren Schicht der rekonstruierten Bilder wird in jeden Zylinder eine ROI gelegt (s.
Abb. 9.1). und der Mittelwert A(i) der Voxel innerhalb dieser Region in allen Frames bestimmt.
11C
@
@@I
18F
 
  
Frame 1: Aktivita¨t nach 5 Minuten
11C
@
@@I
18F
 
  
Frame 4: Aktivita¨t nach 35 Minuten
Abbildung 9.1: Linearita¨tsphantom mit ROIs
Auf diese Weise erha¨lt man Zeit-Aktivita¨tskurven, die den radioaktiven Zerfall der Isotope wie-
dergeben und die mit der theoretischen Zerfallskurve des Isotops verglichen werden ko¨nnen.
Beide Kurven sollten sich nur durch einen linearen Faktor, den sogenannten Kalibrations-Faktor
unterscheiden:
kf =
Atheor(i)
A(i)
fu¨r 0 < i ≤ #Frames.
In Abb. 9.2 werden die theoretische Aktivita¨tskonzentration im 11C-Zylinder mit der Einheit[
nCi
ccm
]
= 37
[
Bq
ccm
]
= 0.037
[
1
mm3s
]
und die rekonstruierte Aktivita¨tskonzentration mit der Einheit
MC
[
1
mm3s
]
gezeigt. MC (”Marvin-Counts“) entspricht dem Mittelwert der ROI im rekonstruierten Bild,
der auf das Voxel-Volumen ∆2xˆy∆a mm
3 normiert wurde. Die Ordinatenachse des Graphen ist
logarithmisch skaliert. Abb. 9.3 zeigt die kalibrierte Zeit-Aktivita¨tkskurve fu¨r 11C. Hier ist zu
erkennen, dass die Kurven in den ersten 200 Minuten relativ gut u¨bereinstimmen. Nach diesen
etwa 10 Halbwertszeiten ist das 11C bis auf eine Aktivita¨t von unter 10 nCiccm zerfallen, so dass
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Abbildung 9.2: Zeit-Aktivita¨tskurve fu¨r 11C (unkalibriert)
der Scanner nur noch ein Rauschen registriert.
Die kalibrierte Zeit-Aktivita¨tskurve fu¨r den 18F -Zylinder wird in Abb. 9.4 gezeigt. Die Zerfalls-
kurve ist wegen der la¨ngeren Halbwertszeit des Isotops entsprechend flacher. Da die 18F -Lo¨sung
nach 10 Stunden Messzeit erst auf eine Aktivita¨tskonzentration von etwa 40 nCiccm abgeklungen
ist, kann selbst hier noch die korrekte Konzentration rekonstruiert werden.
Damit ist anhand von zwei verschiedenen Isotopen gezeigt, dass die Linearita¨t des Rekon-
struktionsverfahrens gegeben ist. Um die Algorithmen zu kalibrieren, wird im Rahmen der Qua-
lita¨tssicherung in regelma¨ßigen Zeitabsta¨nden ein Homogenita¨tsphantom mit bekannter Akti-
vita¨tskonzentration gemessen. Aus dem Vergleich der Werte im rekonstruierten Bild mit der
bekannten Aktivita¨tskonzentration des Phantoms kann ein Kalibrationsfaktor bestimmt wer-
den, mit dem alle folgende Rekonstruktionen skaliert werden. Auf diese Weise ko¨nnen anhand
des rekonstruierten Bildes quantitative Aussagen u¨ber die Aktivita¨tskonzentration im unter-
suchten Objekt gemacht werden.
Da die Sensitivita¨t des CTI-Scanners in den a¨ußeren Schichten geringer ist, wird hier i. d. R. fu¨r
jede Schicht ein eigener Kalibrationsfaktor ermittelt. Es ist außerdem zu beachten, dass dieser
Faktor vom gewa¨hlten Gewichtungsverfahren abha¨ngig ist und somit nur fu¨r Rekonstruktio-
nen gilt, die mit dem gleichen Gewichtungsverfahren wie die Kalibrationsmessung rekonstruiert
werden.
9.2 Geometrie
Um evtl. bei der Rekonstruktion entstehende transaxiale Verzerrungen zu untersuchen, wird
ein Phantom gemessen, das aus parallelen Linienquellen mit bekannten Absta¨nden besteht (s.
Abb. 9.5). Die Kapillaren werden mit einer 18F -Lo¨sung gefu¨llt und das Phantom anschließend
so lange gemessen, bis alle Linien in den Rekonstruktionen deutlich erkennbar sind. Fu¨r die
Messung und Rekonstruktion wurden ansonsten die gleichen Einstellungen wie bei der Linea-
rita¨tsmessung verwendet. Zusa¨tzlich wurde der 3D-Datensatz per Fourier-Rebinning in einen
2D-Datensatz umgerechnet und mit 30 Iterationen des MLEM-Algorithmus rekonstruiert.
In den rekonstruierten Bildern (s. Abb. 9.6) werden mit Hilfe eines Programmes die Kapillar-
mittelpunkte sowie die Absta¨nde zwischen diesen Punkten bestimmt.
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Abbildung 9.3: Zeit-Aktivita¨tskurve fu¨r 11C (kalibriert)
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Abbildung 9.4: Zeit-Aktivita¨tskurve fu¨r 18F (kalibriert)
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Abbildung 9.5: Querschnitt des Geometrie-
Phantoms
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Abbildung 9.6: Rekonstruierte
Schicht des Geometrie-Phantoms
Abb. 9.7 zeigt die Absta¨nde im rekonstruierten Bild relativ zu den bekannten Absta¨nden im
Phantom. Die genauen Absta¨nde werden in Tabelle 9.1 angegeben. Zum Vergleich sind zusa¨tzlich
die Ergebnisse der gleichen Messung auf einem Scanditronix/General Electrics PC4096+ auf-
gefu¨hrt [Hei00a]. Hier wurden die 2D-Daten ebenfalls mit 30 Iterationen des MLEM-Algorithmus
rekonstruiert.
Abbildung 9.7: Abstandsverha¨ltnisse
Vergleicht man zuna¨chst die Ergebnisse der Scanditronix-Messung mit den exakten Absta¨n-
den, ist eine minimale Abweichung erkennbar, die im Mittel deutlich unter 1% bzw. unter 0.5 mm
liegt. Beru¨cksichtigt man die Scanner-Auflo¨sung von etwa 5 mm und die begrenzte Genauigkeit
der Auswertung, kann man von einer geometrisch korrekten Rekonstruktion ausgehen. Wird
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CTI/Siemens ECAT Exact HR+ Scandi PC4096+
exakte Absta¨nde 3D-OSEM FORE+2D-MLEM 2D-MLEMKapillaren
[mm] [mm] [mm] [mm]
1,2 45.00 43.66 43.22 45.31
1,3 89.57 86.89 87.41 89.39
1,4 44.60 43.67 44.16 44.23
1,5 89.12 86.85 87.56 88.45
1,6 44.79 43.46 43.89 44.30
1,7 89.12 86.94 86.52 89.58
2,4 77.16 74.47 75.61 77.46
2,6 77.33 75.48 75.48 77.21
4,6 77.33 75.57 76.28 77.14
3,5 154.26 150.27 151.30 153.94
3,7 154.26 150.61 150.69 154.83
5,7 154.26 150.62 150.94 154.43
Tabelle 9.1: Absta¨nde der Kapillaren
das gleiche Phantom auf dem CTI-Scanner gemessen und auf die gleiche Weise rekonstruiert,
kommt es zu einer deutlich gro¨ßeren Abweichung. Da auch bei der 3D-Rekonstruktion nahezu
identische Abweichungen auftreten, kann davon ausgegangen werden, dass diese nicht durch die
Rekonstruktion verursacht werden. Mo¨gliche Ursachen sind z. B. eine ungenaue Bogenkorrektur
oder eine geringe Abweichung der Scannergeometrie von den Spezifikationen. Nimmt man eine
Bin-Breite von ∆ρ = 2.3 mm statt 2.25 mm an, sind die Abweichungen a¨hnlich gering, wie beim
Scanditronix-Scanner. Insgesamt liegen die Abweichungen aber auch beim CTI-Scanner unter
der Auflo¨sung der rekonstruierten Bilder, so dass sie toleriert werden ko¨nnen.
9.3 Sensitivita¨t
Die Bildqualita¨t der Rekonstruktionen von 3D-Datensa¨tzen, die auf einem CTI/Siemens ECAT
Exact HR+ gemessen wurden, wird auch durch die unterschiedlich genaue Abtastung des FOV
beeinflusst. Wie bereits in Kapitel 2.5.2 beschrieben wurde, fu¨hrt die Verwendung von Span
und Mash zu einem Verlust der Auflo¨sung in den a¨ußeren Bereichen der Schichten. Die Ver-
wendung des Span und der damit zusammenha¨ngenden schra¨gen Segmente fu¨hrt auch dazu,
dass die Sensitivita¨t in den a¨ußeren Schichten eines Volumens stark abfa¨llt [BDB+97], da die
schra¨gen Segmente hier nicht gemessen werden ko¨nnen. In den Standardeinstellungen werden
in den mittleren 35 Schichten fu¨nf Segmente (0, ±1, ±2) gemessen, in den na¨chsten jeweils 9
Schichten nur drei Segmente (0, ±1) und in den a¨ußeren jeweils 5 Schichten nur noch ein Seg-
ment (0). Damit ergeben sich in axialer Richtung die Sensitivita¨tsunterschiede wie in Abb. 9.8.
Da der axiale Winkel der LORs durch die maximale Ringdifferenz beschra¨nkt wird, werden die
mittleren Schichten eines Segmentes von gleich vielen LORs abgetastet. Dementsprechend ist
die Sensitivita¨t in diesen Schichten konstant. Welche Schichten des rekonstruierten Datensat-
zes letztlich von Sensitivita¨tsunterschieden betroffen sind, ha¨ngt nicht nur vom Span und der
maximalen Ringdifferenz ab, sondern auch vom Durchmesser des zylindrischen Rekonstrukti-
onsvolumens (∆xˆy · l) und der gewa¨hlten Schichtdicke (∆a).
In den U¨bergangsbereichen der unterschiedlichen Sensitivita¨ten fu¨hrt dieser Effekt auch zu Sensi-
tivita¨tsunterschieden innerhalb einzelner Schichten. Das schra¨g liegende Segment ragt hier noch
in die Schicht hinein, so dass der Rand der Schicht abgetastet wird, wa¨hrend das Zentrum von
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63Segment 0
53Segment +1
53Segment −1
35Segment +2
35Segment −2
Schichten
Sensitivita¨t
Abbildung 9.8: Abtastbereiche der Segmente in axialer Richtung
diesem schra¨gen Segment nicht erfasst wird. Abb. 9.9 zeigt das senkrechte Segment 0 und die
schra¨gen Segment n und −n, wobei die außen liegenden Schichten von dem schra¨gen Segmenten
nur am Rand abgetastet werden.
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Abbildung 9.9: Abtastbereiche der Segmente innerhalb der Schichten
Abb. 9.10 zeigt die Rekonstruktion einer Phantom-Messung. In der oberen Zeile sind einige
Schichten einer Rekonstruktion von Segment 0 zu sehen. Rekonstruiert man z. B. nur Segment
+2 und −2 dieses Datensatzes, wie in der unteren Zeile dargestellt, werden in diesen Schichten
nur die Bildra¨nder rekonstruiert.
In Abb. 9.11 sind fu¨r einige a¨hnliche Schichten die Summenbilder der Koinzidenzlinien aller Seg-
mente, die diese Schicht treffen, dargestellt. Der zentrale Bereich mit geringerer ”LOR-Dichte“
und damit geringerer Sensitivita¨t ist deutlich erkennbar. In den rekonstruierten Bildern sind diese
unterschiedlichen Bereiche i. d. R. nicht zu erkennen, da das Bild bei der MLEM-Rekonstruktion
durch das Summenbild aller LORs dividiert wird (vgl. Formel 3.15). Durch diese Normierung
werden Ungleichma¨ßigkeiten in den Bildern, die durch eine ungleichma¨ßige Abtastung des FOV
verursacht werden, ausgeglichen. Dies hat jedoch grundsa¨tzlich keinen Einfluss auf die Sensiti-
vita¨tsunterschiede.
An der Rekonstruktion von Schicht 52 der Segmente +2 und −2 in Abb. 9.10 ist auch zu erken-
nen, dass die Sensitivita¨t in den a¨ußeren Schichten der einzelnen Segmente relativ gering und
damit das Signal/Rausch-Verha¨ltnis entsprechend schlecht ist. Ursache hierfu¨r ist die Verwen-
dung des Span. Am Rand der Segmente werden die logischen LORs durch eine kleinere Anzahl
von physikalischen LORs gebildet, da einige der schra¨gen LORs nicht mehr innerhalb des De-
tektorsystems liegen (s. Abb. 9.12). Betrachtet man die rekonstruierten Volumendatensa¨tze in
sagittaler oder coronaler Ansicht, sind die Segmentgrenzen durch den erho¨hten Rauschanteil zu
erkennen. Abb. 9.13 zeigt hierzu eine Maximum-Intensity-Projection einer FDG-Untersuchung
des Becken- und Oberschenkelbereichs. Im linken Bild sind die Grenzen der schra¨gen Segmente
als Linien zu erkennen. Um diese Artefakte zu reduzieren, ko¨nnen die Randschichten der Seg-
mente abgesenkt werden. Hierzu wird im Bereich der a¨ußeren Schichten eine Rampenfunktion
angewendet, wie in Abb. 9.14 fu¨r ein Segment mit 35 Schichten gezeigt wird. Im rechten Teil
von Abb. 9.13 sind die Segmentgrenzen nach der Korrektur nicht mehr sichtbar.
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Schicht 50 Schicht 51 Schicht 52
Segment +2 und −2
Segment 0
Abbildung 9.10: Rekonstruktion einzelner Segmente
Beim TierPET existiert keine Beschra¨nkung des axialen Winkels einer LOR durch eine maxi-
male Ringdifferenz. Hier ko¨nnen LORs zwischen beliebigen Kristallen zweier gegenu¨berliegender
Detektorblo¨cke gemessen werden. Das fu¨hrt dazu, dass die Sensitivita¨t in der mittleren Schicht
am ho¨chsten ist und in axialer Richtung stark abfa¨llt [WBH+00]. Auf Grund des Kristallmateri-
als, des langen Koinzidenzfensters und der im Vergleich zu einem Ring-Scanner eingeschra¨nkten
Abtastung durch die rotierenden Detektorblo¨cke ist die Sensitivita¨t des Gera¨tes wesentlich nied-
riger als beim CTI-Scanner. Hinzu kommt noch der zusa¨tzliche Sensitivita¨tsabfall in den a¨ußeren
Schichten, so dass das Signal/Rausch-Verha¨ltnis der rekonstruierten a¨ußeren Schichten entspre-
chend schlecht ist. Die Normierung in der MLEM-Formel kann die Abtastunterschiede deshalb
nicht vollsta¨ndig ausgleichen, so dass diese auch in den rekonstruierten Bildern erkennbar sind.
Die Kalibration des Scanners, bei der fu¨r jede Schicht ein eigener Kalibrationsfaktor bestimmt
wird, ist darum besonders wichtig.
Werden Rebinning-Verfahren (s. Kapitel 4) eingesetzt um 3D-Messdaten in 2D-Daten um-
zurechnen, mu¨ssen hierbei axiale Sensitivita¨tsunterschiede beru¨cksichtigt werden. Beim Fourier-
Rebinning wird dies erreicht, indem der resultierende 2D-Datensatz normiert wird. Die hierbei
verwendeten Normierungswerte werden ermittelt, indem ein homogener Datensatz rebinnt wird
(s. Kapitel 4.3). Auf analoge Weise kann auch beim Single- und Multislice-Rebinning eine ent-
sprechende Normierung durchgefu¨hrt werden.
9.4 Klinische Untersuchungen
Im Folgenden werden einige Bilder aus klinischen Untersuchungen gezeigt, die einen Teil der
medizinischen Anwendungsgebiete der Positronen-Emissions-Tomographie widerspiegeln. Ab-
bildung 9.15 zeigt Bilder einer Ganzko¨rperuntersuchung, bei der ein an einem Tumor erkrankter
Patient auf Metastasen untersucht wurde. Diese Metastasen haben einen, im Vergleich zu ih-
rer Umgebung stark erho¨hten Glucose-Stoffwechsel, so dass dem Patienten radioaktiv markierte
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Schicht 2
Schicht 3
Schicht 4
Abbildung 9.11: Summenbilder der LORs in einer Schicht
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Abbildung 9.12: LORs am Rande des Detektorsystems (Span=9)
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Abbildung 9.13: Erho¨hter Rauschanteil an den Segmentgrenzen (links: ohne Korrektur,
rechts: mit Korrektur)
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Abbildung 9.14: Absenken der Randschichten eines Segmentes
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Glucose in Form von 18F -Fluordeoxyglucose (FDG) injiziert wurde, um evtl. vorhandene Me-
tastasen im PET-Bild hervorzuheben. In der Abbildung ist links eine Schicht einer PROMIS-
Rekonstruktion dargestellt. Setzt man hier die negativen Voxelwerte auf Null, erha¨lt man das
deutlich bessere Bild in der Mitte. Durch die OSEM-Rekonstruktion (rechts) wird die Bildqua-
PROMIS PROMIS (positiv) 3D-OSEM
Abbildung 9.15: Einzelne transaxiale Schicht des Beckenbereichs
lita¨t noch einmal wesentlich verbessert, was in der Abbildung hauptsa¨chlich durch die fehlenden
Streifenartefakte deutlich wird. Abgesehen von solchen deutlichen Artefakten lassen sich Unter-
schiede zwischen verschiedenen Rekonstruktionsalgorithmen an realen Daten von Patientenun-
tersuchungen nur schwer verdeutlichen. Die Frage nach der besseren Bildqualita¨t ließe sich hier
nur durch Methoden wie eine Biopsie oder durch das Anfertigen histologischer Schnitte beant-
worten. Stattdessen wurden zu Beginn dieses Kapitels bzw. auch in Kapitel 7.2 Untersuchungen
an Phantomen vorgenommen, die eine genaue Bewertung der Ergebnisse erlauben. Die folgen-
den Abbildungen zeigen somit nur noch OSEM-Rekonstruktionen, die mit Marvin durchgefu¨hrt
wurden.
Abbildung 9.16 zeigt eine Maximum-Intensity-Projection des Oberschenkel- und Beckenbereichs
der Metastasen-Untersuchung. Dabei wurden verschiedene Projektionswinkel wiedergegeben,
um eine bessere ra¨umliche Orientierung zu ermo¨glichen. Die zahlreichen Metastasen sind als
dunkle Punkte gut zu erkennen. In Abb. 9.17 ist die Glucose-Verteilung im Bereich der Unter-
schenkel und Fu¨ße dargestellt. Deutlich zu erkennen ist die Metastase am Ansatz des rechten
Wadenmuskels.
In Abb. 9.18 werden die Ergebnisse einer Untersuchung dargestellt, bei der ein Glioblastom
im Gehirn eines Patienten mit Hilfe eines 18F -Fluorethyltyrosin-Tracers markiert wurde. Die
transaxialen und coronalen Schnitte verdeutlichen, dass das Geschwulst auf die linke Ha¨lfte
des Gehirns beschra¨nkt ist. Die Markierungen am Rand der ersten transaxialen und sagittalen
Schicht symbolisieren die Auswahl der gezeigten Schichten.
Die Glucose-Verteilung im Gehirn eines gesunden Probanden ist in Abb. 9.19 mit FDG sichtbar
gemacht worden.
Bei der Messung, deren Ergebnisse in Abb. 9.20 dargestellt sind, wurde dem Probanden radioak-
tiv markierter Sauerstoff in Form von 15O-Butanol injiziert. Mit Hilfe der PET kann damit die
Sauerstoffverteilung im Gehirn sichtbar gemacht werden. 15O-Butanol findet besonders bei soge-
nannten Aktivierungsstudien Verwendung. Hierbei fu¨hrt der Proband wa¨hrend der Messung z.
B. visuelle oder auditorische Experimente durch. Durch die Aufnahme zahlreicher kurzer Frames
kann dann die Vera¨nderung der Sauerstoffverteilung im Gehirn wa¨hrend des Experiments unter-
sucht werden. Durch eine anschließende statistische Analyse der rekonstruierten Bilder ko¨nnen
die Hirnareale des Probanden identifiziert werden, die an der Durchfu¨hrung des Experiments
beteiligt waren.
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Abbildung 9.16: MIP-Bild einer Metastasen-Untersuchung (Becken und Oberschenkel)
Abbildung 9.17: MIP-Bild einer Metastasen-Untersuchung (Unterschenkel und Fu¨ße)
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Abbildung 9.18: 18F -FET-Bild eines Glioblastoms (radiologische Ansicht)
Abbildung 9.19: 18F -FDG-Bild der Glucoseverteilung im Gehirn
Abbildung 9.20: 15O-Butanol-Bild der Sauerstoffverteilung im Gehirn
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Kapitel 10
Zusammenfassung
In dieser Arbeit wurden Algorithmen entwickelt, implementiert und getestet, die eine vollsta¨ndi-
ge, schnelle, dreidimensionale iterative Rekonstruktion von Volumendaten der Positronen-Emis-
sions-Tomographie erlauben.
Die Positronen-Emissions-Tomographie (PET) ist ein nuklearmedizinisches Bildgebungsver-
fahren, dass sowohl bei der wissenschaftlichen Untersuchung von Stoffwechselfunktionen als
auch bei der Diagnose von Stoffwechselerkrankungen von wachsender Bedeutung ist. Durch
die Entwicklung von 3D-Scannern, bei denen der axiale Detektionswinkel nicht mehr nur ein-
zelne Schichten sondern ganze Volumina erfasst, konnte die Qualita¨t und damit die Aussage-
kraft der Bilder erho¨ht und die Belastung des Patienten durch die Untersuchung verringert
werden. Trotzdem sind in vielen Anwendungen die Za¨hlraten so gering, dass analytische Re-
konstruktionsmethoden oft eine schlechte Bildqualita¨t liefern. Daher sind in den letzten Jahren
vermehrt rechenintensive algebraische Verfahren eingesetzt worden, die hinsichtlich Artefaktfrei-
heit, Signal/Rausch-Verha¨ltnis und Auflo¨sung zu deutlich besseren Ergebnissen fu¨hren. Da sie
bei der Rekonstruktion von 3D-Daten einen noch ho¨heren Rechenaufwand und Speicherplatz-
bedarf erfordern, sind sie hier bisher noch nicht eingesetzt worden.
In Kapitel 3 dieser Arbeit werden zuna¨chst die verbreitetsten Rekonstruktionsmethoden
vorgestellt und evaluiert. Die algebraischen Verfahren erweisen sich dabei fu¨r die Rekonstruk-
tion von 3D-Daten als besonders geeignet, da sie auch bei schlechter Statistik zu einer guten
Bildqualita¨t fu¨hren und keine bestimmte Detektorgeometrie voraussetzen. Durch die Ordered-
Subset-Technik kann die Anzahl der Iterationen der Rekonstruktionsformel, die zur Bestimmung
der Aktivita¨tsverteilung berechnet werden mu¨ssen, deutlich reduziert werden. Die hier neu ent-
wickelten Methoden zur Aufteilung der Winkelprojektionen in Subsets und zur Festlegung der
Bearbeitungsreihenfolge der Subsets ermo¨glichen auch bei einer großen Anzahl von Subsets eine
artefaktfreie Rekonstruktion. Somit kann die Anzahl der Iterationen und damit auch die Rekon-
struktionszeit weiter reduziert werden.
Bei der algebraischen Rekonstruktion wird das Gleichungssystem ~b = A~x durch ein ite-
ratives Verfahren na¨herungsweise gelo¨st. Bei Messungen mit vielen Zeitfenstern (Multiframe)
oder mehreren Bettpositionen (Multibed) ko¨nnen der Vektor der Messwerte ~b und der Rekon-
struktionsvektor ~x mehrere hundert Megabyte Speicherplatz beno¨tigen. Deshalb wurden in den
Kapiteln 5 und 6 Methoden vorgestellt, mit denen Teile der Vektoren transparent auf Festplatte
ausgelagert werden ko¨nnen. Operationen, die auf den Vektoren ausgefu¨hrt werden sollen, wer-
den in einem Funktions-Cache zwischengespeichert und erst ausgefu¨hrt, wenn die Ergebnisse
dieser Operationen zur weiteren Bearbeitung beno¨tigt werden. Hierdurch ko¨nnen die Festplat-
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tenzugriffe auf ein Mindestmass reduziert werden, so dass auch große Messdatensa¨tze effizient
verarbeitet werden ko¨nnen.
Besondere Bedeutung bei der vollsta¨ndigen iterativen 3D-Rekonstruktion kommt der Berech-
nung und Speicherung der Systemmatrix A zu, die abha¨ngig von der Detektorgeometrie im
unkomprimierten Zustand mehrere Terabyte groß ist. In Kapitel 7 wird die Systemmatrix
zuna¨chst in einzelne Bestandteile zerlegt. Die Abbildungseigenschaften des Tomographen, die
durch die Matrix modelliert werden, werden u. a. durch die Geometrie der LORs, die unter-
schiedliche Sensitivita¨t der Detektoren, die Positronenreichweite und die abschwa¨chende Wir-
kung des durchdrungenen Gewebes bestimmt. Zur Berechnung des geometrischen Anteils Ageom
der Systemmatrix wird fu¨r die vier in dieser Arbeit verwendeten Detektorgeometrien, die zu den
Messwert-Darstellungen 2D-Sinogramm, 3D-Sinogramm, 3D-CTI-Sinogramm und 3D-Listmode
fu¨hren, eine einheitliche mathematische Beschreibung der Geometrie der jeweiligen LORs ent-
wickelt. Die Matrixelemente aji repra¨sentieren den Anteil, den der Voxel xi im rekonstruierten
Bildvolumen an der Koinzidenzlinie kj hat. Im Bereich der 2D-Rekonstruktion existieren be-
reits diverse Verfahren zur Berechnung dieser Gewichte, die sich bzgl. Berechnungsaufwand und
Genauigkeit unterscheiden. In Abschnitt 7.2 werden fu¨r die vier wesentlichen Verfahren (0-1-,
Schnittla¨ngen-, Fla¨chen/Volumen- und statistische Gewichtung) Berechnungsvorschriften entwi-
ckelt, mit denen sich die Gewichte auf der Basis der zuvor eingefu¨hrten Geometriebeschreibung
sowohl fu¨r den 2D- als auch den 3D-Fall mit geringem Aufwand bestimmen lassen. Die Analy-
se der Gewichtungsschemata, die sowohl anhand theoretischer Betrachtungen als auch mit Hilfe
von Homogenita¨ts- und Auflo¨sungsmessungen durchgefu¨hrt wurde, zeigt, dass im 2D-Bereich die
Fla¨chen-Gewichtung verwendet werden sollte, um rekonstruierte Bilder mit geringem Rauschen
und hoher Auflo¨sung zu erhalten. Im 3D-Bereich liefern die approximative Volumen- und die
statistische Gewichtung jeweils mit Sub-Sampling die besten Ergebnisse. Angesichts des hohen
Rechenaufwandes fu¨r diese beiden Verfahren kann auch die Schnittla¨ngen-Gewichtung verwendet
werden, die mit einem etwa 100-fach geringeren Rechenaufwand nur geringfu¨gig schlechtere Re-
sultate liefert. Die Analysen zeigen außerdem, dass die in dieser Arbeit entwickelte vollsta¨ndige
iterative 3D-Rekonstruktion in den rekonstruierten Bildern zu einer deutlich ho¨heren Auflo¨sung
fu¨hrt als die bisher zur Verfu¨gung stehenden 212D-Verfahren, bei denen die 3D-Daten zuna¨chst
mittels eines Fourier-Rebinnings in 2D-Daten umgerechnet werden, die dann iterativ rekonstru-
iert werden. In Abschnitt 7.3 wurden einige fu¨r diese Arbeit entwickelte Verfahren vorgestellt, die
eine schnelle Berechnung der Systemmatrix ermo¨glichen. Neben Optimierungen bei der Berech-
nung der Geometrie-Formeln fu¨hrt hier vor allem die Reduktion der Anzahl der zu berechnenden
Gewichte durch die Bounding-Volume-Methode und durch die Symmetriebetrachtungen zu einer
Verku¨rzung der Rechenzeiten.
Da wa¨hrend der Rekonstruktion sta¨ndig auf die Gewichte aji der Systemmatrix A zugegriffen
wird, ist es sinnvoll die einmal berechnete Matrix im Arbeitsspeicher zu halten und eine zu
einer erheblich verla¨ngerten Rechenzeit fu¨hrende sta¨ndige Neuberechnung zu vermeiden. Weil
die vollsta¨ndige Matrix aber Speicherplatz im Terabyte-Bereich beno¨tigen wu¨rde, mussten die
in Kapitel 7.4 beschriebenen Methoden entwickelt werden, die diesen Speicherplatzbedarf dras-
tisch verringern. Zuna¨chst fu¨hrt die Verwendung von Sparse-Vektoren fu¨r die einzelnen Zeilen
der Systemmatrix sowohl zu einer erheblichen Einsparung im Speicherplatz als auch zu einer
Verku¨rzung der Rekonstruktionszeiten. Ferner entha¨lt die Systemmatrix abha¨ngig von der De-
tektorgeometrie eine Reihe von Symmetrien, die bei der Speicherung ausgenutzt werden ko¨nnen.
Zur Berechnung dieser symmetrischen Teile wurden effiziente Verfahren entwickelt, so dass sie
wa¨hrend der Rekonstruktion immer wieder neu bestimmt werden ko¨nnen. Hierdurch wird zwar
die Rekonstruktionszeit etwas verla¨ngert, aber gleichzeitig sinkt der Speicherplatzbedarf erheb-
lich, da die symmetrischen Teile nicht gespeichert werden mu¨ssen. Die Beru¨cksichtigung von
Gewichten, die aufgrund der Abmessungen des rekonstruierten Bildes oder der Statistik der
Messung nicht beno¨tigt werden, fu¨hrt sowohl zu einer schnelleren Berechnung der Systemma-
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trix als auch zu einer Verringerung des Speicherplatzbedarfs. Insgesamt gelingt es durch die
Kombination der verschiedenen Methoden, den Speicherplatzbedarf der Systemmatrix so weit
zu reduzieren, dass sie erstmalig bei einer 3D-Rekonstruktion komplett im Arbeitsspeicher ge-
halten werden kann.
Abschnitt 7.5 verdeutlicht anhand der Detektornormalisierung und der Korrektur der Gewe-
beabschwa¨chung, wie weitere Faktoren, welche die Abbildungseigenschaften des Tomographen
beeinflussen, in der Systemmatrix beru¨cksichtigt werden ko¨nnen. Das in dieser Arbeit realisierte
Konzept der einmaligen Berechnung und anschließenden Speicherung der Systemmatrix erlaubt
eine nahezu beliebig genaue Modellierung der Abbildungseigenschaften des Tomographen und
damit eine entsprechend gute Qualita¨t der rekonstruierten Bilder. In der Literatur beschrie-
bene Verfahren zur Beru¨cksichtigung bestimmter Systemeigenschaften, die im Bereich der 3D-
Rekonstruktion wegen des hohen Rechenaufwandes nur theoretische Bedeutung haben, ko¨nnen
nun in die Rekonstruktion integriert werden, ohne die Rechenzeiten wesentlich zu verla¨ngern.
Beim wissenschaftlichen Einsatz der PET, z. B. zur Untersuchung dynamischer Stoffwech-
selvorga¨nge, entstehen sehr große Multiframe-Datensa¨tze. Um diese in kurzer Zeit rekonstru-
ieren zu ko¨nnen, werden in Kapitel 8 Lo¨sungen entwickelt, die eine parallele Rekonstruktion
auf einem Cluster aus herko¨mmlichen PCs und Workstations ermo¨glichen. Da die Zeilen der
Systemmatrix unabha¨ngig voneinander berechnet werden ko¨nnen, la¨ßt sich die Gewichtsberech-
nung ohne zusa¨tzlichen Aufwand parallelisieren. Die einzelnen Schichten eines 2D-Sinogramms
ko¨nnen ebenfalls unabha¨ngig voneinander rekonstruiert werden, so dass auch hier eine nahezu
ideale Parallelisierung mo¨glich ist. Fu¨r die Zuteilung der Rechenpakete an die einzelnen Prozesse
wurden hier drei verschiedene Schemata entwickelt. Dadurch kann zwischen einer Parallelisie-
rung gewa¨hlt werden, welche die Anzeige von Zwischenergebnissen erlaubt und einer, bei der
nur die Endergebnisse ausgegeben werden und die dafu¨r mit einem geringeren Kommunikations-
aufwand auskommt. Bei der Parallelisierung der 3D-Rekonstruktion werden die Mo¨glichkeiten
zur parallelen Berechnung der Vorwa¨rts- und Ru¨ckprojektion untersucht. Da die parallelisierte
Ru¨ckprojektion die zeilenweise Aufteilung der Systemmatrix auf die Prozesse erlaubt, ist dies
das Verfahren der Wahl. Die parallele 3D-Rekonstruktion dient somit nicht nur zur Verku¨rzung
der Rekonstruktionszeiten, sondern fu¨hrt durch die Aufteilung der Systemmatrix auf alle Pro-
zesse auch zu einer weiteren Reduktion des Speicherplatzbedarfs auf den einzelnen Rechnern.
Da fu¨r die Rekonstruktion unterschiedlich leistungsstarke Rechner zusammengeschaltet werden
und diese zudem zeitgleich noch von anderen Anwendern benutzt werden, muss die Rechenlast
im Cluster wa¨hrend der Rekonstruktion dynamisch umverteilt werden. Hierzu wurden in Ab-
schnitt 8.2.2.1 Algorithmen entwickelt, welche die Auslastung der Rechner u¨berwachen und die
Last nach jeder Iteration so umverteilen, dass alle beteiligten Rechner gleichma¨ssig ausgelas-
tet und die Wartezeiten der Prozesse minimiert werden. In Kapitel 8.3 wird eine ebenfalls neu
entwickelte Message-Passing-Bibliothek beschrieben, mit deren Hilfe die Parallelisierung durch-
gefu¨hrt wird. Die Bibliothek orientiert sich dabei an vergleichbaren Software-Paketen wie PVM
oder MPI, erlaubt aber im Gegensatz dazu eine fu¨r den Anwender der Software transparente
Parallelisierung, die keine zusa¨tzlichen Administrationskenntnisse zur Konfiguration oder zum
Betrieb der Software erfordert. Die Analyse der Rechenzeiten in Kapitel 8.4 zeigt, dass der Ein-
satz von Multiprozessor-Systemen zu einer erheblichen Verku¨rzung der Rekonstruktionszeiten
fu¨hrt. Das gleiche gilt fu¨r die Verwendung von Workstation-Clustern, wobei diese fu¨r eine paral-
lele 3D-Rekonstruktion u¨ber ausreichend schnelle Netzwerkverbindungen verfu¨gen sollten. Selbst
auf Einzelprozessor-Systemen sind die Rekonstruktionszeiten der in diesem Projekt entwickelten
Software deutlich ku¨rzer als bei allen bisher verwendeten Programmen.
Wesentliche Kriterien bei der Beurteilung von rekonstruierten PET-Bildern sind neben der
bereits in Kapitel 7.2.5 untersuchten Homogenita¨t und Auflo¨sung die Linearita¨t und die geome-
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trische Genauigkeit. Diese Eigenschaften werden mit Hilfe von Phantom-Messungen in Kapitel 9
untersucht. Dabei wird festgestellt, dass die hier entwickelte Rekonstruktionssoftware auch diese
Qualita¨tskriterien erfu¨llt. Die Verteilung des radioaktiven Isotops wird in den rekonstruierten
Bildern sowohl bzgl. der ra¨umlichen Verteilung als auch der Intensita¨t korrekt wiedergegeben.
Mit den in dieser Arbeit entwickelten Algorithmen ist es erstmalig mo¨glich, algebraische
Rekonstruktionsmethoden, die sich in den letzten Jahren im Bereich der 2D-PET bewa¨hrt ha-
ben, auch zur routinema¨ßigen Rekonstruktion von 3D-Messungen einzusetzen. Das Verfahren
der einmaligen Berechnung und anschließenden Speicherung der Systemmatrix erlaubt dabei
eine genaue Modellierung der Abbildungseigenschaften des Tomographen ohne die Rekonstruk-
tionszeiten wesentlich zu verla¨ngern. Die Speicherung der Matrix ermo¨glicht im Gegenteil die
Reduktion der Rekonstruktionsformel auf einfache und schnell durchfu¨hrbare Vektor-Matrix-
Operationen und fu¨hrt damit zu Rekonstruktionszeiten, die im Bereich der analytischen Verfah-
ren liegen. Somit ko¨nnen die Vorteile der 3D-PET mit ihrer verbesserten Empfindlichkeit und die
Vorteile der algebraischen Rekonstruktionsverfahren mit ihrer guten Bildqualita¨t und genauen
Modellierung des Abbildungsvorganges gemeinsam genutzt werden. Die entwickelten Verfahren
verfu¨gen dabei u¨ber ausreichend große Reserven hinsichtlich Rechenzeit und Speicherplatz, um
auch die Rekonstruktion von Messungen zuku¨nftiger PET-Gera¨te, die u¨ber kleinere Kristalle,
mehr Detektor-Ringe oder eine weitergehende Koinzidenz-Verschaltung der Kristalle verfu¨gen
zu ermo¨glichen.
Die im Rahmen dieser Arbeit entstandene, etwa 82.000 Codezeilen umfassende Software Marvin
ermo¨glicht den Einsatz der hier entwickelten Verfahren sowohl im wissenschaftlichen Bereich als
auch in der nuklearmedizinischen Praxis. Es handelt sich dabei um ein Scanner-unabha¨ngiges
System zur Rekonstruktion, Visualisierung und Analyse von 2D- und 3D-PET-Daten. Zuku¨nfti-
ge Entwicklungen z. B. im Bereich der Detektorsysteme oder der Vorverarbeitung der Messwerte
ko¨nnen durch das objekt-orientierte Konzept in die Software integriert werden.
Anhang A
Definitionen
Die folgenden Definitionen A.1-A.17 geben die Aufteilung der Zeilenvektoren der Systemmatrix
in einzelne Vektormengen wieder, die anhand des transaxialen Winkels der entsprechenden Ko-
inzidenzlinie erfolgt. Bei der Aufteilung muss die Zahl der genutzten Symmetrien beru¨cksichtigt
werden.
DEFINITION A.1 (Vektormenge bei 2D-Sinogramm-Daten, 0 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R und 0 ≤ θ < Θ werden in der
Matrixzeile AθR+ρ gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren aller
Koinzidenzlinien mit dem transaxialen Winkel θ:
G2D-Sino(θ) :=
{
Ai
∣∣∣∣ t = θ ∨ t = Θ2 − θ ∨ t = Θ2 + θ ∨ t = Θ− θ
mit t :=
⌊
i
R
⌋
und 0 ≤ i < ΘR
}
, 0 ≤ θ ≤ Θ4 .
DEFINITION A.2 (Vektormenge bei 2D-Sinogramm-Daten, 1 Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R und 0 ≤ θ < Θ2 werden bei der
Verwendung einer Symmetrie in der Matrixzeile AθR+ρ gespeichert. Die Vektormenge G(θ) ist
die Menge der Zeilenvektoren aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G2D-Sino(θ) :=
{
Ai | t = θ ∨ t = Θ2 − θ mit t :=
⌊
i
R
⌋
und 0 ≤ i < Θ
2
R
}
,
0 ≤ θ ≤ Θ
4
.
DEFINITION A.3 (Vektormenge bei 2D-Sinogramm-Daten, 2 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R und 0 ≤ θ ≤ Θ4 werden bei der
Verwendung von zwei Symmetrien in der Matrixzeile AθR+ρ gespeichert. Die Vektormenge G(θ)
ist die Menge der Zeilenvektoren aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G2D-Sino(θ) :=
{
Ai
∣∣∣∣⌊ iR
⌋
= θ mit 0 ≤ i <
(
Θ
4
+ 1
)
R
}
, 0 ≤ θ ≤ Θ
4
.
DEFINITION A.4 (Vektormenge bei 2D-Sinogrammen, 3 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(ρ, θ) mit 0 ≤ ρ < R2 und 0 ≤ θ ≤ Θ4 werden bei der
Verwendung von drei Symmetrien in der Matrixzeile AθR
2
+ρ gespeichert. Die Vektormenge G(θ)
ist die Menge der Zeilenvektoren aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G2D-Sino(θ) :=
{
Ai
∣∣∣∣∣
⌊
i
R
2
⌋
= θ mit 0 ≤ i <
(
Θ
4
+ 1
)
R
2
}
, 0 ≤ θ ≤ Θ
4
.
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DEFINITION A.5 (Vektormenge bei 3D-Sinogrammen, 0 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, r, a) mit 0 ≤ φ < Φ, 0 ≤ θ < Θ, 0 ≤ ρ < R und
0 ≤ a < A werden in der Matrixzeile AφΘRA+θRA+ρA+a gespeichert. Die Vektormenge G(θ) ist
die Menge der Zeilenvektoren aller Koinzidenzlinien mit dem transaxialen Winkel θ einschließlich
der symmetrischen Vektoren mit den Winkeln Θ2 − θ, Θ2 + θ und Θ− θ:
G3D-Sino(θ) :=
{
Ai
∣∣∣∣ t = θ ∨ t = Θ2 − θ ∨ t = Θ2 + θ ∨ t = Θ− θ
mit t :=
⌊
i mod ΘRA
RA
⌋
und 0 ≤ i < ΦΘRA
}
, 0 ≤ θ ≤ Θ4 .
DEFINITION A.6 (Vektormenge bei 3D-Sinogrammen, 1 Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, r, a) mit 0 ≤ φ < Φ, 0 ≤ θ ≤ Θ2 , 0 ≤ ρ <
R und 0 ≤ a < A, werden bei der Verwendung von einer Symmetrie in der Matrixzeile
Aφ(Θ2 +1)RA+θRA+ρA+a gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren aller
Koinzidenzlinien mit dem transaxialen Winkel θ einschließlich der symmetrieschen Vektoren mit
dem Winkel Θ2 − θ:
G3D-Sino(θ) :=
{
Ai
∣∣∣∣ t = θ ∨ t = Θ2 − θ mit t := ⌊ i mod (Θ2 +1)RARA ⌋
und 0 ≤ i < Φ (Θ2 + 1)RA }, 0 ≤ θ ≤ Θ4 .
DEFINITION A.7 (Vektormenge bei 3D-Sinogrammen, 2 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, r, a) mit 0 ≤ φ < Φ, 0 ≤ θ ≤ Θ4 , 0 ≤ ρ <
R und 0 ≤ a < A werden bei der Verwendung von zwei Symmetrien in der Matrixzeile
Aφ(Θ4 +1)RA+θRA+ρA+a gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren aller
Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-Sino(θ) :=
{
Ai
∣∣∣∣∣
⌊
i mod
(
Θ
4 + 1
)
RA
RA
⌋
= θ mit 0 ≤ i < Φ
(
Θ
4
+ 1
)
RA
}
,
0 ≤ θ ≤ Θ
4
.
DEFINITION A.8 (Vektormenge bei 3D-Sinogrammen, 3 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, r, a) mit 0 ≤ φ < Φ, 0 ≤ θ ≤ Θ4 , 0 ≤ ρ <
R+1
2 und 0 ≤ a < A, werden bei der Verwendung von drei Symmetrien in der Matrixzeile
Aφ(Θ4 +1)R+12 A+θR+12 A+ρA+a gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren
aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-Sino(θ) :=
{
Ai
∣∣∣∣∣
⌊
i mod
(
Θ
4 + 1
)
R+1
2 A
R+1
2 A
⌋
= θ mit 0 ≤ i < Φ
(
Θ
4
+ 1
)
R+ 1
2
A
}
,
0 ≤ θ ≤ Θ
4
.
DEFINITION A.9 (Vektormenge bei 3D-Sinogrammen, 4 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(φ, θ, ρ, a) mit 0 ≤ φ < Φ2 , 0 ≤ θ ≤ Θ4 , 0 ≤ ρ <
R+1
2 und 0 ≤ a < A werden bei der Verwendung von vier Symmetrien in der Matrixzeile
Aφ(Θ4 +1)R+12 A+θR+12 A+ρA+a gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren
aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-Sino(θ) :=
{
Ai
∣∣∣∣∣
⌊
i mod
(
Θ
4 + 1
)
R+1
2 A
R+1
2 A
⌋
= θ mit 0 ≤ i < Φ
2
(
Θ
4
+ 1
)
R+ 1
2
A
}
,
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0 ≤ θ ≤ Θ
4
.
DEFINITION A.10 (Vektormenge bei 3D-CTI-Sinogrammen, 0 Symmetrien)
Sei T die Anzahl der Segmente und S[t] mit 0 ≤ t < T die Anzahl der Schichten im jeweiligen
Segment. Dann werden die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T , 0 ≤ s <
S[t], 0 ≤ ρ < R und 0 ≤ θ < Θ in der Matrixzeile AtΘR+θR+ρ gespeichert. Die Vektormenge
G(θ) ist die Menge der Zeilenvektoren aller Koinzidenzlinien mit dem transaxialen Winkel θ
einschließlich der symmetrischen Vektoren mit den Winkeln Θ2 − θ, Θ2 + θ und Θ− θ:
G3D-CTI(θ) :=
{
Ai
∣∣∣∣∣ t = θ ∨ t = Θ2 − θ ∨ t = Θ2 + θ ∨ t = Θ− θ
mit t :=
⌊
i mod ΘR
R
⌋
und 0 ≤ i < TΘR
}
, 0 ≤ θ ≤ Θ4 .
DEFINITION A.11 (Vektormenge bei 3D-CTI-Sinogrammen, 1 Symmetrie)
Sei T die Anzahl der Segmente und S[t] mit 0 ≤ t < T die Anzahl der Schichten im jewei-
ligen Segment. Dann werden die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T ,
0 ≤ s < S[t], 0 ≤ ρ < R und 0 ≤ θ < Θ2 bei der Verwendung von einer Symmetrie in der
Matrixzeile AtΘ
2
R+θR+ρ gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren
aller Koinzidenzlinien mit dem transaxialen Winkel θ einschließlich der symmetrischen Vektoren
mit dem Winkel Θ2 − θ:
G3D-CTI(θ) :=
{
Ai
∣∣∣∣∣ t = θ ∨ t = Θ2 − θ mit t :=
⌊
i mod Θ2 R
R
⌋
und 0 ≤ i < T Θ2 R
}
, 0 ≤ θ ≤ Θ4 .
DEFINITION A.12 (Vektormenge bei 3D-CTI-Sinogrammen, 2 Symmetrien)
Sei T die Anzahl der Segmente und S[t] mit 0 ≤ t < T die Anzahl der Schichten im jewei-
ligen Segment. Dann werden die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T ,
0 ≤ s < S[t], 0 ≤ ρ < R und 0 ≤ θ ≤ Θ4 bei der Verwendung von zwei Symmetrien in der Ma-
trixzeile At(Θ4 +1)R+θR+ρ gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren
aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-CTI(θ) :=
{
Ai
∣∣∣∣∣
⌊
i mod
(
Θ
4 + 1
)
R
R
⌋
= θ mit 0 ≤ i < T
(
Θ
4
+ 1
)
R
}
,
0 ≤ θ ≤ Θ
4
.
DEFINITION A.13 (Vektormenge bei 3D-CTI-Sinogrammen, 3 Symmetrien)
Sei T die Anzahl der Segmente und S[t] mit 0 ≤ t < T die Anzahl der Schichten im jewei-
ligen Segment. Dann werden die Gewichte fu¨r die Koinzidenzlinie k(t, s, ρ, θ) mit 0 ≤ t < T ,
0 ≤ s < S[t], 0 ≤ ρ < R2 und 0 ≤ θ ≤ Θ4 bei der Verwendung von drei Symmetrien in der Ma-
trixzeile At(Θ4 +1)R2 +θR2 +ρ gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren
aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-CTI(θ) :=
{
Ai
∣∣∣∣∣
⌊
i mod
(
Θ
4 + 1
)
R
2
R
2
⌋
= θ mit 0 ≤ i < T
(
Θ
4
+ 1
)
R
2
}
, 0 ≤ θ ≤ Θ
4
.
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DEFINITION A.14 (Vektormenge bei 3D-CTI-Sinogrammen, 4 Symmetrien)
Sei T die Anzahl der Segmente und S[t] mit 0 ≤ t < T die Anzahl der Schichten im jeweiligen
Segment. Dann werden die Gewichte fu¨r die Koinzidenzlinie k(2t, s, ρ, θ) mit 0 ≤ t < T+12 ,
0 ≤ s < S[2t], 0 ≤ ρ < R2 und 0 ≤ θ ≤ Θ4 bei der Verwendung von drei Symmetrien in der
MatrixzeileAt(Θ4 +1)R2 +θR2 +ρ gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren
aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-CTI(θ) :=
{
Ai
∣∣∣∣∣
⌊
i mod
(
Θ
4 + 1
)
R
2
R
2
⌋
= θ mit 0 ≤ i < T + 1
2
(
Θ
4
+ 1
)
R
2
}
,
0 ≤ θ ≤ Θ
4
.
DEFINITION A.15 (Vektormenge bei 3D-Listmode-Daten, 0 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(a1, r1, a2, r2, θ) mit 0 ≤ a1, a2 < A, 0 ≤ r1, r2 < R und
0 ≤ θ < Θ werden in der Matrixzeile AθR2A2+r1RA2+a1RA+r2A+a2 gespeichert. Die Vektormenge
G(θ) ist die Menge der Zeilenvektoren aller Koinzidenzlinien mit dem transaxialen Winkel θ
einschließlich der symmetrischen Vektoren mit dem Winkel Θ2 + θ:
G3D-List(θ) :=
{
Ai
∣∣∣∣t = θ ∨ t = Θ2 + θ mit t :=
⌊
i
R2A2
⌋
und 0 ≤ i < ΘR2A2
}
,
0 ≤ θ < Θ
2
.
DEFINITION A.16 (Vektormenge bei 3D-Listmode-Daten, 1 Symmetrie)
Die Gewichte fu¨r die Koinzidenzlinie k(a1, r1, a2, r2, θ) mit 0 ≤ a1, a2 < A, 0 ≤ r1, r2 < R und
0 ≤ θ < Θ2 werden bei der Verwendung von einer Symmetrie in der Matrixzeile
AθR2A2+r1RA2+a1RA+r2A+a2 gespeichert. Die Vektormenge G(θ) ist die Menge der Zeilenvektoren
aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-List(θ) :=
{
Ai
∣∣∣∣⌊ iR2A2
⌋
= θ mit 0 ≤ i < Θ
2
R2A2
}
, 0 ≤ θ < Θ
2
.
DEFINITION A.17 (Vektormenge bei 3D-Listmode-Daten, 2 Symmetrien)
Die Gewichte fu¨r die Koinzidenzlinie k(a1, r1, a2, r2, θ) mit 0 ≤ a1, a2 < A, 0 ≤ r1 < R,
r1 ≤ r2 < R und 0 ≤ θ < Θ2 werden bei der Verwendung von zwei Symmetrien in der Ma-
trixzeile A
θRR+1
2
A2+(Rr1− r
2
1
2
+
r1
2
)A2+a1(R−r1)A+(r2−r1)A+a2
gespeichert. Die Vektormenge G(θ) ist
die Menge der Zeilenvektoren aller Koinzidenzlinien mit dem transaxialen Winkel θ:
G3D-List(θ) :=
{
Ai
∣∣∣∣∣
⌊
i
RR+12 A
2
⌋
= θ mit 0 ≤ i < Θ
2
R
R+ 1
2
A2
}
, 0 ≤ θ < Θ
2
.
Anhang B
PVM: Parallel Virtual Machine
PVM[GBD+94] ist ein Software-Paket, mit dem bis zu 4095 heterogene Computer zu einem vir-
tuellen Parallelrechner zusammengeschaltet werden ko¨nnen. Das Paket, das seit 1989 am Oak
Ridge National Laboratory und der University of Tennessee entwickelt wird, stellt Funktionen
zur Verwaltung des virtuellen Parallelrechners sowie zum Datenaustausch zwischen einzelnen
Prozessen bereit.
PVM unterstu¨tzt sowohl Single- als auch Multiprozessor-Systeme und wurde auf eine breite Pa-
lette von unterschiedlicher Hardware, von DEC MicroVAX bis zu Cray T3E, portiert.
Es besteht aus zwei Komponenten: dem PVM-Da¨mon und einer Message-Passing-Bibliothek.
Der Da¨mon muss auf jedem Rechner des Netzwerkes installiert sein und laufen. Er ist mit
den PVM-Da¨monen der anderen Rechner u¨ber einen Socket verbunden und kann mit ihnen
daru¨ber unter Verwendung des TCP- oder UDP-Protokolls Daten austauschen. Falls die be-
teiligten Rechner unterschiedliche Datenformate verwenden, werden die Daten beim Senden in
das XDR-Format[Sri95] umgewandelt und beim Empfang in das Datenformat des Empfa¨ngers
transformiert.
Anwender-Programme, die auf den jeweiligen Rechnern laufen, ko¨nnen u¨ber das C- oder Fortran-
Interface der PVM-Bibliothek auf die Funktionen des lokalen Da¨mons zugreifen um z. B. Prozesse
auf anderen Rechnern zu starten oder Informationen u¨ber den Zustand der virtuellen Maschine
abzufragen (s. Abb. B.1).
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Abbildung B.1: Prozess-Struktur eines PVM-Netzwerkes
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Die C-Programme B.1 und B.2 zeigen die Verwendung einiger PVM-Funktionen. Nach dem
Start des Programms Frodo fu¨gt dieses den Rechner “medicom34“ in sein PVM-Netzwerk ein
und startet dort das Programm Bilbo. Anschließend wartet es auf eine Nachricht von Bilbo. Bil-
bo seinerseits bringt nach dem Start die Task-ID Frodos in Erfahrung und initialisiert und fu¨llt
einen Buffer der dann an Frodo gesendet wird. Frodo empfa¨ngt die Nachricht, holt sie aus dem
Buffer und gibt sie aus.
ALGORITHMUS B.1: Programm Frodo
#include ’’pvm3.h’’ // PVM-Bibliothek einbinden
main()
{ int tid, // Task-ID von Bilbo
infos[1];
char buf[20], computer name[80];
float value;
strcpy(computer name, ’’medicom34.ime.kfa-juelich.de’’); // Rechnername von Bilbo
pvm addhosts(&computer name, 1, infos); // Rechner zum PVM-Netzwerk hinzufu¨gen
// Bilbo auf medicom34 starten
pvm spawn(’’Bilbo’’, (char **)0, PvmTaskHost, computer name, 1, &tid);
pvm recv(tid, 0); // auf Nachricht von Bilbo warten
pvm upkstr(buf); // String aus Buffer lesen
pvm upkfloat(&value, 1, 1); // float-Wert aus Buffer lesen
printf(’’from task %x: %s %f\n’’, tid, buf, value); // Nachricht ausgeben
pvm exit(); // Frodo beim PVM-Da¨mon abmelden
}
ALGORITHMUS B.2: Programm Bilbo
#include ’’pvm3.h’’
main()
{ int ptid;
char buf[20];
float value;
ptid=pvm parent(); // Task-ID von Frodo
strcpy(buf, ’’hello world’’);
value=39.29382;
pvm initsend(PvmDataDefault); // Buffer fu¨r Nachricht initialisieren
pvm pkstr(buf); // String in Buffer schreiben
pvm pkfloat(&value, 1, 1); // float-Wert in Buffer schreiben
pvm send(ptid, 0); // Nachricht an Frodo senden
pvm exit(); // Bilbo beim PVM-Da¨mon abmelden
}
Das Senden von Nachrichten ist immer nichtblockierend, wa¨hrend beim Empfang zwischen blo-
ckierenden und nichtblockierenden Funktionen gewa¨hlt werden kann[Pen92]. Da die U¨bertra-
gungsrate der Sockets von der Gro¨ße der Datenpakete abha¨ngt (s. Abschnitt 8.6), werden die
Daten vor dem Versenden in einem Buffer gebu¨ndelt. Bei vielen Multiprozessor-Systemen (z. B.
Cray T3E) bedeutet dies einen unno¨tigen Overhead, so dass fu¨r solche Rechner meist spezi-
elle PVM-Versionen existieren, die die Kommunikationsmo¨glichkeiten solcher Systeme optimal
nutzen.
Anhang C
Vorverarbeitung
Bei der Verarbeitung von Human-PET-Daten beschra¨nkt sich Marvin auf die iterative Rekon-
struktion. Die Korrektur zufa¨lliger Koinzidenzen, die Korrektur der Totzeit, die Normalisierung
der Detektorsensitivita¨t, die Korrektur gestreuter Koinzidenzen, die Abschwa¨chungskorrektur
und die Bogenkorrektur (vgl. Abb. 2.11) wird hier mit der Software des jeweiligen Gera¨teher-
stellers durchgefu¨hrt. Die Zerfallskorrektur kann wahlweise auch von Marvin berechnet werden.
Die Vorverarbeitung von TierPET-Listmode-Daten, d. h. Totzeitkorrektur, Detektornormalisie-
rung, Abschwa¨chungs- und Zerfallskorrektur wird im Gegensatz dazu von Marvin vorgenommen.
Im Folgenden wird fu¨r die PET-Gera¨te Scanditronix/General Electrics PC4096+ (s. Kapitel
2.5.1), CTI/Siemens ECAT Exact HR+ (s. Kapitel 2.5.2) und das Ju¨licher TierPET (s. Kapitel
2.5.3) beschrieben wie die Vorverarbeitung mit der Hersteller-Software bzw. die Vorbereitung
der Messwert-Dateien erfolgen muss, damit diese von Marvin gelesen und rekonstruiert werden
ko¨nnen. Die Beschreibungen zum PC4096+ und HR+ du¨rften in gleicher Weise auch fu¨r andere
PET-Scanner dieser Hersteller gelten.
C.1 Scanditronix/General Electrics PC4096+
Die Steuerung des PC4096+ erfolgt u¨ber VAX-Rechner von Digital. Die komplette Steuerungs-
und Rekonstruktionssoftware des Scanner-Herstellers liegt dabei im Quelltext (FORTRAN) vor.
Durch das Einfu¨gen eines kurzen Quelltext-Segmentes ko¨nnen die Messdaten nach der Vor-
verarbeitung und vor der FBP im RAW-Format in eine Datei geschrieben werden. Fu¨r jeden
gemessenen Frame wird dabei eine eigene Datei erzeugt, deren Name die Frame-Nummer entha¨lt
und folgende Form hat:
filename01.dat
filename02.dat
filename03.dat
...
Zu jedem dieser Frames wird die Datei mit dem gemessenen, unkorrigierten Sinogrammen
beno¨tigt. Die Namen dieser Dateien werden in die gleiche Form gebracht.
Das zum Marvin-Paket geho¨rende Programm scandi2marvin fu¨gt die Datei-Header der unkor-
rigierten Sinogramme mit den vorverarbeiteten Messdaten zusammen und erzeugt eine neue
Datei mit der Endung ”.dat“. Diese entha¨lt alle fu¨r die Rekonstruktion beno¨tigten Header-
Informationen und alle vorverarbeiteten Frames.
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C.2 CTI/Siemens ECAT Exact HR+
Um korrigierte Sinogramme zu erzeugen werden drei Datensa¨tze beno¨tigt: eine Norm-Datei aus
der Messung der Detektorsensitivita¨ten, eine Attenuation-Datei aus der Abschwa¨chungsmessung
des Objektes und schließlich die Sinogramm-Datei aus der Emissionsmessung. Die Vorverarbei-
tung wird mit dem Programm bkproj 3D fl von CTI durchgefu¨hrt.1 Vor der Durchfu¨hrung der
Vorverarbeitung ist darauf zu achten, dass genu¨gend Platz auf der Festplatte zur Verfu¨gung
steht, da jeder Frame des korrigierten Sinogramms in den Standardeinstellungen etwa 40 MByte
beno¨tigt. Das Programm wird wie folgt aufgerufen:
bkproj 3D fl -s sinogram.s // Name der Sinogramm-Datei
-a attenuation.a // Name der Attenuation-Datei
-n norm.N // Name der Norm-Datei
-M corr sinogram.s // Name des korrigierten Sinogramms
-Q // nur korrigiertes Sinogramm berechnen,
// keine Rekonstruktion
-B scat3Dv71.075 // Parameter-Datei fu¨r Scatter-Korrektur
-d // Zerfallskorrektur durchfu¨hren
-S // Streustrahlkorrektur durchfu¨hren
-D 1 // Debug-Level
// zu bearbeitender Frame
-m "frame,plane,gate,data,bed"
Bei der Vorverarbeitung von Daten einer 2D-Messung wird der Parameter -B ausgelassen. Mit
dem Parameter -m wird der Frame spezifiziert, der korrigiert werden soll. Um eine Multiframe-
Datei zu bearbeiten, muss das Programm also fu¨r jeden Frame einzeln aufgerufen werden, wobei
jeweils der Parameter
-m "1,1,1,0,0"
-m "2,1,1,0,0"
-m "3,1,1,0,0"
...
anzugeben ist. Fu¨r eine Multibed-Datei lautet der Parameter fu¨r die jeweilige Bett-Position:
-m "1,1,1,0,0"
-m "1,1,1,0,1"
-m "1,1,1,0,2"
...
Im Marvin-Paket ist das Programm cti pp enthalten, mit dem die Vorverarbeitung vereinfacht
wird. Als Parameter werden hier nur die Namen der Sinogramm-, Attenuation- und Norm-Datei
in beliebiger Reihenfolge angegeben:
cti pp sinogram.s attenuation.a norm.N
Erfolgt der Aufruf ohne Parameter, werden die entsprechenden Dateinamen abgefragt. Das Pro-
gramm steuert die Vorverarbeitung fu¨r 2D- und 3D-Daten und erzeugt eine Datei mit dem
1Von diesem Programm existieren zwei unterschiedliche Versionen. Das Programm bkproj 3D nofl speichert
die korrigierten Sinogramme im short int-Format (16 Bit) in einer ECAT7-Datei. Diese hat jedoch den Header
einer Attenuation-Datei, in dem einige fu¨r die Rekonstruktion unentbehrliche Informationen, wie Framedauer und
Span, fehlen. Stattdessen muss das Programm bkproj 3D fl verwendet werden, das die Daten im float-Format
(32 Bit) speichert und einen korrekten Sinogramm-Header verwendet.
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Namen ”sinogram PREPROC.s“, die die korrigierten Daten aller Frames entha¨lt.
Bei der Angabe der Attenuation-Datei ist darauf zu achten, dass hier nicht die Originaldatei
der Messung verwendet wird. Diese ”*.s“-Datei der Transmissionsmessung, die grundsa¨tzlich
im 2D-Modus durchgefu¨hrt wird, wird zuna¨chst mit einer ”*.s“-Datei einer 2D-Blank-Messung
korrigiert. Als Resultat erha¨lt man eine 2D-Attenuation-Datei in der fu¨r jede LOR der entspre-
chende Abschwa¨chungswert steht. Um hieraus eine 3D-Attenuation-Datei zu erzeugen, wird die
Ru¨ckprojektion der 2D-Daten berechnet und mit Hilfe der 3D-Radon-Transformation vorwa¨rts
projiziert.
Mit der CTI-Software an der Scanner-Konsole hat man die Mo¨glichkeit, 2D-Attenuation-Dateien,
ru¨ckprojizierte 2D-Attenuation-Dateien (”*.v“) und 3D-Attenuation-Dateien zu erzeugen. Die
Berechnung der 3D-Attenuation-Datei kann auch mit dem Programm atten 3D u¨ber die Kom-
mandozeile durchgefu¨hrt werden:
atten 3D -a attenuation2D.s -o attenuation3D.s
oder
atten 3D -i attenuation2D.v -o attenuation3d.s.
Fu¨r die weitere Vorverarbeitung mit dem Programm bkproj 3D fl oder cti pp wird je nach
Dimensionalita¨t der Messung die 2D- oder 3D-Attenuation-Datei beno¨tigt.
C.3 Ju¨licher TierPET
Bei der Rekonstruktion von TierPET-Listmode-Daten werden drei Dateien verwendet.
Fu¨r die Totzeitkorrektur werden Skalierungsfaktoren beno¨tigt, die in einer ASCII-Datei stehen.
Diese wird durch die Datenaquisitions-Software wa¨hrend einer speziellen Messung aufgezeichnet
und kann unmittelbar u¨bernommen werden. Als Dateinamensendung wird hier ”.txt“ verwen-
det.
Die gleiche Software erzeugt fu¨r jeden Detektorblock ein ASCII-Datei mit den Sensitivita¨ts-
werten der einzelnen Kristalle zur Normalisierung des Scanners. Fu¨r Marvin mu¨ssen diese vier
Dateien zu einer einzelnen Datei mit der Endung ”.norm“ zusammengefu¨gt werden. Die erste
Zeile dieser Datei entha¨lt dabei die Anzahl der Detektorblo¨cke sowie die Anzahl der Kristalle
eines Blocks in radialer und axialer Richtung. Hieran schließen sich die Sensitivita¨tswerte der
einzelnen Blo¨cke an, wobei jeweils die Werte einer Kristallzeile in einer Zeile der Datei stehen.
Damit ergibt sich folgendes Format:
4 20 20
.....
.....
.....
}
20 Zeilen mit jeweils 20 Werten des ersten Detektorblocks
.....
.....
.....
}
20 Zeilen mit jeweils 20 Werten des zweiten Detektorblocks
.....
.....
.....
}
20 Zeilen mit jeweils 20 Werten des dritten Detektorblocks
.....
.....
.....
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}
20 Zeilen mit jeweils 20 Werten des vierten Detektorblocks
Bei der PET-Messung werden die Listmode-Daten in jeder neuen Detektorposition in eine ei-
gene Datei geschrieben, deren Format in [Ter97] beschrieben wird. Die Dateien bestehen aus
einem Header mit Informationen u¨ber die Messung und darauf folgend jeweils eine Zeile pro
gemessenem Zerfall. Fu¨r die Rekonstruktion mu¨ssen auch diese Dateien zu einer einzelnen zu-
sammengefasst werden. Hierzu wird eine Datei mit einem der identischen Header erzeugt. An
diesen schließen sich die Listmode-Daten aller Detektorpositionen in chronologischer Reihenfolge
an. Der Name dieser TierPET-Listmode-Datei muss auf ”.tpl“ enden.
Da das Einlesen solcher umfangreichen ASCII-Dateien relativ zeitaufwa¨ndig ist, sollten diese
vor der Rekonstruktion in ein Bina¨r-Format umgewandelt werden. Hierzu wird das Programm
tpla2b aus dem Marvin-Paket verwendet:
tpla2b filename.tpl
Die resultierende Datei ”filename bin.tpl“ kann anschließend von Marvin gelesen werden.
Anhang D
Symbolverzeichnis
eingefu¨hrtSymbol Bedeutung
auf Seite
aji Anteil des Voxels xi an der LOR kj 41
A Systemmatrix 42,77
a axialer Offset der LOR 33
A Anzahl der axialen Bins in einer Projektion 33
~b Messvektor 42,61
b(ρ, θ) Messwert in einer 2D-Detektorgeometrie 19
b(φ, θ, ρ, a) Messwert in einer 3D-Detektorgeometrie 33
d Durchmesser des Detektorringes 58
dΩ Durchmesser des FOV 58
∆a Breite des Projektionsstrahls in axialer Richtung 80
∆φ axiale Winkelschrittweite 80
∆ρ Breite des Projektionsstrahls in radialer Richtung 41
∆θ transaxiale Winkelschrittweite 78
∆xˆy Seitenla¨nge eines Voxels in x- und y-Richtung 41
∆z Seitenla¨nge des Voxels in z-Richtung 81
ηlim Grenze des Kippwinkels beim Fourier-Rebinning 58
η(n) Kippwinkel des Segmentes n 26
(k1r, k1a) radiale und axiale Koordinate eines Kristalls 90
klim Grenzfrequenz beim Fourier-Rebinning 57
k(ρ, θ) Koinzidenzlinie in einer 2D-Detektorgeometrie 19,78
k(φ, θ, ρ, a) Koinzidenzlinie in einer 3D-Detektorgeometrie 33,81
k(t, s, ρ, θ) Koinzidenzlinie in einer 3D-CTI-Geometrie 88
k(k1r, k1a, k2r, k2a, θ) Koinzidenzlinie im Listmode-Format 90
l Anzahl der Voxel in x- und y-Richtung 41
M Anzahl der unterschiedlichen LORs 41
N Anzahl der Voxel im rekonstruierten Bild 41
P0 Scheduler-Prozess 140
Pi (i > 0) Cruncher-Prozess 140
#P Anzahl der Cruncher-Prozesse 141
p kartesische Koordinate eines Kristalls 56
φ axialer Projektionswinkel 33
Φ Anzahl der axialen Winkelschritte 33
Φlim halber axialer Akzeptanzwinkel des Scanners 81
ρ radialer Offset der LOR 19
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eingefu¨hrtSymbol Bedeutung
auf Seite
R Anzahl der radialen Bins in einer Projektion 19
rd Dicke eines Detektorringes 58
RDmax maximale Ringdifferenz 25
S Anzahl der Subsets beim OSEM-Algorithmus 49
S[t] Anzahl der Schichten im Segment t 63
T Anzahl der Segmente 63
T0.5 Halbwertszeit 14
θ transaxialer Projektionswinkel 19
Θ Anzahl der transaxialen Winkelschritte 19
~x Rekonstruktionsvektor 42
~x(n) rekonstruiertes Bild nach n Iterationen 43
ωlim Grenzfrequenz beim Fourier-Rebinning 57
~x Rekonstruktionsvektor 69
x(xˆ, y) das rekonstruierte Bild (2D) 37
Z Anzahl der Schichten im rekonstruierten Volumen 69
Anhang E
Abku¨rzungsverzeichnis
Abku¨rzung Bedeutung eingefu¨hrt auf Seite
3DRP 3D-Ru¨ckprojektion (PROMIS) 41
AIP Average-Intensity-Projection 74
ART Algebraic-Reconstruction-Technique 43
ATM Asynchronous Transfer Mode 139
B Bor 5
BGO Bi4Ge3O12 (Wismut-Germanium-Oxyd) 10
C Kohlenstoff 5
CGNE Conjugated Gradient Normal Equation Error 54
CGNR Conjugated Gradient Normal Equation Residual 54
CT Ro¨ntgen-Computer-Tomographie 9
F Fluor 5
FBP Filtered Backprojektion 38
FDG 2-[18F ]-Fluoro-2-deoxy-D-Glucose 8
FFT Fast Fourier-Transform 57
FHT Fast Hartley-Transformation 66
FOV Field-of-View 10
FWHM Full-Width-Half-Maximum (Halbwertsbreite) 6
FWTM Full-Width-Tenth-Maximum (Zehntelwertsbreite) 6
Ga Gallium 6
Ge Germanium 9
IP Internet Protocol 160
LOI Length-of-Intersection 94
LOR Line-of-Response 7
MART Multiplicative-Algebraic-Reconstruction-Technique 54
MIP Maximum-Intensity-Projection 73
MLEM Maximum-Likelihood Expectation-Maximization 41
MPI Message Passing Interface 165
MPP Massively Parallel Processors 165
MRT Magnet-Resonanz-Tomographie 16
N Stickstoff 5
NCU Network Configuration Unit 146
O Sauerstoff 5
OSEM Ordered-Subset MLEM 48
OSI Open Systems Interconnection 163
PET Positronen-Emissions-Tomographie 5
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Abku¨rzung Bedeutung eingefu¨hrt auf Seite
PROMIS 3D-Ru¨ckprojektion 41
PSF Point-Spread-Function 57
ROI Region of Interest 108
SMP Symmetric Multiprocessing 139
SPECT Single-Photon-Emission-Computed-Tomography 16
TCP Transmission Control Protocol 160
TOR Tube-of-Response 99
UML Unified Modeling Language 64
XDR External Data Representation 159
Y AP Y AlO3 (Yttrium-Aluminium-Perovskit) 12
Zn Zink 6
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