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This paper is concerned with the optimal stopping problem for discrete time two-parameter 
stochastic processes with index set N’. We introduce switching costs in addition to a running 
reward process and a terminal reward process, construct optimal tactics, that is, the rules of 
switching and stopping, which maximize the expected total discounted reward including switching 
costs. A dynamic programming approach is developed. We also specialize our general results to 
two-parameter Markov case. 
two-parameter stochastic process * strategy * tactic * switching cost * two-parameter Markov 
process * optimal stopping 
1. Introduction 
We consider the two-parameter optimal stopping problem with switching costs 
defined over the running reward process and the terminal reward process which are 
indexed by the two-parameter set N2. Such a study can be motivated by the following 
simple example. Suppose that the evolutions of two stochastic systems A and B are 
described by one-parameter real valued stochastic processes {A(s), s E N} and 
{B(s), s E N}, respectively. We define the two-parameter stochastic processes X = 
{XC,,t,, (s, t)~ N2}, Y ={YCs,,), (s, t)E N2} as follows: 
X~s,r) =f(A(s), B(t)), Ys,r) = g(A(s), B(t)), 
where f and g are functions on R2. Let X be the running reward process and Y the 
terminal reward process. We want to use either A or B, in order to maximize an 
expected reward. For obvious reasons, the decision of using A or B must only 
depend on their evolutions up to the time when the decision takes place. More 
precisely, we start from the initial state (A(O), B(0)). If we choose neither A nor B, 
then we stop at once and we get YCO,Oj. But if we choose A, then we get XCO,Oj and 
the state of the system moves to the new state (A(l), B(0)). After that, if we choose 
neither A nor B, then we stop and get YC1,Oj, and the total expected reward is 
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E(X(,,,,+ Y,,,O,). But if we choose B without stopping at the state (A(l), B(O)), then 
we get Xcl,0), the state of the system moves to (A(l), B( 1)). Owing to switching from 
A to B, we must pay the switching cost C( e,, eJ. The processes proceed as stated. 
Examples of our model in the real world are as follows. Suppose that we have 
two large-scale systems of machines to be utilized. At each period we can operate 
either one of the systems. For each system, the system-dynamics is given by a 
stochastic motion law peculiar to the system, which depends on process time in the 
sense of Gittins (1989, Chapter 2), not on real time. Under these situations we want 
to maximize the expected value of a utility (e.g. the amount of products). 
Another example is given by learning processes in experimental psychology. 
Suppose that there are two populations of training subjects to be tested. At each 
period, either one of the populations is selected and the subjects belonging to the 
selected population are tested by various kinds of stimuli. The sequence of tests is 
composed of preliminary tests and transfer tests subsequent to preliminaries. The 
experimenter wants to raise the effect of learning as much as possible. Our model 
can be applied to some learning processes concerning fuzzy concepts or fuzzy 
categories. 
The optimization problem we study consists in finding an increasing sequence of 
switching times and stopping time which maximizes a total expected reward. Con- 
sequently, this model can be regarded as two-armed bandit problem with switching 
costs. But in this paper we generalize each reward process to the general two- 
parameter stochastic processes. Therefore, we should note that the evolution of 
stochastic systems is no longer mutually independent. 
The optimal stopping problem for the process indexed by N2, more generally, 
by a partially-ordered set, have been studied fairly well. Our optimization problem 
enters into the class of problems studied by Krengel and Sucheston (1981), Mandel- 
baum and Vanderbei (1981) and Lawler and Vanderbei (1983). In those papers, the 
Snell envelope was defined, and an explicit way of constructing an optimal tactic 
was obtained by a dynamic programming approach. For the problem treated in our 
paper the Snell envelope has to be classified by the movement of the strategy we 
take one step before. 
We must also refer to the paper by Evstigneev (1988). This work deals with a 
general class of optimal control problems over an ordered set. Translating his model 
into our terms, it is a discrete time stochastic process but restricted to the finite 
horizon case, while our model is formulated in the infinite horizon case. The main 
issue discussed in our paper is an optimal stopping problem over infinite horizon. 
In Section 2, we give definitions and notation which are used throughout this 
paper, and formulate the optimization problem studied in this paper. For basic 
definitions of the theory of two-parameter optimal stopping problem, we refer to 
the works of Krengel and Sucheston (1981), Mandelbaum and Vanderbei (1981) 
and Lawler and Vanderbei (1983). 
In Section 3 we give the dynamic programming equation in order to construct 
an optimal tactic. 
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In Section 4, for the case of two-parameter Markov processes studied by Mazziotto 
(1988), we tackle the optimization problem formulated in Section 2. 
2. Definitions and notation 
In this paper we consider the stochastic processes indexed by N2, where N = 
(0, 1,2, . . .}. The index set is extended to its one-point compactification N2 u {co}. 
Let T be N2u {CO}, which is endowed with the following partial order: for all 
z = (s, t), z’ = (s’, t’) E N2 we define 
zs z’ if and only if s s s’, t s t’, 
z < ZI if and only if s < s’, t < t’, 
z s CO for all z E N2. 
Let (0, 9, P) be a complete probability space equipped with a family { sZ, z E T} 
of sub u-fields of 9 which satisfies the following conditions: 
(Fl) {sZ} is increasing, that is, if z s z’, then FZ c sZ,, 
(F2) s,, contains P-null sets of 9. 
We say that a two-parameter stochastic process X = {XZ, z E T} is adapted with 
respect to the filtration {sZ}, if for all z E T the random variable X, is sZ-measurable. 
A Markov point is a random variable T taking values in T such that for all z E T, 
{T s z} E Sz. For z E N*, a strategy starting at z is the family { v~,> of Markov points 
with the following conditions: 
qftl = c, + ei 
fori=lor2,wheree,=(l,O),e,=(O,l),and 
a, = z. 
For a strategy starting at 0, we omit the phrase ‘starting at 0’. A tactic starting at 
z is the pair ({a,}, T) of the strategy {a,} starting at z and Markov time 7 with 
respect to the filtration {SW,}, that is, {T G t} E SW, for all t E N where sm, = 
{AE~:A~{u,~z}E~~“,,zET}. 
Here EZ (resp. 2) denote the collection of all tactics starting at z (resp. all tactics 
starting at 0). Let X = {XZ, z E T} and Y = { YZ, z E T} be the {sZ}-adapted uniformly 
bounded two-parameter stochastic process. X is the running reward process, and 
Y is the terminal reward process. For each strategy {a,} starting at z, we set 
for all t E N. Note that 8, is sm,-measurable random variable for all t and takes e, 
or e2. We shall introduce the switching cost which is an important notion in this 
paper. Let C be a function from {ei, i = 1,2} x {e,,j = 1,2} into R: 
C(e,, ej) 
{ 
=0 if i =j, 
<O ifi#j. 
We shall call C a switching cost function. 
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For each tactic n = ({We}, T) E E, we define the expected total discounted reward 
function J(r) by 
( 
r--1 7-l 
J(%-)=E 2 a’X,$+ c a'C(e,~,,e,)+u'Y,~ . 
1=0 I=, > 
Here a (0 < a < 1) is the discount factor. We use the convention that 
7-I 
C u'X,,=O on {T=O}, 
r=o 
C u’C(~,-~, et)=0 on {T=O}, 
,=l 
7-I 
C a’C(e,_, , e,) = 0 on {T = 1). 
,=1 
Our aim is to find a tactic r* which is optimal in the sense that 
J( Tr*) = su; J( n-). 
3. Dynamic programming equation and optimal tactic 
In this section, in order to construct an optimal tactic for the problem defined in 
the preceding section, we shall define the Snell envelope. Since our problem includes 
switching costs, the Snell envelope is classified by the movement of strategy which 
we got one step before. This is why we define the stochastic process IJL, z > 0, 
i = 1,2, as follows: 
7-I r-l 
U:=ess sup E C u’X,,+C(ei, &)+ C u’C(0,_,, e,)+uTy_ Sz 
TrcL, ( *=o ,=I I > , 
here we use the convention that 
Then we can obtain the following stochastic dynamic programming equation. 
Theorem 3.1. YL%e following relation holds true: 
(1) 
c u’x,r=o on {T=o}, 
t=o 
7-l 
C(ei,eO)+ c U'C(e,_,, e,)=o On {T=o}, 
,=* 
r-l 
C ~'c(e,_,, e,)=o on {7=1}. 
f=l 
for all z > 0 and i. 
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Proof. Let n = ({at}, T) be the tactic starting at z such that 
U, =z+ek, 5-21 with probability one. 
For this c-, 
7-I 
UisE X,+C(e,, e,)+ C u’X,,+uC(e,, 0,) 
1=1 
*-1 
+ c a’C(O,_,, e,)+aTYvpz 
r=2 ) 
7-I 
=E X,+C(e,,e,)+a 2 a’-‘X,,+C(e,, 0,) 
,=I 
7-1 
+ 1 u'-lc(e,-, , e,)+ u7-l Y,, 1 sz . 
1=2 I > 
Hence, 
Ui2 E(X,+C(e,, ek)+uU~+,,\~z). 
Also, let ST be the tactic starting at z such that 
S- = 0 with probability one. 
For this r, it is clear that 
u; 2 Y,. 
On the other hand, for each rr E &,, on the set (7) 0) we have 
(2) 
(3) 
7-I 7-I 
E t&a’X,,+Ck, hJ+ C u*CUL, e,)+a’y,,)R 
t=1 > 
r-1 
= X,+C(e,, e,)+a C a’-‘X,,+C(e,, e,) 
,=I 
7-I 
+ c u'-'c(e,_, , e,)+ uT--lYvi II lfcr,=z+ek)l Fz+,, sz t=2 )I ) 
where lA is the indicator function of the set A E 9. Therefore, 
(4) 
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By our convention, on the set {T = 0}, 
( 
7-r 7-l 
E 1 a’X,,+C(e,, &)+ C a’C(O,_,, O,)+U~Y,~ Sz = Y,. 
*=0 r=, I > 
The equation (1) follows from (2), (3), (4) and (5). 0 
(5) 
For z = nei, n E N, we define U,, U,,, as follows: 
U,=esssupE 
?rEX ( 
7-1 7-1 
2 a’&,+ C a’C(f$_,,13,)+a’Y,~ @,, , 
t=o I=1 I > 
VW, = CL. 
Using the same arguments as in Theorem 3.1, we can prove the following theorem. 
Theorem 3.2. For each i and n E N, 
U,=max{Y,,max E(XO+aU,,~90)}, 
k=1,2 
U,, = max{ Y,,, , zt E(JL, + C(ei, 4 + au!+,, 1 @ne,)). 
(‘5) 
(7) 
In order to construct the optimal tactic, in dynamic programming equation in 
Theorem 3.1 and Theorem 3.2, we may find the term which maximize the brace on 
the right side in the equation (l), (6) and (7). Hence it is natural to introduce the 
following definition. 
Definition 3.1. We say that a tactic rr = ({v,}, 7) E 2 is admissible if it satisfies the 
following conditions: 
U,= E(Xo+aU~~e0’190), 
U ~!Hl-~)=E(X,,+C(8,_,, e,)+aU~~>)19~f) on {f<~<a}, 
U’(‘r-l)= Y,, on {r<oo} CT 3 
where 6( ei) = i. 
Proposition 3.1. Any admissible tactic is optimal. 
Proof. For each rr E 2, we set 
T-l 7-l 
S(n)= 1 a’&+ C a’C(0 ,-,, e,)+a’Y,,. 
1=0 *=, 
Clearly, we have 
U,~E(S(T)I~~) for all ~EJZ. 
Thus 
E( U,) 3 sup E(S(r)). 
TFZ 
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Since the family {E(S(r) 1 so): T E 2) is upward filtering, there exists an increasing 
sequence {rrn} such that 
U, = lim E(S(7r”) 1 So). 
“-CC 
Hence, by the monotone convergence theorem, 
EU,= lim E(S(C))G sup E(S(rr)), 
n-cc 7rCP 
and then 
El&= sup E(S(n)). 
TrtZ 
Let r* = ({a:}, T*) E 2 be admissible. By Definition 3.1, we have 
Then ElJ,= E(S(r*)). Therefore, rr* is an optimal tactic. 0 
Proposition 3.2. Let {Vi} be the stochastic process defined by 
vi= UII ifz=O, 
z { Vi ifz#O. 
Then the pair of stochastic process {V:}, i = 1,2, is the minimal pair of bounded 
stochastic process which satisjies the following conditions: 
Vi 2 Y, for all z, 
V:>max E(X,+C(e,, ek)+aV~+,,19Z) for all zf0, 
k=1,2 
V~Z max E(X,+ aV,, (.Fo). 
k=l,Z 
That is, if the pair of { Wi}i = 1,2, satisjies the above conditions, then 
VfG w: a.s. for all z. 
Proof. It is sufficient to prove the minimality of { Vf}. Assume that { Wf}, i = 1,2, 
satisfy the conditions of Proposition 3.2. If Vl = Y,, from Theorem 3.1 and Theorem 
3.2 the assertion holds true. On the other hand, if 
for zf0, we set 
Ak = { v: = E(X, + C(e,, ek) + av:,,, 1 Sz)}. 
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Then on the set Ak, 
Wl - Vi 2 ET; {E(X, + C(ei, e,) + aWL+,, 1 Sz,)} 
-E(X+C(ei, ek)+aVzk+e,l~2z) 
G= aE( W:+,, - V:+e, 1 SzRz). 
Hence 
where M is a constant such that ( Wi\ G M, ) V:( s M for all z and i. Applying the 
same arguments as above to Wt,,, - Vt,,, , we can obtain 
Wi - Vi 3 -2Ma” for all n. 
Letting n + cc, we obtain 
w:a v:. 
Using the same arguments, we obtain 
w;* v,. 0 
4. Two-parameter Markov case 
Let (S, 9) be a measurable space. It is shown in Mazziotto (1988) that, given a 
two-parameter Markov semigroup {T,, z E N2} on S, there exists a measurable space 
(0, 9) endowed with a family of probability laws {P,, x E S} and two-parameter 
process {X,, z E N*} on (a, 9) taking values in S such that 
TJ-(x) = G(f(XZ)) 
for all x E S, z E N2, and all bounded measurable functions f on S. Let pZ contain 
P,-null sets for all x and be generated by {X2,, z’s z}. We say that the collection 
(Q 9, .!FZ, X,, P,) is two-parameter Markov process with state space (S, Y). Let f 
and g be bounded measurable functions on S. Our problem is to find tactics which 
maximize 
7-I r-l 
E, 1 dX,,+ C a’C(e,_,,~,)+a’Y,~ , xcS. 
1=0 ,=, > 
In the case of classical optimal stopping problem for Markov process, in order to 
construct optimal tactic, we divide the state space into the stopping domain and 
the continuing domain (see, e.g. Shiryayev, 1979). In our problem, as including 
switching costs, we shall introduce the switching domain in addition to two domains 
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mentioned above. As in the classical theory, let us define two sequences of functions 
on S, {V,, tEN}, {W,, tEN} as follows: 
vo= w,=g, 
V,+, = max{ V,, UC V, +f, UC W, +f+ C(e, 4), 
W,+, = maXi W,, & W, +f, aTi V, +f+ C(e,, e,)), 
where T: = TC,,O,, Tt = Tco,lj. Then, by induction, we have 
V,+, = max{g, aTi V, +f; &W, +f+ C(e,, 4), 
W,,, = max{g, UT: W, +f; aTi V, +f+ C(e,, e,)}. 
From the definition of V,, W,, it is clear that 
K =G v,+, , w*s w,+,. 
Hence we can define the functions V and W by 
V = lim V,, W = lim W,. 
I-00 ,-ClZ 
Then, by (8), (9) and the bounded convergence theorem, we have 
V = max{g, UT: V+f, UT: W +f+ C(e, , e,)}, 
W=max{g,uT~W+f,aT~V+f+C(e,,e,)}. 
From (10) and (ll), let us divide the state space S as follows: 
Tv={V=g), 
Tw={W=gI, 
r; = {V = UT; V+f)\r,, 
r;={W=uT;W+j-}\Tw, 
r: = { V = UT: W +f+ C( e, , e,)}\(rv u r:), 
r:={W =aT:V+f+C(e,, e,)}\(Twur:). 
(8) 
(9) 
(10) 
(11) 
Let us define the tactic r = ({c(I), r in terms of the partition defined above: ) 
4 
(+o=o, (12) 
u,=ej if X,EAj, (13) 
u r+, = 
1 
a,+e, if X,,Eri, &,=e, 
ct + ek if X,, E r’,, O,_, = e2, 
(14) 
0 if X,EA, 
7 = min{inf{t 2 1: X,, E rv, O,_, = e,}, (15) 
inf{ t 2 1: X,, E r,, Blpl = e2}} if X,a A, 
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where 
U =max{g, aT:V+f, aT:W+f}, 
A ={U=g}, 
A, = {U = aT: V +f}\A, 
A,={U=aTfW+f}\(AuA,). 
Proposition 4.1. The pair of stochastic process { U(X,), V(X,), z # 0) and { U(X,), 
W(X,), z # 0) is the minimal pair of bounded process which satisjies the conditions of 
Proposition 3.2. 
Proof. From (lo), (ll), Markov property, and definition of U, it is clear that the 
pair of stochastic processes { U(X,), V(X,), z # 0} and { U(X,J, W(X,), z # 0) 
satisfies the conditions of Proposition 3.2. Let us prove the minimality of 
{ U(X,,), V(X,), z # 0) and { U(X,J, W(X,), z # O}. Let {Ri} and {R;} be an arbitrary 
pair of stochastic processes which satisfies the conditions of Proposition 3.2. Then 
we have 
& 2 VAX,), R: 2 WAX,), (16) 
for all t and z # 0. Indeed, from the definition of V, and W,, and the fact that 
Ri 2 g(X,), it is clear that Ri a V,(X,), Ra 2 W,(X,). Suppose that the assertion 
(16) holds true for some t. Then, 
Ri 3 max E,(f(X,) + C(e, , ej) + aRite, 1 Sz) 
j=1,2 
~max{E,(f(xZ)+aV,(X,+,,)I~=;,), 
E,(f(x,)+C(e,,e2)+aW,(X,+,,)I~=,)} 
=max{aT:V,(X,)+f(X,), aT:W,(X,)+f(X,)+C(e,, e2)>- 
Hence Rf > V,+,(X,). By induction, the assertion (16) holds true. Similarly, we 
have R$z W,(X,). Letting t + 00 in (16), we have 
R: 3 V(X,), R;a W(X,). 
Similarly, we obtain that R:s U(X,), Ria U(X,). The proof is completed. 0 
Proposition 4.2. The tactic ({at}, r) defined above is admissible. 
Proof. From the definition of Us and T, it is easy to see that the tactic ({a,}, 7) 
satisfies the conditions of Definition 3.1. •i 
Theorem 4.1. ne tactic ({a,}, r) de$ned above is optimal. 
Proof. The proof is immediate from Proposition 3.1 and Proposition 4.2. q 
Remark 4.1. (i) For a general reward process, we characterized the Snell envelope 
{U:} in Proposition 3.2. Similarly, for Markov case, we shall characterize the 
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functions V and W as follows: the pair of the functions V and W is the minimal 
pair of the functions 0 and q which satisfies the following inequalities: 
@~aTf@+f, 
@~aT~YP+f+C(e,, e,). 
Note that the function V is a-excessive with respect to T’ and the function @ is 
a-excessive with respect to T*, but * and @ are not a-excessive with respect to 
the semigroup T in the sense of Mazziotto (1988). If we do not introduce the 
switching costs, then * = @, which is a-excessive in the sense of Mazziotto (1988). 
(ii) We can apply the arguments in Section 4 to bi-Markov case studied by 
Mazziotto (1985). That is, let X be bi-Markov process defined by one-parameter 
Markov processes with the transition operator { Tf , t E N}, i = 1,2, and the state 
spaces E’, let q.Y,tJ = TiO Tf, E = El@ E*. Then {T,, z E N} is the two-parameter 
Markov semigroup on E. 
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