We present a new two-stage pipeline for predicting frames of traffic scenes where relevant objects can still reliably be detected. Using a recent video prediction network, we first generate a sequence of future frames based on past frames. A second network then enhances these frames in order to make them appear more realistic. This ensures the quality of the predicted frames to be sufficient to enable accurate detection of objects, which is especially important for autonomously driving cars. To verify this two-stage approach, we conducted experiments on the Cityscapes dataset. For enhancing, we trained two image-to-image translation methods based on generative adversarial networks, one for blind motion deblurring and one for image super-resolution. All resulting predictions were quantitatively evaluated using both traditional metrics and a state-of-the-art object detection network showing that the enhanced frames appear qualitatively improved. While the traditional image comparison metrics, i.e., MSE, PSNR, and SSIM, failed to confirm this visual impression, the object detection evaluation resembles it well. The best performing prediction-enhancement pipeline is able to increase the average precision values for detecting cars by about 9% for each prediction step, compared to the non-enhanced predictions.
I. INTRODUCTION
Predicting possible future trajectories of objects in traffic scenes, such as cars and pedestrians, plays an essential role in anticipatory driving. Only by having knowledge about the type of object and its possible movement patterns, we are able to make safe decisions as a human driver. Having predictions as an additional input to a driver assistance system or an autonomous driving system would be beneficial to its internal decision-making process. Such a system could make faster and possibly more informed decisions regarding the control of the vehicle, which leads to an increase in safety.
Predicting the future frames of videos of street scenes is one way to anticipate the movement of objects. However, to support a system such as an autonomously driving car, the quality of the predicted frames must be high enough to enable the reliable detection of relevant objects. Depending on the identified object, the decision process will vary greatly. Stateof-the-art object detection software produces good results on real videos of street scenes. Thus, if a prediction looks as similar to the real data as possible, we can assume that detecting objects correctly will be easier.
Due to the success of neural networks on a variety of computer vision tasks, we test the capabilities of neural networkbased methods for generating enhanced video predictions that allow for the accurate detection of objects. Particularly, we 1 Example predictions of the different prediction-enhancement pipelines. a: Input Sequence, b: FutureGAN [1] , c: DeblurGAN [2] (transposed convolutions), d: DeblurGAN (NN-upsampling + convolution), e: SRGAN [3] . build on our previous video prediction network, FutureGAN [1] , and predict five future frames of a street scene based on five input frames. The original results on the Cityscapes dataset [4] suggest that the network has learned reasonably good movement representations. However, for complex input data, such as natural street scenes, the predicted frames suffer from blurring effects and other unrealistic artifacts. Therefore, we test several additional methods to enhance the predicted frames, thus making them appear more realistic, see figure 1 for example predictions. For enhancing, we utilize generative adversarial networks (GANs) [5] . In order to make the predictions more realistic and increase object detection results, we test two different GAN-based methods. The first one is an image super-resolution approach, the SRGAN [3] , and the second one is a blind motion deblurring approach, the DeblurGAN [2] . In both cases, the frame enhancement is treated as an image-to-image translation problem, where GANs have led to good results.
In this paper, we provide a reliable pipeline for predicting traffic scenes. To prove the effectiveness of our predictionenhancement pipeline, we evaluate all resulting predictions using the state-of-the-art object detection network YOLOv3 [6] . Our final model is able to produce predictions of both good visual quality and high detection accuracy. The average precision (AP) values for the object class "car" can be increased by about 9% for each prediction step, compared to the non-enhanced predictions.
II. RELATED WORK
Ranzato et al. [7] first introduced a baseline for video prediction using deep neural networks. Since then, the deep learning-based prediction of future traffic sequences has become a widely researched topic in computer vision, especially in the autonomous driving community.
Due to the uncertainty in predicting the future, generating high-quality predictions of natural traffic scenes is a very complex task. This is why some approaches simplify this task and focus on predicting semantic segmentation masks, rather than generating the pixel values of the frames [8] [9] [10] [11] [12] . Many of these approaches, as well as approaches that directly generate the pixel values, use recurrent neural network structures [11, [13] [14] [15] [16] [17] [18] [19] . Lotter et al. [14] , for example, utilized long shortterm memory (LSTM) [20] units to generate the pixel values of the frame one time step ahead. Bhattacharjee and Das [21] generate predictions using a multi-stage GAN that takes input frames at different scales. Using GANs [1, 21, 22] , or a combination of GANs and recurrent modules [23] , are further common methods to predict video frames of traffic scenes.
Despite the recent advances in this field, the resulting frames often lack realism. To make predictions occur more realistic, others tackled the problem by learning separate representations for the static and dynamic components of a video. This is done either by incorporating motion conditions, such as optical flow information [9, [23] [24] [25] [26] , or by learning sparse features that represent pixel dynamics [27] . Decomposing the video into static and non-static components allows the network to simply reproduce the values of the static part for the majority of pixels. Transformations are then only performed on the non-static pixels. This leads to the problem of occluded and new objects not being properly modeled, especially in long-term predictions.
Our approach builds on the idea of enhancing each prediction directly using a second network. Recently, related ideas without an application for traffic scenes were introduced [28, 29] . These approaches use two-stage networks to first generate subsequent frames from structure and content conditions, and then refine the frames using temporal signals or motion dynamics. We, on the other hand, use the learned motion representations of a GAN-based model to predict a set of future frames from a set of input frames. We then use a separate second model, an image-to-image translation GAN, to eliminate the artifacts and blurring effects caused by the transformations of the first network.
III. ENHANCEMENT OF PREDICTED VIDEO FRAMES
The methods used in this paper are based on GANs. In an adversarial setting, a generator network is trained to model the data distribution of the training data. During training, a second network, the discriminator, provides feedback to the generator about the similarity between the modeled and the observed data distribution. This results in a minimax game. The discriminator D tries to maximize its score of correctly classifying the samples it observes as real or fake. The generator G tries to fool the discriminator by minimizing the difference of the modeled and the data distribution, i.e., by optimizing
where P r is the data distribution, P g is the model distribution, implicitly defined byx = G(z), and z is the input sampled from a random distribution P (z). During training, this approach gradually enforces the generator to produce samples that appear more and more similar to the training data.
However, there are problems with GAN-based approaches. First, they are hard to train and the highly unstable training process often leads to non-convergence. Secondly, there is the mode collapse effect. This means, the generator learns to fool the discriminator by producing samples of a limited set of modes, thus produces samples that lack diversity. The generator fails to sufficiently model the variation in the real data distribution.
For generating the traffic scene predictions we make use of our recent GAN-based approach, FutureGAN, that avoids these problems. We then evaluate how the predictions can be enhanced in order to improve the object detection results on the predicted frames. The methods to enhance the predictions are all based on variants of the conditional GAN (cGAN) [30] , where enhancing is treated as an image-to-image translation problem. In the following, we describe the approaches used in this paper in more detail.
A. FutureGAN
To predict the future frames of the traffic sequences, we use FutureGAN. This network predicts multiple output frames from a set of input frames. It is trained using the progressively growing of GANs technique, introduced by Karras et al. [31] . During training, layers are added progressively to both the generator and the discriminator network to increase the frame resolution gradually. Many architectures were particularly designed to overcome the GAN-related training issues, such as non-convergence and mode collapse [32, 33] . The progressive growing training strategy helps to further improve the GAN training. Additionally, the authors used feature normalization and a Wasserstein GAN with gradient penalty (WGAN-GP) [35] loss to increase the training stability of the network. For details on the network structure and architectural design, we refer the reader to the original paper [1] .
B. DeblurGAN
As a first enhancement method, we chose DeblurGAN [2] . DeblurGAN is a blind motion deblurring method based on cGANs. The DeblurGAN framework treats motion deblurring as an image-to-image translation problem. Rather than to estimate a motion kernel, the network is trained to directly translate the image from a blurry version to an unblurred one.
The DeblurGAN loss function
consists of two components, a WGAN-GP loss term L GAN and a content loss term L X , with λ as a balancing factor.
The content loss was introduced in addition to the adversarial loss term to increase the perceptual quality of the generated images. In contrast to the standard L 1 (MAE) or L 2 (MSE) losses, which are based on the differences of the raw pixel values, this perceptual loss [36] is based on the differences in feature space. In particular,
is the L 2 difference between the feature maps of the ground truth and the deblurred image of a specific layer in the VGG-19 [37] network, where φ i,j is the feature map obtained before the i-th max-pooling layer and after the j-th convolutional layer of the VGG-19 network trained on ImageNet [38] , and I S and I B are the sharp ground truth and the blurry predicted frame. W i,j and H i,j are the width and height dimensions of the feature maps, respectively. In this case, we used the V GG 3,3 convolutional layer, since the general image content is typically captured in the lower layers of such a network [39] .
The original results of Kopyn et al. [2] show that motion blur and artifacts similar to those of the FutureGAN street scene predictions can be removed effectively. After training DeblurGAN on our data, we observed that the network generates a checkerboard pattern on the deblurred test images (cf. Figure 2 ). Following the findings by Odena et al. [40] , we assume these patterns to be caused by the transposed convolutional layers in the upsampling part of the generator network. Transposed convolutions can produce this type of pattern because of the overlap that occurs when the kernel sizes are not divisible by the strides. To avoid such undesired patterns in the deblurred predictions, we designed a different version of DeblurGAN. We replaced each of the transposed convolutional layers in the original DeblurGAN architecture with a nearest-neighbor upsampling layer followed by a regular convolutional layer. The resulting generator structure can be seen in Figure 2 . For completeness and comparability, we conducted separate experiments using both DeblurGAN versions.
C. SRGAN
The second method we used to enhance the frames predicted by FutureGAN is a GAN-based approach for image super-resolution, the SRGAN [3] . Image super-resolution means that a low resolution (LR) image is upsampled to its high-resolution (HR) version. The SRGAN was designed to generate HR images of high perceptual quality, which are upsampled by a factor of 4 from the LR images. An increased resolution of the traffic scene predictions might also have positive effects on the object detection results because of the increased number of details in the high-resolution image.
The SRGAN loss is similar to the DeblurGAN loss (cf. Eq. 2). It also contains both an adversarial and a content loss term. The content loss is defined as in Eq. 3 as the L 2 difference of the feature maps of a specific VGG-19 layer. In image super-resolution, the task is to recover high-frequency components, therefore Ledig et al. [3] chose a deeper VGG-19 convolutional layer (V GG 5,4 ) to calculate the content loss. Similar as for DeblurGAN, the VGG-19 based content loss was chosen to learn perceptually meaningful representations for generating images of high visual quality. In the original experiments, SRGAN was able to recover high-level details in the images quite well and achieved high human rating based mean-opinion scores (MOS). For the detailed structure, we refer the reader to the original paper [3] .
IV. EXPERIMENTS AND EVALUATION
To evaluate the different enhancement methods for traffic scene prediction, the networks were trained on the Cityscapes dataset [4] . This dataset consists of 30 frame long 16 bit color videos, which were recorded with a frame rate of 17 fps in 50 different German cities. The training split contains 2975 videos, the test split 1525.
For generating our initial predictions, we first trained FutureGAN according to the procedure described by Aigner and Körner [1] . The network was trained to predict five output frames from five input frames, thus the training and test sets contained 8924 and 4574 sequences, respectively. To avoid any overlap between the training and test split for all further experiments on the enhancement methods, we continued using only the Cityscapes test split as a database. We separated the new dataset into an 80:20 train-test split, leading to 3659 training sequences and 915 test sequences. The original input frames of size 2048 × 1024 px were downsampled bicubically to 128 × 128 px in all cases except for the ground truth frames for the SRGAN experiments, which were downsampled bicubically to 512 × 512 px. All networks are implemented in either PyTorch or Tensorflow for Python.
The training was performed on a single NVIDIA TITAN X Pascal GPU with 12 GB of RAM separately for each network. We used the ADAM optimizer [41] for all networks. FutureGAN trained for 140 epochs with a gradually decaying learning rate of initially l = 0.001 and β 1 = 0.0. Both DeblurGAN versions trained for 300 epochs with β 1 = 0.5 and an initial learning rate of l = 0.0001 which gradually decayed to zero after 150 epochs. SRGAN was trained for 10 initialization epochs using the content loss and then for 300 full epochs with a learning rate of 0.0001 and β 1 = 0.9.
After training, we evaluated the different prediction methods on our test split. For the plain predictions, we used the trained FutureGAN network to generate a set of five future frames from a set of five input frames. To test the different enhancement methods, we generated five predictions using FutureGAN and then enhanced each of the five frames using the different image-to-image translation networks. In total, we evaluated four different prediction pipelines: plain FutureGAN (no enhancement), FutureGAN + DeblurGAN (transposed convolution), FutureGAN + DeblurGAN (upsample + convolution), and FutureGAN + SRGAN. In order to get an estimate of the inference time that it takes for predicting five future frames with each of the prediction pipelines, the following list provides the average values over the whole test set on an NVIDIA GeForce RTX 2070 GPU with 8 GB of RAM: Figure 3 shows a qualitative comparison of the prediction results for two different video sequences. For each of the two sequences, we display the input frames, the corresponding ground truth predictions, the prediction results of FutureGAN without any enhancement, and the results for the three different enhancement approaches. The differences between the enhancement methods are clearly visible. When using the original DeblurGAN architecture to enhance the predicted frames, the checkerboard pattern mentioned in section III-B can be seen in Figure 3 d. Using the modified DeblurGAN with nearest-neighbor upsampling followed by regular convolutional layers reduces this pattern in the enhanced frames. In general, both DeblurGAN versions lead to an improved object appearance in all frames. Although there still remain unclear object boundaries after enhancing the frames, especially the cars and lane markings appear smoothed and straightened in comparison to the plain FutureGAN predictions. We further observed that the DeblurGAN architecture learned to generate object-specific features, such as the red colored taillights of cars (see figure 3) . In contrast to that, the SRGANenhancement does not seem to produce a more realistic version of the predictions. The SRGAN learned to add highfrequency details to the image which do not match the original details. This effect is probably caused by the content loss that is calculated with deeper VGG-19 feature maps. Even though SRGAN also generates object-specific features such as red taillights, the overall visual quality of the predicted frames seems best after the enhancement with the modified DeblurGAN (see Figure 3 e ).
A. Qualitative Results

B. Quantitative Results: Traditional Metrics
A traditional way to quantitatively evaluate the enhanced predictions is to calculate image comparison metrics, such as the mean squared error (MSE), the peak signal-to-noise ratio (PSNR), and the structural similarity index (SSIM). For these evaluations, the resulting images are compared with the ground truth image of size 128 × 128 px, except for the case of SRGAN, where the comparison is on the increased size of 512 × 512 px. The average values over all five frames are provided in Table I . Additionally, we plotted the trends of the MSE, PSNR and SSIM values per predicted frame in figure 4 .
In general, the MSE, PSNR, and SSIM show worse results the higher the frame number. This was expected since a higher frame number represents a prediction further into the future. Looking in detail at the values, the non-enhanced FutureGAN predictions yield the best values (lower for MSE [3] 0.0372 20.4893 0.4900 and higher for PSNR and SSIM). Enhancing the predictions using the modified DeblurGAN version (see Figure 2 b) gives the second best results for all three metrics. When comparing the results of these traditional metrics, they seem contrary to the visual impression of the frames in figure 3 . The traditional metrics can apparently not represent the human perception of improvement. Figure 3 shows this, when comparing the plain FutureGAN predictions (see Figure 3 c) to the enhanced predictions of the modified DeblurGAN (see Figure 3 e ).
C. Quantitative Results: Object Detection
To quantify the perceived visual improvement of the enhancement methods, especially also in the context of traffic scene prediction, we evaluated the images using a state-ofthe-art object detection network, YOLOv3 [6] . The network outputs bounding boxes and corresponding class labels. For evaluating the precision and recall of the object detection we take the detections on the ground truth frames as ground truth bounding boxes. This means the evaluation is relative with respect to the detection results of the algorithm on the ground truth images. Figure 5 shows the qualitative results of the object detection network for four images. For brevity, we now only show the best performing enhancement method, the modified DeblurGAN (upsample + convolution), the plain FutureGAN predictions, and the ground truth frames. In these examples, one can see that, especially for the object class "car", the number of detections increases for the enhanced predictions in comparison with the non-enhanced predictions. However, the object detection network has problems detecting the class "person" in the enhanced images. An example of this is also shown in figure 5 .
Since the class "car" is by far the most common class in our dataset, we specifically look at the average precision (AP) values of this class. We calculate the AP as defined in [42] with an IoU threshold of 50% counting as correctly detected. Figure 6 shows the development of the values per predicted frame for each of the prediction methods. For all methods, the general trend is a declining AP for an increased number of prediction steps, but the slow decrease suggests that cars are preserved well in the predicted frames. Additionally, the qualitatively best performing enhancement method, DeblurGAN (upsample + convolution), shows the highest AP values for all five frames, which confirms the visual impression of the results. The SRGAN enhancement exhibits the lowest values throughout, which is also in accordance with the visual impression of the prediction results. 
V. CONCLUSIONS AND DISCUSSION
In this paper, we evaluated the capabilities of GAN-based methods, SRGAN and DeblurGAN, to enhance video frame predictions of another generative model, FutureGAN. While, in general, motion representations and the difference between the movement of foreground and background objects are learned by FuturGAN, the predictions suffer from blurring effects on the moving objects, leading to irregular shapes and over-smoothed object details. In order to correct these effects, we used established image-to-image translation models to generate enhanced versions of the predicted frames. The networks were trained on the Cityscapes dataset to use them for traffic scene prediction. We evaluated the different enhancement methods especially regarding their positive effects on object detection results, using a state-of-the-art object detector, the YOLOv3.
The visual quality of the enhanced predictions varies greatly between the enhancement methods. DeblurGAN shows a straightening effect, especially on car shapes and lane markings, leading to visually more realistic results. Additionally, the network learns to include object-specific features such as car taillights, which initially were averaged out in the prediction results of FutureGAN. In contrast, SRGAN mainly learns to add high-frequency features to the enhanced image, which results in unrealistic edges and patterns in the objects. These differences are most likely caused by the different content losses of DeblurGAN and SRGAN. While both networks use a very similar approach to calculate the content loss, DeblurGAN uses an earlier VGG-19 layer, SRGAN uses a deeper layer. With the low frame resolution in mind, a lower VGG-19 layer might be better for capturing the general content of the image.
We evaluated the enhanced frame predictions using traditional image comparison metrics, but they failed to resemble the visual impression and showed no improvement for any of the enhancement methods. The evaluation of the object detection capabilities with YOLOv3, on the other hand, confirms the visual impression. The enhancement method that produced the qualitatively best predictions, DeblurGAN (upsample + convolution), yielded the best detection performance. Even though pedestrians got oversmoothed by the enhancement network, possibly due to the low resolution of the images or the small number of training examples, the positive enhancement effect on cars is substantial. The average precision for detecting cars could be increased significantly in the enhanced predictions compared with the regular predictions. This verifies the application of image-to-image translation models for enhancing predictions of traffic scenes.
