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GLOBAL REGULARITY FOR AN INVISCID
THREE-DIMENSIONAL SLOW LIMITING OCEAN DYNAMICS
MODEL
CHONGSHENG CAO, ASEEL FARHAT, AND EDRISS S. TITI
Abstract. We establish, for smooth enough initial data, the global well-
posedness (existence, uniqueness and continuous dependence on initial data)
of solutions, for an inviscid three-dimensional slow limiting ocean dynamics
model. This model was derived as a strong rotation limit of the rotating
and stratified Boussinesg equations with periodic boundary conditions. To
establish our results we utilize the tools developed for investigating the two-
dimensional incompressible Euler equations and linear transport equations.
Using a weaker formulation of the model we also show the global existence
and uniqueness of solutions, for less regular initial data.
Dedicated to Professor Marshall Slemrod on the occasion of his 70th birthday.
1. Introduction
The questions of global well-posedness of the three-dimesional Navier-Stokes and
Euler equations, as well as the three-dimensional Boussinesq equations of incom-
pressible flows, are considered to be among the most challenging mathematical
problems in applied analysis. In the context of the atmosphere and the ocean cir-
culation dynamics, geophysicists take advantage of the fast rotation (small Rossby
number Ro) effect to simplify the Boussinesq equations. The Taylor-Proudman the-
orem [16] suggests that the fluid velocity will be uniform along any line parallel to
the axis of rotation and that the fluid motion takes place in tall columnar structures.
In a recent work [17], the authors explored the fast rotation limit (Rossby number
Ro → 0) of the rotating stratified Boussinesq equations with periodic boundary
conditions to derive a system for the “slow” dynamics. Subject to periodic bound-
ary conditions in T3 = [0, L]3, the viscous version of the slow limiting dynamics
model, that was introduced in [17], is given by:
∂uh
∂t
+ (uh · ∇h)uh +∇hp =
1
Re
∆huh, (1.1a)
∂w
∂t
+ (uh · ∇h)w =
1
Re
∆hw −
1
Fr
〈ρ〉z , (1.1b)
∂ρ
∂t
+ (u · ∇)ρ−
1
Fr
w =
1
RePr
∆ρ, (1.1c)
∇h · uh = 0, ∇ · u = 0, (1.1d)
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where u = (uh, w) = (uh(t;x, y), w(t;x, y)) is the velocity vector field, p = p(t;x, y)
is the pressure, ρ = ρ(t;x, y, z) is the density fluctuation, ∇h = (
∂
∂x ,
∂
∂y ), ∆h =
∂2
∂x2 +
∂2
∂y2 , ∆ =
∂2
∂x2 +
∂2
∂y2 +
∂2
∂z2 , Re is the Reynolds number, Fr is the Froude
number and Pr is the Prandtl number. Also, 〈ρ〉z is the density average in the
vertical direction defined by
〈ρ〉z (t;x, y) :=
1
L
∫
[0,L]
ρ(t;x, y, z) dz.
The derivation of this model is based on the assumption that the solution evolves
only on the slow advective time scale. For this reason the system was called a slow
limiting dynamics model, even though it was derived in the limit of fast rotation.
If the initial data data contains inertial waves then the model has to be modified
to take into account the fast inertial waves.
In the slow limiting dynamics model (1.1), the horizontal component of the ve-
locity uh is governed by the 2D Navier-Stokes equations. Moreover, uh evolves
independently of the vertical velocity w and the density fluctuation ρ, but it in-
fluences the dynamics of these variables through the advection terms in (1.1b)
and (1.1c). The dynamics of the vertical velocity w and the density fluctuation
ρ are strongly coupled. Interestingly, the vertical velocity w evolves according to
a two-dimensional forced advection-diffusion equation, (1.1b), with buoyancy force
given by 〈ρ〉z, the density average in the vertical direction. However, the evolution
equation of the density ρ in (1.1c) retains its three-dimensionality.
The authors in [17] performed forced numerical simulations of the rotating
Boussinesq equations to demonstrate a support for the theory in the limit as
Ro→ 0. They find the formulation and the presence of large-scale columnar Taylor-
Proudman flows, as well, they show that the ratio of the “slow” total energy to the
total energy approaches to a constant; and that at very small Rossby numbers Ro
this constant approaches to the value 1.
We notice that when we take the z-average of (1.1c) we conclude that 〈ρ〉z
satisfies the evolution equation:
∂ 〈ρ〉z
∂t
+ (uh · ∇h) 〈ρ〉z =
1
Fr
w +
1
RePr
∆h 〈ρ〉z . (1.2)
We introduce here the inviscid version of system (1.1):
∂uh
∂t
+ (uh · ∇h)uh +∇hp = 0, (1.3a)
∂w
∂t
+ (uh · ∇h)w = −
1
Fr
〈ρ〉z ; 〈ρ〉z (t;xh) :=
1
L
∫ L
0
ρ(t;x) dz, (1.3b)
∂ 〈ρ〉z
∂t
+ (uh · ∇h) 〈ρ〉z =
1
Fr
w, (1.3c)
∂ρ
∂t
+ (uh · ∇h)ρ+ w
∂ρ
∂z
=
1
Fr
w, (1.3d)
∇h · uh = 0,
∂w
∂z
= 0, (1.3e)
uh(0;xh) = u
0
h(xh), w(0;xh) = w
0(xh), ρ(0,x) = ρ
0(x). (1.3f)
Denote by Td the L-period box [0, L]d. In this work we will establish the global
well-posedness of strong solutions, for smooth enough initial data, and the global
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existence and uniqueness of weak solutions, for less regular initial data, for the
inviscid system (1.3) in the three-dimensional torus T3, i.e. subject to periodic
boundary conditions. This paper is organized as follows. In section 2, we recall
the global well-posedness result of solutions for the two-dimensional incompressible
Euler equations and the global existence and uniqueness result for linear transport
equations. In section 3, we prove a global existence and uniqueness of weak solutions
result of (1.3). Moreover, we prove a well-posedness (continuous dependence on
initial data) result of strong solutions of system (1.3). In section 4 we introduce a
presentation of system (1.3) in vorticity formulation and prove a global existence
and uniqueness of weak solutions (without continuous dependence on initial data)
result for the system in this presentation.
2. Preliminaries
In this section, we introduce some preliminary material and notations which are
commonly used in the mathematical study of fluids, in particular in the study of
the Navier-Stokes equations (NSE) and the Euler equations.
Let Fh, F be the set of all trigonometric polynomials of zero-average with pe-
riodic domain T2 and T3, respectively. We define the spaces of smooth functions
which incorporates the divergence-free and zero-average condition to be:
Vh :=
{
ϕ ∈ Fh : ∇h · ϕ = 0 and
∫
T2
ϕ dx = 0
}
,
V :=
{
φ ∈ F : ∇ · φ = 0 and
∫
T3
φ dx = 0
}
.
We denote by Lph(T
2), W s,ph (T
2), Hsh(T
3) ≡ W s,2h (T
2) to be the closures of Vh in
the usual Lebesgue and Sobolev spaces. Similarly, we denote by Lp(T3), W s,p(T3),
Hs(T3) ≡ W s,2(T3) to be the closures of V in the usual Lebesgue and Sobolev
spaces, respectively.
Since we restrict ourselves to finding solutions over the three-dimensional L-
periodic box T3, therefore, if we assume that
∫
T2
u0h dxh = 0,
∫
T2
w0 dxh =
∫
T3
ρ0 dx
= 0, then integrating system (1.3) implies that∫
T2
uh(t;xh) dxh = 0,
d
dt
∫
T2
w(t;xh) dxh = −
1
Fr
∫
T2
〈ρ〉z (t;xh) dxh,
d
dt
∫
T2
〈ρ〉z (t;xh) dxh =
1
Fr
∫
T2
w(t;xh) dxh,
d
dt
∫
T3
ρ(t;x) dx =
L
Fr
∫
T2
w(t;xh) dxh,
for any t > 0. This yield that
d
dt
(∫
T2
w(t;xh) dxh +
∫
T2
〈ρ〉z (t;xh) dxh
)
=
1
Fr
(∫
T2
w(t;xh) dxh −
∫
T2
〈ρ〉z (t;xh) dxh
)
,
d
dt
(∫
T2
w(t;xh) dxh −
∫
T2
〈ρ〉z (t;xh) dxh
)
= −
1
Fr
(∫
T2
w(t;xh) dxh +
∫
T2
〈ρ〉z (t;xh) dxh
)
,
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for any t > 0, and so
∫
T2
w(t;xh) dxh +
∫
T2
〈ρ〉z (t;xh) dxh =
∫
T2
w(t,xh) dxh −∫
T2
〈ρ〉z (t;xh) dxh = 0, for any t > 0. This implies that
∫
T2
w(t;xh) dxh =∫
T2
〈ρ〉z (t;xh) dxh = 0, for any t ≥ 0. This yields that
d
dt
∫
T3
ρ(t;x) dx = 0,
for any t > 0. Thus, we can work in the spaces defined above consistently.
We define the inner products on L2h(T
2) and H1h(T
2), respectively, by
(u,v)h =
2∑
i=1
∫
T2
uivi dxh and ((u,v))h =
2∑
i,j=1
∫
T2
∂ju
i∂jv
i dxh,
and the associated norms ‖u‖L2h(T2) = (u,u)
1/2
h and ‖u‖H1h(T2) = ((u,u))
1/2
h . Sim-
ilarly, we define the inner products on L2(T3) and H1(T3) respectively by
(u,v) =
3∑
i=1
∫
T3
uivi dx and ((u,v)) =
3∑
i,j=1
∫
T3
∂ju
i∂jv
i dx,
and the associated norms ‖u‖L2(T3) = (u,u)
1/2 and ‖u‖H1(T3) = ((u,u))
1/2. (We
use these notations indiscriminately for both scalars and vectors, which should not
be a source of confusion). Note that ((·, ·))h and ((·, ·)) are norms due to the
Poincare´ inequality, Lemma 2.2, below.
Let Y be a Banach space. We denote by Lp([0, T ];Y ) the space of (Bochner)
measurable functions t 7→ w(t), where w(t) ∈ Y , for a.e. t ∈ [0, T ], such that the
integral
∫ T
0
‖w(t)‖pY dt is finite.
Remark 2.1. In this paper, C represents a dimensionless constant that may change
from line to line.
We recall the well-known two-dimensional elliptic estimate, due to the Biot-
Savart law, for ∇h · uh = 0 and ∇h × uh = ω,
‖uh‖W 1,p
h
(T2) ≤ Cp‖ω‖Lph(T2), (2.1)
for every p ∈ [2,∞) (see, e.g., [18] and references therein), where C is a dimension-
less constant, which is independent of p.
Furthermore, we have the Poincare´ inequality:
Lemma 2.2. [6] For all ϕ ∈ H1h(T
2) and φ ∈ H1(T3), we have
‖ϕ‖L2h(T
2) ≤ CL‖∇hϕ‖L2h(T
2), (2.2)
and
‖φ‖L2(T3) ≤ CL‖∇ϕ‖L2(T3). (2.3)
Next, we recall the global existence and uniqueness theorem, due to Yudovich,
[18], for the incompressible two-dimensional Euler equations in vorticity formula-
tions (see also [1, 12, 15]).
The two-dimensional Euler equations, for incompressible inviscid flows in the
periodic box T2 are
∂uh
∂t
+ (uh · ∇h)uh +∇hp = 0, in [0, T ]× T
2 (2.4a)
∇h · uh = 0, in [0, T ]× T
2 (2.4b)
GLOBAL REGULARITY FOR SLOW LIMITING OCEAN DYNAMICS MODEL 5
uh(0;xh) = u
0
h(xh), in T
2, (2.4c)
where T > 0 is given. Here, uh = uh(t;x, y) is the velocity vector field, p = p(t;x, y)
is the pressure. The vorticity formulation, for the two-dimensional incompressible
Euler equations is
∂ω
∂t
+ (uh · ∇h)ω = 0, in [0, T ]× T
2 (2.5a)
∇h · uh = 0, ω = ∇h × uh, in [0, T ]× T
2 (2.5b)
ω(0;xh) = ω
0(xh), in T
2. (2.5c)
The velocity is determined from the vorticity by means of the two-dimensional
periodic Biot-Savart law:
uh(x, y) = K ∗
h
ω :=
∫
T2
K(x− s, y − ξ)ω(s, ξ) dsdξ, (2.6a)
K(x, y) = ∇⊥hG(x, y), (2.6b)
whereG(x, y) is the fundamental solution of the Poisson equation in two-dimensions
subject to periodic boundary conditions, the binary operation ∗
h
denotes the hori-
zontal convolution, and ∇⊥h = (−
∂
∂y ,
∂
∂x ).
The questions of global well-posedness and the blowup of smooth solutions of
the three-dimensional Euler equations has been studied by many authors. The
Beale–Kato–Majda criterion [5] states that the quantity∫ T
0
‖ω(t)‖L∞ dt
controls the blowup; that is if it is finite then the solution of the Euler equations
remains as smooth as the initial data, for initial data ω0 ∈ H
s, for s > 1 in 2D
and s > 3/2 in 3D, on the time interval [0, T ], otherwise there is a finite blowup.
For initial data u0 ∈ H
s, for s > 5/2, the three-dimensional Euler equations posses
a unique local in time solution u(t;x) in the same space Hs (cf. [5], [15]). The
same result is valid for initial data u0 ∈ C
1,α for α ∈ (0, 1] [14]. The loss of
smoothness of weak solutions for the three-dimensional Euler equations with initial
data u0 ∈ C
0,α, with α ∈ (0, 1) is shown in [3]. In other words, the space C1 is
the critical space for the short time well-posedness of the three-dimensional Euler
equations; that is for initial data more regular than C1, one has the well-posedness
of the three-dimensional Euler equations and for less regular initial data one has the
ill-posedness. For recents surveys concurning the three-dimensional Euler equations
see [2], [4] and [7]. The situation is different for the two-dimensional Euler equations
due to the work of Yudovich [18].
Theorem 2.3. [18] Let ω0 ∈ L∞h (T
2), then system (2.5) has a unique weak solution
(i.e. solution in the distribution sense) ω ∈ L∞([0, T ];L∞h (T
2)) corresponding to
the initial data ω0 such that ‖ω‖L∞([0, T ];L∞h (T
2)) =
∥∥ω0∥∥
L∞h (T
2)
.
Theorem 2.4. [10, 11] Let u0 ∈ W s,qh (R
2), with s > 1 + 2q , 1 < q < ∞. For any
T > 0, there exists a unique solution u ∈ C([0, T ];W s,qh (R
2))∩C1([0, T ];W s−1,qh (R
2))
and p ∈ C([0, T ];W s,q(R2)) for (2.4) such that
‖u(t)‖W s,q
h
(R2) ≤ K(t), (2.7)
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where K(t) is a real-valued continuous function on 0 ≤ t < T , depending on s, q
and
∥∥u0∥∥
W s,q
h
(R2)
.
Lastly, we recall the following existence and uniqueness theorems for linear trans-
port equations.
Theorem 2.5. [8] Let p ∈ [1,∞] and u0 ∈ Lp(Rn). Assume that
b ∈ L1([0, T ];L1loc(R
n)), c ∈ L1([0, T ];L1loc(R
n)),
c+∇ · b ∈ L1([0, T ];Lqloc(R
n)), b ∈ L1([0, T ];Lqloc(R
n)),
where 1p +
1
q = 1, and
c+
1
p
∇ · b ∈ L1([0, T ];L∞(Rn)), if p > 1,
c,∇ · b ∈ L1([0, T ];L∞(Rn)), if p = 1.
If f ∈ L1([0, T ];Lp(Rn)), then there exists a unique weak solution u ∈ L∞([0, T ];Lp(Rn))
of
∂u
∂t
+ (b · ∇)u + cu = f, (2.8)
corresponding to the initial condition u0.
Theorem 2.6. [8] Let u ∈ L∞([0, T ];Lp(Rn)), where p ∈ [1,∞], be a solution of
∂u
∂t
+ (b · ∇)u+ cu = 0, u(0;x) = 0.
Assume that c, ∇·b ∈ L1([0, T ];L∞(Rn)), b ∈ L1([0, T ];W 1,qloc (R
n)) where 1p+
1
q = 1
and
b
1 + |x|
∈ L1([0, T ];L1(Rn)) + L1([0, T ];L∞(Rn)).
Then u ≡ 0.
3. Global Well-posedness of Strong Solutions
In this section, we aim to prove the global well-posedness of strong solutions of
the inviscid system (1.3) subject to periodic boundary conditions over any fixed
arbitrary time interval [0, T ]. We give a definition of weak solutions of system (1.3)
and prove the global existence and uniqueness of such solutions. Later, we give a
definition of strong solutions of system (1.3) and prove the well-posedness of such
solutions.
Proposition 3.1 (Apriori Estimates). Assume that uh ∈ C
1([0, T ];C∞(T2)), w ∈
C1([0, T ];C∞(T2)) and ρ ∈ C1([0, T ];C∞(T3)) are solutions of system (1.3) on the
time interval [0, T ], subject to periodic boundary conditions. Then the following
estimates hold true:
sup
0≤t≤T
(
‖w(t)‖
2
L2h(T
2) + ‖〈ρ(t)〉z‖
2
L2h(T
2)
)
=
∥∥w0∥∥2
L2h(T
2)
+
∥∥〈ρ0〉
z
∥∥2
L2h(T
2)
, (3.1)
sup
0≤t≤T
‖ρ(t)‖2L2(T3) ≤
∥∥ρ0∥∥
L2(T3)
+K0T, (3.2)
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where K0 is a constant that depends on the norms of the initial data. Moreover,
sup
0≤t≤T
(
‖w(t)‖L∞h (T2) + ‖〈ρ(t)〉z‖L∞h (T
2)
)
≤
(∥∥w0∥∥
L∞h (T
2)
+
∥∥〈ρ0〉
z
∥∥
L∞h (T
2)
)
eT/Fr,
(3.3)
and
sup
0≤t≤T
(
‖∇hw(t)‖
2
L2h(T
2) + ‖∇h 〈ρ(t)〉z‖
2
L2h(T
2)
)
≤
(∥∥∇hw0∥∥2L2h(T2) + ∥∥∇h 〈ρ0〉z∥∥2L2h(T2)
)
e
∫
T
0
2‖∇huh(s)‖L∞
h
(T2)
ds
. (3.4)
Proof. Taking the L2h(T
2) inner product of (1.3b) with w and (1.3c) with 〈ρ〉z yield
1
2
d
dt
‖w‖
2
L2h(T
2) = −
1
Fr
(〈ρ〉z , w)h ,
1
2
d
dt
‖〈ρ〉z‖
2
L2h(T
2) =
1
Fr
(w, 〈ρ〉z)h .
Adding the above equations implies that
d
dt
(
‖w‖
2
L2h(T
2) + ‖〈ρ〉z‖
2
L2h(T
2)
)
= 0. (3.5)
Integrating the above equation with respect to time on [0, t] proves (3.1).
Taking the L2(T3) inner product of (1.3d) with ρ and using Young’s inequality
yield
1
2
d
dt
‖ρ‖2L2(T3) =
1
Fr
(w, ρ) ≤
1
Fr
‖w‖L2(T3) ‖ρ‖L2(T3)
=
L1/2
Fr
‖w‖L2h(T
2) ‖ρ‖L2(T3)
≤ K0 ‖ρ‖L2(T3) ,
where
K0 :=
L1/2
Fr
(∥∥w0∥∥2
L2h(T
2)
+
∥∥〈ρ0〉
z
∥∥2
L2h(T
2)
)1/2
.
Thus, we can conclude that
d
dt
‖ρ‖L2(T3) ≤ K0.
Integrating the above inequality with respect to time on [0, t], we get that
‖ρ(t)‖2L2(T3) ≤
∥∥ρ0∥∥
L2(T3)
+K0t, (3.6)
for all t ∈ [0, T ]. This proves (3.2).
Now, we multiply (1.3b) and (1.3c) by (wn)
2k−1
and (〈ρn〉z)
2k−1
, where k ∈ N,
respectively, and integrate over T2. Using Ho¨lder inequality, we have
1
2k
d
dt
∫
T2
(w)
2k
dxh = −
1
Fr
(
〈ρ〉z , (w)
2k−1
)
h
≤
1
Fr
‖〈ρ〉z‖L2kh (T2)
‖w‖
L
2k
2k−1
h
(T2)
=
1
Fr
‖〈ρ〉z‖L2kh (T
2) ‖w‖
2k−1
L2kh (T
2)
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1
2k
d
dt
∫
T2
(〈ρ〉z)
2k
dxh = −
1
Fr
(
w, (〈ρ〉z)
2k−1
)
h
≤
1
Fr
‖w‖L2kh (T
2) ‖〈ρ〉z‖
L
2k
2k−1
h
(T2)
=
1
Fr
‖w‖L2kh (T
2) ‖〈ρ〉z‖
2k−1
L2kh (T
2)
.
Thus,
d
dt
‖w(t)‖L2kh (T
2) ≤
1
Fr
‖〈ρ〉z‖L2kh (T
2) , and
d
dt
‖〈ρ〉z‖L2kh (T
2) ≤
1
Fr
‖w‖L2kh (T
2) .
Adding the above equations and integrating over the time interval [0, t], for t ≤ T ,
imply that
‖w(t)‖L2kh (T
2) + ‖〈ρ(t)〉z‖L2kh (T
2) ≤
(∥∥w0∥∥
L2kh (T
2)
+
∥∥〈ρ0〉
z
∥∥
L2kh (T
2)
)
et/Fr, (3.7)
for all t ∈ [0, T ] and k ∈ N. Since the domain is bounded and the right-hand side
bound converges, as k→∞, we can take k →∞ and obtain(
‖w(t)‖L∞h (T2) + ‖〈ρ(t)〉z‖L∞h (T2)
)
≤
(∥∥w0∥∥
L∞h (T
2)
+
∥∥〈ρ0〉
z
∥∥
L∞h (T
2)
)
et/Fr, (3.8)
for all t ∈ [0, T ]. This proves (3.3).
Now, we take the L2h(T
2) inner product of (1.3b) wilth −∆hw and (1.3c) with
−∆h 〈ρ〉z and get that
1
2
d
dt
‖∇hw‖
2
L2h(T
2) ≤ ‖∇huh‖L∞h (T
2) ‖∇hw‖
2
L2h(T
2) −
1
Fr
(∇h 〈ρ〉z ,∇hw)h ,
1
2
d
dt
‖∇h 〈ρ〉z‖
2
L2h(T
2) ≤ ‖∇huh‖L∞h (T
2) ‖∇h 〈ρ〉z‖
2
L2h(T
2) +
1
Fr
(∇hw,∇h 〈ρ〉z)h .
Adding the above equations and then integrating with respect to time on [0, t] prove
(3.4). This completes the proof. 
Proposition 3.2 (Apriori Estimates). Assume that uh ∈ C
1([0, T ];C∞(T2)), w ∈
C1([0, T ];C∞(T2)) and ρ ∈ C1([0, T ];C∞(T3)) are solutions of the system (1.3) on
the time interval [0, T ], subject to periodic boundary conditions. Then the following
estimates hold true:
sup
0≤t≤T
‖ρ(t)‖L∞(T3) ≤
∥∥ρ0∥∥
L∞(T3)
+
(∥∥w0∥∥
L∞h (T
2)
+
∥∥〈ρ0〉
z
∥∥
L∞h (T
2)
)
eT/Fr, (3.9)
sup
0≤t≤T
(
‖∇hw(t)‖L∞h (T2) + ‖∇h 〈ρ(t)〉z‖L∞h (T2)
)
≤ K˜0e
∫
T
0
(
1+‖∇huh(s)‖L∞
h
(T2)
)
ds
,
(3.10)
where K˜0 is a constant that depends on the norms of the initial data.
Proof. We define
φ(t) :=
∥∥ρ0∥∥
L∞(T3)
+
(∥∥w0∥∥
L∞h (T
2)
+
∥∥〈ρ0〉
z
∥∥
L∞h (T
2)
)
et/Fr
and we denote by Θ := ρ− φ(t). Notice that
∂ρ
∂t
=
∂Θ
∂t
+
dφ
dt
=
∂Θ
∂t
+
1
Fr
(∥∥w0∥∥
L∞h (T
2)
+
∥∥〈ρ0〉
z
∥∥
L∞h (T
2)
)
et/Fr
=
∂Θ
∂t
+
1
Fr
(
φ(t)−
∥∥ρ0∥∥
L∞(T3)
)
.
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Then, Θ satisfies the evolution equation:
∂Θ
∂t
+
1
Fr
(
φ(t)−
∥∥ρ0∥∥
L∞(T3)
)
+ u · ∇Θ =
1
Fr
w. (3.11)
We can take the action of (3.11) with Θ+ and obtain
1
2
d
dt
∥∥Θ+(t)∥∥2
L2(T3)
=
1
Fr
((
w,Θ+
)
+
(∥∥ρ0∥∥
L∞(T3)
− φ(t),Θ+
))
≤
1
Fr
(
‖w‖L∞([0,t];L∞h (T
2) +
∥∥ρ0∥∥
L∞(T3)
− φ(t)
) ∥∥Θ+∥∥
L1(T3)
. (3.12)
Using (3.8) and the definition of φ(t) we get that the right-hand side of (3.12) is
≤ 0. Then,
d ‖Θ+‖
2
L2(T3)
dt
≤ 0, which implies that
∥∥Θ+(t)∥∥2
L2(T3)
≤
∥∥Θ+(0)∥∥2
L2(T3)
,
for any t ∈ [0, T ]. Notice that
Θ(0;x) = ρ(0;x)−
∥∥ρ0∥∥
L∞(T3)
−
1
Fr
(∥∥w0∥∥
L∞h (T
2)
+
∥∥〈ρ0〉
z
∥∥
L∞h (T
2)
)
et/Fr ≤ 0.
Thus, Θ+(0,x) = 0 for all x ∈ T3, which implies that ‖Θ+(t)‖L∞(T3) = 0, for all
t ∈ [0, T ]. That is, Θ+(t;x) = 0 a.e x ∈ T3, for all t ∈ [0, T ], which yield that
ρ(t;x) ≤
∥∥ρ0∥∥
L∞(T3)
+
1
Fr
(∥∥w0∥∥
L∞h (T
2)
+
∥∥〈ρ0〉
z
∥∥
L∞h (T
2)
)
et/Fr, (3.13)
for a.e. x ∈ T3 and all t ∈ [0, T ]. This proves (3.9).
To simplify the notations in the proof, we denote by
R(t;xh) := 〈ρ〉z (t;xh),
Qλw(t;xh) :=
√
|∇hw(t;xh)|
2
+ λ and QλR(t;xh) :=
√
|∇hR(t;xh)|
2
+ λ,
where λ > 0 is any positive number. Taking the ∂∂xj of (1.3b) and (1.3c) yield the
following system
∂
∂t
∂w
∂xj
+
(
∂uh
∂xj
· ∇h
)
w + (uh · ∇h)
∂w
∂xj
= −
1
Fr
∂R
∂xj
, (3.14)
∂
∂t
∂R
∂xj
+
(
∂uh
∂xj
· ∇h
)
R+ (uh · ∇h)
∂R
∂xj
=
1
Fr
∂w
∂xj
, (3.15)
for j = 1, 2. Since
∂Qλw
∂t
=
∇hw
Qλw
·
∂∇hw
∂t
, and
∂QλR
∂t
=
∇hR
QλR
·
∂∇hR
∂t
,
we take the inner product of (3.14) and (3.15) with
∂w
∂xj
Qλw
and
∂R
∂xj
Qλ
R
, respectively, and
then sum over j = 1, 2 and obtain
∂Qλw
∂t
+
2∑
j=1
(
∂uh
∂xj
· ∇h
)
w
∂w
∂xj
Qλw
+ (uh · ∇h)Q
λ
w = −
1
Fr
∇hR
∇hw
Qλw
, (3.16)
∂QλR
∂t
+
2∑
j=1
(
∂uh
∂xj
· ∇h
)
R
∂R
∂xj
QλR
+ (uh · ∇h)Q
λ
R =
1
Fr
∇hw
∇hR
QλR
. (3.17)
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Now, we define
φλ(t) :=
(√
‖∇hw0‖L∞h (T
2) + λ+
√
‖∇h 〈ρ0〉z‖L∞h (T2)
+ λ
)
e
∫
t
0
ψ(s) ds,
where ψ(s) := ‖∇huh(s)‖L∞h (T2)+
1
Fr . Denote by Θw,λ := Q
λ
w−φλ and by ΘR,λ :=
QλR − φλ. Its clear that
∂φλ
∂t (t) = ψ(t)φλ(t), thus we can replace
∂Qλw
∂t in (3.16) by
∂Θw,λ
∂t +ψφλ and then take the inner product of the equation with Θ
+
w,λ and obtain
1
2
d
dt
∥∥∥Θ+w,λ∥∥∥2
L2h(T
2)
+ J1 + J2 = J3 + J4,
where
J1 :=
2∑
j=1
∫
T2
(
∂uh
∂xj
· ∇h
)
w
∂w
∂xj
Qλw
Θ+w,λ dxh, J2 :=
∫
T2
(uh · ∇h)Θ
+
w,λΘ
+
w,λ dxh,
J3 := −
1
Fr
∫
T2
∇hR · ∇hw
Qν,λw
Θ+w,λ dxh, J4 := −φλψ
∫
T2
Θ+w,λ dxh.
The divergence free condition ∇h ·uh = 0 implies that J2 = 0. By Cauchy-Schwarz
inequality,
|J1| ≤
∫
T2
|∇huh| |∇hw|
2
Qλw
Θ+w,λ dxh ≤ ‖∇huh‖L∞h (T
2)
∫
T2
(Θw,λ + φλ)Θ
+
w,λ dxh
= ‖∇huh‖L∞h (T
2)
∫
T2
(
Θ+w,λ
)2
dxh + ‖∇huh‖L∞h (T
2) φλ
∫
T2
Θ+w,λ dxh, (3.18)
and
|J3| ≤
1
Fr
∫
T2
|∇hR| |∇hw|
Qλw
Θ+w,λ dxh
≤
1
Fr
∫
T2
QλRΘ
+
w,λ dxh ≤
1
Fr
∫
T2
ΘR,λΘ
+
w,λ dxh +
1
Fr
φλ
∫
T2
Θ+w,λ dxh
≤
1
Fr
∫
T2
Θ+R,λΘ
+
w,λ dxh +
1
Fr
φλ
∫
T2
Θ+w,λ dxh
=
1
2Fr
∫
T2
(
Θ+R,λ
)2
dxh +
1
2Fr
∫
T2
(
Θ+w,λ
)2
dxh +
1
Fr
φλ
∫
T2
Θ+w,λ dxh,
(3.19)
where we used Young’s inequality in the last step. Finally, from (3.18) and (3.19)
we have
1
2
d
dt
∥∥∥Θ+w,λ∥∥∥2
L2h(T
2)
≤ ‖∇huh‖L∞h (T2)
∥∥∥Θ+w,λ∥∥∥2
L2h(T
2)
+ ‖∇huh‖L∞h (T2) φλ
∥∥∥Θ+w,λ∥∥∥
L1h(T
2)
+
1
2Fr
∥∥∥Θ+w,λ∥∥∥2
L2h(T
2)
+
1
2Fr
∥∥∥Θ+R,λ∥∥∥2
L2h(T
2)
+
1
Fr
φλ
∥∥∥Θ+w,λ∥∥∥
L1h(T
2)
− φλψ
∥∥∥Θ+w,λ∥∥∥
L1h(T
2)
. (3.20)
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Similar argument will yield a similar inequality for Θ+R,λ. After summing the two
inequalities we get
1
2
d
dt
(∥∥∥Θ+w,λ∥∥∥2
L2h(T
2)
+
∥∥∥Θ+R,λ∥∥∥2
L2h(T
2)
)
≤(
‖∇huh‖L∞h (T
2) +
1
Fr
)(∥∥∥Θ+w,λ∥∥∥2
L2h(T
2)
+
∥∥∥Θ+R,λ∥∥∥2
L2h(T
2)
)
, (3.21)
+ φλ
(∥∥∥Θ+w,λ∥∥∥
L1h(T
2)
+
∥∥∥Θ+R,λ∥∥∥
L1h(T
2)
)(
‖∇huh‖L∞h (T
2) +
1
Fr
− ψ
)
. (3.22)
Since ‖∇huh‖L∞h (T
2) +
1
Fr − ψ = 0, by the definition of ψ, then integrating with
respect to time over the interval [0, t], for t ≤ T , yields∥∥∥Θ+w,λ(t)∥∥∥2
L2h(T
2)
+
∥∥∥Θ+R,λ(t)∥∥∥2
L2h(T
2)
≤
(∥∥∥Θ+w,λ(0)∥∥∥2
L2h(T
2)
+
∥∥∥Θ+R,λ(0)∥∥∥2
L2h(T
2)
)
e
∫
t
0
ψ(s) ds = 0, (3.23)
since Θw,λ(0) =
√
|∇hw0|
2
+ λ − φλ(0)≤ 0, then Θ
+
w,λ(0) = 0 and by a similar
argument, Θ+R,λ(0) = 0. Therefore, for all t ∈ [0, T ] and a.e xh ∈ T
2,√
|∇hw(t)|
2
+ λ ≤ φλ(t)
=
(√
‖∇hw0‖
2
L∞h (T
2) + λ+
√
‖∇hR0‖
2
L∞h (T
2) + λ
)
e
∫
t
0
ψ(s) ds,√
|∇hR(t)|
2
+ λ ≤ φλ(t)
=
(√
‖∇hw0‖
2
L∞h (T
2) + λ+
√
‖∇hR0‖
2
L∞h (T
2) + λ
)
e
∫
t
0
ψ(s) ds.
This implies that√
‖∇hw‖
2
L∞h (T
2) + λ+
√
‖∇hR‖
2
L∞h (T
2) + λ ≤
2
(√
‖∇hw0‖
2
L∞h (T
2) + λ+
√
‖∇hR0‖
2
L∞h (T
2) + λ
)
e
∫
t
0
ψ(s) ds, (3.24)
for all λ > 0. Since λ > 0 is arbitrary, then we can take λ → 0+ in the above
inequality. This proves (3.10) and completes the proof. 
Definition 3.3 (Weak Solutions). Let s > 2, u0h(xh) ∈ H
s
h(T
2), w0(xh) ∈ H
1
h(T
2)∩
L∞h (T
2),
〈
ρ0
〉
z
(xh) ∈ H
1
h(T
2) ∩ L∞h (T
2) and ρ0 ∈ L2(T3). For any T > 0, we say
that uh(t;xh), p(t;xh), w(t;xh) and ρ(t;x) is a weak solution of system (1.3) on
the time interval [0, T ] if
uh ∈ C([0, T ];H
s
h(T
2)) ∩ C1([0, T ];Hs−1h (T
2)), (3.25a)
p ∈ C([0, T ];Hsh(T
2)), (3.25b)
w ∈ L∞([0, T ];H1h(T
2) ∩ L∞h (T
2)), (3.25c)
〈ρ〉z ∈ L
∞([0, T ];H1h(T
2) ∩ L∞h (T
2)), (3.25d)
ρ ∈ L∞([0, T ];L2(T3)). (3.25e)
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Moreover, uh, w and ρ satisfy (1.3) in the distribution sense; that is, for any
φ(t;xh), χ1(t;xh), χ2(t;xh) ∈ D([0, T ]×T
2), with φ(T,xh) = χ1(T,xh) = χ2(T,xh) =
0, and any ψ(t;x) ∈ D([0, T ]×T3) with ψ(T,x) = 0, such that ∇h · φ = ∇h · χ1 =
∇h · χ2 = ∇ · ψ = 0, the following integral identities hold:∫ T
0
(
uh(s), φ
′
(s)
)
h
ds+
∫ T
0
((uh(s) · ∇h)φ(s),uh(s))h ds
= −
(
u0h, φ
0
)
h
, (3.26a)∫ T
0
(
w(s), χ
′
1(s)
)
h
ds+
∫ T
0
((uh(s) · ∇h)χ1(s), w(s))h ds
= −
(
w0, χ01
)
h
+
1
Fr
∫ T
0
(〈ρ(s)〉z , χ1(s))h ds, (3.26b)∫ T
0
(
〈ρ〉z (s), χ
′
2(s)
)
h
ds+
∫ T
0
((uh(s) · ∇h)χ2(s), 〈ρ〉z (s))h ds
= −
(〈
ρ0
〉
z
, χ02
)
h
−
1
Fr
∫ T
0
(w(s), χ2(s))h ds, (3.26c)
∫ T
0
(
ρ(s), ψ
′
(s)
)
ds+
∫ T
0
((u(s) · ∇)ψ(s), ρ(s)) ds
= −
(
ρ0, ψ0
)
−
1
Fr
∫ T
0
(w(s), ψ(s)) ds. (3.26d)
Theorem 3.4 (Global existence and uniqueness of weak solutions). Let s > 2,
u0h ∈ H
s
h(T
2), w0 ∈ H1h(T
2)∩L∞h (T
2),
〈
ρ0
〉
z
∈ H1h(T
2)∩L∞h (T
2) and ρ0 ∈ L2(T3).
Then, for any given T > 0, system (1.3) has a unique weak solution in the sense
of Definition 3.3. Moreover, the solution satisfies the estimates in Proposition 3.1.
Proof. By Theorem 2.4, there exists a unique solution uh ∈ C([0, T ];H
s
h(T
2)) ∩
C1([0, T ];Hs−1h (T
2)) and p ∈ C([0, T ];Hsh(T
2)) of the incompressible (∇h ·uh = 0)
two-dimensional Euler equations (1.3a). The solution is classical and will satisfy
(3.26a) and the estimate (2.7). It is clear that ∇huh ∈ L
∞([0, T ];L∞h (T
2)), and by
the elliptic regularity estimate (2.1), uh ∈ L
∞([0, T ];W 1,qh (T
2)) ∩ L∞([0, T ];L∞h (T
2)),
for any q ∈ [2,∞).
Now we consider the system:
∂w
∂t
+ (uh · ∇h)w = −
1
Fr
〈ρ〉z, (3.27a)
∂ 〈ρ〉z
∂t
+ (uh · ∇h) 〈ρ〉z =
1
Fr
w, (3.27b)
w(0;xh) = w
0(xh), 〈ρ〉z (0;xh) = 〈ρ〉z (xh), (3.27c)
To prove the existence of w(t;xh) and 〈ρ〉z (t;xh), we will follow some ideas
introduced by DiPerna and Lions in [8]. Let η(xh) ∈ D(R
2),
∫
R2
η(xh) dxh = 1 .
Consider uh,ε = uh ∗
h
ηε, w
0
ε = w
0 ∗
h
ηε,
〈
ρ0ε
〉
z
=
〈
ρ0
〉
z
∗
h
ηε where ηε(.) =
1
εη
(
.
ε
)
.
Then by standard consideration, there exists a unique classical solution wε, 〈ρε〉z
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∈ C([0, T ];C1b (T
2)) of
∂wε
∂t
+ (uh,ε · ∇h)wε = −
1
Fr
〈ρε〉z,
∂ 〈ρε〉z
∂t
+ (uh,ε · ∇h) 〈ρε〉z =
1
Fr
wε,
wε(0;xh) = w
0
ε(xh), 〈ρε〉z (0;xh) =
〈
ρ0ε
〉
z
(xh),
which clearly satisfy (3.26b) and (3.26c). Moreover, the solution wε and 〈ρε〉z
satisfy the estimates (3.3) and (3.4), for any ε > 0. By the Banach-Alaoglo com-
pactness theorem, we can extract a subsequence (which we will still denote {wε}ε>0,
{〈ρε〉z}ε>0) such that
wε ⇀
∗
w, in L∞([0, T ];L∞h (T
2)), (3.29)
〈ρε〉z ⇀∗
〈ρ〉z, in L
∞([0, T ];L∞h (T
2)), (3.30)
for some w, 〈ρ〉z ∈ L
∞([0, T ];L∞h (T
2)), as ε → 0. The solution w and 〈ρ〉z will
inherit the estimate (3.3). Recall that
uh,ε → uh, in L
∞([0, T ];L1h(T
2)), (3.31)
as ε → 0. The strong convergence (3.31) and the weak-∗ convergence (3.29) are
enough to pass to the limit in (3.26b) and (3.26c) and show that w and 〈ρ〉z is a
weak solution of system (3.27).
The uniqueness of w and 〈ρ〉z will follow by a similar argument in the proof of
Theorem 2.6 of DiPerna and Lions since uh ∈ L
∞([0, T ];W 1,qh (T
2) ∩ L∞h (T
2)) for
any q ∈ [2,∞) . The argument is left to the reader. Since the solution w and 〈ρ〉z
is unique, it will inherit the estimate (3.4) using the Banach–Alaoglo compactness
theorem.
The existence and the uniqueness of a solution ρ(t;x) ∈ L∞([0, T ];L2(T3)) of the
linear equation (1.3d) that satisfies (3.26d) follows by Theorem 2.5 and Theorem
2.6 since uh, w ∈ L
∞([0, T ];H1h(T
2) ∩L∞h (T
2)). Finally, we recall that the proof of
Theorem 2.5 is based on the same idea of constructing an approximate sequence of
solutions we used in the above proof. Thus, by using the Banach–Alaoglo compact-
ness Theorem the solution ρ(t;x) will inherit the estimate (3.2). For more details,
see the proof of Theorem 2.5 in [8]. 
Definition 3.5 (Strong Solutions). Let s > 2, u0h(xh) ∈ H
s
h(T
2), w0(xh) ∈
W 1,∞h (T
2),
〈
ρ0
〉
z
(xh) ∈ W
1,∞
h (T
2) and ρ0(x) ∈ L∞(T3). We say that uh(t;xh),
p(t;xh), w(t;xh) and ρ(t;x) is a strong solution of system (1.3) on the time interval
[0, T ] if it is a weak solution of (1.3) in the sense of Definition 3.3 and satisfies
w ∈ L∞([0, T ];W 1,∞h (T
2)), (3.32a)
〈ρ〉z ∈ L
∞([0, T ];W 1,∞h (T
2)), (3.32b)
ρ ∈ L∞([0, T ];L∞(T3)). (3.32c)
Theorem 3.6 (Global well-posedness of strong solutions). Let s > 2, u0h ∈ H
s
h(T
2),
w0 ∈W 1,∞h (T
2),
〈
ρ0
〉
z
∈W 1,∞h (T
2) and ρ0 ∈ L∞(T3). Then, for any given T > 0,
system (1.3) has a unique strong solution in the sense of Definition 3.5 that satisfies
the estimates in Proposition 3.1 and Proposition 3.2.
14 CHONGSHENG CAO, ASEEL FARHAT, AND EDRISS S. TITI
Assume that u1h, p
1, w1, ρ1 and u2h, p
2, w2, ρ2 are two strong solutions of system
(1.3), in the sense of Definition 3.5, with corresponding initial data u1,0h , w
1,0, ρ1,0,
u2,0h , w
2,0 and ρ2,0, respectively. Define ξi := (−∆)−1ρi and ξi,0 := (−∆)−1ρi,0 for
i = 1, 2. Then,
D(t) ≤ D(0)eC
1,2
0 t; (3.33)
D(t) :=
∥∥(u1h − u2h)(t)∥∥2L2h(T2) + ∥∥(w1 − w2)(t)∥∥2L2h(T2)
+
∥∥〈ρ1 − ρ2〉
z
(t)
∥∥2
L2h(T
2)
+
∥∥∇(ξ1 − ξ2)(t)∥∥2
L2(T3)
,
for all t ∈ [0, T ], where C1,20 = C
1,2
0 (L, T, Fr) is a constant that depends on T , L,
Fr and may depend on the norms of the initial data u1,0h , u
2,0
h , w
1,0, w2,0, ρ1,0 and
ρ2,0.
Proof. The existence and uniqueness of a weak solution follows by Theorem 3.4.
The solution will satisfy the estimates in Proposition 3.2 by the same argument
presented in the proof of Theorem 3.4. This proves that the solution is a strong
solution. Assume that u1h, p
1, w1, ρ1 and u2h, p
2, w2, ρ2 are two strong solutions
of system (1.3) with corresponding initial data u1,0h , w
1,0, ρ1,0 , u2,0h , w
2,0 and ρ2,0,
respectively. Following the idea introduced in [13], we introduce the stream function
ξi, where ρi := −∆ξi and
∫
T3
ξi(t;x) dx = 0, for all t ∈ [0, T ] with corresponding
initial condition ξi,0, for i = 1, 2. We denote by u˜h := u
1
h − u
2
h, p˜ := p
1 − p2,
w˜ := w1 − w2, ρ˜ := ρ1 − ρ2 and ξ˜ := ξ1 − ξ2. It is easy to check that u˜h, w˜, ρ˜ and
ξ˜ will satisfy the functional equations
∂u˜h
∂t
+ (u1h · ∇h)u˜h + (u˜h · ∇h)u
2
h +∇hp˜ = 0, in C([0, T ];H
s−1
h (T
2)), (3.34a)
∂w˜
∂t
+ (u1h · ∇h)w˜ + (u˜h · ∇h)w
2 = −
1
Fr
〈ρ˜〉z , in L
2([0, T ];L2h(T
2)), (3.34b)
∂ 〈ρ˜〉z
∂t
+ (u1h · ∇h) 〈ρ˜〉z + (u˜h · ∇h)
〈
ρ2
〉
z
=
1
Fr
w˜, in L2([0, T ];L2h(T
2)), (3.34c)
−
∂∆ξ˜
∂t
− (u1h · ∇h)∆ξ˜ − (u˜h · ∇h)∆ξ
2 − w1
∂∆ξ˜
∂z
+ w˜
∂ρ2
∂z
=
1
Fr
w˜, in L2([0, T ];H−1(T3)). (3.34d)
Clearly, we can take the inner product of (3.34a) with u˜h, (3.34b) with w˜, (3.34c)
with 〈ρ˜〉z and (3.34d) with ξ˜. Using the divergence free condition ∇h ·u
1
h = ∇h ·u
2
h
= ∇h · u˜h = 0,
∂w1
∂z =
∂w2
∂z =
∂w˜
∂z = 0, integration by parts, Ho¨lder inequality and
Young’s inequality we can show that
1
2
d
dt
‖u˜h‖
2
L2h(T
2) ≤
∣∣((u˜h · ∇h)u˜2h, u˜h)h∣∣ ≤ ∥∥∇hu2h∥∥L∞h (T2) ‖u˜h‖2L2h(T2) , (3.35)
1
2
d
dt
(
‖w˜‖2L2h(T
2) + ‖〈ρ˜〉z‖
2
L2h(T
2)
)
≤
∣∣((u˜h · ∇h)w2, w˜)h∣∣+
∣∣∣((u˜h · ∇h) 〈ρ2〉z , 〈ρ˜〉z)h
∣∣∣
≤ ‖u˜h‖L2h(T2)
(∥∥∇hw2∥∥L∞h (T2) ‖w˜‖L2h(T2) + ∥∥∇h 〈ρ2〉z∥∥L∞h (T2) ‖〈ρ˜〉z‖L2h(T2)
)
≤
(∥∥∇hw2∥∥L∞h (T2) + ∥∥∇h 〈ρ2〉z∥∥L∞h (T2)
)
D(t), (3.36)
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and
1
2
d
dt
∥∥∥∇ξ˜∥∥∥2
L2(T3)
≤
∣∣∣((u1h · ∇h)ξ˜,∆ξ˜)∣∣∣ + ∣∣∣((u˜h · ∇h)ξ˜,∆ξ2)∣∣∣+
∣∣∣∣∣
(
w1
∂ξ˜
∂z
,∆ξ˜
)∣∣∣∣∣
+
∣∣∣∣∣
(
w˜
∂ξ˜
∂z
, ρ2
)∣∣∣∣∣+ 1Fr
∣∣∣(w˜, ξ˜)∣∣∣
≤
2∑
j=1
∣∣∣∣∣
(
∂u1h
∂xj
,∇hξ˜
∂ξ˜
∂xj
)∣∣∣∣∣+
∣∣∣((u˜h · ∇h)ξ˜,∆ξ2)∣∣∣+
∣∣∣∣∣
(
∇hw
1 ∂ξ˜
∂z
,∇hξ˜
)∣∣∣∣∣
+
∣∣∣∣∣
(
w˜
∂ξ˜
∂z
, ρ2
)∣∣∣∣∣+ 1Fr
∣∣∣(w˜, ξ˜)∣∣∣
≤
∥∥∇hu1h∥∥L∞(T3)
∥∥∥∇hξ˜∥∥∥2
L2(T3)
+ ‖u˜h‖L2(T3)
∥∥∥∇hξ˜∥∥∥
L2(T3)
∥∥∆ξ2∥∥
L∞(T3)
+
∥∥∇hw1∥∥L∞(T3)
∥∥∥∇ξ˜∥∥∥2
L2(T3)
+
∥∥ρ2∥∥
L∞(T3)
‖w˜‖L2(T3)
∥∥∥∇ξ˜∥∥∥
L2(T3)
+
1
Fr
‖w˜‖L2(T3)
∥∥∥ξ˜∥∥∥
L2(T3)
.
Using Poincare´ inequality, Lemma 2.2, we may conclude that
1
2
d
dt
∥∥∥∇ξ˜∥∥∥2
L2(T3)
≤ C(L, Fr)
(∥∥∇hu1h∥∥L∞h (T2) + ∥∥ρ2∥∥L∞(T3) + ∥∥∇hw1∥∥L∞h (T2)
)
D(t),
(3.37)
where C(L, Fr) is a constant that depends on the size of the domain L and the
Froude number Fr. Recall that by assumption u1h, ρ
2 and w1 are strong solutions
in the sense of Definition 3.5, and they satisfy the estimates in Proposition 3.1 and
Proposition 3.2 with corresponding initial data u1,0h , ρ
2,0 and w1,0, respectively.
Thus, adding (3.35), (3.36) and (3.37) imply that
d
dt
Dt ≤ C1,20 (T, L, Fr)D(t), (3.38)
where C1,20 (T, L, Fr) is a constant that depends on T , L ,Fr and the norms of
the initial data u1,0h , w
1,0 and ρ2,0. Integrating the above inequality on the time
interval [0, t], for t ≤ T , proves (3.33) and completes the proof. 
4. Global existence and uniqueness of weak solutions using vorticiy
formulation
In this section, we aim to prove the global existence and uniqueness of weak
solutions of the inviscid slow-limiting dynamics model in vorticity formulation. We
define the vorticity ω = ∇h × uh. As in the case of the two-dimensional incom-
pressible Euler equations in vorticity formulation, we have the analogue of the
two-dimensional periodic Biot-Savart law (2.6). We explicitly restrict ourselves to
the unique solution uh of the elliptic system: ∇h × uh = ω and ∇h · uh = 0, that
satisfies the side condition
∫
T2
uh(x, y) dx dy = 0.
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Since we are considering periodic boundary conditions, we can write
ρ(x) =
∞∑
k=−∞
ρk(xh)e
2pi
L
ikz , where ρk(xh) =
1
L
∫ L
0
ρ(x)e−
2pi
L
ikz dz,
are periodic in T2 for each k. Notice that ρ0(xh) ≡ 〈ρ〉z (xh). We may take the
horizontal curl of equation (1.3a) and take the Fourier transform of equation (1.3d)
and rewrite system (1.3) in vorticity-Fourier transform formulation as
∂ω
∂t
+ (uh · ∇h)ω = 0, (4.1a)
∂w
∂t
+ (uh · ∇h)w = −
1
Fr
〈ρ〉z , (4.1b)
∂ 〈ρ〉z
∂t
+ (uh · ∇h) 〈ρ〉z =
1
Fr
w, (4.1c)
∂ρk
∂t
+ (uh · ∇h)ρk + ikwρk = 0, (4.1d)
∇h · uh = 0, ∇ · u = 0, ω = ∇h × uh, (4.1e)
ω(0;xh) = ω
0(xh), w(0;xh) = w
0(xh), 〈ρ〉z (0;xh) =
〈
ρ0
〉
z
(xh), (4.1f)
and
ρk(0;xh) = ρ
0
k(xh), where ρ
0
k(xh) =
1
L
∫ L
0
ρ0(x)e−
2pi
L
ikz dz, (4.1g)
for each k ∈ Z\{0}.
Definition 4.1 (Weak Solutions). For any 1 < q ≤ ∞, let ω0(xh) ∈ L
∞
h (T
2),
w0(xh) ∈ L
∞
h (T
2),
〈
ρ0
〉
z
(xh) ∈ L
∞
h (T
2) and ρ0k(xh) ∈ L
q
h(T
2), for each k ∈ Z\{0}.
For any T > 0, we say that ω(t;xh), w(t;xh) and ρ(t;x) =
∞∑
k=−∞
ρk(xh)e
2pi
L
ikz is
a weak solution of system (4.1) on the time interval [0, T ] if
ω ∈ L∞([0, T [;L∞h (T
2)), (4.2a)
w ∈ L∞([0, T ];L∞h (T
2)), (4.2b)
〈ρ〉z ∈ L
∞([0, T ];L∞h (T
2)), (4.2c)
ρk ∈ L
∞([0, T ];Lqh(T
2)), (4.2d)
for each k ∈ Z\{0}. Moreover, ω,w and ρk satisfy (4.1) in the distribution sense for
each k; that is, for any φ(t;xh), χ1(t;xh), χ2(t;xh) ∈ D([0, T ]×T
2), with φ(T,xh) =
χ1(T,xh) = χ2(T,xh) = 0, and any ψ(t;xh) ∈ D([0, T ] × T
2) with ψ(T,xh) = 0,
such that ∇h · φ = ∇h · χ1 = ∇h · χ2 = ∇h · ψ = 0, the integral identities (3.26b),
(3.26c) and∫ T
0
(
ω(s), φ
′
(s)
)
h
ds+
∫ T
0
((uh(s) · ∇h)φ(s), ω(s))h ds = −
(
u0h, φ
0
)
h
, (4.3a)
∫ T
0
(
ρk(s), ψ
′
(s)
)
h
ds+
∫ T
0
((uh(s) · ∇h)ψ(s), ρk(s))h ds
= +ik
∫ T
0
(w(s)ρk(s), ψ(s))h ds−
(
ρ0k, ψ
0
)
h
, (4.3b)
hold for each k ∈ Z\{0}.
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Theorem 4.2 (Global existence and uniqueness of weak solutions). For any 1 <
q ≤ ∞, let ω0 ∈ L∞h (T
2), w0 ∈ L∞h (T
2),
〈
ρ0
〉
z
∈ L∞h (T
2) and ρ0k ∈ L
q
h(T
2), for
each k ∈ Z\{0}. Then, for any given T > 0, system (4.1) has a unique weak
solution in the sense of Definition 4.1.
Proof. Given ω0(xh) ∈ L
∞
h (T
2) and T > 0, by Theorem 2.3, the two-dimensional
incompressible Euler equations in vorticity formulation have a unique solution
ω(t;xh) ∈ L
∞([0, T ];L∞h (T
2)) such that
‖ω(t)‖Lp
h
(T2) =
∥∥ω0∥∥
Lp
h
(T2)
, (4.4)
for any p ∈ [1,∞]. Moreover, by the elliptic regularity estimate (2.1), uh(t;xh) ∈
L∞([0, T ];W 1,ph (T
2)) for any p ∈ [1,∞) and
‖uh(t)‖W 1,p
h
(T2) ≤ Cp
∥∥ω0∥∥
L∞h (T
2)
, (4.5)
for all t ∈ [0, T ]. The existence and uniqueness of a weak solution w(t;xh) ∈
L∞([0, T ];L∞h (T
2)) and 〈ρ〉z (t;xh) ∈ L
∞([0, T ];L∞h (T
2)) that satisfy the inviscid
system (3.27) in the weak sense and the estimate (3.3) is presented in the proof of
Theorem 3.4.
Since uh, w ∈ L
∞([0, T ];L∞h (T
2)) and ∇h · uh = 0, then the existence of a
solution ρk(t;xh) ∈ L
∞([0, T ];Lqh(T
2)) for k ∈ Z\{0} of (4.1d) will follow directly
by Theorem 2.5. The uniqueness of the solution ρk(t;xh) for each k ∈ Z\{0} follow
by Theorem 2.6 since uh ∈ L
∞([0, T ];W 1,ph (T
2)) for any p ∈ [1,∞). This completes
the proof. 
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