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FIRST THOUGHTS ON A SECURE AND RELIABLE PEER-TO-PEER SERVICE
PLATFORM
Muhammad Ikram, Kamill Panitzek, Max Mu¨hlha¨user, Thorsten Strufe
TU Darmstadt, Germany
ABSTRACT
Harnessing the P2P paradigm to provide a distributed
service platform for novel application domains requires
entirely new management schemes and raises new se-
curity challenges. Critical resources actively have to
be allocated and shared in a decentralized manner. Re-
silience to adverse behavior has to be achieved in the
open, cooperative environment. We aim at analyzing
the requirements and providing some general building
blocks for the provision of such a general service plat-
form, focussing on the challenges to provide fair and
reliable load balancing while keeping the services avail-
able and the platform secure. This paper represents
work in progress and outlines our current research per-
spectives.
Index Terms— distributed computing, distributed
control, availability
1. INTRODUCTION
The peer-to-peer (P2P) paradigm [18] has received enor-
mous attention, triggering a movement to distribute tra-
ditional client-server-based systems further to decen-
tralization and self-organization. Initially, P2P systems
were designed to efﬁciently distribute content over the
Internet, with the intention to decrease centralized con-
trol. The majority of developed systems hence mainly
provided means to build applications in domains aim-
ing at content dissemination. These mainly include ﬁle
sharing, voice over IP, instant messaging, and video
streaming. P2P systems in these cases successfully dis-
tribute and balance the load to provide services auto-
matically, thus achieving enhanced performance (and
liberty).
Extending this potential to the domain of distribut-
ing services demands additional functionality. Distri-
buted service execution, access, and control systemat-
ically differs from content distribution. In contrast to
content, the subject of distribution in this case repre-
sents running applications including their system state
(cmp. Fig. 1). A P2P-based service platform con-
sequently has to provide means for differing types of
This work in parts has been supported by the DFG Research
Group 733 (QuaP2P) and by the IT R&D program of South Korea’s
MKE/KEIT under grant number 10035587.
access (remote invocation vs. retrieval of code and lo-
cal execution). It additionally needs to facilitate pro-
active load balancing of services, which has to account
for the consistency of distributed services, since service
access, unlike in the content distribution scenario, does
not inherently distribute the load.
P2P Content Distribution
Request
Transmission
P2P Service Distribution
R teques
Transfer or remote
procedure call
Fig. 1. P2P Content Distribution vs. P2P Service Man-
agement
Service platforms, frequently subsumed under the
label of “cloud computing”, are generally implemented
in a centralized fashion, today. Some ﬁrst approaches
exist that allow for service discovery using P2P mecha-
nisms. Even though a good basis for extension, they do
not leverage the distributed resources of users for com-
putational purposes. Other approaches to realize dis-
tributed computing have been designed under the label
of “Grid Computing” like P2P-Grid for instance [22],
which, however, come with an immense management
overhead. Open Cloud Computing platforms, like, e.g.,
the freely available system Eucalyptus [17] could be
used as ﬁrst steps to realize a service platform. These
systems depend on homogeneous environments though,
and hence are better taylored towards service distribu-
tion inside organisational domains, rather than the open
context of P2P systems. They additionally are charac-
terized by implementing a centralized control unit to
coordinate the computing nodes and assign jobs, which
would have to be distributed to cater for an open sys-
tem following the P2P paradigm. Summarizing, we ac-
knowledge a large body of very good related work, but
still see the need to further the ﬁeld, by introducing the
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concept of P2P-based service platforms.
Potential application domains for such a service plat-
form are abound. Considering their character, which
deﬁne the requirements to the service platform, we iden-
tify ﬁve examples, each representing extreme demands
to some class of requirements. They include emergency
ﬁrst response, online social networks (OSN), massively
multi-player online gaming (MMOG), social-IPTV, and
distributed computing. The functional, operational, and
security requirements of these scenarios greatly differ.
In this paper we propose a uniﬁed, generic, and se-
cure service platform for P2P-based application scenar-
ios. The contributions of this paper include:
• We describe P2P service scenarios to reveal their
functional and operational requirements, thus iden-
tifying the challenges to the design of a general
service platform.
• We identify the core functional modules needed
in this platform and propose a ﬁrst architectural
design.
• Further, we also anlayze security threats and vul-
nerabilities in these application scenarios, with a
special focus on their implementation in an open,
decentralized manner. We sketch an initial overview
of these threats and the basic security services
needed in such a service platform. designing a
service platform.
The rest of the paper is organized as follows: Sec-
tion 2 discusses functionality and challenges of our tar-
geted application scenarios. Section 3 identiﬁes re-
quirements and Section 4 presents our design of a se-
cure service platform. We present adversary models,
security requirements, and threats in Section 5 and con-
clude the paper in Section 6.
2. APPLICATION SCENARIOS
As mentioned above, there are applications in numer-
ous scenarios that could leverage on harnessing the P2P
paradigm. In the following subsections, we describe
a selected application scenarios including core chal-
lenges they pose, which need to be addressed in a se-
cure service platform.
2.1. Emergency First Response
The users in emergency ﬁrst response scenarios (EFRS),
ﬁrst responders, communicate using resource restricted,
mobile devices, such as PDAs, mobile phones, or lap-
tops to share information in disasters. Such commu-
nication scenarios normally have only limited, or even
no infrastructures. The scenario is characterized by a
dominance of insecure and unreliable wireless links,
and a rapidly changing environment. Moreover, multi-
ple, existing wireless networks (wireless infrastructure
networks, ad hoc networks, and wireless sensor net-
works) vastly differ in terms of communication mech-
anisms, packet types, and resources. An emergency
ﬁrst response application hence has to deal with a wide
heterogeneity of devices and communication networks,
and with highly dynamic environments. Any appli-
cation used to communicate in such a scenario hence
needs to be reliable, secure and resilient.
2.2. Online Social Networks
Social networking applications are among the most pop-
ular services on the Internet, today [3][4]. Users of
these Online Social Networks (OSN) create proﬁles,
share information, and communicate in pairs or groups.
Users can befriend each other to share content and in-
formation across the network (like, e.g., in facebook1),
communicate via streams of published messages others
subscribe to (like, e.g., in twitter 2; we refer to previous
work in which we have given a broader overview of the
domain of online social networks [8]).
Users of OSN tend to change and up-date their pro-
ﬁle regularly to present achievements in real live, as
well as their mood, feelings, thoughts on important top-
ics, etc. This information needs to be consistent through-
out the whole network to avoid access to out-dated pro-
ﬁles and hence sustain a satisfying user experience. This
is a huge challenge especially in the context of P2P
systems, since information may be stored on different
nodes and therefore needs to be changed uniformly to
achieve consistency. Proﬁles in OSN are requested by
many users and need to be accessible anytime, to avoid
losing participants of the OSN. Therefore the system
has to guarantee a certain level of availability. Pri-
vacy is yet another predominant requirement in OSN.
Providers of OSN have introduced rudimentary mech-
anisms to give users the feeling of being able to control
acces to their data. The information ultimately is stored
at the premises of the providers, though, who hence are
capable of using it for whichever purpose they please.
2.3. Massively Multi-player Online Games
Massively multi-player online games have a huge on-
line market share, and require large amounts of net-
working, processing, and storage resources. Player of
these games can choose an avatar that can gain expe-
rience by harvesting online money, credits, or points,
while playing and communicating with other avatars in
the virtual world.
Performance in general is a big issue in this sce-
nario. Systems that manage MMOG and provide ac-
cess to them need to promptly react with very low la-
tency to user input, to guarantee a satisfying gaming ex-
perience. Interactions with the virtual world and other
1Facebook: http://www.facebook.com/
2twitter: http://www.twitter.com/
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players need to be consistent through out the whole sys-
tem. This means that if a user picks up an item, for in-
stance, this item should no longer be available for other
players in the game, and hence the information of pick-
ing up an item needs to be populated throughout the
whole network.
Cheating is a common problem in MMOG. Users
keep trying to achieve an advantage over others by means
of interacting with the system in an inappropriate way,
thus trying to trick the system to maximize their health,
wealth, or reputation. Detection of cheating is compari-
bly easy in centralized, yet considerably more complex
in distributed game management. Therefore, function-
ality is needed to prevent users from single or distri-
buted cheating [25] to provide a good gaming experi-
ence to all users.
2.4. Social IPTV
Social IPTV provides mechanisms to share multime-
dia content over a P2P streaming system. Shared video
content in this scenario is combined with immersible
text, gesture, or/and video, audio, or text responses from
users to share opinions and comments on the ongoing
video program, to combine entertainment with social
interaction and increase user experience.
Such systems require best performance to provide
high deﬁnition videos. They hence are characterized
by a strong demand for high throughput in the network
to achieve acceptable presentation quality of the video
content. The huge variety of devices in this applica-
tion scenario demand for openness of the system: the
streaming platform should be able to handle the het-
erogeneity of connected devices, which may span the
whole range frommobile phones, over TV sets, to large
video walls. TV is consumed by many users with dif-
ferent knowledge regarding computers and technology,
ranging from experts to laypersons. They interact with
such systems in different ways so the system needs to
be ﬂexible enough to please the needs of all user types.
Furthermore, commercial deployment as well as the ac-
tive and open communication in social IPTV causes se-
rious security and privacy issues. Attacks ranging from
DoS [11], over content theft, spam, eavesdropping, to
spying on users have to be expected and handled.
2.5. Distributed Computing
Distributed computing (DC) and cloud computing [23]
have emerged to address an explosive growth of web-
connected devices, and handle massive amounts of data.
It is deﬁned and characterized by massive scalability
and new Internet-driven services, innovative applica-
tions, and currently spurs entirely new business models
in online economics. Enterprises are attracted to cloud
computing due to potential savings in IT and manage-
ment expenditures. Considering the P2P paradigm, users
are enabled to share memory and processing cycles in
a community and to increase their own computational
performance leveragin on other users’ resources on de-
mand.
The range of difference in applications that may
potential be deployed in a DC scenario demands high
ﬂexibility of the system. Additionally, the consumers’
data is processed in “the cloud”, i.e. on machines they
don’t own nor control. The threats of theft, misuse or
unauthorized access are a direct consequence from this
characteristic. DC hence requires secure data handling
to prevent illegitmate access to sensitive information.
3. TOWARDS A PEER-TO-PEER SERVICE
PLATFORM
In the last section we have presented various applica-
tion scenarios that can be implemented using distri-
buted techniques. Every scenario consists of different
applications and for every application one special sys-
tem can be built to ﬁt the requirements of the given sce-
nario resulting in a huge variety of systems. Our main
idea is to provide one integrated platform to easily dis-
tribute all these applications using P2P networks. In-
stead of building one system for every application our
idea is to implement applications and distribute them
like content in ﬁle sharing networks on top of a gen-
eral service platform. Since an application can be com-
posed of different types of services and also provide
certain services a uniﬁed service platform could deliver
basic development tools to implement these services
and hence applications.
Comparing the management of distributed services
with the traditional approach of content distribution we
identiﬁed one main difference between those two ap-
proaches (Figure 1). In ﬁle sharing networks a ﬁle is
basically requested from one peer and delivered by an
other. By downloading a ﬁle it is replicated automati-
cally since the ﬁle is then available on both peers. This
also distributes the load automatically onto other peers.
Improvements of replication schemes and load balanc-
ing techniques are possible and have been focus of re-
search in the past [2] [12]. In the case of a P2P service
platform, there are two possible ways to provide the
service to the requesting peer each time a service is re-
quested: the peer can either download the service and
execute it on its own machine or it can invoke the ser-
vice on the remote peer and just receive the result of the
execution. In the latter scenario a peer providing a ser-
vice could quickly be overloaded with requests which
further means it can’t provide the service to additional
requests anymore. The service state additionally has to
stay consistent in case of load balancing, code migra-
tion, churn, or peer failure. To prevent peer overload,
the serving peer has to detect resource shortcomings
and actively replicate its service onto another peer be-
fore failing. To realize this behavior special mecha-
nisms need to be developed.
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Fig. 2. P2P Service Platform Architecture
Four main groups of challenges to the distribution
of services in a P2P-based service platform can be iden-
tiﬁed, especially in the context of the aforementioned
application scenarios in Section 2:
Heterogeneous devices and infrastructures: the
main characteristic of P2P systems are the very differ-
ent environments on participating peers since the users
connect with their laptops, desktop PCs or even mobile
devices to the network. Our service platform needs to
provide mechanisms to ensure homogeneous runtime
environments on the participating peers.
Dynamic resources: since a service platform does
not only share static content like ﬁles but also dynamic
and running services it has to deal with consistency of
execution state of these services.
Churn and resource limitations: P2P networks
have to deal with churn, the arrival and departure or
failure of peers. A P2P service platform has to provide
mechanisms to counter the effects resulted by churn
and to guarantee the availability of services. In cloud
systems if the system is highly utilized providers can
simply add new resources to the system and lower the
utilization. In a P2P scenario this is not possible and
hence the system has to equally distribute the load over
the resources provided by the whole network to prevent
single peers from overloading.
New attackmethods: the distributed control needed
to manage a service platform, as well as the migration
of active mobile code in a P2P system, result in threats
to the security that are new in the context of peer-to-
peer systems. Therefore our platform has to provide
methods to prevent attackers from misuse or sabotag-
ing the system.
4. A FIRST ARCHITECTURAL SKETCH
We developed a basic component model of our P2P ser-
vice platform illustrated in Figure 2. Our system design
consists of three components: The Application, Ser-
vice Platform and the Security component. Applica-
tions are built and run in theApplication component on
top of the service platform and depend on the respec-
tive scenario which we described in Section 2. The sce-
nario inherits main requirements and challenges to the
application which could be handled by different mod-
ules. Since some of the described requirements are in
contrast to each other only important ones can be con-
sidered for one application scenario at a time. Only the
required modules for a speciﬁc scenario would then be
active.
The Service Platform component consists of three
modules: Runtime Environment, Management andMon-
itoring module. These modules are characterized by
a high interdependencies. The Runtime Environment
modules represents the environment in which the ser-
vices or applications are running in. This layer also can
include virtualization techniques to guarantee a homo-
geneous runtime environment for the implemented ser-
vices. The system has to ﬁnd matching peers in the net-
work with corresponding runtime environments for the
executed service when replicating the service on to an-
other peer or performing load balancing methods. The
Management module is responsible for self organizing
the complete system by initiating these replication and
load balancing techniques through code migration, re-
mote procedure calls or simply downloading services.
The Monitoring module observes the whole system and
provides other layers with information about the cur-
rent system state as well as available resources on local
and remote peers. Observation can be done by passive
monitoring or active probing. Especially the Manage-
ment layer gains a beneﬁt from the Monitoring layer
since actual system state is crucial to important con-
trol decisions like balancing the load or replicating ser-
vices.
The third component describes the Security com-
ponent of our approach. Since a P2P service platform
has to be secure to a variety of threats from both out-
side as well as inside attacks the security component is
an important part of our system design. We identiﬁed
the security requirements and present the most crucial
ones to our approach in the following section providing
a basic adversary model.
5. SECURITY CONSIDERATIONS
In order to guarantee the system’s availability we as-
sume security to be an essential part of service plat-
form. Adversaries may be outsiders or insiders. Out-
siders on one hand are parties that are not participating
in the system at all. Insiders on the other are nodes that
belong to the P2P system, which do not follow the pro-
tocol as expected, or which exhibiting a behavior that is
destructive for the overall system. Considering the fact
that an insider will generally be in a better position for
attacks and that the open character of the P2P service
platform will allow effectively any party to participate,
we subsequently focus on insider attacks.
In general, some adversaries may selﬁshly consume
resources3 without actively disrupting the system. Oth-
3Network resources - bandwidth, buffer space, connection de-
scriptors, etc., Application resources - storage, processing, etc.,
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ers may try to break down control [19], application [16]
or both of the system. We assume that a malicious
node is able to generate packets with arbitrary con-
tent [6] [7], including forged source IP addresses [9]
[21] [20], and is able to examine packets xrouted through
it. Attackers may be able to thwart performance of
P2P systems by hindering communication among par-
ties [19] [15]. A mixture of both these attacks might be
possible where adversaries want to control the overall
system and to resist threat-mitigation techniques [16].
We also assume that adversaries have knowledge of a
system’s protocols and can conspire with each other
to reduce their cost, intensify the adversarial effects,
and gather information by providing and disseminating
forged information and feedback.
Because of their open infrastructure P2P-based sys-
tems are vulnerable to a wide range of security threats.
Analyzing the scenario, we can identify generic secu-
rity requirements for these P2P-based application sce-
narios, as shown in Figure 3. Due to the generality of
the service platform, these are mainly in line with gen-
erally known security goals and given as follows:
Conﬁdentiality - services have to prevent illegit-
imate access and to provide protection against eaves-
dropping or exposure of control and application spe-
ciﬁc information. Further services are needed to protect
the privacy of credentials and IDs from identiﬁcation,
resource tracking [24], and linking[1].
Integrity - packets and credentials have to be pro-
tected against tampering and recipients of message or
mobile-code to have to be enabled to verify that trans-
mitted data was not altered or manipulated. Data fresh-
ness and reliable time synchronization [24] have to be
provided for.
Availability - the platform has to ensure that the
overall system and the hosted applications remain op-
erational persistently, even in the presence of faulty and
malicious nodes. In order to provide availability, the
system has to be robust and resilient against denial of
service (DoS) attacks.
Authentication - users need means to veriﬁe that
the communication parties, peers, are valid and legiti-
mate.
Non-repudiation - the platform in some scenarios
has to ensure that the communicating parties cannott re-
pudiate nor refute the services they offered. In addition
to end-to-end transport security, a proof of transaction
or reception is required for commercial viability of P2P
applications and services [13] [5].
The service platform has to provide security ser-
vices to fulﬁll all above mentioned requirements. Ap-
plications from all mentioned scenarios though may
only require a subset of them, depending on their char-
acteristics and needs. The security services of a general
P2P service platform (as given in Fig. 2) have to fulﬁll
these security requirements.
R i t OSN MMOG EFRS DC S IPTVequ remen s -
Confidentiality
+ 0 + 0 +
Privacy + + + + +
I t it
+ + + + +
Data Freshness - + + + 0
n egr y
Code Integrity - + + - +
Time Synchronization 0 + 0 + -
Availability
- + + + +
Robustness 0 + + + 0
Resilience - + + + 0
Authentication 0 + + + -
Non-Repudiation + 0 + + 0
Fig. 3. Security requirements for P2P-based applica-
tion scenarios.
6. SUMMARY AND FUTURE WORK
This work in progress paper proposes a general purpose
P2P service platform. The functionality, challenges,
and requirements of various application scenarios and
their security concerns for such a service platform are
discussed. We introduced ﬁve different service scenar-
ios to sketch possible application examples that may
run inside such a service platform, with widely differ-
ing demands. Subsequently we derived the core re-
quirements for a service platform that aims at support-
ing applications from all the scenarios described. Our
own ﬁrst sketch for such a service platform consists of a
ﬁrst architectural design, which includes various func-
tional and security components. Analysing the envi-
ronment we have identiﬁed general threats and security
requirements for P2P based service platforms.
In our future work we are aiming at reﬁning our de-
sign and developing the core services, both with respect
to the pro-active load balancing as well as the protec-
tion of the platform and its hosted applications.
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