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In this short paper, we mainly aim to study the generalized ridge
estimator in a linear regression model. Through matrix techniques
including Hadamard product and derivative of a vector, the glob-
ally optimal generalized ridge estimator is derived under the gener-
alized cross-validation criterion from the theoretical point of view.
A numerical example is applied to illustrate the main results of the
paper.
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1. Introduction
Consider a linear regression model
y = Xβ + e, (1.1)
where y = (y1, . . . , yn)′ is a random vector of response variables with the mean E (y) = Xβ and
covariance matrix D(y) = σ 2In, X = (x1, . . . , xn)′ with xi = (xi1, . . . , xip)′ for i = 1, . . . , n is
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the n × p regressor matrix of full column rank, β is a vector of p unknown parameters and σ 2 is an
unknown constant. The model (1.1) has the canonical form
y = Zγ + e,
where Z = XQ and γ = Q ′β , Q = (q1, . . . , qp) is an orthogonal matrix such that Q ′SQ =  =
diag(λ1, . . . , λp), in which λ1  · · ·  λp > 0 are the eigenvalues of S  X ′X , q1, . . . , qp are the
corresponding standardized eigenvectors.
For the model (1.1), it is well known that the least squares estimator (LSE) for β is given by
βˆLSE = S−1X ′y,
which is the best linear unbiased estimator under the mean squared error criterion but performs
very poorly in the model (1.1) when multicollinearity is present. To overcome this problem, various
biased estimators as remedies were put forward in the literature. See [3] for example. Among them,
the ordinary ridge estimator (ORE),
βˆORE = S−1k X ′y = S−1k SβˆLSE,
proposed by Hoerl and Kennard [6] is one of the most popular biased estimators, which can locally
improve the LSE by appropriately choosing the ridge parameter k, where Sk = S + kI . Numerous
applications and further studies of the ORE showed that it is effective in practice and mathematically
interesting in theory; cf. [11,12]. However, it is not easy to give the optimal selection of the ridge
parameter theoretically. As the generalized version of ORE, the generalized ridge estimator (GRE)
investigated in [7,4] has the following form
βˆGRE = S−1K X ′y = S−1K SβˆLSE  βˆK , (1.2)
where SK = S + QKQ ′ with K = diag(k1, . . . , kp). GRE is another popular biased estimator but
received relatively not somuch attention due to its inclusion ofmore than one ridge parameterswhich
aredifficult to bedeterminedbyvirtueof either theoreticalmethodor illustration approachbydrawing
the ridge traces. From the structural point of view, an ORE is a special GRE. Therefore, for any given
ORE there should exist a GRE which can further improve the ORE. Unfortunately, a GRE is a more
complicated function of the ridge parameters and for this reason it is in general hard to determine a
GRE such that it is superior over a particular ORE.
In 1993, Liu [8] put forward a new estimator called the Liu estimator (LE) which is denoted by
βˆLE = T−1d X ′y = T−1d SβˆLSE,
with Td = S(S + dI)−1(S + I) = SS−1d S1. An LE is a linear function of the Liu parameter d and thus it
is convenient to choose d than k or K . Most importantly, LE possesses another advantage, as argued by
Liu [8, pp. 395], that for each k ∈ (0, 1) there is a value of d ∈ (0, 1) such that the jth component of
an ORE for γ equals that of an LE for γ . That is,
(
γˆ ORE
)
j =
(
γˆ LE
)
j . See also [1, pp. 1790]. In this sense,
Liu asserted that LE can be viewed as an alternative to ORE.
By further analyzing the idea above, Liu and Gao [9] studied an equivalent form of the GRE and
called it the linearized ridge estimator (LRE), as defined by
βˆLRE = T−1D X ′y = T−1D SβˆLSE  β˜D,
where TD = S(S + QDQ ′)−1(S + I) = SS−1D S1, D = diag(d1, . . . , dp), with d1, . . . , dp ∈ R. Clearly,
βˆLRE is a generalized version of LE. It is seen from [9] that LRE plays an important role in linearizing
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GRE’s in the sense that a GRE can be equivalently transformed into a linear function of the biasing
parameters by virtue of some LRE. Further, βˆLRE and βˆGRE coincide if dj and kj satisfy the relationship
λj
λj + kj =
λj + dj
λj + 1 , or equivalently, kj =
λj (1 − dj)
λj + dj , (1.3)
for j = 1, . . . , p. Since the LRE is a linear function of dj ’s, selecting the biasing parameters involved in
the LRE is easier than choosing the ridge parameters. Moreover, once the optimal selection of the dj ’s
is obtained, the optimal GRE can be immediately derived following Eq. (1.3). This may be viewed as a
breakthrough in the field of linear regression analysis.
Based on the notion of LRE, Liu and Gao [9] derived the globally optimal GRE from the theoretical
point of view under the prediction error sum of squares criterion (cf. Özkale and Kaçıranlar [10]) or
called the ordinary cross-validation (OCV) criterion, which is well known to be one type of predictive
criterion in conjunction with the following OCV statistic based on the GRE:
OCV
(
βˆK ,β
)
=
n∑
i=1
(
yi − x′iS−1K;−iX ′−iy−i
)2
, (1.4)
where X−i = (x1, . . . , xi−1, xi+1, . . . , xn)′, y−i = (y1, . . . , yi−1, yi+1, . . . , yn)′, SK;−i = X ′−iX−i
+Q−iKQ ′−i, with Q−i the orthogonal matrix diagonalizing X ′−iX−i. By Liu and Gao [9], the OCV crite-
rion is very complicated due to existence of Q−i. In this paper, we recommend to use the generalized
cross-validation (GCV) criterion to select the optimal ridge parameters involved in GRE by virtue of
the techniques of linearizing a GRE into an LRE. As shown by Golub et al. [5, pp. 217], the GCV statistic
of ORE is a rotation-invariant version or a weighted version of the OCV statistic of ORE. More impor-
tantly, Golub et al. [5, pp. 217–219] pointed out that the GCV criterion is generally superior to the OCV
criterion. In the paper, we will regard it as an alternative criterion for selecting ridge parameters of
GRE.
The rest of the paper is organized as follows. In Section 2, we first define the GCV statistic of a GRE
and then obtain the minimizer of it by virtue of the techniques of linearizing a GRE into an LRE. The
optimal GRE is then derived. In Section 3, themain results are applied to a practical data set concerned
with the total national research and development expenditures as a percent of gross national product
by country. It will be seen that the optimal GRE can effectively improve LSE under the GCV criterion.
2. Optimal GRE under the GCV criterion
The GCV statistics based on the LSE and an ORE are defined as
GCV
(
βˆLSE,β
)
=
(
y − XβˆLSE
)′ (
y − XβˆLSE
)
[n − tr (H)]2 =
(
y − XβˆLSE
)′ (
y − XβˆLSE
)
(n − p)2 and
GCV
(
βˆORE,β
)
=
(
y − XβˆORE
)′ (
y − XβˆORE
)
[n − tr (Hk)]2 ,
respectively, where H = XS−1X ′ and Hk = XS−1k X ′ denote the hat matrices with respect to LSE and
ORE. In a similar fashion, we define the GCV statistic of GRE as follows
GCV
(
βˆK ,β
)
=
(
y − XβˆK
)′ (
y − XβˆK
)
[n − tr (HK )]2 , (2.1)
with the notation HK = XS−1K X ′. Putting TK;−i = SK;−i + xix′i = XX ′ + Q−iKQ ′−i, it follows that
Eq. (1.4) can be presented as
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OCV
(
βˆK ,β
)
=
n∑
i=1
(
yi − x′iT−1K;−iX ′−iy−i
)2
(
1 − x′iT−1K;−ixi
)2
by straightforward calculations. Hence, GCV
(
βˆK ,β
)
can be approximately viewed as a rotation-
invariant version of OCV
(
βˆK ,β
)
. A fine GRE should have a small GCV value and therefore we will
minimize GCV
(
βˆK ,β
)
with respect to k1, . . . , kp. Such an idea will be dealt with bymeans of LRE, β˜D .
In fact, if (1.3) holds for any j = 1, . . . , p, (2.1) can also be written
GCV
(
βˆK ,β
)
=
(
y − Xβ˜D
)′ (
y − Xβ˜D
)
{
n − tr
(
XS
−1
1 SDS
−1X ′
)}2 =
(
y − Xβ˜D
)′ (
y − Xβ˜D
)
{
n − tr
(
S
−1
1 SD
)}2 .
To find out the minimizer of GCV
(
βˆK ,β
)
, we denote now
a=
(
1
λ1 + 1 , . . . ,
1
λp + 1
)′
, b = (d1 − 1, . . . , dp − 1)′ ,
c =
[
−1( + Ip)−2Z′y
]
◦
(
Z′y
)
= (c1, . . . , cp)′ , and C = diag (c1, . . . , cp) ,
where the operator “◦" stands for the Hadamard product. It follows that
GCV
(
βˆK ,β
)
= y
′ (In − H) y + y′Z ( + Ip)−2 −1 (D − Ip)2 Z′y{
n − tr
[(
 + Ip)−1 ( + Ip + D − Ip)]}2 =
(n − p)σˆ 2 + b′Cb
(n − p − a′b)2 ,
by direct operations, where σˆ 2 = y′ (In − H) y/(n−p). Then, it suffices tominimize the value of GCV
with respect to b varying overRp. Clearly, C is symmetric positive definite if each component of Z′y is
nonzero. By means of the standard formulae for derivatives of a vector, we have
∂GCV
∂b
= 2
(
n − p − a′b) Cb + 2 [(n − p)σˆ 2 + b′Cb] a
(n − p − a′b)3 . (2.2)
This implies that
∂GCV
∂b
= 0⇔
(
n − p − a′b
)
Cb +
[
(n − p)σˆ 2 + b′Cb
]
a = 0 (2.3)
⇒ b′
{(
n − p − a′b
)
Cb +
[
(n − p)σˆ 2 + b′Cb
]
a
}
= 0
⇒ b′Cb = −σˆ 2a′b. (2.4)
Further, inserting (2.4) into (2.3), it is concluded that
∂GCV
∂b
= 0⇔
(
n − p − a′b
)
Cb +
[
(n − p)σˆ 2 − σˆ 2a′b
]
a = 0
⇔
(
n − p − a′b
) (
Cb + σˆ 2a
)
= 0 ⇔ Cb + σˆ 2a = 0
⇔ b = −σˆ 2C−1a  b∗ 
(
d∗1 − 1, . . . , d∗p − 1
)′
.
Moreover, the corresponding selection of p ridge parameters involved in the GRE is derived as
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k∗j =
λj
(
1 − d∗j
)
λj + dj for j = 1, . . . , p, (2.5)
which will be proved to be the optimal selection of k1, . . . , kp. Writing now K
∗ = diag
(
k∗1, . . . , k∗p
)
,
we obtain a conclusion which is included in the following theorem:
Theorem 2.1. Let K∗ be determined by (2.5). Assume that each component of Z′y is nonzero. Then βˆK∗
possesses the smallest GCV value and therefore is the optimal GRE under the GCV criterion. In addition, the
following inequality holds:
GCV
(
βˆK∗ ,β
)
=
(
y − XβˆLSE
)′ (
y − XβˆLSE
)
(n − p)2 + (n − p)σˆ 2a′C−1a <
(
y − XβˆLSE
)′ (
y − XβˆLSE
)
(n − p)2
= GCV
(
βˆLSE,β
)
.
Proof. Firstly, we calculate the second-order derivative of GCV via (2.2) with respect to b as:
∂2GCV
∂b ∂b′
= 2
(n − p − a′b)4 ×
{ (
n − p − a′b
)2
C + 2
(
n − p − a′b
)
Cba′ +
(
n − p − a′b
)
×
[
(n − p)σˆ 2 + b′Cb
]
Ip + 2
(
n − p − a′b
)
ab′C + 3
[
(n − p)σˆ 2 + b′Cb
]
aa′
}
.
Inserting b = b∗ into the above representation, it is concluded that
∂2GCV
∂b ∂b′
∣∣∣∣∣
b=b∗
= 2(
n − p + σˆ 2a′C−1a)3 ×
[(
n − p + σˆ 2a′C−1a
) (
C + σˆ 2Ip
)
− σˆ 2aa′
]
= 2(
n − p + σˆ 2a′C−1a)3 ×
[
(n − p)C + σˆ 2
(
n − p + σˆ 2a′C−1a
)
Ip + σˆ 2F
]
,
where
F = a′C−1a C − aa′ = a′C−1a C 12
(
Ip − C− 12 a
(
a′C−1a
)−1
a′C−
1
2
)
C
1
2
is symmetric nonnegative definite. Hence, the second-order derivative of GCV is symmetric positive
definite at b = b∗. The first conclusion of the theorem holds true. The second one can be derived by
direct calculations. 
By the above theorem, we recommend to use the ratio of GCV
(
βˆLSE,β
) − GCV(βˆK∗ ,β) to
GCV
(
βˆLSE,β
)
to measure the improvement of the optimal GRE on LSE under the GCV criterion. Such
a ratio will be called to be the degree of improvement (DI) and denoted by
DI
(
βˆK∗ , βˆLSE;β
)

GCV
(
βˆLSE,β
)
− GCV
(
βˆK∗ ,β
)
GCV
(
βˆLSE,β
) = σˆ 2a′C−1a
(n − p) + σˆ 2a′C−1a . (2.6)
It is seen that the value of DI locates in the interval (0, 1). The larger DI is, the more effective the
improvement of the corresponding optimal GRE on the LSE is. Thus, We expect that DI is as large as
possible. By direct operations, the jth component of C−1a can be expressed as
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(
C−1a
)
j
= λj
(
λj + 1)
y′Xqjq′jX ′y
,
which means that DI can also be written by the following explicit expression:
τ
(
βˆK∗ , βˆ;β
)
=
∑p
j=1
λj
y′Xqjq′jX ′y
n−p
σˆ 2
+ ∑pj=1 λjy′Xqjq′jX ′y
. (2.7)
Additionally, we can define some other DI’s such as DI of the optimal GRE on the near-optimal ORE,
DI of the optimal GRE on the optimal LE and so on. Moreover, we derive the optimal selection of kj as
below:
k∗j =
λj
(
1 − d∗j
)
λj + d∗j
= λ
2
j σˆ
2
y′Xqjq′jX ′y − λjσˆ 2
, (2.8)
with
d∗j = 1 −
λj
(
λj + 1) σˆ 2
y′Xqjq′jX ′y
.
As seen, (2.8) provides us with the globally optimal selection of the ridge parameters involved in a
GRE from the theoretical point of view under the GCV criterion. LRE plays a crucial role in the whole
process of deriving the formula. As a consequence, the first part of Theorem 2.1 can also be presented
to be the version below:
Theorem 2.2. Let K∗ be determined by (2.8). Assume that each component of Z′y is nonzero. Then βˆK∗
possesses the smallest GCV value and therefore is the optimal GRE under the GCV criterion.
Now, we consider the problem of estimating the normal populationmean under the GCV criterion.
Let Y1, . . . , Yn be independent and identically distributed as N(μ, σ
2) with observations y1, . . . , yn.
Thenwehavea linear regressionmodel denotedbyy = 1nμ+e,where1n stands for then-dimensional
column vector of ones. The LSE and the optimal GRE for the populationmean,μ, are given by μˆLSE = y¯
and
μˆGRE = y¯ − s
2
ny¯
= μˆLSE − s
2
nμˆLSE
=
(
1 − v
2
n
)
μˆLSE,
respectively, where y¯ = 1
n
∑n
i=1 yi is the sample mean, s2 = 1n−1
∑n
i=1 (yi − y¯)2 is the sample vari-
ance, v = s/y¯ denotes the coefficient of variation. Clearly, GRE combines LSE and the coefficient of
variance and therefore seems to be more reasonable. For the two estimators, we give the following
three remarks:
(a) To some extent, μˆGRE is a “regressing" estimator along the direction from μˆLSE to zero. This
assertion is based on the following two facts: (i) μˆGRE < μˆLSE if μˆLSE > 0, while μˆGRE > μˆLSE
if μˆLSE < 0; and (ii) The smaller s
2 is, the less the difference between μˆLSE and μˆGRE is. The
first fact implies that μˆGRE can be viewed as a corrected estimator based on μˆLSE. Also, since the
normality assumption means that y¯ and s2 are independent, we have
E
(
1
y¯
)
= 1
μ
+ 1
2n
(
− 1
μ2
)
σ 2 + O
(
n−2
)
= 1
μ
+ O
(
n−1
)
⇒ E (μˆGRE) ≈ μ − σ 2
nμ
.
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Fig. 1. LSE and GRE values for 10 samples in which one there is one outlier.
This can show the same intuitive conclusion in the sense of expectations. The second factmeans
that the sample mean is close to the optimal GRE and therefore may be a fine estimator for the
population mean under the GCV criterion when the observations y1, . . . , yn are concentrated.
(b) Second, the derivative of the function f (t) = t − c
t
, equal to 1 + c
t2
, is always positive, where c
is a positive scalar of constant. This indicates that μˆGRE and μˆLSE are positively correlated. This
conclusion can also be explained by virtue of the fact that Cov
(
μˆLSE, μˆGRE
) = σ 2/n.
(c) Third, in small-sample situations μˆGRE is relatively robust compared to μˆLSE if there is one
outlier. We explain this idea by means of a simulation study as follows. Consider the sample
sizes n = 5, 10, 15, respectively, with the population N(1, 1). For each case, generate randomly
10 samples and then replace one individual value of each sample with 100. Finally, compute the
values of LSE and GRE and then draw them in Fig. 1, by which it is seen that the optimal GRE in
the GCV sense may improve LSE effectively when the sample size is small and there is one large
departure.
3. Numerical example
In this section, we apply themain results to a numerical example to illustrate the theoretical results
of this paper. The data set is concernedwith the total national research and development expenditures
as a percent of gross national product by country (from1972 to 1986) and has been considered by some
authors. See Akdeniz and Erol [2] for example.
First, the data are centered and scaled.With the aid ofMatlab 7.0, we derive the LSE and the optimal
GRE aswell as their GCV values, which are presented in Table 1. In addition, we search the near optimal
selection of k. The obtainable optimal value of k is approximately equal to 0.0430. The corresponding
ORE and the GCV value are also presented in Table 1. By the table, it is seen that the near-optimal ORE
has a somewhat smaller GCV than the LSE and therefore it can improve LSE to some extent. In contrast,
the globally optimal GRE has a quite small GCV compared to the LSE and the near-optimal ORE. By
Table 1
Estimates and GCV values.
Estimates LSE Near-optimal ORE Globally optimal GRE
β1 0.6402 0.5622 0.6295
β2 −0.1179 0.0899 0.2280
β3 0.4733 0.3188 0.0694
β4 0.0139 0.0536 0.2064
GCV (unit: 10−3) 0.6554 0.5417 0.3446
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direct calculations, the DI of the optimal GRE with respect to the LSE equals 47.42%. This shows that
the optimal GRE can substantially improve LSE under the GCV criterion.
We mention here that the optimal ridge parameters are selected as −0.0584, 0.0243, −1.2501,
and 0.0123, respectively. The result indicates that it is not necessary to restrict the ridge parameters
to be positive in the original definition of GRE.
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