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Abstract
Variational Level Set (LS) has been a widely used
method in medical segmentation. However, it is
limited when dealing with multi-instance objects
in the real world. In addition, its segmentation
results are quite sensitive to initial settings and
highly depend on the number of iterations. To
address these issues and boost the classic varia-
tional LS methods to a new level of the learnable
deep learning approaches, we propose a novel
definition of contour evolution named Recurrent
Level Set (RLS)1 to employ Gated Recurrent Unit
under the energy minimization of a variational
LS functional. The curve deformation process
in RLS is formed as a hidden state evolution
procedure and updated by minimizing an energy
functional composed of fitting forces and con-
tour length. By sharing the convolutional fea-
tures in a fully end-to-end trainable framework,
we extend RLS to Contextual RLS (CRLS) to ad-
dress semantic segmentation in the wild. The ex-
perimental results have shown that our proposed
RLS improves both computational time and seg-
mentation accuracy against the classic variational
LS-based method whereas the fully end-to-end
system CRLS achieves competitive performance
compared to the state-of-the-art semantic seg-
mentation approaches.
1. Introduction
Image segmentation has played an important role in vari-
ous areas of computer vision and image processing. The
segmentation results have been recently improved rapidly
thank to deeply learned features and large-scale annota-
tions. Among numerous segmentation methods developed
in last few decades, Active Contour (AC), or Deformable
Models, based on variational models and partial differen-
1Carnegie Mellon University, Pittsburgh, PA, US 2Concordia
Univesrity, Montreal, Canada. Correspondence to: Ngan Le<thi-
hoanl@andrew.cmu.edu>.
∗Source codes will be publicly available.
(a) Examples of object segmentation results.
(b) Examples of semantic segmentation results.
Figure 1. From left to right: (a) the input images, CLS (Chan &
Vese, 2001), MNC (Dai et al., 2016) and our RLS; (b) the input
images, MNC, our CRLS and ground truth images.
tial equations (PDEs), can be considered as one of the most
widely used approaches in medical image segmentation.
Among many AC-based approaches in the last few decades
for image segmentation, variational LS methods (Samson
et al., 2000; Brox & Weickert, 2006; Bae & Tai, 2009; Lu-
cas et al., 2012; Huang et al., 2014; Shen et al., 2014) have
obtained promising performance under some constraints,
e.g. resolution, illumination, shape, noise, occlusions, etc.
However, the segmentation accuracy in the LS methods
dramatically drops down when dealing with images col-
lected in the wild conditions, e.g. the PASCAL Visual Ob-
ject Classes (VOC) Challenge (Everingham et al., 2015),
the Microsoft Common Objects in COntext (MS COCO)
(Lin et al., 2014) database, etc. Meanwhile, the recent ad-
vanced deep learning based segmentation approaches (Har-
iharan et al., 2014; Dai et al., 2016; Girshick et al., 2015;
Long et al., 2015; Zheng et al., 2015) have achieved the
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state-of-the-art performance on dealing with multi-instance
object segmentation on these databases. Indeed, the limi-
tations of the LS approaches can be observed as follows.
Firstly, the LS methods have a large handicap in capturing
variations of real-world objects due to the nature of only us-
ing pixel values in these methods. Secondly, the LS meth-
ods are unable to memorize and to fully infer target objects
since they do not have any learning capability. Thirdly, the
LS based methods are very limited in segmenting multi-
ple objects with semantic information. Furthermore, the
segmentation performance by the LS methods is quite sen-
sitive to numerous pre-defined parameters including initial
contour, number of iterations.
To address the aforementioned problems, this paper
presents a novel look of LS methods under the view point
of a deep learning approaches, i.e. Recurrent Neural Net-
work (RNN) and Convolutional Neural Networks (Con-
vNet). The classic LS (CLS) segmentation formulation is
now redefined as a recurrent learning framework, named
Recurrent Level Set (RLS), thank to its evolution proper-
ties, i.e. stability and the growth of oscillations in the mod-
els. Compare to CLS method (Chan & Vese, 2001), RLS
is more robust and productive when dealing with images
in the wild thanks to learning ability as shown in Fig. 1a.
The proposed RLS is designed as a trainable system thus
it is easily extended to a fully end-to-end system, named
Contextual RLS (CRLS) to efficiently incorporate with
other deep learning frameworks for handling the seman-
tic segmentation in the wild. Compared to other ConvNet
based segmentation methods (Hariharan et al., 2014; Gir-
shick et al., 2015; Long et al., 2015; Dai et al., 2016), our
proposed fully end-to-end trainable deep networks CRLS
inherits all the merits of the LS model to enrich the object
curvatures and the ConvNet model to encode powerful vi-
sual representation. Indeed, the proposed CRLS is able to
learn both object contours via the LS energy minimization
and visual representation via the sharing deep features as
shown in some examples in Fig. 1b.
To the best of our knowledge, this is the first study on for-
mulating LS-based method under a learnable framework.
The contribution of our work can summarized as follows:
(1) bridge the gaps between the pure image processing
variational LS methods and learnable computer vision ap-
proaches; (2) propose a new formulation of curve evolution
under an end-to-end deep learning framework by reform-
ing the optimization process of CLS as a current network,
named RLS; (3) The proposed RLS framework is formed
as a building block which is easily incorporated with other
existing deep modules to provide a robust deep semantic
segmentation, named CRLS.
2. Related Work
2.1. Level Sets based Approaches
The key ideas behind the AC for image segmentation is to
start with an initial guess boundary represented in a form
of closed curves i.e. contours C. The curve is then itera-
tively modified by applying shrink or expansion operations
and moved by image-driven forces to the boundaries of the
desired objects. The entire process is called contour evo-
lution, denoted as ∂C∂t . There are two kinds of AC models,
regarding the LS method with respect to image segmenta-
tion, i.e. edge-based and region-based. Edge-based LS uses
an edge detector to extract the boundaries of sub-regions
(Caselles et al., 1993). However, the edge-based LS suffers
some weaknesses, e.g. sensitivity to noise and some level
of prior knowledge is still required. Region-based LS, or
variational LS, was later proposed to overcome these lim-
itations by measuring the uniformity property within each
subset instead of searching geometrical boundaries. Chan-
Vese’s (CV) model (2001) is one of the most successful
approaches in this category.
To overcome the limitation of CLS being binary-phase seg-
mentation, Samson et al. (2000) associates a LS function
with each image region, and evolves these functions in a
coupled manner. Later, Brox & Weickert (2006) performs
hierarchical segmentation by iteratively splitting previously
obtained regions using the CLS. Lucas (2012) suggested
using a single LS function to perform the LS evolution for
multi-region segmentation. It requires managing multiple
auxiliary LS functions when evolving the contour, so that
no gaps/overlaps are created. Bae & Tai (2009) proposed
to partition an image into multiple regions by a single,
piecewise constant LS function, obtained using either aug-
mented Lagrangian optimization, or graph-cuts. Recently,
Dubrovina et al. (2015) has developed an multi-region seg-
mentation with single LS function. In addition to multi
region segmentation problem, optimization (Huang et al.,
2014; Shen et al., 2014; Zhang et al., 2015), and shape prior
(Le & Savvides, 2016) have been also considered.
2.2. Semantic Segmentation Approaches
Semantic segmentation refers to associating one of the
classes to each pixel in an image. This problem has played
an important role in many research areas and has attracted
numerous studies recently. In recent years, deep learning
techniques have become ubiquitous in semantic segmenta-
tion. One of the first studies to apply ConvNet to seman-
tic segmentation was (Farabet et al., 2013), which stacked
encompassing windows from different scales to serve as
context. Instead, Long et al. (2015) proposed to use fully
connected convolutional networks to utilize model com-
plexity. Shuai et al. (2015) combined parametric and non-
parametric techniques to model global order dependencies
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to provide more information and context. Lately, recurrent
models have started to gain popularity. For example, Pin-
heiro et al. (2014) proposed to pass an input image through
a ConvNet multiple times in sequence i.e.. The output of
the ConvNet is fed into the same ConvNet again. Zheng
et al. (2015) modeled a CRF as a neural network that is
iteratively applied to an input, thereby qualifying as a re-
current model. Inference is done through convergence of
the neural network output to a fixed point. Though these
methods are a form of recurrent models, the capacity to
capture weaker long range dependencies is limited due to
lack of explicit sequence modeling and sole dependence
on filter based modeling. Recently, Pinheiro et al. (2015)
has presented a new approach to robustly segment objects
from given images. In this system, the discriminative Con-
vNet is used to generate object proposals. Given an image
patch, the training objective function includes two tasks,
i.e. class-agnostic segmentation and likelihood of the patch
being centered on a full object. This work and their refined
version (Pinheiro et al., 2016) have achieved the top seg-
mentation performance in the field.
3. Recurrent Level Sets (RLS): Model and
Learning
In this section, we first review the classic Level Set (CLS)
model proposed by Chan-Vese (2001) in Subsec. 3.1. We
then details the proposed Recurrent Level Sets (RLS)
which inherits all the merits of LS and Gate Recurrent Unit
(GRU) (Cho et al., 2014) to formulate a new definition of
curve evolution in Subsec. 3.2. Finally, the learning process
of our RLS model is described in Subsec. 3.3.
3.1. Classic Level Set (CLS) - Revisited
One of the most successful CLS models was proposed by
Chan & Vese (2001). In their model, the energy minimiza-
tion problem is defined as in (1).
min
c1,c2,ϕ
µ
∫
Ω
H(ϕ)dxdy + ν
∫
Ω
δ(ϕ)|∇ϕ|dxdy (1)
+
∫
Ω
(
λ1|I− c1|2H(ϕ) + λ2|I− c2|2(1−H(ϕ))
)
dxdy
where I denotes an input image, C is the
contour and ϕ is the zero LS defined as
C = {(x, y) : ϕ(x, y) = 0},∀(x, y) ∈ Ω, where Ω denotes
the entire domain of an image Ix,y . The parameters
µ, ν, λ1, λ2 are positive parameters. The length and the
area inside the contour, Heaviside function H(·) and its
derivative δ(·) = H ′(·), are defined and regularized as
H(t) =
1
2
(
1 + 2pi tan
−1 ( t

))
, and δ(t) = pi(2+t2) ,
respectively. The average values of the inside and outside
Element-wise product
Weighted connection/input
Forward flow
𝜑𝑡
𝜑0
Input − 𝐈
Output −  𝑦 𝜑𝑡−1
Input − 𝐈
𝑔
𝑟𝑡
𝑜𝑡
𝑥𝑡 𝑧𝑡
𝜑𝑡
1 − 𝑧𝑡 𝑧𝑡
Figure 2. The proposed RLS network for curve updating process
under the sequential evolution and its forward computation of
curve evolution from time t− 1 to time t.
of the contour, c1 and c2, are defined as follows:
c1 =
∫
Ω
Ix,yH(ϕt)dxdy∫
Ω
H(ϕt)dxdy
, c2 =
∫
Ω
Ix,y(1−H(ϕt))dxdy∫
Ω
(1−H(ϕt))dxdy
(2)
Given fixed c1 and c2, the gradient descent respecting to ϕ
∂ϕt
∂t
= δ(ϕt[νκ(ϕt − µ −λ1(I− c1)2 + λ2(I− c2)2]) (3)
where the curvature κ(ϕt) = −div
(
∇ϕt
|∇ϕt|
)
is given by
∂xxϕt∂
2
yϕt − 2∂xϕt∂yϕt∂xyϕt + ∂yyϕt∂2xϕt(
∂2xϕt + ∂2yϕt
)3/2 (4)
where ∂xϕt, ∂yϕt and ∂xxϕt, ∂yyϕt are the first and sec-
ond derivatives of ϕt with respect to x and y directions.
From this point, we redefine the curve updating in a time
series form for the LS function ϕt as in Eqn. (5).
ϕt+1 = ϕt + η
∂ϕt
∂t
(5)
The LS at time t + 1 depends on the previous LS at time t
and the curve evolution ∂ϕt∂t with a learning rate η.
3.2. Recurrent Level Set (RLS) - Proposed
In this section, we take the CLS evolution introduced in
(Chan & Vese, 2001) as an instance to demonstrate the
idea of how to reformulate LS as an end-to-end trainable
recurrent framework, named RLS. However, the proposed
RLS can be applied to reform any LS approach once it suc-
cessfully reforms CLS model because they share similar
properties of curves moving over time. In our proposed
RLS approach, the recurrent units work in the same fash-
ion as GRU. In order to reformulate CLS in a deep learning
framework, we first study how CLS communicates with a
recurrent network.
In the CLS framework, the curve updating is presented in
a time series form as in Eqn. (5). The zero LS function at
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Figure 3. The flowchart of our proposed CRLS for semantic segmentation with three tasks: object detection by Faster R-CNN (Ren
et al., 2015), object segmentation by RLS and classification
time t + 1 depends on the previous zero LS at time t and
the curve evolution ∂ϕ∂t with a learning rate η. Compared
to recurrent network, the curve updating in Eqn.(5) can be
presented as a hidden process under time series. This ad-
vanced relationship gives us a big favor when reforming the
CLS under the recurrent framework.
However, the most difficult part of reformulating CLS as
recurrent network is data configuration. Recurrent network
works on sequence data while both the input and the output
of the CLS approach are single images. The critical ques-
tion is how to generate sequence data from a single image.
Notably, there are two inputs used in CLS. One is an input
image I and the other is an initial LS function ϕ0, updated
using Eqn. (5). The LS function ϕt at time t follows the
curve evolution process defined by Eqn. (3). During the
curve evolution, the input image I is used to compute the
energy force that helps to drive the curve. Based on these
observations, the sequence data xt in our proposed RLS is
generated from the single input image I through a function
g and under the control of zero LS function ϕ as shown in
Eqn. (6). The proposed RLS in folded mode is given in
Fig. 2 (left) where the input of the network is defined as the
same as the CLS model, namely, an input image I and an
initial zero LS function ϕo. The zero LS function is ini-
tialized in a similar fashion as in (Chan & Vese, 2001) via
checkerboard function (See Fig. 2-Left). In our proposed
RLS, the curve evolution from ϕt−1 at time t − 1 to the
next step ϕt at time t is illustrated in Fig.2(right) where ϕt
depends on both ϕt−1 and the input image I.
xt = g(I, ϕt−1) = κ(ϕt−1)− Ug(I− c1)2 + Wg(I− c2)2
(6)
In Eqn. (6), c1 and c2 are average values of inside and out-
side of the contour presented by the zero LS function ϕt
and defined in Eqn. (2). κ denotes the curvature and de-
fined in Eqn. (4). Ug and Wg are two matrices that control
the force inside and outside of the contour.
In our proposed RLS, the zero LS function ϕt is treated as
a vector of activation/hidden units in a recurrent network,
i.e. vectorized zero LS function ϕt. It is updated using the
updated gate zt, the candidate memory content ot and the
previous activation unit ϕt−1 as the rule given in Eqn. (7).
ϕt = zt  ϕt−1 + (1− zt) ot (7)
where  denotes an element-wise multiplication. The up-
date gate zt, which controls how much of the previous
memory content is to be forgotten and how much of the new
memory content is to be added is defined as in Eqn. (8).
zt = σ(Uzxt + Wzϕt−1 + bz) (8)
where σ is a sigmoid function and bz is the update bias.
The RLS, however, does not have any mechanism to con-
trol the degree to which its state is exposed, but exposes the
whole state each time. The new candidate memory content
ot is computed as in Eqn. (9).
ot = tanh(Uoxt + Wo(ϕt−1  rt) + bo) (9)
where bo is the hidden bias. The reset gate rt is computed
similarly to the update gate as in Eqn. (10).
rt = σ(Urxt + Wrϕt−1 + br) (10)
where br is the reset bias. When rt is close to 0 (off), the
reset gate effectively makes the unit act as if it is reading the
first symbol of an input sequence, allowing it to forget the
previously computed state. The output O is computed from
the current hidden states ϕt and then a softmax function
is applied to obtain foreground/background segmentation yˆ
given the input image as follows,
yˆ = softmax(O) = softmax(Vϕt + b) (11)
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where V is weighted matrix between hidden state and out-
put. The proposed RLS model is trained in an end-to-end
framework and its learning processes of the forward pass
and the backward propagation are described as follows.
3.3. RLS Learning
The Back Propagation Through Time method is used to
train the parameter set θ = { Ug , Wg , Uz , Wz , Ur, Wr,
Uo, Wo,V } and propagate error backward through time2 .
We apply RMS-prop (Dauphin et al.) with momentum
ρm = 0.9. This optimizer minimize the following cross
entropy loss function,
L1(yˆ, y, θ) = −
N∑
n=1
K∑
k=1
ynklog(yˆnk) (12)
where N is the number of pixels, K is the number
of classes (K = 2), since we only segment fore-
ground/background. yˆnk is our predictions, and ynk is the
ground truth. Normalized and smoothed gradients of simi-
lar size for all weights are used such that even weights with
small gradients get updated. This also helps to deal with
vanishing gradients. We train our model using a decaying
learning rate starting from η = 10−3 and dividing by half
every 200 epochs asymptotically toward η = 105 for 5000
epochs in total.
We summarize the proposed building block RLS in Algo-
rithm 1.
Algorithm 1 The proposed building block RLS
Input: Given an image I, an initial level set function ϕ0,
time step T , learning rate η, initial parameters θ = (Uz ,
Wz , bz , Ur, Wr, br Uo, Wo, bo, V, bV )
for each epoch do
Set ϕ = ϕ0
for t = 1 : T do
Generate RLS input xt: xt ← g(I, ϕt−1)
Compute update gate zt, reset gate rt and interme-
diate hidden unit h˜t:
zt ← σ(Uzxt + Wzϕt−1 + bz)
rt ← σ(Urxt + Wrϕt−1 + br)
ot ← tanh(Uoxt + Wo (ϕt−1 ◦ rt) + bo)
Update the zero LS ϕt: ϕt ← (1− zt)ot + ztϕt−1
end for
Compute the loss function L: L← −∑n ynlogyˆn
Compute the derivate w.r.t. θ: ∇θ ← ∂L∂θ
Update θ: θ ← θ + η∇θ
end for
2The derivatives of all parameters are detailed in the supple-
mentary material.
4. Contextual Recurrent Level Sets (CRLS):
Model, Inference, and Learning
In this section, we introduce our Contextual Recurrent
Level Sets (CRLS) for semantic object segmentation which
is an extension of our proposed RLS model to address the
multi-instance object segmentation in the wild. The out-
put of our CRLS is multiple values (each value is corre-
sponding to one object class) instead of two values (fore-
ground and background) as in RLS. The entire proposed
CRLS modle is first introduced in Sec.4.1. Inference and
training process are then described in Sec.4.2 and 4.3,
4.1. Model constructing
Our proposed CRLS inherits the merits of RLS and Faster-
RCNN (Ren et al., 2015) for semantic segmentation which
simultaneously performs three tasks, i.e. detection, seg-
mentation and classification in a fully end-to-end trainable
framework as shown in Fig. 3. In the proposed CRLS,
the current task depends on the output of the previous one,
e.g. the segmentation task that separates the foreground out
of the background takes the shared deep features and the
bounding boxes from the earlier detection task as its inputs.
Similarly, the classification task then takes the segmenting
results together the shared deep features as its inputs.
Object detection via Region-based Convolutional Neu-
ral Networks: One of the most important approaches
to the object detection and classification problems is the
generations of Region-based Convolutional Neural Net-
works (R-CNN) methods (Girshick et al., 2015; Girshick,
2015; Ren et al., 2015). Aiming to design a fully end-to-
end trainable framework, we adapt the Region Proposal
Network (RPN) introduced in Faster R-CNN (Ren et al.,
2015) to predict the object bounding boxes and the ob-
jectness scores. By sharing the convolutional features of
a deep VGG-16 network (Simonyan & Zisserman, 2014),
the whole system is able to perform both detection and seg-
mentation computation efficiently. The shared features are
obtained by 13 convolution layers where each convolution
layer is followed by a ReLU layer but only four pooling
layers are placed right after the convolution layer to reduce
the spatial dimension. As shown in Fig. 3, the first section
of CRLS is divided into 5 main components, i.e. conv1,
conv2, conv3, conv4 and conv5, by those pooling layers.
Each component consists of 2 – 3 convolution layers. Then,
the RPN consists of a 3 × 3 convolutional layer reducing
feature dimensions and two consecutive 1×1 convolutional
layers predicting object’s locations and object’s presenting
scores. The location regression is with reference to a series
of pre-defined boxes, or anchors, at each location.
Object segmentation via CRLS: For each predicted box,
we first extract a fixed-size (m ×m) deep feature (conv5)
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via ROI warping layer (Dai et al., 2016) which crops and
warps a region on the feature map into the target size by in-
terpolation. The extracted features are passed through the
proposed RLS together with a randomly initial ϕ0 to gen-
erate a sequence input data xt based on Eqn. (6). The curve
evolution procedure is performed via LS updating process
given in Eqns. (3) and (5). This task outputs a binary mask
as given in Eqn. (11) sized m×m and parameterized by an
m2 dimensional vector, where m = 21.
Object classification via fully-connected network: For
each box candidate, a feature representation is firstly ex-
tracted by RoI-pooling from the shared convolutional fea-
tures inside the box region. Then it is masked by the seg-
menting mask prediction, which pays more attention on the
foreground features. After that the masked feature goes
through two fully-connected layers, resulting a mask-based
feature vector for classification. The mask-based feature
vector is concatenated with another box-based feature vec-
tor to build a joined feature vector. Finally, two fully-
connected layers are attached to the joined feature and each
gives class scores and refined bounding boxes, respectively.
4.2. Inference
Given an image, the top-scored 300 ROIs are first cho-
sen by RPN proposed boxes. Non-maximum suppression
(NMS) with an intersection-over-union (IoU) threshold 0.7
is used to filter out highly overlapping and redundant can-
didates. Then, for each ROIs, we apply our proposed RLS
on top to get its foreground mask. From the ROIs and seg-
menting mask, the category score of each object instance
is predicted via two fully-connected layers followed by a
soft-max layer. Overlapping object instances (IoU ≥ 0.5)
are combined by averaging on a per-pixel basis, weighted
by their classification scores and binarized to form the final
output mask. This post-processing is performed for each
category independently.
4.3. Learning
During training, the share convolutional features are ob-
tained by 13 convolution layers that initialized using the
pre-trained VGG-16 model on ImageNet (Simonyan & Zis-
serman, 2014). An ROI is considered positive if its box IoU
with respect to the nearest ground truth object is larger than
0.5. There are three loss scores assigned for each ROI (1) a
bbox regression loss, (2) softmax segmentation to get fore-
ground mask by our proposed RLS (3) softmax regression
to classify loss over C categories, where C is the number
of classes in the database.
The proposed CRLS semantic segmentation is imple-
mented using Caffe environment (Jia et al., 2014). Training
images are resized to rescale their shorter side to 600 and
use SGD optimization. On PASCAL VOC (Everingham
et al.), we perform 32k and 8k iterations at learning rates
of 0.001 and 0.0001, respectively. On the MSCOCO (Lin
et al., 2014), we perform 180k and 20k iterations at learn-
ing rates of 0.001 and 0.0001, respectively.
5. Experimental Results
We conduct two experiments corresponding to the object
segmentation by the proposed RLS method and the seman-
tic segmentation using the proposed CRLS system. All the
experiments are performed on a system of Core i7-5930k
@3.5GHz CPU, 64.00 GB RAM with a single NVIDIA
GTX Titan X GPU.
5.1. RLS Object Segmentation
This section compares our object segmentation RLS
against Chan-Vese’s LS (Chan & Vese, 2001) and a sim-
ple Neural Network (NN) with two fully-connected layers
with a ReLU layer in between (FCN). The input for object
segmentation for all methods is raw pixels of an image to
be segmented. The experiments are validated on synthetic
images, medical images and natural images collected in the
wild. The input images are resized to 64 × 64, thus, the
number of units in fully-connected layers and hidden cell of
GRU is 4096. The synthetic and medical database contain-
ing 720 images are artificially created from (Chan & Vese,
2001; Li et al., 2008) with different kinds of degradation
and various affine transformations. In this dataset, we use
360 images for training and 360 images for testing. Mean-
while, the real images are collected from Weizmann (Alpert
et al., 2007) databases which has 4,700 images augmented
using different kinds of noise and various affine operations
(such as rotation, translation, scale, and flip). In total, we
have about 6000 images for training and testing. We then
split into training and testing set equally.
Fig. 4 shows some segmentation results using the baseline
CLS model (Chan & Vese, 2001) and our RLS on the syn-
thetic, medical and natural databases. The best results from
CLS’s model are given in the second row. The third row
shows our RLS segmentation results. The last row shows
the ground truth. In each instance, the segmentation result
is given as a black/white image. The average F-measure on
the real image test set obtained by CLS model, FCN and
our proposed RLS are reported as in Tables 1 with two sep-
arated groundtruth versions (GT1 and GT2) provided by
two different people. In terms of speed, CLS method con-
sumes 13.5 seconds on average to process one image with
original size whereas RLS takes 0.008 seconds and FCN
takes 0.001 seconds on average testing time to segment an
object. RLS achieves the best segmentation performance in
this experiment on both groundtruth annotated by two dif-
ferent people. From this experiment, we can see that both
NN and RNN can learn and memorize the segmentation
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Figure 4. Object segmentation results using the images from (Li
et al., 2008; Chan & Vese, 2001; Alpert et al., 2007). 1st row: in-
put images, 2nd row: segmentation by CLS (Chan & Vese, 2001),
3rd row: segmentation our RLS, 4st row: groundtruth.
Table 1. Average F-measure (FM) and testing time obtained by
CV’s model, FCN and our proposed RLS with two different
ground truth (GT1 and GT2) across Weizmann database
Methods FM (GT1) FM (GT2) Testing Time
CV 88.51 87.51 13.5(s)
FCN 93.30 93.26 0.001 (s)
RLS (Ours) 99.16 99.17 0.008 (s)
of an object in the given image. The reason why recur-
rent neural network perform the segmentation task better is
that it actually models the curve evolution of LS much bet-
ter and have the ability of fine-tuning the final segmented
shape.
5.2. CRLS Semantic Segmentation
The PASCAL VOC 2012 (Everingham et al.) and the MS
COCO 2014 (Lin et al., 2014) are two commonly used
databases for evaluating semantic segmentation. The PAS-
CAL VOC 2012 training and validation set has 11,530 im-
ages containing 27,450 bounding box annotated objects in
20 categories. The MS COCO training set contains about
80,000 images consisting of ∼ 500, 000 annotated objects
of 80 classes in total. COCO is a more challenging dataset
as it contains objects in a wide range of scales from small
(< 322) to large (> 962) objects.
We demonstrate our proposed approach on PASCAL VOC
2012. We follow the same protocols used in recent papers
(Hariharan et al., 2014; B. Hariharan & Malik, 2015; J. Dai
& Sun, 2015; Dai et al., 2016) for evaluating semantic seg-
mentation. The models are trained on the PASCAL VOC
2012 training set, and evaluated on the validation set. The
end-to-end CRLS network is trained using the ImageNet
pre-trained VGG-16 model. Results are reported on the
metrics commonly used in recent semantic object segmen-
Table 2. Quantitative results and comparisons against existing
CNN-based semantic segmentation methods on on the PASCAL
VOC 2012 validation set.
Methods mAPr@.5 mAPr@.7 Time (s)
SDS (AlexNet) 49.7% 25.3% 48
Hypercolumn 60.0% 40.4% >80
CFM 60.7% 39.6% 32
MNC 63.5% 41.5% 0.36
CRLS (Ours) 66.7% 44.6% 0.54
Table 3. Quantitative results and comparisons against existing
CNN-based semantic segmentation methods on on the MS COCO
2014 database
Methods mAPr@[.5:.95] mAPr@.5
MNC 19.5% 39.7%
CRLS (Ours) 20.5% 40.1%
tation papers (J. Dai & Sun, 2015; Hariharan et al., 2014;
B. Hariharan & Malik, 2015; Dai et al., 2016). We com-
pute the mean average precision (mAPr) (Dai et al., 2016)
to show the segmentation accuracy. It is measured by Inter-
section over Union (IoU) which indicates the intersection-
over-union between the predicted and ground-truth pixels,
averaged over all the classes. In PASCAL VOC, we eval-
uate mAPr with IoU at 0.5 and 0.7. In table 2, we com-
pare our proposed CRLS with existing CNN-based seman-
tic segmentation methods including SDS (Hariharan et al.,
2014), Hypercolumn (B. Hariharan & Malik, 2015), CFM
(J. Dai & Sun, 2015) and MNC (Dai et al., 2016). All the
results of those methods are quoted from paper (Dai et al.,
2016). Using the same testing protocol, our CRLS achieves
higher mAPr at both 0.5 and 0.7 than previous methods
(about 3%). In addition to high segmentation accuracy, the
experimental results also show that our proposed CRLS
gives very efficient testing time (0.54 second per image).
Some examples of multi-instance object segmentation by
our proposed CRLS on PASCAL VOC 2012 database are
shown in Fig. 5.
CRLS on MS COCO Database
Our proposed approach is trained on the MS COCO 2014
80k training images and evaluated on 20k images in the test
set (test-dev). We measure the performance of our method
on two standard metrics which are the mean average pre-
cision (mAPr) using IoU between 0.5 & 0.95 and mAPr
using IoU at 0.5 (as PASCAL VOC metrics) as shown in
Table 3. Our CRLS achieves better results than the previ-
ous method (MNC) on the COCO dataset (noted that we
only compare with their VGG-16 network results).
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Figure 5. Some examples of semantic segmentation on PASCAL VOC 2012 database. Each column has four images: the input image
(1st row), MNC (Dai et al., 2016), our semantic segmentation CRLS (2nd row) and the ground truth (3rd row). (Best viewed in color)
Figure 6. Some examples of semantic segmentation on MS COCO database (validation set). Each column has three images: the input
image (1st row), our CRLS (2nd row) and the ground truth (3rd row). (Best viewed in color)
6. Discussion & Conclusion
This work has built the bridge between the pure image
processing based variational LS methods and the learn-
able deep learning approaches. A novel contour evolution
RLS approach has been proposed by employing GRU un-
der the energy minimization of a variational LS functional.
The learnable RLS model is designed as a building block
that enable RLS easily incorporate into other deep learning
components. Using shared convolutional features, RLS is
extended to contextual RLS (CRLS) which combines de-
tection, segmentation and classification tasks within a uni-
fied deep learning framework to address multi-instance ob-
ject segmentation in the wild.
As we have seen that successfully reformulating the opti-
mization process of classic LS as a recurrent neural net-
work is highly beneficial. In addition to solving the LS-
based segmentation problem, it is worthwhile to attempt
doing the same for other iterative problems. It means our
work not only boosts the classic LS approaches to new level
of deep learning but also provide a novel view of point for
iterative problems that not yet explored.
The experimental results show that the proposed RLS
method outperforms the baseline the Chan-Vese and the
FCN methods on object segmentation task. Furthermore,
the experiments on PASCAL VOC and MSCOCO con-
cludes that the proposed CRLS gives competitive perfor-
mance on semantic segmentation in the real world. To
the best of our knowledge, our proposed fully end-to-end
RLS method and CRLS system are the first Level Set
based methods able to deal with real-world challenging
databases, i.e. PASCAL VOC and MS COCO, with highly
competitive results. Our work potentially provides a vehi-
cle for further studies in level set and iterative problems in
future.
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