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Abstract
In this paper, the stability of functional differential equations (FDE) with impulses is investigated. Some
comparison theorems are given. Several Lyapunov–Razumikhin functions of partial components of the state
variable x, which can be much easier constructed, are used so that the conditions ensuring that stability are
simpler and less restrictive. The results improve and generalize the ones in the literature. An example is also
given to illustrate the importance of our results.
© 2006 Elsevier Inc. All rights reserved.
Keywords: FDE with impulses; Uniform stability; Uniform asymptotic stability; Lyapunov–Razumikhin functions
1. Introduction
It is well known that the method of Lyapunov–Razumikhin functions has been very powerful
and effective in the study of stability for FDE as well as for FDE with impulses [1–3]. However,
we always put all components of the state variable x together into one function V (t, x) and then
impose certain conditions on V (t, x), D+V (t, x) and V (tk, x + Ik(x)) (where tk is impulsive
point) to guarantee the required stability. Unfortunately, to construct such functions is rather
difficult. This restricts the applications of Lyapunov–Razumikhin function method. To overcome
this difficulty, [1] develop a new technique in studying stability of FDE with impulses, in which
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K. Liu, X. Fu / J. Math. Anal. Appl. 328 (2007) 830–841 831the components x1, x2, . . . , xn of x are divided into two groups; correspondingly, two functions
V1(t, x1, . . . , xm) and V2(t, xm+1, . . . , xn) are adopted, then according to the cases of V1  V2
or V1  V2 and V1(t−k ) V2(t
−
k ) or V1(t
−
k ) V2(t
−
k ) certain conditions on D+V1 or D+V2 and
V1(tk) or V2(tk) are imposed to guarantee the required stability. In this way, to construct the
suitable functions is rather easy and the obtained conditions are less restrictive. Furthermore, the
components of x can be actually divided into more groups and correspondingly, more functions
can be adopted. Therefore, this technique is rather flexible.
In this paper, we extend this technique successfully. We establish some comparison theorems
using several Lyapunov–Razumikhin functions of partial components of the state variable x.
Employing these comparison theorems, we obtain several stability theorems. The theorems in [1]
are included as special cases of our results.
In the end, an example is given to illustrate the advantages of the obtained results.
2. Preliminaries
We consider the FDE with impulses{
x′ = f (t, xt ), t = tk,
x(tk) = x
(
t−k
)+ Ik(x(t−k )), k ∈ Z+, (1)
where Z+ is the set of all positive integers, f ∈ C(R+ × PC,Rn), R+ = [0,∞),
PC = PC([−τ,0],Rn), where τ > 0, and PC([−τ,0],Rn) = {ϕ : [−τ,0] → Rn, ϕ(t) is con-
tinuous everywhere except at a finite number of points t¯ at which ϕ(t¯+) and ϕ(t¯−) exist
and ϕ(t¯+) = ϕ(t¯ )}. Ik ∈ C(Rn,Rn) for k ∈ Z+. 0 < t1 < t2 < · · · < tk < tk+1 < · · · with
tk → ∞ as k → ∞ and x′(t) denotes the right-hand derivative of x(t). xt ∈ PC is defined by
xt (s) = x(t + s), −τ  s  0. For ϕ ∈ PC, the norm of ϕ is defined by ‖ϕ‖ = sup−τs0 |ϕ(s)|,
where | · | denotes the norm of vector in Rn.
Throughout this paper, we always assume that f (t, ϕ) satisfies certain conditions to ensure the
global existence and uniqueness of solutions of (1) (cf. [4]). The unique solution of (1) through
(t0, ϕ) ∈ R+ × PC defined on [t0 − τ,∞) is denoted by x(t, t0, ϕ). Furthermore, we assume
f (t,0) ≡ 0 and Ik(0) = 0 so that (1) has solution x(t) ≡ 0, which is called the zero solution.
The function V :R+ × Rm → R+ belongs to V m(·) if
(1) the function V is continuous on [tk−1, tk) × Rm, k ∈ Z+, and V (t,0) ≡ 0;
(2) V (t, x) is locally Lipschitzian in x ∈ Rm;
(3) for each k ∈ Z+, the following limits exist finitely:
lim
(t,y)→(t−k ,x)
V (t, y) = V (t−k , x).
Let V ∈ V m(·), for (t, x) ∈ [tk−1, tk) × Rm, k ∈ Z+, D+V along the solution x(t) of (1) is
defined as
D+V
(
t, x(t)
)= lim
δ→0+
sup
1
δ
[
V
(
t + δ, x(t + δ))− V (t, x(t))].
For any ρ > 0, let PC(ρ) = {ϕ ∈ PC: ‖ϕ‖ < ρ}.
Let
K0 =
{
a(u) ∈ C[R+,R+], increasing, a(0) = 0},
K1 =
{
a(u) ∈ K0, strictly increasing, a(u) u
}
.
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(1) uniformly stable, if for any t0 ∈ R+ and ε > 0, there exists δ = δ(ε) > 0 such that ϕ ∈ PC(δ)
implies |x(t, t0, ϕ)| < ε, t  t0.
(2) uniformly asymptotically stable, if it is uniformly stable and there exists δ > 0 such that for
any ε > 0 there is T = T (ε) > 0 such that ϕ ∈ PC(δ) implies |x(t, t0, ϕ)| < ε for t  t0 + T .
In the following we will split x = (x1, x2, . . . , xn)T into several vectors, say, (x(1)1 , . . . , x(1)n1 )T ,
(x
(2)
1 , . . . , x
(2)
n2 )
T , . . . , (x
(m)
1 , . . . , x
(m)
nm )
T such that n1 + n2 + · · · + nm = n and
x = (x(1)1 , . . . , x(1)n1 , x(2)1 , . . . , x(2)n2 , . . . , x(m)1 , . . . , x(m)nm )T .
For the sake of convenience, we denote
x(j) = (x(j)1 , . . . , x(j)nj ), j = 1,2, . . . ,m, and x = (x(1), x(2), . . . , x(m))T .
Note the order of components in x(j) is not necessarily the same as in x.
Let∣∣x(j)∣∣= max
1knj
∣∣x(j)k ∣∣, j = 1,2, . . . ,m,
and thus
|x| = max
1jm
∣∣x(j)∣∣.
3. Main results
For the sake of simplicity, we start with the case of m = 2 and first establish the following
comparison theorem on uniform stability.
Theorem 1. Suppose there exist V1(t, x(1)) ∈ V n1(·) and V2(t, x(2)) ∈ V n2(·), n = n1 + n2, such
that
(i) aj (|x(j)|) Vj (t, x(j)) bj (|x(j)|), aj , bj ∈ K0, j = 1,2;
(ii) when V1(t) V2(t), there holds
D+V1(t) g
(
t, V1(t)
)
if V1(t) V1(s), t − τ  s  t;
when V1(t) V2(t), there holds
D+V2(t) g
(
t, V2(t)
)
if V2(t) V2(s), t − τ  s  t,
where Vj (t) = Vj (t, x(j)(t)), j = 1,2, x(t) = (x(1)(t), x(2)(t)) is the solution of (1) and
g :R+ × R+ → R+ is continuous, g(t, ·) ∈ K0 for each t ;
(iii) for all k ∈ Z+, when V1(t−k ) V2(t−k ), there holds
max
{
V1(tk),V2(tk)
}
Gk
(
V1
(
t−k
));
when V1(t−k ) V2(t
−
k ), there holds
max
{
V1(tk),V2(tk)
}
Gk
(
V2
(
t−k
))
,
where Gk ∈ K1;
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y′ = g(t, y), t = tk,
y(tk) = Gk
(
y
(
t−k
))
, k ∈ Z+, (2)
is uniformly stable.
Then (1) is uniformly stable.
Proof. Let t0 ∈ R+ be given. Without loss of generality, we assume that t0 < tk , k ∈ Z+. Suppose
x(t) = x(t, t0, ϕ) is the solution of (1). Define a function V (t) as follows:
V (t) =
{
V1(t), V1(t) V2(t),
V2(t), V2(t) V1(t).
(3)
We point out first that for any t  t0 − τ ,[
a1
(∣∣x(1)(t)∣∣)+ a2(∣∣x(2)(t)∣∣)]/2 V (t) b1(∣∣x(1)(t)∣∣)+ b2(∣∣x(2)(t)∣∣). (4)
In fact, if V1(t) V2(t), then by (3) and assumption (i),
V (t) = V1(t)
[
V1(t) + V2(t)
]
/2
[
a1
(∣∣x(1)(t)∣∣)+ a2(∣∣x(2)(t)∣∣)]/2.
Whereas if V1(t) V2(t), then
V (t) = V2(t)
[
V1(t) + V2(t)
]
/2
[
a1
(∣∣x(1)(t)∣∣)+ a2(∣∣x(2)(t)∣∣)]/2.
It is obvious that
V (t) V1(t) + V2(t) b1
(∣∣x(1)(t)∣∣)+ b2(∣∣x(2)(t)∣∣).
Next, we claim that, for t  t0,
D+V (t) g
(
t, V (t)
)
if V (t) V (s), t − τ  s  t, t = tk,
V (tk)Gk
(
V
(
t−k
))
, k ∈ Z+. (5)
In fact, suppose V1(t0)  V2(t0) and there exists r1 > t0, V1(t)  V2(t), t ∈ [t0, r1). By (3), we
get V (t) = V1(t) for t ∈ [t0, r1).
Case 1. If t = tk for some k ∈ Z+, then by (iii) V (tk) = V1(tk)Gk(V (t−k )).
Case 2. t is not a time of impulse effect and V (t) V (s), t −τ  s  t . Then if V1(s) V2(s)
we have V (s) = V2(s). Clearly, V (s) V (t) implies V1(s) V2(s) = V (s) V (t) = V1(t).
If V1(s)  V2(s) we have V (s) = V1(s). Obviously, V (s)  V (t) implies V1(s) = V (s) 
V (t) = V1(t). In conclude, V (s)  V (t), t − τ  s  t , t = tk , implies V1(s)  V1(t), t − τ 
s  t , t = tk . So by (ii) we have D+V (t) = D+V1(t) g(t,V (t)).
If r1 = ∞ we arrive at the assertion that (5) is true for all t  t0. Otherwise there exists r2  r1
such that V1(t) V2(t), t ∈ [r1, r2). When r1 = ti for some i ∈ Z+ we have V1(t−i ) V2(t−i ) and
V1(ti) V2(ti). In this case, by (iii) we have V (ti)Gi(V1(t−i )) = Gi(V (t−i )). When r1 = ti ,
we set V (t) = V2(t) for t ∈ [r1, r2).
Case 1. If t = tk for some k ∈ Z+, then by (iii) V (tk) = V2(tk)Gk(V (t−k )).
Case 2. t is not a time of impulse effect and V (t) V (s), t −τ  s  t . Then if V2(s) V1(s)
we have V (s) = V1(s). Clearly, V (s) V (t) implies V2(s) V1(s) = V (s) V (t) = V2(t).
If V2(s)  V1(s) we have V (s) = V2(s). Obviously, V (s)  V (t) implies V2(s) = V (s) 
V (t) = V2(t). In conclude, V (s)  V (t), t − τ  s  t , t = tk , implies V2(s)  V2(t), t − τ 
s  t , t = tk . So by (ii) we have D+V (t) = D+V2(t) g(t,V (t)).
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assertion that (5) is valid for all t  t0. As for the case of V1(t) V2(t) for t ∈ [t0, r1), the process
is similar and we omit it.
We are now in a position to show the uniform stability of (1).
Let y(t) = y(t, t0, y0) (y0 > 0) be the maximal solution of (2). Choose δ > 0 such that
b1(δ) + b2(δ) < y0.
We shall prove that, if ‖ϕ‖ < δ,
V (t) < y(t), t  t0. (6)
By (4),
V (t) b1(δ) + b2(δ) < y0, t ∈ [t0 − τ, t0].
Let h0 = b1(δ) + b2(δ), to prove that (6) holds for t ∈ [t0, t1), we prove that
y(t) − V (t) y0 − h0 for t ∈ [t0, t1). (7)
If this is not true, then there exists a solution x(t) = x(t, t0, ϕ) with ‖ϕ‖ < δ and t0  t < t¯ < t1
satisfying
(a) y(t¯ ) − V (t¯ ) < y0 − h0;
(b) V (t) = h0, V (t) V (t + s) for s ∈ [−τ,0], t ∈ [t, t¯ ]; and
(c) V (t) y(t), t ∈ [t, t¯ ].
By (b), (c) and (5), we have
D+V (t) g
(
t, V (t)
)
 g
(
t, y(t)
)= y′(t), t ∈ [t, t¯ ].
Integrating the above inequality from t to t¯ , we get
V (t¯ ) V (t) + y(t¯ ) − y(t) h0 + y(t¯ ) − y0,
which contradicts (a). Let h1 = y0 − h0, by (7),
V (t) y(t) − h1  y(t1) − h1, t ∈ [t0, t1).
Then V (t−1 ) y(t
−
1 ) − h1 < y(t−1 ) and
V (t1)G1
(
V
(
t−1
))
< G1
(
y
(
t−1
))= y(t1).
Next, we prove that
y(t) − V (t) y(t1) − max
{
V (t1), y(t1) − h1
}
.
Otherwise, there exist t1  t ′ < t¯ ′ < t2 satisfying
(a)′ y(t¯ ′) − V (t¯ ′) < y(t1) − max{V (t1), y(t1) − h1};
(b)′ V ( t ′) = max{V (t1), y(t1) − h1}, V (t) V (t + s) for s ∈ [−τ,0], t ∈ [ t ′, t¯ ′]; and
(c)′ V (t) y(t), t ∈ [t ′, t¯ ′].
Using the same proof as for t ∈ [t0, t1), we can get a contradiction. By induction, (6) is correct.
From the uniform stability of the zero solution of (2), given ε > 0, there exists δ¯ = δ¯(ε) > 0
such that
y(t) < min
{
a1(ε)/2, a2(ε)/2
}
provided y0 < δ¯.
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V (t) < min
{
a1(ε)/2, a2(ε)/2
}
provided y0 < δ¯.
Together with (4), we get∣∣x(i)(t)∣∣< ε, t  t0, i = 1,2.
Thus we have |x(t)| < ε, t  t0. The proof is complete. 
From Theorem 1, we have the following corollary which is Theorem 1 in [1].
Corollary 1. Suppose g ≡ 0, Gk(s) = (1 + dk)s for s  0, dk  0 and ∑∞k=1 dk < ∞. Then (1)
is uniformly stable.
The next result is on the uniformly asymptotic stability of (1).
Theorem 2. Suppose there exist V1(t, x(1)) ∈ V n1(·) and V2(t, x(2)) ∈ V n2(·), n = n1 + n2, such
that
(i) aj (|x(j)|) Vj (t, x(j)) bj (|x(j)|), aj , bj ∈ K0, j = 1,2;
(ii) for all k ∈ Z+, when V1(t−k ) V2(t−k ), there holds
max
{
V1(tk),V2(tk)
}
 (1 + dk)V1
(
t−k
)
;
when V1(t−k ) V2(t
−
k ), there holds
max
{
V1(tk),V2(tk)
}
 (1 + dk)V2
(
t−k
)
,
where dk  0,
∑∞
k=1 dk < ∞;
(iii) when V1(t) V2(t), there holds
D+V1(t)−F1
(
t,
∣∣x(1)(t)∣∣)+ g(t)H (V1(t)), P1(V1(t))> V1(s), t − τ  s  t;
when V1(t) V2(t), there holds
D+V2(t)−F2
(
t,
∣∣x(2)(t)∣∣)+ g(t)H (V2(t)), P2(V2(t))> V2(s), t − τ  s  t,
where x(t) = (x(1)(t), x(2)(t)) is the solution of (1), Pi, g :R+ → R+ are continu-
ous, for s > 0, Pi(s) > Ms (i = 1,2), M = ∏∞k=1(1 + dk), ∫∞0 g(t)dt < ∞, H ∈ K0,
Fi :R
+ × R+ → R+ (i = 1,2) are continuous, for α  s  σ > 0, Fi(t, s)ψ(t,α,σ ) > 0,
where ψ(t,α,σ ) is continuous and given β > 0, there exists T˜ = T˜ (β,α,σ ) > 0 such that∫ T +T˜
T
ψ(t, α,σ )dt > (M ′ + 1)β for any T > 0, where M ′ =∑∞k=1 dk ;
(iv) the zero solution y(t) ≡ 0 of{
y′ = g(t)H(y), t = tk,
y(tk) = (1 + dk)y
(
t−k
)
, k ∈ Z+,
is uniformly stable.
Then (1) is uniformly asymptotically stable.
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in the proof of Theorem 1, suppose x(t) = x(t, t0, ϕ) is the solution of (1). If we define V (t)
by (3), then (4) is still valid. Let P(s) = min{P1(s),P2(s)}. Clearly, P(s) is also continuous and
P(s) > Ms for s > 0.
Next we claim that
(a) on any interval where V1(t) V2(t), t = tk , k ∈ Z+, there holds
D+V (t)−F1
(
t,
∣∣x(1)(t)∣∣)+ g(t)H (V (t)) if V (s) < P (V (t)) for s ∈ [t − τ, t];
(8)
(b) on any interval where V1(t) V2(t), t = tk , k ∈ Z+, there holds
D+V (t)−F2
(
t,
∣∣x(2)(t)∣∣)+ g(t)H (V (t)) if V (s) < P (V (t)) for s ∈ [t − τ, t];
(9)
(c) V (tk) (1 + dk)V (t−k ), k ∈ Z+.
In fact, suppose V1(t0)  V2(t0) and there exists r1 > t0, V1(t)  V2(t), t ∈ [t0, r1). By (3), we
get V (t) = V1(t) for t ∈ [t0, r1).
Case 1. If t = tk for some k ∈ Z+, then by (ii) V (tk) = V1(tk) (1 + dk)V (t−k ).
Case 2. t = tk and P(V (t)) > V (s), t − τ  s  t . Then if V1(s)  V2(s) we have
V (s) = V2(s). Clearly, V (s) < P (V (t)) implies V1(s) V2(s) = V (s) < P (V (t)) = P(V1(t)).
If V1(s) V2(s) we have V (s) = V1(s). Obviously, V (s) < P (V (t)) implies V1(s) = V (s) <
P (V (t)) = P(V1(t)). In conclude, V (s) < P (V (t)), t − τ  s  t , t = tk , implies V1(s) <
P (V1(t)), t − τ  s  t , t = tk . So by (iii) we have D+V (t) = D+V1(t)  −F1(t, x(1)(t)) +
g(t)H(V (t)) if V (s) < P (V (t)), s ∈ [t − τ, t].
If r1 = ∞ we arrive at the assertion that (8) is true for all t  t0. Otherwise there exists r2  r1
such that V1(t) V2(t) for t ∈ [r1, r2). When r1 = ti for some i ∈ Z+ we have V1(t−i ) V2(t−i )
and V1(ti) V2(ti). In this case, by (ii) we have V (ti) (1 + di)V1(t−i ) = (1 + di)V (t−i ). When
r1 = ti , we set V (t) = V2(t) for t ∈ [r1, r2). In a similar way, we can show that for t ∈ [r1, r2),
D+V (t)−F2
(
t,
∣∣x(2)(t)∣∣)+ g(t)H (V (t)) if V (s) < P (V (t)) for s ∈ [t − τ, t].
If r2 = ∞ then (9) holds for all t  r1. Otherwise we may continue the above process and
we can see that the interval [t0,∞) can be divided into finite or infinite number of successive
subintervals and on each of them either (8) or (9) holds and (c) is always true. As for the case of
V1(t) V2(t) for t ∈ [t0, r1), the process is similar.
Since Vi(t)  Vi(s), t − τ  s  t (i = 1,2), imply Pi(Vi(t)) > Vi(s), t − τ  s  t , it is
obvious that (1) is uniformly stable by Theorem 1.
Furthermore, we show the uniformly asymptotic stability.
For ε = ε0, we find the corresponding δ0 > 0 such that |x(t, t0, ϕ)| < ε0, V (t)  A 
1
2 min{a1(ε0), a2(ε0)}, ‖ϕ‖ < δ0, t  t0. Given ε > 0 with ε < ε0, let B = max0sA H(s),
ε∗  12 min{a1(ε), a2(ε)}, 0 < d < minM−1ε∗sA{P(s) − Ms} and d < ε∗. Let N = N(ε) be
the smallest positive integer such that A  ε∗ + Nd . Since ∫∞0 g(t)dt < ∞, there must exists
T > 0 such that for t  T , we have B
∫ t
T
g(s)ds < M−1d/6. Next we prove that there exists
T1  T such that
V (T1) < M
−1[ε∗ + (N − 1)d].
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V (t)M−1
[
ε∗ + (N − 1)d].
Therefore,
P
(
V (t)
)
> MV (t) + d  ε∗ + Nd A V (t + s), −τ  s  0.
Let I1 = {t : V1(t) V2(t)}, I2 = {t : V1(t) V2(t)}. Then t ∈ I1 implies
b1
(∣∣x(1)(t)∣∣) V1(t) = V (t) ε∗/M.
Because b1 is increasing, there exists σ1 > 0 such that |x(1)(t)|  σ1, t ∈ I1. Similarly we can
prove that there exists σ2 > 0 such that |x(2)(t)| σ2, t ∈ I2.
Then, by (8) and (9), we obtain
D+V (t)−ψ(t, ε0, σ ) + g(t)H
(
V (t)
)
for t ∈ t  T , σ = min{σ1, σ2}.
From condition (iii), there exists T˜ = T˜ (A, ε0, σ ) > 0 such that
V (T + T˜ ) V (T ) −
T +T˜∫
T
ψ(t, ε0, σ )dt + B
T +T˜∫
T
g(t)dt +
∑
T<tjT +T˜
[
V (tj ) − V
(
t−j
)]
A(1 + M ′) −
T +T˜∫
T
ψ(t, ε0, σ )dt < 0.
This contradicts V (t) 0. So we can choose T1 = T + T˜ .
Next, we claim that
V (t) <
[
ε∗ + (N − 1)d]+ d/2 for t  T1.
Suppose T1 ∈ [tj−1, tj ), we first prove that
V (t) < M−1
[
ε∗ + (N − 1)d]+ M−1d/6 for t ∈ [T1, tj ). (10)
If (10) is not true, there must exist T1 < t¯1 < t¯2 < tj such that
V (t¯1) = M−1
[
ε∗ + (N − 1)d], (11)
V (t¯2) = M−1
[
ε∗ + (N − 1)d]+ M−1d/6 (12)
and
V (t¯1) V (t) V (t¯2), t ∈ [t¯1, t¯2]. (13)
From (11) and (13),
P
(
V (t)
)
> MV (t) + d MV (t¯1) + d = ε∗ + Nd
A V (t + s), −τ  s  0, t¯1  t  t¯2.
Together with (8) and (9), it follows that
V (t¯2) V (t¯1) + B
t¯2∫
¯
g(t)dt < M−1
[
ε∗ + (N − 1)d]+ M−1d/6,t1
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V (tj ) (1 + dj )V
(
t−j
)
 (1 + dj )
{
M−1
[
ε∗ + (N − 1)d]+ M−1d/6}.
Denote μm =
∫ tm+1
tm
g(t)dt , m j . Then μm  0, B
∑∞
m=j μm < M−1d/6. Let {νm}, m j , be
a sequence, satisfying νm > 0,
∑∞
m=j νm < M−1d/6. In a similar way as in the proof of (10), we
can prove that
V (t) < (1 + dj )
{
M−1
[
ε∗ + (N − 1)d]+ M−1d/6}+ Bμj + νj , t ∈ [tj , tj+1).
By induction, we arrive at
V (t) <
l∏
k=j
(1 + dk)
{
M−1
[
ε∗ + (N − 1)d]+ M−1d/6}+
l∏
k=j+1
(1 + dk)(Bμj + νj )
+
l∏
k=j+2
(1 + dk)(Bμj+1 + νj+1) + · · · + (Bμl + νl), t ∈ [tl , tl+1), l  j.
Hence, by the definition of M ,
V (t) < ε∗ + (N − 1)d + d/6 + M
∞∑
k=j
(Bμk + νk)
< ε∗ + (N − 1)d + d/2, t ∈ [T1,∞).
Similarly, we can prove there exists T2 = T1 + Tˆ , Tˆ = max{T˜ , τ }, such that
V (T2) < M
−1[ε∗ + (N − 2)d + d/2],
V (t) < ε∗ + (N − 1)d, t  T2.
By induction, we obtain
V (t) < ε∗, t  T + 2NTˆ ,
which, together with (4) and the definition of ε∗, yields∣∣x(1)(t)∣∣< ε, ∣∣x(2)(t)∣∣< ε, t  T + 2NTˆ .
Thus |x(t)| < ε, t  t0 + T + 2NTˆ . The proof is complete. 
Corollary 2. Suppose Fi(t, s) ≡ ψ(t)wi(s), where ψ :R+ → R+ is continuous, given β > 0,
there exists T˜ = T˜ (β) > 0 such that ∫ T +T˜
T
ψ(t)dt  β for any T > 0; wi :R+ → R+ are con-
tinuous and wi(s) > 0 for s > 0, i = 1,2. The other conditions of Theorem 2 hold. Then (1) is
uniformly asymptotically stable.
Remark. If Fi(t, s) ≡ wi(s), g(t) ≡ 0, Corollary 2 is just Theorem 2 in [1].
Furthermore, we may generalize the ideas behind Theorem 1 and 2 to obtain the following
results.
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(i) aj (|x(j)|) Vj (t, x(j)) bj (|x(j)|), aj , bj ∈ K0, j = 1,2, . . . ,m;
(ii) when Vj (t) = max{Vi(t): 1 i m}, we have
D+Vj (t) g
(
t, Vj (t)
)
if Vj (t) Vj (s), t − τ  s  t,
where Vj (t) = Vj (t, x(j)(t)), j = 1,2, . . . ,m, x(t) = (x(1)(t), x(2)(t), . . . , x(m)(t)) is the
solution of (1) and g :R+ × R+ → R+ is continuous, g(t,0) ≡ 0;
(iii) for all k ∈ Z+, when Vj (t−k ) = max1im{Vi(t−k )}, there holds
max
1im
{
Vi(tk)
}
Gk
(
Vj
(
t−k
))
,
where Gk ∈ K1;
(iv) the zero solution y(t) ≡ 0 of{
y′ = g(t, y), t = tk,
y(tk) = Gk
(
y
(
t−k
))
, k ∈ Z+,
is uniformly stable.
Then (1) is uniformly stable.
Theorem 4. Suppose there exist Vj (t, x(j)) ∈ V nj , j = 1,2, . . . ,m, with ∑mj=1 nj = n such that
(i) aj (|x(j)|) Vj (t, x(j)) bj (|x(j)|), aj , bj ∈ K0, j = 1,2, . . . ,m;
(ii) for all k ∈ Z+, when Vj (t−k ) = max1im{Vi(t−k )}, there holds
max
1im
{
Vi(tk)
}
 (1 + dk)Vj
(
t−k
)
,
where dk  0,
∑∞
k=1 dk < ∞;
(iii) when Vj (t) = max{Vi(t): 1 i m}, there holds
D+Vj (t)−Fj
(
t,
∣∣x(j)(t)∣∣)+ g(t)H (Vj (t)), Pj (Vj (t))> Vj (s), t − τ  s  t,
where x(t) = (x(1)(t), x(2)(t), . . . , x(2)(t)) is the solution of (1), Pj , g :R+ → R+ are con-
tinuous, for s > 0, Pj (s) > Ms (j = 1,2, . . . ,m), M =∏∞k=1(1 + dk), ∫∞0 g(t)dt < ∞,
H ∈ K0, Fj :R+ × R+ → R+, j = 1,2, . . . ,m, are continuous, for α  s  σ > 0,
Fj (t, s)  ψ(t,α,σ ) > 0, where ψ(t,α,σ ) is continuous and given β > 0, there exists
T˜ = T˜ (β,α,σ ) > 0 such that ∫ T +T˜
T
ψ(t, α,σ )dt  (M ′ + 1)β for any T > 0, where
M ′ =∑∞k=1 dk ;
(iv) the zero solution y(t) ≡ 0 of{
y′ = g(t)H(y), t = tk,
y(tk) = (1 + dk)y
(
t−k
)
, k ∈ Z+,
is uniformly stable.
Then (1) is uniformly asymptotically stable.
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Consider the following equations:
⎧⎪⎪⎨
⎪⎪⎩
x′1 = −a1(t)x1(t) + a2(t)x2(t) + b1(t)x1
(
t − r1(t)
)
, t = tk,
x′2 = c1(t)x1(t) − c2(t)x2(t) + b2(t)x2
(
t − r2(t)
)
, t = tk,
x1(tk) = dk1x1
(
t−k
)+ dk2x2(t−k ), k ∈ Z+,
x2(tk) = ek1x1
(
t−k
)+ ek2x2(t−k ), k ∈ Z+,
(14)
where ai, bi, ci, ri (i = 1,2) are continuous functions on R+, 0 < t1 < t2 < · · · < tk < tk+1 < · · ·
and limk→∞ tk = ∞, dki , eki (i = 1,2, k ∈ Z+) are nonnegative constants. Suppose there exists
τ > 0 such that 0 ri(t) τ . Further assume
∣∣b1(t)∣∣+ ∣∣a2(t)∣∣ a1(t) + 11 + t2 ,
∣∣b2(t)∣∣+ ∣∣c1(t)∣∣ c2(t) + 11 + t2 ,
and for k ∈ Z+, there exist dk  0, ∑∞k=1 dk < ∞ such that
max
{
(dk1 + dk2)2, (ek1 + ek2)2
}
 (1 + dk).
If we choose V1(t) = x21/2,V2(t) = x22/2, then the assumption (1) in Theorem 1 is obviously
satisfied. Moreover, when V1(t) V2(t) (i.e., |x1(t)| |x2(t)|), we have
D+V1(t) = −a1(t)x21(t) + a2(t)x1(t)x2(t) + b1(t)x1(t)x1
(
t − r1(t)
)
−[a1(t) − ∣∣a2(t)∣∣− ∣∣b1(t)∣∣]x21(t) 21 + t2 V1(t),
if V1(s) V1(t), s ∈ [t − τ, t] (i.e., |x1(t − r1(t))| |x1(t)|); when V1(t) V2(t) (i.e., |x1(t)|
|x2(t)|), we have
D+V2(t) = c1(t)x1(t)x2(t) − c2(t)x22(t) + b2(t)x2(t)x2
(
t − r2(t)
)
−[c2(t) − ∣∣c1(t)∣∣− ∣∣b2(t)∣∣]x22(t) 21 + t2 V2(t),
if V2(s)  V2(t), s ∈ [t − τ, t] (i.e., |x2(t − r2(t))|  |x2(t)|); therefore, the assumption (ii) in
Theorem 1 is satisfied. For any k ∈ Z+, when V1(t−k ) V2(t−k ), i.e., x21(t−k ) x22(t−k ), we have
V1(tk) = x21(tk)/2 =
(
dk1x1
(
t−k
)+ dk2x2(t−k ))2/2
 (dk1 + dk2)2x21
(
t−k
)
/2 (1 + dk)V1
(
t−k
)
and
V2(tk) = x22(tk)/2 =
(
ek1x1
(
t−k
)+ ek2x2(t−k ))2/2
 (ek1 + ek2)2x21
(
t−k
)
/2 (1 + dk)V1
(
t−k
)
.
When V1(t−k ) V2(t
−
k ), i.e., x
2
1(t
−
k ) x22(t
−
k ), we also have
max
{
V1(tk),V2(tk)
}
 (1 + dk)V2
(
t−k
)
.
Hence, the assumption (iii) in Theorem 1 is also satisfied.
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⎩
y′ = 2
1 + t2 y, t = tk,
y(tk) = (1 + dk)y
(
t−k
)
, k ∈ Z+,
(15)
have solution y(t) =∏t0<tkt (1 + dk)y0e2 arctan t−2 arctan t0 . So the zero solution y(t) ≡ 0 of (15)
is uniformly stable and by Theorem 1 we can conclude the uniform stability of (14).
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