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Abstract—Data summarization that presents a small subset of a dataset to users has been widely applied in numerous applications
and systems. Many datasets are coded with hierarchical terminologies, e.g., the international classification of Diseases-9, Medical
Subject Heading, and Gene Ontology, to name a few. In this paper, we study the problem of selecting a diverse set of k elements to
summarize an input dataset with hierarchical terminologies, and visualize the summary in an ontology structure. We propose an
efficient greedy algorithm to solve the problem with (1− 1/e) ≈ 62%-approximation guarantee. Although this greedy solution achieves
quality-guaranteed answers approximately but it is still not optimal. To tackle the problem optimally, we further develop a dynamic
programming algorithm to obtain optimal answers for graph visualization of log-data using ontology terminologies called OVDO. The
complexity and correctness of OVDO are theoretically analyzed. In addition, we propose a useful optimization technique of tree
reduction to remove useless nodes with zero weights and shrink the tree into a smaller one, which ensures the efficiency acceleration
of OVDO in many real-world applications. Extensive experimental results on real-world datasets show the effectiveness and efficiency
of our proposed approximate and exact algorithms for tree data summarization.
Index Terms—Ontology-based Graph, Data Summarization, Graph Visualization, Top-k diversification.
F
1 INTRODUCTION
Graphs consisting of nodes and edges are commonly used as a vi-
sualization tool for depiction and presentation of complex datasets.
The graph representation offers direct, simplified, intuitive and
human-friendly images to help users understand the overview of
an analyzed dataset [1]. However, graph visualization works only
if the size and complexity of the displayed dataset are within
human cognitive capacity. Given a large dataset that is coded with
hierarchical terminologies, this paper exploits data summarization
techniques to identify the best subset for graph visualization.
In real applications from various domains, a large number of
datasets are coded with hierarchical terminologies. For example, in
biomedicine, log datasets obtained from literature search tools or
electronic health records (EHR) are usually aggregated by events,
such as occurrences of diseases or findings, or entries of search
terms [1], [2]. The events are typically represented by ontology-
based terminologies, such as Gene Ontology1, Disease Ontology2,
the International Classification of Diseases-9 (ICD-9), Medical
Subject Heading (MeSH), and Systematized Nomenclature of
Medicine-Clinical Terms (SNOMED CT). However, users may
have difficulty in understanding the essence of terminologies in
situations where the summary graph contains numerous terminolo-
gies, even with the aid of a good visualization tool. For instance,
as of 2011, SNOMED CT contains more than 311,000 medical
concepts;3 it is impossible to visualize them all in a single graph.
• X. Zhu, X. Huang, B. Choi, J. Xu, W. Cheung, and J. Liu are with the
Department of Computer Science, Hong Kong Baptist University, Hong
Kong, China.
E-mail: {csxlzhu,xinhuang,bchoi,xujl,william,jiming}@comp.hkbu.edu.hk
• Y. Zhang is with the Victoria University, Melbourne, Australia.
E-mail: yanchun.zhang@vu.edu.au
1. http://www.geneontology.org/
2. http://disease-ontology.org
3. https://en.wikipedia.org/wiki/SNOMED CT
a1 a3a2 b1 c3 c4c1 c2r
feq(.)
I
40 102030 1010 10
a1
r
A B C
a3a2
A
b1
c0
c1 c3 c4c2
(A) a tree T and input nodes
with a feq(.) function
(D) our solution kDVO
(C) top-5 frequent nodes
with their ancestors
c0
10103020
a1
A
a3a2 b1
(B) top-5 frequent nodes
a1
A
a3a2 b1
r
B
a1
r
A
b1 c0
VD
Figure 1. A running example
Therefore, designing efficient and effective algorithms for data
summarization and visualization faces significant challenges [1],
[3].
In the aforementioned applications, terminologies with hier-
archical structures are often modeled as trees or directed acyclic
graphs. In this study, we focus on tree structures. For instance,
Figure 1(a) shows one sample example of disease ontology. The
nodes r,A, a1, ... represent disease terminologies. The edges
represent the instance relationship, e.g., (r,A) indicates that A
is an instance of r. In general, the disease (node r) includes
mental health disease (node A), syndrome disease (node B), and
cellular proliferation disease (node C). Furthermore, the diseases
of cellular proliferation (node C) have one instance of cancer
(node c0). In the third level, the types of cancers (node c0) can
be categorized into cells (node c1), organ systems (node c2), and
so on. Given a table of frequencies that record the occurrence of
diseases in a hospital (see the table in Figure 1(a)), one may seek a
summary report that presents a clear structure of frequent diseases.
Obviously, if we show all diseases in the disease ontology,
it is beyond the human cognition ability to distinguish any clear
structure. Thus, we consider how to select a small set of k (e.g.,
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2k = 5) important and representative elements to summarize
the entire dataset. The simplest approach is to pick the most
frequent elements. However, as this approach does not make use
of hierarchical terminologies, we cannot see the inter-relationships
between the selected elements in the resulted summary (see
Figure 1(b)). An improved approach is to also include all the
ancestors of the top-k elements in the terminological structure
(see Figure 1(c)). While this improved approach provides a more
intuitive summary, it still suffers from two drawbacks. First, the
summarization may lack diversity and miss specific but small
groups (e.g., c1, c2, c3, and c4), which might yield limited aspects
and inaccurate summarization for users. Second, similar elements
are not summarized in a high-level concept. Moreover, to show all
ancestors of frequent elements, a large graph might be resulted,
e.g., Figure 1(c) has 7 nodes, which is greater than the given k. In
contrast, Figure 1(d) depicts a better summarization of the input
dataset that describes four types of diseases (including A, a1, b1,
and c0), where element a1 with the highest frequency represents
a large proportion of type-A diseases.
In this paper, we formally study the problem of selecting
a diverse set of elements to summarize an input graph dataset
with hierarchical terminologies. We define the kVDO-problem for
finding a set of k representative elements for graph Visulization
from log-Data using Ontology concepts. This new problem for-
mulation takes into account the representativeness, diversity, and
high-score coverage simultaneously. We provide a novel method
of summarizing large graph datasets by reducing the original
dataset to a manageable size. It intends to depict, highlight, and
distinguish the important nodes and links within the hierarchal
structure. To find high-quality summarized results, we propose
a simple but efficient algorithm GVDO. GVDO is a greedy algo-
rithm based on a well-designed greedy strategy that iteratively add
a representative vertex with the largest summary contribution for
the overall summary score, until the answer has k representative
vertices. The greedy method can achieve at least (1 − 1/e)-
approximation of the optimal answer in terms of our objective
function.
Over the conference version [4] of this manuscript, we further
investigate exact solutions to the problem of selecting summary
vertices for graph visualization. We propose dynamic program-
ming algorithm to achieve optimal answers in Section 6 and tree
reduction technique to accelerate computations in Section 7. The
motivation is that although the existing greedy method GVDO [4]
achieves the quality-guaranteed answers it is still not optimal.
However, finding optimal solution bring significant challenges. A
straightforward implementation of enumerating all possible sum-
mary sets to find best answers may incur expensive computations,
which is inefficient. In fact, there exist exact polynomial-time
algorithms for the tree summarization kVDO-problem. Therefore,
we propose the algorithm OVDO based on dynamic programming
to optimally solve the problem. The general idea is to divide the
kVDO-problem for a tree rooted by r into multiple sub-problems
on subtrees rooted by r’s children nodes. For the selection of
root r, we have two choices of selecting r into answers or not
selecting r into answers. The optimal solution is one of the best
summary score among the above two choices. The above step can
be repeatedly enumerated for each node as a root in a polynomial
time. However, a straightforward implementation of the above dy-
namic programming algorithm may incur expensive computations.
To improve the efficiency, we develop several useful optimization
techniques including the using Knapsack dynamic programming
techniques to tackle the exponential division enumeration, and
reduce the number of all possible states using the closet ancestor.
The time complexity of our dynamic algorithm OVDO takes
O(nhk3) time and O(nhk2) space, where n is the node size
and hight in a tree and k is input parameter. We also theoretically
analyze the correctness of OVDO to achieve optimal answers. To
summarize, we compare GVDO and OVDO here. On one hand,
GVDO finds approximate answers and runs faster than OVDO,
which is more particularly suitable to support zoom in and zoom
out functions for graph visualization in real time. On the other
hand, OVDO achieve optimal solutions taking more time than
GVDO, which is more suitable in the quality-priority applications.
In addition, we observe that a large number of vertices have
zero-weights in the tree, which are regarded as unimportant
vertices. We propose a tree reduction method to delete them and
shrink the whole tree into a small tree. Our OVDO applied on the
reduced tree T ∗ achieves the same optimal solution on the original
tree T , but runs much faster in practice and also in theoretical
analysis for a small number of nodes with non-zero weights.
The efficiency and effectiveness of our proposed algorithms are
validated by extensive experiments on real-world datasets.
To summarize, this paper makes the following contributions:
• We formally study the problem of selecting a diverse set of
elements to summarize an input log-data set with hierarchical
terminologies. We define the kVDO-problem for finding a
set of k elements for graph Visulization from log-Data using
Ontology concepts. This new problem formulation takes
into account the representativeness, diversity, and high-score
coverage simultaneously (Section 3).
• We analyze the formulated objective score function, and
formally prove its monotonicity and submodularity proper-
ties, which offer the prospects for developing efficient and
approximate algorithms (Section 4).
• We provide a novel method of summarizing large log-data by
reducing the original dataset to a manageable size. It intends
to depict, highlight, and distinguish the important nodes and
links within the hierarchal structure. We propose an efficient
algorithm that can achieve at least (1 − 1/e) of the optimal
in terms of our objective function (Section 5).
• We develop an exact algorithm OVDO based on dy-
namic programming to achieve optimal solutions for kVDO-
problem. We further propose several optimization strategies
to implement it in O(nhk3) time for a tree of n nodes with
a height of h. We also analyze the algorithm correctness and
complexity of OVDO (Section 6).
• We propose a tree reduction technique to prune zero-
weighted vertices in the tree. It can significantly reduce
the tree size and generate a small new tree. Based on the
newly generated tree, OVDO are ensured to achieve the same
optimal answers in a faster way. (Section 7).
• We conduct extensive experiments on real-world datasets
to validate the efficiency and effectiveness of our proposed
algorithm (Section 8).
We discuss related work in Section 2, and conclude the paper
in Section 9.
2 RELATED WORK
Work closely related to our paper can be categorized into data
summarization, graph visualization and top-k diversification.
3Data summarization. There exist several studies on data sum-
marization [2], [3], [5], [6], [7], [8], [9], [10], [11]. [3] finds a
set of k high-quality and diverse representatives for a surface,
which does not consider the ontology structure associated with
the data. In [7], a semi-structured framework is developed to
summarize RDF graphs. A novel sketch approach is proposed
by Gou et al. [8] to summarize the graph streams. It takes
linear space and constant update time. Both of these two works
design data structures to store and summarize graphs. Different
from the above studies, our work considers the problem of data
summarization using ontology terminologies, and formulates it as
an optimization problem. Kumar and Efstathopoulos [9] propose
a method of computing utility to summarize and compress graphs.
Liu et al. [10] develops several distributed algorithms for graph
summarization on the Giraph distributed computing framework.
Most of these works use graph compression or subgraph mining
to summarize the whole graph structural information. In addition,
several works study various problems of data summarization on
hierarchical datasets [12], [13], [14], [15], [16]. D. Agarwal et.
al. [12] investigate to summarize data changes in hierarchical
datasets. A dynamic programming based method is proposed to
find similar vertices in multidimensional hierarchies [16]. How-
ever, all these studies focus on the changes between two different
hierarchies. They choose a small-scale set to summarize similar
structure in hierarchical datasets. Differently, our problem selects
a diverse set to summarize important vertices in a hierarchical tree.
Graph visualization. Many works have been carried out on
studying graph visualization [1], [17], [18], [19], [20], [21], [22],
[23], [24]. The problem of graphical visualization using ontology
terminologies is investigated to filter the nodes whose aggregate
frequencies are less than a given threshold [1]. Perseus [17] is a
large-scale graph system developed to enable the comprehensive
analysis of large graphs and allow the user to interactively explore
node behaviors. OPAvion [18] provide scalable and interactive
workflow to accomplish complex graph analysis tasks. Most of
these works [22], [23], [24] design a graph visualization system to
analyze the large scale graphs. Unlike the above graph visualiza-
tion algorithms and systems, we find k representative vertices to
visualize the whole hierarchy.
Top-k diversification. In the literature, a large number of work
studies the diversification of top-k query results [25], [26], [27],
[28], [29], [30], [31], [32]. A comprehensive survey of top-k
query processing can be found in [33]. A general diversified
top-k search problem is defined by Qin et al. [25], which only
considers the similarity of the search results themselves. In [26],
Ranu et al. propose an index structure NB-Index. It can solve the
top-k representative queries on graph databases. [28] finds top-k
maximal cliques which can cover most number of vertices. These
works study the top-k diversification on graph databases, subgraph
queries, and cliques. The key distinction with these existing studies
is that our approach takes a flexible method to find a summary
graph with diversification and visualize it in an ontology structure.
3 PROBLEM STATEMENT
In this section, we define basic notions and formalize our problem.
3.1 Preliminaries
We consider a finite set of n elements, V , where the elements
with inter-relations are organized into a tree-like structure. Let an
undirected and unweighted tree T = (V, E) be rooted at r ∈ V ,
where E = {(v, u) : v, u ∈ V} is the edge set. Tree T contains
n = |V| nodes and n− 1 = |E| edges. For each node v in T , we
respectively denote the ancestors of node v by anc(v) and the set
of descendants of node v by des(v). Note that, we let anc(v) and
des(v) always contain v throughout this paper, i.e., v ∈ anc(v)
and v ∈ des(v). Furthermore, we denote the children of node v
by N−(v). A node with |N−| = 0 is called a leaf node.
Definition 1 (Node Level). Given a tree T rooted at r, the level of
a tree node v ∈ V is the number of hops between v and r, denoted
by l(v).
For example, consider a tree T in Figure 1(a). For node C , the
set of descendants of C is des(C) = {C, c0, c1, c2, c3, c4}, and
the set of ancestors is anc(C) = {r, C}. The level of node C is
l(C) = 1, and the level of node c2 is l(c2) = 3.
Desiderata of a good summarization. Given a tree T = (V, E)
and a finite set of input elements I ⊆ V with a positive real-
valued function feq, our goal, intuitively, is to select a small set
of elements S from V that depicts a good summarization of the
high-score data of I by satisfying the following three criteria:
1. (Diversity) The elements of S should not be very similar;
2. (Small-scale) The size of S is small enough to be visible;
3. (High-score Coverage and Correlation) A summary score
function g(S) that measures the coverage and correlation of
S in input nodes of I is high.
3.2 Summary Score Function
In this subsection, we propose a summary score function g(S)
by formalizing the desiderata of diversity, high-score coverage,
and correlations in a unified way. We first give the definitions of
coverage and correlation below.
Coverage. Given two nodes x, y in tree T , we say x covers y if
and only if x is one ancestor of y, i.e., y ∈ des(x). In the concept
tree T , x covers y, indicating that x is a more general concept than
y. This shows x can be a summary representative of y in a higher
level of concept understanding. For instance, in Figure 1(a), node
c0 covers a set of nodes {c1, c2, c3, c4}, which means c0 can be a
good summary of all concepts in {c1, c2, c3, c4}.
Representative Impact. Based on the definition of coverage, we
define the representative impact as follows.
Definition 2 (Representative Impact). Given two elements x, y
and y ∈ des(x), we define the representative impact of x on the
element y using a function repx :
repx(y) = feq(y) · disx(y)
, where disx : V → R≥0 is the summarized relevance function.
Here, x serves as a candidate representative of y. The summa-
rized impact of x on y is proportional to feq(y), the score of y, and
is discounted by disx(y). Specifically, the summarized relevance
of x achieves the maximum at y = x, and decreases for y further
away from x. Note that, if x does not cover y, i.e., y /∈ des(x),
then disx(y) = 0 and certainly repx(y) = 0. In this paper, we
suggest one natural choice of correlation function
disx(y) =

1
l(y)− l(x) + 1 , if y ∈ des(x)
0, otherwise
(1)
4Notation Description
feq(v) the importance of vertex v
I the set of vertices satisfy feq(v) > 0
anc(v)/des(v) the set of ancestors/descendants of vertex v
N−(v) the set of children of vertex v
l(v) the level of vertex v
dis〈u, v〉 the correlation impact of u on v
rep〈u, v〉 the representative score of u on v
g(S) the summary score of S for all vertices
smyS(v) the summary score of S on the vertex v
4g(x|S) 4g(x|S) = g(S ∪ {x})− g(S)
Tu the subtree rooted with u
Sku the summary set of selecting k vertices in Tu
OVDO(u, k, S) the largest summary score g(Sku ∪ S) in Tu
Y(u, k, S)/N (u, k, S) OVDO(u, k, S) with/without selecting u in Sku
Table 1
Frequently Used Notations
For example, consider the tree T and the frequency function of
elements as feq(·) in Figure 1(a). For nodes B and b1 with the
level l(B) = 1 and l(b1) = 2, the summarized relevance of B on
b1 is disB(b1) = 1/2, and thus representative impact of B on b1
is repB(b1) = feq(b1) ·disB(b1) = 30×1/2 = 15. On the other
hand, the summarized relevance of r on b1 is disr(b1) = 1/3, and
the representative impact repr(b1) = 10 < repB(b1), indicating
that B is a better summarized representative outperforming r,
due to the more specification of B compared to r. Our models
can adopt other settings of disx(y) satisfying the principle of
summarized relevance, and also our proposed techniques can be
easily extended to solve a variant of problems with different
disx(y) functions.
Summary score. Given a set S ⊆ V of representative elements,
we define the summary score of S on an input element y ∈ V ,
denoted by smyS(y), as the maximum impact y among all
individual representatives:
smyS(y) = max
x∈S∩anc(y)
repx(y). (2)
Intuitively, each input element y is to be represented by some
ancestor of y that appears in S (a.k.a. x ∈ S ∩ anc(y)) and has
the maximum summary impact on y. Based on the definition of
summary score, the total summary impact of S on all elements of
I is defined as:
g(S) =
∑
y∈I
smyS(y) =
∑
y∈I
max
x∈S∩anc(y)
(feq(y) · disx(y)). (3)
To recap, the problem of graph Visulization of log-Data using
Ontology concepts (kVDO-problem) studied in this paper can be
formally formulated as follows.
kVDO-problem. Given a tree T = (V, E), a set of input elements
I ⊆ V with a non-negative real-valued function feq, and a number
k > 0, find a set of representatives S ⊆ V , such that S achieves
the maximum score g(S) with |S| = k.
Example 1. We use the example in Figure 1 to illustrate our
kVDO-problem (k = 5) for visualizing the large dataset I in
Figure 1(a) with the summary graph S = {r,A, a1, b1, c0} in
Figure 1(d). For node a1 ∈ I , the best representative of S is a1
and the summary score of S on a1 is smyS(a1) = 40× 1 = 40.
Overall, the summary graph in Figure 1(d) achieves the score of
g(S) = 40 + 50 + 30 + 10 + 30 = 160.
Algorithm 1 GVDO (T , I , k)
Input: A tree T = (V, E), a query I ⊆ V , a number k.
Output: A set of k summary elements S.
1: Let S ← ∅;
2: while |S| < k do
3: x∗ ← argmaxx∈V/S4g(x|S);
4: S ← S ∪ {x∗};
5: return S;
4 PROBLEM ANALYSIS
In this section, we analyze the properties of the objective score
function of our problem.
Monotonity and Submodularity A set function f : 2U → R≥0
is said to be submodular provided for all sets S ⊂ T ⊂ U and
element x ∈ U \ T , f(T ∪ {x})− f(T ) ≤ f(S ∪ {x})− f(S),
i.e., the marginal gain of an element has the so-called “diminishing
returns” property.
Lemma 1. g is monotone, i.e., for all S1, S2 ⊆ V such that
S1 ⊆ S2, we have g(S1) ≤ g(S2).
Proof. Since S1 ⊆ S2, for any element y ∈ I ,
maxx∈S2 disx(y) ≤ maxx∈S1 disx(y), which is trival.
Now, we have g(S2) − g(S1) =
∑
y∈I(maxx∈S2(feq(y) ·
disx(y)))−
∑
y∈I(maxx∈S1(feq(y) ·disx(y))) =
∑
y∈I feq(y) ·
(maxx∈S2 disx(y) − maxx∈S1 disx(y))) ≥ 0. As a result,
g(S1) ≤ g(S2) holds.
Given a summary node x ∈ S , let the set of nodes that take
x as their summary node, denoted by ΦS(x) = {y ∈ des(x) :
smyS(y) = repx(y)}.
Lemma 2. g is submodular.
Proof. Give two sets S ⊂ T ⊂ V and an element x ∈ V \ T , let
T ′ = T ∪ {x} and S′ = S ∪ {x}. We establish the correctness
of Lemma 2 by following three facts below.
First, for any element y ∈ V , smyT (y) ≥ smyS(y) and
smyT ′(y) ≥ smyS′(y) holds. Second, ΦT ′(x) ⊆ ΦS′(x).
Since ∀y ∈ ΦT ′(x), we have repx(y) = smyT ′(y) ≥
smyS′(y) and repx(y) ≤ smyS′(y) for x ∈ S′. As a re-
sult, we obtain repx(y) = smyS′(y) and y ∈ ΦS′(x).
Therefore, ΦT ′(x) ⊆ ΦS′(x) holds. Third, we have g(T ′) −
g(T ) =
∑
y∈V(smyT ′(y)−smyT (y)) =
∑
y∈ΦT ′ (x)(repx(y)−
smyT (y)). Thus, we can obtain g(S
′) − g(S) = ∑y∈ΦS′ (x)
(repx(y) − smyS(y)) ≥
∑
y∈ΦT ′ (x)) (repx(y) − smyS(y)) ≥∑
y∈ΦT ′ (x)) (repx(y)− smyT (y)) = g(T ′)− g(T ). As a result,
g(S′)− g(S) ≥ g(T ′)− g(T ).
In view of the fact that g is monotone and submodular, we
infer that the prospects for developing an efficient approximation
algorithm using greedy strategies are promising.
5 GVDO ALGORITHM
In this section, we present a greedy algorithm that can produce a
solution achieving at least (1− 1/e) ≈ 62% of the optimal score
g(S∗). In the following, we first give the framework of our greedy
algorithm called GVDO. Then, we show its approximation guar-
antee and present several techniques for improving its efficiency.
Finally, we discuss how to use the answer of selected vertices by
GVDO to represent the whole tree T .
5Algorithm 2 Computing 4g(x|S)
Input: A tree T , a query I , a summary set S, a node x ∈ V .
Output: 4g(x|S).
1: S′ ← S ∪ {x};
2: Compute ΦS′(x) = {y ∈ des(x) : smyS′(y) = repx(y)};
3: if anc (x) ∩S 6= ∅ then
4: Let z ∈ S be the nearest ancestor of x;
5: 4g(x|S) =
∑
y∈ΦS′ (x)(repx(y)− repz(y));
6: else
7: 4g(x|S) =
∑
y∈ΦS′ (x) repx(y);
8: return 4g(x|S);
5.1 A Greedy Algorithm GVDO
Marginal gain. We begin with marginal gain. Monotonicity of
function g implies that for any S ⊆ V and x ∈ V , we have
4g(x|S) = g(S ∪ {x}) − g(S) ≥ 0. The term 4g(x|S) is
called the marginal gain of x to the set S. We would like to
add the node with the largest marginal gain into the answer. This
greedy strategy motivates the following algorithm GVDO.
Algorithm overview. GVDO starts out with an empty solution set
S = ∅. In each subsequent iteration, GVDO iteratively adds one
more summary node x∗ to solution S, which grows the answer
set by one. This summary node x∗ is chosen from the remaining
candidate elements V/S such that it achieves the largest marginal
gain, i.e., x∗ ← argmaxx∈V/S4g(x|S). Finally, GVDO re-
turns S after |S| = k. The detailed description is presented in
Algorithm 1.
Computing 4g(x|S). We present an efficient algorithm (Al-
gorithm 2) for computing the marginal gain 4g(x|S). Let
S′ = S ∪ {x}, and Tx be a subtree of T rooted at x (lines 1-
2). The procedure computes ΦS′(x) by performing one traversal
of tree Tx and finding all nodes regarding x as its new sum-
mary node. Afterwards, if we can find the nearest ancestor z
of x in S, i.e. anc(x) ∩ S 6= ∅, and calculate the marginal
gain 4g(x|S) =
∑
y∈ΦS′ (x)(repx(y) − repz(y)); otherwise, if
such an ancestor z does not exist, the algorithm directly returns
4g(x|S) =
∑
y∈ΦS′ (x) repx(y).
Approximation analysis. [34] shows that a greedy algorithm
provides a (1− 1/e)−approximation for maximizing a monotone
submodular set function with cardinality constraint. Our method
GVDO is one instantiation of this algorithm for kVDO-problem.
Theorem 1. Let S be the answer obtained by GVDO, and S∗ be
the optimal answer, g(S) ≥ (1− 1e ) · g(S∗) holds.
Complexity analysis. Assume that the height of tree T is h. A
subtree of T rooted at x ∈ V is denoted as Tx. The computation
of marginal gain4g(x|S) first takes O(|Tx|) time for the subtree
traversal of Tx. Then, it takes O(l(x)) time to find the ancestors
of x. Hence, the computation of 4g(x|S) takes O(|Tx| + l(x))
time in total. At each iteration, Algorithm 1 selects a node with
the maximum marginal gain, which needs to compute 4g(x|S)
for all nodes x in worst. To select a summary vertex, it costs
O(
∑
x∈V |Tx|+
∑
x∈V l(x)) = O(2
∑
x∈V l(x)) ⊆ O(nh). As
a result, the time complexity of Algorithm 1 is O(nhk) time. The
space complexity of Algorithm 1 is O(n).
Step r A B C a1 a2 a3 b1 c0
Step1 65 70 15 18.3 40 20 20 30 30
Step2 33.3 / 15 18.3 20 10 10 30 30
Step3 / / 5 5 20 10 10 20 16.6
Step4 / / 5 5 / 10 10 20 16.6
Step5 / / 5 5 / 10 10 / 16.6
Table 2
The running steps of that GVDO is applied on tree T in Figure 1(a). It
shows the marginal gains4g(x|S) for partial vertices in T .
5.2 Graph Visualization based on Summary Answers
In this section, we discuss how to use the obtained answer S to
summarize the whole tree T in graph visualization. Based on the
obtained k representative vertices, it is ready to generate a small
summary tree for graph visualization. We first create a virtual root
r. We then start from each vertex v ∈ S and add an edge path
between v to the lowest ancestor in S; If such an ancestor does
not exist, we add an edge path between v and the virtual root.
Example 2. We use the tree T in Figure 1(a) to illustrate the
running steps of GVDO algorithm and graph visualization using
summary answers. Suppose that k = 5. We apply Algorithm 1 on
T . Table 2 shows the marginal gains 4g(x|S) of partial vertices
x ∈ V without c1, c2, c3 and c4. At the first step, we calculate
4g(x|S) of all vertices in T and then choose the vertex A with
the largest marginal gain 4g(A|S) = 70 for S = ∅. Next, we
update the 4g(x|S) for remaining vertices and choose the vertex
r with the largest marginal gain 4g(A|S) = 70 for S = {A} at
the second step. Similarly, we select other three vertices a1, b1, c0
as answers and the summary set is S = {A, r, a1, b1, c1}. Finally,
we use five representative vertices S to depict the summarized
graph visualization as shown in Figure 1(D). We connect vertex
a1 to vertex A by adding an edge (A, a1) as A is the lowest
ancestor of a1 in S. Similarly, we connect three vertices A, b1, c1
to root r by adding edges and skip their connections to vertices
B,C that not belong to the answer S.
6 OVDO ALGORITHM
In this section, we introduce an exact algorithm for tree summa-
rization, which finds an optimal answer S∗ of k representative
nodes to achieve the maximum summary impact, i.e., S∗ =
argmaxS⊆V,|S|=k g(S). To this end, we propose a dynamic
programming algorithm OVDO and develop several optimization
techniques to accelerate the search process. Furthermore, we also
analyze the complexity and correctness of OVDO.
6.1 Solution Overview
We first use a toy example to show the limitation of greedy
algorithm GVDO, which is still far from the optimal answer.
Consider the tree T in Figure 2 and assume k = 2. The GVDO
algorithm firstly selects the vertex v2 with the maximum margin of
43 and secondly selects the vertex v4. GVDO generates the answer
S = {v2, v4}, which achieves the summary score g(S) = 64.
However, this answer g(S) = 64 is not optimal. The best answer
is S∗ = {v3, v4} with the summary score g(S∗) = 81. Actually,
after selecting the vertex v4, the marginal gain of v2 is reduced and
the vertex v3 becomes a better selection. To dismiss the limitation
of local optimality by greedy algorithm, we consider an alternative
method of dynamic algorithm in terms of global optimality.
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(c) OVDO answer
Figure 2. A motivation example of comparing different answers between
GVDO and OVDO. For the same tree T in Figure 2(a), GVDO generates
an answer S = {v2, v4} with g(S) = 64 in Figure 2(b), which is worse
than the optimal answer S∗ = {v3, v4} with g(S∗) = 81 in Figure 2(c).
u
v1 v2 vx......
k' k1 k2 kx
S
Tu
Figure 3. A solution overview of OVDO algorithm.
Figure 3 shows an overview framework of our dynamic pro-
gramming algorithm OVDO. As shown in the above example,
although GVDO is an efficient and approximate algorithm, it
cannot find the optimal solution in some cases due to its local
optimality. To find the global optimality, OVDO considers a
subproblem of finding k′ ≤ k representative nodes optimally
in a subtree Tu rooted by a vertex u ∈ des(r) as shown in
Figure 3. Moreover, we consider to have an existing partial answer
S already and combine S with another set Sk
′
u of k
′ nodes to
form a globally optimal answer, i.e., |S ∪ Sk′u | = k. Obviously,
let S = ∅, u = r, and k′ = k, thus this subproblem is the same
as the original kVDO-problem. Thus, the problem is how to find
additional k′ optimal vertices in the subtree with selected set S.
We consider two cases of whether we select vertex u or not. One
on hand, if we select vertex u into the answer S, for each children
node v1, v2..., vx, the sub-problem is how to find additional kx
optimal vertices in the subtrees rooted by vx with an existing
answer S ∪ {u} and ∑ kx ≤ k′ − 1; On the other hand, if we
do not select vertex u into the answer S, for each children node
v1, v2..., vx, the sub-problem is how to find additional kx optimal
vertices in Tx with an existing answer S and
∑
kx ≤ k′. The
optimal answer is the best solution among the above two answers.
6.2 Dynamic Programming Algorithm
In the following, we give the detailed formulations of states, sub-
problems and the algorithm.
State. We begin with a definition of state OVDO(u, k, S) in
dynamic programming. Given a tree T , a vertex u ∈ V , a
number k, and a set of summary vertices S ⊆ V , OVDO(u, k, S)
represents an optimal solution of the kVDO-problem in a tree Tu.
That is selecting the additional k summary vertices Sku from Tu
into S to achieve the largest summary score g(Sku ∪S) in the tree
Tu. Note that Sku ⊆ des(u) and S ∩ des(u) = ∅. An optimal
answer of the kVDO-problem in T is OVDO(r, k, ∅), where r is
the root of T .
Divide a state into sub-problems. For the state OVDO(u, k, S),
we divide it into two sub-problems. For the root vertex u, we
have the choice of two cases: Yes-case and No-case. Generally,
the choice of Yes-case is selecting u into the existing answer S,
denoted as Y(u, k, S); the other choice of No-case is not selecting
u into S, denoted as N (u, k, S). Intuitively, the best answer of
OVDO(u, k, S) should be one between Yes-case and No-case,
i.e.,
OVDO(u, k, S) = max{Y(u, k, S),N (u, k, S)}, (4)
where Y(u, k, S) and N (u, k, S) are respectively shown in Eq. 5
and Eq. 6.
For Y(u, k, S), it adds u into S and has a new summary
set S ∪ {u}. Thus, the summary score for vertex u is obviously
feq(u), as shown in the first term of Eq. 5. In addition, the number
of candidate representative vertices decreases by one, i.e., k − 1.
The optimal solution of Y(u, k, S) needs to explore all possible
assignments of k − 1 representative vertices into the trees rooted
by u′s out-neighbors (a.k.a. children), as shown in the second term
of Eq. 5. Specifically, we have
Y(u, k, S) = feq(u) + max{
∑
x∈N−(u)
OVDO(x, kx, S ∪ {u})}
subject to
∑
x∈N−(u)
kx = k − 1.
(5)
For N (u, k, S), it does not choose u and has an unchanged
summary set S. Thus, the summary score for vertex u by S is
calculated as smyS(u), as shown in the first term of Eq. 6. The
number of candidate representative vertices is still k. The optimal
solution of N (u, k, S) needs to explore all possible assignments
of k representative vertices into the trees rooted by x ∈ N−(u),
as shown in the second term of Eq. 6. Specifically, we have
N (u, k, S) = smyS(u) + max{
∑
x∈N−(u)
OVDO(x, kx, S)}
subject to
∑
x∈N−(u)
kx = k.
(6)
OVDO algorithm. Algorithm 3 implements a dynamic program-
ming algorithm for the kDAG-problem in a directed tree T . The
algorithm computes an optimal summary score g(u, k, S) for the
state OVDO(u, k, S), which is recorded to conveniently use and
avoid recomputing. If g(u, k, S) has been computed before, the
score g(u, k, S) can be directly returned (line 8); Otherwise, it
computes the state OVDO(u, k, S) dynamically (lines 2-7). The
algorithm first checks the number k. If k ≥ 1, it explores to
select k representative vertices in subtree Tu via Eq. 4 (line
3), by invoking two procedures of Y(u, k, S) in Eq. 5 (lines
9-12) and N (u, k, S) in Eq. 6 (lines 13-16); Otherwise, for
k = 0, Algorithm 3 then computes the summary score equals
smyS(u) +
∑
x∈N−(u)OVDO(x, k, S), which is the representa-
tive score smy(S, u) add the sum of the summary score in trees
rooted by u’s children (lines 5-7). Computing OVDO(r, k, ∅) by
Algorithm 3 produces an optimal answer g(r, k, ∅) for T . Note
that Sku is the union of all the selection sets S
kx
x for x ∈ N−(u).
7Algorithm 3 OVDO (u, k, S)
Input: A tree T = (V,E), a query I , a vertex u ∈ V , a number
k, a set of summary vertices S.
Output: An optimal summary score g(u, k, S).
1: if g(u, k, S) has not been computed then
2: if k ≥ 1 then
3: g(u, k, S)← max{Y(u, k, S),N (u, k, S)};
4: else
5: g(u, k, S)← smyS(u);
6: for vertex x ∈ N−(u) do
7: g(u, k, S)← g(u, k, S) + OVDO(x, k, S);
8: return g(u, k, S);
9: procedure Y(u, k, S)
//Yes-case: the answer SY contains u.
10: kY ← k − 1; SY ← S ∪ {u};
11: Enumerate the assignment of kx for all vertices x ∈
N−(u) such that
∑
x∈N−(u) kx = kY to achieve the fol-
lowing optimization via Eq. 5:
OPTY ← max{
∑
x∈N−(u)OVDO(x, kx, SY)};
12: return feq(u) +OPTY ;
13: procedure N (u, k, S)
//No-case: the answer SN contains no u.
14: kN ← k; SN ← S;
15: Enumerate the assignment of kx for all vertices x ∈
N−(u) such that
∑
x∈N−(u) kx = kN to achieve the fol-
lowing optimization via Eq. 6:
OPTN ← max{
∑
x∈N−(u)OVDO(x, kx, SN )};
16: return smyS(u) +OPTN ;
u k S Y(u, k, S) N (u, k, S) OVDO (u, k, S) Sku
v7 0 {v3} / 3 3 ∅
v6 0 {v3} / 3 3 ∅
v5 0 {v3} / 9 9 ∅
v4 1 ∅ 42 0 42 {v4}
v3 1 ∅ 39 9 39 {v3}
v2 2 ∅ 64 81 81 {v3, v4}
v1 2 ∅ 57.5 81 81 {v3, v4}
Table 3
The DP states of OVDO(u, k, S) in Algorithm 3
Example 3. Figure 2(c) shows an example of applying OVDO
algorithm with k = 2 on T in Figure 2(a). Table 3 shows the
value and the selection set of some OVDO state. The max value
of OVDO(v1, 2, ∅) = OVDO(v2, 2, ∅) = OVDO(v3, 1, ∅) +
OVDO(v4, 1, ∅) = (feq(v3) + OVDO(v5, 0, {v3}) + OVDO
(v6, 0, {v3})+OVDO(v7, 0, {v3}))+42 = 24+9+3+3+42 =
81. The selection set S21 = S
2
2 = S
1
3 ∪ S14 = {v3} ∪ {v4} =
{v3, v4}.
6.3 Implementing Optimizations
In this section, we propose several useful optimizations to improve
the efficiency of Algorithm 3. This is because a straightforward
implementation of Algorithm 3 takesO(
∑
v∈V k·#k-assign·#S)
⊆ O(∑v∈V k · k|N−(u)| · (nk)) time. For procedures Y(u, k, S)
and N (u, k, S), it takes O(#k-assign) = O(k|N−(u)|) time to
enumerate the choices of dividing k values into |N−(u)| buckets.
Moreover, for the enumeration of all possible answers S, it takes
O(
(n
k
)
) time. In the following, we optimize the #k-assign and
#S.
Reduce #k-assign by Knapsack Dynamic Programming. We
propose to use Knapsack dynamic programming techniques [35]
to tackle the exponential enumeration in division. We reformulate
the enumeration problem in procedure Y(u, k, S) (line 11 of
Algorithm 3) and N (u, k, S) (line 15 of Algorithm 3) as the
Knapsack problem. Assume that a number k represent the total
capacity. Given a set of vertices N−(u) = {x1, ..., xl}, for each
vertex xi where 1 ≤ i ≤ l, OVDO(xi, kxi , S) represents an
item having an item value of g(xi, kxi , S) and an item volume of
kxi ≤ k. We assume that F (i, k′) is the state that the max value
of the first i items with a total of k′ capacity. The equation of state
transformation is shown as follows.
F (i, k′) = max
0≤j≤k′
(F (i− 1, k′ − j) + OVDO(xi, j, S)).
For initialization, we set F (i, 0) = 0 for 1 ≤ i ≤ l. More-
over, F (l, k) = max{∑x∈N−(u)OVDO(x, kx, S)} with the
constraint
∑
x∈N−(u) kx = k, is the largest summary score for
a subtree rooted by u with parameters S and k. Hence, we can
just enumerate each node xi in the set N−(u) for 1 ≤ i ≤ l and
0 ≤ k′ ≤ k to find the maximum summary impact value. This
method of dynamic programming can reduce the time complexity
from O(k · k|N−(u)|) to O(|N−(u)|k2).
Reduce the number of states. We reduce the number of all
possible answers S in OVDO(u, k, S) from O(
(n
k
)
) to O(h)
where h is the height of T . Given a summary set S and a tree Tu
rooted by u, for each vertex v ∈ Tu, the score of smy(S, v) only
depends on the nearest ancestor of u in S, denoted as nau(S) =
argmin{dist〈v, u〉 : v ∈ anc(u) ∩ S}. There exist at most
|anc(u)| different ancestors. Instead of OVDO(u, k, S), we refor-
mulate the state as OVDO(u, k, nau(S)). This reduces #S from
O(
(n
k
)
) to O(h). Thus, the total number of OVDO(u, k, nau(S))
states is O(nkh).
6.4 Correctness and Complexity
In this section, we prove the correctness of Algorithm 3, which
shows that OVDO always finds an exact optimal solution. More-
over, we analyze the time and space complexity of Algorithm 3.
Correctness analysis. We use the induction idea to prove the
correctness of OVDO algorithm. Consider a subtree Tu rooted
by u, we first assume that the optimal solution of its children
x ∈ N−(u) in the sub-problem is OVDO(x, k, S) and the optimal
selection is denoted by S∗,ku in all the following lemmas. Based on
these lemmas, we can derive the theorem of algorithm correctness.
Lemma 3. Give a subtree Tu rooted by u, a summary set S,
which satisfies S ∩ des(u) = ∅ and a number k, we choose
additional k − 1 summary vertices Sk−1u ⊆ des(u) \ {u}. The
largest summary score is gTu(S ∪ {u} ∪ S∗,k−1u ) = Y(u, k, S).
Proof. Assume S∗,k−1u is the optimal selection of summary
subproblem on a subtree Tu. First, gTu(S ∪ {u} ∪ Sk−1
∗
u ) ≥
Y(u, k, S) due to the optimal answer S∗,k−1u . Next, we decom-
pose the vertex set S∗,k−1u into multiple subsets
⋃
x∈N−(u) S
∗,kx
x
for each children x ∈ N−(u). In this way, gTu(S ∪ {u} ∪
S∗,k−1u ) = feq(u) +
∑
x∈N−(u) gTx(S ∪ {u} ∪ S∗,kxx ) ≤
feq(u) +
∑
x∈N−(u)OVDO(x, kx, S ∪ {u}) ≤ feq(u) +
max{∑x∈N−(u)OVDO(x, kx, S ∪ {u})} = Y(u, k, S). Thus,
gTu(S ∪ {u} ∪ S∗,k−1u ) = Y(u, k, S) holds.
8Lemma 4. Give a subtree Tu rooted by u, a summary set S, which
satisfies S ∩ des(u) = ∅ and a number k, we choose additional k
summary vertices Sku ⊆ des(u)\{u}. The largest summary score
is gTu(S ∪ Sk
∗
u ) = N (u, k, S).
Proof. Assume S∗,ku is the optimal selection of summary
subproblem on a subtree Tu. First, gTu(S ∪ S∗,ku ) ≥
N (u, k, S) due to the optimal answer S∗,ku . Next, we
decompose the vertex set S∗,ku into multiple subsets⋃
x∈N−(u) S
∗,kx
x . for each children x ∈ N−(u). As a result,
gTu(S ∪ S∗,ku ) = smyS(u) +
∑
x∈N−(u) gTx(S ∪ S∗,kxx ) ≤
smyS(u) +
∑
x∈N−(u)OVDO(x, kx, S) ≤ smyS(u) +
max{∑x∈N−(u)OVDO(x, kx, S)} = N (u, k, S). Overall,
gTu(S ∪ S∗,ku ) = N (u, k, S) holds.
In the following, we prove the initialization cases of gTu(S ∪
Sku) = OVDO(u, k, S) for leaf nodes u with k = 0 and k = 1.
Lemma 5. Give a subtree Tu rooted by a leaf node u, a summary
set S, which satisfies S ∩ des(u) = ∅ and a number k ≤ 1, we
choose additional k summary vertices Sku ⊆ des(u). The largest
summary score is gTu(S ∪ S∗,ku ) = OVDO(u, k, S).
Proof. We consider two cases of k = 0 and k = 1. For k = 1,
gTu(S ∪ S∗,ku ) = gTu(S ∪ {u}) = feq(u) = OVDO(u, k, S);
For k = 0, gTu(S ∪ S∗,ku ) = gTu(S) = smyS(u) =
OVDO(u, k, S). Therefore, gTu(S ∪ S∗,ku ) = OVDO(u, k, S)
holds for leaf node u with k = 1 and k = 0.
Theorem 2. Give a tree T rooted by r and a number k, we choose
k summary vertices Skr by algorithm 3. The largest summary score
is g(S∗,kr ) = OVDO(r, k, ∅).
Proof. Based on Eq. 4, Lemma 3 and Lemma 4, we obtain
OVDO(u, k, S) = max{Y(u, k, S),N (u, k, S)} = gTu(S ∪
S∗,ku ). In addition, based on the induction idea and exact ini-
tialization cases in Lemma 5, our answer of OVDO(r, k, ∅) =
g(∅ ∪ S∗,kr ) = g(S∗,kr ) is the optimal solution.
Complexity analysis. The total number of states is O(nhk)
where h is the height of T and the transfer equation takes
|N−(u)| ·k2. So, the time complexity of OVDO in Algorithm 3 is
O(
∑
u∈V |N−(u)|·k3 ·h)⊆ O(nhk3). If T is a complete binary
tree with a height of h ∈ O(log n), it takes O(n log nk3) time.
Moreover, each state takes O(k) memory to store the selected set,
so the space complexity is O(nhk2).
7 TREE REDUCTION FOR FAST SUMMARIZATION
In this section, we propose a tree reduction method Vtree to
accelerate summarization process and achieve optimal answers.
Vtree removes the useless nodes from tree T and generate a small
tree T ∗ with |T ∗| ≤ |T |. We also analyze the correctness and
complexity of Vtree.
Overview. We observe that there exist several vertices could not
be answer candidates. We could remove useless vertices from tree
T based on the important vertices with non-zero weights in the
query I . Specifically, those useless vertices satisfy two conditions
at the same time. First, each useless vertex u has zero weights,
i.e., feq(u) = 0. Second, each useless vertex u is not a lowest
common ancestor for any vertex subset I ′ ⊆ I . In this way,
we can remove all these useless vertices from T and generate a
new tree T ∗(V ∗, E∗), which significantly reduces the size of tree
T (V,E). In many real applications, a large number of vertices
have zero-weights in tree datasets as shown in Section 8.
To understand the correctness of our removal strategy, we show
that Algorithm 3 achieves the same answers S∗ on original tree
T and reduced tree T ∗. In other words, the useless vertices that
are removed based on the above two conditions, do not appear
in the answer S∗. Let us consider a deleted vertex v ∈ V and
v /∈ V ∗. First, there exists another vertex u ∈ V ∗ no worse than v
for the summary answers. Alternatively, the representative impact
score of u is no less than the representative impact score of v
with regard to any vertex x ∈ des(v), i.e., repu(x) ≥ repv(x).
The rational reasons are as follows. Assume that an non-empty set
I ′ = I ∩des(v) and u = LCA(I ′) ∈ V ∗. Based on u is the least
common ancestor, v is an ancestor of u, so repu(x) ≥ repv(x) for
each x ∈ I ′. Hence, in whatever cases, u is a better choice than
v in the subtree Tv . Next, we analyze the correctness of OVDO
algorithm in the new tree T ∗. For each vertex v /∈ V ∗, it can be
replaced by a better vertex u ∈ V ∗. Thus, it wouldn’t be selected
as an answer in sub-problems by OVDO. Thus, OVDO finds the
optimal answers in T ∗ as in T .
However, identifying all Lowest Common Ancestors (LCA)
[36] of any vertex subset I ′ ⊆ I , is very time consuming. Given
three vertices x, y, z, we denote LCA(x, y, z) and LCA(x, y) by
the LCAs of vertices {x, y, z} and {x, y} respectively. We use the
preorder traversal (Euler tour [36]) of a tree to optimize the Vtree
algorithm. Similar as preorder traversal in a binary tree, preorder
traversal in general tree traverses root firstly and then traverses the
children from left to right. In the preorder traversal, we call u is
before v if a vertex u is traversed before v, denoted by u < v. We
also define a sequenced list of vertices P = {v1, v2, ..., v|I||vi ∈
I} sorted by the preorder traversal. Based on the preorder ranking
of vertices, we introduce the following lemma.
Lemma 6. For ∀x, y, z ∈ V , if x < y < z, we have one and only
one of two following cases: either LCA(x, y, z) = LCA(x, z) =
LCA(x, y) or LCA(x, y, z) = LCA(x, z) = LCA(y, z) holds.
Proof. The proof can be similarly done as [36].
Based on the Lemma 6, for each subset I ′ ⊆ I , the LCA(I ′)
equals the LCA of the first vertex v′1 and last vertex v
′
|I′| in
the ordered set PI′ , i.e. LCA(I ′) = LCA(v′1, v′|I′|). It also
equals the LCA of two neighbor vertices in ordered set PI ,
i.e. LCA(v′1, v
′
|I′|) ∈ {LCA(v1, v2), ..., LCA(v|I|−1, v|I|)}. So,
instead of finding all the LCAs of each subset of I , we can only
identify the LCAs of two neighbor vertices in the ordered set P . It
reduces the number of LCA calculations from O(2|I|) to O(|I|).
Thanks to it, we get the upper bound of the size of T ∗ as follows.
Theorem 3. The tree size of T ∗ is |V ∗| ≤ 2|I|+ 1.
Proof. Based on the optimization, the number of additional ver-
tices is not greater than |I|. So, |V ∗| ≤ |I ∪ {r}| + |I| =
2|I|+ 1.
Vtree Algorithm. Algorithm 4 shows the pseudo code of tree
reduction method. First, we collect all vertices with positive
weights and the root r into a set V ∗ = I ∪ {r} (line 1). Then, we
apply preorder traversal on the tree T by depth-first search (DFS)
and sort vertices in the set I(lines 2-3). Next, we construct a tree
T ∗ consisted of vertices in V ∗. For a vertex u with feq(u) = 0,
u can be added into T ∗, only when u is the LCA of two neighbor
vertices in preorder I (lines 4-5). Finally, we add edges between
9Algorithm 4 Vtree
Input: A tree T = (V,E), a query I .
Output: A reduced tree T ∗ = (V ∗, E∗).
1: V ∗ ← I ∪ {r};
2: Apply the preorder traversal on tree T [36];
3: Obtain a sequenced list of vertices P = {vi ∈ I} where vi
is visited earlier than vj in preorder traversal for i ≤ j;
4: for i← 1 to |I| − 1 do
5: V ∗ ← V ∗ ∪ {LCA(vi, vi+1)} ;
6: T ∗ = (V ∗, connect(V ∗, T ));
7: return T ∗
v1
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v6
(a) Tree T
v1
v2 v3
v4
v7 v8
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v9
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(b) v1, v2 are LCA of I
v1
v2
v7 v9
v6
1
2 2
2
(c) A new tree T ∗
Figure 4. An example of tree reduction on T with I = {v6, v7, v9}. A
new tree T ∗ reduced from T is shown in Figure 4(c).
the nodes in V ∗. We assign an edge weight between u and v as
|l(u)− l(v)| in T (line 6).
Example 4. Consider the tree T shown in Figure 4(a). The
gray nodes have non-zero weights and belong to the query set
I , i.e., v7, v9, v6. On the other hand, the white nodes have zero
weights, e.g., v1, v2, and so on. We apply the Vtree algorithm
and the important steps are shown in Figure 4. The algorithm
gets all the LCA of the nodes following preorder traversal v7, v9,
and v6. Thus, we consider two pairs of nodes, i.e., (v7, v9) and
(v9, v6). First, it identifies the LCA of v7 and v9 as v2, i.e.,
LCA(v7, v9) = v2, and then identifies LCA(v9, v6) = v1, which
are colored in gray in Figure 4(b). Next, Vtree removes from tree
T all nodes that have zero-weights and are not identified as the
qualified LCAs. It adds edges between the remaining nodes in
the new tree T ∗ and assign the corresponding edge weights in
Figure 4(c). The weight between v2 and v7 is w(v2, v7) = 2, due
to the level difference between v2 and v7 is 2 in the original tree
T in Figure 4(a).
Complexity analysis. Based on [36], each LCA calculation takes
O(log h) and O(n log h) index space. Thus, the Vtree in Algo-
rithm 4 takes O(|I| log h) time and O(n log h) space. Based on
theorem 3, the size of new tree T ∗ is |V ∗| ≤ 2|I|+ 1 ⊆ O(|I|).
As a result, OVDO takes O(|I|hk3 + |I| log h) ⊆ O(|I|hk3)
time and O(|I|hk2 + n log h) space. Note that OVDO applied
on the reduced tree T ∗ achieves the same optimal solution on the
original tree T , but runs much faster due to a smaller tree with
|I| ≤ n.
8 EXPERIMENTS
In this section, we conducted extensive experiments to evaluate
the performance of our proposed methods. All algorithms are
implemented in C++. All the experiments are conducted on a
Linux Server with Intel Xeon X5650 (2.67 GHz) and 32GB main
memory.
Name n |I| Height
LATT 4,226 960 22
LNUR 4,226 771 22
ANIM 15,135 4,350 11
IMAGE 73,298 5,000 20
Table 4
The statistics of tree datasets.
Datasets. We use four real-world datasets of tree T containing
hierarchical terminologies. LATT and LNUR are extracted from
the Medical Entity Dictionary (MED) [1]. The tree contains 4,226
nodes. In addition, we use two datasets of I , where the dataset
LATT contains the information about how physicians query online
knowledge resources, and the other dataset LNUR contains the
query information of nurses. These two datasets contain 960
records and 771 records, respectively. Each record consists of a
MED term with a frequency count of its occurrence in the log file.
The third dataset, ANIM, is extracted from the ”Anime” catalog
in Wikipedia [37]. The 15,135 vertices represent the animation
websites or superior categories. The weight of each vertex is the
number of page-views in one month. The last dataset, IMAGE,
is extracted from the Image-net [38]. Each synset tag represents
a vertex, whose id is given in the wnid attribute of the tag. We
choose 5,000 random catalogs containing images as the set I . The
frequency of each catalog is the number of images in the catalog.
Methods Compared. To evaluate the effectiveness of our mod-
elling problem kVDO, we evaluate and compare three approaches
– FEQ, AGG, and CAGG. Here, FEQ is a baseline approach,
which selects k nodes with the highest frequencies [1]. The
algorithm AGG picks a set of k nodes with the highest aggregate
frequencies, where the aggregate frequency of a node x is defined
as AF (v) =
∑
y∈des(x) feq(y). CAGG is a variant method of
AGG using another metric of contribution ratio. For a node x, the
contribution ratio of x is defined by R(v) = AF (x)AF (y) where y is the
parent of x. Given a ratio threshold θ, CAGG selects the k nodes
that have the highest aggregate frequencies and the contribution
ratio no less than θ. We set θ = 0.4 by following [1].
Furthermore, we evaluate the effectiveness and efficiency of
our algorithms GVDO (Algorithm 1) and OVDO (Algorithm 3),
which respectively solve kVDO-problem approximately and op-
timally. We compare them with Baseline greedy method and
Brute-Force. Baseline greedy method gets the same solution as
GVDO, and Brute-Force achieves the same answer as OVDO.
Furthermore, Baseline takes O(n2) time to compute 4g(x|S).
The time complexity of Baseline is O(n3k). Brute-Force takes
the exponential time w.r.t. the size of tree |T | and parameter k.
Evaluation Metrics. To evaluate the quality of summary result
S found by all models, we use three metrics: closeness distance
CD(I, S), average level difference ALD(I, S) and weighted
coverage WC(I, S).
First, the closeness distance CD(I, S) is defined as the sum
of weighted distance between S to I , denoted by
CD(I, S) =
∑
y∈I
min
x∈S
distT (x, y) · feq(y),
where distT (x, y) is the number of edges connecting x and y in
tree T . The smaller is CD(I, S), the better is the summary.
Second, the average level difference ALD(I, S) is defined as
weighted average level difference between representative vertex
10
 0
 500
 1000
 1500
 2000
 2500
 3000
10 30 50 70 90
C
lo
s
e
n
e
s
s
 D
is
ta
n
c
e
k
kVDO
FEQ
AGG
CAGG
(a) LATT
 0
 500
 1000
 1500
 2000
 2500
 3000
10 30 50 70 90
C
lo
s
e
n
e
s
s
 D
is
ta
n
c
e
k
kVDO
FEQ
AGG
CAGG
(b) LNUR
 60000
 80000
 100000
 120000
 140000
 160000
 180000
 200000
10 30 50 70 90
C
lo
s
e
n
e
s
s
 D
is
ta
n
c
e
k
kVDO
FEQ
AGG
CAGG
(c) ANIM
 8×10
6
 1×10
7
 1.2×10
7
 1.4×10
7
 1.6×10
7
 1.8×10
7
 2×10
7
10 30 50 70 90
C
lo
s
e
n
e
s
s
 D
is
ta
n
c
e
k
kVDO
FEQ
AGG
CAGG
(d) IMAGE
Figure 5. Closeness distance of all models on real-world datasets.
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Figure 6. Average level difference of all models on real-world datasets.
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Figure 7. Weighted coverage of all models on real-world datasets.
and represented vertex, denoted by
ALD(I, S) =
∑
y∈I minx∈S∩anc(y)(l(y)− l(x)) · feq(y)∑
y∈I feq(y)
.
Note that we consider minx∈∅(l(y)− l(x)) = l(y). The smaller
is ALD(I, S), the better is the summary.
Third, the weighted coverage WC(I, S) is defined as the total
weight of the vertices within summary set S or their children,
denoted by
WC(I, S) =
∑
x∈I∩C(S)
feq(x),
where C(S) = S ∪ ⋃x∈S N−(x). The larger is WC(I, S), the
better is the summary.
To evaluate the effectiveness of algorithms, we use summary
score g(S) and the larger is g(S), the better is the solution.
Furthermore, to evaluate the effectiveness of algorithms, we report
the running time and the smaller is the value, the better is the
efficiency. Note that we treat the running time as infinite if the
algorithm run exceeds 3 hours.
8.1 Effectiveness Evaluation
EXP-1: Quality comparison of different modelling problems.
Figures 5, 6 and 7 show the closeness distance, average level
difference and weighted coverage on all real-world datasets by
four different models kVDO, FEQ, AGG and CAGG. Note that
we use OVDO algorithm in kVDO model which achieves the
optimal solution. The size of summary set k varies from 10
to 90. All models achieve smaller closeness distance, average
Datasets LATT LNUR ANIM IMAGE
GVDO 4,071 5,048 18,628 542,872
OVDO 4,111 5,048 18,786 546,368
Table 5
Summary scores of GVDO and OVDO, here k = 25
Datasets LATT LNUR ANIM IMAGE
|T | 4,226 4,226 15,135 73,298
|I| 960 771 4,350 5,000
|T ∗| 1,233 994 4,373 6,402
Table 6
The size of new tree T ∗ reduced by Vtree.
level difference and larger weighted coverage with the increased
k. Our model kVDO is a clear winner of all competitors. It
significantly outperforms the other methods for a smaller k, which
is a great help to shrink large datasets for data summarization and
visualization.
EXP-2: Algorithms comparison. We next conduct the effective-
ness evaluation of our algorithm GVDO and OVDO. Table 5
shows the summary score of GVDO and OVDO on four datasets.
The exact algorithm OVDO consistently outperforms GVDO on
all datasets except LNUR.
8.2 Efficiency Evaluation
EXP-3: Approximation evaluation on small synthetic datasets.
In this experiment, we evaluate the approximation of our algo-
rithms w.r.t. the optimal answers. We randomly generate 200
small-scale trees with 20 nodes. We compare three methods of
GVDO, OVDO, and Brute-Force. Note that GVDO produces no
optimal solution in these cases. OVDO and Brute-Force always
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Figure 8. Evaluation on 200 small synthetic datasets.
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Figure 9. Running time of all methods on real-world datasets.
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Figure 10. Scalability test on large synthetic datasets, here k = 10.
produce optimal answers. Figure 8(a) shows the summary score
of three methods on 200 cases. OVDO gets the same solution of
Brute-Force, which verify the correctness of OVDO. As we can
see that OVDO wins the GVDO in all cases and GVDO achieves
the average 95%-approximation of optimal solutions. Figure 8(b)
shows the running time of three methods on all cases. GVDO
and OVDO run much faster than Brute-Force, and GVDO is the
winner.
EXP-4: Efficiency evaluation. We evaluate the running time
of four methods GVDO, OVDO, Baseline and Brute-Force on
four datasets. OVDO and Brute-Force are optimal methods and
GVDO and Baseline are approximate methods. Figure 9 shows
running time of all methods when varying k. GVDO runs the
fastest among them. Interestingly, the efficiency of OVDO is close
to GVDO for small k values. For the optimal methods, OVDO is
much faster than Brute-Force.
EXP-5: The size of reduced tree by Vtree. To verify the
effectiveness of Vtree in Algorithm 4, we report the size of new
trees T ∗ reduced from T on all real-world datasets. Table 6 shows
the size of original tree as |T |, the number of nodes with positive
weights as |I|, and the size of new tree |T ∗| by Vtree. The size of
new tree |T ∗| is much smaller than the original tree size |T |. |T ∗|
is also smaller than two times of |I|, which confirms the results
of Theorem 3.
EXP-6 Scalability test. In this experiment, we evaluate the
scalability of GVDO and OVDO by varying the size of tree
|V|. We randomly generate 5 trees with size varying from 105 to
106. The graph statistics follow LATT. In addition, to verify the
efficiency of computing 4g(x|S) by Algorithm 2, we compare
approach Baseline and GVDO. The results of running time are
shown in Figure 10(a). As we can see, GVDO is scalable very well
with the increased size of tree nodes |V|. Meanwhile, GVDO is
much more efficient than Baseline, indicating the efficient strategy
of Algorithm 2. Figure 10(b) shows that GVDO and OVDO scale
well with the increased |V|.
9 CONCLUSION
In this paper, we study the problem of ontology-based graph
summary for visualization, which finds k representative vertices
to summarize a tree. We propose an efficient greedy algorithm
GVDO with quality guarantee. In addition, we develop an optimal
algorithm OVDO based on dynamic programming techniques to
find exact answers in polynomial time. We also offer the tree
reduction technique to improve efficiency of OVDO. GVDO
runs faster than OVDO, but acheives nearly optimal answers
of OVDO. Experiments on real-world datasets demonstrate the
superiority of our proposed algorithms against state-of-the-art
methods.
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