Abstract. We study the distribution (w.r.t. the vacuum state) of family of partial sums S m of position operators on weakly monotone Fock space. We show that any single operator has the Wigner law, and an arbitrary family of them (with the index set linearly ordered) is a collection of monotone independent random variables. It turns out that our problem equivalently consists in finding the m-fold monotone convolution of the semicircle law. For m = 2 we compute the explicit distribution. For any m > 2 we give the moments of the measure, and show it is absolutely continuous and compactly supported on a symmetric interval whose endpoints can be found by a recurrence relation.
introduction
Weakly monotone Fock space was first introduced in [14] , mainly in order to exhibit the first construction of monotone independent noncommutative random variables with the arcsine law, and different from the gaussian operators in monotone Fock spaces [8, 10] . It belongs to the collection of Fock spaces obtained by the so-called Yang-BaxterHecke quantization [1] , which also contains Bose, Fermi, boolean and monotone Fock spaces, as well as the so-called Q-deformed Fock spaces, investigated in [2] for their natural applications to the study of Lévy processes for anyon statistics. The strong ergodic properties for C * -dynamical systems arising from Yang-Baxter-Hecke deformation of usual Fock spaces were studied in [4] , whereas in [5] the states in monotone * -algebra invariant under some distributional symmetries were classified.
In this paper we study the distributions (with respect to the vacuum state) of family of partial sums S m := m i=1 G i of position operators
i on the weakly monotone Fock space F W M (H), H being a separable Hilbert space. Here, A i and A † i are the annihilation and creation operators with the test function given by any arbitrary element of the canonical basis of H, respectively. We establish the G i are monotone independent, and moreover any of them has the distribution given by the (absolutely continuous) Wigner semicircle law with density ν(dx) := 1 2π 2] . Up to our knowledge, this is the first example of a family of monotonically independent non commutative random variables with the Wigner law. One further notices a deep difference with respect to the case of monotone Fock space, where the analogous operators are Bernoulli distributed onto the two points −1 and 1. The previous mentioned results here obtained also suggest that the distribution of S m is given by the m−fold monotone convolution [9] of the Wigner measure with itself ν m := ν ν · · · ν. As a consequence, our investigation here can be also viewed as a study of the monotone convolution of the semicircle law.
More in detail, in Section 2 we first recall the definitions of weakly monotone Fock space and the basic operators on it. Then, in Theorem 2.2, we show that the * -algebras generated by any single A i are monotonically independent among the bounded operators on the weakly monotone Fock space. This result entails automatically the monotone independence of position operators. The section ends by a quick review of the Cauchy transform of a measure and monotone convolution. Section 3, organized into two subsections, opens with the proof that any G i has the semicircle law as its vacuum distribution. In the first subsection we deal with the problem of sum of two position operators. The law, whose moments are computed in Proposition 3.2, is further explicitly found in Theorem 3.4 as an absolutely continuous measure supported in [− ]. Here we stress such results are obtained without using monotone independence. On the contrary, an explicit computation of the distribution for a sum of at least three operators appears quite complicated, even exploiting the monotone convolution. Nevertheless this feature, as well as the properties of Cauchy transform and its reciprocal map, allows us to state that such laws, corresponding to ν m , m being the number of operators in the sum, are absolutely continuous, symmetric and compactly supported on intervals of the form [−a m , a m ]. This is the main result of the second subsection. Furthermore, a nice recurrence relation for the right endpoints of the above intervals is achieved, namely a 1 = 2 and a m+1 = a m + 1 a m for any m.
This entails that the sequence
is decreasing and converges to √ 2. Of course this should be expected since, by the monotone CLT, 1 √ m S m weakly converges to the arcsine law with density 1
. We point out that the above presented results apply to any sum k∈I G k , where I is a finite set with m elements. Equivalent study of moments defines a family of positive definite sequences
Here we consider only the even moments, since the odd ones vanish for each m. We show that this family satisfies the recurrence
where C n are the Catalan numbers. As a consequence each sequence consists of positive integers, which can be regarded as the m−fold monotone convolutions of the sequence of Catalan numbers, namely d
To get a flavour, here we list few examples of them, the reader being addressed to the Appendix for more information. In the appendix one also finds the computation of some terms of the sequence of monotone cumulants [6] of the Wigner law, as well some of the orthogonal polynomials for m = 2. Finally, we show that d
with fixed n, are indeed sequences of polynomials in m of degree n. Examples of the first of these polynomials are
is left invariant by both A i , A † i , and so it is the space F >i W M (H) := span{e lm ⊗ · · · ⊗ e l 1 : l 1 ≤ . . . ≤ l m > i, m ≥ 1}, which is in the kernel of both operators. It follows in particular that
To describe elements of B i we shall use some additional notations. B i is given by non-commutative polynomials in A i , A † i , so that p ∈ B i can be written as a finite sum p = |α|≥1 c α A α i , where for each multi-index
n , and n ∈ N, one has A
Theorem 2.2. The algebras {B i : i ≥ 1} are monotone independent in (B, ω Ω ) so that they satisfy the following two conditions:
whenever p jm ∈ B jm for m = 1, . . . , n.
Proof. To prove (M1) we first consider an arbitrary simple tensor v := e lm ⊗ · · · ⊗ e l 1 with l 1 ≤ . . . ≤ l m , m ≥ 1 and show that for i < j > k,
For this purpose we consider three cases.
(1) k < l m . Here, both sides of (2.7) are zero.
(2) k > l m . Take an arbitrary s ≥ 1 and use the notation
Hence in this case (2.7) holds. Finally, when v = Ω,
since again p i h j = 0. (2.5) then follows as the collection of simple tensors used above v is linearly dense in
To prove (M2), we first notice
which gives (2.6).
Since for the position operators we have G i ∈ B i , we achieve the following crucial information. Corollary 2.3. The position operators (G i ) i≥1 are monotone independent in (B, ω Ω ).
2.3.
Partitions of a finite set. Let S be a non empty linearly ordered finite set. The collection π = {B 1 , . . . , B p } is a partition of the set S if, for any 1 ≤ i ≤ p, one has
B i are called blocks of the partition π. The number of blocks of π is denoted by |π| and the set of all the partitions of S is P (S). In the special case S = [m] := {1, . . . , m} we write the set of the partitions on it as P (m). A partition σ has crossing if it contains at least two distinct blocks B i and B j , and elements v 1 , v 2 ∈ B i , w 1 , w 2 ∈ B j s.t. v 1 < w 1 < v 2 < w 2 . Otherwise, it has no crossing. It is called a pair partition if each block B h contains exactly two elements. In this case, for any h we write B h = (l h , r h ), where l h < r h , l 1 < l 2 < . . . < l |S|/2 and |S| is the (necessarily even) number of elements in S. Once m is even, say m = 2n, then P 2 (2n) and N C 2 (2n) will denote the sets of pair partitions and non crossing pair partitions (i.e partitions without any crossing), respectively. Each π ∈ P 2 (2n) can be simply denoted by (l h , r h ) n h=1 . The cardinality of N C 2 (2n) is the n-th Catalan number C n , i.e.
We recall that in the lattice Z 2 a Dyck path is a path which starts at (0, 0), makes steps either of the form (n, k) → (n + 1, k + 1) or of the form (n, k) → (n + 1, k − 1), ends on the x-axis and never goes strictly below the x-axis. One has that for every positive integer n, the number of Dyck paths with 2n steps is equal to the C n [11] .
For a partition π ∈ P (m), with k blocks π = {B 1 , . . . , B k }, one has a natural partial order π on the blocks given by
, where min B (resp. max B) denotes the minimal (resp. maximal) element of the block B.
For a finite subset I ⊂ N and a partition π ∈ P (m), with k blocks π = {B 1 , . . . , B k } one defines the label function L : π → I by L(B j ) ∈ I for 1 ≤ j ≤ k, and call the pair (π, L(π))a labeled partition with labels
The label function L is weakly monotonic if it preserves the ordering of the blocks, i.e. if
Using the above notations, the set of weakly monotonic ordered labeled partitions is denoted by P W M O(I, m). As soon as π ∈ N C 2 (2n), we will use the notation N C 2 W M O(I, 2n).
We end the subsection by recalling the following notations introduced in [3] , which will be useful in the next. For n, N ∈ N with 1 ≤ n ≤ N , we take
as the set of all 2-1 maps with range
is a pair partition on {1, . . . , 2n}, we denote by
for any h. Very often in the sequel, the generic k(l) will be simply denoted as k l without further mentioning.
2.4.
Cauchy transform of a measure. In the last part of this section we briefly mention some basic facts about the Cauchy Transform of a probability measure. Let µ be a probability measure defined on the Borel σ-field over R. The moment sequence associated with µ is denoted by (
is called moment generating function, which is considered as a formal power series if the series is not absolutely convergent.
From now on C + and C − will be the the upper and lower complex half-planes, respectively. The Cauchy transform of µ is defined as
The map
is called the reciprocal Cauchy transform of µ. G µ (z) is analytic in C \ supp(µ), and since G µ (z) = G µ (z), we can restrict its domain on C + ∪ R. In this region it uniquely determines µ, in the way below summarized (see e.g. [7] ).
(1) The limit (2.10)
exists for a.e. x ∈ R. If g(x) is defined as the above limit if this limit exists, and 0 otherwise, then g(x) dx is the absolutely continuous part of µ.
(2) G µ (z) has a pole in z = a ∈ R if and only if a is an isolated point of supp(µ). In this case
and ν is a probability measure for which supp(ν) ∩ {a} = ∅. Furthermore, c = Res z=a G µ (z). The formula (2.10) is called Stieltjes inversion formula. We finally report the moment generating function and the Cauchy transform for the standard (i.e supported on [−2, 2]) Wigner semicircle law, respectively
the latter being recovered from the first by the well known identity
We end the section by recalling the following result.
Theorem 2.5.
[9] Let a 1 , a 2 , . . . , a n ∈ A be monotonically independent self-adjoint random variables, in the natural order, over a (C * ) * -algebra A with a state ϕ. If µ a i is the probability distribution of a i under the state ϕ, then
Moreover, Theorem 3.5 in [9] ensures that for any pair of probability measures µ, ν on R, there exists a unique distribution ρ on R such that
ρ is called the monotonic convolution of µ and ν.
Moments for field position operators
In this section we will investigate the vacuum distribution for sums
and | · | denotes the cardinality.
To this end we define
the n-th moments for such sums. Whenever I = [m] we use the notation µ m,n . For each i ≥ 1, as in the previous section it is useful to denote creators and annhilators as A i := A i , respectively. We first treat the case m = 1. If ε = (ε(1), . . . , ε(n)), ε(j) ∈ {−1, 1} for any j = 1, . . . , n, then
If n is odd the vacuum expectation above is null. Therefore from now on we will consider only even moments. If, instead n is even, say 2n, by an abuse of notation, both the following conditions are necessary for the non vanishing of (3.1)
2n j=h ε(j) ≥ 0, for h = 1, . . . , 2n.
From now on, we will use {−1, 1} 2n + to denote the entire collections of strings ε ∈ {−1, 1} 2n satisfying (1) and (2) above.
Proposition 3.1. The distribution measure of G 1 with respect to the vacuum state ω Ω is the standard Wigner law.
Proof. From (3.1), (1) and (2) above, it is sufficient to prove
for any n. Indeed, let {l 1 , . . . , l p } be the (possibly empty) subset of [2n] such that ε(l j ) = −1, for any j, and l 1 < · · · < l p . For the special case ε ∈ {−1, 1} 2n + , conditions (1) and (2) above immediately entail p = n, l 1 = 1 and l n < 2n. In addition, to each ε ∈ {−1, 1} 2n + one can uniquely associate a non crossing pair partition of the set consisting of 2n elements. Namely, the first block is obtained just pairing the first consecutive (−1, 1) appearing on the string starting from the left. The second pairing will arise by canceling the two indices previously paired, and then reproducing the previous scheme to the remaining ones, and so on. As |N C 2 (2n)| = C n , the thesis follows after noticing that, for any ε ∈ {−1,
) = 1 as a consequence of Lemma 2.1.
Since the one-to-one correspondence described in the proof above between ε ∈ {−1, 1} 2n + and π := (l h , r h ) n h=1 ∈ N C 2 (2n), from now on we will often use the natural identification ε ≡ (l h , r h ) n h=1 . The arguments used in the proof of Proposition 3.1 automatically give the field position operators G i are identically distributed w.r.t. the vacuum for each i ≥ 1.
As a consequence of Corollary 2.3 and Proposition 3.1, one obtains that investigating the distribution of The
In addition, if d n := µ 2,2n , the following recursive formula holds
where the C k are the Catalan numbers.
Proof. We first prove (3.2). Arguing as in Proposition 3.1, one immediately obtains (3.4)
where we used the natural identification of ε ∈ {−1, 1} 2n + with (l h , r h ) n h=1 . In this case one replaces {k 1 , . . . , k 2n } with {k l 1 , k r 1 , . . . , k ln , k rn }. Reasoning as in [3] , Lemma 3.3., one finds the r.h.s. of (3.4) is not automatically null only when k l h = k r h for any h = 1, . . . , n. Further, from (2.4), (2.3) and definition of creators and annihilators, for each j, k ≥ 1, it follows (3.5)
, where α k,j is defined in Lemma 2.1. This gives that, for fixed ε ∈ {−1, 1}
Thus it is sufficient to prove that only the non crossing pair partitions which are labeled in the weakly monotone order survive into the sums in (3.4).
Indeed, if we take ε = (l h , r h ) n h=1 as the interval partition (i.e. r h = l h+1 for any h), we have no inner nor outer blocks, i.e. ε is automatically weakly monotone ordered. As a consequence we suppose ε = (l h , r h ) n h=1
is not an interval partition, but still non crossing. Let j be the minimum in [n] for which r j = l j +1 and consider the (non crossing) pair partition π j given by all the blocks B h := (l h , r h ) for which l j < l h < r h < r j . If π j is an interval partition from (3.5) and (3.6), it follows
where k l h = min{k lp | B p ∈ π j }. Therefore the partition π := ((l j , r j ), π j ) has to be weakly monotone ordered. If instead π j is not an interval partition, we take any block B p := (l p , r p ) in π j s.t. r p = l p +1 and argue as above. Iterating the same procedure for each block with no consecutive indices in the partition induced by ε, (3.2) follows.
Finally we show that the number of non crossing weakly monotone ordered pair partitions with 2 possible labels satisfy (3.3). In fact, it trivially holds when n = 1. Assume now (3.3) is true for any s < n and fix ε ∈ {−1, 1} follows as soon as we prove the following equality
To this aim, fix k = 1, . . . , n, and split the set S = {1, . . . , 2n} into two subsets S = S ∪ S , where S = {1, . . . , 2k} and S = {2k + 1, . . . , 2n}. Then
, S ) given by the partitions π = {B 1 , . . . , B k } for which B 1 = (1, 2k) . Here,
Notice that for each h ∈ {2, . . . , k} any B h ∈ π is inside B 1 . We write L(B 1 ) = i 1 and L(B h ) = i h for each h. The following two cases are allowed for the label i 1
(1) i 1 =1. Here all the labels i h are allowed for the blocks B h , and thus the cardinality of
(2) i 1 = 2. In this circumstance i h = 2 for each h = 2, . . . , k since π is weakly monotone ordered. Therefore in such a case
Summing up, one has
and (3.8) follows.
The next result gives us the Cauchy transform and the moment generating function of the vacuum distribution of G 1 + G 2 , which are the building blocks to achieve the distribution itself. The proof can be performed by means of the monotone convolution or, as a consequence of the previous result, directly using the recurrence formula for moments. Lemma 3.3. The moment generating function and the Cauchy transform for G 1 + G 2 are respectively given by
where M 1 (z) and G 1 (z) are defined in (2.11).
Proof. As the vacuum law for G 1 + G 2 is symmetric, we only deal with even moments. From (3.3), we have We are now able to prove the main result for the sum of two position operators. As usual we reduce the matter to the case G 1 + G 2 .
Theorem 3.4. The distribution for G 1 + G 2 is absolutely continuous with the density g given by (3.11)
Proof. Here we prove that the density of G 1 + G 2 is given in (3.11), and postpone the proof of the absence of atoms in Theorem 3.8. We first compute Im G 2 (z). As above we use the following change of variables x + iy := z and a + ib := z 1 − 4 z 2 . Thus 2G 1 (x + iy) = (x − a) + i(y − b), and in (3.10) we have
For the imaginary part of the square root above, after defining
it follows
As a consequence, P and Q satisfy the following identities
As previously noticed y + b > 0 and a and x have the same sign. Thus sgn B = sgn x and one has
(3.12)
Since both y and b are positive, the imaginary term in G 2 (x+iy) belongs to the complex lower half plane if and only if we choose "−" when x > 0 and "+" when x < 0, on the r.h.s. of (3.12). Consequently
Taking into account the limits for the functions a(x, y) and b(x, y) as computed above, the following cases may occur. Here we consider only the case x ≥ 0, as the density is an even function.
(1) 0 < x ≤ 2. Then from (2.10)
For x = 0 we have
and, by choosing "−" in (3.10)
Therefore one has two subcases
, which gives
, which entails
The thesis then follows from (2.10).
In Figure 1 one finds the plot of g.
3.2.
On the distribution of sum of m ≥ 3 position operators. Now we turn to the case m > 2, i.e. we deal with the problem of finding the vacuum distribution for G 1 + · · · + G m . We start with the generalization of Proposition 3.2. 
In addition, if one denotes d
where d
(j) 0 = 1 for each j and d
(1) n = C n for any n.
Proof. One notices that, mutatis mutandis, (3.13) is achieved reasoning as in Proposition 3.2. We then prove (3.14) by an induction procedure on n. Indeed, for n = 1, (3.13) and (2.2) give
Suppose (3.14) holds for each r < n. We now check the identity for r = n. To this aim, for any k = 1, . . . , n one defines (3.15)
and denotes by d k,(m) n its cardinality. As the sets D k,(m) n are pairwise disjoint and their union is the whole collection of elements in
Now we show that for any
Indeed, we split S = {1, . . . , 2n} into the two subsets S = S ∪ S , where S = {1, . . . , 2k} and S = {2k + 1, . . . , 2n}. Therefore (1, 2k) .
Notice that for each h ∈ {2, . . . , k} any B h ∈ π is inside B 1 . As in Proposition 3.2, we label L(B 1 ) = i 1 and L(B h ) = i h for each h. By definition i 1 = l, for each l = 1, . . . , m. The weakly monotone ordering gives i h = l + r, r = 0, . . . , m − l, and the number of partitions allowed
, the last equality coming from the induction assumption. As a consequence,
In the next proposition we will recall and prove some properties of d In fact, from (3.14) and (3.16),
where θ 1 (m) and θ 2 (m) are both polynomials with constant term of degrees less than k − 1 and n − 1, respectively. The proof thus ends by taking
Now we shall establish some properties of the moments generating function and the Cauchy transform for the sum G 1 +· · ·+G m , denoted, in analogy with the case m = 2, by M m and G m respectively. Namely,
Theorem 3.7. For any m ≥ 1, z ∈ C one has
Proof. Indeed, for m ≥ 1 and z ∈ C, we preliminary show that
.
To this purpose, one firstly denotes
and recall that the random variables G 1 , . . . , G m are monotonically independent, from Theorem 2.5 one has F m (z) = F m−1 (F 1 (z) ) and
Suppose now (3.20) holds for each p < m. In this case
the last equality following from (3.21). Thus (3.20) holds, and it immediately gives (3.19). Therefore (3.18) is straightforwardly obtained from (3.17).
One notices (3.18) and consequently (3.19) can be directly derived from (3.14), without using monotone convolution.
From now on we denote by ν m the distribution of G 1 + · · · G m w.r.t. the vacuum ω Ω . This means that ν 1 is the standard Wigner law and ν 2 is the absolutely continuous measure computed in Theorem 3.4. Formula (3.20) is fundamental for proving the following Theorem 3.8. For any m ≥ 1 and I ⊂ N such that |I| = m, the vacuum distribution of k∈I G k , and consequently the m-fold monotone convolution of the standard Wigner law is a compactly supported absolutely continuous measure on the real line.
Proof. As usual it is enough to prove the statement when I = [m]. Let ν m be the vacuum law of G 1 + · · · + G m . From Lemma 6.4 in [9] , ν m has compact support. As a consequence of the Lebesgue decomposition theorem, we only need to prove that, for any m, the singular part of ν m w.r.t. its absolutely continuous one is null. This in particular entails that ν m has no atoms for any m. Indeed, from a consequence of the de la Vallée Poussin Theorem (see [12] , Theorem F.6), one has the singular part of any positive measure µ is supported by the set
From Proposition 3.1 the vacuum law of G 1 is absolutely continuous. Suppose this property holds for any
We prove S νm is empty too. Indeed, suppose S νm = ∅. Then, if x 0 ∈ S νm , since Since G j is analytic at any point outside the support of ν j , such a condition entails x 0 ∈ supp(ν j ). This contradicts the induction assumption.
In the following lines we give a recurrence formula for the right endpoint of the compact support for any ν m , and an evaluating formula to estimate its value without using the recurrence relation.
To this aim we use some properties of F 1 (z). We preliminary notice it maps C + ∪ R into C + ∪ R without the open unit half-disk. Indeed, it is known that F 1 maps C + into C + , and if z ∈] − 2, 2[, one finds F 1 (z) ∈ C + with |F 1 (z)| = 1, whereas for z ∈ R with |z| > 2, then F 1 (z) is real with |F 1 (z)| > 1. It remains to check any w in the range of F 1 has modulus not less than 1. After noticing that conditions above give w = 0, take z ∈ C + ∪ R such that F 1 (z) = w. This means that z = w + 1 w . The above discussion suggests we can restrict to z ∈ C + .
The last inequality in this case gives 1 − 1 |w| 2 Im w = Im z, which automatically entails |w| 2 ≥ 1. As F 1 is one-to-one, we denote by Z its composition inverse, which turns out to be conformal, i.e. it is the so-called Zhukovsky map
Since (3.20), one has Z is the inverse of G 1 too, and after denoting by Z m the m-fold composition of Z with itself, it is easy to check Proof. We first recall that any F m is holomorphic in C + ∪(R\supp(ν m )), and prove that for any m ≥ 2, It is well known that rescaled sums of monotonically independent algebraic random variables with mean zero and variance 1 converge in the sense of moments to the arcsine law supported in (− √ 2, √ 2) [10] . It appears then natural to imagine that lim n an √ n = √ 2. This is in fact an immediate consequence of the following result, which gives an estimate for the magnitude of the supports of the vacuum distributions for sums of position operators in the weakly monotone Fock space. Proof. Indeed, we first notice the Zhukovsky map Z, when restricted to the reals, is increasing in [1, ∞). Since from (3.23) a 3 = 29 10
, the inequalities in (3.26) hold when m = 3. Suppose they are true for any k ≤ m. For the right inequality, one easily verifies that for any l ≥ 1 
