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degree arguments.
Keywords: Multipoint boundary value problems; Resonance; Integral boundary conditions;
Coincidence degree; Higher-order
Mathematics Subject Classification: 34B15; 34B40
1. INTRODUCTION
In this article, we consider the following higher-order boundary value problems:
x (n)(t) = f (t, x(t), x ′(t), . . . , x (n−1)(t))+ e(t) (1.1)
x (n−1)(0) = αx(ξ ), x ′(0) = x ′′(0) = · · · = x (n−2)(0) = 0, x(1) =
∫ 1
0
x(s)dg(s)
(1.2)
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where α ≥ 0, 0 < ξ < 1, f : [0, 1] × ℜn → ℜ is a continuous function, e : [0, 1] → ℜ is a
function in L1[0, 1] and g : [0, 1] → [0,∞) is a nondecreasing function with g(0) = 0 and
g(1) = 1. The integral in (1.2) is a Riemann–Stieltjes integral.
Multipoint boundary value problems of ordinary differential equations arise in many
areas of Physics, Engineering and Applied Mathematics. In particular, integral boundary
conditions are encountered in various applications such as population dynamics, blood flow
models and cellular systems. In recent years, higher-order boundary value problems have
appeared in many papers, for example, see [1–7] and the references therein. To the best of
our knowledge, the corresponding problem for higher-order ordinary differential equations
with integral boundary conditions at resonance has received little attention.
The boundary value problem (1.1)–(1.2) is called a problem at resonance if Lx = x (n)(t) =
0 has non-trivial solutions under boundary condition (1.2), that is, when dimK er L ≥ 1.
When K er L = 0, the differential operator L is invertible. In this case, the problem is at non-
resonance. The remainder of this paper is organized as follows. In Section 2 we provide some
results and lemmas which are important in stating and proving the main existence theorems.
In Section 3, the statement and proof of the main existence results are provided.
2. PRELIMINARIES
In this section we present some preliminaries that will be used in the subsequent sections.
Let X and Z be real Banach spaces and let L : domL ⊂ X → Z be a linear Fredholm
operator of index zero. Let P : X → X and Q : Z → Z be continuous projections such that
I m P = K er L , K er Q = I mL and X = K er L ⊕ K er P , Z = I mL ⊕ I m Q. It follows that
L|domL∩K er P : domL ∩ K er P → I mL is invertible. We denote this inverse by K p.
If Ω is an open bounded subset of X such that domL ∩Ω ̸= ∅, then the map N : X → Z
is called L − compact on Ω if QN (Ω ) is bounded and K p(I − Q)N : Ω → X is compact,
with P and Q as above.
In what follows we shall use the classical spaces Cn−1[0, 1], L1[0, 1]. For x ∈ Cn−1[0, 1],
we use the norm ∥x∥∞ = maxt∈[0,1]|x(t)| and ∥x∥ = max{∥x∥∞, ∥x ′∥∞, . . . , ∥xn−1∥∞}.
We denote the norm in L1[0, 1] by ∥ · ∥1. We use the Sobolev space W n,1(0, 1) defined
by W n,1(0, 1) = {x : [0, 1] → ℜ|x, x ′, . . . , x (n−1) are absolutely continuous on [0,1] with
x (n) ∈ L1[0, 1]}. Let X = Cn−1[0, 1], Z = L1[0, 1]. L is the linear operator from
domL ⊂ X → Z with domL = {x ∈ W n,1(0, 1) : x (n−1)(0) = αx(ξ ), x ′(0) = x ′′(0) =
· · · = xn−2(0) = 0, x(1) = ∫ 10 x(s)dg(s)}. We define L : domL ⊂ X → Z by Lx = x (n)(t)
and N : X → Z by N x = f (t, x(t), x ′(t), . . . , xn−1(t)) + e(t). Then, the boundary value
problem (1.1)–(1.2) becomes
Lx = N x
We shall discuss existence results for (1.1)–(1.2) in the following cases.
Case 1: α = (n−1)!
ξn−1 ,
∫ 1
0 s
n−1dg(s) = 1, ∫ 10 sndg(s) ̸= 1, g(1) = 1, g(0) = 0
Case 2: α = 0, ∫ 10 sndg(s) ̸= 1, g(1) = 1, g(0) = 0
3. EXISTENCE RESULTS
We shall use the following fixed point theorem of Mawhin [8] to obtain our existence
results.
On some higher order boundary value problems at resonance with integral boundary conditions 227
Theorem 3.1. Let L be a Fredholm operator of index zero and let N be L − compact on Ω .
Assume that the following conditions are satisfied:
(i). Lx ̸= λN x for every (x, λ) ∈ [(domL \ K er L) ∩ ∂Ω ]× (0, 1)
(ii). N x ̸∈ I mL for every x ∈ K er L ∩ ∂Ω
(iii). deg(J QN |∂Ω∩K er L ,Ω ∩ K er L , 0) ̸= 0
Then, the equation Lx = N x has at least one solution in domL ∩ Ω .
We shall first consider Case 1.
Lemma 3.1. If α = (n−1)!
ξn−1 ,
∫ 1
0 s
n−1dg(s) = 1, ∫ 10 sndg(s) ̸= 1, g(1) = 1, g(0) = 0, then,
(i). K er L = {x ∈ domL : x = ctn−1, c ∈ ℜ, t ∈ [0, 1]}
(ii). I mL = {y ∈ Z : ∫ 10 ∫ τn0 · · · ∫ τ20 y(τ1)dτ1 · · · dτn−∫ 10 ∫ s0 ∫ τn0 · · · ∫ τ20 y(τ1)dτ1 · · · dτndg(s)
= 0}
Proof. (i). For x ∈ K er L , we have x (n) = 0. Hence, x(t) = a0+a1t+a2t2+· · ·+an−1tn−1,
ai ∈ ℜ. In view of x ′(0) = x ′′(0) = · · · = x (n−2)(0) = 0 we obtain x(t) = a0 + an−1tn−1
x(ξ ) = a0 + an−1ξ n−1. From α = (n−1)!ξn−1 , and noting that x (n−1)(0) = (n − 1)!an−1 we get
(n − 1)!an−1 = x (n−1)(0) = αx(ξ ) = (n − 1)!
ξ n−1
a0 + (n − 1)!
ξ n−1
an−1ξ n−1
which implies that a0 = 0.
From x(1) = ∫ 10 x(s)dg(s), we derive an−1 = an−1 ∫ 10 sn−1dg(s) or an−1 (1− ∫ 10 sn−1
dg(s)) = 0
In view of
∫ 1
0 s
n−1dg(s) = 1, we have K er L = {x ∈ domL : x = ctn−1, c ∈ ℜ}.
(ii) We next show that
I mL = {y ∈ Z :
∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
−
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s) = 0} (3.1)
To do this, we consider the problem
x (n)(t) = y(t) (3.2)
We show that Problem (3.2) has a solution x(t) satisfying
x (n−1)(0) = (n − 1)!
ξ n−1
x(ξ ), x ′(0) = x ′′(0) = x (n−1)(0) = 0, x(1) =
∫ 1
0
x(s)dg(s)
(3.3)
if and only if∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn −
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s) = 0
(3.4)
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Suppose (3.2) has a solution x(t) satisfying (3.3) then from (3.2) we have
x(t) = x(0)+ x
′(0)t
1! + · · · +
1
(n − 1)! x
(n−1)(0)tn−1
+
∫ t
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
= x(0)+ 1
(n − 1)! t
n−1
∫ t
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
x(1) = x(0)+ x
(n−1)(0)
(n − 1)! +
∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn (3.5)
=
∫ 1
0
x(s)dg(s)
=
∫ 1
0
[
x(0)+ 1
(n − 1)! x
(n−1)(0)sn−1 +
∫ t
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
]
dg(s)
= x(0)g(1)+ 1
(n − 1)! x
(n−1)(0)
∫ 1
0
sn−1dg(s)
+
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s)
(3.6)
Since
∫ 1
0 s
n−1dg(s) = 1 we obtain from (3.5) and (3.6) that∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn −
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s) = 0
If however (3.4) holds, then setting
x(t) = dtn−1 +
∫ t
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
where d is an arbitrary constant, then x(t) is a solution of (3.2) satisfying (3.3). □
Lemma 3.2. If the conditions of Lemma 3.1 holds then
(i) L : domL ⊂ X → Z is a Fredholm operator of index zero and furthermore the linear
continuous projection Q : Z → Z can be written as
Qy = n!
1− ∫ 10 sndg(s)
[∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
−
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s)
]
(ii) Let P : X → X be defined as
Px = x (n−1)(0)tn−1 (3.7)
Then, the generalized inverse K p : I mL → domL ∩ K er P can be defined as
K p y =
∫ t
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn −
∫ ξ
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s)
(iii) ∥K p y∥ ≤ 2∥y∥1, for all y ∈ I mL.
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Proof. (i). For y ∈ Z , we define the projection Q as
Qy = n!
1− ∫ 10 sndg(s)
[∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
−
∫ 1
0
∫ s
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s)
]
Let y1 = y − Q y , then∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y1(τ1)dτ1 · · · dτn −
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y1(τ1)dτ1 · · · dτndg(s)
=
∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn −
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s)
− Qy
(
1− ∫ 10 sndg(s))
n! = 0
Thus, y1 ∈ I mL and hence Z = I mL + ℜ. Since I mL ∩ ℜ = {0} we conclude that
Z = I mL ⊕ℜ and therefore
dimK er L = dimℜ = Codim I mL = 1
Therefore, L is a Fredholm operator of index zero.
To prove (ii), we define the generalized inverse K p : I mL → domL ∩ K er P as
K p y =
∫ t
0
∫ s
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn −
∫ ξ
0
∫ s
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
Now for y ∈ I mL , we have(
L K p
)
y(t) = [(K p y) (t)](n) = y(t)
and for x ∈ domL ∩ K er P , we get(
K p L
)
x(t) =
∫ t
0
∫ s
0
· · ·
∫ τ2
0
x (n)(τ1)dτ1 · · · dτn −
∫ ξ
0
∫ s
0
· · ·
∫ τ2
0
x (n)(τ1)dτ1 · · · dτn
= x(t)− x
(n−1)(0)
(n − 1)! t
n−1 − x(ξ )+ x
(n−1)(0)
(n − 1)! ξ
n−1
In view of x ∈ domL ∩ K er P , Px = x (n−1)(0)tn−1 and x (n−1)(0) = αx(ξ ) = (n−1)!
ξn−1 x(ξ ) we
obtain(
K p L
)
x(t) = x(t)
We conclude that K p = (L|domL∩K er P)−1.
To prove (ii) we note that from the definition of K p, we derive that
∥K p y∥∞ ≤
∫ 1
0
∫ 1
0
· · ·
∫ 1
0
|y(τ1)|dτ1 · · · dτn
+
∫ 1
0
∫ 1
0
· · ·
∫ 1
0
|y(τ1)|dτ1 · · · dτn = 2∥y∥1
(
K p y
)′(t) = ∫ t
0
∫ τn−1
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
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∥(K p y)′∥∞ ≤ ∥y∥1
...
∥(K p y)(n−1)∥∞ ≤ ∥y∥1
Thus,
∥K p y∥ ≤ 2∥y∥1. □
Theorem 3.2. Let f : [0, 1]×ℜn → ℜ be a continuous function and assume that
(A1) There exist functions a1(t), . . . , an(t), r (t) ∈ L1[0, 1] such that for all (x1, x2, . . . , xn)
∈ ℜn , t ∈ [0, 1]
| f (x1, x2, . . . , xn) | ≤
n∑
i−1
ai (t)|xi | + r (t)
(A2) There exists a constant M1 > 0 such that for x ∈ domL, if x (n−1)(t) > M1 for all
t ∈ [0, 1] then∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn −
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s) ̸= 0
(A3) There exists a constant M2 > 0 such that for all d ∈ ℜ, |d| > M2 then either
d · QN (d) ≥ 0 or d · QN (d) ≤ 0 (3.8)
Then, for e(t) ∈ L1[0, 1], the boundary value problem (1.1)– (1.2) with α = (n−1)!
ξn−1 ,∫ 1
0 s
n−1dg(s) = 1, ∫ 10 sndg(s) ̸= 1 and g(1) = 1, g(0) = 0 has at least one solution in
Cn−1[0, 1] provided
∑n
i=1∥ai∥1 < 13
To prove Theorem 3.2, we shall first establish the following lemmas.
Lemma 3.3. Let Ω1 = {x ∈ domL \K er L : Lx = λN x, λ ∈ (0, 1]}. ThenΩ1 is a bounded
set in X.
Proof. Let x ∈ Ω1. We assume that Lx = λN x , 0 < λ ≤ 1. Then, N x ∈ I mL = K er Q and
hence from (A2) there exist t0 ∈ [0, 1] such that |x (n−1)(t0)| ≤ M1. Then
x (n−1)(0) = x (n−1)(0)−
∫ t0
0
x (n)(s)ds
∥Px∥ = |x (n−1)(0)| ≤ M1 + ∥N x∥1 (3.9)
For x ∈ Ω1, x ∈ domL \ K er L , then (I − P)x ∈ domL ∩ K er P
∥(I − P)x∥ = ∥K p L(I − P)x∥ ≤ ∥K p Lx∥ ≤ 2∥Lx∥1 ≤ 2∥N x∥1 (3.10)
where I is the identity operator on X .
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Using (3.9) and (3.10) we obtain
∥x∥ = ∥Px + (I − P)x∥ ≤ ∥Px∥ + ∥(I − P)x∥ ≤ M1 + 3∥N x∥1 (3.11)
By (A1) and the definition of N , we obtain
∥N x∥1 ≤
∫ 1
0
| f (s, x(s), x ′(s), . . . , x (n−1)(s))+ e(s)|ds
≤
n∑
i=1
∥ai∥1∥x (i−1)∥∞ + |r ∥1 + |e ∥1 ≤
n∑
i=1
∥ai∥1|x ∥ +|r∥1 + |e∥1
(3.12)
Combining (3.11) and (3.12), we obtain
∥x∥ ≤ 3|r∥1 + 3|e∥1 + M1
1− 3∑ni=1 ∥ai∥1 = M3 (3.13)
From (A1) and (3.13), we get
∥x (n)∥1 ≤ 3M3
n∑
i=1
∥ai∥1 + |r∥1 + |e∥1
Therefore, Ω1 is bounded in X . □
Lemma 3.4. The set Ω2 = {x ∈ K er L : N x ∈ I mL} is a bounded set in X.
Proof. Let x ∈ Ω2, x ∈ dtn−1, d ∈ ℜ, t ∈ [0, 1] and QN x = 0. Therefore,∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
[
f
(
τ1, dτ n−11 , d(n − 1)τ n−2, . . . , d(n − 1)!
)+ e(τ1)] dτ1 · · · dτn
−
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
[
f
(
τ1, dτ n−11 , d(n − 1)τ n−2, . . . , d(n − 1)!
)
+ e(τ1)] dτ1 · · · dτndg(s) = 0
From (A2) there exists t0 ∈ [0, 1] such that |x (n−1)(0)| ≤ M1. That is |(n−1)d ≤ M1. Hence,
∥x∥ = Max{∥x∥∞, . . . , ∥x (n−1)∥∞} = {∥x (n−1)∥∞ ≤ M1}
Therefore, Ω2 is bounded in X . □
Lemma 3.5. Let
Ω+3 = {x ∈ K er L : λx + (1− λ)QN x = 0, λ ∈ [0, 1]} (3.14)
and
Ω−3 = {x ∈ K er L : −λx + (1− λ)QN x = 0, λ ∈ [0, 1]} (3.15)
Then Ω+3 and Ω
−
3 are bounded in X provided (3.14) and (3.15) are satisfied, respectively.
Proof. Let x ∈ Ω+3 . Then, there exists d ∈ ℜ such that x(t) = dtn−1. From the first part of
(3.8) we have for |d| > M2, d · QN (d) ≥ 0 and from (3.14) we obtain
(1− λ) QN x = −λx (3.16)
232 S.A. Iyase, O.J. Adeleke
If λ = 0, it follows that QN x = 0 and therefore N x ∈ K er Q = I mL , that is N x ∈ Ω2 and
by Lemma 3.4 we can deduce that ∥x∥ ≤ M1. However, if λ ∈ (0, 1] and |d| > M2 then, by
assumption (A3) we obtain
0 ≤ (1− λ)d QN (d) = −λ|d|2 < 0
which is a contradiction. Thus, ∥x∥ = |d| ≤ M2. Therefore, Ω+3 is bounded. By a similar
argument we can prove that Ω−3 is bounded in X . □
Theorem 3.3. Let the assumptions (A1)–(A3) hold. Then, problem (1.1)–(1.2) has at least
one solution in X.
Proof. As a consequence of Theorem 3.2, we only show that all the conditions of
Theorem 3.1 are fulfilled. Let Ω be a bounded subset of X such that
⋃3
i=1Ωi ⊂ Ω where
Ω3 = Ω+3 if (3.14) holds or Ω3 = Ω−3 if (3.15) holds. It is easily seen that conditions (i) and
(ii) of Theorem 3.1 are satisfied if we use Lemmas 3.3 and 3.4. To verify the third condition
we apply the invariance under a homotopy property of the degree. Let
H (x, λ) = ±λx + (1− λ)QN x
and let I : I m Q → K er L be the identity operator. By Lemma 3.5 we know that H (x, λ) ̸= 0
for (x, λ) ∈ K er L ∩ ∂Ω × [0, 1]. Therefore,
deg (QN |K er L ,Ω ∩ K er L , 0) = deg (H (·, 0),Ω ∩ K er L , 0)
= deg (H (·, 1),Ω ∩ K er L , 0)
= deg (±I,Ω ∩ K er L , 0) = ±1
This proves Theorem 3.3. □
Next, we consider Case 2. By using the same procedure as in the proof of Lemma 3.1 and
3.2, we can prove the following lemma.
Lemma 3.6. If α = 0, ∫ 10 sndg(s) ̸= 0, g(1) = 1, g(0) = 0, then
(i) K er L = {x ∈ domL : x = d, d ∈ ℜ, t ∈ [0, 1]}
(ii) I mL = {y ∈ Z : ∫ 10 ∫ τn0 · · · ∫ τ20 y(τ1)dτ1 · · · dτn − ∫ 10 ∫ s0 ∫ τn0 · · · ∫ τ20 y(τ1)dτ1 · · · dτn
dg(s)}
(iii) L : domL ⊂ X → Z is a Fredholm operator of index zero and furthermore, the linear
continuous projection Q : Z → Z can be defined as
Qy = n!
1− ∫ 10 sndg(s)
[∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
−
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s)
]
(iv) The linear operator K p : I mL → domL ∩ K er P can be written as
K p y =
∫ t
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn
and
∥K p y∥∞ ≤ ∥y∥1, for all y ∈ I mL
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Theorem 3.4. Let f : [0, 1]×ℜn → ℜ be a continuous function. Assume that the condition
(A1) in Theorem 3.2 holds as well as the following two additional conditions
(A4) There exists a constant M1 > 0 such that for any x ∈ domL, if x(t) > M1 for all
t ∈ [0, 1], then,∫ 1
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτn −
∫ 1
0
∫ s
0
∫ τn
0
· · ·
∫ τ2
0
y(τ1)dτ1 · · · dτndg(s) ̸= 0.
(A5) There exists a constant M2 > 0 such that for d ∈ ℜ, if |d| ≥ M2 then either
d · QN (d) ≥ 0 or d · QN (d) ≤ 0.
Then for every e(t) ∈ L1[0, 1] the boundary value problem (1.1)– (1.2) has at least one
solution in Cn−1[0, 1] provided
∑n
i=1∥ai∥1 < 12 .
Proof. Let Ω1 be defined as in Lemma 3.3. We prove that Ω1 is bounded in X . If x ∈ Ω1,
then following the procedure in the proof of Lemma 3.3, there exist t0 ∈ [0, 1] such that
|x(t0)| ≤ M1. Then, from x(0) = x(t0)−
∫ t0
0 x
′(s)ds we get
|x(0)| ≤ M + ∥x ′∥∞
Since x ′(0) = x ′′(0) = · · · = x (n−2)(0) = x (n−1)(0) = 0 we derive
∥x ′∥∞ ≤ ∥x ′′∥1 ≤ ∥x ′′∥∞
∥x ′′∥∞ ≤ ∥x ′∥1 ≤ ∥x ′∥∞
...
∥x (n−1)∥∞ ≤ ∥x (n)∥1 ≤ ∥x (n)∥∞
∥Px∥ = |x(0)| ≤ M + ∥x ′∥∞ ≤ M + ∥x ′′∥∞ ≤ · · · ≤ M + ∥x (n)∥1
≤ M + ∥Lx∥1 ≤ M + ∥N x∥1 (3.17)
where P : X → X is defined as Px = x(0)
∥(I − P)x∥ = ∥K p L(I − P)x∥ ≤ ∥K p Lx∥ ≤ ∥Lx∥ ≤ ∥N x∥ (3.18)
and from (3.17) and (3.18) we obtain
∥x∥ ≤ ∥Px∥ + ∥(I − P)x∥ ≤ M + 2∥N x∥1 (3.19)
By (A1) and the definition of N we obtain
∥N x∥1 ≤
∫ 1
0
| f (s, x(s), x ′(s), . . . , x (n−1)(s))+ e(s)|ds
≤
n∑
i=1
∥ai∥1∥x (i−1)∥∞ + ∥r∥1 + ∥e∥1
≤
n∑
i=1
∥ai∥1∥x∥ + ∥r∥1 + ∥e∥1
(3.20)
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From (3.19) and (3.20) we obtain
∥x∥ ≤ 2∥r∥1 + 2∥e∥1 + M
1− 2∑ni=1 ∥ai∥1
The remainder of the proof of Theorem 3.4 is similar to the proof of Theorem 3.2. □
Theorem 3.5. Let the assumptions A1, A4 and A5 hold. Then problem (1.1)– (1.2) has at
least one solution in X.
Proof. The proof follows the same steps as in Theorem 3.3. □
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