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Abstract
For subspaces X and Y of Q the notation X h Y means that X is homeomorphic to a subspace
of Y and X ∼ Y means X h Y h X. The resulting set P(Q)/∼ of equivalence classes X = {Y ⊆
Q: Y ∼ X} is partially-ordered by the relation X h Y if X h Y . It is shown that (P(Q),h) is
partially well-ordered in the sense that it lacks infinite anti-chains and infinite strictly descending
chains. A characterization of (P(Q),h) in terms of scattered subspaces of Q with finite Cantor–
Bendixson rank is given and several results relating Cantor–Bendixson rank to this embeddability
ordering are established. These results are obtained by studying a local homeomorphism invariant
(type) for countable scattered metric spaces.
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1. Introduction
This paper contains a detailed study of the embeddability properties of countable metric
spaces. The only interesting case is when these spaces are scattered, and under the as-
sumption of local compactness the theory is quite simple. The central technical theorem
presented here reduces the investigation to studying countable scattered metric spaces of
finite Cantor–Bendixson rank. For these spaces, a theory of types is developed which cap-
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tures the local embeddability properties of points. The main results then follow from some
simple set-theoretic lemmas.
The symbol
⊕
I Xi denotes the topological sum (disjoint union) of the spaces Xi (i ∈ I)
and
∏
I Xi is their product. The Greek letters α,β,λ denote ordinal numbers (each is the
set of smaller ordinals), ω is the first infinite ordinal, ω1 is the first uncountable ordinal
and N = {1,2, . . .} denotes the countably infinite discrete space. We use d(x, y) to denote
the distance from x to y in a metric space, and we extend this as usual to define d(A,B)
for subsets A and B; D(A) := supx,y∈A d(x, y) denotes the diameter of A. The logical
symbols ∧ (and) and ∨ (or) are used on occasion. Throughout the paper, let
M0 := {1/n: n ∈ N} ∪ {0},
M1 :=
{
1/n+ 1/n2m: m,n ∈ N} ∪ {0},
In :=
(
22n−2 − 1
22n−2
,
22n−1 − 1
22n−1
)
∩ Q (n ∈ N).
That is, M0 is a convergent sequence (with its limit point), M1 is a “convergent sequence”
of convergent sequences without their limit points, and In (n ∈ N) is a sequence of pair-
wise completely separated open intervals so that for all ε > 0, only finitely many of these
intervals are not contained in (1 − ε,1).
For a topological space X and an ordinal number α, the αth Cantor–Bendixson deriv-
ative (denoted X(α)) is defined inductively by letting X(0) := X, X(λ+1) := {x ∈ X(λ): x
is not isolated in X(λ)} for successor ordinals λ + 1, and X(α) := ⋂β<α X(β) for limit
ordinals α. A point x ∈ X(α) \ X(α+1) will be called α-isolated. Note that if U is a neigh-
borhood of an α-isolated point x in a space X then x will also be an α-isolated point in the
space U . Furthermore, X(α) is a closed subspace of X(β) for all β  α.
A space X is scattered if every non-empty subspace of X has an isolated point. Notice
that M1 is a countable scattered metric space that is not locally compact. It is perhaps
interesting to note that any non-locally compact countable metric space with precisely one
non-isolated point is homeomorphic to M1. It is not hard to see that if X is scattered and
countable, then there is a countable ordinal β such that X(β) = ∅. The smallest such ordinal
is denoted N(X) and is called the (Cantor–Bendixson) rank of X.
For topological spaces X and Y , write X h Y if X embeds homeomorphically in Y
(i.e., if X is homeomorphic to a subspace of Y ). For any family of spaces K, the rela-
tion X ∼ Y if and only if X h Y h X is an equivalence relation on K. Let X denote
the equivalence class of X under this equivalence relation. Ordering these equivalence
classes by making X h Y whenever X h Y for some (equiv. all) X ∈ X,Y ∈ Y makes
(K/∼,h) a partially-ordered set. The case K = P(R) has been investigated extensively
by McMaster, McCluskey, and Watson in [7] and [6], though no complete characterization
of (P(R)/∼,h) is presently known to the author. The case K=P(Q) is studied here.
The following classical result of Sierpinski is used throughout without further mention
(for a proof, see 6.2.A(d) of [1] or [8]).
Theorem 1. If X is a countable metric space without isolated points, then X is homeomor-
phic to Q.
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If X is any countable metric space, then X × Q is homeomorphic to Q by the above
theorem, so every countable metric space X is homeomorphic to a subspace of Q. Since
every non-scattered subset of Q has a subspace that is dense-in-itself, every non-scattered
subset of Q has a subspace that is homeomorphic to Q and hence if a countable metric
space X is not scattered then Y h X for any countable metric space Y .
Recall that every locally compact countable space is metrizable. Indeed, the one point
compactification is metrizable because each point there is a Gδ-point hence has a countable
base. Such a space is also scattered for if not, it would have a closed subspace homeomor-
phic to Q, but Q is not locally compact. Every scattered subset of a separable metric space
is countable. Throughout we use L to denote the family of locally compact subspaces of Q
(every countable locally compact space is homeomorphic to a space in L).
2. Basic results
Lemma 2. Let X be a countable scattered metric space such that N(X) is a limit ordinal.
Then X can be partitioned into countably many pairwise disjoint open-and-closed subsets
A1,A2, . . . satisfying:
(i) N(An) < N(X) for all n ∈ N, and
(ii) sup{N(An): n ∈ N} =N(X).
Proof. Let x1, x2, . . . enumerate the points of X. There must be some ordinal β1 + 1 <
N(X) such that x1 is not in X(β1+1) hence there is an open-and-closed neighborhoodA1 of
x1 such that A1 ∩X(β1+1) = ∅. Since β1 + 1 <N(X), X(β1+1) 
= ∅, so A1 
= X and hence
there is a minimal i2 such that xi2 is not in A1. As before, there is β2 + 1 < N(X) and
an open-and-closed neighborhood A2 of xi2 disjoint from A1 such that A2 ∩X(β2+1) = ∅.
Continue inductively, arguing that
⋃n−1
j=1 Aj 
=X (since max(β1 +1, . . . , βn+1) < N(A)),
to choose in minimal with xin not in
⋃n−1
j=1 Aj , and choose An to be any open-and-closed
neighborhood of xin disjoint from
⋃n−1
j=1 Aj with An ∩ X(βn+1) = ∅ for some ordinal βn.
Property (ii) is trivial and holds whenever {An}n∈N is an open cover of X. 
Lemma 3. Let A be a subspace of a countable metric space X. Then A is closed and
discrete in X if and only if there is a family {Ba}a∈A of pairwise disjoint open-and-closed
subsets of X satisfying:
(i) X =⋃a∈ABa ,
(ii) Ba ∩A= {a} for all a ∈ A.
Proof. The direction (⇐) is easy. To prove the implication (⇒), let x1, x2, . . . enumerate
the points of X. If A is finite, a slight modification of this argument will work, so we only
handle the infinite case here. Let i1 := 1. If x1 ∈ A choose an open-and-closed neighbor-
hood U1 of x1 not containing any other point of A, and if x1 ∈ X \ A, choose U1 to be
any open-and-closed neighborhood of x1 disjoint from A. Proceed inductively. Choose in
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minimal with xin not in Cn−1 :=
⋃n−1
Uj and choose Un as before (depending on whetherj=1
xin is in A or X \A), ensuring that Un is disjoint from Cn−1. Let xk1, xk2, . . . be the points
of A (listed with k1  k2  · · ·) then let Bxk1 := Ck1 and let Bxkn :=Ukn ∪ · · · ∪Uk2−1 for
each n > 1. 
The following theorem is known in the folklore; it can be proved without much difficulty
by induction on rank.
Theorem 4. A space X is a countable locally compact space if and only if X is homeo-
morphic to α (with the order topology) for some α ∈ ω1.
Viewing ω1 as the set of countable ordinals, and viewing each countable ordinal as a
topological space using the order-topology, we mention the following corollary.
Corollary 5. The partially-ordered sets (ω1/∼,h), (L/∼,h), and ω1 are all order-
isomorphic.
Proof. The first two are order-isomorphic by the previous theorem. For X ∈ L, let αX :=
min{α ∈ ω1: X is homeomorphic to α}. For X ∈ L/∼, let αX := min{α ∈ ω1: X ∼ α
for some (equiv. all) X ∈ X}. The set {αX ∈ ω1: X ∈ L/∼} is uncountable, for if it were
countable, then since ω1 has uncountable cofinality, there would be a countable ordinal α
so that every countable locally compact space could be embedded into α. In particular, this
would require N(X)N(α) for all X ∈L, but we will see in Lemma 7 that N(X) can be
an arbitrarily large countable ordinal for X ∈ L. Then (L/∼,h) is order-isomorphic to
the order on {αX ∈ ω1: X ∈ L/∼} inherited from ω1, and this in turn is order-isomorphic
to ω1 (being uncountable). 
Definition 6. Let X be a scattered subspace of Q where N(X) = α + n for an infinite
limit ordinal α and 1  n < ω. An S-sequence in X is a closed discrete subset A of X
such that X(β) ∩A 
= ∅ for all β < α and X(α) ∩A = ∅. A point x ∈ X(α) is an S-point if
every neighborhood of x in X contains an S-sequence. Throughout, S(X) denotes the set
of S-points of X.
Clearly if x is an S-point in X then X is not locally compact at x , though the converse
is not true. However, one can check that for x and X as in the above definition, x is an
S-point in X if and only if X(β) fails to be locally compact at x for all β < α.
Lemma 7. For every countable ordinal λ there is a compact space Dλ ⊆ Q with D(λ)λ ={1}.
Proof. Use induction. When λ= 0, let D0 := {1}. At successor ordinals λ= α+ 1, embed
a homeomorphic copy of Dα (which exists by the induction hypothesis) into each inter-
val In and add the point 1 to get Dλ. At limit ordinals λ, choose an increasing sequence
α1, α2, . . . of countable ordinals less than λ that converges to λ. The space obtained by
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embedding Dαn into In for each n ∈ N and adding the point 1 will yield a space Dλ as
desired. 
3. Universal spaces
For each β ∈ ω1, there is a locally compact countable space Lβ with N(Lβ) = β such
that Lβ is universal for all locally compact countable spaces X with N(X) β . Indeed, just
let Lβ be the countable ordinal (with its order topology) obtained by taking the supremum
of all countable ordinals with rank at most β (in their order topologies). One can check
that this ordinal must also have rank β . We would like to extend this result to arbitrary
countable scattered metric spaces, which we accomplish by first working with spaces of
finite rank.
Let K1 := N. Let
Π∗nM1 :=
{
(x1, . . . , xn) ∈ΠnM1: ∀i (xi = 0 ⇒ xi+1 = 0)
}
.
Let Kn :=⊕ω Π∗n−1M1 so N(Kn) = N(Π∗n−1M1) = n. Notice that the k-isolated points
of Kn are the points of the form (x1, . . . , xn−k,0, . . . ,0) where the xi are non-zero; in
particular K(1)n =Kn−1.
Lemma 8. Kn is universal for all countable scattered metric spaces X with N(X) n.
Proof. The proof is by induction on n; when n = 1 the result is immediate because any
countable space X with N(X)  1 is a discrete space. Now consider a countable met-
ric space X with 1 < N(X)  n. We may assume that N(X) = n, since otherwise the
result follows from the induction hypothesis together with the fact that Kn contains a sub-
space homeomorphic to Kn−1. By applying Lemma 3 to X(n−1) ⊆ X and noting that Kn is
homeomorphic to countably many copies of itself, we may assume that X(n−1) consists of
a single point x . Consider any point p ∈K(n−1)n . It is readily verified that there is a family
Aj (j ∈ N) of pairwise disjoint open-and-closed subsets of Kn each of which is homeo-
morphic to Kn−1 and so that any neighborhood of p contains all but finitely many Aj ’s.
There is a family Bj (j ∈ N) of pairwise disjoint open-and-closed subsets of X such that
any neighborhood of x contains all but finitely many Bj ’s and so that
⋃
j∈NBj =X \ {x}.
For each j ∈ N, use the induction hypothesis to find an embedding of Bj into Aj . The
union of these embeddings with x mapping to p yields an embedding of X into Kn. 
Theorem 9. Let X be a countable scattered metric space satisfying N(X) 2n. Then there
is a subspace of X homeomorphic to Kn.
Proof. First show, by induction, that if x ∈X(2n) for some countable metric space X, then
every neighborhood of x in X contains a subspace homeomorphic to Π∗nM1 by a homeo-
morphism taking x to (0,0, . . . ,0). Fix any neighborhoodU of x , where x ∈ X(2n). Choose
a sequence of (2n−1)-isolated points y1, y2, . . . ∈U converging to x and to no other point.
Choose pairwise-disjoint open-and-closed subsets Ak (k ∈ N) of X, each contained in U ,
so that, for each k ∈ N, Ak contains yk and no other point of X(2n−1). For each k ∈ N
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choose (2n − 2)-isolated points zk, zk, . . . ∈ Ak converging to yk and to no other point.1 2
Choose open-and-closed subsets Bkn of X, each contained in U , such that Bkn contains zkn
and no other point of X(2n−2). Now apply the induction hypothesis to each of the points zkn
(using the neighborhood Bkn ) to find Ckn ⊆ Bkn such that Ckn is homeomorphic to Π∗n−1M1
by a homeomorphism taking zkn to (0,0, . . . ,0). It can be verified that {x} ∪ (
⋃
k,n∈NCkn)
is homeomorphic to Π∗nM1.
Now consider a countable metric space Y with N(Y )  2n. By replacing Y with
Y \ Y (2n) we may assume that N(Y ) = 2n. Then Y (2n−1) is a discrete space, so choose
any point a ∈ Y (2n−1) and an open-and-closed neighborhood U of a containing no other
point of Y (2n−1). Now (U \ {a})(2n−2) must be an infinite discrete space. By choosing a
pairwise-disjoint family of open-and-closed sets, each containing precisely one point of
(U \ {a})(2n−2), and applying the result proved above, it follows that U \ {a} contains a
subspace homeomorphic to the disjoint union of countably many copies of Π∗n−1M1. 
Corollary 10. Let X be a scattered countable metric space with N(X) = ω. Then X =
Lω = {Y ⊆ Q: N(Y ) = ω}.
Proof. It will suffice to show that if A and B are scattered subsets of Q with N(A) =
N(B) = ω, then A embeds in B . Using Lemma 2, A can be expressed as the union of pair-
wise disjoint open-and-closed sets U1,U2, . . . so that N(Uj ) is finite for each j ∈ N. Simi-
larly, B can be expressed as the union of pairwise disjoint open-and-closed sets V1,V2, . . .
so that N(Vj ) is finite for each j ∈ N and so that the numbers N(Vj ) can be made arbitrar-
ily large for a proper choice of j . There must be a strictly increasing sequence k1, k2, . . .
of positive integers such that 2N(Uj ) < N(Vkj ) for each j ∈ N. It follows from Theorem
9 that Uj embeds in Vkj for each j ∈ N and then taking the union of these embeddings
yields an embedding of A into B . 
The construction of universal scattered metric spaces will be completed below, though
the proof of universality shall be delayed until the next section, since some of the results
developed there will be required in the proof. Meanwhile, we will need to use two theorems
established in this section to complete proofs in the next.
Every countable ordinal can be written as λ+n where λ is a countable limit ordinal and
n is finite (possibly 0). From Lemma 7, it follows that for every countable limit ordinal λ,
there is a space Kλ such that N(Kλ) = λ. Let K ′λ denote the subspace of Q obtained by
embedding a copy of Kλ into each interval Im (m ∈ N) and adding the point 1. For n 1,
Kλ+n is defined below as a subspace of a finite product of metric spaces
Kλ+n :=
{
(x, y) ∈ Kn ×Q:
(
x ∈ Kn \K(1)n ∧ y ∈K ′λ
)∨ (x ∈ K(1)n ∧ y = 1)}.
At this point, just note that K(λ)λ+n =Kn ×{1} =Kn and that every neighborhood of a point
in K(λ)λ+n contains an S-sequence. Later, it will be easy to show that Kλ+n has the desired
properties.
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4. Reduction to the case N(A) < ωIn this section, the goal will be to reduce all questions about the partially-ordered
set (P(Q)/∼,h) to questions about embeddability of scattered spaces X ⊆ Q with
N(X) < ω. Throughout, let A be the family of all scattered X ⊆ Q with 1 < N(X) < ω,
and let A be the partially-ordered set (A/∼,h).
Definition 11. Let X be a scattered subspace of Q where λ <N(X) < λ+ω for an infinite
limit ordinal λ. Let I (X) :=X(λ) \X(λ+1) denote the λ-isolated points of X. To construct
∆(X) we first add a convergent sequence to each λ-isolated non-S-point of X; then a
sequence of countably infinite discrete spaces converging to each λ-isolated S-point is
added. Finally, we add a countably infinite discrete space if X has an S-sequence. Formally:
(i) Let ∆′(X) := {(x, y) ∈ Q×Q: (x ∈X(λ+1) ∧y = 0)∨ (x ∈ I (X)∩S(X)∧y ∈M1)∨
(x ∈ I (X) \ S(X)∧ y ∈ M0)}.
(ii) If X has an S-sequence let ∆(X) :=∆′(X)⊕ N, otherwise let ∆(X) :=∆′(X).
Lemma 12. Let λ be a countable infinite limit ordinal. Then {∆(X): X ⊆ Q satisfies λ <
N(X) < λ+ω} =A.
Proof. The containment ⊆ follows from the definition of ∆(X). Now let A be an arbitrary
space in A. Finding a scattered countable metric space X with λ < N(X) < λ+ω so that
∆(X) = A will show that the containment ⊇ holds as well, completing the proof. Recall
the spaces Kλ, K ′λ, and Dλ constructed in the previous section and in Lemma 7. Let I
denote the set of 1-isolated points of A that have compact neighborhoods, and let S denote
the set of 1-isolated points of A that have no compact neighborhoods. Now let
X := {(x, y) ∈ Q ×Q: (x ∈ A(2) ∧ y = 1)∨ (x ∈ I ∧ y ∈Dλ)∨ (x ∈ S ∧ y ∈K ′λ)}.
If A has a closed infinite subset of isolated points, let X :=X′ ⊕Kλ, otherwise let X :=X′.
Drawing a picture helps. Notice that X(λ) = {(x,1) ∈ X} = A(1) and that X has been con-
trived so that when ∆(X) is built from X, the isolated points added to X(λ) will make the
resulting space homeomorphic to A (checking this will be left to the reader). 
The three technical lemmas below are used in the proof of Theorem 16. The trusting
reader may skip their proofs without serious loss.
Lemma 13. Let Y be a scattered subspace of Q where N(Y ) = λ+ n for an infinite limit
ordinal λ and 1 n < ω. Then there is a subspace Y ′ of Y satisfying the following condi-
tions:
(i) Y ′(λ+1) = Y (λ+1);
(ii) |(U \ Y ′)∩ Y (λ)| = ℵ0 for any open U ⊆ Y with U ∩ Y (λ+1) 
= ∅;
(iii) ∆(Y ) is homeomorphic to ∆(Y ′).
Proof. If Y (λ+1) = ∅, then let Y ′ := Y and the proof is complete. Otherwise assume that
Y (λ+1) is infinite (the finite case is analogous) and let a1, a2, . . . be an enumeration of the
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1-isolated points of Y (λ) (i.e., the points of Y (λ+1) \ Y (λ+2)). For each j ∈ N, inductively
choose pairwise disjoint open-and-closed (in X) sets U1,U2, . . . so that
Uj ∩X(λ+1) = {aj }.
Then, for each j ∈ N, inductively choose a sequence bj1, bj2 , . . . of λ-isolated points of Y
contained in Uj such that d(bjk+1, aj ) < d(b
j
k , aj ) < 1/k for k ∈ N. For each j , if infinitely
many of the points bj1 , b
j
2, . . . are not S-points, then by choosing an infinite subsequence of
b
j
1, b
j
2 , . . ., there is no loss of generality in assuming that b
j
1 , b
j
2, . . . all fail to be S-points.
If only finitely many bjn’s are not S-points, then similarly, there is no loss of generality
in assuming that all the bjn’s fail to be S-points. Thus, we assume now, without loss of
generality, that, for each j ∈ N, the points bj1 , bj2, . . . are either all S-points, or all fail to
be S-points. Now let Y ′ := Y \ {bjn: n is odd}. Since only λ-isolated points were removed
from Y , and since Y ′ still contains a sequence of λ-isolated points converging to each of
its (λ+ 1)-isolated points, condition (i) is satisfied.
Now we check that Y ′ satisfies condition (ii). Any neighborhoodU of a point y ∈ Y (λ+1)
must contain a neighborhood U ′ of a λ+ 1-isolated point, aj in Y . Thus U ′ (and hence U )
contains infinitely many points bjn where n is even; none of these points is in Y ′, while all
of them are in Y (λ).
To see that condition (iii) is satisfied, first map Y (λ) into Y ′ (λ) by using the identity
map on Y (λ) \ {bjn: j,n ∈ N} and the map bjn → bj2n on {bjn: j,n ∈ N} (check that this is
a homeomorphism). Now extend this map to a homeomorphism f :∆(Y ) → ∆(Y ′) using
the fact that the previously defined map takes S-points to S-points and non-S-points to
non-S-points. 
Lemma 14. Let X be a countable scattered metric without an S-sequence with 0 <
|X(α)| < ω for a limit ordinal α. Then any subspace Y of X with |Y (α)| = |X(α)| has
no S-sequence.
Proof. Suppose there is such a Y with an S-sequence S. Then S fails to be an S-sequence
in X only if it is not closed in X, so it may be assumed that clX S \ S 
= ∅. However, by
definition, S is closed in Y , so the points in clX S \ S are also in X \ Y . Additionally, since
|Y (α)| = |X(α)|, Y must contain all of the α-isolated points of X, so in particular, no point
of clX S \ S is in X(α). Now a contradiction can be reached by finding a subset of S that
will be an S-sequence in X; this is done as follows. Let x1, x2, . . . be an enumeration of
clX S \ S. Since no xn is α-isolated, there are ordinals α1, α2, . . . < α so that, for each
n ∈ N, xn is αn-isolated. There is also a sequence β1, β2, . . . of ordinals less than α with
supn∈N βn = α satisfying αn < βn for all n ∈ N. There must be a neighborhood U1 (in X)
of x1 such that X(α1) ∩U1 = {x1}. Let b1 be any point of S with b1 ∈X(β1). Since β1 > α1,
b1 cannot be in U1. Now choose a neighborhood U2 of x2 (in X) not containing b1 such
that X(α2) ∩ U2 = {x2}. Again, there must be some b2 ∈ X(β2) ∩ S so that b2 is not in
U2 ∪U1. Proceed inductively to choose (for each n ∈ N) points bn ∈ S and neighborhoods
Un of xn so that bn ∈ X(βn) and so that (⋃n∈N{bn}) ∩ (⋃n∈NUn) = ∅. Then {b1, b2, . . .}
will be an S-sequence in X. 
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Lemma 15. Suppose X ⊆ Q satisfies λ+ 2 <N(X) = λ+ω for a limit ordinal λ. Then X
is homeomorphic to a space X′ ⊆ Q satisfying
(∗) for all z ∈ X′(λ+2) and all ε > 0 the sets (z − ε, z)∩X′(λ+1) and (z, z+ ε) ∩X′(λ+1)
are both non-empty.
Proof. Let y1, y2, . . . be an enumeration of X(λ+2) where each point appears infinitely
many times. For each n ∈ N choose a (λ+1)-isolated point zn 
= z1, . . . , zn−1 and an open-
and-closed set Un of X disjoint from U1, . . . ,Un−1 satisfying Un ⊆ (yn − 1/n, yn + 1/n)
and Un ∩X(λ+1) = {zn}. Since X is nowhere dense in Q, for each n ∈ N there is an open-
and-closed subset Vn ⊆ Q disjoint from V1, . . . , Vn−1 so that every point of Vn is closer
to yn than any point of Un. Furthermore, we may assume that Vn has been chosen so
that if zn > yn than every point of Vn is < yn and vice-versa. For each n ∈ N choose an
embedding hn :Un → Vn. Let {xj : j ∈ J } be the set of points in X(λ+2) where (∗) fails.
Choose an injective map Φ :N×J → N so that zΦ(n,j) → xj as n→ ∞. Define h :X → Q
by making h(x) := hΦ(n,j)(x) if x ∈ UΦ(n,j) and n is even, otherwise let h(x) := x . Check
that X′ := h[X] satisfies (∗) and that h is a homeomorphism onto its range. Continuity
follows from the observation that d(x,h(x)) < 2/N for any x ∈X \⋃Ni=1 Ui . 
Theorem 16. Let X and Y be two scattered subspaces of Q with λ <N(X), N(Y ) < λ+ω
for an infinite limit ordinal λ. Then X embeds in Y if and only if ∆(X) embeds in ∆(Y ).
Proof. (⇒) Let f :X → Y be an embedding. Restriction produces an embedding
f¯ :X(λ) → Y (λ). If Y (λ) is finite, then X(λ) must also be finite and |X(λ)|  |Y (λ)|. By
Lemma 14, the inequality must be strict if X has an S-sequence and Y does not. This en-
sures that if a closed copy of N is added during step (ii) of the construction of ∆(X), there
will be a place in ∆(Y ) to embed it. Notice that ∆(X) and ∆(Y ) are just finite unions of
M0, M1, and N. It will follow from a result in the next paragraph that Y must have at least
as many S-points as X, wrapping up any difficulty with this case.
When Y (λ) is infinite it turns out to be immaterial whether a closed copy of N was added
during step (ii) of the construction of ∆(X). Letting I (Y ) := Y (λ) \Y (λ+1), we may in fact
assume that there is a point d ∈ I (Y ) \ f¯ [X(λ)] by proving that removing a single isolated
point from an infinite scattered subspace Q does not change its homeomorphism type (we
leave this to the reader). Now we show that f (λ)[S(X)] ⊆ S(Y ) ∪ Y (λ+1). Indeed, if y is
isolated in Y (λ) and y is not an S-point, then there is a neighborhood U of y in Y such that
U contains no S-sequence, and so that U ∩ Y (λ) = {y}. Then f cannot map an S-point of
X to the point y because no subset V of U can satisfy N(V ) = λ + 1 and also have an
S-sequence by Lemma 14. Let B := {b1, b2, . . .} be an enumeration of the points of I (X)
that f (λ) takes to Y (λ+1). Since each bj is isolated in X(λ) and f is an embedding, it is
possible to inductively define pairwise disjoint open-and-closed subsets U1,U2, . . . of Y (λ)
so that Uj ∩ f [X(λ)] = {f (bj )}. However, for each j ∈ N, f (bj ) is not isolated in Y (λ),
so there is a sequence of points a1j , a
2
j , . . . ∈ (Uj ∩ I (Y )) \ {f (bj ), d} converging to f (bj )
and to no other point.
Define g :∆(X) → ∆(Y ) as follows. First, let g(x,0) := (f (λ)(x),0) for all (x,0) ∈
∆(X). This at least guarantees that g restricted to the non-isolated points of ∆(X)
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will be an embedding. Then, let g(x,1/n) := (f (λ)(x),1/n) for x ∈ I (X) \ B where
f (λ)(x) ∈ I (Y ) \ S(Y ). Next, let g(x,1/n) := (f (λ)(x),1/n + 1/n2) for x ∈ I (X) \ B
where f (λ)(x) ∈ S(Y ). Then, let g(bj ,1/n) := (anj ,0) for bj ∈ B \ S(X). Then, let
g(bk,1/n + 1/n2m) := (ank ,1/m) when bk ∈ B ∩ S(X) and ank ∈ I (Y ) \ S(Y ), and fi-
nally, let g(bk,1/n+ 1/n2m) := (an,1/m+ 1/m2) when bk ∈ B ∩ S(X) and ank ∈ S(Y ).
These conditions ensure that a sequence of isolated points in ∆(X) converging to a 1-
isolated point p ∈ ∆(X) is taken by g to a sequence of points in g[∆(X)] converging to
g(p). Also, a 1-isolated point q ∈ ∆(X) will have a compact neighborhood just in case
g(q) has a compact neighborhood in g[∆(X)]. Finally if ∆(X) = ∆′(X) ⊕ N, then let
g(n) := (d,1/n) for n ∈ N. Checking that g and g−1 are continuous is left to the reader.
(⇐) During the proof of this theorem, it will be necessary to appeal to corollaries of the
theorem being proved. Appeal is actually only being made to versions of these corollaries
assumed to exist by the induction hypothesis. A brief inspection of the assumed corollary
and its proof will clarify the argument in the mind of the reader. Assume that f :∆(X)→
∆(Y ) is an embedding and let f ′ :X(λ) → Y (λ) denote the induced embedding obtained
by restricting f to ∆(X)(1) = X(λ). It will be shown that X embeds in Y using induction
on N(X). We divide the proof into cases.
First assume ∆(X)(1) = X(λ) is finite, X has no S-points and no S-sequence. Let
∆(X)(1) =X(λ) = {a1, a2, . . . , an}. Using Lemma 3, partition X into open-and-closed sub-
sets U1,U2, . . . ,Un so that Uj ∩ X(λ) = {aj }. Choose pairwise disjoint open-and-closed
subsets V1,V2, . . . , Vn of Y with f (aj ) ∈ Vj . Now it suffices to show that U1 will embed
into V1. Partition U1\{a1} into pairwise disjoint open-and-closed sets S1, S2, . . . so that any
neighborhood of a1 contains all but finitely many Sj ’s. Each Sj satisfies N(Sj ) < N(X)
and supj∈NN(Sj ) = N(X). Similarly, partition V1 \ {f (a1)} into pairwise disjoint open-
and-closed sets T1, T2, . . . so that any neighborhood of f (a1) contains all but finitely many
Tj ’s. By replacing the Tj ’s with subspaces and possibly replacing T1, T2, . . . with an infi-
nite subsequence Tk1, Tk2, . . . , we may assume that for each j ∈ N, N(Sj ) is sufficiently
smaller than N(Tj ) (with both smaller than N(X)) that we may apply the induction hypoth-
esis together with Corollary 17 to embed Sj into Tj . Taking the union of these embeddings
and mapping a1 to f (a1) yields the desired embedding. The remaining cases with X(λ)
discrete are left to the reader. In the following order, each follows from the previous cases
together with Lemmas 2 and 3: X(λ) is finite with an S-sequence and no S-points; X(λ)
consists of a single S-point; X(λ) is finite with at least one S-point; X(λ) is infinite but
X(λ+1) = ∅.
Now assume X(λ+1) 
= ∅. After applying Lemmas 13 and 15 we may assume that X
satisfies (∗) and we may replace f ′ with an embedding h :X(λ) → Y ′ (λ) ⊆ Y (λ) which
we view as an embedding X(λ) → Y (λ) with h[X(λ)] ⊆ Y ′ (λ). Let h[X(λ+1)] = {ai: i ∈
I } and let p1,p2, . . . be an enumeration of the points of h[X(λ+1)] in which each point
appears infinitely many times. For each pj , choose a λ-isolated point bj ∈ Y \Y ′ such that
d(bj ,pj ) < 1/j and with bj 
= bj ′ for j 
= j ′. The set B := {b1, b2, . . .} is a discrete subset
of Y with h[X(λ+1)] ⊆ clY B . Also note that no point in the image of X(λ) \ X(λ+1) under
h can be in clY B . Choose an injection Ψ :N× I → N so that bΨ (n,i) → ai as n→ ∞.
Let c1, c2, . . . enumerate the λ-isolated points of X. Inductively define pairwise disjoint
open-and-closed sets U1,U2, . . .⊆X such that, for all j ∈ N, Uj ∩X(λ) = {cj }, Uj has no
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S-sequence when cj is not an S-point, and D(Uj ) < 1/j . Note that A := h[{c1, c2, . . .}] is
disjoint from B . Let D := B ∪ A and let d1, d2, . . . be the enumeration of D with d2k =
h(ck) and d2k−1 = bk for k ∈ N. Inductively define pairwise disjoint open-and-closed sets
V1,V2, . . . ⊆ Y such that D(Vj ) < 1/j and such that Vj ∩ Y (λ) = {dj }. This can be done
because no point h(ck) is in clY B . Let C :=X(λ)⋃n∈NUn. By the previous cases, for each
n ∈ N, there is an embedding hn :Un → V2n. Then h′ := h∪ (⋃n∈N hn) is an injective map
C → Y whose range is disjoint from every Vj with j odd.
Now we verify that h′ is an embedding. Certainly h′ is continuous at each x in some Un
(and h′−1 is continuous at h′(x)) since h′ agrees with the embedding hn on an open-and-
closed neighborhood of x . Now suppose x ∈ X(λ+1) and ε > 0. Since h is an embedding
there is δ1 > 0 such that for all y ∈ X(λ), d(y, x) < δ1 implies d(h′(x) = h(x),h′(y) =
h(y)) < ε/2. Choosing N ∈ N large enough so that 1/N < ε, δ1/2 and separating x from
the closed sets U1, . . . ,UN shows that there is δ2 > 0 so that if y ∈⋃n∈NUn and d(x, y) <
δ2 then y ∈ Un with D(Un) < 1/N < δ1/2 and D(hn[Un])D(V2n) < 1/(2N) < ε/2. Let
δ := min(δ1/2, δ2). Now for all y ∈C, whenever d(y, x) < δ, then either y ∈X(λ+1), from
which d(h′(y), h′(x)) < ε is immediate (since δ  δ1), or y is in some Un with D(Un) <
δ1/2, and hence there is y ′ ∈ Un ∩ X(λ) with d(y ′, x) < δ1 by the triangle inequality. So,
d(h′(y ′), h(x)) < ε/2 and since D(h′(Un)) < ε/2, this implies d(h′(y), h′(y ′)) < ε/2 and
hence d(h′(x), h′(y)) < ε by the triangle inequality. This shows that h′ is a continuous
injection; checking that h′−1 is continuous on the range of h′ is a similar calculation.
Inductively define pairwise disjoint open-and-closed sets Wk ⊆ X \ C (k ∈ K) such
that
⋃
k∈K Wk = X \ C and so that D(Wk) < 1/k. This can be done because if some
point x ∈ X were not contained in an open-and-closed set disjoint from the Un’s, then
using the fact that the D(Un) → 0 as n → ∞, it could be shown that x ∈ X(λ) and hence
x ∈C. Since C contains all the points of X(λ), any subset H of X \C must satisfy H(λ) =
∅, and hence H can be embedded into any V2n−1. If the index set K is finite, then X \
C is open-and-closed in X and the proof is complete by embedding X \ C into any V1,
so now assume K = N. The plan is to extend h′ to all of X by finding an appropriate
V2n−1 in which to embed each Wk . For each k ∈ N, choose nk to be the largest integer
 k satisfying min(1, d(Wk,X(λ+1))) 1/nk . Also choose a point xk ∈ X(λ+1) such that
d(Wk,X
(λ+1)) < d(Wk, xk) + 1/k. Then h′(xk) = aik for some ik ∈ I . This yields a map
Φ :N → N× I defined by Φ(k) := (nk, ik). For each (n, i) ∈ N× I , choose an embedding
gin :
⋃
k∈Φ−1(n,i) Wk → V2Ψ (n,i)−1. Let g := h′
⋃
n∈N,i∈I gin. The map g is an injective map
from X → Y . Next we establish that g satisfies
(1) ⋃k∈Φ−1(n,i) Wk is open-and-closed in X for each (n, i) ∈ N× I .
If not, there would be a point x not in this set, but in its closure. Then x must be in X(λ+1),
otherwise an appropriate Ul or Wl would separate x from
⋃
k∈Φ−1(n,i) Wk . In particular,
d(Wk,X
(λ+1)) d(Wk, x) can be made arbitrarily small by making an appropriate choice
of k ∈ Φ−1(n, i). Thus the values nk (k ∈ Φ−1(n, i)) would become arbitrarily large for
appropriately chosen k, contradicting the fact that these values should all be n.
Now we begin the task of showing that g and g−1 are indeed continuous. Let x ∈ X. If
x is not in X(λ+1) then it is easy to argue continuity of g at x because g will agree with
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either h′ or some gin (depending on whether x appeared in a Ul or in a Wk) on an open
set of X containing x . For the same reason, it is easy to see that g−1 is continuous at g(x)
when x is not in X(λ+1).
Next we argue the continuity of g at a point x ∈X(λ+1). Let ε > 0. Since h′ is continu-
ous and g|C = h′, there is δ1 > 0 such that
y ∈C ∧ d(x, y) < δ1 ⇒ d
(
g(x), g(y)
)
< ε/2.
The set T := {(n, i) ∈ N × I : D(V2Ψ (n,i)−1) ε/5 ∨ d(bΨ (n,i), ai) ε/5} is finite, so by
(1), ⋃(n,i)∈T ⋃k∈Φ−1(n,i) Wk is closed. Separating x from this closed set (and using the
triangle inequality), there is δ2 > 0 such that
y ∈X \C ∧ d(x, y) < δ2 ⇒ y ∈ Wk with d
(
g(y), aik
)
< ε/2.
By choosing K ∈ N large enough so that 1/K < δ1/4 and separating x from ⋃nk=1 Wk ,
there is δ3 > 0 such that
y ∈X \C ∧ d(x, y) < δ3 ⇒ y ∈ Wk with D(Wk) < δ1/4.
Let δ := min(δ1/4, δ2, δ3) and suppose y ∈ X satisfies d(x, y) < δ. If y ∈ C, then since
δ < δ1 it is immediate that d(g(x), g(y))= d(h′(x), h′(y)) < ε/2 < ε. Otherwise, y ∈ Wk
for some k ∈ N and since δ  δ3, δ1/4, we calculate d(x,h′−1(aik )) = d(x, xk) d(x, y)+
d(y, xk) δ1/4 + d(Wk, xk) + D(Wk) < δ1/4 + d(Wk,X(λ+1)) + δ1/4 + δ1/4 δ1/4 +
d(y, x)+ δ1/4 + δ1/4 δ1. So now by choice of δ1 we have d(g(x), aik ) < ε/2. Finally,
since δ  δ2 we have d(g(x), g(y)) d(g(x), aik )+ d(aik , g(y)) ε/2 + ε/2 ε so g is
continuous.
Finally we establish the continuity of g−1 at g(x) where x ∈ X(λ+1). Let ε > 0. If x
is (λ + 1)-isolated, then there is t > 0 such that y ∈ X(λ+1) ∧ d(x, y) < t ⇒ x = y .
Otherwise x ∈ X(λ+2) so by (∗), there are points p ∈ (x, x + ε/2) ∩ X(λ+1) and q ∈
(x, x − ε/2) ∩ X(λ+1). Choose N ∈ N so that 1/N < min(d(x,p), d(x, q), t, ε)/4 (ig-
noring reference to quantities not defined in the case under consideration). Since h′−1 is
continuous, there is δ1 > 0 such that
y ∈C ∧ d(g(x), g(y))< δ1 ⇒ d(x, y) < 1/N.
By (1), there is δ2 > 0 such that
y ∈X \C ∧ d(g(x), g(y))< δ2 ⇒ y ∈Wk for some k N.
If g(x)= aik for some k ∈ N, choose δ3 > 0 so that
d
(
g(x),V2Ψ (n,ik)−1
)
> δ3 for all nN.
Choose δ4 > 0 so that
y ∈X \C ∧ d(g(x), g(y))< δ4 ⇒ y ∈Wk with d(g(x), aik)< δ1.
Let δ := min(δ1, δ2, δ3, δ4). Now if y ∈ C satisfies d(g(x), g(y)) < δ, then since δ  δ1 we
have d(x, y) < ε/4 < ε as desired. Now assume y ∈ Wk for some k; notice k  N since
δ  δ2. Suppose, toward a contradiction, that d(x, y) ε.
If x = xk then d(Wk,X(λ+1))  d(y, xk)  ε > 1/N so nk < N and we have g(y) ∈
g[Wk] ⊆ V2Ψ(nk,ik)−1, contradicting δ  δ3. Now assume xk 
= x . Since δ  δ4 we have
W.D. Gillam / Topology and its Applications 148 (2005) 63–82 75
d(g(x), aik ) < δ1 so by choice of δ1 we have d(x, xk) < 1/N . Since 1/N < t and
xk ∈ X(λ+1), it must be that x ∈ X(λ+2). Furthermore, D(Wk)  1/N < ε/2 so Wk ⊆
Q \ (x − ε/2, x + ε/2). But now either p or q is closer to Wk than xk by more than
1/N , contradicting the method of choosing xk since k N . 
The following corollary is very similar to and slightly stronger than “Lemma 1” in
Iliadis and Tymchatyn’s paper [5]. This lemma is important in many papers, including [4,
2]. Results in those papers could conceivably be strengthened using the statement below.
Theorem 17. Let X and Y be countable scattered metric spaces with N(X) = λ + n for
a limit ordinal λ and n < ω and N(Y )  λ + 2n + min(1, λ). Then X embeds in Y . In
particular, if n= 0, then X = {Z ⊆ Q: N(Z)= λ}.
Proof. When λ = 0, this is Theorem 9. When λ is infinite, and n > 0, by choosing an
appropriate subspace of Y , we may assume that N(Y ) = λ + 2n + 1. Then N(∆(X)) =
n + 1 and N(∆(Y )) = 2n + 1 + 1 = 2(n + 1) so ∆(X) embeds in ∆(Y ) by Theorem 9
and then X embeds in Y by Theorem 16. When n = 0, the proof is virtually the same as
that of Lemma 10. Just use Lemma 2 together with induction and the observation that if
α1 + k1, α2 + k2, . . . and β1 + l1, β2 + l2, . . . are both increasing sequences of ordinals
less than λ converging to λ expressed so that αj and βj are limit ordinals and kj and lj
are finite for each j ∈ N then there is a strictly increasing sequence m1,m2, . . . of positive
integers so that βmj + lmj > αj + 2kj for each j ∈ N. 
Now it is possible to complete the proof that the spaces Kγ (γ < ω1) constructed in
the previous section are indeed universal for spaces X with N(X) γ . It has already been
shown that Kn is as desired for finite n and when γ is a limit ordinal, Kγ is as desired by
the above corollary. When γ = λ+ n for an infinite limit ordinal λ and 1 n < ω, check
that ∆(Kλ+n)= {(x, y) ∈ Q×Q: x is an isolated point of Kn and y ∈M1 or x ∈ K(1)n and
y = 0} ⊕ N is homeomorphic to Kn+1 and apply Theorem 16.
Definition 18. For partially-ordered sets (P,P ) and (Q,Q), let (P,P )+ (Q,Q) be
the partially-ordered set whose underlying set is the disjoint union of P and Q and whose
ordering  is defined by
a  b ⇐⇒ (a ∈ P ∧ b ∈ Q)∨ (a, b ∈ P ∧ a P b)∨ (a, b ∈Q∧ a Q b).
The operation + is associative but not commutative and corresponds to the usual addition
of ordinals.
Theorem 19. (P(Q)/∼,h) is order-isomorphic to
(ω+ 1)+ ((ω1 × (1 + A)) \ {(0,∗)})+ 1
where 1 is the partially-ordered set with one element ∗ and (ω1 × (1 + A)) \ {(0,∗)} is
ordered lexicographically.
Proof. Define a map φ from (P(Q)/∼,h) to the partially-ordered set described above
as follows. First fix an order-isomorphism τ from the countable limit ordinals onto ω1.
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Now, if X ⊆ Q is discrete, φ(X) := ω ∈ (ω + 1) when X is infinite or φ(X) := |X| ∈
(ω + 1) when X is finite. If X is not scattered, then of course, φ(X) is defined to be ∗,
the maximum element in the above partially-ordered set. Now we may assume that X is
scattered and that N(X) > 1. Here, N(X) can be uniquely expressed as λ+ n where λ is
a countable limit ordinal (possibly 0) and n is finite. In this case, if λ = 0, let φ(X) :=
(0,X) ∈ (ω1 ×A), otherwise λ is infinite, and if n = 0, let φ(X) := (τ (λ),∗) and if n 1,
let φ(X) := (τ (λ), ¯∆(X)). The map φ is surjective since τ is surjective, and by Lemma 12;
it is order-preserving, injective, and well-defined by Theorem 16. 
5. Type invariants
The results of Theorem 19 reduce our study of embeddability among countable met-
ric spaces to the study of embeddability of scattered countable metric spaces empty after
application of finitely many Cantor–Bendixson derivatives. Here those results are put to
work.
Definition 20. Let x be a point in a countable scattered metric space X. The type of x in X
(denoted τ (x;X)) is an ordered pair of sets (A,B) defined inductively as follows:
(i) If x is isolated in X then τ (x;X) := (∅,∅).
(ii) If x is α-isolated in X, τ (x;X) := (A,B) where A := {σ : every neighborhood of x in
X contains infinitely many points of type σ } and B := {σ : every neighborhood of x in
X contains a closed infinite discrete set of points of type σ }.
This definition makes sense because if x is α-isolated in X, then x has a neighborhoodU
in X such that X(α) ∩U = {x} so every point p 
= x in U is β-isolated for some β < α, and
hence the type of p in X has already been defined. Iliadis suggested to the author that he
has developed a similar notion of “types” in his studies of rim-scattered spaces, though the
present author cannot locate anything of immediate relevance here. As an example, notice
that τ (x;M0) = (∅,∅) if x 
= 0 and τ (0;M0) = ({(∅,∅)},∅). Also, τ (x;M1) = (∅,∅) if
x 
= 0 and τ (0;M1)= ({(∅,∅)}, {(∅,∅)}).
Admittedly, this definition is unwieldy for practical purposes, even for relatively simple
spaces. However, as an abstract notion, the study of types has great utility for spaces X ∈A.
Clearly, types are homeomorphism invariant (i.e., if f :X → Y is a homeomorphism, then
τ (x;X)= τ (f (x);Y ) for all x ∈ X). The type of x in X is also a local property (i.e., if U
is a neighborhood of x in X, then τ (x;X)= τ (x;U)).
Definition 21. For an ordinal number α  ω1, let Tα := {τ (x,X): X is a scattered subset
of Q such that N(X) < α and x ∈X}.
The following theorem sums up a number of simple but useful facts about types.
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Theorem 22.(i) Tn is finite for all n < ω.
(ii) If τ (x;X)= (A,B) then B ⊆A.
(iii) If τ (x;X)= (A,B) and (A1,B1) ∈ A then A1 ⊆A and B1 ⊆ B .
(iv) If τ (x;X)= (A,B) and (A1,B1) ∈ B then A1,B1 ⊆ B .
(v) If x ∈ X(m) \ X(m+1) and y ∈ Y (n) \ Y (n+1) and m,n < ω and τ (x,X) = τ (y,Y )
then m = n.
(vi) If X is any scattered countable metric space, then X is locally compact if and only
if τ (x;X) is of the form (A,∅) for all x ∈X.
(vii) |Tω| = |Tω+1| = ℵ0.
(viii) |Tα| = c for all α > ω+ 1.
Proof. These are generally trivial exercises with the definition and induction. For example,
(i) is proved by induction and the fact that T0 = T1 = ∅, and Tn+1 ⊆ {(A,B): A ∈ P(Tn)∧
B ∈ P(Tn)}. The construction for (viii) is left to the reader.
(v) This is done by induction on m + n. Certainly this is true when m + n = 2. Now
suppose τ (x;X)= τ (y;Y ) but m 
= n. Then one of them is larger, say m. Then there must
be a sequence of (m−1)-isolated points p1,p2, . . . converging to x . By (i), we may assume
that all the pj have the same type, say σ . Hence if τ (x;X)= (A,B), it must be that σ ∈ A.
Since τ (y;Y ) = (A,B) as well, it must be that there is a sequence of points q1, q2, . . .
converging to y in Y , all of type σ . But, y is n-isolated, so there must be some qj that is
k-isolated for some k < n <m. Since (m− 1)+ k <m+ n, and τ (qj ;X)= σ = τ (p1;Y )
and k 
= (m− 1), this contradicts the induction hypothesis.
(vi) (⇒) A set of points all of the same type is necessarily discrete. Any point in a
locally compact space thus has a neighborhood containing no closed infinite set of points
all of the same type.
(⇐) If X is not locally compact, choose some x ∈X that has no compact neighborhood.
It is not hard to argue that any neighborhood of x in X must have a closed infinite set of
isolated points.
(vii) This follows from (i) and (v) and Lemma 2. In fact Tω+1 = Tω. 
In view of Theorem 22(v), for τ ∈ Tω , we may refer to τ as being “the type an n-isolated
point” since there is a unique n for which τ = τ (x;X) with x an n-isolated point of X.
Definition 23. Let X be a scattered subspace of Q. Define a function fX ∈ (ω+ 1 + 1)Tω1
by letting fX(τ) := ω+ 1 if X has a closed infinite set of points all of type τ , ω if this fails
but X has infinitely many points of type τ , or n if both of the previous fail and n < ω is the
number of points of X of type τ .
The support of fX (i.e., the set f−1X [(ω+ 1 + 1) \ {0}]) is always contained in TN(X)+1.
Theorem 24. Let X,Y be scattered subspaces of Q such that N(X),N(Y ) < ω. Then X is
homeomorphic to Y if and only if fX = fY .
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Proof. (⇒) The definition of fX is homeomorphism invariant.
(⇐) By examining the number N := max{n ∈ N: there exists τ ∈ Tω such that τ is the
type of an n-isolated point and fX(τ) = fY (τ ) 
= 0} it is immediate that N(X) =N(Y ) =
N + 1, so we will do the proof by induction on N . Certainly, when N = 0, fX(τ) =
fY (τ )= 0 for all τ 
= (∅,∅), and fX((∅,∅)) simply counts the number of (isolated) points
of X, which must equal the number of (isolated) points of Y , since fX = fY . Now assume
X,Y are two scattered subspaces of Q such that fX = fY and N(X) =N(Y ) = n+ 1. By
Theorem 22(i), the function fX has finite support, say τ1, τ2, . . . , τm, and assume these are
indexed so that τl+1, . . . , τm are the types of n-isolated points. Let xi (i ∈ I ) denote the
points of X(n). Since fX = fY , and by Theorem 22(v), the points of Y (n) can be indexed
as yi (i ∈ I ) in such a way that τ (xi,X) = τ (yi, Y ) for all i ∈ I . Apply Lemma 3 to
X and Y to find pairwise disjoint open-and-closed sets Si ⊆ X and Ti ⊆ Y (i ∈ I ) such
that Si ∩ X(n) = {xi} and Ti ∩ y(n) = {yi} for each i ∈ I and such that ⋃i∈I Si = X and⋃
i∈I Ti = Y . For each i ∈ I , find an open-and-closed neighborhood Ui of xi contained in
Si such that
(i) If fX(τk) is finite and 1 k  l, then Ui contains no points of type τ .
(ii) If fX(τk) = ω + 1 and 1 k  l, then X \⋃i∈I Ui contains a closed infinite discrete
set of points of type τk .
Next we claim that if fX(τk)= ω, then there is a neighborhood S of X(n) in X such that
X \ S has infinitely many points of type τk if and only if there is a neighborhood T of Y (n)
in Y such that Y \ T has infinitely many points of type τk . Suppose there were such an S
in X. There is no loss of generality in assuming that S is open-and-closed. Then the set of
points of type τk cannot be closed in X \ S (since it is not closed in X because fX(τk) =
ω 
= ω + 1), and hence there is a point p ∈ X \X(n) where τ (p;X) = (Ap,Bp) = τj (for
some j  l) such that τk ∈ Ap. Now since fX = fY , Y must also have a point q ∈ Y \ Y (n)
of type tj ; now choose T to be any open-and-closed neighborhood of Y (n) not containing
q . The upshot is that, by possibly making the Ui ’s smaller, we may assume that (i) and (ii)
still hold and that there are open-and-closed sets Vi ⊆ Y satisfying all the properties that
the Ui ’s satisfy in X and so that
(iii) If fX(τk)= ω (hence 1 k  l necessarily), then X \⋃i∈I Ui contains an infinite set
of points of type τk if and only if Y \⋃i∈I Vi does.
Now let σ1, . . . , σr denote the types where fX(σj )= ω where every neighborhood of X(n)
in X contains all but finitely many of the points of type σj in X, hence every neighborhood
of Y (n) in X contains all but finitely many of the points of type σj in Y . For each such σj , let
mj denote the number of points of type σj in X \⋃i∈I Ui and let nj denote the number of
points of type σj in Y \⋃i∈I Vi . Both mj and nj are finite. Let dj := |mj −nj |. If mj > nj ,
choose pj1 , . . . , p
j
dj
∈⋃i∈I Ui all of type σj . If mj < nj , choose qj1 , . . . , qjdj ∈⋃i∈I Vi all
of type σj . Let P :=⋃j : mj>nj {pj1 , . . . , pjdj } and let Q :=⋃j : mj<nj {qj1 , . . . , qjdj }. Verify
that there are open-and-closed sets W ⊆ ⋃i∈I Ui and Z ⊆ ⋃i∈I Vi that are open-and-
closed neighborhoods of P and Q (respectively) whose only points of type σ1, . . . , or
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σr are the points in P and Q (respectively) and which are disjoint from X(n) and Y (n)
(respectively). This can be done because no point in P can be in the closure of a set of
points all of type σj (for some j ) because then X(n) could be separated from infinitely
many points of type σj by an open set. Also assume that W and Z have been chosen so
that neither contains any points of type τj where fX(τj ) < ω.
Let X′ := X \ (⋃i∈I Ui \W) and let Y ′ := Y \ (⋃i∈I Vi \Z). By (i), (ii), and (iii) and
the way W and Z were chosen we have fX′ = fY ′ and since X′ (n) = Y ′(n) = ∅ the spaces
X′ and Y ′ are homeomorphic by the induction hypothesis. Also, X′ and Y ′ are open-and-
closed in X and Y , and each Ui \ W is also open-and-closed in X and each Vi \ Z is
open-and-closed in Y , so the proof can be completed by arguing that U := U1 \ W is
homeomorphic to V := V1 \Z since the case i = 1 will be the same as any other case.
Note that the types in the support of fU = fV are exactly the types in A where (A,B) :=
τ (x1;X) = τ (x1;U) = τ (y1;V ) = τ (y1;Y ). Using the arguments as above, choose open-
and-closed sets U = K0 ⊇ K1 ⊇ K2 ⊃ · · · of U and V = L0 ⊇ L1 ⊇ L2 ⊃ · · · of V all
containing the point 0 so that D(Kn),D(Ln) < 1/n for all n ∈ N and so that fKn−1\Kn =
fLn−1\Ln for all n ∈ N. Use the induction hypothesis to find homeomorphisms between
these, then take their union and map x1 to y1. 
Corollary 25. |A| = ℵ0.
Proof. By Theorem 22(vii), Tω is countable, hence the set C := {f ∈ (ω + 1 + 1)Tω : f
has finite support} is countable and X → fX|Tω is an injective map fromA to C by Theo-
rem 24. 
Using the characterization developed in Theorem 19 yields the following result. After
mentioning this result, we prove two simple set-theoretic lemmas to get our main results.
Corollary 26. |(P(Q)/∼,h)| = ℵ1 and Q is the only element in this partially ordered
set with uncountably many elements less than it.
Lemma 27. Suppose X,Y ⊆ Q and N(X),N(Y ) < ω with fX  fY (pointwise). Then Y
has a subspace homeomorphic to X.
Proof. By Theorem 24, it will suffice to show that Y has a subspace X′ such that fX′ = fX .
The plan is just to take a finite sequence of descending subspaces of Y where at each stage
we make sure a new type gets the correct value without messing up any of the types we
have previously dealt with, and making sure not to decrease the counts of points of types
we will need to deal with at later stages.
Since fX  fY it must be that n := N(X)  N(Y ). Let Y1 := Y \ Y (n). No point in
Y \Y1 could have a type in Y in the support of fX , and any set closed in Y is still closed in
Y1, so certainly fX  fY1 (though note that it is possible that fY1(τ )= ω+ 1 >ω = fY (τ )
for some type τ ). Let τ be the type of an (n− 1)-isolated point, possibly with fX(τ) = 0.
Neither fX(τ) nor fY1(τ ) can be equal to ω because any point in the closure of a set of
(n− 1)-isolated points in a space Z would have to be in Z(n), but X(n) = Y (n)1 = ∅. So, if
fX(τ) = ω + 1, then fY1(τ ) = ω + 1 and we do nothing. Otherwise fX(τ) is finite, and
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since fX(τ) fY (τ ) we can remove all but fX(τ)-many points of type τ from Y1. After
performing this process for each τ in the finite set {τ : τ is the type of an (n − 1)-isolated
point}, we obtain a space Y2 ⊂ Y1 so that fX  fY2 and so that fX and fY2 agree on all
the types not in Tn. Assume that we have defined subspaces Y2 ⊇ Y3 ⊇ · · · ⊇ Ym so that
fX  fYm and so that fYm agrees with fX on all types not in Tn−m+2. We can complete the
proof by showing that there is Ym+1 ⊆ Ym so that fX  fYm+1 and so that fX and fYm+1
agree on all the types not in Tn−m+1. In fact, this can be done one type at a time, so it will
now suffice to show that if τ is the type of an (n−m)-isolated point, then we can remove
some (or no) points of type τ from Ym to get a subspace Y ′ of Ym so that fY ′(τ ) = fX(τ)
and so that fX  fY ′ and so that fY ′ agrees with fX on all types not in Tn−m+2.
If fX(τ)= fYm(τ ) then nothing needs to be done; just let Y ′ = Ym. If fX(τ) fYm(τ ) <
ω, then simply remove all but fX(τ)-many points of type τ from Ym. The removal of
finitely many points all of the same type cannot change the value of fYm at any other
type. We claim that it cannot happen that fX(τ) is finite, while fYm(τ )= ω. Indeed, if this
happened, then a point in the closure of a set of points of type τ in Ym would have a type
not in Tn−m+2, and fX and fYm would disagree on this type. In fact, by the same reasoning,
whenever fX(τ) is finite, the set of all points of type τ in Ym must be closed, and hence
we can remove all but fX(τ)-many points of type τ from Ym without changing the value
of fYm at types other than τ and (possibly) at types in Tn−m+2.
The only possibility remaining is that fX(τ) = ω < ω + 1 = fYm(τ ). Here the strategy
is to only leave points of type τ in Ym if they “need” to be there. That is, let σ1, . . . , σk
denote the set of types {σ = (A,B): τ ∈ A ∧ fX(σ) > 0}. Note that fX and fYm agree
on the σj ’s because no σj can be in Tn−m+2; in particular, τ is not in any set B as above
because X has no closed infinite set of points all of type τ . Now let p1,p2, . . . (possibly
finite) be an enumeration of all the points of Ym whose types are among the σj ’s. Choose a
neighborhoodUl of pl with D(Ul) < 1/l containing no closed infinite set of points of type
τ (these neighborhoods probably overlap). Obtain Y ′ by removing all the points of type τ
from Ym except those in R := {y ∈ Ym: τ (y;Ym) = τ } ∩ (U1 ∪ U2 ∪ · · ·). First we show
that no infinite subset of R is closed in Ym. Let Q= {q1, q2, . . .} be an infinite subset of R.
Certainly Q cannot be closed if it intersects only finitely many Ul’s (because infinitely
many of its points would be in one Ul ). In fact, since D(Ul) becomes smaller, it is easy to
see that Q can only hope to be closed if PQ := {pl : Q∩Ul 
= ∅} is a closed discrete subset
of Ym. But if PQ were closed and discrete, then there would be a closed infinite subset
P ′Q ⊆ PQ so that all the points of P ′Q have type σs (for some 1  s  k) and hence X
would have a closed infinite set of points all of type σs , and from that it would follow that
X would have a closed infinite set of points of type τ , contradicting fX(τ) = ω 
= ω + 1.
So we have fY ′(τ ) = fX(τ) and we have fashioned Y ′ in such a way that the counts of
points of types not in Tn−m+2 have not been altered because we left enough points of type
τ in Y ′ to make sure the counts of points of all types not in Tn−m+2 were preserved, and
our removal of points of type τ could only stand to increase the value of fYm at types in
Tn−m+2 (except at τ itself, where we have achieved exactly the desired value). 
Lemma 28. Let F be a finite set, let (W,W) be a well-ordered set, and letF be an infinite
family of functions from F to W . Then there is f ∈ F and an infinite set G ⊆ F such that
f (x)W g(x) for all x ∈ F for all g ∈ G.
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Proof. Certainly this is true if |F | = 1, so proceed by induction on |F |. Let |F | = n and
select any point x ∈ F . Inductively choose fm ∈F \{f1, . . . , fm−1} with fm(x) minimal in
(W,W). Then f1(x)W f2(x)W · · ·. Apply the induction hypothesis to F ′ := F \ {x}
and F ′ := {f1, f2, . . .}. 
Corollary 29. (P(Q)/∼,h) has no infinite anti-chains.
Proof. Use the characterization given in Theorem 19 to reduce to showing that there are
no infinite anti-chains in A. By Lemma 9, if there were an infinite anti-chain F ⊆ A, then
there would be some M ∈ N such that X(M) = ∅ for all X ∈F . Then by Lemma 27 the set
of functions {fX|TM+1: X ∈F} would violate Lemma 28 with (W,W) = ω+ 1 + 1 and
F = TM+1. 
Lemma 30. Let F be a finite set, let (W,W) be a well-ordered set, and for f,g ∈ WF ,
say f >∗ g provided f (x) >W g(x) for some x ∈ F . There is no set of functions f1, f2, . . .
from F to W such that j < k implies fj >∗ fk for all j, k ∈ N.
Proof. Suppose there were such a set of functions. Let J0 := N and let j0 = 1. There must
be some x1 in F and an infinite set of indices J1 ⊆ N \ {1} such that f1(x1) >W fj (x1) for
all j ∈ J1. Let j1 be the smallest number in J1. There must be some x2 ∈ F and an infinite
set of indices J2 ⊆ J1 \ {j1} such that fj1(x2) >W fj (x2) for all j ∈ J2. Continuing this
process yields, for each n 1, a set Jn ⊆ Jn−1 \{jn−1}, some xn ∈ F and some jn ∈ N with
fjn(xn) >W fj (xn) for all j ∈ Jn. But since F is finite there must be indices N1 <N2 < · · ·
so that xN1 = xN2 = · · · =: x∗ and then we have an infinite descending chain in a well-
ordered set: fjN1 (x
∗) >W fjN2 (x
∗) >W · · ·. 
Corollary 31. (P(Q)/∼,h) has no infinite descending chains.
Proof. Suppose X1 >h X2 >h · · · is an infinite descending chain. Certainly we may as-
sume (possibly after throwing one away) that all the Xj ’s are scattered. Since ω1 is
well-ordered, the ordinals N(X1)N(X2) · · · cannot form a descending chain, so after
throwing away finitely many of the Xj ’s we may assume that N(X1)=N(X2)= · · · =: α.
Note that α cannot be a limit ordinal by Theorem 17 so α = λ + n for some n ∈ N.
By Theorem 16 we may now also assume that λ = 0 (possibly after increasing n by 1).
Then by Lemma 27 the functions f1 := fX1 |Tn+1, f2 := fX2 |Tn+1, . . . would violate
Lemma 30. 
Pre- (respectively partially-) ordered sets without infinite anti-chains and without infi-
nite descending chains have been called well-quasi-ordered (respectively partially well-
ordered) and have been studied by many authors. A reasonably good survey complete with
many further references appears in [9]. In this section it has been shown that (P(Q)/∼,h)
is a partially well-ordered set (i.e., that (P(Q),h) is well-quasi-ordered). By pushing the
study of types further, it is possible to show that A is actually a computable partially-
ordered set. See [3].
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