Abstract-In this paper, we suggest and validate a systematic method for inferring biological gene networks. So far, the identification of even a small portion of gene networks has been achieved by consensus over multiple cellular biology labs. A gene refers to the sequence of DNA that encodes a single protein.
I. INTRODUCTION
A gene refers to the sequence of DNA that encodes a single protein. Each task that is performed by a living cell is carried out by a specific set of proteins in the cell. In living cells, proteins transcribe DNA to form mRNA which is translated, by yet other proteins, into amino acid sequences that fold into proteins. The cell continuously monitors its environment and calculates the amount at which each protein is needed [1] . The monitoring is itself carried out by specific proteins called transcription factors, which are used as 'symbols' by the cell to represent the 'state' of the cell's environment. This information processing function, which determines the rate of production of each protein, is largely carried out by transcription networks. The properties and responses of these networks determine if the cell is healthy or diseased. The transcription factors regulate their target genes, through the transcription network, to mobilize the appropriate protein response in each case. A transcription network can hence be thought of as a directed graph in which the nodes denote the genes and the directed edge between any two nodes in the graph represent the transcriptional regulation of one gene by the protein product of another gene.
Understanding the gene transcription network will help in screening for diseases and classifying them, but the main reward will come in the form of genomic medicine. The promise of genomic medicine relies on the following logic: target a specific gene (or set of genes) either directly or indirectly (through other genes that influence it via the transcription network) with a drug, in a manner that will mitigate the harmful effects of the disease. For creating such targeted drugs, one needs to perform two tasks: (1) Infer the exact gene network (which genes influence a particular gene X?), and next (2) Understand the dynamics of this network (how does one use the network to control the protein production of gene X?).
A key problem is that the networks are so complex (human cells have around 30,000 interacting proteins [2] ) but another part of the problem has been data: the cell is lysed (exploded) to spill out its contents for analysis [3] . Hence only one time point data is available per cell, after this time point data has been taken, the cell is dead. Future engineering developments, such as quantum dot sensors that can be injected inside living cells, will allow time-course data: they will measure the gene expression dynamics A(t), B(t), C(t), ..., Z(t) of genes A,B,C,.., Z. The question addressed in this paper is: how can we infer the gene network from the time course data A(t), B(t), C(t),..,Z(t) of the genes A, B, C, ..,Z?
A. Traditional cell biology approach Gene networks have so far been identified by consensus over multiple cell biology labs. cDNA microarrays and oligonucleotide lab-on-a-chip type experimental setups permit the spatio-temporal expression of genes to be measured on a massively parallel scale [9] , [10] , [11] . Data from these labs have been collected and stored efficiently in libraries around the world. Two specific examples of such libraries are GeNet [14] and aMAZE [12] . The aMAZE database manages information on molecular functions of genes and proteins, their interactions and biochemical processes in which they participate. aMAZE has flexible query and graphical tools with which to locate information in its database. The aMAZE database contains information for 150,000 genes, 200,000 polypeptides, 8000 biochemical reactions and over 60 pathways of metabolic regulation in E.Coli and S.cerevisiae. Another example is the GeNet database [15] which contains two parts: EmbryoNet and NetModel. EmbryoNet contains genetic information about sea urchins, Drosophila and vertebrates: their regulatory interactions, gene network maps, specific gene entries and the relevant bibliography. NetModel contains models of genetic networks. Other examples of databases are EcoCyc [ 13] , GeneNet [14] , GIF-DB [16] , KEGG [17] , KNIFE [18] , and RegulonDB [19] . However, it is not practically possible for biologists to sift through this data and identify the underlying gene networks. This has brought about a need to employ mathematical approaches in identifying gene networks.
B. Mathematical approaches for identifying gene networks
The mathematical approaches that have been proposed for network identification rely on the existence of accurate temporal data of gene transcription factors from biological experiments. Differential equations have been used to identify gene networks [20] , [21] . However it is difficult to incorporate the stochastic nature of the data into account with such an approach. Heuristic algorithms based on scoring Bayesian networks with respect to data and selecting networks with the highest score have been suggested in [22] . Identification of network motifs and a probabilistic algorithm to use these motifs as building blocks to identify complete transcriptional networks have been proposed in [23] . Machine learning coupled with Bayesian statistical methods have been applied in inferring gene networks in Arabidopsis [24] . Probabilistic Boolean networks, in which each gene is associated with a node in a graph and in which each gene's behavior is determined with an associated Boolean function of its predictor set that is determined by a goodness of fit type of measure has been described in [25] .
The first paper that proposed using information theory [26] , used heuristic algorithms applied to two-species time-lagged correlation functions to predict interaction among all species in a network. Mutual information was proposed in [27] as one of the measures that can be used in identifying gene networks. However, we note that the direction (causality) of the interactions cannot be inferred purely on the basis on mutual information.
C. Approach in this paper
The approach described in this paper for inferring gene networks is based on the principle of directed information. Directed Information (DI) was first defined by Marko [6] . It is a meaningful measure of the direction of information flow from one random stochastic process to another [7] . The main advantage of using DI as a measure of inferring a causal influence between 2 genes is that one does not need to factor in the exact nature of the influencing function in the inferral process. We note that inferring the simple directed influences between genes rather than attempting to infer their exact complex interactions is preferred. Further more, the directed information metric can be quite robust to undersampling as compared to some of the techniques mentioned above. We developed our algorithm independently of the effort by [5] who also use DI to infer gene networks and have shown an inferral result for a simple network that influences the Gata3 gene in an embryonic kidney. In this paper we demonstrate the efficacy of using a criterion based on DI for more complex networks and describe some of the problems which show up when inferring gene networks which have sparse interconnections. We also show how one can eliminate wrong inferrals which frequently arise due to noise by using a criteria based on the Mutual Information (MI) between genes. In our studies, we realized that a detailed data set will be needed for testing our algorithm. For the current study, we have created a simple model of a gene transcription networks to generate the temporal data on which we can test our algorithm. Future work will involve inferring gene networks with our algorithm using actual gene expression data and also include using theoretical results regarding efficiently computing directed information in graphs [35] .
The remainder of this paper is organized as follows: Sec. II describes our model of the gene network based on the description given in [1] . We will only use this gene network model to generate temporal data of each gene in a network, and not in any further step of the inferral process. Sec. III defines directed information and mutual information for sequences. The inferral (reverse engineering) of the gene network will be done by applying our algorithm (described in Sec IV) to the temporal data generated by our model gene network. Sec. V describes our numerical experiments. Sec. VI describes an extension of our technique to infer gene networks with boolean operations and we conclude with a discussion of our approach in Sec. VIII.
II. MODELING THE GENE NETWORK
In this paper, we have made assumptions regarding the gene models. The first is that the gene network can be modeled as a Directed Acyclic Graph. This is not true in general. Cycles do exist in gene networks. However, we concentrate on acyclic graphs in this paper as a starting point. We present an example of a network that exists in nature (the network of segment polarity genes in flagella biosynthesis transcription network in E.Coli) on which we successfully apply our algorithm. An extension of our algorithm to cyclic graphs will form a part of our future work.
The second assumption is that the value of any given gene at the current time step is only regulated by the values of the transcriptional factors of the other genes at the previous time step. This again does not hold true as gene transcription activity occurs at various time scales (from around 1 msec for the binding of a small molecule to a transcription factor in the gene network of E. Coli to around 1 hour for a 50 % change in the concentration of a stable transcription protein in the same gene network [1] ), and also the transcriptional activity of various genes may not be synchronous. However, we present our results in this paper, based on the above two assumptions.
With the above assumptions, we have chosen to model the gene network on the basis of the simple gene interaction models that are described in Alon [1] . From hereon, by 'Gene-influences GGnui', we mean that GGnuj encodes for a transcription factor protein that binds the promoter of Gene i and modulates the rate at which Genei is transcribed.
As mentioned before, the gene network is modeled as a Directed Acyclic Graph GeneGraph in which each node represents a gene. Thus GeneGraph = (V, E), where V denotes the number of vertices in the graph (i.e., the number of genes in the network) and E, denotes the edges in the graph (i.e., the gene influences). The gene network for the flagella class 2 system in E. Coli is shown in Fig. 1 .
Influences (Edges) saturation function Sat(x) shown in Fig. 2 , is defined as
Sat(x) Fig. 2 . The saturation function Sat(x) as defined in (2) l l l_l Genes (Nodes) Fig. 1 . The gene regulatory graph for the Flagella class 2 system in E.Coli. This figure is adapted from [31] . The names of the individual genes and the edge influence weights are not shown above. Gene 1 influences Genes 2 to 9 and Gene 2 influence Genes 3 to 9 by a summation influence. For example, the activation value of Gene 3 is determined by the summation of Genes 1 and 2. The arrow heads only denote an influence from one gene to another, and not specifically if the influence is activating or inhibiting. by the values of the other genes in the network Gene j at time t (and not at any other previous times), and the activation or inhibition of the genes occur in the presence of noise in the following way:
x =Z Genej(t) * GeneGraph(j, i) * Noise(j, i). (1) j7Ai where Noise(j, i) denotes the noise affecting the influence of Genej on Genei. Noise(j, i) is modeled as a normal random variable with mean equal to 1 and a standard deviation SD, which can be set independently as an input to the system. The
To summarize, the inputs that can be used to model the gene network are the number of vertices (genes) and directed edges (gene influences) in the graph GeneGraph and the standard deviation of the noise associated with each edge.
III. DEFINITIONS OF DIRECTED AND MUTUAL INFORMATION FOR RANDOM SEQUENCES
All the random variables mentioned in this paper have a finite alphabet. The entropy H(Z) (measured in bits) of the random variable Z which has an alphabet t and a probability distribution p(Z) is given by [4] H(Z) = -p(Z) * 1og2 (P(Z)). ze 1 (3) We will write XN to denote the length-N sequence of random variables X1, X2, ... XN. The mutual information between two sequences XN and yN is defined as [4] I(XN; yN) H(XN) H(XNyN). (5) The directed information from X N to yN (denoted as DI (XN > yN)) is given by ([6] , [29] ) DI(XN > yN) = H(yN) H H(yN |XN). H(Y I X ) is also defined as the free information in the original formulation of Marko [6] . We note that H(Y N XN) differs from the conditional entropy H(Y N XN). The 'causality' of the directed information is reflected in the definition, since the conditioning of each summation term in 7 is only on the past and present values of the sequence X and the past values of the sequence Yn. We refer the reader to [7] for a proof of the following important property which we will use later in our algorithm 0 < DI(XN > yN) < I(XN; yN) (8) We note here that the directed information from GeneX to GeneY only measures the influence that GeneX has on GeneY. It does not specifically measure whether this influence is an activating or inhibiting influence. In our work, we first determine whether GeneX influences GeneY and then we determine whether the influence is activating (presence of GeneX increases the production of GeneY) or inhibiting (vice versa). The next section describes our algorithm in more detail.
IV. INFERRING (REVERSE ENGINEERING) THE GENE NETWORK USING THE DIRECTED AND MUTUAL INFORMATION
A. Computing the required probability distributions Both directed and mutual informations are summations over probability distributions. We now discuss how to estimate the necessary probabilities from the time course data generated by the gene network. In the following discussion, the gene activation value of GeneX at time n is denoted as X, and the value of the sequence X1X2...XN is denoted as XN. An important consideration when computing probability distributions is deciding if the ensemble data that is used to compute the probability distribution is a (statistically) good representation of the whole population. The better the representation, the higher is the ergodicity [4] of the sample. Using the gene models described in Sec. II, we generated K data sets. We varied the value of K in our experiments to test for the lowest amount of ergodicity needed in our data sets for the best estimate of the probability distributions (this is discussed in more detail in Sec. V with respect to the numerical example). Each data set was a V x 2 matrix (as defined in Sec. II, V is the total number of genes in the network). The first column contained the value of all genes at the initial time n = 1. The initial condition for all the genes was independently, uniformly distributed in the range R = [-1,11] (the value 0 will correspond to the unperturbed biological activation value for the given gene). The values of the genes at time n = 2 was computed with the help of (1) and was recorded in the second column of each data set.
Consider two genes GeneX and GeneY. In order to compute the required entropies for our algorithm, we first needed to estimate the following six probability distributions: P(X1), P(X2), P(Y1), P(Y2), P(X1Y2), and P(Y1, X2). We estimate these distributions with the help of histograms. From the discussion in Sec. II, we can see that all the gene values will be in the range R = [ -1, 1]. We divided this range R into 10 equally sized bins of width 0.2, with the center of bin i being at centeri =-0.9+ (0.2)(i-1). For estimating each of the univariate or bivariate distributions mentioned above, we placed each data point from the K data sets in the appropriate bin. For example, if we wished to estimate P(X1Y2), then the ordered pair (Xl = 0.45, Y2 = -0.67) would be placed in the (2-dimensional) bin that has the center at (0.5, -0.7). We can then get the probability distribution from this histogram by dividing the frequency of entries in each bin by the total number of entries (K) in the entire histogram.
B. Each edge inferral: computing the required entropies
Since we are binning the data sets in a finite number of bins, and effectively calculating the probability distributions of this binning, we compute all the entropies described below using the discrete entropy formulae. Also, the value of a particular gene GeneX is only influenced by the values of the other genes at the previous time step. Hence, we need to compute the following directed and mutual informations for edge inferrals: DI(X2 _> y2), DI(Y2 -X2) and I(X2; y2). From (6) (9) In order to compute the relevant entropies, we make use of the six probability distributions (which we computed with the histograms) in the following way. H(Y2XiYl) can be computed from P(Yi) and P(Y2X1) since Y1 and Y2X1 are independent (because of our assumption that a particular gene is only affected by the past values of other genes and not by its own past value). H(Y2) can be computed from P(Yi) and P(Y2) (since Y1 and Y2 are independent). Finally, H(Xi) can be computed from P(Xi). In the same way, we can show that DI (Y2 _> X2) = H(X2) + H(Yi) -H(X2YlX1). (10) and compute it in a manner similar to DI(X2 -> y2).
From the definition of mutual information given in (5),
( 1 1) The only term that remains to be computed is H(X 2Y2). The above algorithm gives perfect inferrals for all the test DAGs that we tried apart from an exceptional case. An explanation of this case and a way to circumvent any errors in inferral due to it, is given below.
C. Using criteria on sigma and mutual information From (9), (10), and (11), we see that if we sum the expressions for DI(X2 _> y2) and DI(Y2 -> X2) given above, we find that DI(X2 _> y2) + DI(Y2 -> X2) = I(X2; y2) . Although this relation is straightforward to see in the gene model of this paper (GeneGraph is a DAG and gene values only depend on other genes' values up to 1 time step into the past), we would like to note (without proof), that this relation will hold true even if there are cycles in the graph and/or if the gene values in the gene model depend on the values of the other genes for exactly k (> 1) time steps in the past (but this relation does not always hold true in general [29] ). In the exceptional case that GeneX is not influenced by any other gene in the network (but GeneX itself can affect other genes), we will find that all the edges in GeneGraph that influence GeneX will have a value 0. For example in a 7 gene network, if Gene2 is not influenced by any other gene in the network then, the matrix entries GeneGraph(k, 2) = 0 for all 1 < k < 7.
Hence, from (1) and in the case of low noise (low ergodicity in the sub-network that influences GeneX), we will find that X2 = 0 with probability (almost) equal to 1. Hence, H(X2) = 0. This will mean that DI(Y2 -> X2) = (Xi) , in the gene model described in this paper, at an initial time, versus the activation values of GeneY (Y2) at the next time step, we would (since GeneX activates GeneY) expect (X1, Y2) to lie in either the first or third quadrant (if X1 is positive, so is Y2 and vice versa). In the presence of the influence of other genes and noise, if we plotted N such data sets, we should still expect (for large N) the majority of such data sets to lie in the first and third quadrant (such a data set would lie in the second or fourth quadrant only if the cumulative influence of other genes on GeneY is stronger and opposite to that of GeneX). A plot of many such data sets would be of the kind shown in Fig. 1 . The opposite would hold if GeneX inhibits GeneY: there would be more data points (X1, Y2) in the second and fourth quadrant than in the first and third quadrant as N grows large.
Hence, if GeneX influences GeneY, detecting the kind of influence can be done by simply running a counter that compares the sum of observations of the type (Xi, Y2) in the first and third quadrant (call this sum ActSum) versus that in the second and fourth quadrant (call this sum InhSum). If ActSum is greater than IInhSum, then we infer an activation from GeneX to GeneY (i.e. the corresponding value of the element in GeneGraph is +1). If ActSum is lesser than IInhSum, then we infer an inhibition from GeneX to GeneY (i.e. the corresponding value of the element in GeneGraph is -1).
More rigorous techniques using correlation or hypothesis tests as described in [34] can also be used instead of the above for inferring the kind of influence.
E. The inferral algorithm
To summarize, we present our approach for inferring the gene network (here GeneGraph denotes both, the graph as well as its matrix representation): Fig. 4 . The graph matrix is given in Sec. V A, using (12) . Table 1 . From Table 1 , we see that Gene 1 has value -.62 at time t=1, and value -.51 at time t=2. for every pair of genes GeneX and GeneY in the network do =# Compute the probability distributions P(X1), P(X2), P(Y1), P(Y2), P(X1Y2), and P(Y1X2) with the help of the K data sets and their corresponding histograms using the approach described in Sec. IV. => Compute the entropies DI (X2 _> y2), DI(Y2 > X2), and I(X2; y2) using the probability distributions computed above and the equations described in Sec. The graph for the above matrix has been previously shown in Fig 4. We first describe how we generated the gene temporal data for this graph.
As previously mentioned, the values -1, 1, and 0 represent inhibition, activation and no-influence respectively. For example, Graph(2, 1) = 1, which means that Gene2 activates Genel. We set oJo = 0.6 and Io = 0.1. This means that if the directed information from (say) Gene2 to Genel is greater than or equal to 60% of the mutual information between Gene2 and Genel, AND IF the mutual information between Gene2 and Genel is greater than or equal to 0.1 bits, then we infer an influence from Gene2 to Genel. We infer whether it is activating or inhibiting on the basis of the counters ActSum and InhSum described in our algorithm. The standard deviation of the noise described in (1) was set at SD = 0.1. The probability distributions were generated by binning the generated data in 10 equally spaced bins (for each gene) in the region [-1,1]. Hence, for computing the univariate distribution P(X1) for example, a data point of X1 = 0.74, was placed in the bin with center 0.7 (analogously for bivariate distributions).
We now describe how we infer back (reverse engineer) the gene network: using only the above mentioned generated data. We set out to infer back the 7 gene graph shown above. The parameters that influence the inferral process are the number of data sets K, the standard deviation SD of the noise in the edges (refer (1) for details), the DI threshold oo, and the MI threshold 1o. The influence of these parameters on the inferral process is documented below. The least number of data sets required for robust inferrals will be crucial in designing biological experiments. Hence, it is worth discussing the influence of the number of data sets on the inferral process. We varied the number of data sets, K, between 500 and 4000 and observed the following. 1) Effect of decreasing data sets on inferring low entropy genes: We get perfect inferrals if we use more than 600 data sets. By 'perfect inferrals', we mean, that we can infer the presence of an influence as well as whether the influence is activating or inhibiting for each edge in the graph. When we tested the algorithm on 600 data sets, we found an incorrect inferral of the influence of Gene2 on Gene4. Our algorithm predicted that Gene2 activates Gene4, when we can see from the above graph that Gene2 does not influence Gene4. This happens because of the following: define a low entropy gene as a gene which is influenced by none of the other genes. For example, Gene2, is a low entropy gene because none of the other genes influence it (all the entries in the second column in the above Graph matrix is zero). As explained in Sec. IV, when there is a low entropy gene, we will have to rely on the criteria of the mutual information threshold (Io), to infer an influence. As the number of data sets decrease, the mutual information threshold Io, is no longer an accurate upper bound of the noise between the two genes. In this case when the number of data sets decreased to 600, the mutual information I(Gene2;Gene4) was estimated as 0.12 bits (it crossed the Io = 0.1 threshold). Thus, a decrease in the number of data sets invalidates the estimation of the mutual information, which is especially detrimental to the inferral of influences involving low entropy genes. 2) Effect of decreasing data sets on inferring high entropy genes: As the number of data sets decreased to 500, we found additional errors. These were a combination of the above kind of 'low entropy gene' errors, along with errors in the prediction associated with the threshold oJo being too high. When the number of data sets was set at 1000, the values of (7 As the number of data sets drop, the noise is not sufficiently differentiated from directed information flow. This causes a problem in high entropy genes, i.e. genes which are affected by many other genes (like Gene7 in this example). In the special case when only 1 gene inhibits a high entropy gene while the rest activate it, (Genel inhibits Gene7, while the rest activate it), the influence of the other genes and the noise is stronger than the inhibiting gene. This results in an inaccurate computation of the entropies associated with directed information. In particular, while DI(Genel -> Gene7) was 0.76 in the case of 1000 data sets, it dropped down to 0.57 (below the oJo = 0.6 inferral threshold) when the number of data sets was decreased to 500. 3) Effect of the standard deviation of the edge noise on inferral: The inferral results were very stable to increase in the standard deviation of the edge noise. We observed perfect inferral for 1000 data sets as the SD was increased from 0.1 to 1.0. As we increased SD beyond 1, we observed many edges whose influences were being incorrectly inferred. This has a straightforward explanation: as the value of SD increases, it reaches a point where the multiplicative noise actually begins converting the sign edge from (say) an activating edge to an inhibiting edge. If the noise is high enough to change the sign of the edge, we cannot expect correct inferrals. 4)Robustness of the activation counters We note that the ActSum and InhSum counters are good indicators of the sign of the edges. In our example, the counters' behavior is most severely tested in trying to infer whether Genel activates or inhibits Gene7. From the graph, we can see that Genel inhibits Gene7, while all the other genes activate Gene7. Inspite of this, the inhibition counter IInhSum for the edge Genel > Gene7 was 30% greater than the activation counter ActSum for the same edge. We tested the algorithm for the graph that represents the flagella gene network in E.Coli. It turns out that this network [31] , consists of 9 genes which can be modeled as an acyclic graph with summation operations. The matrix of the graph for this network (the graph is shown in Fig. 1 All the edges are either activating or have no influence. We have not included the actual weighting of the activating edges as described in [31] , since our algorithm does not estimate the edge weights. We set the value of (o = 0.7 and 1o = 0.1. This graph is very sparse and it yields perfect inferrals with a fewer number of data sets than the first example. We were able to get perfect inferrals with as low as 300 data sets (simulation time was 5.2 seconds).
The low number of data sets required for this example as compared to the previous 7 gene graph is due to the following: apart from Genel, none of the others are low entropy genes. Also, a maximum of 2 other genes influence any given gene. Hence, the directed information of the non-influencing edges incident on a gene has a very low value as compared to the directed information of the influencing edges incident on it. For example, DI(Gene4 -> Gene5) is 0.05 bits. This happens because 2 other genes (Genel and Gene2) do activate Gene5, and hence DI(Gene4 -> Gene5) only consists of noise. Basically, the free information (defined in (7)), H(Gene5 Gerne4) is almost equal to the entropy of Gene5, i.e. H(Gene5), which in turn means that DI(Gene4 -> Gene5) is very low (since DI(Gene4 -> Gene5) consists only of noise).
If we set the noise threshold as Io = 0.35 bits, then the influencing and non-influencing edges were widely separated in their or values (around 0.8 and 0.2 respectively). The subnetwork of genes 3 to 9, had mutual information (basically, due to noise) as less than Io = 0.35 bits.
VI. INFERRING BOOLEAN FUNCTIONS
Gene influences can be of the 'summation' kind (as described in (1)), or Boolean functions, or more complex nonlinear functions of other genes in the network. We show how one can extend the above technique to the case of inferring Boolean influences. The main idea is to create a 'virtual Boolean gene' and measure its influence using the same techniques as described in Algorithm 1. We explain this with the help of the following example.
Consider the same 7 gene network described in the first numerical example (Sec. V A). In addition to the summation influences, we consider the following additional influence on Genel:
Genel(t+1) = Sat(x)+[(NOT Gene3(t)) AND Gene4(t)] (14) We start with creating the virtual Boolean gene BoolGene = (NOTGene3)AND(Gene4). By this we mean that BoolGene will have the K temporal data sets created from the K temporal data sets of Gene3 and Gene4 according to the Boolean formula (NOTGene3)AND(Gene4). Once the data sets for BoolGGene are created, we treat it as just another member of the gene network and follow algorithm 1 in computing DI(BoolGene -> Genel).
Since there is obviously no directed information in the other direction (Genel -> BoolGene), I(BoolGene;Genel) = DI(BoolGene -> Genel). Hence, we infer a causal relation from the BoolGene to Genel if DI(BoolGene -> Genel) > 1o. This basically means that if the directed information due to the Boolean influence is greater than the noise level Io that we previously set (for the mutual information for the summation influence), then we infer that there is a Boolean influence on Genel. In our experiments with the above mentioned 7 gene network, we found that with 1000 data sets, we get DI(BoolGene -> Genel) = 0.16, which is higher than 1o = 0.1. We get perfect inferrals for every other 'summation' edge in the network except for the edge Gene3 -> Genel, where algorithm 1 inferred an inhibiting influence. This happens because the algorithm has difficulty in differentiating between a Boolean influence and a summation influence, which is explained below in detail.
A. Differentiating between the Boolean and summation influence When inferring a gene network which has multiple types of influencing functions (eg: Boolean, summation, or other complex, nonlinear, functions), inferring an influence as well as the type of influence is an important, challenging, and as far as we know is an open problem. Based on our experiments, here we propose a heuristic for differentiating between the summation and Boolean influence. We discuss 3 cases with respect to the above 7 gene network. For convenience, we reproduce below, the 7 gene matrix discussed in Sec. V A, with the (3,1) entry marked as X, where X can take the values 1, -1 or 0. In addition to this summation influence, we also have the Boolean influence on Genel, as described by (14) . Case 1: X = 1. Hence Gene3 activates Genel through the summation influence, but Gene3 also inhibits Genel through the Boolean influence (since NOTGene3 forms a part of the boolean influence in (14) ). This kind of opposing influences of the same gene (Gene3) on another gene (Genel) is very difficult to differentiate using algorithm 1. By creating the same kind of 'virtual Boolean gene' as described above, we get a very low value of both, DI(BoolGene -> Genel) (=0.03) and DI(Gene3 -> Genel) (=0.09) through algorithm 1. We do not propose inferring or differentiating between these kind of opposing influences with our algorithm. Although, one can never completely rule out such opposing influences existing in nature, ruling out such 'inconsistent' influences has been previously proposed in [33] . Case 2: X =-1. Here Gene3 inhibits Genel through the summation influence as well as through the Boolean influence. In this case, we get DI(BoolGene -> Genel) = 0.35 and DI(Gene3 -> Genel) = 0.45. Our algorithm (correctly) detects a Boolean as well as summation influence on Genel. Case 3: X = 0. In this case, Gene3 has a Boolean influence on Genel, but no summation influence on Genel.
However, as we previously mentioned in Sec. V B, our algorithm did (wrongly) infer an inhibitory, summation influence from Gene3 to Genel, as well as the Boolean influence. DI(BoolGene -> Genel) = 0.16, which is higher than 1o 0.1 (hence a Boolean influence is inferred). DI(Gerne3 Genel) = 0.07, with I(Gene3; Genel) = 0.1 = lo (hence a summation influence is inferred). We propose differentiating between the summation and the Boolean influences by looking at the individual directed informations of the relevant genes. DI(Gene3 -> Genel) (=.07) is roughly half the value of DI(BoolGene -> Genel) (=0.16). We speculate that this happens because Gcnc3 acts along with Gcnc4 on Genel in the Boolean influence. Hence Gene3's contribution to the directed information from the 'virtual Boolean gene' to Genel should be roughly half, i.e. 0.08, of the total Boolean directed information DI(BoolGene -> Genel) (=.16). This almost matches the value DI(Gene3 -> Genel) = 0.07, which our algorithm computes (in the absence of a direct summation influence from Gene3 to Genel). On the basis of this observation, we infer that the directed information flow from Gene3 to Genel is due to the Boolean influence, and override our algorithm's inferral of a direct, summation influence from Gene3 to Genel.
VII. OPEN PROBLEMS Whenever there are multiple kinds of influences between any 2 genes, we think that this kind of case by case analysis of comparing the directed information values of the two influences would be required for differentiating the type of influence (whether Boolean or summation or any other function). If we consider GeneY influencing GeneX along two different pathways of the network, say Fl(GeneY, GeneZ,...) and F2(GeneY, GeneZ,..), then any 'catch all' algorithm for differentiating between these two different types of influences will prove more difficult in the case when the two types of influences are similar (i.e. &F1 aF2 ). Future work will also include having networks in which a gene can be influenced by the past values of other genes for more than 1 time step, although very useful results have been obtained by restricting this to just one time step [32] (in inferring the segment polarity gene networks in Drosophila Melanogaster). We must also generalize our example to include the general case of the cyclic graphs. When testing our algorithm on actual biological data, since one cannot simply guess the correct values of Io and oJo, one will probably have to set up an iterative algorithm with progressively increasing values of Io and oJo to be sure of our inferral results. If there is low ergodicity in the data points, some kind of iterative algorithm that relies on bootstrapping and significance tests will have to be incorporated in our algorithm. Finally, an accurate test for our inferral results will have to be devised to check if the inferred gene influences are biologically correct.
VIII. DIscusSION
The summation function, boolean functions, and their compositions frequently appear in gene networks. We have shown how one can infer gene networks when the influencing functions between genes are summation functions of other genes, and we have also shown how one can extend our approach to inferring Boolean influences. We used a criterion based on the ratio of directed to mutual information between genes to infer causal influences between genes in a network. We have explained how noise in low entropy genes can adversely affect the inferrals and shown how to avoid such errors with the help of a criterion based on mutual information. Our inferrals were very robust to noise in the graph edges. Random acyclic networks with upto 7-genes have been perfectly inferred. We obtained perfect inferrals for the sparse 9 gene network in the Flagella class 2 system in E. Coli.
