Instability of charged Lovelock black holes: Vector perturbations and scalar perturbations by Takahashi, Tomohiro
Title Instability of charged Lovelock black holes: Vectorperturbations and scalar perturbations
Author(s)Takahashi, Tomohiro




© The Author(s) 2013. Published by Oxford University Press
on behalf of the Physical Society of Japan; This is an Open
Access article distributed under the terms of the Creative
Commons Attribution License
(http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium,




Prog. Theor. Exp. Phys. 2013, 013E02 (25 pages)
DOI: 10.1093/ptep/pts049
Instability of charged Lovelock black holes: Vector
perturbations and scalar perturbations
Tomohiro Takahashi1∗
1Department of Physics, Kyoto University, Kyoto, 606-8502, Japan
∗E-mail: takahashi@tap.scphys.kyoto-u.ac.jp
Received September 22, 2012; Revised October 15, 2012; Accepted October 17, 2012; Published January 1, 2013
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
We examine the stability of charged Lovelock black hole solutions under vector-type and
scalar-type perturbations. We find suitable master variables for the stability analysis; the equa-
tions for these variables are Schrödinger-type equations with two components, and these
Schrödinger operators are symmetric. By these master equations, we show that charged Lovelock
black holes are stable under vector-type perturbations. For scalar-type perturbations, we show the
criteria for instability and check these numerically. In our previous paper [T. Takahashi, Prog.
Theor. Phys. 125, 1289 (2011)], we have shown that nearly extreme black holes show instability
under tensor-type perturbations. In this paper, we find that black holes with a small charge show
instability under scalar-type perturbations even if they have a relatively large mass.
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1. Introduction
The braneworld scenario with large extra dimensions predicts that higher dimensional black holes
might be produced at colliders [1,2]. Therefore, higher dimensional black holes become attract-
ing subjects and some aspects of these have been inspected so far. For example, exact solutions
are investigated in higher dimensions. In higher dimensions, besides Schwarzschild black holes,
Reissner–Nordström black holes [3], and rotating black holes [4], various solutions are found: the
black ring solution [5], the black di-ring [6], the black Saturn [7] and so on. From the standpoint
of black hole creation, it is important to examine the stability of such solutions because stationary
solutions with instabilities are not attractors of time evolutions. This suggests that such black holes
should not be realized.
So far, various stability analyses for black hole solutions have been performed. One of the most
notable analyses is that of Tangherlini–Schwarzschild solutions by Kodama and Ishibashi [8–10].
They have derived master equations for all types of perturbations. These are Schrödinger-type
equations and they have shown that these Schrödinger operators are all positive-definite using the
S-deformation approach that they have developed by Friedrichs extension. These results show that
Schwarzschild black holes are also stable in higher dimensions. They have also examined the stability
of higher dimensional Reissner–Nordström black holes [11]. By the S-deformation, they have also
shown that this charged solution is stable under tensor- and vector-type perturbations. For scalar-type
perturbations, it has been shown that this black hole is stable in 4 and 5 dimensions. For this solu-
tion, the stability has also been studied numerically and it has been found that black holes with large
© The Author(s) 2013. Published by Oxford University Press on behalf of the Physical Society of Japan.
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negative cosmological constants and large charge are unstable in more than 7 dimensions [12]. On
Myers–Perry black hole solutions, in D ≥ 6, there exists the instability for singly rotating solutions
when the spin parameter is large enough [13–15]. In even dimensions, the stability of the near-horizon
geometry of rotating black holes with equal angular momenta is investigated [16]. It has been
suggested that scalar modes for the base space show instability. Recently, the stability of the black
ring solution has been examined by using the local Penrose inequality and it has been shown that the
fat branch is unstable [17].
The stability analyses we have introduced above are all premised on Einstein theory. In fact, the
stability of black hole solutions has mainly been examined in Einstein theory. This is as important as
such analyses to investigate the stability in more general theories. In 4 dimensions, Einstein theory
is characterized by two properties: the action has the general coordinate covariance and the equation
of motion consists of the metric, the first derivative of the metric, and the second derivative of the
metric [18]. Then it is natural to extend the 4-dimensional gravitational theory to a higher dimensional
one keeping these two properties. In higher dimensions, the most general theory that satisfies the
above two features is not Einstein theory; it is Lovelock theory [19]. Thus it is important to generalize
the stability analyses of black hole solutions in Einstein theory to those in Lovelock theory.
In Lovelock theory, a spherically symmetric black hole solution is known. This was first found
in second-order Lovelock theory [20,21] and extended to general Lovelock theory [22–26]. For this
so-called Lovelock black hole solution, the stability has been analyzed in Refs. [27–33]. In these
papers, it has been shown that black holes with sufficiently small mass are unstable under scalar-type
perturbations in odd dimensions and unstable under tensor-type perturbations in even dimensions.
This critical mass differs with dimension and Lovelock coupling. These instabilities become stronger
as the wavelength becomes smaller, and the time scale of the instability converges to 0 in the small-
scale limit. Under vector perturbations, this solution is stable in all dimensions; this is independent
of the mass.
Since black hole creations originate from protons at colliders, it is also important to take account
of Maxwell charge. In Lovelock theory with the U (1) field, a charged black hole solution is known
[22–25]; this has spherical symmetry and a time-like Killing vector, and this Reissner–Nordström
like solution is called the charged Lovelock black hole solution. Thus, in this paper, we would
like to extend the stability analysis for Lovelock black hole solutions to charged Lovelock black
hole solutions. For this charged solution, the stability analysis under tensor-type perturbations has
been examined by us and we have shown that black holes are unstable if they have nearly extreme
mass [34]. In this paper, we extend our previous discussion to vector-type perturbations and scalar-
type perturbations; i.e., we derive master equations for these types of perturbations and examine the
stability using these master equations.
The organization of this paper is as follows. In Sect. 2, we review Lovelock theory, present the
charged Lovelock black hole solutions, and check the behaviors of these solutions. We mainly
concentrate on the asymptotically flat branch. In Sect. 3, we review the analysis for tensor-type
perturbations [34]. We examine tensor perturbations and show the criteria for stability under these
perturbations. In Sect. 4, we derivemaster equations for vector-type perturbations and show that there
is no instability under this type of perturbation. In Sect. 5, we concentrate on scalar-type perturba-
tions. We show that the master equations can be summarized as a Schrödinger-type equation with
two components, and using this equation we present criteria for stability. In Sect. 6, we numerically
examine the conditions for instability presented in Sects. 3 and 5. In this paper, we only check in 5–8
dimensions. In the final section, Sect. 7, we summarize this paper.
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2. Charged Lovelock black holes
In this section, we introduce Lovelock theory and present charged black hole solutions in
Lovelock–Maxwell theory. These solutions are expressed as the roots of the polynomial equation and
we confirm that one of the roots is asymptotically flat. For this asymptotically flat root, we briefly
check the behavior, the singularity, and the horizon.
2.1. Lovelock–Maxwell system
In Ref. [19], D. Lovelock constructed the gravitational theory, the equation of motion of which con-
sists of the metric, the first derivative of the metric, and the second derivative of the metric. The
Lagrangian for this theory is












κ2 · · · δσm ]ρm Rλ1σ1κ1ρ1 · · · Rλmσm κmρm ,
where  corresponds to a cosmological constant and βms are arbitrary constants that we call Love-
lock couplings. We add the coefficients (2m)!/2mm
∏2m−2
p=1 (n − p) for convenience. In the above
Lagrangian, n is related to the dimension D as n = D − 2 and k corresponds to the maximum order
defined as k ≡ [(D − 1)/2] where [x] is the Gauss symbol. There exists a maximum order k due to




κ2 · · · δσm ]ρm . When we fix the maximum order k, the dimension
is restricted as n = D − 2 = 2k − 1, 2k; e.g., the second-order Lovelock theory is the most general
in n = 3 or n = 4, and the third-order one is in n = 5 or n = 6. By the ambiguity of the overall factor
of the action, we take the unit β1 = 1 in this paper.











where Fμν is the field strength of Maxwell field Aμ. In action (1), the dynamical variables are gμν
and Aμ. Variations of these variables lead to
Gμν = Tμν, (2)
Fμν ;ν = 0, (3)
where Gμν , which we call the Lovelock tensor, and Tμν , which is the energy momentum tensor for
the U (1) field, are defined as



















κ2 · · · δσm ]ρm Rλ1σ1κ1ρ1 · · · Rλmσm κmρm , (4)
Tμν = FμλFνλ − 14 Fλρ F
λρδνμ. (5)
The field strength is defined as F = d A, thus Fμν must satisfy the identity
d F = 0 ⇒ F[μν;λ] = 0. (6)
The above equations (2), (3), and (6) are our basic equations.
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2.2. Charged Lovelock black holes
For the basic equations, black hole solutions with two parameters are known [22–25]. We assume a
static spherically symmetric metric with a spherically symmetric electric field
ds2 = − f (r)dt2 + 1/ f (r)dr2 + r2γi j dxi dx j , (7)
Ftr = E(r), other components = 0. (8)
In these, γi j corresponds to the metric for Sn .
We can easily check that these ansätze satisfy (6). Thus we concentrate on the others and these lead
to the following equations:
Ftμ;μ = 0 ⇒ ∂r (rn E(r)) = 0,












Gt t = Tt t , Gr r = Tr r ⇒ − n2rn
(
rn+1P[ψ]
)′ = − E2
2
, (9)










+ ψ − 2
n(n + 1) . (10)
The second equation of (9) is derived by a derivative of the third equation with the first equation,




n(n − 1)Q/rn. (11)
In this equation,
√
n(n − 1)Q is an integral constant and this constant corresponds to the charge,
which can be seen from the behavior of E(r). Substituting (11) into the third equation of (9), we can
gain
(







whereM is an integral constant. We will see thatM corresponds to the mass when checking the
asymptotic behavior of the solution [35,36].
We must solve the polynomial equation (12) for solutions of the Lovelock–Maxwell system. In
order to solve the polynomial equation (12), in this paper, we assume some conditions for the Love-
lock couplings βm andM for simplicity. First, we consider that the mass of the black hole is positive,
i.e., M > 0. Second, we set the cosmological constant  = 0. For  = 0, as we will see later,
there must exist an asymptotically flat branch. Third, for simplicity, we assume the positivity of the
Lovelock couplings, i.e.,
βm > 0 (m ≥ 2). (13)
2.3. Asymptotically flat branch
Because (12) is the kth-order polynomial, the polynomial equation (12) should have at most k solu-
tions. However, assuming all Lovelock couplings are positive and = 0, one of the roots corresponds
to an asymptotically flat solution.
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Fig. 1. We introduce the graphical method for finding the roots of (12) in this figure. The solid curve corre-
sponds to y = P[ψ] and the dotted horizontal line is y = M(r) with fixed r . The cross points in this figure
are the solutions of the polynomial equation (12) for this r . If we want to consider the roots for other radii, we
draw the corresponding dotted line y = M(r) and see the cross points.
For instance, we see the above statement when k = 2. In this case, (12) reduces into the second-






1 + 2β2M/rn+1 − 2β2Q2/r2n)/β2
(−1 −
√
1 + 2β2M/rn+1 − 2β2Q2/r2n)/β2
. (14)
Let us consider the limit r → ∞. The first root behaves as ψ →M/rn+1 and the second converges
as ψ → −2/β2. Therefore, the function f (r) = 1 − r2ψ(r) behaves as f = 1 −M/rn−1 for the
first root and f = 1 + 2r2/β2 for the second one. This shows that the first branch expresses an
asymptotically flat solution and the other is an asymptotically AdS solution.
Regrettably, we cannot write the roots of Eq. (12) with general k explicitly. Nevertheless, we can
understand the existence of an asymptotically flat solution as the solution of (12). In order to check
this statement, we want to introduce the graphical method. In Fig. 1, we show y = M(r) with fixed
r and y = P[ψ] in the ψ − y diagram. The former is a horizontal line because M depends only on r
and we fix r . The cross points in Fig. 1 are the roots of the polynomial equation (12) for this fixed
r , and if we want to find the roots for other radii, we move the horizontal line following the value of
M(r) and check the cross points.
For this method, it is important to check the behavior of M(r) =M/rn+1 −Q2/r2n . Its






. Then, like Fig. 2, M(r) becomes 0
at r = r0 =
(Q2/M) 1n−1 , takes the maximum value Mmax = n−12n M ( (n+1)M2nQ2
) (n+1)
(n−1)
at r = rmax=
(2n/(n + 1)) 1n−1 r0, and behaves as M ∼M/rn+1 in the asymptotic region.
As mentioned above, M(r) is positive in r > r0. While M(r) is positive, from Fig. 1, the polyno-
mial equation (12) has only one positive root becauseP[ψ] satisfiesP[0] = 0 and is a monotonically
increasing function in ψ > 0 under our assumptions (13). This positive root expresses an asymptot-
ically flat solution. To confirm this, let us consider the behavior of this ψ when r → ∞. Because
M(r) converges to 0 likeM/rn+1 as r → ∞, the positive cross point in Fig. 1 also converges to 0.
In detail, Eq. (12) with ψ ∼ 0 shows that this root converges like ψ ∼M/rn+1. Then, for this
branch, f (r) behaves as f (r) ∼ 1 −M/rn−1 in the asymptotic region. The metric ansatz (7) with
5/25




























Fig. 2. We plot M(r) with n = 3, M = 1, and Q = 1 in this figure. r0 and rmax is defined as M(r0) = 0
and M ′(rmax) = 0 respectively. Mmax corresponds to M(rmax). We can recognize the manners of roots of the
polynomial equation (12) by this behavior and Fig. 1.
this asymptotic behavior shows that this positive ψ corresponds to an asymptotically flat solution.
This asymptotic behavior of f (r) also explains thatM corresponds to ADM mass.
In the last part of this subsection, we briefly check the behavior of our asymptotically flat root
outside the asymptotic region. Let us use the graphical method with Fig. 1 again. Because M(r)
behaves as 0 → Mmax → 0 when r moves ∞ → rmax → r0, our ψ(r) varies as 0 → ψmax → 0.
When r becomes smaller than r0, M(r) becomes negative and so ψ(r) also takes negative values.
2.4. Singularities
In ψ < 0 or in r < r0, our asymptotically flat solution has the curvature singularity. To confirm this,
we examine the Kretschmann invariant
Rμνλρ Rμνλρ = f ′′ + 2n f
′2
r2




This value diverges at r = 0, and the singularity also exists where f ′ or f ′′ diverge. For example, f ′
has a term like r2ψ ′. From a derivative of (12), this can be estimated as r2ψ ′ = r2 M ′/∂ψP . Then,
besides r = 0, Rμνλρ Rμνλρ also diverges where the derivative of P[ψ] with respect to ψ becomes
0. If P[ψ] takes an extreme value at ψ0, because P[ψ] is monotonically increasing in ψ ≥ 0, such
ψ0 must be negative; i.e., there is a singularity at rs(< r0). If P[ψ] is monotonically increasing for
all ψ , there is a curvature singularity at r = 0. Therefore, whether P[ψ] has extreme values or not,
our asymptotically flat branch has a curvature singularity somewhere in 0 ≤ r < r0.
2.5. Horizons
Singularities must be wrapped by the event horizon from the standpoint of cosmic censorship. In this
subsection, we consider horizons and present the condition for the existence of horizons.
Our asymptotically flat solution has an event horizon at f (r) = 0. This branch also satisfies
P[ψ] = M(r), so horizons can be determined from⎧⎨
⎩
0 = 1 − r2HψH
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Fig. 3. The solid curve corresponds to y = α(r) and the dotted line is y =M. In this figure, y = α(r) takes
the extremal minimum at r = rex. Because of (16), the cross points mean the horizon radii rH .
where rH is a horizon radius andψH is defined asψH ≡ ψ(rH ). The first equation shows, if horizons
exist, the corresponding ψH must be positive. Our ψ(r) is positive in r > r0, then rH , if it exists,
must satisfy rH > r0. As we have emphasized, the singularity exists somewhere in r < r0. So we do
not worry about the naked singularity if Eq. (15) have roots.
Here, we consider the criteria for the existence of roots of Eq. (15). Eliminating ψH by the first






















≡ α(rH ). (16)
The first term of α(r) is the negative power of r and its coefficient is positive. Under our assump-
tion (13), because n = 2k or 2k − 1, the other terms are positive powers of r and their coefficients
are positive. Therefore, y = α(r) behaves as Fig. 3; α(r) diverges near r = 0, takes the extreme min-
imum at r = rex and monotonically increases in r > rex. Then, we can denote that (16) has two roots
whenM is larger thanMex where













In the two roots, the larger one corresponds to the outer horizon and we call this rout hereafter. Note
that α(r) only depends on Q except for the Lovelock couplings. Therefore, rex is determined when
we fix Q; this shows thatMex depends only on the charge.
Finally, we check the behaviors of some functions for later discussion. First, we examine the behav-
ior of M(r) outside of rout. The l.h.s. of the first equation of (16) is a monotonically decreasing
function and the r.h.s. is monotonically increasing in r < rmax and monotonically decreasing in
r > rmax. Then, when (16) has two roots, it is forbidden that both of them are smaller than rmax;
at least, the larger root rout must satisfy rout > rmax. Hence,
M ′(r) < 0 (r > rout). (18)
7/25
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Then, in Fig. 1, while r > rout , the dotted line y = M(r) falls monotonically as r becomes larger and
so ψ(r) decreases monotonically in this region. Therefore, from the relation ψ ′∂ψP = M ′, ∂ψP[ψ]
satisfies
∂ψP[ψ] > 0 (19)
when we consider the outside of rout.
3. Tensor-type perturbations
Thanks to the spherical symmetry of the background (7), tensor-type, vector-type, and scalar-type
perturbations are decomposed and we can examine them separately. We have already examined the
tensor perturbations in Ref. [34]. In this section, we briefly review our previous analysis. Note that
we only consider the case when there exist horizons; i.e.,M > Mex .
3.1. Master equation




⎜⎝0 0 00 0 0
0 0 r2φTi j
⎞
⎟⎠ . (20)
In this expression, φ corresponds to the master variable. Ti j is the tensor harmonics, which is
characterized by the traceless condition T i i = 0, the divergence-free condition Ti j | j = 0, and the
eigenequation Ti j |k |k = −(( + n − 1) − 2)Ti j . Note that | is the covariant derivative for γi j and 
is the integer that satisfies  ≥ 2 .
Using the above metric perturbations, the first-order equation δGi j = 0 reads [32,33]
T ′φ¨ − f 2T ′φ′′ − f 2T ′ (r
2 f T ′)′
r2 f T ′ φ
′ + ( + n − 1) f
(n − 2)r T
′′φ = 0, (21)
where T (r) is
T (r) = rn−1∂ψP[ψ], (22)
which is always positive in r > rout due to (19).
For this equation, as we have shown in Refs. [32–34], there exist ghost-like instabilities if T ′ has
negative regions. For example, the coefficient of the kinetic term in (21) is proportional to T ′, so this
term has the wrong sign while T ′ is negative. Thus, here we also assume T ′(r) > 0 in r > rout to
avoid the ghost instability.
Under the ghost-free condition, we can change the normalization of φ as (r) = φ(r)r√T ′(r).
Using this variable, converting r to r∗, which is defined as dr∗/dr = 1/ f , and performing a Fourier
transformation like  → eiωt , (21) is recast as
H = ω2, (23)
where
H = −∂2r∗ + Vg(r)





















PTEP 2013, 013E02 T. Takahashi
Equation (23) is a Schrödinger-type equation and its eigenvalue is ω2. Thus, if this Schrödinger
operatorH has negative spectra, we can say charged Lovelock black holes are unstable under tensor-
type perturbations.
3.2. Stability analysis
In this subsection, we show that “there exist negative spectra if T ′′ has negative regions in r > rout”





and use the inequality
(χ,Hχ) ≥ ω20 · (χ, χ), (26)
where ω20 is the lower bound of the spectra and χ is an arbitrary smooth function with compact
supports. From this inequality, we can show that there exist negative spectra if we find a function χ
such that (χ,Hχ) becomes negative under our assumptions.
We assume T ′′ has negative regions and define I as a closed set on such regions. Under these, we











|∂r∗χ0 − f ddr ln (r
√








In this calculation, we use the Gauss divergence theorem and neglect the boundary terms because
χ0 is smoothly connecting to 0 at ∂ I . In (27), the first term must be positive and the second inte-
gral is negative because we assume T ′ > 0 in r > rout and T ′′ < 0 on I . Therefore, taking  → ∞,
(χ0,Hχ0) must become negative. Because of (26), this means negative spectra exist in sufficiently
large  modes. Thus we can declare that black holes are unstable if T ′′ takes negative values
somewhere in r > rout.
Inversely, it can also be shown that charged Lovelock black holes are stable if T ′′ is always positive
in r ≥ rout. As shown in Refs. [8–10], it is sufficient for the stability to show that (,H) is positive
for ∀ ∈ C∞0 (r∗). We can check this criterion by the same calculation of (27) and the positivity of
T ′′, so we can say black holes are stable if T ′′ is always positive.
We want to summarize this section. To avoid the ghost instability, we must assume T ′ is always
positive. Under this assumption, charged Lovelock black holes are stable if and only if T ′′ always
takes positive values in r > rout. Hence, what we have to do is a probe of the behaviors of T ′ and T ′′,
and we will check these in Sect. 6.
At the end of this section, we want to comment on T ′ in second-order Lovelock theory. We have
already shown in our previous paper [34] that there is no ghost instability for this case. This can be
checked by direct calculations: Eq. (14) leads to T (r) = rn−1∂ψP[ψ] = rn−1
√
1 + 2β2 M(r), then
T ′ is calculated as
T ′ = r
n−2
√
1 + 2β2 M(r)
[
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4. Vector-type perturbations
In this section, we examine vector-type perturbations. Here, we also assumeM > Mex for horizons
and T ′ > 0 for no ghosts under tensor-type perturbations. We only consider the perturbations in
r > rout. Under these assumptions, we derive the master equations for vector-type perturbations.
Using these equations, we show that charged Lovelock black hole solutions are stable for vector-type
perturbations when T ′ is always positive.
4.1. Gravitational perturbations
Firstly, we would like to consider metric perturbations. In this paper, we use the Regge–Wheeler
gauge, in which the metric perturbations are expressed as
δgμν =
⎛




In these, Vi is the vector harmonics that is characterized by the transverse condition Vi |i = 0 and the
eigenequation Vi |l |l = −κvVi with κv = ( + n − 1) − 1 ( ≥ 1).
For vector-type perturbations other than δGt i , δGr i and δGi j are trivial. From the above metric, we
can calculate the non-trivial components as
δGt i =
[
(κv − (n − 1))T ′




















(κv − (n − 1))T ′























( f T ′h2)′
] (
Vi | j + V j |i
)
. (30)
This is almost the same as the results of Refs. [32,33] except for the background electric field. This
gap mainly arises from the difference of the identity
{
(r f ′ + 2(1 − f ))T }′ = 2(rn E)2
rn
(= 0) .
4.2. Maxwell field perturbations
Next we examine the vector perturbations of the Maxwell field. We start from the perturbations of
the vector potential
δAμ = (0, 0, CVi )T , (31)
where Vi is the vector harmonics. Note that C is gauge invariant under the U (1) gauge because there
is no gauge freedom for vector perturbations. Using the above δAμ, we can easily calculate the first
order of the field strength as
δFti = C˙Vi , δFri = C ′Vi , δFi j = C
(V j |i − Vi | j) , otherwise = 0. (32)
Here, we derive the evolution equation for the first-order variable C from the Maxwell equa-
tions. It is easy to check that the above field strength satisfies the identity δF[μν;λ] = 0. Therefore,
10/25
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δ(Fμν ;ν) = 0 is important for the evolution equation. In these equations, the μ = t, r components

















+ κv + (n − 1)
r2
C = 0. (33)
In order to obtain evolution equations for the gravitational field, we must calculate the first order of
the energy momentum tensor (5). This tensor consists of δFμν , δgμν , and the background variables,














h2 + Ef r2 C˙
]
V i ,
other components = 0. (34)
Then, from (30) and (34), the first-order Lovelock equations δGμν = δTμν read
T ′


































( f T ′h2)′ = 0. (35)
4.3. Master equations
Now we are in a position to derive the master equations from (35) and (33). First of all, we treat the
third equation of (35). From this equation we can define a new variable φ as
h1 = fT ′φ
′, h2 = 1f T ′ φ˙. (36)
Substituting (36) into the first equation of (35) and integrating this with respect to r reads
2(Ern)C + C1(t) = κv − (n − 1)










Here we use (rn E) = const. and C1(t) is a constant of the integral. In the same way, substituting
(36) into the second equation of (35) and integrating this with respect to t leads to
2(Ern)C + C2(r) = κv − (n − 1)










Comparing (37) with (38) shows that C1(t) = C2(r) = const. and this constant can be absorbed
into φ. Therefore, the three equations (35) are reduced into one equation
2(Ern)C = κv − (n − 1)






− 1f r2T ′ φ¨
)
. (39)












2(Ern)C − κv − (n − 1)
n − 1 φ
)
+ κv + (n − 1)
r2
C = 0. (40)
As we have seen, φ determines the perturbations of the gravitational field and C determines those
of the Maxwell field. Therefore, these are the master variables and (39) and (40) are the master
equations for vector-type perturbations.
11/25
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Finally, we would like to change these two equations into a Schrödinger equation with two








κv − (n − 1)r
(n−2)/2C. (41)
In this, we use the assumption that T ′ is always positive. Secondly, we switch the radial coordinate
r to r∗. Finally, we perform a Fourier transformation like  → eiωt and ζ → ζeiωt . Then, (39)











































+ r−(n−2)/2∂2r∗r (n−2)/2. (44)
Note that these equations are not decomposed due to the higher curvature collections. In the Einstein
limit, owing to T (r) = rn−1, the above potential matrix can be diagonalized by constant eigenvectors.
This indicates that our Schrödinger equation can be decomposed into two equations by taking suitable




(n2 − 1)2M2 + 8(κv − (n − 1))(rn E)2
2(rn E)
√
2(κv − (n − 1))
, (45)
which is consistent with Ref. [11]. In contrast with this, because T (r) is more complicated in general
Lovelock theory, we must consider the above coupling system.
4.4. Stability analysis
In this subsection, we show that the Schrödinger equation (42) has no negative eigenvalue state.
In order to show this, for  = (, ζ )T , we define the inner product as





∗12 + ζ ∗1 ζ2
]
. (46)
Here, we prove that charged Lovelock black holes are stable for vector-type perturbations. In order
to show this, we prove thatH is an essentially self-adjoint, positive-definite operator. For this, because
H with C∞0 (r∗) × C∞0 (r∗) is a symmetric operator, it is sufficient to check that this operator is
positive-definite [8–10].
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We assume  0 ∈ C∞0 (r∗) × C∞0 (r∗), then (  0,H  0) can be estimated as




−ψ∗0 ∂2r∗ψ0 − ζ ∗0 ∂2r∗ζ0





[∣∣∣∂r∗ψ0 + (∂r∗ ln(r√T ′))ψ0∣∣∣2 +
∣∣∣∣∂r∗ζ0 − n − 22 fr ζ0
∣∣∣∣
2




|ψ0|2 + 2(Ern)2 f
rn+1T
|ζ0|2





2(κv − (n − 1))









[∣∣∣∂r∗ψ0 + (∂r∗ ln(r√T ′))ψ0∣∣∣2 +






















where we use the Gauss theorem in the second equality and neglect the boundary terms because
0 and ζ0 are in C∞0 (r
∗). This calculation shows thatH with C∞0 (r∗) × C∞0 (r∗) is positive-definite.
Then, sinceHwithC∞0 × C∞0 is essentially self-adjoint,H can be uniquely extended to a self-adjoint
positive-definite operator, so there is no instability under vector-type perturbations.
5. Scalar-type perturbations
In this section, we derive the master equations and present conditions for instability under scalar-type
perturbations. In this section, we assume thatM > Mex and also assume that T ′ is always positive
outside rout.
5.1. Gravitational perturbations
Firstly, we consider the metric perturbations. In this paper, we take the Zerilli gauge in which metric
perturbations are described as
δgμν =
⎛
⎜⎝ f H0Y H1Y 0sym HY/ f 0
sym sym r2KYγi j
⎞
⎟⎠ , (48)
where Y is the scalar harmonics that is characterized by the eigenequation Y|l |l = −κsY with
κs = ( + n − 1) and  = 0, 1, 2, · · · .
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To derive the master equation, it is sufficient that we calculate δG ji (i = j), δGrt , δGtt , δGir , and
δGrr [29–31]. By the above metric perturbations, we can derive the following results [32,33]:
δGi j = 12(n − 1)rn (T
′H0 − T ′H − rT ′′K )Y | j |i ,
δGt r = f T2rn+1
[






K + r2K ′ − r H
}·]
Y,
δGt t = 12rn+1
[





+ n f (r2T )′
}
K ′ + nr2 f T K ′′
]
Y,
δGr i = 12rn+1
[(















δGr r = 12rn+1
[
2nrT H˙1 − nr
2T
f K¨ + (n − κs)rT
′K +
(





− nr( f T )′H + κs T H0 − nr f T H ′0
]Y. (49)
These are the same as our previous calculation for neutral black holes except for the detailed
expression of f (r).
5.2. Scalar perturbations for the Maxwell field
Next, we examine the scalar perturbations for the Maxwell field. We start from perturbations of the
field strength with U (1) gauge invariance. We describe this as
δFμν =
⎛




where Y is the scalar harmonics. Note that δFi j = 0 because we cannot construct antisymmetric
tensors from scalar functions.
The starting point (50) enables us to calculate the identity δF[μν;λ] = 0, Maxwell equations
δ(Fμν ;ν) = 0, and the energymomentum tensor δTμν . Firstly, we check the identity. It is easy to show
that the components other than (μ, ν, λ) = (t, r, i) are trivial and that the non-trivial component
reads
X = Y ′ − Z˙ . (51)




(rn E)∂r (H0 − H + nK ) − ∂r (rn X) + κsr
n−2
f Y = 0. (52)
In the same way, the μ = r component reads
1
2
(rn E)∂t (H0 − H + nK ) − ∂t (rn X) + κsrn−2 f Z = 0 (53)
and μ = i components read
∂r (r
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Before calculating δTμν , let us reduce the four equations (51)–(54) into one equation. From (54),
we can define a new variable B as
Z = 1




Substituting (55) into (52) and integrating this with respect to r , (52) becomes
1
2
(rn E)(H0 − H + nK ) − rn X + κs B + C1(t) = 0,




(rn E)(H0 − H + nK ) − rn X + κs B + C2(r) = 0.
Here C2(r) is also a constant of the integral. Then, a comparison with above two equations leads to
C1(t) = C2(r) = const. and so this term can be absorbed into B. Therefore,
1
2
(rn E)(H0 − H + nK ) − rn X + κs B = 0. (56)
Equations (55) and (56) suggest that B (and gravitational perturbations) determines the perturbations
of the Maxwell field, so we can say B is the master variable for the Maxwell field. The evolution





t B − rn∂r
f
rn−2
∂r B + κs B + (r
n E)
2
(H0 − H + nK ) = 0. (57)
Finally, for the first-order perturbations of the Lovelock equations, we calculate the first order
of the energy momentum tensor (5). Equation (5), the background electric field E(r), the metric
perturbations (48), and the perturbations of the Maxwell field (50) yield
δTt t = δTr r =
[
















B ′Y |i , δTi j = 0 (i = j). (58)
Note that we use the relation (56) in the (t, t), (r, r) components and that we also use the relation (55)
in the (r, i) components.
5.3. Master equations
From the first-order Lovelock tensor (49) and that of the energy momentum tensor (58), the
components we concentrate on are
T ′H0 − T ′H = rT ′′K , (59)
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+ n f (r2T )′
)
K ′ + nr2 f T K ′′


















H0 + T H ′0 −
T
f H˙1 = 2Er B
′, (62)
(n − κs)rT ′K +
(




K ′ − nr( f T )′H
+ κs T H0 − nr f T H ′0 + 2nrT H˙1 −
nr2T










From now on, we would like to construct the master equation. In order to derive this, we must
define the master variable φ and denote the gravitational perturbations by this φ. In the same way as
the analysis for neutral black holes [32,33], we define the master variable φ as
H1 = rf
(
φ˙ + K˙ ) . (64)
Then, from (59), (60), and (61), we can express H0, H , and K as follows [32,33]:




H = − κs
n f φ + r K
′ − A(r)
2n f K ,




nr f φ′ +
(








A(r) = 2κs + nr f ′ − 2n f. (66)
The above equations show that the two variables φ and B express the perturbative variables and
so these are the master variables. Therefore, we must construct the evolution equations for these
variables in order to examine the stability of the background solution. That for B has already been
derived as (57), but this includes the metric perturbations. Thus, substituting (65) into (57), we obtain















)′ × (4nr E f B − 2nr f Tφ′ − 2(κs T + nr f T ′)φ) = 0. (67)
The evolution equation for φ is derived from nr f × (62) + (63) with (65) (see Refs. [32,33]) and
the result is




























( f T ′
rn−2(AT )2
))′]
B = 0. (68)
These two coupled equations (67) and (68) determine the behaviors of φ and B. These two functions
determine all perturbative variables, so these two equations are the master equations.
Here, we derive a Schrödinger equation with two components like (42) from these two equations. In
contrast with the case for vector-type perturbations, it is more complicated because there is φ′ in the
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evolution equation for B. Therefore, in order to transform these equations into a Schrödinger-type
equation, we must eliminate this φ′. For this, we must consider linear combinations of the master



































Vg(r) = κs f
nr
(




































































Here, we perform a Fourier transformation like  → eiωt and ζ → ζeiωt . Note that, in the
Einstein limit, we can decompose the above equation into two Schrödinger equations by taking linear
combinations like ψ − α±ζ , where
α± = 14(rn E)
√
n(n − 1)




M2 + 16(κs − n)(r
n E)2
n(n − 1)(n + 1)2
⎞
⎠ . (73)
This is consistent with Ref. [11]. We can do this because T (r) = rn−1 in Einstein theory. In contrast
with this, because T (r) is more complicated in general Lovelock theory, we must consider the above
coupling system.
5.4. Conditions for instabilities
In this subsection, we show the criterion for instability under scalar-type perturbations.
Here, we show that “if 2T ′2 − T T ′′ takes negative values somewhere in r > rout, charged Lovelock
black holes show instability” when T ′ is always positive. In order to show this, we here also define
the inner product as
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where  = (, ζ )T . For this proof, it is convenient to use the following inequality: for any test
function  test ∈ C∞0 × C∞0 , the lower bound of the spectra forH with C∞0 × C∞0 satisfies
ω20 · (  test,  test) ≤ (  test, H  test). (75)
This inequality suggests that there exist instabilities if we can find a trial function  test that satisfies
(  test, H  test) < 0.
We assume that 2T ′2 − T T ′′ has negative regions and define I as a closed set in the region
2T ′2 − T T ′′ < 0. Then, we choose a trial function as  test = (0, 0)T , where 0 is a sufficiently
smooth function with a compact support on I . Using this test function, (  test, H  test) is evaluated
as











































Note that we neglect the boundary terms in the second equality because 0 is zero at the boundary
of I . Furthermore, using the relation
AT = 2(κs − n)T − nrn+2 M ′(r),

































































where we use the positivity of T and T ′ and also use Eq. (18) in the inequality. Then (  test, H  test)
satisfies the following inequality;





































In this equation, the second integral must be negative under our assumptions. Therefore the second
integral of (78) tends to −∞ when κs = ( + n − 1) → ∞. In contrast with this result, the first
18/25









PTEP 2013, 013E02 T. Takahashi































































( f T ′
rn−2(AT )2
))′
|0|2 → 0, (80)
where these uniform convergences are supported by the theorem that continuity functions on closed
sets have maximum and minimum values. Therefore, summarizing these results, we can denote that
the r.h.s. of (78) tends to −∞ as  → ∞. This means that the lower bound of the spectra is negative
in sufficiently large  modes and so the background solution shows instability for these modes.
We would like to summarize this section. We assume that T ′ > 0 in r > rout. Under this assump-
tion, we have derived the master equations. We can unify these equations as a Schrödinger equation
with two components.We show that this Schrödinger operator has negative spectra when 2T ′2 − T T ′′
has negative regions. Therefore, we can denote that 2T ′2 − T T ′′ is crucial for the stability of charged
Lovelock black holes. This criterion is the same as that for neutral cases [32,33].
We have not shown the inverse statement so far. Thus, even if 2T ′2 − T T ′′ is always positive,
we cannot declare that this black hole is stable. For example, in the Einstein case, T (r) is rn−1, so
2T ′2 − T T ′′ = n(n − 1)r2(n−2) > 0. Thus we cannot say anything for the Einstein case. In the same
way, in 6 dimensions, this function can be evaluated as
2T ′2 − T T ′′ = 3r
3(β2M− 2r5)2 + 8β2Q2(β2M+ 3r5)
r9(1 + 2β2 M(r)) > 0, (81)
so we cannot say anything for scalar perturbations in 6 dimensions .
6. Numerical results
In Sects. 3 and 5, we have shown that the behavior of T (r) is crucial for the instability. In detail, T ′ is
critical for ghosts, T ′′ is for tensor perturbations, and 2T ′2 − T T ′′ is for scalar perturbations. In this
section, we check the behaviors of these functions. For neutral cases, we can examine them analyti-
cally because we can reduce these functions into polynomial functions of ψ [32,33]. However, such
reductions cannot be performed in charged cases. Therefore, we numerically check the behaviors of
T ′, T ′′, and 2T ′2 − T T ′ for various (|Q|,M) with some Lovelock couplings.
In numerical calculations, we must use dimensionless parameters. So far we have discussed results
using the unit β1 = 1; in this unit, we cannot fix the scale of the length. As in our previous paper [34],
we here also use β2 to fix this scale. This constant has a dimension of the length squared. Therefore,
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Hereafter, we show some results for 5–8 dimensions. The strategy for our numerical calculation
is basically same as that in our previous paper, except for checking 2T ′2 − T T ′′ [34]. Note that
μex is the dimensionless extreme mass parameter, which can be calculated from (17). μtensor is the
border between stability and instability for tensor-type perturbations and μscalar corresponds to that
for scalar-type perturbations.
6.1. 5 dimensions
As we have mentioned above, we use β2 to fix the scale of the length. Thus we need not regard the
Lovelock couplings in 5 dimensions.
We present the numerical results for 5 dimensions in Fig. 4. For this figure, we check the region
where μex(|Q|) ∼ μex(|Q|) + 3 for each |Q| and the mesh size is dμ = d Q = 10−3.
As shown in our previous papers [32,33], the tensor-unstable region lies thinly on the extreme mass
μex(|Q|) and μtensor(|Q|) converges to 0.5 when |Q| → 0. In this limit, μex also converges to this
value. Note that this thin region is over at |Q| ∼ 3, which has been checked in our previous analysis.
In contrast with the tensor-unstable region, for scalar-type perturbations, the unstable mass range
is relatively wide and this unstable region localizes near the μ-axis; the upper line of this region is
approximately expressed as μ ∼ 2.914 and this region suddenly disappears near |Q| ∼ 0.62. For the
ghost instability, we have already checked the positivity of T ′ in (28).
Thus, roughly speaking, charged Lovelock black holes with μ < 2.914 show instability for scalar
modes when |Q| < 0.62; if 0.62 < |Q| < 3, nearly extreme black holes are unstable for tensor-type
perturbations. We cannot detect the instability when the black hole has more charge.
6.2. 6 dimensions
In 6 dimensions, as in the 5-dimensional case, we need not alter the Lovelock coefficients.
We present the numerical results for 6 dimensions in Fig. 5. As we showed in Sect. 3, T ′ is always
positive, so there is no ghost. It was also mentioned in Sect. 5 that 2T ′2 − T T ′′ is positive-definite in
6 dimensions, which means that we cannot find the instability for scalar-type perturbations. Thus we
can only detect instability under tensor perturbations and the results are the same as for our previous




















Fig. 4. Numerical results in 5 dimensions. The scalar-unstable region localizes near the μ-axis and there exists
a slight gap between μtensor and μex. This gap is about O(10−1). Notice that “stable” means that neither T ′′ nor
2T ′2 − T T ′′ have a negative region. This is same for the following figures.
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and disappears at |Q| ∼ 3.28. However, there also exists a difference: μtensor converges to 0.27 in
|Q| → 0 whileμex → 0. Therefore, we can say that black holes withμ ∼ μex show instability under
tensor-type perturbations when 0 ≤ |Q| < 3.28. In particular, in contrast with the 5-dimensional
case, black holes also show instability in neutral cases.
6.3. 7 dimensions
We present the numerical results for 7 dimensions in Fig. 6. This figure is calculated with c3 = 0.2
in 7 dimensions. For this figure, we check the region where μex(|Q|) ∼ μex(|Q|) + 4.2 for each |Q|
and the mesh size is dμ = d Q = 10−3.
This diagram is almost the same as that for the 5-dimensional case; the tensor-unstable region
clings to μex(|Q|), as does the scalar region to the μ-axis. Our previous analysis shows that a tensor-



















Fig. 5. Numerical results in 6 dimensions. Unlike the 5-dimensional case, there are no scalar-unstable regions,
due to Eq. (81). The tensor-unstable region lies slightly on the extreme line μex(|Q|). This region ends at
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Fig. 6. Numerical results for 7 dimensions. We calculate these with c3 = 0.2. Both μtensor and μex converge
to 0.667 as Q → 0. Thus there is no instability under tensor perturbations in the neutral case. Note that there
exists no ghost region in c2 = 0.2. The appearances of the diagrams do not strongly depend on c3 except for
the ghost regions.
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μ ∼ 3.99 and this region vanishes at |Q| ∼ 0.516. When c3 changes, the upper bound etc. change
but the appearances of these unstable regions do not change.
When c3 = 0.2, there is no ghost region. However, when c3 is larger than 0.25, we can find a ghost
region near the origin of the diagram (see Fig. 14 in our previous paper [34]).
Therefore, like 5 dimensions, we can roughly say that the black hole suffers from instability under
scalar perturbations if Q ∼ 0 and μ is smaller than a certain value and shows instability under tensor
modes whenμ is as small asμex. In contrast with the 5-dimensional case, there exists c3-dependence
for the ghost region.
6.4. 8 dimensions
We present the two figures for 8 dimensions. Figure 7 shows the numerical result for c3 = 0.07; we
calculate the region in μex(|Q|) < μ < μex(|Q|) + 0.05 and the mesh size is dμ = d Q = 10−4.
This figure is almost the same as that for 6-dimensional case. In this figure, there is no parameter
that makes 2T ′2 − T T ′′ negative, so we can only find instability under tensor-type perturbations. For
tensor-type perturbations, the unstable region lies slightly on μex(|Q|) and there also exists a gap
between μtensor and μex in |Q| → 0. These properties are similar to the 6-dimensional case.
In contrast with the above results, there exists a scalar-unstable region in Fig. 8. This figure is
calculated with c3 = 1 and checks the region in μex(|Q|) < μ < μex(|Q|) + 30 with the mesh
size dμ = d Q = 10−3. This figure is very similar to the 5-dimensional diagram; a tensor-unstable
region exists just on the extreme line μex(|Q|) and a scalar-unstable region localizes near the μ-axis.
Furthermore, there is no ghost region in c3 = 1.
In Figs. 7 and 8, there is no ghost region. However, when c3 becomes larger than 5.92, a ghost
region appears near the origin of the diagram (see Fig. 18 in Ref. [34]). Thus, the appearance is
similar to the 7-dimensional case with sufficiently large c3.
In 8 dimensions, as we have shown, the diagram’s appearance is very sensitive to the Lovelock
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Fig. 7. Numerical results for 8 dimensions with c3 = 0.07. The appearance of this figure is very similar
to the result for 6 dimensions; there only exists a tensor-unstable region near the extreme line μex(|Q|).
μtensor converges to 0.0055 and μex tends to 0 when |Q| → 0. Thus there also exists instability under ten-
sor-type perturbations when black holes are neutral. We cannot find ghost regions and scalar-unstable regions
in c3 = 0.07.
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Fig. 8. Numerical results for 8 dimensions with c3 = 1. In contrast with the c3 = 0.07 case, there exists a
scalar-unstable region near |Q| = 0. Thus, in 8 dimensions, the type of instability that black holes suffer from
is very sensitive to third-order Lovelock coupling c3. In this figure, μex → 0 and μtensor → 0.459 as |Q| → 0.
Note that we cannot find ghost regions in c3 = 1.
larger, the appearance of the diagram changes from the 5-dimensional result to the 7-dimensional
diagram with large c3. It is still an open issue why such dramatic changes occur in 8 dimensions.
6.5. Summary of numerical results
In this section, we have numerically checked the conditions for the instability and the ghost. Here,
we summarize the results.
We numerically examine the behavior of T (r) for various Lovelock couplings in 5, 6, 7, and 8
dimensions and plot the results in Q–μ diagrams. From these results, we can read some common
properties. The first is the locations of unstable regions. The unstable regions for tensor-type per-
turbations lie slightly on the extreme line μex. The regions for scalar-type perturbations, if they
exist, localize at the μ-axis and extend to relatively large μ. The second is the behavior of tensor-
unstable region near |Q| = 0 when there is no scalar-unstable region. For this case, in our numerical
calculation, there must exist a slight mass range in which black holes show instability under tensor
perturbations. Therefore, whether a scalar-unstable region exists or not, when black holes with nearly
extreme mass have a slight charge, they must be unstable; the type of instability they have depends
on their parameters and dimensions, but they have at least one type of instability.
These results also lead to some open questions. The first is the dimensionality. The diagrams
for the 5-dimensional and 7-dimensional cases are very similar: the results for 6 dimensions and
8 dimensions with small c3 are alike. These remind us that the behaviors of black holes against
perturbations are different in even and odd dimensions. However, we do not have the answer to such
dimension-dependences. The second question is the response to variations of the Lovelock couplings.
For example, in 8 dimensions, the appearance of the diagram is sensitive to the third-order coupling
c3. These are still open questions as to whether this is proper to 8 dimensions or not and what causes
such peculiarities.
7. Conclusion
We have studied the stability of charged Lovelock black hole solutions.We have derived master equa-
tions for vector-type perturbations and scalar-type perturbations. These are Schrödinger equations
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with two components. For vector-type perturbations, we have shown that the Schrödinger operator
for this type of perturbation is an essentially self-adjoint positive-definite operator. Thus charged
Lovelock black holes are stable under vector-type perturbations. For scalar-type perturbations, we
have presented the condition for instability. In detail, if 2T ′2 − T T ′′ has negative regions, charged
Lovelock black holes are unstable under scalar-type perturbations. For tensor-type perturbations, we
have already shown that T ′ and T ′′ are crucial for the stability. By checking these criteria numeri-
cally, e.g. in the second- and third-order Lovelock theory, we have shown that there exist unstable
parameters; nearly extreme black holes show instability under tensor-type perturbations, and black
holes with small charge show instability under scalar-type perturbations even if the black holes have
relatively large mass.
One piece of work for the future is the exploration of more general conditions for stability under
scalar-type perturbations. In this paper, we have shown that black holes are unstable if 2T ′2 − T T ′′
has negative regions. However, the inverse statement has not been proved. Hence, so far, we cannot
say anything when 2T ′2 − T T ′′ is always positive. Furthermore, by this criterion, we cannot detect
instability under scalar-type perturbations in Einstein theory [12]. In this sense, it would be interesting
to discover more general conditions.
It would be interesting to investigate the relation between the dynamical instability we have shown
in this paper and thermodynamics. On the thermodynamics for Lovelock black holes, variations of the
Lovelock coefficients are also examined in Ref. [37]. In our paper, we have found that the appearance
of the Q − μ diagrams changes dramatically as the Lovelock coupling c3 varies in 8 dimensions.
Thus it would be interesting to see if such dramatic changes were found in the thermodynamics.
The relationship between instabilities and gravitational collapses might be important. In Lovelock
theory, collapses of dusts have been examined [38,39]. Furthermore, these have been extended to
charged dust clouds [40]. In these, the dependence of the dimensions is found for, e.g., naked singu-
larity formations. Our results also depend on the dimensions, so theremay exist relationships between
instability and gravitational collapse in Lovelock gravity. In dust collapses, the authors of the above
papers have also pointed out the tendency that the higher curvature collections suppress formations
of apparent horizons. These results should show that the higher curvature collections make the attrac-
tive force weaker, and this property might be related to the instability of Lovelock black holes that
we have discussed in this paper.
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