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Las ima´genes de resonancia magne´tica de difusio´n (dMRI), son una te´cnica de ima´genes me´di-
cas, que permiten estudiar de forma no invasiva estructuras internas de organismos biolo´gicos.
Las dMRI describen la difusio´n de las mole´culas de agua alojadas al interior de este tipo de
organismos, proporcionando informacio´n sobre su composicio´n y distribucio´n geome´trica. La
difusio´n es cuantificada en un pequen˜o elemento volume´trico (vo´xel) a trave´s de un tensor
de segundo orden, representado matema´ticamente como una matriz 3× 3 sime´trica definida
positiva (SPD), D ∈ R3×3. Una representacio´n usual de las medidas de difusio´n son los cam-
pos de tensores de difusio´n o ima´genes de tensores de difusio´n (DTI), los cuales constituyen
una coleccio´n de tensores relacionados espacialmente.
Un inconveniente de las dMRI es su baja resolucio´n espacial, de 1 a 2 mm3 por vo´xel. Debido
a protocolos cl´ınicos de adquisicio´n y limitaciones tecnolo´gicas de los equipos empleados no
es posible obtener ima´genes con mejor resolucio´n. Por lo tanto, las ima´genes obtenidas no
proporcionan suficiente detalle de las estructuras estudiadas, como consecuencia, los proce-
dimientos cl´ınicos derivados carecen de precisio´n. A pesar de que la comunidad cient´ıfica
ha desarrollado diferentes metodolog´ıas para mejorar la resolucio´n espacial de este tipo de
estudios, existen au´n casos en donde los resultados no son satisfactorios, particularmente,
DTI donde las propiedades (forma, taman˜o y orientacio´n) de los tensores evolucionan sobre
el espacio a trave´s de transiciones abruptas.
En este trabajo se propone una metodolog´ıa para la interpolacio´n de campos de tensores de
difusio´n, el modelo propuesto asume que un campo de tensores de difusio´n sigue un proceso
estoca´stico no estacionario definido sobre matrices SPD indexado por las coordenadas de los
tensores del campo, denominado proceso generalizado de Wishart no estacionario (NGWP).
El NGWP es desarrollado a partir de procesos Gaussianos con un kernel no estacionario,
construido combinando varios kernel. Esta funcio´n permite modelar las correlaciones espa-
ciales de campos de tensores no estacionarios, es decir, aquellos en los que las propiedades
estad´ısticas: media, varianza y covarianza no son constantes sobre el espacio.
El desempen˜o del modelo se evalu´a sobre datos sinte´ticos y datos reales de un estudio dMRI,
los resultados se comparan con metodolog´ıas del estado del arte usando me´tricas de error
definidas sobre matrices como la distancia de Frobenius y la distancia de Riemann. Adema´s,
la informacio´n cl´ınica de los tensores es evaluada mediante de mapas anisotrop´ıa fraccional
(FA) y mapas de difusividad media (MD). Los resultados obtenidos demuestran que el NGWP
es una metodolog´ıa factible para el mejoramiento de la resolucio´n espacial de estudios dMRI,
es competitiva con me´todos del estado del arte en cuanto a distancia de Frobenius y distancia
de Riemann. Adema´s, conserva la informacio´n cl´ınica de los tensores.





dMRI Ima´genes de resonancia magne´tica de tensores de difusio´n
DTI Ima´genes de tensores de difusio´n
SPD Sime´tricas definidas positivas
GWP Procesos generalizados de Wishart
NGWP Procesos generalizados de Wishart no estacionarios
FA Anisotrop´ıa fraccional
MD Difusividad media
MRI Ima´genes de resonancia magne´tica
CT Tomograf´ıa computarizada
US Ima´genes por ultrasonido
NMR Resonancia magne´tica nuclear
RF Radio frecuencia
ADC Coeficiente de difusio´n aparente
GP Proceso Gaussiano
MCMC Me´todos Monte Carlo basados en cadenas de Markov
FBLI Interpolacio´n lineal basado en caracter´ısticas
logEu Interpolacio´n log-Euclidiana
ACF Funcio´n de autocorrelacio´n
EPSR Potencial de reduccio´n de escala estimado
MSE Error medio cuadra´tico
Frob Distancia de Frobenius
Riem Distancia de Riemann
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Planteamiento del problema
1. Planteamiento del problema
Las ima´genes de resonancia magne´tica de difusio´n (dMRI), son una te´cnica avanzada de
ima´genes de resonancia magne´tica (MRI), que surge como una alternativa novedosa de ima´ge-
nes me´dicas mediante las cuales es posible estudiar la composicio´n de las estructuras internas
de organismos biolo´gicos [1]. Las dMRI se basan en la descripcio´n del feno´meno de difusio´n de
las mole´culas de agua presente en este tipo de organismos. Debido a restricciones impuestas
por los tejidos que conforman los o´rganos, la movilidad de las part´ıculas es obstruida en algu-
nas direcciones y favorecida en otras. Entonces, para caracterizar completamente la difusio´n
se emplea un tensor de segundo orden, representado como una matriz 3×3 sime´trica definida
positiva (SPD), mediante la cual se describe completamente la movilidad de las mole´culas de
agua [2].
Uno de los inconvenientes de las aplicaciones cl´ınicas de los estudios dMRI es su baja reso-
lucio´n espacial. La adquisicio´n de las dMRI se realiza comu´nmente en el rango de vo´xeles
con una resolucio´n que var´ıa de 1 a 2 mm3 [3], en ima´genes me´dicas con frecuencia se desea
obtener informacio´n de estructuras ma´s pequen˜as, as´ı que la aplicacio´n cl´ınica de este tipo
de informacio´n carece de precisio´n [4]. La baja resolucio´n espacial de las dMRI se debe a los
protocolos cl´ınicos establecidos para la adquisicio´n de los datos, as´ı como limitaciones tec-
nolo´gicas de los equipos empleados. Para tratar el problema de la baja resolucio´n espacial de
las dMRI se han propuesto metodolog´ıas de interpolacio´n de campos de tensores de difusio´n.
Sin embargo, esta tarea involucra algunas restricciones. Por ejemplo, los tensores interpolados
deben mantener cambios suaves del determinante para no generar el efecto de hinchamiento,
deben ser SPD y deben preservar informacio´n cl´ınica como la anisotrop´ıa fraccional (FA) y
la difusividad media (MD). Una de las metodolog´ıas propuestas es la interpolacio´n Euclidi-
na [5], en la cual se interpolan las componentes del tensor de forma lineal e independiente en
un espacio Euclidiano. Sin embargo, este enfoque no mantiene transiciones suaves del deter-
minante y no garantiza matrices SPD [4]. Para solucionar esto, los autores sugieren aplicar
una transformacio´n logar´ıtmica a las matrices antes de operar sobre estas, desarrollando la
interpolacio´n log-Euclidiana [5]. A pesar de ello, se produce una alteracio´n de la informacio´n
cl´ınica subyacente, como la anisotrop´ıa fraccional (FA) y difusividad media (MD) [4]. Otros
autores han propuesto me´todos de interpolacio´n basados en la descomposicio´n de tensores
en caracter´ısticas de forma y orientacio´n (valores propios y a´ngulos de Euler) [4]. El me´todo
garantiza matrices SPD, sin embargo, la descomposicio´n no es u´nica debido a la ambigu¨edad
de los vectores propios.
Estudios ma´s recientes como los desarrollados en [6, 7], abordan esta tema´tica desde un en-
foque probabil´ıstico, en [6] se emplea la descomposicio´n descrita en [4] para modelar un
campo de tensores de difusio´n mediante procesos Gaussianos de mu´ltiples salidas, y en [7]
se presenta un esquema de interpolacio´n basado en procesos generalizados de Wishart. Este
me´todo modela un campo de tensores de difusio´n como un proceso estoca´stico definido sobre
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matrices SPD, indexado por las coordenadas de los vo´xeles de un campo DTI. Aunque estos
me´todos ofrecen mejores resultados que los me´todos de interpolacio´n descritos anteriormen-
te, presentan bajo desempen˜o sobre campos DTI no estacionarios, particularmente en [7] la
caracterizacio´n de los cambios entre tensores solo puede realizarse para transiciones suaves,
debido a su construccio´n matema´tica, donde las matrices definidas positivas son construidas
a partir de procesos Gaussianos estacionarios. De esta manera queda abierta la posibilidad
de explorar este tipo de modelos de interpolacio´n a partir de la inclusio´n de funciones de
covarianza no estacionarias en los procesos Gaussianos subyacentes. A partir de lo descri-
to anteriormente, surge la siguiente pregunta de investigacio´n. ¿Es posible desarrollar una
metodolog´ıa probabil´ıstica para la interpolacio´n de campos tensoriales de difusio´n, basada
en procesos generalizados de Wishart usando una funcio´n de covarianza no estacionar´ıa,
mediante la cual se representen campos de difusio´n compuestos por tensores con diferentes
propiedades (forma, taman˜o y orientacio´n) y se preserve la informacio´n cl´ınicamente relevante
como la anisotrop´ıa fraccional y la difusividad media?
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2. Justificacio´n
2.1. dMRI y su importancia cl´ınica
Una gran variedad de ima´genes me´dicas se ha venido utilizando en medicina para el trata-
miento, diagnostico, y control de diferentes enfermedades. Entre las ima´genes comu´nmente
empleadas se encuentran las ima´genes de resonancia magne´tica (MRI), tomograf´ıa compu-
tarizada (CT), ima´genes por ultrasonido (US), ima´genes por rayos X, entre otras [8]. Una
te´cnica avanzada de MRI que se ha empleado en diferentes aplicaciones cl´ınicas son las ima´ge-
nes de resonancia magne´tica de difusio´n (dMRI), esta te´cnica establece una metodolog´ıa no
invasiva que permite visualizar y evaluar cualitativa y cuantitativamente estructuras internas
en organismos vivos. El principio de las dMRI consiste en la descripcio´n del proceso de difu-
sio´n de las mole´culas de agua presente en individuos biolo´gicos. Algunas de las aplicaciones
cl´ınicas de las dMRI son: diagno´stico de enfermedades neurodegenerativas [9], tratamiento
de tumores cerebrales [10], modelos de conectividad neuronales [11], procedimiento de segui-
miento de fibras (tractograf´ıa) [12], entre otras. El uso de este tipo de herramientas tiene
entre sus ventajas la posibilidad de visualizacio´n e identificacio´n de patrones a partir de nue-
vos contrastes. Tambie´n, establecen una alternativa para el seguimiento y control de cambios
en respuesta a un determinado procedimiento cl´ınico [13]. Adema´s, esta te´cnica de ima´genes
permite la caracterizacio´n de la orientacio´n de fibras y tractos neuronales [13], abriendo una
puerta al desarrollo de estudios orientados a la descripcio´n de la interconexio´n entre a´reas
del cerebro, y la forma en que estas interactu´an, contribuyendo de esta manera a una mejor
compresio´n de patolog´ıas que actualmente no se han podido describir con precisio´n, como la
enfermedad de Parkinson o la enfermedad de Alzheimer [14,15].
2.2. Viabilidad
La precisio´n de un determinado procedimiento cl´ınico a partir de ima´genes esta´ relacionada
con la calidad de las ima´genes, en particular con su resolucio´n espacial. En dMRI, los pro-
tocolos de adquisicio´n y las limitaciones tecnolo´gicas de los equipos empleados no permiten
adquirir ima´genes con alta resolucio´n espacial. Los esfuerzos para mejorar la resolucio´n es-
pacial de las dMRI se ven reflejados en los continuos estudios desarrollados por diferentes
investigadores, quienes han abordado el problema a partir de la interpolacio´n de campos de
tensores de difusio´n, como los trabajos presentados por: [4–7,16]. Por otro lado, se han crea-
do diferentes medios para la interaccio´n y socializacio´n del conocimiento, como conferencias
y revistas especializadas enfocadas en este tipo de temas. Estudios recientes han buscado
mejorar la baja resolucio´n de los estudios dMRI mediante un enfoque probabil´ıstico, como
el trabajo desarrollado en [7] en donde se propone un esquema para la interpolacio´n de cam-
pos de tensores de difusio´n empleando procesos generalizados de Wishart (GWP). Aunque el
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me´todo propuesto ofrece resultados ma´s precisos que los obtenidos con me´todos cla´sicos, exis-
te un caso particular donde ninguno de los me´todos propuestos permite obtener resultados
satisfactorios. Este caso se refiere a campos de tensores de difusio´n que son no estacionarios,
es decir, aquellos en donde las propiedades de los tensores cambian de manera abrupta sobre
el espacio. En particular, en el modelo GWP, la caracterizacio´n de los cambios de correla-
cio´n entre tensores de difusio´n so´lo puede realizarse para transiciones suaves, debido a su
construccio´n matema´tica, donde las matrices definidas positivas son desarrolladas a partir
de procesos Gaussianos estacionarios. El enfoque del me´todo propuesto en este trabajo esta´
orientado a la descripcio´n de campos de tensores de difusio´n empleando un modelo GWP
con funciones de covarianza no estacionarias en los procesos Gaussianos subyacentes.
2.3. Impacto
Con el desarrollo de este trabajo de investigacio´n, se busca contribuir con las metodolog´ıas
orientadas a mejorar la resolucio´n espacial de los estudios dMRI, principalmente busca una
descripcio´n ma´s detallada de campos de tensores de difusio´n caracterizados por presentar
tensores cuyas propiedades (forma, taman˜o, y orientacio´n) evolucionan de manera no uni-
forme sobre el espacio coordenado de los vo´xeles. Estudios dMRI con estas caracter´ısticas
esta´n asociados a estructuras complejas de tejidos donde las propiedades de difusio´n son
heteroge´neas como las fibras de tejidos cruzados. Se espera que los resultados encontrados
mejoren la resolucio´n espacial de las dMRI a la vez que permitan visualizar, identificar y
analizar informacio´n cl´ınica. Estudios con este tipo de enfoques tiene gran impacto en apli-
caciones relacionadas con los campos de desarrollo tecnolo´gico y de medicina, puesto que
proporciona a los me´dicos nuevas y mejores evidencias sobre la composicio´n interna de los
organismos vivos, permitiendo la identificacio´n de anomal´ıas en los diferentes o´rganos estu-
diados. Adema´s, el principal aporte metodolo´gico de este trabajo, es el desarrollo de una
metodolog´ıa de interpolacio´n de campos de tensores de difusio´n de estudios dMRI, emplean-
do procesos generalizados de Wishart con una funcio´n kernel no estacionaria. La metodolog´ıa
propuesta permite modelar, describir e interpolar campos de tensores de difusio´n en los cuales
las propiedades de los tensores cambian de manera abrupta sobre el espacio. Ademas, se pre-
serva informacio´n cl´ınica de los tensores como la anisotrop´ıa fraccional(FA) y la difusividad
media (MD).




Desarrollar una metodolog´ıa que mejore la resolucio´n de campos tensoriales en ima´genes
de resonancia magne´tica de difusio´n (dMRI) empleando procesos generalizados de Wishart
con una funcio´n kernel no estacionaria, mediante la cual se representen campos no estacio-
narios descritos por tensores con diferentes propiedades (taman˜o, forma y orientacio´n). La
metodolog´ıa debe preservar informacio´n relevante en aplicaciones cl´ınicas como la anisotrop´ıa
fraccional (FA) y la difusividad media (MD).
3.2. Objetivos espec´ıficos
1. Desarrollar un modelo probabil´ıstico basado en procesos generalizados de Wishart con
un kernel no estacionario para la interpolacio´n de tensores de difusio´n con propiedades
no estacionarias.
2. Desarrollar un me´todo de inferencia estad´ıstica para estimar las funciones de probabi-
lidad posteriores asociadas al proceso Generalizado de Wishart con kernel no estacio-
nario.
3. Validar el desempen˜o del modelo probabil´ıstico desarrollado para la interpolacio´n de
tensores de difusio´n con caracter´ısticas no estacionarias, mediante me´tricas establecidas
en el estado del arte y evaluando la informacio´n morfolo´gica.
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4. Antecedentes
A continuacio´n, se presentan algunos conceptos necesarios para desarrollar la metodolog´ıa
de interpolacio´n de campos de tensores de difusio´n propuesto en este trabajo. La seccio´n
4.1 presenta los principios f´ısicos de las ima´genes dMRI y la estimacio´n de los tensores de
difusio´n. La seccio´n 4.2 presenta algunas nociones ba´sicas sobre los procesos Gaussianos.
La seccio´n 4.3 describe la distribucio´n Wishart. Finalmente, en la seccio´n 4.5 se introducen
algunas nociones sobre los me´todos Monte Carlo basados en Cadenas de Markov.
4.1. Ima´genes de resonancia magne´tica de tensores de difusio´n
Las ima´genes de resonancia magne´tica de tensores de difusio´n (dMRI) son una te´cnica basada
en ima´genes de resonancia magne´tica (MRI) que describe las propiedades de difusio´n de las
mole´culas de agua alojadas al interior de organismos biolo´gicos [17]. La difusio´n es descrita
comu´nmente a trave´s de un tensor de segundo orden representando como una matriz 3 × 3
sime´trica definida positiva calculada a partir de la sen˜ale dMRI. Las caracter´ısticas de la
difusio´n de las mole´culas de agua esta´n directamente relacionadas con la composicio´n y la
distribucio´n geome´trica del medio en el cual se desplazan, por lo tanto, a trave´s de este
feno´meno es posible estudiar las propiedades y las caracter´ısticas de los o´rganos y tejidos
en organismos vivos [18]. Entre las ventajas de esta te´cnica de ima´genes se encuentra la
descripcio´n de la direccio´n de difusio´n que permite el desarrollo de estudios orientados a
la reconstruccio´n de fibras o tractos nerviosos [17]. Estos estudios abren la posibilitad al
desarrollo de trabajos orientados a la descripcio´n de la interconexio´n entre a´reas del cerebro.
Adema´s, las dMRI proporciona nuevos contrastes que ayudan entender la composicio´n de
las estructuras bajo estudio, a menudo representados como mapas de anisotrop´ıa fraccional
(FA), mapas de difusividad media (FA), mapas de color que representan la orientacio´n de
difusio´n, entre otros [19].
4.1.1. Principios f´ısicos de las dMRI
Las dMRI se basan en las MRI, las cuales se fundamenta en la resonancia magne´tica nuclear
(NMR) un feno´meno meca´nico-nuclear basado en las propiedades de los nu´cleos ato´micos.
En MRI se estudia particularmente el feno´meno en los a´tomos de Hidro´geno, ya que es un
elemento fundamental en la constitucio´n de organismos vivos. Adema´s, estos a´tomos presen-
tan un momento magne´tico no nulo [20,21]. Los nu´cleos de los a´tomos esta´n conformados por
protones y neutrones, los protones son part´ıculas con carga ele´ctrica positiva que giran cons-
tantemente alrededor de un eje. Este feno´meno se denomina esp´ın y constituye una propiedad
f´ısica por la cual toda part´ıcula tiene un momento angular intr´ınseco de valor fijo. La carga
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ele´ctrica asociada al proto´n se encuentra en movimiento, por lo tanto, un campo magne´tico
es asociado a dicha carga. Cuando un paciente ingresa a un resonador magne´tico sus a´tomos
son expuestos a un campo magne´tico externo de alta intensidad, este campo hace que los
espines de los a´tomos se alineen de forma paralela o anti paralela con el campo externo, y
giren a una determinada frecuencia (w0) que es proporcional al campo magne´tico externo B0
y a la relacio´n de giro del proto´n γ en Hz/T (una cantidad que var´ıa de acuerdo al tipo de
material), como lo describe la ecuacio´n de Larmor ω0 = γB0. El movimiento descrito por el
esp´ın se denomina movimiento de precisio´n y su frecuencia es la frecuencia de precisio´n w0
en Hz. Durante este proceso los espines ganan energ´ıa aumentando la magnetizacio´n longi-
tudinal (en direccio´n al eje z, magnetizacio´n producidas por el campo externo), sin embargo,
dicha magnetizacio´n no es medible directamente, para cuantificarla se aplica un pulso de
radio frecuencia (RF) con una frecuencia de igual valor que la frecuencia de precisio´n del
proto´n. Este procedimiento origina el feno´meno de resonancia, el cual produce un intercam-
bio de niveles de energ´ıa y una perturbacio´n en los espines, como consecuencia se genera una
magnetizacio´n transversal a la magnetizacio´n longitudinal, de esta manera empleando una
antena es posible convertir la variacio´n de campo magne´tico en una sen˜al ele´ctrica que puede
ser procesada y analizada [20]. Por otro lado, para poder establecer la posicio´n tridimensional
del lugar donde se toman las mediciones, se aplican campos externos de diferente intensidad
en la regio´n a estudiar, en direccio´n z, esto conduce a frecuencias de precisio´n diferentes, de
esta manera se sabe la posicio´n a lo largo del eje z. El mismo procedimiento se aplica para
establecer la posicio´n a lo largo del eje x. Para determinar la posicio´n a lo largo del eje y se
introduce un desfase en la sen˜al electromagne´tica aplicada [22]. En realidad, existen muchos
ma´s feno´menos involucrados en el proceso, lo descrito anteriormente constituye solo algunos
elementos ba´sicos presentes en la adquisicio´n de las MRI, una descripcio´n ma´s detallada es
presentada en [17,18,20–22].
Las mole´culas de agua en un medio fluido se mueven continuamente de forma aleatoria en
un feno´meno denominado Movimiento Browniano estudiado por Albert Einstein en 1905,
quien demuestra que las part´ıculas se desplazan de forma completamente aleatoria debido
a la energ´ıa te´rmica de los a´tomos, este movimiento se conoce tambie´n como difusio´n y
sus caracter´ısticas esta´n relacionadas con las propiedades del medio en el cual se desplazan
las mole´culas de agua. Por lo tanto, a partir de estas caracter´ısticas es posible estudiar
la composicio´n y estructura de dicho medio (tejidos u o´rganos de organismos vivos) [18].
Por ejemplo, los tejidos o estructuras con alta densidad celular como los tumores presentan
restricciones a la movilidad de las part´ıculas de agua, mientras otras estructuras con baja
densidad celular como los quistes simples no la impiden [23]. Un medio homoge´neo ofrece
la misma oposicio´n a la movilidad de las part´ıculas en todos las direcciones, la difusio´n
en este caso se denomina isotro´pica y puede ser descrita por un u´nico para´metro escalar
D ∈ R+ denominado coeficiente de difusio´n. Por otro lado, al interior de estructuras vivas las
mole´culas de agua esta´n expuestas a diferentes elementos que componen los tejidos, como:
compartimientos tisulares, membranas, organelas celulares, entre otras. Estas estructuras
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ofrecen oposicio´n al movimiento de las part´ıculas de forma diferente en cada direccio´n [23].
La difusio´n en este caso se denomina anisotro´pica y para caracterizarla completamente es
necesario considerar la movilidad de las part´ıculas a lo largo de cada direccio´n, a menudo se
representa por un tensor de segundo orden D ∈ R3×3 el cual describe la movilidad molecular
a lo largo de cada direccio´n y la correlacio´n entre estas [2,17]. La siguiente gra´fica ilustra los
dos casos descritos anteriormente.
(a) (b)
Figura 1: Comparacio´n entre difusio´n isotro´pica y difusio´n anisotro´pica. (a) muestra el caso
isotro´pico, el medio no ofrece restricciones y la part´ıcula se mueve con libertad. La circunfe-
rencia muestra que la movilidad de la part´ıcula es la misma en cualquier direccio´n. En (b) el
medio circundante impide la movilidad de la part´ıcula en ciertas direcciones y la favorece en
otras, hecho que se describe a trave´s de la elipse, la difusio´n en este caso es anisotro´pica.
4.1.2. Estimacio´n del tensor de difusio´n
Para estimar el tensor de difusio´n se usa la secuencia de ima´genes de Stejskal-Tanner, un
me´todo basado en la secuencia convencional spin-echo ponderada en T2, descrita por un
pulso de RF de 90
◦
, seguida por un segundo pulso de RF de 180
◦
a la cual se le aplica un par
sime´trico de gradientes con polaridad opuesta, el primero de ellos previo al pulso de 180
◦
,
y el segundo 180
◦
despue´s, como muestra la figura 2. La sen˜al obtenida permite cuantificar






Pulso- 90° Pulso- 180° Señal
Figura 2: Diagrama de secuencia de ima´genes de Stejskal-Tanner
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El grado de difusio´n esta descrito por un para´metro denominado factor b, expresado como
una funcio´n de la duracio´n del gradiente (δ), la amplitud del pulso de gradiente (G), el
intervalo entre los pulsos (∆) y la relacio´n de giro magne´tico (γ), mediante la ecuacio´n b =
γ2δ2|G|2(∆− δ
3
), si el valor de b es pequen˜o la sensibilidad a los movimientos de las mole´culas
de agua es mı´nima, por lo que el contraste T2 es dominante, para eliminar la contaminacio´n
T2 se requiere obtener varias ima´genes con diferentes valores de b, de esta manera adicionando
los gradientes potenciados en difusio´n a cualquier secuencia resonancia magne´tica se forman
las ima´genes potenciadas en difusio´n [17,22,24]. La relacio´n entre la intensidad de una sen˜al
potenciada en difusio´n (S) con una imagen potenciada en T2 no sensibilizada a la difusio´n
(S0) es descrita por la ecuacio´n de Stejskal y Tanner, S = S0e
−bD, donde D en m2/s, es la
difusio´n constante en el volumen de tejido (vo´xel) tambie´n denominado coeficiente de difusio´n
aparente (ADC). El te´rmino aparente tiene que ver con que no es una medida verdadera de
la difusio´n intr´ınseca, sino que se relaciona con las interacciones de las mole´culas de agua
durante el tiempo de difusio´n [17, 25]. En el caso de difusio´n anisotro´pica la ecuacio´n puede





donde D es una matriz 3×3 sime´trica definida positiva proporcional a la varianza de una dis-
tribucio´n Gaussiana multivariada, relacionada con el movimiento Browniano de las mole´culas
de agua [22,25],
D =
Dxx Dxy DxyDyx Dyy Dyy
Dzx Dzy Dzy
 , (2)
los elementos Dij = Dji con i, j = x, y, z, por lo que el tensor es completamente especificado
por seis medidas independientes de difusio´n a lo largo de seis direcciones diferentes. En el
caso isotro´pico las mediciones sera´n iguales y el tensor podra´ ser descrito como D = DI, la
ecuacio´n (1) puede ser escrita de la siguiente manera,
S = S0e
−bgˆDgˆ,
donde gˆ = g/|g| son los gradientes normalizados. Tambie´n, se a sustituido los otros te´rminos
por el factor b. Adema´s, S0 corresponde a la imagen de referencia, medida para b = 0, es decir,
sin difusio´n ponderada. Para la descripcio´n completa del tensor de difusio´n se requiere como
minino seis medidas usando direcciones de gradientes no colineales y diferentes, el resultado
es un sistema de ecuaciones que pueden ser solucionadas para estimar los elementos del
tensor de difusio´n [17]. Se han propuesto varias soluciones para el sistema de ecuacio´n de
Stejskal-Tanner, una te´cnica comu´n es mediante mı´nimos cuadrados, aunque tambie´n se han
desarrollado me´todos ma´s sofisticados como el denominado algoritmo RESTORE [26].
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4.1.3. Representacio´n gra´fica de campos de tensores de difusio´n
Una coleccio´n ordenada de tensores de un estudio dMRI de acuerdo a la posicio´n espacial
de los vo´xeles, se define como un campo de tensores de difusio´n, o una imagen de tensores
de difusio´n (DTI). La visualizacio´n de campos de tensores de difusio´n se realiza usualmente
mediante glifos de tensor, los cuales son una representacio´n gra´fica de un objeto parame-
trizado que representa un u´nico tensor de difusio´n con sus propiedades de taman˜o, forma,
color, textura, posicio´n, entre otras [27]. A menudo se emplea glifos elipsoidales, tambie´n
llamados elipsoides de difusio´n para representar tensores de segundo orden, con el cual las
caracter´ısticas de forma, taman˜o y orientacio´n esta´n dadas por los valores y vectores propios.
Sin embargo, esta representacio´n es sensible a la escala y presenta ambigu¨edades de forma.
Otra representacio´n es mediante funciones esfe´ricas, como las usadas en [28], mediante la cual
es posible representar tensores de segundo y orden superior. La figura 3 muestra un campo
de tensores de difusio´n empleando esta representacio´n.
Figura 3: Representacio´n gra´fica de un campo de tensores de difusio´n mediante funciones
esfe´ricas. Cada glifo describe la difusio´n de un determinado vo´xel de la imagen. En esta
representacio´n el color proporciona informacio´n sobre la direccio´n de difusio´n.
4.2. Procesos Gaussianos
En problemas de aprendizaje supervisado se suele denotar al conjunto de datos de entrena-
miento de la forma D = (Z,u) donde la matriz Z ∈ RM×N indexa los vectores de entrada
{zi}Ni=1 de dimensionalidad M y el vector u ∈ RN indexa las salidas. Un proceso Gaussiano
(GP) puede entenderse como un prior no parame´trico definido sobre funciones, de esta ma-
nera puede asumirse que la relacio´n entre los datos de entra y salida es dada trave´s de una
funcio´n latente con un Gp como prior, y = f(u) + , donde  ∼ N (0, σ2 ) es un ruido blanco
Gaussiano, y f(u) sigue un GP. Un GP esta completamente especificado por una funcio´n
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media m(u) y una funcio´n de covarianza k(u,u′) [29, 30],
f(u) ∼ GP(m(u), k(u,u′))
m(u) = E[f(u)]
k(u,u′) = cov[f(u), f(u′)].
Un proceso Gaussiano se define como una coleccio´n de variables aleatorias, tal que cual-
quier subconjunto de estas variables sigue una distribucio´n Gaussiana conjunta, es decir,
[f(u1), · · · , f(un)] ∼ N (µ,K), los elementos de µ son de la forma µi = m(ui) y K es una
matriz de Gram de n× n, con entradas Kij = k(ui,uj).
La funcio´n de covarianza, tambie´n llamada kernel, mide la cercan´ıa o similaridad entre los
datos, es definida como una funcio´n de los datos de entrada y de un conjunto de para´metros θ
denominados hiperpara´metros. Un procedimiento empleado para aprender estos hiperpara´me-
tros es mediante la optimizacio´n del logaritmo de la probabilidad marginal [29], expresada
como:








Una variable aleatoria matricial S de dimensio´n P×P obtenida mediante la suma de produc-
tos externos de variables aleatorias Gaussiana multivariadas sigue una distribucio´n Wishart,
denotada como WP (V, ν), donde V es una matriz P × P definida positiva que actu´a como






i ∼ WP (V, ν),
las ui son variables aleatorias P-dimensionales i.i.d con distribucio´n N (0, V ) y S es una
matriz sime´trica definida positiva (SPD) con una funcio´n densidad de probabilidad,
p(S|V, ν) = |S|
(ν−P−1)/2









la media de esta distribucio´n es νV , la moda es (P − ν − 1)V para ν ≥ P + 1 y ΓP (.) es la
distribucio´n Gamma multivariante [31], expresada como,




Γ(ν/2 + (1− j)/2).
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4.4. Inferencia Bayesiana
La inferencia Bayesiana es un tipo de inferencia estad´ıstica que tiene como objetivo estimar la
distribucio´n de probabilidad de los para´metros de un modelo dado un conjunto de evidencias
u observaciones, tambie´n conocida como el posterior,
p(θ|D) = p(D|θ)p(θ)
p(D) ,
la distribucio´n p(θ) es el prior, su funcio´n es codificar las creencias acerca de θ, es una
distribucio´n independiente de los datos, el posterior p(θ|D) codifica las creencias acerca de
θ una vez se han observado los datos, la verosimilitud p(D|θ), representa la probabilidad
de que los datos hallan sido generados por el modelo, usando los para´metros θ y p(D) =∫
p(D|θ)p(θ)dθ es la evidencia, constituye la probabilidad de los datos de acuerdo al modelo
[32]. En muchas aplicaciones practicas no es posible encontrar una solucio´n anal´ıtica para
la distribucio´n posterior, principalmente cuando se trabaja con variables aleatorias de alta
dimensionalidad, donde resulta complejo evaluar la integral de la evidencia, por lo tanto,
para calcular el posterior se deben recurrir a te´cnicas de aproximaciones nume´ricas [32, 33].
En este trabajo se emplean te´cnicas de muestreo usando Me´todos Monte Carlo basados en
Cadenas de Markov (MCMC) para obtener muestras de la distribucio´n posterior del modelo
propuesto, entre ellos los algoritmos de Gibbs sampling, Metropolis Hastings y Elliptical slice
sampling.
4.5. Me´todos Monte Carlo basados en Cadenas de Markov
Los me´todos Monte Carlo basados en cadenas de Markov (MCMC), constituyen un conjunto
de te´cnicas no deterministas o estad´ısticas usadas para aproximar expresiones matema´ticas
complejas y costosas de evaluar. En inferencia Bayesiana se usan comu´nmente para obtener
muestras de distribuciones posteriores y estimar cantidades de intere´s. Cabe resaltar que los
MCMC no son te´cnicas exclusivas de la inferencia Bayesiana, sino que en general pueden
usarse para simular valores de distribuciones que no son fa´ciles de muestrear. Sus aplica-
ciones abordan un conjunto de problemas relacionadas con aproximaciones nume´ricas de
modelos matema´ticos en a´reas como f´ısica computacional, biolog´ıa computacional, lingu¨´ısti-
ca computacional, entre otras [34,35]. Los MCMC son muy usados en problemas de inferencia
Bayesiana, ya que a menudo las distribuciones posteriores son desconocidas, robustas y de
alta dimensionalidad [32]. En el contexto de inferencia, los MCMC consiste en simular valores
sucesivos de una distribucio´n propuesta que no tienen que ser necesariamente parecida a la
distribucio´n posterior con la caracter´ıstica de que cada valor generado depende solo del valor
anterior simulado, de ah´ı la nocio´n de cadena de Markov, a partir de las muestras genera-
das es posible conocer los estados t´ıpicos de un sistema. Los me´todos ba´sicos Monte Carlo
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(Rejection sampling e Importance sampling) son una alternativa importante y utilizados en
muchos casos, sin embargo estos me´todos no son suficiente cuando se trabaja en espacios de
alta dimensio´n [32,33], caso comu´n de muchas aplicaciones pra´cticas, por lo que los algoritmos
MCMC cobran importancia para resolver problemas con este tipo de caracter´ısticas.
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5. Proceso generalizado de Wishart no estacionario
Un proceso generalizado de Wishart (GWP) se define como una coleccio´n de matrices alea-
torias sime´tricas definidas positivas {Dn(z)}Nn=1 , con Dn ∈ RP×P , indexada por una variable
dependiente z ∈ RM [31]. En el contexto de las dMRI la dimensionalidad es P = 3, igual a
dimensionalidad de la matriz de los coeficientes de difusio´n (ecuacio´n (2)) y M = 2, repre-
senta la dimensio´n de la coordenada espacial de cada vo´xel en la imagen (z = [x, y]>). Un
proceso generalizado de Wishart se construye a partir de procesos Gaussianos como sigue:
se parte de un conjunto de Pν procesos Gaussianos independientes, uid(z) ∼ GP(0, k) pa-
ra i = 1, ..., ν y d = 1, ..., P donde k(z, z′) es la funcio´n kernel del GP. Dado un conjunto
de vectores de entrada {zn}Nn=1, el vector (uid(z1), uid(z2), ..., uid(zN))> ∼ N (0,K) donde
K es una matriz de Gram de N × N con entrada Kij = k(zi, zj). Si se define el vector
uˆi = (ui1(z), ui2(z), ui3(z))
>, y L como la descomposicio´n inferior de Cholesky de la matriz
de escala V , es decir, LL> = V , entonces, la coleccio´n de matrices aleatorias {Dn(z)}Nn ,
construida a trave´s de (3) constituyen un proceso estoca´stico definido sobre matrices SPD y
es denotado como D(z) ∼ GWPp(ν, V, k(·, ·)), bajo la restriccio´n k(z, z) = 1, se observa ade-








> ∼ GWPp(ν, V, k(·, ·)), (3)
la matriz de escala V opera principalmente como un para´metro de escala, mientras la funcio´n
kernel se centra en controlar como varia la matriz D sobre las entradas, los para´metros del
kernel θ operando en k(z, z′) controlan las propiedades de dicha variaciones. El para´metro
L describe el valor esperado de D para todos los z, y los grados de libertad ν expresan la
flexibilidad del prior permitida alrededor de la media de las matrices D [7, 31].
Como se menciono´ anteriormente, la estructurara kernel del modelo GWP y sus hiperpara´me-
tros controlan la evolucio´n de las propiedades de los tensores sobre el espacio coordenado de
los vo´xeles. Por lo tanto, las caracter´ısticas de esta funcio´n controlan las propiedades estad´ısti-
cas de la DTI. Entonces, para representar, caracterizar y describir una DTI no estacionaria,
en las que las propiedades de los tensores (forma, taman˜o, orientacio´n, entre otras), var´ıan
abruptamente sobre el espacio, se introduce un kernel no estacionario, con el cual las propie-
dades estad´ısticas como media, varianza y covarianza de un campo de tensores de difusio´n no
se modelan de manera constante. Este modelo se denomina: proceso generalizado de Wishart
no estacionario. La funcio´n kernel sugerida en este trabajo se presenta a continuacio´n.
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5.1. Kernel aditivo no estacionario
Esta funcio´n kernel fue propuesta por [36], es construida a partir de la combinacio´n de un







la funcio´n de pesos w(z) : RD → R1, determina como pueden ocurrir los cambios en los datos






j z + bj),
los para´metros aj, bj ∈ R y ωj ∈ RM son para´metros que deben ser aprendidos, σ(·) : R1 →
[0, 1] es la funcio´n de deformacio´n descrita como una combinacio´n convexa sobre las funciones
de ponderacio´n por lo que,
∑r






La introduccio´n de esta funcio´n al modelo induce no estacionariedad, es una funcio´n depen-
diente unicamente de la variable de entrada z. Por otro lado, como funciones kernel base
se emplean exponenciales cuadra´ticas (RBF), un tipo de funcio´n comu´nmente empleadas en
problemas con procesos Gaussianos,
ki(z, z







de nuevo σ y γ = 1
2l2
son hiperpara´metros que deben ser aprendidos a partir de los datos.
5.2. Modelo predictivo
El objetivo es estimar la matriz D(z∗) en la coordenada de prueba z∗, empleado el valor de
los para´metros {u,θ, L, ν} aprendidos durante la fase de entrenamiento. Para ello se calcula
la distribucio´n condicional de u∗ dado u, a partir de la distribucio´n conjunta de [u,u∗]
>.
Esta distribucio´n es dada por [31],
u∗|u ∼ N (AK−1B u, I−AK−1B A>),
donde A es la matriz de covarianza entre las coordenadas espaciales z∗ y z de los datos de
entrenamiento y los datos de prueba, respectivamente. Una vez obtenidos los valores de u∗,
se calcula la matriz D(z∗) usando (3).
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6. Estimacio´n de para´metros
En este cap´ıtulo se presenta el procedimiento empleado para ajustar los para´metros del
modelo NGWP. El enfoque empleado se basa en estimacio´n Bayesiana, sin embargo, dada
la robustez matema´tica del modelo, es necesario recurrir a me´todos de muestreo como los
me´todos Monte Carlo basados en cadenas de Markov (MCMC), para obtener muestras de la
distribucio´n posterior.
6.1. Distribucio´n posterior del modelo
El objetivo es determinar la distribucio´n posterior de los para´metros del modelo dado un
conjunto de datos de entrenamiento D = {zn,Sn}Nn=1 donde Sn ∈ RP×P . Asumiendo un
prior sobre un campo DTI dado por un proceso Generalizado de Wishart no estacionario
D(z) ∼ GWP(V, ν, k) y una funcio´n de verosimilitud construida a partir de la norma de
Frobenius,










donde S(zi) es un tensor de una DTI, D(zi) es un tensor estimado por el modelo y β es
un para´metro de la funcio´n. Los para´metros del modelo son: un vector u con el valor de los
GP, un vector θ = {aj,ωj, bj, γi}, con j = 1, ..., v y i = 1, ..., r con los hiperpara´metros de
la funcio´n kernel, la descomposicio´n inferior de Cholesky L de la matriz de escala V , y los
grados de libertad ν. La distribucio´n posterior es proporcional al producto de la verosimilitud
por el prior de los para´metros, como se muestra a continuacio´n,
p(u,θ, L, ν|D) ∝ p(D|u,θ, L, ν)p(u|θ)p(θ)p(L)p(ν), (5)
la proporcionalidad se debe a que no se ha tenido en cuenta la evidencia p(D). Se observa
ademas que existe una dependencia entre u y los para´metros del kernel θ. Para muestrear
este posterior se emplean algoritmos MCMC, una ventaja de estos me´todos es que no requiere
evaluar la evidencia de los datos.
6.2. Muestreando la distribucio´n posterior
El procedimiento consiste en muestrear en ciclos cada para´metro usando el algoritmo Gibbs
sampling. Este algoritmo es un me´todo MCMC que permite obtener muestras de distribu-
ciones de probabilidad multivariadas. El algoritmo funciona generando muestras en ciclos de
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las distribuciones de probabilidad condicional de cada variable dadas las dema´s. Una forma
de obtener estas distribuciones es la siguiente: a partir de la distribucio´n de probabilidad
conjunta de todas las variables seleccionar u´nicamente los te´rminos que incluyen alguna va-
riable espec´ıfica, los te´rminos seleccionados son la distribucio´n de probabilidad condicional
de dicha variable dadas las dema´s. El procedimiento se repite hasta obtener las distribuciones
condicionales de todas las variables de intere´s. Las distribuciones posteriores condicionales
de cada para´metro del modelo NGWP se determinan a partir de (5) y esta´n dadas por las
siguientes expresiones como lo muestra [31],
p(u|θ, L, ν,D) ∝ p(D|u,θ, L, ν)p(u|θ) (6)
p(θ|u, L, ν,D) ∝ p(u|θ)p(θ) (7)
p(L|θ,u, ν,D) ∝ p(D|u,θ, L, ν)p(L)
p(ν|θ,u, L,D) ∝ p(D|u,θ, L, ν)p(ν),
donde p(u|θ) = N (0,KB), con KB una matriz diagonal por bloques de dimensionalidad
NPν ×NPν, cada bloque es una matriz K de N ×N . Las distribuciones p(θ), p(L) y p(ν)
son: el prior de los para´metros del kernel, el prior de la descomposicio´n de matriz de escala
y el prior de los grados de libertad.
Trabajos previos [7, 31], han mostrado que la matriz de escala puede ser ajustada como el







y los grados de libertad se ajusta alrededor de la dimensiona de las matrices,
ν = P + 1.
Bajo estas condiciones el modelo alcanza rendimiento aceptable. La inclusio´n de estas varia-
bles en el modelo de inferencia aumenta el tiempo computacional y no proporciona resultados
significativos en comparacio´n con los valores fijados bajo la descripcio´n anterior. De acuerdo
con lo anterior la inferencia se realiza unicamente sobre el vector u y los hiperpara´metros del
kernel θ (ecuaciones (6) y (7)). El algoritmo Gibbs sampling es el siguiente:
Algoritmo 1 Blocked Gibbs Sampling
Entrada: Estado inicial θ0,u0 . Para´metros del kernel y valores de los Gp
Salida: Muestras de la distribucio´n posterior de θ,u
1: for s = 1, 2, ..., Ns do
2: u(s) ∼ p(u|θ(s−1), L, ν,S) . Ejecutar una rutina de Elliptical slice sampling
3: θ(s) ∼ p(θ|u(s), L, ν,D) . Ejecutar una rutina de Metropolis Hastings
4: end for
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El algoritmo blocked Gibbs sampling genera simulta´neamente muestras de un conjunto de
variables. Aunque, a su vez requiere muestrear las distribuciones condicionales de cada bloque
de variables, entonces es necesario emplear otros algoritmos de muestreo. Para muestrear (6)
en el paso dos se emplea elliptical slice sampling, mientras para muestrear (7) en el paso tres
se emplea el algoritmo de Metropolis Hastings de acuerdo con [7, 31].
6.2.1. Elliptical slice sampling
El algoritmo Elliptical slice sampling propuesto por [37], es un me´todo MCMC empleado
para muestrear distribuciones posteriores de la forma,
p(z) = L(z)N (z;µ,Σ),
donde L(z) es la funcio´n de verosimilitud, y N (z;µ,Σ) constituye un prior Gaussiano mul-
tivariado. Este tipo de modelos se caracterizan por presentar una alta dependencia entre
variables, haciendo dif´ıcil la determinacio´n de muestras independientes [38]. A pesar de ello,
el algoritmo provee muestras independientes incluso de distribuciones altamente multivaria-
das. La estructura de la distribucio´n requerida por este me´todo es precisamente la estructura
de la distribucio´n que se desea muestrear (6), donde L(z) corresponde a (4).
Algoritmo 2 Elliptical slice sampling
Entrada: Estado actual de u, Una rutina para muestrear N (0, KB), y la funcio´n logL(u)
Salida: un nuevo estado u′
1: η ∼ N (0, KB) . Elegir una elipse
2: υ ∼ Uniform [0, 1]
3: log y ← logL(u) + log υ . Establecer el umbral log-likelihood
4: φ ∼ Uniform [0, 2pi] . Muestrear la proposal inicial
5: [φmin, φmax]← [φ− 2pi, φ]
6: u′ ← u cosφ+ η sinφ
7: if logL(u′) > log y then
8: return u′
9: else . Reducir el intervalo y probar un nuevo punto
10: if φ < 0 then
11: φmin ← φ
12: else
13: φmax ← φ
14: end if
15: φ ∼ Uniform [φmin, φmax]
16: GoTo 6
17: end if
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6.2.2. Metrolopolis-Hastings
El algoritmo puede ser usado para obtener muestras de una distribucio´n deseada p˜(θ), que
corresponde a una distribucio´n posterior sin constante de normalizacio´n, p(θ) = p˜(θ)/Zp. En
cada paso del algoritmo, se propone ir del estado actual θ(τ) a un nuevo estado θ(∗), mues-
treando una distribucio´n propuesta θ(∗) ∼ q(θ(τ)|θ∗), donde q(·) es la distribucio´n propuesta,









se observa que la evaluacio´n de la probabilidad de aceptacio´n no requiere conocer el valor de
la constante de normalizacio´n Zp [32]. Por otro lado, si la distribucio´n propuesta elegida es





. Para el caso en cuestio´n la distribucio´n objetivo es
(7) y la distribucio´n propuesta se discute en la seccio´n 6.2.3.
Algoritmo 3 Block-Wise Metropolis-Hastings
Entrada: Estado actual θ(τ), la distribucio´n proposal multivariada q(θ), la distribucio´n
objetivo p˜(θ)
Salida: un nuevo estado θ(τ+1)
1: θ(∗) ∼ q(θ|θ(τ)) . generar una muestra candidata a partir de la proposal
2: u0 ∼ Uniform [0, 1] . generar una muestra u0 de una distribucio´n uniforme







. evaluar la probabilidad de aceptacio´n
4: if u0 < A(θ
(∗),θ(τ)) then
5: θ(τ+1) ← θ(∗) . Acepta la muestra propuesta
6: else
7: θ(τ+1) ← θ(τ) . Retiene el estado actual
8: end if
6.2.3. Configuracio´n de los para´metros del prior y la distribucio´n propuesta
El prior seleccionado es Gaussiano p(θ) = N (0,Σp) con Σp = σ2pI. La distribucio´n propuesta
es tambie´n una Gaussiana centrada en el valor del estado actual q(θ) = N (θ(τ),Σq) con
Σq = σ
2




q del prior y la distribucio´n propuesta se ajustan de acuerdo
a la relacio´n entre el nu´mero de muestras aceptadas Nsacp y el nu´mero de muestras total Ns,
Racp = Nacp/Ns, para algu´n valor fijo de σ
2
p si Racp es cercano a cero significa que σ
2
q es muy
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grande y si es muy cercano a uno significa que es muy pequen˜o. El objetivo es establecer un
valor intermedio con el cual se acepten y se retengan muestras en una proporcio´n similar [39].
6.2.4. Configuracio´n de los para´metros de la funcio´n de verosimilitud
La funcio´n de verosimilitud utilizada, dada por (4), es construida a partir de la norma de
Frobenius, es funcio´n de los tensores estimados Di(z) los datos de entrenamiento Si(z) y un
para´metro β. Este para´metro se ajusta como la mediana de la distancia de Frobenius entre
las estimaciones y los datos de entrenamiento,
β = Mediana(y),
donde y es un vector con entradas yi = ‖S(zi)−D(zi)‖2f .
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7. Base de datos y procedimiento de validacio´n
En esta seccio´n se describe las bases de datos empleadas para evaluar el desempen˜o del
modelo propuesto. Adema´s, se presentan algunas me´tricas empleadas para evaluar el error
del me´todo de interpolacio´n. Por u´ltimo, se hace una discusio´n sobre la convergencia del
modelo de inferencia.
7.1. Descripcio´n la bases de datos
La metodolog´ıa de interpolacio´n propuesta es evaluada sobre tres campos de tensores de
difusio´n. El primero constituye un campo sinte´tico de 29 × 29 tensores que representa la
simulacio´n de fibras cruzadas, este tipo de campo se caracteriza por ser altamente no es-
tacionario, existen regiones en donde las propiedades de los tensores cambian abrupta-
mente sobre el espacio haciendo compleja la interpolacio´n de nuevos datos. Los datos si-
mulados son obtenidos aplicando los algoritmos del toolbox FanDTasia [28], disponible en
http://www.cise.ufl.edu/~abarmpou/lab/fanDTasia/tut-orial.php. El segundo, es un
campo de 41× 41 tensores obtenido a partir del modelo generativo NGWP, los tensores ge-
nerados evolucionan sobre el espacio tanto con transiciones suaves como fuertes. El tercer
campo es una regio´n de iteres de 41 × 41 de un slice de un studio dMRI de datos reales de
la cabeza de un sujeto masculino sano con edad entre los 20 y los 30 an˜os, tomadas con un
escaner General Electric Sigma HDxt 3.0T MR, empleando 25 direcciones de gradientes con
un factor b de 1000S/mm2. El desempen˜o del modelo propuesto es comparado con te´cni-
cas de interpolacio´n lineal (FBLI) [4], interpolacio´n log-Euclidiana (logEu) [5] y procesos
Generalizados de Wishart (GWP) [7].
7.2. Me´tricas de error
La validacio´n de los resultados y el desempen˜o del modelo de interpolacio´n, se realiza a
trave´s de me´tricas definidas sobre matrices, como la norma de Frobenius (Frob) y la norma
de Riemann (Riem) [5], definidas por (8) y (9),
Frob(D1,D2) =
√















donde D1 es el tensor estimado y D2 es el tensor del ground truth, las me´tricas son evaluadas
sobre todos los datos de test y se reportan la media y la desviacio´n esta´ndar de cada modelo.
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7.3. Validacio´n de informacio´n cl´ınica
La validacio´n de la informacio´n cl´ınica de los tensores de difusio´n se realiza por medio de dos
medidas escalares denominadas, Anisotrop´ıa Fraccional (FA) (ecuacio´n (10)) y Difusividad
Media (MD) (ecuacio´n (11)), las cuales son expresadas en funcio´n de los valores propios
(λ1, λ2, λ3) de la matriz de coeficientes de difusio´n [40] (ecuacio´n (2)),
FA =
√








λ1 + λ2 + λ3
3
. (11)
7.4. Convergencia de los MCMC
A continuacio´n se presentan dos pruebas que proporcionan informacio´n sobre las distribu-
ciones de las muestras obtenidas a trave´s de los MCMC. El objetivo es establecer algunas
medidas que permitan determinar si las muestras obtenidas convergen a una distribucio´n
estacionaria.
7.4.1. Funcio´n de autocorrelacio´n (ACF)
Las muestras producidas por los me´todos MCMC esta´n autocorrelacionadas lo cual reduce
el contenido de informacio´n relativa a muestras independientes. La autocorrelacio´n de un











donde f¯ es la media de f1, ..., fS. Graficando la funcio´n de autocorrelacio´n para varios lag,
es posible observar la “calidad”de las muestras [33]. Se espera que a media que el nu´mero de
iteraciones aumenta la funcio´n de autocorrelacio´n decrece.
7.4.2. Potencial de reduccio´n de escala estimado
Una prueba de convergencia nume´rica de las muestras obtenidas de los algoritmos de MCMC
es el potencial de reduccio´n de escala estimado (EPSR) [33]. Se define las siguientes canti-
dades; C : nu´mero de cadenas, S : nu´mero de muestras de cada cadena y D : nu´mero de
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variables. Una muestra s de una variable i de alguna cadena c se representa como xisc. La




















(y¯.c − y¯..)2 ,





























Se espera que si las cadenas convergen a la distribucio´n estacionaria el valor de EPSR se
aproxime a Rˆ ≈ 1. Esta cantidad proporciona un indicativo nume´rico sobre la convergencia
de las muestras.
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En esta seccio´n se discuten los resultados del modelo NGWP para la interpolacio´n de campos
de tensores de difusio´n propuesto en este trabajo. Los resultados se presentan de acuerdo
a los objetivos espec´ıficos planteados. En la seccio´n 8.1 se describen los campos de tensores
generados a trave´s del modelo NGWP generativo. En la seccio´n 8.2 se muestran los resultados
del modelo de inferencia, y por u´ltimo, en la seccio´n 8.3 se comentan los resultados de
interpolacio´n sobre diferentes bases de datos.
8.1. Resultados objetivo especifico 1
Implementar un modelo probabil´ıstico basado en procesos generalizados de Wishart con un
kernel no estacionario para la interpolacio´n de tensores de difusio´n con propiedades no esta-
cionarias.
La figura 4 (a) muestra un campo de tensores obtenido a partir del modelo NGWP generativo.
El campo tiene tensores cuyas propiedades evolucionan sobre el espacio con transiciones
suaves. Las figuras 4 (b) y (c) son los mapas de FA y MD asociados al campo generado.
De igual manera, la figura 4 (d) representa otro campo generado por el modelo NGWP, a
diferencia del caso anterior donde las propiedades de los tensores cambian suavemente, en
este caso se observa que las transiciones son ma´s fuertes.
(a) DTI (b) FA (c) MD
(d) DTI (e) FA (f) MD
Figura 4: Campo de tensores generado por el modelo NGWP
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Los mapas de FA y MD mostrados en la figura 4 (e) y (f) permiten observar que la informacio´n
calculada sobre los tensores del campo sigue un comportamiento similar, se puede apreciar
que ambos mapas describen cambios abruptos. Los dos casos mostrados anteriormente fueron
obtenidos configurando los para´metros del modelo con diferentes valores, es por esto que los
campos generados difieren en la correlacio´n de los tensores sobre el espacio de coordenadas.
Por lo tanto, el modelo NGWP es flexible en cuanto a la capacidad de modelar campos de
tensores con diferentes caracter´ısticas como los mostrados anteriormente. Es importante que
el modelo posea esta propiedad, ya que los campos que se pretenden modelar esta´n descritos
por caracter´ısticas similares como el de la figura 5 (d) que muestra un campo de tensores de
difusio´n que describen una simulacio´n de fibras cruzadas, este campo se caracteriza por las
transiciones fuertes, se observa que existen regiones en las cuales la orientacio´n y la forma de
los tensores cambian abruptamente. Ademas, los mapas de FA y MD mostrados en la figura
5 (b) y (c) tambie´n siguen este comportamiento. Otro campo que se pretende modelar es el
de la figura 5 (g) que constituye una regio´n de intere´s de un slice de un estudio dMRI real.
Los mapas de FA y MD se muestran en la figura 5 (h) e (i). El campo de tensores de difusio´n
real tiene regiones en las cuales las transiciones son uniformes y otras en donde son fuertes,
muy similares a los generados por el modelo NGWP.
(a) DTI (b) FA (c) MD
(d) DTI (e) FA (f) MD
Figura 5: Campo de tensores de difusio´n. (a) describe una simulacio´n de fibras cruzadas,
mientras (d) es un campo de tensores de difusio´n de un estudio dMRI real.
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8.2. Resultados Objetivo especifico 2
Implementar un me´todo de inferencia estad´ıstica para estimar las funciones de probabilidad
posteriores asociadas al proceso Generalizado de Wishart con kernel no estacionario.
Los resultados del modelo de inferencia se presentan evaluando una seccio´n de un slice de
un estudio dMRI de datos reales. El campo seleccionado se muestra en la figura 6 (a). Los
datos de entrenamiento mostrados en la figura figura 6 (b) son obtenidos submuestreando el
campo original (figura 6 (a)). En la fase de entrenamiento se parte del conjunto de datos de
entrenamiento para ajustar los para´metros del modelo de tal modo que los valores elegidos
describan el campo original. La figura 6 (c) representa el campo generado por el modelo
antes de la fase de entrenamiento, se observa que los tensores generados no obedecen algu´n
comportamiento relacionado con el campo de entrenamiento, la orientacio´n, la forma y el
taman˜o de los tensores var´ıan arbitrariamente sobre el espacio. La figura 6 (d) muestra el
campo generado despue´s de la fase de entrenamiento. Si se compara este campo con el campo
inicial, figura 6 (b), se observa que ambos campos son similares, esto significa que a partir del
esquema de inferencia utilizado se ha determinado un conjunto de para´metros que permiten
modelar el campo original como un NGWP.
(a) (b) (c) (d)
Figura 6: Fase de entrenamiento sobre un campo de datos reales. (a) Campo original, (b)
Datos de entrenamiento, (c) Datos antes de la fase de entrenamiento y (d) Campo generado
despue´s de la fase de entrenamiento.
Lo descrito anteriormente se corrobora en te´rminos de dos pruebas de convergencia de los
me´todos MCMC. El objetivo de estas pruebas es demostrar que las muestras obtenidas
convergen a una distribucio´n estacionaria. La primera prueba consiste en evaluar la inde-
pendencia de las muestras, es de esperar que la correlacio´n entre las muestras de una misma
cadena sea menor a medida que el nu´mero de iteraciones crece. Las figura 7 (a) y (b) ilustran
las funciones de autocorrelacio´n para dos para´metros del vector u y las figuras 7 (c)-(f) co-
rresponden de igual forma a las funciones de autocorrelacio´n para algunos hiperpara´metros
de la funcio´n kernel (θ), en este caso los hiperpara´metros son: aj,ωj, bj y (γi), evaluadas a
partir de (12).
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(a) (b) (c)
(d) (e) (f)
Figura 7: Funciones de autocorrelacio´n: (a) y (b) dos variables del vector u, (c) (d) (e) y (f)
un para´metro aj,ωj, bj y γi del kernel no estacionario.
La segunda prueba consiste en evaluar una medida de variabilidad de las muestras para
varias cadenas, denominado potencial de reduccio´n de escala estimado (Rˆ), este valor es
calculado a partir de (13) como se describe en la seccio´n 7.4. El valor promedio de Rˆ sobre
los para´metros u para cuatro cadenas es de 1,0005, y el de los para´metros del kernel es de
1,2728. De acuerdo con esta prueba, valores alrededor de la unidad significan que las muestras
obtenidas convergen a una distribucio´n estacionaria.
8.3. Resultados Objetivo especifico 3
Validar el desempen˜o del modelo probabil´ıstico desarrollado para la interpolacio´n de tensores
de difusio´n con caracter´ısticas no estacionarias, mediante me´tricas establecidas en el estado
del arte y evaluando informacio´n morfolo´gica.
8.3.1. Campo sinte´tico de fibras cruzadas
El modelo de interpolacio´n propuesto se prueba sobre un campo de tensores de difusio´n que
describe una simulacio´n de fibras cruzadas. El Ground-truth y los datos de entrenamiento se
muestran en la figura 8 (a) y (b), mientras, los resultados gra´ficos de los campos interpolados
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por los me´todos de comparacio´n: LogEu [5], FBLI [4], GWP [7] y el modelo NGWP propuesto
son ilustrados en la figura 8 (c), (d), (e), y (f) respectivamente. Adema´s, en la figura 9 se
muestran los mapas de error medio cuadra´tico (MSE) de MD para cada caso. Finalmente,
en la tabla 1 se reportan los resultados nume´ricos de las me´tricas de error.
(a) (b) (c) (d) (e) (f)
Figura 8: Interpolacio´n de fibras cruzadas: (a) Ground-truth, (b) Datos de entrenamiento,
campos interpolados con los me´todos: (c) LogEu, (d) FBLI, (e) GWP, y (f) NGWP.
(a) (b) (c) (d)
Figura 9: Mapa de MSE de MD del campo de fibras cruzadas, (a) LogEu, (b) FBLI, (c) GWP
y (d) NGWP.
Tabla 1: Me´tricas de error de los me´todos de interpolacio´n: distancia de Frobenius (Frob),
distancia de Riemann (Rem) y MSE de FA y MD.
Model Frob Riem FA MD
LogEu 0.5687 ± 0.2190 0.5208 ± 0.2014 0.1616 ± 0.2438 0.1826 ± 0.3308
FBLI 0.6340 ± 0.2053 0.6295 ± 0.2213 0.1575 ± 0.2412 0.1764 ± 0.2745
GWP 0.5325 ± 0.2094 0.4520 ± 0.1431 0.1569 ± 0.1540 0.1437 ± 0.1415
NGWP 0.5126 ± 0.1859 0.4159 ± 0.1072 0.1451 ± 0.1776 0.1428 ± 0.1469
La interpolacio´n del campo de tensores de fibras cruzadas involucra un desafio´, ya que las
propiedades (forma, taman˜o y orientacio´n) de lo tensores cambian abruptamente sobre el
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espacio, como se aprecia en la figura 8 (a). Los mapas de MSE de MD de la figura 9 muestra
que el me´todo propuesto preserva la informacio´n cl´ınica de los tensores de difusio´n con menor
error (color azul) que los me´todos de comparacio´n, principalmente sobre las regiones de
transiciones abruptas. Esto se explica debido a que el kernel no estacionario usando en el
modelo NGWP es construido combinando diferentes kernel, cada kernel puede describir una
regio´n particular de tensores en el campo. Finalmente, en la tabla 1 se reporta la media y
la desviacio´n esta´ndar de la distancia de Frobenius, distancia de Riemann, y el MSE de FA
y MD. Estad´ısticamente, no se evidencian diferencias significativas entre todos los me´todos,
sin embargo, la metodolog´ıa propuesta permite describir, representar e interpolar campos de
tensores con diferentes caracter´ısticas, como el campo de fibras cruzadas. Tambie´n, el NGWP
preserva la informacio´n cl´ınica (FA y MD) con precisio´n.
8.3.2. Datos del modelo generativo
El desempen˜o del me´todo propuesto se evalu´a tambie´n sobre un campo de tensores obtenido
a partir del modelo NGWP generativo. El campo empleado es el arreglo de 41× 41 tensores
mostrado en la figura 10 (a) (ground-truth). Este campo tiene regiones en donde los tensores
cambian tanto con transiciones suaves como abruptas. La figura 10 (b) corresponde a los
datos de entrenamiento y los resultados de los campos interpolados se muestran en la figura
10 (c), (d), (e), (f) con los me´todos: LogEu, FBLI, GWP y NGWP respectivamente.
(a) (b) (c) (d) (e) (f)
Figura 10: Interpolacio´n de un campo del modelo generativo, (a) Ground truth, (b) Datos
de entrenamiento. Campos interpolados: (c) LogEu, (d) FBLI, (e) GWP, y (f) NGWP.
La figura 11 muestra los mapas de MSE de MD para cada me´todo de interpolacio´n. Tambie´n,
se evalu´a las me´tricas de error de los campos interpolados y su informacio´n cl´ınica. Estos
resultados son mostrados en la tabla 2.
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(a) (b) (c) (d)
Figura 11: Mapas de MSE de MD del campo del modelo generativo, (a) LogEu, (b) FBLI,
(c) GWP y (d) NGWP.
Tabla 2: Me´tricas de error de los me´todos de interpolacio´n: distancia de Frobenius (Frob),
distancia de Riemann (Rem) y MSE de FA y MD.
Model Frob Riem FA MD
LogEu 0.5112 ± 0.1093 0.5539 ± 0.1698 0.1622 ± 0.1772 0.1444 ± 0.1053
FBLI 0.5306 ± 0.1356 0.5390 ± 0.1470 0.1573 ± 0.1532 0.1565 ± 0.1411
GWP 0.5311 ± 0.1189 0.5113 ± 0.1166 0.1426 ± 0.1274 0.1329 ± 0.1286
NGWP 0.5080 ± 0.1472 0.5161 ± 0.1303 0.1416 ± 0.1402 0.1308 ± 0.1368
El campo del modelo generativo interpolado se caracteriza por tener tensores con diferentes
propiedades (forma, taman˜o y orientacio´n), las cuales evolucionan sobre el espacio con tran-
siciones tanto suaves como fuertes. Por lo tanto, la estimacio´n de nuevos tensores puede estar
sujeta a errores considerables. A pesar de lo mencionado anteriormente, los resultados del
modelo NGWP muestran que es posible adaptar un modelo a campos con diferentes tipos
de tensores como el de la figura 10 (a). Los resultados de los para´metros cl´ınicas del cam-
po interpolado, representados mediante los mapas de MSE de MD de la figura 11 permiten
observar que esta medida se preserva con ma´s precisio´n con el me´todo NGWP que con los
otros me´todos comprados. Las me´tricas de error reportadas en la tabla 2 muestra que el
NGWP puede interpolar los datos del modelo generativo alcanzando una precisio´n similar a
los me´todos del estado del arte. Esto se debe a que el kernel no estacionario del modelo pro-
puesto, proporciona adaptabilidad a las diferentes transiciones (suaves o fuertes) inherentes
a los datos de los tensores de difusio´n.
8.3.3. Datos reales
Finalmente, se evalu´a el desempen˜o de los me´todos de interpolacio´n en un campo de tensores
de difusio´n de un estudio dMRI de datos reales. La figura 12 (a) corresponde a una regio´n
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de intere´s de 41 × 41 tensores de un slice centrado en el corpus callosum. Los datos de
entrenamiento corresponden a los de la figura 12 (b). Mientras las figuras 12 (c), (d), (e), (f)
son los campos interpolados con los me´todos LogEu, FBLI, GWP, y NGWP respectivamente.
Adema´s, la figura 13 ilustra los mapas de MSE de MD para cada me´todo. Por u´ltimo, en
la tabla 3, se reportan los resultados nume´ricos de las me´tricas de error evaluada sobre los
tensores interpolados.
(a) (b) (c) (d) (e) (f)
Figura 12: Interpolacio´n de un campo real de DT, (a) Ground truth, (b) datos de entrena-
miento. Campos interpolados: (c) LogEu, (d) FBLI, (e) GWP, y (f) NGWP.
(a) (b) (c) (d)
Figura 13: Mapas de MSE de MD del campo real interpolado, (a) LogEu, (b)FBLI, (c)GWP
and (d) NGWP.
Tabla 3: Me´tricas de error de los me´todos de interpolacio´n: distancia de Frobenius (Frob),
distancia de Riemann (Rem) y MSE de FA y MD.
Model Frob Riem FA MD
LogEu 0.4179 ± 0.1413 0.5266 ± 0.2130 0.4204 ± 0.1659 0.5422 ± 0.2161
FBLI 0.4214 ± 0.1386 0.5236 ± 0.2081 0.4579 ± 0.1738 0.5389 ± 0.2170
GWP 0.4145 ± 0.1089 0.5238 ± 0.2095 0.5095 ± 0.1890 0.4854 ± 0.2081
NGWP 0.4098 ± 0.1250 0.5046 ± 0.2159 0.4690 ± 0.1730 0.4813 ± 0.1673
Los campos de tensores de difusio´n reales tienen tensores con diferentes taman˜os, formas y
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orientacio´n, incluso sus para´metros de informacio´n cl´ınica pueden variar de forma abrupta
sobre el espacio de coordenadas de los tensores. Estas caracter´ısticas de los tensores de
difusio´n hacen que la interpolacio´n sea dif´ıcil, pues los tensores estimados pueden diferir
notablemente de los valores reales. Los resultados gra´ficos de la figura 13, y las me´tricas de
error reportadas en la tabla 3 muestra que el NGWP puede describir, representar e interpolar
campos de tensores no estacionarios obtenidos de estudios dMRI reales. El me´todo propuesto
alcanza un desempen˜o similar a los me´todos LogEu, FBLI, y GWP. De nuevo, el NGWP
preserva la informacio´n cl´ınica derivada de los dMRI, como muestra la figura 13 donde se
han calculado los mapas de MSE de MD. A partir de estos resultados se puede establecer
que el NGWP es una metodolog´ıa competitiva para la interpolacio´n de campos de tensores
de difusio´n, evaluando tanto las me´tricas de error Frob y Riem como las medias de FA y MD.
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8.4. Conclusiones
En este trabajo se presenta una metodolog´ıa probabil´ıstica para la interpolacio´n de campos
de tensores de difusio´n. Espec´ıficamente, se modela un campo de tensores de difusio´n como
un proceso estoca´stico definido sobre matrices sime´tricas definidas positivas indexado por las
coordenadas de los tensores en un campo, denominado: proceso generalizado de Wishart no
estacionario (NGWP). El objetivo es modelar las propiedades no estacionarias de un campo
de tensores de difusio´n (campos de tensores con diferentes: formas, taman˜os, orientaciones,
FA, entre otros) empleando un kernel no estacionario construido combinando varias funciones
kernel exponenciales cuadra´ticas (RBF). Dado que el kernel del modelo NGWP controla la
evolucio´n de las propiedades de los tensores del campo sobre el espacio, entonces al combinar
varios kernel es posible que cada funcio´n describa una regio´n particular de tensores.
Los resultados del modelo generativo muestran que el NGWP es flexible modelando diferentes
tipos de campos tensoriales, el modelo puede generar tensores cuyas propiedades evolucionan
sobre el espacio mediante transiciones suaves o fuertes como los mostrados en la seccio´n 8.1.
Adema´s, las caracter´ısticas de los campos generados se mantienen al evaluar los para´metros
cl´ınicos, como la FA y la MD. Por otro lado, el esquema de estimacio´n de para´metros utili-
zado es capaz de dotar al modelo con valores que permiten ajustar el NGWP a campos de
tensores de difusio´n tanto sinte´ticos como reales. Los resultados de la seccio´n 8.2 muestran
la convergencia de los me´todos MCMC de las variables del modelo NGWP. Por u´ltimo, los
resultados de la interpolacio´n de campos de tensores de difusiones presentados sobre tres
tipos de campos diferentes demuestran que el NGWP es una metodolog´ıa competitiva para
la interpolacio´n de campos de tensores de difusio´n en comparacio´n con me´todos del estado
del arte. El desempen˜o del modelo se evalu´o sobre datos sinte´ticos y datos reales usando la
distancia de Frobenius y la distancia de Riemann como me´tricas de error de tensores, y el
MSE como medias de error de anisotrop´ıa fraccional y difusividad media. En todos los casos
el modelo NGWP, preserva la informacio´n cl´ınica de los tensores y alcanza una precisio´n
similar a los me´todos comprados, tanto en la distancia de Frob y Riem, como en el MSE de
FA y MD.
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