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or George Seurat, it was the balances of dense and hollow, flat and deep, and dark and light as he created A Sunday on La Grande Jatte (1) . Balance in critical care will increasingly become that with human and machine. A discussion for later will be how clinicians achieve balance as we work with even conversational robots (2) . For this discussion, the balance to be achieved is between human and machine learning (ML).
At the core of most machine learning approaches is some notion of similarity (or distance) between examples. Given such a definition, we can identify examples that are in close proximity and make predictions about one given the others. In healthcare, the ability to automatically pinpoint patients along similar trajectories could help guide clinical decisionmaking, assuming that similar patients have similar outcomes. In the case of inherited disease, we know that genetic similarity can help predict outcomes (3) . But, what can we deduce from observational data collected in the PICU?
This is exactly what Williams et al (4) , in their article published in this issue of Pediatric Critical Care Medicine, set out to test using electronic health record (EHR) data. The authors applied k-means clustering to vitals and laboratory results extracted from the first 6 hours of 11,384 PICU episodes. Based on the Euclidean distance between examples in an 80D feature space, the authors discovered 10 stable clusters. To investigate the clinical relevance of the resulting clusters, the authors measured the empirical distribution of various outcomes (e.g., mortality).
Fortunately, data collected in the first 6 hours of an ICU admission are predictive of therapy given. Any other conclusion would have implied that we are either 1) treating patients randomly or 2) measuring the wrong things. Now that we have established that EHR data contain measurements that precede (and even predict) clinically meaningful events, we can shift our focus to more clinically relevant tasks. Today's critical care physicians already suffer from information overload (5). So, like Williams et al (4), we should be asking ourselves: how can we best transform these data into "knowledge" that a physician can use and then distill it in such a way that it becomes "useful"? Figure 3 in (4) illustrates the relationship between cluster assignment and risk of mortality. The authors achieve an area under the curve of 0.77. Although better than random, this is still well below the discriminative performance of other classifiers for the same task (6). This is due, in part, to the fact that Williams et al (4) use an unsupervised learning approach. Such an approach makes no assumptions about the outcome of interest, weighting each feature or input equally when comparing patients. In contrast, supervised learning techniques zero in on the most relevant inputs (assumed by the investigators) with respect to a particular outcome. While described as the proverbial icing on the cake (6), supervised learning can help us make more meaningful patient comparisons.
Supervised or unsupervised, during evaluation of an approach, one must often choose to focus on a specific outcome. Like many others, Williams et al (4) focus on in-hospital mortality and length of stay. These outcomes are by far the most common, in part because they are simple to obtain from the EHR. However, models trained specifically to predict risk of more proximately modifiable conditions (e.g., acute respiratory distress syndrome or sepsis) are arguably more actionable than those trained to predict all-cause mortality.
In addition to thinking carefully about the outcome of interest or task for the ML algorithm, data cleaning and feature extraction are critical. In the series of necessary steps laid out by Williams et al (4), these appear as "step 2" and "step 3." After removing erroneous entries and lumping together vitals obtained through different means, the authors generate an 80D feature vector for each episode. Although "data-driven," such data generation is hardly automated; many human or "expert-driven" decisions go into such processes.
For example, the authors chose to represent the first 6 hours of each vital as a series of six hourly measurements, as opposed to 12 or 3. Such a decision could either double or halve the relative contribution of the vital measurements to the overall notion of patient similarity. Just like the number of clusters, k, how one measures the distance between points is a modeling decision driven by the choice of features. Furthermore, while multiple measurements are considered over the course of the 6-hour period, by using a Euclidean distance any trends are essentially ignored. As the authors state, if decline in respiratory rate is important, but occurs at different points in time, the patients will look quite different. Similarly, the choice of imputation method for filling in missing values can affect results. Here, missing values were imputed with a carry forward method. However, there is often information in the fact that a measurement was not performed. The authors hint at a completely data-driven approach in which representations are learned. Such techniques, however, rely on massive quantities of data and can hinder interpretability and in turn our ability to glean actionable insights.
Machine learning techniques need data, but the EHR has its limitations. EHR data are intermittent, biased, and censored. Furthermore, there is a lot of data that do not make its way into the EHR but should (e.g., clinical reasoning or nuances of patient symptoms). Such data are at times available in the form of clinician entered text. However, data extraction from notes remains challenging. Data from other sources (e.g., patiententered or wearables) could help in this context. ICUs with more ambient sensing could potentially deliver more and likely more useful data, enabling more accurate definitions of patient similarity. Finally, these data are likely to be most useful if we have the ability to easily follow patients longitudinally as they interact with different systems. To this end, efforts focusing on not only the collection of but also the sharing of data are crucial.
It is clear that, based on the efforts of Williams et al (4), leveraging EHR data requires both data-driven and expertdriven choices in our ML analyses. As we move on to predict more clinically relevant tasks, learning to strike the right balance between data and experts will be critical in moving the field forward. The objective is to get to a symbiosis as foreseen by Licklider (7) 60 years ago, "The hope is that, in not too many years, human brains and computing machines will be coupled together very tightly, and that the resulting partnership will think as no human brain has ever thought and process data in a way not approached by the information-handling machines we know today." In 2018, machines still have much to learn from humans. There is a vast amount of expert knowledge that could and should be incorporated into machine learning algorithms.
Five specific points as the search for balance is sought: 1) Move beyond clustering analyses to settings in which we aim to directly predict potentially modifiable outcomes. 2) Focus on targets that have the greatest potential to improve clinical outcomes. 3) Augment clinical data with data from in-hospital ambient sensing technology (8) , personal wearable and environmental sensors (9) , and "patient-entered" data (10). 4) Make all the data available (11) and access data across systems using a federated approach (12) (having recently shown promise (13) in the context of machine learning). 5) Strive for the Licklider (7) balance-human computer symbiosis.
