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The visibility representation (VR for short) is a classical representation of plane graphs. The
VR has various applications and has been extensively studied in the literature. Amain focus
of the study is to minimize the size of the VR. It is known that there exists a plane graph
G with n vertices where any VR of G requires a size at least ⌊ 2n3 ⌋ × (⌊ 4n3 ⌋ − 3). For upper
bounds, it is known that every plane graph has a VR with size at most ⌊ 23n⌋× (2n−5), and
a VR with size at most (n− 1)× ⌊ 43n⌋.
It has been an open problem to find a VR with both height and width simultaneously
bounded away from the trivial upper bounds (namely of size chn × cwn with ch < 1 and
cw < 2). In this paper, we provide the first VR construction for a non-trivial graph class that
simultaneously bounds both the height and the width. We prove that every 4-connected
plane graph has a VR with height≤ 3n4 + 2⌈
√
n⌉ + 4 and width≤ ⌈ 3n2 ⌉.
Our VR algorithm is based on an st-orientation of 4-connected plane graphswith special
properties. The area of the VR presented in this paper is larger than the area of some of
the previous results for this graph class. However, bounding one dimension of the VR only
requires finding a good st-orientation or a good dual s∗t∗-orientation of G. On the other
hand, bounding both dimensions of theVR requires finding a good st-orientation and a good
dual s∗t∗-orientation of G at the same time, and hence is far more challenging. Since the st-
orientation is a very useful concept in other applications, this result may be of independent
interest.
Reducing the height (the width, respectively) of the VR is the same as reducing the
length of the longest path in an st-orientation of G (dual st-orientation, respectively). We
show that it’s NP-complete to find an st-orientation of a 2-connected plane graph that
minimizes the sum of the length of the longest path in the orientation and the length of
the longest path in its dual orientation.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Drawing plane graphs has emerged as a fast growing research area in recent years (see [1] for a survey). A visibility
representation (VR for short) of a plane graph G is a drawing of G, where the vertices of G are represented by non-overlapping
horizontal line segments (with integer end point coordinates), and each edge of G is represented by a vertical line segment
touching the segments of its end vertices. Fig. 1 shows a VR of a plane graph G. The problem of finding a compact VR is
important not only in algorithmic graph theory, but also in practical applications. A simple linear time VR algorithm was
given in [15,17] for 2-connected plane graphs. It uses an st-orientation of G and the corresponding st-orientation of its
st-dual G∗ to construct VR. Using this approach, the height of the VR is bounded by (n − 1) and the width of the VR is
bounded by (2n− 5) [15,17].
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Table 1
Previous results on the height and the width of VR. For the line 8, the original bound given in
[22] was Height≤ 2n/3+ O(1). By a more careful calculation, the term O(1) is actually 14. Line
10 is the results in this paper.
Plane Graph 4-Connected Plane Graph
Width Height Width Height
1 ≤ (2n− 5) [15,17] ≤ (n− 1) [15,17]
2 ≤ ⌊ 3n−62 ⌋ [7]
3 ≤ ⌊ 22n−4215 ⌋ [10] ≤ (n− 1) [8]
4 ≤ ⌊ 5n6 ⌋ [19]
5 ≤ ⌊ 13n−249 ⌋ [20] ≤ ⌈ 3n4 ⌉ [18]
6 ≤ ⌊ 4n−15 ⌋ [21]
7 ≤ 2n3 + ⌊2
√
n⌋ [6]
8 ≤ 2n3 + 14 [22]
9 ≤ ⌊ 4n3 ⌋ − 2 [4] ≤ ⌈ n2 ⌉ + 2⌈

n−2
2 ⌉ [3]
10 ≤ 32 n ≤ 34 n+ 2⌈
√
n⌉ + 4
As in many other graph drawing problems, one of the main concerns in VR research is to minimize the size of the
representation. For the lower bounds, it was shown in [19] that there exists a plane graph G with n vertices where any
VR of G requires a size at least ⌊ 2n3 ⌋× (⌊ 4n3 ⌋− 3). Several papers have been published to reduce the height and width of the
VR by carefully constructing special st-orientations. Table 1 summarizes related previous results.
All these VR constructions concentrated on one dimension only. In the table above, the unmentioned dimension is
bounded by the trivial upper bound (n − 1 for the height and 2n − 5 for the width). In [12,13], heuristic algorithms were
developed aiming at reducing the height and the width of VR simultaneously. It has been illusive to find a VR with both
height and width simultaneously bounded away from the trivial upper bounds (namely of size chn × cwn with ch < 1 and
cw < 2).
In this paper, we prove that every 4-connected plane graph of n vertices has a VRwith height≤ 3n4 +2⌈
√
n⌉+4 andwidth
≤ ⌈ 3n2 ⌉. The representation can be constructed in linear time. Many planar graphs can be triangulated into 4-connected
planar graphs (including quadrangulations) [2]. Our VR can be used for these planar graphs also.
Reducing the height (the width, respectively) of VR is the same as reducing the length of the longest path in an
st-orientation ofG (dual st-orientation, respectively). The problemof finding an optimal st-orientation for general graphs has
been shown to be NP-Hard by Gallai [5] and Papamanthou and Tollis [14]. The problem of finding an optimal st-orientation
for plane graphs has been shown to be NP-Complete in [16]. In this paper, we show that it’s NP-complete to find an
st-orientation of a 2-connected plane graph that minimizes the sum of the length of the longest path in the orientation
and the length of the longest path in its dual orientation.
The present paper is organized as follows. Section 2 introduces preliminaries. Section 3 presents the construction of the
VR with the stated height and width bounds. In Section 4, we present our NP-completeness proof. Section 5 concludes the
paper.
2. Preliminaries
In this section, we give definitions and preliminary results. Definitions not mentioned here are standard. In this paper, a
graph means an undirected graph unless stated otherwise. For an undirected graph G = (V , E), (u, v) denotes an edge of G.
G is called a directed graph (digraph for short) if each edge of G is assigned a direction. For a directed graph, u → v denotes
a directed edge from u to v.
A planar graph is a graphG such that the vertices can be drawn in the plane and the edges can be drawnas non-intersecting
curves. Such a drawing is called a plane embedding. The drawing divides the plane into a number of connected regions. Each
region is called a face. The unbounded face is the exterior face. Other faces are interior faces. A plane graph is a planar graph
with a fixed embedding. A plane triangulation is a plane graph where every face is a triangle (including the exterior face).
The vertices and the edges on the boundary of the exterior face are called exterior vertices and edges, respectively.
When discussing VR, we assumeG is a plane triangulation. (If not, we get a plane triangulationG′ by adding dummy edges
into G. After constructing a VR for G′, a VR of G is obtained by deleting the vertical line segments for the dummy edges.)
A numbering O of a set S = {a1, . . . , ak} is a one-to-one mapping between S and the set {1, 2, . . . , k}. We write
O = ⟨ai1 , ai2 , . . . , aik⟩ to indicate O(ai1) = 1, O(ai2) = 2 . . . etc. A set S with a numbering written this way is called
an ordered list. For two elements ai and aj, if ai is assigned a smaller number than aj inO, we write ai ≺O aj. Let S1 and S2 be
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Fig. 1. (a) An st-graph G and its st-dual graph G∗; (b) A VR of G.
two disjoint sets. IfO1 is a numbering of S1 andO2 is a numbering of S2, their concatenationO = ⟨O1,O2⟩ is the numbering
of S1 ∪ S2 where O(x) = O1(x) for all x ∈ S1 and O(y) = O2(y)+ |S1| for all y ∈ S2.
An orientation of an (undirected) graph G is a digraph obtained from G by assigning a direction to each edge of G. Let
G = (V , E) be an undirected graph. A numbering O of V induces an orientation of G as follows: each edge of G is directed
from its lower numbered end vertex to its higher numbered end vertex. The resulting digraph, denoted by GO , is called the
orientation derived fromOwhich, obviously, is acyclic.We use length(GO) (or simply length(O) if G is clear from the context)
to denote the length of the longest path in GO . (The length of a path is the number of edges in it.)
Let G be a 2-connected plane graph with an exterior edge (s, t). An orientation of G is called an st-orientation if the
resulting digraph is acyclic with s as the only source and t as the only sink. Such a digraph is also called an st-graph.
Lempel et al. [9] showed that for every 2-connected plane graph G and an exterior edge (s, t), there exists an st-orientation.
Properties of st-orientations can be found in [11].
Let G be a 2-connected plane graph and (s, t) an exterior edge. An st-numbering of G is a one-to-one mapping ξ : V →
{1, 2, . . . , n}, such that ξ(s) = 1, ξ(t) = n, and each vertex v ≠ s, t has two neighbors u, w with ξ(u) < ξ(v) < ξ(w).
Given an st-numbering ξ of G, the orientation of G derived from ξ is obviously an st-orientation of G. On the other hand, if
G = (V , E) has an st-orientation O, we can define a 1-1 mapping ξ : V → {1, . . . , n} by topological sort of GO . It is easy to
see that ξ is an st-numbering and the orientation derived from ξ is O. From now on, we will interchangeably use the term
‘‘an st-numbering’’ of G and the term ‘‘an st-orientation’’ of G.
Definition 1. Let G be a plane graph with an st-orientation O, where s → t is an exterior edge drawn at the left on the
exterior face of G. The st-dual graph G∗ of G and the dual orientation O∗ of O is defined as follows:
• Each face f of G corresponds to a node f ∗ of G∗. The unique interior face adjacent to the edge (s, t) corresponds to a node
s∗ in G∗, the exterior face corresponds to a node t∗ in G∗.
• For each edge e ≠ (s, t) of G separating a face f1 on its left and a face f2 on its right, there is a dual edge e∗ in G∗ from f ∗1
to f ∗2 .• The dual edge of the exterior edge (s, t) is directed from s∗ to t∗.
Fig. 1(a) shows an st-graph G and its st-dual graph G∗ (where circles and solid lines denote the vertices and the edges of
G; squares and dashed lines denote the nodes and the edges of G∗). It is well known that the st-dual graph G∗ defined above
is an st-graph with source s∗ and sink t∗. The following theorem was proved in [15,17]:
Theorem 1. Let G be a 2-connected plane graph with an st-orientation O. Let O∗ be the dual st-orientation of G∗. A VR of G can
be obtained fromO in linear time. The height of the VR is length(O) ≤ n−1. The width of the VR is length(O∗) ≤ 2n−5 (which
is the number of nodes in G∗).
Fig. 1(b) shows a VR of the graph G shown in Fig. 1(a). The width of the VR is length(O∗) = 5. The height of the VR is
length(O) = 3.
Definition 2. A 4TP graph is a plane graph G obtained from a 4 connected plane triangulation by deleting one of its exterior
edges.
Note that every interior face of a 4PT graph G is a triangle and the exterior face of G is a quadrangle. The four exterior
vertices of a 4TP graph Gwill be denoted by vS, vW , vN , vE in clockwise order. An st-orientation of G is an acyclic orientation
of G so that vS is the only source and vN is the only sink. LetH be a 4-connected plane triangulation and e = (s, t) an exterior
edge of H . If we delete e from H , the resulting graph G = H − {e} is a 4TP graph. We label the exterior vertices of G so that
s = vS and t = vN . Our algorithm will construct a VRD of G so that the line segment ls for s has the smallest y-coordinate,
and the line segment lt for t has the largest y-coordinate. FromD , we can obtain a VRD ′ of H as follows: extend both ls and
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Fig. 2. (a) A 4TP graph G; (b) A RELR of G; (c) Ggreen; (d) Gred .
lt to the left by one unit, then add a vertical line segment α connecting them (see Fig. 1). This operation does not change the
height ofD and increases the width ofD by 1. From now on we will consider 4TP graphs only.
Definition 3. A regular edge labeling (REL) of a 4TP graph G = (V , E) is a partition and orientation of the interior edges of G
into two subsets Egreen, Ered of directed edges such that:
(1) For each interior vertex v, the edges incident to v appear in clockwise order around v as follows: a set of edges in Ered
leaving v; a set of edges in Egreen entering v; a set of edges in Ered entering v; a set of edges in Egreen leaving v.
(2) All interior edges incident to vN are in Ered and entering vN . All interior edges incident to vW are in Egreen and entering
vW . All interior edges incident to vS are in Ered and leaving vS . All interior edges incident to vE are in Egreen and leaving vE .
Fig. 2(b) shows a REL of a 4TP graph G shown in Fig. 2(a). The green and red edges are drawn as solid and dashed lines
respectively, where vS = 1, vW = 2, vN = 14, vE = 13. (The four exterior vertices will always be drawn at the lower-
left, upper-left, upper-right and lower-right corners, respectively.) It was shown in [8] that every 4TP graph has a REL,
constructable in linear time.
LetR be a REL of a 4TP graph G. Let GR be the orientation of G obtained fromR as follows. The interior edges are directed
as inR (ignoring the colors). The exterior edges are oriented as: vS → vW , vW → vN , vS → vE , vE → vN . It was shown in
[8] that GR is an st-orientation of Gwith source vS and sink vN . GR will be called the st-orientation derived fromR.
Let Ggreen (Gred, respectively) be the directed graph obtained from GR by deleting all red (green, respectively) interior
edges. Note that both Ggreen and Gred are st-graphs with source vS and sink vN . Ggreen and Gred are shown in Fig. 2(c) and (d).
The internal faces of Ggreen and Gred are called red faces and the blue faces, respectively.
Lemma 1. Let f (Ggreen) and f (Gred) be the number of interior faces of Ggreen andGred, respectively. Then f (Ggreen)+f (Gred) = n−1.
Proof. By the Euler formula, a 4TP graph Gwith n vertices hasm = 3n− 7 edges. Both Ggreen and Gred contain n vertices. Let
mr andmg be the number of edges in Gred and in Ggreen respectively. By the Euler formula, we have: f (Ggreen) = mg + 1− n
and f (Gred) = mr +1−n. Each interior edge of G belongs to either Ggreen or Gred. The four exterior edges belong to both Ggreen
and Gred. Thusmg +mr = m+ 4. Therefore f (Ggreen)+ f (Gred) = mg +mr + 2− 2n = m+ 4+ 2− 2n = n− 1. 
In Fig. 2, G has n = 14 vertices, f (Ggreen) = 7 and f (Gred) = 6. The following lemma was proved in [8] by a complicated
argument. A much simpler proof is given below. The argument used here will be useful later.
Lemma 2. Let G be a 4TP graph with a RELR. Let GR be the st-orientation of G derived fromR. Let G∗R be the corresponding dual
st-orientation of G∗. Then length(G∗R) ≤ n− 1. In other words, the VR of G obtained from GR has width≤ n− 1.
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Proof. Let P∗ = {e∗i1 , e∗i2 , . . . , e∗ik} be a longest path in G∗R , where k = length(G∗R). For each j (1 ≤ j ≤ k), let eij be the edge
in G corresponding to e∗ij . If eij is red, then when P
∗ passes e∗ij , it enters a new red face in Gred. If eij is green, then when P
∗
passes e∗ij , it enters a new green face in Ggreen. Because both Gred and Ggreen are plane st-graphs, each red or green face can be
entered at most once. By Lemma 1, P∗ can visit at most f (Ggreen)+ f (Gred)+ 1 = n faces. (The additional 1 is for the external
face.) Therefore the length of P∗ is at most k ≤ n− 1. 
The following definition was used in [3,6] to find st-orientations with special properties.
Definition 4. A ladder graph of order n is a plane graph L = (A ∪ B, EL). The vertex set of L can be partitioned into
A = {a1, . . . , a⌈n/2⌉} and B = {b1, . . . , b⌊n/2⌋}. EL = LA ∪ LB ∪ Ecross where:
• LA = {(ai, ai+1)|1 ≤ i < ⌈n/2⌉}; LB = {(bj, bj+1)|1 ≤ j < ⌊n/2⌋}.
• Ecross consists of edges, (called cross edges of L), between a vertex ai ∈ A and a vertex bj ∈ B; no two edges in Ecross cross
each other; and the edges (a1, b1), (a⌈n/2⌉, b⌊n/2⌋) ∈ Ecross.
For a cross edge (ai, bj), define slope(ai, bj) = j− i. It is called a level (or up or down, respectively) edge if slope(ai, bj) = 0
(or slope(ai, bj) > 0 or slope(ai, bj) < 0, respectively).
Definition 5. An orientationL of a ladder graph L is consistent if the following hold:
(1) For any i, the edge ai → ai+1 is directed from ai to ai+1, and the edge bi → bi+1 is directed from bi to bi+1.
(2) The edges in Ecross are oriented in a way such thatL is acyclic.
From the definition, it is clear that a consistent orientationL is an st-orientation of Lwith source either a1 or b1, and sink
either a⌈n/2⌉ or b⌊n/2⌋, depending on the orientations of the edges (a1, b1) and (a⌈n/2⌉, b⌊n/2⌋).
Theorem 2. Every ladder graph L of order n has a consistent orientationL, constructable in linear time, such that the following
hold:
(1) a1 is the only source and b⌊n/2⌋ is the only sink ofL.
(2) length(L) ≤ ⌈n/2⌉ + 2⌈√(n− 2)/2⌉.
The essentially same theoremwas originally proved in [6]. The theorem stated above is adapted from a slightly different
version in [3]. It can be proved by a slight modification of the proof in [3].
3. Compact VR of 4-connected plane graphs
In order to construct a VR of Gwith stated width and height, by Theorem 1, all we need is to find an st-orientationO of G
so that both length(O) and length(O∗) are not too large. The main difficulty of the construction is that these two goals often
conflict. We will use a RELR of G to guide the construction of O. (This is why we need the 4-connectivity: only 4PT graphs
have REL.)
Throughout this section,G = (V , E) denotes a 4TP graph andR a REL ofG. The basic idea of the construction is as follows:
first, we useR to partitionG into two subgraphsGA andGB of equal size. In the st-orientationO, the orientations of the edges
within GA and GB are the same as inR. The edges of G between GA and GB form a ladder graph Ecross. The crux for constructing
O is to orient the edges in Ecross in order to bound both length(O) and length(O∗).
3.1. Partition G into GA, GB and Ecross
Let Rrev denote the orientation of G obtained from R by reversing the direction of green edges in R. Let GRrev be the
orientation of G derived fromRrev .
Lemma 3. GRrev is an st-orientation of G.
Proof. Observe that if we flip G through a line that passes vS and vN , thenRrev is just a REL of G (with the roles of vE and vW
switched). 
Let P = ⟨v1, v2, . . . , vn⟩ be a topological ordering of GRrev . Then we have: v1 = vS , v2 = vW , vn−1 = vE and vn = vN .
Partition V into two subsets: A = {v1, v2, . . . , v⌈n/2⌉} and B = {v⌈n/2⌉+1, . . . , vn}. Let GA (GB, respectively) be the subgraph
of G induced by the vertex set A (B, respectively). Let GAR (GBR , respectively) denote the graph GA (GB, respectively) whose
edges are partitioned and oriented according toR.
Next, we order the vertex set of GA as A = ⟨a1, a2, . . . , a⌈n/2⌉⟩ by a topological sort of GAR . Note that a1 = vS and
a⌈n/2⌉ = vW . Similarly, we order the vertex set of GB as B = ⟨b1, b2, . . . , b⌊n/2⌋⟩ by a topological sort of GBR . Note that
b1 = vE and b⌊n/2⌋ = vN .
The edge set of G can be partitioned into three subsets: EA is the edge set of GA; EB is the edge set of GB; and Ecross is the set
of edges between A and B. Let PA be the path from a1 to a⌈n/2⌉ on the exterior face of GA. Let PB be the path from b1 to b⌊n/2⌋
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Fig. 3. (a) Numbering of G; (b) GA; (c) Ecross; (d) GB .
on the exterior face of GB. Let C be the region bounded by PA, PB and the edges (a1, b1) and (a⌈n/2⌉, b⌊n/2⌋). The faces of G in
the region C are called the cross faces of G.
Fig. 3(a) shows the numbering of the graph in Fig. 2(b). The vertices are numbered by a topological ordering of GRrev . The
labels a1, . . . , a7, b1, . . . , b7 indicate their numbering in GAR and GBR respectively. Fig. 3(b), (c) and (d) show the graph GAR ,
the edges in Ecross (with the paths PA and PB) and GBR respectively. PA = {a1, a2, a4, a6, a7} and PB = {b1, b2, b4, b6, b7}.
Lemma 4. (1) The numbering ⟨a1, a2, . . . , a⌈n/2⌉⟩ is an st-numbering of GA.
(2) The numbering ⟨b1, b2, . . . , b⌊n/2⌋⟩ is an st-numbering of GB.
Proof. We only prove (1). The proof of (2) is similar. Since GR is acyclic and GAR is a subgraph of GR , GAR is acyclic. Clearly,
a1 = vS is a source and a⌈n/2⌉ = vW is a sink of GAR . Consider any vertex v = ai (1 < i < ⌈n/2⌉). We need to show ai has
two neighbors aj and ak with j < i < k.
Since v is an interior vertex of G, there is a red edge e = u → v in R. e is oriented as u → v in Rrev . Thus, in the
topological ordering of GRrev , u is numbered before v. (Namely u = vp and v = vq with p < q). Hence u ∈ A. Since e is
directed as u → v in GAR , u is numbered before v in the topological ordering of GAR . Namely u = aj for some j < i.
Since v is an interior vertex of G, there is a green edge e′ = v → w inR. e′ is oriented as w → v inRrev . Thus, in the
topological ordering of GRrev , w is numbered before v. (Namely w = vr and v = vq with r < q). Hence w ∈ A. Since e′ is
directed as v → w in GAR ,w is numbered after v in the topological ordering of GAR . Namelyw = ak for some i < k. 
Construct a ladder graph L = (A ∪ B, Ecross) as follows: L contains a path LA = a1 → a2 . . . → a⌈n/2⌉, a path
LB = b1 → b2 . . . → b⌊n/2⌋ and the edges in Ecross. (For the graph shown in Fig. 3(a), the corresponding ladder graph L
can be obtained from the graph shown in Fig. 3(c) by inserting the vertex a3 into the edge (a2, a4), a5 into (a4, a6), b3 into
(b2, b4) and b5 into (b4, b6).)
Definition 6. Let L be a consistent orientation of L. GRL denotes the orientation of G obtained as follows: the edges in EA
and EB are oriented as in GR . The edges in Ecross are oriented as inL.
Lemma 5. For any consistent orientationL of L, GRL is an st-orientation of G.
Proof. Since GAR and GBR are acyclic andL is a consistent orientation of L, GRL is acyclic. Consider any interior vertex v of
G. If v ∈ A, then v has two neighbors u, w in GA such that u → v and v → w in GAR . If v ∈ B, then v has two neighbors
u, w in GB such that u → v and v → w in GBR . Depending on the orientation of the cross edge (a1, b1) inL, either a1 or b1
is the unique source of GRL. Depending on the orientation of the cross edge (a⌈n/2⌉, b⌊n/2⌋) inL, either a⌈n/2⌉ or b⌊n/2⌋ is the
unique sink of GRL. Thus GRL is an st-orientation of G. 
LetL be any consistent orientation of L. LL denotes the st-orientation of L derived fromL. Let GRL be the st-orientation
of G derived fromR andL, and G∗RL the corresponding dual st-orientation of G∗.
Theorem 3. length(GRL) ≤ length(LL).
Proof. Let P be a longest path in GRL. We transform P to a path PL in LL as follows. Consider any edge e = u → v in P . If e
is a cross edge, we keep it in PL. If e is an edge in GA, then u = ai and v = aj for some i < j. We replace e by the sub-path in
LA from ai to aj. If e is in GB, we replace it by a sub-path in LB. After this operation is performed to all edges in P , we obtain a
directed path PL in LL. Thus: length(GRL) = length(P) ≤ length(PL) ≤ length(LL). 
Theorem 4. Let P∗ be a longest path in G∗RL. Then length(P∗) ≤ n−1+ l, where l is the number of cross faces of G visited by P∗.
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Proof. Because the way GRL is oriented, P∗ travels in one of the following ways:
I: (i) P∗ first crosses the edge a1 → a⌈n/2⌉ then visits some faces within GA; (ii) crosses an edge in PA and travels some l
cross faces; (iii) crosses an edge in PB, and travels some faces within GB.
II: P∗ first crosses the edge a⌈n/2⌉ → b⌊n/2⌋. It is similar to Case I, except the portion (i) is empty.
We count the length of these sub-paths separately.
GA has na = ⌈n/2⌉ vertices. Let oa be the number of vertices on the exterior face of GA. Let ia = na − oa be the number of
interior vertices of GA. It is easy to show that the number of interior faces of GA is fa = 2na − oa − 2. By the Euler formula,
the number of edges in GA isma = na + fa − 1 = na + (2na − oa − 2)− 1 = 3na − oa − 3.
Let GA,red be the subgraph of GA consisting of the exterior edges of GA and its red interior edges. GA,red has na vertices. Let
mA,red be the number of edges in GA,red. By the Euler formula, the number on interior faces in GA,red is fA,red = mA,red− na+ 1.
Let GA,green be the subgraph of GA consisting of the exterior edges of GA and its green interior edges. GA,green has na
vertices, Let mA,green be the number of edges in GA,green. By the Euler formula, the number on interior faces in GA,green is
fA,green = mA,green − na + 1.
Since each of the oa exterior edges of GA belongs to both GA,red and GA,green, we havemA,red +mA,green = ma + oa. Thus:
fA,red + fA,green = (mA,red − na + 1) + (mA,green − na + 1) = mA,red + mA,green − 2na + 2 = ma + oa − 2na + 2 =
(3na − oa − 3)+ oa − 2na + 2 = na − 1 = ⌈n/2⌉ − 1.
(For example, the graph GA in Fig. 3(b) has na = 7 vertices. ia = 2, oa = 5, ma = 3na − oa − 3 = 13, and
fa = 2na − oa − 2 = 7. fA,red = 3 and fA,green = 3.)
Consider the sub-path of P∗ when it travels within GA. When P∗ crosses a red edge, it enters a new face in GA,red. When
P∗ crosses a green edge, it enters a new face in GA,green. Since the edges in GAR are oriented according to RELR, each face in
GA,red and GA,green can be entered at most once. Therefore the length of P∗ within GA is at most fA,red + fA,green ≤ ⌈n/2⌉ − 1.
Then P∗ crosses an edge in PA, and enters the first cross face. It continues to travel l cross faces. Then P∗ crosses an edge in
PB (which adds 1 to the length of P∗) and enters the first face in GB. By the same argument for the sub-path of P∗ within GA,
the length of P∗withinGB is atmost nb−1 = ⌊n/2⌋−1. Hence length(P∗) ≤ (⌈n/2⌉−1)+l+1+(⌊n/2⌋−1) = n−1+l. 
3.2. Orientation of Ecross
We next describe how to find a consistent orientationL for L so that the length of a longest path P in the st-orientation
GRL and the length of a longest path P∗ in the dual st-orientation G∗RL are not too large.
Let k = |Ecross|. Then G has k− 1 cross faces. Note that we always have k ≤ (n− 1). (The equality holds when all vertices
of GA are in the exterior path PA and all vertices of GB are in the exterior path PB. In this case, PA has ⌈n/2⌉ − 1 edges and PB
has ⌊n/2⌋− 1 edges. Since each cross face consumes one edge in either PA or PB, there are ⌈n/2⌉+ ⌊n/2⌋− 2 = n− 2 cross
faces.)
Order the edges in Ecross from bottom up: Ecross = {e1, e2, . . . , ek}. Suppose that et = (ait , bjt ) for 1 ≤ t ≤ k. In particular
e1 = (a1, b1) and ek = (a⌈n/2⌉, b⌊n/2⌋).
Consider any cross edge et . If et is an up edge (namely slope(et) > 0), it’s natural to orient ei as ait → bjt , because
otherwise the length of P might increase. However, if we always orient cross edges this way, the length of P∗ might be too
large. (Consider a special case where all cross edges are up edges. If we orient all cross edges from A side to B side, then
P∗ may visit all cross faces). To avoid this, some up edge et might have to be oriented as ait ← bjt . This, of course, might
increase the length of P . The trick is to orient the cross edges in a way so that the lengths of P and P∗ do not increase too
much.
Let p = ⌊k/2⌋. Consider the edge ep = (aip , bjp). Without loss of generality, we assume slope(ep) = jp − ip ≥ 0. (If not,
switch the roles of GA and GB.) There are several cases.
Case 1: slope(ep) = jp − ip ≤ n/4.
Case 1a: ep+1 = (aip+1 , bjp+1)with jp+1 ≠ jp and ip+1 = ip (see Fig. 4(a)).
We divide L into three sub-ladder graphs:
• X = (AX ∪ BX , EX ) of order x = 2(ip − 1), AX = {a1, . . . , aip−1} and BX = {b1, . . . , bip−1}.
LetLX be the consistent orientation of X in Theorem 2, with length(LX ) ≤ ⌈x/2⌉ + 2⌈√x− 2)/2⌉.• Y = (AY ∪ BY , EY ) of order y = 2(jp − ip + 1), AY = {aip , . . . ajp} and BY = {bip , . . . , bjp}.
Define LY = ⟨bip , bip+1, . . . , bjp , aip , aip+1, . . . , ajp⟩. Note that length(LY ) = y − 1 and y/2 = jp − ip + 1 =
slope(ep)+ 1 ≤ n/4+ 1.
• Z = (AZ ∪ BZ , EZ ) of order z = n− 2jp, AZ = {ajp+1, . . . , a⌈n/2⌉} and BZ = {bjp+1, . . . , b⌊n/2⌋}.
LetLZ be the consistent orientation of Z in Theorem 2, with length(LZ ) ≤ ⌈z/2⌉ + 2⌈√(z − 2)/2⌉.
DefineL = ⟨LX ,LY ,LZ ⟩.
Case 1b: ep+1 = (aip+1 , bjp+1)with jp+1 = jp and ip+1 ≠ ip (see Fig. 4(b)).
We divide L into three sub-ladder graphs:
• X = (AX ∪ BX , EX ) of order x = 2ip, AX = {a1, a2, . . . , aip} and BX = {b1, b2, . . . , bip}.
LetLX be the consistent ordering for X in Theorem 2, with length(LX ) ≤ ⌈x/2⌉ + 2⌈√(x− 2)/2⌉.
X. He et al. / Theoretical Computer Science 447 (2012) 62–73 69
a b c
Fig. 4. (a) Case 1a; (b) Case 1b; (c) Case 2.
• Y = (AY ∪ BY , EY ) of order y = 2(jp − ip), AY = {aip+1, . . . ajp} and BY = {bip+1, . . . , bjp}.
DefineLY = ⟨bip+1, . . . , bjp , aip+1, . . . , ajp⟩.
• Z = (AZ ∪ BZ , EZ ) of order z = n− 2jp, AZ = {ajp+1, . . . , a⌈n/2⌉} and BZ = {bjp+1, . . . , b⌊n/2⌋}.
LetLZ be the consistent ordering for Z in Theorem 2, with length(LZ ) ≤ ⌈z/2⌉ + 2⌈√(z − 2)/2⌉.
DefineL = ⟨LX ,LY ,LZ ⟩.
Case 2: slope(ep) = jp − ip > n/4 (see Fig. 4(c)).
Let eg = (aig , bjg ) be the edge such that g is the largest index between 1 and p − 1 with slope(eg) = jg − ig ≤ n4 . (This
edge exists because slope(e1) = 1− 1 = 0.) Let eh = (aih , bjh) be the edge such that h is the smallest index between p+ 1
and k with slope(eh) = jh − ih ≤ n4 . (This edge exists because slope(ek) = ⌊n/2⌋ − ⌈n/2⌉ ≤ 0.) We divide L into five
sub-ladder graphs:
• X1 = (AX1∪BX1 , EX1) of order x1 = 2(ig −1), AX1 = {a1, . . . , aig−1} and BX1 = {b1, . . . , big−1}. LetLX1 be the consistent
orientation for X1 in Theorem 2, with length(LX1) ≤ ⌈x1/2⌉ + 2⌈√(x1 − 2)/2⌉.
• X2 = (AX2 ∪ BX2, EX2) of order x2 = 2(jg − ig + 1), AX1 = {aig , aig+1, . . . , ajg } and BX2 = {big , big+1, . . . , bjg }. Define
LX2 = ⟨big , big+1, . . . , bjg , aig , aig+1, . . . , ajg ⟩.
• Y = (AY ∪ BY , EY ) of order y = 2(ih − jg − 1), AY = {ajg+1, ajg+2, . . . , aih−1} and BY = {bjg+1, bjg+2, . . . , bih−1}. Define
LY = ⟨ajg+1, ajg+2, . . . , aih−1, bjg+1, bjg+2, . . . , bih−1⟩.
• Z1 = (AZ1 ∪ BZ1, EZ1) of order z1 = 2(jh − ih + 1), AZ1 = {aih , . . . , ajh} and BZ1 = {bih , . . . , bjh}. Define LZ1 =⟨bih , bih+1, . . . , bjh , aih , aih+1, . . . , ajh⟩.• Z2 = (AZ2 ∪ BZ2, EZ2) of order z2 = n − 2jh, AZ2 = {ajh+1, . . . , a⌈n/2⌉} and BZ2 = {bjh+1, . . . , b⌊n/2⌋}. Let LZ2 be the
consistent orientation for Z2 in Theorem 2, with length(LZ2) ≤ ⌈z2/2⌉ + 2⌈√(z2 − 2)/2⌉.
DefineL = ⟨LX1,LX2,LY ,LZ1,LZ2⟩.
We need the following lemmas for the analysis of Case 2.
Lemma 6. There are at most ⌊n/2⌋ cross faces between eg and eh.
Proof. Consider the cross edge eg+1. By the choice of eg , we have slope(eg+1) > n/4. So eg+1 = (aig , bjg+1) for some jg+1 > jg
and jg+1 − ig > n/4. This implies jg+1 > n/4+ ig ≥ n/4+ 1.
Consider the cross edge eh−1. By the choice of eh, we have slope(eh−1) > n/4. Thus eh−1 = (aih−1 , bjh) for some ih−1 < ih
and jh − ih−1 > n/4. This implies ih−1 < jh − n/4 ≤ ⌊n/2⌋ − n/4.
Each cross face between eg+1 and eh−1 consumes either one edge in PA between aig and aih−1 , or one edge in PB between
bjg+1 and bjh . Hence the number of these cross faces is at most:
w ≤ (jh − jg+1)+ (ih−1 − ig) < (⌊n/2⌋ − n/4− 1)+ (⌊n/2⌋ − n/4− 1) = 2⌊n/2⌋ − n/2− 2 ≤ ⌊n/2⌋ − 2.
Thus the number of cross faces between eg and eh is at mostw + 2 ≤ ⌊n/2⌋. 
Lemma 7. Let U = X2 ∪ Y ∪ Z1. LetLU = ⟨LX2 ,LY ,LZ1⟩. Then
length(LU) ≤ (x2 + y+ z1)/2+ n/4+ 1.
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Proof. Let S = {eg+1, eg+2, . . . , eh−2, eh−1}. Note that for any et ∈ S, slope(et) > n/4. Let P be a longest path in LU . Since
big is the source and ajh is the sink in LU , P must start at big and end at ajh . The following are three different ways that P
may achieve the maximum length. (In the following, the symbol lH⇒means a sub-path of length l. The symbol→means a
single edge.)
• Q1: big x2/2−1H⇒ bjg → aig
jh−igH⇒ ajh .
Then length(Q1) = (x2/2−1)+1+(jh−ig) ≤ (x2+y+z1)/2+n/4. (Herewe use the facts: jh−ig = (x2+y+z1)/2−1
and x2/2 = jg − ig + 1 = slope(eg)+ 1 ≤ n/4+ 1).
• Q2: big
jh−igH⇒ bjh → aih z1/2−1H⇒ ajh .
By the same argument, we can show length(Q2) ≤ (x2 + y+ z1)/2+ n/4.
• Q3 = big x2/2−1H⇒ bjg → aig
it−igH⇒ ait et→ bjt jh−jtH⇒ bjh → aih jh−ihH⇒ ajh
Then: length(Q3) = (x2/2−1)+1+(it− ig)+1+(jh− jt)+1+(jh− ih) = (x2/2+2)+(jh− ig)+[(jh− ih)−(jt− it)].
Note that x2/2 ≤ n/4+ 1, slope(eh) = jh − ih ≤ n/4 and slope(et) = jt − it > n/4. Because slope(eh) and slope(et)
are integers, [(jh − ih)− (jt − it)] ≤ −1. Thus:
length(Q3) ≤ n/4+ 3+ (x2 + y+ z1)/2− 1− 1 = (x2 + y+ z1)/2+ n/4+ 1. 
3.3. Analysis
LetL be the orientation for the ladder graph L constructed above.
Lemma 8. L is a consistent orientation of L.
Proof. We prove the lemma for Case 2. The proof for Cases 1a and 1b are similar. All we have to do is to showL is acyclic.
The sub-orientationsLX1,LZ2 are acyclic by Theorem 2. The sub-orientationsLX2,LY ,LZ1 are acyclic by the construction.
SinceL is the concatenation ofLX1,LX2,LY ,LZ1,LZ2, the orientations of the edges whose end vertices belong to different
sub-ladder graphs do not create cycles. HenceL is acyclic. 
Note that in all cases, a1 is the source and b⌊n/2⌋ is the sink of L. Let GRL be the st-orientation of G derived fromR and
L. Let G∗RL be the corresponding dual st-orientation of G∗.
Lemma 9. length(G∗RL) ≤ ⌈ 3n2 ⌉ − 1.
Proof. Let P∗ be a longest path in G∗RL. Let l be the number of cross faces visited by P∗. By Theorem 4, it is enough to show
l ≤ ⌈n/2⌉.
Case 1a: Because the cross edges ep and ep+1 are oriented in the opposite direction, P∗ can visit the cross faces either in
the region above ep or in the region below ep+1, but not both. Because each of these two regions has atmost ⌈(k−1)/2⌉+1 ≤
⌈(n− 2)/2⌉ + 1 cross faces, we have l ≤ ⌈n/2⌉.
Case 1b: Similar to Case 1a.
Case 2:Note that eg is oriented as aig ← bjg (see Fig. 4(c)). By the choice of eg , slope(eg+1) > n/4.Hence eg+1 = (aig , bjg+1)
for some jg+1 > jg . So eg+1 is oriented aig → bjg+1 inL. Similarly,we can show eh is oriented as aih ← bjh , and eh−1 is oriented
as aih−1 → bjh for some ih−1 < ih. Because of the orientations of the cross edges eg , eg+1, eh−1 and eh, the path P∗ can visit
cross faces in only one of the following three regions:
• The region below the edge eg+1. The number of cross faces in this region is at most ⌈n/2⌉ because this region is below ep.
• The region between eg and eh. The number of cross faces in this region is at most ⌈n/2⌉ by Lemma 6.
• The region above eh−1. The number of cross faces in this region is at most ⌈n/2⌉ because this region is above ep. 
Lemma 10. length(GRL) ≤ 3n4 + 2⌈
√
n⌉ + 4.
Proof. Let P be a longest path in LL. By Theorem 3, it’s enough to show length(P) ≤ 3n4 + 2⌈
√
n⌉ + 4.
Case 1: Let PX , PY and PZ be the sub-paths of P in the sub-ladder graphs X , Y and Z , respectively.
By Theorem 2, length(PX ) ≤ ⌈x/2⌉ + 2⌈√(x− 2)/2⌉ and length(PZ ) ≤ ⌈z/2⌉ + 2⌈√(z − 2)/2⌉. Since Y contains
y vertices, length(PY ) ≤ y − 1. The edges connecting these three sub-paths add 2 to the length of P . Noting the facts:
x+ y+ z = n and y/2 ≤ n/4+ 1, we have:
length(P) = length(PX )+ length(PY )+ length(PZ )+ 2
≤ (⌈x/2⌉ + 2⌈(x− 2)/2⌉)+ (y− 1)+ (⌈z/2⌉ + 2⌈(z − 2)/2⌉)+ 2
≤ (x/2+ 1/2+ 2⌈(x− 2)/2⌉)+ (y− 1)+ (z/2+ 1/2+ 2⌈(z − 2)/2⌉)+ 2
= n/2+ y/2+ 2⌈(x− 2)/2⌉ + 2⌈(z − 2)/2⌉ + 2.
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Let f (x, z) = 2⌈√(x− 2)/2⌉+2⌈√(z − 2)/2⌉. Since x+ z ≤ n, it is easy to check f (x, z) reaches themaximum value when
x = z = n/2: f (n/2, n/2) ≤ 2⌈√n⌉. Hence: length(P) ≤ 3n/4+ 2⌈√n⌉ + 3.
Case 1b: Similar to Case 1a.
Case 2: Let U = X2 ∪ Y ∪ Z1 andLU = ⟨LX2 ,LY ,LZ1⟩ (as in Lemma 7).
Let PX1, PU , PZ2 be the sub-paths of P in the sub-ladder graphs X1, U , and Z2 respectively.
By Theorem 2, length(PX1) ≤ ⌈x1/2⌉ + 2⌈√(x1 − 2)/2⌉ and length(PZ2) ≤ ⌈z2/2⌉ + 2⌈√(z2 − 2)/2⌉. By Lemma 7,
length(PU) ≤ length(LU) ≤ (x2 + y + z1)/2 + n/4 + 1. The edges connecting these 3 sub-paths add 2 to the length of P .
Noting the facts that: x1 + x2 + y+ z1 + z2 = n, x1 + z2 ≤ n, we have:
length(P) = length(PX1)+ length(PU)+ length(PZ2)+ 2
≤ (⌈x1/2⌉ + 2⌈

(x1 − 2)/2⌉)+ (x2 + y+ z1)/2+ n/4+ 1+ (⌈z2/2⌉ + 2⌈

(z2 − 2)/2⌉)+ 2
≤ n/2+ n/4+ 2⌈(x1 − 2)/2⌉ + 2⌈(z2 − 2)/2⌉ + 4 ≤ 3n/4+ 2⌈√n⌉ + 4. 
Now we can prove our main theorem.
Theorem 5. Let H be a 4-connected plane graph with n vertices. Then H has a VRD with height≤ 3n4 + 2⌈
√
n⌉ + 4 and width
≤ ⌈3n/2⌉.D can be constructed in linear time.
Proof. Without loss of generality we assume G is a triangulation. We have the following algorithm.
(1) Delete an exterior edge e = (vS, vN) from H . The resulting graph G is a 4TP graph.
(2) Find a RELR of G in O(n) time [8].
(3) Partition G into GA and GB by a topological sort of GRrev .
(4) Construct the ladder graph L and find the consistent orientationL for L as in Section 3.2.
(5) Construct the st-orientation GRL. Find a VRD ′ for G in linear time by Theorem 1. (The construction ensures that the line
segment lS for vS has the smallest y-coordinate, and the line segment lN for vN has the largest y-coordinate.)
(6) Add a vertical line for the deleted edge, we get a VRD of H .
By Lemmas 9 and 10, the VRD ′ for G has height≤ 3n4 + 2⌈
√
n⌉ + 4 and width≤ ⌈3n/2⌉ − 1. The last step increases the
width ofD by 1. So the height and the width ofD satisfy the stated bounds. All steps of the algorithm can be done in linear
time. So the total run time is O(n). 
4. NP completeness proof
The following problem was proved to be NPC in [16].
Optimal st-orientation problem
Instance: a 2-connected plane graph Gwith an exterior edge (s, t), and a positive integer K .
Question: does G have an st-orientation O such that length(O) ≤ K?
Because of the one-to-one correspondence between the st-orientations O of G and its dual st-orientation O∗ of G∗, one
can easily check that the following problem is also NP-Complete:
Optimal length dual st-orientation problem
Instance: a 2-connected plane graph Gwith an exterior edge (s, t), and a positive integer K .
Qustion: does G∗ have an st-orientation O∗ (with source s∗ and sink t∗) such that length(O∗) ≤ K?
We abbreviate this problem as Dual-ST-Length. Next consider the following decision problem:
Optimal sum st-orientation problem
Instance: a 2-connected plane graph Gwith an exterior edge (s, t), and a positive integer K .
Question: does G have an st-orientation O such that length(O)+ length(O∗) ≤ K?
We abbreviate this decision problem as ST-Sum. We have the following theorem:
Theorem 6. ST-Sum problem is NP-Complete.
Proof. It is easy to check ST-Sum is in NP. We prove it’s NP-hard by showing a polynomial time reduction from Dual-ST-
Length to ST-Sum. Given an instance ⟨G, K⟩ of Dual-ST-Length, we construct the corresponding instance ⟨G′, K ′⟩ of ST-SUM
as follows (see Fig. 5):
• Let s∗ be the interior face of G adjacent to the edge (s, t). Insert a path P with (n−1) = (|V |−1) vertices into the face s∗,
connecting s and t . Denote this graph by G′ (which obviously is a plane graph). We still use (s, t) as the specified exterior
edge for G′.
• K ′ = K + 1+ n.
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Fig. 5. (a) Graph G; (b) Graph G′ .
The construction of ⟨G′, K ′⟩ can easily be done in linear time. We show ⟨G, K⟩ is a yes instance of Dual-ST-Length if and
only ⟨G′, K ′⟩ is an yes instance of ST-Sum.
Suppose G∗ has an st-orientation O∗, with source s∗ and sink t∗, such that length(O∗) ≤ K . Let O be the corresponding
st-orientation for G. From O, we obtain an st-orientation O′ for G′ by directing the edges in the path P from s to t . Clearly,
length(O′) = n (which is the length of P). The maximum length of any st-path in its dualO′∗ is clearly K + 1 because of the
split of the face s∗. Hence, length(O′)+ length(O′∗) ≤ n+ K + 1 = K ′.
Conversely, suppose that G′ has an st-orientation O′ such that the sum of the maximum length of an st-path Q in G′
O′
and the maximum length of an st-path Q ∗ in G′∗
O′∗ is ≤ K ′ = K + 1 + n. Since s is the only source and t is the only sink, Q
must start at s and end at t . Hence, the maximum length of an st-path in O′ is exactly n. Therefore, the maximum length
of an st-path Q ∗ in G′∗
O′∗ is ≤ K ′ − n = K + 1. After deleting the edges in P from O′, we obtain an st-orientation O for G.
It is easy to see that, the maximum length of an st-path in G∗O∗ is exactly one less than the maximum length of an st-path
in G′∗
O′∗ due to the split of face s
∗ in G. Therefore, G∗ has an st-orientation O∗ such that the length of its maximum st-path is
≤ K + 1− 1 = K . 
5. Conclusion
In this paper, we present a VR construction for 4-connected plane graphs, which simultaneously bounds height ≤
3n
4 + 2⌈
√
n⌉ + 4 and width ≤ ⌈3n/2⌉. This is the first VR construction for 4-connected triangulations that simultaneously
bounds the height by chn and the width by cwn where ch < 1 and cw < 2. It would be interesting to find such a VR for
broader classes of plane graphs.
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