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The accelerated evolution of online social interactions and information systems has
brought a marked growth in their complexity. The dynamics of these systems are not
entirely regulated or engineered, but are instead governed by hidden structures that form
as a result of organic growth, but are neither directly observable nor predictable by de-
sign. Understanding these structures is crucial for harnessing the benefits of social and
information networks while supporting their health and growth.
Leveraging the vast amounts of data generated by the Web and the sciences, Net-
work Science has achieved remarkable progress at identifying and modeling certain
hidden structures. However, as datasets become larger, they come with higher levels
of noise and represent increasingly complex, multifaceted, and multidimensional struc-
tures. Therefore, approaching these problems in a rigorous way is crucial to enable
further discoveries. This thesis advances the field by providing insights gained from
applying novel, principled approaches to three existing modeling and learning tasks:
community detection, network inference, and Internet modeling. It concludes with an
illustration of the application of sociological theories to guide the empirical analysis
of online social network data, revealing hidden social structures that enable a deeper
understanding of our own behavior.
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CHAPTER 1
INTRODUCTION
Many natural and physical phenomena can be naturally modeled as networks. Networks
capture entities and their relationships within a given context. Among many examples,
networks can model social structures, where entities correspond to individuals, and their
connections reflect meaningful interactions, e.g., friendship, co-authorship, business
partnerships, mating, and so on. In the knowledge domain, we can structure information
as a web connecting related pieces of information via hyperlinks. Networks can also
capture natural phenomena, such as in the biological domain in which we can model in-
teractions between proteins through gene networks or model consumer-resource ecosys-
tems through food webs. Investigating systems through network abstractions represents
a recent divergent philosophical paradigm in the sciences. As opposed to breaking sys-
tems down into parts that we can study in isolation, researchers have been increasingly
recognizing that this traditional practice oftentimes results in incomplete understanding,
and that taking into account the relationships among the different parts is fundamental
to capture the nature of a phenomenon.
As nature and human factors present us with outcomes that are exquisitely sensitive
to the structure of connections, understanding network structure is crucial for allowing
us to interact with these complex systems in a way that ensures their evolution while sup-
porting their health and preventing disruptions that may cause them to unravel. Indeed,
a lack of systematic understanding of the connected nature of our physical, natural, and
engineered systems puts our environment, our economical and political well-being, and
our technology at risk from collapse. Accordingly, inadvertent interventions in public
policies, in the genetic code, or in computer systems, just to mention a few examples,
even if localized, could lead to undesirable effects as events propagate through the net-
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work and influence the other parts, sometimes resulting in irrevocable damages to these
systems.
This is an exciting moment in time for the computational sciences to study networks.
Not only has the network abstraction recently proved extremely powerful in the sciences,
but this is also one of the first opportunities in history for us to closely investigate com-
plex systems at large scales. Indeed, we are witnessing an unprecedented production of
vast amounts of data by the Web and the sciences. This puts us in the midst of a revo-
lution in which we can collect, analyze, and compute on fine-grained data representing
phenomena emerging from the interactions among entities in ways that were not possi-
ble in the past. This revolution is further fueled by the current high interest of the private
sector in leveraging data to improve their business practices and to maximize profits, and
the multi-million investments from the U.S. government and from private foundations to
improve tools and techniques used to access, organize and glean discoveries from huge
volumes of digital data [3, 4].
When we, the data scientists, look at network data, we are often filled with the
same sense of wonder and fascination as we experience by observing the complexity of
nature or by staring at works of art. Surely, this is in part due to the networks’ over-
whelming complexity and beauty when visualized. Nevertheless, in my opinion, there
is a more profound reason why networks are awe inspiring: they are mysterious objects.
Accordingly, whatever the domain from which a network originates, the bewildering
complexity of the underlying phenomena is usually more than the network abstraction
by itself can readily offer to an observer. In addition, the dynamics that take place in
networks are not centrally regulated or engineered, but are instead governed by hidden
structures that form as a result of organic evolution, but are neither directly observable
nor predictable by design.
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In most cases, we do not understand even the structure of the networks that we
design. For example, the design of computer networks, which includes the Internet,
accounts only for a partial explanation of their actual behavior. That is because while
we develop and control the infra structure to support communication, the communica-
tion protocols, and the interface that allows for interaction, when we use these systems,
we are not simply operating a device; we effectively become part of it. The complex
patterns of interaction among the different parts, which are driven by decentralized and
independent decisions, give rise to networks at planetary scales that evolve in an organic
fashion, the global structure of which we barely understand. Consequently, developing
an understanding of the structural properties of these networks through measurements
is crucial for harnessing their benefits and supporting their health and growth.
Reasoning about networks and understanding the dynamics of processes taking place
on them is a challenging endeavor, requiring advanced techniques to model and extract
the hidden patterns that drive their structure. Examples of questions that require the dis-
covery of hidden patterns are whether we can decompose a network into sets of entities
whose members have a distinctive relationship with one another. This question, in turn,
prompts us to precisely identify the properties of interaction within a group of related
entities or whether different entities have different roles in shaping the network struc-
ture. As another example, we may try to extract hidden structures to model networks
as geometric objects so that we can employ powerful mathematical methods to model
their behavior. In some cases, we may observe processes that take place in networks,
such as the identity of entities that receive messages from their connections and the time
in which these events occur, but the network is unknown, i.e., the network itself is the
hidden structure.
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The field of Network Science, which is remarkably interdisciplinary, employing
methods and aiding the investigation of fundamental questions in a number of differ-
ent fields, such as Computer Science, Economics, Physics, Biology, and the Social Sci-
ences, has emerged with the goal of seeking an orderly view of networks. The field
has achieved remarkable progress at identifying and modeling certain hidden structures,
examples of which are small world networks [138], navigation properties [77], central-
ity [76, 110], and a number of other structural properties. Despite its success, we have
just begun to uncover properties of networks. In fact, Network Science is a young, vi-
brant field whose foundations are still to be established. This thesis advances the field
by illuminating core concepts, exposing the limitations of network models, developing
models and algorithms to extract structure, and demonstrating how we can use insights
from fields, such as Sociology, whose long history and undisputed merit has produced
both beautiful theoretical results and important practical applications, to guide the em-
pirical analysis of social networks.
Hidden structures in networks emerge at different levels of abstraction, and this the-
sis aims to address the identification of these structures in social and information net-
works at three different levels. First, at the link structure level, we reason about hidden
structures that form as a result of the way groups of related network entities interact
and of the way they influence one another under processes taking place on the network.
Second, at the infra structure level we study the hidden patterns of interconnection and
communication of computer networks, which in turn support other systems that can be
studied at the link structure level, such as online social networks. Last, at higher levels
of abstraction, such as at the social structure level, we investigate hidden structures that
form as a result of social tension induced by relationship with power imbalances. In
online systems supported by the Internet, social structure is actually prevalent at vir-
tually all levels of abstraction as the structures that form are usually driven by human
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factors, such as social, political, financial, and geographical. Accordingly, understand-
ing network structure represents an incredible opportunity for us to uncover patterns of
our own behavior, through the technology we developed.
Aiming at extracting hidden structures, we leverage large datasets available in this
era of “Big Data”. By “big” we do not simply mean that the datasets represent large
stockpiles of readily accessible information. On the contrary, they represent noisy,
multifaceted, and multidimensional descriptions of increasingly complex structures and
processes, most of which we only partially understand. Therefore, approaching these
problems in a principled way is crucial to enable further discoveries. As the networks
become more and more complex, a natural approach is to try to master complexity. In
this thesis, however, we ask a different question. We are interested in using the insights
of CS Theory, Machine Learning, and the Social Sciences in a principled way to extract
simplicity. Chapters 2 through 5 are illustrations of this approach.
1.1 Roadmap
We start with our investigations at the link structure level in Chapters 2 and 3. In Chap-
ter 2 we are presented with network data and we are interested in mining the group struc-
ture of the network, capturing distinctive relationships among related entities, which is
also known as community structure. As the literature contains dozens of different defi-
nitions of community structure and dozens of algorithms to extract it from networks, we
aim to capture the essence of a community, by inspecting examples of real communities
annotated by experts in data. This study has the side-effect of categorizing community
detection algorithms by their tendencies and of challenging core definitions in the field.
Sometimes, the network is not available in the data, which contains only information
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of some process taking place on the network, such as epidemics. This gives us the
quintessential example of hidden structure, i.e., the network itself is hidden. In this case,
we need to be able to turn data into networks. We study this question in Chapter 3 by
investigating the limits on what we can learn about network structure from the network
models using data.
Next, in Chapter 4 we study the infra structure level by investigating whether com-
puter networks, such as the Internet, possess hidden structures that allow us to model
them as geometric objects so that we can reason about their behavior through powerful
mathematical models.
Last, as the reader will notice, in Chapter 3 we deal with influence and diffusion
while we assume that every entity has the same power to influence others in the net-
work. In Chapter 5, we employ theories from social psychology to show that entities in
networks may have different roles, induced by heterogeneous resource endowments.
In the next subsections, we present some preliminaries as well as a more detailed
overview of each stage of our study.
1.1.1 Preliminaries
Different fields use different terminology to describe networks. In the preceding discus-
sion, we used the term “entities” to describe the set of objects whose interactions we
want to investigate. In Computer Science and Physics we usually refer to networks as
“graphs” and we use the term “nodes” or “vertices” for the entities, while in the So-
cial Sciences we term them “actors”, as in this domain entities usually correspond to
people. As for the interactions, they are usually referred to as “links”, “edges”, or “rela-
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tionships”. In this thesis we are going to use the different terms that describe the same
concept interchangeably, employing the most appropriate term in each context.
1.1.2 The Link Structure Level
Chapter 2 is concerned with the identification of hidden patterns of interaction among
network entities, reflecting meaningful subgroups, or communities, whose nodes have
a distinctive relationship with one another. This problem, known as the community
detection problem, has gained considerable attention in the past few years.
Four major factors govern the intricacies of community detection in networks: (1)
the literature offers a multitude of disparate community detection algorithms whose
output exhibits high structural variability across the collection, (2) communities iden-
tified by algorithms may differ structurally from real communities that arise in practice,
(3) there is no consensus characterizing how to discriminate communities from non-
communities, and (4) the application domain includes a wide variety of networks of fun-
damentally different natures. We present a class separability framework to tackle these
challenges through a comprehensive analysis of community properties. Our approach
enables the assessment of the structural dissimilarity among the output of multiple com-
munity detection algorithms and between the output of algorithms and communities that
arise in practice. In addition, our method provides us with a way to organize the vast
collection of community detection algorithms by grouping those that behave similarly.
Finally, we identify the most discriminative graph-theoretical properties of community
signature and the small subset of properties that account for most of the biases of the dif-
ferent community detection algorithms. We illustrate our approach with an experimental
analysis, which reveals nuances of the structure of real and extracted communities. In
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our experiments, we furnish our framework with the output of ten different community
detection procedures, representative of categories of popular algorithms available in the
literature, applied to a diverse collection of large-scale real network datasets whose do-
mains span biology, on-line shopping, and social systems. We also analyze communities
identified by annotations that accompany the data, which reflect exemplar communities
in various domains. We characterize these communities using a broad spectrum of com-
munity properties to produce the different structural classes. As our experiments show
that community structure is not a universal concept, our framework enables an informed
choice of the most suitable community detection method for identifying communities of
a specific type in a given network and allows for a comparison of existing community
detection algorithms while guiding the design of new ones.
Next, in Chapter 3 we address the network inference problem, which consists of
reconstructing the edge set of a network given traces representing the chronology of in-
fection times as epidemics spread through the network. This problem is a paradigmatic
representative of prediction tasks in machine learning that require deducing a latent
structure from observed patterns of activity in a network, which often require an unre-
alistically large number of resources (e.g., amount of available data, or computational
time). A fundamental question is to understand which properties we can predict with a
reasonable degree of accuracy with the available resources, and which we cannot. We
define the trace complexity as the number of distinct traces required to achieve high fi-
delity in reconstructing the topology of the unobserved network or, more generally, some
of its properties. We give algorithms that are competitive with, while being simpler and
more efficient than, existing network inference approaches. Moreover, we prove that our
algorithms are nearly optimal, by proving an information-theoretic lower bound on the
number of traces that an optimal inference algorithm requires for performing this task
in the general case. Given these strong lower bounds, we turn our attention to special
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cases, such as trees and bounded-degree graphs, and to property recovery tasks, such as
reconstructing the degree distribution without inferring the network. We show that these
problems require a much smaller (and more realistic) number of traces, making them
potentially solvable in practice.
1.1.3 The Infra-Structure Level
In Chapter 4, we investigate the dimensionality properties of the Internet delay space,
i.e., the matrix of measured round-trip latencies between Internet hosts. Previous work
on network coordinates has indicated that this matrix can be embedded, with reasonably
low distortion, into a 4 to 7-dimensional Euclidean space. The application of Prin-
cipal Component Analysis (PCA) reveals the same dimensionality values. Our work
addresses the question: to what extent is the dimensionality an intrinsic property of the
delay space, defined without reference to a host metric such as Euclidean space? Is the
intrinsic dimensionality of the Internet delay space approximately equal to the dimen-
sion determined using embedding techniques or PCA? If not, what explains the discrep-
ancy? What properties of the network contribute to its overall dimensionality? Using
datasets obtained via the King [64] method, we study different measures of dimension-
ality to establish the following conclusions. First, based on its power-law behavior, the
structure of the delay space can be better characterized by fractal measures. Second,
the intrinsic dimension is significantly smaller than the value predicted by the previous
studies; in fact by our measures it is less than 2. Third, the AS topology is reflected
in the delay space; subnetworks composed of hosts which share an upstream Tier-1 au-
tonomous system in common possess lower dimensionality the combined delay space.
Finally, we observe that fractal measures, due to their sensitivity to non-linear structures,
display higher precision for measuring the influence of subtle features of the delay space
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geometry which are not captured by other dimensionality measures.
1.1.4 The Social Structure Level
Last, in Chapter 5, we guide the empirical analysis of social networks by employing
sociological theories dating back to the 1960s, which predict that heterogeneity in re-
source endowments among actors often leads to power inequality. Those lacking desired
resources are dependent on those who own the resources they need or want. According
to Power-Dependence Theory, the power imbalance will tend toward balance, an out-
come that can be reached in several ways. Among the possible power-balancing mech-
anisms, status giving is one way in which low-power actors may lessen dependence on
their more powerful partners. While this mechanism may be at work in many contexts,
its effects have proved challenging to investigate, especially in large-scale, real-world
situations. We provide the first test of this power-balancing mechanism outside the lab-
oratory by analyzing data from CouchSurfing.org, an international online hospitality
exchange network. We consider “hosting” to be a social exchange in which hosts offer
a resource (i.e., hospitality) to others (“surfers”) who need a place to stay. We then test
the predictions concerning status giving and its consequences on a scale not addressed in
previous work. Using mutual user-reported ratings to quantify status, we show the ten-
dency of CouchSurfers to give higher status to their hosts, especially under conditions
of resource scarcity. Status acquisition is observable at the dyadic and community lev-
els. We explore implications of this mechanism for the evolution of CouchSurfing. We
demonstrate that having status in the organization results in an increased likelihood of
users achieving their goals and serves as an incentive for users to provide the resources
critical to the survival of the organization.
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1.1.5 Bibliographical Notes
Most of the work in this thesis has appeared previously in research papers [8–10, 12,
13, 128]. The results in Chapter 2 appeared in [12] and [10], Chapter 3 is based on the
results in [8], and Chapter 4 on [9] and [13]. Last, Chapter 5 is an extended version of
the contents of [128].
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CHAPTER 2
A SEPARABILITY FRAMEWORK FOR CHARACTERIZING COMMUNITY
STRUCTURE
Community structure captures the tendency of entities in a network to group together
in meaningful subsets whose members have a distinctive relationship to one another.
The identification of these subsets allows for the analysis of networks at different lev-
els of detail, which is instrumental in illuminating the structure underlying large-scale
systems [35, 54, 56, 103, 105].
Despite playing a fundamental role in the structure and function of networks, com-
munity structure has proved to be frustratingly difficult to define, quantify, and extract.
In addition to challenges related to computational tractability, four major factors account
for the intricacies of community extraction.
First, the literature offers a multitude of disparate community detection algorithms.
Due to differences in concept and design, the output of these procedures exhibits high
structural variability across the collection. Given the diverse nature of networks, the
notion of meaningful communities is necessarily context dependent, involving interpre-
tations and expectations of domain experts. Therefore, many attempts to define commu-
nities are grounded on the notion of mathematical optimization. Starting with an a priori
expectation about what a community should look like, researchers specify an objective
function for a search problem whose solution provides the desired communities. This
process has given rise to a large collection of community detection algorithms, each
aiming at optimizing a particular objective function through a particular heuristic. As
an illustration, Figure 2.1 shows six communities of size one hundred extracted from
the same network (the LiveJournal network, see Section 2.3.1), by different methods,
namely Metis, Random Walk, Infomap, Newman-Modularity, and Louvain (described
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in Section 2.3.2) and one community of that network identified by data annotation. By
visually inspecting these examples, we can see that, even with this limited number of
examples and despite the varying network layouts (which were a product of the applica-
tion of the same network layout algorithm to the subnetworks) the structural variability
produced by the different methods is readily apparent. For example, some of the com-
munities exhibit a dense, compact core, such as those extracted by the Infomap and the
Louvain methods, whereas others spread along “tendrils” consisting of long paths of
low degree nodes that connect small clusters, such as the communities labeled as Metis,
Random Walk, and Newman modularity. The annotated community, on the other hand,
seems to posses a sparse core, including a larger number of low degree nodes that spread
on its periphery.
Second, communities in real networks often emerge as a result of multiple driving
forces that make up the underlying complex system. Therefore, an attempt to capture
community structure by maximizing a given objective function may represent an unre-
alistic expectation. As a consequence, communities identified by methods that reflect
mathematical constructs may differ structurally from real communities that arise in prac-
tice.
Third, there is no established consensus on the question of what properties distin-
guish subgraphs that are communities from those that are not communities. While we
can examine examples of community structure, e.g., by asking experts to identify com-
munities in a given domain, we can only characterize a population in the presence of
negative examples. However, finding negative examples of community structure is a
challenging task. Any other subset of nodes in the network that is not explicitly iden-
tified as a community is a potential negative example; however, in large networks, ex-
haustively enumerating all forms of negative examples is computationally intractable.
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Moreover, even if we could enumerate every other set in the network, we are still faced
with the possibility that these seemingly negative examples could also be valid commu-
nities that were simply not identified by the expert.
Last, the application domain includes a wide variety of networks of fundamentally
different natures. Each of these networks contains meaningful communities that may
possess their own distinctive structural profiles.
In this chapter, we present a framework to tackle these challenges through a compre-
hensive characterization of community properties. By using different notions of com-
munities as references, our methodology enables the analysis of community structure
without requiring the identification of negative examples. Our method presents a scal-
able framework that enables researchers to assess the structural dissimilarity among the
output of new and existing community detection algorithms, and between the output of
algorithms and communities that arise in practice. The analysis may guide the design
of novel community detection procedures. Given the significant structural variability
among the output of different algorithms (which we established in our experimental
analysis, introduced at the end of this section and discussed in Section 2.4), our frame-
work serves as a tool for practitioners to decide on the most suitable algorithm for iden-
tifying communities of a specific structure in a given network. The intended structure
can be specified by producing examples of communities that are either representative of
real communities in the network or possess the particular structural features we wish to
find. Another dividend of our method is a way to organize the menagerie of commu-
nity structures that the collection of algorithms in the literature exhibit. The framework
exposes the tendencies produced by the different algorithms, which allows us to group
those that behave similarly. By complementing the approach with a feature selection
analysis, we are able to determine what graph-theoretical properties of a subgraph are
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Figure 2.1: Six different communities of 100 nodes each, identified on the Live-
Journal network through different methods, namely Metis, Annotated
Community, Random Walk, Infomap, Newman-Modularity, and Lou-
vain. The communities comprise different node sets of the network,
which were displayed by applying the same network layout algorithm.
The visual diversity of the collection provides a rough and ready illus-
tration of the structural variability that can be produced by the differ-
ent methods. To aid the identification of structural nuances, the light-
ness of the red node colors reflect node degree, from fully illuminated
(low degree) to dark (high degree).
the most discriminative of community signature and identify those properties that ac-
count for most of the biases of the different community detection algorithms. Finally,
our approach can be used to study the consistency of the output of algorithms across
different networks.
We frame our approach as a class separability problem, which is able to simultane-
ously handle a large number of classes of communities and a diverse set of structural
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properties. To this end, we specify a learning problem in which we map the distinct
communities into a feature space, where the dimensions represent measures that char-
acterize a community’s link structure. The separability of classes provides information
on the extent to which different communities come from the same (or fundamentally
different) distributions of feature values.
The heart of our framework is the assessment of class separability. To this end,
we use traditional methods in machine learning, such as Scatter Matrices [135]. In ad-
dition, to produce more fine-grained separability information, we propose quantifying
class separability through the cross-validation performance of existing multi-class su-
pervised classifiers, both parametric, namely Support Vector Machines [136], and non-
parametric, namely k-Nearest Neighbors [15]. To study the most relevant properties to
analyze communities, we employ a feature selection analysis using a correlation-based
method [66].
In this work we consider communities defined in two different ways and ex-
tract different classes of communities that can be grouped into two main categories:
intrinsically-defined and extrinsically-defined communities.
We define the first set of communities by properties intrinsic to their link structure.
For our purposes, these are the sets that are output by community detection algorithms.
Each class of intrinsically defined communities comprises a set of examples that a spe-
cific algorithm extracts. The separability of these classes demonstrates the extent to
which different algorithms output structurally distinguishable subgraphs. A feature se-
lection analysis can then be employed to highlight the properties that exhibit the highest
degree of inter-class variability, thereby making explicit the structural bias produced by
different algorithms.
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We also define communities by the context, the dynamics, or the function associated
with the networks, but extrinsic to the link structure. We identify these communities
through meaningful annotations provided with the datasets, such as explicit declara-
tion of group membership, product categories, grouping by protein function, and so on.
In this fashion, for each network, we form a class of extrinsically-defined communi-
ties, henceforth called annotated communities. These communities enable a large-scale
rigorous analysis of community detection methods. The separability of the class com-
prising annotated communities from the classes of intrinsically-defined communities
determines the extent to which community detection algorithms succeed in extracting
subgraphs that are structurally comparable to the communities formed by nodes sharing
extrinsic properties in common.
An important question that arises in our framework is how to select a collection
of community classes that are independent enough to populate the feature space with
enough diversity. A space with these properties provides a strong reference to analyze
the structure of communities based on structural diversity that other notions of commu-
nity exhibit. For this purpose, we propose the application of a pairwise Scatter Matrix
measurement [135] for analyzing class similarity and determine which classes from
a collection are redundant or independent. Depending on the application, redundant
classes can be merged or be represented in a reduced collection by one representative.
We illustrate our approach with an experimental analysis, which reveals nuances of
the structure of real and extracted communities. In our experiments, we furnish our
framework with the output of ten different community detection procedures, represen-
tative of categories of popular algorithms available in the literature, as well as with
annotated data, which reflect exemplar communities in various domains. We compre-
hensively characterize these examples, which we extract from large-scale real network
17
data spanning diverse domains, such as biology, on-line shopping, and social systems,
using a broad spectrum of community properties.
In our experimental analysis, we reach the following conclusions about the com-
munities in question. First, for all networks, the strong cross validation performance
indicates that the different community detection algorithms produce fundamentally dif-
ferent structures that are separable on the feature space defined. Second, we observe
that in nearly all cases, the annotated communities are structurally distinguishable from
the output of all community detection algorithms. Nevertheless, a surprising outcome
reveals that the structure of annotated communities bears closest structural resemblance
to the output of simple procedures that encode little structure and were originally in-
cluded in our framework as baseline procedures, such as random walk and breadth-first
search. In addition, in spite of the diversity of the domains from which our networks are
drawn, this observation applies to all of the networks, except to two of them for which
we have a small population size. Third, we show that the different community detection
algorithms produce structures that are not only consistent within a network, but even
across networks. Finally, a small subset of the features is consistently observed as the
most discriminative. This observation allows for a dimensionality reduction by a factor
as large as 4, preserving an equivalent 10-fold cross validation performance. The most
discriminative features identify the graph theoretical properties that account for most of
the biases of the different algorithms. In addition to considering class structure and sep-
arability, we show that even though communities generated through the same method
applied to different networks resemble one another in important ways, they also have
significant differences. We demonstrate that when considering only one community
detection method at a time, communities from different networks are highly separable.
Even more interestingly, we show that when a classifier is trained on examples produced
from only one specific community detection method, it can still identify which network
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other communities came from, even when those communities were produced through
other methods.
This chapter is organized as follows. Section 2.1 discusses background informa-
tion and related work. Section 2.2 presents an overview of our framework. Section 2.3
introduces the datasets we use, the algorithms we consider, and the measures we ap-
ply to construct the feature space. Section 2.4 describes the heart of our framework
and presents an experimental analysis thereof. Next, Section 2.5 presents the structural
tendencies of communities through a feature selection analysis. Section 2.6 contains re-
sults of our network separability experiments. Finally, Section 2.8 offers our concluding
remarks1.
2.1 Related Work
The work by [56] sparked a recent wave of interest in the notion of community structure
as a decomposition of a network that reflects meaningful properties of the underlying
system [54]. Nevertheless, this area has its roots in the related problem of graph parti-
tioning whose initial contributions date back to the 1970s [74].
As mentioned in the preceding section, the multitude of community structure defini-
tions is a source of high variability between the output of different community detection
algorithms. Among the objective functions introduced in previous work, the notion
of modularity [56] has become an influential one. Modularity assigns high scores to
communities whose internal edges outnumber the ones established in expectation by a
random-network model that preserves the degree distribution of the original network.
Another notion, inspired by electrical networks, is that of conductance [35]. The con-
1Preliminary results appear in an earlier conference publication [11].
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ductance of a set S with complement SC is the ratio of the number of edges connecting
nodes in S to nodes in SC by the total number of edges incident to S or to SC (whichever
number is smaller). The common theme underlying the preceding notions is the search
for node sets that are internally cohesive and yet sparsely connected to the rest of the
network. Therefore, these measures tend to penalize sets having a large number of edges
crossing the set relative to the count of internal edges.
Communities in general, however, display features that modularity and conductance
may not capture, such as a preponderance of links to the outside over internal links
and an arbitrary degree of overlap. This fact is substantiated by an investigation of real
networks revealing that they do not split well into low-conductance communities [88]
as most networks are expander-like [68]. These considerations lead to the development
of alternative definitions, such as (α, β)-community [96], and algorithms, such as Link
Communities [16] and Clique Percolation [111].
Despite the vast literature on community detection, the work by [16], [145], as well
as ours, are among the few that attempt to analyze the structural resemblance between
communities extracted by algorithms and annotated communities, which represent ex-
amples of meaningful communities in various domains.
Even though network analysts expect the output of the different algorithms to dis-
play dissimilar structural profiles due their conceptual diversity, the structural variability
does not hinge simply on the choice of optimization problem. In most cases of inter-
est, the search for a collection of node sets that maximize a given objective function is
computationally intractable [54]. Therefore, in an attempt to handle the massive scale
of today’s networks, popular methods of community detection rely on efficient heuris-
tics. As a consequence, previous works have quantified a significant output variability
among different approximation algorithms that aim at maximizing the exact same func-
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tion [81, 89].
[37] provide an excellent survey of modern community detection algorithms, which
proposes a useful categorization of the different methods based on their definition. How-
ever, the authors do not include an experimental analysis to estimate the output variabil-
ity that algorithms in the same category exhibit, or an assessment of whether the struc-
tures produced by these algorithms are faithful to the communities they aim to extract.
Our work provides framework that allows for a comparison between algorithms empiri-
cally, based on their behavior when applied to networks, without the need to understand
their definition.
In the spirit of studying the structural variability exhibited by different algorithms,
closest to ours is the work by [88], which discusses properties of communities produced
by multiple algorithms that aim at maximizing conductance. They consider the values
of a handful of features, e.g., set compactness and internal conductance, produced by
different algorithms. In contrast, here we present the first study that is simultaneously
comprehensive with respect to the diversity of structural properties, of domains, of al-
gorithms, and of scale. To illustrate this point, we demonstrate the applicability of our
approach through the analysis of a collection of different communities. We take account
of a set of 36 features, measured from the output produced by 10 different community
detection processes. We derive our results from a diverse collection of datasets from
small- and large-scale networks arising from multiple domains.
2.2 Framework Overview
The purpose of our framework is to assist researchers and practitioners in understanding
the behavior of different community detection algorithms. Given the large collection of
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community detection algorithms in the literature, we expect that different methods might
produce different outputs when given the same input. However, little is understood about
the dissimilarities among the output of different algorithms, and as these methods opti-
mize for different criteria and use different heuristics, they may indeed search for funda-
mentally different types of communities. How can we understand existing algorithms,
and which methods should we use as comparisons against new algorithms?
To answer this question, we need to understand what communities are and what
properties they posses. However, it is not clear that the community detection problem
is well-defined, and different people may have very different notions of communities.
Moreover, the concept of community may not only vary from individual to individual,
but also may be context and domain specific. For example, there is no reason to ex-
pect that the communities in a social network would resemble the structure of those in
biological networks.
To address these issues, we can analyze real communities from different domains
as identified by domain experts, and by looking at these examples, may attempt to de-
termine what properties they have. To identify these properties, one might exhaustively
enumerate all possible forms of non-communities and compare these sets against known
communities. However, finding negative examples of community structure is a challeng-
ing task. Any other subset of nodes in the network that is not explicitly identified as a
community is a potential negative example; therefore, in large networks, exhaustively
enumerating all forms of negative examples is computationally intractable. Moreover,
even if we could enumerate every other set in the network, we are still faced with the
possibility that these seemingly negative examples could also be valid communities that
were simply not identified by the expert.
The traditional statistical characterization task demands a training set where we dis-
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tinguish communities from non-communities. Given such data, we could then train a
binary classifier to distinguish between the two structures, and use the output of com-
munity detection algorithms as the test set. The classifier would then tell us the extent
to which the output of some community detection algorithm resembles communities or
non-communities. From this model, we would be able to extract the exclusive features
that communities possess and would better understand how well the algorithms capture
these properties, which can be used as a performance measure. However, as discussed
in the preceding paragraph, setting up this experiment is non-trivial due to the absence
of negative examples.
Our contribution in this work is to provide a way to overcome these challenging ob-
stacles in characterizing community structure by applying machine learning techniques
in unorthodox ways. The key idea in our approach is to eliminate the requirement of
presenting the classifier with negative examples by learning the structural distinction
among known community notions. We build a feature space that allows us to model the
problem as a separability framework [53,135] by extracting a comprehensive set of fea-
tures, i.e. community properties, using graph-theoretical concepts, from each example
of community we have extracted. These examples of communities, which are labeled
with the name of the method used to identify them in networks, are then projected onto a
feature space. This experiment allows for any outcome between two extreme scenarios.
The different notions of communities we want to study may encode and capture similar
enough structures so that the different classes would be hard to separate in a feature
space, or at the other extreme, we might observe a clear separation of the classes in the
feature space. The extent to which the classes are separable can be used as a measure of
dissimilarity among the different community notions considered. Given this model, we
can additionally assess the structural similarities of real communities with the commu-
nities produced by some algorithm. Here we use the diversity of community structures
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exhibited by different processes as references to understand other community structures.
This powerful framework allows us to assess the structural differences among different
notions of communities as well as to structurally assess the quality of the output of al-
gorithms with respect to real communities. Furthermore, we are able to concurrently
consider a broad spectrum of structural features in a scalable way.
In Section 2.3, we discuss how we build structural classes to use in the training and
test sets of the separability framework. In Section 2.4, we discuss how to set up the
separability experiments to answer the questions we are interested in, such as measur-
ing the extent to which different structural classes, each containing labeled examples of
communities extracted by different algorithms (one structural class per algorithm) are
separable. Furthermore, the distance, in terms of interclass separability and intra-class
dispersion, between the classes corresponding to the output of community detection
algorithms and the examples of real communities, tells us which algorithms produce
communities that most closely resemble real communities. We also discuss existing
measures of class separability and propose the cross-validation performance of classi-
fiers as a measure. Finally, Section 2.5 concludes the presentation of our framework
with a method for reducing the dimensionality of the data to reveal the most discrimina-
tive features on which the different algorithms load their biases. From this analysis, we
can compare the behavior of different algorithms in terms of a few structural features.
2.3 Building Structural Classes
Our main goal is to capture the structural signature exhibited by different communi-
ties. We do not know a priori the extent and the source of structural variability among
seemingly different communities. In addition, to answer the research questions we pose
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in the preceding section, we want to relate specific structural properties with the meth-
ods that tend to produce them. To address this question, we divide the space of known
community examples into classes, each corresponding to the method that generated or
identified the instances therein contained. As we expect that the structural tendencies of
a given community identification method are going to be reflected by the examples in its
corresponding class, we refer to these classes as structural classes. This denomination
does not imply that the classes have distinctive structures. In fact, some classes may
be compact, exhibiting a clear signature, whereas others may exhibit high variance that
could be difficult to characterize. Moreover, multiple classes may overlap, indicating
that they contain somewhat similar structures. Accordingly, the purpose of the class
separability measures we propose here is to assess the structural dissimilarity among the
structural classes we consider.
Before describing our framework and delving into our analysis, in this section we
present the datasets we use, as well as our methodology for building structural classes
of communities from the network data. We also describe the process of projecting the
communities we extract onto a feature space that allows us to treat the question of class
dissimilarity as a learning problem.
2.3.1 Datasets
We analyze eight large-scale datasets, namely DBLP, LiveJournal, two portions of the
Facebook network (denoted by Facebook — Rice University Undergraduate and Gradu-
ate), Amazon, and three biological networks denoted by HS, SC, and Fly. The collection
encompasses different forms of entities and relationships originating from diverse do-
mains.
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The LiveJournal dataset consists of a snapshot of a large network of bloggers, pre-
viously explored by [17]. The snapshot includes 4,847,571 bloggers who explicitly de-
clare their friendship links. Due to the massive size of this dataset, we consider two por-
tions of it, which we obtain by starting at a random node and performing a breadth-first
search from that node. The datasets, henceforth named LJ1 and LJ2, contain 500,000
nodes each. LJ1 and LJ2 contain 10,736,588 and 10,640,429 edges, respectively.
DBLP data is publicly collectible and our dataset consists of a snapshot taken in
May 2009 of the on-line publications database site DBLP. The data include a collection
of editions of publication venues (i.e., conferences and journals) in computer science. A
pair of the 744,386 authors present in the dataset are linked if they have co-authored at
least one paper in any of the venues.
Facebook — Rice University Undergraduate (Ugrad) and Graduate (Grad) are an
anonymized portion of the Facebook network which include Rice University students,
collected by crawling public friends lists on Facebook on May 17, 2008. They consist of
two disjoint sets of 1220 undergraduate students and 503 graduate students, respectively.
[97] present a detailed description of these datasets.
The Amazon dataset [87] is a product co-purchasing network from the on-line re-
tailer Amazon.com. Each node represents a book, and an edge exists between two nodes
if one was frequently purchased with the other. The network contains 270,347 nodes
and 741,142 edges. For each book, Amazon.com reports up to 5 other items that were
frequently purchased with the book.
Biological networks HS, SC, and Fly describe protein-protein interactions for
H. Sapiens (human), S. Cerevisiae (a type of yeast), and Drosophila (a fruit fly
species) [113], respectively. In these networks, a node represents a protein, and two
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nodes are connected if scientific evidence of their interaction exists. HS contains 10,298
nodes and 54,655 edges, SC contains 5523 nodes and 82,656 edges, and Fly contains
15,326 nodes and 486,970 edges.
Annotated Communities
The networks we analyze contain annotations reflecting examples of communities that
arise in these domains2. Some of these sets are user-defined, i.e., users explicitly de-
clare their participation in the community, while others reflect contextual information
of the underlying process or organization, e.g., university department, protein function,
product category, etc. Below we describe how we identify and clean the annotated com-
munities for each dataset.
For the social networks, in LiveJournal, users explicitly declare their membership
in zero or more communities created and administered by users. In DBLP, conferences
where authors publish their research work reflect the community memberships. Finally,
for Facebook — Rice University Undergraduate and Graduate, users who possess com-
mon academic attributes, such as department, major, or dormitory, form the communi-
ties. These attributes were obtained by matching Facebook names with student records
from the university’s directory [97].
For each item in Amazon.com, the on-line store provides several product categories,
such as “Photo Essays” or “Landscape Architecture Textbooks”. We identify a set of
nodes possessing a common categorical label as a community.
For HS, SC, and Fly, a number of proteins (though not all) have annotations re-
garding one or more gene ontology IDs describing the known functions that the protein
2These communities, however, may not represent an unbiased sample of communities in these net-
works as other communities that are not annotated might also exist.
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serves (e.g., metabolic regulation). We use these gene ontology values to identify the
communities.
Because we define annotated communities by identifying sets of nodes with com-
mon labels, we sometimes encounter annotated communities containing multiple com-
ponents. Considering disconnected communities would produce a less informative fea-
ture space, because some metrics achieve extreme values, such as infinity, for discon-
nected subgraphs, i.e., shortest paths, diameter, and so on. In these cases, rather than
discarding the communities, we simply consider each component to be a separate com-
munity. Therefore, to capture the community information implicit in the annotations,
we consider each connected component of the graph induced by a node set possessing a
common label as an annotated community by itself.
Earlier experiments suggest that these structural features are not well represented in
small communities, as the extracted features of these communities exhibit high corre-
lation, i.e., the intrinsic dimensionality of their feature space is too low to represent the
structural variability we want to observe. Therefore, it was our early decision to estab-
lish a cut-off point for the community size, below which the objects are too small to be
representative. In the other extreme are the communities that are too large and sparse
that make the features distorted in meaningless ways. Therefore, we filtered out small
communities with fewer than 10 members and large communities with more than 1000
members.
Overall, we identified 29,955 annotated communities for LJ1, 39,598 for LJ2, 10,595
for DBLP, 24 for RICE-grad, 41 for RICE-ugrad, 9439 for Amazon, 64 for HS, 76 for
SC, and 54 for Fly.
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# Feature Description
1 n Number of nodes
2 m Number of edges
3 Diameter Greatest distance between two nodes by traversing shortest paths
4 Edge Density Ratio of m to the maximum possible number of edges
5 Conductance Ratio of m to the sum of the total degrees of the n nodes,
including edges to rest of the network
6 Transitivity Ratio of the number of 3-node cycles (triangles) to the number of
2-hop paths (open triangles)
7 Triangle Ratio of the number of 3-node cycles (triangles) to the number of
Density possible node triples
8-11 Shortest Path All pairs shortest paths
The features are the three quartiles and the maximum.
12-15 Edge For each edge, fraction of all-pairs shortest paths that include
Betweenness that edge. The features are the three quartiles and the maximum.
16-20 Node For each node, fraction of all-pairs shortest paths that include that node
Betweenness The features are the minimum, the three quartiles, and the maximum.
21-25 α For each non-member on the fringe of the community,
number of members that this node is connected to.
The features are the minimum, the three quartiles, and the maximum.
26-30 β For each member, number of other members this node is connected to
The features are the minimum, the three quartiles, and the maximum.
31 Treesum Total number of spanning trees of the community graph, divided by
the total number of spanning trees of a Kn-clique
(computed using Kirchoff’s matrix tree theorem [93])
32-36 Information For each node, its Stephenson and Zelen’s information centrality
index [129]
Centrality The features are the minimum, the three quartiles, and the maximum.
Table 2.1: List of features corresponding to measures of the subgraphs that com-
munities induce.
2.3.2 Structural Classes and Feature Space
In this section we describe how to produce examples that constitute the structural classes
and how to build the feature space for our learning framework. The process consists of
two steps. First, we produce the examples by applying community detection algorithms,
one for each class, to the network data. Second, we extract features by measuring a broad
spectrum of properties of the subgraphs induced by communities. This latter step uses
a set of examples consisting of the output produced in the previous step along with the
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set of annotated communities.
Producing the Examples
To illustrate the study of classes representing intrinsically defined communities, we se-
lected a collection of 10 community detection procedures. We applied these procedures
to each of the nine network datasets to extract examples of subgraphs produced by these
methods. We labeled examples with the identity of the community detection procedure
that produced them. In total, for each network, we created 11 structural classes of com-
munities: one class of extrinsically-defined communities, which comprises examples of
annotated communities, and each of the other 10 classes corresponding to intrinsically-
defined communities, which comprise examples extracted by each of the 10 community
detection algorithms respectively. Figure 2.2 presents a graphical illustration of this
process.
Figure 2.2: The process of extracting examples of communities. We apply a given
algorithm to a network to extract examples of typical structures that
it produces, i.e, the communities extracted as its output. The set of
examples extracted is further annotated with the name of the algorithm
that produced them.
Without any assumptions on the structures that the algorithms produce, we chose
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our collection with the goal of including algorithms that are representative of strategies
employed by a broad range of algorithms in the literature, purely based on their descrip-
tion. This description-based diversity is reflected in the categorization of [37]. Below we
briefly describe the community detection procedures we consider, together with some
examples of algorithms in the same description-based category according to [37].
1. Breadth First Search (BFS): To establish a baseline, we use breadth first search
to extract sets that serve as examples of random connected communities. To cre-
ate one BFS community of size k, we begin with a randomly selected node and
perform a breadth first search from that node until we visit k elements.
2. Random Walk 0 (RW0): The central idea in many community detection algo-
rithms is that random walks tend to concentrate within a community [117, 140].
To create communities of size k, we begin with a random node and perform a
uniformly-random walk from that node until k different nodes are visited. This
method represents a way to extract a connected community that encodes little
structure and serves as another baseline procedure.
3. Random Walk 0.15 (RW15): This is similar to the preceding method with the
twist that at each step we restart the walk from the starting node with 0.15 proba-
bility. RW15 concentrates the random walk distribution around a center, thereby
forming more compact sets, whereas RW0 communities tend to spread out.
4. (α, β) (AB): An (α, β)-community, for α < β, requires every member of the
community to be connected to at least β other members while non-members have
at most α links to the community [96]. This definition allows for overlapping
communities whose out-links may outnumber the in-links. To produce an (α, β)-
community of size k, we produce a BFS community of size k and then apply a
limited number of sequential node swaps that aim at making the set an approx-
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imate or exact (α, β)-community. In each step we remove the community node
with the fewest member neighbors and add the fringe node with the most member
neighbors. The α − β algorithm can be considered an example of the class of
algorithms that search for sets of nodes that meet some specific structural crite-
ria. Other algorithms that find communities meeting specific structural criteria are
Clique Percolation [112], S-Plexes Enumeration [78], Bi-Clique [86], and EA-
GLE [126].
5. Link Communities (LC): In contrast with the majority of the available algo-
rithms, Link Communities [16] aims at addressing the overlapping and hierar-
chical nature of community structure by treating communities as groups of links
rather than nodes, defining a similarity function on edges based on their shared
node neighborhoods, and then using hierarchical single-linkage clustering to iden-
tify communities of edges. We extract examples of this structure by applying
a standard implementation of this algorithm to our networks. We include Link
Communities as a representative of algorithms that cluster links, rather than nodes.
Other algorithms in this category include the Link Modularity [50] and Link Max-
imum Likelihood [21] algorithms.
6. Infomap (IM): The Infomap algorithm [121] views the problem of finding com-
munities as akin to the problem of a map-maker deciding on a level of granular-
ity. The communities and the nodes therein have names. A random walk in the
network is described by appending the community name followed by the name
of nodes visited while in the community to a transcript. The goal is to find the
community structure that minimizes the expected length of the description. Intu-
itively, such a structure would cause random walks to rarely escape communities.
Infomap is a representative of algorithms that define communities as a group of
nodes that are closer to each other than to nodes outside the community with
32
respect to the number of hops between two nodes. Other examples of these ap-
proaches are Walktrap [117] and DOCS [139].
7. Louvain: The Louvain method [30] is a popular method for greedy modular-
ity optimization. The algorithm consists of iteratively aggregating nodes into
communities whenever this move locally improves modularity. The process out-
puts communities when no further merge produces a significant gain in modular-
ity. The Louvain method is a classic example of a community detection method
that optimizes for internal community density. Other such algorithms include the
MetaFac [90], Variational Bayes [67], LA → IS2 [24], and Local Density [122]
algorithms.
8. Newman-Clauset-Moore (Newman): This method is another example of greedy
modularity maximization [36]. Unlike the Louvain method, which considers
merges that locally improve modularity, Newman-Clauset-Moore identifies a hi-
erarchical community structure from which communities are extracted by cutting
the dendrogram that reflects the hierarchy at the level that maximizes a global
value of modularity. As with the Louvain method above, the Newman-Clauset-
Moore method for modularity optimization is an example of an algorithm that
attempts to find communities with high internal density.
9. Markov Clustering Algorithm (MCL): MCL [41] is a random-walk-based
method. It consists of two alternating steps. It begins with the random-walk
matrix of a graph (the normalized adjacency matrix). The first step, namely “ex-
pansion”, squares this matrix; this corresponds to computing the flow between
clusters. The second step called “inflation”, squares each element of the ma-
trix individually, and then re-normalizes; this step corresponds to increasing the
strength of intra-community ties. This process converges to a stationary matrix
with several connected components, which the algorithm outputs as the commu-
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nities. MCL is a member of the class of community detection algorithms that also
includes Infomap.
10. Metis: Metis [72] is a graph partitioning method which is a variation of the
Kernighan-Lin algorithm [74]. Metis partitions a node-weighted network into
a specified number of equal weight sets while minimizing the number of edges
between the sets. Here we used a version of Metis we adapted for finding high-
conductance sets. The original Metis algorithm can be considered as represen-
tative of the class of ‘bridge detection’ community detection algorithms, which
identify communities by removing bridges between dense sections of the network.
Other algorithms in this class include Edge Betweenness [57], CONGA [61], L-
Shell [18], and Internal-External Degree [82]. Additionally, because we modify
the algorithm to identify high-conductance sets, it might also be considered as
part of the class of algorithms that optimize for internal community density.
As we are interested in the structural signature produced by the different methods,
we run the parametrized algorithms multiple times for each network, randomly vary-
ing the parameter settings. Some of the procedures are non-deterministic and generate
different communities at each run, even if the same parameters are used. To preserve
uniformity with the set of annotated communities, in the process of generating examples,
we discard communities of size less than 10 or greater than 1000, as we are interested
in the structure of reasonably sized communities. (See Subsection 2.3.1 for the details.)
We also filtered out communities that contain multiple components, which are rarely
extracted by the methods we used. The number of examples extracted varies among the
procedures.
However, we inherit sensitivity to class imbalance from the methods we use for class
separability. The effects of class imbalance on the performance of machine learning
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Grad Ugrad HS SC Fly DBLP Amaz LJ1 LJ2
BFS 9.9 5.3 0.9 1.0 0.2 0.2 0.2 0.2 0.1
RW0 9.9 5.3 0.9 1.0 0.2 0.2 0.1 0.1 0.1
RW15 9.9 5.3 0.9 1.0 0.2 0.2 0.2 0.1 0.1
AB 9.9 5.3 0.9 1.0 0.2 0.03 0.1 0.1 0.1
IM 2.7 7.3 0.1 0.4 1.1 0.04 0.06 0.3 0.1
LC 4.1 0.5 0.2 0.4 0.2 0.004 0.01 0.3 0.3
Louv. 9.1 12.5 4.8 10.0 9.0 2.1 1.2 20.4 16.4
Newm. 16.8 24.8 5.3 19.8 9.0 0.8 0.9 1.0 1.0
MCL 1.7 4.1 0.03 0.06 0.9 0.01 0.02 0.01 0.01
Metis 4.3 10.4 0.5 1.7 0.7 0.1 0.2 0.5 0.3
Annot. 10.6 6.2 1.4 1.3 3.2 0.1 0.2 0.2 0.1
Table 2.2: Average number of communities from each class that each node be-
longs to, after sampling.
methods is the subject of an extensive literature in machine learning. For our experi-
ments, we have applied standard methods in the literature for minimizing the problem.
For an overview, we refer the reader to the work of Chawla [34]. More specifically, we
under-sample the large classes and to a lesser extent over-sample small classes to reduce
this source of bias. Naturally, under-sampling can result in some portions of a network
(particularly a large network) not being represented in our final set of communities. Ta-
ble 2.2 contains the average number of communities from each class that each node
belongs to, after under- or over-sampling. For the small networks (Grad, Ugrad, HS,
SC, and Fly), we sample 100 communities from each class, and for the larger networks,
we sample 1000 communities from each class. If a community detection method tends
to produce a large number of small communities, and we then under-sample this set, we
will see small average values, whereas if a method produces a small number of large
communities that we over-sample, we will see higher average values.
Our algorithm selection has the purpose of illustrating the applicability of our frame-
work. The approach, however, is not limited to the list we consider. Our method scales
to a large number of classes, and a collection of classes should include enough informa-
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tion to reflect the analysis intended. As discussed in the next section, a pair of classes
may be highly correlated to each other (e.g., RW0 and RW15). As a result, they may
split the predictions in such a way as to obfuscate the interpretation of the outcome.
To avoid this pitfall, in Section 2.4.2 we consider an inter-class correlation analysis to
assess the independence of an algorithm collection.
Feature Extraction
In the feature extraction phase, we measure the subgraphs induced by the communities
produced in the previous step and those induced by annotated communities. We use
a large spectrum of measurements that cover many properties of both the internal link
structure and the external interaction of the community with the rest of the network.
Each measurement corresponds to a dimension of our feature space. Table 2.1 lists the
features and describes their corresponding measures.
Most of the features can be understood from their table description. The feature
Information Centrality, however, deserves further explanation. This measure captures
a node’s degree of centrality as a function of how fast its information can sequentially
reach every other node in the network. For a given node, the information centrality
computes a harmonic mean of the amount of “signal” that a node receives from other
nodes. A signal between two nodes corresponds to a path between them, which varies
according to the “noise”, instantiated here as the path length [129].
By measuring the structural properties described in Table 2.1 for each example of a
community derived in the previous phase, we obtain 11 classes of labeled examples in
feature space, which constitute the input in our framework.
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2.4 Framework and Application
In this section we describe our class separability framework and illustrate its applica-
bility with an experimental application using the data we processed through the steps
described in the previous section.
2.4.1 Class Separability Measures
Methods for measuring class separability are popular in machine learning for guiding
feature selection analysis. Accordingly, effective feature sets for classification tasks
are the ones that simultaneously lead to high inter-class and low intra-class variabil-
ity [135]. Methods of class separability allow for a rigorous analysis of independence
among classes. Unfortunately, many of these methods are computationally demanding
or dependent on assumptions which are often mismatched with applications [53].
In this work, we frame the research question of discriminating the structure of differ-
ent communities as a class separability problem. The separability of structural classes
of communities provides information on whether different communities come from the
same (or fundamentally different) distributions of feature values. This analysis is infor-
mative of the extent to which different algorithms produce structural differences and the
extent to which community detection algorithms succeed in producing sets that resemble
annotated communities.
To measure class separability, we first use the J3 metric [135], which is based on
within-class and between-class scatter matrices. The J3 criterion calculates two scatter
matrices. The between-class scatter matrix Sm is simply the global covariance matrix,
and the within-class scatter matrix Sw is the average of the covariance matrices for each
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class, weighted by the size of that class. The J3 score is then the trace of |S−1w Sm|. A
high J3 score indicates that within-class covariance is low, and global covariance is high.
The last row of Table 2.3 contains the ratio of the global J3 value for each network to
a baseline J3 value that is obtained by measuring the separability of the same data, but
with the class labels shuffled. A value of 1 indicates separability close to a random re-
labeling, and higher values indicate greater separability. These values demonstrate that
the classes in each network are separable to some extent, even when evaluated through
a fairly simple measure.
While the J3 criterion is useful for gaining a coarse overview of class separability,
it is a global measure, which tells us little about the separability behavior of each class.
Aiming at achieving more fine-grained separability information while including all the
classes simultaneously and preserving computational scalability, we propose the use of
the cross-validation performance of existing probabilistic multi-class supervised classi-
fiers as a measure of class separability. To our definition, classes are separable to the
extent that a classifier can correctly distinguish their structure by exhibiting an accurate
classification. More specifically, we employ two techniques, one parametric, namely
Support Vector Machines (SVM) [136], and one nonparametric, namely k-Nearest-
Neighbors (kNN) [15], to confirm each other’s outcomes while ruling out variability
due to the specifics of each algorithm. We select hyperparameters in both cases via grid
search using the performance of 10-fold cross-validation as the objective function.
The primary goal is to gain insight into whether the classes are separable in the
feature space defined. This will tell us the extent to which the community detection
algorithms produce structural profiles that are specific to each algorithm. Using a slight
variation of the same approach, we can determine which algorithms produce outputs
that most closely resemble the annotated communities.
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Our approach to measure the separability of the structural classes of algorithms using
probabilistic multi-class supervised classifiers is as follows. We measure class separa-
bility using the performance of a 3-fold cross-validation. For each network, we train a
multi-class classifier on a set containing two-thirds of the examples, which are selected
at random, and then evaluate the performance of the model on the remaining third, which
constitute the test set. We perform 3 rounds of this process and average the outcomes.
For each element in a test set, the probabilistic SVM or kNN model outputs a proba-
bility mass vector indicating the probability that each data point belongs to each class.
Figure 2.3 illustrates the cross-validation phase as applied to one element in the test set.
Using the structural classes computed via the steps described in the preceding sec-
tion, we perform this cross-validation on a dataset containing all eleven classes: ten
classes corresponding to the structure that the algorithms produce, and one class cor-
responding to the structure of annotated communities. We first observe that the experi-
ments suffer little variability between the two classifiers. Figure 2.4 presents the analysis
of the outcome produced by the SVM-based method applied to the DBLP network. In
the picture, we show a bar graph of the distribution of probability mass for each class
derived from the network DBLP. This graph visually demonstrates that the bulk of the
probability mass from each class was correctly classified.
Table 2.3 contains a summary of results for all networks. Each entry in the table
represents the fraction of probability mass from that class that was correctly assigned.
When a value appears in parentheses, this indicates that more of the probability mass
was assigned to some other class. As this table shows, only 17 out of 99 network-class
pairs failed to have a plurality of the probability mass correctly classified. Newman
Modularity is frequently misclassified; however, it is a small class in all networks, es-
pecially in the smaller ones (e.g., on network SC, Newman Modularity found only 3
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Figure 2.3: Probabilistic multi-class supervised classification of an element in the
test set in the cross-validation phase of the method to assess the sepa-
rability of structural classes of communities.
communities of size between 10 and 1000). In the case of annotated communities a plu-
rality of their corresponding classes tend to be correctly classified, with the exception
of network Fly. Figure 2.4 serves as a visual reference of network DBLP, whose classes
have a global separability score of 1.58. The other networks exhibit similar distributions,
with the exception of network Fly, whose classes are less well separated.
The previous experiment shows that annotated communities tend to form their own,
separable class that is significantly distinct from all other classes. However, a question
of interest to the design and application of community detection procedures is which al-
gorithms output communities bearing the closest structural resemblance to the annotated
communities. To answer this question we perform a slight variation of the classification
task previously described. We train a classifier on the ten classes corresponding to the
community detection algorithms and leave the class of annotated communities out of
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Figure 2.4: Distribution of probability mass resulting from the SVM on network
DBLP, cross validation on the 11 classes.
the training set. The goal of this experiment is to evaluate to which class of intrinsically
defined communities the annotated examples of the test set are classified.
Figure 2.5 shows the distribution of probability mass of the annotated communities
classified into the different classes corresponding to community detection algorithms.
The structure that the random-walk and BFS procedures produce is clearly the most
similar to that of the annotated communities. For 7 of the 9 networks, a plurality of the
probability mass from the annotated communities was assigned to either RW15 or RW0,
followed by BFS. Due to the high similarity between the two random-walk classes, the
classifier confuses these two as shown in Figure 2.4. The exceptions to this trend are
networks Grad and Fly. For Grad, the annotated communities’ probability is spread
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Figure 2.5: Distribution of probability mass resulting from the SVM, classifica-
tion of annotated communities.
across many classes, with Metis receiving the plurality of the mass. In the Fly network,
the greatest share of the mass of annotated communities is assigned to LC. These excep-
tions are associated with small network datasets, therefore the variability could be due
to small population sample size.
Given the diverse nature of these networks, it is perhaps surprising that in virtually all
domains the random-walk and BFS communities bear the closest structural resemblance
to the annotated communities. Even more astonishing is the fact that the structure of
annotated communities is closer to that of the baseline procedures than to that of more
structured approaches.
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Grad Ugrad HS SC Fly DBLP Amaz LJ1 LJ2
BFS 60% 88% 73% 70% (40%) 63% 55% 86% 81%
RW0 44% 55% 43% (39%) (27%) 52% 43% 61% 63%
RW15 40% (29%) 44% 42% 34% 46% 39% 57% 57%
AB 83% 91% 90% 71% 60% 70% 74% 90% 89%
IM 27% (23%) 72% 73% (2%) 62% 51% 82% 66%
LC 68% 96% 83% 85% 83% 67% 56% 90% 89%
Louv. 24% (3%) 49% (1%) (0%) 45% 58% 38% 49%
Newm. (14%) (25%) (15%) (0%) 90% 26% 39% 45% 56%
MCL 19% (22%) 57% 28% (34%) 59% 46% 80% 74%
Metis 61% 73% 81% 90% (42%) 88% 66% 92% 86%
Annot. 37% 33% 50% 46% (8%) 47% 40% 72% 71%
Global 1.44 2.11 1.7 1.81 1.35 1.58 1.38 1.68 1.76
Table 2.3: Percentage of the probability mass of classification of elements in the
test set into the correct class, using SVM, for all networks. The last
row presents global separability ration between the scatter matrices J3
scores measuring the separability of classes to a baseline consisting of
the J3 scores of the same data with shuffled class labels. If a value is in
parentheses, this indicates that a plurality of the probability mass from
that class was assigned to some other class.
2.4.2 Class Selection Method
The feature space generated by the data forms a reference system for analyzing commu-
nity structure from the viewpoint of the diversity of structures that come from different
notions of communities. When we employ class separability measures, it is particu-
larly important to ensure that the classes considered are independent, and not redundant.
For example, when identifying which type of community detection method produces
structure that most resembles that of the annotated communities, we saw that one of
the two random walk classes tended to be assigned the bulk of the probability mass of
the annotated communities on most networks. However, these two classes are remark-
ably similar. When we present a classifier with two almost indistinguishable classes, the
classifier splits the examples’ probability masses equally between the classes.
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BFS RW0 RW15 AB IM LC Louv. Newm. MCL Metis Ann.
BFS 1.00 1.14 1.14 1.16 1.22 1.19 1.40 1.22 1.15 1.57 1.13
RW0 1.14 1.00 1.04 1.33 1.40 1.33 1.52 1.31 1.28 2.01 1.14
RW15 1.14 1.04 1.00 1.27 1.33 1.36 1.54 1.35 1.28 1.94 1.12
AB 1.16 1.33 1.27 1.00 1.15 1.08 1.22 1.18 1.15 1.25 1.16
IM 1.22 1.40 1.33 1.15 1.00 1.36 1.39 1.15 1.13 1.14 1.12
LC 1.19 1.33 1.36 1.08 1.36 1.00 1.65 1.26 1.09 1.27 1.09
Louv. 1.40 1.52 1.54 1.22 1.39 1.65 1.00 1.06 1.63 1.19 1.26
Newm. 1.22 1.31 1.35 1.18 1.15 1.26 1.06 1.00 1.24 1.13 1.12
MCL 1.15 1.28 1.28 1.15 1.13 1.09 1.63 1.24 1.00 1.22 1.06
Metis 1.57 2.01 1.94 1.25 1.14 1.27 1.19 1.13 1.22 1.00 1.27
Ann. 1.13 1.14 1.12 1.16 1.12 1.09 1.26 1.12 1.06 1.27 1.00
Table 2.4: Pairwise separability for classes in network Amazon, calculated using
scatter matrices. Ratios are measured relative to the baseline value ob-
tained by shuffling class labels.
To provide a rigorous method of class selection, we propose the application of a
pairwise Scatter Matrix measurement [135] for analyzing class similarity and determine
which classes from a collection are redundant or independent. We again use the J3 crite-
rion that we originally used to measure overall class separability within a network, but,
this time, we measure pairwise separability by considering each pair of classes sepa-
rately. These values give us insight into whether certain pairs of classes are redundant,
correlated, or overlap significantly (e.g., the two methods for maximizing modularity).
Values for network Amazon are shown in Table 2.4. In these tables, values are presented
as a ratio of the J3 score of a pair of classes to the J3 score of a baseline separability
value, which is obtained by shuffling the examples’ class labels. As we see in Table 2.4,
no two classes are completely identical, though the two random walk classes are quite
similar, as are the two modularity-based classes. We see this pattern repeated consis-
tently in other networks, though occasionally other pairs of classes are similar (e.g., in
network Amazon, the MCL and Annotated classes have a fairly low separability score,
but this pattern does not occur in other networks).
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We now repeat our earlier experiments after applying the results obtained by our
class selection method. We learned from Table 2.4 that some pairs of classes, namely
the two random walk and the two modularity classes, are somewhat redundant. We thus
merge each of these pairs of classes into one single class, and again perform the above
experiments3.
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Figure 2.6: Distribution of probability mass resulting from the SVM on net-
work DBLP, cross validation on the 9 classes after merging redundant
classes.
Figure 2.6 contains the distribution of probability mass obtained by applying the
SVM to all 9 classes on network DBLP, and Table 2.4.2 contains the percentage of
probability mass from each class in each network that was correctly classified. We saw
in our first experiment that the classifiers tended to confuse the two random walk classes
with one another; e.g., elements from RW15 were frequently misclassified as belonging
3Here we could have preserved one representative of each group of similar structural classes instead of
merging the similar classes. Whether to use one approach or the other depends on the intended application.
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Figure 2.7: Distribution of probability mass resulting from the SVM, classifica-
tion of annotated communities on the 9 classes after merging redun-
dant classes.
to class RW0. As expected, we typically see that the single random walk class and
single modularity class are substantially more consistent than either of their sub-classes
alone. This effect is particularly pronounced on certain networks, such as Undergrad,
where over 90% of the probability mass from the large random walk class is correctly
classified (as opposed to values of 55.1% and 61.4% for RW0 and RW15 separately).
Figure 2.7 contains the distribution of probability mass obtained when classifying
the annotated communities into one of the 8 algorithm classes. As predicted by our class
selection method, the merged classes receive all the mass assigned to the corresponding
separate classes. Moreover, previously, for network Grad, we saw that a plurality of the
mass of the annotated communities was previously assigned to the Metis class; however,
now that we combine the two random walk classes, we see that the single random walk
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Grad Ugrad HS SC Fly DBLP Amaz LJ1 LJ2
BFS 70% 90% 74% 69% (39%) 65% 60% 85% 81%
RW 74% 91% 83% 83% 61% 68% 65% 91% 88%
AB 79% 93% 92% 77% 54% 70% 76% 91% 89%
IM 4% (15%) 76% 72% (2%) 63% 53% 83% 67%
LC 62% 95% 87% 81% 84% 68% 58% 91% 88%
Modul. 35% (25%) 39% 33% (34%) 44% 52% 53% 62%
MCL 25% (21%) 59% 33% (25%) 61% 47% 81% 74%
Metis 67% 74% 73% 83% (41%) 89% 70% 93% 85%
Annot. 27% 40% 52% 47% (7%) 53% 45% 74% 74%
Table 2.5: Percentage of the probability mass of classification of elements in the
test set into the correct class, using SVM, for all networks, after merg-
ing classes.
class receives more probability mass than either of the two random walk classes alone,
and thus more than the Metis class.
2.4.3 Class Consistency Across Networks
We now turn our attention to the problem of analyzing class consistency across net-
works. In our previous experiments, we analyzed each network separately and saw that
the 11 classes of communities all tended to be fairly consistent (e.g., elements from class
BFS in network Grad shared important structural features with one another). In the next
experiment, rather than studying each network in isolation, we simultaneously examine
classes across all networks.
We perform 9 experiments, each corresponding to a networkN . In each experiment,
we create a training set containing elements from all 11 community classes in network
N , labeled with their community type (e.g., BFS, Louvain, etc.). We create a test set
containing elements from the 11 community classes of the other 8 networks. In this test
set, each element is labeled with its community type, but we do not identify the network
47
Class Grad Ugrad HS SC Fly Amazon DBLP LJ1 LJ2
BFS 60.3 34.7 42.6 36.4 25.2 46.2 63.4 37.1 48.5
RW0 44.5 26.2 30.6 21.0 20.8 38.8 30.8 22.8 20.9
RW0.15 41.0 23.6 24.8 16.0 20.1 48.4 26.4 19.8 24.9
AB 58.4 41.7 63.6 44.5 9.9 20.0 55.1 64.3 62.8
InfoMap 4.7 5.5 22.0 42.5 23.8 6.0 25.1 34.0 33.0
LinkCom 6.6 14.6 29.4 33.8 15.6 14.8 27.7 23.2 28.4
Louvain 2.1 43.5 8.0 25.0 41.0 1.1 7.8 20.9 9.1
Newman 6.3 4.9 8.4 23.2 3.6 9.9 5.4 34.2 53.6
MCL 7.3 13.9 23.7 20.3 27.1 13.6 18.9 40.4 7.3
Metis 20.2 11.9 31.0 12.1 34.8 3.5 5.9 14.8 14.0
Ann. 5.8 19.7 23.8 10.8 20.6 31.0 17.3 36.1 34.2
Table 2.6: The percentage of probability mass from each class that was correctly
classified. The column titles indicate the networks on which the clas-
sifiers were trained. The values in row M , column N indicate the av-
erage percentage of probability mass from each class over all networks
except N that was correctly classified.
from which it came.
The purpose of this experiment is to determine whether communities generated by
a specific method tend to share structural features, even across networks. For example,
we wish to learn whether an SVM trained only on representatives from network Grad
can correctly classify communities from other networks: does a BFS community from
network DBLP resemble a BFS community from network Grad?
Table 2.6 contains the results of this experiment. The element in row N , column
C contains the average percentage of probability mass from class C that was correctly
classified when the classifier was trained on elements from network N . For example,
when the SVM was trained on elements from network Grad, an average of 60.3% of the
probability mass from class BFS in the other networks was correctly classified as BFS.
We see that some classes, particularly BFS, RW0, RW0.15, and AB tend to have a
great deal of consistency across networks. The other classes tend to have a less distinct
signature, often performing worse than random.
48
2.5 Structural Tendencies of Communities
As we have seen in the preceding experiment, each community detection algorithm ex-
tracts a distinct structure, which our method is able to separate when projected onto the
feature space we define. In this section, we are concerned with identifying the ways in
which the algorithms produce these distinguishable biases by finding which properties
exhibit the highest degree of between-class variability. We are also concerned with iden-
tifying the properties that are the most discriminative to distinguish between annotated
communities and the synthetic data produced by the algorithms. Finally, a dividend of
our approach is the ability to organize a collection of algorithms by grouping those that
exhibit similar behaviors.
To address this question we use the Correlation-based Feature Selection (CFS) al-
gorithm [66] to identify subsets of the most discriminative features for each network.
CFS is intended to identify a set of features that are well correlated with the class label
and poorly correlated with each other. For a given subset S containing k features, CFS
defines a merit function MS .
MS =
krcf√
k + k(k − 1)rff
(2.1)
In this equation, rcf represents the mean correlation between each individual feature
f in S with the class label c, and rff represents the mean correlation between pairs
of features in K. Intuitively, this function gives a high score to sets of features that
are highly predictive of the class and are not redundant with one another. Using this
function, one can rank all subsets of features, but this would be inefficient in most cases.
CFS begins with no elements in the feature set, and it then employs a hill-climbing
algorithm to search the space of feature subsets. The algorithm includes the ability to
backtrack up to 5 times per iteration to search for a subset S with a greater value of MS .
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Network Grad Ugrad HS SC Fly DBLP Amaz LJ1 LJ2
Num. of Features Selected 6 7 10 5 6 10 8 12 11
Rank Feature
1 Conductance 1 1 1 1 1 1 1 1
1 Diameter 1 1 1 1 1 1 1 1
3 Info Centrality∗ 2 2 3 1 1 2 1 2 2
4 Node Betweenness∗ 2 2 2 1 5 5
5 Shortest Path∗ 1 3 2 1 1 1
6 β∗ 1 1 1 2 1 1 1
7 α∗ 1 1 1 2 1
Other features∗∗ #6 #4, #7
Table 2.7: Summary of the feature selection results. Features are ranked in order
of their frequency in the selection list over the networks. (∗ reporting
how many quartiles of the property were selected. ∗∗ feature number accord-
ing to Table 2.1.
Table 2.7 lists the features selected by CFS for each network ranked in order of the
frequency with which they appear in the selection over the networks. The table lists the
most frequent features, or, for those properties calculated with quartiles, sets of features.
The entries for row “Features” and column “Network” that contain the value 1 indicate
the presence of that feature in the feature selection process applied to the data from that
particular network, whereas empty cells indicate the absence thereof. Integers larger
than 1 can be found in some of the entries and indicate the number of quartiles from
that feature that were selected by CFS. In nearly every network, conductance, diameter,
information centrality, and node betweenness were the most discriminative features.
Surprisingly, in several cases, multiple quartiles of a feature appear: for example,
Fly has 3 path length quartiles, and LJ1 and LJ2 each contain all 5 node betweenness
features. We had expected that different quartiles of the same feature would be highly
correlated to each other, and therefore they would be unlikely to co-occur among the
features selected by CFS. Instead, these results suggest that varying the choice of com-
munity detection algorithm results in fine-grained variation in the distribution of such
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Grad Ugrad HS SC Fly DBLP Amaz LJ1 LJ2
All 62.9% 86% 82.2% 80.9% 93.6% 81.3% 65.3% 89.1% 88.5%
Selection 61.5% 84.7% 85.1% 81% 90.6% 79.4% 63.0% 78.8% 76%
Table 2.8: k-Nearest-Neighbors classification performance using both the full set
of features and the subset of the most discriminative features selected
by CFS.
features.
To assess the effectiveness of the features CFS found, Table 2.8 presents for all
networks the classification performance of the kNN cross validation using both the full
set of features and the subset of features found by CFS. We see that in most cases, there
is very little loss in accuracy. We observe a similar qualitative outcome for the SVM
cross validation. In the table, the largest drops happened for LJ1 and LJ2 and reduced
the accuracy by less than 15%. Being nearly as discriminative as the full set, a reduced
set containing a handful of features retains the relevant information needed to analyze
the bias produced by different algorithms.
To identify the properties that are the most discriminative to distinguish between an-
notated communities and the synthetic data produced by the algorithms, we next perform
an experiment similar to the preceding. However, instead of considering separate classes
of communities that the algorithms produce, we merge all implicitly defined classes into
a single class. We consider the set of annotated communities to be one class, and the
set of communities extracted by all algorithms to be another single class. In this experi-
ment, we wish to identify those features that are most useful for distinguishing between
explicitly and implicitly defined communities. As before, we use the Correlation-based
Feature Selection Method to identify useful features. Table 2.9 contains the results of
this experiment. Again, we see that conductance, node betweenness, and information
centrality are particularly important.
51
Network Grad Ugrad HS SC Fly DBLP Amaz LJ1 LJ2
Num. of Features Selected 6 5 3 6 5 7 6 4 5
Rank Feature
1 Node Betweenness∗ 2 3 1 2 2 2 2 3
2 Conductance 1 1 1 1 1 1 1
3 Info Centrality∗ 1 2 1 3 2
4 α∗ 5 1 1
5 Edge Betweenness∗ 2 1
Other features∗∗ #7 #9 #4 #3
Table 2.9: Summary of the feature selection results when classifying implicitly
and explicitly defined communities. Features are ranked in order of
their frequency in the selection list over the networks.(∗ reporting how
many quartiles of the property were selected. ∗∗ feature number according to
Table 2.1.)
Finally, to organize a collection of algorithms by grouping those that exhibit similar
behaviors, we use the sets of the most discriminative features found in Table 2.7 to study
which tendencies in feature values are associated with which algorithms. To this end,
we conducted a range analysis which distinguishes the different algorithms according
to the value of their features. In the interest of space, we summarize the qualitative
outcome of this experiment in Figure 2.8. The entries correspond to the bias produced
by each of the algorithms, considering all networks. Features take on a varying range of
values across different networks. Thus, to label the magnitude of features, we compute
the mean value of each class and compute a global median of these averages over all
classes. The averages occurring between the 33rd and 67th percentile constitute the
medium denomination; whereas those below the 33rd and above the 67th constitute low
and high, respectively. Finally, we count how many times each feature produced each of
the denominations across all the networks. From this count, we calculate three times the
number of networks on which the feature had a high score on that class plus two times
the number of networks on which the feature had a medium score on that class plus the
number of networks on which the feature had a low score on that class, and present these
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values in Figure 2.8.
Using this analysis, we are able to group algorithms with similar behavior. For ex-
ample, the random-walk procedures produce the same structural bias. The same holds
for Louvain and Newman; and AB and LC. Our method identified these similarities
without any prior knowledge about the similar goals shared by these algorithms. Metis
and IM differ only in behavior of the node betweenness feature. The profile of annotated
communities is close to that of random-walk procedures, with a few nuances. Annotated
communities exhibit medium conductance whereas RW0 and RW15 extract low conduc-
tance sets. In addition, the diameter of annotated communities was measured as high
for four of the networks, medium for one of them, and low for the remaining four. This
contrasts with RW0 and RW15, which produce sets with high diameter. Nevertheless,
the similarity due to other features explains the ways in which annotated communities
resemble the output of random-walk-based algorithms.
2.6 Network Consistency
Our previous experiments have considered various problems of distinguishing between
communities generated through different methods. We saw that many classes of com-
munities tended to have a strong ‘signature,’ both within and even across networks; for
example, communities generated by a BFS algorithm were fundamentally different from
communities generated by the Louvain method. In the next three experiments, instead
of analyzing whether communities generated by different methods have different struc-
tures, we ask whether communities from different networks are distinguishable from
one another.
In the first of these experiments, we consider each of the 11 methods of defining
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Figure 2.8: Tendency of algorithms with respect to various features. Scores are
calculated by three times the number of networks on which the feature
had a high score on that class plus two times the number of networks
on which the feature had a medium score on that class plus the number
of networks on which the feature had a low score on that class.
communities separately (e.g., we perform a different experiment for each of BFS, Lou-
vain, etc.). In each experiment, we train an SVM classifier on a set containing communi-
ties from one specific class from all 9 networks, where each community is labeled with
the network from which it came. We then evaluate this classifier on other communities
from the same class, again from all 9 networks, also labeled with their networks of ori-
gin. For example, in our first experiment, both the training and test sets contain elements
from Grad BFS, Undergrad BFS, DBLP BFS, and so on, labeled as Grad, Undergrad, or
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Class Grad Ugrad HS SC Fly Amazon DBLP LJ1 LJ2
BFS 68.9% 67.4% 36.6% 25.0% 61.3% 78.6% 71.0% 47.3% 43.3%
RW0 67.5% 74.2% 45.1% 49.5% 68.2% 82.8% 74.1% 55.4% 51.0%
RW0.15 69.3% 76.2% 47.6% 50.1% 77.2% 83.7% 76.0% 55.5% 49.2%
AB 69.8% 55.1% 30.5% 31.2% 72.0% 82.1% 70.9% 43.4% 40.4%
InfoMap 33.2% 87.8% 47.6% 51.9% 54.7% 82.1% 78.3% 62.3% 57.1%
LinkCom 38.8% 94.2% 72.9% 66.7% 74.6% 81.1% 78.1% 54.1% 53.5%
Louvain 50.3% 71.9% 72.4% 46.4% 2.6% 90.1% 88.3% 39.9% 48.5%
Newman 0.2% 0.1% 0.3% 0.1% 0.1% 94.8% 21.5% 15.2% 60.8%
MCL 20.0% 48.1% 49.9% 22.3% 22.4% 80.6% 72.5% 53.0% 55.8%
Metis 92.3% 98.1% 88.5% 83.9% 81.5% 98.2% 98.0% 92.0% 92.1%
Ann. 60.4% 52.8% 22.4% 27.3% 38.3% 91.8% 85.7% 44.5% 45.8%
Table 2.10: The percentage of probability mass from each network that was cor-
rectly classified as belonging to that network. The row titles indicate
the class that the classifier was trained on.
DBLP, respectively.
Table 2.10 contains the results of this experiment. The element in row C, column
N contains the percentage of the probability mass from network N that was correctly
classified when the SVM was trained on representatives of class C from all networks.
We see that all of the networks have a very distinctive signature. (As before, the Newman
classes are often very small and so training on this class produces unreliable results.)
We saw earlier that elements from the same class and different networks had struc-
tural similarities (for certain classes). For example, a Grad BFS community had some
resemblance to a DBLP BFS community. In this experiment, we see that elements from
the same class and different networks generally also have important differences; that
is, although a Grad BFS community resembles a DBLP BFS community in important
ways, it is still possible to distinguish between the two. However, there are some no-
table exceptions to this statement. While for most classes, the classifier does a very good
job at distinguishing between networks, the performance of the classifier trained on el-
ements from the Newman (and, for network Fly, Louvain) class is particularly weak.
55
Grad Ugrad HS SC Fly Amazon DBLP LJ1 LJ2
Grad 62.5% 0.5% 6.0% 1.8% 0.6% 6.9% 8.3% 4.5% 8.8%
Ugrad 3.7% 74.0% 2.0% 9.0% 1.4% 0.4% 0.9% 5.0% 7.0%
HS 2.3% 1.6% 44.2% 7.1% 2.0% 13.0% 5.9% 11.4% 12.6%
SC 1.6% 4.9% 6.3% 42.8% 4.3% 2.1% 4.7% 17.7% 15.5%
Fly 0.5% 2.2% 4.1% 6.5% 60.7% 1.2% 3.1% 11.7% 9.9%
Amazon 1.8% 0.3% 4.6% 0.8% 0.4% 71.6% 11.3% 3.4% 5.3%
DBLP 2.4% 0.5% 3.0% 2.1% 0.9% 12.5% 64.1% 6.1% 48.5%
LJ1 2.0% 1.9% 6.4% 7.7% 4.3% 4.8% 6.8% 35.8% 30.3%
LJ2 2.8% 2.2% 6.1% 7.4% 3.9% 5.1% 8.1% 27.3% 37.3%
Table 2.11: The percentage of probability mass from elements in each network
that was classified as each network. Row N1, Column N2 contains
the fraction of probability mass of elements from network N1 in the
test set that was classified as network N2.
We see also that some networks tend to have a stronger signature than others. For in-
stance, the SVMs consistently classify elements from Amazon and DBLP correctly; in
contrast, they are less accurate for LJ1 and LJ2 (a closer examination of the data shows
that, unsurprisingly, elements from LJ1 and LJ2 tend to be confused with one another).
Our next experiment is structured similarly, except instead of considering each
method of community definition separately, we merge all 11 community detection meth-
ods together into a single experiment. In this experiment, the training and test sets again
contains elements from all 9 networks; however, each network is represented by ele-
ments from all 11 community identification methods. For example, the training and test
sets contain elements from both Grad BFS and Grad Louvain, all of which are labeled
simply as ‘Grad,’ and elements from both Undergrad BFS and Undergrad Louvain, all
of which are labeled as ‘Undergrad.’
Table 2.11 contains the results of this experiment, with values along the diagonal
representing the percentage of probability mass that was correctly classified. We see
again from this experiment that all of these networks have a distinct signature, although
some are stronger than others. As before, LJ1 and LJ2 are often confused with one
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Class Grad Ugrad HS SC Fly Amazon DBLP LJ1 LJ2
BFS 43.5% 11.5% 11.0% 9.7% 79.2% 73.9% 45.4% 31.2% 5.2%
RW0 40.0% 13.1% 11.0% 11.5% 68.5% 76.0% 44.1% 22.7% 7.3%
RW0.15 35.9% 14.7% 10.9% 15.2% 48.8% 76.6% 47.7% 19.5% 9.2%
AB 30.5% 12.0% 8.7% 12.6% 44.3% 73.4% 46.8% 18.2% 11.2%
InfoMap 25.4% 12.7% 9.0% 19.2% 49.6% 66.0% 44.8% 17.5% 14.2%
LinkCom 21.8% 11.7% 14.4% 21.8% 49.1% 60.4% 44.2% 15.1% 12.2%
Louvain 19.2% 10.6% 13.4% 19.8% 43.2% 52.8% 43.9% 15.8% 11.3%
Newman 17.3% 10.3% 12.0% 17.1% 37.1% 50.3% 40.3% 18.1% 16.8%
MCL 16.4% 11.1% 14.2% 18.2% 32.7% 49.0% 39.9% 19.8% 16.4%
Metis 16.8% 11.4% 14.6% 16.7% 39.2% 45.9% 37.0% 20.3% 16.8%
Ann. 28.6% 20.5% 10.9% 12.8% 60.4% 60.3% 41.7% 22.3% 16.8%
Table 2.12: The percentage of probability mass from each network that was cor-
rectly classified as belonging to that network, where the training set
contained elements from the specified class.
another. Undergrad and Amazon, in particular, have communities that are highly distin-
guishable from those of other networks. Again, we see that most networks have a strong
signature (and even LJ1 and LJ2 can be somewhat distinguished from one another).
In our final experiment, we again perform a separate experiment for each of the 11
methods of defining communities. For each method M (e.g., BFS), we train the classi-
fier on a set containing representatives of method M from all 9 networks, where each
element is labeled with its network of origin. The test set contains representatives of
every method except M , again from all 9 networks, also labeled by the network. In this
experiment, we determine whether a classifier can identify which network a community
came from, even when that community was defined through a different method than the
examples on which the classifier was trained.
Table 2.6 contains the results of this experiment. Naturally, the classifier’s perfor-
mance in this experiment is much worse than in the preceding two experiments, because
the elements in the training set are fundamentally different from the elements in the
test set. Even so, we see again that some networks have very strong signatures and
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are easily differentiated from the others, whereas for other networks, the accuracy is
approximately what one would expect if the classifier made decisions at random. In par-
ticular, communities in Amazon tend to have structural similarities, regardless of how
that community was defined; that is, a classifier trained to identify BFS sets in Amazon
can also identify other types of communities in Amazon. We see similar behavior in
networks Fly and DBLP. Interestingly, we also see that the algorithm class used in the
training set is also important. For example, SVMs trained on BFS communities tend to
do much better at classifying other communities than do SVMs trained on Metis. This
suggests that BFS communities are, in some sense, more representative of the entire set
of communities from a particular network.
2.7 Computational Performance
Here we present a note about the computational performance of our framework. The
machine learning methods we used can easily handle large numbers of features and
community detection methods, but the performance of the framework is limited by the
performance of these methods.
What makes our approach practical is the fact that virtually every step of our method
is highly parallelizable and can take advantage of simple task distributions over large
clusters and multi-cores. Once we obtain output from various community detection
methods (where each algorithm can run on an independent processor), we can easily
calculate the community properties by spreading the computation thereof amongst an
arbitrary number of computers. Calculations of the features that we considered in this
chapter were fairly fast. In addition, most of the communities that arise in practice are
relatively small graphs. In the classification portion of our framework, classifiers may
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have difficulty with large datasets, but one can simply sample feature vectors from each
class; indeed, this may even be necessary to ensure class balance.
2.8 Discussion
This chapter presents a methodology to address the complexity of analyzing commu-
nity structure in light of the different notions of communities. This approach contrasts
with traditional approaches where the characterization of objects requires the exhaustive
enumeration of negative examples. Here we use the diversity of community structures
exhibited by different processes as references to understand other community structures.
Our approach simultaneously considers a large number of algorithms, multiple domains
of application, and a broad spectrum of metrics to characterize community structure.
The machine learning methods we used can easily handle large numbers of features
and community detection methods, but the performance of the framework is limited by
the performance of these methods.
Almost every step of our method is highly parallelizable and can take advantage of
simple task distributions over large clusters and multi-cores. Once we obtain output
from various community detection methods (where each algorithm can run on an in-
dependent processor), we can easily calculate the community properties by spreading
the computation thereof amongst an arbitrary number of computers. Calculations of the
features that we considered in this chapter were fairly fast. In addition, most of the com-
munities that arise in practice are relatively small graphs. In the classification portion
of our framework, classifiers may have difficulty with large datasets, but one can simply
sample feature vectors from each class; indeed, this may even be necessary to ensure
class balance.
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DBLP Amazon LJ1 LJ2
Accuracy Time Accuracy Time Accuracy Time Accuracy Time
100 42% 174 38% 187 56% 146 53% 149
250 44% 912 40% 1069 58% 751 56% 773
500 47% 3368 42% 4051 59% 2724 58% 2736
750 48% 7725 43% 9253 61% 5841 59% 6059
1000 49% 13718 44% 16678 61% 10219 60% 10723
Table 2.13: Runtime results for networks DBLP, Amazon, LJ1, and LJ2. Each
row represents a different class sample size. Cells contain average
classification accuracy across all classes and running time (in seconds)
for that sample size.
Table 2.13 contains run-time and accuracy values for each of our four larger net-
works at different sample sizes. In this experiment, which is similar to the experiment
described in Section 2.4 and presented in Table 2.3, we trained an SVM on balanced
classes of various different sizes, and evaluated the accuracy of the resulting classifier
on withheld elements on those classes. For each sample size, we present both the aver-
age accuracy of the classifier over all classes as well as the time required to create and
evaluate the model.
We see that smaller sample sizes result in remarkably faster model creation and
evaluation, with only a slight drop in accuracy. A practitioner highly concerned with
efficiency can thus obtain a fairly accurate model very quickly. These results illustrate
the scalability of our framework, and so demonstrate its feasibility on large datasets.
It is important to emphasize that our work focuses on structural similarity, which is a
weaker requirement than accuracy. In other words, communities with similar properties
to real communities may not correspond exactly to the communities we may expect to
find. Nevertheless, we firmly believe that mastering structure is a fundamental stepping
stone in the development of algorithms to accurately find the communities of interest.
Our experimental analysis includes 10 community detection algorithms, represen-
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tative of popular algorithms in the literature, a collection of 9 different networks from
diverse domains, and 36 structural properties. The results reveal, first, a high variability
among the output of community detection methods, which is demonstrated by cross-
validation performance of the classifiers, showing that each of these 10 classes of com-
munities was remarkably structurally consistent. Second, annotated communities have
a distinct structure from what we expect; a classifier can distinguish most of the mass
of annotated communities from that of communities produced by algorithms. In fact,
their structure is closer to the output of baseline procedures, such as random walks and
BFS, than to that of more structured popular algorithms. Third, a small set of features
explain the biases produced by different algorithms and expose the structural signature
of real communities, which were represented in this study via meaningful annotations
present in our datasets. Fourth, we can organize the menagerie of available community
detection algorithms by grouping them with respect to structural similarities in behav-
ior. This can be done via two mechanisms: (1) by analyzing the behavior of algorithms
with respect to the most relevant features found in the preceding step, and (2) by ap-
plying a class selection method we defined based on the scatter matrices to determine
whether two classes are independent, i.e., each class bringing a new viewpoint to our
analysis, or redundant, i.e., where multiple classes contribute the same information to
the collection. The latter approach is also applied in our frameworks as a pre-processing
step to improve the interpretability of the separability measures. We saw that the two
random walk classes and the two modularity-based classes were quite similar, and so
repeated our earlier experiments after merging these pairs of classes. This naturally re-
sulted in greater class consistency, and further cemented the dominance of the random
walk methods when classifying the annotated communities. Last, in contrast to our
earlier experiments, which analyzed the consistency of classes defined by community
detection methods, we analyzed whether communities from the same network tended to
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resemble each other. We first restricted our analysis to one type of community detection
method at a time, and showed that communities that were produced by the same method
but from different networks tended to be different in important ways. Interestingly, we
showed that even when a classifier was trained to differentiate between networks by us-
ing communities produced by one particular community detection method, that same
classifier was successful even when applied to a test set containing communities pro-
duced by the other community detection methods.
Our approach differs fundamentally from previous work in the area due to its su-
pervised nature. The main message that resulted from our experimental analysis is that
community structure is not clearly defined, and moreover, not universal. In fact, there
is a broad range of structures that are generated by multiple definitions, heuristics, and
expectations. Accordingly, our supervised approach may be used by a practitioner to
make an informed decision about the most suitable algorithm for a given network in the
following way. First, we produce a test set comprising examples of the communities we
are interested in finding, which could be either real or synthetic. Second, we choose a
set of algorithms we want to evaluate. Finally, we apply our approach using the target
network and present the classifier with the test set. The classifier assigns the probability
mass of the test set to the class of algorithm that bears closest resemblance to the ex-
amples. The algorithm that receives the bulk of the mass is the algorithm that is most
likely to succeed in extracting communities that structurally resemble the ones we are
interested in. Researchers may also benefit from our methodology when designing new
community detection algorithms as a way to compare the behavior of new methods with
existing ones. Finally, our framework suggests a change in the way we approach the
problem of community detection. Typical community detection methods treat the task
of extracting communities as an unsupervised problem in which a particular structure is
extracted. However, this approach presents little sensitivity to different purposes, dif-
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ferent structures of interest and different domains of application. In contrast, we could
start thinking about a supervised approach that allows the user to specify the particular
community structure they intend to find through examples. Then, a hypothetical algo-
rithm would learn structure from these examples and retrieve similar structures from the
network.
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CHAPTER 3
TRACE COMPLEXITY OF NETWORK INFERENCE
Many technological, social, and biological phenomena are naturally modeled as
the propagation of a contagion through a network. For instance, in the blogosphere,
“memes” spread through an underlying social network of bloggers [14], and, in biology,
a virus spreads over a population through a network of contacts [19]. In many such
cases, an observer may not directly probe the underlying network structure, but may
have access to the sequence of times at which the nodes are infected. Given one or more
such records, or traces, and a probabilistic model of the epidemic process, we can hope
to deduce the underlying graph structure or at least estimate some of its properties. This
is the network inference problem, which researchers have studied extensively in recent
years [14, 42, 59, 60, 102].
In this chapter we focus on the number of traces that network inference tasks re-
quire, which we define as the trace complexity of the problem. Our work provides
inference algorithms with rigorous upper bounds on their trace complexity, along with
information-theoretic lower bounds. We consider network inference tasks under a dif-
fusion model presented in [60], whose suitability for representing real-world cascading
phenomena in networks is supported by empirical evidence. In short, the model consists
of a random cascade process that starts at a single node of a network, and each edge
{u, v} independently propagates the epidemic, once u is infected, with probability p
after a random incubation time.
Overview of results. In the first part of this chapter, we focus on determining the
number of traces that are necessary and/or sufficient to perfectly recover the edge set
of the whole graph with high probability. We present algorithms and (almost) matching
lower bounds for exact inference by showing that in the worst case, Ω
(
n∆
log2 ∆
)
traces
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are necessary and O(n∆ log n) traces are sufficient, where n is the number of nodes in
the network and ∆ is its maximum degree. In the second part, we consider a natural line
of investigation, given the preceding strong lower bounds, where we ask whether exact
inference is possible using a smaller number of traces for special classes of networks
that frequently arise in the analysis of social and information networks. Accordingly,
we present improved algorithms and trace complexity bounds for two such cases. We
give a very simple and natural algorithm for exact inferences of trees that uses only
O(log n) traces.1 To further pursue this point, we give an algorithm that exactly recon-
structs graphs of degree bounded by ∆ using only O(poly(∆) log n) traces, under the
assumption that epidemics always spread throughout the whole graph. Finally, given
that recovering the topology of a hidden network in the worst case requires an imprac-
tical number of traces, a natural question is whether some non-trivial property of the
network can be accurately determined using a moderate number of traces. Accordingly,
we present a highly efficient algorithm that, using vastly fewer traces than are necessary
for reconstructing the entire edge set, reconstructs the degree distribution of the network
with high fidelity by using O(n) traces.
The information contained in a trace. Our asymptotic results also provide some
insight into the usefulness of information contained in a trace. Notice that the first two
nodes of a trace unambiguously reveal one edge — the one that connects them. As we
keep scanning a trace the signal becomes more and more blurred: the third node could
be a neighbor of the first or of the second node, or both. The fourth node could be the
neighbor of any nonempty subset of the first three nodes, and so on. The main technical
challenge in our context is whether we can extract any useful information from the tail
of a trace, i.e., the suffix consisting of all nodes from the second to the last. As it turns
out, our lower bounds show that, for perfect inference on general connected graphs, the
1All inference results in this chapter hold with high probability.
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answer is “no”: we show that the First-Edge algorithm, which just returns the edges
corresponding to the first two nodes in each trace and ignores the rest, is essentially
optimal. This limitation precludes optimal algorithms with practical trace complexity2.
This result motivates further exploration of trace complexity for special-case graphs.
Accordingly, for trees and bounded degree graphs, we illustrate how the tail of traces
can be extremely useful for network inference tasks.
Our aforementioned algorithms for special-case graphs make use of maximum like-
lihood estimation (MLE) but in different ways. Previous approaches, with which we
compare our results, have also employed MLE for network inference. For instance,
NETINF [60] is an algorithm that attempts to reconstruct the network from a set of inde-
pendent traces by exploring a submodular property of its MLE formulation. Another ex-
ample, and closest to ours, is the work by Netrapalli and Sangahvi [102], whose results
include qualitatively similar bounds on trace complexity in a quite different epidemic
model.
Turning our attention back to our algorithms, our tree reconstruction algorithm per-
forms global likelihood maximization over the entire graph, like the NETINF algo-
rithm [60], whereas our bounded-degree reconstruction algorithm, like the algorithm
in [102], performs MLE at each individual vertex. Our algorithms and analysis tech-
niques, however, differ markedly from those of [60] and [102], and may be of indepen-
dent interest.
In the literature on this rapidly expanding topic, researchers have validated their
findings using small or stylized graphs and a relatively large number of traces. In this
work, we aim to provide, in the same spirit as [102], a formal and rigorous understanding
2On the other hand, the use of short traces may not be only a theoretical limitation, given the real
world traces that we observe in modern social networks. For example, Bakshy et al. [20] report that most
cascades in Twitter (twitter.com) are short, involving one or two hops.
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of the potentialities and limitations of algorithms that aim to solve the network inference
problem.
This chapter is organized as follows. Section 3.1 presents an overview of previous
approaches to network learning. Section 3.2 presents the cascade model we consider
throughout the chapter. Section 3.3 deals with the head of the trace: it presents the
First-Edge algorithm for network inference, shows that it is essentially optimal in the
worst case, and shows how the first edges’ timestamps can be used to guess the degree
distribution of the network. Section 3.4, instead, deals with the tail of the trace: it
presents efficient algorithms for perfect reconstruction of the topology of trees and of
bounded degree networks. Section 3.5 presents an experimental analysis that compares
ours and existing results through the lens of trace complexity. Section 3.6 offers our
conclusions. The proofs missing from the main body of the chapter can be found in
Appendix 3.7.
3.1 Related Work
Network inference has been a highly active area of investigation in data mining and ma-
chine learning [14, 42, 59, 60, 102]. It is usually assumed that an event initially activates
one or more nodes in a network, triggering a cascading process, e.g., bloggers acquire
a piece of information that interests other bloggers [63], a group of people are the first
infected by a contagious virus [19], or a small group of consumers are the early adopters
of a new piece of technology that subsequently becomes popular [120]. In general, the
process spreads like an epidemic over a network (i.e., the network formed by blog read-
ers, the friendship network, the coworkers network). Researchers derive observations
from each cascade in the form of traces — the identities of the people that are activated
in the process and the timestamps of their activation. However, while we do see traces,
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we do not directly observe the network over which the cascade spreads. The network
inference problem consists of recovering the underlying network using the epidemic
data.
In this chapter we study the cascade model that Gomez-Rodrigues et al. [60] intro-
duced, which consists of a variation of the independent cascade model [73]. Gomez-
Rodrigues et al. propose NETINF, a maximum likelihood algorithm, for network recon-
struction. Their method is evaluated under the exponential and power-law distributed
incubation times. In our work, we restrict our analysis to the case where the incubation
times are exponentially distributed as this makes for a rich arena of study.
Gomez-Rodrigues et al. have further generalized the model to include different
transmission rates for different edges and a broader collection of waiting times dis-
tributions [59, 101]. Later on, Du et al. [42] proposed a kernel-based method that is
able to recover the network without prior assumptions on the waiting time distributions.
These methods have significantly higher computational costs than NETINF, and, there-
fore, than ours. Nevertheless, experiments on real and synthetic data show a marked
improvement in accuracy, in addition to gains in flexibility. Using a more combinatorial
approach, Gripon and Rabbat [62] consider the problem of reconstructing a graph from
traces defined as sets of unordered nodes, in which the nodes that appear in the same
trace are connected by a path containing exactly the nodes in the trace. In this work,
traces of size three are considered, and the authors identify necessary and sufficient
conditions to reconstruct graphs in this setting.
The performance of network inference algorithms is dependent on the amount of
information available for the reconstruction, i.e., the number and length of traces. The
dependency on the number of traces have been illustrated in [42], [59], and [60] by
plotting the performance of the algorithms against the number of available traces. Nev-
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ertheless, we find little research on a rigorous analysis of this dependency, with the
exception of one paper [102] that we now discuss.
Similarly to our work, Netrapalli and Sangahvi [102] present quantitative bounds
on trace complexity in a quite different epidemic model. The model studied in [102] is
another variation of the independent cascade model. It differs from the model we study
in a number of key aspects, which make that model a simplification of the model we
consider here. For instance, (i) [102] assumes a cascading process over discrete time
steps, while we assume continuous time (which has been shown to be a realistic model
of several real-world processes [60]), (ii) the complexity analyzed in [102] applies to a
model where nodes are active for a single time step — once a node is infected, it has
a single time step to infect its neighbors, after which it becomes permanently inactive.
The model we consider does not bound the time that a node can wait before infecting
a neighbor. Finally, (iii) [102] rely crucially on the “correlation decay” assumption,
which implies – for instance — that each node can be infected during the course of the
epidemics by less than 1 neighbor in expectation. The simplifications in the model pre-
sented by [102] make it less realistic — and, also, make the inference task significantly
easier than the one we consider here.
We believe that our analysis introduces a rigorous foundation to assess the perfor-
mance of existing and new algorithms for network inference. In addition, to the best
of our knowledge, our work is the first to study how different parts of the trace can be
useful for different network inference tasks. Also, it is the first to study the trace com-
plexity of special case graphs, such as bounded degree graphs, and for reconstructing
non-trivial properties of the network (without reconstructing the network itself), such as
the node degree distribution.
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3.2 Cascade Model
The cascade model we consider is defined as follows. It starts with one activated node,
henceforth called the source of the epidemic, which is considered to be activated, with-
out loss of generality, at time t = 0.
As soon as a node u gets activated, for each neighbor vi, u flips an independent
coin: with probability p it will start a countdown on the edge {u, vi}. The length of
the countdown will be a random variable distributed according to Exp(λ) (exponential3
with parameter λ). When the countdown reaches 0, that edge is traversed — that is, that
epidemic reaches vi via u.
The “trace” produced by the model will be a sequence of tuples (node v, t(v)) where
t(v) is the first time at which the epidemics reaches v.
In [60], the source of the epidemics is chosen uniformly at random from the nodes
of the network. In general, though, the source can be chosen arbitrarily4.
The cascade process considered here admits a number of equivalent descriptions.
The following happens to be quite handy: independently for each edge of G, remove the
edge with probability 1 − p and otherwise assign a random edge length sampled from
Exp(λ). Run Dijkstra’s single-source shortest path algorithm on the subgraph formed
by the edges that remain, using source s and the sampled edge lengths. Output vertices
in the order they are discovered, accompanied by a timestamp representing the shortest
path length.
3 [42, 59, 60] consider other random timer distributions; we will mainly be interested in exponential
variables as this setting is already rich enough to make for an interesting and extensive analysis.
4Choosing sources in a realistic way is an open problem — the data that could offer a solution to this
problem seems to be extremely scarce at this time.
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3.3 The Head of a Trace
In this section we will deal with the head of a trace — that is, with the edge connecting
the first and the second nodes of a trace. We show that, for general graphs, that edge
is the only useful information that can be extracted from traces. Moreover, and perhaps
surprisingly, this information is enough to achieve close-to-optimal trace complexity,
i.e., no network inference algorithm can achieve better performance than a simple al-
gorithm that only extracts the head of the trace and ignores the rest. We analyze this
algorithm in the next section.
3.3.1 The First-Edge Algorithm
The First-Edge algorithm is simple to state. For each trace in the input, it extracts the
edge connecting the first two nodes, and adds this edge the guessed edge set, ignoring
the rest of the trace. This procedure is not only optimal in trace complexity, but, as it
turns out, it is also computationally efficient.
We start by showing that First-Edge is able to reconstruct the full graph with maxi-
mum degree ∆ using Θ(n∆ log n) traces, under the cascade model we consider.
Theorem 3.3.1. Suppose that the source s ∈ V is chosen uniformly at random. Let
G = (V,E) be a graph with maximum degree ∆ ≤ n − 1. With Θ
(
n∆
p
log n
)
traces,
First-Edge correctly returns the graph G with probability at least 1− 1
poly(n)
.
Proof. Let e = {u, v} be any edge in E. The probability that a trace starts with u, and
continues with v can be lower bounded by p
n∆
, that is, by the product of the probabilities
that u is selected as the source, that the edge {u, v} is not removed from the graph, and
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that v is the first neighbor of u that gets infected. Therefore, if we run cn∆
p
lnn traces,
the probability that none of them starts with the ordered couple of neighboring nodes
u, v is at most: (
1− p
n∆
)n∆
p
c lnn
≤ exp(−c lnn) = n−c.
Therefore, the assertion is proved for any constant c > 2.
We notice that a more careful analysis leads to a proof that
Θ
((
∆ + p−1
)
n log n
)
traces are enough to reconstruct the whole graph with high probability. To prove this
stronger assertion, it is sufficient to show the probability that a specific edge will be the
first one to be traversed is at least 2
n
· (1− e−1) ·min (∆−1, p). In fact one can even show
that, for each d ≤ ∆, if the First-Edge algorithm has access to O ((d+ p−1)n log n)
traces, then it will recover all the edges having at least one endpoint of degree less than
or equal d. As we will see in our experimental section, this allows us to reconstruct a
large fraction of the edges using a number of traces that is significantly smaller than the
maximum degree times the number of nodes.
Finally, we note that the above proof also entails that First-Edge performs as stated
for any waiting time distribution (that is, not just for the exponential one). In fact, the
only property that we need for the above bounds to hold, is that the first node, and the
first neighbor of the first node, are chosen independently and uniformly at random by
the process.
3.3.2 Lower Bounds
In this section we discuss a number of lower bounds for network inference.
72
We start by observing that if the source node is chosen adversarially — and, say if
the graph is disconnected — no algorithm can reconstruct the graph (traces are trapped
in one connected component and, therefore, do not contain any information about the
rest of the graph.) Moreover, even if the graph is forced to be connected, by choosing
p = 1
2
(that is, edges are traversed with probability 1
2
) an algorithm will require at least
2Ω(n) traces even if the graph is known to be a path. Indeed, if we select one endpoint as
the source, it will take 2Ω(n) trials for a trace to reach the other end of the path, since at
each node, the trace flips an unbiased coin and dies out with probability 1
2
.
This is the reason why we need the assumption that the epidemic selects s ∈ V
uniformly at random — we recall that this is also an assumption in [60]. Whenever
possible, we will consider more realistic assumptions, and determine how this changes
the trace complexity of the reconstruction problem.
We now turn our attention to our main lower bound result. Namely, even if traces
never die (that is, if p = 1), and assuming that the source is chosen uniformly at random,
we need Ω˜(n∆) traces to reconstruct the graph.
First, let G0 be the clique on the node set V = {1, . . . , n}, and let G1 be the clique
on V minus the edge {1, 2}.
Suppose that Nature selects the unknown graph uniformly at random in the set
{G0, G1}. We will show that with o
(
n2
log2 n
)
traces, the probability that we are able
to guess the unknown graph is at most 1
2
+ o(1) — that is, flipping a coin is close to
being the best one can do for guessing the existence of the edge {1, 2}.
Before embarking on this task, though, we show that this result directly entails that
o(n · ∆
log2 ∆
) traces are not enough for reconstruction even if the graph has maximum
degree ∆, for each 1 ≤ ∆ ≤ n−1. Indeed, let the graph G′0 be composed of a clique on
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∆ + 1 nodes, and of n−∆− 1 disconnected nodes. Let G′1 be composed of a clique on
∆+1 nodes, minus an edge, and of n−∆−1 disconnected nodes. Then, due to our yet-
unproven lower bound, we need at least Ω
(
∆2
log2 ∆
)
traces to start in the large connected
component for the reconstruction to succeed. The probability that a trace starts in the
large connected component is O
(
∆
n
)
. Hence, we need at least Ω
(
n · ∆
log2 ∆
)
traces.
We now highlight the main ideas that we used to prove the main lower bound, by
stating the intermediate lemmas that lead to it. The proofs of these Lemmas can be
found in Appendix 3.7.
The first lemma states that the random ordering of nodes produced by a trace in G0
is uniform at random, and that the random ordering produced by a trace in G1 is “very
close” to being uniform at random. Intuitively, this entails that one needs many traces
to be able to infer the unknown graph by using the orderings given by the traces.
Lemma 3.3.2. Let pi be the random ordering of nodes produced by the random process
on G0, and pi′ be the random ordering of nodes produced by the random process on G1.
Then,
1. pi is a uniform at random permutation over [n];
2. for each 1 ≤ a < b ≤ n, the permutation pi′ conditioned on the vertices 1, 2
appearing (in an arbitrary order) in the positions a, b, is uniform at random in
that set;
3. moreover, the probability pa,b that pi′ has the vertices 1, 2 appearing (in an arbi-
trary order) in the positions a < b is equal to pa,b =
1+d(a,b)
(n2)
, with
• d(a, b) = −1 if a = 1, b = 2; otherwise d(a, b) > −1;
• moreover da,b = O
(
lnn
n
)−O (1
b
)
.
4. Finally,
∑n−1
a=1
∑n
b=a+1 d(a, b) = 0.
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The preceding Lemma can be used to prove Lemma 3.3.3: if one is forced not to
used timestamps, o
(
n2
log2 n
)
traces are not enough to guess the unknown graph with
probability more than 1
2
+ o(1).
Lemma 3.3.3. Let P the sequence of the ` orderings of nodes given by ` traces, with
` = o
(
n2
ln2 n
)
.
The probability that the likelihood ofP is higher in the graphG0 is equal to 12±o(1),
regardless of the unknown graph.
The next Lemma, which also needs Lemma 3.3.2, takes care of the waiting times in
the timestamps. Specifically, it shows that – under a conditioning having high probabil-
ity – the probability that the sequence of waiting times of the traces has higher likelihood
in G0 than in G1 is 12 ± o(1), regardless of the unknown graph.
Lemma 3.3.4. Let α satisfy α = o(1), and α = ω
(
logn
n
)
. Also, let `i be the number of
traces that have exactly one of the nodes in {1, 2} the first i informed nodes.
Let W be the random waiting times of the traces. Then, if we condition on `i =
Θ (α · i · (n− i)) for each i = 1, . . . , n (independently of the actual node permutations),
the probability that the likelihood ofW is higher in the graph G0 is equal to 12 ± o(1),
regardless of the unknown graph.
Finally, the following corollary follows directly from Lemma 3.3.3 and
Lemma 3.3.4, and by a trivial application of the Chernoff Bound.
Corollary 3.3.5. If Nature chooses between G0 and G1 uniformly at random, and one
has access to o
(
n2
log2 n
)
traces, then no algorithm can correctly guess the graph with
probability more than 1
2
+ o(1).
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As already noted, the lower bound of Corollary 3.3.5 can be easily transformed in a
Ω
(
n · ∆
log2 ∆
)
lower bound, for any ∆ ≤ n− 1.
3.3.3 Reconstructing the Degree Distribution
In this section we study the problem of recovering the degree distribution of a hidden
network and show that this can be done with Ω(n) traces while achieving high accuracy,
using, again, only the first edge of a trace.
The degree distribution of a network is a characteristic structural property of net-
works, which influences their dynamics, function, and evolution [104]. Accordingly,
many networks, including the Internet and the world wide web exhibit distinct degree
distributions [51]. Thus, recovering this property allows us to make inferences about
the behavior of processes that take place in these networks, without knowledge of their
actual link structure.
Let ` traces starting from the same node v be given. For trace i, let ti be the dif-
ferences between the time of exposure of v, and the the time of exposure of the second
node in the trace.
Recall that in the cascade model, the waiting times are distributed according to an
exponential random variable with a known parameter λ. If we have ` traces starting at
a node v, we aim to estimate the degree of v the time gaps t1, . . . , t` between the first
node and the second node of each trace.
If v has degree d in the graph, then ti (1 ≤ i ≤ `) will be distributed as an exponential
random variable with parameter dλ [43]. Furthermore, the sum T of the ti’s, T =∑`
i=1 ti, is distributed as an Erlang random variable with parameters (`, dλ) [43].
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In general, if X is an Erlang variable with parameters (n, λ), and Y is a Poisson
variable with parameter z · λ, we have that Pr [X < z] = Pr [Y ≥ n]. Then, by using
the tail bound for the Poisson distribution [31,79], we have that the probability that T is
at most (1 + ) · `
dλ
is
Pr [Pois ((1 + ) · `) ≥ `] ≥ 1− e−Θ(2`).
Similarly, the probability that T is at least (1− ) · `
dλ
is
1− Pr [Pois((1− ) · `) ≥ `] ≥ 1− e−Θ(2`).
We then have:
Pr
[∣∣∣∣T − `dλ
∣∣∣∣ ≤  · `dλ
]
≥ 1− e−Θ(2`).
Let our degree inference algorithm return dˆ = `
Tλ
as the degree of v. Also, let d be
the actual degree of v. We have:
Pr
[∣∣∣dˆ− d∣∣∣ ≤ d] ≥ 1− e−Θ(2`).
We have then proved the following theorem:
Theorem 3.3.6. Provided that Ω
(
ln δ−1
2
)
traces start from v, the degree algorithm re-
turns a 1 ±  multiplicative approximation to the degree of v with probability at least
1− δ.
3.4 The Tail of the Trace
A naı¨ve interpretation of the lower bound for perfect reconstruction, Corollary 3.3.5,
would conclude that the information in the “tail” of the trace — the list of nodes infected
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after the first two nodes, and their timestamps — is of negligible use in achieving the task
of perfect reconstruction. In this section we will see that the opposite conclusion holds
for important classes of graphs. We specialize to two such classes, trees and bounded-
degree graphs, in both cases designing algorithms that rely heavily on information in
the tails of traces to achieve perfect reconstruction with trace complexity O(log n), an
exponential improvement from the worst-case lower bound in Corollary 3.3.5. The al-
gorithms are quite different: for trees we essentially perform maximum likelihood esti-
mation (MLE) of the entire edge set all at once, while for bounded-degree graphs we run
MLE separately for each vertex to attempt to find its set of neighbors, then we combine
those sets while resolving inconsistencies.
In Section 3.5 we provide one more example of an algorithm, which we denote by
First-Edge+, that makes use of information in the tail of the trace. Unlike the algorithms
in this section, we do not know of a theoretical performance guarantee for First-Edge+
so we have instead analyzed it experimentally.
It is natural to compare the algorithms in this section with the NETINF algo-
rithm [60], since both are based on MLE. While NETINF is a general-purpose algorithm,
and the algorithms developed here are limited to special classes of graphs, we believe
our approach offers several advantages. First, and most importantly, we offer provable
trace complexity guarantees: Ω(log n) complete traces suffice for perfect reconstruction
of a tree with high probability, and Ω(poly(∆) log n) traces suffice for perfect recon-
struction of a graph with maximum degree ∆. Previous work has not provided rigorous
guarantees on the number of traces required to ensure that algorithms achieve specified
reconstruction tasks. Second, our tree reconstruction algorithm is simple (an easy pre-
processing step followed by computing a minimum spanning tree) and has worst-case
running time O(n2`), where n is the number of nodes and ` = Ω(log n) is the number
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of traces, which compares favorably with the running time of NETINF.
3.4.1 Reconstructing Trees
In this section we consider the special case in which the underlying graph G is a tree,
and we provide a simple algorithm that requires Ω(log n) complete traces and succeeds
in perfect reconstruction with high probability. Intuitively, reconstructing trees is much
simpler than reconstructing general graphs for the following reason. As noted in [60],
the probability that an arbitrary graph G generates trace T is a sum, over all spanning
trees F of G, of the probability that T was generated by an epidemic propagating along
the edges of F . When G itself is a tree, this sum degenerates to a single term and this
greatly simplifies the process of doing maximum likelihood estimation. In practical
applications of the network inference problem, it is unlikely that the latent network will
be a tree; nevertheless we believe the results in this section are of theoretical interest and
that they may provide a roadmap for analyzing the trace complexity of other algorithms
based on maximum likelihood estimation.
Input: A collection T1, . . . , T` of complete traces generated by repeatedly running the
infection process with p = 1 on a fixed tree.
Let ti(v) denote the infection time of node v in trace Ti.
Output: An estimate, Gˆ, of the tree.
1: for all pairs of nodes u, v do
2: Let c(u, v) be the median of the set {|ti(u)− ti(v)|}`i=1.
3: if ∃ a node p and a pair of traces Ti, Tj such that ti(p) < ti(u) < ti(v) and
tj(p) < tj(v) < tj(u) then
4: Set c(u, v) =∞.
5: Output Gˆ = minimum spanning tree with respect to cost matrix c(u, v).
Algorithm 1: The tree reconstruction algorithm.
The tree reconstruction algorithm is very simple. It defines a cost for each edge
{u, v} as shown in Figure 1, and then it outputs the minimum spanning tree with respect
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to those edge costs. The most time-consuming step is the test in step 3, which checks
whether there is a node p whose infection time precedes the infection times of both u
and v in two distinct traces Ti, Tj such that the infection times of u and v are oppositely
ordered in Ti and Tj . (If so, then G contains a path from p to u that does not include
v, and a path from p to v that does not include u, and consequently {u, v} cannot be an
edge of the tree G. This justifies setting c(u, v) = ∞ in step 4.) To save time, one can
use lazy evaluation to avoid performing this test for every pair u, v. The lazy version of
the algorithm computes edge costs c(u, v) as in step 3 and then proceeds straight to the
minimum spanning tree computation, using Kruskal’s algorithm. Any time Kruskal’s
algorithm decides to insert an edge {u, v} into the tree, we instead perform the test in
step 3 and delete edge {u, v} from the graph if it violates the test.
The analysis of the algorithm is based on the following outline: first, we show that
if {u, v} is any edge of G, then c(u, v) < λ−1 with high probability (Lemma 3.4.1).
Second, we show that if {u, v} is any edge not in G, then c(u, v) > λ−1 with high
probability (Lemma 3.4.2). The edge pruning in steps 3 and 4 of the algorithm is vital
for attaining the latter high-probability guarantee. When both of these high-probability
events occur, it is trivial to see that the minimum spanning tree coincides with G.
Lemma 3.4.1. If {u, v} is an edge of the tree G, then Algorithm 1 sets c(u, v) < λ−1
with probability at least 1− c1λ, for some absolute constant c1 < 1.
Proof. First, note that the algorithm never sets c(u, v) = ∞. This is because if one
were to delete edge {u, v} from G, it would disconnect the graph into two connected
components Gu, Gv, containing u and v, respectively. The infection process cannot
spread from Gu to Gv or vice-versa without traversing edge {u, v}. Consequently, for
every node p ∈ Gu, the infection time ti(u) occurs strictly between ti(p) and ti(v) in all
traces. Similarly, if p ∈ Gv then the infection time ti(v) occurs strictly between ti(p)
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and ti(u) in all traces.
Therefore, the value of c(u, v) is equal to the median of |ti(u) − ti(v)| over all the
traces T1, . . . , T`. In any execution of the infection process, if the first endpoint of edge
{u, v} becomes infected at time t, then the opposite endpoint receives a timestamp t+X
whereX ∼ Exp(λ). Consequently the random variable |ti(u)− ti(v)| is an independent
sample from Exp(λ) in each trace. The probability that any one of these samples is
greater than λ−1 is 1/e, so the probability that their median exceeds λ−1 is equal to
the probability of observing at least `/2 heads in ` tosses of a coin with bias 1/e. By
Chernoff’s bound [99], this is less than (
√
2e1/e)−`.
The remaining step in analyzing the tree reconstruction algorithm is to prove that
c(u, v) > λ−1 with high probability when {u, v} is not an edge of the tree G.
Lemma 3.4.2. If {u, v} is not an edge of G, then Algorithm 1 sets c(u, v) > λ−1 with
probability at least 1− c2 · c`3 for some absolute constants c2 <∞ and c3 < 1.
Proof. G is a tree, so for any two nodes u, v, there is a unique path P (u, v) in G
that starts at u and ends at v. Furthermore, for every s ∈ G, there is a unique node
z(s) ∈ P (u, v) such that the paths P (s, u) and P (s, v) are identical up until they reach
z(s), and they are vertex-disjoint afterward. When the infection process starts at s and
spreads throughout G, it always holds that t(z(s)) ≤ min{t(u), t(v)}. Conditional
on the value of t(z(s)), the infection times of vertices on the paths P (z(s), u) and
P (z(s), v) constitute two independent Poisson processes each with rate λ. Let nu(s)
and nv(s) denote the number of edges in the paths P (z(s), u) and P (z(s), v), respec-
tively. The infection times t(u), t(v) occur at the nu(s)th and nv(s)th arrival times,
respectively, in the two independent Poisson processes.
Let s1, . . . , s` denote the sources of traces T1, . . . , T`. We distinguish two cases.
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First, suppose at least `
10
of the traces satisfy nu(si) = nv(si). In any of these traces, the
events ti(u) < ti(v) and ti(v) < ti(u) both have probability 1/2, by symmetry. Hence,
with probability at least 1− 2 · 2−`/10, there exist traces Ti, Tj such that z(si), z(sj) are
both equal to the midpoint of the path P (u, v), but ti(u) < ti(v) whereas tj(v) < tj(u).
If this high-probability event happens, the condition in step 3 of the algorithm will be
satisfied with p = z(si) = z(sj) and the cost c(u, v) will be set to∞.
The remaining case is that at least 9`
10
of the traces satisfy nu(si) 6= nv(si). In this
case, we reason about the distribution of |ti(u) − ti(v)| as follows. Let q denote the
number of uninfected nodes on path P at the time t when an element of {u, v} is first
infected. Conditional on the value of t, the remaining infection times of the nodes on
path P are the arrival times in a Poisson process of rate λ. The conditional probability
that |ti(u) − ti(v)| > λ−1, given q, is therefore equal to the probability that a Pois(1)
random variable is less than q. This conditional probability is equal to 1/e when q = 1
and is at least 2/e when q > 1. (The value of q is always at least 1, because at time t
exactly one element of {u, v} is infected and the other is not yet infected.)
When nu(si) 6= nv(si), we claim that Pr(q > 1) is at least 1/2. To see why, assume
without loss of generality that nu(si) < nv(si) and let x be the node on path P (u, v)
such that x 6= u but u and x are equidistant from z(si). (In other words, the paths
P (z(si), x) and P (z(si), u) have the same number of edges.) By symmetry, the events
ti(u) < ti(x) and ti(x) < ti(u) both have probability 1/2. Conditional on the event
ti(u) < ti(x), we have q > 1 because x, v are two distinct nodes that are uninfected at
time ti(u). Consequently, Pr(q > 1) ≥ 1/2 as claimed.
Now let us combine the conclusions of the preceding two paragraphs. For notational
convenience, we use tuvi as shorthand for |ti(u)− ti(v)|. When nu(si) 6= nv(si) we have
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derived:
Pr(tuvi > λ
−1) = Pr(tuvi > λ
−1 | q = 1) Pr(q = 1) + Pr(tuvi > λ−1 | q > 1) Pr(q > 1)
≥ 1
2
(
1
e
)
+ 1
2
(
2
e
)
= 1.5
e
.
When nu(si) = nv(si) we have derived:
Pr(tuvi > λ
−1) ≥ Pr(tuvi > λ−1 | q = 1) = 1e .
Recall that c(u, v) is the median of tuvi for i = 1, . . . , `. The probability that this median
is less than λ−1 is bounded above by the probability of observing fewer than `/2 heads
when tossing `/10 coins with bias 1
e
and 9`/10 coins with bias 1.5
e
. The expected number
of heads in such an experiment is 0.1+(0.9)(1.5)
e
= 1.45
e
> 8
15
. Once again applying Cher-
noff’s bound (to the random variable that counts the number of tails) the probability that
at least `/2 tails are observed is bounded above by
(
14
15
e1/15
)`/2
< (0.999)`.
Combining Lemmas 3.4.1 and 3.4.2, and using the union bound, we find that with
probability at least 1−(n−1)c`1−
(
n−1
2
)
c2c
`
3, the set of pairs (u, v) such that c(u, v) < λ
−1
coincides with the set of edges of the tree G. Whenever the n − 1 cheapest edges in a
graph form a spanning tree, it is always the minimum spanning tree of the graph. Thus,
we have proven the following theorem.
Theorem 3.4.3. IfG is a tree, then Algorithm 1 perfectly reconstructsGwith probability
at least 1− (n− 1)c`1 −
(
n−1
2
)
c2c
`
3, for some absolute constants c1, c3 < 1 and c2 <∞.
This probability can be made greater than 1 − 1/nc, for any specified c > 0, by using
` ≥ c4 · c · log n traces, where c4 <∞ is an absolute constant.
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3.4.2 Bounded-Degree Graphs
In this section, we show that O(poly(∆) log n) complete traces suffice for perfect re-
construction (with high probability) when the graph G has maximum degree ∆. In fact,
our proof shows a somewhat stronger result: it shows that for any pair of nodes u, v,
there is an algorithm that predicts whether {u, v} is an edge of G with failure proba-
bility at most 1 − 1/nc, for any specified constant c > 0, and the algorithm requires
only Ω(poly(∆) log n) independent partial traces in which u and v are both infected.
However, for simplicity we will assume complete traces throughout this section.
Input: An infection rate parameter, λ.
A set of vertices, V .
An upper bound, ∆, on the degrees of vertices.
A collection T1, . . . , T` of complete traces generated by repeatedly running the in-
fection process on a fixed graph G with vertex set V and maximum degree ∆.
Let ti(v) denote the infection time of node v in trace Ti.
Output: An estimate, Gˆ, of G.
1: for all nodes u do
2: for all sets S ⊆ V \ {u} of at most ∆ vertices do
3: for all traces Ti do
4: Let Sui = {v ∈ S | ti(v) < ti(u)}.
5: if Sui = ∅ then
6: Let scorei(S, u) = 0 if u is the source of Ti, otherwise scorei(S, u) =
−∞.
7: else
8: scorei(S, u) = log |Sui | − λ
∑
v∈Sui [ti(u)− ti(v)].
9: Let score(S, u) = `−1 ·∑i scorei(S, u).
10: Let R(u) = argmax{score(S, u)}.
11: for all ordered pairs of vertices u, v do
12: if ti(v) < ti(u) in at least `/3 traces and v ∈ R(u) then
13: Insert edge {u, v} into Gˆ.
14: Output Gˆ.
Algorithm 2: Bounded-degree reconstruction algorithm.
The basic intuition behind our algorithm can be summarized as follows. To deter-
mine if {u, v} is an edge of G, we try to reconstruct the entire set of neighbors of u and
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then test if v belongs to this set. We use the following insight to test whether a candidate
set S is equal to the set N(u) of all neighbors of u. Any such set defines a “forecasting
model” that specifies a probability distribution for the infection time t(u). To test the
validity of the forecast we use a strictly proper scoring rule [58], specifically the logarith-
mic scoring rule, which is defined formally in the paragraph following Equation (3.1).
Let us say that a set S differs significantly from the set of neighbors of u (henceforth
denoted N(u)) if the symmetric difference S ⊕ N(u) contains a vertex that is infected
before u with constant probability. We prove that the expected score assigned to N(u)
by the logarithmic scoring rule is at least Ω(∆−4) greater than the score assigned to any
set that differs significantly from N(u). Averaging over Ω(∆4 log ∆ log n) trials is then
sufficient to ensure that all sets differing significantly from N(u) receive strictly smaller
average scores.
The scoring rule algorithm thus succeeds (with high probability) in reconstructing
a set R(u) whose difference from N(u) is insignificant, meaning that the elements of
R(u) ⊕ N(u) are usually infected after u. To test if edge {u, v} belongs to G, we
can now use the following procedure: if the event t(v) < t(u) occurs in a constant
fraction of the traces containing both u and v, then we predict that edge {u, v} is present
if v ∈ R(u); this prediction must be correct with high probability, as otherwise the
element v ∈ R(u) ⊕ N(u) would constitute a significant difference. Symmetrically, if
t(u) < t(v) occurs in a constant fraction of the traces containing both u and v, then we
predict that edge {u, v} is present if u ∈ R(v).
KL-divergence. For distributions p, q on R having density functions f and g, re-
spectively, their KL-divergence is defined by
D(p ‖ q) =
∫
f(x) log
(
f(x)
g(x)
)
dx. (3.1)
One interpretation of the KL-divergence is that it is the expected difference between
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log(f(x)) and log(g(x)) when x is randomly sampled using distribution p. If one thinks
of p and q as two forecasts of the distribution of x, and one samples x using p and
applies the logarithmic scoring rule, which outputs a score equal to the log-density
of the forecast distribution at the sampled point, then D(p ‖ q) is the difference in the
expected scores of the correct and the incorrect forecast. A useful lower bound on this
difference is supplied by Pinsker’s Inequality:
D(p ‖ q) ≥ 2 ‖p− q‖2TV, (3.2)
where ‖·‖TV denotes the total variation distance. In particular, the fact thatD(p ‖ q) > 0
when p 6= q means that the true distribution, p, is the unique distribution that attains the
maximum expected score, a property that is summarized by stating that the logarithmic
scoring rule is strictly proper.
Quasi-timestamps and conditional distributions From now on in this section, we
assume λ = 1. This assumption is without loss of generality, since the algorithm’s
behavior in unchanged if we modify its input by setting λ = 1 and multiplying the
timestamps in all traces by λ; after modifying the input in this way, the input distribution
is the same as if the traces had originally been sampled using the infection process with
parameter λ = 1.
Our analysis of Algorithm 2 hinges on understanding the conditional distribution of
the infection time t(u), given the infection times of its neighbors. Directly analyzing
this conditional distribution is surprisingly tricky, however. The reason is that u itself
may infect some of its neighbors, so conditioning on the event that a neighbor of u was
infected at time t0 influences the probability density of t(u) in a straightforward way at
times t > t0 but in a much less straightforward way at times t < t0. We can avoid this
“backward conditioning” by applying the following artifice.
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Recall the description of the infection process in terms of Dijkstra’s algorithm in
Section 3.2: edges sample i.i.d. edge lengths and the timestamps t(v) are equal to the
distance labels assigned by Dijkstra’s algorithm when computing single-source shortest
paths from source s. Now consider the sample space defined by the tuple of independent
random edge lengths y(v, w). For any vertices u 6= v, define a random variable t˚(v) to
be the distance label assigned to v when we delete u and its incident edges from G to
obtain a subgraph G − u, and then we run Dijkstra’s algorithm on this subgraph. One
can think of t˚(v) as the time when v would have been infected if u did not exist. We
will call t˚(v) the quasi-timestamp of v (with respect to u). If N(u) = {v1, . . . , vk} is
the set of neighbors of u, and if we sample a trace originating at a source s 6= u, then
the executions of Dijkstra’s algorithm in G and G − u will coincide until the step in
which u is discovered and is assigned the distance label t(u) = minj {˚t(vj) + y(vj, u)}.
From this equation, it is easy to deduce a formula for the conditional distribution of t(u)
given the k-tuple of quasi-timestamps t˚ = (˚t(vj))kj=1. Using the standard notation z
+ to
denote max{z, 0} for any real number z, we have
Pr(t(u) > t | t˚) = exp
(
−
k∑
j=1
(t− t˚(vj))+
)
. (3.3)
The conditional probability density is easy to calculate by differentiating the right side
of (3.3) with respect to t. For any vertex set S not containing u, let S〈t〉 denote the set
of vertices v ∈ S such that t˚(v) < t, and let ρ(t, S) = |S〈t〉|. Then the conditional
probability density function of t(u) satisfies
f(t) = ρ(t, N(u)) exp
(
−
k∑
j=1
(t− t˚(vj))+
)
(3.4)
log f(t) = log(ρ(t, N(u)))−
∑
v∈N(u)
(t− t˚(v))+. (3.5)
It is worth pausing here to note an important and subtle point. The information contained
in a trace T is insufficient to determine the vector of quasi-timestamps t˚, since quasi-
timestamps are defined by running the infection process in the graph G − u, whereas
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the trace represents the outcome of running the same process in G. Consequently, our
algorithm does not have sufficient information to evaluate log f(t) at arbitrary values of
t. Luckily, the equation
(t(u)− t(v))+ = (t(u)− t˚(v))+
holds for all v 6= u, since t˚(v) differs from t(v) only when both quantities are greater
than t(u). Thus, our algorithm has sufficient information to evaluate log f(t(u)), and
in fact the value scorei(S, u) defined in Algorithm 2, coincides with the formula for
log f(t(u)) on the right side of (3.5), when S = N(u) and λ = 1.
Analysis of the reconstruction algorithm. The foregoing discussion prompts the
following definitions. Fix a vector of quasi-timestamps t˚ = (˚t(v))v 6=u, and for any set
of vertices S not containing u, let pS be the probability distribution on R with density
function
fS(t) = ρ(t, S) exp
(
−
∑
v∈S
(t− t˚(v))+
)
. (3.6)
One can think of pS as the distribution of the infection time t(u) that would be predicted
by a forecaster who knows the values t˚(v) for v ∈ S and who believes that S is the set of
neighbors of u. Letting N = N(u), each timestamp ti(u) is a random sample from the
distribution pN , and scorei(S, u) is the result of applying the logarithmic scoring rule to
the distribution pS and the random sample t(u). Therefore
E[scorei(N, u)− scorei(S, u)] = D(pN ‖ pS) ≥ 2‖pN − pS‖2TV. (3.7)
The key to analyzing Algorithm 2 lies in proving a lower bound on the expected total
variation distance between pN and pS . The following lemma supplies the lower bound.
Lemma 3.4.4. Fix a vertex u, let N = N(u) be its neighbor set, and fix some S ⊆
V \ {u} distinct from N . Letting pi(S ⊕ N, u) denote the probability that at least one
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element of the set S ⊕N is infected before u, we have
E
(‖pN − pS‖TV) ≥ 110∆−2pi(S ⊕N, u). (3.8)
Proof. For a fixed vector of quasi-timestamps (˚t(v))v 6=u we can bound ‖pN − pS‖TV
from below by the following method. Let v0 denote the vertex in S ⊕ N whose quasi-
timestamp t0 is earliest. Let b be the largest number in the range 0 ≤ b ≤ 1∆ such that
the open interval I = (t0, t0 + b) does not contain the quasi-timestamps of any element
of S ∪N . The value |pN(I)− pS(I)| is a lower bound on ‖pN − pS‖TV.
One may verify by inspection that the density function fS(t) defined in equa-
tion (3.6) satisfies the differential equation fS(t) = d
dt
(
fS(t)/ρ(t, S)
)
for almost all
t. By integrating both sides of the equation we find that for all t,
1− F S(t) = f
S(t)
ρ(t, S)
= exp
(
−
∑
v∈S
(t− t˚(v))+
)
, (3.9)
where F S denotes the cumulative distribution function of pS . A similar formula holds
for FN . Let G = 1− F S(t0) = 1− FN(t0), where the latter equation holds because of
our choice of t0. We have
pS(I) = G− (1− FN(t0 + b))
= G · (1− e−ρ(t0+b,S) b)
pN(I) = G− (1− F S(t0 + b))
= G · (1− e−ρ(t0+b,N) b),
where the second and fourth lines follow from the formula (3.9), using the fact that none
of the quasi-timestamps t˚(v) for v ∈ S ∪N occur in the interval (t0, t0 + b).
Let ρ = ρ(t0, S) = ρ(t0, N). We have
|pN(I)− pS(I)| = G · ∣∣e−ρ(t0+b,N) b − e−ρ(t0+b,S) b∣∣
= Ge−ρb(1− e−b), (3.10)
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using the fact that exactly one of ρ(t0 + b, S), ρ(t0 + b,N) is equal to ρ and the other
is equal to ρ + 1. To bound the right side of (3.10), we reason as follows. First, ρ =
|N〈t0〉| ≤ |N | ≤ ∆. Second, b ≤ ∆−1 by construction. Hence e−ρb ≥ e−1. Also, the
inequality 1− e−x ≥ (1− e−1)x holds for all x ∈ [0, 1], since the left side is a concave
function, the right side is a linear function, and the two sides agree at x = 0 and x = 1.
Thus, 1− e−b ≥ (1− e−1)b, and we have derived
|pN(I)− pS(I)| ≥ (e−1 − e−2)Gb.
To complete the proof of the lemma we need to derive a lower bound on the expecta-
tion of the product Gb. First note that G = 1−FN(t0) is the probability t(u) > t0 when
t(u) is sampled from the distribution pN . Since pN is the conditional distribution of t(u)
given t˚, we can now take the expectation of both sides of the equation G = 1− FN(t0)
and conclude that E[G] = pi(S ⊕N, u). Finally, to place a lower bound on E[b | G], we
reason as follows. In the infection process on G − u, let R denote the set of vertices in
S ∪N whose quasi-timestamps are strictly greater than t0. The number of edges joining
R to the rest of V \{u} is at most ∆|R| < 2∆, so the waiting time from t0 until the next
quasi-timestamp of an element of R stochastically dominates the minimum of 2∆2 i.i.d.
Exp(1) random variables. Thus the conditional distribution of b given G stochastically
dominates the minimum of 2∆2 i.i.d. Exp(1) random variables and the constant 1/∆,
so
E[b|G] ≥
∫ 1/∆
0
e−2∆
2t dt = 1
2
∆−2
[
1− e−2∆] ≥ 1
2
∆−2
[
1− e−2] .
Putting all of these bounds together, we obtain
E(‖pN − pS‖TV) ≥ 12∆−2(e−1 − e−2)(1− e−2)pi(S ⊕N, u),
and the inequality (3.8) follows by direct calculation.
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Combining Pinsker’s Inequality with Lemma 3.4.4 we immediately obtain the fol-
lowing corollary.
Corollary 3.4.5. If N = N(u) and S is any set such that pi(S ⊕N, u) > 1/4, then for
each trace Ti the expected value of scorei(N)− scorei(S) is Ω(∆−4).
Using this corollary, we are ready to prove our main theorem.
Theorem 3.4.6. For any constant c > 0, the probability that Algorithm 2 fails to per-
fectly reconstruct G, when given
` = Ω(∆9 log2 ∆ log n)
complete traces, is at most 1/nc.
Proof. Let us say that a set S differs significantly from N(u) if pi(S ⊕N(u), u) > 1/4.
When ` is as specified in the theorem statement, with probability at least 1 − 1/nc+1,
there is no vertex u such that the algorithm’s estimate of u’s neighbor set, R(u), differs
significantly from N(u). Indeed, when S,N satisfy the hypotheses of Corollary 3.4.5,
the random variables scorei(N)−scorei(S) are i.i.d. samples from a distribution that has
expectation Ω(∆−4), is bounded above by O(log ∆) with probability 1 − 1/ poly(∆),
and has an exponential tail. Exponential concentration inequalities for such distributions
imply that for all δ > 0, the average of ` = Ω(∆8 log2(∆) log(1/δ)) i.i.d. samples will
be non-negative with probability at least 1 − δ. Setting δ = n−∆−c−2 and taking the
union bound over all vertex sets S of cardinality ∆ or smaller, we conclude that when
` = Ω(∆9 log2(∆) log n), the algorithm has less than n−c−2 probability of selecting a set
R(u) that differs significantly fromN(u). Taking the union bound over all vertices uwe
obtain a proof of the claim stated earlier in this paragraph: with probability 1− 1/nc+1,
there is no u such that R(u) differs significantly from N(u).
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Let us say that an ordered pair of vertices (u, v) violates the empirical frequency
property if the empirical frequency of the event ti(v) < ti(u) among the traces
T1, . . . , T` differs by more than 112 from the probability that t(v) < t(u) in a random
trace. The probability of any given pair (u, v) violating this property is exponentially
small in `, hence we can assume it is less than 1/nc+3 by taking the constant inside the
Ω(·) to be sufficiently large. Summing over pairs (u, v), the probability that there exists
a pair violating the empirical frequency property is less than 1/nc+1 and we henceforth
assume that no such pair exists.
Assuming that no set R(u) differs significantly from N(u) and that no pair (u, v)
violates the empirical frequency property, we now prove that the algorithm’s output, Gˆ,
is equal to G. If {u, v} is an edge of G, assume without loss of generality that the event
t(v) < t(u) has probability at least 1/2. By the empirical frequency property, at least `/3
traces satisfy ti(v) < ti(u). Furthermore, v must belong to R(u), since if it belonged
to R(u) ⊕ N(u) it would imply that pi(R(u) ⊕ N(u), u) ≥ Pr(t(v) < t(u)) ≥ 1/2,
violating our assumption that R(u) doesn’t differ significantly from N(u). Therefore
v ∈ R(u) and the algorithm adds {u, v} to Gˆ. Now suppose {u, v} is an edge of Gˆ,
and assume without loss of generality that this edge was inserted when processing the
ordered pair (u, v). Thus, at least `/3 traces satisfy ti(v) < ti(u), and v ∈ R(u). By the
empirical frequency property, we know that a random trace satisfies t(v) < t(u) with
probability at least 1/4. As before, if v belonged to R(u)⊕N(u) this would violate our
assumption that R(u) does not differ significantly from N(u). Hence v ∈ N(u), which
means that {u, v} is an edge of G as well.
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3.5 Experimental Analysis
In the preceding sections we have established trace complexity results for various net-
work inference tasks. In this section, our goal is to assess our predictions on real and
synthetic social and information networks whose type, number of nodes, and maximum
degree (∆) we now describe.
(a) Barabasi-Albert Graph (b) Facebook-Rice-Graduate
(c) Facebook-Rice Undergraduate
Figure 3.1: Complementary cumulative density function (CCDF) of degree recon-
struction using Ω(n) traces for (a) a synthetic network with 1,024
nodes generated using the Barabasi-Albert algorithm, and two real
social networks: two subsets of the Facebook network comprising
503 graduate students (a) and 1220 undergraduate students (c), re-
spectively, from Rice University.
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We use two real social networks, namely two Facebook subnetworks comprising
503 (∆ = 48) graduate and 1220 (∆ = 287) undergraduate students, respectively [98].
We also generate three synthetic networks, each possessing 1024 vertices, whose gen-
erative models frequently arise in practice in the analysis of networks. We generated a
Barabasi-Albert Network [22] (∆ = 174), which is a preferential attachment model, a
G(n,p) Network [48] (∆ = 253) with p = 0.2, and a Power-Law Tree, whose node degree
distribution follows a power-law distribution with exponent 3 (∆ = 94).
First, we evaluate the performance of the algorithm to reconstruct the degree dis-
tribution of networks without inferring the network itself (Section 3.3.3). Figure 3.1
shows the reconstruction of the degree distribution using Ω(n) traces of the Barabasi-
Albert Network and the two Facebook subnetworks. We used 10n traces, and the plots
show that the CCDF curves for the real degrees and for the reconstructed distribution
have almost perfect overlap.
Turning our attention back to network inference, the Ω(n∆1−) lower-bound estab-
lished in Section 3.2 tells us that the First-Edge algorithm is nearly optimal for perfect
network inference in the general case. Thus, we assess the performance of our algo-
rithms against this limit. The performance of First-Edge is notoriously predictable: if
we use ` traces where ` is less than the total number of edges in the network, then it
returns nearly ` edges which are all true positives, and it never returns false positives.
If we allow false positives, we can use heuristics to improve the First-Edge’s recall.
To this end, we propose the following heuristic that uses the degree distribution recon-
struction algorithm (Section 3.3.3) in a pre-processing phase, and places an edge in the
inferred network provided the edge has probability at least p of being in the graph. We
call this heuristic First-Edge+.
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(a) Barabasi-Albert (b) Facebook-Rice Undergrad
(c) Power-Law Tree (d) Gn,p
Figure 3.2: F1 score of the First-Edge, First-Edge+, and NETINF algorithms ap-
plied to different real and synthetic networks against a varying number
of traces. (best viewed in color)
In First-Edge+, we use the memoryless property of the exponential distribution to
establish the probability p of an edge pertaining to a network G. The algorithm works
as follows. Consider a node u that appears as the root of a trace at time t0 = 0. When
u spreads the epidemic, some node v is going to be the next infected at time t1, which
was sampled from an exponential distribution with parameter λ. At time t1, notice that
there are exactly du − 1 nodes waiting to be infected by u, and exactly dv − 1 waiting
to be infected by v, where du and dv are the degrees of u and v respectively. At time
t1 any of these nodes is equally likely to be infected, due to the memoryless property.
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Moreover, the next node w that appears in a trace after time t1 is going to be infected
by u with probability p(u,w) = du−1du+dv−2 and by v with probability p(v,w) =
dv−1
du+dv−2 .
We can approximate5 this reasoning for larger prefixes of the trace: given a sequence
u1, · · · , uk of infected nodes starting at the source of the epidemic, the probability that
uk+1 is a neighbor of ui is roughly p(ui,uk+1) ' dui∑
j duj
. Therefore, for every segment of
a trace that starts at the source, we infer an edge (u, v) if p(u,v) > p, computed using the
reconstructed degrees, where p is a tunable parameter. In our experiments we arbitrarily
chose p = 0.5.
Note that First-Edge+ may not terminate as soon as we have inferred enough edges,
even in the event that all true positives have been found, an effect that degrades its
precision performance. To prevent this, we keep a variable T , which can be thought of
as the temperature of the inference process. Let M be a counter of the edges inferred at
any given time during the inference process, and Eˆ be an estimate of the total number of
edges, computed using the degree reconstruction algorithm in the pre-processing phase.
We define T = M
Eˆ
and run the algorithm as long as T < 1.0. In addition, whenever we
infer a new edge, we flip a coin and remove, with probability T , a previously inferred
edge with the lowest estimated probability of existence. Thus, while the network is
“cold”, i.e., many undiscovered edges, edges are rapidly added and a few are removed,
which boosts the recall. When the network is “warm”, i.e., the number of inferred edges
approaches |E|, we carefully select edges by exchanging previously inferred ones with
better choices, thereby contributing to the precision.
Figure 3.2 contrasts the performance of First-Edge, First-Edge+ and an existing
network algorithm, NETINF [60], with respect to the F1 measure. NETINF requires the
number of edges in the network as input, and thus we give it an advantage, by setting
5The exact probability depends on the number of edges between each of the nodes u1, . . . , uk and the
rest of the graph.
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the number of edges to the true cardinality of edges for each network.
In Figures 3.2(a) and 3.2(b), we observe that, as First-Edge+ and NETINF are less
conservative, their F1 performances have an advantage over First-Edge for small num-
bers of traces, with First-Edge+ approaching the performance to NETINF. Interestingly,
in Figure 3.2(c), we see that First-Edge and First-Edge+ achieve perfect tree inference
with roughly 5, 000 traces, which reflects a trace complexity in Ω(n) rather than in
O(log n), which is the trace complexity of Algorithm 1.6 This result illustrates the rele-
vance of the algorithms for special cases we developed in Section 3.4. Last, we observe
that Gn,p random graphs seem to have very large trace complexity. This is shown in
Figure 3.2(d), where neither our algorithms nor NETINF can achieve high inference
performance, even for large numbers of traces.
In accordance with our discussion in Section 3.3.1, we confirm that, in practice,
we need significantly fewer than n ∗ ∆ traces for inferring most of the edges. It is
perhaps surprising that First-Edge+, which is extremely simple, achieves comparable
performance to the more elaborate counterpart, NETINF. In addition, while NETINF
reaches a plateau that limits its performance, First-Edge+ approaches perfect inference
as the number of traces goes to Ω(n∆). In the cases in which NETINF achieves higher
performance than First-Edge+, the latter is never much worse than the former. This
presents a practitioner with a trade-off between the two algorithms. For large networks,
while First-Edge+ is extremely easy to implement and makes network inferences (in a
preemptive fashion) in a matter of seconds, NETINF takes a couple of hours to run to
completion and requires the implementation of an elaborate algorithm.
6In our experiments Algorithm 1 consistently returned the true edge set without false positives with
O(log n) traces for various networks of various sizes. Therefore, in the interest of space we omit the data
from these experiments.
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3.6 Discusssion
Our goal is to provide the building blocks for a rigorous foundation to the rapidly-
expanding network inference topic. Previous works have validated claims through ex-
periments on relatively small graphs as compared to the large number of traces utilized,
whereas the relation that binds these two quantities remains insufficiently understood.
Accordingly, we believe that a solid foundation for the network inference problem re-
mains a fundamental open question, and that works like [102], as well as ours, provide
the initial contributions toward that goal.
Our results have direct applicability in the design of network inference algorithms.
More specifically, we rigorously study how much useful information can be extracted
from a trace for network inference, or more generally, the inference of network proper-
ties without reconstructing the network, such as the node degree distribution. We first
show that, to perfectly reconstruct general graphs, nothing better than looking at the
first pair of infected nodes in a trace can really be done. We additionally show that the
remainder of a trace contains rich information that can reduce the trace complexity of
the task for special case graphs. Finally, we build on the previous results to develop ex-
tremely simple and efficient reconstruction algorithms that exhibit competitive inference
performance with the more elaborate and computationally costly ones.
Some open technical questions stemming from our work are immediately apparent.
For instance, what is the true lower bound for perfect reconstruction? Is itO(n2),O(n∆)
or some other bound which, in the case of the clique, reduces to what we have shown?
And, are there other meaningful statistics apart from the degree distribution that can be
efficiently recovered? For graphs with maximum degree ∆, our perfect reconstruction
algorithm has running time exponential in ∆: is this exponential dependence necessary?
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And while the algorithm’s trace complexity is polynomial in ∆, the upper bound of
O˜(∆9) proven here is far from matching the lower bound Ω(∆2−); what is the correct
dependence of trace complexity on ∆? The bounded-degree restriction, while natural,
is unlikely to be satisfied by real-world networks; is perfect reconstruction possible for
the types of graphs that are likely to occur in real-world situations?
Perhaps the most relevant avenue for future research in our context is to go beyond
the notion of perfect reconstruction. This notion, while quite reasonable as a first step,
is not flexible enough to be deployed in practical situations. One would need to take
into account the possibility of accepting some noise, i.e. some false positives as well
as false negatives. So the main issue is to look for algorithms and lower bounds that
are expressed as a function of the precision and recall one is willing to accept in an
approximate reconstruction algorithm.
Finally, it would be very interesting to develop similar results, or perhaps even a
theory, of trace complexity for other types of information spreading dynamics.
3.7 Appendix: Proofs from Section 3.3.2
We start by proving Lemma 3.3.2, which is the combinatorial heart of our lower bound.
Proof of Lemma 3.3.2. Points 1, 2, 4 are either obvious or simple consequences of point
3, which we now consider. For a ≥ 2, let Pa,b be the probability that 1, 2 appear (in
any order) in the positions a, b conditioned on the starting node being different from
1, 2. Moreover, let P1,b the probability that 1, 2 appear (in any order) in the positions 1, b
conditioned on the starting node being one of 1, 2. Then pa,b = n−2n Pa,b, for a ≥ 2, and
p1,b =
2
n
P1,b.
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We now compute Pa,b. First, we assume a = 1. Them
P1,b =
b−1∏
i=2
i · (n− i− 1)
(i− 1) · (n− i) + (n− i− 1) ·
b− 1
(b− 1)(n− b) + (n− b− 1) .
Now assume that a ≥ 2. We have:
Pa,b =
a−1∏
i=1
i(n− i− 2)
i(n− i) ·
a2
a(n− a)
·
b−1∏
i=a+1
i · (n− i− 1)
(i− 1)(n− i) + (n− i− 1) ·
b− 1
(b− 1)(n− b) + (n− b− 1) .
By telescoping, specifically by
∏t
i=s
n−i−2
n−i =
(n−t−1)(n−t−2)
(n−s)(n−s−1) , we can simplify the
expression to:
Pa,b = 2· n− a− 1
(n− 1)(n− 2) ·
b−1∏
i=a+1
i · (n− i− 1)
(i− 1)(n− i) + (n− i− 1) ·
b− 1
(b− 1)(n− b) + (n− b− 1) .
Moreover, by trying to simplify the product term, and by collecting the binomial, we
get:
Pa,b =
n− a− 1(
n−1
2
) · b−1∏
i=a+1
1
1 + i−1
i(n−i−1)
· b− 1
(b− 1)(n− b) + (n− b− 1) a ≥ 2
Then, observe that for each a ≥ 1, b > a, (and, if a = 1, b ≥ 3) we have:
pa,b =
(
1±O
(
1
n
))
· n− a− 1(n
2
) · b−1∏
i=a+1
1
1 + i−1
i(n−i−1)
· b− 1
(b− 1)(n− b) + (n− b− 1)
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We highlight the product inside pa,b’s expression:
pia,b =
b−1∏
i=a+1
1
1 + i−1
i(n−i−1)
=
b−1∏
i=a+1
1
1− 1
i(n−i)
·
b−1∏
i=a+1
(
1
1 + i−1
i(n−i−1)
·
(
1− 1
i(n− i)
))
=
b−1∏
i=a+1
1
1− 1
i(n−i)
·
b−1∏
i=a+1
(
i(n− i− 1)
i(n− i)− 1 ·
i(n− i)− 1
i(n− i)
)
=
b−1∏
i=a+1
1
1− 1
i(n−i)
·
b−1∏
i=a+1
n− i− 1
n− i =
b−1∏
i=a+1
1
1− 1
i(n−i)
·
b−1∏
i=a+1
1
1 + 1
n−i−1
=
n− b
n− a− 1 ·
b−1∏
i=a+1
1
1− 1
i(n−i)
.
We take the product of the denominators of the ratios, obtaining:
b−1∏
i=a+1
(
1− 1
i(n− i)
)
≥
n−1∏
i=1
(
1− 1
i(n− i)
)
≥ 1−O
(
lnn
n
)
.
Therefore, we have
pia,b =
(
1 +O
(
lnn
n
))
n− b
n− a− 1 .
We now turn back to pa,b expressions. Plugging in our approximation of pia,b, we
get:
pa,b =
1 +O
(
lnn
n
)(
n
2
) · b− 1
b− 1 + n−b−1
n−b
.
The term b−1
b−1+n−b−1
n−b
is bounded within 1− 1
b
and 1. Therefore, if a ≥ 2, b ≥ a+ 1 (and
if a = 1, b ≥ 3), we have:
pa,b =
1 +O
(
lnn
n
)−O (1
b
)(
n
2
) .
Before moving on the two main Lemmas, we state (a corollary of) the Berry-Esseen
Theorem [27, 49] which will be a crucial part of their proofs.
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Theorem 3.7.1 (Berry-Esseen [27, 49]). Let Z1, . . . , Zn be independent random vari-
ables, such that E[Zi] = 0 for each i = 1, . . . , n, and such that A =
∑n
i=1E
[|Zi|3] is
finite. Then, if we let B =
√∑n
i=1 E[Z
2
i ] and Z =
∑n
i=1 Zi, we have that
Pr[Z > δ ·B] ≥ 1
2
−Θ
(
δ +
A
B3
)
,
and
Pr[Z < −δ ·B] ≥ 1
2
−Θ
(
δ +
A
B3
)
.
We will now use our Lemma 3.3.2, and the Berry-Esseen Theorem (Theorem 3.7.1),
to prove Lemma 3.3.3.
Proof of Lemma 3.3.3. Let `a,b be the number of traces having one of the nodes in {1, 2}
in position a, and the other in position b. Then,
∑n
b=2
∑b−1
a=1 `a,b = `. We start by
computing the likelihoodsL0,L1 ofP assuming that the unknown graph is, respectively,
G0 or G1. We proved in Lemma 3.3.2, that the two likelihood of a trace only depends
on the positions of 1 and 2. Therefore, if pa,b is the probability of obtaining a trace with
1, 2-positions equal to a, b in the graph G1, we have:
L0(P)
L1(P) =
(
n
2
)−1∏n−1
a=1
∏n
b=a+1 p
`a,b
a,b
=
n−1∏
a=1
n∏
b=a+1
(1 + d(a, b))−`a,b .
Regardless of the unknown graph, we have that the probability that there exists b <
β = Θ(
√
log n) for which there exists at least one a < b such that `a,b > 0 is at most
O
(
` · β2
n2
)
= o
(
log−1 n
)
. We condition on the opposite event. Then,
R = ln L0(P)
L1(P) =
(
n
2
)−1∏n
b=β
∏b−1
a=1 p
`a,b
a,b
= −
n∑
b=β
b−1∑
a=1
(`a,b ln(1 + d(a, b)))
= −
n∑
b=β
b−1∑
a=1
(
`a,b
(
d(a, b) +O
(
d(a, b)2
)))
,
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where d :
(
[n]
2
)→ R be the function defined in the statement of Lemma 3.3.2.
We aim to prove that the random variable R is sufficiently anti-concentrated
that, for any unknown graph Gi, the probability that Pr[R > 0|Gi] > 12 ± o(1) and
Pr[R < 0|Gi] > 12 ± o(1). This will prove that one cannot guess what is the unknown
graph with probability more than 1
2
± o(1).
First, let X0 and X1 be two random variable having support
(
[n]
2
)
, the first uniform
and the second distributed like the distribution p of Lemma 3.3.2.
We will compute a number of expectations so to finally apply Berry-Esseen theorem.
First, recall that
∑n
b=2
∑b−1
a=1 d(a, b) = 0. Therefore,
E[d(X0)] = 0.
Moreover,
E[d(X1)] =
n∑
b=2
b−1∑
a=1
(pa,b · d(a, b)) =
n∑
b=2
b−1∑
a=1
(
1 + d(a, b)(
n
2
) · d(a, b)) .
Recall that
∑n
b=2
∑b−1
a=1 d(a, b) = 0. Then
E[d(X1)] =
(
n
2
)−1
·
n∑
b=2
b−1∑
a=1
d(a, b)2.
Therefore, E[d(X1)] ≥ 0. Moreover,
E[d(X1)] ≤ O
Θ(n/ lnn)∑
b=2
(
b
n2
·
(
1
b
)2)
+
n∑
b=Θ(n/ lnn)
(
b
n2
·
(
lnn
n
)2) = O( ln2 n
n2
)
.
It follows that, for i = 0, 1, we have
0 ≤ E[d(Xi)] ≤ O
(
ln2 n
n2
)
.
We now move to the second moments. First observe that, for i = 0, 1,
E[d(Xi)
2] = Θ
((
n
2
)−1 n∑
b=2
b−1∑
a=1
p2a,b
)
.
103
We lower bound both E[d(X0)2] and E[d(X1)2] with
E[d(Xi)
2] = Ω
 n∑
b=Θ(n/ lnn)
(
b
n2
·
(
lnn
n
)2) = Ω( ln2 n
n2
)
.
Analogously, we have that E[d(X0)2] and E[d(X1)2] can both be upper bounded by
O
Θ(n/ lnn)∑
b=2
(
b
n2
·
(
1
b
)2)
+
n∑
b=Θ(n/ lnn)
(
b
n2
·
(
lnn
n
)2) = O( ln2 n
n2
)
.
We then have, for i = 0, 1,
E[d(Xi)
2] = Θ
(
ln2 n
n2
)
.
Moreover, the variance of d(Xi), i = 0, 1, is equal to S2 = Θ
(
ln2 n
n2
)
.
By linearity of expectation, regardless of the unknown graph, if we let C =
Θ
(
` · ln2 n
n2
)
, we have that
−C ≤ E[R] ≤ C.
We upper bound both E[|d(X0)|3] and E[|d(X1)|3] with
O
Θ(n/ lnn)∑
b=2
(
b
n2
·
(
1
b
)3)
+
n∑
b=Θ(n/ lnn)
(
b
n2
·
(
lnn
n
)3)
≤ O
(
1
n2
+
ln3 n
n3
)
= O
(
1
n2
)
.
It follows that
K = E[|d(Xi)− E[d(Xi)]|3] ≤ E[max(8|d(Xi)|3, 8|E[d(Xi)]|3))]
≤ O
(
max
(
E[|d(Xi)|3], ln
6 n
n6
))
≤ O
(
1
n2
)
.
Now, we apply the Berry-Esseen bound with A ≤ `K = o ( 1
ln2 n
)
and B =
Θ(
√
`S2) = Θ(1). We compute the error term of the Berry-Esseen theorem:
A
B3
≤ O
(
1
ln2 n
)
= o(1).
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Therefore, R will behave approximately like a gaussian in a radius of (at least) ω(1)
standard deviations B around its mean. Observe that the standard deviation B satisfies
B = Θ
(√
C
)
. Since C = o(1) (by ` = o
(
n
ln2 n
)
), we have B = ω(C). Therefore,
regardless of the unknown graph, the probability thatR will be positive is 1
2
± o(1).
We finally prove Lemma 3.3.4, which deals with the likelihoods of the waiting times
in the traces.
Proof of Lemma 3.3.4. Let f0(x) = te−tx and f1(x) = (t− 1)e−(t−1)x be two exponen-
tial density functions with parameters t and t− 1. Since we will be considering ratio of
likelihoods, we compute the ratio of the two densities:
f0(x)
f1(x)
=
(
1 +
1
t− 1
)
· e−x.
Observe that, if q = o(t), it holds that(
f0(
1
t
)
f1(
1
t
)
)q
= 1 +
q
2t2
+ o
( q
t2
)
. (3.11)
Let δi,j = 1 if, in the jth trace, exactly one of the nodes in {1, 2} was within the first
i informed nodes; otherwise, let δi,j = 0. Then `i =
∑`
j=1 δi,j .
For i = 1, . . . , n − 1 and j = 1, . . . , `i, let ti,j be the time waited (from the last
time a node was informed) to inform the (i + 1)th node in the jth of the traces having
exactly one of the two nodes 1, 2 in the first i positions. By the memoryless property
of the exponential random variables, and by the fact that the minimum of n iid Exp(λ)
random variables is distributed like Exp(nλ), we have that (once we condition on the
`i’s) the ti,j’s variables are independent, and that ti,j is distributed like Exp(cλ) where
c is the size of the cut induced by the first i nodes of the jth trace (of those having
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one of the nodes 1, 2 within the first i nodes). Further, from the scaling property of the
exponential random variables, we have that λti,j is distributed like Exp(c).
Let T = λ ·∑n−1i=1 ∑`ij=1 ti,jδi,j . Let T0 be the random variable T conditioned on
G0, and let T1 be the random variable T conditioned on G1 (observe that, since T is
conditioned on `1, . . . , `n−1, both T0 and T1 will also be conditioned on `1, . . . , `n−1).
Then,
T0 =
∑
i,j
δi,j=1
(λti,j) =
∑
i,j
δi,j=1
Exp(i · (n− i)) =
n−1∑
i=1
`i∑
j=1
Exp(i · (n− i)),
T1 =
∑
i,j
δi,j=1
(λti,j) =
∑
i,j
δi,j=1
Exp(i · (n− i)− 1) =
n−1∑
i=1
`i∑
j=1
Exp(i · (n− i)− 1).
Now, letX be distributed like Exp(x), for some x > 0. In general, we haveE[Xk] =
k!
xk
. If we let Y = X − E[X], we obtain E[Y ] = 0. Moreover, we have
E[Y 2] = E[X2]− 2E[X]E[X] + E[X]2 = E[X2]− E[X]2 = 2
x2
− 1
x2
= x−2.
We also have,
E[|Y |3] = E [|X − E[X]|3]
≤ E [(X + E[X])3] = E [X3 + 3X2E[X] + 3XE[X]2 + E[X]3]
= E[X3] + 3E[X2]E[X] + 4E[X]3 = 16x−3,
where the inequality follows from X ≥ 0.
Let us consider Tk, k = 0, 1. They are the sum, over i = 1, . . . , n − 1, of `i
independent exponential random variables with parameters i · (n− i)− k. If we center
each of those variables in 0 (that is, we remove the expected value of each exponential
106
variable), obtaining — say — variables Yk,i,j = Exp(i · (n− i)− k)− 1i·(n−i)−k , we can
write Tk as:
Tk =
n−1∑
i=1
`i
i · (n− i)− k +
n−1∑
i=1
`i∑
j=1
Yk,i,j = E[Tk] +
n−1∑
i=1
`i∑
j=1
Yk,i,j.
Let us bound the absolute difference between the expected values of T0 and T1,
recalling that `i = Θ(αi(n− i)), for each i = 1, . . . , n− 1:
E[T1]− E[T0] =
n−1∑
i=1
(
`i ·
(
1
i(n− i)− 1 −
1
i(n− i)
))
(3.12)
=
n−1∑
i=1
`i
i2(n− i)2 − i(n− i) = Θ
(
α · log n
n
)
= D. (3.13)
We now aim to show that Pr[Tk > E[T0]] = 12 ± o(1), for both k = 0 and k = 1. To
do so, we use the Berry-Esseen theorem (Theorem 3.7.1). We apply it to our collection
of variables Yk,i,j (which will play the Zi variables’ role in the Berry-Esseen theorem).
We get:
A ≤ O
(
n−1∑
i=1
`i
i3(n− i)3
)
,
and
B = O

√√√√n−1∑
i=1
`i
i2(n− i)2
 .
Therefore,
A ≤ O
(
α ·
n−1∑
i=1
1
i2(n− i)2
)
= O
(
α · n−2) ,
and
B = Θ

√√√√α · n−1∑
i=1
1
i(n− i)
 = Θ(√α · log n
n
)
.
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Therefore, A
B3
≤ O
((
αn log3 n
)− 1
2
)
. We set δ = 1√
logn
. Then, for each k, k′ ∈
{0, 1}, the probability that Tk exceeds E[Tk′ ] by at least Ω
(√
α logn
n
)
is at least 1
2
−
Θ
(
1√
logn
)
= 1
2
− o(1).
Now consider, the likelihoods L0, L1 of the sequence of waiting times with each of
the two graphs. We have:
L0(W) =
n−1∏
i=1
∏`
j=1
(λ · i · (n− i) · e−λi(n−i)ti,j)
L1(W) =
n−1∏
i=1
∏`
j=1
(λ · (i · (n− i)− δi,j) · e−λ(i(n−i)−δi,j)ti,j)
Then,
L0(W)
L1(W) =
n−1∏
i=1
`i∏
j=1
((
1 +
1
i · (n− i)− 1
)
· e−ti,j
)
=
n−1∏
i=1
`i∏
j=1
((
1 +
1
i · (n− i)− 1
)
· e− 1i(n−i)
)
·
n−1∏
i=1
`i∏
j=1
e−ti,j+
1
i(n−i)
=
n−1∏
i=1
((
1 +
1
i · (n− i)− 1
)`i
· e− `ii(n−i)
)
·
n−1∏
i=1
`i∏
j=1
e−ti,j+
1
i(n−i)
Since `i = o (i · (n− i)), we can apply Equation (3.11), and the former product equals
L0(W)
L1(W) =
n−1∏
i=1
(
1 + Θ
(
`i
i2 · (n− i)2
))
·
n−1∏
i=1
`i∏
j=1
e−ti,j+
1
i(n−i)
=
n−1∏
i=1
(
1 + Θ
(
α
i · (n− i)
))
·
n−1∏
i=1
`i∏
j=1
e−ti,j+
1
i(n−i)
The former product simplifies to 1±Θ (α · logn
n
)
= 1± o(1). Therefore,
L0(W)
L1(W) = (1± o(1)) · e
∑n−1
i=1
`i
i(n−i)−T
= (1± o(1)) · eE[T0]−T .
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Therefore, L0(W) > L1(W) if T ≤ E[T0] − 1, and L0(W) < L1(W) if T ≥
E[T0] + 1. We have that |E[T0 − T1]| ≤ D = Θ
(
α · logn
n
)
; moreover, the probability
that the difference between T and its expectation is at least 2D, and the probability that
it is at most−2D, are both 1
2
−o(1), since the standard deviation B satisfies B = ω(D).
Therefore, the probability that the likelihood of graph G0 is higher than the likeli-
hood of graph G1 is 12 ± o(1), regardless of whether the unknown graph was G0 or G1.
The proof is concluded.
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CHAPTER 4
ON THE INTERNET DELAY SPACE DIMENSIONALITY
Network latency plays a central role in the design of a large class of Internet services as
their performance is sensitive to the choice of the communicating participants, among
a much larger set of alternatives. In light of this, coordinate-based network positioning
systems have received considerable attention in the past few years [38, 40, 106, 116,
124, 131]. These approaches aim at providing a compact representation of the Internet
delay space (i.e., the matrix of measured round-trip latencies between Internet hosts) by
modeling the network as contained in a vector space. In this process, known as network
embedding, each node is assigned a coordinate in a host metric space (e.g., Euclidean
space) in such a way that the geometric distance between any two nodes estimates the
real latency between them within a tolerable degree of error.
However, coordinate-based systems inherently suffer from embedding distortion, in-
stability, slow convergence, and disappointing accuracy, as pointed out by [85] and [92].
Moreover, as discussed in [94] and [127], some aspects of the Internet graph make it dif-
ficult to model as a well-defined geometric object. As a result, these obstacles motivate
positioning systems without coordinates [94,95,118,144] as a more functionally viable
alternative due to their improved accuracy, despite the fact that they are often measure-
ment intensive and, in some cases, some types of queries are not available to network
participants (e.g., the prediction of distances between any two other arbitrary nodes.).
As a way of understanding the potentialities and limitations of coordinate-based
systems, this work investigates a critical aspect influencing the effectiveness of this ap-
proach, namely the dimensionality properties of the Internet delay space. The main
component of coordinate-based systems consists of an embedding algorithm for which
the number of dimensions of the host metric space (denoted hereafter by d) is a tunable
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parameter.
Embeddings with different numbers of dimensions result in different degrees of ac-
curacy, since distance matrices posses a minimum intrinsic dimensionality [40,106,131].
In addition, since embedding techniques are based on some variation of an optimization
problem aimed at minimizing the prediction error, the algorithms suffer from the curse
of dimensionality. That is to say that the algorithm’s complexity increases with the
number of dimensions to the point that it becomes unable to deal with the overwhelm-
ing number of degrees of freedom to explore. Often times, this phenomenon is due to
the unnecessary inflation of the metric space [25]. Finally, the convergence time, which
increases with d, affects the stability of coordinates and the adaptability to changes,
thereby affecting the reliability of the predictions [40, 85].
Previous studies indicated that embeddings of the Internet delay space can be created
using 5 to 9 dimensions with reasonably low distortion in a Euclidean space [106, 131].
Dabek et al. [40] demonstrated that augmenting the embedding with height vectors,
which are thought of as distance penalties incurred by traversing the last-mile access
links in the Internet topology, allows one to use a lower-dimensional Euclidean space
while retaining a similar level of accuracy. The application of Principal Component
Analysis (PCA) [130] reveals the same dimensionality values [131].
However, this work prompts many questions which are still elusive: Can the di-
mensionality of the network be determined by embedding it into a host metric such as
Euclidean space, or is there a more robust way of defining dimensionality, independent
of the choice of host metric? Is the observed number of dimensions that produces low
distortion embeddings in [40, 106, 131] optimal? More importantly, what properties of
the Internet contribute to its dimensionality?
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The characterization of the Internet delay space dimensionality, apart from its impli-
cations to the performance of coordinate systems, is by itself a topic of practical interest
as it uncovers properties and opens new questions on the nature and complexity of the
network [115].
As illustrated by [132], certain features of the Internet can be deduced purely from
its delay-space geometry. For example, the partition of Internet hosts according to con-
tinents can be approximately reconstructed by clustering unlabeled distance data. As
another example, it is unknown how much empty space is left by embedding the Inter-
net using the current algorithms. If the empty space is significantly large, then extra
overhead and complexity are being unnecessarily incurred by positioning systems. In
addition, previous studies — as well as ours — have focused on datasets with up to a
few thousand data points. However, theoretical results assert that in the worst case, the
number of dimensions and distortion of an embedding increase logarithmically with the
cardinality of the point set [32]. Therefore, a practical characterization issue, also critical
for synthetic delay space generation purposes [146], is whether or not the dimensional-
ity behavior and embedding distortion observed in previous studies will remain invariant
with scaling to millions of nodes. Finally, the performance of positioning systems with-
out coordinates also benefits from the characterization of the delay space geometry. For
instance, the scaling guarantees of Meridian [144] are based on the assumption of a
doubling metric whose main parameter is its dimensionality.
Tang and Crovella [132], and Huffaker et al. [69] demonstrated that geographic
location (henceforth, geolocation) is a strong component to the Internet delay space.
However, due to routing inefficiencies, caused by sub-optimal behavior of protocols,
wide-area routing policies, and triangle inequality violations [131,137,146], great circle
distances are not able to fully explain the Internet delay space dimensionality behavior.
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If this is the case, what other forces play a role in the dimensionality behavior?
This chapter presents measurements and analysis to shed insight on these questions.
We study the Internet dimensionality, defined as an intrinsic property of the distance
matrix. This constitutes a geometrical invariant which does not refer to an external host
metric space, such as Euclidean space, and does not include any structural distortions
and unnecessary dimensionality inflation incurred by the embedding algorithms. We
also study tools for exploring how and to what extent network properties drive the de-
lay space dimensionality behavior. Using datasets obtained via the King [64] method,
we compare four intrinsically-defined measures of dimensionality with the dimension
obtained using network embedding techniques (such as Vivaldi [40]). We present three
main conclusions. First, based on its power-law behavior, the structure of the delay
space is best described by fractal measures of dimension, which measure a dimension-
ality intrinsic to the dataset, rather than by integer-valued parameters, such as the em-
bedding dimension or PCA. Second, the intrinsic dimension is much smaller than the
dimension predicted by the latter methods (estimated to lie between 4 and 7): in fact,
by some measures, the intrinsic dimension is less than 2. Third, we quantify to what
extent geolocation drives the dimensionality behavior and we present observations that
suggest how the AS topology is reflected in the delay space. More specifically, we
show that subsets of the data which can reach each other without going through a tran-
sit link between two Tier-1 providers consistently exhibit lower fractal dimension than
the combined delay space, and that no such dimensionality reduction is achieved when
partitioning according to geolocation. Given the properties observed above, we finally
show evidence that fractal measures of dimensionality, due to their sensitivity to non-
linear structures, display higher precision for measuring the influence of subtle features
of the delay space geometry which are not captured by other dimensionality measures.
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The rest of this chapter is organized as follows. Section 4.1 presents the related work,
Section 4.2 describes our experimental methodology, and Section 4.3 describes the no-
tions of dimensionality we use in this work. Finally, Section 4.4 applies the proposed
metrics to study delay space features, and Section 4.5 offers our conclusions.
4.1 Related Work
The first work to propose network embedding for the Internet was GNP (Global Network
Positioning) [106]. In this work, Ng and Zhang tackle the complexity of the embedding
by incrementally determining the coordinates of participants with respect to a set of a
few previously chosen nodes (beacons or landmarks). These infrastructure nodes mea-
sure their inter-distance and determine their coordinates in some d-dimensional metric
space. As a result they function as references in space so that subsequent incoming
nodes can determine their own coordinates. This is done via a non-linear optimization
problem that aims at minimizing the overall discrepancy between the geometric and
measured distances. Hence, arriving participants compute the same minimization prob-
lem to determine their own absolute coordinates, by actively measuring their distance
to the already-oriented beacons. Later on, a theoretical justification for the success of
this approach was given by Kleinberg, Slivkins, and Wexler [75]; we discuss their work
in greater detail below. Other examples of systems with similar scope are [38], [116],
and [124].
On comparing the distributions of relative errors incurred by GNP using different
number of dimensions, Ng and Zhang indicate that for the dataset studied, the best
results were achieved using 7 to 9 dimensions.
Tang and Crovella [131] address the complexity and cost of network embedding by
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proposing the Lipschitz embedding. This method relies on the assumption that, by the
triangle inequality, two nearby points, say a and b, have similar distance to a third point
x, that is |d(a, x) − d(b, x)| ≤ |d(a, b)| and is defined in terms of a set D of subsets
of a point set X . The distance function d defines the distance from a point x to one of
the sets Li ∈ D as the distance from x the nearest point of Li. Thus, the embedding
is the mapping φ(x) = [d(x, L1), d(x, L2), ..., d(x, L|D|)], where |D| corresponds to the
dimensionality of the embedding. When every Li is a singleton, each element represents
a beacon and, therefore, component j of vector ~xi is actually the measured distance from
x to landmark j.
Since the number of dimensions required by the above embedding is high, the au-
thors apply PCA, discussed in Section 4.3.3, to determine an r-dimensional space (where
r  n) in which the data can be approximated with low loss of accuracy. As a result,
each ~xi is transformed into a ~yi, where each component of the latter is a linear com-
bination of the distances to landmarks. Thus, they can be seen as distances to virtual
landmarks. The method is evaluated using several real Internet datasets, and the number
of dimensions that capture most of the overall variation of the data is between 7 and 9,
incurring mean relative errors of 8 to 25 percent, consistent across the different datasets.
Subsequently, Dabek et al. proposed Vivaldi [40], which is a coordinate-based sys-
tem that uses a mass-spring relaxation problem to determine the coordinates of nodes.
In spite of using beacons, like GNP, Vivaldi has the advantage of not requiring fixed
nodes serving this role and provides a degree of accuracy that is competitive with that of
GNP. More interestingly, the authors propose the idea of unidirectional height vectors
to augment the geometric model. Intuitively, the core of the network is mapped into
a vector space as before whereas the borders of the network are assigned heights that
penalize the distances of access link traversals. As a result, nodes can be placed up or
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down in order to accommodate conflicting distances in low dimensionality. It has been
shown that this approach was able to embed the dataset considered into 2-space plus
heights with competitive accuracy as compared to the embedding into 5-space.
The Vivaldi project also explores alternative geometric spaces, such as spherical and
cylindrical, given that curved spaces resembles the surface of the globe around which
the Internet is deployed. However, since most of the core links are centered in the U.S.
and Europe, and due to the fact that there is no communication passing through the
poles, the Internet does not wrap around the earth and, therefore, it has been shown that
these approaches are no better than simply fitting the network into a plane space. Shavitt
and Tankel explore embeddings in hyperbolic space [125] which accommodate distance
conflicts in low dimensional spaces, achieving a similar level of success as the height
vectors.
More recently, studies quantified the inaccuracy produced by current positioning
systems. Ledlie, Gardner, and Seltzer demonstrated [85] that the relative errors increase
with the cardinality of the set of hosts, and that the convergence to and maintenance of
stable coordinates produced by the embedding algorithms are barriers to the effective-
ness of such systems. Lua et al. [92] confirm that the degree of inaccuracy is beyond
tolerable and propose metrics to quantify this fact, which is otherwise hidden by analyz-
ing cumulative distributions of relative errors.
Zhang et al. characterized the delay space and proposed a synthetic data genera-
tor that improves upon existing topology generators [146]. Later on, the same group
studied the impact of triangle inequality violations found in the delay space on overlay
networks [137].
There is a rich body of theoretical work on questions regarding the existence of low-
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distortion embeddings of finite point sets into Euclidean space and other host metrics,
as well as the computational complexity of algorithms for computing such embeddings.
The starting point for much of this research is Bourgain’s famous theorem [32] that
every metric space of cardinality n may be embedded with distortion O(log n) in a
Euclidean space of dimension O(log n). A randomized algorithm for computing such
an embedding was supplied by Linial, London, and Rabinovich [91]; the algorithm is
based on semidefinite programming combined with a random-projection method due to
Johnson and Lindenstraus [71]. Although there has been progress on the problem of
minimizing the additive distortion, i.e. the maximum additive error over all pairs of
points, the corresponding problem of computing low multiplicative distortion embed-
dings into lower-dimensional spaces — e.g. Euclidean spaces of dimension o(log n) —
is an algorithmic problem of daunting complexity. Indeed, it is NP-hard to approximate
the minimum-distortion embedding of an n-point metric into a d-dimensional Euclidean
space within an approximation factor less than Ω(n1/12) [70]. Finally, several recent pa-
pers [7,75] have considered the problem of computing embeddings with slack, in which
an ε fraction of all distances may be arbitrarily distorted and the rest must satisfy a low-
distortion guarantee. This work, which uses beacon-based embedding techniques a la
GNP, culminated in a theorem that every finite metric space admits an embedding in
O
(
log2 1
ε
)
dimensions with O
(
log 1
ε
)
distortion and ε slack. Note that both the distor-
tion and the dimensionality of the host metric in this theorem are still too high to be of
practical value for network coordinate systems.
In Section 4.3 we study the power-law behavior of the delay space and its relation-
ship with fractal dimensions. Many different power laws and self-similar phenomena
have been documented in the literature on Internet measurement. Examples include
power laws in the distribution of packet rates on an Ethernet link [143], inter-arrival
times for FTP connections and TELNET packets [114], HTTP connections [39], differ-
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ent aspects of the Internet topology [52], and round-trip measurements in a time series
of pings between a single pair of hosts [6].
The measures of fractal dimensions used in this work were also used by Belussi and
Faloutsos [26]. Their work demonstrated that when spatial datasets behave like fractals
(defined in Section 4.3.2) over a wide range of distances, one can use measurements of
their fractal dimensions to rapidly estimate the spatial selectivity in range queries.
To the best of our knowledge, our work is the first to study the underlying dimen-
sionality of the Internet delay space as a separate issue from the embedding of this delay
space in any particular metric space, the first to document power laws in the Internet
delay space and to apply fractal geometry to its characterization, and the first to explore
the impact of the Internet’s AS-level topology on its delay-space geometry. The dimen-
sionality revealed by our techniques is significantly lower than the dimensionality of the
embeddings used in the prior work reviewed above [40,106,131], although the existence
of an algorithm that produces embeddings with this low dimensionality behavior is still
an open question.
4.2 Methodology
Our main analysis is based on the Meridian dataset presented by Wong, Slivkins, and
Sirer [144], and some of our findings are also supported by observations made using the
MIT King dataset [2, 40].
The Meridian dataset was collected between May 5-13 2004 via the King [64]
method, containing latency measurements between more than 5200 DNS servers. The
list of sites to measure was determined by randomly picking website names from a set of
118
593160 entries obtained from the DMOZ and Yahoo directories. The raw data consists
of a set of asymmetric measurements between pairs of DNS servers, that is, the RTT’s
in microseconds between two servers A and B, measured by recursively querying A
for domains served by B, and vice-versa. The number of asymmetric measurements
per pair varies between 1 and 20 entries with median 11. In order to create the matrix
used in this work, we took the union of the asymmetric measurements for each pair,
thereby making the dataset symmetric. We subsequently filtered out the pairs with less
than 10 measurements, in order to minimize biases due to queuing delays at routers or
DNS servers, and then computed the median of the symmetric measurements for the
remaining pairs. Finally, we approximate the largest clique in the resulting incomplete
matrix via a 2-approximation algorithm for the vertex cover problem (i.e., to eliminate
the missing entries by removing the minimum number of nodes), resulting in a all-pairs
matrix with 2385 hosts, annotated with their IP addresses, which we henceforth refer to
as “IPs” for brevity.
The MIT King dataset was first used to study Vivaldi’s behavior [40]. It was also col-
lected using the King method and contains measurements among 1953 hosts, selected
by finding the NS records of IP addresses of participants in a Gnutella network. Never-
theless, after applying the above data cleaning process, only 298 nodes remained in the
dataset. Although the size of this dataset does not allow us to use it for analyzing all the
aspects discussed in this work, it can still be used to support some of our findings.
We also merged the delay data in the Meridian dataset with the underlying AS topol-
ogy by obtaining a snapshot, from the same period the delay dataset was collected, of
the customer-provider AS graph from the CAIDA AS relationships dataset [5]. Us-
ing the combined data, we made a decomposition of the network into AS trees, each
rooted at one major Tier-1 Autonomous Systems (AS). Accordingly, each piece com-
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AS Meridian
AS# Name Hosts
2914 NTT Comm. 1212
209 Qwest 1227
3561 SAVVIS 1389
3356 Level 3 1454
7018 AT&T 1487
3549 Global Crossing 1515
701 Verizon 1529
1239 Sprint Nextel 1604
Table 4.1: List of the major Tier-1 AS together with the number of IPs in their
downstream networks represented in the Meridian dataset.
prises the Tier-1 network itself, together with its downstream network of AS customers.
After decomposing the whole network in this fashion, we classified the IPs found in the
Meridian dataset into each piece. The number of IPs found in each piece is summarized
on Table 4.11.
Notice that the sum of the number of IPs in each network exceeds the total number
of IPs in the dataset. This is because most of the IPs are located in multihomed networks
(i.e., are served by multiple providers). In fact, according to our data, more than 60% of
the customers have contracts with more than one provider, and the number of upstream
providers per network can be as high as 13. Thus, our decomposition does not consist
of a partition of the space, and, in fact, some of the subsets contain more than 50% of
the nodes in the whole clique.
We emphasize that the King method is a convenient way to obtain vantage points
1A recent result indicates that a single snapshot of the inferred AS topology map is believed to miss
around 10% of the customer-provider links involving Tier-1 and Tier-2 networks [107]. While this does
not lead to missclassification, it could possibly exclude the membership of some domains (and its down-
stream customers) in some of the pieces.
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using DNS servers, which are generally well-connected hosts. Thus, although its hosts
are geographically and topologically diverse, it can be argued that datasets collected
via King could only give us an approximate picture of the delay space geometry as
composed of core and edge networks. Furthermore, both datasets contains violations
of the triangle inequality to a degree consistent with that found in the characterizations
by [40], [131], [137], [144], and [146]. In addition, we analyze a static snapshot of the
network, which does not capture the effects of temporal instability of distances (i.e., due
to congestion, variable queuing time, path failures, etc).
The unavailability of Internet latency datasets is a major limitation to the study of
the dimensionality of the delay space. We have investigated the other publicly available
datasets of this kind but they are either limited in scale, i.e., do not contain a large
enough all-pairs matrix so that our analysis can be applied, or they are not annotated
with IP addresses, which makes the above decomposition impossible.
In order to analyze the geographic component of the delay space, we queried the
hostip.info database [1] for the IPs contained in the Meridian dataset, obtaining their lat-
itude and longitude at the time of writing. Since these IPs belong to DNS servers of large
domains that are not as likely to have their IPs reassigned as are smaller domains, we
resort to the assumption (not quantified) that a large fraction of the IPs contained in the
Meridian dataset were not reassigned since 2004. Even though we believe that this is a
reasonable approximation, it should be emphasized that, together with the fact that geo-
location is currently a process with high degree of inaccuracy, this could combine several
sources of error for the particular set of results in Section 4.4.1. Figure 4.4.1 presents a
coarse-grained visualization of the geolocation of nodes in the Meridian dataset.
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Figure 4.1: Geographic location of nodes in the Meridian dataset.
4.3 Dimensionality Measures
As a starting point for introducing the measures of dimensionality that we use in this
work, let us consider the following problem. Suppose that a surveyor chooses a set X
of 2500 random points in the plane and measures the distances between all pairs using a
method that introduces 5% relative error due to measurement noise. Given the matrix of
measurements, but not the coordinates of the actual points, how could one deduce that
the data came from a point set in 2 dimensions, rather than 1 or 3? We consider this
problem further in the following sections.
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4.3.1 Embedding dimension
An obvious answer to the question question posed in the previous section is: for d =
1, 2, 3, . . ., try to embed the points in d dimensions using an embedding algorithm such
as Vivaldi. Stop at the lowest dimension D which permits an embedding with small
quartiles of relative errors and let D denote the embedding dimension of the dataset.
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Figure 4.2: Percentiles of relative errors produced by Vivaldi using different val-
ues of d.
We applied this process to the Meridian dataset by embedding the network into Eu-
clidean space using Vivaldi, available as part of the P2Psim package [2]. We varied
the number of dimensions from 1D to 9D and Figure 4.2 presents the outcomes of this
experiment by displaying the 35-th, 50-th, 65-th, and 80-th percentiles of relative errors
incurred by embedding the whole delay space with different values of d (with the per-
centile values chosen in such a way that the discrepancy of the distributions could be
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well captured). In this plot, we can observe that there is a fast improvement in accuracy
up to d = 4 and a slow improvement up to d = 7. Surprisingly, after 7 dimensions, the
accuracy of the algorithm gets worse, exposing the threshold beyond which the curse of
dimensionality starts to affect the algorithm’s performance.
A benefit of this approach is that, if successful, it actually recovers the coordinates
of the original points (up to translations and rotations).
However, it also has many drawbacks: i) embedding algorithms are slow, even for
relatively small values of d. ii) Finding an embedding that minimizes distortion is com-
putationally intractable in the worst case [33]. iii) If the measured distances reflect a
metric other than the Euclidean distance (e.g. the hyperbolic metric or the Manhattan
metric), the algorithm may fail to find a low-distortion embedding in any dimension.
Moreover, by attempting to fit the distances precisely, the algorithm may produce a
high-dimensional embedding with lots of empty space, obscuring the fact that the points
of the embedding really lie in a lower dimensional subset of that space. For example, if
a point set X were located on a hilly terrain instead of a flat plane, the algorithm would
output an embedding using 3 dimensions despite the fact that all of the data lies along a
2-dimensional surface in 3-space.
Finally, the embedding may fail to reveal lower dimensional substructures which
constitute important features of the distance matrix. For example, suppose that the en-
tries of the distance matrix are estimates of the time required to walk between various
locations in an office building with several floors. The geometry of the office building
is most accurately modeled as a small number of 2-dimensional pieces (the floors) with
a small number of “gateways” (the stairwells) connecting these pieces together. Em-
bedding the distance matrix accurately in a Euclidean space would require at least 3
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(a) Unit Square, D2 ≈ 2
(b) Meridian matrix, D2 = 1.78 (c) MIT King Matrix, D2 = 1.97
Figure 4.3: Correlation Fractal Dimension, D2, of a) a set of 2500 random points
in a unit square, and the Internet delay space as represented by b) the
Meridian matrix and c) the MIT King matrix.
dimensions — probably more, since shortest paths in the office building are very dif-
ferent from shortest paths in 3-space — obscuring the inherent 2-dimensionality of the
office building’s floor plan. Like the office building, the Internet delay space is also
composed of smaller pieces (autonomous systems) which meet only at prescribed gate-
ways (customer-provider links and peering points). When representing the geometry
of the Internet delay space, one should not choose a representation which obscures this
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structure.
For purposes of estimating the dimensionality of a point set (rather than computing
coordinates to represent its points) there are several other, more lightweight, ways of
defining dimensionality using structural properties of the distance matrix itself, without
making reference to an outside “host metric” such as Euclidean space. These methods
also capture the effects of the intricate patterns mentioned above. We next introduce
these definitions of dimensionality, explaining the applicability of each and their degree
of accuracy for the solution to the problem introduced in the beginning of this section.
Although the following notions of dimensionality were introduced in the theory of met-
ric spaces (which assumes the triangle inequality), all of them have the desirable prop-
erty that they are applicable even in datasets (like ours) which contain triangle inequality
violations, often yielding meaningful results.
4.3.2 Correlation Dimension
Suppose we pick a random point x ∈ X and a radius r, and we count the number of
other points whose distance from x is at most r. If the points are random samples from
a bounded region in the plane, then the expected number of such points in a region is
proportional to its area. Hence the number of points within distance r of x should be
proportional to r2. For the same reason, in d dimensions, the number of points would be
proportional to rd. Hence, upon plotting the radius r against the number of pairs whose
distance is at most r in logscale (which we denote as the pair-count plot), for special
point sets which produce a straight line over a given range of interest, i.e., exhibit power-
law behavior, we can interpret the exponent of the power law, i.e., the slope of the line,
d, as reflecting the underlying d-dimensionality of the space represented by the given
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distance matrix. We refer to d as the pair-count exponent [26], which corresponds to the
Correlation Fractal Dimension, D2 [123], further discussed in Section 4.3.2.
Figure 4.3(a) illustrates the pair-count plot of a set of 2500 random points in a unit
square surface. Notice the presence of a power law that persists over three decimal
orders of magnitude, and observe that the exponent of this power law (i.e. the slope
of the line) is almost exactly equal to the dimension of the space from which points
were sampled, in accord with the theoretical prediction sketched above. In fact, for
all “Euclidean objects”, i.e. distance matrices obtained from uniformly-random point
clouds in Euclidean d-space, the fractal dimension matches the Euclidean dimension.
Figure 4.3 presents the pair-count plot of the Internet delay space as represented in
the Meridian and MIT King datasets.
The first striking feature of these plots is a power-law that persists roughly over two
orders of magnitude, i.e., from 3ms to 100ms (Note that this range of latencies includes
almost every Internet route that is not trans-oceanic). As a result, the Internet delay space
exhibits the desirable property that it can be measured by fractal metrics of dimension-
ality (see Section 4.3.2). The second unexpected observation is that the magnitude of its
dimensionality is less than 2, represented by the pair-count exponents D2 = 1.782 and
D2 = 1.975 in the Meridian and MIT King dataset respectively. The estimation of these
values contains errors to a degree that would not affect the conclusions derived in this
work. These dimensionality values are much smaller than the embedding dimension in-
dicates (i.e., between 4 to 7 dimensions), suggesting a different geometric picture of the
structure of the Internet delay space. Section 4.3.3 discusses the reasons for this discrep-
ancy. Finally, the power-law behavior, including the dimensionality value, is consistent
across random subsets of the data, as discussed in Section 4.4.2.
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The fractal measures can help us understand the weaknesses of embedding algo-
rithms by showing how they affect the properties of the original delay space. Accord-
ingly, upon computing the pair-count plot of the embedded network produced by Vivaldi
in 7 dimensions, we can observe how the resulting coordinate space does not preserve
the geometric properties of the original delay space and suffers a major dimensionality
inflation. Figure 4.4 shows the resulting pair-count plot of the delay matrix reconstructed
from the 7-space coordinates. Notice that the curve has a concave shape, thereby de-
viating from the power-law behavior of the original space. Moreover, the best effort to
measure its dimensionality, by finding the best straight line fit to the curve, results in a
pair-count exponent of value 5.46.
Figure 4.4: Pair-count plot of the Meridian dataset embedded into the Euclidean
7-space via Vivaldi.
Although the Internet hosts live in a sphere that can be described by two coordinates
in spherical space, the values near 2 found for the delay space dimensionality are not a
reflection of the 2-dimensional structure of a sphere’s surface. This phenomenon would
be further explored in Section 4.4.1.
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(a) Hausdorff Dimension, D0 = 1.51
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Figure 4.5: Measures of dimensionality applied to the Meridian matrix: a) the
Hausdorff dimension computed by the greedy set cover plot, and b)
Principal Component Analysis (PCA) applied to the Meridian matrix.
Fractal Dimensions
The previous section introduced a measure of dimensionality which was based on mea-
suring the exponent of a power law arising in distance data. In general, this power law
does not necessarily arise and, when it does, it need not have an integer exponent. Point
sets whose pair-count plots display a power law are called fractals.
The correlation dimension is just an example from among an infinite family of fractal
dimensions Dq, indexed by a non-negative number q. Formally, if µ is a fractal measure
on a set Y and A1, A2, . . . , AN is a partition of Y into pieces of diameter less than r,
with µ(Ai) = pi for i = 1, 2, . . . , N , then2
Dq(Y ) =
1
q − 1 limr→0
log
(∑N
i=1 p
q
i
)
log r
. (4.1)
2The case q = 1 is exceptional. In equation (4.1) when q = 1, one uses the log of the entropy of the
distribution {pi} in the numerator and drops the constant 1/(q − 1) out front.
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(b)
(a)
(c)
Figure 4.6: Some fractals and fractal measures. (a) A 1.5-dimensional fractal
curve. (b) Template for recursively constructing the fractal curve. (c)
A fractal measure on the square. Gray level indicates density.
The Correlation dimension corresponds to the fractal dimension D2. Among these
dimensions, only the first three can be efficiently measured in practice.
Fractals may arise by applying recursive constructions in which a self-similar point
set is composed of finitely many pieces, each of which is a scaled-down copy of the
entire point set. If one samples a large number of points uniformly at random on such a
perfect infinite fractal, and measures any of the fractal dimensions (e.g., for all q), they
must coincide. For example, if a point set is made up of 2p pieces, each of which is
a copy of the entire set scaled down by 2k, then all its fractal dimensions equal p/k.
However, if the data is non-uniformly distributed inside the fractal, one gets a fractal
measure or multifractal — a fractal together with a probability measure expressing the
density of points at different locations.
Despite this recursive definition, the most surprising examples of fractal behavior
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are non-recursive structures commonly found in nature. Some examples are snowflakes,
coastlines and the surface of the human brain [123]. The question of exactly what fea-
tures of the Internet delay space lead to its fractal behavior is still elusive. In the search
for these properties, we discovered some hints that are discussed in Section 4.4.2. How-
ever, this question is currently a subject of our ongoing work.
4.3.3 Other Dimensionality Measures
In this section, we introduce another instance of fractal dimension, namely Hausdorff
dimension (D0) and two dimensionality reduction techniques, namely Principal Com-
ponent Analysis (PCA) and Isomap, explaining the relevance of each of them to this
work.
Hausdorff Dimension
Consider partitioning a point set X into low-diameter subsets. If X lies in a bounded
region of the plane, then for every r > 0 it can be partitioned into O(1/r2) subsets
of diameter less than 2r, for example using grid cells of side length r. The analogous
low-diameter covering in dimension d uses O(1/rd) subsets. Even if we are given only
the distance matrix — so that it is infeasible to identify the partition into grid cells —
a partition into low-diameter sets can still be constructed by considering the collection
of all radius-r balls and selecting a sub-collection using the greedy set cover algorithm.
For d-dimensional Euclidean objects the cardinality of this greedy covering will also be
O(1/rd) with high probability, though it is less obvious than in the case of the grid-cell
covering.
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(a) Correlation Dimension, D2 = 0.90 (b) Hausdorff Dimension, D0 = 0.89
(c) Diameter-based Cluster
Figure 4.7: Dimensionality of the distance space based on great circle distances
via a) the correlation Dimension and b) The Hausdorff Dimension. c)
The correlation dimension of one of the latency-based clusters.
This suggests defining N(r) to be the minimum size of a partition of X into pieces
of diameter less than 2r, and plotting r against N(r) in logscale. For d-dimensional
Euclidean objects we have seen that this will lead to a line of slope −d. For any dis-
tance matrix, if a power-law with exponent −d is present over a given range of interest,
we refer to d as the Hausdorff fractal dimension, D0 [123], using the fractal definition
presented in section 4.3.2, Equation 4.1.
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Figure 4.5(a) presents the measure of D0 for the Internet delay space as represented
in the Meridian matrix. Notice the presence of a power-law with exponent −1.51.
WhileD2 encompasses the geometric structure of the delay space and also the spatial
distribution of points, D0 includes only the former notion [26, 123]. Nevertheless, we
introduce D0 for two main reasons. First, it exhibits the same power-law behavior dis-
played by D2 when applied to the delay space as represented by the datasets considered,
albeit with a different power-law exponent. Second, D0 behaves similarly to D2 when
measuring networks that possess different intrinsic dimensionality values. Section 4.4.2
present this behavior in greater detail.
Finally, a number of algorithms are known to run efficiently on metric spaces that
possess some form of bounded doubling dimension [65]. In general, that is to say that
every ball of radius R in the metric can be covered by at most 2d balls of radius R/2.
Similarly to the Hausdorff dimension, a d-dimensional metric space has doubling di-
mension approximately d. While the doubling dimension has convenient algorithmic
properties, it is difficult to precisely determine the doubling dimension of a dataset.
(See [84] for an example of this process.) The difficulty arises because, unlike the cor-
relation or Hausdorff dimension which are statistically robust against perturbing a few
entries of the distance matrix, the doubling dimension is very sensitive to outliers as it
involves taking the maximum covering number over all balls in the entire metric space.
Principal Component Analysis
PCA is the main technique adopted in previous work to characterize the Internet delay
space dimensionality [40, 85, 131]. In our experiments we have applied PCA directly to
the distance matrix. This is similar to the analysis applied in [131], where the method
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was justified with the additional observation that the columns of the distance matrix
itself represent the coordinates for a particular embedding of the delay matrix, namely
the Lipschitz embedding in the L∞ norm which was discussed earlier in Section 4.1.
Figure 4.5(b) presents the application of this approach to the delay space as repre-
sented by the Meridian matrix. The common practice suggests that the dimensionality of
a dataset is determined by the point d in the x-axis in which the contribution of the cor-
responding component differs significantly from the previous one, and the percentage
variance explained by components with labels greater than d becomes negligible. How-
ever, as in the case of this plot, it is not always clear where to establish this threshold.
Since we use PCA for the purpose of comparison of the dimensionality values of differ-
ent networks, we define our PCA measure as the percentage variance explained by the
three most significant components. Accordingly, low dimensionality implies more vari-
ance being captured by these components whereas high dimensionality tends to spread
the variance across a greater number of components. In the case of Figure 4.5(b), the
PCA measure equals 42.66%.
As PCA is a method grounded in linear algebra, when applied directly to a dis-
tance matrix, it is oblivious to non-linear relationships between different dimensions 3.
For example, if the points are sampled uniformly at random from a circle in the plane,
PCA applied to the distance matrix will strongly indicate a 2-dimensional dataset de-
spite the fact that all of the points belong to a 1-dimensional curve. Here is where the
fractal measures come into play: by capturing non-linear, as well as linear, relationships
among the dimensions, the fractal measures are able to capture patterns in the data oth-
erwise ignored by PCA. Therefore, they provide a more genuine characterization of the
dimensionality of a metric space.
3PCA can in principle capture non-linear relationships when combined with kernels [100]
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Isomap
Finally, we apply Isomap [133], a geometric dimensionality reduction technique, pro-
posed in the Machine Learning community, which is sensitive to both linear and non-
linear correlations between the dimensions. Like PCA, when applied to a dataset,
Isomap outputs the fraction of the total variance explained by each of the dimensions and
produces a d-dimensional non-linear embedding where the d is a tunable parameter. Our
results indicate that, similarly to the fractal measures, Isomap displays higher sensitiv-
ity to Internet structural properties as compared to PCA and the Embedding dimension
(see Section 4.4.2), thereby indicating that the delay space is rich in non-linearity. The
Isomap results presented in this chapter were produced using the code that implements
Isomap available on the authors’ websites [133].
4.4 On the Delay Space Structure
In an attempt to understand the features of the delay space that contribute to its dimen-
sionality behavior, we study how and to which extent network properties, such as the
geographic structure and the AS topology, are reflected in its delay space dimensional-
ity. The analysis in this section also demonstrates the applicability and effectiveness of
each dimensionality measure in capturing these properties.
4.4.1 The Geographic Component
Our first experiment aims at quantifying the impact of the Internet’s geographic structure
on the delay space. For this purpose, we computed the great circle distances (in miles)
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for every pair of nodes and generated a new distance matrix. The first observation is that
the pair-count plot, presented in Figure 4.7(a), exhibits a power-law that also persists
for approximately two decimal orders of magnitude. As a consequence, it can also be
measured using the correlation dimension and has exponent D2 = 0.897. The plot for
Hausdorff dimension, shown in Figure 4.7(b), is less conclusive, although it can also be
approximated by a straight line with slope D0 = 0.891. As expected, PCA applied on
the Lipschitz embedding for L∞ norm (i.e., the distance matrix), results in the two first
components explaining 100% of the variation in the data.
Note that the geographic dimensionality value is less than 1, while the surface of a
sphere has dimensionality 2. This difference can be ascribed to the large empty spaces
(i.e., oceans) and the non-uniform geolocation of nodes (i.e., dominant clusters in North
America, Europe and Asia).
Since the dimensionality of the geographic space is significantly smaller than that of
the delay space, the contribution of geolocation does not fully explain the delay space
dimensionality, albeit it is indeed a strong component, in accordance with the analysis
by [69] and [131]. However, the fractal measures of dimensionality allow us to quantify
the extent to which geolocation contributes to the overall delay space structure. Fur-
thermore, it shows that the fractal behavior of the delay space is in fact present in the
underlying geodesic space.
4.4.2 Dimensionality Reducing Decomposition
On searching for a (possibly recursive) structural feature of the delay space that could
explain its fractal behavior, we discovered a curious dimensionality shift that can be
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Figure 4.8: Network decomposition into intersecting pieces, each corresponding
to a Tier-1 AS together with its downstream network.
ascribed to the structural configuration of the AS topology4
Our intuition is based on the observation that peering points, especially those cor-
responding to transit links between two Tier-1 networks, are contained on a significant
fraction of the Internet routes joining nodes which are downstream from different Tier-1
providers. Even though there is an abundance of peering points between non-Tier-1 net-
works, and multihomed domains are the norm, the significance of paths traversing transit
links between two Tier-1 networks could still have a major influence on the geometry
of the Internet delay space. Thus, we ask the following question: what is the geometric
effect of analyzing each Tier-1 AS downstream network in isolation, thus removing the
distances that contain a contribution from the traversal of Tier-1 transit links?
We expected that this process would result in subnetworks whose delay space ge-
4In the interest of space, we present only a subset of the graphs from which we derived the conclusions
in this section. However, the remaining graphs corresponding to all results presented here can be found
in the companion website at http://www.cs.cornell.edu/∼abrahao/inetdim
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ometry is better behaved, as compared to their superposition, in which the subspaces
corresponding to the different Tier-1 AS downstream networks would primarily connect
to one another in the Tier-1 peering points, as illustrated in Figure 4.8 (again, ignoring
other non-Tier-1 peering points and multihomed domains).
An example of this scenario was previously hinted in [106] where the geometry ex-
hibited by a more homogeneous network, when observed in isolation, is better behaved,
as compared to a more diverse network. In the case of this study, the embedding of the
Abilene network, connecting hosts through a fast Internet2 backbone, resulted in gains
in accuracy as high as 40% in relative errors, using the same number of dimensions as in
the embedding of a global network. This improvement was ascribed to the overall short
distances of the paths.
In order to quantify the extent to which transit links are reflected in the Internet delay
space, we measured each subnetwork (defined according to the decomposition presented
in Section 4.2) using embedding dimension, Correlation dimension, Hausdorff dimen-
sion, and PCA.
To confirm that the dimensionality reduction observed in this experiment is at-
tributable to effects arising from the AS-level topology of the Internet, and not some
simpler explanation, we tested two alternative hypotheses: that the dimensionality of
the delay space can be reduced by decomposing it into pieces of smaller cardinality, or
that it can be reduced by decomposing into pieces of smaller diameter.
The first hypothesis is partially justified by Bourgain’s theorem [32] that the Eu-
clidean distortion of a metric space grows logarithmically with its cardinality, in the
worst case. To test the hypothesis that cardinality reduction leads to dimension reduc-
tion, we created 121 random subsets of the whole matrix, each containing 1454 hosts
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(the median cardinality among all subnetworks). In Table 4.2, we denote by random
x% the statistics derived from these random subsets corresponding to the x-th quar-
tiles of these values. The values of both the Correlation and Hausdorff dimensions for
the random networks, including the minimum of these values (random 0%), are con-
sistently higher than those of every subnetwork (except for the pair count of network
1239) and a higher percent of these values are close to that of the whole matrix. As one
increases the size of the original dataset and the number of representatives in the set of
random networks, one expects even less deviation between the Correlation and Haus-
dorff dimensions of the original dataset and the median values measured in the random
subnetworks.
To test the second hypothesis, that diameter reduction leads to dimensionality reduc-
tion, we created a new decomposition of the distance matrix by the following process.
Starting from an element selected from a geographically diverse set of hosts, we grew
a ball around it by selecting its 1454 closest neighbors, and examined the delay space
consisting of all inter-distances among these 1454 hosts. We have constructed 12 of
these subsets centered at hosts located in 9 different countries, 4 continents.
Table 4.2 summarizes the dimensionality of each the subnetworks and values of the
statistic thereof for the random subsets5 in terms of the Correlation dimension, Haus-
dorff dimension, and PCA measures. The corresponding measures for the whole net-
work are also displayed in the table for reference, under the label Meridian.
The first observation is that the power-law behavior observed in the whole matrix
was preserved over the same range of distances in the submatrices, though not neces-
sarily with the same exponent. Second, with the exception of the Correlation dimension
5The decomposition based on low-diameter subsets produced results which are incomparable with
these results because the clustering rule significantly altered the nature of the power-law behavior, as
explained further below. Hence the results of these experiments are not included in Table 4.2.
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Dimensionality
Network D2 D0 PCA
Meridian 1.783 1.510 42.66
1239 1.780 1.333 46.54
209 1.637 1.225 28.42
2914 1.618 1.161 44.25
3356 1.691 1.230 48.60
3549 1.634 1.265 48.96
3561 1.686 1.239 49.54
7018 1.710 1.304 49.68
701 1.701 1.244 49.68
random 0% 1.725 1.389 27.71
random 25% 1.762 1.465 45.76
random 50% 1.775 1.506 46.67
random 75% 1.789 1.554 53.10
random 100% 1.837 1.682 72.86
Table 4.2: Dimensionality measures: Correlation Dimension (D2), Hausdorff Di-
mension (D0) and PCA found for the different AS networks.
of the subnetwork rooted at AS 1239 (Sprint), all other networks exhibit smaller di-
mensionality than the whole matrix according to the two fractal measures, while no
dimensionality reduction is observed in the measures of the random networks.
The decomposition based on clustering of growing balls resulted in the following
observations. For all clusters, the pair-count plots present a power-law persisting over
one decimal order of magnitude less than the whole matrix. For smaller values of r
(in the range 3ms to 10ms) the number of pairs at distance r is significantly higher
than the number of pairs predicted by the power-law approximation. This is perhaps
not surprising: since the clusters were selected for their proximity to a single central
host, small distances should be more prevalent within these clusters than in the dataset
as a whole. Figure 4.7(c) shows one example of this outcome for one of the clusters.
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Moreover, the pair-count exponents (i.e., Correlation dimensions) computed over the
range in which the power-law persists indicate dimensionality consistently greater than
that of the whole matrix. The deviation from a power-law is also observed in the range
from 20ms to 30ms of set cover plots. In addition, the Hausdorff dimension measured
over the range from 30 to 90ms is consistently greater than that of the whole matrix for
all clusters.
Interestingly, delay space dimensionality reduction cannot be explained by a corre-
sponding reduction in the geographic component. Upon applying the same decomposi-
tion analysis to the great-circle distances of the subnetworks, we observe no statistically
significant difference in the power law exponent of the subnetworks as compared to the
pair count and set cover exponents found for the combined network.
It is important to emphasize that the AS relationship graph is complex and, there-
fore, other forms of decomposition could result in pieces that display the optimal di-
mensionality reduction. Nevertheless, the analysis presented here, shows evidence, with
statistical significance, that the presence of Tier-1 transit links has a non-negligible ef-
fect on the Internet’s delay space geometry. Both fractal measures are sensitive enough
to capture this structural change, in the form of a reduction in fractal dimension when
one restricts attention to a subset of the delay space consisting of a single Tier-1 provider
and its downstream networks.
Table 4.2 also contains values for the percentage variance explained by the first three
components (i.e., the three greatest in magnitude) found by PCA. Notice that, as opposed
to the fractal measures, there is no clear distinction in dimensionality behavior between
the subnetworks and the random sets as reported by PCA.
We have also computed the embedding dimension of each network in Euclidean
141
space using Vivaldi and did not observe that decomposing the network into subnetworks
had any effect on the embedding dimensionality. In fact, similarly to PCA, in some
cases, the dimensionality of subnetworks is reported as being greater than that of the
entire network.
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Figure 4.9: The scree plot outputted by Isomap.
We hypothesize three possible explanations for the insensitivity of PCA and Vivaldi
to the network decomposition, which was otherwise very well captured by the frac-
tal measures. First, PCA and Vivaldi are oblivious to non-linear relationships in delay
space. Second, PCA and Vivaldi try to represent non-linear relationships using linear
ones. Therefore, the process of accommodating these discrepancies causes the dimen-
sionality of the host metric to inflate. Finally, PCA and Vivaldi are suited to reporting
an integer which summarizes the dataset’s dimensionality; such methods are too coarse
to detect a difference of 0.2 in the dimensionality.
In order to confirm our hypotheses we applied Isomap to the networks. Figure 4.9
shows the outcome of this experiment. In the plot, the fraction of the total variance
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explained by the first five (also five most significant) components of all subnetworks
is consistently greater than that of the entire network. As opposed to what PCA and
Vivaldi tell us, and in accordance with the fractal measures, the dimensionality of the
subnetworks is indeed consistently smaller than the dimensionality of the whole net-
work, even though the dimensionality reported for all networks is still large. This result
shows evidence of non-negligible non-linear structures in the delay space and suggests
that methods sensitive to them might better reflect the structural properties of the Inter-
net with a higher degree of accuracy than linear methods.
4.5 Discussion
Characterizing the geometry of the delay space is critical for designing and analyzing
effective coordinate-based positioning systems and sheds light on the nature of the net-
work. This work investigates the dimensionality observed in the Internet delay space,
thus providing insight into some of the underlying causes.
We have observed that the Internet delay space adheres to a power law that extends
over a significant range of Internet distances, namely the intra-continental distances.
Therefore, its dimensionality can be characterized using fractal metrics sensitive to non-
linear as well as linear structures in the delay space. Moreover, they are intrinsic prop-
erties of the delay space, independent of the target host metric space (e.g. Euclidean
space). Therefore, the delay space dimensionality can be measured without computing
coordinates for points, and is not subject to dimensionality inflation caused by embed-
ding algorithms.
We have used the proposed fractal measures to quantify the extent to which geodesic
distances are reflected in the dimensionality of the Internet, and we have also shown
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that when decomposing the Internet into subnetworks consisting of hosts that share an
upstream Tier-1 autonomous system in common, we observe a reduction in the intrinsic
dimensionality of the pieces.
Moreover, both fractal measures were able to capture the role of the Internet’s AS-
level topology in determining its delay space geometry, a factor not revealed by previ-
ously applied methods. Accordingly, linear methods, as well as embedding algorithms
based on linear optimization problems, such as PCA and Vivaldi, are insensitive to sub-
tle structural features of the network, thereby explaining the disappointing degree of
accuracy observed in previous studies. Furthermore, our discovery of a dimensionality-
reducing decomposition of the delay space lends support to the theory that embedding
techniques based on hierarchical decompositions [147] may outperform existing tech-
niques that attempt to embed the entire distance matrix in one shot.
An open question that we leave for future work concerns the applicability of non-
linear dimensionality reduction techniques originally developed in the machine learn-
ing and pattern recognition communities, e.g. [80, 133]. These methods, including the
Isomap method briefly studied in Section 4.4.2 as well as more recent diffusion-based
techniques [80], are based on metric embeddings which can reflect the intrinsic ge-
ometry of datasets and allow multiscale analysis for solving dimensionality reduction,
clustering and parametrization.
Finally, we expect that the future availability of more comprehensive datasets, con-
taining a larger number of representatives, including hosts in edge networks, and path
information (i.e., traceroutes) will allow us to better quantify the effectiveness of the
fractal measures and discover subtle properties of the delay space geometry that cannot
be fully contemplated via analyzing the King datasets.
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CHAPTER 5
STATUS AND POWER IN ONLINE SOCIAL EXCHANGE
Exchanging resources constitutes a significant part of everyday social interactions.
Whether material, symbolic or informational, resources flow between individuals either
in overtly negotiated exchanges, as a result of some form of contract, or through informal
exchanges, often sustained by reciprocity. Whatever the form of social exchange, actors
frequently hold differential resource endowments, a situation that potentially results in
power imbalances. Actors deprived of some resources find themselves dependent on
resource owners, on whom they rely to achieve their desired goals.
Richard Emerson outlined in his foundational work the core tenets of Power-
Dependence Theory [47]. Emerson posited that a fundamental tension emerges when
one actor is more dependent on an exchange partner than vice-versa. In his theory,
power relates to dependence via the equality PAB = DBA. In other words, A’s power
over B (PAB) is a function of B’s dependence on A (DBA) in the relationship. Thus,
an actor has power over another inasmuch as the other is dependent on him or her for
valued resources for which alternative sources are scarce.
Because of the inherent tension in relations of asymmetrical dependence, Power-
Dependence Theory predicts that actors will engage in behaviors to move the relation-
ship to a more balanced state. Several processes may bring the relationship closer to
power balance. For instance, the low-power actor may reduce her dependence by with-
drawing from the relationship or by seeking other sources for the resource provided
by the high-power actor. Alternatively, the dependent actor may increase power in the
relationship by providing the partner with another valued resource in return.
In this work we focus on status giving [46] as a means by which a low-power actor
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may lessen his or her dependence on a more powerful partner in an exchange. In this
case, the dependent actors reward their powerful partners with status by granting them a
higher level of esteem [119], thus producing a more balanced power relationship, at least
as perceived by the actors involved1. Experiments based on Status Characteristics The-
ory also support that status giving occurs in power-imbalanced situations. For instance,
Ridgeway et al. show that status beliefs formed in the wake of a resource-unbalanced
encounter tend to be more favorable to resource-advantaged individuals [119].
Status and power are often conflated conceptually, given their frequent interrelation
in social settings [55, 142]. In spite of this frequent coincidence, there is no necessary
relationship between the two concepts [142]. Power leads to status only when certain
conditions are met. In particular, how power is used is an important mediator of the
relationship between power and status. Our case study concerns a particular way –
generosity – in which power obtained through resource access is exercised. Willer et al.
shows that this behavior leads to status giving under laboratory conditions [142].
Despite the prominent role of status giving in everyday exchanges, little has been
done to test Emerson’s theory beyond controlled laboratory experiments. In accordance
with Emerson’s prediction, we observe status giving on a scale not addressed in previous
work. To this end, we analyze the CouchSurfing.org network, a service that allows its
worldwide user base of over 4 million to make contact with the aim of hosting one
another.
CouchSurfing presents a particularly promising opportunity for testing Emerson’s
predictions regarding status giving as a power-balancing mechanism when viewed as
an organization that facilitates social exchange. In this context “couches” (places to
spend the night) are the primary resource of interest to a traveler (henceforth “surfer”) in
1Power-balance should not be construed to mean that power is no longer exercised in the relationship,
however [45].
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search of a place to stay in a particular city for a determined time period. Not only does
opening one’s house represent an act of generosity, but also even the most committed
host’s ability to provide others with hospitality is limited. Accordingly, we argue that
the intrinsic value of hospitality, as well as its scarcity, leads to a high valuation of the
host’s resources by the surfer, making for a power imbalance in the relationship.
Even though CouchSurfing has been the object of a number of previous stud-
ies [28, 83, 134], to our knowledge no such study has investigated exchange-theoretic
predictions. Here, we analyze the behavior of surfers with respect to status giving as
a strategy for balancing the perceived power in their relationship with the host. Hosts
control a resource, i.e., a place to sleep in a certain city, which surfers by definition do
not possess. This makes for a typical power-unequal situation, with surfers dependent
on hosts for obtaining accommodations. As a result, we expect to observe the employ-
ment of power-balancing strategies, such as status giving, as predicted by Emerson. The
relationship between the surfer’s dependence on the host and the surfer’s status giving
behavior resembles the exchange of status for advice, the example Peter Blau used for
social exchange in an organizational setting [29].
The opportunity for surfers to engage in status giving emerges after the hosting in-
teraction is completed, when users typically rate each other on the perceived strength
of the tie and the perceived level of mutual trust. Tie strength ratings are made public
and communicated to the partner, whereas trust ratings are stored privately (and never
reported) in the web service’s databases.
We test the intuition that power-balancing through status giving occurs in Couch-
Surfing using anonymized records of tie strength and trust ratings. If this strategy is
adopted by surfers, then they will give status to their hosts by awarding them higher
ratings than the surfers receive from their hosts. We examine this prediction in Study 1.
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In Study 2, we consider additional exchange-theoretic predictions, by investigating the
effect of the relative scarcity of hospitality resources on status giving.
5.1 Materials and Methods
In this section we describe the dataset and the Linear Mixed Effects model we used
throughout this chapter.
5.1.1 The Couchsurfing Dataset
We analyze a sample of anonymized dyadic data with 80,194 hospitality interactions
occurring between verified users (see Section 5.1.2) across the world and facilitated by
CouchSurfing between January 2003 and November 2011. The data include tie strength
and trust ratings. To establish a tie with other users in the network, the service presents
users with two mandatory rating tasks whose outcomes constitute our dataset: (1) the
strength of the tie and (2) the level of trust between the parties. Tie strength becomes
visible to the other party, and we map its six ordered levels into integer values, namely
“1: Acquaintance,” “2: Couchsurfing Friend,” “3: Friend,” “4: Good Friend,” “5: Close
Friend,” and “6: Best Friend”. Conversely, trust ratings are recorded, but never reported.
This rating spans a set of five ordinal values: “1: Do not Trust,” “2: Trust Somewhat,”
“3: Generally Trust,” “4: Highly Trust,” and “5: Would Trust with Life.” Study 2 is con-
ducted on a narrower sub-sample of hosting interactions initiated through a “CouchRe-
quest.” We further impose the requirement that hosts included in this smaller sample
live in cities with at least two other hosts, because we aim to compare hosts within the
same city.
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In our sample of dyadic hospitality interactions, 92.5% result in a mutual exchange
of ratings, where 86.5% of the participants placed their ratings within three calendar
months of the actual interaction date.
On CouchSurfing verification represents a process through which a user allows the
organization to confirm their identity. The first step is making a purchasing power-
adjusted payment to the organization from a credit card bearing the same name and
address as one’s profile. CouchSurfing then mails a postcard with a unique code to the
given address. To gain fully verified status, the CouchSurfer then introduces the code
they have received back to the website. We impose a minimum threshold of involvement
with CouchSurfing by requiring that all users in our sample have undertaken the time
and resource investment necessary to complete the verification process at the time of the
interaction.
We present univariate statistics for the samples on which we based our dyadic anal-
yses in Table 5.1.
5.1.2 Linear Mixed Effects
Because each of the raters and the rated users may be the source of multiple dyadic
observations, we use Linear Mixed Effects (LME) model [109] (The regression was
computed using the lmer function in the R package lme4 [23]) to account for this struc-
ture of observational interdependence. LME is a multivariate linear regression where
the error terms are assumed to be normally distributed. Nevertheless, the error term is
broken down into multiple additive terms to account for variance at the group level (e.g.,
the ratings given by users are independent given the identity of users. Therefore, we can
model the problem in LME in such a way as to net out the inter-user variance from the
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residual, by considering the set of ratings from the same user as a group). The grouping
of error terms is an attempt to account for possible bias resulting from non-independence
of errors in the same group. In the LME vocabulary, the independent variables are called
fixed effects. The variance at the group level is modeled as a random variable, one for
each group, called random effects. Specific to our experiment, we model individual
raters and rated users as random effects, to account for dyadic interdependencies.
5.2 Study 1: Status Giving From Surfer to Host
We first test for the existence of the status giving mechanism for balancing unequal
power relationships, as described by Emerson [46]. We study 80, 194 randomly selected
pairs of ratings exchanged on CouchSurfing.2 Our expectation is that surfer to host
friendship and trust ratings will exceed the reverse ratings, given by hosts to surfers.
Table 5.2 plots the counts of dyads according to the value of friendship ratings given
by the two exchange partners, within the same dyad. Plotted on the diagonal are rating
pairs of equal magnitude: above the diagonal we show instances where surfer to host
ratings were higher than host to surfer ratings, and below the diagonal we count cases
where host to surfer ratings were higher. We can compare frequency counts between
cells symmetrical to the diagonal. There were, for instance, 7, 579 cases where the surfer
nominated the host as a “friend,” and the host responded with a counter-nomination as
“CouchSurfing friend,” a category closer to the bottom of the scale used by CouchSurf-
ing. This count exceeds by 1, 215 cases the 6, 364 instances in the reverse pair of host
to surfer ratings. This imbalance holds for most of the symmetric entries in the table,
and a chi-square test (χ2 = 29136.6, df = 25) reveals a significant level of association
2An extended abstract that discusses the main results of Study 1 has appeared in [128].
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Study 1 Study 2
Mean (S.D.) Count Mean (S.D.) Count(Freq.) (Freq.)
Host’s friendship rating
Acquaintance .01 729 .01 288
CS friend .70 56,333 .57 20,623
Friend .15 12,081 .10 3,666
Good friend .08 6,063 .05 1,796
Close friend .02 1,329 .01 416
Best friend <.01 364 .01 180
N.A. .04 3,295 .25 9,187
Surfer’s friendship rating
Acquaintance .01 541 <.01 194
CS friend .70 56,043 .56 20,248
Friend .17 13,396 .11 3,980
Good friend .08 6,571 .05 1,962
Close friend .02 1,444 .01 425
Best friend < .01 347 <.01 176
N.A. .02 1,852 .25 9,171
Host’s trust rating
Do not trust <.01 160 < .01 48
Somewhat .12 9,672 .09 3,277
Generally .48 38,160 .37 13,455
Highly .31 24,487 .24 8,657
with life .03 2,347 .02 845
N.A. .07 5,368 .27 9,874
Surfer’s trust rating
Do not trust < .01 193 < .01 67
Somewhat .09 7,287 .07 2,567
Generally .43 34,089 .33 11,841
Highly .40 31,678 .30 10,720
With life .05 3,725 .04 1,319
N.A. .04 3,222 .27 9,642
Host’s prior CouchRequests
Received 20.85 (37.05) 30,703
Accepted 6.06 (8.22) 30,703
Host’s city prior CouchRequests
Received 6,218 (12,179) 30,345
Accepted 876 (1,392) 30,345
Table 5.1: Means and standard deviations for continuous variables, and frequency and
counts for discrete variables (datasets 1 and 2) Study 1: N=80,194 post hosting
interactions from 34,755 verified surfers to 32,093 verified hosts. Study 2: N = 36,156
requests from 19,100 verified surfers to 19,192 verified hosts. Hosts in Study 2 were
living in 4,533 cities having at least two other CouchSurfing hosts. On average 7.97
Study 2 hosts lived in any one city. Study 1 data collected between January 2003 and
November 2011. Study 2 data collected between July 2010 and November 2011.
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Host to Surfer to host
surfer Acq. CS friend Friend Good Close Best N.A. Total
Acq. 33 576 62 31 2 0 25 729
CS friend 403 43,804 7,579 2,736 362 65 1,384 56,333
Friend 51 6,364 3,844 1,312 229 31 250 12,081
Good 4 2,359 1,244 1,945 335 56 120 6,063
Close 2 327 203 282 432 56 27 1,329
Best 1 78 40 57 43 131 14 364
N.A. 47 2,535 424 208 41 8 32 3,295
Total 541 56,043 13,396 6,571 1,444 347 1,852 80,194
Table 5.2: Host and surfer’s reports of friendship strength. χ2 = 29136.6, df = 25.
T-stat(Ha: Surfer > Host) = 10.885, df=75078.
Host to Surfer to host
surfer Do not Somewhat Generally Highly W/ life N.A. Total
Do not trust 0 23 70 42 13 12 160
Somewhat 39 1,218 4,595 3,003 269 548 9,672
Generally 76 3,732 17,023 14,415 1,326 1,588 38,160
Highly 44 1,564 9,189 11,325 1,573 792 24,487
With life 4 111 679 1,121 358 74 2,347
N.A. 30 639 2,533 1,772 186 208 5,368
Total 193 7,287 34,089 31,678 3,725 3,222 80,194
Table 5.3: Host and surfer’s reports of trust χ2 = 2190.05, df = 16. T-stat(Ha: Surfer >
Host) = 44.131, df=71811.
between the matched ratings exchanged within a dyad. Furthermore, a one-sided t-test
(t = 10.885, df = 75, 078) shows a statistically significant difference between host to
surfer and surfer to host friendship ratings. Overall 13, 432 ratings were higher from
surfer to host than vice-versa, whereas 11, 458 rating pairs were symmetrical.
Finally, missing data suggest another status giving process at work. In 3, 295 cases
hosts did not award any ratings to their partners, a value 78% higher than the 1, 852
instances in which surfers neglected to give any ratings. This is consistent with the
status giving hypothesis. Given that rating other users on CouchSurfing requires at least
a few minutes to answer the nine mandatory questions on the form used on the website,
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we would expect surfers to be more likely than hosts to spend the time to give a rating
to their partner. Thus, the host is not only more likely to rate the surfer lower on the
friendship scale, but they are also more likely not to give any rating at all.
Hosts and surfers also produce trust ratings of each other that are unreported to the
other party. Comparing the frequencies of anonymized public and unreported ratings
helps us determine to what extent status giving persists when ratings are not shown to
the recipient. In Table 5.3 we present the counts of trust ratings exchanged between host
and surfer, using the same conventions as before. In this case the results are even more
poignant: surfers say they trust hosts more than hosts declare they trust surfers in 25, 329
of the cases, 53% higher than the 16, 559 cases in which the reverse happens. As in the
case of friendship ratings, the association is significant (χ2 = 2, 190.05, df = 16), and
surfers rate their partners higher than hosts (t = 44.131, df = 71, 811). As we observed
with friendship evaluations, missing data proves to be more prevalent in host to surfer
ratings.
Some of the ratings presented in Tables 5.2 and 5.3 may be affected by anchoring
effects [134], i.e., the first actor to give a rating in the dyad influences the rating of the
second. To eliminate this effect, in Section 5.2.1 we present a complement of the pre-
ceding within-dyad bivariate analysis with a between-dyads comparison. We compile
a sample containing only one rating from each dyad. Specifically, we consider the rat-
ing given in a dyad by the party who initiated the interaction (i.e., the rating process)
chronologically. The results show that when surfers rate first and thus “set the tone” for
the rating exchange, they will give higher ratings than when hosts first avail themselves
of the opportunity.
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FIXED EFFECTS
Independent Variable Coefficient (S.E.) T-value
Model 1: Response: friendship rating given to partner
Intercept 3.341∗∗∗ 0.004 794.848
Rater was surfer 0.062∗∗∗ 0.005 11.527
Model 2: Response: trust rating given to partner
Intercept 4.271∗∗∗ 0.004 1037.574
Rater was surfer 0.162∗∗∗ 0.005 30.732
Model 3: Response: friendship ratings given to partner
Intercept 3.026∗∗∗ 0.055 55.023
Rater was surfer 0.002 0.005 0.464
Trust ratings (ref: “Do not trust”):
. . . Trust somewhat 0.042 0.056 0.770
. . . Generally trust 0.187∗∗∗ 0.055 3.403
. . . Highly trust 0.553∗∗∗ 0.055 10.051
. . . Trust with life 1.250∗∗∗ 0.056 22.179
RANDOM EFFECTS
Variance Std. dev.
Rater
Model 1 0.0704 0.2653
Model 2 0.0674 0.2597
Model 3 0.0645 0.2540
Rated User
Model 1 0.0681 0.2610
Model 2 0.0693 0.2633
Model 3 0.0612 0.2474
Residual
Model 1 0.4241 0.6512
Model 2 0.3875 0.6224
Model 3 0.3731 0.6108
Table 5.4: Linear mixed-effects regressions comparing first ratings given in each
dyad.Source: CouchSurfing dataset No. 1. Only one-directional ratings included.
Sample sizes: 75,902; 74,311; 74,263. Scaled deviances: 168,841; 159,782; 156,170.
Log-likelihoods: -84,429; -79,900; -78,107. AIC: 168,869; 159,810; 156,233. * p <
.10, ** p<.05, *** p<.01. Two-tailed tests.
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5.2.1 Between-dyads Analysis
To eliminate the effects of anchoring that may be present in the bivariate analysis in
Study 1, here we present a complement of the within-dyad bivariate analysis with a
between-dyads comparison. We compile a sample containing only one rating from each
dyad. Specifically, we consider the rating given in a dyad by the party who initiated the
interaction (i.e., the rating process) chronologically. Surfers were first to give ratings
in 47% of cases, whereas hosts were first 53% of the time. We fit the data using three
different Linear Mixed Effects (LME) models3, which we present in Table 5.4. Mod-
els 1 and 2 measure the friendship and trust ratings given to the partner as responses,
respectively. To test our prediction that higher status is more likely to flow from surfer
to host than vice-versa, we include the first rater’s role (surfer or host) as a fixed effect.
Model 3 adds the anonymized trust ratings given to the first person to be rated in the
dyad as a control variable in the regression of the publicly displayed friendship ratings.
Doing so allows us to ask whether the observability of ratings by the receiving party
influences status giving behavior. By observing the change from Model 1 to Model 3
in the coefficient associated with the first rater’s role (“Rater was surfer”), we can test
which of two possible scenarios occurred. In the first, the surfer gives status to the host
publicly while possibly holding other private beliefs. In the second, the surfer genuinely
holds the host in higher esteem and displays status giving behavior both publicly and
privately.
As expected, Models 1 and 2 show a positive effect on the first rating given, when
the surfer is the rater (0.062 and 0.162, respectively). In Model 3 we notice the disap-
pearance of a statistically significant effect of the first rater’s being a surfer rather than a
host, the coefficient decreasing to 0.002. Here the status giving effect of being a surfer
3See section ‘Mixed Linear Models’ for a brief description of the method.
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appears to load exclusively on the private trust rating. That is, surfers are different from
hosts in their private trust ratings, but once this private information is accounted for,
being a surfer has no additional effect on the public friendship ratings. Given the coin-
cidence of public and private ratings, rating disclosure does not have an added effect.
5.3 Study 2: Relative Valuation of Hospitality
The preceding study shows the existence of a status giving effect, whereby hosts are
rated higher by surfers than vice-versa. Power-Dependence Theory posits a more elab-
orate relationship between power and status, however. The “scarcer” the host’s hospi-
tality resource, the higher the valuation we expect surfers to place on it, and, therefore,
the more status we expect surfers to give to their hosts [45].
The scarcity of a resource may be conceived in two ways. One is the host’s own pop-
ularity and inclination to host, relative to other hosts. Here we expect that more popular
hosts receive more status, whereas hosts who tend to accept many requests (compared
to the prevailing local norm) would be given less status. The second interpretation of
scarcity deals with the availability of alternatives. Power-Dependence Theory predicts
that a surfer in a city that is in high demand but where hosts, as a rule, accept few re-
quests (e.g., Paris) should value the hospitality they receive more than if they had surfed
in a low-demand, high-acceptance city. Thus, we expect status given by the surfer to be
directly correlated with the number of requests received by hosts in the city, but inversely
correlated with the number of accepted requests.
Our analysis confirms the assumed relationship between resource scarcity and
power-imbalance: hosts who accept more requests receive less status, as do hosts living
in cities that are in less demand where a request is more likely to be accepted. In a sense,
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FIXED EFFECTS
Independent Variable Coefficient (S.E.) T-value
Intercept 2.809∗∗∗ 0.095 29.503
Surfer to host trust rating (ref.: “Do not Trust”)
Trust somewhat 0.102 0.084 1.215
Generally trust 0.233∗∗∗ 0.084 2.783
Highly trust 0.494∗∗∗ 0.084 5.896
Would trust with life 1.049∗∗∗ 0.086 12.219
Host to surfer friendship rating (ref.: “Acquaintance”)
CouchSurfing friend 0.080∗ 0.043 1.882
Friend 0.330∗∗∗ 0.044 7.505
Good friend 0.700∗∗∗ 0.046 15.374
Close friend 1.371∗∗∗ 0.055 25.159
Best friend 1.933∗∗∗ 0.069 27.904
Inclination to host
Req. received (log) 0.002 0.007 0.299
Req. accepted (log) -0.017∗∗ 0.008 -2.143
Availability of alternatives in the host’s city‡
Req. received/host (log) 0.035∗∗∗ 0.013 2.585
Req. accepted/host (log) -0.061∗∗ 0.025 -2.459
RANDOM EFFECTS
Variance Std. dev.
Host intercept 0.0288 0.1698
Surfer intercept 0.1664 0.4079
Host’s city intercept 0.0013 0.0364
Residual 0.2285 0.4781
Table 5.5: Linear mixed-effects regression. Response: friendship rating from
surfer to host. Source: CouchSurfing dataset No.2. Sample size: 20,917 Scaled
deviance: 39,322.29. Log-likelihood: -19,705.3. AIC: 39,446.6. 1 was added to all
log-transformed quantities before taking the natural logarithm. * p < .10, ** p<.05,
*** p<.01. Two-tailed tests. ‡Measured as the mean number of requests received and
accepted by other hosts in the host’s city, during the 90-day interval prior to when the
surfer made the initial request for the host’s hospitality.
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hosts have the option of making their “couch” scarcer or more readily available than the
prevailing behavior of other hosts. This distinction between the host’s behavior and the
overall supply and demand conditions prevailing for hospitality in the city suggests a
connection to the distinction drawn by Ekeh [44] between economic and social scarcity:
sometimes it is social norms, and not implicit market-like conditions that make goods
scarce.
To test these predictions we use a mechanism implemented by CouchSurfing starting
in April 2010. From that point onward, surfers were given the option to issue hospitality
requests to potential hosts through a standardized message, a “CouchRequest.” As a
result, it is possible to observe whether or not a host agreed to a surfer’s request and
to compute each host’s likelihood of accepting such a request. The focal measures
in this study represent the 36, 156 post-interaction ratings from Study 1 that could be
matched with the pre-interaction CouchRequests sent by surfer to host. We likewise
constrained our sample to include only those CouchRequests sent starting in July, 2010,
as we computed indicators of each host’s prior responses during the ninety-day interval
before the request was sent.
The fitted data are presented in Table 5.5 using a linear mixed-effects model (see
Section 5.1.2) with the surfer’s friendship rating of the host as the response. To account
for sources of unobserved variation, we added random effects for individual hosts and
surfers participating in the interaction, as well as for the host’s city.
Friendship ratings reflect not only a status giving process, but also the outcome of an
interpersonal interaction. For instance, both actors may rate each other as close friends
after a particularly meaningful, prolonged conversation, or as mere acquaintances after
a desultory interaction. Our analysis is concerned with the extent to which the actors’
post-interaction evaluations express status giving, rather than with the quality and depth
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of the interaction itself. We remove to the extent possible variance due to the specific
realization of the interaction by controlling for the surfer to host private trust rating, as
well as for the public friendship “counter-rating” given by host to surfer. The control
variables represent alternative baselines. The surfer to host private trust rating measures
the surfers privately-held beliefs, without concern for social norms. Conversely, the host
to surfer public friendship rating establishes another evaluation of the situation, from the
point of view of the presumed recipient of status.
To test our hypotheses regarding the direct valuation of the host’s resource, we in-
clude in the regression a fixed-effect for the log-transformed prior number of requests
received by the host during the ninety days before the request leading to the focal in-
teraction. This effect is not statistically significant, however. We likewise include a
fixed effect measuring the log-transformed number of prior requests the host accepted,
yielding an average decrease of −0.017 in the received friendship rating, for each unit
increase in the log-transformed number of previously-accepted requests.
Our predictions regarding the availability of alternatives are tested by including fixed
effects for the log-transformed total number of received and accepted requests in the
host’s city, by hosts other than the rated individual, with significant effects of magnitude
0.035 and −0.061, respectively.
The results suggest a trade-off: those seeking to gain recognition in the organization
may choose to exchange with more users but they will receive less status from any sin-
gle interaction. In contrast, they may elect a more exclusive strategy, by accepting fewer
exchanges but receiving more status from each exchange. Despite its statistical signifi-
cance, the effect is small: the effect of the log-transformed number of acceptances (with
respect to other hosts in the city) is three times smaller than that of the log-transformed
mean number of accepted requests in the host’s city. The fact that we can even observe
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the effect illustrates the richness of the CouchSurfing dataset, but the small magnitude
argues for more specific research on the mechanisms through which scarcity is created
in social exchange and its effects.
5.4 Discussion
Our investigation represents a first foray into the applications of Social Exchange Theory
to the emerging wealth of detailed data resulting from trust-mediated social exchange
supported by online platforms, of which CouchSurfing is a prime example.
In Study 1 we documented the flow of status from dependent surfers to powerful
hosts in hospitality exchanges mediated by CouchSurfing. Study 2 suggested that re-
source scarcity mediates the amplitude of status giving as suggested by Social Exchange
Theory: hosts who are “stingier” with their acceptances are more likely to get a higher
rating, as are hosts in more desirable cities with fewer available couches. The signal
of these effects detected in our dataset is rather small in magnitude, however, and more
in-depth research is needed to further explore this aspect of power and status relations
in similar contexts.
Another insight emerging from our research concerns the mediating role of the pri-
vately reported trust ratings in the flow of status between surfers and hosts. Even when
asked privately, surfers seem to hold their hosts in genuinely higher esteem. This sug-
gests that at least part of status giving is the result of private conviction rather than
public performance. As Study 2 reveals, however, scarcity-dependent effects do emerge
in public friendship ratings even when we net out the effect of privately expressed trust.
This finding raises interesting questions about the complex role of observability and
disclosure in the status giving process.
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It is important to emphasize that CouchSurfing relies on an Internet platform and,
therefore, our findings may have particularly interesting consequences for similar ser-
vices. Indeed, many Web-based platforms have emerged to facilitate peer-to-peer ex-
change – monetized or not – of products and services. While the fundamental role of
material incentives should remain in sight, our work argues for the need to consider al-
ternative exchange mechanisms – such as status giving – through which economies may
function.
Status giving as a mechanism for balancing a power-unequal relationships operates
in relatively subtle ways. The fact that CouchSurfers can receive status by playing the
role of host provides one possible explanation for a popular dilemma regarding Couch-
Surfing: its very existence. At first blush, it would appear as if there were no barrier to
continuously exploiting the organization’s hospitality resources and never giving any-
thing back to the common pool of “couches.” Similarly puzzling is the behavior of hosts,
who usually do not receive anything tangible in return from their guests. If CouchSurfers
were to follow their material incentives, the network would unravel: surfers would take
advantage of hosts’ generosity, without ever contributing to the common pool, a classic
free-rider problem [108]. Conversely, hosts’ incentives would guide them to withhold
contributing, as they (seemingly) receive nothing in return.
Status giving comes into play as a possible explanation for why such “freeloading”
behavior has not become a prevalent and dominant strategy. Even though few, if any,
material benefits accrue to hosts from their generosity, hosts receive status in the orga-
nization instead. We advance this explanation as an instance in which status giving may
serve to maintain a seemingly-tenuous process of generalized social exchange, a process
which prior research has shown to operate in experimental settings [141].
We hope that the insights and perspectives we offer in this work will be confirmed
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and further enlightened by future investigations of other social networking services rep-
resenting the many forms of social exchange mediated by the Internet, a data source that
have created unlimited opportunities for the study of fundamental questions in the social
sciences at a scale not possible in the past.
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