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Abstract
We investigate the algebra generated by the topological Wilson loop operators in WZW
models. Wilson loops describe the nontrivial fixed points of the boundary renormalization
group flows triggered by Kondo perturbations. Their enveloping algebra therefore encodes
all the fixed points which can be reached by sequences of Kondo flows. This algebra is
easily described in the case of SU(2), but displays a very rich structure for higher rank
groups. In the latter case, its action on known D-branes creates a profusion of new and
generically non-rational D-branes. We describe their symmetries and the geometry of their
worldvolumes. We briefly explain how to extend these results to coset models.
1 Introduction
The classification of all boundary conditions (or D-branes) compatible with a given two di-
mensional conformal field theory (CFT) is still an unsolved problem. In view of the numerous
applications of D-branes in string theory, as well their relevance to the description of critical
condensed matter systems with boundaries, such a classification would be highly desirable. Yet,
even a sketch of a program to achieve it is lacking. Among CFT's, rational conformal field the-
ories (RCFT's) are especially simple as they involve only a finite number of primary fields. So
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far, all the known examples of RCFT's can be constructed from Wess-Zumino-Witten or coset
models1. The RCFT's for which the D-branes have been completely classified are the minimal
models [2], the free boson at the self-dual radius (which is equivalent to the SU(2) WZW model
at level 1) [3] and the free boson at an irrational radius (as a multiple of the self-dual radius)
[4]. Compared to the full set of WZW and coset models, this list is disappointingly short.
In this paper, we will explore the algebra of topological one-dimensional defects on the
worldsheet, a tool that is likely to play a central role in a future classification. We will see
that this algebra allows to construct many previously unsuspected D-branes, and that the clas-
sification problem for this particular class of D-branes amounts to finding a complete set of
generators and relations of the algebra of defects.
Topological defects can be continuously deformed on the worldsheet without affecting cor-
relation functions. As a result, the set of topological defects supported on cycles in a given
homotopy class naturally carries a multiplicative structure. Indeed, two such defects can be
deformed so that they lie closer and closer, eventually becoming indistinguishable from a single
defect. In the same spirit, topological defects linking a boundary supporting a D-brane can be
pushed on it, yielding a new D-brane. Topological defects therefore act on the set of D-branes,
and this action is compatible with the multiplication. Practically, this multiplicative structure
can be represented on the state space of the CFT by an algebra of defect operators. The action
of defect operators on boundary states reproduces the action of defects on D-branes.
In the case where defects and D-branes are required to preserve a rational vertex subalgebra
of the spectrum generating algebra of the theory, a categorical framework allows to classify
them completely [5, 6]. We will call such defects and D-branes rational. However, the Virasoro
algebra associated to the conformal symmetry is generally not a rational vertex subalgebra of
the spectrum generating algebra of WZW and coset models. As a result, the generic D-branes
compatible with the conformal symmetry are not rational. This simple fact is at the heart of the
difficulties in classifying the conformal D-branes, and explain why the categorical framework as
it stands is of little use to solve this problem.
Even if some constructions exist [7], there is no straightforward way of building directly
non-rational D-branes in a rational theory. In contrast, thanks to their multiplicative structure,
it may be extremely easy to construct non-rational defects. Indeed, if a RCFT is rational with
respect to two distinct vertex algebras, then the product of two rational defects, each preserving
one of the vertex algebras, will in general not be a rational defect. In turn, once non-rational
defects are known, their action on a rational D-brane will in general yield non-rational D-branes.
As noted above, all the known RCFT's are constructed from affine Kac-Moody algebras,
so we will only consider this type of vertex algebras here. We are not aware of a classification
of the rational vertex subalgebras of a Kac-Moody algebra2 gˆ, but there is a natural class of
1Recent results indicate that other types of RCFT's might exist, see [1].
2To simplify the notation, we write gˆ both for the infinite dimensional Lie algebra and the associated vertex
algebra. It should be clear from the context which algebra is relevant.
2
such subalgebras, of the form aˆ ⊗ gˆ/aˆ, where aˆ is (the vertex algebra associated to) an affine
Kac-Moody subalgebra of gˆ and gˆ/aˆ is the coset vertex algebra, built out of all fields in gˆ
commuting with aˆ. The corresponding rational topological defects also have a straightforward
physical interpretation: they are Wilson loops on the worldsheet, namely worldlines of particles
whose spin (valued in the horizontal subalgebra a) couples minimally to the Kac-Moody current.
In this paper, we will investigate the algebra generated by all Wilson loops associated to affine
Kac-Moody algebras embeddings aˆ ⊂ gˆ. This algebra will be referred to as the Wilson algebra
in the sequel.
Of course, we do not expect the Wilson algebra to include all the topological defects of the
WZW model. There are in particular some defects associated to U(1) subgroups [8] which will
not be included. (These defects should create the D-branes of [7] when acting on maximally
symmetric D-branes.) The Wilson algebra is however an interesting truncation of the algebra
of topological defects, because the Wilson loops operators encode information about the fixed
points of the (possibly symmetry breaking) Kondo boundary renormalization group flows [9, 10].
Indeed, these flows are always of the form
n1|B〉 →W |B〉 , n ∈ N ,
where |B〉 is any boundary state, n1 is the operator corresponding to n copies of the trivial
defect, and W is the operator associated to a Wilson loop. As a result, products of Wilson
loops describe the fixed points resulting from sequences of Kondo flows and the set of all these
fixed points is encoded in the structure of the Wilson algebra. It is especially remarkable that
the classification of (a subset of) the conformal fixed points of a theory reduces to a purely
algebraic problem.
Ideally, we would like to find a complete set of generators and relations for the Wilson
algebra. With this information, we could classify all the D-branes which can be obtained from
a given known D-brane by a sequence of Kondo flows. While a complete set of generators and
some relations can be written straightforwardly, finding all the relations is generally a difficult
problem that we will be able to solve only for the WZW models based on SU(2) and on SU(3)
at level 1. Unfortunately, in these cases, no previously unknown D-brane is generated by the
Kondo flows. The investigation of the next examples in term of complexity, namely SU(3) at
level 2 and USp(4) at level 1 will show that new D-branes are generated in these cases, but we
do not know whether the set of found relations is complete, impairing a classification of these
new D-branes.
In complement to this low-level algebraic investigation, we also study the action of the
Wilson algebra at large level, where a geometric interpretation of the D-branes is available. This
analysis makes it clear that arbitrary products of Wilson loops generate new D-branes. Indeed,
we can associate to each element in the Wilson algebra a submanifold M of the target space
Lie group G, such that its action on a D-brane with worldvolume M ′ is given by the pointwise
product of M and M ′. Similarly, the manifold corresponding to the product of two elements
in the Wilson algebra is given by the pointwise product of their associated manifolds. Under
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this correspondence, Wilson loops are mapped to conjugacy classes in the simple subgroup
A corresponding to the preserved Kac-Moody subalgebra aˆ ⊂ gˆ. As a result, the action of
the Wilson algebra on a D0-brane boundary state produces D-branes which worldvolumes are
pointwise products of conjugacy classes of arbitrary simple subgroups of G. Rational D-branes
of this type were described in [11, 12], in the case of a sequence of embeddings A1 ⊂ ... ⊂
Ak ⊂ G. Our results show that when the subgroups do not form a sequence of embeddings, the
corresponding D-branes still exist, but are non-rational.
The paper is organized as follows. In section 2 we review the concept of topological defect.
We also briefly present a certain class of defects and D-branes of the WZW models. For
reference, the Lie theoretic notation is introduced in section 2.2. In section 3 we define the
Wilson algebra and derive universal relations. We then study the action of the Wilson algebra
on the boundary states of the WZW model in section 4. We argue that any element of the
Wilson algebra produces a consistent boundary state when acting on the D0-brane boundary
state and we study the symmetries of these new D-branes. Section 5 contains the large level
geometrical study and section 6 a few low-level examples, for which it is possible to enumerate
the generators of the Wilson algebra, make their action explicit and uncover extra relations.
We discuss very briefly in section 7 how these results can be applied to WZW models with
non-diagonal modular invariant and coset models.
2 A reminder about D-branes and defects in WZW models
2.1 Topological defects
A defect is called topological if the correlation functions involving it depend only on the ho-
motopy class of the cycle supporting it. The set of topological defects carries a multiplicative
structure (figure 2), and can be mapped injectively3 into the algebra of bounded operators
on the closed string state space H (figure 1). Furthermore, topological defects have a natural
action on D-branes (figure 3). These ideas are developed rigorously in [5].
Defects can be added, just like D-branes can be stacked, and this operation corresponds to
the addition of the corresponding operators. They also have to satisfy positivity and integrality
conditions related to the Cardy condition for boundary states when they are inserted in a
cylinder amplitude. Therefore, the difference of two defects is in general not a defect. As a
3We are touching here a subtle point. Strictly speaking this statement, which holds for rational defects [5],
is not true for non-rational defects. There is at least one example of a one-parameter family of distinct defects
which correspond to the same operator [8]. However this example is somewhat pathological, as the family is
constructed from a non-hermitian perturbation of a single defect. We will not encounter any defect of this
type: our non-rational defects will always be expressed as sums and products of rational defects. It seems
therefore reasonable to consider that the map from the Wilson algebra to operators on H is injective, and we
will always interpret an equality of defect operators as an equality of defects. But we cannot completely exclude
the possibility that some of the non-rational defects operators and boundary states found in this paper actually
correspond to several distinct defects and D-branes.
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Figure 1: Pick a state v in the closed string state space H of the CFT. By the state-operator
correspondence, v gives rise to a bulk field φ. Imagine encircling the insertion of φ by a
topological defect W . Because of the topological property, the defect can be shrunk around the
insertion, leaving macroscopically a new bulk field φ′ associated to a vector v′ ∈ H. We define
the action of the defect on H by W (v) = v′.
Figure 2: Similarly, two topological defects W and W ′ supported on cycles in the same ho-
motopy class can be deformed until they form macroscopically a single defect W ′W , providing
the set of topological defects with a multiplicative law. Using the topological property, it is
straightforward to check that this multiplicative law translates into the composition of the
corresponding operators.
Figure 3: Finally, a topological defect W encircling a boundary supporting a D-brane B can
be shrunk onto the boundary, yielding a new D-brane WB. The action of the defect on the
D-brane is given by the action of the defect operator on the corresponding boundary state, seen
as an element of (a completion of) H.
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result, the set of defects forms an algebra over the semiring4 N.
2.2 Wilson loop operators
Let us now specialize the discussion to a WZW model based on a compact, simple and simply-
connected Lie group G and fix some notation.
Denote by g the Lie algebra of G and gˆ the corresponding untwisted affine Kac-Moody
algebra. We will write gˆk when we are specializing the level of gˆ to the positive integer value k.
Let a be a simple subalgebra of g. {ea}, a = 1, ...,dim(g) and {e˜i}, i = 1, ...,dim(a) will denote
bases of g and a orthonormal with respect to their respective Killing forms, and pi ia the matrix
elements of the projection of g onto a.
The embedding a ⊂ g generates an embedding of affine Kac-Moody algebras aˆxk ⊂ gˆk, where
x is the embedding index of a (see the section 13.7 of [13]). We will denote the generators of
gˆk by J
a
n with n ∈ Z, and write Ja(z) =
∑
n∈Z J
a
nz
−1−n. The generators of aˆxk are J˜ in = Janpi ia .
The spectrum generating algebra of the WZW model is composed of two copies of gˆk. The
generators of the second (antiholomorphic) copy will be written J¯an .
Let P a be the set of dominant weights of a, ρσ be the representation of a of highest weight
σ ∈ P a and V aσ the corresponding irreducible module. Similarly, let P aˆxk be the set of integrable
weights of aˆ at level xk and H aˆxkσ the integrable module with highest weight σ ∈ P aˆxk . As we
will always work at a fixed level, we will identify the affine weights of aˆxk with their horizontal
part in P a.
Consider the classical WZW model defined on a Riemann surface Σ with a holomorphic
coordinate z. The classical current is defined from the sigma-model map g : Σ → G by
ja(z)ea = −k(∂zg)g−1. We can define a a-valued current j˜i(z) = ja(z)pi ia . Now let us choose
σ ∈ P a. The classical Wilson loop associated to a and σ is the non-local observable given by
waσ = TrVσP exp
i
xk
∮
C
dzj˜i(z)ρσ(e˜i) , (1)
where C is an oriented loop on Σ and P is the path ordering along C. This observable is
topological, in the sense that it depends on C only through its homotopy class. When a = g, it
measures the holonomy of the pull-back j(z) of the Maurer-Cartan connection. In general, it
computes the holonomy of the projected connection j˜(z). As the holonomy is a gauge invariant
observable, waσ has vanishing Poisson bracket with the functions j˜
i(z).
Upon quantization, the closed string states of the WZW model with charge conjugation
modular invariant form a Hilbert space isomorphic to
H =
⊕
µ∈P gˆk
H gˆkµ ⊗H gˆkµ∗ . (2)
4Recall that a semiring satisfies the same axioms as a ring, except that addition is not required to be invertible.
Algebras and modules can be defined over semirings in a straightforward way, see the appendix A.
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The holomorphic current J(z) acts only on the first factors of the summands ofH. The quantum
counterpart of (1) is expected to be an operator on H expressible as a series in J˜ in. We also
expect the quantization procedure to preserve the classical symmetries of the Wilson loop, so
the defect operator should centralize aˆxk. It turns out that these properties allow to determine
the quantum defect operator uniquely [10] (see also [9] for a perturbative approach to the
quantization of a one parameter deformation of these loop operators). The defect operator W aσ
is characterized by its eigenvalues on aˆxk-modules:
W aσ = χσ
( −2pii
xk + hˇ
(τ + ρ)
)
1 =
Sστ
S0τ
1 on H aˆxkτ , (3)
where hˇ and ρ are respectively the dual Coxeter number and the Weyl vector (half the sum of
the positive roots) of a. χσ is the character of the representation ρσ, seen as a function on the
weight space of a. In the second equality, we assumed that σ ∈ P aˆxk and we used a well-known
identity (see [13], section 14.6.3) to reexpress the character in term of the modular S matrix of
aˆxk.
Through an iterative procedure, W aσ can indeed be constructed as a series in J˜
i(z) commut-
ing with aˆxk. This important fact allows to deduce the action of W
a
σ on H from its action on
the integrable highest weight modules of aˆxk. To this end, we should decompose H as follows:
H =
⊕
µ∈P gˆk
⊕
σ∈P aˆxk
H aˆxkσ ⊗H gˆ/aˆ[σ,µ] ⊗H gˆkµ∗ , (4)
where H
gˆ/aˆ
[σ,µ] are the multiplicity spaces occurring in the decomposition of gˆk modules into aˆxk
modules. (These multiplicity spaces are the basic building blocks of the state space of the
gˆk/aˆxk coset model.) In this decomposition, the action of W
a
σ is straightforward: it acts by the
scalar multiplication (3) on the first factor of each summand in (4) and trivially on the other
factors. Remark that the Wilson loop labeled by the zero weight always acts like the identity
operator.
For fixed a, the algebra generated by the Wilson loop operators is commutative: using (3)
and the Verlinde formula, we get
W aσW
a
τ = N a υστ W aυ , (5)
where N a υστ are the fusion coefficients of aˆxk. Moreover,W aσ commutes with the Virasoro vertex
subalgebra of gˆk. Indeed, it is well-known (for instance [13], section 18.1) that
Ln = Laˆxkn + L
coset
n ,
where Ln and L
aˆxk
n are the Virasoro generators obtained from the Sugawara construction on
gˆk and aˆxk respectively, and L
coset
n commutes with aˆxk. From the central property of W
a
σ ,
it commutes with Laˆxkn . From the fact that it is a series in the current of aˆxk, it commutes
with Lcosetn . Therefore it commutes with Ln. By the same reasoning, we see that W
a
σ actually
commutes with the vertex algebra aˆxk ⊗ gˆk/aˆxk, so W aσ is a rational defect.
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2.3 Branes in WZW models
For our purpose, it will be sufficient to consider D-branes carrying D0-brane charge only. The
known D-branes of this type can be described in a simple way with the help of Wilson loops.
The maximally symmetric D-branes preserve the diagonal subalgebra of the spectrum gen-
erating algebra gˆk ⊗ gˆk. This condition translates into [14, 15]
(Jan + J¯
a
−n)|B〉 = 0 .
This equation admits a unique solution up to scalar multiplication in each of the sectorsHµ⊗Hµ∗
of H: the Ishibashi state |µ〉〉. These states are not normalizable and actually belong to a
completion of Hµ⊗Hµ∗ . It is however possible to remove the scalar ambiguity in their definition
by requiring that
〈〈µ|q 12 (L0+L¯0− c12 )| ν〉〉 = S0µδµνχgˆkµ (q) , (6)
where χgˆkµ (q) is the affine character of Hµ, c the central charge of the model and Sµν the
elements of its modular S matrix. This convention differs slightly from the usual one found in
the literature, which does not include the factor S0µ on the right hand side.
The modularity constraint (Cardy's condition) allows to determine which linear combina-
tions of Ishibashi states yield consistent boundary states. The simplest boundary state corre-
sponds to the D0-brane and is given by
|B0〉 =
∑
µ∈P gˆk
|µ〉〉 .
The other maximally symmetric boundary states are recovered by the action of the maximally
symmetric Wilson loop operators W gν on |B0〉:
|Bν〉 = W gν |B0〉 =
∑
µ∈P gˆk
Sνµ
S0µ
|µ〉〉 .
In [11, 12], symmetry breaking rational D-branes were constructed. The corresponding bound-
ary states can again be nicely described with Wilson loop operators as follows. Consider a chain
of embeddings of semi-simple Lie groups labeled by upper indices: A1 ⊂ A2 ⊂ ... ⊂ An ⊂ G,
with the corresponding embedding chain of Lie algebras: a1 ⊂ a2 ⊂ ... ⊂ an ⊂ g and of Kac-
Moody algebras: aˆ1k1 ⊂ aˆ2k2 ⊂ ... ⊂ aˆnkn ⊂ gˆk. To a sequence of integrable weights σi ∈ P
aˆiki and
µ ∈ P gˆk , associate the boundary state5
|B;σ1, σ2, ..., σn, µ〉 = W a1σ1W a
2
σ2 ...W
an
σnW
g
µ |B0〉 . (7)
These boundary states satisfy Cardy's condition [11, 12]. They preserve the rational vertex
subalgebra
aˆ1k1 ⊗ aˆ2k2/aˆ1k1 ⊗ ...⊗ gˆk/aˆnkn ⊂ gˆk .
5The construction of [11, 12] is more general and allows for D-branes twisted by nontrivial automorphisms
of ai and g, but we will not consider them here.
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We will see that they are actually part of a much larger family of generically non-rational
D-branes.
2.4 Wilson operators and Kondo perturbations
When its supporting cycle C coincides with a boundary component of the worldsheet, the Wilson
loop (1) can be seen as the transfer matrix of the Kondo boundary perturbation [16]. The
Kondo perturbation is marginally relevant and therefore triggers a boundary renormalization
group flow. The beautiful idea put forward in [9] (and which can be traced back to [17]) is that
this boundary flow is induced from a universal renormalization group flow acting on defects.
Indeed, the defect dσ1 (consisting of a stack of dσ = dim(Vσ) copies of the trivial defect)
admits a perturbation of the Kondo type. The perturbation defines a family of generically non-
conformal defects which can therefore undergo a renormalization group flow. [9] showed that,
at least in the large k limit, the IR fixed point of this flow is the Wilson loop defect described by
the operatorW aσ , and this fact was checked by an explicit integration of the Kondo perturbation
at a critical value of the coupling in [10]. When the defect is pushed onto a boundary supporting
a boundary state |B〉, the defect flow induces a boundary renormalization group flow
dσ1|B〉 →W aσ |B〉 . (8)
Such defect flows are universal, because they induce boundary renormalization group flows when
acting on any boundary state |B〉. They provide a justification of the absorption of boundary
spin principle of Aeck-Ludwig [18], an empirical rule used to determine the fixed points of
the Kondo flow. Its generalization to coset models [19, 20] can be understood in term of defect
operators in a similar way [21]. (8) also shows that all the boundary states (7) are fixed points
of sequences of boundary renormalization group flows starting from a stack of D0-branes (see
[22] for a different point of view on this fact).
There is another set of universal boundary perturbations of the WZW model, namely the
exactly marginal perturbations corresponding to translations on the group manifold. Such a
translation is implemented on the boundary states by the exponential of the action of the
horizontal Lie algebra of gˆk:
|B〉 → exp(λaJa0 )|B〉 , g = exp(λaea) ∈ G .
Geometrically, tg = exp(λaJa0 ) translates the worldvolume of the D-brane by the left action of
g on the group manifold.
Despite of our notational distinction, it should be emphasized that the operator tg is noth-
ing but a Wilson operator associated to the commutative subalgebra of g generated by λae
a.
Indeed, when a is commutative, the path ordering in (1) has no effect. The Wilson loop is easily
quantized by replacing the classical current j by its quantum counterpart J and performing the
integration explicitly. The quantum operator obtained is exactly tg. It will therefore be natural
9
to include the operators tg in our study of the algebra of Wilson operators. The corresponding
defect will be called a group defect in the sequel.
3 The Wilson algebra
3.1 Definition
It is natural to study the algebra generated by the defect operators described in the previous
section. Denote by W the algebra over the semiring N generated by
• the Wilson operators W aσ , for all simple subalgebras a ⊂ g and all non zero integrable
weights σ of aˆxk,
• the groups defect operators tg = exp(λaJa0 ) for g = exp(λaea) ∈ G.
The Wilson operators associated to direct sums of Lie algebras are products of Wilson
operators associated to the irreducible summands. We also saw that the Wilson operators
associated to commutative subalgebras of gˆ are the group defects tg. Hence the Wilson algebra
as defined above includes all the Wilson operators associated to reductive subalgebras of g.
Remark that all the generators are expressed as series in the current J which have well-
defined actions on the integrable highest weight modules of gˆ. The induced action of W is
chiral: W acts nontrivially only on the first factors of the components H gˆkµ ⊗H gˆkµ∗ of H. Note
also that while each of the families {W aσ} for a fixed a generates a commutative algebra, W is
not commutative.
3.2 Relations
We can immediately write down some relations for the algebra W. First, obviously,
tgtg′ = tgg′ .
For a fixed sublgebra a, the relations (5) hold:
W aσW
a
τ = N a υστ W aυ .
If gag−1 is the subalgebra obtained from a by the adjoint action of g on g, then
W gag
−1
σ = tgW
a
σ tg−1 ,
as is obvious from the representation of W aσ as a series in the current of aˆxk. Therefore we
need as generators only the Wilson operators associated to one element in each conjugacy class
of simple subalgebras of g. After reducing the number of generators, we should still include
relations of the type W aσ = tgW
a
σ tg−1 whenever g ∈ N(A), the normalizer of A.
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If a and b are two commuting subalgebras, then
W aσW
b
ν = W
b
νW
a
σ .
This again follows from the representations of W aσ and W
b
ν as series in the commuting currents
J |aˆ and J |bˆ, respectively.
We will describe now a less obvious type of relations. It is well known (see for instance section
14.6.4 of [13]) that the outer automorphism group O(aˆκ) of an affine Kac-Moody algebra aˆ at
level κ is isomorphic to the center ZA of A. Indeed, let Ωˆ ∈ O(aˆκ) and denote the induced
operator on the weight space of a by Ω. The affine fundamental weight ωˆ0 projects onto the
zero weight of a, and
exp
(
−2pii
r∑
i=1
Ω(0)ie˜i
)
= zΩ ∈ ZA ,
where we assumed that the first r = rank(a) elements in the orthonormal base {e˜i} of a generate
the Cartan subalgebra. The modular S matrix of aˆκ satisfies
SΩ(σ)τ = Sστ exp(−2pii(Ω(0), τ)) ,
where σ, τ are integrable weights at level κ and (., .) is the bilinear form induced by the Killing
form of a.
Now recall that the eigenvalues of the Wilson operator W aσ are given by
W aσ =
Sστ
S0τ
1 on H aˆκτ .
We immediately deduce a new set of relations in the Wilson algebra:
W aΩ(σ) = tzΩW
a
σ .
In particular, the Wilson operators W aΩ(0) lying in the orbit of the zero weight coincide with
tzΩ . The associated topological defects are group-like defects in the terminology of [5].
Because of these new relations, we can further reduce the set of generators of W, by in-
cluding only Wilson operators labeled by a chosen representative in each orbit of the outer
automorphism group of aˆ. Let us summarize here the set of generators and relations so far.
Generators Relations
W aσ , tg tgtg′ = tgg′
W aσW
a
τ = N a υστ W aυ
W aσ = tgW
a
σ tg−1 for g ∈ N(A)
W aσW
b
ν = W
b
νW
a
σ if [a, b] = 0
(9)
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with g, g′ ∈ G, a in a set of representatives of each conjugacy class of simple subalgebras of g,
σ, τ in a set of representatives of each orbit of the outer automorphism group of aˆ, except the
orbit of the zero weight.
At least in some cases, further relations hold (see for instance the solved case of SU(3) at
level one in section 6.1), but we see no way of deriving them systematically.
4 New WZW branes
In the previous section, we defined the Wilson algebra as the enveloping algebra of all the Wilson
defect operators associated reductive subalgebras of g. In the rational case, the set of rational
D-branes forms a module for the algebra of rational defects. A natural conjecture is therefore
that the set all D-branes of the WZW model should carry an action of algebra of all WZW
defects, and in particular an action of the Wilson algebra. Put differently, given any boundary
state |B〉, each element in the induced module W|B〉 should be a consistent boundary state.
For definiteness, we will consider only the case when B is the D0-brane B0.
A very special case is G = SU(2). su(2) does not contain any proper simple subalgebra,
so the generators of the Wilson algebra are the maximally symmetric Wilson operators Wmsµ
indexed by integrable weights of sˆuk(2), as well as the group defect operators tg, g ∈ SU(2). The
maximally symmetric Wilson operators commute with the action of the Kac-Moody algebra,
hence with tg for any g ∈ SU(2). We can therefore write a typical monomial of the Wilson
algebra as ntgW
ms
µ with n ∈ N and g ∈ SU(2). Upon acting on the D0-brane state |B0〉,
this element produces a stack of n maximally symmetric D-branes of label µ, translated on
the group manifold by the left action of g. Hence the structure of the Wilson algebra can be
completely elucidated in this case and does not lead to the discovery of new D-branes.
For higher rank groups, most of the elements in W|B0〉 do not correspond to any previ-
ously known boundary state. Therefore we deduce the existence of an abundance of previously
unsuspected D-branes.
To prove the consistency of these new D-branes, we would have to show that the boundary
states W|B0〉 satisfy the sewing conditions of [23], in particular the Cardy condition [2] for
cylinder amplitudes. A direct verification seems very difficult. We will give some physical
arguments for the consistency of these boundary states later in this section.
4.1 Symmetries
Let us first look at the symmetries of the conjectured D-branes. A D-brane preserves a vertex
subalgebra vˆ if the corresponding boundary state |B〉 satisfies gluing conditions of the form
(I(Xn)− (−1)h(X)I¯(X−n))|B〉 = 0 . (10)
In the previous equation, X is a field of vˆ of conformal dimension h(X), and Xn are its Laurent
modes. I is an embedding realizing vˆ as a vertex subalgebra of the holomorphic copy of gˆk of
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the spectrum generating algebra of the WZW model. Similarly, I¯ is an embedding of vˆ into the
antiholomorphic copy of gˆk.
The D0-brane preserves gˆk, with the trivial embeddings I = I¯ = 1gˆk . Moreover, recall that
W acts only on the holomorphic sector of the theory, so W commutes with I¯(X−n) for any I¯
and X−n. Let us consider only the untwisted case, for which I = I¯. Then a necessary and
sufficient condition for vˆ to be preserved by a D-brane WB0, W ∈ W, is that W centralizes
I(vˆ).
We have seen in section 2.2 that the Wilson loop operators commute with the Virasoro
subalgebra of gˆk. Moreover, the Sugawara construction implies that the zero modes of the
current commutes with the Virasoro algebra as well, so we have [tg, Ln] = 0. Hence the Virasoro
subalgebra is preserved: all the D-branes in the set WB0 are conformal. (This is equally true
for any D-brane which boundary state is obtained from the action of an element of W on a
conformal boundary state.)
Does a typical D-brane have more symmetries ? Let vˆsym be the maximal vertex subalgebra
of gˆk preserved by all the D-branes in WB0. The requirement that vˆsym commutes with the
action of tg, g ∈ G implies that it is a vertex subalgebra of the Casimir algebra of gˆk (see the
part 7 of [24]). The latter is generated by the fields
Cn(z) = Ca1...an : Ja1 ...Jan : (z) ,
where : ... : is the normal ordering and Ca1...an are the components of the order n Casimir
operator in the enveloping algebra U(g). However, except for C2(z) = L(z), the higher Casimirs
do not belong to aˆxk × gˆk/aˆxk, so they do not commute with the Wilson operators.
To see this, remark that by definition, the first order pole of the operator product expansion
(OPE) of the current J i(z) of aˆxk with any element of aˆxk × gˆk/aˆxk involves only fields of aˆxk.
The OPE of J i(z) with Cn(w) is given by [25]
J i(z)Cn(w) ' cst
z − wC
ia1...an−1 : Ja1 ...Jan−1 : (w) + reg , (11)
where the constant depends on k. The first term of (11) clearly does not belong to aˆxk.
We deduce that the D-branes created from the action of a typical element of W on a D0-
brane preserve only the Virasoro vertex subalgebra of gˆk. They break as much symmetry as is
consistent with conformal symmetry and are non-rational.
Now we would like to give some evidence for the existence these new D-branes.
4.2 Construction via boundary RG flows
All the D-branes in the set WB0 can be constructed by sequences of boundary renormalization
group flows of the Kondo type. We saw in section 2.4 that the Kondo flows are universal
boundary renormalization group flows of the form
dσ|B〉 →W aσ |B〉 , (12)
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sending a stack of dσ = dim(Vσ) D-branes of type B on the D-brane which boundary state
is given by W aσ |B〉. The crucial point is that this flow occurs between topological defects:
dσ1→W aσ , so (12) is universally valid for any boundary state |B〉 [9].
Consider now a sequence of Wilson operators W1, W2, ...,Wk, associated to representa-
tions of simple subalgebras of g of dimensions d1, d2, ...,dk. From the universality of (12), we
immediately see that we have a sequence of flows
d1d2...dk|B0〉 → d1d2...dk−1Wk|B0〉 → ...→ d1W2...Wk|B0〉 →W1W2...Wk|B0〉 ,
so that a generic element of W|B0〉 can be obtained from a stack of dkdk−1...d1 D0-branes.
While this argument is a strong evidence for the existence of these boundary states, it is not a
rigorous proof, because the validity of (12) for any |B〉 rests on physical arguments.
K-theory predicts that D-branes on a Lie group or rank r can carry 2r−1 different types of
charges (one of which is the D0-brane charge), but so far D-branes carrying all of the possible
charges are known only for SU(2) and SU(3) (see [26] for a recent account). One may wonder
if the D-branes constructed here may carry some of the missing charges. Unfortunately, the
sequence of flows displayed above shows that they cannot carry any charge other than the D0-
brane charge. More generally, the D-branes obtained from the action of the Wilson algebra on
a D-brane carrying a certain charge can only carry multiples of this charge.
4.3 Identities between partition functions
The topological nature of the Wilson loops can be used to derive identities between cylinder
amplitudes and open string partition functions. Consider the following cylinder amplitude, for
W1, W2 and W3 in W:
〈B0|W †1 q
1
2
(L0+L¯0− c12 )W2W3|B0〉 = 〈B0|W †1W2q
1
2
(L0+L¯0− c12 )W3|B0〉 , q = exp 2piiτ ,
τ being the modular parameter of the cylinder. The equality above stems from the fact that
any element of W commutes with the Virasoro vertex subalgebra of gˆk (see section 4.1). After
performing a modular transformation, we deduce that the partition function of open strings
stretching between the D-branes W †2W1B0 and W3B0 coincides with the partition function for
open strings between W1B0 and W2W3B0.
This property can be used to give another piece of evidence for the existence of the conjec-
tured D-branes. Consider two boundary states
W aυW
a
σW
g
µ |B0〉 = N aˆk τσυ W aτW gµ |B0〉 and W aφ |B0〉 .
The cylinder amplitude for a closed string exchange between these D-branes is
〈B0|W gµ∗W aσ∗W aυ∗q
1
2
(L0+L¯0− c12 )W aφ |B0〉 . (13)
These boundary states are rational and have been described in [11], where the Cardy condition
was explicitly checked for the amplitude (13). It was shown that under the modular transform
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q → q˜ = exp−2pii 1τ , (13) decomposes into a positive integer linear combination of the characters
of aˆxk ⊗ gˆk/aˆxk.
But any D-brane on G admits exactly marginal deformations. These marginal deformations
can be seen as Goldstone modes: they arise from the global translational symmetries on the
group which are broken by the insertion of the D-brane. They are implemented into our
algebra W by the operators tg. It seems very hard to imagine that an exactly marginal unitary
perturbation of a consistent CFT could make it inconsistent. Therefore, after performing a
marginal perturbation corresponding to a left translation of W aφB0 by g, we deduce that the
amplitude
〈B0|W gµ∗W aσ∗W aυ∗q
1
2
(L0+L¯0− c12 )tgW aφ |B0〉 (14)
should satisfy a non-rational version of Cardy's condition: after a modular transformation
q → q˜, (14) decomposes in a (possibly continuous) sum of character of a conformal vertex
subalgebra of gˆk (see [3, 4]). Now, using the partition function identities reviewed above, we
deduce that (14) is actually the partition function of open strings stretching betweenW aυ tgW
a
φB0
andW aσW
g
µB0. This shows that the non-rational D-braneW
a
υ tgW
a
φB0 should be consistent with
all the D-branes preserving the rational subalgebra aˆxk ⊗ gˆk/aˆxk of gˆk. It is possible to iterate
this argument and apply it to D-branes produced by the action of higher degree monomials
in W. Again, while this argument leaves little doubt about the existence of the non-rational
D-branes generated by W, the rigorous verification of the modular properties of (14) seems out
of reach.
5 Geometric interpretation
Now we will elucidate the geometry of the worldvolumes of the D-branes constructed in the
previous section as boundary states. Such a geometrical interpretation is possible only in the
limit k →∞, where the target space is the group manifold G and D-branes can be pictured as
submanifolds of G. At finite level, the algebra of functions on the target space of the quantum
theory is finite dimensional and non-commutative, so no geometrical picture is available. We
first briefly review some elementary notions of harmonic analysis on compact groups (see the
chapters 3 and 4 of [27] for a precise and complete account).
5.1 Harmonic analysis on compact groups
Let V be any finite dimensional irreducible G-module and let ρ be the associated representation.
Let φ ∈ End(V ) ∼ V ⊗V ∗. We can associate to φ a complex-valued function fφ on G as follows:
fφ(g) = TrV (φ ρ(g)) , g ∈ G . (15)
Conversely, any function f on G induces an endomorphism φVf on V :
φVf (v) =
∫
G
dgf(g)ρ(g)v , v ∈ V . (16)
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Let us write
R(G,C) =
⊕
λ∈Pg
Vλ ⊗ Vλ∗ '
⊕
λ∈Pg
End(Vλ) , (17)
where Vλ is the irreducible highest weight G-module of highest weight λ. (15) allows us to
embed R(G,C) into the algebra C(G,C) of continuous complex-valued functions on G. The
Peter-Weyl theorem states that the image of this embedding is dense in C(G,C). As a result,
roughly speaking any continuous function f on G is determined by an operator φf on
⊕
λ∈Pg Vλ
preserving the direct sum decomposition and vanishing on almost all Vλ. We can interpret this
duality as a generalized Fourier transform.
The composition of elements of R(G,C) is related to the convolution product on C(G,C)
by the Fourier transform. More precisely (cf. Lemma 3.43 in [27]):
φVf1 ◦ φVf2(v) = φVf1∗f2(v) , with f1 ∗ f2(g) =
∫
G
dg′f1(g′)f2(g′−1g) (18)
This formula will be of crucial importance to us.
5.2 The Fourier transforms of Wilson operators
The restriction of any Wilson operator to the subspace of grade zero of H is an element of
R(G,C), by the identification of the grade zero subspace of a gˆk module with a g module. It is
therefore natural to ask what is its Fourier transform, as a function on G. We will answer this
question in the semi-classical regime k →∞.
The Fourier transform of the delta distribution δg supported at a point g ∈ G can be seen as
an element in the completion R¯(G,C) of R(G,C) obtained by dropping the finiteness condition
implicit in the direct sum (17). From (16), we have clearly
φδg |Vλ(v) = ρλ(g)v , v ∈ Vλ for all λ ∈ P g , (19)
where ρλ is the representation of G on Vλ.
Let CAa0 be the conjugacy class of A ⊂ G passing through a0. Consider the constant
distribution
δCAa0
=
1
Vol(A)
∫
A
da δaa0a−1
supported on CAa0 . By linearity, the operator associated to it is
φCAa0
=
1
Vol(A)
∫
A
daφδ(aa0a−1) =
1
Vol(A)
∑
λ∈Pg
∫
A
da ρλ(aa0a−1) =
=
1
Vol(A)
∑
λ∈Pg
∑
σ∈Pa
bλσ∑
i=1
∫
A
da ρ(σ,λ,i)(aa0a
−1) ,
where we decomposed the irreducible G representation ρλ into a direct sum of irreducible A-
representations ρ(σ,λ,i) of highest weight σ and multiplicity bλσ.
∫
A da ρ(σ,λ,i)(aa0a
−1) commutes
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with the action of A, so must act by a multiple of the identity on the irreducible A-modules.
Its eigenvalue is given by 1dσTrσ(a0), where dσ is the dimension of ρ(σ,λ,i). Therefore:
φCAa0
=
1
dσ
Trσ(a0) on V(σ,λ,i) ⊂ Vλ .
We would like to compare φCAa0
with a Wilson operator W aτ . We will make this comparison
in a regime where k → ∞, τ = kτ0, with τ0 fixed. Note that if kτ0 is an integrable weight at
level k, then nkτ0, n ∈ N, is an integrable weight at level nk, so the limit k →∞ makes sense.
From (3), the eigenvalue of W aτ on V(σ,λ,i) is given by
χτ
(
− 2pii
k + hˇ
(σ + ρa)
)
=
Saτσ
Sa0σ
=
Saτ0
Sa00
Sa00
Saσ0
Saστ
Sa0τ
.
Each factor on the right hand side can be expressed as a character, using the first equality.
Taking the limit, we get:
lim
k→∞
W akτ0 =
dτ0
dσ
χσ(−2piiτ0)1 on V(σ,λ,i) .
So up to a global irrelevant factor dτ0 , limk→∞W akτ0 coincides with φCAa0 if we identify a0 =
(−2piiτ0)∗. Therefore, the Fourier transform of W akτ0 is given in the semi-classical limit by a
constant distribution supported on the conjugacy class CA(−2piiτ0)∗ .
5.3 The geometry of the non-rational WZW branes
But now, using the convolution formula (18), we can easily recover the geometry of any D-brane
obtained from a known brane by the action of elements in the Wilson algebra. Suppose that
we have a D-brane supported in the semi-classical limit on some submanifold M ⊂ G. Let
δM be the Fourier transform of the grade zero component of the boundary state, a constant
distribution supported on M . Acting by tg˜ on the boundary state corresponds to a convolution
of δM with δg˜:
δg˜ ∗ δM =
∫
G
dg′δg˜(g′)δM (g′−1g) = δM (g˜−1g) = δg˜M (g) , (20)
so tg˜, as expected, translates the worldvolume of the D-brane by the left action of g˜. Now
suppose that we act withW aσ on the boundary state. The Fourier transform of the new boundary
state is given up to a multiplicative constant by
δCAa0
∗ δM =
∫
G
dg′δCAa0 (g
′)δM (g′−1g) = δM ′(g) , (21)
where M ′ = {gg′|g ∈ CAa0 , g′ ∈ M}. Therefore, geometrically, the action of W aσ amounts to
change M into the pointwise left multiplication of M by the conjugacy class associated to W aσ .
This result fits with [11, 12], where the worldvolumes of the D-branes (7) were shown to be
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products of conjugacy classes in the semi-classical limit.
Our geometric interpretation of defects is related to the one developed in [28]. There, the
so-called folding trick [29] was used to see a defect as a D-brane on G×G (a bi-brane), which
is then pictured as a submanifold of G × G in the semi-classical limit. [28] associates to a
maximally symmetric Wilson loop (with operator W gµ) the submanifold of G × G composed
of all pairs (g1, g2) such that g1g−12 ∈ CG(−2piiµ)∗ , a biconjugacy class. It turns out that this
biconjugacy class is isomorphic to CG(−2piiµ)∗ × G. On the other hand, the Fourier transform
discussed above assigns directly the conjugacy class CG(−2piiµ)∗ to W
g
µ .
A geometrical formula for the fusion of a defect with a D-brane was also conjectured in [28].
Suppose that the bi-brane associated with the defect has worldvolume B ∈ G×G and the D-
brane has world volume M ∈ G, then their fusion should produce a D-brane with worldvolume
M ′, with
M ′ = p1(p−12 (B) ∩M) .
pi are the projection of the ith factor of G × G on G. Using the definition of the biconjugacy
class, we see that this prescription reproduces (21). The convolution formula therefore provides
a justification for this geometrical fusion formula, in the case of topological defects joining two
copies of the same WZW theory in the semi-classical limit.
From an algebraic point of view, the restriction of Wilson operators to the grade zero sub-
space of H, necessary to interpret them geometrically, is artificial. We are of course losing
a lot of information in this process, and the convolution algebra of the corresponding func-
tions/distributions is not equivalent to the Wilson algebra. There exist a Peter-Weyl theorem
for loop groups [30, 31]. However we do not know if an analog of the convolution formula holds
in this case.
6 Examples
We already saw at the beginning of section 4 that in the case G = SU(2), the structure of the
algebra is trivial and can be completely described. We now turn to the next examples in term
of complexity, SU(3) at level 1, SU(3) at level 2 and USp(4) at level 1.
Let us recall first (see section 14.2 of [13]) that the outer automorphism group of sˆuk(n) is
the cyclic group of order n acting the affine fundamental weights ωˆ0 = (0, 1), ωˆ1 = (ω1, 1), ...
ωˆn−1 = (ωn−1, 1). We denote between brace the projection of the affine weight on the weight
space of su(n) and the level. As a result, if we use the usual parametrization of the level k
affine weights by the weights of su(n), the outer automorphism group permutes cyclically the
weights 0, kω1, ..., kωn−1.
The eigenvalues of the Wilson operators displayed below are computed from (3) and the
explicit formulas for the modular S-matrix of affine Kac-Moody algebras (see for instance section
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14.5 of [13].
6.1 SU(3) at level 1
6.1.1 The structure of the algebra
su(3) only has two types of nontrivial simple proper subalgebras, the regular su(2) subalgebras
and the principal su(2) subalgebras. In the fundamental representation of su(3), they correspond
to the embedding of a spin 1/2 or spin 1 representation of su(2). Their embedding index is
respectively 1 and 4.
Maximally symmetric Wilson operators: In the case of sˆu1(3), the only integrable weights
are 0, ω1 and ω2, and they are permuted by the outer automorphism group Z/3Z. As a result,
the three maximally symmetric Wilson operators are given by
Wms0 = 1 , W
ms
ω1 = tz , W
ms
ω2 = tz2 ,
where z generates the center of SU(3). Explicitly, they act by scalar multiplication on H sˆu1(3)ν ,
with the following eigenvalues:
ν 0 ω1 ω2
Wms0 1 1 1
Wmsω1 1 κ κ
2
Wmsω2 1 κ
2 κ
, κ = e2pii/3 .
Regular su(2) Wilson operators: As the embedding index of a regular su(2) subalgebra
is 1, the induced embedding of affine Kac-Moody algebras is sˆu1(2) ⊂ sˆu1(3). sˆu1(2) has only
two integrable weights, 0 and ω, and the outer automorphism group of sˆu1(2) exchanges them.
Therefore we have
W reg0 = 1 , W
reg
ω = tzreg ,
where zreg is the image in SU(3) of the nontrivial element of the center of SU(2). The action
of W regω on H
sˆu1(2)
σ is given by:
σ 0 ω
W regω 1 −1
.
Principal su(2) Wilson operators: The principal embedding of su(2) into su(3) induces
an embedding sˆu4(2) ⊂ sˆu1(3). This embedding turns out to be conformal: the sˆu1(3) inte-
grable modules sˆu4(2) decompose into a finite number of sˆu4(2) modules. More explicitly, the
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integrable highest weight modules of sˆu4(2) are labelled by nω, n = 0, 1, 2, 3, 4, and we have:
H
sˆu1(3)
0 ' H sˆu4(2)0 ⊕H sˆu4(2)4ω ,
H
sˆu1(3)
ω1 , H
sˆu1(3)
ω2 ' H sˆu4(2)2ω .
(22)
The action of the principal su(2) Wilson operators W prτ on H
sˆu4(2)
σ is given by:
σ 0 2ω 4ω
W prω
√
3 0 −√3
W pr2ω 2 −1 2
W pr3ω
√
3 0 −√3
W pr4ω 1 1 1
. (23)
We have
W pr4ω = tzpr ,
where the zpr is nontrivial element of the center of SU(2) (which happens to act trivially on the
sˆu4(2) modules appearing in the decomposition (22)). From (22), we see that W
pr
2ω commutes
with the whole action of sˆu1(3). In fact,
W pr2ω = W
ms
ω1 +W
ms
ω2 = tz + tz2 .
Finally, we have from (23)
W prω = W
pr
3ω .
(Note that this equality is true only due to the fact that the modules H
sˆu4(2)
ω and H
sˆu4(2)
3ω do
not appear in the decomposition of the sˆu1(3) modules.)
So far we managed to remove all the Wilson operators except W prω from the presentation
of the Wilson algebra. To understand the action of W prω , consider the outer automorphism
generated by the symmetry of the Dynkin diagram of su(3). It extends to an automorphism6 Ω
of sˆu1(3). It is possible as well to define an action of Ω on the sˆu1(3) integrable highest weight
modules. The construction is straightforward: given a representation ρµ on a sˆu1(3) module
H
sˆu(3)
µ , define a new representation
ρΩ := ρµ ◦ Ω = ρΩ(µ) .
6This automorphism does not appear in the outer automorphism group of sˆu1(3), which is defined as the
quotient of the symmetry group of the affine Dynkin diagram by the symmetry group of the finite Dynkin
diagram. Ω generates the latter. This puzzling definition of the outer automorphism group of an affine Kac-
Moody algebra allows to obtain an isomorphism with the center of G, see section 14.2 of [13].
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The last equality implies that H
sˆu(3)
µ endowed with the representation ρΩ is isomorphic as a
sˆu(3) module to H sˆu(3)Ω(µ) . If µ is a fixed point of Ω, the latter induces a nontrivial endomorphism
Ωµ : H
sˆu(3)
µ → H sˆu(3)µ . Ωµ acts trivially on the highest weight vector and satisfies the intertwining
relation
Ωµ(Jv) = Ω(J)Ωµ(v) , (24)
for J ∈ sˆu1(3) and v ∈ H sˆu(3)µ . For more details about this construction, see for instance [32].
We claim that
W prω '
√
3Ω0 on H
sˆu1(3)
0 . (25)
To check this claim, note that sˆu4(2) ⊂ sˆu1(3) is the subalgebra left fixed by Ω. Ω0 acts trivially
on the highest weight vector v0 of H
sˆu1(3)
0 , so the submodule generated from v0 by the action
of sˆu4(2) is an eigenspace of eigenvalue +1. On the other hand, if we denote by Jα1+α2−1 the
generator of sˆu1(3) of grade −1 associated with the sum of the two simple roots α1 and α2 of
su(3), then H sˆu4(2)4ω ⊂ H sˆu1(3)0 is generated from the vector Jα1+α2−1 v0. As Ω(Jα1+α2−1 ) = −Jα1+α2−1 ,
we deduce that H
sˆu4(2)
4ω is an eigenspace of Ω0 of eigenvalue −1. Comparing with (23), we get
(25).
From the definition (24) of Ω0, we get the important relation
W prω tg = tΩ(g)W
pr
ω . (26)
Let us also remark that the square of W prω is a linear combination of elements of the center:
(W prω )
2 = W pr2ω + 1 = tz + tz2 + 1 , (27)
as can be easily computed from the fusion rules of sˆu4(2).
We are now equipped to give a concrete description of the algebraW in the case gˆ = sˆu1(3).
W has a family of generators g ∈ SU(3) and an extra generator W prω . The relations (26) and
(27) allow us to write any element W of W in the following form:
W =
∑
i
nitgi +
∑
j
n′jtg′jW
pr
ω ni, n
′
j ∈ N , gi, g′j ∈ SU(3) . (28)
We will now interpret this result in term of D-branes.
6.1.2 Action on boundary states
Let us act with the element W defined in (28) on a D0-brane state. Clearly, any term of the
form ntg will create n D0-branes
7, translated on the group manifold by the left action of g.
The terms of the form ntgW
pr
ω are more interesting. The boundary state corresponding to
a D0-brane centered at the identity of the group manifold SU(3) is given by
|B0〉 = | 0〉〉+ |ω1〉〉+ |ω2〉〉 .
7In the sˆu1(n) theories, the only maximally symmetric Cardy type D-brane is the D0-brane.
21
Using (23) and the decomposition (22), it is straightforward to compute the action of W prω on
|B0〉 :
W prω |B0〉 =
(
3
2
)1/2
(| 0〉〉sˆu4(2) − | 4ω〉〉sˆu4(2)) = 31/4| 0〉〉Ω = |BΩ0 〉 . (29)
Using the conformal embedding (22), we decomposed the Ishibashi state | 0〉〉 = 2−1/2(| 0〉〉sˆu4(2)+
| 4ω〉〉sˆu4(2)) into Ishibashi states for sˆu4(2), taking into account the normalization (6). We then
used the explicit action (23) ofW prω , which yields a multiple of the twisted Ishibashi state | 0〉〉Ω.
(The latter is normalized according to the conventions of [33]). (29) is the boundary state
of the D-brane twisted by the outer automorphism Ω [33]. Acting with a general monomial
ntgW
pr
ω will produce n copies of this twisted D-brane, translated on the group manifold by the
left action of g. Therefore all the elements of the Wilson algebra produce either maximally
symmetric or twisted D-branes when acting on the fundamental D0-brane state.
The reader familiar with D-brane charges on group manifolds might be puzzled by (29).
From (8), we deduce that there exists a Kondo flow 3|B0〉 →W prω |B0〉 = |BΩ0 〉 linking a stack
of three maximally symmetric D0-branes to the twisted D-brane of SU(3). But it is well known
[34, 26] that the twisted D-branes carry a different type of K-theory charges than the maximally
symmetric D-branes, and therefore they should not be linked by any boundary renormalization
group flow.
This paradox comes from the fact that we are considering a purely bosonic theory, whereas
the boundary renormalization group flows admit conserved charges only in supersymmetric
theories. Indeed, purely bosonic D-branes always have a tachyonic mode which allows them to
decay into closed string radiation (see for instance [35]). By adding fermions transforming in
the adjoint representation of the Lie group and performing a type 0 GSO projection, the WZW
model can be turned into a supersymmetric theory, and all the known bosonic D-branes have
worldsheet supersymmetric partners in the super WZW model. We refer the reader to the sec-
tions 3 and 4 of [26] for a detailed account of these constructions. In the supersymmetric theory,
the D-brane obtained by the symmetry breaking Kondo flow described above and the twisted
D-brane do not coincide anymore. Indeed, the closest supersymmetric analog of the bosonic
sˆu1(3) WZW model is the super WZW model based on sˆu4(3), which admits as chiral algebra
sˆu1(3)× sˆo1(8), the sˆo1(8) part coming from the fermions. The twisted D-brane is the bosonic
twisted D-brane (29) tensored with a certain boundary state for sˆo1(8). On the other hand, the
fixed point of the symmetry breaking Kondo flow cannot be factorized in the same way. The
construction of section 4.3 of [26] shows that it preserves a subalgebra sˆu14(2) ⊂ sˆu1(3)× sˆo1(8),
and clearly does not coincide with the twisted D-brane.
The next two examples will display nontrivial Wilson operators which are not associated to
conformal embeddings, leading to a much larger Wilson algebra and new non-rational D-branes.
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6.2 SU(3) at level 2
Maximally symmetric Wilson operators: The integrable weights of sˆu2(3) are 0, ω1, ω2,
2ω1, ω1 + ω2, and 2ω2. They form two orbits of the outer automorphism group: {0, 2ω1, 2ω2}
and {ω1, ω2, ω1 + ω2}. Therefore we have:
Wms0 = 1 , W
ms
2ω1 = tz , W
ms
2ω2 = tz2 , W
ms
ω1 = tz2W
ms
ω1+ω2 , W
ms
ω2 = tzW
ms
ω1+ω2 ,
where again z generates the center of SU(3). There is a single independent maximally symmetric
Wilson operator, which eigenvalues on the integrable weight modules H
sˆu2(3)
µ are given in the
following table:
µ 0 ω1 ω2 2ω1 ω1 + ω2 2ω2
Wmsω1+ω2 φ −φ−1 −φ−1 φ −φ−1 −φ−1
,
where φ = 12(
√
5 + 1) is the golden ratio.
Regular su(2) Wilson operators: We have a regular embedding sˆu2(2) ⊂ sˆu2(3). The
integrable weights of sˆu2(2) are 0, ω and 2ω, and the outer automorphism group exchanges
0 and 2ω, so the only independent Wilson operator is W regω , which acts on H
sˆu2(2)
σ with the
following eigenvalues:
σ 0 ω 2ω
W regω
√
2 0 −√2
.
Principal su(2) Wilson operators: Under the principal embedding, the sˆu2(3) modules
decompose into sˆu8(2) modules with highest weight 0, 2ω, 4ω, 6ω and 8ω. The Wilson operators
are labeled by the weights nω, 0 ≤ n ≤ 8. The outer automorphism act as nω → (8 − n)ω,
leaving four independent Wilson operators. The action of W prτ on the modules H
sˆu8(2)
σ is given
by the following eigenvalues:
σ 0 2ω 4ω 6ω 8ω
W prω φ1/251/4 φ−1/251/4 0 −φ−1/251/4 −φ1/251/4
W pr2ω φ
2 φ−2 −1 φ−2 φ2
W pr3ω φ
3/251/4 −φ−3/251/4 0 φ−3/251/4 −φ3/251/4
W pr4ω 2φ −2φ−1 1 −2φ−1 2φ
.
Using the fusion rules of sˆu8(2), we have the relations:
W pr2ω + 1 = (W
pr
ω )2 , W
pr
3ω + 2W
pr
ω = (W
pr
ω )3
W pr4ω + 3(W
pr
ω )2 = (W
pr
ω )4 + 1 .
(30)
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As we are working in an algebra over a semiring, we cannot perform the subtractions that would
be needed to eliminate W prnω, n = 2, 3, 4 from the presentation. However, the equations (30)
allow to translate any extra relation to be found for W prω into relations for the other principal
su(2) Wilson operators.
In the case of sˆu1(3), the conformal embedding allowed to compute the commutator of
the nontrivial principal Wilson operator W prω with the group defects tg (26), what yielded a
dramatic simplification of the Wilson algebra: it implied that any monomial can be expressed
as a sum of monomials of degree 0 or 1 in W prω . No such relation occurs at level 2, and it is
unclear to us whether other relations may hold.
If our set is complete, a typical monomial in the Wilson algebra has the following form:
ntgm+1WmtgmWm−1...W2tg2W1tg1(W
ms
µ )
p , (31)
where m,n ∈ N, p ∈ {0, 1}, gi ∈ SU(3), Wi = W regω , W prτ . For this monomial to be irreducible,
whenever Wi−1 and Wi are associated to the same SU(2) subgroup, gi should not belong to the
center of this subgroup.
Still assuming that no further relations hold, the action of these monomials on the D0-brane
boundary state yields distinct boundary states. The D-brane produced by (31) is a stack of n
copies of the fundamental boundary state
WmtgmWm−1...W2tg2W1(W
ms
µ )
p|B0〉 ,
translated on SU(3) by the left action of gm+1 and by the right action of g1. The rational and
previously known boundary states are those obtained from the monomials containing either a
single or no symmetry breaking Wilson operator.
6.3 USp(4) at level 1
sp(4) ∼ so(5) has a two-dimensional weight space. The short simple root α1 of square norm
1 and the long simple root α2 of square norm 2 are at an angle of 3pi/4. The corresponding
fundamental weights will be labeled ω1 and ω2.
Clearly, the simple subalgebras of sp(4) can only be isomorphic to su(2). They are conjugate
to one of the following subalgebras:
• The long regular su(2) subalgebra which weight space is the line `α2, ` ∈ R. It has an
embedding index of 1.
• The short regular su(2) subalgebra which weight space is the line `α1, ` ∈ R. It has an
embedding index of 2.
• The principal su(2) subalgebra which weight space is the line `(3α1 + 2α2), ` ∈ R. It
embedding index is 10, and it comes from the 5 dimensional real representation of su(2)
in so(5).
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Maximally symmetric Wilson operators: The integrable weights of sˆp1(4) are 0, ω1 and
ω2. The outer automorphism group exchanges 0 and ω1, soWmsω2 acts like the nontrivial element
of the center of USp(4). The eigenvalues of Wmsω1 on the modules H
sˆp1(4)
µ are given by
µ 0 ω1 ω2
Wmsω1
√
2 0 −√2
.
Long regular su(2) Wilson operators: As the embedding index is 1, the corresponding
Kac-Moody subalgebra is at level 1, and the Wilson operators can be identified with elements
of the center of SU(2). Therefore they can be eliminated from the presentation.
Short regular su(2) Wilson operators: The Wilson operators associated with the inte-
grable weights 0 and 2ω of sˆu2(2) are identified with the elements 1 and −1 of the center
of SU(2). They are mapped by the embedding onto group elements of USp(4) and can be
eliminated from the presentation. W regω acts as follows on H
sˆu2(2)
σ :
µ 0 ω 2ω
W regω
√
2 0 −√2
.
Using the fusion rules of sˆu2(2), we have
(W regω )
2 = 1 + t−1 . (32)
Principal su(2) Wilson operators: The integrable weights of sˆu10(2) are nω, n = 0, ..., 10,
and the outer automorphism group exchanges nω and (10 − n)ω. The embedding sˆu10(2) ⊂
sˆp1(4) is conformal and the branching rules are given by (cf. [13], section 17.5.2)
H
sˆp1(4)
0 ' H sˆu10(2)0 ⊕H sˆu10(2)6ω ,
H
sˆp1(4)
ω1 ' H sˆu10(2)3ω ⊕H sˆu10(2)7ω ,
H
sˆp1(4)
ω2 ' H sˆu10(2)4ω ⊕H sˆu10(2)10ω .
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The eigenvalues of the independent Wilson operators on H
sˆu10(2)
σ are given by
σ 0 3ω 4ω 6ω 7ω 10ω
W prω ψ 1 ψ−1 −ψ−1 −1 −ψ
W pr2ω
√
2ψ 0 −√2ψ−1 −√2ψ−1 0 √2ψ
W pr3ω
√
3ψ −1 −√3ψ−1 √3ψ−1 1 −√3ψ
W pr4ω ψ
2 −1 ψ−2 ψ−2 −1 ψ2
W pr5ω 2ψ 0 2ψ
−1 −2ψ−1 0 −2ψ
,
where ψ =
√
3+1√
2
. Like in the case of sˆu2(3), the fusion rules of sˆu10(2) allow to deduce relations
between the operators W prσ , so that practically we only have to understand the action of W
pr
ω .
They read:
W pr2ω + 1 = (W
pr
ω )2 , W
pr
3ω + 2W
pr
ω = (W
pr
ω )3 ,
W pr4ω + 3(W
pr
ω )2 = (W
pr
ω )4 + 1 .
(33)
More interestingly, the conformal embedding allows us to deduce the relations
W pr2ω = W
ms
ω1 W
pr
ω and W
pr
5ω = (W
ms
ω1 )
2W prω . (34)
Combining the first equations of (33) and (34), we get
(W prω )
2 = Wmsω1 W
pr
ω + 1 , (35)
so that any power of W prω can be reduced to terms of degree zero or one in W
pr
ω .
With the relations derived so far, we have reduced the generators of the Wilson algebra of
sˆp1(4) to the set
{tg, Wmsω1 , W regω , W prσ } , g ∈ USp(4) , σ = ω, ... , 5ω .
With the relations (32), (33), (35) in addition to the universal relations in (9). The situation
is similar to the one encountered for SU(3) at level 2: as USp(4) does not have any outer
automorphism and as W regω and W
pr
σ clearly do not coincide with inner automorphisms, no
relation of the form (26) can hold for all g ∈ USp(4). However we cannot prove that the
relations we found form a complete set.
If no further relations hold, a generic monomial in the algebra involves products of an
arbitrary large number of generators, of the form
n tgm+1Wmtgm ...W2tg2W1tg1(W
ms
ω1 )
p ,
where n,m ∈ N , p ∈ {0, 1}, gi ∈ USp(4) and Wi = W regω , W prσ . gi does not belong to the
center of USp(4) if Wi and Wi+1 are associated to the same subalgebra of sp(4).
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7 Generalizations
Finally, we briefly discuss generalizations of our results to WZW models with non-diagonal
modular invariants and coset models.
So far we considered only WZW models with charge conjugation modular invariant, whose
state space is given by (2). There exist models with different state spaces, whose torus partition
function is nevertheless modular invariant. W is purely chiral, so it acts on the state space of
WZW models with any modular invariant, as well as on the boundary states of these models.
It may happen that some integrable modules are missing in the state space of the models with
nontrivial modular invariants. In this case, additional relations between elements of W may
appear, because the Wilson algebra was not defined intrinsically, but rather through the ac-
tion of the Wilson operators on the state space. A phenomenon of this type was encountered
for the Wilson loops associated to the principal su(2) subalgebras of su(3), see the table (23).
Moreover, one may want to consider as well the antiholomorphic Wilson algebra, defined with
the Wilson operators and group defects built out of the antiholomorphic current J¯ . Indeed,
its action does not necessarily coincide with the action of the holomorphic Wilson algebra for
models with nontrivial modular invariant. Still, the two actions always commute, so no new
difficulty should appear in the analysis.
Coset models can be seen as WZW models for which a subgroup H ⊂ G has been gauged.
Consistency with the gauging requires the boundary states and defect operators to be invariant
under the action of the affine Kac-Moody subalgebra hˆyk ⊂ gˆk, where y is the embedding index
of h = Lie(H) ⊂ g. The state space of the gauged WZW model is built out of the Hilbert
spaces H
hˆyk/gˆk
(µ,σ) defined under (4). Only the hˆyk-invariant part W hˆyk of W can act on H
hˆyk/gˆk
(µ,σ) .
It is not difficult to find a set of generators for W hˆyk . They are given by:
• tg, with g belonging to the centralizer of H in G.
• W a, with h ⊆ a ⊆ h.
• W a with [h, a] = 0.
The relations of (9) still hold. This construction will not provide any new D-brane for coset
models associated with maximal Lie group embeddings.
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A Algebras over a commutative semiring
The definition of an algebra over a commutative semiring, though elementary, is not easily
found in the litterature. We recall it here.
Definition A commutative semiring R is a set endowed with two operations, addition (+) and
multiplication (∗), such that
• (R,+) is a commutative monoid with 0R as identity element;
• (R, ∗) is a commutative monoid with identity element 1R;
• the multiplication is distributive over the addition from either side;
• 0R ∗ a = a ∗ 0R = 0R for all a ∈ R;
• 0R 6= 1R.
The fact that the additive law provides R with a structure of monoid instead of a group struc-
ture implies that the addition is not necessarily invertible. The basic example of a commutative
semiring is given by the natural integers N, endowed with the familiar addition and multipli-
cation.
Definition A semimodule over a commutative semiring R is a commutative monoid (M,+)
with identity element 0M endowed with a scalar multiplication R×M →M , (r,m)→ rm such
that
• (rr′)m = r(r′m);
• r(m+m′) = rm+ rm′;
• (r + r′)m = rm+ r′m;
• 1Rm = m;
• r0M = 0M = 0Rm
for all r, r′ ∈ R, m,m′ ∈M .
The set of D-branes forms a semimodule overN, where n ∈ N acts on a D-brane B by producing
a stack of n copies of B.
Definition An algebra A over a commutative semiring R is a semimodule over R endowed with
a bilinear product ∗:
a ∗ (a′ + a′′) = a ∗ a′ + a ∗ a′′ , (a′ + a′′) ∗ a = a′ ∗ a+ a′′ ∗ a
(ra) ∗ a′ = r(a ∗ a′) = a ∗ (ra′) ,
for all a, a′, a′′ ∈ A and r ∈ R. If the product is associative or admits a unit, A is said to be
associative or unital.
28
The set of topological defects form an associative unital algebra over N. One can define a
(not necessarily commutative) semiring by dropping the commutativity condition on the mul-
tiplicative law, and check that an associative unital algebra over a commutative semiring is in
fact a semiring. In this paper, we prefer to see the topological defects as an algebra over N
to emphasize the natural scalar multiplication by positive integers, corresponding to stacking
identical defects.
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