Well logging is an important tool for the characterization of subsurface rocks, being commonly used in the study of reservoir geology. It is well known that signals obtained as responses from geological media contain noise that can affect their interpretation, and that wavelet transform is more suitable than the Fourier transform to denoise non-stationary signals, as the ones obtained from well logs. On the other hand, there are several parameters that must be considered when working with wavelet transform, such as the choice of the wavelet basis function (mother wavelet), the decomposition level and also the function and rules that "control" which and how the coefficients will be used for signal reconstruction. This study analyzes the process of denoising well log data by discrete wavelet transform. Since the well log data are usually used in lithological classification, we propose a method associated with the k-nearest neighbor classification algorithm to investigate how different combinations of parameters affect the output signals and its performance in the classification, thus making it a data driven process. We propose a new thresholding function that shows better results when compared with traditional ones. The potential of wavelet transform as a tool to aid geological interpretation is evidenced by the identification of important geological features of the Namorado Field, Campos Basin, Brazil.
INTRODUCTION
Filters that operate in the frequency domain and use techniques based on the Fourier Transform (FT) can be applied to mitigate noise effect in data sets. However, these filters also have the adverse effect of smoothing the high frequency signals, discarding important information, for example, events related to abrupt signal changes. To fully utilize the information from any data set, it is necessary to mitigate the noise from the data rather than simply smooth it out. Despite smoothing and denoising are often used synonymously, they are different, both conceptually and fundamentally. Denoising seeks to eliminate noise and preserve the signal while smoothing simply removes all the high-frequency content in the data, regardless of what belongs to signal or noise (Lyrio et al., 2004) .
In the last three decades, the Wavelet Transform (WT) has been developed and gained acceptance in many areas, such as seismic analysis, image processing, optics, study of turbulence, quantum mechanics, chaos, fractal, medical research, among others (Lau and Weng, 1995) .
WT has been widely used in geophysics. Applications in noise attenuation can be found in Lyrio et al. (2004) , who proposed a technique based on 1D WT to denoise gravimetric data. The procedure is based on the analysis of the energy distribution at different scales. The authors showed that the energy signal for such data is well separated from the energy of noise components. They conclude that conventional approaches to estimate the threshold are ineffective in gravity data applications, where the noise is unknown and dependent on location. The choice of a threshold value based on the accumulated energy curve and the scale from which it removes the wavelet coefficients provides an efficient way to mitigate the noise of any set of gravity data. Shen and Sarris (2009) used WT to mitigate the effects generated by human activity (cultural noise) on satellite images. They reported that the scheme of image fusion combining WT with the classification of these images is efficient to outline geophysical targets on shallow surfaces. Yu et al. (2010) demonstrated that WT is efficient in the process of noise suppression in well logs. In addition, they found that denoised acoustic well logs are superior to the original data when it comes to geological information, such as the identification of layers containing gas.
Despite the applicability of the WT in denoising tasks, some parameters must be taken into account, such as wavelet basis functions, threshold values to separate the components considered not belonging to the signal, and the function that has to be applied to the coefficients retained for the reconstruction of the signal. Although there are some studies that analyze these parameters, quantitative and objective approaches are lacking. In this study we propose a method for noise attenuation in geophysical well logs. In addition to a general scheme for noise attenuation, we suggest a thresholding function which is proved to be superior to the traditionally used thresholding functions by assessing their performances on synthetic signals. Since in many cases well logging is used in lithological classification, a scheme based on the k-nearest neighbor (kNN) classification algorithm (Cover and Hart, 1967 ) is used to evaluate the performance of the proposed method when applied to such data.
METHOD
The analysis presented in this paper made use of the Matlab® software and the database from the NA07 Gamma-Ray (GR) well log from the Namorado field, Campos Basin, Brazil. The GR log was used since the sedimentary interpretations are heavily based on it.
Orthogonal wavelet transform
The choice of the function to be a mother wavelet Ψ(x) is neither unique nor arbitrary. To be considered a wavelet, the function should have zero mean (equation 1) and finite energy so that it has compact support, or sufficiently fast decay, to obtain localization in space (equation 2):
(1) (2) with µ Ψ the Fourier transform of Ψ. Once defined the wavelet Ψ(x), we can obtain a set of function (wavelet family) by using the scale a and location b parameters:
In this way, the continuous wavelet transform (CWT) is defined as: (4) where is the complex conjugate of Ψa,b(x). Wavelet transforms can be used to analyze time series that contain non-stationary power at many different frequencies (Daubechies, 1990) . By varying the wavelet scale a and translating along the localized time index b, one can access the frequency content of the observational data. This is particularly interesting because the frequency-domain representation of a time series often makes accessible many features that are difficult to visualize in the time domain (Chakraborty and Okaya, 1995) .
One drawback of the CWT is that the signals representation is often redundant because of the values assigned to the scaling a and location b parameters. One way to overcome this is to use discrete values for these parameters, which characterizes the discrete wavelet transforms (DWT). Thus, one can obtain a representation of both redundant and non-redundant using appropriate choices of wavelet functions and discretization schemes (Daubechies, 1988; Daubechies and Lagarias, 1991; Daubechies and Lagarias, 1992; Kumar and Foufoula, 1997; Meyer, 1992; Torrence and Compo, 1998) .
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One way to do it is to choose a discretization scheme of scale and location parameters (a, b) given by: (5) with a 0 being a fixed dilation step greater than 1 and x 0 dependent upon the mother wavelet Ψ(x).
For many signals of non-stationary nature, the most convenient base for decomposition is orthogonal, local and universal: local in the sense that it does not spread across the domain (as are the sines and cosines in the FT), and universal, because it can be used for efficient decomposition of any data set.
A set of orthogonal bases can be obtained by attributing to the discretization scheme (equation 5) a o = 2 and x o = 1. Using these values, equation 3 can be rewritten, resulting in the following wavelets family:
The most remarkable property of this basis is that the functions are orthogonal to their translations and dilations. All functions belonging to L 2 (R) can be approximated with arbitrarily high precision from linear combinations of wavelets Ψ j,k : (7) where w j,k is given by:
The coefficient w j,k measures the contribution of the scale 2 j in the position k2 j . The expansion obtained by equation 7 is similar to that obtained for the Fourier series, with some substantial differences: (i) the series is double indexed, with the indices indicating scale and location; (ii) the basis functions have the time-scale (timefrequency) localization property.
The function decomposition is dependent on the choice of the wavelet basis function, and this is an important issue in denoising problems.
Choice of wavelet basis
Due to the diversity of wavelet basis functions, several studies have focused on objective criteria to select the most appropriate ones. "The best basis" is not unique and it depends on the process under investigation. ; ; , a n d
By decomposing a signal through WT, the energy of noise is mostly captured in detail components (high frequency), which have lower amplitudes and are distributed in several coefficients. On the other hand, the energy of the useful signal concentrates on fewer wavelet coefficients with bigger amplitudes (Yu et al., 2010) . This disbalance between the energy of the components can be measured by the Shannon entropy (Katul and Vidakovic, 1995) . Coifman and Wickerhauser (1992) were the first to use the concept of entropy in problems related to the construction of a "wavelet packets" algorithm in order to obtain a criterion for selecting the best base. Vidakovic and Katul (1994) applied this concept in problems related to atmospheric turbulence. For a discrete probability distribution, the Shannon entropy is defined as (Katul and Vidakovic, 1995) : (9) where 0log0 def   0. Let s be the normalized signal (ʈ sʈ = 1) and w n the wavelet coefficients obtained by the wavelet transformation of the signal s. The set w n is normalized and can be viewed as a discrete probability distribution corresponding to the signal s. Thus, the standard entropy of the signal s with respect to the WT is given by:
The standard entropy values refer to how disbalanced the coefficients are, i.e., the higher the entropy, the more homogenous the coefficients are, and the lower the entropy, the more disbalanced the coefficients are. Thus, when a base function produces a relatively low entropy measure, the used wavelet captures the signal and the noise components more efficiently. Therefore, this base function is the most appropriate and defines the best choice, since the ability to separate these components is maximized. In this study, we analyzed the Daubechies family (Db1-10), Symlets family (Sym2-10) and Coiflet family (Coif1-5). The index corresponds to the number of vanishing moments, related with the smoothness of the chosen wavelet.
Decomposition level
From a theoretical point of view, decomposition can be carried out indefinitely until the individual details represent a single sample or pixel. Few levels can lead to insignificant improvement, while many levels can lead to excessive computational work with no additional improvement to the signal to noise ratio (SNR). In general, five levels are chosen for one-dimensional signals and three levels for twodimensional ones (images) (Misiti et al., 1997) .
As the base function was chosen by minimizing the Shannon entropy, the level that provided the lowest entropy was assessed.
Another important question that involves denoising by WT is how to deal with the coefficients obtained from the transformation in order to eliminate the components considered noisy and then optimize the signal reconstruction.
Thresholding methods
The concept of wavelet thresholding applied to denoising processes was introduced by Donoho and Johnstone (1994) . Let us consider a basic model signal s(n) that contains noise expressed by:
In a simplistic approach, noise R(n) assumes a Gaussian white noise model N(0, 1) with the noise level σ = 1. The fundamental idea of the process is to reduce the contribution of the noisy component, and thus to highlight the signal f(n).
Mathematically, WT is equivalent to the multiplication of the vector s containing the discrete samples of the signal by the orthonormal matrix W:
where w is the vector of wavelet coefficients. Then, the noise coefficients are filtered by thresholding function δ (.). The scheme of noise attenuation can be expressed as: (13) where ∼ s is the signal reconstructed from the coefficients obtained from the hard δ Η λ or soft δ s λ thresholding operators, which are expressed by (Donoho, 1995) : (14) (15)
The threshold value λ will be discussed in detail later. If the wavelet coefficient is equal or greater than λ, it is assumed that its contribution to the signal is significant and therefore used in the reconstruction. Otherwise, it is considered coming from the noise and then discarded. The function for the hard-thresholding operates somewhat
differently from that for the soft-thresholding: the former "keeps or kills" the coefficients values, whereas the latter "handles" the kept values (shrinkage) to make the coefficient values continuous (Fig. 1) . Due to the discontinuity of the hard thresholding ( Fig. 1) , this function is known to produce artifacts in the reconstructed signal, especially when the noise level is significant (Chang et al., 2000) . In this study, the authors conclude that softthresholding produces a lower estimation error than hard-thresholding and is therefore usually chosen. However, in some cases hard-thresholding, despite such "disadvantage", is reported to be superior than soft-thresholding for some classes of signals. This fact led Yoon and Vaidyanathan (2004) to develop a different thresholding method, called "Customized thresholding." Mathematically, the expression for the Customized thresholding is given by: (16) where 0 < γ < λ and 0 ≤ α ≤ 1.
The γ value, in this case, defines the cut-off value, below which the wavelet coefficients are set to zero, and the α value defines the 'shape' of the thresholding function δ combination of the hard-thresholding function and the soft-thresholding functions, for example, when λ = 1 and γ = λ/2, i.e.:
Note that:
The drawback of the Customized thresholding and the motivation of developing a new thresholding function is that it is still discontinuous at |λ|. Also, it has maximum and minimum points in the region between γ and λ, as can be seen in Figure 1 . This fact implies that coefficients near to the λ value could assume lower values than those ones around the maximum/minimum points, which is not true. Therefore, we developed a similar thresholding function that behaves better in this interval and which we called "Hybrid thresholding". This function is continuous and strictly increasing in the region between γ and λ and has a continuous derivative at the limits of this region. It is mathematically expressed as:
For both Customized and Hybrid thresholding functions, γ was chosen as λ/2, which defines the cutting level coefficients. For the α value, we adopted two different strategies, one for synthetic signals and another for real geophysical well logs, as will be discussed in sections 3.1 and 3.2. Graphically, the cited thresholding functions are given in Figure 1 .
Determining the threshold value λ is an important issue in denoising. A low threshold value may result in a signal very similar to the input data, but it contains noise. At the other extreme, the coefficients that have relevant information can be discarded, and the signal output can be over smoothed. The rules evaluated in this study are listed in Table 2 .1 (Donoho and Johnstone, 1994; Stein, 1981) .
Thresholding can be global and the threshold value is applied at all scales. It can also be scale dependent and a (possibly) different threshold value is then applied to each scale. It can be zone dependent and a segment of the signal is divided into several zones, and a different threshold is applied to each zone (Mallat, 1989 ). This differentiation is related to the noise type. In this study, we considered a global threshold for the synthetic signals and two different scale dependent situations for the well logs. In the global threshold case we consider Gaussian white noise N (0, 1) with noise level σ = 1. In the first scale dependent situation, the noise level σ is calculated based on the standard deviation from the first-level coefficients (D1) (scaled white noise). In the last case, the noise level σ is calculated by evaluating the standard deviation at each decomposition level (non-white noise). The noise level σ is used to rescaling the threshold value λ.
RESULTS AND DISCUSSIONS
To evaluate the denoising performance, the problem was analyzed using two approaches: one using synthetic signals and the other geophysical well log data.
Synthetic data
The synthetic signals were modeled for different waveforms, 'blocks', 'bumps', 'heavy sine', 'Doppler' and 'quadchirp'. Once we know the function describing the signal (f ), the performance can be evaluated by calculating the mean square error (MSE):
The smaller the error, the better the estimated signal f and more efficient the denoising process. By evaluating the MSE, we can infer the parameters combination (threshold rule, thresholding function and α value) that provides the minor MSE. For each analyzed signal, Gaussian white noise was added (SNR = 7 db). Since this noise is randomly generated, the process was repeated ten times in order to make the analysis more robust. The MSE for each set of signal, threshold rule and function are presented in Table 3 .1. The considered MSE values are obtained by averaging the values resulting from the ten iterations.
For the studied signals, the custom and hybrid thresholdings generate the best results. As can be seen, the threshold rule is a parameter that depends on the signal, so the problem should be analyzed in its particularity. To illustrate the denoising efficiency, Figure 2 shows the 'Heavy sine' signal before and after the denoising process as well the behavior of the MSE curve used to set the alpha parameter value.
As evident from Figure 2 , between the two extremes that approach to the soft and hard thresholding functions, there are values that make the MSE much smaller. The Selection using a mixture of the above two options superiority of custom and hybrid thresholding functions compared to the others drove us to adapt these functions to the analysis of geophysical well log data, which is shown below.
Well logging
The MSE evaluation is not feasible for real signals where the noise free waveform is unknown, in particular in geophysical well logs. Therefore, we adopted a second approach: once the data analysis refers to the physical responses of the geological environment, a quantitative way to assess how the choice of parameters influences the denoising process can be obtained by a lithological classification criterion. The basic premise is that if a signal contaminated by noise is used as input in the lithological classification process, the result (correct classification rate) will be worse than when using a "cleaner" signal. Conversely, the closer the signal is to the geological characteristics, the better the correct classification rate.
For the lithologic classification, we adopted the kNN algorithm. The kNN algorithm is one of the simplest and most intuitive classification methods. It is based on a training set of points, for which a previous classification exists. The algorithm consists of observing, for each data point p, the classes of the k training points that are closer to p in the data space. The class which is most frequent among those k neighbors is then assigned to the point p.
In this study, we evaluated the performance with k values between 1and 25. As the kNN algorithm is a supervised classification technique, it requires a training data set. In this case, it refers to the cored well log intervals. The studied well log has 12 lithological classes. The classifier algorithm was trained with 50%, 60% and 70% from each class, taken randomly from the data set. We limited to these values to make a good training but still having considerable amount of samples to classify. Once the training samples were chosen randomly, we decided to repeat the classification process ten times. The validation is given by the correct percentage between the classified electrofacies (samples not selected for training) through the kNN algorithm and core samples. The process can be summarized as follows: (i) the signal is processed combining all parameters, generating several different signals; (ii) each signal is used as input in the lithological classification; (iii) the classified samples are compared with the core data; (iv) the highest rate of correct classification defines the parameters combination that best fit to the data.
The comparison is done by analyzing only the highest classification rates from 25 possible (number of neighbors) for each signal.
The wavelet basis function Db1 (Haar) and five levels of decomposition provided the lowest Shannon entropy and, therefore, used for signal decomposition.
Using different quantities for the training samples of the kNN algorithm, the best increase in the correct classification rates is found by processing the signal with the hybrid thresholding function. The threshold value was obtained by the 'universal' rule with correction from the detail component D1 (scaled white noise). For the processed signal with these parameters and for different percentages of training samples, we obtained an increase of approximately 28%, 30%, and 33% for correct classification rates (Table 3 .2). Tables 3.3 and 3.4 show the correct classification rate considering no threshold rescaling (white noise) and rescaling for each level (nonwhite noise). Figure 3 shows the original and filtered well logs and their respective scalograms (coherency maps).
The lithological classification performance for different k values of the kNN algorithm is compared for the original and the filtered well log data (Fig. 4) . On the top panel the red and blue lines correspond to the correct classification rates using the original and denoised well logs, respectively. Moreover, the electrofacies classification obtained with these two signals can be compared visually with the core data, which clearly shows a better match between the lithology classified with the denoised signal and the lithology present in the core data. For best viewing, the 12 electrofacies were grouped into three main groups: reservoir, possible-reservoir and non-reservoir (Fig. 4) . Both panels are for the classification using 70% of the samples for training, chosen for exemplification. The same behavior was found for the other training percentages.
A more detailed analysis of the filtering process is shown in Figure 5 . Clearly, there is a more marked attenuation in the higher frequency band (level 1), as expected, but preserving some important events, which would be eliminated by filtering processes based, for example, in FT.
By analyzing the well logs and the core data combined with higher frequency levels of the resulting scalogram, it is clear that the events that are recorded and maintained are related to intercalations of different lithologies, in many cases, sandstone and shale layers (yellow arrows). Other records maintained in level 1 refer to isolated peaks that are related to carbonatic cementation, marked by the association of gamma ray and density well logs (red arrow). Figure 4. kNN classification algorithm performance and lithologic classification using 70% of samples for training. The best correct classification is obtained using wavelet Db1, scaled white noise, universal threshold and the proposed thresholding function (Hybrid thresholding).
Another interesting finding is related to depositional cycles that can be interpreted from the filtered scalogram. This observation can be correlated with Sousa Jr.'s (1997) study for the Namorado field, in which the author, through a geostatistical study, applies vertical sandstone and shale/marl proportion curves for the entire reservoir. The author identifies the vertical evolution of the proportions showing three cycles of increased sand sedimentation, which may be associated with filtered regions of the scalogram at level 1. The marginal-dike and hemipelagic deposits (serrated pattern in GR log) are recorded and held in the top of each unit U.
CONCLUSION
A denoising method was proposed for analyzing signals from well logs, in order to obtain more representative geological data. We focused on an objective criterion to quantitatively indicate the choice of WT parameters. We evaluated the performance of both traditional thresholding functions (hard and soft) and the new proposed method (customized). Motivated by the better performance of the latter, we proposed a new thresholding function (hybrid) that proved to be even better. In addition, we adapt these functions for geophysical well log analysis based on a lithological classification criterion. In this case, the hybrid thresholding function provided the best results.
Hemipelagic deposits
Marginal-dikes Channel deposits In addition to generate more representative geological data and to obtain the most appropriate parameters to analyze a signal according to the wavelet transform, the proposed method allowed to extract important geological information from the resulting scalogram.
