In the last few decades, fractional calculus has been attracting significant attention because it has been pointed out that derivatives and integrals of non-integer order are very suitable for the description of properties of various real phenomena. Applications based on fractional models have been proposed in many fields of research in science and engineering (e.g. diffusive transport, fluid flow, physics, chemistry, and signal processing).
I INTRODUCTION
The history of the fractional calculus covers over three-hundred years, similar to that of classical differential calculus. Dated 30 September 1695, a letter on the meaning of the derivative of order one half is discussed between Leibniz and l'Hôpital [1] . In the last few decades, fractional calculus has been attracting significant attention because it has been pointed out that derivatives and integrals of non-integer order are very suitable for the description of properties of various real phenomena. Applications based on fractional models have been proposed in many fields of research in science and engineering (e.g. diffusive transport, fluid flow, physics, chemistry, and signal processing).
As one example the usefulness of fractional order control has been illustrated for the improved control of dynamic systems described by the fractional model. The CRONE controller (French acronym for Commande Robuste d'ordre Non Entier) has been successfully implemented as a CAD toolbox: the CRONE Matlab toolbox [2] .
In industrial control systems, a proportional integral derivative (PID) controller is probably the most commonly used feedback controller. A fractional order controller (where the orders and assume real noninteger values) is proposed by Podlubny [3] . In [3] , where an example is provided of the comparison between a classical controller and a fractional order controller, the desirability of the latter structure for the more efficient control of fractional order systems is demonstrated.
In the fractional order controller, the discretization of the FD or integrator is the key step of the realization techniques. In this paper, some existing open-loop methods for the design of FDs are introduced. Then, a feedback system is used to modify these previous fractional-order implementations, in order to ensure that the differentiator performs well in terms of both its time-domain and frequency-domain behaviour, something which is not found in most other fractional differentiators. Frequency-domain plots are indicative of the steady-state performance of the system, while the time-domain characteristics give a better insight into its transient behaviour.
A further example of the application of fractional differentiators has been proposed in the field of image processing, where the requirement is for edge detection of a noisy image. Tuning the order of the differentiator allows optimum trade-off between noise reduction and sharp edge detection. In [4] , an edge detector based on FD was shown to improve the criteria of 'thin detection', and the immunity to noise.
II BACKGROUND OF FRACTIONAL CALCULUS In the literature [1, 5] , the fundamental operator of fractional calculus is often defined using the notation , where and denote the two integration limits related to the operation of the fractional differentiation, and is the order of the operation.
a) Gamma Function
One of the most basic functions of the fractional calculus is Euler's gamma function, ( ), which generalizes the factorial ! , so that is allowed to also take non-integer and even complex values.
The definition of the gamma function ( ) is given by:
where the following iterative property holds:
b) Definition of Fractional Calculus
A number of alternative definitions of fractional derivatives are used. The RiemannLiouville (RL) and Grunwald-Letnikov (GL) definitions are the most common in fractional calculus. The RL definition is given by:
where
The GL, definition is given by:
where signifies the floor function. This method is based on the generalization of the finite difference quotients for fractional derivatives. A mathematical proof shows that the two formulations are equivalent [1] .
III DESIGN OF FRACTIONAL ORDER DIFFERENTIATOR/INTEGRATOR a) Using Grunwald-Letnikov Definition
The simplest and most straightforward method of designing the FD is to use the GL definition directly. To obtain an FIR filter approximation of this operator, (4) is truncated from an infinite series to a finite number of terms. Thus, the transfer function of the FD can be rewritten as:
where N is the order of the FIR filter.
b) Using Riemann-Liouville Definition
A numerical algorithm for computing RL integrals is introduced in [1, 5] . This method is based on a product trapezoidal rule which was developed in [6] . Rewriting the formula as a digital filter with finite memory length, for 0 < < 2,with as the sample period, the transfer function is:
c) Using a Discretization Scheme
The Laplace transform of the RL FD, (3), or fractional-order integrator (FI), with zero initial conditions, for order (0 ≤ ≤ 1), is given by [4] :
, with input and output ( ) and ( ), respectively, so that:
The digital FD is the discrete equivalent of the continuous operator , which can be expressed by the generating function = ( ). The most common methods of the discretization of the continuous operator , (i.e. the → transform of the fractional analogue system), are the Newton-Cotes integration rules (e.g. Euler rule, Trapezoid rule, or Al-Alaoui rule). A tunable generating function is given in [7, 12] :
where and denote the gain and phase tuning parameters, respectively, and is the sample period. In general, there are two ways to expand the generating function, the Power Series Expansion (PSE) and the Continued Fraction Expansion (CFE).
e) Design of FIR Fractional Order
Differentiator The PSE scheme leads to approximations in the form of polynomials, that is, the discretized FD is in the form of FIR filters, which contain only zeros [7] . For example, the FD of order v, based on the backward Euler rule, has a generating function (1 − )/ ) , which will produce an FIR filter when expanded by a PSE, yielding the standard form:
where is the memory length. The resulting formula (11) , corresponds to the GL definition (5), for unity sample period, .
From (10), (11) and [8] , the discretization transfer function with length N can be written in the form:
where the filter coefficients can be shown to be of the form [8] , ≥ 0: 
f) Design of an IIR Fractional Order Differentiator
The CFE (which easily yields an IIR-type transfer-function) was one of the early schemes to discretize transfer functions in the form of polynomials, but it is widely used due to its much more rapid convergence than the PSE [8] . Some least-squares methods are instead used to obtain an IIR FD from a FIR filter. These methods, such as the Padé approximation, Prony's method and Shanks' method are introduced and described in [8, 13] . In this paper, Prony's method is applied to design IIR FDs.
Assuming that the desired FIR filter coefficients ℎ( ) ( = 1,2, … , ) can be obtained from Table 1 , the transfer function of the IIR filter ( ), to be designed, has the form:
where the orders of the numerator and denominator of the IIR filter are m and n, respectively, with ≤ . The coefficients can be obtained by solving the following linear equations:
As described in [8] and elsewhere, (15) can be routinely solved using a pseudoinverse-based method to produce the optimum vector (in terms of least-squared error) of the denominator coefficients = [ , , … ] Then, the numerator coefficients, , can be found as [8] :
Prony's method gives better results than the Padé approximations because it results in a minimized error corresponding to a large number of initial FIR coefficients N ≫ + . As the CFE expansion, and the Padé approximation applied to a PSE, are known to produce identical results when ( = ), [8] , the CFE method will not be presented in this paper. Figure 1 shows the magnitude response of three types of IIR FD of order = 0.5.; (the sample period = 1 , the memory length of the FIR filter = 150 and = = 5 ). None of these FD exhibits very good magnitude response performance. As shown, the FD based on the Al-Alaoui operator exhibits better performance at low frequency than the other standard differentiators considered. 
IV MODIFIED DESIGN OF FRACTIONAL ORDER DIFFERENTIATOR
Given the need in some applications to find initial fractional derivatives of the function to be operated upon when using RL or GL FDs, values which are not usually known, or easily found, an alternative, Caputo, definition, of the FD, which requires knowledge only of some initial integer-order initial derivatives of the function has been proposed for use in factional Calculus.
In [10] , the use is presented of a feedback-based structure which permits the implementation of an accurate, stable estimate of a Caputo FD with automatic initialization, due to the fact that the feedback drives the system error toward zero after a short transient, irrespective of initial conditions.
A similar feedback system is built in this paper to improve the performance in both frequencyand time domains of the FD. The design utilizes the methods presented in Section III. The use of the standard RL or GL definitions facilitates the adoption of easily implemented algorithms for the design of the necessary elements.
We consider the FI operator and FD operator of order ∈ . It should be noted that, is the left-inverse of the corresponding integral operator , so that it satisfies the following ideal relationship: = I. (17) A FD ( ) , with order , and an FI ( ) are designed. If it is assumed that the input is ( ), and the ideal fractional order derivative of the input is ( ), a feedback system is created as in Figure 2 . (Note that the FD and FI designed in Section III, ( ) and ( ), respectively, would be suitable examples for use as ( ) and ( )). Because the fractional order differentiator and integrator are connected in cascade, ( ) ≈ ( ) (18) and,
Therefore, ( ) is the approximation of the ideal fractional order derivative ( ), and ( ) should approximate the input ( ). The feedback system is designed to reduce the error, ( ). Assuming that the transfer function of the FD and FI, respectively, are:
and,
the output of the system is: ( ) = ( ) ( ) + ( ) (22) The corresponding error can be written as:
( ) = X(z) − ( ) ( ) (23) which can be straightforwardly written as:
The speed of convergence clearly depends on the proportional gain . The limiting characteristics of the closed-loop system correspond to those of standard feedback systems:
and
so that when → 0, the system corresponds to an open-loop system with the same performance as the FD ( ) . Clearly, the type of differentiator/ integrator and the feedback gain, K, must be selected according to both desired frequency-domain and time-domain performances. Figure 4) .
Note that the gains chosen in each case were found experimentally to yield the best performance. In order to apply the two filters, ( ) and ( ), in feedback systems, they are both transformed from FIR filters to IIR filters, using Prony's method (15, 16). ( ) = 1.3293 Figure 5 shows the computed values of the fractional derivative of ( ) =
, when using the new FD and Euler's FD.
As a further test, a sine wave with added white Gaussian noise which = 45 is inputted to the differentiator. If the input sine function is ( ) = sin ( ), ≥ 1 s, and zero otherwise, the ideal fractional derivative, after initial transients have decayed, is:
The period of the input is = 2 ≈ 6.28 . Figures 5 and 6 show the time domain performance of the FDs constructed by the feedback system. When compared to a standard Euler FD, the FDs constructed by the feedback system exhibit better performance in the time-domain ( Figure 5 ), especially when ≥ 1 . Figure 6 shows that the system responds well to a noisy input (for which = 45), providing a good verification of the system's stability).
VI CONCLUSION & FURTHER PLANS
In this paper, a new feedback system is constructed to improve the fractional order differentiator, both in the frequency-domain and time-domain. Specifically, it is shown that an RL-based FD in a feedback structure can perform well. The use of feedback was seen to reduce the oft-seen problem of open-loop divergence of the FD from its ideal output characteristics, over extended periods. A FD constructed by an Euler FD and RL FI in a feedback structure with a proportional controller ( = 0.3) was shown to provide better magnitude response performance than standard FDs (i.e. Euler FD, Al-Alaoui FD and Tustin FD). It has an unconditionally stable characteristic when > 0 . This feedback system was constructed based on the standard RL or GL definition, which can be designed and implemented easily. A simple proportional controller was employed in this work. The potential advantage of employing another type of controller, in terms of the initialization issues which can arise in fractional systems, will be investigated in future work.
