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Resumen 
Los problemas de tráfico son cada vez más frecuentes debido al gran desarrollo tecnológico de la humanidad siendo, además, esencial su 
control para optimizar la infraestructura y el transporte público. Para lograr este objetivo, es necesario hacer una estimación de la demanda 
de los viajeros. Un método alternativo basado en redes neuronales artificiales (RNAs) se analiza en este trabajo, en comparación con las 
técnicas de predicción tradicionales. El objetivo es obtener un procedimiento de estimación usando variables de entrada sencillas y 
económicas, que son fáciles de encontrar. A diferencia de los modelos tradicionales, el modelo alternativo funciona mejor con los datos de 
entrada utilizados, ajustando mejor los resultados esperados. Los resultados son altamente prometedores y por tanto se demuestra la 
capacidad de las redes neuronales artificiales para realizar una estimación de la movilidad entre zonas. 
Palabras claves: Redes Neuronales Artificiales (RNAs); movilidad; transporte 
A comparison between artificial neuronal networks and classical 
methods for the prediction of mobility between transport zones. A 
case study in the Campo de Gibraltar Region (Spain) 
Abstract. 
Traffic issues are more common every day due to the great technological development of humanity. Therefore, the control is essential to 
optimize infrastructure and public transport. To achieve this goal, it is necessary to make an estimate of the demand of the mobility. An 
alternative method, based on Artificial Neural Networks (ANNs), has been analyzed in this work comparing to traditional prediction 
techniques. The aim is to obtain an estimation procedure using simple, economical input variables which are easy to find. Unlike traditional 
models. These new models are able to perform a better fitting of input-output mapping. The results are encouraging and therefore the ability 
of ANNs is shown to estimate mobility between zones. 
Keywords: Artificial Neural Network (ANNs); mobility; transport 
1. Introducción
Los problemas de movilidad son cada vez más
abundantes debido al desarrollo tecnológico de la 
humanidad, este gran desarrollo viene de la mano con un 
incremento del parque automotovilístico en las ciudades, las 
How to cite: Rodríguez-Rueda, P.J. & Turias-Domínguez, I.J., Una comparativa entre redes neuronales artificiales y métodos clásicos para la predicción de la movilidad entre 
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cuales se ven cada vez más congestionadas. Esta situación 
propicia excesivos tiempos de viaje, encarecimiento de 
mercancías, contaminación, congestionamientos, accidentes 
de tráfico y demandas excesivas de infraestructura para el 
transporte privado [1,2]. 
Los primeros estudios de movilidad (Mitchell & Rapkin 
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en 1954 [3] y Alan M. Voorhees en 1955 [4]) aparecieron 
como consecuencia de la necesidad de regular el tráfico en 
las ciudades, entonces pudieron constatar una relación directa 
entre el número de viajes producidos entre dos zonas, el 
número de empleos en una de ellas y el número de residentes 
en la otra, así como una relación disuasoria de la distancia. 
La evolución posterior de la planificación del transporte 
ha llevado la misma línea conceptual marcada por aquellos 
primitivos modelos, hasta alcanzar en la actualidad una 
sofisticación matemática, apoyada en gran parte por la 
enorme facilidad de cálculo que ha introducido la 
informática. Especial relevancia tienen los estudios incluidos 
en el ámbito de las concesiones de carreteras (Standar & 
Poor´s 2002 [5], 2003 [6]). Actualmente, el análisis y estudio 
de la demanda de movilidad cuenta ya con numerables 
estudios, tanto a nivel institucional como académico [7,8]. 
El inicio de la investigación mediante Redes Neuronales 
Artificiales (RNAs) aplicada al campo de la movilidad data 
de principio de los 90 (por ejemplo, Davalo y Naim, 1991 [9], 
Fakhri y Hua, 1994 [10]), como marco en el que se pueden 
estudiar muchos problemas de tráfico y transporte.  
Las aplicaciones de RNAs en transporte son numerosas 
más allá del estudio de movilidad [11,12,13]. 
 
2.  Objetivos 
 
En este trabajo se describe el proceso metodológico para 
el estudio de la movilidad en las zonas de transporte, 
realizando una recopilación de los métodos de estimación de 
viajes. Finalmente se desarrolla un método de estimación 
mediante redes neuronales artificiales. 
El objetivo de un sistema de transporte es diseñar una 
oferta adecuada a una demanda concreta. La demanda es el 
resultado de la necesidad de cubrir unas actividades que 
implican desplazamientos, con un conocimiento preciso de 
las distintas características que la determinan.   
Para estimar la demanda futura de transporte se utilizan 
modelos matemáticos [14], capaces de predecir lo que ocurre 
con la movilidad de la población, con la finalidad de conocer 
los efectos que se produzcan en las redes de transporte, 
debido al aumento poblacional y a los cambios inducidos por 
la aplicación de diferentes estrategias y políticas [15].  
El estudio se centra en el área metropolitana del Campo 
de Gibraltar y área de Málaga, constituida por siete 
municipios, situada en el extremo sudeste de la provincia de 
Cádiz. Tiene una extensión de 1.529 km2 y una población 
actual que supera ligeramente los 265.000 habitantes. En ella 
se encuentra el primer polo químico de la comunidad 
autonómica y uno de los más importantes puertos de Europa. 
Todo ello hace que el tráfico rodado de mercancías sea 
especialmente relevante. Málaga es la capital de la Costa del 
Sol y cuenta con una población de más de 700.000 habitantes 
con un amplio tejido de servicios orientados al turismo. 
El proceso para la planificación del transporte consiste en 
el análisis de generación y distribución de viajes, uso modal 
y asignación de viajes. Previamente, se realiza el proceso de 
validación, que consiste en que la serie de modelos 
reproduzcan la situación determinada en el diagnóstico.  
Las redes neuronales artificiales son una técnica de 
reciente aplicación consistente en un método computacional 
de soft computing basado en un proceso de aprendizaje que 
se muestran con gran potencial también en el ámbito de la 
ingeniería del transporte [16].  
En la literatura se pueden encontrar algunos estudios 
aplicados al transporte dependiendo del modo de viaje, 
variables de entradas y del ámbito geográfico, ninguno 
relacionado con la predicción de la demanda de viajeros para el 
diseño de la red de transporte en el Campo de Gibraltar [17,18]. 
Este estudio consiste en desarrollar un método alternativo 
de predicción mediante redes neuronales artificiales y su 
aplicación práctica en el Campo de Gibraltar y área de Málaga.  
 
3.  Datos y área de estudio 
 
3.1.  Recogida de información 
 
Los modelos de transporte intentan explicar cómo es la 
demanda de transporte, siendo un dato básico conocer ésta 
con la mayor precisión posible, así como las variables que la 
pueden explicar.  Esto requiere una amplia recogida de 
información, en cada una de las fases de la demanda, oferta y 
variables explicativas. 
Se recoge información sobre todos los viajes realizados 
por la población durante un día determinado: motivo del 
viaje, modos de transporte utilizados, coste del viaje, etc. 
Además, se suele recoger información socioeconómica: 
renta, ocupación, estudios, etc. 
Los datos utilizados en este trabajo, tanto para los 
métodos clásicos se obtienen de la encuesta de movilidad en 
día laborable en el Campo de Gibraltar y área de Málaga 
[19,20]. 
 
3.2.  Zonificación 
 
El proceso de planificación del transporte ha de tener una 
referencia espacial, donde se localizan las infraestructuras o los 
servicios. Por ello, el proceso de planificación tiene una tarea 
previa que es la delimitación del área de estudio y su 
zonificación. 
La tarea de zonificación pretende referenciar 
espacialmente los flujos de viajes y las variables explicativas. 
Cada zona se denomina zona de transporte y se han de 
seguir los siguientes criterios para su zonificación: 
 Criterios de homogeneidad: 
 Similitud del tamaño poblacional de cada zona, que 
sólo ha sido alterado en determinados casos por 
razones muy concretas, en especial al individualizar 
determinadas zonas singulares con carácter especial 
(zonas aisladas, zonas turísticas, industriales, 
entidades con menor población, sectores en los que 
se concentran actuaciones importantes y, con un 
nivel de población menor). 
 Homogeneidad urbanística, en cuanto a calificación 
y usos del suelo según el planeamiento urbanístico.  
 Homogeneidad de la población en cuanto a 
características socioeconómicas. 
 Criterios de agregación. La zonificación adoptada respeta 
el seccionamiento censal, se utiliza la sección censal 
como unidad mínima de población. Cada zona de 
transporte se ha formado por agregaciones de secciones -
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que no tienen porqué pertenecer al mismo distrito censal- 
y nunca una misma sección se incluye en más de una zona 
de transporte ni quedado excluida. 
 Criterios de accesibilidad al sistema de transporte. Se busca 
la similitud de acceso dentro de cada zona a los ejes viarios 
básicos, a la red de transporte público colectivo y a los 
nodos o puntos de concentración de paradas e intercambio, 
de manera que la accesibilidad al sistema de transporte sea 
lo más homogénea posible en cada zona de transporte. 
 Criterios de límites reconocibles. Tanto para facilitar la 
identificación en el terreno como porque, en numerosos 
casos, constituyen barreras físicas que imposibilitan, o 
encauzan, la movilidad: cauces fluviales, líneas 
ferroviarias, autopistas, etc. 
 
3.3.  Matriz de movilidad 
 
El objeto primordial de las encuestas es obtener la matriz 
de movilidad de la demanda de transporte entre las zonas 
consideradas en la zonificación [21]. La matriz de movilidad 
o matriz origen-destino tiene por elementos los viajes entre 
zonas. Cada celda ij representa los viajes generados por la 
zona i con destino j. Dichos datos proceden de encuestas 
domiciliarias. Este tipo de encuestas se realizan entrando 
físicamente en el hogar, son idóneas para describir la 
situación socioeconómica y de movilidad de un área, 
abordando un amplio conjunto de variables. 
La Dirección General de Transporte de la Consejería de 
Obras Públicas y Transportes realizó en 1995 una encuesta 
detallada sobre la movilidad en día laborable en la comarca, 
que se ha ido actualizando sistemáticamente para adaptarla a 
la realidad actual. En conjunto se definieron 66 zonas de las 
que 32 son con población y 34 sin ella, establecidas a efectos 
de atracción de viajes (superficies comerciales, zonas 
industriales,...), agrupándolas en 7 macrozonas de movilidad.  
Se procederá al análisis simultáneo con los datos de 
movilidad la encuesta en día laborable en el área de Málaga en 
2011. En este caso se agrupa la movilidad en 32 macrozonas, 
con lo que resulta una matriz de movilidad 32x32. 
Siguiendo los criterios anteriores se realiza la zonificación 
del Campo de Gibraltar (Fig. 1) y Málaga (Fig. 2). 
 
 
Figura. 1 Zonificación Campo de Gibraltar.  
Fuente: Encuesta de movilidad en día laborable en el Campo de Gibraltar en 
1995. 
 
Figura. 2 Zonificación Área de Málaga. 
Fuente: Encuesta de movilidad en día laborable en el Área de Málaga en 
noviembre 2000 y febrero 2001. 
 
 
4.  Metodología 
 
A partir de las matrices de movilidad, se trata de elaborar 
un modelo matemático que permita explicar el número de 
desplazamientos que se producen actualmente y en el futuro, 
entre cada par de zonas i y j, en función de los datos 
socioeconómicos de las zonas y de los costes de transporte, 
tanto en el modo m como en el resto de los modos. 
 
4.1.  Modelización clásica 
 
4.1.1.  Modelos directos 
 
En los modelos directos [22] se integra, en una misma 
ecuación, los valores explicativos que se consideran en el 










ijN  : viajes entre i y j 
k
jVS  
: j, k = 1, 2,..., n: Variables socioeconómicas 
expresivas de la actividad económica en las 
zonas i y j. 
ijCT  : costes de transporte entre i y j. 
 
Un modelo simplificado de este tipo, referido a movilidad 














Nij : viajes por carretera entre i y j. 
Pi y Pj : parque en las zonas i y j. 
Cij : coste de transporte entre i y j (distancia, 
tiempo o coste) 
k, α y β: : constantes a ajustar por regresión lineal: 
 
ijjiij CPPKN ln)ln(lnln    (3) 
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4.1.2.  Modelos secuenciales 
 
En los modelos secuenciales, la demanda de transporte se 
explica a través de tres modelos: 
 Modelos de producción de viajes. Explican los viajes 
que se producen en una zona en función de variables 
socioeconómicas de la zona. 
 Modelos de distribución zonal. Explican la 
distribución espacial de viajes; hacia qué zonas se 
dirigen los viajes producidos en cada zona. 
 Modelos de distribución modal. Explican la elección 
de modo, de los viajes que se producen en una relación 
origen-destino, cómo se repartirán en los modos que 
sirven a la relación. 
Este estudio se centra en la estimación de viajes entre 
zonas, siendo el reparto entre modos un análisis posterior. 
Uno de los modelos más utilizados son los Modelos 
Gravitarios [23]. El flujo Nij entre dos zonas i y j, es 
proporcional a la generación (población) de la zona origen i, 
a la atracción (población, empleo, etc.) de la zona destino j y 
decrece con la distancia que les separa o coste de transporte 
 
)( ijjiij cFagN   (4) 
 
gi : generación del sector i. 
aj : atracción del sector j. 
F(cij) : función decreciente de la fricción, 
dificultad o coste de relación entre i y j. 
 
En los modelos aplicados a un sólo modo de transporte, 
el factor fricción, habitualmente empleado, es el denominado 
coste generalizado de transporte. 
 
ijijijij pcdbtaC   (5) 
 
tij : tiempo de viaje entre i y j. 
dij : distancia de viaje entre i y j. 
pij : precio del viaje entre i y j. 
 
Mientras que si el modelo se aplica a varios modos de 
transporte, el factor fricción será el coste generalizado 
pondera. 
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β>0, γ>0    (8) 
 
4.2.  Modelado con redes neuronales artificiales 
 
Las redes neuronales artificiales son modelos analógicos 
que tiene como finalidad simular el procesamiento de 
información del conjunto de neuronas presentes en el sistema 
nervioso de los seres vivos. 
En su forma más común, las redes multicapa, el 
funcionamiento se basa en la combinación de las variables de 
entrada que son transformadas mediante unas funciones de 
activación. Cada entrada está multiplicada por un peso. 
Todas las entradas son sumadas para determinar el nivel de 
activación de la neurona o entrada neta. Finalmente, a esta 
entrada neta se le suele aplicar una función de activación, por 
ejemplo, una función lineal, de tipo umbral, logística, etc., 
para obtener la salida final. 
La configuración multicapa más común es la formada por 
tres grupos diferenciados o capas. Las unidades de entrada 
muestran los datos vinculados a los ejemplos presentados, las 
unidades intermedias (también llamadas unidades ocultas) 
conforman la estructura interna de la red, y las unidades de 
salida representan las clases a las que pertenecen los datos 
presentados, o los valores que se pretenden obtener como 
salida de la correspondencia modelada.  
 
4.2.1.  Funcionamiento de una neurona 
 
Cada conexión entre la i-ésima unidad y la j-ésima tiene 
asociado un peso de conexión wij. Cada neurona tendrá un 
valor de entrada neto, basándose en todas las conexiones de 





        
   
(9) 
 )( iii netafy   
 
Una red y también una neurona, son sistemas dinámicos, 
que evolucionan a lo largo del tiempo. Se pueden escribir 
ecuaciones diferenciales que describan el ritmo de cambio 
temporal de las salidas de las unidades: 
 
),( iiii netaxg  (10) 
 
Donde gi representa una ecuación diferencial general. 
Como netai depende de varias neuronas, en realidad 
tendremos un sistema de ecuaciones acopladas. A veces 
resulta interesante estudiar el vector de peso wij como un 
sistema dinámico: 
 
,...),,( jiijiij xxwGw      (11) 
 
Donde la ecuación diferencial Gi representa la ley de 
aprendizaje, que consiste en encontrar los pesos que 
codifican el conocimiento que deseamos tenga la red. Una 
vez aprendido este conocimiento, la red podrá utilizarse 
proponiendo nuevos vectores de entrada a los que el sistema 
responderá según lo aprendido. 
 
Rodríguez-Rueda & Turias-Domínguez / DYNA 84 (200), pp. 209-216, Marzo, 2017. 
213 
4.2.2.  Funcionamiento de una red multicapa 
 
Una vez que se aplica un vector de entrada en la primera 
capa de unidades de red, la señal se propaga a capas interiores 
hasta llegar a la capa de salida. En este momento la seña de 
salida (real) se compara con la salida que se pretendía obtener 
(deseada), y se calcula una señal de error para cada unidad de 
salida. La señal de error se transmite hacia atrás, hacia todas 
las unidades que contribuyan directamente, llegando a ellas 
una fracción del total del error. Basándose en la señal de error 
recibida, se recalculan los pesos de las conexiones de cada 
unidad y cada capa, de tal forma que la red llegará a un estado 
de convergencia en el que todas las entradas les 
corresponderá aproximadamente su salida deseada prevista. 
Esta regla de aprendizaje es conocida como 
blackpropagation [24], que es un tipo de técnica de 
optimización basada en un gradiente descendente, y que 
puede ser descrito por los siguientes pasos: 
1. Inicializar los pesos y umbrales a valores aleatorios. 
2. Se obtiene la salida de cada unidad, siendo determinadas 
directamente por la instancia presentada a la red. Para las 
unidades ocultas y de salidas el valor de la activación Oj 
estará estimada por (siendo F la función sigmoide): 
 
   jijij XWFO   (12) 
 
1. El ajuste de pesos debe comenzar en la capa de salida e 
ir realizándose hacia atrás ajustándose los pesos (siendo 
ŋ el ratio de aprendizaje que debe estar entre 0 y 1): 
 




iiji OW   
 
El gradiente de error vendrá dado por: 
 
- Para las unidades de salida (Tj la salida deseada 
para la unidad de salida j): 
 
))(1( jjjji OTOO   
(14) 
 
- Para las unidades ocultas (siendo δk el gradiente de 
error de la unidad k que dispone de conexiones con 








2. Repetir los pasos 2 y 3 si el error cuadrático medio es 
mayor que un cierto valor (convergencia deseada). 
La función de activación elegida debe ser derivable como 
condición necesaria para los métodos de gradiente 











agag   
 
Las reglas de aprendizaje estándar hacen que la 
actualización de pesos se realice en la dirección del gradiente 
descendente del error. Esto no produce siempre los mejores 
resultados por varias causas: 
 Convergencia a un mínimo local. 
 Si el gradiente es pequeño, la convergencia será lenta. 
 A veces la dirección contraria al gradiente no indica el 
camino más rápido para llegar al mínimo. 
 Los pesos toman los valores muy grandes, y la red no se 
actualiza ya que hay saturación en las unidades. Esto se 
denomina parálisis de la red. 
Para intentar salvar las deficiencias anteriores se ha 
utilizado el algoritmo de Levenberg-Marquart [25]. 
 
Algoritmo de Levernberg-Marquart 
La idea fundamental es no tener que calcular la matriz 
Hessiana, al igual que en los modelos Quasi-Newton. Si el 
criterio a minimizar es una función de error basada en una 
suma cuadrática de errores, el Hessiano se puede aproximar 
por el espacio H=JTJ, donde J es el Jacobiano de la función 
criterio. El Jacobiano contiene las primeras derivadas con 
respecto a los pesos. El gradiente podría ser calculado como 
JTe, donde e son los errores. Entonces el algoritmo de 
Levernberg-Marquart usa esta aproximación para conseguir 
una regla de actualización de los pesos como: 
 
  eJIJJtWtW TTijij  )()1(  (17) 
 
Si µ es 0, el método se convierte en el método de Newton 
con aproximación del Hessiano. Cundo µ es grande, se 
parece más al gradiente descendente. Como el método de 
Newton es más rápido y seguro, lo mejor es tender hacia él 
lo antes posible. 
 
5.  Diseño experimental. Resultados 
 
En este apartado se procede al cálculo práctico de la 
demanda de transporte entre zonas de movilidad. 
 
5.1.  Consideraciones iniciales 
 
1) Tanto en la Encuesta Domiciliaria en el Campo de 
Gibraltar como en el Área de Málaga contabilizan los 
desplazamientos que realizaron los residentes durante un 
día laborable medio desde un origen a un destino, con un 
motivo concreto, con independencia del número de medios 
(o etapas) que se hayan realizado en el desplazamiento. 
2) En viajes de movilidad obligada (trabajo y estudios) se 
han contabilizado la totalidad de viajes, mientras que en 
los de movilidad no obligada se han contabilizado los  
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Tabla 1.  
Variables socioeconómicas según el modelo clásico. Comparativa entre los valores resultantes de los métodos clásicos.  
 Modelo Directo Función exponencial negativa Función potencial inversa Función Gamma 
Y lnNij lnNij-ln(gi*aj) lnNij-ln(gi*aj) lnNij-ln(gi*aj) 
A0 lnk 0 0 lnα 
A1 α – β – γ – β 
X1 ln(Pi*Pj) Cij lnCij Cij 
A2 – β 0 0 –γ 
X2 lnCij 0 0 lnCij 
Fuente: Elaboración propia. 
 
 
3) realizados en medios mecánicos y los realizados a pie 
que tengan una duración superior a 5 minutos. 
4) La información está referida a los desplazamientos 
realizados por todos los miembros de la unidad familiar 
(mayores de 5 años) el día anterior al de la encuesta. 
También se incluye a los transeúntes. No se han 
considerado los viajes realizados a pie en su totalidad 
siempre que su duración fuese inferior a los quince minutos 
y el motivo fuera distinto del trabajo o los estudios. 
5) El tiempo del desplazamiento medio en ámbito urbano 
en España es de 25 minutos y la distancia del viaje medio 
de 7,1 kilómetros [26]. 
Utilizando los datos explicados anteriormente, se ha 
diseñado un experimento de remuestreo aleatorio con el 
objetivo de garantizar la aleatoriedad y la robustez de los 
resultados. 
 
5.2.  Diseño mediante métodos clásicos 
 
Para modelar las ecuaciones de los modelos clásicos de 
estimación de viajes se utiliza el software Matlab.  Tanto el 
método directo como los métodos gravitatorios descritos se 
modelan mediante regresión múltiple lineal. En estos 
métodos se descartan los valores de movilidad nulos al hacer 
logaritmos neperianos para la regresión lineal. Sea la 






XAXAAY   (18) 
 
Siendo Y el valor de movilidad entre dos zonas y X1 y X2 
variables socioeconómicas definidas por el modelo (Tabla 1). 
 
Los valores experimentales resultantes se muestran en las 
Tablas 2 y3. 
 
Tabla 2.  













A0 -11,7815 0 0 -9,5378 
A1 0,7839 -0,0039 -1,7373 -0,6668 
A2 0,3962 0 0 0,0007 
R  0,48699 0,20787 -0,21158 0,31925 
Fuente: Elaboración propia. 
Tabla 3.  













A0 4.2953 0 0 -6.7085 
A1 0.2701 -0.8491 -1.3378e-6 -0.4813 
A2 -0.2275 0 0 0 
R 0,30278 0,14189 0,049947 0,26109 
Fuente: Elaboración propia. 
 
 
Con los datos disponibles y los resultados obtenidos se 
deduce que el Modelo Directo es el método que mejor explica 
la movilidad. Aunque hay que tener en cuenta que los 
resultados son bastante pobres pues el coeficiente de 
correlación, R, mayor es de 0,48 en el caso del Campo de 
Gibraltar y de 0,30 en el área de Málaga.  
 
5.3.  Diseño mediante redes neuronales artificiales 
 
Las redes neuronales artificiales permiten el uso de 
múltiples variables. En un primer análisis, y con el objetivo 
de poder comparar con los métodos clásicos, se toman las 
mismas variables socioeconómicas anteriores. Las 
capacidades para modelar correspondencias no lineales entre 
entradas y salidas están bien ilustradas en Hornik et al [27], 
si bien no se puede determinar a priori el número de 
unidades-capas ocultas o intermedias. Por ello, los autores 
previamente han diseñado y utilizado con éxito en diversos 
trabajos un procedimiento de remuestreo aleatorio para 
determinar el número óptimo de unidades para resolver un 
problema [11-13]. 
Mediante el software Matlab y su toolbox de Neural 
Networks se procede al entrenamiento de la función. Una vez 
comienza el entrenamiento, este acaba cuando se llega a 
cumplir alguno de los siguientes puntos: 
 El error cuadrático medio de los valores de entrenamiento 
se fija como objetivo a cero. 
 El número de iteraciones máximas es 100. 
 µ es igual o mayor a 1E10. 
 El gradiente de la función error es menor o igual a 0,01. 
Realizando 30 repeticiones utilizando el mencionado 
procedimiento de remuestreo aleatorio (toma aleatoria de 
subconjuntos de datos) con las variables por defecto (20% 
valores de validación, 20% valores de test y 60% valores de 
entrenamiento) se obtiene un coeficiente de correlación Rmedio 
de 0,81691 para el Campo de Gibraltar y de 0,89669 para el 
Área de Málaga.  
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Figura 3. Coeficiente de correlación lineal medio Campo de Gibraltar.  




Figura 4. Coeficiente de correlación lineal medio Área de Málaga.  
Fuente: Elaboración propia. 
 
 
Los resultados obtenidos con los datos utilizados son 
claramente superiores a los obtenidos con los métodos 
clásicos, puesto que el coeficiente de regresión, R, es 
claramente muy superior a 0,30 (Tablas 2,3). 
 
6.  Conclusiones 
 
Para finalizar este estudio se pueden definir las siguientes 
conclusiones: 
 Los métodos gravitatorios clásicos no modelizan bien la 
movilidad en la zona de estudio, resultando coeficientes 
de correlación lineal bastante lejanos a la unidad.  
 Las redes neuronales artificiales obtienen un diseño de 
movilidad bastante cercano a la realidad, con valor de 
coeficiente de regresión cercano a la unidad. Además, 
permiten la utilización de otras variables 




Agradecimiento al Consorcio de Transporte del Campo 
de Gibraltar por la aportación de los datos de movilidad en el 
área metropolitana. Agradecimiento al grupo de 
investigación TEP024 Modelado Inteligente de Sistemas de 




[1] Zamorano C., Bigas, J.M. y Sastre C.J., Manual para la planificación, 
financiación e implantación de sistemas de transporte urbano, Madrid, 
Ediciones Colegio de Caminos, Canales y Puertos, 2004  
[2] Comisión de Transportes del CICCP. Libro Verde de Intermodalidad, 
Ed. Colegio de Caminos, Canales y Puertos. Madrid. 2005  
[3] Rapkin, C.A. and Mitchell, R.B., Urban traffic: A function of land. 
University of Pennsylvania, Pennsylvania, USA, 1954  
[4] Voorhees, A.M., A general theory of traffic movement. Ed. Institute 
of Traffic Engineers, New Haven, 1955. 
[5] Standard & Poor’s, Traffic risk in star-up toll facilities, Ed. Credit 
Market Services, London, 2002. 
[6] Standard & Poor’s, Traffic forecasting risk. Study update 2003, Ed. 
Financial Services, London, 2003.  
[7] Estudio de viabilidad y anteproyecto relativo a instalaciones 
tranviarias en Murcia (España), Empresa Epypsa, Murcia, septiembre 
2007. 
[8] Herce-Vallejo, M., Instrumentos y metodología de planes de 
movilidad y transporte en las ciudades medias colombianas, 
Universidad Politécnica de Cataluña, Barcelona, 2008. 
[9] Davalo, E. and Naim, P., Neural Networks (Computer Science 
Series), Ed. Scholium Intl, 1991. 
[10] Hua, J. and Faghri, A., Applications of artificial neural networks to 
intelligent vehicle-highway systems, Transportation Research Record 
1453, pp. 83-90, 1994. 
[11] Ruiz-Aguilar, J.J., Turias, I.J. and Jiménez-Come, M.J., A two-stage 
procedure for forecasting freight inspection at border inspection posts 
using SOMs and support vector regression, International Journal of 
Production Research, 53, pp. 2119-2130, 2015. DOI: 
10.1080/00207543.2014.965852 
[12] Ruiz-Aguilar, J.J., Turias, I.J. and Jiménez-Come, M.J., Hybrid 
approaches based on SARIMA and artificial neural networks for 
inspection time series forecasting, Journal Transportation Research 
Part E - Logistic and Transportation Review, 67, pp. 1-13, 2014. DOI: 
10.1016/J.TRE.2014.03.009  
[13] Ruiz-Aguilar, J.J., Turias, I.J., Moscoso-López, J.A. and Jiménez 
Come, M.J., Forecasting of short-term flow freight congestion: A 
study case of Algeciras Bay Port (Spain), DYNA 83(195), pp. 163-
172, 2016. DOI: 10.15446/DYNA.V83N195.47027. 
[14] Ortúzar, J.D. y Willumsem, L.G., Modelos de Transporte (Transport 
Modelling), Universidad de Cantabria, Cantabria, España, 2008. 
[15] Muñoz-Monge C., Ramos-Ábalos, E.M., de Oña-López, R. y de Oña-
López, J., Modelo simplificado para estimar la demanda de viajeros 
en los servicios de un corredor de transporte público, IX Congreso 
Internacional del Transporte, Madrid, España, 2010. 
[16] Bishop, C.M., Neural networks for pattern recognition. Oxford 
University Press, Oxford, 2008. 
[17] Ministerio de Transportes y Comunicaciones de Perú, Metodología de 
actualización del modelo de transportes del área metropolitana de 
Lima y Callao, Ministerio de Transportes y Comunicaciones de Perú, 
Lima, Perú, 2010. 
Rodríguez-Rueda & Turias-Domínguez / DYNA 84 (200), pp. 209-216, Marzo, 2017. 
216 
[18] Dougherty, M., A review of neural networks applied to transport. The 
Institute for Transport Studies, University of Leeds, Journal 
Transportation Research Part-C, 4, pp. 247-260, 1995. DOI: 
10.1016/0968-090X(95)00009-8 
[19] Consejería de Obras Públicas y Transportes y EPYSA, Estudio 
movilidad en día laborable en el Campo de Gibraltar, Sevilla, España, 
1995. 
[20] Tema-Grupo Consultor S.A y Pereda 4 Estudio, Estudio sobre 
movilidad y modelización de la demanda de transporte en la ciudad 
de Málaga. Encuesta domiciliaria de movilidad en día laborable en la 
ciudad de Málaga, Málaga, España, 2001. 
[21] Parry, K. and Hazelton, M.L., Estimation of origin–destination 
matrices from link counts and sporadic routing data. Institute of 
Fundamental Sciences, Massey University, Palmerston North, New 
Zealand, Journal Transportation Research Part B Methodological, pp. 
175-188, 2012. DOI: 10.1016/J.TRB.2014.06.002. 
[22] Cerda-Troncoso, J., Calibración de modelos gravitacionales acotados 
en origen, para predecir variaciones en el total atraído de movilidad 
laboral. Report de Recerca Nº 4. Universidad Politécnica de Cataluña, 
Barcelona, España, 2010. 
[23] González, C. y Sarmiento, I., Modelación de la distribución de 
viajeros de Aburrá utilizando el modelo gravitatorio, DYNA, 76(158), 
pp. 199-208, 2009.  
[24] Rumelhart, D.E., Hinton, G.E. and Williams, R.J., Learning internal 
representations by error propagation. In: Parallel Distributed 
Processing, The PDP Research Group, eds., vols. I and II, Bradford 
Books and MIT Press, Cambridge, 1986. 
[25] Marquardt, DW., An algorithm for least-squares estimation of 
nonlinear parameters. Journal of the Society for Industrial and 
Applied Mathematics, 11(2), pp. 431-441, 1963. 
[26] Anuario Estadístico, Ayuntamiento de Madrid, Área de Gobierno de 
Seguridad y Servicios, Dirección General de Movilidad, Madrid, 
España, 2005. 
[27] Hornik, K., Stinchcombe, M. and White, H., Multilayer feedforward 




P.J. Rodríguez-Rueda, es Ing. de Caminos, Canales y Puertos, Universidad 
de Granada, España en 2004. Con Diploma de Estudios Avanzados en 
Ingeniería Industrial, Universidad de Cádiz, España en 2011. MSc. en 
Gestión Portuaria y Logística, Universidad de Cádiz, España en 2011. 
Actualmente trabaja como Director Técnico en el Consorcio de Transporte 
del Campo de Gibraltar.  
ORCID: 0000-0001-9306-1168 
 
I.J. Turias-Domínguez, es Lic. en Informática por la Universidad de 
Málaga, España y Dr. Ing. Industrial por la Universidad de Cádiz, España en 
2003. Actualmente es profesor titular en el Departamento de Ingeniería 
Informática en la Universidad de Cádiz, España. Sus intereses actuales de 
investigación están en el campo del soft computing y en sus aplicaciones en 
el ámbito industrial, medioambiental y en problemas de logística. Es autor 
de numerosas contribuciones en revistas internacionales de prestigio (ISI-
JCR) así como en Conferencias y Congresos, como resultado de su 
participación y liderazgo en proyectos de investigación. Ha sido contratado 
y ha realizado transferencia tecnológica con diversas empresas. Fue Director 
de la Escuela Politécnica Superior de Algeciras desde 2003 a 2011. 
Actualmente es el investigador responsable (principal) del grupo de 







Área Curricular de Ingeniería 
de Sistemas e Informática 
Oferta de Posgrados 
Especialización en Sistemas 
Especialización en Mercados de Energía 
Maestría en Ingeniería - Ingeniería de Sistemas 





Teléfono: (57-4) 425 5365 
 
