Abstract-In this paper the control of nonlinear systems using linear models is studied. The control strategy utilizes a piecewise linear description of the process, considered the model bank. The model bank is then combined at each sampling interval, through the application of a Bayesian weight calculator, to render a single linear model describing the system. The linear model is used in a model predictive control (MPC) setting to render the optimal control move. The performance of the setup is simulated for a pH neutralization process, which demonstrates a good following of setpoint changes and quick reduction of oscillations.
I. INTRODUCTION
Model predictive control (MPC) is the advanced control technique that is most widely applied in the industry [3] , [4] , [8] , [9] , which could partially be credited to the fact that it was actually developed by the industry in the form of the control packages IDCOM and DMC. The main reason for the popularity of the MPC is its ability to handle constraints, both of manipulated variables and states/measured variables; the ability to apply MPC to multivariable processes as well as incorporating time delays in the control strategy is also of importance for its success.
The general principle of a MPC is to use a model; firstly to predict the future output of the process and; secondly to determine the optimal control trajectory by minimizing a cost function. Even though most processes will inhibit nonlinearity, linear models are still favored in the industry [11] . This is basically due to the fact that nonlinear cases have higher complexity, which will make the modeling of the process more complicated. A more adverse effect of nonlinerity for the use of MPC is that it will affect the optimization step giving rise to a high computational cost making the prediction and optimization time consuming and usable mainly for slow processes. In many cases a linear model will work satisfyingly, but there are processes, like batch processes, that will operate over a wide dynamic range and often exhibiting a very nonlinear behavior.
Different solutions have been proposed to improve solvability and minimize the time taken to to find a solution for nonlinear systems. The most common approach for nonlinear MPC (NMPC) involves linearization to make the optimization problem the same as for the linear MPC. A linearization approach was first proposed in [5] where the model is linearized at every sampling interval and then applying the resulting linear model for prediction and optimization at that time interval. Even though the idea has been extended it is still limited by problems of including constraints in the optimization without adding a heavy computing load.
This paper uses a multiple model predictive control (MMPC) strategy that uses a Bayesian weight calculator to render a single linear model. The general idea of the scheme were first introduced in [1] and [7] and applied in chemical engineering in [2] . Instead of continuously linearizing the process the linearization is done beforehand and put into a model bank that is then used to produce a single linear model, at every sampling interval, which is then used in the MPC setup to control nonlinear processes. This maintains the linear MPC approach, but it also enables an easy incorporation of constraints.
Multiple model approaches for control of pH processes have been done previously but just for control within the different models [10] . Here we apply multiple model predictive control to control over the full region of models including controlling the pH from one model into another.
II. MULTIPLE MODEL PREDICTIVE CONTROL MMPC uses a model bank of piecewise linear models, on the state space form of (1) and (2), each describing different regions of the expected operating range.
where x ∈ n is the vector of states, u ∈ m is the vector of manipulable inputs, y ∈ p is a vector of measurable outputs which are to be controlled, k is the discrete sample number, and A ∈ n×n , B ∈ n×m , and C ∈ p×n are matrices.
A. Model selection
The simplest way to use the models would be to simply switch between the different models, using only one model at the time, which would commonly cause erratic behavior when moving from one model area to another. In this paper adaptive design methods are to be used instead treating the different models as random models that are to be combined together, using a weight for every model, to render a system on the same form as a single model:
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where the combined matrices,Ā,B andC, depend on the weights and the bank of the N m models as follows:
where i w represents the weight of the i th model. The different weights are determined using an a posteori approach, beginning with comparing the measured output y to the predicted outputsŷ of the different models to give a residual:
Reference [2] proposed to use a recursive Bayesian weighting calculator to determine the sizes of the weights. The sizes of the weights are allowed to vary between 0 and 1, and the sum of the weights being unity. The calculation of the weights uses the current residuals (k) and previous probabilities P (k − 1) for each model. The recursive calculation of the probability of each model i at the current time step k is:
where
where i K is a diagonal convergence matrix used as a tuning parameter determining the speed at which the weights evolve. The recursive technique in (9) would mean that if a probability becomes zero it would stay zero, which would leave the model inactive until reset. To counter this, probabilities that drop below a limit δ are assigned the value δ for use in the next probability calculation. For the weight calculation the probabilities of size δ are set to zero so they are not a part of the average model produced by (3) (4) (5) (6) (7) at that particular sampling interval. The weights are then calculated by normalizing the probabilities:
The probability calculation is recursive so an initial value for the probability i P is needed for each model. When no a priori knowledge is available uniform distribution of the probabilities is used to initialize the calculations. 
B. MPC formulation
The Bayesian weight calculator renders a single linear model that is to be used for the prediction of the outputs and for the quadratic optimization (12) of the input trajectory in which he two terms penalizes deviations of the predicted output valuesŷ and optimal inputs u from their respective reference points (ȳ andū), where Q ∈ q×q and R ∈ m×m are symmetric matrixes. The optimization is carried out over N p samples into the future, while the optimal input trajectory is of length N u and N w is used if a delay in penalizing is desired.
subject to
where F ∈ p are the values of the constraints and E 1 ∈ p×n , E 2 ∈ p×m and E 3 ∈ p×m are matrices. A simplified diagram of the whole MMPC system are shown in Fig. 1 , where control signals from higher up in the control hierarchy is not included.
III. APPLICATION TO A PH NEUTRALIZATION PROCESS

A. The pH system
The MMPC strategy with a Bayesian weight calculator was applied to a pH neutralization process, where transfers between the different areas of linearization (the different linearized models) would occur. The models used were derived in [6] , [10] and is described by (14) and (15) for a constant volume tank and a constant feed flow.
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where Y is the pH in the tank, X is a dual state vector consisting of concentrations of phosphate and calcium in the tank, X f is concentration of phosphoric acid in the feed and considered the disturbance, X u is the controlled flow rate of calcium hydroxide into the system divided by feed flow rate, and r is the precipitation of phosphate and calcium into solids. The system is modeled with time delays, d 1 in control actuator and d 2 in measurement, both assumed to be 0.5 min.
B. Multiple linear models
The linearized models were derived for the feed having a phosphoric acid concentration of 0.01 mmol/l. The model bank were produced by linearizing around five base points (pH=3, 4, 5, 6 and 7) applying deviation variables for X, X f , X u and Y for each model. The model bank given in [10] is continuous and was discretisized to give a model form for the linear models as in (1) and (2) . Due to the time delays of the process the sampling time was choosen to be 0.5 min giving models on the form seen in (16) and (17).
The form of the system means that the optimal input at sampling time k will not affect the state until time k + 2 which will be carried through to the output at time k + 3. This means that when implementing the objective function (11) we have to take into consideration that the optimal input does not affect the output for another two sampling intervals. As it would not be meaningful to penalize deviations that we cannot control we set the starting point for penalization H w to 3 as opposed to 1 if there were no delays, when the system is described as in (1) and (2).
C. Simulation
The MMPC system as seen in Fig. 1 was implemented to keep the pH following the variations in the set point. The trajectory was modified so they would not be of step form, but in a ramp form, which was done due to the recursive properties of the Bayesian weight calculator that will render some probabilities small, which will be a problem if the set point "jumps" into the area of a model with a low probability. So by using a ramp function to describe the change in set point a smoother transition between models can be achieved and oscillations would be reduced. The states are assumed to be fully measurable and the tuning parameters used for the MMPC were as follows: N p = 20, N u = 3, N w = 3, Q = 2 · I, R = I, K = 10 and the initial probability distribution was a uniform distribution. The process itself were modeled by a piecewise linear function to simulate measurements. Fig.  2 shows the behavior of the pH in the tank and the control variable (calcium hydroxide feed) to the process following set point changes. A minor dip in the pH is occurring at around 2 min, which is due to the initiation of the Bayesian weight calculator starting from an equal distribution.
The tracking ability of the MMPC approach can be considered good as the set point is followed quickly and the one minute delay after each set point change is basically due to the delays in the actuator and in the measurement and not due to the controller. The oscillations that occur after changes between different model areas die out reasonably quick.
IV. CONCLUSION
In this paper, a Bayesian weight calculator is used in a model predictive control setup producing an averaged linear model from a base of linear models, by computing the importance of each model as a function of the models prior behaviour and closeness to the current value. The linear models are the piecewise linearized descriptions of a nonlinear process and denote a way of using a linear approach of model predictive control for a nonlinear process.
We verify the effectiveness of the method by a computer simulation of a pH neutralization process, which exhibits a nonlinear behavior.
Computer simulations shows that the proposed control method perform a good setpoint following even when the change span more than two of the linearized models. Furthermore, the proposed method shows a good handling of oscillations reducing them at a satisfactory rate.
