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Abstract
Photoionization and autoionization lead to the emission of electrons whose kinetic en-
ergy encodes the electronic structure of the parent system. The widespread photoelectron
and autoionization spectroscopic techniques employ this effect to decipher the electronic
structure of molecules in the full range of excitation states and in particular during ultra-
fast dynamical processes. The usually complicated and feature rich experimental spectra,
however, can often not be unambiguously assigned and interpreted without support from
theoretical modeling.
This thesis is dedicated to the development of a numerically efficient protocol to eval-
uate molecular photoionization cross sections and autoionization rates. Such simulations
require an accurate quantum mechanical description of the continuum orbital of the out-
going electron and the wave function of the remaining bound system. In particular, many
molecules of current scientific interest, such as transition metal compounds, require a multi-
configurational treatment and possibly the inclusion of spin-orbit coupling effects, if core
excitations play a role, to obtain the bound electronic structure, which is carried out herein
with the restricted active space family of quantum chemistry methods. For such molecules,
however, the continuum orbital can usually only be treated at the most approximate levels.
These comprise the so called sudden approximation, completely neglecting it, and either
disregarding the molecular potential completely or modeling it as an effective point charge,
leading to analytic expressions for the continuum orbital. These models have been tested
for the evaluation of X-ray core photoelectron spectra from aqueous Fe2+ and I−3 ions, where
an occupation number analysis that facilitates the assignment of such spectra despite the
strong multi-configurational and spin-orbit coupling effects has been demonstrated as well.
Further, the ultrafast spin crossover mechanism in the iron tris-bipyridine complex has been
unraveled with their aid.
Although these approaches are usually well applicable to model core ionization spectra,
they might be insufficient to treat ionization from valence orbitals and autoionization in
general, as underlined in this thesis. To bridge the gap between these simple continuum
orbital models and the accurate but numerically unfeasible multi-centered ones, this work
suggests to numerically construct spherically symmetric continuum orbitals that take into
account the spherically averaged molecular potential of the leftover ion. This approach
has been applied herein to the simulation of photoelectron and autionization spectra of
atoms and small second row molecules as a first benchmark, yielding promising results.
Overall, the spherically symmetric continuum orbital approach is versatile method for
deciphering molecular photoionization and autoionization processes in a numerical tractable




Photo- und Autoionisationsprozesse führen zur Emission von Elektronen, deren kine-
tische Energie ein Abbild der Elektronenstruktur des ursprünglichen Systems enthält. Die
verbreiteten Techniken der Photoelektronen- und Autoionisationsspektroskopie nutzen dies
um die Elektronenstruktur von Molekülen in allen Anregungszuständen und insbesondere
während ultraschneller dynamischer Prozesse zu entschlüsseln. Die häufig komplizierten
experimentellen Spektren können allerdings oft nicht ohne simulationsseitige Unterstützung
zweifelsfrei charakterisiert und interpretiert werden.
Diese Dissertation widmet sich der Entwicklung einer numerisch günstigen Methode
zur Berechnung molekularer Photoionisationsquerschnitte und Autoionisationsraten. Solche
Simulationen verlangen die quantenmechanisch korrekte Beschreibung sowohl des Konti-
nuumsorbitals des ausgehenden Elektrons, als auch der Wellenfunktion des verbleibenden
gebundenen Systems. Insbesondere viele Moleküle von wissenschaftlichem Interesse, wie
Übergangsmetallkomplexe, verlangen jedoch das Einbeziehen von Multikonfigurations- und
Spin-Bahn Kopplungseffekten (sofern Rumpfanregungen eine Rolle spielen) um ihre Elek-
tronenstruktur zu berechnen, was in der vorliegenden Arbeit mit Quantenchemiemethoden
aus der „restricted active space“ Familie vollführt wurde. Für solche Moleküle kann jedoch
das Kontinuumsorbital in der Regel nur im Rahmen gröbster Näherungen modelliert wer-
den. Dabei handelt es sich um die „sudden approximation“, worin das Kontinuumsorbital
vernachls̈sigt wird, sowie die Möglichkeit das molekulare Potential entweder vollstän-
dig zu vernachlässigen oder es durch eine Punktladung anzunähern, was zu analytischen
Darstellungen des Kontinuumsorbitals führt. Diese Modelle sind für die Simulation von
Röntgen-Rumpf-Photoelektronenspektren von in Wasser gelösten Fe2+ und I−3 Ionen ange-
wand worden, wobei eine spezielle Besetzungszahlanalyse, welche die Charakterisierung
solcher Spektren trotz der starken Multikonfigurations- und Spin-Bahn Kopplungseffek-
te ermöglicht, demonstriert wurde. Des weiteren konnte mit ihrer Hilfe der ultraschnelle
Spin-Flip Mechanismus im Eisentrisbipyridinkomplex entschlüsselt werden.
Obwohl sich diese Methoden sehr gut eignen um Rumpf-Ionisationsspektren zu model-
lieren, eignen sie sich häufig nicht um Ionisation aus Valenzorbitalen, sowie Autoionisation
im Allgemeinen zu beschreiben. Um die Lücke zwischen den einfachsten Näherungen an
das Kontinuumsorbital, sowie den genauen, aber numerisch nicht leistbaren Multizentren-
methoden zu schließen, schlägt diese Arbeit vor kugeslsymmetrische Kontinuumsorbitale
zu konstruieren, welche das sphärisch gemittelte Potential des Ions beachten. Dieser Ansatz
wurde hier im Rahmen einer ersten Anwendung anhand der Simulation von Photoelektronen-
und Autoionisationsspektren atomarer sowie kleiner molekularer Systeme aus der zweiten
Periode mit vielversprechenden Resultaten getestet. Im Allgemeinen ist der sphärische
Kontinuumsansatz ein vielfältiges Werkzeug um molekulare Photo- und Autoionisations-
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Ionization in the most general sense encompasses all processes in which neutral atoms or
molecules acquire a charge. Negatively charged species (anions) are created by capturing slow
electrons [1], while positively charged cations are the result of imparting energy larger than
the so called ionization potential (IP) into the system, propelling one or multiple electrons out
of the compound [2]. For instance, extreme temperatures and electromagnetic fields can strip
the electrons from the nuclei forming a plasma, which is the most abundant state of stellar
matter, occuring naturally in e.g. lightning bolts and polar lights, and has numerous technical
applications [3]. On the molecular scale, ionization is caused by the absorption of photons as
well as the impact of electrons and collisions with other particles. In particular photon induced
ionization [4], which is the subject of this thesis occurs along two general pathways [2].
Figure 1: Schemes for the resonant and off-resonant ionization mechanisms exemplified for the neon atom.
Off-resonant absorption (left) of a photon with frequency ω, directly maps the ground state |Ψg⟩ with energy Eg
to a continuum state |Ψα⟩ (black) composed of the ionic bound state |Ψ
+
f ⟩ with energy E f (blue) and the ionized
particle in the continuum orbital |ψα⟩. The energy of the ionized electron is εα = ℏω − (E f − Eg) [5]. Resonant
absorption (right) of such a photon creates a core-excited state |Ψi⟩ with energy Ei (red) embedded in the ionization
continuum (color gradient). This resonance decays isoenergetically (Eα = Ei) into the continuum state |Ψα⟩, where
the outgoing electron bears the excess energy εα = Ei − E f [6, 7].
Let us consider a molecular or atomic system, e.g. the neon atom in its ground state |Ψg⟩
being irradiated by photons with frequency ω, Fig. 1. In off-resonant or direct photoionization
the photon energy is directly transferred to the outgoing particle, promoting the system into the
continuum state |Ψα⟩ that contains the discrete state |Ψ
+
f ⟩ of the ion and the emitted electron,
|ψα⟩. The kinetic energy of the photoelectron is described by Einstein’s photoelectric equation
εα = ℏω − (E f − Eg) [5]. Resonant ionization denotes the case when the incoming photon
energy matches a discrete transition. Here, in addition to being directly ionized, the system may
first be resonantly excited to a metastable core vacancy state |Ψi⟩ that subsequently decays via
autoionization. Both contributions might interfere with each other [8]. The resonant pathway
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can be approximately understood as a two-step process, in which the decay is decoupled from
the excitation and the outgoing electron bears the excess energy εα = Ei − E f [6, 7]. Thus
photoionization and (resonant) autoionization encode different complementary parts of the
system’s electronic structure into the kinetic energy of the respective ejected electrons. In
molecular autoionization, which is the dominant decay pathway for core vacancies [9], the
local Auger decay [6] as well as nonlocal interatomic Coulombic decay (ICD) [10] and electron
transfer mediated decay (ETMD) [11] can be distinguished. In ICD and ETMD the core vacancy,
the electron filling the core hole, and the emitted electron may be localized at up to three atomic
sites, whereas Auger decay refers to the completely local process.
Both photoionization and autoionization are interesting phenomena in their own right, since
they not only probe but initiate and couple to intricate electronic and nuclear dynamics [12–18].
In particular, ultrafast charge migration after ionization, taking place on timescales of few tens of
attoseconds up to to a few tens of femtoseconds [19–23] can induce structural alterations [24],
and fragmentation [25–29] of the molecule. These processes are among the most frequently
studied effects with widespread relevance. For instance biological radiation damage is an
entangled process where an initial ionization causes a cascade of autoionization events. These
in turn emit a series of highly reactive slow electrons and induce the fragmentation of the cation.
All effects combined lead to the formation of toxic radical species [15, 30–33]. Further, ultrafast
charge migration processes are fundamental to photosynthesis [34], photovoltaics [35, 36],
molecular electronics [37]; and generally to all charge-transfer reactions [34]. Unraveling
the details of these processes is a central goal within the newly emerging field of attosecond
chemistry that provides the means to monitor and control the dynamics of an electronic wave
packet which has been created by an initial ionization [22].
Spectroscopy Since the energy spectrum of the ionized electrons encodes the electronic struc-
ture, Fig. 1, measuring the photoelectron spectra (PES) and autoionization spectra (AIS) provides
a formidable tool not only to track the aforementioned processes but also to decipher a system’s
properties at a fundamental level. This motivated Siegbahn et al. to develop the first spec-
trometers that allowed to record highly resolved PES and AIS, at once providing the machinery
for electronic structure investigations of atoms, molecules, solids, and liquids in the X-ray
regime [38–40]. This resulted in an avalanche of new insights into the chemical properties of
a wide range of systems and has driven an unprecedented and still ongoing development of
experimental [41, 42] and theoretical methods [2, 43].
A particular advantage of these electron-out spectroscopies is that they map bound to contin-
uum states, which makes them less susceptible to selection rule suppression and more flexible
than spectroscopies that target transitions between bound states [41, 42, 44]. For instance,
photoionization in the ultraviolet/visible (UV/vis) regime probes delocalized valence molecular
orbitals [44]. In the X-ray regime, however, ionization from all orbitals, up to the energetically
lowest lying and spatially localized core orbitals is accessible, which allows to characterize the
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complete electronic structure. Further, the binding energies of core electrons are significantly
different for various elements, which is why X-ray core PES provides an element specific local
probe of the molecular electronic structure in the vicinity of an atom [9, 41, 42]. In addition,
the combination of X-ray valence PES and resonant AIS has been found to unravel specific
solute-solvent interactions of transition metal complexes in solutions [45–50] which are es-
sential for understanding processes in catalysis, biochemistry, and material sciences [51–53].
Starting with conventional X-ray tubes [54], the range of capabilities of X-ray spectroscopies was
considerably enhanced with the advent of extraordinary intense and tunable light sources such as
synchrotrons [55] and X-ray free-electron lasers (XFELs) [56]. Here XFELs yield femtosecond
pulses [57] and have been reported only recently to have reached the attosecond scale [58].
Unprecedented time resolution is provided by the high harmonic generation (HHG) method,
regularly reaching the attosecond regime at extreme ultraviolet (XUV) and soft X-ray energies
using table top setups [22, 44, 59]. In sum, these experimental techniques provide a plethora of
tools to study the molecular electronic structure at rest and during ultrafast processes [60].
The different spectroscopic methods, irrespective of the incoming photon energy and the
actual subject at hand, share the common feature that the resulting spectra are feature-rich and
difficult to interpret and assign based on the experimental data alone [22, 53]. For instance,
transition metal complexes often have a complicated multi-configurational electronic structure
and in particular the core-excited states show strong spin-orbit coupling (SOC) [9]. Hence, the
development of theoretical methods for the simulation of PES and (resonant) AIS always has
accompanied the experimental advancement during the last decades.
Theoretical approaches Notably, modelling ionization processes remains challenging until
today, although the fundamental theory has been known for decades [8, 61–63]. The problem
can roughly be divided into the treatment of the initial bound and ionized continuum states,
which have different requirements to be satisfied by the numerical methods. The discrete bound
states are spatially confined square-integrable wave functions that can be expressed to a high
accuracy in terms of multi-centered Gaussian-type orbital (GTO) basis functions. A key feature
to the success of modern quantum chemistry (QC) has been that this basis permits the otherwise
costly evaluation of the two-electron integrals during the numerical solution of the Schrödinger
equation to be carried out analytically. On this foundation a plethora of different methods has
emerged in the field of theoretical QC that meanwhile allow the prediction of bound state wave
functions, energy levels, transition dipole moments, and other observables with unprecedented
accuracy, even including their time evolution on a regular basis [64–66].
These bound state methods, however, can in general not be used directly to treat ionized con-
tinuum states due to the inability of the GTO basis to represent their non square-integrable char-
acter and continuum normalization, which is secured by asymptotic boundary conditions [67].
To still employ the power of the bound QC methods, continuum states are usually constructed by
coupling square-integrable wave functions of the cationic bound states with a continuum orbital
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that describes the outgoing electron. Here the most general framework, multi-channel scattering
theory derived from Fano’s configuration interaction (CI) in the continuum [62], allows to treat
continuum and bound states on the same level, even including correlation effects between the
two manifolds [2, 67]. In the molecular case, the resulting coupled equations for the continuum
orbitals must be projected onto a suitable basis set to allow an efficient solution with algebraic
techniques. This, however, has proven to be a very delicate problem, since the multi-centered
local as well as the oscillatory asymptotic character must be described by such a basis. Further it
should lead to analytic expressions for the multi-centered coupling integrals, limiting the choice.
At this level of accuracy, solving the bound and continuum problems in a B-spline basis has
proven to be a very versatile approach for atoms and diatomic molecules [68, 69]. Further, spe-
cialized Gaussian basis sets and a resolution of the molecular potential have been used to evaluate
molecular autoionization [70–72]. However, only the recently presented XChem approach [73]
employs a hybrid GTO and B-spline basis [74] to account for the short-range multi-centered
molecular field and the long-range oscillatory character of the continuum orbitals, respectively.
It is to be stressed that XChem is the only currently available code that allows to construct cor-
related continua on top of bound states obtained with conventional QC codes and in particular
irrespective of the molecular geometry. Still, these very accurate methods have until now only
been applied to the simulation of photoionization cross sections and autoionization widths of
small molecules such as diatomics and first-row hydrides [68, 71, 75, 76].
More approximate approaches are usually obtained in the single-channel scattering picture,
disregarding or approximating the correlation between the bound and continuum parts [67].
Here, the multi-centered B-spline static-exchange density functional theory (DFT) method [77]
has been applied with remarkable success to the simulation of photoionization observables of
molecules reaching the size of small organometallic complexes [20, 78–81]. In particular, it
has been extended to include autoionization [80] and applied to the simulation of vibrationally
resolved PES [82, 83].
Further down the ladder are methods that project the molecular problem on a one-center
expansion of basis functions, allowing to evaluate PES and AIS of small molecular systems
with remarkable accuracy [84–86]. A particular efficient scheme is obtained, if the molecular
continuum orbital problem is approximated by an atomic one. These methods have been
succesfully applied for the evaluation of molecular AIS [87–89] and can be applied on top of
high-level electronic structure methods [90]. The XMOLECULE package [91, 92] employs it in
conjunction with a very cost efficient electronic structure method to facilitate the evaluation of
ionization cascades, although its applicability for strongly correlated systems might be limited.
Here, the simplest approaches model the outgoing electron as a free particle or distorted wave
corresponding to the Coulomb potential of an effective point charge [93, 94], which has been in
particular applied to PES studies of rather large molecules [95–98].
An entirely different set of methods relies on an implicit continuum representation with
Stieltjes imaging [99–103] or a Green’s operator [104] formalism. Here, the Fano-Stieltjes
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algebraic diagrammatic construction (FANO-ADC) [101, 102] method has been applied to the
simulation of Auger decay, ICD and ETMD rates of systems up to the size of the [Mg(H2O)6]
2+
cluster [15]. Therein the continuum is approximately represented with spatially confined basis
functions making these methods more suited for low kinetic energies of the outgoing particle.
Energies of several hundreds of eV, targeted in X-ray PES and AIS necessitate large basis sets
leading to demanding computations. At these high energies, relative photoionization intensities
can be approximately obtained in the so called sudden approximation (SA) [105, 106] neglecting
the detailed character and kinetic energy dependence of the photoelectron. The intensities are
naturally obtained as pole strengths within Green’s function approaches [107–109], and as the
squared norms of the Dyson orbital [110] in orbital based methods [111–113].
While each of the discussed methods has its justification, there still exists a certain tradeoff
between the accuracy that can be afforded for modelling the bound states and the continuum
part, respectively. In particular the most accurate multi-channel treatments that allow the fully
correlated treatment of both, photoionization and autoionization have yet only been applied to
the smallest molecular systems. Treating larger molecules, such as transition metal complexes,
usually requires a restriction to the single-channel scattering approach as well as an approximate
representation of the continuum orbital, although the static-exchange B-spline DFT method has
recently been extended towards interchannel coupling [80]. Reportedly, PES and AIS of such
systems have been obtained within the FANO-ADC [101, 102], XMOLECULE [91, 92], and B-
spline DFT approaches [77, 80]. These methods, however, have a single reference character and
are not suited to treat systems possessing multi-configurational wave functions. This puts studies
of some chemically interesting systems having near-degeneracies, for example, transition metal
compounds, or of photodynamics in the excited electronic states, e.g., near conical intersections,
out of reach. Further, these methods generally do not cover SOC effects that are regularly
required for the study of core PES and AIS of molecules including transition metals or other
heavier atoms. Here one usually must resort to the SA to describe the PES intensities [112] or
even to analyzing only the ionization energies [114, 115], while the AIS of such compounds
regularly remain out of reach.
Open questions This overview of methods has shown that the theoretical description of
PES and especially AIS of larger molecules that have multi-configurational and SOC character
is still far from becoming a common practice. In particular for complex systems such as
solvated transition metal compounds, however, recent experimental advancements have shown
that X-ray PES and (resonant) AIS can unravel intricate solute-solvent interactions [47–50, 53,
114], allowing to investigate crucial processes in biochemistry [51, 52], catalysis [116] and
organic photovolatics [36] in their natural environment. Due to the inherent complexity of the
electronic structure of the target systems in these studies, there is a high demand for theoretical
support to assign, analyze, and interpret the experimentally measured spectra. As such, a newly
developed protocol shall (i) provide photoionization cross sections and autoionization rates for
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the construction of PES and AIS allowing the unambiguous assignment of experimental data;
(ii) be numerically tractable for systems as large as transition metal complexes; (iii) take into
account multi-configurational and SOC effects; (iv) be transferable, i.e., not restricted to a
particular type of QC method.
Developments presented in this thesis Approaching these goals has been the constant driv-
ing force behind the scientific work presented in this thesis. The QC method for the bound
part was identified as the multi-configurational restricted active space self-consistent field
(RASSCF) [117] family. Therein it is possible to account for dynamic correlation effects
via the restricted active space second-order perturbation theory (RASPT2) [118] formalism and
to include SOC with the restricted active space state interaction (RASSI) [119] approach in
an LS coupling fashion. Further, these methods have been shown to yield good results in the
framework of X-ray spectroscopies [112, 114, 120–125], suggesting their application to simulate
X-ray PES and AIS as well. To cover cases in which a RASSCF treatment is numerically too
demanding already at the bound state level, an interface that allows to evaluate PES and in
principle AIS based on DFT [126] and linear response time-dependent DFT (TDDFT) [127]
bound states has been established as well.
Finding a compromise with respect to the accuracy of the continuum orbital treatment,
however, was a very delicate task. The two existing poles are the multi-channel approaches [70,
73] on the one hand, providing an unprecedented accuracy, and the simplistic free-particle and
effective Coulomb potential models on the other hand [93–98], see Fig. 2. While the former is
numerically unfeasible for systems as large as transition metal complexes, the latter disregard
the local molecular field completely. Still, they yield analytic expressions for the continuum
orbitals, simplifying the computational protocol considerably. In a first step, the free-particle
and effective Coulomb potential models have been applied for the evaluation of X-ray core PES
including SOC in [GG1], [GG3] and [50] with remarkable accuracy, while the valence PES
of various molecules could be represented only to lesser extent in Ref. 98. Further, transient
valence PES of iron complexes have been computed to support the analysis of ultrafast dynamics
observed in pump-probe experiment in [GG2] and [128, 129]. Therein, the experimental data
could be assigned, however, the calculated spectra agreed only qualitatively to the experimental
ones, indicating that the free-particle and point-charge approaches are too simplistic.
To finally facilitate the evaluation of AIS and improve the accuracy of the PES, the spherical
continuum for ionization (SCI) approach has been developed [GG4], [GG5]. Therein, the
continuum states are constructed in the single-channel scattering picture [67] and the continuum
orbitals are modeled as spherically symmetric functions. The novelty of this approach lies in the
fact that it allows to incorporate the molecular field into the continuum orbital construction in a
simple way that is numerically tractable even for large molecules. This is achieved by averaging
out the angular dependence of the molecular potential, which transforms the three-dimensional
continuum orbital problem to the radial dimension. The corresponding radial Schrödinger
6
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molecularspherically averagedpoint chargefree particle
SCI: effectively one-dimensional three-dimensional
accuracy
analytic analytic numeric-1D numeric-3Dcomplexity:
Figure 2: Pictorial representation of different approximate levels to obtain the continuum orbital for an ionized
electron. The SCI approach takes into account the molecular potential at a spherically averaged level, reducing
the continuum orbital problem to the radial dimension. The concentric hollow spheres correspond to the different
layers of oxygen (red) and hydrogen (blue) atoms being smeared out by the spherical averaging procedure. In this
picture, the free-particle and point-charge models correspond to further approximations of the SCI approach. The
most accurate treatments account for the true molecular symmetry but at least require a solution of the one-particle
Schrödinger equation in three dimensions.
equations can be solved with cheap numerical methods to construct spherically symmetric
continuum orbitals. Note that the averaging procedure smears out the atomic point charges
into charged hollow spheres and transforms the molecular electron density into a spherically
symmetric one, defining an effective system, see Fig. 2. Further, the free-particle and effective
Coulomb potential approaches can be understood as additional approximations within the SCI
framework that allow for analytic solutions of the radial continuum orbital problem. Despite the
still considerable approximation inherent to the SCI approach, Fig. 2, it provides the necessary
numerical efficiency to be applicable to the simulation of PES and AIS of transition metal
compounds in an attempt to bridge the gap between the most accurate and simplistic continuum
orbital approaches, respectively.
Structure of the thesis To begin with, the theoretical framework of the SCI approach that has
been demonstrated in [GG1]-[GG5] is discussed in Sec. 2 in light of the RASSCF/RASSI and
DFT/TDDFT bound state QC methods. The different implementations that have been carried out
are presented in Sec. 2.6. Subsequently, the applicability of the SA and free-particle approaches
to the simulation of X-ray core PES in a liquid environment, [GG1] and [GG3], as well as to the
simulation of transient valence PES for the assignment of ultrafast dynamical processes [GG2]
is reviewed in Sec. 3. Further, the capability of the SCI approach to accurately predict AIS
and total decay rates is investigated on the example of the neon 1s−13p resonant Auger electron
spectrum (RAES) [GG4] in Sec. 4.1. Here, particular focus is put onto the influence of different
approximations to the potential used to obtain the continuum orbitals. Finally, in Sec. 4.2 the
numerical SCI approach is applied to the simulation of the PES and RAES of methane, molecular





In this chapter, the general formal framework of the SCI approach is presented in a concise
manner. The details can be found in [GG1], [GG3], [GG4], and [GG5]. Note that molecular
autoionization encompasses the local Auger decay [6] as well as the nonlocal ICD [10] and
ETMD [11] that are differentiated by the localization of the residual holes. Herein, no such
distinction is made and the term Auger decay is used as a synonym for local and non-local
decay pathways. Further, atomic units (a.u.) are employed, if not stated otherwise. Although
ionization is a highly correlated phenomenon that often induces or couples to ultrafast electronic
and nuclear dynamics [22], this work restricts itself to the time-independent picture, neglecting
all dynamical effects. In addition, the usual limits of first order perturbation theory and dipole
approximation are assumed for photoionization. Moreover, the average over random molecular
orientations with respect to the polarization vector of the incoming light is taken, which results






To describe the resonantly driven Auger decay process the so called two-step model [7] is
employed throughout this work. Therein the influence of the excitation, which couples de-
cay pathways corresponding to neighboring resonances and allows for interference with direct
photoionization terms, is neglected and the partial decay rate is obtained as [8]
Γiα = 2π
⟨ΨαH − Ei Ψi⟩2 . (2)
In Eqs. (1) and (2), |Ψg⟩, |Ψi⟩, and |Ψα⟩ denote the respective ground or valence-excited, core-
excited, and ionized continuum states (open channels) of the system. The N-electron dipole
operator is denoted by µ = −
∑N
u=1 ru, H is the molecular Hamiltonian, and Ei,ω, and k =
√
2εα
are the energies of |Ψi⟩ and the ionizaing radiation, as well as the wavenumber of the ionized
electron, respectively, cf. Fig. 1. The composite channel index α contains all quantum numbers
to uniquely identify the bound and continuum parts of |Ψα⟩.
2.1 Construction of continuum states
A prerequisite for a reliable calculation of ionization spectra is an accurately evaluated underlying
bound state electronic structure. For the sake of flexibility of the approach, the only a priori
requirement that is applied in this work shall be that all bound wave functions |Ψg⟩, |Ψi⟩, and











with the respective orbitals |φi,σ⟩ = a
†
i,σ |0⟩ being defined in terms of atomic GTO basis functions.
N indicates the number of electrons in the unionized molecule. Wave functions of this type are
obtained by a large subset of the conventional QC approaches.
The treatment of (resonant) Auger decay necessitates an equal-footed description of the
ground and core-excited states of the neutral system as well as of the complete valence-excited
manifold of the ionized species. The latter are the foundation upon which the N-electron ionized
continuum states are constructed. Photoionization is less complicated, usually requiring the
description of only the ground or lowest valence-excited states of the neutral species, and the
valence-excited manifold of the cation. Depending on the photon energy, a subset of the cationic
valence-excited manifold will often cover the most important effects.
RASSCF bound states Herein, the multi-configurational RASSCF [117] method has been
employed to treat both, autoionization and photoionization. It allows a fine grained control over
the included physical effects and the amount of correlation by choosing the three active orbital
subspaces RAS1-3. RAS1 and RAS3 contain fully occupied and virtual orbitals, respectively,
allowing for fixed numbers of holes and electrons within each space. In contrast, the occupation
of the orbitals in RAS2 is not restricted, corresponding to full CI within this subspace. Further,
the lack of correlation energy resulting from the truncation of the active space can be compensated
with the RASPT2 method [118], often leading to good agreement with the experimental binding
energies [GG1]-[GG5].
The RASSCF/RASPT2 approach yields true eigenstates to the squared total spin S2 that
are referred to as ’spin-free’ in the following. Hence, the total spins of the bound neutral
and cationic states S, S+ and their quantization axis projections M, M+, respectively, are good
quantum numbers. They will be indicated only when required and dropped generally. S and M
need to be conserved during the ionization, which can be achieved by constructing the continuum








S+, M+; 12, σ⟩ a†α,σΨ+f ,M+⟩                  ΥσM+α ⟩
. (4)
The Clebsch-Gordan coefficients ⟨S, M |S+, M+; 12, σ⟩ couple different pairings of the continuum
orbital and cationic state spin projections σ and M+ such as to conserve S and M . The
channel functions |ΥσM
+
α ⟩ are constructed by inserting an additional electron with the continuum
orbital |ψα,σ⟩ into the cationic states |Ψ
+
f ,M+⟩, while retaining the antisymmetry. They are only
eigenfunctions of Sz and will be used in the upcoming chapters to express the transition matrix
elements (TMEs) independent on the underlying QC method. Note that in practical calculations
of spin-free states, the maximum projections M = S and M+ = S+ are usually obtained, albeit
the others are also possible. This reduces the number of terms in Eq. (4) to two.
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Spin-orbit coupled RASSCF/RASSI bound states The matter becomes more complicated,
if SOC is concerned. The RASSI approach [119] implements the atomic mean-field integral
approximation [130] of the SOC operator to couple RASSCF wave functions of different spins
to obtain a set of SOC states. Assuming that the ground state spin of the neutral molecule is S0,
three spin-free manifolds, S = S0, S0±1, need to be coupled in the general case as dictated by the
selection rule ∆S = ±1 [119]. The corresponding cationic SOC states include four manifolds,




















Ψ+f ,S+M+⟩ . (5b)
Here, ξ denotes the SOC coefficients obtained from the RASSI procedure. The capital indices
(G, F) refer to SOC states, while small letters (g, f ) indicate the spin-free ones. NS and NS+
are the numbers of spin-free states corresponding to the respective manifolds. These SOC
states, however, are no eigenstates of total angular momentum operators J2 and J z, because the
non-spherical molecular symmetry prohibits the construction of total orbital angular momentum
L2 eigenstates. Therefore, no J or MJ conserving continuum states similar to Eq. (4) can be
constructed. An approximate solution is to define the SOC continua equivalent to channel
functions, wherein the spin function of the continuum electron is left undetermined, denoted by
ς Ψα⟩ = a†α,ς Ψ+F⟩        
|Υςα⟩
. (6)
It is assigned at the stage of the matrix element evaluation, see Sec. 2.3.2.
DFT and TDDFT bound states DFT [126] and linear response TDDFT [127] provide a
computationally efficient means to evaluate the ground and valence-excited states of rather large
molecules containing several tens of atoms. In particular within the Tamm-Dancoff aproximation
(TDA) [131], linear response TDDFT effectively yields CI expansions of singly excited SDs in
terms of Kohn-Sham orbitals for the excited states. This allows for PES studies of systems that
are hardly tractable with the RASSCF methods [98, 128, 129]. However, the obtained bound
states are only eigenfunctions of Sz. Thus, only M is conserved during the ionization, which is
achieved by choosing the spin projection of the continuum orbital as σ = M − M+ 1. Again, the
1 In practice σ = S − S+, since again M = S and M+ = S+ are obtained in DFT/TDDFT calculations.
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2.2 Spherical continuum approach to ionization
2.2.1 Continuum orbitals
The stage is now set to advance to the construction of the continuum orbitals. The assumption of
spherical symmetry, central to the SCI approach, allows to reduce the continuum orbital problem
to the radial dimension at the expense of averaging over the angular domain. The inherent loss
of accuracy is justified by the computational simplicity of the approach, which resembles an
atomic problem. Here only the most important landmarks of the procedure are given, while the
details can be found in [GG4] and [GG5].
The continuum orbitals are treated as spherical waves, subject to the spherically symmetric
potential Vf (r) of the cationic residual |Ψ
+








l (Ω)ζ(σ) , (8)
with 1r w
f k
l (r), spherical harmonics Y
m
l (Ω), and ζ(σ) being the radial, angular, and spin parts,
respectively. Ω denotes the solid angle. The spin function will be generally omitted in the
following, if not explicitly needed. The composite channel index α = ( f , l,m, k) contains the
index of the ionized state f , the orbital and magnetic quantum numbers l, m, and the wave
number k =
√
2εα of the continuum orbital. It uniquely identifies the total energy Eα = E f +εα,
the spatial part of the continuum orbital, and the bound cationic state for each channel |Ψα⟩.















l (r) = 0 , (9)
which has to be carried out numerically in the general case. The appropriate normalization and
asymptotic behavior is ensured by implementing the boundary conditions [67]
w
f k














Therein δ fl (k) are the scattering phases and Fl(η, kr) and Gl(η, kr) are the regular and irregular
Coulomb functions [132] corresponding to the long-range Coulomb potential of the cation’s
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net charge (η = −Znet/2k). The matching is carried out in the asymptotic region where Vf (r)
is well approximated by −Znet/r . Note that in the photodetachment case leading to a neutral
leftover, Znet = 0, the Coulomb functions reduce to spherical Bessel and Neuman functions
Fl(η, kr); Gl(η, kr) −→ kr jl(kr); kr nl(kr) [132], respectively.
Another consequence of the spherical approximation within the SCI approach is the need to
define an origin of the continuum orbital rc. Its location is often ambiguous and there exists no
general procedure to define it. Setting the origin to the spatial expectation value obtained from the
respective Dyson orbitals, Sec. 2.3, as suggested in Ref. 94 is possible for photoionization only.
Further, this mechanism introduces a different origin for each transition, which breaks the central
numerical advantage of the present implementation, see Sec. 2.6. Therefore it is disregarded and
a fixed origin rc is used for the calculation of each spectrum. Thus r s(r,Ω) = r − rc defines the
reference frame for all continuum orbitals, potentials, and the radial SE. The practical definition
of rc depends on the molecular structure as well as on the properties under study. For instance,
the accuracy of the Auger decay rates might benefit from placing rc at the core-hole site, whereas
valence ionization cross sections could be better reproduced if the center of molecular mass is
chosen to treat the whole molecule in a balanced manner [GG5].
2.2.2 Models for the radial potential
The radial potentials Vf (r) generate the continuum orbitals through Eq. (9). Hence, their quality
is central to the accuracy of the calculated observables. A reasonable approximation to the
radial potential can be obtained by averaging over the angular dependence of the molecular
electrostatic potential Vf (r) = 14π
∫
Vf (r(r,Ω))dΩ, where r(r,Ω) = rc + r s(r,Ω). Hitherto, the
potential is split into nuclear and electronic components Vf (r) = V
nuc
f (r) + V
el
f (r), which are
treated individually. The nuclear part resembles the classical potential of a set of concentric








, r < RcA
−
ZA
r , r ≥ RcA
. (11)
The electronic part is the classical electrostatic potential J f (r) of the spherically averaged
electron density ρ f (r) from the cationic state |Ψ
+
f ⟩. In addition, a radial Slater exchange term
XSf (r) [133] may be included, leading to the approaches [GG4], [GG5]
V Jf (r) = V
nuc
(r) + J f (r) , (12a)
V JXf (r) = V
nuc
(r) + J f (r) + X
S
f (r) . (12b)
These potentials in a sense correspond to the Hartree and Slater-Xα levels of accuracy, respec-
tively. They provide the most complete treatment within the present implementation of the SCI
approach and yield a pictorial interpretation. Namely, the spherical averaging smears out the
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atomic point charges ZA into concentric shells centered at rc. The radius of which, RcA, is the
distance of the respective atom from the continuum orbital origin. Consequently, the spherical
continuum orbitals correspond to an effective system consisting of charged concentric hollow
spheres and a spherically symmetric charge distribution ρ f (r).
Finally, more approximate treatments are possible within the present implementation [GG4].
For atoms a screened charge model V scrf (r) = Z f (r)/r might be used. Further, Vf (r) might be
neglected completely, or modeled as the Coulomb potential of an effective point charge Zeff,
e.g. the net charge of the cation. The latter two approaches have the advantage that they lead to
analytic solutions of Eq. (9) in terms of spherical Bessel, jl , and regular Coulomb functions, Fl ,
respectively. In this way, the numerical evaluation of the spherically averaged electron densities,
potentials and radial functions can be circumvented, which simplifies the approach considerably.
These models are also implemented elsewhere, for instance in the ezDyson code [134] that has
been originally established by Oana and Krylova [93, 94]. ezDyson allows to evaluate angular
resolved photoionization cross sections, but does not feature autoionization.
Note that the continuum orbitals obtained by any of the methods described herein are not
orthogonal to the bound orbitals of the neutral and cationic species. This is in contrast to the
behavior that an exact continuum orbital would possess and leads to additional terms in the
TMEs, see Secs. 2.3 and 2.4.
2.2.3 Ionization spectra
Having defined the spherical continuum orbitals, the stage is now set to give the working
expressions for the spectra. Within the SCI approach, the PES and RAES are constructed by
integrating over the cross sections σgα and decay rates Γiα for all open channels α, respectively,
Eqs. (1) and (2). Since the energy conservation has therein already been taken into account, the
remainder of the continuum channel integration is just a summation over the target ionized states
f and the l and m quantum numbers of the continuum orbitals. Using Xnα to abbreviate σgα and









XnαΛnα(ε − εα) , (13)
for the spectral shape of the calculated PES and RAES, respectively, where l and m entered the
α index. Note that the convergence with respect to the maximum orbital angular momentum
lmax is a critical issue in the practical evaluation of PES and RAES [GG5].
2.3 Photoionization transition matrix elements
To begin with, the continuum-bound dipole TMEs in Eq. (1) are introduced for the cases where
the bound states have been obtained with the conventional RASSCF/RASPT2 and TDDFT
approaches. The inclusion of SOC via the RASSI method is discussed thereafter.
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2.3.1 Spin-free bound states
The TMEs are given herein in terms of the channel functions |ΥσM
+
α ⟩, Eqs. (4), (6), and (7).
Importantly, the neutral and cationic bound states are obtained in separate SCF calculations to
include orbital relaxation effects due to the electron removal. Consequently, they have different
sets of Norb spin-orbitals {φi} and {φ
+
i } that are not mutually orthogonal, which needs to be
accounted for in all evaluations. The respective creation and annilation operators are a†i , ai
and (a+i )












Φ̃r,M+g f ⟩ , (14)
in terms of 1-particle dipole and overlap integrals. The former corresponds to ionization from
the Dyson orbital (DO) |ΦM
+
g f ⟩, whereas the latter denotes a monopole transition from the one-
electron conjugated dipole DO |Φ̃r,M
+
g f ⟩ into the continuum [22]. The DO is defined as the N-1
particle integral over the transition density of the bound neutral and cationic states [110]. In
second quantization it can be written as an expansion in terms of the neutral species’ spin orbitals





The monopole contribution, however, is a consequence of the aforementioned continuum-bound
nonorthogonality (NO). Its magnitude is determined by the continuum-bound overlap integrals,
bound dipole contributions, and residual overlap terms [GG4]. It is often negligible, unless the
energy of the outgoing electron is small, e.g. in threshold ionization [22]. Hence, the present
implementaion of the SCI approach for photoionization assumes the strong orthogonality (SO)
approximation. Therein all overlap integrals between the continuum and the neutral species’
orbitals are set to zero, ⟨ψα,σ |φi⟩ = 0, disregarding the monopole term as denoted in Eq. (14).
2.3.2 Spin-orbit coupled bound states
Spin-coupled DOs can be obtained by contracting the spin-free ones with the SOC coefficients
of the neutral and cationic states in Eqs. (5a) and (5b). For practical reasons, the fact that the
spin-free states take on the highest spin projections M = S and M+ = S+, respectively, is used
and the construction of the other spin projections is disregarded. Assuming that the spin-free
DO for a pair of neutral and cationic states g, f with spins S and S+ is independent on the


























g f ⟩ are the respective spin-free DOs as defined in Eq. (15). The spin-coupled DOs
|ΦGF⟩ are complex and have a nontrivial spin mixture. The dipole TMEs in SO approximation
are evaluated analogously to the spin-free ones in Eq. (14). Thereby, the still undetermined spin
function η(ς) of the continuum orbital in Eq. (6) is set equal to the one of the spin-coupled DO.
2.4 Autoionization transition matrix elements
The autoionization TME, bearing two-electron character, however, is more complicated. Parti-
tioning the Hamiltonian into its one- and two-electron parts H = ∑u hu +∑u<v 1/ruv, where hu





H − Ei Ψi⟩ = (17)
⟨
ψα,σ
hΦM+i f ⟩ +














r−1 coupling                    ⟨
ψα,σ
Φ̃2,M+iα ⟩ −Ei⟨ψα,σΦM+i f ⟩
                                                                                                                                                                                                                                    
NO
.
Here, the two-electron reduced transition densities (2RTDs),




(a+q )†as1as2 Ψi⟩φs1φs2⟩ , (18)
determine the continuum-bound Coulomb coupling which is the major contribution to the decay
rate [7, 136]. In addition, the DOs dictate the leading one-electron and overlap contributions to
the matrix element. Moreover, the overlap terms with the conjugated Dyson orbitals, |Φ̃n,M
+
iα ⟩,
again correspond to monopole transitions to the continuum. Their amplitude is dictated by the
continuum-bound overlaps, the bound one- and two-electron TMEs for n = 1 and 2, respectively,
and further residual overlap terms, see [GG4]. In this case, the SO approximation implies not only
that the overlap integrals involving the conjugated DOs vanish, but also demands that the overlap
term proportional to Ei is neglected, as indicated in Eq. (17). Another ad-hoc way to mitigate
the nonorthogonality problem is to use the Gram-Schmidt (GS) orthogonalization to project the
orbitals of the ionized system out of the continuum functions and enforce ⟨ψGSα,σ |φ
+
i,σi
⟩ = 0. The
labels SO, NO and GS will be used in the following to indicate the following nonorthogonality
approaches. The overlap terms in Eq (17) can be neglected (SO), incorporated (NO), and GS-
orthogonalized continuum functions can be employed to evaluate the partial rates accounting for
the NO terms. Another popular approximation is to account only for the leading two-electron
terms instead of using the “full” Hamiltonian coupling. These approaches are denoted as the
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r−1 and H couplings, respectively, as indicated in Eq. (17).
Further, the computational effort can be greatly reduced by truncating the number of different
atomic centers allowed to contribute to the two-electron integral. In addition to the origin of the
ionized electron, contributions from up to three different atomic centers may be permitted. The
popular one-center approximation (1CA) [87] is motivated by the locality of the Auger decay. It
is obtained by setting the continuum orbital origin to the vacancy bearing atom and disregarding
all contributions from other atoms. This approximation has been investigated in [GG5].
Since different RAES may be obtained for each set of approximations, the shorthand notation
coupling · potential · nonorthogonality, or subsets of it, will be used where applicable. For
instance, H · V JXf (r) · NO denotes partial decay rates obtained using the H coupling, radial
waves corresponding to the V JXf (r) potential, and incorporating the NO terms.
2.5 Dyson orbital approach to photoionization
2.5.1 Sudden approximation
Disregarding the description of the ionized particle, the Dyson orbitals alone provide already a
simple means to obtain photoionization intensities within the so called sudden approximation
(SA) [105, 106]. Therein, the squared norm of the DO serves as a measure for the ionization
cross section
σiα ∝




 Φg fΦg f 
⟩2                                  
≈ const.
. (19)
It is an approximation based on the assumption that the dipole integral over the continuum
electron and the normalized DO can be regarded as constant over the whole spectrum. This is
generally only the case for high kinetic energies of the outgoing particle, e.g. in X-ray ionization,
and if the character of the DOs does not change throughout the spectrum. Both conditions are
often fulfilled in X-ray core or inner valence ionization, where good agreement with experimental
reference data can be obtained, see [GG1] and [GG3]. Its application to valence PES, however,
might be less successfull, because ionization from molecular orbitals having different character in
terms of localization, radial, and angular structure usually contributes to these spectra [98, 111].
2.5.2 Occupation number analysis
The DO may be interpreted as the wave function of the photoelectron before the ionization. This
is a rough approximation, which holds strictly only in a single-configurational treatment that
additionally assumes frozen orbitals. However, within this picture an analysis of the occupation
number changes during the ionization is possible and allows to unravel the character of each
transition in a comparatively simple orbital picture. The procedure is detailed in [GG3]. In
brief, neglecting the influence of SOC and dropping the M and M+ indices, vectors in terms of
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the spin orbital occupation numbers ng and n
+
f may be defined for the bound neutral and cationic
























The components of these vectors sum to the respective total numbers of electrons, N and N-1.




|⟨Φg f |φ1⟩|, |⟨Φg f |φ2⟩|, . . . , |⟨Φg f |φNorb⟩|
)
, (21)
where it is assumed that |Φg f ⟩ has been normalized for the purpose of this analysis. Transferred
to multi-configurational QC approaches accounting for correlation and orbital relaxation, the
normalized DO corresponds to a quasiparticle with its wave function being a superposition of
the neutral species’ spin orbitals. Hence, ng f unravels the contributions of different spin orbitals
to the hole created by the ionization and its components sum to one. In addition, ionization
may be accompanied by electronic excitations, leading to satellite features in the PES. These
excitations can be assigned within the residual occupation vector
nresg f = n
+
f + ng f − ng , (22)
the components of which approximately sum to zero. Here, negative and positive entries denote
the ’hole’ and ’particle’ parts of the accompanying excitation. Note that this analysis requires
that the orbital bases of the neutral and cationic species are approximately equal {φi} ≈ {φ
+
i }.
Strong orbital relaxation complicates the situation and may prevent the residual occupation
analysis from being applicable in some cases, as discussed in [GG3].
2.6 Implemented numerical protocols
At the heart of any numerical implementation of the SCI approach lie three tasks that have
to be completed in a computationally feasible way. First, the evaluation of the (conjugated)
DOs and 2RTDs, has to be carried out. Second, the spherical continuum orbitals have to be
constructed. Third and most problematic, the continuum-bound TMEs have to be estimated
numerically for each transition. To this end, they are usually transformed into the respective
atomic GTO basis representation of the (conjugated) DOs and 2RTDs, wherein the numerical
integration is carried out. Subsequently, these results are transformed back to yield the actual
TMEs. Herein two different protocols have been developed. Both are interfaced to a locally
modified version of Molcas 8.0 [137], and to the Gaussian09 program [138], which provide
the RASSCF/RASPT2/RASSI and DFT/TDDFT bound states, respectively.
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The first one, termed Dyson/ezDyson, allows the evaluation of ionization cross sections
between spin-free and SOC states and has been used in [GG1]-[GG3] and [50, 98, 128, 129]. It
interfaces the Dyson code wherein the evaluation of spin-free and spin-coupled DOs as well as
the occupation number analysis have been implemented to the ezDyson program [94, 134], which
contributes the numerical integration of the dipole TMEs. ezDyson provides spherical Bessel
and Coulomb wave functions to describe the radial part of the continuum orbitals, corresponding
to the free-particle and effective Coulomb potential models, respectively (Sec. 2.2.2).
To permit the evaluation of molecular Auger decay rates, another program with the working
title Auger has been written. Its first applications are presented in [GG4] and [GG5]. This code
implements the complete spin-free SCI approach as discussed in Secs. 2.2-2.4. In particular, it
includes the more accurate numerical continuum orbitals generated by the spherically averaged
molecular potentials in addition to the analytic ones. The evaluation of the Auger decay TMEs
in Eq. (17), corresponding to the SO, NO, and GS approaches as well as of the photoionization
dipole TMEs, Eq. (14), in the SO approximation are the core of this program. Modeling Auger
decay requires O(N3b ) (Nb = number of basis functions) continuum-bound Coulomb integrals
and 2RTD coefficients, respectively, to be evaluated and stored for each transition i → α,
whereas only O(Nb) are required for photoionization. Therefore, efficient algorithms, detailed
in [GG4], for adaptive numerical integration and interpolation, as well as specialized GTO
integral libraries needed to be incorporated in this code.
To reduce the numerical effort considerably, the fact that the kinetic energy of the outgoing
electron is encoded only in the radial function w f kl (r) is exploited. To this end all atomic basis
continuum-bound TMEs are evaluated in the continuum-orbital-centered spherical coordinates
r s(r,Ω), allowing to separate each integral into its radial and angular parts⟨
ψα
 fnχb⟩ = ∫ ∞
0
rw f kl (r)
[∫
Ω
Y ml (Ω) fn(r(r,Ω))χb(r(r,Ω))dΩ
]





Here, χb(r) are the atomic basis functions and r(r,Ω) = r s(r,Ω) + rc is the coordi-







)dr′3 in the two-electron case. This allows to first evaluate and
store the angular integrals as radial functions F lmnb (r) and subsequently to reuse them for the
energy dependent radial integrations for all transitions. Therefore, TMEs for several tens of
thousands of transitions can be computed efficiently. Note that even for the evaluation of PES
this numerical protocol is much faster than the ezDyson approach, in which three-dimensional
integrations are carried out for each transition. Depending on the number of transitions, Auger
can save up to several orders of magnitude in computational time in comparison to the well-
established ezDyson protocol, thereby allowing a considerably more accurate treatment of the
continuum orbitals. In addition, the code uses a hybrid MPI/openMP parallelization scheme,
allowing to scale calculations over multiple nodes with multiple CPUs.
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3 Molecular photoionization with simple models
Herein, the application of the Dyson orbital approach implemented in the Dyson/ezDyson
protocol, Sec. 2.6, to the simulation and assignment of molecular PES is presented in light of
various scientific questions. It starts with a scrutinization of the sudden approximation, Eq. (19)
and the free-particle continuum model (Sec. 2.2.2) for the simulation of the valence PES of
gaseous water and the X-ray L-edge core PES of aqueous iron(II) ions, respectively [GG1]. Next,
still in the framework of X-ray photoionization, the 4d PES of I−3 in ethanol solution is investigated
as a probe for solvent-induced nuclear asymmetry effects [GG3]. Therein, the occupation number
analysis, Sec. 2.5.2, has been carried out to unambiguously characterize the spectra. Finally,
PES obtained for representative configurations at the free-particle continuum level are used to
disentangle the pathways of experimentally observed ultrafast electronic dynamics, exemplified
for the photoinduced spin crossover in the iron tris-bipyridine complex [Fe(bpy)3]
2+ [GG2].
The respective bound wave functions were computed by different combinations of the
RASSCF, RASPT2, and RASSI methods using a locally modified version of MOLCAS
8.0 [137]. The phenomenological broadenings, Eq. (13), and absolute energetic shifts that
have been applied to achieve visual correspondence to the experimental spectra are detailed in
the respective manuscripts
3.1 X-ray photoionization
The experimental data have been obtained with synchrotron radiation at the U41 PGM undulator
beamline of BESSY II, Berlin, using the liquid microject technique [45, 139], for details
see [GG1] and [GG3].
3.1.1 Benchmark of the sudden approximation and the free-particle continuum model
The boundaries of the SA, which neglects the integration with the continuum orbital for the sake
of computational efficiency, Eq. (19), encompass a high kinetic energy of the outgoing particles
and a similar character of the ionization throughout the spectrum. The free-particle continuum
model, neglecting the molecular potential, can be expected to hold under similar constraints,
although it provides direct access to the kinetic energy of the outgoing particle.
Water The valence PES of water at 180 eV fulfills the requirement of a comparatively high
photoelectron energy but comprises distinct peaks for each of its molecular orbitals, violating
the second SA requirement. Therefore, the well understood H2O PES [111, 140–142] allows
to test the applicability of the SA and free-particle approaches at the respective limits of the
approximations. Panel (a) of Fig. 3, taken from [GG1] and the respective erratum, contains the
experimental and theoretical PES of gas phase water at 180 eV photon energy. Both, the SA and
free-particle (denoted as full calculation) spectra are depicted. For the free-particle approach,
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Figure 3: Modified with permission from [GG1] and the respective erratum. (a) Calculated and experimental
PES of gas phase water for 180 eV incoming photon energy. Full calculation corresponds to the free-particle
continuum model, SA means sudden approximation [105, 106]. The DOs corresponding to the respective features
are shown. (b) Experimental (2M FeCl2 aqueous solution) and calculated ([Fe(H2O)6]
2+) L-edge core PES of
aqueous iron(II) ions for a photon energy of 925 eV. The real and imaginary parts of the α and β spin contributions
to the spin-coupled DOs are exemplified for one transition.
the cross sections corresponding to each transition are plotted as sticks in addition. The bound
neutral and cationic states have been obtained at the RASSCF/RASPT2 level, predicting the
relative energetic positions of the peaks with very high accuracy [GG1]. Therein, a complete
active space considering the lowest 7 molecular orbitals of water has been used. Concerning the
intensities, both calculated spectra demonstrate a good agreement with the experimental result.
The individual peaks can be assigned in terms of their respective DOs, indicated in Fig. 3 (a).
Thus peaks (1)-(4) correspond to ionization from the 1b1, 3a1, 1b2, and 2a1 orbitals of water,
respectively, which is in agreement with established assignments [111, 140–142]. Note that the
single orbital ionization picture holds to high accuracy for peaks (1)-(3) and approximately for
peak (4). However, relative to peak (1) the SA results in larger intensities for peaks (2)-(4),
respectively, thereby representing peaks (2) and (4) better than the free-particle model. Most
striking, the free-particle intensities underestimate peak (4) by a factor of 2.5 with respect to the
SA ones.
In summary, the PES of gaseous water at 180 eV can be predicted qualitatively correct and
unambiguously assigned within the SA, providing slightly better agreement with the experiment
than the free-particle model. The deviations between the SA and free-particle results can be
naively understood as a measure for the sensitivity of the spectrum to the differences in energy
and character of each transition. This indicates that this case is indeed at the limits of the SA,
but can still be approximately described by it. To improve the spectrum, one should employ a
better continuum orbital model that considers the system as an effective point charge or takes
into account the spherically averaged molecular potential.
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Iron(II) ions in aqueous solution In contrast to the valence ionization of water, the L-edge
core PES of solvated iron(II) ions at 925 eV, lies well within the realm of the SA, since
only ionization from the iron 2p orbitals is contributing. Here, the complications lie in the
bound electronic structure, necessitating the inclusion of the first solvation shell that forms the
[Fe(H2O)6]
2+ complex. Further the system has a quintet ground state but strongly spin-mixed
core-excited and core-ionized states. This requires a SOC calculation at the RASSCF/RASSI
level that includes the quintet and triplet, as well as sextet, quartet, and doublet manifolds for the
Fe2+ and Fe3+ systems, respectively. The active space comprises the 3 Fe(2p) and 5 predominant
Fe(3d) orbitals in the respective RAS1 and RAS2 subspaces [GG1].
Panel (b) of Fig. 3, contains the experimental (2M FeCl2 aqueous solution [GG1]) and
theoretical ([Fe(H2O)6]
2+) L-edge core PES results at 925 eV photon energy. Notably, the
splitting, relative intensities, and asymmetric shapes of the L3 and L2 bands around 716 eV
and 730 eV, respectively, are very well reproduced by the theory. These bands correspond to
the total angular momenta of 3/2 and 1/2 of the created atomic 2p core hole, respectively. In
particular, the SA and free-particle models yield almost coinciding results, underlining that the
SA, i.e., disregarding the costly numerical integration of the dipole TMEs, is indeed perfectly
applicable in this case. Notably, almost all of the 1260 transitions bear a nonzero intensity
and contribute to the spectrum. This is a remedy of the strong multi-configurational and spin-
mixed character of the core-ionized states, see [GG1] and its supplement. The spin-coupled
DOs, Eq. (16), exemplified for one transition in Fig. 3 (b), bearing nonzero real and imaginary
parts of α and β spin, reflect this mixing as well. The remaining discrepancies between theory
and experiment could be ascribed to the lack of dynamic correlation (no RASPT2 correction)
and to the presence of chlorinated species in the solution, which have been excluded in the
calculations [GG1]. Further, employing a broadening scheme with higher flexibility might
improve the agreement [GG1].
In summary, this shows that accurate X-ray core PES can be obtained based on multi-
configurational SOC DOs derived from RASSCF/RASSI wave functions. Further, the computa-
tionally cheap SA, neglecting any actual treatment of the continuum orbitals, provides a means
to evaluate such spectra very efficiently in an approach similar to the one in Ref. 112. Note that
the SA based protocol is now publicly available within the recent version of OpenMolcas [143].
3.1.2 Unraveling solvent-induced molecular asymmetry effects
The 4d X-ray PES of the linear I−3 molecule has been investigated theoretically in [GG3].
Thereby a symmetric [I-I-I]− and an asymmetric geometry corresponding more to I2 · · · I
− have
been treated with the aim to explore the effects of solvent-induced nuclear asymmetry on the
observed PES [114, 144]. Herein, the focus is put onto the modeling aspect for the symmetric
geometry.
The 4d X-ray PES of symmetric I−3 can be considered an intermediate case between the
valence spectrum of water and the core ionization of solvated iron ions. For instance, the
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inclusion of SOC, over the singlet and triplet spin-free states of I−3 , as well as the doublet,
quartet and sextet manifolds of I3 is mandatory to reproduce the spin-orbit splitting of the 4d3/2
and 4d5/2 levels. To this end, the RASSCF/RASPT2/RASSI approach accounting for dynamic
correlation energy effects as well as SOC has been employed with 15 4d and 3 σ(5pz) orbitals
in the RAS1 and RAS2 subspaces, respectively [GG3]. However, the 4d DOs can be localized
at the central iodine atom or delocalized over the whole molecule as well as only the terminal
atoms, introducing more variety in terms of the DOs as in the solvated iron(II) case. Further,
being measured at 600 eV, the kinetic energies of the outgoing electrons are the highest of all
considered cases, suggesting that the SA might be well justified.
Figure 4: Modified witch permission from [GG3] and the
respective supplement. Comparison between experimental and
theoretical X-ray PES of I−3 at at 600 eV photon energy. The
experimental spectrum represents the isolated 4d signal of I−3
in ethanol (EtOH) solution [114]. The theoretical spectra have
been obtained for an isolated I−3 molecule using the free-particle
model as well as the sudden approximation.
Investigating the influence of an ex-
plicit continuum treatment, Fig. 4 de-
picts the simulated 4d PES of symmet-
ric I−3 obtained in SA, as well as with
the free-particle model for an incoming
photon energy of 600 eV. These results
are compared against the experimental I−3
4d PES of a 0.5M I−3 ethanol solution,
which stabilizes the symmetric geome-
try [114]. Evidently, the relative inten-
sities of the main and shake up bands
at 52.5-57.5 eV and 58-62 eV and are
matched to a high accuracy with both
theoretical approaches. The minute dif-
ferences between the theoretical spectra
demonstrate the applicability of the com-
putationally much cheaper SA. The remaining differences are an underestimation of the shoulder
at 57 eV and a general 0.7 eV shift of the shake up part towards higher binding energies. Notably,
the inclusion of the RASPT2 correlation energy correction is necessary to reproduce both the
relative position and intensity of the shake up feature [GG3].
Occupation number analysis The detailed assignment of the 4d I−3 X-ray PES can not be
made on the basis of the DOs alone, which do not allow to unveil the character of the excitations
that accompany the 4d ionization in the shake up peak. Here, the occupation number analysis
introduced in Sec. 2.5.2, provides the means to characterize the DO (ionization) and the accom-
panying excitation for each pair of I−3 and I3 states, (g, f ), in terms of the bound orbitals of the
initial I−3 species. The resulting DO (ng f ) and residual occupation vectors (n
res
g f ), Eqs. (21) and
(22), are shown in panels (a) and (b) of Fig. 5, respectively. In each panel, the entries of the
respective occupation vector for a particular transition (binding energy, x-axis) are organized
vertically, representing a slice of the 2D plot. The different vertical segments of these slices
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Figure 5: Reproduced with permission from [GG3]. Occupation number analysis of the main and shake-up
transitions in the symmetric I−3 4d PES. DO (ngf ) and residual (n
res
gf ) occupation numbers, see Eq. (22), are given
in panels (a) and (b), respectively. The occupation vectors for a particular transition (binding energy) represent a
vertical slice. Each y-axis segment of these slices corresponds to one of the active orbitals depicted on the left. The
occupation numbers have been broadened along the binding energy axis in the same way as the intensities in Fig. 4.
In addition, they have been renormalized to a range of -1 to 1. The lower part of each panel shows a comparison of
the SA spectrum (dashed) and the occupation numbers averaged over the different orbital types (y-axis) to indicate
the different contributions. Note that for the sake of clarity only relevant transitions that contribute at least 5% of
the maximum intensity have been taken into account.
correspond to the indicated molecular orbitals. According to their localization the 4d orbitals
can be identified as, 10 central, 4d(c), and 5 terminal ones, 4d(t), respectively. Further, the
5p orbitals correspond to bonding, 5σpz(u), non-bonding, 5npz(g), and anti-bonding 5σ
∗pz(u)
character, respectively, where u and g are the usual inversion symmetry labels. The molecular
orbitals are pictured in [GG3].
In accordance with previous results [114, 144], the main features can be assigned to ionization
from the terminal, 4d(t), or central, 4d(c), sites. Here, each type gives rise to the 4d3/2 and 4d5/2
features that are spin-orbit split by 1.6 eV, respectively, occuring as parallel vertical lines in the
DO occupations, Fig. 5 (a). The sum of transitions around 55 eV gives rise to the double peak and
the shoulder of the main feature. The two peaks in the shake-up feature around 60 eV, however,
corresond to the spin-orbit split 4d(t) contribution. Their distance from the main feature is the
result of the accompanying 5npz(g) → 5σ
∗pz(u) excitation that can be clearly identified in the
associated residual occupations, Fig. 5 (b). Since the combination of shake-up excitations from
g to u orbitals with ionization from central site g orbitals is symmetry forbidden [145], ionization
from the 4d(c) orbitals does not contribute at this energy. Ionization from the terminal sites can
occur, however, because the terminal hole breaks the symmetry. Central site shake-up features
associated with the parity conserving 5σpz(u) → 5σ
∗pz(u) excitation, are only seen at much
lower intensity near 65 eV.
Note that for the asymmetric I2 · · · I
− case ionization from all three sites contributes to the
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shake up feature which consequently has an increased absolute intensity, as discussed in [GG3].
The degree of nuclear asymmetry is directly reflected in the relative intensity of main and shake-
up features, suggesting that this single scalar observable can evidence solvent-induced nuclear
asymmetry in the I−3 ion, which simplifies the analysis. Moreover, the SA is indeed a good
approximation not only for the simulation of the more or less atomic iron(II) L-edge core PES
of [Fe(H2O)6]
2+, but also for the molecular inner valence 4d PES of I−3 at soft X-ray energies.
3.2 Deciphering ultrafast dynamics: spin crossover
The analysis of time-resolved pump-probe experiments, unraveling electron and nuclear dynam-
ics on ultrafast timescales is a common task in modern molecular science [43]. In the framework
of UV/vis pump XUV photoionization probe experiments the Dyson/ezDyson approach has
been used to provide theoretical snapshot PES of transient states to aid the assignment of fem-
tosecond dynamics that are initiated by the excitation created with the pump pulse in various
iron complexes. In particular, electronic relaxation dynamics of [Fe(CN)6]
3− [128], linkage
isomerism of the NO group in [Fe(CN5)NO]
2− [129] and ultrafast spin crossover in the iron
tris-bipyridine complex, [Fe(bpy)3]
2+ [GG2], have been studied.
Herein, the latter case is presented to exemplify the procedure. The sample has been
prepared as a 50mM aqueous solution of [Fe(bpy)3]Cl2 and was investigated using a liquid
microjet technique [45, 139]. The pump-probe measurement has been carried out using a table-
top Ti:sapphire laser system that provides the optical 2.34 eV pump and the 32.55 eV XUV
probe pulses via a HHG setup [146] with a resolution of ≈ 60 fs, see [GG2] and the supplement
therein. The pump has been tuned to resonantly excite a short lived singlet metal-to-ligand
charge-transfer (MLCT) state, 1MLCT, that is known to decay within 100 fs into a metastable
quintet state, Q1, providing a change of the total spin by ∆S = 2 [147–153]. In Refs. 148
and 152 the spin crossover pathway has been argued to be sequential, involving intermediate
triplet states Tn (
1,3MLCT → Tn → Q1, model I). Further, a direct mechanism (
1,3MLCT → Q1,
model II) that is in principle unlikely to occur since it necessitates the spin flip of two electrons
has been suggested to become available due to coupling to non-totally-symmetric vibrational
modes [147]. In [GG2], two extended kinetic models, sequential and parallel, have been found
to yield good agreement with the experimental transient signal within a global fit analysis.
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The sequential model corresponds to the triplet cascade (model I) [148, 152], whereas the parallel
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one includes both, the direct (model II) [147] and cascade pathways. The lowest triplet states, T1
and T2, the vertically populated vibrationally hot Q
∗∗
1 and the partially equilibrated Q
∗
1 quintet
states are included in the models. Note that the Q∗∗1 → Q
∗
1 transition occurs via vibrational
cooling. Due to ultrafast intersystem crossing [153] and internal conversion [152], the singlet to
triplet MLCT and T2 → T1 transitions, respectively, can not be resolved experimentally. This
permits to regard them as single states 1,3MLCT and T1,2, respectively. In the sequential model,
however, the T2 and T1 states enter separately. The kn are the respective time constants given
in [GG2].
For both extended models, the global fit produced rather similar results for the 2D transient
signal and the decay time constants of the short-lived states (Table S1 and Fig. S6 in the
supplement to [GG2]). Hence, the global fit and statistical analysis needed to be complemented
by a theoretical study to deduce whether the parallel or sequential model is the proper one. To
this end theoretical PES of the S0 ground and the transient T1, T2 and Q
∗∗
1 states, populated
in the Franck-Condon region, have been obtained. The theoretical T1,2 PES has been obtained
by evenly averaging the T1 and T2 spectra. The outgoing electrons have been modeled as free
particles. The bound states have been obtained at the RASSCF level using an active space
involving 3 σ(bpy), 5 Fe(3d), and 3 σ∗(bpy) orbitals in the RAS1, RAS2, and RAS3 subspaces,
respectively [GG2]. The doublet, quartet, and sextet valence manifolds of [Fe(bpy)3]
3+ have
Figure 6: Revised version of the results shown in [GG2] and the respective supplement.2 (a), (b) Comparison of
the PES of the Q∗∗1 and T1,2 states obtained from the global fit for the parallel model with the spectra predicted by
theory. (c), (d) Comparison of theory and global fit results for the sequential model. Emission spectra of the triplet
T2 and T1 states are shown. For consistency with the experimental transient signal [GG2], the ground state S0 PES
has been subtracted everywhere.
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been considered as the target states for the ionization process.
The comparison of the respective theoretically predicted PES with the global fit results for
the short lived T1,2 and Q
∗∗
1 species is shown in Fig. 6, where the S0 spectra have been subtracted
for consistency with the transient signal plot in [GG2]. Panels (a) and (b) correspond to the
parallel, (c) and (d) to the sequential models, respectively.2 For convenience, the origin of the
energy scale has therein been shifted to the ionization from the iron 3d(t2g) orbitals, visible as
negative signal around 0 eV. One can see that the theory qualitatively reproduces the emission
band structure of the T1,2 and Q
∗∗
1 states populated in the parallel relaxation process. However,
only the T1 PES can be reproduced for the sequential model. For the T2 state, the fit results do
not contain the negative signal between -4.2 eV and -3.2 eV, which is a trace of the ground state
depletion that decays in the experimental signal within < 100 fs due to the population of the Q∗1
state, which contributes in the same spectral region. Therefore, the T2 spectrum should contain
such a contribution as well and the fact that it does not has lead to the rejection of the purely
sequential model in [GG2]. However, the sequential channel I of the parallel model was found
to be the dominant one with a branching ratio of 4.5+4.8−1.5.
These results demonstrate, how intricate electron dynamical processes in transition metal
complexes can be assigned by complementing the experimental spectra with theoretical PES
that have been obtained with a simple free-particle continuum model. However, the agreement
between the global fit and theoretical results is only qualitative. While the energetic positions of
the features may be improved by including the RASPT2 correction, better intensities require a
more involved model for the ionized electron, for instance the numerical SCI approach suggested
in Sec. 2.2.1 that will be discussed in the following.
2 The results correspond to updated versions of Figs. 2 and S7 of [GG2] and its supplement, respectively, taking
into account the spin conservation, Eq. (4), which was treated only approximately in the original paper. The
conclusions drawn within [GG2], however, remain unchanged. Note that the labels T1 and T2 are exchanged
in the supplement therein.
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4 Numerical continua for photo- and autoionization
In this section the application of the numerical continuum orbitals derived from the spherically
averaged direct and direct-exchange potentials V Jf (r) and V
JX
f (r) to the simulation of atomic
and molecular RAES and PES is presented. To this end, results obtained with the Auger
implementation, Sec. 2.6, that have been presented in [GG4] and [GG5] are reviewed.
4.1 Auger decay of the neon 1s−13p resonance
To begin with, the respective impact of the r−1 andH couplings, radial potential approaches, and
treatments of the continuum-bound nonorthogonality (Secs. 2.2 & 2.4) on the Auger decay rates
is investigated on the paradigmic example of the neon 1s−13p resonance, ruling out molecular
effects [GG4]. Six different models, V free, −1/r , and −6/r , corresponding to the free-particle
and effective Coulomb potentials, respectively; as well as V scrf (r), V
J
f (r), and V
JX
f (r), i.e., the
spherically averaged screened charge, direct, and direct-exchange potentials have been introduced
in Sec. 2.2.2. Combining each of these with either the complete H or approximate r−1 coupling
and one of the NO, SO, or GS nonorthogonality approaches results in 36 different variants how
to evaluate partial Auger decay rates using Eq. (17), that have been analysed in [GG4].
4.1.1 Benchmark of theoretical models
All of these approaches are analyzed in Fig. 7, taken from [GG4]. Therein, the atomic and
cationic bound states have been obtained at the RASSCF/RASPT2 level using an active space
containing the 1s, 2s2p, and 3s3p4s4p orbitals in the RAS1, RAS2, and RAS3 subspaces,
respectively. In addition, a specifically designed Rydberg basis set has been employed [156].
This scheme, labeled QC I, is detailed in [GG4], and the respective supplement. Panel (a) depicts
the neon 1s−13p RAES obtained using the H · V JXf (r) · NO and r
−1
· V JXf (r) · NO approaches
to unravel the impact of the r−1 coupling approximation on the spectrum. A reference at the
MCDF level, employing r−1 coupling and four-component continuum orbitals corresponding
to the potentials of the respective cationic states, published by Stock et al. [154], serves as a
theoretical benchmark. For consistency, the spectra have been aligned to the 811.5 eV peak in
the experimental data taken from Kivimäki et al. [157], Fig. 8, and broadened using the same
0.1 eV Gaussian full width at half maximum (FWHM) as in Ref. 154. The dominant continuum
orbital angular momentum contribution to the intensity that has been indicated for each peak
shows that the regions 743-765 eV, 765-800 eV, and 800-825 eV predominantly correspond to
the emission of s, p, and d waves, respectively. This regions will thus be referred to as s, p, and
d in what follows.
Fig. 7 (a) shows that the H and r−1 coupling RAES are almost indistinguishable in the
s and d regions, whereas the p region demonstrates some variation. Overall, neglecting the
contributions beyond the r−1 coupling in the partial rate evaluation seems to be justified in this
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Figure 7: Reproduced from [GG4] with permission. (a) Neon 1s−13p RAES obtained with the r−1 andH couplings
and the NO approach using continuum orbitals generated by the V JXf (r) potential are shown in comparison to the
MCDF results reported by Stock et al. [154]. The spectra from (a) correspond to the NO histograms of the
V JXf (r) potential in panels (b) and (c). The vertical lines at the bottom of panel (a) indicate the predominant
continuum orbital angular momentum, l, contribution to each peak. (b) & (c) r−1 and H coupling Auger decay
rates, respectively, integrated over the given energy ranges corresponding to distinct l contributions. The SO, NO,
and GS nonorthogonality approaches have been employed. The depicted potentials have been used to generate the
continuum orbitals. The MCDF data have been scaled such that the total decay rate matches the one obtained for
the r−1 ·V JXf (r) ·NO approach. The experimentally determined total rate of 8.08± 1.1× 10
−3 a.u. (0.22± 0.03 eV)
[155] is depicted as a horizontal dashed line surrounded by a gray region indicating the uncertainty.
case. The MCDF data is well reproduced by the SCI approach only in the d region, whereas the
p and s regions bear blue shifts and an overestimation of the intensities that increases towards
the low energy flank of the spectrum. The higher number of small satellite features present in
the MCDF spectrum can be attributed to the larger configuration space employed in Ref. 154.
Panels (b) and (c) of Fig. 7 contain the integral partial decay rates for the s, p, and d regions,
respectively, facilitating the comparison of all 36 different approaches to compute the decay
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rates. The data shows that the integral decay rates converge for both couplings as the quality of
the potential is increased from the free-particle approximation V free to the spherically averaged
direct-exchange potential V JXf (r). The s : p : d - ratio obtained from the MCDF spectrum,
however, is not matched. Generally, the complete H coupling, panel (c), yields mostly smaller
total decay rates and less pronounced differences between the SO, NO and GS results. In
particular, it mitigates the immense overestimation due to the combination of r−1 coupling and
NO terms for theV free,−1/r , and−6/r potentials completely. This can be ascribed to cancellation
effects between the different one- and two-electron NO terms in Eq. (17), that are broken by
the r−1 coupling approximation. Ultimately, the impact of the SO, NO and GS treatments
is determined by the magnitude of the continuum-bound overlap integrals, which is small for
the physically sound potentials V scrf (r), V
J
f (r), and V
JX
f (r) [GG4]. This explains the stability
of the decay rates obtained with these potentials with regard to the different nonorthogonality
approaches. Note that the total decay rates obtained with the V Jf (r), and V
JX
f (r) potentials
reproduce the experimentally observed one [155]. The slight underestimation obtained with
V JXf (r) can be attributed to the inclusion of the attractive exchange term, Eq. (12b). The V
scr
f (r)
potential, even more attractive [GG4], leads to the smallest total rates.
It seems that only the potentials V Jf (r) and V
JX
f (r) yield both, satisfactory total decay rates
and RAES independent on the chosen coupling model and nonorthogonality treatment. Conse-
quently, employing the r−1 and SO approximations seems to be well justified for this potentials,
providing a computationally cheap protocol. Interestingly, the −6/r potential yields results
that are in approximate agreement with the more accurate ones for all but the r−1 · NO cases,
providing a compromise between computational effort and accuracy [GG4]. Since it remains
unclear whether the cancellation effects observed when using H coupling with the NO terms are
a general feature or a peculiarity of the neon RAES, the NO terms should only be employed with
caution. Generally, they should only be used, if the description of the potential and radial waves
are sufficiently accurate. Otherwise, it seems to be safer to employ the GS or SO approaches,
out of which the SO one is to be preferrred due to its computational simplicity.
4.1.2 Comparison with the experiment
To further examine the previous finding that reliable RAES can be obtained with the r−1 ·V JXf (r) ·
SO approach, the simulated spectra are compared against experimental data from Yoshida et
al. [158] and Kivimäki et al. [157] in Fig. 8, taken from [GG4]. Therein, panels (a) and (b)
contain the s and p as well as the d region spectra, respectively. Note that both experimental
spectra have been recorded at the (pseudo) magic angle, ruling out anisotropy effects. In addition
to QC scheme I, however, the QC models II, containing an uncontracted s basis and an account
for scalar relativistic effects, as well as III, employing a larger active space than in QC I, have been
tested [GG4]. The simulated RAES in both panels have been collectively aligned to the main
peak at 811.5 eV in the experimental d region spectrum [157]. Broadening and normalization,
however have been applied individually in each panel [GG4].
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Figure 8: Reproduced from [GG4] with permission. Experimental and theoretical neon 1s−13p RAES obtained
with the r−1 · V JXf (r) · SO method combined with the QC schemes I - III, see text. The experimental spectra have
been digitized from Refs. 157 (a) and 158 (b), respectively. The theoretical results have been collectively aligned
to the peak at 811.5 eV in the experimental spectrum in panel (b). Broadening and normalization, however have
been applied individually for each panel, see [GG4].
In the d region, the overall agreement between the simulated and experimental spectra is
fairly good for all QC schemes regarding both, the relative intensities and energetic positions of
the peaks. The main features are predicted more accurately than the small satellites. In the s and
p regions, however, the experimental features are reproduced less exact. In particular, the kinetic
energies are progressively underestimated towards the low energy end of the spectrum. This is
a typical result of lacking excited state correlation in the QC, resulting in too high energies of
the highest ionic valence-excited states. The different QC schemes I and II practically yield the
same RAES, whereas the larger active space in QC III leads to a better reproduction of the small
satellite features. It is to note, that the theoretical r−1 · V JXf (r) · SO spectra obtained in [GG4]
agree better with the experimental references [157, 158] than with the MCDF spectrum [154].
Importantly, the present investigation has shown that the SCI approach, employing the
spherically averaged direct or direct-exchange potentials V Jf (r) and V
JX
f (r) yields overall good
agreement with experimental [157, 158] and theoretical [154] references for the neon 1s−13p
RAES. For these approaches the computationally cheap r−1 · SO treatment produces results
close to the full H · NO one. Further, the experimentally obtained total decay rate [155] can be
reproduced [GG4]. This opens the door to molecular systems, which are subsequently discussed.
4.2 Molecular photoionization and autoionization
The stage is now set to apply the SCI approach to simulate molecular PES and RAES using
numerically obtained continuum orbitals that take into account the spherically averaged molec-
ular potential (Sec. 2.2.2). The manuscript [GG5] contains its first application to molecular
systems, demonstrating that molecular PES and RAES allowing an unambiguous assignment of
the experimental data can be obtained with this method. Therein, the results from the previous
section [GG4], have been followed in that the SO approximation, Eqs. (14) and (17), is employed
always. Further, the direct potential V Jf (r), Eq. (12a), has been used, since the influence of the
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radial exchange term in V JXf (r), Eq. (12b), in the molecular case is not yet well understood
within the SCI framework. Particular emphasis has been put into the applicability of the 1CA,
see Sec. 2.4, to the decay rate evaluation, Eq. (17), and the influence of the continuum orbital
origin, rc, which needs to be defined manually, see Sec. 2.2. The results that have been ob-
tained for methane, CH4, molecular oxygen, O2, and pyrimidine, C4H4N2 are summarized in
the following. For all presented cases the bound wave functions have been obtained using the
RASSCF/RASPT2 method with a locally modified version of MOLCAS 8.0. Further, the spin
conserving continuum states, Eq. (4) have been employed. To introduce a common reference for
the ionization spectra, they are presented on the binding energy scale. Therefore, the theoretical
results and digitized experimental reference spectra have been aligned to accepted values for the
respective vertical IPs, as detailed in [GG5]. Further, the broadening of the spectra has been
tuned to achieve good visual correspondence with the experimental references. The obtained
parameter sets are given in [GG5] and the respective supplement. Note that the current maxi-
mum angular momentum implemented in Auger, lmax = 15, is enough to ensure convergence of
all spectra discussed herein, Eq. (13), apart from the case of the pyrimidine PES, which is only
partially converged. Finally, all experimental PES and RAES correspond to (pseudo) magic
angle measurements, which rules out anisotropy effects [GG5].
4.2.1 Methane
CH4 is a well-suited test case because it is isoelectronic to the neon atom [GG4]; thorough
studies regarding its XAS, PES and RAES have been carried out experimentally [159–161] and
theoretically [162, 163]; and its tetrahedral geometry resembles a spherical system, indicating
that the SCI approach could provide a good model. Fig. 9 contains the SCI results for the
methane PES and RAES from various resonances, as well as the XAS for guidance. The
respective experimental reference data have been digitized from Ref. 159. The bound states
have been calculated with the 1a1, i.e., C(1s) and the 2a1 and 1t2 orbitals forming the RAS1
and RAS2 subspaces, respectively. RAS3, however, contains the ns(a1), with n = 3 − 5, and
np(t2), nd(t2), and nd(e) Rydberg orbitals, with n = 3, 4. Note that the a1, t2, and e symmetries
correspond to one, three, and two degenerate orbitals, respectively. In addition, a specialized
Rydberg basis set, see Supplement of [GG5], has been used.
XAS Fig. 9 (a) contains the experimental [159] and calculated XAS. The experimental
spectrum is strongly influenced by vibrational broadening and vibronic coupling [160, 161], thus
only the main features can be reproduced within the vertical excitation scheme used in [GG5].
The B(3s) peak for instance, corresponds to the dipole forbidden core excitation to the 3s(a1)
Rydberg orbital that gains intensity due to a coupling to t2 vibrational modes [161]. Generally, the
theoretically obtained dominant Rydberg character is denoted in parenthesis for each resonance
in the following. The labeling and assignment of the remaining resonances [159–161] is detailed
in [GG5]. Overall, the energetic positions and XAS intensities of the Rydberg resonances are
well described within the static RASSCF/RASPT2 method. Further improvements mandate the
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Figure 9: Reproduced from [GG5]. All experimental data (dotted) have been digitized from Kivimaeki et al [159].
(a) Calculated (green) and experimental XAS of methane at the carbon K-edge. The dipole-forbidden 3s(a1)
excitation is indicated by a single stick. The assignment of the experimental spectrum [160, 161] is connected to the
corresponding calculated core-excited states of CH4. (b) For each resonance depicted in (a) the RAES calculated
using the V Jf (r) potential and the indicated couplings, as well as the spectra measured at the indicated excitation
energies are shown. The H, r−1, and 1CA spectra for one resonance have been normalized with the same constant.
The respective calculated carbon Rydberg contributions are given in paranthesis for each resonance. Further,
spectral regions have been assigned to different valence hole states of CH+4 (gray). The experimental and theoretical
valence PES obtained at a photon energy of 282.2 eV are shown as well. Shifts and broadening parameters: [GG5].
inclusion of nuclear dynamics and vibronic coupling.
PES and RAES Panel (b) of Fig. 9 compares the theoretical and experimental [159] results
for the RAES of the indicated resonances, as well as the valence PES below the carbon K-edge
at 282.20 eV. The theoretical RAES have been obtained for the H and r−1 couplings, as well
as the 1CA applied to the r−1 coupling in Eq. (17). The origin of the continuum orbitals has
been naturally placed onto the central carbon atom. Notably, the relative PES intensities of
the a−11 and the t
−1
2 peaks, corresponding to emission from the 2a1 and 1t2 valence orbitals are
not reproduced correctly. The t−12 feature is in fact overestimated by a factor of 4. A detailed
analysis [GG5] indicates that the a−11 : t
−1
2 PES intensity ratio at this energy is a difficult case,
which might require a continuum model that accounts for the true molecular symmetry.
The RAES can be divided into the participator and spectator decay regions, below and
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hole states as direct ionization, involves the excited electron in the decay process. In contrast,




2 , and a
−2
1 double-hole states, leaves the excited electron
unperturbed. The respective spectral regions that have been identified with an occupation number
analysis [GG5], are depicted in Fig. 9 (b). Spectator decay is the predominant contribution to all
RAES and considerable participator decay is only found in the theoretical B(3s) decay spectrum.
Notably, the H and r−1 coupling spectra reproduce the experimental RAES with good
accuracy, whereas the 1CA coupling leads to qualitatively different results due to an intensity
redistribution from the main peak to the high energy tail. Consequently, the 1CA is not a suitable
approximation when evaluating RAES of methane with the present approach, and the non-local
contributions from the hydrogen atoms should not be disregarded. The remaining deviations
between the H and r−1 coupling results and the experimental data can be rationalized as follows
(see [GG5] for details). The blue and red shifts with respect to the experimental H(3d) and
L(4p) RAES are most probably due to the lack of vibronic coupling and excited state correlation
in the underlying QC. Further, the underestimation of the participator region for all but the
B(3s) resonances can be attributed to the two-step model employed throughout this work, which
prohibits direct ionization contributions in the spectra.
Given the limitation to the two-step model, as well as the neglect of nuclear dynamics, the
RAES of all investigated resonances have been reproduced quite well with the V Jf (r) potential
and either of the H or r−1 couplings. These promising results indicate that the SCI approach
can indeed predict correct molecular RAES and motivates the application to larger systems
containing more than one “heavy” atom, which is presented hereafter.
4.2.2 Molecular oxygen
Molecular oxygen is a radical open shell system with a triplet ground state multiplicity that has
drawn scientific attention since the realization of its relevance to all known higher lifeforms.
Incidentally, the core-hole decay of O2 is a textbook example of strong lifetime-vibrational
interference effects [166–169], leading to a wealth of experimental XAS [164, 170–172],
RAES [165, 166, 169, 172, 173], and PES [165, 166] studies which allows for a detailed
test of the SCI approach. Its homonuclear linear geometry, however, leads to delocalized core
holes in the calculation [GG5] and introduces ambiguity regarding the coordinate origin of the
continuum wave functions. In [GG5], the variants RO and RO2 , i.e., putting the origin on one
atom and at the interatomic center, respectively, have been employed. The bound states have
been obtained at the equilibruum bond length of 1.208 Å [174]. Therein, O(1s) core orbitals
occupy the RAS1 subspace and all valence orbitals until the 1πg and 3σu ones form RAS2,
whereas the RAS3 subspace is empty. Note that the 1πg orbital is doubly degenerate. In the
ground state, the terminal 1π2g and 3σ
0
u orbitals are half filled and empty, respectively, leading
to the triplet multiplicity according to Hund’s rule [175].
XAS The comparison of the theoretical K-edge XAS of O2 against experimental data from
Ma et al. [164] is presented in Fig. 10 (a). The main feature at 531 eV is the core excitation to
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Figure 10: Reproduced from [GG5]. (a) Calculated (green) and experimental [164] (dotted) K-edge XAS of
O2. The theoretically obtained 1πg, q-3σu , and d-3σu resonance positions are connected to the experimental
excitation energies that have been used to obtain the respective RAES in (b). Therein, the simulated PES and RAES
are compared to the measurements by Caldwell et al. [165]. Note that due to the high bandwidth of ∼ 2.7 eV,
the whole exchange-split 3σu double peak is excited by the incoming radiation at 540 eV. Hence the theoretical
RAES for the q-3σu (dashed) and d-3σu (solid) resonances are depicted. The theoretical results employ the V
J
f (r)
potential originating either at one atom, RO, or at the molecular center, RO2 . The RAES have been obtained with
the indicated coupling approaches. The applied shifts and broadenings are detailed in [GG5].
the 1πg orbital. The structured double peak at 539-545 eV, however, is due to the exchange-split
q-3σu and d-3σu resonances corresponding to quartet and doublet spin coupling in the valence
shell, respectively [164], [GG5]. Further, Rydberg excitations not included in this active space
contribute there as well [164]. The assignment of the smaller features is detailed in [GG5]. The
photon energies of 530.8 eV and 540.0 eV, at which the RAES have been recorded by Caldwell
et al. [165], have been assigned to the theoretically found 1πg and both of the exchange split
q-3σu and d-3σu resonances, respectively, due to the bandwidth of ∼ 2.7 eV.
PES and RAES Fig. 10 (b) compares the computed valence PES and the 1πg, q-3σu, and
d-3σu RAES of O2 to the respective experimental results obtained at the depicted photon en-
ergies [165]. The H and 1CA couplings (only for RO), have been employed to evaluate the
partial decay rates. Regarding the PES, it is remarkable that the energetic positions of the exper-
imental features are reproduced almost exactly by the SCI approach. Moreover, the theoretical
and experimental intensities coincide almost perfectly for P1-3. The features P4-8, however,
involving multiple excitations [GG5], are progressively underestimated for higher binding en-
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ergies, indicating that a larger active space might be required to achieve a better agreement.
Interestingly, the continuum origin barely influences the PES, although it affects the absolute
cross sections [GG5]. Note that the assignment in terms of the occupation numbers that is
detailed in [GG5] agrees with a previous one. [176].
Concerning the RAES. Overall, the 1CA and H coupling results agree much better than
for CH4, see Fig. 9. In particular the simulated 1πg RAES resemble the experimental data
especially well for the low binding energy peaks R1-4. For higher binding energies, R5-8,
however, the rendition of the experiment becomes less optimal, although an assignment is still
possible [GG5]. Further, the deviations between the spectra obtained with different origins
and couplings increase in this region as well. Here, the overestimations with the RO2 origin
can be assigned to an enhancement of the quartet decay branch [GG5]. The experimental 3σu
RAES, however, is represented to a lesser extent by the theory. The q-3σu and d-3σu RAES
appear to be shifted with respect to each other due to the exchange splitting and preferential
decay to the respective spin manifolds of O+2 . Comparing to the experiment, the q-3σu spectrum
remains shifted to lower binding energies by ∼ 2.5 eV and the intensity of the S4-6 features is
considerably underestimated. Here, previous studies [164, 172, 173, 177] have indicated that
this can be attributed to two reasons. First, the photon beam with a bandwidth of ∼ 2.7 eV
simultaneously excites the q-3σu, d-3σu, and underlying Rydberg resonances, suggesting that
the measured spectrum [165] contains contributions from all these resonances. Second, the
3σu resonances are dissociative, inducing a fast bond elongation on the time-scale of the Auger
decay [165, 172, 173]. Hence it seems that the one-step model for resonant Auger decay [8] has
to be employed together with nuclear dynamics and a larger active space, allowing for Rydberg
excitations, to reproduce this experimental spectrum. Independent of the continuum origin,
the H coupling results recover approximately 84% of the experimental total decay rate [171],
whereas the 1CA provides only about 45%, which can be attributed to the O(1s) core-hole
delocalization, see [GG5].
Overall, the total Auger decay rates, valence PES, and 1πg RAES of O2 agree with the
experimental reference. A better reproduction of the experimental results in the high binding
energy regions and in particular for the 3σu spectrum requires the inclusion of Rydberg excita-
tions into the active space, as well as the extension of the SCI approach to the one-step model
for resonant Auger decay [8]. Further, the inclusion of nuclear effects needs to be considered
as well. In contrast to the methane case, the 1CA predicts spectra of the same quality as the
H coupling approach. Finally, the choice of the continuum origin has no strong effect on the
obtained spectra and total decay rates.
4.2.3 Pyrimidine
Finally the SCI approach has been applied in a preliminary study to the pyrimidine molecule
(C4H4N2), which is computationally considerably more involved than CH4 or O2. Further,
it is a precursor of several nucleic acids, which induced a large number of experimental and
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Figure 11: Taken from [GG5]. (a) Theoretical nitrogen K-edge XAS of pyrimidine (green) and the respective
experimental measurement digitized from Bolognesi et al. [178] (dotted). (b) Theoretical and experimental [178]
RAES of the E6 resonance and the pre-edge PES obtained at the indicated energies. The continuum orbitals have
been centered at one nitrogen atom, RN, or at the geometric center of the ring, RC4N2 . For the sake of computational
efficiency, the RAES were obtained at the 1CA and 2CA levels of accuracy, see text. Applied shifts and broadenings
are detailed in [GG5].
theoretical investigations regarding its XAS [178–180], PES [178, 181–184], and Auger emis-
sion [178, 185]. In particular, Bolognesi et al. [178] recently reported complete sets of XAS,
PES, and RAES measurements of pyrimidine. In [GG5], only the nitrogen K-edge spectra have
been investigated. Therefore, the N(1s) core orbitals have been put into RAS1, whereas the
C(1s) ones were kept frozen. RAS2 is formed by 10 σ and 3 π orbitals as well as both nitrogen
lone pairs, and RAS3 comprises of 3 π∗, 3 π, and 2 σ Rydberg virtual orbitals, respectively. The
continuum orbital origin, however, is ambiguous again. Two variants, RN and RC4N2 , indicating
the origin at one of the nitrogen atoms and in the geometric center of the ring, respectively, have
been used in [GG5].
XAS Panel (a) of Fig. 11, taken from [GG5], presents the theoretical (green) and experi-
mental [178] (dotted) nitrogen K-edge XAS of pyrimidine. For this case, the QC calculation
yields a less satisfactory agreement with the experimental XAS, than for the other molecules.
In particular two peaks, which can be assigned to the E6 and E7 resonances, labeled according
to Ref. 178, are present but their relative intensities and energetic positions deviate from the
reference. As discussed in [GG5], this can be attributed to a lack of core-excited state correlation
and Rydberg character in the active space.
PES and RAES Fig. 11 (b) compares the SCI results for the valence PES at 397 eV and the
E6 RAES together with the respective experimental spectra digitized from [178]. The PES have
been evaluated with both, the RN and RC4N2 origins, whereas the RAES, due to the computa-
tional costs, have only been obtained within the 1CA (RN) and two-center approximation (2CA)
levels of accuracy. For the latter spectrum, contributions from up to two different atoms of the
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C4N2 ring have been accounted for in a two-center approximate fashion in the evaluation of the
Auger TMEs, Eq. 17, with continuum orbitals centered at RC4N2 . Concerning the convergence
of the spectra with respect to the continuum orbital angular momentum, l, it is to note that the
l = 15 contribution can reach up to 15%, 18% and 25% for the 2CA RAES, the RC4N2 PES, and
the RN PES, respectively. Based on the cationic state character, the binding energy range can be
divided into three spectral regions, see [178] and [GG5] for details. Region (1), up to 13 eV,
contains clearly distinguishable single-hole states, whereas (2), up to 20 eV, marks the transition
from single to double-hole states. Finally, region (3), > 20 eV, contains a high density of ionized
double-hole states, indicating that the features therein are due to a manifold of transitions.
The overall reproduction of the experimental PES is quite good, in particular in regions (1)
and (2). In region (3), however, only three out of the four distinct experimental features are
clearly restored in the simulation that also bears blue shifts of up to 1.3 eV [GG5]. Further
the difference between the PES obtained with both continuum origins is larger than for O2, see
Fig. 10, which might be due to the incomplete convergence of this spectra with respect to l.
Overall, the origin has still a rather weak influence on the spectral shape.
In contrast to the PES results, both the 1CA and 2CA RAES match the experimental data to a
lesser extent [GG5]. Region (1), comprising participator decay into the same cationic states that
contribute to the PES, yields the best agreement with the reference. The double peak in region
(2) is recovered in the theory, but appears slightly blue shifted and considerably underestimated.
Finally, the high energy tail > 25.0 eV in region (3) carries too much intensity in the simulation.
While an assignment of the most distinct experimental features is still possible, the extent of
the disagreement between theory and experiment is surprising. This is especially true in light
of the convincing PES results which indicate that the cationic valence electronic structure is
well described within the present active space and that the continuum orbitals corresponding
to the V Jf (r) potential cover the most important effects. Notably, the 2CA leads to an increase
in the total decay rate from 32.5 meV (1CA) to 114.7 meV but does not improve the spectral
shape, which indicates that relevant contributions are still not covered. A tentative analysis
in [GG5] found that the exclusion of contributions of the hydrogen atoms within the 1CA and
2CA might explain this behavior. Further, the current active space might exclude configurations
that contribute to the RAES, but not to PES.
In conclusion, the experimental PES has been reproduced quite well with the SCI approach,
independent from the continuum orbital origin. However, the theoretical RAES show notable
deviations from the experimental reference [178], which is tentatively ascribed to the exclusion
of the hydrogen contributions within the 1CA and 2CA, as well as a too small active space [GG5].
Further calculations with a converged l expansion, a larger active space, and taking into account
contributions from all atoms to the RAES are required in this case. Stepping back, the results
presented in this chapter and [GG4] as well as [GG5] show that the Auger implementation of
the SCI approach indeed facilitates the simulation of molecular PES and RAES that allow the
unambiguous assignment of experimental spectra for a wide range of molecular systems.
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5 Conclusions and outlook
This thesis is dedicated to the development of a continuum orbital model that allows an efficient
evaluation of the photoelectron spectra (PES) and autoionization spectra (AIS) of intricate
molecular systems such as transition metal compounds, which are regularly investigated with
X-ray spectroscopic techniques. For such systems, evaluating the bound electronic structure,
involving multi-configurational and spin-orbit coupling (SOC) effects, is already a challenging
task, which has been solved herein by employing different members of the restricted active space
family of quantum chemistry (QC) methods leading to mostly accurate results. The continuum
orbital of the outgoing electron, however, can usually only be modeled at the most basic levels
by neglecting the molecular potential completely or treating it as a point charge.
To begin with, the sudden approximation (SA), neglecting the continuum treatment entirely,
and the free-particle model have been scrutinized for the evaluation of the L-edge core PES
of [Fe(H2O)6]
2+, the inner valence PES of I−3 , and the valence PES of H2O in the X-ray
regime. In all cases a very good reproduction of the experimental data has been obtained. In
particular for [Fe(H2O)6]
2+ and I−3 , the SA and free-particle approaches are in almost perfect
agreement, whereas some deviations are obtained for H2O. This has been attributed to the fact
that the SA is well applicable in the two former cases, while the H2O valence PES probes its
limits. Importantly, this does not justify the free-particle model but in fact demonstrates that
the continuum orbital does not add to the accuracy if the SA is applicable. Further, a special
occupation number analysis in the Dyson orbital picture that allows to disentangle the ionization
and excitation contributions for each transition has been proposed and exemplified for I−3 .
As a next step, the free-particle model has been applied to simulate extreme ultraviolet
valence PES from transient excited states of the iron tris-bipyridine complex, to support the
analysis of the experimentally obtained pump-probe spectra. Here, the SA is not applicable
since ionization from orbitals that are localized at the metal center or delocalized over the
ligands contributes to the spectrum. The central question regarding the ultrafast spin crossover
pathway could be answered based on the free-particle PES, demonstrating the usefulness of such
simulations. However, the agreement between the simulated and experimentally deduced spectra
is considerably worse than in the aforementioned cases, indicating that the free-particle model
has only limited applicability when the SA is violated. This conclusion has been supported by
further studies targeting the valence PES of different molecules [98, 128, 129].
To finally improve the resemblance of the experimental PES and facilitate the evaluation of
molecular AIS, the spherical continuum for ionization (SCI) approach has been developed and
implemented with interfaces to the restricted active space and density functional theory bound
state QC methods. Therein, the three dimensional continuum orbital problem is reduced to the
radial dimension by averaging out the angular structure of the molecular potential. The resulting
spherically symmetric continuum orbitals account for the molecular field in an averaged manner
and can be obtained with small numerical effort, representing a considerable advancement over
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the free-particle and point-charge models which are contained as limiting cases.
This protocol has been scrutinized for the showcase of the autoionization of the neon 1s−13p
resonance. Here, 36 different combinations of approximations to the radial potential and the
transition matrix elements have been compared with respect to their ability to reproduce high-
level theoretical and experimental reference data. This proof of concept showed that both, the
experimental total decay rates and spectra can be reproduced with the numerically obtained
continuum orbitals that correspond to the spherically averaged direct potential of the cation.
Motivated by this result, the test of the SCI protocol has been extended to the simulation of the
X-ray valence PES and resonant Auger electron spectra (RAES) of the methane, oxygen, and
pyrimidine molecules. Here it has been demonstrated that continuum orbitals corresponding
to the spherically averaged molecular potential indeed lead to PES and resonant RAES that
are in most cases in good agreement with the experimental references. In particular, the
measurements could be thoroughly analyzed and assigned with the aid of the simulated spectra
and the information from the electronic structure calculations. Further, the experimentally
obtained total decay rate of the core vacancy in the O2 molecule could be reproduced. An
interesting discovery is that the one-center approximation to the simulation of partial decay rates
seems to have only a limited applicability, though it is commonly used in other approaches [25,
90, 91]. Overall, a considerable portion of the remaining deviations between the theoretical
and experimental data can be ascribed to deficiencies in the bound QC, the lack of vibrational
effects, and the two-step model, which disregards interference effects between autoionization
and photoionization terms.
Although the addition of SOC to the current SCI implementation in the Auger code and
a proof of concept study regarding an actual transition metal complex still need to be carried
out to fully accomplish all of the initially set goals, a considerable step forward has been made.
Despite the deficiencies in the pyrimidine case that require further investigation, already the
ability to evaluate the RAES of molecules of this size can be regarded as an advancement, since
the literature regarding such simulations is very scarce.
To conclude, the free-particle and SA approaches have been successfully applied to simulate
the PES of small molecules and large complexes of current scientific interest. Further, the SCI
approach has been developed and implemented as a promising tool to improve the calculated
PES and facilitate the simulation of AIS of larger molecules. A benchmark application to the
neon atom and small to medium sized molecular systems has shown its potential in this respect.
Further, the inclusion of SOC, vibrational effects, and interference between autoionization and
photoionization contributions are natural starting points for improvements of the present protocol
that should be sought after in future works. In fact, the SCI approach complements the present
set of tools for theoretical X-ray spectroscopy of larger molecules, opening up the possibilities
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X-ray photoelectron spectra provide a wealth of information on the electronic structure. The extrac-
tion of molecular details requires adequate theoretical methods, which in case of transition metal
complexes has to account for effects due to the multi-configurational and spin-mixed nature of the
many-electron wave function. Here, the restricted active space self-consistent field method including
spin-orbit coupling is used to cope with this challenge and to calculate valence- and core-level photo-
electron spectra. The intensities are estimated within the frameworks of the Dyson orbital formalism
and the sudden approximation. Thereby, we utilize an efficient computational algorithm that is based
on a biorthonormal basis transformation. The approach is applied to the valence photoionization
of the gas phase water molecule and to the core ionization spectrum of the [Fe(H2O)6]
2+ complex.
The results show good agreement with the experimental data obtained in this work, whereas the
sudden approximation demonstrates distinct deviations from experiments. C 2015 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4928511]
I. INTRODUCTION
Spectroscopy, tracing the changes of the energetic levels
upon various physical interactions and in course of dynamical
processes, is one of the most powerful analytical tools
finding applications in almost every field of natural sciences,
medicine, and engineering. Among the various spectroscopic
methods, experiments in the X-ray regime are suitable to
explore the structure of materials in all aggregation states.1
The most popular variants of X-ray spectroscopies comprise
first order absorption and photoelectron spectroscopy as well
as second order fluorescence and Auger spectroscopy.1,2
Upon X-ray irradiation, a core hole is created either
resonantly or non-resonantly, i.e., an electron is excited to
a bound or continuum state. Since the binding energies of
core electrons are significantly different for various elements
and core orbitals have a very localized probability density,
X-ray spectroscopy can be used as an element specific local
probe of the electronic structure of an atom in its environment.
This in particular distinguishes spectroscopy in the X-ray and
UV/VIS regime, since the latter gives insight into transitions
between delocalized molecular orbitals (MO).3
Remarkably, photoelectron spectroscopy was found to be
sensitive to specific solute–solvent interactions of transition
metal (TM) complexes in solutions4–8 which are essential
for understanding processes in catalysis, biochemistry, and
material sciences.9–15 However, due to the complex electronic
a)Electronic mail: sergey.bokarev@uni-rostock.de
structure and notable (especially for core ionization) spin-orbit
coupling (SOC) of TM compounds, photoelectron spectra
(PES) are rich in features, and an unambiguous assignment
is difficult without the aid from theoretical calculations.1
On the theory side, a number of methods have been
proposed for the assignment of PES. The simplest ones are
Hartree-Fock or Kohn-Sham density functional theory.16,17
Here, MO energies are attributed to the PES transition
energies via Koopmans’ theorem18 and intensities are not
analyzed. In some cases, this may provide already a good
interpretation of the observed spectrum.5,6 However, such a
simple picture is not able to describe more complex effects
such as combination transitions. For that purpose, methods
based on a Green’s function approach have been introduced,
see, e.g., Ref. 19. For instance, the algebraic diagrammatic
construction formulation20 enjoys particular popularity.21–23
These methods directly deliver the spectroscopic observables,
i.e., transition energies and intensities, as poles and residues of
the Green’s function,19 respectively, avoiding the calculation
of the stationary wave functions. The relativistic treatment
necessary for TM compounds has been implemented within a
four-component formalism24 which is computationally quite
demanding. In addition, Green’s function methods are single-
configurational, whereas TM complexes in some cases require
multi-configurational treatment.
In principle, any quantum chemical method capable of
describing excited electronic states can be used to obtain
the PES peak positions of main and combination transi-
tions as energy differences between the N-electron initial
and N − 1-electron final states. Methods which have been
0021-9606/2015/143(7)/074104/9/$30.00 143, 074104-1 ©2015 AIP Publishing LLC
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previously used in PES calculations include Configuration
Interaction (CI),25–29 Time-Dependent Density Functional
Theory (TDDFT),30,31 Equation-of-motion Coupled Cluster
(EOM-CCSD),32,33 and multiconfigurational methods based
on Complete or Restricted Active Space Self-Consistent Field
(CASSCF/RASSCF) wave function.34–37 The latter group is
of particular importance for TM compounds, since they are
known to sometimes have wave functions which, even in the
ground state, cannot be represented by a single configuration.38
Alternatively, the semi-empirical valence bond Ligand-Field
Multiplet (LFM) technique1,39 is widely used for X-ray
photoelectron spectroscopy of TM compounds. In all these
methods, the SOC is either not included or treated within
the multi-configurational Dirac-Fock method in j j-coupling
limit40 or within semi-empirically parametrized (LFM1,39) and
ab initio (RASSCF35–37) LS-coupling limit.
The intensities in LFM and most of CI studies are
estimated in the sudden approximation (SA)41,42 neglecting
the kinetic energy dependence of the transition strength and
approximating it in a form of a wave function overlap,
see Sec. II. In principle, the SA should be valid for high
kinetic energies of the outgoing electron. However, for certain
applications the SA has been shown to be unable to make
reliable prediction of intensities.28,34
For TDDFT,30,31 EOM-CCSD,32,33 CI,27 and CASSCF34
based methods, the Dyson Orbital (DO) formalism43 has been
applied. Although computationally more demanding, it gives a
rather accurate description of intensities. Further, it provides a
compact representation of the PES matrix elements by virtue
of reducing the N-particle to a one-particle integration, see
Sec. II. Finally, DOs can be rigorously employed for the
determination of angular-resolved PES.44
The present work sets the focus onto formulating and
testing a simulation protocol for the incorporation of SOC and
multi-reference effects into the DO formalism for accurate
description of PES intensities of TM complexes. Thereby,
we employ the RASSCF multi-reference approach45–47 and
include SOC within state interaction (RASSI) method48 in
the atomic mean field integral approximation.49 The paper
is organized as follows. In Sec. II, we give a general
overview of the theoretical background and of the developed
methodology. Computational details are provided in Sec. III
and experimental details in Sec. IV. Section V discusses
application of the described protocol to two model systems,
i.e., gas phase water (valence PES) and the [Fe(H2O)6]2+
complex (core PES), which corresponds to solvated iron(II)
ions in water. In Sec. VI, we conclude that the proposed
approach allows the description of PES on the same footing
as processes involving photons, i.e., X-ray absorption and
resonant inelastic scattering, reported recently.50–57
II. THEORY
We consider neutral or charged molecules with N
electrons, which are initially in their ground state |ΨNI ⟩. In
the sudden ionization limit,41,43 the final state can be written
as an antisymmetrized product |ΨN−1F ψel(k)⟩ of the continuum
state of the photoelectron ψel(k) and the wave function of the
N − 1-electron remainder ΨN−1F .
Assuming that all photoelectrons with a certain kinetic
energy (Ek = ~2k2/(2me)) are detected regardless of their
outgoing direction and spin, their number per unit time is
proportional to the transition rate, including all possible initial
and final states with energies EI and EF and integrated over
all directions, dΩk, of the outgoing electron. In the long












ΨN−1F ψel(k) ε⃗ · d̂ ΨNI 2, (1)
where d̂ is the dipole operator, ε⃗ is the polarization of the
incoming photon, the lineshape function Λ(E) accounts for
the finite width of the excitation pulse, inhomogeneous, and
other broadening effects. The thermal population of the initial
states enters Eq. (1) via the Boltzmann factor f B(EI).
In the following, wewill specify themany-body statesΨNI
and ΨN−1F in terms of Slater determinants (SD), Θi, composed
of single particle MOs, ϕki . Let us consider the PES matrix
elements in Eq. (1) for two SDs giving a contribution to the
initial state ΨNI , i.e., Θ
N
j , and the final state Ψ
N−1
F , i.e., Θ
N−1
i .
Omitting for convenience the polarization and k dependence
and applying the strong orthogonality condition between the
free electron function and initial molecular orbitals (⟨ψel|ϕkj ⟩




el d̂ΘNj  = ψel d̂ΦSDi j  , (2)







ϕP(1)j  · · · ϕN−1i ϕP(N−1)j  × ϕP(N )j .
(3)
Here, P ∈ SN denotes all possible permutations of N orbital
indices with parity p coming from the structure of the SDs.
Thus, the expression for the PES matrix element simplifies
to a one-particle integration because the N − 1-dimensional
integration over electron coordinates xk is comprised into the
DO with the normalization factor
√
N ,




ΘN−1i (x1, . . . ,xN−1)
∗
×ΘNj (x1, . . . ,xN)dx1 · · · dxN−1. (4)
Note that in general the one-electron orbitals of the initial N-
electron and final N − 1-electron bound states are not ortho-
normal due to electronic relaxation upon electron removal.
The DO can be considered as an analogue of the reduced
one-electron transition density. Its direct correspondence is
the wave function of the photoelectron before the ionization.
Further, the DO is not normalized and the PES intensity
is proportional to its norm. The convenience of the DO
formulation of the PES matrix elements stems from the
fact that the DO contains all system- and method-specific
information. Therefore, one can vary the approximations for
ψel, without changing the DO.
In practice, the N!-fold summation in Eq. (3) can
be circumvented by calculating N determinants of N − 1
× N − 1 dimensional overlap matrices, similar to Ref. 42.
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Thus, the computational effort reduces to O(N4). A more
efficient scheme can be obtained upon transformation of the
nonorthonormalMO basis sets and CI coefficients of the initial
and final states ΨNI and Ψ
N−1
F to biorthonormal sets.
48,59 This
strongly simplifies theDOexpression in Eq. (3), which reduces
to a single term. To show this, we consider the case where the
removed electron was in orbital ϕτj in the initial state Θ
N
j . If
this orbital is not contained in the final state ΘN−1i , then only
one permutation in Eq. (3) leads to nonzero results. That is,
the permutation P, which shifts the electron in ϕτj into the
N th half space of the initial state which does not take part in
the integration. The parity of the permutation P is p = N − τ.
Thus, we arrive at a simple expression for the DO in the
biorthonormal basis
ΦSDi j = (−1)N−τϕτj . (5)
The most important feature of the representation in the
biorthonormal basis is that the DO for a pair of determinants
corresponds to a spin-orbital of the initial SD taken with
the appropriate sign. Thus, the computational effort does not
depend on the number of electrons, whichmakes this approach
very efficient.
In the single SD picture, the DO depends on the
coordinates of only one electron. Thus, no combination
transitions, where one electron is ejected and others are
simultaneously excited, are taken into account. However, in
a multi-reference description of the DO, these effects are
included. To obtain wave functions, which account for the
multi-reference character of transition metal complexes, as
well as SOC effects, we follow a two-step strategy. First, the
spin-free RASSCF wave functions having ground state spin S
as well as S ± 1 are calculated. They have the form of a linear
combination of different SDsΘi, weighted with CI coefficients






Assuming that the initial state can be described by a
single SD (Θ0), the DO within the CI approach, omitting for







































                                                
3h2p
+· · ·. (7)
Here, the brackets denote the N − 1-dimensional integration,
i, j, k, . . . are indices of the occupied orbitals from which the
electrons are removed, a,b, . . . correspond to the unoccupied
orbitals into which the electrons are excited. The first three
sums represent the main 1h (single hole), combination 2h1p
(two holes, single particle), and 3h2p (three holes, two
particles) transitions, respectively.
The concept of active space within RASSCF as applied to
Eq. (7) allows to flexibly vary the highest order of correlation
terms, in principle up to full CI within the given orbital
subspace. However, this subspace needs to be large enough
to include all relevant ionization channels. Interestingly,
when employing the biorthonormal basis set transformation,
orbital relaxation effects, which can cause satellites due to
non-orthogonality of initial and final orbitals,26 are shifted
completely to correlation effects, i.e., the CI expansion.
At the second step, these wave functions are coupled with
the SOC operator in atomic mean-field integral approxima-
tion49 to generate spin-orbit wave functions within the RASSI
approach.48,59 These spin-orbit wave functions are expanded
in terms of the spin-free states ΨCIKn,Mσ,σ, where K = F, I,
(Eq. (6)) with spin σ (Nσ states in total), magnetic quantum












The particular choice of spin manifolds is dictated by the SOC
selection rules ∆S = 0,±1.
Thus, the multi-configurational DO including SOC for the
transition from initial state I to final state F can be expanded

















i j . (9)
Here, the nested sums over spin, magnetic quantum number,
and spin-free states are replaced by one sum over all different
spin-orbit states with the total number of final and initial SOC
states NSOF and N
SO
I , respectively. The above Eq. (9) can be






which is the main working expression used in this work.
Since an electron with either α or β spin is removed from
the initial spin-free states with spins S and S ± 1, the final
states with ∆S = ±1/2 need to be considered. That is why in
general, seven spin manifolds of the unionized molecule with
N electrons and its N − 1-electron ion need to be taken into
account as depicted in Fig. 1.
Frequently, the SA is used for the calculation of the tran-
sition dipole matrix element in Eq. (1).41,42 Here, the matrix
element is approximated as an overlap integral neglecting the
k-dependence of the transition strength,
DSAFI =
ΨN−1F ψel(k) d̂ ΨNI 2 ≈ ΨN−1F âΨNI 2, (10)
FIG. 1. Schematic of the directly spin-coupled manifolds of states (the
double-sided arrows, ∆S = 0,±1) of the N and N −1 electron systems. De-
pending on the spin of the outgoing electron, the spin of final N −1 electron
states changes by ∆S =±1/2 (single-sided arrows).
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where the operator â annihilates the electron from the occupied
MO. Expressed in terms of DOs in the SA approach, the one-
electron integration for ⟨ψel|d̂|ΦFI⟩ is omitted and the intensity
is approximated by the DO norm, |ΦFI |2, only. Most of the
published papers use the SA for the prediction of the intensities
of the combination transitions relative to the intensities ofmain
lines. However, the accuracy of the predicted intensity ratios
between different main transitions occurring at high excitation
energies has been questioned in Refs. 28 and 60.
III. COMPUTATIONAL DETAILS
The spectra were calculated for two test systems, i.e., gas
phasewater and the [Fe(H2O)6]2+ complexmimicking the Fe2+
ion within its first solvation shell in aqueous solution. Thus
the following processes were studied:
H2O0 −→ H2O+ + e−,
[Fe(H2O)6]2+ −→ [Fe(H2O)6]3+ + e−.
The geometry of water was optimized at the density functional
theory level with the B3LYP functional61,62 together with the
6-311G(d) basis set.63,64 For the [Fe(H2O)6]2+ complex, the
geometry was first optimized using the MP2 method with the
cc-pVTZ basis set.65–67Then, the Fe − Obond lengths were set
to the CASPT2(10e−,12MO)/ANO-RCC values obtained in
Ref. 68. All geometry optimizations were done with Gaussian
09 program package.69
For state-averaged RASSCF calculations of water, the full
valence RAS2 active space additionally including the 1s core
orbital of oxygen was chosen (Fig. 2). For the iron complex,
the active space included the 3d orbitals of iron in the RAS2
space and allowed single electron excitations from the iron 2p
core orbitals in the RAS1 space. This results in the singly core-
excited or ionized states, having full flexibility in the valence
3d manifold. This active space corresponds to that used for
the study of X-ray absorption and resonant inelastic scattering
spectra53 providing interpretation on the same footing. The
wave function was first optimized for the ground state and
then all orbitals apart from the active ones were kept frozen.
The (8s4p3d)/[3s2p1d] ANO-RCC basis on hydrogen
and (14s9p4d3f)/[5s4p3d2f] basis on oxygen70 were em-
ployed for water, which corresponds to quadruple-zeta
FIG. 2. Active spaces used for RASSCF calculations of (a) water and (b)
[Fe(H2O)6]2+.
quality. For Fe2+ the contractions (21s15p10d6f)/[6s5p3d2f],
(14s9p4d3f)/[4s3p2d1f], and (8s4p)/[2s1p] were used for iron,
oxygen, and hydrogen, respectively, corresponding to the
triple-zeta level.
To account for dynamic correlation, the second order
perturbation theory correction (RASPT2) was calculated71,72
for the case of water. To avoid intruder state singularities, the
imaginary level shift of 0.4 hartree was applied. Because of
the much larger number of transitions, only RASSCF energies
were calculated for the iron complex.
To incorporate scalar relativistic effects, the Douglas-
Kroll-Hess transformation73,74 up to second order was utilized
and all overlaps in Eq. (3) were calculated for the transformed
orbitals. For the case of water, SOCwas not taken into account
and only transitions from the singlet ground state to the
490 doublet singly ionized final states were considered. This
corresponds to one out of six possible branches in Fig. 1. In
case of the iron complex, quintet (S = 2) and triplet (S = 1)
initial states as well as sextet (S = 5/2), quartet (S = 3/2), and
doublet (S = 1/2) final states were taken into account. Septet
(S = 3) and octet (S = 7/2) states are not possible with the
active space chosen here. However, it was shown that they
play a very minor role for the X-ray absorption spectrum53
and can be neglected. Thus, only five branches out of the
seven in Fig. 1 were considered. In total, for [Fe(H2O)6]2+
one initial ground and 1260 core-excited SOC states were
included. Thermal population of the low lying initial states
was neglected.
The RASSCF/RASPT2/RASSI calculations were done
without any symmetry restriction using a locally modified
MOLCAS 8.0 program package.75
The transition dipole matrix elements in Eq. (2) were
calculated with the ezDyson 3.0 program76 via numerical
integration of the DO with the free electron wave function
ψel(k). Neglecting the interaction between the photoelectron
and ionic remainder, one may express ψel(k) as a plane
wave expanded in a basis of spherical waves with spherical
harmonicsYl,m(k) in k-space as coefficients (see, e.g., Ref. 77).
Further, the spherical waves are expanded in position space
using spherical Bessel functions jl(k · r), where k = |k|, r










jl(k · r)Yl,m(r)Y ∗l,m(k). (11)
This particular form of the plane wave has the advantage that
one can truncate the infinite angular momentum expansion at
some lmax, e.g., according to the dipole selection rule ∆l = ±1.
The natural choice of maximum angular momentum in the
expansion, Eq. (11), corresponds to the lmax = lbas + 1, where
lbas is maximum angular momentum included in the atomic
basis set. However, due to lower than spherical symmetry of
the molecules under study, sometimes a larger lmax needs to
be selected, see Ref. 32 and Sec. V.
It should be noted that the representation of ψel(k) in
Eq. (11) is correct only in the asymptotic limit far from
the ionic core.32,78 Coulomb waves being the solution of
the radial Schrödinger equation of an electron in a spherical
Coulomb potential79 could be more suitable to describe the
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photoionization of neutral or positively charged molecules. In
this case, the partial wave expansion can be longer than in
Eq. (11).32
In case of water, lmax = 7, box with a side length of
10 Å and an equidistant grid of 300 × 300 × 300 points for
numerical integration of Eq. (2) ensures convergence of the
DO norms with an accuracy of 10−5. Since the intensity of
transition scales quadratically with the norm of the DO, they
have been evaluated only if the norm of the respective DO was
larger than 10−3. For the iron ion, only contributions from those
DOs that have a norm larger than 10−2were taken into account.
Here lmax = 5, box size of 16 Å, and a grid of 480 × 480 × 480
points was used for the numerical integration reproducing the
norms of DOs with an accuracy of 10−4.
As shown in Sec. II, the spin-coupled DO comprises
contributions from different spin-states. Therefore, the total
spin of the DO and outgoing electron is not well defined. The




FI(α) + ΦSOFI(β), (12)
which are complex-valued due to the SOC. Here, we neglect
spin-coherence and calculate the squared PES matrix element
as DSOFI 2 ≈ DReFI(α)2 + DImFI(α)2 + DReFI(β)2 + DImFI(β)2,
(13)
where Re and Im represent the real and imaginary parts ofDFI .
The broadenings of the spectral lines were fitted to reproduce
the experimental data and are discussed in Sec. V. No nuclear
vibrational effects were taken into account. The PES matrix
element was integrated over all possible outgoing directions of
the photoelectron and averaged over all possible orientations
of the molecules to mimic free tumbling in a gaseous or liquid
phase.
IV. EXPERIMENTAL DETAILS
The PESs were measured from a 15 µm vacuum liquid
jet80,81 at the soft-X-ray U41 PGM undulator beamline of
the Berlin synchrotron radiation facility, BESSY II, Berlin.
The jet velocity was approximately 100 m s−1, and the jet
temperature was 6 ◦C. At operation conditions, the pressure in
the interaction chamber is ≈1.5 · 10−4 mbars. Electrons were
detected normal to both the synchrotron-light polarization
vector and the flow of the liquid jet. A 100 µm diameter orifice
that forms the entrance to the hemispherical electron energy-
analyzer (Specs Leybold EA10) is typically at approximately
0.5 mm distance from the liquid jet. Because of the small
focal size (12 × 23 µm2) of the incident photon beam at the
interaction point with the liquid jet, by moving the jet slightly
out of focus the photoelectron spectrum from gas-phase
water can be measured. The valence spectrum of the latter
was obtained using 180 eV photon energy; the total energy
resolution was better than 60 meV. For the aqueous phase
Fe2+ 2p core-level spectrum, the photon energy was 925 eV,
and the energy resolution was approximately 300 meV. The
2M iron aqueous solution (pH ≈ 2.5) was prepared by adding
anhydrous FeCl2 salt (98% purity, Sigma Aldrich) to highly
demineralized (>17MΩ cm−1) water. Themajor species in this
pale-lime colored aqueous solution are [Fe(H2O)5Cl]+ (≈77%)
and [Fe(H2O)6]2+ (≈23%).82
V. RESULTS AND DISCUSSION
A. Water
The PES of water was chosen as a benchmark for the
derived protocol for calculation of PES for two reasons. First,
the water valence PES is well understood both experimentally
and theoretically.25,26,28,60,83,84 Second, water is not influenced
by strong SOC and hasmostly single-configurational character
as long as only the lowest valence excitations are regarded.
This substantially simplifies the calculation and analysis of the
nature of transitions, since DOs represent mostly single MOs.
In Fig. 3, the experimental and theoretical PESs for
the 180 eV energy of the incoming photon are shown. For
convenience, the individual transitions are also given as a
stick spectrum. The normalized intensity is plotted against
binding energy Eb = EF − EI , where EF and EI are the
energies of final and initial states, respectively. Additionally,
the DOs corresponding to selected transitions are presented.
The broadening of each transition was fitted to reproduce
the experiments: peak (1) (see Fig. 3) Lorentzian lineshape
FWHM = 0.17 eV, peaks (2) and (3) Gaussian lineshape with
FWHM of 1.18 eV and 1.75 eV, respectively. For all other
transitions contributing to peak (4), Gaussian profiles with
widths 1.5 eV for Eb < 35 eV and 3.0 eV for Eb > 35 eV were
applied. The absolute energy shift of −0.78 eV was chosen to
align peak (1) with the experiment.
The calculated spectrum is in rather good agreement with
the experimental data. There are slight variations of intensities
of peaks (2) and (3) relative to (1) and the most notable
discrepancies between theory and experiment are observed
FIG. 3. Calculated and experimental PES of water in the gas phase for
180 eV excitation energy. Full calculation corresponds to numerical integra-
tion of PES matrix element, SA means sudden approximation.41,42 Spin-free
DOs of the selected transitions are also shown.
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  139.30.0.63 On: Tue, 16 Feb
2016 17:39:45
8. Peer reviewed publications
68
074104-6 Grell et al. J. Chem. Phys. 143, 074104 (2015)
for peak (4). These deviations in the intensities and lineshapes
could be ascribed to the fact that nuclear vibrational effects
were not taken into account. However, the relative energetic
positions of the peaks are predicted with very high accuracy.
To note is the fact that RASPT2 correction is essential here
to reproduce the transition energies. This stems from the fact
that in RASSCF dynamic correlation is accounted for in an
unbalanced way within the active space and may substantially
change upon removal of one electron. To correct for this
behavior a more complete treatment of correlation, such as
RASPT2, is needed, see the supplementary material.85
It can be seen that SA predicts the relative intensities of
peaks (1) to (3) with similar quality as the full calculation
employing integration of the DO with the free electron wave
function. But for peak (4) the agreement between SA and
experiment is not even qualitative.
The assignment of peaks fully agrees with that established
previously.25,26,28,60,83,84 Peaks (1)-(3) correspond to ioniza-
tions from the lone pairs nO(1b1) and nO(3a1) and the σp(1b2)
MO of water, respectively. The fourth peak consists of several
transitions of different nature most of them having σs(2a1)
character. This can be ascribed to the multi-configurational
character of the wave function and appearance of combination
transitions, see the supplementary material.85 Interestingly, the
DOs of a1 symmetry resemble very closely the ground state
Hartree-Fock MOs, but in fact they are linear combinations of
the σs(2a1) and nO(3a1) RASSCF active orbitals (cf. Fig. 2).
The water molecule has rather low point group symmetry
and convergence of the series in Eq. (11) is quite slow. The
contributions of the partial {l,m} waves to intensities of peaks
(1) and (3) are presented in Fig. 4. The DOs of transitions (1)
and (2) represent almost pure 2p orbitals of oxygen and in
accordance with the dipole selection rules (∆l = ±1) only
contributions with l = {0,2} notably differ from zero. In
contrast, the DOs for transitions (3) and (4) deviate strongly
from atomic character, being rather delocalizedMOs such that
the series in Eq. (11) converges notably slower, approaching
zero only for l ≥ 6. In general, one can conclude that the more
theDO is delocalized over themolecule and the less symmetric
it is, the more terms have to be included in the photoelectron
wave expansion (Eq. (11)), see also Ref. 32.
B. Fe2+ (aq.)
The calculated L-edge core PES of [Fe(H2O)6]2+ at
incoming photon energy of 925 eV is shown in Fig. 5(a)
together with experimental results for a 2M aqueous solution
of FeCl2 at the same energy. The stick spectrumwas broadened




G(σ, x ′)L(γ, x − x ′)dx, (14)
with the Gaussian and Lorentzian lineshape functions G(σ, x)
and L(γ, x). For the broadening of the L3 peak (Eb
> −727.4 eV), 0.5 eV and 0.7 eV were used for the Lorentzian
and Gaussian FWHM, respectively. For the L2 peak (below
Eb < −727.4 eV), 0.7 eV for both Lorentzian and Gaussian
widths in the Voigt profile was used. Additionally, the
FIG. 4. Normalized contributions of different {l,m} partial waves to the
intensity of selected transitions: (a) and (b) transitions (1) and (3) of an
isolated water molecule, respectively, see Fig. 3; (c) real part of β spin
DO contribution of transition (2) of the [Fe(H2O)6]2+ core PES, see Fig. 5.
Each group of 2l +1 sticks corresponds to m-components, see Eq. (11).
Corresponding DOs are shown as insets using different contour values for
visual clarity.
calculated spectrum was shifted as a whole by +10.65 eV
for better comparison with the experimental data.
The spectrum consists of two prominent bands called
L3 and L2 which correspond to the SOC components of the
created core-hole, i.e., 3/2 and 1/2 total angular momentum,
respectively. Transitions to states 253 − 1000 and 1001 − 1260
of the [Fe(H2O)6]3+ ion correspond to the L3 and L2 peaks,
respectively, in the core PES shown in Fig. 5. The computed
core PES with numerical integration according to Eq. (2) (full
calculation) is in rather good agreement with the experiment.
Our method reproduces well the L2/L3 energy splitting,
intensity ratio, and the general asymmetric shape of the bands
with the long tails at the low energy sides. Almost all of the
1260 transitions have notable intensity, hence the bands and
corresponding tails are formed by hundreds of lines, most of
them being combination transitions. The small discrepancies,
e.g., the small peak at −722.9 eV and the minimum at
−720.5 eV, also originate from a large number of transitions
of different origins, which hinders a detailed analysis. In
principle, they could be ascribed to the lack of dynamic
correlation (no RASPT2 correction) and to the presence of
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FIG. 5. (a) Experimental (2M FeCl2 aqueous solution) and calculated (for
[Fe(H2O)6]2+ cluster) core PES for incoming photon energy of 925 eV. Full
calculation corresponds to numerical integration of PES matrix element, SA
means sudden approximation.41,42 (b) Real and imaginary parts of α and β
spin contributions to the DOs for selected transitions.
different species in solution. Note that ionization only from
[Fe(H2O)6]2+ was considered in computations. Further, the
averaging over several thermally populated electronic initial
states could be necessary. Finally, due to the high density of
states, the tails of the L2 and L3 peaks are very sensitive to
the wings of the lineshape function. Therefore, an inclusion of
more than two different sets of broadening parameters might
be necessary as well.
The wave functions of the final states of [Fe(H2O)6]3+
are much more complex in comparison to those of water.
First of all, the core-ionized final states do not have a
leading contribution from one configuration and represent a
combination of many configurations with comparable weights
in Eq. (6). To illustrate this issue, the weights of the three
most important configuration state functions for the quartet
final states of [Fe(H2O)6]3+ are shown in the supplementary
material.85 For other spin manifolds, the dependences look
similar and are not shown. Second, due to strong SOC for the
core-ionized states, a pronounced spin-mixing of states within
the LS-coupling scheme applied here is observed.More details
of this mixing are given in the supplementary material.85 This
implies that the spin of the final states is not well defined
and their wave functions represent linear combinations of
the sextet, quartet, and doublet spin-states (Eq. (8)). The
complex structure of the wave function is reflected in the DOs
(Fig. 5(b)). Here, most transitions correspond to DOs, where
the real and imaginary parts of the α and β spin contributions
are of comparable magnitude. Thus, a calculation of only real
DOs with definite spin would produce erroneous intensities.
An exception occurs at the rising flank of L3 (DO (3) in
Fig. 5(b)) which can be ascribed to nearly pure quintet-sextet
transitions and thus corresponds to photoelectrons with β
spin. The β electron is easily removed because of the pairing
(exchange) energy.
The DOs for different transitions of both the L2 and L3
bands are combinations of pure atomic 2p orbitals of iron
and differ in the absolute and relative magnitude of real and
imaginary α and β components. This corresponds to the fact
that the electron is removed from the core 2p orbitals and, in
contrast to water, the series in Eq. (11) converge to zero very
quickly for all transitions. One example is shown in Fig. 4(c)
for the most intense L3 transition. Since only atomic 2pFe
orbitals are contributing to the DOs, the dipole selection rules
hold strictly.
In Fig. 5 we also show the SA results, where the intensities
of the transitions are approximated as the norms of DO and
thus the computationally demanding integration in Eq. (2) is
avoided. Apparently, the SA gives a PES which substantially
deviates from both the experiment and the full calculation,
most notably it shows rather intense tails of L3 and L2 bands.
These deviations cannot be eliminated by the fitting of broad-
enings; note that in Fig. 5 the same broadening parameters
as for the full calculation are used. This result shows that
although this approximation is intensively used in CI26,29 and
LFM calculations of core PES1 and in RASSCCF/RASSI
calculations of valence PES of heavy elements,36 it cannot be
considered as being generally accurate. This holds especially
if the kinetic energy of the ejected electron is relatively low.
Thus, to obtain accurate L-edge core PES the integration
of the DO with the free electron wave function is required.
Commonly, the SA is used when the photoelectronmomentum
angular distribution is not of interest. Our results point to the
failure of the SA even in such cases.
VI. CONCLUSIONS
We have presented a multi-reference approach to core and
valence photoelectron spectra of transition metal complexes,
taking into account the essential effects due to the multi-
configurational character of the wave function and spin-orbit
coupling. This method is an extension of the Dyson orbital
formalism, previously applied with TDDFT30,31 and EOM-
CCSD32,33 techniques, to RASSCF/RASSI wave functions.
Thereby, an essential point for efficient computation of
the Dyson orbitals is the biorthonormal MO basis trans-
formation.59 The proposed protocol includes the numerical
integration of the matrix elements, resulting in more reliable
intensities as compared with the widely used sudden approxi-
mation.
This present approach is complementary to the theoretical
X-ray spectroscopic techniques, which have been recently
reported for absorption, fluorescence, and inelastic scattering
spectra.50–57 Having the method describing photon-out and
electron-out events on the same footing provides additional
tools to address the electronic structure of transition metal
complexes.
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The computational protocol has been demonstrated for
two examples, i.e., the valence PES of gaseous water and
L-edge core PES of the [Fe(H2O)6]2+ cluster as a model for
the Fe2+ ion in aqueous solution. In both cases, the agreement
between theory and experiment was rather good. In particular,
for the aqueous ion the RASSCF/RASSI wave function has
a rather complex structure. This is reflected in the DO, i.e.,
due to spin-mixing the Dyson orbitals for core-ionization of
[Fe(H2O)6]2+ contain complex-valued α and β contributions.
This immediately implies that the usage of real DOs with
definite spin would give erroneous spectra.
We have contrasted our results with those of the widely
used sudden approximation. The latter shows for relatively
low excitation energies notable deviations from experimental
spectra for the aqueous Fe2+ ion. Hence, in general the
numerical integration of the Dyson orbitals with the free
electron wave function should not be dismissed.
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T. B. Pedersen, M. Pitoňák, M. Reiher, B. O. Roos et al., J. Comput. Chem.
31, 224 (2010).
76S. Gozem and A. I. Krylov, ezDyson 3.0, 2015, URL http://iopenshell.usc.
edu/downloads/ezdyson.
77J. J. Sakurai,Modern Quantum Mechanics, 2nd ed. (Addison-Wesley, Bos-
ton, 2011).
78H. Park and R. N. Zare, J. Chem. Phys. 104, 4554 (1996).
79L. D. Landau and E. M. Lifshitz, Quantum Mechanics: Non-Relativistic
Theory (Pergamon, Oxford, 1977).
80B. Winter and M. Faubel, Chem. Rev. 106, 1176 (2006).
81R. Seidel, S. Thürmer, and B. Winter, J. Phys. Chem. Lett. 2, 633 (2011).
82C. Heinrich and T. Seward, Geochim. Cosmochim. Acta 54, 2207 (1990).
83B. Winter, R. Weber, W. Widdra, M. Dittmar, M. Faubel, and I. V. Hertel, J.
Phys. Chem. A 108, 2625 (2004).
84M. S. Banna, B. H. McQuaide, R. Malutzki, and V. Schmidt, J. Chem. Phys.
84, 4739 (1986).
85See supplementary material at http://dx.doi.org/10.1063/1.4928511 for
comparison of RASSCF and RASPT2 results for water, weights of most
important CSFs for water and iron complex, and spin-contributions to the
wave function of iron complex.
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  139.30.0.63 On: Tue, 16 Feb
2016 17:39:45
8. Peer reviewed publications
72
Multi-reference approach to the calculation of photoelectron spectra including
spin-orbit coupling
Gilbert Grell,1 Sergey I. Bokarev,1, a) Bernd Winter,2 Robert Seidel,2 Emad F. Aziz,2, 3
Saadullah G. Aziz,4 and Oliver Kühn1
1)Institut für Physik, Universität Rostock, Universitätsplatz 3, 18055 Rostock,
Germany
2)Joint Laboratory for Ultrafast Dynamics in Solutions and at Interfaces (JULiq),
Institute of Methods for Material Development, Helmholtz-Zentrum Berlin
für Materialien und Energie, Albert-Einstein-Strasse 15, 12489 Berlin,
Germany
3)Department of Physics, Freie Universität zu Berlin, Arnimalle 14, 14159 Berlin,
Germany
4)Chemistry Department, Faculty of Science, King Abdulaziz University,
21589 Jeddah, Saudi Arabia
(Dated: July 28, 2015)
X-ray photoelectron spectra provide a wealth of information on the electronic struc-
ture. The extraction of molecular details requires adequate theoretical methods,
which in case of transition metal complexes has to account for effects due to the multi-
configurational and spin-mixed nature of the many-electron wave function. Here, the
Restricted Active Space Self-Consistent Field method including spin-orbit coupling
is used to cope with this challenge and to calculate valence and core photoelectron
spectra. The intensities are estimated within the frameworks of the Dyson orbital for-
malism and the sudden approximation. Thereby, we utilize an efficient computational
algorithm that is based on a biorthonormal basis transformation. The approach is
applied to the valence photoionization of the gas phase water molecule and to the core
ionization spectrum of the [Fe(H2O)6]
2+ complex. The results show good agreement
with the experimental data obtained in this work, whereas the sudden approximation
demonstrates distinct deviations from experiments.
a)Electronic mail: sergey.bokarev@uni-rostock.de
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Figure 1. Comparison of RASSCF and RASPT2 results for the valence photoelectron spectrum of




















+H O  - Doublet2H O - Singlet2
Figure 2. Weights of the three most important configuration state functions (CSF) for the 50 lowest
singlet (left panel) and doublet singly ionized (right panel) states of the water molecule in the gas
phase as predicted by the RASSCF method. The white space corresponds to the contribution of
all other configurations.

















Figure 3. Weights of the three most important CSFs for the quartet core-excited states of
[Fe(H2O)6]3+. The white space corresponds to the contribution of all other configurations. For















Figure 4. Collective weights of sextet, quartet and doublet spin contributions to the core excited
spin-coupled states of [Fe(H2O)6]3+.
















Figure 5. Collective weights of quintet and triplet spin contributions to the core excited spin-coupled
states of [Fe(H2O)6]2+.
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Erratum: “Multi-reference approach to the calculation of photoelectron
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[http://dx.doi.org/10.1063/1.4961314]
In Ref. 1 we have presented a novel first principles approach to the calculation of photoelectron spectra (PES) and a
comparison with the widely used sudden approximation (SA)2–4 has been performed. Two mistakes have been made in Ref. 1
which are corrected in this erratum. First, within the SA the intensity of a transition is proportional to the absolute square of the









However, in Figs. 2 and 5 of Ref. 1, the DO norm was not squared. Second, Eq. (10) from the original publication contained a




ΨN−1F ψel(k) d̂ΨNI 2 ≈ 
ΨN−1F âΨNI 2 . (2)
Taking the square alters the discussion on the applicability of the SA to the calculation of X-ray PES of transition metal
compounds. We emphasize that the main results of Ref. 1, i.e., the PES obtained via the numerical integration of the DO with
the ionized electron wave function, are not affected.
The corrected SA PES are presented in Fig. 1 together with the full calculation results. In contrast to what is claimed in
Ref. 1, Fig. 1 shows that the SA predicts the intensities of all peaks with an accuracy that is comparable to the full calculation.
FIG. 1. (Left panel) Calculated and experimental PES of the gas-phase water for 180 eV photon energy. (Right panel) Experimental (2M FeCl2 aqueous solution)
and calculated (for the [Fe(H2O)6]2+ cluster) core PES for 925 eV photon energy.
a)Electronic mail: sergey.bokarev@uni-rostock.de
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Thus, the SA provides a good approximation to the full calculation of L-edge core PES of [Fe(H2O)6]2+ where the kinetic energy
of the outgoing electron is quite high and all transitions have the same character, i.e., being ionizations from the 2p orbitals.
Although the results obtained within the SA for the L-edge PES of [Fe(H2O)6]2+ are quite accurate, the SA should be used
with caution. If the spectrum contains transitions involving DOs of different character, e.g., localized on metal and ligands, or
the kinetic energy of the outgoing electron is low, the applicability of the SA should be investigated on a case to case basis. We
would like to stress that the protocol proposed in Ref. 1 that utilizes the numerical integration for the matrix elements allows us
to obtain reliable intensities also in cases, where the widely used SA cannot be applied.
We acknowledge financial support by the Deanship of Scientific Research (DSR), King Abdulaziz University, Jeddah (Grant
No. D-003-435), Deutsche Forschungsgemeinschaft (Grant No. KU952/10-1), and Collaborative Research Center 1109.
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Ultrafast Spin Crossover in [FeII(bpy)3]
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Photoinduced spin-flip in FeII complexes is an ultrafast phe-
nomenon that has the potential to become an alternative to
conventional processing and magnetic storage of information.
Following the initial excitation by visible light into the singlet
metal-to-ligand charge-transfer state, the electronic transition
to the high-spin quintet state may undergo different pathways.
Here we apply ultrafast XUV (extreme ultraviolet) photoemis-
sion spectroscopy to track the low-to-high spin dynamics in
the aqueous iron tris-bipyridine complex, [Fe(bpy)3]
2+ , by mon-
itoring the transient electron density distribution among excit-
ed states with femtosecond time resolution. Aided by first-
principles calculations, this approach enables us to reveal un-
ambiguously both the sequential and direct de-excitation
pathways from singlet to quintet state, with a branching ratio
of 4.5:1.
Light-induced spin crossover (SCO) in transition-metal com-
plexes[1, 2] is an effect, which is of fundamental interest in biol-
ogy[3, 4] and finds applications in magnetic data storage and
molecular devices.[5–7] However, tracking the non-adiabatic dy-
namics following photoexcitation, required for mechanistic un-
derstanding of this process, poses high requirements for the
experimental methods due to the large number of involved ex-
cited states and possible relaxation channels as well as the ul-
trashort time scale. This challenge might lead to ambiguous in-
terpretations on the basis of absorption and fluorescence spec-
troscopies. A prominent example is the singlet-to-quintet tran-
sition in the iron tris-bipyridine complex, [Fe(bpy)3]
2+ . Photoex-
citation of [Fe(bpy)3]
2+ at 400–580 nm leads to the resonant
population of a singlet metal-to-ligand charge-transfer state,
1MLCT,[8, 9, 14–16] with a lifetime below 100 fs.[17,18] The pathway
from the 1MLCT to the metastable quintet state (Q1) can be se-
quential, involving intermediate triplet states Tn (
1,3MLCT!
Tn!Q1, Model I), or direct (1,3MLCT!Q1, Model II). Since the
latter transition involves the spin-flip of two electrons, the
direct pathway was argued to be unlikely by both theory[17]
and experiment.[9] However, Aubçck and Chergui have recently
proposed the direct mechanism involving non-totally-symmet-
ric vibrational modes,[8] opening the discussion again. Here, we
demonstrate that by making use of high-order harmonic gen-
eration (HHG),[13] ultrafast XUV photoemission spectroscopy
(PES)[10,11] (Figure 1a) aided by first principles calculations[12] is
capable to track the sub-100 fs population dynamics of the ex-
cited electronic states. Mapping the transient states to the con-
tinuum on the absolute energy scale (Figure 1b), we show
that both pathways I and II are possible and reveal their contri-
butions to the low-to-high spin transition.
The PES study is performed on a 50 mM aqueous solution of
[Fe(bpy)3]Cl2 by using a time-of-flight electron spectrometer
and a liquid micro-jet technique. We employ a femtosecond
Ti:sapphire laser system to generate pump pulses of 530 nm
wavelength (2.34 eV photon energy) and probe pulses of
32.55 eV photon energy with the use of our HHG setup.[19]
Since the pump and probe pulses are intrinsically synchron-
ized, a high temporal resolution of &60 fs was achieved,
which is superior to the resolution of free electron laser facili-
ties.[9, 16] For experimental details, see the Supporting Informa-
tion (SI).
Figure 1c shows a spectrum obtained when applying the
XUV probe beam only. The spectral peaks arising from ioniza-
tion of liquid and gaseous water, [Fe(bpy)3]
2+ , and the chloride
counter ion are designated in the figure. For convenience, the
origin of energy scale is assigned below to the emission peak
of the iron-localized Fe 3d(t2g) orbitals instead of the vacuum
level.
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A series of pump–probe XUV spectra was recorded at differ-
ent time delays in the range between @150 and 750 fs (SI, Fig-
ure S1). The transient signal (TS) was derived by subtracting
a negative-delay spectrum as a background from pump–probe
spectra. The 2D plot in Figure 2a shows the TS dependency on
the electron energy and the time delay. The negative TS value
at 0 eV is due to the depletion of the ground state by the
pump beam. The analysis of the experimental results was car-
ried out by making a global fit to different models and the fit
results were compared with predictions by theory based on
multi-configurational first-principles RASSCF/RASSI electronic
structure calculations combined with the Dyson orbital formal-
ism.[12] The theory was applied to describe PES originating
from the ground singlet state, S0, and a number of triplet and
quintet states, whereas the doublet, quartet, and sextet states
of [Fe(bpy)3]
3+ were considered as final states of XUV ioniza-
tion. Changes in the electronic structure caused by intersystem
crossings and internal conversion as well as geometrical relaxa-
tion and vibrational cooling lead to different signatures in the
photoelectron spectra, building a basis to reveal the individual
contributions from the transient states.
The possibility of both the sequential and direct transition
to the quintet state (models I and II discussed above) was con-
sidered in the data analysis. By applying a statistical F-test (see
SI), we have found that an additional short-lived transient state
needs to be considered in the SCO mechanism, as compared
to the sequential[9] (I) and direct[8] (II) mechanisms. Different ex-
tended models were considered, where this state was involved
in a parallel relaxation channel or contributed as an additional
step in the cascade decay. For both extended models, the
global fit yielded rather similar results for the decay time con-
stants of the three short-lived states (SI, Table S1). The values
16:13, 35:10, and 70:20 fs were obtained for the model
with parallel relaxation, which is presented in detail below.
Figure 1. Overview of the transient PES experiment: a) Experimental setup including generation of the optical pump and XUV probe beams, time-of-flight
electron spectrometer, and liquid micro-jet. b) Principle of transient PES: the pump pulse excites the system from the initial ground state (GS) to an excited
state (ES); applied at a variable time delay Dt, the XUV probe pulse maps the spectrum of bound states (blue curve) to the kinetic energy spectrum of photo-
electrons. c) PES obtained by the probe XUV beam. Spectral peaks are attributed to ionization from the iron-center-localized Fe 3d(t2g) orbitals, Cl
@ 3p, and
the 1b1 and 3a1 water orbitals. The red curve represents a fit to a superposition of the corresponding Gaussian profiles.
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One should note that the measurement of time constants con-
siderably shorter than the laser pulse duration is possible if the
precise time zero is known.[20] In this study, the time zero is in-
ferred from the position of the cross-correlation signal which
dominates in the TS between @3 and @1 eV (SI, Figure S4).
Since the photo-emission yield from different transient states
is maximal at different electron energies, the global fit of the
energy-resolved TS enables determination of time constants
shorter than the laser pulse duration. A contribution from the
long-lived quintet state is also apparent in the TS at energies
between @4 and @2.5 eV. Its life time of 650:50 ps was infer-
red from an additional measurement in the nanosecond range
(SI, Figure S2). The signal attributed to ionization from the
quintet state exhibits oscillations, which one can distinguish
despite a low signal-to-noise ratio (SI, Figure S3). As discussed
in detail in the SI, these oscillations are due to two modes with
periods of 265:11 and 125:4 fs. They appear immediately
after the pump and are analogous to the oscillations reported
previously,[8, 15] where they had been assigned to impulsively
excited vibrational spectator modes. However, a detailed dis-
cussion of the wave packet dynamics lies beyond our consider-
ation.
The final choice of the extended model was made with the
aid of theoretical calculations (see SI), since it cannot be done
based solely on the F-test results. In the kinetic model, which
is in agreement with theory, both the sequential (I) and direct
(II) transitions from the MLCT to the quintet state are consid-
ered to occur simultaneously. This model can be depicted as
[Eq. (1)]:
To simplify the consideration of the species with symmetry
different from the octahedral one, we label the states accord-
ing to their multiplicity and cardinal number. Two lowest triplet
Figure 2. Transient photoemission signal : a) Measured TS as a function of the electron energy and the time delay. b) The result of a global fit that assumes
parallel transition from the 1,3MLCT to the Q1** and T1,2 states. c,d) Comparison of the PES of the Q1** and T1,2 states obtained from the global fit with the
spectra predicted by theory (a 0.7 eV Gaussian broadening is applied).
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states, T1 and T2, and the vertically populated vibrationally hot
Q1** and adiabatically cooled but not yet equilibrated Q1*
quintet states were found to be relevant to the present study.
The transition from the singlet to the triplet MLCT state is fast
(&20 fs)[18] and their bands overlap on the energy scale. We
do not resolve the individual contributions of these states in
the TS and, therefore, they are treated together as one state,
1,3MLCT, in the global fit. Further, as the internal conversion of
T2 to T1 is expected to be ultrafast
[17] these states are also treat-
ed as a single state.
The TS decomposition at a few chosen excitation energies is
shown in the SI (Figure S4). The transient signal with the short-
est lifetime of 16:13 fs lies at &2.3 eV. This energy matches
the applied photon energy and, thus, this band is assigned to
the initially populated MLCT state. The assignment of the two
other short-lived transient states was made on the basis of first
principles calculations. These reveal that the PES from the tran-
sient state with 35:10 fs lifetime is due to the vertically popu-
lated quintet state Q1** whereas the transient of 70:20 fs life-
time originates from ionization of the triplet states T1 and T2.
The global fit results obtained with the use of the model de-
scribed above are shown in Figure 2b, demonstrating a very
good agreement with the experimental data. The emission
spectra of the T1,2 and Q1** states inferred from the fit are com-
pared in Figure 2c and d with the corresponding spectra pre-
dicted by the theory (the S0 emission spectrum was subtracted
for consistency with the TS plot). One can see that the theory
qualitatively reproduces the spectral band structure originating
from a superposition of ionization channels leading to the for-
mation of [Fe(bpy)3]
3+ with different electronic configurations
and multiplicities. One should note that the theoretical
method can contain possible systematic errors, for example,
due to the incomplete account for dynamic correlations, which
can result in energy shifts of the photoelectron features of the
order of 0.5 eV.[21,22] Thus, results presented in Figure 2c and d
demonstrate a reasonable compromise between the fit stabili-
ty and the accuracy of the reference theoretical data.
The branching ratio between channels I and II was found to
be 4:5þ4:8@1:5 (see SI), indicating that the population of intermedi-
ate triplet states dominates the relaxation dynamics. However,
our results also evidence the possibility of the direct transition
from the excited 1,3MLCT states to the quintet state with a time
constant smaller than previously reported values,[9, 14] thus, par-
tially supporting the conclusion by Aubçck and Chergui.[8]
Note that the depletion of the ground state gives rise to nega-
tive TS also at energies between @4.2 and @3.2 eV. This feature
disappears within <100 fs due to the formation of the Q1*
state contributing to the spectrum in the same energy interval.
This provides additional evidence that the SCO transition
occurs on a sub-100 fs time scale. It is worth to revise the
issue of the unity quantum yield of the low-to-high spin transi-
tion, which was discussed in Ref. [8] . Taking into account the
branching ratio of 4.5:1 between channels I and II and using
the predicted value of 1:13 for the branching ratio between
the deactivation T1,2!S0 and the SCO T1,2!Q1* channels (see
Table 7 in Ref. [17]), we find that the quantum yield is approxi-
mately 94%. This value is, indeed, close to unity, and it is
a challenging task to detect the repopulation of 6% of the
ground state in the experiment.
Summarizing, the present study demonstrates that the sensi-
tivity of previously applied spectroscopies, such as transient
absorption and X-ray fluorescence spectroscopy, allowed re-
vealing of only one of the possible SCO channels, whereas the
ultrafast PES applied here provides insight into the entire elec-
tron dynamics and is capable to detect both the direct and the
cascade low-to-high spin transitions. The present tabletop
methodology is a robust and convenient tool for detailed char-
acterization of the ultrafast electron dynamics what suggests
wide applications in photochemistry, photophysics, and photo-
biology.
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Experimental procedure.
The XUV photoemission spectroscopy (PES) measurements were performed on a 50 mM
aqueous solution of [Fe(bpy)3]
2+ with the use of pump-probe technique. The XUV pulses
were produced with the use of our high-order harmonic generation (HHG) setup.1 The
Ti:sapphire laser system (Coherent) delivers linearly polarized pulses of 800 nm central
wavelength, 5 kHz repetition rate, 2.4 mJ pulse energy, and 25 fs duration. The laser output
was split into two beams so that a pulse energy of 1.4 mJ was available to pump the HHG
process and a pulse energy of 1 mJ was applied to pump an optical parametric amplifier
(OPA). The pump power for HHG could be tuned by using a half-wave plate in combination
with a thin-film polarizer. In the experiment, the HHG pump energy was set to 1 mJ per
pulse. The HHG process was induced in a cell filled with Argon gas of ∼ 25 mbar pressure.
The residual pump laser beam was filtered out from the XUV beam with the use of a 150 nm
thin aluminum foil. The 21st harmonic of 32.55 eV photon energy was spectrally selected for
the experiment by using a zone-plate monochromator.
The pump pulses of 530 nm wavelength were generated in a commercial OPA (Coher-
ent/Light Conversion). Because of the use of dispersive optics in both 800 nm beam paths,
a negative group velocity dispersion (GVD) was applied in the pulse compressor of the laser
system.2 The difference in the GVD between the HHG and OPA beam lines was compen-
sated by using of a pair of BK7 wedges in the former line. The chirp of the 800 nm pump
pulses was optimized to achieve the shortest 530 nm pulse, which was controlled by an
autocorrelator, and to maximize the HHG output monitored by a photodiode behind the
zone-plate monochromator. The polarization of both OPA pump and XUV probe beams
was kept parallel to the electron spectrometer axis. The focus spot size of 155 and 75 µm of
the optical and XUV beams, respectively, was measured by scanning a razor blade across the
beam and recording the light intensity behind the blade with a photodiode. The pump beam
was attenuated by using a thin neutral density filter to obtain an energy flux of ∼ 88 W/cm2
in the interaction region. A motorized optical delay stage was used in the pump beam path
to vary the time delay between the pump and the probe pulses.
The liquid microjet technique was applied to facilitate achieving the high-vacuum condi-
tions in the experimental chamber. A syringe pump was used to deliver the liquid sample to
the interaction region through a quartz nozzle of 18 µm orifice with a constant flow rate of
0.4 ml/min. With this setup, a microjet of cylindrical shape was created with a laminar flow
of a few millimeters length. The optical pump and the XUV probe beams intersected each
other on the microjet surface in the region of the laminar flow in front of the skimmer of the
2
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time-of-flight (TOF) electron spectrometer. The microjet was oriented perpendicular to the
XUV beam and to the TOF spectrometer axis. The pump and probe beams were merged in
the interaction region at a small angle of ∼ 1◦. This was achieved by reflecting the optical
beam with the use of an aluminum mirror positioned in vacuum close to the path of the
XUV beam.3 The spectrometer was equipped with a conical skimmer of 400 µm aperture. A
small distance of approximately 0.5 mm between the microjet and the skimmer was applied
to reduce scattering of photoelectrons by the residual gas molecules. The sample solution,
which was introduced into the interaction chamber during the experiment, was collected in a
cryogenic trap filled with liquid nitrogen. This experimental procedure enabled to maintain
the residual gas pressure in the interaction region below 2 × 10−5 mbar.
The temporal overlap between the pump and probe pulses and the experimental time
resolution were determined from the cross-correlation measurements carried out on the liq-
uid jet during the experiment. The cross-correlation signal arises from laser-assisted XUV
ionization and was previously reported in the studies on gas4 and solid-state5 samples. This
effect leads to the appearance of sidebands in the XUV photoelectron spectrum, shifted on
the kinetic energy scale by the optical photon energy. The photoemission yield integrated
over the region of the sidebands and recorded as a function of the time delay characterizes
cross-correlation between the optical and XUV pulses. The integration range was chosen
between the kinetic energies of 23 and 24 eV, where the first laser-assisted sideband of XUV
ionization of water is most pronounced in the spectrum. The cross-correlation signal recorded
in each time-resolved measurement was used to account in the data processing for the drift of
the zero time delay. The cross-correlation width was varying between 51 and 60 fs during the
experiment (see Figure S5 for illustration). Maximization of the cross-correlation signal was
implemented for fine adjustment of the spatial overlap between the laser and XUV beams
on the microjet.
A commercial TOF spectrometer provided by SPECS6 was used for the data acquisi-
tion. In the steady-state measurements, the spectrometer was operated in the drift mode,
corresponding to the classical field-free design with an electron acceptance angle of ±1◦. In
this mode the kinetic energy scale is not limited, which allows to record spectra in a wide
kinetic energy range involving XUV ionization contributions from both [Fe(bpy)3]
2+ and
water. For time-resolved measurements, the wide-angle mode was applied. In this mode the
spectrometer employs a predefined non-uniform electrostatic field, which allows increasing
of the electron acceptance angle to ±15◦ in a given limited spectral range. The larger accep-
tance angle enables reducing the acquisition time while achieving a high signal-to-noise ratio.
3
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This is a crucial issue for the experiments with liquid samples, where the data acquisition
needs to be fast because of instabilities in the experimental conditions. In the time-resolved
measurements, XUV spectra were recorded in a spectral range of 9 eV width, centered at
the energy peak originating from ionization of the iron-center-localized Fe 3d(t2g) orbital
of [Fe(bpy)3]
2+. The data acquisition was broken in a sequence of time-delay scans in the
range between −100 and 700 fs. Each scan was carried out within 15 minutes with a delay
increment of 13.3 fs.
The spectral characteristics of the XUV beam were inferred from steady-state photoelec-
tron spectra of Argon. The central XUV photon energy and the bandwidth were obtained
from a fit of the Argon spectra to a sum of two Gaussian profiles, associated with the for-
mation of two spin-orbit states of the residual Ar+ ion. The bandwidth of ∼ 250 meV was
obtained from the measurement when operating the spectrometer in the drift mode. The
measurement on Ar also showed that the neighboring harmonics were discriminated in the
monochromator below 0.07%.
Data processing.
The individual time-delay scans were added together prior the data analysis. While com-
bining the series, the data sets were corrected for the energy shift and the drift of the zero
time delay. The energy shift was caused by the space-charge effect induced by the pump
beam in the liquid sample. This shift was shown to be dependent on the time delay be-
tween the pump and probe pulses.3 Therefore, each spectrum of a given series needed to
be corrected separately. The ionization signal from the Fe 3d(t2g) orbital, giving rise to a
well distinguished energy peak in each XUV spectrum, was used as a reference since less
than 20% of the [Fe(bpy)3]
2+ molecules were excited by the pump beam. A Gaussian fit
was used to determine the central energy of this peak and the origin of the kinetic energy
scale was assigned to the fit value. The drift of the zero time delay was caused by changes
in the environmental conditions in the lab and could reach a value of ∼ 160 fs during the
day. This drift was corrected according to the center position of the cross-correlation signal
in each time-delay scan. The spectra recorded at negative time delays below −80 fs were
combined together and used as a background which was subtracted from the pump-probe
spectra of a given time-delay scan. This subtraction yielded the transient signal (TS) which
was analyzed in terms of kinetic models.
4
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Kinetic models.
A global fit of different kinetic models was carried out to analyze the experimental data.
By applying a statistical F-test, we have found that an additional short-lived transient sate
needs to be considered in the SCO mechanism, as compared to the sequential7 (I) and direct8
(II) mechanisms discussed in literature. Both model I and II, involving population of one
intermediate state in the de-excitation pathway from the 1,3MLCT states to the relaxed
quintet state Q∗1, can be expressed as:
S0
P (t)−−−→ 1,3MLCT k1−−−−−→ X k2−−−−−→ Q∗1 , (1)
where P (t) denotes the photoexitation rate of the 1,3MLCT states from the ground S0 state,
X represents the triplet state T2 in model I and the vibrationally hot quintet state Q
∗∗
1 in
model II, respectively, and ki are the corresponding transition rates. Equation (1) describes
a ‘nested‘ model for the two extended models considered below. In one of those, we consider
that the 1,3MLCT state relaxes to the quintet state via a cascade population of two triplet
intermediate states, as described in Ref.9:
S0
P (t)−−−→ 1,3MLCT k1−−−−−→ T1 k2−−−−−→ T2 k3−−−−−→ Q∗1 . (2)









where the two triplet states are treated as a single T1,2 state because of their ultrafast internal
conversion.9
The global fit routine (see details in a separate section) was applied to fit the TS signal
at 96× 68 data points on the energy and time scale, respectively. To compare the extended
and the ‘nested‘ models, the F statistic is calculated, given by
F =
(χ2n − χ2e)(n− pe)
χ2e(pe − pn)
, (4)
where χ2e and χ
2
n are the χ
2 values of the extended and ‘nested‘ model, respectively, pe and
pn are the corresponding numbers of fit parameters, and n is the number of data points. The
5
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extended model yields always a better (or at least equal quality) fit. The smaller χ2e value is
statistically significant if the F statistic exceeds a critical value defined by the F -distribution
function. When the criterion Fc < F , Fc = F (pe−pn, n−pe) is satisfied, the simpler ‘nested‘
model can be rejected with greater than 95% confidence. This criterion is well satisfied when
comparing both the cascade (equation (2)) and the parallel (equation (3)) model with the
‘nested‘ model. The corresponding inequalities are 2.6 < 89.1 and 3.0 < 133.6, pointing to
the significance of the additional transient state in both extended models. This is illustrated
in Figure S6 which shows the residuals for the best fit by different models. The domain where
the ‘nested‘ model is deficient in reproducing the experimental data is marked in panel (a) by
white rectangles. The decay time constants (inverse values of the transition rates) obtained
for different kinetic models are summarized in Table S1.
Based merely on the F-test results, we cannot judge which extended model is the proper
one. Both model I and II yield approximately the same χ2 value of 2846.5 and 2846.6,
respectively, which is smaller than the value of 2965.6 of the ‘nested‘ model. The choice of
the model is, therefore, made with the aid of theory. The comparison of predictions with
the fit results of the parallel and cascade models are shown in Figure 3(c,d) (see the main
article) and in Figure S7, respectively. Whereas the theory reproduces well the emission band
structure of the T1,2 and Q
∗∗
1 states populated in the parallel relaxation process, only the T2
emission spectrum can be reproduced in the cascade model. For the T1 state, the fit results
disagree with the predictions in the energy range below the Fe 3d(t2g) peak. Therefore, we
reject the cascade relaxation mechanism.
Global fit routine.
The global fit routine is presented below for the case of parallel relaxation mechanism (equa-
tion (3)). Its modification for fitting the ‘nested‘ (equation (1)) and cascade (equation (2))
model is straightforward. The following system of differential equations describes the popu-
lation dynamics of the initially (t→ −∞) unpopulated 1,3MLCT, T1,2, Q∗∗1 , and Q∗1 states:
d [1,3MLCT]
dt

















− k4 [Q∗∗1 ]
d [Q∗1]
dt
= k3 [T1,2] + k4 [Q
∗∗
1 ]− kr [Q∗1] (5)
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where kr denotes the relaxation rate of the metastable quintet state Q
∗
1 to the ground S0 state.
The value of kr is rather small, so that the Q
∗
1 relaxation is negligible on the subpicosecond
time scale considered here. Taking into account that the excitation rate of the 1,3MLCT
states is proportional to the pump intensity and assuming a Gaussian temporal envelope of
the pump pulse, we have

















where the second term of the exponential function argument describes the depletion of the
initial ground state by the pump pulse, τpump is the pulse width, erf (x) is the error function
of argument x, B is a constant defined by a product of the photoexcitation cross section
and the pump laser intensity, and the initial population of the ground state is normalized to
unity. The system of differential equations (5) was solved numerically.
The fit function describing the dependency of the transient signal on the time delay t
and the photoelectron kinetic energy Ekin has the form




∗(t)− TS0(Ekin) (1− [S0]∗(t)) + Tc(Ekin, t) , (7)






1), TS0(Ekin) is the emission spectrum from the ground state S0, [J]
∗(t) is the














τprobe is the probe pulse width, [S0]
∗(t) is the time-dependent (due to the depletion) population
























and Tc(Ekin, t) is the cross-correlation yield:
Tc(Ekin, t) = Tc(Ekin) exp(−t2/(τ 2pump + τ 2probe)) . (10)
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The fit algorithm employs the matrix formalism introduced in Ref.11, which improves
significantly the computational efficiency. Following this approach, the TS is represented at
the number of N ×M data points on the energy and time scale by the matrix product:
T = A DT , (11)
where the matrix A(N, s) describes the emission spectra of s transient states at the set of
N data points on the energy scale whereas the matrix D(M, s) describes the population
of these states at the set of M data points on the time scale. The cross correlation signal
(equation (10)) is treated as a transient state as well. Thus, in the model of parallel relaxation
the number of states is s = 6 (4 transient states, the ground state, and the cross correlation).
For a given set of rate constants ki and the constant B, representing the fit parameters, the
matrix D is defined via the solution of differential equations (5) and from equations (8), (9),
and (10). The fit algorithm can be deduced to minimize the χ2 value defined by11
χ2 = ‖Texp − TexpDT (DDT )−1D‖2 , (12)
where Texp represents the 2D array of the experimental TS. Thus, this fit procedure finds the
best values of fit parameters which describe the kinetics, whereas the spectral amplitudes
can be found by applying the projection of Texp on D. This approach was rather efficient in
conducting the F-test.
To refine the band structure of photoemission spectra, another fit routine was applied
where TJ(Ekin) were represented by superpositions of Gaussian profiles and the Gaussian
amplitudes, positions, and widths were also treated as fit parameters. The lifetimes of the
1,3MLCT, T1,2, and Q
∗∗
1 states were calculated as (k1 + k2)
−1, k−13 , and k
−1
4 , yielding the
values of 16 ± 13, 70 ± 20, and 35 ± 10 fs, respectively (see also Table S1). The branching
ratio of 4.5+4.8−1.5 between the relaxation channels of the
1,3MLCT state to the T1,2 and Q
∗∗
1
states, respectively, was inferred from the ratio of k1 to k2. The asymmetric error bar was
inferred from the dependency of χ2 as a function of k1/k2.
Wave packet dynamics in the quintet state.
For a given population of transient state, the periodic nuclear motion leads to modulations
in the XUV emission yield due to the periodic changes in the Franck-Condon conditions of
the ionization transition. To account for these oscillations in the probe step, the transient
8
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where j is the index of the oscillation mode of frequency ωj, amplitude aj, and phase φj. An
F-test was carried out to reveal the significance of adding successively one, two, and three
modes in the parallel relaxation model. For the first two modes, the criterion Fc < F was
found to be well satisfied: 2.6 < 129.8 and 2.6 < 50.8, respectively. However, an opposite
inequality 2.6 > 0.3 was obtained when adding the third mode, indicating that only two
modes need to be considered. Figure S8 demonstrates the improvement in reproduction of
the experimental data when one and two oscillation modes are taken into account. Their
oscillation periods inferred from the global fit are 265 ± 11 and 125± 4 fs. Figure S3 shows
the appearance of these oscillations in the population dynamics of the quintet state.
Additional measurements.
The depletion of the S0 ground-state population was measured as a function of the energy
flux of the optical pump beam in the range between 15 and 130 W/cm2. The depletion
coefficient was calculated as D = (I0 − I)/I0, where I0 and I represent photoelectron yields
from the Fe 3d(t2g) orbital at a negative and a small positive time delays, respectively. This
measurement reveals a linear dependency of the excitation yield on the pump beam intensity
(see Figure S9). This proves that the 1MLCT state is excited in a one-photon transition.
The relaxation of the electron population to the ground S0 state was measured by scan-
ning the pump-probe time delay over 1.2 ns with a delay increment of 6.7 ps. The energy
flux of 110 W/cm2 of the optical pump was applied in this measurement. The integrated
photoelectron yield from the Fe 3d(t2g) orbital shows an exponential relaxation into the S0
state with a time constant of ∼ 650 ps (see Figure S2). This result is in a good agreement
with the previously reported value.10
Computational details.
The photoelectron (PE) spectra have been calculated for the isolated [Fe(bpy)3]
2+ (bpy =
2,2’-bipyridine) complex. The molecular geometries have been optimized for the singlet
ground electronic state, S0, and lowest quintet state, Q1, with the density functional theory
(DFT) employing the range-separated LC-BLYP functional,12 where the range separation
9
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parameter was optimized according to a ∆SCF procedure as described in detail in Ref.13.
For these two states the optimal values of this parameter were found to be 0.14 bohr−1 and
0.15 bohr−1, respectively. All DFT calculations have been performed using the GAUSSIAN
09 package14 with the cc-pVTZ basis set.15,16 The optimized geometry for the S0 state
(low-spin d6 system) is of D3 point group symmetry, whereas the quintet state equilibrium
geometry has the C2 symmetry due to Jahn-Teller distortion of this high-spin d
6 system.
To interpret the experimental spectra, the ground (S0), two lowest excited triplet (T1 and
T2), and quintet (Q1) electronic states were taken into account as the states populated after
the pump pulse prior to photoionization. One should note that both triplet as well as quintet
states have near triple degeneracy and in previous studies8,9 were denoted as 3T1g,
3T2g, and
5T1g, respectively, as if the symmetry were octahedral. To simplify the consideration of the
species with symmetry different from octahedral one, we label the states according to their
multiplicity and cardinal number, with the labels T1, T2, Q1, each representing a triple of
near degenerate states.
For most of the calculations, the initial states populated in the Franck-Condon region (S0
equilibrium geometry) were considered. In the main text, the vibrationally hot quintet state
vertically populated by the direct mechanism is denoted as Q∗∗1 . To account for vibrational
cooling and geometric relaxation the ionization from the Q1 equilibrium configuration was
also considered. However, the vibrational relaxation of the quintet state occurs on a time
scale exceeding 1 ps8 and, thus, ionization from the not yet equilibrated Q∗1 state contributes
to the emission spectra at the time delays applied in the experiment. The 1600 doublet
(S=1/2), 1440 quartet (S=3/2) and 265 sextet (S=5/2) electronic states of the residual
[Fe(bpy)3]
3+ ion, created in the process of XUV ionization from the S0, T1,2, and Q1 initial
states, have been considered as final states. The wave functions of initial and ionized states
have been optimized at the restricted active space self-consistent field and state interaction
(RASSCF/RASSI) level.17,18 In the state averaged RASSCF procedure, three non-bonding
3d (t2g) and two antibonding σ
∗(3d) (eg) orbitals were included in the RAS2 space with
full CI flexibility. Additionally, three π(bpy) and π∗(bpy) orbitals have been included in the
RAS1 and RAS3 spaces allowing one hole and one electron, respectively. Such an active space
allows describing the ligand field and the lowest charge-transfer initial states of the system
as well as the final states after the electron removal from both, the metal center and the
ligands. The RASSCF/RASSI calculations have been carried out using a locally modified
version of the MOLCAS 8.0 program package.19 The ANO-RCC basis set20,21 has been
used with the contractions (21s15p10d6f)/[6s5p3d2f], (14s9p4d3f)/[4s3p2d1f], (8s4p)/[2s1p]
10
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for the iron, nitrogen, carbon, and hydrogen atoms, corresponding to the triple zeta quality.
Scalar relativistic effects have been taken into account by utilizing the second order Douglas-
Kroll-Hess transformation.22,23
The PE intensities, fFI , were calculated by employing a Dyson orbital (DO) approach.
24,25
Using the sudden ionization and strong orthogonality approximations (i.e. vanishing overlap
of the photoelectron ψel and the bound orbitals φkl wave functions: 〈ψel|φkl 〉 = 0, k = 1, ..., N),
the ionization intensities are represented by






ΨN−1F (x1, ..., xN−1)
∗ΨNI (x1, ..., xN)dx1...dxN−1
is the Dyson orbital for the transition between the initial N -electron state ΨNI and the final
N − 1 electron state ΨN−1F , and d̂ is the dipole operator.
The numerical evaluation of the bound-continuum transition matrix elements has been
performed by using the ezDyson v3.0 program.26 The final state of the photoelectron is








2/πjl(k · r)Yl,m(r)Y ∗l,m(k) ,
where jl(k · r) are spherical Bessel functions, l and m denote the angular momentum quan-
tum numbers of the outgoing electron, and Yl,m(r), Y
∗
l,m(k) are the spherical harmonics in
the position and the momentum space, respectively. The quantization axis of the angular
momentum is chosen to coincide with the polarization axis of the applied electromagnetic
field. The numerical integration was carried out on a three-dimensional uniform grid in a
box with a side length of 20 Å and 600 grid points per dimension. The angular momentum
of the photoelectron was truncated at lmax = 10. The resulting relative integration error for
the norms of the Dyson orbitals was at most 10−3. Since the ionization intensities are pro-
portional to the respective squared DO norms, they were calculated only if the DOs norms
were larger than 10−4.
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Figure S1. Photoelectron energy spectra shown on logarithmic (left panel) and linear
(right panel) scales for a few selected time delays between the pump and probe pulses:
−110, 0, 80, 120, 160, and 310 fs. The kinetic energy is given with respect to the emission
peak of the Fe 3d(t2g) orbital. The red curve represents a fit to the XUV ionization yield
when the pump beam is not applied. The transient emission signal is marked by blue color.
At zero delay, a significant contribution to the spectrum arises from the cross-correlation
yield of the pump and probe beams. The linear scale in the right panel enables to reveal in
greater detail the transient signal at energies below the Fe 3d(t2g) peak and also the
decrease (green color) of this peak due to depletion of the ground state of the metal
complex by the pump beam.
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τ = (650 ± 50) ps
Figure S2. Depletion of the ground state as a function of the time delay. The red curve
represents results of a fit where the initial depletion of the ground state by the pump beam
and its re-population from the Q∗1 state during the photocycle are considered. The
re-population is described by an exponential function with the fitted time constant of
650 ps.





















Figure S3. Oscillations in the transient signal from the ground quintet state Q∗1. The
vertical axis displays the difference between the results of experiment and the global fit by
the model of parallel relaxation, normalized to the transient population of Q∗1 obtained
from the fit. Note that the wave packet dynamics was disregarded in this kinetic model.
The signal was integrated over the energy interval between −4 and −2.5 eV encompassing
the emission band of Q∗1. The red solid line shows the difference in the fit results when two
oscillation modes are allowed for in the model. The oscillation periods of 265 ± 11 and
125± 4 fs were obtained from the global fit.
13

















































































































































































Figure S4. Time dependency of the transient signal at different excitation energies. (a)
The signal integrated within the energy interval between 2.3 and 2.8 eV (dots with error
bars). The black solid line represents the global fit result. The color lines show the signal
decomposition to individual contributions from the 1,3MLCT (blue), T1,2 (red), Q
∗∗
1
(yellow), Q∗1 (cyan), and S0 (violet) states as well as the cross correlation contribution C
(green). (b, c, d, e, f) The same as in (a) shown for the energy intervals [1.8, 2.3] eV, [1.3,
1.8] eV, and [−0.3, 0.3] eV, [−1, −0.7] eV, and [−4, −2.5] eV, respectively. Note that the
contribution from the S0 state is of negative value due to the depletion of the ground state.
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Figure S5. The cross correlation signal.
Figure S6. Residuals for the best fit by different models. The difference between the
measured TS and the global fit results is shown for the ‘nested‘ model (a), the model of
parallel relaxation (b), and the cascade model (c). The data are shown in the range of time
delays where the difference in residuals is most pronounced. The domain where the ‘nested‘
model is deficient in reproducing the experimental data is marked in panel (a) by white
rectangles.
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Figure S7. Comparison of theory and global fit results for the cascade model. Emission
spectra of the triplet T1 and T2 states, considered in the cascade model, are shown. Note
that the S0 emission spectrum is subtracted for the sake of consistency with the TS plot in
Fig. 3 (see the main article).
Figure S8. Residuals for the best fit by models allowing for the wave packet dynamics in
the Q∗1 state. The difference between the measured TS and the global fit results is shown
for the models of parallel relaxation: without taking the wave packet oscillations into
account (a), allowing for one oscillation mode (b), and for two modes (c). The domain
where the extended models improve significantly the fit to the experimental data is marked
in panel (a) by the white rectangle.
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Figure S9. Depletion of the ground state as a function of the pump energy flux.
Table S1. Fitted model parameters. Time constants, representing inverse values of the
corresponding transition rates, obtained from the global fit to different kinetic models. In
the ‘nested‘ model, the state X represents either the T2 state (according to Ref.
7) or the
Q∗∗1 state (according to Ref.
8).
Extended Model: parallel relaxation
Transition 1,3MLCT → T1,2 1,3MLCT → Q∗∗1 T1,2 → Q∗1 Q∗∗1 → Q∗1
Lifetime (fs) 20±20 90±25 70±20 35±10
Extended Model: cascade relaxation
Transition 1,3MLCT → T1 T1 → T2 T2 → Q∗1
Lifetime (fs) 25±20 30±20 80±30
‘Nested‘ Model
Transition 1,3MLCT → X X → Q∗1
Lifetime (fs) 13±10 72±10
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Photoelectron shake-ups as a probe of molecular
symmetry: 4d XPS analysis of I3
 in solution†
Jesper Norell, *a Gilbert Grell, b Oliver Kühn, b Michael Odelius a and
Sergey I. Bokarev b
A combination of multi-configurational restricted active space calculations with a Dyson orbital
formalism has been applied for accurate simulations of 4d photo-electron spectra of the I3
 molecular
ion. The analysis based on the occupation numbers of natural orbitals allowed to predict and rationalize
the spectral fingerprints of solvent-induced nuclear asymmetry. In particular, it demonstrates how the
nuclear asymmetry directly causes an increase of shake-up intensity. The relative intensity of shake-up
and main features of the I 4d XPS spectrum could therefore serve as a simplified experimental
observable of structural asymmetry, complementary to changes in the shape of the main spectral
features.
1 Introduction
Photoelectron spectroscopy is one of the most powerful and
widely applied experimental methods for studies of electronic
structure of matter, which in the X-ray regime (XPS), by targeting
of core-levels, constitutes an element-specific local probe around
distinct atomic sites in molecules and complex materials.1 With
the development of new delivering systems such as liquid jets
combined with improved X-ray sources, XPS studies in the liquid
phase have become increasingly viable to investigate the effects
of solute–solvent interactions in e.g. electrolyte solutions2,3 and
at liquid interfaces.4 Robust and detailed analysis of such
experiments, however, often demands comparison to accurate
theoretical simulations of spectra. Here, a crucial point is to
predict and identify spectral signatures that are characteristic
and yet readily detected in measurements, in addition to
assigning ;and rationalizing the spectral features to facilitate
an understanding of the underlying chemical and spectroscopic
mechanisms.
As an important component in dye-sensitized solar cells, the
electronic, structural and dynamic properties of I3
 in solution
have been studied in great detail both with experimental5–7 and
theoretical methods.8–12 These studies all demonstrate how the
structure of the molecular ion and, in particular, its degree of
nuclear asymmetry can be directly correlated with the varied
strength of solvent–solute interaction in different solutions. In
aqueous solution, the strong hydrogen bonding drives large
amplitude asymmetrical stretches and charge localization, leading
to an electronic structure more akin to an I2  I configuration. The
influence of hydrogen bonding is less pronounced in, e.g., ethanol
and acetonitrile where the charge stays fairly delocalized over the
whole moiety, [I–I–I], and structural symmetry is comparatively
preserved. In previous work11,12 it has been demonstrated how the
solvent-induced nuclear asymmetry may be evidenced from altered
features of the main signal in 4d XPS measurements. Thus, I3

constitutes an ideal model system to explore not only the possible
effects of nuclear asymmetry on electrochemical functionality, but
also its interplay with XPS intensities.
Due to a recent implementation by Grell et al.13 both main
and shake-up XPS intensities can now be simulated within a
Dyson orbital formalism with orbitals derived from the multi-
configurational second order perturbation theory restricted active
space method (RASPT2)14,15 that can account for the multitude of
effects that may influence spectral intensities such as: various types
of chemical bonding, multi-configurational character of states,
dynamic correlation, scalar relativistic effects, and spin–orbit
coupling. The development thereby directly enables extension
of previous I3
 studies, with simulations of XPS spectra at
an accuracy level that motivates theoretical predictions for
possible future approval by experimental measurements.
Complementarily, we also demonstrate in the current work
how a framework for assignment and analysis, based on the
multi-configurational Dyson orbital, may be conveniently
formulated in terms of occupation numbers of the natural
orbitals, to rationalize the predicted spectral trends.
a Department of Physics, AlbaNova University Center, Stockholm University,
SE-106 91 Stockholm, Sweden. E-mail: jesper.norell@fysik.su.se
b Institut für Physik, Universität Rostock, Albert-Einstein-Str. 23-24, 18059 Rostock,
Germany
† Electronic supplementary information (ESI) available: Motivation of sudden
approximation via ezDyson 3.0 integration, extended definition of occupation
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2 Computational details
2.1 Molecular geometries
To study the principal influence of nuclear asymmetry on I3
 4d
XPS, spectral simulations were performed and compared for a
symmetric and an asymmetrically stretched geometry. The
symmetric geometry (representing [I–I–I] as in e.g. EtOH solution)
with 2.91 Å I–I bond lengths corresponds to a CASPT2(16,9) I3
(g)
optimization.7 The linear asymmetric geometry (representing
I2  I) with I–I bonds of 3.37 Å and 2.82 Å was chosen to have
the largest asymmetric stretch among structures found in a
number of previous molecular dynamic simulations of aqueous
LiI3 solution.
11
2.2 Electronic structure calculations
The electronic wave functions of the initial electronic state of
I3
 and the final core-ionized states of the neutral I3 were
calculated on the RASSCF14 and RASPT215 levels, as implemented
in the Molcas 8.0 program package.16 A RAS(15, 3; 34 e, 1 h+)
active space was employed as illustrated in Fig. 1, i.e. 15 orbitals
in the RAS1 space (one hole is allowed) and 3 orbitals in the RAS2
space (full CI) with a total of 34 active electrons (33 for the final
states). The calculations were performed without explicit use of
symmetry, a separate orbital constraint was, however, applied to the
15 4d orbitals to exclude orbital rotation with other occupied valence
orbitals. Thereby, we ensure core-rather than valence-excitations in
the final state calculation. Solvent effects, beyond their impact
on the nuclear geometry, were not included in the calculations;
previous work has, however, demonstrated the effects of explicit
water solvation to mainly result in additional broadening and
altered absolute shift of the XPS spectrum.11
For the molecular ion I3
 (i.e. the initial states of the XPS
process), both the singlet ground state and the first triplet spin-
free (pure multiplicity) states were calculated. For the neutral
molecule I3 (i.e. the final states of the XPS process), all possible
spin-free states were calculated within the state averaging
formalism, namely 143 doublets (135 core-ionized) and 46 quartets
(45 core-ionized). Subsequent multi-state RASPT2 calculations
were carried out with an imaginary shift of 0.2 Hartree to
accelerate convergence. For the doublet I3
 calculations of the
asymmetric geometry, the 10 states with highest energy were
excluded from the multi-state RASPT2 due to the intruder states
problems; this does not significantly affect the results as these
states anyway fall outside the XPS energy range analyzed in the
current work. Scalar relativistic effects were included via
a Douglas–Kroll (DK) Hamiltonian17,18 and the relativistically
contracted ANO-RCC-VTZP19 basis set. Spin–orbit coupling was
included through the restricted active space state interaction
(RASSI) method,20,21 via atomic mean field integrals22 with the
electron repulsion integrals approximated through a density-
fitting procedure.23–25
2.3 XPS intensities
XPS intensities were obtained within a Dyson orbital (DO)
formalism, as described in detail in previous work.13 In short,
for the initial state i and final bound state of the ionized system
f with the respective N and N  1-electron wave functions
CNi and C
N1
f , the photo-electron matrix element can be
written as
Dfi = hCN1f cel(k)|d̂|CNi i = hcel(k)|d̂|fDOfi i. (1)
Here, cel(k) is the photo-electron wave function (k its momentum),






CN1f ðx1; x2; . . . ; xN1Þ
CNi ðx1; x2; . . . ; xNÞdx1dx2 . . . dxN1
(2)
that (after normalization) formally corresponds to the wave
function of the photo-electron prior to the ionization. With
fDOfi obtained from the quantum chemical calculation the
spectral intensity of the transition i- f is proportional to |Dfi|
2.
The results of the current work are all obtained within the
sudden approximation (SA) where the energy (and thus k)
dependence of cel(k) is neglected to obtain
|Dfi|
2 = |hcel(k)|d̂|fDOfi i|2 p 8fDOfi 82 (3)
where the proportionality constant is taken to be the same for
all transitions.
The SA is well justified for our present comparison to
experiments performed with 600 eV photon energies as shown
Fig. 1 Active space of the RAS(15, 3; 34 e, 1 h+) calculations and
representative multi-state RASPT2 natural orbitals as obtained for the
I3
 singlet species. One electron hole (h+) in RAS1 allows for core-
ionization (core-excitation in the neutral I3 species) out of the 15  4d
core orbitals; the RAS2 space allows for simultaneous valence-excitations
and correlation within the 3  5pz orbitals. The orbitals obtained for the
symmetric geometry can be naturally grouped as 10  terminal (t) and
5  central (c) 4d core orbitals, in addition to 3  5pz valence orbitals of
bonding (s), non-bonding (n) and anti-bonding (s*) character. The 5pz
orbitals are further characterized by their inversion symmetry parity:
gerade (g) and ungerade (u). The orbitals obtained for the asymmetric
geometry are instead naturally grouped as 5  ionic (i), 5  terminal (t) and
5  central (c) 4d core orbitals, in addition to 3  5pz valence orbitals
that are bonding (s) and anti-bonding (s*) on the I2 moiety and of non-
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in ESI,† Section S1. This fact allowed us to avoid the most
demanding step of computing transition matrix elements
with continuum functions. We emphasize, however, that the
approximation cannot be trivially assumed to hold equally well
for other systems and binding energy ranges. Therefore, we
advocate a case by case validation also in future studies.
All XPS transitions were shifted by 2.9 eV (1.5 eV at RASSCF
level) and rescaled to align the main feature of the spectrum
for the symmetric geometry to the experiment. The discrete
XPS intensities from the calculations were convoluted with
a Gaussian function with full-width-half-maximum of 1.1 eV,
previously shown to yield good agreement with experiments.11
2.4 Assignment and analysis
The DO formalism constitutes a convenient framework for
assigning XPS transitions within a molecular orbital picture.
The multi-configurational DO carries information both about
the photo-electron and shake-up excitations in the molecular
system, as may be expressed in terms of occupation numbers of
the natural orbitals. For a multi-configurational state Cj, an
occupation vector
nj = (occj (j1),occj (j2),. . .,occj (jM)) (4)
may be defined from the occupation numbers of the M active
molecular orbitals {jl}, where the components sum to the
total number of active electrons. Similarly, an occupation-
like vector
nDOfi = (|hfDOfi |j1i|, |hfDOfi |j2i|,. . .,|hfDOfi |jMi|) (5)
may be defined for the normalized DO, which carries information
about the contributions of different active orbitals {jl} to the
photo-electron prior to the ionization, where the components
instead sum to one. In other words, in a description accounting
for electron correlation, the normalized DO corresponds to a
quasiparticle, with a wave function being a superposition of
initial state active molecular orbitals. Due to electron correlation
(i.e. multi-configurational character of the initial and/or final
states), ionization may additionally be accompanied by electro-
nic shake-up (and shake-down) excitations in the molecular





fi  nNi . (6)
In a frozen-orbital approximation, the residual occupation is
the zero vector for main lines (single-electron ionization). In
contrast, for shake-up transitions it contains the occupation
change due to the electronic excitations accompanying one-electron
ionization. In the present case, with a multi-configurational self-
consistent field method, both the DO and residual occupations are
additionally affected by the orbital relaxation upon photo-ionization,
i.e. the basis of orbitals {jl} may differ for the initial and final
states. Consequently, occupation number analysis is complicated by
the possible differences in orbital bases for the I3
 and I3
species. As shown below, this effect is mainly seen for the
asymmetric geometry.
3 Results and discussion
3.1 Comparison to experimental spectra
In Fig. 2(a), the spectra of the symmetric and asymmetric
geometries simulated at the RASPT2 level are compared to
the reported experimental I3
 4d signal in EtOH solution.11
Firstly, comparison of the symmetric geometry and the experi-
ment shows that the simulation protocol accurately reproduces
both the main and shake-up features. Secondly, comparison of
the XPS for symmetric and asymmetric geometries indicates
the influence of solvent-induced nuclear asymmetry: while the
peak positions are quite similar for both geometries, the
asymmetry manifests itself in the changes in shape of the main
Fig. 2 Comparison of simulated XPS spectra to experimental reference of I3
 in EtOH solution. The experimental spectrum represents the isolated I3

4d signal, obtained after subtraction of the Li+ 1s counter ion signal from the total measured spectrum.11 (a) RASPT2 level simulations for the symmetric
and asymmetric geometries. The experimental spectrum is well reproduced from the symmetric geometry, both for main lines (from 50 eV to 57.5 eV)
and shake-up features (above 57.5 eV). In comparison, the asymmetric geometry results in both altered main line spectral shape and appreciably
increased shake-up intensities. Note that the smaller energy range of the measurement (49.1 eV to 61.8 eV) excludes some of the features (near 65 eV)
found in the simulations. (b) Comparison of RASPT2 and RASSCF level simulations for the symmetric geometry. While the main line features are very
similar for the two computational levels, the intensity of the shake-up features and their energy splitting from the main features are both clearly
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features and the increased shake-up intensity. The spectral
features are assigned and the observed trends are rationalized
through occupation number analysis in Section 3.2.
In the available experimental studies for EtOH and aqueous
solutions aiming at the analysis of the main signal,11 Li+ was
used as a counter ion. As the Li 1s direct ionization spectrally
overlaps with the I3
 4d shake-up features, the Li+ 1s signal had
to be subtracted from the total measured spectrum to obtain
the I 4d signal, as presented for EtOH in Fig. 2. In aqueous
solution, further subtraction of I and I2(g) signal components
was also necessary. This leaves too large uncertainties for a
quantitative comparison, as indicated by the highly differing
spectra obtained through different subtraction schemes.11 We
therefore refrain from direct comparison of our simulations to
aqueous solution and hope that potential future experiments,
aimed also at shake-up analysis, may be performed under more
stable circumstances enabled by, e.g., a different choice of
counter ion and I2/I
 ratio.
For comparison to the RASPT2 results, XPS spectra were
also simulated directly from the RASSCF electronic states;
the results for the symmetric geometry are shown in Fig. 2(a).
While the main features of the spectra are nearly identical at
the two levels of theory, the shake-up features are highly over-
estimated both in terms of intensity and energetic distance
from the main features. The effect can therefore be ascribed to
the limited account for electron correlation provided by the
active space. However, the current RASSCF calculations cannot
be straightforwardly improved through inclusion of further
valence orbitals, due to the already high computational cost
of the setup with 15  4d core-orbitals that is necessary to
describe the XPS process. The accurate simulation and analysis
of shake-up features is thereby directly enabled by the multi-
configurational second order perturbation theory and would
not be possible at reduced computational level.
3.2 XPS assignment and occupation number analysis
The XPS features obtained at RASPT2 level for the symmetric
and asymmetric geometry are assigned and rationalized through
occupation number analysis, as visualized in Fig. 3. The DO (nDOfi )
and residual occupations (nresfi ) (see eqn (6)) are shown in the
panels in the left (a and c) and right (b and d) columns,
respectively. Upper row of panels (a and b) corresponds to the
symmetric and lower row (c and d) to the asymmetric geometries.
In each panel, the respective occupation vector for a particular
transition energy (x-axis) represents a vertical slice. Different
segments of these slices (y-axis) correspond to the active
molecular orbitals.
Important for the analysis of spectral changes is to distinguish
between different types of orbitals. The 15  4d orbitals can be
grouped together based on their atomic site localization, with
representative examples shown in Fig. 1. We denote them as
10  central 4d(c) and 5  terminal 4d(t) for the symmetric
geometry. For the asymmetric geometry there are instead
5  ionic orbitals 4d(i) localized on I, and 5  central 4d(c)
and 5  terminal 4d(t) orbitals of I2. Crucial for the current
work is also an understanding of shake-up effects due to 5p - 5p
valence excitations. Three combinations of symmetrized 5p orbitals
are present for the symmetric geometry, which we denote as
bonding 5spz(u), non-bonding 5npz(g), and anti-bonding 5s*pz(u).
Note that the inversion symmetry parity labels ‘g’ and ‘u’ are
only applicable for the symmetric geometry. For the asymmetric
geometry, the 5pz orbitals instead form a non-bonding orbital
5npz(i) on the I
 ion, and the bonding 5spz and anti-bonding
5s*pz combinations for the I2 moiety.
For the symmetric geometry, the main features of the 4d
spectrum can be assigned to ionization from orbitals localized
mainly on either the terminal 4d(t) or central 4d(c) sites in
accordance with previous calculations.11,12 Each type of orbital
gives rise to two features separated by spin–orbit splitting of
1.6 eV between the 4d3/2 and 4d5/2 levels, seen as two parallel
vertical lines in the occupations (Fig. 3a) near 53.6 eV
and 55.2 eV (terminal) and, respectively, near 55.1 eV and
56.7 eV (central). The overlap of transitions near 55 eV gives
effectively rise to three main features in the spectrum. Further,
two distinct shake-up features are found near 59.3 eV and
60.8 eV. As can be seen from the DO occupations (Fig. 3a),
only ionization from the terminal sites is involved in these
transitions; their intrinsic energy splitting is the same spin–
orbit splitting as for the main features, while their distance
from the main peaks is the result of the 5npz(g) (HOMO) to
5s*pz(u) (LUMO) shake-up excitation that can be confidently
assigned from the clear transfer of occupation between these
two orbitals in the associated residual occupations (Fig. 3b).
The assignment can be rationalized through an inversion-
symmetry argument previously given for the I 3d XPS spectrum
of triiodide by Arbman et al.26 that emphasizes the crucial
impact of nuclear and electronic symmetry on shake-up
features: shake-up excitation from gerade to ungerade orbitals
is symmetry forbidden to occur together with ionization from
central site orbitals, due to their gerade symmetry. The shake-up
excitation is, however, allowed in combination with core-ionization
at the terminal sites, as localization of the core-hole to either
terminal site breaks the electronic symmetry in the final state.
Shake-up features associated with central site ionization are
instead seen at much lower intensity near 65.1 eV and
66.7 eV, i.e. at energies associated with the 5spz(u) (HOMO4)
to 5s*pz(u) (LUMO) excitation of parity-conserving ungerade to
ungerade character.
Main feature assignments at the asymmetric geometry are
also well described by the previous grouping of 4d orbitals.
Assignment from the DO occupations (Fig. 3c) evidences dominant
photo-ionization from the ionic site 4d(i) at 1.3 eV to 2.0 eV higher
(53.4 eV and 55.0 eV) rather than from the terminal 4d(t)
(54.8 eV and 56.3 eV) and central site 4d(c) (55.4 eV and
56.9 eV), as explained by localization of surplus negative charge on
the I site.11,12 The single exception is a weak feature (less than
0.05 of maximal intensity) near 51.6 eV, ascribed to ionization
from the central site 4d(c), rationalized in ESI,† Section S2.3. We
note that while the characters and the order of the 5pz orbitals are
essentially preserved upon ionization in the symmetric geometry,
this is not the case for the asymmetric geometry. Hence, we
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for occupation number analysis) is clearly violated. This is a crucial
aspect for the assignment of the shake-up excitations. As can be
seen from the full set of orbitals for both the I3
 and I3 species
shown in the ESI,† Section S1 and Fig. S3, the ionic 5npz(i)
(HOMO) and bonding 5spz (HOMO7) orbitals permute their
order, and the ionic orbital relaxes from an anti-bonding to
bonding character towards the I2 part, upon photo-ionization.
This type of difference in orbital bases invalidates a straight-
forward comparison of initial and final states, and thereby
makes simple characterization of shake-ups transitions in
terms of e.g. HOMO, LUMO, etc impossible. The effect is clearly
seen in the residual occupations (Fig. 3d), with strong contributions
present even within the nominal main peaks of the spectrum.
Nevertheless, the intense shake-up features near 59.0 eV and
60.6 eV can be clearly associated with ionization from all
three sites, based on their DO occupations (Fig. 3c), which are
expressed exclusively in the initial state orbital basis. Thus, the
symmetry limitations introduced for these features in the
symmetric geometry are lifted, which directly explains their
increased absolute intensity.
Based on comparison and rationalization of the symmetric
and asymmetric spectra, it is clear that the degree of nuclear
asymmetry is directly reflected in the relative intensity of main
and shake-up features: integrating the XPS intensities between
50 eV to 57.5 eV (main features) and, respectively, 57.5 eV
to 62 eV (shake-up features) one obtains the two highly
different ratios of 9.6% for shake-up-to-main intensity ratio
in the symmetric spectrum and 24.2% in the asymmetric
spectrum. This theoretical prediction thus suggests a single
scalar observable evidencing solvent-induced nuclear asymmetry
in the I3
 ion. It could be conveniently extracted from experi-
mentally measured 4d XPS spectra given an appropriate choice of
counter ion. This simplifies the analysis otherwise often based on
a complete comparison of spectral features.
Fig. 3 Occupation number analysis of the multi-state RASTP2 natural orbitals for main ionization and shake-up transitions in the I3
 4d XPS spectra. DO
(nDOfi ) and residual (n
res
fi ) occupation numbers (see eqn (6)) are given in the left (a and c) and right (b and d) columns of panels, respectively. Rows of panels
correspond to the symmetric (upper, a and b) and asymmetric (lower, c and d) geometries. In each panel, the respective occupation vector for a particular
transition energy (x-axis) represents a vertical slice. Different segments of these slices (y-axis) correspond to the active molecular orbitals. Occupation
numbers are only shown for transitions with intensities larger than 0.05 of the most intense transition to filter out a large number of spectroscopically
irrelevant transitions. The occupation numbers have been convoluted along the binding energy axis in the same way as the spectral intensities to facilitate
visual comparison. For each panel the occupation numbers were subsequently renormalized to a range of 1 to 1. The lower part of each panel shows
the occupation numbers averaged over the different orbital types as compared to the normalized XPS spectrum (dashed lines), thereby indicating the
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4 Conclusion
In summary, our RASPT2 calculations combined with a DO
formalism can accurately reproduce I3
 4d XPS spectra, which
allows us to predict the influence of nuclear asymmetry on XPS
intensities and, in particular, shake-up features. Based on an
analysis of natural orbital occupation numbers, we assign an
increased shake-up intensity upon asymmetric stretching to
result from the break-down of inversion-symmetry dependent
selection rules for XPS transitions. The ratio of shake-up-to-
main feature intensities could thereby serve as a simple scalar
quantity to measure nuclear asymmetry in I3
 with 4d XPS.
This example demonstrates how the high accuracy of RASPT2
calculations can be utilized for theoretical predictions of XPS
spectra, and motivates future experimental measurements of
I3
 in solution to further elucidate the influence of solvent-
induced symmetry breaking.
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Electronic Supplementary Information
S1 The sudden approximation
To investigate the effects of the sudden approximation on the ob-
tained XPS intensities, numerical integration of equation 3 was
carried out with the ezDyson 3.0 program1.
The spatial plane wave is expanded in a basis of spherical waves
with angular momentum l = 0,1, . . . , lmax. A rectangular numeri-
cal grid of 360 points from -6 to 6 Å along the molecular symme-
try z-axis, and 180 points from -3 to 3 Å along the x- and y-axes
was applied, with lmax = 10. To limit the computational cost, the
integration was only performed for transitions with Dyson orbital
norms ||φDOf i || ≥ 0.01.
Fig. S1 displays the XPS results for the symmetric geometry
at RASPT2 level and photon energies 600 eV, 200 eV and 100
eV. At 600 eV the spectrum is in good agreement with the re-
sults derived from the sudden approximation, as presented in the
main manuscript, and the presented experimental reference. At
reduced photon energies the shape of the main features is clearly
affected. The XPS intensities would typically be expected to be
more sensitive to the photon energy at low photon energies (due
to the increased interaction between the ejected photo-electron
and the local potential of the remaining molecular system). The
nearly identical spectra for 100 eV and 200 eV photon energies
thereby suggests that the applied numerical integration is not suf-
ficient to accurately describe the XPS at lowered photon energies.
While the accuracy of the ezDyson integration could likely be
improved through different choice of parameters, we note that
the current setup already results in a total computational cost
(per spectrum) that is comparable to the expensive RASPT2 step
of the simulations. Further testing is thereby not motivated in
the current work, since good agreement to experiment is already
obtained within the sudden approximation. The analysis is con-
sequently, in the main manuscript, most safely and efficiently per-
formed for comparison of the sudden approximation (theory) and
600 eV photon energies (experiment).





















Fig. S1 Photon energy effects on the I−3 4d XPS intensities obtained
from numerical integration with ezDyson. For 600 eV photon energy
the results are in good agreement with the sudden approximation results
presented in the main manuscript and the experimental reference. At re-
duced photon energy the spectral shape of the main features is clearly
affected.
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S2 Occupation number analysis
S2.1 Spin-orbit effects
Inclusion of spin-orbit coupling for I−3 4d XPS simulations is es-
sential to describe the 4d core-hole, as seen from e.g. the 1.7
eV splitting between features with 4d3/2 and 4d5/2 level ioniza-
tion respectively. This could, in principle, affect the occupation
number analysis in a similar way as the final state molecular or-
bital relaxation, as both the initial and final spin-orbit coupled
states are expressed in two bases of molecular orbitals obtained
from calculations of spin-free states with pure multiplicities (sin-
glet and triplet for initial states, doublet and quartet for final
states). However, the spin-free triplet state basis has no influ-
ence on the spectrum, as the initial spin-orbit coupled state (with
no core-hole) is a pure singlet. Fig. S2b shows a histogram of the
spin-orbit coupled final states sorted according their total weights
in terms of spin-free doublet states. While essentially pure dou-
blet spin-orbit coupled states are by far most common, it is clear
that states exist in the whole range from pure doublets to pure
quartets. Shown in Fig. S2a, however, is also a decomposition of
the XPS spectrum into contributions from spin-free doublet and
quartet states, respectively, which makes clear that the spectral
influences of the spin-free quartet states is nearly negligible. Con-
sequently, spin-orbit coupling with relevance for the spectrum is
only the doublet-doublet coupling, and we need only consider the
I−3 singlet and I3 doublet molecular orbital bases for the occupa-
tion number analysis.
S2.2 Molecular orbitals
The full set of molecular orbitals obtained for both initial (singlet)
and final (doublet) states are, as an extension of Fig. 1 from the
main manuscript, shown in Fig. S3.
S2.3 Assignment of the additional weak central site ioniza-
tion feature for the asymmetric geometry
While the orbital relaxation upon photo-ejection prohibits defini-
tive molecular orbital assignments, the residual occupations in
Fig. 3c indicates that the low intensity feature near -51.6 eV as-
sociated with central site ionization can be tentatively rational-
ized as charge-transfer excitation from I− to I+2 in the final state,
as compared to direct ionization. This explains both the lower
energy (as the charge-transfer counteracts the charge imbalance
caused by photo-ionization from the neutral I2) and the low in-
tensity (low orbital overlap between I− and I+2 ) as compared to
the strong feature at 54.9 eV. As the active orbitals 19 and 20
are both fully occupied (1.98 and 1.95 occupation respectively)
in the initial state, we ascribe the residual occupation of the fea-
ture to CI excitation in the final state I3 from orbital 19 to 20 in
its orbitals basis, which as shown in Fig. S3 indeed constitutes a
charge-transfer excitation from the I− to the I+2 site.
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Fig. S2 Spin-orbit effects in the I3 final states. (a) The RASPT2 level sudden spectrum obtained from the spin-orbit coupled states, decomposed into
contributions from spin-free states with doublet and quartet multiplicities. (b) Histogram of the spin-orbit coupled neutral I3 final states sorted according
to their total weights of spin-free doublet states.
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Multireference quantum chemistry protocol for simulating autoionization spectra:
Test of ionization continuum models for the neon atom
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In this paper we present a protocol to evaluate partial and total Auger decay rates combining the restricted
active space self-consistent field electronic structure method for the bound part of the spectrum and numerically
obtained continuum orbitals in the single-channel scattering theory framework. Additionally, the two-step picture
is employed to evaluate the partial rates. The performance of the method is exemplified for the prototypical
Auger decay of the neon 1s −13p resonance. Different approximations to obtain the continuum orbitals, the
partial rate matrix elements, and the electronic structure of the bound part are tested against theoretical and
experimental reference data. It is demonstrated that the partial and total rates are most sensitive to the accuracy
of the continuum orbitals. For instance, it is necessary to account for the direct Coulomb potential of the ion for
the determination of the continuum wave functions. The Auger energies can be reproduced quite well already




Ionization triggered by photon absorption occurs along two
pathways. In direct photoionization, the energy is transferred
to an ejected electron. Alternatively, the system can be first put
into a metastable state by a resonant excitation and afterwards
decay via an autoionization mechanism. Autoionization can
be approximately understood as a two-step process [1], in
which the decay can be considered independently from the
excitation process and interferences between direct and au-
toionization are neglected. For example, let us consider an
atomic species, such as a neon atom that is prepared in a
highly excited state |i〉 above the continuum threshold at
E = 0 eV (Fig. 1). This state spontaneously decays into the
continuum state |α〉 consisting of the discrete state |+f 〉 of
the ion and the emitted electron, |ψα〉, carrying the excess
energy εα = Ei − E f . The system’s electronic structure is
thus encoded into the kinetic-energy spectrum of the ionized
electrons. Photoelectron spectroscopy (PES) and autoioniza-
tion spectroscopy (AIS) map bound states to the continuum,
which makes them less sensitive to selection rule suppression
and more informative than spectroscopies involving optical
transitions between bound states [2–4].
Autoionization processes, predominantly Auger decay [5]
but also interatomic Coulombic decay (ICD) [6] and electron
transfer mediated decay (ETMD) [7], are particularly interest-
ing on their own. Due to their correlated nature, they not only
probe but also initiate or compete with intricate ultrafast elec-
tronic and nuclear dynamics (see, e.g., [8–12]). Additionally,
they provide the main channel for the decay of core vacancies
[13] and play a key role in biological radiation damage,
*sergey.bokarev@uni-rostock.de
creating highly charged cations while a cascade of highly
reactive low-energy electrons is emitted [11,14–17]. Further,
in free-electron laser experiments operating with ultrashort
intense x-ray pulses, autoionization after multiple photoion-
ization induces the Coulomb explosion of the target, which
limits the achievable spectroscopic and temporal resolution
[18]. Due to this wealth of applications, autoionization and
especially the local Auger effect have been studied extensively
both theoretically and experimentally since their discovery by
Meitner [5] and description by Wentzel [1].
Remarkably, AIS simulations of molecular systems remain
challenging today, although the fundamental theory has been
known for decades [19–21]. For atoms, methods combining
highly accurate four-component multiconfigurational Dirac-
Fock (MCDF) calculations with multichannel scattering the-
ory are publicly available [22], whereas no such general
purpose code exists for molecules. The main complication
of the molecular case lies in the construction of molecular
continuum states |α〉. The approaches to the simulation of
AIS published during the last decades can be classified into
two families—those that circumvent the continuum orbital
problem and those that treat the continuum orbital explicitly.
The first family consists of the following approaches.
The simplest method that allows one to assign experimen-
tal AIS is to evaluate the energetic peak positions [23–25].
Additionally, simple estimates for the partial decay rates can
be obtained based on an electron population analysis [26].
More advanced approaches rely on an implicit continuum
representation with Stieltjes imaging [27], a Green’s-function
operator [28,29], or a propagator formalism [30,31]. From this
group, the Fano-Stieltjes algebraic diagrammatic construction
(Fano-ADC) method [32] has been used to evaluate Auger,
ICD, and ETMD decay rates of van der Waals clusters [33],
first row hydrides [34], and the [Mg(H2O)6]2+ cluster [11].
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FIG. 1. Autoionization scheme for the neon atom. The core
vacancy state |i〉 with energy Ei (red/dark gray) decays isoenerget-
ically into the continuum state |α〉 (black) composed of the ionic
bound state |+f 〉 with energy E f (blue/gray) and the continuum
orbital |ψα〉 of the outgoing electron with the excess energy εα . States
that do not contribute to the process are depicted in light gray; the
singly ionized continuum is denoted by the color gradient/shaded
area.
Therein, the continuum is approximately represented with
spatially confined basis functions. However, the description of
Auger electrons with kinetic energies of several hundred elec-
tronvolts requires large basis sets leading to computationally
demanding simulations.
The second family, relying on an explicit representation
of the continuum wave function, consists of the following
approaches. The one-center approximation uses atomic con-
tinuum functions centered at the vacancy-bearing atom to
describe the outgoing electron in the evaluation of partial
decay rates [35–38]. This approximation can be applied on
top of high-level electronic structure methods [39]. It is also
applied in the XMOLECULE package [40,41], which is based
on very cost efficient electronic structure calculations and
atomic continuum functions. This allows for the evaluation of
ionization cascades but may limit the applicability for strongly
correlated systems, e.g., systems possessing a multiconfig-
urational character. Further, the influence of the molecular
field may be taken into account perturbatively [42,43] or in
a complete manner with, e.g., the single-center approach,
where the whole molecular problem is projected onto a single-
centered basis [44–49].
Finally, multichannel scattering theory methods that com-
bine finite multicentered basis sets with the appropriate
boundary conditions to represent the molecular continuum
have been developed [50] and applied to the AIS of a variety
of small systems [50–52]. For instance, the recently developed
XCHEM approach [53] has been applied to simulate PES and
AIS of atoms [54] and small molecular systems [55]. These
techniques represent the most general and accurate quantum-
mechanical treatment of the problem, thus potentially serving
as a high-level reference, although connected to substantial
computational effort.
Summarizing, most of the above-mentioned methods have
been applied only to simple diatomics, first row hydrides,
halogen hydrides, and small molecules consisting of not more
than two heavy atoms. Studies of larger molecular systems,
such as tetrahedral molecules, small aldehydes, and amides
[56,57]; solvated metal ions [11]; and polymers [58] are very
scarce. In fact, the FANO-ADC [32,33] and the XMOLECULE
[40,41] approaches are the only publicly available tools that
allow one to simulate AIS for a variety of systems without
restricting the molecular geometry. Further, both methods are
not suited to treat systems possessing multiconfigurational
wave functions. This puts studies of some chemically inter-
esting systems having near degeneracies, e.g., transition-metal
compounds, or of photodynamics in the excited electronic
states, e.g., near conical intersections, out of reach. To keep
up with the experimental advancements, the development of a
general purpose framework to evaluate autoionization decay
rates (Auger, ICD, and ETMD) for molecular systems is
warranted. Such a framework should be kept accessible, trans-
ferable, and easy to use; i.e., it should be based on widespread
robust and versatile quantum chemistry (QC) methods.
Here, we present a protocol that combines multiconfigura-
tional restricted active space (RAS) self-consistent field (SCF)
(RASSCF) bound-state wave functions with single-centered
numerical continuum orbitals in the single-channel scatter-
ing theory framework [59]. We have chosen the RASSCF
approach since it is known to yield reliable results for core-
excited states [60], needed in the simulation of x-ray ab-
sorption [61,62], resonant inelastic scattering [63,64], and
photoemission spectra [65–67], suggesting its application to
AIS.
Although the ultimate goal is to investigate molecules,
this proof-of-concept paper focuses on the simulation of the
prototypical neon 1s −13p Auger electron spectrum (AES) to
calibrate the approach, since highly accurate reference data
are available from both theory [68] and experiment [69–72].
Special attention is paid to the representation of the radial
continuum waves, which is investigated herein by a thorough
test of different approximations. Note that our implementation
allows one to calculate molecular AIS as well as PES, which
will be presented elsewhere.
We commence this paper with an introduction to the
underlying theory and further give important details of our
implementation. The paper continues with the computa-
tional details and the benchmark of our results against the-
oretical and experimental references. Finally, we conclude
the discussion and present perspectives for the molecular
application.
II. THEORY
The approach for the calculation of partial autoionization
rates consists of the following approximations.
(1) The two-step model [1] is employed; i.e., excitation
and decay processes are assumed to be decoupled and in-
terference effects between photoionization and autoionization
are neglected (Fig. 1). Within this approximation, the partial
042512-2
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autoionization rate for the decay i → α reads [19]
iα = 2π |〈α|H − Ei|i〉|2. (1)
Atomic units are used throughout, unless explicitly stated
otherwise.
(2) We require that all bound-state wave functions have the








· · · a†jN ,σN |0〉. (2)
The a†i,σi are the usual fermionic creation operators in the spin-
orbital basis {ϕi,σi}. In this paper, multiconfigurational bound-
state wave functions for the unionized and ionized states |i〉
and |+f 〉 are obtained with the RASSCF or restricted active
space second-order perturbation theory (RASPT2) method.
However, the presented protocol can employ any CI-like QC
method.
(3) The limit of weak relativistic effects is assumed; thus,
the total spins S and S+ and their projections onto the quanti-
zation axis M and M+ of the bound un-ionized and ionized
systems are good quantum numbers. Further, S and M are
conserved during the autoionization process.
(4) The single-channel scattering theory framework is em-
ployed, disregarding interchannel coupling as well as correla-
tion effects between the bound and outgoing electrons.
(5) The continuum orbitals are treated as spherical waves,
subject to the spherically averaged potentialVf (r) of the ionic
state |+f 〉. Hence, the continuum orbitals have the form






l (ϑ, φ)ζ (σ ), (3)
with spherical harmonics Yml (ϑ, φ) being the angular part and
ζ (σ ) being the spin function. For brevity, ζ (σ ) is generally
omitted and present only when needed. The composite chan-
nel index α = ( f , l,m, k) contains the index of the ionized
state f , the orbital and magnetic quantum numbers l and m,
and the wave number k = √2εα of the continuum orbital. This
notation uniquely identifies the total energy Eα = E f + εα and
the continuum orbital and bound state for each channel |α〉.
Generally, indices i and f always refer to bound states of the
un-ionized and ionized species and α denotes decay channels.















l (r) = 0. (4)
With the assumptions 1–5, the N-electron ionized contin-
uum states with conserved total spin and projection of the





σ=− 12 , 12
CS,MS+,M+;σ
∣∣ϒσM+α 〉, (5)
where σ is the spin projection of the outgoing electron. The
Clebsch-Gordan coefficients CS,MS+,M+;σ = 〈S,M|S+,M+; 12 , σ 〉
couple the channel functions |ϒσM+α 〉. These are constructed
by inserting an additional electron with the continuum orbital
|ψα,σ 〉 into the bound ionic state with spin projection M+,
retaining the antisymmetry:∣∣ϒσM+α 〉 = a†α,σ |+f ,M+〉. (6)
Note that in contrast to the continuum state |α〉, which is an
eigenstate of S2 and Sz, the |ϒσM+α 〉 are not eigenfunctions of
S2, but only of Sz.
III. DETAILS OF THE IMPLEMENTATION
A. Model potentials
We commence with the discussion of different approxima-
tions to the potentialVf (r) in Eq. (4), which are central for the
quality of the free-electron function. In this paper, we have
used the following models:
V free = 0, (7a)
V eff(r) = −Zeff
r
, (7b)




V Jf (r) = −
Z
r
+ Jf (r), (7d)
V JXf (r) = −
Z
r
+ Jf (r) + X Sf (r). (7e)
In words, we use (a) no potential; (b) an effective Coulomb
potential with a fixed charge Zeff; (c) the screened Coulomb
potential of an ionic state f with the charge Zf (r) varying
with distance; (d) the nuclear, −Z/r, and spherically averaged
direct potential of the ionic state, Jf (r); and (e) the potential
of approach (d) augmented with Slater’s exchange term X Sf (r)
[73]. Details on the definition of Zf (r), Jf (r), and X Sf (r) are
given in Appendix A.
B. Continuum orbitals
The solutions to the radial Schrödinger equation, Eq. (4),
using the potentials (7a)–(7e) can be understood as follows: In
approach (a), assuming a free particle, we completely neglect
any influence of the ion onto the outgoing electron. Here, the
radial part of ψα,σ (r, ϑ, ϕ) corresponds to spherical Bessel
functions jl (kr) [74]:











k ensures the correct normalization,
〈ψα,σ |ψα′,σ ′ 〉 = δll ′δmlm′l δσσ ′δ(εα − εα′ ), (9)
which is exact only for the free-particle approach, and approx-
imate for all other potentials, due to the long-range Coulomb
distortion.
An effective Coulomb form [approach (b)] is the simplest
approach to approximately account for the ionic potential. It
has the advantage that the solutions to Eq. (4) are still ana-
lytically available in the form of regular Coulomb functions
042512-3
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Fl [74]:






Y ml (ϑ, φ)ζ (σ ), (10)
with η = −Zeff/2k.
Approaches (c)–(e) employ numerically obtained poten-
tials according to Eqs. (7c)–(7e) and thus require a numerical
solution of the radial Schrödinger equation (4). It is done using
Numerov’s method and the numerically obtained radial waves
are scaled so as to satisfy the asymptotic boundary conditions:
w
f k
l (r → 0) = nrl+1, (11a)
w
f k





cos δ fl (k)Fl (η, kr)
+ sin δ fl (k)Gl (η, kr)
]
. (11b)
The scaling factors and phase shifts δ fl (k) are obtained
by matching the numerical solutions and their first deriva-
tives with a linear combination of the regular and irregular
Coulomb functions Fl and Gl (see [74]). This matching is
carried out in the asymptotic region, where the potential is
well approximated by the Coulomb potential of the ions’ net
charge Vf (r) ≈ −Znet/r.
Since the screened Coulomb potential model, Eq. (7c),
is an ad hoc assumption based on the simple idea that the
nuclear charge is screened by the integrated electron density,
the applicability of this model needs to be tested. In turn,
approaches (d) and (e), employing the spherically averaged
direct Coulomb and exchange terms according to Eqs. (7d)
and (7e), in a sense correspond to the Hartree and Slater-Xα
levels of accuracy, respectively.
The continuum orbitals obtained by any of these methods
are not orthogonal to the bound orbitals, which is in contrast
to the behavior that an exact continuum orbital would possess.
C. Continuum matrix elements
Using the decomposition of the continuum states in terms
of channel functions in Eq. (5) and separating the Hamil-
tonian into its one- and two-electron parts H = ∑u hu +∑


























Here, u and v are electron indices, hu contains the electronic
kinetic-energy and electron-nuclei attraction terms, and 1/ruv
is the electron repulsion.
The expressions for the overlap and one- and two-electron
matrix elements in Eq. (12) are obtained by using Löwdin’s-
Slater determinant calculus [75]. Here one has to take into
account that the un-ionized and ionized bound states are
obtained in separate SCF calculations. Consequently, they
have different sets of Norb spin orbitals {ϕi} and {ϕ+i } that are
not mutually orthogonal. The spin coordinates are implicitly
assumed to be assigned as introduced in Eq. (2). Then, the
respective creation and annihilation operators are a†i , ai and
(a+i )
†, a+i .
With this, the overlap integral in Eq. (12) can be rearranged
into the overlap of the continuum orbital and the Dyson orbital




∣∣i〉 = 〈ψα,σ ∣∣M+iα 〉. (13)
The DO is generally defined as the N − 1 particle overlap of
the un-ionized and ionized states |i〉 and |+f ,M+〉 that are
associated with the channel α and can be expressed in second
quantization form as a linear combination of the spin orbitals
{ϕs} of the un-ionized species, with the coefficients φM+α,s :
∣∣M+iα 〉 = Norb∑
s=1





Staying on this route, the one- and two-electron transition

























+ 〈ψα,σ ∣∣̃2,M+iα 〉. (16)
Here, |M+,qiα 〉 is the two-electron reduced transition density




∣∣(â+q )†âs1 âs2 ∣∣i〉∣∣ϕs1ϕs2 〉, (17)
and |̃n,M+iα 〉 are the one- and two-electron conjugated Dyson
orbitals for n = 1 and 2, respectively [see Eqs. (B3) and (B4)].
A simpler formulation of the non-orthogonal (NO) terms
proposed in [76] is not used herein, because in practice it is
not always strictly equivalent to our approach (see Sec. II of
Supplemental Material [77] for details).
The strong orthogonality (SO) approximation, i.e., the
assumption that the overlaps of the continuum and all un-
ionized orbitals are zero, 〈ψα,σ |ϕi,σi〉 = 0, implies that the
overlap integrals between the continuum and the ordinary
and conjugated Dyson orbitals in Eqs. (13), (15), and (16)
vanish. Since the evaluation of the conjugate DOs can be
quite involved, SO approximation substantially simplifies the
computation.
A similar effect is achieved by using the Gram-Schmidt
(GS) orthogonalization to project the orbitals of the ion-
ized system out of the continuum functions and enforce
〈ψGSα,σ |ϕ+i,σi〉 = 0. This approach has been tried before, e.g., in
[44], and will be tested herein as well.
In the following, we will use the labels SO, NO, and GS
to indicate that the overlap terms in Eqs. (13), (15), and (16)
have been neglected (SO) or fully included (NO) and that
GS orthogonalized continuum functions have been used to
evaluate the partial rates including the NO terms as well.
Further, we also compare the results of the “full” Hamiltonian
042512-4
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TABLE I. QC setups and number of states used in the state-
averaged RASSCF calculations.
States
QC Basis set Active space Ne/Ne+ X2C
I [7s6p3d2 f ] RAS(8; 1, 1) 41/132 No
II [22s6p3d2 f ]-rcc RAS(8; 1, 1) 41/132 Yes
III [9s8p5d4 f ] RAS(26; 1, 1) 131/420 No
coupling against the popular choice to account only for the
two-electron terms in Eq. (12), denoting them as H and r−1
coupling, respectively. The combination of matrix elements
corresponding to each approach is detailed in Appendix B.
To sum up, the present paper reports on the influence
of different combinations of the introduced approximations
to the potentials, transition matrix elements, and continuum
orbitals on the partial Auger decay rates of the exemplary
neon 1s −13p resonance. As a shorthand notation for the
combination of the different approximations we will use the
(coupling)-(potential)-(nonorthogonality) notation, where ap-
plicable. For instance, H-V JXf (r)-NO denotes partial rates ob-
tained using the H coupling, with radial waves corresponding
to the V JXf (r) potential and including the overlap terms.
IV. COMPUTATIONAL DETAILS
A. Quantum chemistry for bound states
The wave functions of the bound neutral and ionic states
have been obtained in separate state-averaged RASSCF cal-
culations with a locally modified version of MOLCAS 8.0 [78].
To prevent mixing of different angular momentum basis func-
tions into one orbital, the “atom” keyword has been employed.
The QC schemes used to evaluate the bound states |i〉 and
|+f 〉 are presented in Table I. The RAS formalism is a flexible
means to select electronic configurations. Therein, the AS is
subdivided into three subspaces RAS1, RAS2, and RAS3.
The RAS notation that is used throughout the paper is to be
understood as follows. In all spaces, the 1s orbital forms the
RAS1 subspace and the 2s and 2p orbitals build up the RAS2
one. The occupation of the 2s and 2p orbitals in RAS2 is not
restricted, while only h electrons may be removed from RAS1.
Finally the RAS3 subspace contains v virtual orbitals that
can be occupied by at most p electrons. Thus, we can herein
uniquely specify each AS as RAS(v; h, p). The ASs used in
this paper are as follows: RAS(8; 1, 1), containing 3s, 3p, 4s,
and 4p orbitals in the RAS3; RAS(26; 1, 1), enlarging RAS3
by the 3d , 4d , 5s, 5p, 6s, and 6p orbitals; and RAS(33; 1, 1),
adding the 4 f orbitals. The number of configurations possible
with each AS is shown in Table II. For all QC schemes (see
Table I) all states are included in the RASSCF procedure for
TABLE II. Maximum number of configurations for each AS.
RAS RAS(8; 1, 1) RAS(26; 1, 1) RAS(33; 1, 1)
Ne 41 131 166
Ne+ 197 629 797
the Ne wave functions, while the core excited states have been
excluded for the calculations of Ne+.
Atomic natural orbital (ANO) type basis sets have been
employed using a (22s17p12d11 f ) primitive set. It was con-
structed by supplementing the ANO exponents for neon [79]
in each angular momentum with eight Rydberg exponents
generated according to the scheme proposed by Kaufmann
et al. [80]. The contractions were then obtained with the
GENANO module [81] of OPENMOLCAS [82] using density
matrices from state averaged RASSCF calculations for Ne
and Ne+ with the RAS(33; 1, 1) AS. All 166 possible states
for Ne have been taken into account, but for Ne+ the core
excited manifold has been excluded, leading to 532 states.
To get the final basis set, the sets obtained for Ne and Ne+
have been evenly averaged. In this paper, we use the fol-
lowing contractions: [7s6p3d2 f ], obtained by the procedure
described above; [9s8p5d4 f ], corresponding to [7s6p3d2 f ]
supplemented with Rydberg contractions that resulted from
the GENANO procedure using the “rydberg” keyword; and
[22s6p3d2 f ]-rcc, similiar to [7s6p3d2 f ] but with uncon-
tracted s functions and scalar relativistic corrections according
to the exact two component decoupling (X2C) scheme [83]
(see Supplemental Material [77]).
All energies have been corrected using the single state
RASPT2 method [84] with an imaginary shift of 0.01 a.u. To
be consistent with the basis set generation, scalar relativistic
effects have only been included for QC II. The RAS state
interaction [85] module of MOLCAS was used to compute
the biorthonormally transformed orbital and CI coefficients
[86] for the atomic and ionic states: {ϕi}, {Cj} → {ϕ̃i}, {C̃ j}
such that 〈ϕ̃+i |ϕ̃ j〉 = δi j , while the total wave functions remain
unchanged. This biorthonormal basis is used in the evaluation
of the Dyson orbitals [Eqs. (14), (B3), and (B4)] and two-
electron reduced transition densities [Eq. (17)].
B. Matrix elements in the atomic basis
The matrix elements between bound orbitals occurring in
Eqs. (12), (15), and (16) are evaluated by transforming the
orbitals to the atomic basis and calculating the atomic basis
integrals with the LIBCINT library [87]. The most time con-
suming part in the computation of the partial decay rates using
Eq. (12) is the estimation of the two-electron continuum-
bound integrals. Transforming the two-electron reduced tran-
sition densities and the orbitals to the atomic basis {χi} and
neglecting the spin integration, the two-electron continuum-














The function fac(r1) is similar to an atomic nuclear attraction
integral and is evaluated as a function of r1 using the LIBCINT
library [87]. An important point is to exploit the fact that the
kinetic energy of the continuum electron is only encoded in its
radial part. Transforming to spherical coordinates r → (r,)
centered at the origin of the outgoing electron allows one to
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The angular integral in Fabc(r) is determined numerically by
using the adaptive two-dimensional integration routine CUHRE
from the CUBA 4.2 library [88]. To reduce the number of points
at which Fabc(r) is evaluated, an adaptive spline interpolation
is used, which was developed by us and implemented in
our code. Therein, the grid spacing is adjusted such that the
absolute error estimate of the interpolation is kept lower than
10−6 a.u. on each region with a different spacing. Note that
the Fabc(r) are determined only once, while the final radial in-
tegration in Eq. (19) needs to be evaluated for every transition
i → α. The radial integration in Eq. (19) is carried out using
the Simpson rule. For the one-electron continuum-bound in-
tegrals that are needed in the evaluation of the one-electron
matrix elements in Eq. (12), an analogous approach has been
implemented. This protocol has been developed aiming for the
application to molecular systems. Hence, it does not exploit
that the atomic orbitals are eigenstates of angular momentum
operators, which would be usual in a purely atomic approach.
V. RESULTS AND DISCUSSION
Here, we perform a thorough benchmark of the approaches
to evaluate AES presented in Sec. II on the exemplary Auger
decay of the neon 1s −13p resonance. First, in Sec. V A, we
compare the AES modeled with our protocol against data ob-
tained from an atomic MCDF calculation [68], which serves
as a high level theoretical reference. Second, in Sec. V B, we
undertake the comparison to experimental results. The com-
parison against both theory and experiment is needed since
no uniform and highly resolved experimental data covering
the full energy range discussed herein have been published to
date.
A. Benchmark of theoretical models
Panel (a) of Fig. 2 shows neon AESs, resulting from the
autoionization of the 1s −13p states, obtained using bound-
state wave functions from QC scheme I (see Table I) with
radial waves corresponding to the spherically averaged direct-
exchange potential V JXf (r) [Eq. (7e)]. The partial rates have
been evaluated using the full H coupling as well as the
approximate r−1 coupling in Eq. (12). Further, the nonorthog-
onality of the continuum and bound orbitals was accounted
for by including the overlap terms, NO [see Eqs. (13), (15),
and (16)]. A spectrum employing r−1 coupling at the MCDF
level, obtained by Stock et al. [68] with the RATIP package
[22], serves as a theoretical benchmark. Therein, the atomic
structure was obtained with a configuration space including
single-electron excitations from the 1s, 2s, and 2p to the np
up to n = 7 and 3d orbitals. The four-component continuum
orbitals have been obtained as distorted waves within the
potential of the respective ionized atomic state.
All spectra have been constructed by assigning a Gaussian
line shape with a full width at half maximum (FWHM) of




1s−13pαG(ε − εα, γ ), (20)
where G(ε, γ ) = √ln 2/(πγ ) exp(−4 ln 2ε2/γ 2), ε is the ki-
netic energy of the emitted electrons, and εα = E1s−13p − E f
is the Auger electron energy of the channel |α〉. The spectra
were normalized to the peak height at 811.5 eV, and shifted
globally by −5.35 eV (QC I) and −2.45 eV (MCDF) such
that the peak at 811.5 eV is aligned to the experimental data
taken from Kivimäki et al. [69] (see Fig. 4). In addition, the
dominant continuum orbital angular momentum contribution
to the intensity is indicated for each peak. This shows that
the regions 743–765, 765–800, and 800–825 eV correspond
almost exclusively to the emission of s, p, and d waves,
respectively, with the exception that the peaks at 803 and
808 eV lie in the d region but are due to s-wave emission.
Hence, we will refer to these regions as s, p, and d , rather
than using the energies, in what follows.
It is evident from Fig. 2(a) that the normalized AESs
obtained for the H and r−1 couplings are almost indistin-
guishable in the s and d regions. In contrast, the features
in the p region at 771 and 776 eV are enhanced by 10%,
while the small bands in the range 783–788 eV are reduced
by about 40%, if the H coupling terms are included. The
overall effect on the spectrum, however, is still rather small
and neglecting the contributions beyond the r−1 coupling in
the partial rate evaluation seems to be justified in this case.
The comparison with the MCDF data in the d region shows
that the Auger energies and relative intensities are overall
quite well reproduced by our approach. Only the intensities of
two small satellite peaks at 803 and 809 eV are overestimated
and three tiny features around 805.5–807.5 eV are not present
when using our approach. The latter deficiency can be safely
attributed to the smaller configuration space employed in
the QC I scheme as compared to the one used to obtain
the MCDF results in [68]. Looking at the s and p regions,
the Auger energies from the QC model I become slightly but
increasingly blueshifted with respect to the MCDF ones at the
lower-energy flank of the spectrum. The intensities in turn are
considerably overestimated by factors of about 5 and 2 for the
s and p regions, respectively. Note that very similar spectra
are obtained if the RASPT2 energy correction is not used (see
Supplemental Material [77] Fig. S1).
Panels (b) and (c) of Fig. 2 show the integrated decay
rates for the s, p, and d regions evaluated using QC model
I with the r−1 (b) and H (c) couplings, comparing different
approaches to compute the partial decay rates. The respective
spectra are given in Supplemental Material [77] Figs. S2–S7.
The rates were obtained for all combinations of potential
models in Eqs. (7a)–(7e) with the different nonorthogonality
approaches SO, NO, and GS for the continuum orbitals. Since
no absolute rates for the MCDF results are available, these
have been scaled to the total decay rate obtained using the
r−1-V JXf (r)-NO treatment. The data in panels (b) and (c) show
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FIG. 2. (a) Neon 1s−13p AES obtained with the r−1 and H couplings and the NO approach using continuum orbitals generated by the
V JXf (r) potential are shown in comparison to the MCDF results reported by Stock et al. [68]. All spectra are broadened using a Gaussian profile
with an FWHM of 0.1 eV, normalized to the peak at 811.5 eV, and shifted globally to align the 811.5-eV peak with experimental data [69].
The spectra from panel (a) correspond to the NO histograms of the V JXf (r) potential in panels (b) and (c). The vertical lines at the bottom of
panel (a) indicate the predominant continuum orbital angular momentum (l) contribution to each peak. (b), (c) Auger decay rates integrated
over the given energy ranges corresponding to distinct l contributions. The decay rates have been evaluated based on QC model I for the
r−1 (b) and H (c) couplings. The radial continuum functions correspond to the depicted potentials. Nonorthogonality of the continuum and
bound orbitals was treated with the SO, NO, and GS approaches (see text). The MCDF data have been scaled such that the total decay rate
matches the one obtained for the r−1-V JXf (r)-NO approach. For reference, the experimentally determined total rate of 8.08 ± 1.1 × 10−3 a.u.
(0.22 ± 0.03 eV) [89] is depicted as a horizontal dashed line. The gray region indicates the experimental uncertainty.
that the decay rates corresponding to the s, p, and d spectral
regions converge for both couplings as the quality of the
potential is increased from the free-particle approximation
V free to the spherically averaged direct-exchange potential
V JXf (r). The s : p : d ratio obtained from the MCDF spectrum,
however, is not matched. Our approaches systematically over-
estimate the decay rates due to the s and p channels, in line
with the mismatch of intensities unveiled in panel (a).
Prominently, using the approximate r−1 coupling together
with the NO overlap terms leads to an overestimation of the
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s and p regions with respect to the SO results by an order
of magnitude for V free and −1/r, and by factors of 4 and 3
for −6/r. In contrast, employing the SO approximation or
GS orthogonalized continuum orbitals results in more realistic
decay rates. Here, the GS rates reproduce the SO ones for the
d region but are considerably smaller in the s and p regions.
However, when either of the more physically sound potentials
V scrf (r), V
J
f (r), or V
JX
f (r) is used, the choice of the nonorthog-
onality treatment has only a weak influence on the integrated
decay rates. This characteristic is due to the continuum-bound
orbital overlaps that decrease if more realistic potentials are
chosen, causing the NO overlap terms in Eqs. (13), (15),
and (16) as well as the effect of the GS orthogonalization to
become negligible. Adding to this, the general insensitivity of
the d region to the nonorthogonality treatment is explained by
the fact that the overlap of the d continuum waves with the
bound orbitals vanishes independently of the potential model.
The overlap integrals are given in Supplemental Material [77]
Table S1.
Generally, the inclusion of the H coupling, Fig. 2(c),
yields mostly smaller total decay rates and less pronounced
differences between the SO, NO, and GS results. The SO
decay rates are usually the largest when H coupling is applied,
while the NO and GS ones are smaller, underestimating the s
and p regions for V free, −1/r, and −6/r, with respect to SO.
Noteworthy, the huge overestimation due to the combination
of r−1 coupling and NO terms is mitigated completely. The
reason is that the NO contribution to the matrix element is
determined by cancellation effects between different one- and
two-electron NO terms rather than their individual magnitude.
Neglecting the one-electron contributions in r−1 coupling
prohibits this error cancellation, leading to the immense over-
estimation observed for V free, −1/r, and −6/r. Similarly, the
agreement between the GS and NO results for these potentials
is not because the effect of the GS orthogonalization is minute,
but again due to the cancellation.
We conclude the discussion of this figure with the obser-
vation that the total rates obtained with the V Jf (r) and V
JX
f (r)
potentials reproduce the experimentally observed decay rate
[89]. Independent of the chosen approach, the best match
is obtained with the V Jf (r) potential, whereas the V
JX
f (r)
potential leads to slightly underestimated total rates, which
can be attributed to the inclusion of the attractive exchange
term, Eq. (A5). Similarly, we assign the considerable underes-
timation of the total decay rates by the V scrf (r) potential to the
fact that it is more attractive in the core region thanV JXf (r) (see
Fig. 3). The −6/r potential yields total rates and spectra that
are in approximate agreement with those obtained for V Jf (r)
andV JXf (r) apart from the case when r
−1 coupling and the NO
terms are used (spectra in Supplemental Material [77] Figs.
S2–S7). Notably, the total rates obtained in H coupling with
the effective potentials V free and −1/r agree well with the
experimental reference. However, despite the good agreement
in the total rates the spectra for these approaches deviate in
the p region considerably from the ones obtained for the more
accurate potentials (see Supplemental Material [77] Figs. S5–
S7), indicating that this agreement is rather accidental.
To shed light on the influence of different potentials on
the total decay rates and spectra obtained with QC model
I, H coupling, and the NO approach, potentials, radial con-
tinuum functions, and spectra are presented in Fig. 3. Panel
(a) contains the normalized AESs obtained using the po-
tentials −1/r, −6/r, V scrf (r), and V JXf (r). The spectra have
been shifted vertically for the sake of clarity. Shifts and
broadening parameters are the same as in Fig. 2(a). The d
region is represented very well with all potential models,
with the exclusion that the satellite bands at 803 and 808 eV
are barely present when using the −1/r potential. In contrast,
the relative intensities of the s and p regions of the spectra
are strongly affected by the choice of the potential. Here, the
p region consists of two peak groups with different character.
Using the V JXf (r) results as a reference for this discussion, the
peaks around 771 and 776 eV are overestimated by 30% with
V scrf (r), almost reproduced with −6/r and underestimated by
a factor of 4 when using −1/r. In contrast, the bands between
783 and 788 eV behave in an inverse manner. Namely, they
are underestimated by 50% with V scrf (r) and overestimated
by 50% and a factor of 4 with −6/r and −1/r, respectively.
This behavior of the screened and the effective Coulomb
potentials is caused by the fact that V scrf (r) is more attractive
and −1/r as well as −6/r are less attractive than V JXf (r),
as depicted in panels (b)–(d). This trend is solely dictated
by the potential but not the coupling or nonorthogonality
treatment; note the exception of the r−1-NO combination
(see Supplemental Material [77] Figs. S2–S7). Finally, in
the s region, the tighter potential results in larger intensities:
−1/r and −6/r lead to an underestimation by an order of
magnitude and 35%, respectively, whereas V scrf (r) yields an
overestimation by 25%.
For each region, the radial waves and respective potentials,
including the angular momentum term, are shown in panels
(b)–(d) corresponding to the characteristic peaks denoted in
panel (a). Note that the V free and V Jf (r) cases are very similar
to the −1/r and V JXf (r) ones, respectively, and have been
excluded from the discussion of this figure. The respective
spectra are given in Supplemental Material [77] Fig. S7. One
might understand the differences in the sensitivity of the s,
p, and d spectral regions to the potential by comparing the
short-range behavior of the radial waves w f kl (r)/r [Eq. (11a)]
with the electron density that is sharply peaked in the core
region. This suggests that the matrix elements in Eq. (12) are
very sensitive to the description of the continuum orbitals in
this region. It is well known that only the s waves have a con-
siderable contribution at the core, since the radial functions
tend to zero as rl . In fact, the effective radial potential at the
core is dominated by the angular momentum term for l > 0,
meaning that the influence of the present potential models on
the total rates should decrease with increasing l . Regarding
the relative changes of the integrated decay rates within each
region, this is true for H and r−1 coupling, when the NO
overlap terms are included, irrespective of whether the GS
orthogonalization is used in addition or not [Figs. 2(b) and
2(c)]. However, under the SO approximation for r−1 coupling,
the p spectral region is more sensitive to variations in the
potential model than the s region. In fact, for the s waves it is
seen that only the potentialsV scrf (r) andV
JX
f (r) lead to similar
radial waves, the slight differences being due to the fact
that the screening model is too attractive in the core region.
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FIG. 3. (a) Neon 1s−13p AES evaluated using QC scheme I, H coupling, and the NO nonorthogonality treatment with radial continuum
functions corresponding to the given potentials. The spectra are normalized to the peak at 811.5 eV, broadened using a Gaussian FWHM of
0.1 eV, and shifted globally by −5.35 eV. In addition, they have have been shifted vertically by 2.0 [V scrf (r)], 4.0 (−6/r), and 6.0 (−1/r) units
to enhance the visibility. (b–d) Effective radial potentials (dashed) and continuum functions (solid) corresponding to the dominant angular
momentum contribution l = 0, 1, 2 of the peaks (b)–(d) in panel (a) are shown together with the spherically averaged electron densities ρ f (r)
of the respective ionized states. The colors of the radial waves and potentials correspond to the spectra shown in panel (a). At the positions
indicated by the arrows in panels (b)–(d), the radial waves correspond to (top to bottom) V scrf (r), V
JX
f (r), −6/r, and −1/r. In the region of
potential minima, the effective potentials are ordered (from top to bottom) as −1/r, −6/r, V JXf (r), and V scrf (r).
Notably, these slight deviations lead to an underestimation of
the total decay rates obtained with the V scrf (r) potential by
about 25% in comparison to those obtained for V JXf (r) (see
Fig. 2), underlining the sensitivity of the total decay rates to
the choice of the model potential.
The effective Coulomb potential −1/r provides a qualita-
tively incorrect description in both the core and outer regions,
whereas the −6/r potential leads to a sort of compromise in
accuracy. It describes the core region much better than the
−1/r potential but as a tradeoff has an incorrect asymptotic
behavior in the valence region. For all but the r−1-NO ap-
proaches this suffices to predict spectra that are in qualitative
agreement with the ones obtained for V JXf (r), whereas using
the −1/r potential is only justified for the main features of
the d region (see Supplemental Material [77] Figs. S2–S7). If
one is interested in the full spectrum, one should use a model
taking into account the electronic potential of the ionized core,
such as V scr (r), V Jf (r), or V
JX
f (r).
Summarizing the discussion up to this point, it seems that
satisfactory total decay rates and AESs are only obtained
with the potentials V Jf (r) and V
JX
f (r). Further, employing r
−1
coupling and the SO approximation seems to be very well jus-
tified for these models and we will use these in the comparison
against experimental data below. Generally, special caution
has to be taken with the inclusion of the NO overlap terms for
simple potential models. While the results obtained using H
coupling greatly profit from error cancellation, this is not the
case for r−1 coupling, where the NO terms strongly emphasize
the deficiencies of an approximate potential. In addition, it
remains to be clarified whether these cancellation effects are
a general feature or a peculiarity of the neon 1s −13p AES.
B. Comparison to experimental data
In this section, the comparison of our theoretical results to
the experimental data in the full spectral range is presented. In
addition, to unravel the influence of the underlying QC onto
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FIG. 4. Comparison of experimental and theoretical neon
1s−13p AES obtained based on the QC schemes I–III with the
r−1-V JXf (r)-SO method. The spectra obtained with QC I, II, and III
have been shifted by −5.35, −4.75, and −5.18 eV, respectively, to
align the peak at 811.5 eV with the experimental data in panel (a). To
account for the different line shapes of the experimental spectra that
have been digitalized from [69] (a) and [70] (b), broadening with a
Gaussian FWHM of 0.25 and 0.77 eV was used in panels (a) and (b),
respectively. Further, the spectra have been normalized individually
to the peaks at 811.5 eV (a) and 776 eV (b).
the AES, we discuss spectra obtained with the QC schemes
I–III as described in Table I. The QC model II, which is
more sophisticated than QC I, contains an uncontracted s basis
and accounts for scalar relativistic effects, whereas QC III
employs an active space larger than in QC I.
To the best of our knowledge, no experimental Auger
emission spectrum of the neon 1s −13p resonance that covers
the full spectral range presented in Figs. 2 and 3 has been
published to date. Hence, in Fig. 4 the spectra obtained with
the QC models I–III and the r−1-V JXf (r)-SO approach are
compared against experimental data taken from Kivimäki
et al. [69], for the d region (a), and Yoshida et al. [70], for the s
and p regions (b). Note that the H-V JXf -NO approach does not
lead to a considerable improvement of the agreement with the
experimental data, as shown in Supplemental Material [77]
Fig. S9. The spectra have been shifted by −5.35, −4.75, and
−5.18 eV for QC models I, II, and III to align the peaks at
811.5 eV. In panel (a), the spectra have been broadened using
a Gaussian profile with an FWHM of 0.25 eV, corresponding
to the line shape of the peak at 806.5 eV in the experimental
spectrum. Further, in panel (b) a Gaussian FWHM of 0.77 eV
was chosen to represent the shape of the high-energy flank
of the asymmetric peak at 778.5 eV in the experimental
spectrum. Additionally, the spectra have been normalized to
the heights of the main peaks at 811.5 eV (a) and 776 eV (b).
Finally, the experimental data have been recorded at angles of
54.7◦ (a) and 56◦ (b) to the polarization vector. Data for these
angles have been chosen to rule out anisotropy effects, which
makes the comparison with our angle integrated spectra easier.
Panel (a) shows that the agreement between the experi-
mental and the theoretical spectra is fairly good. In fact, the
relative energetic positions and intensities of the main peaks
are reproduced quite well. However, smaller satellite peaks at
803 and 808.2 eV are blueshifted by about 0.5 eV. Generally,
the agreement between theory and experiment is worse for the
smaller features, although an unambiguous assignment is still
possible. Using the uncontracted s basis and including scalar
relativistic effects in QC II does not influence the resulting
spectrum. In turn, the larger active space incorporated in the
QC scheme III leads to a better reproduction of some tiny
features at 806.4, 807.5, and 808.8 eV. The blueshifts of the
peaks already present with QC I and II are not affected, when
employing QC III.
The comparison of the spectra covering the s and p regions
with the experimental data is shown in panel (b). Here,
the overall agreement is worse than in panel (a) concerning
both the relative intensities and energetic positions of the
peaks. Regarding the offset in energies, the low-energy part
corresponds to transitions to the highest excited states of
the ionic manifold, the energies of which are progressively
overestimated. This is a typical situation when a smaller part
of the electron correlation is recovered for the higher-lying
states. Specifically, the positions of the peaks around 783
and 788 eV are reproduced well by all methods, while the
intensity of the former, small peak is overestimated. Further,
the peaks at 771 and 776 eV are redshifted by about 2 eV,
and the relative intensity of the former is overestimated by
approximately 30% (QC I and II) and 15% (QC III). Finally,
the peaks at 745 eV and around 751 eV, corresponding to the
s region, are redshifted by 5 eV (QC I–III) and 4 eV (QC
I and II) or 5 eV (QC III), respectively. The intensities of
these peaks are overestimated by about 30% with respect to
the experimental data. Hence, in the s and p regions, our
results agree better with the experimental reference than with
the MCDF spectrum. The total decay rates, however, are not
visibly altered by the choice of either of the QC schemes I, II,
or III (see Supplemental Material [77] Fig. S8).
To wrap up this discussion, we conclude that the RASSCF
and RASPT2 electronic structure method combined with the
r−1-V JXf -SO approach to construct continuum orbitals and
evaluate the transition matrix elements provides Auger ener-
gies and intensities for the decay of the neon 1s −13p reso-
nance of a similar quality as those obtained in [68] with the
MCDF approach. In particular, a straightforward assignment
of experimental results is possible. Further, the inclusion of
scalar relativistic effects into the one-component electronic
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structure of the bound states has no notable influence on
the spectra, while a large active space is necessary only to
reproduce minor satellite features.
VI. CONCLUSIONS AND OUTLOOK
In this paper, we have demonstrated an approach to the
evaluation of autoionization rates on the example of the Auger
decay from the neon 1s −13p resonance. The suggested proto-
col is based on the RASSCF and RASPT2 methods to evaluate
the bound-state wave functions and energies, supplemented by
a single-channel scattering model for the outgoing electron.
Here, the single-center approximation is introduced to reduce
the continuum orbital problem to the radial dimension by
averaging over the angular structure of the ionized electron
density. To model the true radial potential, six different mod-
els, V free, −1/r, −6/r, V scrf (r), V Jf (r), and V JXf (r), have been
discussed. Further, three different ways to account for the
nonorthogonality of the continuum and bound orbitals, SO,
NO, and GS, as well as the effect of using complete, H,
or approximate, r−1, coupling in the partial rate evaluation
have been investigated. All combinations of these sum up to
36 different variants to evaluate partial autoionization rates
for an underlying bound-state QC calculation and have been
implemented in a stand-alone program.
Here we compared all these approaches with respect to
their ability to reproduce the experimental [69,70] as well
as theoretical AES obtained at the fully relativistic MCDF
level [68]. The applied quantum chemistry protocol allows
for a fairly good reproduction of the transition energies if
compared to the theoretical reference and experiments. How-
ever, intensities are more difficult to reproduce. Here, the
quality of the continuum orbital was shown to be the most
important issue as it strongly influences the obtained AESs.
Especially the core part of the ionic potential is of importance
for AES. The effect of the potential is closely connected to
the angular momentum of the outgoing electron as it governs
the extent of the continuum orbital into the core region. For
instance, we found that the d region of the spectrum is rather
insensitive to the choice of the model potential, whereas the
s and p regions require one to use one of the potentials
V scrf (r), V
J
f (r), and V
JX
f (r). Still, the MCDF intensities can
only be reproduced in the d region of the spectrum, while
they are overestimated in the s and p parts. Further, the
free-particle model and the asymptotic Coulomb potential
−1/r fail to reproduce the complete spectrum. Interestingly,
inclusion of the NO terms in addition to using r−1 coupling
in the SO approximation does not in general lead to improved
spectra, but rather strongly emphasizes the deficiencies of the
V free, −1/r, and −6/r potentials. Due to pronounced error
cancellation, however, this is diminished to a large extent
if the H coupling is used with the NO terms. Remarkably,
the effective −6/r potential yields qualitative agreement with
the spectra obtained using the more accurate potentials for
all approaches but the aforementioned combination of r−1
coupling and NO terms. In contrast, the spectra obtained with
V scrf (r), V
J
f (r), and V
JX
f (r) are weakly affected by the choice
of both the coupling and nonorthogonality treatment. Since
it remains unclear whether the cancellation effects observed
when using H coupling with the NO terms are a general
feature, or a peculiarity of the neon AES, the NO terms should
only be employed with caution. Generally, they should only
be used if the descriptions of the potential and radial waves
are sufficiently accurate. When dealing with approximate
potentials, however, our results suggest to employ the SO or
GS approaches, that seem to be less sensitive to the quality of
the continuum orbital. In addition, due to the computational
simplicity, the SO approximation could be preferred.
The comparison with experimentally obtained spectra us-
ing the r−1-V JXf (r)-SO approach demonstrated the ability of
the present method to accurately predict the neon 1s −13p
AES, allowing a straightforward assignment of the experi-
mental data. Interestingly, the general structure of the spec-
trum can be already reproduced quite well using a rather small
active space, and is not sensitive to the inclusion of scalar rela-
tivistic effects. The best agreement with the experimental data
is achieved by using a larger active space, including additional
excitations to 3d , 5s, 5p, 6s, and 6p orbitals together with
the spherically averaged direct exchange potential V JXf (r). In
addition our approach not only reproduces the experimentally
measured AESs but the total decay rates of the neon 1s −13p
resonance as well, when the potentials −6/r, V Jf (r), and
V JXf (r) are used. Since using the screened charge potential
V scrf (r) leads to notably underestimated absolute rates and
is not computationally cheaper than using either V Jf (r) or
V JXf (r), providing a better accuracy, the latter two should be
preferred.
Molecular systems can be treated with the presented
method as well; however, in this case the molecular continuum
has to be approximated by a single-centered spherically sym-
metric model. To keep the errors due to this approximation as
small as possible, our findings suggest to use the r−1 coupling
together with the SO approximation to evaluate molecular
AIS. The potentials should be modeled using either the direct
V Jf (r) or direct-exchange V
JX
f (r) variant. The applicability of
these approximations has to be tested for the molecular case.
Currently our code is interfaced to the
MOLCAS/OPENMOLCAS as well as to the GAUSSIAN program
packages, allowing one to evaluate PES and AIS based on
bound-state calculations conducted with the RASSCF and
RASPT2 [65] as well as the linear-response time-dependent
density functional theory method [90]. A paper discussing the
applicability of the present models to treat molecular systems
will follow.
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APPENDIX A: OBTAINING THE MODEL POTENTIALS
For the state-dependent models, Eqs. (7c)–(7e), the central
quantity is the spherically averaged electron density of the
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ionized state:




ρ f (r) d. (A1)
It determines the potentials in the following way. The screened
charge Zf (r) in Eq. (7c) is evaluated as the difference between
the nuclear charge Z and the integrated number of electrons
present in a sphere with radius r around the atom:





Further, the direct Coulomb potential of the ionized states
in Eqs. (7d) and (7e) is the electrostatic potential of the
spherically averaged electron density ρ f (r):







r′′ρ f (r′′)dr′′. (A3)
Jf (0) is defined by the asymptotic value of the integral over







r′′ρ f (r′′)dr′′. (A4)
Finally, a radial Slater-type exchange [73],









APPENDIX B: COUPLING MATRIX ELEMENTS
The total Auger transition matrix element AσM
+
iα =
















∣∣M+,qiα 〉︸ ︷︷ ︸
SO
+〈ψα,σ ∣∣̃1,M+iα 〉 +
r−1 coupling︷ ︸︸ ︷〈
ψα,σ




Here the contributions corresponding to the SO approximation, the NO terms, and the r−1 coupling have been indicated. If the
GS approach is used, |ψα,σ 〉 is replaced by




∣∣ψα,σ 〉∣∣ϕ+i,σi 〉. (B2)
The conjugated one- and two-electron Dyson orbitals are defined as
∣∣̃1,M+iα 〉 = Norb∑
q,s,t
〈ϕ+q |h|ϕs〉〈+f ,M+ |(a+q )†asat |i
〉∣∣ϕt 〉 (B3)
and



















as2as1at |i〉|ϕt 〉. (B4)
Note that the sum of both terms, which occurs when the H coupling is used, takes the simple form∣∣̃1,M+iα 〉 + ∣∣̃2,M+iα 〉 = E f ∣∣M+iα 〉, (B5)
as demonstrated in [76], if the Hamiltonian eigenvalue equation H|+f ,M+〉 = E f |+f ,M+〉 is used. However, as detailed in the
Supplemental Material [77] Sec. II, both approaches are strictly equivalent only if the occupied spin orbitals of the bound
ionized and un-ionized wave functions span the same space. This is generally also not fulfilled for RASSCF orbitals if separate
SCF procedures are used to obtain ionized and un-ionized states since the respective transformation properties between orbitals
from different subspaces are lost. Moreover, the formulation of [76] cannot be applied to the r−1 coupling case whereas our
formulation can.
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[8] P. Slavíček, N. V. Kryzhevoi, E. F. Aziz, and B. Winter, J. Phys.
Chem. Lett. 7, 234 (2016).
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Abstract
In this contribution we present a protocol to evaluate partial and total Auger decay rates com-
bining the restricted active space self-consistent field electronic structure method for the bound
part of the spectrum and numerically obtained continuum orbitals in the single-channel scattering
theory framework. On top of that, the two-step picture is employed to evaluate the partial rates.
The performance of the method is exemplified for the prototypical Auger decay of the neon 1s−13p
resonance. Different approximations to obtain the continuum orbitals, the partial rate matrix
elements, and the electronic structure of the bound part are tested against theoretical and experi-
mental reference data. It is demonstrated that the partial and total rates are most sensitive to the
accuracy of the continuum orbitals. For instance, it is necessary to account for the direct Coulomb
potential of the ion for the determination of the continuum wave functions. The Auger energies
can be reproduced quite well already with a rather small active space. Finally, perspectives of the
application of the proposed protocol to molecular systems are discussed.
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I. ADDITIONAL DATA
Here we supply data that were not included in the main text. All abbreviations and
naming conventions that have been introduced in the main text are used here without
further reiteration.
potential (b), l = 0 (c), l = 1 (d), l = 2
V free 7.46× 10−6 1.14× 10−4 7.38× 10−27
−1/r 7.45× 10−6 9.34× 10−5 1.43× 10−26
−6/r 2.65× 10−6 1.83× 10−5 6.39× 10−27
V scrf (r) 4.54× 10−7 3.90× 10−6 3.40× 10−26
V Jf (r) 3.45× 10−7 3.38× 10−6 3.61× 10−26
V JXf (r) 1.05× 10−8 7.64× 10−7 3.79× 10−26
TABLE S1. Representative absolute values of continuum-bound overlap integrals for the peaks
(b)-(d) from Fig. 3 of the main text. The data has been evaluated using QC scheme I. Shown
are the overlap of the continuum orbitals corresponding to the indicated potentials and l quantum
numbers with the Dyson orbitals for the respective transition. They have been evaluated as:∑l
m=−l | 〈ψα|Φiα〉 |; note that compound index α contains m in it. The summation over the spin
























V JXf (r) - pt2
V JXf (r) - scf
Kinetic Energy (eV)
FIG. S1. Comparison of the r−1-V JXf (r)-NO spectra evaluated using QC scheme I with the RASPT2
correction (pt2) and using the uncorrected RASSCF energies (scf). For reference the MCDF
spectrum is shown as well. All spectra are broadened using a Gaussian with an FWHM of 0.1 eV,
normalized to the peak at 811.5 eV and shifted globally by −5.35 eV (pt2), −6.75 eV (scf), and
−2.45 eV (MCDF).
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FIG. S2. Spectra obtained for the depicted potentials, using QC scheme I, r−1 coupling and the SO
approximation. All spectra are broadened using a Gaussian with an FWHM of 0.1 eV, normalized
to the peak at 811.5 eV and shifted globally by −5.35 eV. For clarity, the spectra obtained with
the potentials V scrf (r), V
J
f (r) , and V
JX
f (r) have been shifted additionally by ∆ = −0.5 eV with































FIG. S3. Spectra obtained for the depicted potentials, using QC scheme I, r−1 coupling and the
GS approach. All spectra are broadened using a Gaussian with an FWHM of 0.1 eV, normalized
to the peak at 811.5 eV and shifted globally by −5.35 eV. For clarity, the spectra obtained with
the potentials V scrf (r), V
J
f (r) , and V
JX
f (r) have been shifted additionally by ∆ = −0.5 eV with
respect to the data corresponding to V free, −1/r, and −6/r.
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FIG. S4. Spectra obtained for the depicted potentials, using QC scheme I, r−1 coupling and the
NO approach. All spectra are broadened using a Gaussian with an FWHM of 0.1 eV, normalized
to the peak at 811.5 eV and shifted globally by −5.35 eV. For clarity, the spectra obtained with
the potentials V scrf (r), V
J
f (r) , and V
JX
f (r) have been shifted additionally by ∆ = −0.5 eV with
respect to the data corresponding to V free, −1/r, and −6/r.
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FIG. S5. Spectra obtained for the depicted potentials, using QC scheme I, H coupling and the SO
approximation. All spectra are broadened using a Gaussian with an FWHM of 0.1 eV, normalized
to the peak at 811.5 eV and shifted globally by −5.35 eV. For clarity, the spectra obtained with
the potentials V scrf (r), V
J
f (r) , and V
JX
f (r) have been shifted additionally by ∆ = −0.5 eV with




























FIG. S6. Spectra obtained for the depicted potentials, using QC scheme I, H coupling and the GS
approach. All spectra are broadened using a Gaussian with an FWHM of 0.1 eV, normalized to
the peak at 811.5 eV and shifted globally by −5.35 eV. For clarity, the spectra obtained with the
potentials V scrf (r), V
J
f (r) , and V
JX
f (r) have been shifted additionally by ∆ = −0.5 eV with respect
to the data corresponding to V free, −1/r, and −6/r.
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FIG. S7. Spectra obtained for the depicted potentials, using QC scheme I, H coupling and the NO
approach. All spectra are broadened using a Gaussian with an FWHM of 0.1 eV, normalized to
the peak at 811.5 eV and shifted globally by −5.35 eV. For clarity, the spectra obtained with the
potentials V scrf (r), V
J
f (r) , and V
JX
f (r) have been shifted additionally by ∆ = −0.5 eV with respect































r−1uvPotential: V JXf (r)
QC IIIQC IIQC I
FIG. S8. Comparison of the neon 1s−13p Auger decay rates integrated over the given spectral
regions. The partial rates have been obtained based on the QC schemes I,II and III using the
r−1 coupling, the V JXf (r) potential, and either of the NO or SO nonorthogonality approaches. For
reference, the experimental (8.08± 1.1× 10−3 a.u. [1]) value of the total Auger decay rate is given.
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FIG. S9. Comparison of experimental and theoretical neon 1s−13p AES obtained based on the QC
schemes I - III with the H-V JXf (r)-NO method. The spectra obtained with QC I, II, and III have
been shifted by −5.35 eV, −4.75 eV, and −5.18 eV, respectively, to align the peak at 811.5 eV with
the experimental data in panel (a). To account for the different lineshapes of the experimental
spectra that have been digitalized from [2], panel (a), and [3] in panel (b), broadening with a
Gaussian FWHM of 0.25 eV and 0.77 eV was used in panels (a) and (b), respectively. Further, the
spectra have been normalized individually to the peaks at 811.5 eV (a) and 776 eV (b).
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II. THE EVALUATION OF THE NO CORRECTION TERMS
In Ref. 4, Manne and Ågren have described a general way to compute the Auger transition
matrix elements, based only on the fundamental assumption that the involved wave functions
can be written as linear combinations of Slater determinants, that are in turn constructed
out of a set of orthonormal orbitals. In brief, using the same notation as in the main text
their results can be summarized as follows:





















. These are defined by acting with the creation









. We shall not discuss the summation of different spins here and
thus drop the spin indices completely in what follows. The Auger matrix element for one























Now, they suppose that
〈
Ψ+f







∣∣ Ef together with the definition of the energy of the














To obtain a practically useful equation, the Hamiltonian and annihilation operator need to be
expressed in the basis of the ionized and unionized states: These basis functions are the spin
orbitals {ϕs} and {ϕ+q } corresponding to |Ψi〉 and
∣∣Ψ+f
〉
. In the RASSCF family of methods,
these are defined as the eigenfunctions of effective Fockians F and F+, corresponding to the
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unionized and ionized states:








To continue, one has to assume that the Fockians are constructed from a complete basis,
and that their spectrum of eigenfunctions and eigenvalues comprises a bound and a contin-









〈ψα|ϕ(s)〉 a(s)ds . (S6)
Where the greek and latin indices indicate the continuous and discrete part of the spectrum
of F . As a compromise, the abbreviated sum + integral notation employs the latin index in
a functional dependence. Note that the discrete and continuous eigenfunctions can always
be clearly distinguished, because the former are square integrable functions, while the latter
are not, i.e. they fulfill the normalization relation:





δ(εr − εs) continuous spectrum
(S7)
Since both basis are complete and can be converted into each other, it is convenient to express




















Where the operators act as (a+(q))† |0〉 =
∣∣ϕ+(q)
〉





























[aα, a(q)]+ = 0, (S13)
[a(t), a(s)]+ = 0, (S14)


























Finally, one uses the fact that by definition the states |Ψi〉 and
∣∣Ψ+f
〉
are purely bound states.
Consequently, any continuum annihilation operator applied to these states produces zeros,
i.e. a(s) |Ψi〉 = 0 and
〈
Ψ+f
∣∣ a+(q)† = 0, if the operators correspond to the continuum. This




































where we have used the expansion (S6), again reduced to the discrete part. This is the
celebrated result of Manne and Åberg [4]. Using the definitions for the Dyson orbital |Φiα〉
and the two-electron reduced transition density |Ξqiα〉 in Eqs. (15) and (18), the matrix












− εα 〈ψα|Φiα〉 . (S17)
While this formulation is straightforwardly derived, subtle problems are encountered in
the actual evaluation of the term that arises due to the nonorthogonality of the continuum
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and bound orbitals of the unionized system, i.e. the NO term εα 〈ψα|Φiα〉. In our imple-
mentation, we derived all matrix elements in first quantization using Löwdin’s calculus for
transition matrix elements between Slater determinants in a nonorthogonal basis [5]. Nat-
urally, this formalism cannot make use of elegant simplifications by using the commutation
relations as in Eq. (S3) to reexpress the matrix elements. However, one can of course relate
the determinant based first quantized formalism to the second quantized one as was done
in the Theory section of this paper. It is possible to rearrange the NO-terms in such a way

















































Note that two first sums in the parentheses correspond to Hamiltonian matrix H̃ in the
mixed basis. Here, the limit Noccorb indicates that the summation is carried out only over
orbitals ϕs, ϕ
+
q that may be occupied in the states |Ψi〉 and
∣∣Ψ+f
〉
, respectively. That is





















Here, however, one has to take into account all, i.e. occupied and virtual orbitals: Norb =
Noccorb + N
virt
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In Eq. (S18), however, the summation spans only the space of the occupied unionized orbitals










































. The only exceptions to this rule are
cases, when the occupied orbitals used for the ionized and unionized states span the same
Hilbert space. Two particular cases, where this is true are Full-CI calculations and calcula-
tions in frozen orbital approximation, where the ionized wave functions are obtained using
the unionized orbital basis, or vice-versa.
In brief this can by summarized in the following statements: Due to the fact that the
wave functions for the bound ionized and unionized states are obtained in independent
RASSCF calculations, these wave functions generally belong to different Hilbert spaces. A
consequence of this is that the NO terms evaluated using the second quantization approach







the ones evaluated using the approach presented in the main text in Eqs. (12)-(18). These
two approaches give equal results only, if wave functions actually span the same space, e.g., in
full CI approach or using the frozen orbital approximation. Further, the eigenvalue equation
can in principle only be used, if the coupling Hamiltonian is the same as the one used in the
wave function optimization. This regards especially perturbative energetic corrections, or
the inclusion of scalar relativistic effects, which are often included in the SCF procedures,
but in our case not in the evaluation of the coupling matrix element. For the decay of the
neon 1s−13p resonance, evaluated using QC scheme I with and without RASPT2 corrected
energies, the difference between both approaches is indicated in Fig. S10. The integrated
decay rates evaluated using the RASPT2 corrected and the original RASSCF state energies,
do not visibly differ, indicating, that the pt2 terms can in this case be neglected from the
coupling Hamiltonian.
12
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FIG. S10. Comparison of the neon 1s−13p Auger decay rates integrated over the given spectral
regions. Data in(a) and (b) were obtained using the underlying QC scheme I, with and without
the RASPT2 correction. The partial rates have been obtained using the H coupling, all potential
models and either the NO approach as discussed in the main text of the paper and in Eq. (S18)
(NO), or the one suggested in Ref. 4, corresponding to Eq. (S3) (Manne). For reference, the
experimental (8.08± 1.1× 10−3 a.u. [1]) value of the total Auger decay rate is given.
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III. BASIS SETS
• QC I: (22s17p12d11f)/[7s6p3d2f]
Ne S
166165.08 0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000 0.0000
23107.524 0.0004 -0.0001 0.0000 -0.0000 0.0000 -0.0000 0.0000
5060.1539 0.0022 -0.0005 0.0001 -0.0000 0.0000 -0.0001 0.0001
1384.6123 0.0096 -0.0024 0.0004 -0.0001 0.0000 -0.0004 0.0004
436.51258 0.0351 -0.0089 0.0015 -0.0004 0.0001 -0.0015 0.0016
153.47148 0.1049 -0.0277 0.0046 -0.0012 0.0002 -0.0047 0.0049
59.389087 0.2385 -0.0693 0.0117 -0.0031 0.0006 -0.0120 0.0124
24.861967 0.3704 -0.1311 0.0220 -0.0057 0.0012 -0.0222 0.0230
11.015704 0.3054 -0.1662 0.0309 -0.0082 0.0017 -0.0325 0.0341
4.9651750 0.0832 -0.0071 0.0015 -0.0002 0.0000 -0.0008 0.0021
1.9365030 0.0033 0.4415 -0.0849 0.0220 -0.0045 0.0894 -0.0982
0.76572800 0.0007 0.5713 -0.1913 0.0547 -0.0118 0.2388 -0.2584
0.29553800 -0.0001 0.1218 -0.1230 0.0394 -0.0132 0.1114 -0.0841
0.10343800 0.0002 -0.0130 0.1017 -0.0460 0.0066 -0.7688 1.0169
0.06564559 -0.0002 0.0089 0.3612 -0.1964 0.0610 -0.8099 0.6778
0.02462393 0.0001 -0.0035 1.2334 -0.8336 0.8883 1.8774 -3.0894
0.01125334 -0.0001 0.0036 -0.6690 0.9454 -1.8079 -0.0414 1.6952
0.00585838 0.0002 -0.0040 -0.5411 0.9891 -1.3819 -0.9776 3.4980
0.00334597 -0.0002 0.0044 0.6793 -0.4056 2.9154 0.1501 -5.6430
0.00204842 0.0002 -0.0041 -0.0644 0.1257 -0.3728 -1.7904 1.0781
0.00132364 -0.0001 0.0023 0.0417 -0.0656 0.2021 2.0906 0.9034
0.00089310 0.0000 -0.0006 -0.0258 0.0241 -0.1583 0.1710 0.6692
Ne P
234.94500 0.0018 -0.0002 0.0000 -0.0000 0.0004 -0.0003
55.077385 0.0143 -0.0017 0.0001 -0.0003 0.0028 -0.0026
17.389549 0.0653 -0.0081 0.0004 -0.0015 0.0129 -0.0121
6.3895370 0.1918 -0.0246 0.0011 -0.0045 0.0398 -0.0377
2.5420820 0.3494 -0.0492 0.0022 -0.0091 0.0823 -0.0793
1.0337640 0.3958 -0.0562 0.0025 -0.0101 0.0943 -0.0900
0.41878800 0.2048 -0.0311 0.0026 -0.0070 0.0292 -0.0140
0.16462700 0.0139 0.1027 -0.0123 0.0127 -0.3868 0.3837
0.05761900 0.0095 0.2481 -0.0285 -0.0296 -1.3944 1.3447
0.04233528 -0.0113 0.3076 -0.0647 0.2715 1.0749 -1.1970
0.01925421 0.0063 0.8708 -0.1525 0.5566 0.9404 -1.1293
0.00998821 -0.0075 -0.5514 0.4601 -1.5324 -0.4657 0.9914
0.00568936 0.0095 -0.1837 0.4750 -0.6211 -0.2237 1.3645
0.00347568 -0.0102 -0.1157 0.2575 1.2679 0.0567 -2.0164
0.00224206 0.0083 0.2662 -0.0324 0.5138 -0.6760 -0.0023
0.00151064 -0.0047 -0.0682 0.0319 0.2608 -0.1087 -0.6459
0.00105475 0.0013 -0.0217 -0.0090 -0.3426 1.2059 1.6974
Ne D
6.4200000 0.0002 -0.0016 0.0020
2.2470000 0.0007 -0.0046 0.0058
0.78645000 0.0034 -0.0260 0.0340
0.275257500 0.0042 -0.0365 0.0489
0.16329773 0.0195 -0.1902 0.2497
0.06054020 0.0894 -0.5041 0.5975
0.02744569 0.3365 -0.1129 -0.1793
0.01420440 0.4900 0.0937 -0.5889
0.00807659 0.1965 0.1198 -0.1697
0.00492719 0.0129 0.2599 0.4914
0.00317481 -0.0284 0.2720 0.3012
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• QC II: (22s17p12d11f)/[22s6p3d2f]-rcc
Ne S
166165.08 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
23107.524 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
5060.1539 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1384.6123 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
436.51258 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
153.47148 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
59.389087 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
24.861967 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11.015704 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4.9651750 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.9365030 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.76572800 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.29553800 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.10343800 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.06564559 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.02462393 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.01125334 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0
0.00585838 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0
0.00334597 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0
0.00204842 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0
0.00132364 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0
0.00089310 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
Ne P
234.94500 0.0018637129 -0.0002325222 0.0000107091 -0.0000429907 0.0003738603 -0.0003517440
55.077385 0.0144368802 -0.0017603337 0.0000805393 -0.0003240015 0.0028269923 -0.0026522743
17.389549 0.0655455723 -0.0081059303 0.0003802324 -0.0015003783 0.0129611220 -0.0121016505
6.3895370 0.1919505918 -0.0246273668 0.0011183944 -0.0045294322 0.0398964111 -0.0377131548
2.5420820 0.3493936429 -0.0492170997 0.0022603113 -0.0091034183 0.0822657993 -0.0793181401
1.0337640 0.3956032309 -0.0561815168 0.0025468717 -0.0101499112 0.0943376692 -0.0899698274
0.41878800 0.2047389632 -0.0310120557 0.0026180533 -0.0069506079 0.0290727168 -0.0138380624
0.16462700 0.0138949272 0.1023512480 -0.0123569722 0.0126714756 -0.3869789499 0.3837973808
0.05761900 0.0093620053 0.2505761725 -0.0284266987 -0.0301358904 -1.3945339063 1.3434793957
0.04233528 -0.0111611841 0.3042531367 -0.0657160178 0.2725443581 1.0754321215 -1.1958775614
0.01925421 0.0061177004 0.8724225945 -0.1531717163 0.5562091504 0.9401891546 -1.1295873123
0.00998821 -0.0071209447 -0.5528054898 0.4603629211 -1.5319718069 -0.4659020697 0.9925670366
0.00568936 0.0091045317 -0.1798678725 0.4759377271 -0.6216710256 -0.2232771060 1.3622486397
0.00347568 -0.0097318352 -0.1189668097 0.2570227575 1.2685463019 0.0562993054 -2.0141040571
0.00224206 0.0079224405 0.2686353415 -0.0323894548 0.5133406889 -0.6755011942 -0.0041620579
0.00151064 -0.0044646463 -0.0696963916 0.0317415552 0.2609943268 -0.1088498576 -0.6447441951
0.00105475 0.0012792313 -0.0212088242 -0.0088902706 -0.3425688911 1.2056376298 1.6972415185
Ne D
6.4200000 0.0002327144 -0.0015610076 0.0020109806
2.2470000 0.0007463332 -0.0045587641 0.0057582120
0.78645000 0.0034266133 -0.0259142298 0.0340449112
0.27525750 0.0042948074 -0.0367084557 0.0484963240
0.16329773 0.0193393737 -0.1898629249 0.2501956316
0.06054020 0.0900242792 -0.5043133352 0.5972605729
0.02744569 0.3346702372 -0.1128353381 -0.1792156753
0.01420440 0.4932777735 0.0939364131 -0.5887038263
0.00807659 0.1921250090 0.1193953290 -0.1703931380
0.00492719 0.0170430431 0.2603482660 0.4920300727
0.00317481 -0.0309291251 0.2717510449 0.3008438462














8. Peer reviewed publications
149
• QC III: (22s17p12d11f)/[9s8p5d4f]
Ne S
166165.08 0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000 0.0000 0.0000 -0.0000
23107.524 0.0004 -0.0001 0.0000 -0.0000 0.0000 -0.0000 0.0000 0.0000 -0.0000
5060.1539 0.0022 -0.0005 0.0001 -0.0000 0.0000 -0.0001 0.0001 0.0000 -0.0000
1384.6123 0.0096 -0.0024 0.0004 -0.0001 0.0000 -0.0004 0.0004 0.0000 -0.0000
436.51258 0.0351 -0.0089 0.0015 -0.0004 0.0001 -0.0015 0.0016 0.0001 -0.0001
153.47148 0.1049 -0.0277 0.0046 -0.0012 0.0002 -0.0047 0.0049 0.0003 -0.0003
59.389087 0.2385 -0.0693 0.0117 -0.0031 0.0006 -0.0120 0.0124 0.0009 -0.0008
24.861967 0.3704 -0.1311 0.0220 -0.0057 0.0012 -0.0222 0.0230 0.0016 -0.0014
11.015704 0.3054 -0.1662 0.0309 -0.0082 0.0017 -0.0325 0.0341 0.0024 -0.0023
4.9651750 0.0832 -0.0071 0.0015 -0.0002 0.0000 -0.0008 0.0021 -0.0003 0.0005
1.9365030 0.0033 0.4415 -0.0849 0.0220 -0.0045 0.0894 -0.0982 -0.0058 0.0047
0.76572800 0.0007 0.5713 -0.1913 0.0547 -0.0118 0.2388 -0.2584 -0.0199 0.0193
0.29553800 -0.0001 0.1218 -0.1230 0.0394 -0.0132 0.1114 -0.0841 -0.0056 0.0006
0.10343800 0.0002 -0.0130 0.1017 -0.0460 0.0066 -0.7688 1.0169 0.0540 -0.0178
0.06564559 -0.0002 0.0089 0.3612 -0.1964 0.0610 -0.8099 0.6778 0.1659 -0.2089
0.02462393 0.0001 -0.0035 1.2334 -0.8336 0.8883 1.8774 -3.0894 -0.4864 0.5907
0.01125334 -0.0001 0.0036 -0.6690 0.9454 -1.8079 -0.0414 1.6952 -0.5593 0.0109
0.00585838 0.0002 -0.0040 -0.5411 0.9891 -1.3819 -0.9776 3.4980 3.7655 -1.8740
0.00334597 -0.0002 0.0044 0.6793 -0.4056 2.9154 0.1501 -5.6430 -3.7723 -2.7701
0.00204842 0.0002 -0.0041 -0.0644 0.1257 -0.3728 -1.7904 1.0781 -1.8134 20.6876
0.00132364 -0.0001 0.0023 0.0417 -0.0656 0.2021 2.0906 0.9034 2.0417 -30.2943
0.00089310 0.0000 -0.0006 -0.0258 0.0241 -0.1583 0.1710 0.6692 1.1648 14.1291
Ne P
234.94500 0.0018 -0.0002 0.0000 -0.0000 0.0004 -0.0003 0.0000 -0.0000
55.077385 0.0143 -0.0017 0.0001 -0.0003 0.0028 -0.0026 0.0002 -0.0002
17.389549 0.0653 -0.0081 0.0004 -0.0015 0.0129 -0.0121 0.0007 -0.0008
6.3895370 0.1918 -0.0246 0.0011 -0.0045 0.0398 -0.0377 0.0022 -0.0022
2.5420820 0.3494 -0.0492 0.0022 -0.0091 0.0823 -0.0793 0.0042 -0.0047
1.0337640 0.3958 -0.0562 0.0025 -0.0101 0.0943 -0.0900 0.0051 -0.0044
0.41878800 0.2048 -0.0311 0.0026 -0.0070 0.0292 -0.0140 0.0031 -0.0059
0.16462700 0.0139 0.1027 -0.0123 0.0127 -0.3868 0.3837 -0.0293 0.0399
0.05761900 0.0095 0.2481 -0.0285 -0.0296 -1.3944 1.3447 -0.1268 0.0159
0.04233528 -0.0113 0.3076 -0.0647 0.2715 1.0749 -1.1970 0.1017 0.1029
0.01925421 0.0063 0.8708 -0.1525 0.5566 0.9404 -1.1293 0.2895 -0.7123
0.00998821 -0.0075 -0.5514 0.4601 -1.5324 -0.4657 0.9914 -0.0079 1.3222
0.00568936 0.0095 -0.1837 0.4750 -0.6211 -0.2237 1.3645 -1.6572 -2.1903
0.00347568 -0.0102 -0.1157 0.2575 1.2679 0.0567 -2.0164 1.8177 8.9400
0.00224206 0.0083 0.2662 -0.0324 0.5138 -0.6760 -0.0023 0.5743 -23.9575
0.00151064 -0.0047 -0.0682 0.0319 0.2608 -0.1087 -0.6459 0.5885 28.5560
0.00105475 0.0013 -0.0217 -0.0090 -0.3426 1.2059 1.6974 -2.1804 -12.3430
Ne D
6.4200000 0.0002 -0.0016 0.0020 0.0004 -0.0003
2.2470000 0.0007 -0.0046 0.0058 0.0011 -0.0009
0.78645000 0.0034 -0.0260 0.0340 0.0061 -0.0060
0.275257500 0.0042 -0.0365 0.0489 0.0093 -0.0043
0.16329773 0.0195 -0.1902 0.2497 0.0419 -0.0459
0.06054020 0.0894 -0.5041 0.5975 0.1196 -0.0823
0.02744569 0.3365 -0.1129 -0.1793 -0.0300 -0.0772
0.01420440 0.4900 0.0937 -0.5889 -0.3045 0.7403
0.00807659 0.1965 0.1198 -0.1697 -0.3555 -0.9664
0.00492719 0.0129 0.2599 0.4914 0.4717 2.4093
0.00317481 -0.0284 0.2720 0.3012 0.3991 -5.7700
0.00213712 -0.0158 0.1298 0.2098 0.4574 4.1147
Ne F
4.1900000 0.0000 -0.0000 0.0000 -0.0000
1.6760000 0.0001 -0.0002 0.0001 0.0001
0.67040000 0.0008 -0.0014 0.0002 -0.0008
0.21400555 0.0121 -0.0225 0.0045 -0.0021
0.07906987 0.0892 -0.1611 0.0286 -0.0487
0.03576293 0.2559 -0.4308 0.1041 -0.0358
0.01847779 0.3113 -0.3363 0.1124 -0.4500
0.01049301 0.2119 0.1208 0.1505 0.9052
0.00639492 0.2212 0.4092 -0.4570 -1.9310
0.00411721 0.1148 0.2259 -0.0127 4.5540
0.00276965 0.0981 0.1924 -0.7222 -3.3404
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Multi-reference protocol for (auto)ionization spectra: application to
molecules
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Germany
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We present the application of the spherically averaged continuum model to the evaluation of molecular
photoelectron and resonant Auger electron spectra. In this model, the continuum wave function is obtained in
a numerically efficient way by solving the radial Schrödinger equation with a spherically averaged molecular
potential. Different approximations to the Auger transition matrix element and, in particular, the one-
center approximation are thoroughly tested against experimental data for the CH4, O2, NO2, and pyrimidine
molecules. In general, this approach appears to estimate the shape of the photoelectron and autoionization
spectra as well as the total Auger decay rates with reasonable accuracy, allowing for the interpretation of
experimental results.
I. INTRODUCTION
Photoionization and (resonant) autoionization pro-
cesses encode the system’s electronic structure into the
kinetic energy of the ejected electrons, producing a Pho-
toelectron Spectrum (PES) or a Resonant Auger Electron
Spectrum (RAES), respectively. A particular advantage
of these electron-out spectroscopies is that they map
bound to continuum states and thus are not subject to se-
lection rule suppression and are more flexible than optical
spectroscopy.1–3 For instance, the combination of X-ray
valence PES and RAES has been used to unravel specific
solute-solvent interactions of transition metal complexes
in solutions.4–6 In addition, these processes can probe,
initiate, and couple to complex electronic and nuclear
dynamics.7–11 Moreover, they can cause biological radia-
tion damage by a cascade of autoionization events.12,13
Often the resulting spectra are feature-rich and dif-
ficult to interpret based on the experimental data
alone.6,14 Hence, the development of theoretical methods
for the simulation of PES and RAES has accompanied
the experimental advancement during the last decades.
Notably, modelling ionization processes remains challeng-
ing until today, although the fundamental theory is been
known for decades.15–18
Here, the most general framework is the multi-channel
scattering formalism,17 treating continuum and bound
states on the same level and including correlation effects
between them.19,20 At this level of accuracy, solving the
bound and continuum problems in a B-spline basis,21
specialized Gaussian basis sets,22,23 or combination of
both24 has proven to be a versatile approach for atoms,
diatomics, and first-row hydrides.23,25–27
More approximate approaches are usually obtained
in the single-channel scattering formalism.20 For exam-
ple, the multi-centered B-spline static-exchange Density
Functional Theory (DFT) method28,29 has been applied
a)gilbert.grell@uni-rostock.de
to molecules reaching the size of small organometallic
complexes.29–32 Further, methods that project the molec-
ular problem on a one-center expansion allow to evalu-
ate PES and RAES of small molecular systems with re-
markable accuracy.33–35 A particular efficient scheme is
obtained, if the molecular continuum orbital problem is
approximated by an atomic one.36–41 Here, the simplest
approach is to model the outgoing electron as a free par-
ticle or a distorted wave corresponding to an effective
Coulomb potential,42–44 which has been in particular ap-
plied to PES studies of rather large molecules.45–49 Fi-
nally, an entirely different set of methods relies on an
implicit continuum representation with Stieltjes imag-
ing50–53 or a Green’s operator formalism.54 However, en-
ergies of several hundreds of eV, targeted in X-ray PES
and RAES necessitate large basis sets leading to demand-
ing computations.
In all these methods, there is a certain trade-off be-
tween the accuracy that can be afforded for modelling
the bound states and the continuum part on the one side
and the size of the system on the other. On the one pole,
the multi-channel methods are residing which are highly
accurate but computationally expensive and, thus, allow
for treatment of only small systems. The other extreme
is to neglect the multi-center molecular potential and use
simplistic representations like the free-particle approach,
sacrificing the accuracy in favor of computational feasibil-
ity. Moreover, most of the methods described above have
a single reference character and are not suited to treat
systems possessing multi-configurational wave functions,
e.g., open-shell and transition metal compounds or dy-
namics near conical intersections.
In this article, we employ a multi-reference Quantum
Chemistry (QC) protocol and present the Spherical Con-
tinuum for Ionization (SCI) approach for the evaluation
of photoionization cross sections and partial Auger de-
cay rates for the case of molecules. The central approx-
imation in the protocol is that the angular structure of
the molecular potential is averaged out, leading to spher-
ically symmetric continuum orbitals that are obtained





























Thus, it represents a compromise between the two ex-
treme cases mentioned above. This work is a logical con-
tinuation of our previous benchmark of the protocol for
the atomic case of RAES of the neon 1s−13p resonance,
where it was shown to yield spectra and total decay rates
in good agreement with experimental references.55 Such
an approach, being natural for atoms, requires a numeri-
cal justification for the non-spherically symmetric molec-
ular case. As is demonstrated here, the SCI method in-
deed provides a valuable insight into the character of pho-
toionization and autoionization molecular spectral fea-
tures. In addition, we investigate the performance of the
popular One-Center Approximation (1CA) to Auger de-
cay,36,39,40,56 neglecting contributions from atoms other
than the core-hole bearing one.
Concerning the applicability of the SCI ansatz, the cru-
cial role is expected to be played by the deviations of the
molecular point symmetry from the spherical one. In this
respect, highly symmetric molecules should in general
be more suitable objects for SCI representation, whereas
for highly non-spherical systems, e.g., linear or planar,
SCI model might represent a quite crude approximation.
Therefore, we start the discussion with the K-edge spec-
tra of CH4, being isoelectronic to neon studied previ-
ously,55 which is the simplest system out of the selected
series as it contains only one heavy atom and possesses
a high symmetry. Increasing the complexity, we con-
tinue with the open shell molecules O2 and NO2, allowing
for ionization channels corresponding to different spins of
ionic remainder, and address the K-edges of oxygen and
nitrogen, respectively. The largest object studied herein
is the pyrimidine (C4H4N2) which is an aromatic hete-
rocyclic system, where we aim at description of nitrogen
K-edge. For O2 and pyrimidine, there is ambiguity in
selecting the origin of the spherically symmetric contin-
uum orbital because of presence of two equivalent atoms,
which makes them also interesting objects for testing.
One should note that for such small molecules vibra-
tional effects, showing up as, e.g. vibronic progressions
in the (auto)ionization spectra, are of importance and al-
ter the measured experimental spectrum.56 Furthermore,
they can lead to emergence of a measurable signal, even if
a purely electronic transition is forbidden, due to vibronic
interactions57 or show up in new features appearing due
to the ultrafast dissociation.58 In this work, we consid-
ered only electronic effects since the main goal is to test
our multi-reference protocol for the case of molecules.
The full treatment, however, would require the inclusion
of the nuclear motion into the consideration.
The article is organized as follows. First, we briefly re-
capitulate the theory behind our approach in Section II,
which is presented in detail elsewhere,55 and give the de-
tails of our computational setup in Section III. The X-ray
Absorption Spectrum (XAS), RAES, and valence PES
are discussed on a case to case basis for each molecule
separately in Section IV. The overall summary across the
series of molecules under study is given in Conclusions,
Section V.
II. THEORY
In this section, we briefly present theory behind our
method; the detailed description can be found in our re-
cent article.55 Atomic units (a.u.) are employed through-
out this article, if not stated otherwise. We restrict our-
selves to the limits of first order perturbation theory,
dipole approximation, and length gauge for the absorp-
tion and photoionization cross sections σgi and σgα. Fur-
ther, the average over the molecular orientation with re-
spect to the polarization vector of the incoming light is
taken. Finally, the nonradiative decay rates Γiα are es-
timated within the two-step model,59 neglecting the ex-
citation process and the interference of decay and direct
ionization pathways. The resulting expressions for XAS,





















denote the ground state,
|Ψi〉 are intermediate core-excited states (resonances),
and |Ψα〉 are ionized continuum states (autoionization
channels) of the system. Further, µ = −∑Nu=1 ru is the
N -electron dipole operator, H = ∑u hu +
∑
u<v 1/ruv
is the molecular Hamiltonian, containing one-electron hu
and two-electron 1/ruv parts respectively, and Ei, ω, and
k are the energies of |Ψi〉, of the incoming radiation as
well as the wavenumber of the ionized electron, respec-
tively. To ensure that the total spin and its projection
onto the quantization axis for the unionized system, S

















































coefficients; note that S+ and M+ correspond to the to-
tal spin and its quantization axis projection of the ionic
remainder.
The central approximation of the SCI approach is to
employ the spherically averaged molecular potential of








where spherical harmonics Y ml (Ω), ζ(σ), and w
fk
l (r) cor-




wave function, respectively. The compound channel in-
dex α = (f, l,m, k) contains the index of the ionic bound
state f , the angular and magnetic quantum numbers l
and m, and the wave number k =
√
2εα of the outgoing
electron. For the evaluation of the spectra, one needs to
sum over all decay channels α and in particular l and m.
The energy of the outgoing electron is
εα =
{
ω + Eg − Ef , direct ionization
Ei − Ef , Auger decay . (6)
In contrast to the atomic case,55 for a molecule the ori-
gin of the continuum orbital, rc, and the molecular co-
ordinate system in general differ. In fact, the location
of rc is often ambiguous. Thus rs = r − rc defines the
reference frame for Eq. (5). The functions wfkl (r) are
numerical solutions to the radial Schrödinger equation
with the spherically averaged direct Coulomb potential
V Jf (r) = V





defined in spherical coordinates rs = (r,Ω) and contain-
ing nuclear V nuc(r) and electronic Jf (r) parts. They
are computed using Numerov’s method on a radial grid.
Asymptotically the solutions are constructed such as to
fulfill the conditions
wfkl (r → 0) = nr
l+1, (7a)





cos δfl (k)Fl(η, kr)
+ sin δfl (k)Gl(η, kr)
)
. (7b)
Therein δfl (k) are the scattering phases and Fl and Gl
are the regular and irregular Coulomb functions,61 re-
spectively.
The nuclear part of V Jf (r), corresponding to the nu-
clear charges being smeared out over a sphere around the
photoelectron origin, resembles the classical potential of






− ZARcA , r < RcA
−ZAr , r ≥ RcA
. (8)
The electronic part Jf (r), however, is the electrostatic
potential of the spherically averaged electron density of
the respective ionized state, which has to be determined
numerically within the rs reference frame.
55
To keep this approach flexible with respect to the elec-
tronic structure method, we only require that the bound
state wave functions are expressed as Configuration In-
teraction (CI) expansions built on the Molecular orbitals
(MOs) expressed in terms of conventional Gaussian type
orbital basis sets. Further, it is assumed that the neutral
and cationic states have been obtained in separate cal-
culations, comprising different relaxed sets of Norb spin
orbitals {ϕi} and {ϕ+i }, respectively. Finally, the Strong
Orthogonality (SO) approximation is employed through-
out this work, since previous investigations55 have shown
that quite reliable results can be obtained with it. Hence,
the overlap between the continuum and bound orbitals
is neglected.






















































Here, the matrix elements have been transformed to














and the numerical procedure to evaluate the continuum-
bound matrix elements are elucidated in Ref. 55. A pop-
ular approximation to the full Auger matrix element (H
coupling) is to disregard the one-electron terms, only
accounting for the electronic Coulomb interaction (r−1
coupling). Further, the 1CA can be applied on top of
the r−1 coupling to reduce the computational demands.
Therein, the continuum orbital is placed on the core va-
cancy bearing atom and non-local contributions from all
other atoms to the matrix element in Eq. 10 are ne-
glected. The performance of the H and r−1 couplings
as well as of the 1CA has been investigated here.
III. COMPUTATIONAL DETAILS
For the molecules apart from oxygen, the geometries
have been obtained with the Gaussian0966 program at
the B3LYP/aug-cc-pVTZ level. For oxygen, we have em-
ployed the experimentally determined equilibruum dis-
tance of r = 1.208 Å.67 The molecular symmetry has
been restricted to the Td (CH4) and C2v (NO2 and pyrim-
idine) point groups.
For the joint discussion of the XAS, PES and RAES
on equal footing, the underlying electronic structure cal-
culation needs to satisfy all the demands for the involved
electronic states. In fact, this requires accurate predic-
tions of the ground and core-excited states of the neutral
species, as well as of the cationic valence-excited states.
For this purpose we have selected the Restricted Active
Space Self-Consistent Field (RASSCF)/Restricted Active
Space Second Order Perturbation Theory (RASPT2)68,69
approach. The active space is subdivided into the RAS1,
RAS2, and RAS3 subspaces. The RAS1 contains o fully
occupied orbitals, allowing for h holes at maximum. The
occupation of the c orbitals within RAS2 is not restricted,




Table I. QC schemes used for the bound electronic structure calculations of the depicted molecules: employed basis set, active
space, imaginary shift used in the respective PT2 calculation, and number of electronic states per charge/multiplicity of the
molecule. The number of electrons in the active space corresponds to the neutral species. ANO-L62 basis functions have been
used in all cases.
Basis Set Active Space δPT2 [a.u.] Nr. of States Comment
CH4 C: [7s5p3d2f ]
a RAS(10, 1, 1; 1, 4, 19) 0.01 1CH4: 96 SupSym
c
H: [3s2p1d] RAS1: 1a1, RAS2: 2a1, 1t2
2CH+4 : 308
RAS3: 3s(a1), 3p(t2), 3d(t2), 3d(e),
4s(a1), 4p(t2), 4d(t2), 4d(e), 5s(a1)





RAS2: 2-3σg, 2-3σu, 1πu, 1πg
4O+2 : 504
NO2 N: [5s4p2d1f ] CAS(19; 11) 0.3
2NO2: 430 O(1s) frozen
O: [5s4p2d1f ] CAS: 2-6a1, 1a2, 1-2b1, 2-4b2
1NO+2 : 825
3NO+2 : 990
C4H4N2 N: [4s3p2d1f ] RAS(34, 1, 1; 2, 15, 8) 0.2
1C4H4N2: 137 SupSym
c
C: [4s3p2d1f ] RAS1: σ(1a1), σ(1b2)
2C4H4N
+
2 : 2297 C(1s) frozen
H: [3s2p1d] RAS2: σ(5-10a1), σ(3-6b2), π1(1b1),











a ANO-L exponents62 have been supplemented by (8s6p6d4f) Rydberg exponents generated according to the procedure in Ref. 63. The
(22s15p10d7f)/[7s5p3d2f ] contractions have been obtained with the Genano module64 of openMolcas.65, see
Supplement: Section III.
c Keyword used in the RASSCF calculation in MOLCAS 8.0 to prevent mixing of orbitals from different symmetries during the
Self-Consistent Field (SCF) procedure.
RAS3, however, contains v virtual orbitals occupied by
at most p electrons. Herein, we denote the total number
of active electrons as a, which allows to uniquely specify
each active space as RAS(a, h, p; o, c, v). If only the RAS2
space is used, it corresponds to the Complete Active
Space Self-Consistent Field (CASSCF)70 calculation. In
this case, the active space is denoted as CAS(a; c). Due to
the restricted configuration space central to these meth-
ods, the wave functions are often lacking dynamic cor-
relation effects. This is corrected to the second order of
perturbation theory with the RASPT269 and CASPT271
methods. All calculations have been conducted with a
locally modified version of MOLCAS 8.0.72 The QC
setups, i.e., the used basis sets, active spaces, number
of states included in the state averaged SCF procedure,
special keywords, and imaginary shifts within the PT2
correction are detailed for each system in Table I.
The Dyson orbitals and two-electron reduced transi-
tion densities in Eqs. (9) and (10) have been estimated
using the biorthonormally transformed orbital and CI co-
efficients73 for the neutral and cationic states.
IV. RESULTS AND DISCUSSION
We have chosen to present all ionization spectra with
respect to the electronic binding energies rather than the
kinetic energies. This introduces a common reference
for PES and RAES irrespective of the photon energy at
which they have been obtained, simplifying the analysis.
To allow for a uniform comparison, both the simulated
results and the digitized experimental spectra have been
aligned with respect to the lowest vertical Ionization Po-
tentials (IPs) of each molecule, taken from Refs. 74–77.
In case of methane, the 2a−11 IP has been used because
the respective bands are narrower than the lowest 1t−12
ones. Note that for the open shell systems O2 and NO2
each ionization branch differing in the spin of the final ion
was shifted individually in our simulated spectra. The
calculated XAS have been shifted as well. All applied
shifts are summarized in Table II. The broadening pa-
rameters for the XAS, PES, and RAES of all molecules,
tuned for the best agreement between our theory and the
reference, are detailed in Supplement: Section II.
A. Methane
CH4 has been chosen because it is isoelectronic to the
previously investigated neon atom55 and thorough stud-
ies regarding its XAS, PES and RAES have been carried
out both experimentally57,78,79 and theoretically.80,81 In
addition, its tetrahedral symmetry with the central car-
bon atom closely resembles spherical symmetry, indicat-
ing that the SCI approach could be well suited to study
ionization processes in this case. In Fig. 1, we compare
our theoretical results for the XAS, PES, and RAES
















































































Figure 1. (a) Calculated XAS of methane at the carbon K-edge (green, solid) compared to the experimental result (black,
dotted). The position of the dipole-forbidden excitation to the 3s(a1) orbital at 286.6 eV is indicated by a single stick. The
assignment of the experimental data follows Refs. 78 and 79 and has been connected to the corresponding core-excited states
in our calculation (dashed). (b) RAES obtained with our method using the SCI model together with the respective measured
spectra. The key for the coupling types is given under panel (a). All simulated spectra for one resonance have been normalized
with the same constants to underline their differences. Dominant Rydberg contributions obtained in our calculation (in
paranthesis) as well as the excitation energies used in the experiment are given for guidance. The experimental and theoretical
valence PES taken at a photon energy of 282.2 eV are shown at the bottom as well. Note that all experimental data in this
figure have been digitized from Kivimaeki et al.57 Shifts and broadening parameters are detailed in Table II and the main text.
digitized from Kivimäki et al.57 Therein, the ionization
spectra have been recorded using a magic angle geom-
etry,82 eliminating angular anisotropy effects that have
not been covered in our angle-integrated spectra.
a. XAS Fig. 1(a) contains the experimental57 and
calculated XAS. Both spectra are normalized to the
D(3p) peak and the experimental data are shifted by 2
units of intensity for clarity. Below we use the notation
of bands from Ref. 57. Note that we always omit the
core orbital from the labeling of resonances here and in
the following, unless explicitly required.
The experimental spectrum comprises a wealth of fea-
tures. The assignment of them is complicated by the
strong vibronic coupling especially for higher transition
energies,78,79 which is not included in our consideration.
For instance, the B(3s) peak is due to the dipole forbid-
den 3s(a1) core excitation which becomes allowed due
to a coupling to t2 vibrational modes with a frequency
of 0.374 eV.79 This fits well to the offset of -0.4 eV in
the resonance position predicted in our calculation. The
remaining peaks have been assigned as follows. D(3p)
corresponds to the 3p(t2) resonance and according to
the literature78,79 should be free of vibrational effects.
H(3d) is a 3d(t2) resonance in accordance with Ref. 78
and is shifted by 0.3 eV with respect to the experi-
ment. However, it may also be ascribed to a mixed
3d(t2)/vibrationally excited 3p(t2) character which might
explain the obtained shift.57 Finally, L(4p) calculated




Table II. The respective reference IPs and shifts (in eV) for
the alignment of the theoretical and experimental ionization
and absorption spectra. The experimental shifts have been
applied to the indicated properties (see respective footnotes),
whereas the theoretical ones have been uniformly applied to
all PES and RAES for each system.













75 (2O+2 ) -0.120 -0.100
b 0.294
16.7075 (4O+2 ) -0.110 –
c
NO2 11.25
76 (1NO+2 ) -0.056 0.125
b -0.938
13.0276 (3NO+2 ) -0.245 0.100
c
C4H4N2 9.81
77 0.200 – 2.680
a The final state of the ion is given in parentheses.
b PES
c RAES
resonance.78,79 However, because of the aforementioned
strong vibronic coupling other electronic states might
contribute to this peak as well.79 Generally, taking into
account the absence of vibrational effects in our calcu-
lations, the relative energetic positions of the Rydberg
resonances and their XAS intensities are in good agree-
ment with the experiments.
b. PES and RAES Panel (b) of Fig. 1 shows the the-
oretical and experimental57 RAES taken at the indicated
resonance energies. Further, the valence PES, recorded
at 282.20 eV are depicted. Complete, H, and approxi-
mate, r−1, couplings as well as the 1CA of the r−1 cou-
pling were employed to evaluate the partial decay rates.
To ensure convergence of the spectral intensities with re-
spect to the continuum orbital angular momentum l, we
took into account partial waves up to lmax = 5 (1CA
RAES) and lmax = 12 (PES, H, and r−1 RAES. This
is natural, since the 1CA results correspond to matrix
elements centered at one atom and thus converge faster
in l.
Finally, the PES and RAES have been normalized to
the a−11 and t
−2
2 features, respectively. Note that the
normalization constants determined for the r−1 RAES
have been used for the 1CA and H spectra as well to
underline their relative differences.
The valence PES contains two peaks corresponding to
electron emission from the 2a1 and 1t2 valence orbitals,
leading to single hole states depicted as a−11 and t
−1
2 . Ap-
parently, our model can not reproduce the relative PES
intensities of these peaks correctly at this excitation en-
ergy and overestimates the intensity of the t−12 feature by
a factor of 4. A study of the PES with different model po-
tentials (Supplement: Fig. S1) has revealed that the spec-
trum depicted in Fig. 1, employing V Jf (r), yields in fact
the best agreement possible within our present model. A
further improvement would require a non-spherical con-
tinuum model that accounts for the true molecular sym-
metry. However, the a−11 : t
−1
2 intensity ratio is quite
sensitive to the photon energy,83,84 which suggests that
this is a somewhat difficult case.
The RAES can roughly be divided into the participa-
tor and spectator decay regions, below and above 25 eV
binding energy. Participator decay involves the excited
electron in the decay process, leading to single hole states
that are the main PES features as well. Here, the corre-
sponding states are a−11 and t
−1
2 , indicated by the dashed
lines. Spectator decay, in contrast, leaves the excited
electron intact and leads to states with two holes in the
valence shell. Similar states result from normal Auger
decay as well, albeit the additional electron introduces
energetic shifts in the resonant case. The dominant char-
acter of the respective two hole states obtained in our
calculation is indicated at the top of panel (b). Clearly
the spectator decay is dominating the RAES. The main
peak located in the range 25 − 40 eV is due to t−22 tar-
get states for all resonances. The high energy tail how-
ever generally comprises three features for all but the H
resonance, where vibrational effects lead to a stronger
broadening that hides the detailed structure in the ex-
perimental data. With decreasing binding energy, the
first feature may be assigned to a−21 states, while the lat-
ter two can be assigned to states of a−11 t
−1
2 character.
The participator region is most prominent for the B(3s)
resonance.
Fig. 1 (b) demonstrates that the theoretical spectra
obtained with H and r−1 coupling reproduce the exper-
imental RAES for all resonances with good accuracy.
Note that using a simple effective Coulomb potential
−1/r to obtain the continuum orbitals leads to consider-
ably worse agreement, see Supplement: Fig. S2. Further,
employing an additional radial Slater exchange term into
the potential does not improve the results, see Supple-
ment: Fig. S3. With respect to the r−1 results, the H
coupling introduces just a slight redistribution of inten-
sity from the high energy flank of the t−22 peak to the
center of the high energy tail (about 45-50 eV). In con-
trast, employing the 1CA leads to an overestimation of
the tail (>40 eV) and participator regions, whereas the
main feature is underestimated. Thus, it seems that non-
local contributions from the hydrogen atoms can not be
disregarded and the 1CA is not a suitable approxima-
tion when evaluating RAES of methane with the SCI
approach. In the remainder of this section, we will only
refer to the results obtained with H and r−1 coupling.
While the overall agreement for the H and r−1 cou-
plings is very good, the following differences remain. For




2 regions are slightly
overestimated with respect to the main t−22 feature. Fur-
ther, the features in the tail region are blue shifted by
roughly 3.0 eV and 2.0 eV for the B(3s) and D(3p) res-
onances, while for the H(3d) resonance the whole spec-
trum appears to be blue shifted by 1.0 eV. In contrast




which decreases towards higher binding energies to 0.5 eV
for the a−21 peak. We attribute these shifts to the fact
that our active space does not allow to include enough
electron correlation to represent the highly excited states
of CH+4 with the same accuracy as the lower ones. In
addition, the lack of nuclear effects prohibits the descrip-
tion of shifts due to vibronic coupling in the resonances
as well as the ionized states. Finally, the a−11 and t
−1
2
participator peaks are barely present for the H(3d) and
D(3p) resonances and the a−11 peak seems to be generally
underestimated with respect to the t−12 one. This dis-
crepancy is most probably due to the two-step approach
to resonant Auger emission employed herein, disregard-
ing the excitation process and the interference between
photoionization and the Auger decay terms. Further, the
deficiencies of our SCI model to describe the correct a−11
: t−12 intensity ratio in the PES, might translate to the
participator decay as well.
We conclude this discussion with the observation that
the relative energetic positions and intensities of the fea-
tures in the methane B(3s), D(3p), H(3d), and L(4p)
RAES can be reproduced quite well with the SCI ap-
proach, using the V Jf (r) potential together with H or r−1
coupling, while vibrational effects can be disregarded in a
first approximation. The 1CA, however, is not enough to
reproduce the relative intensities. Further, an improved
model of the continuum orbital seems to be required to
recover the a−11 : t
−1
2 intensity ratio in the PES at this
energy.
B. Molecular oxygen
Being a biradical open shell system with triplet ground
state multiplicity, molecular oxygen is an intriguing sys-
tem, allowing for ionization into doublet and quartet
spin states and being targeted by many studies. Es-
pecially the core-hole decay of O2 has been subject to
frequent investigation, since it is a textbook example of
strong lifetime-vibrational interference effects.86–88 The
plethora of available experimental data regarding its
XAS85,89,90, PES58,86 and RAES58,86,90,91 allows for a
detailed test of our approach.
The homonuclear linear geometry of O2 suits to test
the applicability of the spherically symmetric continuum
orbital model that is central to our protocol. For in-
stance, the 1s core hole might be delocalized over both
atoms, whereas we expect our method to be more ap-
propriate in the case of a localized hole. Further, it in-
troduces some ambiguity regarding the coordinate origin
of the continuum wave functions, see Section II, which
might be placed either on one atom, RO, or at the inter-
atomic center RO2 . Both approaches have been tested
here with respect to their ability to reproduce the PES
and RAES of O2.
a. XAS The comparison of the theoretical K-edge
XAS of O2 against experimental data that has been
digitized from Ma et al.85 is presented in Fig. 2 (a).
Both spectra were normalized to the dominating peak
at 531 eV that corresponds to core excitations to the
1πg orbitals.
85 The structured double peak at 539-545 eV
has been assigned to two broad 3σu resonances that are
exchange split by 2.3 eV and a series of Rydberg exci-
tations.85 We recover this characteristic in our theory,
however the splitting is smaller being about 1.4 eV, which
can be attributed to the missing Rydberg orbitals in our
active space. In agreement with Ref. 85, we find the fol-
lowing assignment. The lower energy feature at 539.3 eV
predominantly corresponds to the promotion of a spin-up
(α) electron to the 3σu orbital, i.e., quartet spin coupling
in the valence shell, which we denote as q-3σu in the fol-
lowing. The higher energy peak at 540.7 eV comprises
doublet spin coupling in the valence shell, labeled anal-
ogously as d-3σu. Further, a small feature at 535.5 eV
is not found in the experimental data, while the one at
547.5 eV is already above the core ionization threshold.92
The former corresponds to the shake-up excitation of 1.0
core and 0.6 valence electrons to the 1πg orbitals, while
the latter is due to states involving simultaneous excita-
tions to the 1πg and 3σu orbitals.
The photon energy of 530.8 eV at which Caldwell
et al.58 have recorded the RAES has been assigned
to the 1πg resonance. However, due to the band-
width of ∼ 2.7 eV in the experimental setup, the excita-
tion at 540.0 eV involves both exchange-split q-3σu and







u for the 1πg and both
3σu resonances, respectively, i.e., they are delocalized in
our calculation.
b. PES and RAES In Fig. 2(b), the computed PES
and 1πg as well as q-3σu and d-3σu RAES of O2 are
compared to the experimental data recorded under the
pseudo magic angle of 57◦ by Caldwell et al.58 The re-
spective spectra have been normalized to the the heights
of the features P1, R4, and S3. The continuum orbitals
have been generated with the V Jf (r) potential, centered
either at RO or RO2 . Further, the partial decay rates
have been estimated using the complete, H, and approx-
imate, r−1, couplings. Results obtained with the 1CA
for the RO origin are shown as well. Note the remark-
ably different convergence of the results with respect to
highest angular momentum included in the photoelectron
representation: it was necessary to include waves up to
lmax = 12 for the PES, lmax = 15 for the RAES with H
and r−1 couplings, and lmax = 5 in case of 1CA RAES.
The experimental RAES and PES are quite structured
and feature-rich. Remarkably, the energetic positions of
experimental PES features are reproduced almost ex-
actly. Using the SCI approach we have been able to
achieve quite good overall agreement with the experi-
mental 1πg RAES. Reproducing the 3σu spectrum is
more problematic, because the q-3σu, d-3σu and under-
lying Rydberg resonances,85 which are not included here,
are simultaneously excited in the experiment.
In the PES, P1 and P3 correspond to the 21π−1g





































































Figure 2. (a) Calculated K-edge XAS of O2 (solid) compared against experimental results from Ma et al.
85 (dotted). The
experimental excitation energies are connected to the theoretically found 1πg, q-3σu, and d-3σu resonances in the XAS, as
well as to the respective RAES in (b). Therein, the theoretical RAES and PES obtained with the SCI approach are presented
together with the respective experimental data that has been digitized from Caldwell et al58 (dotted). Note that due to the
high bandwidth of ∼ 2.5 eV, the whole exchange split 3σu double peak is excited by the incoming radiation at 540 eV. Hence,
the theoretical RAES for the q-3σu (dashed) and d-3σu (solid) resonances are depicted in this case. The theoretical results
have been obtained with continuum orbitals corresponding to the V Jf (r) potential originating either at one atom, RO, or at
the molecular center, RO2 , as well as with the indicated coupling approaches. All spectra have been normalized. The applied
shifts and broadenings are detailed in Table II and Supplement: Table S2, respectively.
ing a double peak structure, is due to primarily quar-
tet cationic states: 41π−1u at 17 eV and
43σ−1g with a
smaller contribution from 2π−1u at 18 eV, respectively.
P4 contains already combination transitions with the
leading states 21π−1u and
42σ−0.5u 3σ
−0.5
g which are ac-
companied by exciations to the σ and π orbitals. P5











g . The higher binding en-
ergy features increasingly correspond to states carrying
multiple excitations that can hardly be assigned in the
orbital picture. Note that our analysis is in accord with
that of Ref. 75.
The calculated PES intensities quite well reproduce the
experiment for P1-P3. However, P4-P8, involving multi-
ple excitations become increasingly underestimated with
rising binding energy. This might be due to the lack of
combination transitions in this energy region because of
the limited active space. The integrated total cross sec-
tions, however, are considerably affected, being 0.30 and
0.14 a.u. for RO and RO2 , respectively.
The oxygen molecule represents a convenient object to
discuss the dependence of total decay rates on the con-
tinuum origin. Moreover, it demonstrates the largest de-
pendence of this kind among the molecules studied here
and this comparison is supported by the available exper-
imental value. The total decay rates of the 1πg, q-3σu,
and d-3σu resonances obtained with all approaches are
compiled in Table III together with the experimentally
determined lifetime width of the 1πg resonance.
89 In the
literature, it has been assumed that the 1πg and 3σu
resonances have approximately the same decay rate.90,91
The computed total decay rates support this assump-




Table III. Computed total, doublet, and quartet autoioniza-
tion rates in meV for the 1πg, q-3σu, and d-3σu resonances of
O2 obtained with the indicated approaches. The experimen-
tal reference for the total decay width of the 1πg resonance
has been taken from Ref. 89.
RO RO2
1πg q-3σu d-3σu 1πg q-3σu d-3σu
H
Total 126.0 125.9 125.0 120.2 122.5 121.2
Quartet 25.2 104.8 30.2 35.7 95.6 40.6
Doublet 100.7 21.1 94.8 84.5 26.9 80.6
r
−1
Total 169.0 167.8 165.2 186.6 187.9 184.4
Quartet 48.9 132.4 52.8 69.4 140.1 73.6
Doublet 120.1 35.4 112.4 117.2 47.8 110.8
1CA
Total 69.7 65.1 65.5
Quartet 7.5 57.5 56.0
Doublet 62.2 7.6 9.5
Exp. Total 149.5± 10
the total decay rates of the q-3σu and d-3σu resonances
demonstrate the expected preferential decay into quartet
and doublet target states, respectively, corresponding to
their valence spin coupling. The 1πg resonance, however,
favors decay into doublet states. Interestingly, this spin
selectivity is less pronounced if the RO2 origin is used.
In absolute terms, the H coupling results recover ap-
proximately 80% of the experimental value.89 The r−1
coupling in turn produces total decay rates larger than
the reference by 13% and 25% for the RO and RO2 ori-
gins, respectively. However, the 1CA decay rates are the
smallest, providing only about 45% of the experimen-
tal result. This suggests that the 1CA misses important
contributions in this case. The delocalization of the core
hole, that we discussed earlier, could be an explanation
for this behavior, since the 1CA excludes all contribu-
tions from one atom. Still, doubling the 1CA results
recovers only about 80% of the full r−1 coupling result
at the RO origin, which is why we ascribe the remain-
der to non-local contributions. Although the H and r−1
couplings reproduce the experimental reference with sim-
ilar absolute deviations, see Table III, we consider the H
results to be in general more reliable. This is because
our method does not include nuclear effects and there-
fore has less open decay channels. Thus it is rather likely
that the present model indeed should underestimate the
experimentally determined total decay rate. Further, the
spectra obtained with H coupling agree better with the
experimental 1πg RAES and the r
−1 results are more
sensitive to the placement of the continuum origin, see
Supplement: Fig. S4.
For the 1πg resonance (Fig. 2(b)), the computed spec-
trum is in an overall good agreement with experiment,
with the low binding energy features R1-4 being bet-
ter reproduced. This region of the spectrum corre-
sponds predominantly to participator decay into single
hole states that constitute the PES as well. The follow-
ing PES and participator RAES features can be assigned
to the same single hole states: P1 and R1, the high en-
ergy part of P2 and R2, P3 and R4 ( 30% of participa-
tor character), and P4 constitutes the rising flank of R5.
The remainder of the RAES is due to spectator decay
to double hole and higher excited states, the representa-
tion of which might benefit from a larger active space.
For O2, the 1CA RAES agree quite well with those ob-
tained with H coupling, in contrast to the behavior that
we found for CH4 in Fig. 1. Further, the choice of the
continuum orbital origin only weakly affects the q-3σu
and d-3σu spectra and the overall shape of the 1πg one.
Similar to the PES spectrum, the agreement gets worse
for higher binding energies. For instance, the intensity
of R5 is overestimated, it is less structured, and its onset
is shifted to higher energies by 1.5 eV. The atom cen-
tered approach (RO) performs better, and moreover the
best agreement especially for high-energy features is ob-
tained within the 1CA. The R6 peak behaves similar,
albeit the relative overestimation by the H coupling ap-
proaches, especially with RO2 is stronger. R7, however,
is reproduced well with all approaches. Finally R8, i.e.
the beginning of the tail region appears blue shifted by
2.5 eV. The intensity overestimation with the RO2 origin
is due to the enhancement of the quartet decay branch,
as indiciated by the total decay rates in Table III.
For the 3σu resonance the agreement with the experi-
ment is worse than for the 1πg resonance. The q-3σu and
d-3σu RAES appear to be shifted with respect to each
other both due to exchange splitting in the core-excited
states and preferential decay to different spin manifolds
of O+2 . In particular, the q-3σu spectrum is shifted to
lower binding energies by ∼ 2.5 eV relative to the ex-
periment even after the alignment of all spectra to the
reference IPs, see Table II. Further, the intensity of the
features with a binding energy above 35 eV (S4-6) are
considerably underestimated. This discrepancy may be
attributed mainly to two reasons as discussed previously
in experimental works.85,90,91,93 As mentioned before, the
3σu band is overlaid by a manifold of Rydberg transitions
in addition to the exchange splitting between q-3σu and
d-3σu resonances.
85 Namely, within the excitation band-
width of 2.7 eV,58 Rydberg states of np(πu), n = 3–7
and ns(σg), n = 3–5 character have been identified by
Ma et al.85 around 540 eV. This indicates that the mea-
sured spectrum contains contributions from all these res-
onances and in our calculation we consider only one at a
time. Further, the 3σu states are dissociative and a fast
bond elongation is expected to occur on the timescale
of the Auger decay that has been claimed to lead to
appearence of atomic features.58,90,91 Our test calcula-
tions with a bond distance of 1.26 Å (0.05 Å elongation)
show for q-3σu an almost doubled energetic mismatch
between theory and experiment of 4.5 eV (compare with
2.5 eV), indicating that a simple bond elongation might
not explain the effect. To close this question, the one-step
model for resonant Auger decay19 has to be employed to-
gether with a larger active space that includes excitations
to Rydberg orbitals. Finally, varying the excitation ra-





Summarizing, the total Auger decay rates, the 1πg
RAES as well as the PES are in quite good agree-
ment with the experiment, whereas the 3σu RAES agrees
slightly worse calling for more sophisticated treatment.
In general, the full H coupling seems to yield the most
stable spectra and total decay rates and the 1CA pre-
dicts spectra of the same quality as the full approaches,
although the overall decay rates are underestimated. Fi-
nally, the choice of the continuum origin has no strong
effect on the spectra and total decay rates, although the
total photoionization cross sections vary by a factor of
two.
C. Nitrogen dioxide
NO2, being a radical with multi-configurational char-
acter of the ground doublet state, represents an increase
of complexity with respect to O2. This fact makes it a
convenient object to study the performance of our multi-
reference protocol. Moreover, recent reference data for
its XAS94,96, PES95, and RAES95 taken at the nitrogen
and oxygen K-edges are available for comparison. In this
article, we focus on the nitrogen K-edge. This takes ad-
vantage of the fact that the origin of the spherically sym-
metric continuum functions can be unambiguously put
on the nitrogen atom RN.
a. XAS The calculated XAS at the nitrogen K-edge
of NO2 is presented in Fig. 3 panel (a), together with the
experimental reference that has been digitized from Gejo
et al.94 Both spectra have been normalized to the height
of the 2b1 peak. The relative intensities of the 6a1 and
2b1 resonances are reproduced almost exactly, although
the 6a1 peak is predicted slightly by 0.2 eV too high in
energy. The features at higher energies correspond to
excitations to the 7a1, 5b2, and Rydberg orbitals
94 that
are not included in our active space. Thus, they are
reproduced herein only to some extent.
The excitation energies of 402.86 eV and 403.73 eV
used to obtain the RAES from the low and high energy
flank of the 2b1 resonance
95 are indicated by the arrows.
We have connected them to the positions of two core-
excited states predicted by our calculations that corre-
spond to the 2b1 resonance. Our calculation predicts a
splitting of 0.34 eV for these states. Further, the os-
cillator strength obtained for the lower state is a factor
of ∼ 20 smaller than the one of the higher state. An
analysis in terms of the occupation numbers of the state
averaged orbitals obtained from the CASSCF procedure
shows that both states are quite similar in character,
bearing the N(1s) core hole and the excitation to the 2b1
orbital. However, the analysis of the core-hole spin in
our calculations does not support the assignment of this
splitting to an exchange mechanism, in contrast to the
experimental results for the O(1s)→ 2b1 resonance.95
b. PES and RAES Panel (b) comprises the RAES
corresponding to the low and high energy flanks of the
2b1 resonance, as well as the direct PES taken at 399 eV
below the edge. The experimental data has been digitized
from Ref. 95. The PES and RAES have been normalized
to the peaks 4 and 3, respectively. To converge the par-
tial decay rates and the ionization cross sections it was
necessary to include partial waves up to lmax = 9 (r
−1
coupling) and lmax = 4 (1CA) as well as lmax = 15 (PES),
respectively. Note that we have used a Lorentzian line-
shape with an Full Width at Half Maximum (FWHM)
of 0.1 eV for peak 6 in the calculated PES. To have a
common reference, the theoretical and experimental data
have been aligned to reference values for the lowest sin-
glet and triplet IPs as detailed in Table II. For the sake
of clarity a common set of identifiers 1-7 is used for fea-
tures in all spectra. The dashed lines denote features or
groups thereof that predominantly correspond to direct
photoionization, whereas those that are found in both,
PES and RAES, are indicated with solid lines.
PES is found to be in fairly good agreement with ex-
periment, although the feature 2 is overestimated by an
approximate factor of 2. Further, the peak 4 is slightly
overestimated and around 23.6 eV our simulation yields
a feature that has no correspondence in the experimental
data. Some of this deviations might be due to anisotropy
effects present in the experimental data95 which are not
recovered in our angle integrated spectra. In addition,
the valence PES is a rather non-local probe and thus
might be more sensitive to the quality of the continuum
orbital than RAES, which in this case seems to be an
almost purely local process. An improvement could thus
require a more elaborate model for the continuum elec-
tron, possibly involving a multi-centered approach.24
We address here different flanks of the 2b1 resonance
which exhibits an exchange splitting of ∼ 0.5 eV for the
O(1s) hole94,95. Piancastelli et al.95 found that the low
energy side of the O(1s) → 2b1 resonance favors decay
to triplet ionized states whereas the higher energy side
favors decay to singlet states, which is a trace of this
splitting. A similar behavior can be expected for the
N(1s)→ 2b1 resonance, although the splitting is assumed
to be smaller95. However, to the best of our knowledge no
data regarding the splitting has been published yet and
the experimental RAES results in Ref. 95 are inconclusive
in this case. We attempt to shed light on this question
in the following.
The results of the r−1 coupling are presented in Fig. 3
assuming the full molecular treatment and 1CA. Note-
worthy, the RAES obtained within the 1CA closely re-
semble the ones that have been obtained by taking into
account non-local contributions from the oxygen atoms as
well. Adding to that, the calculated total decay widths
of 92 meV and 98 meV corresponding to the 1CA and
the full r−1 couplings agree with each other as opposed
to oxygen case. Thus it seems that the decay of the 1b2
resonance can be described quite well as a purely local
phenomenon, in contrast to our findings for CH4 and O2.
To unravel the relative contribution of the triplet and
















































Figure 3. (a) Theoretical nitrogen K-edge XAS of NO2 (green, solid) and the experimental reference digitized from Gejo et
al.94 (black, dotted). The arrows indicate the excitation energies used by Piancastelli et al.95 to obtain the experimental RAES
in panel (b). In addition, the dashed lines link the experimental excitations to the respective core-excited states predicted in
our calculation and the corresponding RAES in (b). Therein, the decay spectra measured at the low and high energy sides of
the 2b1 resonance as well as the PES taken at 399 eV below the edge
95 (dotted) are compared against our theoretical results
(solid). The partial decay rates have been obtained using r−1 coupling and the 1CA. The vertical lines indicate corresponding
features that are predominantly found in PES (dashed) and RAES (solid), respectively. The applied shifts and broadenings
are detailed in Table II and in Supplement: Table S3.
1.2 for the the low and high energy 1b2 RAES. Thus
there is no appreciable difference in the spin coupling of
the respective core-excited states, supporting the result
from the analysis of the respective core-hole spins, see
the discussion of the XAS above. In contrast, the total
photoionization cross section yields a T:S ratio of 2.5,
i.e., the PES at this energy is dominated by the triplet
branch. This behavior fits well with the fact that the 6a1
orbital is occupied in the NO2 ground state, as well as in
a large part of the triplet ionized states but only to lesser
extent in the singlet states.
Concerning the analysis of the spectra, the comparison
against the reference data95 yields a very good agree-
ment regarding the energetic positions of all features in
the high energy RAES and the PES. The peaks 2, 4,
and 6 are predominant PES features and their presence
in the experimental RAES indicates that a considerable
portion of the absorbed photon flux leads to a direct
ionization rather than to a resonant excitation of the
molecule. To reproduce these effects theoretically, the
one-step model19 for resonant Auger decay must be em-
ployed.
The frontier orbital configurations for NO2 as well as

















1, respectively. The 2b1 orbital however, is un-
occupied in all ground states with given charge and mul-
tiplicity. Hence, core excitations to the 2b1 orbital can be
expected to have a considerable participator decay con-
tribution. In contrast, the peaks 3, 5, and 7 are predom-
inant spectator Auger decay contributions having only
small counterparts in the PES. Finally, the lowest en-
ergy peak, 1, corresponds to the singlet NO+2 ground
state, i.e. the 16a−11 ionization. It can be reached via
direct ionization and participator decay of the 2b1 reso-
nance and contributes equally to both, PES and RAES.




lying single hole states contained in feature 2, i.e., 34b−12 ,
31a−12 ,
11a−12 , and
14b−12 at 13 eV, 13.6 eV, 14.2 eV, and
14.6 eV, is suppressed, although this states contribute to
the PES. We can confirm the statement of Ref. 95 that
this is most likely due to the localization of the 1a2 and
4b2 orbitals on the oxygen atoms, whereas the 2b1 exci-
tation is primarily localized on the nitrogen. Hence, the
main part of the Auger decay of the 2b1 resonance at the
N K-edge of NO2 can be ascribed to spectator decay into
double-hole or higher excited states, which appear only
as satellites in the PES. This is a common situation and
underlines the importance of the joint analysis of PES
and RAES. The strong configuration mixing in the elec-
tronic structure calculation hinders a clear assignment of
the remaining features, thus, we refer to the assignments
in Refs. 97 and 76.
One can expect the Auger features to shift on the bind-
ing energy scale when changing the photon energy, the
energetic position of the direct ionization PES features,
however, should stay intact. The theoretically obtained
RAES taken at the low-energy flank is rather similar to
our high-energy result and does not recover the shift of
the decay features 3, 5, and 7 by approximately 0.6 eV
observed in the experimental spectrum. Judging by the
relative contribution of the direct ionization (PES) fea-
tures 2, 4, and 6 to the measured data, the resonant de-
cay contribution is here much weaker than in the RAES
taken at high-energy flank. In turn, feature 1 can be
ascribed exclusively to direct photoionization that does
not appear red-shifted in contrast to its participator de-
cay counterpart that could be concealed within the noise
due to its small intensity. Since our preliminary stud-
ies with a larger active space and basis set have not led
to an improvement here, we tend to attribute this shift
to difference in exciting photon energies and vibrational
effects. Nevertheless, we do not exclude other possible
explanations.
Finally, concerning the relative intensities. The overall
agreement is good, with some exclusions. For instance in
the high energy flank RAES, the relative intensities of the
features 1, 3, and 5 are reproduced quite well, while the
peak 7 is underestimated considerably and is less struc-
tured than in experiment. The situation is more delicate
concerning the low energy RAES. In this case, the overall
small magnitude of the decay features in the experimen-
tal spectrum could be due to the low oscillator strength
of the corresponding core-excited state, as discussed in
the XAS part. Further, the red shift of the resonant
decay features by 0.6 eV increases the overlap between
the direct photoionization peaks 4 and 6 with the decay
features 5 and 7, respectively. Thus a disentanglement
of direct and resonant contributions is hardly possible for
these peaks. It seems that for a better reproduction of the
experimental results for the low energy RAES, the one-
step ansatz to RAES, allowing for interference between
multiple resonant decay and direct ionization channels19
as well as the inclusion of vibrational effects have to be
considered.
In summary, the comparison to the experimental XAS
has verified that our electronic structure is suitable to de-
scribe the 2b1 resonance at the nitrogen K-edge. Further,
our theoretical data agree well with the experimental ref-
erence for the PES and the RAES recorded at the high
energy flank of the resonance. In addition, the 1CA re-
sults closely resemble the spectra and total decay rates
obtained when all atomic centers are included. However,
the RAES stemming from the low energy side of the res-
onance probably requires a more involved treatment of
the resonance decay within the one-step model as well as
the inclusion of nuclear effects. Finally, our results do
not indicate a difference in the spin coupling on the low
and high energy flank of the N(1s) → 2b1 resonance, in
contrast to previous findings for the O(1s) → 2b1 reso-
nance.95
D. Pyrimidine
Finally, we benchmark the SCI approach for the pyrim-
idine molecule (C4H4N2). Having six heavy atoms ar-
ranged in a C2v symmetric ring, the theoretical study of
its PES and RAES is considerably more involved than
for the previous examples. Moreover, pyrimidine is in-
teresting on its own, since the structures of the nucleic
acids uracil, cytosine, and thymine are derived from it.
Its ionization spectra are thus an important landmark
on the route towards a better understanding of DNA ra-
diation damage. Due to this, a number of experimen-
tal and theoretical investigations regarding its XAS77,98,
PES77,99–102, normal103 and resonant77 Auger emission
have been published during the last 20 years. Bolog-
nesi et al.77 have recently reported complete sets of XAS,
PES, and RAES measurements at the carbon and nitro-
gen K-edges of pyrimidine, making this work a suitable
reference for our simulations. Conveniently, the electrons
have been collected at the pseudo magic angle, suppress-
ing angular anisotropy effects.
We have chosen to focus on the nitrogen K-edge of
pyrimidine, since the corresponding RAES are quite
structured and it allows to incorporate only two instead
of four core orbitals into the active space. However, the
symmetric arrangement of the nitrogen atoms, Fig. 4,
might lead to core-hole delocalization effects. Similar to
the O2 case, see Sec. IVB, the continuum orbital origin is
also not well defined. Here, two options seem reasonable.
First, it might be placed on one of the nitrogen atoms,
denoted as RN, or in the geometric center of the ring,
RC4N2 , which might be the most balanced choice if all
atoms contribute to the continuum orbital.
a. XAS The calculated nitrogen K-edge XAS of
pyrimidine is depicted in panel (a) of Fig. 4 together with
the experimental reference;77 the band labels are taken
from this experiment. In case of pyrimidine, the agree-
ment with the experimental XAS is less satisfactory than
for the other molecules. In accord with previous find-
















































Figure 4. (a) Theoretical nitrogen K-edge XAS of pyrimidie (solid green) and the respective experimental measurement taken
from Bolognesi et al.77 (black dotted). (b) Theoretical and experimental77 (black) RAES of the E6 resonance and the pre-edge
PES obtained at the indicated energies. The continuum orbitals have been evealuated using the V Jf (r) potential centered at
one nitrogen atom, RN, or at the geometric center of the ring, RC4N2 . The RAES have been evaluated in the 1CA and 2CA,
see text. The applied shifts and broadenings are detailed in Table II and Supplement: Table S4, respectively.
excitation (E6) and to transitions to the π - Rydberg
mixed πRyd(b1) orbitals (∼ 406 eV; E7). In contrast, the
shoulder of E6 at 399.9 eV that has been attributed to
π∗(b1) excitations
104 is missing in our results. In fact, the
corresponding core-excited state is present at 400.4 eV,
but its absorption is by a factor of ∼ 500 lower than
for the E6 one. A different theoretical study,98 however,
found this feature to be underestimated as well, but per-
ceivable. Finally, the structure around 401 eV has been
attributed to a contamination with N2 molecules
104 and
can be neglected in the discussion.
The energetic spacing between E6 and E7 is overesti-
mated by about 2.8 eV in our calculations. This is an
indication of the lack of electron correlation as well as
Rydberg character in the active orbitals. However, in-
cluding a higher level of CI and employing much larger
Rydberg bases has not been feasible.
b. PES and RAES The predicted PES at 397 eV
and the RAES obtained at the E6 resonance together
with experimental data digitized from Bolognesi et al.77
are compiled in Fig. 4 (b). All spectra have been nor-
malized to their respective highest peaks. We focus here
solely on the E6 resonance, because its spectrum yields
more structure than the E7 one77 and we deem our core-
excited states to be more reliable for this lower lying res-
onance. The continuum orbitals used in the calculations
have been constructed based on the V Jf (r) potential cen-
tered at the RN and RC4N2 origins, as depicted in Fig. 4.
Due to the computational costs, the RAES have only
been obtained in the nitrogen centered 1CA, as well as
the Two-Center Approximation (2CA). For the latter
spectrum contributions from at most two different atoms
of the C4N2 ring have been included in a two-center ap-
proximate fashion with the continuum orbitals being cen-
tered at RC4N2 . We have included partial waves up to
lmax = 15 for the PES and 2CA RAES, which is the
current maximum supported by our code. However, the
contributions of the l = 15 term can for some transitions
reach up to 15% and 25% for the RC4N2 (PES and 2CA
RAES) and RN (PES) origins, respectively. Hence, par-
tial waves with higher angular momenta might be needed
to ensure complete convergence of the respective band
intensities. However, for the 1CA decay spectrum, cor-
responding to the autoionization contribution from one
nitrogen atom embedded in the molecular potential, the
intensities converged already for l = 4, although lmax = 9
has been used.
At first glance, our simulations reproduce the experi-
mental PES results very well, whereas the RAES inten-
sities are matched to a lesser extent. For the detailed
discussion, we follow Bolognesi et al.77 in dividing the
spectra into three regions, spanning binding energies up
to 13 eV (1), 20 eV (2), and > 20 eV (3). We begin
the discussion with the PES. Region (1) contains clearly
distinguishable single hole states with the leading con-
figurations nN−(7b2)
−1 at 9.8 eV, π3(2b1)
−1 at 10.5 eV,
nN+(11a1)
−1 at 11.2 eV and π2(1a2)
−1 at 11.5 eV in
Fig. 4 (b). This assignment agrees with the one obtained
in Refs. 99,100, regarding the still controversial question






tures77 that are difficult to resolve experimentally. The
region (2), marks the transition from single to double
hole states. The feature around 14.5 eV comprises three
states of dominant π1(1b1)
−1, σ(10a1)
−1 and σ(6b2) na-
ture with an admixture of up to 20% π∗ character. The
other two peaks, correspond dominantly to lower lying
σ−1 states with up to 30% π∗ character. Finally, in region
(3), the density of the ionized states increases consider-
ably and they are predominantly of two hole character.
Here, multiple transitions contribute to each peak and an
assignment in terms of orbitals is not possible anymore.
Concerning the intensities, in region (1), the height ra-
tio of the double peak is not symmetric. The low and
high energy parts are enhanced with the RN and RC4N2
origins, respectively. In region (2), RC4N2 leads to a bet-
ter agreement for the first two peaks, whereas using RN
resembles the part around 17.5 eV better. The exper-
imental data in region (3) yields four distinct features
around 21 eV, 25 eV, 26.5 eV, and 29.5 eV as well as
an unresolved tail at higher energies. Our data repro-
duces the general structure, albeit the features appear
blue shifted by 1.3 eV, 0.5 eV, 1.1 eV, and 0.8 eV, respec-
tively. Further, the relative intensity of this region tends
to be underestimated, in particular with the RC4N2 ori-
gin. Especially the feature around 27.5 eV appears only
as a small shoulder. Since the PES of O2 demonstrated
only minor variations for different origins, one might at-
tribute the deviations observed here to the fact that the
angular momentum expansion is not fully converged in
this case.
Now concerning the RAES of the E6 resonance, Fig. 4
(b). Both, the 1CA and 2CA spectra show only a very
approximate correspondence to the experimental data.
In region (1) the theoretical RAES resembles the shape
of the experimental reference. It can be assigned to pure
participator decay into the single hole states that consti-
tute the PES in this region as well. Already in region (2),
we find that spectator decay is dominating and the num-
ber of final states increases to around 40 for the whole
region. Here, our data yields two distinct peaks simi-
lar to the experimental result, but blue shifted by about
0.7 eV. The relative intensity of the one at 17.5 eV, which
is the most prominent feature in the experimental data,
however, is underestimated by a factor of 2.5 in the 1CA.
Finally, region (3) comprises more than 250 mainly spec-
tator transitions with appreciable intensities that in to-
tal constitute the spectrum. Here, the experimental data
comprises 4 features. A broad one (19.0 − 24.0 eV) is
only partially reproduced in the theoretical spectrum. It
is too narrow, spanning only 21.5 − 23.5 eV and its ris-
ing edge is blue shifted by approximately 3.0 eV. Next, a
narrower peak around 26.0 eV is found in our data with
a blue shift of 0.5 eV but too large in intensity. Further-
more, the two broad features around 29.0 eV and 37.0 eV
in the experiment are represented with respective blue
shifts of 3.0 eV and 5.0 eV. Generally, the tail region,
> 25.0 eV carries too much intensity in our calculation,
especially in the 2CA variant.
In comparison to our RAES results for O2 and NO2, we
find the extent of the disagreement between the theoreti-
cal and experimental decay spectra surprising. This is es-
pecially striking, since the PES is represented quite well
by our approach, indicating that the valence electronic
structure of the cation is well described with the present
active space and that the employed continuum model
captures the most important effects. Unfortunately, a
detailed scrutinization of this deviation is difficult since,
to the best of our knowledge, references obtained on a
higher level of theory are not available. Tentatively, the
disagreement can be assigned to the exclusion of the hy-
drogen atoms within both, 1CA and 2CA, which might
induce a similar characteristic as for methane, see Fig. 1.
This line of argumentation is supported by the fact that
region (2), with the greatest mismatch to the experimen-
tal reference, comprises ionized states bearing holes in
the σ valence orbitals which contain a considerable hy-
drogen character. Further, the 2CA ansatz, that includes
all “heavy” atoms does not improve the agreement with
the experimental data in this region, although the total
decay rates increase by a factor of 3.5 from 32.5 meV
(1CA) to 114.7 meV (2CA). While this indicates that
non-local contributions from the C and N atoms play a
considerable role for the decay of the E6 resonance, it also
shows that the inclusion of the hydrogen atoms might
be necessary, to further improve the spectrum. Another
reason could be that the active space used herein does in
fact not describe the core-excited states well enough, as
pointed out in the discussion of the XAS.
We conclude the discussion of this system with the
following recapitulation. The pyrimidine molecule has
been studied with a large active space, allowing one elec-
tron to be removed from the N(1s) orbitals, as well as
a single electron to be excited into 8 valence orbitals.
With this active space not all prominent XAS features
can be be reproduced. However, irrespective of the con-
tinuum orbital origin, the experimental PES has been
reproduced quite well with the SCI approach, although
it is not fully converged at lmax = 15. This also indicates
that the valence electronic structure is described suffi-
ciently accurate. Still, the simulated RAES of the E6
resonance obtained with our approach yield notable dif-
ferences to the experimental reference77 in the spectator
decay region. We tentatively ascribe this to the exclu-
sion of the hydrogen atoms within the employed 1CA
and 2CA schemes, which might influence different spec-
tral regions to a varying degree, thus altering the shape
of the spectrum. Further studies including the hydrogen
orbitals as well as involving an active space that covers
more core-hole correlation need to be carried out to rule
out these remaining uncertainties.
V. CONCLUSIONS AND OUTLOOK
In this article, we have presented the SCI approach




partial Auger decay rates for the case of molecules. It is
a logical continuation of our previous benchmark of the
protocol for the atomic case of RAES of the neon 1s−13p
resonance, where it was shown to yield spectra and total
decay rates in good agreement with experimental refer-
ences.55 The central approximation in the protocol is that
the angular structure of the molecular potential is av-
eraged out, leading to spherically symmetric continuum
orbitals that are obtained by numerically solving the ra-
dial Schrödinger equation. As has been shown here, such
an approach, being natural for atoms, in fact provides a
valuable insight into the nature of molecular photoion-
ization and autoionization spectral features as well.
The investigated molecules have been selected to rep-
resent different classes. To perform a thorough test of
the protocol, the XAS, PES, and RAES at the carbon,
oxygen and nitrogen K-edges of CH4, O2, and NO2 as
well as pyrimidine, respectively, have been evaluated and
compared to the experimental data. Of course, accurate
calculations of these molecules in the gas phase require
the inclusion of vibrational effects, with the O2 3σu res-
onance being an extreme case. Here, they have been
excluded and the discussion is focused on the purely elec-
tronic effects.
From the viewpoint of electronic structure calculations,
this protocol can be applied together with any quantum
chemistry method, allowing for a CI-like representation
of the wave function. In particular, in the present ar-
ticle the bound electronic structure is obtained at the
RASSCF/RASPT2 level. The analysis of the XAS has
shown that this method with the respective active spaces
is capable of capturing the most important effects in core-
excited states of neutral systems with the exception of
pyrimidine, possibly requiring a larger active space. Fur-
ther, the energetic positions of lines in PES and RAES,
characterizing the structure of the valence levels of the
ionized system could be reproduced with an overall high
accuracy. However, there is a tendency to overestimate
the binding energies towards high-energy parts of the
spectra.
Regarding the PES intensities, the SCI approach has
lead to fairly good agreement with experiments for NO2,
pyrimidine, and the lower binding energy region of O2,
but in some cases discrepancies have been observed. For
example, the high binding energy region of the O2 PES
bears too few intensity, which we attribute to the lack of
combination transitions to Rydberg orbitals in the active





peaks PES at 282.2 eV can not be correctly described
using our approach.
The SCI approach appears to produce in general rea-
sonable RAES, for all resonances in methane, the 1πg
resonance of O2, and the high-energy flank of the 2b1
resonance in NO2. Those spectra which cannot be ac-
curately reproduced generally correspond to cases when
either vibronic effects are important, several resonances
are overlaying, or the active space is too small. Nev-
ertheless, this information can be still valuable for the
assignment of experimental spectra.
The H coupling has been applied only to CH4 and O2,
where it has led to the best agreement. However, the
approximate r−1 coupling produces very similar spectra
for CH4, whereas for O2 the differences between both
couplings are larger. Overall, the origin dependence of
the spectra in both O2 and pyrimidine cases has been
found to be relatively small, especially when H coupling
is applied. The One-Center Approximation (1CA) seems
to be not applicable in all cases for the present method.
Although it is very attractive from the computational
viewpoint as it substantially reduces the numerical effort.
For example, the CH4 1CA results do not agree well to
experiment, while for NO2 they closely resemble the r
−1
ones. However, for pyrimidine only the 1CA and 2CA, in-
cluding two-center contributions from only heavy atoms,
were feasible. Unfortunately, these approximations do
not lead to good agreement with experiment in this case;
we suppose that the deviations can be rather attributed
to deficiencies of the quantum chemistry setup, exclusion
of hydrogen contributions, or the SCI model itself.
Finally, some of the deviations between calculations
and experiment can be mitigated if the one-step model
is applied. This might be especially needed to describe
spectral regions with notable participator decay charac-
ter and cases with strong interference between different
ionization pathways. Taking into account nuclear motion
might also be highly advisable.
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In this contribution we present the application of the spherically averaged continuum






Herein we present additional results for the methane and oxygen photoelectron spectrum
(PES) and resonant Auger electron spectrum (RAES).
A. Methane CH4
Below we show the PES and RAES of CH4 obtained with continuum orbitals correspond-
ing to different approximations to the spherically averaged potentials than the spherically
averaged direct potential V Jf (r) that has been used throughout the main text. First, the
dependence of the methane PES at 282.2 eV on the continuum orbital approximations is
























Figure S1. Theoretical results for the 282.2 eV methane valence PES obtained with continuum
orbitals corresponding to the indicated potential models.1 The experimental reference has been
digitized from Kivimaeki et al.2 In addition, the normalized Dyson orbitals for the respective a−11
and t−12 features are shown. As in the main text, the spectra have been aligned to the experimentally
obtained value for the a−11 ionization potential of 22.90 eV
3. The broadening is detailed in Table S1.
istry (QC) protocol, as described in the main text. However, results corresponding to the
free-particle, effective Coulomb, direct, and direct-exchange potentials, V free, −1/r, V Jf (r),
and V JXf (r), introduced in Ref. 1, are compared. Note that the V
J
f (r) result corresponds to




tion (SA)4, neglecting the continuum orbital treatment entirely, are depicted as well. In SA,
the cross section of each transition is approximated by the squared norm of the respective
Dyson orbital: σgα ≈ ||Φgα||2. Note, that at this energy none of the potential models that
have been devised by reproduces the correct intensity ratio of a−11 and t
−1
2 features. However,
the V JXf (r) and V
J














































































Figure S2. All experimental data (dotted) have been digitized from Kivimaeki et al.2 (a) Cal-
culated (green) and experimental XAS of methane at the carbon K-edge. The dipole-forbidden
3s(a1) excitation is indicated by a single stick. The assignment of the experimental spectrum
5,6
is connected to the corresponding calculated core-excited states of CH4. (b) For each resonance
depicted in (a) the RAES calculated using continuum orbitals corresponding to the direct-exchange
V JXf (r) potential and the indicated couplings are shown together with the measured results. The
H, r−1, and 1CA spectra for one resonance have been normalized with the same constant. The
respective calculated carbon Rydberg contributions are given in paranthesis for each resonance.
Further, spectral regions have been assigned to different valence hole states of CH+4 (gray). The
experimental and theoretical valence PES obtained at a photon energy of 282.2 eV are shown as

















































































Figure S3. All experimental data (dotted) have been digitized from Kivimaeki et al.2 (a) Cal-
culated (green) and experimental XAS of methane at the carbon K-edge. The dipole-forbidden
3s(a1) excitation is indicated by a single stick. The assignment of the experimental spectrum
5,6 is
connected to the corresponding calculated core-excited states of CH4. (b) For each resonance de-
picted in (a) the RAES calculated using continuum orbitals corresponding to the effective Coulomb
potential −1/r and the indicated couplings are shown together with the measured results. The
H, r−1, and 1CA spectra for one resonance have been normalized with the same constant. The
respective calculated carbon Rydberg contributions are given in paranthesis for each resonance.
Further, spectral regions have been assigned to different valence hole states of CH+4 (gray). The
experimental and theoretical valence PES obtained at a photon energy of 282.2 eV are shown as
well. Shifts: see main text; broadenings: see Table S1.
In Figs. S2 and S3, the RAES and PES results obtained with continuum orbitals cor-
responding to the spherically averaged direct-exchange V JXf (r) and effective Coulomb po-
tential, −1/r, approaches, are depicted. For a better visual correspondence with Fig. 1 in
the main text, which depicts data obtained with the spherically averaged direct potential




comparison to the V Jf (r) results in the main text, Fig. 1, the V
JX
f (r) RAES are slightly worse,
leading to a more pronounced overestimation of the high binding energy tail (40-60 eV). The
decay spectra obtained with the −1/r potential, modelling the molecule as a point charge,
however, deviate strongly from the V Jf (r) and V
JX





is strongly overestimated, leading to a shift of the main maximum towards the a−11 t
−1
2 part

































































Figure S4. (a) Calculated (green) and experimental7 (dotted) K-edge XAS of O2. The theo-
retically obtained 1πg, q-3σu, and d-3σu resonance positions are connected to the experimental
excitation energies that have been used to obtain the respective RAES. In panel (b) the simulated
PES and RAES are compared to the measurements by Caldwell et al.8 Note that due to the low
monochromater resolution present in the experiment8, the whole exchange split 3σu double peak is
excited by the incoming radiation at 540 eV. Hence, the theoretical RAES obtained for the q-3σu
(dashed) and d-3σu (solid) resonances are depicted together with the experimental one. The the-
oretical results employ the V Jf (r) potential centered at RO or RO2 , respectively. Further, the r
−1




To support the discussion in the main text, the theoretically obtained decay RAES for
the 1πg, q-3σu, and d-3σu resonances obtained with the r
−1 an 1CA coupling are compared
against the respective experimental measurements8 in Fig. S4. The spectra have been cal-
culated with the spherically averaged direct potential approach V Jf (r), as in the main text.
Note that in particular the the 1πg spectra are sensitive to the exclusion of the one-electron
coupling terms within the approximate r−1 coupling approach, which leads to larger overes-
timations of the features R5, R6, and R8 than observed for H coupling (Fig. 2 of the main
text). In addition, the r−1 1πg RAES show a stronger dependence on the continuum orbital






Note that unless stated otherwise, the broadening parameters compiled herein for the
respective XAS, PES and RAES of the O2, CH4, NO2 and C4H4N2 molecules have been
applied to to produce the spectra in all respective figures that are shown herein and in the
main text.
A. Methane CH4
The broadening parameters presented herein have been tuned such as to obtain the best
representation of the respective experimental spectra that have been reported by Kivimäki
et al. in Ref. 2. To construct the curve for the carbon K-edge XAS, the spectral regions
corresponding to the D, H, and L features have been broadened with Gaussian profiles
having respective full width at half maximums (FWHMs) parameters of 0.17 eV, 0.22 eV,
and 0.21 eV. The PES, consisting of the t−12 and a
−1
1 peaks have been obtained by broadening
with a Gaussian FWHM of 1.75 eV and 1.15 eV, repsectively.
Table S1. Broadening parameters used for the CH4 RAES corresponding to the indicated reso-
nances. The respective binding energy intervals ∆Eb and Gaussian FWHM parameters σ are given
in eV.
B(3s) D(3p) H(3d) L(4p)
∆Eb σ ∆Eb σ ∆Eb σ ∆Eb σ
7.0-21.0 2.34 7.0-22.0 2.34 7.0-22.7 3.06 7.0-22.5 2.34
21.0-24.5 1.40 22.0-25.0 0.86 22.7-24.7 0.95 22.5-24.5 0.90
24.5-41.0 5.94 25.0-42.0 5.22 24.7-42.7 7.02 24.5-43.5 5.22
41.0-87.0 7.70 42.0-48.0 6.93 42.7-88.7 7.70 43.5-54.5 5.85





Table S2. Broadening parameters used for the O2 XAS, PES, and RAES of the indicated reso-
nances. The respective binding and excitation energy intervals ∆Eb, ∆~ω, and Gaussian FWHM
parameters σ are given in eV.
XAS PES 1πg RAES 3σu RAES
∆~ω σ ∆Eb σ ∆Eb σ ∆Eb σ
525-550 1.3 0.0-25.6 1.15 0.0-15.8 2.08 0.0-25.0 9.00
25.6-29.6 1.25 15.8-21.8 1.05 25.0-33.0 2.60
29.6-35.6 2.10 21.8-38.8 2.00 33.0-53.0 1.90
35.6-42.6 2.85 38.8-75.0 3.50 53.0-75.0 3.50
42.6-75.0 4.10
C. Nitrogen dioxide NO2
Table S3. Broadening parameters used for the NO2 nitrogen K-edge XAS, PES, and RAES of
the indicated resonances. The respective binding and excitation energy intervals ∆Eb, ∆~ω and
Gaussian as well as Lorentzian FWHM parameters σ and γ are given in eV.
XAS PES 2b1 RAES at 402.86 eV 2b1 RAES at 403.73 eV
∆~ω σ ∆Eb σ γ ∆Eb σ ∆Eb σ
395.0-402.0 0.83 0.0-12.3 1.325 0.0-12.5 1.075 0.0-12.0 1.650
402.0-408.0 0.85 12.3-15.0 0.375 12.5-16.0 0.275 12.0-15.5 0.275
408.0-410.3 0.53 15.0-18.2 0.925 16.0-18.7 0.700 15.5-25.0 0.750
410.3-413.0 0.80 18.2-21.0 0.375 18.7-20.6 0.650






Table S4. Broadening parameters used for the C4H4N2 nitrogen K-edge XAS, PES, and RAES of
the E6 resonance. The respective binding and excitation energy intervals ∆Eb, ∆~ω, and Gaussian
FWHM parameters σ are given in eV.
XAS PES E6 RAES
∆~ω σ ∆Eb σ ∆Eb σ
397.00-399.50 0.650 0.0-12.5 0.60 0.0-23.0 0.75
399.50-400.45 0.550 12.5-15.0 1.00 23.0-28.0 2.05
400.50-401.80 0.750 15.0-16.2 0.85 28.0-34.0 4.25







III. CARBON RYDBERG BASIS SET
This (22s15p10d7f)/[7s5p3d2f ] carbon Rydberg basis set has been used for the calcu-
lations regarding the CH4 molecule, presented in the main text. It has been obtained in
the following way: ANO-L exponents9 have been supplemented by (8s6p6d4f) Rydberg
ones that have been generated according to the procedure in Ref. 10. The contraction co-
efficients have been obtained with the Genano module11 of openMolcas.12 Therein the
density matrices of the ground and 82 lowest core-excited states of triplet carbon, as well 229
valence-excited states of doublet C+, have been evenly averaged. Further, the active spaces
RAS(6, 1, 1; 2, 3, 31) and RAS(3, 1, 1; 1, 3, 31) have been employed for C and C+, respectively.
C S
50557.501 0.0000554 -0.0000141 0.0000027 -0.0000017 0.0000002 -0.0000040 0.0000011
7524.7856 0.0004352 -0.0001105 0.0000215 -0.0000130 0.0000018 -0.0000303 0.0000082
1694.3276 0.0023206 -0.0005900 0.0001155 -0.0000698 0.0000100 -0.0001694 0.0000478
472.82279 0.0098932 -0.0025273 0.0004923 -0.0002964 0.0000421 -0.0006817 0.0001815
151.71075 0.0353011 -0.0091501 0.0017944 -0.0010852 0.0001553 -0.0026706 0.0007638
53.918746 0.1045054 -0.0281065 0.0054752 -0.0032833 0.0004662 -0.0073974 0.0019298
20.659311 0.2422650 -0.0710452 0.0140257 -0.0084527 0.0012177 -0.0213846 0.0063148
8.3839760 0.3848476 -0.1383681 0.0273606 -0.0162794 0.0023069 -0.0342747 0.0082613
3.5770150 0.3062910 -0.1767318 0.0382435 -0.0242088 0.0035259 -0.0707672 0.0229626
1.5471180 0.0661304 -0.0014742 0.0021911 -0.0029828 0.0001661 0.0188711 -0.0144040
0.6130130 0.0024826 0.5412056 -0.1238081 0.0785679 -0.0109681 0.1228821 -0.0120022
0.2460680 0.0031351 0.5449053 -0.2861114 0.2201439 -0.0364162 0.8980101 -0.3429385
0.0990870 -0.0001376 0.0299654 -0.0953666 -0.0125505 0.0061750 -1.0530334 0.5598165
0.0346800 0.0001895 0.0080153 0.6640376 -0.7107209 0.1879168 -1.8684776 0.4972325
0.0112533 -0.0003146 -0.0112501 1.1734161 -1.7229839 0.4642457 8.1033402 -7.4432742
0.0058584 0.0006563 0.0240021 -1.6328915 4.9423058 -2.6760962 -13.9083785 22.7282046
0.0033460 -0.0010909 -0.0451430 2.0757306 -4.1095298 2.2678469 16.3796464 -34.0610756
0.0020484 0.0014954 0.0678743 -2.3625403 4.4587858 -0.9719151 -19.8538822 31.9166589
0.0013236 -0.0016393 -0.0756157 2.4793296 -5.3949310 2.6242232 21.7800560 -26.9204925
0.0008931 0.0013110 0.0592119 -2.0103029 4.1518568 -1.9756217 -16.9049493 21.5236943
0.0006243 -0.0006532 -0.0294083 0.9996186 -2.0494694 1.0046833 8.3077284 -10.5946867
0.0004495 0.0001484 0.0069038 -0.2185765 0.4701302 -0.2377670 -1.8957386 2.4266113
C P
83.333155 0.0016902 -0.0002597 0.0000917 -0.0005516 0.0000552
19.557611 0.0130821 -0.0019827 0.0007045 -0.0041427 0.0002019
6.0803650 0.0604217 -0.0091431 0.0032355 -0.0194424 0.0019347
2.1793170 0.1908470 -0.0296103 0.0105390 -0.0627215 0.0019610
0.8651500 0.3738639 -0.0640343 0.0223935 -0.1447959 0.0222276
0.3619440 0.4121089 -0.0880526 0.0316131 -0.2029583 -0.0345343
0.1547400 0.1542508 -0.0381202 0.0138100 -0.0273092 0.2203000
0.0654290 -0.0025207 0.1908643 -0.0446433 1.3202008 -0.5961192
0.0229000 0.0046373 0.6889854 -0.5616569 -0.4186885 0.5047919
0.0099882 -0.0004755 0.4573422 -0.1469174 -2.0066859 2.2560562
0.0056894 0.0000637 -0.3786981 1.3767454 2.6949480 -6.5298946
0.0034757 -0.0037287 0.1431867 -0.2367263 -1.6198145 5.4086750
0.0022421 0.0031604 -0.0853635 0.2101873 0.8394500 -1.2277959
0.0010548 -0.0001188 0.0164980 -0.0413206 -0.2019057 0.5871641
0.0005596 0.0000729 -0.0043503 0.0105962 0.0531507 -0.1386142
C D
1.9000000 0.0009482 -0.0077763 0.0040482
0.6650000 0.0050964 -0.0332340 0.0167271
0.2327500 0.0151610 -0.1801961 0.1012733
0.0814630 0.0806746 -0.6635421 0.3425014
0.0274457 0.3997480 -0.4010929 -0.0644277
0.0142044 0.4478216 0.7300550 -0.6082779
0.0080766 0.2124006 -0.2118336 -0.1330624
0.0049272 -0.0279700 0.3318272 0.8205665
0.0021371 -0.0111903 0.0462477 0.4680205













1G. Grell, O. Kühn, and S. I. Bokarev, Phys. Rev. A 100, 042512 (2019).
2A. Kivimäki, M. Neeb, B. Kempgens, H. M. Köppe, and A. M. Bradshaw, J. Phys. B At.
Mol. Opt. Phys. 29, 2701 (1996).
3G. Bieri and L. Åsbrink, J. Electron Spectrosc. Relat. Phenom. 20, 149 (1979).
4T. Åberg, Phys. Rev. 156, 35 (1967).
5K. Ueda, M. Okunishi, H. Chiba, Y. Shimizu, K. Ohmori, K. Sato, E. Shigemasa, and
N. Kosugi, Chem. Phys. Let. 236, 311 (1995).
6J. Schirmer, A. B. Trofimov, K. J. Randall, J. Feldhaus, A. M. Bradshaw, Y. Ma, C. T.
Chen, and F. Sette, Phys. Rev. A 47, 1136 (1993).
7Y. Ma, C. T. Chen, G. Meigs, K. Randall, and F. Sette, Phys. Rev. A 44, 1848 (1991).
8C. D. Caldwell, S. J. Schaphorst, M. O. Krause, and J. Jiménez-Mier, J. Electron Spec-
trosc. Relat. Phenom. 67, 243 (1994).
9P.-O. Widmark, P. Å. Malmqvist, and B. O. Roos, Theor. Chim. Acta 77, 291 (1990).
10K. Kaufmann, W. Baumeister, and M. Jungen, J. Phys. B At. Mol. Opt. Phys. 22, 2223
(1989).
11J. Almlöf and P. R. Taylor, J. Chem. Phys. 86, 4070 (1987).
12I. Fernández Galván, M. Vacher, A. Alavi, C. Angeli, F. Aquilante, J. Autschbach, J. J.
Bao, S. I. Bokarev, N. A. Bogdanov, R. K. Carlson, L. F. Chibotaru, J. Creutzberg,
N. Dattani, M. G. Delcey, S. S. Dong, A. Dreuw, L. Freitag, L. M. Frutos, L. Gagliardi,
F. Gendron, A. Giussani, L. González, G. Grell, M. Guo, C. E. Hoyer, M. Johansson,
S. Keller, S. Knecht, G. Kovačević, E. Källman, G. Li Manni, M. Lundberg, Y. Ma, S. Mai,
J. P. Malhado, P. Å. Malmqvist, P. Marquetand, S. A. Mewes, J. Norell, M. Olivucci,
M. Oppel, Q. M. Phung, K. Pierloot, F. Plasser, M. Reiher, A. M. Sand, I. Schapiro,
P. Sharma, C. J. Stein, L. K. Sørensen, D. G. Truhlar, M. Ugandi, L. Ungur, A. Valentini,








10. Publications not included in the thesis
10 Publications not included in the thesis
J. Chem. Theory. Comput. 15, 5925, 2019
OpenMolcas: From Source Code to Insight
I. Fdez. Galván, M. Vacher, R. Lindh et al.
J. Chem. Theory Comput. 14, 5870, 2018
Tuned Range-separated Density Functional Theory and Dyson Orbital Formalism for Photo-
electron Spectra
T. Möhle, O. S. Bokareva, G. Grell, O. Kühn, and S. I. Bokarev
Phys. Chem. Chem. Phys. 19, 14248, 2017
Light-induced relaxation dynamics of the ferricyanide ion revisited by ultrafast XUV photoelec-
tron spectroscopy
N. Engel, S. I. Bokarev, A. Moguilevski, A. A. Raheem, R. Al-Obaidi, T. Möhle, G.
Grell et al.
Structural Dynamics 4, 044031, 2017
Ultrafast kinetics of linkage isomerism in Na2[Fe(CN)5NO] aqueous solution revealed by
time-resolved photoelectron spectroscopy
A. A. Raheem, M. Wilke, M. Borgwardt, N. Engel, S. I. Bokarev, G. Grell et al.
Scientific Reports 6, 24659, 2016
Joint analysis of radiative and non-radiative electronic relaxation upon X-ray irradiation of
transition metal aqueous solutions
R. Golnak, S. I. Bokarev, R. Seidel, J. Xiao, G. Grell et al.
J. Chem. Theory Comput. 11, 1700, 2015
Tuning range-separated density functional theory for photocatalytic water splitting systems
O. S. Bokareva, G. Grell, S. I. Bokarev and O. Kühn
J. Phys. Chem. Lett. 5, 1355, 2014
Electron- and energy-transfer processes in a photocatalytic system based on an
Ir(III)-photosensitizer and an iron catalyst
A. Neubauer, G. Grell, A. Friedrich, S. I. Bokarev, P. Schwarzbach et al.
183
Danksagungen
Am Ende dieser Arbeit mochte ich zuerst Prof. Oliver Kühn danken, der mir die Möglichkeit
gegeben hat in seiner Arbeitsgruppe Molekulare Quantendynamik, welche bereits seit der Ba-
chelorarbeit im Jahr 2012 mein wissenschaftliches Zuhause ist, zu promovieren und damit diese
Arbeit erst ermöglicht hat. Besonders hervorheben möchte ich, das Prof. Kühn mich stets durch
zahlreiche Empfehlungsschreiben, beispielsweise bei der erfolgreichen Bewerbung um einen
Platz auf dem Lindauer Nobelpreisträgertreffen 2016, unterstützt hat. Auch für die vielen guten
Ratschläge in den Diskussionen der vergangenen Jahre, sowie die große Bereitschaft stets ein
offenes Ohr für nicht nur meine, sondern die Belange eines jeden Gruppenmitglieds zu haben
bin ich sehr dankbar. Weitherin möchte ich das gute Arbeitsklima in der Arbeitsgruppe loben,
das Prof. Kühn durch seinen besonnenen Stil maßgeblich förderte.
Großer Dank geht insbesondere an Sergey Bokarev, der meinen wissenschaftlichen Weg
seit 2012 eng begleitet hat und mit mir als mein ständiger Ansprechpartner in häufigen Dis-
kussionen durch alle Höhen und Tiefen dieses Promotionsprojektes ging. Ich danke ihm sehr
für seine unermüdliche Bereitschaft mich auch in den intensiveren Zeiten des wissenschaftli-
chen Arbeitens bis teilweise spät in die Nacht zu unterstützen, sei es mit wohlwollendem oder
kritischen Blick. Diese Art der Hingabe hat maßgeblich zur Durchführung dieses Promotions-
projektes beigetragen. Weiterhin verdanke ich ihm meinen heute so sicheren Umgang mit den
Simulationsmethoden der Quantenchemie, sowie viele Einblicke in fundamentale Grundlagen
der theoretischen Chemie im Allgemeinen.
Weiterhin möchte ich Prof. Stephan Fritzsche für das Zurverfügungstellen von Simulati-
onsdaten danken, welche mir an einem kritischen Punkt die Möglichkeit gaben mein Program
unabhängig zu testen, was letztlich sehr viele Probleme geklärt hat.
Für finanzielle Unterstützung bin ich der Deutschen Forschungsgemeinschaft (Projektnum-
mer 252105138), sowie dem Sonderforschungsbereich SFB652 (61250071 SFB TP B10) sehr
zu Dank verpflichtet.
Nun möchte ich noch allen Kollegen der Arbeitsgruppe danken, die diese Jahre angenehm
gestaltet haben. Insbesondere mit Tobias verbinden mich viele fachliche Diskussionen, die auch
zur Entstehung dieser Arbeit beigetragen haben. Fabian und Sven sind hervorzuheben, die mich
durch das Studium und die Promotion begleitet haben und mir ebenfalls mit vielen Diskussionen
und Ratschlägen geholfen haben. Ferner ist die IT Mannschaft, also Jan, Marco, Tobias und
Prasanth zu nennen, mit denen ich mich gemeinsam um die IT Systeme der Arbeitsgruppe
gekümmert habe.
Am Ende steht der Dank an meine Familie. Meine Eltern, Großeltern, Schwiegereltern, meine
Freunde, und ganz besonders Saskia haben ein Jahr lang ertragen, dass ich fast nie verfügbar war
oder Zeit hatte. Sie haben das Projekt so gut unterstützt wie Sie konnten. Insbesondere Saskia
verdient großen Dank für ihre seit sechs Jahren ungebrochene Unterstützung und dafür, dass Sie
in jeder Lebenslage zu mir hält.

