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Let X, = (Xi, ,..., -&A j = L.., n be n independent random vectors. For 
x = (x1 ,..., JC=) in RP and for a in [0, 11, let Fj*(x) = oJ(X,, < x1 ,..., X,j < 
%I) + (1 - 4IWlj < Xl ,..., X,,, < x,), where 1((A) is the indicator random 
variable of the event A. Let F,(x) = E(Fj*(x)) and D, = SUP,,~ fnaXr<NCn 
1 ~~(Fj*(x) - Fj(x))l. It is shown that P[D, > L] < 4pL exp(-2(LC-l - 1)) 
for each positive integer n and for all LB > n; and, as n + 03,0,, = O((n log n)‘/*) 
with probability one. 
1. IN~~DUCTI~N 
Let XI = (XIj ,..., X9,), j = l,..., n be independent random vectors in Rp. 
For x = (x1 ,..., x,) in R’ define 
F,(x-) = qx,, < Xl ,..., x,j < XJ, 
F,(x+) = qx1, < Xl ,***, x,, < xg), 
I;;*(x-) = I(X,j < Xl ,..., x,j < xp), 
and 
F,“(x+) = q-J&, < XI ,-*-, xp, < %I), 
where I(A) stands for the indicator random variable of the event A. For 
O<ar<l,let 
F,(x) = oLFi(x-) + (1 - vj(x+) 
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and 
FJ;*(X) = dj*(x-) + (1 - L%!)Fj*(x+). 
Thus F* is a convex combination of the right and left continuous distribution 
functions of X, . 
For p = 1 it is proved by Wolfowitz [4] that 
sup 1 n-l i (F,(x-) - Fj*(x-)) 1 = o(1) w.p.1. 
x 1 
(1.1) 
No rate of convergence for (1.1) is, however, established in [4], (though from 
the proof there it follows that the left-hand side of (1.1) is O(n-I/*) w.p. 1). 
When X, are identically distributed, besides being independent, a complete 
answer regarding the rate of convergence in (1.1) is given by Kiefer [2]. He 
has shown that the left-hand side of (1.1) specialized to the i.i.d. case is 
O(n-r/s(log log n)1/2) w.p. 1. It will be interesting (but seems difficult) to investi- 
gate whether such rate holds in the independent nonidentically distributed 
case treated here. We will nevertheless prove 
= O((n log nyy w.p.1. (1.2) 
The question whether D, = O((n log log n)l/a) holds w.p. 1 is not yet answered 
even in the i.i.d. case. 
The result (1.2) for p = 1 is obtained in Singh [3]. The proof of (1.2) however 
does not follow directly from that in [3]. Generalization of the results here or 
even of Singh [3] to the dependent nonidentically distributed random variables- 
case is an interesting open problem, besides those imposed in the preceding 
paragraph. 
2. THE RESULTS 
LEMMA 2.1. Let c, ,..., c, be any n nonnegative numbers such that C: cja = 1. 
Set’c =C:c,, 
HN = 5 cjF, , HN* = 2 qFj* 
1 1 
340 R. S. SINGH 
and 
w = “,“,p lTNyn I ffN*w - ffN(X)l. 
, \.. 
Then for every K > 1, 
P[W > K] -=c 4pcK exp(-2(X2 - 1)). (2.1: 
Proof. Let d = max,g,&J,* - HN) and W+ = SUP~,~ d(x). The remark 
following (2.17) of Hoeffding [l, p. 171 and Theorem 2 there applied to random 
variables c#‘~* with a: = 1 give 
P[d(x-) 2 q] < exp(--27’) VXER~ and VT >O. (2.2) 
Now, let Fij(xi-) = P[Xdi < xJ, Fij(xi+) = I’[& < xi], and Fii(xi) = 
&‘&z~--) + (1 - a)Fij(xa+). Set A&, = Cc, cjFii . Thus Ml, ,..., Msn are 
on R onto [0, c]. Let K >, 1 be our prefixed number for which (2.1) is to be 
obtained. Fix (temporarily) 0 < y < K. Now for each i = l,...,p, partition R 
into ri intervals with end points -CO = xi0 < xi1 < *** < xiri = 03 such that 
for allj = I,..., ri , 
W&w > xjj) = Mi,(xij-) - M&ii-~+) < YIP. (2.3) 
Since 0 < Mi, < c for ail i = I,...,p, we can (and do) take ri < 1 + (pc,$) 
for i = l,..., p. 
Take Y = maxI~~~Pr,, and if for any i = I,...,?, ri <r, define xir = 
Xi+.-1 = --* = Xjr, = co. Let xj = (xri ,..., xJ, j = 0, l,..., Y. Notice that for 
all i = 1 ,..., p;j= l,..., ~,andN<n, 
HN(Xj-1 ) Xj) = HN(xj-) - HN(Xj-lf) < Kh-1 > x5) 
(2.4) 
where the last inequality follows from (2.3). Now the monotonicity of HN and 
HN* in their arguments followed by (2.4) gives, forj = l,..., I, 
< max (HN*(xj--) - HJxj-I+) 
1SN-G 
d d(rr,-) + f&&-l > Xi) < 4v-) + Y* 
(2.5) 
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Next we observe that d(x) < d(x+) v d(x-) < SUP,,~ supad( where S 
is any subset dense in RD. Therefore from (2.5) 




P[W+ >, K] < P u [A(x~-) > K - y] < pcy-l exp{--%(K - ~)a}, 
61 
(2.7) 
since r < pcy-l + 1. Now define W- by interchanging HN* and HN in the 
definition of W+. Then, by arguments, similar to those used for (2.7) we get 
P[W- 2 K] < right-hand side of (2.7). Thus since W = W+ v  W-, we get 
P[W > K] < 2pcyl exp{-2(K - Y)~}. (2.8) 
Since 0 < y < K in (2.8) is completely arbitrary and the left-hand side 
there is independent of y, we can (and do) substitute y on the right-hand side 
of (2.8) by y,, = K(1 - (1 - E2)lj2}. Th IS substitution together with the 
fact that y;l < 2K gives our desired equality (2.1). i 
The weights cj in the lemma are taken nonnegative with CT cia = 1 only for 
the sake of simplicity in the proof. If cg were arbitrary numbers, one could 
work on identical lines with cj+ and cj- separately after normalizing them 
properly. 
Now we will state and prove the main results for which this paper was 
formulated. 
THEOREM 2.1. Let D, be defined as in (1.2). Then 
P[Dn 3 L] < 4pL exp(-2((L2/n) - l)} ‘JL2 > It, (2.9) 
and,asn-+co, 
D, = O((n log n)liz) w.p. 1. (2.10) 
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Proof. Inequality (2.9) follows by taking c1 = *.* = c, = n-lla in (2.1). 
To prove (2.10), take L = {n(l + log n))l/s in (2.9). Then it follows that 
P[Dn > (n( 1 + log ?2))1/2] < 4pn+( 1 + log +s 
Hence Cf, P[D, > (n(1 + log n))liz] < co, and Borel-Cantelli lemma gives 
(2.10). 1 
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