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Image-guided percutaneous interventions have successfully replaced invasive surgical methods in somecardiologic practice, where
the use of 3D-reconstructed cardiac images, generated by magnetic resonance imaging (MRI) and computed tomography (CT),
plays an important role. To conduct computer-aided catheter ablation of atrial ﬁbrillation accurately, multimodal information
integration with electroanatomic mapping (EAM) data and MRI/CT images is considered in this work. Speciﬁcally, we propose a
variational formulation for surface reconstruction and incorporate the prior shape knowledge, which results in a level set method.
Theproposedmethodenablessimultaneousreconstructionandregistrationundernonrigiddeformation.Promisingexperimental
results show the potential of the proposed approach.
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1. INTRODUCTION
Current treatment of cardiac arrhythmias ranges from non-
invasive strategies, such as pharmacological therapy, to min-
imally invasive techniques, such as catheter-based ablation,
and to open surgical techniques. While medical therapy can
mitigate the occurrence of arrhythmias, these treatments
may have signiﬁcant side eﬀects since most drugs used have
some toxicity that is not suitable for long-term therapy. The
catheter-based procedure is proven to be an eﬀective method
in treating patients with certain cardiac arrhythmias [1].
It is much less invasive and more established. It also de-
mands shorter recovery time than the surgical approach.
Thus, catheter-based radio frequency (RF) ablation has be-
come a widely accepted method in the treatment of cardiac
arrhythmias, including atrial ﬁbrillation (AF) and ventricu-
lar tachycardia (VT). These arrhythmias aﬀect a large num-
ber of people and result in signiﬁcant morbidity and mortal-
ity.
AF is the most common sustained cardiac arrhythmia
encountered in clinical practice. In the United States alone,
there are over 3.5 million patients with this disorder [2].
AF can result in serious complications, including conges-
tive heart failure and thromboembolism. Despite recent ad-
vances, drug therapy to control this disease is still unsatisfac-
tory. As an alternative, a nonpharmacological, interventional
approach based on creating percutaneous catheter-based le-
sion inside the heart has been developed. Lesions are deliv-
ered in the left atrial-pulmonary vein junction with an aim
to electrically isolate these veins from the rest of the atrium.
This protects the atrium from fast heart beating that is origi-
nated in the veins, which initiate and perpetuate AF.
The procedure of interventional AF treatment entails
mapping the left atrium and the attached pulmonary veins
usinganelectroanatomicmapping(EAM)system.Thismap-
ping information can be used to deliver lesions as well. This
electrical approach is suitable for the heart since it is an
electromechanical organ, where mechanical contractions are
driven by electrical stimulus. However, there is a serious lim-
itation of the EAM system in that it is not able to provide
an accurate anatomical information of heart. Typically, a vir-
tual shell is used to represent the atrial wall and the vein.
The points on the atrial wall, where the catheter is manually
touched, are used to create this shell [3].
The catheter-based ablation process can be greatly im-
provedifarealanatomyisusedinsteadofthevirtualshell.To2 Journal of Biomedicine and Biotechnology
ensure safe catheter maneuverability and enable delivery of
eﬀective lesions with minimal collateral damage and compli-
cations, it is critical to have both the anatomical information
and the electrical information available to the operator. This
is particularly important for performing ablation in a com-
plex structure such as the left atrium that is surrounded by
important organs, which are vulnerable to damage if lesions
are not appropriately directed with close anatomical guid-
ance. Furthermore, even the pulmonary veins themselves are
liable to be damaged with grave long-term consequences if
the lesions extend deeply into the veins instead of being re-
stricted to the ostia.
The use of a multimodal data integration process can
provide an anatomical, physiological, and functional repre-
sentation simultaneously. In practice, this can be achieved
by combining an anatomical surface model acquired by
MRI/CT images and the localized electrical information
measured by an EAM system. In the registration process, one
obvious diﬃculty stems from the noise and/or outliers that
are inevitably associated with the MRI/CT imaging process
and the EAM data collection procedure. Unlike other organs
in the body, heart undergoes contractile motion, apart from
respiratorymotion,thusmakingituniqueandverychalleng-
ing to register and integrate data of diﬀerent modalities. In
addition to physiological variations such as changes in the
heart rate, the heart rhythm, and the respiratory eﬀect, vari-
ous types of heart motion are the source of outliers.
The main contribution of this work is to provide en-
hanced imaging of the anatomical heart surface from sparse
and noisy EAM data in combination with a heart-shape
model obtained from MRI/CT reconstruction as a prior
knowledge. For 3D surface reconstruction, we propose a
variational formulation in the level set framework that is an
eﬃcient numerical scheme. The level set method is particu-
larly of great use in representing a shape due to its topology-
free and implicit characteristics. By leveraging the 3D heart-
shape model, we can compensate incomplete EAM data,
thereby representing the anatomical heart more accurately.
The proposed method has two important advantages. First,
it is robust against nonrigid deformation caused by car-
diac motion and noise. Second, it can construct the opti-
mal surface without an explicit correspondence between the
MRI/CT surface and EAM data due to the implicit surface
representation.
Therestofthispaperisorganizedasfollows.Previousre-
l a t e dw o r ki sr e v i e w e di nSection 2 followed by the proposed
multimodaldataintegrationmethodforcomputer-aidedab-
lation of atrial ﬁbrillation in Section 3. Both synthetic and
real data are tested to demonstrate the eﬃciency of the pro-
posed method in Section 4. Concluding remarks and future
work are given in Section 5.
2. REVIEW OF RELATED WORK
Developing a computer-guided system for ablative heart
surgery involves image registration or integration tech-
niques. They are usually performed under a rigid transfor-
mation between preoperative MRI/CT reconstruction and
intraoperative EAM data points [4, 5]. Among various reg-
istration algorithms, the iterative closest point (ICP) method
and its variants have been widely used for this application
due to their computational eﬃciency [6].
The ICP algorithm begins with two meshes and an initial
guess for their relative rigid-body transform. It reﬁnes the
transform iteratively by generating pairs of corresponding
pointsonthemeshesandminimizinganerrormetricrepeat-
edly [7]. However, the standard ICP algorithm does not take
noise and outliers into account. Since noise and outliers may
aﬀect the ICP performance substantially, several ICP vari-
ants have been proposed in [8] to mitigate this problem. One
popularapproachtoidentifyoutliersistouseathreshold,in-
cludingacertainconstant,afractionofasorteddistance,and
some multiple of the standard deviation of a distance [9–11].
Even with these variants, it is still challenging to deal with
nonrigid deformation and diﬀerentiate inliers from outliers.
Most of previous schemes used an ICP-based method
without addressing the above-mentioned problem. Instead,
they focused on clinical registration. For example, Reddy
et al. [5] and Malchano [6] showed the feasibility of com-
bining MRI with CARTO-XP in a porcine model of my-
ocardial infarction (MI). They used the modiﬁed Iterative
Closest Point (mICP) scheme for registration, but did not
address the outlier problem. The modiﬁcation is to adopt
hierarchical registration by adding the class information in
the algorithm. A clinical registration strategy that combines
landmarks and surface registration was proposed in [4]. This
study assessed the accuracy for each cardiac chamber using a
diﬀerent clinical registration method. It was observed in [12]
that the size of the left atrium aﬀects the accuracy. The pa-
tient who has a bigger chamber volume tends to have more
ablation errors.
The rigid transformation assumption made by existing
schemes is simple yet insuﬃcient in most cases. It often
yields unsatisfactory results since a nonrigid deformation is
involved between the anatomical heart model reconstructed
by MRI/CT images and temporal instances of the heart at
the collection of EAM data points. This physiological and
anatomical variation that occurs in the formation of the
heart surface model and the collection of EAM data points
demands a nonrigid transformation (or equivalently diﬀeo-
morphism) between the model and the data. Woo et al. pro-
posed a novel image integration technique by incorporating
nonrigid deformation using the level set method in [13].
To overcome the limitation of the traditional registra-
tion approach based on the rigid-transformation assump-
tion, we formulate this problem as a 3D surface recon-
struction problem from EAM data points with a given sur-
face prior. A similar context arises in surface reconstruction
from point clouds in a scanned noisy image. Surface recon-
struction using an explicit representation has been consid-
ered by researchers, for example, [14, 15]. Typically, this ap-
proach needs to parameterize a large point set that could
be diﬃcult to manipulate. Another approach was proposed
in [16, 17] to construct triangulated surfaces using Delau-
nay triangulations and Voronoi diagrams. It has to deter-
mine the right connection among points in the point set,
which could be challenging in handling noisy and unorga-
nized point data.Jonghye Woo et al. 3
Surface reconstruction based on an implicit shape repre-
sentation using the level set technique has been studied for
almost two decades by applied mathematicians, for example,
[18–20]. The nonparametric (or implicit) surface represen-
tation has an advantage in dealing with arbitrary topology
change and deformation. Hoppe et al. [21] proposed an al-
gorithm in reconstructing a surface using the signed distance
function from unorganized points. Zhao et al. [22]p r o -
posed another algorithm using the unsigned distance func-
tionandtheweightedminimalenergytoreconstructthesur-
face. These algorithms are however restricted to situations
where the population of points is dense enough to charac-
terize the target surface. They are not applicable to our appli-
cation where EAM data points are sparse and insuﬃcient.
The problem of insuﬃcient EAM data encountered in
the 3D heart surface construction, including the left atrium
and its pulmonary veins, can be mitigated by incorporating
a heart-shape prior provided by MRI/CT imaging. Then, the
optimal surface can be obtained by minimizing the energy
functional that consists of a data-ﬁtting term and a prior
knowledge term as detailed in the next section.
3. MULTIMODAL DATA INTEGRATION FOR
SIMULTANEOUS SURFACE RECONSTRUCTION
AND REGISTRATION
In this section, we present a multimodal data integration al-
gorithm for simultaneous surface reconstruction and regis-
tration. This algorithm reconstructs the heart surface from
measured EAM data points and a heart-shape prior obtained
by MRI/CT imaging using the level set method.
3.1. Surfacereconstructionandregistration
Under the level set framework [23], a surface S(x)i nR3 (a
curve in R2) to reconstruct can be represented by the zero-
level set of a higher dimensional embedding function φ(x):
Ω → R as given by
S =
 
x ∈ Ω | φ(x) = 0
 
,
interior(S) =
 
x ∈ Ω | φ(x) > 0
 
,
exterior(S) =
 
x ∈ Ω | φ(x) < 0
 
,
(1)
where Ω is the domain of φ(x). This implicit representation
can provide the geometric shape of surface with the region
deﬁnedbytheunionofSanditsinterior,denotedbyS.Then,
the shape of S is given by S(x) = H(φ(x)), where H(x) is the
heaviside function as deﬁned by
H(x) =
⎧
⎨
⎩
1, x ≥ 0,
0, x<0.
(2)
For the representation of a surface model M(x) obtained
from MRI/CT images, we deﬁne its shape M(x) in a simi-
lar way using another level set function psi(x)a sg i v e nb y
H(ψ(x)). Now, we denote the set of measured EAM data
points by
D =
 
p1, p2,..., pn
 
⊂ R3,( 3 )
where n is the number of data points.
The essential assumption in this surface reconstruction
application is that surface S to reconstruct is an equivalent
class to a given prior surface model M under small nonrigid
deformation and the surface is close to the data points in
D. Thus, surface S can be obtained by minimizing an en-
ergy functional that consists of a data ﬁtting term and a prior
knowledge term. Our goal is to ﬁnd the embedding function
φ associated with surface S that minimizes the following en-
ergy functional:
E(φ) = Epoint(φ,D)+αEprior(φ), (4)
where detail of each term will be described in the following
section.
3.2. Derivationofenergyterms
The energy functional in (4) consists of two terms. The ﬁrst
term measures how well the surface is ﬁt to measured points
based on the distance between the surface and these points.
The second term measures how plausible the surface is in
terms of the prior knowledge of the target surface. Param-
eter α ≥ 0 is a weight that adjusts the importance of these
two factors.
T h ed a t aﬁ t t i n gt e r mc a nb ew r i t t e na s
Epoint(φ|D) =
n  
i=1
 
Ω
   φ(x)·δ(x − pi)
   2dx,( 5 )
where δ(x) = (d/dx)H(x) is Dirac measure and this term
sums up the Euclidean distance between point pi and φ.R e -
call that φ is a signed distance function where the value of
eachpointgivestheeuclideandistancebetweenthepointand
the interface. To impose the prior knowledge on the target
surface, S should be close to prior surface model M with a
smooth-surface assumption. In other words, we penalize any
abruptchangeofthesurfacegradient.Here,weusetwoterms
to represent the prior knowledge, that is,
Eprior(φ) = Ereg(φ)+Eshape(φ | ψ), (6)
where Ereg(φ) is the smoothness regularization term in the
form of
Ereg(φ) =
 
Ω
   ∇H
 
φ(x)
    dx,( 7 )
and Eshape(φ | ψ) is the shape dissimilarity term of the fol-
lowing form:
Eshape(φ | ψ) =
 
Ω
   H
 
φ(x)
 
−H
 
ψ
 
T(x)
     2dx,( 8 )
and where T(x) is a rigid transformation resulting from scal-
ing, rotation, and translation. Note that the smoothness reg-
ularization term measures the length of the 2D curve and the
area of a 3D surface while the shape dissimilarity term mea-
sures the symmetric diﬀerence between H(φ)a n dH(ψ)u n -
der a rigid transformation.4 Journal of Biomedicine and Biotechnology
Combining (4)–(8), the total energy functional E(φ)i s
given by
E(φ) = Epoint(φ | D)+α
 
Ereg(φ)+Eshape(φ | ψ)
 
. (9)
Then, surface reconstruction can be achieved using the en-
ergy minimization principle as
φ
∗ = argmin
φ
E(φ) (10)
under constraint |∇φ|=1, which is a property of a signed
distance function. Instead of applying the same weight α for
both Ereg and Eshape as shown in (9), diﬀerent weights can be
used for each term.
3.3. Numericalimplementation
Fornumericalimplementation,weusethefollowingapprox-
imations for the heaviside function and the Dirac delta mea-
sure as deﬁned in [24, 25]:
δ(z) =
⎧
⎪ ⎨
⎪ ⎩
0i f |z| >ε ,
1
2ε
 
1+c os
 
πz
ε
  
if |z|≤ε,
H(z) =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
1i f z>ε ,
0i f z<−ε,
1
2
 
1+
z
ε
+
1
π
sin
 
πz
ε
  
if |z|≤ε,
(11)
The energy functional in (10) can be minimized with
respect to φ(x) using the Euler-Lagrange equation with φ(t
= 0,x) = φ0(x) deﬁning the initial surface. Finally, the gradi-
entdescentmethodisappliedtotheresultantEuler-Lagrange
equation, which leads to
∂φ
∂t
=− 2
n  
i=1
φ(x)δ
 
x − pi
 
+α
 
δ(φ)div
 
∇φ
   ∇φ
   
 
−2
 
Ω
 
H(φ) −H(ψ)
 
δ(φ)dx
 
,
φ(t = 0,x) = φ0(x)i n Ω,
δ(φ)
|∇φ|
∂φ
∂
→
n
= 0o n ∂Ω,
(12)
where
→
n denotes the exterior normal to the boundary ∂Ω,
and ∂Ω/∂
→
n denotes the normal derivative of φ at the bound-
ary.
To discretize the equation in φ,w ea d o p taﬁ n i t ed i ﬀer-
ences explicit scheme. The usual notations are as follows: let
h be the space step and let Δt be the time step. The ﬁnite dif-
ferences are expressed as
Δxφ =
φi+1,j,k −φi−1,j,k
2Δx
,
Δyφ =
φi,j+1,k −φi,j−1,k
2Δy
,
Δzφ =
φi,j,k+1 −φi,j,k−1
2Δz
,
Δxxφ =
φi+1,j,k +φi−1,j,k −φi,j,k
Δx2 ,
Δyyφ =
φi,j+1,k +φi,j−1,k −φi,j,k
Δy2 ,
Δzzφ =
φi,j,k+1 +φi,j,k−1 −φi,j,k
Δz2 ,
Δxyφ =
φi+1,j+1,k −φi+1,j−1,k − φi−1,j+1,k +φi−1,j−1,k
4ΔxΔy
,
Δxzφ =
φi+1,j,k+1 −φi+1,j,k−1 − φi−1,j,k+1 +φi−1,j,k−1
4ΔxΔz
,
Δyzφ =
φi,j+1,k+1 −φi,j+1,k−1 − φi,j−1,k+1 +φi,j−1,k−1
4ΔyΔz
.
(13)
We ﬁrst set φ
n as the initial surface and then update φ
n+1
using the following discretization:
φ
n+1
i,j,k −φ
n
i,j,k
Δt
=− 2
n  
m=1
φ
n
i,j,kδ
 
x − pm
 
+
α
h2δ
 
φ
n
i,j,k
 
κ
−2
 
Ω
 
H
 
φ
n
i,j,k
 
−H(ψ)
 
δ
 
φ
n
i,j,k
 
dx,
(14)
where
κ =
 
Δxφ
2Δyyφ −2ΔxφΔyφΔxyφ +Δyφ
2Δxxφ
+Δxφ
2Δzzφ −2ΔxφΔzφΔxzφ +Δzφ
2Δxxφ
+Δyφ
2Δzzφ −2ΔyφΔzφΔyzφ
 
.
(15)
Solving the above partial diﬀerential equations numeri-
cally is challenging since the time step should be constrained
to a small value in maintaining numerical stability. In addi-
tion, it is computationally expensive to ﬁnd a high dimen-
s i o n a ls u r f a c e .T h u s ,i ti sd e s i r e dt oe m p l o ya ne ﬃcient nu-
merical scheme and we naturally use multigrid method that
adopts a hierarchical representation of the data in multiple
scales and propagates the solution from the coarse scale to
the ﬁne scale to achieve computational eﬃciency.
3.4. Relationshipbetweenvariationalformulation
andBayesianinference
This variational approach presented in Sections 3.1 and 3.2
can be interpreted from the interpretation of Bayesian in-
ference under a probabilistic framework. This relationship isJonghye Woo et al. 5
(a) Original shape (b) ICP (2% noise) (c) ICP (6% noise) (d) ICP (10% noise)
(e) Deformed shape (f) Proposed (2% noise) (g) Proposed (6% noise) (h) Proposed (10% noise)
Figure 1: The shape reconstruction results for a synthetic 2D star shape, (a) the original shape, (b)–(d) ICP results using diﬀerent Gaussian
noise levels, (e) the deformed shape, and (f)–(h) results of the proposed method using diﬀerent Gaussian noise levels.
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Figure2:Comparisonofmeandistancesbetweenthereconstructed
surface and measured data points for the 2D star example at diﬀer-
ent noise levels using ICP and the proposed algorithm.
presented in this subsection. The target surface S can be ob-
tained by maximizing the following posterior probability:
P(S | D) =
P(D | S)P(S)
P(D)
, (16)
where P(D | S) is the likelihood function, P(S) is the prior
probability of the surface. Maximizing this conditional prob-
ability with data point D for surface S is equivalent to mini-
mizing its negative logarithm
−log
 
P(S | D)
 
=−log
 
P(D | S)
 
−log
 
P(S)
 
+c,
(17)
where c is a constant. Thus, by setting
Epoint(φ,D) =−log
 
P(D | S)
 
,
αEprior(φ) =−log
 
P(S)
 
,
(18)
we can convert (17)t o( 4).
4. RESULTS AND DISCUSSION
We begin with simple yet illustrative examples to demon-
strate the eﬃciency and robustness of the proposed algo-
rithm. We use synthetic geometric objects in 2D and 3D
which have geometric features that aim to be preserved un-
der reconstruction process. Then, the evaluation of the algo-
rithm is performed based on real patient data.
4.1. Syntheticdata
We ﬁrst compare the proposed scheme with the ICP scheme
in registration accuracy using a synthetic 2D star shape as
shown in Figure 1. The original 2D star shape (image size:
200 × 200 pixels) is shown in Figure 1(a).I ti sd e f o r m e d
as shown in Figure 1(e). Furthermore, 33 noisy contour
points are generated by adding Gaussian noise (2%, 6%,
and 10% standard deviation of contour points, resp.) to
original points obtained by sampling the original shape in
Figure 1(a).Thedeformedshapestandsforthereconstructed
heart shape and data points with diﬀerent noise levels rep-
resent the EAM data points. EAM data points can have er-
rors from sensor, heart movement, and patient breathing. In
synthetic experiments, we used Gaussian noise to represent
noises introduced in EAM data points.
Graphical illustration of the registration results between
deformed shape of diﬀerent noise level and noisy contour
pointsarepresentedinFigures1(b)–1(d)fortheICPscheme.
In Figures 1(f)–1(h), shape reconstruction using both shape
prior Figure 1(e) and noisy contour points are presented6 Journal of Biomedicine and Biotechnology
(a) Original shape (b) ICP (3% noise) (c) ICP (6% noise) (d) ICP (9% noise) (e) ICP (12% noise)
(f) Deformed shape (g) Proposed (3% noise) (h) Proposed (6% noise) (i) Proposed (9% noise) (j) Proposed(12%noise)
Figure 3: The shape reconstruction results for a synthetic 3D image: (a) the original shape, (b)–(e) ICP results using diﬀerent Gaussian
noise levels, (f) the deformed shape, and (g)–(j) results of the proposed method using diﬀerent Gaussian noise levels.
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Figure4:Comparisonofmeandistancesbetweenthereconstructed
surfaceandmeasureddatapointsforthe3Djarexampleatdiﬀerent
noise levels using ICP and the proposed algorithm.
using the proposed scheme. It is clear from Figure 2 that
the proposed scheme outperforms ICP. For quantitative er-
ror analysis, we measure the mean Euclidean distance be-
tween the reconstructed surface and measured data points
with varying degree of Gaussian noise. The result is shown
in Figure 2. Again, the proposed algorithm outperforms ICP
signiﬁcantly. This is especially true when the noise level is
higher. The proposed algorithm produces more stable mean
Euclidean distance than ICP as well.
Next, we compare the proposed scheme with ICP using
a 3D synthetic jar example. Experimental results are shown
in Figure 3, where the original and the deformed shapes are
shown in Figures 3(a) and 3(f), respectively. Points extracted
from the corrupted surfaces with various Gaussian noise lev-
LALV
Pulmonary veins
(a) MRA of LA
RIPV
LA LIPV
RSPV
LSPV
(b) 3D Reconstruction
Figure 5: The 3D patient data: (a) MRA of LV and (b) 3D recon-
struction result of the given MRA.
els (3%, 6%, 9%, and 12%) are used for visual evaluation.
Registration between deformed surface and data points with
diﬀerent noise levels using ICP is shown in Figures 3(b)–
3(e).Reconstructedsurfacesbasedon datapoints atdiﬀerent
noiselevelswiththeproposedalgorithmarepresentedinFig-
ures 3(g)–3(j). The proposed method generated the recon-
structed surface which incorporates the data point as well as
deformed prior shape in Figure 3(e). The mean distances are
alsomeasuredforaccuracycomparisonasshowninFigure 4.
Again, the proposed algorithm is signiﬁcantly better than the
ICP scheme in terms of stability and distance, which is espe-
cially obvious at higher noise levels, as shown in Figure 4.
We can adjust the importance of both a data ﬁtting term
and a prior knowledge term that includes a regularization
and shape similarity term by tuning the parameter α. For the
choice of the parameter α,w eu s eα = 1/3 that gives reason-
able results. In general, if α is too small, then the importance
of the data ﬁtting term increases, which results in overﬁtting
to the data point. On the other hand, too big α produces the
reconstructed shape which is almost same as the prior shape.
Thus, parameter is desired to be carefully chosen according
to the application.Jonghye Woo et al. 7
(a) ICP (b) Proposed method
Figure 6: The surface registration results for the patient data.
Table 1: Performance comparison of ICP and the proposed
method.
ICP Proposed
EAM point mean distance 4.5087mm 2.4113mm
Ablation point mean distance 3.2046mm 2.0921mm
4.2. Patientdata
Theﬁnalexampleisasetofrealpatientdata.3Dpreoperative
contrast-enhanced MR angiography (MRA) was performed
to delineate endocardial boundaries of the left atrium and
pulmonary veins. The voxel size was 0.78125 × 0.78125 ×
1.5mm and 45 slices were used in the experiment. We ob-
tained MRA and 250 EAM data points from the same pa-
tient. The EAM data consists of the CARTO points imported
from the CARTO-XP, including measurement points as well
as ablation points.
After delineating and removing unwanted regions such
as the left ventricle (LV) and other small veins, we recon-
struct the 3D model as shown in Figure 5 using ITK-SNAP
[26]andMatlabsoftware.Afterwards,atwo-stepregistration
process is applied for the ICP scheme. First, we perform the
landmark registration using three junctions between LA and
pulmonary veins: LA-LIPV, LA-LSPV, and LA-RSPV. These
points are used for the initial pose of subsequent registra-
tion. Second, surface registration using the ICP scheme is
performed to reﬁne accuracy furthermore. The resulting im-
age is shown in Figure 6(a).
To validate the proposed algorithm, the optimal surface
is reconstructedusing 250EAM datapoints by incorporating
a heart shape prior from preoperative MRA. By minimizing
theenergyfunctional,theﬁnalresultisshowninFigure 6(b),
where diamonds (in blue) represent EAM data points, and
circles (in red) represent ablation points. Blurred points are
located inside. A quantitative evaluation result can be ob-
tained in terms of the mean Euclidean distances of EAM and
ablation points from the surface of the left atrium. They are
reported in Table 1,whichshowsthattheproposed approach
outperforms the ICP method signiﬁcantly.
5. CONCLUSION AND FUTURE WORK
A novel multimodal data integration technique using the
level set method for catheter ablation of AF was presented in
this paper. This technique enables reconstruction and regis-
tration simultaneously using data ﬁtting, regularization, and
shape prior energy terms. It provides better performance
than the existing ICP method in accuracy. In the proposed
framework, the heart-shape model from MRA reconstruc-
tion is used as a prior shape knowledge. Thus, we can use the
shape information to compensate for insuﬃcient EAM data.
Clinically, this technique can improve eﬃcacy and safety of
AF ablation by integrating EAM data and 3D imaging data.
Dynamic cardiac shape analysis will make the current in-
tegration method more precise and meaningful. We plan to
incorporate a richer set of spatiotemporal shape models us-
ing dynamic shape information in the future. Besides, we
may consider a localized regularization method around the
point data to obtain more precise reconstruction.
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