Ein linearer Programmierungsansatz zur Lösung von Stopp- und Steuerungsproblemen by Röhl, Stefan
Ein linearer Programmierungsansatz zur Lo¨sung von Stopp- und
Steuerungsproblemen
D I S S E R T A T I O N
zur Erlangung des akademischen Grades
doctor rerum politicarum
(Doktor der Wirtschaftswissenschaft)
im Fach Operations Research
eingereicht an der
Wirtschaftswissenschaftlichen Fakulta¨t
der Humboldt-Universita¨t zu Berlin
von
Herrn Dipl.-Math. Stefan Ro¨hl
geboren am 22. Juni 1968 in Berlin
Pra¨sident der Humboldt-Universita¨t zu Berlin:
Prof. Dr. Ju¨rgen Mlynek
Dekan der Wirtschaftswissenschaftlichen Fakulta¨t:
Prof. Dr. Lutz Hildebrandt
Gutachter:
1. Prof. Dr. Kurt Helmes
2. Prof. Dr. Andreas Brandt
eingereicht am: 20. Ma¨rz 2001
Tag der mu¨ndlichen Pru¨fung: 8. Mai 2001
Abstract
We present an approach to, and an algorithm for solving optimal stopping problems. The ap-
proach is based on a dual formulation of the classical method for solving stopping problems
using variational inequalities. Under suitable conditions it is possible to express the dual formu-
lation as an innite-dimensional linear program. This linear program uses the moments of the
occupation measure and the moments of the stopping measure as variables.
We formulate and solve nite-dimensional approximations to this innite-dimensional program
by restricting the number of moments. The accuracy of the numerical results depend on how
well the support of the stopping measure can be identied. To this end we develop an iterative
procedure which works very well in many cases.
In the second part of the dissertation we show how the algorithm, developed for stopping prob-
lems, can be used for solving stochastic control problems.
Keywords:
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Zusammenfassung
Es wird ein Ansatz und ein Algorithmus zur Lo¨sung von stochastischen Stoppproblemen vor-
gestellt, der auf einer dualen Formulierung zum klassischen Lo¨sungsansatz fu¨r Stoppprobleme
mittels Variationsungleichungen basiert. Unter bestimmten Voraussetzungen kann man fu¨r diese
duale Formulierung ein a¨quivalentes unendlichdimensionales lineares Programm aufstellen, das
die Momente des Aufenthaltsmaes des stochastischen Prozesses bis zum Stoppzeitpunkt und
die Momente der Verteilung des Prozesses zum Zeitpunkt des Stoppens als Variablen entha¨lt.
Fu¨r dieses unendlichdimensionale Problem werden endlichdimensionale Approximationen formu-
liert und gelo¨st, wobei die Momente nur bis zu einer endlichen Ordnung beru¨cksichtigt werden.
Die Gu¨te der numerischen Resultate ha¨ngt davon ab, wie genau der Tra¨ger des Maes zum
Stoppzeitpunkt identiziert werden kann. Aus diesem Grund wird ein Verfeinerungsalgorithmus
entwickelt, mit dem diese Identizierung in einer Reihe von Fa¨llen gelingt und sich sehr genaue
Ergebnisse erzielen lassen.
Der fu¨r Stoppprobleme entwickelte Algorithmus kann auch bei der Ermittlung von optimalen
Steuerungen fu¨r stetige stochastische Prozesse angewandt werden. Fu¨r einzelne Beispiele wird
gezeigt, welche Resultate dabei erzielt werden ko¨nnen.
Schlagwo¨rter:
Stoppproblem, Lineare Programmierung, Stochastische Steuerung, Hausdorsches Momenten-
problem
Vorbemerkungen
In der vorliegenden Dissertation wird ein neuer Lo¨sungsansatz fu¨r stochastische Stopp- und
Steuerungsprobleme vorgestellt. Die dafu¨r beno¨tigten theoretischen Resultate werden vollsta¨ndig
dargestellt. Auf den Beweis bekannter Aussagen wird dabei durchga¨ngig verzichtet und nur ent-
sprechende Quellen angegeben. Damit wird gleichzeitig erkennbar, worin der Beitrag des Autors
an der entwickelten Theorie liegt. Die Schwerpunkte bilden dabei die Darstellung des dualen Paa-
res von Optimierungsproblemen fu¨r Stoppprobleme im Abschnitt 1.2, insbesondere die Aussage
und der Beweis von Satz 1.1 sowie die geometrischen U¨berlegungen zu den Momentenra¨umen
und Hausdorpolytopen, insbesondere fu¨r den ho¨herdimensionalen Fall im Abschnitt 1.7.
Einen gro¨eren Raum in der Arbeit nimmt der Algorithmus selbst ein. In der Reihenfolge und Art
der Darstellung spiegelt sich z.T. der Entwicklungsprozess des Algorithmus wider, insbesondere
in den Abschnitten 1.3 bis 1.8. Bei der Wahl der Beispiele wurde die Auswahl zugunsten einer
detaillierteren Darstellung einiger pra¨gnanter Beispiele eingeschra¨nkt. Jedes vorgestellte Beispiel
dient gleichzeitig dazu, einen bestimmten Aspekt des Verfahrens darzustellen oder Modikatio-
nen zu motivieren. Fu¨r zwei der Beispiele wurden in den Anha¨ngen zusa¨tzlich die Quelltexte
angegeben. Diese dienen in erster Linie als Demonstration dafu¨r, dass die Modellierungssprache
AMPL sehr gut fu¨r die Formulierung der auftretenden linearen Programme geeignet ist. Der
angegebene MATLAB-Quelltext soll verdeutlichen, welche Mu¨he auch die Lo¨sung der primalen
Optimierungsaufgabe fu¨r Stoppprobleme bereitet. Diese Quelltexte bilden insgesamt allerdings
nur einen Ausschnitt der entwickelten Programme.
Beiden Kapiteln der Arbeit sind gesonderte Einleitungen vorangestellt. Neben einer kurzen all-
gemeinen Einfu¨hrung wird dort auch auf relevante einfu¨hrende Literatur verwiesen. Dabei wurde
jedoch aus der Vielzahl der vorliegenden Arbeiten nur eine sehr kleine Auswahl getroen. Die
ausgewa¨hlten Arbeiten eignen sich jedoch sehr gut als weiterfu¨hrende Quellen.
An dieser Stelle mo¨chte ich allen danken, die mich bei der Entstehung dieser Arbeit durch ihre
Anregungen und Diskussionen unterstu¨tzt haben. Mein besonderer Dank gilt meinem Betreuer
Prof. Dr. Kurt Helmes, der mein Dissertationsvorhaben mit groem Interesse verfolgt hat und
der mir in der fachlichen Diskussion oft rasch und unkompliziert zur Seite stand. Sowohl ihm
als auch Herrn Prof. Dr. Andreas Brandt danke ich fu¨r die zu¨gige und sorgfa¨ltige Begutachtung
meiner Dissertation.
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zur Lo¨sung von Stoppproblemen
1.1 Einfu¨hrung
Oft steht man vor der Situation, einen zufa¨lligen Prozess zu beobachten, ohne ihn selbst beein-
flussen zu ko¨nnen, um dann zu einem selbstgewa¨hlten Zeitpunkt eine einmalige und unumkehr-
bare Entscheidung zu treen, die dann mit bestimmten Kosten oder Gewinnen verbunden ist.
Das Problem besteht darin, diese Entscheidung so zu treen, dass der Gewinn fu¨r den Entschei-
dungstra¨ger maximiert wird bzw. er seinen Verlust minimiert.
Eine derartige Konstellation ergibt sich z. B. beim Handel mit Wertpapieren. Der Kleinanleger
hat selbst keine Mo¨glichkeit, Einfluss auf den Kurs eines Wertpapiers zu nehmen, er kann aber
die Entscheidung treen, wann er ein Wertpapier am Markt kauft oder verkauft und damit
seinen Gewinn bzw. Verlust beeinflussen. Eine solche Entscheidung ist dann in gewisser Weise
unumkehrbar. Sie hat allerdings meist zur Folge, dass eine erneute Beobachtung des Marktes
erfolgt, dann aber unter vera¨nderter Sicht des Anlegers. So kann es ihm nun mo¨glicherweise um
einen Verkauf seiner gerade erworbenen Wertpapiere gehen.
A¨hnliche Situationen ergeben sich bei konkreten Investitionsentscheidungen. Ein Unternehmen
steht vor der Entscheidung, an einem bestimmten Standort eine Investition zu ta¨tigen oder
nicht. Dazu fu¨hrt es verschiedene Untersuchungen zu den Marktbedingungen, zur Situation des
Arbeitsmarktes vor Ort, zum politischen Umfeld usw. durch. Nun steht das Unternehmen im
Wesentlichen zu jedem Zeitpunkt der Untersuchungen vor drei mo¨glichen Entscheidungen, und
zwar die Untersuchungen abzubrechen und die Investition nicht vorzunehmen, die Untersuchun-
gen zu beenden und sich zu entschlieen, die Investition zu ta¨tigen oder aber die Untersuchungen
fortzusetzen und die Entscheidung u¨ber die Investition zu einem spa¨teren Zeitpunkt zu treen.
Hier besteht der zufa¨llige Prozess, der beobachtet wird, nicht nur aus dem sich zufa¨llig ent-
wickelnden Umfeld, sondern auch aus der sich mit der Zeit ansammelnden Information. Diese
Beschreibung ist allerdings hier stark vereinfacht, da natu¨rlich auch wa¨hrend des Verlaufs der
Untersuchungen konkrete Entscheidungen zum Umfang und zur Art weiterer Analysen getroen
werden ko¨nnen.
Grundsa¨tzlich ist jedoch damit eine Situation angesprochen, wie sie auch ha¨ug bei statistischen
Fragestellungen auftritt. Hier hat sich aufbauend auf die Untersuchungen von A. Wald (vgl. z. B.
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[49]) das Gebiet der sequentiellen Analyse entwickelt. Im Gegensatz zur sogenannten klassischen
Statistik ist dabei die La¨nge einer Versuchsreihe nicht von vornherein festgelegt, diese ha¨ngt
vielmehr von den gesammelten Beobachtungen selbst ab. So wird z. B. eine Hypothese genau
dann angenommen, wenn eine statistische Kenngro¨e, die aus den bisherigen Beobachtungen
gebildet wird, einen bestimmen Schwellenwert u¨berschreitet.
Probleme, wie sie im ersten Absatz beschrieben werden, lassen sich oft sehr gut als stochastische
Stoppprobleme beschreiben. Dabei wird der Zeitpunkt, zu dem die Entscheidung gefa¨llt wird,
als Stoppzeitpunkt fu¨r den beobachteten Prozess interpretiert. Diese Modellierung erscheint
insbesondere dann sinnvoll, wenn der beobachtete Prozess nach der Entscheidung wirklich zum
Erliegen kommt (weil z. B. die Entscheidung darin bestand, einen Motor auszuschalten) oder fu¨r
das handelnde Subjekt nicht mehr von Interesse ist. Die Problemstellung ist damit das Finden
einer optimalen Stoppregel fu¨r das stochastische Stoppproblem.
Die Untersuchung von stochastischen Stoppproblemen geht zuru¨ck auf die oben beschriebenen
Fragestellungen aus der Statistik. Spa¨ter traten auch Problemstellungen aus anderen Gebie-
ten hinzu. Insbesondere Anwendungen aus dem Bereich der Finanzma¨rkte haben die Entwick-
lung von Stoppproblemen fu¨r die Klasse der Diusionsprozesse forciert. Diese Klasse bildet den
Schwerpunkt in dieser Arbeit.
Einen sehr guten U¨berblick u¨ber die Theorie des optimalen Stoppens gibt das Buch von A.
Shiryayev [44]. Einen sehr pra¨gnanten Abschnitt zu Stoppproblemen entha¨lt auch das Buch von
B. ksendahl [43].
Im Zentrum der bisherigen Untersuchungen steht dabei der Ansatz, die optimale Gewinnfunk-
tion v1 zu charakterisieren. Mit Hilfe der fu¨r diese Funktion gefundenen Eigenschaften versucht
man, die optimale Gewinnfunktion v1 zu ermitteln. Aufgrund der Kenntnis von v1 ist man dann
in der Lage, eine optimale Stoppregel fu¨r das Problem abzuleiten. Hier gibt es nun verschiedene
konstruktive Methoden, aber auch analytische Verfahren, die u. a. auf die Lo¨sung von Variations-
ungleichungen und freie Randwertprobleme hinauslaufen. Die beiden oben angegebenen Bu¨cher
sind fu¨r diesen Ansatz insgesamt gute Quellen.
In der vorliegenden Arbeit wird jedoch ein prinzipiell anderer Ansatz verfolgt. Dabei geht es
um die Charakterisierung der mit dem beobachteten Prozess und der Stoppregel verbundenen
Mae auf dem Zustandsraum des Prozesses. Aus der Kenntnis dieser Mae wird dann eine
optimale Stoppregel abgeleitet. Dieser Ansatz geht auf eine Martingalformulierung zuru¨ck, wie
sie fu¨r Steuerungsprobleme bereits bekannt ist1 und wurde parallel zu dieser Arbeit auch in der
Dissertation von Cho [9] entwickelt. Allerdings unterscheidet sich die Arbeit von Cho [9] sowohl
bei der Schwerpunktsetzung in den theoretischen Untersuchungen als auch beim numerischen
Algorithmus von der vorliegenden Arbeit. Auf die in Cho [9] vorgeschlagene Diskretisierung wird
in Abschnitt 1.3.2 noch genauer eingegangen.
Im Abschnitt 1.2 werden diese beiden Ansa¨tze als ein Paar dualer Optimierungsprobleme cha-
rakterisiert. Dabei wird der oben zuerst beschriebene (klassische) Ansatz als primales Problem
und der zweite Ansatz, der hier verfolgt wird, als duales Problem bezeichnet. Das grundlegende
Ergebnis im Abschnitt 1.2 ist die Tatsache, dass zwischen beiden Problemen keine Dualita¨tslu¨cke
existiert.
Den Schwerpunkt des 1. Kapitels bildet der numerische Algorithmus, der auf dem dualen Pro-
blem aufbaut und der die Lo¨sung eines linearen Programmes mit den Momenten der beiden
1Fu¨r detailliertere Informationen und Literaturangaben wird auf die Einleitung zu Kapitel 2 verwiesen.
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oben genannten Mae als Variablen erfordert. Die Grundidee fu¨r diesen Algorithmus wird im
Abschnitt 1.3 vorgestellt. Da die erste direkte Formulierung des linearen Programmes nur sehr
unbefriedigende Ergebnisse liefert, werden im Abschnitt 1.4 weitere U¨berlegungen, insbesondere
zur Geometrie des Problems, angestellt. Diese erlauben eine Verfeinerung des Algorithmus, die
fu¨r das Einfu¨hrungsbeispiel sehr gute Resultate liefert. Im Abschnitt 1.5 werden weitere Beispie-
le betrachtet, dabei werden auch Verlaufskosten bzw. -gewinne im Stoppproblem beru¨cksichtigt.
Damit ist man in der Lage, auch kritische Grenzfa¨lle zu untersuchen.
Das in Abschnitt 1.6 betrachtete Beispiel fu¨r die Entwicklung der kurzfristigen Zinsrate ist aus
Sicht wirtschaftswissenschaftlicher Anwendungen interessant und erlaubt gleichzeitig die Vor-
stellung einer weiteren Modikation des Algorithmus. Die beiden auf 1.6 folgenden Abschnitte
bescha¨ftigen sich mit der Anwendung des Algorithmus auf ho¨herdimensionale Probleme. Dazu
werden im Abschnitt 1.7 die theoretischen Ergebnisse aus Abschnitt 1.4 auf ho¨here Dimensio-
nen u¨bertragen, im Abschnitt 1.8 folgen dann die Beispiele. Im Abschnitt 1.9 nden sich einige
abschlieende Bemerkungen zu Stoppproblemen und zum vorgestellten Algorithmus.
1.2 Die primale und die duale Formulierung fu¨r das Stopppro-
blem
Auf einem gegebenen Wahrscheinlichkeitsraum (Ω;F ; P ) mit Filtration fFtgt0 sei X = fXtgt2I
ein Ft-adaptierter stochastischer Prozess mit kompaktem, zusammenha¨ngendem Zustandsraum
E  RN und Zeitintervall I = [0;1) . Der Prozess X erfu¨lle die folgenden Voraussetzungen
(1.1)(i) bis (1.1)(iv):
(i) X ist ein stetiges Semimartingal.
(ii) X ist ein homogener Markovprozess.
(iii) Es ist ELxE < 1 fu¨r alle x 2 E, wobei LxE die Austrittszeit von X aus dem
Innern von E bei Start in x ist, d.h.
LxE(!) = inf ft > 0 j Xt(!) =2 intEg:
(iv) Der Prozess X wird am Rand @E von E absorbiert.
(1.1)
Bemerkung: Von diesen Voraussetzungen ist insbesondere die Voraussetzung (1.1)(iii) zu
beru¨cksichtigen. Wa¨hrend z.B. fu¨r den Standard-Wienerprozess diese Voraussetzung fu¨r jedes
beschra¨nkte E erfu¨llt ist, gilt dies nicht fu¨r die Standard-geometrische Brownsche Bewegung auf
dem Intervall E = [0; 1].
Sei T = fTsgs0 die zugeho¨rige Halbgruppe von Kontraktionen, d.h.
(Ts(f))(x) := Ex(f(Xs)) fu¨r f 2 B(E);
wobei B(E) die Menge aller beschra¨nkten borelmessbaren Funktionale f auf E ist und Ex(:) :=
E(:jX0 = x). Der innitesimale Generator von T bzw. X sei mit A bezeichnet und sein Deni-








Fu¨r den Operator A wird die folgende Voraussetzung (1.2) gefordert:
Es gilt C1(E)  D(A). (1.2)
Bemerkung: Fu¨r Diusionsprozesse auf E ist diese Voraussetzung erfu¨llt. Dabei werden hier
und im Weiteren Diusionsprozesse gema¨ Strook und Varadhan [47] mit Hilfe der Existenz
zugeho¨riger Diusionsmae auf dem Raum der stetigen Funktionen auf E deniert.











  Ft-Stoppzeit mit E  < 1
9=
; =: v1(x0); (1.3)
wobei G und Q gegebene reellwertige stetige Funktionen auf E sind. Die Funktion G kann dabei
als der Zielgewinn zum Stoppzeitpunkt  und die Funktion Q als laufender Gewinn bis zum
Stoppzeitpunkt  angesehen werden. Fu¨r ein gegebenes x0 2 E sind wir an einer Stoppzeit 







Wir betrachten zwei Probleme, die mit dem Stoppproblem (1.3) verbunden sind. Das erste
Problem, primales Problem genannt, lautet
inf
u2D(A)
fu(x0) j u  G; Au + Q  0g =: v2(x0); (1.4)












  − x0 = A
9=
; =: v3(x0): (1.5)
Hierbei bezeichnet A den formal denierten adjungierten Operator von A, d.h.
hA; fi := hAf; i =
Z
E
(Af)(x) d(x) fu¨r alle f 2 D(A);  2M(E): (1.6)
Daru¨ber hinaus ist M(E) die Menge aller signierten endlichen Mae, M+(E) die Menge aller
endlichen Borelmae, P(E) die Menge aller Wahrscheinlichkeitsmae auf E und x0 2 P(E) das
Dirac-Ma im Punkt x0. Die Gleichungsnebenbedingung in Problem (1.5) bedeutet hier, dass
Z
E
f(x) d (x)− f(x0) =
Z
E
Af(x) d(x) fu¨r alle f 2 D(A)
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5 fu¨r alle borelmessbaren Mengen H  E (1.7)
und  als das Bildma von X interpretiert werden. Mit 1lH bezeichnen wir die Indikatorfunk-
tion auf H.
Zuna¨chst soll eine formale Rechtfertigung fu¨r die Begrie primales Problem und duales Pro-




fhG; i+ hQ;i j  −A = x0 ; h1l;  i = 1; ;   0g ;
wobei das in (1.6) denierte Skalarprodukt verwendet wird. Fu¨r  2 M(E) bedeutet dabei die
Schreibweise   0, dass  2M+(E) gilt. Wendet man nun die formalen Regeln fu¨r die Bildung




fh~u; x0i+  j −A~u  Q; ~u +   Gg; (1.8)
wobei  der Lagrange-Multiplikator der Nebenbedingung h1l;  i = 1 ist. Man beachte dabei,
dass (1.8) nur formal gerechtfertigt ist, da hier keinerlei Aussagen u¨ber die Dualita¨t von M(E)




fu(x0) j Au−A + Q  0; u  Gg: (1.9)
Problem (1.9) ist a¨quivalent zu Problem (1.4), da A  0 (man stelle sich  als eine konstante
Funktion vor).
Der folgende Satz besagt nun, dass zwischen den Problemen (1.4) und (1.5) keine "Dualita¨tslu¨-
cke\ existiert.
Satz 1.1 :
Sei X ein stochastischer Prozess, der die Voraussetzungen (1.1) und (1.2) erfu¨llt. Seien weiterhin
x0 2 E ein gegebener Startpunkt des Prozesses X sowie G und Q stetige Funktionen E ! R.
Dann haben die Probleme (1.3) und (1.5) Lo¨sungen, d.h. es existieren eine Stoppzeit  und ein
Paar von Maen (;  ) fu¨r die die optimalen Werte angenommen werden. Daru¨ber hinaus gilt
v1(x0) = v2(x0) = v3(x0):
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Beweis:
Wir beweisen zuerst die Aussage des Satzes fu¨r den Fall Q  0. Im zweiten Teil wird dann die
Verallgemeinerung fu¨r beliebiges Q gezeigt.
I. Die Voraussetzung, dass der Zustandsraum E beschra¨nkt ist, wird hier zuna¨chst fallen gelas-
sen. Fu¨r die Funktion G wird jedoch Lipschitzstetigkeit verlangt.
Es werden die folgenden drei Ungleichungen bewiesen:
 v2(x0)  v1(x0),
 v1(x0)  v3(x0) und
 v3(x0)  v2(x0)
sowie Lo¨sungen fu¨r die Probleme (1.3) und (1.5) angegeben.
1. v2(x0)  v1(x0) :
Aus der Theorie des optimalen Stoppens ist bekannt (vgl. z.B. [43]), dass die Funktion v1 die
kleinste X-exzessive Funktion auf E ist, die G majorisiert, d.h.
v1(x)  Ex[v1(Xt)] fu¨r alle x 2 int E; t > 0: (1.10)
Daru¨ber hinaus gilt v1(x) = G(x) fu¨r x 2 @E. Fu¨r x =2 E wird v1(x) = 0 gesetzt.











x; x + h 2 E
khk  
jG(x + h)−G(x)j (1.11)










− (1− kxk2−1 fu¨r x < 1
0 fu¨r x  1
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k(x) dx = 1:
Dann ist ~v1 2 C1(E)  D(A) (vgl. z.B. [42] S.30) und













k(z) v1(Xt − z) dz
3










k(z) v1(x− z) dz + ()
= ~v1(x) fu¨r alle x 2 int E; t > 0:
Damit ist auch ~v1 eine X-exzessive Funktion. Wegen ~v

1 2 D(A) folgt damit A ~v1  0.










k(x− y) G(y) dy + ()
= G(x) + ()
 G(x) + jG(x) −G(x)j (wegen der Denition von ())
 G(x) ;
d.h. ~v1 majorisiert G.
Damit ist jedoch















2. v1(x0)  v3(x0) :
Sei  mit E  < 1 eine Lo¨sung von (1.3), sei  die Wahrscheinlichkeitsverteilung von X und
 das Aufenthaltsma des Prozesses fXtgt auf E. Fu¨r eine gegebene Funktion f 2 D(A)
und t < 1 folgt aus dem Satz von Ito^ und dem Stoppsatz unter Beachtung der Voraussetzung
(1.1)(iii), dass




Fu¨r t !1 erha¨lt man damit




















Damit ist das Paar (;  ) zula¨ssig fu¨r das Problem (1.5). Da  die optimale Lo¨sung fu¨r Problem
(1.3) ist und die Zielfunktionale der Probleme (1.3) and (1.5) u¨bereinstimmen, folgt dass die
Ungleichung v1(x0)  v3(x0) erfu¨llt ist.
3. v3(x0)  v2(x0) :
Seien  2 M+(E) und  2 P(E), so dass die Gleichung  − x0 = A erfu¨llt ist. Wir
betrachten eine beliebige Funktion u 2 D(A), die die Bedingungen u  G und Au  0 erfu¨llt.
Dann gilt
u(x0) = hu;  i − hAu; i
 hu;  i
 hG; i:
Fu¨r jede zula¨ssige Paarung u; (;  ) fu¨r die Probleme (1.4) bzw. (1.5) ist also der Zielfunk-
tionswert von (1.4) stets gro¨er oder gleich als der Zielfunktionswert von (1.5). Damit ist
v3(x0)  v2(x0).
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Mit einer gegebenen Lo¨sung  fu¨r Problem (1.3) erha¨lt man eine Lo¨sung (;  ) fu¨r Problem
(1.5) wie zum Beginn von Abschnitt 2 angegeben. Eine Lo¨sung fu¨r das Problem (1.3) ist die
Zeit  zu der der Prozess X das erste Mal die Menge S = fx j v1(x) = G(x)g erreicht (vgl. z.B.
[43] Theorem 10.12).






2 RN+1 ; wobei
dSt = Q(Xt) dt:
Dann hat der innitesimale Generator AZ von Zt folgende Gestalt




fu¨r Funktionen h mit h(; s) 2 D(A) und h(x; ) 2 C1(R). Als Zielfunktional betrachten wir die
Funktion









5 = Ex0 [G(X ) + S ] = E(x0;0) h ~G(Z )i :
Weiterhin sei ~E = EI. Dann erfu¨llen (Zt)t0 und ~E die Voraussetzungen (1.1). Da E kompakt
ist sowie G und Q stetig und damit auch beschra¨nkt sind, ist ~G Lipschitzstetig (hier wird
k(x; s)k = kxk+ jsj verwendet) und damit ist Teil I anwendbar. 
Denitionen:
1. Die oben denierte Menge S := fx j v1(x) = G(x)g wird im Weiteren auch als Stoppbereich
bezeichnet.
2. Die Menge F = EnS wird Fortsetzungsbereich genannt. Fu¨r einen gegebenen Startpunkt
x0 2 F heit die gro¨te zusammenha¨ngende Teilmenge Fx0 von F , die x0 entha¨lt, lokaler
Fortsetzungsbereich von x0. Fu¨r x0 2 S wird Fx0 := ; gesetzt.
Bemerkungen:
1. Der Stoppbereich S umfasst zumindest den Rand @E von E, da dort der Prozess X absor-
biert wird.
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2. Die Stoppzeit , die am Ende von Teil I des Beweises deniert wurde, ist die kleinste
Lo¨sung des Problems (1.3), d.h. fu¨r alle Lo¨sungen  von Problem (1.3) gilt    (vgl
z.B. [43] Theorem 10.12).
Nun stellt sich die Frage, wann ein zula¨ssiges Paar (;  ) fu¨r das Problem (1.5) mit einem
gegebenen Operator A auch einen passenden Prozess X und eine passende Stoppzeit  erzeugt,
die zula¨ssig fu¨r Problem (1.3) sind. Eine Teilantwort darauf gibt das Hauptresultat (Theorem
3.3) aus der Arbeit von Cho und Stockbridge [10].
Dazu soll der Operator A zuna¨chst fu¨r Funktionen auf ganz RN deniert sein und die folgenden
Voraussetzungen (1.12)(i) bis (1.12)(v) erfu¨llen:
(i) Es sind D(A)  Cb(RN ) und R(A)  C(RN ) , wobei R(A) das Bild von A bezeichnet
und Cb(RN ) die Menge aller stetigen beschra¨nkten Funktionen auf RN ist.
(ii) Es ist 1l 2 D(A) und (A1l)(x) = 0 fu¨r alle x 2 RN , wobei 1l die konstante Funktion
1l(x) = 1 auf RN ist.
(iii) D(A) sei eine Algebra und trenne Punkte in RN , d.h fu¨r alle Punkte x; y 2 RN existiert
ein f 2 D(A) mit f(x) 6= f(y).
(iv) Der Operator A erfu¨llt das positive Maximumsprinzip.
(v) Der Graph des Operators A ist separabel, d.h. es existiert eine abza¨hlbare Menge von
Funktionen ffkgk1  D(A) , so dass die Menge f(f;Af) j f 2 D(A)g im punktweisen
Abschluss der Menge f(fk; Afk)gk1 enthalten ist.
Bemerkung: Das positive Maximumsprinzip besagt, dass fu¨r alle f 2 D(A) und alle x 2 RN
mit f(x) = max
y2RN
f(y) die Ungleichung Af(x)  0 erfu¨llt ist (vgl. [17]).
Satz 1.2 :
Sei A ein gegebener Operator, der die Voraussetzungen (1.12)(i) bis (1.12)(v) erfu¨lle. Seien




f(x) d (x)− f(x0) =
Z
E
Af(x) d(x) : (1.13)
Dann existieren eine Filtration fFtgt0, ein stochastischer Prozess X und eine fFtg{Stoppzeit
 , die die folgenden Eigenschaften erfu¨llen:
1. Der Prozess X ist Ft-progressiv messbar.
2. Es ist X0 = x0.
3. Das Ma  ist das Aufenthaltsma des Prozesses X bis zur Stoppzeit  (vgl. (1.7)).
4. Das Wahrscheinlichkeitsma  ist die Verteilung von X .
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5. Der Prozess




ist ein Ft-Martingal fu¨r alle f 2 D(A).
Um nun wiederum zum gegebenen beschra¨nkten Zustandsraum E mit Absorption des Prozesses
auerhalb von intE zuru¨ckkehren zu ko¨nnen, muss vor dem Beginn des Beweises von Satz 1.2
noch eine weitere ku¨nstliche Steuerungskomponente ~u 2 f0; 1g gema¨ Satz 3.1 aus [34] mit
(x; d~u) = 1(~u) fu¨r x 2 intE und (x; d~u) = 0(~u) fu¨r x =2 intE hinzugefu¨gt werden. Damit
wird gesichert, dass fu¨r einen Startpunkt x0 2 E der Prozess X beim Verlassen von E absorbiert
wird.
Bemerkung: Ein solches Paar (X; ) aus Satz 1.2 heit schwach zula¨ssig fu¨r das Problem (1.3).
Es ist damit aber noch nicht gesichert, dass die Stoppzeit  auch eine zula¨ssige Stoppzeit fu¨r
dieses Problem ist. Weiterhin ist nicht klar, ob die Trajektorien von X stetig sind.
1.3 Das lineare Programm zum dualen Ansatz
1.3.1 Weitere Voraussetzungen
Unter bestimmten Voraussetzungen kann ein zum dualen Ansatz (1.5) a¨quivalentes unendlichdi-
mensionales lineares Programm formuliert werden. Dieses lineare Programm bildet die Grund-
lage fu¨r das im Folgenden vorgeschlagene Verfahren zur Lo¨sung von Stoppproblemen. Die Vor-
aussetzungen (1.15) sind im Einzelnen:
(i) Das Gebiet E  RN ist das Einheitsquadrat [0; 1]N .














1 : : : x
jN
N :





















fu¨r x 2 E; f 2 C2(E) ; b = (b(1); : : : ; b(N))T und  = ((i;j))iN; jN 0 .
(iv) Die Funktionen b(i) und a(i;j) := (T )(i;j) sind fu¨r alle i; j  N Polynome in x.
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Wir bezeichnen mit B(i)k und A
(i;j)
k die ho¨chste Ordnung der Polynome b
(i) bzw. a(i;j) bzgl. der











k die Ordnung von b
(i) und a(i;j).
Bemerkungen:
1. Wegen der Form (1.16) des innitesimalen Operators A wird der Prozess X am Rand von
E absorbiert.
2. Mo¨gliche Abschwa¨chungen dieser Voraussetzungen werden im Weiteren noch genannt.
3. Betrachtet man den, durch die nachfolgende stochastische Dierentialgleichung (1.17) de-
nierten, Diusionsprozess fXtgt0 auf E mit Absorption am Rand
dXt = b(Xt) dt + (Xt) dWt ; X0 = x0 2 E (1.17)
mit b und  wie oben und Wt dem Wienerprozess im RN
0
; dann ist der zugeho¨rige inni-
tesimale Operator A durch die Gleichung (1.16) beschrieben (vgl. z.B. [43] Theorem 7.9).
4. Aufgrund der Kompaktheit von E existiert eine Konstante D, so dass
kb(x)k +
p
ka(x)k  D(1 + kxk) fu¨r alle x 2 E
gilt. Erfu¨llt die Abbildung a(x) weiterhin die Eigenschaft,
a(x) ist fu¨r alle x 2 intE positiv denit, (1.18)
dann ist die Lo¨sung des Martingalproblemes fu¨r (A; x0) bis zum Zeitpunkt L
x0
E des Ver-
lassens von intE eindeutig bestimmt (vgl. Stroock und Varadhan [47]).
Aus der Theorie des optimalen Stoppens ist bekannt, dass fu¨r die Funktion v1 innerhalb des
lokalen Fortsetzungsbereiches Fx0 gilt: Av1 + Q = 0 (vgl. z.B. [43] Theorem 10.18). Damit
folgt mit den Voraussetzungen (1.1) und (1.15) (ii){(iv), dass die Funktion v1 fu¨r x0 2 E auf
dem lokalen Fortsetzungsbereich Fx0 eine analytische Funktion ist. Gleichzeitig ist auch G eine
analytische Funktion. Fu¨r den Fall Fx0 6= ; ko¨nnen somit die Fortsetzung von v1jFx0 auf E und
die Funktion G nicht u¨ber den Rand von Fx0 hinaus auf einem Gebiet mit positivem Borelma
u¨bereinstimmen. Die Menge, auf der die Funktion G und die Fortsetzung von v1jFx0 auf E
u¨bereinstimmen, sei mit ~S bezeichnet.
Ist nun Fx0 6= ; und erfu¨llt a(x) die obige Eigenschaft (1.18), dann ist die lokale Zeit von
fXtgt0 auf der Menge ~S gleich Null. Trotzdem muss der Tra¨ger des Stoppmaes  , auch bei
Stetigkeit der Trajektorien von fXtgt0, keine Teilmenge des Randes @Fx0 des lokalen Fort-
setzungsbereiches sein (vgl. den Fall q = 3:5 im ersten Teil von Abschnitt 1.5.1). Damit ist
auch keine Eindeutigkeit des Paares (X; ) in Satz 1.2 gesichert. Der lokale Fortsetzungsbereich
Fx0 kann sich in Einzelfa¨llen vom Tra¨ger des Maes  unterscheiden, die obigen U¨berlegungen




Es bieten sich prinzipiell zwei Mo¨glichkeiten zur Lo¨sung des dualen Problems (1.5) an, und
zwar die Formulierung eines unendlichdimensionalen linearen Programmes mit den Momenten
von  und  als Variablen sowie die Diskretisierung des Problemes, d.h. die Diskretisierung
des Zustandsraumes E und des Diusionsprozesses X. Der erste Ansatz ist Gegenstand dieser
Arbeit, der zweite wird in der Dissertation von Cho [9] und der Arbeit von Cho und Stockbridge
[10] verfolgt.
An dieser Stelle soll auf einen interessanten Aspekt fu¨r das resultierende lineare Programm bei
der Diskretisierung in Cho [9] eingegangen werden. Dazu wird kurz der Diskretisierungsansatz
vorgestellt. Da in den obigen Arbeiten kein Verlaufsgewinn Q beru¨cksichtigt wird, soll in den
nachfolgenden Untersuchungen in diesem Abschnitt ebenfalls darauf verzichtet werden. Die Er-
gebnisse lassen sich allerdings leicht auch auf den Fall Q 6= 0 verallgemeinern, da lediglich die
Zielfunktion in den jeweiligen linearen Programmen modiziert werden muss.
Zuna¨chst wird der Zustandsraum mit einem diskreten Gitter G = fxigi=1;:::;k  E u¨berzogen.
Der Diusionsprozess X wird durch eine Markovsche Kette ~X in stetiger Zeit auf dem Gitter G
approximiert. Eine Teilmenge der Punkte wird als Menge von absorbierenden Punkten gewa¨hlt
und die zugeho¨rige Indexmenge mit K bezeichnet. Der Index des Startpunktes der Markovschen
Kette sei i0, wobei io =2K gelte. Weiterhin werden fu¨r jeden Punkt xi2G mit i =2K eine Sprung-
intensita¨t i und fu¨r j 6= i U¨bergangswahrscheinlichkeiten pij = P(Xl+1 = xj j Xl = xi)
geeignet gewa¨hlt, wobei fXlgl=0;1;::: die eingebettete Kette von ~X ist. Spru¨nge in sich selbst
werden dabei nicht zugelassen, d.h. es gilt pii = 0 fu¨r alle i = 1; : : : ; k . So wird z.B. der
Wienerprozess durch eine symmetrische Irrfahrt auf einem a¨quidistanten Gitter mit Absorption
am Rand approximiert (vgl. auch Abschnitt 1.8.1).
Mit dieser Diskretisierung erha¨lt man nun ein diskretisiertes Stoppproblem fu¨r die eingebettete
Kette fXlgl=0;1;:::, mit dem nun wiederum ein diskretes Aufenthaltsma und ein diskretes Wahr-
scheinlichkeitsma zum Stoppzeitpunkt verbunden sind. Die Massen, die diese Mae auf dem
Punkt xi2G haben, werden im Weiteren mit mi bzw. mi bezeichnet. Da die Kette fXlgl=0;1;:::
in den Punkten xi mit i2K gestoppt wird, ist fu¨r diese Punkte mi = 0 .
Die Approximation des Prozesses X kann man auch als eine Approximation des innitesimalen
Generators A






fu¨r xi 2 G
auassen. Dabei ist D( ~A) die Menge aller reellen Abbildungen auf G. Damit ergibt sich das

















mi = f(xi0) fu¨r alle f 2 D( ~A) ;
kX
i=1
mi = 1 ;
mi  0 fu¨r alle i = 1; : : : ; k und mi  0 fu¨r alle i =2 K
(vgl. [9]). Nun werden fu¨r i = 1; : : : ; k die Testfunktionen fi 2 D( ~A) mit fi(xi) = 1 und


















i pii0 mi + i0 mi0 = 1 ;
kX
i=1
mi = 1 ;
mi  0 fu¨r alle i = 1; : : : ; k und mi  0 fu¨r alle i =2 K :
Dabei handelt es sich um ein lineares Programm mit den Variablen fmi gi=1;:::;k und fmigi=2K ,
das fu¨r die numerische Approximation der Lo¨sung des urspru¨nglichen Stoppproblemes genutzt
wird.
Es soll nun gezeigt werden, dass dieses lineare Programm a¨quivalent zu dem linearen Programm
ist, das man erha¨lt, wenn man das diskrete Stoppproblem als ein diskretes Markovsches Entschei-
dungsproblem mit durchschnittsmaximalem Kriterium formuliert und darauf dann den u¨blichen
linearen Programmierungsansatz anwendet.
Fu¨r die Formulierung des Stoppproblemes als diskretes Markovsches Entscheidungsproblem fu¨r
die eingebettete Kette fXlgl=0;1;::: auf dem Gitter G wa¨hlen wir als Entscheidungsraum A die
Menge f0; 1g, wobei die Entscheidung a = 1 bedeutet, dass man den Prozess weiterlaufen la¨sst
und a = 0 bedeutet, dass der Prozess gestoppt wird. Die Entscheidungsmenge A(i) ist fu¨r
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alle i 2K die Menge f0g, fu¨r alle anderen Punkte die Menge A. Fu¨r a = 1 entsprechen die
U¨bergangswahrscheinlichkeiten pij(a) den oben denierten Wahrscheinlichkeiten pij. Nach dem
Stoppen oder der Absorption des Prozesses erfolgt mit Wahrscheinlichkeit 1 ein Ru¨cksprung
in den Startpunkt xi0 , d.h. es gilt pii0(0) = 1 fu¨r alle i = 1; : : : ; k . Fu¨r die Gewinnfunktion
g setzt man gi(1) = 0 und gi(0) = G(xi) fu¨r alle i = 1; : : : ; k . Dann liefert der lineare
Programmierungsansatz (vgl. z.B. [48] S. 199 .) fu¨r dieses Entscheidungsproblem das folgende






xl0 + xl1 −
X
i: i=2K




pil xi1 = 0 fu¨r alle l 2 K ;












xi1 = 1 ;
xi0  0 fu¨r alle i = 1; : : : ; k und xi1  0 fu¨r alle i =2 K :
Die Interpretation der Variablen xia als mittlerer Zeitanteil, den die eingebettete Markovsche
Kette fXlgl=0;1;::: im Zustand xi verbringt und dort die Entscheidung a getroen wird, liefert
direkt eine geeignete Transformation der Variablen xia, die die A¨quivalenz der linearen Program-
me (1.20) und (1.21) zeigt. Wenn man beachtet, dass die Summe
kP
i=1
xi0 der mittlere Zeitanteil








































Man u¨berpru¨ft nun leicht, dass sich damit die linearen Programme (1.20) und (1.21) ineinander
u¨berfu¨hren lassen.
Somit spielt es also keine Rolle, ob man zuna¨chst die duale Formulierung (1.5) des Stopppro-
blemes (1.3) wa¨hlt und dann die in der Arbeit von Cho [9] vorgeschlagene Diskretisierung vor-
nimmt oder das urspru¨ngliche Stoppproblem (1.3) direkt diskretisiert und auf das resultierende
Markovsche Entscheidungsproblem den linearen Programmierungsansatz anwendet. Die linearen
Programme stimmen u¨berein und damit natu¨rlich auch die Gu¨te der beiden Vorgehensweisen.
Das betrit unter anderem auch Konvergenzaussagen fu¨r die Lo¨sungen der linearen Program-
me (1.20) und (1.21) gegen die Lo¨sung der stetigen Probleme (1.5) und (1.3) bei zunehmender
Verfeinerung des Gitters G.
Die Approximation des Prozesses X durch eine Markovsche Kette in diskreter Zeit entspricht
einer Approximation des Operators A durch die Dierenz der Matrix der U¨bergangswahrschein-
lichkeiten und der Einheitsmatrix. In diesem Fall erha¨lt man eine analoge A¨quivalenz der linearen
Programme.
1.3.3 Das unendlichdimensionale lineare Programm
Es soll hier nun ein Ansatz vorgestellt werden, der auf eine Diskretisierung des Zustandsraumes
E und des Prozesses X und damit auch des Operators A verzichtet. Die Formulierung des linearen
Programmes erfolgt dabei mittels der Momente des Aufenthaltsmaes  und der Verteilung  .
Seien i1;:::;iN das (i1; : : : ; iN ){te Moment des Aufenthaltsmaes  und 

i1;:::;iN
das (i1; : : : ; iN ){







f(i1;:::;iN )(x) = x
i1
1 : : : x
iN
N






































ik(ik − 1) a(k;k)j1;:::;jN i1+j1;:::;ik+jk−2;:::;iN+jN
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= ~xi11 : : : ~x
iN
N fu¨r alle i1; : : : ; iN  0:
Diese Gleichungsnebenbedingungen sichern jedoch nicht, dass die Folgen fi1;:::;iNgi1;:::;iN0 und
fi1;:::;iN gi1;:::;iN0 wirklich Folgen von Momenten von Verteilungen auf [0; 1]N sind.
Als geeignet fu¨r eine lineare Formulierung dieser Forderung erweisen sich auf F. Hausdor (vgl.
[20], [21]) zuru¨ckgehende Bedingungen, die im Weiteren kurz als Hausdorbedingungen be-
zeichnet werden. Sie sind hinreichend und notwendig dafu¨r, dass die genannten Folgen wirklich
Momentenfolgen von Maen auf [0; 1]N sind.
Fu¨r den eindimensionalen Fall (N = 1) liegen den Hausdorbedingungen die nachfolgenden
U¨berlegungen zu Grunde.
Fu¨r eine Zufallsgro¨e X auf [0; 1] gilt oensichtlich
E [Xk(1−X)m]  0 fu¨r alle k;m = 0; 1; 2; : : : : (1.23)
Fu¨hrt man fu¨r die Folge figi0 der Momente von X die iterierten Dierenzen
(4)i = 4i := i+1 − i (1.24)
und die iterierten Dierenzen ho¨herer Ordnung
(4n+1)i = 4n+1i := 4ni+1 −4ni fu¨r n = 1; 2; 3; : : : (1.25)
ein, so u¨berpru¨ft man leicht, dass
(−1)m 4mk = E [Xk(1−X)m] (1.26)
gilt, d.h. es ist
(−1)m 4mk  0 fu¨r alle k;m = 0; 1; 2; : : : :
Eine Folge mit dieser Eigenschaft heit vollsta¨ndig monoton (vgl. z.B. [18] S.224).
Die zentrale Aussage ist nun, dass jede vollsta¨ndig monotone Folge fngn0 mit 0 = 1 die Folge
von Momenten einer Zufallsgro¨e X auf [0; 1] ist. Beweise fu¨r diese Aussage ndet man z.B. in
[45] und [18].









gilt, dann kommt man zu der folgenden Formulierung der Hausdorbedingungen im eindimen-
sionalen Fall mit iterierten Dierenzen bzw. Binomialkoezienten (vgl. z.B. [45] S. 8 ).
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Satz 1.3 :
Eine Folge reeller Zahlen figi0 ist eine Folge von Momenten eines Maes  auf [0; 1] gdw.







(−1)sk+s  0 (1.28)
fu¨r alle k;m = 0; 1; 2; : : : gilt.
Fu¨r den Fall N = 2 arbeitet man mit den folgenden doppelten iterierten Dierenzen
41 42 i;j := i+1;j+1 − i+1;j − i;j+1 + i;j; (1.29)
4l+11 4m2 i;j := 4l1 4m2 i+1;j −4l1 4m2 i;j und (1.30)
4l1 4m+12 i;j := 4l1 4m2 i;j+1 −4l1 4m2 i;j fu¨r i; j  0 und l;m  1: (1.31)
Allgemein werden die iterierten Dierenzen ho¨herer Ordnung
4j11 : : :4ji+1i : : :4jNN n1;:::;nN := (1.32)
4j11 : : :4jii : : :4jNN n1;:::;ni+1;:::;nN − 4j11 : : :4jii : : :4jNN n1;:::;ni;:::;nN
deniert und dafu¨r mit dem Multiindizes j = (j1; : : : ; jN ) und n = (n1; : : : ; nN ) die abku¨rzende
Schreibweise
4jn := 4j11 : : :4jNN n1;:::;nN (1.33)
benutzt.
Dann haben die Hausdorbedingungen folgende Form (vgl. [25], [45] S. 9 , [29]):
Satz 1.4 :
1. Eine Doppelfolge reeller Zahlen fi1; i2gi1; i20 ist eine Folge von Momenten eines Maes  auf
[0; 1]2 gdw.












(−1)r+si+r;j+s  0 (1.35)
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fu¨r alle l;m = 0; 1; 2; : : : und i; j = 0; 1; 2; : : : gilt.
2. Eine reelle Folge fjgj0 mit Multiindex j ist eine Folge von Momenten eines Maes  auf
E = [0; 1]N gdw.







(−1)sk+s  0 (1.37)
fu¨r alle Multiindizes k;m 2 NN gilt.
Dabei werden hier und im Weiteren fu¨r die Multiindizes j = (j1; : : : ; jN ) und n = (n1; : : : ; nN )


























1. Die Hausdorbedingungen haben die entscheidende Eigenschaft, dass sie in den Momenten
i linear sind.
2. Obwohl die Formulierungen (1.27) und (1.28), (1.34) und (1.35) bzw. (1.36) sowie (1.37)
jeweils a¨quivalent sind, zeigt sich bei der Anwendung im linearen Programm ein unter-
schiedliches Stabilita¨tsverhalten der beiden Formulierungen der Hausdorbedingungen.
Darauf wird in den einzelnen Beispielen noch genauer eingegangen werden.
Satz 1.5 :
Zusammen mit den Hausdorbedingungen fu¨r die Folgen der Momente fi1;:::;iN gi1;:::;iN0 undfi1;:::;iN gi1;:::;iN0 bildet das Programm (1.22) ein unendlichdimensionales lineares Programm,
das a¨quivalent zur dualen Formulierung (1.5) des Stoppproblems ist.
Beweis:
Die Herleitung des linearen Programms (1.22) aus dem dualen Problem (1.5) ist oben beschrie-
ben. Jeder Folge fi1;:::;iN gi1;:::;iN0 bzw. fi1;:::;iNgi1;:::;iN0 ; die die Hausdorbedingungen
erfu¨llt, ist eineindeutig ein Ma  bzw.  zugeordnet. Aus den Gleichungsnebenbedingungen
in (1.22) folgt direkt die Beziehung
Z
E
f(x) d (x)− f(x0) =
Z
E
Af(x) d(x) fu¨r alle Polynome f 2 D(A):
Da die Menge der Polynome auf [0; 1]N dicht in D(A)  C([0; 1]N ) liegt, folgt diese Gleichung
auch fu¨r alle Funktionen f 2 D(A) und damit die Gleichungsbedingung in (1.5). Die U¨ber-
einstimmung der Zielfunktionale ist oensichtlich, da es sich bei den Funktionen G und Q um
Polynome handelt. 
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1.3.4 Approximation durch endlichdimensionale lineare Programme
Fu¨r die Theorie unendlichdimensionaler linearer Programme sei auf das Buch von Anderson und
Nash [1] verwiesen. Das vorliegende lineare Programm (1.22) mit den Hausdorbedingungen
als weitere Nebenbedingungen verfu¨gt u¨ber abza¨hlbar viele Variablen und Nebenbedingungen.
Fu¨r dieses Prgramm wird als Lo¨sungsmo¨glichkeit die Approximation durch endlichdimensionale
lineare Programme gewa¨hlt.
Der Grundgedanke fu¨r diese Approximation ist, anstatt der Momentenfolgen fi1;:::;iNgi1;:::;iN0
und fi1;:::;iN gi1;:::;iN0 nur endliche Teilfolgen zu betrachten. Dabei werden die Gleichungsbe-
dingungen in (1.22) nur fu¨r i1  M1;: : : ; iN  MN beru¨cksichtigt. Es treten also nur die Folgen
fi1;:::;iN gi1M1;:::;iNMN und fi1;:::;iNg(i1;:::;iN )2I mit der Indexmenge













die gro¨te Ordnung aller Polynome b(i) und a(i;j) bzgl. der Dimension k ist. Die Wahl der
Zahlen Mi erfolgt dabei so, dass zumindest alle Gleichungsnebenbedingungen aus dem linearen
Programm (1.22) aufgenommen werden, in denen die in der Zielfunktion auftretenden Variablen
i1;:::;iN bzw. i1;:::;iN vorkommen.
Die Zielfunktion und die Gleichungsnebenbedingungen im endlichdimensionalen linearen Pro-




































ik(ik − 1) a(k;k)j1;:::;jN i1+j1;:::;ik+jk−2;:::;iN+jN
= ~xi11 : : : ~x
iN
N fu¨r alle i1  M1; : : : ; iN  MN ;
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wobei n und m die Ordnungen der Polynome G bzw. Q sind (vgl. Voraussetzung (1.15)(ii) auf
S. 17).
Von den Hausdorbedingungen werden nur noch genau diejenigen in das lineare Programm auf-
genommen, in denen jeweils nur Elemente der beiden obigen Folgen fi1;:::;iN gi1M1;:::;iNMN
bzw. fi1;:::;iNg(i1;:::;iN )2I vorkommen. Prinzipiell ko¨nnen natu¨rlich auch weitere Hausdorbe-
dingungen weggelassen werden oder Bedingungen fu¨r Momente ho¨herer Ordnung zusa¨tzlich
eingefu¨gt werden. Es hat sich jedoch bei den numerischen Untersuchungen gezeigt, dass eine
U¨bereinstimmung in den Ordnungen sinnvoll ist. In den nachfolgenden Beispielen wurde auch,
wenn nichts anderes erwa¨hnt wird, so verfahren.
Das Weglassen von Gleichungsnebenbedingungen und Hausdorbedingungen hat natu¨rlich zur
Folge, dass die Menge zula¨ssiger Folgen fi1;:::;iNgi1M1;:::;iNMN und fi1;:::;iNg(i1;:::;iN )2I im
endlichdimensionalen Programm (1.39) gro¨er sein wird als im unendlichdimensionalen linearen
Programm (1.22). Damit ist zu erwarten, dass man im endlichdimensionalen Programm auch
gro¨ere optimale Werte erha¨lt. Allerdings ist fu¨r die endlichen Folgen fi1;:::;iN gi1M1;:::;iNMN
und fi1;:::;iN g(i1;:::;iN )2I, die im endlichdimensionalen linearen Programm zula¨ssig bzw. optimal
sind, nicht mehr gesichert, dass es sich um die ersten Momente von Verteilungen  bzw.  han-
delt. Es besteht jedoch die Vorstellung, mit wachsenden Mi, a¨hnlich wie im Fall der Berechnung
der mittleren Austrittszeiten (vgl. [22]), gute Na¨herungen fu¨r den optimalen Wert des Problems
(1.5) und fu¨r die Momente von  und  zu erhalten und daraus Aussagen u¨ber eine optimale
Stoppregel abzuleiten.
Betrachtet man die Hausdorbedingungen bis zu einer gegebenen Ordnung M = (M1; : : : ;MN )
ohne weitere Nebenbedingungen, so stellt man fest, dass eine ganze Reihe der Bedingungen
aus Satz 1.3 bzw. 1.4 weggelassen werden ko¨nnen, ohne dass sich die Menge der zula¨ssigen
Folgen figiM a¨ndert. Allerdings hat diese Reduzierung der Zahl der Hausdorbedingungen
weniger fu¨r die numerische Realisierung des Verfahrens eine Bedeutung als fu¨r U¨berlegungen im
Zusammenhang mit spa¨teren Modikationen des linearen Programmierungsansatzes.
Lemma 1.6 :
1. Fu¨r den Fall N = 1 sind die Hausdorbedingungen bis zur Ordnung M fu¨r eine Folge figi0
a¨quivalent zu den Bedingungen







(−1)sk+s  0 fu¨r alle 0  k  M: (1.41)
2. Fu¨r den Fall N = 2 sind die Hausdorbedingungen bis zur Ordnung (M1;M2) fu¨r eine Folge
fi;jgi;j0 a¨quivalent zu












(−1)r+sk+r; l+s  0 (1.43)
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fu¨r alle 0  k  M1 und 0  l  M2 .
3. Fu¨r den Fall N  3 sind die Hausdorbedingungen bis zur Ordnung M = (M1; : : : ;MN ) fu¨r
eine Folge fjgj0 a¨quivalent zu den Bedingungen







(−1)ik+i  0 (1.45)
fu¨r alle Multiindizes k mit 0  k  M komponentenweise.
Beweis: Die Bedingungen sind oensichtlich notwendig. Man u¨berzeugt sich leicht davon, dass
man mit der wiederholten Anwendung der Denitionsgleichungen (1.25) bzw. (1.30) und (1.31)
fu¨r die iterierten Dierenzen und mit den gegebenen Ungleichnugen (1.40) bzw. (1.42) alle
weiteren Hausdorbedingungen (1.27) bzw. (1.34) bis zu den gegebenen Ordnungen ableiten
kann. Damit sind die Bedingungen (1.40) und (1.42) und folglich die Bedingungen (1.41) sowie
(1.43) auch hinreichend. 
Bemerkung: Im Weiteren wird die Matrix der linken Seite der Nebenbedingungen des linearen
Programms (1.35) und aller weiteren Modikationen davon, inklusive der Hausdorbedingungen,
stets mit B bezeichnet. Die Gro¨e von B ha¨ngt dabei neben der Ordnung M auch von der
gewa¨hlten Form der Hausdorbedingungen ab. Dabei ist zu beachten, dass in B die Koezienten
von Gleichungs- und Ungleichungsnebenbedingungen zusammengefasst sind.
1.3.5 Ein erstes eindimensionales Beispiel
Anhand des nachfolgenden Beispiels soll die Gu¨te des vorgeschlagenen Ansatzes untersucht wer-








1l(0;1)(x) fu¨r f 2 C2([0; 1]):
Weiterhin seien G(x) = 1− 9x + 59x2 − 100x3 + 50x4 die Zielgewinnfunktion und Q  0; d.h.
es gibt keinen Verlaufsgewinn. Die Funktion G ist so gewa¨hlt, dass sie symmetrisch bezu¨glich
0:5 ist. Eine Darstellung von G bendet sich in Abbildung 1.1 auf S. 32.
Bei der Beru¨cksichtigung der Momente von  bis zur Ordnung M  4 ergeben sich die folgenden




i(i− 1)i−2 = xi0 fu¨r 2  i  M;




Als Zielfunktion erha¨lt man
0 − 91 + 592 − 1003 + 504 −! max :
Dazu kommen noch die Hausdorbedingungen fu¨r die Folgen fi giM und figiM−2. Hierbei
kommt es nun darauf an, ob die Formulierung (1.27) oder (1.28) gewa¨hlt wird. Die Formulie-
rung (1.28) mit den Binomialkoezienten kann direkt erfolgen und liefert (M+1)(M+2)2 +
(M−1)M
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zusa¨tzliche Nebenbedingungen. Wird die Formulierung (1.27) mittels iterierter Dierenzen ver-
wendet, so mu¨ssen die iterierten Dierenzen 4ni und 4ni bis zur Ordnung M bzw. M − 2
als weitere Variablen ins lineare Programm aufgenommen werden. Die Denitionsgleichungen
(1.24) bzw. (1.25) ergeben dann zusa¨tzlich M(M+1)2 +
(M−2)(M−1)
2 Gleichungsnebenbedingungen.
Fu¨r verschiedene Werte von M ist die Gro¨e des resultierenden linearen Programms fu¨r beide
Formulierungen in den Tabellen 1.1 und 1.2 angegeben.
Fu¨r dieses Beispiel la¨sst sich die Lo¨sung des Stoppproblemes relativ leicht analytisch ermit-
teln. Die Grundlage dafu¨r ist die Formulierung und Lo¨sung der dem Stoppproblem zugeho¨rigen
Variationsungleichungen (vgl. [43] Theorem 10.18). Im Falle des Wienerprozesses ohne Verlaufs-
gewinn ist v2 die kleinste konkave Funktion die gro¨er als G ist. Es gilt v2 2 C1([0; 1]) und v2
ist auerhalb des Stoppbereiches S in den Intervallen des Fortsetzungsbereiches F jeweils eine
lineare Funktion. Fu¨r dieses Beispiel erha¨lt man damit folgenden Stoppbereich S:










 0:4405 und x2 = 1− x1  0:5594 : (1.46)
Bemerkung: Der Bereich, in dem die Funktion G konkav ist, d.h. fu¨r den AG(x)  0 gilt, ist









 0:2690 und y2 = 1− y1  0:7309:
Das Intervall [x1; x2] = Sn@E ist davon also eine echte Teilmenge.
Die ersten numerischen Resultate werden fu¨r den Startwert x0 = 0:3 betrachtet. Es ist G(x0) =
1:315 und v2(x0) = 1:5578 die exakte Lo¨sung des Stoppproblems. Der Startpunkt x0 liegt also
im Fortsetzungsbereich F und der lokale Fortsetzungsbereich Fx0 ist das Intervall (0; x1).
In den beiden folgenden Tabellen 1.1 und 1.2 werden numerische Resultate fu¨r dieses Beispiel bei
der Verwendung der Formulierung der Hausdorbedingungen mit Hilfe der Binomialkoezienten
und der iterierten Dierenzen angegeben. Beide Tabellen zeigen jeweils die Ordnung M der
ho¨chsten auftretenden Momente von  , die Zahl der Variablen und Nebenbedingungen des
linearen Programms (1.35) sowie die Konditionszahl der Matrix B der linken Seite des linearen
Programms. Die Konditionszahl wird hier im Sinne der k:k2{Norm verwendet, d.h. sie gibt den
Quotienten des gro¨ten und kleinsten Singula¨rwertes der Matrix an.
Die angegebenen Konditionszahlen ko¨nnen allerdings nur als grobe Orientierung fu¨r das Stabi-
lita¨tsverhalten bei der Lo¨sung des linearen Programmes dienen, da in der Matrix B Gleichungs-
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und Ungleichungsnebenbedingungen zusammengefasst sind und in den einzelnen Simplexschrit-
ten das Stabilita¨tsverhalten im Wesentlichen von der jeweiligen Basisteilmatrix von B abha¨ngig
ist. Weiterhin ist zu beachten, dass das verwendete Programm zur Lo¨sung des linearen Pro-
gramms eine Skalierung der Koezientenmatrix B vornimmt (vgl. na¨chsten Absatz).
Fu¨r die Formulierung des linearen Programmes wurde die Modellierungssprache AMPL verwen-
det. Die Lo¨sung der linearen Probleme erfolgte mit CPLEX2. Die beiden letzten Spalten in den
Tabellen 1.1 und 1.2 zeigen den optimalen Zielfunktionswert bei Verwendung der Voreinstellung
fu¨r den CPLEX-Parameter feasibility von 10−6 (vgl.[26]) und bei einem feasibility-Wert
von 10−8. Die Angabe (u.i.) an dieser Stelle bedeutet, dass das Ergebnis mit der CPLEX-
Warnung unscaled infeasibilities ausgegeben wurde. Diese und alle weiteren Rechnungen
wurden mit dem Standardwert 0 fu¨r den CPLEX-Parameter scale durchgefu¨hrt, was eine Ska-
lierung der Koezientenmatrix B zur Folge hat (equilibration scaling method, vgl. [24] Abschnitt
7.3).
Die Konditionszahlen wurden mit MATLAB 5.3 berechnet.
M Variablen Nebenbed. Konditionszahl ZFW (feas. 10−6) ZFW (feas. 10−8)
10 20 122 562.8832 1.8459 1.8459
11 22 145 1 102.8587 1.8449 1.8450
12 24 170 2 163.7917 1.8111 (u.i.) 1.8007
13 26 197 4 250.5564 1.8037 (u.i.) 1.7888
14 28 226 8 359.0335 1.7806 (u.i.) 1.7687 (u.i.)
20 40 442 492 170.7906 1.7443 (u.i.) 1.7095 (u.i.)
30 60 962 457 072 378.4785 1.7395 (u.i.) 1.7011 (u.i.)
Tabelle 1.1: Numerische Resultate fu¨r x0 = 0:3 bei Verwendung der Binomialkoezienten
M Variablen Nebenbed. Konditionszahl ZFW (feas. 10−6) ZFW (feas. 10−8)
10 111 213 45.0333 1.8459 1.8459
11 133 256 55.0273 1.8449 1.8450
12 157 303 66.0227 1.8007 1.8007
13 183 354 78.0192 1.7888 1.7888
14 211 409 91.0165 1.7696 1.7666
20 421 823 190.0079 1.7066 1.7004
30 931 1833 435.0034 1.6864 1.6505
Tabelle 1.2: Numerische Resultate fu¨r x0 = 0:3 bei Verwendung der iterierten Dierenzen
Zuna¨chst la¨sst sich feststellen, dass die Formulierung der Hausdorbedingungen mit den ite-
rierten Dierenzen zu deutlich besser konditionierten Problemen fu¨hrt als die Formulierung
mit Binomialkoezienten. Das a¨uert sich u.a. im ha¨ugen Auftreten der Warnung unscaled
infeasibilities bei gro¨eren Werten von M in Tabelle 1.1. Diese Resultate ko¨nnen nicht
mehr uneingeschra¨nkt zur Interpretation herangezogen werden. Die Formulierung mittels ite-
rierter Dierenzen fu¨hrt zwar zu gro¨eren linearen Programmen, diese sind jedoch schwa¨cher
2Soweit nicht anders angegeben, sind die Resultate mit AMPL/CPLEX 6.5 unter Linux 2.2 auf einem Intel
PC ermittelt worden.
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besetzt als die vergleichbaren Programme mit den Binomialkoezienten. Ein groer Unterschied
bzgl. der Rechenzeiten ist nicht auszumachen. Im Weiteren wird in allen Beispielen die gu¨nsti-
gere Formulierung der Hausdorbedingungen mittels iterierter Dierenzen verwendet und nicht
mehr gesondert darauf hingewiesen.
Daneben ist es denkbar, im linearen Programm (1.35) nur die reduzierten Hausdorbedingungen
gema¨ Lemma 1.6 zu fordern und damit die Zahl der Nebenbedingungen deutlich zu reduzieren.
Die numerischen Resultate sind in Tabelle 1.3 analog zu den Tabellen 1.1 und 1.2 angegeben.
M Variablen Nebenbed. Konditionszahl ZFW (feas. 10−6) ZFW (feas. 10−8)
10 111 122 2 045.4198 1.8459 1.8459
11 133 145 4 382.8855 1.8450 1.8450
12 157 170 9 341.8822 1.8007 1.8007
13 183 197 19 821.2514 1.7888 1.7888
14 211 226 41 888.2894 1.7694 1.7666
20 421 442 3 505 550.7155 1.7072(u.i.) 1.7072
30 931 962 4 879 006 969.0716 1.8954(u.i.) 1.6504
Tabelle 1.3: Numerische Resultate fu¨r x0 = 0:3 bei Verwendung der iterierten Dierenzen und
der reduzierten Hausdorbedingungen
Diese Formulierung fu¨hrt also zu deutlich schlechter konditionierten Matrizen auf der linken Seite
der Nebenbedingungen im linearen Programm. Die Konditionszahlen sind sogar noch gro¨er
als bei der Formulierung der Hausdorbedingungen mit den Binomialkoezienten. Die direkte
Vergleichbarkeit ist allerdings nicht gegeben, da sich die Zeilen- bzw. Spaltenzahl der Matrizen
fu¨r gleiche Werte von M unterscheiden.
Die groen Konditionszahlen sind jedoch ein Hinweis darauf, dass die reduzierten Hausdor-
bedingungen zu deutlich instabileren linearen Programmen fu¨hren. Die numerischen Resultate
besta¨tigen diese Aussage. Deutlich wird das u.a. beim Resultat fu¨r M = 30 und feasibility
= 10−6. Dieses Ergebnis fa¨llt sichtbar aus dem Rahmen und variiert sehr stark bei weiteren
Rechnungen mit den gleichen Parametern. Es treten dabei z.B. Zielfunktionswerte gro¨er als
2 auf. Alle anderen Resultate aus Tabelle 1.3 stimmen mit denen aus Tabelle 1.2 anna¨hernd
u¨berein. Da auch die Matrix, die alleine durch die reduzierten Hausdorbedingungen mit den
iterierten Dierenzen erzeugt wird, deutlich schlechter konditioniert ist als die entsprechende
Matrix mit allen Hausdorbedingungen mit iterierten Dierenzen (vgl. Tabelle 1.4), wird in
allen weiteren Beispielen darauf verzichtet, die reduzierte Form der Hausdorbedingungen zu
verwenden.
Generell erweist es sich als gu¨nstig, den CPLEX-Parameter feasibility abweichend von der
Standardeinstellung auf 10−8 herabzusetzen. Das fu¨hrt in einigen Fa¨llen dazu, dass die Warnung
unscaled infeasibilities nicht mehr auftritt. In jedem Fall wird auch weiterhin eine Lo¨sung
gefunden, die Rechenzeit verla¨ngert sich nur unwesentlich. Im Weiteren wird deshalb stets dieser
Wert verwendet und nur im Fall einer Abweichung ausdru¨cklich angegeben. Die weiteren Aus-
wertungen dieses Beispieles beziehen sich darum hier auf die Rechnungen, die der letzten Spalte
aus Tabelle 1.2 zugrunde liegen.
Im Vergleich zu den Resultaten bei der Berechnung von Austrittszeiten mit dem linearen Pro-
grammierungsansatz in [22] sind hier die Resultate vergleichsweise schlecht. Wie auch in [22]
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M alle Hausdorbedingungen reduzierte Hausdorbedingungen
10 3.0764 1 936.6237
11 3.0890 3 798.2356
12 3.0990 7 458.5166
13 3.1071 14 662.3699
14 3.1138 28 852.8868
20 3.1366 1 702 741.1612
30 3.1501 1 583 427 975.7019
Tabelle 1.4: Konditionszahlen der Matrizen die sich aus allen Hausdorbedingungen sowie den
reduzierten Hausdorbedingungen mit den iterierten Dierenzen ergeben
kann man deutlich erkennen, dass die Erho¨hung der maximalen Ordnung M der Momente zu
einer deutlichen Verbesserung des Ergebnisses fu¨hrt, jedoch liegt selbst im Fall M = 30 das
Ergebnis des linearen Programms noch um rund 6 % u¨ber dem korrekten Wert. Bei einer wei-
teren Erho¨hung von M tritt dann auch fu¨r die Formulierung mit den iterierten Dierenzen die
Warnung unscaled infeasibilities auf, so dass zuna¨chst auf diese Resultate nicht zuru¨ck-
gegrien werden soll.
Auch fu¨r andere Startwerte x0 ergeben sich a¨hnliche unbefriedigende Ergebnisse. Die Abbildung
1.1 zeigt die Zielgewinnfunktion G und die Funktion v1. Die numerischen Resultate fu¨r die
Zielfunktionswerte des linearen Programms sind durch Punkte gekennzeichnet. Dabei variiert
der Startwert x0 in 0.01{Schritten von 0 bis 1.











Abbildung 1.1: Numerische Resultate fu¨r die Zielfunktionswerte mit iterierten Dierenzen bei
maximaler Ordnung M = 30
Man erkennt, dass die Abweichung der numerischen Resultate von der exakten Lo¨sung v1 vom
Rand des Intervalls [0; 1] her zunimmt. Insbesondere ist bemerkenswert, dass auch innerhalb des
Intervalls [x1; x2], wo v1(x) = G(x) gilt, relativ groe Abweichungen auftreten. Die Zugeho¨rigkeit
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eines Punktes x0 2 E zum Stoppbereich S kann also nicht anhand der numerischen Resultate
erkannt werden.
Diese schlechten Werte sind zuna¨chst insbesondere deshalb u¨berraschend, da fu¨r das Beispiel
eines Wienerprozesses der lineare Programmierungsansatz fu¨r die Berechnung der Austrittszeit
(vgl. [22]) schon allein durch die Auswertung der Gleichungsnebenbedingungen im linearen Pro-
gramm zu den korrekten Momenten des Aufenthaltsmaes  und damit zum richtigen Zielfunk-
tionswert fu¨hrt.
Unter der Annahme, dass fu¨r den gegebenen Startpunkt x0 = 0:3 die Randpunkte 0 und
x1 = 0:4405 des lokalen Fortsetzungsbereiches Fx0 bekannt sind und damit auch der Tra¨ger des




i (i− 1)i−2 = xi0 fu¨r i  2 und








i (i− 1) fu¨r i  2 bzw.
i = 2x0
xi+11 − xi+10
(i + 1)(i + 2)
fu¨r i  0 :
Es ergeben sich also in diesem Fall geschlossene Ausdru¨cke fu¨r die Variablen i, ohne dass die
Hausdorbedingungen beno¨tigt werden.
Im Vergleich dazu betrachten wir die Momente einer unsymmetrischen Dreiecksverteilung  auf
einem Intervall [x^1; x^2], deren Dichte f ihr Maximum im Punkt x0 2 [x^1; x^2] annimmt und dort





x0 − x^1 (x− x^1) fu¨r x 2 [x^1; x0]
c
x^2 − x0 (x^2 − x) fu¨r x 2 [x0; x^2]
0 sonst :
Hierbei muss es sich nicht um ein Wahrscheinlichkeitsma handeln.
Fu¨r die Momente n von  berechnet man
n =
c
(n + 1)(n + 2)

x^n+21 − xn+20











(n + 1)(n + 2)
:
Hier ist die U¨bereinstimmung mit den oben berechneten Werten fu¨r i oensichtlich. Da das
Ma  eineindeutig durch die Folge der Momente fngn0 bestimmt ist, handelt es sich beim
Aufenthaltsma  um eine unsymmetrische Dreiecksverteilung auf dem Intervall [0; x1], deren
Dichte f ihr Maximum im Punkt x0 annimmt. Fu¨r den Wert c = f(x0) gilt
2x0 =
c x1
x1 − x0 ; d.h. c =
2x0
x1
(x1 − x0)  0:1914 :
Die Momente von  und  sind also bekannt und ko¨nnen mit den numerischen Werten verglichen
werden. Der nachfolgenden Tabelle 1.5 liegt die Rechnung zum vorletzten Wert der letzten Spalte
aus Tabelle 1.2 zugrunde, d.h. es ist x0 = 0:3 und M = 20. In der zweiten und dritten Spalte
von Tabelle 1.5 stehen die exakten Werte fu¨r die Momente von  und die Werte, die das lineare
Programm liefert. In den beiden letzten Spalten benden sich die entsprechenden Werte fu¨r das
Aufenthaltsma .
Ordnung n n (exakt) 

n (numerisch) n (exakt) n (numerisch)
0 1 1 0.0421767 0.0385928
1 0.3 0.3 0.0104119 0.00819214
2 0.132177 0.128593 0.00292633 0.00188692
3 0.0582356 0.0515764 0.000887462 0.000471232
4 0.025658 0.0194215 0.000283446 0.000147803
5 0.0113046 0.00714232 9:40827  10−5 7:06758  10−5
6 0.00498069 0.00294605 3:2187  10−5 4:7621  10−5
7 0.00219444 0.00170289 1:12861  10−5 3:67499  10−5
8 0.000966845 0.001399 4:03951  10−6 2:95579  10−5
9 0.000425981 0.00134268 1:47126  10−6 2:42533  10−5
10 0.000187683 0.00133601 5:43959  10−7 2:02299  10−5
11 8:26909  10−5 0.0013357 2:03749  10−7 1:71224  10−5
12 3:64327  10−5 0.0013357 7:71916  10−8 1:46775  10−5
13 1:60518  10−5 0.0013357 2:95392  10−8 1:27208  10−5
14 7:07227  10−6 0.0013357 1:14046  10−8 1:11308  10−5
15 3:11596  10−6 0.0013357 4:43805  10−9 9:82134  10−6
16 1:37286  10−6 0.0013357 1:73928  10−9 8:73008  10−6
17 6:04867  10−7 0.0013357 6:85963  10−10 7:81113  10−6
18 2:66498  10−7 0.0013357 2:72091  10−10 7:03002  10−6
19 1:17416  10−7 0.0013357
20 5:17322  10−8 0.0013357
Tabelle 1.5: Numerische Resultate und exakte Werte fu¨r die Momente von  und  bis zur
Ordnung 20 bzw. 18 fu¨r den Startwert x0 = 0:3
Hier sind die Abweichungen z.T. noch erheblicher als bei den Zielfunktionswerten. Bis zur Ord-
nung n = 7 fu¨r  bzw. n = 5 fu¨r  sind die numerischen Werte fu¨r die Momente zu klein,
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danach liegen sie teilweise deutlich u¨ber den exakten Werten. Aua¨llig ist, dass ab n = 11 die
numerischen Werte fu¨r die Momente von  nicht weiter abfallen, obwohl sich die exakten Werte
gema¨ einer geometrischen Folge entwickeln.
1.4 Die Verfeinerung des Algorithmus im eindimensionalen Fall
Beim linearen Programmierungsansatz fu¨r die Berechnung der Austrittszeiten (vgl. [22]) ist im
Gegensatz zum Stoppproblem der Tra¨ger des Maes  zum Austrittszeitpunkt bekannt (und
zwar der Rand @E). Im eindimensionalen Fall reduziert sich damit fu¨r E = [0; 1] die beno¨tigte
Information u¨ber  auf die Wahrscheinlichkeit p = 1 , dass der Prozess X bei 1 austritt. Diese
Wahrscheinlichkeit geht auch als einzige Variable neben den Momenten des Aufenthaltsmaes 
in das lineare Programm ein (vgl. auch [22] Abschnitte 3 und 4). Fu¨r den ho¨herdimensionalen Fall
werden die Momente von geeignet gewa¨hlten Maen auf @E ins lineare Programm aufgenommen
(vgl. z.B. Abschitt 6 in [22]).
Vergleicht man im eindimensionalen Fall die unendlichdimensionalen linearen Programme und
deren endlichdimensionale Approximationen fu¨r ein Stoppproblem sowie fu¨r die Berechnung der
Austrittszeit von X aus E, so stellt man fest, dass die Gleichungsnebenbedingungen von a¨hnlicher
Struktur sind und in ihrer Anzahl u¨bereinstimmen. Der oben erwa¨hnten gro¨eren Anzahl von
Variablen im linearen Programm zum Stoppproblem stehen als zusa¨tzliche Nebenbedingungen
lediglich die Hausdorbedingungen fu¨r die Momente i gegenu¨ber. Der zula¨ssige Bereich dieses
linearen Programms wird oensichtlich bei der gewa¨hlten Ordnung M der Approximation nicht
hinreichend eingeschra¨nkt. Da eine weitere Erho¨hung von M nicht ohne weiteres mo¨glich ist
(zunehmende Rechenzeiten und numerische Instabilita¨ten { vgl. z.B. Tabellen 1.1 und 1.2) sind
andere Methoden zur Verbesserung der numerischen Resultate notwendig. In Anbetracht der
Situation bei der Berechnung der Austrittszeiten scheint insbesondere die Eingrenzung bzw. die
Identizierung des Tra¨gers von  eine denkbare Mo¨glichkeit zu sein.
Wie sich dabei die bereits vorliegende Lo¨sung des linearen Programmes (1.39) nutzen la¨sst, soll
im folgenden Abschnitt gezeigt werden.
1.4.1 Hausdorpolytope und Ru¨cktransformation











xj (1− x)n−j (1.48)
das Bernsteinpolynom von u der Ordnung n, wobei u(n)j := u(
j
n) ist (vgl. [45], [18]). Speziell








xj (1− x)n−j = 1 (1.49)
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fu¨r alle x 2 E.
Sei X eine Zufallsgro¨e auf [0; 1] mit Verteilungsfunktion F und Momenten figi0. Dann liefert












Wir denieren den Vektor p(n) = (p(n)0 ; p
(n)










(−1)n−j4n−jj fu¨r j = 0; 1; : : : ; n :





j =1 . Damit kann
der Vektor p(n), insbesondere auch wegen der Beziehung (1.50), als eine diskrete Wahrschein-
lichkeitsverteilung F (n) auf den Punkten f0; 1n ; 2n ; : : : ; 1g aufgefasst werden.
Die folgende Aussage ist nun von zentraler Bedeutung (vgl. z.B. [45] S.8 f. und [18]):
Satz 1.7 :
Sei u eine stetige Funktion auf E = [0; 1] und F eine Verteilungsfunktion auf E, dann gelten
die folgenden Aussagen:







j −!n!1F (x) (1.51)
fu¨r alle Punkte x 2 E an denen F stetig ist.
Bemerkungen:
1. Die lineare Abbildung R(n), die der Folge figni=0 den Vektor p(n) zuordnet, wird im
Weiteren auch als Ru¨cktransformation bezeichnet.
2. Die Ru¨cktransformation R(n) kann auch auf beliebige Folgen m = fmigni=0, die nicht Folgen




R(n)(m)i = 1: (1.52)
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3. Die Aussage von Satz 1.7 kann auf beliebige endliche Mae auf E u¨bertragen werden.
Ist neben den Voraussetzungen (1.1) und (1.15) auch die Denitheitseigenschaft (1.18)
fu¨r den Diusionsanteil a(x) des innitesimalen Generators A erfu¨llt, so besitzt das Auf-
enthaltsma  eine stetige Dichte (vgl. Krylov [31] Abschnitt 2.2). Dann la¨sst sich die
obige Konvergenzaussage auf das Ma  anwenden. Allerdings mu¨ssen die Momente von
 bekannt sein, um die Bernsteinpolynome zu bilden.
4. Fu¨r das Problem (1.5) bereitet eine Konvergenzaussage, die auf Satz 1.7 aufbaut auch
deshalb sehr groe Schwierigkeiten, da die Lo¨sung (;  ) nicht in jedem Fall eindeutig
ist. Das betrit sowohl degenerierte Probleme, fu¨r die AG + Q  0 gilt, als auch Proble-
me wie der Fall q = 3:5 im ersten Teil von Abschnitt 1.5.1. Da fu¨r die zweite Art von
Problemen keine vernu¨nftige Charakterisierung anhand der Ausgangsgro¨en bekannt ist,
ist es bereits sehr schwer, vernu¨nftige Voraussetzungen fu¨r eine Konvergenzaussage zu for-
mulieren. Daru¨ber hinaus setzt der Algorithmus, der im na¨chsten Abschnitt vorgeschlagen
wird, auch nicht auf eine Konvergenz M !1 fu¨r die Ordnung M .
Der Grundgedanke fu¨r die Verfeinerung des linearen Programmierungsansatzes ist nun, die Ru¨ck-
transformation auf die Werte fi gMi=0, die man als Lo¨sung des linearen Programmes (1.39) erha¨lt,
anzuwenden und daraus Ru¨ckschlu¨sse auf den Tra¨ger von  zu ziehen.
Dabei spielen geometrische U¨berlegungen im Zusammenhang mit dem Momentenraum und den
sogenannten Hausdorpolytopen eine wichtige Rolle.
Denitionen:
1. Die Menge M1 aller Folgen figi0, deren Folgenglieder Momente einer Verteilung F auf
[0; 1] sind, heit Momentenraum.
2. Die Menge Mn  Rn+1 aller Folgen figni=0, deren Glieder die ersten n+1 Momente einer
Verteilung F auf [0; 1] sind, heit Momentenraum der Ordnung n.
3. Die Menge Hn  Rn+1 aller Folgen fmigni=0 mit m0 = 1, die die Hausdorbedingungen
bis zur Ordnung n erfu¨llen, heit Hausdorpolytop der Ordnung n.




Im Zusammenhang mit der Ru¨cktransformation R(n) hat das Hausdorpolytop Hn eine klare
Gestalt.
Lemma 1.8 :




























; 0; : : : ; 0

;
wobei k = 0; 1; : : : ; n.
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Beweis:







(−1)sl+s  0 fu¨r alle 0  l  n: (1.53)
Weiterhin muss 0 = 1 sein, womit 0 xiert ist. Der Vektor (1; 2; : : : ; n) 2 Rn muss also n+1
lineare Ungleichungen erfu¨llen, damit  2 Hn gilt. Damit werden in den Eckpunkten von Hn
mindestens n der obigen Ungleichungen (1.53) als Gleichheit angenommen. Da die angegebenen
Punkte (k) paarweise voneinander verschieden sind, genu¨gt es zu zeigen, dass sie jeweils n
Gleichungen erfu¨llen und die verbleibende Ungleichung als strikte Ungleichung angenommen
wird.
Durch sukzessives Einsetzen der letzten Gleichung n = 0 in die vorangehenden Gleichungen
erha¨lt man n−1 = 0, n−2 = 0 usw. bis zu der echten Ungleichung. Damit muss die oben
angegebene k{te Ecke von Hn dadurch charakterisiert sein, dass die (k+1){te Ungleichung aus
(1.53) als strikte Ungleichung angenommen wird.
Sei nun k 2 f0; 1; : : : ; ng gegeben. Es gilt (k)0 = 1. Wegen (k)n = (k)n−1 = : : : = (k)k+1 = 0 3 haben







(−1)s(k)l+s  0 fu¨r alle 0  l  k: (1.54)





> 0 , die (k + 1){te Ungleichung in (1.53) wird also wirklich als strikte
Ungleichung angenommen. Es bleibt also zu zeigen, dass die Zahlen (k)0 ; 
(k)
1 ; : : : ; 
(k)
k die Un-




















































































(1− 1)m = 0
3Fu¨r k = n meint diese Schreibweise, dass keines der k Null wird.
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fu¨r m  1. 
Lemma 1.9 :
Der k-te Eckpunkt (k) des Hausdorpolytops Hn wird durch die Ru¨cktransformation R(n) auf
den (k+1){ten Einheitsvektor ek+1 2 Rn+1 abgebildet.
Beweis:
Wegen Lemma 1.6 wird das Hausdorpolytop Hn durch n+1 Ungleichungsbedingungen be-
schrieben. Davon sind in der k-ten Ecke genau n Stu¨ck aktiv, d.h. es ist fu¨r n verschiedene
j 2 f0; : : : ; ng
(−1)n−j 4n−j (k)j = 0:






(−1)n−j 4n−j (k)j = 0:
Wegen der Bedingung (k)0 = 1 und der Gleichnug (1.52) muss fu¨r das verbleibende i 2 f0; : : : ; ng
R(n)((k))i = 1







































da alle weiteren Summanden in der Summe Null sind. Also ist R(n)((k))k = 1 und damit gilt
i = k und R(n)((k)) = ek+1. 
Das Bild unter R(n) der Ecke (k) des Hausdorpolytops Hn kann also als Diracma auf dem
Punkt kn interpretiert werden. Die Menge R
(n)(Hn) la¨sst sich dementsprechend als die Menge
aller diskreten Wahrscheinlichkeitsverteilungen auf f0; 1n ; 2n ; : : : ; 1g interpretieren.
Bemerkungen:
1. Die Ru¨cktransformation liefert auch fu¨r Punkte aus HnnMn entsprechende diskrete Wahr-
scheinlichkeitsverteilungen, obwohl sie nicht Folgen von Momenten einer Wahrscheinlich-
keitsverteilung sind.
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2. Die Momente bis zur Ordnung n von R(n)() fu¨r  2 Hn stimmen im Allgemeinen nicht
mit  u¨berein.
Eine grasche Veranschaulichung der Hausdorpolytope kann man in [3] nden. Dort sind die
Projektionen der Hausdorpolytope Hn auf die Komponenten (1; 2; 3) und andere Tripel
(i; j ; k) mit i < j < k  n dargestellt und es wird u. a. die Konvergenz fu¨r n ! 1 der
Projektionen auf (1; 2; 3) gegen den Momentenraum M3 der Ordnung 3 in einer graschen
Animation verdeutlicht.
Sowohl mit diesen graschen Darstellungen als auch durch Auswertung der Hausdorbedingun-
gen la¨sst sich erkennen, dass fu¨r alle n > 1 die Eckpunkte (1); : : : ; (n−1) des Hausdorpolytops
Hn auerhalb des MomentenraumesMn der Ordnung n liegen. Dasselbe gilt auch fu¨r die Kanten,
die jeweils zwei dieser Eckpunkte verbinden. Demgegenu¨ber sind die Ecken (0) = (1; 0; : : : ; 0)
und (n) = (1; 1; : : : ; 1) sowie die Kante zwischen (0) und (n) in Mn enthalten. Fu¨r den
Momentenraum M1 gilt, dass er die Folgen (1; 0; 0; : : :) und (1; 1; 1; : : :) sowie ihre konvexe
Hu¨lle entha¨lt. Diese konvexe Hu¨lle entspricht aber genau den Wahrscheinlichkeitsmaen, die nur
Masse auf den Punkten 0 und 1 haben. Nur solche Mae treten als Verteilung des Prozesses
X zum Zeitpunkt des Austritts aus dem Intervall [0; 1] auf. Obwohl bei der Formulierung des
linearen Programms fu¨r die Berechnung der mittleren Austrittszeiten (vgl. [22]) keine Haus-
dorbedingungen fu¨r die Momente dieser Verteilung aufgestellt werden, ist diese Folge stets in
den entsprechenden Momentenra¨umen Mn enthalten. Im Gegensatz dazu ist das fu¨r die Folge
fi gin in der eindimensionalen Version des linearen Programmes (1.39) trotz der Formulierung
der Hausdorbedingungen fu¨r fi gin nicht automatisch der Fall. Darin ist die Hauptursache
fu¨r die in diesem Beispiel beobachteten relativ schlechten Resultate des linearen Programmes
(1.39) zu sehen.
1.4.2 Die Anwendung der Ru¨cktransformation
Im eindimensionalen Fall gilt fu¨r die Lo¨sung (

;  ) :=

fi giM ; figi ~M

des linearen Pro-
gramms (1.39) bei maximaler Ordnung M
fi giM 2 HM  Hn
fu¨r n  M . Dabei sind ~M := M + maxfB1−1; A1−2g sowie B1 und A1 die Ordnungen der
Polynome b(1) bzw. a(1;1).
Die Ru¨cktransformation R(n) mit n  M angewandt auf 

liefert also eine diskrete Wahrschein-
lichkeitsverteilung auf f0; 1n ; 2n ; : : : ; 1g. Es besteht nun die Mo¨glichkeit, anhand der Gewichte die
unter R(n)(

) auf diese Punkte verteilt werden, Ru¨ckschlu¨sse auf den Tra¨ger von  zu ziehen.






gema¨ der nachfolgenden Idee wa¨hlen und ein verfeinertes lineares Programm formulieren und
lo¨sen.
Bemerkung: Die Gu¨ltigkeit von Satz 1.1 und Satz 1.2 bleibt erhalten, wenn die Mae  und 
als geeignete Summe von Maen (1); (2); : : : ; (l) und (1) ; 
(2)
 ; : : : ; 
(m)
 geschrieben werden.
Auf dieser Aussage basierend kann man unabha¨ngig von der Dimension N des Stoppproblems
die folgende Grundidee fu¨r eine Verfeinerung des linearen Programmierungsansatzes formulieren.
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sowie die Mae (j) = jEj
und (j) =  jEj , so erfolgt die Formulierung eines verfeinerten linearen Programmes fu¨r
Problem (1.5) nach den folgenden Schritten:
1. In den Gleichungsnebenbedingungen werden die Momente i und i durch die Summen
der Momente (j)i bzw. 
(j)
;i der Teilmae 
(j) und (j) ersetzt.
2. Alle Mae (j), (j) werden so transformiert, dass sie ihren Tra¨ger auf E haben.
3. Fu¨r jedes dieser transformierten Mae werden wiederum die Hausdorbedingungen bis zu
einer bestimmten Ordnung aufgestellt.
Bemerkungen:
1. Die Mae (j) sind dann im Allgemeinen keine Wahrscheinlichkeitsmae mehr.
2. Um sicherzustellen, dass das verfeinerte Programm ebenfalls linear ist, kommen im Punkt 2
allerdings nur lineare Transformationen in Frage. Da die transformierten Mae ihren Tra¨ger
wiederum auf E haben mu¨ssen, um die Hausdorbedingungen formulieren zu ko¨nnen, sind
damit auch nur bestimmte disjunkte U¨berdeckungen von E mo¨glich, z.B. durch halboene
Teilintervalle.
Im eindimensionalen Fall bietet sich fu¨r  eine U¨berdeckung durch halboene Intervalle der
Form Ej = [sj; sj+1) an, wobei 0 = s1 < s2 < : : : < sm+1 = 1 und das letzte Intervall auch
rechtsseitig abgeschlossen wird. Fu¨r die Teilmae (j) wird jeweils ein auf [0; 1] transformiertes
Ma ~(j) mittels
~(j) ([y1; y2]) := 
(j)
 ([sj + y1(sj+1 − sj); sj + y2(sj+1 − sj)]) fu¨r 0  y1 < y2  1
deniert. Fu¨r das i-te Moment von ~(j) gilt dann








wobei (j);k das k-te Moment von 
(j)





gilt entsprechendes. Auf die Ru¨cktransformation R(~n)() mit ~n  ~M und R(n)((j)

) mit n  M
fu¨r die Werte  bzw. (j)

:= f(j);igiM treen ebenfalls sinngema¨ die Aussagen von Lemma
1.8 und Lemma 1.9 zu, wobei lediglich die vera¨nderten Normierungen
~nP
i=0









= (j);0 zu beachten sind.
Ist nun die Ordnung M hinreichend gro, so ist zu erwarten, dass fu¨r diejenigen Mae (j) , fu¨r
die Ej disjunkt zum Tra¨ger von  ist, keine Masse zugeordnet wird, d.h. dass 
(j)
;i = 0 fu¨r
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i = 0; : : : ;M ist. Fu¨r alle anderen Werte (k);i kann wiederum die Ru¨cktransformation vorgenom-
men werden, um genauere Tra¨gerinformationen fu¨r (k) zu gewinnen. Man versucht nun, dieses
Verfahren sukzessive fortzufu¨hren, bis der Tra¨ger von  hinreichend genau identiziert ist. Ge-
lingt eine solche Identikation, so bleibt zu u¨berpru¨fen, ob dann auch der Zielfunktionswert und
die Momente von  und  hinreichend genau berechnet werden.
1.4.3 Die Verfeinerung fu¨r das Einfu¨hrungsbeispiel
Anhand des Beispiels aus Abschnitt 1.3.5 soll genauer erla¨utert werden, wie das vorgeschlagene
Verfahren funktioniert. Dieses Beispiel dient wie die nachfolgenden auch dazu, zu u¨berpru¨fen, ob
die Ru¨cktransformation verwertbare Tra¨gerinformation fu¨r  liefert, ob das Verfahren konver-
giert und wie genau der Zielfunktionswert sowie die Momente von  und  berechnet werden.
Die folgende Tabelle 1.6 zeigt jeweils die Ru¨cktransformation der ho¨chstmo¨glichen Ordnung
R(20)(

) und R(18)() auf die numerischen Werte 

= fi gi20 und  = figi18 aus Tabelle






0 0.0 0.341315 0.0 0.00179219
1 0.05 0.0 0.0555556 0.00354839
2 0.1 0.0 0.111111 0.00515803
3 0.15 0.0 0.166667 0.00639081
4 0.2 0.0 0.222222 0.00693717
5 0.25 0.0 0.277778 0.00654213
6 0.3 0.0 0.333333 0.00513848
7 0.35 0.0 0.388889 0.00287028
8 0.4 0.0 0.444444 0.0
9 0.45 0.600208 0.5 −5:53418  10−5
10 0.5 0.0571411 0.555556 2:7864  10−5
11 0.55 0.0 0.611111 4:7877  10−5
12 0.6 0.0 0.666667 4:75779  10−5
13 0.65 0.0 0.722222 4:19218  10−5
14 0.7 0.0 0.777778 3:51178  10−5
15 0.75 0.0 0.833333 2:8117  10−5
16 0.8 0.0 0.888889 2:10898  10−5
17 0.85 0.0 0.944444 1:406  10−5
18 0.9 0.0 1.0 7:03002  10−6
19 0.95 0.0
20 1.0 0.0013357
Tabelle 1.6: Ru¨cktransformation der numerischen Werte fu¨r die Momente von  und  bis zur
Ordnung 20 bzw. 18 fu¨r den Startwert x0 = 0:3
Die Ru¨cktransformation R(20)(

) besitzt nur 4 positive Komponenten, und zwar fu¨r i =
0; 9; 10; 20. Mit Ausnahme der geringen Masse, die bei i = 20 zugeordnet wird, liegen die
zugeho¨rigen Werte von i20 dicht beim Tra¨ger f0; 0:4405g von  . Der Vektor der Ru¨cktrans-
formation R(18)() ist in Abbildung 1.2 dargestellt und gibt den Tra¨ger von , das Intervall
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[0; 0:4405], relativ sauber wieder. Allerdings wird die Gestalt der Dreiecksverteilung mit Spitze
bei x0 = 0:3 nicht sonderlich gut widergespiegelt.







Abbildung 1.2: Resultat der Ru¨cktransformation fu¨r die numerischen Werte der Momente des
Aufenthaltsmaes  bei M = 20
Der auftretende negative Wert fu¨r i = 9 erkla¨rt sich, da bei der Ru¨cktransformation die linke





= 48620 multipliziert wird. Die vor-
genommene Verkleinerung des CPLEX-Parameters feasibility auf 10−8 (der kleinstmo¨gliche
Wert ist 10−9) verhindert also nicht in jedem Fall solche kleinen negativen Werte.
Fu¨r das Aufenthaltsma  soll keine Unterteilung von E vorgenommen werden. Bei  bieten
sich z.B. die jeweiligen Nachbarpunkte der obigen Punkte, denen durch die Ru¨cktransformation
ein positiver Wert zugeordnet wird, als Teilungspunkte fu¨r das Intervall E = [0; 1] an. Hier
sind das die Werte s1 = 0, s2 = 0:05, s3 = 0:4, s4 = 0:55, s5 = 0:95 und s6 = 1. Es ko¨nnen
auch andere Teilintervalle um die Punkte mit positiver Masse herum gewa¨hlt werden. Sie sollten
jedoch nicht zu klein im Verha¨ltnis zu 1n sein, da ansonsten der Fall eintreten kann, dass sie
disjunkt zum Tra¨ger von  sind.
Insgesamt kann fu¨r die 5 Teilmae (1) ; : : : ; 
(5)





























;0 = 1 ;







(−sj)i−k(j);k fu¨r 1  j  5; 0  i  M;
4m+1~(j);i = 4m~(j);i+1 −4m~(j);i fu¨r 1  j  5; 0  m  M−1; 0  i  M−1−m;
4m+1i = 4mi+1 −4mi fu¨r 0  m  M−3; 0  i  M−3−m;
(−1)m 4m ~(j);i  0 fu¨r 1  j  5; 0  m  M; 0  i  M−m;
(−1)m 4mi  0 fu¨r 0  m  M−2; 0  i  M−2−m:
Es ist erkennbar, dass dieses lineare Programm klar strukturiert ist und sich eine Formulierung
mit einer Modellierungssprache sehr anbietet. Zur Verdeutlichung hierfu¨r ist im Anhang A das
AMPL-Modellle zusammen mit dem Datenle angegeben.
In der nachfolgenden Tabelle 1.7 ist fu¨r verschiedene Werte M die Zahl der Variablen und
Nebenbedingungen des linearen Programmes (1.56) angegeben. Im Gegensatz zur relativ u¨ber-
sichtlichen Formulierung im Modellle, ko¨nnen die resultierenden linearen Programme sehr gro
werden (vgl. auch Tabelle 1.9). Die letzte Spalte von Tabelle 1.7 beinhaltet die Konditionszahl
der Matrix die durch die Nebenbedingungen gebildet wird und weiterhin mit B bezeichnet sei.
M Variablen Nebenbedingungen Konditionszahl
10 430 752 8:92103  1015
11 505 892 2:68911  1017
12 586 1044 9:13059  1018
13 673 1208 3:52254  1020
14 766 1384 1:35165  1022
15 865 1572 5:23911  1023
20 1450 2692 4:24319  1031
30 3070 5832 2:81120  1047
Tabelle 1.7: Anzahl der Variablen und Nebenbedingungen sowie die Konditionszahl fu¨r verschie-
dene Ordnungen M im verfeinerten linearen Programm
Tabelle 1.8 zeigt nun fu¨r die selben Werte M die optimalen Zielfunktionswerte. In den anschlie-
enden Spalten sind die Momente (j);0 aufgefu¨hrt, d.h. die Massenanteile, die fu¨r das Ma 
den einzelnen Teilintervallen zugeordnet werden.
Fu¨r die Zielfunktionswerte ist eine deutliche Verbesserung gegenu¨ber den Werten aus Tabelle 1.2
ohne Verfeinerung zu erkennen. Mit zunehmender Ordnung M ist hier wiederum eine Verbes-













10 1.5629 0.3258 0 0.6742 0 0
11 1.5623 0.3196 0 0.6804 0 0
12 1.5615 0.3143 0 0.6857 0 0
13 1.5615 0.3276 0 0.6724 0 0
14 1.5613 0.3226 0 0.6774 0 0
15 1.5609 0.3182 0 0.6818 0 0
20 1.5602(u.i.) 0.3258 0 0.6742 0 0
30 1.5593(u.i.) 0.3182 0 0.6818 0 0
Tabelle 1.8: Zielfunktionswert und die Verteilung der Masse auf die Teilmae (j) fu¨r verschiedene
Ordnungen M im verfeinerten linearen Programm
eindeutige Tendenz auszumachen. Die korrekten Werte sind p = 9(20−p46)−1  0:6809 fu¨r (3)
und 1− p  0:3191 fu¨r (1) (vgl. (1.46) und (1.47)) sowie 1.5578 fu¨r den Zielfunktionswert. Fu¨r
M = 20 erha¨lt man die Lo¨sung mit der Warnung unscaled infeasibilities. Als Ursachen
kommen der gro¨ere Umfang des linearen Programms (1.56) und die wesentlich gro¨eren Kon-
ditionszahlen gegenu¨ber dem urspru¨nglichen linearen Programm in Frage. Aus diesem Grund
wird bei der Verfeinerung die Ordnung M auf 15 herabgesetzt.







an, so erha¨lt man die volle
Masse 0.3182 fu¨r i = 0, alle anderen Komponenten sind 0. Fu¨r ~(3)

wird die volle Masse von
0.6818 bei i = 4 zugeordnet. Das entspricht zuru¨ckgerechnet auf die untransformierten Mae

(j)
 den Punkten 0 und 0:4 + 320
4
15 = 0:44.
Als neue Randpunkte werden s1 = 0, s2 = 0:004, s3 = 0:43, s4 = 0:45 und s5 = 1 gewa¨hlt. Das




3 sind damit deutlich
kleiner als in der 2. Iteration. Die Lo¨sung des neuen linearen Programmes zeigt jedoch, dass die
volle Masse von  in diesen beiden Intervallen verbleibt (vgl. Tabelle 1.10).
Auf diesem Weg werden die Intervalle, in denen die Masse verteilt ist, sukzessive verkleinert.
In den Tabellen 1.9 und 1.10 sind die weiteren Iterationen zusammengefasst. Tabelle 1.9 zeigt
fu¨r jede Iteration die Ordnung M , die Zahl der Variablen und Nebenbedingungen sowie die
Konditionszahl der Matrix B. In der anschliessenden Tabelle 1.10 sind der Zielfunktionswert
(ZFW), die Massen (j);0 in den Teilintervallen und die mittleren Teilungspunkte s2, s3 und s4
angegeben. Die Ru¨cktransfomation R(15) liefert in allen Iterationen fu¨r (1) und 
(3)
 nur fu¨r
genau eine Komponente i einen positiven Wert. Diese Komponente ist in der Spalte hinter (1);0
bzw. (3);0 angegeben.
Versucht man, die Intervalle, denen die Masse zugeordnet wird, noch weiter zu verkleinern, so
beobachtet man numerische Instabilita¨ten, insbesondere bei der Ru¨cktransformation. Die Ziel-
funktionswerte a¨ndern sich nicht gegenu¨ber den vorherigen Iterationen, jedoch la¨sst sich aus der
Ru¨cktransformation keine klare neue Unterteilung mehr ableiten. Je nach Vorinformation u¨ber
die Basis (es wurde die Standardeinstellung 1 fu¨r den CPLEX-Parameter advance verwendet)
variieren auch die Punkte, denen durch die Ru¨cktransformation positive Masse zugeordnet wird.
Eine wesentliche Ursache fu¨r dieses Verhalten ist darin zu sehen, dass das lineare Programm
45
Iteration M Variablen Nebenbedingungen Konditionszahl
3 15 1300 713 1:78631  1036
4 15 1300 713 3:46952  1040
5 15 1300 713 inf
Tabelle 1.9: Die Ordnung M , die Anzahl der Variablen und Nebenbedingungen sowie die Kon-
ditionszahl der Matrix B




;0 i s4 
(4)
;0
3 1.5578 0.3192 0 0.004 0 0.43 0.6808 8 0.45 0
4 1.5578 0.3191 0 0.0003 0 0.4393 0.6809 7 0.4421 0
5 1.5578 0.3191 0 0.0001 0 0.4404 0.6809 7 0.4408 0
Tabelle 1.10: Zusammenfassung der weiteren Iterationen
(1.56) bei sehr kleinen Teilintervallen zu einer sehr schlecht konditionierten Matrix B fu¨hrt
(vgl. Tabelle 1.9). Zuru¨ckzufu¨hren ist das im Wesentlichen auf die Gleichungsnebenbedingungen
(1.55), die fu¨r kleine Dierenzen sj+1 − sj sehr groe Koezienten enthalten.
Es zeigt sich jedoch, dass die Resultate, die man nach der 5. Iteration erha¨lt, bereits sehr genau
mit den korrekten Werten u¨bereinstimmen. Auch haben sich in den Iterationen 3 bis 5 der
Zielfunktionswert und die Massenverteilung auf (1);0 und 
(3)
;0 kaum noch vera¨ndert. Nach der 5.
Iteration erha¨lt man mit der Ru¨cktransformation zwei Werte bei denen Masse von  liegt. Der
kleinere ist 0, der gro¨ere ist 0.440586. Dieser Wert liegt sehr nahe am korrekten Wert 0.440589.
Die Wahrscheinlichkeiten 1 − p und p fu¨r das Erreichen des linken bzw. rechten Randes des
Fortsetzungsbereiches sowie der Zielfunktionswert werden sehr genau bestimmt. Auch bei den
Momenten erha¨lt man eine gute U¨bereinstimmung wie die nachfolgende Tabelle 1.11 zeigt.
Auch fu¨r weitere Startpunkte erzielt man a¨hnlich genaue Ergebnisse. Abbildung 1.3 zeigt die
Zielfunktionswerte fu¨r die gleichen Startpunkte x0 wie in Abbildung 1.1. Es ist keine Abweichung
von der Funktion v1 zu erkennen. Fu¨r die Startwerte 0:01; 0:02; : : : ; 0:44 und 0:56; 0:57; : : : ; 0:99
wird der Rand des lokalen Fortsetzungsbereiches Fx0 korrekt identiziert. Bei den Startwerten
x0 = 0:45; 0:46; : : : ; 0:55 erha¨lt man die volle Masse von  bei x0 und damit die Information,
dass x0 2 S ist.
Diese Beispiel zeigt, dass die Information, die die Ru¨cktransformation liefert, zu einer korrek-
ten Identizierung des Tra¨gers von  fu¨hrt und dass alle interessierenden Gro¨en bei einer
zunehmenden Verfeinerung genauer bestimmt werden.
Bemerkung: Die nachfolgende Abbildung 1.4 zeigt die Werte, die die Ru¨cktransformation R(20)
angewandt auf die exakten ersten 20 Momente des Maes  zum Stoppzeitpunkt  liefert (vgl.
Tabelle 1.11).
Man erkennt deutlich, dass damit kaum eine Identizierung des Tra¨gers von  , insbesondere
von x1, mo¨glich ist. Bei den Momenten handelt es sich hier um eine Folge aus dem Momen-
tenraum M20 der Ordnung 20. Alle Komponenten der Ru¨cktransformation sind positiv, d.h.












i (exakt) i (numerisch) i (exakt)
0 0.31909 0 0.68091 0 1 0.042176 0.0421767
1 0 0 0.3 0 0.3 0.0104117 0.0104119
2 0 0 0.132176 0 0.132177 0.00292626 0.00292633
3 0 0 0.058235 0 0.0582356 0.000887438 0.000887462
4 0 0 0.0256576 0 0.025658 0.000283437 0.000283446
5 0 0 0.0113044 0 0.0113046 9:40794  10−5 9:40827  10−5
6 0 0 0.00498056 0 0.00498069 3:21857  10−5 3:2187  10−5
7 0 0 0.00219437 0 0.00219444 1:12856  10−5 1:12861  10−5
8 0 0 0.000966809 0 0.000966845 4:0393  10−6 4:03951  10−6
9 0 0 0.000425963 0 0.000425981 1:47118  10−6 1:47126  10−6
10 0 0 0.000187674 0 0.000187683 5:43926  10−7 5:43959  10−7
11 0 0 8:26865  10−5 0 8:26909  10−5 2:03736  10−7 2:03749  10−7
12 0 0 3:64305  10−5 0 3:64327  10−5 7:71862  10−8 7:71916  10−8
13 0 0 1:60508  10−5 0 1:60518  10−5 2:95369  10−8 2:95392  10−8
14 0 0 7:07177  10−6 0 7:07227  10−6
15 0 0 3:11573  10−6 0 3:11596  10−6
Tabelle 1.11: Numerische Resultate nach der 5. Iteration fu¨r die Momente von (j) und  sowie
die exakten Momente von  und 











Abbildung 1.3: Numerische Resultate fu¨r die Zielfunktionswerte nach der 5. Iteration im verfei-
nerten linearen Programm bei maximaler Ordnung M = 15
Anwendung der Ru¨cktransformation auf die Ergebnisse der linearen Programme wird also die
Tatsache ausgenutzt, dass es sich dabei im Allgemeinen um Folgen handelt, die auf dem Rand
des jeweiligen Hausdorpolytops liegen (z.B. auf zwei- oder dreidimensionalen Kanten) und die
nicht Elemente des zugeho¨rigen Momentenraumes sind.
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Abbildung 1.4: Numerische Resultate der Ru¨cktransformation R(20) angewandt auf die exakten
ersten 20 Momente von 
1.5 Die Beru¨cksichtigung von Verlaufsgewinnen
Es soll nun das Eingangsbeispiel modiziert werden, indem verschiedene Funktionen Q fu¨r Ver-
laufsgewinnne betrachtet werden. Dabei steht die Frage im Vordergrund, ob mit der oben vor-
geschlagenen Methode die jeweiligen optimalen Stoppbereiche identiziert werden ko¨nnen. Die
Zielgewinnfunktion G bleibt zuna¨chst unvera¨ndert.
Unter den Voraussetzungen (1.1) und (1.15) ko¨nnen im eindimensionalen Fall fu¨r einen Startwert
x0 2 [0; 1] nur die folgenden Fa¨lle (1.57) auftreten:
1. Der lokale Fortsetzungsbereich Fx0 ist ein Intervall der Form (0; x1) mit 0 < x0 < x1 < 1.
2. Der lokale Fortsetzungsbereich Fx0 ist ein Intervall der Form (x2; 1) mit 0 < x2 < x0 < 1.
3. Der lokale Fortsetzungsbereich Fx0 ist leer, d.h. es wird in x0 gestoppt.
4. Der lokale Fortsetzungsbereich Fx0 ist das Intervall (0; 1).
5. Der lokale Fortsetzungsbereich Fx0 ist ein Intervall (x1; x2) mit 0 < x1 < x0 < x2 < 1.
1.5.1 Konstante Verlaufsgewinne
Analysiert man fu¨r die Zielgewinnfunktion G(x) = 1 − 9x + 59x2 − 100x3 + 50x4 und den
Startwert x0 = 0:3 sowie konstanten Verlaufsgewinn q das zugeho¨rige Variationsproblem 4 (vgl.
4Dort wo sich die Variationsprobleme nicht mehr einfach mit der Hand lo¨sen lieen, wurde die Hilfe von
Mathematica 4.0 in Anspruch genommen.
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[43] Theorem 10.18), so erha¨lt man die folgenden Aussagen:
1. Die Wertefunktion v1 ist auerhalb des Stoppbereiches eine quadratische Funktion.
2. Der Fall 5 in (1.57) tritt fu¨r kein q 2 R ein. Auch fu¨r alle anderen Startwerte x0 2 (0; 1)
scheidet er aus. Dieser Fall ist jedoch fu¨r andere Funktionen G und Q sowie andere Prozesse
X mo¨glich (vgl. die beiden Beispiele am Ende dieses Abschnittes).
3. Fu¨r q > 3:5 wird nur am Rand von E gestoppt, d.h. es tritt der Fall 4 in (1.57) ein.
4. Fu¨r −12:5 < q < 3:5 tritt Fall 1 in (1.57) ein.
5. Fu¨r q  −12:5 ist es optimal, sofort zu stoppen (Fall 3 in (1.57)).
Fu¨r q = 3:5 beru¨hrt die Funktion v1 die Zielgewinnfunktion G im Punkt 0:5 von oben (vgl.
Abbildung 1.5). In diesem Fall besteht Indierenz, ob in 0 und x1 = 0:5 oder in 0 und 1 gestoppt
wird. Sowohl der Stoppbereich S = f0; 0:5; 1g als auch der Stoppbereich S = f0; 1g realisieren
die optimale Gewinnfunktion v1. Der lokale Fortsetzungsbereich Fx0 ist hier das Intervall (0; 0:5),
fu¨r das Aufenthaltsma  sind aber sowohl das Intervall (0; 0:5) als auch das Intervall (0; 1) als
Tra¨ger mo¨glich (vgl. auch den letzten Absatz in Abschnitt 1.3.1).
Im Fall q = −12:5 beru¨hren sich die Funktionen G und v1 genau am Startpunkt x0 = 0:3 . Fu¨r
beide Fa¨lle ist in Abbildung 1.5 die optimale Gewinnfunktion v1 dargestellt.













Abbildung 1.5: Die Zielgewinnfunktion G und optimalen Gewinnfunktionen v1 fu¨r die Grenzfa¨lle
q = 3:5 und q = −12:5
Wa¨hrend die optimale Gewinnfunktion v1 bei festem Startwert x0 in Abha¨ngigkeit von q stetig
ist, zeigen die lokalen Fortsetzungsbereiche F (q)x0 fu¨r q = 3:5 und q = −12:5 ein unstetiges
Verhalten. Fu¨r q > 3:5 ist F (q)x0 = (0; 1) , fu¨r −12:5 < q < 3:5 ist F (q)x0 = (0; x(q)1 ) , wobei
0:3 < x(q)1 < 0:5 sowie x
(q)
1 " 0:5 fu¨r q " 3:5 und x(q)1 # 0:3 fu¨r q # −12:5 gilt. Fu¨r q  −12:5
ist dann F (q)x0 = ;.
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Da der vorgeschlagene Verfeinerungsalgorithmus die Identizierung des lokalen Fortsetzungsbe-
reiches Fx0 beinhaltet, soll bei den nachfolgenden Untersuchungen in diesem Abschnitt insbe-
sondere das Verhalten an diesen beiden Unstetigkeitsstellen des lokalen Fortsetzungsbereiches
untersucht werden.
Bei der Beru¨cksichtigung von konstanten Verlaufsgewinnen vera¨ndern sich lediglich die Zielfunk-
tionen der linearen Programme (1.39) und (1.56). Im linearen Programm (1.39) erha¨lt man
max 0 − 91 + 592 − 1003 + 504 + q0 (1.58)







;0 − 9(j);1 + 59(j);2 − 100(j);3 + 50(j);4

+ q0 : (1.59)
Auch hier erreicht das lineare Programm ohne Unterteilung von E nur relativ schlechte Resultate.
Das betrit sowohl die Zielfunktionswerte als auch die berechneten Momente von  und  . Die
Ru¨cktransformation liefert fu¨r einige Werte von q sogar zuna¨chst u¨berraschend schlechte Werte
(vgl. Tabellen 1.13, 1.17 und 1.19).
Fu¨r q > 3:5 wird der Prozess X nicht im Inneren von E gestoppt und erreicht mit Wahrschein-
lichkeit p = 0:3 in 1 den Rand von E und mit Wahrscheinlichkeit 1 − p = 0:7 in 0 den Rand
von E. Allerdings werden bei der Ordnung M = 20 erst fu¨r q  4:2353 mit der Ru¨cktransfor-
mation R(20)(

)20 = 0:3 und R(20)( )0 = 0:7 berechnet. Fu¨r 3:5  q  4:2353 erha¨lt man
ein a¨hnliches Resultat wie im ersten Schritt bei der Rechnung ohne Verlaufsgewinne. Es wird
durch die Ru¨cktransformation R(20) der Hauptanteil der Masse von  bei 0 und 0:5 zugeordnet.
Nur ein relativ kleiner Anteil wird auf 1 abgebildet (vgl. die 1. Iteration in den Tabellen 1.12
und 1.13). Dieses Verhalten beobachtet man auch fu¨r Werte q  3:5 (vgl. die 1. Iteration in den
Tabellen 1.14 und 1.15). Demnach kann der Umschaltpunkt q = 3:5 nicht aus den Lo¨sungen
des linearen Programmes (1.39) korrekt bestimmt werden.
Dasselbe gilt fu¨r den zweiten Umschaltpunkt q = −12:5 , wo sowohl fu¨r q > −12:5 als auch
fu¨r q  −12:5 durch die Ru¨cktransformation R(20) Masse auf 0 und auf mehrere Werte um 0:3
herum verteilt wird (vgl. die 1. Iteration in den Tabellen 1.16 bis 1.19).
Bei anderen Ordnungen M ergibt sich ein a¨hnliches Bild.
Fu¨r folgende Werte von q sollen nachfolgend die Ergebnisse zusammengefasst werden:
1. q = 3:51 (Beispiel fu¨r Fall 4 in (1.57)),
2. q = 3:49 (Beispiel fu¨r Fall 1 in (1.57)),
3. q = −12:49 (Beispiel fu¨r Fall 1 in (1.57)) und
4. q = −12:51 (Beispiel fu¨r Fall 3 in (1.57)).
Der Startwert ist dabei stets x0 = 0:3.
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Die Tabellen 1.12 bis 1.19 sind dabei a¨hnlich wie Tabelle 1.10 aufgebaut. Zu jedem Beispiel
geho¨ren zwei Tabellen. In der ersten Tabelle sind die Ordnung M , der Zielfunktionswert und die
jeweiligen Randpunkte sj der Teilintervalle angegeben, in der zweiten Tabelle stehen die Mas-
senanteile, die auf die einzelnen Teilintervalle verteilt werden und fu¨r diejenigen Teilintervalle,
fu¨r die (j);0 positiv ist, werden in der nachfolgenden Spalte die Indizes i angegeben, denen bei
der Ru¨cktransformation positive Werte zugeordnet werden.
1. q = 3:51 :
Die Ergebnisse sind in den Tabellen 1.12 und 1.13 zusammengefasst.
Iteration M ZFW s1 s2 s3 s4 s5 s6
1 20 1.8512 0.0 1.0
2 20 1.7371 0.0 0.05 0.45 0.55 0.95 1.0
3 20 1.8503 0.0 0.0025 0.9975 1.0
4 20 1.7371 0.0 0.0025 0.45 0.55 0.9975 1.0
5 20 1.7371 0.0 0.000125 0.45 0.55 0.999875 1.0
Tabelle 1.12: Die Teilungspunkte si der einzelnen Iterationen fu¨r q = 3:51









1 20 1.0 0, 10, 20
2 20 0.7 0 0 0 0 0.3 20
3 20 0.40002 0 0.59996 10 2:0757  10−5 20
4 20 0.7 0 0 0 0 0.3 20
5 20 0.7 0 0 0 0 0.3 20
Tabelle 1.13: Massenverteilung und Ru¨cktransformation der Iterationen fu¨r q = 3:51
In der ersten Iteration ist R(20)(





0:00097338 . Diese Verteilung der Masse spiegelt nicht den Tra¨ger von  wieder. Schon im
zweiten Schritt a¨ndert sich diese Zuordnung auch grundlegend. Diesmal wird die Masse in der
richtigen Ho¨he an die richtigen Punkte gelegt und auch der Zielfunktionswert entspricht der
exakten Lo¨sung v1(0:3) = −3:51  (0:3)2 + 3:51  0:3 + 1 = 1:7371 . Versucht man nun im fol-
genden 3. Schritt an den Randpunkten von E den Tra¨ger von  weiter einzuschra¨nken und
la¨sst gleichzeitig das mittlere Intervall [0:45; 0:55) weg, so verrutscht die Massenzuordnung wie-
derum vo¨llig. Gleichzeitig erho¨ht sich der Zielfunktionswert erheblich, was deutlich macht, dass
die vorliegende Massenverteilung nicht korrekt ist. Da nun wiederum ein deutlicher Masseanteil
(und zwar 0.59996) an den Punkt x = 0:5 gesetzt wird, werden in der 4. Iteration wieder die
Teilungspunkte s3 = 0:45 und s4 = 0:55 hinzugenommen. Es wird weiter bei 0 und 1 verfeinert
und im Ergebnis die Masse wieder korrekt verteilt. Jeder Versuch erneut die Teilungspunkte s3
und s4 wegzulassen, fu¨hrt zu einem a¨hnlichen Resultat wie im 3. Schritt. Nach dem 5. Schritt
hat man dann den Tra¨ger von  mit einer Genauigkeit von 10−5 identiziert und auch den
exakten Wert v1(0:3) mit der Zielfunktion des linearen Programmes erhalten.
Man erkennt, dass die Identizierung des Tra¨gers von  nicht in jedem Fall so geradlinig
wie beim Einfu¨hrungsbeispiel ohne Verlaufsgewinne funktioniert. In Bereichen, wo die Lo¨sung
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des Stoppproblemes bezu¨glich des lokalen Fortsetzungsbereiches instabil ist, zeigen sich diese
Instabilita¨ten auch in der Verfeinerung des linearen Programmierungsansatzes. Das macht sich
insbesondere im oben beschriebenen Verrutschen der Massenzuordnung bemerkbar. Hier ist
man dann gezwungen, mehr Unterteilungen vorzunehmen, als zur eigentlichen Eingrenzung der
Randpunkte des lokalen Fortsetzungsbereiches notwendig wa¨ren. Dort wo die Funktionen v1 und
G sehr nahe aneinander liegen ohne sich zu beru¨hren, benden sich solche kritischen Bereiche, die
eine weitere Unterteilung erfordern. Bei der fortlaufenden Verfeinerung kann man diese Bereiche
allerdings erkennen und erha¨lt bei ihrer Beru¨cksichtigung wiederum eine genaue Identizierung
des Tra¨gers von  und den Wert v1(x0) in der Zielfunktion.
Auch fu¨r Werte von q noch dichter bei 3.5 funktioniert der verfeinerte lineare Programmierungs-
ansatz. Dabei springt die Masse vom Punkt x = 0:5 allerdings erst nach weiteren Verfeinerungen
um 0.5 herum an den Endpunkt des Intervalls E.
2. q = 3:49 :
Die Ergebnisse sind in den Tabellen 1.14 und 1.15 zusammengefasst.
Iteration M ZFW s1 s2 s3 s4 s5 s6
1 20 1.8502 0.0 1.0
2 20 1.7354 0.0 0.05 0.45 0.55 0.95 1.0
3 20 1.7344 0.0 0.0025 0.495 0.505 1.0
4 20 1.7344 0.0 0.000125 0.49975 0.50025 1.0
Tabelle 1.14: Die Teilungspunkte si der einzelnen Iterationen fu¨r q = 3:49









1 20 1.8502 1.0 0, 10, 20
2 20 1.7354 0.4 0 0 0.6 10 0 0
3 20 1.7344 0.4 0 0 0.6 10 0
4 20 1.7344 0.39979 0 0 0.60021 3 0
Tabelle 1.15: Massenverteilung und Ru¨cktransformation der Iterationen fu¨r q = 3:49
In der ersten Iteration ist R(20)(





0:00097338 . Man erha¨lt einen geringfu¨gig kleineren Zielfunktionswert als im Fall q = 3:51 aber
es wird genau die gleiche Massenverteilung wie dort berechnet. Das liegt daran, dass die ermittel-
ten Momente fu¨r  und  im ersten Schritt bei beiden Fa¨llen u¨bereinstimmen. Die Verfeinerung
in den nachfolgenden Schritten fu¨hrt dann zu einer Identizierung des lokalen Fortsetzungsberei-
ches F (3:49)0:3 = (0; x1) = (0; 0:4998) ohne weitere Massenverschiebungen wie fu¨r q = 3:51 . Der
rechte Randpunkt x1 des lokalen Fortsetzungsbereiches wird nach der 5. Iteration mit 0.499825
sehr genau bestimmt. Die ermittelte Austrittswahrscheinlichkeit am Punkt x1 liegt mit 0.60021
ebenfalls sehr dicht am Wert p = x0=x1 = 0:60024. Der Zielfunktionswert v1(0:3) = 1:7344 wird
korrekt ermittelt.
3. q = −12:49 :
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Die Ergebnisse fu¨r diesen Fall sind in den nachfolgenden Tabellen 1.16 und 1.17 zusammenge-
fasst.
Iteration M ZFW s1 s2 s3 s4 s5 s6
1 20 1.427 0.0 1.0
2 20 1.31504 0.0 0.05 0.3 0.6 0.95 1.0
3 20 1.315 0.0 0.0025 0.3 0.33 1.0
4 20 1.315 0.0 0.000125 0.3 0.303 1.0
5 20 1.315 0.0 0.0001 0.3 0.3003 1.0
Tabelle 1.16: Die Teilungspunkte si der einzelnen Iterationen fu¨r q = −12:49









1 20 1.0 0, 7, 10, 11, 20
2 20 0.047619 0 0 0.952381 1 0 0
3 20 0.00497512 0 0 0.995025 1 0
4 20 0.00049975 0 0 0.9995 1 0
5 20 0.00029991 0 0 0.9997 6 0
Tabelle 1.17: Massenverteilung und Ru¨cktransformation der Iterationen fu¨r q = −12:49
Im ersten Schritt erha¨lt man mit der Ru¨cktransformation R(20)(

)0 = 0:18252 , R(20)( )7 =
0:729494 , R(20)(

)10 = 0:0771473 , R(20)( )11 = 0:0105215 und R
(20)(

)20 = 0:000316445 .
Neben der Tatsache, dass erneut Masse an das rechte Intervallende von E gelegt wird, ist
aua¨llig, dass am rechten Rand des lokalen Fortsetzungsbereiches F (−12:49)0:3 = (0; 0:300091)
die Ru¨cktransformation fu¨r drei verschiedene Punkte positive Werte liefert. Dadurch kann im
2. Schritt mit dem Intervall (s3; s4) = (0:3; 0:6) zuna¨chst nur eine relativ grobe Einschachtelung
vorgenommen werden. In den weiteren Iterationen erha¨lt man hier dann mit der Ru¨cktransfor-
mation eine eindeutige Zuordnung der Masse. Nach der 5. Iteration wird der rechte Randpunkt
x1 des lokalen Fortsetzungsbereiches mit 0.30009 sehr genau bestimmt. Die Austrittswahrschein-
lichkeit p am Punkt x1 ( p = 0:3=0:300091 = 0:9997 ) und der Zielfunktionswert v1(0:3) = 1:315
werden korrekt ermittelt.
4. q = −12:51 :
Die Ergebnisse sind in den Tabellen 1.18 und 1.19 zusammengefasst.
Im ersten Schritt erha¨lt man die gleichen Momente fu¨r  und  wie im Fall q = −12:49 .
Damit liefert auch die Ru¨cktransformation wieder die dort angegebenen Werte. Hier la¨uft die
Verfeinerung nicht ganz geradlinig, in der 3. und 4. Iteration wird noch eine geringe Masse an
den Punkt 0 gelegt, erst bei der weiteren Verfeinerung konzentriert sich die volle Masse bei der
Ru¨cktransformation um den Startpunkt x0 = 0:3 . Dabei muss jedoch ein kleines Intervall (0; s1)
Bestandteil der Verfeinerung bleiben, da andernfalls ein a¨hnlicher Eekt wie im Fall q = 3:51
auftritt. La¨sst man den Punkt s1 in der Verfeinerung weg, so verrutscht ein kleiner Massenanteil
wiederum an den Punkt 0, der dann aber bei weiterer Verfeinerung bei 0 nicht dort verbleibt.
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Iteration M ZFW s1 s2 s3 s4 s5 s6
1 20 1.4267 0.0 1.0
2 20 1.315 0.0 0.05 0.3 0.6 0.95 1.0
3 20 1.315 0.0 0.275 0.33 1.0
4 20 1.315 0.0 0.01375 0.297 0.30525 1.0
5 20 1.315 0.0 0.0007 0.2994 0.3008 1.0
6 20 1.315 0.0 0.000035 0.29989 0.3001 1.0
Tabelle 1.18: Die Teilungspunkte si der einzelnen Iterationen fu¨r q = −12:51









1 20 1.0 0, 7, 10,
11, 20
2 20 0.0 0.5455 19 0.4545 1 0 0
3 20 0.001474 0 0.9985 9, 10 0
4 20 1:7612  10−5 0 0 0.99998 7, 8 0
5 20 0 0 1.0 8, 9 0
6 20 0 0 1.0 10, 11 0
Tabelle 1.19: Massenverteilung und Ru¨cktransformation der Iterationen fu¨r q = −12:51
Nach dem 6. Schritt wird durch die Ru¨cktransformation die Masse 0.52381 auf den Punkt
0,299995 und die Masse 0.47619 auf den Punkt 0.3000055 gelegt. Damit kann man davon
ausgehen, dass der Prozess direkt im Startpunkt x0 = 0:3 gestoppt wird. Die Zielfunktion
v1(0:3) = G(0:3) = 1:315 wird ebenfalls exakt ermittelt.
Nun stellt sich natu¨rlich die Frage, wieso die Zielfunktionen v1 fu¨r q = −12:49 und q = −12:51
u¨bereinstimmen sollen. La¨sst man sich mit Mathematica fu¨r q = −12:49 den Wert von v1(0:3)
auf 16 Stellen nach dem Komma anzeigen, so erha¨lt man die Zahl 1.3150001363749084. Die
Zielfunktion v1 ist also doch minimal gro¨er. Auf der anderen Seite unterscheiden sich die lokalen
Fortsetzungsbereiche und damit die optimalen Stoppregeln in beiden Fa¨llen erheblich.
Fu¨r andere Startwerte x0 funktioniert die Verfeinerung ebenfalls in allen 4 Fa¨llen. Man erha¨lt
keine nennenswerten Abweichungen von der optimalen Zielfunktion v1 und die lokalen Fortset-
zungsbereiche werden korrekt erkannt. Auf eine grasche Darstellung analog zu Abbildung 1.3
soll hier verzichtet werden.
Bemerkungen :
1. In einigen Fa¨llen wird durch CPLEX das Ergebnis mit der Warnung unscaled infeasi-
bilities ausgegeben. Die Ergebnisse erweisen sich aber auch in diesen Fa¨llen als brauch-
bar. Daru¨ber hinaus macht man auch fu¨r niedrigere Ordnungen, bei denen eine solche War-
nung nicht mehr auftritt, a¨hnliche Beobachtungen bei der Ru¨cktransformation wie oben
beschrieben. Deshalb sind der Einfachheit halber die numerischen Rechnungen durchga¨ngig
mit der Ordnung M = 20 durchgefu¨hrt worden. Die Warnung wird ab hier nicht mehr ge-
sondert gekennzeichnet.
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2. In Anbetracht des Einfu¨hrungsbeispieles ohne Verlaufsgewinne wa¨re es denkbar gewesen,
die Momente, die zu Teilmaen (j) geho¨ren, fu¨r die aufgrund der vorangegangenen Ru¨ck-
transformation angenommen wird, dass sie Null sind, wirklich im linearen Programm weg-
zulassen. Anhand der in den Beispielen 1 und 4 auftretenden Massenverschiebungen bei
spa¨teren Schritten der Verfeinerung zeigt sich, dass eine solche Vorgehensweise zu falschen
Aussagen u¨ber den Tra¨ger von  fu¨hren kann.
Zum Abschluss dieses Abschnittes soll die Zielgewinnfunktion G vera¨ndert werden, um zwei
Beispiele betrachten zu ko¨nnen, fu¨r die Fall 5 in (1.57) eintritt. Dazu betrachten wir
G(x) = 1 + 9x− 59x2 + 100x3 − 50x4;
d.h. bis auf den konstanten Term wurden alle Terme der urspru¨nglichen Funktion mit −1 multi-
pliziert. Fu¨r diese Zielgewinnfunktion sollen q = 0 und q = −8:0 als konstante Verlaufsgewinne
betrachtet werden.
Im Fall q = 0 bildet die optimale Gewinnfunktion auf dem lokalen Fortsetzungsbereich eine
Gerade, die sich genau an den beiden lokalen Maximalpunkten der Zielgewinnfunktion G in
x1 = 0:1 und x2 = 0:9 an G anschmiegt. Die Funktion G und die optimalen Gewinnfunktionen
v1 fu¨r beide Fa¨lle sind in der nachfolgenden Abbildung 1.6 dargestellt.













Abbildung 1.6: Die vera¨nderte Zielgewinnfunktion G und optimalen Gewinnfunktionen v1 fu¨r
die Fa¨lle q = 0:0 und q = −8:0
1. q = 0:0 :
Die numerischen Resultate sind in den Tabellen 1.20 und 1.21 zusammengefasst.
Im ersten Schritt liefert die Ru¨cktransformation R(20)(

)2 = 0:75 und R(20)( )18 = 0:25 . Die
Identizierung der beiden Randpunkte x1 = 0:1 und x2 = 0:9 des lokalen Fortsetzungsbereiches
und der zugeho¨rigen Austrittswahrscheinlichkeiten p1 = (x2 − x0)=(x2 − x1) = 0:75 und p2 =
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Iteration M ZFW s1 s2 s3 s4 s5 s6
1 20 1.5895 0.0 1.0
2 20 1.4092 0.0 0.05 0.15 0.85 0.95 1.0
3 20 1.405 0.0 0.0095 0.105 0.895 0.905 1.0
4 20 1.405 0.0 0.00995 0.1005 0.8995 0.9005 1.0
5 20 1.405 0.0 0.009995 0.10005 0.89995 0.90005 1.0
Tabelle 1.20: Die Teilungspunkte si der einzelnen Iterationen fu¨r q = 0:0









1 20 1.0 2, 18
2 20 0 0.75 10 0 0.25 10 0
3 20 0 0.75 10 0 0.25 10 0
4 20 0 0.75 10 0 0.25 10 0
5 20 0 0.75 10 0 0.25 10 0
Tabelle 1.21: Massenverteilung und Ru¨cktransformation der Iterationen fu¨r q = 0:0
(x0 − x1)=(x2 − x1) = 0:25 verla¨uft vo¨llig geradlinig. Bemerkenswert ist lediglich die groe
Abweichung des Zielfunktionswertes vom korrekten Wert v1(0:3) = G(0:1) = G(0:9) = 1:405 im
ersten Schritt, obwohl schon hier x1, x2, p1 und p2 korrekt bestimmt werden. Diese Abweichung
ist allein darauf zuru¨ckzufu¨hren, dass sich der Vektor fi gi20 auf der Kante bendet, die die
2. und 18. Ecke des Hausdorpolytopes H20 verbindet (vgl. 1. Zeile in Tabelle 1.21 und Lemma
1.9) und diese Kante vollsta¨ndig auerhalb des Momentenraumes der Ordnung 20 liegt.
2. q = −8:0 :
Fu¨r dieses Beispiel sind die numerischen Resultate in den Tabellen 1.22 und 1.23 zusammenge-
fasst.
Hier erha¨lt man im ersten Schritt die folgende Massenverteilung mit der Ru¨cktransformation
R(20)(

)1 = 0:0188646 , R(20)( )4 = 0:809753 und R
(20)(

)16 = 0:171383 . Nach dem 5.
Schritt ermittelt man die Werte 0.21715 und 0.782845 als Na¨herungen fu¨r die Randpunkte des
lokalen Fortsetzungsbereiches F (−8:0)0:3 .
Die Lo¨sung des Variationsproblemes liefert x1 = 0:217157 und x2 = 0:782843 als Randpunkte
des lokalen Fortsetzungsbereiches F (−8:0)0:3 und v1(x) = 8x
2−8x+2:445 als optimale Gewinnfunk-
tion innerhalb von F (−8:0)0:3 . Damit ist v1(0:3) = 0:765 . Auf der Menge [0; 1]nF (−8:0)0:3 ist v1 = G .
Die zugeho¨rigen Austrittswahrscheinlichkeiten p1 und p2 sind p1 = (x2−x0)=(x2−x1) = 0:8535
und p2 = (x0 − x1)=(x2 − x1) = 0:1464 .
Auch fu¨r dieses Beispiel werden also die Werte fu¨r x1, x2, p1, p2 und v1(x0) sehr genau bestimmt.
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Iteration M ZFW s1 s2 s3 s4 s5 s6
1 20 0.9302 0.0 1.0
2 20 0.7705 0.0 0.25 0.75 0.85 1.0
3 20 0.7651 0.0 0.2 0.225 0.78 0.79 1.0
4 20 0.765 0.0 0.21625 0.21875 0.7825 0.7835 1.0
5 20 0.765 0.0 0.217 0.21725 0.7828 0.7829 1.0
Tabelle 1.22: Die Teilungspunkte si der einzelnen Iterationen fu¨r q = −8:0









1 20 1.0 1, 4, 16
2 20 0.847162 17 0 0.152838 7 0
3 20 0 0.854111 14 0 0.145889 6 0
4 20 0 0.853507 7 0 0.146493 7 0
5 20 0 0.853543 12 0 0.146457 9 0
Tabelle 1.23: Massenverteilung und Ru¨cktransformation der Iterationen fu¨r q = −8:0
1.5.2 Verlaufskosten ho¨herer Ordnung
Zum Abschluss der Beispiele fu¨r den Wienerprozess soll nun noch der Fall von quadratischen
Verlaufsgewinnen stehen. Dabei handelt es sich um die ho¨chste Ordnung fu¨r Verlaufsgewinne,
fu¨r die sich die zugeho¨rigen Variationsprobleme noch analytisch lo¨sen lassen. Die Verlaufsge-
winnfunktion Q sei
Q(x) = 12x2 + 5 ;
die Zielgewinnfunktion G bleibt unvera¨ndert
G(x) = 1 + 9x− 59x2 + 100x3 − 50x4:
Der Startpunkt x0 ist weiterhin 0.3. Dann liefert das Variationsproblem das Intervall (x1; 1) als










ist. Weiterhin erha¨lt man v1(x0) = 2:64751. Die linearen Nebenbedingungen in den linearen
Programmen (1.39) und (1.56) bleiben wiederum unvera¨ndert, es wird lediglich noch die Variable
2 in den Zielfunktionen (1.58) und (1.59) beru¨cksichtigt.
Die nachfolgenden Tabellen 1.24 und 1.25 zeigen die Ergebnisse der Verfeinerung. Die Tabel-
len sind identisch zu denen im letzten Abschnitt angelegt. Man kann erkennen, dass der linke
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Randpunkt x1 des lokalen Fortsetzungsbereiches nach dem 5. Schritt mit 0.019775 sehr gut iden-
tiziert wird und auch die Zielfunktionswerte sich sehr schnell an v1(x0) anna¨hern. Fu¨r andere
Startwerte x0 sind die Ergebnisse a¨hnlich gut.
Iteration M ZFW s1 s2 s3 s4 s5
1 20 2.7075 0.0 1.0
2 20 2.6504 0.0 0.1 0.95 1.0
3 20 2.6476 0.0 0.015 0.025 0.975 1.0
4 20 2.6475 0.0 0.0195 0.0205 0.99875 1.0
5 20 2.6475 0.0 0.01975 0.01985 0.9999 1.0
Tabelle 1.24: Die Teilungspunkte si der einzelnen Iterationen bei quadratischem Verlaufsgewinn







1 20 1.0 1, 20
2 20 0.71429 4 0 0.28571 20
3 20 0 0.71429 10 0 0.28571 20
4 20 0 0.71414 6 0 0.28586 20
5 20 0 0.71412 5 0 0.28588 20
Tabelle 1.25: Massenverteilung und Ru¨cktransformation fu¨r die einzelnen Iterationen bei qua-
dratischem Verlaufsgewinn
Zusammenfassend kann festgestellt werden, dass der vorgeschlagene Algorithmus fu¨r den Fall
des Wienerprozesses durchgehend sehr gute Ergebnisse erzielt. In allen Fa¨llen ist dafu¨r allerdings
eine genaue Identizierung des Tra¨gers des Stoppmaes  notwendig. Diese wird jedoch durch
den Algorithmus geliefert.
1.6 Stoppprobleme fu¨r das Cox{Ingersoll{Ross Modell
1.6.1 Das Modell und erste numerische Resultate
Weitere Beispiele, die inbesondere in Bezug auf Anwendungen in den Wirtschaftswissenschaften
und der Finanzmathematik von Interesse sind, ergeben sich aus Stoppproblemen im Zusam-
menhang mit dem Cox{Ingersoll{Ross Modell fu¨r die kurzfristige Zinsrate (short term interest
rate, Tageszins). Hier soll der Spezialfall konstanter Parameter betrachtet werden, d.h. es wird
vorausgesetzt, dass die kurzfristige Zinsrate rt die stochastische Dierentialgleichung (1.60)
drt = (a− b rt) dt + prt dWt (1.60)
erfu¨llt. Dabei sind a und  positive Konstanten, b 2 R und Wt der Standard-Wienerprozess in
R. Fu¨r eine detailliertere Einfu¨hrung sei auf Elliot und Kopp [16], Baxter und Rennie [2] sowie
die dort aufgefu¨hrten Quellen verwiesen. Ein wesentlicher Vorteil dieser Modellierung gegenu¨ber
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einer Reihe weiterer Modelle fu¨r die kurzfristige Zinsrate ist die Tatsache, dass fu¨r bestimmte
Parameterkonstellationen die Wahrscheinlichkeit, dass der Prozess rt den Wert 0 annimmt, gleich
Null ist. Diese Bedingung ist a  2=2 und gleichzeitig hinreichend und notwendig fu¨r die
Positivita¨t von rt.
Zu dem durch die Gleichung (1.60) denierten Prozess rt geho¨rt der nachfolgende innitesimale
Generator A
Af(x) = (a− b x)f 0(x) + 
2
2
xf 00(x) fu¨r f 2 C2(R) : (1.61)
Im Weiteren sollen Stoppprobleme auf abgeschlossenen Intervallen betrachtet werden, fu¨r die die
Austrittswahrscheinlichkeiten von rt an beiden Intervallenden positiv ist. Da die obige Bedingung
a  2=2 { vom letzten Beispiel in Abschnitt 1.6.2 abgesehen { stets erfu¨llt ist, werden deshalb
Intervalle der Form E = [x1; 1] mit 0 < x1 < 1 betrachtet. Es wird wiederum Absorption am
Rand von E vorausgesetzt. Der innitesimale Generator wird damit zu
Af(x) =






1lintE(x) fu¨r f 2 C2(E) = D(A) (1.62)
und x 2 E modiziert.




i(i − 1)i−1 + i b i − i a i−1 = xi0 fu¨r 2  i  M ;
1 + b 1 − a0 = x0 und 0 = 1 :
Das lineare Programm fu¨r die Verfeinerung bezu¨glich  leitet sich dann daraus analog wie
im Fall des Wienerprozesses ab. Um die Lesbarkeit des Programmes zu verbessern und fu¨r
 , neben den u¨blichen Transformationen bei den Verfeinerungen, auf die Transformation des
Intervalls [x1; 1] auf das Intervall [0; 1] verzichten zu ko¨nnen, wird in allen Rechnungen der erste
echte Unterteilungspunkt s2 stets gleich x1 gesetzt und 
(1)
;0 = 0 verlangt, d.h. auf dem Intervall
[0; x1) hat das Ma  keine Masse. Fu¨r die Variablen i muss allerdings eine Transformation
von E auf [0; 1] vorgenommen werden.
Das erste Beispiel wird fu¨r die folgende Parameterkonstellation betrachtet
a = 1 ; b = −1 ;  = 1 ; x0 = 0:3 und x1 = 0:2 :
Die Zielgewinnfunktion G sei
G(x) := x2 − x3 fu¨r x1 < x < 1
und die Verlaufsgewinnfunktion Q  0 .
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Fu¨r diese Werte erha¨lt man x1 als linken Randpunkt des lokalen Fortsetzungsbereiches Fx0 und
lo¨st dann das freie Randwertproblem (1.63)
2x
2
v00(x) + (ax− b) v0(x) = 0 fu¨r x1 < x < x2 ;
v(x1) = G(x1) ; v(x2) = G(x2) und v0(x2) = G0(x2) (1.63)
in v und x2. Gilt fu¨r eine Lo¨sung dann x1 < x2 < 1 , v(x) > G(x) und v(x) > ~v(x) fu¨r alle
x1 < x < x2 , dann ist die Funktion v die optimale Wertfunktion v1 fu¨r das Stoppproblem (1.3)
auf dem Intervall [x1; x2]. Dabei ist ~v die Lo¨sung des festen Randwertproblemes (1.64)
2x
2
~v00(x) + (ax− b) ~v0(x) = 0 fu¨r x1 < x < 1 ;
~v(x1) = G(x1) und ~v(1) = G(1) : (1.64)
Das freie Randwertproblem (1.63) wird durch Vorwa¨rts- und Ru¨ckwa¨rtsschieen gelo¨st und so
der rechte Randpunkt x2 ermittelt. Fu¨r die obigen Parameter erha¨lt man so x2 = 0:64456 und
v(0:3) = 0:098134 mit Mathematica als Na¨herungslo¨sungen. Mit diesem Wert fu¨r x2 erfu¨llt die
Lo¨sung v auch die Bedingung v(x) > G(x) fu¨r alle 0:2 < x < 0:64456 (vgl. auch Abbildung 1.7).
Die Lo¨sung ~v des Randwertproblemes (1.64) ist auf dem gesamten Intervall [x1; 1] kleiner als Q.
In den nachfolgenden Tabellen 1.26 und 1.27 sind die Ergebnisse fu¨r die einzelnen Schritte des
Verfeinerungsalgorithmus zusammengefasst.
Iteration M ZFW s2 s3 s4 s5 s6 s7
1 20 0.10292 0.2 1.0
2 15 0.10183 0.2 0.24 0.6 0.68 0.96 1.0
3 15 0.10125 0.2 0.203 0.648 0.659 0.997 1.0
4 15 0.10185 0.2 0.2002 0.648 0.6495 1.0
Tabelle 1.26: Die Teilungspunkte si der einzelnen Iterationen fu¨r a = 1; b = −1;  = 1;
x0 = 0:3 und x1 = 0:2









1 20 1.0 0, 11, 20
2 15 0.39815 0 0 0.60168 10 0 0.0001622 15
3 15 0.40212 0 0 0.59788 1 0 0
4 15 0.40117 0 0 0 0.59883 1
Tabelle 1.27: Massenverteilung und Ru¨cktransformation fu¨r die einzelnen Iterationen fu¨r a = 1;
b = −1;  = 1; x0 = 0:3 und x1 = 0:2
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Im ersten Schritt ergibt die Ru¨cktransformation die folgenden von Null verschiedenen Werte
R(20)((2)

)0 = 0:424006 ; R(20)((2) )11 = 0:575747 und R
(20)((2)

)20 = 0:000247 :
Die ermittelten Zielfunktionswerte sind im Vergleich zur Lo¨sung des freien Randwertproblemes
(1.63) nicht mehr so genau wie im Falle des Wienerprozesses. Weiterhin fa¨llt auf, dass erst im
4. Schritt erkannt wird, dass das Ma  keine Masse bei 1 hat. Legt man den Wert x2 =
0:64456 zugrunde, so schla¨gt nach dem 2. Schritt die Identikation bereits fehl, da danach x2
auerhalb des Intervalls [s4; s5] = [0:648; 0:659] liegt. Die Massenverteilung im 3. Schritt zeigt
diesen Fehler allerdings noch nicht an. Erst im 4. Schritt liegt keine Masse mehr in diesem
Intervall, wobei dieser Massenanteil dann in das Intervall [s5; s6] verschoben wurde und nicht,
wie zu erwarten, in das Intervall [s3; s4]. Weitere Versuche, den rechten Randpunkt x2 des
lokalen Fortsetzungsbereiches F0:3 mit einer besseren Genauigkeit als 10−2 zu bestimmen, fu¨hren
ebenfalls nicht zum Ziel. Auch fu¨r andere Startwerte x0 und andere Parameterkonstellationen
fu¨r den Prozess rt erha¨lt man z.T. die Ergebnisse nicht mit der gewu¨nschten Genauigkeit von
z.B. 10−5. Es sind des O¨fteren auch a¨hnlich widerspru¨chliche Resultate, wie oben beschrieben,
zu beobachten.
1.6.2 Weitere Testfunktionen im verfeinerten linearen Programm
Diese Beobachtungen motivieren eine Modikation des Verfeinerungsalgorithmus. Dabei wird
die Klasse der Testfunktionen fxngnM fu¨r das Problem (1.5) vergro¨ert, wenn ab dem zweiten






s1; : : : ; sl+1 vorliegt. Dann werden die nachfolgenden Funktionen fi;n 2 C2(E) fu¨r 3  n  M
und 2  i  l deniert
fi;n(x) :=

0 fu¨r x < si
(x− si)n fu¨r x  si :





auch fu¨r das Aufenthaltsma , so kann man
mit diesen neuen Testfunktionen weitere Gleichungsnebenbedingungen im verfeinerten linearen



























































= 1lfx0sig(x0 − si)n fu¨r 3  n  M und 2  i  l :
Die Unterteilung von E auch fu¨r das Aufenthaltsma  hat natu¨rlich zur Folge, dass fu¨r die
Teilmae (i) jeweils separat die Hausdorbedingungen und die Transformationsgleichungen als
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weitere Nebenbedingungen in das lineare Programm aufgenommen werden mu¨ssen. Wie oben
wird auch (1)0 = 0 gefordert. Das zugeho¨rige AMPL-Modellle ist im Anhang B abgedruckt.
Diese Modikation erweist sich insgesamt als stabiler als die urspru¨ngliche Formulierung. Im
Fall des Wienerprozesses ergibt sie keine weitere Verbesserung der Resultate. Das liegt aber
im Wesentlichen daran, dass dort die Ergebnisse ohnehin schon sehr genau sind. Fu¨r das Cox{
Ingersoll{Ross bringt diese Formulierung allerdings deutlich bessere Resultate, wie man den
nachfolgenden Tabellen 1.28 und 1.29 entnehmen kann. Dort sind fu¨r das obige Beispiel die
Ergebnisse mit der Modikation bei den Verfeinerungen angegeben.
Iteration M ZFW s2 s3 s4 s5 s6 s7
1 20 0.10292 0.2 1.0
2 15 0.098305 0.2 0.24 0.6 0.68 0.96 1.0
3 15 0.098598 0.2 0.203 0.637 0.648 1.0
4 20 0.09848 0.2 0.2002 0.6443 0.6458 1.0
Tabelle 1.28: Die Teilungspunkte si der einzelnen Iterationen fu¨r a = 1; b = −1;  = 1;
x0 = 0:3 und x1 = 0:2









1 20 1.0 1, 11, 20
2 15 0.42688 0 0 0.57312 8 0 0
3 15 0.42435 0 0 0.57564 11 0
4 15 0.42536 0 0 0.57464 10 0
Tabelle 1.29: Massenverteilung und Ru¨cktransformation fu¨r die einzelnen Iterationen fu¨r a = 1;
b = −1;  = 1; x0 = 0:3 und x1 = 0:2
Diesmal wird nach dem 4. Schritt der Wert 0.64505 als Na¨herung fu¨r x2 ermittelt. Auch der
Zielfunktionswert liegt wesentlich dichter am oben ermittelten Wert von 0.098134 fu¨r v1(0:3)
als der Zielfunktionswert im 4. Schritt in Tabelle 1.26. Auch fu¨r weitere Startpunkte x0 2 E =
[0:2; 1] ergeben sich sehr genaue Werte fu¨r v1(x0). Sowohl mit der LP-Methode als auch durch
die Untersuchung des zugeho¨rigen Variationsproblems ermittelt man die Menge f0:2g[[x2; 1] als
Stoppbereich S fu¨r dieses Beispiel. Die Zielgewinnfunktion G und die optimale Gewinnfunktion
v1 sind in Abbildung 1.7 dargestellt, die numerischen Resultate liegen wie in Abbildung 1.3
direkt auf der Funktion v1. Auf ihre Darstellung soll hier verzichtet werden.
Mit der gleichen Zielgewinnfunktion G, aber anderen Parametern fu¨r rt sollen noch zwei weitere
Beispiele betrachtet werden.
Fu¨r das erste Beispiel werden die folgenden Parameter betrachtet
a = 1:0 ; b = 7:0 ;  = 1:0 ; x0 = 0:8 und x1 = 0:2 :
Diese Konstellation entspricht mit b > 0 eher der Modellierung der kurzfristigen Zinsrate, da
der Driftanteil −b rt fu¨r wachsendes rt dann die positive konstante Drift a kompensiert und
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Abbildung 1.7: Die Zielgewinnfunktion G und die optimale Gewinnfunktion v1 fu¨r die Parameter
a = 1; b = −1;  = 1; x0 = 0:3 und x1 = 0:2
so ein beliebiges Anwachsen der Zinsrate rt verhindert. Deshalb wird auch oft in der Literatur
von vorneherein b > 0 verlangt (vgl. z.B. [16]). Wegen der hohen Ru¨ckstellrate b ist eher das
Verhalten fu¨r Startwerte interessant, die gro¨er als das lokale Maximum 2=3 der Funktion G
sind. Die numerischen Resultate sind in den Tabellen 1.30 und 1.31 angegeben.
Iteration M ZFW s2 s3 s4 s5 s6 s7 s8 s9
1 20 0.14314 0.2 1.0
2 20 0.1371 0.2 0.24 0.36 0.44 0.64 0.72 0.96 1.0
3 20 0.136904 0.2 0.684 0.692 0.998 1.0
4 20 0.136904 0.2 0.69 0.6908 0.9999 1.0
Tabelle 1.30: Die Teilungspunkte si der einzelnen Iterationen fu¨r a = 1; b = 7;  = 1; x0 = 0:8
und x1 = 0:2













1 1.0 0, 5,
12, 20
2 0 0 0 0 0.92778 12 0 0.07222 20
3 0 0.92771 16 0 0.07229 20
4 0 0.92775 13 0 0.07225 20
Tabelle 1.31: Massenverteilung und Ru¨cktransformation fu¨r die einzelnen Iterationen fu¨r a = 1;
b = 7;  = 1; x0 = 0:8 und x1 = 0:2
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Im ersten Schritt ergibt die Ru¨cktransformation die folgenden von Null verschiedenen Werte
R(20)((2)

)0 = 1:59125  10−5 ; R(20)((2) )5 = 0:00114873 ;
R(20)((2)

)12 = 0:913828 und R(20)((2) )20 = 0:0850071 :
Nach dem 4. Schritt wird das Intervall (0:69052; 1:0) na¨herungsweise als lokaler Fortsetzungs-
bereich F0:8 ermittelt. Mit der numerischen Lo¨sung des zugeho¨rigen freien Randwertproblems
erha¨lt man das Intervall (0:690509; 1:0) als lokalen Fortsetzungsbereich und v1(0:8) = 0:136903 ,
d.h. auch hier gelingt eine sehr genaue Identikation mit dem modizierten Verfeinerungsalgo-
rithmus.
Die Parameter fu¨r das zweite Beispiel sind
a = 0 ; b = −1 ;  = 1 ; x0 = 0:3 und x1 = 0:289195 :
Der linke Rand von E wurde diesmal so gewa¨hlt, dass sich fu¨r den Startwert x0 = 0:3 genau das
Intervall [x1; 0:5] als lokaler Fortsetzungsbereich ergibt. Die Bedingung a  2=2 (vgl. S. 59) ist
in diesem Beispiel nicht erfu¨llt. Als optimalen Gewinn erha¨lt man v1(x0) = 0:0635209 , was nur
geringfu¨gig gro¨er als G(x0) = 0:063 ist. Die beiden folgenden Tabellen 1.32 und 1.33 zeigen
nun die Ergebnisse des modizierten Verfeinerungsalgorithmus.
Iteration M ZFW s2 s3 s4 s5 s6
1 20 0.063614 0.289195 1.0
2 20 0.063521 0.289195 0.33 0.5 0.58 1.0
3 20 0.063521 0.289195 0.292 0.5 0.504 1.0
4 15 0.063521 0.289195 0.2894 0.4998 0.5002 1.0
5 15 0.063521 0.289195 0.28921 0.49996 0.500002 1.0
Tabelle 1.32: Die Teilungspunkte si fu¨r die einzelnen Iterationen fu¨r a = 0; b = −1;  = 1;
x0 = 0:3 und x1 = 0:289195







1 20 1.0 0, 7
2 20 0.93879 0 0 0.06121 1 0
3 20 0.937856 0 0 0.062144 0 0
4 15 0.937853 0 0 0.062147 7 0
5 15 0.937847 0 0 0.062152 1 0
Tabelle 1.33: Massenverteilung und Ru¨cktransformation der einzelnen Iterationen fu¨r a = 0;
b = −1;  = 1; x0 = 0:3 und x1 = 0:289195
Der Verfeinerungsalgorithmus identiziert hier den rechten Rand des lokalen Fortsetzungsberei-
ches und v1(x0) mit einer Genauigkeit von 10−5. Dabei ist bemerkenswert, dass bereits im 2.
Schritt eine sehr gute Na¨herung fu¨r v1(x0) vorliegt.
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Auch fu¨r andere Parameterkonstellationen und Zielfunktionen G liegen sehr gute Ergebnisse
vor. Die zusa¨tzlichen Testfunktionen liefern in den meisten Fa¨llen deutliche Verbesserungen
gegenu¨ber der urspru¨nglichen Formulierung.
Im eindimensionalen Fall ko¨nnen nun weitere Prozessklassen betrachet werden. Dazu za¨hlen z.B.
Wienerprozesse mit Drift, die geometrische Brownsche Bewegung, Besselprozesse oder Ornstein{
Uhlenbeck{Prozesse. Fu¨r die geometrische Brownsche Bewegung wurden einige Rechnungen
durchgefu¨hrt, die ebenfalls sehr gute Ergebnisse erbrachten. Es ist nun sicher von Interesse,
auch fu¨r weitere der oben genannten Klassen zu u¨berpru¨fen, ob dort ebenfalls gute Resultate
erzielt werden.
1.7 Ho¨herdimensionale Hausdorpolytope und Ru¨cktransforma-
tion
Es stellt sich nun die Frage, wie dieser Ansatz zur Lo¨sung von Stoppproblemen fu¨r ho¨herdi-
mensionale Probleme funktioniert. Eine wichtige Fragestellung in diesem Zusammenhang ist die
U¨bertragbarkeit der Aussagen von Satz 1.7 sowie von Lemma 1.8 und Lemma 1.9 auf ho¨here
Dimensionen.











xj (1− x)n−j fu¨r x 2 E (1.65)
das Bernsteinpolynom von u der Ordnung n, wobei u(n)j := u(
j1
n1
; : : : ; jNnN ) ist (vgl. [29]). Dabei
werden hier die abku¨rzenden Schreibweisen (1.38) und die iterierten Dierenzen ho¨herer Ordnung
(vgl. (1.32) und (1.33)) verwendet.
Sei X eine Zufallsgro¨e auf E = [0; 1]N mit Verteilungsfunktion F und Momenten fj1;:::;jNgji0.
Mittels vollsta¨ndiger Induktion u¨ber die Summe der Komponenten von k und m u¨berzeugt man




xk(1− x)m dF (x)





















(−1)n−j4n−jj fu¨r j = (j1; : : : ; jN ) mit 0  ji  ni
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und bezeichnen R(n) := fp(n)j gnj=0 als N -dimensionale Ru¨cktransformation der Ordnung n von .
Die Schreibweise f:gnj=0 bedeutet dabei f : j 0  j1  n1 ; : : : ; 0  jN  nNg. Dann erha¨lt man






j = 1 . Die N -dimensionale Ru¨cktransformation von  kann also als eine diskrete




Mit der Konvention, dass mit n !1 die Konvergenz ni !1 fu¨r alle i 2 1; : : : ;N gemeint ist,
gelten fu¨r die Bernsteinpolynome die folgenden Konvergenzaussagen (vgl. [25] und [29]) :
Satz 1.10 :
Sei u eine stetige Funktion auf E = [0; 1]N und F eine Verteilungsfunktion auf E, dann gelten
die folgenden Aussagen:







j −!n!1F (x) (1.67)
fu¨r alle Punkte x 2 E an denen F stetig ist.
Analog zum eindimensionalen Fall werden nun die Begrie Momentenraum und Hausdorpoly-
top fu¨r ho¨here Dimensionen deniert.
Denitionen:
1. Die Menge MN1 aller Folgen fjgj0, deren Folgenglieder Momente einer Verteilung F auf
[0; 1]N sind, heit N -dimensionaler Momentenraum.
2. Die Menge MNn  R~n aller Folgen fjgnj=0 mit ~n = (n1+1)  : : :  (nN +1), deren Glieder
die ersten ~n Momente einer Verteilung F auf [0; 1]N sind, heit N -dimensionaler Momen-
tenraum der Ordnung n.
3. Die Menge HNn  R~n aller Folgen fmjgnj=0 mit m(0;:::;0) = 1, die die Hausdorbedingungen
bis zur Ordnung n erfu¨llen, heit N -dimensionales Hausdorpolytop der Ordnung n.
Auch die Aussagen von Lemma 1.8 und Lemma 1.9 lassen sich auf ho¨here Dimensionen u¨ber-
tragen.
Lemma 1.11 :
Das Hausdorpolytop HNn hat ~n :=
NQ
i=1
(ni+1) Eckpunkte. Der Eckpunkt, der mit dem Multiindex





(0;:::;0;0); : : : ; 
(k)
(0;:::;0;nN )
; : : : ; 
(k)
(n1;:::;nN−1;0)
































= 0 fu¨r alle s 2 N gesetzt.
Beweis:







(−1)j l+j  0 (1.68)
fu¨r alle Multiindizes l mit 0  l  n. Der Vektor ((0;:::;0;1); : : : ; (n1;:::;nN )) 2 R~n−1 muss also
genau ~n lineare Ungleichungen erfu¨llen, damit  2 HNn gilt. Damit werden in den Eckpunkten
von HNn mindestens ~n − 1 der obigen Ungleichungen (1.68) als Gleichheit angenommen. Man
u¨berzeugt sich leicht davon, dass die angegebenen Punkte (k) paarweise voneinander verschieden
sind. Damit genu¨gt es, wie im eindimensionalen Fall zu zeigen, dass sie genau ~n−1 der obigen
Ungleichungen als Gleichungen erfu¨llen und jeweils eine Ungleichung als strenge Ungleichung
angenommen wird.
Sei k  n beliebig, dann gilt (k)0 = 1. Daru¨ber hinaus ist (k)l = 0 fu¨r alle Multiindizes l
mit li > ki fu¨r mindestens ein i 2 f1; : : : ;Ng . Damit folgt, dass fu¨r diese l die obige Unglei-
chung (1.68) als Gleichheit angenommen wird, da in der Summe auf der linken Seite nur u¨ber





















































Die Gleichung fu¨r die Binomialkoezienten aus dem Beweis von Lemma 1.8 la¨sst sich u¨ber die














































(1− 1)k−l = 0 ;
da l 6= k . 
Lemma 1.12 :
Seien n und k gegebene Multiindizes mit k  n komponentenweise. Dann gilt fu¨r die Ru¨ck-
transformation R(n) angewandt auf den Eckpunkt (k) des Hausdorpolytops HNn
R(n)((k))j =

1 fu¨r j = k
0 sonst :
Beweis:
Das Hausdorpolytop HNn wird durch ~n Ungleichungsbedingungen beschrieben. Davon sind in
der Ecke (k) genau ~n−1 aktiv, d.h. wegen Lemma 1.6 gilt fu¨r ~n−1 verschiedene Multiindizes
j  n
(−1)n−j 4n−j (k)j = 0:






(−1)n−j 4n−j (k)j = 0:















































da wegen Lemma 1.12 alle anderen Summanden in der obigen Summe Null sind. Also ist
R(n)((k))k = 1. 
Vo¨llig analog zum eindimensionalen Fall lassen sich also das Bild der Ecke (k) unter R(n) als Di-
racma auf dem Punkt ( k1n1 ; : : : ;
kN
nN
) und die Bildmenge R(n)(HNn ) als die Menge aller diskreten





1.8 Ein zweidimensionales Beispiel
Zuna¨chst soll ein zweidimensionales Beispiel untersucht werden, das auf dem Beispiel aus Ab-
schnitt 1.3.5 aufbaut.



















1− 9x1 + 59x21 − 100x31 + 50x41
(
1− 9x2 + 59x22 − 100x32 + 50x42

und die Verlaufsgewinnfunktion Q  0. Der Startpunkt sei x0 = (~x1; ~x2).





i1(i1 − 1)i1−2;i2 −
1
2








i1(i1 − 1)i1−2;i2 = ~xi11 ~xi22 fu¨r 2  i1  M1 und i2 = 0; 1 ;
1;1 = ~x1 ~x2 ; 

0;1 = ~x2 ; 

1;0 = ~x1 sowie 

0;0 = 1 :
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Dazu kommen die Denitionsgleichungen fu¨r die iterierten Dierenzen gema¨ den Gleichungen
(1.30) und (1.31) sowie die zweidimensionalen Hausdorbedingungen (1.34) bis zur Ordnung M
fu¨r die Folgen fi1;i2gi1M1; i2M2 und fi1;i2gi1M1; i2M2. Die Gro¨e des resultierenden linearen
Programmes ist fu¨r verschiedene Ordnungen M in Tabelle 1.34 auf Seite 73 angegeben.
1.8.1 Die Gewinnung von Vergleichswerten
Wir betrachten den Startpunkt x0 = (0:3; 0:3) . Im Gegensatz zum eindimensionalen Fall ist
hier die Lo¨sung des zugeho¨rigen Variationsproblemes nicht mehr analytisch mo¨glich. Auch ist
die Menge aller konkaven Funktionen auf E nur noch eine echte Teilmenge der Menge aller
X-exzessiven Funktionen. Da keine geeignete Software zur Lo¨sung freier Randwertpropbleme
zur Verfu¨gung stand, wurde die folgende Vorgehensweise zur Gewinnung von Vergleichswerten
gewa¨hlt:
Zuna¨chst erfolgt eine Diskretisierung des Problems und die Lo¨sung des diskretisierten Stopppro-
blemes wird mit der Wertiteration ermittelt. Die dabei ermittelte Approximation des Stoppbe-
reiches S wird dann zur Lo¨sung eines festen Randwertproblemes herangezogen. Das Randwert-
problem wird anschlieend sowohl mit Neumannbedingungen als auch mit Dirichletbedingungen
am Rand @Sn@E gelo¨st. Liegen die beiden Lo¨sungen dicht beieinander, so kann davon ausge-
gangen werden, dass die durch die Wertiteration gewonnene Approximation von S hinreichend
genau ist.
Das Einheitsquadrat E = [0; 1]2 wird mit einem a¨quidistanten Gitter G von n Punkten auf
jeder Achse diskretisiert. Dann wird mit der Wertiteration die Bellmangleichung
V ((k1h; k2h)) =
(
max fv(V; (k1h; k2h)); G((k1h; k2h))g fu¨r 1  k1; k2 < n
G((k1h; k2h)) fu¨r k1; k2 2 f0; ng
gelo¨st, wobei h = 1=n die Gitterkonstante ist. Der Durchschnitt v von einer Funktion v wird






v(p+h e1) + v(p−h e1) + v(p+h e2) + v(p−h e2)

;
wobei e1 und e2 die Einheitsvektoren im R2 sind. Der zweidimensionale Wienerprozess auf E
wird damit durch eine symmetrische Irrfahrt auf dem Gitter G approximiert.
Als Startwert fu¨r die Wertiteration wird V0(p) = G(p) fu¨r alle Elemente p des Gitters gewa¨hlt.
Ein einzelner Schritt der Wertiterationen erfolgt fu¨r jeden Gitterpunkt p = (k1h; k2h) mit
1  k1 < n und 1  k2 < n nach der Vorschrift
Vn+1(p) = max fv(Vn; p); G(p)g :
Fu¨r jede Iteration wird die maximale A¨nderung d der Funktion Vn auf dem Gitter gema¨
d = max fVn+1((k1h; k2h))− Vn((k1h; k2h)) j 1  k1 < n ; 1  k2 < ng
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berechnet. Unterschreitet diese maximale A¨nderung d einen vorgegebenen Wert " > 0, so wird
die Wertiteration abgebrochen. Dann ist Vn+1 eine Approximation fu¨r die Wertefunktion V des
diskretisierten Stoppproblems. Daru¨ber hinaus ist die Menge
~S = fp 2 G j Vn+1(p) = G(p)g
eine Na¨herung fu¨r den Stoppbereich des diskretisierten Problems.
In diesem Beispiel ist fu¨r die angegebene Approximation durch eine symmetrische Irrfahrt die
gleichma¨ige Konvergenz der Wertefunktion V gegen die Wertefunktion v1 des stetigen Stopp-
problems fu¨r h # 0 gesichert (vgl. [35] Abschnitt 10.6). Ist die Lo¨sung  des urpru¨nglichen
Stoppproblemes daru¨ber hinaus eindeutig bestimmt, la¨sst sich daraus auch die Konvergenz der
Stoppbereiche der diskretisierten Stoppprobleme gegen den Stoppbereich S ableiten. Dann kann
die Menge ~S auch als eine gute Na¨herung fu¨r S angesehen werden.
Die Wertiteration ist fu¨r dieses Beispiel programmiert worden. Fu¨r n = 100 und " = 0:00001
erha¨lt man den Wert 2.10798 fu¨r die Wertefunktion V des diskretisierten Stoppproblems an der
Stelle x0 = (0:3; 0:3) . Fu¨r n = 200 und " = 0:00001 wird 2.09937 berechnet. La¨sst man sich
den Stoppbereich ~S ausgeben, so erkennt man, dass die Menge @E [ B((0:5; 0:5); 0:1527) eine
gute Na¨herung fu¨r den Stoppbereich S des urspru¨nglichen Stoppproblemes ist. Mit B(x; r) wird
dabei die abgeschlossene Kugel mit dem Mittelpunkt x und dem Radius r in der Euklidischen
Norm bezeichnet. Damit liegt der Punkt x0 = (0:3; 0:3) nicht im Stoppbereich S. Das ist auch
deswegen klar, da G(x0) = 1:72923 < V (x0) gilt.
Mit dieser Na¨herung fu¨r den Stoppbereich S reduziert sich das freie Randwertproblem, das aus
dem Variationsproblem resultiert, auf eine partielle Dierentialgleichung mit festen Randbe-
dingungen. Fu¨r den zweidimensionalen Wienerprozess handelt es sich dabei um eine elliptische
Gleichung. Die obige Na¨herung ~S fu¨r den Stoppbereich S wa¨re korrekt, wenn die Lo¨sung des
Randwertproblemes mit Neumannbedingungen fu¨r R := @B((0:5; 0:5); 0:1527) und Dirichletbe-
dingungen fu¨r @E mit der Lo¨sung des Randwertproblemes mit Dirichletbedingungen fu¨r R und
@E u¨bereinstimmen wu¨rde. Das erste Problem wird im Weiteren kurz als Neumannproblem, das
zweite als Dirichletproblem bezeichnet. Die Frage, ob die Na¨herung ~S exakt ist, kann allerdings
nicht endgu¨ltig gekla¨rt werden, da auch das Neumannproblem und das Dirichletproblem nur
approximativ gelo¨st werden ko¨nnen.
Hier wurde nun die Toolbox fu¨r partielle Dierentialgleichungen pdetool von MATLAB 5.3 zur
Lo¨sung genutzt. Das MATLAB{File fu¨r die Formulierung und Lo¨sung des Neumannproblemes
ist im Anhang C angegeben.
Das Gebiet EnB((0:5; 0:5); 0:1527) wird mit einem Dreiecksgitter u¨berzogen und in diesem
konkreten Fall einmal verfeinert. Die Lo¨sung fu¨r beide Probleme erfolgt mit dem Kommando
pdetool('solve'). Dabei kommt die Finite Elemente Methode zur Anwendung. Weitere Details
kann man [38] entnehmen. Fu¨r alle Gitterpunkte wird die Lo¨sung im Vektor u zuru¨ckgegeben.
Die maximale Dierenz auf allen Gitterpunkten zwischen der Lo¨sung des Dirichletproblems und
des Neumannproblems betra¨gt hier 0.0142. Die Lo¨sung des Dirichletproblems ist in Abbildung
1.8 als 3-D-Plot und als Konturplot dargestellt.
Der Punkt x0 ist auch nach der Verfeinerung des Gitters kein Gitterpunkt. Um nun auch eine
Na¨herung fu¨r v1(x0) aus der Lo¨sung des Neumann{ bzw. Dirichletproblems zu bekommen, kann
man z.B. auf dem entsprechenden Teildreieck, das x0 entha¨lt, die Funktion v1 durch eine lineare

























Abbildung 1.8: Lo¨sung des Dirichletproblems fu¨r den oben vorausgesetzten Stoppbereich ~S
Dabei handelt es sich allerdings um eine recht grobe Approximation. Auf diese Weise gewinnt
man fu¨r das Dirichletproblem den Wert 2.11508 und fu¨r das Neumannproblem den Wert 2.1139
als Na¨herung fu¨r v1(x0).
Auch wenn noch ein geringfu¨giger Unterschied zwischen den Resultaten besteht, die man aus der
Wertiteration und dem Neumann{ bzw. Dirichletproblem fu¨r v1(x0) erha¨lt, so zeigt der geringe
Abstand zwischen der Lo¨sung des Neumann{ und Dirichletproblemes, dass die Na¨herung fu¨r
den Stoppbereich S, die man mit der Wertiteration ermittelt hat, sehr genau ist.
Bemerkung: Auch wenn hier der Stoppbereich S nur na¨herungsweise bestimmt werden kann,
so ist doch klar, dass fu¨r alle Startpunkte x0 =2 S der lokale Fortsetzungsbereich Fx0 eine zu-
sammenha¨ngende Menge ist. Damit ist fu¨r diese Punkte der Rand @S des Stoppbereiches S
identisch mit dem Tra¨ger des Stoppmaes  , da fu¨r den zweidimensionalen Wienerprozess der
Drift{ und Diusionsanteil ortsunabha¨ngig sind.
1.8.2 Numerische Resultate mit dem LP-Ansatz
Nun sollen zum Vergleich die Resultate betrachtet werden, die das lineare Programm auf Seite 69
liefert. Hier werden nur Ordnungen M = (M1; M2) betrachtet, fu¨r die M1 = M2 =: M
gilt. In der nachfolgenden Tabelle 1.34 sind nun fu¨r verschiedene Werte von M die Gro¨e des
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linearen Programmes sowie die Resultate fu¨r den CPLEX-Parameter feasibility 10−6 und
10−8 angegeben.
M Variablen Nebenbedingungen feas. 10−6 feas. 10−8
7 2592 6688 3.7743 3.7712
8 4050 10611 3.2882 3.2678
9 6050 16050 3.0719 3.0325
10 8712 23353 2.9389 2.9375
11 12168 32904 2.8065 2.7858
12 16562 45123 2.7217 2.7132
13 22050 60466 2.6654 {
Tabelle 1.34: Numerische Resultate fu¨r x0 = (0:3; 0:3) bei Verwendung der iterierten Dierenzen
Fu¨r M = 13 und den CPLEX-Parameter feasibility 10−8 wurde die Rechnung nach zwei
Stunden Rechenzeit abgebrochen. Bis zur Ordnung M = 10 liegen die Rechenzeiten noch un-
ter einer Minute. Auallend im Vergleich zum eindimensionalen Fall ist der stark angestiegene
Umfang des linearen Programmes. Darauf ist auch die wesentlich la¨ngere Rechenzeit zuru¨ck-
zufu¨hren, die fu¨r die eindimensionalen Beispiele generell unter 10 Sekunden lag.
A¨hnlich wie fu¨r die eindimensionalen Beispiele sind die numerischen Resultate zuna¨chst we-
nig befriedigend. Nun stellt sich auch hier die Frage, ob die Ru¨cktransformation weiterhilft
und eine geeignete Unterteilung von E zu besseren numerischen Resultaten und mo¨glicherweise
auch zu einer Identizierung des Stoppbereiches S fu¨hrt. Die Ergebnisse aus Abschnitt 1.7 si-
chern zumindest, dass die Ru¨cktransformation R(M) wie im eindimensionalen Fall auf die Werte
fi1;i2gi1;i2M angewandt werden kann und eine analoge Interpretation erlaubt. Die nachfolgen-
de Tabelle 1.35 entha¨lt das Resultat der Ru¨cktransformation fu¨r M = 10 . Aus Platzgru¨nden
wurden alle Werte mit 103 multipliziert und nur auf 4 Stellen ausgegeben. Fu¨r das resultierende
Wahrscheinlichkeitsma auf dem Gitter f (i1=10; i2=10) gi1 ;i210 sind die einzelnen Massen also
in Promille angegeben. Dabei sind die Zeilen den i1{Werten und die Spalten den i2{Werten
zuzuordnen.
Prinzipiell wird die Masse durch die Ru¨cktransformation so zugeordnet, wie man es aufgrund
des oben ermittelten Stoppbereiches erwarten wu¨rde. Sieht man sich die Zahlen jedoch genauer













fu¨r alle i1 = 0; : : : ; 10 ist. Auch sonst erscheint die Massenverteilung am Rand von E wenig
vertrauenserweckend. So fa¨llt auf, dass R(M)(

)0;5 deutlich gro¨er als R(M)( )0;4 ist, obwohl
der zugeho¨rige Punkt (0; 0:5) weiter vom Startpunkt x0 entfernt liegt als der Punkt (0; 0:4).
Benutzt man dessen ungeachtet die gleichen Kriterien fu¨r die Wahl von Teilintervallen Ej
von E wie im eindimensionalen Fall (vgl. Seite 43), so erha¨lt man im zweiten Schritt eine
Unterteilung in x1{ und x2{Richtung an den Punkten 0.1, 0.3, 0.7 und 0.9. Damit ergeben
sich 25 Teilintervalle, die mit E(j1;j2) bezeichnet seien, wobei j1; j2  5 ist. Die zugeho¨rigen
Teilmae von  werden mit 
(j1;j2)
 bezeichnet. Einige der Teilintervalle, in denen man keine
Masse von  erwartet, ko¨nnten nun wiederum zusammengelegt werden. In Anbetracht des
ho¨heren Programmieraufwandes und der Unu¨bersichtlichkeit der Notation soll darauf jedoch
verzichtet werden. Eine Unterteilung Ej fu¨r das Aufenthaltsma erfolgt nicht.
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0 1 2 3 4 5 6 7 8 9 10
0 87.04 0 30.35 98.17 6.725 42.18 25.03 14.39 11.0 0 6.638
1 0 0 0 0 0 0 0 0 0 0 0
2 30.4 0 0 0 0 0 0 0 0 0 0.25
3 97.97 0 0 0 0 0 0 0 0 0 3.988
4 7.103 0 0 0 208.6 57.51 39.48 0 0 0 1.8
5 41.65 0 0 0 57.78 11.46 3.189 0 0 0 0
6 25.57 0 0 0 39.11 3.902 5.339 0 0 0 1.473
7 14.02 0 0 0 0 0 0 0 0 0 0.8893
8 11.13 0 0 0 0 0 0 0 0 0 0.1529
9 0 0 0 0 0 0 0 0 0 0 0
10 6.625 0 0.1854 4.177 1.584 0 1.672 0.6817 0.2264 0 0.6169
Tabelle 1.35: Ru¨cktransformation fu¨r  bei M = 10 (multipliziert mit 103)
Das verfeinerte lineare Programm wa¨chst mit der Zahl der Teilintervalle E(j1;j2) erheblich, zumal
nun wiederum die Transformationsgleichungen fu¨r die Momente der auf [0; 1]2 transformierten
Teilmae ~(j1;j2) analog zu Gleichung (1.55) hinzukommen. Damit sinkt die Ordnung M der
Hausdorbedingungen, fu¨r die das resultierende lineare Programm noch mit einer vertretbaren
Rechenzeit (unter zwei Stunden) gelo¨st wird, weiter. Fu¨r einige Ordnungen M sind in der nach-






Tabelle 1.36: Numerische Resultate fu¨r x0 = (0:3; 0:3) im zweiten Schritt fu¨r Unterteilung bei
0.1, 0.3, 0.7 und 0.9
Fu¨r vergleichbare Ordnungen M ist eine Verbesserung des Zielfunktionswertes gegenu¨ber dem
urpru¨nglichen linearen Programm festzustellen. Auch die Massenverteilung auf die Teilmae

(j1;j2)
 entpricht den Erwartungen wie die nachfolgende Tabelle 1.37 fu¨r M = 8 zeigt.
1 2 3 4 5
1 0.03875 0.1739 0.0573 0 0.003153
2 0.1754 0 0 0 0.001355
3 0.05785 0 0.478 0 0.004509
4 0 0 0 0 0
5 0.002872 0.002841 0.00408 0.00408 0
Tabelle 1.37: Massenverteilung auf die Teilmae (j1;j2) bei M = 8 im zweiten Schritt
74
Wendet man nun wiederum die Ru¨cktransformation auf die Ergebnisse ~(j1;j2);i1;i2 von Teilmaen
an, die am Rand von E liegen, so stellt man fest, dass wiederum nur Masse auf Punkte gelegt
wird, die direkt auf dem Rand von E liegen. Die Werte selbst sind dabei allerdings a¨hnlich unbe-
friedigend wie im ersten Schrtt. Von groem Interesse ist insbesondere die Ru¨cktransformation
fu¨r das Ma ~(3;3) . Sie ist in der nachfolgenden Tabelle 1.38 angegeben.
0 1 2 3 4 5 6 7 8
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
2 0 0 0 0.2553 0 0 0 0 0
3 0 0 0.2227 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0
Tabelle 1.38: Ru¨cktransformation fu¨r ~(3;3) bei M = 8 im zweiten Schritt
Allein an der Ausgabe in Tabellenform kann man erkennen, dass die Ru¨cktransformation den
Anteil des Tra¨gers von  auf dem Intervall [0:3; 0:7]2 kaum wiedergibt. Von Kreisform ist
nichts zu erkennen. Die beiden Punkte, denen hier Masse zugeordnet wird, entsprechen den
Punkten (0:4; 0:45) und (0:45; 0:4). Die Ru¨cktransformation fu¨hrt hier zu falschen Erkenntnissen
u¨ber den Tra¨ger von  . Der weitere Ablauf des Verfeinerungsalgorithmus, der in Tabelle 1.39
zusammengefasst ist, verdeutlicht das. Die Teilungspunkte sind dort mit si bezeichnet, allerdings
wird aus Platzgru¨nden nur die erste Komponente von si angegeben, die zweite Komponente
stimmt mit dieser u¨berein.
Iteration s1 s2 s3 s4 s5 s6 Ordnung ZFW
3 0.0 0.0125 0.35 0.5 0.9875 1.0 8 2.2748
4 0.0 0.0015625 0.3875 0.44375 0.9984375 1.0 8 2.2299
5 0.0 0.0002 0.4086 0.4227 0.9998 1.0 8 2.2299
Tabelle 1.39: Zusammenfassung des weiteren Verlaufs der Verfeinerung
Im 5. Schritt springt die Masse wieder aus dem mitteren Intervall heraus (vgl. die nachfolgende
Tabelle 1.40), obwohl man sie dort vorher identiziert hatte. Eine erneute Vergro¨erung des
mittleren Intervalls fu¨hrt zu nichts, da man dann wiederum dieses Intervall unzula¨ssig stark ver-
kleinert und damit wieder vor dem gleichen Problem steht. Auch eine Unterteilung an weiteren
Punkten hilft nicht, die Masse in der Mitte von E irgendwie klar zuzuordnen.
Das Hauptproblem liegt oensichtlich darin, dass die Ordnungen M , die numerisch noch bewa¨l-
tigt werden, zu gering sind, um insbesondere den Teil des Stoppbereiches, der oben durch die
Kugel B((0:5; 0:5); 0:1527) approximiert wurde, sauber zu identizieren. Das wird insbesondere
deutlich im Vergleich mit den Resultaten und verwendeten Ordnungen im eindimensionalen
Fall, aber auch mit den Untersuchungen fu¨r die Berechnung von mittleren Austrittszeiten in der
Arbeit [22], wo der zweidimensionale Wienerprozess eines der Beispiele ist.
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1 2 3 4 5
1 0.04736 0.1736 0 0.04924 0.001788
2 0.1736 0 0 0.2473 0.004349
3 0 0 0 0 0
4 0.04924 0.2473 0 0 0
5 0.001788 0.004349 0 0 0
Tabelle 1.40: Massenverteilung auf die Teilmae (j1;j2) bei M = 8 im 5. Schritt
Daru¨ber hinaus fu¨hrt eine feinere Einschachtelung des Tra¨gers mit Rechtecken bei a priori be-
kanntem Stoppbereich S zu einer noch gro¨eren Zahl von Teilintervallen E(i;j). Die resultieren-
den linearen Programme ko¨nnen dann nur noch fu¨r eine sehr kleine Ordnung M (z.B. M = 4)
u¨berhaupt gelo¨st werden. Man erha¨lt so ebenfalls nur relativ grobe obere Schranken fu¨r v1(x0).
Dass die verwendete Ordnung M zu gering ist, wird auch an dem folgenden Beispiel klar. Wa¨hlt
man eine Unterteilung bei 0.01, 0.33, 0.67 und 0.99, die B((0:5; 0:5); 0:1527) vollsta¨ndig in ihrem
mittleren Intervall E(3;3) einschliesst, so erha¨lt man fu¨r M = 7 den Wert 2.3435 als Zielfunk-
tionswert und fu¨r M = 8 den Wert 2.2979. Eine weitere Erho¨hung von M ist wiederum nicht
mo¨glich. Dass diese Erho¨hung jedoch no¨tig ist, zeigt sich u.a. an den sehr unterschiedlichen
Massenverteilungen auf die Teilmae (i;j) fu¨r die Ordnungen M = 7 und M = 8 , die in den
Tabellen 1.41 und 1.42 angegeben sind.
1 2 3 4 5
1 0.05748 0.08652 0.1102 0.0315 0
2 0.08652 0 0 0 0.006276
3 0.1102 0 0.4733 0 0.0001121
4 0.0315 0 0 0 0
5 0 0.006276 0.0001121 0 0
Tabelle 1.41: Massenverteilung auf die Teilmae (i;j) fu¨r M = 7 und Unterteilung bei 0.01,
0.33, 0.67 und 0.99
1 2 3 4 5
1 0.0375 0.16 0.06186 0 0.002892
2 0.16 0 0 0 0.0009662
3 0.06186 0 0.5011 0 0.004959
4 0 0 0 0 0
5 0.002892 0.002445 0.00348 0 0
Tabelle 1.42: Massenverteilung auf die Teilmae (i;j) fu¨r M = 8 und Unterteilung bei 0.01,
0.33, 0.67 und 0.99
Die notwendigen Ordnungen M zur Gewinnung guter oberer Schranken fu¨r den Wert v1(x0) sind
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wegen der rasant anwachsenden Gro¨e der linearen Programme nicht erreichbar. Die Verfeine-
rung, die es im eindimensionalen Fall ermo¨glichte, dieses Problem zu umgehen, hilft hier leider
nicht in dem gewu¨nschten Ausma. Das liegt neben den oben beschriebenen Problemen, verwert-
bare Informationen aus der Ru¨cktransformation zu gewinnen auch daran, dass die U¨berdeckung
des Tra¨gers des Maes  durch Rechtecke in diesem Fall schwierig ist und sich insbesondere fu¨r
den kreisfo¨rmigen Bereich um den Punkt (0:5; 0:5) herum als ungeeignet erweist.
Leider existieren lineare Charakterisierungen dafu¨r, dass eine Doppelfolge fi;jgi;j0 eine Fol-
ge von Momenten eines Maes ist, nur fu¨r das Einheitsquadrat E und das Einheitsdreieck
D := f(x; y) j x  0; y  0; x + y  1g (vgl. [14]) sowie fu¨r einfache lineare Transforma-
tionen dieser Gebiete. Die Anwendung anderer mo¨glicher Transformationen in bestimmten Teil-
bereichen E0  E { wie zum Beispiel die sich in diesem Beispiel anbietende Einfu¨hrung von
Polarkoordinaten im mittleren Teil von E { fu¨hrt dann allerdings u.a. zu Problemen bei der
Betrachtung der Dierenz EnE0.
Fu¨r andere Startpunkte x0 aus dem Fortsetzungsbereich F ergibt sich ein a¨hnliches Bild. Die
Identizierung des Stoppbereiches S gelingt nur sehr grob und auch die erreichten Zielfunk-
tionswerte im verfeinerten linearen Programm liefern nur relativ ungenaue obere Schranken
fu¨r den Wert v1(x0). Auch fu¨hrt hier die Einfu¨hrung weiterer Testfunktionen, a¨hnlich wie in
Abschnitt 1.6.2 fu¨r das Cox{Ingersoll{Ross Modell beschrieben, nur zu einer geringfu¨gigen Ver-
besserung der Zielfunktionswerte. In vielen Fa¨llen nutzt diese Verbesserung allerdings wenig, da
aufgrund der gro¨eren Zahl von Variablen und Nebenbedingungen im linearen Programm die
Ordnung M abgesenkt werden muss. So ist z.B. der Fall M = 9 fu¨r das obige Beispiel (vgl.
Tabelle 1.45) dann nicht mehr realisierbar.
Eine etwas andere Situation ergibt sich fu¨r Startpunkte x0 2 S. Hier ist fu¨r Punkte, die nicht
in der Na¨he des Randes von S liegen (vgl. Abbildung 1.9) eine Eingrenzung des Tra¨gers von
 (und zwar fx0g) mo¨glich. Bei einer einmaligen Unterteilung von E in beiden Richtungen
am Startpunkt x0 nimmt die Zielfunktion den Wert G(x0) an und die volle Masse von 1 wird
bei der Ru¨cktransformaion auf x0 abgebildet. Mit diesem Ansatz gelingt es aber nicht, den
Stoppbereich vollsta¨ndig zu identizieren, da am Rand von S Abweichungen auftreten, die die
Schlussfolgerung, dass x0 2 S gilt, nicht mehr zulassen.
Die folgende Abbildung 1.9 zeigt alle Punkte x0 fu¨r die bei einer Unterteilung von E am Start-
punkt x0 der Zielfunktionswert des verfeinerten linearen Programmes um weniger als 510−5 vom
Wert G(x0) abweicht. Dabei ist der Zustandsraum E im Abstand von 10−2 in beiden Richtun-
gen durchmustert worden und die linearen Programme wurden mit der Ordnung M = 8 gelo¨st.
Zusa¨tzlich ist der Rand der Kugel B((0:5; 0:5); 0:1527) eingezeichnet (vgl. Abschnitt 1.8.1), um
die Abweichungen zu verdeutlichen. Oensichtlich wird nur ein Teil des Stoppbereiches durch
den LP-Ansatz auf diese Weise identiziert.
1.8.3 Modikation des Beispieles
Das nachfolgende Beispiel zeigt nun, dass die Probleme, das obige zweidimensionale Stopp-
problem zufrieden stellend zu lo¨sen, im Wesentlichen darauf zuru¨ckzufu¨hren sind, dass der
kreisfo¨rmige Rand von Fx0 in der Mitte von E nicht hinreichend genau als eine Teilmenge
des Tra¨gers von  identiziert werden kann.
77







Abbildung 1.9: Die Punkte x0 2 E, die durch den LP-Ansatz als Elemente des Stoppbereiches
S identiziert werden.
Hierfu¨r wird lediglich die Zielgewinnfunktion G zu




AG(x1; x2) = x21 + x
2
2 = kxk2 > 0 fu¨r x 6= 0:
Somit ist der Stoppbereich S fu¨r dieses Beispiel der Rand von E und damit fu¨r den Fall des
zweidimensionalen Wienerprozesses auch der Tra¨ger des Maes  .






(x) = 0 fu¨r x 2 int E und
v1(x) = G(x) fu¨r x 2 @E;
das sich leicht mit der PDE-Toolbox lo¨sen la¨sst. Man erha¨lt bei einmaliger Verfeinerung des Git-
ters, nach der x0 = (0:3; 0:3) wiederum kein Gitterpunkt ist, den Wert 0.0507395 als Na¨herung
fu¨r v1(x0).
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Mit dem LP{Ansatz gelingt es hier im Gegensatz zum vorherigen Beispiel, den Tra¨ger von 
im Zuge der Verfeinerung korrekt einzugrenzen. In jedem Schritt wird die Masse des Stoppma-
es auf die Randintervalle gelegt und bei der Ru¨cktransformation wird Masse nur zu Punkten
zugeordnet, die direkt auf dem Rand @E von E liegen. Die Werte, die diesen Massenpunkten
jedoch zugeordnet werden, sind a¨hnlich ungenau wie vor Tabelle 1.35 beschrieben. Bemerkens-
wert ist hier, dass die weitere Identizierung des Tra¨gers von  ab dem 2. Schritt keine weitere
Vera¨nderung des Zielfunktionswertes mehr mit sich bringt. Die weiteren Schritte sind in Tabelle
1.43 zusammengefasst. Wie in Tabelle 1.39 ist nur die erste Komponente der Teilungspunkte si
angegeben. Die Massenverteilung auf die Teilintervalle nach dem 5. Schritt ndet man in Tabelle
1.44.
Iteration s1 s2 s3 s4 Ordnung ZFW
1 0.0 1.0 { { 10 0.05123
2 0.0 0.1 0.9 1.0 8 0.0517
3 0.0 0.0125 0.9875 1.0 8 0.05185
4 0.0 0.0015625 0.9984375 1.0 8 0.05188
5 0.0 0.0002 0.9998 1.0 8 0.05186
Tabelle 1.43: Zusammenfassung des Verlaufs der Verfeinerung
1 2 3
1 0 0.451 0.03319
2 0.3171 0 0.07357
3 0.03327 0.07355 0.01828
Tabelle 1.44: Massenverteilung auf die Teilmae (i;j) im 5. Schritt fu¨r M = 8
Fu¨r die Ordnung M = 9 erha¨lt man im 5. Schritt den Wert 0.05146 als optimalen Zielfunktions-
wert. Allerdings beno¨tigt man hier auf einer SUN Ultra 60 bereits ca. 146 Minuten CPU{Zeit.
Die zugeho¨rige Massenverteilung ndet man in Tabelle 1.45. Die Rechnung fu¨r M = 10 wurde
nach einem Tag abgebrochen.
1 2 3
1 0.1195 0.3277 0.0279
2 0.3277 0 0.07694
3 0.0279 0.07694 0.01533
Tabelle 1.45: Massenverteilung auf die Teilmae (i;j) im 5. Schritt fu¨r M = 9
Insgesamt erreicht man eine deutlich bessere Na¨herung fu¨r v1(x0) als im vorherigen Beispiel.
Der Vergleich der Tabellen 1.44 und 1.45 zeigt jedoch, dass das Stabilita¨tsverhalten fu¨r die
realisierbaren Ordnungen M noch nicht befriedigend ist.
Da in diesem Beispiel der Stoppbereich S mit dem Rand @E von E zusammenfa¨llt, handelt es
sich hier gleichzeitig um das Austrittsproblem fu¨r den Wienerprozess aus E. Damit besteht fu¨r
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dieses Beispiel auch die Mo¨glichkeit, neben dem Zielfunktionswert auch die Gu¨te der berech-
neten mittleren Zeit 1;1 bis zum Stoppen des Prozesses X zu u¨berpru¨fen und mit der in [22]
beobachteten Genauigkeit zu vergleichen.








((2i− 1)2 + (2j − 1)2)−1
(2i− 1)(2j − 1) sin((2i − 1)~x1) sin((2j − 1)~x2)
(vgl, [28] S.71 bzw. korrigiert in [22]). Die Vergleichswerte in der nachfolgenden Tabelle 1.46
wurden mit der oberen Grenze von 100 in beiden Summen berechnet und stimmen auf alle
ausgegebenen Stellen mit den Werten u¨berein, die man bei einer oberen Grenze von 1000 erha¨lt.
Die Tabelle 1.46 zeigt fu¨r die Ordnung M = 9 fu¨r verschiedene Startpunkte (~x1; ~x2) den Ziel-
funktionswert des linearen Programmes, das Resultat, das man mit der PDE-Toolbox fu¨r das
Randwertproblem erha¨lt, den Wert der Variablen 1;1 sowie den oben beschriebenen Vergleichs-
wert. Die Teilungspunkte si entsprechen dabei den Werten des 5. Schrittes aus Tabelle 1.43 und
werden fu¨r alle angegeben Startwerte auch so durch den Verfeinerungsalgorithmus ermittelt.
~x1 ~x2 ZFW PDE 1;1 Vergleichswert
0.3 0.3 0.051462 0.0507395 0.111252 0.109682
0.4 0.3 0.0687489 0.0677986 0.12353 0.122597
0.2 0.8 0.0719414 0.0692276 0.0716313 0.0692939
0.5 0.5 0.149172 0.14726 0.148876 0.147343
0.1 0.9 0.0283949 0.0262218 0.0283789 0.0261428
0.9 0.9 0.691118 0.686256 0.0283826 0.0261428
Tabelle 1.46: Zielfunktionswert und mittlere Austrittszeiten fu¨r verschiedene Startwerte x0 und
die Ordnung M = 9
Die Gu¨te der Approximation von 1;1 ist vergleichbar mit der, die man bei der Berechnung der
mittleren Austrittszeit aus E fu¨r dieses Beispiel in [22] erha¨lt. Die Werte fu¨r 1;1 liegen fu¨r die
u¨bereinstimmenden Startwerte (0:5; 0:5) und (0:2; 0:8) jedoch auerhalb der in Tabelle 10 in [22]
angebenen Schranken. Die geringfu¨gig schlechteren Werte sind hier allerdings auf die kleinere
realisierbare Ordnung M = 9 im Vergleich zu M = 11 in [22] zuru¨ckzufu¨hren. In jedem Fall
sind die Ergebnisse jedoch deutlich besser als fu¨r das Beispiel im letzten Abschnitt.
1.9 Schlussbemerkungen zu Stoppproblemen
Gestu¨tzt auf weitere Beispiele fu¨r zweidimensionale Stoppprobleme la¨sst sich feststellen, dass
der LP-Ansatz keine ausreichend genauen Lo¨sungen ermittelt. Die Verfeinerung liefert zwar wie
im eindimensionalen Fall eine signikante Verbesserung, jedoch sind auch dann die Ergebnisse
oft noch zu ungenau. Das ist insbesondere dann der Fall, wenn sich der Tra¨ger des Stoppmaes
 nur ungenau identizieren la¨sst.
Dieses Problem wird sich auch nicht beheben lassen, wenn durch eine angepasstere numerische
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Behandlung des linearen Programmes, z.B. durch die geschicktere Ausnutzung der ganz spezi-
schen Form der Nebenbedingungen, insbesondere der Hausdorbedingungen, oder durch verbes-
serte rechentechnische Mo¨glichkeiten die realisierbaren Ordnungen M erho¨ht werden ko¨nnen. Im
eindimensionalen Fall, in dem der vorgeschlagene Ansatz sehr gut funktioniert, ist sehr deutlich
erkennbar, wie genau der Tra¨ger von  wirklich identiziert werden muss, um gute Ergeb-
nisse zu erhalten. Gleichzeitig muss man im Auge behalten, dass das Stabilita¨tsverhalten mit
zunehmender Ordnung M und kleineren Teilintervallen deutlich schlechter wird.
Es scheint eher Erfolg zu versprechen, den Stoppbereich S, wie am Ende des letzten Abschnit-
tes beschrieben, zu identizieren und dort zu versuchen, eine ho¨here Genauigkeit zu erreichen.
Dabei muss man allerdings beachten, dass man selbst mit der genauen Identizierung des Stopp-
bereiches S noch nicht das Stoppproblem gelo¨st hat, da man v1 auerhalb von S nicht kennt.
Mit der Kenntnis von S la¨sst sich dann allerdings v1 als Lo¨sung eines festen Randwertproblemes
ermitteln.
Ein anderer Ausweg ist natu¨rlich die Diskretisierung des Problems, wie sie in den Arbeiten [9] und
[10] verfolgt wird. Hier wa¨ren weitere Untersuchungen fu¨r das Verhalten bei solchen Grenzfa¨llen
interessant, wie sie z.B. im Abschnitt 1.5.1 betrachtet werden. Man sollte sich jedoch daru¨ber
im Klaren sein, dass man bei einer Diskretisierung nicht mehr spezisch den dualen Ansatz (1.5)
zur Lo¨sung von Stoppproblemen ausnutzt (vgl. Abschnitt 1.3.2).
Generell ist es mo¨glich, den LP-Ansatz auch auf zeitabha¨ngige Stoppprobleme zu u¨bertragen.
Das umfasst sowohl Probleme, in denen die Funktionen G und Q von t abha¨ngig sind, als auch
Probleme mit einer zeitabha¨ngigen Dynamik des Prozesses X. Als Beispiel la¨sst sich hier die
Ermittlung einer optimalen Stoppregel fu¨r die Ausu¨bung einer amerikanischen Option ange-
ben. Dort kommt die Zeitabha¨ngigkeit u¨ber den festgelegten Endzeitpunkt fu¨r die Laufzeit der
Option in das Modell. Bei einer Zeitabha¨ngigkeit des Problems wird a¨hnlich, wie in Abschnitt
2.3.1 fu¨r ein Steuerungsproblem beschrieben, vorgegangen. Entscheidend ist, dass man zusa¨tz-
lich im Zustandsraum E eine Zeitkomponente beru¨cksichtigt und dem innitesimalen Operator
einen Summanden der Form @f@t (x; t) hinzufu¨gt. Damit erha¨lt man wenigstens zweidimensionale
Probleme. Eine zeitabha¨ngige Stoppregel wird damit fu¨r die Identizierung des Tra¨gers von 
im Allgemeinen zu a¨hnlichen Schwierigkeiten fu¨hren, wie im Abschnitt 1.8.2 beschrieben. Die
Resultate im Abschnitt 2.3.2 besta¨tigen das indirekt.
Einen grundsa¨tzlich anderen Ansatz fu¨r die Approximation des Momentenraumes M1 liefert
die Tatsache, dass M1 die konvexe Hu¨lle der Menge von Folgen f(1; t; t2; t3; : : :) j 0  t  1g ist.
Daraus leitet sich nun die Mo¨glichkeit ab, den Momentenraum Mn der Ordnung n von innen
durch ein so genanntes zyklisches Polytop zu approximieren. Dabei wird eine endliche Menge
T = ft1; t2; : : : ; tmg  [0; 1] betrachtet. Die konvexe Hu¨lle der Menge f(1; ti; t2i ; : : : ; tni ) j ti 2 Tg
heit dann zyklisches Polytop der Dimension n+1 mit der Basispunktmenge T (vgl. z.B. [51]).
Im Gegensatz zum Hausdorpolytop kennt man hier zuna¨chst die Koordinaten der Eckpunkte
des Polytops und muss die zugeho¨rigen linearen Nebenbedingungen ermitteln. Dafu¨r stehen
jedoch geeignete Algorithmen und Software, wie das Programm PORTA [11], zur Verfu¨gung.
Die wichtigste Frage ist insgesamt die Wahl der Punkte t1; : : : ; tm.
Eine wesentliche Voraussetzung fu¨r das Funktionieren des linearen Programmierungsansatzes
ist die Beschra¨nktheit des Zustandsraumes E. Nur in diesem Fall existieren mit den Haus-
dorbedingungen lineare Charakterisierungen dafu¨r, dass eine Folge eine Momentenfolge ist.
Fu¨r eindimensionale Probleme existieren fu¨r den Fall E = [0;1) (Stieltjesches Momentenpro-
blem) und den Fall E = R (Hamburger Momentenproblem) ebenfalls Charakterisierungen fu¨r
Momentenfolgen. Fu¨r das Hamburger Momentenproblem ist die Bedingung, dass die sogenann-
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te Hankel-Matrix [i+j]i;j0 positiv semidenit ist, hinreichend und notwendig dafu¨r, dass die
Folge figi0 eine Folge von Momenten einer Verteilung auf R ist. Fu¨r das Stieltjesche Mo-
mentenproblem muss zusa¨tzlich noch die Matrix [i+j+1]i;j0 positiv semidenit sein (vgl. z.B.
[45]).
Auch fu¨r die Zustandsra¨ume E = R und E = [0;1) kann das duale Problem (1.5) fu¨r das
Stoppproblem formuliert werden. Man erha¨lt dann ein unendlichdimensionales semidenites Pro-
gramm mit den Momenten von  und  als Variablen. In diesem Zusammenhang tritt allerdings
das Problem auf, dass nicht mehr in jedem Fall die Verteilungen eindeutig durch die Folge der
Momente bestimmt sind (vgl. [18]). Daru¨ber hinaus lassen sich die obigen Charakterisierun-
gen fu¨r das Hamburger und Stieltjesche Momentenproblem nicht mehr so einfach auf ho¨here
Dimensionen u¨bertragen wie fu¨r das Hausdorsche Momentenproblem (vgl. [7]).
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Kapitel 2
Die Anwendung des LP-Ansatzes auf
Steuerungsprobleme
2.1 Einfu¨hrung
Stochastische Steuerungsprobleme spielen in vielen technischen, wirtschafts- und naturwissen-
schaftlichen Anwendungen eine wichtige Rolle und werden seit vielen Jahren untersucht. Es exis-
tiert eine groe Anzahl an Klassen von Steuerungsproblemen. Auch Stoppprobleme lassen sich
als stochastische Steuerungsprobleme auassen. Im Weiteren soll es um die Steuerung stetiger
stochastischer Prozesse in stetiger Zeit gehen, wobei es sich ausschlielich um Diusionsprozesse
handeln wird. Einen guten U¨berblick u¨ber stochastische Steuerungsprobleme geben das Buch
von Fleming und Rishel [19] oder die Arbeit von Bensoussan [6].
Fu¨r die Steuerung von Diusionsprozessen ist eine umfangreiche Theorie entwickelt worden
(vgl. z.B. Krylov [31] oder Lions [36]). Der klassische Ansatz zur Lo¨sung solcher Probleme ist
die Formulierung der Hamilton{Jacobi{Bellmann Gleichung fu¨r die Wertfunktion v, die auf
dem Bellmanschen Optimalita¨tsprinzip beruht. Aus einer Lo¨sung fu¨r diese Gleichung wird eine
optimale Steuerung fu¨r das Steuerungsproblem abgeleitet. Diesen Ansatz ko¨nnte man a¨hnlich
wie bei Stopproblemen als primalen Ansatz auassen.
A¨hnlich wie fu¨r Stoppprobleme ist man oft nicht in der Lage, die Hamilton{Jacobi{Bellmann
Gleichung analytisch zu lo¨sen. Deshalb sind in der Vergangenheit unterschiedliche numerische
Verfahren zur Lo¨sung dieser Gleichung vorgeschlagen worden. Daru¨ber hinaus existieren ver-
schiedene Diskretisierungsansa¨tze zur numerischen Lo¨sung von Steuerungproblemen. Dabei wird
das Problem in ein diskretes stochastisches dynamisches Programm u¨berfu¨hrt und dann mit den
dort verfu¨gbaren Verfahren (z.B. Wertiteration) gelo¨st. Fu¨r solche Diskretisierungsansa¨tze gel-
ten nun wiederum Konvergenzaussagen in Bezug auf das stetige Problem. Eine umfassende
Darstellung dazu kann man z.B. im Buch von Kushner und Dupuis [35] nden.
Im Gegensatz zur dualen Formulierung (1.5) fu¨r das Stoppproblem (1.3) und dem darauf auf-
bauenden linearen Programmierungsansatz, sind entsprechende Ansa¨tze fu¨r verschiedene Steue-
rungsprobleme bereits seit la¨ngerer Zeit bekannt und eingehend untersucht worden. Fu¨r die
Steuerung Markovscher Ketten geht dieser Ansatz auf Manne [37] sowie Wolfe und Dantzig [50]
zuru¨ck. Die U¨bertragung auf Steuerungsprobleme fu¨r stetige Prozesse erfolgte durch Kurtz [33]
und Stockbridge [46].
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Der lineare Programmierungsansatz, der hier vorgestellt werden soll, basiert auf der Martingal-
formulierung fu¨r Steuerungsprobleme und den in den Arbeiten von Kurtz und Stockbridge [34]
sowie Bhatt und Borkar [8] bewiesenen Existenzaussagen fu¨r relaxierte schwache Lo¨sungen von
Steuerungsproblemen. Die Grundidee ist es, zu einem gegebenen Steuerungsproblem mit einem
Steuerungsraum U fu¨r eine Steuerung futgt0 und einen stochastischen Prozess X = fXtgt0
in stetiger Zeit mit Anfangsverteilung 0 auf einem Zustandsraum E das Steuerungsproblem als




Af(Xs; us) ds (2.1)
ein Martingal fu¨r alle f 2 D(A) ist. Dabei ist A : D(A)  Cb(E) −! C(E  U) der
innitesimale Operator fu¨r das Steuerungsproblem (vgl. [34]) und Cb(E) die Menge aller stetigen
Funktionen auf E, die im Unendlichen verschwinden. Insbesondere ist fu¨r ein festes u^ 2 U der
Operator Au^ mit D(Au^) = D(A) und Au^f(x) = Af(x; u^) der innitesimale Operator des mit
u(x)  u^ gesteuerten Prozesses, wobei allerdings vorausgesetzt werden muss, dass die Steuerung
u^ 2 U fu¨r alle x 2 E zula¨ssig ist. In den weiteren Beispielen wird das Anfangsma 0 stets ein
Dirac-Ma x0 sein.
Fu¨r ein stationa¨res Problem ohne Absorption oder Stoppen, wie dem nachfolgenden Benes{
Hilborn Problem, fu¨hrt die Martingaleigenschaft (2.1) zu der Gleichungsbedingung
Z
EU
Af(x; u)(dx; du) = 0 fu¨r alle f 2 D(A) ; (2.2)
wobei das Ma  2 P(EU) das stationa¨re Aufenthaltsma des Prozesses ist, der den Zustand
und die Steuerung als Komponenten entha¨lt (vgl. [34]).
Im Fall einer Absorption am Rand von E (vgl. das Portfolioproblem in Abschnitt 2.3) spielt






Af(x; u)(dx; du) =
Z
@E
f(x)1(dx) fu¨r alle f 2 D(A) ; (2.3)
wobei 1 das Wahrscheinlichkeitsma auf dem Rand @E zum Zeitpunkt der Absorption ist.
Das Ma  ist das Aufenthaltsma des gesteuerten Prozesses auf intE  U . Die Analogie von
Bedingung (2.3) zur verwandten Beziehung bei Austrittsproblemen (vgl. [22] Gleichung (9))
ist oensichtlich, da lediglich im zweiten Summanden auf der linken Seite von (2.3) noch eine
Steuerungskomponente u hinzukommt, die die Steuerung des Prozesses vor seiner Absorption
beschreibt.
Neben der durch die Gleichungen (2.2) bzw. (2.3) beschriebenen Dynamik des Steuerungspro-
blemes muss, je nach Problemklasse des Steuerungsproblemes, die Zielfunktion des Problemes
formuliert werden. In dieser Arbeit sollen sich die Steuerungsprobleme auf die vier in [34] an-
gegebenen Problemklassen beschra¨nken (erwartete diskontierte Kosten, erwartete Kosten bis zu
einem endlichen Zeitpunkt T , erwartete Durchschnittskosten, erwartete Kosten bis zum Verlas-
sen einer bestimmten Teilmenge E0  E ). Die resultierenden Zielfunktionen sind in [34] in den
Ausdru¨cken (1.4) bis (1.7) angegeben.
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Fu¨r ein Ma  auf E  U bzw. intE  U , das die Gleichungen (2.2) bzw. (2.3) erfu¨llt und das
das Minimum fu¨r eines der oben genannten Zielkriterien realisiert, kann nun die Randverteilung
0 bzgl. x, d.h 0(B) := (B  U) fu¨r alle Borelmengen B 2 E und die bedingte Verteilung 





fu¨r alle Borelmengen B1  E und B2  U .
Entscheidend ist nun, dass der Prozess fXt; (Xt)gt0 , der Werte in E  P(U) annehmen
kann, eine relaxierte schwache Lo¨sung fu¨r das Steuerungsproblem als Martingalproblem ist. Das
bedeutet, dass eine Filtration fFtgt0 existiert, so dass der Prozess fXt; (Xt)gt0 Ft{progressiv






Af(Xs; u) (Xs)(du) ds
ein Ft{Martingal fu¨r alle f 2 D(A) ist (vgl. [34]). Die resultierende Steuerung ist dann die
Markovsche Steuerung, die im Zustand x 2 E eine zufa¨llige Steuerung gema¨ (x; :) realisiert.
Fu¨r den Fall, dass fu¨r alle x 2 E das bedingte Ma (x; :) ein Diracma ~u(x) fu¨r ein ~u(x) 2 U
ist, erha¨lt man die stationa¨re deterministische Steuerung ~u : E ! U als optimale Steuerung.
Probleme mit zeitabha¨ngiger Steuerung, wie Steuerungsprobleme mit einem festen Endzeitpunkt
T , lassen sich entweder u¨ber eine zusa¨tzliche Zeitkomponente fu¨r den Zustandsraum E und den
Operator A oder gema¨ der Gleichung (4.25) in [34] formulieren. Fu¨r das Beispiel in Abschnitt
2.3 wird der erste Weg gewa¨hlt.
Im Gegensatz zur Arbeit von Helmes und Stockbridge [23], wo der LP-Ansatz zur Verikation
der Optimalita¨t einer gegebenen Steuerung genutzt wird, soll hier versucht werden, die optimale
Steuerung mit dem LP-Ansatz selbst zu ermitteln. Dabei soll versucht werden, den Algorithmus
aus Kapitel 1 zu u¨bertragen. Im Vordergrung steht dabei insbesondere die Identizierung des
Tra¨gers eines Maes , das die Gleichungen (2.2) oder (2.3) erfu¨llt und gleichzeitig optimal bzgl.
eines der oben angegebenen Zielkriterien ist. Mit dieser Information sollen dann Ru¨ckschlu¨sse
auf das bedingte Ma  und damit auf eine optimale Steuerung u gezogen werden.
Es handelt sich damit um einen Algorithmus, der auf der Martingalformulierung fu¨r Steuerungs-
probleme aufbaut. Der einzige weitere numerische Ansatz, der in der Literatur dazu bekannt ist,
ist der Diskretisierungsansatz in der Arbeit von Mendiondo und Stockbridge [39]. Allerdings
la¨sst sich hier a¨hnlich wie fu¨r den Ansatz fu¨r Stoppprobleme in der Arbeit von Cho und Stock-
bridge [10] (vgl. Abschnitt 1.3.2) zeigen, dass die resultierenden linearen Programme a¨quivalent
zu denen sind, die man erha¨lt, wenn man das Steuerungsproblem diskretisiert und dann den
LP-Ansatz fu¨r stochastische dynamische Programme nutzt. Sehr gut kann man das fu¨r das in
[39] auf Seite 1465 angegebene lineare Programm fu¨r das modizierte Benes{Hilborn Problem
erkennen.
Die Erfahrungen fu¨r Stoppprobleme legen die Vermutung nahe, dass die Identizierung des
Tra¨gers von  nicht in jedem Fall gelingen wird, da es sich dabei mindestens um ein zweidimen-
sionales Ma handelt. Die beiden nachfolgenden Abschnitte demonstrieren das. Wa¨hrend fu¨r
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das in [23] betrachtete Benes{Hilborn Problem die optimale Steuerung relativ gut identiziert
werden kann, gelingt dies fu¨r das anschlieende Problem der Portfoliooptimierung nicht.
Wegen der groen Vielfalt von Steuerungsproblemen soll hier, im Gegensatz zur Vorgehenswei-
se in Kapitel 1 bei Stoppproblemen, darauf verzichtet werden, genaue Voraussetzungen dafu¨r
anzugeben, wann sich fu¨r ein Steuerungsproblem ein Operator A und eine Martingalformulie-
rung (2.1) nden lassen und wann sich diese geeignet in ein a¨quivalentes unendlichdimensionales
lineares Programm in den Momenten von  auf E  U u¨berfu¨hren la¨sst. Dies erscheint auch
aufgrund der verschiedenen mo¨glichen Zielfunktionen, Transformationen sowie Rand- und Teil-
mae als sehr aufwa¨ndig. Es wird im Wesentlichen darauf ankommen, jeweils fu¨r ein konkretes
Steuerungsproblem zu u¨berpru¨fen, ob ein solches lineares Programm aufgestellt werden kann.
In den na¨chsten beiden Abschnitten wird dafu¨r je ein Beispiel betrachtet. Als Testfunktionen in
(2.1) werden dabei im Allgemeinen wieder die Monome verwendet.
2.2 Das Benes{Hilborn Problem
2.2.1 Einleitung und Modell
In diesem Abschnitt soll ein erstes Steuerungsproblem behandelt werden. Dieses Problem geht
auf das sogenannte Verfolgerproblem von V. E. Benes zuru¨ck und wird z.B. in der Arbeit von
Benes, Shepp und Witsenhausen [5] beschrieben. Es geht darum, ein sich zufa¨llig bewegendes
Objekt zu verfolgen. Das Objekt bewegt sich dabei gema¨ eines Standard-Wienerprozesses. Der
Verfolger kann sich jedoch nur mit einer beschra¨nkten Geschwindigkeit bewegen. Es geht nun
darum, den erwarteten auntegierten und abdiskontierten quadratischen Abstand zwischen dem
Objekt und dem Verfolger zu minimieren. Die Lo¨sung fu¨r dieses Problem wird in [5] angegeben
und besteht aus einer sogenannten "Bang-Bang\ Steuerung, d.h. je nach Lage des Verfolgers
zum Objekt wird entwender mit der maximalen positiven Geschwindigkeit bzw. der minimalen
negativen Geschwindigkeit dem Objekt gefolgt.
Dieses Problem wird in verschiedenen Variationen in der Literatur untersucht, genannt seien hier
die Arbeiten von Benes [4], Clark und Davis [13] oder Christopeit und Helmes [12]. Dabei werden
mit verschiedenen Lo¨sungstechniken fu¨r stochastische Steuerungsprobleme, wie z.B. der Lo¨sung
der Hamilton{Jacobi{Bellman Gleichung oder der Nutzung von Diskretisierungsans¨atzen, jeweils
optimale Steuerungen in der Gestalt von "Bang-Bang\ Steuerungen veriziert.
Hier soll eine Version betrachtet werden, fu¨r die neben dem Steuerungsraum U auch der Zu-
standsraum E beschra¨nkt ist und die in den Arbeiten von Helmes und Stockbridge [23] sowie
Mendiondo und Stockbridge [39] untersucht wird. Der Prozess Xt entwickelt sich auf dem oenen
Intervall (0; 1) gema¨ der stochastischen Dierentialgleichung
dXt = ut dt +  dWt ; (2.4)
wobei  > 0 und ut 2 U = [−1; 1] die Steuerung ist. Erreicht der Prozess Xt in 1 oder −1 den
Rand von (−1; 1), so wird er fu¨r eine, mit dem Parameter  exponentialverteilte Zeit, in diesen
Punkten festgehalten und dann in den Punkt 0 zuru¨ckgesetzt. Damit erha¨lt man E = [−1; 1]
als Zustandsraum. Der Prozess Xt entspricht dem Abstand zum Objekt im Verfolgerproblem
und wird durch die obige Konstruktion beschra¨nkt. Als Zielkriterium wird das Durchschnitts-
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minimiert werden. Der obige abdiskontierte Fall la¨t sich darauf zuru¨ckfu¨hren (vgl. [23] Ab-
schnitt 6).




uf 0(x) + 
2
2 f
00(x) fu¨r − 1 < x < 1
(f(0)− f(−1)) fu¨r x = −1
(f(0)− f(1)) fu¨r x = 1 ;
(2.6)
wobei B(E  U) die Menge aller beschra¨nkten Funktionen auf E  U ist.
Insgesamt erha¨lt man fu¨r den Operator A zusammen mit der Zielfunktion (2.5) und den Glei-
chungen (2.2) das folgende a¨quivalente Optimierungsproblem (2.7) auf dem Raum P(EU) der














1l(−1;1)(x) + (f(0)− f(x))1lf−1;1g(x)

(dx; du) = 0
fu¨r alle f 2 D(A) (wegen der Zielfunktion vgl. [34]).
In den Randpunkten x = −1 und x = 1 hat die Steuerung u keinen Einfluss auf den Prozess
Xt, gleichzeitig wird das Ma  dort positive Massenanteile besitzen, da nach dem Erreichen des
Randes der Prozess dort im Mittel die Zeit 1= verbringt. Diese Massenanteile sollen mit p−1
und p1 bezeichnet werden und ~ sei das Aufenhaltsma des Prozesses auf der Menge (−1; 1)U .
Nun ko¨nnte man das Ma ~ so transformieren, dass das transformierte Ma seinen Tra¨ger auf
(0; 1)  [0; 1] hat und dann die Gleichungsbedingungen im Optimierungsproblem (2.7) in den
Momenten dieses Maes zusammen mit den zweidimensionalen Hausdorbedingungen formulie-
ren. Auf diese Transformation soll hier verzichtet werden und stattdessen von vornherein der
Teilungspunkt s2 = (0; 0) auf der Menge (−1; 1)U betrachtet werden (vgl. Abschnitt 1.4.2).
Damit erha¨lt man die Teilmae (1;1), (1;2), (2;1) und (2;2) wie in Abschnitt 1.4.2 beschrieben,
wobei in der dortigen Notation s1 = (−1;−1) und s3 = (1; 1) ist. Fu¨r diese vier Mae besteht
die Transformation auf das Einheitsquadrat nur noch aus einem geeigneten Vorzeichenwechsel.
Wie fu¨r Stoppprobleme kann nun fu¨r das Problem (2.7) ein a¨quivalentes unendlichdimensionales
lineares Programm in den Momenten dieser vier Mae formuliert werden. Als weitere Variablen
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kommen noch die Massen p−1 und p1 an den Endpunkten hinzu, als Testfunktionen dienen
wiederum die Monome f(x) = xn . Es ergibt sich das folgende lineare Programm (2.8)

















(−1)n(1;1)n−1;1 + (−1)n−1(1;2)n−1;1 − (2;1)n−1;1 + (2;2)n−1;1

− (−1)np−1 − p1 = 0
fu¨r alle n  2 ,










0;0 + p−1 + p1 = 1 :
Die letzte Nebenbedingung leitet sich aus der Bedingung  2 P(E  U) her. Dazu kommen
noch die zweidimensionalen Hausdorbedingungen fu¨r die Mae (1;1), (1;2), (2;1) und (2;2) .
Fu¨r die Variablen p−1 und p1 muss Nichtnegativita¨t gefordert werden.
Bemerkenswert ist die Tatsache, dass in den Gleichungsnebenbedingungen fu¨r die Komponente
u nur die ersten beiden Momente auftreten. Die ho¨heren Momente tauchen nur in den Haus-
dorbedingungen auf.
Die vorliegende Unterteilung erlaubt es, analog zu den zusa¨tzlichen Testfunktionen fu¨r das Cox{
Ingersoll{Ross Modell (vgl. Abschnitt 1.6.2) fu¨r n  3 die folgenden Funktionen zu betrachten
fn(x) :=

0 fu¨r x < 0
xn fu¨r x  0 :















+ p1 = 0 :
Fu¨r die Approximation durch ein endlichdimensionales lineares Programm werden die Glei-
chungsnebenbedingungen und die Hausdorbedingungen nur bis zur Ordnung N in der Kom-
ponente x und bis zur Ordnung L in der Komponente u beru¨cksichtigt.
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2.2.2 Die optimale Steuerung und die numerischen Resultate
Alle Resultate in diesem Abschnitt gelten fu¨r den Fall  = 1 , fu¨r den auch alle numerischen
Rechnungen durchgefu¨hrt wurden.
Fu¨r das unbeschra¨nkte Verfolgerproblem ist die stationa¨re Steuerung
u(x) = −sign(x) =
8<
:
−1 fu¨r x > 0
0 fu¨r x = 0
1 fu¨r x < 0
die optimale Steuerung (vgl. [5]). Diese Steuerung bleibt auch fu¨r das modizierte Verfolgerpro-
blem optimal, solange
  ~ = 3e
2 + 9
13− e2  5:55471
gilt (vgl. [23] Abschnitt 5).
Weiterhin sind in diesem Fall fu¨r jede relaxierte Steuerung u die Randverteilung 0 auf (−1; 1)
sowie die Wahrscheinlichkeiten p−1 und p1 bekannt (vgl. [39] S. 1461). Fu¨r die oben angegebene
optimale Strategie u ndet man fu¨r wichtige Charakteristiken des gesteuerten Prozesses X ge-
schlossene Ausdru¨cke. So ergibt sich fu¨r die mittlere Austrittszeit E 1 des gesteuerten Prozesses




 2:194528 : (2.9)








 0:263931 : (2.10)
Da andererseits die Beziehungen
E 1 =



















gelten (vgl. [23] Gleichungen (3.11) und (3.12)), ist man in der Lage, auch den optimalen Ziel-
funktionswert v fu¨r das lineare Programm (2.8) zu berechnen. Zusammen mit den Gleichungen
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(2.9) und (2.10) erha¨lt man
v =
(3e2 − 19) + 12
6(e2 − 3 + 2−1) : (2.11)
Dieser Wert dient neben dem obigen Wert  fu¨r E 1 als Vergleichsgro¨e fu¨r die numerischen
Resultate des linearen Programmes (2.8). Wa¨hrend v von  abha¨ngt, ist der Vergleichswert 
wegen der Beziehung (2.9) fu¨r   ~ unabha¨ngig von .
Die nachfolgenden Rechnungen wurden zuna¨chst fu¨r  = 0:2 durchgefu¨hrt, damit ergibt sich
ein Zielfunktonswert von 0.731658. In der nachfolgenden Tabelle 2.1 sind nun fu¨r verschiedene
Ordnungen N und L der Zielfunktionswert, die Massenverteilung auf die vier Teilintervalle, die
Wahrscheinlichkeiten p−1 und p1 sowie der Vergleichswert  angegeben.






0;0 p−1 p1 
10 10 0.731657 0 0.175426 0.129601 0 0.31663 0.378342 2.19453
11 11 0.731657 0.062636 0.128434 0.113958 0 0.368239 0.326734 2.19453
13 6 0.731657 0 0.139798 0.16523 0 0.388241 0.306732 2.19453
15 2 0.731657 0.0487075 0.136056 0.120264 0 0.368889 0.326084 2.19453
5 2 0.729358 0 0.111917 0.20001 0 0.409452 0.278621 2.26667
Tabelle 2.1: Zielfunktionswerte und Massenverteilung fu¨r  = 0:2 und verschiedene Ordnungen
N und L
Man kann erkennen, dass der Zielfunktionswert v und der Wert  fu¨r E 1 exakt ermittelt
werden, nur fu¨r sehr kleine Ordnungen N und L ergeben sich Abweichungen (vgl. die letzte
Zeile in Tabelle 2.1). Das vorliegende Steuerungsproblem ist bzgl. x = 0 symmetrisch, auch die
optimale Steuerung u und der gesteuerte Prozess X sind symmetrisch. Daher wa¨ren fu¨r die









0;0 zu erwarten. Es sind jedoch z.T. deutliche Abweichungen zu erkennen. Aus den
Ergebnissen des linearen Programmes la¨sst sich die Symmetrieeigenschaft des Problems nicht
ablesen. Allerdings wird die Summe p−1 + p1 korrekt berechnet. Weiterhin mu¨sste wegen der
oben angegebenen optimalen Steuerung u die Beziehung (1;1)0;0 = 
(2;2)
0;0 = 0 gelten. Auch dieses
Resultat ist nicht fu¨r alle Rechnungen zu beobachten.
Interessanterweise haben diese Bedingungen keine Auswirkungen auf den optimalen Zielfunk-
tionswert v. So wurden dem linearen Programm (2.8) noch zusa¨tzlich die Nebenbedingung
p−1 = p1 hinzugefu¨gt und alle Rechnungen aus Tabelle 2.1 wiederholt. Die Ergebnisse sind
in der nachfolgenden Tabelle 2.2 angegeben.
Man kann erkennen, dass sich die Zielfunktionswerte nicht vera¨ndern. Eine a¨hnliche Situation er-








Einen a¨hnlichen Eekt hat die Anwendung der Modellierung fu¨r das Problem in [23]. Dort wird
von vornherein die Symmetrieeigenschaft des Problems ausgenutzt und die Schranke x = 0 als
reflektierender Rand modelliert. Damit bewegt sich der Prozess X nur noch auf dem Zustands-
raum E = [0; 1] und man kann die Zahl der Variablen im linearen Programm halbieren. Bei
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0;0 p−1 ; p1 
10 10 0.731657 0 0.119032 0.143382 0.0426136 0.347486 2.19453
11 11 0.731658 0.0104393 0.121196 0.121196 0.0521967 0.347486 2.19453
13 6 0.731658 0 0.155004 0.155004 0 0.347486 2.19453
15 2 0.731658 0.032467 0.144397 0.128163 0 0.347486 2.19453
5 2 0.729358 0 0.0940367 0.0940367 0.123853 0.344037 2.26667
Tabelle 2.2: Zielfunktionswerte und Massenverteilung analog zu Tabelle 2.1 mit der Bedingung
p−1 = p1
der Modellierung in diesen Abschnitt soll jedoch auf diese zusa¨tzliche Struktureigenschaft ver-
zichtet werden. Die Vorstellung besteht darin, diese Eigenschaft aus der Lo¨sung des linearen
Programmes ablesen zu ko¨nnen.
Unabha¨ngig von dieser Fragestellung kann man jetzt natu¨rlich versuchen, mit Hilfe der Ru¨ck-
transformation Informationen u¨ber den Tra¨ger von  zu gewinnen. Insbesondere stellt sich die
Frage, ob der Verfeinerungsalgorithmus fu¨r Stoppprobleme auch hier durchgefu¨hrt werden kann,
d.h. ob eine feinere Unterteilung von E  U mo¨glich ist. Die beiden nachfolgenden Tabellen
2.3 und 2.4 zeigen das Ergebnis der Ru¨cktransformation R(10;10) fu¨r (1;2) und (2;1) mit den
Ordnungen N = 10 und L = 10 ohne zusa¨tzliche Symmetriebedingungen (vgl. die erste Zeile
in Tabelle 2.1). Die einzelnen Zeilen in den Tabellen sind dabei der x{Komponente, die Spalten
der u{Komponente zuzuordnen.
0 1 2 3 4 5 6 7 8 9 10
0 0 0 0 0 0 0.0669643 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0.0265709
2 0 0 0 0 0 0 0 0 0 0 0.015939
3 0 0 0 0 0 0 0 0 0 0 0.0273546
4 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0.0191482
6 0 0 0 0 0 0 0 0 0 0 0.00854376
7 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0.00884889
9 0 0 0 0 0 0 0 0 0 0 0.000648115
10 0 0 0 0 0 0 0 0 0 0 0.00140835
Tabelle 2.3: Ru¨cktransformation R(10;10) angewandt auf das Ergebnis fu¨r (1;2) mit  = 0:2 ,
N = 10 und L = 10
Man erkennt, dass fu¨r (1;2), d.h. fu¨r Werte x  0 und u  0 , abgesehen von x = 0 , die
volle Masse stets bei u = 1 zugeordnet wird. Eine a¨hnliche Situation ergibt sich fu¨r das Ma
(2;1), hier wird die volle Masse nur bei u = −1 zugeordnet. Die Massenzuordnung erfolgt also
im Wesentlichen, wie man es in Anbetracht der optimalen Steuerung u auch erwarten wu¨rde.
Nur die Zuordnung fu¨r x = 0 bei (1;2) weicht davon ab. Zu den Werten selbst muss man aber
genau die gleichen Bemerkungen wie fu¨r die Werte in Tabelle 1.35 machen. So ist z.B. nicht
einzusehen, warum R(10;10)((1;2))4;10 = 0 ist, obwohl die Nachbarwerte R(10;10)((1;2))3;10 und
91
0 1 2 3 4 5 6 7 8 9 10
0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0.0317497
2 0 0 0 0 0 0 0 0 0 0 0.0190455
3 0 0 0 0 0 0 0 0 0 0 0.0326862
4 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0.0228803
6 0 0 0 0 0 0 0 0 0 0 0.010209
7 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0.0105736
9 0 0 0 0 0 0 0 0 0 0 0.000774435
10 0 0 0 0 0 0 0 0 0 0 0.00168284
Tabelle 2.4: Ru¨cktransformation R(10;10) angewandt auf das Ergebnis fu¨r (2;1) mit  = 0:2 ,
N = 10 und L = 10
R(10;10)((1;2))5;10 verschieden von Null sind.
Nun gibt es hier verschiedene Mo¨glichkeiten, anhand der vorliegenden Werte fu¨r die Ru¨cktrans-
formation, weitere Unterteilungen von E  U vorzunehmen. Bei der Entscheidung empehlt es
sich, auch die Ergebnisse der Ru¨cktransformation fu¨r die anderen Rechnungen aus Tabelle 2.1 zu
nutzen. Es wird u¨berall die Masse den Werten u = 1 bzw. u = −1 zugeordnet, nur fu¨r x = 0
ergeben sich Abweichungen, hier wird die Masse auf verschiedene Werte von u zugeordnet. Auf
diese Weise entstehen auch die Ergebnisse mit (1;1)0;0 6= 0 und (2;2)0;0 6= 0 . In Anbetracht der
optimalen Steuerung ist das Verhalten bei x = 0 auch nicht verwunderlich, da sich genau dort
der Umschaltpunkt von u bendet.
In Anbetracht der unklaren Situation fu¨r x = 0 und der deutlichen Zuordnung fu¨r alle anderen
Werte, bieten sich die folgenden Punkte als Unterteilungspunkte fu¨r E  U an
s1 = (−1;−1) ; s2 = (−0:1;−0:9) ; s3 = (0; 0) ; s4 = (0:1; 0:9) und s5 = (1; 1) :
Damit erha¨lt man 16 neue Teilmae f(i;j)g1i;j4 auf E  U . Es sei aber noch einmal darauf
hingewiesen, dass auch andere Unterteilungen denkbar sind.
Im zweiten Schritt erkennt man dann, dass die oben gewa¨hlte Unterteilung sehr gu¨nstig ist und
man den Tra¨ger von  weiter eingrenzen kann. Die weiteren Schritte sind in den Tabellen 2.5 und
2.6 zusammengefasst. Dabei sind in Tabelle 2.5 neben den jeweiligen Ordnungen N und L die
Teilungspunkte si angegeben. In Tabelle 2.6 stehen die Zielfunktionswerte, die Teilmae denen
eine positive Masse zugeordnet wird mit dem jeweiligen Massenanteil sowie der Vergleichswert .
Nach dem 4. Schritt erha¨lt man die volle Masse von  auf den Teilintervallen (−1;−0:01] 
[0:999; 1] und [0:01; 1)  [−1;−0:999] . Sieht man sich die Ru¨cktransformation fu¨r die entspre-
chenden Teilmae (1;4) und (4;1) an, so stellt man fest, dass fu¨r alle x{Werte die volle Masse
auf u = 1 bzw. u = −1 abgebildet wird. Damit kann man nach dem 4. Schritt das bedingte
Ma  fu¨r alle x 2 (−1;−0:01] [ [0:01; 1) als Punktma verizieren und erha¨lt damit fu¨r diese
Werte eine stationa¨re Steuerung ~u(x). Fu¨r −1 < x  −0:01 erha¨lt man ~u(x) = 1 und fu¨r
0:01  x < 1 den Wert ~u(x) = −1 mit einer Genauigkeit von 10−4. Fu¨r −0:01 < x < 0:01
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Iteration N L s1 s2 s3 s4 s5
2 10 10 (−1;−1) (−0:1;−0:9) (0,0) (0:1; 0:9) (1; 1)
3 10 10 (−1;−1) (−0:01;−0:99) (0,0) (0:01; 0:99) (1; 1)
4 10 10 (−1;−1) (−0:01;−0:999) (0,0) (0:01; 0:999) (1; 1)
Tabelle 2.5: Maximale Ordnungen und Teilungspunkte fu¨r E U in den weiteren Schritten fu¨r
 = 0:2






0;0 p−1 p1 
2 0.731658 0.11511 0.022052 0.034174 0.133691 0.372983 0.321989 2.19453
3 0.731657 0.140043 0 0 0.164985 0.409842 0.285131 2.19453
4 0.731657 0.140043 0 0 0.164985 0.409842 0.285131 2.19453
Tabelle 2.6: Zielfunktionswerte und Massenverteilung in den weiteren Schritten fu¨r  = 0:2
kann man allerdings keine Aussage u¨ber eine Steuerung machen.
Mit der Steuerung ~u erha¨lt man insgesamt eine gute Approximation fu¨r die optimale Steuerung
u. In der Na¨he des Umschaltpunktes x = 0 hat man allerdings Schwierigkeiten, die optimale
Steuerung zu nden. Weiterhin ist es u¨berraschend, dass die Symmetrieeigenschaft des Problems
nicht sauber erkannt wird, obwohl man die Steuerung relativ gut approximiert. Daran a¨ndert
sich auch nichts, wenn man a¨hnlich wie fu¨r das Cox{Ingersoll{Ross Modell die Teilungspunkte
-0.01 und 0.01 auf der x{Achse nutzt, um noch zusa¨tzliche Testfunktionen einzufu¨hren.
Wie im ersten Schritt in Tabelle 2.2 kann man natu¨rlich auch in den weiteren Schritten wie-
der zusa¨tzlich die Bedingung p−1 = p1 und weitere Symmetriebedingungen fordern. Das hat
wiederum keinen Einfluss auf den Zielfunktionswert. Auch der weitere Verlauf der Verfeinerung
a¨ndert sich nicht.
Auch fu¨r andere Werte   ~ la¨sst sich die optimale Steuerung u gut identizieren und
der Zielfunktionswert v sowie der Vergleichswert  werden exakt ermittelt. Die Symmetrie des
Problemes la¨sst sich jedoch meist nicht verizieren.
Die Ursache fu¨r dieses asymmetrische Verhalten der Lo¨sung des linearen Programmes konnte




0 fu¨r x < 0
x fu¨r x  0 und f2(x) =

0 fu¨r x < 0
x2 fu¨r x  0
nicht als zusa¨tzliche Testfunktionen verwendet werden ko¨nnen, da f1; f2 =2 D(A) = C2(E)
gilt. Gerade solche Testfunktionen niedriger Ordnung wa¨ren aber fu¨r Symmetrieeigenschaften
interessant.
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2.3 Ein Beispiel zur Portfoliooptimierung
2.3.1 Das Modell und das resultierende lineare Programm
Wir betrachten das nachfolgende Modell fu¨r einen einfachen Finanzmarkt mit einem Bond bzw.
Bankguthaben mit einer Wertentwicklung Bt und einem risikobehafteten Wertpapier mit einem
Preis Pt pro Stu¨ck (vgl. Karatzas [27]). Der Prozess fBtgt0 entwickelt sich bis zu einem festen
Zeitpunkt T gema¨ der Gleichung
dBt = Bt rt dt ; B0 = 1 ; (2.12)
wobei rt die kurzfristige Zinsrate ist (vgl. Abschnitt 1.6). Der Preis Pt des Wertpapiers entwickelt
sich bis T gema¨ der stochastischen Dierentialgleichung
dPt = Pt (bt dt + t dWt) ; P0 = p0 2 (0;1) ; (2.13)
wobei Wt der Standard-Wienerprozess und bt, t und rt bezu¨glich der durch fWtg0tT erzeugten




(jrtj+ jbtj+ 2t  dt < 1
erfu¨llen.
Im Weiteren interessieren wir uns fu¨r einen Portfolioprozess futgtT und den zugeho¨rigen Wert-
prozess fXtgtT . Der Portfolioprozess gibt an, welcher Betrag in das risikobehaftete Wertpapier
investiert wird. Der verbleibende Teil des Vermo¨gens Xt−ut zur Zeit t wird in den Bond inves-
tiert. Es ko¨nnen sowohl ut als auch Xt − ut negativ sein. In diesem Modell wird eine mo¨gliche
Konsumtion nicht beru¨cksichtigt.
Ein Portfolioprozess futgtT heit zula¨ssig, wenn er Ft{progressiv messbar ist und eine Integra-
tionseigenschaft erfu¨llt (vgl. [27] S. 3). Fu¨r das in diesem Abschnitt betrachtete Beispiel wird
die Zula¨ssigkeit u¨ber eine Eigenschaft des zugeho¨rigen Wertprozesses fXtgtT deniert.
Der zugeho¨rige Wertprozess fXtgtT entwickelt sich dann wie folgt (vgl. (2.12) und (2.13)):
dXt = ut(bt dt + t dWt) + (Xt − ut) rt dt
= ut(bt dt− rt dt + t dWt) + Xt rt dt : (2.14)
Das in diesem Modell handelnde Subjekt ist nun in der Lage, u¨ber die Gestaltung des Portfo-
lioprozesses Einfluss auf den Wert Xt des Portfolios zu nehmen. Das Ziel der hier betrachteten
Portfoliooptimierung ist es, die Wahrscheinlichkeit, dass der Wertprozess zum Zeitpunkt T einen
bestimmten Wert x^ erreicht oder u¨bersteigt, unter der Nebenbedingung, dass der Portfoliopro-
zess ut zula¨ssig ist, zu maximieren.
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Bemerkung: Modelle zur Portfoliooptimierung in stetiger Zeit gehen auf Robert C. Merton
zuru¨ck (vgl. [40], [41]). Aus diesem Grund wird das obige Optimierungsproblem in der Literatur
auch als Mertons Problem bezeichnet (vgl. z.B. Due [15] oder Korn [30]).
Im Folgenden soll ein vereinfachtes Beispiel dieses Problems betrachtet werden, fu¨r das sowohl
die optimale Wertfunktion als auch eine optimale Steuerung ut bekannt sind und das eine For-
mulierung des Steuerungsproblemes als lineares Programm erlaubt. Es seien rt  0 ; bt  b und
t  1 , wobei b > 0 gelte. Der obige Wert x^, der mit maximaler Wahrscheinlichkeit erreicht
werden soll, sei 1.
Das Anfangsvermo¨gen sei X0 = x0 mit 0 < x0 < 1 . Fu¨r den Wertprozess fXtgtT ist der Punkt
0 ein absorbierender Zustand, d.h. nach dem Erreichen von 0 verbleibt der Prozess dort bis zum
Endzeitpunkt T (Bankrott). Erreicht der Wertprozess zu einer Zeit t0 < T bereits den Wert 1,
so ist das Ziel der Portfoliooptimierung erreicht, da ab diesem Zeitpunkt die Steuerung ut  0
sichert, dass auch XT = 1 gilt, d.h. ab t0 wird nur noch in das unverzinsliche Bankguthaben
investiert. Damit kann auch 1 als absorbierender Zustand aufgefasst werden und es genu¨gt, den
Wertprozess auf dem Intervall X = [0; 1] zu betrachten.
Ein Portfolioprozess ut ist zula¨ssig fu¨r das Steuerungsproblem, wenn er Ft{progressiv messbar




u2t dt < 1
fast sicher gilt (vgl. [27] Bemerkung 2.6.1).
Die Steuerung ut ist zuna¨chst nicht nach oben und unten beschra¨nkt. Fu¨r die Formulierung des
linearen Programmes wird jedoch Beschra¨nktheit beno¨tigt, um wiederum die Hausdorbedin-
gungen nutzen zu ko¨nnen. Es wird hier also zuna¨chst ut 2 [−K;K] fu¨r alle t  T und eine
Konstante K > 0 gefordert und dann eine Transformation der Steuerung in ~ut mit ~ut 2 [−1; 1]
vorgenommen (Division durch K). Mit wachsendem K soll dann das urspru¨ngliche Steuerungs-
problem approximiert werden.
Es wird der Fall T = 1 betrachtet, andernfalls muss das Intervall [0; T ] auf das Intervall [0; 1]
transformiert werden. Damit haben wir insgesamt den Zustandsraum E = T  X und den
Steuerungsraum U = [−K;K] , wobei T das Zeitintervall [0; T ] = [0; 1] ist.
Insgesamt erha¨lt man fu¨r u 2 U den folgenden innitesimalen Operator A fu¨r das Steuerungs-
problem (vgl. (2.14) und die spezielle Gestalt von rt, bt und t)
















fu¨r alle (t; x; u) 2 T  X  U und Funktionen f auf T  X mit f(t; ) 2 C2(X ) fu¨r alle t 2 T
und f(; x) 2 C1(T ) fu¨r alle x 2 X . Diese Funktionen bilden den Denitionsbereich D(A) des
Operators, der im Weiteren mit D bzeichnet wird. Mit der oben genannten Transformation von
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u auf ~u 2 ~U := [−1; 1] ergibt sich daraus der folgende innitesimale Operator ~A
















fu¨r alle (t; x; ~u) 2 T  X  ~U und alle f 2 D .
Die Martingalformulierung fu¨r das Steuerungsproblem liefert damit die folgende Gleichung (2.16)
fu¨r alle f 2 D
Z
T X ~U









f(T; x)T (dx) : (2.16)
Dabei sind  das Ma auf [0; T )(0; 1) ~U und 0, 1 sowie T die Randmae fu¨r x = 0 ; x = 1
bzw. t = T = 1 . An diesen Ra¨ndern spielt die Steuerung ~u keine Rolle mehr, deshalb werden
0, 1 und T als eindimensionale Mae betrachtet, die jeweils bzgl. ~u u¨ber ~U aufintegriert
sind. Um nun eine Transformation von ~U auf das Einheitsintervall [0; 1] zu vermeiden, werden
im Weiteren, wie fu¨r das Benes{Hilborn{Problem, getrennte Mae − und + fu¨r ~u < 0 bzw.
~u  0 betrachtet. Bei den Momenten fu¨r diese Mae werden die Indizes 0, 1, T , − und +
wiederum geklammert und oben geschrieben.
Die Wahrscheinlichkeit dafu¨r, dass XT = 1 gilt, entspricht in diesem Modell der Wahrschein-
lichkeit, dass der Prozess fXtgtT im Zustand x = 1 absorbiert wird. Diese Wahrscheinlichkeit
ist gleich (1)0 , damit ergibt sich max 
(1)
0 als Zielfunktion fu¨r das lineare Programm.
Betrachtet man nur maximale Ordnungen M und N fu¨r die Momente in t bzw. x und schreibt
die Gleichungen (2.16) fu¨r die Testfunktionen fm;n(t; x) = tmxn fu¨r m  M und n  N mit















n fu¨r 1  m  M ; 2  n  N ;
bK
(+)

















n(n− 1)K2(−)0;n−2;2 + nbK(+)0;n−1;1 − nbK(−)0;n−1;1 + xn0
= (1)0 + 
(T )




0;0;1 − bK(−)0;0;1 + x0 = (1)0 + (T )1 und





Diese Gleichungen bilden, zusammen mit den eindimensionalen Hausdorbedingungen fu¨r die




j sowie den dreidimensionalen Hausdorbedingungen fu¨r die Varia-
blen (+)i;j;k und 
(−)
i;j;k, die Nebenbedingungen im linearen Programm. Die Hausdorbedingungen
werden bis zur Ordnung M in der Komponente t, bis zur Ordnung N in der Komponente x und
bis zur Ordnung L in der Komponente u beru¨cksichtigt.
2.3.2 Die exakte Lo¨sung und numerische Resultate fu¨r das lineare Programm
Fu¨r dieses Problem der Portfoliooptimierung sind fu¨r den Fall, dass die Steuerung ut nicht nach
unten oder oben beschra¨nkt ist, die optimale Wertfunktion v und eine optimale Steuerung ut
bekannt (vgl. [32] fu¨r eine disktrete Version und Theorem 2.6.4 in [27] fu¨r den stetigen Fall).
Satz 2.1 :








Eine optimale Steuerung ut ist
ut =
1p
T − t '(
−1(Xt )) fu¨r t < T ; (2.18)











fu¨r t < T
1 fu¨r t = T und WT + b T  −
p
T −1(x0)




erfu¨llt. Ferner ist '(x) = (
p
2)−1 e−x2=2 die Dichte der Normalverteilung und  die zugeho¨rige
Verteilungsfunktion.
Bemerkungen:
1. Die in Satz 2.1 angegebene optimale Steuerung ut ist strikt positiv. Sie verhindert die
Absorption des Wertprozesses Xt an den Punkten 0 und 1 vor dem Endzeitpunkt T = 1.
Zum Endzeitpunkt nimmt der Wertprozess dann allerdings nur die Werte 0 und 1 an.
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T − t −1 = 1 ), ist sie als reale Handelsstrategie jedoch ungeeignet.
Mit diesem Ergebnis ist man nun in der Lage, die Gu¨te der numerischen Resultate, die man
mit dem LP-Ansatz erha¨lt, zu u¨berpru¨fen. Dabei muss man allerdings beru¨cksichtigen, dass
wegen der Einschra¨nkung der Steuerung auf das Intervall [−K;K] fu¨r die Wertfunktion vK des
eingeschra¨nkten Problemes gilt
vK(x0)  v(x0) fu¨r alle x0 2 X : (2.20)
Die ersten numerischen Resultate sind fu¨r die Werte b = 0:25 und x0 = 0:5 ermittelt worden.
Zuna¨chst ist K = 1 . Die nachfolgende Tabelle 2.7 entha¨lt neben den Zielfunktionswerten auch
jeweils die Massen, die den Maen +, −, 0, 1 und T zugeordnet werden. Fu¨r dieses lineare
Programm erfolgt die Formulierung der Hausdobedingungen mit den Binomialkoezienten, um
die Zahl der Variablen und Nebenbedingungen zu reduzieren. Da die realisierbaren Ordnungen
L, M und N nicht sehr gro sind, spielen Stabilita¨tsprobleme an dieser Stelle auch nicht eine
solche Rolle wie bei eindimensionalen Problemen.









5 8 3 0.637898 1 0 0 0.637898 0.362102
7 7 7 0.608834 0.955567 0.0444328 0 0.608834 0.391166
8 8 7 0.606850 1 0 0 0.60685 0.39315
10 10 2 0.646428 1 0 0 0.646428 0.353572
Tabelle 2.7: Zielfunktionswerte und Massenverteilung fu¨r b = 0:25 , x0 = 0:5 , K = 1 und
verschiedene Ordnungen M; N und L
Die Rechnung fu¨r M = 8 , N = 8 und L = 7 beno¨tigt auf einer SUN Ultra 60 ca. 255
Minuten CPU-Zeit, ho¨here Werte fu¨r alle drei Ordnungen gleichzeitig sind nicht mehr in weni-
ger als 24 Stunden CPU-Zeit realisierbar. Fu¨r die optimale Steuerung ergibt sich mit Satz 2.1
v(x0) = (−1(0:5)+0:25) = (0:5)  0:5987 als optimaler Zielfunktionswert bei unbeschra¨nk-
ter Steuerung. Die obigen Werte liegen z.T. verha¨ltnisma¨ig dicht an diesem Wert. Es mu¨ssen
jedoch die Ungleichung (2.20) und die Tatsache beru¨cksichtigt werden, dass zuna¨chst nicht be-
kannt ist, wie gro die Dierenz v(0:5) − v1(0:5) ist.
Wegen der positiven Drift b und des Zielkriteriums kann eigentlich davon ausgegangen werden,
dass die Steuerung u nur nichtnegative Werte annehmen kann. Daher u¨berrascht es zuna¨chst,
dass nicht fu¨r alle Ordnungen (−)0;0;0 gleich Null ist. Das erkla¨rt sich aber an dieser Stelle aufgrund
der Tatsache, dass die der Steuerung ~u = 0 zugeho¨rige Masse sowohl dem Ma − als auch
dem Ma + zugeordnet werden kann. Die nachfolgende Tabelle 2.8 zeigt die Ergebnisse der
Rechnungen wenn man das Ma − in der Modellierung nicht beru¨cksichtigt, d.h. von vornherein
~u 2 [0;K] voraussetzt. Die Ergebnisse simmen mit denen aus Tabelle 2.7 u¨berein, d.h. die
Forderung u  0 stellt hier keine Einschra¨nkung dar. Wegen der geringeren Zahl von Variablen
und der etwas geringeren Rechenzeit werden alle weiteren Rechnungen mit dieser zusa¨tzlichen
Bedingung durchgefu¨hrt.
Eine weitere denkbare Mo¨glichkeit ist es, die Ordnungen in den eindimensionalen Hausdorbe-
dingungen fu¨r die Mae 0, 1 und T zu erho¨hen. Damit erha¨lt man nur geringfu¨gig gro¨ere
98







5 8 3 0.637898 1 0 0.637898 0.362102
7 7 7 0.608834 1 0 0.608834 0.391166
8 8 7 0.606850 1 0 0.60685 0.39315
10 10 2 0.646428 1 0 0.646429 0.353571
Tabelle 2.8: Zielfunktionswerte und Massenverteilung fu¨r b = 0:25 , x0 = 0:5 , K = 1 und
verschiedene Ordnungen M; N und L bei nichtnegativer Steuerung ~u
lineare Programme. Obwohl die Zielfunktion lediglich ein Moment des Maes 1 entha¨lt, fu¨hrt
diese Erho¨hung jedoch nicht zu einer Verkleinerung des optimalen Zielfunktionswertes.
Nun sind zwei Fragen von Interesse, und zwar, ob die Anwendung der Ru¨cktransformation
R(M;N;L) auf die Zahlen f(+)m;n;lgmM; nN; lL irgendwelche Ru¨ckschlu¨sse auf die Steuerung ~ut
zula¨sst und wie sich die Vergro¨erung von K auf die optimalen Zielfunktionswerte auswirkt.
In den na¨chsten beiden Tabellen 2.9 und 2.10 sind fu¨r die Rechnung aus der 2. Zeile in Tabelle
2.8 die Werte der Ru¨cktransformation R(7;7;7)((+))m;n;l in Ausschnitten angegeben, und zwar
fu¨r die festen Zeiten t = 0 , d.h. m = 0 in Tabelle 2.9 und t = 3=7 , d.h. m = 3 in Tabelle 2.10.
Die Zeilen sind dabei der Komponente n, d.h. den x{Werten und die Spalten der Komponente l
bzw. der Steuerung ~u zuzuordnen.
0 1 2 3 4 5 6 7
0 0 0 0 0.00328601 0 0 0 0
1 0 0 0 0.00199837 0.0104836 0 0 0
2 0 0 0 0 0.0161681 0 0 0
3 0 0 0 0 0.0272083 0 0 0
4 0 0 0 0 0.0260391 0 0 0
5 0 0 0 0 0.0189465 0 0 0
6 0 0 0 0.0172424 0 0 0 0
7 0 0 0.0026393 0 0 0 0 0
Tabelle 2.9: Ru¨cktransformation R(7;7;7)((+))m;n;l fu¨r m = 0
Man kann hier nun zumindest eine grobe Vorstellung von der Steuerung ~ut bekommen, und zwar
wird in der Mitte des Intervalls X = [0; 1] eine gro¨ere Steuerung gewa¨hlt als am Rand. Auch
fu¨r andere Werte von m ergibt sich ein a¨hnliches Bild, wobei auch dort an einigen Stellen analog
zur 2. Zeile in Tabelle 2.9 nicht unmittelbar auf eine stationa¨re Steuerung ~ut geschlossen werden
kann, da fu¨r mehrere ~u{Werte Masse zugeordnet wird.
In der folgenden Tabelle 2.11 sind nun fu¨r verschiedene obere Schranken K die optimalen Ziel-
funktionswerte und die Massenverteilung auf die einzelnen Mae angegeben. Fu¨r die Steuerung
~ut wurde dabei weiterhin ~ut  0 vorausgesetzt.
Fu¨r dieses Beispiel scheitert der LP-Ansatz. Fu¨r gro¨ere Werte von K bilden sa¨mtliche Glei-
chungsbedingungen, die sich fu¨r die Testfunktionen aus der Gleichung (2.16) ergeben, keine
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0 1 2 3 4 5 6 7
0 0 0 0 0.0421439 0 0 0 0
1 0 0 0 0 0.00412092 0 0 0
2 0 0 0 0 0 0 0.0186138 0
3 0 0 0 0 0 0 0.00560734 0
4 0 0 0 0 0 0 0.0121671 0
5 0 0 0 0 0 0.0190935 0 0
6 0 0 0 0 0.0133624 0 0 0
7 0 0 0 0.0444822 0 0 0 0
Tabelle 2.10: Ru¨cktransformation R(7;7;7)((+))m;n;l fu¨r m = 3







5 0.710639 1 0 0.710639 0.289361
10 0.866160 1 0 0.866161 0.133839
20 1 0.699963 0 1 0
100 1 0.139321 0 1 0
Tabelle 2.11: Zielfunktionswerte und Massenverteilung fu¨r b = 0:25 , x0 = 0:5 , M = 7 , N = 7 ,
L = 7 und verschiedene Grenzen K bei nichtnegativer Steuerung ~ut
Einschra¨nkung bzgl. des Zielfunktionals (1)0 . Der Zielfunktionswert von 1 wird allein durch die




0 = 1 bestimmt. Aus der Lo¨sung des linearen Programmes fu¨r
K = 20 und K = 100 mu¨sste man folgern, dass es eine optimale Strategie gibt, mit deren Hilfe
man das Niveau 1 mit Wahrscheinlichkeit 1 erreicht. Eine solche Strategie gibt es jedoch nicht.
Auch der Versuch, durch eine Unterteilung von EU zu besseren Ergebnissen zu gelangen, bleibt
erfolglos. Das erste Problem ist, dass die Ru¨cktransformation keine brauchbare Information
u¨ber eine gu¨nstige Unterteilung liefert. Das zweite Problem besteht darin, dass auch bei einer
willku¨rlichen Wahl einer Unterteilung stets ein Wert K gefunden werden kann, so dass fu¨r alle
gro¨eren Werte der optimale Zielfunktionswert im linearen Programm Eins ist.
An dieser Stelle kommen mehrere Probleme zusammen. Zuna¨chst hat man es hier mit einem drei-
dimensionalen Problem zu tun, fu¨r das man die Ordnungen der Momente nicht besonders gro
wa¨hlen kann. Dann ist fu¨r dieses Beispiel die optimale Steuerung ut fu¨r t dicht bei T sehr sensitiv,
so dass man sehr groe Schwierigkeiten haben wird, den Tra¨ger von (+) zu identizieren. Und
schlielich hat man bei allen Steuerungproblemen die Situation, dass die Testfunktionen f auf E
deniert sind, und damit stets von kleinerer Dimension als der Raum EU sind. Damit lassen
sich nur deutlich weniger Gleichungsnebenbedingungen formulieren als fu¨r ein Stoppproblem mit
der Dimension von E  U .
Zusammenfassend kann man sagen, dass der LP-Ansatz sich auch auf eine Reihe von Steue-
rungsproblemen u¨bertragen la¨sst. Die Resultate, die man mit den linearen Programmen erha¨lt,
sind jedoch mit groer Vorsicht zu betrachten. Sie ko¨nnen sehr genau und korrekt sein und die
Identikation der optimalen Steuerung ermo¨glichen wie fu¨r das modizierte Benes{Hilborn Pro-
blem mit   5:55471 . Es gibt Fa¨lle, noch wo brauchbare Na¨herungen fu¨r die Wertfunktion v
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gewonnen werden ko¨nnen, die Steuerung aber nicht mehr sicher identiziert werden kann. Dafu¨r
ist das modizierte Benes{Hilborn Problem mit  > 5:55471 ein Beispiel. Und zuletzt gibt es
Situationen, in denen die Ergebnisse vo¨llig unbrauchbar sind.
Es empehlt sich also nicht, alleine den LP-Ansatz zur Lo¨sung eines stochastischen Steuerungs-
problemes heranzuziehen. Vielmehr sollte er in Kombination mit anderen Lo¨sungsverfahren oder
zur Verikation einer optimalen Steuerung genutzt werden. Im U¨brigen treen auch hier viele
der Schlussbemerkungen zu Stoppproblemen aus dem Abschnitt 1.8 zu.
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Anhang A
AMPL-Files fu¨r die Verfeinerung des
Einfu¨hrungsbeispieles
Hinweis: Die Bezeichnungen in den Quellles stimmen nicht in allen Fa¨llen mit den Bezeich-





# Stop-Problem auf [0,1]
# Stand: 13.6.00
#
# Es wird an A Punkten geteilt. Es werden die Hausdorffbedingungen mit
# iterierten Differenzen verwendet
#
#
# 1. Hier werden die Standardwerte fuer die Modellparameter festgelegt
#
param A default 3 ; # Anzahl der echten Teilungspunkte
param N default 20 ; # hoechstes Moment in Gleichungsnebenbedingungen
param N1 default 20 ; # hoechstes Moment in Hausdorffbedingungen N1<=N
param M default 20 ; # Ordnung der Ruecktransformation M<=N
param x0 default 0.3 ; # Startpunkt des Prozesses
param r {0..A+1} ; # Werte der Teilungspunkte
# (werden im DAT-File uebergeben)
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param ind {k in 1..A+1} # Indikator ueber Lage des Startpunktes
:=
if (r[k-1] <= x0 and x0 < r[k]) then 1 else 0 ;
# Definition der Binomialkoeffizienten:
param bin {n in 0..N, k in 0..n} :=
(if (k=0 or k=n) then 1 else bin[n-1,k] + bin[n-1,k-1]) ;
#
# 2. Hier werden die einzelnen Mengen definiert
#
set I := 0..N ; # Index i bezeichnet die Momente
set I2 := 2..N ; #
set K := 1..A+1 ; # Index k bezeichnet die Nummer des Teilintervalls
#
# 3. Hier werden die Variablen definiert
#
# 3.1. m[0,i] bezeichnet das i-te Moment des Aufenthaltsmaszes auf dem
# Intervall [0,1]:
var m {0..N-2, 0..N-2} ;
# 3.2. n[i,k] bezeichnet das i-te Moment der Verteilung auf dem
# Intervall [r[k-1],r[k]] zum Stopzeitpunkt.
# Als Startwerte fuer n sind die Werte gewaehlt, die einer
# "Sofort Stoppen" - Strategie entsprechen:
var n {i in I, k in K}
:= ind[k]*x0^i ;
# 3.3. ns[0,i,k] bezeichnet das i-te Moment der vom Intervall
# [r[k-1],r[k]] auf [0,1] transformierten Verteilung:
var ns {j in I, i in I, k in K} ;
#
# 4. Hier ist die Zielfunktion
#
maximize perform_index:
sum{k in K} (n[0,k] - 9*n[1,k] + 59*n[2,k] - 100*n[3,k] + 50*n[4,k]) ;
#
# 5. Hier beginnen die Nebenbedingungen
#
103
# 5.1. Zusammenhang von ns[.,.] und n[.,.]
subject to transf {i in I, k in K}:
ns[0,i,k] = (1/(r[k]-r[k-1])^i)*
(sum {i1 in 0..i} (n[i1,k]*(-r[k-1])^(i-i1)*bin[i,i1])) ;
# 5.2. Das Masz zum Stopzeitpunkt ist ein Wahrscheinlichkeitsmasz
subject to probability:
sum {k in K} n[0,k] = 1 ;
# 5.3. Definition der iterierten Differenzen
subject to diff_m {i in 1..N-2, j in 0..(N-2-i) }:
m[i,j] = m[i-1,j+1] - m[i-1,j] ;
subject to diff_ns {i in 1..N, j in 0..(N-i), k in K }:
ns[i,j,k] = ns[i-1,j+1,k] - ns[i-1,j,k] ;
# 5.4. Hausdorffbedingungen
subject to diffineq_m_b {i in 0..N1-2 ,j in 0..(N1-2-i)}:
(-1)^i * m[i,j] >= 0 ;
subject to diffineq_ns_b {i in I,j in 0..(N1-i), k in K}:
(-1)^i * ns[i,j,k] >= 0 ;
# 5.5. Diese Gleichungen beschreiben die Entwicklung des Prozesses
subject to prozess {i in I2}:
(sum{k in K} n[i,k]) - (i*(i-1)/2)*m[0,i-2] = x0^i ;
subject to prozess_1:
sum{k in K} n[1,k] = x0 ;
Das Daten-File
Im Datenle werden die Teilungspunkte si ; (1  i  m + 1) (hier r) u¨bergeben. Dabei sind
die vera¨nderten Indizes zu beru¨cksichtigen. Die im AMPL-Modellle verwendete Variable A















# Stop-Problem fuer Zinsprozess auf [r,1] mit zusaetzlichen Testfunktionen
# Stand: 10.10.00
#
# Es wird an A Punkten geteilt. Der erste echte Teilungspunkt muss dabei dem
# linken Rand r_1 entsprechen. Fuer das Intervall [0,r_1) wird verlangt, dass
# dort keine Masse liegt. Es werden die Teilmasze fuer das Aufenthaltsmasz
# und das Stoppmasz betrachtet.
#
# Es werden die Hausdorffbedingungen mit iterierten Differenzen verwendet.
#
#
# 1. Hier werden die Standardwerte fuer die Modellparameter festgelegt
#
param A default 4 ; # Anzahl der echten Teilungspunkte
param N default 20 ; # hoechstes Moment in Gleichungsnebenbedingungen
param N1 default 20 ; # hoechstes Moment in Haussdorffbedingungen N1<=N
param M default 20 ; # Ordnung der Ruecktransformation M<=N
param x0 default 0.3 ; # Startpunkt des Prozesses
param r {0..A+1} ; # Werte der Teilungspunkte
# (werden im DAT-File uebergeben)
param b default -1 ;
param a default 1 ; # Driftparameter ( a > 0 )
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param sig default 1 ; # Diffusionsparameter ( sig > 0 )
param ind {k in 1..A+1} # Indikator ueber Lage des Startpunktes
:=
if (r[k-1] <= x0 and x0 < r[k]) then 1 else 0 ;
param ind1 {k in 1..A+1} # weiterer Indikator ueber Lage des Startpunktes
:=
if (r[k-1] <= x0) then 1 else 0 ;
# Definition der Binomialkoeffizienten:
param bin {n in 0..N, k in 0..n} :=
(if (k=0 or k=n) then 1 else bin[n-1,k] + bin[n-1,k-1]) ;
#
# 2. Hier werden die einzelnen Mengen definiert
#
set I := 0..N ; # Index i bezeichnet die Momente
set I2 := 2..N ;
set K := 1..A+1 ; # Index k bezeichnet die Nummer des Teilintervalls
#
# 3. Hier werden die Variablen definiert
#
# 3.1. m[i,k] bezeichnet das i-te Moment des Aufenthaltsmaszes auf dem
# Intervall [r[k-1],r[k]]:
var m {I,K} ;
# 3.2. ms[0,i,k] bezeichnet das i-te Moment der vom Intervall
# [r[k-1],r[k]] auf [0,1] transformierten Verteilung.
var ms {I,I,K} ;
# 3.3. n[i,k] bezeichnet das i-te Moment der Verteilung auf dem
# Intervall [r[k-1],r[k]] zum Stopzeitpunkt:
# Als Startwert fuer n sind die Werte gewaehlt, die einer
# "Sofort Stoppen" - Strategie entsprechen:
var n {i in I, k in K} := ind[k]*x0^i ;
# 3.4. ns[0,i,k] bezeichnet das i-te Moment der vom Intervall
# [r[k-1],r[k]] auf [0,1] transformierten Verteilung.
var ns {I,I,K} ;
106
#
# 4. Hier ist die Zielfunktion
#
maximize perform_index:
sum{k in K} (n[2,k] - n[3,k]) ;
#
# 5. Hier beginnen die Nebenbedingungen
#
# 5.1. Zusammenhang von ns[.,.,.] und n[.,.]
subject to transf_n {i in I, k in K}:
ns[0,i,k] = (1/(r[k]-r[k-1])^i)*
(sum {i1 in 0..i} (n[i1,k]*(-r[k-1])^(i-i1)*bin[i,i1])) ;
# 5.2. Zusammenhang von ms[.,.,.] und m[.,.]
subject to transf_m {i in I, k in K}:
ms[0,i,k] = (1/(r[k]-r[k-1])^i)*
(sum {i1 in 0..i} (m[i1,k]*(-r[k-1])^(i-i1)*bin[i,i1])) ;
# 5.3. Das Masz zum Stopzeitpunkt ist ein Wahrscheinlichkeitsmasz
subject to probability:
sum {k in K} n[0,k] = 1 ;
# 5.4. Definition der iterierten Differenzen
subject to diff_ms {i in 1..N, j in 0..(N-i), k in K}:
ms[i,j,k] = ms[i-1,j+1,k] - ms[i-1,j,k] ;
subject to diff_ns {i in 1..N, j in 0..(N-i), k in K}:
ns[i,j,k] = ns[i-1,j+1,k] - ns[i-1,j,k] ;
# 5.5. Haussdorffbedingungen
subject to diffineq_m_b {i in 0..N1,j in 0..(N1-i), k in K}:
(-1)^i * ms[i,j,k] >= 0 ;
subject to diffineq_ns_b {i in 0..N1,j in 0..(N1-i), k in K}:
(-1)^i * ns[i,j,k] >= 0 ;
# 5.6. Diese Gleichungen beschreiben die Entwicklung des Prozesses
subject to prozess {i in I2}:
(sum{k in K} n[i,k]) - (sum{k in K} (sig^2*i*(i-1)/2)*m[i-1,k])
+ (sum{k in K} b*i*m[i,k]) - (sum{k in K} a*i*m[i-1,k]) = x0^i ;
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subject to prozess_1:
(sum{k in K} n[1,k]) + (sum{k in K} b*m[1,k]) -
(sum{k in K} a*m[0,k]) = x0 ;
subject to prozessmod {i in 3..N, l in 2..A}:
sum{j in 0..i}(bin[i,j]*(-r[l])^(i-j)*(sum{k in l+1..A+1} n[j,k]))
- (sig^2*i*(i-1)/2)*sum{j in 0..i-2}
(bin[i-2,j]*(-r[l])^(i-2-j)*(sum{k in l+1..A+1} m[j+1,k])) +
b*i*sum{j in 0..i-1}
(bin[i-1,j]*(-r[l])^(i-1-j)*(sum{k in l+1..A+1} m[j+1,k])) -
a*i*sum{j in 0..i-1}
(bin[i-1,j]*(-r[l])^(i-1-j)*(sum{k in l+1..A+1} m[j,k]))
= ind1[l+1]*(x0-r[l])^i ;
# 5.7. Vor dem ersten Teilungspunkt liegt keine Masse
subject to links_n {i in I}:
n[i,1] = 0 ;
subject to links_m {i in I}:
m[i,1] = 0 ;
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Anhang C
MATLAB-File zur Lo¨sung des
Neumannproblems
Dieser Anhang entha¨lt das MATLAB-File fu¨r die Lo¨sung des zweidimensionalen Neumannpro-
blems aus Abschnitt 1.8.1 mit der PDE-Toolbox.
Bemerkung : An die im nachfolgenden Quelltext mit den Zeichen \\ endenden Zeilen muss im
MATLAB-Quelltext die nachfolgende Zeile ohne Zwischenraum und unter Weglassung der Zei-
chen \\ angefu¨gt werden. Die Trennung erfolgt hier nur aus Platzgru¨nden und hat in MATLAB











% Beschreibung des Randbereiches:



































% Koeffizienten der partiellen Differentialgleichung:
pdeseteq(1,'1','0.0','0.0','1.0','0:10','0.0','0.0','[0 100]')
setuprop(pde_fig,'currparam',['1 ';'0.0';'0.0';'1.0'])
% Parameter fuer die Loesung und die Grafiken:
setuprop(pde_fig,'solveparam',str2mat('0','1908','10','pdeadworst',...
'0.5','longest','0','1E-4','','fixed','Inf'))
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