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Trigonal curves and Galois Spin(8)-bundles
W.M. Oxbury and S. Ramanan
The group Spin(8) occupies a special position among the complex simple Lie groups, in
having outer automorphism group S3 and an appealing Dynkin diagram:
V
◦
◦ S+/
◦∖
◦ S−
The outer nodes are dual to three fundamental 8-dimensional representations, the standard
representation V on which the group acts via the double cover Spin(8)→ SO(8), and the half-
spinor representations S±. These spaces are permuted by the action of S3, and between any
two there is a Clifford multiplication to the third. It is possible to identify all three spaces with
the complex Cayley algebra O, and Clifford multiplication with multiplication of octonions.
In this sense Spin(8) is a member of the ‘exceptional’ club, and is closely related to the other
exceptional groups G2 = Aut O, F4, E6 etc.
In this paper we study the moduli of principal holomorphic Spin(8)-bundles over an algebraic
curve. However, in order to exploit triality, and to obtain a moduli space with particularly nice
properties, we impose some additional constraints on our bundles. We suppose that X is an
algebraic curve with an S3-action. The group S3 then acts in two ways on Spin(8)-bundles over
a curve: by pull-back under the action on X , and by the triality action on the structure group.
We call a Spin(8)-bundle Galois if these two actions coincide, that is, if it is a fixed point of
the group action
F 7→ u∗F u, u ∈ S3,
on the moduli varietyMX(Spin(8)) of (semistable) Spin(8)-bundles. We denote the fixed-point
set by FX ⊂ MX(Spin(8)), and distinguish the subvariety of FX consisting of bundles which
admit a lift of the S3-action (see Lemma 2.2.2 for the precise notion). This subvariety has a
partial desingularisation NX parametrising pairs (F,Λ) where F ∈ FX and Λ is an S3-lift, or
more precisely a splitting Λ : S3 → GF of the Mumford group associated to F (see Definition
2.2.3). NX is the main object of interest of this paper.
In §3 we compute the tangent spaces at stable points and the semistable boundary of NX
(see 3.1.3 and 3.2.1). The best situation, to which we mainly restrict ourselves, is where the
1
quotient X/S3 is isomorphic to P
1, and in this case we show that NX is smooth at stable
Galois bundles and that the locus of nonstable bundles can be identified with the moduli space
SUX/σ(2) of rank 2, trivial determinant vector bundles on the quotient of X by the involution
σ ∈ S3 which exchanges the spinor representations (see 1.1.1 for notation). Both properties
are in marked contrast toMX(Spin(8)) itself, whose semistable boundary is more complicated
to describe and whose stable points are not necessarily smooth but may have finite quotient
singularities.
The condition X/S3 ∼= P1 just means that X = G(C) is the Galois closure over P1 of the
trigonal curve C = X/σ, and conversely one can construct NX starting from any (non-cyclic)
trigonal curve C
3:1
−→ P1. Indeed, this was precisely our motivation for the construction, and we
shift attention to the trigonal point of view in §4. The curve X = G(C) is a branched double
cover of C; we write NC = NX ; and the main result of the paper is the following:
Theorem 4.2.2. Given a (non-cyclic) trigonal curve C
3:1
−→ P1 there exists a projective moduli
spaceNC (parametrising Galois Spin(8)-bundles on G(C)) which admits an inclusion SUC(2) →֒
NC such that NC is smooth and of dimension 7g − 14 away from the image of SUC(2).
(Cyclic trigonal curves need to be treated separately as the Galois group is Z/3 rather than
S3, and although many of the computations work well here—and we expect that the above
theorem remains true—we confine ourselves to brief remarks on this case at various points—see
the end of §2.3.)
The moduli space SUC(2) rank 2 semistable vector bundles with trivial determinant is an
object of considerable interest. As well as containing the Jacobian Kummer as its singular locus,
a fundamental geometric feature is the so-called Schottky configuration of Prym Kummers. (See
for example [7], [12].) That is, the group JC [2] of 2-torsion points in the Jacobian acts on SUC(2)
by tensor product; the fixed-point set of an element η ∈ JC [2] is a pair of (isomorphic) Kummer
varieties (Pη/±)∪ (P
−
η /±) of dimension g− 1. Pη is the Prym variety of the unramified double
cover Cη → C corresponding to η, and the map Pη∪P−η → SUC(2) is (up to a choice of η
1
2 ) the
direct image of line bundles from Cη. The incidence relations among these Kummer varieties
as η varies, interpreted via the embedding SUC(2) →֒ |2Θ| (where Θ is the Riemann theta
divisor in the Jacobian) correspond precisely to the Schottky-Jung-Donagi identities among
the thetanulls of JC and the Pryms.
It turns out that when C is trigonal the Schottky configuration too has a ‘fattening’ in the
moduli space NC . By a beautiful and well-known construction of Recillas [18], each trigonal
Prym Pη is isomorphic as a principally polarised abelian variety to the Jacobian of a tetragonal
curve Rη
4:1
−→ P1. Thus a trigonal Schottky configuration consists of Jacobian Kummers JRη/±.
Each of these is also the singular locus of a moduli space of bundles SURη(2). We shall show:
Theorem 5.4.3. Given a trigonal curve C and a nonzero 2-torsion point η ∈ JC [2] there exists
2
(up to a choice of η
1
2 ) a natural map SURη (2) →֒ NC for which the following diagram commutes:
Pη →˜ JRη → SURη (2)
↓ ↓
SUC(2) →֒ NC .
One can view the right-hand side of this diagram, as η varies, as a nonabelian Schottky
configuration singular along the classical Schottky configuration on the left-hand side.
Finally, we wish to add a word about the motivation for these constructions. Originally,
this was our interest the projective embedding (see [2], [6]; we assume C is nonhyperelliptic
unless g = 2)
φ : SUC(2)→ |2Θ| = P
2g−1.
It is well-known that for g = 2 the map φ is an isomorphism SUC(2) →˜ P3 (see [11]); and that
for g = 3 (see [13]) the image φ(SUC(2)) ⊂ P
7 is the unique Heisenberg-invariant quartic—the
Coble quartic—singular along the Kummer variety JC/± ⊂ |2Θ|. When g = 4 it was shown
in [15] that in |2Θ| = P15 there exists a unique Heisenberg-invariant quartic singular along the
image φ(SUC(2)). It was shown, moreover, that the fixed-point set of η ∈ JC [2] in this quartic
is a pair of Coble quartics SURη(2) of the corresponding Recillas curve. However, the questions
remained open: what is this 14-dimensional quartic as a moduli space?, and is its singular locus
equal to SUC(2)?
The crucial point here is that a general curve of genus 4 is trigonal (in two ways. However,
by Torelli’s theorem Rη is independent of the choice of trigonal structure). In view of the results
of the present paper it is natural to expect that the genus 4 quartic in P15 is NC . We hope to
pursue this question in a sequel.
Acknowledgments: The first author wishes to thank TIFR, Mumbai for its hospitality during a
visit in July 1998 when much of this work was carried out. We are also grateful to Steve Wilson
for pointing out Lemma 2.2.4. In writing this paper the authors were partially supported by
EPSRC grants GR/M03924 and GR/M36663.
1 Spin(8) and triality
We begin by recalling the triality story for Spin(8) from various points of view. Roughly, §1.1
will be used in the discussion of Galois bundles of section 2; §1.2 and §1.3 are needed for the
discussion of stability in section 3; and §1.4 will be used in the computation of the dimension
of the moduli space in section 4.
1.1 The group Spin(8)
We shall always denote by V ∼= C2n the standard orthogonal representation of Spin(2n), and
by S± ∼= C2
n−1
its half-spinor representations. We shall denote by q the quadratic form on V ;
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if we fix a decomposition V = N⊕N∨, where N and N∨ are maximal isotropic subspaces, dual
via q, then by definition
S+ =
∧evenN, S− = ∧oddN.(1)
We need to recall some facts about S± (see [4]). Start with the bilinear pairing
r :
∧
N ⊗
∧
N →
∧nN ∼= C
s⊗ t 7→ (β(s) ∧ t)n
where β is the principal anti-involution of
∧
N , i.e. it is the identity on N and reverses
multiplication; and where ()n denotes the component of top degree. When n is odd this form
vanishes on each of S± and induces a nondegenerate pairing r : S+ ⊗ S− → C. When n is
even it restricts to a nondegenerate pairing on each of S±, which is symmetric precisely when
n ≡ 0(4).
We shall be concerned with the case n = 4; here the pairing r determines quadratic forms
q± on the spinor spaces S±. Moreover, these determine an embedding (in fact the projection
into the product of any two factors is still an embedding)
Spin(8) →֒ SO(V )× SO(S+)× SO(S−).(2)
There is a well-known triality relationship among the three orthogonal factors here. Spin(8)
has outer automorphism group S3, and we shall recall explicitly how S3 acts on Spin(8), or
more precisely how to split the sequence
1→ Inn Spin(8)→ Aut Spin(8)→ S3 → 1.
1.1.1 Notation. We shall use, here and in later sections, generators σ = (23) and τ = (123) ∈
S3; thus σ should interchange S
±, as an involution of Spin(8); while στ : V ↔ S+ and
στ 2 : V ↔ S−.
Choose unit vectors v0 ∈ V , s0 ∈ S+ and t0 = v0 · s0 ∈ S−. Given these choices we let S3
act on the vector space V ⊕S+⊕S− as follows. σ acts by reflection of V in v⊥0 and by Clifford
multiplication v0 : S
+ ↔ S−. Similarly the group elements στ and στ 2 are represented by s0
and t0 respectively.
Given these choices we shall denote the resulting representation by
ρ : S3 → O(V ⊕ S
+ ⊕ S−).
This intertwines an S3-action on Spin(8) by g 7→ g
u := ρ(u)−1gρ(u) for u ∈ S3 and g ∈
Spin(8) ⊂ O(V ⊕ S+ ⊕ S−). Note that the subgroup of O(V ⊕ S+ ⊕ S−) generated by the
images of S3 and Spin(8) is isomorphic to the semi-direct product Spin(8) ⋊ S3. We note for
later use that the group law on Spin(8)⋊ S3 is
(g, u)(h, v) = (ghu, uv) u, v ∈ S3 g, h ∈ Spin(8).(3)
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In view of triality, there is a multiplication map S+ ⊗ S− → V permuted by S3 with the
Clifford multiplications V ⊗ S± → S∓. This can be described in terms of a trilinear form:
c : V ⊗ S+ ⊗ S− → C
v ⊗ s⊗ t 7→ q−(v · s, t) = q+(v · t, s) def= q(s · t, v).
(4)
The first equation is easily checked; the second defines the Clifford multiplication by:
S+ ⊗ S−
c
−→ V ∨
.ց ↓ q
V
1.1.2 Remark. One can use the three Clifford multiplications to define a commutative algebra
structure on V ⊕ S+ ⊕ S− by taking the product of two vectors in the same summand to be
zero. The resulting algebra, called the Chevalley algebra, is an example of a vertex operator
algebra. (See [5].)
1.1.3 Lemma. The orthogonal action ρ : S3 → O(V ⊕ S+ ⊕ S−) preserves the cubic form
induced by the trilinear form c, and hence also the Chevalley algebra structure, and determines
an S3-action on Spin(8) as above. Moreover, every splitting S3 → Aut Spin(8) arises in this
way.
1.1.4 Remark. Given the above choices V acquires an algebra structure
V × V → S+ × S−
·
−→ V
(u, v) 7→ (t0 · u, s0 · v)
It is well-known (and will follow from Remark 1.2.2 below) that this is precisely the (complex)
Cayley algebra V ∼= O with centre 〈v0〉. One deduces from this fact a characterisation of the
image of (2):
Spin(8) = {(a, b, c) ∈ SO(O)× SO(O)× SO(O) | a(u)b(v) = c(uv) ∀ u, v ∈ O}.(5)
In this language the triality action is given by σ : (a, b, c) 7→ (a′, c′, b′) and τ : (a, b, c) 7→ (b′, c, a′)
where a′(u) = a(u).
1.1.5 Lemma. For an isotropic subspace U ⊂ V and an involution g ∈ S3 not preserving V ,
consider the Clifford multiplication maps:
µ : U ⊗ U
id⊗g
−→ V ⊗ S±
·
−→ S∓
If dimU = 1 then µ = 0, and if dimU = 2 then rank µ ≤ 1.
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Proof. Suppose first that dimU = 1. Identifying V, S+, S− with O as in Remark 1.1.4 the
map µ becomes x ⊗ x 7→ xx = ‖x‖ = 0. (See also Remark 1.2.2). If dimU = 2 then the
symmetric tensors S2U ⊂ U ⊗ U are spanned by squares, and so are contained in kernel of µ.
This shows that rank µ ≤ 1. ✷
Finally, note that the centre of Spin(8) is Z(Spin(8)) = Z/2×Z/2, consisting of the matrices
of 8× 8 blocks:
 1 1
1

 ,

 1 −1
−1

 ,

−1 1
−1

 ,

−1 −1
1

 .
1.2 Triality in terms of 2× 2 matrices
We can always split V = C8, as an orthogonal space, into a direct sum of orthogonal C4s. In
turn C4 can be identified with Hom(A,B) where A,B ∼= C2, with orthogonal structure given
by the determinant (geometrically, every smooth complex quadric surface is the Segre P1×P1).
The spaces A∨ and B are then the spinor representations, where Spin(4) = SL(2) × SL(2).
We can view this as saying that A,B carry fixed (complex) orientations λA :
∧2A →˜ C and
λB :
∧2B →˜ C.
Let us generalise this situation for a moment. Suppose that A,B ∼= Cn and are each
equipped with a fixed orientation. Then any u ∈ Hom(A,B) has an adjugate homomorphism
u ∈ Hom(B,A). This is just the transpose of the composition
A∨
λA−→
∧n−1A ∧n−1 u−→ ∧n−1B λB−→ B∨,
and with respect to chosen bases is given by the transpose matrix of signed cofactors of the
matrix representing u. Adjugacy is therefore a natural birational involution Hom(A,B) ↔
Hom(B,A) for oriented vector spaces; when n = 2 it is a linear involution. (The reader may
care to consider the next case n = 3: projectively the map blows up the Segre P2 × P2 and
contracts secant lines down to the dual Segre fourfold.)
In the case n = 2 the determinant of a map between oriented spaces can be interpreted as
a quadratic form det : Hom(A,B)→ C whose polarisation is the symmetric bilinear form
〈u, v〉 =
1
2
trace uv, u, v ∈ Hom(A,B).
We now return to our 8-dimensional orthogonal space, which we shall decompose as
V = Hom(A,B)⊕ Hom(C,D)
where A,B,C,D are oriented C2s. It follows from Lemma 2.1.1, and the identifications A →˜ A∨
etc given by the orientations, that the spinor spaces are
S+ = Hom(B,C)⊕ Hom(A,D),
S− = Hom(C,A)⊕ Hom(B,D).
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It is straightforward to calculate the Clifford multiplication maps: we shall take on V the
quadratic form (a, b) 7→ det a− det b. One then finds:
V ⊗ S+ → S−
(a, b)⊗ (x, y) 7→ (a x+ yb, bx+ ya)
with similar expressions for the other two maps. (The rule is: for each of the two Hom sum-
mands, simply add the only possible composites, allowing adjugates, so that the expression is
well-defined.)
1.2.1 Remark. The orientations on the spaces A,B,C,D induce identifications
∧8 V ∼=∧8 S+ ∼= ∧8 S−, so the determinant of each Clifford multiplication map is a well-defined scalar.
For each pair of 2× 2 matrices (a, b) ∈ V = Hom(A,B)⊕Hom(C,D) one finds that the linear
map ma,b : S
+ → S− satisfies:
detma,b = −(det a− det b)
4.
This corresponds to the fact that the rank drops by 4 if det a = det b, i.e. if (a, b) ∈ V is
isotropic. One can check this directly (e.g. using Maple) by Gauss-Jordan elimination.
1.2.2 Remark. If we fix unimodular isomorphisms A →˜ B →˜ C →˜ D we obtain a natural
choice of unit vectors v0 = (1, 0) ∈ V , s0 = (1, 0) ∈ S+, t0 = (1, 0) ∈ S−. (Note that t0 = v0s0
under the Clifford multiplication above.) With this choice the algebra structure of Remark
1.1.4 becomes:
V × V → V
(a, b)(c, d) 7→ (ac+ db, da+ bc).
On the other hand, the chosen isomorphisms identify V = End A ⊕ End A where End A ∼=
Mat2(C) ∼= H⊗RC, the complexification of the quaternions. Moreover, quaternionic conjugation
is precisely the map which sends a matrix to its adjugate. It follows that the above algebra
structure on V is exactly the (split) Cayley-Dickson process applied to H⊗R C (see [8] pp.105–
106), i.e. identifies V with O.
1.3 6-dimensional quadrics
Let Q ⊂ V and Q± ⊂ S± be the quadrics defined by the respective quadratic forms on the
basic representations of Spin(8). Each quadric has two families of 4-dimensional isotropic
spaces, which we shall sometimes refer to as α-planes and β-planes. Such subspaces A,B ⊂ Q
belong to opposite families if and only if
dimA ∩B ≡ 1 mod 2.
Moreover, these families are parametrised precisely by the quadrics Q± as follows.
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Given vectors s ∈ S+ and t ∈ S−, consider the Clifford multiplication maps ms : V ↔ S−
and mt : V ↔ S
+. We have observed in Remark 1.2.1 that these maps have nonzero kernel
exactly when s, t respectively are isotropic, and that then the rank is 4. We define:
As = ker {V
ms−→ S−} = Im {S−
ms−→ V } ⊂ Q ⊂ V,
Bt = ker {V
mt−→ S+} = Im {S+
mt−→ V } ⊂ Q ⊂ V.
One readily checks (see [4], or use the set-up of of §1.2) these equalities, that they define
isotropic subspaces, and that:
dimAs ∩ Bt =
{
1 spanned by s · t ∈ V if s · t 6= 0,
3 if s · t = 0.
In particular As, Bt are in opposite families.
By triality (i.e. using (4) in §1) we can make the same constructions in each of S±. We
summarise our notation in the following diagram:
Q    V v
s
t
A
B
B
A
A
Bs
t
t
v
s
v
Q       S
Q       S
(6)
Note that:
s · t = 0 ⇐⇒ s ∈ At ⇐⇒ t ∈ Bs ⇐⇒ dimAs ∩ Bt = 3.(7)
Moreover, there are canonical dualities As = B
∨
s for s ∈ Q
± or Q; this follows, for example, via
the quadratic form on V , from the exact sequences given by Clifford multiplication:
0→ As → V → Bs → 0,
0→ Bt → V → At → 0.
(8)
Geometrically, of course, At is the set of s ∈ Q
+ for which dimAs∩Bt = 3, and so parametrises
hyperplanes in Bt.
Similarly, for distinct s, s′ ∈ Q+ we have
dimAs ∩As′ =
{
2 if 〈s, s′〉 = 0,
0 otherwise.
(9)
Note that this fact identifies the Grassmannian Grass(2, As) with the 4-dimensional (tangent)
quadric in P(s⊥/s).
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We can generalise the above correspondence by defining, for any isotropic subspace U ⊂ V ,
and using the trilinear form (4):
AU = ker {S−
c
−→ (U ⊗ S+)∨} = Im {U ⊗ S+
c
−→ (S−)∨}⊥,
BU = ker {S
+ c−→ (U ⊗ S−)∨} = Im {U ⊗ S−
c
−→ (S+)∨}⊥.
Note that AU =
⋂
v∈U Av ⊂ Q
− unless U is an α-plane As, in which case AU = Bs—with
similar remarks holding for BU . If dimU = 1, 2, 3 then dimAU = dimBU = 4, 2, 1 respectively;
if U = Bt is a β-plane then AU is 1-dimensional and is spanned by t ∈ S−.
By triality one can now extend the notation of diagram (6) to arbitrary isotropic subspaces
v, s, t. The following properties are essentially tautological:
1.3.1 Lemma. For any isotropic subspace U ⊂ V , S+ or S−, with dimU 6= 3, we have:
(i) ABU = BAU = U ;
(ii) AAU = BU and BBU = AU .
1.3.2 Lemma. Suppose that U,R ⊂ V ⊕S+⊕S− are 2-dimensional isotropic subspaces contained
in different summands, and that Clifford multiplication vanishes on U⊗R. Then either U = AR,
R = BU or U = BR, R = AU .
Finally, fix a triality action ρ : S3 → O(V ⊕ S+ ⊕ S−) as in §1.1.
1.3.3 Lemma. For any g ∈ S3 and isotropic subspace U ⊂ V , S+ or S− we have:
gAU =
{
AgU
BgU
gBU =
{
BgU if sgn g = +1,
AgU if sgn g = −1.
Proof. Suppose that U ⊂ V (the argument for U ⊂ S± is the same). Then AU = {t ∈
S−|c(u, s, t) = 0∀s ∈ S+, u ∈ U} using the trilinear form (4). Since this form is S3-invariant
gAU consists of x = gt ∈ V, S+ or S− (depending on g) such that c(gu, gs, x) = 0 for all u ∈ U ,
s ∈ S+ (where we temporarily disregard the order of the arguments of c), i.e. c(u′, s′, x) = 0
for all u′ ∈ gU and s′ ∈ gS+. This shows that gAU = AgU or BgU ; the assertion that which one
depends on sgn g follows easily from diagram (6). ✷
1.4 Triality action on the Lie algebra
We need next to understand how the Lie algebra g = so(8) decomposes under the action of S3.
We write g = h⊕ g+ ⊕ g− where h is a Cartan subalgebra with orthonormal basis e1, e2, e3, e4
and g± are spanned by the positive and negative root spaces with respect to simple roots:
f1=e1−e2◦
◦ f2=e3−e4/
◦ f0=e2−e3∖
◦ f3=e3+e4
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The 24 roots of g are ±ei ± ej . The group S3 acts on the Dynkin diagram, and its action on
g is obtained by examining the action on the root spaces. This can be made transparent by
rewriting the 12 positive roots as:
f1, f0 + f1, f0 + f2 + f3, f0,
f2, f0 + f2, f0 + f1 + f3, f0 + f1 + f2 + f3,
f3, f0 + f3, f0 + f1 + f2, 2f0 + f1 + f2 + f3.
σ-action. From the Dynkin diagram, the involution σ acts on h by e4 ↔ −e4, fixing the
other ei. Thus h = 3
+ ⊕ 1− where the superscript denotes the eigenvalue of each summand.
Alternatively, σ interchanges f2, f3 and fixes f0, f1. From this it follows that g± = 6
+⊕(3+⊕3−),
and hence
so(8) = 21+ ⊕ 7− under the action of σ.
1.4.1 Remark. Alternatively, one can see this from the fact that so(8) ∼=
∧2 V where σ acts on
V = C8 by reflection in a hyperplane H ⊂ V . Then 21+ =
∧2H and 7− = H .
τ -action. τ cyclically permutes f1, f2, f3 and fixes f0, so that h = 2⊕ 1ω ⊕ 1ω
2
where ω = e2pii/3.
For g±, we observe that the entries of each of the first three columns of the array above are
cyclically permuted by τ , while those of the last column are invariant. It follows that each of
g± = 6⊕ 3ω ⊕ 3ω
2
, and hence:
so(8) = 14⊕ 7ω ⊕ 7ω
2
under the action of τ .
1.4.2 Remark. The invariant 14-dimensional subspace is the Lie algebra of G2 = Aut O. This
is well-known, and follows from (5).
2 Galois Spin(8) bundles
After some some preliminary remarks on spin bundles in §2.1 we shall introduce the main
objects of this paper, Galois Spin(8)-bundles, in §2.2 (see Definition 2.2.3).
2.1 Spin bundles
We next consider principal G-bundles F → X where X is a curve and G = Spin(2n) an even
complex spin group. Given a representation ρ : G → SL(W ) we can form a vector bundle
WF = F ×ρ W .
2.1.1 Lemma. If F1 is a Spin(2m)-bundle and F2 is a Spin(2n)-bundle, then there is a Spin(2m+
2n)-bundle F1 + F2 with
VF1+F2 = VF1 ⊕ VF2,
S+F1+F2 = S
+
F1
⊗ S+F2 ⊕ S
−
F1
⊗ S−F2,
S−F1+F2 = S
+
F1
⊗ S−F2 ⊕ S
−
F1
⊗ S+F2.
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2.1.2 Remark. More generally, Nm(F1 + F2) = Nm(F1) ⊗ Nm(F2) if F1 and F2 are Clifford
bundles and Nm is the spinor norm.
Proof. Since the spin groups are simply connected the inclusion SO(2m) × SO(2n) →֒
SO(2m+ 2n), (g, h) 7→ g ⊕ h has a unique lift λ making the following diagram commute:
Spin(2m)× Spin(2n)
λ
−→ Spin(2m+ 2n)
4 : 1 ↓ ↓ 2 : 1
SO(2m)× SO(2n) →֒ SO(2m+ 2n).
The bundle F1+F2 is obtained by applying λ to transition functions of F1 and F2 with respect
to a sufficiently fine open cover of the curve. The identification VF1+F2 = VF1 ⊕ VF2 is then
immediate from the construction.
Denote by V1 = N1 ⊕ N∨1 and V2 = N2 ⊕ N
∨
2 the orthogonal representations of Spin(2m)
and Spin(2n) respectively, decomposed into maximal isotropic subspaces. Then N = N1 ⊕N2
is maximal isotropic in V = V1 ⊕ V2 and∧evenN = ∧evenN1 ⊗∧evenN2 ⊕∧oddN1 ⊗∧oddN2,∧oddN = ∧evenN1 ⊗∧oddN2 ⊕∧oddN1 ⊗∧evenN2.
From this it follows that the spinor bundles of F1 + F2 are as asserted. ✷
If P ⊂ G is a parabolic subgroup we can form the bundle of homogeneous spaces F/P with
fibre G/P . The G-bundle F is said to be stable (resp.semistable) if for every maximal parabolic
P ⊂ G and every section s : X → F/P one has
deg s∗T vertF/P > 0 (resp. ≥ 0)
where T vert denotes the vertical tangent bundle. (See [17].) In the case of G = Spin(2n)
there are (up to conjugacy) n maximal parabolics and the spaces G/P are the grassmannians
of isotropic subspaces U ⊂ V of dimension d = 1, . . . , n − 2 and the two spinor varieties of
isotropic subspaces of dimension d = n. A section s : X → F/P corresponds to an isotropic
subbundle U ⊂ VF and it is easy to check that the stability condition reduces to the slope
inequality
µ(U) < µ(VF ) ∀ isotropic subbundles U ⊂ VF .
In other words, F is a (semi)stable Spin(2n)-bundle if and only if VF is (semi)stable as an
orthogonal vector bundle. (See also [14], Lemma 1.2.)
Recall that, just as for vector bundles, the moduli problem for spin bundles requires an
equivalence relation on semistable bundles coarser than isomorphism, called S-equivalence. For
the general definition in the context of principal bundles we refer to [9]; for our purposes the
following remarks will be sufficient.
Suppose that W is an orthogonal vector bundle with a filtration
U1 ⊂ U2 ⊂ · · · ⊂ Uk ⊂ U
⊥
k ⊂ · · ·U
⊥
2 ⊂ U
⊥
1 ⊂W,
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where U1, . . . , Uk are destabilising subbundles (i.e. isotropic of degree 0) and each ‘quotient’
(Ui+1/Ui)⊕ (U
⊥
i /U
⊥
i+1)
∼= (Ui+1/Ui)⊕ (Ui+1/Ui)
∨
is a stable orthogonal bundle, with its natural orthogonal structure (we include U0 = 0). Clearly
such a filtration always exists, and k = 0 if and only if W is stable. The graded orthogonal
bundle
gr(W ) =
k−1⊕
i=0
{(Ui+1/Ui)⊕ (Ui+1/Ui)
∨} ⊕ U⊥k /Uk
is independent of the filtration, and two orthogonal bundles W,W ′ of the same rank are said
to be S-equivalent if and only if their graded bundles are isomorphic as orthogonal bundles:
W ∼ W ′ ⇐⇒ gr(W ) ∼= gr(W ′).
Recall that by [16] Proposition 4.5 VF is stable as an orthogonal bundle if and only if VF is
polystable as a vector bundle, i.e.
VF = V1 ⊕ · · · ⊕ Vk,
where the summands Vi are stable as vector bundles and nonisomorphic.
Let us now restrict to the case of Spin(8), and suppose that the spinor bundles are polystable
of the same shape, that is, with stable summands of the same ranks as the Vi:
S+F = S
+
1 ⊕ · · · ⊕ S
+
k ,
S−F = S
−
1 ⊕ · · · ⊕ S
−
k .
In this situation we shall need later on to understand the automorphism group of the spin bundle
F . This is determined by its action on the three bundles above; by stability and orthogonality
the automorphism group of each of these is µk2 where µ2 = {±1}. Aut F is then described by
the following diagram with exact rows:
0→ µ2
β
−→ Aut F
α
−→ (µ2)k → 0
‖ ↑ inclusion ↑ diagonal
0→ µ2 → Z(Spin(8)) → µ2 → 0.
(10)
The map α is the representation on VF , while β(−1) acts as −1 on each of S
±
F and as +1 on VF .
Explicitly, the elements of Aut F are the 4× 2k−1 = 2k+1 matrices (acting on VF ⊕ S
+
F ⊕ S
−
F )
 ε ε
ε

 ,

 ε −ε
−ε

 ,

−ε ε
−ε

 ,

−ε −ε
ε

 ,(11)
where ε ∈ (µ2)k satisfies
∏
εi = 1, i.e. contains an even number of −1s (and in each matrix
denotes a diagonal block).
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2.2 Bundles with S3-action
Let X be a smooth curve acted on by the group S3. We shall assume that the action is faithful
and that each involution has nonempty fixed-point set.
The group S3 acts in two ways on isomorphism classes of principal Spin(8)-bundles on X .
First, it has a right ‘triality’ action F 7→ F u (where u ∈ S3) by outer automorphisms of the
structure group. These are defined up to inner automorphisms, as in Lemma 1.1.3, but inner
automorphisms preserve the isomorphism class of the bundle. Second, the right action of S3
on X induces by pull-back a left action on bundles, F 7→ u(F ) := (u−1)∗F . We shall be
interested in (semistable) bundles for which these two actions agree, i.e. the fixed-point set
FX ⊂MX(Spin(8)) of the S3-action F 7→ u∗F u, u ∈ S3.
If F ∈ FX then there is a nontrivial Mumford group GF consisting of pairs g ∈ S3, λ :
g(F ) →˜ F g with multiplication law
(g, λ)(h, µ) = (gh, λh ◦ gµ).
Here λh : g(F h) = g(F )h →˜ F gh and gµ : gh(F ) →˜ g(F h) are the natural induced isomorphisms.
This group is an extension
1 −→ Aut F −→ GF −→ S3 −→ 1.(12)
Note in particular that there is an S3-action on Aut F induced, via conjugation in GF , by this
sequence. It is easy to verify that the invariant subgroup (Aut F )S3 consists of α ∈ Aut F
commuting with S3 in the sense that for all g ∈ S3 and λ : g(F ) →˜ F g the following diagram
commutes:
gF
λ
−→ F g
gα ↓ ↓ αg
gF
λ
−→ F g.
2.2.1 Remark. If F is stable as a Spin(8) bundle then the vector bundles VF , S
±
F are polystable
with k stable summands, say. The automorphism group Aut F is then the group of order 2k+1
described in the last section ((10) and (11)). The action of S3 on Aut F determined by the
sequence (12) permutes, for each ε ∈ (µ2)k,
∏
εi = 1, the last three matrices of (11)) in the
natural way. In particular we have
(Aut F )S3 = ker {Π : (µ2)
k → µ2}.(13)
2.2.2 Lemma. Suppose F ∈ FX . Then the following data are equivalent:
1. A splitting Λ : S3 → GF of the Mumford sequence (12).
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2. A lift of the S3-action on X to the principal bundle F , in the sense that there is for each
u ∈ S3 a commutative diagram
F
λ(u)
−→ F g
↓ ↓
X
g∈S3
−→ X
and that λ(u)w ◦ λ(w) = λ(uw) for all u, w ∈ S3.
3. An orthogonal lift of the S3-action on X to the Chevalley bundle VF ⊕S
+
F ⊕S
−
F such that:
(i) the 3-cycle τ ∈ S3 permutes the summands cyclically VF →˜ τ ∗S
+
F →˜ (τ
2)∗S−F →˜ VF ;
(ii) the involution σ ∈ S3 lifts to an involution VF →˜ σ∗VF , acting in the fibre (VF )x at
a fixed point x ∈ X of σ as reflection in a hyperplane on which the quadratic form is
nondegenerate, and exchanges the spinor bundles S+F →˜ σ
∗S−F .
Proof. The equivalence of 1 and 2 is essentially obvious and we leave its verification to the
reader. To show that 2 is equivalent to 3 we shall represent the bundle F by a Spin(8)-valued
Cech cocycle {gij} with respect to an open cover {Ui} of the curve. We can assume that this
open cover is invariant under the action of the finite group S3, and we shall denote the image
of Ui under w ∈ S3 by Uiw .
If {hij} represents a second bundle F ′ then a bundle isomorphism F →˜ F ′ is represented
by a cochain {fi} satisfying
figij = hijfj.
For each w ∈ S3 the bundle w∗F has cocycle {w∗(giwjw)}; while the bundle Fw
−1
has cocycle
{wgijw−1}, where the conjugation takes place in the semidirect product Spin(8)⋊S3 ⊂ O(V ⊕
S+ ⊕ S−). The condition that Fw
−1 ∼= w∗F is therefore:
∃ Spin(8)-valued cochain {fi} satisfying f
−1
i w
∗(giwjw)fj = wgijw
−1.(14)
Next now suppose that the vector bundle VF ⊕ S
+
F ⊕ S
−
F admits an orthogonal lift of the
S3-action. It is easy to check that necessary and sufficient conditions for this are the existence,
for each w ∈ S3, of an O(V ⊕ S+ ⊕ S−)-valued cochain {f˜i} satisfying
f˜igij = w
∗(giwjw)f˜j,(15)
together with suitable compatibility assumptions on the cochains {f˜i} as w ∈ S3 varies. We shall
show that (15) reduces to (14) when the lift satisfies the conditions (i) and (ii) of the lemma.
Namely, these conditions are equivalent to requiring that {f˜i} takes values in Spin(8) ⋊ S3 ⊂
O(V ⊕ S+ ⊕ S−) and projects to the element w−1 ∈ S3. (Note that the 1-dimensional −1-
eigenspaces at the fixed points when w is an involution (3 part (ii) of the lemma) arise from
the choices of reflections of V ⊕ S+ ⊕ S− needed to define ρ : S3 →֒ O(V ⊕ S+ ⊕ S−).)
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Consequently, for each w ∈ S3 the cochain defining the lift of w−1 to the Chevalley bundle
can be expressed as f˜i = (fi, w
−1) where fi is Spin(8)-valued. Then (using (3) in §1)
f˜igij = (fi, w
−1)(gij, 1)
= (fiwgijw
−1, w−1)
while
w∗(giwjw)f˜j = (w
∗(giwjw), 1)(fj, w
−1)
= (w∗(giwjw)fj , w
−1).
So we see that (15) reduces to (14) as required. ✷
2.2.3 Definition. (i) By a Galois Spin(8)-bundle we shall mean a pair (F,Λ) where F is a
principal Spin(8)-bundle on a curve X on which S3 acts faithfully, and Λ : S3 → GF is a
lift of the group action to F in the sense of Lemma 2.2.2. Semistability and S-equivalence
of Galois bundles will refer to the corresponding properties of the underlying bundles F .
(ii) Let NX be the set of S-equivalence classes of semistable Galois Spin(8)-bundles; and let
FX ⊂ MX(Spin(8)) denote the fixed point set of the S3-action F 7→ u∗F u, u ∈ S3. For
F ∈ FX we denote by N (F ) the fibre of the forgetful map
NX → FX ⊂MX(Spin(8)).
The set N (F ) of Galois structures, if nonempty, is a torsor over the cohomology group
H1(S3,Aut F ).
2.2.4 Lemma. (S.M.J. Wilson) Let G be a finite group and H ⊂ G be a normal subgroup of
coprime order and index. Suppose that G acts on an abelian group A such that H,A have
coprime order. Then for all q ≥ 1:
Hq(H,A) = 0,
Hq(G,A) ∼= Hq(G/H,AH).
Proof. As a Z-module Hq(H,A) is annihilated by |A| trivially, and is also annihilated by
|H| since every element has order dividing |H| by [10] p.117 Proposition 5.3. Hq(H,A) is
therefore annihilated by gcd(|H|, |A|) = 1, proving the first part. It then follows from this and
the Hochschild-Serre spectral sequence that for all q ≥ 1 the inflation maps Hq(G/H,AH) →
Hq(G,A) are isomorphisms (see [10] p.355 Exercise 3). ✷
In our situation G = S3, H = 〈τ〉, A = Aut F , the quotient G/H acts trivially on AH , and
it follows that
Hq(S3,Aut F ) ∼= ker {Π : (µ2)
k → µ2} for q = 1, 2.
From this we conclude:
2.2.5 Proposition. Suppose F ∈ FX is stable with k summands (as a polystable vector bundle).
(i) If k = 1 then there exists a unique Galois structure on F .
(ii) If k > 1 then H2(S3,Aut F ) ∼= (µ2)k−1. If the Mumford sequence (12) splits then the
set N (F ) of Galois structures on F has cardinality 2k−1.
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2.2.6 Remark. If VF , and hence also S
±
F , are stable as vector bundles (case (i) above) then
one can see the uniqueness of the Galois structure directly. Consider isomorphisms α, β :
VF →˜ σ∗VF . By stability these differ by a scalar α = λβ, λ ∈ C, but at a fixed point both α, β
act with 1-dimensional −1-eigenspace in the fibre, and this forces λ = 1.
2.3 Further remarks
We should ask at this point how one can construct Galois bundles. Note that since F is
determined by its spinor bundles S±F it is determined by the orthogonal bundle VF :
S+F = τ(VF ), S
−
F = τ
2(VF ).
(Because of the relation στ = τ 2σ (recall 1.1.1 for notation) these two bundles are necessarily
interchanged by σ.) In the following lemma, which plays a key role in later sections, we construct
a ‘split’ orthogonal bundle VF which gives rise to a Galois spin bundle. We make use of the
quotient
π : X
2:1
−→ Y = X/σ.
2.3.1 Lemma-Definition. Let E → Y = X/σ be a rank 2 vector bundle with detE = OY . Then
there is a unique Galois Spin(8)-bundle F = FE → X with
VF = C
2 ⊗ π∗E ⊕ τ(π∗E)⊗ τ 2(π∗E).
Proof. Let F1 = C
2⊗E ′ and F2 = τ(E ′)⊗τ 2(E ′) for any rank 2 bundle E ′ → X with trivial
determinant. Each of F1, F2 is a Spin(4)-bundle whose spinor bundles are its two factors. So
by Lemma 2.1.1, F1⊕ F2 is the orthogonal representation of a Spin(8) bundle F , and we have:
VF = F1 ⊕ F2,
S+F = C
2 ⊗ τ(E ′)⊕ τ 2(E ′)⊗E ′ = τ(F1 ⊕ F2),
S−F = C
2 ⊗ τ 2(E ′)⊕ E ′ ⊗ τ(E ′) = τ 2(F1 ⊕ F2).
It follows that σ lifts to an isomorphism S+F →˜ σ
∗S−F . Moreover, σ lifts to an isomorphism
F2 →˜ σ∗F2 having in the fibre at each fixed point x ∈ X one-dimensional −1-eigenspace∧2(τE ′)x. This extends to an isomorphism VF →˜ σ∗VF with the same property provided E ′ is
the pull-back of some bundle E → Y ; so we are done. Note that in this construction we must
have detE = OY since detE ′ = OX : by hypothesis σ has nonempty fixed-point set, so π∗ is
injective on line bundles. ✷
2.3.2 Remark. There are, of course, two more quotients ofX by choosing στ or στ 2 instead of σ.
In fact these are both isomorphic to Y : the S3 action onX induces an inclusion X →֒ Y ×Y ×Y ,
and the three quotients are then simply the projections on the three factors. Under the above
construction, choosing a different projection has the effect of permuting the bundles VF , S
±
F .
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The existence of Galois bundles not of the form 2.3.1 (and stable, in fact—note that the
bundle given by 2.3.1) is semistable but not stable: π∗E →֒ VF is a destabilising subbundle)
will be seen in section 5.
Our next remark is a numerical observation that will reappear in later (see Remark 4.2.3(ii)).
We might relax the condition that S3 acts faithfully on the curve X . Suppose, in particular,
that the normal subgroup 〈τ〉 ⊂ S3 acts trivially, i.e. that S3 acts by a single involution of
X . Then a Galois Spin(8)-bundle F requires isomorphisms VF →˜ S
±
F ; let us interpret this as
asking simply for a rank 8 orthogonal bundle VF → X together with a lift of the involution
σ : X ↔ X which at fixed points acts in the fibre with 1-dimensional −1-eigenspace.
Suppose in particular that X → P1 is a hyperelliptic curve and σ the sheet-involution. Then
provided X has genus g ≥ 4 there is a projective moduli spaceM of such SO(8)-bundles which
is described explicitly in [16] Theorem 1. This says that
M∼= Grassg−4(Q1 ∩Q2)/(Z/2)
2g+2,
where Q1, Q2 ⊂ P2g+1 are quadrics, and Grassg−4 denotes the grassmannian of projective g−4-
planes isotropic for both quadrics. In particular the dimension is easy to compute: M is cut
out in the grassmannian by a pair of sections of the bundle S2U∨ where U is the tautological
bundle. Hence
dimM = (g − 3)(g + 5)− (g − 3)(g − 2)
= 7(g − 3).
Finally, we make some remarks concerning curves with Z/3-action—in particular, for ex-
ample, cyclic trigonal curves. In this case we can certainly imitate the above constructions
replacing S3 by Z/3, with triality action on Spin(8) determined by making a choice (there are
two) of embedding Z/3 →֒ S3. The conjugation action of S3 on MX(Spin(8)) then restricts to
Z/3 and we can consider the fixed-point-set FZ/3X ⊂MX(Spin(8)). A lifting of the Z/3-action
is determined by a splitting of the ‘restricted’ Mumford group
0→ Aut F → GZ/3F → Z/3→ 0.
However, in this case the sequence always splits uniquely since by Lemma 2.2.4
Hq(Z/3,Aut F ) = 0 for q = 1, 2. So for our moduli space of Z/3-Galois bundles we can
simply take NX = FX . Geometrically a Galois bundle is now a Spin(8)-bundle F together
with a lift of the (chosen triality) Z/3-action in the sense of 2.2.2(2), or equivalently 2.2.2(3)
omitting the requirement (ii).
We expect that the results outlined in the introduction for the S3 case should hold also for
Z/3. Indeed, the discussion of §3.1 in the next section goes through unimpeded, as does the
dimension calculation of the moduli space in §4.3 (see Remark 4.3.2). However, the difficulty
arises in computing the semistable boundary (§3.2), where we make essential use of the elements
of order 2 in S3. Possibly one could get round this and prove a corresponding result for Z/3,
but we have not pursued the question here.
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3 The moduli space
We wish to construct a moduli space NX of Galois Spin(8) bundles on our S3-curve X . Using
Proposition 2.2.5 this can be modelled on the fixed-point set FX ⊂ MX(Spin(8)) of the ‘con-
jugation’ action F 7→ u−1F u = u∗F u, u ∈ S3. We shall show in this section that NX inherits
from FX the structure of an analytic space which is smooth over stable spin bundles. NX and
FX are locally isomorphic at stable vector bundles (i.e. at F such that VF is stable as a vector
bundle), while at polystable vector bundles NX resolves normal crossing singularities in FX :
X
X
Galois structures
stable as
vector bundle
k-1# = 2
polystable, extra components,
no lift of the S_3 action?
X
(Spin(8))
k summands
We analyse the semistable boundary (i.e. Galois bundles nonstable as spin bundles) and show
that, with the additional assumption that X/S3 ∼= P1, this consists precisely of equivalence
classes of bundles of the form 2.3.1.
3.1 Local moduli
To begin, we examine the S3-action on the Kodaira-Spencer map at a stable spin bundle in
MX(Spin(8)).
Suppose that F is a principal G-bundle F , for some reductive group G, represented by a
Cech cocyle (transition functions) {gij} with respect an open cover {Ui} of X . If ad F is the
vector bundle F ×ad g then a cohomology class ξ ∈ H1(X, ad F ) is represented by a cocycle
{ξij} of g-valued functions on Ui ∩ Uj satisfying
0 = ξij + ξ
gij
ji , 0 = ξij + ξ
gkj
jk + ξ
gikgkj
ki , ∀ i, j, k;
where ξg := Ad(g)ξ for ξ ∈ g and g ∈ G. Exponentiating these conditions, i.e. applying exp :
g→ G, one gets precisely the cocycle conditions for transition functions {gij exp(ξij)}. Denote
the corresponding G-bundle by Fξ. If the bundle F is stable then so is Fξ in a neighbourhood
of 0 ∈ H1(X, ad F ), and we have a rational map
ks : H1(X, ad F )→MX(G),
mapping 0 7→ F and complete in the sense of [17] Theorem 4.2. That is, ks induces an
isomorphism from a neighbourhood of 0 ∈ H1(X, ad F )/ΓF , where ΓF = Aut F/Z(G), to a
neighbourhood of F ∈MX(G).
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Now let G = Spin(8), and suppose that (F,Λ) is a Galois bundle (Definition 2.2.3). Since
the adjoint representation of Spin(8) is preserved by triality it follows from Lemma 2.2.2(2)
that Λ induces an orthogonal lift of the S3-action on X to the vector bundle ad F . (This is
completely analogous to the lift of 2.2.2(3) to the Chevalley bundle; and indeed can be expressed
in terms of 2.2.2(3), since as Spin(8)-bundles ad F =
∧2 VF ∼= ∧2 S+F ∼= ∧2 S−F .) In particular
Λ induces an action of S3 on H
1(X, ad F ).
3.1.1 Proposition. Suppose that S3 acts faithfully on the curve X and that (F,Λ) (where Λ ∈
N (F )) is a stable Galois Spin(8)-bundle. Then the Kodaira-Spencer map ks is S3-equivariant,
where the S3-action on H
1(X, ad F ) is that induced by Λ and the action on MX(Spin(8)) is
E 7→ u∗Eu for u ∈ S3.
The proof is a straightforward calculation with transition functions, using (14) and the
cocycle conditions above for elements ξ ∈ H1(X, ad F ), and we omit the details.
For each (F,Λ) ∈ NX we shall denote the S3-invariant subspace of H
1(X, ad F ) by
H1(X, ad F )Λ. It follows from the proposition that the Kodaira-Spencer map restricts to a
map
ksΛ : H
1(X, ad F )Λ → FX .
Suppose first that VF is a stable vector bundle, so that (by Proposition 2.2.5) Λ is unique.
The map ksΛ factors to an injective map on the quotient H
1(X, ad F )Λ/ΓΛF where Γ
Λ
F =
(Aut F )S3/Z(Spin(8))S3 . But from Remark 2.2.1 we know that Z(Spin(8))S3 = {1}; and
when VF is a stable vector bundle (Aut F )
S3 is also trivial. We therefore have a commutative
diagram (more precisely, the horizontal maps are defined on neighbourhoods of 0):
H1(X, ad F )/ΓF →֒ MX(Spin(8))
↑ ↑
H1(X, ad F )Λ →֒ FX .
The spaces NX and FX are therefore locally isomorphic, determining a smooth analytic struc-
ture on NX with tangent space H1(X, ad F )Λ.
3.1.2 Remark. In §5 we shall construct (for the case X/S3 ∼= P1) examples of (F,Λ) ∈ NX for
which the vector bundle VF is stable.
More generally, for polystable VF with k summands, consider the set of Galois structures
N (F ) = {Λ1, . . . ,Λ2k−1}. This set is acted on transitively and faithfully by the group (Aut F )
S3 .
The subgroup of ΓF preserving each H
1(X, ad F )Λi is therefore trivial and so we have inclusions
(from a neighbourhood of 0 to a neighbourhood of F ):
H1(X, ad F )Λi →֒ FX ; i = 1, . . . , 2
k−1.
Each space can be viewed as Zariski tangent space of NX at (F,Λi), and we conclude:
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3.1.3 Proposition. The moduli space NX is a complex analytic space mapping holomorphically
to FX ⊂MX(Spin(8)). At a stable Galois bundle (F,Λ) it has Zariski tangent space
TF,ΛNX = H
1(X, ad F )Λ.
We shall compute the dimension of the tangent space in section 4.3, and deduce (in the case
of interest X/S3 ∼= P1) that NX is smooth at stable points (Theorem 4.2.2).
3.2 The semistable boundary
Our next task is to describe Galois bundles which are semistable but not stable. We shall
assume from now on that the quotient X/S3 is isomorphic to P
1, and under this assumption it
turns out that up to S-equivalence these bundles are exactly those described in Lemma 2.3.1.
To recall, let E be a rank 2 vector bundle on X pulled back from X/σ. We consider the Galois
Spin(8)-bundle FE = (VE , S
+
E , S
−
E ) where
VE = (τE)(τ
2E)⊕ EC2,
S+E = (τ
2E)E ⊕ (τE)C2,
S−E = E(τE)⊕ (τ
2E)C2.
(16)
We have written EC2 = E ⊗C2 etc for brevity. Note that if a trivialisation of the determinant
line bundle detE is fixed then fibrewise we are in the situation of §1.2: each rank 2 factor is
naturally self-dual, taking adjugates is a well-defined involution of each rank 4 summand, and
we have an explicit description of the Clifford multiplications among the three rank 8 bundles.
3.2.1 Theorem. Suppose that S3 acts faithfully on a curve X with quotient X/S3 ∼= P
1. A
semistable Galois Spin(8) bundle F → X is unstable if and only if it is of the form F = FE for
some E ∈ SUX/σ(2) up to S-equivalence.
We have seen in §2.1 that stability of F is equivalent to stability of VF as an orthogonal
bundle; so suppose that U ⊂ VF is a destabilising subbundle. This means that U is an isotropic
subbundle of degree 0. In particular it is semistable as a vector bundle and rank U ≤ 4.
Using the lift of the S3-action on X to the Chevalley bundle WF = VF ⊕ S
+
F ⊕ S
−
F we can
consider the image bundles gU ⊂ WF for group elements g ∈ S3. In addition, we can consider
the associated bundles (see §1.3)
AU = Im {U ⊗ S
+
F → S
−
F }
⊥,
BU = Im {U ⊗ S
−
F → S
+
F }
⊥;
as well as combinations of these constructions such as AAU , BgU etc. We shall keep track of
these subbundles of the Chevalley bundle using the results of §1.3.
To begin, suppose that U ⊂ VF has rank U = 4. Then one of AU ⊂ S
−
F or BU ⊂ S
+
F is a
destabilising line subbundle, and so by the action of τ ∈ S3 we get a destabilising line subbundle
in VF .
If, on the other hand, rank U = 3 then it is—at least locally—the intersection of a pair of
rank 4 isotropic subbundles parametrising isotropic subspaces of opposite families in the fibres.
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Globally we obtain a rank 4 subbundle of the pull-back of VF to an e´tale double cover of X ;
however, the class of this double cover is the Stiefel-Whitney class w1(F ), which is zero since
F is spin. We therefore have a pair of rank 4 isotropic subbundles globally on X . Since U and
VF are semistable these rank 4 bundles have degree 0 and so again VF has (two) destabilising
line subbundles.
It is therefore sufficient to assume that rank U ≤ 2. We shall consider for any subbundle
U ⊂ VF the Clifford multiplication
τσU ⊗ τ 2U →֒ S+F ⊗ S
−
F
µց ↓
VF
3.2.2 Lemma. If rank U = 1 then µ = 0; if rank U = 2 then rank µ ≤ 1.
3.2.3 Remark. In what follows, we shall freely interpret the results of §1.3 as (Galois) bundle
theoretic statements. The justification for this is that the Galois structure moves the fibres in
just the right way for the global Clifford multiplications to make sense fibrewise. For example,
if U ⊂ VF then consider the fibres Ux and (τU)x at a point x ∈ X . By definition
(τU)x = Uτ−1(x) ⊂ (VF )τ−1(x) = (S
+
F )x,
so that there is a well-defined multiplication map Ux ⊗ (τU)x → (S
−
F )x.
Proof of 3.2.2. Apply Lemma 1.1.5 to σU ⊂ VF with g = τσ. This says that the composition
σU ⊗ τU →֒ VF ⊗S
+
F → S
−
F has rank 0 if U is a line bundle and rank ≤ 1 if U has rank 2. Now
apply τ and use the S3 equivariance of the Chevalley algebra structure. ✷
We consider first a destabilising subbundle E ⊂ VF of rank 2. Observe that if µ has
rank 1 then the image of µ is a destabilising line subbundle; we postpone this case until after
Proposition 3.2.4 and assume that µ = 0. (The fact that the image of µ is isotropic can be seen
from the description of the Clifford multiplication map given in section 1.2.)
The second thing to observe is that, with respect to the quadratic form,
E⊥/E ∼= AE ⊗ BE .
This is because E⊥/E is an orthogonal bundle of rank 4 whose isotropic 2-planes in the generic
fibre are parametrised by AE , BE respectively. (See §1.3).
3.2.4 Proposition. If VF has no destabilising line subbundle and E ⊂ VF is a destabilising
rank 2 subbundle then F is S-equivalent to FE (16), where E is the pull-back of a stable rank 2
vector bundle on X/σ.
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Proof. We already have the S-equivalence VF ∼ E∨ ⊕ E ⊕ AE ⊗ BE ; we examine the
consequences of the vanishing of µ. Namely, τ 2E = BτσE by Lemma 1.3.2, and so E = Bτ2σE
by Lemma 1.3.3. So by Lemma 1.3.1 we have
AE = ABτ2σE = τ
2σE.
Similarly σE = σBτ2σE = Aστ2σE = AτE and so
BσE = BAτE = τE.
Next, E∨ ∼= ∆−1 ⊗E where ∆ = detE, and so we have
VF ∼ (O ⊕∆−1)E ⊕ AEBE ,
S+F ∼ (O ⊕∆
−1)AE ⊕BEE,
S−F ∼ (O ⊕∆
−1)BE ⊕E AE.
We now impose the Galois condition. S+F = τVF implies that ∆ is τ -invariant (O ⊕ ∆
−1 is
the only split rank 2 factor since E,AE , BE are all stable). Similarly ∆ is σ-invariant since
VF = σVF ; it therefore descends to a line bundle on P
1, and since it has degree 0 this forces
∆ = OX .
Similarly σE ∼= E, and it follows from the above AE = τ 2E, BE = τE. As before, we note
that since the −1-eigenspaces at fixed points of σ lie in the fibres of AEBE , the involution must
act trivially in the fibres of E, which therefore descends. ✷
The case of a destabilising line subbundle, to which we turn now, involves a bit more work.
3.2.5 Proposition. Suppose that a line subbundle L ⊂ VF is isotropic of degree 0, and that the
Clifford multiplication τL⊗ τ 2L→ VF vanishes. Then F ∼ FE for E = L⊕ L−1.
Proof. By (7) in §1.3 and the hypothesis of the proposition, we have an isotropic subbundle
U = AτL ∩ Bτ2L ⊂ VF of rank 3. Using Lemma 1.3.3, moreover, one sees that L ⊂ U .
Accordingly we have an S-equivalence
VF ∼ L⊕ L
∨ ⊕ U/L⊕ (U/L)∨ ⊕ U⊥/U.
We shall identify the last term first; note that U⊥ = AτL + Bτ2L, so we have to compute the
rank 1 quotients AτL/U and Bτ2L/U .
From (8) it follows that there is a short exact sequence of vector bundles
0→ τL⊗ AτL → τL⊗ VF → BτL → 0.
Twisting by τL−1 and using the fact that τL⊗ τ 2L→ VF is zero we get short exact sequences
(in which the vertical arrows are inclusions):
0→ AτL → VF → τL−1 ⊗BτL → 0
↑ ↑ ↑
0→ U → Bτ2L → τL
−1 ⊗ τ 2L → 0,
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and similarly
0→ Bτ2L → VF → τ
2L−1 ⊗Aτ2L → 0
↑ ↑ ↑
0→ U → AτL → τ 2L−1 ⊗ τL → 0.
We deduce that
VF ∼ (L⊕ τ
2L−1 ⊗ τL⊕ U/L)⊕ (same bundle)∨.
To impose the condition that F is a Galois bundle we shall compute directly the spinor bundles
from this expression and (1) in §1.1. First note that detAτL = detBτL = τL2, so from the
exact sequences above detU = τL⊗ τ 2L and hence
det(U/L) = L−1τLτ 2L.
Writing N = L ⊕ τLτ 2L−1 ⊕ U/L, the spinor bundles are, up to a line bundle, S+F =
∧evenN
and S−F =
∧oddN . We find that to get trivial determinant one must twist by τL−1, and
the result is then (writing E = L ⊗ (U/L) and using the fact that (since it has rank 2)
(U/L)∨ = τL−1τ 2L−1 ⊗E):
VF ∼ L⊕ L−1 ⊕ τLτ 2L−1 ⊕ τL−1τ 2L⊕ U/L⊕ (U/L)∨
= L⊕ L−1 ⊕ τLτ 2L−1 ⊕ τL−1τ 2L⊕ (L−1 ⊗E)⊕ (τL−1τ 2L−1 ⊗ E) ,
S+F ∼
∧evenN
= τL⊕ τL−1 ⊕ τ 2(L)L−1 ⊕ τ 2(L−1)L⊕ (τL−1 ⊗ E)⊕ (L−1τ 2L−1 ⊗E) ,
S−F ∼
∧oddN
= τ 2L⊕ τ 2L−1 ⊕ LτL−1 ⊕ L−1τL⊕ (τ 2L−1 ⊗E)⊕ (L−1τL−1 ⊗ E) .
Since F is a Galois bundle these three vector bundles are permuted cyclically by τ , and it
follows that the bundle E = L⊗ U/L is τ -invariant. On the other hand, E is also σ-invariant
(since U is), and σ acts as the identity in the fibres of E at fixed points since the −1-eigenspace
in the fibre of VF is 1-dimensional and nonisotropic. It follows that E descends to a bundle
on P1 (in fact the trivial bundle, by semistability of VF , and can be written (notice that both
summands are trivial)
E = O ⊕ LτLτ 2L.
It follows directly that
VF ∼ (L⊕ L
−1 ⊕ τLτ 2L⊕ τLτ 2L−1)⊕ (same bundle)∨
and that F has the desired form. ✷
We next show that if VF has a destabilising line subbundle then this can be chosen with the
property of Proposition 3.2.5.
3.2.6 Lemma. Suppose that a destabilising line subbundle L ⊂ VF is polar, with respect to the
quadratic form on VF , to its image σL ⊂ VF . Then the Clifford multiplication τL⊗ τ 2L→ VF
vanishes.
23
Proof. If σL = L then the result follows from Lemma 3.2.2, so we may assume that L, σL
are distinct subbundles. In this case the bundle map L⊕ σL→ VF is injective by semistability
(the image is isotropic since we assume the summands are polar). In other words L and σL are
distinct in all fibres.
If the multiplication τL⊗ τ 2L→ VF is nonzero then it must be injective (again by semista-
bility, since the image is isotropic). This implies that AτL ∩Bτ2L ⊂ VF has rank 1 (using (7)).
On the other hand it contains σL (by Lemma 3.2.2), and hence
σL = AτL ∩Bτ2L.
We now consider the isotropic subbundles
U = AτσL ∩Bτ2L, E = AτσL ∩ AτL.
By Lemma 3.2.2 U has rank 3. By §1.3 (9), polarity of L and σL we see also that E =
τ(AσL ∩ AL) has rank 2. But E,U are both contained in the rank 4 bundle AτσL, so
N = U ∩ E = AτσL ∩AτL ∩Bτ2L
is an isotropic line subbundle. (E is not contained in U since then AτL ∩ Bτ2L would be ≥ 2.)
But N ⊂ AτL ∩ Bτ2L = σL, so in particular σL ⊂ AτσL. Applying σ (and using Lemma 1.3.3)
this shows that L ⊂ Bτ2L. Applying τ
2 then shows that τ 2L ⊂ BτL, i.e. that τL ⊗ τ 2L→ VF
is the zero map, a contradiction. ✷
3.2.7 Proposition. If VF admits a destabilising line subbundle then it has such a line subbundle
L ⊂ VF for which τL⊗ τ
2L→ VF vanishes.
Proof. We assume that L ⊂ VF is a destabilising line subbundle without this property, i.e.
for which τL ⊗ τ 2L → VF is injective; and by the previous lemma we can assume that L is
nowhere polar to σL, i.e. that the homomorphism L⊗σL→ O induced by the quadratic form
on VF is an isomorphism. By §1.3 (9) it follows that in this case VF = AτσL ⊕ AτL. We let
U = AτσL ∩Bτ2L, and we have a configuration of subbundles:
L σL
U
AτσL
AτL
Bτ  σL
Bτ  L
2
2
 rank 3
rank 1
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Note in particular that
AτL ∩ Bτ2L = τLτ
2L = σL ∼= L−1.
As in the proof of Proposition 3.2.5 we have exact sequences (the vertical arrows are injective)
0→ AτσL → VF → τσL−1 ⊗ BτσL → 0
↑ ↑ ↑
0→ U → Bτ2L → τσL
−1 ⊗ τ 2L → 0.
From this we see that detU = τ 2LτL−1 and∧2 U = U∨ ⊗ detU = U∨ ⊗ τ 2LτL−1.
Using these facts and §1.1 (1) we deduce that
VF = (L⊕ U)⊕ (L⊕ U)∨
S+F = (τL⊕ LτL⊗ U)⊕ (τL⊕ LτL⊗ U)
∨
S−F = (τ
2L⊕ τL⊗ U)⊕ (τ 2L⊕ τL⊗ U)∨.
We now impose the condition that F is a Galois bundle to deduce that
τU = LτL⊗ U.
Also σU = U since σ interchanges AτσL and Bτ2L (by Lemma 1.3.3). At fixed points σ acts
trivially in the fibres of U since the latter is isotropic, and hence the projective bundle P(U)
is S3-invariant and descends to a P
2-bundle on P1. This is necessarily the projectivisation of
a split vector bundle, and hence U = P ⊕ Q ⊕ R for some line bundles P,Q,R on X . Note
that these line bundles need not themselves descend to P1 may be permuted and twisted by the
action of S3. However, since U is σ-invariant at least one summand must also be σ-invariant,
and this summand will be a destabilising subbundle of VF with the desired properties. ✷
Proof of Theorem 3.2.1. By Proposition 3.2.4 we are reduced to the case where VF has
a destabilising line subbundle L ⊂ VF . By Proposition 3.2.7 we can assume that Clifford
multiplication on τL ⊗ τ 2L is zero, and by 3.2.5 this implies that VF ∼ C2E ⊕ τEτ 2E with
E = L⊕ L−1. We just have to check that E descends to a bundle on X/σ. On the other hand
the Galois condition tells us that VF ∼ C2σE ⊕ τ 2σEτσE, and this implies that σE ∼= E. At
a fixed point x ∈ X of σ the 1-dimensional −1-eigenspace of σ in the fibre of VF is
∧2(τEx)
(since τE and τ 2E are interchanged by σ), and so in particular σ acts trivially in the fibre Ex.
This shows that E is pulled back from a bundle on X/σ, as required. ✷
4 Triality and trigonality
In this section (in §4.2) we shall introduce the main object of the paper, which is the moduli
space NC of Galois Spin(8)-bundles on the Galois closure of a trigonal curve C
3:1
−→ P1. Unless
the curve is cyclic this Galois curve is a connected double cover of C, and we are interested in
the Galois bundles on this double cover. The moduli space NC is an extension of the variety
SUC(2), which contains its singular locus.
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4.1 Galois trigonal curves
Let C be a nonhyperelliptic curve of genus g ≥ 3 with a fixed trigonal pencil g13. We shall
denote by B ⊂ P1 the branch divisor; by Riemann-Hurwitz this has degree 2g + 4. We shall
suppose that B contains δ points of multiplicity two, i.e. at which the cover has cyclic triple
branching. There are then 2g + 4− 2δ simple branch points:
C
IP1
δ points
 
2g+4-2 δ points
We shall need to distinguish the case of a cyclic cover C
3:1
−→ P1, in which case δ = g + 2. (We
shall see in a moment that this is also a sufficient condition.)
We construct a Galois cover G(C) → P1 as follows. G(C) ⊂ C × C is the closure of the
set {(q, r) | q 6= r, p + q + r ∈ g13 for some p ∈ C}. This is a double cover G(C) → C by
(q, r) 7→ p = g13 − q − r, and is smooth with branching behaviour:
IP1
G(C)
δ points 2g+4-2 δ points
Notice that over each divisor p+ q + r ∈ g13 the points of G(C) correspond to the orderings
of p, q, r ∈ C. Thus the permutation group S3 acts on G(C) on the right; in particular C is the
quotient of G(C) by the 2-cycle σ = (23). In general the general case S3 is the Galois group of
G(C); however, in the cyclic case G(C) breaks up into two connected components, each a copy
of C acted on by Z/3.
Restricting for a moment to the Galois S3 case, we find by Riemann-Hurwitz that G(C)
has genus 3g + 1 − δ. Over simple branch points in B ⊂ P1 the three ramification points are
respective fixed points of the three 2-cycles in S3. Over each double branch point there are two
fixed points of the cyclic subgroup 〈τ〉 ∼= Z/3, at which τ acts in the tangent space as ω, ω2
respectively, where ω = e2pii/3 is a primitive cube root of unity.
Consider now the quotient H ′ = G(C)/〈τ〉. This is a hyperelliptic curve branched over
B ⊂ P1 and singular over the δ double points of B. By Riemann-Hurwitz (again, we are
assuming G(C) is a connected Galois S3 curve) its normalisation H has Euler characteristic
e(H) = 2δ − 2g. If δ = g + 2 then e(H) = 4 so H is a union of two lines and G(C) is a pair of
copies of C, a contradiction. We have therefore shown:
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4.1.1 Lemma. C is cyclic over P1 if and only if δ = g + 2.
If δ ≤ g + 1, on the other hand, then g(H) = g + 1− δ. We can summarise the situation in
the following diagram.
3g+1−δG(C) = X
ւ ց π
g+1−δH ′ gC = Y
ց ւ g13
P1
(17)
In the rest of the paper we shall apply the discussion of the previous sections to X = G(C)
and Y = C, in the general trigonal case, and to X = C when this is a cyclic trigonal curve.
Whenever we refer to G(C) we shall always assume that we are in the general case.
4.2 Trigonal Galois bundles
We now turn to the moduli space we are interested in. We assume that C is a non-cyclic trigonal
curve and we let NC := NG(C) ⊂ MG(C)(Spin(8)). (Though see Remark 4.2.3(i) regarding the
cyclic case.)
4.2.1 Remark. If F is such a Galois bundle then the sheet-involution of G(C) over C, corre-
sponding to σ ∈ S3, lifts to the orthogonal bundle VF ; applying the 3-cycle τ ∈ S3 one sees
that the fibres of VF over any p + q + r ∈ g
1
3 can be identified (though not canonically) with
the three representations V, S+, S−. If F is semistable but not stable then F = FE for some
E ∈ SUC(2) (by Theorem 3.2.1). The following table shows explicitly how, in this case, the
fibres of VF , S
±
F are constructed from those of the rank 2 bundle E over a divisor p+ q+ r ∈ g
1
3.
We abbreviate C2 ⊗ Ep ⊕Eq ⊗Er to 2Ep + EqEr:
C G(C) VF S
+
F S
−
F
p (q, r) 2Ep + EqEr 2Eq + ErEp 2Er + EpEq
(r, q) 2Ep + ErEq 2Er + EqEp 2Eq + EpEr
The following is the main result of this paper:
4.2.2 Theorem. For any non-cyclic trigonal curve C the moduli space NC is smooth of dimen-
sion 7g − 14 away from its semistable boundary SUC(2).
4.2.3 Remarks. (i) We have already remarked in §2.3 that most of our constructions work also
for cyclic trigonal curves. to be precise, if C is cyclic we defineNC = FC ⊂MC(Spin(8)),
the fixed-point-set of the conjugation action of Z/3 after choosing an embedding Z/3 →֒
S3. In this case both the smoothness (at stable points) and the dimension statements in
Theorem 4.2.2 remain valid (see Remark 4.3.2 below); what is missing is the identification
of the semistable boundary with SUC(2) (though it is tempting to expect that this also
remains true).
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(ii) Notice that the moduli space of Galois bundles on the hyperelliptic curve H of diagram
(17) has dimension 7g − 14 − 7δ (see §2.3); when δ = 0 and H ′ = H is smooth this
number is 7g−14. This raises the question of the relationship between these two moduli
spaces. Are they isomorphic, for example, or birational?
In view of Proposition 3.1.3, Theorem 3.2.1 and the fact that in the trigonal situation the
quotient X/σ is just the curve C itself, all that remains to prove of Theorem 4.2.2 is the
dimension statement; this will be carried out next.
4.3 Dimension calculation
By Proposition 3.1.3 we have to compute the dimension of the invariant subspace
H1(G(C), ad F )S3 (or in the cyclic case H1(C, ad F )Z/3). We shall do a little more, in fact,
and compute the decomposition of H1(G(C), ad F ) into irreducible representations under this
group action. In the same way, of course, we could as easily compute TFNX at a stable Galois
bundle for any X , but we shall stick to the trigonal situation.
We shall consider the S3 case first and return to Z/3 in a moment. For use here and below
we recall the following result of [1] Theorem 4.12.
4.3.1 Atiyah-Bott fixed point theorem. Suppose that γ : X → X is an automorphism of a
compact complex manifold X with a finite set Fix(γ) ⊂ X of fixed points, and suppose that γ
lifts to a holomorphic vector bundle E → X . Then
∑
(−1)ptrace γ|Hp(X,E) =
∑
x∈Fix(γ)
trace γ|Ex
det(1− dγx)
.
Suppose now that F ∈ NC is a stable Galois Spin(8)-bundle for a general trigonal curve
C. We use Atiyah-Bott to compute the trace of the group elements σ, τ ∈ S3 acting on
H1(G(C), ad F ). By stability H0(G(C), ad F ) = 0 and so for nontrivial γ ∈ S3:
trace γ|H1(G(C),ad F ) = −
∑
x∈Fix(γ)
trace γ|ad Fx
det(1− dγx)
.
γ = σ: σ has 2g+4− 2δ fixed points, and at each of these dσx = −1. On ad Fx we need to
compute trace σ. But the bundle F is Galois, so this is just the trace of σ in the triality action
on so8, which by section 1.4 is 14. Thus
trace σ|H1(G(C),ad F ) = −7(2g + 4− 2δ).
γ = τ : we have seen that τ has δ pairs of fixed points, at which in the tangent space it
acts as ω and ω2 respectively. From section 1.4, on the other hand, trace τ = 7 in the adjoint
representation. So by Atiyah-Bott (and using 1 + ω + ω2 = 0) we get
trace τ |H1(G(C),ad F ) = −7δ
{
1
1− ω
+
1
1− ω2
}
= −7δ.
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Note that dimH1(G(C), ad F ) = 28(3g − δ) (since G(C) has genus 3g + 1 − δ); and so we
have computed the character of H1(G(C), ad F ) under the S3 action.
Recall that S3 has three irreducible representations C, Cε, C
2
ρ and character table:
1 σ τ
1 1 1 1
ε 1 −1 1
ρ 2 0 −1
(18)
Here C = C1 is the trivial representation, Cε the sign representation and C
2
ρ the 2-dimensional
reflection representation.
Denote the character of H1(G(C), ad F ) by a1 + bε + cρ. Comparing with the character
table gives:
a+ b+ 2c = 28(3g − δ)
a− b = −7(2g + 4− 2δ)
a+ b− c = −7δ.
Solving these equations yields a = 7g − 14, b = 21g + 14 − 14δ, c = 28g − 7δ, and hence an
S3-decomposition:
H1(G(C), ad F ) = C7g−14 ⊕ (21g + 14− 14δ)Cε ⊕ (28g − 7δ)C
2
ρ.
4.3.2 Remark. One can make an analogous calculation in the case of a cyclic trigonal curve.
Here we apply the same method as above, with group 〈τ〉 ∼= Z/3 acting on C itself. Pick a
stable Galois Spin(8)-bundle F ∈ NC . As above we compute the trace of the group elements
τ, τ 2 acting on H1(C, ad F ), where by stability H0(C, ad F ) = 0.
By Atiyah-Bott:
trace τ |H1(C,ad F ) = −7(g + 2)/(1− ω),
trace τ 2|H1(C,ad F ) = −7(g + 2)/(1− ω
2).
Suppose that the eigenspace decomposition under τ is H1(C, ad F ) = Ca ⊕ Cb ⊕ Cc for eigen-
values 1, ω, ω2 respectively. Then we have to solve the equations
a+ b+ c = 28(g − 1)
a+ ωb+ ω2c = −7(g + 2)/(1− ω)
a+ ω2b+ ωc = −7(g + 2)/(1− ω2).
Adding the three equations gives again a = 7g − 14.
5 A nonabelian Schottky configuration
We shall show in this section that the moduli space NC contains a nonabelian ‘fattening’ of the
classical Schottky configuration for trigonal curves. The Schottky configuration is the union
of Prym Kummer varieties embedded in SUC(2); when C is trigonal two things happen: (a)
each Prym is, by the Recillas correspondence, the Jacobian of a tetragonal curve Rη, and (b)
SUC(2) is by Theorem 4.2.2 the ‘singular locus’ of a bigger moduli space NC. We show that
NC contains a configuration of the moduli varieties SURη(2)—each singular, of course, along
the corresponding Prym Kummer.
29
5.1 The Schottky configuration
For each nonzero 2-torsion point η ∈ JC [2]\{O} we have an associated unramified double cover
f : Cη → C.
We shall denote by ϕ the involution of Cη given by sheet-interchange over C; it will denote also
the induced involution of Pic(Cη). The kernel of the norm map on divisors has two isomorphic
connected components:
Nm−1(OC) = Pη ∪ P
−
η ,
where Pη = (1− ϕ)J0Cη and P
−
η = (1− ϕ)J
1
Cη .
We shall also consider the 2-component subvariety Nm−1(η) ⊂ JCη ; this is a torsor over
Nm−1(OC) whose components are exchanged under translation by elements of P−η . Note that
since ker f ∗ = {O, η} and f ∗ ◦ Nm = 1 + ϕ it follows that the set of anti-invariant (degree 0)
line bundles on Cη is
ker (1 + ϕ) = Nm−1(OC) ∪Nm
−1(η).
Pη ⊂ Nm
−1(OC) is distinguished as the component containing the origin O ∈ JCη ; the com-
ponent P−η ⊂ Nm
−1(OC) contains the Prym-canonical curve Cη
1−ϕ
−→ P−η . The components of
Nm−1(η), on the other hand, are indistinguishable.
5.1.1 Remark. The [−1]-action on JCη preserves each of these four components (acting as sheet-
involution ϕ): clearly it permutes the components isomorphically, and so it suffices to note that
each component contains fixed points, i.e. points of JCη [2].
For each η ∈ JC [2]\{O} there exist canonical maps
Nm−1(η)→ SUC(2)→ |2Θ|
where the first map is just direct image x 7→ f∗x; this gives a semistable rank 2 vector bundle
of determinant det f∗x = Nm(x) ⊗ det f∗OCη = OC . This map obviously factors through the
sheet-involution, and so the image is a pair of Prym-Kummer varieties. As η ∈ JC [2] varies,
the configuration of these Kummers in SUC(2) ⊂ |2Θ|, including (for η = O) the Jacobian
Kummer, is called the Schottky configuration.
It is usually convenient to view the Kummer varieties of the Schottky configuration as the
images of Nm−1(OC) = Pη ∪ P
−
η , though this can only be done up to the translation action of
JC [2]/η. For this we introduce the JC [2]-torsor
S(η) = {ζ | ζ2 = η} ⊂ JC .
Notice that pull-back gives an isomorphism of groups
f ∗ : JC [2]/η →˜ Nm
−1(OC)[2] := Nm
−1(OC) ∩ JCη [2],
and correspondingly an isomorphism of torsors
f ∗ : S(η)/η →˜ Nm−1(η)[2].
30
Each choice of ζ ∈ S(η)/η determines an identification Nm−1(OC) →˜Nm
−1(η) by translation
x 7→ f ∗(ζ)⊗ x. This sends 2-torsion points to 2-torsion points, and determines a map
Schζ : Pη ∪ P
−
η → SUC(2)
by x 7→ f∗(f ∗(ζ)⊗ x) = ζ ⊗ f∗x. The image is independent of the choice of ζ and is precisely
the fixed-point set of the involution ⊗η of SUC(2). Moreover, the linear span of the image of Pη
in |2Θ| can be canonically identified with the linear series |2Ξ| where Ξ is the canonical theta
divisor on the dual abelian variety, and represents the principal polarisation on Pη induced from
that on J(Cη). Thus for each ζ ∈ S(η)/η there is a commutative diagram
Pη
Schζ
−→ SUC(2)
↓ ↓
|2Ξ| →֒ |2Θ|.
(19)
5.2 S4-curves over P
1
When the curve C is trigonal the Pryms of the Schottky configuration are in fact Jacobians,
by a well-known construction of Recillas. We shall next review this construction, as formulated
by Donagi [3].
To any trigonal curve C
3:1
−→ P1 together with a nontrivial 2-torsion point η ∈ JC [2] one can
associate in a natural way a tetragonal curve Rη
4:1
−→ P1 whose polarised Jacobian is isomorphic
to the Prym variety of Cη → C. By definition Rη is one of two isomorphic connected components
of the fibre product
Rη ∪ R′η ⊂ S
3Cη
↓ ↓
P1 →֒ S3C
where P1 →֒ S3C is the trigonal pencil, and the right-hand vertical map is the 8:1 cover induced
from Cη → C. Conversely Cη = S
2
P1
Rη ⊂ S
2Rη with the obvious involution. In particular, Cη
and Rη are in (3,2)-correspondence, and we shall denote the incidence curve by I ⊂ Cη × Rη.
We shall refer toRη as the Recillas curve, and we shall consider its Galois closure G(Rη)→ P1
with Galois group S4. As in section 4.1 the points of G(Rη) correspond to orderings of the g14-
divisors in Rη.
5.2.1 Notation. We shall view S4 as the permutation group of {0, 1, 2, 3}, containing S3, the
permutations of {1, 2, 3}, as a subgroup. We shall fix elements σ = (23), τ = (123) (as in earlier
sections) and also σ′ = (01), ϕ = (0213). (Note that ϕ is uniquely determined up to inverse by
the condition σσ′ = ϕ2. The reason for using the same notation ϕ as for the sheet-involution
of Cη will appear in a moment.) We shall then refer to the subgroups ‘Klein’, generated by the
conjugates of σσ′ = ϕ2, ‘dihedral’ = 〈σ, ϕ〉 and A4 the alternating subgroup.
31
S4 has five irreducible representations and character table:
1 σ τ ϕ σσ′
1 1 1 1 1 1
ε 1 −1 1 −1 1
ρ 3 1 0 −1 −1
ρ⊗ ε 3 −1 0 1 −1
2 2 0 −1 0 2
Here ρ is the 3-dimensional reflection representation and 2 is the 2-dimensional reflection rep-
resentation of S4/Klein ∼= S3.
The various curves in the Recillas construction are related by the following diagram which
extends (17):
G(Rη)
ւ ց
G(C)×C Cη I
↓ ց 2 : 1ւ
G(C) Cη ↓ 3 : 1
↓ ց ↓
g+1−δH gC g−1Rη
ց ↓ ւ
P
1
(20)
By comparison of §4.1 and [3] p.74, one sees that the Galois cover G(Rη) → P1 has branching
behaviour:
IP1
G(R)
δ points 2g+4-2 δ points
8 times 12 times
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By Riemann-Hurwitz it follows that G(Rη) has genus 12g + 1− 4δ, and in particular we see:
5.2.2 Lemma. The 4:1 map G(Rη)→ G(C) is unramified.
Diagram (20) is Galois-dual to the tower of subgroups (and these diagrams coincide with
those of [3] p.73):
1
ւ ց
〈σσ′〉 〈σ〉
↓ ց ւ
Klein 〈σ, σ′〉 ↓
↓ ց ↓
A4 dihedral S3
ց ↓ ւ
S4
(21)
Note that the quotient dihedral/〈σ, σ′〉 ∼= Z/2 is generated by ϕ, which therefore acts as sheet-
interchange of Cη over C, consistently with our earlier notation.
5.2.3 Proposition. As S4-modules we have
H1(G(Rη),O) = (g + 1− δ)Cε ⊕ gC
2
2
⊕ (g − 1)C3ρ ⊕ (2g + 1− δ)C
3
ρ⊗ε.
Proof. One proceeds the same way as in the dimension computation of §4.3. By Atiyah-Bott
we have, for 2-cycles σ ∈ S4,
trace σ|H1(G(Rη),O) = 1−
1
2
|Fix(σ)| = −2g − 3 + 2δ;
for 3-cycles τ ∈ S4,
trace τ |H1(G(Rη),O) = 1− δ
{
1
1− ω
+
1
1− ω2
}
= 1− δ;
while the trace of other nontrivial group elements is 1, and the identity element of S4 has trace
g(G(Rη)) = 12g + 1− 4δ. If the representation on H1(G(Rη),O) has character a1 + bε+ cρ+
dρ ⊗ ε + e2 for integers a, b, c, d, e, then comparing with the character table 5.2.1 we have to
solve:
12g + 1− 4δ = a +b +3c +3d +2e
−2g − 3 + 2δ = a −b +c −d
1− δ = a +b −e
1 = a −b −c +d
1 = a +b −c −d +2e
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These equations give (a, b, c, d, e) = (0, g + 1− δ, g − 1, 2g + 1− δ, g). ✷
We can now describe the polarised isomorphism Pη ∼= JRη in this setting. Both abelian
varieties embed by pull-back in the Jacobian of the top curve G(Rη); and this Jacobian is acted
on by the group-ring Z[S4].
5.2.4 Proposition. The action of 1+ϕ2 ∈ Z[S4] on the Jacobian JG(Rη) restricts to the polarised
isomorphism of Recillas ψ : JRη →˜ Pη. Moreover, 2ψ
−1 : Pη → JRη is the restriction of
1 + τ + τ 2 ∈ Z[S4].
Proof. It is easy to identify the subspaces covering (the pull-backs of) these two abelian
varieties in the S4-decomposition of Proposition 5.2.3: for JRη we look for S3-invariant vectors,
while for Pη we look for 〈σ, σ′〉 invariant vectors on which the sheet-involution ϕ : Cη ↔ Cη
over C acts by −1. One quickly finds that these are all in the component (g − 1)⊗ C3ρ, where
C
3
ρ = {x ∈ C
4 | x1 + x2 + x3 + x4 = 0}
with S4 permuting coordinates. The two varieties are covered, respectively, by the subspaces
H1(Rη,O) = Cg−1 ⊗ l, l =
1
2
(3,−1,−1,−1) ∈ C3ρ,
H1−(Cη,O) = C
g−1 ⊗ n, n = (1, 1,−1,−1) ∈ C3ρ.
One notes at once (see 5.2.1) that (1+ϕ2)l = n and (1+ τ + τ 2)n = 2l. This demonstrates the
proposition as far as an isogeny ψ : JRη → Pη; we have to see that ψ is the Recillas isomorphism
as claimed. But the latter, by construction, is induced from the inclusion Cη ⊂ S2Rη, and this
fits into a commutative diagram:
G(Rη)
1+ϕ2
−→ S2G(Rη)
↓ ↓
Cη →֒ S2Rη
We conclude that via pull-back, 1 + ϕ2 gives the polarised isomorphism ψ : JRη →˜ Pη. ✷
5.3 Trigonal Schottky
Given a choice of ζ ∈ S(η)/η we can identify Pη with one component of Nm
−1(η). When C is
trigonal Pη is canonically identified with the Jacobian JRη , and the latter (more precisely, its
Kummer) can therefore be viewed as a component of the Schottky configuration:
Schζ : JRη → Nm
−1(η)→ SUC(2).
In Proposition 5.3.2 we shall describe explicitly how rank 2 vector bundles on C are constructed
from line bundles on Rη using diagrams (20) and (21); in the next section we will then extend
the construction to rank 2 vector bundles on Rη.
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Let us denote by πR the map G(Rη) → Rη; then for any line bundle L ∈ JRη we consider
the collection of bundles on G(Rη) obtained by applying the S4-action to L0 := π
∗
RL. Since
L0 is S3-invariant there are just four isomorphism classes, and these are in 1:1 correspondence
with the left cosets of S3 < S4. If we label the bundles as
L1 = ϕ
2L0
L2 = ϕL0
L3 = ϕ
3L0
then the Galois action of S3 < S4 will correspond to the usual permutation action on the
subscripts 1, 2, 3 (since ϕ = (0213)).
5.3.1 Remark. Note that over a divisor w + x + y + z ∈ g14 = P
1 a point of the Galois curve
represents an ordering of w, x, y, z and the fibres of the bundles L0, L1, L2, L3 over this point
are canonically isomorphic, respectively, to the fibres Lw, Ly, Lx, Lz of L.
We now consider the rank 2 vector bundle
E ′L,N = NL0L1 ⊕N
−1L2L3
where N is a line bundle on G(Rη) which will be chosen in a moment. First note that if N is
trivial then E ′ = E ′L,O is invariant under the dihedral group 〈σ, ϕ〉, since σE
′ = L0L1⊕L3L2 =
E ′ (acting trivially in the fibres at fixed points of σ), and ϕE ′ = L2L3 ⊕ L1L0 = E ′ (with no
fixed points of ϕ to consider since C is smooth). It follows that E ′L,O descends to a bundle
on C.
More generally, the same is true of E ′L,N provided N is the pull-back of a line bundle in
ker (1 + ϕ) = Nm−1(OC) ∪ Nm
−1(η) ⊂ JCη ,
since then N will be invariant under σ and anti-invariant under ϕ.
On the other hand, it follows from Proposition 5.2.3 that π∗RJRη ⊂ ker (1 + ϕ + ϕ
2 + ϕ3);
hence detE ′L,N = OG(Rη). Consequently the bundle EL,N → C which pulls back to E
′
L,N satisfies
detEL,N ∈ {OC , η}.
It turns out that detEL,N = OC if and only if N comes from Nm
−1(η); and that we recover the
Schottky map Schζ : JRη → SUC(2) if we choose N to be the pull-back of ζ ∈ Nm
−1(η)[2] ∼=
S(η)/η:
5.3.2 Proposition. For each ζ ∈ S(η)/η the following diagram commutes:
Pη
Recillasր ↓ Schζ
JRη → SUC(2)
L 7→ EL,ζ
where EL,ζ is defined by π
∗
Cηf
∗EL,ζ = E
′
L,pi∗Cη◦f
∗(ζ), for the maps G(Rη)
piCη
−→ Cη
f
−→ C..
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Proof. By Proposition 5.2.4 the Recillas map JRη → Pη is given, in the Jacobian of G(Rη),
by L 7→ (1 + ϕ2)L = L0L1. We shall view the latter as a line bundle on Cη; we then have to
show that its image ζ ⊗ f∗(LoL1) ∈ SUC(2) pulls back to E ′L,pi∗Cη◦f∗(ζ)
. But this pull-back is
π∗Cηf
∗(f∗(f
∗ζ ⊗ L0L1)) = π∗Cη((f
∗ζ)⊗ L0L1 ⊕ ϕ((f ∗ζ)⊗ L0L1))
= π∗Cη((f
∗ζ)⊗ L0L1 ⊕ (f ∗ζ−1)⊗ L2L3)
= E ′L,pi∗Cη◦f
∗(ζ).
✷
5.4 Nonabelian Schottky
Extending the preceding construction, we can use the diagrams (20) and (21) to construct
Galois Spin(8)-bundles from rank 2 vector bundles on the Recillas curve.
Given a rank 2 vector bundle E → Rη we consider the bundles on G(Rη) obtained by
applying the S4-action to E0 := π
∗
RE. Again, S3-invariance implies that there are just four
isomorphism classes in 1:1 correspondence with the left cosets of S3 < S4. We write
E1 = ϕ
2E0
E2 = ϕE0
E3 = ϕ
3E0.
The Galois action of S4 on the the bundles E0, E1, E2, E3 then coincides with permutation of
the indices.
5.4.1 Lemma-Definition. Fix an element ζ ∈ S(η)/η, and denote its pull-back to G(Rη) by
ζ ′ ∈ JG(Rη)[2]. Given a semistable rank 2 vector bundle E → Rη with detE = O, the rank 8
orthogonal bundles (where E0E1 = E0 ⊗ E1 etc)
VE,ζ = ζ
′ ⊗ (E0E1 ⊕ E2E3),
S+E,ζ = τζ
′ ⊗ (E0E2 ⊕ E3E1),
S−E,ζ = τ
2ζ ′ ⊗ (E0E3 ⊕E1E2),
are semistable and descend to a Galois Spin(8)-bundle FE,ζ ∈ NC .
Proof. By Proposition 2.1.1 these three bundles are the standard representations of a Spin(8)-
bundle, and by construction they are permuted isomorphically by the 3-cycle τ ∈ S4 under
the Galois action. The involution σ, on the other hand, lifts to an involution of VF with 1-
dimensional −1-eigenspace
∧2(E2)x at each fixed point x ∈ G(Rη). (So the dihedral invariance
and descent to the curve C of the previous section fail in this rank 2 case.) However, the
triple is invariant under the Klein subgroup and by Lemma 5.2.2 the map G(Rη) → G(C) is
unramified. It follows that the bundles descend to G(C) where they satisfy the conditions of
Proposition 2.2.2. ✷
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5.4.2 Remark. Observe that if we define R0 = C ∪ P1 and extend any rank 2 bundle E → C
to the trivial bundle on the component P1, then the above construction reduces to that of
Lemma 2.3.1.
We shall write Schζ : SURη(2)→ NC for the map determined by 5.4.1, and verify that this
is consistent with the notation for Pryms:
5.4.3 Theorem. For each η ∈ JC [2] and choice of ζ ∈ S(η)/η the following diagram commutes:
Pη →˜ JRη → SURη (2)
Schζ ↓ ↓ Schζ
SUC(2) −→ NC
Proof. Let us fix the following notation for the various maps which we will need:
G(Rη)
πG(C) ւ ց πCη
G(C) Cη
πC ց ւ f
C
Pick line bundles L ∈ JRη and N ∈ Pη corresponding under the Recillas isomorphism. L
gives rise to a Galois bundle FL,ζ = (VL,ζ, S
+
L,ζ, S
−
L,ζ) on G(C) (via the right-hand side of the
diagram) which pulls back to the triple of orthogonal bundles on G(Rη) (by 5.4.1):
π∗G(C)VL,ζ = ζ
′ ⊗ {(L⊕ L−1)(ϕ2L⊕ ϕ2L−1)⊕ (ϕ3L⊕ ϕ3L−1)(ϕL⊕ ϕL−1)} ,
π∗
G(C)S
+
L,ζ = τζ
′ ⊗ {(L⊕ L−1)(ϕL⊕ ϕL−1)⊕ (ϕ2L⊕ ϕ2L−1)(ϕ3L⊕ ϕ3L−1)} ,
π∗G(C)S
−
L,ζ = τ
2ζ ′ ⊗ {(L⊕ L−1)(ϕ3L⊕ ϕ3L−1)⊕ (ϕL⊕ ϕL−1)(ϕ2L⊕ ϕ2L−1)} .
(22)
Via the left-hand side of the diagram, on the other hand, N gives rise to a Galois bundle
FN,ζ ∈ NC represented by a triple (VN,ζ, S
+
N,ζ , S
−
N,ζ) and we shall show that these bundles split
under pull-back to G(Rη) into the same line bundle summands as (22).
Starting with N ∈ Pη we construct EN,ζ = ζ ⊗ f∗N → C; then VN,ζ = C2 ⊗ π∗CEN,ζ ⊕
τ(π∗CEN,ζ)⊗ τ
2(π∗CEN,ζ) etc. Now
π∗G(C)(π
∗
CEN,ζ) = π
∗
Cηf
∗(ζ ⊗ f∗N)
= ζ ′ ⊗ π∗Cη(N ⊕ ϕ(N))
= ζ ′ ⊗ π∗Cη(N ⊕N
−1),
where we use the fact that N is anti-invariant under the sheet-involution ϕ : Cη ↔ Cη. It
follows (denoting π∗CηN by N for simplicity, and using the fact that ζ
′ ⊗ τζ ′ ⊗ τ 2ζ ′ = O) that
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π∗
G(C)VN,ζ = ζ
′ ⊗ { 2N ⊕ 2N−1 ⊕ (τN ⊕ τN−1)(τ 2N ⊕ τ 2N−1) } ,
π∗G(C)S
+
N,ζ = τζ
′ ⊗ { 2τN ⊕ 2τN−1 ⊕ (τ 2N ⊕ τ 2N−1)(N ⊕N−1) } ,
π∗
G(C)S
−
N,ζ = τ
2ζ ′ ⊗ { 2τ 2N ⊕ 2τ 2N−1 ⊕ (N ⊕N−1)(τN ⊕ τN−1) } .
(23)
For each of the bundles VL,ζ, VN,ζ we expand the expression in (22) and (23). Each line
bundle summand is represented by a vector in Cg−1 ⊗ C3ρ ⊂ H
1(G(Rη),O). (See the proof of
Proposition 5.2.4.) By hypothesis L,N are represented respectively by x ⊗ l,x ⊗ n for some
x ∈ Cg−1, where l = 1
2
(3,−1,−1,−1) and n = (1, 1,−1,−1). We can therefore identify each
summand, as a vector in this representation, using the S4-action. For example, ϕL is given
by the vector x ⊗ ϕl = x ⊗ (−1,−1, 3,−1), and L ⊗ ϕL by x ⊗ (l + ϕl) = x ⊗ (2,−2, 2,−2).
Computing in this way, we find that the summands of π∗
G(C)VL,ζ are x tensored with the vectors:
±(1, 1,−1,−1),
±(1, 1,−1,−1),
±(2,−2, 0, 0),
±(0, 0, 2,−2).
We now play the same game with π∗G(C)VN,ζ, representing N by x ⊗ (1, 1,−1,−1), τN by
x ⊗ (1,−1, 1,−1) etc. After computing we find that π∗
G(C)VN,ζ is represented by exactly the
same eight vectors as above. We conclude that π∗
G(C)VL,ζ
∼= π∗G(C)VN,ζ, and hence by construction
VL,ζ ∼= VN,ζ. Repeating this calculation for the spinor bundles shows likewise that S
±
L,ζ
∼= S±N,ζ ,
and hence FL,ζ = FN,ζ . ✷
5.4.4 Remark. There is a natural ‘Heisenberg’ action of JC [2] on the space NC : for η ∈ JC [2]
we define
VF 7→ π∗Cη ⊗ VF ,
S+F 7→ τ(π
∗
Cη)⊗ S
+
F ,
S−F 7→ τ
2(π∗Cη)⊗ S
−
F .
The three image bundles are cyclically permuted by τ , and the last two exchanged by σ, and
so they define a Galois Spin(8)-bundle η · F ∈ NC. Moreover, one readily checks, using the
relation π∗Cη ⊗ τ(π
∗
Cη)⊗ τ
2(π∗Cη) = O, that the map SUC(2) →֒ NC is equivariant where JC [2]
acts by tensor product on rank 2 vector bundles. We expect that the fixed-point set of this
involution is precisely the ‘Schottky locus’ SURη (2) ∪ SUR′η (2).
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