Abstract. We propose, analyze, and compare several numerical methods for the computation of the deformation of a pressurized martensitic thin film. Numerical results have been obtained for the hysteresis of the deformation as the film transforms reversibly from austenite to martensite.
Introduction
Active martensitic thin films are increasingly being utilized in new and proposed technologies [7, 32] . The development of techniques for the growth of single crystal martensitic thin films [23] offers the promise of even larger work output per cycle [32] . Recently, Bhattacharya and James have derived a thin film model for martensitic thin films [7] from the geometrically nonlinear bulk theory of martensite [4, 5, 15, 41] . We have utilized the Bhattacharya-James model to develop several finite element models for the deformation of active martensitic thin films.
If the film is deposited on a substrate in the austenitic phase and it is released in a square region, then it can pop up and form a "tent" in the martensitic phase ( Fig. 1) if the transformation strain satisfies compatibility conditions (6.1)-(6.3) [7] . Such a "tent" deformation has been proposed for use in a temperature activated micro-valve (Fig. 2) .
We propose and utilize an energy density for a cubic to tetragonal transformation that satisfies the conditions (6.1)-(6.3) for the "tent" deformation. In this paper, several finite element approximations for the deformation are tested and compared. We computed the deformation of a pressurized film by continuation in the temperature as the film is cyclically cooled and heated through the transformation temperature and obtained nearly rectangular hysteresis in the deformation (Fig. 5) .
We have found in our model that the corners where the film is attached to the substrate provide a nucleation mechanism for the phase transformation from martensite to austenite. The discontinuous Morley element gave unstable results under mesh refinement for the transformation temperature. We believe this is because the Keywords and phrases. Thin film, finite element, martensitic transformation, active materials.
Morley element does not accurately model the deformation in the corner. More stable results were obtained with the reduced Hsieh-Clough-Tocher element and the Zienkiewicz element, both of which are continuous elements.
An analysis of the convergence of the finite element approximation of the thin film model for martensitic crystals is given in this paper. We have developed a stability theory and analysis of the finite element approximation for bulk martensitic crystals in [8, 11, 35-37, 40, 41] . The stability theory was also used to analyze the microstructure in ferromagnetic crystals in [42] . Related results on the numerical analysis of nonconvex variational problems can be found, for example, in [12-14, 16, 22, 29, 33, 38, 44, 46] .
In Section 2, the Bhattacharya-James thin film model is given, and in Section 3, the finite element spaces that we use to approximate the thin film model are described. In Section 4, we describe the optimization and continuation methods that we use to compute minima for the energy as the temperature or pressure are varied. In Section 5, rigorous results for the convergence of the finite element approximation are given, and in Section 6, the results of our numerical experiments are given and intrepreted.
The thin film model

General settings
We assume that Ω ⊂ R 2 is a bounded domain with a Lipschitz continuous boundary, ∂Ω. We consider functions whose domain is Ω and range is R 3 . The gradient of a typical such function y will be a function whose domain is Ω and range is R 3×2 , the set of all real 3 × 2 matrices, and will be denoted by ∇y. The columns of ∇y will be denoted by y ,i , i = 1, 2. For a matrix A ∈ R 3×3 , we also write A = (A 12 |A 3 ) where A i , i = 1, 2, 3, represent the columns of A, and A 12 represents the 3 × 2 submatrix of A formed by the columns A 1 and A 2 . We define y i,α = ∂y i /∂x α for i = 1, 2, 3 and α = 1, 2, y i,αβ = ∂ 2 y i /∂x α ∂x β for i = 1, 2, 3 and α, β = 1, 2, and denote by ∇ 2 y the 3 × 2 × 2 tensor of all second order partial derivatives of y. We equip all matrix spaces with the usual component-wise inner products and the corresponding norms. The elastic energy density is denoted by the function φ(F, θ) : R 3×3 × R → R. Finally, the temperature will be denoted by θ and the applied hydrostatic pressure by P .
Bhattacharya and James [7] and James and Rizzoni [31] have shown that deformations u ∈ H 2 (Ω h ; R 3 ) minimizing the bulk energy of a pressurized film of thickness h with reference configuration Ω h ≡ Ω × (−h/2, h/2) are asymptotically of the form (see [7, 31] for a precise description of the results) u(x 1 , x 2 , x 3 ) = y(x 1 , x 2 ) + b(x 1 , x 2 )x 3 + o(x We note that A = M × N where
The requirement that the film not penetrate itself [30] is not included in the definition of the space of admissible deformations, A. However, this requirement has been satisfied by all of the numerical solutions that we have obtained with this model with the admissible space given by (2.3).
The deformation of the film, whose reference (undistorted) configuration is given by the domain Ω, is described by y, while the deformation of the cross-section can be thought of as being described by b. The first term of the energy functional is the strain-gradient term modeling the interfacial energy of the thin film and is the limit of the corresponding term for a three-dimensional thin film as the thickness of the film tends to zero. Here κ is a small material constant, called the strain-gradient coefficient.
The second term of the energy functional, Ω φ(∇y|b, θ) dx, models the elastic energy of the film at the temperature θ, and it is the limit of the corresponding three-dimensional elastic energy. The third term of the energy functional models the effect of applying uniform hydrostatic pressure P ≥ 0 under the surface of the film. This term has the form P × V (pressure × volume) where V denotes the volume under the distorted film [31] .
Boundary conditions
The "tent" deformation can be obtained from a film that is attached to a film in the austenitic phase on its boundary and satisfies certain compatibility conditions [7] . The boundary conditions are
Energy density φ φ
The requirement that deformations not be penetrating [30] implies that the energy density φ need only be defined on R 3×3 + × R where R 3×3 + denotes the set of matrices F ∈ R 3×3 such that det F > 0. However, we shall assume for simplicity that φ is defined on all of R 3×3 × R, and we note that the energy density that we propose in (6.6) and use in our numerical computations is defined on all of R 3×3 × R. We assume that φ is rotationally invariant, or frame indifferent, that is, for any θ ∈ R, 6) where SO(3) is the group of rotations, and also that it inherits the symmetry of the more symmetric, high temperature phase of the crystal, so that, for any θ ∈ R,
where G ⊂ SO(3) is the symmetry group of the austenite. We assume that near the transformation temperature the energy density has a local minimum at the identity deformation gradient I corresponding to the austenitic phase, and also at the set of variants 8) where the U i are deformation gradients for an unstressed crystal in the martensitic phase. From the frame indifference (2.6) and from the material symmetry (2.7), it follows that φ has local minima on the set SO(3) and on the union of the energy wells
where U i = SO(3)U i . We note that φ is constant on U by the frame indifference (2.6) and the material symmetry (2.7). We model the phase transformation by assuming that the set of global minimizers of φ is exactly the set of rotations SO(3) for temperatures above the transformation temperature, the set U for temperatures below the transformation temperature, and the union U ∪ SO(3) at the transformation temperature.
Since U i = SO(3)U i , it follows from (2.8) that det U is constant for all U ∈ U. We assume that the minimizing deformations are orientation preserving, that is,
We also assume that the free energy density φ is continuous, and that φ satisfies certain growth conditions that will be described in detail in Section 5.
We focus on the cubic to tetragonal transformation in Section 6.3, and we give there the energy density φ that we choose for our numerical experiments.
Finite Elements
In our computations, we have experimented with various conforming as well as nonconforming finite elements. To construct a conforming finite element space for the deformation y, one needs to ensure that the basis functions are of class C 1 (Ω) [17] . This results in more complicated spaces than if nonconforming finite element spaces are used. We implemented two conforming elements and two nonconforming elements for the deformation vector y, together with a corresponding conforming (C 0 (Ω)) or nonconforming P 1 element for the vector b. As the first conforming finite element, we implemented the Argyris triangle [2, 9, 17] for y and the conforming P 1 element [9, 17] for b. The large number of degrees of freedom (21) for the Argyris triangle made this element less efficient for the resolution that we require for our problem than the reduced Hsieh-Clough-Tocher (HCT) finite element described in the following paragraph.
As the second conforming finite element, we implemented the reduced Hsieh-Clough-Tocher (HCT) finite element [6, 9, 17, 18] for y, together with the conforming P 1 element for b. The reduced HCT finite element space consists of functions that are of class C 1 (Ω) and are such that, when restricted to an element, they are cubic polynomials on each of three triangular subdomains, patched together in such a way so as to form a C 1 (Ω) function. This element has 9 local degrees of freedom.
We implemented the nonconforming, but C 0 (Ω), Zienkiewicz element [17, 34] for y, but in this case we used again the conforming P 1 element for b. The main reason is that the reduced HCT triangle and the Zienkiewicz triangle have exactly the same degrees of freedom (the values and the first partial derivatives at the nodes of the triangle) and therefore the result of one of the two methods can be used as an initial guess (or preconditioner) for the other one -as long as the elements used for b are the same. The Zienkiewicz finite element space consists of functions v that are continuous onΩ and when restricted to an element K of the triangulation they belong to the space P 3 , the space of cubic polynomials, satisfying the constraint
where the A i denote the vertices of K and
We also implemented the simplest nonconforming element one can use for fourth-order problems, the Morley element [9, 17, 43, 49] , which is not C 0 (Ω). The Morley finite element space consists of functions that are elementwise quadratic polynomials and that are moreover continuous at the midpoints of the edges of the triangulation. For this reason, we used the nonconforming P 1 element [9, 17] for b corresponding to the finite element space consisting of element-wise linear functions which are also continuous at the midpoints of the triangulation edges.
Numerical minimization method
In this section, we describe the gradient minimization method we use to approximate the minimizer of the total energy (2.1). It is based on variants of conjugate gradient methods used in [19] [20] [21] with a simplification that increases the efficiency.
Let M h and N h denote the finite element spaces approximating the spaces M and N , respectively, defined in (2.4). In general, the boundary conditions (2.2) for M and N will have to be approximated in the definition of M h and N h . Define M h,0 and N h,0 to be the same spaces as M h and N h , respectively, but with the Dirichlet boundary conditions on Γ replaced by zero. Finally, we set 0 . We note that for linear boundary conditions and polygonal domains, we have that M h ⊂ M and N h ⊂ N for the conforming finite element spaces discussed in this paper.
For the nonconforming finite element spaces the energy functional (2.1) is not well-defined, since the interfacial energy term only makes sense element-wise. Hence, the corresponding energy in these cases is
where the sum is taken over all triangles K in the triangulation of Ω. We note that the nonconforming energy above relaxes the penalty for oscillations in the deformation gradient across element edges. The oscillations for convergent nonconforming methods must approximately cancel so as to give global accuracy [36] . We found that the nonconforming Zienkiewicz element gave similar results to the conforming reduced HCT element for the "tent" problem with the mesh sizes h and strain gradient coefficient κ described in Section 6. To simplify our notation, we denote by u the pair (y, b) ∈ A h and by E(u), u ∈ A h , the energy functional to be minimized over the space A h . For a fixed temperature and pressure, we choose an initial approximation u 0 ∈ A h and determine an iteration sequence, {u n } ⊂ A h , such that u n converge to a local minimum of E as n → ∞. The (local) minima of E determine (meta-)stable states of the thin film. We perform a simple continuation in pressure (or temperature), starting from a state of the film that is physically reasonable. Controlling the step size in pressure (or temperature), we can argue that the continuation procedure models the quasi-static behavior of the thin film.
The iteration procedure goes as follows. Having computed u n ∈ A h , we determine a gradient direction g n ∈ A h,0 (see Sect. 4.1 below). We then determine a search direction d n ∈ A h,0 (see Sect. 4.2) and compute ρ n > 0 such that
for all ρ in a neighborhood of ρ n . Finally, we set
and continue this process until a stopping criterion has been satisfied.
Gradient direction
Denote the first variation of the energy E(u) in the direction v ∈ A h,0 by δE (u; v) . Then the gradient direction g n ∈ A h can be computed as the L 2 (Ω)-projection of this quantity, namely,
(See, for example, [20] .) This way of computing g n results in a matrix system with a well-conditioned matrix, the mass matrix. However, this matrix still needs to be inverted, at least approximately.
A computationally more efficient way is to project the first variation into the finite element space in the following wayĝ 4) where N = dim A h,0 and the v i , i = 1, . . . , N, form a basis of A h,0 . We can easily see that −ĝ n is a descent
for ε positive and sufficiently small. Note that to determineĝ n , we only have to compute the values δE(u n ; v i ) (which are the same as those in the right-hand side of the matrix system corresponding to (4.3)), because the mass matrix is replaced by the identity matrix. We have successfully used the computation ofĝ n as in (4.4) in our code.
Search direction
Having computed g n , we need to choose the search direction d n for the univariate optimization (4.1). The simplest way is to set d n = −g n , corresponding to the steepest descent algorithm. We use variants of the conjugate gradient method to obtain greater efficiency. The Fletcher-Reeves variant [28, 45] starts with an initial guess, u 0 ∈ A h , and an initial search direction 
The algorithm we choose for the univariate minimization (4.1) is the quadratic fit method [39] . This algorithm does not require evaluations of the derivatives of the function to be minimized, only the function itself. The local convergence of this method is super-linear, but to ensure global convergence the algorithm is usually modified and can, in the worst case, degenerate to linear convergence. Finally, when the norm of the gradient reaches a given tolerance, the algorithm is stopped.
Quadrature rules for the triangular elements
In this section, we describe the quadrature rules that we use to approximate the integrals in the total energy. Clearly, different quadrature rules are needed for different terms and different elements. We do not discuss those elements or terms in the energy functional for which a low order quadrature rule will suffice (such as the P 1 elements for b or the interfacial energy term for the quadratic Morley element), but we mention those where higher-order quadrature rules are needed.
We have not established the order of convergence of the finite element methods (see Sect. 5 for obtained results). Therefore, we have not been able to study the effect of numerical quadrature on the convergence and determine the optimal quadrature rules, that is, those of the lowest possible order preserving the order of convergence. Hence, our choice was to integrate the interfacial energy terms exactly while using some higherorder rules for the other two terms.
The Zienkiewicz triangle (and the Argyris triangle)
The interfacial energy term is the integral of a polynomial of degree 2, therefore the quadrature rule utilizing only the values at the midpoints of the edges of the triangle with weights 1/3 gives the exact value of the integral [17] .
For the other lower-order terms, that is, for the elastic energy term and the pressure term, we use the 12-point Gaussian rule used, for example, in the software package Modulef for problems solved using the Argyris triangle (see also [24] ). It is exact for polynomials in the space P 6 .
We also used this rule for all three terms in the energy functional when using the Argyris triangle.
The reduced Hsieh-Clough-Tocher triangle (and the Morley triangle)
Since the space P for this element is a space of functions that are polynomials on subtriangles K i of K, the quadrature rules should be applied to integrals over K i rather than K. On each K i , the functions of P are cubic polynomials and hence the interfacial energy term is an integral of a polynomial of degree 2. Therefore, we can use the same 3-point rule as for the interfacial energy term with the Zienkiewicz triangle.
For the elastic energy term and the pressure term, we use the 7-point Gaussian rule. This rule is exact for polynomials of degree 5. Note that this results in 21 nodes for each triangle K rather than 36 had we used the 12-point quadrature rule described above in Section 4.3.1. Also note that the pressure term is an integral of a polynomial of degree 7. However, to integrate this term exactly would require an excessive number of quadrature nodes (for example, the 13-point rule from [24] would require 39 quadrature nodes).
We also use the same 7-point quadrature rule for the elastic energy term and the pressure term when using the Morley element. Note that for this element the pressure term is an integral of a polynomial of degree 4, so we could conceivably use a lower-order quadrature rule for this term (see [24] ).
Theoretical results
In this section, we give some theoretical results concerning convergence of the conforming finite element methods. We show that for a global minimizer (or an isolated local minimizer) u = (y, b) of the energy (2.1) over the space A of admissible deformations there exists a sequence {u h } ∈ A h of global (or local) minimizers of the energy over the spaces
as h, the diameter of the largest element K in the triangulation of Ω, goes to zero. We first give a result on the continuity and coercivity of the energy E κ,θ,P (y, b) for fixed parameters κ > 0, θ ∈ R, and P ≥ 0.
Lemma 5.1. We assume that the energy density, φ(F, θ), is continuous in F ∈ R
3×3 and that for any θ ∈ R there exist constants c 1 , c 2 > 0 and 3 < q 1 ≤ q 2 such that 
Then the energy, E κ,θ,P (y, b), is weakly lower semi-continuous and strongly continuous on
Finally, if in addition φ(·, θ) is differentiable for every θ ∈ R and there exist constants c 5 > 0 and q 3 ≥ 0 such that
Proof. It is easily seen that
is weakly lower semi-continuous and strongly continuous on
. From the Sobolev embedding theorem [1] , we have that
is a compact embedding for any 1 ≤ r < ∞. 
Hölder's inequality, and the embedding (5.5) that the term
. Thus, we can conclude that the energy, E κ,θ,P (y, b), is weakly lower semi-continuous and strongly continuous on
. To prove the coercivity result (5.2), we observe by Hölder's inequality, the boundary condition (2.2), and the Poincaré inequality that there exists a positive constant c 6 and a constant c 7 such that
for all y ∈ W 1,3 (Ω; R 3 ) (and hence for all y ∈ H 2 (Ω; R 3 ) by (5.5)). It follows from the lower bound for φ(F, θ) in (5.1) that since q 1 > 3 there exists a constant c 8 , depending on c 1 and c 6 P + 1, such that
Hence, we have from (5.6) and (5.7)
We thus obtain that
. The coercivity result (5.2) for (y, b) ∈ A then follows by the Poincaré inequality.
Finally, to prove that the energy, E κ,θ,P , is Gâteaux differentiable and that (5.4) holds, it is enough to show that the elastic energy term is Gâteaux differentiable and that, for a fixed ε > 0, 
for some constants c 9 , c 10 , c 11 , where the right-hand side is independent of s and belongs to L 1 (Ω; R) due to the embedding (5.5).
Remark 5.1. We note that we can take c 7 = 0 for the boundary conditions (2.5). We also note that the constant c 4 in (5.2) depends on q 1 , c 1 , and the pressure P . Using the same proof as above, the coercivity result (5.2) can be extended to the case q 1 = 3 for P such that c 5 P < c 1 .
We next give a result for the existence of a global minimizer u = (y, b) ∈ A of the energy (2.1) for fixed parameters κ > 0, θ ∈ R, and P ≥ 0. Proof. We have by the coercivity inequality (5.2) that the energy E κ,θ,P is bounded below for (y, b) ∈ A. Consider an energy minimizing sequence {(y n , b n )} ⊂ A. By the coercivity inequality (5.2), this sequence is bounded in
. Considering a weakly convergent subsequence, the existence of a minimizer of E κ,θ,P over A then follows from the weak lower semi-continuity of E κ,θ,P over H 2 (Ω;
Remark 5.2. We note that the energy density defined in (6.6) below satisfies (5.1). We also remark that using the same argument as in the proof of Lemma 5.2 we can show the existence of a minimizer of the total energy (2.1) over any nonempty, weakly closed subset of A. Also, the finite dimensionality of A h and the coercivity inequality (5.2) ensures the existence of minimizers of the total energy (2.1) over the finite element spaces A h for any h > 0.
Our next result gives the strong convergence of minimizing sequences of the energy. 
Then there exists a subsequence of {(y n , b n )}, not relabeled, such that as n → ∞ 
Proof. Recall from the proof of Lemma 5.2 that the fact that {(y n , b n )} is an energy minimizing sequence in A implies that there exists u = (y, b) ∈ A and a subsequence of {(y n , b n )}, not relabeled, such that
From the proof of Lemma 5.1 we have that the elastic energy term and the pressure term are weakly continuous over
Therefore, since we can conclude from (5.10) that lim sup
we have established the strong convergence in the H 2 (Ω;
In our analysis below, we shall assume that the deformation y ∈ M is approximated by the reduced HsiehClough-Tocher element [9, 17] , although the analysis applies to other conforming methods and even to some nonconforming methods. We shall assume that b ∈ N is approximated by the continuous, piecewise linear element. We also assume that the boundary conditions on A are compatible with the finite element approximation in the sense that We assume that a quasi-regular family of triangulations {τ h } of Ω is given, that is, there exists a constant σ such that, for all K in each triangulation and for all triangulations of the family,
where h K denotes the diameter of K and ρ K the supremum of the diameters of balls contained in K. We also assume that h = max K∈τ h h K . We then have the following result for the density of 
The next result on the convergence of the energy of the finite element approximations u h of u follows from the above result and from the continuity of E κ,θ,P over H 2 (Ω; 
The following result on the strong convergence of global minimizers of finite element approximations, (y h , b h ) ∈ A h , follows as a corollary of Theorems 5.1 and 5.2. 
where (y, b) minimizes the total energy (2.1) over A.
If the energy (2.1) has a unique minimizer (y, b) ∈ A, then we have for the complete sequence {(y
We now recall the rate of approximation of (ỹ,b) ∈ H 3 (Ω;
Lemma 5.4. Assume that a quasi-regular family of triangulations {τ h } of Ω is given. Then there exists a constant C, independent of h, such that
By classical bootstrap arguments, a minimizer u = (y, b) ∈ A of the total energy (2.1) will be smooth in the interior of Ω if φ is smooth and satisfies the growth conditions (5.1) [26, 27] . For appropriate boundary conditions (y, b) = (ŷ,b) on Γ, we can expect that (y,
. If the minimizer (y, b) has reduced regularity, then the following proof will give a reduced rate of convergence. Denoting now by C a generic constant independent of h (but depending on (y, b) and Ω), we find by using Lemma 5.4, the mean value theorem, the Cauchy-Schwarz inequality, and the growth assumption (5.3) that
Theorem 5.3. We assume that a quasi-regular family of triangulations {τ h } of Ω is given. We also assume that φ satisfies the growth condition (5.1) and that it is differentiable and satisfies (5.3). We assume further that a minimizer u = (y, b) ∈ A of the total energy (2.1) (whose existence is guaranteed by Lem. 5.2) satisfies the regularity assumption
(y, b) ∈ H 3 (Ω; R 3 ) × H 2 (Ω; R 3 ).
Then there exists a constant C > 0, independent of h, such that
and 
Adding all of the above terms establishes the claim of the theorem.
Remark 5.3.
We note that we can obtain a weaker result under weaker assumptions. If we assume that φ satisfies a local Lipschitz condition of the form
where q 3 ≥ 0 (instead of differentiability of φ and the growth condition (5.3)), then it is easy to see from (5.13) that 0 ≤ min
On the other hand, if the minimizer satisfies
and the space M is approximated by a finite element space M h ⊂ M such that piecewise cubic functions belong to M h (for example, the full Hsieh-Clough-Tocher or the Argyris finite element space) and N is approximated by the continuous, piecewise quadratic finite element space N h , we obtain that the left-hand side of (5.14) is bounded by Ch 4 . Similarly, if the energy density, φ, is twice differentiable everywhere with respect to F ∈ R 3×3 , and the second derivative satisfies a growth condition similar to (5.3), the left-hand side of (5.15) is bounded by Ch 6 and hence 0 ≤ min 
) holds. Let u = (y, b) ∈ A be an isolated local minimizer of the energy (2.1) in the H
2 (Ω; R 3 ) × H 1 (Ω; R 3 ) topology.
Given a quasi-regular family of triangulations {τ h } and the corresponding conforming finite element spaces A h with h sufficiently small, there exists a sequence of local minimizers (y h , b h ) ∈ A h of the energy (2.1) over the spaces
Proof. Since u = (y, b) ∈ A is an isolated local minimizer of the energy (2.1), there exists an open ball
. It follows from Lemma 5.3 that for any quasi-regular family of triangulations {τ
and hence the finite element spaces
From the strong continuity of the energy in H 2 (Ω;
and therefore it follows from the inequality
, there exists a subsequence of {(y h , b h )}, not relabeled, and (ỹ,b) ∈ A such that as h → 0
and from the weak lower semi-continuity of the energy we have
From the fact that a closed ball in a normed linear space is also weakly closed [48] , we have (ỹ,b) ∈B, and the fact that there exists a unique minimizer of the energy over A ∩B then implies
Repeating next the argument of Theorem 5.1, we have from the convergence of the energy that
and we can conclude that (y h , b h ) → (y, b) for the whole sequence.
we have that (y h , b h ) ∈ B for h small enough, and therefore (y h , b h ) is a local minimizer of the total energy (2.1) over A h for all such h.
Numerical experiments
In this section, we describe the numerical experiments we have performed. We first describe the "tent" deformation [7] and give the conditions under which this deformation is possible. Then we discuss one of its possible applications, a temperature operated valve. Our main goal is to try to qualitatively simulate the action of the valve in our computations. Finally, we discuss the issue of displaying the numerical results and present some of our graphical output.
Conditions for a "tent"
We assume that e 3 is a unit vector normal to the reference plane of the film. Assume that one of the sides of the film satisfies (∇y|b) ∈ SO(3)U i where U i is one of the variants (2.8). The formation of a symmetric k-sided tent (see Fig. 1 for a four-sided tent) is then possible [7] if and only if there exist e ∈ R 3 such that e · e 3 = 0 and |e| = 1 and Q ∈ SO(3) such that
2)
where n = e × e 3 , and, moreover, that e 3 is an axis of k-fold symmetry of the austenite. (Note that it follows from crystallography theory [3] that k ∈ {2, 3, 4, 6}.) The vector e is the direction of the line interface between the martensite with (∇y|b) ∈ SO(3)U i and the austenite attached to the substrate. The normal to this interface is n. To satisfy the Hadamard condition of compatibility, we need to require (6.1). To ensure there is no shear along the interface, we need to require (6.2). Finally, (6.3) enables the film in the martensitic phase to stretch in the direction of n. The fact that e 3 is an axis of k-fold symmetry of the austenite simply allows the film to form k symmetric sides of the tent. Figure 1 . The "tent" deformation of the film. Outside of a square domain, the film is attached to a substrate and remains in the austenite. On the square domain, it is released and transforms to a four-sided tent. Each side of the tent satisfies (∇y|b) = QU i for some i where Q ∈ SO(3) and the U i are martensitic variants.
Pressure Pressure
Film Figure 2 . The temperature operated valve. At a high temperature, the film is in the austenitic phase, effectively opening the valve (left). At a low temperature, the film is in the martensitic phase, effectively closing the valve (right).
It is easily seen that the opposite sides of the symmetric four-sided tent can be chosen to belong to the same martensitic well. Hence, only two martensitic variants are needed to participate in the formation of the four-sided tent (Fig. 1). 
Application of the tent-valve
In this section, we describe a possible application of the tent to a temperature operated valve. Consider a mechanism such as the one in Figure 2 .
In a certain temperature range above the transformation temperature, the film is in the austenitic phase, effectively opening the valve. Note that the film is not completely flat due to the bias pressure in the lower part of the valve. Upon cooling the film, the pressure below the film helps it to transform into martensite and bulge up, effectively closing the valve. Heating the film again causes it to transform back to austenite and open the valve. Note that one simple way to supply heat to the film could be electric current passing through it.
Computational example of the energy density φ
We next provide an example of an energy density satisfying all of the qualitative requirements discussed in Section 2.3. It certainly does not possess all the quantitative properties of the free energy density for a martensitic alloy, but it suffices for our computational purposes and demonstrates the expected effects.
As mentioned in Section 2.2, we will make a simple special choice of a martensitic transformation so that we do not need to rotate the reference domain Ω out of its natural position in the x 1 x 2 -plane; that is, the reference direction normal to the film is e 3 , and the vectors e and n from (6.1)-(6.3) lie in the x 1 x 2 -plane. From the theoretical considerations in Section 6.1 (where κ = 0), we are led to expect that only two martensitic variants appear in the deformed configuration. However, the film can transform to additional variants when the effects of surface energy are included. To confirm these expectations numerically, but to keep the model reasonably simple, we consider the cubic to tetragonal transformation [4, 5, 35] given by the three transformation matrices U 1 , U 2 , U 3 (in the cubic basis {e 1 , e 2 , e 3 }), where
and where ξ > 0. The symmetry group G of the austenite is the symmetry group of the cube. It has 24 elements which are the rotations determined by rotating the orthonormal system {e 1 , e 2 , e 3 } onto another (right-handed) system {±e π (1) , ±e π (2) , ±e π(3) } where π is a permutation of the set {1, 2, 3}.
We observe that if U = U 1 , e = e 2 and Q is any rotation about e, then the conditions (6.1)-(6.3) are satisfied. Since e 3 is clearly a 4-fold axis of symmetry of the cube, this configuration supports the formation of a regular 4-sided tent with the reference configuration being a square with its sides parallel to e 1 and e 2 .
It follows from (2.6) (by the polar decomposition theorem) that if
where Φ is a function of C = F T F , the Cauchy-Green strain corresponding to the strain F . We will thus define below an energy density φ :
where α > 0 is a constant chosen to penalize the off-diagonal elements of C. Note that since φ ξ is a symmetric function of the diagonal elements and a symmetric function of the off-diagonal elements of C, it satisfies the material symmetry (2.7). Also, it is a nonnegative function of F ∈ R 3×3 and equal to zero if and only if F ∈ U where U is given by (2.9) and the U i by (6.4). Note that for ξ = 0 the matrices (6.4) degenerate into the identity matrix I and U = SO(3).
To model the dependence on the temperature, θ, we make the following simplifications. Let the temperature be allowed to range from −∞ to +∞ with 0 being the transformation temperature. We define the energy density φ to be the continuous function
with suitably chosen constantsĉ > 0 and η > 0. Here η determines the preferred martensitic strain. To maintain the local minima for the energy density φ for all temperatures θ ∈ R, T (θ) is taken to be an increasing, bounded, and odd function of θ. The choice of the minimum function in (6.6) does not allow φ to be differentiable everywhere, but this is more of a technical point and does not cause problems in computations. We also note that our model neglects the thermal expansion of the austenitic and martensitic strains. Finally, we remark that φ satisfies the growth condition (5.1).
Choice of parameters
We first give and discuss the numerical values of the parameters κ, θ, P, η, α,ĉ and the function T (θ) that we have used for our computations. We need to mention that all of these quantities have to be chosen more or less ad hoc, since not very many experiments with various single crystal thin films have been performed yet to provide good quantitative information as to how these quantities should be chosen. Moreover, the behavior of the energy density φ away from the energy wells is far from fully understood.
We start with the strain gradient coefficient, κ. In the models of the behavior of bulk martensitic material, the size of this quantity determines the length scale of microstructure. Since the interface conditions for the thin film limit of the bulk model are less stringent than for the bulk model [7] , we expect less microstructure in thin film configurations. Instead, possibly large deformations with a few interfaces are expected [7] . For this problem, choosing κ on the order of h results in severe penalizations of large curvatures of the deformed film which is not desirable. We set κ = 5 × 10 −5 . The quantity η, used in (6.6), determines the energetically preferred strains for the crystal below the transformation temperature. Our choice is η = 0.16. This corresponds to, approximately, 7.7% strain, which is reasonable for martensitic alloys. Moreover, this corresponds to the height of the tent in Figure 1 being precisely 0.2 for the reference domain Ω = (0, 1) × (0, 1). Of course, this height is expected to be achieved only approximately, due to the fact that the deformation cannot suffer jumps in the gradient of y, or in b (as Fig. 1  suggests) , and also due to the hydrostatic pressure under the film which causes the deformed film to take the shape of a bubble.
The values for the pressure, P, have been taken from the range (0, 0.2). We present the results for P = 0.15. The parameter α of (6.5) was set to 5. The energy itself depends little on small changes in α and the goal of choosing it larger than 1 was to penalize the off-diagonal terms of the Cauchy-Green strain C more than its diagonal terms.
We setĉ = 2/(3η) = 4.16 to have the height of the barrier in the elastic energy at the transformation temperature equal to η. We remark that little is known about the barrier heights in the energy but order of η seems reasonable.
The choice of T (θ) was
This ensures that, at any temperature θ ∈ R, both SO(3) and U are sets of local minima of the energy density φ. As θ → +∞, the energy of the austenite lowers while the energy of the martensite grows, and the martensitic well becomes smaller. In the limit as θ → +∞, the energy density is only minimized on the austenitic well. Similarly for θ → −∞.
Results and graphics
The deformation y ∈ R 3 provides the (immediately visualizable) deformation of the film and can be easily plotted as a two-dimensional surface. The matrix (∇y|b) ∈ R 3×3 is an argument of the free energy density φ and therefore provides information about whether the film is closer to the austenitic well or any of the martensitic ones. We follow the ideas of [21] to visualize this phenomenon. We choose grey color to correspond to the austenitic phase, red to the martensitic well corresponding to the deformation matrix U 1 , blue to the martensitic well corresponding to U 2 , and green to the martensitic well corresponding to U 3 (see (6.4) for the definitions of U i ). The darker each color, the closer is the Cauchy-Green strain (∇y|b) T (∇y|b) to the corresponding U 2 i . To determine which color to choose when coloring the surface of the film, recall the definition (6.6) of the energy density φ. The choice of the minimum function there makes it easy to determine whether the deformation gradient (∇y|b) resides in the austenitic well (that is, φ(∇y|b, θ) =ĉ φ 0 (∇y|b) − T (θ)) or in one of the martensitic ones (that is, φ(∇y|b, θ) =ĉ φ η (∇y|b) + T (θ)). In the former case, we easily determine the shade of grey by measuring the distance |(∇y|b) T (∇y|b) − I|, while in the latter case, we first measure the distance |(∇y|b) T (∇y|b) − U Since it is impossible to perform this at each point x ∈ Ω, we only use certain significant points in the plotting algorithm. First, on each element we plot the resulting deformation as a piecewise linear function, using the values at the mesh points. Given that the mesh parameter h is small enough, we do not lose much information this way. On each element, we choose a constant color to represent the deformation gradient by evaluating the matrix (∇y|b) at the quadrature points used in the minimization algorithm and forming the weighted average Figure 4 . The film at a high temperature austenitic phase (a) and a low temperature martensitic phase (b). At a high temperature, the film is in the austenite (a). Upon cooling, it transforms to the martensite and pops up (b). The grey color corresponds to the austenite (the deformation gradient (∇y|b) is in the austenitic energy well), while the red, blue and green colors correspond to the individual variants of martensite (the transformation matrices U 1 , U 2 and U 3 of (6.4), respectively). The results shown were obtained using the reduced HCT triangle.
of the obtained values with the weights from the quadrature rule. Again, as h becomes small, this gives a reasonably good approximation.
We performed temperature and pressure continuations, thus obtaining sequences of images. For better visualization purposes we created animated files in the GIF and MPEG formats. These are publicly available at the website [10] .
We now give a complete description of an individual frame of these animated files (see Fig. 4 , for an example of these frames). The reference configuration is taken to be (0, 1) × (0, 1). We use a mesh (Fig. 3) that fits the symmetry of the "tent" configuration [7] . In the upper left corner, we display the following three parameters: pressure P , temperature θ, and the height of the deformed film at the center of Ω, that is, the value y 3 (0.5, 0.5). The letter A in the parentheses after the word TEMP indicates that the temperature is above the transformation temperature and austenite is the global minimizer of the free energy density φ. Similarly, M indicates the temperature is below the transformation temperature and martensite is the global minimizer of φ. Since the film resides in a local minimum of the total energy (2.1) for a certain temperature range in our model and the deformation does not change with the temperature, we include a schematic thermometer on the left-hand side of the frame, displaying the temperature. In the animated files, this shows the change in the temperature while the deformation stays constant. The transformation temperature is indicated by the mark on the thermometer.
In the upper right corner of the frame, we schematically show the colors corresponding to each variant. Here, A stands for the austenite and Mi for the ith variant of the martensite. Finally, note that each frame is displayed with the corresponding finite element mesh.
The Morley triangle is the simplest triangular element one could use to solve fourth order problems. It is known that the smallest polynomial space that needs to be included in the function space P for the method to converge is P 2 [17] , which is exactly the space of functions of the Morley element. However, the functions in the Morley finite element space are not continuous across the inter-element edges, hence the Dirichlet boundary conditions for y are not imposed everywhere along the boundary. This means that at the corners of the square domain that we use in the numerical simulations, the imposed boundary conditions do not force the deformation gradient (∇y|b) to be the identity, which is a required compatibility condition (recall that outside the square the film is attached to a substrate and hence remains in the austenite). Since the corners should then, quite reasonably, provide a mechanism for the film to transform back to austenite upon heating, we do not feel that the Morley element is a good choice for our problem. In fact, numerical simulations using this element showed great instability of the temperature for which the film changes phase.
Hence, in the remainder of this paper, we give results corresponding to the Zienkiewicz triangle and the reduced Hsieh-Clough-Tocher triangle. Note that these two elements have exactly the same degrees of freedom. That means that with no additional work at all, the results from the (conceivably faster) Zienkiewicz method can be used as an initial guess (or preconditioner) for the (conceivably slower) HCT method.
The numerical experiment itself proceeds as follows. We fix the pressure P = 0, a temperature θ above the transformation temperature, and take as the initial guess
This is clearly a (unique) global minimizer of the total energy when P = 0. We then use a zero-order continuation in the pressure to obtain an energy minimizer for P > 0, that is, we increase the pressure in small steps, taking the minimizing deformation for the previous smaller value of the pressure as the initial guess for the current value of the pressure, and apply the minimization technique described in Section 4. When the desired value for the pressure is reached, we fix the pressure and perform the same kind of continuation on the temperature. We note that the final pressure (P = 0.15) has been chosen large enough so that the film transforms to martensite easily as the temperature is increased, but is small enough so that the film remains in austenite at lower temperatures. First, the temperature is lowered below the transformation temperature until the film fully transforms into martensite and pops up, and then the temperature is increased above the transformation temperature until the film transforms into austenite. The two resulting states for the reduced HCT triangle are shown in Figure 4 . We do not show the deformation for the Zienkiewicz element since the differences between the obtained deformations are almost indiscernible. Starting at a temperature above the transformation temperature, the film is in the austenite (Fig. 4(a) ). In a certain temperature range below this temperature, the deformation of the film remains constant. This is because in the energy density function (6.6) only the functionĉ φ 0 (F ) − T (θ) is active. When the temperature is lowered enough so that the functionĉ φ η (F ) + T (θ) becomes active, the film transforms into martensite and pops up (Fig. 4(b) ). Similarly, if, after this point, the temperature is increased, the film remains in the martensite until the temperature reaches a critical temperature above the transformation temperature and the film transforms back to austenite and the deformation comes back to the one with which the temperature continuation was started. This leads to a nearly rectangular hysteresis loop in the height of the deformed film. For all of the finite elements used and for all mesh sizes, we have obtained the nearly rectangular hysteresis loop such as the one shown in Figure 5 for the reduced HCT triangle with mesh 64 × 64 and pressure P = 0.15. That is, the height of the film changes abruptly during one temperature step. Thus, we see that for each temperature included in the hysteresis loop we obtain two isolated local minima for the energy.
While the energy, the heights of the film in the austenite and the martensite, and the temperature at which the film transforms from the martensite to the austenite converge or remain stable as the mesh gets refined, the temperature at which the film transforms from the austenite to the martensite seems sensitive to the mesh size and the finite element (and possibly the quadrature rule) used. We demonstrate these phenomena in Figures 6-9 .
For the micro-valve, it would be desirable to make the width of the hysteresis loop as small as possible, that is, to make the two temperatures for which the film changes phase as close to each other as possible. This might be accomplished by choosing a larger value for the pressure or by choosing a softer alloy (one with smaller elastic moduli) or by having shallower energetic wells. 
