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INEQUALITIES FOR OPERATOR SPACE NUMERICAL RADIUS
OF 2× 2 BLOCK MATRICES
MOHAMMAD SAL MOSLEHIAN AND MOSTAFA SATTARI
Abstract. In this paper, we study the relationship between operator space norm
and operator space numerical radius on the matrix space Mn(X), when X is a
numerical radius operator space. Moreover, we establish several inequalities for
operator space numerical radius and the maximal numerical radius norm of 2× 2
operator matrices and their off-diagonal parts. One of our main results states that
if (X, (On)) is an operator space, then
1
2
max
(
Wmax(x1 + x2),Wmax(x1 − x2)
)
≤Wmax
([ 0 x1
x2 0
] )
≤ 1
2
(Wmax(x1 + x2) +Wmax(x1 − x2))
for all x1, x2 ∈Mn(X).
1. Introduction
Let B(H) denote the C∗-algebra of bounded linear operators acting on a Hilbert
space H . Let ‖a‖n denote the operator norm and wn(a) stand for the numerical
radius norm of an element a in the n×n matrix algebraMn(B(H)) identifying with
B(H(n)) in a natural way, whereH(n) is the direct sum of n copy ofH . Recall that the
numerical radius norm of a is given by wn(a) = sup{|〈ax, x〉| : x ∈ H(n), ‖x‖ = 1}.
An (abstract) operator space is a complex linear space X together with a sequence
of norms On(·) (n = 1, 2, . . .) defined on the n × n matrix space Mn(X) satisfying
the following Ruan’s axioms (cf. [3]):
Om+n
([
x 0
0 y
])
= max
{
Om(x),On(y)
}
,
On(αxβ) ≤ ‖α‖Om(x)‖β‖.
for all x ∈Mm(X), y ∈Mn(X), α ∈Mn,m(C) and β ∈Mm,n(C).
Ruan [13] proved that if (X, (On)) is an operator space, then there is a complete
isometry ψ from X to B(H) for some Hilbert space H in the sense that On(x) =
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‖ψn(x)‖n for all x ∈ Mn(X) and n ∈ N, where ‖ · ‖n is the usual operator norm of
Mn(B(H)).
Itoh and Nagisa [7] introduced the notion of (abstract) numerical radius operator
space (NROS), see also [8]. By a numerical radius operator space we mean a complex
linear space X admitting a sequence of norms Wn(·) on Mn(X), n ∈ N, for which
Wm+n
([
x 0
0 y
])
= max
{
Wm(x),Wn(y)
}
, (1.1)
Wn(αxα
∗) ≤ ‖α‖2Wm(x). (1.2)
for all x ∈ Mm(X), y ∈ Mn(X) and α ∈ Mn,m(C), where α∗ is the conjugate
transpose of α.
They also showed that if (X, (Wn)) is a numerical radius operator space, then
there is a W -complete isometry Φ from X to B(H) for some Hilbert space H in the
sense that Wn(x) = wn (Φn(x)) for all x ∈ Mn(X) and n ∈ N, where wn(·) is the
usual numerical radius norm on B(H(n)).
Having a look at the known equality
1
2
‖x‖ = w
([
0 x
0 0
])
, x ∈ B(H).
it is shown [7] that for a given numerical radius operator space (X, (Wn)) if one
defines On (n ∈ N) by
On(x) := 2W2n
([
0 x
0 0
])
, x ∈Mn(X), (1.3)
then X turns into an operator space. It is interesting to notice that if an operator
space (X, (On)) is given, then there may be more than one operator space numerical
radius (Wn) satisfying (1.3), [7]. For instance, consider the maximal numerical
radius norm Wmax on an operator space (X, (On)), which is defined by
Wmax(x) =
1
2
inf ‖aa∗ + b∗b‖, for x ∈Mn(X),
where the infimum is taken over all decompositions x = ayb with Or(y) = 1, a ∈
Mn,r(C), y ∈ Mr(X), b ∈ Mr,n(C), r ∈ N. It is proved in [7] that Wmax satisfies
(1.1), (1.2) and (1.3).
There have been several generalizations of the usual numerical range in the last
few decades. These concepts are useful in investigation of quantum error correction
and perturbation theory (e.g., see [2, 4, 10, 11, 12] and references therein). Several
mathematicians [5, 6, 9] established some interesting inequalities for the block matrix[
x y
z w
]
and also its off-diagonal part, i.e.
[
0 y
z 0
]
. There are other papers involving
numerical radius inequalities; cf. [1, 14]. In this paper, we obtain inequalities for
W2n(·) and Wmax of 2× 2 block matrices with entries in appropriate matrix spaces
similar to inequalities given in [5]. These inequalities include bounds for 2 × 2
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block matrices. Furthermore, a generalization of a well known lemma given in [7] is
established.
2. Inequalities for operator space numerical radius and the
maximal numerical radius norm
In this section, we provide an inequality between operator space norm and op-
erator space numerical radius similar to the usual operator norm and the usual
numerical radius norm. Also we apply it to give bounds for the off-diagonal part[
0 x
y 0
]
of the 2 × 2 block matrix
[
z x
y w
]
defined on M2(Mn(X)). First we fix our
notation and terminology.
Given abstract numerical radius operator spaces (resp., operator spaces) X, Y and
a linear map ϕ from X to Y , we define ϕn from Mn(X) to Mn(Y ) by
ϕn ([xij ]) =
[
ϕ(xij)
]
, [xij ] ∈Mn(X).
We denote the numerical radius norm (resp., the norm) of x = [xij ] ∈ Mn(X)
by Wn(x) (resp., On(x)) and the norm of ϕn by Wn(ϕn) = sup{Wn (ϕn(x)) |x ∈
Mn(X),Wn(x) ≤ 1} (resp., On(ϕn) = sup{On (ϕn(x)) |x ∈Mn(X),On(x) ≤ 1}.
The W -completely bounded norm (resp., completely bounded norm) of ϕ is defined
by
W (ϕ)cb = sup{Wn(ϕn)|n ∈ N} (resp., O(ϕ)cb = sup{On(ϕn)|n ∈ N}).
We say ϕ is W -completely bounded (resp., completely bounded) if W (ϕ)cb < ∞
(resp., O(ϕ)cb < ∞) and also we call ϕ a W -complete isometry (resp., a complete
isometry) if W (ϕn(x)) = Wn(x) (resp., O (ϕn(x)) = On(x)) for each x ∈ Mn(X),
n ∈ N.
First of all we present a relation between Wn(·) and On(·).
Lemma 2.1. If (X, (Wn)) is an NROS, then there is an operator space norm (On)
on X such that
1
2
On(x) ≤ Wn(x) ≤ On(x).
for all x ∈Mn(X) and n ∈ N.
Proof. For given (Wn(·)) and x ∈Mn(X), we define (On(·)) by
On(x) = 2W2n
([
0 x
0 0
])
.
Then there exists a complete and W -complete isometry Φ from X into B(H) [7].
As Φ is a complete isometry, we have On(x) = ‖Φn(x)‖n. In addition, since Φ is a
W -complete isometry, we have Wn(x) = wn (Φn(x)). Therefore,
Wn(x) = wn (Φn(x)) ≤ ‖Φn(x)‖n = On(x).
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and
Wn(x) = wn (Φn(x)) ≥ 1
2
‖Φn(x)‖n = 1
2
On(x).

The next result can be proved easily and we omit its proof.
Lemma 2.2. If (X, (Wn)) is an NROS and U ∈Mn is a unitary, then
Wn(U
∗xU) = Wn(x) (2.1)
for any x ∈Mn(X).
By a similar way, identity (2.1) is valid forWmax. Also it should be mentioned here
that (On(·)) is unitarily invariant, i.e. On(UxV ) = On(x) for all unitary U, V ∈Mn
and x ∈Mn(X).
Now, we use triangle inequality for Wn(·) and give upper and lower bounds for
W2n
([
0 x
y 0
])
.
Lemma 2.3. If (X, (Wn)) is an NROS, then
1
2
max (On(x),On(y)) ≤W2n
([
0 x
y 0
])
≤ 1
2
(On(x) + On(y))
for some operator space norm (On(·)).
Proof. By (1.3), there is an operator space norm (On(·)) on X such that
On(x) = 2W2n
([
0 x
0 0
])
.
First we prove the second inequality. Hence,
W2n
([
0 x
y 0
])
≤W2n
([
0 x
0 0
])
+W2n
([
0 0
y 0
])
=
1
2
On(x) +W2n
([
0 1
1 0
] [
0 y
0 0
] [
0 1
1 0
])
≤ 1
2
On(x) +W2n
([
0 y
0 0
])
(by inequality (1.2))
=
1
2
(On(x) + On(y)) .
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To proving the first inequality, we use Ruan’s axioms as follows.
W2n
([
0 x
y 0
])
≥ 1
2
O2n
([
0 x
y 0
])
(by Lemma (2.1))
≥ 1
2
O2n
([
1 0
0 0
] [
0 x
y 0
] [
0 0
1 0
])
=
1
2
O2n
([
x 0
0 0
])
=
1
2
On(x).
Similarly W2n
([
0 x
y 0
])
≥ 1
2
On(y). 
Remark 2.4. Utilizing Lemma 2.1, the inequalities of Lemma 2.3 can be stated as
follows:
1
2
max (Wn(x),Wn(y)) ≤W2n
([
0 x
y 0
])
≤Wn(x) +Wn(y).
Now we are in a position to verify a general inequality for Wn(.), which contains
some inequalities as special cases.
Theorem 2.5. Let (X, (Wn)) be an NROS. Then for each x, y ∈ Mn(X) and
α, β, γ, δ ∈Mn(C)
Wn(αxβ ± γyδ) ≤ (‖α‖‖β‖+ ‖γ‖‖δ‖)max(On(x),On(y)),
where (On(·)) is a certain operator space norm.
Proof. Assume that (On(·)) is defined by (1.3). Using the second inequality of
Lemma 2.1, Ruan’s axioms of operator spaces and the C∗-identity, we have
Wn(αxβ + γyδ) ≤ On(αxβ + γyδ) = O2n
([
α γ
] [x 0
0 y
] [
β
δ
])
≤ ‖ [α γ] ‖O2n
([
x 0
0 y
])
‖
[
β
δ
]
‖
= ‖αα∗ + γγ∗‖ 12 O2n
([
x 0
0 y
])
‖β∗β + δ∗δ‖ 12
≤ 1
2
(‖αα∗ + γγ∗‖+ ‖β∗β + δ∗δ‖) O2n
([
x 0
0 y
])
≤ 1
2
(‖α‖2 + ‖β‖2 + ‖γ‖2 + ‖δ‖2)O2n
([
x 0
0 y
])
(2.2)
Let t > 0. Replace α, β, γ, δ by tα, t−1β, tγ, t−1δ, respectively, in inequality (2.2)
and use the following equality
inf
t>0
t2u+ t−2v
2
=
√
uv
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to get
Wn(αxβ + γyδ) ≤ (‖α‖‖β‖+ ‖γ‖‖δ‖)max(On(x),On(y)).
To completes the proof, it is sufficient to replace y by −y in the above inequality. 
Corollary 2.6. If (X, (Wn)) is an NROS, then there exists an operator space norm
(On(·)) such that for any x, y ∈ Mn(X) and α, β ∈Mn(C), it holds that
Wn(αxβ ± βyα) ≤ 2‖α‖‖β‖max(On(x),On(y)). (2.3)
In particular,
Wn(αx± yα) ≤ 2‖α‖max(On(x),On(y)).
and
Wn(αx± xα) ≤ 2‖α‖On(x).
Proof. To show inequality (2.3), it is enough to take γ = β and δ = α in Theorem
2.5. The other inequalities follow immediately from inequality (2.3). 
Corollary 2.7. Suppose (X, (Wn)) is an NROS. Then there exists an operator space
norm (On(·)) such that for any x, y ∈Mn(X) and α, γ ∈Mn(C), it holds that
Wn(αx± γy) ≤ (‖α‖+ ‖γ‖)max(On(x),On(y)).
In particular,
Wn(αx± γx) ≤ (‖α‖+ ‖γ‖) On(x).
Proof. The first inequality immediately follows from taking β = δ = I in Theorem
2.5, and for the second inequality it is sufficient to put x = y in the first inequality.

Next we present more results for the operator space numerical radius of 2 × 2
off-diagonal block matrices. To do this, we need the following lemma.
Lemma 2.8. Let (X, (Wn)) be an NROS. Then for each x, y ∈Mn(X)
(a) W2n
([
0 x
eiθy 0
])
= W2n
([
0 x
y 0
])
for θ ∈ R,
(b) W2n
([
0 x
y 0
])
= W2n
([
0 y
x 0
])
,
(c) W2n
([
x y
y x
])
= max (Wn(x+ y),Wn(x− y)) ,
In particular,
W2n
([
0 y
y 0
])
= Wn(y).
(d) W2n
([
y −x
x y
])
= max (Wn(x+ iy),Wn(x− iy)) .
Note that if (X, (On)) is an operator space, then all above statements hold for Wmax.
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Proof. Parts (a) and (b) can be easily concluded by utilizing identity (2.1) to
the matrix
[
0 x
y 0
]
and the unitary operators
[
I 0
0 e
iθ
2 I
]
and
[
0 I
I 0
]
, respectively.
Part (c) follows from applying identity (2.1) to the matrix
[
x y
y x
]
and the unitary
1√
2
[
I I
−I I
]
. To verify part (d), first we use identity (2.1) to the matrix
[
iy −x
x iy
]
and the unitary 1√
2
[
I iI
iI I
]
to get
W2n
([
iy −x
x iy
])
= max (Wn(x+ y),Wn(x− y)) .
Taking −iy instead of y in the above identity we reach part (d). 
Our first main result is stated as follows.
Theorem 2.9. Let (X, (Wn)) be an NROS and x, y ∈Mn(X). Then
W2n
([
0 x
y 0
])
≥ 1
2
max (Wn(x+ y),Wn(x− y))
and
W2n
([
0 x
y 0
])
≤ 1
2
(Wn(x+ y) +Wn(x− y)) .
Proof.
Wn(x+ y) = Wn
([
1 1
] [0 x
y 0
] [
1
1
])
≤ ∥∥[1 1]∥∥2W2n
([
0 x
y 0
])
(by inequality (1.2))
= 2W2n
([
0 x
y 0
])
.
Hence,
1
2
Wn(x+ y) ≤W2n
([
0 x
y 0
])
. (2.4)
Replacing y by −y in inequality (2.4), we get
1
2
Wn(x− y) ≤ W2n
([
0 x
−y 0
])
= W2n
([
0 x
y 0
])
(by Lemma 2.8 (a)) (2.5)
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Now, the first inequality follows from inequalities (2.4) and (2.5). To prove the
second inequality, we apply triangle inequality and Lemma 2.8 as follows:
Wn(x+ y) +Wn(x− y) = W2n
([
0 x+ y
x+ y 0
])
+W2n
([
0 x− y
x− y 0
])
= W2n
([
0 x+ y
x+ y 0
])
+W2n
([
0 x− y
y − x 0
])
(by Lemma 2.8 (a) and (c))
≥W2n
([
0 x+ y
x+ y 0
]
+
[
0 x− y
y − x 0
])
= 2W2n
([
0 x
y 0
])
.

Corollary 2.10. If (X, (Wn)) is an NROS and x, y ∈Mn(X), then
max (Wn(x),Wn(y)) ≤W2n
([
0 x+ y
x− y 0
])
≤Wn(x) +Wn(y).
Proof. It’s enough to take x+y and x−y instead of x and y, respectively, in Theorem
2.9. 
Proposition 2.11. Suppose (X, (Wn)) is an NROS and x, y ∈Mn(X). Then
W2n
([
0 x
y 0
])
≤ min (Wn(x),Wn(y)) + min (On(x+ y),On(x− y))
2
for some operator space norm (On(·)).
Proof. By Lemma 2.8 (a), (b) and identity (1.3), we get
1
2
On(x+ y) +Wn(y) = W2n
([
0 x+ y
0 0
])
+W2n
([
0 y
y 0
])
= W2n
([
0 x+ y
0 0
])
+W2n
([
0 −y
y 0
])
≥W2n
([
0 x
y 0
])
(by triangle inequality) (2.6)
Replacing y by −y in inequality (2.6) and using Lemma 2.8 (a), we obtain
W2n
([
0 x
y 0
])
≤ 1
2
On(x− y) +Wn(y). (2.7)
It follows from inequalities (2.6) and (2.7) that
W2n
([
0 x
y 0
])
≤ min (On(x+ y),On(x− y))
2
+Wn(y). (2.8)
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Interchanging x and y in inequality (2.8) and using Lemma 2.8 (b), we get
W2n
([
0 x
y 0
])
≤ min (On(x+ y),On(x− y))
2
+Wn(x). (2.9)
Now the result follows from inequalities (2.8) and (2.9). 
Theorem 2.12. Let (X, (Wn)) be an NROS and x, y ∈Mn(X). Then
W2n
([
0 x
y 0
])
≥
∣∣∣∣12 max (On(x+ y),On(x− y))−min (Wn(x),Wn(y))
∣∣∣∣,
and
W2n
([
0 x
y 0
])
≥
∣∣∣∣max (Wn(x),Wn(y))− 12 min (On(x+ y),On(x− y))
∣∣∣∣.
Proof. Utilizing identity (1.3), Lemma 2.8 (a) and (c), we get
1
2
On(x+ y) = W2n
([
0 x+ y
0 0
])
= W2n
([
0 x
y 0
]
+
[
0 y
−y 0
])
≤W2n
([
0 x
y 0
])
+Wn(y). (2.10)
Replacing y by −y in inequality (2.10) and using Lemma 2.8 (a) we have
1
2
On(x− y) ≤W2n
([
0 x
y 0
])
+Wn(y). (2.11)
So, by inequalities (2.10) and (2.11)
1
2
max (On(x+ y),On(x− y)) ≤ W2n
([
0 x
y 0
])
+Wn(y). (2.12)
Interchanging x and y in inequality (2.12) and using Lemma 2.8 (b) we reach
1
2
max (On(x+ y),On(x− y)) ≤ W2n
([
0 x
y 0
])
+Wn(x). (2.13)
It follows from inequalities (2.12) and (2.13) that
1
2
max (On(x+ y),On(x− y))−min (Wn(x),Wn(y)) ≤ W2n
([
0 x
y 0
])
. (2.14)
On the other hand, by identity (1.3), we have
W2n
([
0 x
y 0
])
+
1
2
On(x− y) = W2n
([
0 x
y 0
])
+W2n
([
0 x− y
0 0
])
≥W2n
([
0 x
y 0
]
−
[
0 x− y
0 0
])
= W2n
([
0 y
y 0
])
= Wn(y). (2.15)
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Again, by replacing y by −y in inequality (2.15) and using Lemma 2.8 (a), we get
Wn(y) ≤ W2n
([
0 x
y 0
])
+
1
2
On(x+ y). (2.16)
We therefore infer, by inequalities (2.15) and (2.16), that
Wn(y) ≤W2n
([
0 x
y 0
])
+
1
2
max (On(x+ y),On(x− y)) . (2.17)
In inequality(2.17) we interchange x and y and use Lemma 2.8 (b) to get
Wn(x) ≤W2n
([
0 x
y 0
])
+
1
2
max (On(x+ y),On(x− y)) . (2.18)
It follows from inequalities (2.17) and (2.18) that
−
(1
2
max (On(x+ y),On(x− y))−min (Wn(x),Wn(y))
)
≤W2n
([0 x
y 0
] )
. (2.19)
Thus the first desired inequality follows immediately from inequalities (2.14) and
(2.19).
The other inequality is deduced by a similar argument. 
In the sequel, we present some inequalities for Wmax having common nature to
our earlier results. The next theorem is one of our main results.
Theorem 2.13. Let (X, (On)) be an operator space. Then
1
2
max (Wmax(x1 + x2),Wmax(x1 − x2)) ≤ Wmax
([ 0 x1
x2 0
])
≤ 1
2
(Wmax(x1 + x2) +Wmax(x1 − x2))
for all x1, x2 ∈Mn(X).
Proof. For the first inequality, let
[
0 x1
x2 0
]
= ayb, Or(y) = 1, for a ∈ Mn,r(C),
y ∈Mr(X), b ∈Mr,n(C) and r ∈ N. So, we can write
x1 + x2 =
[
1 1
] [ 0 x1
x2 0
] [
1
1
]
=
[
1 1
]
ayb
[
1
1
]
.
We derive from the definition of Wmax(x1 + x2) that
1
2
Wmax(x1 + x2) ≤ 1
4
∥∥∥ [1 1] aa∗
[
1
1
]
+
[
1 1
]
b∗b
[
1
1
] ∥∥∥
=
1
4
∥∥∥ [1 1] (aa∗ + b∗b)
[
1
1
] ∥∥∥
≤ 1
2
‖aa∗ + b∗b‖.
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whence
1
2
Wmax(x1 + x2) ≤Wmax
([ 0 x1
x2 0
])
. (2.20)
Replacing x2 by −x2 in inequality (2.20) and using Lemma 2.8 (a) for Wmax, we get
1
2
Wmax(x1 − x2) ≤Wmax
([ 0 x1
x2 0
])
. (2.21)
The first inequality now deduce from inequalities (2.20) and (2.21).
For the second inequality, it’s sufficient to prove that
Wmax
([ 0 x1 + x2
x1 − x2 0
])
≤Wmax(x1) +Wmax(x2).
For any x1, x2 ∈ Mn(X) and given ǫ > 0, we may choose ai ∈ Mn,r(C), bi ∈
Mr,n(C), yi ∈Mr(X) with Or(yi) = 1 such that xi = aiyibi (i = 1, 2) and
Wmax(x1) + ǫ ≥ 1
2
‖a1a∗1 + b∗1b1‖, Wmax(x2) + ǫ ≥
1
2
‖a2a∗2 + b∗2b2‖.
Now we can write the following representation:
[
0 x1 + x2
x1 − x2 0
]
=
[
a1 a2 0 0
0 0 a1 a2
]
y1 0 0 0
0 y2 0 0
0 0 y1 0
0 0 0 y2




0 b1
0 b2
b1 0
−b2 0

 .
It follows that
Wmax
( [ 0 x1 + x2
x1 − x2 0
])
≤ 1
2
∥∥∥∥∥
[
a1 a2 0 0
0 0 a1 a2
]
a∗1 0
a∗2 0
0 a∗1
0 a∗2

+
[
0 0 b∗1 −b∗2
b∗1 b
∗
2 0 0
]
0 b1
0 b2
b1 0
−b2 0


∥∥∥∥∥
=
1
2
∥∥a1a∗1 + a2a∗2 + b∗1b1 + b∗2b2∥∥
≤ 1
2
∥∥a1a∗1 + b∗1b1∥∥+ 12
∥∥a2a∗2 + b∗2b2∥∥
≤Wmax(x1) +Wmax(x2) + 2ǫ.
Letting ǫ→ 0, we get the required inequality. 
In the next result, other lower and upper bounds for Wmax are furnished.
Proposition 2.14. Suppose (X, (On)) is an operator space. Then
1
2
max (Wmax(x1),Wmax(x2)) ≤Wmax
([ 0 x1
x2 0
])
≤Wmax(x1) +Wmax(x2)
for x1, x2 ∈Mn(X).
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Proof. It turns out from inequalities (2.20) and (2.21) that
2Wmax
([ 0 x1
x2 0
])
≥ 1
2
Wmax(x1 + x2) +
1
2
Wmax(x1 − x2)
≥ 1
2
Wmax(x1 + x2 + x1 − x2) = Wmax(x1).
Therefore,
Wmax
([ 0 x1
x2 0
] )
≥ 1
2
Wmax(x1). (2.22)
In a similar manner,
Wmax
([ 0 x1
x2 0
] )
≥ 1
2
Wmax(x2). (2.23)
The first inequality follows immediately from (2.22) and (2.23). To get the second
inequality assume x1, x2 ∈ Mn(X) and ǫ > 0. we may select ai ∈ Mn,r(C), bi ∈
Mr,n(C), yi ∈Mr(X) with xi = aiyibi (i = 1, 2) and
Wmax(x1) + ǫ ≥ 1
2
‖a1a∗1 + b∗1b1‖, Wmax(x2) + ǫ ≥
1
2
‖a2a∗2 + b∗2b2‖.
The decomposition
[
0 x1
x2 0
]
=
[
a1 0
0 a2
] [
y1 0
0 y2
] [
0 b1
b2 0
]
yields that
Wmax
([ 0 x1
x2 0
])
≤ 1
2
∥∥∥
[
a1 0
0 a2
] [
a1 0
0 a2
]∗
+
[
0 b1
b2 0
]∗ [
0 b1
b2 0
] ∥∥∥
=
1
2
∥∥∥
[
a1a
∗
1 + b
∗
2b2 0
0 a2a
∗
2 + b
∗
1b1
] ∥∥∥
=
1
2
max (‖a1a∗1 + b∗2b2‖, ‖a2a∗2 + b∗1b1‖)
≤ 1
2
‖a1a∗1 + b∗2b2 + a2a∗2 + b∗1b1‖ (2.24)
≤ 1
2
‖a1a∗1 + b∗1b1‖+
1
2
‖a2a∗2 + b∗2b2‖
≤Wmax(x1) +Wmax(x2) + 2ǫ.
where inequality (2.24) follows from the fact that, if A,B ∈ B(H) are positive
operator, then max(‖A‖, ‖B‖) ≤ ‖A+ B‖. Now since ǫ > 0 is arbitrary, we obtain
the desired inequality. 
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3. Upper and Lower Bounds of 2× 2 block matrices
In this section, first we present some pinching inequalities for Wn. Moreover, we
provide different bounds for 2 × 2 block matrices of the form
[
x y
z w
]
. Some other
related inequalities are also discussed.
Lemma 3.1. Assume (X, (Wn)) is an NROS and x, y, z, w ∈Mn(X). Then
W2n
([
x 0
0 w
])
≤ W2n
([
x y
z w
])
,
and
W2n
([
0 y
z 0
])
≤W2n
([
x y
z w
])
.
Proof. The first inequality can easily follows from A =
[
x y
z w
]
, by considering
unitary U =
[
I 0
0 −I
]
, triangle inequality and identity (2.1) as
[
x 0
0 w
]
=
A+ U∗AU
2
.
For the second inequality, we use
[
0 y
z 0
]
=
A− U∗AU
2
.

Proposition 3.2. Let (X, (Wn)) be an NROS and x, y ∈Mn(X). Then
max (Wn(x),Wn(y)) ≤W2n
([
x y
−y −x
])
≤Wn(x) +Wn(y). (3.1)
Proof. On making use of Lemma 3.1, we get
Wn(x) = W2n
([
x 0
0 −x
])
≤W2n
([
x y
−y −x
])
and
Wn(y) = W2n
([
0 y
−y 0
])
≤W2n
([
x y
−y −x
])
.
Therefore,
max (Wn(x),Wn(y)) ≤ W2n
([
x y
−y −x
])
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On the other hand, by employing triangle inequality, inequality (1.1), Lemma 2.8
(a) and (c), we have
W2n
([
x y
−y −x
])
≤ W2n
([
x 0
0 −x
])
+W2n
([
0 y
−y 0
])
= Wn(x) +Wn(y).

Remark 3.3. If we choose y = x in inequality (3.1), then for x ∈Mn(X)
Wn(x) ≤ W2n
([
x x
−x −x
])
≤ 2Wn(x). (3.2)
Now we show that
W2n
([
x x
−x −x
])
= On(x), x ∈ Mn(X).
Using identities (2.1), (1.3) with the unitary U = 1√
2
[
I I
−I I
]
we have
W2n
([
x x
−x −x
])
= W2n
(
1
2
[
I −I
I I
] [
x x
−x −x
] [
I I
−I I
])
=
1
2
W2n
([
0 4x
0 0
])
= 2W2n
([
0 x
0 0
])
= On(x).
Based on the above identity, one can conclude that the inequalities of Lemma 2.1
and inequalities (3.2) are equivalent.
The next result provide a lower and upper bound for
[
x y
z w
]
.
Proposition 3.4. Let (X, (Wn)) be an NROS and x, y, z, w ∈Mn(X). Then
W2n
([
x y
z w
])
≥ max
(
Wn(x),Wn(w),
Wn(y)
2
,
Wn(z)
2
)
and
W2n
([
x y
z w
])
≤Wn(x) +Wn(y) +Wn(z) +Wn(w).
Proof. Utilizing Lemma 3.1 and the first inequality of Remark 2.4, we derive
W2n
([
x y
z w
])
≥ max
(
W2n
([
x 0
0 w
])
,W2n
([0 y
z 0
] ))
≥ max
(
max (Wn(x),Wn(w)) ,max
(
Wn(y)
2
,
Wn(z)
2
))
= max
(
Wn(x),Wn(w),
Wn(y)
2
,
Wn(z)
2
)
.
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To verify the other inequality first we present an upper bound to the matrix
[
x y
0 0
]
.
To achieve this, we use the triangle inequality as follows:
W2n
([
x y
0 0
])
≤W2n
([
x 0
0 0
])
+W2n
([
0 y
0 0
])
= Wn(x) +
1
2
On(y)
(by inequality (1.1) and identity (1.3))
≤Wn(x) +Wn(y) (by Lemma 2.1 ) (3.3)
For the general case consider unitary
[
0 I
I 0
]
. We infer by identity (2.1) that
W2n
([
x y
z w
])
≤W2n
([
x y
0 0
])
+W2n
([
0 0
z w
])
= W2n
([
x y
0 0
])
+W2n
(
U∗
[
w z
0 0
]
U
)
= W2n
([
x y
0 0
])
+W2n
([
w z
0 0
])
≤Wn(x) +Wn(y) +Wn(z) +Wn(w).
(by inequality (3.3))

Another upper bound for
[
x y
z w
]
can be stated as follows.
Theorem 3.5. Let (X, (Wn)) be an NROS and x, y, z, w ∈Mn(X). Then
W2n
([
x y
z w
])
≤ max
(
Wn(x+ w + i(y − z))
2
,
Wn(x+ w − i(y − z))
2
)
+
Wn(w − x) +Wn(y + z)
2
.
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Proof. Applying identity (2.1) to the matrix
[
x y
z w
]
and unitary U = 1√
2
[
I −I
I I
]
,
we have
W2n
([
x y
z w
])
= W2n
(
U∗
[
x y
z w
]
U
)
=
1
2
W2n
([
x+ y + z + w −x+ y − z + w
−x− y + z + w x− y − z + w
])
(3.4)
=
1
2
W2n
([
x+ w y − z
z − y x+ w
]
+
[
y + z w − x
w − x −z − y
])
≤ 1
2
(
W2n
([
x+ w y − z
z − y x+ w
])
+W2n
([
y + z w − x
w − x −z − y
]))
≤ 1
2
(
max (Wn(x+ w + i(y − z)),Wn(x+ w − i(y − z)))
+Wn(w − x) +Wn(y + z)
)
. (by Lemma 2.8 (c), (d))

Remark 3.6. Suppose (X, (Wn)) is an NROS and x, y, z, w ∈Mn(X). Then
W2n
([
x y
z w
])
≤ max (Wn(x),Wn(w)) + Wn(y + z) +Wn(y − z)
2
.
Proof. According to identity (3.4), we can write
W2n
([
x y
z w
])
=
1
2
W2n
([
x+ w w − x
w − x x+ w
]
+
[
y + z y − z
z − y −z − y
])
≤ 1
2
(
W2n
([
x+ w w − x
w − x x+ w
])
+W2n
([
y + z y − z
z − y −z − y
]))
≤ max (Wn(x),Wn(w)) + Wn(y + z) +Wn(y − z)
2
.
(by Lemma 2.8 (c))

The last result in this section is a generalization of a well known Lemma in [7].
Proposition 3.7. Suppose (X, (Wn)) be an NROS. If f ∈Mn(X)∗ and W ∗(f) ≤ 1,
then there exists a state P0 on Mn(C) such that
∣∣f(αxβ∗ ± βyα∗)∣∣ ≤ 2P0(αα∗) 12P0(ββ∗) 12W2n
([
0 x
y 0
])
,
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for all α, β ∈Mn,r(C), x, y ∈ Mr(X), r ∈ N.
In addition,
|f(αxβ ± γyδ)| ≤
(
P0(αα
∗)
1
2P0(β
∗β)
1
2 + P0(γγ
∗)
1
2P0(δ
∗δ)
1
2
)
O2n
([
0 x
y 0
])
(3.5)
for all α, γ ∈ Mn,r(C), x, y ∈ Mr(X), β, δ ∈ Mr,n(C), r ∈ N, where W ∗(f) =
sup{|f(x)| : x ∈Mn(X),Wn(x) ≤ 1}.
Proof. It is proved [7] under the same hypothesis that∣∣∣∣f(αxα∗)
∣∣∣∣ ≤ P0(αα∗)Wn(x) (3.6)∣∣∣∣f(αxβ)
∣∣∣∣ ≤ 2P0(αα∗) 12P0(β∗β) 12W2n
([
0 x
0 0
])
(3.7)
Now by inequality (3.6), we derive
∣∣f(αxβ∗ + βyα∗)∣∣ =
∣∣∣∣f
([
α β
] [0 x
y 0
] [
α β
]∗) ∣∣∣∣
≤ P0(αα∗ + ββ∗)W2n
([
0 x
y 0
])
.
Let t > 0 and replace α and β by tα and 1
t
β, respectively. Then the equality
inf
t>0
{
t2P0(αα
∗) + t−2P0(ββ
∗)
}
= 2P0(αα
∗)
1
2P0(ββ
∗)
1
2 (3.8)
ensures ∣∣f(αxβ∗ + βyα∗)∣∣ ≤ 2P0(αα∗) 12P0(ββ∗) 12W2n
([
0 x
y 0
])
.
Replace y by −y in the above inequality and use Lemma 2.8 (a) to deduce the first
inequality of the proposition.
To verify inequality (3.5), we apply inequality (3.7) as follows:
∣∣f(αxβ + γyδ)∣∣ = ∣∣f
([
α γ
] [0 x
y 0
] [
δ
β
]) ∣∣
≤ P0(
[
α γ
] [
α γ
]∗
)
1
2P0(
[
δ
β
]∗ [
δ
β
]
)
1
2 O2n
( [0 x
y 0
])
(by inequality (3.7) and identity (1.3))
= P0(αα
∗ + γγ∗)
1
2P0(β
∗β + δ∗δ)
1
2 O2n
([0 x
y 0
])
≤ 1
2
(P0(αα
∗ + γγ∗) + P0(β
∗β + δ∗δ))O2n
([0 x
y 0
] )
.
( by the arithmetic-geometric mean inequality)
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If we replace α, β, γ, δ by tα, t−1β, tγ, t−1δ, respectively, in the above inequality, then
from equality (3.8) we get
∣∣f(αxβ + γyδ)∣∣ ≤ (P0(αα∗) 12P0(β∗β) 12 + P0(γγ∗) 12P0(δ∗δ) 12
)
O2n
([0 x
y 0
])
. (3.9)
Taking −y instead of y in inequality (3.9) and using Lemma 2.8 (a), we reach
inequality (3.5). 
Noting that by letting y = 0, γ = δ = 0 in inequality (3.5) and applying the first
inequality of Lemma 2.1, we obtain inequality (3.7).
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