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Two new classes of generative grammars are defined. The first class, the 
compound grammars, consists of grammars in which the initial symbol is 
replaced by the language generated by another grammar. The other class, 
the serial grammars, consists of sequences of compound grammars. The 
generative power of compound and serial grammars consisting of finite-state 
grammars is investigated. 
A Generative Grammar, as known, is a system 
where 
G = (VN, V~, S, F), 
VN 
Vr 
S 
F 
the Nonterminal Dictionary, is a finite set of symbols called 
Variables; 
the Terminal Dictionary, is a finite set of symbols called Terminals; 
the Initial Symbol, is a variable; 
the Scheme, is a finite set of Productions (Rules) of the form 
f : .~/3;  ~,/3E(VNU V~)*;-+ ~ (VN U v~) 
and VN C~ Vr = ~.  
The basic notions and definitions concerning the generative grammars can 
be found in Hopcroft and Ullman (1969). 
Let me now consider the case when S is a set of words over a given set. 
The elements of S I shall call Initial Words, and the grammar a Generalized 
(Generative) Grammar. 
1o The case when S contains a finite number of elements is trivial: 
for any such grammar an equivalent generative grammar can be (effectively) 
constructed. 
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Let us now consider generalized grammars, such that S is the language 
generated by another generalized grammar, i.e., grammars 
with 
where 
a = (V~,, V~, S,Y) 
S - -  L(C') ,  
G' = (Vu',  V / ,  S ' , F ' )  
is also a generalized grammar. Such generalized grammars I shall call 
Compound Grammars, note them by G(G'), and the generated language by 
L(G(G')). 
A theory of compound grammars i  justified if it can be proved that for 
grammars of some type, i andj  (say, in Chomsky's classification), the type of 
the language L(GJ(G~)) is lower than both i and j. That this may be the case, 
follows from 
THEOREM l. The class of finite-state matrix languages i properly included 
in the class of compound finite-state matrix languages. 
Before proving Theorem 1, let me define the involved notions. Assume 
that, instead of single productions, we have a finite set of finite sequences of 
productions, and always a whole sequence has to be applied. In applying such 
a sequence, one first rewrites according to the first production, then according 
to the second production, and so on, until one has rewritten according to the 
last production. If  any of the productions of a sequence cannot be applied 
when its turn comes up, none of the productions of that sequence will be 
applied. The sequences are called "matrix productions (rules)". The resulting 
grammar is called a "matrix grammar" (Abraham, 1965). 
Formally, a Matrix Grammar is an ordered quadruple 
Gu = (VN, Vr,  S, M) 
where VN, Vr and S are exactly as defined in the case of a generative 
grammar, but M is a finite set of finite nonempty ordered sequences of 
productions as defined for generative grammars. The sequences are called 
Matrix Productions (Rules) and written 
m = [/'1 ---~ Q1,..., Pr -~ Qr]. 
Let F be the collection of all productions appearing in the matrix rules m 
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of a matrix grammar G. Then the matrix grammar G M is of type i, 
i = 0, 1, 2, 3 iff the grammar G = (VN, VT, S,F) has the corresponding 
property. For a matrix grammar GM, we define a binary relation *~ on the 
set (VN t3 Vr)* as follows. For any P, Q ~ (VN t3 Vr)*, P *~ Q holds iff 
there exist an integer >/ 1 and words 
°~1 , ' " ,  g r+ l ,  P1 , ' " ,  Pr , QI ,..., Qr , RI  ,'", Rr , R1, .'', Rr 
over VN w Vr , such that 
o~ i = RiPiR i, 
R1 = P ,  Rr+I = Q, (1) 
JR, ~ 9~ ,..., P~ --" Pd  ~ M, (2) 
~i+i = RiQi Ri for every i = 1 .... , r. (3) 
Let ~ be the reflexive, transitive closure of the relation ~-. The Language 
Generated by the matrix grammar GM is defined by 
L(aM)  = { ~ Z~* I S ~ P}. 
As known, the generative power of type i matrix grammars is the same as 
that of type i grammars for i :/= 2 (see Salomaa, 1971). 
I f  given a matrix grammar GM -~ (VN, Vr,  S, M) and S is a set of words 
over a given set, G u is called a Generalized Matrix Grammar. I f  S = L(G') 
and G' is a (generalized) matrix grammar, then GM is called a Compound 
Matrix Grammar. 
Now, as the assertion of Theorem 1 is clear, let me prove it. 
The inclusion is evident. To prove that it is a proper inclusion it is sufficient 
to exhibit a language which is not a finite-state language, but which can be 
generated by a compound finite-s ate matrix grammar. 
As known, the language 
L = {a'*b~c n In = 1, 2,..} 
is context-sensitive but not finite-state (not even context-free). In order to 
generate this language by a compound finite-state matrix grammar, let me 
construct hree (generalized) finite-state matrix grammars G 1 , G~ and G~, 
defined as follows: 
61 = (v~,l ,  v~-l, & ,  Mi), Ca) 
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where 
V~.I = (X, Y ,Z ) ,  
Sl = (S), 
M1 = {[S ~ XYZ]) .  
Evidently, G 1 is a finite-state (matrix) grammar, and L(G1)  = {XYZ) .  
G~ -- (VN.~ , V~.~ , S~ , M~), 
where 
(b) 
vu. ,  = {x, Y, z}, 
Vr,2 = {X, Y ,Z ,a ,b ,c ) ,  
s2 = L (a l ) ,  
Ms = {[X-+ aX, Y -+bY,  Z ~ cZ], [X ~ X], [Y ~ Yq, [Z ~ 2]}. 
Evidently,  G 2 is a genral ized finite-state matr ix grammar,  and L(G2)~- 
L(G2(G1)) -~ {a"Xb~YcnZl n = 0, 1,...}. 
G~ = (Vu.~ , V~.~ , S~ , M~), (c) 
where 
vu.~ = {x, Y, z}, 
Vr. a = {a, b, c), 
S, = L(G~), 
Evidently, G a is a generalized finite-state matrix grammar, and L(Ga)  ~-- 
L(G3(G2)) -- L(Ga(G~(G1))) = { a~bntn ] n = 1, 2,...}. This  proves Theorem 1. 
2. I shall now define, based on the notion of compound grammars, 
another type of grammar. Namely, I shall call Cyclic Grammar a sequence of 
generalized grammars 
a(~,~) - (61, . . ,  a~)% n ~ I, 
defined by the relations 
(a l  .... , a , ) l  = a~(a~_ l ( . . . (G1) - . . ) ) ;  
(al  .... , a , , )  k = G~(Gm_I ( . . . (G  1 ,..., am) k-1 ...)) 
for any k such that 1 < k ~ n. 
643120/3-3 
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Next, let me consider sequences of cyclic grammars. Specifically, I shall call 
Serial Grammar a sequence of cyclic grammars 
Gt~,~l = (G(1,~, G(~.~ ,..., G(~,~). 
The language Generated by a serial grammar is defined as 
n--1 
z(atn.,n ) = U n 
Z=I 
If  given a set, R, the R-Language Generated by G[ .... ] is defined as 
LR(G[ .... ]) = {WI W~L(Gt~,M)& We R*}. 
A serial grammar is of a Finite Degree n, if it is a finite sequence of n cyclic 
grammars; otherwise it is of Infinite Degree, and this last case will be noted 
as G[~,~]. 
Correspondingly, we have L(G[o~.M) ~ U~=IL(G(~,~)) n L(G(~+I.~)). 
A theory of serial grammars i of interest because of 
THEOREM 2. For any given context-free grammar G = (VN , Vr , S, F) 
such a serial grammar G[oo,~] can be (effectively) constructed that L (G)= 
L vr(G[~,~]) and G 1 and G 2 are (generalized)finite-state grammars. 
Proof. Let us consider, without any toss of generality, that the rules 
of F are of one of the forms 
A --~ aBC, 
A ~ aB, 
A ----~ a, 
where A, B, C ~ VN and a ~ Vr.  One can enumerate the rules which are of 
the form A--~ aBC or A--~ aB; let q denote the total number of these 
rules. For each such rule (say, of number j) a new symbol X~ is introduced, 
and if this rule is of the form A --~ aBC we construct the pair 
A -->aXj,  
X~-~ BC, 
and if it is of the form A --~ aB, the pair 
A ~ aX~, 
X~ B. 
Also, for each terminal t ~ Vr ,  we introduce a new symbol L 
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The two grammars involved are 
where 
where 
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G1 g - :  (VN.1, Vr.1, S1 ,F1), (1) 
Vya = VN U Vr  , 
v~-,1 = {x~ t i = 1,..., q) v {i j t E v~}, 
& = {s}, 
G~* = (V~.~, V~. ~ , & , F~), (2) 
VN,2 ~ VT,1 , 
VT,2 = VN • Vr ,  
& = L(GI*), 
F~ = {x~ ~ Be} u {Xj  -~ B)  u {~ ~ [ t E V~). 
For the grammars GI* and G2* we can (effectively) construct two 
generatively equivalent (generalized) finite-state grammars, G 1 and G2, 
respectively, as they do not have the self-embedding property. That 
L(G) = L vr(G[~,~l) is evident from the constructions. 
As an example of applying Theorem 2 and the involved constructions, let 
us consider the context-free language 
L = {a~b ~ ] n = 1, 2,...} 
which cannot be generated by any finite-state grammar. 
The set L can be generated by the context-free grammar 
where 
G = (VN,  Vr ,  S ,F ) ,  
vN = {s, A}, 
v~ = {a, b), 
F = {S --> aSA,  S -+ aA, A --> b}. 
Now let us construct the grammars. 
GI* .~- (VN,1, VT, I , 31 ,E l} ,  (1) 
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where 
and 
where 
VN, ~ = V u w Vr = {S, A, a, b}, 
Vra = {~\, X3, < b}, 
& = {S}, 
.F~ ~- {S-+ aX,  , S -+ aX  2 , A --.'. b, a -+ d, b -+ ~}, 
G2* = (VN,~, Vra, $2, F~}, (2) 
VNa = V~.l = {X1,X~, < $}, 
VT,2 = VnW Vr  ~ {S ,A ,a ,b} ,  
& = L(GI*), 
F~ = {X~ -~ SA,  X~ --+ A,  ~--~ a, 6 -+ b}. 
I t  is easily seen thatL  = Lia,~}(G~<~ 9]] and that G~* and Gz* can be replaced 
by equivalent (generalized) finite-state grammars. 
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