Abstract. The aim of this study is to investigate the solution of the statistical inference problem for the geometric process (GP) when the distribution of …rst occurrence time is assumed to be Rayleigh. Maximum likelihood (ML) estimators for the parameters of GP, where a and are the ratio parameter of GP and scale parameter of Rayleigh distribution, respectively, are obtained. In addition, we derive some important asymptotic properties of these estimators such as normality and consistency. Then we run some simulation studies by di¤er-ent parameter values to compare the estimation performances of the obtained ML estimators with the non-parametric modi…ed moment (MM) estimators. The results of the simulation studies show that the obtained estimators are more e¢ cient than the MM estimators.
Introduction
Counting process is quite suitable and widely used method for the statistical analysis of the occurrence times of successive events. Let we consider a set of data with successive arrival times. Renewal process (RP) can be used for analyzing of this data, if successive arrival times are independent and identically distributed (iid). Although this approach seems theoretically convenient, the data set often contains a monotone trend in real life problems due to the ageing e¤ect and the accumulated wear [6] , i.e., the successive arrival times may be independent but not identically distributed. There are more possible approaches in the literature for the analysis of set of successive arrival times with trend, such as non-homogeneous Poisson process and GP [2, 7, 17] .
GP was …rstly introduced by Lam [11, 12] as a generalization of a renewal process and he applied to replacement problems. To understand GP, see the following de…nition, [9] . Let X i be the interarrival time the (i 1)th and ith events of a counting process fN (t); t 0g for i = 1; 2; :::. The counting process fN (t); t 0g is said to be a GP with parameter a if there exists a real number a > 0 such that Y i = a i 1 X i ; i = 1; 2; :::, are iid random variables with the distribution function F .
a is the ratio parameter of GP. Obviously, GP is a simple monotonic stochastic process. The monotonicity of GP according to the ratio parameter a is given in Table 1 . Table 1 . Behavior of GP according to values of the ratio parameter a Parameter Value Behavior of X i random variables a > 1 X i 's are stochasticaly decreasing a < 1 X i 's are stochasticaly increasing a = 1 X i 's are iid and GP reduces to RP
In the literature, there is a wide range of study on GP. Lam [13] , Lam [14] , Lam et al. [15] and Braun et al. [5] investigated some of the basic properties of GP by their studies. Until now, the problem of parameter estimation for GP has been solved by assuming that the distribution of the …rst occurrence time is the Gamma [6] , Weibull [3] , log-normal [14] and inverse Gaussian [9] distribution.
Estimation of the mean and variance of the …rst occurrence time X 1 and also ratio parameter a are very important for GP. Because of the fact that they are completely determine the mean and variance of X i ; i = 1; 2; :::. Let E(X 1 ) = and V ar(X 1 ) = 2 for a GP with the ratio parameter a: The mean and variance of X i 's are as below.
E (X i ) = a i 1 i = 1; 2; :::
The main objective of this study is to estimate the parameters in GP when the distribution of …rst occurrence time X 1 is Rayleigh with parameter . In fact, the Rayleigh distribution with parameter is a special case of the Weibull distribution with the shape parameter 2 and the scale parameter p 2. The problem of statistical inference for GP with the Weibull distribution has been investigated by Aydogdu et al. [3] within the framework of the modi…ed maximum likelihood method (MML). But, it is known that the ML method works better than the MML method in the small sample sizes. As a result of this, evaluating the statistical inference problem for GP with the Weibull distribution within the ML methodology is quite important. However, ML estimators for parameters of GP with the Weibull distribution cannot be obtain explicitly, because of the fact that the …rst derivatives of the likelihood function involve power functions of the ratio parameter a and shape parameter STATISTICAL INFERENCE FOR GEOM ETRIC PROCESS   151 of Weibull distribution. Due to divergence problems, they cannot also be solved by numerical methods. Thus, the statistical inference for GP with the Rayleigh distribution within the framework of the ML methodology is of quite importance. The main contribution of this paper is obtain the ML estimators for the parameters of GP with the Rayleigh distribution.
The rest of this paper is organized as follow: Section 2 presents basic information on the Rayleigh distribution. In Section 3, in accordance with the purpose of this study, by using the ML method, the estimators of the parameters a and in GP are obtained. Furthermore, asymptotic distributions and consistency properties of ML estimators of the parameters a and are investigated. The numerical simulation for comparing the e¢ ciencies of the obtained ML estimators with the MM estimators is given in Section 4. The conclusions of this study are discussed in Section 5.
Overview to Rayleigh distribution
The Rayleigh distribution is frequently used distribution for modelling of positive data from di¤erent areas such as communucation, health, engineering and reliability etc.. Let X is a Rayleigh distributed random variable with the parameter ; from now on, will be indicated as X R ( ) for brevity. X has the probability density function (pdf)
and cumulative distribution function (cdf)
where is the positive and real valued scale parameter of the distribution [10] . If = 1, then distribution is called the standart Rayleigh distribution. The pdf of Rayleigh distribution is unimodal and skewed to the right. The expected value and variance for the Rayleigh distributed random variable X are E (X) = p 2 and V ar (X) = , respectively. Let us assume that X R( ). It can be shown that for a constant c > 0
For more information on the Rayleigh distribution, we refer the readers to [8] and [10] .
Inference for GP
Let X 1 ; X 2 ; :::; X n be a random sample from a GP with ratio a and X 1 R( ) with the pdf (2.1). From Equation (2.3), X i has the distribution R( a i 1 ) for all i = 1; 2; :::. Thus, the likelihood function for X i ; i = 1; 2; :::; n is 152
We can write the natural logarithm of the likelihood function given in Equation (3.1) as shown below.
If the …rst derivatives of Equation (3.2) according to a and are taken, we reach to the following likelihood equations.
Then, from the solution of Equations (3.3)-(3.4), the parameter is obtained as
By substituting the solution of into Equation (3.3), we have
Let us denote that the ML estimators of a and areâ L and^ L , respectively. Thê a L cannot be obtained analytically from solution of Equation (3.6), because of the power functions of the parameter a. Equation (3.6) can be solved by using a numerical method such as the Newton Raphson method. The Newton-Raphson iterative formula for the solution of (3.6) is given as
where f is considered as an objective function given in Equation (3.6). If we substitute the numerical solution ofâ L into Equation (3.5), the ML estimator of is obtained as below.
The joint distribution ofâ M L and^ M L estimators is asymptotically normal with mean vector (a; ) and covariance matrix I 1 , (see [4] ), that is,
where I 1 is the inverse of the Fisher information matrix I, given as
See appendix for the derivation of
respectively. Hence, bothâ M L and^ M L are asymptotically unbiased estimators and they are also consistent, because the asymptotic variance of each ofâ M L and^ M L converges to zero as n ! 1.
Also, by considering (3.11), the following hypothesis
can be tested by using the statistic
Here,â M L is the ML estimate of the parameter a which is obtained using the iterative method given by (3.7). Under hypothesis H 0 given by (3.12), by Slutsky theorem, from (3.11) and consistency ofâ M L ; the statistic U is asymptotically normally (AN ) distributed with mean zero and variance 1, in other words U AN (0; 1) : Thus, by using the statistic U , it can be decided whether GP is suitable or not for given a data set.
Monte Carlo simulation study
In this section, a simulation study was performed to evaluate the estimation performance of the ML estimators obtained in previous section and to compare the e¢ ciencies of the obtained estimators and MM estimators given by [6] , [16] : As can be clearly seen from Table 2 , when the number of observations n increases, both bias and n MSE values decrease for all the estimators of a and . This is an expected result owing to these estimators are both asymptotically unbiased and consistent. Also, according to the results given in Table 2 -6, ML estimators have smaller MSE values than MM estimators for all cases. Therefore, we can say that their estimation performance is better than MM estimators. The diagonal elements in I 1 given in Equation (3.10) are also known as the minimum variance bounds (MVBs) for estimating a and . The simulated variances of the ML estimators and the corresponding MVB values with a = 1:10 and = 2 are presented in Table 7 . From Table 7 , the simulated variances of the ML estimators and the corresponding MVB values become close as n increases. It is clear to say that the ML estimators are highly e¢ cient estimators.
Application
In this section, in order to illustrate the data analysis, a real data set is analysed by using the ML and MM estimators. This data set is about the coal mining disaster.
Coal mining disaster data The coal-mining disaster data set has 190 observations showing that the intervals in days between successive disasters in Great Britain [1] . To test whether the data set fX 1 ; X 2 ; :::; X n g is consistent with the Rayleigh distribution, let's write Thus, to obtain an idea whether the underlying distribution of data set is the Rayleigh, a Q-Q plot can be constructed by plotting the ordered residuals" i against the quantiles of the EV (0:2886; 0:5) distribution, see Figure 1 .
It is clear from Figure 1 that the data points fall approximately on the straight line, thus it can be concluded that the Rayleigh is an appropriate distribution for the coal mining disaster data. This is also supported by the Z* test statistic proposed by Tiku [18] (Z*=1.0049 and p-value=0.8938). Moreover, for this data set, the value of statistic U given in Equation 3.13 and respective p-value are calculated as U = 12:8417 and p-value = 9:5745e 038, respectively. According to result of this test, the data follow a GP with a 6 = 1. This data was also studied by who showed that the data come from a GP and the ratio parameter a is less than 1. Thus, we can say that the data set can be modeled by a GP with the Rayleigh distribution.
The estimates of the parameters a and when the coal mining disaster data set is modeled by a GP with Rayleigh distribution are given in Table 8 . Values given in parantheses in Table 8 are the standart errors (SE) of the estimators. 
Conclusion
In this paper, we consider the parameter estimation problem in the GP by assuming that distribution of the …rst occurrence time is Rayleigh with the scale parameter . ML estimators for both the ratio parameter a of GP and scale parameter of Rayleigh distribution are also obtained and it is proved that these estimators are asymptotically normal distributed and consistent estimators. In addition, the ML estimators are compared to MM estimators with a simulation study which evaluates the means, biases and n MSE for estimators. According to simulated results, ML estimators are more e¢ cient than MM estimators and they have smaller n MSE values.
Appendix. The derivation of I 1
The second derivatives of the logaritmic likelihood function given in Equation (3.2) are
