Abstract. In spite of an order of magnitude increase over the past 15 years in spatial sampling of the wavefield, a major uncertainty in the analysis of active source seismic data remains phase identification. This uncertainty results in part from the wide range of spatial scales of velocity heterogeneity in the crust.
Introduction
Most efforts to model large-aperture seismic data are based on matching the travel times of observed arrivals to travel times predicted by a model. In the past decade, considerable effort has been expended to improve methods for calculating travel-times and to develop inversion algorithms to automate the determination of the best-fitting model. These efforts have greatly increased the efficiency with which data can be modeled increase during the past decade in the spacing of traces within individual record sections (due in large part to acquisition of instruments by the IRIS PASSCAL program onshore and to the development of large-volume, tuned airgun arrays offshore) results in our improved ability to identify low amplitude and/or secondary phases. Decreased spacing of overlapping record sections (due to increased shot spacing onshore and to increased numbers of seafloor recorders offshore) results in improved resolution of lateral velocity variations. Nonetheless, identification of phases remains a major sources of uncertainty, and the uncertainly increases as the length of the raypath and geological complexity increase. Adequately incorporating the additional information on crustal structure provided by amplitude variations in the data also remains elusive for all but very simple models. In fact, our understanding of how seismic waves with wavelengths on the order of hundreds of meters propagate for hundreds of kilometers through the geologically complicated lithosphere remains quite poor. Observed seismic data generally contain a complicated coda, which is generally attributed to scattering [eg. Menke and Chen, 1984; Frankel and Clayton, 1986 ] and is not predicted by models derived from travel-times.
Several recent studies have attempted to characterize the elastic or acoustic properties of geologically complex materials in order to generate synthetic seismograms that reproduce some of the complexity observed in data. Maps of surface geology indicate that spatial variations in the elastic properties of the crust typically span length scales of several orders of magnitude [Levander and Holliger, 1992] . This variability can be described statistically using a small number of parameters, the values of which can be derived from geological maps and rock physics data. Details of the appropriate statistical model depend on the local geology. This approach has successfully reproduced characteristics of the coda in regions where the large-scale crustal velocity structure is relatively simple.
Here, we present the results of generating synthetic seismograms through a model of Franciscan accretionary complex rocks. Motivation was provided by the desire to and have improved our understanding of the resolving capacity of understand how passage through very heterogeneous Franciscan the data. The resultant deterministic velocity models contain large blocks or layers within which velocity varies on a scale that is comparable to the larger of the source or receiver spacings. Although details of solutions depend somewhat on model parameterization, differences are decreasing between crustal models obtained independently by different groups using different methods to model the same data.
Much of this increased similarity between models is due to increases in data acquisition capability. An order of magnitude 
Stochastic Model Description
The Franciscan terrane of the MTJ region consists of turbidite and argillaceous sandstones, intermixed with numerous melange units that originated partly from large scale submarine mass flow deposits and partly from tectonic mixing in the subduction zone. The melange units contain blocks of graywacke, radiolarian chert, recrystallized limestone, blueschist facies metamorphic rock, greenstone, and plutonic rock of ophiolitic affinity [Aalto, 1994] . All these parts are strongly intermixed and form a highly complex structure. Goff and Levander [1996] derived a statistical description of Franciscan rocks that approximates the two main units of Franciscan rocks, sandstone (66%) and melange (34%), We present synthetic seismograms for several different realizations of this velocity model and compare them to synthetic seismograms for deterministic velocity models. Each realization of the stochastic model is represented by a binary grid in which values of + 1 represent sandstone and values of-1 identify melange units. This is admittedly a gross simplification of velocity structure of the Franciscan terrane, as the melange is itself a very complex, heterogeneous medium. A grid spacing of 100 m was chosen to permit calculation of seismic waves with a frequency content of up to 5 Hz for velocities greater than 3 km/s. The values in the grid were then scaled to produce a specified maximum velocity difference that ranged from 0.5 to 1.5 km/s for different models. After scaling, the average velocity of the stochastic variations was removed from the grid to produce a mean value of 0, and the grid was masked to outline a region of Franciscan rocks in the model. Beneath the Franciscan, the value of the stochastic grid was 0. The stochastic velocity grid was then added to a simple deterministic velocity grid determined from travel-time analysis of the data from line 9 of the Mendocino triple junction seismic experiment. Line 9 is located entirely within the Franciscan Coast Ranges of northwestern California (figure 1). For this study, the velocity within the Franciscan rocks was represented by a velocity of 3.0-4.0 km/s at the surface and of 6.5 km/s at the base of the Franciscan. This simple velocity structure represents the one-dimensional velocity model that provides the best fit to the observed first arrivals interpreted to represent P-waves refracted through the Franciscan rocks. Allowing for twodimensional velocity variation in a tomographic inversion of first arrivals leads to a structure containing large "blobs" of higher or lower velocity in the upper 10 km [Beaudoin et al., 1996] .
Three different realizations of the stochastic P-wave velocity model are shown in figure 2a, as are the simple and tomographically-derived deterministic models. For each stochastic model, the peak-to-peak velocity difference in the stochastic grid is 1.0 km/s. For the lowermost crust and upper mantle, a model representing the crust of the subducted Gorda plate, which dips to the south and ends near km 80, was included in all models based on preliminary analysis of wide-angle reflections; south of km 80, a lower crust representing a tectonically or magmatically underplated mafic layer was included. This particular lower crustal model is not meant to represent a "final" model for line 9; it is included to illustrate the effect of the overlying stochastically heterogenous crust on signals from underlying structures. Although a general thickening of the crust in the central portion of line 9 is well determined from the data, details of the lower crust and upper mantle in this region are the subject of ongoing investigation.
Calculation of Synthetic Seismograms
Synthetic seismograms were calculated using an isotropic, elastic, 2-dimensional, staggered-grid, finite-difference algorithm to solve the wave equation. Three-dimensional versions of this algorithm have been discussed by Rodrigues and Mora [1992] and Igel et aL [1995] . The algorithm, which calculates eighthorder spatial derivatives using the method of Holberg [1987] and forth-order temporal derivatives through Taylor series truncation, has been implemented on a Connections Machine CM-5 at Oregon State University to permit calculation of synthetic seismograms and visualization of wavefield propagation through complicated 2-dimensional models derived from travel-time analysis of data from large-aperture active-source seismic experiments [Lendl, 1996] .. In figure 2b , the observed data from a 2270 kg explosive shot [Godfrey et al., 1995] For the calculations, the density and elastic properties of the material, derived from P and S wave velocities, must be specified. P-velocity grids were created as discussed above. S-velocity and density grids were derived from the P-velocity grids assuming a Poisson's ratio of 0.25 and a fifth order polynomial fit to a compilation of laboratory velocity/density measurements [Zelt and Smith, 1992]. Results are not very sensitive to uncertainties in S-wave velocity or density [Lendl, 1996] . Stability and convergence of finite difference calculations depend on the proper choice of time step At and grid spacing Ax, which depend in turn on the lowest velocity in the model, the highest frequency in the source, and the algorithms used for spatial and temporal differentiation [Levander, 1989] source, which is defined by a Gaussian function, is 5 Hz. The noise must be signal-generated. Also characteristic are the large synthetic seismograms for the simple deterministic model (figure variations in the amplitude of the signal, with strong secondary 2b) give a qualitative idea of the level of numerical noise with arrivals observed locally that cannot be readily identified. These these parameters. While the data contain higher frequencies, features are not observed in the synthetic seismograms for the calculating synthetic data with such high frequencies for models simple deterministic model. While the synthetic seismograms for the size required is beyond our current computing capabilities. the model derived deterministically via tomographic inversion of Absorbing boundary conditions are implemented on the sides the first arrivals accurately reproduce the variable apparent and bottom of the model by extending the model and multiplying velocity of the first arrivals, the focussing and defocussing of displacement amplitudes within this region by an absorbtion energy in the P arrival and in the following one or two seconds g factor that decreases exponentially within this boundary region is exaggerated. This model also does not reproduce the observed [Cerjan et al., 1985] . For the synthetics shown here, the top of level of background signal-generated noise. 
