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Abstrat
Two reent approahes [15,16℄ in subspae identiation problems require the om-
putation of the R fator of the QR fatorization of a blok{Hankel matrix H, whih,
in general has a huge number of rows. Sine the data are perturbed by noise, the
involved matrix H is, in general, full rank. It is well known that, from a theoret-
ial point of view, the R fator of the QR fatorization of H is equivalent to the
Cholesky fator of the orrelation matrix H
T
H, apart from a multipliation by a
sign matrix. In [12℄ a fast Cholesky fatorization of the orrelation matrix, exploit-
ing the blok{Hankel struture of H, is desribed. In this paper we onsider a fast
algorithm to ompute the R fator based on the generalized Shur algorithm. The
proposed algorithm allows to handle the rank{deient ase.
Key words: generalized Shur algorithm, Hankel and blok{Hankel matries,
subspae identiation, QR deomposition, singular value deomposition.
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1 Introdution
Subspae based system identiation has beome very popular in the last
deade [4℄. The suess of this state{spae identiation approah is mainly
due to the fat that it relies on a simple matrix deomposition for whih
reliable numerial algorithms are available. Its major drawbak, on the other
hand, is that large \data" matries are involved and that this may lead to
high omputing and storage osts. We now briey reall the basi formulation
of the problem. Let u
k
and y
k
be the m{dimensional input vetor and the
l{dimensional output vetor, respetively, of the linear time{invariant state{
spae model
x
k+1
= Ax
k
+Bu
k
+ w
k
;
y
k
= Cx
k
+Du
k
+ v
k
;
where x
k
is the n{dimensional state vetor at time k, fw
k
g and fv
k
g are state
and output disturbanes or noise sequenes, and A, B, C and D are unknown
real matries of appropriate dimensions.
For non{sequential data proessing, one hooses N  2(m+l)s and onstruts
the N  2(m+ l)s matrix H = [U
T
2s;N
Y
T
2s;N
℄, where U
2s;N
and Y
2s;N
are blok{
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Hankel matries dened in terms of the input and output data, respetively :
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Then the R fator of a QR fatorizationH = QR is used for data ompression.
In [12℄ a fast Cholesky fatorization of the orrelation matrix, exploiting the
blok{Hankel struture of H, is desribed. In this paper we onsider a fast
algorithm to ompute the R fator of the QR fatorization of H based on the
generalized Shur algorithm, exploiting its displaement struture. The paper
is organized as follows. In x2 the generalized Shur algorithm to ompute the
Cholesky fator of a symmetri positive denite matrix is desribed and in x3
this algorithm is applied to the matrix H. The rank{deient ase is desribed
in x4 and some numerial experiments are reported in x5.
2 The Shur algorithm for positive semi-denite matries
2.1 The Cholesky fator and generator of A
We summarize here the key properties of the generalized Shur algorithm to
ompute the Cholesky fator of a (symmetri) positive semi-denite (psd)
matrix, whih will be used in the next setion. More details an be found in
[7,8℄. Let A be a psd matrix of order n, then we dene its displaement
rA = A  Z
T
AZ;
using a generalized shift matrix Z of the same dimension. Here we only require
the shift matrix Z to be stritly upper triangular (and hene nilpotent) and
3
we speialize later on to a partiular hoie of Z. We all the rank of rA the
displaement rank  of A and we assume that it is signiantly smaller than
n. Let the symmetri matrix rA have p positive eigenvalues and q
:
=    p
negative eigenvalues then it has a fatorization
rA
:
= G
T
G; 
:
=
2
6
4
I
p
0
0  I
q
3
7
5
; G
:
=
2
6
4
G
p
G
q
3
7
5
: (1)
The matrix G is alled the generator of A and sine Z is nilpotent one an
reonstrut A via the formula
A =
n 1
X
i=0
(Z
i
)
T
G
T
GZ
i
:
The generator and intermediate results derived from transformations of the
generator, allow to reonstrut the Cholesky fator of the psd matrix A :
A = R
T
R; R =
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:
Notie that if A has rank r < n then so will the fator R whih will have its
last n  r rows equal to zero :
A = R
T
R; R =
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:
If the leading rr prinipal submatrix of A is nonsingular then r
i;i
; i = 1; : : : ; r
are all nonzero. Otherwise the \prole" of the trapezoidal matrix R indents to
the right eah time the nullity of the i i prinipal submatrix of A inreases.
In our appliation, A is a produt of the type H
T
H whih learly is a psd
matrix. Its Cholesky fator R is, up to a sign matrix D = diag(1; : : : ;1),
also the R
H
fator of the Q
H
R
H
deomposition of H : R
H
= DR. Hene both
the problem of omputing the R
H
fator of the QR fatorization ofH and that
of omputing the Cholesky fator of H
T
H are equivalent. We disuss now the
omputation of the Cholesky fator R of A starting from the generator of rA.
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One easily shows that the generatorG is not unique. We say that the generator
~
G is proper if its rst olumn is zero exept possibly its leading element. The
following theorem holds for proper generators [7℄.
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then
~
G
1
is the rst row of the Cholesky fator R of A. Furthermore the gen-
erator matrix for the Shur omplement
^
A = A 
~
G
T
1
~
G
1
is given by
^
G; where
^
A =
2
6
6
6
6
6
6
6
6
4
0 0
0 A
22
  a
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a
 1
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a
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7
7
7
7
7
7
7
7
5
;
^
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G
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G
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5
:
We observe that the rst olumn of
^
G is zero, whih needs to be the ase sine
the rst olumn and row of
^
A are zero.
The generalized Shur algorithm just onsists of a reursive use of this Theo-
rem : via a transformation  (dened below) the generator G of the urrent
matrix A is put in proper form
~
G: This yields the urrent row of the Cholesky
fator and the generator of the Shur omplement is trivially obtained from
a shift Z applied to the rst row of the generator. We refer to [7℄ for more
details. The omplexity of this algorithm is that of the transformation  sine
the shift Z does not imply any operations. In the next setion we desribe
briey the onstrution of .
5
2.2 Redution of the generator to proper form
The rst row of the Cholesky fator R of A is thus obtained from a proper
generator G of A. Reduing a non-proper generator of A to a proper generator
~
G; is obtained by applying a transformation  to the generator G. In order
not to hange the produt G
T
G it suÆes to hoose  to be -unitary, i.e. :

T
 = ;
sine then
~
G
T

~
G = (G)
T
(G) = G
T
G:
Typially the matrix  is onstruted as follows :

:
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The bloks H
p
and H
q
of the seond fator are p  p and q  q Householder
transformations reduing the rst olumn of G as follows
2
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The rst fator only transforms the rows ontaining x
11
and y
11
and eliminates
y
11
provided 
:
=  y
11
=x
11
is smaller than one in modulus :
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This 2 2 transformation is onstruted from 
:
= 1=
p
1  
2
, 
:
= =
p
1  
2
and is alled a hyperboli rotation sine it satises 
2
  
2
= 1 [1℄. Also note
that ~x
11
= x
11
p
1  
2
. When it is implemented in fatored form :
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one shows that the generalized Shur algorithm is bakward stable and that
it has the same omplexity as the unfatored implementation [13℄.
It follows already from (3) that the (1; 1) element of the psd matrix A equals
a
11
= x
2
11
  y
2
11
 0. Therefore if a
11
6= 0 the above transformation an be
performed. On the other hand, if a
11
= 0 then the whole row a
12
must be
zero sine otherwise A would not be psd. Sine a
12
= x
11
x
12
  y
11
y
12
this also
implies that [x
11
; x
12
℄ =  [y
11
; y
12
℄ and that both these rows an just be
deleted from the generator [5℄. In other words, if a
11
= 0 a simpliation an
be performed to the urrent generator
~
G. The omplexity of the redution of
G to proper form
~
G is essentially that of the Householder transformations H
p
and H
q
whih osts 4(p + q)n ops. If r = rank A steps are performed, this
algorithm thus requires a total of 4r(p + q)n ops. We point out that this
is an overestimate sine the number of nonzero olumns n of the generator
dereases at eah step and that potentially the number of rows p + q may
derease as well.
3 Fast omputation of the R fator of the QR fatorization of H
We show here how to ompute the gererator G of A = H
T
H where H 2
R
N;2(m+l)s
is the blok Hankel matrix desribed in the rst setion with bloks
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The shift matries used in this ontext are the matries
Z
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.
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: (4)
The following theorem then gives a ontrution of a generator for A.
Theorem 2 Given the QR fatorization of the rst blok olumns :
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where R
1
an be assumed upper trapezoidal of row rank k  m+ l and q
i
2 R
k
;
dene the produt

C
u;1
: : : C
u;2s
C
y;1
: : : C
y;2s

=

q
1
: : : q
N

H: (6)
Then a generator G for H
T
H is given by
G =

G
u
G
y

;  = I
k+1
 I
k+1
(7)
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Proof :
In order to prove the result we onsider the displaement matrix rH
T
H :
2
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U
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T
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Z
m
U
2s;N
Y
T
2s;N
  Z
T
m
U
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Z
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U
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T
l
Y
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U
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Z
m
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Y
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  Z
T
l
Y
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Y
T
2s;N
Z
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7
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whih ought to be equal to
2
6
4
G
T
u
G
u
G
T
u
G
y
G
T
y
G
u
G
T
y
G
y
3
7
5
: (9)
It follows from (5,6) that R
1
= [C
u;1
C
y;1
℄ and hene
[C
u;1
C
y;1
℄
T

C
u;1
: : : C
u;2s
C
y;1
: : : C
y;2s

= R
T
1

q
1
: : : q
N

H;
whih are the rst blok rows of the sub-bloks of (8). This thus veries the
rst blok rows and blok olumns of the equality between (8) and (9). The
rest easily follows from the blok Hankel struture of H.
Note that if the rst blok olumns of H in (5) have full rank then R
1
is square
invertible and k = m + l. If moreover the whole matrix H has full olumn
rank, then the generalized Shur algorithmwill not enounter any singularities.
But sine the low rank ase is of partiular interest here, singularities in the
generalized Shur algorithm will be enountered and hene lead to a lower
omplexity of the algorithm.
The above theorem also shows that the displaement rank of H
T
H is at most
2(k + 1)  2(m + l + 1), with the same number of positive and negative
generators. Hene the generalized Shur algorithm to ompute the R fator
requires about (8Nrk) ops. To ompute the generator G of H
T
H, the QR
9
Table 1
Numerial results for Example 1
R
M
R
S
bakward error R
M
bakward error R
S
numerial rank
# ops # ops
31660 9489 1:51 10
 16
5:20  10
 15
5
fatorization (5) requires (6N(m+ l)
2
) ops and the produt (6) requires less
than (4Nk(m + l)s) ops. We reall that k  (m + l) and r  2(m + l)s
but that equality is obtained when no rank deieny is deteted. The most
time onsuming steps are then learly the generalized Shur algorithm and the
produt (6).
4 The generalized Shur algorithm for rank{deient matries
Our desription of the generalized Shur algorithm allows to handle rank de-
ient matries H
T
H: In this ase we an drop some rows of the generator
during the algorithm. For this we need a tolerane, say Æ
:
= kH
T
Hk where
 is the requested relative auray. Referring to the desription of setion 2,
we test if x
2
11
  y
2
11
 Æ: We then hek as well if the leading row a
12
of the
urrent Shur omplement is small. If so, the urrently omputed row of the
Cholesky fator is negletable and we delete the two orresponding rows of the
generator. It is possible that a
12
is muh larger than Æ although a
11
 Æ: In
this ase the deletion of a row of the Cholesky fator will yield residual errors
kH
T
H R
T
Rk of the same size. This is analyzed in this setion. From the rst
example we an onlude that the desribed proedure works aurately when
it is applied to a matrix H with a suÆiently large gap between signiant
singular values and negligible ones. On the other hand, a loss of auray in
the omputed fator R is observed when the distribution of the small singular
values of H shows a uniform and slow derease. The relative auray  is
hosen equal to 10
 13
in both examples.
Example 1 Consider the matrix H = [U
T
jY
T
℄; with Y = U , where the rst
row and the last olumn of U are
[
40 39 38 : : : 3 2 1 2 2 3
℄;
[
3 2 2 1 2 3 4 5 6 7
℄
T
;
respetively. The rank of the matrix H is 5 and kH
T
Hk
1
= 6:31 10
5
:
In Table 1 the results of the omputation of the R fator of the matrix H by
means of the standard QR and the generalized Shur algorithm are shown. We
denote by R
M
; R
S
; bakward error R

; and numerial rank, the R fator of
10
0 2 4 6 8 10 12 14 16 18 20
10−35
10−30
10−25
10−20
10−15
10−10
10−5
100
105
Fig. 1. Distribution of the singular values, in logarithmi sale, of the matrix on-
sidered in Example 1
Table 2
Numerial results for Example 2
R
M
R
S
bakward error R
M
bakward error R
S
numerial rank
# ops # ops
12:49  10
6
40:61  10
4
1:27  10
 14
2:92  10
 2
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the QR fatorization of H omputed by the matlab funtion triu(qr(H)) and
by the generalized Shur algorithm, the bakward error of H
T
H dened as
kH
T
H   R
T

R

k
1
kH
T
Hk
1
;
and the rank of H deteted by the generalized Shur algorithm, respetively.
In this ase, the R fator is aurately omputed by the generalized Shur
algorithm, beause of the big dierene between the signiant singular values
and the negligible ones of H (see Figure 1).
Example 2 This is the fourth appliation onsidered in the next setion. In
Figure 2 we an see that the distribution of the small singular values of the
involved matrix H slightly dereases. We point out that the orrelation matrix
H
T
H omputed by matlab is not numerially s.p.d. beause of the nearly rank
deieny of H: Furthermore kH
T
Hk
1
= 3:99  10
4
: So, in this ase the
fast Cholesky fatorization, exploiting the blok{Hankel struture of H and
desribed in [12℄, an not be used. In Table 2 we an see that, although the
generalized Shur algorithm is very fast w.r.t. the standard QR algorithm, the
ahieved auray is not satisfatory.
11
0 10 20 30 40 50 60 70 80
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
102
103
Fig. 2. Distribution of the singular values, in logarithmi sale, of the matrix on-
sidered in Example 2
5 Numerial results
In this setion results omputing the R matrix by means of the generalized
Shur algorithm are summarized. The data sets onsidered are publily avail-
able on the DAISY web site
http://www.esat.kuleuven.a.be/sista/daisy
At eah iteration of the generalized Shur algorithm, two Householder matries
and one modied hyperboli rotation are omputed in order to redue the
generator in proper form. All the numerial results have been obtained on a
Sun workstation Ultra 5 using Matlab 5.3.
Table 3 gives a summary desription of the appliations onsidered in our
omparison, indiating the number of inputs m; the number of outputs l; the
number of blok rows s; the total number of data samples used t and the
number of rows of H.
In Table 4 some results for the omputation of the R fator of the QR fator-
ization of H are presented. Rel. residual denotes
kjR
M
j   jR
S
jk
1
kjR
M
jk
1
:
The results in Table 4 are omparable with those desribed in [12℄, where the
R fator is obtained onsidering the Cholesky fatorization of the orrelation
matrix H
T
H, and exploiting the blok-Hankel struture of H. The analysis of
the fourth appliation is desribed in Example 2 of the previous setion.
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Table 3
Summary desription of appliations.
Appl. # Appliation m l s t N
1 Glass tubes 2 2 20 1401 1361
2 Labo dryer 1 1 15 1000 970
3 Glass oven 3 6 10 1247 1227
4 Mehanial utter 1 1 20 1024 960
5 Flexible robot arm 1 1 20 1024 984
6 Evaporator 3 3 10 6305 6285
7 CD player arm 2 2 15 2048 2018
8 Ball and beam 1 1 20 1000 960
9 Wall temperature 2 1 20 6800 1640
Table 4
Comparative results for the omputation of the R fator.
Appl. # Appliation R
M
R
S
bakward error R
S
Rel.residual
# ops # ops
1 Glass tubes 6:76 10
7
2:61  10
6
2:20  10
 15
8:73  10
 14
2 Labo dryer 7:01 10
6
3:36  10
5
8:30  10
 15
9:48  10
 13
3 Glass oven 7:63 10
7
6:38  10
6
3:73  10
 15
7:91  10
 12
4 Mehanial utter 1:25 10
7
4:89  10
3
2:92  10
 2
0:39  10
0
5 Flexible robot arm 1:25 10
7
4:76  10
5
4:13  10
 15
3:38 10
 5
6 Evaporator 1:82 10
8
1:11  10
7
6:26  10
 15
5:13  10
 14
7 CD player arm 5:77 10
7
2:59  10
6
5:01  10
 15
2:08 10
 8
8 Ball and beam 1:22 10
7
4:67  10
5
7:59  10
 15
6:79  10
 13
9 Wall temperature 4:67 10
7
1:64  10
6
2:45  10
 14
3:76  10
 12
6 Conlusions
In this paper the generalized Shur algorithm to ompute the R fator of the
QR fatorization of blok{Hankel matries, arising in some subspae identi-
ation problems, is desribed.
It is shown that the generalized Shur algorithm is signiantly faster than
the lasssial QR fatorization. A rank{revealing implementation of the gen-
eralized Shur algorithm in ase of rank{deient matries is also disussed.
13
Algorithmi details and numerial results have been presented.
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