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Abstract 
The current generation of Airbus long-range civil transport aircraft actively control 
the centre of gravity of the aircraft by adjusting the fuel distribution between the 
horizontal tail surface and the forward tanks in order to minimise cruise drag. Here, 
it is proposed that the current on-oﬀ control method could be replaced by a variable 
ﬂow rate, provided by a variable speed centrifugal pump. The impacts of this at the 
aircraft level in terms of cruise fuel burn reduction, valve operation cycle reduction and 
power consumption are investigated here using an extension to an existing fuel system 
simulation package and a generic aircraft fuel system deﬁnition. It is shown that using 
such a control system reduces fuel burn and the number of valve cycles, which could 
translate into a reduction in operating costs. The beneﬁt of changing the controller 
to use tailplane trim angle directly rather than inferred centre of gravity position is 
assessed, and is shown to further reduce the fuel burn. It is suggested that such centre 
of gravity could provide signiﬁcant beneﬁts over the existing method. 
Steady-state and dynamic models of centrifugal pumps, AC induction drives and typical 
aircraft fuel system pipework components are developed. These are validated against 
experimental data from a test rig of a representative system. Test rig simulation results 
are shown to agree well with those from experimentation. A new secondary noise source 
is developed for the dynamic analysis of the centrifugal pump, and a new acoustic 
experimental method is developed for the prediction of ﬂuid inductance in pipework 
components. The results are compared against an existing CFD based method and 
show good agreement. The new method represents a much simpler experimental means 
of determining the eﬀects of ﬂuid inertia than the existing secondary source method. 
It is demonstrated that the dynamic behaviour of the centrifugal pump is, as expected, 
insigniﬁcant when considering systems containing long pipes, and that steady-state 
pump models are suﬃcient for analysing their behaviour. 
The pump models are generalised by non-dimensionalisation, in order to maximise their 
i

applicability to analysis of aircraft fuel systems. They are applied to a generic aircraft 
fuel system simulation, in order to model the behaviour of the system during a trim 
transfer. This is used to demonstrate the application of the proposed variable ﬂow rate 
trim control system. The results of these simulations agree well with those used to 
demonstrate the beneﬁts of the control system at the aircraft level. Concepts of system 
health monitoring tools are discussed with reference to the system simulations. 
ii
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Chapter 1 
Introduction 
1.1 Current Fuel System Description 
The current generation of mid- to long-range civil airliners rely on a complex system of 
tanks, valves, pumps and pipes to both store fuel and deliver fuel to the engines. The 
tanks are normally located in the wings, horizontal tailplane and below the passenger 
cabin in the main fuselage. In the wings, they help provide bending moment relief to 
the wings during take-oﬀ, and in the horizontal tailplane the fuel is used to control 
the position of the centre of gravity and hence the longitudinal stability of the aircraft. 
Each of the tanks must be interconnected with pipes for refuel on the ground, transfer of 
fuel between tanks during ﬂight and cross-feed in the event of engine failure to provide 
system redundancy. Motor operated ball valves are commonly used to control the ﬂow 
and isolate tanks. During fuel transfer operations, centrifugal pumps act as a source 
of ﬂow and at other times are operated to scavenge and mix any water in the tanks. 
For the purposes of describing a generic near-future aircraft fuel system, consider a 
wide-body long range airliner such as that shown in ﬁgure 1.1. The positions of the 
tanks are indicated. 
Consider the fuel system for such a twin engine aircraft, the tank and pipe layout of 
which is shown diagrammatically in ﬁgure 1.2. This simpliﬁed system, whose exact 
deﬁnition is given in chapter 7, consists of a single tank in each wing, a centre tank 
in the main fuselage and a trim tank in the horizontal stabiliser. Each wing tank also 
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Figure 1.1: generic near-future, wide-body, twin engine civil jet transport aircraft 
contains a smaller collector cell for each engine which is maintained full throughout the 
ﬂight in order to provide a constant ﬂow of fuel to the engine even during negative-
g manoeuvres. Fuel transfer between the wing and centre tanks occurs along the 
refuel/transfer gallery using the pumps either in the wings or the centre tank. Fuel 
transfer between the trim tank and the centre tank occurs along the trim gallery using 
either the pumps in the trim tank or the centre tank. The forward cross-feed gallery 
exists for emergency cases, where either engine can be fed from the wing tank on the 
other side of the aircraft. The refuel/transfer gallery is also used for refuel of the 
aircraft on the ground. 
The weight of the fuel in the wings will counteract the bending moment due to lift, 
and is beneﬁcial in all stages of the ﬂight. Therefore, the wing tanks are primarily 
used for fuel reserves storage, and are the last tanks to be used in ﬂight. Here, the 
wing tanks consist of a single section, although in actual fact the wing tank is usually 
made up of several distinct tanks allowing better distribution of fuel along the length of 
the wing for bending moment relief and to provide protection against fuel loss through 
tank failure. 
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Figure 1.2: general fuel system tank and pipe layout 
The centre tank is the main tank for engine feed, and is typically the largest tank in 
longer range aircraft. In some cases, if the wing tanks are sectioned, then the inner 
wing tanks can be used in place of a centre tank, although most longer range aircraft 
use a centre tank for extended range. For engine feed, fuel is transferred from the 
centre tank to the wing tanks, where it is used to maintain full collector cells. During 
ﬂight, fuel can be transferred from the centre tank to the trim tank to move the aircraft 
centre of gravity to the rear, or vice versa to move the centre of gravity forwards. This 
method of centre of gravity control in subsonic civil transport aircraft is unique to 
Airbus aircraft and results in signiﬁcant fuel burn improvements through trimming of 
the aircraft. 
If no centre of gravity control is used to provide longitudinal trim, then it must be 
accomplished using the horizontal stabiliser surface, more correctly referred to as the 
Trimmable Horizontal Stabiliser (THS). This can be angularly deﬂected to provide the 
correct lift force balance. Such a system is distinct from a traditional trimmable elevator 
3
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control surface in the ability to change the deﬂection angle of the entire horizontal 
surface, rather than a secondary control tab on the rear of the elevators. 
All aircraft must be capable of trimming in order to maintain level ﬂight. Doing so 
using the control surfaces however introduces an extra drag component, and hence an 
increase in fuel burn. If the THS is not deﬂected, but the aircraft is balanced using the 
fuel distribution, then a minimum fuel burn condition will be reached. This balancing of 
the aircraft will also result in a slightly reduced tailplane lift loading in the downwards 
direction, which in turn reduces the loading on the wing. These reduced loads result 
in further drag reductions. Figure 1.3 shows this eﬀect. It is estimated that the overall 
eﬀect of centre of gravity control on cruise fuel burn for an Airbus A310 aircraft is a 
reduction of 1.5% [1]. Current systems operate the trim transfer pumps and valves 
using a simple on-oﬀ control logic to maintain the centre of gravity within 0.5% mean 
aerodynamic chord (MAC) of the rear limit. 
Figure 1.3: eﬀect of centre of gravity control on lift forces

Trim of aircraft using centre of gravity is commonplace in military aircraft, where the

ability to improve manoeuvrability to maintain tactical advantage is highly desirable.

In civil aircraft, the technique was pioneered in Concorde, where the movement of
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fuel was also useful for cooling the aircraft, and later in Airbus long range aircraft. 
It is also common in high speed power boats, where water ballast is used instead of 
fuel, although commonly for reducing pitch angle to improve view, rather than for 
performance advantage. Such a system tends to be operated in both directions - i.e. 
maintains the ability to shift the centre of gravity both forwards and rearwards. In 
aircraft, where the changes in centre of gravity are as a result of fuel burn, under normal 
operating conditions only forwards transfer is required. 
The pumps for fuel transfer between trim and centre tanks, and between the centre and 
wing tanks are, in general for mid-sized civil airliners, centrifugal pumps. Typically, 
they operate at pressures in region of 2bar. Traditionally these were driven by AC 
induction motors, but current trends in aircraft electrical generation systems have seen 
a move to brushless DC motors. Decisions regarding pump motor supply are not 
simple, and are often inﬂuenced by the requirements of other aircraft systems to meet 
overall aircraft weight and certiﬁcation targets. Future systems are likely to focus on 
simplicity and improved reliability, and as such may tend towards AC motors which 
operate at variable frequencies. The pump and motor assemblies are typically attached 
to structural elements within the fuel tanks, such as wing spars, and are fully submerged 
in the fuel. This means that isolation of the electrical supply from the fuel is extremely 
important, as is heating of the fuel by the electric motor. 
The pumps currently have a pressure switch immediately downstream of their outlet 
port, which provides an indication if the pump is working or not. The pumps are 
typically running throughout the entire ﬂight if there is fuel in the tanks. This is done 
in order to scavenge water in the tank and keep it well dispersed in the fuel. Since 
the fuel tanks are vented to atmosphere, water will always be present in the tanks to 
some degree, but extensive measures are taken to keep its concentration to a minimum. 
Some centrifugal pumps, typically in the centre or wing tanks, are also used to drive 
jet pumps for this purpose. The engine collector cells are maintained full throughout 
ﬂight by either centrifugal or jet pumps, which again play a role in scavenging water. 
Engine feed from the collector cells tends to be accomplished by centrifugal pumps, 
although this can be boosted by gear pumps within the engine itself. 
All tank isolation valves are commonly motor driven ball valves. They are driven by 
DC motors, and currently operate solely as on-oﬀ ﬂow controls. Typical aircraft valves 
are designed to nominally operate at 18, 24 or 36 VDC, but in reality the supply voltage 
to the valve can lie anywhere in this range due to the variability of the electrical supply, 
which means the valves will typically close in 2 to 4 seconds. Work continues in this 
5

CHAPTER 1. INTRODUCTION

area to produce constant speed actuators which result in a valve closure time which 
is independent of the supply voltage. Like the pumps, simple pressure switches can 
be used to indicate whether there is ﬂow through the valve or not, although this is 
not typical of current aircraft. More typically, reed switches are used on the valve to 
determine if the valve is open, shut or somewhere in between. Such signals form the 
basis of current fuel system health monitoring. 
Electrical power for driving fuel pumps and valves, as well as other secondary systems 
such as cabin lighting, is generated mechanically direct from the engines. This power is 
then regulated and distributed around the aircraft over a complex network. Historically 
aircraft electrical generation and distribution systems in civil airliners are based on a 
ﬁxed frequency AC supply (115V at 400Hz). This is a well proven means of generating 
and delivering power, but has signiﬁcant drawbacks in terms of weight and mechanical 
conversion reliability. The most recent Airbus aircraft has seen a switch to a variable 
frequency AC supply (115V in the range 350 − 800Hz). In this case, the electrical 
generator can be driven directly from the engine, removing the need for mechanical 
conversion, reducing the system weight. The drawbacks include the variability of the 
supply frequency to the motors, resulting in variable pump speeds dependent on the 
engine speed, or the variation in valve closures mentioned previously. 
Many military aircraft currently use DC electrical generation and distribution. This 
type of system lends itself well to situations where variable speed drives are used, 
but there exist signiﬁcant health and safety problems with the demonstration of safe 
insulation of power busses carrying fault currents. Such systems remain the subject of 
investigation for civil applications. 
The fuel level in each tank is monitored constantly throughout ﬂight in order to deter­
mine the total quantity of fuel on board, its distribution throughout the aircraft, low 
or high level detection and the aircraft lateral and longitudinal centre of gravity. Level 
sensors are commonly capacitance probes, backed up by a secondary level detection 
system using dissimilar hardware. These are used, along with the aircraft’s attitude 
and fuel density, to calculate the fuel quantity in each tank. These individual fuel tank 
quantities are summed and combined with the known aircraft and load weights to ﬁnd 
the current aircraft gross weight and its estimated centre of gravity. The lateral centre 
of gravity is used to determine any imbalance in the aircraft as a result of improper fuel 
distribution, whereas the longitudinal centre of gravity is actively controlled to provide 
trim. The longitudinal centre of gravity must be maintained within certain limits for 
stability and control. 
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1.2 Current Aircraft Fuel System Operation 
Consider the case where each tank is full at take-oﬀ (such a case might represent a 
maximum range ﬂight with part load). During take-oﬀ and climb, fuel is burned from 
the centre tank only via the wing tanks, causing the centre of gravity to move aft. 
When it reaches a predetermined aft limit, fuel is transferred from the trim tank to 
the centre tank in order to maintain the centre of gravity position within the aft limit 
control band, but only above a predetermined altitude. The transfer pumps remain 
on whenever any fuel is present in the tank, in order to mix any water present fully 
with the fuel, by either using jet pumps or by spilling pumped fuel back to the source 
tank when pumping against a shut valve. The transfer valves are opened and shut as 
necessary to control ﬂow of the fuel. Once the trim tank is fully depleted, the valves 
and pumps are shut oﬀ, and fuel is burned from the centre tank. Once the centre tank 
is depleted, the wing tanks will be used. 
Consider the more detailed diagram of the fuel system shown in ﬁgure 1.4. Throughout 
the ﬂight, the engine feed pumps P1, P2, P3 and P4 are always on to provide both 
fuel supply to the engines, and also to drive jet pumps for water mixing. The use of 
two pumps in each collector cell allows the system to operate in the event of a pump 
failure, or under certain reduced electrical supply conditions. The engine isolations 
valves, 1 and 2, are always open to allow fuel ﬂow to the engine. During take-oﬀ, all 
other pumps are oﬀ, and all other valves are shut, resulting in fuel burn from the wing 
tanks only. 
During the subsequent climb, the trim tank transfer pumps, T1 and T2 are switched 
on if there is fuel in the trim tank, although valves L, M and N remain shut while the 
aircraft is below the predetermined altitude. The transfer pumps are used purely to 
mix any water that may be present in the tanks with the fuel. To allow transfer of 
fuel from the centre tank to the wing tanks, and hence the engines, transfer pumps 
T5 and T6 are switched on and valves C, D, E and F are opened. This results in the 
wing tanks remaining full, whilst the centre tank level will reduce, causing the centre 
of gravity of the aircraft to move rearwards. 
Above the predetermined altitude, valves M and N are opened if the centre of gravity 
moves rearwards of the aft limit, allowing fuel to ﬂow from the trim tank into the centre 
tank, causing the centre of gravity to move forward again. The transfer pumps T5 and 
T6 remain on, and valves C, D, E and F remain open to allow transfer of fuel from 
the centre tank to the wing tanks. Once the centre of gravity has moved forward of a 
7
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predetermined control band, the valves M and N are shut again. This on-oﬀ control 
will continue throughout the ﬂight. Transfer pumps T1 and T2 continue to operate to 
mix any water in the tanks with the fuel, provided there is still fuel in the trim tank. 
Once the trim tank is empty, transfer pumps T1 and T2 are shut oﬀ. 
At the end of the cruise, the aircraft begins its descent. Above the predetermined 
altitude the fuel system continues to operate as it did in the cruise. Below the prede­
termined altitude the trim line isolation valves M and N are shut. Transfer pumps T5 
and T6 continue to operate, and valves C, D, E and F remain open provided there is 
fuel in the centre tank. Once the centre tank is empty, pumps T5 and T6 are shut oﬀ, 
and valves C, D, E and F are shut. Fuel is then only burned from the wing tanks. 
During landing, the fuel system operates in the same manner as in take-oﬀ. The engine 
feed pumps P1, P2, P3 and P4 remain on, and valves 1 and 2 are open. All other valves 
are shut, and all other pumps are oﬀ. The other pumps and valves not mentioned in 
Figure 1.4: detailed diagram of aircraft fuel system showing tanks, pipes, valves and 
pumps 
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the above description are not required for normal operations. Pumps T3 and T4 are 
used to transfer fuel out of the wing tanks, either to the centre or trim tank. Such 
an operation might be required in order to move the centre of gravity rearwards, or 
to defuel the aircraft. Valves A, B, G and H are used during refuel of the aircraft on 
the ground. Valves I, J and K are used in emergencies such as pump failure to supply 
either engine from tanks on either side of the aircraft. 
Figure 1.5 shows a typical time history of the fuel distribution in each tank for a 
long range ﬂight, with the time normalised by total ﬂight time, t0, and the maximum 
individual tank masses, m0. 
0	 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
t/t0 
Figure 1.5: typical time history of fuel tank masses 
1.3 The Active Valve and Pump Technology Project 
A number of problems with the current fuel system design have been identiﬁed during 
discussions with Airbus UK, speciﬁcally related to fuel transfer targeting accuracy and 
the generation of ﬂuid transients during sudden valve closures. Each of these has a 
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signiﬁcant impact on the fuel distribution and hence operating cost of the aircraft 
during both ground refuel and in-ﬂight transfer operations. 
During ground refuel operations, fuel is supplied to the tanks via the refuel gallery, 
with an inlet to the system on each wing. The level of fuel in each tank is monitored, 
and once a pre-determined amount has been uploaded, the tank isolation valves are 
shut. Due to the length of the refuel gallery, which can stretch to around half the 
aircraft’s wingspan, such valve closures can generate signiﬁcant pressure surge and 
even transients. These must either be limited to avoid damage to the pipework and 
ﬁttings, or the pipework needs to be overdesigned for these exceptional cases. Such 
overdesign inevitably leads to an undesirable gain in aircraft weight. Valve closures 
during in-ﬂight transfers can lead to similar problems, especially in the trim to centre 
transfer gallery, as this is commonly around half the length of the aircraft, although 
the ﬂow rates in this case are signiﬁcantly less than the refuel case. 
Flow through the valves at the almost-shut position is not well understood. This, 
combined with variable valve closure times as a result of variable electrical power gen­
eration, can lead to a greater quantity of fuel being uploaded to each tank than desired. 
It has been suggested such fuel quantity overshoots can be of the order of several hun­
dred kilograms, leading to an undesirable increase in aircraft weight. Such quantity 
overshoots are also a problem during in-ﬂight transfers, as it impacts the accuracy of 
the fuel management system. 
Currently, the trim to centre transfer operations for centre of gravity control use a 
simple on-oﬀ control system to keep the centre of gravity within a speciﬁed control 
band. Whilst simple to implement and reliable, this system results in a centre of 
gravity position which is not optimal, and can mean a signiﬁcant number of valve 
on-oﬀ cycles over the course of longer ﬂights. This is known to have a signiﬁcant 
negative impact on the valve life and associated higher maintenance costs. It has been 
proposed that a variable ﬂow rate control system in this transfer route could solve both 
of these problems. The centre of gravity could be held at its optimal position during 
cruise by transferring the correct amount of fuel from trim to centre tank, without 
the need to open and shut valves repeatedly. Suggestions for how such ﬂow control 
could be implemented include either throttling the ﬂow with the existing ball valves, 
or introducing a speed control to the pump motors. 
A research project was undertaken at the University of Bath to investigate the per­
formance of valves during closure, pump operation and system modelling techniques 
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with a view to developing better component control and hence better ﬂow control. This 
project was entitled “Active Valve and Pump Technology”, which was planned to last 3 
years, consisting of 3 PhD studentships and one post doctoral research oﬃcer position. 
The project was tasked with investigating the following: 
•	 the eﬀect of valve closure on pressure surge and pressure transients during both 
ground refuel and in-ﬂight transfer operations; 
•	 valve performance at the almost shut position to better understand fuel quantity 
overshoot; 
•	 centrifugal pump performance during transient operations; 
•	 system modelling tools, including valve, pump and pipe simulations; 
•	 new valve and pump control techniques to improve system performance during 
both refuel and in-ﬂight transfer. 
1.4 Project Roˆles 
The research was split into 4 broad areas of responsibility between the 3 postgraduate 
researchers and the post-doctoral researcher. In general, the postgraduate researchers 
were tasked with analysing component performance, with a view to bringing these to­
gether for system analysis. The post-doctoral research oﬃcer was tasked with designing 
and building the test rig. 
The component analysis areas of the project were broadly split as follows: 
•	 Motor driven ball valve - analysis of valve performance in the almost shut position 
and generation of pressure transients; 
•	 Electrical supply - investigation of modelling methods for AC motors and inves­
tigation of other drive technologies for future systems; 
•	 Pump technology - development of pump simulation and modelling tools, to be 
applied to system simulations of the beneﬁts of new control strategies. 
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It is the latter of these which is reported on hereafter. In subsequent discussions, these 
three project areas will be referred to as the Active Valve, Electrical and Pump projects 
respectively. 
1.5 Aims and Objectives of the Pump project 
The Pump project, itself a part of the Active Valve and Pump Technology Project, 
aimed to: 
•	 develop generic centrifugal pump models which consider behaviour under steady­
state and dynamic operating conditions, and during variable speed operation; 
•	 investigate the beneﬁts of variable fuel transfer rate in the trim to centre transfer 
route during ﬂight, in terms of both the aircraft level (fuel burn), and the system 
level (number of valve cycles); 
•	 demonstrate how the control of the pumps in the trim to centre transfer route 
could be changed to achieve variable fuel transfer rates; 
•	 discuss how system simulations could be used to develop system health monitoring 
and fault detection tools. 
1.6 Research Methodology 
In order to achieve the aims set out in section 1.5, It was proposed that the Pump 
project would follow the methodology described below: 
1.	 Perform a literature review to assess methods of centrifugal pump modelling 
2. Use a test rig to develop a generic pump modelling method, an AC induction 
motor modelling method and generate an understanding of the behaviour of other 
ﬂuid-mechanical components in typical aircraft fuel systems 
3. From these modelling methods, develop generalised component models which 
could be extended to other systems similar to the test rig, such as aircraft fuel 
systems 
12 
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4. Develop an aircraft level fuel system simulation to analyse the impact of intro­
ducing variable speed drives on the trim transfer pumps 
5. Use the pump, motor and system models to simulate in detail the trim transfer 
simulation from the aircraft level simulation, and investigate the eﬀect of changing 
the control on the system behaviour 
6. Draw on the experience of producing such a system simulation to discuss its 
usefulness in health monitoring and fault detection systems 
A test rig, described fully in chapter 2, was built at the University of Bath to investigate 
pressure transients during valve closure. This rig was used to measure the behaviour of 
a commercial centrifugal water pump driven by a variable speed AC induction motor, 
and to investigate the pressure-ﬂow characteristics of aircraft fuel pipes and ﬁttings. 
From these measurements, it was possible to develop a generic pump model, based 
on non-dimensional versions of the pressure, ﬂow and torque characteristics, and AC 
induction motor models. The pump modelling method was developed such that a model 
could be developed for diﬀerent applications, such as aircraft fuel system simulation, 
using a minimal speciﬁcation of the pump’s behaviour, thus resulting in a pump model 
which was validated against experimental data. 
For the aircraft level simulations, an existing fuel system simulation from Airbus UK 
has been extended to look at the impact of centre of gravity on the forces acting on 
the aircraft, and hence the fuel burn. This method is based on a simple three degree of 
freedom simulation of the aircraft during its whole ﬂight, which includes a number of 
simplifying assumptions. These simulations allow an estimate of the trends of eﬀects 
of changes in centre of gravity control, rather than deﬁnite numerical beneﬁts. 
The system level simulations have been conducted using an in-house ﬂuid power simu­
lation package called Bathfp. This uses well established ﬂuid system analysis methods 
to simulate ﬂuid ﬂow in pipe lines, and has been used extensively for industrial analy­
sis [2]. It uses both existing and user deﬁned libraries of Fortran 77 code, representing 
each of the component models, and an advanced adaptive LSODA numerical integrator 
to perform time based simulations. It can be compared loosely with Matlab/Simulink1 , 
although its major beneﬁt and aesthetic diﬀerence is the method by which components 
are linked. Whereas Simulink uses signal links, with perhaps two connections to repre­
sent individual pressures and ﬂows, Bathfp uses the representation of a physical pipe, 
which incorporates the pressures and ﬂow rates being passed back and forth between 
1“Matlab” and “Simulink” are registered trademarks of The Mathworks Inc. 
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two models. Bathfp is not limited to purely hydraulic applications, and some simula­
tions for this project include both electrical and control models. 
Bathfp simulations of the trim to centre transfer gallery have been used to develop 
the control system necessary to implement the proposed variable ﬂow centre of gravity 
control system. These simulations demonstrate the level of control which is required 
to achieve this ﬂow control, as well as the beneﬁts to the system in terms of pressure 
surge reduction and reduction of valve on-oﬀ cycles. 
All of the simulations were based on a hypothetical aircraft deﬁnition, which has been 
chosen to reﬂect a typical near-future long range, mid-sized, twin-engined civil airliner. 
It is not intended to reﬂect an actual aircraft, nor are any of the results intended to 
give deﬁnitive answers to speciﬁc aircraft problems. The aim of the work is to identify 
key beneﬁts from some changes to current control systems as a result of representative 
simulations, both of aircraft level performance, and system level. A full description of 
the aircraft deﬁnition and its derivation can be found in chapter 7. 
1.7 Scope of Thesis 
This thesis describes the research conducted to achieve the aims and objectives set 
out in section 1.5, following the methodology described in section 1.6. It consists of 8 
chapters, whose content is summarised below. 
Following this introductory chapter, the test rig design and function is described in 
chapter 2. Chapter 3 describes the development of an existing fuel system simulation 
package to determine the beneﬁts of variable speed fuel pumps in the trim to centre 
transfer route of a ﬁctional aircraft. This examines the trends in the fuel burn and 
valve cycle reductions of diﬀerent pump and valve control strategies. There then fol­
low two chapters which describe the development of component models of the pump, 
motor and some ﬂuid network components based on the test rig measurements. The 
ﬁrst of these, chapter 4, describes the components’ behaviour under steady-state oper­
ating conditions, and the second, chapter 5, their behaviour under dynamic operation. 
Chapter 6 then describes the validation procedure of all of these models, in terms of 
their combined predicted system performance. The component models are then used 
in chapter 7 to develop a simulation of the trim to centre transfer route described in 
chapter 3. This has been used to investigate how the control strategies suggested in 
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chapter 3 might be achieved in practice, and there follows a discussion of how such a 
simulation could be used to form part of a system health monitoring and fault detection 
tool. Finally, chapter 8 draws the thesis to some conclusions and outlines proposals for 
areas of further research. 
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Chapter 2 
Test Rig 
A test rig was built at the University of Bath to allow validation of modelling methods 
for each of the components under study in the Active Valve and Pump Technology 
project, and to validate the resulting system simulations. The design is modular, such 
that the behaviour can be changed depending on the focus of the tests. The main test 
rig for the AVPT project consists of a large, heated pressure vessel containing around 
2000L of water connected to a commercial twin stage vertical centrifugal water pump, 
supplying ﬂow through around 17m of 1.25′′ nominal bore aircraft fuel pipes, via an 
aircraft fuel system motor driven ball valve, supplied by Parker Aerospace. A PC is 
used to record the signals from various pressure and temperature sensors, the ﬂow rate, 
pump speed and valve angle, which are all collected using a 16 channel data acquisition 
card and signal conditioning suite. 
Water has been chosen as the working ﬂuid rather than aircraft fuel for safety reasons. 
Synthetic aircraft fuel alternatives were considered, but these presented health and 
safety concerns. The use of water greatly simpliﬁes modiﬁcation and repair of the test 
rig, although it also introduces greater uncertainty into the analysis of the results, as 
diﬀerences between water and aircraft fuel properties must be taken into consideration. 
Figures 2.1 and 2.2 are photographs of the test rig, looking from the tank to the bend 
and a view of the pump and tank. 
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Figure 2.1: view of the test rig, looking from the tank towards the bend

Figure 2.2: view of the test rig, looking from the side at the pump and tank
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2.1 The Hydraulic System 
The water temperature in the tank can be held at a constant temperature in the range 
from ambient air temperature to 70◦C using a 24kW immersion heater. The water 
heater can be controlled using a simple commercial control system in order to maintain 
a ﬁxed tank temperature. This allows the performance of the system to be analysed 
over a range of ﬂuid properties. The tank can be used as a sealed pressure vessel, 
and can be partially evacuated to −0.5bar (gauge) in order to investigate the eﬀect of 
reducing the vapour pressure on cavitation in the system, mimicking real aircraft fuel 
systems at altitude. The system can be isolated from the tank using two ball valves. 
The tank is connected to the inlet port of the pump via two 90◦ bends and a 1m 
length of 100mm diameter ﬂexible hose. This serves to isolate the tank from any pump 
vibration and reduce the need for exact alignment of the tank outlet and pump inlet 
ports. 
A Lowara SV66 commercial water pump was selected for the rig in order to supply the 
system with around 500L/min of ﬂow and a pressure level of around 1.5bar at the valve 
inlet. This provides similar ﬂow and pressure conditions to those typically found in the 
refuel line of an aircraft fuel system. A fuel pump from Parker Aerospace was consid­
ered, but was impractical given the use of water as the working ﬂuid. The diﬀerences 
between the water pump and typical fuel pumps must be considered whenever looking 
at extending the modelling tools developed with the test rig to fuel system simulations. 
The pump is driven by a three phase, two pole AC induction motor, supplied from a 
frequency inverter in order to allow variable speed operation. This means the condi­
tions within the rig can be altered to allow a large range of pressures and ﬂows which 
are representative of current Airbus aircraft fuel systems during both refuel and fuel 
transfer operations. The pump is a centrifugal pump, with two impellers and diﬀusers 
arranged vertically in series. A cut-away CAD drawing of the impeller and diﬀuser 
arrangement is shown in ﬁgure 2.3. The shaft speed is measured by a magnetic pickup 
and toothed wheel assembly attached to the top of the pump-motor shaft coupling. An 
in-line torque transducer has been inserted into the shaft arrangement, thus separating 
the pump and motor. Four steel pillars were manufactured in order to provide the cor­
rect spacing and alignment of pump and motor. The pump-motor assembly is shown 
in ﬁgure 2.4. 
In order to attach the 100mm outlet port of the pump to the 1.25′′ (34mm approx.) 
aircraft pipes, a reducing section was manufactured from aluminium. This provides the 
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Figure 2.3: internal ﬂow passage of Lowara SV66 centrifugal pump

Figure 2.4: pump, motor and torque meter assembly
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necessary reduction in pipe diameter over a 300mm long section. There is also a 1.5′′ 
bore branch to the by-pass line, and a 8mm transducer port. The by-pass line allows 
operation of the main line at low ﬂow rates, whilst maintaining a minimum ﬂow rate 
of 500L/min through the pump, which is required over prolonged periods of running to 
cool the pump bearings. The bypass line consists of a 90◦ bend, gate valve to throttle 
the ﬂow, ball valve to isolate the line and a 2′′ bore ﬂexible hose. The by-pass line 
can return to the system at one of two points relative to the ﬂow measurement device 
(described later), depending on whether the total ﬂow or the main line ﬂow is of interest 
during tests. 
The main pipework consists of a series of 1.25′′ bore aluminium aircraft pipes of either 
250mm, 1000mm or 1500mm lengths. The pipe wall thickness is greater than typically 
found in aircraft fuel systems for safety to allow for generation of higher pressures 
during sudden valve closure tests. These are connected together using standard aircraft 
pipe couplings from Stanley Aerospace. These allow ﬂexible joints between pipes, and 
are used in aircraft to allow ﬂexing of pipe joints in the aircraft wing and fuselage 
during ﬂight. In aircraft, the couplings are typically ﬁxed in the structure, with the 
pipes then ﬂoating in between joints. In the test rig, the pipes have been secured to 
I-section steel beams using plastic pipe clamps, eﬀectively ﬁxing the whole pipe to the 
structure. This secures the pipework in case of movement due to pressure transients in 
the system. The couplings do however still allow for longitudinal movement of the pipes 
to allow a slight stretching of the system and an investigation of the eﬀect of coupling 
alignment on steady state pressure losses. Figure 2.6 shows a cut-away drawing of the 
pipe couplings, showing their constituent parts; (a) pipe ends, (b) o-ring seals, (c) inner 
metal sleeve and (d) outer clamp. 
The 250mm long sections of pipe include bosses for pressure transducers and thermo­
couples. These were designed to be moved around the system, allowing the transducers 
to be moved to various positions. Two of the sections contain a single boss for Piezo-
Resistive Pressure Transducers (PRPT), and four sections contain one PRPT boss 
and one thermocouple or Strain Gauge Pressure Transducer (SGPT) boss. Figure 2.6 
shows one such section of 250mm pipe with a single PRPT boss. A 750mm long section 
with one PRPT and one SGPT/thermocouple boss was manufactured speciﬁcally for 
downstream of the motor driven ball valve, as this gives pressure measurements at the 
correct point for the valve analysis. Due to an error in manufacturing, the PRPT tips 
do not ﬁt ﬂush with the inner surface of the pipe, but instead sit in a small cavity in the 
pipe wall. Figure 2.7 shows a cut-away drawing of the pipe and boss, demonstrating 
the cavity in the wall. 
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Figure 2.5: pipe coupling assembly 
For the majority of the tests, the aircraft pipes were connected to the outlet of the 
reducing section via a gate valve and an aircraft coupling. However, during the pump 
transient analysis, the gate valve and the ﬁrst few metres of the pipe work was replaced 
by a single section of Tungum hydraulic tubing of a similar bore. This contained 
pressure transducer bosses at suitable places for the secondary source technique, which 
is described in detail in section 5.1.7. 
Figure 2.6: 250mm pipe section with PRPT boss
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Figure 2.7: cut-away drawing of pipe and boss, showing manufacuring error and resul­
tant wall cavity 
The pipework contains a single 180◦ bend around 7m downstream of the pump. This is 
also 1.25′′ bore, with a bend radius of around 0.5m, and is connected to the other pipes 
with the same pipe couplings. This does not try to replicate any particular aspect of 
an aircraft fuel system, but allows the return of ﬂow to the tank without generating 
any signiﬁcant reﬂection of pressure transients. 
Two coupling sections have been machined from aluminium to connect the aircraft 
pipes to the motor driven ball valve. These replicate the sort of coupling typically used 
in aircraft fuel systems. The original drive motor for the valve has been replaced with 
a faster position controlled DC servo motor, capable of delivering more torque. This, 
when controlled externally, is capable of closing in a manner which follows a generic 
user input signal. The motor-valve assembly has been designed in order to shut in any 
period between 1s and 10s, thus replicating typical aircraft component behaviour. The 
valve angle is recorded by an angular potentiometer and an encoder on the motor drive 
shaft. 
Downstream of the 750mm pipe section after the valve, the return line consists of 
various copper pipes and “T” sections. These include a ﬁlter branch and two extra 
branches to the system, one of which can be used for the by-pass return, all of which 
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can be closed oﬀ using ball valves. Downstream of these branches is a turbine ﬂow 
meter, which is capable of measuring ﬂows from 110L/min to 1100L/min. Details of 
the ﬂow meter accuracy are given in appendix A. The return line then re-enters the 
tank near the top after a 90◦ bend and a 2m long section of 3′′ bore ﬂexible hose. 
Figure 2.8 shows a schematic of the test rig. 
2.2 The Data Acquisition Suite 
The signals from the pressure transducers, thermocouples, pump speed sensor, ﬂow 
meter and valve angle potentiometer are connected to a Data Translation high speed 
acquisition board via ampliﬁer and conditioning cards produced in-house by the de­
partment’s instrumentation section. Full details of the data acquisition card can be 
found in appendix A. The signals from this acquisition board are recorded on a PC 
running Labview under Windows XP1 . There are two manual controls for the pump 
speed and the valve angle for use in steady-state analysis. These controls also have a 
computer output mode, allowing the pump and valve to be controlled from within the 
data acquisition software. 
The system is capable of measuring up to 16 signals at a maximum total sampling rate 
of 600kHz. A bespoke signal capturing program and GUI has been developed by the 
department’s instrumentation section, which allows for the adjustment of the sampling 
rate, the real-time signals to be monitored and recorded, and a measurement of the time 
average of the signals to be recorded for steady-state analysis. The computer control 
of the pump is limited to setting a ﬁnal steady-state demand speed. Control over the 
acceleration time is set from within the controller and frequency inverter supplied with 
the pump, and must be adjusted independently. The software has been designed to 
allow for a generic, user-deﬁned position demand signal to be sent to the valve, allowing 
full control over the valve closure proﬁle. 
2.3 Fluid additive 
To avoid corrosion and bacterial or fungal growth in the tank and pipework, two chem­
icals were added to the water. The ﬁrst is a central heating additive, FERNOX CH-3. 
1“Windows XP” is a registered trademark of The Microsoft Corporation 
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This renders water non-corrosive to steel, cast iron, copper, brass and aluminium, all 
of which are found in the test rig. It also protects against limescale damage, and con­
tains a low-level biocide. The second chemical, FERNOX AF-10 is an extra biocide to 
prevent bacterial and fungal growth. 
The impact of these chemicals on the ﬂuid properties has been investigated. The 
variation of density and viscosity with temperature is well established for pure water, 
and full details can be found in the international standard [3]. However, it was felt 
that the presence of the additive may cause some change in both. 
The density and viscosity can be easily obtained using standard densometers and vis­
cometers, with samples of the ﬂuid in a constant temperature bath. Using a sample 
of water from the test rig, the relationships between temperature, density and viscos­
ity were measured. Figure 2.9 and 2.10 show the measured relationships, and their 
comparison against the data from the international standard. It became clear that 
the additive had no eﬀect on the density to within the measurement accuracy of the 
equipment, although the viscosity of the test rig ﬂuid can be said to be signiﬁcantly 
higher than that for pure, distilled water. Tests conducted on distilled water showed 
very good agreement with data from the international standard, but the tests on the 
rig water are between 2% and 4% greater. 
2.4 Data post-processing 
The data acquisition software is capable of collecting either steady-state or transient 
data. The data is saved to a simple ASCII text ﬁle. A Matlab GUI has been pro­
grammed to allow these ﬁles to be read in to Matlab and analysed. This GUI, named 
AiRbus Test-rig Instrument Signal Toolkit, or ARTIST, allows the user to choose a 
ﬁle, load the data, apply ﬁltering, measure pump speed and ﬂow rate using the sensor 
pulse signals and plot graphs of any channel against time or against another channel. 
Figure 2.11 shows the ARTIST window, with a plot of the measured characteristic 
of the Lowarra SV66 pump. ARTIST also allows the user to perform a fast Fourier 
transform of a time based signal to analyse its frequency content. 
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Figure 2.8: schematic of test rig 
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Figure 2.11: ARTIST Matlab GUI for post-processing test rig data
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Chapter 3 
Beneﬁts of Variable Speed 
Pumps in Aircraft Fuel Systems 
Optimisation of the fuel transfer from the trim to centre tank was identiﬁed in chapter 
1 as a possible source of signiﬁcant operating cost reduction. It has been suggested 
that a more exact match of supplied fuel ﬂow rate to that required to fully balance the 
aircraft using centre of gravity control could reduce direct operating costs by reducing 
cruise drag, and reduce indirect operating costs by reducing valve on-oﬀ cycles, and 
hence valve wear. In order to investigate the beneﬁts to be gained, an existing fuel 
system simulation package which determines the eﬀect of fuel distribution during ﬂight 
on the centre of gravity has been extended to examine the eﬀect of centre of gravity 
location on cruise fuel burn. The simulation has been used to compare the current 
on-oﬀ control method and a proposed new variable fuel ﬂow rate case. 
This chapter describes the fuel system simulation package, and the simulations which 
have been conducted for a ﬁctitious aircraft deﬁnition. The deﬁnition has been chosen 
to reﬂect a typical near-future, long-range, mid-sized, twin-engined civil airliner, and 
has been developed using standard initial aircraft design principles. It is not intended 
to reﬂect performance of an actual proposed aircraft, but to provide a best estimate 
for the purpose of this study. The deﬁnition technique is outlined in this section. 
A number of results of these simulations are also presented in this chapter. They clearly 
indicate a small but signiﬁcant reduction in fuel burn as a result of introducing variable 
fuel ﬂows for the trim to centre tank transfer. The results highlight the beneﬁt of the 
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SYSTEMS 
reduction in valve cycle numbers as a consequence of the proposed control change. The 
study also demonstrates the negative impact on fuel burn if valve cycle reduction were 
to be implemented through changes to the current on-oﬀ system. 
3.1 Modelling Tools 
3.1.1 CGFlight 
CGFlight is a Matlab/Simulink simulation of an aircraft fuel system, developed by 
Airbus UK. It is primarily used for fuel system control logic design and testing. Since it 
is proprietary software, this section will only brieﬂy outline its purpose and fuctionality, 
rather than discuss it in detail. 
The software performs a time based simulation of the centre of gravity of the aircraft 
during refuel operations on the ground and fuel transfer in ﬂight over a user deﬁned 
ﬂight proﬁle. The centre of gravity is calculated using fuel ﬂow rates deﬁned for the 
aircraft by the user, and a transfer logic, also input by the user. Through the front 
end Graphical User Interface (GUI), the user can then view the centre of gravity of the 
aircraft and the fuel tank quantities over the mission proﬁle, and adjust transfer logic 
or aircraft parameters accordingly. It is an important tool for designing the transfer 
logic for a particular aircraft, and has been extensively validated using test ﬂight data. 
CGFlight contains three main parts; user ﬁles (to deﬁne aircraft, mission and transfer 
logic), the internal block diagram and the GUI. The aircraft is deﬁned in terms of 
overall weights, fuel tank volumes and possible transfer routes of fuel. The centre of 
gravity and hence the moment of each tank about the aircraft’s centre of gravity at 
a range of aircraft attitudes are stored in a library of ﬁles generated by an external 
program. The transfer routes determine the nominal fuel ﬂow rate between each tank 
and to the engines. No ﬂow dynamics are modelled, and the pumps and valves are 
assumed to act instantaneously. The mission proﬁle is input in a number of data ﬁles, 
which supply the altitude, attitude, speed and fuel burn rate. The logic is a Matlab 
“S” function which acts like the aircraft’s fuel management system to decide how fuel 
should be distributed around the aircraft by opening or shutting valves according to 
the ﬂight proﬁle and centre of gravity. The GUI allows the user to interact with the 
software by loading the initialisation ﬁle, which contains details of the initial fuel load 
and any faults which are to be injected into the simulation, and to view the outputs as 
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graphs of fuel volume against time, or as centre of gravity against aircraft weight. 
Figure 3.1 shows a block diagram of the calculation at the heart of CGFlight. In 
order to implement the variable fuel ﬂow rate concept, the block diagram was modiﬁed 
to include the elements in the dashed box. The centre of gravity target position is 
determined based on the aircraft deﬁnition and the current aircraft attitude from the 
ﬂight proﬁle. This is fed into the logic along with the current calculated centre of 
gravity in order to determine the required state of the valves and pumps. This could, 
for example, require that the trim to centre transfer is switched on to move the centre 
of gravity forwards. The valve and pump state is translated into ﬂow rates between the 
tanks. This then is integrated over time to calculate the tank masses. From these and 
the library of tank moments, the center of gravity of the aircraft can be calculated. The 
moment ﬁles take into account the eﬀect of the attitude of the aircraft on the centre of 
gravity. The simulation is set up to use a ﬁxed time-step solver. 
Figure 3.1: original CGFlight functionality, and additional proportional control feed­

back loop in CGFlight to implement variable fuel ﬂow rate (shown in the dashed box)

The modiﬁcation of CGFlight introduced the proportional feedback control system

shown in ﬁgure 3.1. This ﬁnds the error in the centre of gravity position, which is then

fed through a suitable gain. The result is used as a factor, which is multiplied by the
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maximum ﬂow rate for the trim to centre transfer route. This value is set to that which 
was used in the original simple on-oﬀ control case. The calculation of fuel ﬂow rates, 
tank masses and centre of gravity then continues as before. 
The centre of gravity target function is diﬀerent for each aircraft. It is deﬁned in 
relation to the aft limit for longitudinal stability and control. In the example simulation 
provided by Airbus UK, the target centre of gravity has been set to a constant pitching 
moment about the quarter chord of the mean aerodynamic chord of the wing (see 
section 3.1.2 for a deﬁnition). As this is hard-wired into the simulation, it has not been 
possible to update this for the aircraft deﬁnition used here. In the light of this, it must 
be stressed that the results in terms of fuel burn cannot be interpreted as absolute 
values which one might expect in a “real world” situation, but must be interpreted in 
terms of their relative magnitudes. 
This simulation does not try to demonstrate how a variable fuel ﬂow rate could be 
generated, but merely indicates the eﬀect that it has on the centre of gravity of the 
aircraft. Further simulations, whose description follows in section 3.1.2, analyse the 
impact of the variable fuel ﬂow rate on the mission fuel burn and the control structure 
which would be required to control pump speed to generate the variable ﬂow rates. 
3.1.2 AMPEC 
The major limitation of CGFlight for this study is the independence of the fuel system 
preformance calculation and the ﬂight proﬁle. In its original state, CGFlight uses a ﬁxed 
input of the aircraft’s attitude and hence fuel burn to calculate the centre of gravity. 
This however, will not allow an investigation of the eﬀect of fuel burn on the centre of 
gravity and vice versa. It was proposed that the ﬂight proﬁle could be calculated using 
a three degree of freedom simulation of the aircraft, which would require information 
about the centre of gravity and the weight of the aircraft from CGFlight. It would 
then return the fuel burn. 
Using basic aircraft ﬂight modelling principles to calculate the aerodynamic forces act­
ing on an aircraft, a quasi-steady three degree of freedom simulation has been developed. 
It has been called “Aircraft Mission Performance Estimation Code”, or AMPEC. In 
order for it to ﬁt easily into the CGFlight simulation it has been developed in Mat-
lab/Simulink. AMPEC also uses a ﬁxed time-step solver in order to link with CGFlight. 
The impact of this on its accuracy has been assessed by running the same ﬂight proﬁle 
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with both a ﬁxed and a variable time-step, and it has been shown to have a negligible 
eﬀect on the calculated parameters. 
Since AMPEC is designed to calculate the aircraft’s performance from take-oﬀ until 
landing, the mission proﬁle has been split into diﬀerent sections, each of which require 
diﬀerent calcuation routines and control conditions. The code is therefore designed 
to be modular, with a selection of the relevant mission section based on the aircraft’s 
current situation, such as altitude and speed. The following sections describe how 
AMPEC is structured, how the aircraft is deﬁned, the three-degree-of-freedom model, 
how each mission section is deﬁned and how the calculation is performed. 
AMPEC Structure 
AMPEC has been designed to utilise both the robust Simulink equation solver and 
the ease of ﬂow control within the Matlab “m” script language. The choice of current 
mission section, the calculation of orthogonal aircraft accelerations, the choice of rele­
vant lift data and the interpolation of engine data is all accomplished using the Matlab 
scripts. The integration of the acceleration values to give velocities and displacements, 
and the feedback control loops are then handled in the Simulink environment. 
Figure 3.2 shows a block diagram of the ﬂow of data within AMPEC. The current 
centre of gravity and aircraft mass are supplied by CGFlight. These, along with the 
atmospheric data, altitude, speed and aircraft attitude data are used to decide which 
section of the ﬂight is currently being executed. This mission section choice is passed to 
the wing lift curve slope block, which sets the wing lift to represent the wing and high 
lift devices in either take-oﬀ, cruise or landing conﬁguration. The lift curve, mission 
segment and the aircraft’s current condition are subsequently passed to the mission 
calculation block, which calculates the orthogonal accelerations of the aircraft. These 
are then integrated to give the velocities, and again for displacements. Two control 
loops are used. The ﬁrst plays a dual roˆle; it controls the attitude of the aircraft during 
climbs and descents in order to maintain a ﬁxed speed at a ﬁxed throttle setting, and it 
controls the attitude of the aircraft during cruise in order to maintain a steady altitude. 
The second loop is used during the cruise section in order to maintain a ﬁxed Mach 
number and during the descent to maintain a constant equivalent airspeed (EAS). 
The values of altitude, aircraft attitude, Mach number and fuel burn are returned to 
CGFlight. The values of individual tank masses, angles of attack of both the wing and 
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Figure 3.2: ﬂow diagram of AMPEC calculation 
the THS and the centre of gravity are also output to ﬁle for post analysis. 
Aircraft Deﬁnition 
AMPEC uses a simpliﬁed quasi-steady three-degree of freedom model to describe the 
aircraft during its ﬂight. Roll and yaw are ignored; only pitch is considered. Moment of 
inertia eﬀects are ignored - it is assumed that any rotation is quasi-steady. The weight 
of the aircraft acts through its centre of gravity, the lift from the wings through the 
wing centre of pressure and the lift from the THS through the THS centre of pressure. 
Thrust and drag forces act along axes which pass through the centre of gravity. The 
drag always acts in opposition to the direction of travel and the thrust along the 
aircraft’s axis. The wing and body moment coeﬃcient is said to act about the centre 
of gravity. Figure 3.3 shows the freebody diagram of the aircraft, and ﬁgure 3.4 shows 
the deﬁnition of the positions of the moment arms of each of the forces acting on the 
aircraft from the standard datum at the aircraft’s nose. 
The centre of gravity of the aircraft can be deﬁned in one of two ways; absolute with 
reference to the nose datum, or more commonly with reference to the mean aerodynamic 
chord (MAC) of the wing. Figure 3.5 shows the planform of the wing and the deﬁnition 
of the chord, c, and span, s. The MAC, c¯, can then be deﬁned as: 
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Figure 3.3: freebody diagram of aircraft for AMPEC analysis 
∫ +s 
c2 dy 
c¯ = ∫ −+ss (3.1) 
c dy 
−s 
The MAC is the chord-weighted average chord length of the wing, or is the chord of a 
rectangular wing, which has the same area, full aerodynamic force and position of the 
centre of pressure at a given angle of attack as the given wing has. The position of the 
MAC leading edge with respect to the datum, xmac is then deﬁned as the distance of 
the leading edge of the wing at the point spanwise where the chord length equals the 
MAC. The centre of gravity position, xcg can then be deﬁned as: 
xcg = xmac + χc¯ (3.2) 
where χ is the centre of gravity position as a fraction of the MAC. 
The global axes are deﬁned as X and Y , and the aircraft has a velocity U , which 
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Figure 3.4: deﬁnition of characteristic aircraft lengths

Figure 3.5: deﬁnition of wing planform

35

CHAPTER 3. BENEFITS OF VARIABLE SPEED PUMPS IN AIRCRAFT FUEL 
SYSTEMS 
acts at an angle γ to X. The attitude angle of the aircraft, ǫ is deﬁned as the angle 
between the aircraft’s axis and X. The diﬀerence between the direction of travel and 
the direction in which the aircraft points is deﬁned as the angle of attack of the wing, 
α. These angles are related by: 
ǫ = γ + α (3.3) 
The angle of attack of the THS is deﬁned as the diﬀerence between the THS deﬂection 
angle and the U vector, and is called β. 
Any prediction of fuel burn will be dependent on the accuracy of the method used 
to model the performance of the engines. AMPEC uses a look-up table method to 
deﬁne the thrust and fuel consumption for a range of operating conditions. The user 
must supply two ﬁles containing the thrust and Speciﬁc Fuel Consumption (SFC) for a 
number of altitudes, Mach numbers and throttle settings in the correct format. These 
represent the engine performance during both take-oﬀ and for the rest of the ﬂight. 
AMPEC then reads in these ﬁles and uses a multi-dimensional interpolation routine to 
ﬁnd the engine performance in the simulation. 
Mission Proﬁle Deﬁnition 
The mission proﬁle describes the path which the aircraft follows from take-oﬀ to land­
ing. It is intended to reﬂect a typical real-life commercial aircraft ﬂight, and is split 
into ﬁve sections: 
1. Take-oﬀ 
2. Climb 
3. Cruise 
4. Descent 
5. Landing 
Each section is itself split into sub-sections, based on speciﬁc performance requirements 
set out in the Joint Airworthiness Requirements [4]. These are numbered 1 to 13 and 
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are described in detail in the following sections. 
•	 The take-oﬀ section deﬁnes the aircraft’s performance from the point where the 
aircraft begins to move until it has reached the end of its ﬁrst segement climb to 
457m (1500ft). This includes the taxi from gate to runway, ground roll to rotate 
speed, rotation to take-oﬀ attitude, initial climb to screen height1 of 11m (36ft) 
and ﬁrst segment climb. 
In AMPEC, this is modelled by: 
1. Calculation of fuel burn for the aircraft for a user-determined length of time 
at ground level, Mach 0.1 and the lowest throttle setting. During this period 
the actual aircraft speed remains at zero; the taxi is modelled simply as a 
fuel burn. 
2. For the ground roll, the take-oﬀ engine model is used. The horizontal and 
vertical accelerations are calculated from a force balance on the aircraft, in­
cluding a Coulomb friction force with a coeﬃcient of 0.02 [4]. This continues 
until the aircraft reaches a user-deﬁned velocity, called the rotation velocity, 
Vr, which is a design parameter of the aircraft. 
3. When the aircraft reaches Vr, the aircraft attitude angle is increased linearly 
to the user-deﬁned take-oﬀ attitude, which is again a design parameter. This 
rate of rotation is set at 2 degrees per second. The accelerations are again 
calculated from a force balance, with the friction force if the main wheels 
are still in contact with the ground. Once the speed has increased suitably, 
the lift force will be great enough for the aircraft to leave the ground, which 
may happen before the aircraft has reached its ﬁnal take-oﬀ attitude. 
4. For the initial climb to the screen height, the attitude angle is held constant 
at the take-oﬀ attitude angle. The calculation continues as before until the 
aircraft reaches the screen height of 11m (36ft). 
5. The climb to the end of the take-oﬀ section at 457m (1500ft) continues as 
the climb to screen before. 
During the take-oﬀ, only the take-oﬀ engine model is used and the high lift devices 
are set to the take-oﬀ conﬁguration, which corresponds to the slats and one stage 
of the ﬂaps being deployed. 
This is an important stage of the take-oﬀ run when calculating the balanced ﬁeld length of the 
aircraft as deﬁned in JAR section 25 [4], although here is only used as a transitional stage between the 
aircraft leaving the ground and reaching the end of the take-oﬀ section. 
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Figure 3.6 shows the altitude, Mach number and attitude angle of an aircraft 
during the take-oﬀ ﬂight section. The taxi portion (1) isn’t shown. The climb to 
screen height occurs during the rotation to take-oﬀ attitude, so section (4) is not 
required, but instead the simulation moves directly on to section (5). 
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Figure 3.6: output of AMPEC for take-oﬀ section 
•	 The climb section of the ﬂight models the aircraft behaviour from the end of the 
take-oﬀ until the aircraft reaches its initial cruise altitude (ICA). The climb is 
split into three sections; climb to 3048m (10000ft) at 250kts (EAS), acceleration 
at 3048m (10000ft) to climb speed, climb to ICA at climb speed. They are 
modelled in AMPEC by: 
6. The high lift devices are set to the normal cruise setting, representing all 
ﬂaps and slats retracted. The climb and cruise engine model replaces the 
take-oﬀ model, and the throttle is set to the maximum climb setting. The 
accelerations are found as before by the force balance. Now however, the rate 
of change of the attitude angle of the aircraft is varied using the “altitude 
controller” (ﬁgure 3.2) in order to maintain a constant speed of 250kts EAS. 
7. When the aircraft reaches 3048m (10000ft), the speed limit is increased to 
the climb speed. For this analysis, the climb speed was set to 250kts EAS to 
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avoid overspeed when the aircraft reaches ICA. In eﬀect, this section is never 
used in this analysis but could be of use for diﬀerent aircraft conﬁgurations. 
8. The ﬁnal climb segment is then the same as the ﬁrst (6), with the rate of 
change of attitude angle being used to control the speed of the aircraft in 
order to maintain 250kts EAS until the aircraft reaches ICA. 
Figure 3.7 shows the variation of altitude, Mach number and attitude angle 
against time for the climb section. 
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Figure 3.7: output of AMPEC for climb section 
•	 In AMPEC, the cruise section is modelled as a simple constant altitude, constant 
Mach number cruise. Although a typical real-life cruise may include step changes 
in altitude over signiﬁcant distances for fuel eﬃciency reasons, it was felt that a 
single altitude cruise would be best for comparing diﬀerent fuel distribution logics 
on the cruise fuel burn. 
9. The cruise has been modelled by performing a force balance as before. The 
rate of change of attitude angle and the throttle setting in the engine model 
are varied to control the altitude and Mach number respectively in order 
to accomplish a constant altitude and Mach number cruise. This continues 
until the aircraft has travelled a user-deﬁned distance. 
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One consequence of this double control method is that the aircraft experiences a 
certain amount of oscillation in terms of altitude, attitude angle and Mach number 
during the transition from climb to cruise. This is obviously highly dependent 
on the control loops and their respective gains, which in turn are speciﬁc to a 
particular aircraft deﬁnition. Figure 3.8 shows the oscilation in altitude, attitude 
angle and Mach number for the example aircraft. 
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Figure 3.8: output of AMPEC at the beginning of the cruise section 
Here, the controllers have been optimised manually to reduce the oscillations to 
acceptable levels. It can be seen that the altitude is kept in the range 10980m< 
Y < 11060m, and the Mach number does not exceed the maximum design speed 
of M0.91 for this aircraft. The oscilations die away after 4 minutes. 
•	 The descent section analyses the performance of the aircraft from the end of 
cruise until the beginning of the landing section at 152m (500ft). It consists of 
three distinct segments; descent from the end of cruise to 3048m (10000ft) at the 
descent speed and a glide angle of −4◦, a level deceleration to 250kts EAS at 
3048m (10000ft), and a descent from 3048m (10000ft) to 152m (500ft) at 250kts 
EAS and a glide angle of −3◦ . 
This is modelled in AMPEC by: 
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10. The accelerations are found by the force balance. The rate of change of the 
attitude angle is varied in order to control the glide slope angle using the 
“altitude controller” (see ﬁgure 3.2), and the throttle setting is varied using 
the speed controller to maintain a constant speed equal to the descent speed. 
11. When the aircraft reaches 3048m (10000ft), the speed limit is decreased to 
250kts EAS. Like in the climb section, for this analysis, the descent speed 
was set to 250kts EAS to avoid overspeed when the aircraft ﬁnishes the 
cruise section. In eﬀect, this section is never used in this analysis but could 
be of use for diﬀerent aircraft conﬁgurations. 
12. The ﬁnal descent segment from 3048m (10000ft) to the beginning of the 
landing section at 152m (500ft) is modelled as the ﬁrst descent section, but 
with a ﬁxed glide slope angle of −3◦ and a ﬁxed target speed of 149kts EAS. 
Figure 3.9 shows the variation of altitude, attitude angle and Mach number for 
the descent section. 
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Figure 3.9: output of AMPEC for descent section 
•	 The landing section is deﬁned as the period between the aircraft passing through 
152m (500ft) and the wheels touching the ground. In AMPEC, it is modelled as 
segment number (13), and is simply a continuation of the previous descent portion 
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(12) until the altitude is zero. The implementation of a full landing analysis was 
not thought to be necessary on the grounds that it would have no eﬀect on the 
fuel burn calculations and would not increase the usefulness of the analysis tool. 
Atmospheric Data 
AMPEC uses the International Standard Atmosphere [5] to calculate the air temper­
ature and pressure at any given altitude. The ISA assumes that the “near-earth” 
atmosphere2 can be split into two distinct sections to model the troposphere and the 
tropopause. In the former, the temperature is said to decrease with altitude at a set 
rate, termed the lapse rate, L, and in the latter the temperature is constant. In the 
troposphere the temperature and pressure can be said to vary as follows: 
T = T0 − LY + δISA (3.4) 
g( )(LR )T 
p = p0 (3.5) 
T0 
where Y < 11000m. 
The tropopause temperature and pressure are given by: 
T = T0 − LYtropopause + δISA (3.6) 
( )( g ) „ g(Ytropopause−Y ) « LR T RT 
p = p0 e (3.7) 
T0 
The air density, ρ, and speed of sound, a, can then be calculated as: 
p
ρ = (3.8) 
RT 
2that is, the atmosphere from sea level up to an altitude of 20km 
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a = γRT (3.9) 
Table 3.1 deﬁnes the nomenclature for equations 3.4 through 3.9. 
symbol parameter units value

g acceleration due to gravity m/s2 9.81 
L 
R 
lapse rate 
speciﬁc gas constant 
◦C/km 
J/kgK 
−6.5 
287.05 
P0 base pressure kPa 101.325 
T0 base temperature 
◦C 15 
δISA temperature delta 
◦C 0 
γ adiabatic index 1.4 
Table 3.1: deﬁnition of terms in atmosphere equations 
Performance Calculations 
AMPEC uses a simple force balance method to calculate the accelerations in the X 
and Y directions. As it is a quasi-steady model, no account is taken of the moment of 
inertia of the aircraft about its pitch axis. Referring to ﬁgure 3.3, the accelerations in 
the X and Y directions can be calculated by: 
¨ 1 X = (T cos (γ + α) −Dcos (γ)− Lwsin (γ + α)− Ltsin (γ + β)) (3.10) 
m 
¨ 1 Y = (T sin (γ + α)−Dsin (γ) + Lwcos (γ + α) + Ltcos (γ + β)−mg) (3.11) 
m 
The angle of attack of the wing, α, is found by: 
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α = ǫ − γ	 (3.12) 
where the angle of the velocity vector to the horizontal, γ, is given by: 
Y˙
γ = tan−1 (3.13) 
X˙
Lift and drag forces are calculated from user input lift curve data and drag polars for 
the aircraft and the THS respectively. The drag of the THS is deﬁned seperately from 
the rest of the aircraft to allow AMPEC to estimate the additional fuel burn as a result 
of THS deﬂection. The lift curve slopes and drag polars are deﬁned in terms of lift and 
drag coeﬃcients by: 
CL,w = Aα + B	 (3.14) 
CL,t = Cβ + D	 (3.15) 
CD,a = da,1C
2	 (3.16) L,w + da,2CL,w + da,3 
CD,t = dt,1C
2	 (3.17) L,t + dt,2CL,t + dt,3 
These coeﬃcients can be converted into forces by: 
Lw
CL,w =	 1 (3.18) 
2 ρU
2Sref 
Lt
CL,t =	 1 (3.19) 
2 ρU
2Srefh 
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Da
CD,a =	 1 (3.20) 
2 ρU
2Sref 
Dt
CD,t =	 1 (3.21) 
2 ρU
2Srefh 
D = Da + Dt	 (3.22) 
where h is the ratio between the wing and tailplance reference areas. Finally, the angle 
of attack of the THS can be found from performing a moment balance about the centre 
of gravity. Again, referring to ﬁgure 3.3: 
−1 Cmo + (Aα + B) (xcg − xw)
β =	 (3.23) 
C (xcg − xt) 
3.1.3	 PASS 
The Program for Aircraft Synthesis Studies is a part of the Aircraft Design, Synthesis 
and Analysis digital text book provided by Stanford University [6]. It consists of a 
number of Java3 applets embedded in the website to perform an initial design study 
of a commercial passenger aircraft using industry standard techniques, and a Java 
program to allow sensitivity studies of the aircraft design. In this case, the digital 
textbook has been used to produce an estimate of the design parameters for use in 
the AMPEC/CGFlight analysis, based on an input of a generic long-range mid-sized 
conventional passenger aircraft. The methods employed in the analysis will only be 
outlined here. 
Inputs to the design analysis 
In order to deﬁne a general speciﬁcation for such an aircraft, basic data on the Airbus 
A350-900 was obtained from Airbus UK [7] and Flight International [8]. It should be 
noted that what follows is not directly related to the actual design of this aircraft, but 
Java is a trademark of Sun Microsystems Inc. 
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is an estimation of such an aircraft’s speciﬁcation. This study does not relate to the 
actual design of the A350 in any way. 
The general aircraft deﬁnition is given in table 3.2. 
parameter units value

MTOW tn 245 
pax 312 
range km 15300 
length m 60 
fuselage width m 5.89 
wingspan m 64 
wingsweep ◦ 35 
Mcr 0.85 
engine thrust (sea-level static) kN 387 
Table 3.2: aircraft design speciﬁcations 
Outputs from the design analysis 
AMPEC requires inputs of: 
•	 Take-oﬀ attitude and rotate speed deﬁnition 
•	 Distances of the wing and THS centres of pressure from the datum 
•	 Distance of the MAC leading edge from the datum 
•	 MAC length

Aircraft moment coeﬃcient
• 
•	 Wing reference area 
•	 Ratio of wing and THS reference areas 
•	 Wing, aircraft and THS drag polars 
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• Wing and THS lift curves 
The take-oﬀ attitude has simply been estimated from the geometries of the fuselage, 
and is used only to limit the angle to which the aircraft is rotated during take-oﬀ. 
As take-oﬀ performance is not of interest, it will have no eﬀect on the results of the 
simulations if it remains constant throughout. The rotate speed has been set to the 
wing stall speed at zero incidence and the high lift devices at the take-oﬀ condition. 
Again, it will not impact the overall mission fuel burn, provided it remains constant. 
The characteristic lengths, such as MAC and distance of the aerodynamic centres aft 
of the datum are all deﬁned directly by the design analysis. The nose of the aircraft is 
used for the datum. 
In this analysis, the pitching moment of the wing and aircraft are assumed to be 
combined, and this is not variable with wing incidence. This has been identiﬁed as 
a possible source of error, as the moment coeﬃcient is expected to vary linearly with 
angle of attack. 
The wing reference area and the ratio of THS to wing reference area are direct outputs 
from the design analysis. 
The drag polar for the aircraft can be plotted in the analysis program. This can then 
be read oﬀ for a discrete number of points, and a quadratic curve ﬁtted to the data. 
The THS drag data is not readily available from the analysis program. However, the 
THS drag can be approximated as 2% of the overall drag of the aircraft [6]. In order 
to achieve this, the drag polar must be scaled appropriately: 
Dt = 0.02Dac (3.24) 
CD,t =

0.02CD,ac 
1
2ρU
2Sref 
) 
1
2ρU
2Srefh 
(3.25)

0.02 
CD,t = CD,ac (3.26) 
h 
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The design analysis provides the wing lift curve. For the THS, the wing analysis tool 
was set using the THS geometry, resulting in a lift curve deﬁnition. 
Other design data have been used from the design analysis in order to develop a CAD 
model of the aircraft, and to develop the fuel system geometry deﬁnition. This CAD 
model has been used throughout this section to produce various ﬁgures. 
Appendix B contains the design data derived as described above for the subject air­
craft. 
3.2 Simulations 
In order to investigate the eﬀect of the trim to centre transfer control method on the 
mission fuel burn, a number of simulations have been run using CGFlight with AMPEC 
providing the ﬂight proﬁle and fuel burn data. Four cases have been studied; a baseline 
case in which it is assumed the aircraft has no trim tank, two cases using the existing 
Airbus on-oﬀ control method but with diﬀerent centre of gravity control bands, and 
a case using variable fuel ﬂow rate to maintain a constant centre of gravity demand 
condition. These cases are referred to as the baseline case, and cases A, B and C. Table 
3.3 summarises each of these simulations. In each case, the ﬂight proﬁle and aircraft 
deﬁnitions remained constant, using the deﬁnition set out in section 3.1.3. 
name description

baseline no trim tank 
case A existing Airbus on-oﬀ control using 0.5% MAC control band 
case B existing Airbus on-oﬀ control using 5% MAC control band 
case C variable ﬂow rate control to the aft limit 
Table 3.3: summary of AMPEC & CGFlight simulations

The no trim baseline case was achieved by setting the fuel volume in the trim tank to

zero, and increasing the size of the centre tank to accommodate the diﬀerence. Case

A was the existing Airbus control logic, which aimed to maintain the centre of gravity
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within 0.5% MAC of the target using on-oﬀ control of the trim line valve. Case B 
examined the beneﬁts of increasing this control margin to 5% MAC in terms of the 
valve cycle reductions, and also any negative impact of the increase in error between 
the actual and demanded centre of gravity. Finally, case C examined what beneﬁt was 
provided by changing the control method from on-oﬀ to variable fuel ﬂow in order to 
maintain the correct centre of gravity position throughout the cruise. 
Each of the four cases have been run for six diﬀerent deﬁnitions of THS drag, in order 
to discern a general pattern in the comparison of the cases, and avoid the results being 
dependent only on the aircraft deﬁnition given in section 3.1.3. For each of the six 
deﬁnitions, the cruise fuel burn results have been calculated for each of the four cases. 
The fuel burn reduction as a result of using case A over the baseline case has been 
calculated, to give a measure of the beneﬁt of using centre of gravity control over a no 
trim conﬁguration. The beneﬁt of using cases B and C is then calculated with respect 
to this. This allows the results of each case to be viewed independently of the aircraft 
conﬁguration, and in terms of the change in cruise fuel burn from the current Airbus 
control method. The results are therefore presented in terms of percentage diﬀerences 
between each case and the corresponding beneﬁt of using the trim tank, and not as 
absolute fuel burns. 
The cruise fuel burn has been calculated by integration of the fuel burn rate provided 
by AMPEC over time. This has been accomplished using a Matlab GUI developed 
speciﬁcally for this application called ACRe (AMPEC/CGﬂight Results analysis tool). 
Figure 3.10 shows the ACRe interface during the analysis of an AMPEC/CGFlight 
simulation results. The ﬂight fuel burn is summarised in the table in the bottom left 
of the screen, and the right hand pane contains time histories of the aircraft altitude, 
fuel burn, Mach number, attitude angle, aircraft angle of attack, THS angle of attack, 
mass and centre of gravity. ACRe also outputs a separate graph of the centre of gravity 
against aircraft mass, similar to the CGFlight fan plot. 
The use of a ﬁxed time-step solver has resulted in very long run times for the joint 
AMPEC/CGFlight simulations. A 15hr ﬂight can take as long as three days to solve 
fully. Much could be done to reduce the solution times in terms of improving the 
programming eﬃciency and by removing parts of CGFlight which are not used in the 
analysis, such as failure modes and disc burst analysis. The engine model interpo­
lation routines are also widely known to be slow and ineﬃcient. A quicker bespoke 
interpolation routine could be written. 
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Figure 3.10: ACRe Matlab GUI for the post analysis of AMPEC/CGFlight simulations 
3.3 Results 
All the results of the AMPEC/CGFlight simulations have been normalised by their 
maximum value to allow more direct comparison of each case and THS conﬁguration, 
as well as to present the results independently from the aircraft deﬁnition. Examples 
of the altitude and Mach number variations with time have already been presented in 
section 3.1.2, and do not vary signiﬁcantly from one case to another, and so have been 
omitted here. Of greater interest when examining the diﬀerence in total fuel burn from 
one case to the next are the attitude angle, wing and THS angles of attack, fuel burn 
rate and centre of gravity position. Figures 3.11 through 3.16 show the time histories 
of wing angle of attack, α, THS angle of attack, β, aircraft attitude angle, ǫ, fuel burn 
rate, r, centre of gravity position with respect to MAC, χ, and the mass-centre of 
gravity, m and χ respectively, for one set of results for the baseline case, case A, case 
B and case C. The time period shown is the cruise portion of the ﬂight. 
It can be seen that the angle of attack, attitude angle and fuel burn rate tend to 
decrease during the ﬂight. This is to be expected, as the aircraft mass will reduce, 
requiring less lift, and hence a reduction in angle of attack, allowing a reduction of 
attitude angle (see equation 3.3), and resulting in reduced drag (equations 3.16 and 
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Figure 3.11: AMPEC/CGFlight simulation results: wing angle of attack, α, over time 
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Figure 3.12: AMPEC/CGFlight simulation results: THS angle of attack, β, over time 
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Figure 3.13: AMPEC/CGFlight simulation results: aircraft attitude angle, ǫ, over time 
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Figure 3.14: AMPEC/CGFlight simulation results: fuel burn rate, r, over time 
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Figure 3.15: AMPEC/CGFlight simulation results: centre of gravity position with 
respect to MAC, χ, over time 
3.17), and hence fuel burn rate. At t/t0 = 0.725 the fuel burn rate plot, ﬁgure 3.14, 
suddenly changes gradient. This occurs at the point where the centre tank fuel is used 
up and the engine feed from the wing tanks starts, and coincides with the point where 
the centre of gravity position is fully aft with respect to MAC, as shown in ﬁgure 
3.15. Figure 3.12 shows that the THS angle of attack tends to increase towards zero 
(a negative angle denoting a downwards lift force, as expected from ﬁgure 1.3). 
It is clear from ﬁgures 3.11, 3.13 and 3.14 that there is not much diﬀerence between 
cases in terms of angle of attack, aircraft attitude and fuel burn rate. In each case, it 
is possible to see a slight change from the baseline, with α, ǫ and r reducing due to the 
introduction of a trim tank. The diﬀerences between each case with a trim tank are 
not clear. Figures 3.12, 3.15 and 3.16 however, show a much clearer diﬀerence between 
cases. 
The most striking diﬀerence is in the number of on-oﬀ cycles of the valves, seen as the 
saw-toothed shape of the case A and case B lines (dotted and dashed lines respectively). 
In this example, the baseline case will require no valve operations, as no ﬂow control is 
required, and case C requires only a single operation - the valve is opened at the start 
of cruise, and shut at the end according to the fuel system logic. For cases A and B the 
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Figure 3.16: AMPEC/CGFlight simulation results: mass (m) - centre of gravity (χ) 
fan plot 
valves are shut on and oﬀ to control the centre of gravity position. Using the control 
in case B with a 5% MAC control range for χ reduces the number of valve operations 
from 20 to 3. 
From ﬁgure 1.3, a reduction in THS load is known to result in a reduction in aircraft 
drag and hence fuel burn. Therefore, it is clear from ﬁgure 3.12 that case C should see 
a signiﬁcantly reduced fuel burn when compared to the baseline case and case B, and 
a smaller reduction when compared to case A. 
In order to assess the impact of the trim to centre transfer control on the cruise fuel 
burn, the fuel burn rate has been integrated over time. The resulting cruise fuel burn 
for case A has been compared to that for the baseline case for each THS conﬁguration. 
The diﬀerences in cruise fuel burn for cases B and C has then been compared to 
the diﬀerence between the baseline case and case A. Table 3.4 details these calculated 
diﬀerences. A positive value indicates an increase in cruise fuel burn, whereas a negative 
value indicates a decrease. 
The results show a consistent trend of a signiﬁcant increase in fuel burn for case B over 
case A, but a smaller decrease in fuel burn for case C. The actual fuel burn change 
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conﬁguration case B case C 
% % 
1 44 −4 
2 39 −5 
3 35 −3 
4 46 −4 
5 35 −3 
6 37 −3 
Table 3.4: summary of AMPEC & CGFlight simulation results: changes in cruise fuel 
burn as a percentage of the diﬀerence between the baseline case and case A 
is dependent on the overall beneﬁt as a result of the introduction of centre of gravity 
control. This is itself highly dependent on the inputs to the simulation. 
3.4 Minimum trim condition control 
Currently, the trim tank is used in Airbus aircraft to move the centre of gravity to 
a desired postion, in order to best balance the aircraft and reduce fuel burn. The 
control system is based on an estimate of the aircraft centre of gravity from the fuel 
distribution within the various fuel tanks, and is as such, a rough estimate at best. It 
is proposed that, if minimum fuel burn is the required aim, and such a condition can 
be said to be met when there is zero trim from the THS, then the control of the centre 
of gravity could be accomplished using the THS deﬂection angle as the input. This 
results in a control system which is designed to optimise the correct target variable, fuel 
burn, directly rather than using an estimate of centre of gravity to within a speciﬁed 
window. Figure 3.12 shows β for both the baseline case and case B for the set of results 
described in section 3.3. It is clear from this plot that none of the presented control 
strategies result in a zero trim condition for this particular aircraft. 
The AMPEC/CGFlight simulation has been modiﬁed to investigate this control. In­
stead of comparing the current centre of gravity position with the demand, the THS 
deﬂection angle, β, is used as the error signal in the feedback loop. For this control 
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however, the controller was altered to include both proportional and integral control. 
Figure 3.17 shows the modiﬁed program structure. 
Figure 3.17: modiﬁcation of CGFlight control loop to acheive zero trim during cruise 
Using this modiﬁed AMPEC/CGFlight simulation, two of the THS conﬁguration sets 
of simulations have been re-run, and are referred to as case D. The total fuel burns for 
these cases were then found as before and compared to the previous results. Figure 
3.18 shows the comparison between the THS trim angle for the original case C using 
variable fuel ﬂow control and the new simulation using variable fuel ﬂow control and 
the zero-trim target, case D. Figure 3.19 shows the comparison of the fan plot for 
these two cases. Table 3.5 summarises the fuel burn beneﬁt of using this new control 
target for the two cases, with the data presented in the same way as table 3.4. The 
large diﬀerence in fuel burn in these cases is an indication of the lack of optimisation 
of the centre of gravity target position in the CGFlight software for the particular 
aircraft deﬁnition used here, and not necessarily as an absolute fuel burn reduction 
which might be achievable in a real world situation. Further discussion of this can be 
found in section 3.5. 
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Figure 3.18: AMPEC/CGFlight simulation results: THS angle of attack, β, over time 
using proposed β control 
conﬁguration case D 
% 
5 −270 
6 −283 
Table 3.5: summary of AMPEC & CGFlight simulation results: changes in cruise fuel 
burn as a percentage of the diﬀerence between the baseline case and case A for zero-trim 
control 
3.5 Discussion 
It is clear that the results in sections 3.3 and 3.4 show a consistent trend. By changing 
the centre of gravity control method to maintain the centre of gravity at the rear of its 
range, cruise fuel burns are reduced. In general, centre of gravity control to trim the 
aircraft has been shown to lead to a reduction of around 1% of the cruise fuel burn, with 
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Figure 3.19: AMPEC/CGFlight simulation results: mass (m) - centre of gravity (χ) 
fan plot using proposed β control 
any variation in the control method providing little further change in real terms. The 
value of using such a centre of gravity control must therefore be examined in the light 
of such fuel burn reductions and any negative impact on aircraft weight and system 
complexity as a result of including the infrastructure necessary to implement it. 
Whilst the introduction of trim control has been shown to deliver a signiﬁcant improve­
ment in cruise fuel burn, the change from the current on-oﬀ method to a variable fuel 
ﬂow rate is much less signiﬁcant. The simulations conducted here show a fuel burn 
reduction of between 3% and 5% of the beneﬁt of using trim control. Such a decrease 
in fuel burn could not in itself be considered a reason for changing the control method. 
Instead it must be viewed in the light of the reduction in valve cycles. Using the 
variable fuel ﬂow control method eliminates the need for valve cycling during cruise. 
This will have a signiﬁcant impact on the indirect costs concerned with valve wear and 
maintenance operations. 
Likewise, changing the current control to use a larger centre of gravity control band 
will reduce the number of valve cycles. In the simulations conducted here, changing 
the control band from 0.5% MAC to 5% MAC reduced the number of valve cycles by 
a factor of nearly 7. This however means a signiﬁcant increase in fuel burn of between 
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35% and 46% from the current method with respect to the beneﬁt this has relative 
to the no trim tank case. Clearly, a balance could be found between acceptable fuel 
burn increase for a reduction in valve operations. In order to fully understand the cost 
beneﬁts of such a change, a full lifecycle cost analysis on a particular aircraft would 
need to be undertaken, but this is outside the scope of this current study. 
Without details of a particular valve design and a particular aircraft maintenance costs, 
it is impossible to estimate the eﬀect of reducing valve operations on direct maintenance 
costs. Information from industry suggests that such valves may need replacement after 
a few years of service on long-haul aircraft if in constant use. Much of their wear is 
attributed to the number of cycles. Any reduction in this over prolonged periods would 
be of great beneﬁt in increasing component service life. 
It must not be forgotten that introducing variable speed drives in order to accomplish 
the proposed variable fuel ﬂow rate transfer method will incur an increase in both weight 
and system complexity. With the recent move from ﬁxed frequency electrical supply to 
variable frequency supply, commercial airliners have seen a shift from traditional AC 
induction motors to brushless DC motors to drive centrifugal pumps. Brushless DC 
drives lend themselves much more readily to variable speed operation, with relatively 
light power electronics required, rather than frequency inverters required for induction 
machines. Again, without details of a particular system or components, it is impossible 
to determine the exact weight increase that would be required, although it is expected 
to be small [9]. Perhaps more important is the increase in system complexity. Any 
change from current operation brings with it the costs associated with technology 
proving, certiﬁcation, and the perceived reliability of the system by the operators. 
Such cost increases must be considered over a system’s lifecycle, and in the light of the 
expected cost reduction through reduced valve wear and cruise fuel burn. 
Currently, the centrifugal pumps in the trim tank perform two tasks: transfer fuel, and 
mix any water present in the tank with the fuel. The pumps are run against the closed 
valve when transfer is not required, and it is in these periods that most of the mixing 
occurs. If the variable fuel ﬂow rate case were to be employed, such mixing would not 
be taking place, and may have a signiﬁcant negative impact on the mixing of water in 
the fuel. Information from industry however, suggests that this mixing process is not 
as eﬀective as once thought, and that new techniques may need to be employed. Since 
in this case, the fuel which is transferred from the trim tank to the centre tank is not 
then burned directly in the engine, mixing is not of primary importance, as mixing of 
water and fuel could be accomplished in the wing tanks or the engine collector cell. If 
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mixing is found to be essential in the trim tank, then the trim transfer pumps could 
be used to drive jet pumps in a similar way to the engine feed pumps in the collector 
cells. 
The simulations described in section 3.2 suggested that the largest decrease in cruise 
fuel burn occurred when the β control, or control for zero-trim was employed. In the 
two cases investigated, this method suggested improvements of between 270% and 283% 
of the beneﬁt from using trim control, although this is most likely as a result of the 
disparity between the aircraft deﬁnition and the target centre of gravity function. The 
latter is set within the CGFlight software, and while the former is based on the same 
aircraft deﬁnition as the CGFlight simulation, it is necessarily slightly diﬀerent. On 
the face of these values, it would appear that such a control method is most desirable. 
Indeed, this conclusion ﬁts with the hypothesis presented in section 1.1, that reducing 
THS trim will result in reduced fuel burn. The relative beneﬁt of such a control 
method over the centre of gravity control method used in cases A, B and C however 
is perhaps more questionable. It can be reasonably thought that for a fully deﬁned 
aircraft, the centre of gravity target should coincide with the zero-trim condition, and 
hence it would be expected that there should be little diﬀerence between cases C and 
D. For the purposes of this study however, the centre of gravity target was deﬁned for 
a diﬀerent aircraft deﬁnition to that of the three degree of freedom simulation. 
The important point to note in these simulations however, is that the centre of gravity 
control method currently employed requires prior knowledge of how the centre of gravity 
position aﬀects the required THS angle. Instead, if the control system were to use an 
input of the THS angle, then the zero trim condition could always be met. The trim 
control would then be implemented directly using a direct measurement relative to 
the minimum drag condition, instead of relying on an estimate of centre of gravity 
position from the fuel distribution and a predeﬁned target function. It is of course 
conceivable that this zero-trim control could also be employed alongside the existing 
on-oﬀ control system, using a angle range, rather than the current centre of gravity 
range. The practicalities of such a control method do of course depend on the way in 
which the THS angle is measured during ﬂight, and the nature of this measured signal. 
Introducing such a control system would of course increase the system complexity 
further, as it requires a P+I controller. If this were to be combined with the variable 
fuel ﬂow rate method, it is reasonable to expect further development costs associated 
with proving the technology and certiﬁcation. 
On balance, it is proposed that the best control method for the centre of gravity aircraft 
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trim system is the use of variable fuel ﬂow rates based on THS trim angle. This however 
can only be true provided that any increases in cost, weight and complexity do not 
override the expected beneﬁts, and that such a system does not have a signiﬁcant 
negative impact on the perceived reliability of the system from the point of view of the 
aircraft operators. If using variable speed pumps for fuel transfer is deemed too risky in 
terms of extra development costs and questions of system reliability, then implementing 
the current on-oﬀ control using THS trim angle instead of centre of gravity position 
would be possible. If valve wear is seen as a greater issue than cruise fuel burn, then 
the control band of the tailplane angle can be adjusted to reduce valve cycles. 
3.6 Closure 
The trim to centre transfer route has been identiﬁed as one where diﬀerent control 
methods could have a signiﬁcant impact on the performance of the whole aircraft. It 
has been proposed that by changing the way in which the ﬂow between the trim and 
centre tanks is controlled in order to trim the aircraft during cruise, the cruise fuel 
burn and the number of valve on-oﬀ cycles can be reduced from their current levels. 
An existing aircraft fuel system Matlab/Simulink simulation from Airbus UK, CGFlight, 
has been modiﬁed to allow investigation of the impact of variable fuel ﬂow rates in the 
trim to centre transfer route. A new simulation has been developed to allow calculation 
of the eﬀect of aircraft centre of gravity on fuel burn, based on a simpliﬁed three de­
gree of freedom aircraft model. This new simulation, AMPEC, has been integrated into 
CGFlight. Using a new aircraft deﬁnition, based on a generic near-future, long-range 
civil transport aircraft, a number of simulations have been conducted. These aim to 
investigate the eﬀect of changing the trim to centre transfer control on cruise fuel burn. 
Four cases have been evaluated: one with no trim tank and no control, one with the 
current Airbus on-oﬀ control, one using the current Airbus on-oﬀ control method with 
a larger control band, and a variable fuel ﬂow rate case using a simple proportional 
controller. 
These simulations have concluded that the use of the trim tank does in fact reduce 
the cruise fuel burn. The eﬀect of changing the control method from the current on-
oﬀ control to the variable control is small, but the eﬀect on reducing the number of 
valve on-oﬀ cycles is signiﬁcant. Changing the on-oﬀ control band has been shown to 
reduce the valve operations also, but the fuel burn penalty of doing so is much greater. 
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A diﬀerent control method has been proposed, where the control is not based on the 
centre of gravity position, but instead on the THS trim angle. It has been proposed 
that a zero trim condition should result in a minimum fuel burn. The simulations have 
shown that this is true in this case, and so a trim control based on the THS angle 
is proposed as the ideal solution, provided that such changes can be shown to not 
result in signiﬁcant cost or weight increases, or any reduction in the system’s perceived 
reliability. 
There exist a number of caveats to this study. The simulations of aircraft performance 
can not be properly validated in the course of academic research, and the aircraft 
deﬁnitions in each of CGFlight and AMPEC do not fully match. For these reasons, the 
results have been presented in terms of their relative beneﬁt, rather than in absolute 
fuel burn changes. The results can not be seen as deﬁnitive for a particular aircraft, 
but highlight the expected trends relating the centre of gravity position control method 
and cruise fuel burn, as well as highlighting the eﬀect of reducing the number of valve 
operations. 
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Chapter 4 
Component Modelling: 
Steady-state 
In order to analyse the behaviour of aircraft fuel systems as discussed in chapter 3, 
detailed models of the components need to be developed. The steady-state behaviour 
of centrifugal pumps will vary enormously from one pump to another [10], and so it is 
desirable to create as generic a model as possible to describe the pump’s performance. 
Since variable speed drives are of interest in order to accomplish variable fuel ﬂow rate 
transfer, the pump model should be capable of predicting oﬀ-design speed performance. 
The steady-state performance of pipes, including bends, changes in section and pipe 
joins is, in the main, well understood and documented [11]. Current aircraft fuel pumps 
are driven by AC induction motors, although future trends are likely to include a shift 
towards either variable frequency AC or DC electrical supplies, precipitating a change 
to brushless DC motors [12]. 
Modelling techniques for each of these components have been researched and investi­
gated. With a view to developing system simulations, and including some dynamic 
analysis, these modelling methods have been used to develop component models in the 
Bathfp ﬂuid power simulation environment, and their behaviour has been validated 
against experimental data from the test rig, described in chapter 2. It is intended that 
these models then be extended to predict the behaviour of aircraft fuel systems, and 
to investigate the control systems described in chapter 3. For this reason, the models 
must be as generic as possible, and they must be shown to be applicable to a wide 
range of components. 
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This chapter describes the methods used to investigate and subsequently model the 
steady-state behaviour of the components. The dynamic modelling is dealt with in 
chapter 5, and the validation of the models is dealt with in chapter 6. The extension 
of the modelling techniques to investigate aircraft fuel systems can be found in chapter 
7. 
4.1 Centrifugal pumps 
A number of centrifugal pump modelling methods have been identiﬁed in the literature. 
Each of these has been evaluated in terms of their applicability to the modelling of vari­
able speed aircraft fuel system pumps. A number of pump models have been developed 
by the author in both Matlab/Simulink and the ﬂuid power simulation software Bathfp. 
The pump modelling methods identiﬁed in the literature can be broken down into two 
categories: 
1. The classical turbomachinery modelling method applies a one-dimensional equa­
tion to ﬁnd the ideal pressure rise due to the angular acceleration of the ﬂuid 
through an impeller, from which losses can be subtracted. These losses often 
take the form of empirical, or at very least semi-empirical formulae with numerous 
parameters which can be hard to quantify precisely. Since the method analyses 
only the mean ﬂow in one dimension, it is often poor at representing pump perfor­
mance oﬀ-design or during fast transient operations where three-dimensional ﬂow 
phenomena such as wake mixing, cavitation and ﬂow recirculation are present. 
2. Steady-state and low-speed transient performance can be predicted by using the 
steady-state characteristic of the pump - often supplied by the manufacturer. 
Oﬀ-design speed behaviour can be approximated using pressure, ﬂow rate and 
power scaling, commonly referred to as the aﬃnity laws. 
The following sections consider these modelling methods in more detail. 
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4.1.1 One-dimensional Euler turbomachinery analysis 
This analysis states that the ideal ﬂow through and the pressure rise across a centrifugal 
impeller can be related by the change in angular momentum of the ﬂuid. The analysis 
is one-dimensional, and considers the ﬂow behaviour along the mean streamline path 
only. It is widely documented in ﬂuid mechanics and turbomachinery text books. For 
example, it is described in detail by Karassik et al. [10] and is well summarised in 
Dixon, Chapter 7 [13]. The method is the same as that used for centrifugal compressor 
analysis, usually in terms of initial conceptual design work, as detailed in Whitﬁeld 
and Baines [14]. In order to predict the actual expected performance of a real pump 
however, the calculated pressure rise and ﬂow must be adjusted for losses, which is 
done mostly by applying semi-empirical or wholly empirical loss functions, some of 
which are reviewed in [15], [16] and [17]. Also of concern, and related to losses, is the 
prediction of slip factor. 
Thanapandi and Prasad [18] have presented a paper which uses the Euler method and 
a number of empirical loss models to show, by comparison with experimental data, that 
such methods can be used for quasi-steady analysis. It is suggested in the paper that the 
transient behaviour seen mostly in starting and stopping of centrifugal pumps tends to 
be quasi-steady. An experimental programme is set out in the paper, and the results on 
pump starting and stopping are compared to those computed for steady-state operation 
and the system head curve. These show that the starting and stopping of the pumps in 
this particular case can in fact be taken as quasi-steady. Given this, Thanapandi and 
Prasad go on to describe the development of a performance prediction method, based 
on the steady-state Euler equation. This model takes an input of the variation of the 
actual ﬂow rate and the pump rotational speed with time as found from experimentation 
in order to compute the velocity triangles of the ﬂow on the mean ﬂow line at inlet 
to and outlet from the impeller. From these, the Euler equation can be applied to 
ﬁnd a theoretical pressure rise. Empirical loss models are then applied in order to 
calculate the actual pressure rise. Comparison of the results with those gained from 
experimentation shows that the model is able to accurately predict the performance 
of the pump, given that the rate of acceleration of the rotational speed is small. The 
important conclusion from this paper however, is that a steady-state model has been 
shown to be applicable to performance prediction during dynamic operation, as it has 
been shown that such operations can be considered quasi-steady-state. However, such 
quasi-steady-state behaviour will not represent the eﬀect of pipeline transients, which 
occur at much higher frequencies and must be considered by dynamic analysis. 
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Veres [19] has presented a comprehensive computer model for predicting the perfor­
mance of a range of pumps, including centrifugal pumps, for cryogenic rocket engines. 
The method is presented as a preliminary design tool, based on the same 1D Euler 
method described above, and empirical correlations for rotor eﬃciency. The model 
requires an input of the diﬀusion losses at the design point, which are then varied by 
an empirical relationship for oﬀ-design conditions. The stall criteria are also derived 
empirically. The code allows the user to predict the full performance map of the pump. 
Jansen and Sunderland [20] presented a method for the oﬀ-design performance pre­
diction of centrifugal pumps. The model is based on the Euler equation and existing 
steady-state loss models for design point performance. These models account for the 
losses due to friction, blade loading, leakage and diﬀusion; however the paper does not 
qualify the exact models used. At oﬀ-design performance, the paper then presents a 
number of further losses due to ﬂow phenomena not found during operation at the 
design point. These include incidence losses, ﬂow separation and ﬂow recirculation. In­
cidence losses will occur at low ﬂow conditions, and result in an increase in the relative 
velocity at inlet. This in turn has been shown to result in losses due to ﬂow separation, 
which move from the trailing edge to the leading edge as the ﬂow rate reduces, and will 
have a signiﬁcant eﬀect on the slip factor (discussed later) and the pressure rise. When 
the separation point reaches the inlet, it will result in further losses due to recirculat­
ing ﬂow in the blade passages. Jansen and Sutherland present a new recirculation loss 
model and apply existing separation criteria to form a performance prediction model. 
The results of this are compared to experimental work, and it is concluded that the 
model provides an accurate, simple means of calculating pump performance at a wide 
range of operating conditions. 
Khalafallah, Abolfadl and Sadek [21] have developed a similar model for predicting 
the performance of centrifugal pumps at oﬀ-design conditions. Their comparison of 
predicted results with those from experimentation led them to conclude that the ex­
isting disc friction models needed modiﬁcation, and that this was signiﬁcant as they 
found disc friction to be the major source of losses. They suggested that such a model 
could be applied with a good degree of accuracy within the conventional operating 
range of centrifugal pumps, nominally from 30% to 120% of the design ﬂow rate. No 
qualiﬁcation was made of the applicability of such models to dynamic performance 
prediction. 
A number of the methods outlined here require semi-empirical loss models in order 
to accurately predict the performance of a given pump. In fact, the accuracy of the 
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models will depend greatly on the accuracy of these loss models and the accuracy of the 
inputs to them. Some of these loss models are given in text books such as Whitﬁeld and 
Baines [14], and some are deﬁned in papers which use them in performance prediction 
models such as Thanapandi et al. [18]. A number of papers have been published however 
which analyse various diﬀerent methods for each associated loss, and summarise the 
ones which best ﬁt the experimental analysis to which they are compared. These 
papers provide a useful means of comparison of the diﬀerent methods available for loss 
modelling. 
Thanapandi and Prasad [18] suggest that the losses associated with a centrifugal pump 
may be modelled as losses at the impeller due to friction and secondary ﬂow, blade 
loading, wake mixing at impeller outlet, shock losses at outlet and impeller inlet losses. 
Their paper on submersible low speed pumps [22] extends this to include losses in the 
return passage, found only in submersible pumps, and also a disc friction loss. Such 
losses were found to be the major source of pressure loss in the work presented by 
Khalafallah et al. [21], whose model agrees with that of Thanapandi and Whitﬁeld. 
A paper by Aungier [23], using the one-dimensional mean streamline analysis discussed 
previously, suggests a number of loss models for centrifugal compressors, which have 
been shown to be in close agreement with experimental data. 
Oh Yoon and Chung [15] have presented a comprehensive study of loss models for 
one-dimensional mean ﬂow analysis of centrifugal pumps. Here the losses are grouped 
into internal losses and parasitic losses. Internal losses consist of incidence loss, blade 
loading loss, skin friction loss, clearance loss, mixing loss and diﬀuser loss, whereas the 
parasitic losses are due to disc friction, recirculation and leakages. A number of loss 
models are proposed for each from various sources, including among them Aungier’s 
paper [23], and a number of combinations of these loss models are compared against 
one another and experimental loss measurements. As a result, the authors have drawn 
together a list of the loss models which best ﬁt their experimental data. 
The loss models used in [15] are also proposed in a paper by Oh and Kim [16]. Here 
however, the analysis is for mixed-ﬂow impellers, and a diﬀerent loss model for recir­
culation is proposed. 
While not exactly a loss from the system, the slip factor, or the slipping of ﬂuid from the 
blades at the impeller exit such that the exit angle is increased, will have a signiﬁcant 
eﬀect on the pressure rise and ﬂow rate. It is essential therefore that this is calculated 
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with a good degree of certainty to distinguish its eﬀect from that of other losses. A 
number of methods have been investigated and compared, and it has been shown that 
some of the more historically common methods may not in fact be particularly accurate 
in all cases. 
Many text books on centrifugal pumps or compressors [13] often quote the methods 
of Stodola [24], Stanitz [25] and Wiesner [26]. These can indeed be accurate for per­
formance prediction of impellers for steady-state models, but are based solely on the 
blade exit angle and the number of blades. A comprehensive review of slip factors by 
Visser et al. [27] developed a complex formula for the calculation of slip factor, using the 
method of conformal mapping of functions of a complex variable, to analyse irrotational 
and solenoidal ﬂow. The resulting expressions are however extremely complex and the 
suggested simpliﬁed forms are not suitable for any practical applications. Therefore, 
Paeng and Chung [28] developed simpliﬁed expressions based on experimental data 
from the work of Visser et al. This new slip factor, based on investigations of relative 
eddies contained between two adjacent vanes and the exit circle of a centrifugal im­
peller, takes into account the ratio of the radii of the blades at inlet to and outlet from 
the impeller. The correlations shown in the literature with results from [27] suggests 
this new slip factor is more accurate than previous approaches over a larger range of 
blade exit angles and blade number. 
One further method has been found, which determines the diﬀerence in ﬂow exit and 
blade exit angles, and not the classical “slip factor”. The paper by Sherstyuk and 
Erofeev [29], like that of Paeng and Chung, allows for a variation of radius ratio, but 
also of blade width ratio. 
4.1.2 Steady-state characteristic and the aﬃnity laws 
It is well known that the performance of a centrifugal pump can be expressed in terms of 
a simpliﬁed characteristic curve. Chapter 2 of Karassik et al. [10] provides a lengthy de­
scription of general pump characteristics. This describes the general shape of pressure­
ﬂow curves with respect to overall impeller design and pump speciﬁc speed, and details 
means of scaling pump performance based on overall dimensions for the purpose of 
sizing a pump for a given application. The generalised form of the eﬃciency-ﬂow and 
power-ﬂow curves are discussed. The discussion is extended to look at the eﬀect of 
adding pumps in parallel and series on their overall characteristic. 
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Some discussion of the behaviour of the pump “oﬀ-design” is included, following pre­
vious studies by Donsky [30] and Kittredge [31]. Here, the behaviour of the pump is 
analysed for both forward and reverse ﬂow, for the purposes of understanding pump be­
haviour during sudden, transient operation. This consists of normalised plots of pump 
head and torque against ﬂow rate. The rotational velocity of the impeller is used to 
reduce the pump’s performance curves for diﬀerent operating speeds to a single curve 
following the aﬃnity laws. These state that: 
ω2 
q2 = q1 (4.1) 
ω1 
( )2ω2 
p2 = p1 (4.2) 
ω1 
( )3ω2
P2 = P1 (4.3) 
ω1 
where q, p and P are the ﬂow rate, pressure rise and power respectively, and ω is the 
pump shaft speed. Further discussion of pump characteristics and their interaction with 
system characteristics is given in chapter 8 of Karassik et al., which also includes the 
torque characteristics of typical pump drives. It is suggested that such characteristics 
can help to determine the behaviour of the pump during transient operations as well 
as the steady-state. 
A model proposed by Rizwan-Uddin [32], based on the steady-state characteristic equa­
tion, assumes that the rate of change in the pressure rise will be proportional to the 
rate of change of the square of the shaft speed, and that the rate of change of ﬂow 
rate is proportional to the pressure rise, the square of the ﬂow rate, and the square of 
the shaft speed. The system characteristic is assumed in order to provide an operating 
point. The head rise of the pump is calculated from the known shaft speed variation 
over time, from which the ﬂow rate is found from the steady-state characteristic. The 
equations include an inertia term, based on an equivalent length of pipe, which is dis­
cussed later in section 5. The results are compared to those from experimentation, 
and show good comparison over starting and stopping operations, provided that any 
change in speed of the pump shaft is small, and can be considered to be quasi-steady, 
as in Thanapandi and Prasad [18]. 
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Tsukamoto and Ohashi [33] present a similar, non-dimensionalised equation for the 
steady-state performance of the pump, to which they connect some pipe ﬂow models 
in order to analyse the pressure rise across the pump. They include a dynamic term 
from the inertia of the ﬂuid inside the pump, which is assumed to behave as a straight 
pipe of constant cross-sectional area. Here, the pump characteristic is reduced to a 
single curve using the aﬃnity laws, but the pressure and ﬂow rate are presented in a 
fully non-dimensional form, rather than the normalised form given in Karassik. The 
pressure and ﬂow coeﬃcients, φ and ψ respectively, are deﬁned as: 
p
ψ = (4.4) 1 ρU2 2 
q
φ = (4.5) 
πd2b2U2 
where U is the impeller blade speed at the impeller exit, and hence is directly propor­
tional to the shaft speed, and d and b are the outer diameter and blade passage width 
of the impeller. No analysis is made of the torque or power requirements of the pump. 
The model is used to predict the behaviour of the pump during a sudden start up (a 
companion paper, by Tsukamoto, Matsunaga, Yoneda and Hata [34] looks at the same 
analysis for a sudden deceleration). The speed of a pump taken from experimentation 
is input into the model, and the pressure rise and ﬂow rate are calculated. These data 
are compared to the experimental data. By plotting the non-dimensional characteristic 
and the non-dimensional test results together, it is possible to view how the transient 
behaviour compares to the known steady-state. The paper concludes that such sudden 
accelerations do in fact show signs of dynamic eﬀects and that including the simple 
inertia term can capture this to some extent. The paper also makes clear the use­
fulness of the non-dimensional characteristic for determining the pump’s steady-state 
performance at any given shaft speed. 
4.1.3 Comparison of methods 
The one-dimensional Euler method described in section 4.1.1 is, primarily, a design 
tool. It has been developed to allow engineers to determine the required impeller 
and diﬀuser blade shape to produce a given pump design point. It is clear from the 
published literature that such analysis will not be adequate for fully describing the 
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performance of a pump over its full range of operating speeds and system conditions. 
In terms of pump performance prediction, it can only be of use in the case where the 
pump in question is well deﬁned in terms of blade shape. Even then, the modelling 
technique requires the user to deﬁne a large number of empirical parameters to account 
for various losses in the impeller passageways, such as skin friction and wake mixing. 
Such parameters are eﬀectively used to tune a given pump performance model to give 
the required output. 
For use in system modelling, it is clear that a centrifugal pump model based on a steady-
state characteristic is of more use. For a given, existing pump, the internal geometries 
of the impeller and diﬀuser passageways are set, and as such are not of interest to the 
system designer. Of more importance is the overall pump performance. If this can be 
measured and then used to derive an empirical model, then the system performance 
can be analysed with some conﬁdence in its behaviour. Clearly it is important to design 
a model which can also predict the behaviour of a pump for a wide range of conditions, 
including changes in shaft speed. This will be important for analysis of pump start up 
and shut down, as well as in the case of variable speed drives, such as those proposed 
for the trim to centre route of the aircraft fuel system. 
One further beneﬁt of the steady-state characteristic model is the ability to easily 
incorporate dynamic eﬀects such as ﬂuid inertia, as discussed in [33]. Including such 
eﬀects in the one-dimensional Euler method may present problems in terms of validating 
that the assumptions stated in the modelling method still hold true during sudden 
transient operation, although the paper by Thanapandi [18] suggested such modelling 
technique can be used for situations where such transients remain quasi-steady-state. 
On these grounds, it was decided that a centrifugal pump model should be devised 
based on a measured steady-state characteristic from the test rig, but including the 
non-dimensionalised form of the pressure-ﬂow relationship discussed in [33]. The pump 
torque would also be measured, and, based on the aﬃnity laws, the non-dimensional 
model would be extended to include this. It was felt that such an approach would 
readily allow the method to be extended to generic pump deﬁnitions for use in the fuel 
system analysis, although this would clearly require a diﬀerent characteristic from that 
determined from the test rig. Therefore, a method has been devised in this chapter 
to generate a non-dimensional characteristic from a minimal speciﬁcation of pump 
performance, and this has been applied to an aircraft fuel system simulation in chapter 
7. 
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4.1.4 Experimental programme to determine the pump characteristic 
The test rig described in chapter 2 was used to measure the pressure, ﬂow and torque 
characteristics of the pump. A Strain-Gauge Pressure Transducer (SGPT) was placed 
in a tapping on the top of the ﬂange at the inlet of the pump. As this is the low pressure 
side of the pump, a 0− 5bar transducer was chosen, and calibrated to give a maximum 
range of 0−2bar. A second 0−20bar SGPT was placed downstream of the pump, again 
in a tapping on the top of the ﬂange. This allowed measurement of the pressure rise 
across the pump. The system ﬂow rate could be measured by the turbine ﬂow meter in 
the main return line, and the torque by the in-line torque meter. The data acquisition 
system was set up to allow recalibration of the zero point of each transducer, and this 
facility was used at the beginning of each test to set the zero pump speed, no-ﬂow, 
tank head condition as the datum. This means all pressures were measured relative to 
the tank head. 
In order to measure the steady-state performance of the pump, the steady-state record­
ing function of the data acquisition system was used at a large number of discrete pump 
operating points. This steady-state measurement takes a time-averaged sample of data 
from each sensor over a user-deﬁned period. For all tests conducted on both the pump 
and the rest of the system, this period was set to 10s. The sampling rate used for each 
test was 1kHz per channel. 
The pump was run at a constant demand speed by applying a constant current to the 
motor controller. Then, the motor driven ball valve was closed from the open position 
in discrete steps of around 2.5◦, with a steady-state measurement taken at each step. 
This was then repeated with the pump demand set to a lower speed, covering the 
range from maximum demand to around half speed. Over the course of the research 
project this method was repeated in order to investigate any degredation of the pump’s 
performance with time. Figures 4.1 and 4.2 show the raw measured pressure-ﬂow and 
torque-hydraulic power data for one such set of tests. 
The original pump characteristic was measured in week 75 of the project. Subsequently, 
tests were also conducted in weeks 113, 121 and 138. The behaviour of the pump in 
each of these cases was compared in order to track how the pump performance changed 
over time. This trend is investigated in section 4.1.6. 
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Figure 4.1: measured dimensional pressure-ﬂow characteristic of test rig centrifugal 
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4.1.5 Development of non-dimensional characterstic 
It is clear from ﬁgures 4.1 and 4.2 that the results for each pump speed form a family 
of similar curves, as one would expect from the aﬃnity laws (equations 4.1 to 4.3). In 
order to fully describe the pump’s behaviour, the pressure-rise, ﬂow rate and torque 
were reduced to non-dimensional parameters, based on the aﬃnity laws and the pressure 
and ﬂow coeﬃcients given in Tsukamoto [33] (equations 4.4 and 4.5). 
The pressure coeﬃcient from Tsukamoto was used directly, resulting in: 
ψ =

δp 
1 
2ρU
2 
=

δp

(4.6)

1
2ρ (ωr)
2 
However, the ﬂow coeﬃcient given in Tsukamoto included some internal geometries 
of the pump impeller. It was felt that, whilst these parameters provided the correct 
units for non-dimensionalising the ﬂow rate, they were not representative of a particular 
pump, and the relative performance of two pumps could not be immediately compared. 
Therefore, a new parameter based on the maximum ﬂow rate and pump speed was 
developed, which gave a measure of the pump’s maximum performance, akin to a axial 
piston or gear pump’s displacement. Equation 4.5 then becomes: 
q
φ = (4.7) 
ωv 
where the equivalent displacement, v is given by: 
qmax 
v = (4.8) 
ωmax 
Torque can similarly be non-dimensionalised, although Tsukamoto [33] did not com­
ment on this. Here, torque is non-dimensionalised using the same dynamic pressure 
and equivalent displacement terms: 
T 
τ = 
1
2ρ (ωr)
2 v 
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Using the deﬁnitions of φ, ψ and τ , an expression for the hydraulic eﬃciency of the 
pump can be derived. If eﬃciency is deﬁned as the ratio of the power supplied to the 
ﬂuid and the input power from the motor, then: 
pq 
η = (4.10) 
Tω 
′ 
φ1 ρ (ωr)2 ψω 
ω
q 
′2 
η = (4.11) 
τ 12 ρ (ωr)
2 
ω
q ′
′ ω 
φψ 
η = (4.12) 
τ 
In order to apply these non-dimensional coeﬃcients to the test data from the test 
rig (section 4.1.4), some further information about the pump was required. Both the 
pressure and torque coeﬃcients (ψ and τ) require a length scale of the impeller, chosen 
here as the radius of the impeller at ﬂow outlet. Such data was not readily available 
for the test rig pump, so an identical impeller was obtained and measured. Figure 4.3 
shows a three-dimensional view of a CAD drawing of the impeller constructed using 
measurements of the impeller. From this the outlet impeller radius was found to be 
73.5mm. The equivalent displacement was found by ﬁtting a curve to the measured 
pressure-ﬂow characteristic (ﬁgure 4.1) and extrapolating this to the zero-pressure rise 
condition to give a nominal maximum ﬂow. This was then divided by the nominal 
maximum rotational speed of the motor, 3000rev/min, to give v = 6.1 × 10−4m3 . 
The measured pressure-rise, ﬂow rate and torque have been non-dimensionalised using 
the above method. Figure 4.4 shows the resulting relationship between φ and ψ. It 
is clear from this plot that the data for each of the discrete speeds can adequately be 
described by a single curve. In this case, a ﬁfth order polynomial ﬁt has been used for 
the low ﬂow rates, and a second order ﬁt for higher ﬂow rates, in order to capture the 
dip in the characteristic between φ = 0 and 0.04. These ﬁts were determined using a 
similar gradient condition at their intersection, and a least-squares ﬁt for both curves. 
The pressure-ﬂow rate relationship for the pump can therefore be described as: 
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Figure 4.3: three-dimensional view of test rig pump impeller CAD model 
ψ = α1 (φ − φ0)5 + α2 (φ − φ0)4 + α3 (φ − φ0)3 
+ α4 (φ − φ0)2 + α5 (φ − φ0) + α6 for φ ≥ φ0 (4.13) 
ψ = α4 (φ − φ0)2 + α5 (φ − φ0) + α6 for 0 < φ < φ0 (4.14) 
where φ0 is the point at which the two curves meet, and this and the coeﬃcients αi are 
given in table 4.1. 
Similarly, the resulting relationship between the torque coeﬃcient, τ and the non­
dimensional hydraulic power, deﬁned as φψ can be seen in ﬁgure 4.5. Again, it is clear 
that a single line can deﬁne this relationship for all the measured pump speeds, although 
in this case a simple linear ﬁt has been applied with a view to reliably extrapolating 
the ﬁt outside of the measured data range. The torque-hydraulic power relationship 
can therefore be described by: 
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τ = γ1φψ + γ2 (4.15) 
where the coeﬃcients are given in table 4.2. 
α1 1.0835 × 107 
α2 1.1643 × 106 
α3 3.436 × 104 
α4 17.8113 
α5 −10.4845 
α6 2.1193 
φ0 0.0493 
Table 4.1: coeﬃcients of the non-dimensional pressure-ﬂow characteristic of the test 
rig pump 
γ1 0.6355 
γ2 0.1117 
Table 4.2: coeﬃcients of the non-dimensional torque-hydraulic power characteristic of 
the test rig pump 
This can be extended to examine the eﬃciency-ﬂow relationship, following equations 
4.10 through 4.12. Figure 4.6 shows this relationship. It has been extended outside 
of the ﬂow region in which the tests were conducted, in order to compare the cal­
culated maximum eﬃciency and corresponding operating point data from the pump 
manufacturer: 80% eﬃciency at 1250L/min and 2980rev/min. This has been non­
dimensionalised in the same way as the measured data. The manufacturer’s data does 
not identify the eﬃciency, and it is thought it may include the motor and inverter ef­
ﬁciency, resulting in a total “wire-to-water” eﬃciency, rather than hydraulic eﬃciency 
as in equation 4.10. 
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Figure 4.6: measured hydraulic eﬃciency of the test rig centrifugal pump 
4.1.6 Change of characteristic over time 
The pressure rise-ﬂow rate and torque-hydraulic power characteristics of the pump 
have been measured at four and three points in time respectively and the eﬀect of time 
in terms of changes to the pump characteristic can then be assessed. The ﬁrst set of 
tests, conducted in week 75 of the project, measured only the pressure rise-ﬂow rate 
characteristic, as the torque meter was not installed at this time. Subsequent sets of 
tests in weeks 113, 121 and 138 measured both characteristics. Figures 4.7 and 4.8 
show the polynomial ﬁts to these data sets for both the characteristics. In ﬁgure 4.7, 
the numbers in brackets in the legend denote the 2nd and 5th order polynomials. Table 
4.3 deﬁnes these tests using the same convention as in the legends of ﬁgures 4.7 and 
4.8, and details each test date and subject. 
During week 101 of the project, the in-line torque transducer was inserted into the test 
rig. In doing so, the pump and motor shafts were aligned slightly diﬀerently. The shaft 
is ﬂoating axially in the bearings and mechanical seal, and under normal conditions is 
held in the correct vertical alignment by the motor coupling. This will probably have 
accounted for a certain amount of change to the characteristic. It is still clear however 
that a certain degradation of performance has occurred, and this is most noticeable 
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Figure 4.7: change of non-dimensional pressure-ﬂow characteristic of the test rig cen­
trifugal pump with time 
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Figure 4.8: change of non-dimensional torque-hydraulic power characteristic of the test 
rig centrifugal pump with time 
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test number date subject

1 week 75 pressure and ﬂow 
2 week 113 pressure, ﬂow and torque 
3 week 121 pressure, ﬂow and torque 
4 week 138 pressure, ﬂow and torque 
Table 4.3: summary of the characteristic tests conducted on the test rig pump 
in the low ﬂow region of the characteristic. From test 1 to the subsequent tests, the 
low ﬂow region exhibits a very marked dip, whereas the higher ﬂows show relatively 
good agreement, save for test 2. This test was conducted with a diﬀerent return line 
pipe arrangement, which signiﬁcantly reduced the maximum ﬂow rate from the pump. 
The cross-over point between the second and ﬁfth order curves lies very close to the 
maximum measured ﬂow rate, and so the second order curve uses only a few data points. 
Higher ﬂow rate predictions from this ﬁt are understood to be innaccurate. Perhaps 
of more interest is the low ﬂow region, where, after the initial dip from test 1 to test 
2, the pressure-ﬂow characteristic sees a small increase in pressure with subsequent 
tests 3 and 4, although in this case the diﬀerences between tests is within measurement 
accuracy (consider the range of spread of measured data points on ﬁgure 4.4). 
The torque-hydraulic power plot shows a marked increase in torque, and hence a re­
duction in hydraulic eﬃciency, from test 2 to tests 3 and 4. Again there is a small 
change from test 3 to test 4, but this lies within measurement accuracy. 
4.1.7 Eﬀect of ﬂuid temperature on non-dimensional characteristic 
The non-dimensional characteristics have been analysed for a range of diﬀerent water 
temperatures. It was expected that such analysis should result in a single characteristic, 
as the change of temperature could be accounted for in the ﬂuid density term. In order 
to achieve this, the variation of ﬂuid density and viscosity with temperature from 
section 2.3 was required. 
Figures 4.9 and 4.10 show the measured non-dimensional pressure-ﬂow and torque-
hydraulic power characteristics of the pump for a range of temperatures. They are 
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Figure 4.9: eﬀect of ﬂuid temperature on measured non-dimensional pressure-ﬂow char­
acteristic 
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Figure 4.10: eﬀect of ﬂuid temperature on measured non-dimensional torque-hydraulic 
power characteristic 
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presented as the polynomial and linear ﬁts to the data. The entries marked (5) and 
(2) in the legend of ﬁgure 4.9 denote the 5th and 2nd order polynomial ﬁts to the 
pressure-ﬂow data respectively. 
It is clear that the pressure-ﬂow results do not show any signiﬁcant changes with ﬂuid 
temperature outside of the range expected from experimental accuracy (see ﬁgure 4.4 
for a comparison of test result scatter to polynomial ﬁt), save for the result at 35◦C. 
During the course of the tests it became evident that the settling time of the tank at 
the elevated temperature had a signiﬁcant impact on the results. In ﬁgure 4.9, the 35◦C 
test was conducted after a signiﬁcantly shorter settling time than the other results. 
Figure 4.10 shows a good comparison between torque-hydraulic power characteristics 
at each temperature, within the experimental accuracy (compare with ﬁgure 4.5). 
4.1.8 Application of non-dimensional characteristic 
A method was developed in order to produce a simple non-dimensional characteristic of 
a generic centrifugal pump, based on a minimal set of inputs. This was intended to be 
used to develop a description of fuel transfer pumps for Bathfp simulations, where little 
information was available about the pump’s performance. Figure 4.11 shows a general 
pressure-ﬂow and eﬃciency-ﬂow curve, deﬁning the no-ﬂow pressure, p0, operating 
pressure, ﬂow and shaft speed, p1, q1 and n1, and peak eﬃciency, ηmax. Also shown is 
the system pressure-ﬂow characteristic, where this can be assumed to be a square law 
using the factor k. Consider a simpliﬁed non-dimensional pump characteristic curve set, 
where the pressure and ﬂow are related by a square law and the torque and hydraulic 
power by a linear relationship, such that: 
ψ = α1φ
2 + α2 (4.16) 
τ = γ1φψ + γ2 (4.17) 
The values of the coeﬃcients, αi and γi can be determined if a number of dimen­
sional operating points are deﬁned using the following method. If the pressure-ﬂow 
characteristic of the pump can be assumed to follow a square law, then: 
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Figure 4.11: generalised pressure, ﬂow and eﬃciency characteristic of a centrifugal 
pump 
p = A1q 
2 + A2 (4.18) 
ψ = α1φ
2 + α2 (4.19) 
The coeﬃcients of the non-dimensional form in equation 4.19 can be found if the no­
ﬂow pressure, the operating pressure, ﬂow and shaft speed are all known, and a value of 
the radius can be assumed. The operating pressure and ﬂow can optionally be related 
depending on the system for which the pump deﬁnition is to determined using the 
simpliﬁed form of the system characteristic given in ﬁgure 4.11. 
p0
α2 = (4.20) 1 ρ (ωr)2 2 
α1 = 
ψ1 − α2 
(4.21) 
φ2 
where the pressure coeﬃcient, ψ1, and ﬂow coeﬃcient, φ1, for the operating point are 
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deﬁned as: 
p1
ψ1 = (4.22) 1 ρ (ωr)2 2 
q1
φ1 = (4.23) 
ω1v 
In the above, the operating shaft speed, ω1 has the units of rad/s, related to the shaft 
speed n1 of units rev/min by: 
2πn1
ω1 = (4.24) 
60 
If the non-dimensional torque can be said to vary linearly with the hydraulic power, 
then, if the no-ﬂow torque is known, using equation 4.15: 
T0
γ2 = (4.25) 1 ρ (ωr)2 v2 
1 γ2
γ1 = (4.26) 
ηmax 
−
φ1ψ1 
The equivalent displacement of the pump, v, can be found from: 
qmax = 
−A2 
(4.27) 
A1 
qmax 
v = (4.28) 
ω1 
This method has been applied to the pump in the test rig using the inputs given in 
table 4.4. Figure 4.12 shows the resultant non-dimensionalised pressure-ﬂow data as 
compared to that from test data (ﬁgure 4.4 in section 4.1.5), and ﬁgure 4.13 shows the 
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resultant non-dimensionalised torque-hydraulic power data as compared to that from 
test data (ﬁgure 4.5 in section 4.1.5) for three motor speeds (the values of which in Hz 
are shown in the legends). Figure 4.14 shows the comparison between the measured 
dimensional pressure-ﬂow characteristic of the pump from test 3 (4.1.6), the redimen­
sionalised data from the model and the manufacturer’s data from table 4.4. Figure 
4.15 shows the same but for the torque-hydraulic power characteristic. It was not pos­
sible to run the pump at its designed operating condition. Therefore, the operating 
point data for this comparison have been taken from the manufacturer’s data. From 
this, the maximum eﬃciency point has been extracted, and this has been compared to 
the maximum eﬃciency predicted from the measured non-dimensional characteristic in 
section 4.1.5 in ﬁgure 4.16. 
parameter units value

impeller radius mm 73.5 
p0 bar 6 
p1 bar 4 
q1 L/min 1250 
T0 Nm 17.5 
ηmax % 80 
n1 rev/min 2980 
ρ kg/m3 998 
Table 4.4: test rig pump model inputs 
4.1.9 Implementation of method in Bathfp simulation environment 
A steady-state centrifugal pump model has been developed in Bathfp. The model is 
based on a non-dimensional characteristic representing the pressure rise and ﬂow rate 
relationship, and a hydraulic oriﬁce between the pressure rise and the outlet port of 
the pump. This arrangement, shown in ﬁgure 4.17, allows the model to operate as 
a ﬂow source, requiring an input of the pressure on either side of the pump, and a 
shaft speed, greatly simplifying the solution of the pressure-ﬂow characteristic. The 
ﬂow rate is then returned at each port, along with seven internal variables. These are 
summarised in table 4.5. 
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Figure 4.12: comparison of non-dimensional pressure-ﬂow characteristic from the gen­
eralised pump model and the test rig pump 
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Figure 4.13: comparison of non-dimensional torque-hydraulic power characteristic from 
the generalised pump model and the test rig pump 
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Figure 4.14: comparison of dimensional pressure-ﬂow characteristic from the gener­
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Figure 4.15: comparison of dimensional torque-hydraulic power characteristic from the 
generalised pump model and the test rig pump 
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Figure 4.16: comparison of hydraulic eﬃciency from the generalised pump model and 
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Figure 4.17: schematic of Bathfp centrifugal pump model
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parameter units description

φ non-dimensional ﬂow rate 
ψ non-dimensional pressure rise 
τ non-dimensional torque 
η hydraulic eﬃciency 
p2 bar intermediate pressure 
q2 bar intermediate ﬂow rate 
q˙2 (L/min)/s derivative of intermediate ﬂow rate 
Table 4.5: internal variables of steady-state Bathfp centrifugal pump model 
Provided that the shaft speed is greater than zero the ﬂow coeﬃcient, φ, is calculated 
using equation 4.7. The pressure coeﬃcient is then calculated from a user deﬁned 
characteristic. For this, the user must supply the coeﬃcients for a ﬁfth order ﬁt to the 
non-dimensional characteristic, and a value of φ above which the characteristic becomes 
second order. This reﬂects the particular measured characteristic of the pump in the 
test rig, as well as a more general second order characteristic if certain coeﬃcients 
are set to zero. The torque coeﬃcient, τ , is calculated from a user deﬁned linear 
relationship with the non-dimensional power, as per equation 4.15, and the hydraulic 
eﬃciency, η, calculated from equation 4.12. 
The intermediate pressure, p2 is calculated by re-dimensionalising the pressure coeﬃ­
cient, ψ, and the intermediate ﬂow rate, q2, is set to the inlet ﬂow rate, q1. Finally, the 
ﬂow rate at the outlet port q3, is calculated from the pressure drop across the hydraulic 
oriﬁce, using the standard hydraulic oriﬁce sub-model. This hydraulic oriﬁce must be 
deﬁned by the user in terms of a pressure-ﬂow rate relationship. This, along with the 
pressure-ﬂow and torque-hydraulic power relationships are input by the user as what 
Bathfp calls real essential parameters. Table 4.6 summarises these inputs. 
The model has been validated by comparison against test rig data. As this is in essence 
a system modelling task, more details of the process can be found in section 7. 
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parameter units description

α1 
α2 
α3 coeﬃcients of pressure-ﬂow ﬁt 
α4 
α5 
α6 
γ1 coeﬃcients of torque-hydraulic power ﬁt 
γ2 
r mm impeller radius at outlet 
v m3 equivalent pump displacement 
φ0 transition point from 5
th to 2nd order ﬁt 
c (L/min)/bar0.5 pressure-ﬂow relationship of outlet oriﬁce 
Table 4.6: real essential parameters of steady-state Bathfp centrifugal pump model 
4.2 Electric drives 
A simple, steady-state electric drive model has been developed from equivalent circuit 
analysis. Initially, development of this model began as a part of the pump technology 
project, but moved to the electric drive project as work progressed in this area. The 
model was developed from methods and motor deﬁnitions described in published liter­
ature, although a fuller deﬁnition of the motor in the test rig became available as the 
electric drives project progressed. The initial development of the motor using the deﬁ­
nitions from literature was undertaken as a part of the pump project, whereas further 
details of the model and manufacturer’s motor parameters can be found in the electric 
drive project thesis [12]. The following section summarises the model description and 
application in Bathfp. 
4.2.1 Equivalent or The´venin circuit analysis 
An induction motor can be modelled as pairs of resistances and reactances, representing 
the stator and rotor, and a slip dependent resistance [35]. Figure 4.18 shows the circuit 
diagram for such a model. 
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The torque supplied by the motor is the quotient of its mechanical power and rotational 
speed: 
Pm
T = (4.29) 
ω 
where the mechanical power of an induction motor is given by: 
s 
Pm = 3Ir 
2Rr 
1−
(4.30) 
s 
This leads to: 
3Ir 
2Rr
T = (4.31) 
ωss 
In the above, the variable s is the slip factor, deﬁned as the ratio of the shaft speed to 
the synchronous speed: 
ω 
s = (4.32) 
ωs 
Therefore, in order to calculate the torque developed by the motor, the rotor current, 
Ir, must ﬁrst be found. By applying The´venin’s theorem, it can be shown that this is 
a function of both the The´venin voltage and impedance, VTH and ZTH . the resultant 
expression for torque is then [35]: 
Figure 4.18: circuit diagram for steady-state motor model
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3VTH 
2Rr
T = [( )2 ] (4.33) 
sωs
Rs+
s
Rr + (Xs + Xr)
2 
The The´venin voltage, VTH , can be expressed in complex notation as [35]: 
V Xmj
VTH = (4.34) 
Rs + (Xm + Xs) j 
4.2.2 Implementation of method in Bathfp simulation environment 
The steady-state electric motor modelling technique described in section 4.2.1 has been 
implemented in Bathfp, in order to represent the behaviour of the induction motor in 
the test rig, and to allow modelling of a full aircraft trim-to-centre transfer route of 
typical current generation aircraft. The model expects an input of the supply voltage 
and frequency, and the load torque on the shaft. It returns the shaft speed to the load 
and ﬁve internal variables. These are summarised in table 4.7. The user must supply 
the model with ten inputs, or real essential parameters. These are summarised in table 
4.8. Figure 4.19 shows the input and output variables of the motor model. 
parameter units description

ωout rev/min feedback signal of shaft speed 
s slip 
P kW power 
T Nm electric torque 
VTH V The´venin voltage 
Table 4.7: internal variables of steady-state Bathfp induction motor model

The model begins by converting both the shaft speed and input frequency into rad/s,

and calculating the slip factor, s. A check is made to ensure the slip is not zero, to

avoid division by zero error at a later stage in the calculation. The The´venin voltage is
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parameter units description

ωs rev/min synchronous speed 
Xm Ω magnetising reactance 
Xs Ω stator reactance 
Rs Ω stator resistance 
Rr Ω rotor resistance 
Xr Ω rotor reactance 
cf Nm friction coeﬃcient 
cs Nm stiction coeﬃcient 
cc Nm coulomb coeﬃcient 
J kgm3 motor and load inertia 
Table 4.8: real essential parameters of steady-state Bathfp induction motor model

Figure 4.19: schematic of steady-state motor model 
calculated according to equation 4.34, using the Fortran 77 complex number variable 
type, cmplx. The calculation of the electric torque and power then follow, using equa­
tions 4.33 and 4.29. Finally, the shaft speed is calculated, using the standard stiction 
sub-model, by: 
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Te
ω˙ = (4.35) 
πJ 
where Te is the eﬀective torque, deﬁned as the sum of the load torque, the electric 
torque and the coulomb and stiction torques if these are deﬁned by the user. 
The model is designed to be fed by a voltage and frequency signal, to reﬂect the V/f 
control implemented in the test rig using the frequency inverter. A simple V/f control 
model has been developed which supplies a constant V/f input to the motor up to 
a maximum frequency. For voltages above this range, the frequency is ﬁxed. Figure 
4.20 shows this relationship for the range of voltages and frequencies which apply to 
the motor. More detailed analysis of the electrical supply for such motors, in both the 
test rig and aircraft fuel systems, has been undertaken as a part of the electrical drives 
project, and details can be found in the thesis [12]. 
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4.2.3 Available data for the test rig motor 
The motor model described in section 4.2.2 requires inputs of the stator and rotor 
reactances and resistances, which are diﬃcult to quantify. During the course of the 
electrical drives project, estimates of these parameters were provided by the manu­
facturer. Experimental studies on a similar motor were undertaken, and resulted in 
a second set of estimated data. These experiments followed the techniques discussed 
in Krause [35], and are fully described in the electrical project thesis [12]. Table 4.9 
details the values of the parameters from both the manufacturer and experimentation. 
parameter units manufacturer - no load manufacturer - at load test 1 test 2

Xm Ω 105.73 75.60 93.26 94.56 
Xs Ω 1.808 1.808 1.775 1.784 
Rs Ω 0.783 0.783 0.779 0.773 
Rr Ω 0.984 0.984 0.921 0.898 
Xr Ω 2.544 2.040 2.663 2.663 
Table 4.9: stator and rotor resistance and reactance values from both the manufacturer 
and experimentation 
Figure 4.21 shows a comparison of the resulting no-load acceleration curve for these 
two sets of data using the Bathfp steady-state motor described in section 4.2.2. It can 
be seen that the two sets of experimental data are in close agreement, both in terms of 
the values of the parameters in table 4.9 and their respective torque-speed curves. The 
data provided by the manufacturer however predicts a much higher peak torque at a 
lower speed for the load case. The no load data matches the experimental data more 
closely, although the peak torque occurs at a lower speed. It should be noted however 
that for the linear torque-speed region, in which the motor will operate, all the models 
agree well, showing less than 3.5% diﬀerence at 2700rev/min and zero diﬀerence at 
3000rev/min. 
Figure 4.22 shows a comparison between the predicted steady-state torque-speed curve 
from the Bathfp model using the the manufacturer “at load” data and that measured 
using the main test rig for the linear operating region. This test data is taken from the 
same set of steady-state data as ﬁgure 4.1, using the data for the maximum demand 
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Figure 4.21: comparison of motor model using both parameters from manufacturer and 
from rig tests [12] 
speed of 50Hz only. In this case, it is clear that there is a signiﬁcant diﬀerence between 
the actual and predicted motor performance. In order to match the model performance 
to that measured in the test rig, the input voltage and frequency were altered to 
reﬂect the fact that the actual values of these as delivered by the Hydrovar inverter 
are unknown. The eﬀect of this on the comparison between predicted and measured 
performance of the motor is shown in ﬁgure 4.22. 
4.3 Pipework 
In order to fully model the behaviour of the test rig, validate the system model, and 
apply the modelling tools to aircraft fuel system simulations, each of the individual 
components which make up the pipework needed to be analysed in terms of their steady-
state performance. Tests were conducted to analyse the pressure-ﬂow characteristics 
of the pipe sections, couplings, the reducing section downstream of the pump, the 
pump inlet line, the return line and the pipe bend. Each of these aspects were then 
combined with the centrifugal pump and motor driven ball valve models to analyse the 
system performance. This section details the experimental procedure to measure the 
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Figure 4.22: comparison of motor model using the manufacturer’s data and test rig 
results for the linear torque-speed region. 
pressure-ﬂow characteristics of each of these components and their resulting models. 
4.3.1 Pipe friction and coupling losses 
The measurement of the pipe friction factor and the pressure losses due to the couplings 
are inextricably linked, and so have been treated as one analysis. In order to estimate 
the eﬀect of each component, two methods were employed: 
1. the pressure drop per unit length of pipe is calculated from measured data, and 
the coupling losses are subsequently inferred, and the pipe roughness calculated; 
2. the pressure drop in the pipes is assumed from an empirical formula, the pressure 
loss from the couplings is then calculated from this and the measured data, and 
the pipe friction factor is adjusted for pipe roughness. 
For each method, the rig was set up with two sections of diﬀerent length pipes in 
between three transducer sections. Figure 4.23 shows a schematic of the test rig in 
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this conﬁguration. Strain gauge transducer points are marked “S”, and piezo-resistive 
transducer points “P”. The pressure drops across these two pipes downstream of the 
bend and their couplings was then measured over the full range of possible ﬂow rates 
using the strain gauge pressure transducers, as the steady-state performance of the 
piezo-resistive transducers was shown to be inaccurate due to sensor tip cooling when 
using water as the working ﬂuid. Each set of tests were conducted twice, with the 
couplings in their fully stretched and fully compressed state, in order to ascertain the 
eﬀect of their position on their pressure drop. 
Figure 4.23: pipe and transducer arrangement for assessing pipe and coupling pressure 
losses 
Method 1 
It was proposed then that the diﬀerence in these pressure drops would be due solely to 
the diﬀerence in length of the two pipes. This could then be used to estimate the pipe 
friction loss, and hence the coupling loss. Referring to ﬁgure 4.23, if the pressures at 
transducers S1, S2 and S3 are p1, p2 and p3 respectively, and the pipe lengths marked 
as 1000mm and 1500mm are l1 and l2 respectively, then the pressure drop per unit 
length of pipe, δpp/l, can be described as: 
δpp 
=
2p2 − p1 − p3 
(4.36) 
l l2 − l1 
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Using this value, the pressure drops across each of the sections of pipe in between 
transducers and couplings can be assessed. Consider ﬁgure 4.24. Here, the pressure 
drops, δp, across each of the lengths of pipe, l labeled a, b, c, d, e and f can be calculated 
from the pressure drop per unit length. Then, these are subtracted from the overall 
pressure drop to give the pressure loss due to the couplings, δpγ , labeled γ: 
4δpγ = (p1 − p3)− δpa − δpb − δpc − δpd − δpe − δpf (4.37) 
Figure 4.24: deﬁnition of pipe lengths for pressure loss analysis

Finally, the coupling pressure losses were converted into a K loss factor, and the pressure 
drop per unit length of pipe converted into a friction factor, using the deﬁnitions given 
in Miller [11] and White [36] respectively: 
δp δp 
K = 1 ρU2 
= 
1 
( 
q 
)2 (4.38) 
ρ2 2 A 
d δpp
f = ( (4.39) 
1 ρ q 
)2 l 
2 A 
From equation 4.38, it is clear that the K factor will be dependent on the ﬂuid density, 
and hence temperature. For all values of K quoted in the following, the ﬂuid temper­
ature has been assumed to be 20◦C, and hence the ﬂuid density is 998kg/m3 . The K 
factor can then be scaled according to the density ratio for analysis where the ﬂuid 
temperature diﬀers from that used to calculate the original factor. Figure 4.25 shows 
the measured relationship between pressure and ﬂow rate for the pipe couplings. It 
is presented here as pressure drop against ﬂow rate squared, with a linear ﬁt through 
the data. If this is constrained to pass through the origin, then the gradient of this 
curve can be used to calculate K using equation 4.38. The measured K factors for the 
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couplings from both pipes are in close agreement, with K1 = K2 = 0.11 (2 sig. ﬁg.) for 
the fully compressed state. Figure 4.26 shows the calculated friction factors for pipe 
sections b and e, plotted against the Reynolds number, which is deﬁned for pipe ﬂow 
as [36]: 
Ud 
Re = (4.40) 
ν 
0 
2000 
4000 
6000 
8000 
10000 
12000 
δ p
 (P
a) 
0 2 4 6 8 
−5q2 (m3/s)2 x 10
Figure 4.25: measured pressure-ﬂow rate squared relationship for pipe couplings 
Haaland’s equation, an explicit alternate form of the Colebrook formula for pipe friction 
whose accuracy is within 2% for the range 103 < Re < 10
8, has been used to calculate 
the friction factor for a smooth-walled pipe. Flow in the test rig resulted in a Rynolds 
number of around Re = 3.5× 105 . Haaland’s equation is [36]: 
( )1.11 1 6.9 ǫ/d 
= −1.8log + (4.41) 
f 2
1 Re 3.7 
By re-arranging equation 4.41, it is possible to estimate the relative roughness of the 
pipes, ǫ/d: 
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Figure 4.26: measured pipe friction factor 
 !  1 
1.11 
1  1 6.9 
ǫ/d = 3.7 10 −1.8f 2 −
Re 
	 (4.42) 
Figure 4.27 shows the resulting relationship between relative roughness and Reynolds 
number for the two sections of pipe. It is clear that the results predict a relative 
roughness of the order of 1× 10−5 < ǫ/d < 9× 10−5, which ﬁts well with as estimated 
value of ǫ/d = 5.8 × 10−5 for drawn aluminium pipes [36]. 
As mentioned in chapter 2, the transducer pipe bosses suﬀered from a manufacturing 
error, whereby the inner surface of the boss was not ﬂush with the inner surface of 
the pipe, creating a small cavity. The above analysis was conducted assuming that 
the sections of pipe between the pressure measurements and couplings were straight, 
constant section pipes. In order to investigate this assumption and any eﬀect of the 
cavities, an amendment to the test procedure was introduced. Figure 4.24 shows the 
strain gauge pressure transducers 1 and 2 next to the pipe couplings between the 
transducer pipes and pipe section b, pressure transducers 2 and 3 have piezo-resistive 
bosses in between them and the pipe couplings connected to pipe section e. A second 
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Figure 4.27: measured pipe relative roughness 
set of tests were conducted with the pressure transducer pipes containing transducers 
2 and 3 rotated through 180◦, as shown in ﬁgure 4.28. 
Figure 4.28: deﬁnition of pipe lengths for pressure loss analysis, with inverted pressure 
transducer boss positions 
The same test procedure can be applied to ﬁnd the pressure losses in each of the pipes 
and couplings, in terms of friction factors and K factors. However, instead of comparing 
the pressure drop between the three transducers for one test only, the pressure drop 
p1 − p2 from the ﬁrst test is used with the pressure drop p2 − p3 from the second test 
in equation 4.36 to calculate the pressure drop per unit length of pipe. The resulting 
pipe coupling K factors and pipe friction factors however were unrealistic and were not 
repeatable. For example, two consecutive tests produced very diﬀerent results, with one 
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giving a negative pipe roughness and a large coupling K factor, of the order of K = 0.3, 
and the other a very high pipe roughness and a coupling K factor which did not ﬁt 
to the expected square law relationship of equation 4.38. Subsequent re-testing of the 
ﬁrst case revealed that these results, using the single pipe conﬁguration method, were 
not repeatable either, resulting in non-square law pressure-ﬂow relationships. One 
such example is given in ﬁgure 4.29, which demonstrates that the linear ﬁt through 
the pressure-ﬂow rate squared data is clearly inappropriate. Whilst it is known that 
the relationship between pressure and ﬂow rate at low ﬂows, where conditions are 
changing from laminar to turbulent, is not necessarily described by a square law, the 
range of Reynolds numbers encountered during the tests was broad enough to model 
the components in such a way. In the light of these inconsistencies, most likely as a 
result of measurement accuracy, the second test method was developed. 
−2000 
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10000 
δ p
 (P
a) 
0 0.2 0.4 0.6 0.8 1 
−4q2 (m3/s)2 x 10
Figure 4.29: example of non-repeatable results, leading to poor estimate of coupling K 
factor 
Method 2 
It was proposed that, if the pipe pressure loss due to friction could be assumed using 
an existing empirical formula, then the coupling pressure loss could be obtained by 
subtracting the pipe loss from the measured pressure drop. It would then be possible 
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to estimate the actual pipe roughness and iterate to ﬁnd the actual coupling pressure 
loss. Haaland’s equation (equation 4.41) was used, with ǫ/d set to zero to represent a 
fully smooth pipe, to ﬁnd the expected pressure losses in the pipe sections labeled a, 
b, c, d, e and f in ﬁgure 4.24. These were then used to calculate the pressure losses 
associated with each of the couplings, δpγ,1 and δpγ,2: 
2δpγ,1 = (p1 − p2)− (δpa + δpb + δpc) (4.43) 
2δpγ,2 = (p1 − p2)− (δpd + δpe + δpf ) (4.44) 
The pressure losses were again expressed as a K factor based on equation 4.38, calcu­
lated using the pressure-ﬂow rate square ﬁt as before. The pressure losses due to the 
couplings were then subtracted from the measured data, and the resulting pipe friction 
factors for pipe sections b and e were calculated from equation 4.39. By plotting these 
calculated friction factors against Reynolds number, it was possible to then plot a fric­
tion factor line for a positive relative roughness to achieve a close match. This relative 
roughness was then used to calculate the pipe friction as at the start, and iterate to 
ﬁnd the coupling losses and a relative roughness value. Once again, the test method 
was repeated with the two transducer sections rotated through 180◦ in order to assess 
the impact of the boss cavities on the pressure drops. 
Figure 4.30 shows the ﬁnal estimated friction factors for pipe sections b and e, and the 
best ﬁt of the Haaland equation. Table 4.10 details the calculated coupling K factors 
for both the single and double test methods, and in each case for the couplings in their 
stretched and compressed states. 
4.3.2 The pump outlet reducing section 
In order to connect the 100mm pump outlet port to the 35mm (1.25′′ ) pipework, an 
aluminium reducing section was created. Figure 4.31 shows the components which 
constitute the reducing section. The outlet of the pump is connected to the reducing 
section via a ﬂange and threaded pipe nipple. It consists of a linear change in section 
from 100mm to 35mm with a 2′′ branch line for the by-pass and a PRPT transducer 
port. It is connected to the aluminium aircraft piping by a threaded pipe nipple, gate 
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Figure 4.30: estimated pipe friction factors compared to Haaland equation for smooth 
pipes 
0.013 
0.0135 
0.014 
0.0145 
0.015 
0.0155 
0.016 
0.0165 
0.017 
f 
smooth pipes 
pipe section "b" 
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coupling state single method double method

compressed 0.10 0.08

stretched 0.12 0.11

Table 4.10: measured K factors for the pipe couplings in both their compressed and 
stretched state, using both the single and double test methods 
valve and dummy pipe coupling block. 
The pressure drop between the pump outlet port and the transducer downstream of 
the reducing section was recorded using transducers S2 and S3 for a range of ﬂow rates. 
The pressure loss due to the short section of pipe between the transducer and the exit 
of the reducing section is calculated using the relative roughness value from section 4.3 
and equation 4.41. The reducing section K factor was found during the same tests as 
the bend. Table 4.11 gives the values from each of these. 
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Figure 4.31: deﬁnition of the reducing section downstream of the pump
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test number reducing section K factor 
based on outlet area 
1 1.10 
2 1.08 
3 1.09 
Table 4.11: reducing section K factor 
For subsequent modelling work, the mean of these values (K = 1.09) has been used. 
4.3.3 The pump inlet line 
The pressure measurement at the inlet of the pump, located in a pressure tapping on 
the top surface of the ﬂange at the pump inlet, was subject to a lot of scatter from 
test to test. The results from the full range of tests repeatedly showed a similar trend 
between pressure drop and ﬂow rate, although the no-ﬂow pressure measurement was 
often quite diﬀerent from one test to the next. This has been attributed to the unsteady 
nature of the ﬂow in a centrifugal pump inlet line [10], where complex ﬂow patterns 
such as swirl and cavitation can lead to spurious pressure measurements. Instead of 
taking the directly measured pressures, the results have been normalised to give a zero 
pressure drop at no ﬂow. The measured pressure drop is then used to deﬁne a K factor 
as in equation 4.38. Figure 4.32 shows some typical raw test data, where the oﬀset 
nature of the no-ﬂow condition is clear, and ﬁgure 4.33 shows the normalised inlet 
pressure data, plotted against q2 to facilitate the calculation of the inlet line K factor. 
From these data, the pump inlet loss factor has been calculated as Kinlet = 3.55×10−3 
using an outlet diameter of 100mm. The pressure never decreases below atmospheric 
during pump operation, as the tank head is approximately 0.176bar, and the maximum 
possible ﬂow rate in the system, 1100L/min produces a pressure of 0.086bar at pump 
inlet. 
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Figure 4.32: measured pump inlet pressures relative to tank head 
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Figure 4.33: measured pump inlet pressures relative to tank head, plotted against q2 
to estimate K 
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4.3.4 The bend 
The pressure loss associated with the 180◦ bend (see ﬁgure 4.23) was found by calcu­
lating the pressure loss due to the pipes, including the bend as though it was a straight 
pipe, and the couplings using the K factors from section 4.3. The additional loss was 
attributed to the bend. It was converted into a K factor as before (see equation 4.38). 
The resultant bend K factors from the tests with compressed and stretched couplings 
are given in table 4.12. 
coupling state bend K factor

stretched 0.22

compressed 0.22

Table 4.12: bend K factors using both compressed and stretched pipe couplings 
This K factor is around half of what might be expected for such a bend [11]. Figure 
4.34 shows the expected K factors for bends of circular cross section and diﬀerent 
geometries. The 180◦ bend in the test rig has a (r/d) ratio of 14.6, leading to a K 
factor of about 0.4. It is clear however that this involves extrapolating the data well 
outside of the range of the graph in Miller [11], and so may not be accurate. 
4.3.5 The return line 
Since the behaviour of the rig downstream of the pressure sensor after the motor driven 
ball valve is not of interest, the pressure losses of this section have been combined into 
a single K factor. These are found from the pressure measurements downstream of the 
motor driven ball valve assuming the tank pressure is zero. The value to be used in 
the modelling work is K = 0.73. 
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Figure 4.34: bend K factors, reproduced from Miller [11]
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4.3.6	 Implementation of loss models in Bathfp simulation environ­
ment 
Bathfp pipe models include an input of additional loss factors, deﬁned using the same K 
factor deﬁnition as in equation 4.38. This facility can be used to simulate the pressure 
losses due to the reducing section, the couplings and the bend. The pressure loss due to 
friction is also incorporated in the Bathfp pipe model as an input of relative roughness, 
ǫ/d. The pump inlet line and system return line could be modelled using the existing 
Bathfp hydraulic oriﬁce model, although this does not require the input in the standard 
K factor form, but in a simple pressure-ﬂow rate factor using Bathfp’s standard unit 
inputs of bar and L/min. Therefore, a simple pressure loss model was developed. This 
requires an input of pressure at each port, a K factor deﬁned as in equation 4.38, the 
base ﬂuid density for which the K factor was derived and the diameter of the ﬂow path 
upstream of the source of the pressure loss. Figure 4.35 shows the Bathfp circuit for 
steady-state rig analysis, with two pressure loss models for the pump inlet line and 
system return line. 
Figure 4.35: Bathfp circuit of test rig, showing pressure loss blocks in pump inlet and 
system return lines 
4.4 Closure 
In order to simulate an aircraft fuel system, or subsystem thereof, such as the trim to

centre transfer route, detailed knowledge of the steady state behaviour of the individual

components is required. The fuel system can be said to be comprised of two tanks,
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connected via a long section of pipe containing various bends and couplings, with ﬂow 
provided by induction motor driven centrifugal pumps and controlled by motor driven 
ball valves. Steady-state models of each of these components is required. 
A literature review of centrifugal pump modelling suggests that detailed one-dimensional 
analysis of the ﬂow path, whilst ideal for pump design, is not adequate at predicting 
pump performance oﬀ-design. In such situations, such as when operating the pump 
with a variable speed drive, a more “black-box” style of model using a measured pres­
sure, ﬂow and torque characteristic is beneﬁcial. Such a model has been developed, 
based on the measured characteristics and the aﬃnity laws, resulting in two simple non-
dimensional relationships between pressure and ﬂow, and hydraulic power and torque 
respectively. Such a modelling technique has been applied to the pump in the test rig, 
and has been shown to agree closely with the measured data. 
A steady-state AC induction motor model has been developed using equivalent circuit 
analysis. Using parameters supplied by the manufacturer and from experimentation on 
a related project, this model has been applied to the motor in the test rig. It has been 
shown that the model and test rig data are in close agreement, given that the electrical 
supply to the test rig can be assumed to vary from the expected norm for the UK. It 
has been noted however, that such a modelling technique is perhaps not suitable for 
modelling systems where details of the motor such as resistances and reactances are 
not known. It is diﬃcult to extend such a modelling technique to produce a generic 
motor model for system analysis. 
The steady-state pressure losses associated with various components of the pipe work 
have been measured. The pump inlet line, pump outlet reducing section, pipe couplings, 
180◦ bend and return line have been characterised as simple K factors based on the 
deﬁnition in Miller [11]. The pipe friction factors have also been measured, and from 
these an estimate of the pipe roughness has been obtained, which was close to the 
expected value for drawn aluminium pipes. 
113

Chapter 5 
Component modelling: 
Dynamic 
Just as the steady-state performance of each of the components in the test rig and in 
typical aircraft fuel systems is of importance when modelling their behaviour for typical 
fuel transfer operations, their dynamic behaviour is equally crucial to quantify whether 
the system operation ever deviates from the expected steady-state. To this end, the 
dynamic behaviour of each of the components in a typical trim to centre fuel transfer 
system have been investigated. 
As with the steady-state behaviour of centrifugal pumps, it is desirable to develop 
a “one size ﬁts all” generic model of pump dynamic behaviour, although due to the 
nature of the variation of pump internal geometry from one design to another, such 
models are practically impossible. Instead, the dynamic behaviour of the pump in the 
test rig has been investigated using the existing standard secondary source technique, 
and an attempt has been made to develop a new acoustic test method. The acoustic 
test method is extended to investigate the dynamic response of ball valves, typically 
used aircraft fuel systems. Both of these methods have been used to develop dynamic 
models of the fuel system components in Bathfp. 
For simulating fuel system performance, the dynamic behaviour of the electric drive 
of the pump is of great importance. A model is developed based on an extension of 
the The´venin circuit analysis of AC induction motors to include an axis transformation 
into the rotating frame. This allows accurate simulation of the torque produced as a 
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consequence of the rotating magnetic ﬁeld, but suﬀers when detailed information about 
the motor is unavailable. It is suitable for analysing the behaviour of the test rig, or 
for current aircraft generations which use AC motors. 
As with the steady-state component models, the dynamic models have been validated, 
where possible, against data from the test rig. 
5.1 Centrifugal pumps 
Four centrifugal pump modelling techniques which encompass dynamic behaviour have 
been identiﬁed in the literature. Each of these have been evaluated in terms of their 
applicability to the modelling of variable speed aircraft fuel system pumps. A number 
of pump models have been developed in both Matlab/Simulink and the ﬂuid power 
simulation software Bathfp. 
The pump modelling methods identiﬁed in the literature can be broken down into four 
categories: 
1. Analytical solution of an unsteady one-dimensional Euler equation. The basic 
Euler equation from chapter 4 is extended to consider the rate of kinetic energy 
change as a consequence of its angular acceleration, as well as the static pressure 
rise considered in the steady-state analysis. Like the steady-state analysis, certain 
pressure losses are accounted for using simpliﬁed relationships. 
2. The unsteady ﬂow on a representative ﬂow surface can be modelled as a rotational 
ﬂow ﬁeld. The ﬂow on the impeller blade surface can be modelled as a linear 
cascade, approximating a rotating cascade. Such analyses contain a number of 
fundamental approximations which are thought to limit its applicability, and 
often lead to the steady-state performance of the model diﬀering signiﬁcantly 
from experimental data. 
3. The steady-state characteristic of a pump can be extended to include a dynamic 
term, which represents the eﬀect of ﬂuid inertia within the pump passageways. 
Like the steady-state characteristic itself, the source and nature of the ﬂuid inertia 
is of no consequence, but its eﬀect is considered, producing a “black box” style 
model. Such a model is therefore applicable to the case where little detailed 
information about the pump geometry is known 
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4. The pump can be modelled as a source impedance, which can be characterised as a 
matrix relating input pressure and ﬂows to outlet pressures and ﬂows. The matrix 
can be represented by a lumped parameter model, often drawing on electrical 
circuit analogies. The inertia eﬀect case above can be considered a special case 
of a transmission matrix model. 
The following sections consider these modelling methods in detail. 
5.1.1 Unsteady one-dimensional Euler analysis 
Several authors have applied an unsteady form of the Euler equation to perform one-
dimensional analysis of the behaviour of centrifugal pumps during start up and shut 
down operations. Saito [37] presents an experimental programme which aimed to de­
termine the eﬀect of three factors on the transient characteristics of a pump during 
start up. These factors were the mass of ﬂuid in the discharge pipe, valve opening 
duration and pump start up time. The results are presented graphically as loci of the 
operating point of the pump in both a dimensional pressure-ﬂow domain (H −Q) and 
in a non-dimensional pressure-ﬂow domain (ψ − φ), using a similar deﬁnition of pres­
sure and ﬂow coeﬃcients to those given in chapter 4. The results clearly indicate that 
an increase in the discharge pipe ﬂuid mass led to a ﬂow rate lag, associated with the 
requirement to accelerate the ﬂuid in the pipe, and that longer starting times lead to 
the pump following the steady-state system characteristic, indicating the pump accel­
eration is quasi-steady. The Euler equation for steady-state head rise as a result of the 
angular acceleration of the ﬂuid has been developed to include a dynamic element by 
considering the rate of change of kinetic energy of the ﬂuid. The theoretical pressure 
rise due to the impeller is calculated using a number of coeﬃcients, which are based on 
the blade angles and blade passage areas at impeller inlet and outlet. The same is done 
for the diﬀuser. Pressure losses as a result of steady-state friction and shock are in­
cluded, although the derivation of these is unclear. The pipeline has been characterised 
as a simple steady-state pressure loss due to friction and a ﬂuid inertia term, and as­
sumes that compressibility is negligible, and that the ﬂow instantly becomes turbulent 
at pump start up. The valve is characterised as a simple hydraulic oriﬁce model. The 
pressure rise across the pump is calculated as a result of the input of the experimental 
shaft speed. The model is shown to behave in a similar way to the experimental results 
for diﬀerent pipe lengths, valve openings and start up times. 
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Thanapandi, Tsukamoto and Prasad [38] have presented a similar centrifugal pump 
model to that of Thanapandi and Prasad [18], which presented an experimental pro­
gramme to determine the start up characteristics of a pump. The ﬁrst paper [18] 
suggested that the behaviour of the pump could be considered quasi-steady state. The 
unsteady Euler equation for the pump is solved numerically for pressure rise, using 
ﬁnite diﬀerence approximations for the derivative terms. The pipeline is not mod­
elled, but instead the model requires an input of both shaft speed and ﬂow rate from 
the experimental data. The resultant pressure rise across the pump is compared to 
the experimental data, and against the predicted pressure rise as a result of a previ­
ous steady-state model from [18]. The paper claims a good agreement between the 
computed and measured results. 
5.1.2 Rotational ﬂow ﬁeld analysis 
Two-dimensional ﬂow analysis of impeller passageways have been conducted in the 
past by Busemann and Acosta (both referenced in [39]), among others, although the 
work was restricted to impellers with logarithmic spiral blades. Kumar and Rao [39] 
have extended this work to examine impellers of varying width, which is of impor­
tance when considering three-dimensional ﬂow in impellers with twisted blades, such 
as Francis impellers. Assuming that the ﬂow can be considered irrotational and quasi-
two-dimensional, the ﬂow can be analysed along the axisymmetric ﬂow surface. The 
stream surface is then mapped from a radial cascade to a rectilinear cascade. The 
method is complex, and results in a head coeﬃcient for a given range of ﬂow coeﬃ­
cient. The results are compared to experimental data, and are shown to be in good 
agreement for points close to the best eﬃciency operating point. 
Tsukamoto and Ohashi’s paper on transient characteristics of centrifugal pumps dur­
ing start up [33], and the companion paper on shut down by Tsukamoto, Matsunga, 
Yoneda and Hata [34] use a two-dimensional circular cascade, similar to that discussed 
in Kumar and Rao [39] to model the pressure and ﬂow distribution along the mean 
streamline of the impeller. In order to analyse the performance of the pump and com­
pare results with experimental data, the pipeline is modelled using a simpliﬁed lumped 
parameter model, where the steady-state pressure loss due to friction is separated from 
the inertia eﬀects. The compressibility of the ﬂuid is ignored. On comparison with 
the experimental data, the model shows a similar dynamic trend for both start up and 
shut down, highlighting that the ﬂow tends to lag the pressure rise, indicating a sig­
niﬁcant inertia eﬀect. However, in both cases, the model is incapable of capturing the 
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steady-state characteristic, with the non-dimensional pressure-ﬂow curve diﬀering from 
the measured curve by as much as a factor of two. The authors determine a criterion 
for quasi-steady performance, based on pump operating speed, deceleration time and 
operating ﬂow rate. 
5.1.3 Extension of steady-state characteristic-based model 
Tsukamoto et al. [33] and [34], suggested that any deviation from the steady-state 
performance of the pump was purely as a result of ﬂuid inertia within the pump casing. 
This conclusion was as a result of analysis of the non-dimensional pressure-ﬂow loci 
pattern during start up and shut down periods. The model makes no attempt to 
describe why such an inertia eﬀect should be present, or if other dynamic factors 
should be considered such as ﬂuid compressibility. The ﬂuid inertia in the pump is 
modelled as a simple lumped parameter, with a numerical value equivalent to a length 
of constant section pipe. Neither paper considers how the discharge pipe geometry 
aﬀects the pump dynamics, and the assumptions regarding the pipe behaviour are not 
investigated. 
5.1.4 Characterisation of pump as an impedance source 
Much work has been conducted on the characterisation of pumps as sources of pressure 
or ﬂow ripple, as such ripple is the source of ﬂuid borne noise, which, when transmitted 
via structure, can lead to airborne noise. Such modelling is particularly useful in the 
case of positive displacement pumps, where the pressure and ﬂow output will be oscil­
latory as a consequence of the cyclic nature of the pump [40]. Centrifugal pumps have 
also been shown to produce pressure and ﬂow ripple as a consequence of the impeller 
and diﬀuser or volute interaction [41]. The same techniques which were developed for 
positive displacement pumps have been applied to centrifugal pumps. 
In his introduction to ﬂuid borne noise in the marine environment, Whitson [42] gives 
a brief summary of how ﬂuid borne noise from pumps can be modelled. Positive 
displacement pumps can be considered as a ﬂow source and source impedance, resulting 
in a one-port, two-pole source. This source impedance and ﬂow ripple can be measured 
using, among other techniques, the secondary source method. Examples of such a test 
method on positive displacement pumps can be found in [40] and [43]. For rotodynamic 
pumps, such as centrifugal pumps, the model is more complicated, as a result of the 
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direct ﬂow path connection between inlet and outlet ports. The model is extended 
to a two-port, four-pole model, where the pressures and ﬂows at inlet and outlet are 
connected via a transmission matrix. This passive element, equivalent to the source 
impedance of the one-port model, is supplemented by a pressure or ﬂow source. 
Whitson and Benson [44] have analysed the applicability of the one-port, two-pole 
method to centrifugal pumps, where the connection between inlet and outlet port 
might normally lead to the assumption of the applicability of a transmission matrix 
model. The work concentrates on pump operation well below the normal operating, 
or best-eﬃciency point. The secondary source method is used to analyse the source 
ﬂow and impedance of the pump at a number of diﬀerent pump speeds, including a 
stationary case. The results agree well between each case, although it is noted that 
the measured impedance-frequency relationship becomes less smooth at higher pump 
speeds, indicating the importance of using a secondary source which can dominate the 
levels of noise produced at the pump. A number of secondary sources are investigated. 
The tests were conducted using a secondary ﬂow from a positive displacement pump 
through a partially shut ball valve, which produced cavitation and subsequently a broad 
band noise source across a relatively wide frequency range. The pump ﬂow source was 
analysed at a number of diﬀerent loads and pump speeds. Whilst the load was shown 
to have no eﬀect on the ﬂow source, an increase in the pump speed was shown to 
increase the levels of broad band noise. The one-pole method was shown to be of use in 
mid-frequency ranges, although it was found to be less useful at very low frequencies. 
It is suggested that multi-stage pumps may see less of a connection between inlet and 
outlet ports, and as such may be more suitable for the one-port model. In general, 
the one-port model is shown to be of use when analysing the impedance of centrifugal 
pumps. 
The use of a two-port, four-pole model for centrifugal pumps is well documented. De 
Jong, Kriesels, Bruggeman and Van Bockhorst [45] present an investigation of the 
transmission matrix of a centrifugal pump using both a two-microphone method, and 
a two-load method. France and Bilyk [46] applied the secondary source method to 
determine the transmission matrix of a centrifugal pump although they found that the 
transmission matrix at lower frequencies was unobtainable due to high attenuation of 
the pressure signals across the pump. 
Stirnemann, Eberl, Bolleter and Pace [47] used the secondary source method to predict 
the transmission matrix of a centrifugal pump. The resultant matrix was compared to a 
simpliﬁed electrical circuit model, similar to those proposed by Edge [48] and Johnston 
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and Drew [40] for positive displacement pumps. The model was adjusted for diﬀerent 
cavitation numbers according to experimental results. Kawata, Takata, Yasuda and 
Takeuchi [49] present a similar experimental programme to determine the transmission 
matrix of a prototype centrifugal pump. The likelihood of the pump to result in 
previously identiﬁed system instabilities was assessed. The new pump was shown to be 
suitable for the system under investigation. Bardeleben and Weaver [50] investigated 
the use of a scattering matrix rather than a transmission matrix, following on from 
work by Davies [51]. The scattering matrix relates the acoustic plane waves travelling 
towards and away from the pump at both inlet and outlet. The traditional transmission 
matrix requires some estimate of where the noise production occurs in relation to the 
pump ports, whereas using the scattering matrix assumes a more “black-box” style of 
model, where only the overall eﬀect of the noise production is considered. Bardeleben 
and Weaver demonstrate how the scattering matrix can be found from the measured 
transmission matrix. 
5.1.5 Comparison of methods 
Like the steady-state Euler equation method, both the unsteady Euler and rotational 
ﬂow methods require a large amount of detailed information about the internal geome­
tries of the pumps under investigation. The methods lend themselves more readily to 
initial design studies of pumps, where estimates of the predicted dynamic behaviour 
of the pump are of importance. Even if the internal geometries of the pump are well 
known, the method relies heavily on estimated parameters to model the losses associ­
ated with steady-state friction and shock. 
Neither the unsteady Euler nor rotational ﬂow methods make a clear distinction be­
tween the eﬀect of the pump and the connected pipe work on the measured pressure 
and ﬂow response. The analysis can only be considered accurate for the particular 
experimental set up described in the papers. Where any account has been taken of 
the pipe work on the dynamic response of the system, a lumped parameter model has 
been applied, which seeks to describe the ﬂuid inertia, compressibility and pressure 
loss as single parameters. Such a modelling technique is known to be acceptable for 
low frequencies, but at higher frequencies distributed parameter models are more accu­
rate. Depending on the length and diameter of the pipe work, such lumped parameter 
models may not be appropriate. 
Whilst the unsteady Euler method does satisfy the steady-state performance of the 
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pump, provided that the model is well deﬁned and the analysis is restricted to the 
design operating point, the rotational ﬂow method has been shown to be inaccurate 
for steady-state analysis. In order to match the steady-state performance of the pump 
model to the experimental data, extra loss factors would need to be included, possibly 
based on some of the loss models derived for the steady-state models described in 
chapter 4. Such a model would then become less accurate for oﬀ-design performance 
analysis. 
It was decided that the dynamic behaviour of the pump in the test rig would be assessed 
using the secondary source technique to measure its impedance, following a similar test 
method to that set out for positive displacement pumps by Johnston and Drew [40] 
and for centrifugal pumps by Whitson and Benson [44]. This impedance would then 
be modelled as an electrical circuit as in Johnston and Drew [40], Stirnemann [47] and 
Edge [48]. It was decided, based on some early tests of the measured level of pressure 
ripple on the inlet line and from the work by Whitson and Benson [44], that a one-port 
model was more appropriate. The pressure ripple was applied downstream of the pump 
and measured on the inlet line. It was clear from the results that the coupling between 
the inlet and outlet ports was weak, possibly because the pump was two-stage, and the 
inlet line had a very low impedance. This is discussed further in section 5.1.8. 
The measured impedance could be combined with the measured non-dimensional steady-
state pressure-ﬂow characteristic to produce a pump model capable of capturing the 
pump’s behaviour in both steady-state and dynamic operation at any operating point. 
Such a pump model would not however be directly applicable to aircraft fuel pumps, 
as their design is signiﬁcantly diﬀerent to that of the pump in the test rig. However, 
much of the work identiﬁed in the literature suggests that the dynamic behaviour of 
centrifugal pumps, in general, is dominated by ﬂuid inertia. It was proposed that a 
simpliﬁed pump model could be developed based on a non-dimensional steady-state 
characteristic and an equivalent inertia. Such a model could then be used for analysis 
of a system where the pump deﬁnition is unknown, but the eﬀect of ﬂuid inertia needs 
to be considered. 
5.1.6 The secondary source technique 
An analogy between hydraulic circuits and electrical circuits can be drawn, as when 
considering long distance electrical distribution systems or long hydraulic pipelines. In 
such cases, the usual lumped parameter assumptions break down and wave propagation 
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must be considered. The ﬂow of ﬂuid in an hydraulic system can be said to be analogous 
to electric current, and the pressure to voltage. Thus, hydraulic impedance can be said 
to be the quotient of pressure and ﬂow rate [52]. It can be shown that the pressure 
and ﬂow at any point in a pipe can be described by the wave equation, and that they 
can be deﬁned as [52]: 
Px = Fe
−γx + Geγx (5.1) 
Fe−γx −Geγx 
Qx = (5.2) 
Z0 
This analysis is subject to several assumptions, namely: 
1. The ﬂuid is homogeneous and Newtonian 
2. Heat transfer is negligible and conditions are isentropic 
3. Flow is axisymmetric and laminar 
4. Pressure distribution and ﬂuid velocity are uniform across the pipe diameter 
5. Changes in ﬂuid properties due to perturbations are small 
6. Propagation of waves in pipe walls is negligible 
7. The speed of sound in the ﬂuid is much greater than the mean ﬂuid velocity 
If a simple ﬂuid network containing a pump, pipe and valve, such as that shown in 
ﬁgure 5.1, is considered, then it can be shown that the coeﬃcients in equations 5.1 and 
5.2 can be expressed as [52]: 
QsZsZ0 1 
F = 
Zs + Z0 1− ρsρT e−2γl 
(5.3) 
QsZsZ0 ρT e
−2γl

G = 
Zs + Z0 1− ρsρT e−2γl 
(5.4)
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where Qs is the source ﬂow ripple from the pump, Zs is the source impedance of the 
pump, Z0 is the characteristic impedance of the pipe, ρs and ρT are the source reﬂec­
tion and termination reﬂection coeﬃcients respectively, and γ is the wave propagation 
coeﬃcient. They are related to the source and termination impedances by: 
ρs = 
Zs − Z0 
(5.5) 
Zs + Z0 
ZT − Z0
ρT = (5.6) 
ZT + Z0 
Figure 5.1: a simple hydraulic circuit 
If pressure measurements are taken at two points in a system, then the coeﬃcients 
F and G can be found using equation 5.1. The termination reﬂection coeﬃcient, ρT , 
and hence the termination impedance, ZT can then be calculated. However, it is not 
possible to directly determine the source reﬂection coeﬃcient or source impedance as 
reﬂections of waves at the source will be travelling in the same direction as the original 
waves from the source, rendering them indistinguishable. More information is required 
about the circuit in order to calculate ρs and Zs. This can be supplied by physically 
changing the length of the circuit in question. One such method for achieving this 
is the so-called called the hydraulic trombone method, details of which can be found 
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in [53] where it was used for the measurement of positive displacement pump impedance 
and ﬂow ripple. However, doing so is time intensive and prone to error. Therefore, a 
new method, called the secondary source method, was developed at the University of 
Bath. The theory behind the secondary source technique can be found in detail in [43] 
and [52]. It is summarised in the following section. 
It was proposed that, if a secondary source of ﬂuid borne noise was introduced into 
the circuit, then the original pressure ripple source becomes the termination to the 
secondary source. Provided that the pressure waves from both the original and sec­
ondary source can be examined in isolation, then the source reﬂection coeﬃcient and 
impedance can be calculated. If necessary, it is also then possible to calculate the 
ﬂow ripple. This theory is the basis of the secondary source method. It has been 
used extensively to examine the impedance characteristics and ﬂow ripples of various 
pumps [40,44,54], and the passive impedance of restrictor and ﬂow control valves [55] 
and relief valves and accumulators [56]. It forms the International Standard for pump 
ﬂuid borne noise testing [57]. 
5.1.7 Test rig alterations 
A number of secondary sources were considered, based on those reported in the lit­
erature. Most commonly suggested is the use of a secondary pump, either in-line or 
attached to a branch line. A variable speed piston pump allows analysis at a wide range 
of frequencies, and produces a signal which contains stable harmonics and measurable 
harmonics over a broad band of frequencies [42–44, 55, 56]. Other methods include 
rotary valves [42,43,56], shaker driven pistons [42–44] and broadband noise from cavi­
tating valves [42]. The secondary pump and rotary valve methods presented problems 
in terms of using water as the working ﬂuid. Typically, such devices require a certain 
amount of lubrication from the working ﬂuid which could not be provided. The shaker 
driven piston is diﬃcult to set up correctly, as the piston must be pre-tensioned to 
maintain the correct equilibrium point, which will change as the pressure in the system 
changes. Such a system is also diﬃcult to seal adequately. The motor driven ball valve 
could have been used to produce noise from cavitation, although this would have re­
stricted tests to a single operating point. A positive displacement pump was available, 
but no suitable variable speed drive could be found. Instead, a new secondary source 
was proposed, based on the shaker driven piston arrangement. 
A 430mm length of 2′′ (50.8mm) bore ﬂexible hose was attached to a branch line 
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in the circuit, immediately downstream of the pressure measurement section, itself 
immediately downstream of the pump. The hose was blanked oﬀ using a plug made 
from aluminium, held in place using Jubilee clips. Figure 5.2 shows the arrangement. 
The hose could then be laterally compressed using a mechanical shaker using a single 
frequency sine wave input, thus supplying an oscillatory pressure and ﬂow signal. 
Figure 5.2: secondary ﬂuid borne noise source 
In order to apply the secondary source method to ﬁnd the pump impedance, three 
pressure measurements were required downstream of the pump. Initially, it was thought 
that the existing aluminium pipes and piezo-resistive pressure transducers could be 
used by combining them as shown in ﬁgure 5.3. Subsequent tests revealed that this 
arrangement did not produce repeatable results, most likely due to the cavities in the 
pipe wall by the transducers as a result of the manufacturing error (see chapter 2) 
and the small changes in pipe section across each of the couplings. A single, straight 
section of Tungum tubing from previous secondary source tests at the University of 
Bath was used instead, as shown in ﬁgure 5.4. This section of pipe contains custom 
made bosses for a separate set of high bandwidth piezo-electric pressure transducers. 
This arrangement results in a straight, constant-bore section of pipe where the pressure 
transducers are ﬂush-mounted with the inside surface of the pipe, and as such is much 
more suited to this analysis. In attaching this new pipe, the gate valve and associated 
connections were also removed, resulting in a cleaner connection between the pump 
and the system. The Tungum tubing set up results in a pressure transducer spacing 
ratio of 2 : 1, whilst the aluminium pipe set up resulted in a spacing ratio of 5.3 : 1. 
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Figure 5.3: test rig set up for secondary source testing using aluminium pipe sections
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Figure 5.4: test rig set up for secondary source testing using Tungum tubing

127

CHAPTER 5. COMPONENT MODELLING: 
DYNAMIC 
5.1.8 Justiﬁcation of the one-port model 
In order to ascertain if the pump in question could be modelled accurately using a one­
port model as suggested by Whitson and Benson [44], the pressures seen in the system 
as a result of the secondary source were measured. Figure 5.5 shows the measured 
pressures at four transducer points over the full test range of 50Hz to 700Hz for the 
stationary pump case. Three pressure transducers, marked P1, P2 and P3, were located 
downstream of the pump as shown in ﬁgure 5.4, and one immediately upstream of the 
pump, labelled P4, in the pump ﬂange (see the test rig schematic in chapter 2). It is 
clear that the measured pressure level upstream of the pump is signiﬁcantly lower than 
that downstream (around 2 − 5% of the upstream level). 
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Figure 5.5: measured pressure levels for the capacitance test 
5.1.9 Measuring pump impedance 
The pump impedance was measured using the FBN software developed at the Centre 
for Power Transmission and Motion Control at the University of Bath. This software 
can be used to generate a single frequency sine wave as an input to the mechanical 
shaker, and measure the response from each of the three pressure transducers. The 
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data is saved in an ASCII text ﬁle in the form of amplitude and phase response for each 
transducer. In order to use the FBN Matlab toolbox to analyse the data and produce 
the required impedance, a Matlab GUI called AFBN was produced. This loads in the 
raw data from the test, writes an appropriate header to the output ﬁle from the user’s 
input of ﬂuid temperature, pressure in the ﬂexible hose, rig and transducer set up, and 
writes the raw test data into columns. The order of these will depend on the user’s 
input of transducer and rig set up. Figure 5.6 shows the AFBN interface. Once the 
test data is correctly formatted, then the FBN Matlab toolbox is used to calculate the 
pump impedance. 
Figure 5.6: AFBN Matlab GUI 
5.1.10 Validation of the secondary source 
In order to check that the proposed secondary source was suitable for performing 
measurements of the pump impedance, the circuit was set up to measure a known 
impedance. The gate valve immediately downstream of the reducing section (using the 
initial aluminium pipe work set up) was fully closed to provide complete termination 
of the pipe. This should result in a capacitive impedance, which is theoretically well 
deﬁned. Such a test is useful to check that the experimental set up is suitable for 
determining the pump impedance. Two tests were conducted. For the ﬁrst test the 
pump was stationary and the pressure in the secondary source hose was atmospheric 
plus tank head. The second test was conducted with the pump running and the by-pass 
line open, raising the pressure in the hose to around 1bar above tank head, but with 
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no mean ﬂow. 
Figure 5.7 shows the measured pipe impedance for these two tests, presented as a Bode 
plot. The theoretical impedance for a capacitance is also shown, having been adjusted 
to ﬁt the test data as best as possible. This has an amplitude of gradient −20dB/dec 
and a constant phase of −90◦ . The impedance of this capacitance has been calculated 
using the equation: 
B 
Zc = (5.7) 
jωveqiv 
where B is the ﬂuid bulk modulus and veqiv the equivalent volume of the system. The 
bulk modulus was calculated during the course of the FBN calculations as 18700bar. 
This is signiﬁcantly lower than the expected value of around 20500bar for pure water 
at 20◦C. Here, the volume, vequiv, has been manually adjusted to produce the ﬁt shown 
in ﬁgure 5.7. In theory, this should be considered to be the volume of ﬂuid within the 
pipe work between the shut valve and a user deﬁned datum. This datum can be chosen 
at any point between the valve and the secondary source. Figure 5.8 shows the datum 
chosen for this analysis. 
The ratio between the actual and equivalent volumes is around 2.6. It is known that the 
compliance of the pipe walls will aﬀect the bulk modulus, and may cause this increased 
equivalent volume. Edge [48] has shown that, for positive displacement pumps, such 
ratios can vary enormously, and that values between 1 and 4.35 are reasonable. It is 
also known that the presence of dissolved and entrained air within the ﬂuid will aﬀect 
the measured bulk modulus. The eﬀect of pipe compliance and entrained air on the 
ﬂuid bulk modulus, Bfluid can be evaluated using the eﬀective pipe modulus, Bpipe, 
and the gas bulk modulus, Bgas: 
1 1 vgas 1 1 
= + + (5.8) 
Beff Bfluid vfluid + vgas Bgas Bpipe 
where the pipe modulus is evaluated as: 
E 
Bpipe = ( ) (5.9) 
2 (ǫ
2+1) + ν(ǫ2+1) 
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Figure 5.8: deﬁned datum for capacitance measurement
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In equation 5.9, ǫ is a function of pipe wall thickness, t, and pipe diameter, d, and is 
given by: 
2t 
ǫ = 1 + (5.10) 
d 
and E and ν are the pipe material Young’s modulus and Poisson’s ratio respectively. It 
can be shown that as the thickness to diameter ratio increases, the pipe bulk modulus 
can be approximated by [58]: 
tE 
Bpipe = (5.11) 
d 
Using equation 5.8, it is possible to estimate the eﬀect of pipe compliance only on the 
ﬂuid bulk modulus by setting the volume fraction term to zero. Using standard values 
of water bulk modulus (22000bar [59] isentropic bulk modulus of water at 20◦C) and 
Young’s modulus for Tungum (117GPa1), and measurements of the Tungum pipe wall 
thickness and diameter, it can be shown that the eﬀective bulk modulus reduces to 
19300bar. By rearranging equation 5.8, it can be shown that, in order to reduce this 
to 18700bar as measured in the test rig, a gas to ﬂuid volume ratio of less than 1% is 
required. Such a level of dissolved air in the ﬂuid is quite probable, given the proximity 
of the measurements to the centrifugal pump. Estimating eﬀective bulk modulus is 
extremely diﬃcult [58, 60], and it is known that direct measurements are often more 
accurate. The method used in the secondary source measurement toolbox has been 
shown to be accurate in the past, and so there is a good level of conﬁdence in this 
measured value. 
It is clear from the ﬁgure that the technique does measure an impedance dominated by 
capacitance in the frequency range 100Hz to 400Hz. The measured phase shows good 
agreement in the lower frequency range, but the amplitude is clearly signiﬁcantly less 
than that predicted from equation 5.7. Two cases of measurement instability are clear; 
at around 170Hz and 300Hz. Here, there is a sudden spike in both the amplitude and 
phase plots, possibly indicating a mechanical resonance. For frequencies greater than 
400Hz the results are subject to considerable scatter, suggesting that the technique is 
unsuitable in this range. By examining the measured pressure levels downstream of 
the pump in ﬁgure 5.5, it can be seen that the pressure levels for frequencies greater 
from Bathfp documentation 
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than around 400Hz are smaller than those at low frequencies, and it is expected that 
the accuracy of the technique will suﬀer in this region. As the pressure in the hose 
increases with pump speed, these pressure levels fall further, due to the greater force 
required to compress the hose. 
5.1.11 Test results 
Secondary source tests were conducted on the pump at ﬁve diﬀerent pump speeds. 
Table 5.1 details these tests in terms of pump speed, ﬂow rate through the test section 
and pressure in the ﬂexible hose. 
test number pump speed ﬂow rate pressure in hose 
(rev/min) (L/min) (bar) 
1 0 0 0 
2 1810 330 1.6 
3 1810 330 1.6 
4 2007 370 2 
5 2205 410 2.4 
6 2969 562 4.3 
Table 5.1: summary of secondary source tests for pump impedance 
The measured pump impedance from each of the tests is shown in ﬁgure 5.9, in the 
same format as the data from section 5.1.10. It is clear from the results that tests 2 
through 6 show very good agreement in the frequency range 100Hz to 400Hz, identiﬁed 
as the range of interest from the capacitive impedance tests. Once again, in the lower 
and higher frequency ranges, the results are subject to a signiﬁcant amount of scatter. 
In general, the amplitude is seen to steadily rise with frequency, and the phase generally 
remains close to +90◦ across the full frequency range. Between 100Hz and 200Hz, the 
amplitude plot exhibits a peak at around 136Hz with an equivalent drop in phase. The 
amplitude then drops and rises again from 136Hz to 196Hz, coinciding with a sudden 
rise then drop in phase. The amplitude drops down from 196Hz to 180Hz, before rising 
again steadily over the remainder of the frequency range. The phase also returns to 
+90◦ thereafter. The stationary pump test (test 1) however shows some signiﬁcant 
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diﬀerences. The amplitude plot does not peak at 136Hz as for the other tests, but 
instead continues to rise steadily. The amplitude does rise sharply at around 175Hz, 
coinciding with a sharp fall in the phase towards −90◦ . This is followed by a second, 
smaller amplitude peak at around 197Hz, before the amplitude returns to its steady 
rise as before, and the phase returns to +90◦ . 
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Figure 5.9: measured pump impedance 
In general, the measured impedance follows the same trend as might be expected for 
an inertance, for which the amplitude will steadily rise at 20dB/dec and the phase will 
remain constant at +90◦ . The impedance of an inertance can be calculated from: 
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Zl = jωL (5.12) 
where L is the inertance of units kgm−4 . It is often expressed in terms of an equivalent 
pipe of length l and cross-sectional area A: 
l 
L = ρ (5.13) 
A 
Figure 5.10 shows a best ﬁt approximation to the test data from test 1 for a simple 
inertance. Figure 5.11 shows a similar ﬁt for test 2. In each case the inertance, L 
has a value of 1.09 × 105 kg/m4 and 1.35 × 105 kg/m4, and the measured ﬂuid bulk 
modulus was 19700bar and 18400bar respectively. The reason for diﬀerences between 
the stationary and pump-running cases are unclear, although Edge and Johnston [54] 
reported a similar phenomenon for positive displacement pumps. It was suggested that 
such diﬀerences could be due to a lower bulk modulus when the pump is running, due 
to a higher entrained air content as a result of cavitation and air release within the 
pump passageways. This was seen to raise the frequency of an observed anti-resonance, 
in a similar fashion to the observed increase in frequency of the ﬁrst amplitude peak 
of the amplitude in case 1. Any change in bulk modulus would not aﬀect the response 
of a purely inertive system. However, from ﬁgures 5.10 and 5.11, it is clear that this 
system does not behave as an inertance only, so it could reasonably be expected that 
the system response would change with bulk modulus as a result of entrained air. 
The measured impedance includes not just the pump, but also the aluminium reduc­
ing section immediately downstream of the pump (see ﬁgure 4.31). Due to its simple 
internal geometry, the eﬀect of ﬂuid inertia in this component can be estimated using 
relatively simple techniques. The eﬀective pipe length model of inertance can be gen­
eralised to consider a straight section of ducting, whose cross-sectional area is a known 
function in the ﬂow direction. Consider a section of circular duct of length l, whose 
cross-sectional area, A, is a function of distance in the ﬂow direction, x. The inertance 
can be determined as: 
∫ l 1 
L = ρ dx (5.14) 
A0 
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Figure 5.10: measured pump impedance and best ﬁt inertive impedance from test 1 
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Figure 5.11: measured pump impedance and best ﬁt inertive impedance from test 2
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Using the measurements of the reducing section, the inertance was calculated as 1.09× 
105 kg/m4 using a ﬂuid density of 998 kg/m3, corresponding to water at 20◦ C. 
The ﬂuid inertance of the reducing section has also been assessed using a Computational 
Fluid Dynamics (CFD) method, ﬁrst proposed by Johnston [61], and used by Boyd et 
al. [62]. More details of this method can be found in section 5.3. The reducing section 
inertance was predicted by this method to be 1.11×105 kg/m4 . It is clear that, since the 
reducing section inertance is between 81% and 100% of the measured pump inertance, 
the behaviour of the pump is therefore dominated by the reducing section. 
It has been suggested that the behaviour of the impedance in the region 100Hz to 
150Hz could also be as a result of mechanical vibration within the system, or perhaps 
indicative of the natural frequency of the main line or hose. It should be noted that the 
same behaviour was noted in the test for capacitive impedance earlier (section 5.1.10), 
suggesting that it is independent of the pump, as the valve immediately downstream of 
the pump was shut in this case. The natural frequency of the hose can be estimated, 
and it can be shown that it is of the same order as the amplitude peak seen in ﬁgure 
5.9. The natural frequency of the main pipeline is much lower, but it can also be shown 
that it or some of its higher harmonics is of a similar order to the amplitude peaks and 
phase shifts observed below 100Hz in ﬁgure 5.9. However, the capacitive test revealed 
that this region was perhaps outside of the useful region of the secondary source. In 
any case, the secondary source method has been shown in the past to be robust to not 
detecting any behaviour outside of the region of interest, which in this case was the 
pump and the short section of pipe immediately downstream, before the source branch 
and hose. 
Analyses of centrifugal pumps in the literature have previously reported general dy­
namic behaviour which is dominated by ﬂuid inertia eﬀects [33, 34, 44]. The analysis 
conducted as a part of this study also suggests that the behaviour of the pump in 
the test rig will be dominated by inertia eﬀects in the frequency range from 100Hz to 
400Hz, although the results also revealed that a more complex model may be required 
to describe the impedance in the range 100Hz to 150Hz. The behaviour in this region 
could be described by a complex transfer function, but doing so would shed no light on 
how such a behaviour was generated, and it would be extremely diﬃcult to determine a 
representative model which would describe the behaviour in terms of phenomena such 
as inertance and compressibility. 
It has been shown that the secondary source technique can be eﬀectively applied to 
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ﬁnd the impedance characteristics of centrifugal pumps. In the case of the pump in the 
test rig, this impedance was shown to be dominated by ﬂuid inertance, which concurs 
with general conclusions from previous studies on centrifugal pumps. 
5.1.12 Comparison of pump and circuit impedance 
The eﬀect of ﬂuid inertia within a typical system, such as the test rig, can be estimated 
using the simple equivalent pipe method given in equation 5.13. The test rig pipe 
work consists of around 17m of 34.3mm bore pipe. Using equation 5.13, this yields an 
inertance value of L = 1.84 × 107 kg/m4, which is 136 times greater than the largest 
predicted value of the pump, using the test data for the pump running at four diﬀerent 
speeds. It is clear that the dynamic response of any such system will be dominated by 
the dynamics of the pipe work, and that using a steady-state pump model should be 
suﬃcient. 
5.1.13 Implementation of method in Bathfp simulation environment 
The steady-state centrifugal pump model described in chapter 4 has been extended to 
include an inertance term. The steady-state characteristic can be considered analogous 
to a resistance using the electrical circuit analogy proposed in section 5.1.6. Using this 
same analogy, the inertance is equivalent to an inductance, and both of these can be 
said to act in series, such that the pressure rise across the pump can be expressed as: 
dq 
Δp = f (q) + L (5.15) 
dt 
where f (q) is the steady-state characteristic as a function of ﬂow rate from chapter 4, 
and L is the inertance of the pump. The pump model requires an input of pressure 
at both inlet and outlet ports, returning the ﬂow rate to connected models. The load 
torque of the pump is calculated as before, and the speed is required. Figure 5.12 shows 
a schematic of the pump model, detailing each of the input and output parameters at 
each of the three ports. The model also outputs four internal variables, detailed in 
table 5.2, and requires inputs of the real essential parameters detailed in table 5.3. 
The calculation procedure is very similar to the steady-state pump model, described in
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Figure 5.12: schematic of the dynamic Bathfp centrifugal pump model

parameter description

φ non-dimensional ﬂow rate 
ψ non-dimensional pressure rise 
τ non-dimensional torque 
η hydraulic eﬃciency 
Table 5.2: internal variables of dynamic Bathfp centrifugal pump model 
chapter 4, save for the calculation of outlet ﬂow rate. The hydraulic oriﬁce is replaced 
by the calculation of rate of change of ﬂow rate at the outlet port, based on the pressure 
diﬀerence across the inertance, and the value of L: 
dq3 (p3 − p2) 
= (5.16) 
dt L 
Finally, the inlet ﬂow rate and intermediate ﬂow rate, q1 and q2 respectively, are set 
equal to the outlet ﬂow rate, q3. 
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parameter units description

α1 
α2 
α3 coeﬃcients of pressure-ﬂow ﬁt 
α4 
α5 
α6 
γ1 coeﬃcients of torque-hydraulic power ﬁt 
γ2 
r mm impeller radius at outlet 
v m3 equivalent pump displacement 
φ0 transition point from 5
th to 2nd order ﬁt 
L/ρ 1/m ﬂuid independent pump inertance 
Table 5.3: real essential parameters of steady-state Bathfp centrifugal pump model 
5.2 Electric drives 
There exist in publications a wide range of methods for analysing the dynamic per­
formance of AC induction drives during start up and shutdown periods, as well as 
during changes in load or demand speed for variable speed drives. The most common 
of these are based on generalised machine theory, and a transformation of axes from 
the rotational to a stationary reference frame using either generalised transformations, 
or more speciﬁc transformations such as those developed by Park, Stanley, Kron and 
Brereton, referenced in Krause [35]. Such methods have successfully been employed to 
model existing drives, and have been validated against experimental data. Krause [35] 
and Yu, Baines and Chalmers [63] are two such examples, the latter of which has been 
shown to work for a PWM inverter-fed permanent magnet motor. 
Other modelling methods have been proposed, based on transfer function analysis and 
reduced order approximations to the standard generalised machine theory. Salama 
and Holmes [64] have presented a paper which discusses the use of a transfer function 
model, which is based on a linearised mathematical model. This is derived by deter­
mining the changes in all input and output variables as a consequence of small changes 
about a steady-state operating point, and subsequent elimination of steady-state terms. 
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The resultant linear equation relates the rates of change of currents and speed to the 
small changes in current, speed, voltage and torque. The resultant responses to step 
inputs are described, although they are not compared to experimental data. The paper 
concludes that the method is suitable for understanding the system response to step 
changes in input voltage, torque and speed. 
Richards [65] presents an alternative method to the common generalised machine the­
ory, which relies on separating forced and transient components of ﬂux linkage, torque 
and current responses. The equations for ﬂux linkage are derived in the usual arbi­
trary rotating reference frame using the transformation of axes, resulting in ﬁfth order 
simultaneous equations for ﬂux linkage and speed. By separating the forced and tran­
sient components, these are reduced to a single order model, which are then shown 
to accurately describe the performance of the motor during start up and shutdown 
periods. 
A detailed dynamic electric drive model has been developed, using the voltages and 
currents in the rotor and stator of an AC induction motor based on generalised machine 
theory, in a similar way to [35]. Like the The´venin circuit model described in chapter 4, 
this requires detailed knowledge of internal motor parameters such as resistances and 
reactances. Such a model is suitable for analysis of the AC induction motor in the test 
rig. 
5.2.1 Generalised machine theory and the dq0 transformation 
Krause [35] gives a detailed description of, among other things, generalised machine 
theory, upon which the work in Monaghan [66] is based. The model describes an AC 
induction motor as a set of coupled diﬀerential equations for the voltages and currents 
in the rotor and the stator. This requires a transformation of variables from the physical 
axes of the phases to a rotating reference frame, removing the time dependence of the 
inductances. 
Figure 5.13 shows the rotor and stator axes for a three phase machine, labelled As, Bs, 
Cs, Ar, Br and Cr, with reference to a ﬁxed orthogonal frame, denoted α and β. The 
stator axes are, by deﬁnition, ﬁxed in space, with As, Bs and Cs separated by 120
◦ . 
The rotor axes, Ar, Br and Cr, are rotating with respect to the stator, and the angle 
between each stator and rotor phase axis is θr. An arbitrary rotating frame of reference 
can be deﬁned, shown here as the d and q axes, angularly displaced from the α axis by 
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θ, rotating with speed ω.

Figure 5.13: deﬁnition of ABC and dq0 reference frames 
The derivation of the equations in the arbitrary reference frame is not covered in detail 
here. This model has been developed as a part of the Electric Drives project, and full 
details of its derivation can be found in the thesis [12]. The model has been applied in 
Bathfp using the following method. 
It can be shown that the voltages in the rotor and stator in each of the three phases, 
a, b and c, can be expressed in vector form as: 
vabc,s = Rsiabc,s + γ˙abc,s (5.17) 
vabc,r = Rriabc,r + γ˙abc,r (5.18) 
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Following the transformation into the dq0 axes, these can be expressed as four simul­
taneous equations: 
vd,s = Rsid,s + γ˙d,s − ωγq,s (5.19) 
vq,s = Rsiq,s + γ˙q,s + ωγd,s (5.20) 
vd,r = Rrid,r + γ˙d,r − (ω − ωm) γq,r (5.21) 
vq,r = Rriq,r + γ˙q,r + (ω − ωm) γd,r (5.22) 
These are re-arranged to solve for the rate of change of ﬂux, γ˙. In order to solve, the 
currents are required. These can be found from the current-ﬂux relationship, using the 
intermediate variables, G, expressed in vector form as: 
is = Gsγs −Gmγr (5.23) 
ir = Grγr −Gmγs (5.24) 
where: 
Xr + Xm
Gs = ω (5.25) 
XsXr + XsXm + XrXm 
Xm
Gm = ω (5.26) 
XsXr + XsXm + XrXm 
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Xs + Xm
Gr = ω (5.27) 
XsXr + XsXm +XrXm 
For a motor with n phases and p poles, the motor torque is then calculated from the 
currents in each of the stator and rotor d and q axes: 
np Xm
T = (id,r + id,s + iq,r + iq,s) (5.28) 
4 ω 
5.2.2 Implementation of modelling methods in Bathfp 
The dynamic induction motor model is very similar to the steady-state model described 
in section 4.2.2. It requires an input of the supply voltage, frequency and load torque. 
The shaft speed is returned to the shaft output and to a separate signal output port 
for feedback control, along with six internal variables. These are summarised in table 
5.4. The user must supply the model with six user input constant parameters. These 
are summarised in table 5.5. The model input and output ports are the same as for 
the steady-state The´venin circuit model, described in ﬁgure 4.19. 
parameter units description

γd,s Wb stator ﬂux in d axis 
γd,r Wb rotor ﬂux in d axis 
γq,s Wb stator ﬂux in q axis 
γq,r Wb rotor ﬂux in q axis 
P kW power 
T Nm electric torque 
Table 5.4: internal variables of dynamic Bathfp induction motor model

The model begins by setting the synchronous speed from the frequency input signal.

The stator and rotor voltages in the d and q axes are set from the input voltage, v,
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parameter units description

Xm Ω magnetising reactance 
Xs Ω stator reactance 
Rs Ω stator resistance 
Rr Ω rotor resistance 
Xr Ω rotor reactance 
J kgm3 motor and load inertia 
Table 5.5: user input constant parameters of dynamic Bathfp induction motor model 
accordingly: 
vd,s = 
√
2v (5.29) 
vq,s = 0 (5.30) 
vd,r = 0 (5.31) 
vq,r = 0 (5.32) 
The intermediate variables, Gs, Gm and Gr are calculated according to equations 5.25 
through 5.27, and the stator and rotor currents in the d and q axes according to 
equations 5.23 and 5.24. Then the rates of change of ﬂuxes in the stator and rotor 
d and q axes are calculated by rearranging equations 5.19 through 5.22. Finally, the 
torque is calculated from equation 5.28, which is passed, with the input load torque, 
to the same stiction subroutine as the steady-state model (see chapter 4). This returns 
the shaft speed. 
Like the The´venin circuit model in chapter 4, the dq0 model is designed to be used in 
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conjunction with a frequency inverter model, which provides a frequency and voltage 
signal to the motor. This frequency inverter model applies V/f control, as described 
in chapter 4. 
5.2.3 Application to test rig AC induction motor 
The dq0 induction motor model requires the same inputs as the steady-state The´venin 
circuit model (see section 4.2.2). Using the parameters obtained from the manufacturer 
(see table 4.9), the motor model has been run for a no-load acceleration case. In order to 
compare the model’s steady-state performance, the load torque has then been increased 
in steps over time. The dq0 model has been compared to the The´venin circuit model. 
Figure 5.14 shows the torque-speed curve for both models for the no load acceleration 
to the synchronous speed (3000rev/min). Figure 5.15 shows a comparison of the linear 
torque-speed region for step increases in load torque with time. 
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shaft speed (rev/min) 
Figure 5.14: comparison of motor models’ no-load acceleration 
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Figure 5.15: comparison of motor models’ linear torque-speed region under step changes 
to load torque 
5.3 Fluid inertance 
The inertia of ﬂuid within the passageways of hydraulic components and systems is 
known to have a signiﬁcant eﬀect on their dynamic response and ﬂuid-borne noise 
producing characteristics. Fluid inertance will dictate the changes in pressure as a 
result of changes in the rate of change of ﬂow rate, and as such can be considered 
analogous to inductance in electrical circuits, where the pressure is equivalent to voltage 
and ﬂow rate to AC current. 
To date, much work has been concerned with estimating a component’s inertance as 
a part of its impedance when looking at ﬂuid-borne noise or system pressure ripple. 
Many components, such as valves, accumulators and pumps tend to exhibit impedances 
which are highly dependent on inertance. 
Edge and Johnston used the secondary source technique to analyse the impedance 
characteristics of relief valves and accumulators [56], as well as restrictor and ﬂow 
control valves [55]. These studies showed that the component’s impedance played 
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an important role in determining the level of pressure and ﬂow ripple within hydraulic 
circuits. Their investigations suggested that for relief and restrictor valves the dynamic 
response is dominated by resistive eﬀects at low frequencies, and inertance eﬀects at 
higher frequencies. Tests on the accumulator showed the capacitance to be dominant 
at low frequencies, but with inertance eﬀects being important at higher frequencies. A 
two-stage relief valve and the ﬂow control valve both displayed more complex behaviour. 
The eﬀects of wave propagation within the internal passageways were shown to have a 
signiﬁcant eﬀect on the response of the ﬂow control valve. 
Edge [48] showed that, while it is possible to model a positive displacement pump as a 
simple series of lumped parameters, its actual impedance cannot be accurately deter­
mined from known geometries, but must be determined using dynamic measurements. 
Johnston and Drew [40] presented a new method for smoothing experimental data from 
the secondary source method and a mathematical model of the pump discharge pas­
sageway. For simpler responses, it was shown that a simple Helmholtz damper model 
was accurate, but in some cases it was best to use the impedance smoothing technique. 
It is often hard to quantify the eﬀect of ﬂuid inertance experimentally or theoretically, 
save for simple geometries such as straight pipes. Johnston [61] proposed a numerical 
method for predicting the inertance of ﬂuid within complex passageways using com­
mercial Computational Fluid Dynamics (CFD) packages. The approach was to ﬁnd the 
steady-state pressure drop through the component ﬁlled with a highly resistive porous 
medium. The results were scaled and used to ﬁnd the inertance of the passageway if it 
were clear of the porous medium. 
By using the electrical circuit analogy, it is possible to model a simple system as 
a series of inertances and capacitances, representing areas of high inertia and high 
compressibility respectively. If a component is considered to act purely as an inertance, 
then it can be connected to a component of signiﬁcantly greater volume with negligible 
inertance, such that the system inertance will be dominated by the component in 
question. The larger volume will act purely as a capacitance. From this electrical 
model, it is then possible to determine the system natural frequency. It is proposed 
that this natural frequency can be measured using acoustic measurements, and, if the 
capacitance is known, then the test component’s inertance can be inferred. 
This section presents this theory, and shows the results of tests using a number of ball 
valves. The results are compared against those from CFD using the method given 
in [61]. 
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5.3.1 The acoustic method 
Using the analogy between ﬂuid ﬂow and electrical circuits, any ﬂuid system can be 
modelled as a series of lumped parameter elements. For example, a component con­
sisting of an inlet and outlet port of high inertance and a central large volume could 
be modelled as a simple T network of a capacitance in series with two inertances, as 
shown in ﬁgure 5.16. Here, resistance, or steady-state pressure loss, is neglected. 
Figure 5.16: T network 
In such a situation, the relationships between inlet and outlet ﬂows can be expressed 
in the form of an impedance matrix [67]: 
p2 1− ω2L2C −jωL1 − jωL2 
( 
1− ω2L1C 
) 
p1 
q2 
= 
−jωC 1− ω2L1C q1 
(5.33) 
If port 2 is open to the atmosphere, then p2 = 0. Assuming a stiﬀ ﬂow source (one of 
high impedance), q1, then the chamber pressure p0 is given by: 
p0 = 
q1
1 (5.34) jωC + 
jωL2 
This will exhibit a natural frequency when p0/q1 = ∞, or: 
1 
ωn = (5.35) 
L2C 
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However, if a low impedance pressure source, p1, is used, then the chamber pressure is 
given by: 
p1L2 
p0 = (5.36) 
L1 + L2 − CL1L2 
Provided that the source impedance Zs ≪ jωL1, then the natural frequency will occur 
when p0/p1 = ∞, such that: 
1 L1L2
ωn = where Lp = (5.37) 
LpC L1 + L2 
The natural frequency is therefore governed by the inertances L1 and L2 acting in 
parallel. 
Based on this, a test method is proposed to determine the inertance of a component, 
L2. One port of the component is connected to a chamber of capacitance C, and the 
other port is left open to atmosphere. The chamber and component are left empty, 
such that the working ﬂuid is air. A loudspeaker is used to excite the system via a 
small diameter pipe attached to the side of the chamber. The loudspeaker can be 
considered a low impedance source, such that Zs ≪ jωL1. A microphone is located 
inside the chamber to measure the acoustic response of the system to the loudspeaker’s 
input. If the natural frequency of the system can be determined, then the inertance of 
the component, L2, can be inferred, given that inertance of the pipe, L1, and chamber 
capacitance, C, are known. The inertance of a straight pipe of length l and constant 
cross-sectional area A can be found by: 
l 
L = ρ (5.38) 
A 
and the capacitance of a tank of volume Vt can be found from: 
Vt
C = (5.39) 
B 
The idealised model can be extended to match the real experiment more closely. End 
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eﬀects for the pipes must be considered. Blackstock [67] has shown that the length of 
the pipe must be extended due to wave expansion at any point where the pipe expands 
into a volume. This means the eﬀective inertance for a pipe is found by applying an 
end correction for each end, e1 and e2: 
(l + (e1 + e2) d)
L = ρ (5.40) 
A 
where the correction factor e = 0.31 for expansion from a free tube (i.e. into the 
atmosphere), or e = 0.43 for expansion from a ﬂanged end (i.e. expansion into the 
tank) [67]. These values have been investigated using the CFD method reported by 
Johnston [61] and Boyd et al. [62], and have been found to agree reasonably well. For 
ﬂanged ends, CFD suggests a diﬀerence of 11.7% from above, and 2.2% for unﬂanged 
ends. 
The volume of the pipe and component also needs to be included. This may be done 
by adding a third of the capacity of the pipes to the capacity of the tank in equation 
5.39, as is common when considering a lumped parameter mass-spring system [68]. 
Experimental setup 
Two components have been tested using the acoustic method: a hand-operated 1.25′′ 
BSP (31.75mm nominal outer pipe diameter) ball valve and a motor driven 1.41′′ 
(35.8mm) nominal bore diameter aerospace ball valve. The components were connected 
to a cylindrical copper tank of volume 1.443L. This was connected to a 75W cabinet 
speaker via a 200mm long section of 14.5mm inner diameter steel pipe. The speaker 
front was covered over with a panel of wood to direct the speaker output into the system, 
and the pipe connected directly into the panel immediately opposite the centre of the 
speaker cone. Figure 5.17 shows the experimental setup. The acoustic measurement 
was taken using a ﬂat frequency response condenser microphone, connected to a port 
on the side of the tank to ensure measurement of the system response only. 
Analysis of the system’s response was conducted using two methods: a Solartron 
Schlumberger 1250 Frequency Response Analyser (FRA), and a HP 3582A Spectrum 
Analyser (SA). 
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Figure 5.17: experimental setup [62] 
The FRA was set up to measure the amplitude and phase of the input signal and the 
measured response over a range of discrete frequencies. The results were integrated 
over a 1s period for each frequency. Initial tests were conducted over a broad range of 
frequencies (typically 50 − 130Hz) using large frequency steps of 2.5Hz, then, once a 
resonant peak was identiﬁed, this was improved by measuring over a narrower frequency 
band (typically 5Hz) using 0.25Hz steps. 
The SA was set up to provide a broadband random noise source. The transfer function 
between this and the measured response was then plotted on the screen. Measurements 
were root-mean-square averaged over 32 cycles. Again, a broad band of frequencies was 
analysed ﬁrst (typically 50Hz) to identify the resonant peak to within 0.4Hz. This could 
then be improved to an accuracy of 0.04Hz. 
For both valves, the change in inertance during valve closure was of interest. There­
fore, each component was analysed at a range of diﬀerent closure positions. The 
hand-operated ball valve angle was measured from a protractor attached to its handle, 
whereas the aerospace valve closure was determined from a potentiometer connected 
to its driving motor. 
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5.3.2 The computational ﬂuid dynamics method 
It was proposed by Johnston [61] that if ﬂuid compressibility is ignored, the pressure 
drop across a component is represented by the addition of a resistive term and an 
inertial term: 
dq 
Δp = f(q) + L (5.41) 
dt 
It has been shown that, for simple geometries, the inertance can be determined by 
solving Laplace’s equation. A method was developed to indirectly solve Laplace’s 
equation for a given geometry using a commercial CFD simulation package. This gives 
the advantage that complex geometries can be considered. In order to solve Laplace’s 
equation, the ﬂuid passageway of the component in question is modelled as a porous 
medium. Johnston [61] and Boyd et al. [62] detail the theory behind this method. 
By examination of the Navier Stokes equations, it is possible to show that, when the 
source term is suﬃciently large and the ﬂow is assumed to pass through a porous 
medium, the velocity vector can be expressed as: 
1 ∂p 
uk = (5.42) −
R ∂xk 
For an isotropic porous medium of suﬃciently high resistivity such that inertia eﬀects 
can be neglected, substituting equation 5.42 into the continuity equation for incom­
pressible ﬂow results in a form of Laplace’s equation: 
3 3 ∑ ∂uk ∑ ∂2p 
∂xk 
= 0 → 
∂x2 
= 0 (5.43) 
k=1 k=1 k 
It can then be shown that the inertance of the component can be given by examining 
the pressure drop, such that: 
pin − pout ρ 
L = (5.44) 
q R 
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where R is the resistivity. Figure 5.18 shows the CFD model used for the ball valve 
analysis, described in section 5.3.4. 
Figure 5.18: ball valve CFD model - solid domain (left) and ﬂuid domain (right) 
5.3.3 Validation of methods against theory 
Both the acoustic and CFD methods have been compared against the known theoretical 
result for a straight section of pipe. A 200mm long section of 34mm inner diameter 
aluminium aircraft fuel pipe was connected to the acoustic test equipment. Using 
equation 5.38, this pipe should have an inertance of 269.8 kgm−4 . From CFD, this was 
found to be 260.6 kgm−4 – an error of 3.4%. This was thought to be a good comparison, 
and as such a good benchmark for comparing with the inertance from the acoustic test. 
Using the theoretical value of inertance for the pipe, the predicted natural frequency 
of the system at an air temperature of 20◦C was 90.7Hz. When the aluminium pipe 
was connected to the test equipment, the system resonant frequency was found to be 
91.4Hz using the FRA – an error of only 0.8%. This suggests that the results of the 
CFD simulations and the acoustic tests can be compared against one and other, and, 
if they agree, there can be a good degree of conﬁdence in their accuracy. 
5.3.4 Comparison of acoustic and CFD results 
The variation of inertances of the valves have been found using both the CFD and the 
acoustic testing methods outlined above. The CFD calculations, experimental work and 
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analysis were conducted by Collett, under supervision of Boyd and the other authors 
of [62]. Details of the CFD simulations and experimental work can be found in [69]. 
These comparisons are presented below. 
Figure 5.19 shows the variation of valve inertance with valve angle from both the CFD 
simulations and the acoustic tests. Here it is clear that there is a small discrepancy 
between the two methods at the valve open case (14.7%). The theoretical inertance of 
the ball valve can be found using equation 5.38. 
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Figure 5.19: comparison of inertance from CFD and acoustic test for 1.25′′ BSP ball 
valve 
The valve inertance from equation 5.38 when open agrees well with the CFD result 
(0.3% error), suggesting that there must be some source of error in the acoustic test 
for this valve. 
The pipe upstream of the 1.25′′ BSP ball valve was less than two ball inner diameters 
in length. It was suggested from the CFD simulations that this may have an eﬀect on 
the inertance values. The ﬂow upstream of the ball oriﬁce may not have been uniform, 
or may have been inﬂuenced by the oriﬁce. In order to evaluate the inertance of the 
component, the inlet and outlet ﬂows should be independent of the distance up or 
downstream from the centre-line of the ball. This may not have been the case here, as 
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the pipe was not long enough. It would be useful to analyse the eﬀects of the inlet pipe 
length using the acoustic method, and compare these new results against the CFD. 
At higher valve angles, the two results begin to agree better, although they diverge 
again at angles approaching closed (80◦). This is most likely due again to a signiﬁcant 
reduction in the through ﬂow passage area leading to a poor cell density in the CFD 
analysis, and due to the speaker’s own resonant frequency. 
In general, both methods suggest the same trend in the results, although not in terms 
of their absolute numerical values. 
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Figure 5.20: comparison of inertance from CFD and acoustic test for 1.41′′ aerospace 
ball valve 
Like the 1.25′′ BSP ball valve, the aerospace valve can be thought of as a straight 
pipe when fully open, and as such the results from CFD and the acoustic test can be 
compared against the theory. It can be seen from ﬁgure 5.20 that the CFD and acoustic 
results are in close agreement with each other, and the acoustic inertance compares very 
well against that expected from theory. The error between the acoustic and the CFD 
inertances is 7.3%, and the error between the theoretical inertance and that from the 
acoustic test is 1.4%. 
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As before, the acoustic and CFD results diverge as the valve reaches fully shut at 
around 80◦, although up to 70◦ they agree very favourably. At high valve angles the 
same problems are thought to be at fault for the error – small through ﬂow passage 
size and the speaker response. 
5.4 Closure 
Methods of simulating the dynamic behaviour of centrifugal pumps have been inves­
tigated. From the four methods identiﬁed during the literature search, the secondary 
source measurement method has been used to determine the impedance of the pump in 
the test rig. This has then been used to augment the steady-state pump model using 
a simpliﬁed ﬁt to the measured impedance data. 
The test rig was altered in order to perform the secondary source tests. A new means 
of providing a secondary ﬂow ripple was developed, using a short length of ﬂexible hose 
on a branch line, which could be laterally squeezed by a mechanical vibrator. The 
aluminium pipes and piezo-resistive pressure transducers were used at ﬁrst to predict 
the capacitance of a section of pipe, in order to validate the secondary source. These 
results suggested that the test rig was suitable for measuring the impedance in the 
frequency range of 100Hz to 400Hz. In this range, the method was shown to predict 
the correct impedance. For impedance tests on the pump, the aluminium pipes were 
replaced with a length of Tungum tubing to remove the small changes in section from 
the aluminium pipe couplings and cavities from the pressure transducer bosses. 
Using this technique, the impedance of the pump was measured for a range of diﬀerent 
pump speeds. The results showed very good agreement over the full range of measured 
frequencies, although the stationary pump case exhibited some small diﬀerences. In 
general, the response of the pump was similar to a simple inertance, although a more 
complex model would be needed to fully describe the dynamic behaviour. It has been 
shown that previous work on centrifugal pumps in published literature suggests that 
ﬂuid inertia is prominent. 
As a general pump model is of more interest than speciﬁc measurement of the pump in 
the test rig, a Bathfp centrifugal pump model has been developed using the assumption 
that such pumps dynamic behaviour can be represented by an inertance. This model 
builds on the non-dimensional steady-state characteristic reported in chapter 4. The 
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inertia term is included in series with the resistive steady-state pressure rise, and is 
used to calculate the rate of change of ﬂow rate at pump outlet based on the pressure 
diﬀerence. 
Two dynamic motor modelling methods have been investigated. A generalised machine 
theory model has been developed to analyse the dynamic behaviour of AC induction 
machines, like that in the test rig and used in current generation aircraft fuel sys­
tems. This model uses an equivalent circuit model, which is transposed into a rotating 
reference frame using a dq0 transformation. It requires the same inputs of motor pa­
rameters as the steady-state The´venin circuit model. A dynamic DC electric motor 
model has been developed in order to look at the behaviour of future generation air­
craft fuel systems. This is based on the steady-state electric motor model, but also 
includes a dynamic term to consider the relationship between rate of change of current 
and voltage. 
A new method for measuring the inertance of a hydraulic component using acoustic 
measurements has been presented. By comparing the results of this method with CFD 
analyses using a porous medium analogy, the acoustic method has been shown to be 
appropriate for two ball valves. 
It is clear that the results of the two methods compare well in general, especially when 
considering the trend of the inertances through the whole range of valve positions from 
open to shut. The acoustic method has been shown to agree well with the simple test 
case using a straight section of aluminium aircraft fuel pipe. In the case of the hand-
operated ball valve, the agreement when the valve is open is not so close, although 
it has also been shown that for the motor-driven aerospace ball valve that the two 
methods agree very closely. 
It has been shown that the boundary conditions set in the CFD modelling have a 
signiﬁcant eﬀect on the resultant inertances [62]. In the case of the ball valve, the 
entrance length of pipe upstream of the ball was probably not long enough in the 
acoustic test to remove the eﬀect of the entrance to the pipe. In future work, this could 
be checked by increasing the pipe length in both the acoustic test and the CFD and 
then comparing the results. 
The acoustic method provides a simple and quick method for determining the eﬀect 
of ﬂuid inertia on the dynamic response of a hydraulic component. It is much easier 
to set up than the secondary source technique, and allows for an explicit measure of 
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inertance only. It is also much quicker than the CFD simulation, although this is still 
very useful in checking the inﬂuence of aspects such as end eﬀects and entry conditions 
on the inertances found using the acoustic method. The CFD simulations of the valves 
took up to twelve hours to complete on a modestly equipped oﬃce PC, whereas the 
response of the component over its full range of opening could be assessed in a matter 
of a few hours using the acoustic method. 
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Chapter 6 
Model Validation 
In order to use the pump, motor and other component models described in chapters 
4 and 5 to analyse the behaviour of aircraft fuel systems, they must ﬁrst be validated 
against data from the test rig. Each of the models have been developed independently 
using data from the test rig. Validation therefore, must be conducted with respect to 
the overall system behaviour, in order to validate that each of the models link correctly 
to model the system as a whole. This chapter details this system modelling validation 
approach, and presents the results in order to demonstrate that the system can be 
accurately described using the pump, motor and other component models. 
In a similar approach to the model development, the system modelling validation has 
been divided into two distinct sections, to cover both the steady-state and the dynamic 
behaviour of the test rig. The steady-state behaviour of the system is analysed for a 
number of operating conditions. This is to present evidence that the system model is 
capable of predicting the rig performance over the full range of pump speed as well as 
load valve opening. If the steady-state behaviour can be predicted accurately, then the 
model behaviour during transient operations such as pump acceleration can be assessed 
with conﬁdence in the boundary conditions. 
6.1 The Bathfp circuit for rig validation 
A Bathfp circuit has been created to represent the test rig. It consists of a centrifugal 
pump delivering ﬂow through a single pipe loop and a ball valve from one tank to 
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another. The pump is driven by an AC induction motor, which is fed through a 
frequency inverter. Figure 6.1 (a) shows this arrangement. In order to separate the 
eﬀects of the motor model and hydraulic circuit model on the system model accuracy, 
a second circuit was developed which uses a user-deﬁned pump speed input instead of 
the motor model. In this case, the actual measured pump speed from the test rig data 
can be input into the system model to investigate the hydraulic behaviour independent 
of the motor model. This circuit is shown in ﬁgure 6.1 (b). 
Figure 6.1: Bathfp circuit for system model validation
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The tank models are the basic Bathfp tank model, which simply supply a pressure to 
the connected model. No account is taken of the volume of ﬂuid within the tank. For 
the steady-state simulations, the tank pressure has been set to zero, to reﬂect the zero 
point used during the rig testing. 
The inlet line consists of two models, representing the pressure loss and the ﬂuid volume. 
The pressure loss model takes a user input of K factor and outlet pipe diameter, and 
a pressure input from the two connected models in order to calculate the ﬂow rate 
through the component. For these simulations, the K factor has been set as 3.47 with 
an outlet pipe diameter of 100mm (see chapter 4). The pipe volume is represented by 
the standard Bathfp pipe volume model. This represents the volume of ﬂuid within a 
1m long, 100mm inner diameter pipe, but accounts for no pressure loss or ﬂuid inertia. 
For the steady-state analysis, a centrifugal pump model has been created based on 
the non-dimensional modelling technique set out in chapter 4. This model requires an 
input of shaft speed from the motor model, and pressures from each of the components 
connected to its inlet and outlet ports. It then returns the ﬂow rate. The pressure-ﬂow 
and hydraulic power-torque characteristics are input in terms of α and γ coeﬃcients 
as detailed in chapter 4. The values of these used in the following simulations depends 
on which test rig data are being used for comparison, as both the pressure-ﬂow and 
hydraulic power-torque characteristics were shown to change over time (see chapter 
4). The pump impeller radius and eﬀective volume are also required. The reducing 
section K factor is used to calculate the hydraulic oriﬁce constant. For the dynamic 
analysis, a second, dynamic pump model is used. This requires a further input of ﬂuid 
inertance, but no input of reducing section K factor. Otherwise, the two pump models 
are identical. During dynamic analysis, the pressure loss due to the reducing section 
can be accounted for by an appropriate increase in K factor in the main pipeline model. 
The pump shaft speed required by the pump model is supplied either from the AC 
induction motor model for the steady-state and dynamic simulations respectively, or 
from the general Bathfp motor model when using a direct input of the measured pump 
speed. The steady-state model is based on the The´venin circuit analysis in chapter 4, 
and the dynamic model on the generalised machine theory method in chapter 5. Both 
require an input of voltage and supply frequency, which in this case are supplied by a 
simpliﬁed frequency inverter model. This supplies a constant V/f signal as described 
in chapter 4, given a demand input of shaft speed from the signal input. As discussed 
in chapter 4, the supply voltage and frequency have been adjusted to a maximum of 
450V and 50.2Hz to reﬂect the measured motor performance. For the simulations using 
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an input of the measured shaft speed, a simple duty-cycle motor model is used. This 
simply deﬁnes the time history of shaft speed in ten discrete steps. 
Bathfp contains a library of existing pipe models, which have been developed over 
time and have been extensively validated against experimental data. For steady-state 
analysis, a simple, steady-state pressure loss and volume pipe model has been used. 
This model represents the pipe as two equal volumes, separated by a hydraulic oriﬁce. 
The volumes therefore represent the compressibility of ﬂuid in the pipe, and the oriﬁce 
represents pressure losses due to friction and ﬁttings. The friction is calculated using 
Darcy’s equation using a friction factor obtained from the Colebrook equation. It has 
been shown to be accurate for analysis of circuits where ﬂuid inertia is not considered 
to be signiﬁcant. 
For the dynamic analysis, a distributed parameter pipe model is used. This uses a 
ﬁnite-element distributed-parameter model, which is reduced to a series of ordinary 
diﬀerential equations using the method of lines. The pipe is split into 4 elements 
along its length. Friction is again taken into account using Darcy’s equation and the 
Colebrook formula for pipe friction factor. Compressibility, air release, cavitation, 
gravity and inertia are all taken into consideration. The model is able to determine 
if the ﬂow is laminar or turbulent, and apply the correct friction factor. It has been 
shown to accurately model the behaviour of longer pipe lines, where ﬂuid inertia is 
known to be signiﬁcant. 
Each element within the pipe model refers to a group of capacitive, inductive and 
resistive elements. The model is arranged such that it forms a series of four RLC 
elements, one of which is shown in ﬁgure 6.2. Each of the inductances represent a 
calculation of the rate of change of ﬂow rate across the pipe element as a function of 
inertia and the pressure diﬀerence, and each capacitance represents the rate of change 
of pressure as a result of compressibility. The resistances represent pressure drop due 
to friction. 
Of course, there exist in publications many methods for modelling ﬂow in hydraulic 
pipelines. Here, transmission line theory has been applied using the standard Bathfp 
models. Soumelidis et al. present a summary of current modelling methods for pressure 
transients [70]. Here, the comparative beneﬁts of the transmission line method, the 
method of characteristics, modal analysis and the ﬁnite element method in terms of 
their accuracy and computational eﬃciency are investigated. The transmission line 
method is shown to be the most eﬃcient, whereas greater accuracy can be achieved 
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Figure 6.2: Bathfp dynamic pipe model 
using the modal approximation method. All of the above methods have been used 
in all manner of applications and references can be found throughout the published 
literature. 
Both of the pipe models require similar inputs. The pipe inner diameter has been set to 
34.3mm, and the length to 16.16m. The relative roughness value of 5.5×10−5 obtained 
in chapter 4 is used. The pipe model allow for additional pressure losses, deﬁned as a 
K factor. This has been set to either 1.55 or 1.86 for the steady-state simulations, to 
reﬂect the minimum and maximum values for 16 couplings and the bend from chapter 
4. For the dynamic simulations, these are increased by 1.09 (see chapter 5) to include 
the reducing section pressure losses. 
The motor driven ball valve is modelled using the Bathfp model developed as a part of 
the Active Valve project. It has been developed using test rig data in a similar manner 
to the centrifugal pump. Details of the modelling work and validation can be found in 
the Active Valve project thesis [71]. 
Like the pump inlet line, the return line has been modelled as a pressure loss and a 
ﬂuid volume. The pressure loss model is used to model the losses, using the K factor 
of 0.729 and outlet diameter of 34.4mm from chapter 4. The ﬂuid volume is modelled 
using the pipe volume model, using a diameter of 34.3mm and length 15m, giving an 
approximately equivalent volume to the physical system. 
Tables 6.1 through 6.9 detail the inputs to each of the models in the circuit. Unless 
otherwise stated, these values remain constant throughout all of the validation work. 
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parameter units value

tank pressure bar 0

Table 6.1: Bathfp circuit deﬁnition: tank model inputs

parameter units value

K factor 3.47 
outlet diameter mm 100 
Table 6.2: Bathfp circuit deﬁnition: inlet line pressure loss model inputs

parameter units value

inner diameter mm 100 
length m 1 
Table 6.3: Bathfp circuit deﬁnition: inlet line volume model inputs 
6.1.1 Fluid properties 
Using the measured temperature-density and temperature-viscosity relationships for 
the test rig water, the density and kinematic viscosity at a number of temperatures are 
detailed in table 6.10. The bulk modulus has been measured during the course of the 
dynamic pump modelling work. The measured value of 18700bar is used in all of the 
following simulations. These properties have been adjusted in the Bathfp simulations 
accordingly. 
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parameter units value

α1 
α2 
α3 
α4 
α5 
α6 
9.1468 × 106 
7.0809 × 105 
6.9823 × 103 
−434.3703 
−9.1507 
2.1541 
φ0 0.0444 
γ1 0.7019 
γ2 0.1086 
r mm 73.5 
v 
c 
m3 
L/min/(bar0.5) 
6.0686 × 10−4 
752.76 
L/ρ m−1 135.27 
Table 6.4: Bathfp circuit deﬁnition: centrifugal pump model inputs

parameter units value

ωs rev/min 3000 
Xm Ω 105.73 
Xs Ω 1.808 
Rs Ω 0.783 
Rr Ω 0.984 
Xr Ω 2.544 
cf Nm 0 
cs Nm 0 
cc Nm 0 
J kgm2 0.0115 
Table 6.5: Bathfp circuit deﬁnition: AC induction motor model inputs 
6.2 Steady-state 
The steady-state behaviour of the test rig has been simulated at three diﬀerent demand 
speeds, and three valve angles. In each case, the results of the simulations have been166 
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parameter units value

Vmax V 450 
fmax Hz 50.2 
Table 6.6: Bathfp circuit deﬁnition: frequency inverter model inputs

parameter units value

pipe diameter mm 34.3 
pipe length m 16.16 
relative roughness 
additional K factor m 
5.5 × 10−5 
1.55 − 1.86(+1.087) 
Table 6.7: Bathfp circuit deﬁnition: pipe model inputs

parameter units value

K factor 0.73 
outlet diameter mm 34.3 
Table 6.8: Bathfp circuit deﬁnition: return line pressure loss model inputs 
compared against measured test rig data. This data is the same as that used in chapter 
4 to determine the pump characteristic, where it is labelled “test 2”, and was obtained 
during week 113 of the project. This validation represents a number of “spot checks” 
of the simulation performance against the measured data. 
Two initial simulations have been conducted to examine the steady-state behaviour of 
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parameter units value

inner diameter mm 34.3 
length m 15 
Table 6.9: Bathfp circuit deﬁnition: return line volume model inputs

temperature density kinematic viscosity 
(◦C) (kg/m3) (cSt) 
15 999.1 1.152 
20 998.2 1.023 
25 997.1 0.909 
30 996.6 0.820 
Table 6.10: Bathfp circuit deﬁnition: ﬂuid properties 
the full rig simulation as shown in ﬁgure 6.1 (a) when the motor demand speed is set to 
the maximum. The ﬁrst uses K = 1.55 in the pipe model, the second K = 1.86, and in 
both the valve angle is set to zero. These simulations, labelled hereafter as simulations 
1 and 2, are intended to predict the behaviour of the whole rig and to validate the 
motor model as well as the hydraulic circuit model. They are compared against test 
rig data from what is labelled hereafter as test 1. 
Subsequent tests use the circuit shown in ﬁgure 6.1 (b), where the pump speed is 
supplied by the duty-cycle model. This is set to the same as the measured steady­
state pump speed, in order to validate the hydraulic circuit independently of the motor 
model. Table 6.11 lists the various tests and simulations from which the data has been 
collected, as well as the demand pump speed and measured valve angle. For simplicity, 
this naming convention will be used throughout the following section. 
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test number simulation number demand speed valve angle 
(rev/min) (◦) 
1 1 3000 0 
2 3000 0 
3 3000 0 
4 3000 0 
5 3000 33 
6 3000 60 
2 7 2400 0 
8 2400 35 
9 2400 60 
3 10 1800 0 
11 1800 35 
12 1800 61 
Table 6.11: deﬁnition of Bathfp simulations and test rig data for steady-state validation 
6.2.1 Comparison of Bathfp and test rig data 
Each of the simulations has been compared to the test rig data using eleven parameters. 
These are: 
1. pump shaft speed, ω 
2. pump load torque, Tl 
3. system ﬂow rate, Q 
4. pump inlet pressure, ppump,in 
5. pump outlet pressure, ppump,out 
6. pump pressure rise, δppump 
7. pump non-dimensional ﬂow, φ 
8. pump non-dimensional pressure rise, ψ 
9. pump non-dimensional torque, τ 
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10. pump eﬃciency, η 
11. valve outlet pressure, pvalve,out 
Simulations including motor model 
Tables 6.12 and 6.13 detail the comparison between the simulations and test rig data 
where the motor model has been used. 
parameter units simulation test % diﬀ. 
1 1 
ω rev/min 2965 2971 0.19 
Tl Nm 28.6 28.6 0.07 
Q L/min 560.0 562.9 0.51 
ppump,in 
ppump,out 
bar 
bar 
−0.02 
5.42 
−0.02 
5.50 
3.30 
1.38 
δppump bar 5.45 5.52 1.36 
φ 0.050 0.050 0.33 
ψ 2.10 2.12 0.98 
τ 0.18 0.18 0.31 
η 0.57 0.58 1.61 
pvalve,out bar 0.37 0.41 9.45 
Table 6.12: comparison of Bathfp simulation 1 and test rig data 1 
The presented data show that the simulation is capable of predicting the overall rig 
performance to a good degree of accuracy. In both of the cases presented here, the 
model predicts the pump speed to less than 0.2% of the measured data. The resulting 
ﬂow rate for the ﬁrst case is then around 0.5% diﬀerent from the measured, while 
increasing the pipe K factor to allow for the coupling alignment increases this error to 
1.8%. The pump pressure rise in case 1 is less than 1.4% diﬀerent, and this reduces 
to less than 1% diﬀerence using the increased K factor. The valve outlet pressures see 
the largest diﬀerence between simulated and measured results. For simulation 1 the 
diﬀerence is as much as 9.5%, but this reduces signiﬁcantly to less than 0.5% when the 
K factor is increased. 
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parameter units simulation test % diﬀ. 
2 1 
ω rev/min 2965 2971 0.19 
Tl Nm 28.5 28.6 0.41 
Q L/min 553.0 562.9 1.76 
ppump,in 
ppump,out 
bar 
bar 
−0.02 
5.44 
−0.02 
5.50 
0.72 
0.96 
δppump bar 5.47 5.52 0.96 
φ 0.049 0.050 1.58 
ψ 2.10 2.12 0.58 
τ 0.18 0.18 0.04 
η 0.57 0.58 2.12 
pvalve,out bar 0.37 0.41 0.43 
Table 6.13: comparison of Bathfp simulation 2 and test rig data 1 
In both cases, the pump non-dimensional parameters agree well between the simulated 
and measured results. For case 1, all of the parameters show a less than 1% diﬀerence, 
although for case 2 the diﬀerence in the non-dimensional ﬂow rate, φ increases to 1.6%. 
It is clear that both cases 1 and 2 represent the overall performance of the rig well. If 
the system ﬂow rate is taken as the best overall indicator of simulation accuracy, then 
case 1 can be seen to be more representative of the measured performance. Therefore, 
for the following simulations, where the pump speed is input, the pipe K factor has 
been set to K = 1.55 as in case 1. 
Figure 6.3 shows the variation in percentage diﬀerence between simulated and measured 
data for four key parameters for three diﬀerent pump demand speeds. It is clear that 
the best match between simulation and measured data is seen when the demand speed 
is at a maximum for all of the parameters shown, save for the pump pressure rise. At 
50Hz demand speed, the ﬂow rate error is less than 1%, but this increases to as much 
as 2.5% at 30Hz. The torque sees an increase from around 0.1% to 4.5%, and the valve 
outlet pressure from 9.5% to 11%. 
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Figure 6.3: percentage diﬀerence between simulated and rig data against pump demand 
speed for a valve angle of zero 
Simulations without motor model 
Table 6.14 details the comparison between the simulations and test rig data where the 
motor model has not been used, but instead the pump speed is set according to that 
measured during the corresponding test for a pump demand speed of 50Hz and zero 
valve angle. 
It can clearly be seen that using the exact pump speed from the measured test data has 
improved the correlation between the predicted and measured ﬂow rate from a 0.5% 
diﬀerence to a 0.3% diﬀerence. The predicted pump pressure rise is within 1% of the 
measured, although the non-dimensional parameters are very similar to those predicted 
using the motor model. The pressure at the valve outlet is also slightly closer to the 
measured value than in the case with the motor model, a 9% diﬀerence compared to 
9.5% previously. 
The results for the subsequent simulations and their comparison to equivalent test rig 
data are not presented in full here. Instead, the comparisons between the simulation 
and test rig data for the cases where the pump speed and valve angle are varied are 
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parameter units simulation test % diﬀ. 
3 1 
Tl Nm 28.7 28.6 0.31 
Q L/min 561.1 562.9 0.31 
ppump,in 
ppump,out 
bar 
bar 
−0.02 
5.44 
−0.02 
5.50 
3.72 
1.00 
δppump bar 5.47 5.52 0.98 
φ 0.050 0.050 0.32 
ψ 2.10 2.12 0.98 
τ 0.18 0.18 0.32 
η 0.57 0.58 1.60 
pvalve,out bar 0.37 0.41 9.08 
Table 6.14: comparison of Bathfp simulation 3 and test rig data 1 
presented in terms of selected representative trends within the results. 
Figures 6.4 through 6.6 show the changes in the percentage diﬀerences between simu­
lated and measured data for four of the key system performance parameters as a result 
of closing the valve at three demand operating speeds. In each case, the simulation 
pump speed has been set to match the measured pump speed. 
In general, it can be seen that, for each of the three pump demand speeds presented, the 
diﬀerences between simulated and measured torque, ﬂow rate and valve outlet pressures 
increase signiﬁcantly as the valve closes. The torque diﬀerence increases from around 
1% in each case at zero valve angle to around 5 to 10% at 60◦ . The ﬂow rate increases 
from around 1% to around 10%, whereas the valve outlet pressure exhibits the largest 
change, from around 10% at valve open to 18% at 50Hz, 27% at 40Hz and 35% at 
30Hz. The maximum error for the 40Hz case occurs when the valve angle is 35◦, where 
the error reaches just under 40%. 
It can be shown that the non-dimensional parameters follow a very similar trend to 
their dimensional counterparts, as is expected given the fact that the pump speed is 
set to the exact, correct value. Figures 6.7 and 6.8 show graphs of the non-dimensional 
pressure-ﬂow and hydraulic power-torque characteristics, overlaid with the simulation 
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and test rig data points for all of the cases mentioned above. It is clear that the 
simulated data points lie on the measured characteristic, as is expected due to the 
modelling method employed (see chapter 4). The measured test rig data points exhibit 
signiﬁcantly greater scatter, in a similar fashion to the raw test results presented in 
chapter 4, from which the characteristics were derived. It serves as a clear example of 
one of the limitations of the accuracy of this method, as the characteristic used in the 
model can only estimate the exact performance at any given point. 
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Figure 6.4: percentage diﬀerence between simulated and rig data against valve angle 
for demand speed of 50Hz 
Figures 6.9 and 6.10 show the same comparison, but using the dimensionalised pressure­
ﬂow and hydraulic power-torque data. Again, the comparison between the simulated 
and measured data is good across the full range of points. The most noticeable deviation 
of the simulated results from the measured data occurs in ﬁgure 6.10 at lower ﬂow rates, 
resulting in a poor local ﬁt of the linear trend to the test data (see chapter 4). 
6.2.2 Optimisation of the model 
Three optimisation studies have been conducted on the Bathfp simulation of the test 
rig. Given the uncertainty in the values of the K factor for the couplings as a result 
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Figure 6.6: percentage diﬀerence between simulated and rig data against valve angle 
for demand speed of 30Hz 
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Figure 6.9: comparison of simulated results, measured test data, and measured dimen­
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of their longitudinal alignment, the uncertainty in the exact length of each of the 
pipe sections, and the measurement accuracy of the valve angle transducer, these three 
quantities have been optimised for the three valve open cases described in section 6.2.1. 
The Tabu-based optimisation routine developed for use with Bathfp by Connor and 
Tilley [72] has been used to evaluate the best pipe K factor, pipe length and valve angle 
in order to match the simulation ﬂow rate to the measured data. Table 6.15 details the 
optimum values of these parameters. 
simulation number parameter units original value optimum value

13 additional pipe K factor 1.55 1.46 
14 pipe length m 16.160 15.985 
15 valve angle ◦ 0 1.79 
Table 6.15: results of optimisation of pipe K factor, pipe length and valve angle 
0 1 2 3 4 5 6 
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Figure 6.10: comparison of simulated results, measured test data, and measured di­
mensional hydraulic power-torque characteristic 
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The optimisation of each of these variables reduces the error in ﬂow rate to an almost 
negligible degree, although has no signiﬁcant eﬀect on the other parameters. The valve 
outlet pressure error reduces from around 9% to 8.5%, although the pump pressure rise 
increases from 0.98% to 1.1%. 
6.2.3 Discussion 
From the results presented in section 6.2.1, it can be seen that the full system simulation 
is capable of predicting the behaviour of the rig to within an acceptable accuracy with 
the valve at its fully open position. The accuracy of the simulation reduces as the pump 
demand speed decreases from the design speed of the motor. This is most probably 
due to the accuracy of the motor modelling parameters supplied by the manufacturer 
and obtained from tests (details in chapter 4), which were supplied and measured on 
the assumption that the motor is operating at full speed and under full load. More 
research needs to be conducted to assess the suitability of the The´venin circuit model 
for motors driven from variable frequency supplies. 
When the hydraulic circuit is analysed independently of the motor model, using the 
measured pump speed as the input to the pump model, the system simulation has been 
shown to agree well with the measured test data, especially in the maximum demand 
speed and zero valve angle case. The additional pipeK factor, which has been included 
to model additional pressure losses from the couplings and bend, was known to lie in 
the range 1.55 < K < 1.86, although the indeterminate relative longitudinal alignment 
of each of the couplings meant that this could not be known exactly. The simulations 
have shown that the lower boundary of this range produced the best match of system 
performance, when the ﬂow rate was used as the primary comparison. Optimisation 
of the K factor value suggested a lower value of K = 1.48 resulted in an almost exact 
match of ﬂow rate to the measured data, and a similar match could be obtained by 
changing the pipe length or valve angle. What is clear is that, even if such an optimi­
sation is performed, the system simulation is still capable of modelling the measured 
performance of the rig to a good degree of accuracy. 
The least satisfactory parameter in each of the comparisons of simulation and test rig 
data is undoubtedly the pressure at the valve outlet. At the maximum demand speed 
and valve angle of zero the pressure at the valve outlet was around 9% diﬀerent to the 
measured data. As the valve was shut oﬀ, this diﬀerence was increased further to as 
much as 18% for the maximum speed case, although when the demand speed was set 
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to 40Hz this maximum error reached as high as 40%. This is clearly signiﬁcantly worse 
than the other performance indicators. 
It has been suggested that such a large diﬀerence is perhaps not surprising, given the 
way in which the return line is modelled, the uncertainty over the accuracy of the valve 
model, and the very low pressures which are recorded at the valve. The return line has 
been modelled as a simple K factor, assuming that the pressure-ﬂow relationship can 
be reduced to a square law. Such an assumption is known to be true in the main, but 
can break down in the transition region and under highly cavitating conditions. Such 
conditions were noted to be prevalent at valve angles between 40◦ and 60◦ [71]. Test 
3 and simulation 12 recorded ﬂow rates of less than 100L/min, which is known to lie 
outside of the accurate range of the ﬂow meter, reducing conﬁdence in the accuracy of 
this measurement. The inlet line can also be shown to suﬀer from reducing accuracy 
with reducing ﬂow rate or increasing valve angle. This element of the system model has 
been modelled in the same manner as the return line. Again, the measured pressure 
levels in this part of the system are very low, and the measurements were shown to 
suﬀer from a signiﬁcant amount of scatter (see chapter 4). 
From the non-dimensional and dimensional pump characteristic curves, the pump 
model has been shown to accurately represent the measured behaviour. The com­
parison of the dimensional hydraulic power-torque plot (ﬁgure 6.10) showed that in the 
low ﬂow rate conditions, the simulated torque was signiﬁcantly diﬀerent to the mea­
sured. This could clearly be attributed to the accuracy of the linear ﬁt applied to the 
data to form the model. The non-dimensional pressure-ﬂow curve again highlights how 
the measured data at a given point can in fact lie oﬀ the average ﬁtted characteristic 
curve, and hence result in an error between measured and simulated data at that point. 
This underlines the main limitation of the modelling method, that the accuracy of any 
simulation is subject to the degree of scatter which is present in the data from which 
the characteristics are derived. 
The results presented here suggest that the system model is capable of accurately 
describing the steady-state performance of the test rig. It does however suggest that 
the K factor method for modelling both the inlet and return line may not be wholly 
suitable for analysing the steady-state behaviour at certain conditions, most notably 
low ﬂow rates as a result of larger valve angles. 
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6.3 Dynamic 
One aspect of the dynamic behaviour of the test rig has been examined in order to 
validate the models. The test rig has been used to record the system response to 
acceleration of the pump from rest to its maximum operating speed with the valve 
fully open. The pump controller was set up to carry out these operations at the 
maximum permissible rate, which resulted in an acceleration time of 2.34s from rest 
to 2968rev/min. The pump and pipes were fully primed at the beginning of the tests. 
Figure 6.11 shows the time history of the pump pressure rise, ﬂow rate, pump speed 
and torque for the test. Note that the data has been normalised by their respective 
maximum values in order to reduce the data to a single plot. 
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Figure 6.11: results of pump acceleration test 
Two initial simulations of the test rig were conducted in order to tune the pipe K 
factor to match the steady-state ﬂow rate at the end of the acceleration test to the 
measured data. This allowed all subsequent validation simulations to be conducted 
with the correct boundary conditions. 
In a similar fashion to the steady-state validation, two initial simulations were con­
ducted to analyse the full system simulation using the motor model developed in chap­
ter 5, using the Bathfp circuit described in ﬁgure 6.1 (a). Three subsequent simulations 
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were conducted using the circuit described in ﬁgure 6.1 (b). These use the measured 
pump speed as an input, in order to validate the hydraulic system model independently 
of the motor model. The ﬁrst of these cases uses both the dynamic pump model, which 
includes an inertia term to account for both the pump and the reducing section, as 
discussed in chapter 5, and the dynamic pipe model. This allows analysis of the impact 
of including pump inertia in the system simulation. The second simulation uses the 
dynamic pipe model with the steady-state pump model, in order to assess the impact 
of pipe inertia on the rig behaviour. Finally, the third simulation uses the steady-state 
pump and pipe models, which do not include inertia eﬀects. This simulation shows the 
predicted steady-state behaviour of the system, and is useful in order to assess if the 
rig behaviour can be simpliﬁed to the steady-state. 
Table 6.16 details the tests and simulation which have been conducted. The naming 
convention given is used hereafter to refer to the test and simulation data. The following 
section details the comparison between the measured test data and the simulation data. 
test no. simulation no. motor model pump model pipe model input

1 1 D D D step 
2 D D D ramp 
3 S D D ramp 
4 S S D ramp 
5 S S S ramp 
Table 6.16: deﬁnition of Bathfp simulations and test rig data for dynamic validation 
(“S” denotes a steady-state model, “D” a dynamic model) 
6.3.1 Comparison of Bathfp and test rig data 
Figure 6.12 shows the simulated pump speed for simulations 1 and 2 and the measured 
pump speed from test 1. Simulation 1 was conducted with a step input from rest to the 
maximum demand speed of 50.2Hz, occurring at the point in time when the measured 
pump speed is ﬁrst seen to increase. Simulation 2 used a two stage ramp input of 
demand speed, based on the measured pump shaft speed. It is clear that simulation 1 
represents an unrealistic case where the pump reaches its full speed in around 0.2s. The 
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resultant maximum torque in this case was more than 200Nm, requiring an input power 
in excess of 40kW. Such an acceleration would of course in practice be impossible, and 
the motor model does not include any non-linearities to model behaviour outside of the 
typical operating conditions. 
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Figure 6.12: comparison of measured pump speed and simulated pump speed using 
dynamic motor model for acceleration tests 
Whilst simulation 1 does not represent a realistic pump acceleration, it can be seen that 
simulation 2 does. The pump speed is oscillatory in the initial stage of the acceleration 
until around t/t0 = 0.3. The resultant pressure, torque and ﬂow plots also display 
oscillatory behaviour as a result. Thereafter, all of the parameters follow a similar 
trend to those measured in test 1. However, as the actual input signal to the motor 
from the inverter is unknown and not easily measured, these results are subject to a 
signiﬁcant amount of uncertainty. They do show that the motor model can be used in 
conjunction with the hydraulic circuit simulation to predict the general behaviour of 
the system. 
The measured pump speed has been used as the input to all subsequent simula­
tions. Figure 6.13 shows a comparison between the measured data and that input 
in Bathfp. It can be seen that the two are in close agreement from around 500rev/min 
to 3000rev/min. At lower speeds the shaft speed sensor has been shown to be in­
accurate. It can also be seen from the ﬁgure that the speed sensor has a minimum 
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measurement speed of around 115rev/min, which, after ﬁltering, has resulted in the 
measured data curve not starting from zero. 
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Figure 6.13: comparison of measured pump speed and input to Bathfp for acceleration 
tests 
Figures 6.14 through 6.16 present the predicted pump pressure rise, ﬂow rate and 
pump torque for simulations 3, 4 and 5 and the measured data from test 1. The results 
show clearly that the simulated pressure rise from each of the simulations follows the 
measured data closely, although closer inspection reveals that the full dynamic simula­
tion and pipe only dynamic simulation provide a much closer match to the measured 
data than the steady-state simulation. In order to clarify this, the error between each 
simulation result and the measured test data is shown in ﬁgure 6.17. 
The plot of ﬂow rate shows a much clearer diﬀerence between simulations 3, 4 and 5. 
The two simulations which use the dynamic pipe model follow the test data much more 
closely, although it is very diﬃcult to distinguish any diﬀerence between simulations 
4 and 5. The measured ﬂow rate shows a similar behaviour to the shaft speed. Flow 
rates below 100L/min are outside the accuracy of the ﬂow meter, and it is incapable of 
measuring ﬂows less than 30L/min due to friction in the turbine. The measured data 
is shown to start from a minimum of around 60L/min due to the way in which the 
data has been ﬁltered. Above 100L/min, the simulated and measured data show good 
agreement. 
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Figure 6.14: comparison of measured and simulated pump pressure rise for acceleration 
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Figure 6.15: comparison of measured and simulated ﬂow rate for acceleration tests 
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Figure 6.16: comparison of measured and simulated pump torque for acceleration tests 
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Figure 6.17: error between measured and simulated pump pressure rise for acceleration 
tests 
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Figure 6.16 shows a good agreement between all the simulated data and the measured 
data in terms of rate of increase of torque. The predicted torque from simulation 5 
appears to model the measured data more closely in terms of absolute value, but the 
data from simulations 3 and 4, which are very similar, show a more consistent match in 
gradient over the full acceleration. Figure 6.18 shows the error between the test data 
and each of the simulated data sets, again to clarify the diﬀerences in each case. It is 
clear that steady-state simulation 5 shows the closest agreement to the test data, and 
that there is little diﬀerence between simulations 3 and 4. However, closer inspection 
of ﬁgure 6.16 shows that the data from simulations 3 and 4 follow the trend of the 
measured data more closely over the full range. 
3 
2.5 
2 
1.5 
1 
0.5 
0 
−0.5

time (s)

0 1 2 3 4 5 
simulation 3 
simulation 4 
simulation 5 
Figure 6.18: error between measured and simulated pump torque for acceleration tests 
There is a clear lag between the measured torque and the simulated torque from simu­
lations 3 and 4. This can be attributed to the fact that the torque meter measures the 
torque produced by the motor, not the load torque from the pump. The diﬀerence in 
the two accounts for the rate of acceleration, following equation 4.35. The estimated 
motor torque can be found by re-arranging equation 4.35, and calculating the measured 
rate of change of pump speed with time, ω˙. Figure 6.19 shows a comparison of the 
measured torque to the estimated motor torque from simulation 3 data using an iner­
tia value of 0.0115kg/m2, which is similar to that predicted for the motor and pump. 
It can be seen that this analysis results in a very good match between the measured 
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and simulated torque data. Oscillations in the derived motor torque are as a result of 
numerical diﬀerentiation of the motor speed data. 
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Figure 6.19: comparison of measured and simulated motor torque for acceleration tests 
In order to ascertain if the rig behaviour during pump acceleration follows the steady-
state characteristic, and can eﬀectively be considered a quasi-steady operation as sug­
gested by Thanapandi et al [18,38], the test results have been plotted as loci on a ψ/φ 
and a τ/φψ plane. Figures 6.20 and 6.21 show these plots, superimposed on top of the 
steady-state characteristic curves, themselves generated from the simulation 5 data. 
In each case, letters have been used to indicate chronologically ordered points on the 
graphs to aid their interpretation. The torque coeﬃcient, τ , has also been calculated 
for the simulation 5 data using the estimated motor torque. 
Consider ﬁgure 6.20. The region A to D indicates a highly oscillatory period during the 
early stages of the acceleration up to around 1.5s, corresponding to the acceleration to 
around 1000rev/min. In this region, there is little information to be gained. The region 
D to E indicates the majority of the acceleration period, and the measured data can 
be seen to follow reasonably closely to the predicted steady-state trend, given that the 
steady-state characteristic is derived from experimental data which is itself subject to 
signiﬁcant scatter. The measured line can be seen to settle onto the same steady-state 
operating point as predicted by the simulation at point E. 
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Figure 6.20: comparison of measured non-dimensional pressure-ﬂow characteristic to 
simulated data for acceleration tests 
The hydraulic power-torque plot, ﬁgure 6.21, can be analysed in the same way. Again, 
the region A to F indicates a highly oscillatory region in the initial stages of the 
acceleration. Point F corresponds to a time of around 1.7s, where the shaft speed 
is around 1500rev/min. It could be suggested that the region A to F lies outside 
of any accurate analysis due to its oscillatory nature. The region F to G describes 
the acceleration from 1500rev/min to 3000rev/min, where it can be seen that the 
measured torque is signiﬁcantly greater than that predicted for the steady-state pump 
load torque. Once the pump reaches its maximum speed, then the measured non-
dimensional hydraulic power-torque plot drops on to the predicted steady-state line, 
and settles on the correct steady-state operating point, indicated by the region G to 
I. The measured torque can be seen to follow the simulated motor torque curve more 
closely than the load torque curve, suggesting that the model and experimental data 
are in closer agreement than is shown by the load torque data. 
Whilst the data presented in ﬁgure 6.20 suggests that the pump behaviour in terms of 
pressure and ﬂow rate can be described as quasi-steady-state, it is diﬃcult to discern 
if the same can be said for the torque. It is instructive to examine the time histories 
of each of the non-dimensional parameters also. Figures 6.22 through 6.24 show how 
φ, ψ and τ respectively change with time. The measured data is compared to the 
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Figure 6.21: comparison of measured non-dimensional hydraulic power-torque charac­
teristic to simulated data for acceleration tests 
simulated data from simulations 3 and 5. Once again, the torque data from simulation 
3 is presented for both the load and motor torques. Simulation 4 can be shown to 
follow nearly exactly the same trend as simulation 3. 
In the case of ﬁgure 6.22 and 6.23, it is clear that the simulated data from simulation 
3 ﬁts well to the measured data, whilst the steady-state simulation 5 can be seen to 
follow quite a diﬀerent trend. Figure 6.24 shows a much more clear diﬀerence between 
the measured data and that from simulation 3 in terms of absolute values, although 
they both clearly follow a similar trend. At time 3s, at the point when the acceleration 
has ﬁnished, there is a clear shift in the measured data, whereafter it matches the 
simulated data well. 
6.3.2 Discussion 
The Bathfp simulations of the test rig during pump acceleration can be seen to represent 
the measured behaviour in terms of pump pressure rise, ﬂow rate and torque. Using 
a ramp input of demand speed to the dynamic motor model, the simulation follows 
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Figure 6.22: comparison of measured non-dimensional ﬂow rate to simulated data for 
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Figure 6.23: comparison of measured non-dimensional pressure rise to simulated data 
for acceleration tests 
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Figure 6.24: comparison of measured non-dimensional torque to simulated data for 
acceleration tests 
similar trends in each of the parameters to the measured data once the pump speed 
has settled from its oscillations during the initial acceleration period. However, as 
the motor parameters used for the modelling and the actual change in motor speed 
demand are subject to uncertainty, it is diﬃcult to determine the accuracy of the 
hydraulic system model. 
In order to examine this, the motor model was replaced by a direct input of the mea­
sured pump speed. The pressure rise can be seen to be accurately predicted by each 
of the simulations, although the dynamic pipe model is the most appropriate as pres­
sure rise data from simulations 3 and 4 match the measured data best. The fact that 
the steady-state model in simulation 5 predict the pressure rise well is most likely at­
tributable to the fact that both the dynamic and steady-state pipe models account for 
ﬂuid compressibility, and that the simulations have been conducted with a suitable ﬂuid 
bulk modulus value. The plot of pressure coeﬃcient, ψ, against time clearly indicates 
that the system model is capable of capturing the measured pressure rise of the pump 
during the acceleration. 
It has been shown that the ﬂow rate is most accurately represented by the dynamic 
model, although it is clear that the inclusion of the pump and reducing section inertance 
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has little eﬀect on the results. This is not surprising, given that the system inertance 
has been shown to be several orders of magnitude greater. The measured ﬂow rate 
can be seen to lag the simulated data in the initial and ﬁnal stages of the acceleration. 
This might be expected due to the nature of turbine ﬂow meters. They are well 
known to suﬀer from slow response during transient measurement, during which time 
their accuracy is questionable. It is possible that optimisation of the system model, 
especially in terms of the pipe length, could improve the ﬁt between measured and 
simulated data. The plot of the ﬂow coeﬃcient, φ, against time clearly indicates that 
the system model is capable of capturing the trend of the measured data very well. 
From the comparison of the measured and simulated pressure-ﬂow non-dimensional 
characteristic, it is clear that the model captures the measured behaviour of the system. 
It would suggest that the measured pressure rise and the ﬂow rate show that, during 
an acceleration of this nature, the pump behaves as a quasi-steady-state component, 
and that ﬂuid inertance within the pipe is the only dynamic property which needs 
to be considered. The measured data has been shown to lie along the steady-state 
characteristic curve, within the scatter of the measured data from chapter 4. 
The measured motor torque and predicted pump load torque have been shown to 
compare favourably in terms of trend during the acceleration period. By accounting 
for the torque required to facilitate the acceleration, the simulated motor torque data 
has been shown to match the measured data well, assuming a value of system inertia 
which is within the expected range. From the non-dimensional data, it can be seen 
that the predicted trend of the torque is similar to the measured data. The measured 
value of τ is shown to lie within those calculated using the simulated load and motor 
torques. Given the uncertainty over the accuracy of the torque meter under transient 
operations and the oscillatory nature of its measurement due to axial misalignment 
from its installation, the comparison of the measured and predicted trends is good. It 
is suggested therefore that the torque characteristic of such a pump during such an 
acceleration can be considered to be quasi-steady-state. 
6.4 Closure 
Bathfp has been used to simulate the performance of the test rig during both steady-
state and dynamic operations. This has been done to validate each of the modelling 
tools which have been developed for the motor, pump and other hydraulic components. 
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The steady-state validation was carried out in order to check that the system simula­
tion was capable of capturing the measured operating conditions, before the dynamic 
simulations examined the ability of the simulation to predict the rig behaviour during 
pump acceleration. 
The steady-state validation work was conducted in two stages. The ﬁrst looked at the 
rig behaviour using a full system simulation including the steady-state motor model. 
This simulation was capable of predicting the measured pump speed to less than 1% 
diﬀerence from the measured data, which resulted in predicted pump torque, ﬂow 
rate and system pressures within 3.5% of the measured data, save for the valve outlet 
pressure which was within less than 10%. 
The motor model was replaced by a direct input of the pump speed in order to separate 
validation of the hydraulic system model from the motor model. This improved the 
comparison of predicted and measured data by a small margin. Steady-state validation 
has been carried out at three pump speeds, and for each of these at three valve angles. 
In each case, the simulated data compared well to the predicted data, although it was 
shown that the accuracy reduced as the valve shut. The data were compared to both the 
measured dimensional and non-dimensional characteristics, and all points were shown 
to agree well. 
For the dynamic validation, the rig was used to measure the pump behaviour during 
acceleration from rest to its maximum operating speed with the valve fully open. Five 
simulations were conducted. The ﬁrst two examined the behaviour of the simulation 
using the dynamic motor model, and the latter three used the measured pump speed 
as the input. The motor model was shown to give good agreement between measured 
and simulated data when a ramp demand speed input was applied, although, as the 
nature of the actual ramp employed for the test data is unknown, it is diﬃcult to assess 
how well the data compare. 
Again, the motor speed was used as an input to the pump model in order to separate 
the eﬀects of the motor model from the hydraulic system model. The three simulations 
assessed the rig behaviour using diﬀerent combinations of models in order to ascertain 
if the dynamic rig behaviour could be considered quasi-steady-state, or if pump and 
pipe ﬂuid inertances were important. Comparison of the measured and simulated data 
showed that the pipe inertance is of greatest importance, and that ﬂuid inertia within 
the pump is insigniﬁcant in terms of the system response. It was clear that the steady-
state pipe model was not suﬃcient to capture the behaviour of the rig, but that the 
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pump pressure rise, ﬂow rate and torque all behave as quasi-steady-state during such 
a pump acceleration. 
This validation of the component models has shown that, when combined to model a 
real system, they can be used to predict the system performance to a good degree of 
accuracy. The system pressure loss models developed from the measured data have 
been shown to be suitable for assessing the steady-state behaviour of the test rig. It 
is clear that for such a system, the pump inertia is not signiﬁcant when compared to 
the inertia of the pipe, and that the steady-state pump model can be used to predict 
system behaviour during transient pump operations, provided that a suitable pipe 
model is used. 
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Chapter 7 
System Modelling and Simulation

The component models developed in chapters 4 and 5, and validated in chapter 6 
have been extended to examine the behaviour of the aircraft fuel system described in 
chapter 3. This allows the impact of the control schemes discussed in chapter 3 on the 
system performance to be analysed. This chapter describes the development of the fuel 
system deﬁnition from the general description given in chapter 3 to include a description 
of the physical ﬂuid-mechanical network and pump deﬁnition for the trim to centre 
transfer and the subsequent Bathfp simulations. Validation of the models has been 
accomplished using the test rig and water as the working ﬂuid. This validation process 
and the validity of the extension of the models to jet fuel and operating conditions at 
high altitude are discussed in the following chapter. 
Current fuel system health monitoring principles are also discussed. Whereas these 
concepts tend to focus on health monitoring at the component or even functional level, 
they do not usually consider the behaviour of the system. It is proposed that a system 
simulation such as that presented here could form the basis of a health monitoring 
tool, which could be used in service to inform maintenance of components and preempt 
failures. The system could conceivably use minimal measurements of electrical inputs 
to predict system behaviour and compare the simulated performance against normal 
operation. This chapter presents these concepts in relation to the aircraft fuel system 
presented in chapter 3, and discusses their possible implementation. 
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7.1	 Development of the generic aircraft fuel system deﬁ­
nition 
The fuel system for the generic aircraft described in chapter 3 has been deﬁned in terms 
of the ﬂuid-mechanical network and pump speciﬁcation in order to model the system 
in Bathfp. The following section describes this deﬁnition method. 
7.1.1	 Fluid-mechanical network 
The physical layout of the pipework is based on information from industry and several 
basic assumptions about the structure of the generic aircraft. Figure 7.1 is a plan 
drawing of the aircraft, showing the fuselage frames and wing ribs used to deﬁne the 
pipe path from the THS to the centre tank. From the information supplied from 
industry, the fuselage frame spacing and wing rib spacing were set. This allowed a 
deﬁnition of the pipework path, and the position of bends and couplings. The deﬁnition 
of the tanks is taken directly from those used for the AMPEC/CGFlight simulations 
in chapter 3. 
It should be noted that this deﬁnition is not intended to represent an actual, ﬁnished 
design for a fuel system, or a particular real-world aircraft. It is to only be used for 
this analysis as an example of a representative system. 
The trim to centre transfer pipe has been assumed to be 1.5′′ (38mm) in diameter, 
whereas the refuel gallery is 2′′ (51mm). This has been set as a result of simulations 
of the ground refuel, conducted as a part of the Active Valve project. The transfer is 
achieved by two centrifugal pumps in the trim tank, via two ball valves, as described in 
chapter 3. These are labelled valves N and M, and they and the trim to centre transfer 
route are highlighted in ﬁgure 7.2. 
7.1.2	 Transfer pump speciﬁcation 
The centrifugal pump modelling technique described in chapter 4 can be applied to an 
aircraft fuel system trim transfer pump. Clearly the characteristic deﬁnition used for 
the test rig modelling is inappropriate, so instead a characteristic deﬁnition has been 
derived using the speciﬁcation given in table 7.1. Since little is known about typical 
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Figure 7.1: layout of transfer pipe network for ﬁctitious aircraft deﬁnition 
drive operating speeds, the maximum drive speed has been set to 3000rev/min, as 
would be expected for a two pole AC induction motor. The pressure requirements have 
been set according to general information from industrial partners, and the ﬂow rate 
according to those recorded in the AMPEC/CGFlight simulations. 
Whereas the deﬁnition of the test rig pump in chapter 4 used a known operating 
pressure value, p1, here it has been deﬁned with respect to the system ﬂow rate using 
the value of the estimated system K factor, ksystem. The value of this has been set 
from some initial Bathfp simulations of the fuel system, where the pipe pressure-ﬂow 
characteristic was calculated. The ﬂuid density has been set to that for Jet A-1 fuel 
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Figure 7.2: fuel system layout, with trim to centre transfer route emphasised

parameter units value

impeller radius mm 150

p0 bar 1

ksystem bar(L/min)
2 5.263 × 10−5

q1 L/min 54

T0 Nm 0.07

ηmax % 80

n1 rev/min 3000

ρ kg/m3 851.5

Table 7.1: aircraft fuel system transfer pump model inputs
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ψ

at −55◦C, as this is representative of the minimum expected fuel temperature during 
a long-haul ﬂight at high altitude. Figures 7.3 through 7.5 show the non-dimensional 
pressure-ﬂow, torque-hydraulic power and ﬂow-eﬃciency curves of the pump. 
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Figure 7.3: non-dimensionalised pressure-ﬂow characteristic of trim to centre transfer 
pump 
7.1.3 Extension of the pump model 
In order to fully capture the behaviour of a fuel transfer pump accurately, the model 
developed in chapter 4 may need to be extended to include a dependence on altitude. 
The characteristics of fuel pumps are known to change signiﬁcantly with altitude [10], 
due to changes in the fuel density and the vapour pressure. During a climb to altitude, 
the external temperature will reduce signiﬁcantly and the atmospheric temperature 
will fall (see equations 3.4 and 3.5 in chapter 3). At some point, the atmospheric 
pressure will reach the vapour pressure of lighter fractions of the fuel, resulting in 
rapid vapour release, or boiling. Eventually, the vapour pressure will fall as light 
fractions of the fuel evaporate and vent to atmosphere, and the atmospheric and vapour 
pressures will reach an equilibrium point. This process is known as “weathering” of the 
fuel. During the model development and validation work, such behaviour could not be 
generated. The tank in the test rig is capable of withstanding a vacuum of 0.5bar below 
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Figure 7.4: non-dimensionalised torque-hydraulic power characteristic of trim to centre 
transfer pump 
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Figure 7.5: non-dimensionalised eﬃciency-ﬂow characteristic of trim to centre transfer 
pump 
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atmospheric. It can be shown that conducting tests under these conditions would be 
equivalent of analysing the pump and system performance at around 26000ft (8000m) 
altitude. Information from industry suggests that over such a range there would be 
negligible change in the pressure-ﬂow relationship. Since the modelling methods provide 
a means to change both the fuel density, atmospheric pressure and vapour pressure with 
time, it is quite possible that the simulations could capture the changes in the pump 
performance with altitude. 
In the following section, the simulations which are presented are intended to predict 
the system behaviour during cruise, where the altitude and hence pump characteristic 
will be constant. It is therefore assumed that the characteristic deﬁned in section 7.1.2 
is suitable for the pump at the cruise altitude. If analysis was also to be conducted 
at lower altitudes, such as during the climb period, then the characteristic might need 
to be adjusted. It is proposed that this change in the characteristic could be included 
in the pump model by extending both the pressure-ﬂow and hydraulic power-torque 
non-dimensional relationships to include a dependence on altitude, thus creating two 
three-dimensional characteristic maps. Figures 7.6 and 7.7 show an example of such 
maps, where the pressure-ﬂow characteristic has been changed to result in a reduc­
tion in maximum ﬂow rate, as is expected to occur, and the hydraulic power-torque 
characteristic increases linearly with altitude. It should be noted that the fuel system 
simulation software CGFlight takes no account of the variation of pump performance 
with altitude, but simply assumes a ﬁxed ﬂow rate for each transfer route. 
Little information is known about how the hydraulic power-torque characteristic of 
a pump would change in reality. Such information could only be obtained through 
detailed testing on a particular fuel pump, if the techniques proposed here were to be 
put into use. 
7.2 Bathfp simulations of trim to centre transfer 
A Bathfp circuit has been constructed to analyse the performance of the trim to centre 
transfer system of the ﬁctitious aircraft. It can be seen in ﬁgure 7.8. The circuit 
consists of a trim tank model, connected to two centrifugal pumps. These supply a 
single common pipe which is connected via two ball valves to the centre tank model. 
The pipe contains a change in height to represent the diﬀerence in elevation of the 
trim and centre tanks. The trim and centre tank models are connected to the aircraft 
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model, which supplies the current altitude to the tank models. This also passes the 
engine fuel burn value to the centre tank model. The tank models return their current 
volume to the centre of gravity control model, which calculates the current centre of 
gravity, and thus decides the required pump and valves states. The demand signals are 
sent to each of the valve and pump models accordingly. 
Figure 7.8: Bathfp circuit for trim to centre fuel transfer simulations 
The pumps are modelled using the steady-state pump model developed in chapter 4, 
the valves using the same valve model as used in chapter 6 for validation. The pipes 
are modelled using a combination of the simple compressible volume model, steady­
state pressure loss and volume models and the dynamic model used in chapter 6 for the 
system validation. The main, long section of pipe between valves N and L are modelled 
with the dynamic pipe model and all other pipes with the steady-state pressure loss 
and volume model. The pressure losses due to the couplings, bends and pipe friction 
are all deﬁned using the pressure loss K factors described in chapter 4. The following 
sections describe each of the other models used to construct the circuit in ﬁgure 7.8 in 
detail. 
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7.2.1 The aircraft model 
The aircraft model acts as a simple duty cycle model to output the engine fuel burn 
rate as a series of linear functions of time. It also outputs the altitude of the aircraft 
as a constant. Both of these signals are expected by the fuel tank models (see section 
7.2.3). 
7.2.2 The control system model 
Two centre of gravity control models have been developed - the ﬁrst to analyse the 
system performance using the existing on-oﬀ control method, and the second to analyse 
the system performance using the new, proposed variable fuel ﬂow rate method using 
variable speed transfer pumps. These models eﬀectively perform the same task as part 
of the fuel system management computer in that they calculate the current centre of 
gravity of the aircraft and then apply a control strategy to the pumps and valves. The 
two models use the same icon and require similar inputs from the user. 
The required user inputs for each model are outlined in table 7.2. The model also 
requires an input of the volume of fuel in each of the trim and centre tanks. Throughout 
the simulation, the volume of fuel in the wing tanks is assumed to be constant, as for 
cruise only fuel from the trim and centre tanks is burned. 
The models begin by calculating the mass of fuel in each tank, and hence the current 
centre of gravity position using a simple moment balance equation and the characteristic 
lengths input by the user. Here, the centre of gravity target has been simpliﬁed to be 
a constant, and for this the aft centre of gravity limit is used. It is conceivable that 
this could be replaced by a more complex function, like that used in the CGFlight 
simulations (see chapter 3), or even the proposed THS deﬂection angle. The error 
between the current centre of gravity and the rear limit is calculated. 
In the on-oﬀ control model, this centre of gravity error is used to decide on the valve 
state. If the centre of gravity is rear of the limit, then the valves are opened to allow 
ﬂow from the trim to the centre tank. The pumps are accelerated to their maximum 
speed at the beginning of the simulation, even if the valves are shut. This mimics 
current aircraft fuel system behaviour, where the pumps are run constantly during 
the ﬂight (see the fuel system operation description in chapter 3). Once the centre of 
205

CHAPTER 7. SYSTEM MODELLING AND SIMULATION

parameter units

both models: 
aircraft zero fuel weight tn 
zero fuel weight centre of gravity m 
wing tank centre of gravity m 
centre tank centre of gravity m 
trim tank centre of gravity m 
wing tank volume L 
MAC length m 
MAC leading edge position w.r.t datum m 
centre of gravity aft limit %MAC 
centre of gravity control band %MAC 
valve operation duration s 
pump operation duration s 
variable ﬂow rate model only: 
proportional gain 
integral gain 
Table 7.2: aircraft fuel system centre of gravity control model inputs 
gravity passes forward of the rear limit plus the control band, then the valves are shut 
again, meaning fuel is burned from the centre tank only, causing the centre of gravity 
to begin to move rearward again. 
The second control model operates the pumps and valve in a diﬀerent manner. The 
valves can either be open or shut at the beginning of the simulation, and the pumps can 
be running or not. If the valves are open, then the pumps are not running, and some 
fuel is transferred forward under gravity. If the valves are shut, then the pumps are 
initially running at full speed. The valves are opened once the centre of gravity moves 
to the rear limit. The pump control signal is set using the error signal from the centre 
of gravity calculation. A proportional plus integral (P+I) controller is implemented 
by setting the error signal, ǫ. The pump control signal, ωdemand, is then given by the 
equation: 
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ωdemand = kpǫ + kiǫ (7.1) 
where ǫ is related to the centre of gravity error by: 
ǫ = χtarget − χ (7.2) 
The proportional and integral gains have been set by trial and error to give a suitable 
system response. In both models, the valves are controlled by setting a rate of change 
of closure, rather than by supplying a valve angle duty-cycle. This has required a small 
change to the valve model to expect an input of the valve closure as a percentage rather 
than an absolute valve angle. 
7.2.3 The tank models 
Two tank models have been developed to model the behaviour of the trim and centre 
fuel tanks. They diﬀer only in their icons and the deﬁnition of their input parame­
ters. The user must input the tank dimensions, the initial ﬁll level as a percentage of 
maximum and the elevation of the tank outlet with respect to the level of the transfer 
pump. The model requires an input of altitude from the aircraft model and of ﬂow rate 
from the transfer pipe, and returns the pressure in the tank according to the calculated 
atmospheric pressure and the head of the fuel. 
The atmospheric pressure is calculated using the ISA calculations described in chapter 
3 for the AMPEC analysis. The sum of the ﬂow rate into the tank from the transfer 
pipe and the ﬂow out to each of the engines, whose rate is deﬁned by the aircraft 
model, is used to calculate the current fuel volume within the tank. The head of the 
fuel is then calculated from the user inputs of tank geometry. The tank is assumed 
for simplicity to be a cuboid, and it is assumed that the tank is always level (i.e. the 
aircraft is never subject to pitch or roll). No dynamic or surface eﬀects such as ﬂuid 
compressibility or sloshing are considered. 
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7.2.4 The motor model 
Little information is available about current or future electric drives for aircraft fuel 
systems. The motor models developed in chapters 4 and 5 require details of electric 
parameters within the motor, and as such are not suitable for analysing the performance 
of the fuel system. Instead, a simple model of a motor which allowed for some account 
of dynamic behaviour and could operate at any speed was required. In order to achieve 
this, a ﬁrst order lag model has been used, which allows for an acceleration to its full 
speed (deﬁned by the pump model as 3000rev/min) in less than 5s. The model expects 
an input of demand speed in units rev/min and passes a value of shaft speed to the 
pump model. No account is taken of the torque required to accelerate the pump. 
It is intended that further work as a part of the Electric Drives project could be 
undertaken to extend the Bathfp simulations to include the DC electric motor models 
described in chapters 4 and 5. Such work would require further detailed information 
about typical future fuel system drives. 
7.2.5 Fuel properties 
The majority of Western European and American commercial aircraft operate using 
Jet A-1 fuel. Bathfp requires an input of the ﬂuid density, kinematic viscosity, bulk 
modulus and saturation pressure. These have been obtained from the Aviation Fuels 
Handbook [73]. The variation of the density, kinematic viscosity and vapour pres­
sure with temperature, and the variation of bulk modulus with both temperature and 
operating pressure for Jet A-1 fuel are given in appendix C. The simulations have 
been conducted assuming a fuel temperature of −55◦C. The fuel properties at this 
temperature are given in table 7.3. 
7.2.6 Simulation scope 
Three simulations have been conducted in order to compare the performance of the 
trim to centre transfer system using both the current on-oﬀ control method and the 
proposed variable ﬂow rate method. All the simulations are identical, save for the 
control block. The simulations assume that the aircraft has reached its cruising altitude 
of 11000m (36000ft), and is ﬂying straight and level. The trim tank and wing tanks 
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parameter units value

density kg/m3 857.5 
kinematic viscosity cSt 20.5 
vapour pressure 
bulk modulus (at 1bar) 
bar 
bar 
1.13 × 10−4 
1.74 × 104 
Table 7.3: ﬂuid properties of Jet A-1 fuel at −55◦C 
are full at the beginning of the simulation, and the centre tank is depleted to the point 
where the centre of gravity is forward of the aft limit, but within the control band. 
The simulations last for a total of 1 hour, 23 minutes and 20 seconds (5000s). The 
variable ﬂow rate case has been run twice; once with the valves shut at the start of the 
simulation, and once with them open. 
The aim of the simulations is not to predict exactly how the fuel system would behave, 
but to indicate the diﬀerence in the implementation of the two control systems and how 
modelling can be used to examine the control required in order to achieve a constant 
centre of gravity position. The simulations are not intended to represent the actual 
behaviour of a real fuel system of an existing aircraft. In the case of the variable fuel 
ﬂow rate, the control system has not been fully optimised, but the gains have been 
set to such a level as to represent acceptable system performance. The control system 
deﬁnition is not intended to represent an actual, ﬁnished design. 
7.2.7 Simulation results 
For simplicity, the simulations have been labelled case 1 through 3. Table 7.4 describes 
each of the cases. 
The results of the three simulations are presented as centre of gravity fan plots in 
ﬁgure 7.9. These show the variation of the aircraft mass, as a ratio of maximum take­
oﬀ weight (MTOW), with centre of gravity position, as a function of MAC relative 
to the target, and are comparable with those presented for the AMPEC/CGFlight 
analysis in chapter 3. The diﬀerence in the on-oﬀ and variable ﬂow control cases is 
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case description

1 on-oﬀ control 
2 variable ﬂow rate, valves open at the start 
3 variable ﬂow rate, valves shut at the start 
Table 7.4: description of Bathfp simulations of the trim to centre transfer system 
immediately clear. The on-oﬀ case shows the characteristic saw-tooth pattern, whereas 
it can be seen that the centre of gravity remains constant in the variable ﬂow rate 
cases, once it has initially reached the target. The diﬀerence between cases 2 and 3 can 
be accounted for by the fact that fuel is initially transferred from trim to centre tank 
by gravity in case 2, whereas the valves are shut in case 3 until the centre of gravity 
reaches its target. 
Figures 7.10 through 7.12 show the variations of pump speed, ﬂow rate and pressure 
rise for each of the three cases. The data have been normalised by the values of 
the pump’s design operating point in order to reduce the number of plots. Hence, 
ω0 = 3000rev/min, q0 = 54L/min and δp0 = 0.61bar. Since the design operating 
pressure is lower than the no-ﬂow pressure, the normalised pressure can reach a peak 
value of around 1.65 in each of the cases. Once again, the diﬀerences in the three cases 
are clear. In case 1, with the pump running at full speed throughout the simulation 
and the valves opening and shutting periodically to control the ﬂow, the pressure rise 
and ﬂow rate switch between their respective maximum and minimum values. Cases 
2 and 3 are similar, save for the point in time at which the pump speed is controlled 
using the P+I controller. In case 2, the pump is oﬀ at the beginning, but with the 
valves open and the height diﬀerence between the trim and centre tanks, fuel ﬂows 
from trim to centre under gravity. However, this ﬂow rate is less than is required to 
maintain the centre of gravity in a constant position. Once the centre of gravity reaches 
the target, the pumps are turned on. The required pump speed is much lower than 
its design speed, and as the ﬂight continues the required ﬂow rate increases, causing 
a small, gradual increase in the pump speed. Case 3 shows very similar behaviour to 
case 2, although here the pumps are turned on at full speed with the valves shut in 
the initial stages. Once the centre of gravity reaches its target, the valves are opened 
and the desired pump speed drops signiﬁcantly in order to supply only a fraction of 
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Figure 7.9: fan plots from Bathfp trim to centre fuel transfer simulations 
the maximum possible ﬂow rate. 
Two other eﬀects on the system behaviour as a result of the change in control strategy 
have been examined. Figure 7.13 shows the pressures in the pipe, measured at the outlet 
port of valve N and the inlet port of valve L (see ﬁgure 7.8), during a valve closure. 
This data has been taken from case 1. It is clear from the data that a linear valve 
closure in 2s is capable of producing a pressure wave within the system. The maximum 
pressure is around 1.43bar, which is 16% higher than the pressure at the pipe inlet 
during transfer, and 2% higher than the no-ﬂow pressure. A further simulation has 
been conducted to examine the eﬀect of reducing the valve closure time to 1s on the 
peak pressure seen in the pipe. Figure 7.14 shows this data. It can be seen that the 
peak pressure has increased to 2.41bar, which is equivalent to 230% higher than the 
pipe inlet pressure during transfer and 51% higher than the no-ﬂow pressure. 
The second aspect of the system behaviour which has been compared is the power 
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Figure 7.10: case 1: normalised pump speed, ﬂow rate and pressure rise using existing 
on-oﬀ control 
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Figure 7.11: case 2: normalised pump speed, ﬂow rate and pressure rise using existing 
on-oﬀ control 
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Figure 7.13: case 1: pipe inlet and outlet pressures during 2s valve closure
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Figure 7.14: case 1: pipe inlet and outlet pressures during 1s valve closure 
required to drive the pumps. By examining the pump ﬂow rate, pressure rise and 
pump speed variation with time for each of the cases, the system behaviour becomes 
clear. Since the load torque of the pump is dependent on the pressure rise and ﬂow rate, 
and power is the product of speed and torque, the power supplied to the fuel by the 
pumps can be calculated. If the motor model was included, then the input power to the 
motor would also be available. Both of these could be used to estimate the electrical 
power required to drive the pumps. In this case, where the motor performance is 
unknown, the power must be estimated from the pump data. The pump eﬃciency is 
output from the pump model, so this can be used to estimate the power delivered from 
the motors. Figure 7.15 shows a comparison of the pump eﬃciencies in each case. The 
calculation of the power requirements shows a very stark diﬀerence between case 1 and 
cases 2 and 3. During the on-oﬀ cycle of the valves, the power switches between 44W 
and 140W for the valve shut and valve open condition respectively. For the variable 
speed case, the operating power requirement of the pumps is between 1W and 2W, 
although in case 3, when the pumps are running at full speed against a shut valve in 
the initial stage of the simulation, the power requirement is 44W and in case 2 when 
the pumps are not running, the power requirement is zero. 
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Figure 7.15: comparison of pump eﬃciency 
7.2.8 Discussion 
The results presented in section 7.2.7 show how the simulation of the trim to centre 
transfer system can be used to analyse the impact of changing the control method on 
the system performance. It is clear from the results that the pump deﬁnition given 
in section 7.1.2 delivers signiﬁcantly more ﬂow than is required in order to maintain 
a constant centre of gravity position. When the P+I controller is used, the pump 
operating speed drops to around 20% of its maximum value. Here, the eﬀect of running 
a pump at such a low speed relative to its design speed has not been considered. This 
is clearly also connected with the behaviour of the drive, and could be the subject of 
further study as a part of the Electric Drives project. 
The power reductions shown in section 7.2.7 appear extremely signiﬁcant. However, 
they are clearly closely tied to the speciﬁcation of the pump, especially the operating 
speed, pressure rise and ﬂow rate. The results highlight that in general, if the pump 
speed is reduced, and hence the pressure rise and ﬂow rate reduce in order to match 
the required ﬂow rate to maintain the centre of gravity, then the power delivered to 
the ﬂuid is reduced. Whilst this reduction in power consumption is small compared 
to the overall power generated for the aircraft systems, it is nevertheless signiﬁcant. 
215

CHAPTER 7. SYSTEM MODELLING AND SIMULATION

One consequence of the system as described however, is that the fuel is no longer being 
mixed with any water present in the tank as currently happens when the pumps are 
operating against a shut valve. 
By examining the pressures in the main transfer pipe, it is possible to see that reducing 
the number of valve cycles will reduce the number of times where pressure waves are 
generated in the pipe. The speed of valve closure can be variable, and these simulations 
have shown that a faster valve closure could generate pressures which are signiﬁcantly 
greater than the typical operating pressures. Currently, the valves are shut in a reason­
ably short period to prevent fuel overshoot during the on-oﬀ control. Using a variable 
speed drive removes the need for using the valve for ﬂow control, and as such the valve 
operation period could be extended. Doing so would reduce the surge pressure within 
the line, reducing the chance of high pressures damaging the pipe. Experimentation 
and modelling work on the Active Valve project have also shown that fast valve closures 
can produce signiﬁcant cavitation downstream of the ball valve [71]. 
Here it has been assumed that, if such a control method were to be implemented in an 
aircraft, then the current system of using two pumps in parallel is still valid. Currently, 
two pumps are required for the trim to centre transfer route for redundancy, and they 
are sized in order to be able to supply the fuel from trim to centre at at least the 
same rate at which fuel is burned by the engines. The possibility exists to use two 
pumps, but not ones of the same speciﬁcation. Instead, one pump could be used for 
normal transfer operation based on the simulated required normal transfer rate. The 
second pump could then be used as a back up pump, with a maximum ﬂow rate to 
match that required for engine feed. It would only be required in an emergency, where 
fuel could not be supplied to the engines from elsewhere, or if the fuel needed to be 
suddenly transferred forwards. If the backup pump could be isolated from the transfer 
line by a separate ball valve, then the back up pump could be run constantly against a 
shut valve, thereby still circulating the fuel in order to mix water. The transfer pump 
speed could then be controlled by a simple P+I controller as described here. Figure 
7.16 shows this schematically for the fuel system deﬁnition used in this analysis. T2 
becomes the backup transfer pump, with T1 as the main transfer pump. Valve Q is 
introduced to remain shut unless required in an emergency to supply fuel directly to 
the engines. 
If such a control system were implemented, then the requirement for a more advanced 
health monitoring or fault diagnostic system is increased. The following section dis­
cusses how such a system could be implemented. 
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Figure 7.16: proposed fuel system layout, with normal and backup trim transfer pumps 
7.3 Health monitoring concepts 
7.3.1 Current fuel system health monitoring systems 
Current aircraft fuel systems use rudimentary sensors and subsystem behaviour mon­
itors to detect component failure. Component and subsystem behaviour is in general 
monitored using built-in test equipment, or “BITE”, which is located within the com­
puting resources of the fuel management system. This tends to focus on using simple, 
reliable indication of component behaviour to monitor the individual equipment, and a 
series of cross and range checks of resulting calculated subsystem parameters to monitor 
the subsystem behaviour. 
Pumps generally use pressure sensors at outlet to detect if ﬂow is passing through the 
component, although these operate on a minimum operating pressure principle, and as 
such only indicate that some ﬂow is occurring and not how much. Valves tend to use 
217

CHAPTER 7. SYSTEM MODELLING AND SIMULATION

micro-switches on the motor shaft to indicate if the valve is open, shut, or somewhere 
in between. These simple equipment health indications are sent to the fuel system 
computing resources, along with the current demand signals to the equipment from the 
fuel management computer. They are resolved into an indication of the equipment’s 
operational status, in terms of “on” or “oﬀ” for the pumps, and “open” or “shut” 
for the valves, and if the equipment is deemed to have failed. In order to meet data 
transmission redundancy and integrity targets, the signals are often transmitted by 
dissimilar dual-redundant communications systems, adding complexity to the system. 
At each stage, the health of the data transfer is monitored independently. 
The individual equipment health status signals are often combined to give an indication 
of a subsystem or operational functionality of the fuel system. For example, if the fuel 
management were to command a trim to centre transfer during ﬂight, but were to 
receive a “main trim pump failed” signal, then corrective action would be taken, and 
the back-up trim pump would be commanded on. Similarly, if a wing tank valve was 
indicated as failed shut during engine feed, then other valves would be commanded 
open to utilise the cross-feed function or the refuel gallery to supply fuel to the engine. 
Currently, there is no trend for the use of system-wide health monitoring tools. Instead, 
the monitoring is focused on individual components and the various functionalities of 
the subsystems. It is proposed that, if the fuel system could be accurately simulated 
in real-time, then this could be compared to the actual system performance, and hence 
provide a full system view of the health of the fuel system. The following section 
brieﬂy describes how system simulations could be applied to provide a system health 
monitoring application. 
7.3.2 Proposed improved model-based health monitoring system 
Condition monitoring applications for complex systems can broadly be split into three 
groups: knowledge-based, heuristic rule-based and training approaches [74]. The overall 
concepts of these approaches is described by Goodall and Li. [74], and two model-
based methods, using Kalman ﬁlters and particle based-ﬁlters, are presented in detail 
with respect to railway vehicle condition monitoring. A similar approach is taken by 
Dewallef and Leonard [75], where a dual Kalman ﬁlter method is applied to the on-line 
condition monitoring of an aero-engine. Examples of heuristic and training systems can 
be found in Alcock and Shepherd [76], where Bayesian networks are used to incorporate 
observed data in real-time from an aero-engine to indicate its health, and in Caputo 
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and Pelagagge [77] where Artiﬁcial Neural Networks have been used to identify leaks 
within complex piping systems. 
“Simulation in the loop” health monitoring systems have been used throughout the 
aerospace industry [76, 78, 79] to monitor the condition of aero-engines for maintain­
ability. Such methods are of particular use where there is little available information 
from a minimal set of sensors about the system performance. It has been suggested that 
future aircraft fuel systems could beneﬁt from such a health monitoring tool, especially 
if the variable fuel ﬂow rate control methods outlined here and in chapter 3 were to 
be implemented. Here, the basic requirements of the measured data and performance 
metrics for an aircraft fuel system will be discussed, although detailed analysis of how 
the aforementioned methods could be employed is outside the scope of this study. 
Clearly, the introduction of a closed-loop control system in order to optimise the centre 
of gravity position using variable speed pumps as described here would require a more 
sophisticated measurement and control system. In its most minimal form this system 
would require a measure of the fuel tank levels, the input demand to the transfer pumps 
and either a measurement of the centre of gravity if a target function or of the THS 
angle was deﬁned as described in chapter 3. The basic input of speed could be applied 
to a simpliﬁed model in order to check the expected change in centre of gravity with 
time, and, if the measured behaviour began to seriously deviate from that modelled, 
then a fault would be ﬂagged to the crew. A more complex system might make use of 
speed sensors on the pump shafts, position sensors on the valves and pressure and ﬂow 
measurements. This could again be compared against the modelled performance, but 
in this case a much more clear picture of any failure could be built up. 
Such examples indicate quite clearly that a balance must be sought when considering 
the implementation of a health monitoring system. Introducing many sensors into 
the system will increase complexity and cost, and, if not carefully implemented, could 
reduce the perceived system reliability if sensor failures were to lead to misdiagnosis 
of a fault. Too few sensors however, and the systems’ usefulness is diminished. In 
the method presented by Gribble [78], a minimal set of measured data is taken from 
the engine. The model of the engine is then “tweaked” using a number of tuning 
parameters in order to match its current behaviour. Then, over time, the model is 
continually compared to the measured engine performance, an the tuning parameters 
adjusted accordingly. These tuning parameters can then be referred back to gain a 
measure of wear within the engine, and have been shown to be capable of predicting 
component wear and even failure. This procedure also means that more details of the 
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system performance can be known from the simulation. For example, where it might 
not be possible to measure gas temperatures at key points in the engine, the simulation 
can be used to estimate data at these points. 
Figure 7.17 shows how such a system could be applied to the trim to centre transfer 
system. From the physical system, the tank volumes are measured. The centre of 
gravity and engine fuel burn rates can be calculated. These are passed to a controller, 
which supplies a pump and valve demand signal. This could be either the current on-oﬀ 
or proposed variable case. The engine fuel burn rate and control signals are supplied 
to the system simulation, which would then predict a centre of gravity position. The 
control signals are also applied to the physical system. The actual and simulated 
systems can then be compared. This comparison will depend greatly on what is to be 
measured in the real system. In its simplest form, this might be only the centre of 
gravity position. In a more complex system, pressures and ﬂow rates within the system 
could also be compared. 
Figure 7.17: proposed health monitoring system block diagram

If only the centre of gravity is measured in the physical system, then the health moni­
toring system is limited. It can only be used to indicate that the system performance 
is not matching what is expected, but not why. If more details, such as pressure at 
the pump outlet or in the pipe or the valve angles, are known, then the system be­
comes capable of determining where a failure has occurred. For a simple, one route 
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transfer such as trim to centre, it is relatively simple to determine what sort of failure 
has occurred. However, as the system becomes more complex, and the centre to wing 
transfer route is included, failure identiﬁcation becomes more diﬃcult. 
Consider the case were the valve angles and the pressure downstream of the pump are 
measured. The demand input speed to the motor is known from the controller, and, 
assuming that the behaviour of the motor is well modelled, the actual motor speeds 
are also known. The non-dimensional operating point of the pump will be known, 
and will not change provided the system characteristic changes. If the operating point 
does change suddenly, assuming that sensor failures can be detected through existing 
component level health monitoring, but no change in the valve angle is recorded, it is 
likely that a leak has developed in the pipe, and the transfer would need to be stopped. 
Any slight changes in the operating point over time may indicate wear in the pump or 
valve, or even blockages in the pipe. If a pump motor should fail, then a clear change 
should be noted in the operating point, and an increase in the demand signal to the 
other pump in order to maintain the correct transfer rate should be detected. 
It is clear that, for a given system, it is possible to build up knowledge of how the 
system behaviour changes as a result of component failures. If the system is accurately 
modelled, then these failures can be detected by using minimal system measurements 
and a comparison against the simulated behaviour. The examples above are not in­
tended to be exhaustive, but merely try to identify some of the concepts which could 
be applied where a more detailed model of an aircraft fuel system is available, and 
where more complex closed-loop control systems are employed. Indeed, considerable 
analysis would need to be conducted on a particular system design in order to fully an­
ticipate typical failures, and prove through experimentation that they can be detected. 
This technique could provide a simple and cheap means to monitor the system health. 
Any means by which component maintenance can be preempted and reduce aircraft 
downtime or risk of serious failure is clearly of beneﬁt to both aircraft designers and 
operators. 
7.4 Use of hydraulic system models with AMPEC 
In chapter 3, the limitations of the CGFlight/AMPEC simulations were outlined. 
Among these was the fact that the deﬁnition of the fuel system layout and tank moment 
ﬁles could not be changed to suit a diﬀerent aircraft speciﬁcation. It is proposed that 
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CGFlight could be replaced in such simulations by a simulation of the ﬂuid-mechanical 
network, or that the AMPEC analysis could be conducted within an environment 
which can model the ﬂuid-mechanical network accurately, hence removing this restric­
tion. Here, it is assumed that the ﬂuid-mechanical network would be modelled using 
Bathfp. 
A number of extensions to the fuel system circuit described in section 7.2 would be 
required. If full analysis of the ﬂight from take-oﬀ to landing was required, rather than 
solely cruise analysis, then the behaviour of the centre to wing tank transfers would 
be necessary. A Bathfp simulation of this has already been undertaken as a part of 
the Active Valve project, and a full deﬁnition of this transfer route is available. The 
simulation would also need to be extended to consider the exact shape of the fuel tanks, 
and the eﬀect of aircraft pitch on their moment arms. This could either be provided 
through simpliﬁed tank deﬁnitions and a mathematical expression for the moment arm 
as a function of ﬁll level and pitch, or using the current method of look up tables. 
In order to simplify the passing of data from one component to the other, it may be 
necessary to introduce common blocks to share information such as aircraft attitude 
and fuel tank volumes. 
It is possible to implement Fortran code from within the Matlab/Simulink environment. 
Although, if the Bathfp simulation were to be inserted into AMPEC, care would need 
to be taken over the interface between the Matlab and Bathfp solvers. A more suitable 
solution may be to either reproduce the AMPEC functionality in Bathfp, by perhaps 
extending the aircraft model, or by implementing the simulation of the fuel system 
behaviour in Simulink using the Simhydraulics toolbox. 
This would undoubtedly improve the usefulness of the simulations discussed in chapter 
3, as they could be fully tailored to give a full description of a particular system, and 
would be of great use when designing the controller for the variable fuel ﬂow rate case. 
7.5 Closure 
Bathfp has been used to simulate the behaviour of the aircraft fuel system trim to 
centre transfer route described in chapter 3. The deﬁnition of the fuel system has been 
extended to include a physical description of the pipe work, which includes ﬁttings and 
bends whose pressure loss characteristics have been modelled using data from rig test 
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data. The transfer pump has also been deﬁned using the modelling technique discussed 
in chapter 4, although using a diﬀerent characteristic based on a suitable speciﬁcation 
for such a system. No pump dynamics are considered in this analysis, as the model 
validation work concluded that the magnitude of the impedance of a long pipe line was 
signiﬁcantly greater than that of a pump. The motor model has not been included, as 
too little information is available to describe a typical pump motor. 
The centrifugal pump model has been validated at typical sea-level atmospheric con­
ditions. It is known that the pressure-ﬂow characteristics of a pump will change with 
altitude, due to changes in the inlet pressure and ﬂuid characteristics, especially the 
vapour pressure. Relevant tests could not be conducted using the test rig, so the ef­
fect of altitude on the proposed non-dimensionalised modelling method could not be 
assessed. Instead, it was proposed that, if the model needed to include such behaviour, 
then it could be extended to use two three dimensional characteristics, one for the 
pressure-ﬂow relationship, and one for the torque-hydraulic power relationship, which 
include variation with altitude. However, as the analysis conducted here on the trim 
to centre transfer was for a ﬁxed altitude, the given characteristics were assumed to be 
accurate for these conditions. 
Three cases were simulated. These examined the behaviour of the system using the 
current on-oﬀ control method, and two proposed variable fuel ﬂow rate methods. These 
variable ﬂow rate methods were achieved using a variable speed drive, whose speed was 
set using a P+I controller based on the error signal of the centre of gravity. A simple, 
constant centre of gravity target was applied, but more complex function such as the 
THS deﬂection angle method described in chapter 3 could just as easily be used. the 
ﬁrst variable speed drive case examined the system behaviour when the trim to centre 
transfer valves were open at the start but the pumps were not running, allowing some 
fuel to be transferred forwards under gravity. The second case began with the valves 
shut, and the pumps running at full speed. The valves were opened when the centre of 
gravity reached the rear limit, and the pump speed was then adjusted accordingly. 
In conjunction with the beneﬁts of the variable fuel ﬂow rate control case described 
in chapter 3, the simulations showed that the variable ﬂow rate case results in a sig­
niﬁcantly smaller amount of power being transferred to the fuel, and hence a reduced 
power requirement. Since the motors were not modelled in this analysis, it is not pos­
sible to discern exactly what reduction in power would be possible. It was noted that 
the pump deﬁnition given here is perhaps not optimal, as the maximum possible fuel 
ﬂow rate is signiﬁcantly greater than that required to maintain a constant centre of 
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gravity. Instead, a new system was proposed, where one pump is used for fuel transfer 
under normal operations. This would be sized in order to provide a ﬂow rate of similar 
magnitude to that required for a constant centre of gravity. A second pump could be 
used as a backup pump, capable of supplying the full ﬂow rate if required. This could 
be isolated from the transfer pipe by a ball valve under normal operating conditions, 
and run constantly during ﬂight with this valve shut in order to mix any water with 
the fuel in the trim tank. 
The use of such a fuel system simulation as a part of a system health monitoring tool was 
discussed. Currently, the fuel system does not provide enough feed back on the system 
performance to discern what sort of failure has occurred, or if a failure is likely. It has 
been proposed that, if the system behaviour is well modelled, then, using the input 
signals to each of the pumps and a measurement of tank fuel volumes, the real system 
behaviour could be compared to a simulation of the system. Any signiﬁcant deviation 
of the measured system performance from that predicted by the simulation would be 
indicative of a failure. If more information were available about the actual system 
behaviour, such as valve angles and pump shaft speeds, then this could be extended 
to diagnose faults, or even predict imminent component failures through wear. Such a 
system would require signiﬁcant work in order to be able to accurately diagnose faults. 
It could easily be extended to cover the full fuel system, not just the trim to centre 
transfer. 
The fuel system simulation could also be extended to replace CGFlight in the simu­
lations in chapter 3. This would improve the accuracy of the simulations by allowing 
changes to the tank deﬁnitions. 
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Conclusions 
Current generation Airbus long-haul aircraft fuel systems use a fuel tank in the Trimma­
bel Horizontal Stabiliser (THS) to provide longitudinal control over the centre of gravity 
position. This is achieved by actively controlling the transfer of fuel between this tank 
and other tanks further forward, under the main fuselage or in the wings. The transfer 
pumps in the THS are run constantly throughout the ﬂight, and ﬂow control is achieved 
by opening and shutting the valves in the transfer line as appropriate. When the pumps 
are running against a shut valve, the recirculation of ﬂow is useful for mixing any water 
which may be present in the tank with the fuel. The result of this system is an on-oﬀ 
control of the centre of gravity within a speciﬁed band. 
Simulations have been developed to investigate the beneﬁts of changing this control 
system to allow variable fuel ﬂow rates in order to optimise the centre of gravity posi­
tion. The perceived beneﬁts of such a system were a reduction in fuel burn as a result 
in a reduction in the wing and THS loading during cruise, a reduction in the number of 
valve on-oﬀ cycles and hence a reduction in valve wear and a reduction in the amount of 
power required to run the pumps. These simulations extended an existing fuel system 
simulation to investigate the impact of the centre of gravity position on the mission 
fuel burn by means of a three-degree of freedom simulation of the aircraft during ﬂight. 
In order to assess the impact of the control system on the mission fuel burn, a generic 
near-future, long-range civil transport aircraft deﬁnition was derived. Using existing 
aircraft initial design tools, it was possible to derive deﬁnitions of the aircraft lift and 
drag characteristics, and separate the drag of the THS from that of the rest of the 
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aircraft. These parameters were used to assess the fuel burn of the aircraft over a 
long-haul mission proﬁle which was representative of typical commercial ﬂights. The 
simulations were conducted for four diﬀerent control cases to assess the impact of the 
control strategy on the mission fuel burn. 
The baseline case for the comparisons was the ﬁrst case, where the aircraft was assumed 
to have no trim fuel tank. The fuel burn for the current scheme was compared against 
this baseline case for six diﬀerent deﬁnitions of the THS lift and drag. The deﬁnition of 
the THS had a very signiﬁcant impact on the absolute values of fuel burn. Therefore, 
in order to eﬀectively compare the eﬀect of the further changes to the control system 
on the fuel burn independently of the aircraft deﬁnition, it was decided to calculate 
the fuel burn changes with reference to the diﬀerence between the no trim case and 
the current control scheme. This removed the dependence of the results on either the 
aircraft deﬁnition or the THS deﬁnition. The eﬀect of changing this control scheme to 
use a larger centre of gravity band was investigated, as was the use of the proposed 
variable low rate control case. For each of the six THS deﬁnitions, it was shown that 
increasing the centre of gravity control range increased the mission fuel burn by around 
35% to 45% of the original beneﬁt of using centre of gravity control compared to no 
trim tank, and introducing a variable fuel ﬂow rate reduced the mission fuel burn by 
around 3% to 5%. 
From the results of the simulations, it was clear that increasing the centre of gravity 
control band reduced the number of valve on-oﬀ cycles from 20 to 3, but with a signif­
icant fuel burn penalty. Using the variable fuel ﬂow rate control reduced the number 
of valve cycles to 1, and reduced the fuel burn by a small margin. The reduction in 
fuel burn as a result of the variable ﬂow rate control could not be seen as a reason on 
its own for introducing such a control method, especially as doing so would most likely 
lead to an increase in system cost, weight and complexity. However, the results must 
be seen in the light of the beneﬁt in the reduction of valve wear as a consequence of 
the reduction in the number of on-oﬀ cycles. More simulations need to be conducted 
using a range of aircraft deﬁnitions, and the results would need to be validated from 
test ﬂight data before any real, absolute estimate of the fuel burn reductions could be 
made. However, the results do indicate that using a variable fuel ﬂow rate for the trim 
to centre fuel transfer is likely to provide signiﬁcant beneﬁt overall. 
A further extension to the control system was suggested as a result of the simulations. 
The current system requires a measure of the centre of gravity, which must be compared 
against a target function. The simulation was altered to attempt to maintain a ﬁxed 
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THS deﬂection angle of zero, as this was known to result in the minimum drag condition 
for this aircraft deﬁnition. The results of the simulations have shown that, in this case, 
such a control system had a very signiﬁcant impact on the fuel burn, reducing it by as 
much as 283% of the beneﬁt of the current control method over no trim tank. Whilst 
this increase appears large, it must be seen in the light of some of the limitations of the 
simulations. The deﬁnition of the target centre of gravity and the eﬀect of the tank 
levels on it are ﬁxed, and are based on a similar but not identical aircraft deﬁnition. 
Instead of demonstrating a deﬁnitive beneﬁt of using the control based on THS angle 
over a centre of gravity target, the simulations have been conducted to highlight the 
usefulness of changing the nature of the input signal to the control. Currently, the 
input signal is the centre of gravity position, which is calculated from tank volumes 
and aircraft attitude, and is therefore subject to considerable inaccuracy. The new 
system proposes using the THS angle, which is easier to measure more accurately. 
In order to investigate how the variable fuel ﬂow rate control system used in the fuel 
burn simulations could be implemented, it was decided that a simulation of the be­
haviour of the trim to centre transfer route could be conducted. In order to achieve 
this, mathematical models of the components within the fuel system would need to be 
developed and validated. Models for electric drives, centrifugal pumps and various pipe 
ﬁttings have been developed, and added to the existing component and pipe models in 
the Bathfp ﬂuid power simulation package. A valve model has been developed sepa­
rately as a part of a related project. A test rig has been built in order to validate the 
behaviour of the models. 
The model development work was divided into two sections. The ﬁrst was dedicated 
to developing models to describe the steady-state behaviour of centrifugal pumps, AC 
induction electric drives and various ﬁttings within the pipes which are typical of air­
craft fuel systems. In each case, the behaviour of the models has been determined from 
measured rig data, and then validated as a part of a system simulation of the test rig 
as a whole. 
Two steady-state pump modelling techniques were identiﬁed in the literature, and 
their applicability to this analysis was assessed. The use of the steady-state, one-
dimensional mean streamline analysis was rejected on the grounds that, whilst it is 
a useful design tool, it is not suitable for oﬀ-design point operation or variable speed 
driven pumps. Instead, a “black-box” type modelling technique was adopted. The 
behaviour of the pump was measured at a number of discrete operating speeds. Then, 
using non-dimensional parameters developed from those found in the literature and the 
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aﬃnity laws, the full behaviour of the pump at any operating point or speed could be 
described by two curves. The modelling technique was applied to generate a centrifugal 
pump model in Bathfp which can predict the pump pressure rise, ﬂow rate and torque 
at any operating condition. The steady-state characteristic was shown to be subject 
to change with time. This was attributed to diﬀerences in the motor and pump shaft 
alignment as a result of installing an in-line torque meter. The characteristic was shown 
to be accurate for a range of ﬂuid temperatures. 
The behaviour of the AC induction motor in the test rig has been described using 
an equivalent circuit model. Using electrical circuit parameters from both the motor 
manufacturer and separate tests as a part of the related Electric Drives project, the 
motor model has been shown to represent the measured behaviour well at its steady-
state operating point, although some assumptions about the nature of the electrical 
supply were necessary. 
Various ﬁttings and components within the pipe work of the test rig have also been anal­
ysed. The pressure-ﬂow characteristics of these have been modelled using a simpliﬁed 
square-law relationship, deﬁned as a standard K factor. From these and measurements 
of pressure losses within the system, the relative roughness of the pipes has been cal­
culated. The pipes were modelled using the existing Bathfp models, which use Darcy’s 
equation using an estimate of pipe friction factor from Colebrooke’s equation. The 
nature of the ﬂuid within the test rig was also investigated, to ensure the addition of 
rust and bacterial inhibitor chemicals had not altered its properties. Tests revealed 
that the density of the ﬂuid matched that of pure water, but the viscosity was around 
3% greater. The measured properties were used for the test rig simulations. 
Validation of the models was conducted by comparing the measured test rig system 
performance to that predicted from Bathfp simulations of the test rig. The system 
performance was analysed at three diﬀerent valve angles, for four diﬀerent operating 
speeds. This spot check of the system behaviour allowed for validation of the models 
across their full range of operating conditions. Using the motor model, the results of the 
simulations showed reasonable agreement with the measured data. The motor model 
was replaced with a direct input of the motor speed, in order to analyse the hydraulic 
system models independently of the motor model. This improved the ﬁt of the data. 
By comparing the measured and simulated non-dimensional and dimensional pump 
behaviour, it was clear that the system simulations matched the measured behaviour 
well, although the results were best with the valve fully open. As the valve was shut, 
the pressure downstream of the valve and at the inlet of the pump showed signiﬁcant 
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diﬀerences from the measured data. It was concluded that the K factor modelling 
technique used for the inlet line and system return line downstream of the valve was 
less accurate at low ﬂow rates, and in highly cavitating conditions. 
In developing the pump model, the torque was said to vary linearly with the hydraulic 
power. This ﬁt was reasonable, and provided the most accurate way of determining 
the behaviour of the pump outside of the conditions which could be tested in the rig. 
However, from the validation work, it became clear that some local deviation of the 
measured data to this ﬁt resulted in signiﬁcant diﬀerences between the simulated and 
measured data. This ﬁt to the torque data was capable of predicting a similar maximum 
eﬃciency to that supplied from the manufacturer, although limitations of the test rig 
meant that this could not be validated experimentally. 
The dynamic behaviour of the components have also been investigated. For the hy­
draulic components, this includes consideration of dynamic eﬀects such as ﬂuid com­
pressibility and inertia. The pump model has been extended to include a ﬂuid inertia 
term, as a result of both rig tests and conclusions from other pump studies found 
in the literature. The secondary source test method was applied to the pump in or­
der to determine its dynamic characteristic impedance. A new method of providing 
the secondary ﬂow ripple was proposed. This involved using a short length of com­
pressible hose attached to a branch line in the system. The hose was then laterally 
compressed by a mechanical shaker, providing a pressure and ﬂow ripple. The method 
was shown to accurately predict the capacitive impedance of a dead-ended pipe over 
a reasonable frequency range. Subsequent tests on the pump revealed an impedance 
which was dominated by inductance, although this was clearly a simpliﬁcation of the 
response. Further analysis revealed that this inertance value was dominated by the 
geometry of the reducing section downstream of the pump. The estimated pump and 
reducing section impedance was shown to be signiﬁcantly lower in magnitude than the 
impedance of the pipe work, suggesting that any system model would not require the 
pump impedance to accurately model the behaviour. 
A motor model which is capable of predicting its dynamic behaviour during accelera­
tions has been developed. This extends the steady-state model to include a transforma­
tion of axes in order to make the ﬂuxes and voltages independent of motor speed. The 
model behaviour has been compared against the measured motor performance from 
the test rig and the steady-state model for a number of discrete steady-state operating 
points, and agrees well. 
229 
CHAPTER 8. CONCLUSIONS

Like the steady-state models, the validation has been conducted in the form of a system 
simulation of the test rig. The acceleration of the pump over 3 seconds has been anal­
ysed. The motor model response was shown to match the measured data well, although 
little information was available about the input signal to the motor from the frequency 
inverter. Again, in order to separate the hydraulic system model performance from 
the motor model, the measured speed of the pump was input directly to the simula­
tion. Using the dynamic pump and pipe models resulted in a good agreement between 
the measured and simulated data. When the dynamic pump model was replaced by 
the steady-state model, the simulated performance was unchanged, showing that the 
pump inertance was indeed negligible compared to that of the pipe. The measured 
pump behaviour was shown to match the expected steady-state. It was therefore con­
cluded that the pump acceleration could be considered quasi-steady-state, and that 
any system simulation of a fuel system with a long pipeline only requires a dynamic 
pipe model and a steady-state pump model. 
A new method for measuring the dynamic response of a hydraulic component was de­
veloped. This requires the measurement of the natural frequency of a system containing 
the test component using an acoustic source and measurement. This response can be 
compared to an equivalent electric circuit of the system, and from this the inertance of 
the test component can be extracted. The method was compared against a CFD based 
method for a number of ball valves, and showed good agreement. It was proposed that 
this test method could be used to accurately measure component inertance, and was 
much simpler than setting up a secondary source test. 
The aircraft fuel system deﬁnition for the trim to centre transfer route was extended 
to include deﬁnitions of the pumps and pipe work. These were used, along with the 
component models developed and validated using the test rig, to develop a Bathfp 
simulation of the system. These simulations were used to analyse the system behaviour 
for the current on-oﬀ control method as well as the proposed new variable ﬂow rate 
system using variable speed drives for the transfer pumps. 
The centrifugal pump model was applied to the transfer pump deﬁnition. The hy­
draulic performance of the pump is known to change with altitude due to changes in 
ﬂuid properties, although no tests could be conducted to ascertain how this would af­
fect the non-dimensional characteristics. Instead, it was proposed that, if future tests 
were to determine that the characteristic changes at altitude, then the characteristics 
could be extended to include a dependence on altitude, thereby creating two three-
dimensional characteristic maps. The system simulations conducted here assumed a 
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constant altitude, and the pump deﬁnition used was assumed to be valid for this alti­
tude. 
By applying a simple proportional plus integral (P+I) controller to the pump drives, 
the ﬂow rate was controlled to match the required ﬂow rate. The error signal for the 
controller was based on the current centre of gravity position and a constant position 
demand. This demand signal could just as easily been a more complex function or even 
the THS deﬂection angle, as used in the fuel burn simulations. The beneﬁts of this 
control system over the current on-oﬀ system were assessed in terms of the number of 
valve cycles, the pressure transient levels within the pipes as a result of valve closures, 
and of pump power consumption reduction. Fast valve closures are necessary in the 
on-oﬀ control case in order to minimise fuel transfer quantity overshoot. It was shown 
that fast valve closures could result in large pressure peaks during closure, and it was 
proposed that using the variable speed drives to control the ﬂow removed the need for 
fast valve closures. The power requirements for the variable ﬂow cases was shown to 
be signiﬁcantly less than that for the on-oﬀ case. This however, was very dependent 
on the pump deﬁnition. In the simulations presented here, the pumps were capable of 
providing a high ﬂow rate, and the pumps were run at around 20% of their full speed 
in order to control the centre of gravity. 
A new system was proposed. One pump would be speciﬁed to be capable of transferring 
the expected amount of fuel to maintain the centre of gravity constant, and the second 
pump would be oversized and used only for emergency transfers. This second backup 
pump could be isolated from the system by a separate ball valve. Then, it could run 
throughout the ﬂight providing mixing of the water and fuel in the tank. The transfer 
of the fuel would only be achieved by the ﬁrst transfer pump. 
It was proposed that the system simulation could form part of a system health monitor­
ing tool. The system performance could be measured by a few key parameters. These 
parameters could be passed to the simulation. Then, the measured and simulated sys­
tem response could be compared, and if any deviation in the two were noted, then a 
fault could be detected. The ability of the system to diagnose faults or even preempt 
failure by detecting long term changes in performance would require a larger number of 
measured parameters, but would be very useful in terms of increasing system reliability. 
It was also proposed that the system simulations could be interfaced with the aircraft 
three-degree of freedom simulations to improve the accuracy of the fuel burn results. 
In conclusion, it has been shown that introducing variable fuel ﬂow rate transfers into 
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the trim to centre transfer route of an aircraft fuel system could reduce both fuel burn 
and valve wear. This could be implemented by variable speed drives on the transfer 
pumps using a relatively simple control system. Other beneﬁts include the reduction 
of pressure transient in the system due to fast valve operations and reduced power 
consumption of the transfer pumps. 
The behaviour of centrifugal pumps in systems like aircraft fuel systems can, in the 
main, be described as quasi-steady-state, as the system behaviour will be dominated by 
inertance of ﬂuid within long pipes. This assumption has been validated by applying the 
secondary source method to the pump. A new source for such tests has been developed, 
which is relatively simple to implement and has been shown to be suitable over a 
reasonable frequency range. Other component dynamic behaviour can be assessed 
using a new, simple acoustic test procedure. 
Fuel system simulation can be useful in informing both system design and system 
control system design. Such simulations could be used to form the basis of a system 
health monitoring tool, which could be used to improve system reliability. 
8.1 Recommendations for further work 
The work reported in this thesis highlights a number of areas in which further work 
could be beneﬁcial. 
The aircraft fuel system simulations presented in chapter 3 demonstrated the principle 
of using a three degree of freedom aircraft model to predict the impact of control system 
changes on the fuel burn. However, due to limitations in the existing simulation, the 
deﬁnition of the fuel system and the aerodynamic model could not be matched exactly. 
With further input from the industrial partners, it is proposed that these deﬁnitions 
could be better aligned to investigate aircraft speciﬁc fuel burn reduction beneﬁts. It is 
proposed that this could be extended to look at current and next generation aircraft to 
identify where relatively simple changes to the existing control could be implemented 
to reduce operating costs. 
Centrifugal pump modelling and model validation was centred around the pump in the 
test rig, but not extended to look at aircraft fuel pumps due the limitations of the test rig 
and health and safety factors. Again, with further input from the industrial partners, 
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it is proposed that this modelling work could be extended to look at the application 
of the component and system models to actual aircraft fuel system components and 
aircraft fuel. This would help establish that the modelling assumptions regarding ﬂuid 
properties were accurate, and strengthen the hypothesis that the models as developed 
are suitable for fuel system analysis. The acoustic inertance measurement method 
could be applied to other fuel system components, including pumps, as a means of 
informing dynamic modelling of such systems. It could provide a simpler alternative 
to the existing methods such as the secondary source technique. 
Work continues on the topic of electrical power generation and electrical drives for 
aircraft fuel systems as a part of the electrical project. It is proposed that the hydraulic 
component models and fuel system simulations can be extended using improved electric 
drive models. Top level analysis of the impact of introducing variable speed drives for 
transfer pumps could be conducted to investigate cost or weight increases, as well as 
power reduction and the system and aircraft level beneﬁts discussed in this thesis. 
Finally, the proposed model-based health and condition monitoring concepts could be 
investigated further. A full literature review and detailed analysis of the application 
of diﬀerent techniques could identify the best means of implementing such a system. 
Using the test rig and the system simulations developed as a part of this research, these 
principles could be demonstrated and validated for the simple hydraulic system. The 
design of the hydraulic system is such that it lends itself to modiﬁcation, and so could 
be used to analyse the behaviour of a system containing parallel branches or multiple 
sinks. The analysis could then be extended to look at aircraft fuel system speciﬁc 
applications. 
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Test Rig Sensor data 
parameter units value

pressure range bar 0 to 10 
proof pressure bar 20 
accuracy % full scale 0.25 
bandwidth kHz Unspeciﬁed 
Table A.1: strain gauge pressure transducers (Gems Sensors, 2200AGB)

parameter units value

pressure range bar 0 to 35 
proof pressure bar 70 
accuracy % full scale 0.25 
bandwidth kHz up to 30 
Table A.2: piezo-resistive pressure transducers (Entran, EPX-03-500P)
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parameter units value

ﬂow rate range L/min 110 to 1100 
linearity % full scale 0.22 
response time ms 50 for 50% step change in ﬂow 
Table A.3: turbine ﬂow meter (Logitech, NT48)

parameter units value

torque range lbft 0 to 100 
maximum torque lbft 200 
speed range rev/min 0 to 6000 
linearity % full scale 0.11 
bandwidth kHz unspeciﬁed 
Table A.4: in-line torque meter, (Westland Aircraft Ltd. 200lbft)

parameter units value

temperature range ◦C −40 to +125 
accuracy % full scale 0.5 
bandwidth kHz unspeciﬁed 
Table A.5: thermocouples
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parameter units value

number of analogue inputs 16 
A/D throughput kS/s 500 
accuracy (gain=1, 500kHz) % full scale 0.05 
number of analogue outputs 4 
output throughput kS/s 500 
Table A.6: data acquisition module (Data Translation USB DT9834)
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Appendix B 
Aircraft Deﬁnition for AMPEC 
Analysis 
parameter symbol units value

range Xmax km 15000 
taxi time ttaxi s 120 
ICA YICA m 11000 
cruise Mach number Mcr 0.85 
Table B.1: mission parameters
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APPENDIX B. AIRCRAFT DEFINITION FOR AMPEC ANALYSIS

parameter symbol units value

take-oﬀ attitude ǫto 
◦ 9 
rotate speed Vr kts 149 
MAC length c¯ m 9.35 
MAC leading edge aft of datum xMAC m 24.795 
wing aerodynamic centre aft of datum xw m 27.777 
tailplane aerodynamic centre aft of datum xt m 60 
wing reference area Sref m
2 464.5 
tailplane wing reference area ratio h 0.26 
Table B.2: aircraft geometry

parameter symbol units value

aircraft and wing moment coeﬃcient Cmo 
Ato /
◦ 
−0.153 
0.0694 
wing lift curve slope Ac /
◦ 0.0796 
Al /
◦ 0.0624 
Bto 0.784 
wing zero alpha lift Bc 0.144 
Bl 1.2 
tailplane lift curve slope C /◦ 0.0677 
tailplane zero alpha lift D 0 
aircraft drag polar 
tailplane drag polar 
da,1 
da,2 
da,3 
dt,1 
dt,2 
dt,3 
4.3187 × 10−2 
1.4211 × 10−3 
1.0302 × 10−2 
3.3221 × 10−3 
1.0932 × 10−4 
7.9244 × 10−4 
Table B.3: aerodynamic data
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Appendix C 
Jet A-1 Properties 
The following properties of Jet A-1 aviation fuel have been obtained from [73]. 
4
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Figure C.1: variation of Jet A-1 bulk modulus with temperature for 4 system pressures 
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APPENDIX C. JET A-1 PROPERTIES
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Figure C.2: variation of Jet A-1 density with temperature 
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Figure C.3: variation of Jet A-1 vapour pressure with temperature 
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Figure C.4: variation of Jet A-1 kinematic viscosity with temperature 
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