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Abstract
We first consider the stochastic differential equations (SDE) without global Lipschitz conditions, and
give sufficient conditions for the SDEs to be strictly conservative. In particular, a criteria for stochastic
flows of diffeomorphisms defined by SDEs with non-global Lipschitz coefficients is obtained. We also use
Zvonkin’s transformation to derive a stochastic flow of C1-diffeomorphisms for non-degenerate SDEs with
Ho¨lder continuous drifts. Next, we prove a Bismut type formula for certain degenerate SDEs. Lastly, we
apply our results to stochastic Hamiltonian systems, which in particular covers the following stochastic
nonlinear oscillator equation
z¨t = c0 z˙t − z3t +Θ(zt )w˙t , (z0, z˙0) = (z, u) ∈ R2,
where c0 ∈ R,Θ ∈ C∞(R) has a bounded first order derivative, and w˙t is a one dimensional Brownian
white noise.
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1. Introduction
Consider the following Itoˆ stochastic differential equation (SDE) in Rd :
dxt = b(xt )dt + σ(xt )dwt , x0 = x, (1)
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where b ∈ C1(Rd;Rd), σ ∈ C1(Rd;Rd × Rm), and (wt )t>0 is a standard m-dimensional
Brownian motion on the classical Wiener space (Ω ,F , P), i.e., Ω is the space of all continuous
Rm-valued functions on R+ with ω0 = 0,F is the σ -algebra generated by coordinate mappings
wt (ω) = ωt , P is the Wiener measure.
It is well known that if b and σ are linear growth, then for fixed x ∈ Rd , there exists a
unique global solution to SDE (1) denoted by xt (x). But, if b and σ have unbounded first order
derivatives, then it is in general not known whether the family of solutions X bσ := {xt (x), t >
0}x∈Rd forms a stochastic flow, i.e., for almost all ω ∈ Ω ,
xt+s(x, ω) = xt (xs(x, ω), θs(ω)), ∀t, s > 0, x ∈ Rd
where θs(ω) = ω(s + ·) is the shift operator on Ω . In the theory of ODEs, such a flow property
is well known and follows immediately from the uniqueness. However, the situation of SDEs is
quite different since we need to find a common null set N ⊂ Ω so that for all ω 6∈ N and x ∈ Rd ,
{xt (x, ω), t > 0} is well defined. More precisely, let τx be the lifetime of the solution xt (x) to
SDE (1), linear growth condition together with the local Lipschitz condition does not ensure that
X bσ is strictly conservative (cf. [16, Example 4.7.5]), i.e.,
P{τx = +∞ for all x ∈ Rd} = 1,
or equivalently,
R+ × Rd 3 (t, x) 7→ xt (x) ∈ Rd admits a bi-continuous modification. (2)
On the other hand, for stochastic flows of diffeomorphisms, we need to show the stronger
property that
R+ 3 t 7→ xt (·) ∈ Dk(Rd) is continuous almost surely,
where Dk(Rd) denotes the space of the Ck-diffeomorphism group on Rd . It is well known that
if b and σ are global Lipschitz or certain global log-Lipschitz, then SDE (1) defines a global
stochastic flow of homeomorphisms (cf. [16,19,26,10,9]). In the case of only smooth conditions
imposed on b and σ , this problem is far from being well known, and only local stochastic flow
of diffeomorphisms is proven (cf. [16]). Suppose now that b ∈ Ck,δ and σ ∈ Ck+1,δ , where Ck,δ
denotes the local (k, δ)-Ho¨lder continuous function space defined at the beginning of Section 2.
Consider the following Stratonovich SDE
dxt = b(xt )dt + σ(xt ) ◦ dwt , x0 = x . (3)
Kunita [16, Theorem 4.7.7] showed that X bσ defines a stochastic flow of Ck-diffeomorphisms if
and only if X bσ and X−b−σ are both strictly conservative. Hence, by the equivalence between Itoˆ’s
SDEs and Stratonovich’s SDEs, our main task is to seek conditions for guaranteeing the strict
conservativeness of Itoˆ’s SDE (1).
We should mention that the existence of global flows of homeomorphisms for one dimensional
SDEs was established by Yamada and Ogura [25], under local Lipschitz and linear growth
conditions on the coefficients. Their proof is based on a comparison theorem. For the
multidimensional case, Taniguchi [23, Example 4.2] first gave the following sufficient conditions
for the strict conservativeness of SDE (1): for some α ∈ [0, 1/3) and C > 0,
|b(x)| 6 C(1+ |x |2)α, |∇b(x)| 6 C(1+ |x |2)(1−α)/2,
|σ(x)| 6 C(1+ |x |2)α/2, |∇σ(x)| 6 C(1+ |x |2)(1−α)/4.
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Recently, Fang et al. [8] proved a limit theorem for SDE (3) under stronger assumptions: for
some C > 0 and all |x | > 1,
|b(x)| + |∇b(x)| 6 C(1+ log |x |),
|σ(x)| + |∇σ(x)| + |∇2σ(x)| 6 C
(
1+√log |x |) ,
and therefore, obtained the existence of global flow of homeomorphisms for SDE (3).
However, there are interesting models not covered by Taniguchi’s result [23]. Consider the
following stochastic nonlinear oscillator equation:
z¨t = c0 z˙t − z3t +Θ(zt )w˙t , (z0, z˙0) = (z, u) ∈ R2,
where c0 ∈ R,Θ ∈ C∞(R) has a bounded first order derivative, and w˙t is a one dimensional
Brownian white noise. In phase space, the above equation can be written as a two-dimensional
SDE: {
dzt = ut dt, z0 = z,
dut = [c0ut − z3t ]dt +Θ(zt )dwt , u0 = u. (4)
A natural question is that: Does the above SDE define a global stochastic flow of C∞-
diffeomorphisms? Here, the drift term is non-global Lipschitz and non-linear growth. We remark
that when Θ(z) is a linear function of z, Arnold [1, p. 493, Proposition 9.4.2] has already shown
that the above SDE defines a stochastic flow of C∞-diffeomorphisms. But, the general case is
still open.
For answering the above question, it seems that the unique way is to prove (2). For this, we
have to appeal to the powerful Kolmogorov’s continuity criterion. As usual, our strategy will
be to use the Lyapunov function technique to obtain the exponential integrability of H(zt , ut )
(see Lemma 2.2 below) and then, to use the usual exponential martingale technique to get the
necessary estimate of two point motions (see Lemma 2.3 below). Here H(z, u) := 12 |u|2+ 14 |z|4
is the associated Hamiltonian.
On the other hand, for Eq. (4) with Θ(z) ≡ 1, the generator
L = ∂2u + c0u∂u + ∂u H(z, u)∂z − ∂z H(z, u)∂u
is hypoelliptic. Let pt (x, y) be the transition probability density of diffusion process xt =
(zt , ut ). We may ask: Is it possible to provide a probabilistic representation for the gradient of
log pt (x, y) like the classical Bismut formula (cf. [3,7,22])? Notice that system (4) is degenerate,
the simple martingale approach proposed by Elworthy–Li [7] seems not applicable. Nevertheless,
the special form of Eq. (4) still allows us to prove a similar formula. In fact, Fuhrman [12] has
already shown such a formula for certain degenerate SDEs with Lipschitz drifts (see also [18]).
However, the result in [12] does not cover Eq. (4).
Recently, by constructing a stochastic flow of C1-diffeomorphisms for the SDE with constant
diffusion and Ho¨lder continuous drift, Flandoli et al. [11] showed that the linear stochastic
transport equation with a bounded and Ho¨lder continuous vector field is well posed, while
the deterministic PDE may not be well posed. Using Zvonkin’s transformation (cf. [27]), the
stochastic flow of homeomorphisms for SDE with Dini’s type drift (weaker than Ho¨lder’s
continuity) has already been studied in [26]. In fact, using Ho¨lder’s regularity theory of PDEs,
C1-diffeomorphisms for the SDE with Ho¨lder’s drift is also expected. Here, following [27,26],
we present a slightly different proof for the result in [11], and show that a general non-degenerate
SDE with Ho¨lder continuous drift defines a stochastic flow of C1-diffeomorphisms.
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We now describe the structure of the present paper. In Section 2, we shall establish a general
criteria for stochastic flows of diffeomorphisms defined by Itoˆ’s SDEs. Our proof is inspired by
Taniguchi’s paper [23]. As said above, the key point is to prove the exponential integrability of
some Lyapunov’s functional (see Lemma 2.2), which is also shown to be optimal in Remark 2.6.
Moreover, using Zvonkin’s transformation, we also prove that general non-degenerate SDE with
Ho¨lder continuous drift defines a stochastic flow of C1-diffeomorphisms. In Section 3, we prove
a Bismut type formula for a class of degenerate SDEs by using the integration by parts formula
in the Malliavin calculus (cf. [5]). In Section 4, we apply the results to stochastic Hamiltonian
systems. It seems that this is the first time to prove that non-linear growth stochastic Hamiltonian
system defines a stochastic flow of diffeomorphisms. We want to emphasize that the property of
flow plays a basic role in the study of random dynamical systems (cf. [1]). We remark that the
large deviation for the empirical measures of such system was studied by Wu [24]. Moreover, for
a class of anharmonic oscillator chain in contact with two heat baths, the exponential ergodicity
was studied by Eckmann et al. [6], Rey–Bellet and Thomas [21] and Carmona [4], etc. These are
our main examples and motivation.
2. Stochastic flows without global Lipschitz conditions
NOTATIONS: We shall use | · | and 〈·, ·〉 to denote the Euclidean norm and product. We also
use · to denote the product of two vectors. By σ ∗ we denote the transpose of d × m-matrix σ .
Let (Ft )t>0 be the canonical Brownian filtration. For k ∈ Z+ and δ ∈ (0, 1], let Ck,δ denote
the Fre´chet space of functions f : Rd → Rm which are k times continuously differentiable and
whose k-th derivative is locally δ-Ho¨lder continuous, with seminorms
‖ f ‖k,δ;K :=
k∑
j=0
‖∇ j f (x)‖0;K + [∇k f ]δ;K < +∞,
where K is a compact subset of Rd ,∇ j denotes the j-order gradient, and for a vector valued
function g
‖g‖0;K := sup
x∈K
|g(x)|, [g]δ;K := sup
x 6=y∈K
|g(x)− g(y)|
|x − y|δ .
When K = Rd , we drop the subscripts K . We also denote by Ck,δb the space of all functions with‖ f ‖k,δ := ‖ f ‖k,δ;Rd < +∞.
CONVENTION: The letter C with or without subscripts will denote a constant, whose value
may change in different places.
In this section we consider the following time-dependent SDE:
dxt = bt (xt )dt + σt (xt )dwt , x0 = x, (5)
where b : R+ ×Rd → Rd and σ : R+ ×Rd → Rd ×Rm are two measurable functions. Let L t
be the diffusion operator associated with SDE (5), which is given by
L t := 12
d∑
i, j=1
m∑
k=1
(σ ikt σ
jk
t )(x)∂i∂ j +
d∑
i=1
bit (x)∂i .
We shall separately consider two groups of conditions: One is based on a suitable Lyapunov
function. Another is based on Zvonkin’s transformation.
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2.1. Non-linear growth drifts
We call W ∈ C2(Rd) a Lyapunov function if
W(x) > 1 and lim|x |→∞W(x) = +∞.
We say that the coefficients (b, σ ) of SDE (5) satisfy H1(W, α) if b and σ are continuous
in x , and there exist a Lyapunov function W ∈ C2(Rd) and α ∈ [0, 1] such that for some
C1 ∈ R,C2 > 0 and all t ∈ R+, x ∈ Rd ,
L tW(x) 6 C1 ·W(x), (6)
|σ ∗t (x) · ∇W(x)|2 6 C2 ·W(x)2−α. (7)
If, in addition, for some C3,C4 > 0 and all t ∈ R+ and x, y ∈ Rd ,
〈x − y, bt (x)− bt (y)〉 6 C3 · (W(x)α +W(y)α) · |x − y|2, (8)
|σt (x)− σt (y)|2 6 C4 · (W(x)α +W(y)α) · |x − y|2, (9)
then we say (b, σ ) satisfyingH2(W, α), which means that (6)–(9) hold.
Remark 2.1. As shown below, condition (6) guarantees the non-explosion; condition (7) guar-
antees the exponential integrability; conditions (8) and (9) guarantees the pathwise uniqueness.
We first prove the following exponential integrability, which has independent interest.
Lemma 2.2. Assume that SDE (5) admits a global solution and (b, σ ) satisfiesH1(W, α). Then,
for any β > 0 and all x ∈ Rd ,
E
(
exp
[
sup
t∈R+
[
β
(
e−λtW(xt (x))
)α]]) 6 2(C2(αβ)2 + 1) · exp [β ·W(x)α] ,
where λ = C1 + C2αβ/4+ 2/(αβ) and C1,C2 are from (6) and (7).
Proof. Set
Yt = e−λtW(xt (x))
and for R > |x |,
τ Rx := inf{t > 0 : |xt (x)| > R}.
By Itoˆ’s formula, we have
Yt =W(x)+
∫ t
0
e−λs(LsW − λW)(xs)ds +
∫ t
0
e−λs〈(∇W)(xs), σs(xs)dws〉.
Thus, by (6), we have for any t > 0 and λ > C1,
EYt∧τ Rx =W(x)+ E
(∫ t∧τ Rx
0
e−λs(LsW − λW)(xs)ds
)
6W(x).
This implies the non-explosion by lim|x |→∞W(x) = +∞, i.e.,
lim
R→∞ τ
R
x = ∞, a.s.
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The case α = 0 is trivial, we suppose α ∈ (0, 1] below. For β > 0, set
gβ(r) := exp[β · rα], r > 0.
By Itoˆ’s formula again, we further have
gβ(Yt ) = gβ(Y0)+
∫ t
0
g′β(Ys) · e−λs(LsW − λW)(xs)ds
+
∫ t
0
g′β(Ys) · e−λs〈(∇W)(xs), σs(xs)dws〉
+ 1
2
∫ t
0
g′′β(Ys) · e−2λs |σ ∗s (xs) · (∇W)(xs)|2ds.
Noticing that for r > 0,
g′β(r) = αβ · gβ(r) · rα−1,
g′′β(r) 6 (αβ)2 · gβ(r) · r2(α−1)
and by (6) and (7),
(LsW − λW)(x) 6 (C1 − λ) ·W(x),
e−2λs |σ ∗s (x) · ∇W(x)|2 6 C2 · e−2λs ·W(x)2−α
6 C2 · (e−λsW(x))2−α,
we have for r = e−λsW(x),
g′β(r) · e−λs(LsW − λW)(x)+
1
2
g′′β(r) · e−2λs |σ ∗s (x) · ∇W(x)|2
6 αβ · gβ(r) · rα · (C1 − λ)+ C22 (αβ)
2 · gβ(r) · rα
= αβ · (C1 − λ+ C2αβ/2) · gβ(r) · rα. (10)
Hence, if we choose λ = C1 + C2αβ/2+ 1/(αβ), then
gβ(Yt ) 6 gβ(Y0)−
∫ t
0
gβ(Ys) · Y αs ds +
∫ t
0
g′β(Ys) · e−λs〈(∇W)(xs), σs(xs)dws〉,
which yields by taking expectations that for any β, t > 0,
E(gβ(Yt ))+ E
(∫ t
0
gβ(Ys) · Y αs ds
)
6 gβ(Y0). (11)
On the other hand, by Doob’s maximal inequality, we have
E
(
sup
t∈[0,T ]
|gβ(Yt )|2
)
6 2 · |gβ(Y0)|2 + 8 · E
(∫ T
0
|g′β(Ys)|2 · e−2λs |σ ∗s (xs) · (∇W)(xs)|2ds
)
. (12)
As in estimating (10), we have for r = e−λsW(x),
|g′β(r)|2 · e−2λs |σ ∗s (x) · (∇W)(x)|2 6 C2 · (αβ)2 · |gβ(r)|2 · rα.
X. Zhang / Stochastic Processes and their Applications 120 (2010) 1929–1949 1935
Substituting this into (12) and using (11), we obtain
E
(
sup
t∈[0,T ]
|gβ(Yt )|2
)
6 (8C2(αβ)2 + 2) · g2β(Y0).
The proof is thus complete by letting T →∞ and replacing β by β/2. 
Basing on the above exponential integrability, we now prove the following key moment
estimate of two point motions.
Lemma 2.3. Assume that (b, σ ) satisfies H2(W, α). Then, for any R > 0 and p > 1, there
exist a time T0 = T0(α, p,C1,C2,C3,C4) > 0 and a constant C = C(R, p) such that for all
x, y ∈ Rd with |x |, |y| 6 R
E
(
sup
t∈[0,T0]
|xt (x)− xt (y)|2p
)
6 C · |x − y|2p. (13)
Proof. The case α = 0 is easy, we suppose α ∈ (0, 1] below. Let x, y ∈ Rd with |x |, |y| 6 R.
For simplicity, we write X t = xt (x) and Yt = xt (y) and set
Z t = X t − Yt .
By Itoˆ’s formula, we have
|Z t |2 = |Z0|2 +
∫ t
0
|Zs |2(dMs + Nsds), (14)
where
Mt := 2
∫ t
0
|Zs |−2〈Zs, [σs(Xs)− σs(Ys)]dws〉,
Nt := 2|Z t |−2〈Z t , bt (X t )− bt (Yt )〉 + |Z t |−2tr[(σt (X t )− σt (Yt ))(σ ∗t (X t )− σ ∗t (Yt ))].
Here, we use the convention: 00 := 0.
By (8) and (9), we have
〈M〉t = 4
∫ t
0
|Zs |−4 · |[σ ∗s (Xs)− σ ∗s (Ys)] · Zs |2ds
6 4C4
∫ t
0
(W(Xs)α +W(Ys)α)ds (15)
and
Nt 6 (2C3 + C4) · (W(X t )α +W(Yt )α). (16)
By Lemma 2.2, one sees that Mt +
∫ t
0 Nsds is a continuous semimartingale. Hence,
by [20, Proposition 2.3, p. 361], the unique solution of (14) is given by
|Z t |2 = |Z0|2 · exp
{
Mt − 12 〈M〉t +
∫ t
0
Nsds
}
.
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For any p > 2, by (15), (16) and Lemma 2.2, there exists a T0 = T0(α, p,C1,C2,C3,C4) > 0
small enough such that
E
(
exp
[
8p2〈M〉T0
])
+ E
(
exp
[
2p
∫ T0
0
Nsds
])
6 CR < +∞.
Hence, by Novikov’s criterion, for any q ∈ [1, 4p],
t 7→ E (q M)t := exp
{
q Mt − q
2
2
〈M〉t
}
is a continuous exponential (Ft )-martingale on [0, T0]. Thus, by Ho¨lder’s inequality and Doob’s
maximal inequality, we obtain
E
(
sup
t∈[0,T0]
|Z t |2p
)
6 |Z0|2p
E( sup
t∈[0,T0]
E (M)t
)2p1/2
×
[
E
(
exp
[
2p
∫ T0
0
Nsds
])]1/2
6 CR · |Z0|2p ·
[
EE (M)2pT0
]1/2
= CR · |Z0|2p ·
[
E
(
E (4pM)1/2T0 · exp
(
(4p2 − p)〈M〉T0
))]1/2
6 CR · |Z0|2p ·
[
EE (4pM)T0
]1/4 · [E exp (8p2〈M〉T0)]1/4
6 CR · |Z0|2p.
The proof is complete. 
By using Kolmogorov’s criterion and standard shifting time technique, one may prove the
following result.
Theorem 2.4. Assume that (b, σ ) satisfies H2(W, α). Then, there exists a bi-continuous
modification (t, x) 7→ x˜t (x) of random field (t, x) 7→ xt (x). In particular, SDE (5) defines a
random dynamical system in the sense of Arnold [1].
Proof. For S > 0, let (xS,t (x))t>S be the solution of SDE (5) with xS,S(x) = x . By Lemma 2.3
and Kolmogorov’s criterion (cf. [20]), there exists a T0 > 0 such that for any S > 0,
[S, S + T0] × Rd 3 (t, x) 7→ xS,t (x) ∈ Rd
admits a bi-continuous modification denoted by x˜S,t (x).
For t ∈ [0, T0], define x˜t (x, ω) := x˜0,t (x, ω). For k ∈ N and t ∈ [kT0, (k + 1)T0], let us
inductively define
x˜t (x, ω) := x˜kT0,t (x˜kT0(x, ω), θkT0(ω)).
It is easy to see that R+ × Rd 3 (t, x) 7→ x˜t (x, ω) ∈ Rd is bi-continuous a.s. Moreover, by the
uniqueness of solutions to SDE (5), for fixed t and x ∈ Rd , one has x˜t (x) = xt (x) a.s. The proof
is thus complete. 
We have the following easy consequence, which extends Taniguchi’s result [23, Example 4.2].
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Corollary 2.5. Suppose that for some α ∈ [0, 1], it holds that for all t > 0, x ∈ Rd ,
〈x, bt (x)〉 6 C1 · (1+ |x |2),
|σt (x)|2 6 C2 · (1+ |x |2(1−α)),
and for all t > 0, x, y ∈ Rd ,
〈x − y, bt (x)− bt (y)〉 6 C3 · (1+ |x |2α + |y|2α) · |x − y|2,
|σt (x)− σt (y)|2 6 C4 · (1+ |x |2α + |y|2α) · |x − y|2.
Let xt (x) be the solution of SDE (5). Then the conclusions of Theorem 2.4 still hold. Moreover,
for any β > 0, there exist λ,C > 0 such that for all x ∈ Rd ,
E
(
exp
[
β · sup
t∈R+
(
e−λt |xt (x)|2α
)])
6 C · eβ·|x |2α . (17)
Proof. It is easy to check that (b, σ ) satisfies H2(W, α) with Lyapunov function W(x) =
1+ |x |2. 
Remark 2.6. Consider the following one dimensional SDE
dxt = |xt |αdwt , x0 = x, (18)
where α ∈ [0, 1]. When α ∈ [1/2, 1], by Yamada–Watanabe’s result (cf. [14]), there exists a
unique strong solution to (18). When α ∈ (0, 1/2), it is well known that weak uniqueness does
not hold. However, Bass–Burdzy–Chen [2] recently proved that there exists a pathwise unique
strong solution to (18) in the class of those solutions that spend zero time at 0. Let xt (x) solve
SDE (18). Using (17), we obtain that for any β > 0 and some λ = λ(β) > 0,
Ee
sup
t∈R+
(β·e−λt |xt |2−2α)
< +∞.
In particular, when α = 0, this is the classical Fernique theorem. When α = 1/2 and x0 = x > 0,
by the comparison theorem, xt (x) > 0 for all t > 0 a.s.; and by [14, p. 222, (8.10)], we have for
all λ < 2t ,
Eeλxt (x) = e 2λx2−λt .
When α = 1 and x0 = x > 0, the unique solution of SDE (18) is the geometric Brownian motion
and is explicitly given by
xt = x · ewt− t2 .
It is easy to see that for any positive γ > 0
Ee|xt |γ = +∞.
Hence, exponential integrability (17) is optimal for power α.
The following result is a direct consequence of Theorem 2.4 (cf. [16, Theorem 4.7.7]).
Theorem 2.7. Assume that for some k ∈ N and δ ∈ (0, 1], bt ∈ Ck,δ and σt ∈ Ck+1,δ . Let
b˜it (x) := −bit (x) + tr[(σ ∗t · ∇)σ i ·t ](x). Assume also that (b, σ ) and (b˜,−σ) satisfy H2(W, α).
Then, SDE (5) defines a stochastic flow of Ck-diffeomorphisms.
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2.2. Ho¨lder continuous drifts
We first assume that for some δ ∈ (0, 1) and K > 0,
sup
t∈R+
‖bt‖0,δ + sup
t∈R+
‖σt‖0,δ 6 K < +∞ (19)
and for some λ > 0 and all (t, x) ∈ R+ × Rd ,
λ|ξ |2 6 |σt (x) · ξ |2 6 λ−1|ξ |2, ξ ∈ Rm . (20)
Recall the following well known result (cf. [15, Theorem 2.8 and Corollary 3.6]).
Theorem 2.8. Assume that (19) and (20) hold. For any 0 6 S < T , given f : [S, T ] →
C0,δb with supt∈[S,T ] ‖ ft‖0,δ := Fδ < +∞, then there exists a unique continuous function
u : [S, T ] × Rd → Rd satisfying the following equation: for all t ∈ [S, T ] and x ∈ Rd ,
u(t, x) =
∫ T
t
f (s, x)ds +
∫ T
t
Lsu(s, x)ds, (21)
and such that for some C = C(λ, δ, d, K ) and all t ∈ [S, T ],
‖u(t)‖2,δ 6 C · Fδ (22)
and for all t, s ∈ [S, T ] and x ∈ Rd ,
|∇u(t, x)−∇u(s, x)| 6 C · |t − s|(1+δ)/2 · Fδ, (23)
|∇2u(t, x)−∇2u(s, x)| 6 C · |t − s|δ/2 · Fδ. (24)
From this theorem we now derive the following Zvonkin’s transformation.
Lemma 2.9. Assume that (19) and (20) hold. Then there exist γ > 0 and a family of
transformations {Φt (·), t > 0} on Rd such that
(i) For all t > 0,Φt ∈ C2,δ(Rd;Rd) is a diffeomorphism of class C2,δ .
(ii) For any k ∈ N,Φt (x) satisfies that for all (t, x) ∈ [(k − 1)γ, kγ ] × Rd
Φt (x) = x +
∫ kγ
t
LsΦs(x)ds.
(iii) For any t > 0, it holds that
‖∇Φt‖0 6 32 , ‖∇Φ
−1
t ‖0 6 2,
‖∇2Φt‖0 6 12 , ‖∇
2Φ−1t ‖0 6 4
and
[∇2Φt ]δ + [∇2Φ−1t ]δ 6 C0,
where C0 = C0(λ, δ, d, K ).
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Proof. Taking f = b in Theorem 2.8, let uTS (t, x) be the corresponding solution of Eq. (21) on
time interval [S, T ]. In view of uTS (T, x) ≡ 0 and by (22) and (23), we have for all t ∈ [S, T ]
‖∇2uTS (t)‖0,δ 6 C1 (25)
and for all t ∈ [S, T ] and x ∈ Rd ,
|∇uTS (t, x)| 6 C2 · |T − t |(1+δ)/2, (26)
|∇2uTS (t, x)| 6 C2 · |T − t |δ/2, (27)
where Ci = Ci (λ, δ, d, K ) > 1, i = 1, 2.
Now taking γ := 1
(2C2)2/δ
, then by (26), we have
|uS+γS (t, x)− uS+γS (t, y)| =
∣∣∣∣∣
∫ 1
0
∇uS+γS (t, x + r(y − x)) · (x − y)dr
∣∣∣∣∣
6 C2 · γ (1+δ)/2 · |x − y| 6 12 |x − y|.
If we define
Φt (x) := x + ukγ(k−1)γ (t, x), t ∈ [(k − 1)γ, kγ ],
then
1
2
|x − y| 6 |Φt (x)− Φt (y)| 6 32 |x − y|. (28)
Now, (i) and (ii) follows from Theorem 2.8 and (28). As for (iii), noting that
∇Φ−1t = (∇Φt )−1 ◦ Φ−1t and ∇2Φ−1t = −∇Φ−1t · ∇2Φt ◦ Φ−1t [∇Φ−1t ⊗∇Φ−1t ],
by (28), (27) and (25), we easily get the desired estimates. 
The following lemma is a direct conclusion of Lemma 2.9 and Itoˆ’s formula.
Lemma 2.10. Keep the same statements as in Lemma 2.9. Let b˜ : R+ × Rd → Rd be another
measurable function. Then, xt solves the following SDE on the time interval [(k − 1)γ, kγ ]:
dxt = [b˜t (xt )+ bt (xt )]dt + σt (xt )dwt ; (29)
if and only if yt := Φt (xt ) solves the following SDE on [(k − 1)γ, kγ ]:
dyt = Γt (yt )dt + Σt (yt )dwt , (30)
where
Γt (y) := (∇Φt · b˜t ) ◦ Φ−1t (y), Σt (y) := (∇Φt · σt ) ◦ Φ−1t (y). (31)
Now we prove the following stochastic flow of C1-diffeomorphisms for SDE with Ho¨lder
continuous drift.
Theorem 2.11. In addition to (19) and (20), we also assume that b˜t ∈ C1,δ and
sup
t>0
(|b˜t (x)|2 + |∇b˜t (x)|) 6 C(1+ |x |2), sup
t>0
‖σt‖1,δ < +∞.
Then there exists a unique solution xt (x) to SDE (29) so that (t, x) 7→ xt (x) defines a stochastic
flow of C1,β -diffeomorphisms for any β ∈ [0, δ).
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Proof. By Lemma 2.10, we only need to consider SDE (30) on [(k − 1)γ, kγ ] with x 7→
y(k−1)γ (x) being an F(k−1)γ -measurable and C1,β -diffeomorphism, where β < δ. By (iii) of
Lemma 2.9, we have Γt ∈ C1,δ and
sup
t∈[(k−1)γ,kγ ]
(|Γt (y)|2 + |∇Γt (y)|) 6 C(1+ |y|2), sup
t∈[(k−1)γ,kγ ]
‖∇Σt‖0,δ < +∞.
By Corollary 2.5 and [16, p. 173, Theorem 4.6.5], the solution (t, x) → yt (x) to the following
SDE
yt (x) = y(k−1)γ (x)+
∫ t
(k−1)γ
Γs(ys(x))ds +
∫ t
(k−1)γ
Σs(ys(x))dws,
t ∈ [(k − 1)γ, kγ ],
defines a stochastic flow of C1,β -diffeomorphisms. Therefore, xt (x) = Φ−1t (yt (x)) defines a
stochastic flow of C1,β -diffeomorphisms. The result now follows by patching up the flow on
each interval [(k − 1)γ, kγ ]. 
Remark 2.12. The conditions on drift b˜ mean that b˜ is linear growth, but with a square growth
first order derivative.
3. Bismut formulas for degenerate SDEs
Let xt = (zt , ut ) ∈ Rd1 × Rd2 solve the following degenerate SDE:{
dzt = b˜t (zt , ut )dt, z0 = z ∈ Rd1 ,
dut = bt (zt , ut )dt +Θt · dwt , u0 = u ∈ Rd2 , (32)
where b˜ : R+ × Rd1+d2 → Rd1 , b : R+ × Rd1+d2 → Rd2 and Θ : R+ → Rd2 × Rm are
measurable functions and C1-smooth in x = (z, u).
We have:
Theorem 3.1. Assume that the coefficients of (32) satisfy H2(W, α), ΘtΘ∗t is invertible so that
for any T > 0∫ T
0
|Θ∗s (ΘsΘ∗s )−1|2ds < +∞, (33)
and for some γ1 ∈ [0, α), γ2 > 0 and all t > 0, x = (z, u) ∈ Rd1 × Rd2 ,
|∇z b˜t (x)| 6 C5 ·W(x)γ1 , |∇u b˜t (x)| + |∇bt (x)| 6 C6 ·W(x)γ2 . (34)
Let ` ∈ Rd2 , T > 0 and ϕ ∈ C1b(Rd2). Then, for x = (z, u) ∈ Rd1 × Rd2 , it holds that
〈∇uEϕ(uT (x)), `〉Rd2 =
1
T
E
[
ϕ(uT (x)) ·
∫ T
0
Θ∗s (ΘsΘ∗s )−1[`+ f (s)]dws
]
, (35)
where
f (s) := (∇zbs)(xs(x)) · g(s)+ (∇ubs)(xs(x)) · `T (s), (36)
`T (s) := (T − s)` and g(t) solves the linear equation
g(t) =
∫ t
0
(∇z b˜s)(xs(x)) · g(s)ds +
∫ t
0
(∇u b˜s)(xs(x)) · `T (s)ds. (37)
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Proof. First of all, by Lemma 2.2 and (34), we have for any T > 0 and p > 1,
E
(
exp
[
p · sup
t∈[0,T ]
|(∇z b˜t )(xt )|
]
+ sup
t∈[0,T ]
[
|(∇u b˜t )(xt )|p + |(∇bt )(xt )|p
])
< +∞. (38)
Let f and g be defined by (36) and (37) respectively. Define
h(t) := 1
T
∫ t
0
Θ∗s (ΘsΘ∗s )−1 [`+ f (s)] ds ∈ Rm . (39)
Then by (33), (36), (37) and (38), one knows that t 7→ h(t) is (Ft )-adapted and
E
(∫ T
0
|h˙(s)|2ds
)
< +∞,
where the dot denotes the generalized derivative with respect to s.
Recalling that (Ω ,F , P) is the classical Wiener space, we consider the Malliavin derivative
of xt (x, ω) with respect to the sample path along the direction h (cf. [17]), i.e.,
Dh xt (x, ω) = lim
ε→0
xt (x, εh + ω)− xt (x, ω)
ε
in L2(Ω).
From (32), one sees that Dh xt (x) = (Dhzt (x), Dhut (x)) solves the following linear ODE:
Dhzt (x) =
∫ t
0
(∇b˜s)(xs(x)) · Dh xs(x)ds,
Dhut (x) =
∫ t
0
(∇bs)(xs(x)) · Dh xs(x)ds +
∫ t
0
Θs · h˙(s)ds.
By (39), (36) and (37), it is easy to see that (Dhzt (x)+ g(t)/T, Dhut (x)+ `T (t)/T ) solves the
following equation
Dhzt (x)+ g(t)T =
∫ t
0
(∇z b˜s)(xs(x)) ·
[
Dhzs(x)+ g(s)T
]
ds
+ ∫ t0 (∇u b˜s)(xs(x)) · [Dhus(x)+ `T (s)T ] ds,
Dhut (x)+ `T (t)T = `+
∫ t
0
(∇zbs)(xs(x)) ·
[
Dhzs(x)+ g(s)T
]
ds
+ ∫ t0 (∇ubs)(xs(x)) · [Dhus(x)+ `T (s)T ] ds.
On the other hand, by Theorem 2.4, there exists a null set N ⊂ Ω such that for all ω 6∈ N and
(t, x) ∈ R+ × Rd , xt (x, ω) is well defined and solve Eq. (32). A direct calculation shows that
∇u xt (x) = (∇uzt (x),∇uut (x)) solves
∇uzt (x) · ` =
∫ t
0
(∇b˜s)(xs(x)) · (∇u xs(x) · `)ds,
∇uut (x) · ` = `+
∫ t
0
(∇bs)(xs(x)) · (∇u xs(x) · `)ds.
By the uniqueness of solutions of ODE, we have
∇uzt (x) · ` = Dhzt (x)+ g(t)/T,
∇uut (x) · ` = Dhut (x)+ `T (t)/T .
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In particular, in view of `T (T ) = 0, we have
∇uuT (x) · ` = DhuT (x).
Now,
〈∇uEϕ(uT (x)), `〉Rd2 = E [[(∇ϕ)(uT (x))] · ∇uuT (x) · `]
= E [(∇ϕ)(uT (x)) · DhuT (x)]
= E [Dh(ϕ(uT (x)))]
= E
[
ϕ(uT (x))
∫ T
0
h˙(s)dws
]
,
where the last step is due to the integration by parts formula in the Malliavin calculus (cf. [17]).
Formula (35) now follows by (39). 
Remark 3.2. Formula (35) shows that although SDE (32) is degenerate, the non-degenerate
component ut (z, u) still has “smoothing effect” with respect to u. Below, we shall show a Bismut
formula for xt (x) in a special degenerate case.
Consider the following degenerate SDE:{
dzt = ut dt, z0 = z ∈ Rd ,
dut = bt (zt , ut )dt +Θt · dwt , u0 = u ∈ Rd . (40)
We now prove:
Theorem 3.3. Keep the same assumptions as in Theorem 3.1. Let ` ∈ Rd , T > 0 and
ϕ ∈ C1b(R2d). Then, for x = (z, u) ∈ Rd × Rd , it holds that
〈∇uEϕ(xT (x)), `〉Rd =
1
T
E
[
ϕ(xT (x)) ·
∫ T
0
Θ∗s (ΘsΘ∗s )−1[ f (s)− ˙`T (s)]dws
]
, (41)
〈∇zEϕ(xT (x)), `〉Rd =
1
T
E
[
ϕ(xT (x)) ·
∫ T
0
Θ∗s (ΘsΘ∗s )−1[ f˜ (s)− ˙`˜T (s)]dws
]
, (42)
where the dot denotes the generalized derivative with respect to s,
`T (s) =
{
(T − 3s)`, s ∈ [0, T/2],
(s − T )`, s ∈ [T/2, T ], ˜`T (s) =
{−4s`/T, s ∈ [0, T/2],
4(s − T )`/T, s ∈ [T/2, T ],
and
f (t) = (∇zbt )(xt (x)) ·
∫ t
0
`T (s)ds + (∇ubt )(xt (x)) · `T (t), (43)
f˜ (t) = (∇zbt )(xt (x)) ·
(
T `+
∫ t
0
˜`T (s)ds
)
+ (∇ubt )(xt (x)) · ˜`T (t). (44)
Proof. As in the proof of Theorem 3.1, define
h(t) := 1
T
∫ t
0
Θ∗s (ΘsΘ∗s )−1
[
f (s)− ˙`T (s)
]
ds
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and
h˜(t) := 1
T
∫ t
0
Θ∗s (ΘsΘ∗s )−1
[
f˜ (s)− ˙`˜T (s)
]
ds.
Let Dh xt (x) and Dh˜ xt (x) be the Malliavin derivatives of xt (x) along h and h˜ respectively. Set
g(t) :=
∫ t
0
`T (s)ds, g˜(t) := T `+
∫ t
0
˜`T (s)ds.
Then by (43) and (44), we have
Dhzt (x)+ g(t)T =
∫ t
0
[
Dhus(x)+ `T (s)T
]
ds,
Dhut (x)+ `T (t)T = `+
∫ t
0
(∇zbs)(xs(x)) ·
[
Dhzs(x)+ g(s)T
]
ds
+ ∫ t0 (∇ubs)(xs(x)) · [Dhus(x)+ `T (s)T ] ds
and 
Dh˜zt (x)+
g˜(t)
T
= `+
∫ t
0
[
Dh˜us(x)+
˜`T (s)
T
]
ds,
Dh˜ut (x)+
˜`T (t)
T
=
∫ t
0
(∇zbs)(xs(x)) ·
[
Dh˜zs(x)+
g˜(s)
T
]
ds
+ ∫ t0 (∇ubs)(xs(x)) · [Dh˜us(x)+ ˜`T (s)T ] ds.
Note that
∇uzt (z, u) · ` =
∫ t
0
∇uus(z, u) · `ds,
∇uut (z, u) · ` = `+
∫ t
0
∇zbs(xs(x)) · (∇uzs(z, u) · `)ds
+ ∫ t0 ∇ubs(xs(x)) · (∇uus(z, u) · `)ds,
and 
∇zzt (z, u) · ` = `+
∫ t
0
∇zus(z, u) · `ds,
∇zut (z, u) · ` =
∫ t
0
∇zbs(xs(x)) · (∇zzs(z, u) · `)ds
+ ∫ t0 ∇ubs(xs(x)) · (∇zus(z, u) · `)ds.
By the uniqueness of solutions of ODE, we have
∇u xt (x) · ` = (Dhzt (x)+ g(t)/T, Dhut (x)+ `T (t)/T ),
∇z xt (x) · ` = (Dh˜zt (x)+ g˜(t)/T, Dh˜ut (x)+ ˜`T (t)/T ).
In view of g(T ) = 0 = `T (T ) and g˜(T ) = 0 = ˜`T (T ) (see Fig. 1), we obtain
∇u xT (x) · ` = (DhzT (x), DhuT (x)) = Dh xT (x), (45)
∇z xT (x) · ` = (Dh˜zT (x), Dh˜uT (x)) = Dh˜ xT (x). (46)
The rest of the proofs are the same as in Theorem 3.1. 
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Fig. 1. Graphs of `T and ˜`T .
Remark 3.4. By (45) and (46), under further regularity assumptions on b, it is easy to obtain
higher order derivative formulas by repeatedly using the integration by parts formula in the
Malliavin calculus (cf. [18]).
From Theorem 3.3, we immediately have the following corollary.
Corollary 3.5. In the situation of Theorem 3.3, we have
sup
x∈Rd
|∇Eϕ(xT (x))|
W(x)γ2 6
CT ‖ϕ‖∞
T 2
, T > 0,
where γ2 is from (34) and R+ 3 T 7→ CT ∈ [1,∞) is a continuous increasing function.
Proof. By (41), (42) and Burkholder’s inequality, we have
|〈∇uEϕ(xT (x)), `〉Rd | 6
‖ϕ‖∞
T
E
∣∣∣∣∫ T
0
Θ∗s (ΘsΘ∗s )−1[ f (s)− ˙`T (s)]dws
∣∣∣∣
6 ‖ϕ‖∞
T
E
(
sup
s∈[0,T ]
| f (s)− ˙`T (s)|
)(∫ T
0
|Θ∗s (ΘsΘ∗s )−1|2ds
)1/2
(43)
6 CT ‖ϕ‖∞
T
E
(
sup
s∈[0,T ]
|∇bs(xs(x))|
)
[T 2 + T ]|`|
(34)
6 CT ‖ϕ‖∞|`|E
(
sup
s∈[0,T ]
|W(xs(x))|γ2
)
. (47)
Similarly, we can prove that
|〈∇zEϕ(xT (x)), `〉Rd | 6
CT ‖ϕ‖∞|`|
T 2
E
(
sup
s∈[0,T ]
|W(xs(x))|γ2
)
. (48)
On the other hand, by Itoˆ’s formula, as in the proof of Lemma 2.2, we have
W(xt )γ2 = W(x)γ2 + γ2
∫ t
0
(Wγ2−1LsW)(xs)ds
+ γ2
∫ t
0
Wγ2−1(xs)〈∇W(xs), σs(xs)dws〉
+ γ2(γ2 − 1)
∫ t
0
W(xs)γ2−2|(σ ∗s · ∇W)(xs)|2ds
(6)(7)
6 W(x)γ2 + γ2C1
∫ t
0
W(xs)γ2ds + C2γ2|γ2 − 1|t
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+ γ2
∫ t
0
W(xs)γ2−1〈∇W(xs), σs(xs)dws〉.
By Burkholder’s inequality, we get
E
(
sup
s∈[0,t]
W(xs)γ2
)
6 W(x)γ2 + C
∫ t
0
EW(xs)γ2ds + Ct + CE
(∫ t
0
W(xs)γ2ds
)1/2
6 W(x)γ2 + C
∫ t
0
EW(xs)γ2ds + C(T + 1),
which yields that by Gronwall’s inequality
E
(
sup
s∈[0,T ]
W(xs(x))γ2
)
6 CTW(x)γ2 , (49)
where we have used that W(x) > 1. The desired estimate now follows by combining (47), (48)
and (49). 
4. Application to stochastic Halmiltonian systems
Let H be a Hamiltonian function given by
H(x) := H(z, u) := 1
2
|u|2 + V (z),
where x = (z, u), z = (zi )i=1,...,d denotes the position, and u = (ui )i=1,...,d denotes the
momentum or velocity, V (z) is a potential function bounded from below. Let us consider the
following stochastic Halmiltonian system in phase space R2d :dzt = ∂u H(zt , ut )dt = ut dt, z0 = z,dut = −[∂z H(zt , ut )+ Φt (zt , ut )]dt +Θt (zt , ut )dwt= −[∇z V (zt )+ Φt (zt , ut )]dt +Θt (zt , ut )dwt , u0 = u, (50)
where Φt : R+ × R2d → Rd and Θt : R+ × R2d → Rd × Rm . Below, we use ∂z H and ∇z H as
synonymy.
A Lyapunov function W is defined by
W(x) := H(x)− inf
z∈Rd
V (z)+ 1
(x = (u, z)) = 1
2
|u|2 + V (z)− inf
z∈Rd
V (z)+ 1.
We make the following assumptions on V,Φ and Θ : for some k ∈ N and α, δ ∈ (0, 1],
(HV k,δα ) V ∈ Ck+1,δ(Rd) is bounded from below and satisfies
|∇z V (z)−∇z V (z˜)| 6 CV · (1+ |V (z)|α + |V (z˜)|α) · |z − z˜|. (51)
(HΦk,δα ) Φt ∈ Ck,δ(R2d) satisfies
|Φt (x)| 6 CΦ ·W(x)1/2 (52)
and
|Φt (x)− Φt (x˜)| 6 CΦ · (W(x)α +W(x˜)α) · |x − x˜ |. (53)
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(HΘk,δα ) Θt ∈ Ck+1,δ(R2d) satisfies
|Θt (x)|2 6 CΘ ·W(x)1−α, (54)
|∇uΘt (x)|2 6 CΘ ·W(x)α (55)
and
|Θt (x)−Θt (x˜)|2 6 CΘ · (W(x)α +W(x˜)α) · |x − x˜ |2, (56)
|∇uΘt (x)−∇uΘt (x˜)|2 6 CΘ · (W(x)3α−1 +W(x˜)3α−1) · |x − x˜ |2. (57)
Remark 4.1. If V (z) is a convex function, then we can replace (51), (53) and (56) by
|∇2V (z)| 6 CV · (1+ |V (z)|α),
|∇Φt (x)| 6 CΦ ·W(x)α,
|∇Θt (x)| 6 CΘ ·W(x)α/2.
In fact, we have
|Φt (x)− Φt (x˜)| =
∣∣∣∣∣
∫ 1
0
∇Φt (r x + (1− r)x˜) · (x − x˜)dr
∣∣∣∣∣
6 CΦ
∫ 1
0
W(r x + (1− r)x˜)αdr · |x − x˜ |
6 2CΦ · (W(x)α +W(x˜)α) · |x − x˜ |,
where we have used that V (r x + (1− r)x˜) 6 r V (x)+ (1− r)V (x˜).
By Theorems 2.7 and 3.3, we obtain the following main result of the present paper.
Theorem 4.2. Assume that (HV k,δα ), (HΦ
k,δ
α ) and (HΘ
k,δ
α ) hold for some k ∈ N and α, δ ∈
(0, 1]. Then stochastic Hamiltonian system (50) defines a stochastic flow of Ck-diffeomorphisms.
Moreover, assume that V,Φ ∈ C∞,Θ ∈ Rd ×Rm are independent of t , and ΘΘ∗ is invertible.
Let pt (x, y) be the transition probability density of diffusion process xt (x). Then, for any
T > 0, ` ∈ Rd and y, x = (z, u) ∈ Rd × Rd ,
〈∇u log pT (x, y), `〉 = 1T E
[∫ T
0
Θ∗(ΘΘ∗)−1[ f (s)− ˙`T (s)]dws
∣∣∣∣xT (x) = y] ,
〈∇z log pT (x, y), `〉 = 1T E
[∫ T
0
Θ∗(ΘΘ∗)−1[ f˜ (s)− ˙`˜T (s)]dws
∣∣∣∣xT (x) = y] ,
where `T , ˜`T and f, f˜ are defined as in Theorem 3.3.
Proof. Define
bt (x) := bt (z, u) := (u,−∇z V (z)− Φt (z, u))
and
σt (x) := σ(z, u) :=
(
0, 0
0, Θt (z, u)
)
.
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The diffusion operator associated to (b, σ ) is then given by
L t f (x) = 12
d∑
i, j=1
(ΘtΘ∗t )i j (x)∂ui ∂u j f (x)
−Φt (x) · ∂u f (x)+ ∂u H(x) · ∂z f (x)− ∂z H(x) · ∂u f (x). (58)
By (52) and (54), we have
L tW(x) = 12
d∑
i=1
(ΘtΘ∗t )i i (x)− Φt (x) · u 6 C1 ·W(x)
and by Young’s inequality,
|σ ∗t (x) · ∇xW(x)|2 = |Θ∗t (x) · ∇uW(x)|2 = |Θ∗t (x) · u|2
6 CΘ ·W(x)1−α · |u|2
6 C3 ·W(x)2−α. (59)
By (51), (53) and (56), one sees that (b, σ ) satisfiesH2(W, α).
Define
b˜t (x) := −bt (x)+ tr[(σ ∗t · ∇)σt ](x)
= (−u,∇z V (z)+ Φt (x))+ (0, tr[(Θ∗t · ∇u)Θt ](x))
= (−u,∇z V (z)+ Φt (x)+ tr[(Θ∗t · ∇u)Θt ](x)).
The diffusion operator associated to (b˜,−σ) is then given by
L˜ t f (x) = 12
d∑
i, j=1
(ΘtΘ∗t )i j (x)∂ui ∂u j f (x)+ [Φt (x)+ tr[(Θ∗t · ∇u)Θt ](x)] · ∂u f (x)
− ∂u H(x) · ∂z f (x)+ ∂z H(x) · ∂u f (x).
By (52), (54) and (55), we have
L˜ tW(x) = 12
d∑
i=1
(ΘtΘ∗t )i i (x)+ [Φt (x)+ tr[(Θ∗t · ∇u)Θt ](x)] · u 6 C1 ·W(x).
Thus, by (59), (51), (53), and (54)–(57), it is easy to see that (b˜,−σ) also satisfiesH2(W, α).
Since lim|z|→∞ V (z) = +∞ is not assumed, W(x) may not go to infinity as |x | → ∞. Note
that the property lim|x |→∞W(x) = ∞ is only used in the proof of non-explosion in Lemma 2.2.
Checking the proof of Lemma 2.2, we still have the non-explosion of ut , which also yields the
non-explosion of zt by virtue of zt = z +
∫ t
0 usds. Now, using Theorem 2.7, we obtain that
stochastic Hamiltonian system (50) defines a stochastic flow of Ck-diffeomorphisms.
Since ΘΘ∗ is non-degenerate, by Ho¨rmander’s theorem, the operator L defined by (58) is
hypoelliptic (cf. [13]). So, there is a C∞-transition probability density pt (x, y) for diffusion
process xt (x). Thus, the desired formulas about the gradient of log pt (x, y) are direct
consequence of Theorem 3.3. 
Example 4.3 (Generalized Duffing Oscillators). Consider the following nonlinear stochastic
oscillator equation (d = 1):
z¨t = [c0 z˙t − V (zt )] +Θ(zt )w˙t ,
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where V (z) is a polynomial with leader term a2k z2k , k > 1 and a2k > 0,Θ(z) ∈ C∞(R)
has bounded first order derivative. By Theorem 4.2, the above SDE defines a stochastic flow of
C∞-diffeomorphisms in phase space R2.
Example 4.4 (Chain of Anharmonic Oscillators). We consider a chain of anharmonic coupled
oscillators described by the Hamiltonian (d > 2) (cf. [4] and references therein)
H(z, u) :=
d∑
i=1
(
1
2
|ui |2 +U1(zi )
)
+
d−1∑
i=1
U2(zi+1 − zi ),
where U1,U2 ∈ C∞(R) are bounded from below and satisfy
|U˙i (r)− U˙i (r˜)| 6 C(|Ui (r)| + |Ui (r˜)|) · |r − r˜ |, i = 1, 2. (60)
The two ends of the chain are in contact with heat baths at different temperatures Ti > 0.
The interaction between the heat bath and the particle is modeled by a Langevin process, and
described by the following SDE:
dzi (t) = ∂ui H(z(t), u(t))dt = ui (t)dt, i = 1, . . . , d,
dui (t) = −∂zi H(z(t), u(t))dt, i = 2, . . . , d − 1,
dui (t) = −[∂zi H(z(t), u(t))+ γi ui (t)]dt +
√
Ti dwt , i = 1, d.
Define V (z) :=∑di=1 U1(zi ) +∑d−1i=1 U2(zi+1 − zi ) and Φ(z, u) = (γ1u1, 0, . . . , 0, γdud). By
(60), one sees that (51) holds with α = 1. Conditions (52) and (53) are easy. Conditions (54)–
(57) are trivial since Θ is constant. Thus, by Theorem 4.2, the above SDE defines a stochastic
flow of C∞-diffeomorphisms in phase space R2d .
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