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Kurzfassung
Nicht-Markovsche Dynamik, Dekoha¨renz und Verschra¨nkung
in dissipativen Quantensystemen
mit Anwendung in der Quanteninformationstheorie
von Systemen kontinuierlicher Variablen
Die vorliegende Arbeit befasst sich mit der nicht-Markovschen Dynamik, Dekoha¨renz und
Verschra¨nkung in dissipativen Quantensystemen und deren Anwendung in der Quantenin-
formationstheorie von Systemen kontinuierlicher Variablen. Die Grundlage zur Beschreibung
der nicht-Markovschen Dynamik bildet die Hu-Paz-Zhang Mastergleichung der quantenme-
chanischen Brownschen Bewegung. Es werden nicht-Markovsche Effekte auf die Dekoha¨renz-
und Separabilita¨tszeiten von Ein- und Zwei-Moden-Zusta¨nden untersucht. Dabei kann festge-
stellt werden, dass moderate nicht-Markovsche Einflu¨sse einen langsameren Verlust der Inter-
ferenzfa¨higkeit und Quantenkorrelationen bewirken, wa¨hrend die starken nicht-Markovschen
Effekte eines Out-of-Resonance Bades die Dekoha¨renz beschleunigen ko¨nnen, im Vergleich
zu den Vorhersagen aus Markovschen Na¨herungen. Unterschiedliche Szenarien werden unter-
sucht, in denen die Dekoha¨renzfunktion exponentiell, gaußfo¨rmig oder algebraisch abfallen
kann. Es wird gezeigt, dass eine partielle periodische Wiederkehr der Koha¨renzeigenschaf-
ten auftreten kann, wenn die Mastergleichung der zugrundeliegenden Dynamik nicht vom
Lindblad Typ ist.
Die zeitliche Entwicklung der Korrelationen von verschra¨nkten Zwei-Moden-Zusta¨nden
wird in Ein- und Zwei-Reservoir-Modellen untersucht, die als verrauschte korrelierte bzw.
unkorrelierte nicht-Markovsche Quantenkana¨le interpretiert werden ko¨nnen. Dazu wird das
Modell der quantenmechanischen Brownschen Bewegung entsprechend erweitert. Verschie-
dene Separabilita¨tskriterien fu¨r Gaußsche und nicht-Gaußsche Systeme kontinuierlicher Va-
riablen werden angewandt. In beiden Reservoir-Modellen fu¨hren moderat nicht-Markovsche
Einflu¨sse zu einer Verla¨ngerung der Separabilita¨tszeiten. Allerdings kann der stationa¨re Zu-
stand in beiden Modellen unterschiedlich sein. Im Zwei-Reservoir-Modell gehen anfa¨ngliche
Quantenkorrelationen vollsta¨ndig verloren und die beiden Moden sind im stationa¨ren Zu-
stand unkorreliert. In einem gemeinsamen Reservoir wechselwirken die beiden Moden indi-
rekt u¨ber die Kopplung an die gleichen Badfreiheitsgrade miteinander. Dadurch ko¨nnen neue
Quantenkorrelationen zwischen den beiden Moden entstehen. Unterhalb einer kritischen Bad-
temperatur bleibt diese Verschra¨nkung auch im stationa¨ren Zustand bestehen. Es wird ein
Kriterium fu¨r das Vorliegen stationa¨rer Quantenkorrelationen hergeleitet, das die Badtempe-
ratur und die Response-Funktion des offenen Quantensystems als relevante Gro¨ßen beinhal-
tet. Das erweiterte Modell der quantenmechanischen Brownschen Bewegung zweier Moden in
einem gemeinsamen Reservoir kann als Beispiel fu¨r eine durch Quantenrauschen induzierte
Verschra¨nkung in Zwei-Moden-Systemen aufgefasst werden.

Abstract
Non-Markovian dynamics, decoherence and entanglement
in dissipative quantum systems
with applications to quantum information theory
of continuous variable systems
In this thesis, non-Markovian dynamics, decoherence and entanglement in dissipative
quantum systems are studied. In particular, applications to quantum information theory of
continuous variable systems are considered. The non-Markovian dynamics are described by
the Hu-Paz-Zhang master equation of quantum Brownian motion. In this context the focus
is on non-Markovian effects on decoherence and separability time scales of various single-
mode and two-mode continuous variable states. It is verified that moderate non-Markovian
influences slow down the decay of interference fringes and quantum correlations, while strong
non-Markovian effects resulting from an out-of-resonance bath can even accelerate the loss
of coherence, compared to predictions of Markovian approximations. Qualitatively different
scenarios including exponential, Gaussian or algebraic decay of the decoherence function are
analyzed. It is shown that partial recurrence of coherence can occur in case of non-Lindblad-
type dynamics.
The time evolution of quantum correlations of entangled two-mode continuous variable
states is examined in single-reservoir and two-reservoir models, representing noisy correlated
or uncorrelated non-Markovian quantum channels. For this purpose the model of quantum
Brownian motion is extended. Various separability criteria for Gaussian and non-Gaussian
continuous variable systems are applied. In both types of reservoir models moderate non-
Markovian effects prolong the separability time scales. However, in these models the proper-
ties of the stationary state may differ. In the two-reservoir model the initial entanglement
is completely lost and both modes are finally uncorrelated. In a common reservoir both mo-
des interact indirectly via the coupling to the same bath variables. Therefore, new quantum
correlations may emerge between the two modes. Below a critical bath temperature entangle-
ment is preserved even in the steady state. A separability criterion is derived, which depends
on the bath temperature and the response function of the open quantum system. Thus, the
extended quantum Brownian motion model of a two-mode continuous variable system in a
common reservoir provides an example of quantum noise-induced entanglement.
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Kapitel 1
Einleitung
Mit dem Fortschritt der Quantentheorie entwickelte sich ein neues Konzept von Information,
verbunden mit innovativen Mo¨glichkeiten der Speicherung, Verarbeitung und U¨bertragung
von Daten. Die Theorie der Quanteninformation erforscht diese neuen Mo¨glichkeiten und
sucht nach Anwendungen in Form effizienter Algorithmen und sicherer Kommunikation.
Die Basis dieser U¨berlegungen sind das Superpositionsprinzip und die Existenz verschra¨nk-
ter Zusta¨nde. Diese besonderen quantenmechanischen Eigenschaften sind allerdings sta¨ndig
durch die Wechselwirkung eines Quantensystems mit seiner Umgebung bedroht und ko¨nnen
im Prozess der Dekoha¨renz verloren gehen. Ein tiefgehendes Versta¨ndnis der Dynamik offener
Quantensysteme ist deshalb notwendig, um die zahlreichen Ideen zur Implementierung von
Quanten-Rechnern [1] oder zur Quanten-Teleportation [2, 3] optimal umsetzen zu ko¨nnen.
Teilaspekte dieser Themen eingehender zu untersuchen ist das Ziel der vorliegenden Arbeit,
die sich mit der nicht-Markovschen Dynamik, Dekoha¨renz und Verschra¨nkung von offenen
dissipativen Quantensystemen befasst und dabei Anwendung in der Quanteninformations-
theorie von Systemen kontinuierlicher Variablen im Blick hat. Einleitend soll zuna¨chst ein
U¨berblick u¨ber den Themenbereich gegeben werden, um daran anschließend den konkreten
Aufbau dieser Arbeit darzulegen.
Dissipative Quantensysteme sind offene Quantensysteme, die in Wechselwirkung mit ihrer
Umgebung stehen [4, 5, 6, 7]. Diese Kopplung des Systems an die Umgebung hat drei wesentli-
che Konsequenzen: Dissipation der Systemenergie, Fluktuation der Systemfreiheitsgrade und
Dekoha¨renz anfa¨nglicher Superpositionszusta¨nde. Wa¨hrend die ersten beiden Effekte auch in
klassischen Systemen auftreten, kommt in offenen Quantensystemen als weiteres Pha¨nomen
die Dekoha¨renz hinzu: Als Konsequenz der Wechselwirkung des offenen Systems mit den vie-
len, unzuga¨nglichen Freiheitsgraden der Umgebung gehen die speziellen quantenmechanischen
Korrelationen und die Interferenzfa¨higkeit eines pra¨parierten Anfangszustands verloren und
es entstehen im Gegenzug nichtlokale Korrelationen zwischen dem System und seiner Umge-
bung. Die Zeitskala, auf der diese quantenmechanischen Nichtgleichgewichtsprozesse ablaufen,
ist in der Regel um ein Vielfaches ku¨rzer als die Relaxationszeit des Systems.
Die Dynamik offener Quantensysteme wird meist mittels Mastergleichungen formuliert.
Diese beschreiben die irreversible zeitliche Entwicklung der reduzierten Dichtematrix des of-
fenen Quantensystems und unterscheiden sich von der unita¨ren Dynamik einer von Neumann-
Liouville Gleichung durch zusa¨tzliche Da¨mpfungs- und Diffusionsterme. Diese werden in
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der Regel durch eine Integration u¨ber alle nicht-relevanten Freiheitsgrade des Hamilton-
Operators des Gesamtsystems gewonnen, indem eine Reihe von Approximationen durch-
gefu¨hrt wird. Dazu geho¨ren in erster Linie die Born-Markov-Approximation und die Rotating-
Wave-Approximation. Erste vernachla¨ssigt im Wesentlichen die Korrelationen zwischen Sys-
tem und Bad, letztere die schnell oszillierenden Terme im Hamilton-Operator. Markovsche
Mastergleichungen sind im Allgemeinen dann eine hinreichende Na¨herung, wenn die Korrela-
tionszeiten der Umgebung wesentlich ku¨rzer sind als alle anderen charakteristischen Zeitskalen
des Systems und finden breite Anwendung in der theoretischen Quantenoptik [8, 9, 10] . Diese
Annahme ist mitunter nicht mehr erfu¨llt, wenn sehr kurze Dekoha¨renz- und Separabilita¨ts-
zeitskalen betrachtet werden. In diesem Fall liefern nicht-Markovsche Mastergleichungen ein
genaueres Bild der dissipativen Dynamik des offenen Quantensystems auf kurzen Zeitskalen.
Die quantenmechanische Brownsche Bewegung dient als Modell zur Beschreibung der
nicht-Markovschen Dynamik offener Quantensysteme. Es ist ein Beispiel fu¨r die System-plus-
Reservoir-Modelle, bei denen der Hamilton-Operator fu¨r das Gesamtsystem aus drei Teilen
besteht: dem Hamilton-Operator des aus wenigen Freiheitsgraden bestehenden Teilsystems
von Interesse, einem Hamilton-Operator des Reservoirs – oft in Form eines thermischen Ba-
des unendlich vieler harmonischer Quantenoszillatoren – sowie einem Hamilton-Operator der
die Wechselwirkung zwischen dem Teilsystem und seiner Umgebung beschreibt. Eines der
bedeutendsten Beispiele dieser Modelle ist das sogenannte Caldeira-Leggett Modell [11, 12].
Mittels des Feynman-Vernon-Pfadintegralformalismus [13, 14, 15] wurde daraus die soge-
nannte Hu-Paz-Zhang-Mastergleichung [16] fu¨r die reduzierte Dichtematrix hergeleitet. De-
ren zeitabha¨ngigen Koeffizienten sind fu¨r die nicht-Markovschen Eigenschaften der Dynamik
verantwortlich. Eine dazu a¨quivalente Beschreibung der Dynamik der Heisenberg-Operatoren
ist u¨ber die quantenmechanische Langevin-Gleichung mo¨glich [17, 18]. Da der Hilbert-Raum
des quantisierten elektromagnetischen Feldes a¨quivalent zum Hilbert-Raum des quantisierten
harmonischen Oszillators ist, kann das Modell der quantenmechanischen Brownschen Bewe-
gung vielfa¨ltig eingesetzt werden – so etwa sowohl zur Beschreibung der Schwerpunktsbewe-
gung von Ionen in Radiofrequenzfallen [19, 20, 21] als auch zur Modellierung der dissipativen
Dynamik von elektromagnetischen Feldmoden [22].
Systeme kontinuierlicher Variablen gewannen in den letzten Jahren im Bereich der Quan-
teninformationstheorie an großer Bedeutung [23, 24, 25]. Darunter sind Systeme mit einem
unendlich-dimensionalem Hilbert-Raum zu verstehen, die ein kontinuierliches Eigenwertspek-
trum der relevanten Operatoren aufweisen. Kontinuierliche Variable sind also beispielsweise
die Orts- und Impulsoperatoren harmonischer Oszillatoren bzw. die Quadraturen elektro-
magnetischer Feldmoden – im Gegensatz zu den begrenzten, diskreten Eigenwertspektren
von Systemen mit endlich-dimensionalen Hilbert-Raum (z.B. Spinsysteme oder Polarisation
einzelner Photonen). Ein Beispiel ist die U¨bertragung von Information mittels elektromagne-
tischer Feldmoden intensiver Laserstrahlen. Die Ausgangszusta¨nde von Laserpulsen hoher
Intensita¨t sind Moden mit einer großen Anzahl von Photonen (Vielphotonenzusta¨nde) und
ko¨nnen in guter Na¨herung als koha¨rente Zusta¨nde modelliert werden. Sie sind somit ein
Beispiel fu¨r Gaußsche Zusta¨nde, d.h. von Systemen kontinuierlicher Variablen, die durch ei-
ne gaußfo¨rmige Wigner-Funktion im Phasenraum gekennzeichnet sind und einen sta¨rkeren
klassischen Charakter aufweisen als nicht-Gaußsche Zusta¨nde, deren Wigner-Funktion auch
negative Anteile besitzen kann. Gaußsche Zusta¨nde von Systemen kontinuierlicher Variablen
haben den Vorteil, relativ leicht im Labor hergestellt und kontrolliert werden zu ko¨nnen
3und wurden bereits erfolgreich fu¨r Protokolle in der Quanten-Kryptographie und Quanten-
Teleportation eingesetzt [26, 27, 28]. In dieser Arbeit werden sowohl Beispiele der Dynamik
von Gaußschen Zusta¨nden als auch von nicht-Gaußschen Zusta¨nden betrachtet.
Die Theorie der Dekoha¨renz [29, 30, 31] beschreibt die teilweise oder vollsta¨ndige Un-
terdru¨ckung der Koha¨renzeigenschaften quantenmechanischer Superpositionszusta¨nde durch
den Einfluss einer Umgebung. Umgebungsinduzierte Dekoha¨renz wird als Ursache fu¨r das
Ausbleiben von quantenmechanischen U¨berlagerungszusta¨nden bei makroskopischen Objek-
ten gesehen und ist Folge der praktischen Unmo¨glichkeit, den Zustand aller Umgebungs-
freiheitsgrade zu beobachten. Der Begriff ist eng verknu¨pft mit dem quantenmechanischen
Messproblem [32] und steht auch fu¨r den U¨bergang vom quantenmechanischen Regime zum
klassischen Bereich [33, 34, 35]. Die Zeit, in der ein quantenmechanischer Superpositionszu-
stand in ein statistisches Gemisch u¨bergeht, ist die so genannte Dekoha¨renzzeit. Im Mar-
kovschen Fall skaliert die Dekoha¨renzrate quadratisch mit dem Abstand der u¨berlagerten
Wellenpakete im Phasenraum [36], was mittlerweile experimentell sowohl fu¨r elektromagne-
tische Feldmoden [22], als auch fu¨r materielle Oszillatoren in Form von Ionen in Paul-Fallen
[37, 38] nachgewiesen werden konnte. Die Dekoha¨renzzeit ist einer der limitierenden Faktoren
fu¨r quanteninformationstheoretische Anwendungen und ist im Allgemeinen wesentlich ku¨rzer
als die entsprechende Relaxationszeit, in der das statistische Gemisch in einen thermischen
Gleichgewichtszustand u¨bergeht. Im nicht-Markovschen Fall ist sie auch von den spektralen
Eigenschaften des Reservoirs abha¨ngig. Liegt die Dekoha¨renz-Zeitskala in der Gro¨ßenordnung
der Badkorrelationszeit, so liefert die Beschreibung mittels Markovscher Mastergleichungen
nur unzureichende Ergebnisse und es bietet sich ebenfalls der Zugang u¨ber nicht-Markovsche
Mastergleichungen an. Die Abha¨ngigkeit der Dekoha¨renzzeit von spektralen Eigenschaften des
Bades bietet die Mo¨glichkeit, durch gezieltes Bath-Engineering [39, 37] die quantenmecha-
nische Interferenzfa¨higkeit sowie die nichtklassischen Korrelationen verschra¨nkter Zusta¨nde
la¨nger zu bewahren.
Verschra¨nkung bezeichnet das Vorliegen von quantenmechanischen Korrelationen zwischen
mehreren Teilchen, die sta¨rker sind als es klassisch mo¨glich wa¨re [40]. Dies a¨ußert sich in einer
Verletzung der Bellschen Ungleichungen [41] und ist ein Beleg fu¨r den nicht-lokalen Charakter
der Quantenmechanik. Wa¨hrend die Erforschung niedrig-dimensionaler Systeme in Bezug auf
Verschra¨nkungskriterien [42, 43] und Verschra¨nkungsmaße [44, 45] schon weit vorangeschrit-
ten ist, haben Systeme kontinuierlicher Zusta¨nde erst in den letzten Jahren das Interesse auf
sich gezogen. Mittlerweile sind verschiedene Separabilita¨tskriterien [46] entwickelt worden,
insbesondere fu¨r Gaußsche Zwei-Moden-Zusta¨nde. Deren Verschra¨nkungseigenschaften sind
vollsta¨ndig durch die Kovarianzmatrix der Feldoperatoren der beiden Moden, bzw. Orts- und
Impulsoperatoren der Oszillatoren, gegeben. Fu¨r einige Nicht-Gaußsche Zusta¨nde existieren
ebenfalls Verschra¨nkungsmaße [47]. Fu¨r Zwei-Moden-Zusta¨nde ist die dissipative Dynamik
zusa¨tzlich davon abha¨ngig, ob sich die Bewegung der Moden in einem gemeinsamen Reser-
voir vollzieht, oder ob jede Mode separat an ein Bad gekoppelt ist.
Nicht-Markovsche Effekte im Rahmen der Dynamik offener Quantensysteme stießen in
den letzten Jahren auf zunehmendes Forschungsinteresse. Es hat sich gezeigt, das Mar-
kovsche Na¨herungen beispielsweise in vielen Festko¨rpersystemen wie Quantenpunkten und
anderen Halbleiterstrukturen [48] oder mitunter auch in Resonator-Moden von Atomlasern
[49] nicht gerechtfertigt sind. Auch das Interesse an nicht-Markovschen Reservoiren bei quan-
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teninformationsverarbeitenden Systemen [50] hat zugenommen und erste nicht-Markovsche
Beschreibungen von Quanten-Computern wurden pra¨sentiert [51, 52]. Systeme kontinuierli-
cher Variablen eignen sich insbesondere zur Quanten-Kommunikation und -Teleportation, wo
Laserpulse hoher Intensita¨t ihre Vorteile der geringeren Sto¨rungsanfa¨lligkeit und leichteren
Detektierbarkeit gegenu¨ber einzelnen verschra¨nkten Photonen ausspielen ko¨nnen. Bisher wur-
de die Anwendungen verschra¨nkter Moden als Quantenkana¨le vor allem unter Markovschen
Approximationen untersucht, allerdings sind auch erste Vorschla¨ge fu¨r das Verhalten bei
nicht-Markovschen Quantenkana¨len [53, 54, 55] in der Diskussion. Eine Zusammenstellung
wichtiger experimenteller Arbeiten auf dem Gebiet der Dekoha¨renz und Verschra¨nkung von
Systemen kontinuierlicher Variablen findet sich im Anhang.
Der Aufbau der Arbeit soll hier kurz dargestellt werden. Im folgenden Kapitel 2 werden
die Grundlagen der Beschreibung dissipativer Quantendynamik durch Markovsche Master-
gleichung vom Lindblad Typ komprimiert beschrieben. Die Grenzen bzw. Schwa¨chen der
Born-Markovschen Approximation in Bezug auf Systeme mit kurzen Dekoha¨renz- und Se-
parabilita¨tszeiten werden dargelegt. Im anschließenden Kapitel 3 wird das Caldeira-Leggett-
Modell der quantenmechanischen Brownschen Bewegung vorgestellt, das in dieser Arbeit
die Grundlage fu¨r die Beschreibung der nicht-Markovschen Dynamik von Systemen konti-
nuierlicher Variablen bildet. Dabei werden die a¨quivalenten Ansa¨tze in Form der quanten-
mechanischen Langevin-Gleichung, des Einfluss-Funktional-Pfadintegralformalismus und der
Hu-Paz-Zhang Mastergleichung pra¨sentiert. In Kapitel 4 werden zuna¨chst einige quanten-
statistische Besonderheiten des stationa¨ren Zustands untersucht und deren Folgen fu¨r ei-
ne thermodynamische Betrachtungsweise dargelegt. Kapitel 5 bietet eine Zusammenstellung
jener Systeme kontinuierlicher Variablen, die in den anschließenden Kapiteln als Anfangs-
zusta¨nde der dissipativen Dynamik unterliegen. Ein Vergleich der Relaxation unter Mar-
kovschen und nicht-Markovschen Bedingungen, unterschieden nach Gaußschen und nicht-
Gaußschen Zusta¨nden, ist ebenfalls in diesem Kapitel enthalten. Diese vorgezogene Diskus-
sion der relevanten Zusta¨nde erlaubt es, das Hauptaugenmerk in Kapiteln 6 und 7 direkt
auf Dekoha¨renzprozesse und die Dynamik nichtklassischer Korrelationen zu legen. In Kapi-
tel 6 wird das Dekoha¨renzverhalten verschiedener Superpositionen unter nicht-Markovschen
Bedingungen untersucht. Die sich im nicht-Markovschen Fall ergebende Abha¨ngigkeit der De-
koha¨renzzeitskala von der spektralen Dichte des Bades und ein variationsreiches qualitatives
Verhalten der Dekoha¨renzfunktion lassen eine Aufteilung nach unterschiedlichen Dekoha¨renz-
regimen sinnvoll erscheinen. Kapitel 7 schließlich befasst sich mit der nicht-Markovschen
Dynamik verschra¨nkter Zusta¨nde von Systemen kontinuierlicher Variablen. Konkret werden
zwei-Moden Zusta¨nde als prominenteste Vertreter dieser Klasse untersucht. Die zusa¨tzlichen
inneren Freiheitsgrade des offenen Quantensystems ero¨ffnen die Frage, ob beide Moden der
Wechselwirkung mit dem gleichen Reservoir unterliegen, oder ob jeweils eine separate Kopp-
lung an unkorrelierte Reservoire vorliegt. Im Hinblick auf die charakteristischen Separabi-
lita¨tszeiten werden die Unterschiede dieser beiden Modellvarianten herausgearbeitet und es
wird gezeigt, dass ein gemeinsames Reservoir zu zusa¨tzlichen nichtklassischen Korrelationen
zwischen den beiden Moden fu¨hren kann. Jedes Kapitel entha¨lt eine eigensta¨ndige Einleitung
sowie eine kurze Zusammenfassung, was die Orientierung innerhalb der Arbeit und ein sepa-
rates Lesen einzelner Kapitel erleichtern soll. Das abschließende Kapitel 8 fasst die wichtigsten
Ergebnisse noch einmal zusammen.
5Zur Notation: Fu¨r viele Begriffe der zum u¨berwiegenden Teil in englischer Sprache verfass-
ten Fachliteratur gibt es keine passende deutsche U¨bersetzung. Daher werden in dieser Arbeit
meist die entsprechenden englischen Fachbegriffe benutzt – sofern eine deutsche U¨bersetzung
gewa¨hlt wird, ist der entsprechende englische Ausdruck in Klammern angegeben. Viele der
verwendeten Abku¨rzungen beziehen sich ebenfalls auf die englischen Bezeichnungen - etwa
QBM fu¨r Quantum Brownian Motion oder CV-Systeme fu¨r Continuous Variable Systems.
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Kapitel 2
Grundlagen dissipativer
Quantendynamik
Offene Quantensysteme stehen in Wechselwirkung mit ihrer Umgebung, was drei wesentliche
Konsequenzen hat: Dissipation der Systemenergie, Fluktuation der Systemfreiheitsgrade und
Dekoha¨renz anfa¨nglicher Superpositionszusta¨nde. Wa¨hrend die ersten beiden Effekte auch
in klassischen Systemen auftreten, kommt in offenen Quantensystemen als weiteres Pha¨no-
men die Dekoha¨renz hinzu: Als Konsequenz der Wechselwirkung des offenen Systems mit
den Freiheitsgraden der Umgebung gehen die speziellen quantenmechanischen Interferenzei-
genschaften verloren und es entstehen nichtlokale Korrelationen zwischen dem System und
seiner Umwelt. Im Rahmen der Theorie offener Quantensysteme [4, 5, 7, 6, 56, 57] modelliert
man Dissipation und Dekoha¨renz durch die Wechselwirkung des Systems mit einem Reser-
voir bzw. Wa¨rmebad. Der Ausgangspunkt fu¨r die Beschreibung der Dynamik des offenen
Systems ist die mikroskopische Bewegungsgleichung fu¨r das Gesamtsystem, welches durch
die Kombination des Systems mit seiner Umgebung entsteht. Das Ziel ist die Ableitung einer
Bewegungsgleichung fu¨r die reduzierte Dichtematrix, die aus der Dichtematrix des Gesamt-
systems durch Ausintegration der Umgebungsfreiheitsgrade entsteht. Die Zeitentwicklung
des Systems wird durch eine entsprechende Bewegungsgleichung der reduzierten Dichtema-
trix festgelegt, die als quantenmechanische Mastergleichung bezeichnet wird. Oft werden De-
koha¨renz und Dissipation im Rahmen der Markovschen Mastergleichungen der Quantenoptik
[8, 9, 10] diskutiert. Neben der Markovschen Approximation erfordert der Gebrauch dieser
Gleichungen die Annahme einer schwachen System-Bad-Wechselwirkung. In diesem Fall ist
die interne Systemdynamik wesentlich langsamer als die Korrelationszeiten der Umgebung
und eine Verschra¨nkung zwischen System und Bad kann vernachla¨ssigt werden. Da dies den
am weitesten verbreiteten Zugang zur Untersuchung dissipativer Quantendynamik darstellt,
werden in diesem Kapitel zuna¨chst die quantenmechanischen Mastergleichungen in Born-
Markov-Approximation behandelt. Einen axiomatischen Zugang zur Herleitung Markovscher
Mastergleichungen im Rahmen dynamischer Halbgruppen bietet die Lindblad-Theorie [58],
die ebenfalls kurz dargestellt wird. Die Grenzen bzw. Schwa¨chen der Born-Markovschen Ap-
proximation in Bezug auf Systeme mit kurzen Dekoha¨renz- und Separabilita¨tszeiten werden
dargelegt. Die hier dargestellten Markovschen Mastergleichungen dienen als Referenzpunkt
fu¨r die in den darauf folgenden Kapiteln durchgefu¨hrte Analyse nicht-Markovscher Quanten-
dynamik und deren Auswirkungen auf Dekoha¨renz und Verschra¨nkung.
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2.1 U¨berblick u¨ber die Theorie offener Quantensysteme
Im Gegensatz zu isolierten quantenmechanischen Systemen kann die Dynamik offener Quan-
tensysteme im Allgemeinen nicht durch eine unita¨re Zeitentwicklung beschrieben werden,
sondern wird stattdessen durch eine quantenmechanische Mastergleichung fu¨r den Dichte-
operator dargestellt. Diese wird aus der unita¨ren Dynamik des gesamten Systems,
dρ
dt
=
1
ih¯
[H, ρ] =
1
ih¯
[Hs +Hb +Hint, ρ], (2.1)
das zusammengesetzt ist aus dem Hamilton-Operator des offenen SystemsHs, dem Hamilton-
Operator der Umgebung Hb und einer entsprechenden Wechselwirkung, vermittelt durch
Hint, gewonnen. Dies geschieht durch eine Ausintegration der Umgebungsfreiheitsgrade auf
beiden Seiten obiger Liouville-von-Neumann Gleichung (2.1), so dass sich fu¨r die reduzierte
Dichtematrix ρs = Trbρ die Bewegungsgleichung im Schro¨dinger-Bild
dρs
dt
=
1
ih¯
Trb[H, ρ] (2.2)
ergibt. Da eine exakte Lo¨sung dieser Gleichung im Allgemeinen nicht mo¨glich ist, existieren
verschiedene Approximationsmethoden zur Ableitung von Mastergleichungen. Die bekanntes-
te ist die Born-Markov-Approximation, die zusammen mit der Rotating-Wave-Approximation
die quantenoptischen Mastergleichungen ergeben. Diese ko¨nnen im Rahmen der Lindblad-
Theorie dynamischer Halbgruppen auf eine allgemeine axiomatische Form Markovscher Mas-
tergleichungen erweitert werden. Einige wichtige Markovsche Mastergleichungen werden im
folgenden Abschnitt dargestellt, um als Vergleichsgrundlage bei der Auswertung der nicht-
Markovschen Dynamik dienen zu ko¨nnen. Die Darstellung orientiert sich dabei an ga¨ngigen
Standardwerken zur Theorie offener Quantensysteme [5, 7].
2.2 Quantenoptische Mastergleichungen
Die Quantenoptik befasst sich mit der Quantennatur des Lichts und beschreibt die Wech-
selwirkung elektromagnetischer Stahlung mit Materie auf atomarer Ebene. Da diese Wech-
selwirkung in der Regel relativ schwach ist, kommen zur Beschreibung der Dynamik ver-
schiedene Na¨herungen zum Einsatz. Diese werden zuna¨chst erla¨utert, bevor anhand der Mar-
kovschen Mastergleichung des geda¨mpften harmonischen Quantenoszillators und der Bloch-
Mastergleichung eines Zwei-Niveau-Systems zwei prominente Beispiele dargestellt werden.
2.2.1 Born-Markov- und Rotating-Wave-Approximation
Geht man von der Gleichung (2.1) im Schro¨dingerbild in die Wechselwirkungsdarstellung
u¨ber, in der die freie Dynamik von den Operatoren getragen wird, so lautet die Liouville-von-
Neumann-Gleichung
dρ(t)
dt
=
1
ih¯
[Hint(t), ρ(t)], mit ρ(t) = U
†(t)ρU(t), Hint(t) = U †(t)HintU(t), (2.3)
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wobei der unita¨re Zeitentwicklungsoperator durch U(t) = exp
[− ih¯(Hs +Hb)t] gegeben ist.
Integriert man diese Gleichung formal und setzt das Ergebnis wieder ein, so erha¨lt man eine
exakte Integro-Differentialgleichung fu¨r die Dynamik des Zustands des Gesamtsystems
dρ(t)
dt
=
1
ih¯
[Hint(t), ρ(0)] − 1
h¯2
∫ t
0
dt′[Hint(t), [Hint(t′), ρˆ(t′)]], (2.4)
und entsprechend fu¨r die Dynamik der reduzierten Dichtematrix
dρs(t)
dt
=
1
ih¯
Trb{[Hint(t), ρ(0)]} − 1
h¯2
∫ t
0
dt′Trb[Hint(t), [Hint(t′), ρ(t′)]], (2.5)
wobei der erste Term fu¨r faktorisierende Anfangsbedingungen ρ(0) = ρs(0)⊗ρb vernachla¨ssigt
werden kann (indem man Trb[Hintρb] in den Hamilton-Operator Hs mit einschließt). Diese
Gleichung ist nun Ausgangspunkt fu¨r die Born-Markov-Rotating-Wave-Approximation.
2.2.1.1 Born-Na¨herung
Gleichung (2.5) entha¨lt auf der rechten Seite immer noch den Zustand des Gesamtsystems.
Um eine abgeschlossene Bewegungsgleichung zu erhalten, nimmt man an, dass der Zustand
des Bades wa¨hrend der zeitlichen Entwicklung nur unwesentlich gesto¨rt wird, also
ρ(t′) ≈ ρs(t′)⊗ ρb(0), (2.6)
wa¨hrend der Systemzustand natu¨rlich sehr wohl beeinflusst wird. Die Annahme, dass auch fu¨r
spa¨tere Zeiten keine Korrelationen zwischen Bad und System entstehen, ist nur fu¨r schwache
Wechselwirkung gerechtfertigt und wird auch als weak coupling limit bezeichnet. Man erha¨lt
auf diese Weise eine abgeschlossene, aber nicht mehr exakte Integro-Differentialgleichung:
dρs(t)
dt
= − 1
h¯2
∫ t
0
dt′Trb[Hint(t), [Hint(t′), ρs(t′)⊗ ρb]]. (2.7)
2.2.1.2 Markov-Na¨herung
Die Gleichung (2.7) beinhaltet noch die komplette Vergangenheit des Systems selbst. Nimmt
man weiter an, das nur der aktuelle Systemzustand die Dynamik bestimmt, kann man die
Ersetzung ρs(t
′) → ρs(t) vornehmen und erha¨lt so die zeitlich lokale Differentialgleichung
dρs(t)
dt
= − 1
h¯2
∫ t
0
dt′Trb[Hint(t), [Hint(t′), ρs(t)⊗ ρb]]. (2.8)
Diese Markov-Annahme ist dann gerechtfertigt, wenn die charakteristische Zeitskala τb, auf
der die Badkorrelationen 〈b†k(t)bl(s)〉 abfallen, sehr viel kleiner ist als die Zeitskala τs, auf der
ρs(t) variiert, also τb  τs. Markovsch wird diese Differentialgleichung allerdings erst durch
die Substitution t′ → (t− t′) im Integranden und durch Verschieben der oberen Integrations-
grenze ins Unendliche, so das man die Born-Markovsche Mastergleichung
dρs(t)
dt
= − 1
h¯2
∫ ∞
0
dt′Trb[Hint(t), [Hint(t− t′), ρs(t)⊗ ρb]] (2.9)
erha¨lt. In dieser Gleichung ist jegliche Abha¨ngigkeit von der Vergangenheit des Systems
verschwunden, was dazu fu¨hrt, dass die Dynamik auf einer grobko¨rnigen Zeitskala τb 
τ˜  τs beschrieben wird, auf der Zeiten der Gro¨ßenordnung τb nicht aufgelo¨st werden. Fu¨r
Anwendungen in der Quantenoptik ist diese Na¨herung meist hinreichend gut erfu¨llt.
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2.2.1.3 Rotating-Wave-Approximation (Drehwellen-Na¨herung)
Zur weiteren Vereinfachung wird nun ein konkreter Ansatz fu¨r den Wechselwirkungsoperator
in der Form
Hint = h¯
∑
k
ak ⊗ bk = h¯
∑
k
a†k ⊗ b†k (2.10)
gewa¨hlt, wobei die bosonischen Erzeugungs- und Vernichtungs-Operatoren ak, a
†
k Eigenopera-
toren von Hs sein sollen, d.h. [Hs, ak] = ωkak mit ωk 6= ωl fu¨r k 6= l und somit ak(t) = eiωktak.
Dies in die Born-Markov-Gleichung (2.9) eingesetzt, ergibt:
dρs(t)
dt
= −
∑
k,l
∫ ∞
0
dt′[a†kalρs(t)− alρs(t)a†k]〈b†k(t′)bl〉be−i∆klt−iωlt
′ −
−
∑
k,l
∫ ∞
0
dt′[ρs(t)a
†
l ak − akρs(t)a†l ]〈b†l bk(t′)〉bei∆klt+iωlt
′
, (2.11)
wobei ∆kl ≡ ωk − ωl und 〈O〉 ≡ Tr[Oρb]. Bei der Rotating-Wave-Na¨herung werden nun in
obiger Gleichung nur Terme mit k = l beru¨cksichtigt, was dann gerechtfertigt ist, wenn fu¨r die
Zeitskalen ∆−1kl  τs gilt. In diesem Fall erwartet man, dass sich die rasch oszillierenden Terme
mit k 6= l herausmitteln. Man erha¨lt auf diese Weise schließlich eine Quanten-Mastergleichung
in Lindblad-Form (siehe Abschnitt 2.3):
dρs(t)
dt
= −i
∑
k
λk[a
†
kak, ρs(t)] +
∑
k
γk
2
(
2akρs(t)a
†
k − a†kakρs(t)− ρs(t)a†kak
)
, (2.12)
wobei die reellen Gro¨ßen γk und λk durch∫ ∞
0
dt′eiωkt
′〈bk(s)b(k)〉b = γk
2
+ iλk (2.13)
definiert sind. Die Gro¨ßen λk sorgen fu¨r eine Energieverschiebung (Lamb-Shift), wa¨hrend die
γk die Relaxationsraten des Systems darstellen.
2.2.2 Mastergleichung des Harmonischen Quanten-Oszillators
Ein wichtiges Beispiel Born-Markovscher Quanten-Mastergleichungen ist die quantenoptische
Mastergleichung des linear geda¨mpften harmonischen Quantenoszillators, die u.a. bei der Be-
schreibung einzelner Resonatormoden Anwendung findet. Ihre Form la¨sst sich aus Gleichung
(2.12) erschließen und lautet im Schro¨dingerbild [9, 10]
ρ˙ = −iω0[a†a, ρ] + γ↓
2
[
2aρa† − a†aρ− ρa†a
]
+
γ↑
2
[
2a†ρa− aa†ρ− ρaa†
]
. (2.14)
Sie beschreibt koha¨rentes Pumpen ρ 7→ γ↑a†ρa und Da¨mpfung ρ 7→ γ↓aρa†. Die Gleichung
ist exakt lo¨sbar und ihre Lo¨sung kann in Form der charakteristischen Funktion
χ(z, z∗, t) = Tr
[
ρ(t)eza−z
∗a†
]
= e−A(t)χ(zt, z∗t , 0) (2.15)
mit zt = ze
−iωt−(γ↓−γ↑)t/2 und A(t) =
|z|2
4
γ↓ + γ↑
γ↓ − γ↑
[
1− e−(γ↓−γ↑)t
]
, (2.16)
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angegeben werden. Fu¨r γ↓ > γ↑ ist die zeitliche Entwicklung stationa¨r mit
lim
t→∞ ρ(t) = ρβ = (1− e
−βh¯ω0)e−βh¯ω0a
†a und ln
γ↓
γ↑
= βh¯ω0, (2.17)
bzw. γ↓ = γ(n¯ + 1), γ↑ = γn¯ (also spontane Emissionen mit Rate γ und thermisch indu-
zierte Emissions- und Absorptionsprozesse mit Rate γn¯) sowie mit n¯ = 1/(eβh¯ω0 − 1) als
mittlerer Besetzung der Mode ω0. Diagonal- und Nebendiagonalelemente von ρ(t) entwickeln
sich zeitlich unabha¨ngig voneinander, wobei erstere die Bedingung des detaillierten Gleichge-
wichts der Pauli-Mastergleichung erfu¨llen. Obige Mastergleichung (2.14) fu¨hrt zu Dissipation
und Da¨mpfung sowohl der Diagonal- als auch der Nichtdiagonalelemente der Dichtematrix,
was auch als Amplituden-Da¨mpfung bezeichnet wird. Eine reine Phasenda¨mpfung la¨sst sich
ebenfalls modellieren und wird durch eine Mastergleichung der Form
ρ˙ = −iω0[a†a, ρ] + γ↓
[
2a†aρa†a− (a†a)2ρ− ρ(a†a)2
]
(2.18)
beschrieben [7]. Dies fu¨hrt auf einen exponentiellen Abfall der Nichtdiagonalelemente mit
einer Rate, die proportional zum quadratischen Abstand von der Diagonalen ist. Die Diago-
nalelemente bleiben unbeeinflusst. Eine kompakte U¨bersicht u¨ber das Verhalten des geda¨mpf-
ten harmonischen Oszillators unter obigen Markovschen Mastergleichungen findet sich etwa
in [59]. Der Gleichung (2.14) liegen zahlreiche Studien zur Dynamik und Dekoha¨renz von
Systemen kontinuierlicher Variablen zugrunde, beispielsweise in [60, 61]. Sie wird deshalb in
Kapitel 5 und 6 zu Vergleichszwecken herangezogen.
2.2.3 Mastergleichung des Zwei-Niveau-Systems
Das einfachste Beispiel fu¨r Systeme mit begrenzter Anzahl von Eigenwerten ist das Zwei-
Niveau-System (Qubit), dessen zeitliche Entwicklung der Dichtematrixelemente durch die
Bloch-Gleichungen beschrieben wird. Werden mit den Eigenvektoren |1〉 und |2〉 die Projek-
tionsoperatoren Pk = |k〉〈k|, k = 1, 2 und Leiter-Operatoren σ+ = (σ−)∗ = |2〉〈1| sowie
σ3 = P2−P1 definiert, so ko¨nnen die drei verschiedenen irreversiblen Prozesse der Da¨mpfung
ρ 7→ γ↓σ−ρσ+, des Pumpens ρ 7→ γ↑σ+ρσ− und der Phasenda¨mpfung ρ 7→ δP1ρP1 + δP2ρP2
beschrieben werden, wobei letzteres einen Verlust der Phasenkoha¨renz beschreibt, der nicht
mit einer A¨nderung der Besetzung der Niveaus einhergeht und hier nicht gesondert beru¨ck-
sichtigt werden soll (d.h. δ = 0). Die Bloch-Mastergleichung eines Zwei-Niveau-Systems lautet
dann [7]
ρ˙ = − iω
2
[σz, ρ] +
γ↓
2
(
[σ−, ρσ+] + [σ−ρ, σ+]
)
+
γ↑
2
(
[σ+, ρσ−] + [σ+ρ, σ−]
)
(2.19)
und besitzt die zeitabha¨ngige Lo¨sung
ρ(t) =
(
1
2(1 + 〈σz(t)〉) 〈σ−(t)〉
〈σ+(t)〉 12 (1− 〈σz(t)〉)
)
= ptP1 + (1− pt)P2 + αtσ+ + α∗tσ−, (2.20)
mit pt = p(0)e
−(γ↑+γ↓)t +
γ↓
γ↓ + γ↑
[
1− e−(γ↑+γ↓)t
]
, αt = α0e
−iω0t−(γ↑+γ↓)t/2. (2.21)
Diagonal- und Nebendiagonalelemente entwickeln sich dabei zeitlich unabha¨ngig voneinander,
wobei erstere der Pauli-Mastergleichung gehorchen und auf den stationa¨ren Zustand
lim
t→∞ ρ(t) = ρβ =
1
2 cosh( 12βh¯ω0)
e−
1
2
βh¯ω0σz mit ln
γ↓
γ↑
= βh¯ω0 (2.22)
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zulaufen. Den Ausgangspunkt fu¨r die mikroskopische Herleitung obiger Mastergleichung (2.19)
bildet der Hamilton-Operator eines nichtrelativistischen Atoms (Masse M , Impuls P ), dessen
Elektron (Ladung e, Masse m, Impuls p) mit einem elektromagnetischen Feld (Vektorpotenzi-
al A, Coulombpotenzial C) unter zweiter Quantisierung (Hamilton-Operator der Badmoden
Hb =
∑
k h¯ωkb
†
kbk) wechselwirkt:
H =
P 2
2M
+
1
2m
(p− eA)2 + eV (x) +Hb. (2.23)
Werden Dipol-, Rotating Wave - und Zwei-Niveau Approximation durchgefu¨hrt, ergibt sich
daraus der Hamilton-Operator des Jaynes-Cummings Modells [62]
H = h¯ω0Sz + h¯
∑
k
ωkb
†
kbk + h¯
∑
k
(
λkS+bk + λ
∗
kS−b
†
k
)
, (2.24)
mit den Operatoren Sz =
1
2σz und S± = σ± =
1
2 (σx ± iσy). Aus diesem ergibt sich unter
Born-Markovscher Approximation gem. Abschnitt 2.2.1 schließlich die Bloch-Mastergleichung
(2.19). Eine weitere Vereinfachung des Modells (2.24) stellt der Hamilton-Operator mit σz-
Kopplung dar
H =
1
2
h¯ω0σz + h¯
∑
k
ωkb
†
kbk + h¯σz
∑
k
(
λkbk + λ
∗
kb
†
k
)
, (2.25)
der wie die Mastergleichung (2.18) eine reine Phasenda¨mpfung ohne Dissipation beschreibt
(da System- und Wechselwirkungs-Operator vertauschen und deshalb die Diagonalelemen-
te unbeeinflusst bleiben). Der geda¨mpfte Quantenoszillator in der Fock-Raum-Repra¨senta-
tion kann als Multilevel Spin-Boson-Modell angesehen werden. Bei sehr tiefen Temperatu-
ren werden die erreichbaren Niveaus stark reduziert und der Oszillator kann als effektives
Zwei-Niveau-System [63, 64] angesehen werden. Die exakte Lo¨sung dieses Modells (siehe
Kapitel 3) erlaubt das Studium des effektiven Zwei-Niveau-Systems im Nicht-Markovschen
Regime und einen Vergleich mit aus Gleichung (2.24) gewonnen Lo¨sung fu¨r die Born-Markov-
Approximation des Qubit-Modells.
2.3 Lindblad-Theorie und dynamische Halbgruppen
Die Lindblad-Theorie bietet einen axiomatischen Zugang zur Ableitung von quantenmecha-
nischen Markovschen Mastergleichungen im Rahmen der Theorie dynamischer Halbgruppen,
wobei fu¨r die Dichtematrix strenge Positivita¨t und Spur-Erhaltung gefordert wird. Betrachtet
wird ein offenes Quantensystem mit zugeho¨rigem Hilbert-Raum H, dessen Zeitentwicklung
der reduzierten Dichtematrix ρ(t) durch eine Markovsche Mastergleichung der Form
d
dt
ρ(t) = Lρ(t), t ≥ 0 (2.26)
bestimmt wird. Damit der verallgemeinerte Liouville-Operator L als Generator einer dy-
namischen Halbgruppe fungiert, werden die allgemeinen mathematischen Eigenschaften der
Lo¨sungen von Gl. (2.26), die auf dem Banach-Raum T (H) von Spurklasse-Operatoren auf H
mit Norm ||σ||1 = Tr
√
σσ∗ definiert sind, axiomatisch vorgegeben: Die formale Lo¨sung von
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Gl. (2.26) ist durch die Halbgruppe Λt, t ≥ 0 mit
Λtσ =
∞∑
n=0
tn
n!
Lnσ fu¨r begrenzte OperatorenL, (2.27)
Λtσ = lim
n→∞(1− tL)
−nσ fu¨r unbegrenzte OperatorenL (2.28)
gegeben, wobei die folgenden Bedingungen erfu¨llt sein mu¨ssen [65]:
ΛtΛs = Λt+s Halbgruppen-Eigenschaft (2.29)
lim
t→+0
Λtσ = σ Kontinuita¨t (2.30)
fu¨r σ ≥ 0 Λtσ ≥ 0 Positivita¨t (2.31)
∀σ ∈ T (H) : Tr(Λtσ) = Trσ Spur-Erhaltung. (2.32)
Die Bedingung (2.31) muss aufgrund der Existenz verschra¨nkter Zusta¨nde zusammengesetzter
Quantensysteme, die nicht als konvexe Summe
ρ(12) 6=
∑
j
pj ρ
(1)
j ⊗ ρ(2)j ,
n∑
j=1
pj = 1, pj > 0 (2.33)
von Produktzusta¨nden ρ(1)⊗ρ(2) dargestellt werden ko¨nnen, durch die Bedingung der strengen
(kompletten) Positivita¨t erweitert werden, da sich in diesem Fall leicht Beispiele finden lassen,
bei denen selbst fu¨r spurerhaltende Halbgruppendynamik Λ(1) und Λ(2), die Dynamik Λ(1) ⊗
Λ(2)ρ(12) nicht positiv definit ist. Fu¨r streng positive Halbgruppen auf Operator-Algebren gilt
deshalb die sogenannte Kraus-Zerlegung
Λρ =
∑
α
VαρV
∗
α , (2.34)
wobei Vα gebundene Operatoren auf H sind, die die Bedingung
∑
α V
∗
αVα = 1 erfu¨llen. Fu¨r
einen n-dimensionalen Hilbert-Raum H ko¨nnen immer Kraus-Zerlegungen mit ho¨chstens n2
Termen gefunden werden.
Auf der Theorie dynamischer Halbgruppen aufbauend hat Lindblad [58, 66] die allgemeinste
Form einer Markovschen Mastergleichung zur Beschreibung der irreversiblen Dynamik eines
offenen Quantensystems abgeleitet, deren Standard-Form lautet
Lρ = 1
ih¯
[H, ρ] +
∑
k
γk
2
(
2LkρL
†
k − LkL†kρ− ρL†kLk
)
, (2.35)
wobei Lk die Lindblad-Operatoren bezeichnet. Jede Born-Markovsche Mastergleichung kann
in Lindblad-Form geschrieben werden (beispielsweise ergibt sich die Mastergleichung des
geda¨mpften Quantenoszillators mit H = h¯ω0a
†a durch die Wahl L1 = a, L2 = a†, γ1 =
γ(N + 1) und γ2 = γN), allerdings existiert nicht zu jeder Lindblad-Gleichung auch ein phy-
sikalisches System. Eine allgemeine Lindblad-Gleichung fu¨r den geda¨mpften Oszillator mit
Lindblad-Operatoren in Form linearer Polynome in den Oszillatorkoordinaten q und p und
dem Hamilton-Operator in der allgemeinsten quadratischen Form H = H0+
λ
2 (qp+pq) lautet
[67, 68, 69]
ρ˙ =
1
ih¯
[H0, ρ] +
λ+ γ
2ih¯
[q, {p, ρ}] + λ− γ
2ih¯
[p, {q, ρ}] − Dpp
h¯2
[q, [q, ρ]] − Dqq
h¯2
[p, [p, q]]
+
Dqp
h¯2
([q, [p, ρ]] + [p, [q, ρ]]) , (2.36)
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wobei die quantenmechanischen Diffusionskoeffizienten Dpp, Dqq, Dqp und die Da¨mpfungs-
konstante λ die Restriktionen
Dpp > 0, Dqq > 0 und
1
λ2
(
DppDqq −D2pq
) ≥ h¯2
4
(2.37)
erfu¨llen mu¨ssen, um die Positivita¨tsbedingung zu gewa¨hrleisten. Wird asymtotisch der kano-
nische Gleichgewichtszustand erreicht, so ko¨nnen die Koeffizienten weiter als
Dpp =
λ+ γ
2
h¯mω coth(
1
2
βh¯ω), Dqq =
γ − λ
2
h¯
mω
coth(
1
2
βh¯ω), Dqp = 0 (2.38)
geschrieben werden. In diesem Fall muss die Bedingung
γ > λ, (γ2 − λ2) coth2(1
2
βh¯ω) ≥ γ2 (2.39)
erfu¨llt sein [67]. Lindblad hat gezeigt [66], dass Markovsche Mastergleichungen des geda¨mpf-
ten Quantenoszillators, die die Positivita¨tsbedingung erfu¨llen, nicht gleichzeitig einer Trans-
lationsinvarianz und der Bedingung des detaillierten Gleichgewichts (was ein asymptotisches
Erreichen der kanonischen Dichtematrix sicherstellt) genu¨gen ko¨nnen. Eine notwendige und
hinreichende Bedingung fu¨r die Translationsinvarianz von Gl. (2.37) ist γ = λ. Fu¨r γ 6= λ
ist die Translationsinvarianz verletzt, dafu¨r wird der kanonische Gleichgewichtszustand er-
reicht. Eine Aufstellung von einigen verwendeten Markovschen Mastergleichungen, die nicht
der Positivita¨tsbedingung genu¨gen, findet sich etwa in [67].
2.4 Markovsche und nicht-Markovsche Prozesse
Der axiomatische Zugang erlaubt es zwar, eine Markovsche Mastergleichung in mathema-
tisch konsistenter Weise niederzuschreiben, dennoch sind zusa¨tzliche pha¨nomenologische Ein-
sichten no¨tig, die zu einer konkreten Form der Lindblad-Operatoren fu¨hren. Zudem ist die
Halbgruppendynamik des Dichteoperators im Falle von Markovschen Mastergleichungen des
Lindblad-Typs nur in Born-Markovscher Approximation gu¨ltig. Diese Na¨herung ist ausrei-
chend, wenn die Korrelationszeiten der Umgebung wesentlich ku¨rzer sind als alle anderen
charakteristischen Zeitskalen des Systems und finden breite Anwendung in der theoretischen
Quantenoptik. Allerdings ist diese Annahme mitunter nicht mehr erfu¨llt, wenn sehr kurze
Dekoha¨renz- und Separabilita¨tszeitskalen betrachtet werden. In diesem Fall liefern nicht-
Markovsche Mastergleichung ein genaueres Bild der dissipativen Dynamik des offenen Quan-
tensystems auf kurzen Zeitskalen. Mit den nicht-Markovschen Methoden, wie sie in Kapitel 3
vorgestellt werden, ist es zudem mo¨glich, auch quantenmechanische Korrelationen zu beru¨ck-
sichtigen, indem auf die Annahme schwacher Kopplung bzw. Da¨mpfung verzichtet wird. Die
mit der Dekoha¨renz ursa¨chlich einhergehende Verschra¨nkung zwischen System und Bad, die
in Born-Markovscher Approximation vollsta¨ndig vernachla¨ssigt wird, findet sich dann auch
im stationa¨ren Zustand wieder. Die daraus erwachsenden Konsequenzen fu¨r die thermody-
namische Betrachtungsweise werden in Kapitel 4 vorgestellt. Nicht-Markovsche Effekte, die
in der Literatur ha¨ufig gerade wegen technischer Schwierigkeiten vernachla¨ssigt werden, sind
von nicht zu unterscha¨tzender Bedeutung bei der Quantenkommunikation mit Systemen kon-
tinuierlicher Variablen und bei der Implementierung von quanteninformationsverarbeitenden
Systemen. So wird sich in Kapitel 6 und 7 zeigen, dass moderate nicht-Markovsche Einflu¨sse
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zu einer Verla¨ngerung von Dekoha¨renz- und Separabilita¨tszeiten fu¨hren. Diese Zeitskalen
sind dann im Gegensatz zu Markovschen Approximationen explizit abha¨ngig von den Ei-
genschaften des Bades in Form der spektralen Dichte und deren Abschneidefrequenz. Diese
Abha¨ngigkeit der Dekoha¨renzzeit von spektralen Eigenschaften des Bades bietet die Mo¨glich-
keit, durch gezieltes Bath Engineering den Verlust quantenmechanischer Interferenzfa¨higkeit
und nichtklassischer Korrelationen verschra¨nkter Zusta¨nde zu vermindern [37, 39, 70].
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Kapitel 3
Quantenmechanische Brownsche
Bewegung (QBM)
”
Non-Markov is the rule, Markov is the exception.“
N. G. van Kampen [71]
Neben den im vorausgegangenen Kapitel vorgestellten quantenmechanischen Masterglei-
chungen vom Lindblad-Typ zur Beschreibung der Markovschen Dynamik des geda¨mpften
Quantenoszillators oder des Zwei-Niveau-Systems stellt das Modell der quantenmechanischen
Brownschen Bewegung (QBM) einen weiteren theoretischen Rahmen zur Untersuchung von
dissipativer Quantendynamik zur Verfu¨gung. Das hier verwendete Caldeira-Leggett Modell
[11, 12] betrachtet ein Quantenteilchen, das sich in einem eindimensionalen harmonischen
Potenzial bewegt und dabei linear mit einem Bad wechselwirkt, das aus einer großen An-
zahl harmonischer Oszillatoren im thermischen Gleichgewichtszustand besteht und durch
seine spektrale Dichte charakterisiert ist. Die aus mikroskopischen U¨berlegungen gewonnene
quantenmechanische Langevin-Gleichung [17, 18] fu¨r den Systemfreiheitsgrad und die u¨ber
Pfadintegralmethoden gewonnene exakte Mastergleichung fu¨r die Dichtematrix erlauben es,
den Gu¨ltigkeitsbereich der Born-Markov-Approximationen zu u¨berschreiten und auch durch
starke Kopplung und/ oder tiefe Temperaturen gekennzeichnete Systeme zu untersuchen.
Damit kann der Einfluss von nicht-Markovschen Effekten, die durch die entstehenden quan-
tenmechanischen Korrelationen zwischen System und Umgebung hervorgerufenen werden,
studiert werden. In Abschnitt 3.1 wird zuna¨chst das Caldeira-Leggett Modell vorgestellt und
die Herleitung der quantenmechanischen Langevin-Gleichung skizziert. Anschließend wird in
3.2 der Pfadintegralformalismus kurz vorgestellt, insbesondere die fu¨r offene Quantensysteme
entwickelte Einfluss-Funktional-Methode [13, 14, 15]. Die daraus von Hu, Paz und Zhang
[16] gewonnene Mastergleichung (HPZ-Mastergleichung) wird anschließend in Abschnitt 3.3.
pra¨sentiert. Die Lo¨sung der korrespondierenden verallgemeinerten Fokker-Planck-Gleichung
fu¨r die Wigner-Funktion bildet die Grundlage fu¨r die Untersuchung der dissipativen Dynamik
in den folgenden Kapiteln. Die explizite Beru¨cksichtigung von entstehenden Quantenkorrela-
tionen hat zur Folge, dass der stationa¨re Zustand verschra¨nkt ist. Die daraus erwachsenden
Konsequenzen fu¨r eine thermodynamische Betrachtung werden schließlich in Abschnitt 3.4
diskutiert.
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3.1 Caldeira-Leggett Modell
Im Folgenden wird zuna¨chst der Hamilton-Operator des Caldeira-Leggett-Modells vorgestellt.
Aus den daraus gewonnenen Heisenbergschen Bewegungsgleichungen der Orts- und Impuls-
operatoren werden die Badfreiheitsgrade eliminiert um schließlich die quantenmechanischen
Langevin-Gleichung aufzustellen. Anschließend wird die Lo¨sung dieser Gleichung skizziert
und insbesondere auf den durch die spektrale Dichte und Temperatur des Bades bestimmten
quantenmechanischen Rauschterm eingegangen.
3.1.1 Hamilton-Operator des Modells
Das Caldeira-Leggett Modell der quantenmechanischen Brownschen Bewegung [11, 72, 12],
das in der Literatur auch vielfach als Independent-Oscillator-Modell [73, 74] bezeichnet wird,
ist ein System-plus-Reservoir Modell mit Gesamt-Hamilton-Operator
HCL = Hs +Hb +Hint, (3.1)
wobei das Subsystem Hs u¨ber den Hamilton-Operator Hint mit dem Bad, beschrieben durch
Hb, wechselwirkt. Konkret ist das System der QBM durch den Hamilton-Operator
HCL =
p2
2m
+ V (q) +
N∑
i=1
[
p2i
2mi
+
miω
2
i
2
(
xi − ciq
miω
2
i
)2]
(3.2)
beschrieben, wobei q und p die Heisenberg-Operatoren fu¨r Koordinate und Impuls des Brown-
schen Quantenpartikels sind, welches sich in einem harmonischen Potenzial V (q) = 12mω
2
0q
2
bewegt und an ein Bad aus N voneinander unabha¨ngigen Oszillatoren mit Variablen xi, pi
sowie Frequenzen ωi = i∆ gekoppelt ist. Das Bad ist charakterisiert u¨ber die spektrale Dichte
J(ω) = pi
N∑
i=1
c2i
2mωi
δ(ω − ωi). (3.3)
Die Kopplung erfolgt bilinear in den Ortskoordinaten des Systems q und des Bades xi mit
Kopplungsparameter ci. Zusa¨tzlich sorgt der Selbstwechselwirkungsterm ∼ q2 im Hamilton-
Operator
Hint =
∑
i
[
−cixiq + c
2
i
2miω
2
i
q2
]
(3.4)
fu¨r eine Renormalisierung des Oszillatorpotenzials, so dass das Minimum des Hamilton-
Operators (3.2) bezu¨glich der Variablen q durch das Minimum des Teilchenpotenzials V (q)
bestimmt wird. Wird die notwendige Bedingung fu¨r ein Minimum bezu¨glich xi
∂HCL
∂xi
= miω
2
i xi − ciq = 0 ⇒ xi =
ci
miω
2
i
q (3.5)
in
∂HCL
∂q
=
∂V
∂q
−
∑
i
cixi + q
∑
i
c2i
miω
2
i
eingesetzt,
so folgt
∂HCL
∂q
=
∂V
∂q
. (3.6)
3.1. CALDEIRA-LEGGETT MODELL 19
Das Caldeira-Leggett-Modell (3.2) fu¨hrt damit auf die Differentialgleichungen
q¨ = −ω20q −
∑
i
c2i
mmiw2i
q +
∑
i
ci
m
xi (3.7)
x¨i = −ω2i xi +
ci
mi
q. (3.8)
Werden die inhomogenen Differentialgleichungen der Badmoden (3.7) gelo¨st und partiell in-
tegriert (wobei q(t) als gegebene Funktion angenommen wird), so lauten diese Lo¨sungen
xi(t) = xi(0) cosωit+
pi(0)
miωi
sinωit+
ci
miω2i
(q(t)− q(0) cosωit)− ci
miω2i
∫ t
0
dt′ cosωi(t− t′)q˙(t′).
(3.9)
Das Einsetzen in (3.7) liefert:
mq¨ +mω20q =
∑
i
ci
(
xi(0) cosωit+
pi(0)
miωi
sinωit
)
+
+q(0)
∑
i
c2i
miω2i
cosωit−
∫ t
0
dt′
∑
i
c2i
miω2i
cosωi(t− t′)q˙(t). (3.10)
Dies ist letztlich schon die quantenmechanische Langevin-Gleichung, die nach Einfu¨hrung von
Da¨mpfungs- und Rauschterm im na¨chsten Abschnitt etwas kompakter geschrieben werden
kann.
3.1.2 Quantenmechanische Langevin-Gleichung
Aus dem Hamilton-Operator (3.2) erha¨lt man die Heisenbergschen Bewegungsgleichungen der
Operatoren q und p sowie der Badvariablen xi, pi. Durch Elimination der Badfreiheitsgrade
la¨sst sich Gleichung (3.10) auch als sogenannte quantenmechanische Langevin-Gleichung [18,
17] eines Quantenoszillators im harmonischen Potenzial V (q) schreiben:
mq¨(t) +
dV (q)
dq
+
∫ t
0
dt′γ(t− t′)q˙(t′) = η(t)− q(0)γ(t), (3.11)
mit Dissipationsterm
γ(t− t′) =
∑
i
c2i
miω2i
cosωi(t− t′) = 2
pi
∫ ∞
0
dω
J(ω)
ω
cosω(t− t′) (3.12)
und Rauschterm
η(t) =
N∑
i=1
ci
(
xi(0) cosωit+
pi(0)
miωi
sinωit
)
, (3.13)
der durch die Autokorrelationsfunktion (bei Mittelung u¨ber die Bad-Dichtematrix ρb(0))
K(t− t′) = 1
2
〈{η(t), η(t′)}〉 = h¯
pi
∫ ∞
0
dωJ(ω) coth(
1
2
βh¯ω) cosω(t− t′) (3.14)
charakterisiert ist [7] und im na¨chsten Abschnitt noch ausfu¨hrlich fu¨r unterschiedliche spek-
trale Dichte J(ω) behandelt wird. Die stationa¨ren Korrelationen 〈q2〉 = lim
t→∞〈q
2(t)〉 und
〈p2〉 = lim
t→∞〈p
2(t)〉 sind mit der Suszeptibilita¨t
χ˜(ω) =
[
mω20 −mω2 − iωγ˜(ω)
]−1
mit γ˜(ω) =
∫ ∞
0
dt γ(t)eiωt (3.15)
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u¨ber das quantenmechanische Fluktuations-Dissipations-Theorem [6] verbunden:
〈q2〉 = h¯
pi
∫ ∞
0
dω coth(
1
2
βh¯ω)χ˜′′(ω), (3.16)
〈p2〉 = h¯
pi
∫ ∞
0
dωm2ω2 coth(
1
2
βh¯ω)χ˜′′(ω). (3.17)
Setzt man den Imagina¨rteil der Suszeptibilita¨t χ˜′′(ω) des nicht-Markovschen geda¨mpften Os-
zillators mit den drei charakteristischen Frequenzen λ1, λ2 und λ3 (bzw. Pole in der komple-
xen Ebene) ein, so la¨sst sich fu¨r die Gleichungen (3.16) und (3.17) ein analytischer Ausdruck
angeben [4]:
〈q2〉 = h¯
mpi
3∑
i=1
(λi − Γ)ψ
(βh¯λi
2pi
)
(λi+1 − λi)(λi−1 − λi) − T, (3.18)
〈p2〉 = m2ω20〈q2〉+
h¯γΓ
pi
3∑
i=1
λiψ
(βh¯λi
2pi
)
(λi+1 − λi)(λi−1 − λi) , (3.19)
mit Digamma-Funktion ψ(x) [75] und λ0 = λ3, λ4 = λ1. Die charakteristischen Frequenzen
erfu¨llen dabei die Vieta-Relationen
λ1 + λ2 + λ3 = Γ, λ1λ2 + λ2λ3 + λ3λ1 = ω
2
0 +
γΓ
m
, λ1λ2λ3 = Γω
2
0. (3.20)
Die zeitabha¨ngige Lo¨sung der Langevin-Gleichung (3.11) ist gegeben durch
q(t) = q(0)f˙ (t) +
1
m
p(0)f(t) +
1
m
∫ t
0
dt′f(t− t′)η(t′), (3.21)
p(t) = mq(0)f¨(t) + p(0)f˙(t) +
∫ t
0
dt′f˙(t− t′)η(t′), (3.22)
mit der Green-Funktion
f(t) =
m
2pi
∫ ∞
−∞
dωχ˜(ω)e−iωt =
3∑
i=1
fie
−λit mit fi =
Γ− λi
(λi+1 − λi)(λi−1 − λi) . (3.23)
Fu¨r einen Ausgangszustand minimaler Unscha¨rfe mit 〈x2(0)〉 = σ20 , ist die Zeitentwicklung
der zweiten Momente nach Mittelung u¨ber die anfa¨ngliche Bad-Verteilung ρb(0) durch
〈q2(t)〉 = f˙2(t)σ20 + f2(t)
h¯2
4σ20m
2
+Kq(t), (3.24)
〈p2(t)〉 = m2f¨2(t)σ20 + f˙2(t)
h¯2
4σ20
+Kp(t), (3.25)
1
2
〈{q, p}(t)〉 = mf˙(t)f¨(t)σ20 +
h¯2
4mσ20
f(t)f˙(t) +Kqp(t) (3.26)
gegeben, wobei die inhomogenen Anteile der Lo¨sung bestimmt sind durch [5]:
Kq(t) =
1
m2
∫ t
0
∫ t
0
dt′dt′′f(t− t′)f(t− t′′)K(t′ − t′′) = (3.27)
=
h¯
m2pi
∫ ∞
0
J(ω) coth
(
1
2
βh¯ω
) ∣∣∣∣
∫ t
0
dt′f(t′)eiωt
′
∣∣∣∣2 ,
Kp(t) =
∫ t
0
∫ t
0
dt′dt′′f˙(t− t′)f˙(t− t′′)K(t′ − t′′), (3.28)
Kqp(t) =
1
m
∫ t
0
∫ t
0
dt′dt′′f(t− t′)f˙(t− t′′)K(t′ − t′′) = m
2
K˙q(t). (3.29)
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Die Funktionen f(t), f˙(t) und f¨(t) fallen fu¨r t → ∞ auf Null ab, so dass die Information
u¨ber die anfa¨ngliche Preparation verloren geht. Die stationa¨ren Korrelationen gewinnt man
aus den inhomogenen Lo¨sungsanteilen. Beispielsweise erha¨lt man aus der Funktion Kq(t) im
Grenzfall t→∞ wegen∣∣∣∣
∫ ∞
0
dt′f(t′)eiωt
′
∣∣∣∣2 = f˜(ω)f˜∗(ω) = m2χ˜(ω)χ˜∗(ω) = m2J(ω) χ˜′′(ω) (3.30)
da χ˜(ω) = 1m fˆ(−iω) = 1m f˜(ω), den Ausdruck (3.16) fu¨r die stationa¨re Varianz. Es ist also
〈q2〉 = lim
t→∞Kq(t), 〈p
2〉 = lim
t→∞Kp(t), 〈{q, p}〉 = limt→∞Kqp(t) = 0. (3.31)
In die inhomogenen Lo¨sungsanteile Kq,p,qp geht jeweils die Autokovarianzfunktion K(t) des
Rauschterms η(t) ein. Diese wird im na¨chsten Abschnitt eingehender untersucht.
3.1.3 Quantenmechanisches Rauschen und Dissipation
Der eingefu¨hrte Rauschterm (3.13) und Da¨mpfungsterm (3.12) beschreiben in summarischer
Weise die Wechselwirkung des zentralen Oszillators mit der Umgebung. Die stochastischen
Eigenschaften des Rauschterms kommen durch die Abha¨ngigkeit von der Verteilung der An-
fangswerte zustande. Die Unkenntnis u¨ber die Anfangswerte der Badvariablen fu¨hrt also zum
Zufallscharakter der Rauschkraft. Vakuumfluktuationen sorgen dafu¨r, dass der Rauschterm
auch fu¨r T → 0 nicht verschwindet. Unter der Annahme einer anfa¨nglichen kanonischen
Dichtematrix ρb(0) mit Boltzmann-Verteilung fu¨r die Besetzungszahlen der untereinander
nicht wechselwirkenden, prinzipiell unterscheidbaren Badoszillatoren, sind die Erwartungs-
werte und Varianzen der Operatoren bei Mittelung u¨ber ρb gegeben durch:
〈xi(0)xk(0)〉 = Tr[xixkρb] = h¯
2miωi
coth(
1
2
βh¯ωi)δik, 〈xi(0)〉 = 0, (3.32)
〈pi(0)pk(0)〉 = h¯
2
miωi coth(
1
2
βh¯ωi)δik, 〈pi(0)〉 = 0,
〈xi(0)pk(0)〉 = −〈pi(0)xk(0)〉 = ih¯
2
δik. (3.33)
Der Rauschterm ist also eine Linearkombination von Variablen mit Normalverteilung und
damit selbst wieder eine normalverteilte Zufallsvariable mit Erwartungswert
〈η(t)〉 = Tr[η(t)e
−βHb ]
Tr[e−βHb ]
=
N∑
i=1
ci
[
〈xi(0)〉 cos(ωit) + 〈pi(0)〉
miωi
sin(ωit)
]
= 0. (3.34)
Die Korrelation
〈η(t)η(0)〉 =
N∑
i=1
cick
〈(
xi(0) cosωit+
pi(0)
miωi
sinωit
)
xk(0)
〉
ρb
=
=
N∑
i=1
h¯c2i
2miωi
[
coth
1
2
βh¯ωi cosωit− i sinωit
]
(3.35)
ist eine komplexe Gro¨ße, da die Operatoren η(t) und η(0) im Allgemeinen nicht kommutieren:
〈[η(t), η(0)]〉 =
∑
i
−ih¯c2i
2miωi
sinωit =
−ih¯
pi
∫ ∞
0
dωJ(ω) sinωt =
ih¯
2
d
dt
γ(t). (3.36)
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Als Autokovarianzfunktion K(t− t′) wird deshalb die Antikommutator-Relation
1
2
〈{η(t), η(t′)}〉 =
N∑
i=1
c2i
[
〈x2i (0)〉 cos(ωit) cos(ωit′) +
〈p2i (0)〉
m2iω
2
i
sin(ωit) sin(ωit
′)
]
=
N∑
i=1
h¯
c2i
2miωi
coth(
1
2
βh¯wi) cosωi(t− t′) (3.37)
=
h¯
pi
∫ ∞
0
dωJ(ω) coth(
1
2
βh¯ω) cosω(t− t′) (3.38)
verwendet. Die spezifischen Badeigenschaften treten dabei in der spektralen Dichte J(ω)
zutage. Eine sehr ha¨ufig Verwendung findende Dichte ist das Drude-Spektrum
J(ω) = pi
N∑
i=1
c2i
2mωi
δ(ω − ωi) = γω Γ
2
(ω2 + Γ2)
, mit c2i =
2γ∆miω
2
i Γ
2
pi(ω2i + Γ
2)
, (3.39)
das sich durch die Wahl der Drude-Ullersma-Kopplung [76] fu¨r die ci im thermodynamischen
Limes mit ∆ → 0, N → ∞ ergibt, wobei Γ = N∆ die Abschneidefrequenz und γ die
Kopplungskonstante ist. In diesem Fall nimmt der Da¨mpfungsterm (3.12) eine exponentiell
abfallende Form an:
γ(t− t′) = 2
pi
∫ ∞
0
dω
J(ω)
ω
cosω(t− t′) = γΓe−Γ|t−t′|, (3.40)
so dass die Autokorrelationsfunktion (3.14) fu¨r hohe Temperaturen die einfache Form
K(t− t′) = kTγ(t− t′) = γΓkTe−Γ|t−t′|, mit K(0) = γΓkT (3.41)
hat. Fu¨r tiefe Badtemperatur T → 0 ist die Autokorrelationsfunktion (3.14) fu¨r Zeiten
t > Γ−1 negativ und damit antikorreliert. Zudem zeigt das zeitliche Verhalten fu¨r große
Zeiten einen algebraischen Verlauf K(|t− t′|) ∼ −|t− t′|−2 [7]. Nachteilig an dieser Wahl der
spektralen Dichte ist allerdings die logarithmische Divergenz der Rauschkorrelationsfunktion
bei tiefen Temperaturen fu¨r t→ 0,
K(0) = 〈η2(0)〉 = lim
s→∞
h¯
pi
∫ s
0
dω
γωΓ2
Γ2 + ω2
=
γh¯Γ2
2pi
lim
s→∞ ln
[
1 + (s/Γ)2
]
. (3.42)
Im Ohmschen Grenzfall ist die spektrale Dichte durch J(ω) = γωΘ(Γ − ω) mit Heaviside-
Sprungfunktion θ gegeben. Der Rauschterm (3.14) wird in diesem Fall zu
Kohm(t− t′) = h¯γ
pi
∫ Γ
0
dωω coth(
1
2
βh¯ω) cosω(t− t′), (3.43)
wobei auch hier die Abschneidefrequenz Γ zur Vermeidung divergierender Integrale no¨tig
ist. Eine direkte Unterscheidung zwischen Ohmschen, sub-Ohmschen und super-Ohmschen
Ba¨dern ist durch eine spektrale Dichte der Form
Jn(ω) = γω
nΓ1−ne−ω/Γ (3.44)
mo¨glich (super-Ohmsch fu¨r n > 1, sub-Ohmsch fu¨r n < 1). Diese findet in der Literatur
ebenfalls ha¨ufig Verwendung. Die Tabelle 3.1 stellt einige unterschiedliche spektrale Dich-
ten und die daraus resultierenden Rausch- und Da¨mpfungsterme einander gegenu¨ber, und
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die Abbildung 3.1 visualisiert die Abha¨ngigkeit der Rauschautokorrelationsfunktion von der
spektralen Dichte des Bades. Wie Abb. 3.1a verdeutlichen soll, ist das Quantenrauschen fu¨r
spektrale Dichten mit Cauchy-Lorentz-Funktion bei tiefen Temperaturen und la¨ngeren Be-
trachtungszeitra¨umen antikorreliert, fu¨r hohe Temperaturen jedoch stets positiv korreliert.
Das diese Antikorrelation allerdings keine spezielle Eigenschaft des Quantenvakuumrauschens
ist, sondern vielmehr auch fu¨r hohe Temperaturen im Falle super-Ohmscher Ba¨der auftritt,
ist aus Abb. 3.1b ersichtlich. Zudem wird deutlich, dass im super-Ohmschen Fall auch eine
Oszillation der Korrelationsfunktion mo¨glich ist.
J(ω) γ(t) KT→0(t) KT→0(0) Kβ→0(0)
γωΓ2
Γ2+ω2
γΓe−Γt γh¯Γ
2
2
√
pi
G(0, 0, 1/2,Γ2t2/2) γh¯Γ
2
pi ln(∞) γΓkT
γωΓ4
(Γ2+ω2)2
γΓ(1 + Γt)e−Γt γh¯Γ
2√
pi
G(0, 1, 1/2,Γ2t2/2) γh¯Γ
2
pi γΓkT
γ
(
ω
Γ
)
Γe−ω/Γ 2γΓ
pi(1+Γ2t2)
γh¯Γ2 (1−Γ
2t2)
pi(1+Γ2t2)2
γh¯Γ2
pi
2
piγΓkT
γ
(
ω
Γ
)2
Γe−ω/Γ 2γΓ(1−Γ
2t2)
pi(1+Γ2t2)2
2γh¯Γ2(1−3Γ2t2)
pi(1+Γ2t2)2
2γh¯Γ2
pi
2
piγΓkT
γ
√
ω
ΓΓe
−ω/Γ 2γΓ cos( 12 arctan Γt)√
pi(1+Γ2t2)1/4
γh¯Γ2 cos( 32 arctan Γt)
2
√
pi(1+Γ2t2)3/4
γh¯Γ2
2
√
pi
2√
pi
γΓkT
Tabelle 3.1: Dissipationsterme γ(t) und Rausch-Korrelationsfunktionen K(t) fu¨r unterschiedliche
spektrale Dichten J(ω) des Bades. Der Rauschterm K(t) und K(0) ist jeweils fu¨r T → 0 angegeben.
Fu¨r kT  h¯Γ ist jeweils K(t) = kTγ(t). Die Funktion G steht fu¨r die MeijerG-Funktion [77, 75].
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(a) Autokorrelationsfunktion K(t)/K(0) fu¨r Dru-
de Spektrum (durchgezogene Linien) im Vergleich
zur Umgebungen mit J(ω) gem. der 2. Zeile der
Tabelle 3.1. (gestrichelt) fu¨r hohe Temperaturen
(rot) und tiefe Temperaturen (blau).
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(b) Autokorrelationsfunktion K(t)/K(0) fu¨r
Spektrum (3.44) mit n = 1/2 (durchgezoge-
ne Linie), n = 2 (gestrichelt) fu¨r hohe und
tiefe Temperaturen (rot bzw. blau), sowie
Nulltemperatur-Verlauf fu¨r n = 5 (gelbe Linie).
Abbildung 3.1: Autokorrelationfunktion K(t − t′)/K(t′) der Rauschfunktion fu¨r unterschiedliche
spektrale Dichten J(ω) nach Tabelle 3.1 fu¨r hohe und tiefe Temperaturen (Parameter γ = 0.01mω,
Γ = 10ω0). Links: Nur fu¨r tiefe Temperaturen ist das Quantenrauschen u¨ber la¨ngere Zeitspannen
antikorreliert (negative Werte). Rechts: Antikorrelation kann auch bei hohen Temperaturen auftreten
(rot gestrichelt), ist also keine spezielle Eigenschaft des Quantenvakuumrauschens. Fu¨r super-Ohmsche
Ba¨der kann die Autokorrelationsfunktion auch oszillieren (gelbe Kurve).
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3.2 Pfadintegralformalismus im Caldeira-Leggett-Modell
Neben der quantenmechanischen Langevin-Gleichung, die als Ausgangspunkt die aus dem
Hamilton-Operator gewonnenen mikroskopischen Heisenbergschen Bewegungsgleichungen hat,
bietet sich als alternativer Zugang zur Behandlung nicht-Markovscher Dynamik der von Feyn-
man entwickelte Pfadintegralformalismus an [78, 79], der auf der Lagrange-Funktion der klas-
sischen Mechanik basiert. Ausgangspunkt ist dabei die klassische Wirkung, die als Phase in
die Amplituden der einzelnen quantenmechanischen Pfade eingeht. Die Zeitentwicklung des
Systems wird dann durch den Propagator bestimmt, der als Funktional-Integral aus den Am-
plituden der mo¨glichen Pfade gewonnen wird. Zu unterscheiden ist dabei zwischen dem Pfa-
dintegralformalismus in Realzeit, der die unita¨re Dynamik von Quantensystemen beschreibt,
dem Pfadintegralformalismus in Imagina¨rzeit, der die quantenstatistische Betrachtung von
Gleichgewichtssystemen erlaubt, und dem Einfluss-Funktional-Integral-Formalismus zur Be-
schreibung der nicht-unita¨ren Nichtgleichgewichtsdynamik offener Quantensysteme. Letzterer
erlaubt die Herleitung einer quantenmechanischen Master-Gleichung deren zeitlich nichtlokale
Koeffizienten den nicht-Markovschen Charakter widerspiegeln.
3.2.1 Grundlagen des Pfadintegralformalismus
Der Pfadintegralformalismus in Realzeit ermo¨glicht die Beschreibung der unita¨ren Dynamik
von Quantenzusta¨nden, die a¨quivalent ist zur Beschreibung mittels der Schro¨dinger-Gleichung
fu¨r reine Zusta¨nde bzw. der Heisenberg-von-Liouville-Gleichung fu¨r gemischte Zusta¨nde. Pfa-
dintegrale im Imagina¨rzeitformalismus hingegen erlauben eine quantenstatistische Gleich-
gewichtsbetrachtung von Systemen im Kontakt mit einem thermischen Reservoir. Der auf
offene Quantensysteme erweiterte Pfadintegralformalismus schließlich verbindet diese beiden
Ansa¨tze, indem er die Beschreibung der Nichtgleichgewichtsdynamik im Rahmen thermischer
Relaxationsprozesse ermo¨glicht.
Um die Notation einzufu¨hren, soll zuna¨chst eine kurze Einfu¨hrung in den Pfadintegralforma-
lismus in Realzeit erfolgen, wie sie etwa in Ref. [80] zu finden ist. Dazu betrachte man die
unita¨re Zeitentwicklung eines Zustandes |ψ〉 unter der Schro¨dinger-Gleichung,
ih¯
∂
∂t
|ψ〉 = Hˆ|ψ〉 ⇒ |ψ(t)〉 = e− ih¯ Hˆt|ψ(0)〉. (3.45)
Die Lo¨sung im Ortsraum kann durch die U¨bergangs- bzw. Wahrscheinlichkeitsamplitude
〈q| exp(−iHt/h¯)|q′〉 des Zeitentwicklungsoperators angegeben werden:
ψ(q, t) =
∫
dq′K(q, t|q′, 0)ψ(q′, 0) mit K(q, t|q′, 0) = 〈q | exp(−iHt/h¯)| q′〉. (3.46)
Der Propagator K(q, t|q′, 0) wird zum zentralen Objekt im Feynmanschen Pfadintegralforma-
lismus, indem er als Produkt von U¨bergangswahrscheinlichkeiten fu¨r infinitesimale Zeitinter-
valle ausgedru¨ckt wird:
K(qN , tN |q0, t0) =
N−1∏
n=1

 ∞∫
−∞
dqn

 N∏
n=1
〈qn|e−
i
h
Hˆ(tn−tn−1)|qn−1〉 (3.47)
≈
N−1∏
n=1

 ∞∫
−∞
dqn

 N∏
n=1

 ∞∫
−∞
dpn
2pih¯

 exp [ i
h¯
SN
]
(3.48)
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wobei SN =
N∑
n=1
[pn(qn − qn−1)− (tn − tn−1)H(pn, qn, tn)] im Kontinuumlimes N →∞ in die
klassische Wirkung u¨bergeht,
S[q, p, t] = lim
N→∞
SN =
∫ tN
t0
dt [p(t)q˙(t)−H(q(t), p(t), t)] . (3.49)
Das Produkt unendlich vieler Integrale
lim
N→∞
N−1∏
n=1

 ∞∫
−∞
dqn

 N∏
n=1

 ∞∫
−∞
dpn
2pih¯

 ≡ ∫ (qN ,tN )
(q0,t0)
D′q
∫ Dp
2pih¯
(3.50)
wird als Pfadintegral bezeichnet. Per Definition ist in diesem Produkt immer eine Integration
u¨ber pn mehr enthalten als u¨ber qn. Wa¨hrend q0 und qN festgehalten werden und die qn-
Integration fu¨r n = 1, ..., N − 1 ausgefu¨hrt wird, wird jedes Paar (qn, qn−1) von einer pn-
Integration fu¨r n = 1, ..., N begleitet. Dies wird durch die Notation D ′ ausgedru¨ckt. Diese
Asymmetrie dreht sich um, wenn nicht die Start- und Endwerte von q sondern von p fixiert
werden. Der Propagator bzw. die U¨bergangsamplitude kann nun als Pfadintegral in der Form
K(qf , tf |qi, ti) =
∫ (qf ,tf )
(qi,ti)
D′q
∫ Dp
2pih¯
exp
[
i
h¯
S[q, p]
]
, (3.51)
geschrieben werden. Anstelle dieser Phasenraumdarstellung wird ha¨ufig – wie auch in Feyn-
mans Originalarbeit [78] – die Darstellung im Konfigurationsraum verwendet,
K(qf , tf |qi, ti) =
∫ (qf ,tf )
(qi,ti)
Dq exp
[
i
h¯
S[q(t)]
]
mit S[q(t)] =
∫ tf
ti
dtL(q, q˙, t) (3.52)
wobei die Wirkung S[q] aus der klassischen Lagrange-Funktion L(q, q˙, t) = m2 q˙2 − V (q, t)
gewonnen wird. Die Integration – ausgedru¨ckt durch D[q(t)] – erfolgt dabei u¨ber alle Pfa-
de q(t), die die Randbedingungen q(ti) = qi, q(tf ) = qf erfu¨llen. Die mo¨glichen Pfade sind
dabei gleichgewichtet und unterscheiden sich nur in dem jeweiligen Phasenfaktor eiS[q,p]/h¯,
der als quantenmechanisches Analogon zum Boltzmann-Faktor e−βH(q,p) der statistischen
Mechanik aufgefasst werden kann. Diese Analogie erlaubt auch die Herleitung quantenstatis-
tischer Gro¨ßen wie der Zustandssumme, indem die Integration analytisch auf imagina¨re Zeit
erweitert wird. Dies soll im na¨chsten Abschnitt behandelt werden.
3.2.2 Imagina¨rzeit-Pfadintegrale und Quanten-Statistik
Die statistische Beschreibung des Gleichgewichtszustands eines Quantensystems in einer ther-
mischen Umgebung mit inverser Temperatur β erfolgt u¨ber dessen Zustandssumme Zβ =
Tr[e−βHˆ ] und Dichtematrix ρβ = Z−1β e
−βHˆ , die in Ortsdarstellung durch
ρβ(q, q
′) =
1
Zβ
〈q |e−βHˆ | q′〉 mit Zβ =
∫ ∞
−∞
dq 〈q |e−βHˆ | q〉 (3.53)
gegeben sind. Im Gegensatz dazu erha¨lt man aus obigen Pfadintegralformalismus die quan-
tenmechanische Zustandssumme
Zqm(tf , ti) =
∫ ∞
−∞
dq 〈q |e−iHˆ(tf−ti)/h¯| q〉 =
∫ ∞
−∞
dqK(q, tf |q, ti) = (3.54)
=
∫ ∞
−∞
dq
∫ (q,tf )
(q,ti)
D′q
∫ Dp
2pih¯
exp
[
i
h¯
S[q, p]
]
(3.55)
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und entsprechend den Dichteoperator
ρ(qf , qi) =
1
Zqm
K(qf , tf |qi, ti) = 1
Zqm
∫ (qf ,tf )
(qi,ti)
D′q
∫ Dp
2pih¯
exp
[
i
h¯
S[q, p]
]
. (3.56)
die beide Ausdruck der unita¨ren Entwicklung eines isolierten Quantensystems sind. Ein Ver-
gleich der Zustandssummen Zβ und Zqm legt nahe, dass durch eine Transformation auf ima-
gina¨re Zeit (tf − ti) → −ih¯β eine Darstellung der quantenstatistischen Zustandssumme Zβ
durch Pfadintegrale mo¨glich ist:
Zβ =
∫ ∞
−∞
dqK(q, h¯β|q, 0) =
∫ ∞
−∞
dq
∫ (q,h¯β)
(q,0)
Dq
∫ Dp
2pih¯
exp
[
−1
h¯
SE [q, p]
]
, wobei (3.57)
∫ ∞
−∞
dq
∫ (q,h¯β)
(q,0)
Dq
∫ Dp
2pih¯
≡ lim
N→∞
N∏
n=1
∫ ∫ ∞
−∞
dqndpn
2pih¯
≡
∮
Dq
∫ Dp
2pih¯
. (3.58)
Die Dichtematrix fu¨r den thermischen Gleichgewichtszustand lautet demzufolge
ρβ(q, q
′) =
1
Zβ
K(q, h¯β|q′, 0) = 1
Zβ
∫ (q,h¯β)
(q′,0)
Dq
∫ Dp
2pih¯
exp
[
−1
h¯
SE [q, p]
]
, (3.59)
wobei SE [q, p] in beiden Fa¨llen die Euklidsche Wirkung bezeichnet und durch
SE [q, p] =
∫ h¯β
0
dτ
[
H(q, p, τ)− p
(
dq
qτ
)]
(3.60)
gegeben ist, mit Differentiation von q nach der imagina¨ren Zeit τ . SE [q] ist entsprechend durch
einen Wechsel des Vorzeichens im Potenzialterm der Lagrange-Funktion gekennzeichnet:
SE[q] =
∫ h¯β
0
dτ
[
m
2
(
dq
dτ
)2
+ V (q, τ)
]
. (3.61)
Im Konfigurationsraum lautet die Darstellung der Dichtematrix folglich
ρβ(q, q
′) =
1
Zβ
(q,h¯β)∫
(q′,0)
Dq e−SE [q(t)]/h¯ mit Zβ =
∫
dq
(q,h¯β)∫
(q,0)
Dq e−SE [q(t)]/h¯. (3.62)
Die Dichtematrix und Zustandssumme enthalten jeweils die vollsta¨ndige thermodynamische
Information u¨ber ein Quantensystem. Daraus lassen sich dann alle weiteren thermodynami-
schen Potenziale bestimmen. Der Pfadintegralformalismus in Realzeit erlaubt die Beschrei-
bung der unita¨ren Zeitentwicklung isolierter Quantensysteme. Der Imagina¨rzeit-Formalismus
erlaubt es, quantenstatistische Gro¨ßen fu¨r Quantensysteme im thermischen Gleichgewicht ab-
zuleiten. Fu¨r die Beschreibung von Relaxationsprozessen im Rahmen dissipativer Quanten-
dynamik stehen ebenfalls Pfadintegralmethoden zur Verfu¨gung, die im Folgenden dargestellt
werden.
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3.2.3 Pfadintegrale fu¨r dissipative Quantensysteme
Fu¨r die Modellierung dissipativer Quantendynamik durch System-plus-Reservoir-Modelle ste-
hen Pfadintegraltechniken ebenfalls zur Verfu¨gung. Die Darstellung der U¨bergangsamplitude
als Pfadintegral erfolgt in analoger Weise durch
K =
∮
Dq exp
[
i
h¯
Seff [q(t)]
]
mit Seff [q(t)] =
∫
dt
[m
2
q˙2 − V (q) + Diss. Terme
]
(3.63)
wobei der Einfluss der Umgebung in Form einer effektiven Wirkung Seff zum Ausdruck ge-
bracht wird, die zusa¨tzliche dissipative Terme entha¨lt. Eine explizite Anwendung dieser von
Feynman und Vernon entwickelten Methode [13, 79, 81] wird nun im Folgenden anhand des
Caldeira-Leggett Modells dargestellt, wobei der Imagina¨rzeit-Formalismus wieder zur Be-
stimmung der quantenstatistischen Gro¨ßen herangezogen wird, wa¨hrend die Pfadintegrale in
Realzeit auch den Relaxationsprozess beschreiben ko¨nnen.
3.2.3.1 Effektive Wirkung und Einfluss-Funktional
Das Ziel dieses Abschnitts ist die Skizzierung der Herleitung von Dichtematrix und Zu-
standssumme des Brownschen Quantenoszillators mit Hilfe des Pfadintegralformalismus in
Imagina¨rzeit. Ausgangspunkt ist dabei die Dichtematrix des Gesamtsystems
ρtot(q, xi, q
′, x′i) =
1
Ztot
∫
Dq
(
N∏
i=1
Dxi
)
exp
[
−1
h¯
SEtot[q, xi]
]
, (3.64)
welches durch die Euklidsche Wirkung SEtot = S
E
s +S
E
b +S
E
sb gekennzeichnet ist. Dem Caldeira-
Leggett-Hamilton-Operator (3.2) entsprechend lautet diese Euklidsche Wirkung
SEtot =
h¯β∫
0
dτ
[
m
2
(
q˙2 + ω20q
2
)
+
N∑
i=1
mi
2
(
x˙2i + ω
2
i x
2
i
)− q N∑
i=1
cixi +
N∑
i=1
c2i
2miωi
q2
]
. (3.65)
Durch Integration u¨ber die Badvariablen xi erha¨lt man die reduzierte Dichtematrix des
Brownschen Oszillators
ρs(q, q
′) = Trb[ρtot] =
1
Z
(q,h¯β)∫
(q′,0)
Dq(t) exp [−SEs [q(t)]/h¯]F [q(t)], (3.66)
wobei die Zustandssumme Ztot = ZbZ zerlegt wird in das Produkt der Zustandssumme des
ungesto¨rten Bades Zb =
∏N
i=1 Zi, mit Z
−1
i = 2 sinh(βh¯ωi/2) und des Oszillators Z. Der
zusa¨tzliche Faktor F [q, q′] fasst den Einfluss des Bades zusammen und wird deshalb auch als
Einfluss-Funktional bezeichnet,
F [q] =
N∏
i=1
1
Zi
∫
dxi
∮
Dxi exp
{
−1
h¯
∫ h¯β
0
dτ
mi
2
[
x2i + ω
2
i
(
xi − c
2
i
miω2i
q
)2]}
. (3.67)
Die Integration u¨ber die Wirkung der Badoszillatoren Sb gibt jeweils die Zustandssumme
Zi, die sich mit dem Vorfaktor Z
−1
i weghebt. Nach weiteren Umformungen [4] erha¨lt man
schließlich fu¨r das Einfluss-Funktional
F [q] = exp
[
− 1
2h¯
∫ h¯β
0
dτ
∫ h¯β
0
dτ ′k(τ − τ ′)q(τ)q(τ ′)
]
(3.68)
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mit k(τ) =
mγ
h¯β
∞∑
n=−∞
|νn|Γ
Γ + |νn|e
iνnτ . (3.69)
Wird die reduzierte Dichtematrix in der Form
ρs(q, q
′) =
1
Z
(q,h¯β)∫
(q′,0)
D[q(t)]e−SEeff [q(t)]/h¯ (3.70)
geschrieben, wobei die Zustandssumme des offenen Quantensystems
Z =
∫
dq
(q,h¯β)∫
(q,0)
D[q(t)]e−SEeff [q(t)]/h¯ =
∮
D[q(t)]e−SEeff [q(t)]/h¯. (3.71)
lautet, so ist die effektive Wirkung Seff [q] fu¨r den Quantenoszillator folglich durch
SEeff =
∫ h¯β
0
dτ
m
2
[
q˙2 + ω20q
2
]
+
∫ h¯β
0
dτ
∫ τ
0
dτ ′k(τ − τ ′)q(τ)q(τ ′) (3.72)
bestimmt. Im semiklassischen Limit S/h¯ → 0 wird die Summe u¨ber alle mo¨glichen Pfade
durch die Umgebung nahe Extremwerte der Wirkung dominiert. Die Variation der Wirkung
δS[q¯(τ)] = 0 verschwindet fu¨r den extremalen Pfad q¯(τ). Fu¨r diesen gilt folglich
¨¯q(τ)− ω20 q¯ −
1
m
∫ h¯β
0
dτ k(τ − τ ′)q¯(τ ′) = 0. (3.73)
Damit la¨sst sich zeigen [4], dass sich die Euklidsche effektive Wirkung durch die stationa¨ren
Varianzen (3.16) und (3.17) ausdru¨cken la¨sst:
SEeff [q]/h¯ =
(q + q′)2
8〈q2〉β +
〈p2〉β
2h¯2
(q − q′)2. (3.74)
Fu¨r die Zustandssumme ergibt sich daraus Z ∼ exp[−SEeff [q¯]/h¯]. Gleiches gilt demnach fu¨r
die Dichtematrix, so dass sich mit entsprechender Normierung letztlich fu¨r den stationa¨ren
Zustand des Brownschen Oszillators [4, 82] ergibt
ρs(q, q
′) =
1√
2pi〈q2〉β
exp
[
−(q + q
′)2
8〈q2〉β −
(q − q′)2
2h¯2/〈p2〉β
]
. (3.75)
Dieses aus dem Imagina¨rzeitformalismus erhaltene Ergebnis fu¨r die quantenstatistische Dich-
tematrix ergibt sich auch aus dem asymptotischen Verhalten der Dichtematrix ρs(q, q
′, t) im
Realzeitformalismus. Fu¨r ergodische Systeme gilt demnach
ρs(q, q
′) = lim
t→∞ ρs(q, q
′, t) (3.76)
Die Nichtgleichgewichtsdynamik von ρs(t) im Rahmen des Pfadintegralformalismus wird im
na¨chsten Abschnitt behandelt.
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3.2.3.2 Realzeit-Pfadintegrale und Phasenkoha¨renzverlust
Der Pfadintegralformalismus fu¨r dissipative Quantensysteme erlaubt auch die Beschreibung
der Relaxation ins Gleichgewicht. Sei das Gesamtsystem aus zentralem Oszillator und Re-
servoir durch den Hamilton-Operator (3.2) bestimmt. Dann erha¨lt man, ausgehend von der
unita¨ren Zeitentwicklung des Gesamtsystems
ρtot(qf , q
′
f , t) =
∫ ∞
−∞
dqidq
′
iJ (qf , q′f , t|qi, q′i, 0)ρ(qi, q′i, 0) (3.77)
mit dem Propagator
J (qf , q′f , tf |qi, q′i, ti) = K(qf , tf , qi, ti) ·K∗(q′f , tf , q′i, ti) (3.78)
=
∫ qf
qi
D[q(t)]eiS[q(t)]/h¯
∫ q′f
q′i
D[q′(t)]e−iS[q′(t)]/h¯ (3.79)
unter der Annahme eines anfa¨nglichen Produktzustands ρ(0) = ρs(0)⊗ ρb(0), nach der Inte-
gration u¨ber die Reservoirfreiheitsgrade den Ausdruck
ρs(q, q
′, t) =
∫ ∞
−∞
dq0dq
′
0Js(q, q′, t|q0, q′0, 0)ρs(q0, q′0, 0) (3.80)
fu¨r die nicht-unita¨re Zeitentwicklung der reduzierten Dichtematrix. Der Propagator
J (q, q′, t|q0, q′0, 0) =
∫ q
q0
∫ q′
q′0
DqDq′e
i
h¯
(Ss[q]−Ss[q′])F [q, q′] (3.81)
entha¨lt in diesem Fall das zeitabha¨ngige Einfluss-Funktional
F [q, q′] =
∫ ∞
−∞
dxdx′dx0dx′0ρe(x0, x
′
0, 0)
∫ x
x0
∫ x
x′0
DxDx′e
i
h¯
(Sb[x]−Sb[x′]+Ssb[q,x]−Ssb[q′,x′]) (3.82)
das aufgrund der lediglich quadratisch in die Wirkung eingehenden Ortskoordinaten explizit
berechnet werden kann, und sich zu
F [q, q′] = exp
{
− i
h¯pi
∫ t
0
ds1
∫ s1
0
ds2
(
[q(s1)− q′(s1)]γ˙(s1 − s2)[q(s2) + q′(s2)]
)}×
exp
{
− 1
h¯2pi
∫ t
0
ds1
∫ s1
0
ds2[q(s1)− q′(s1)]K(s1 − s2)[q(s2)− q′(s2)]
}
(3.83)
ergibt, mit der zeitlichen Ableitung γ˙(t) des Da¨mpfungsterms (3.12) und der Korrelati-
onsfunktion K(t) gem. Gl. (3.14). Dieses Feynman-Vernon-Einfluss-Funktional kann nach
Einfu¨hrung der beiden Koordinaten r(t) = 12 [q(t) + q
′(t)] und y(t) = q(t)− q′(t) auch in der
Form
F [q, q′] = e−ΦN [y]−iΦF [r,y] mit (3.84)
ΦN [y] =
1
h¯2
∫ t
0
dt′
∫ t′
0
dt′′y(t′)K(t′ − t′′)y(t′′) (3.85)
ΦF [y] =
1
h¯
∫ t
0
dt′
∫ t′
0
dt′′y(t′)γ(t′ − t′′)r˙(t′′) + r(0)
h¯
∫ t
0
dt′γ(t′)y(t′) (3.86)
geschrieben werden, um zwischen dem Einfluss der Umgebung in Form von Dissipation und
Dekoha¨renz unterscheiden zu ko¨nnen. Der Verlust an Koha¨renz zweier Pfade q(t) und q(t′)
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wird durch ΦN [y] hervorgerufen, denn die Kopplung an ein Reservoir fu¨hrt zu einer fluktu-
ierenden Phase ϕ zwischen zwei Pfaden, so dass die statistische Mittelung u¨ber die Phasen-
faktoren 〈e−iϕ〉 = e−ΦN [y] als Dekoha¨renz-Funktional bezeichnet werden kann [4]. Fu¨r zwei
lokalisierte Zusta¨nde mit fester ra¨umlicher Separation q0 =
1
2 |q − q′| ergibt sich daraus unter
Ausnutzung der Stationarita¨t des Gaußschen Prozesses
〈e−iϕ〉 = exp
[
4q20
h¯2
∫ t
0
dt′
∫ t′
0
dt′′
h¯
pi
∫ ∞
0
dωJ(ω) coth(
1
2
βh¯ω) cosω(t′ − t′′)
]
= exp
[
−4q
2
0
pih¯
∫ t
0
dt′(t− t′)
∫ ∞
0
dωJ(ω) coth(
1
2
βh¯ω) cos(ωt′)
]
= exp
[
−4q
2
0
pih¯
∫ ∞
0
dωJ(ω) coth(
1
2
βh¯ω)
1− cos(ωt)
w2
]
. (3.87)
Im Ohmschen Hochtemperatur-Limes mit J(ω) = γω und K(t) = γkTδ(t) erha¨lt man somit
den exponentiell abfallenden Phasenfaktor
〈e−iϕ〉 = e−(4γkTq20/h¯2)t. (3.88)
Die Abha¨ngigkeit des gemittelten Phasenfaktors (3.87) von der spektralen Dichte des Bades
ist in Abbildung 3.2 fu¨r Grenzfa¨lle dargestellt. Dazu ist zuna¨chst festzustellen, dass der zeitli-
che Verlauf sowohl exponentiell, gaußfo¨rmig oder sogar algebraisch sein kann – in Abha¨ngig-
keit der Bad-Charakteristika Temperatur und spektrale Dichte. Bei hohen Temperaturen er-
folgt der zeitliche Abfall fu¨r ein Ohmsches Bad exponentiell (vgl. Gl. (3.88)), gaußfo¨rmig fu¨r
Ba¨der mit Cauchy-Lorentz-artigen Spektren und im super-Ohmschen Fall sowie algebraisch
fu¨r sub-Ohmsche Ba¨der. Fu¨r Tief-Temperatur-Umgebungen (blaue Linien) ist das Langzeit-
verhalten der Funktion (3.87) meist durch ein Potenzgesetz gekennzeichnet. Eine ausfu¨hrliche
Diskussion dieses Verhaltens findet in Kapitel 6 u¨ber Dekoha¨renz statt.
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(a) Gemittelter Phasenfaktor 〈e−iϕ〉 fu¨r Drude
Spektrum (durchgezogene Linien) im Vergleich
zur Umgebungen mit J(ω) gem. der 2. Zeile der
Tabelle 3.1. (gestrichelt) fu¨r hohe Temperaturen
(rot) und Nulltemperatur-Umgebung (blau).
0 2 4 6 8 10
0.001
0.005
0.01
0.05
0.1
0.5
1
PSfrag replacements
Γt
〈e−
iϕ
〉
(b) Gemittelter Phasenfaktor 〈e−iϕ〉 fu¨r Spek-
trum (3.44) mit n = 1/2 (durchgezogene Linie),
n = 1 (eng gestrichelt) und n = 2 (weit gestri-
chelt) fu¨r hohe und tiefe Temperaturen (rot bzw.
blau).
Abbildung 3.2: Gemittelter Phasenfaktor 〈e−iϕ〉 nach Gleichung (3.87) fu¨r unterschiedliche
spektrale Dichten J(ω) fu¨r hohe und tiefe Temperaturen. Der Verlauf kann sowohl expo-
nentiell, gaußfo¨rmig oder algebraisch sein. In einem sub-Ohmschen Bad werden Koha¨renzen
im Allgemeinen schneller unterdru¨ckt als in einer super-Ohmschen Umgebung. Parameter
γ = 0.01mω0, Γ = 10ω0.
3.3. EXAKTE MASTERGLEICHUNG FU¨R DAS CALDEIRA-LEGGETT-MODELL 31
3.2.3.3 Pfadintegralformalismus und Mastergleichungen
Der Einfluss-Funktional-Pfadintegralformalismus in Realzeit erlaubt prinzipiell die Bestim-
mung der zeitlichen Entwicklung der Dichtematrix eines offenen Quantensystems. Allerdings
erschwert dies einen direkten Vergleich mit der aus Markovschen Mastergleichungen gewonne-
nen Dynamik. Deshalb macht die Herleitung einer Mastergleichung aus dem Pfadintegralfor-
malismus Sinn. Die zeitliche Ableitung der Dichtematrix kann dabei direkt aus der zeitlichen
Ableitung des Propagators J (t, 0) gewonnen werden. Die Grundidee dazu ist die Entwicklung
des Propagators J (t+dt) nach dt und Subtraktion von J (t, 0). Voraussetzung fu¨r dieses Vor-
gehen ist das Vorliegen eines anfa¨nglichen Produktzustandes, was J (t, 0) unabha¨ngig vom
Systemzustand zur Zeit t = 0 macht. Caldeira und Leggett haben als erste eine solche Mas-
tergleichung aus dem Propagator (3.81) abgeleitet [12, 15] – allerdings nur fu¨r den Grenzfall
hoher Temperaturen, wo die nichtlokalen Eigenschaften des Propagators in den Hintergrund
treten. Eine allgemeinere Herleitung unter Beru¨cksichtigung der nichtlokalen Eigenschaften
wurde von Hu, Paz, und Zhang gefunden [16] und wird im na¨chsten Abschnitt diskutiert.
3.3 Exakte Mastergleichung fu¨r das Caldeira-Leggett-Modell
Mittels des Einfluss-Funktional-Pfadintegralformalismus kann eine nicht-Markovsche Mas-
tergleichung fu¨r die reduzierte Dichtematrix hergeleitet werden, die zwar zeitlich lokal ist
(bzw. keine Integro-Differentialgleichung darstellt), deren zeitabha¨ngigen Koeffizienten aller-
dings fu¨r die nicht-Markovschen Eigenschaften der Dynamik verantwortlich sind. Auf Basis
dieser Mastergleichung werden in den na¨chsten Kapiteln Dekoha¨renz und Verschra¨nkungsdy-
namik in Systemen kontinuierlicher Variablen untersucht. Im folgenden Abschnitt wird diese
Mastergleichung deshalb vorgestellt, die Zeitabha¨ngigkeit ihrer Da¨mpfungs- und Diffusions-
koeffizienten diskutiert, exakte Lo¨sungsmethoden fu¨r beliebige Anfangszusta¨nde eingefu¨hrt
sowie einige Grenzfa¨lle besprochen.
3.3.1 Die Hu-Paz-Zhang-Mastergleichung
Die Zeitentwicklung der reduzierten Dichtematrix ρs(q, q
′, t) kann mit Hilfe eines zeitabha¨ngi-
gen Liouville-Superoperators L(t) durch eine Mastergleichung der Form
∂
∂t
ρs(q, q
′, t) = L(q, q′, q˙, q˙′, t)ρs(q, q′, t) (3.89)
beschrieben werden. Dabei zeigt sich, dass der Liouville-Operator im Allgemeinen von der
anfa¨nglichen Pra¨paration ρs(q, q
′, 0) abha¨ngig ist [83]. Eine mo¨gliche Herleitung einer solchen
Mastergleichung fu¨hrt u¨ber den im vorausgegangenen Kapitel besprochenen Pfadintegralfor-
malismus. Die von Hu, Paz und Zhang auf diesem Weg gewonnene Mastergleichung [16] fu¨r
einen mit einem linearen Wa¨rmebad wechselwirkenden Quantenoszillator liefert fu¨r beliebige
Temperaturen und Kopplungssta¨rken die exakte Zeitentwicklung der Dichtematrix und gilt
allgemein unter der Voraussetzung eines anfa¨nglichen Produktzustandes von Oszillator und
Bad.
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Die Hu-Paz-Zhang-Mastergleichung (HPZ-Mastergleichung) fu¨r die reduzierte Dichtematrix
(im Folgenden nur noch mit ρ anstatt ρs bezeichnet) lautet
ρ˙ =
1
ih¯
[
p2
2m
+
m
2
γq(t)q
2, ρ
]
+
γp(t)
2ih¯
[q, {p, ρ}] + Dqp(t)
h¯2
[q, [p, ρ]]− Dp(t)
h¯2
[q, [q, ρ]], (3.90)
wobei die zeitabha¨ngigen Koeffizienten γq(t), γp(t), Dq(t) and Dp(t) davon abha¨ngen, ob der
Zustand von System und Bad zu Beginn faktorisiert oder ob ein thermischer Zustand vorliegt.
Ha¨ufig wird die Mastergleichung (3.90) auch in der Form
ρ˙ =
1
ih¯
[Hs, ρ] +
mδΩ2(t)
2ih¯
[q2, ρ] +
γp(t)
2ih¯
[q, {p, ρ}] + Dqp(t)
h¯2
[q, [p, ρ]] − Dp(t)
h¯2
[q, [q, ρ]], (3.91)
angegeben, wobei δΩ2(t) = γq(t) − ω20 die zeitabha¨ngige Renormierung der urspru¨nglichen
Oszillatorfrequenz ω0 darstellt. Eine Herleitung von (3.90) direkt aus der mikroskopischen
Dynamik ist ebenfalls mo¨glich [84]. Eine stationa¨re Lo¨sung der Gleichung (3.90) ist durch
(3.75) gegeben. Gleichung (3.90) kann nicht auf Lindblad-Form gebracht werden, dennoch
ist die Positivita¨t fu¨r die exakte Lo¨sung garantiert, im Gegensatz zu verschiedenen ande-
ren Ansa¨tzen zur Beschreibung der nicht-Markovschen Dynamik des geda¨mpften Oszillators
[85]. Neben der urspru¨nglichen Herleitung aus dem Pfadintegralformalismus fu¨r dissipative
Quantensysteme kann die Mastergleichung (3.90) auch mit Hilfe der Time-Convolutionless
Projection Operator-Technik [5, 86] gewonnen werden.
3.3.1.1 HPZ-Koeffizienten fu¨r einen anfa¨nglichen Produktzustand
Liegt zu Beginn ein Produktzustand von System und Bad vor, so sind die zeitabha¨ngigen
Koeffizienten u¨ber die Funktionen (3.23) und (3.27) gegeben durch [83]:
γq(t) = g(t)
[
f¨2(t)− f˙(t)...f (t)
]
mit g(t) =
[
f˙2(t)− f(t)f¨(t)
]−1
, (3.92)
γp(t) = g(t)
[
f(t)
...
f (t)− f˙(t)f¨(t)
]
, (3.93)
Dqp(t) =
m
2
K¨q(t)− 1
m
Kp(t) +mγq(t)Kq(t) +
m
2
γp(t)K˙q(t), (3.94)
Dp(t) = K¨p(t) + γp(t)Kp(t) +
m2γq(t)
2
K˙q(t). (3.95)
Der nicht-Markovsche Charakter des Systems kommt dabei durch die Zeitabha¨ngigkeit dieser
Koeffizienten zustande, die alle Information u¨ber die System-Bad-Korrelationen auf kurzen
Zeitskalen enthalten. Dqp(t) und Dp(t) sind Diffusionskoeffizienten, wobei im Allgemeinen
der Koeffizient Dp(t) fu¨r die Impuls-Diffusion im Phasenraum wesentlich sta¨rker ins Gewicht
fa¨llt als Dqp(t). Der Term proportional zu γp(t) beschreibt Dissipation, und die Funktion γq(t)
entspricht einer Renormalisierung des Potenzials, was als physikalisch observierbare Frequenz
gedeutet werden kann. Die Koeffizienten (3.106) sind nur in Ausnahmefa¨llen in geschlossener
analytischer Form angebbar, und mu¨ssen sonst numerisch integriert werden. Eine einfachere
Darstellung erha¨lt man durch eine Sto¨rungsrechnung erster Ordnung in der Kopplungssta¨rke
γ. In dieser Na¨herung ergibt sich fu¨r den Da¨mpfungsterm
γp(t) ≈ 2i
h¯mω0
∫ t
0
dt′〈[η(t′), η(0)]〉 sin ω0t′ (3.36)= γΓ
2
mω0
∫ t
0
e−Γt
′
sinω0t
′
=
γ
m
Γ2
ω20 + Γ
2
(
1− e−Γt cosω0t− Γ
ω0
e−Γt sinω0t
)
tΓ−1−→ γ
m
Γ2
ω20 + Γ
2
(3.96)
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und fu¨r den renormalisierten Potenzialterm
γq(t) = ω
2
0 + δΩ
2(t) mit δΩ2(0) =
∑
i
c2i
mmiω
2
i
=
γΓ
m
und (3.97)
δΩ2(t) =
γΓ
m
− 2i
h¯m
∫ t
0
dt′〈[η(t′), η(0)]〉 cos ω0t′ (3.36)= γΓ
m
(
1− Γ
∫ t
0
e−Γt
′
cosω0t
′
)
(3.98)
so dass sich ergibt
γq(t) ≈ ω20 +
γΓ
m
[
1− Γ
2
ω20 + Γ
2
(
1− e−Γt cosω0t+ ω0
Γ
e−Γt sinω0t
)]
(3.99)
tΓ−1−→ ω20 +
γΓ
m
(
1− Γ
2
ω20 + Γ
2
)
= ω20
(
1 +
γΓ/m
ω20 + Γ
2
)
(3.100)
Dabei wird nochmals die Bedeutung des Selbstwechselwirkungs-Anteils im Hamilton-Operator
(3.4) deutlich, der dafu¨r sorgt, dass in einem Ohmschen Bad mit Γ → ∞ die messbare Fre-
quenz des Oszillators im stationa¨ren Zustand gegen ω0 tendiert, da sich die letzten beiden
Terme in (3.99) kompensieren. Fu¨r die Diffusionskoeffizienten gilt in Sto¨rungsrechnung bis
zur zweiten Ordnung der Kopplungssta¨rke
Dqp(t) ≈ 1
mω0
∫ t
0
dt′K(t′) sinω0t′
tΓ−1−→ mγq(∞)〈q2〉 − 〈p
2〉
m
(3.101)
Dp(t) ≈
∫ t
0
dt′K(t′) cosω0t′
tΓ−1−→ 〈p2〉γp(∞). (3.102)
Wa¨hrend die Terme γq(t) und γp(t) temperaturunabha¨ngig sind und in der Na¨herung schwa-
cher Kopplung immer auf obige Form gebracht werden ko¨nnen, la¨sst sich fu¨r die Diffusi-
onskoeffizienten auch in zweiter Ordnung Sto¨rungsrechnung nur fu¨r hohe Temperaturen ein
geschlossener, analytischer Ausdruck ableiten. Fu¨r kT  h¯Γ ergibt sich wegen K(t) = kTγ(t)
Dqp(t) ≈ γkT
mΓ
Γ2
Γ2 + ω20
(
1− e−Γt cosω0t− Γ
ω0
e−Γt sinω0t
)
, (3.103)
Dp(t) ≈ γkT Γ
2
Γ2 + ω20
(
1− e−Γt cosω0t+ ω0
Γ
e−Γt sinω0t
)
. (3.104)
Die obige explizite Darstellung der Koeffizienten γq(t), γp(t),Dqp(t) undDp(t) verdeutlicht die
Rolle der inversen Abschneidefrequenz Γ−1 als Zeitskala, auf der die Koeffizienten ihre stati-
ona¨ren Werte annehmen und die nicht-Markovschen Eigenschaften der HPZ-Mastergleichung
eine Rolle spielen. Allerdings beeinflusst die Wahl von Γ nicht nur die transiente Phase,
sondern auch die stationa¨ren Werte der Koeffizienten, wie Abb. 3.3 deutlich macht. Dies
ist insbesondere bei der zeitlichen Betrachtung und dem Vergleich von Markovschen und
nicht-Markovschen Effekten in spa¨teren Kapiteln von Bedeutung. Beispielsweise beeinflusst
die Wahl von Γ in Relation zur Oszillatorfrequenz ω0 nicht nur die Badkorrelationszeiten,
sondern etwa auch die Relaxationszeit des Brownschen Oszillators, die durch den stationa¨ren
Wert γ∞p des Da¨mpfungskoeffizienten γp(t) bestimmt wird. So ist fu¨r γ  ω0 auch γp  γm .
Fu¨r Vergleiche zwischen nicht-Markovscher und Markovscher Dynamik muss folglich auch
der Da¨mpfungsterm entsprechend angepasst werden. Gleiches gilt fu¨r die Wahl der Diffusi-
onsterme, deren transientes Verhalten zusa¨tzlich noch Temperatureinflu¨ssen unterliegt. Wie
Abb. 3.4 verdeutlicht, kann der DiffusionstermDp Oszillationen mit einem anfa¨nglichen U¨ber-
schwingen u¨ber den stationa¨ren Wert zeigen, wobei dieses fu¨r große Abschneidefrequenzen
bei fu¨r tiefen Temperaturen auftritt (Abb. 3.4a), wa¨hrend es im Falle kleiner Abschneidefre-
quenzen fu¨r hohe Temperaturen geschehen kann (Abb. 3.4b).
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(a) Renormierung δΩ der Oszillatorfrequenz ω0
ist bei vorgegebener Kopplung γ maximal fu¨r
Γ ≈ ω0 (schwarz/grau). Fu¨r konstantes Produkt
γΓ = konst. (gelb/rot) ist die Renormierung fu¨r
Γ  ω0 am sta¨rksten.
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(b) Der stationa¨re Wert der Da¨mpfung γp geht
bei vorgegebener Kopplung γ fu¨r Γ  ω0 gegen
γ/m. Fu¨r γΓ = konst. ist γp maximal fu¨r Γ ≈ ω0,
es gilt jedoch stets γp ≤ γ2m .
Abbildung 3.3: Stationa¨re Werte der HPZ-Koeffizienten δΩ und γp in Abha¨ngigkeit der
Abschneidefrequenz Γ und der Kopplungssta¨rke γ. Gestrichelte Kurven beziehen sich auf
die Na¨herungslo¨sungen fu¨r schwache Kopplung, die durchgezogenen Kurven geben die ex-
akten Werte an. Fu¨r schwarz-graue Kurven ist γ = 0.2mω0, bei farbigen Kurven ist
γΓ = konst. = 0.2mω20 (γ wird also bei Variation von Γ ebenfalls vera¨ndert).
0 2 4 6 8 10
0.5
1
1.5
2
PSfrag replacements
Γt
D
p
(t
)/
D
∞ p
(a) Große Abschneidefrequenz Γ  ω0 mit stati-
ona¨rem Diffusionskoeffizientem D∞p ≈ γm 〈p2〉.
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(b) Kleine Abschneidefrequenz Γ ≈ ω0 mit stati-
ona¨rem Diffusionskoeffizientem D∞p ≈ γ2m 〈p2〉.
Abbildung 3.4: Transiente zeitliche Entwicklung des Diffusionskoeffizienten Dp(t) (normiert
auf den stationa¨ren Wert D∞p ) fu¨r hohe Temperaturen T = 10h¯ω0/k (rot) aus Gl. (3.104) und
fu¨r tiefe Temperaturen T = 10−2h¯ω0/k (blau) numerisch aus Gl. (3.102). Wa¨hrend fu¨r große
Abschneidefrequenzen ein U¨berschwingen des Diffusionsterms Dp(t) bei tiefen Temperaturen
auftritt, kann dies im Falle kleiner Abschneidefrequenzen ebenso fu¨r hohe Temperaturen ge-
schehen. Der Kopplungsparameter γ geht in der WCL-Approximation nur in den stationa¨ren
Wert ein und beeinflusst die Dynamik nicht.
3.3.1.2 Thermischer Anfangszustand
Sofern an Stelle eines anfa¨nglichen Produktzustandes ein thermischer Anfangszustand ange-
nommen wird, der in der Regel u¨ber eine sogenannte Pra¨parationsfunktion aus dem Zustand
des Gesamtsystems gewonnen wird [14, 83], beha¨lt die HPZ-Mastergleichung ihre Form, al-
lerdings besitzen ihre Koeffizienten dann eine andere Zeitabha¨ngigkeit. Mit Hilfe der sich aus
dem quantenmechanischen Fluktuations-Dissipations-Theorem ergebenden symmetrisierten
3.3. EXAKTE MASTERGLEICHUNG FU¨R DAS CALDEIRA-LEGGETT-MODELL 35
Autokorrelationsfunktion [4]
S(t) =
1
2
〈{q(t), q(0)}〉β − 〈q(0)〉2β =
h¯
2pi
∫ ∞
−∞
dω coth(
1
2
βh¯ω)χ˜′′(ω) cos(ωt), (3.105)
lauten die HPZ-Koeffizienten fu¨r einen thermischen Anfangszustand [84, 83]:
γβq (t) = h(t)
[
f˙(t)S¨(t)− f¨(t)S˙(t)
]
mit h(t) =
[
f˙(t)S(t)− f(t)S˙(t)
]−1
,(3.106)
γβp (t) = h(t)
[
f(t)S¨(t)− f¨(t)S(t)
]
, (3.107)
Dβqp(t) = mγq(t)〈q2〉 −
〈p2〉
m
, (3.108)
Dβp (t) = 〈p2〉γp(t). (3.109)
Die Annahme eines thermischen Anfangszustands ist na¨her an den tatsa¨chlichen experi-
mentellen Gegebenheiten, die die Pra¨paration eines Produktzustands nur selten erlauben.
Dennoch ist diese Annahme insbesondere beim Studium von Dekoha¨renzprozessen proble-
matisch, da eine nicht perfekte Pra¨paration der anfa¨nglichen Superposition schon zu einer
Abschwa¨chung der Nichtdiagonalelemente bzw. quantenmechanischen Interferenzterme fu¨hrt,
bevor der dynamischer Prozess eingesetzt hat. Eine detaillierte Diskussion dieses Sachverhalts
wird in Abschnitt 6.3.1.6 vorgenommen. Fu¨r die im Verlauf der Arbeit vorgenommenen Be-
rechnungen wird ein anfa¨nglicher Produktzustand unterstellt und die HPZ-Koeffizienten gem.
den Gleichungen (3.92)-(3.95) gewa¨hlt.
3.3.1.3 Generalisierte Fokker-Planck Gleichung des QBM-Modells
Alternativ zu (3.90) kann die zeitliche Entwicklung im Phasenraum durch eine generalisierte
Fokker-Planck Gleichung fu¨r die reduzierte Wigner-Funktion [87, 88]
W (q, p, t) =
1
2pih¯
∫
dν〈q − ν/2|ρ(t)|q + ν/2〉eiνp/h¯ (3.110)
beschrieben werden. Mit den Transformationen [q, ·] → − h¯i ∂∂p , [p, ·] → h¯i ∂∂q , {q, ·} → 2p und
{p, ·} → 2q wird aus (3.90) die generalisierte Fokker-Planck Gleichung
∂W
∂t
= − 1
m
p
∂W
∂q
+mγq(t)q
∂W
∂p
+ γp(t)
∂(pW )
∂p
+Dqp(t)
∂2W
∂q∂p
+Dp(t)
∂2W
∂p2
, (3.111)
bzw. mit γq(t) = ω
2
0 + δΩ
2(t) und der Poissonklammer {H,W} = − ∂W∂q ∂H∂p + ∂H∂q ∂W∂p :
∂W
∂t
= {Hs,W}+mδΩ2(t)q ∂W
∂p
+ γp(t)
∂(pW )
∂p
+Dqp(t)
∂2W
∂q∂p
+Dp(t)
∂2W
∂p2
, (3.112)
wobei die Poissonklammer als erster Term der rechten Seite der Liouville-Gleichung der klas-
sischen Phasenraumdichte entspricht. Neben der Zeitabha¨ngigkeit der Diffusionskonstante
Dp unterscheidet sich obige generalisierte Fokker-Planck-Gleichung von der Fokker-Planck-
Gleichung der klassischen Brownschen Bewegung durch die drei zusa¨tzlichen Terme δΩ, γq
und Dqp. Diese zusa¨tzlichen Da¨mpfungs- und Diffusionsterme erschweren auch das Auffinden
einer Lo¨sung der Gleichung, die im folgenden Abschnitt behandelt wird.
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3.3.2 Lo¨sung der HPZ-Mastergleichung
Die zeitabha¨ngige Wigner-Funktion W (q, p, t) als Lo¨sung der generalisierten Fokker-Planck-
Gleichung (3.111) bildet die Grundlage fu¨r die Berechnung der Purity (Reinheit), der De-
koha¨renzfunktion und der zeitlichen Entwicklung der Besetzungszahlen in spa¨teren Kapiteln.
Fu¨r die Lo¨sung von Gleichung (3.111) existieren unterschiedliche Ansa¨tze. Diese werden an
dieser Stelle im U¨berblick dargestellt und in den relevanten Passagen der spa¨teren Kapiteln
wieder aufgegriffen.
• Zum einen kann Gleichung (3.111) formal in gleicher Weise wie die Kramers-Gleichung
der klassischen Brownschen Bewegung gewonnen werden [89]. Die Wigner-Funktion
kann direkt u¨ber den auf die anfa¨ngliche Pra¨paration W (q, p, 0) wirkenden Propagator
P(q, p; t|q0, p0; 0) bestimmt werden, mit
W (q, p, t) =
∫
dq0dp0 P(q, p; t|q0, p0; 0)W (q0, p0, 0), (3.113)
und P(q, p; t|q0, p0; 0) = 1
2pi
√
detΣ
exp
[
−1
2
RTΣ−1R
]
, (3.114)
wobei P(q, p; t|q0, p0; 0) durch die Funktionen (3.21) und (3.27) u¨ber
Σ(t) =
(
Kq(t) Kqp(t)
Kqp(t) Kp(t)
)
und R(t) =
(
q − 〈q(t)〉
p− 〈p(t)〉
)
(3.115)
gegeben ist [90]. Dabei beziehen sich die Mittelungen 〈q(t)〉 und 〈p(t)〉 auf die Lo¨sun-
gen (3.21) der Langevin-Gleichung mit Anfangswerten q0 und p0. Der Unterschied zur
klassischen Lo¨sung liegt also nur in verschiedenen Green-Funktionen und Korrelations-
funktionen. Die Abweichung in den Green-Funktionen (3.23) kommt dabei durch den
zusa¨tzlichen Term γ(t)q(0) in der Quanten-Langevin-Gleichung (3.11) zustande. Dieser
Zusatzterm bedingt, dass selbst bei freier Brownscher Bewegung ein anfa¨nglicher Impuls
vorhanden ist, der in Richtung des Koordinaten-Ursprungs weist. Dieser resultiert aus
der Annahme eines anfa¨nglichen Produktzustandes und des instantanen Einschaltens
der Kopplung zwischen Oszillator und Bad.
• Einen anderen Lo¨sungsansatz fu¨r Gleichung (3.111) bietet die sogenannte quantensta-
tistische charakteristische Funktion χ, die u¨ber eine Fourier-Transformation
W (q, p, 0) =
1
(2pih¯)2
∫ ∞
−∞
dη
∫ ∞
−∞
dν χ(η, ν, 0) exp [i(ηq + νp)/h¯] , (3.116)
mit der Wigner-Funktion verbunden ist [88]. Hierbei ergeben sich wiederum zwei Lo¨sungs-
wege. Zum einen kann, ausgehend von einem beliebigen Anfangszustand χ(η, ν, 0), die
Zeitabha¨ngigkeit der charakteristischen Funktion direkt aus
χ(η, ν, t) = ζ(η, ν, t) exp
[∫ t
0
dt′γp(t′)
]
· exp [−(αtη2 + 2βtην + γtν2)/h¯2] , (3.117)
mit ζ(η, ν, t) =
∫
dη0
∫
dν0 χ0(η0, ν0) δ(η − ηt) δ(ν − νt), (3.118)
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bestimmt werden [91], wobei die zeitabha¨ngigen Koeffizienten αt, βt, γt, ηt und νt durch
die Lo¨sungen zweier linearer Differentialgleichungssysteme gegeben sind:
 α˙tβ˙t
γ˙t

 =

 0 −2/m 0mγq(t) −γp(t) −1/m
0 2mγq(t) −2γp(t)



 αtβt
γt

+

 0−Dqp(t)
2Dp(t)

 (3.119)
sowie
(
η˙t
ν˙t
)
=
(
0 −mγq(t)
1/m γp(t)
)(
ηt
νt
)
. (3.120)
Eine weitere Lo¨sungsmo¨glichkeit besteht in der direkten Bestimmung der zeitabha¨ngi-
gen Wigner-Funktion u¨ber das Integral [90]
W (q, p, t) =
1
(2pih¯)2
∫ ∞
−∞
dη
∫ ∞
−∞
dν χ˜(ηt, νt, 0) exp [i(ηp+ νq)/h¯] , (3.121)
mit der Funktion χ˜, die sich aus der anfa¨nglichen charakteristischen Funktion mit sub-
stituierten Variablen ηt = f˙(t)η+
1
mf(t)ν und νt = mf¨(t)ν+ f˙(t)η und multipliziertem
Gaußschen Faktor in der Form
χ˜(ηt, νt, 0) = χ
(
f˙(t)η +
1
m
f(t)ν,mf¨(t)η + f˙(t)ν; 0
)
× exp
[
− 1
2h¯2
(Kp(t)η
2 + 2Kqp(t)ην +Kq(t)ν
2)
]
(3.122)
ergibt, wobei die Koeffizienten Kp,q(t) und Kqp(t) u¨ber die Gleichungen (3.27)-(3.29)
bestimmt sind. Die erst- und letztgenannte Lo¨sungsmo¨glichkeit kommen im weiteren
Verlauf der Arbeit zum Einsatz.
Die auf diese Weise erhaltene zeitabha¨ngige Wigner-Funktion und ihre charakteristische Funk-
tion dienen zur Berechnung abgeleiteter Gro¨ßen wie der Purity
µ(t) = Trρ2(t) = (2pih¯)2
∫ ∞
−∞
dq
∫ ∞
−∞
dpW 2(q, p, t) =
∫ ∞
−∞
dη
∫ ∞
−∞
dν |χ(η, ν, t)|2, (3.123)
die in den na¨chsten Kapiteln die Basis fu¨r die Diskussion von Relaxations- und Dekoha¨renz-
prozessen bilden wird.
3.3.3 Grenzfa¨lle der HPZ-Mastergleichung
3.3.3.1 Caldeira-Leggett Mastergleichung
Fu¨r Grenzfa¨lle wie Ohmsche Da¨mpfung oder schwache Kopplung vereinfachen sich die Ko-
effizienten (3.106) der HPZ-Mastergleichung z.T. erheblich. Im Hochtemperatur-Limes eines
Ohmschen Bades haben Caldeira und Leggett mit Hilfe von Pfadintegralmethoden eine Mas-
tergleichung bestimmt [12, 15] die sich ebenfalls aus der HPZ-Gleichung herleiten la¨sst. Fu¨r
kT  h¯ω0 und Γ →∞ (wobei zuerst der Hochtemperatur-Limes durchgefu¨hrt werden muss
um logarithmische Divergenzen zu verhindern) erha¨lt man aus (3.106) die klassischen Koef-
fizienten
γq = ω
2
0 , γp = γ/m, Dqp → 0, Dp = γkT, (3.124)
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so dass sich die Caldeira-Leggett Mastergleichung ergibt:
∂ρ
∂t
(q, q′, t) =
1
ih¯
[
p2
2m
+
1
2
mω20q
2, ρ
]
+
γ
2imh¯
[q, [p, ρ]] − γkT
h¯2
[q, [q, ρ]]. (3.125)
Der erste Kommutator [H, ρ] entspricht dabei dem Term der gewo¨hnlichen Liouville-Gleichung
des isolierten Quantenoszillators. Der zweite Kommutator mit dem Kopplungsparameter γ
als Vorfaktor beschreibt Dissipation. Der letzte Term schließlich liefert nur fu¨r q 6= q′ einen
Beitrag, beeinflusst also nur die Nichtdiagonalelemente der Dichtematrix und beschreibt so-
mit das Pha¨nomen der Dekoha¨renz, das in Kapitel 6 ausfu¨hrlich diskutiert wird. Unter Ver-
nachla¨ssigung der Dissipation erha¨lt man aus Gleichung (3.125) das einfache Modell
∂ρ
∂t
=
1
ih¯
[H, ρ]− Dp
h¯2
[q, [q, ρ]], bzw.
∂W
∂t
= {H,W}+Dp∂
2W
∂p2
(3.126)
fu¨r die Dynamik des offenen Quantensystems. Die Da¨mpfung der Nichtdiagonalelemente der
Dichtematrix in Ortsdarstellung entspricht somit einer Impuls-Diffusion der Wigner-Funktion
im Phasenraum. Wird auch der unita¨re Anteil vernachla¨ssigt und schreibt man
ρ˙(q, q′, t) = −Dp
h¯2
[q, [q, ρ]] = −γkT
h¯2
(q − q′)2ρ(q, q′, t), (3.127)
so ergibt sich als Lo¨sung folglich
ρ(q, q′, t) ≈ ρ(q, q′, 0) exp[−γkT
h¯2
(q − q′)2t]. (3.128)
Dies zeigt, dass die Nichtdiagonalterme mit einem Faktor exp[−2γkTq20t/h¯2] geda¨mpft wer-
den, wobei |q − q′| = √2q0 in diesem Fall die Distanz zur Diagonalen angibt. Bis auf einen
Faktor 2 im Exponenten entspricht dieses Resultat dem im Ohmschen Hochtemperatur-Limes
gewonnenen gemittelten Phasenfaktor (3.88) des Feynmanschen Einfluss-Funktionals. Beide
Dekoha¨renzfaktoren werden in Kapitel 6 noch ausfu¨hrlicher diskutiert.
3.3.3.2 Lindblad-Mastergleichung fu¨r das QBM-Modell
Zu beachten ist, dass der zu obiger Caldeira-Leggett Mastergleichung sowie zu a¨hnlichen Ap-
proximationslo¨sungen der HPZ-Mastergleichung geho¨rende Liouville-Operator kein Operator
vom Lindblad-Typ ist und die Positivita¨tsbedingung der Dichtematrix fu¨r Zeiten t < Γ−1 ver-
letzt [83]. Wird in der Standardform der Lindblad-Gleichung (2.35) als Hamilton-Operator
des Systems H = p
2
2m + V (q) + γ (qp+ pq) und als Lindblad-Operator L =
pth
h¯
√
m
q+ i
√
m
pth
p mit
thermischen Impuls pth =
√
mkT gewa¨hlt, so ergibt sich
∂tρ =
1
ih¯
[
p2
2m
+ V (q), ρ
]
+
γ
2imh¯
[q, {p, ρ}] − γp
2
th
h¯2m
[q, [q, ρ]]− γ
mp2th
[p, [p, ρ]], (3.129)
was bis auf den zusa¨tzlichen letzten, die Impuls-Lokalisation beschreibenden Term
γ
mp2th
[p, [p, ρ]],
mit der Caldeira-Leggett Gleichung u¨bereinstimmt. Mastergleichungen diesen Typs finden
sich ebenfalls ha¨ufig bei der Diskussion von Dekoha¨renz [92, 93] und werden in Kapitel 5 bei
einem Vergleich der Markovschen Ansa¨tze herangezogen.
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3.3.3.3 Weak-Coupling Approximation
Die Weak Coupling Approximation der HPZ-Mastergleichung (3.90) ist eine sekunda¨re Ap-
proximation, bei der eine Born-Approximation, aber keine Markov-Approximation durch-
gefu¨hrt wird und die Rotating-Wave-Approximation erst nach der Integration u¨ber die Bad-
freiheitsgrade durchgefu¨hrt wird [94, 86, 95, 70]. Letztere entspricht zwar wie die herko¨mm-
liche Rotating-Wave-Approximation einer Mittelung u¨ber die schnell oszillierenden Terme,
vernachla¨ssigt allerdings nicht die fu¨r virtuelle Austauschprozesse zusta¨ndigen Terme im mi-
kroskopischen Wechselwirkungs-Operator. Die resultierende Mastergleichung wird im Folgen-
den als WCL-Mastergleichung (weak-coupling-limit) bezeichnet und lautet
ρ˙ = −iω0[a†a, ρ] + γ˜↓(t)
2
[
2aρa† − a†aρ− ρa†a
]
+
γ˜↑(t)
2
[
2a†ρa− aa†ρ− ρaa†
]
. (3.130)
Sie ist in ihrer Form der quantenoptischen Mastergleichung des geda¨mpften Oszillators (2.14)
a¨hnlich, mit dem Unterschied das die Koeffizienten γ˜↓,↑ zeitabha¨ngig sind. Sie sind u¨ber
γ˜↓(t) =
(
Dp(t)
h¯mω0
+
γp(t)
2
)
tΓ−1−→ γ
m
Γ2
ω20 + Γ
2
(n¯+ 1) , (3.131)
γ˜↑(t) =
(
Dp(t)
h¯mω0
− γp(t)
2
)
tΓ−1−→ γ
m
Γ2
ω20 + Γ
2
n¯ (3.132)
mit den HPZ-Koeffizienten in Schwachkopplungs-Na¨herung (3.96) und (3.102) verbunden
und gehen im Limit t  Γ−1 in die um den Faktor Γ2/(Γ2 + ω20) ≈ 1 korrigierten Mar-
kovschen Werte u¨ber. Obige Mastergleichung (3.130) erfasst die nicht-Markovsche Dyna-
mik auf kurzen Zeitskalen in der sekunda¨ren Rotating-Wave Approximation ohne Markov-
Approximation. Sofern die Koeffizienten γ˜↓,↑ fu¨r alle Zeiten positiv sind, ist die Gleichung
(3.130) vom Lindblad-Typ. Allerdings mu¨ssen Mastergleichungen vom Lindblad-Typ nicht
wie Mastergleichungen in Lindblad-Form die Halbgruppen-Eigenschaft erfu¨llen [86]. Ferner
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(a) Hohe Temperatur kT = 100h¯ω0. Nur fu¨r
Γ  ω0 (blau) wa¨chst die Funktion monoton an,
andernfalls treten Oszillationen auf. Fu¨r Out-of-
Resonance-Ba¨der mit Γ  ω0 ist der Koeffizient
γ˜↑(t) partiell negativ (rot).
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(b) Tiefe Temperatur T → 0. Der Koeffizient
γ˜↑(t) (Skala in 10
−2) oszilliert zwischen positiven
und negativen Werten und geht erst fu¨r t Γ−1
gegen Null (im Gegensatz zum Markovschen Fall,
wo immer gilt γ↑ = 0 fu¨r T → 0).
Abbildung 3.5: Zeitabha¨ngigkeit des Koeffizienten γ˜↑(t) der Mastergleichung (3.130) fu¨r unterschied-
liche Relationen r = Γ/ω0 bei hohen Temperaturen (links) und fu¨r tiefe Badtemperaturen (rechts).
Die Relationen sind dabei jeweils r = 5 (blau), r = 1 (gru¨n), r = 0.5 (gelb), r = 0.1 (rot). Der
Kopplungsparameter (hier γ = 0.01mω0) geht nur in den stationa¨ren Wert ein.
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ist zu beachteten, dass im Allgemeinen ein Unterschied darin besteht, ob die Rotating-Wave-
Approximation ausgefu¨hrt wird bevor die Badfreiheitsgrade ausintegriert werden, oder erst
danach. Die Durchfu¨hrung der Rotating-Wave-Approximation vor der Ausintegration der
Umgebungsvariablen resultiert in der Vernachla¨ssigung der Terme aˆ†bˆ†k und aˆbˆk im mikrosko-
pischen Wechselwirkungs-Hamilton-Operator Hint ∼ aˆ†bˆ†k + aˆ†bˆ + aˆbˆ† + aˆbˆk . Die Rotating-
Wave-Approximation nach dem Ausspuren ist eine sekunda¨re Approximation, die in einer
Mittelung u¨ber die schnell oszillierende Terme besteht, nicht jedoch den Effekt der virtuellen
Prozesse vernachla¨ssigt [96]. Die Abb. 3.5 zeigt den Koeffizienten γ˜↑(t) fu¨r unterschiedliche
Verha¨ltnisse von Γ zu ω0 fu¨r hohe Badtemperaturen (3.5a) sowie Temperatur T → 0. Man
sieht, dass der Koeffizient γ˜↑(t) in Out-of-Resonance-Ba¨dern mit Γ  ω0 selbst fu¨r hohe
Temperaturen partiell negativ werden kann. Die Mastergleichung (3.130) ist dann nicht mehr
vom Lindblad-Typ und es dominieren virtuelle Photonenaustauschprozesse. In der Litera-
tur wird dieses Regime auch als nicht-Lindblad-artige Dynamik bezeichnet [94]. Bei tiefen
Temperaturen, wo fu¨r den geda¨mpften Markovschen Quantenoszillator γ↑ = 0 gilt, sollte in
diesem Fall dennoch der Koeffizient γ˜↑(t) beru¨cksichtigt werden, da dieser erst fu¨r t  Γ−1
gegen Null geht.
3.3.4 Charakteristische Zeitskalen der Quanten-Brownschen Bewegung
Die Besonderheiten im zeitlichen Verhalten ha¨ngen ab von den charakteristischen Zeitskalen
des Gesamtsystems. Im Einzelnen sind dies die charakteristische Zeitskala der internen Sys-
temdynamik τs, die Relaxationszeit τγ und die ku¨rzeste Badkorrelationszeit τb. Diese ko¨nnen
aus den Koeffizienten der HPZ-Mastergleichung (3.90) abgescha¨tzt werden und ergeben sich
zu:
τs ≈ γ−1/2q =
[
ω20 +
γΓ
m
(
1− Γ
2
ω20 + Γ
2
)]−1/2
∼ ω−10 , (3.133)
τγ ≈ γ−1p =
m
γ
(
1 +
ω20
Γ2
)
∼ γ−1, (3.134)
τb ≈ min
{
Γ−1, βh¯
} ∼ Γ−1. (3.135)
In Abha¨ngigkeit des gegenseitigen Verha¨ltnisses dieser drei Zeitskalen zueinander, ko¨nnen im
Wesentlichen die vier Regime
τb  τs  τγ (Markovsches Weak-Coupling-Regime), (3.136)
τb ≈ τs  τγ (Nicht-Markovsches Regime), (3.137)
τb  τs ≈ τγ (Strong-Coupling-Regime), (3.138)
τs < τb  τγ (Out-of-Resonance-Regime) (3.139)
unterschieden werden. Bei der Behandlung von Dekoha¨renzprozessen in Kapitel 6 kommt als
weitere charakteristische Zeitskala die Zeitspanne, auf der anfa¨ngliche quantenmechanische
Interferenzen geda¨mpft werden, hinzu.
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3.4 Zusammenfassung von Kapitel 3
In diesem Kapitel wurde das Modell der quantenmechanischen Brownschen Bewegung zu-
sammen mit einigen Grenzfa¨llen vorgestellt. In den weiteren Kapiteln wird das Modell als
Grundlage zur Beschreibung von nicht-Markovscher Dynamik in Systemen kontinuierlicher
Variablen dienen. Ausgangspunkt war der Caldeira-Leggett Hamilton-Operator, von dem
aus die quantenmechanische Langevin-Gleichung direkt abgeleitet werden kann. Der Pfa-
dintegralformalismus fu¨r dissipative Quantensysteme wurde eingefu¨hrt. Der Imagina¨rzeit-
Formalismus erlaubt die Herleitung der quantenstatistischen Zustandssumme und der re-
duzierten stationa¨ren Dichtematrix des Systems. Der Realzeit-Formalismus ermo¨glicht die
Beschreibung der Zeitentwicklung der Dichtematrix und die Herleitung einer exakten Mas-
tergleichung fu¨r die quantenmechanische Brownsche Bewegung. Diese HPZ-Mastergleichung
besitzt zeitabha¨ngige Koeffizienten, die fu¨r die nicht-Markovschen Eigenschaften der Dynamik
verantwortlich sind. Die HPZ-Mastergleichung wird in spa¨teren Kapiteln fu¨r unterschiedliche
Anfangszusta¨nde gelo¨st, wobei im Allgemeinen die exakten Werte der Koeffizienten nur durch
numerische Integration gewonnen werden ko¨nnen. Im vorgestellten Grenzfall der sekunda¨ren
WCL-Approximation, die zwar eine Born-Approximation entha¨lt, jedoch keine Markovsche
Approximation, vereinfacht sich die Lo¨sung in vielen Fa¨llen. Im sich anschließenden Kapitel 4
werden zuna¨chst die quantenstatistischen Eigenschaften des stationa¨ren Zustands untersucht.
In den darauf folgenden Kapiteln steht dann die Nichtgleichgewichtsdynamik des dissipati-
ven Quantensystems im Vordergrund, insbesondere die nicht-Markovsche Beschreibung von
Dekoha¨renzprozessen und der Korrelationsdynamik in Systemen kontinuierlicher Variablen.
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Kapitel 4
Thermodynamik offener
Quantensysteme am Beispiel des
QBM-Modells
”
Nobody knows, what entropy really is.“
John von Neumann zitiert in [97].
Ausgehend von der im vorausgegangenen Kapitel hergeleiteten Zustandssumme und der
reduzierten Dichtematrix des Brownschen Oszillators, kann nach dessen thermodynamischen
Eigenschaften gefragt werden. Die Zustandssumme erlaubt die Definition von freier Energie
und thermodynamischer Entropie. Aus der reduzierten Dichtematrix kann die von Neumann
Entropie bestimmt werden. In diesem Abschnitt sollen diese beiden Entropien miteinander
verglichen werden und es wird dargelegt, dass diese beiden Gro¨ßen fu¨r den stationa¨ren QBM-
Zustand nicht zwangsla¨ufig u¨bereinstimmen mu¨ssen. Erstere kommt bei der Diskussion von
thermodynamischen Kreisprozessen im Rahmen des QBM-Modells zum Einsatz und beweist
die Unmo¨glichkeit eines mikroskopischen Perpetuum mobile zweiter Art [98, 99, 100]. Letztere
ist die statistische Entropie, die den Informationsgewinn durch Messungen am QBM-Zustand
beschreibt [101], und findet oft im quanteninformationstheoretischen Kontext Anwendung,
insbesondere bei der Beschreibung von Nichtgleichgewichtsvorga¨ngen, wie dem Verlust von
Dekoha¨renz und Verschra¨nkung in einer dissipativen Umgebung. Solange die Anwendbarkeit
der von Neumann Entropie auf den informationstheoretischen Kontext beschra¨nkt bleibt und
die thermodynamische Entropie dann zum Einsatz kommt, wenn die Gu¨ltigkeit der thermody-
namischen Gesetze untersucht wird, treten keine Interpretationsprobleme auf. Anders verha¨lt
es sich in Situationen, wo Aussagen u¨ber den Informationsgehalt eines Quantensystems mit
thermodynamischen Eigenschaften verbunden werden, wie im Folgenden gezeigt wird. Das
Verhalten offener Quantensysteme hat dabei in den letzten Jahren Fragen bezu¨glich der An-
wendbarkeit der Thermodynamischen Hauptsa¨tze aufgeworfen [102, 103, 104, 105] und war
in ku¨rzlich erschienenen Arbeiten erneut Gegenstand der Diskussion [98, 106, 107, 108]. Im
Kontext dieser Kontroverse ist auch das folgende Kapitel zu betrachten.
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4.1 Zustandssumme und thermodynamische Entropie
Den Ausgangspunkt fu¨r die Bestimmung thermodynamischer Potenziale bildet die Zustands-
summe. Fu¨r den stationa¨ren Zustand des QBM-Modells wurde sie u¨ber den in Abschnitt
3.2.2 dargestellten Einfluss-Funktional-Formalismus gewonnen [14, 109] und ist in Gleichung
(3.71) als Pfadintegral u¨ber die effektive Euklidsche Wirkung dargestellt. Dieser Ausdruck
kann weiter ausgewertet werden [4] und fu¨hrt auf die Zustandssumme
Z =
∮
D[q(t)]e−SEeff [q(t)]/h¯ = 1
βh¯ω0
∞∏
n=1
ν2n
ω20 + ν
2
n + νnγˆ(νn)
, (4.1)
mit der Laplacetransformierten Funktion γˆ(z) des Da¨mpfungsterms (3.12) und den sogenann-
ten Matsubara Frequenzen νn = 2pin/h¯β, n = ±1,±2, .... Fu¨r das Drude-Spektrum (3.39)
kann die Zustandssumme in die Form
Z = βh¯ω0
4pi2
Γe(λ1/ν)Γe(λ2/ν)Γe(λ3/ν)
Γe(Γ/ν)
(4.2)
umgeschrieben werden, mit der Euler-Gamma-Funktion Γe(x) und ν = |ν1|. Die freie Energie
ergibt sich aus der Zustandssumme durch
F = −kT lnZ = kT
[
ln
Γe(Γ/ν)
ω0/(2piν)
−
3∑
i=1
ln Γe(λi/ν)
]
(4.3)
und kann auch in einer dazu a¨quivalenten Form aus mikroskopischen U¨berlegungen [74, 98]
gewonnen werden:
F (T ) =
1
pi
∫ ∞
0
dωf(ω, T )Im
{
d ln χ˜(ω)
dω
}
, (4.4)
wobei f(ω, T ) = kT ln
[
2 sinh
(
1
2βh¯ω
)]
die freie Energie des ungekoppelten Oszillators im
kanonischen Wa¨rmebad ist. Die thermodynamische Entropie sei dann durch
S(T ) = −∂F
∂T
=
1
pi
∫ ∞
0
dωs(ω, T )Im
{
d ln χ˜(ω)
dω
}
, (4.5)
mit s(ω, T ) = βh¯ω
eβh¯ω−1 − ln
(
1− e−βh¯ω) definiert. Die innere Energie
U = − ∂
∂β
lnZ = F + TS = h¯
2pi
∫ ∞
0
dω ω coth
(
1
2
βh¯ω
)
Im
{
d ln χ˜(ω)
dω
}
(4.6)
und die spezifische Wa¨rme C = T ∂S∂T ko¨nnen dann ebenfalls leicht bestimmt werden. Fu¨r ein
beliebiges Wa¨rmebad verschwindet die Entropie (4.5) fu¨r T → 0:
lim
T→0
S(T ) = 0 (4.7)
wie es vom dritten Hauptsatz der Thermodynamik gefordert wird [106, 107]. Im Falle eines
Ohmschen Bades geht S(T ) linear in T gegen Null. F , U und S beschreiben die A¨nderung
der entsprechenden thermodynamischen Gro¨ßen des Gesamtsystems wenn dem zuna¨chst un-
gesto¨rten Bad im kanonischen Gleichgewicht bei Temperatur T der Brownsche Oszillator
hinzugefu¨gt bzw. entnommen wird.
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4.2 Reduzierte Dichtematrix und von Neumann Entropie
Trotz der Tatsache, dass die Entropie (4.5) fu¨r T → 0 verschwindet, fluktuiert die Ener-
gie des offenen Systems fu¨r sehr tiefe Temperaturen. Werden mit Bezug auf den Hamilton-
Operator Hs als Observable Projektionsmessungen durchgefu¨hrt, so findet man das System
auch fu¨r Temperatur Null mit endlicher Wahrscheinlichkeit in ho¨heren angeregten Energie-
Eigenzusta¨nden [110, 111]. Dies ist dann der Fall, wenn System und Umgebung verschra¨nkt
sind und deshalb der Grundzustand nicht in einen Produktzustand von Wellenfunktion des
Oszillators und Wellenfunktion des Bades zerfa¨llt. Formal ist dies die Konsequenz aus der Tat-
sache, dass der Hamilton-Operator Hs nicht mit dem Hamilton-Operator des Gesamtsystems
H vertauscht. Der Operator-Mittelwert bzw. die mittlere Energie des mit dem Wa¨rmebad
wechselwirkenden Systems sind durch
〈Hs〉 = Tr[ρsHs] = 1
2m
〈p2〉+ 1
2
mω20〈q2〉 =
mh¯
2pi
∫ ∞
0
dω (ω20 + ω
2) coth
(
1
2
βh¯ω
)
χ˜′′(ω) (4.8)
gegeben. Demnach sind mittlere Energie 〈Hs〉 und die innere Energie U , wie aus dem Vergleich
der Ausdru¨cke (4.6) und (4.8) hervorgeht, verschieden. Fu¨r T → 0 ist die mittlere Energie
im Allgemeinen gro¨ßer als die Grundzustandsenergie des Oszillators
〈Hs〉T=0 = mh¯
2pi
∫ ∞
0
dω (ω20 + ω
2)χ′′(ω) >
1
2
h¯ω0. (4.9)
Bezogen auf die mittlere Besetzungszahl 〈n〉 = Tr[ρsn] = 〈a†a〉 bedeutet dies, dass auch
〈n〉T=0 > 0 ist, wobei gilt
〈n〉 = m
2pi
∫ ∞
0
dω
(
ω20 + ω
2
ω20
)
χ˜′′(ω) coth
(
1
2
βh¯ω
)
− 1
2
. (4.10)
Auch die Varianz der Besetzungzahl, die durch
(∆n)2 =
〈〈H2s 〉〉
h¯2ω2
=
2〈Hs〉2
h¯2ω20
− 〈q
2〉〈p2〉
h¯2
− 1
4
(4.11)
gegeben ist, wobei die Energiefluktuationen 〈〈Hns 〉〉 = (−1)n d
n
dkn lnχE(k)|k=0 u¨ber die cha-
rakteristische Funktion der Energie χE(k) = 〈e−kHs〉 gewonnen werden [110], kann fu¨r
T → 0 Werte gro¨ßer Null annehmen. Die mittlere Besetzungszahl entspricht der Mitte-
lung 〈n〉 = ∑∞n=0 nρnn u¨ber die Diagonalelemente ρnn der Dichtematrix ρs in der Energie-
Eigenbasis
ρnm = 〈n|ρs|m〉 =
∫
dqdq′〈n|q〉〈q|ρs|q′〉〈q′|m〉, (4.12)
wobei
〈q|n〉 = (√pi2nn!)−1/2√bHn(bq)e−b2q2/2 (4.13)
die Energie-Eigenfunktionen des ungesto¨rten Harmonischen Oszillators sind, und Hn mit
b =
√
mω0/h¯ die Hermite Polynome bezeichnen. Die Diagonalelemente lauten dann explizit
ρnn =
√
4
D
(d2 − a2)n/2Pn
[
d√
d2 − a2
]
, (4.14)
wobei Pn ein Legendre-Polynom der Ordnung n bezeichnet und die dimensionslosen Variablen
x = 2b2〈q2〉, y = 2〈p2〉/(h¯2b2), D = 1 + x + y + xy, a = (y − x)/D und d = (xy − 1)/D
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(a) Stationa¨rer QBM-Zustand mit
〈n〉 = 1 (Γ = 100ω0, γ = 1.98mω0).
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(b) Gequetschter Vakuumzustand mit
〈n〉 = sinh2 |ξ| = 1.
Abbildung 4.1: Amplitude der Dichtematrixelemente |ρnm| nach Gl. (6.11) des stationa¨ren QBM-
Zustands in einem Bad der Temperatur Null (links) im Vergleich zu einem gequetschten Vakuum-
zustand |ξ〉 = √sech|ξ|∑∞n=0 √(2n)!2nn! tanhn(|ξ|)|2n〉 mit gleicher mittlerer Besetzung 〈n〉 (rechts). Im
Falle des QBM-Zustands handelt es sich um einen gemischten Zustand, der gequetschte Vakuum-
zustand mit Quetschparameter ξ ist ein reiner Zustand (und wird in Abschnitt 5.1.2.2 nochmals
eingehender behandelt).
eingefu¨hrt wurden [110]. Wie sich aus Abb. 4.1a entnehmen la¨sst, ist die Dichtematrix ρnm in
dieser Basis nicht strikt diagonal, da die Wellenfunktionen des ungesto¨rten Oszillators nicht
mehr die Eigenfunktionen von ρs sind. Vielmehr werden die Eigenwerte pn von ρs(q, q
′) und
die entsprechenden Eigenfunktionen
fn =
(√
pi2nn!
)−1/2√
cHn(cq)e
−c2q2/2 mit c = [〈p2〉/(h¯2〈q2〉)]1/4 (4.15)
durch die Lo¨sung des Eigenwertproblems∫
dq′ρ(q, q′)fn(q′) = pnfn(q) (4.16)
bestimmt [104]. Mit Hilfe des Ausdrucks
µ = Tr ρ2s =
∫
dqdq′〈q|ρs|q′〉〈q′|ρs|q〉 = h¯/2√〈q2〉〈p2〉 (4.17)
fu¨r die stationa¨re Purity lassen sich die Eigenwerte durch
pn = 2µ/(1 + µ) [(1− µ)/(1 + µ)]n (4.18)
ausdru¨cken. Die Verteilung der Dichtematrixelemente des stationa¨ren QBM-Zustand la¨sst sich
durch die U¨berlagerung zweier Effekte anschaulich verstehen. Die Wechselwirkung mit dem
Bad fu¨hrt zum einen zum Entstehen von Quantenkorrelationen und damit zu einem gemisch-
ten reduzierten Zustand, zum anderen wird durch die spezielle Art des Wechselwirkungs-
Hamilton-Operators die Varianz der Ortsvariablen gequetscht und die des Impulses ver-
gro¨ßert. Das legt die Analogie zu einem gequetschten Vakuumzustand (squeezed state) nahe,
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Abbildung 4.2: Mo¨gliche und erlaubte Wertepaare der normierten Varianzen (∆q˜)2 = (∆q)2/σ0 und
(∆p˜)2 = (∆p)2
4σ2
0
h¯2
(rechts) sowie mo¨gliche Kombinationen n¯ und (∆n)2 (links). Rechts: Physikalisch
erlaubte Zusta¨nde liegen oberhalb der Hyperbel, die die Menge der gequetschten Vakuumzusta¨nde
mit minimaler Unscha¨rfe beschreibt. Thermische Zusta¨nde mit Boltzmann-Verteilung liegen auf der
die graue Fla¨che rechtsseitig begrenzenden Geraden. Rote Datenpunkte geben Zusta¨nde mit zufa¨llig
gewa¨hlten Kombinationen von (γ,Γ, T ) an. Schwarze Dreiecke unterliegen der Einschra¨nkung T = 0,
blaue Punkte zusa¨tzlich der Einschra¨nkung γΓ ≤ mω20 . Die durch die gestrichelte Linie begrenzte
Menge der gelben und blauen Punkten ist durch die auch in der WCL-Approximation gu¨ltige Kom-
bination (γ,Γ ≤ mω20γ , T ) gekennzeichnet. Die nahezu senkrecht verlaufende gestrichelte Linie ist die
Markovsche Grenze mit Γ → ∞ fu¨r Wertepaare bei T = 0. Links: Die im QBM-Modell mo¨glichen
Kombinationen aus mittlerer Besetzungszahl 〈n〉 und deren Varianz (∆n)2 werden durch diejenigen
eines thermischen Zustands, n¯(n¯+ 1) und eines gequetschten Vakuumzustands 2n¯(n¯+ 1) begrenzt.
die in Abb. 4.1b deutlich wird (eine ausfu¨hrliche Behandlung gequetschter Zusta¨nde fin-
det noch in Abschnitt 5.1.2 statt). Im Unterschied zu letzterem ist das Unscha¨rfe-Produkt
∆q∆p im stationa¨ren QBM-Zustand nicht mehr minimal und der Zustand nicht mehr rein.
So weichen die Werte fu¨r die Purity µ selbst bei gleicher mittlerer Besetzungszahl 〈n〉 im
Allgemeinen voneinander ab: als reiner Zustand hat der gequetschte Vakuumzustand eine
Purity von µ = 1, fu¨r den QBM-Zustand dagegen ist µ < 1 fu¨r γ > 0. Abb. 4.2a stellt die
mo¨glichen und erlaubten Kombination der Varianzen von p und q graphisch dar. Auf der Hy-
perbel liegen alle gequetschten Vakuumzusta¨nde. Physikalisch erlaubt sind nur Wertepaare
auf oder oberhalb der Hyperbel. Alle thermischen Zusta¨nde mit Boltzmann-Verteilung der
Diagonalelemente liegen auf der Winkelhalbierenden. Die eingeschlossene grau schraffierte
Fla¨che gibt die fu¨r beliebige Kombination der Parameter (γ,Γ, T ) mo¨glichen Wertepaare der
skalierten Varianzen (∆q˜)2 und (∆p˜)2 an. Der obere Hyperbelabschnitt mit großen Werten
fu¨r (∆p˜)2 und kleinen Werten fu¨r (∆q˜)2 ist somit fu¨r bestimmte Parameterkombinationen
erreichbar. Der stationa¨re QBM-Zustand wird in diesen Fa¨llen nahezu zu einem gequetschten
Vakuumzustand mit minimaler Unscha¨rfe und verschwindender von Neumann Entropie, aber
der mittleren Besetzungzahl und Besetzungzahl-Varianz, die einem gequetschen Zustand ent-
spricht. Die im QBM-Modell fu¨r beliebige Werte von γ, Γ und T mo¨glichen Kombinationen
aus mittlerer Besetzungszahl 〈n〉 und deren Varianz (∆n)2 werden durch diejenigen eines ther-
mischen Zustands, n¯(n¯+1) und eines gequetschten Vakuumzustands 2n¯(n¯+1) begrenzt, wie
Abb. 4.2b schematisch darstellt. Die Abb. 4.3 zeigt einen Fall, fu¨r den bei konstantem Produkt
γΓ durch Vergro¨ßerung von γ und Verkleinerung von Γ ein anna¨hernd gequetschter Vaku-
umzustand entsteht. Die quantenstatistischen Eigenschaften des stationa¨ren QBM-Zustand
sind also eine U¨berlagerung von Effekten des thermischen Rauschens, des umgebungsindu-
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Abbildung 4.3: QBM-Zustand bei Temperatur Null und γΓ = mω20 = 1 geht fu¨r kleine Γ (bzw. große
γ) anna¨hernd in einen gequetschten Vakuumzustand u¨ber. Die Varianzen (links) na¨hern sich den Va-
rianzen eines gequetschten Vakuumzustandes ∼ e±2|ξ| an. Entsprechend wird das Unscha¨rfeprodukt
minimal und der QBM-Zustand anna¨hernd zu einem reinen Zustand mit Sv(ρs) → 0 fu¨r Γ−1 → ∞
(blaue Kurve rechts). Die mittlere Besetzungszahl (gru¨ne Kurve rechts) na¨hert sich dem entsprechen-
dem Wert des gequetschten Zustandes mit 〈n〉 = sinh2 |ξ| und (∆n)2 = 2〈n〉(〈n〉+ 1). Das Verha¨ltnis
(∆n)2/〈n〉 ist violett gestrichelt. (siehe auch Abschnitt 5.1.2). Parameter: mω20 = 1, ξ ≈ 0.174.
zierten Squeezings, und der Quantenkorrelationen zwischen System und Bad. Die Verteilung
der Diagonalelemente der Dichtematrix in der Energie-Eigenbasis entspricht deshalb keiner
Boltzmann-Verteilung. Abb. 4.4 verdeutlicht den Unterschied zwischen den Ergebnissen der
Eigenwerte pn der Dichtematrix und deren Diagonalelementen ρnn. Fu¨r letztere gilt zwar
nach wie vor
∑
n ρnn = 1, allerdings weicht die Verteilung von der exponentiellen Form der
Boltzmann-Verteilung ab, wobei ho¨here Niveaus zugunsten der niedrigeren sta¨rker besetzt
sind. Da die Wahrscheinlichkeit, das System in einem angeregten Zustand zu finden, selbst
fu¨r T → 0 nicht verschwindet, reduziert sich der Dichteoperator ρs nicht auf eine Projektion
auf den nicht-entarteten Grundzustand des Systems Hs und beschreibt folglich keinen reinen
Zustand mit verschwindender statistischer Entropie. Die Ungewissheit u¨ber das Messergebnis
zeigt sich in der von Neumann Entropie Sv(ρs) der reduzierten Dichtematrix. Diese lautet
fu¨r Gaußsche Zusta¨nde allgemein [112, 113, 104, 61]:
Sv(ρs) = −kTr[ρs ln ρs] = −k
∑
n
pn ln pn = k
1− µ
2µ
ln
1 + µ
1− µ − k ln
2µ
1 + µ
. (4.19)
Mit Hilfe effektiver Gro¨ßen la¨sst sich die von Neumann Entropie auch in einer zur kanonischen
Form a¨quivalenter Weise schreiben. Nach Einfu¨hrung der effektiven Masse und Frequenz
ωeff =
2
h¯β
arcoth (µ) , meff =
√〈p2〉/〈q2〉
ωeff
, so dass Heff =
p2
2meff
+
1
2
meffω
2
effq
2, (4.20)
kann die Dichtematrix (3.75) mit der effektiver Zustandssumme Zeff 6= Z auch in der Form
ρs = Z
−1
eff exp (−βHeff) , mit Z−1eff = 2 sinh (ωeff h¯β/2) (4.21)
geschrieben werden [4]. Die von Neumann-Entropie und die Eigenwerte pn lauten dann:
Sv(ρs) =
βh¯ωeff
eβh¯ωeff − 1 − ln
(
1− e−βh¯ωeff
)
, pn = Z
−1
eff e
−βEn , En = h¯ωeff
(
n+
1
2
)
. (4.22)
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Abbildung 4.4: Verteilung der Diagonalelemente ρnn der Dichtematrix ρs des stationa¨ren QBM-
Zustands im Vergleich zu der Verteilung der Eigenwerte pn und zu den entsprechenden Verteilungen fu¨r
einen gequetschten Vakuumzustand und einen thermischen Zustand mit jeweils der gleichen mittleren
Besetzungszahl. Parameter Γ = 100ω0, γ = 0.93mω0.
Da ωeff → 0 fu¨r T → 0 verringert sich der Abstand der effektiven Energieniveaus En immer
weiter, was auf den gemischten Zustand bei Temperatur Null hinweist. Aus informations-
theoretischer Sicht gibt Sv(ρs) die minimale Menge klassischer Information an, die durch
Messungen am Quantenzustand ρs zuga¨nglich ist [1] und ist deshalb kleiner als die Shannon-
Entropie
∑
n ρnn log ρnn mit Matrixelementen ρnn in der Basis der Energie-Eigenfunktionen
des ungesto¨rten Oszillators.
4.3 Diskussion der thermodynamischen Gro¨ßen
4.3.1 Vergleich von thermodynamischer und statistischer Entropie
Die von Neumann Enropie Sv des Subsystems ρs und die thermodynamische Entropie S(T )
des Brownschen Oszillators weichen im Allgemeinen voneinander ab. Die Abbildung 4.5 soll
verdeutlichen, dass die von Neumann Entropie des Oszillators zu gegebener Temperatur
gro¨ßer ist als die entsprechende thermodynamische Entropie
Sv(ρs) ≥ S(T ) fu¨r γ > 0. (4.23)
Selbst fu¨r T → 0 ist die von Neumann Entropie Sv gro¨ßer Null wa¨hrend die thermodynamische
Entropie na¨herungsweise linear mit T verschwindet. Der Grund fu¨r limT→0 S(T ) = 0 ergibt
sich aus der Annahme Ztot = Z · Zb, die der Herleitung der Zustandssumme (4.1) in Kapitel
3 zugrundeliegt. Zb bezeichnet dabei die kanonische Zustandssumme des ungesto¨rten Bades
mit Dichtematrix ρb(0). Daraus folgt, dass
Sv(ρtot) = S(T ) + Sv(ρb(0)), (4.24)
50 KAPITEL 4. THERMODYNAMIK OFFENER QUANTENSYSTEME AM BEISPIEL DES QBM-MODELLS
0 0.5 1 1.5 2 2.5 3
0.5
1
1.5
2
PSfrag replacements
kT/h¯ω0
S
v
(ρ
s
)/
k
,
S
(T
)/
k
(a) Sv(ρs) ist gro¨ßer als S(T ) und verschwindet
nicht fu¨r T → 0. Die Differenz der Entropien
(gelb gestrichelt) geht fu¨r hohe Temperaturen ge-
gen Null, ebenso die jeweilige Abweichung (blau
und schwarz gestrichelt) von der Entropie des Os-
zillators im kanonischen Wa¨rmebad (rot).
0 1 2 3 4 5
-1
0
1
2
3
4
5
PSfrag replacements
kT/h¯ω0
Sv(ρs)/k, S(T )/k
F
(T
),
U
(T
),
〈H
s
〉
(b) 〈Hs〉 (blau) ist kleiner als U(T ) (schwarz) und
bei T → 0 auch kleiner als F (T ) (schwarz gestri-
chelt). Alle Werte des Brownschen Oszillators lie-
gen jeweils u¨ber den entsprechenden Werten des
Oszillators im kanonischen Wa¨rmebad (rot) bei
gleicher Temperatur. (In Einheiten von h¯ω0).
Abbildung 4.5: Vergleich der Temperaturabha¨ngigkeit der von Neumann-Entropie Sv(ρs) und
der thermodynamischen Entropie S(T ) (links), sowie der entsprechenden thermodynamischen
Potenziale F (T ), U(T ) und der mittleren Energie 〈Hs〉 (rechts). Parameter: mω20 = 1, Γ =
10ω0, und γ ≈ 2.43mω0, so dass 〈Hs〉T=0 = h¯ω0.
somit dru¨ckt S(T ) die A¨nderung Sv(ρtot)−Sv(ρb(0)) der von Neumann Entropie des Gesamt-
systems aus, die durch die Anwesenheit des Brownschen Oszillators hervorgerufen wird. Sie
weicht damit von der von Neumann Entropie Sv(ρs) der reduzierten Dichtematrix des Brown-
schen Oszillators ab, sofern zwischen Subsystem und Bad Korrelationen entstehen. Auch die
Tatsache, das Sv(ρs) gro¨ßer ist als S(T ) legt die Vermutung nahe, dass Korrelationen ent-
standen sind. Dies verhindert auch das Erreichen eines reinen Zustandes des Subsystems fu¨r
T = 0 und somit limT→0 Sv(ρs) > 0. Die Verschra¨nkung von Bad und Subsystem bei tiefen
Temperaturen wurde bereits in Referenz [104] diskutiert. Lediglich im Grenzfall schwacher
Kopplung γ → 0 werden die von Neumann Entropie (4.19) und die thermodynamische Entro-
pie (4.5) identisch und entsprechen dem Ergebnis der Born-Markovschen Approximation mit
Entropie s(ω0, T ) des harmonischen Oszillators und entsprechender Boltzmann-Verteilung.
Der formale Grund fu¨r die Unterschiede zwischen den beiden Entropien kann in der Tatsache
gesehen werden, das ρs nur fu¨r die oben definierten effektiven Gro¨ßen Zeff und Heff in der
u¨blichen Form
ρs = Z
−1
eff exp (−βHeff) 6= Z−1 exp (−βHs) (4.25)
geschrieben werden kann. Die statistische Entropie kann nur dann mit der thermodynami-
schen Entropie identifiziert werden, wenn die Dichtematrix ρs der kanonischen Dichtematrix
ρ = Z−1 exp(−βHs) mit Z = Tr exp(−βHs) entspricht, denn es ist (mit k = 1):
Sv(ρ) = −Tr[ρ ln ρ] = βTr[ρHs] + Tr[ρ lnZ] = β〈Hs〉+ lnZ = β(U − F ) = S(T ). (4.26)
Genauso kann die Wa¨rmemenge δQ, die u¨ber die Clausius (Un-)Gleichung δQ = TdS (fu¨r
quasistatische Prozesse) mit der thermodynamischen Entropie verbunden ist, nur dann mit
dem Anteil von dU , der eine statistische Umverteilung im Phasenraum Tr[dρsHs] beschreibt,
assoziiert werden, wenn ρs in kanonischer Form vorliegt:
dSv = −kTr[dρ ln ρ] = Tr[dρ lnZ] + βTr[dρHs] = βTr[dρHs] = βδQ = dS(T ). (4.27)
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Wa¨hrend die Bestimmung der Entropie gema¨ß (4.5) bedingt, dass die thermodynamische
Entropie des Brownschen Oszillators S(T ) und des ungesto¨rten Bades Sv(ρb) additiv sind –
da alle Korrelationen zwischen Bad und Oszillator in die Definition der Entropie des Unter-
systems mit eingeflossen sind – sind die von Neumann Entropie (4.19) des Systems und des
Bades nicht additiv. Letzteres wird zum Ausdruck gebracht durch eine nichtverschwindende
wechselseitige Entropie bzw. Information
Isb = Sv(ρs(∞)) + Sv(ρb(∞)) − Sv(ρtot) (4.24)= (4.28)
= Sv(ρs(∞)) + [Sv(ρb(∞))− Sv(ρb(0))] − S(T ) (4.29)
welche angibt, um wie viel die tatsa¨chliche Entropie des Gesamtsystems kleiner ist, als es
die Gesamtentropie wa¨re, wenn die Teilsysteme vo¨llig unabha¨ngig wa¨ren [101]. Sie beinhal-
tet sowohl die klassischen als auch die quantenmechanischen Korrelationen (Verschra¨nkung)
zwischen den Teilsystemen S und B des Gesamtsystems ρtot 6= ρs ⊗ ρb. Sie entspricht der
durch die Spurbildung verloren gegangenen Information, bzw. dem Informationsverlust durch
jeweils getrennte Beobachtung der Teilsysteme. Allerdings ist zu beachten, dass die klassisch
gu¨ltige Relation Isb = Sv(ρs)−S(S|B) mit bedingter Entropie S(S|B) – die die verbleibende
Ungewissheit u¨ber den Zustand S angibt, falls der Zustand von B bekannt ist – nicht ohne
weiteres auf den quantenmechanischen Fall u¨bertragen werden kann, da lokale Messungen
am System B zuna¨chst genau spezifiziert werden mu¨ssen. Sie ko¨nnen auch den Zustand von
S beeinflussen, sofern nichtlokale Korrelationen vorhanden sind [114]. Andererseits erwa¨chst
daraus gerade die Mo¨glichkeit die Menge der in Isb enthaltenen Quantenkorrelationen in
Form des Quantum Discord zu bestimmen [115]. Maximal wird die durch (4.28) gemesse-
ne Korrelation, wenn sich das Gesamtsystem fu¨r T → 0 in einem reinen Zustand befindet.
Dann ist Sv(ρtot) = 0 so dass aus der Dreiecks- bzw. Araki-Lieb Ungleichung [116] und der
Subadditivita¨t der von Neumann Entropie
|Sv(ρs)− Sv(ρb)| ≤ Sv(ρtot) ≤ Sv(ρs) + Sv(ρb) (4.30)
folgt, dass Sv(ρs(∞)) = Sv(ρb(∞)). Ist der Gesamtzustand aus Bad und System ein reiner Zu-
stand, dann sind die beiden Entropien der Teilsysteme gleich [117]. Da auch limT→0 S(T ) = 0
gilt, folgt aus Gleichung (4.24), dass S(ρb(0)) = 0 und somit aus (4.28) als maximal mo¨glicher
Wert der wechselseitigen Information Imaxsb = 2Sv(ρs(∞)). Dies ist auch ein Maß dafu¨r, wie
viel mehr Information im Gesamtsystem steckt als in den Teilsystemen.
4.3.2 Thermodynamische Kreisprozesse
Das theoretische Ergebnis, dass die mittleren Energie des Brownschen Oszillators auch fu¨r
T → 0 seine Grundzustandsenergie u¨bersteigt, hat in der Literatur die Frage aufgeworfen,
ob dies nicht einen Widerspruch zum zweiten Hauptsatz darstellt. Wu¨rde man das Teilchen
dem Bad wieder entnehmen und anschließend in den Grundzustand relaxieren lassen, ko¨nnte
die freiwerdende Energie zur Verrichtung von Arbeit genutzt werden, so die Argumentation.
Damit wu¨rde ein Kreisprozess entstehen, der die zur Arbeitsverrichtung no¨tige Energie aus
nur einem Bad gewinnt – also ein Perpetuum mobile zweiter Art. Dass dem nicht so sein kann,
wurde ku¨rzlich von Ford und O’Connell [98] fu¨r QBM mit Drude-Spektrum der Badmoden
und von Kim und Mahler [108] fu¨r beliebige Spektren gezeigt. Das Kernargument basiert
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dabei auf dem Prinzip minimaler Arbeit, welches besagt, dass die minimale Arbeit, die no¨tig
ist, um ein System von einem thermodynamischen Zustand zu einem anderen gleicher Tem-
peratur zu bringen, gleich der Differenz der Freien Energien dieser beiden Zusta¨nde ist [118].
Wird dem Bad ein Brownscher Oszillator hinzugefu¨gt oder entnommen, so ist diese Differenz
gleich F (T ) gema¨ß Gl. (4.4). Die mittlere Energie hingegen ist durch (4.8) gegeben. Um die
Gu¨ltigkeit des zweiten Hauptsatzes bei T → 0 zu bewahren, muss nun die aufzuwendende
Arbeit jeweils gro¨ßer als die gewonnene Energie sein, was wegen
F (0) − 〈H〉T=0 = h¯
2pi
∫ ∞
0
dω
[
ω Im
{
d ln χ˜(ω)
dω
}
−m(ω20 + ω2)Im {χ˜(ω)}
]
≥ 0 (4.31)
auch der Fall ist [98, 108]. Da fu¨r T → 0 die von außen verrichtete Arbeit vollsta¨ndig zu
einer Erho¨hung der inneren Energie U(0) des Gesamtsystems fu¨hrt, kann obige Differenz als
im Gesamtsystem vorhandene Wechselwirkungsenergie Uint (6= 〈Hint〉!) interpretiert werden.
Wegen der unendlichen Anzahl an Badmoden fu¨hrt die Zunahme der inneren Energie nicht
zu einer Erho¨hung der Temperatur. Die Wechselwirkungsenergie entspricht der Ableitung der
freien Energie (4.3) nach der Abschneidefrequenz Γ [104]
Uint = U − 〈Hs〉 = Γ∂F
∂Γ
, (4.32)
und ist im Allgemeinen von einer nicht zu vernachla¨ssigenden Gro¨ßenordung. Beispielsweise
ist fu¨r die Parameterkombination γΓ = 0.1mω20 , was bereits einer relativ schwachen Kopplung
entspricht, das Verha¨ltnis Uint : U immerhin noch etwa 1 : 50. Mit obigen Ausfu¨hrungen wird
auch das Verhalten der thermodynamischen Entropie fu¨r T → 0 versta¨ndlich. Die in Form
von F (0) verrichtete Arbeit wird vollsta¨ndig in innere Energie U(0) umgewandelt, aufgeteilt
in 〈Hs〉 und Uint. Ein Wa¨rmefluss bzw. eine Entropiea¨nderung ist damit nicht verbunden, also
S(0) = 0 bzw. S(ρtot) = S(ρb(0)). Der Anstieg der statistischen Entropien der Einzelsysteme
wird kompensiert durch die mit der Korrelation verbundene wechselseitige Information.
4.3.3 Wa¨rmefluss und Entropiea¨nderung
Der Wa¨rmefluss, der mit der Entropiea¨nderung dS(T ) bezu¨glich Variationen von Systempa-
rametern dω0 und dm verbunden ist, kann durch den Vergleich von
dU = d〈Hs〉+ dUint = Tr[ρsdHs] + Tr[Hsdρs] + dUint = δWs + δQs + dUint (4.33)
mit dem totalen Differential in Gleichung (4.6) gewonnen werden. Es ist
dF = δWs := Tr[ρsdHs] und δQ := TdS(T ) = δQs + dUint (4.34)
Wird der gesamte Wa¨rmefluss δQ der mit einer A¨nderung der thermodynamischen Entropie
S(T ) einhergeht, u¨ber die Clausius (Un-)Gleichung δQ = TdS(T ) verbunden, wird deut-
lich, dass eine Variation der thermodynamischen Entropie des Brownschen Oszillators nicht
nur zu einer, durch die statistische Umverteilung im Phasenraum des Subsystems bedingten
Wa¨rmemengena¨nderung Tr[Hsdρs] =: δQs fu¨hrt, sondern ebenfalls zu einem Wa¨rmefluss zu
den umgebenden Badmoden, fu¨r den im Falle von T → 0 gilt δQs = −dUint.
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4.4 Betrachtung im informationstheoretischen Kontext
Vom informationstheoretischen Standpunkt werden obige Betrachtungen dann wichtig, wenn
Aussagen u¨ber den Informationsgehalt eines offenen Quantensystems mit dessen thermody-
namischen Eigenschaften in Beziehung gesetzt werden. Als Beispiel soll hier das Landauer
Prinzip herangezogen werden [119, 120, 121]. Dieses Prinzip basiert auf der Clausius Unglei-
chung und besagt, dass irreversible logische Operationen wie das Lo¨schen von Information
mit der Dissipation von Energie einhergehen mu¨ssen. Danach ist das Entfernen von einem
Bit an (klassischer) Information aus dem Speicher eines Systems mit einer Wa¨rmeabgabe von
mindestens kT ln 2 Joule verbunden:∣∣∣∣ δQdSv/(k ln 2)
∣∣∣∣ ≥ kT ln 2. (4.35)
U¨bertragen auf die vorliegende Problemstellung geht es also um die Frage nach der Gu¨ltigkeit
des Landauer-Prinzips im Hinblick auf die in offenen Quantensystemen enthaltene klassische
Information. Der optimale Lo¨schungsvorgang, also derjenige mit der kleinsten Menge an pro-
duzierter Wa¨rme, liegt dann vor, wenn die Messungen in der Eigenbasis von ρs durchgefu¨hrt
werden. Die relevante Entropie ist deshalb die von Neumann Entropie Sv(ρs) des Systems.
Da das Lo¨schen von Information mit einer Entropiereduktion verbunden ist, die nicht in
einem isolierten System durchgefu¨hrt werden kann, muss das informationstragende System
an die Umgebung gekoppelt sein. Fu¨r niedrige Temperaturen mag die Wechselwirkung im
Vergleich zur thermischen Energie an Bedeutung gewinnen, so dass zwischen System und
Umgebung signifikante Korrelationen entstehen. Natu¨rlich findet das Landauer-Prinzip u¨bli-
cherweise nur in Situationen Anwendung, in denen das informationstragende System und die
Umgebung sowohl im anfa¨nglichen Zustand als auch im Endzustand unkorreliert sind. Land-
auers Prinzip basiert auf dem 2. Hauptsatz und ist deshalb dann gu¨ltig, wenn dieser in der
betreffenden Situation angewandt werden kann. Sofern zwischen System und Umwelt Korre-
lationen bestehen, sind beide Prinzipien nicht anwendbar, da die grundlegende Voraussetzung
der Additivita¨t der Entropien der Teilsysteme nicht erfu¨llt ist.
Warum sollte also in diesem Kontext das Landauer Prinzip herangezogen werden?
• Wie im vorangegangenen Abschnitt dargelegt wurde, ist die Gu¨ltigkeit des zweiten
Hauptsatzes bei der Betrachtung von Kreisprozessen uneingeschra¨nkt gegeben. Wie
hier gezeigt werden soll, folgt daraus nicht zwangsla¨ufig die Anwendbarkeit des Land-
auerschen Prinzips, sofern eine Verknu¨pfung von informationstheoretischen und ther-
modynamischen Begriffen problematisch ist. Dies hat zu scheinbar widerspru¨chlichen
Standpunkten in der Literatur gefu¨hrt. Wa¨hrend zum einen ku¨rzlich erschienene Arbei-
ten die Gu¨ltigkeit des zweiten und dritten Hauptsatzes der Thermodynamik im Rahmen
des QBM-Modells zeigten [98, 106, 107], wiesen andere Arbeiten auf eine Verletzung
des Landauer Prinzips im quantenmechanischen Regime hin [122] und folgerten daraus
auch eine Verletzung des zweiten Hauptsatzes.
• Das Landauer Prinzip erlaubt es die Abweichungen vom Idealfall der vernachla¨ssigba-
ren Korrelationen zwischen System und Bad zu quantifizieren. Damit ist es schließlich
mo¨glich, zu spezifizieren, auf welche Weise eine Abweichung vom Landauer-Prinzip auf-
tritt, wenn die Annahme einer schwachen Kopplung graduell aufgehoben wird.
54 KAPITEL 4. THERMODYNAMIK OFFENER QUANTENSYSTEME AM BEISPIEL DES QBM-MODELLS
Zur Illustration des oben erla¨uterten Sachverhalts im Rahmen des QBM-Modells ist in Abbil-
dung 4.6 die Temperaturabha¨ngigkeit des Wa¨rmeaustausches δQ dividiert durch die A¨nde-
rung dSv der von Neumann Entropie (in Bits). Die Wa¨rmemengena¨nderung ist definiert durch
δQ = TdS(T ) fu¨r quasistatische Variationen der Oszillatorfrequenz dω0. Da δQs und dUint
unterschiedliche Vorzeichen besitzen ko¨nnen (wie im vorangegangenen Kapitel dargelegt), ist
der Wa¨rmefluss δQ im Vergleich zum Term δQs verringert. Fu¨r quasistatische Parameterva-
riationen ist deshalb
δQ = TdS(T ) aber δQ 6= TdSv. (4.36)
Wie man aus der Abbildung (4.6) klar erkennen kann, fu¨hrt dies dazu, das das Verha¨ltnis
fu¨r tiefe Temperaturen unter der Landauer-Grenze von kT ln 2 liegt. Fu¨r hohe Abschneide-
frequenzen beginnt diese Funktion fu¨r tiefe Temperaturen quadratisch in T und nicht linear.
Das Landauer Prinzip ist in diesem Fall lediglich eine obere Grenze fu¨r die beim Lo¨schen von
Information an die Umgebung abgegebene Wa¨rmemenge, sofern die von Neumann Entropie
der reduzierten Dichtematrix als relevante Gro¨ße fu¨r den klassischen Informationsgehalt ei-
nes Quantensystems betrachtet wird. Der Grund hierfu¨r kann darin gesehen werden, dass die
von Neumann Entropie und die thermodynamische Entropie voneinander abweichen, sobald
ein mesoskopisches Quantensystem mit seiner Umgebung verschra¨nkt ist. Da die von Neu-
mann Entropie als statistische Gro¨ße einerseits und die u¨ber die thermodynamische Entropie
bestimmte Wa¨rmemenge andererseits, unabha¨ngig voneinander definiert sind, mu¨ssen diese
Gro¨ßen auch nicht zwangsla¨ufig die Clausius (Un-)Gleichung erfu¨llen [122, 123].
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Abbildung 4.6: Temperaturabha¨ngigkeit des Verha¨ltnisses |δQ/dSv| (in bit) mit der Wa¨rmemenge
δQ = TdS(T ) fu¨r quasistatische Variationen der Oszillatorfrequenz dω0. Bei niedrigen Temperaturen
wird die Landauer Grenze unterschritten. Die Wa¨rmemenge ist u¨ber die A¨nderung der thermody-
namischen Entropie definiert. Die thermodynamische Entropie in diesem Fall allerdings kein direktes
Maß fu¨r den Informationsgehalt des dissipativen Quantensystems. Dieser wird durch die von Neumann
Entropie der reduzierten Dichtematrix bestimmt. Durch Parametervariationen hervorgerufene A¨nde-
rungen dieser Gro¨ße stehen nicht in unmittelbaren Zusammenhang zur A¨nderungen der Wa¨rmemenge.
Eine Verknu¨pfung der beiden Gro¨ßen zeigt, dass diese nicht dem Landauerschen Prinzip unterliegen.
Kopplungsparamter γ = mω20/Γ = 0.1 (schwarze Linie) und γ = mω
2
0/Γ = 0.5 (graue Linie).
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4.5 Zusammenfassung von Kapitel 4
In diesem Kapitel wurden die quantenstatistischen und thermodynamischen Eigenschaften
des stationa¨ren QBM-Zustands untersucht. Ausgehend von der im Kapitel 3 im Rahmen des
Pfadintegralformalismus dissipativer Quantensysteme abgeleiteten Zustandssumme wurden
die freie und innere Energie sowie die thermodynamische Entropie eingefu¨hrt. Diese Gro¨ßen
beschreiben die Beeinflussung des ungesto¨rten Bades durch das Hinzufu¨gen des Brownschen
Oszillators. Ausgehend von der reduzierten Dichtematrix wurde die Verteilung der Matrixele-
mente in der Energie-Eigenbasis bestimmt, sowie die mittlere Energie und die von Neumann
Entropie bestimmt. Letztere ist die statistische Entropie, die den Informationsgewinn durch
Messungen am QBM-Zustand beschreibt bzw. die A¨nderung des Informationsgehalts durch
Variation von Systemparametern. Es hat sich gezeigt, dass der stationa¨re QBM-Zustand
auch bei einer Badtemperatur von Null in der Regel ein gemischter Zustand ist, mit positiver
von Neumann Entropie und einer Verteilung der Diagonalelemente, die von der Boltzmann-
Verteilung abweicht. Zudem zeigt der Zustand Charakteristika, die an einen gequetschten
Vakuumzustand erinnern. Es wurde dargelegt, dass die thermodynamische Entropie und die
von Neumann Entropie fu¨r den stationa¨ren QBM-Zustand in der Regel nicht identisch sind.
Erstere kommt bei der Diskussion von thermodynamischen Kreisprozessen im Rahmen des
QBM-Modells zum Einsatz und beweist die Unmo¨glichkeit eines mikroskopischen Perpetu-
um mobile zweiter Art [98, 99, 100]. Die von Neumann Entropie hingegen findet oft im
quanteninformationstheoretischen Kontext Anwendung, insbesondere bei der Beschreibung
von Nichtgleichgewichtsvorga¨ngen wie dem Verlust von Dekoha¨renz und Verschra¨nkung in
einer dissipativen Umgebung. Der formale Grund fu¨r die Abweichung der beiden Entropien
voneinander liegt in der Ungleichheit von Z 6= Tr[e−βHs ], da die effektive Wirkung zur Be-
rechnung von Z zusa¨tzliche dissipative Anteile entha¨lt (vgl. Einfluss-Funktional-Formalismus
in Kapitel 3). Die Folgen sind zum einen begrifflicher Natur – die Definition der Entropie
eines Quanten-Brownschen Oszillators muss im jeweiligen Kontext genau spezifiziert wer-
den – zum anderen aber auch fundamentaler Natur, wenn thermodynamische und statisti-
sche Gro¨ßen in Beziehung gesetzt werden. Dies wurde im letzten Unterkapitel anhand des
Landauer Prinzips dargelegt. So beha¨lt zwar der zweite Hauptsatz in Form der Verbindung
von Wa¨rmemenge und thermodynamischer Entropie u¨ber die Clausius (Un-)Gleichung seine
Gu¨ltigkeit, allerdings ist die thermodynamische Entropie in diesem Fall kein direktes Maß
fu¨r den Informationsgehalt des dissipativen Quantensystems. Der Informationsgewinn durch
Messungen und die (nichtlokalen) Korrelationseigenschaften werden durch die von Neumann
Entropie der reduzierten Dichtematrix beschrieben. Durch Parametervariationen hervorgeru-
fene A¨nderungen dieser Gro¨ße stehen nicht in unmittelbaren Zusammenhang zur A¨nderun-
gen der Wa¨rmemenge. Durch eine Verknu¨pfung der beiden Gro¨ßen wurde gezeigt, dass diese
nicht dem Landauerschen Prinzip unterliegen. Eine Verknu¨pfung von thermodynamischen
und informationstheoretischen Gro¨ßen ist im quantenmechanischen Tieftemperatur-Regime
des QBM-Modells (thermische Fluktuationen sind klein und Korrelationen ko¨nnen nicht ver-
nachla¨ssigt werden) deshalb mit Vorsicht zu betrachten.
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Kapitel 5
Systeme kontinuierlicher Variablen
(CV-Systeme)
Systeme kontinuierlicher Variablen gewannen in den letzten Jahren im Bereich der Quanten-
informationstheorie an großer Bedeutung [23, 24, 25, 124]. Darunter sind Systeme mit einem
unendlich-dimensionalem Hilbert-Raum zu verstehen, die ein kontinuierliches Eigenwertspek-
trum der relevanten Operatoren aufweisen. Kontinuierliche Variable sind also beispielsweise
die Orts- und Impulsoperatoren harmonischer Oszillatoren bzw. die Quadraturen elektro-
magnetischer Feldmoden – im Gegensatz zu den begrenzten, diskreten Eigenwertspektren
von Systemen mit endlich-dimensionalen Hilbert-Raum (z.B. Spinsysteme oder Polarisation
einzelner Photonen). Ein Beispiel ist die U¨bertragung von Information mittels elektroma-
gnetischer Feldmoden von Laserpulsen hoher Intensita¨t. Diese Ausgangszusta¨nde sind Mo-
den mit einer großen Anzahl von Photonen und ko¨nnen in guter Na¨herung als koha¨rente
Zusta¨nde modelliert werden. Sie sind somit ein Beispiel fu¨r Gaußsche Zusta¨nde, d.h. von
Systemen kontinuierlicher Variablen, die durch eine gaußfo¨rmige Wigner-Funktion im Pha-
senraum gekennzeichnet sind und einen sta¨rkeren klassischen Charakter aufweisen als nicht-
Gaußsche Zusta¨nde, deren Wigner-Funktion auch negative Anteile besitzen kann. Gaußsche
Zusta¨nde von Systemen kontinuierlicher Variablen haben den Vorteil, relativ leicht im Labor
hergestellt und kontrolliert werden zu ko¨nnen und wurden bereits erfolgreich fu¨r Protokol-
le in der Quanten-Kryptographie und Quanten-Teleportation eingesetzt. In diesem Kapitel
werden verschiedene Anfangszusta¨nde betrachtet, die dann Ausgangspunkt fu¨r die Untersu-
chung von Dekoha¨renz und Verschra¨nkung in offenen Quantensystemen darstellen. Dazu soll
zuna¨chst ein kleiner Abriss u¨ber kontinuierliche Zusta¨nde und die spezielle Klasse der Gauß-
schen Zusta¨nde gegeben werden. Die Beschreibung der offenen Quantensystemen erfolgt dabei
u¨ber die charakteristische Funktion, die Wigner-Funktion sowie die Dichtematrix bzw. Puri-
ty. Die zeitliche Entwicklung von Gaußschen Zusta¨nden ist dabei auf einfache Weise durch
Kovarianzelemente der gaußfo¨rmigen Wigner-Funktion bestimmt. Diese ko¨nnen direkt als
Lo¨sung der Langevin-Gleichung bestimmt werden. Die Evolution der Wigner-Funktion von
nicht-Gaußschen Zusta¨nden ist komplizierter, kann aber - sofern es sich um einen anfa¨ngli-
chen Produktzustand handelt - aus der HPZ-Mastergleichung (bzw. dem korrespondierendem
Fokker-Planck-Gleichungstyp) gewonnen werden.
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5.1 Gaußsche Zusta¨nde
Gaußsche Zusta¨nde sind– wie der Name schon nahelegt – durch eine gaußfo¨rmige charakteris-
tische Funktion gekennzeichnet. Ihre durch die Wigner-Funktion beschriebene semi-klassische
Phasenraumdichte ist deshalb durchgehend positiv und damit der klassischen Phasenraum-
dichte sehr a¨hnlich. Im Folgenden werden zuna¨chst allgemeine Gaußsche Zusta¨nde beliebi-
ger Modenanzahl definiert, bevor im Anschluss auf das prominente Beispiel Gaußscher Ein-
Moden-Zusta¨nde in Form (gequetschter) koha¨renter Oszillatorzusta¨nde eingegangen wird und
das Gaußsche Zwei-Moden-System als Basis fu¨r die in Kapitel 6 erfolgende Diskussion von
Verschra¨nkung vorgestellt wird.
5.1.1 Charakterisierung von Gaußschen N-Moden-Zusta¨nden
Gaußsche Zusta¨nde spielen eine wichtige Rolle in der Quanteninformationstheorie kontinu-
ierlicher Systeme [124]. Dekoha¨renz und Verschra¨nkung in solchen Systemen im Rahmen
des QBM-Modells werden in den Kapitel 6 und 7 untersucht. Die zeitliche Entwicklung ei-
nes CV-Systems kann u¨ber die Dichtematrix, die Wigner-Funktion, die quantenstatistische
charakteristische Funktion oder abgeleitete Gro¨ßen wie die Purity erfolgen. In Kapitel 3.3.2
wurde die Lo¨sung der HPZ-Mastergleichung fu¨r diese Gro¨ßen dargestellt.
Die Wigner-Funktion ist eine Darstellung der Dichtematrix im quasi-klassischen Phasenraum
der konjugierten Gro¨ßen q und p, darf allerdings nicht als Wahrscheinlichkeitsverteilung auf
dem Phasenraum verstanden werden, da die Observablen qˆ und pˆ natu¨rlich nicht miteinan-
der kommutieren und daher nicht gleichzeitig scharf messbar sind. Die Bezeichnung Phasen-
raum ist im Folgenden daher stets als Parameterraum der Wigner-Funktion zu verstehen.
Die Wigner-Funktion ist zwar reell, kann jedoch unter Umsta¨nden auch negative Werte an-
nehmen, was eine Interpretation als Wahrscheinlichkeitsverteilung ohnehin verhindert.
Gaußsche n-Moden Zusta¨nde mit Koordinatenvektor X = (q1, p1, ...qn, pn) sind durch eine
Wigner-Funktion der Form
W (X) =
exp
[−12XV−1XT]
4pin
√
detV
mit Vij = 〈XiXj +XjXi〉/2− 〈Xi〉〈Xj〉 (5.1)
gekennzeichnet. Die Elemente der Kovarianzmatrix V bestimmen den Zustand vollsta¨ndig.
Wie der Name schon sagt, besitzen Gaußsche Zusta¨nde eine gaußfo¨rmige und damit stets
positive Wigner-Funktion und haben daher einen sta¨rkeren klassischen Charakter als die
nicht-Gaußsche Zusta¨nde, welche im Kapitel 5.2 behandelt werden. Eine wichtige Gro¨ße zur
Beschreibung der Dynamik eines Quantensystems ist die Purity µ(t) = Trρ2(t), die in der
Literatur vielfach insbesondere bei der Untersuchung von Dekoha¨renz und Relaxationsprozes-
sen zum Einsatz kommt und leicht aus der Wigner-Funktion (5.1), bzw. der charakteristischen
Funktion bestimmt werden kann:
µ(t) = (2pih¯)n
∫
dXW 2(X, t) =
h¯
2n
√
detV(t)
. (5.2)
Fu¨r einen anfa¨nglichen, reinen Zustand hat die Purity den Wert µ(0) = 1 und erreicht in einer
thermischen Umgebung asymptotisch den stationa¨ren Wert limt→∞ µ(t) =
∏n
i=1 tanh(βh¯ωi).
Fu¨r die Diskussion von Dekoha¨renz und Verschra¨nkung in CV-Systemen sind insbesonde-
re Superpositionen von Gaußschen Ein-Moden-Zusta¨nden und verschra¨nkte Zwei-Moden-
Zusta¨nde von Interesse, so dass sich die folgende Darstellung auf diese Zusta¨nde konzentriert.
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5.1.2 Beispiele fu¨r Gaußsche Ein- und Zwei-Moden-Zusta¨nde
5.1.2.1 Koha¨rente Zusta¨nde (Glauber Zusta¨nde)
Die einfachsten und bekanntesten Beispiele fu¨r einen Gaußschen Zustand sind die koha¨rente
Oszillatorzusta¨nde (Glauber-Zusta¨nde), die die Eigenfunktion |α〉 des Vernichtungsoperators
aˆ darstellen und u¨ber die Eigenwertgleichung
aˆ|α〉 = α0|α〉 mit α0 = 1
2
(
q0
σ0
+ i
p0
σp
)
und σ0 =
√
h¯
2mω0
, σp =
h¯
2σ0
(5.3)
mit komplexen Eigenwert α (aˆ ist nicht hermitesch) definiert sind [125]. Bei einem materiel-
len harmonischen Oszillator sind Real- und Imagina¨rteil des komplexes Parameters α durch
die Orts- und Impulserwartungswerte dieses Zustands bestimmt. Beschreibt der Oszillator
die Dynamik einer Feldmode des elektromagnetischen Feldes, so bestimmen Real- und Ima-
gina¨rteil die Erwartungswerte der elektrischen und magnetischen Feldsta¨rke (Quadraturen
des Feldes). Koha¨rente Zusta¨nde sind verschobene Vakuumzusta¨nde des harmonischen Oszil-
lators und ko¨nnen mit dem Verschiebungsoperator Dˆ(α) aus dem Grundzustand |0〉 gewonnen
werden:
|α〉 = Dˆ(α)|0〉 = eαa†−α∗a|0〉 = e−|α|2/2eαa†e−α∗a|0〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|n〉. (5.4)
Ein koha¨renter Zustand ist ein Gaußsches Wellenpaket mit minimaler Unscha¨rfe ∆q∆p = h¯/2
und lautet in der Ortsdarstellung
ψα(q) = 〈q|α〉 =
(mω0
pih¯
) 1
4
exp
[
−mω0
2h¯
(q − q0)2 + ip0q
h¯
]
. (5.5)
Koha¨rente Zusta¨nde haben keine fest vorgegebene Anzahl von Bosonen (Photonen im Falle
von Lichtmoden, Phononen bei Schwingungsanregungen der Schwerpunktsbewegung von Io-
nen). Die Wahrscheinlichkeit, den Oszillator zur Zeit t = 0 in einem angeregtem Zustand mit
einer bestimmten Anzahl Bosonen vorzufinden ist durch eine Poisson-Verteilung gegeben:
Pn(α) = |〈n|α〉|2 = |α|
2n
n!
e−|α|
2
=
〈n〉n
n!
e−〈n〉 wobei |α|2 = 〈n〉 = 1
4
(
q20
σ20
+
p20
σ2p
)
. (5.6)
Die Abbildungen 5.1a und b zeigen die Dichtematrixelemente ρ =
∑
n,m ρnm|n〉〈m| eines
koha¨renten Zustands in Besetzungszahldarstellung mit mittlerer Besetzung 〈n〉 = |α|2 = 3
bzw. 〈n〉 = 10. Fu¨r große mittlere Teilchenzahlen 〈n〉 na¨hert sich die Poisson-Verteilung der
Teilchenzahlstatistik der Gaußschen Normalverteilung an und man erha¨lt den semiklassischen
Grenzfall mit relativ scharfer Verteilung ∆n/〈n〉 → 1/√〈n〉. Im Verlaufe der Relaxation in
einer thermischen Umgebung mit inverser Temperatur β geht diese Poisson-Verteilung in eine
Boltzmann-Verteilung u¨ber mit einer Niveau-Besetzungswahrscheinlichkeit gema¨ß
Pn(β) =
n¯
(n¯+ 1)n+1
mit n¯ = 1/(eβh¯ω − 1) und (∆n)2 = n¯(n¯+ 1). (5.7)
Die Dichtematrix ist diagonal
ρth =
1
n¯+ 1
∞∑
n=0
(
n¯n
n¯+ 1
)n
|n〉〈n|, (5.8)
wobei das Verschwinden aller Nebendiagonalelemente mit einer Maximierung der Entropie
einhergeht.
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5.1.2.2 Gequetschte koha¨rente Zusta¨nde
Gequetschte Zusta¨nde (Squeezed States) sind koha¨rente Oszillatorzusta¨nde, also Wellenpake-
te minimaler Unscha¨rfe, deren Varianz ∆q verringert und ∆p vergro¨ßert ist, oder umgekehrt.
Die Ellipse der Unscha¨rfen erscheint daher in der Phasenraumdarstellung gequetscht. Das
Squeezing spielt eine wichtige Rolle bei der Herstellung von verschra¨nkten kontinuierlichen
Zusta¨nden (Kapitel 5) und wird deshalb im Folgenden na¨her betrachtet.
Durch die Anwendung des sogenannten Quetschoperators Sˆ(ξ) = eξ
∗aˆ2/2−ξ(aˆ†)2/2 mit dem
komplexen Quetschparameter ξ = reiθ und anschließende Verschiebung mit Dˆ(α) wird aus
dem Vakuumzustand |0〉 der koha¨rente gequetschte Zustand
|α, ξ〉 = Dˆ(α)Sˆ(ξ)|0〉 = Dˆ(α)
√
sech|ξ|
∞∑
n=0
√
(2n)!
n!
[
−1
2
eiθ tanh |ξ|
]n
|2n〉. (5.9)
Man sieht, dass ein reines Squeezing |ξ〉 = Sˆ(ξ)|0〉 eine Superposition erzeugt, die nur aus
Fockzusta¨nden gerader Besetzungszahl besteht. Fu¨r diesen gequetschten Vakuumzustand lau-
tet die Verteilung der Besetzungszahlen [8]
Pn(|ξ|) =
{
sech|ξ| n!(n/2)!2n tanhn |ξ| n gerade,
0 n ungerade.
(5.10)
Allerdings hebt die anschließende Verschiebung diese Eigenschaft wieder auf. Die mittlere
Besetzungszahl des koha¨renten gequetschten Zustands (5.9) ist
〈n〉 = |α|2 + sinh2 |ξ| und (∆n)2 = 2〈n〉(〈n〉+ 1). (5.11)
Die Wellenfunktion des Zustands (5.9) im Ortsraum lautet fu¨r θ = 0 entsprechend
〈q|α, ξ〉 =
(mω0
pih¯
)1/4
e|ξ|/2 exp
[
−mω0
2h¯
e2|ξ|(q − q0)2 + i
h¯
p0(q − q0)
]
, (5.12)
mit den Unscha¨rfen ∆q = σ0e
−|ξ| und ∆p = h¯2σ0 e
|ξ|, wobei σ20 =
h¯
2mω0
. Die Wigner-Funktion
Wα,ξ(q, p, 0) ist dann gegeben durch:
Wα,ξ(q, p, 0) =
1
pih¯
exp
[
− 1
2σ20
e2|ξ|(q − q0)2 − 2σ
2
0
h¯2
e−2|ξ|(p− p0)2
]
. (5.13)
Wird zusa¨tzlich eine anfa¨ngliche Korrelation zwischen q und p hergestellt, entsteht ein kor-
relierter gequetschter koha¨renter Zustand, so dass mit dem Korrelationskoeffizient r gilt
σ2q (0) =
h¯
2mω0
e−2|ξ|, σ2p(0) =
h¯mω0
2(1 − r)e
2|ξ| σqp(0) =
h¯r
2
√
1− r2 , (5.14)
dann lautet die Wellenfunktion in Ortsdarstellung und die Wigner-Funktion
〈q|α, ξ, r〉 =
(mω0
pih¯
)1/2
e|ξ|/2 exp
[
−mω0
2h¯
e2|ξ|(1− 2i
h¯
σqp(0))(q − q0)2 + i
h¯
p0q
]
,(5.15)
Wα,ξ(q, p) =
1
pih¯
exp
[
−e
2|ξ|(q − q0)2
2σ20 h¯(1− r)
− e
−2|ξ|(p− p0)2
h¯mω0
+
2r(q − q0)(p− p0)
h¯
√
1− r
]
. (5.16)
Zu beachten ist, dass Verschiebungsoperator Dˆ(α) und Quetschoperator Sˆ(ξ) nicht kommu-
tieren, so dass die Anwendung des Quetschoperators auf den koha¨renten Zustand |α〉 i.A.
einen anderen Zustand liefert: Sˆ(ξ)|α〉 = Sˆ(ξ)Dˆ(α)|0〉 6= |α, ξ〉. Der Zustand (5.9) zeigt ei-
nige Besonderheiten, z.B. eine Oszillation der Wahrscheinlichkeitsverteilung im Falle großer
Quetschparameter ξ, wie Abbildung 5.1d veranschaulicht. Dies la¨sst auf ein Interferenzmuster
im Phasenraum schließen [9].
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(a) Koha¨renter Zustand
Dˆ(α)|0〉 mit 〈n〉 = |α|2 = 3 und
Poisson-Verteilung (5.6) der
Diagonalelemente.
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(b) Koha¨renter Zustand
Dˆ(α)|0〉 mit 〈n〉 = |α|2 = 10
und anna¨hernder Gauß-
Verteilung.
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(c) Koha¨renter gequetschter
Zustand Dˆ(α)Sˆ(ξ)|0〉 mit
〈n〉 = |α|2 + sinh2 |ξ| = 10 zeigt
Oszillationen (Vgl. [9]).
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(d) Gequetschter Zustand
Sˆ(ξ)|0〉 mit 〈n〉 = sinh2 |ξ| = 3
und Verteilung (5.10) der
Diagonalelemente.
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(e) Thermischer Zustand mit
〈n〉 = 3 und Boltzmann-
Verteilung (5.7) der Diagonal-
elemente.
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(f) Stationa¨rer QBM-Zustand
mit 〈n〉 = 3 und Verteilung
(4.14) der Diagonalelemente.
Abbildung 5.1: Besetzungszahldarstellung von Amplituden der Dichtematrixelemente ρnm einiger
Beispiele fu¨r koha¨rente und gequetschte (koha¨rente) Zusta¨nde sowie eines thermischen Zustands und
des stationa¨ren QBM-Zustands. Die Parameter α, ξ, und Temperature T wurden jeweils so gewa¨hlt,
dass die mittlere Besetzungszahl 〈n〉 in den Abb. a,d-f sowie den Abb. b,c vergleichbar ist.
5.1.2.3 Gaußsche Zwei-Moden-Zusta¨nde
Gaußsche Zwei-Moden-Zusta¨nde sind der Prototyp fu¨r Quantensysteme kontinuierlicher Va-
riablen. Sie werden charakterisiert durch 4 × 4- Kovarianz Matrix, die alle notwendigen In-
formationen entha¨lt und in der Form
V =
(
A C
CT B
)
(5.17)
geschrieben werden kann, wobei die Kovarianzmatrizen der beiden Einzelmoden durch
A =
(
〈q21〉 − 〈q1〉2 〈q1p1 + p1q1〉/2 − 〈q1〉〈p1〉
〈q1p1 + p1q1〉/2 − 〈q1〉〈p1〉 〈p21〉 − 〈p1〉2
)
, (5.18)
B =
(
〈q22〉 − 〈q2〉2 〈q2p2 + p2q2〉/2 − 〈q2〉〈p2〉
〈q2p2 + p2q2〉/2 − 〈q2〉〈p2〉 〈p22〉 − 〈p2〉2
)
(5.19)
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gegeben sind, sowie die Korrelationen zwischen den beiden Moden durch
C =
(
〈q1q2 + q2q1〉/2− 〈q1〉〈q2〉 〈q1p2 + p2q1〉/2− 〈q1〉〈p2〉
〈p1q2 + q2p1〉/2 − 〈p1〉〈q2〉 〈p1p2 + p2p1〉/2− 〈p1〉〈p2〉
)
. (5.20)
Prominentes Beispiel sind die gequetschten Zwei-Moden-Vakuumzusta¨nde, die aus dem Va-
kuumzustand |00〉 durch Anwendung des Zwei-Moden-Quetschoperators Sˆ(ξ) = eξ∗aˆ1aˆ2−ξaˆ†1aˆ†2
entstehen:
|ψξ〉 = Sˆ(ξ)|00〉 =
√
1− tanh2 |ξ|
∞∑
n=0
(tanh |ξ|)n |n〉|n〉. (5.21)
Dieser gequetschte Zwei-Moden-Vakuumzustand weist sowohl in der Photonenzahl wie der
Phase Quantenkorrelationen auf. Die Wellenfunktion in der Ortsdarstellung lautet
ψξ(q1, q2) =
√
2
pi
exp
[
−e−2|ξ|(q1 + q2)2/2− e2|ξ|(q1 − q2)2/2
]
. (5.22)
Entsprechend ergibt sich fu¨r die Kovarianzmatrix (mit h¯,m, ω0 = 1):
V =
1
2


cosh 2|ξ| 0 sinh 2|ξ| 0
0 cosh 2|ξ| 0 − sinh 2|ξ|
sinh 2|ξ| 0 cosh 2|ξ| 0
0 − sinh 2|ξ| 0 cosh 2|ξ|

 , (5.23)
so dass sich fu¨r die Wigner-Funktion des Zwei-Moden-Systems
Wξ =
4
pi2
exp
[
−e−2|ξ|[(q1 + q2)2 + (p1 − p2)2]− e2|ξ|[(q1 − q2)2 + (p1 + p2)2]
]
(5.24)
findet. Wird eine Mode ausgespurt, so gleicht die reduzierte Wigner-Funktion
W1(q1, p1) =
2
pi(1 + 2〈n〉) exp
[
−2(q
2
1 + p
2
1)
1 + 2〈n〉
]
(5.25)
einem thermischen Zustand mit mittlerer Photonenzahl 〈n〉 = sinh2 |ξ|. Im Gegensatz zum
gequetschten Ein-Moden-Zustand besitzen die zwei einzelnen Moden des gequetschten Zwei-
Moden-Zustands nicht mehr minimale Unscha¨rfe, sondern es ist
〈q21〉〈p21〉 = 〈q22〉〈p22〉 =
h¯2
4
cosh2(2|ξ|) ≥ h¯
2
4
fu¨r ξ > 0. (5.26)
Ebenso ist die von Neumann Entropie der reduzierten Dichtematrizen der beiden Moden
S(ρ1,2) = Tr2,1[ρξ lnρξ] = cosh
2 |ξ| ln(cosh2 |ξ|)− sinh2 |ξ| ln(sinh2 |ξ|) (5.27)
gro¨ßer Null fu¨r |ξ| > 0 und zeigt damit eine Verschra¨nkung an. Im Grenzfall |ξ| → ∞ wird
aus dem Zustand (5.22) ein bezu¨glich Ort und Impuls maximal (anti-) korrelierter Zustand
ψ(q1, q2) → δ(q1 − q2) und ψ(p1, p2) → δ(p1 + p2), (5.28)
der bereits in der Originalarbeit von Einstein, Podolsky und Rosen [126] zur Diskussion
des nichtlokalen Charakters der Quantenmechanik herangezogen wurde. Gequetschte Zwei-
Moden-Zusta¨nde sind somit ein Beispiel fu¨r verschra¨nkte CV-Systeme, mit vielfa¨ltigen An-
wendungen in der Quanteninformationstheorie. Eine eingehende Untersuchung der nicht-
klassischen Korrelationen von Gaußschen Zwei-Moden-Zusta¨nden erfolgt im Kapitel 7.
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5.1.2.4 Gekoppelte Zwei-Moden-Zusta¨nde
Im vorausgegangenen Abschnitt wurden zwei Moden betrachtet, die zu Beginn verschra¨nkt
wurden aber anschließend nicht mehr direkt miteinander wechselwirken. Im Folgenden sei
der a¨hnliche Fall zweier harmonischer Oszillatoren mit Koordinaten q1, q2 und Impulsen p1,
p2 betrachtet, die u¨ber eine Kopplung bilinear miteinander wechselwirken. In Normalkoordi-
naten R = (q1 + q2)/2 und x = (q1 − q2) mit Normalfrequenzen Ωr, Ωx ist der Zustand des
Gesamtsystems durch das Produkt
ψ(R, x) ∼ exp
[
−MΩr
2h¯
R2
]
· exp
[
−µΩx
2h¯
x2
]
(5.29)
gegeben. In den urspru¨nglichen Koordinaten ist dieser Zustand bei nichtverschwindender
Kopplung zwischen den Oszillatoren allerdings kein Produktzustand mehr und demzufolge
verschra¨nkt. Betrachtet man nicht den reinen Zustand, sondern einen thermischen Zustand
der beiden Oszillatoren in einem gemeinsamen Bad in WCL-Na¨herung, so ist die Existenz
der Verschra¨nkung entscheidend abha¨ngig von der Temperatur. Die Wigner-Funktion erha¨lt
man aus
W (R,PR, x, px) =
exp
[
− R2
2〈R2〉 −
P 2r
2〈P 2r 〉
]
2pi
√〈R2〉〈P 2r 〉 ·
exp
[
− x2
2〈x2〉 −
p2x
2〈p2x〉
]
2pi
√〈x2〉〈p2x〉 mit (5.30)
〈R2〉 = h¯
2MΩr
cr, 〈P 2r 〉 =
h¯
2
MΩrcr, 〈x2〉 = h¯
2mxΩx
cx, 〈p2x〉 =
h¯
2
mxΩxcx (5.31)
wobei cr = coth(
1
2
βh¯Ωr), cx = coth(
1
2
βh¯Ωx), M = 2m, mx =
m
2
. (5.32)
Damit la¨sst sich die Wigner-Funktion in urspru¨nglichen KoordinatenW (q1, p1, q2, p2) in Form
von (5.1) schreiben mit Kovarianzmatrix
V =


h¯
4m
(
cr
Ωr
+ cxΩx
)
0 h¯4m
(
cr
Ωr
− cxΩx
)
0
0 h¯m4 (crΩr + cxΩx) 0
h¯m
4 (crΩr − cxΩx)
h¯
4m
(
cr
Ωr
− cxΩx
)
0 h¯4m
(
cr
Ωr
+ cxΩx
)
0
0 h¯m4 (crΩr − cxΩx) 0 h¯m4 (crΩr + cxΩx)

 , (5.33)
welche in ihrer Form der Kovarianzmatrix eines gequetschten Zwei-Moden-Zustands (5.23)
entspricht. Die Temperaturabha¨ngigkeit der Verschra¨nkung dieses Zustandes wird in Kapitel
7 behandelt. Dort wird ebenfalls gezeigt, dass die Dynamik zweier nicht direkt gekoppel-
ter Moden in einem gemeinsamen Reservoir zum Entstehen nicht-klassischer Korrelationen
zwischen den beiden Moden fu¨hren kann.
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5.1.3 Dynamik Gaußscher Zusta¨nde
Im folgenden Abschnitt soll die Dynamik Gaußscher Zusta¨nde unter Born-Markovscher Na¨he-
rung mit der nicht-Markovschen Dynamik unter WCL-Na¨herung (vgl. Kapitel 3.3.3) vergli-
chen werden. Anschließend wird die exakte Dynamik unter Aufhebung der WCL-Na¨herung
betrachtet.
5.1.3.1 Markovsche Evolution Gaußscher Zusta¨nde
Der Ausgangspunkt fu¨r die Betrachtung der Dynamik Gaußscher Zusta¨nde unter Born-
Markovscher Approximation ist die quantenoptische Mastergleichung des geda¨mpften Os-
zillators (2.14). Die entsprechenden Darstellungen in Wigner-Repra¨sentation bzw. fu¨r die
charakteristische Funktion lauten dann [60]:
∂Wt
∂t
= −γ
2
[
∂
∂qj
qj +
∂
∂pj
pj
]
Wt(q, p) +
(
n¯+
1
2
)
γ
2
[
∂2
∂q2j
+
∂2
∂p2j
]
Wt(q, p), (5.34)
∂χt
∂t
= −γ
2
[
q
∂
∂q
+ p
∂
∂p
]
χt(q, p) +
(
n¯+
1
2
)
γ
2
[
q2 + p2
]
χt(q, p). (5.35)
In Abha¨ngigkeit des anfa¨nglichen Zustandes χ0 ergibt sich dann als Lo¨sung der Gleichung
(5.35) fu¨r die zeitabha¨ngige charakteristische Funktion
χ(α, α∗, t) = exp
[
−∆(t) |α|
2
4
]
χ0
(
αe−γ/2t+iωt, α∗e−γ/2t−iωt
)
, bzw. (5.36)
χ(q, p, t) = exp
[
−∆(t)
16
(
q2
σ20
+
p2
σ2p
)]
χ0
(
q˜e−γ/2t, p˜e−γ/2t
)
, (5.37)
wobei die Funktion ∆(t) die Relaxation zu einer thermischen Verteilung mit mittlerer Beset-
zungszahl n¯ = 1/(eβh¯ω0 − 1) beschreibt,
∆(t) = (2n¯+ 1)
(
1− e−γt) , (5.38)
q˜ = q cos(ωt) +
σ0
σp
p sin(ωt), p˜ = −σp
σ0
q sin(ωt) + p cos(ωt). (5.39)
Die ho¨heren Momente der Observablen von Interesse ko¨nnen dann wiederum auf einfache
Weise aus der charakteristischen Funktion durch
〈(aˆ†)maˆn(t)〉 =
(
d
dα
)m(
− d
dα∗
)n
e|α|
2/2χt(α, α
∗)|α=0 bzw. (5.40)
〈Qn(t)〉 = (−i)n
(
∂n
∂pn
χt(q, p)
)
q,p=0
und 〈P n(t)〉 = in
(
∂n
∂qn
χt(q, p)
)
q,p=0
(5.41)
gewonnen werden [8, 9]. Von Interesse ist nun die zeitliche Entwicklung eines koha¨renten
Zustandes χα0 , eines koha¨renten gequetschten Zustands χα,ξ und eines gequetschten Zwei-
Moden-Zustands χξ. Im Falle eines koha¨renten Zustandes mit Eigenwert α0 lautet die cha-
rakteristische Funktion beispielsweise
χα0 = e
αα∗0−α∗α0e−|α|
2/2 u. fu¨r α0 =
q0
2σ0
: χα0 = exp
[
− iq0p
h¯
− 1
8
(
q2
σ20
+
p2
σ2p
)]
.(5.42)
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Die Purity des koha¨renten Zustandes ergibt sich dann leicht aus Gl. (5.2) und ist auf einfa-
che Weise mit der zeitabha¨ngigen Kovarianzmatrix V (t) der zugeho¨rigen Wigner-Funktion
Wα(q, p, t) verbunden durch
µα(t) =
h¯
2
√
detV(t)
=
h¯
2
√
(∆q)2(∆p)2 − σ2qp
(5.43)
mit (∆q)2 = 〈q2〉 − 〈q〉2, (∆p)2 = 〈p2〉 − 〈p〉2, σqp = 〈qp+ pq〉/2− 〈q〉〈p〉. (5.44)
Aus der Bedingung Trρ2(t) ≤ 1 fu¨r einen physikalischen Zustand sieht man gleich die geltende
verallgemeinerte Unscha¨rferelation, (∆q)2(∆p)2 − σ2qp ≥ h¯2/4 die sich natu¨rlich ebenfalls aus
der generalisierten Heisenbergschen Unbestimmtheitsrelation zweier hermitescher Operatoren
Aˆ und Bˆ, σAAσBB − σ2AB ≥ 14 |〈[Aˆ, Bˆ]〉|2, herleiten la¨sst. Explizit ergibt sich fu¨r die Purity
eines koha¨renten Zustandes unter Markovscher Evolution
µα(t) =
[
e−γt +
1
µ∞
(
1− e−γt)]−1 mit µ∞ = (2n¯+ 1)−1 = tanh(1
2
βh¯ω). (5.45)
Die Purity ist unabha¨ngig von dem Parameter |α| und entspricht der zeitlichen Entwicklung
der Purity µ0(t) aus dem Grundzustand |0〉. Fu¨r einen koha¨renten gequetschten Zustand mit
Quetschparameter ξ erha¨lt man als zeitabha¨ngige Purity den Ausdruck
µξ(t) =
[
1
µ2∞
(1− e−γt)2 + 2
µ∞
e−γt(1− e−γt) cosh(2ξ) + e−2γt
]−1/2
. (5.46)
Wird statt der quantenoptischen Mastergleichung (2.14) der verallgemeinerte Fall der Mar-
kovschen Mastergleichung vom Lindblad Typ gem. (2.37) betrachtet, so ergibt sich fu¨r die
Purity eines gequetschten Zustands die zeitliche Entwicklung [93]:
µ˜ξ(t) =
{
e−2γt
µ2∞
(
µ2∞ − µ∞2 cosh(2ξ) + 1
)
+
e−γt
µ∞
[
2 sinh(2ξ)
λ sin(2
√
ω2 − λ2t)√
ω2 − λ2 +
+
[
2 cosh(2ξ)− 2
µ∞
]
ω2 − λ2 cos(2√ω2 − λ2t)
ω2 − λ2
]
+ µ−2∞
}−1/2
. (5.47)
Die Abbildung 5.2 macht deutlich, dass fu¨r relativ stark gequetschte Zusta¨nde ein anfa¨nglicher
starker Abfall der Purity weit unterhalb des spa¨teren stationa¨ren Wertes zu verzeichnen ist.
Dies ist insbesondere fu¨r die in Kapitel 6 erfolgende Diskussion der Dekoha¨renz anfa¨nglicher
Superpositionszusta¨nde von Bedeutung.
5.1.3.2 Nicht-Markovsche Evolution Gaußscher Zusta¨nde
Die exakte Dynamik der reduzierten Dichtematrix eines Brownschen Oszillators wird durch
die HPZ-Mastergleichung (3.90) beschrieben, deren Lo¨sung fu¨r die Purity (3.123) allerdings
numerisch integriert werden muss. Um allein die nicht-Markovschen Effekte zu untersuchen,
bietet sich auch die Mastergleichung (3.130) an, die zwar eine WCL-Approximation entha¨lt,
aber keine Markovsche Na¨herung beno¨tigt. Zusa¨tzlich hat diese Gleichung den Vorteil, die
Lo¨sung zum quantenoptischen Fall analoger Weise darstellen zu ko¨nnen. Die Lo¨sung der
Gleichung (3.130) in Form der charakteristischen Funktion lautet
χ(α, α∗, t) = exp
[
−∆p(t) |α|
2
4
]
χ0
(
αe−Γp(t)/2+iωt, α∗e−Γp(t)/2−iωt
)
, (5.48)
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(a) Purity µξ(t) gem. Gl. (5.46) der gequetschten
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(b) Purities µξ(t) wie in Abb.(a) und zusa¨tzlich
die verallgemeinerte Purity µ˜ξ(t) gem. Gl. (5.47)
mit zusa¨tzlichem Parameter λ = 0.5γ.
Abbildung 5.2: Zeitliche Entwicklung der Purity von koha¨renten und gequetschten Zusta¨nden
unter Markovschen Bedingungen in einer thermischen Umgebung mit µ∞ = 0.7.
mit zeitabha¨ngigen Koeffizienten ∆p(t) und Γp(t) die sich aus den urspru¨nglichen Koeffizien-
ten Dp(t) und γp(t) der Mastergleichung (3.130) durch
Γp(t) =
∫ t
0
ds γp(s) und ∆p(t) =
2e−Γp(t)
h¯mω0
∫ t
0
ds eΓp(s)Dp(s) (5.49)
ergeben [86]. Die explizite Form von γp(t) ist in Gl. (3.96) angegeben, der Hochtemperatur-
Grenzfall von Dp(t) in Gl. (3.102). Die Purity eines koha¨renten Zustands lautet somit
µα(t) =
[
∆p(t) + e
−Γp(t)
]−1
. (5.50)
Neben der Purity liefern noch zwei weitere Gro¨ßen Aufschluss u¨ber die spezifischen Elemente
nicht-Markovschen Verhaltens. Dies ist zum einen die zeitliche Entwicklung der mittleren
Besetzungszahl 〈n(t)〉, die sich aus Gl. (5.40) und (5.41) zu
〈n(t)〉 = e−Γp(t)〈n(0)〉 + 1
2
(
e−Γp(t) + ∆p(t)
)
− 1
2
(5.51)
ergibt und auch als heating function bezeichnet wird [95, 70]. Fu¨r Zeiten, die kurz im Ver-
gleich zur Relaxationszeit τγ sind, erha¨lt man aus Gl. (5.51) die Abscha¨tzung 〈n(t)〉 '∫ t
0 [∆p(s)− γp(s)] ds. Daraus wird ersichtlich, dass die heating function monoton wa¨chst so-
fern ∆p(t) > γp(t) fu¨r alle Zeiten t  τγ , wa¨hrend sie fu¨r ∆p(t) < γp(t) fa¨llt und deshalb
eventuell oszilliert [94]. Dabei sollte in Erinnerung gerufen werden, dass die Mastergleichung
(3.130) fu¨r ∆p(t) > γp(t) vom Lindblad-Typ ist, im umgekehrten Fall ∆p(t) < γp(t) jedoch
nicht (wobei dennoch die Positivita¨t der Dichtematrix gewahrt ist!). Als zweite aufschluss-
reiche Gro¨ße soll der sogenannte Mandel-Parameter Q = (∆n)2/〈n〉 − 1 betrachtet werden
[127], fu¨r den sich mit Hilfe von Gl. (5.40) und (5.41) der Ausdruck
Q(t) =
〈n2(t)〉 − 〈n(t)〉2
〈n(t)〉 − 1 =
〈n(t)〉2 + e−2Γp(t)〈n(0)〉 [Q(0)− 〈n(0)〉]
〈n(t)〉 (5.52)
ergibt [94]. Er ist ein Maß dafu¨r, inwieweit die Verteilung der Diagonalelemente einer Poisson-
Verteilung entspricht. Den Wert Q = 0 erha¨lt man fu¨r die Poisson-Verteilung eines koha¨renten
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Abbildung 5.3: Zeitliche Entwicklung der mittleren Besetzungszahl 〈n(t)〉 in einem Out-of-Resonance
Bad mit τb > τs fu¨r Zeiten t << τγ bei hohen Badtemperaturen (links) und fu¨r tiefe Temperaturen
(rechts). Gezeigt ist jeweils die mittlere Besetzungszahl in WCL-Approximation gem. Gl. (5.51) (rot)
im Vergleich zur exakten Ergebnis der HPZ-Mastergleichung (blau gepunktet). Gelb gestrichelt ist
das entsprechende Markovsche Resultat, das keine Oszillationen zeigt.
Zustands, Werte Q > 0 weisen auf eine supra-Poissonsche Statistik hin, wa¨hrend eine sub-
Poissonsche Verteilung durch Werte Q < 0 gekennzeichnet ist, mit Q = −1 fu¨r einen Fock-
Zustand, somit
Q =


−1 fu¨r (∆n)2 = 0 (Fockzustand),
0 fu¨r (∆n)2 = 〈n〉 (koha¨renter Zustand),
〈n〉+ 1 fu¨r (∆n)2 = 〈n〉(〈n〉+ 1) (thermischer Zustand),
2(〈n〉+ 1) fu¨r (∆n)2 = 2〈n〉(〈n〉+ 1) (gequetschter Vakuumzustand).
(5.53)
Da Γp(t) > 0 und 〈n(t)〉 ≥ 〈n(0)〉, ist fu¨r Q(0) ≥ 0 auch Q(t) ≥ 0 fu¨r alle Zeiten t, d.h.
die Wechselwirkung mit der Umgebung erzeugt im Rahmen der WCL-Na¨herung aus einer
anfa¨nglichen Poisson- oder supra-Poissonschen Statistik niemals eine sub-Poissonsche Vertei-
lung [94]. In der Abb. 5.3 gezeigt ist jeweils die Heating Funktion in WCL-Approximation
gem. Gl. (5.51) im Vergleich zur exakten Ergebnis der HPZ-Mastergleichung und dem Mar-
kovschen Resultat. Die Oszillationen sind auf den virtuellen Austausch zwischen System und
Reservoir zuru¨ckzufu¨hren, wobei Anstiege mit dem darauf folgenden Abfallen auf Emission
und Absorption des gleichen Quantums an Energie hindeuten. Dies ist in einem Out-of-
Resonance Bad mo¨glich, da die Badkorrelationszeit τb ∼ Γ−1 wesentlich ku¨rzer ist als die
charakteristische Zeitskala τs ∼ ω−10 der internen Systemdynamik.
5.1.3.3 Dynamik bei starker System-Bad-Wechselwirkung
Bei starker System-Bad-Wechselwirkung, vermittelt u¨ber den Kopplungsparameter γ, verku¨rzt
sich entsprechend die Relaxationszeit τγ ∼ γ−1. Sind die charakteristische Systemzeit τs und
die Relaxationszeit von vergleichbarer Gro¨ßenordnung τs ≈ τγ so wird dies in der Folge als
Regime starker Kopplung bezeichnet (strong coupling regime). In diesem Fall ist zu beach-
ten, dass die zeitabha¨ngige Frequenzverschiebung bzw. Potenzialrenormierung nicht mehr
vernachla¨ssigt werden kann. Diese wird durch den HPZ-Koeffizienten δΩ(t) bzw. γq(t) in
Gleichung (3.99) beschrieben. Dabei ist fu¨r τs  τb die Renormierung δΩ(0) ∼ γΓ zu Beginn
groß und fu¨r t τb, mit δΩ(∞) → 0 zu vernachla¨ssigen. Fu¨r τs  τb ist die Beeinflussung der
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(a) Relaxation des Vakuumzustands fu¨r γ =
mω0 und Γ = 10ω0 (blau) und Γ = ω0 (rot)
im Vergleich zur Born-Markov-Approximation
(gelb gestrichelt).
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(b) Relaxation des gequetschter Vakuumzu-
stand mit Quetschparameter |ξ| = 2, γ =
0.25ω0 und Γ = 10ω0 (blau) sowie γ = 0.5ω0
und Γ = ω0 (rot).
Abbildung 5.4: Zeitliche Entwicklung der Purity µ(t) fu¨r einen Vakuumzustand |0〉 (links) und
einen gequetschten Zustand |ξ〉 (rechts) unter der HPZ-Mastergleichung bei starker System-Bad-
Wechselwirkung im Vergleich zur Entwicklung unter der quantenoptischen Mastergleichung. Stati-
ona¨rer Wert in allen Fa¨llen µ∞(γ,Γ, T ) = 0.7 (Temperatur je nach Kombination von (y,Γ) unter-
schiedlich!). Wie in (b) zu erkennen ist, fu¨hrt die zeitabha¨ngige Frequenzverschiebung bei starker
Kopplung zu voneinander abweichenden Oszillationsla¨ngen.
Dynamik durch die zeitabha¨ngige Frequenzverschiebung wiederum mit δΩ(0) ≈ δΩ(∞)  ω0
gering. Generell ist im Falle starker Da¨mpfung zu beachten, dass ein einfacher Zusammen-
hang zwischen der Zeitentwicklung der Purity µ(t) und der mittleren Besetzungszahl 〈n(t)〉,
wie er im vorausgegangenen Abschnitt zur Bestimmung der Heating Funktion ausgenutzt
wurde, nicht mehr gegeben ist. Denn wie bereits im Kapitel 4 fu¨r den stationa¨ren Zustand
dargelegt hat die Dichtematrix in der Energie-Eigenbasis keine Diagonalgestalt und es ist
µ(t) 6= 1
2〈n(t)〉+ 1 , da 〈n(t)〉 =
∑
n
nρnn(t) 6=
∑
n
npn =
1− µ(t)
2µ(t)
. (5.54)
Da es sich in diesem Abschnitt um Gaußsche Zusta¨nde handeln soll, ist die Purity jeweils
nach Gleichung (5.2) durch die zeitabha¨ngige Kovarianzmatrix bestimmt. Die Parameter γ
und Γ beeinflussen nicht nur die zeitliche Entwicklung der Purity sondern bestimmen zusam-
men mit der Badtemperatur den stationa¨ren Wert der Purity. Die Verteilung der Eigenwerte
pn der stationa¨ren Dichtematrix entspricht dann der Boltzmann-Verteilung eines thermi-
schen Zustandes gleicher Purity. Dieser Referenzzustand besitzt dann aber im Allgemeinen
eine andere Temperatur! Dies a¨ußert sich u.a. auch darin, dass die mittleren Besetzungs-
zahlen nicht u¨bereinstimmen, 〈n〉 6= n¯th obwohl die Purities den gleichen Wert haben. Die
Abbildung 5.4 gibt Beispiele fu¨r die Relaxation bei starker Da¨mpfung. Fu¨r unterschiedli-
che Kombinationen (γ,Γ) ist die Badtemperatur des QBM-Modells jeweils so gewa¨hlt, dass
die stationa¨re Purity fu¨r die HPZ-Mastergleichung und die quantenoptische Mastergleichung
u¨bereinstimmen. Die Temperaturen der Ba¨der, in denen sich der Quantenoszillator dabei be-
wegt weichen also voneinander ab, und zwar umso sta¨rker je gro¨ßer die Kopplungssta¨rke γ
gewa¨hlt wird. Eine zusa¨tzliche Variation der Abschneidefrequenz bestimmt die Auspra¨gung
des nicht-Markovschen Charakters (und zusa¨tzlich wie oben erwa¨hnt die Potenzialrenomie-
rung). Je gro¨ßer dabei die Badkorrelationszeit Γ−1 im Vergleich zu τs gewa¨hlt wird, desto
la¨nger auch die Relaxationszeit.
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5.2 Nicht-Gaußsche Zusta¨nde
Nicht-Gaußsche Zusta¨nde weisen oftmals negative Anteile der Wigner-Funktion auf, was ih-
nen einen sta¨rkeren nicht-klassischen Charakter verleiht. Da sie nicht allein durch ihre Ko-
varianzmatrix bestimmt sind, ist die Beschreibung der zeitlichen Entwicklung in der Regel
schwieriger. Beispiele sind einzelne Fock-Zusta¨nde sowie viele Superpositionszusta¨nde.
5.2.1 Fock-Zusta¨nde des harmonischen Oszillators
Fockzusta¨nde sind Besetzungszahlzusta¨nde, d.h. Zusta¨nde mit einer scharf vorgegebenen An-
zahl von Bosonen (z.B. Photonen in einer Lichtmode, Phononen in einer Schwingungsmode).
Im Gegensatz zu koha¨renten Zusta¨nden weisen sie keine Schwankungen der Besetzungszahl
auf. Formal sind sie Eigenzusta¨nde |n〉 des Teilchenzahl-Operators nˆ, d.h.
nˆ|n〉 = aˆ†aˆ|n〉 = n|n〉, mit |n〉 = (aˆ
†)n√
n!
|0〉, (5.55)
mit einer exakt definierten Anzahl von Bosonen in einer Mode, also 〈n〉 = n, ∆n = 0. Die
charakteristische Funktion χn(α, 0) und die Wigner-Funktion W (q, p) eines Besetzungszahl-
zustandes zur Zeit t = 0 sind gegeben durch
χn(α, 0) = 〈n|Dˆ(α)|n〉 = e−|α|2/2Ln(|α|2) mit Ln(α) =
n∑
m=0
(−α)m
m!
(
n
m
)
, (5.56)
W (q, p) =
(−1)n
pi
e−2Hs/ω0Ln (4Hs/ω0) , (5.57)
wobei Ln die Laguerre-Polynome der Ordnung n sind undHs die Hamilton-Funktion des Har-
monischen Oszillators bezeichnet [8]. In der Abbildung 5.5 wird der nicht-Gaußsche Charakter
von Fock-Zusta¨nden anhand der Dichtematrix und die Wigner-Funktion fu¨r den Fock-Zustand
|n = 4〉 verdeutlicht.
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Abbildung 5.5: Beispiel fu¨r einen Energie-Eigenzustand |n = 4〉 des Quanten-Oszillators in Form der
Dichtematrix ρn(q, q
′, 0) = 〈q|n〉〈n|q′〉 im Ortsraum (links) und der Wigner-Funktion Wn(q, p, 0) im
Phasenraum (rechts). Der nicht-Gaußsche Charakter von Fock-Zusta¨nden mit negativen Anteilen der
Wigner-Funktion (insbesondere rot und gelb gefa¨rbte Bereiche der Projektion) ist offensichtlich.
70 KAPITEL 5. SYSTEME KONTINUIERLICHER VARIABLEN (CV-SYSTEME)
5.2.2 Cat-State-Superpositionen
Der Ausdruck Cat-State (im Folgenden wird die englische Bezeichnung an Stelle einer ent-
sprechenden deutschen U¨bersetzung beibehalten) geht zuru¨ck auf ein bekanntes Gedanken-
experiment von Schro¨dinger [128], in dem er beschreibt wie sich eine Superposition eines
mikroskopischen Quantenzustands (Zustand eines radioaktiven Isotops
”
zerfallen oder nicht
zerfallen“) im Prinzip auf einen makroskopischen Zustand (Katze tot oder lebendig) mit Hilfe
eines
”
diabolischen Mechanismuses“ [128] u¨bertragen la¨sst.
Seien |α+〉 und |α−〉 zwei makroskopische Zusta¨nde und die mikroskopischen Zusta¨nde durch
|+〉 und |−〉 bezeichnet, so ist der Zustand von Katze und Atom durch die Wellenfunktion
ψ ∼ |α+〉|+〉+ |α−〉|−〉 (5.58)
gegeben. Im Laufe der Zeit hat sich der Ausdruck vor allem fu¨r die Superposition zweier
koha¨renter Zusta¨nde mit großer Phasenraumseparation im Sinne eines
”
makroskopischen“
Zustands etabliert, wird aber auch zur Bezeichnung der Superposition
”
mikroskopischer“
Fock-Zusta¨nde verwendet. So auch im folgenden Abschnitt, der die Dynamik mikroskopi-
scher und makroskopischer Superpositionen vergleicht. Die Unterscheidung in makro- bzw.
mikroskopisch kann dabei im Prinzip auch anhand der mittleren Teilchenzahl 〈n〉 getroffen
werden.
5.2.2.1 Superpositionen von Fockzusta¨nden
Mikroskopische Cat-State Superpositionen sind U¨berlagerungen von Fock-Zusta¨nden ∼ |n〉+
eiθ|m〉 mit in der Regel relativ kleinen Besetzungszahlen n und m. Die charakteristische
Funktion χn(α, 0) zur Zeit t = 0 fu¨r eine Superposition von Energieeigenzusta¨nden des har-
monischen Oszillators ist gegeben durch
χ(α, 0) =
∞∑
n=0
∞∑
m=0
ρnm〈m|Dˆ(α)|n〉, (5.59)
mit den Relationen fu¨r symmetrische Ordnung
〈m|Dˆ(α)|n〉 =
{ (
n!
m!
)1/2
e−|α|2/2(−α)m−nL(m−n)m (|α|2) fu¨r m > n,(
m!
n!
)1/2
e−|α|2/2(α∗)n−mL(n−m)n (|α|2) fu¨r m < n,
(5.60)
wobei Ln wieder die Laguerre Polynome bezeichnen. Fu¨r die Beispiele einer anfa¨nglichen
Superposition von Grundzustand und ersten angeregten Zustand |ψ〉 = c0|0〉 + c1|1〉 (c0,
c1 reell) und der U¨berlagerung von Grundzustand und zweiten angeregten Zustand |ψ〉 =
c0|0〉+ c2|2〉 lauten die charakteristischen Funktionen folglich
χ01(α, 0) = e
−|α|2/2 [1− c21|α|2 − c0c1(α∗ − α)] , (5.61)
χ02(α, 0) = e
−|α|2/2
[
c20 +
√
2c0c2(α
2 + α∗2) +
1
2
c22(2− 4|α|2 + |α|4)
]
, (5.62)
wobei fu¨r die anfa¨nglichen Dichtematrixelemente ρnm = cncm fu¨r n,m = 0, 1, 2 gilt. Die
Beispiele sind in den Abbildungen 5.6 und 5.7 in Form der Dichtematrix in der Ortsdarstellung
und der Wigner-Funktion der Phasenraumdarstellung illustriert. Im Vergleich dazu ist in Abb.
5.8 die Superposition zweier koha¨renter Zusta¨nde dargestellt, die im na¨chsten Abschnitt na¨her
erla¨utert wird.
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Abbildung 5.6: Beispiel fu¨r die Superposition |ψ01〉 = (|0〉+ |1〉)/
√
2 zweier Fock-Zusta¨nde repra¨sen-
tiert durch die Dichtematrix im Ortsraum (linke Seite) und die Wigner-Funktion im Phasenraum
(rechte Seite). Negative Anteile der Wigner-Funktion sind gelb-rote Bereiche der entsprechenden Pro-
jektion.
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Abbildung 5.7: Beispiel fu¨r die Superposition |ψ02〉 = (|0〉+ |2〉)/
√
2 zweier Fock-Zusta¨nde repra¨sen-
tiert durch die Dichtematrix im Ortsraum (linke Seite) und die Wigner-Funktion im Phasenraum
(rechte Seite). Negative Anteile der Wigner-Funktion sind gelb-rote Bereiche der entsprechenden Pro-
jektion.
5.2.2.2 Superpositionen koha¨renter Ein-Moden-Zusta¨nde
In diesem Abschnitt wird die Superposition zweier koha¨renter Zusta¨nde – jeder fu¨r sich ja
eine koha¨rente Superposition der unendlich vielen Besetzungszahlzusta¨nde des harmonischen
Oszillators – betrachtet. Eine solche Pra¨paration von im Ortsraum unterscheidbaren Wel-
lenpaketen soll im Folgenden als makroskopisch bezeichnet werden, im Unterschied zu den
nur auf mikroskopischer Ebene der Energieniveaubesetzung unterscheidbaren Superpositio-
nen von Besetzungszahl-Zusta¨nden. Wa¨hrend ein einzelner koha¨renter Zustand klassischen
Charakter hat – im Sinne einer gaußfo¨rmigen Wigner-Funktion im Phasenraum und einer
Poisson-Statistik der Besetzungszahlen – weisen Superpositionen koha¨renter Zusta¨nde nicht-
klassische Eigenschaften auf, in Form von negativen Werten der Wigner-Funktion, Interferenz-
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Abbildung 5.8: Beispiel fu¨r eine Cat-State-Superposition zweier koha¨renter Zusta¨nde |ψα〉 repra¨sen-
tiert durch die Dichtematrix im Ortsraum (linke Seite) und die Wigner-Funktion im Phasenraum
(rechte Seite). Die Superposition zweier Gaußscher Zusta¨nde (jeder einzelne mit positiver Wigner-
Funktion) ergibt einen nicht-klassischen Zustand mit negativen Anteilen der Wigner-Funktion.
muster der Orts- und Impulsverteilung und unter Umsta¨nden sub- oder supra-Poissonsche,
oszillierende Verteilungen der Besetzungszahlen in der Fockraum-Basis [129, 130].
Die anfa¨ngliche Superposition zweier koha¨renter Zusta¨nde sei bezeichnet mit
|ψα〉 = |α+〉+ e
iθ|α−〉√
2 + 2 cos θe−2|α0|2
mit |α±〉 = Dˆ(±α0)|0〉, |α0|2 = q
2
0
4σ20
+
σ20p
2
0
h¯2
, (5.63)
so dass die charakteristische Funktion folglich lautet
χ±α0 =
e−|α|2/2(
1 + cos θe−2|α0|2
) [cosh(α∗0α− α0α∗) + e−2|α0|2 cosh(α∗0α+ α0α∗ + iθ)] . (5.64)
Fu¨r die noch folgende Untersuchung der nicht-Markovschen Dynamik und Dekoha¨renz wird
aus Vereinfachungsgru¨nden die Wahl von α0 =
√
mω0/2h¯q0 und θ = 0 getroffen, was aber
zu keinen prinzipiellen A¨nderungen der Ergebnisse fu¨hrt. In Ortsdarstellung wird damit aus
(5.63) die Wellenfunktion
ψ±q0 = 〈q|ψ〉 =
exp
[−(q − q0)2/4σ20]+ exp [−(q + q0)2/4σ20]
(8piσ20)
1/4
√
1 + e−q20/2σ20
, (5.65)
und die charakteristische Funktion sowie die Wigner-Funktion im Phasenraum lauten
χ±q0(q, p, 0) =
e−q2/8σ20−p2σ20/2h¯
2
1 + e−q20/2σ20
(
cos
q0p
h¯
+ e−q
2
0/2σ
2
0 cosh
q0q
2σ20
)
, (5.66)
W±q0(q, p, 0) =
e−q2/2σ20−2p2σ20/h¯
2
pih¯
(
1 + eq
2
0/2σ
2
0
) (eq20/2σ20 cos 2q0p
h¯
+ cosh
q0q
σ20
)
. (5.67)
Fu¨r die in Kapitel 6 folgenden Berechnungen ist es hilfreich die charakteristische Funktion
(5.66) in ihre vier Anteile χ(η, ν) = N(χ11 + χ22 + χ12 + χ21) aufzuteilen:
χ11 = exp
[
− ν
2
8σ20
− σ
2
0
2h¯2
η2 − iq0η
h¯
]
, χ22 = exp
[
− ν
2
8σ20
− σ
2
0
2h¯2
η2 + i
q0η
h¯
]
, (5.68)
χ12 = exp
[
−(ν − 2q0)
2
8σ20
− σ
2
0
2h¯2
η2
]
, χ21 = exp
[
−(ν + 2q0)
2
8σ20
− σ
2
0
2h¯2
η2
]
, (5.69)
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mit N = (2 + 2e−q20/2σ20 )−1 als Normierungskonstante. Die Abbildung 5.8 illustriert die Form
der Dichtematrix und Wigner-Funktion einer solchen Cat State- Superposition. Der Interfe-
renzterm ρI der Dichtematrix
ρ(0) =
|α+〉〈α+|+ |α−〉〈α−|
2(1 + e−2|α0|2)︸ ︷︷ ︸
ρc(0)
+
|α−〉〈α+|+ |α+〉〈α−|
2(1 + e−2|α0|2)︸ ︷︷ ︸
ρI(0)
(5.70)
wird durch die zwei zusa¨tzlichen Peaks auf der Nichtdiagonalen q = −q ′ dargestellt. Die
Wigner-Funktion im semiklassischen Phasenraum (q, p) zeigt ein oszillierendes Muster, dass
bei einer klassischen Phasenraumverteilung nicht vorhanden wa¨re. Dekoha¨renz zersto¨rt diese
Interferenzfa¨higkeit. Bei der Analyse der Dekoha¨renz unter nicht-Markovschen Masterglei-
chungen in Kapitel 6 bildet dieser Zustand die Basis der Diskussion. Die optische A¨hnlichkeit
zu Abb. 5.7 einer Superposition aus Grundzustand und zweiten angeregten Zustand legt na-
he, dass einen Superposition (|0〉 + |2〉)/√2 besonders gut zum Vergleich der Dynamik von
mikroskopischen und makroskopischen Superpositionen geeignet ist. Ein solcher Vergleich der
Dekoha¨renzeigenschaften wird im Abschnitt 6.3.2 vorgenommen. Dort ist auch die Dichtema-
trix in der Fock-Basis abgebildet, aus der ersichtlich wird, dass fu¨r eine geeignete Verschiebung
q0 die Amplitude der Matrixelemente ρ00, ρ02, ρ20 und ρ22 des Zustands ψ±q0 gleich ist und
sich Matrixelemente mit ungeraden n, m aufheben. Die optische A¨hnlichkeit zum Zustand
ψ02 ist dann auch in der Fockraumdarstellung gegeben.
5.2.2.3 Superpositionen verschra¨nkter Zwei-Moden-Zusta¨nde
Im vorausgegangenen Abschnitt wurden Superpositionen koha¨renter Zusta¨nde einer Mode
betrachtet. Nun soll eine Verallgemeinerung auf die Superposition koha¨renter Zusta¨nde meh-
rerer Moden vorgenommen werden und die Klasse der verschra¨nkten koha¨renten Zusta¨nde
(ECS-Zusta¨nde, [131, 132]) behandelt werden. Im Falle zweier Moden 1 und 2 sei der Pro-
duktzustand aus Cat-State-Superpositionen nach Art von (5.63) gegeben durch
|ψ〉12 = |ψ〉1 ⊗ |ψ〉2 = c1|α+〉1|α+〉2 + c2|α+〉1|α−〉2 + c3|α−〉1|α+〉2 + c4|α−〉1|α−〉2, (5.71)
mit Koeffizienten ci ∈   . Da aus einem Produktzustand hervorgegangen, ist diese allgemeine
Form der Superposition zweier Cat-State-Zusta¨nde separabel. Teile davon ko¨nnen allerdings
verschra¨nkt sein, beispielsweise die ECS-Zusta¨nde
|Φ±〉 = N± (|α+〉1|α+〉2 ± |α−〉1|α−〉2) , (5.72)
|Ψ±〉 = N± (|α+〉1|α−〉2 ± |α−〉1|α+〉2) , (5.73)
mit N−1± =
√
2(1 + e−4|α|2), die auch als Quasi-Bell-Zusta¨nde bezeichnet werden [133, 134,
135]. Neben der Verletzung der Bell-Ungleichungen [136] zeigen diese Zusta¨nde verschie-
dene weitere nichtklassische Eigenschaften, etwa sub-Poissonsche Statistik, Squeezing oder
eine Verletzung der Cauchy-Schwarzschen Ungleichung [137]. Im Gegensatz zu verschra¨nkten
Fock-Zusta¨nden [138] in der Form ∼ |n〉1|m〉2 + eiθ|m〉1|n〉2 oder gequetschten Zwei-Moden-
Zusta¨nden handelt es sich bei den ECS-Zusta¨nden um Beispiele fu¨r Superpositionen von nicht-
orthogonalen Zusta¨nden [139], die einige besondere Eigenschaften aufweisen [140, 141, 142].
Eine dynamische Analyse des Dekoha¨renzprozesses und der Verschra¨nkungseigenschaften er-
folgt ebenfalls in Kapitel 7.
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Abbildung 5.9: Zweidimensionale Wahrscheinlichkeitsdichte im Orts- und Impulsraum des ver-
schra¨nken koha¨renten Zwei-Modenzustands |Φ+〉 mit |α±| = ± q02σ0 und. Das durch die Superposition
entstandene Interferenzmuster zeigt sich in diesem Fall nur im Impulsraum.
5.2.3 Dynamik nicht-Gaußscher Zusta¨nde
Im folgenden Abschnitt soll – ebenso wie im Abschnitt 5.1.3 fu¨r Gaußsche Zusta¨nde –
die Dynamik nicht-Gaußscher Zusta¨nde unter Born-Markovscher Na¨herung mit der nicht-
Markovschen Dynamik unter WCL-Na¨herung verglichen werden. Anschließend wird wieder-
um die exakte Dynamik unter Aufhebung der WCL-Na¨herung betrachtet.
5.2.3.1 Markovsche Evolution nicht-Gaußscher Zusta¨nde
Der Ausgangspunkt fu¨r die Betrachtung der Dynamik nicht-Gaußscher Zusta¨nde unter Born-
Markovscher Approximation ist die quantenoptische Mastergleichung des geda¨mpften Oszil-
lators (2.14). Die entsprechende Lo¨sung fu¨r die charakteristische Funktion in Abha¨ngigkeit
des Anfangszustands χ0 ist in Abschnitt 3.1.3.1 bereits angegeben worden. Von Interesse ist
insbesondere der zeitliche Verlauf der Purity.
Fu¨r einzelne Fock-Zusta¨nde |n〉 ist die zeitabha¨ngige Purity durch
µn(t) = e
γt (x− 2)n
xn+1
Pn
(
1 +
2
x2 − 2x
)
, mit x = eγt(2n¯+ 1)− 2n¯ (5.74)
gegeben [143, 144], wobei Pn die Legendre-Polynome der n-ten Ordnung bezeichnen. Fu¨r die
Purity des Grundzustands µ0(t) ergibt sich dabei derselbe Ausdruck wie fu¨r die in Gleichung
(5.50) angegebene Purity µα(t) eines koha¨renten Zustands, unabha¨ngig von dessen Parameter
α0. Die zeitabha¨ngigen charakteristischen Funktionen fu¨r die im vorangegangenen Abschnitt
dargestellten Superpositionen lauten
χ01(t) =
[
1− 1
4
(q2 + p2)2e−γt +
ip√
2
e−γt/2
]
exp
[
−q
2 + p2
4µ0(t)
]
, (5.75)
χ02(t) =
1
2
{
q2 − p2√
2
e−γt +
1
8
[
4 + (q2 + p2)e−γt
]2}
exp
[
−q
2 + p2
4µ0(t)
]
, (5.76)
χ±q0(t) = 2N exp
[
−q
2 + p2
4µ0(t)
]{
cos(pq0e
−γt/2) + e−q
2
0 cosh(qq0e
−γt/2)
}
. (5.77)
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(a) Purity µn verschiedener Besetzungszahl-
Zusta¨nde |n〉 fu¨r n = 0, 1, 2, 10 (von oben).
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(b) Purities µ01 (gelb) und µ02 (rot) im Vergleich
zur Purity µ±α0 fu¨r drei Werte von |α| (blau).
Abbildung 5.10: Zeitliche Entwicklung der Purity µn(t) gem. Gl. (5.74) von einzelnen Fock-Zusta¨nden
(links) und Vergleich der Purities von Superpositions-Zusta¨nden µ01(t), µ02(t) und µ±α0(t) gem Gl.
(5.78)-(5.80) in Abb.(b) mit : |α0| = 23/4 (kurz gestrichelt), |α1| = 2|α0| (lang gestrichelt), |α2| = 6|α0|
(durchgezogene Linie). Je gro¨ßer die anfa¨ngliche Separation |α| desto schneller erfolgt der zeitliche
Abfall der Purity µ±α0(t) auf den Wert ≈ 12 zu Beginn, aber desto langsamer verla¨uft die anschließende
Relaxation auf den stationa¨rer Wert der Purity (hier µ∞ = 0.8).
Daraus ergibt sich unter der quantenoptischen Mastergleichung folgende zeitabha¨ngige Funk-
tion fu¨r die Purities der Superpositionen von Fock-Zusta¨nden:
µ01(t) =
µ0(t)
2
(
2 + µ20(t)e
−2γt − µ0(t)e−γt
)
+
µ20(t)
2
e−γt, (5.78)
µ02(t) = µ0(t) +
3
2
µ50(t)e
−4γt − 3µ40(t)e−3γt +
7
2
µ30(t)e
−2γt − 2µ20(t)e−γt. (5.79)
Fu¨r die Superposition zweier koha¨renter Zusta¨nde mit Parameter |α0|2 = q
2
0
4σ0
la¨sst sich die
zeitabha¨ngige Purity in drei Teile µ±q0(t) = µc(t) + µi(t) + µci(t) aufteilen, mit
µi(t) =
µ0(t)
(
1 + e−4µ0(t)e−γt |α0|2
)
2(1 + e−2|α0|2)2
, (5.80)
µi(t) =
µ0(t)
(
1 + e4µ0(t)e
−γt |α0|2
)
2(1 + e2|α0|2)2
, (5.81)
µci(t) =
µ0(t)
1 + cosh 2|α0|2 , (5.82)
wobei µ0(t) die zeitabha¨ngige Purity des Grundzustands bzw. eines koha¨renten Zustands be-
zeichnet. Die Abbildung 5.10 zeigt den zeitlichen Verlauf der in diesem Abschnitt behandelten
Purities. Der Verlauf der Purity einzelner Fock-Zusta¨nde, wie er in Abb. 5.10a dargestellt ist,
macht deutlich, dass der anfa¨ngliche Abnahme der Purity um so sta¨rker ausfa¨llt, je gro¨ßer
die Besetzungszahl des Fock-Zustands ist. Dies wird versta¨ndlich wenn man bedenkt, dass
die niedrige Besetzung unterer Niveaus zu Beginn der Relaxation einer Gleichgewichtsbeset-
zung sehr hoher Temperatur a¨hnlich ist, die eine entsprechend kleine Purity bedingt. So kann
ein starker Abfall der Purity zu Beginn der Relaxation in erster Linie auch ein Zeichen fu¨r
eine große Gleichgewichtsferne der Verteilung der Diagonalelemente sein – und muss nicht
zwangsla¨ufig mit einem Verlust an Koha¨renz bzw. dem Verschwinden der Diagonalelemente
in Verbindung stehen.
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5.2.3.2 Nicht-Markovsche Evolution nicht-Gaußscher Zusta¨nde
Nicht-Markovschen Eigenschaften bekommen gerade dann eine Bedeutung, wenn sich Sy-
stemprozesse auf der Zeitskala der Badkorrelationszeit abspielen. Dies ist bei makroskopi-
schen Superpositionen der Fall bei denen der quantenmechanische Interferenzteil mitunter
sehr schnell geda¨mpft wird, wenn die Separation groß gewa¨hlt wird. Die Lo¨sung der HPZ-
Mastergleichung fu¨r den nicht-Markovschen Schwachkopplungs-Grenzfall wurde bereits in
den Gleichungen (5.48) und (5.49) in Form der charakteristischen Funktion angegeben. Fu¨r
eine Cat State Superposition koha¨renter Zusta¨nde (5.63) ergibt sich analog zum Markovschen
Fall fu¨r die Purity µ±q0(t) = µc(t) + µI(t) + µcI(t), mit
µc(t) =
2N20
∆p(t) + e−Γp(t)
(
1 + exp
[
− q
2
0
(1 + ∆p(t)eΓp(t))σ
2
0
])
, (5.83)
µI(t) =
2N20 e
−q20/σ20
∆p(t) + e−Γp(t)
(
1 + exp
[
+
q20
(1 + ∆p(t)eΓp(t))σ20
])
, (5.84)
µcI(t) =
µα(t)
1 + cosh q0
2σ20
, (5.85)
wobei die zeitabha¨ngigen Koeffizienten ∆p(t) und Γp(t) in (5.49) definiert wurden. Wird der
Ausdruck (5.50) fu¨r die Purity eines koha¨renten Zustands unter nicht-Markovscher Evolution
eingesetzt, erha¨lt man
µc(t) = Ncµα(t)
(
1 + e−µα(t)e
−Γp(t)q20/σ
2
0
)
mit Nc = 2(1 + e
−q20/2/σ20 )−2, (5.86)
µI(t) = NIµα(t)
(
1 + e+µα(t)e
−Γp(t)q20/σ
2
0
)
mit NI = 2(1 + e
+q20/2/σ
2
0 )−2. (5.87)
Dabei kann die Purity jeweils aufgeteilt werden in einen Anteil µc(t), der die Entwicklung des
Diagonalanteils der Dichtematrix im Ortsraum beschreibt, und einen Interferenz-Anteil µI(t),
der die Entwicklung der Nichtdiagonalelemente (in Ortsdarstellung) zusammenfasst. Im Falle
der Superposition zweier koha¨renter Zusta¨nde gibt es wegen deren nicht-Orthogonalita¨t noch
einen zusa¨tzlichen Term µcI ∼ (1 + cosh 2|α0|2)−1, der fu¨r große Separation |α0|2 allerdings
nur einen unwesentlichen Beitrag zur gesamten Purity liefert. Fu¨r die spa¨tere Diskussion der
Dekoha¨renz ist diese Aufteilung in µc(t) und µI(t) entscheidend, da letzteres ein gutes Maß fu¨r
die Dekoha¨renz darstellt, wa¨hrend die Dynamik von µc(t) wesentlich langsamer verla¨uft und
die thermische Relaxation beschreibt. Eine ausfu¨hrliche Diskussion der Dekoha¨renz-Szenarien
fu¨r eine makroskopische Cat-State Superposition unter nicht-Markovschen Bedingungen fin-
det in Kapitel 6 statt. Dort wird ebenfalls die exakte Lo¨sung der HPZ-Mastergleichung fu¨r
diesen Zustand pra¨sentiert.
5.2.3.3 Dynamik bei starker System-Bad-Wechselwirkung
Die exakte Lo¨sung der HPZ-Mastergleichung mit numerischer Integration der Koeffizien-
ten erlaubt die Beschreibung fu¨r beliebige Sta¨rke der Da¨mpfung. Die daraus resultierenden
Effekte, wie die zeitabha¨ngige Frequenzverschiebung, wurden bereits im entsprechenden Ab-
schnitt u¨ber Gaußsche Zusta¨nde diskutiert. Bei nicht-Gaußschen Zusta¨nden, insbesondere
Superpositionen, stellt sich die zusa¨tzliche Frage, ob die Auswirkungen einer starken System-
Bad-Wechselwirkung auf Interferenzterme und Diagonalanteile unterschiedlich ausfallen, und
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ob mikroskopische und makroskopische Superpositionen unterschiedlich betroffen sind. Zur
Beantwortung der letzteren Frage ist in Abbildung 5.11 die zeitliche Entwicklung der Purity
zweier vergleichbarer Superpositionen aufgetragen. Die bereits in den Abbildungen 5.7 und
5.8 herausgestellte optische A¨hnlichkeit der Superposition |0〉+ |2〉 und ∼ |α+〉+ |α−〉 findet
sich auch in der Fock-Basis wieder. Fu¨r geeignet (klein) gewa¨hlten Parameter |α0| haben die
Matrixelemente ρ00, ρ02, ρ20 und ρ22 der Dichtematrix ρ±α gleiche Amplitude. Die Matrix-
elemente mit ungeraden n, m heben sich auf. Ein Vergleich des Relaxationsprozesses liefert
in diesem Fall keinen prinzipiellen Unterschied zwischen mikroskopischer und makroskopi-
scher Superposition – weder im quantenoptischen Fall noch im Regime starker System-Bad-
Wechselwirkung. Der hier generell fu¨r U¨berlagerung koha¨renter Zusta¨nde gewa¨hlte Begriff
der makroskopischen Superposition ist deshalb tatsa¨chlich nur fu¨r große Separationen |α| mit
entsprechend geringem U¨berlapp der Wellenpakete ein Unterscheidungsmerkmal zu U¨berla-
gerungen von Fockzusta¨nden. Ob auch der Dekoha¨renzprozess der Superpositionen ψ±q0 und
ψ02 die dargestellte A¨hnlichkeit aufweist wird im Abschnitt 6.3.2 untersucht.
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Abbildung 5.11: Zeitentwicklung der Purities µα±(t) (blau) und µ02(t) (rot) einer Superposition
koha¨renter Zusta¨nde ∼ |α+〉 + |α−〉 und einer Superposition von Fockzusta¨nden ∼ |0〉 + |2〉. Der
Parameter |α0|2 wurde dabei so gewa¨hlt, dass die beiden Superpositionen vergleichbar werden, d.h.
die Matrixelemente der anfa¨nglichen Dichtematrix 〈n|ρ±α|m〉 sind ρ00 = ρ22 = ρ02 = ρ02  ρnm,
n,m > 2 und ρ11 = ρ01 = ρ10 = 0. Sowohl im Markovschen Fall (hellblau bzw. gelb gestrichelt) als
auch im Fall starker System-Bad-Wechselwirkung ist der Verlauf der Purities der unterschiedlichen
Superpositionen sehr a¨hnlich. Ein prinzipieller Unterschied zwischen mikroskopischen und makroskopi-
schen Superpositionen besteht somit nicht, sofern die anfa¨ngliche Verteilung der Dichtematrixelemente
a¨hnlich ist. Parameter: µ∞ = 0.7, γ = 0.25mω0 und Γ = 10ω0.
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5.3 Zusammenfassung von Kapitel 5
Dieser Abschnitt hat die wichtigsten Beispiele von quantenmechanischen Zusta¨nden, die im
Rahmen von Dekoha¨renz- und Verschra¨nkungseigenschaften in CV-Systemen untersucht wer-
den, zusammengestellt. Es wurden jeweils die analytischen Lo¨sungen der Mastergleichungen
fu¨r die Born-Markov-Approximation sowie die HPZ-Mastergleichung in nicht-Markovscher
Schwachkopplungs-Na¨herung angeben und mit der numerischen Lo¨sung der exakten HPZ-
Mastergleichung verglichen. Bisher wurden vornehmlich Relaxationsprozesse in Form der
zeitlichen Entwicklung der Purity betrachtet. Dabei ist deutlich geworden, dass sich ent-
scheidende Unterschiede vor allem auf kurzen Zeitskalen ergeben. Im nicht-Markovschen
Schwachkopplungs-Regime fanden sich etwa Oszillationen in Gro¨ßen wie der Purity oder der
mittleren Besetzungzahl. Im Bereich starker Da¨mpfung und kurzen Badkorrelationszeiten
fielen insbesondere die durch die in diesem Fall große Frequenzverschiebung bzw. Potenzi-
alrenomierung hervorgerufenen Effekte zu Beginn des Relaxationsprozesses ins Gewicht. Da
die Dynamik insbesondere auf kurzen Zeitskalen beeinflusst wird, spielt die Betrachtung von
nicht-Markovschen Effekten bei Relaxationsprozessen nur eine untergeordnete Rolle – eine
viel gro¨ßere Bedeutung kommt ihnen bei quantenmechanischen Nichtgleichgewichtseffekten
zu, die sich ebenfalls auf kleinen Zeitskalen abspielen. Dies sind die in den na¨chsten beiden
Kapiteln behandelten Pha¨nomene der Dekoha¨renz und Verschra¨nkung.
Kapitel 6
Dekoha¨renz von CV-Systemen im
QBM-Modell
”
Decoherence is the irreversible, uncontrollable and persistent formation of quantum corre-
lations of the system with the environment.“ R. Alicki [145]
Dekoha¨renz bezeichnet die Unterdru¨ckung der Koha¨renzeigenschaften von quantenmecha-
nischen Superpositionszusta¨nden durch den Einfluss einer Umgebung. Umgebungsinduzierte
Dekoha¨renz wird als Ursache fu¨r das Ausbleiben von quantenmechanischen U¨berlagerungs-
zusta¨nden bei makroskopischen Objekten gesehen und ist Folge der praktischen Unmo¨glich-
keit, den Zustand aller Umgebungsfreiheitsgrade zu beobachten [29, 30, 31]. Der Begriff ist
eng verknu¨pft mit dem quantenmechanischen Messproblem [32] und steht auch fu¨r den U¨ber-
gang vom quantenmechanischen Regime zum klassischen Bereich [33, 34, 35, 146, 147]. Im
Mittelpunkt des theoretischen Forschungsinteresses stehen die Zeitskalen auf denen dieser
Prozess abla¨uft und Strategien zur Vermeidung bzw. Reduzierung der Dekoha¨renz. Die Mo-
dellergebnisse sind dabei abha¨ngig von der Art der zugrundegelegten Mastergleichung fu¨r die
dissipative Quantendynamik sowie des verwendeten Dekoha¨renzmaßes. Daraus erwa¨chst die
in diesem Kapitel behandelte Problemstellung. Da zum einen in der Literatur unterschied-
liche und nicht immer a¨quivalente Dekoha¨renzmaße verwendet werden, fehlt zuna¨chst ein
vergleichender U¨berblick. Zum anderen werden bei der Dynamik fast ausschließlich Master-
gleichungen in der Born-Markovschen Approximation zugrundegelegt, so auch im Bereich
der CV-Systeme [61]. No¨tig ist hierfu¨r, dass alle relevanten Zeitskalen groß sind gegenu¨ber
den Korrelationszeiten in der Umgebung. Die Dekoha¨renzzeit wird allerdings fu¨r makrosko-
pische Superposition sehr klein und kann im Bereich der Badkorrelationszeiten liegen. Eine
Markovsche Na¨herung ist in diesen Fa¨llen nicht mehr gerechtfertigt, so dass Markovsche
Mastergleichungen gerade fu¨r die Beschreibung des U¨bergangs vom quantenmechanischen
zum klassischen Verhalten bei makroskopischen Superpositionen ungeeignet sind. Ein wei-
teres Problem ergibt sich aus der zugrundeliegenden Annahme schwacher Kopplung: Die
Verschra¨nkung als eigentliche Ursache der Dekoha¨renz wird in diesem Formalismus gar nicht
sichtbar, der stationa¨re Zustand weist also keine Quantenkorrelationen mehr auf. Die auf-
geza¨hlten Probleme lassen sich durch die Verwendung der HPZ-Mastergleichung umgehen,
die zu einer expliziten Abha¨ngigkeit der Dekoha¨renzzeit von der spektralen Dichte des Bades
fu¨hrt.
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6.1 Definition von Dekoha¨renz
Zur Bestimmung von Dekoha¨renzzeitskalen ist die Definition der Dekoha¨renz u¨ber ein quan-
titatives Mass no¨tig. Solche Maße existieren in unterschiedlichen Basisdarstellungen, was
zuna¨chst die Selektion einer geeigneten Dekoha¨renzfunktion erforderlich macht. Zuvor sollte
die Dekoha¨renz noch von anderen Effekten abgegrenzt werden, die ebenfalls zu einer Beein-
flussung des Interferenzkontrasts fu¨hren ko¨nnen.
6.1.1 Dekoha¨renz versus Dissipation
Dekoha¨renz bezeichnet im urspru¨nglichen Sinn einen umgebungsinduzierten Quanteneffekt
auf makroskopisch unterscheidbare Quantenzusta¨nde im Sinne einer Unterdru¨ckung der cha-
rakteristischen quantenmechanischen Interferenzfa¨higkeit. Heute wird der Begriff auch viel-
fach fu¨r meso- und mikroskopische Zusta¨nde angewandt. Der Begriff der Dekoha¨renz muss
dabei von anderen Effekten abgegrenzt werden, die ebenfalls zu einer Beeinflussung des In-
terferenzmusters fu¨hren, und u.U. zeitlich mit dem eigentlichen Dekoha¨renzprozess zusam-
menfallen. Dazu geho¨ren Dissipation, Phasenda¨mpfung und Dispersion:
• Dissipation ist der Energieaustausch mit der Umgebung der zur Thermalisierung fu¨hrt.
Da die Wechselwirkung letztlich Ursache fu¨r Dissipation und Dekoha¨renz ist, treten
diese beiden Pha¨nomene im Allgemeinen auch gemeinsam auf. Eine Ausnahme hiervon
ist die reine Dekoha¨renz bzw. die Phasenda¨mpfung. Die Dekoha¨renzzeit ist fu¨r ma-
kroskopische Superpositionen wesentlich kleiner als die Zeitskala der Relaxation, fu¨r
mikroskopische Superpositionen hingegen sind die beiden Zeitskalen vergleichbar.
• Phasenda¨mpfung im engeren Sinn bezeichnet das Pha¨nomen, das Koha¨renzen (Neben-
Diagonal-Elemente) in einer bestimmten Basis (z.B. der Energie-Eigenbasis) des Sys-
tems reduziert werden, ohne das die Diagonalelemente beeinflusst werden. Dieser Effekt
kann reversibel sein, wenn er nicht von Dekoha¨renz begleitet wird. Im weiteren Sinn be-
zeichnet der Begriff Phasenda¨mpfung den Prozess reiner Dekoha¨renz, also Dekoha¨renz
ohne Dissipation. Dieser Fall tritt dann ein, wenn der System-Hamilton-Operator Hs
und der Wechselwirkungsoperator Hint vertauschen, also fu¨r [Hs,Hint] = 0. Zumindest
na¨herungsweise ist dieser Fall auch dann gegeben, wenn die Systemdynamik des anfa¨ng-
lichen Zustandes sehr langsam erfolgt, im Vergleich zur Dekoha¨renzzeitskala. Allgemein
verla¨uft die Dekoha¨renz fu¨r jene Superpositionszusta¨nde besonders schnell, die aufgrund
ihrer Wechselwirkung mit der Umgebung von dieser unterschieden werden ko¨nnen.
• Dispersion schließlich bezeichnet die unita¨re Verbreiterung bzw. das Zerfließen eines
Wellenpakets. Unter Umsta¨nden wirkt dabei die Dispersion der Dekoha¨renz entgegen
– und zwar dann, wenn der U¨berlapp einer anfa¨nglichen Superposition von Wellen-
paketen durch das Zerfließen signifikant vergro¨ßert wird. Dadurch kann auch das In-
terferenzmuster versta¨rkt werden, und somit die durch die Dekoha¨renz hervorgerufene
Abschwa¨chung des Interferenzkontrasts vermindert werden.
Eine exakte Definition von Dekoha¨renz und die Diskussion von Dekoha¨renzzeitskalen kann
nur u¨ber ein quantitatives Maß erfolgen. Dieses ha¨ngt wiederum nicht nur von speziellen
System sondern auch von der gewa¨hlten Darstellung des Zustandes ab.
6.1. DEFINITION VON DEKOHA¨RENZ 81
6.1.2 Dekoha¨renzmaße in unterschiedlichen Basisdarstellungen
Dekoha¨renzmaße existieren in unterschiedlichen Basisdarstellungen. Maße im Phasenraum
und Orts- bzw. Impulsraum finden insbesondere bei der Betrachtung von CV-Systemen An-
wendung. Maße im Fock-Raum bzw. der Energie-Eigenbasis sind besonders fu¨r Systeme mit
einer beschra¨nkten Anzahl von Eigenwerten (z.B. Spinsysteme) geeignet. Zu beachten ist je-
doch, dass diese Maße unter Umsta¨nden nicht a¨quivalent sind und unterschiedliche Ergebnisse
bezu¨glich des Verlaufs der Dekoha¨renz und der charakteristischen Zeitskalen liefern ko¨nnen.
Eine kritische Betrachtung ist deshalb zuna¨chst angeraten.
6.1.2.1 Dekoha¨renz in der Phasenraumdarstellung
Als wichtigste und am ha¨ufigsten zum Einsatz kommende Phasenraum-Dekoha¨renzmaße fu¨r
CV-Systeme sind die Purity, die als Phasenraumvolumen des negativen Anteils der Wigner-
Funktion definierte Quantumness, sowie die sogenannte Interferenzkontrastfunktion zu nen-
nen. Diese Maße sollen deshalb im Folgenden kurz eingefu¨hrt werden.
• Die Purity µ(t) = Tr[ρ2(t)] ist ein Maß fu¨r den Mischungsgrad eines Quantenzustands
und hat den Vorteil leicht aus der Wigner-Funktion oder der charakteristischen Funktion
u¨ber
µ(t) = (2pih¯)2
∫ ∞
−∞
dq
∫ ∞
−∞
dpW 2(q, p, t) =
∫ ∞
−∞
dη
∫ ∞
−∞
dν |χ(η, ν, t)|2 (6.1)
bestimmt werden zu ko¨nnen. Fu¨r reine (Anfangs-)Zusta¨nde nimmt sie den Wert µ(0) =
1 an, und erreicht unter der Entwicklung gema¨ß der HPZ-Mastergleichung den sta-
tiona¨ren Wert h¯2/
√〈p2〉〈q2〉 mit den Korrelationen 〈p2〉 und 〈q2〉) wie sie durch die
Gleichungen (3.18) und (3.19) gegeben sind. Die Zeitentwicklung der Purity kann aus
der Lo¨sung der generalisierten Fokker-Planck Gleichung fu¨r die Wigner-Funktion (6.27)
gewonnen werden bzw. direkt aus Formel (3.123). Die Purity der reduzierten Dichtema-
trix eines offenen Quantensystems wird zwar in der Literatur ha¨ufig als Dekoha¨renzmaß
herangezogen, allerdings werden hierbei reine Dekoha¨renz- und Relaxationseffekte ver-
mischt. Eine saubere Trennung kann erfolgen indem nur der Anteil der Dichtematrix in
die Berechnung eingeht, der dem Interferenzterm ρI der Superposition zuzurechnen ist
[91]. Damit ergibt sich als Dekoha¨renzfunktion die Norm des Interferenzterms:
µI(t) = (2pih¯)
2
∫ ∞
−∞
dq
∫ ∞
−∞
dpW 2I (q, p, t) =
∫ ∞
−∞
dη
∫ ∞
−∞
dν |χI(η, ν, t)|2. (6.2)
Der verbleibende Anteil in Form des koha¨renten Terms Wc und eines (sehr kleinen)
Mischterms WcI (im Falle nicht-orthogonaler Zusta¨nde) bestimmen hingegen das Rela-
xationsverhalten.
• Anstatt des Quadrats der Wigner-Funktion kann auch direkt der Betrag der Wigner-
Funktion als Indikator des nicht-klassischen Charakters eines Quantenzustands ver-
wendet werden. Die sogenannte Quantumness misst den negativen Anteil der Wigner-
Funktion und ist definiert als
Ξ(t) = Ξ−10
(∫
dqdp|W (q, p, t)| − 1
)
, mit Ξ0 =
∫
dqdp|W (q, p, 0)| − 1. (6.3)
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Sie entspricht damit dem dem doppelten Phasenraumvolumen des negativen Anteils
der Wigner-Funktion normiert auf eins zur Zeit t = 0.
• Als drittes Phasenraummaß der Dekoha¨renz findet die sogenannte Interferenzkontrast-
funktion (fringe visibility function [148, 149]) Verwendung, die die jeweiligen Maximal-
werte der Wigner-Funktion des Interferenzterms und der koha¨renten Terme ins Verha¨lt-
nis setzt
Λ(t) =
Wint(q, p, t)|max
2
√
W1(q, p, t)|maxW2(q, p, t)|max
(6.4)
und mit der Streifenkontrastfunktion der experimentellen Interferometrie vergleichbar
ist (letztere setzt die Differenz und Summe von Intensita¨tsmaxima und -minima am
Schirm ins Verha¨ltnis und ist allerdings nur bedingt zur zeitlichen Betrachtung von
Dekoha¨renzprozessen geeignet).
• Ein weiteres, indirektes Maß fu¨r die Dekoha¨renz ist das Loschmidt Echo
M(t) = Tr[ρs(t)ρ0(t)], (6.5)
dass den quadrierten U¨berlapp zwischen der ungesto¨rten, unita¨ren Entwicklung ρ0(t)
des Systems von Interesse und dessen tatsa¨chlicher, dissipativer Entwicklung als offenes
Systems ρs(t) misst [150]. Unter bestimmten Voraussetzungen erlaubt das Loschmidt
Echo auch eine Verbindung zwischen den Nichtdiagonalelementen (Koha¨renzen) der
reduzierten Dichtematrix ρs und dem Verlust an Fidelity des Bades herzustellen [151].
Gemeinsam ist diesen Phasenraummaßen, dass die Dekoha¨renzfunktion direkt mit der quan-
tenmechanischen Natur des jeweiligen Zustandes, der sich in den oszillierenden, negativen
Anteilen der Wigner-Funktion zeigt, in Verbindung gesetzt wird. Wa¨hrend die beiden erst-
genannten Phasenraummaße jedoch fu¨r beliebige Superpositionen anwendbar sind, ist die
Interferenzkontrastfunktion speziell auf die Behandlung der Dekoha¨renz von Superpositionen
koha¨renter Zusta¨nde zugeschnitten.
6.1.2.2 Dekoha¨renz in der Orts- und Impulsdarstellung
Neben den Dekoha¨renzmaßen im Phasenraum kann auch die Wahrscheinlichkeitsdichte im
Ortsraum P (q, t) oder im Impulsraum P (p, t) als Grundlage eines Dekoha¨renzmaßes dienen
[152, 153]. Die Zeitentwicklung der Wahrscheinlichkeitsdichte ergibt sich auf einfache Weise
aus der Lo¨sung der HPZ-Mastergleichung fu¨r die Wigner-Funktion (6.27) – oder direkt u¨ber
die anfa¨ngliche charakteristische Funktion χ(q, p, 0) – durch die folgenden Beziehungen [90]:
P (q, t) =
∞∫
−∞
dpW (q, p, t) =
1
2pih¯
∞∫
−∞
ds χ˜
( s
m
f(t), sf˙(t), 0
)
exp
[
−Kq(t)s
2
2h¯2
+
iqs
h¯
]
, (6.6)
P (p, t) =
∞∫
−∞
dqW (q, p, t) =
1
2pih¯
∞∫
−∞
ds χ˜
(
rf˙(t),mrf¨(t), 0
)
exp
[
−Kp(t)r
2
2h¯2
+
ipr
h¯
]
. (6.7)
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Durch die Aufteilung in einen klassischen Anteil Pcl und einen quantenmechanischen Interfe-
renzterm Pint und anschließendes in Bezug setzen dieser beiden Ausdru¨cke ko¨nnen entspre-
chende Dekoha¨renzmaße im Orts- und Impulsraum definiert werden. Das meistzitierte Bei-
spiel ist die Superposition zweier Gaußscher Wellenpakete, deren Wahrscheinlichkeitsdichte
sich wie folgt aufteilen la¨sst:
P (q, t) = Pcl(q, t) + Pint(q, t) = P1(q, t) + P2(q, t) + PI(q, t) cos θ(q, t), (6.8)
wobei Pcl(q, t) der Summe P1 +P2 der klassischen Wahrscheinlichkeitsdichten entspricht und
Pint das ra¨umliche Interferenzmuster beschreibt. Als Dekoha¨renzmaß wird nun der Inter-
ferenzterm zum koha¨renten Anteil ins Verha¨ltnis gesetzt. Der Dekoha¨renzfaktor ∆(t) ist
definiert als Verha¨ltnis des Koeffizienten PI des Kosinus-Terms in (6.35) zum zweifachen
geometrischen Mittel der Terme P1 and P2:
∆(t) =
PI(q, t)
2
√
P1(q, t)P2(q, t)
=
PI(q = 0, t)
Pcoh(q = 0, t)
. (6.9)
Dieser Faktor misst folglich die Amplitude PI im Koordinatenursprung in Einheiten des
klassischen Anteils Pcl. Eventuelle Nachteile dieser Definition seien an dieser Stelle kurz auf-
geza¨hlt:
• Das aus der Wahrscheinlichkeitsdichte gewonnene Dekoha¨renzmaß kann nur fu¨r spe-
zielle Superpositionen angewandt werden (insbesondere Superpositionen koha¨renter
Zusta¨nde). Dekoha¨renzmaße wie die Purity sind demgegenu¨ber allgemeiner und ko¨nnen
auch bei mikroskopischen Superpositionen Anwendung finden.
• Die Dekoha¨renzzeitskala im Ortsraum kann von der im Impulsraum abweichen – im Ex-
tremfall zeigt sich nur in einer der beiden Darstellungen Dekoha¨renz [154]. Beide Maße
ko¨nnen deshalb auch andere Ergebnisse liefern als bei der Betrachtung der Dekoha¨renz
u¨ber Phasenraummaße.
• Wird Pint zu Pcl in Beziehung gesetzt (z.B. durch Bildung des Quotienten), so u¨berlagert
die zeitliche Entwicklung des klassischen Anteils (z.B. das Zerfließen der Wellenpakete)
die des Interferenzterms. Der zeitliche Verlauf der so definierten Dekoha¨renzfunktion
spiegelt dann unter Umsta¨nden nicht die tatsa¨chliche Abnahme der Interferenzfa¨higkeit
wider.
Eine eingehende Diskussion dieser Nachteile und ein Vergleich mit den u¨brigen Dekoha¨renz-
maßen erfolgt in Kapitel 6.3.1.4. Ebenso wie Dekoha¨renzmaße im Orts-/Impulsraum von
den Dekoha¨renzmaßen im Phasenraum abweichen ko¨nnen, liefert die Betrachtung der zeitli-
chen Entwicklung der Dichtematrixelemente in der Fockraumdarstellung, die im Folgenden
beschrieben wird, mitunter andere Ergebnisse.
6.1.2.3 Dekoha¨renz in der Fockraumdarstellung
Wa¨hrend die im vorausgegangenen Abschnitt vorgestellten Dekoha¨renzmaße insbesondere im
QBM-Modell und allgemeiner fu¨r CV-Systeme Verwendung finden, wird die Dekoha¨renz in
Systemen mit begrenzter Anzahl von Eigenwerten wie etwa dem Zwei-Niveau-System anhand
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des expliziten zeitlichen Verlaufs der Nebendiagonalelemente der Dichtematrix untersucht.
Die reduzierte Dichtematrix in der Fockraum-Repra¨sentation lautet
ρˆs(t) =
∫
d2ξ
2pi
χ(ξ, t)Dˆ(ξ), und ρˆnm(t) =
∫
d2ξ
2pi
χ(ξ, t)〈n|Dˆ(ξ)|m〉, (6.10)
wobei die charakteristische Funktion χ(ξ, t) in dieser Darstellung durch
χ(ξ, t) =
∫
d2αW (α, α∗, t)e|ξ|
2/2e−ξα
∗
eξ
∗α, wobei α =
√
mω0
2h¯
q + i
√
1
2mh¯ω0
p, (6.11)
mit der Wigner-Funktion verknu¨pft ist. Eine Darstellung der QBM-Dynamik im Fock-Raum
ist ebenfalls mo¨glich. Dies ist insbesondere bei tiefen Temperaturen von Relevanz, wo das Mo-
dell als effektives Zwei-Niveau-System aufgefasst werden kann. Ein Vergleich mit der Quanten-
optischen Mastergleichung des Zwei-Niveau-Systems wird weiter unten gegeben. Zudem bietet
sich bei einem Vergleich der Dekoha¨renz von mikroskopischen Superpositionen von Energie-
eigenzusta¨nden mit makroskopischen Superposition koha¨renter Zusta¨nde eine Betrachtung in
der Fock-Basis ebenfalls an.
6.1.3 Charakteristische Zeitskalen
Beim Studium der Dekoha¨renz ist insbesondere die Zeitskala auf der dieser Prozess abla¨uft
im Verha¨ltnis zu weiteren charakteristischen Zeiten des Systems, wie Korrelations- und Re-
laxationszeiten, von Interesse. Im Einzelnen sind dies die charakteristische Zeitskala der in-
ternen Systemdynamik τs, die Relaxationszeit τγ und die ku¨rzeste Badkorrelationszeit τb.
Diese ko¨nnen aus den Koeffizienten der HPZ-Mastergleichung (3.90) abgescha¨tzt werden und
ergeben sich zu:
τs ≈ γ−1/2q =
[
ω20 +
γΓ
m
(
1− Γ
2
ω20 + Γ
2
)]−1/2
∼ ω−10 , (6.12)
τγ ≈ γ−1p =
m
γ
(
1 +
ω20
Γ2
)
∼ γ−1, (6.13)
τb ≈ min
{
Γ−1, βh¯
} ∼ Γ−1. (6.14)
Der genaue Verlauf des Dekoha¨renzprozesses wird nun zum einen von dem Verha¨ltnis dieser
drei Zeitskalen zueinander abha¨ngen, wobei im Wesentlichen die vier Regime
τb  τs  τγ (Markovsches Weak-Coupling-Regime), (6.15)
τb ≈ τs  τγ (Nicht-Markovsches Regime), (6.16)
τb  τs ≈ τγ (Strong-Coupling-Regime), (6.17)
τs < τb  τγ (Out-of-Resonance-Regime). (6.18)
unterschieden werden ko¨nnen, und zum anderen von der Relation zwischen Dekoha¨renzzeit
τd und diesen drei charakteristischen Zeiten. Da die Dekoha¨renzzeit fu¨r makroskopisch unter-
scheidbare (koha¨rente) Zusta¨nde maßgeblich von der Separation q0 bzw. p0 im Phasenraum
abha¨ngt, bestimmt die anfa¨ngliche Separation ob die Dekoha¨renzzeit in der Gro¨ßenordnung
von τs liegt und damit systemspezifische Eigenschaften zum Tragen kommen, oder ob τd
wesentlich kleiner (fu¨r verha¨ltnisma¨ßig große Separation) oder wesentlich gro¨ßer (fu¨r relativ
kleine Separation) als τs ist. In letzteren beiden Fa¨llen weist der Dekoha¨renzprozess univer-
selle Eigenschaften auf, die im na¨chsten Abschnitt behandelt werden.
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6.2 Universelle Charakteristika von Dekoha¨renz
6.2.1 Dekoha¨renzzeitskalen in unterschiedlichen Regimen
Fu¨r fest vorgegebene System- und Umweltparameter wird die Dekoha¨renzzeitskala maß-
geblich durch das Ausmaß der anfa¨nglichen Separation |q − q′| bestimmt. Der Parameter
q0 =
1
2 |q− q′| erlaubt daher, das Verha¨ltnis zwischen Systemdynamik τs und Dekoha¨renzzeit
τd zu bestimmen. In den Grenzfa¨llen τd  τs und τd  τs ist es mo¨glich, systemunabha¨ngige
Ausdru¨cke fu¨r die Dekoha¨renzzeit herzuleiten, indem nur die jeweils dominanten Terme in
der HPZ-Mastergleichung (3.90) beru¨cksichtigt werden.
Im Grenzfall τs  τd  τγ spielt sich der Dekoha¨renzprozess also auf Zeitskalen t  w−10
ab, verla¨uft jedoch dennoch wesentlich schneller als die Relaxation. In diesem Fall ist der
Diffusionsterm mit Koeffizient Dp(t) pra¨gend und fu¨hrt auf die (Markovsche) Na¨herung
µτd>τs(t) =
(
exp
[
−2 q
2
0
h¯2
Dp(∞)t
])2
= exp
[
−4q
2
0
h¯2
(∫ ∞
0
dt′K(t′) cosω0t′
)
t
]
, (6.19)
wobei der stationa¨re Wert Dp(∞) = γp(∞)〈p2(∞)〉 mit 〈p2(∞)〉 aus Gleichung (3.19) fu¨r
Zeiten t ≈ Γ−1  τd erreicht wird. Fu¨r γ  mω0 und Γ  ω0 ist Dp(∞) = γh¯ω02 coth(12βh¯ω0),
so dass sich fu¨r kT  h¯ω0 der bereits aus der Caldeira-Leggett Mastergleichung gewonnene
Ausdruck
µτd>τs(t)
γω0≈ exp
[
−4γω0q
2
0
2h¯
coth(
1
2
βh¯ω0)t
]
kTh¯ω0−→ exp
[
−4γkTq
2
0
h¯2
t
]
(6.20)
fu¨r den Dekoha¨renzfaktor ergibt. Der Dekoha¨renzverlauf ist dabei exponentiell abfallend mit
charakteristischer Zeitskala
µτd>τs(t) ∼ exp[−t/τd] mit τd =
h¯2
4γkT
q−20 (6.21)
und wird insbesondere durch thermische Fluktuationen hervorgerufen. Die Dekoha¨renzrate
skaliert in diesem Fall quadratisch mit dem Abstand q0 [36].
Anders verha¨lt es sich im zweiten Grenzfall τd  τs  τγ , wo sich der Dekoha¨renzprozess also
auf Zeitskalen t  w−10 abspielt. Hier ist die Dekoha¨renz in erster Linie durch das quanten-
mechanische Rauschen bedingt und wird von der System-Umwelt-Wechselwirkung dominiert.
In diesem Fall ist der Dekoha¨renzverlauf durch den im Rahmen des Pfadintegralformalismus
hergeleiteten Dekoha¨renzfaktor (3.87) des Einfluss-Funktionals gegeben, also
µτd<τs(t) =
(
exp
[
−4q
2
0
h¯2
∫ t
0
dt′
∫ t′
0
dt′′K(t′ − t′′)
])2
= exp
[
−8q
2
0
h¯2
∫ t
0
dt′(t− t′)K(t′)
]
=
= exp
[
−8q
2
0
pih¯
∫ ∞
0
dωJ(ω) coth(
1
2
βh¯ω)
1− cos(ωt)
w2
]
. (6.22)
Der Dekoha¨renzverlauf wird dabei fu¨r kleine Zeiten zunehmend (mit steigendem q0) nicht-
exponentiell und geht im Extremfall τd  τb  τs  τγ u¨ber in einen gaußfo¨rmigen Abfall
der Form
µτd<τs(t) ∼ exp[−(t/τd)2] mit τd =
h¯
2
√
K(0)
q−10
kTh¯ω0−→ h¯
2
√
γΓkT
q−10 , (6.23)
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wobei das Fluktuations-Dissipations-Theorem K(t) = kTγ(t) = kTγΓe−Γt fu¨r den Hochtem-
peraturlimes verwendet wurde. Die Dekoha¨renzzeit ist in diesem Fall nicht mehr invers qua-
dratisch von der anfa¨nglichen Separation q0 abha¨ngig, sondern nur noch linear. Als zusa¨tzli-
cher Parameter taucht explizit die Abschneidefrequenz der spektralen Dichte auf. Die Bestim-
mung der Dekoha¨renzzeit durch alleinige Betrachtung des Diffusionsterms (erste Na¨herung)
fu¨hrt deshalb fu¨r große Separationen zu einer U¨berscha¨tzung der Dekoha¨renzrate. Fu¨r me-
soskopische (τs  τd  τγ) und makroskopische Pra¨parationen (τd  τs) unterscheiden sich
folglich die Dekoha¨renzszenarien [91, 155].
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Abbildung 6.1: Dekoha¨renzzeitskala τd im Regime τd  τs in Abha¨ngigkeit der ra¨umlichen Separation
|q−q′|. Fu¨r relativ kleine Werte von |q−q′| = 2q0 und damit τd > τb ≈ Γ−1 fa¨llt τd im Hochtemperatur-
Limes gema¨ß h¯2/(2γkT )|q − q′|−2 ab (gelb gestrichelt). Wird die Dekoha¨renzzeit sehr klein, τd  τb,
so ist τd indirekt proportional zur Separation gema¨ß h¯/(
√
γΓkT )|q − q′|−1. Hier: Γ = 10ω0 (rot),
Γ = 100ω0 (blau). U¨brige Parameter: γ = 10
−5mω0, kT = 50h¯ω0.
6.2.2 Einfluss des Bades in Form der spektralen Dichte
Die obigen Charakteristika der Dekoha¨renz sind universell im Sinne einer Unabha¨ngigkeit
von den Parametern des offenen Quantensystems. Der Einfluss der Umwelt wird durch das
Wechselspiel zweier sich u¨berlagernder Effekte bedingt: Einem statistischen Einfluss – zum
Ausdruck gebracht durch die Badtemperatur T – und einem rein quantenmechanischen Ef-
fekt, in Form eines auch fu¨r T → 0 nicht verschwindenden quantenmechanischen Rausch-
terms, der auch in einer Nulltemperatur-Umgebung Dekoha¨renz hervorrufen kann [149, 156].
Dessen Eigenschaften werden durch die spektrale Dichte des Bades bestimmt. An dieser Stel-
le soll deshalb kurz auf unterschiedliche Badspektren eingegangen werden. Dabei zeigt sich,
dass der Effekt des Bades in Form der spektralen Dichte J(ω) sich nur durch einen quanti-
tativen Unterschied der τd-Grenzwerte bemerkbar macht, nicht jedoch bei dem qualitativen
Verlauf. In Abbildung 6.2 sind die Dekoha¨renzzeitskalen fu¨r ein sub-Ohmsches und ein super-
Ohmsches Bad mit spektraler Dichte gem. (3.44) dargestellt. Im Vergleich mit der in Abb. 6.1
dargestellten Dekoha¨renzzeit des Drude-Spektrum (3.39) fa¨llt auf, dass in allen drei Fa¨llen
die Abha¨ngigkeit der Dekoha¨renzzeit fu¨r große Separationen |q− q′| indirekt proportional zu
q0 ist, und zwar gema¨ß
fu¨r τd  τb : τd,n =
{ √
pih¯
2
√
2γΓkT
q−10 fu¨r super-Ohmsches Bad mit n = 2,
pi1/4h¯
2
√
2γΓkT
q−10 fu¨r sub-Ohmsches Bad mit n =
1
2 .
(6.24)
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Allerdings ist auch der quantitative Unterschied zu beachten. So wird anhand dieser Abbil-
dung deutlich, dass der Dekoha¨renzprozess in einem sub-Ohmschen Bad um Gro¨ßenordnun-
gen schneller ablaufen kann, als in einem super-Ohmschen Bad [16].
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Abbildung 6.2: Dekoha¨renzzeitskala in Abha¨ngigkeit der ra¨umlichen Separation |q − q′| = 2q0 in
Ba¨dern mit spektraler Dichte Jn(ω) = γω
nΓ1−ne−ω/Γ fu¨r n = 2 (super-Ohmsches Bad) und n = 1/2
(sub-Ohmsches Bad). Sowohl im sub-Ohmschen Bad (blau) als auch im super-Ohmschen Bad (rot)
zeigt sich wie fu¨r das Drude-Spektrum in Abb. 6.1 fu¨r große Werte von |q−q′| ein Verlauf τd ∼ |q−q′|−1.
Parameter: γ = 10−5mω0, Γ = 10ω0, kT = 50h¯ω0.
6.3 Systemspezifische Eigenschaften der Dekoha¨renzfunktion
Bisher wurde das Verhalten der Dekoha¨renzfunktion fu¨r die Grenzfa¨lle τd  τs und τd  τs
betrachtet – fu¨r die Bereiche also, wo die Dekoha¨renz auf wesentlich gro¨ßeren oder wesentlich
kleineren Zeitskalen τd ablief, als die interne Systemdynamik, charakterisiert durch τs. Nun
wird es um den intermedia¨ren Bereich τd ≈ τs gehen, in dem systemspezifische Eigenschaften
eine Rolle spielen. Zuna¨chst soll die Dekoha¨renz einer makroskopischen Superposition zwei-
er koha¨renter Zusta¨nde untersucht werden. Dazu wird die Lo¨sung der HPZ-Mastergleichung
in Form der zeitabha¨ngigen Wigner-Funktion fu¨r diesen Zustand explizit bestimmt und die
Norm des Interferenzterms berechnet. Damit la¨sst sich der exakte Dekoha¨renzprozess im
Vergleich zu obigen Na¨herungen bei hohen und tiefen Temperaturen untersuchen. Anschlie-
ßend werden die speziellen nicht-Markovschen Effekte herausgearbeitet. Ein Vergleich dieser
Dekoha¨renzfunktion mit Maßen im Orts- bzw. Impulsraum erga¨nzt dieses Unterkapitel.
6.3.1 Dekoha¨renz makroskopischer Superposition
In diesem Abschnitt wird die Lo¨sung der HPZ-Mastergleichung fu¨r die Superposition zwei-
er koha¨renter Zusta¨nde bestimmt. Wie bereits in Abschnitt 4.2.3 erla¨utert, wird eine solche
Pra¨paration von im Ortsraum unterscheidbaren Wellenpaketen (bei hinreichend großer Sepa-
ration) als makroskopisch bezeichnet, im Unterschied zu den, nur auf mikroskopischer Ebene
der Energieniveaubesetzung unterscheidbaren, Superpositionen von Fock-Zusta¨nden.
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Zur Analyse des Dekoha¨renzprozesses wird nur der Interferenzanteil ρI der anfa¨nglichen
Dichtematrix
ρ(0) =
|α+〉〈α+|+ |α−〉〈α−|
2(1 + e−2|α0|2)︸ ︷︷ ︸
ρc(0)
+
|α−〉〈α+|+ |α+〉〈α−|
2(1 + e−2|α0|2)︸ ︷︷ ︸
ρI (0)
(6.25)
herangezogen und dessen zeitliche Entwicklung betrachtet. Die zugeho¨rige charakteristische
Funktion fu¨r die Wahl des Parameters |α0|2 = q20/4σ20 lautet dann folglich
χI(ν, η, 0) =
1
1 + e−q20/2σ20
e
− ν2
8σ2
0
−σ
2
0η
2
2h¯2
− q
2
0
2σ2
0 cosh
νq0
2σ20
=
=
1
2(1 + e−q20/2σ20 )
[
e
− 1
8σ20
(ν2−2q0)2−σ
2
0η
2
2h¯2 + e
− 1
8σ20
(ν2+2q0)2−σ
2
0η
2
2h¯2
]
. (6.26)
Aus der charakteristischen Funktion χI(ν, η, 0) einer anfa¨nglichen Pra¨paration kann mit For-
mel (6.27) die zeitabha¨ngige Wigner-Funktion WI(q, p, t) bestimmt werden [90]:
WI(q, p, t) =
1
(2pih¯)2
∫ ∞
−∞
dη
∫ ∞
−∞
dν χ˜(ηt, νt, 0) exp [i(ηp+ νq)/h¯] , (6.27)
wobei sich die Funktion χ˜ aus der anfa¨nglichen charakteristischen Funktion mit substituierten
Variablen ηt = f˙(t)η+
1
mf(t)ν und νt = mf¨(t)ν+f˙(t)η und multipliziertem Gaußschen Faktor
in der Form
χ˜I(ηt, νt, 0) = χI
(
f˙(t)η +
1
m
f(t)ν,mf¨(t)η + f˙(t)ν; 0
)
× exp
[
− 1
2h¯2
(Kp(t)η
2 + 2Kqp(t)ην +Kq(t)ν
2)
]
(6.28)
ergibt und die Koeffizienten Kp,q(t) und Kqp(t) u¨ber die Gleichungen (3.27)-(3.29) bestimmt
sind. Zur Vereinfachung der Integration kann (6.26) aufgeteilt werden in
|χI |2 = |χ12|2 + |χ21|2 + χ12χ∗21 + χ∗12χ21, (6.29)
so dass beispielsweise die Wigner-Funktion der ersten Komponente durch
W12(q, p, t) =
N0
(2pih¯)2
∞∫
−∞
dη
∞∫
−∞
dν e−
〈p2(t)〉
2h¯2
η2− 〈q2(t)〉
2h¯2
ν2− 〈{q,p}〉
2h¯2
ην+aη+bν+i(ηp+νq)/h¯
(6.30)
gegeben ist, mit a = q0
2σ20
f˙(t) und b = q0
2mσ20
f(t) und N0 = (2+2e
q20/2σ
2
0 )−1. Die zeitabha¨ngigen
Korrelationen 〈q2(t)〉, 〈p2(t)〉 und 〈{q, p}(t)〉 ko¨nnen als Lo¨sungen (3.24) der quantenmecha-
nischen Langevin-Gleichung (3.11) erhalten werden. Der Term W21 der Wigner-Funktion
ergibt sich analog. Durch Quadrieren W 2I = W
2
12 +W
2
21 + 2W12W21 und Integration u¨ber die
Koordinaten p und q erha¨lt man schließlich die Norm Tr[ρ2I ] des Interferenzterms
µ˜I(t) = 2µ0(t)N
2
0
{
1 + exp
[
4µ20(t)
h¯2
(
a2〈q2(t)〉 − ab〈{q, p}(t)〉 + b2〈p2(t)〉)]} (6.31)
die noch mit dem anfa¨nglichen Wert µ˜I(0) =
1−eq20/σ20
2(1+eq
2
0
/2σ2
0 )2
auf Eins normiert werden kann.
Daraus resultiert schließlich die Dekoha¨renzfunktion
µI(t) = µ0(t)N˜0
{
1 + exp
[
µ20(t)q
2
0
h¯2m2σ40
(
m2f˙2t 〈q2(t)〉 −mftf˙t〈{q, p}〉 + f 2t 〈p2(t)〉
)]}
, (6.32)
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wobei N˜0 = (1 + e
q20/σ
2
0 )−1 und ft die zeitabha¨ngige Green-Funktion (3.23) der Lo¨sung der
quantenmechanischen Langevin-Gleichung bezeichnet. Das Verhalten dieser Funktion fu¨r un-
terschiedliche Dekoha¨renzszenarios wird im Folgenden untersucht, und ein Vergleich mit den
in Abschnitt 5.2 ermittelten Grenzfa¨llen gegeben. Die Diskussion konzentriert sich dabei auf
den Fall τd ≈ τs, fu¨r den die systemspezifischen Eigenschaften des Quantensystems zum
Tragen kommen.
6.3.1.1 Hochtemperatur-Umgebung
In diesem Abschnitt wird die Dekoha¨renz der makroskopischen Superposition fu¨r den Stan-
dardfall τb  τs  τγ fu¨r hohe Temperaturen untersucht, wobei die Dekoha¨renzzeit τd in
der Gro¨ßenordnung der Zeitskala der internen Systemdynamik τs liegen soll. Fu¨r kT  h¯ω0
gehen die Funktionen (6.19) und (6.22) in
µτd>τs(t) = e
−(4γkTq20/h¯2)t und µτd<τs(t) = e
−(8γkTq20/h¯2)t (6.33)
u¨ber. Der Verlauf der beiden Na¨herungslo¨sungen ist jeweils exponentiell, wobei sich der Ex-
ponent lediglich um einen Faktor zwei unterscheidet. Aus Abbildung 6.3a geht hervor, das
die Dekoha¨renzfunktion (6.32) fu¨r kurze Zeiten t < τs der Funktion µτd<τs(t) folgt, um dann
fu¨r große Zeiten t  τs um die Na¨herungslo¨sung µτd>τs(t) zu oszillieren. Die Oszillationen
im Verlauf der Dekoha¨renzfunktion sind bedingt durch die Rotation der Wigner-Funktion
im Phasenraum (mit Frequenz ω0 ∼ τ−1s ), die mit einem periodischen Wechsel zwischen Su-
perpositionen im Orts- und Impulsraum verbunden ist. Als u¨berlagernder Effekt kommt eine
periodische Variation der Breite (Breathing) der beiden Peaks der Wigner-Funktion (vgl.
Abb. (5.8)) hinzu, was den U¨berlapp und damit das Interferenzmuster versta¨rken kann und
der Dekoha¨renz entgegenwirkt.
6.3.1.2 Niedrigtemperatur-Umgebung
In diesem Abschnitt wird die Dekoha¨renz der makroskopischen Superposition fu¨r den Stan-
dardfall τb  τs  τγ fu¨r tiefe Temperaturen untersucht, wobei die Dekoha¨renzzeit τd in
der Gro¨ßenordnung der Zeitskala der internen Systemdynamik τs liegen soll. Fu¨r kT  h¯ω0
gehen die Funktionen (6.19) und (6.22) u¨ber in
µτd>τs(t) = e
−(2γω0q20/h¯)t und µτd<τs(t) ∼

 e
− 8γΓ
2q20
pih¯
t2 fu¨r t τs,
t−
8γq20
h¯pi fu¨r t τs.
(6.34)
Aus Abbildung 6.3b geht hervor, das die Dekoha¨renzfunktion (6.32) fu¨r kurze Zeiten t < τs
schnell gem. der Funktion µτd<τs(t) abfa¨llt, um sich dann fu¨r große Zeiten t τs wieder der
Approximationslo¨sung µτd>τs(t) anzuna¨hern. Das Langzeitverhalten der Funktion µτd<τs(t)
la¨sst sich durch ein Potenzgesetz der Form ∼ t−γq20 charakterisieren. Dieses Resultat la¨sst
sich fu¨r ein freies Teilchen mit verschwindender anfa¨nglicher Breite σ20 → 0 auch aus der
Schwachkopplungsna¨herung der HPZ-Mastergleichung gewinnen [157]. Eine charakteristische
Dekoha¨renzzeit la¨sst sich dann nicht mehr angeben. Im Falle eines Oszillators folgt die De-
koha¨renzfunktion fu¨r mittlere Zeiten einem algebraischen Verlauf und geht erst fu¨r große
Zeiten in einen exponentiellen Abfall u¨ber.
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(a) kT = 10h¯ω0, |α0|2 = 30.
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(b) kT = 10−3h¯ω0, |α0|2 = 100.
Abbildung 6.3: Zeitlicher Verlauf der normierten Purity µI(t) des Interferenzterms (6.32) (rote Li-
nie) im Vergleich zu den Na¨herungslo¨sungen des Wechselwirkungs-Regimes (blau gestrichelt) und
des Regimes fu¨r τd  τs (gelb gestrichelt). Die Oszillationen im Verlauf der Dekoha¨renzfunktion
sind bedingt durch die Rotation der Wigner-Funktion im Phasenraum (mit Frequenz ω0 ∼ τ−1s ), die
verbunden ist mit einem periodischen Wechsel zwischen Superpositionen im Orts- und Impulsraum.
U¨brige Parameter: γ = 10−5mω0, Γ = 10ω0.
6.3.1.3 Nicht-Markovsche Einflu¨sse
Die Betrachtung von Dekoha¨renzprozessen im Rahmen von Born-Markovschen Masterglei-
chungen ist so lange gerechtfertigt, wie die Zeitskala der Badkorrelationen τb die bei weitem
kleinste Zeitskala ist. Da sich die Dekoha¨renzzeit τd indirekt proportional zur Temperatur
T und zur quadratischen Separation q20 verha¨lt, la¨uft der Dekoha¨renzprozess fu¨r hohe Tem-
peraturen und makroskopische Separationen unter Umsta¨nden auf der Gro¨ßenordnung der
Badkorrelationen ab. In diesem Fall sind nicht-Markovsche Einflu¨sse von Relevanz.
Der graduelle U¨bergang vom Markovschen Regime zum nicht-Markovschen Regime kann
durch die Variation des Verha¨ltnisses von Dekoha¨renzzeit zu Badkorrelationszeit in Form
der inversen Abschneidefrequenz Γ−1 untersucht werden. Dabei kann also zum einen die
Dekoha¨renzzeit durch die Variation insbesondere des Parameters q0 bzw. |α0| = q0/2σ0 an-
gepasst werden, oder zum anderen die Abschneidefrequenz Γ variiert werden.
Ein solcher Wechsel vom Markovschen (τd  τb) zum nicht-Markovschen Regime (τd  τb)
ist in Abbildung 6.4 anhand des zeitlichen Verlaufs von µI(t), µτd>τs(t) und µτd<τs(t) darge-
stellt. Zuna¨chst kann allein anhand der Betrachtung der Zeitachse von Abbildungen 6.4(a)-(c)
festgestellt werden, dass eine Verringerung von Γ bei sonst gleichen Parametern zu einer Ver-
langsamung der Dekoha¨renz fu¨hrt. Beispielsweise ist in Abb.(c) fu¨r Γ = 2ω0, wo ein Großteil
der Badmoden in der Na¨he der Oszillatorfrequenz liegt, die Dekoha¨renzzeit etwa fu¨nfmal
gro¨ßer als in Abb.(a) fu¨r Γ = 100ω0. Noch entscheidender sind allerdings die qualitativen
A¨nderungen im Verlauf der drei Dekoha¨renzmaße µI(t), µτd>τs(t) und µτd<τs(t). In den Ab-
bildungen (a) bis (d) folgt die Norm des Interferenzterms µI(t) dabei jeweils µτd<τs(t), da die
Dekoha¨renzzeit unterhalb der charakteristischen Systemzeit τs ∼ ω−10 liegt. Einen Vergleich
zum Fall τd  τs liefert Abbildung (d), wo µI(t) entsprechend dem Verlauf von µτd>τs(t)
folgt.
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(a) τd  τb fu¨r Γ = 100ω0, |α0| = 100.
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(b) τd ≈ τb fu¨r Γ = 10ω0, |α0| = 100.
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
PSfrag replacements
ω0t
µ
I
(t
)
(c) τd ≈ τb fu¨r Γ = 2ω0, |α0| = 100.
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(d) τd < τb fu¨r Γ = 10ω0, |α0| = 500.
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(e) τb  τs  τd fu¨r Γ = 10ω0, |α0| = 10.
Abbildung 6.4: Zeitlicher Verlauf von µI(t) (rot), µτd>τs(t) (gelb) und µτd<τs(t) (blau). Die Abbil-
dungen (a) bis (d) zeigen den Wechsel vom Markovschen (τd  τb) zum nicht-Markovschen Regime
(τd  τb), bezogen auf das Verha¨ltnis der Dekoha¨renzzeit τd zur Badkorrelationszeit τb ≈ Γ−1. Die
Dekoha¨renzfunktion µI(t) folgt dabei jeweils µτd<τs(t), da die Dekoha¨renzzeit unterhalb der charak-
teristischen Systemzeit τs ∼ ω−10 liegt. Einen Vergleich zum Fall τd  τs liefert Abbildung (d), wo
µI(t) entsprechend dem Verlauf von µτd>τs(t) folgt. Parameter: γ = 10
−5mω0, kT = 10h¯ω0.
6.3.1.4 Rekurrenzverhalten im Out-of-Resonance Regime
Die bisherige Betrachtung nicht-Markovscher Einflu¨sse erfolgte u¨ber die Anna¨herung von
τd und τb, wobei die Grenzfa¨lle τd  τs und τd  τs unterschieden wurden. Eine weitere
Besonderheit ergibt sich, wenn zusa¨tzlich die Bedingung τb  τs erfu¨llt ist, was dann der Fall
ist, wenn die Oszillatorfrequenz wesentlich gro¨ßer ist als die Abschneidefrequenz des Bades.
In diesem Fall ist von Out-of-Resonance-Ba¨dern die Rede. Die Relaxationszeit τγ ∼ γω20/Γ2
ha¨ngt ebenfalls von der Abschneidefrequenz ab und ist in diesem Fall nach wie vor die gro¨ßte
Zeitskala, so dass der Anteil µc einer Superposition koha¨renter Zusta¨nde fu¨r Zeiten t  τγ
nahezu unvera¨ndert bleibt. Der Interferenzanteil zeigt hingegen ein besonderes Verhalten, das
nur unzureichend durch die beiden bisherigen Grenzfa¨lle fu¨r τd  τs und τd  τs beschrieben
werden kann. Die Abbildung 6.5 zeigt ein Beispiel. Zuna¨chst erfolgt ein schneller Abfall
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der Norm µI(t) auf sehr kleine Werte, was nach wie vor gut durch den Grenzfall µτd<τs
beschrieben wird. Allerdings ergibt sich nach etwa einer halben Systemperiode ω0t ≈ pi/2
ein erneuter starker Anstieg der Dekoha¨renzfunktion (Rekurrenz) auf einen Maximalwert,
der durch den Wert der Funktion µτd>τs zu diesem Zeitpunkt bestimmt wird. Obwohl die
beiden Zeitskalen der Grenzfa¨lle in diesem Fall sehr weit auseinanderliegen, geben nur beide
zusammen ein akkurates Bild u¨ber den Dekoha¨renzprozess in diesem Regime. Die zugeho¨rige
WCL-Mastergleichung (3.130) ist in diesem Fall nicht vom Lindblad-Typ und weist teilweise
negative Werte der Koeffizienten γ˜↑(t) und γ˜↓(t) auf.
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Abbildung 6.5: Dekoha¨renzprozess in einem Out-of-Resonance-Bad mit Γ = 0.01ω0 zeigt partielle
periodische Wiederkehr (Rekurrenz) der Koha¨renz. Der Verlauf der Purity µI(t) (rot) wird nur fu¨r
kurze Zeiten mit der Na¨herung µτd>τs(t) (blau gepunktet) gut beschrieben. Der erneute Anstieg der
Dekoha¨renzfunktion ist durch den Wert der Funktion µτd>τs zu diesem Zeitpunkt begrenzt. Parameter
γ = 0.1mω0 (gestrichelte Linien), γ = 0.05mω0 (durchgezogene Linien) und T = 10h¯ω0/k, q0 = 30σ0.
6.3.1.5 Vergleich der unterschiedlichen Dekoha¨renzmaße
Bisher wurde in diesem Kapitel Dekoha¨renz anhand der Norm µI = Tr[ρ
2
I(t)] des Interferenz-
terms ρI(t) untersucht. Dabei handelt es sich um ein Dekoha¨renzmaß im Phasenraum, das
die Dynamik im Orts- und Impulsraum gleichermaßen erfasst. In der Literatur finden sich
ha¨ufig auch andere Maße, die allein die Wahrscheinlichkeitsdichte im Orts- oder Impulsraum
in Betracht ziehen. In diesem Abschnitt soll gezeigt werden, dass diese Maße nur im Grenz-
fall τs  τd  τγ die gleichen Ergebnisse wie das oben verwendete Phasenraummaß liefern
bzw. nur das Langzeitverhalten richtig beschreiben. Die Dekoha¨renzzeitskala kann mitunter
wesentlich u¨ber- bzw. auch unterscha¨tzt werden, je nachdem ob sich das Interferenzmuster,
zuna¨chst im Ortsraum oder im Impulsraum manifestiert. Einige Ergebnisse in der Literatur
[153, 158, 159, 160] sind deshalb kritisch zu betrachten. Zuna¨chst sollen die Dekoha¨renz-
maße fu¨r den Orts und Impulsraum eingefu¨hrt werden. Im Falle einer Superposition von
koha¨renten Zusta¨nden mit entsprechender charakteristischer Funktion (5.66) ergibt sich aus
den Gleichungen (6.6) und (6.7) die in einen klassischen Anteil und einen Interferenzterm
aufgeteilte Wahrscheinlichkeitsdichte
Pq(q, t) = Pcoh(q, t) + Pint(q, t) = P1(q, t) + P2(q, t) + PI(q, t) cos θ(q, t). (6.35)
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Dabei entspricht Pcoh(q, t) der Wahrscheinlichkeitsdichte eines gleichgewichteten statistischen
Gemisches zweier koha¨renter Zusta¨nde
Pcoh(q, t) =
1
N
√
2pi〈q2(t)〉
{
exp
[
−(q − 〈q(t)〉)
2
2〈q2(t)〉
]
+ exp
[
−(q + 〈q(t)〉)
2
2〈q2(t)〉
]}
(6.36)
mit Normierung N = 2(1+e−q20/2σ20 ) und Mittelwert 〈q(t)〉 = q0f˙(t). Das quantenmechanische
Interferenzmuster im Ortsraum wird durch
Pint(q, t) =
1
N˜
√
2pi〈q2(t)〉 exp
[
−q
2 + h¯2b2(t)
2〈q2(t)〉
]
cos
(
h¯b(t)
〈q2(t)〉q
)
=
= 2
√
P1(q, t)P2(q, t) exp
[
− Kq(t)〈q2(t)〉
q20
2σ20
]
cos
(
h¯b(t)
〈q2(t)〉q
)
(6.37)
mit N˜ = eq
2
0/2σ
2
0N/2 und b(t) = q0
2mσ20
f(t) beschrieben. Als Dekoha¨renzmaß wird nun der
Interferenzterm zum koha¨renten Anteil ins Verha¨ltnis gesetzt. Der Dekoha¨renzfaktor ∆q(t)
ist definiert als Verha¨ltnis des Koeffizienten PI des Kosinus-Terms in (6.35) zum zweifachen
geometrischen Mittel der Terme P1 and P2, also
∆q(t) =
PI(q, t)
2
√
P1(q, t)P2(q, t)
=
PI(q = 0, t)
Pcoh(q = 0, t)
= exp
[
− Kq(t)〈q2(t)〉
q20
2σ20
]
. (6.38)
Der Dekoha¨renzfaktor misst folglich die Amplitude PI in Einheiten des koha¨renten Anteils
Pcoh. Aufgrund der fu¨r alle Zeiten gu¨ltigen Normierung
∫
dqP (q, t) = 1 verschwindet der
Anteil Pint wa¨hrend der Dekoha¨renz natu¨rlich nicht, sondern zerfließt lediglich im Orts-
raum. Die Anteile
∫
dqPcoh(q, t) = (1 + e
−q20/2σ20 )−1 und
∫
dqPint(q, t) = (1 + e
q20/2σ
2
0 )−1
na¨hern sich aber mit zunehmender Separation q0 den Werten 1 bzw. 0 an. Die Bestimmung
der Wahrscheinlichkeitsdichten im Impulsraum verla¨uft analog, so dass sich die Anteile von
Pp(p, t) = Pcoh(p, t) + Pint(p, t) ergeben zu:
Pcl(p, t) =
exp
[
− (p−〈p(t)〉)2
2〈p2(t)〉
]
+ exp
[
− (p+〈p(t)〉)2
2〈p2(t)〉
]
N
√
2pi〈p2(t)〉 mit 〈p(t)〉 = mq0f¨(t), (6.39)
Pint(p, t) =
exp
[
−p2+h¯2a2(t)
2〈p2(t)〉
]
N˜
√
2pi〈p2(t)〉 cos
(
h¯a(t)
〈p2(t)〉p
)
mit a =
q0
2σ20
f˙(t). (6.40)
Werden die beiden Anteile wiederum nach obigen Muster in Beziehung gesetzt so ergibt sich
als Dekoha¨renzfaktor im Impulsraum
∆p(t) = exp
[
− Kp(t)〈p2(t)〉
q20
2σ0
]
. (6.41)
Beide Dekoha¨renzmaße stimmen im Regime τs  τd  τγ u¨berein. In anderen Regimen
ko¨nnen sich aber mitunter Abweichungen um einige Gro¨ßenordnungen ergeben. Dies soll im
Folgenden kurz diskutiert werden. Die Aussagekraft der insbesondere in den Arbeiten von
Ford, Lewis and O’Connell [153, 158, 159] verwendeten Dekoha¨renzfaktors (6.38) wurde be-
reits in ku¨rzlich erschienene Arbeiten durch Ambegaokar und Gobert [161, 162] bezweifelt.
Letztere argumentierten, dass der Ausdruck (6.38) durch die Quotientenbildung nicht nur
die Abnahme des Interferenzmusters, sondern auch die drastische anfa¨ngliche Zunahme von
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Abbildung 6.6: Evolution der Wahrscheinlichkeitsdichten im Orts- und Impulsraum einer anfa¨ngli-
chen Cat-State-Superposition mit Parameter |α| = q02σ0 . Das Interferenzmuster ist zuna¨chst nur im
Impulsraum sichtbar und baut sich dann erst im Zuge der Rotation im Phasenraum auch im Orts-
raum auf. Die Dekoha¨renz findet also mitunter schon im Impulsraum statt – ein Dekoha¨renzmaß im
Ortsraum unterscha¨tzt deshalb in diesen Fa¨llen die Dekoha¨renz.
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(a) Zeitliche Entwicklung der Wahrscheinlich-
keitsdichten Pq(q = 0, t) (rot) und Pp(p = 0, t)
(blau) jeweils getrennt nach den Anteilen Pcoh
(durchgezogene Linien) und Pinf (gestrichelte Li-
nien).
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(b) Dekoha¨renzfunktionen ∆q(t) und ∆p(t) im
Orts- bzw. Impulsraum (gelbe Linien mit roten
bzw. blauen Punkten) im Vergleich zur Norm√
µi(t) des Interferenzterms (rote Linie).
Abbildung 6.7: Vergleich unterschiedlicher Dekoha¨renzmaße. Die zeitliche Entwicklung der Inter-
ferenzanteile Pinf der Wahrscheinlichkeitsdichten Pq,p(0, t) am Ursprung spiegelt sich nicht in dem
Verhalten der Dekoha¨renzfunktion ∆q(t) im Ortsraum wieder. Da bei der gewa¨hlten Superposition
das Interferenzmuster zuna¨chst im Impulsraum erscheint, ist die Funktion ∆p(t) fu¨r ω0t ≤ pi/4 das
besseres Dekoha¨renzmaß und stimmt gut mit der Norm
√
µi(t) u¨berein. Der nahezu waagrechte Ver-
lauf der Purity um ω0t ≈ pi/4 in Abb. (b) ist Ausdruck der geringen A¨nderung in Pinf (Minima bzw.
Maxima) wa¨hrend dieser Zeitspanne. Parameter: q0 = 5σ0, T = h¯ω0/k, γ = 0.25mω
2
0, Γ = 10ω0.
Pcoh am Koordinatenursprung q = 0 beschreibt, die im Falle eines freien Teilchens von ei-
nem Zerfließen der Wellenpakete herru¨hrt und im Falle des geda¨mpften Oszillators durch
die Bewegung der koha¨renten Zusta¨nde zum Zentrum. Eine Vergro¨ßerung des U¨berlapps
der Wellenpakete versta¨rkt auch das Interferenzmuster und wirkt der Dekoha¨renz entge-
gen. In der Abbildung 6.7a ist zu erkennen, dass der Interferenzterm Pint im Ortsraum (bei
q = 0) ein Maximum nach der Zeit t ≈ τs erreicht, obwohl die Dekoha¨renzfunktion ∆q(t)
zu diesem Zeitpunkt schon auf einen Wert unter 10−4 abgefallen ist. Die Funktion ∆q(t)
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u¨berscha¨tzt somit die Abschwa¨chung des Dekoha¨renzmusters im Ortsraum, da der zur glei-
chen Zeit stattfindende Anstieg des Anteils Pcoh im Nenner des Ausdrucks (6.38) zu einer
Verringerung des Quotienten beitra¨gt. Da das anfa¨ngliche Interferenzmuster zuna¨chst im Im-
pulsraum vorhanden ist, wie aus Abb. 6.6 zu erkennen ist, ist die Dekoha¨renz zuna¨chst auch
dort
”
wirksam“. Die durch die Funktion ∆p(t) gescha¨tzte Dekoha¨renzzeitskala in Abb. 6.7a
ist deshalb sogar noch einmal um einiges ku¨rzer als die sich durch ∆q(t) ergebende. Außer-
halb des Schwachkopplungslimes ist die Verwendung der obigen Dekoha¨renzmaße deshalb
mit Vorsicht zu genießen, da die jeweilige Zeitskala des Dekoha¨renzprozesses von der Art der
anfa¨nglichen Superposition abha¨ngig ist. Die Verwendung geeigneter Phasenraummaße wie
der Norm µI = Tr[ρ
2
I(t)] ∼
∫
dqdpW 2I (q, p, t) vermeidet dieses Problem, indem sowohl durch
die Quotientenbildung hervorgerufene U¨berlagerung der Effekte vermieden wird als auch die
anfa¨ngliche Superposition korrekt erfasst wird.
6.3.1.6 Dekoha¨renz ohne Dissipation im QBM-Modell?
Neben dem eben beschriebenen Problem der Definition von Dekoha¨renzmaßen in unterschied-
lichen Basisdarstellungen, die außerhalb des Regimes τs  τd  τγ fu¨r Abweichungen der
Dekoha¨renzzeitskala um einige Gro¨ßenordnungen fu¨hren kann, ergibt sich ein weiteres Pro-
blem durch die Wahl der Pra¨paration des Anfangszustands. Bisher wurden reine Anfangs-
zusta¨nde betrachtet. Ford, Lewis und O’Connell [153, 158] leiteten nun unter der Annahme
eines anfa¨nglichen thermischen Zustands (mit Maxwell-Boltzmann-Verteilung der anfa¨ngli-
chen Impulse) im Rahmen des QBM-Modells ab, dass Dekoha¨renz auch ohne gleichzeitige
Dissipation auftreten ko¨nnte. Die resultierende Dekoha¨renzzeit sei demnach unabha¨ngig vom
Kopplungsparamter γ und Dekoha¨renz trete auch fu¨r γ → 0 auf und mitunter zeige sich
Dekoha¨renz nur im Ortsraum, nicht jedoch im Impuls- oder Phasenraum [154]. Da dieses
Ergebnis im scheinbaren Widerspruch zu den im Kapitel 6.2 abgeleiteten Zeitskalen steht,
wird im Folgenden kurz kritisch auf die Argumentation obiger Autoren eingegangen. Bis-
her wurden als Anfangszusta¨nde reine Zusta¨nde mit Purity µ(0) = 1 gewa¨hlt. Da reine
Zusta¨nde eine idealisierende Annahme darstellen die experimentell nur schwierig zu realisie-
ren ist, wurde von obigen Autoren ein Anfangszustand mit thermischer Verteilung der in den
zeitabha¨ngigen Anteil der Wellenfunktion ψp(q) = ψ±q0(q)eipq eingehenden Impulse verwen-
det. Zum Zeitpunkt t = 0 liegt somit eine gemischter Zustand mit einer Impuls-Unscha¨rfe in
der Gro¨ßenordnung von λ−1th =
√
mkT vor, dessen Dichtematrix durch
ρth(q, q′, 0) =
λth√
2pi
∫
dp e−
p2λth
2
+ip(q−q′)|ψp〉〈ψp| = e
− (q−q′)2
2λ2
th ρ±q0(q, q
′, 0) (6.42)
gegeben ist, wobei ρ±q0(q, q′, 0) die Dichtematrix des bisher verwendeten reinen Anfangszu-
stands darstellt. Die von den Autoren daraus abgeleitete Dekoha¨renzzeit von τ ∗d =
√
m
kT
σ20
q0
ist
offensichtlich unabha¨ngig von γ. Allerdings ist aus dem Ausdruck (6.42) ersichtlich, dass die-
se Abschwa¨chung der Nichtdiagonalelemente kein dynamischer Prozess ist, sondern vielmehr
schon durch die Wahl eines thermischen Anfangszustand vorgegeben wurde. In Abbildung
6.8 ist ein Beispiel fu¨r Zustand (6.42) dargestellt. Wie bereits in einem Kommentar von
Gobert et al. [161] klargestellt, sollte durch eine nicht-perfekte Pra¨paration hervorgerufe-
ne Abschwa¨chung des Interferenzterms der anfa¨nglichen Superposition nicht mit dem De-
koha¨renzprozess verwechselt werden. Letzterer ist ein dynamischer Prozess, der im Falle der
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durch die HPZ-Mastergleichung beschriebenen Quanten-Brownschen Bewegung nur fu¨r γ > 0
auftritt. Fu¨r γ = 0 ist die zeitliche Entwicklung unita¨r und es findet keine Dekoha¨renz statt.
Unabha¨ngig davon, ob es sich bei dem anfa¨nglichen Zustand um einen koha¨renten Zustand,
einen Besetzungszustand oder eine sonstige beliebige Superposition handelt – Dekoha¨renz ist
im QBM-Modell immer mit Dissipation verbunden.
PSfrag replacements
ρth±α(q, q′, t = 0)
PSfrag replacements
ρth±α(q, q′, t = 0)
W th±α(q, p, t = 0)
Abbildung 6.8: Beispiel fu¨r einen thermischen Anfangszustand (6.42) einer Cat-State-
Superposition zweier koha¨renter Zusta¨nde |ψα〉. Die Nicht-Diagonalelemente der Dichtematrix
im Ortsraum (linke Seite) und das oszillierende Interferenzmuster der Wigner-Funktion im
Phasenraum (rechte Seite) sind bereits im Anfangszustand abgeschwa¨cht.
6.3.2 Dekoha¨renz mikroskopischer Superpositionen
Im Folgenden soll die Dekoha¨renz mikroskopischer Superpositionen anhand der zeitliche Ent-
wicklung einzelner Dichtematrixelemente in der Fockraumdarstellung untersucht werden. Mi-
kroskopische Superpositionen in Form der U¨berlagerungen von Grundzustand und ersten bzw.
zweiten angeregten Zustand wurden bereits in Kapitel 6 eingefu¨hrt. Die zeitliche Entwicklung
der Superposition |0〉+|1〉 kann fu¨r tiefe Temperaturen als effektives zwei Niveau-Systems auf-
gefasst werden. Ein Vergleich mit der Bloch-Mastergleichung eines Zweiniveau-Systems stellt
deshalb eine einfache Mo¨glichkeit dar, nicht-Markovsche Effekte in einem Qubit-System zu
untersuchen. Anschließend wird die Dynamik einer mikroskopischen Superposition in Form
von |0〉+ |2〉 mit der makroskopischen Superposition |α+〉+ |α−〉 zweier koha¨renter Zusta¨nde
verglichen, die fu¨r geeignet gewa¨hlten Parameter |α0| eine große augenscheinliche A¨hnlich-
keit im Fock- und im Phasenraum aufweisen. Dabei soll die Frage gekla¨rt werden, ob sich
die Dekoha¨renz der Nichtdiagonalelemente in der Orts- bzw. Phasenraumdarstellung in der
entsprechenden Dynamik der Nichtdiagonalelemente in Fockraumdarstellung widerspiegelt.
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6.3.2.1 Effektives Zwei-Niveau-System versus Qubit-Dekoha¨renz
Bisher wurde der Dekoha¨renzprozess anhand der Norm (Purity) des Interferenzterms un-
tersucht. Im Falle einer Superposition von Grundzustand und einem beliebigen angeregten
Zustand |0〉 + |n〉 ergibt sich diese mit αt = 1√2(q + ip)e−γt/2 zu
µI0n(t) =
1
4pi
∫
dpdq
[
〈0|Dˆ(αt)|n〉+ 〈n|Dˆ(αt)|0〉
]2
= µn+10 (t)e
−nγt. (6.43)
Fu¨r T → 0 bzw. µ0 ≈ µ∞ ≈ 1 ist folglich µi0n(t) ≈ 12e−nγt und damit τd = (nγ)−1 ein
Maß fu¨r die Zeitskala auf der Purity der Nichtdiagonalelemente verschwindet [163, 143].
Je ho¨her einer der u¨berlagerten Zusta¨nde angeregt ist, desto schneller verla¨uft folglich die
Dekoha¨renz. Die Dynamik einzelner Dichtematrixelemente erha¨lt man aus der zeitabha¨ngigen
charakteristischen Funktion χ(α, t) u¨ber
ρˆnm(t) =
∫
d2α
2α
χ(α, t)〈n|Dˆ(α)|m〉, (6.44)
wobei fu¨r 〈n|Dˆ(α)|m〉 durch die Relationen (5.60) fu¨r symmetrische Ordnung gelten. Bei-
spielsweise hat die zeitabha¨ngige charakteristische Funktion fu¨r die Relaxation aus dem
anfa¨nglichen Grundzustand ρˆ(0) = |0〉〈0| die Form
χ(α, t) = exp
[
|α|2/2− 〈a
2(t)〉
2
α2 − 〈a
†2(t)〉
2
α∗2 − 〈a(t)a†(t)〉|α|2
]
, (6.45)
aus der sich dann die Zeitabha¨ngigkeit der ersten beiden Niveaus ρ00(t) and ρ11(t) auf einfache
Weise zu
ρ00(t) =
[
〈aa†〉2 − 〈a2〉〈a†2〉
]−1/2
, (6.46)
ρ11(t) = ρ00(t)− 〈aa†〉
[
〈aa†〉2 − 〈a2〉〈a†2〉
]−3/2
(6.47)
ergibt, wobei die Momente der Erzeugungs- und Vernichtungsoperatoren u¨ber
〈aa†(t)〉 = mω0
2h¯
〈x2(t)〉+ 〈p
2(t)〉
2mh¯ω0
+
1
2
, (6.48)
〈a2(t)〉〈a†2(t)〉 =
(
mω0
2h¯
〈x2(t)〉 − 〈p
2(t)〉
2mh¯ω0
)2
+
(
m
2h¯
d
dt
〈x2(t)〉
)2
(6.49)
mit den Lo¨sungen der quantenmechanischen Langevin-Gleichung (3.24) zusammenha¨ngen.
Der fu¨r T > 0 auftretende Verlust an ho¨here Niveaus, ρleak = 1 − ρ00(t) − ρ11(t), wird
als Leakage bezeichnet. Fu¨r Superpositionen des Grundzustands mit ho¨heren Niveaus erge-
ben sich kompliziertere Ausdru¨cke, die mit Hilfe des Ausdrucks (5.50) fu¨r die Purity des
Grundzustands vereinfacht werden ko¨nnen. Aus der Lo¨sung (5.36) der Born-Markovschen
Mastergleichung (2.14) erha¨lt fu¨r die anfa¨ngliche Superposition (|0〉 + |1〉)/√2 die folgende
Entwicklung der niedrigsten Dichtematrixelemente:
ρ00(t) =
2µ0(t)
[1 + µ0(t)]2
[
1 + µ0(t)
(
1− e−γt)] , (6.50)
ρ11(t) =
2µ0(t)
[1 + µ0(t)]3
[
1− µ20(t)− µ0(t)e−γt(1− 3µ0(t))
]
, (6.51)
ρ10(t) =
2µ0(t)
[1 + µ0(t)]2
e−iω0t−γt/2, (6.52)
ρleak(t) = 1− ρ00(t)− ρ11(t), (6.53)
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mit den stationa¨ren Werten fu¨r ρ00 = 1 − e−βh¯ω0 , ρ11 = ρ00e−βh¯ω0 und ρ01 = ρ10 = 0 und
ρleak = e
−2βh¯ω0 . Fu¨r tiefe Temperaturen la¨sst sich die Dynamik mit der eines Qubit-Systems
vergleichen. Die Lo¨sung der Bloch-Mastergleichung (2.19) ist bereits in Gl. (2.20) angegeben
und lautet explizit
ρ2LS00 (t) = ρ00(0)e
−γt/µ∞ +
1
1 + e−βh¯ω0
(
1− e−γt/µ∞
)
, (6.54)
ρ2LS11 (t) = 1− ρ00(t), (6.55)
ρ2LS10 (t) = ρ10(0)e
−iω0t−γt/2µ∞ , (6.56)
mit den stationa¨ren Werten ρ2LS00 = [1 + e
−βh¯ω0 ]−1 und ρ2LS11 = [1 + eβh¯ω0 ]−1. Die Relaxa-
tionszeiten von Diagonal- und Nichtdiagonalelementen unterscheiden sich um einen Faktor
zwei,
τ2LSγ =
µ∞
γ
=
1
γ
tanhβh¯ω0
T→0−→ 1
γ
, τ2LSd =
2µ∞
γ
=
2
γ
tanhβh¯ω0
T→0−→ 2
γ
(6.57)
wobei das Dephasing bzw. die Phasenda¨mpfung der langsamere Prozess ist. Die stationa¨re
Purity und die Zeitabha¨ngigkeit der Norm des Interferenzterms sind durch
µ(t)2LS
t→∞−→ 1
1 + sech( 12βh¯ω0)
, µ2LSI (t) =
1
2
e−γt/µ∞ (6.58)
gegeben. Die Abbildung 6.9 zeigt Beispiele der zeitlichen Entwicklung bei starker System-
Bad-Wechselwirkung. Die zeitabha¨ngige Frequenzverschiebung δQ(t) des Oszillators ist in
diesem Fall nicht mehr zu vernachla¨ssigen und zeigt sich insbesondere in einer Verschiebung
der Oszillationsfrequenz der Nichtdiagonalelemente, deren ungesto¨rte Oszillationsfrequenz
allgemein durch ρnm(t) ∼ e−i(En−Em)t/h¯ = e−i(n−m)ω0t bestimmt wird. Fu¨r tiefe Tempe-
raturen erfolgt die Relaxation der Diagonalelemente im Vergleich zum Markovschen Fall
verzo¨gert. Die Zeitskalen der Relaxation von Diagonalelementen und Phasenda¨mpfung der
Nicht-Diagonalen unterscheiden sich, wie oben angegeben, um etwa einen Faktor zwei. Diese
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(a) Mittlerer Temperaturbereich kT = 3h¯ω0.
Der erste angeregte Zustand wird zugunsten des
Grundzustands langsamer depopularisiert. Die
Leakage ρleak ist die schwarz gestrichelte Linie.
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(b) Tiefe Temperaturen kT = 10−3h¯ω0. Die Dia-
gonalelemente relaxieren verzo¨gert, bei der Oszil-
lation der Nichtdiagonalelemente wird die anfa¨ng-
liche Frequenzverschiebung deutlich.
Abbildung 6.9: Superposition ψ01 mit Zeitentwicklung der Dichtematrixelemente ρ00 (rot), ρ11 (blau)
und ρ01 (gelb) unter starker System-Bad-Wechselwirkung im Vergleich zum Markovschen Fall (jeweils
gestrichelt). Parameter γ = 0.25mω0 (links) und γ = mω0 (rechts) und Γ = ω0.
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Resultate sind vergleichbar mit den Ergebnissen fu¨r das Jaynes-Cummings Modell des Zwei-
Niveau-Systems mit σ±-Kopplung im nicht-Markovsche Regime [63, 64, 164] und somit in
diesem Fall unabha¨ngig von der Art der System-Bad-Wechselwirkung. Das QBM-Modell in
der Fockraum-Repra¨sentation kann fu¨r tiefe Temperaturen als effektives Zwei-Niveau-System
aufgefasst werden und bietet somit eine einfache Mo¨glichkeit nicht-Markovsche Einflu¨sse bei
Qubit-Systemen zu untersuchen.
6.3.2.2 Mikroskopischer versus makroskopischer Cat-State
Im Folgenden soll die Dekoha¨renz mikroskopischer und makroskopischer Superposition un-
tersucht werden. Mikroskopisch heißt in diesem Zusammenhang eine Superposition aus nur
wenigen Fock-Zusta¨nden, makroskopische Superpositionen sind eine U¨berlagerung sehr vieler
Besetzungszahl-Zusta¨nde (wie es bei koha¨renten Zusta¨nden der Fall ist). Wie bereits in Ab-
schnitt 5.2.3 angedeutet, ist die Superposition ψ02 aus Grundzustand und zweiten angeregten
Zustand gut zum Vergleich mit der Superposition ψ±α zweier koha¨renter Zusta¨nde geeignet.
Die Abbildung 6.10 zeigt diese beiden Zusta¨nde im Fockraum, wobei der Parameter |α| so
gewa¨hlt wurde, dass die Dichtematrixelemente ρ00, ρ02, ρ20 und ρ22 die gleiche anfa¨ngliche
Amplitude aufweisen, wa¨hrend alle Elemente mit ungeraden Kombinationen der Zahlen n,
m verschwinden. Die Zeitentwicklung der Dichtematrixelemente der anfa¨nglichen Superpo-
sition ψ02 ist in Abbildung 6.11a dargestellt. Ein Vergleich mit der Abbildung 6.11b la¨sst
die A¨hnlichkeit zur Entwicklung der Matrixelemente des Zustands ψ±q0 offenkundig werden.
Bei einem genauerem Blick auf die Zeitentwicklung der Nebendiagonalelemente ρ02(t) in Ab-
bildung 6.11c erkennt man allerdings, dass sich ρ02(t) = ρ
coh
02 (t) + ρ
inf
02 (t) aus zwei Anteilen
zusammensetzt, die unterschiedliches Verhalten zeigen. Der Anteil ρcoh02 (t) resultiert von den
Diagonaltermen ρcoh(q, q
′, t) der Dichtematrix in Ortsdarstellung und zeigt nur einen langsam
abfallenden, oszillierenden Verlauf, wa¨hrend der Anteil ρinf02 (t), der von dem Interferenzterm
ρinf(q, q
′t) der Dichtematrix im Ortsraum herru¨hrt, wesentlich sta¨rker geda¨mpft wird. Aus
Abb. 6.11d ist zu ersehen, dass der schnelle Abfall der Anteile ρinfnm allgemein zu beobachten
ist. Die auf die Nichtdiagonalelemente der Dichtematrix in Ortsdarstellung bzw. das Inter-
ferenzmuster im Phasenraum wirksame Dekoha¨renz zeigt sich somit durch ein schnelleres
anfa¨ngliches Abfallen der Dichtematrixelemente der makroskopischen Superposition ψ±q0 im
Vergleich zur mikroskopischen Superposition ψ02.
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Abbildung 6.10: Vergleich der Superpositionen ψ02 (links) und ψ±q0 mit geeignet gewa¨hlter Verschie-
bung q0 = 2
7/4σ0 (rechts). Die Matrixelemente der anfa¨nglichen Dichtematrix von ψ±q0 sind dann
gleich ρ00 = ρ22 = ρ02 = ρ02  ρnm, n,m > 2, sowie ρ11 = ρ01 = ρ10 = 0.
100 KAPITEL 6. DEKOHA¨RENZ VON CV-SYSTEMEN IM QBM-MODELL
0 5 10 15 20
-0.2
0
0.2
0.4
0.6
0.8
1
PSfrag replacements
ω0t
ρ
n
m
(t
)
(a) Superposition ψ02 mit den entsprechenden
Startwerten ρ00 = ρ02 = ρ22 =
1
2
. Bei starker
Kopplung ko¨nnen Nichtdiagonalelemente wie ρ02
fu¨r t→∞ von Null abweichen (vgl. Kap. 4).
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(b) Superposition ψ±q0 . Die Startwerte sind etwas
kleiner als fu¨r ψ02. ρleak (scharz gestrichelt) ist
bereits zu Beginn gro¨ßer als Null, da auch ho¨here
Niveaus besetzt sind (vgl. Abb. 6.10).
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(c) Anteile ρcoh02 (t) (gestrichelt) und ρ
inf
02 (t)
(schwarz) von ρ02(t) (gelb). Die Interferenzanteile
werden wesentlich schneller geda¨mpft.
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(d) Anteile ρcoh22 (t) (gestrichelt) und ρ
inf
22 (t)
(schwarz) von ρ22(t) (violett). Die Interferenzan-
teile werden wesentlich schneller geda¨mpft.
Abbildung 6.11: Vergleich der Superpositionen ψ02 und ψ±q0 in Form der Zeitentwicklung der Dich-
tematrixelemente ρ00 (rot), ρ11 (blau) ρ22 (violett) und ρ02(t) (gelb). Parameter wie in Abb. 6.9b und
Separation q0 = 2
7/4σ0. Die Anteile ρ
coh
nm(t) resultieren von dem Diagonalterm ρcoh(q, q
′, t) der Dichte-
matrix in Ortsdarstellung und zeigen nur einen langsam abfallenden, oszillierenden Verlauf, wa¨hrend
die Anteile ρinfnm(t), die von dem Interferenzterm ρinf(q, q
′, t) der Dichtematrix im Ortsraum herru¨hren,
wesentlich sta¨rker geda¨mpft werden.
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6.4 Zusammenfassung von Kapitel 6
In diesem Kapitel wurden nicht-Markovsche Effekte auf die Dekoha¨renzprozesse von CV-
Systemen im Rahmen des QBM-Modells untersucht. Die HPZ-Mastergleichung wurde dafu¨r
fu¨r unterschiedliche anfa¨ngliche Superpositionszusta¨nde gelo¨st und anschließend die Norm des
Interferenzterms als Dekoha¨renzmaß im Phasenraum berechnet. Anhand eines Vergleichs mit
alternativen Maßen wurde aufgezeigt, dass Phasenraummaße und Dekoha¨renzmaße im Orts-
bzw. Implusraum gerade bei einer nicht-Markovschen Betrachtung mitunter um Gro¨ßenord-
nungen verschiedene Zeitskalen liefern ko¨nnen. Bei der Verwendung der Norm des Interferenz-
terms als Dekoha¨renzmaß hat sich gezeigt, dass der Dekoha¨renzprozess selbst fu¨r ein lineares
Modell wie die quantenmechanische Brownsche Bewegung qualitativ sehr unterschiedliches
Verhalten zeigen kann – der Verlauf kann exponentiell, gaußfo¨rmig, algebraisch (fu¨r ein freies
Teilchen bei tiefen Temperaturen) abfallend, oder sogar durch partielle, periodische Wieder-
kehr bzw. Rekurrenz der Koha¨renz gekennzeichnet sein. Die unterschiedlichen Dekoha¨renz-
Szenarios werden dabei durch das Verha¨ltnis der charakteristischen Zeitskalen des Systems
und des Bades festgelegt. Fu¨r die Grenzfa¨lle einer Dekoha¨renzzeit τd, die wesentlich gro¨ßer
oder wesentlich kleiner als die charakteristische Systemzeit τs ist, wurden Na¨herungslo¨sun-
gen angeben, die unabha¨ngig von den speziellen Systemparametern sind. Die Dekoha¨renzzeit
einer Superposition koha¨renter Zusta¨nde ist abha¨ngig von der Separation |α+−α−| im Pha-
senraum. Im Fall τd  τs ergibt sich das Standardresultat einer mit der quadratischen Sepa-
ration skalierenden Dekoha¨renzrate. Im Gegensatz dazu ist die Beziehung von Dekoha¨renz-
zeit und Separation im Fall von τd  τs nur noch linear in der inversen Separation. Der
U¨bergang zwischen den beiden Regimen erfolgt wenn die Dekoha¨renzzeit in der Gro¨ßenord-
nung der ku¨rzesten Badkorrelationszeit liegt, die durch die Abschneidefrequenz der spektralen
Dichte bestimmt wird. Auf dieser Zeitskala sind die Koeffizienten der HPZ-Mastergleichung
zeitabha¨ngig und fu¨r die nicht-Markovschen Effekte der Nichtgleichgewichtsdynamik ver-
antwortlich. Das mittels der HPZ-Mastergleichung auch nicht-Markovsche Effekte in Zwei-
Niveau-Systemen untersucht werden ko¨nnen, wurde durch einen Vergleich der Dynamik eines
effektiven Zwei-Niveau-Systems bei tiefen Temperaturen gezeigt. Der dafu¨r vorgenommene
U¨bergang zur Fockraumdarstellung hat sich auch im Hinblick auf einen Vergleich mikro-
skopischer und makroskopischer Superpositionen als vorteilhaft erwiesen. Nicht-Markovsche
Effekte sind immer dann zu beru¨cksichtigen, wenn bestimmte Nichtgleichgewichtsprozesse
auf Zeitskalen ablaufen, die wesentlich kleiner sind als die u¨brigen charakteristischen Zeiten
des Systems. Neben Dekoha¨renz von koha¨renten Superpositionen ist das der Verlust nicht-
klassischer Korrelationen (Disentanglement) von urspru¨nglich verschra¨nkten Zusta¨nden. Erst
verschra¨nkte Superpositionszusta¨nde sind relevant fu¨r die Quanten-Informatik und Quanten-
Kommunikation. Dort kommt der Vermeidung von Dekoha¨renz auch besondere Bedeutung
zu. Die nicht-Markovsche Nichtgleichgewichtsdynamik verschra¨nkter Zusta¨nde wird deshalb
nun im folgenden Kapitel untersucht.
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Kapitel 7
Verschra¨nkung von CV-Systemen
im QBM-Modell
”
Entanglement is not one but rather the characteristic trait of quantum mechanics.“
Erwin Schro¨dinger [165]
Die Charakterisierung und Quantifizierung der Verschra¨nkung von quantenmechanischen
Systemen stellt ein aktives Forschungsfeld dar [1, 40], das sich in den letzten Jahren auf
den Bereich der CV-Systeme erweitert hat [166, 167, 168, 169]. Der Pra¨paration und Auf-
rechterhaltung verschra¨nkter CV-Zusta¨nde kommt eine Schlu¨sselrolle bei der erfolgreichen
Implementierung von Techniken der Quantenkryptographie und Quantenteleportation zu.
Zwei Teilsysteme A und B eines gemischten Quantensystems ρ sind separabel bzw. nicht
verschra¨nkt, sofern sich ρ als konvexe Summe der Produktzusta¨nde ρA ⊗ ρB darstellen la¨sst:
ρ =
n∑
j=1
pj ρ
A
j ⊗ ρBj ,
n∑
j=1
pj = 1, pj > 0. (7.1)
Diese notwendige und hinreichende Separabilita¨tsbedingung ist allerdings in dieser Form in
der Praxis nur schwer anwendbar. Peres und Horodecki haben gezeigt [42, 43, 170], dass fu¨r
niedrig-dimensionale Systeme ein experimentell einfacher umzusetzendes Kriterium in Form
der Positivita¨t des partiell transponierten Dichteoperators
ρTB =
∑
j
pj ρ
A
j ⊗ (ρBj )T (7.2)
existiert, das deshalb auch als PPT-Kriterium bezeichnet wird (Positivity of the Partial Trans-
pose). Die Positivita¨t von ρTB ist fu¨r Systeme mit 2 × 2 und 2 × 3 Dimensionen sowohl ein
notwendiges wie auch hinreichendes Kriterium fu¨r die Separabilita¨t des Zustands. Fu¨r dis-
krete Systeme ho¨herer Dimensionen des Hilbert-Raums H = HA⊗HB ist dies nur noch eine
notwendige Bedingung [43, 170]. Im Grenzfall unendlich dimensionaler Systeme – insbesonde-
re fu¨r Gaußsche CV-Systeme – stellt die Positivita¨tsbedingung an die partiell Transponierte
allerdings wieder ein sowohl notwendiges als auch hinreichendes Kriterium dar, wie Simon
[46] gezeigt hat. Dieses PPT-Kriterium fu¨r CV-Systeme soll nun in diesem Kapitel zuna¨chst
in seinen verschiedenen Auspra¨gungen dargestellt werden, um damit im Anschluss die dyna-
mische Entwicklung verschra¨nkter Zwei-Moden-Zusta¨nde in unterschiedlichen Umgebungen
zu analysieren.
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7.1 Definition von Verschra¨nkung kontinuierlicher Systeme
Im Folgenden werden die Verschra¨nkungskriterien fu¨r Systeme mit kontinuierlichen Variablen
dargestellt. Zuna¨chst soll das PPT-Kriterium fu¨r CV-Systeme von Simon erla¨utert werden.
Dieses ist fu¨r die Klasse der zweigeteilten Gaußschen Zusta¨nde mit 1 × 1 ein sowohl hin-
reichendes als auch notwendiges Kriterium [46] und kann auf den Fall mit 1 × n Moden
verallgemeinert werden [171]. Fu¨r Gaußsche Zusta¨nde mit n × m Moden la¨sst sich dieses
Kriterium allerdings nur in Ausnahmefa¨llen anwenden (fu¨r bisymmetrische Zusta¨nde [169]).
Ein auch fu¨r nicht-Gaußsche Zusta¨nde hinreichendes Kriterium wurde von Duan et al [47]
entwickelt. Dieses baut auf Unscha¨rferelationen und EPR-Korrelationen von CV-Systemen
[172] auf. Fu¨r Gaußsche Zusta¨nde liefert dieses Kriterium die gleichen Vorhersagen.
7.1.1 Verschra¨nkung bei Gaußschen Zwei-Moden-Zusta¨nden
Die Verschra¨nkungseigenschaften und Separabilita¨tskriterien von Gaußschen Zusta¨nden wa-
ren in den letzten Jahren vielfach Untersuchungsgegenstand und konzentrieren sich insbeson-
dere auf den Fall zweier Gaußscher Moden [173, 174, 175, 176, 177]. Diese sind durch ihre
Kovarianz vollsta¨ndig charakterisiert. Mit den daraus gewonnenen symplektischen Invarian-
ten lassen sich Separabilita¨tskriterien aufstellen. Durch Transformation der Kovarianzmatrix
auf bestimmte Standardformen lassen sich diese Kriterien weiter vereinfachen.
7.1.1.1 Charakterisierung durch symplektische Invarianten
Die Darstellung der Verschra¨nkung von CV-Systemen konzentriert sich im Folgenden auf
Gaußsche Zwei-Moden-Zusta¨nde. Die Verteilung der Koordinaten q1, q2 und Impulse p1, p2
im semi-klassischen Phasenraum wird durch eine gaußfo¨rmige Wigner-Funktion
W (X) =
1
4pi2
√
detV
exp
[
−1
2
XV−1XT
]
mit X = (q1, p1, q2, p2) (7.3)
beschrieben. Die Elemente der 4× 4-Kovarianz Matrix
V =
(
A C
CT B
)
mit Vij =
1
2
〈XiXj +XjXi〉 − 〈Xj〉〈Xi〉 (7.4)
charakterisieren diesen Zustand folglich vollsta¨ndig, wobei die kanonischen Kommutator-
Relationen der Koordinaten Xi in Form von
[Xi, Xj ] = ih¯Ωij mit Ω =
(
J 0
0 J
)
und J =
(
0 1
−1 0
)
(7.5)
gegeben sind. Den vier lokalen symplektischen Invarianten in Form von Determinanten der
einzelnen Kovarianzmatrizen A, B, C und V kommt besondere Bedeutung zu. Zusammen
mit den aus der Matrix |iΩV | gewonnenen symplektischen Eigenwerten
ν± =
1√
2
[
∆V ±
√
∆2V − 4 det V
] 1
2
mit ∆V = detA+ detB + 2detC, (7.6)
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die V in die Kovarianzmatrix ν = diag {ν−, ν−, ν+, ν+} u¨berfu¨hren, ko¨nnen die Bedingungen
der Heisenbergschen Unscha¨rferelation in Form der folgenden a¨quivalenten Ungleichungen
angegeben werden:
V +
i
2
Ω ≥ 0 bzw. (7.7)
ν− ≥ 1
2
bzw. (7.8)
detV +
1
16
− 1
4
∆V ≥ 0 bzw. (7.9)
detV +
1
16
− 1
4
(detA + detB + 2detC) ≥ 0 (7.10)
mit detV = detAdetB + (detC)2 − Tr (AJCJBJCTJ) , (7.11)
wobei hier, wie auch im Folgenden, h¯ = 1 gesetzt wurde.
7.1.1.2 PPT-Inseparabilita¨tskriterium fu¨r Gaußsche CV-Systeme
Das PPT -Kriterium von Peres und Horodecki sagt aus, dass ein bipartiter Quantenzustand
dann und nur dann separabel ist, wenn die Positivita¨t des partielle Transposition des Dich-
teoperators gegeben ist. Im Falle kontinuierlicher Systeme hat die (partielle) Transposition
des Dichteoperators eine anschauliche geometrische Interpretation in Form einer Spiegelung
der Wigner-Funktion im Phasenraum:
ρ → ρT ⇔ W (q, p) → W (q,−p). (7.12)
Im Falle eines Gaußschen Zwei-Moden-Zustands geht deshalb die partielle Transposition ρT1
des Dichteoperators mit einem Vorzeichenwechsel bei jenen Elementen der Kovarianzmatrix V
einher, die den Impuls p1 des ersten Systems mit der Ortsvariablen q2 oder dem Impuls p2 des
zweiten Systems verbinden. Bezogen auf die symplektischen Invarianten korrespondiert dies
mit einem Vorzeichenwechsel in der Determinante detC, so dass sich fu¨r die symplektischen
Eigenwerte des partiell transponierten Zustands ρ˜ ergibt:
ν˜± =
1√
2
[
∆˜V ±
√
∆˜2V − 4 det V
] 1
2
mit ∆˜V = detA+ detB − 2 detC. (7.13)
Die Heisenberg-Bedingungen (7.7)-(7.10) ko¨nnen damit umgeschrieben werden zu den folgen-
den notwendigen und hinreichenden Separabilita¨tsbedingungen [46]
V +
i
2
Ω˜ ≥ 0 mit Ω˜ =
(
J 0
0 −J
)
bzw. (7.14)
ν˜− ≥ 1
2
bzw. (7.15)
detV +
1
16
− 1
4
(detA + detB + 2|detC|) ≥ 0. (7.16)
Weiterhin kann gezeigt werden [46], dass ein Zwei-Moden-Zustand nicht verschra¨nkt ist, falls
detC ≥ 0. (7.17)
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Dies ist jedoch nicht hinreichend fu¨r das Vorliegen eines separablen Zustands. Fu¨r detC ≤ 0
kann der Zustand entweder verschra¨nkt sein oder auch nicht. Aus Gleichung (7.16) zusammen
mit dem Ausdruck (7.11) folgt, dass ein Quantenzustand nur dann separabel ist, wenn gilt
detAdetB +
(
1
4
− |detC|
)2
− Tr(AJCJBJCTJ)− 1
4
(detA + detB) ≥ 0. (7.18)
Dies ist das Separabilita¨tskriterium von Simon [46], das auch als PPT-Kriterium fu¨r CV-
Systeme bezeichnet wird und ein sowohl notwendiges als auch hinreichendes Kriterium fu¨r
das Vorliegen von CV-Verschra¨nkung darstellt.
7.1.1.3 Standardformen der Kovarianzmatrix
Obiges Separabilita¨tskriterium la¨sst sich weiter vereinfachen, indem die Kovarianzmatrix
durch lokale symplektische Operationen auf Standardform gebracht wird. Es existieren dabei
zwei Standardformen, die als Typ I und Typ II bezeichnet werden. Diese Standardformen
lauten
VI =


a 0 c+ 0
0 a 0 c−
c+ 0 b 0
0 c− 0 b

 und VII =


n1 0 c1 0
0 n2 0 c2
c1 0 m1 0
0 c2 0 m2

 . (7.19)
Dabei sind die Kovarianzen a, b, c+ und c− der Standardform VI durch die vier symplektischen
Invarianten gegeben:
detA = a, detB = b, detV = (ab− c2+)(ab− c2−), detC = c+c−. (7.20)
Die Elemente der zweiten Standardform VII erfu¨llen die folgenden Relationen:
n1 − 1
m1 − 1 =
n2 − 1
m2 − 1 , (7.21)
|c1| − |c2| =
√
(n1 − 1)(m1 − 1)−
√
(n2 − 1)(m2 − 1). (7.22)
Mit Hilfe der Standardform VI kann das Simon-Kriterium (7.18) auch in der folgenden Form
geschrieben werden:
4(ab− c2+)(ab− c2−)−
1
4
− (a2 + b2)− 2|c+c−| ≥ 0. (7.23)
Mit Hilfe der Standardform VII haben Duan et al [47] ein alternatives Separabilita¨tskriteri-
um hergeleitet, welches nicht auf der partiellen Transposition beruht, sondern ausschließlich
Unscha¨rferelationen fu¨r gewisse Varianzen nutzt. Dieses Kriterium wird im folgenden Ab-
schnitt dargestellt.
7.1.1.4 EPR-Separabilita¨tskriterium
Einstein, Podolsky und Rosen [126] ero¨rterten die Frage nach der Vollsta¨ndigkeit der Quan-
tenmechanik im Rahmen eines Systems zweier Teilchen mit perfekter (Anti-)Korrelation in
7.1. DEFINITION VON VERSCHRA¨NKUNG KONTINUIERLICHER SYSTEME 107
Ort und Impuls. Bezogen auf die hier verwendete Terminologie, handelt es sich dabei folg-
lich um ein System mit kontinuierlichen Variablen, genauer gesagt um den Extremfall eines
Zwei-Moden-System dessen Wellenfunktion im Orts- bzw. Impulsraum jeweils deltafo¨rmig
ist,
ψ(q1, q2) → δ(q1 − q2) und ψ(p1, p2) → δ(p1 + p2). (7.24)
Dieser Zustand kann aufgefasst werden als Grenzfall eines extrem gequetschten Zwei-Moden-
Zustands (5.22) mit ξ → ∞. Gequetschte Zwei-Moden-Zusta¨nde werden deshalb im Folgen-
den auch als Quasi-EPR-Zusta¨nde bezeichnet. Erst nachdem Bohm die Fragestellung des
EPR-Paradoxons auf ein Spinsystem u¨bertrug [178, 179], konzentrierte sich die Debatte u¨ber
den nichtlokalen Charakter der Quantenmechanik aus Systeme mit diskreten Variablen, so
dass auch Bell seine beru¨hmten Ungleichungen fu¨r solche Systeme formulierte [41]. Seitdem
Systeme kontinuierlicher Variablen in den letzten Jahren an Aufmerksamkeit gewonnen ha-
ben, werden EPR-Korrelationen auch wieder an CV-Systemen untersucht [180, 172]. Das
Inseparabilita¨tskriterium von Duan et al [47] ist ein Beispiel hiefu¨r und basiert auf der
Bestimmung der Varianz eines Paares von Operatoren des Einstein-Podolsky-Rosen Typs
(EPR-Operatoren). Es liefert ein hinreichendes Kriterium fu¨r die Verschra¨nkung beliebiger
bipartiter CV-Systeme. Fu¨r alle Gaußschen Zusta¨nde ist es zusa¨tzlich auch ein notwendiges
Kriterium und ist dem PPT-Kriterium a¨quivalent. Ausgangspunkt ist die Definition eines
Paares von EPR-Operatoren
uˆ = |a|qˆ1 + 1
a
qˆ2, und vˆ = |a|pˆ1 − 1
a
pˆ2, (7.25)
mit den geltenden Kommutator-Relation [qˆk, pˆj ] = iδkj , j, k = 1, 2. Dann gilt das
EPR-Separabilita¨tskriterium [47]: Fu¨r jeden separablen Quantenzustand ρ, erfu¨llt die ge-
meinsame Varianz des in Gl. (7.25) definierten Paares von EPR-Operatoren die Ungleichung
〈(∆uˆ)2〉ρ + 〈(∆vˆ)2〉ρ ≥ a2 + 1
a2
. (7.26)
Speziell gilt fu¨r einen separablen Gaußschen Zustand, der durch die Standardform VII dar-
gestellt wird, dass die obige Ungleichung (7.26) erfu¨llt wird durch das folgende Paar von
EPR-Operatoren:
uˆ = |a0|qˆ1 − 1
a0
c1
|c1| qˆ2, vˆ = |a0|pˆ1 −
1
a0
c2
|c2| pˆ2, mit a
2
0 =
√
m1 − 1
n1 − 1 =
√
m2 − 1
n2 − 1 . (7.27)
Aus der Standardform VII la¨sst sich damit als Separabilita¨tskriterium fu¨r n1 = m1 und
n2 = m2 herleiten [181]:
(n1 − |c1|) (n2 − |c2|)− 1 ≥ 0. (7.28)
Ein zu Ungleichung (7.26) a¨hnliches, allerdings schwa¨cheres (lediglich notwendiges) Separa-
bilita¨tskriterium wurde bereits von Tan [182] hergeleitet und lautet
〈(∆uˆ)2〉 · 〈(∆vˆ)2〉 ≥ 1. (7.29)
Eine anschauliche Anwendung der Kriterien (7.28) und (7.29) findet sich fu¨r das System
zweier gekoppelter Moden aus Kapitel 5.1.2.4. Hier ist das Paar EPR-artiger Operatoren fu¨r
a = 1 u¨ber Schwerpunktkoordinate R und Relativimpuls px durch u = 2R = (q1 + q2) und
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v = 2px = (p1−p2) gegeben. Aus Ungleichung (7.28) und der Kovarianzmatrix (5.33) gewinnt
man somit (mit expliziter Beru¨cksichtigung von h¯):(
〈q2j 〉 −
1
2
|〈{q1, q2}〉|
)(
〈p2j〉 −
1
2
|〈{p1, p2}〉|
)
≥ h¯
2
4
fu¨r j = 1, 2 (7.30)
wobei ein symmetrischer Zustand mit 〈q21〉 = 〈q22〉 und 〈p21〉 = 〈p22〉 vorausgesetzt wurde.
A¨quivalent ergibt sich aus Bedingung (7.29) mit den speziell gewa¨hlten EPR-Operatoren
〈(q1 + q2)2〉〈(p1 − p2)2〉 ≥ h¯2 bzw. 〈R2〉〈p2x〉 ≥
h¯2
16
. (7.31)
Fu¨r 〈{q1, q2}〉 < 0 und 〈{p1, p2}〉 > 0 stimmen also beide Kriterien u¨berein. Im Falle einer
thermischen Umgebung mit inverser Temperatur β sind die Korrelationen der Normalmoden
zweier identischer aber unterscheidbarer Oszillatoren (m1,2 = m, ω1,2 = ω0) gegeben durch
〈R2〉 = h¯4mΩr coth(12βh¯Ωr) und 〈p2x〉 = h¯4mΩx coth(12βh¯Ωx), wobei die Normalfrequenzen Ωr,
Ωx durch die konkrete Form der Kopplung zwischen den beiden Oszillatoren bestimmt wird.
Damit lautet die Bedingung (7.31) fu¨r Separabilita¨t folglich
Ωx
Ωr
− tanh(1
2
βh¯Ωr) tanh(
1
2
βh¯Ωx) ≥ 0, (7.32)
und ist fu¨r zwei unterschiedliche Kopplungen H12 zwischen den Oszillatoren in Abb. 7.1 im
Vergleich zu den anderen Separabilita¨tskriterien dargestellt. Im Hochtemperatur-Grenzfall
kT  h¯Ωr ≥ h¯Ωx ist der Zustand immer separabel, da sich aus (7.31) in diesem Fall als Be-
dingung fu¨r das Vorliegen von Verschra¨nkung h¯Ωr ≤ 2kT ergibt, was der Hochtemperatur-
Annahme widerspricht. Fu¨r T → 0 ist die Ungleichung fu¨r Ωr ≥ Ωx verletzt, was fu¨r die
Normalfrequenzen bei gewa¨hlter Kopplung immer gilt. Der (reine) Vakuumzustand ist somit
immer verschra¨nkt. Dazwischen existiert eine kritische Temperatur Tc, bei der in Abha¨ngig-
keit der Kopplungssta¨rke λ der U¨bergang von Verschra¨nkung zu Separabilita¨t stattfindet.
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Abbildung 7.1: Temperaturabha¨ngigkeit der Separabilita¨tskriterien (7.18) (gelbe Linie), (7.28) (gru¨ne
Linie) und (7.32) (blaue Linie), sowie die logarithmische Negativita¨t (7.41) (rote Linie) fu¨r zwei
gekoppelte harmonische Oszillatoren. Die Abbildungen (a) und (b) unterscheiden sich in der Form des
gewa¨hlten Wechselwirkungs-Hamilton-OperatorsH12. Der Kopplungsparameter ist jeweils λ
2 = 0.9ω2.
Am Schnittpunkt aller Kurven mit der Abszisse liegt die kritische Temperatur, die von der konkreten
Form der Kopplung abha¨ngt. Wird diese Temperatur u¨berschritten, ist der Zustand separabel.
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7.1.1.5 Separabilita¨tskriterium auf Basis der Purity
Die bisher vorgestellten Kriterien basierten auf den zweiten Momenten der Orts- und Im-
pulsoperatoren bzw. den Quadraturen der elektromagnetischen Feldmoden. Die experimen-
telle Bestimmung der Verschra¨nkung zwischen Gaußschen Zwei-Moden Zusta¨nden gema¨ß
obigen Ungleichungen erfordert die Messung bzw. Rekonstruktion aller zweiten Momente
des Gaußschen Feldes. Einen alternativen Zugang bietet die Klassifizierung von Gaußschen
Zusta¨nden u¨ber die Purities des Gesamtsystems und der reduzierten Teilsystems. Adesso et
al [167, 183, 168] haben folgende Klassifizierung von Gaußschen Zusta¨nden, in Abha¨ngigkeit
der Purity µ des gesamten Zwei-Moden-Systems und den Purities µ1 und µ2 der reduzierten
Dichtematrizen jeweils einer Mode hergeleitet:
µ1µ2 ≤ µ ≤ µ1µ2
µ1 + µ2 − µ1µ2 ⇒ separabel, (7.33)
µ1µ2
µ1 + µ2 − µ1µ2 < µ ≤
µ1µ2√
µ21 + µ
2
2 − µ21µ22
⇒ Koexistenz, (7.34)
µ1µ2√
µ21 + µ
2
2 − µ21µ22
< µ ≤ µ1µ2
µ1µ2 − |µ1 − µ2| ⇒ verschra¨nkt, (7.35)
wobei die Purities mit den symplektischen Invarianten (7.20) u¨ber
µ1 =
h¯
2
√
detA
, µ2 =
h¯
2
√
detB
, (7.36)
µ =
h¯
4
√
detV
=
h¯
4
√(
1
4µ1µ2
− c2+
)(
1
4µ1µ2
− c2−
) , (7.37)
mit c± =
√
µ1µ2
4
(− ± +), und ± =
√[
detC +
µ21 + µ
2
2 − (µ1 ± µ2)2
µ21µ
2
2
]2
− 4
µ2
zusammenha¨ngen. Die Kenntnis der Purity des Gesamtsystems und der Teilsysteme erlaubt
deshalb die Verschra¨nkung von Gaußschen Zwei-Moden-Zusta¨nden auf einfache Weise zu
charakterisieren, und wird im Rahmen der Dynamik in Ein- und Zwei-Reservoir-Modellen in
Abschnitt 7.3 eingesetzt.
7.1.1.6 Verschra¨nkungsmaße fu¨r Gaußsche Zusta¨nde
Praktisch alle bisher entwickelten Verschra¨nkungsmaße beruhen auf einer kompletten Kennt-
nis des zugrundeliegenden Quantenzustands (dessen Rekonstruktion allerdings keine triviale
experimentelle Aufgabe ist). Die Negativita¨t bzw. logarithmische Negativita¨t [44], zusammen
mit dem Entanglement of Formation [45], sind dabei die beiden wichtigsten Verschra¨nkungs-
maße fu¨r Gaußsche Zusta¨nde und werden in diesem Abschnitt vorgestellt.
Sofern die vier symplektischen Invarianten des Gaußschen Zwei-Moden-Zustands bekannt
sind, kann die Negativita¨t bestimmt werden. Mit der Norm ||ρ˜||1 = Tr
√
ρ˜†ρ˜ (allg: Schatten
p-Norm ||ρ||p = (Tr|ρ|p)1/p) der partiellen Transponierten ρ˜ des Quantensystems ρ ist die
Negativita¨t definiert als
N (ρ) = ||ρ˜||1 − 1
2
, (7.38)
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was dem Betrag der Summe aller negativen Eigenwerte von ρ˜ entspricht und fu¨r nicht-
verschra¨nkte Zusta¨nde verschwindet. Die so definierte Negativita¨t ist ein Entanglement Mono-
tone und kann deshalb als Verschra¨nkungsmaß in zusammengesetzten Systemen herangezogen
werden. Die logarithmische Negativita¨t
EN (ρ) = log2 ||ρ˜||1 (7.39)
ist zudem eine additive Gro¨ße. (Der exakte Wert der Negativita¨t, der nur durch nicht-lokale
Messungen erhalten werden kann – kann auch durch eine Messung der partiellen und kom-
pletten Purities abgescha¨tzt werden). Mittels der symplektischen Eigenwerte ν˜± des partiell
transponierten Zustands ρ˜ la¨sst sich die (logarithmische) Negativita¨t auch schreiben als:
N (ρ) = max
{
0,
1− 2ν˜−
4ν˜−
}
, (7.40)
EN (ρ) = max {0,− ln 2ν˜−} . (7.41)
Das Entanglement of Formation kann nur fu¨r symmetrische Gaußsche Zusta¨nde (detA =
detB) analytisch bestimmt werden und lautet in diesem Fall [184]:
Ef (ρ) = g
(
2
√
detA− detC−
√
Tr (AJCJBJCTJ)− 2 detAdetC
)
, (7.42)
mit Funktion g(x) = c+(x) log2[c+(x)]− c−(x) log2[c−(x)], wobei c±(x) =
(
x−1/2 ± x1/2)2 /4.
Fu¨r symmetrische Zusta¨nde ist Ef (ρ) ebenso wie EN (ρ) eine monoton fallende Funktion
von ν˜− und deshalb ein vollkommen zu EN (ρ) a¨quivalentes Verschra¨nkungsmaß. Andernfalls
liefern die beiden Verschra¨nkungsmaße unterschiedliche Reihenfolgen bei der Verschra¨nkung-
klassifizierung [185].
Ein Maß fu¨r die gesamten klassischen sowie nicht-lokalen Korrelationen in einem Gauß-
schen Zwei-Moden-Zustand ist durch die wechselseitige Information (mutual information)
I(ρ) = Sv(ρ1) + Sv(ρ2)− Sv(ρ) (7.43)
gegeben, die mit Hilfe der von Neumann Entropie Sv(ρ) des gesamten Zwei-Moden-Zustands
und den Entropien der reduzierten Zusta¨nde ρ1 = Tr2[ρ] und ρ2 = Tr1[ρ] bestimmt wer-
den kann. Die von Neumann Entropie des Gesamtsystems ergibt sich dabei allerdings nicht
durch die nur fu¨r Ein-Moden-Zusta¨nde gu¨ltige Beziehung (4.19) aus der Purity µ des Ge-
samtsystems, sondern ist durch die symplektischen Eigenwerte (7.6) der Kovarianzmatrix
(7.4) bestimmt [174]:
Sv(ρ) = f(ν−) + f(ν+) mit f(x) = (x+
1
2
) ln(x+
1
2
)− (x− 1
2
) ln(x− 1
2
). (7.44)
Die Entropien der reduzierten Ein-Moden-Zusta¨nde ergeben sich hingegen aus der bereits in
Kapitel 4 bekannten Beziehung (4.19) aus den Purities µ1 und µ2 der Teilsysteme
Sv(ρ1) = f
(
1
2µ1
)
und Sv(ρ2) = f
(
1
2µ2
)
. (7.45)
Zu beachten ist, dass die von Neumann Entropie im Allgemeinen nur im Ein-Moden-Fall eine
monoton wachsende Funktion der linearen Entropie und damit der Purity ist, so dass nur
in diesem Fall die beiden Gro¨ßen von Neumann Entropie und lineare Entropie die gleiche
Charakterisierung von gemischten Zusta¨nden liefern.
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7.1.2 Verschra¨nkungsmaße fu¨r nicht-Gaußsche Zusta¨nde
7.1.2.1 Concurrence und Tangle fu¨r verschra¨nkte koha¨rente Zusta¨nde
Als Verschra¨nkungsmaße bipartiter verschra¨nkter koha¨renter Zusta¨nde kommen in erster Li-
nie das Entanglement of Formation und die Concurrence [186, 187] in Frage. Fu¨r die Dichte-
matrix ρ12 eines Qubit-Paares ist die Concurrence definiert als
C12 = max {λ1 − λ2 − λ3 − λ4, 0} , (7.46)
wobei λ1 ≥ λ2 ≥ λ3 ≥ λ4 die Quadratwurzeln der Eigenwerte des Dichte-Operators
%12 ≡ ρ12 (σy ⊗ σy) ρ∗12 (σy ⊗ σy) mit Pauli-Matrix σy =
(
0 −i
i 0
)
(7.47)
sind. Die Concurrence ist nur dann ungleich Null, wenn die beiden Qubits 1 und 2 verschra¨nkt
sind. Maximal verschra¨nkte Zusta¨nde haben eine Concurrence von C12 = 1.
Das Konzept der Concurrence als Verschra¨nkungsmaß kann auch auf einige CV-Systeme
u¨bertragen werden, insbesondere auf die verschra¨nkten koha¨renten Multimoden-Zusta¨nde
[132]. Ein Beispiel fu¨r die Multimoden-Version des verschra¨nkten koha¨renten Zweimoden-
Zustands aus (5.72) ist der Zustand
|α, θ,N〉 = |α+〉1 ⊗ |α+〉2 ⊗ ...⊗ |α+〉N + e
iθ|α−〉1 ⊗ |α−〉2 ⊗ ...⊗ |α−〉N√
2 + 2e−2N |α|2 cos θ
, (7.48)
dessen Grenzfa¨lle fu¨r |α| → ∞ und |α| → 0 durch die kontinuierlichen Versionen des GHZ-
und W-Zustands gegeben sind:
|GHZ〉N = 1√
2
(
|0〉1 ⊗ |0〉2 ⊗ ...⊗ |0〉N + eiθ|1〉1 ⊗ |1〉2 ⊗ ...⊗ |1〉N
)
, (7.49)
|W 〉N = 1√
N
(|1〉1 ⊗ |0〉2 ⊗ ...⊗ |0〉N + |0〉1 ⊗ |1〉2 ⊗ ...⊗ |0〉N+ (7.50)
...+ |0〉1 ⊗ |0〉2 ⊗ ...⊗ |1〉N ) , (7.51)
wobei |0〉i ≡ |α+ → ∞〉i und |1〉i ≡ |α− → −∞〉i asymptotisch fu¨r |α| → ∞ eine orthogo-
nale Basis darstellen und die Zusta¨nde |0〉i, |1〉i im Limit |α| → 0 Fockzusta¨nde der Mode i
bezeichnen. Um nun die paarweise Verschra¨nkung eines N -Moden-Systems mittels der Con-
currence analog zum diskreten N -Qubit System zu bestimmen, wird zuna¨chst die reduzierte
Dichtematrix ρ12 = Tr2,4,..N {|α, θ,N〉〈α, θ,N |} zweier Moden 1 und 2 bestimmt. Dabei sind
alle reduzierten Dichtematrizen ρkl zweier beliebiger Moden k und l identisch. Es genu¨gt
daher, die Dichtematrix
ρ12 =
1
2(1 + e−4N |α|2)
{|α+〉|α−〉〈α+|〈α−| + |α−〉|α+〉〈α−|〈α+|
+ eiθ−2(N−2)|α|
2 |α−〉|α+〉〈α+|〈α−| + e−iθ−2(N−2)|α|2 |α+〉|α−〉〈α−|〈α+|
}
(7.52)
zu betrachten, und diese anschließend in der orthogonalen Basis {|0〉, |1〉} mit
|0〉 ≡ |α+〉, |1〉 ≡ |α−〉 − e
−2|α|2 |α+〉√
1− e−4|α|2
(7.53)
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als 4× 4-Matrix
ρ12 = N
2
0


2p2(1 + q cos θ) pM(1 + qeiθ) pM(1 + qe−iθ) 0
pM(1 + qe−iθ) M2 M2qe−iθ 0
pM(1 + qeiθ) M2qeiθ M2 0
0 0 0 0

 (7.54)
mit den Parametern
p = e−2|α|
2
, N0 = (2 + 2p
N cos θ)−1, q = pN−2 und M =
√
1− p2 (7.55)
darzustellen [132]. Mit deren vier Eigenwerten
λ1 = N
2
0M
2(1 + q), λ2 = N
2
0M
2(1− q), λ3 = λ4 = 0 (7.56)
ergibt sich die Concurrence des reduzierten (und deshalb gemischten) Zustands ρ12 zu
C12 = M
2q
1 + pN cos θ
=
e−2N |α|2(1− e4|α|2)
1 + e−2N |α|2 cos θ
. (7.57)
Im Falle eines Zustandes mit nur N = 2 Moden, handelt es sich um die Verschra¨nkung
eines reinen Zustands. Neben der paarweisen Verschra¨nkung kann auch die Verschra¨nkung
zwischen drei und mehr Moden u¨ber den N − Tangle eines verschra¨nkten koha¨renten N -
Modenzustands bestimmt werden [136] und lautet
τN =
(1− e−4|α|2)N
(1 + e−2N |α|2 cos θ)2
(7.58)
Fu¨r die Verschra¨nkung dreier Moden ergibt sich der 3-Tangle direkt u¨ber τ3 = C21(23) − 2C212
als Kombination der paarweisen Concurrence der Teilsysteme.
7.1.2.2 Entanglement of Formation fu¨r Quasi-Bell-Zusta¨nde
Neben der Concurrence, die direkt aus der 4× 4-Dichtematrix des Zwei-Moden-Systems ge-
wonnen wird, bietet sich als alternatives Verschra¨nkungsmaß das Entanglement of Formation
an, das fu¨r reinen Zustand der von Neumann-Entropie der reduzierten Dichtematrix fu¨r je-
weils eine Mode entspricht:
Ef = −Tr(ρ1 log2 ρ1) = −Tr(ρ2 log2 ρ2), mit ρ1 = Tr2ρ12, ρ2 = Tr1ρ12 (7.59)
und sich im Falle eines Zustands
|α1, α2, θ〉 = |α1〉1|α2〉2 ± | − α1〉1| − α2〉2√
2(1 + e−2|α1|2−2|α2|2)
(7.60)
aus den beiden Eigenwerten λ± der reduzierten Dichtematrix einer Mode zu
Ef = −λ+ log2 λ+ − λ− log2 λ−, λ± =
1
2
±
√
1
4
−N4(1− e−4|α1|2)(1 − e−4|α2|2) (7.61)
ergibt. Fu¨r einen gemischten Zustand kann das Entanglement of Formation durch
Ef = h
(
1 +
√
1− C2
2
)
, mit h(x) = −x log2 x− (1− x) log2(1− x) (7.62)
u¨ber die Concurrence bestimmt werden [186, 187]. In Abb.7.2 sind Beispiele der vorgestellten
Verschra¨nkungsmaße fu¨r koha¨rent verschra¨nkte Zusta¨nde in Abha¨ngigkeit der Parameter α
und θ dargestellt.
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Abbildung 7.2: Die Verschra¨nkungsmaße Concurrence (7.57), N -Tangle (7.58) und Entanglement of
Formation (7.61) fu¨r unterschiedliche verschra¨nkte koha¨rente Zusta¨nde.
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7.2 Zwei-Moden-Zusta¨nde unter Markovscher Evolution
Die vorgestellten Separabilita¨tskriterien und Verschra¨nkungsmaße sollen nun im Folgenden
dazu benutzt werden die zeitliche Entwicklung verschra¨nkter Zwei-Moden-Zusta¨nde zu unter-
suchen. Zuna¨chst werden die Ergebnisse fu¨r Markovsche Mastergleichungen zusammengestellt
bevor im Kapitel 7.3 auf nicht-Markovsche Effekte eingegangen wird. Die beiden Moden glei-
cher Frequenz werden durch die Hamilton-Operatoren
HS1 = h¯ω0
(
a†1a1 +
1
2
)
und HS2 = h¯ω0
(
a†2a2 +
1
2
)
(7.63)
beschrieben und seien untereinander nicht gekoppelt. Unterschieden wird ebenfalls nach Zwei-
und Ein-Reservoir-Modellen, wobei entweder jede der Moden an ein separates Bad gekoppelt
ist oder beide Moden mit einem gemeinsamen Bad wechselwirken. Die Abbildung 7.3 soll
den Unterschied von Ein- und Zwei-Reservoir-Modell visualisieren. Im Zwei-Reservoir-Modell
geht die anfa¨ngliche Verschra¨nkung sowohl im Markovschen als auch im Nicht-Markovschen
Fall verloren. Im Ein-Reservoir-Modell besteht eine indirekte Kopplung, vermittelt u¨ber die
einzelnen Badfreiheitsgrade. Dies vera¨ndert die zeitliche Entwicklung des verschra¨nkten Zwei-
Moden-Zustands. Wird auf die Born-Approximation verzichtet bzw. das exakte QBM-Modell
zugrundegelegt, ko¨nnen die beiden Moden auch im stationa¨ren Zustand unterhalb einer kri-
tischen Temperatur verschra¨nkt sein, wie im anschließenden Abschnitt 7.3 gezeigt wird.
PSfrag replacements
t
t
(a) Zwei-Reservoir-Modell: Die zwei
anfangs miteinander verschra¨nkten
Moden sind jeweils an ein separates
Reservoir gleicher Temperatur gekop-
pelt. Im stationa¨ren Zustand sind die
zwei Moden unkorreliert.
PSfrag replacements
t
t
(b) Ein-Reservoir-Modell: Die zwei an-
fangs miteinander verschra¨nkten Mo-
den sind an ein gemeinsames Reser-
voir gekoppelt. Im stationa¨ren Zustand
ko¨nnen die beiden Moden unterhalb ei-
ner kritischen Temperatur verschra¨nkt
bleiben.
Abbildung 7.3: Ein- und Zwei-Reservoir-Modell im Vergleich. Die beiden verschra¨nkten Moden wech-
selwirken nicht direkt miteinander. Im Falle eines gemeinsamen Bades besteht dennoch eine indirekte
Kopplung, vermittelt u¨ber die einzelnen Badmoden. Die zeitliche Entwicklung eines verschra¨nkten
Zwei-Moden-Zustands innerhalb der beiden Modelle wird in diesem Kapitel untersucht und dabei der
Markovsche und nicht-Markovsche Fall unterschieden.
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7.2.1 Zeitliche Entwicklung der Verschra¨nkung im Zwei-Reservoir Modell
Die Kopplung an die Ba¨der wird durch den RWA-Wechselwirkungs-Hamilton-Operator
Hint ∼ aˆ1
∞∑
k=1
b†k + aˆ
†
1
∞∑
k=1
bk + aˆ2
∞∑
l=1
c†l + aˆ
†
2
∞∑
l=1
cl (7.64)
beschrieben, wobei die Operatoren bk und cl die einzelnen Badmoden der beiden Ba¨der be-
zeichnen sollen. Fu¨r unkorrelierte Ba¨der ergibt sich die Evolutionsgleichung einfach als Summe
zweier einzelner Mastergleichungen (2.14) im Wechselwirkungsbild zu
∂ρ
∂t
=
γ↓
2
2∑
j=1
[
2ajρa
†
j − a†jajρ− ρa†jaj
]
+
γ↑
2
2∑
j=1
[
2a†jρaj − aja†jρ− ρaja†j
]
, (7.65)
wobei die Koeffizienten u¨ber γ↓ =
Dp
h¯ω0
+
γp
2 = γ(n¯ + 1) und γ↑ =
Dp
h¯ω0
− γp2 = γn¯ mit den
stationa¨ren Werten Dp =
γh¯ω0
2 (2n¯ + 1) und γp = γ der korrespondierenden Fokker-Planck-
Gleichung zusammenha¨ngen. Fu¨r eine Vakuum-Umgebung mit n¯→ 0 ist γ↓ = γ und γ↑ = 0.
7.2.1.1 Markovsche Dynamik des Quasi-EPR-Zustands
Nun soll die Zeitentwicklung der Verschra¨nkung des gequetschten Zwei-Moden Zustands aus
Abschnitt 5.1.2.3 untersucht werden. Da sich die Wigner-Funktion fu¨r unendliches Squeezing
|ξ| → ∞ dem perfekt korrelierten und maximal verschra¨nkten EPR-Zustand∼ δ(q1−q2)δ(p1+
p2) anna¨hert, wird ein gequetschter Zwei-Moden-Zustand in der Literatur auch als Quasi-
EPR-Zustand bezeichnet. Experimentell realisiert wird er meist durch einen twin beam state
of radiation (TWB-State) [188]. Die Kovarianzmatrix (5.23) dieses Zustands liegt in der
Standardform VI gem. Gl. (7.19) vor. Unter einer Markovschen Zeitentwicklung gema¨ß obiger
Mastergleichung (7.65) ist die Zeitentwicklung der Matrixelemente durch
a(t) = ae−γt + ∆(t), b(t) = be−γt + ∆(t) und c±(t) = ±c±e−γt (7.66)
mit ∆(t) = (2n¯ + 1)(1 − e−γt) gegeben, so dass sich das PPT-Kriterium (7.23) in der
zeitabha¨ngigen Form
[
(a+ b)e−γt + ∆(t)
]2 − [(a− b)2 + 2(c2+ + c2−)]e−2γt (7.67)
+2e−γt
√
(a− b)2 + (c+ − c−)2 + (c2+ − c2−)2e−2γt ≥ 1 (7.68)
schreiben la¨sst [189]. Im Falle eines symmetrischen Zustands mit a = b und c+ = −c− la¨sst
sich dies weiter vereinfachen zu
2(a− |c+|)e−γt + ∆(t) ≥ 1. (7.69)
Fu¨r einen gequetschten Zwei-Moden-Zustand ist a = b = 12 cosh(2ξ) und c± = ±12 sinh(2ξ),
so dass sich schließlich nach Einfu¨hrung der Separabilita¨tsfunktion
S(t) = e−2ξe−γt + ∆(t)− 1 (7.70)
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die Separabilita¨tszeit, als Zeit nach der der Zustand nicht mehr verschra¨nkt ist, aus der
Bedingung S(t) ≥ 0 zu
τs2b =
1
γ
ln
(
1 +
1− e−2ξ
2n¯
)
(7.71)
bestimmen la¨sst [47, 188, 173]. Die der Mastergleichung (7.65) zugrundeliegende Born-Na¨he-
rung bzw. Schwachkopplungs-Na¨herung fu¨hrt dazu, dass die Separabilita¨tszeit (7.71) in einer
Vakuum-Umgebung unendlich groß wird, also τs2b →∞ fu¨r n¯→ 0.
7.2.1.2 Markovsche Dynamik des Quasi-Bell-Zustands
Verschra¨nkte koha¨rente Zwei-Moden-Zusta¨nde, die in Kapitel 5.2.2.3 bereits eingefu¨hrt wur-
den, werden in der Literatur gelegentlich auch als Quasi-Bell Zusta¨nde bezeichnet um die
Analogie zu einem Zwei-Qubit System aufzuzeigen [133, 134, 135]. An dieser Stelle wird
speziell der Zustand
|α, θ, 2〉 = |α+〉1|α+〉2 + e
iθ|α−〉1|α−〉2√
2 + 2e−4|α|2 cos θ
, (7.72)
betrachtet. Die zeitliche Entwicklung des Entanglement of Formation wurde fu¨r den Fall
zweier unkorrelierter Ba¨der der Temperatur Null fu¨r solche Zusta¨nde bereits untersucht [142].
Fu¨r die Concurrence ergeben sich vergleichbare Ergebnisse. Die Markovsche Dynamik unter
Gleichung (7.65) fu¨r eine Vakuum-Umgebung mit γ↓ = γ und γ↑ = 0 fu¨hrt nach Einfu¨hrung
der zeitabha¨ngigen orthogonalen Basisvektoren
|0(t)〉 ≡ |α+(t)〉, |1(t)〉 ≡ |α−(t)〉 − e
−2e−γt|α|2 |α+(t)〉√
1− e−4e−γt|α|2
(7.73)
mit |α±(t)〉 = | ± α0e−γt/2〉, auf die zeitabha¨ngige Dichtematrix
ρ12(t) = N
2
0


2p2(1 + q cos θ) pM(1 + qeiθ) pM(1 + qe−iθ) 0
pM(1 + qe−iθ) M2 M2qe−iθ 0
pM(1 + qeiθ) M2qeiθ M2 0
0 0 0 0

 (7.74)
mit Normierung N0 = (2 + 2e
−4|α|2 cos θ)−1 und den zeitabha¨ngigen Koeffizienten
p(t) = e−2e
−γt|α|2 , q(t) = e−4(1−e
−γt)|α|2 , M(t) =
√
1− p2(t). (7.75)
Daraus ergeben sich die entsprechenden Eigenwerte zu
λ1 = N
2
0M
2(t)[1 + q(t)], λ2 = N
2
0M
2(t)[1 − q(t)], λ3 = λ4 = 0. (7.76)
Die zeitabha¨ngige Concurrence lautet also folglich
C12(t) = N2M2(t)q(t) = 1− e
−4e−γt|α|2
1− e−4|α|2 cos θe
−4(1−e−γt)|α|2 . (7.77)
Diese fa¨llt exponentiell fu¨r t→∞ auf Null ab, spiegelt also das Resultat einer gegen unendlich
gehenden Separabilita¨tszeit τs2b des Quasi-EPR Zustands wider.
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7.2.2 Zeitliche Entwicklung der Verschra¨nkung im Ein-Reservoir Modell
Der RWA-Wechselwirkungs-Hamilton-Operator fu¨r die Kopplung der beiden Moden an ein
gemeinsames Bad lautet
Hint ∼
2∑
i=1
(
aˆi
∞∑
k
b†k + aˆ
†
i
∞∑
k
bk
)
. (7.78)
Die Markovsche Mastergleichung entha¨lt im Vergleich zu (7.65) dann vier zusa¨tzliche Terme
und lautet im Wechselwirkungsbild [181]
∂ρ
∂t
=
γ↓
2
2∑
j=1
[
2ajρa
†
j − a†jajρ− ρa†jaj
]
+
γ↑
2
2∑
j=1
[
2a†jρaj − aja†jρ− ρaja†j
]
+
γ↓
2
[
2a1ρa
†
2 − a†1a2ρ− ρa†1a2
]
+
γ↑
2
[
2a1ρa
†
2 − a†1a2ρ− ρa†1a2
]
+
γ↓
2
[
2a2ρa
†
1 − a†2a1ρ− ρa†2a1
]
+
γ↑
2
[
2a2ρa
†
1 − a†2a1ρ− ρa†2a1
]
.
(7.79)
Daraus ergeben sich einige Unterschiede zu der im vorangegangenen Abschnitt behandelten
Zeitentwicklung eines gequetschten Zwei-Moden-Zustands in unkorrelierten Ba¨dern. In einem
gemeinsamen Bad unterscheidet sich die zeitliche Entwicklung der Kovarianzen, weshalb die
Standardform VII die beste Wahl darstellt. Fu¨r identische Moden ist hier n1 = m1 und
n2 = m2 und es ergibt sich
n1(t) =
1
2
[
2 cosh(2ξ) + (2n¯+ 1− e−2ξ)(1− e−2γt)
]
, (7.80)
n2(t) =
1
2
[
2 cosh(2ξ) + (2n¯+ 1− e2ξ)(1− e−2γt)
]
, (7.81)
c1(t) =
1
2
[
(2n¯+ 1− e−2ξ)(1− e−2γt)− sinh(2ξ)
]
, (7.82)
c2(t) =
1
2
[
(2n¯+ 1− e2ξ)(1− e−2γt) + sinh(2ξ)
]
. (7.83)
Fu¨r die Standardform VII mit n1 = m1 und n2 = m2 kann das PPT-Kriterium in der Form
(n1 − |c1|)(n2 − |c2|) ≥ 1 (7.84)
geschrieben werden. Werden die zeitabha¨ngigen Kovarianzen in Standardform eingesetzt,
ergibt sich als Separabilita¨tszeit [181]
τs1b =
1
2γ
ln
(
2n¯+ 1− e−2ξ
2n¯+ 1− e2ξ
)
. (7.85)
Die Zeit, in der die Verschra¨nkung eines Quasi-EPR-Zustands verschwindet, ist somit bei
der Bewegung in einem gemeinsamen Bad in der Regel gro¨ßer als im Fall zweier unkorrelier-
ter Ba¨der. Die Verschra¨nkung bleibt nicht nur fu¨r n¯ → 0 erhalten, sondern auch falls das
anfa¨ngliche Squeezing groß genug ist und die Bedingung
ξ ≥ 1
2
ln (2n¯+ 1) (7.86)
erfu¨llt ist [181]. Wie der na¨chste Abschnitt zeigen wird, existiert ein solcher Grenzwert fu¨r
den anfa¨nglichen Quetschparameter im QBM-Ein-Reservoir-Modell nicht.
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7.3 Zwei Moden unter nicht-Markovscher Evolution
Die bisher dargestellten Resultate bezogen sich auf die Entwicklung unter Markovschen Mas-
tergleichungen. Wird auf eine Born-Markovsche Na¨herung verzichtet, sollten sich in Bezug
auf die Separabilita¨ts-Zeitskala Unterschiede ergeben. Insbesondere wird der Verzicht auf ei-
ne Schwachkopplungsannahme auch fu¨r eine Nulltemperatur-Umgebung zu einer endlichen
Separabilita¨ts-Zeitskala fu¨hren.
7.3.1 Zeitliche Entwicklung der Verschra¨nkung im Zwei-Reservoir Modell
Die Dynamik zweier identischer, nicht gekoppelter Moden in zwei unkorrelierten Ba¨dern bzw.
Quantenkana¨len wird im QBM-Modell durch den Wechselwirkungs-Hamilton-Operator
Hint = −q1
∞∑
i=1
cix
b
i − q2
∞∑
i=1
cix
c
i mit 〈xbixcj + xcixbj〉 = 0 ∀ i, j (7.87)
bestimmt. Dieses Modell zweier unkorrelierter Ba¨der findet auch im Rahmen des quantenme-
chanischen Wa¨rmetransports Anwendung, indem die zwei ungekoppelten Moden durch eine
Kette harmonischer Oszillatoren ersetzt wird [190, 191, 192]. Die Mastergleichung fu¨r die
reduzierte Dichtematrix des Zwei-Moden-Systems ergibt sich einfach als Summe der nicht-
Markovschen HPZ-Mastergleichungen der einzelnen Moden
ρ˙ =
2∑
j=1
{[
p2j
2ih¯m
+
mγq(t)q
2
j
2ih¯
, ρ
]
+
γp(t)
2ih¯
[qj, {pj , ρ}] + Dqp(t)
h¯2
[qj , [pj , ρ]]− Dp(t)
h¯2
[qj , [qj, ρ]]
}
,
(7.88)
bzw. geschrieben als Fokker-Planck-Gleichung im Phasenraum
∂W
∂t
=
2∑
j=1
[
−pj
m
∂W
∂qj
+mγq(t)qj
∂W
∂pj
+ γp(t)
∂(pjW )
∂pj
+Dqp(t)
∂2W
∂qj∂pj
+Dp(t)
∂2W
∂p2j
]
.
(7.89)
Die zeitabha¨ngigen HPZ-Koeffizienten sind dabei durch die Gleichungen (3.92) bis (3.95)
gegeben. Wird die als sekunda¨re WCL-Approximation bezeichnete Na¨herung analog zur Vor-
gehensweise in Abschnitt 3.3.3.2 durchgefu¨hrt, erha¨lt man die Mastergleichung
∂ρ
∂t
=
γ˜↓(t)
2
2∑
j=1
[
2ajρa
†
j − a†jajρ− ρa†jaj
]
+
γ˜↑(t)
2
2∑
j=1
[
2a†jρaj − aja†jρ− ρaja†j
]
, (7.90)
wobei die Koeffizienten wie in (3.131) aus den HPZ-Koeffizienten gewonnen werden. Zu beach-
ten ist das auch fu¨r n¯→ 0 der zeitabha¨ngige Koeffizient γ˜↑(t) zuna¨chst von Null verschieden
ist und erst fu¨r Zeiten t Γ−1 auf Null abfa¨llt. Mit dieser Mastergleichung ko¨nnen wiederum
nicht-Markovsche Effekte im Schwachkopplungsregime untersucht werden.
7.3.1.1 Nicht-Markovsche Dynamik des Quasi-EPR-Zustands
Mit der Mastergleichung (7.90) ko¨nnen nicht-Markovsche Einflu¨sse auf die Separabilita¨ts-
zeit untersucht werden. Die Lo¨sung dieser Mastergleichung fu¨r den Fall einer Mode wurde
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bereits in Kapitel 5.1.3 angegeben. Fu¨r zwei unkorrelierte Ba¨der ist die Vorgehensweise ana-
log. Letztlich muss in der Lo¨sung fu¨r einen Quasi-EPR-Zustand (7.66) nur die Ersetzung
γt → Γp(t) =
∫ t
0 dsγp(s) und ∆(t) → ∆p(t) = 2e
−Γp(t)
h¯mω0
∫ t
0 ds e
Γp(s)Dp(s) vorgenommen wer-
den. Fu¨r die Separabilita¨tsfunktion im nicht-Markovschen Regime erha¨lt man folglich [189]
Snm(t) = e
−2ξe−Γp(t) + ∆p(t)− 1
t≤τb≈ e−2ξ
(
1−
∫ t
0
dsγp(s)
)
+
∫ t
0
dsDp(s)− 1. (7.91)
Das Verha¨ltnis von Badkorrelationszeit τb ∼ Γ−1 (mit Abschneidefrequenz Γ) und Separabi-
lita¨tszeit bestimmt den qualitativen Verlauf der Separabilita¨tsfunktion Snm(t) im Vergleich
zum Markovschen Fall. Fu¨r kleine Abschneidefrequenz bzw. fu¨r relativ lange Badkorrelati-
onszeiten zeigt Snm(t) die charakteristischen Oszillationen, die schon im Rahmen der Nicht-
gleichgewichtsdynamik und Dekoha¨renz im nicht-Markovschen Regime beobachtet wurden.
Die Abbildung 7.4 zeigt die nicht-Markovsche Separabilita¨tsfunktion (7.91) im Vergleich zum
Markovschen Resultat (7.70). Es zeigt sich, dass die Auswirkungen auf die Separabilita¨ts-
zeit nicht pauschal vorhergesagt werden ko¨nnen. Die Separabilita¨tszeit im nicht-Markovschen
Regime kann sowohl ku¨rzer, als auch la¨nger als τs2b sein. Da eine Variation der Abschnei-
defrequenz Γ auch den Da¨mpfungsparameter γp(∞) aus Gleichung (3.96) vera¨ndert, ist zu
beachten, dass zum korrekten Vergleich auch in den Markovschen Ausdru¨cken fu¨r S(t) und
τs2b die Da¨mpfungskonstante γ durch γp(∞) ersetzt werden muss. Die Abb. 7.4 macht deut-
lich, dass fu¨r Out-of-Resonance-Ba¨der mit einer Abschneidefrequenz Γ  ω0 der Zustand
fu¨r gegebene u¨brige Parameter in der Regel schneller separabel wird. Fu¨r Werte Γ ≥ ω0
bleibt die Verschra¨nkung la¨nger bestehen, und fu¨r Γ  ω20/γ erha¨lt man schließlich eine
U¨bereinstimmung mit dem Markovschen Fall.
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(b) Zeitabha¨ngigkeit der Separabilita¨tsfunktion
Snm(t) fu¨r ξ = 0.9 fu¨r drei unterschiedliche Werte
der Abschneidefrequenz: Γ = 0.4ω0 (blau), Γ =
0.1ω0 (blau gestrichelt) und Γ = 2ω0 (gepunktet)
im Vergleich zum Markovschen Fall mit modifi-
zierter Da¨mpfungskonstante γ = γp(∞) (gelb).
Die Separabilita¨tszeit kann im nicht-Markovschen
Fall sowohl kleiner als auch gro¨ßer als τsep sein.
Abbildung 7.4: Nicht-Markovsche Separabilita¨tsfunktion Snm(t) im Vergleich zum Markovschen Fall
fu¨r unterschiedliche Werte des Quetschparameters ξ und der Abschneidefrequenz Γ. Da eine Variation
von Γ auch den Da¨mpfungsparameter γp(∞) aus Gleichung (3.96) vera¨ndert, muss zum korrekten
Vergleich in den Markovschen Ausdru¨cken fu¨r S(t) und τs2b auch γ durch γp(∞) ersetzt werden.
U¨brige Parameter: γ = 0.01mω0 und T = 100h¯ω0/k.
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7.3.1.2 Quasi-EPR-Zustand bei starker System-Bad-Wechselwirkung
Sollen neben den reinen nicht-Markovschen Effekten auch Einflu¨sse einer starken System-Bad-
Wechselwirkung mit einbezogen werden, reicht die Mastergleichung (7.90) zur Beschreibung
nicht mehr aus, und es muss die exakte HPZ-Mastergleichung (7.88) herangezogen werden.
In diesem Fall sind auch die u¨brigen Kovarianzelemente zeitabha¨ngig und verschwinden erst
im stationa¨ren Zustand. Die Kovarianzmatrix liegt also nicht mehr von vornherein in den
Standardformen VI oder VII vor und die daraus gewonnenen Separabilita¨tskriterien sind
nicht unmittelbar anwendbar. Eine Transformation auf Standardform ist zwar mittels lokaler
symplektischer Transformationen mo¨glich, allerdings nicht no¨tig. Zum einen kann das PPT-
Kriterium in seiner urspru¨nglichen Form (7.18) direkt angewendet werden, indem die vier
Kovarianzmatrizen A, B, C und V direkt berechnet werden ko¨nnen, zum anderen sind auch
die im Abschnitt 7.1.1.5 vorgestellten, auf den Purities der Teilsysteme und des Gesamtsys-
tems beruhenden Kriterien leicht anwendbar.
Die Abbildung 7.5 zeigt die zeitliche Entwicklung der Purity des Zwei-Moden-Systems in
den durch die Kriterien (7.33) bestimmten Bereichen. Der in der Abbildung grau unterlegte
Bereich markiert das Gebiet, in dem die Purity des Gesamtsystems gem. Gl. (7.33) liegen
muss, damit Separabilita¨t vorliegt. Der Zeitpunkt, zu dem sie in diesen Bereich eintritt,
stimmt mit dem durch das PPT-Kriterium (7.18) erhalten Zeitpunkt u¨berein (U¨bergang
der blau gestrichelten Kurve vom negativen in den positiven Bereich). Die logarithmische
Negativita¨t (blau) gem. Gl. (7.41) misst den Grad der Verschra¨nkung und wird Null falls Se-
parabilita¨t vorliegt. Wie aus der Abbildung hervorgeht, liefert sie ebenfalls jeweils das gleiche
Resultat in Bezug auf die Separabilita¨tszeit wie die zuvor genannten Kriterien. Da wie be-
reits oben erwa¨hnt, eine Variation der Abschneidefrequenz Γ auch den Da¨mpfungsparameter
γp(∞) aus Gleichung (3.96) vera¨ndert, ist zu beachtet, dass zum korrekten Vergleich auch
in der Markovschen Separabilita¨tszeit τs2b die Da¨mpfungskonstante γ durch γp(∞) ersetzt
werden muss.
Es wird deutlich, das je nach Parameterkombination die Markovsche Separabilita¨tszeit im
QBM-Modell unter- oder u¨berschritten werden kann. Die nicht-Markovsche Separabilita¨tszeit
wird relativ zur Markovschen Separabilita¨tszeit jedoch tendenziell um so ku¨rzer, je sta¨rker die
System-Bad-Wechselwirkung in Form des Parameters γ gewa¨hlt wird. Der sto¨renden Einfluss
des Bades vermindert die Lebensdauer der anfa¨nglichen Verschra¨nkung also in sta¨rkerem
Maße, als es der ebenfalls in die Separabilita¨tszeit ts2b eingehende Da¨mpfungsparameter γ
bzw. γp(∞) erwarten la¨sst. Die Auswirkungen nicht-Markovscher Einflu¨sse mu¨ssen folglich
unterschieden werden in ein moderat nicht-Markovsches Regime mit Γ ≥ ω0 und in ein stark
nicht-Markovsches Regime fu¨r Out-of-Resonance Ba¨der Γ  ω0. Moderat nicht-Markovsche
Einflu¨sse fu¨hren zu einem langsameren Verlust der speziellen quantenmechanischer Eigen-
schaften und damit zu einer verla¨ngerten Separabilita¨tszeit. Ist der nicht-Markovsche Cha-
rakter sta¨rker ausgepra¨gt – im Sinne eines Out-of-Resonance Bades – so verkehrt sich dieser
Effekt in Gegenteil und die Separabilita¨tszeit wird verku¨rzt.
7.3. ZWEI MODEN UNTER NICHT-MARKOVSCHER EVOLUTION 121
0 0.5 1 1.5 2 2.5 3
-0.25
0
0.25
0.5
0.75
1
PSfrag replacements
t/τs2b
S
ep
.-
K
ri
t.
S
ep
.-
K
ri
t.
(a) Ohmsche WCL-Na¨herung des QBM-Modells
mit γ = 0.01mω0. Der Zustand wird zur Zeit t =
τs2b separabel.
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(b) Mittlere Kopplungssta¨rke γ = 0.5mω0 und
Abschneidefrequenz Γ = 0.5ω0 fu¨hrt zu verla¨nger-
ter Separabilita¨tszeit.
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(c) Starke System Bad-Wechselwirkung mit γ =
10mω0 und kleiner Abschneidefrequenz Γ =
0.1mω0 reduziert die Separabilita¨tszeit.
0 0.25 0.5 0.75 1 1.25 1.5
-0.25
0
0.25
0.5
0.75
1
PSfrag replacements
t/τs2b
S
ep
.-
K
ri
t.
S
ep
.-
K
ri
t.
(d) Out-of-Resonance Bad mit Γ = 0.1mω0
und γ = 0.01mω0 bei hoher Temperatur T =
100h¯ω0/k mit charakteristischen Oszillationen.
Abbildung 7.5: Zeitliche Entwicklung der Verschra¨nkung eines anfa¨nglichen gequetschten Zwei-
Moden-Zustands im QBM-Zwei-Reservoir-Modell in Form der in Form der logarithmischen Negativita¨t
(blau) sowie der Purity des Zwei-Moden-Systems (rot) in den durch die Kriterien (7.33) bestimmten
Bereichen (grau und schwarz gestrichelt). Die Zeit ist dargestellt in Einheiten der Markovschen Separa-
bilita¨tszeit τs2b. Je nach Parameterkombination kann diese im QBM-Modell unter- oder u¨berschritten
werden. Die Badtemperatur liegt in Abb. (a)-(c) bei T = 3.5h¯ω0/k und der anfa¨ngliche Squeezing-
Parameter ist stets ξ = 0.5, so dass wegen ν˜− =
1
2e
−2ξ folgt EN = 1. Weitere Erla¨uterungen finden
sich im Text.
7.3.1.3 Nicht-Markovsche Dynamik des Quasi-Bell-Zustands
Im Folgenden soll die Dynamik eines verschra¨nkten koha¨renten Zustands in dem durch die
Mastergleichung (7.90) beschriebenen nicht-Markovschen Regime untersucht werden. Fu¨r eine
Nulltemperatur-Umgebung geschieht dies wiederum in einfacher Weise durch die Ersetzung
γt→ Γp(t) =
∫ t
0
dsγp(s) und ∆(t) → ∆p(t) = 2e
−Γp(t)
h¯mω0
∫ t
0
ds eΓp(s)Dp(s) (7.92)
in der Markovschen Lo¨sung (7.75) des Quasi-Bell-Zustands. Man erha¨lt also eine zeitabha¨ngi-
ge 4× 4-Matrix analog zu (7.74) mit zeitabha¨ngigen Koeffizienten
p(t) = e−2e
−Γp(t)|α|2 , q(t) = e−4∆p(t)|α|
2
, M(t) =
√
1− p2(t), (7.93)
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was mit den entsprechenden Eigenwerten λi(t), i = 1, ..., 4 auf die Concurrence
C12(t) = N2M2(t)q(t) = 1− e
−4e−Γp(t)|α|2
1− e−4|α|2 cos θ e
−4∆p(t)|α|2 (7.94)
fu¨hrt. Die Abbildungen 7.6a-d zeigen die zeitliche Entwicklung der Concurrence C12(t) (rot)
fu¨r einen verschra¨nkten koha¨renten Zustand mit |Φ+〉 = |α, θ = 0, N = 2〉 in Umgebungen
mit unterschiedlich ausgepra¨gten nicht-Markovschen Charakter in Form des Verha¨ltnisses
Γ/ω0. Qualitativ ergibt sich das gleiche Verhalten wie im Falle der Separabilita¨tsfunktion
eines Quasi-EPR-Zustands. Ausgehend von einem anna¨hernd Ohmschen Bad (Γ  ω0) mit
guter U¨bereinstimmung von Markovschen und nicht-Markovschen Verhalten (Abb.7.6a) fu¨hrt
eine Reduzierung der Abschneidefrequenz zu einer im Zeitverlauf la¨nger erhalten bleibenden
Verschra¨nkung, verglichen mit den Markovschen Resultaten (Abb.7.6b,c). Im Extrembereich
eines Out-of-Resonance Bades mit Γ < ω0 bleibt dieses Verha¨ltnis im Verlauf der Funktionen
nur fu¨r kleine Zeiten erhalten, wa¨hrend es sich fu¨r gro¨ßere Zeiten schließlich umkehrt, mit
einem schnelleren Abfall der nicht-Markovschen Concurrence, wie in Abb. 7.6d dargestellt.
0 0.5 1 1.5 2 2.5 3
0.2
0.4
0.6
0.8
1
PSfrag replacements
ω0t
C 1
2
(t
)
(a) Γ = 3ω0, |α| = 20.
0 1 2 3 4 5
0.2
0.4
0.6
0.8
1
PSfrag replacements
ω0t
C 1
2
(t
)
(b) Γ = ω0, |α| = 20.
0 1 2 3 4 5 6 7
0.2
0.4
0.6
0.8
1
PSfrag replacements
ω0t
C 1
2
(t
)
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(d) Γ = 0.01ω0, |α| = 1500.
Abbildung 7.6: Zeitliche Entwicklung der Concurrence C12(t) (rot) fu¨r einen verschra¨nkten koha¨ren-
ten Zwei-Moden-Zustand |Φ+〉 = |α, θ = 0, N = 2〉 in einem Nulltemperatur-Reservoir mit unter-
schiedlich ausgepra¨gten nicht-Markovschen Charakter in Form des Verha¨ltnisses Γ/ω0. Zugrunde liegt
die nicht-Markovsche Mastergleichung in Schwachkopplungsna¨herung (3.130) mit γ = 10−3mω20. Zum
Vergleich die Markovsche Entwicklung mit Relaxationszeit m/γ (blau gestrichelt) und mit an Γ an-
gepasster Relaxationszeit τγ aus Gleichung (3.134) (gelb gestrichelt). Im moderat nicht-Markovschen
Regime bleibt die Verschra¨nkung la¨nger erhalten (b, c), fu¨r ein Out-of-Resonance Bad mit Γ  ω0 geht
die Verschra¨nkung schneller verloren (d). Das Verhalten ist vergleichbar mit der Separabilita¨tsfunktion
des Quasi-EPR-Zustands in Abb. 7.4.
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7.3.2 Zeitliche Entwicklung der Verschra¨nkung im Ein-Reservoir Modell
Die Dynamik zweier identischer Moden in einem gemeinsamen Bad bzw. korreliertem Quan-
tenkanal wird im QBM-Modell durch den Wechselwirkungs-Hamilton-Operator
Hint ∼ −q1
∞∑
i=1
ciqi − q2
∞∑
i=1
ciqi (7.95)
beschrieben. Die zugeho¨rige HPZ-Mastergleichung zweier identischer Moden in einem gemein-
samen Bad ist durch
ρ˙ =
1
ih¯
[HS1 +HS2, ρ] +
mδΩ2(t)
2ih¯
[(q1 + q2)
2, ρ] +
γp(t)
2ih¯
[(q1 + q2), {(p1 + p2), ρ}]
+
Dqp(t)
h¯2
[(q1 + q2), [(p1 + p2), ρ]] − Dp(t)
h¯2
[(q1 + q2), [(q1 + q2), ρ]] (7.96)
gegeben [193], und lautet als Fokker-Planck-Gleichung im Phasenraum geschrieben
∂W
∂t
= −
2∑
j=1
(
pj
m
∂W
∂qj
−mw20qj
∂W
∂pj
)
+
2∑
j,k=1
[
mδΩ2(t)qj
∂W
∂qk
+ γp(t)
∂(pjW )
∂pk
]
+
2∑
j,k=1
[
Dq(t)
∂2W
∂qjpk
+Dp(t)
∂2W
∂pjpk
]
. (7.97)
Es fa¨llt auf, dass die Mastergleichung (7.96) nur noch von der Normalmode R = q1 + q2 bzw.
PR = p1 + p2 abha¨ngt, nicht mehr jedoch von der Mode der Relativbewegung q1 − q2. Dies
ist zum einen Folge der gewa¨hlten Kopplung an die Koordinate (q1 + q2), zum anderen durch
die Wahl identischer Moden bedingt. In diesem Fall unterliegt die Mode der Relativbewe-
gung keiner Dissipation [123, 194]. Deshalb sind zusa¨tzliche Annahmen u¨ber die Dynamik
der Relativbewegung no¨tig. Eine Diskussion dieses Sachverhalts und eine Analyse der Zu-
standsentwicklung des Zwei-Moden-Systems in einem gemeinsamen Bad wird im folgenden
Abschnitt u¨ber starke System-Bad-Wechselwirkung erfolgen.
7.3.2.1 Das modifizierte Ein-Reservoir Modell
Der Hamilton-Operator (7.95) beschreibt eine bilineare Kopplung in den Koordinaten der bei-
den Moden und den Koordinaten der Badmoden. Sie entspricht de facto einer Kopplung an
die Schwerpunktskoordinate R = 12(q1 + q2) des Zwei-Moden-Systems. Um nicht-Markovsche
Effekte unter schwacher System-Bad-Wechselwirkung zu studieren ist dieser Ansatz ausrei-
chend. A¨hnlich wie im urspru¨nglichen Caldeira-Leggett Modell fu¨hrt eine starke System-Bad-
Wechselwirkung allerdings zu einer Frequenzverschiebung des Oszillators, die durch einen
zusa¨tzlichen Selbstwechselwirkungsterm ∼ R2 kompensiert werden sollte. Der entsprechende
Wechselwirkungs-Operator lautet dann
Hint = −1
2
∞∑
i=1
cixi (q1 + q2) +
∞∑
i=1
c2i
8miω2i
(
q21 + q
2
2
)
+
∞∑
i=1
c2i
4miω2i
q1q2 (7.98)
und garantiert, das die Eigenwertgleichung fu¨r die Normalfrequenzen ν des Gesamtsystems
[
ν2 − ω21 + h(ν)
] [
ν2 − ω22 + h(ν)
]− h2(ν) = 0 mit h(ν) = ∑
i
c2i ν
2
4ω2i (ω
2
i − ν2)
(7.99)
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nur Eigenwerte ν ≥ 0 liefert (wobei alle Massen gleich eins gesetzt wurden). Entsprechend
wird die Frequenzverschiebung im stationa¨ren Zustand kompensiert und die physikalisch
messbare und die urspru¨ngliche Frequenz stimmen u¨berein [195]. Der Hamilton-Operator
des Gesamtsystems setzt sich also zusammen aus den Hamilton-Operatoren der beiden Mo-
den (7.63), dem Hamilton-Operator Hb =
∑
i h¯ωi(b
†b + 1) des Bades sowie dem Wechsel-
wirkungsoperator (7.98). Das Gleichungssystem der Heisenbergschen Bewegungsgleichungen
kann dann analog zum Fall eines Brownschen Oszillators etwa mittels Laplace-Transformation
gelo¨st werden und fu¨hrt auf das gekoppelte System zweier quantenmechanischer Langevin-
Gleichungen in den Koordinaten der beiden Moden:
q¨1(t) = −ω21q1(t)−
γ(t)
M
R(0)− 1
M
∫ t
0
dt′ γ(t− t′)R˙(t′) + 1
M
η(t), (7.100)
q¨2(t) = −ω22q2(t)−
γ(t)
M
R(0)− 1
M
∫ t
0
dt′γ(t− t′)R˙(t′) + 1
M
η(t), (7.101)
wobei aus der Schwerpunktskoordinate R = 12(q1 + q2) die Kopplung der Bewegungsgleichun-
gen ersichtlich wird. Im Falle identischer Moden mit ω1 = ω2 = ω0 und Schwerpunktsmasse
M = 2m wird daraus wegen R¨ = 12(q¨1 + q¨2) eine quantenmechanische Langevin-Gleichung
fu¨r die Schwerpunktskoordinate
MR¨(t) +Mω20R(t) +
∫ t
0
dt′γ(t− t′)R˙(t′) = η(t)−R(0)γ(t). (7.102)
Davon entkoppelt ist die Bewegung der Relativkoordinate x = (q1−q2), die in diesem Modell
wegen x¨ = −ω1q¨1 − ω2q¨2 fu¨r gleiche Moden unbestimmt ist. Dies a¨ußert sich formal bei der
Lo¨sung des Gleichungssystems (7.100) in nicht-verschwindenden, oszillierenden Anteilen der
Greenschen Funktion (Pole bei ±iω0) auch fu¨r t → ∞, sofern ω1,2 = ω0. Um dennoch den
Fall identischer Moden untersuchen zu ko¨nnen, sind deshalb zusa¨tzliche Annahmen u¨ber die
Dynamik der Relativbewegung no¨tig. Plausibel ist in diesem Fall die Annahme einer schwach
vorhandenen Kopplung an das Bad, die im Endeffekt zur Dissipation bzw. Relaxation fu¨hrt
und durch die Lo¨sung der Born-Markovschen Mastergleichungen gegeben ist. Die Varianz der
Relativkoordinate wu¨rde demnach unabha¨ngig von der Schwerpunktkoordinate in der Form
〈x2(t)〉 = 〈x20〉e−γpt + (1− e−γpt)
h¯
2mxω0
coth
(
1
2
βh¯ω0
)
(7.103)
auf den stationa¨ren Wert relaxieren, wobei hier mx = M/4 die reduzierte Masse bezeich-
net und γp den, die Relaxation bestimmenden, stationa¨ren Wert des Da¨mpfungskoeffizienten
(3.96) der HPZ-Mastergleichung bezeichnet. Der Wert von 〈x20〉 ist durch den konkreten An-
fangszustand vorgegeben und lautet etwa im Falle eines gequetschen Zwei-Moden-Zustands
〈x20〉 = e−2|ξ|. Die Entkopplung von Schwerpunkt- und Relativbewegung mit 〈{x,R}(t)〉 = 0
bedeutet natu¨rlich nicht, dass keine Kopplung bzw. Korrelation in den urspru¨nglichen Koor-
dinaten vorhanden wa¨re. Dies wird im Folgenden deutlich werden, wenn die Lo¨sung fu¨r einen
konkreten Anfangszustand im Form des Quasi-EPR-Zustands pra¨sentiert wird.
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7.3.2.2 Nicht-Markovsche Dynamik des Quasi-EPR-Zustands
Das oben entwickelte Modell soll nun dazu dienen die nicht-Markovsche Dynamik zweier
Moden eines anfa¨nglichen Quasi-EPR-Zustands zu untersuchen. Dessen Kovarianzmatrix zu
Beginn ist durch (5.23) gegeben, mit
〈q2j 〉 = 〈p2j 〉 =
1
2
cosh(2ξ) und 〈{q1, q2}〉 = −〈{p1, p2}〉 = sinh(2ξ) (7.104)
fu¨r j = 1, 2 und jeweils zu Eins gesetzten Frequenzen und Massen (und h¯ = 1). Daraus ergeben
sich die entsprechenden Startwerte der Varianzen fu¨r Schwerpunkt und Relativkoordinate zu
〈R2〉 = 1
4
e2ξ , 〈P 2R〉 = e−2ξ, 〈x2〉 = e−2ξ, 〈p2x〉 =
1
4
e2ξ , (7.105)
mit minimaler Unscha¨rfe fu¨r 〈R2〉〈P 2R〉 = 14 und 〈x2〉〈p2x〉 = 14 . Die Abbildung 7.7 zeigt
Beispiele fu¨r die Zeitentwicklung eines gequetschten Zwei-Moden-Zustands in einem gemein-
samen Bad. Zuna¨chst ist wieder eine Abweichung von der Markovschen Separabilita¨tszeit
τs1b festzustellen, wie sie bereits von dem Modell mit zwei Ba¨dern aus Abschnitt 7.3.1.1
bekannt ist. Neu ist in diesem Fall zusa¨tzlich, dass im Vergleich zu den Ergebnissen aus
Referenz [181] kein Rest der anfa¨nglichen Verschra¨nkung im stationa¨ren Zustand erhalten
bleibt, auch wenn der Quetschparameter einen temperaturabha¨ngigen kritischen Wert (7.86)
u¨berschreitet. Die durch das Squeezing hervorgerufene Verschra¨nkung verschwindet in diesem
Modell auf jeden Fall. Wa¨hrend fu¨r die Wahl kleiner Kopplung γ und großer Abschneidefre-
quenz Γ die Resultate der Markovschen Na¨herung reproduziert werden (Abb. 7.7a), ergibt
sich fu¨r sta¨rkere Kopplung ein differenziertes Bild. Die Abbildungen 7.7b und 7.7c zeigen,
dass nach einem ersten Verschwinden der Verschra¨nkung zu spa¨teren Zeiten erneute nicht-
separable Zusta¨nde entstehen ko¨nnen, erkennbar etwa an der Oszillation der logarithmischen
Negativita¨t (blaue Kurve) zwischen positiven Werten (Verschra¨nkung) und dem Wert Null
(Separabilita¨t). Gleiches la¨sst sich aus dem Verlauf der Purity des Zwei-Moden-Systems (ro-
te Kurve) folgern. Nachdem die Purity bereits in das grau unterlegte Gebiet eingetreten
ist (d.h. ein separabler Zustand vorliegt), wird dieser Bereich wieder verlassen und spa¨ter
dann erneut erreicht. Der Endzustand fu¨r die in den Abbildungen (a) bis (c) gewa¨hlten Pa-
rameterkombinationen ist jeweils separabel. Es ist jedoch prinzipiell mo¨glich, dass auch im
stationa¨ren Zustand Quantenkorrelationen vorliegen. Dies soll aus den Abbildungen 7.7d-f
sichtbar werden, die Beispiele fu¨r tiefe Temperaturen darstellen. Nach einem fru¨hen Ver-
schwinden der logarithmischen Negativita¨t des gequetschten Zwei-Moden-Zustands in Abb.
7.7d und damit dem Vorliegen eines separablen Zustands, baut sich fu¨r spa¨tere Zeiten erneut
eine Verschra¨nkung auf, die stabil ist und auch im stationa¨ren Zustand erhalten bleibt. Neben
einer Separabilita¨tszeit existiert also auch eine bestimmte Verschra¨nkungszeit, nach der der
Zustand fu¨r t→∞ verschra¨nkt bleibt. Die mo¨glichen Oszillationen der logarithmischen Ne-
gativita¨t mit partiellem Verschwinden und Wiederkehr erschweren allerdings das Auffinden
dieser charakteristischen Zeit. Dass es auch mo¨glich ist, durchgehend einen verschra¨nkten
Zustand beizubehalten, kann aus Abb. 7.7f erschlossen werden. Das anfa¨ngliche Squeezing
mit Parameter ξ hat auf diese stationa¨re Verschra¨nkung allerdings keine Auswirkungen, im
Unterschied zu den Ergebnissen im Markovschen Fall. Notwendig fu¨r eine stationa¨re Ver-
schra¨nkung ist, dass die Temperatur zu gegebenen Werten von γ und Γ einen kritischen Wert
unterschreitet. Im na¨chsten Abschnitt wird ein einfaches Kriterium hierfu¨r hergeleitet.
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(a) γ = 0.2mω0, Γ = 10ω0 und T = 3.5h¯ω0/k.
Verku¨rzung der Separabilita¨tszeit im Vergleich
zum Markovschen Fall (ts2b ≈ 1 und ts1b ≈ 2.2).
0 1 2 3 4 5 6
-0.25
0
0.25
0.5
0.75
1
PSfrag replacements
S
ep
.-
K
ri
t.
S
ep
.-
K
ri
t.
ω0t
(b) γ = 0.2mω0, Γ = 10ω0 und T = h¯ω0/k. Parti-
elle Wiederkehr der logarithmischen Negativita¨t.
Die Separabilita¨tszeit ist wesentlich verku¨rzt im
Vergleich zu ts1b →∞ und ts2b ≈ 4.3.
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(c) γ = 0.2mω0, Γ = 10ω0 und T = 0.5h¯ω0/k. Os-
zillation der logarithmischen Negativita¨t verbun-
den mit Aus- und Eintritten der Purity (rot) in
den grau schraffierten Separabilita¨tsbereich. Mar-
kovsche Zeiten hier ts1b →∞ und ts2b ≈ 11.
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(d) γ = 2mω0, Γ = 10ω0 und T = 10
−3h¯ω0/k.
Wiederkehr einer stabilen Verschra¨nkung im sta-
tiona¨ren Zustand bei tiefen Temperaturen (d.h.
ts1b →∞ und ts2b →∞.
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(e) γ = 5mω0, Γ = ω0 und T = 10
−3h¯ω0/k. Zu-
stand bleibt bei starker WW und tiefen Tempera-
turen nahezu durchgehend verschra¨nkt.
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(f) γ = 5mω0, Γ = 10ω0 und T = 10
−3h¯ω0/k.
Zustand bleibt bei starker WW und tiefen Tem-
peraturen durchgehend verschra¨nkt.
Abbildung 7.7: Zeitliche Entwicklung der Verschra¨nkung eines anfa¨nglichen gequetschten Zwei-
Moden-Zustands (Parameter ξ = 0.5) im QBM-Ein-Reservoir-Modell in Form der logarithmischen
Negativita¨t (blau) sowie der Purity des Zwei-Moden-Systems (rot) in den durch die Kriterien (7.33)
bestimmten Bereichen (grau und schwarz gestrichelt). Der grau schraffierte Bereich markiert wie in
Abb. 7.5 den Separabilita¨tsbereich und der Bereich zwischen schwarz und grau gestrichelter Kurve
den Koexistenzbereich. Bei tiefen Temperaturen und hinreichend starker System-Bad-Wechselwirkung
existieren zwischen den beiden Moden auch im stationa¨ren Zustand Quantenkorrelationen.
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7.3.2.3 Umgebungsinduzierte Verschra¨nkung im Ein-Reservoir Modell
Wie im vorausgegangenen Abschnitt dargestellt, entsteht im Ein-Reservoir Modell unter be-
stimmten Bedingungen ein nicht-separabler stationa¨rer Zustand, dessen Verschra¨nkung nicht
von dem anfa¨nglichen Squeezing abha¨ngt, sondern eine Folge der durch das gemeinsame
Bad entstandenen nichtlokalen Korrelationen ist. Im Folgenden wird eine einfache Bedingung
fu¨r das Vorliegen von Verschra¨nkung im stationa¨ren Zustand hergeleitet. Ausgangspunkt ist
die im Abschnitt 7.1.1.4 geleistete Vorarbeit im Hinblick auf ein Separabilita¨tskriterium fu¨r
Quasi-EPR-Zusta¨nde. Wie dort gezeigt, stellen die Normalkoordinaten R = (q1 + q2)/2 und
px = (p1 − p2)/2 ein Paar EPR-artiger Operatoren dar, mit deren Hilfe aus den Separabi-
lita¨tskriterien von Duan (7.26) und Tan (7.29) eine notwendige Bedingung in Form von
〈R2〉〈p2x〉 ≥
h¯2
16
bzw. 〈(q1 + q2)2〉〈(p1 − p2)2〉 ≥ h¯2 (7.106)
fu¨r das Vorliegen separablen stationa¨ren Zwei-Moden-Zustands abgeleitet werden kann, sofern
〈{q1, q2}〉 < 0 und 〈{p1, p2}〉 > 0. Diese Bedingung fu¨r die Korrelationen ist hier erfu¨llt. Mit
den in Gl. (3.16) gegebenen Varianzen des QBM-Modells sowie der Annahme (7.103) ergibt
sich schließlich als Separabilita¨tskriterium im stationa¨ren Zustand
ω0
pi
∫ ∞
0
dω (2n¯+ 1) coth(
1
2
βh¯ω)χ˜′′(ω) ≥ 1
4
, (7.107)
mit mittlerer Besetzungszahl n¯ = (eβh¯ω0 − 1)−1 der Normalmode fu¨r die Relativbewegung.
Die Abbildung 7.8a vergleicht dieses Separabilita¨tskriterium mit dem PPT-Kriterium (7.18)
und der logarithmischen Negativita¨t (7.41). Ebenfalls eingezeichnet sind die stationa¨ren Kor-
relationen 〈{q1, q2}〉 und 〈{p1, p2}〉 sowie die wechselseitige Information nach Gleichung (7.43)
fu¨r einen Gaußschen Zustand. Letztere ist ein Maß fu¨r die quantenmechanische und klassische
Korrelation und fa¨llt – genauso wie die genannten Korrelationen – wesentlich langsamer ab
als die logarithmische Negativita¨t. Oberhalb einer kritischen Temperatur verbleiben lediglich
klassische Korrelationen. Es ist allerdings zu beachten, das obiges Separabilita¨tskriterium
nur fu¨r den stationa¨ren Zustand gilt, in dem die Kovarianzmatrix wieder die Standardform
VII hat. Dies wird durch Abb. 7.8b deutlich, die einen Ausschnitt der bereits in Abb. 7.7d
dargestellten Dynamik zeigt. Zusa¨tzlich enthalten ist als rot gezeichnete Kurve das Separabi-
lita¨tskriterium ERx(t) =
h¯2
16 − 〈R2(t)〉〈p2x(t)〉. Man sieht, dass die anfa¨ngliche Verschra¨nkung
des gequetschten Zwei-Moden-Zustands mit positiver logarithmischer Negativita¨t nicht er-
fasst wird, da die Funktion (rote Kurve) nur fu¨r negative Werte eine Verschra¨nkung impli-
ziert. Der erneute Anstieg der logarithmischen Negativita¨t wird hingegen richtig erfasst, in
dem die Funktion zu diesem Zeitpunkt negativ wird. Zusa¨tzlich ist die U¨bereinstimmung
mit dem PPT-Kriterium ab diesem Zeitpunkt zu erkennen. Es ko¨nnen in diesem Fall neue
Quantenkorrelationen zwischen den beiden Moden aufgebaut werden, obwohl keine direk-
te Kopplung zwischen ihnen besteht, sondern die no¨tige Wechselwirkung nur indirekt u¨ber
das gemeinsame Bad vermittelt wird. Die Existenz von Quantenkorrelationen im stationa¨ren
Zustand ist gebunden an das Unterschreiten einer kritischen Temperatur, die sich aus Un-
gleichung (7.107) ergibt und von den Parametern der spektralen Dichte des gemeinsamen
Bades und der Response-Funktion bzw. Suszeptibilita¨t des Systems abha¨ngig ist. Die Abbil-
dung 7.9 illustriert die Abha¨ngigkeit der Verschra¨nkung von den Parametern γ, Γ und der
kritischen Temperatur. Beim U¨berschreiten dieser Temperatur verbleiben lediglich klassische
Korrelationen.
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(b) Separabilita¨tskriterien fu¨r zeitabha¨ngigen
Zwei-Moden-Zustand im Ein-Reservoir-Modell im
Zeitverlauf mit Parametern wie in Abb. 7.7d.
Abbildung 7.8: Separabilita¨tskriterien und Korrelationen fu¨r den stationa¨ren Zustand im QBM-Ein-
Reservoir-Modell (links) sowie deren Zeitabha¨ngigkeit (rechts). Links: logarithmische Negativita¨t
(blau), PPT-Kriterium (blau gestrichelt) und Funktion h¯
2
16 −〈R2〉〈p2x〉 (rot) liefern u¨bereinstimmenden
Wert fu¨r kritischen Temperaturwert Tc. Die Korrelationen 〈{q1, q2}〉 < 0 und 〈{p1, p2}〉 > 0 (grau
gestrichelt) sowie die wechselseitige Information gem. Gl. (7.43) (gelb) fallen wesentlich langsamer ab.
Oberhalb der kritischen Temperatur (mit EN (Tc) = 0) verbleiben lediglich klassische Korrelationen.
Rechts: Die zeitabha¨ngige Betrachtung der Separabilita¨tskriterien zeigt, dass das abgeleitete Kriteri-
um h¯
2
16 − 〈R2(t)〉〈p2x(t)〉 (rot) nur im stationa¨ren Zustand, in dem die Kovarianzmatrix Standardform
besitzt, ein zuverla¨ssiges Separabilita¨tskriterium darstellt. Ein positiver Wert der gelb gestrichelten
Funktion zeigt an, das die Purity den in den vorherigen Abbildungen grau unterlegten Separabilita¨ts-
bereich verlassen hat. Diese Funktion wird schon fru¨her positiv als die logarithmische Negativita¨t.
Erst wenn der darauffolgende Koexistenzbereich tatsa¨chlich verlassen wird, liegt nach den Kriterien
(7.33) tatsa¨chlich Verschra¨nkung vor (grau gestrichelte Kurve im positiven Bereich).
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(a) Stationa¨re Verschra¨nkung eines Zwei-
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(b) Stationa¨re Verschra¨nkung eines Zwei-
Moden-Zustands im QBM-Ein-Reservoir-
Modell in Abha¨ngigkeit von Abschneidefre-
quenz Γ Badtemperatur T fu¨r Kopplung
γ = 0.1mω0.
Abbildung 7.9: Stationa¨re Verschra¨nkung eines Zwei-Moden-Zustands im QBM-Ein-Reservoir-
Modell in Form des Kriteriums ERx = max
{
h¯2
16 − 〈R2〉〈p2x〉, 0
}
in Abha¨ngigkeit unterschiedlicher
Parameter. Die kritische Temperatur zu gegebenen γ und Γ ist durch Gleichung (7.107) bestimmt.
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7.4 Zusammenfassung von Kapitel 7
In diesem Kapitel wurde die Zeitentwicklung verschra¨nkter Zwei-Moden-Zusta¨nde in Ein-
und Zwei-Reservoir-Modellen untersucht. Zuna¨chst wurden Separabilita¨tskriterien und Ver-
schra¨nkungsmaße fu¨r Systeme kontinuierlicher Variablen eingefu¨hrt. Fu¨r Gaußsche Zusta¨nde
basieren diese auf der Kovarianzmatrix des Systems, fu¨r nicht-Gaußsche Zusta¨nde existieren
hinreichende Kriterien fu¨r EPR-artige Operatoren. Fu¨r Spezialfa¨lle wie die verschra¨nkten,
koha¨renten Zwei-Moden-Zusta¨nde sind zudem Maße wie die Concurrence und das Entangle-
ment of Formation anwendbar.
Als repra¨sentative Gaußsche Zusta¨nde wurden die gequetschten Zwei-Moden-Zusta¨nde
gewa¨hlt, als nicht-Gaußsche Zusta¨nde die verschra¨nkten, koha¨renten Zwei-Moden-Zusta¨nde.
Deren Dynamik wurde in Ein- und Zwei-Reservoir Modellen untersucht, die als verrauschte
korrelierte bzw. unkorrelierte Quantenkana¨le aufgefasst werden ko¨nnen. Im Mittelpunkt stan-
den dabei nicht-Markovsche Effekte und Einflu¨sse durch starke System-Bad-Wechselwirkung.
Die Auswirkungen auf den Verlauf von Verschra¨nkungsmaßen und auf Separabilita¨tszeiten
wurden mit den bekannten Markovschen Resultaten verglichen. Die Auspra¨gung des nicht-
Markovschen Charakters wird dabei durch das Verha¨ltnis der die Badkorrelationszeit be-
stimmenden Abschneidefrequenz Γ zu anderen charakteristischen Zeitskalen des Systems be-
stimmt. Es wurde gezeigt, dass die Auswirkungen nicht-Markovscher Einflu¨sse weiter unter-
schieden werden mu¨ssen in ein moderat nicht-Markovsches Regime mit Γ ≥ ω0 und in ein
stark nicht-Markovsches Regime fu¨r Out-of-Resonance Ba¨der mit Γ  ω0. Moderat nicht-
Markovsche Einflu¨sse fu¨hren fu¨r koha¨rente Superpositionen und verschra¨nkte Zusta¨nde zu
einem langsameren Verlust der speziellen quantenmechanischen Eigenschaften und damit zu
einer verla¨ngerten Separabilita¨tszeit. Das Geda¨chtnis des Reservoirs bzw. Quantenkanals hilft
also dabei, die wichtigen Eigenschaften der quanteninformationstragenden Zusta¨nde la¨nger
zu konservieren. Ist der nicht-Markovsche Charakter sta¨rker ausgepra¨gt – im Sinne eines Out-
of-Resonance Bades – so verkehrt sich dieser Effekt in Gegenteil und die Separabilita¨tszeit
wird verku¨rzt.
Qualitativ sind die beschriebenen Auswirkungen im Ein- bzw. Zwei-Reservoir-Modell iden-
tisch, allerdings kann die Bewegung in einem gemeinsamen Bad bei sonst gleichen Parametern
den Verlust anfa¨nglich vorhandener Verschra¨nkung weiter abmildern bzw. den Dekoha¨renz-
prozess zusa¨tzlich verlangsamen. Mitunter werden die anfa¨nglich bestehenden Quantenkor-
relationen nicht nur la¨nger bewahrt, sondern es ko¨nnen durch ein gemeinsames Bad auch
neue Quantenkorrelationen zwischen den beiden Moden aufgebaut werden. Dies ist dann der
Fall, wenn auf die Born-Approximation verzichtet wird und die System-Bad-Wechselwirkung
nicht mehr als sehr schwach vorausgesetzt wird. Wie im letzten Unterkapitel anhand eines
gequetschten Zwei-Moden-Zustands gezeigt, ko¨nnen in diesem Fall neue Quantenkorrelatio-
nen zwischen den beiden Moden aufgebaut werden, obwohl keine direkte Kopplung zwischen
ihnen besteht, sondern die no¨tige Wechselwirkung nur indirekt u¨ber das gemeinsame Bad
vermittelt wird. Diese ko¨nnen auch im stationa¨ren Zustand bestehen bleiben.
Die Existenz von Quantenkorrelationen im stationa¨ren Zustand ist gebunden an das Un-
terschreiten einer kritischen Temperatur, die abha¨ngig ist von den Parametern der spektralen
Dichte des gemeinsamen Bades und der Response-Funktion bzw. Suszeptibilita¨t des Systems.
Bei U¨berschreiten dieser Temperatur verbleiben lediglich klassische Korrelationen. Aus dem
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Separabilita¨tskriterium fu¨r EPR-artige Operatoren wurde eine Ungleichung hergeleitet, de-
ren Verletzung ein notwendiges Kriterium fu¨r das Vorliegen von stationa¨ren Quantenkorrela-
tionen eines Zwei-Moden-Systems in einem gemeinsamen Bad darstellt. Neben einer umge-
bungsinduzierten Dekoha¨renz (environmental induced decoherence) bzw. Zersto¨rung anfa¨ng-
lich bestehender Quantenkorrelationen bietet das vorgestellte Modell somit ein Beispiel fu¨r
umgebungsinduzierte Verschra¨nkung zweier nicht direkt gekoppelter Moden, die selbst im
stationa¨ren Zustand bestehen bleiben kann.
Kapitel 8
Zusammenfassung
Die vorliegende Arbeit befasste sich mit der Dynamik, Dekoha¨renz und Verschra¨nkung von
dissipativen Quantensystemen unter nicht-Markovschen Mastergleichungen und deren An-
wendung in der Quanteninformationstheorie von Systemen kontinuierlicher Variablen. Die
Grundlage zur Beschreibung von nicht-Markovscher Dynamik in CV-Systemen bildete das
Caldeira-Leggett Modell der quantenmechanischen Brownschen Bewegung (QBM-Modell).
Die aus dem Einfluss-Funktional-Pfadintegralformalismus fu¨r dissipative Quantensysteme ge-
wonnene HPZ-Mastergleichung wurde fu¨r unterschiedliche Superpositionszusta¨nde einer Mo-
de und fu¨r verschra¨nkte Zwei-Moden-Zusta¨nde gelo¨st. Die zeitabha¨ngigen HPZ-Koeffizienten,
die in der Regel numerisch integriert wurden, waren fu¨r die nicht-Markovschen Eigenschaf-
ten der Dynamik verantwortlich. Im Mittelpunkt des Interesses standen die Auswirkungen
der nicht-Markovscher Beschreibung auf die Dekoha¨renz- und Separabilita¨tszeiten von Gauß-
schen und nicht-Gaußschen Ein- und Zwei-Moden-Zusta¨nden. An dieser Stelle werden die
wichtigsten Ergebnisse zusammengefasst, eine ausfu¨hrliche Diskussion der Resultate findet
sich auch jeweils am Ende der entsprechenden Kapitel.
In Kapitel 4 war der stationa¨re Zustand des QBM-Modells zuna¨chst Ausgangspunkt fu¨r
die Diskussion quantenstatistischer und thermodynamischer Eigenschaften in offenen, mit
dem umgebenden Bad korrelierten Quantensystemen. Es hat sich gezeigt, dass der stationa¨re
QBM-Zustand auch bei einer gegen Null gehenden Badtemperatur in der Regel ein gemisch-
ter Zustand ist, mit nicht verschwindender von Neumann Entropie und einer Verteilung der
Diagonalelemente der reduzierten Dichtematrix, die von einer thermischen Gleichgewichts-
verteilung abweicht. Zudem zeigt der Zustand Charakteristika, die an einen gequetschten
Vakuumzustand erinnern. Es wurde dargelegt, dass die thermodynamische Entropie und die
von Neumann Entropie fu¨r den stationa¨ren QBM-Zustand in der Regel nicht identisch sind.
Der zu diesem stationa¨ren Zustand fu¨hrende Relaxationsprozess wurde in Kapitel 5 im Rah-
men einer U¨bersicht der Systeme kontinuierlicher Variablen fu¨r unterschiedliche Nichtgleich-
gewichtszusta¨nde betrachtet und mit den Markovschen Resultaten verglichen.
In Kapitel 6 wurden schließlich nicht-Markovsche Effekte bei Dekoha¨renzprozessen von
CV-Systemen im Rahmen des QBM-Modells untersucht. Die HPZ-Mastergleichung wurde
dafu¨r fu¨r unterschiedliche anfa¨ngliche Superpositionszusta¨nde gelo¨st und anschließend die
Norm des Interferenzterms als Dekoha¨renzmaß im Phasenraum berechnet. Anhand eines
Vergleichs mit alternativen Maßen wurde aufgezeigt, dass Phasenraummaße und Dekoha¨renz-
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maße im Orts- bzw. Implusraum gerade bei einer nicht-Markovschen Betrachtung mitunter
um Gro¨ßenordnungen verschiedene Zeitskalen liefern ko¨nnen. Bei der Verwendung der Norm
des Interferenzterms als Dekoha¨renzmaß hat sich gezeigt, dass der Dekoha¨renzprozess selbst
fu¨r ein lineares Modell wie die quantenmechanische Brownsche Bewegung qualitativ sehr
unterschiedliches Verhalten zeigen kann – der Verlauf kann exponentiell, gaußfo¨rmig oder
algebraisch (fu¨r ein freies Teilchen bei tiefen Temperaturen) abfallend sein und mitunter eine
partielle Rekurrenz der Koha¨renzeigenschaften aufweisen.
Die unterschiedlichen Dekoha¨renz-Szenarios werden dabei durch das Verha¨ltnis der charakte-
ristischen Zeitskalen des Systems und des Bades festgelegt. Die Abha¨ngigkeit der Dekoha¨renz-
zeit von spektralen Eigenschaften des Bades bietet die Mo¨glichkeit, durch gezieltes Bath
Engineering den Verlust quantenmechanischer Interferenzfa¨higkeit und nichtklassischer Kor-
relationen verschra¨nkter Zusta¨nde abzumildern sowie das nicht-Markovsche Regime experi-
mentell zuga¨nglich zu machen. Die geschilderten Fortschritte in diesem Bereich lassen die
experimentelle Simulation des nicht-Markovschen Regimes bereits in naher Zukunft mo¨glich
erscheinen.
Das Kapitel 7 behandelte die Zeitentwicklung verschra¨nkter Zwei-Moden-Zusta¨nde in Ein-
und Zwei-Reservoir-Modellen. Als repra¨sentative Gaußsche Zusta¨nde wurden die gequetsch-
ten Zwei-Moden-Zusta¨nde gewa¨hlt, als nicht-Gaußsche Zusta¨nde die verschra¨nkten, koha¨ren-
ten Zwei-Moden-Zusta¨nde. Deren Dynamik wurde in Ein- und Zwei-Reservoir Modellen un-
tersucht, die als verrauschte korrelierte bzw. unkorrelierte Quantenkana¨le aufgefasst werden
ko¨nnen. Die Auswirkungen nicht-Markovscher Effekte auf den Verlauf von Verschra¨nkungs-
maßen und auf die jeweiligen Separabilita¨tszeiten wurden mit den bekannten Markovschen
Resultaten verglichen. Moderat nicht-Markovsche Einflu¨sse fu¨hrten fu¨r koha¨rente Superpo-
sitionen und verschra¨nkte Zusta¨nde zu einem langsameren Verlust der speziellen quanten-
mechanischen Eigenschaften und damit zu einer verla¨ngerten Separabilita¨tszeit. In Out-of-
Resonance Ba¨dern mit stark nicht-Markovschem Charakter verkehrt sich dieser Effekt ins
Gegenteil und die Separabilita¨tszeit wird verku¨rzt.
Qualitativ sind die beschriebenen Auswirkungen im Ein- bzw. Zwei-Reservoir-Modell iden-
tisch, allerdings kann die Bewegung in einem gemeinsamen Bad bei sonst gleichen Parametern
den Verlust anfa¨nglich vorhandener Verschra¨nkung abmildern bzw. den Dekoha¨renzprozess
verlangsamen. Mitunter werden die anfa¨nglich bestehenden Quantenkorrelationen nicht nur
la¨nger bewahrt, sondern es ko¨nnen durch ein gemeinsames Bad auch neue Quantenkorre-
lationen zwischen den beiden Moden aufgebaut werden. Dies ist dann der Fall, wenn auf
die Born-Approximation verzichtet wird und die System-Bad-Wechselwirkung nicht mehr als
sehr schwach vorausgesetzt wird. Wie anhand eines gequetschten Zwei-Moden-Zustands ge-
zeigt wurde, ko¨nnen in diesem Fall neue Quantenkorrelationen zwischen den beiden Moden
aufgebaut werden, obwohl keine direkte Kopplung zwischen ihnen besteht, sondern die no¨tige
Wechselwirkung nur indirekt u¨ber das gemeinsame Bad vermittelt wird.
Es wurde dargelegt, dass die Existenz von Quantenkorrelationen im stationa¨ren Zustand an
das Unterschreiten einer kritischen Temperatur gebunden ist, die abha¨ngig ist von den Para-
metern der spektralen Dichte des gemeinsamen Bades und der Response-Funktion bzw. Sus-
zeptibilita¨t des Systems. Aus dem Separabilita¨tskriterium fu¨r EPR-artige Operatoren wurde
eine Ungleichung hergeleitet, deren Verletzung ein notwendiges und hinreichendes Kriterium
fu¨r das Vorliegen von stationa¨ren Quantenkorrelationen eines Zwei-Moden-Systems in einem
gemeinsamen Bad darstellt. Neben einer umgebungsinduzierten Dekoha¨renz (environmental
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induced decoherence) bzw. Zersto¨rung anfa¨nglich bestehender Quantenkorrelationen bot das
vorgestellte Modell somit ein Beispiel fu¨r umgebungsinduzierte Verschra¨nkung zweier nicht
direkt gekoppelter Moden, die erst im Verlauf der Evolution entsteht und sogar im stationa¨ren
Zustand bestehen bleibt.
Die Betrachtung nicht-Markovscher Einflu¨sse auf die Dekoha¨renz- und Separabilita¨tszei-
ten offener Quantensysteme bleibt ein Thema, das gerade im Hinblick auf die Relevanz fu¨r
Anwendung in der Quanteninformationstheorie von Systemen kontinuierlicher Variablen auch
in Zukunft weitere Beachtung erfahren wird.
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Anhang A
QBM und CV-Systeme im
Experiment
Das Modell der quantenmechanischen Brownschen Bewegung ist in vielfa¨ltigen experimen-
tellen Bereichen anwendbar. Zum einen ist es das paradigmatische Modell zur Beschreibung
und Erkla¨rung dissipativer Quantendynamik einschließlich der umgebungsinduzierten De-
koha¨renz. Zum anderen findet es im weiten Feld der Quanteninformationstheorie dort An-
wendung, wo es um das genaue experimentelle Versta¨ndnis dissipativer Effekte geht – ange-
fangen von der experimentellen Realisierung von Quantencomputern in Form von Ionenfallen
[19, 20, 21] bis hin zur Quantenkommunikation u¨ber verrauschte Quantenkana¨le. Das Mo-
dell der QBM ist dabei so vielseitig einsetzbar, dass es sowohl die quantisierte Bewegung
von materiellen Teilchen wie Ionen in optischen Fallen beschreiben kann, als auch die dissi-
pative Dynamik von Resonator-Moden des elektromagnetischen Feldes [22]. Im ersten Fall
geht es um die Schwerpunktsbewegung von Ionen in Radiofrequenzfallen, die mittels La-
serku¨hlung so stark verlangsamt wurden, dass ihre Bewegung einer quantisierten Schwingung
in einem harmonischen Potenzial entspricht [196, 197]. Im zweiten Fall wird die Analogie zur
Hohlraum-Quantenelektrodynamik ausgenutzt, um die U¨bertragung von Quanteninformation
mittels verschra¨nkter Lichtmoden u¨ber verrauschte Quantenkana¨le zu modellieren. Literatur-
hinweise zu experimentellen Techniken der Pra¨paration von nichtklassischen Zusta¨nden und
der Rekonstruktion entsprechender Phasenraumfunktionen werden im Folgenden gegeben,
ein guter U¨berblick findet sich beispielsweise in Ref. [59].
A.1 Pra¨paration von CV-Systemen
Bei der Pra¨paration und Rekonstruktion von nichtklassischer Zusta¨nden auf atomarer Skala
sind in den letzten Jahren große Fortschritte erzielt worden. Grundlage der experimentel-
len Realisierung von Superpositionszusta¨nden einzelner Atome ist Technik der Laserku¨hlung
in Ionenfallen und anschließende Verschra¨nkung von internen (elektronischen) mit externen
(Bewegungs-) Zusta¨nden der Ionen mittels Laserpulsen. Eine Abku¨hlung bis auf den Grund-
zustand der Bewegung ist beispielsweise bereits fu¨r 198Hg+ Ionen [196], 9Be+ Ionen [197]
sowie 40Ca+ Ionen [198] in optischen Fallen experimentell realisiert worden. Fu¨r auf den
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Vibrations-Grundzustand abgeku¨hlte 9Be+ Ionen in Radiofrequenz-Fallen (Paul-Fallen) wur-
den sowohl einzelne Fock Zusta¨nde, koha¨rente und gequetschte Zusta¨nde pra¨pariert [199], als
auch Cat-State Superpositionen koha¨renter Zusta¨nde [200] hergestellt.
A.2 Rekonstruktion von CV-Systemen
Die Rekonstruktion von nicht-klassischen Zusta¨nden einzelner Ionen oder Lichtmoden in Form
der Wigner-Funktion im Phasenraum oder der Dichtematrix im Fockraum ist keine leichte ex-
perimentelle Aufgabe. Die Standardmethode zur Rekonstruktion quantenoptischer Zusta¨nde
ist die homodyne Tomographie [201], bei der aus den marginalen Verteilungen der Orts-
und Impuls-Operatoren bzw. der Quadraturen des elektromagnetischen Feldes die Wigner-
Funktion rekonstruiert wird. Mit dieser Technik ist es nicht nur mo¨glich, koha¨rente [202]
und gequetschte Feldzusta¨nde [203] zu rekonstruieren, sondern mittlerweile auch einzelne
Photonen-Fock-Zusta¨nde [204, 205] sowie Zwei-Photonen-Zusta¨nde [206]. Eine andere Metho-
de kommt zum Einsatz bei der Bestimmung der Wigner-Funktion der Oszillationszusta¨nde
einzelner Ionen in Paul-Fallen [207]. Dabei wird die mittlere Besetzung interner elektroni-
scher Freiheitsgrade mittels Fluoreszenzmessungen getriebener zyklischer Dipolu¨berga¨nge
bestimmt, die einen Ru¨ckschluss auf die Dichtematrixelemente der quantisierten Ionenbe-
wegung zula¨sst. Damit kann die Dichtematrix in Besetzungsdarstellung rekonstruiert werden
und somit auch die Wigner-Funktion gewonnen werden. Die Bestimmung von Gro¨ßen wie
der Purity und von Neumann-Entropie anfa¨nglicher Fock-Zusta¨nde erfolgt dann u¨ber die
Diagonalelemente der Dichtematrix:
µ(t) '
nmax∑
n=0
p2n(t) und Sv(t) '
nmax∑
n=0
pn(t) ln pn(t), (A.1)
wobei nmax den maximalen Wert der im Experiment bestimmten Niveau-Besetzung bezeich-
net [38]. Als Modell fu¨r die experimentell beobachtbare Dynamik der quantisierten Schwer-
punktsbewegung der Ionen wurde das QBM-Modell in seiner allgemeinen (nicht-Markovschen)
Version ebenfalls bereits zugrundegelegt [70, 95].
A.3 Bath-Engineering
Das Engineering der Reservoireigenschaften – im Sinne einer gezielten Steuerung der Kopp-
lungssta¨rke und Modellierung der spektralen Dichte der Badmoden – bietet Ansatzpunkte,
Dekoha¨renz fu¨r nicht-Markovsche Umgebungen experimentell zu simulieren und zu studieren.
Die im Markovschen Regime bereits durchgefu¨hrten Experimente [37, 38] basierten auf der
Kopplung einzelner Ionen in einer Paul-Falle mit der Umgebung in Form von fluktuierenden
Feldern. Die Kopplung beruht auf der Absorption von Laser-Photonen und anschließender
spontaner Emission. Die Variation der Laserfrequenz und -intensita¨t erlaubt es die Kopplung
zu variieren [37, 39]. Durch geeignet geschaltete Niedrigpassfilter kann die Form der spektra-
len Dichte variiert werden [70] und nicht-Markovschen Verhalten simuliert werden. Dazu die
folgende Abscha¨tzung: Die charakteristische Frequenz der Ionen liegt in der Gro¨ßenordnung
von ω0 ' 107Hz. Die typische zeitliche Auflo¨sung der Experimente liegt zwischen 1− 100µs.
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Fu¨r Γ  ω0 ist nicht-Markovsches Verhalten also nur fu¨r Zeiten t 0.1µs zu erwarten und
deshalb experimentell nicht zu beobachten. Kann nun die Abscheidefrequenz Γ des ku¨nstli-
chen Bades (in Form fluktuierender Felder) variiert werden, so dass Γ > ω0, dann liegen die
Korrelationszeiten des Bades in der Gro¨ßenordnung der internen Systemdynamik. Beispiels-
weise sollte es mo¨glich sein, fu¨r Γ/ω0 ≤ 0.1 nicht-Markovsches Verhalten experimentell zu
beobachten, da dieses dann auch noch bei Zeiten t ' 1µs relevant ist [70].
A.4 Dekoha¨renz und Verschra¨nkung im Experiment
Die in Kapitel 6 ero¨rterte quadratische Skalierung der Dekoha¨renzrate mit dem Abstand zwei-
er koha¨renter Zusta¨nde im Phasenraum wurde mittlerweile in unterschiedlichen Experimenten
besta¨tigt [22, 37, 38]. In Ref. [22] war das untersuchte System eine Mikrowellen-Feldmode in
einem aus zwei Spiegeln gebildeten Resonator. Die Spiegel sind nicht perfekt, so dass die
elektromagnetische Feldenergie mit einer bestimmten Rate dissipiert. Im Experiment wur-
den Cat State Superpositionen der Resonatormode durch die Wechselwirkung mit einzelnen,
durch den Resonator gesendeten Rydberg-Atomen erzeugt und deren Dekoha¨renz dann durch
Variation der Rabi-Frequenz der Atom-Feld Wechselwirkung, der Durchflugzeit der Rydberg-
Atome und der Verstimmung zwischen Resonatormode und verwendetem Rydberg-U¨bergang
gemessen. Die experimentelle Realisierung von makroskopischer Superpositionszusta¨nden –
etwa von Fulleren-Moleku¨len [208], Bose-Einstein-Kondensaten [209, 210] oder gegenla¨ufigen
Stro¨men in SQUIDs (superconducting quantum interference devices) [211] – zeugen von den
bereits erzielten Fortschritten auf diesem Gebiet. Eine U¨bersicht hierzu bietet etwa Ref. [212].
Verschra¨nkte Zwei-Moden-Zusta¨nden kommen insbesondere bei der Quantenteleportation
zum Einsatz. Nachdem diese bereits mit Polarisations-verschra¨nkten Photonen [3] und ge-
quetschten Zwei-Moden Zusta¨nde [26, 27, 28] als Quanten-Kana¨len [213] realisiert wurde,
sind auch verschra¨nkte koha¨rente Zusta¨nde [214, 215] in der Diskussion. Ein Vorschlag zur
Pra¨paration eines stationa¨r-verschra¨nkten Zwei-Moden-Zustandes, der A¨hnlichkeiten zur sto-
chastischen Resonanz aufweist, wurde ebenfalls bereits entwickelt [216].
A.5 CV-Systeme in der Quanteninformationstheorie
Die Implementierung von Quanten-Computern auf Basis von lasergeku¨hlten Ionen in Paul-
Fallen [19, 20] ist ein vielversprechender Vorschlag. Die Qubits sind dabei durch interne Elek-
tronenzusta¨nde der Ionen realisiert und Information wird mittels gemeinsamer Bewegungs-
freiheitsgrade u¨bertragen. Auch das Interesse an nicht-Markovschen Reservoiren bei quan-
teninformationsverarbeitenden Systemen [50] hat zugenommen und erste nicht-Markovsche
Beschreibungen von Quanten-Computern wurden pra¨sentiert [51, 52]. Systeme kontinuierli-
cher Variablen eignen sich insbesondere zur Quanten-Kommunikation und -Teleportation, wo
Laserstrahlen hoher Intensita¨t ihre Vorteile der geringeren Sto¨rungsanfa¨lligkeit und leichteren
Detektierbarkeit gegenu¨ber einzelnen verschra¨nkten Photonen ausspielen ko¨nnen. Bisher wur-
de die Anwendungen verschra¨nkter Moden als Quantenkana¨le vor allem unter Markovschen
Approximationen untersucht, allerdings sind auch erste Vorschla¨ge fu¨r das Verhalten bei
nicht-Markovschen Quantenkana¨len [53, 54, 55] in der Diskussion. Eine U¨bersicht bietet etwa
Ref. [217].
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Anhang B
Details zu Modellen und
Berechnungen
B.1 Lo¨sung der Hu-Paz-Zhang Mastergleichung
Im Verlauf dieser Arbeit wurde die Hu-Paz-Zhang Mastergleichung fu¨r verschiedene An-
fangszusta¨nde exakt gelo¨st. Insbesondere wurde die nicht-Markovsche Dynamik von nicht-
Gaußschen Zusta¨nden in Form der Superpositionen aus Fock-Zusta¨nden ∼ (|n〉+ |m〉) sowie
aus koha¨renten Zusta¨nden ∼ (|α+〉+ |α〉−) betrachtet. Das die Lo¨sungen fu¨r die unterschied-
liche Beispiele u¨ber die Arbeit verteilt sind, wird die Vorgehensweise an dieser Stelle noch
einmal u¨bersichtlich dargestellt.
Ausgangspunkt fu¨r die Berechnung der Purity, der Dekoha¨renzfunktion oder der zeitli-
chen Entwicklung der Besetzungszahlen war jeweils die Wigner-Funktion W (q, p, t), deren
Zeitentwicklung u¨ber die generalisierte Fokker-Planck-Gleichung (3.111) beschrieben wird.
Diese wurde auf zwei a¨quivalenten Wegen gelo¨st:
• Die Wigner-Funktion kann direkt u¨ber den auf die anfa¨ngliche Pra¨paration W (q, p, 0)
wirkenden Propagator P(q, p; t|q0, p0; 0) bestimmt werden, mit
W (q, p, t) =
∫
dq0dp0 P(q, p; t|q0, p0; 0)W (q0, p0, 0), (B.1)
und P(q, p; t|q0, p0; 0) = 1
2pi
√
detΣ
exp
[
−1
2
RTΣ−1R
]
, (B.2)
wobei P(q, p; t|q0, p0; 0) durch die Funktionen (3.21) und (3.27) u¨ber
Σ(t) =
(
Kq(t) Kqp(t)
Kqp(t) Kp(t)
)
und R(t) =
(
q − 〈q(t)〉
p− 〈p(t)〉
)
(B.3)
gegeben ist [90]. Dabei beziehen sich die Mittelungen 〈q(t)〉 und 〈p(t)〉 auf die Lo¨sungen
(3.21) der Langevin-Gleichung mit Anfangswerten q0 und p0.
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• Einen anderen Lo¨sungsansatz fu¨r Gleichung (3.111) bietet die sogenannte quantensta-
tistische charakteristische Funktion χ, die u¨ber eine Fourier-Transformation
W (q, p, 0) =
1
(2pih¯)2
∫ ∞
−∞
dη
∫ ∞
−∞
dν χ(η, ν, 0) exp [i(ηq + νp)/h¯] , (B.4)
mit der Wigner-Funktion verbunden ist [88]. Die zeitabha¨ngige Wigner-Funktion kann
dabei direkt u¨ber das Integral [90]
W (q, p, t) =
1
(2pih¯)2
∫ ∞
−∞
dη
∫ ∞
−∞
dν χ˜(ηt, νt, 0) exp [i(ηp+ νq)/h¯] (B.5)
bestimmt werden, mit der Funktion χ˜, die sich aus der anfa¨nglichen charakteristischen
Funktion mit substituierten Variablen ηt = f˙(t)η +
1
mf(t)ν und νt = mf¨(t)ν + f˙(t)η
und multipliziertem Gaußschen Faktor in der Form
χ˜(ηt, νt, 0) = χ
(
f˙(t)η +
1
m
f(t)ν,mf¨(t)η + f˙(t)ν; 0
)
× exp
[
− 1
2h¯2
(Kp(t)η
2 + 2Kqp(t)ην +Kq(t)ν
2)
]
(B.6)
ergibt.
Die auf diese Weise erhaltene zeitabha¨ngige Wigner-Funktion bildet die Basis zur Berechnung
abgeleiteter Gro¨ßen wie der Purity und der Norm des Interferenzanteils als Dekoha¨renzfunk-
tion.
• Die Berechnung der Purity fu¨r die Zustandsentwicklung unter der HPZ-Mastergleichung
erfolgte u¨ber Lo¨sung fu¨r die zeitabha¨ngige Wigner-Funktion
µ(t) = (2pih¯)2
∫ ∞
−∞
dq
∫ ∞
−∞
dpW 2(q, p, t). (B.7)
Ausgehend von der anfa¨nglichen charakteristischen Funktion fu¨r die unterschiedlichen
Superpositionszusta¨nde
χ01(α, 0) = e
−|α|2/2 [2− |α|2 − (α∗ − α)] /2, (B.8)
χ02(α, 0) = e
−|α|2/2
[
1 +
√
2(α2 + α∗2) +
1
2
(2− 4|α|2 + |α|4)
]
/2, (B.9)
χ±α0(α, 0) = N0e
−|α|2/2
[
cosh(α∗0α− α0α∗) + e−2|α0|
2
cosh(α∗0α+ α0α
∗)
]
,(B.10)
mit N0 =
(
1 + cos θe−2|α0|2
)−1
und α = η2σ0 + i
σ0
h¯ ν wurde dann die exakte zeitliche
Entwicklung bestimmt.
• Die Berechnung der Dekoha¨renzfunktion als Norm des Interferenzterms der anfa¨ng-
lichen Superposition wurde explizit fu¨r eine makroskopische Cat-State Superposition
koha¨renter Zusta¨nde durchgefu¨hrt, mit
µI(t) = (2pih¯)
2
∫ ∞
−∞
dq
∫ ∞
−∞
dpW 2I (q, p, t), (B.11)
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wobei WI(q, p, t) u¨ber die charakteristische Funktion
χI(ν, η, 0) = N0
[
e
− 1
8σ2
0
(ν2−2q0)2−σ
2
0η
2
2h¯2 + e
− 1
8σ2
0
(ν2+2q0)2−σ
2
0η
2
2h¯2
]
(B.12)
des Interferenzterms gewonnen wird. Zur Vereinfachung der Integration kann χI(ν, η, 0)
aufgeteilt werden in
|χI |2 = |χ12|2 + |χ21|2 + χ12χ∗21 + χ∗12χ21, (B.13)
so dass beispielsweise die Wigner-Funktion der ersten Komponente durch
W12(q, p, t) =
N0
(2pih¯)2
∞∫
−∞
dη
∞∫
−∞
dν e−
〈p2(t)〉
2h¯2
η2− 〈q2(t)〉
2h¯2
ν2− 〈{q,p}〉
2h¯2
ην+aη+bν+i(ηp+νq)/h¯ ,
ergibt, mit a = q0
2σ20
f˙(t) und b = q0
2mσ20
f(t). Die zeitabha¨ngigen Korrelationen 〈q2(t)〉,
〈p2(t)〉 und 〈{q, p}(t)〉 ko¨nnen als Lo¨sungen (3.24) der quantenmechanischen Langevin-
Gleichung (3.11) erhalten werden. Der Term W21 der Wigner-Funktion ergibt sich ana-
log. Durch Quadrieren W 2I = W
2
12 +W
2
21 + 2W12W21 und Integration u¨ber die Koordi-
naten p und q erha¨lt man schließlich die Norm des Interferenzterms
µ˜I(t) =
µ0(t)
2(1 + eq
2
0/2σ
2
0 )2
{
1 + exp
[
4µ20(t)
h¯2
(
a2〈q2(t)〉 − ab〈{q, p}(t)〉 + b2〈p2(t)〉)]}
(B.14)
die noch mit dem anfa¨nglichen Wert µ˜I(0) =
1−eq20/σ20
2(1+eq
2
0
/2σ2
0 )2
normiert werden kann. Daraus
resultiert schließlich die Dekoha¨renzfunktion
µI(t) =
µ0(t)
1 + eq
2
0/σ
2
0
{
1 + exp
[
µ20(t)q
2
0
h¯2m2σ40
(
m2f˙2t 〈q2(t)〉 −mftf˙t〈{q, p}〉 + f 2t 〈p2(t)〉
)]}
,
(B.15)
wobei ft die zeitabha¨ngige Green-Funktion (3.23) der Lo¨sung der quantenmechanischen
Langevin-Gleichung bezeichnet.
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B.2 Dynamik im Zwei-Reservoir-Modell
Die zeitliche Entwicklung der Kovarianz eines Zwei-Moden-Zustands mit separater Kopp-
lung der Moden an identische, aber unkorrelierte Reservoire (Kapitel 7.3.1) ist durch die
Kovarianzelemente
〈q21(t)〉 = f˙21 (t)σ201 + f21 (t)
h¯2
4σ201m
2
+Kq1(t) (B.16)
〈p21(t)〉 = m2f¨21 (t)σ201 + f˙21 (t)
h¯2
4σ20
+Kp1(t) (B.17)
〈q22(t)〉 = f˙22 (t)σ202 + f22 (t)
h¯2
4σ202m
2
+Kq2(t) (B.18)
〈p22(t)〉 = m2f¨22 (t)σ202 + f˙22 (t)
h¯2
4σ20
+Kp2(t) (B.19)
1
2
〈{q1, p1}(t)〉 = mf˙1(t)f¨1(t)σ201 +
h¯2
4mσ201
f1(t)f˙1(t) +Kq1p1(t) (B.20)
1
2
〈{q2, p2}(t)〉 = mf˙2(t)f¨2(t)σ202 +
h¯2
4mσ202
f2(t)f˙2(t) +Kq2p2(t) (B.21)
1
2
〈{q1, q2}(t)〉 = 〈q1q2(0)〉f˙1(t)f˙2(t) + 1
m2
〈p1p2(0)〉f1(t)f2(t) (B.22)
1
2
〈{p1, p2}(t)〉 = m2〈q1q2(0)〉f¨1(t)f¨2(t) + 〈p1p2(0)〉f˙1(t)f˙2(t) (B.23)
1
2
〈{q1, p2}(t)〉 = m〈q1q2(0)〉f˙1(t)f¨2(t) + 1
m
〈p1p2(0)〉f1(t)f˙2(t) (B.24)
1
2
〈{p1, q2}(t)〉 = m〈q1q2(0)〉f¨1(t)f˙2(t) + 1
m
〈p1p2(0)〉f˙1(t)f2(t) (B.25)
bestimmt (wegen der Symmetrie sind hier nur 10 Elemente zur Beschreibung no¨tig). Fu¨r die
Frequenzen ω1 und ω2 der beiden Moden (hier m1 = m2 = m) ergeben sich die Greenschen
Funktionen f1(t) und f2(t) aus der Lo¨sung (3.23) der jeweiligen Quanten-Langevin-Gleichung,
ebenso die Lo¨sungen des inhomogenen Anteils Kq1,2(t), Kp1,2(t) sowie Kq1p1(t) und Kq2p2(t)
aus den Gleichung (3.27)-(3.29) folgen. Die Anfangswerte der Korrelationen sind durch die
Kovarianzmatrix (5.23) bestimmt.
B.3 Dynamik im Ein-Reservoir-Modell
Im Ein-Reservoir-Modell fu¨r zwei identische Moden wird die Dynamik der Schwerpunkts-
koordinate durch eine Quanten-Langevin-Gleichung (7.102) beschrieben. Die Bewegung der
Relativkoordinate ist davon unabha¨ngig und unterliegt annahmegema¨ß nur einer schwacher
Wechselwirkung mit dem Bad – die Dynamik nach (7.103) wird deshalb hinreichend in der
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Born-Markov-Approximation beschrieben. Aus der Transformation
〈R2〉 = 1
4
(〈q21〉+ 〈q22〉+ 〈{q1, q2}〉) (B.26)
〈P 2R〉 = 〈p21〉+ 〈p22〉+ 〈{p1, p2}〉 (B.27)
〈x2〉 = 〈q21〉+ 〈q22〉 − 〈{q1, q2}〉 (B.28)
〈p2x〉 =
1
4
(〈p21〉+ 〈p22〉 − 〈{p1, p2}〉) (B.29)
1
2
〈{x,R}〉 = 1
2
(〈q21〉 − 〈q22〉) (B.30)
1
2
〈{px, PR}〉 = 1
2
(〈p21〉+ 〈p22〉) (B.31)
ergeben sich die zeitabha¨ngigen Elemente der Kovarianzmatrix des Systems zu (auf die ex-
plizite Angabe der Zeitabha¨ngigkeit in Form einer Funktion von t wird hier verzichtet):
〈q21〉 = 〈R2〉+ 〈x2〉+ 〈{x,R}〉 (B.32)
〈q22〉 = 〈R2〉+ 〈x2〉 − 〈{x,R}〉 (B.33)
〈p21〉 =
1
4
〈P 2R〉+ 〈p2x〉+ 〈{PR, px}〉 (B.34)
〈p22〉 =
1
4
〈P 2R〉+ 〈p2x〉 − 〈{PR, px}〉 (B.35)
1
2
〈{q1, q2}〉 = 〈R2〉 − 1
4
〈x2〉 (B.36)
1
2
〈{p1, p2}〉 = 1
4
〈P 2R〉 − 〈p2x〉 (B.37)
1
2
〈{q1, p1}〉 = 1
2
〈{R,PR}〉+ 〈{R, px}〉+ 1
4
〈{x, PR}〉+ 1
2
〈{x, px}〉 (B.38)
1
2
〈{q1, p2}〉 = 1
2
〈{R,PR}〉 − 〈{R, px}〉+ 1
4
〈{x, PR}〉 − 1
2
〈{x, px}〉 (B.39)
1
2
〈{q2, p2}〉 = 1
2
〈{R,PR}〉 − 〈{R, px}〉 − 1
4
〈{x, PR}〉+ 1
2
〈{x, px}〉 (B.40)
1
2
〈{q2, p1}〉 = 1
2
〈{R,PR}〉+ 〈{R, px}〉 − 1
4
〈{x, PR}〉 − 1
2
〈{x, px}〉 (B.41)
Im Falle identischer Moden erfolgen Schwerpunkt- und Relativbewegung unabha¨ngig vonein-
ander und die entsprechenden Korrelationen 〈{R, x}〉, 〈{R, px}〉, 〈{x, PR}〉 sind fu¨r alle Zeiten
Null. Die Laplace-Transformation des gekoppelten Langevin-Gleichungssystems (7.100) lie-
fert dann im Falle identischer Moden (ω1,2 = ω0) beispielsweise fu¨r die Koordinate q1 die
Lo¨sung
qˆ1(s) = Fˆ (s)
[
sq1(0) +
p1(0)
m
+
ηˆ(s)
2m
]
− Gˆ(s)
[
sq2(0) +
p2(0)
m
+
ηˆ(s)
2m
]
(B.42)
mit Fˆ (s) =
m2fˆ(s)
m2 − f2(s)s2γˆ2(s) , und Gˆ(s) =
sγˆ(s)fˆ2(s)
m− sγˆ(s)fˆ2(s) (B.43)
wobei fˆ(s) und γˆ(s) die Laplace-Transformierten der Greenschen Funktion (3.23) bzw. der
Da¨mpfungsfunktion (3.40) sind. Die Funktion F (t) =
∫∞
0 dsFˆ (s) e
−st hat dann komplexe
Pole bei ±iω0, was im stationa¨ren Zustand zu einer Oszillation der entsprechenden Varianzen
fu¨hren wu¨rde. Physikalisch resultiert dies aus der unita¨ren Bewegung (bzw. Schwingung) der
ungekoppelten Relativkoordinate. Durch die Zusatzannahme (7.103) wird die die Behandlung
dieses Problems fu¨r identische Moden dennoch mo¨glich.
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