measure of depth of the point x relative to F, and its empirical version gives rise to a natural ordering of the data points from the center outward. This ordering provides an approach for detecting outliers in a multivariate data cloud and leads to the introduction of affine equivariant multivariate generalizations of the univariate sample median and L-statistics. This sample median is shown to be consistent for the center of any angularly symmetric distribution.
Section 1. Introduction
Let F be a distribution on R2 and let A(a, b, c) be the triangle whose vertices are points a, b, and c in R2. For any x in R2, we define the function D(x) = P(x E A(X1, X2, X3))9 [1] where X1, X2, and X3 are three independent observations from F. Intuitively, points near the "center" of the distribution should be more likely to lie within the random triangle AL(X1, X2, X3) while points away from the center should be more likely to be left out. In other words, the function D(-) should tend to assume higher values for points near the center of the distribution and should tend to decrease to zero as the point moves away from the center. In this article, I propose D(x) as a measure of the "depth" or "insideness" of the point x relative to the distribution F. In addition, I also propose any point that maximizes D(x) as a center (or formally a "bivariate median") of the bivariate distribution F and denote it by ,u. We shall see that these concepts extend naturally to general RP where p is a positive integer.
It may be instructive to consider the univariate analogue of Eq. 1, namely,
Here x is in R1, and X1 X2 is the line segment connecting two independent observations X1 and X2 from a univariate distri. bution function F. In this case D(x) can be written explicitly as D(x) = 2F(x)[1 -F(x)]. It is now easy to see that the maximum value of D(x) is 1/2, that any point maximizing D(x) is a population median, and that D(x) decreases to zero monotonically as x is pulled away from the median.
Returning to the bivariate case, I shall justify viewing D(*) as a measure of depth by establishing that for any angularly symmetric distribution (for definition, see Section 2) the function D(x) attains its maximum value 2-2 at the center of angular symmetry and decreases monotonically to zero as x moves away from the center along any fixed ray (cf. Theorems 1-4 of Section 2).
Adapting the above notions to the sample case, it is natural to define the "sample depth" function 15n() based on a random sample X1, ... X,, from F on R2 to be
where * indicates that 1 -i < j < k ' n and l(A) is the indicator function of the set A. [3] If the maximum is achieved by more than one data point, I
define sI, as the average of those data values that maximize Dn(1). Evidently, 4I is the data point that lies within the highest number of layers of triangles formed by the data triplets anl, therefore, it is viewed as the "deepest" data point inside the data cloud. The consistency of 4, is established in Theorem 6 below. All the concepts introduced so far can be extended to higher dimensions easily. For a distribution F in RP the idea of a random triangle is now replaced by a random simplex whose vertices ate p + 1 independent observations from F. Consequently, we define (i) the simplicial depth (SD) function D(@) in RP with respect to F to be D(x) = P(x E S[X1, . . *, Xp+lD, [4] where X1,. (it) For any RP, p -2, we note that if b1 and b2 are centers of angular symmetry, then the region between two parallel hyperplanes passing through b, and b2, respectively, has zero probability. Rotating these two parallel hyperplanes, it follows that the entire RP has zero probability.
To clearly demonstrate that D(-) is a measure of data depth, I state in the following theorems some properties of D(-). Some main ideas of the proofs are also sketched. I shall present the detailed proofs elsewhere. Second, we can prove that the random variable W is coordinatewise symmetric when F is angularly symmetric, and this implies that the probability of event iii is 2-P. The inequality result is obtained by applying the Cauchy-Schwarz inequality. Proc. NatL Acad. Sci. USA 85 (1988) and further away from the center. In the special case when F is spherical, each contour is a circle (or a ring) and D(x) is a monotonic function of jlxii. In the case of elliptical distributions-i.e., the density at x is a function of (x -g)'V-l(xu) (V is a nonsingular matrix)-it is not hard to show that D(x) is also a function of (x -ju)'V-'(x -u). In other words, the contours of D(i) resemble the contours of the underlying density in the elliptical case. This observation again confirms that D(e) indeed provides us with an appropriate notion of ordering. The key ingredient of this proof is the fact that the class of all convex Borel measurable sets form a Vapnik-Chervonenkis class (or a Glivenko-Cantelli class) [see Gaenssler and Stute (6) ].
Section 4. Discussion
The simplicial depth D(e) introduced here has been shown to agree with what one would expect from the notion of a depth function when the underlying distribution is angularly symmetric. Further study on D(e) for a more general distribution would be valuable. It should be also interesting to study the asymptotic behavior of the proposed location estimators, especially the asymptotic limits and the robust property of the class of L-statistics defined by Eq. 6. In addition to L-statistics, the concept of SD with the resulting ordering may be useful in deriving some other classes of statistics in the multivariate setting. In particular, this is the case for R-statistics. I shall report on some of these issues elsewhere.
The geometric setting behind the idea of SD suggests that it is closely related to stochastic geometry [cf., e.g., Santalo (7) and Stoyan et al. (8) ]. The mathematical tools we have developed to justify SD as a measure of depth seem to be relevant to problems concerning the probabilities of random sets.
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