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Abstract
Conley index theory is a very powerful tool in the study of dynamical systems. In this paper, we generalize
Conley index theory to discrete random dynamical systems. Our constructions are basically the random
version of Franks and Richeson in [J. Franks, D. Richeson, Shift equivalence and the Conley index, Trans.
Amer. Math. Soc. 352 (2000) 3305–3322] for maps, and the relations of isolated invariant sets between
time-continuous random dynamical systems and corresponding time-h maps are discussed. Two examples
are presented to illustrate results in this paper.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
One important aspect of the qualitative analysis of differential equations and dynamical sys-
tems is the study of asymptotic, long-term behavior of solutions/orbits. Hence much of dynamical
systems involves the study of the existence and structure of invariant sets. Conley index theories
(see [3,4,6,7,15–18,20,21,24,26–28]), developed by Conley and his followers, have been very
powerful in the study of dynamical systems. Conley index theory was originally introduced for
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1604 Z. Liu / J. Differential Equations 244 (2008) 1603–1628flows on compact spaces, and was later extended by Rybakowski [20] to semiflows on noncom-
pact spaces. After that, a natural question is to find an appropriate generalization to discrete
dynamical systems (maps). Robbin and Salamon [18] presented the first version of a Conley
index for maps, which was defined in terms of shape theory. Later, Mrozek [15] offered a co-
homological Conley index for maps based on the Leray reduction. Szymczak [24] constructed a
homotopy Conley index as a functor into an abstract category and showed that any other Conley
index can be factorized through his homotopy Conley index. Recently, a more intuitive definition
of discrete Conley index was given by Franks and Richeson [7], which gives an accessible and
intuitive development of a Conley index for isolated invariant sets of any continuous map defined
on a locally compact metric space. It was also shown in [7] that such a definition based on shift
equivalence is identical to Szymczak’s categorical definition.
Random dynamical systems arise in the modeling of many phenomena in physics, biology,
economics, climatology, etc., and the random effects often reflect intrinsic properties of these
phenomena rather than just to compensate for the defects in deterministic models. The history
of study of random dynamical systems goes back to Ulam and von Neumann [25] and it has
flourished since the 1980s due to the discovery that the solutions of stochastic ordinary differ-
ential equations yield a cocycle over a metric dynamical system which models randomness, i.e.
a random dynamical system. In this paper we make an attempt to obtain a Conley index for
random dynamical systems. The definition of Conley index given by Franks and Richeson [7]
is relatively simple. Unlike index pairs, the filtration pairs they defined are robust under small
C0 perturbations of the map f , which is a crucial property to obtain the continuation property
of Conley index immediately. Hence we follow [7] to obtain a Conley index for discrete ran-
dom dynamical systems. Such a Conley index can be used to study random homeomorphisms,
discretized random differential equations, etc., see Section 8 for two applications. Furthermore,
we also discuss the isolated invariant set for time-continuous random dynamical systems and its
relation with the isolated invariant set for the corresponding time-h maps. This indicates that
we may obtain some information of time-continuous random dynamical system by studying its
time-h maps. Besides this paper, the other (joint) works by the author related to Conley index
theory for random dynamical systems are [11–14].
The paper is organized as follows. In Section 2, we review some basic definitions and results
for random dynamical systems. In Section 3, we give the definitions of random isolating neigh-
borhoods and random isolated invariant sets and compare the random isolated invariant sets with
random omega-limit sets. We prove Theorem 4.1 in Section 4 that for any random neighborhood
of a random isolated invariant set, there is a random filtration pair for it in this neighborhood. We
prove Theorem 5.1 on random shift equivalence in Section 5. In Section 6, we give the defini-
tion of random Conley index for random isolated invariant sets. In Section 7, we simply discuss
the relation of isolated invariant sets between time-continuous random dynamical system and
the discrete one generated by its time-h maps. At last, we give two examples to illustrate the
application of our results in Section 8.
2. Random dynamical systems
In this section, we review some basic definitions and properties of random dynamical systems.
Firstly let us recall the definition of continuous random dynamical systems (cf. Arnold [1]).
Definition 2.1. Let X be a metric space with a metric dX . A continuous random dynamical system
(RDS), shortly denoted by φ, consists of two ingredients:
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(Ω,F ,P) is a probability space and (t,ω) → θtω is a measurable flow which leaves P invariant,
i.e. θtP = P for all t ∈ T.
(ii) A model of the system perturbed by noise, namely a cocycle φ over θ , i.e. a measurable
mapping φ :T×Ω ×X →X, (t,ω, x) → φ(t,ω, x), such that (t, x) → φ(t,ω, x) is continuous
for all ω ∈Ω and the family φ(t,ω, ·)= φ(t,ω) :X →X of random self-mappings of X satisfies
the cocycle property:
φ(0,ω)= idX, φ(t + s,ω)= φ(t, θsω) ◦ φ(s,ω) for all t, s ∈ T, ω ∈ Ω. (1)
In this definition, T = Z or R.
In this paper, we mainly consider discrete random dynamical systems, i.e. T = Z. We will use
θ := θ1 to denote the time-one map of θn. For any fixed n, ω and the topology of X induced from
the metric dX , φ(n,ω) is a homeomorphism of X with its inverse (φ(n,ω))−1 = φ(−n, θnω)
by (1).
Assume that φ is a discrete random dynamical system and ϕ is the time-one map of φ, i.e.
ϕ(ω) = φ(1,ω) : X → X, then we call ϕ the random homeomorphism determined by φ. On
the other hand, assume that ϕ is a random homeomorphism, then it generates a discrete RDS
φ(n,ω,x) in the following way:
φ(n,ω)=
⎧⎨
⎩
ϕ(θn−1ω) ◦ · · · ◦ ϕ(ω), n > 0,
idX, n= 0,
(ϕ(θnω))
−1 ◦ · · · ◦ (ϕ(θ−1ω))−1, n < 0.
Hence we will identify a random homeomorphism with the discrete RDS generated up to the
fixed measurable flow θ :T ×Ω →Ω .
Standing hypotheses and notations. Throughout the paper, we will assume that the probabil-
ity space with a measurable flow (Ω,F ,P, (θt )t∈T) is the base space of the RDS we consider,
and (X,dX) is a locally compact Polish space, i.e. a separable complete metric space. When
we say the topology of a metric space, we refer that induced from the metric on the space.
When a metric space X is regarded as a measurable space, the defaulted σ -algebra is the Borel
σ -algebra, B(X). Assume that (M,FM) is an abstract measurable space, a mapping f :Ω →M
is called an M-valued random variable if f is 〈F ,FM 〉-measurable (or F -measurable, or mea-
surable in short), i.e. for any A ∈ FM , its preimage f−1(A) ∈ F . In particular, for a real-valued
random variable T , we call T > 0 if it holds almost surely. For any x ∈ X and any subsets
A,B ⊂ X, distX(x,B) := infy∈B dX(x, y), distX(A,B) := infx∈A distX(x,B), and the Haus-
dorff semi-metric d(A|B) := supx∈A distX(x,B). Any mapping from Ω into the collection of
all subsets of X is said to be a multifunction (or a set-valued mapping) from Ω into X. For given
random homeomorphism ϕ and k ∈ Z, we use ϕk to mean ϕk(ω) := φ(k,ω) for all ω ∈Ω , where
φ is the discrete RDS generated by ϕ. If ϕ is a random map (not necessarily homeomorphism) and
k ∈ Z−, then for given x ∈X, the notation ϕk means ϕk(ω)(x) := {y ∈ X | ϕ−k(θkω)(y)= x}.
We now give the definition of random set, which is a fundamental concept for RDS.
Definition 2.2. Let X be a metric space with a metric dX . The multifunction ω → D(ω) taking
values in the closed/compact subsets of X is said to be a random closed/compact set if the map-
ping ω → distX(x,D(ω)) is measurable for any x ∈ X. The multifunction ω → U(ω) taking
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set, where Uc denotes the complement of U .
We also call a multifunction ω → D(ω) measurable for convenience if the mapping ω →
distX(x,D(ω)) is measurable for any x ∈X.
Definition 2.3. A random set D is said to be forward invariant under the RDS φ if φ(t,ω)D(ω)⊂
D(θtω) for all t ∈ T+ and P-almost all ω ∈ Ω ; it is said to be backward invariant if
φ(t,ω)D(ω) ⊃ D(θtω) for all t ∈ T+ and P-almost all ω ∈ Ω ; it is said to be invariant if
φ(t,ω)D(ω) =D(θtω) for all t ∈ T and P-almost all ω ∈Ω .
We state some basic results about random sets (see [1,2,5,8] for details).
Proposition 2.1. Let X be a separable complete metric space, then the following assertions hold:
(i) if D is a random closed set, then so is the closure of Dc;
(ii) if D is a random open set, then the closure clD of D is a random closed set;
(iii) if D is a random closed set, then intD, the interior of D, is a random open set;
(iv) if {Dn, n ∈ N} is a sequence of random closed sets and there exists n0 ∈ N such that Dn0 is
a random compact set, then
⋂
n∈NDn is a random compact set;
(v) if f :Ω × X → X is a function such that f (ω, ·) is continuous for all ω and f (·, x) is
measurable for all x, then ω → f (ω,D(ω)) is a random compact set provided that D is a
random compact set;
(vi) if D is a random closed set, then graph(D) := {(ω, x) | x ∈ D(ω)} is a measurable sub-
set of F × B(X); conversely, given D :Ω → 2X , taking values in the closed subsets of X,
if graph(D) ∈ F × B(X), then D is an FP-measurable (FP denotes the completion of
the σ -algebra F with respect to the measure P) random closed set, i.e. the mapping
ω → distX(x,D(ω)) is FP-measurable for any x ∈ X;
(vii) if D is an FP-measurable random closed set, then there exists a random closed set (mea-
surable with respect to F ) D˜ such that D = D˜ almost surely.
The following measurable selection theorem is frequently used for our purpose, although we
do not always mention it when we do use it. For the proof, we refer to [1,2] for details.
Proposition 2.2 (Measurable Selection Theorem). Let a multifunction ω →D(ω) take values in
the subspace of closed nonvoid subsets of a Polish space X. Then D is a random closed set if
and only if there exists a sequence {vn: n ∈ N} of measurable maps vn :Ω →X such that
vn(ω) ∈ D(ω) and D(ω)= cl
(⋃{
vn(ω), n ∈ N
}) for all ω ∈Ω.
In particular if D is a random closed set, then there exists a measurable selection, i.e. a measur-
able map v :Ω →X such that v(ω) ∈ D(ω) for all ω ∈Ω .
Proposition 2.3. (See Rudin [19, Lemma 1, p. 169].) Suppose ν is a positive measure on the
measurable space (X,F). Denote F¯ν the completion of the σ -algebra F with respect to ν. If
f is an F¯ν -measurable function, then there exists an F -measurable function g such that f = g
a.e. [ν].
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Definition 3.1. For given two random sets A and D, we say A attracts D if
lim
n→∞d
(
φ(n, θ−nω)D(θ−nω)|A(ω)
)= 0
holds almost surely.
Remark 3.1. In above definition, the attraction is called “pull-back attraction.” Pull-back at-
traction implies “weak attraction,” but it does not imply “forward attraction.” For the detailed
definitions and the comparison of these three types of attraction, see [22] for details.
For any given random set D, we denote ΩD the omega-limit set of D, for all ω ∈Ω , which is
defined as follows:
ΩD(ω) :=
⋂
n0
cl
(⋃
kn
φ(k, θ−kω)D(θ−kω)
)
.
It is well known that if a nonvoid random set D is attracted by a random compact set A, then
ΩD = ∅ almost surely and it is invariant. Also it is known that for two random sets D1 and D2,
if they are attracted by a random compact set A, then they satisfy
ΩD1∪D2(ω)=ΩD1(ω)∪ΩD2(ω),
for P-almost all ω. This important fact will be used later, e.g. in Lemma 5.2. (In fact, this con-
clusion also holds if D1 and D2 are not attracted by a random compact set. See Lemma A.3 in
Appendix A.)
Definition 3.2. (i) A random compact set N is called a random isolating neighborhood if it satis-
fies Inv(N,φ) ⊂ intN P-a.s., where Inv(N,φ)(ω) := {x ∈ N(ω) | φ(n,ω,x) ∈ N(θnω), n ∈ Z}
for all ω ∈ Ω . Denote Inv(N,φ) by InvN when there is no confusion.
(ii) A random set S is called a random isolated invariant set if there exists a random isolating
neighborhood N such that S(ω)= Inv(N,φ)(ω) P-a.s., for all ω ∈ Ω .
(iii) A random compact set N is called a random isolating block if
ϕ
(
θ−1ω,N(θ−1ω)
)∩N(ω)∩ ϕ−1(θω,N(θω))⊂ intN(ω), P-a.s.,
for all ω ∈ Ω , where ϕ(ω,N(ω)) stands for the image of ϕ(ω) :N(ω)→X and ϕ−1(θω,N(θω))
stands for the image of ϕ−1(θω) :N(θω)→X.
Definition 3.3. For a random isolating neighborhood N , the exit set of N is a random set N−,
for all ω ∈ Ω ,
N−(ω) := {x ∈N(ω) ∣∣ ϕ(ω)(x) /∈ intN(θω)}, P-a.s.
Remark 3.2. Note that a random isolating block is a random isolating neighborhood, but the
converse is not true.
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ant set S = Inv(N,φ) is given by, for all ω ∈Ω ,
Inv(N,φ)(ω) =
⋂
n∈Z
φ(−n, θnω)N(θnω), P-a.s.
Proof. Note that by the definition of Inv(N,φ), x ∈ Inv(N,φ)(ω) is equivalent to that
x ∈ N(ω) and φ(n,ω,x) ∈ N(θnω) for all n ∈ Z. Since φ(0,ω) = idX , it is equivalent to
φ(n,ω,x) ∈ N(θnω) for all n ∈ Z. Note that φ(n,ω) is homeomorphism for all n and ω, so
φ(n,ω,x) ∈ N(θnω) for all n ∈ Z is equivalent to x ∈ φ(−n, θnω)N(θnω) for all n ∈ Z, i.e.
x ∈⋂n∈Z φ(−n, θnω)N(θnω). The result follows. 
Remark 3.3. Similar to the proof of Lemma 3.1, by its definition, the random exit set N− is
characterized by
N−(ω)=N(ω)∩ ϕ−1(θω, intc N(θω)), P-a.s., (2)
for all ω ∈ Ω , where intc N(θω) is the complement of intN(θω) in X. By the definition of N−,
we also have
ϕ
(
ω,N−(ω)
)∩ intN(θω)= ∅, ϕ(ω, (N \N−)(ω))⊂ intN(θω), P-a.s.,
for all ω ∈ Ω .
Remark 3.4. (i) Assume that N is a random compact set. The inclusion InvN(ω) ⊂ ΩN(ω)
holds P-a.s. InvN = ΩN if and only if ΩN ⊂ N . In particular, when N is forward invariant, we
have ΩN ⊂N P-almost surely.
(ii) In general, InvD1 ∪ InvD2 ⊂ Inv(D1 ∪D2), P-a.s.
4. Random filtration pair
Definition 4.1. Assume that N is a random isolating neighborhood, L ⊂ N is a random com-
pact set and S is the random isolated invariant set inside N . We also assume N = cl(intN),
L = cl(intL). We call (N,L) is a random filtration pair for S if the following holds:
• cl(N \L) is a random isolating neighborhood of S;
• L is a random neighborhood of N− in N ;
• ϕ(ω,L(ω))∩ cl(N \L)(θω) = ∅ for P-almost all ω.
Similar to [11], for a given random variable 	 > 0 we define a random 	-chain of length n to
be n+ 1 X-valued random variables x0, x1, . . . , xn satisfying that
dX
(
ϕ(θ−1ω)
(
xi(θ−1ω)
)
, xi+1(ω)
)
< 	(ω),
for i = 0,1, . . . , n− 1 and P-almost all ω.
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invariant set inside N . For any random variable 	 > 0, we define the random 	-chain neighbor-
hood of S relative to N , denoted by C	(N,S), to be the union of the random variables x such
that {xi}m−l ⊂N is a random 	-chain satisfying that x−l , xm ∈ S and x0 = x.
Lemma 4.1. Assume that N is a random isolating neighborhood and S is the random isolated
invariant set inside N . Then C	(N,S) is a random open set relative to N .
Proof. For each ω, we define U0(ω)= S(ω) and Un(ω)= B	(ω)(ϕ(θ−1ω,Un−1(θ−1ω))) induc-
tively for n 1. Similarly, we define V0(ω) = S(ω) and Vn(ω) := ϕ−1(θω,B	(θω)(Vn−1(θω)))
inductively for n  1. Here Br(A) stands for the open r-neighborhood of the set A. Denote
U =⋃∞n=0 Un, V =⋃∞n=0 Vn. By the definition of U and V , we have U ∩ V ∩ N ⊂ C	(N,S).
For an arbitrary random variable x ∈ C	(N,S), there exists a random 	-chain {xi}m−l ⊂ N sat-
isfying that x0 = x and x−l , xm ∈ S. Let U˜−l(ω) = {x−l(ω)} for all ω ∈ Ω and U˜−(l−i)(ω) =
B	(ω)(ϕ(θ−1ω, U˜−(l−i+1)(θ−1ω))) for 1  i  l. Then x−(l−i) ∈ U˜−(l−i) by the definition of
random 	-chain and U˜−(l−i) ⊂ Ui , i = 0,1, . . . , l. Similarly, let V˜m(ω) = {xm(ω)}, and define
V˜(m−i)(ω) = ϕ−1(θω,B	(θω)(V˜m−(i−1)(θω))) for 1  i  m. Then xm−i ∈ V˜m−i by the defini-
tion of random 	-chain and V˜m−i ⊂ Vi , i = 0,1, . . . ,m. Hence C	(N,S)(ω)⊂ (U ∩ V ∩N)(ω)
P-a.s., for all ω ∈Ω .
Since ϕ(ω) is a homeomorphism and Un(ω) is open for all ω ∈ Ω and n, the random set Ucn
is closed and graph(Ucn) ∈ F × B(X) by Proposition 2.1(vi). So we have graph(
⋂∞
n=1(Ucn)) =⋂∞
n=1 graph(Ucn) ∈ F × B(X). It follows that
⋂∞
n=1(Ucn) is an FP-measurable random closed
set by Proposition 2.1(vi) and therefore ⋂∞n=1(Ucn) is an F -measurable random closed set by
Proposition 2.1(vii). Hence U is a random open set. Similarly, V is a random open set too.
For arbitrary x ∈ X, the mappings ω → distX(x,Uc(ω)) and ω → distX(x,V c(ω)) are mea-
surable, so the mapping
ω → distX
(
x,Uc(ω)∪ V c(ω))= min{distX(x,Uc(ω)),distX(x,V c(ω))}
is measurable. That is, the complement of U ∩ V is a random closed set. So U ∩ V is a random
open set. Hence C	(N,S) is a random open set relative to N . 
Lemma 4.2. Assume that N is a random isolating neighborhood and that S is the random iso-
lated invariant set inside N . Then S can be characterized by
S =
⋂{
C	(N,S)
∣∣ 	 > 0 is random variable}. (3)
Proof. It is sufficient to prove
⋂{C	(N,S) | 	 > 0} ⊂ S. For given random variable x ∈⋂{C	(N,S) | 	 > 0}, there exists a random 	-chain contained in N from x to S for any random
variable 	 > 0. For given integer m ∈ N, since S is an invariant random set, there exists random
	-chain contained in N starting at x with length of m. By Lemma A.2, ϕm(ω)(x(ω)) ∈ N(θmω)
P-a.s., for all ω ∈ Ω . Therefore, the entire forward orbit of x lies in N almost surely. Similarly,
the entire backward orbit of x also lies in N almost surely. Thus x(ω) ∈ S(ω) P-a.s., for all
ω ∈Ω . The proof is complete. 
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hood N and W is an arbitrary random open neighborhood of S in N . Then there exists a random
variable 	 > 0 such that C	(N,S)⊂ W almost surely.
Proof. Suppose the contrary. Hence for any random variable 	 > 0, C	(N,S) ∩ (N \ W) = ∅.
Therefore clC	(N,S) ∩ (N \W) = ∅. Note that the compactness and closedness of the random
sets for clC	(N,S) and (N \ W) holds for all ω ∈ Ω , so {⋂	>0 clC	(N,S)} ∩ (N \ W) = ∅.
By Lemma 4.2, S ∩ (N \W) = ∅ which contradicts with the hypothesis S(ω) ⊂ W(ω) ⊂ N(ω)
P-a.s., for all ω ∈Ω . Therefore our result follows. 
By Lemmas 4.1 and 4.3, we show that {C	(N,S) | 	 > 0} forms a basis for the random open
set topology relative in N .
Lemma 4.4. Assume that S is a random isolated invariant set with a random isolating neigh-
borhood N , then there exists random variable 	 > 0 such that clC	(N,S) is a random isolating
block.
Proof. Assume that W is a random open neighborhood of S in N with clW ⊂ intN , then by
Lemma 4.3 there exists a random variable 	 > 0 such that C	(N,S) ⊂ W almost surely. For
this 	, clC	(N,S) is a random isolating block. Suppose the contrary. Then there exists a random
variable x ∈ clC	(N,S) P-a.s. such that
P
{
ω
∣∣ x(ω) ∈ ∂ clC	(N,S)(ω), ϕ(θ−1ω)(x(θ−1ω)) ∈ clC	(N,S)(ω),
and ϕ−1(θω)
(
x(θω)
) ∈ clC	(N,S)(ω)}> 0
and denote this set by Ω1, where ∂A denotes the boundary of the set A. Since clC	(N,S) is a
random compact set, ϕ(ω) is uniformly continuous on clC	(N,S)(ω) for all ω ∈ Ω . Thus we
can choose random variable δ > 0 such that for any random variables x1 and x2 in clC	(N,S),
dX(x1(ω), x2(ω)) < δ(ω) implies dX(ϕ(ω)(x1(ω)),ϕ(ω)(x2(ω))) < 	(θω) P-a.s., for all ω ∈Ω .
For given random variable y ∈ S, let
x˜(ω) :=
{
x(ω), ω ∈ Ω1,
y(ω), ω ∈ Ω \Ω1.
Then P{ω | x˜(ω) ∈ ∂ clC	(N,S)(ω)} > 0 and
x˜(ω) ∈ clC	(N,S)(ω), ϕ(θ−1ω)
(
x˜(θ−1ω)
) ∈ clC	(N,S)(ω),
ϕ−1(θω)
(
x˜(θω)
) ∈ clC	(N,S)(ω)
hold P-a.s., for all ω ∈ Ω . Therefore, there exist one random 	-chain x1, . . . , xm in N with
x1 ∈ S such that dX(xm(ω),ϕ−1(θω)(x˜(θω))) < δ(ω) P-a.s. and another random 	-chain
y1, . . . , yn in N with yn ∈ S such that dX(ϕ(θ−1ω)(x˜(θ−1ω)), y1(ω)) < 	(ω) P-a.s. Hence
x1, . . . , xm, x˜, y1, . . . , yn constitute a random 	-chain in N from S to S. So by the defini-
tion of C	(N,S), we have x˜ ∈ C	(N,S) ⊂ int(clC	(N,S)) P-a.s., which is a contradiction to
P{ω | x˜ ∈ ∂ clC	(N,S)} > 0. The proof is complete. 
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is a random isolating block.
(ii) Note that when 	 is far away from 0 in the random C0 topology (see Definition A.1 for
details), C	(N,S) = N . Therefore in this case, the result of Lemma 4.4 does not hold generally
since a random isolating neighborhood is not necessarily a random isolating block.
Assume that ϕ,ψ are two random homeomorphisms and N is a random compact set. We
define
dNω (ϕ,ψ) := sup
x∈N(θ−1ω)
dX
(
ϕ(θ−1ω)(x),ψ(θ−1ω)(x)
)
+ sup
y∈N(θω)
dX
(
ϕ−1(θω)(y),ψ−1(θω)(y)
)
. (4)
By the measurable selection theorem for N , there exists a sequence {xn}∞n=1 of countable dense
random variables of N such that
dNω (ϕ,ψ)= sup
1i<∞
dX
(
ϕ(θ−1ω)
(
xi(θ−1ω)
)
,ψ(θ−1ω)
(
xi(θ−1ω)
))
+ sup
1i<∞
dX
(
ϕ−1(θω)
(
xi(θω)
)
,ψ−1(θω)
(
xi(θω)
))
.
Hence ω → dNω (ϕ,ψ) is measurable. Denote M the space of random homeomorphisms whose
definition domain contains N . Note that for all ω ∈ Ω , the following are true P-a.s.
• dNω (ϕ,ψ)  0 for all ω and any ϕ,ψ ∈M, and dNω (ϕ,ψ) = 0 if and only if ϕ(θ−1ω) ≡
ψ(θ−1ω) and ϕ−1(θω)≡ψ−1(θω) on N ;
• dNω (ϕ,ψ)= dNω (ψ,ϕ) for all ω;
• for any ϕi ∈M, i = 1,2,3, dNω (ϕ1, ϕ3) dNω (ϕ1, ϕ2)+ dNω (ϕ2, ϕ3) for all ω.
Definition 4.3. (i) The function dN. (·,·) is called a random metric on M and (M, dN. ) is called
a random metric space. For ϕ and ψ ∈M and ω ∈Ω , the random metric dNω (ϕ,ψ) is a nonneg-
ative constant almost surely as the regular metric.
(ii) N is called a random C0-neighborhood of ϕ ∈M if there exists a random variable r > 0
such that
Br(ϕ)=
{
f ∈M ∣∣ dNω (f,ϕ) < r(ω), P-a.s.}⊂N .
(iii) The pair (M,T ) is called a random C0 topology if the topology T onM is induced from
the random C0-neighborhood.
(iv) The ψ is called a random C0-limit of a family of random homeomorphisms {ψn} if
limn→∞ dNω (ψn,ψ)= 0 for P-almost all ω ∈Ω .
The following theorem shows that the random filtration pairs for a random isolated invariant
set are robust under small random C0 perturbations of a discrete random dynamical system ϕ.
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dom compact neighborhood of N− in N , then (N,L) is a random filtration pair for Inv(N,ϕ).
Moreover, there exists a random C0-neighborhood of ϕ in M such that for any random homeo-
morphism ψ in this neighborhood Sψ = Inv(N \L,ψ) is a random isolated invariant set for ψ
and (N,L) is a random filtration pair for Sψ .
Proof. (1) By the definition of N−, we have for all ω ∈Ω ,
ϕ
(
ω,N−(ω)
)⊂ intc N(θω), P-a.s. (5)
Denote S = Inv(N,ϕ). By the assumption of N ,
ϕ
(
ω,S(ω)
)= S(θω)⊂ intN(θω), P-a.s. (6)
By (5) and (6), N− and S are disjoint random compact sets. By the assumption of L, we have
N \ L is a random neighborhood of S. By the definition of random isolating neighborhood and
random isolated invariant set, any random closed set cl(V ) of a random neighborhood V of S in
N is a random isolating neighborhood with S = Inv(V ,ϕ). In particular, cl(N \ L) is a random
isolating neighborhood of S.
By Remark 3.3, we have ϕ(ω, (N \N−)(ω)) ⊂ intN(θω), i.e.,
(
N \N−)(ω)⊂ ϕ−1(θω, intN(θω))∩N(ω)⊂ ϕ−1(θω,N(θω))∩N(ω), P-a.s.,
for all ω ∈ Ω . By the closeness of ϕ−1(θω,N(θω))∩N(ω), we have
cl
(
N \N−)(ω)⊂ ϕ−1(θω,N(θω))∩N(ω), P-a.s. (7)
On the other hand, by (2), we get
ϕ
(
θ−1ω,N−(θ−1ω)
)= ϕ(θ−1ω,N(θ−1ω)∩ ϕ−1(ω, intc N(ω)))
⊂ ϕ(θ−1ω,N(θ−1ω))∩ ϕ(θ−1ω,ϕ−1(ω, intc N(ω)))
= ϕ(θ−1ω,N(θ−1ω))∩ intc N(ω). (8)
By (7) and (8), we obtain
ϕ
(
θ−1ω,N−(θ−1ω)
)∩ cl(N \N−)(ω)
⊂ ϕ(θ−1ω,N(θ−1ω))∩ intc N(ω)∩ ϕ−1(θω,N(θω))∩N(ω)= ∅, P-a.s.,
where the last equality follows from the definition of N . Since ϕ is a random homeomorphism,
ω → ϕ(θ−1ω,N−(θ−1ω)) is a random compact set by Proposition 2.1(v). If L is a sufficiently
small random compact neighborhood of N− in N , then
ϕ
(
θ−1ω,L(θ−1ω)
)∩ cl(N \L)(ω) ⊂ ϕ(θ−1ω,L(θ−1ω))∩ cl(N \N−)(ω)= ∅, P-a.s.
Hence (N,L) is a random filtration pair for Inv(N,ϕ).
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ϕ
(
θ−1ω,N(θ−1ω)
)∩N(ω)∩ ϕ−1(θω,N(θω))⊂ intN(ω), P-a.s.
By Proposition 2.1(v) and (iv), ω → N˜(ω) = ϕ(θ−1ω,N(θ−1ω)) ∩N(ω) ∩ ϕ−1(θω,N(θω)) is
a random compact set. Hence there exists a random open neighborhood W of N˜ in N . Define
ρ(ω) = distX(N˜(ω), (N \ W)(ω)) for all ω ∈ Ω . Since N \ W is a random compact set by
Proposition 2.1(iv), it follows that ω → ρ(ω) is measurable by the measurable selection theorem.
Moreover, the random variable ρ is strictly positive because N˜ and N \ W are two disjoint
random compact sets. For any random homeomorphism ψ such that dNω (ϕ,ψ) < ρ(ω), P-a.s.
for all ω ∈ Ω , we have
ψ
(
θ−1ω,N(θ−1ω)
)∩N(ω)∩ψ−1(θω,N(θω))⊂W(ω)⊂ intN(ω), P-a.s. (9)
Hence N is also a random isolating block for any random homeomorphism in the random
ρ-neighborhood of ϕ inM.
If L is a random neighborhood of N− in N , then
ϕ
(
ω, cl(N \L)(ω))⊂ ϕ(ω, (N \N−)(ω))⊂ intN(θω), P-a.s.,
where the first inclusion follows by cl(N \ L) ⊂ N \ N− and the last one by Remark 3.3
with ϕ(ω, (N \ N−)(ω)) ⊂ intN(θω). Conversely, if ϕ(ω, cl(N \ L)(ω)) ⊂ intN(θω), then
cl(N \ L) ⊂ N \ N−. Note that cl(N \ L) is a compact subset of N , and N \ N− is an open
set relative to N . So N \ N− is a random neighborhood of cl(N \ L) relative to N , and L is a
random neighborhood of N− in N . Therefore that L is a random neighborhood of N− in N is
equivalent to that ϕ(ω, cl(N \L)(ω))⊂ intN(θω) P-a.s. for all ω ∈Ω .
Let N−ψ be the exit set of N with respect to ψ . Similar to the proof of (9), we get
ψ(ω, cl(N \ L)(ω)) ⊂ intN(θω) P-a.s., for all ω ∈ Ω and any random homeomorphism ψ in
some random C0-neighborhood of ϕ in M. Thus L is a random neighborhood of N−ψ in N .
Therefore (N,L) is a random filtration pair for the random homeomorphisms sufficiently close
to ϕ in the random C0 topology T . 
Assume that P = (N,L) is a random filtration pair for ϕ. Let NL be the random quotient
space N/L, where NL(ω) = ((N \ L)(ω) ∪ [L(ω)], [L(ω)]) for all ω ∈ Ω . If L(ω) = ∅, then
NL(ω)=N(ω)∪ [∅]. We identify NL \ [L] with N \L.
Definition 4.4. (i) The space NL is called a random quotient space if NL(ω) = ((N \ L)(ω) ∪
[L(ω)], [L(ω)]) for all ω ∈Ω for any random filtration pair P = (N,L).
(ii) A map ϕP :NL → NL is called a random pointed space map associated to P if
ϕP (ω) :NL(ω)→NL(θω) satisfies
ϕP (ω)(x) =
{ [L(θω)] if x = [L(ω)] or ϕ(ω)(x) does not lie in N(θω),
p(θω)(ϕ(ω)(x)) otherwise,
where p :N → NL is the random quotient map such that for ω ∈ Ω and p(ω) :N(ω) → NL(ω)
is given by p(ω)(x)= x if x ∈ (N \L)(ω), p(ω)(x)= [L(ω)] if x ∈ L(ω).
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a base-point preserving random map with the property that [L(ω)] ⊂ intϕ−1P (θω, [L(θω)]) for
P-almost all ω. Moreover, ϕP (ω) :NL(ω)→NL(θω) is continuous, and ω → ϕP (ω)(x) is mea-
surable.
Proof. Note that ϕP preserves the base-point by Definition 4.4. Since P = (N,L) is a random
filtration pair, we have
ϕ
(
ω,L(ω)
)∩ cl(N \L)(θω) = ∅,
for P-almost all ω. By the compactness of L(ω) and cl(N \L)(θω), there exists a random neigh-
borhood K of L such that
ϕ
(
ω,K(ω)
)∩ cl(N \L)(θω) = ∅,
for P-almost all ω. Therefore by the definition of ϕP we have ϕP (ω)(x) = [L(θω)] whenever
x ∈K(ω), i.e. [L(ω)] ⊂ intϕ−1P (θω, [L(θω)]).
If x satisfies ϕ(ω)(x) /∈ N(θω), then there exists a small neighborhood Nx(ω) of x such
that ϕ(ω,Nx(ω)) ∩ N(θω) = ∅. That is, ϕP (ω) is continuous at x. When ϕP (ω)(x) =
p(θω)(ϕ(ω)(x)), ϕP (ω) is the composition of two continuous functions p(θω) and ϕ(ω), so
it is continuous. Hence we only need to verify that ϕP (ω) is continuous at [L(ω)]. Assume
that {xn} ⊂ NL(ω) is a sequence converging to the point [L(ω)]. If n is sufficiently large, then
xn ∈ K(ω). Hence ϕP (ω)(xn)= [L(θω)] = ϕP (ω)([L(ω)]), i.e. ϕP (ω) is continuous at [L(ω)].
Since ϕ(·)(x) is measurable, so is ϕP (·)(x) by its definition. Hence the result follows. 
5. Random shift equivalence
In order to define the random Conley index for discrete random dynamical systems, we need
to find an invariant for random isolated invariant sets-random shift equivalence.
Assume that C and D are two random pointed spaces, and c and d are random maps given by
c(ω) :C(ω)→ C(θω), d(ω) :D(ω)→D(θω).
Assume that c and d preserve base-points, c(ω) and d(ω) are continuous for all ω ∈ Ω and
c(·)(x) and d(·)(x) are measurable for every x ∈X.
Definition 5.1. Two random pointed spaces (C, c) and (D,d) are called random shift equivalent
and denoted by (C, c) ∼ (D,d), if there exist random maps r(ω) :C(ω) → D(θn1ω), s(ω) :
D(ω) → C(θn2ω) with measurable n1 = n1(ω) and n2 = n2(ω) such that they preserve base-
points and the following diagrams are quasi-commutative:
C(ω)
c(ω)
r(ω)
C(θω)
(I) r(θω)
D(θn1ω)
(II)
d(θn1ω)
D(θ∗ω),
D(ω)
d(ω)
s(ω)
D(θω)
(III) s(θω)
C(θn2ω)
(IV)
c(θn2ω)
C(θ∗ω)
(10)
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r(θn2ω) ◦ s(ω)= dn2(ω)+n1(θn2ω)(ω), (11)
s(θn1ω) ◦ r(ω)= cn1(ω)+n2(θn1ω)(ω), (12)
{
r(θω) ◦ c(ω)= dn1(θω)−n1(ω)(θn1(ω)+1ω) ◦ d(θn1(ω)ω) ◦ r(ω), n1(θω) n1(ω),
dn1(ω)−n1(θω)(θn1(θω)+1ω) ◦ r(θω) ◦ c(ω)= d(θn1(ω)ω) ◦ r(ω), n1(θω) < n1(ω).
(13)
Here we use “quasi-commutative” meaning that the two diagrams in (10) are not strictly
commutative. For the first diagram of (10), for a fixed ω ∈Ω , we have
d(θn1ω) ◦ r(ω) :C(ω) →D(θn1(ω)+1ω),
r(θω) ◦ c(ω) :C(ω)→D(θn1(θω)+1ω).
Both (I) and (II) in the first diagram of (10) do not map into the same range unless n1(ω) =
n1(θω), but this is not true in general. Hence the diagram is not commutative in the usual sense,
and the quasi-commutativity is justified by (13). For simplicity, we rewrite the first identity in
(13) as the following:
r(θω) ◦ c(ω)= d(θn1(ω)+1ω) ◦ d(θn1(ω)ω) ◦ r(ω),
where d is the adjustment in (13). The second identity in (13) can be re-expressed in the fol-
lowing:
d(θn1(θω)+1ω) ◦ r(θω) ◦ c(ω)= d(θn1(ω)ω) ◦ r(ω).
For short, (13) is formally expressed as
r ◦ c = d ◦ d ◦ r, d ◦ r ◦ c = d ◦ r.
Note that for the quasi-commutative diagram D(θ∗ω) means D(θn1(θω)+1ω) and D(θn1(ω)+1ω)
respectively in (I) and (II) with ∗ = max{n1(ω) + 1, n1(θω) + 1}. Hence r ◦ c and d ◦ r have
the same domain and range. Similarly, the second diagram of (10) is quasi-commutative in the
same manner. The identities (11) and (12) can be formally expressed as r ◦ s = d∗ and s ◦ r = c∗
respectively by abuse of notation (note that these two ∗ are different from the ∗ in D(θ∗ω)).
Proposition 5.1. The random shift equivalence relation ∼ in Definition 5.1 is indeed an equiva-
lence relation.
Proof. The reflexivity and symmetry properties follow from Definition 5.1. We are going to
verify the transitivity. Assume (C, c) ∼ (D,d) with (10)–(12) and (13), and (D,d) ∼ (E, e)
with the similar properties as
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s1(θω) ◦ e(ω)= d(θn′2(ω)+1ω) ◦ d(θn′2(ω)ω) ◦ s1(ω),
r1(θn′2(ω)ω) ◦ s1(ω)= e
n′2(ω)+n′1(θn′2(ω)ω)(ω),
s1(θn′1(ω)ω) ◦ r1(ω)= d
n′1(ω)+n′2(θn′1(ω)ω)(ω),
where r1(ω) :D(ω)→E(θn′1(ω)ω) and s1(ω) :E(ω)→D(θn′2(ω)ω) are random maps preserving
base-points. Let r2 = r1 ◦ d ◦ r . We have
C(ω)
d◦r◦c−−−−→D(θ∗ω) r1−→E(θ∗′ω),
C(ω)
d◦r−−−→D(θ∗ω) e◦r1−−→E(θ∗′ω),
where ∗′ = max{n′1(θ∗ω)+∗+1, n′1(θ∗+1ω)+∗+1} and r2 ◦ c = e ◦ e ◦ r2 :C(ω)→E(θ∗′ω).
Thus we have the following diagram is quasi-commutative,
C(ω)
c(ω)
r2(ω)
C(θω)
r2(θω)
E(θn′′1(ω)ω)
e(θn′′1 (ω)
ω)
E(θ∗′ω),
where n′′1 = n′1(θ∗ω)+ ∗. Let s2 = s ◦ d ◦ s1. We get
s2(θω) ◦ e(ω)= c(θn′′2(ω)+1ω) ◦ c(θn′′2(ω)ω) ◦ s2(ω),
r2 ◦ s2 = e∗′ , s2 ◦ r2 = c∗′ .
So the following diagram is quasi-commutative,
E(ω)
e(ω)
s2(ω)
E(θω)
s2(θω)
C(θn′′2(ω)ω)
c(θn′′2 (ω)
ω)
C(θ∗′ω).
Now we obtain (C, c)∼ (E, e), and the random shift equivalence is an equivalence relation. 
Lemma 5.1. Assume that P ′ = (N,L′) and P = (N ∪ L,L) are two random filtration pairs
for S, L′ ⊂ L and ϕ(ω,L(ω)) ⊂ intL(θω) almost surely. Then the induced random maps
ϕP ′ :NL′ →NL′ and ϕP : (N ∪L)L → (N ∪L)L are random shift equivalent.
Proof. Define Q=N ∪L and a random map r(ω) :NL′(ω)→QL(ω) to be r(ω)(x) = [L(ω)] if
x = [L′(ω)], r(ω)(x) = p(ω)(x) otherwise for the random quotient map p(ω) : Q(ω)→QL(ω).
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for P-almost all ω ∈ Ω .
It suffices to show that there exists a random integer n= n(ω) such that
P
{
ω
∣∣ ϕk(ω, (N ∩L)(ω))⊂ L′(θkω), for some k < n(ω)}= 1. (14)
Suppose the contrary, we have P(Ω˜) > 0 for
Ω˜ = {ω ∣∣ ∃x ∈ (N ∩L)(ω) such that ϕk(ω)(x) ∈ (N \L′)(θkω), for all integers k  0}.
Define L˜(ω)= (⋂k0 ϕ−k(θkω, (N \L′)(θkω)))∩ (N ∩L)(ω). Then L˜(ω) = ∅ if ω ∈ Ω˜ by the
compactness of N and the homeomorphism of ϕ−k(θkω). Define
N˜(ω)=
{
L˜(ω) if ω ∈ Ω˜ ,
S(ω) if ω ∈Ω \ Ω˜ .
Then ϕk(ω, N˜(ω))⊂ (N \L′)(θkω) for all nonnegative integers k almost surely. Hence ΩN˜ is an
invariant random compact set in cl(N \L′), where Ω
N˜
=⋂n0 cl(⋃kn ϕk(θ−kω, N˜(θ−kω))).
We have Ω
N˜
⊂ S P-a.s. since S is the maximal invariant random compact set in cl(N \L′). By
the measure preserving property of θn and ϕ(ω,L(ω))⊂ intL(θω),
P
{
ω
∣∣Ω
N˜
(ω)⊂ L(ω)} P{ω ∣∣ ϕk(θ−kω, N˜(θ−kω))⊂ L(ω), ∀k ∈ N}
= P{ω ∣∣ ϕk(ω, N˜(ω))⊂ L(θkω), ∀k ∈ N}
 P
{
ω
∣∣ N˜(ω)⊂ L(ω)}
= P(Ω˜) > 0,
where the last equality follows from the definition of N˜ and L˜(ω) ⊂ L(ω) for ω ∈ Ω˜ . This
contradicts with L(ω)∩ S(ω)= ∅ for almost all ω ∈ Ω .
The above random integer n(ω) can be chosen measurable. In fact, for each ω ∈ Ω , let
k(ω) = inf{m ∈ N | ϕm(ω, (N ∩ L)(ω)) ⊂ L′(θmω)}. By the above argument, k(ω) is finite. By
the similar proof to that of Lemma 3.5 of [11] and by Proposition 2.3, the function ω → k(ω) is
measurable. Let n(ω)= k(ω)+ 1. Then n(ω) satisfies (14) and is measurable.
Once we have the existence of the random integer n = n(ω) in the above. We set the random
integer n to be n(ω) if n(ω) n(θω), n(θω) if n(ω) < n(θω). The requirement (14) for random
integer works for the choice we just made.
Note that Q \L=N \L. We define a random map s(ω) :QL(ω)→NL′(θnω) by
s(ω)(x) =
{ [L′(θnω)] if x = [L(ω)],
ϕn
P ′(ω) ◦ p′(ω)(x) otherwise,
where p′ :N → NL′ is the random quotient map and n = n(ω). Thus s(θω) ◦ ϕP (ω) =
ϕ

P ′(θn+1ω) ◦ϕP ′(θnω) ◦ s(ω) P-a.s. The map s(ω) is continuous on QL(ω) \ [L(ω)] and s(·)(x)
is measurable by the composition of continuous maps. There exists a random neighborhood V of
L such that ϕ(ω,V (ω))⊂ intL(θω) by the homeomorphism ϕ(ω). By n(ω) n(θω), we obtain
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So s(ω) is also continuous at the point [L(ω)]. By the definition of r and s, for P-almost all ω,
we have
s(ω) ◦ r(ω)= ϕnP ′(ω), r(θnω) ◦ s(ω)= ϕnP (ω).
Therefore the random shift equivalence relation can be obtained. 
Lemma 5.2. Assume that P = (N,L) and P ′ = (N ′,L) are two random filtration pairs
for S, N ⊂ N ′ and ϕ(ω,L(ω)) ⊂ intL(θω) almost surely. Then the induced random maps
ϕP :NL →NL and ϕP ′ :N ′L →N ′L are random shift equivalent.
Proof. Define a random map r(ω) :NL(ω)→N ′L(ω) by
r(ω)(x) =
{ [L(ω)] if x = [L(ω)],
p′(ω)(x) otherwise,
where p′ :N ′ → N ′L is the random quotient map. We have that r(ω)(·) is continuous, r(·)(x) is
measurable and r(θω) ◦ ϕP (ω)= ϕP ′(ω) ◦ r(ω) for P-almost all ω.
Since L is a random neighborhood of N−, ϕ(ω, (N \ L)(ω)) ⊂ intN(θω) P-a.s. Thus
ϕ(ω,N(ω)) ⊂ intN(θω) P-a.s. by the assumption that ϕ(ω,L(ω)) ⊂ intL(θω) almost surely.
Now ΩN (⊂ intN P-a.s.) is the maximal invariant random compact set in N .
We decompose the random set N ′ \N by N1 and N2 defined in the following:
N1(ω) :=
{
x
∣∣ x ∈ (N ′ \N)(ω), ϕk(ω)(x) ∈ (N ′ \L)(θkω), for ∀k ∈ N},
N2(ω) :=
{
x
∣∣ x ∈ (N ′ \N)(ω), ∃k ∈ N such that ϕk(ω)(x) ∈ L(θkω)}.
By the definition of N1 and the measure preserving of θn we obtain that ΩN1 ⊂ cl(N ′ \ L) for
P-almost all ω. By the definition of N2 and the forward invariance of L we have ΩN2 ⊂ L almost
surely. Since S and ΩL are maximal invariant random sets in cl(N ′ \L) and L, respectively, we
have ΩN ′\N =ΩN1 ∪ΩN2 ⊂ S ∪ΩL ⊂ intN by Lemma A.3. Therefore,
ΩN ′ =ΩN ∪ΩN ′\N ⊂ intN
almost surely. Hence there exists a random integer n = n(ω) (in fact n(ω) may be chosen mea-
surable as in the proof of Lemma 5.1) such that
ϕk
(
θ−kω,N ′(θ−kω)
)⊂ intN(ω), whenever k  n(ω)− 1,
by the forward invariance of N ′. In fact, for any forward invariant random set D, we have
ϕn
(
θ−n·,D(θ−n·)
)⊂ ϕm(θ−m·,D(θ−m·)), whenever nm.
By the measure preserving property of θn, we have
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{
ω
∣∣ ϕn(ω,N ′(ω))⊂ intN(θnω), n n(ω)}
= P{ω ∣∣ ϕn(θ−nω,N ′(θ−nω))⊂ intN(ω), n n(ω)}
= 1.
Adjust the above random integer n = n(ω) such that n(ω)  n(θω) as in the proof of
Lemma 5.1. Define a random map s(ω) :N ′L(ω) → NL(θnω) to be s(ω)(x) = [L(θnω)] if
x = [L(ω)], p(θnω)◦ϕn(ω)(x) otherwise with the random quotient map p(ω) :N(ω)→NL(ω).
Note that s(θω) ◦ ϕP ′(ω) = ϕP (θn+1ω) ◦ ϕP (θnω) ◦ s(ω) for P-almost all ω. We have s(ω) is
continuous on N ′L(ω) \ [L(ω)] since it is the composition of continuous maps; by the assump-
tion ϕ(·,L(·)) ⊂ intL(θ ·), there exists a random neighborhood V of L such that ϕ(·,V (·)) ⊂
intL(θ ·). By the choice of n(ω) n(θω), we have s(·,V (·)) = [L(θn·)], so s(ω) is continuous
at [L(ω)]. The function s(·)(x) is measurable.
By the definition of r and s, we get
r(θnω) ◦ s(ω) = ϕnP ′(ω), s(ω) ◦ r(ω)= ϕnP (ω),
for P-almost all ω. The result follows. 
Theorem 5.1. Assume that P = (N,L) and P ′ = (N ′,L′) are two random filtration pairs for S.
Then the induced random maps ϕP :NL →NL and ϕP ′ :N ′L′ →N ′L′ are random shift equivalent.
Proof. By Lemmas 4.3 and 4.4, there exists random variable 	 > 0 such that
clC	(N \L,S)= clC	(N ′ \L′, S)⊂ int(N \L)∩ int(N ′ \L′)
is true P-a.s. Denote B = clC	(N \L,S). Assume that B0 is a sufficiently small random neigh-
borhood of B− in B , then P0 = (B,B0) is a random filtration pair for S by Theorem 4.1. We
prove the random shift equivalence between ϕP and ϕP ′ by showing that ϕP0 ∼ ϕP and ϕP0 ∼ ϕP ′
and Proposition 5.1. Since the proof of ϕP0 ∼ ϕP and ϕP0 ∼ ϕP ′ is same, we only need to prove
ϕP0 ∼ ϕP .
Since B ⊂N \L, B can be considered as a random subspace of NL \ [L] via the identification
NL \ [L] ∼= N \ L. By the definition of B−, for arbitrary random variable x ∈ B−, there is no
random 	-chain from ϕP (θ−1ω)(x(θ−1ω)) to S with positive probability. If there is one such 	-
chain, then P{ω | ϕP (θ−1ω)(x(θ−1ω)) ⊂ C	(N \ L,S)(ω)} > 0. The contradiction to B− leads
to the nonexistence of random 	-chain from ϕP (θ−1ω)(x(θ−1ω)) to S with positive probability.
Hence ΩB− ∩ S = ∅ P-a.s. By the compactness of NL, we obtain that ΩB− = ∅ and ΩB− ⊂ NL
P-a.s. There are two invariant random sets S and {[L]} in NL with respect to ϕP . So ΩB− = {[L]}
P-a.s. By Theorem 4.2, [L(ω)] ⊂ intϕ−1P (θω)([L(θω)]) for P-almost all ω. Then there exists a
random integer n= n(ω) such that
ϕkP
(
ω,B−(ω)
)⊂ L˜(θkω), k  n(ω)− 1, P-a.s., (15)
where L˜(ω)= intϕ−1P (θω)([L(θω)]) by the measure preserving property of θn. So
ϕn
(
ω,B−(ω)
)= [L(θnω)], P-a.s. (16)P
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argument in the proof of Lemma 5.1.
Since B0 is a sufficiently small random neighborhood of B−, by (15),
ϕnP
(
ω,B0(ω)
)= [L(θnω)], P-a.s. (17)
Let K(ω) = cl(intϕ−nP (θnω)([L(θnω)])) ∩ NL(ω). By [L(ω)] ⊂ intϕ−1P (θω)([L(θω)]) and
n(ω)  n(θω), we get ϕP (ω,K(ω)) ⊂ intK(θω) for P-almost all ω, and B0 ⊂ intK by the
definition of K .
Let Q = (B ∪ K,K) and R = (NL,K). Then Q and R are random filtration pairs for S. By
Lemmas 5.1 and 5.2, we have ϕP0 ∼ ϕQ and ϕQ ∼ ϕR . Hence ϕP0 ∼ ϕR by Proposition 5.1. Let
R˜ = (N,p−1(·)K(·)) with p(ω) :N(ω)→NL(ω) the random quotient map. By Lemma 5.1, we
have ϕP ∼ ϕR˜ . By identifying the random pointed spaces and the corresponding random pointed
space maps of the random filtration pairs R˜ and R (ϕR ∼ ϕR˜), we have ϕP ∼ ϕR ∼ ϕP0 . Hence
the result follows. 
Remark 5.1. The random shift equivalence is a generalization of conjugacy between two random
dynamical systems. The random shift equivalence constructed in Theorem 5.1 may not be unique
(see [7] for the deterministic DS).
6. Definition of Conley index for RDS
In this section, we define random homotopies and random continuations first and then show
that the random Conley index is invariant under random continuations.
Let C be a random pointed space and f be a base-point preserving random map such that
f (ω) :C(ω) → C(θnω) is continuous and f (·)(x) is measurable with a measurable n = n(ω).
Let MC,n be the space of all random maps g(ω) :C(ω) → C(θnω) such that g(ω) :C(ω) →
C(θnω) is continuous and g(·)(x) is measurable with a measurable n = n(ω). Assume that
C =NL with L⊂ N . For any fixed ω ∈ Ω , we define
d˜ω(x, y) :=
⎧⎨
⎩
dX(x, y) if x, y ∈ (N \L)(ω),
0 if x = y = [L(ω)],
distX(y,L(ω)) if x = [L(ω)] and y ∈ (N \L)(ω).
For f,g ∈MC,n, define
dω(f,g) := sup
x∈C(ω)
d˜θnω
(
f (ω)(x), g(ω)(x)
)
. (18)
Then we have
• dω(f,g)  0 for all ω and any f,g ∈MC,n, and dω(f,g) = 0 if and only if f (ω) ≡ g(ω)
on C;
• dω(f,g)= dω(g,f ) for all ω;
• for any f,g,h ∈MC,n and all ω, dω(f,h) dω(f,g)+ dω(g,h).
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random maps {fn} ∈MC,n converges to f in the random C0 topology if limn→∞ dω(fn,f )= 0
P-a.s.
Definition 6.1. Let f and g be elements in MC,n. f is called random homotopic to g, denoted
by f ∼= g, if there exists a map H : [0,1] × Ω × C → C such that H(·,ω, ·) : [0,1] × C(ω) →
C(θnω) is continuous, H(λ, ·, x) :Ω → C(θn·) is measurable, and Hλ =H(λ, ·, ·) preserves the
base-point of C and H(0, ·, ·)= f (·)(·) and H(1, ·, ·)= g(·)(·).
Lemma 6.1. The random homotopy ∼= is an equivalence relation onMC,n for a random compact
set C.
Proof. It is amount to show that the random homotopy is transitive. If F : f ∼= g and G: g ∼= h,
then we define
H(λ, ·, ·)=
{
F(2λ, ·, ·) if 0 λ 1/2,
G(2λ− 1, ·, ·) if 1/2 λ 1.
For any ω ∈ Ω , the overlap set for F = G is {(λ, x) ∈ [0,1] × C(ω) | λ = 1/2, x ∈ C(ω)} and
the overlap set is closed for the random compact set C. Hence H(·,ω, ·) is continuous by gluing
lemma for all ω. By the definition of F,G and H , H(λ, ·, x) is measurable. Therefore f ∼= h. 
Remark 6.1. Lemma 6.1 may not be true if C is not a random closed set.
Assume that C and D are two random pointed spaces. Let r be a base-point preserving random
map such that r(ω) :C(ω) → D(θnω) is continuous and r(·)(x) is measurable for a measurable
n = n(ω). Let MC,D,n be the space of base-points preserving random maps s :C → D such
that s(ω) :C(ω) → D(θnω) is continuous and s(·)(x) is measurable for a measurable n = n(ω).
Similar to Definition 6.1, we can define r ∼= s the random homotopic relation onMC,D,n.
Let [c(ω)] :C(ω) → C(θω) and [d(ω)] :D(ω) → D(θω) be random homotopy equivalence
classes on MC,1 and MD,1, respectively. We call the random homotopy equivalence classes
(C, [c]) and (D, [d]) are random shift equivalent if there exist random homotopy classes
[r(ω)] :C(ω) → D(θn1ω) and [s(ω)] :D(ω) → C(θn2ω) on MC,D,n1 and MD,C,n2 , respec-
tively, such that
[r] ◦ [c] = [d] ◦ [d] ◦ [r], [s] ◦ [d] = [c] ◦ [c] ◦ [s],
[r] ◦ [s] = [d]∗, [s] ◦ [r] = [c]∗.
Now we are in the position to give the definition of random Conley index for random isolated
invariant sets.
Definition 6.2. Assume that ϕ is the time-one map of a discrete random dynamical system, S is a
random isolated invariant set for ϕ and P = (N,L) is a random filtration pair for S. Let hP (S,ϕ)
be the random homotopy class [ϕP ] on the random pointed space NL with a representative ele-
ment ϕP . The random shift equivalent class of hP (S,ϕ), denoted by h(S,ϕ), is called the random
Conley index for S.
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index of nonautonomous flows, Conley index in [17,26–28] depends crucially on the compact
hull of some vector field function. Those methods are inappropriate for RDS.
The following two theorems state that the random Conley index for discrete RDS has the
similar properties to that of Conley index for deterministic maps.
Theorem 6.1 (Continuation property). Assume that ϕλ,λ ∈ [0,1], is a family of random home-
omorphisms, which depends continuously (in the random C0 topology) on λ. If N is a random
isolating neighborhood for each ϕλ,λ ∈ [0,1], then the random Conley index h(Sλ,ϕλ) for ϕλ
is independent of λ ∈ [0,1], i.e. h(Sλ,ϕλ) = h(S0, ϕ0), where Sλ = Inv(N,ϕλ), λ ∈ [0,1], is the
random isolated invariant set for ϕλ in N .
Proof. The result follows from Theorem 4.1. 
Let 0 be the random Conley index of random pointed spaces consisting of just one random
point (the base-point) with random constant maps for almost all ω. Thus h(S,ϕ)= 0 if and only
if ϕnP ∼= f for some measurable random integer n= n(ω) and f (ω) :NL(ω)→NL(θnω) random
constant map (f (ω,NL(ω)) = [L(θnω)]).
The random Conley index can be used to study the structure of random invariant set, see the
following theorem.
Theorem 6.2 (Waze˙wski property). Assume that S is a random isolated invariant set and the
random Conley index for S is not trivial, i.e. h(S,ϕ) = 0. Then S = ∅ P-almost surely provided
θ is ergodic under P.
Proof. If S = ∅ with positive probability, then S = ∅ almost surely by the ergodicity of θn under
P and the invariance of S. Hence (∅,∅) is a random filtration pair for S and h(S,ϕ) = 0. The
result follows from the contradiction on the random Conley index. 
7. Relations between time-continuous RDS and discrete one
Assume that φ is a time-continuous RDS and consider its time-h map—ϕh(ω) := φ(h,ω) :
X → X, where h > 0. Then ϕh is a discrete RDS generated by the time-h map of the time-
continuous RDS φ with the notation ϕkh(ω) = φ(kh,ω) in Section 2. Replacing n ∈ Z by t ∈ R
in Definition 3.2, we can introduce the definitions of isolated invariant set and isolating neigh-
borhood for time-continuous RDS immediately.
In this section we simply discuss the relation of isolated invariant sets between time-
continuous RDS and the discrete one generated by its time-h map.
Theorem 7.1. Assume that φ is a time-continuous RDS. If there exists δ > 0 such that for any
positive h with h < δ, S is a random isolated invariant set of ϕh, then S is a random isolated
invariant set of φ.
Proof. We have that S is a random invariant set for φ by the random invariant set S of ϕh for
0 < h δ. Assume that N is a random isolating neighborhood of S with respect to ϕh for some
h ∈ (0, δ]. Then S ⊂ Inv(N,φ)⊂ Inv(N,ϕh)= S. 
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of φ. If there exists a random isolating neighborhood N of S such that the map
t →N(θtω) ∈K(X) (19)
is continuous for any fixed ω (in general by the definition of random compact set the map is only
measurable), where K(X) denotes the space of nonempty compact subsets of X endowed with
the Hausdorff metric, then S is a random isolated invariant set of ϕh for any h > 0.
Proof. For a fixed h > 0, there exists a random compact neighborhood N˜ ⊂ N of S such that
φ(t,ω)N˜(ω) ⊂ N(θtω) for all t ∈ [0, h] and P-almost all ω by the continuity of the map (19)
and the assumption on S. Indeed, we may choose
N˜(ω)=
⋂
t∈[0,h]
φ(−t, θtω)N(θtω)=
⋂
t∈[0,h]∩Q
φ(−t, θtω)N(θtω),
where the second equality follows from the continuity of the map (19). By Proposition 2.1(iv)
and (v), N˜ is a random compact set. We need to show that S = Inv(N˜, ϕh). Note that
S ⊂ Inv(N˜, ϕh). For any x ∈ Inv(N˜, ϕh)(ω), we have ϕkh(ω)(x) ∈ N˜(θkhω) for all k ∈ Z. By the
choice of N˜(ω), we have φ(t,ω, x) ∈ N(θtω) for all t ∈ R. Hence x ∈ S(ω) and Inv(N˜, ϕh)⊂ S.
The result follows. 
Remark 7.1. Assumption on the map (19) being continuous is quite restrictive for applications
in general. However for a random attractor (in the sense of [23]), there is a compact isolating
neighborhood of the random attractor such that the map (19) is continuous.
8. Examples
In this section we give two examples to illustrate our results. In these two examples, we
uniformly assume that the base space of RDSs is (Ω,F ,P, (θt )t∈T), where T = Z or R according
to specific problems.
Example 8.1. Consider the Lorenz system in R3 described by the equations
⎧⎨
⎩
x˙ = σ(y − x),
y˙ = ρx − y − xz,
z˙ = xy − βz
with σ,ρ,β > 0. By the Euler approximation method, we obtain the corresponding discrete
Lorenz system:
Xn+1 = (hB + I )Xn + hF(Xn), (20)
where h is the step size, Xn = (xn, yn, zn), I is the identity matrix,
B =
⎛
⎝−σ σ 0ρ −1 0
0 0 −β
⎞
⎠ ,
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σ(ω)= σ + ξ(ω),
ρ(ω)= ρ + η(ω),
β(ω)= β + ζ(ω).
Denote σλ(ω) = σ + λξ(ω), ρλ(ω) = ρ + λη(ω), βλ(ω) = β + λζ(ω), λ ∈ [0,1]. Consider the
family of parameterized difference systems:
Xn+1 =
(
hBλ(θnhω)+ I
)
Xn + hF(Xn) (21)
with
Bλ(ω)=
⎛
⎝−σλ(ω) σλ(ω) 0ρλ(ω) −1 0
0 0 −βλ(ω)
⎞
⎠ .
When λ = 0, (21) corresponds to the unperturbed discretized Lorenz system (20); when λ = 1,
(21) corresponds to the discrete Lorenz system perturbed by real noise. The system (21) generates
a discrete RDS for each λ and denote it by φλ.
(1) Assume that for each λ ∈ [0,1], 0 < ρλ(ω) < σλ(ω) 1 almost surely. Noting that
〈Xn+1,Xn〉 =
〈(
hBλ(θnhω)+ I
)
Xn,Xn
〉+ h〈F(Xn),Xn〉
= 〈(hBλ(θnhω)+ I)Xn,Xn〉
= (1 − hσλ(θnhω))x2n + h(σλ(θnhω)+ ρλ(θnhω))xnyn + (1 − h)y2n
+ (1 − hβλ(θnhω))z2n,
we have
∣∣〈Xn+1,Xn〉∣∣ (1 − hσλ(θnhω))x2n + (1 − h)y2n + (1 − hβλ(θnhω))z2n
+ h
2
(
σλ(θnhω)+ ρλ(θnhω)
)(
x2n + y2n
)

(
1 − h(σλ(θnhω)− ρλ(θnhω))
2
)
x2n +
(
1 − hβλ(θnhω)
)
z2n
+
[
1 − h
2
(
2 − σλ(θnhω)− ρλ(θnhω)
)]
y2n
< ‖Xn‖2
for small h by the assumption 0 < ρλ(ω) < σλ(ω)  1 almost surely, where the last inequal-
ity holds if Xn = (0,0,0). We have ‖Xn+1‖  ‖Xn‖ and Br(0) is an isolating neighborhood
for φλ with r > 0 and λ ∈ [0,1]. An isolated invariant set of (20) is {(0,0,0)} with nontriv-
ial Conley index. For the continuity of random Conley index, h(Sλ,φλ) = h(S0, φ0) = 0 with
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Br(0) for (21). Hence {(0,0,0)} is the invariant random compact set for (21).
(2) Assume that σλ(ω) and βλ(ω) are positive P-a.s. for each λ ∈ [0,1]. Restricting the Lorenz
system on a submanifold M = {(x, y, z) ∈ R3 | y = 0}. We have M is an invariant random set for
RDS φλ with λ ∈ [0,1], and ‖Xn+1‖  ‖Xn‖ by the first part. Hence any neighborhood of the
origin (0,0,0) in M is a random isolating neighborhood for φλ, λ ∈ [0,1]. Note that the random
Conley index h({(0,0,0)}, φ0) = 0, so {(0,0,0)} is an invariant random compact set for (21)
restricted on M by the same argument as the first part.
Example 8.2. Assume that ϕ is a locally tempered analytic random diffeomorphism in Cd with a
fixed point x = 0 and its linearization A(ω) satisfies the conditions of the multiplicative ergodic
theorem. Moreover, if all Lyapunov exponents λi(ω), 1 i  p(ω), have the same sign and are
nonresonant, by the main theorem (iii) of [9], then we have ϕ is analytically conjugate to its
linear part with
ϕ(ω)(x) =A(ω)x + f (ω)(x),
where A(ω) = Dϕ(ω,0) ∈ Gl(d,C), f (ω)(0) = 0 and Df (ω)(0) = 0. That is, there exists an
analytic random diffeomorphism h(ω)(x) such that
h(θω) ◦ ϕ(ω)(x)=A(ω) ◦ h(ω)(x), x ∈ V (ω), P-a.s. (22)
on a tempered random ball V and h(ω)(0) = 0. By the property of Lyapunov exponents, {0} is
an isolated invariant set for A(ω)x and h({0},A(ω)) = 0.
Define ϕλ(ω)(x) = A(ω)x + λf (ω)(x) for λ ∈ [0,1]. By the main theorem (iii) of [9], there
exists a tempered random ball Vλ such that ϕλ is analytically conjugate to A(ω)x in Vλ. Thus the
random Conley index h(Sλ,ϕλ)= h({0}, ϕ0) by the continuation property with Sλ = Inv(Vλ,ϕλ).
For Vλ sufficiently small, we have S1 = {0} via the conjugation, so h({0}, ϕ)= h({0},A(ω)).
If ϕ is a C∞ locally tempered random diffeomorphism in Rd with a hyperbolic fixed point
x = 0, then ϕ is conjugate to its linear part A(ω) by the multiplicative ergodic theorem and
Theorem 1.1(ii) of [10]. By the same argument, we have {0} is an isolated invariant set for ϕ and
h({0}, ϕ) is the same random shift equivalence class as its linear part.
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Similar to Definition 4.3, we can define random metric and random C0 topology on the space
of nonnegative random variables.
Definition A.1. LetMR be the space of nonnegative random variables and | · | be the usual metric
on R.
(i) Given x, y ∈MR, the random metric dMR(x, y) on MR between x and y is the random
variable ω → |x(ω)− y(ω)|. (MR, dMR) is called a random metric space.
(ii)N is called a random C0-neighborhood of x ∈MR if there exists a random variable r > 0
such that Br(x)= {z ∈MR | dMR(x, z) < r P-a.s.} ⊂N .
(iii) The pair (MR,TR) is called a random C0 topology if the topology TR onMR is induced
from the random C0-neighborhoods.
Lemma A.1. Assume that N is a random compact set. Given a random variable δ > 0 and a
positive integer m, there exists a random variable 	 > 0 such that if x0, x1, . . . , xm is a random
	-chain in N , then dX(ϕn(ω)(x0(ω)), xn(θnω)) < δ(θnω) P-a.s., for all ω ∈Ω and 0 nm.
Proof. When m = 1, the result follows by choosing 	 = δ and the measure-preserving prop-
erty of θn. Suppose the lemma is true for m − 1. By the uniform continuity of ϕ(ω) on
N(ω) for all ω ∈ Ω , choose a random variable α > 0 such that, for any given random vari-
ables x and y in N , dX(x(ω), y(ω)) < α(ω) implies dX(ϕ(ω)(x(ω)),ϕ(ω)(y(ω))) < δ(θω)/2,
and dX(ϕn(ω)(x0(ω)), xn(θnω)) < α(θnω) P-a.s., for all ω ∈ Ω and 0  n  m − 1. Let
	 = min{δ/2, α}. Then for P-almost all ω ∈ Ω ,
dX
(
ϕm(ω)
(
x0(ω)
)
, xm(θmω)
)
 dX
(
ϕ(θm−1ω) ◦ ϕm−1(ω)
(
x0(ω)
)
, ϕ(θm−1ω)
(
xm−1(θm−1ω)
))
+ dX
(
ϕ(θm−1ω)
(
xm−1(θm−1ω)
)
, xm(θmω)
)
< δ(θmω)/2 + δ(θmω)/2 = δ(θmω).
That is, the lemma is true for m. The proof is complete. 
Lemma A.2. Assume that N is a random compact set. If for each random variable 	 > 0 there
exists a random 	-chain of length m starting at the random variable x contained in N , then
ϕm(ω)(x(ω)) ∈ N(θmω) P-a.s., for all ω ∈Ω .
Proof. For any random variable δ > 0, by Lemma A.1, there exists random variable 	 > 0 such
that if x0(= x), x1, . . . , xm is a random 	-chain with length of m in N , then dX(ϕm(ω)(x0(ω)),
xm(θmω)) < δ(θmω) P-a.s., for all ω ∈ Ω . Since δ is arbitrary and N is closed, ϕm(ω)(x(ω)) ∈
N(θmω) P-a.s., for all ω ∈Ω . 
Lemma A.3. Assume that D1 and D2 are two random sets, then
ΩD1∪D2(ω)=ΩD1(ω)∪ΩD2(ω), P-a.s.,
for all ω ∈Ω .
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ΩD1∪D2(ω)⊃ΩD1(ω)∪ΩD2(ω),
so we only need to show the converse inclusion holds. To see this, for arbitrary x ∈ ΩD1∪D2(ω),
there exist sequences tn → ∞ and xn ∈ D1(θ−tnω) ∪ D2(θ−tnω) such that φ(tn, θ−tnω)xn → x
as n→ ∞ (for discrete RDS, tn is integer-valued). Hence there exists a subsequence such that
xnk ∈D1(θ−tnk ω), ∀k ∈ N, or xnk ∈ D2(θ−tnk ω), ∀k ∈ N,
and φ(tnk , θ−tnk ω)xnk → x as k → ∞. Therefore, ΩD1∪D2(ω) ⊂ ΩD1(ω) ∪ΩD2(ω). The proof
is complete. 
Lemma A.4. For any f,g ∈MC,n, the random metric ω → dω(f,g) defined by (18) is a random
variable.
Proof. We only need to show that for arbitrary a  0, Ωa := {ω|dω(f,g) > a} is a measurable
subset of Ω , i.e. Ωa ∈ F . By the measurable selection theorem, assume that {xi}∞i=1 is a family
of countable dense random variables of N (noting that C =NL). By the definition of dω(f,g), it
follows that
Ωa =
∞⋃
i=1
(
Ωi1 ∪Ωi2 ∪Ωi3
)
,
where
Ωi1 :=
{
ω
∣∣ f (ω)(xi(ω)) /∈ L(θn(ω)), g(ω)(xi(ω)) /∈ L(θn(ω)),
dX
(
f (ω)
(
xi(ω)
)
, g(ω)
(
xi(ω)
))
> a
}
,
Ωi2 :=
{
ω
∣∣ f (ω)(xi(ω)) /∈ L(θn(ω)), g(ω)(xi(ω)) ∈ L(θn(ω)),
distX
(
f (ω)
(
xi(ω)
)
,L(θnω)
)
> a
}
,
Ωi3 :=
{
ω
∣∣ f (ω)(xi(ω)) ∈ L(θn(ω)), g(ω)(xi(ω)) /∈ L(θn(ω)),
distX
(
g(ω)
(
xi(ω)
)
,L(θnω)
)
> a
}
.
If we can show each Ωij , i = 1,2, . . . , j = 1,2,3, is measurable, then we obtain Ωa ∈ F , the
desired result. Noting that f (ω, ·), g(ω, ·) :NL(ω)→NL(θnω) and L is compact, we have
Ωi1 =
{
ω
∣∣ distX(f (ω)(xi(ω)),L(θnω))> 0, distX(g(ω)(xi(ω)),L(θnω))> 0,
dX
(
f (ω)
(
xi(ω)
)
, g(ω)
(
xi(ω)
))
> a
}
= {ω ∣∣ distX(f (ω)(xi(ω)),L(θnω))> 0}∩ {ω ∣∣ distX(g(ω)(xi(ω)),L(θnω))> 0}
∩ {ω ∣∣ dX(f (ω)(xi(ω)), g(ω)(xi(ω)))> a}.
Since the three terms on the right-hand side of the last equality are measurable subsets of Ω , it
follows that Ωi also is. Similarly,1
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{
ω
∣∣ distX(f (ω)(xi(ω)),L(θnω))> 0, distX(g(ω)(xi(ω)),L(θnω))= 0,
distX
(
f (ω)
(
xi(ω)
)
,L(θnω)
)
> a
}
= {ω ∣∣ distX(f (ω)(xi(ω)),L(θnω))> 0}∩ {ω ∣∣ distX(g(ω)(xi(ω)),L(θnω))= 0}
∩ {ω ∣∣ distX(f (ω)(xi(ω)),L(θnω))> a},
so Ωi2 ∈F . The measurability of Ωi3 is the same as that of Ωi2. The proof is complete. 
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