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Abstract
A model is presented for the migration of cavities in crystals. 
Although individual mechanisms of cavity migration have been 
considered previously, it has proved necessary to produce more 
accurate analytical solutions. Considerable attention has been 
given to how the individual mechanisms combine. The results of this 
analysis have been compared to previously obtained experimental 
results on cavity migration in copper, uranium dioxide and stainless 
steel. This comparison showed that the model was reasonably 
accurate and enabled several conclusions to be drawn. Two of these 
conclusions were that cavity migration occurs predominantly by 
surface diffusion and that a dense gas inside a cavity will impede 
its migration.
Cavity growth has also been studied. Cavity distributions produced 
by the implantation of 500keV helium into nickel and subsequent heat 
treatments were studied by cross-sectional TEM by Mr N. Marochov.
I have modelled the development of the cavities on annealing. This 
cavity growth could only be accounted for in terms of both migration 
and coalescence and vacancy supply from the surface. The migration 
of small cavities was inhibited by the high gas density in these 
cavities. The implications of these observations on the 
interpretation of cavity growth experiments are discussed.
Cavity growth mechanism maps are presented for cavity growth in 
niobium, nickel and uranium dioxide under widely varying conditions. 
Maps are potentially very useful because they enable the growth
mechanism and rate to be predicted in regimes where experiments are 
difficult or impossible. The importance of the quality of the data 
is emphasized and the prospects for this technique are discussed.
The Lord is my shepherd, I shall 
lack nothing.
He makes me lie down in green 
pastures, 
he leads me beside quiet waters, 
he restores my soul.
He guides me in paths of 
righteousness 
for his name's sake.
Even though I walk
through the valley of the shadow 
of death,
I will fear no evil, 
for you are with me; 
your rod and your staff, 
they comfort me.
You prepare a table before me 
in the presence of my enemies.
You anoint my head with oil;
my cup overflows.
Surely goodness and love will 
follow me 
all the days of my life, 
and I will dwell in the house of the 
Lord 
for ever.
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Introduction 1
1 Introduction
The behaviour of rare gases in crystals is technologically important 
because of the problems caused by clusters of these atoms in nuclear 
reactor materials. In nuclear fuels, the main problems encountered 
are swelling and gas release, while in fuel cladding and reactor 
shielding they are loss of ductility and swelling. Although 
numerous investigations have been carried out to gain an 
understanding of the behaviour of rare gases in crystals, the effect 
they have in many situations of interest is still unclear.
The main purpose of this project is to see if cavity growth 
mechanism maps can be used to make sensible predictions of rare gas 
behaviour in technologically important situations where little or no 
data exists. To produce these maps the processes of cavity growth 
need to be clearly understood. Since cavity migration and 
coalescence often dominates cavity growth, the migration of cavities 
also needs to be considered. These points governed how the project 
was tackled and how this thesis was written. The stages of both 
were as follows;
1, Review of current understanding,
2, A study on the migration of cavities,
3, A study on the growth of cavities,
*1, The production and use of cavity growth mechanism maps.
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2 Literature Survey
2.1 Reactor Materials Problems
2.1.1 The Fusion Reactor First Wall
Our society requires vast amounts of energy every day for its 
continuing existence. At present most of this can be obtained 
from fossil fuels. However, this source will come to an end in 
the forseeable future, [Pooley '82]. Although many problems 
stand in the way, one of the most feasible replacements would 
seem to be energy obtained from nuclear fusion.
The fusion reactor has the advantage over conventional nuclear 
reactors in that less radioactive waste is produced and, since 
it works by fusing together various forms of hydrogen, it is 
effectively an inexhaustable source of energy. However, even 
with the considerable advances made in recent years, the 
technology does not exist to build a commercially viable fusion 
power station.
This has lead the major nations of the world to invest heavily 
in fusion reactor research projects. Carruthus ’81, Lomer '83, 
and Mitchell ’87 are reviews of the progress and prospects in 
fusion research. Even with this investment the engineering
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problems are such that it is most improbable that a commerical 
fusion reactor will be built this century.
In 1983 the European Fusion Community established a team to 
initiate the definition of NET (Next European Torus), a 
magnetically confined D-T Tokamak system, envisaged as the main 
step between JET (Joint European Torus) and a fusion power 
demonstration reactor (DEMO). This team were also requested to 
initiate the technological developments required for the design 
and construction of NET as well as those required in the longer 
term for DEMO.
One of the aims of NET is to evaluate the effect of the 
interaction between the plasma and the plasma facing components, 
[Mitchell ’87]. During service, the plasma facing components of 
NET will be subjected to the following.
(a) Mechanical and electromagnetic loadings and alternating 
thermal stresses induced by the surface and volumetric heating 
together with the pulsed nature of the operation.
(b) Irradiation with high energy (14MeV) neutrons producing 
displaced atoms and high concentrations of helium, hydrogen 
and solid transmutation products. This will lead to changes 
in the bulk properties of the first wall.
(c) The bombardment of the first wall with ions and energetic 
neutral atoms from the plasma resulting in surface damage.
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This damage will be greatly increased in the event of plasma 
disruptions and by run-away electron and arcing effects, 
[Engelmann et al ’87].
The primary results of these effects are listed below.
Fatigue. The first wall is subject to thermal fatigue as a result of 
the cyclic strains produced by the temperature changes during the 
plasma burn and off-burn periods. Following ignition of the plasma 
and during the burn pulse (<1000s), the plasma facing side of the 
first wall will reach temperatures approaching 500°C while during 
off-burn periods (-70s), it will approach the temperature of the 
coolant which will be about 250°C. This continuous cyclic behaviour 
means that there is a possibility of failure of the first wall due 
to thermal fatigue and this a major consideration with respect to 
the integrity of the first wall structure.
Swelling. The calculated displacement damage together with the 
helium and hydrogen concentrations in an austenitic and martensitic 
steel NET first wall are given in table 2.1.
Table 2.1 was calculated for average integrated neutron wall 
loadings of 0.8 and 2.8MWyra”2 , the latter value was initially 
assumed as the target fluence for NET. An analysis of the 
distribution of the neutron wall load in NET has shown that there is 
a peaking factor of about 1.65 at the outboard equatorial region. 
Thus the maximum displacement damage and gas concentrations will be 
higher than those given in table 2.1. This large displacement
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damage and gas concentration will result in irradiation-induced 
swelling. Table 2.2 gives the swelling in an austenitic steel which 
was irradiated at approximately 435°C in a fast reactor.
Table 2.1 Displacement damage and gas productions in the NET first 
wall, [Harries *86].
Austenitic Steel Martensitic Steel
Loading(MWym“^) 0.8 2.8 0.8 2.8
Displacement
damage(dpa) 9.0 31.4 10.6 37.0
Helium
Concentration(ppm) 118 414 83 291
Hydrogen
concentration(ppm) 455 1590 435 1523
Table 2.2 Swelling of an austenitic steel irradiated at „ij3 5 0C, 
[Harries 186
Displacement Damage / dpa Volume Swelling / %
15 0.5
20 1 .0
25 1.5
30 2.7
35 4.0
Swelling could cause the whole or part of the first wall structure 
to dilate or distort as a result of gradients in temperature or 
neutron flux. Local interactions could then develop, possibly 
culminating in unacceptably high interference loads and difficulties 
in maintenance. Furthermore, coolant tubes could extend axially,
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take up the available space and then buckle.
Embrittlement. The ductility of steels is significantly reduced 
during or following neutron irradiation as a result of the 
precipitation and growth of intergranular gas cavities, which leads 
to premature grain boundary fracture, [Ullmaier '85 and Ehrlich 
*85]. The extent of the embrittlement is dependent on the gas 
concentration, the composition and initial thermo-mechanical 
treatment of the steel, the presence of intergranular segregants and 
precipitates, temperature, strain rate and stress state. It is 
necessary to ensure that the irradiation fluence and the temperature 
of the NET first wall are not so high that it fractures during 
reactor start-ups and shut-downs.
Irradiation Creep. Austenitic and martensitic steels do not deform 
by thermal creep processes at temperatures below 480°C but 
deformation can occur at these temperatures by irradiation creep. 
High temperature irradiation creep, (>350°C), is usually ascribed to 
the stress orientation of nucleating dislocation loops or the 
accelerated climb of dislocations followed by glide. Two types of 
low temperature irradiation creep, (<350°C), have been identified. 
The first is a transient creep due to the climb of pinned segments 
of the dislocation network in the steel. The second is a steady 
state form of creep arising from the collapse of vacancy loops. It 
is required that the irradiation creep rates are sufficiently low to 
restrict the dilation of the pressurised coolant tubes but high 
enough to limit the interacting loads which may develop as a result 
of different swelling in adjacent components.
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The different modes of radiation damage occur to a varying degree in 
all metals. To be able to select or design a metal or alloy for use 
in the first wall it is necessary to have a thorough understanding 
of the properties which will make it best able to resist or 
accommodate radiation damage.
To this end, research has been carried out on all aspects of 
radiation damage and its correlation with mechanical and physical 
properties of metals. The most important aspect of radiation damage 
on material properties is the clustering and growth of cavities. It 
is in this area of research that much of this thesis is devoted.
2.1.2 Fission Gases in Uranium Dioxide
In many countries over the world, power is produced by the 
fissioning of uranium atoms in uranium dioxide. Among the many 
phenomena that occur simultaneously in a uranium dioxide fuel 
element under irradiation, the one that can cause the greatest 
problems is the behaviour of the fission products xenon and krypton, 
[Ma '83]. Table 2.3 lists the fission-product yields of uranium 
from which it can be seen that xenon and krypton comprise roughly
12.5 percent of all the products.
The unique status of these noble gases among all the other fission 
products generated in the fuel is due to the following two 
properties.
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1, The virtually complete insolubility of the noble gases in uranium 
dioxide.
2, Xenon and krypton will normally exist in the gaseous state.
Table 2.3 Elemental Fission Product Yields of 235U, [Olander ’76a].
Chemical Group Elemental Yield
Zr + Nb 0.298
Y + rare earths 0.53*1
Ba + Sr 0.149
Mo 0.240
Ru + Tc + Rh + Pd 0.263
Cs + Rb 0.226
I + Te 0.012
Xe 0.204
Kr 0.028
The first property means that, if kinetically possible, xenon and 
krypton will be rejected from the fuel matrix. The consequence of 
the second property is that the rejected gases are either completely 
released from the fuel and contribute to the gaseous atmosphere 
within the fuel pin or are precipitated as small pockets of gas 
within the fuel matrix. Either route is detrimental to the fuel 
performance.
If the gas is released from the fuel, the pressure within the fuel 
pin is correspondingly increased and the cladding is subjected to
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stresses that can ultimately result in failure. In addition, the 
extent to which the fission gases are released from the fuel 
determines to a large degree the potential hazard of a reactor core 
in the event of an accidental cladding breach. This can occur 
either at the reactor site or during transportation of the spent 
fuel to a reprocessing plant.
If the fission gases are retained in the fuel matrix, nearly all of 
it will generally precipitate as bubbles. Since the density of the 
gas in these bubbles is considerably lower then that of the 
surrounding solid fuel, the gas atoms in bubbles occupy more volume 
than either the fissile atoms they replaced or the fission-product 
atoms that segregate as solid phases. The precipitation of fission 
gases thus leads to the swelling of the fuel pin. Swelling will 
adversely affect fuel performance in several ways.
Swelling promotes fuel-cladding contact resulting in stresses on the 
cladding which can shorten its effective life. In addition, the 
bubbles are of low thermal conductivity and so will decrease the 
thermal conductivity of the whole pin. This will lead to fuel 
temperatures higher than that exhibited by a fully dense fuel at the 
same heat rating. These higher temperatures may result in the 
centre of the fuel pin melting which would cause numerous problems. 
Also the precipitation of the fission gases into bubbles and the 
cyclic nature of the operation of the power station can result in 
interlinked gas bubbles forming cracks in the ceramic fuel.
Swelling and release are complementary phenomena. Fuel that has
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released much of the fission gases created within it does not swell 
to a large extent, while if the fission gases are not released then 
considerable swelling results. This can be illustrated by 
considering sections of a fuel element at different temperatures.
At low temperatures (less than about 1300K), the mobility of fission 
gas atoms is too low to permit appreciable gas-atom movement. Thus 
at these temperatures the gas atoms are not released from the fuel 
matrix nor do they precipitate into bubbles. At temperatures 
between about 1300 and 1900K atomic motion of gas atoms becomes 
significant so that release of gas by atomic diffusion occurs. 
However, much of the gas will precipitate into bubbles which do not 
have a significant mobility at these temperatures. Thus swelling of 
the fuel occurs. At temperatures greater than 1900K, gas atom 
diffusion and bubble diffusion is great enough to ensure that most 
of the fission gas atoms created within the fuel matrix will be 
released.
For over twenty years, extensive research has been carried out in an 
attempt to gain a good understanding of how the fission gases behave 
within a fuel pin during irradiation and while it is being stored, 
[Cornell and Bannister '67, Speight '75, Walker and Mogensen *873. 
Many problems have still to be resolved and so this research 
continues. In particular, the processes of bubble growth and bubble 
migration have still not been satisfactorally explained. It is one 
of the aims of this thesis to contribute to the understanding of 
these two processes.
The Behaviour of Helium in Metals 
2.2 The Behaviour of Helium in Metals
11
2.2.1 Introduction
When helium is introduced into a metal by ion implantation or any 
other nuclear technique its behaviour will depend upon its 
solubility and diffusivity within the metal. In undamaged metals 
the solubility of helium is below the limits of detection but its 
mobility is very large, [Thomas *83]. Thus any helium within a 
metal will generally diffuse out or become trapped at lattice 
defects.
It is generally accepted that the trapping and clustering of helium 
atoms at lattice defects is the first stage in the nucleation of gas 
bubbles. Since the kinematics and energetics of clustering is 
fundamental to the response of different reactor materials to gas 
embrittlement extensive research has been carried out on the 
behaviour of helium in metals.
2.2.2 The Location of Helium in a Metal Lattice
The properties of single helium atoms and small clusters of helium 
atoms in a crystal lattice are the basis for any fundamental 
understanding of helium effects. The crucial parameters are the 
energies of helium atoms at different sites in a perfect and 
imperfect crystal lattice. Some of the possible sites, with
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corresponding energies, for a helium atom in a crystal are shown in
two helium atoms in an interstitial site.
Figure 2.1 Some possible sites for helium atoms in a crystal 
lattice, [Ullmaier '833.
These energies will determine the solubility, the paths of 
migration, (figure 2.2), the trapping at defects and the early 
stages of cluster formation.
Mfigure 2.1. In this figure; is the interstitial migration
c D
energy, Ej is the energy of solution into interstitial sites, Ey is
the dissociation energy from a vacancy, E“ is the binding energy
Rbetween a helium atom and a vacancy and E|j is the binding energy of
Figure 2.2 Three possible mechanisms for helium diffusion through a 
lattice; (a) interstitial migration, (b) vacancy mechanism and (c) 
hindered interstitial migration.
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Since the values of these energies are of such importance a 
considerable amount of research has been carried out on their 
determination, [Kornelsen '72, Reed '77, Wilson et al '81 and Van 
Veen et al '83]. Table 2.4 lists the substitution detrapping 
energies of helium in various metals. The values in parentheses are 
the relative energies of a helium atom in a vacancy and in an 
interstitial position.
Table 2.4 Substitutional detrapping energies of helium in various 
metals, [Johnson et al ’71].
Cu 
Ni 
Pd 
Ag 
Fe 
Mo 
W 
V
Ta
Two conclusions can be drawn from table 2.4. The first is that a 
helium atom will always prefer to occupy a substitutional site if a 
vacancy is available. The second is that once a helium atom resides 
in a vacancy it is unlikely to leave that vacancy.
Formation energy 
of a He atom in 
a vacancy (eV)
0.15
1 . 3 6
0.52
0.00
1.61
1.04
1.05 
1.65 
0.93
Formation energy 
of a He
interstitial (eV) 
2.03
4.52 
3.68
1.53 
5.36 
4.91 
5.47 
4.61 
4.23
Substitutional 
detrapping 
energy (eV)
(1.88)
(3.16)
(3.16)
(1.53)
3.98 (3.75)
3.98 (3.75) 
4.75 (4.42) 
3.20 (2.96) 
3.44 (3.30)
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Table 2.5 compares several properties of helium in aluminium. The 
first column in this table gives a reference to the interatomic 
potential used in the calculations.
Table 2.5 Some energies of helium in aluminium, [Wilson ’83].
He interstitial Di-interstitial He-vacancy 
migration binding energy binding energy
energy (eV) (eV) (eV)
Finnis '81 0.19 0.38 1.32
Dagen !81 0.27 0.25 1.36
Baskes '79 0.34 0.06 1.23
Similar work has been carried out on other materials, [Rimmer and 
Cottrell '57, Johnson et al '71, Harrison et al '73 and Melius et al 
’80]. From this research the following conclusions can be drawn.
1, The activation energy for interstitial migration of helium is 
very small which means that the interstitial migration of helium is 
generally very rapid even at room temperature.
2, When two interstitial helium atoms meet they will bind together. 
If a third helium joins this pair it too will be bound and the 
binding energy of each will have increased. This is shown in figure 
2.3. Further, there will always be a positive binding energy for a 
helium atom joining a cluster of helium atoms.
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Figur£_2J_3 Binding energies for helium interstitials in nickel, 
[Wilson * 83].
LU
Q
CD
0 2 4 6 8 10 12 H  16 18 20 
NUMBER OF HELIUM ATOMS
3, Vacancies are a very good trap for helium atoms. In fact, 
several helium atoms can occupy a single vacancy and there will 
always be a positive binding energy for the next helium atom, 
[Melius et al ’80],
Since the interstitial migration of helium is so fast, helium atoms 
will rapidly migrate out of a metal lattice unless they first 
collide with a lattice defect. All lattice defects will act as
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traps but it is not the aim of this thesis to investigate the effect 
of extended defects, such as dislocations, precipitates and grain 
boundaries. These have been reviewed by Kesternich [’83] and Lane 
and Goodhew [183].
2.2.3 The Clustering of Helium in a Metal Lattice
In the previous section it was stated that when two interstitial 
helium atoms meet they bind together. Also, any other helium atoms 
joining this complex will become bound. Helium interstitials bind 
together more strongly in bcc metals than in fee metals. As more 
interstitial helium atoms join the helium complex a point will be 
reached when the complex has sufficient binding energy to displace a 
lattice atom and thereby create a Frenkel pair and a deeply bound 
helium cluster.
The number of interstitial helium atoms required before a 
self-interstitial is created is about five in fee metals and six in 
bcc metals, [Wilson '83]. The introduction of further helium will 
produce more Frenkel pairs. The number of helium atoms required in 
one vacancy before a second Frenkel pair is created is about 8 in 
fee metals and 10 in bcc metals, [Wilson ’83]. It follows that as 
more helium comes to reside in a helium-vacancy cluster a 
self-interstitial will be punched out when this is energetically 
favourable.
The fate of the self-interstitials that have been punched out is 
uncertain but it seems likely that they will remain bound to the
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helium-vacancy cluster forming an embryonic interstitial loop.
The four possible ways a helium-vacancy cluster may change are 
listed below.
1, It may lose a helium atom.
2, It may lose a vacancy.
3, It may combine with another cluster, a vacancy or a helium 
interstitial.
4, It may migrate to a fixed sink such as the free surface, a
grain boundary or a precipitate.
The helium-vacancy cluster may also change by any combination of 
these processes. The activation energies for the dissociation and 
migration of a number of helium-vacancy clusters in tungsten are 
given in table 2.6. These energies can be used to predict the 
probable behaviour of a particular helium-vacancy cluster.
Using the values in table 2.6 it can be seen that; (a) He^v will 
probably lose all its helium before migrating and (b) He^v2 will 
probably migrate at 4.0eV before it loses a vacancy at 4.83eV or a 
helium atom at 4.34eV.
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Table 2.6 Activation energies for the dissociation and migration of 
He-V clusters in tungsten, [Caspers et al *74],
Cluster Formation Loss of He Loss of V Migration
He 5.91 0.29
V 3.35 1.45
HeV 4.48 5.07 5.07
He2v 7.25 3.34 >5.0
He3v 10.73 2.73 >5.0
He^v 13.69 2.94 >5.0
V2 6.65 1.6
HeV2 7.56 5.29 1.67 1.6
He2v2 8.49 5.27 3.51 3.7
He3V2 10.35 4.34 4.83 4.0
V 9.48 -1.4
HeV3 10.21 5.47 2.10 -1.4
He2v3 11.18 5.23 2.06 -1.4
He3V3 12.42 5.24 2.68 -2.7
Although the behaviour of helium-vacancy clusters is complicated it 
describes the early stages of gas bubble nucleation and so is of 
considerable importance. The choice of a material for the first 
wall of a fusion reactor must be made in the light of the research 
carried out in this field.
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2.2.4 Helium Diffusion
While the helium interstitial migration energy is small, helium 
atoms bind strongly to lattice defects. These two points dominate 
the process of helium migration through a metal lattice and it 
follows that when a helium atom is introduced into a metal it will 
migrate interstitially until it collides with a lattice defect. 
There it will remain there until it is given sufficient energy to 
overcome the binding energy to the lattice defect. Then it will 
again migrate interstitially.
Values of the activation energy for helium interstitial migration 
are found to lie around 0.3eV, indicating substantial mobility even 
at room temperature. This compares with a value at least three 
times greater for the binding energy of a helium atom to a vacancy.
The normal diffusion coefficient is given by;
= vx^ e x p (—Q/kT)
2
where Q is the activation energy for diffusion, X is the jump 
distance and v  is the vibration frequency. However, if the helium 
moves from vacancy to vacancy its jump distance is best represented 
by the distance between vacancies together with a vibration 
frequency controlled by the helium detrapping energy. For this to 
be true there needs to be a sufficient concentration of vacancies. 
This will be the case at temperatures where thermal detrapping can 
occur. Thus the helium diffusion coefficient can be approximated 
to;
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D i = VX2C~2/3 exp (*Eh /kT)
2  '
where C is the concentration of vacancies and iS the binding 
energy of a helium atom to a vacancy.
In deriving this equation it was assumed that the lattice defects 
which trap the migrating helium atoms were unoccupied vacancies.
All lattice defects act as traps for helium atoms and so it is 
difficult to assign values to C and E .
It is clear that helium diffusion through metals is complex. The 
binding energy of helium atoms to defects has been treated ’
previously and so this section considers the interstitial migration 
of helium.
Once the helium has been introduced into the metal a variety of 
experimental techniques have been developed in order to study the 
diffusion of helium through the metal. The principle techniques 
have been reviewed by Ullmaier [’83] and Thomas [’83] and are listed 
below.
i, Resistivity measurements; [Chen et al '79].
ii, Field ion microscopy; [Wagner and Seidman ’79].
iii, Thermal helium desorption spectroscopy; [Poker et al '82],
These experimental measurements have established that the helium 
interstitial migration energy is of the order of 0.3eV for most 
metals. This means that helium is mobile in a metal lattice at
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temperatures above 100K unless trapped at lattice defects. There is 
reasonable agreement between these values deduced from experiments 
and theoretically calculated values. Table 2.7 summarises much of 
the data available for the helium interstitial migration energy.
The calculated values for the helium interstitial migration energy 
have been taken from Scherzer [f83].
Table 2.7 Helium interstitial migration energy.
Metal Experimental 
migration 
energy/eV
Experimental
technique
Reference Calculated
migration
energy/eV
W
Nb
Al
305SS
Hi
Ni
Ni
Ni
Cu
Pd
Ag
V
Fe
Mo
Ta
0.28
>0.3
0.35
0.35
0.35
0.35
0 . 1 0
0.14
FIM
Resistivity
THDS
THDS
THDS
THDS
THDS
THDS
Wagner '79 
Chen '79 
Thomas 183 
Thomas ’83 
Thomas 1 
Thomas 
Poker
’83 
’ 79 
83
Philipps '83
0.24
0.08 
0.08 
0.08 
0.08 
0.57 
1.74 
0.86 
0. 13 
0.17 
0.23 
0.00
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2.3 Fission Gases in Uranium Dioxide
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2.3.1 Introduction
The rare gas atoms produced by fission during the burn up of reactor 
fuels are highly insoluble and so will generally diffuse out of the 
fuel pin, [Hayns and Wood'f76], or cluster together forming gas 
bubbles. These bubbles severely modify the mechanical properties of 
the fuel, [Duckworth et al '88], and so are important to reactor 
fuel performance.
Diffusion of fission gases in oxide fuels has been studied 
experimentally [Matze ’70 and Miekeley and Felix ’72], but no 
precise analysis of these results has proved possible. This is 
because there is such a wide scatter in the results obtained. For a 
coherent analysis of fission gases in solids , a good understanding 
of both the trapping and the migration mechanisms of the gas atoms 
is required. This section reviews the research carried out on the 
trapping and migration of fission gases in uranium dioxide.
The large size of krypton and xenon atoms favours the formation of 
large trap sites. Xenon interstitial energies in uranium dioxide as 
high as 15eV have been suggested by the results of Jackson and 
Catlow ['85aJ. Since the energy needed to create an anion Frenkel 
pair is roughly 5eV, interstitial fission gas atoms create their own 
lattice defects. Further complications are provided by the 
variation in composition of the oxide host. It has been suggested, 
[Catlow '78], that deviation of the fuel oxide composition from
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stoichiometry is a major factor both in determining the magnitude of 
the diffusion coefficient of the gas atoms and the type of defect 
the gas atoms will come to reside in. This is supported by the 
experimental data of Felix and Miekeley ['72],
2.3.2 The Trapping of Fission Gases at Lattice Defects
Xenon Trapping
Catlow [’78] and Jackson and Catlow ['85aj have considered the 
trapping of xenon at lattice defects. Since xenon atoms are so 
large the trapping site cannot be assumed to be a single vacancy.
The trapping sites considered in Jackson and Catlow [f85a] are 
listed below.
1. The cation vacancy.
2. The anion vacancy.
3. The divacancy consisting of one cation and one anion vacancy.
4. The neutral trivacancy comprising of one cation and two anion 
vacancies.
5. The charged trivacancy comprising of one anion and two cation 
vacancies.
6. The tetravacancy comprising of two anion and two cation
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vacancies.
There are two different cases for the solution energies for xenon 
atoms into uranium dioxide. The first is where the trap sites 
already exist and the second is where they need to be created. The 
solution energies for xenon atoms into pre-existent sites are given
in table 2.8. In this case the solution energy is defined as the
energy required to introduce an isolated gas atom from infinity to a 
pre-existent trap site. It is defined as follows;
Solution energy = defect energy - unoccupied trap energy
Table 2.8 Solution energies of xenon into traps that already exist, 
[Jackson and Catlow '85a].
Site Energies (eV)
T = 298K 1773K 2273K 2773K
Anion vacancy 17.81 14.61 13.44 12.25
Cation vacancy 7.47 7.14 6.76 6.41
Divacancy 6.77 5.66 5.27 4.90
Neutral trivacancy 4.49 4.36 3.92 3.70
Charged trivacancy 5.42 4.52 4.08 3.87
Tetravacancy 4.26 3.85 3.50 1.96
Two conclusions can be drawn from table 2.8. The first is that the 
anion vacancy is not a significant trap site for xenon atoms and the 
second is that xenon atoms are trapped more deeply the greater the 
size of the lattice defect. Table 2.9 gives the solution energies 
when the lattice defects need to be created. In this case the 
solution energy is defined as before except that the trap formation 
energies have to be added;
Fission Gases in Uranium Dioxide 25
Solution energy = defect energy - unoccupied trap energy
+ trap formation energy
The trap formation energies will depend upon the stoichiometry of 
the fuel. For example, in an anion deficient crystal there is 
already an excess of anion vacancies and so no energy is required to 
form this type of lattice defect.
Table 2.9 Solution energies of xenon into traps that are in 
thermodynamic equilibrium, [Jackson and Catlow, '85a].
(a) Anion-deficient uranium dioxide
Site Energies (eV)
T = 298K 1773K 2273K 2773K
Anion vacancy 17.81 14.61 13.44 12.25
Cation vacancy 18.10 15.47 14.73 14.00
Neutral trivacancy 11.63 10.15 9.60 9.03
Charged trivacancy 23.61 20.06 18.86 18.34
Tetravacancy 18.20 15.89 15.09 13.07
(b) Stoichiometric uranium dioxide
Site Energies (eV)
T = 298K 1773K 2273K 2773K
Anion vacancy 20.47 16.95 15.71 14.45
Cation vacancy 17.78 10.79 10.19 9.60
Neutral trivacancy 11.63 10.15 9.60 9.03
Charged trivacancy 15.63 13.04 12.21 11.74
Tetravacancy 12.88 11.21 10.55 8.67
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(c) Anion-excess uranium dioxide
Site Energies (eV)
T = 298K 1773K 2273K 2773K
Anion vacancy 23.13 19.29 17.98 16.65
Cation vacancy 7.46 6.11 5.65 5.20
Neutral trivacancy 11.63 10.15 9.60 9.03
Charged trivacancy 7.65 6.02 5.40 5.14
Tetravacancy 7.56 6.53 6.01 4.27
The results in table 2.9 clearly show that single xenon gas atoms 
are generally trapped at cation/anion vacancy aggregates rather than 
single vacancy sites. For anion-deficient and stoichiometric 
uranium dioxide the neutral trivacancy is the preferred site. For 
anion-excess materials the calculations suggest there are several 
trap sites possible on energetic grounds. These sites are the 
charged trivacancy and tetravacancy as well as the simple cation 
vacancy. The calculated solution energies are high. This means 
that xenon will be released from the oxide wherever possible and 
that resolution is extremely unlikely.
Krypton Trapping
Since the krypton atom is smaller than the xenon atom, trapping into 
smaller sites is expected. The solution energies for Krypton atoms 
into pre-existent trap sites in uranium dioxide are given in table 
2 . 10.
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Table 2.10 Solution energies of krypton into traps that already 
exist, [Catlow *783 .
Site Energy (eV)
Interstitial 8.06
Anion vacancy 6.37
Cation vacancy 1.52
Neutral trivacancy 0.70
Charged trivacancy -0.83
Tetravacancy 0.75
From table 2.10 it can be seen that it is energetically unfavourable 
for krypton atoms to reside interstitially in the uranium dioxide 
lattice. Krypton atoms are much more likely to reside at lattice 
defects, especially vacancy complexes if they are available. In 
table 2.11 the solution energies when the lattice defects need to be 
created are given. This table suggests that for krypton atoms 
vacancy aggregates are no longer important since trapping will 
predominantly occur at single vacancies. These vacancies will be 
the cation vacancy in oxidized and stoichiometric crystals and the 
anion vacancy in oxygen deficient crystals.
Table 2.11 Solution energies of krypton into traps that are in 
thermodynamic equilibrium, [Catlow ’78].
Site Anion deficient Stoichiometric Anion excess
Anion vacancy -1.69 0.83 3.35
Cation vacancy 3.78 -1.26 -6.26
Neutral trivacancy 0.17 0.17 0.17
Charged trivacancy 9.95 2.05 -5.45
Tetravacancy 6.31 1.01 -3.99
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2.3.3 The Clustering of Fission Gases in Uranium Dioxide
In this section the energies of formation of small vacancy-gas atom 
complexes are considered. These energies show whether the 
resolution of gas atoms from small gas bubbles is likely to be an 
important effect.
The energies required for some small xenon gas bubbles to dissociate 
completely into gas atoms in neutral trivacancies are given in table 
2.12. In this table the energies in brackets were calculated using 
a different interatomic potential and so give a useful indication of 
the uncertainty in these type of calculations. Although this table 
was calculated for xenon, krypton will behave similarly.
Table 2.12 Energies of dissociation of small xenon cavities in 
uranium dioxide, [Jackson and Catlow ’85b],
Process Energy per gas atom (eV)
From table 2.12 it can be seen that when two gas atoms meet they 
will bind together and that the binding energy per gas atom 
increases as the size of the vacancy-gas atom complex increases. 
Since the binding energies per gas atom are quite large, resolution 
from even small high pressure gas cavities is unlikely to be very
Xe2V2 to 2XeV 2.14 (2.48)
Xe3V3 to 3XeV 
X e ^  to 4XeV
Xe6v6 to 6XeV
3.50
4.88
3.43 (4.07)
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significant.
2.3.4 The Diffusion of Fission Gases in Uranium Dioxide
The release of fission gases from reactor fuel pins is an important 
performance-limiting factor. For this reason the diffusion 
characteristics of fission gases in uranium dioxide has been the 
subject of extensive research, [Walker and Mogensen *87, Forsberg 
and Massih '85 and Dollins and Jursich '82],
Measured values of the diffusion coefficient have a very large 
scatter. For example, the reported values of the diffusion 
coefficient at 1400°C vary by as much as six orders of magnitude. 
This scatter can be explained in terms of differences in physical 
and chemical properties of the specimens and the experimental 
conditions. The two main reasons for this scatter in the 
measurements of the diffusion coefficient are described below.
Stoichiometry. It is clear that the diffusion of fission gases is 
highly sensitive to the stoichiometry of the uranium dioxide. The 
diffusion of fission gases often increases dramatically with the 
slightest increase in the oxygen content, [Lawrence '78]. This is a 
major reason for the scatter in the results for the diffusion 
coefficient of fission gases in uranium dioxide.
There has been much research carried out investigating the effect of 
stoichiometry on diffusion, [Miekley and Felix '72, Matzke ’66 and
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Long et al ’64]. The effect of stoichiometry is closely related to 
the diffusion mechanism. For instance, if the oxygen content is 
increased then there will be an excess of cation vacancies. So an 
increase in fission gas diffusion when the oxygen content is 
increased suggests that cation vacancies are involved in the 
diffusion process.
Most of the experiments in this area were based on the doping of the 
uranium dioxide to create an artificial excess of anion or cation 
vacancies. Matzke [’66] increased the cation vacancy concentration 
but observed no large increase in the diffusion of fission gases and 
concluded that fission gases do not migrate on the uranium 
sub-lattice. Long et al ['64] carried out a similar experiment but 
increased the anion vacancy concentration. Their results were 
inconsistent with the diffusion of fission gases on the oxygen 
sub-lattice. Matzke [f66] concluded that fission gas atoms diffuse 
in a vacancy complex, and suggested that this vacancy complex was 
two anion vacancies combined with one cation vacancy.
This result is supported by the theoretical work of Catlow ['78] who 
came to a similar conclusion. The trivacancy-gas atom diffusion 
mechanism is a many-step process. The first step is the interchange 
of the gas atom with a neighbouring cation via interstitial sites. 
The subsequent steps in the diffusion process consist of cation 
vacancy jumps around the gas atom and the rapid migration of the 
anion vacancies around the cation vacancy-gas atom complex. The 
first step will probably be rate determining since Catlow ['78] 
calculated this to have an activation energy of 5eV. Catlow also
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considered the role of impurities. Impurities will increase with 
burn-up since they are created in the fission process. These 
impurities will bind to vacancies. Furthermore, the 
impurity-vacancy complex will bind to the trivacancy-gas atom 
complex since the presence of additional vacancies will lower the 
strain energy of the system. Such structures are important as it is 
possible that they may allow more rapid diffusion of gas atoms. The 
diffusion mechanism proposed for the trivacancy-gas atom complex 
involved the gas atom passing through an interstitial site. The 
strain energy here will be greater than when the atom occupies a 
cation vacancy site. Thus the presence of the additional vacancies, 
bound to impurities, could result in the reduction of the migration 
energy. However, Catlow ['78] had no evidence for this.
Jackson and Catlow [’85a] proposed a different mechanism for the 
migration of fission gases in uranium dioxide. They suggested a 
migration mechanism where a trivacancy combines with a 
trivacancy-gas atom complex. The gas atom jumps from one trivacancy 
to the other. The activation energy for this process is the energy 
required to form the trivacancy adjacent to the trivacancy-gas atom 
complex plus the energy to move the gas atom to the position midway 
between the cation vacancies. Jackson and Catlow estimated this 
energy to be about 2eV, which is lower than most of the 
experimentally determined values for the activation energy.
Burn-up. MacEwan and Stevens [f64] investigated the effect of 
irradiation dose, (or burn-up), on the diffusion of fission gases in
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uranium dioxide. They found that the apparent diffusion coefficient 
decreased rapidly with irradiation dose and suggested that this was 
because the gas atoms became trapped at irradiation-induced point 
defects. Frigerio and Gerevini [’65] and Samsonov and Frei [’72] 
have reported the same effect.
Summary of the diffusion of fission gases in uranium dioxide
There have been a number of reviews on the diffusion of fission 
gases in uranium dioxide. Two early reviews by Belle ['61] and 
Childs [’63] were handicapped by the limited data available. With 
more data and a better understanding of the mechanisms involved, 
later reviews by Matzke [’80], Turnbull [’72] and Lawrence ['78] 
examined the problem of the wide scatter in results more 
objectively. However, their findings were no more conclusive than 
the earlier attempts. One of the problems is that the diffusion of 
fission gases is complicated by many other mechanisms occurring 
simultaneously. It is clear from these reviews that the diffusion 
coefficient is a function of the chemical composition and physical 
properties of the uranium dioxide and the experimental conditions. 
Table 2.13 lists some reported values for the diffusion coefficient 
of fission gases in uranium dioxide.
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Table 2.13 Some reported values for the diffusion coefficient of 
fission gases in uranium dioxide.
Pre-exponent (cm^/s)
2.4
6.6x10”^
2.1x10
7.6x10
-4
-6
Activation energy (eV)
5.2
3.1 
3.9 
3.0
Reference 
Childs *63 
Belle '61 
Cornell ’69 
Lawrence '78
Introduction to Gas Bubbles in Crystals 
2.4 Introduction to Gas Bubbles in Crystals
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2.4.1 Bubble Nucleation
In sections 2.2 and 2.3 the behaviour of single rare gas atoms in 
crystals was considered. Also reviewed was the clustering of these 
gas atoms into small vacancy-gas atom complexes. Clustering is the 
beginning of the nucleation and growth of gas bubbles. In this 
section clustering is extended and gas bubble nucleation reviewed.
Nucleation refers to the formation of clusters of rare gas atoms 
that are stable enough to survive and ultimately grow into 
observable bubbles. Due to the thermodynamic insolubility of rare 
gas atoms in crystals and the significant binding energy of small 
clusters of these species in the solid, a stable cluster probably 
consists of no more than two to six rare gas atoms. If clusters of 
this size form in the crystal by chance encounters of wandering gas 
atoms, the process is called homogeneous nucleation. If the 
nucleation takes place on defects in the crystal which bind 
individual gas atoms strongly or which are particularly conducive to 
bubble formation, the process is heterogeneous. Some possible sites 
for heterogeneous nucleation include grain boundaries, precipitates 
and dislocations. Some of the clusters formed by either of these 
methods accumulate more gas atoms before they can be destroyed by 
either radiation or resolution and grow into visible bubbles.
Greenwood et al [’59] have considered the homogeneous nucleation of 
krypton and xenon bubbles in uranium. They suggested that a cluster
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with a binding energy of 3eV would have a lifetime of about 100 
seconds at 600°C and would be sufficiently stable to nucleate a 
bubble. They suggested that this cluster would contain 3 to 6 rare 
gas atoms. The theory they proposed applied to continuous gas 
production at an elevated temperature. The nucleation was then 
determined by the balance between nucleus stability and the rate of 
supply of more gas atoms which increase the stability of the 
nucleus. The homogeneous separation of the nuclei was obtained by 
assuming that the number of nuclei increased until a newly created 
gas atom was more likely to reach an existing nucleus than meet 
another single gas atom. The model was later shown to be consistent 
with some experimental results, [Harrison '69a and ’69b].
Homogeneous nucleation was developed further by Singh and Foreman 
[’75] and [*81]. In this theory, helium atoms are immobile when 
trapped in vacancies but become mobile either by the addition of a 
vacancy or by the displacement of a self-interstitial atom. The 
diffusion of these complexes will then produce larger and less 
mobile vacancy-gas atom clusters, which, in turn, lead to the 
formation of bubbles.
Mayer and Brown [’80] allowed nucleation to occur either by the 
stabilisation of a vacancy cluster by the addition of gas atoms or 
by the formation of a gas atom pair within a vacancy. In 
comparison, Ghoniem and Takata ['82] argued that a di-helium cluster 
was not stable during irradiation and assumed the tri-helium cluster 
to be the stable nucleus. These models had been extended further by 
Hayns and Wood [’79] who allowed nucleation to occur homogeneously
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and heterogeneously at the same time.
The heterogeneous nucleation theory proposed by Turnbull ['71] is 
based on many electron microscope studies of fission gas bubbles in 
fuel materials where bubbles are observed to lie in straight lines. 
On the basis of this information, Turnbull proposed that the bubbles 
spontaneously nucleate along the tracks of fission fragments. The 
excess vacancies along the track of a fission fragment tend to 
collect together. If the concentration of fission gas is 
sufficiently high, these vacancy clusters will contain a few gas 
atoms and form the nuclei of fission gas bubbles.
As mentioned by Singh and Foreman ['81] the proposed nucleation 
theories do not fully reflect experimental observations. Probably 
the main reason for this is that the diffusion mechanisms for rare 
gas atoms during irradiation are poorly understood and this is a 
major obstacle in accurately modelling the nucleation of gas 
bubbles. The nucleation models mentioned are based on the 
assumption that bubble nucleation is dictated by the properties of 
gas atoms rather than by vacancies. This is largely substantiated 
by experiment. Helium bubbles nucleate and grow during implantation 
at low temperatures, (T<0.3Tm), where vacancies are effectively 
immobile. Bubbles have been observed to nucleate during room 
temperature implantation of molybdenum [Mazey et al ’76], stainless 
steel [Johnson and Mazey *78], nickel [Johnson and Mazey '78] and 
copper [Bauer and Thomas ' 7^].
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2.4.2 Bubble Size and Shape
The size and shape of a bubble may be determined either by 
thermodynamics, (the system containing the bubble will be at its 
lowest free energy configuration), or it may be controlled by 
kinetic factors, (the rate of growth or shrinkage does not allow 
thermodynamics to dominate). A knowledge of the shape adopted by 
the bubbles is essential in the following situations;
1, when linking of the bubbles leads to failure or gas release, 
[Tucker ’79].
2, when deductions are to be made about the anisotropy of the 
surface energy, [Lilburne ’70].
3, when the shape of the bubble controls its rate of growth or 
migration, [Willertz and Shewmon ’70],
Nelson et al [’65] considered the size and shape of bubbles in 
solids, concentrating on conditions where diffusion processes are 
sufficiently rapid to permit size and shape changes. This analysis 
has since been extended by Goodhew [’81a], [’81b] and Goodhew and 
Smith [’82].
It is convenient to consider the total free energy, E, of the 
crystal containing a bubble in terms of four components;
E = F + F 1 + Q + G
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where F is the free energy of the gas within the bubble, F 1 is the 
free energy of the crystal, Q is the elastic strain energy stored in 
the lattice around the bubble and G denotes the sum of the surface 
energies contributed by the faces of the bubble. The equilibrium 
size and shape of the bubble is then found by minimising E.
Bubble Size
For a gas bubble the equilibrium size was shown by Nelson et al 
['65] to occur when the gas pressure balances the surface tension 
forces. If the surface energy is independent of orientation then 
the bubble will be spherical and the pressure of the gas within the 
bubble is commonly accepted to be given by;
p _ 2y 2 *1
r
where y  is the surface energy and r is the bubble radius. However,
Nolfi and Wiedersich [’7^] stated that for gas bubbles in solids,
the surface tension is given by;
a = y + Ady/dA 2.2
where A is the surface area. Equation 2.2 expresses the fact that
in the solid the surface tension is not necessarily equal to the 
surface energy and that it may change as the surface is stretched.
It is the surface tension which provides the force which opposes the 
internal gas pressure of the bubble. Hence, the surface tension 
should replace the surface energy in equation 2.1. Therefore, the 
equilibrium gas pressure inside a spherical bubble is more 
accurately given by;
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p = 2.3
r
At this pressure there will be a residual elastic strain field 
around the bubble.
However, in many situations bubbles are not in equilibrium and the 
bubble pressure is not balanced by the surface tension forces. 
Bubbles may be under-pressurized, the limiting case of this being 
voids, [Makin f82 and Sahu and Jung *85]. It is also possible for 
bubbles to be at such a high pressure that the rare gas within the 
bubbles becomes solid, [Evans and Mazey '85a, '85b and 186].
Bubble Shape
At high temperature it can generally be assumed that any elastic 
stresses can be quickly relieved by a vacancy flux so that the 
surface energy of the bubble equals its surface tension. Under 
these conditions the way to minimise E is to minimise the surface 
energy. This means that those surfaces which present the lowest 
total surface energy will be developed. If the surface energy is 
perfectly isotropic, the bubble will be spherical. However, if 
there are certain crystallographic planes of low energy, facets will 
form along these planes.
If the variation of the surface energy with crystallographic 
orientation is known, then the type and extent of the facets formed 
can be deduced using the simple geometric construction developed by 
Wulff ['81] and Herring [*82]. These constructions are called
Introduction to Gas Bubbles in Crystals no
Gamma-plots. A two dimensional example, in which the {100} planes 
have a free energy 10 percent lower than all other orientations, is 
shown in figure 2.4. It shows that, for a small anisotropy of the 
surface energy, facets with rounded corners may form.
Figure 2.4 A two dimensional Garama-plot (full line) with shallow 
cusps which leads, via the Wulff construction, to inner envelope 
(dashed line) and hence bubble shape consisting of four facets 
joined by smoothly curved regions, [Goodhew '81b].
At intermediate temperatures vacancies may not be mobile making it 
difficult for the bubble to reach its equilibrium size. This will 
probably effect the Gamma-plot and, in turn, the bubble shape. 
However, there is little evidence for this because of the difficulty 
in making any measurements of the gas pressure within bubbles.
At lower temperatures where even surface diffusion is negligible 
there is no mechanism, (except loop punching), by which a bubble can 
change its size or shape. Under these conditions the bubble size
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and shape will have been determined by its behaviour at higher 
temperatures. The majority of the bubbles observed by electron 
microscopy fall into this category.
Kinetic effects
As a bubble grows, either by accepting vacancies or by the 
coalescence with other bubbles, interfacial kinetic effects are 
likely to control the rate at which the bubble can approach 
thermodynamic equilibrium. There are many examples in the 
literature of bubbles which, because of their irregular shape, are 
clearly not at thermodynamic equilibrium, [Tyler and Goodhew *78 and 
Farrell et al 167]. This is because they have been effectively 
quenched from a regime in which they were growing or shrinking. 
Goodhew and Tyler [’81] show grossly stepped helium bubbles in a 
niobium-zirconium alloy. In this work the steps arise from the 
coalescence of two smaller cuboidal bubbles into one larger bubble 
which then fails to reach its equilibrium shape. This is because 
the redistribution of matter which would permit the equilibrium 
shape to be attained is limited by the need to nucleate ledges on 
one facet before atoms can be transferred to another facet. Thus it 
is likely that kinetic effects, though we know little about them, 
probably determine most of the bubble geometries ever recorded.
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2.5 The Migration of Rare Gas Bubbles in Crystals
2.5«1 Introduction
The migration of rare gas bubbles in crystals has been known to 
occur for many years. Many people have observed this phenomenom 
using the electron microscope, [Cornell and Bannister '67, Gulden 
’67, Walker '70 and Willertz and Shewmon '70]. The motion of these 
bubbles is of considerable importance in the field of radiation 
damage. When migrating bubbles collide with grain boundaries they 
become trapped and cause grain boundary embrittlement. Migrating 
bubbles will collide and coalesce giving rise to increased swelling. 
Also, the migration of bubbles is a gas release mechanism which will 
affect the useful life of a uranium dioxide fuel pin. Due to its 
importance, the migration of rare gas bubbles in crystals has 
received much attention, [Nichols '69, Mikhlin ’79 and Nixon and 
Maclnnes ’81].
2.5.2 Bubble Migration Processes
The motion of a bubble through a solid requires the transfer of 
atoms from the leading surface to the trailing surface, [Goodhew and 
Tyler *81]. Three routes are available to the atoms; they can 
diffuse via the vapour phase within the bubble, they can diffuse 
around the surface of the bubble, or they can diffuse through the 
solid near the bubble. These routes are shown schematically in 
figure 2.5.
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Adatom
Bubble
Figure 2.5 The three possible mechanisms of bubble migration; 
vapour transport (VT), surface diffusion (SD) and volume diffusion 
(VD).
However, in many experimental circumstances bubbles are faceted, 
[Goodhew and Tyler ’81], This means that flat crystallographic 
planes make up the bubble surface. In these cases bubble migration 
may be limited by the need to nucleate a ledge on one or other of 
the facets. The simplest, but often realistic, situation is shown 
in figure 2.6.
From this diagram of a cubic bubble, it can be seen that the 
nucleation of a step at A on the face to be emptied is more 
difficult than the filling of a corner at B. This indicates that 
the nucleation of a ledge across an emptying face of a bubble could 
be the rate controlling process for the migration of the bubble.
Thus there are four processes which may govern how fast a bubble can
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migrate. These are;
1, Vapour Transport
2, Surface Diffusion
3, Volume Diffusion
4, Ledge Nucleation
Figure 2.6 Ledge nucleation controlled bubble migration.
2.5.3 Bubble Diffusion Coefficients
The bubble diffusion coefficient is a useful measure of how easily a
Bubble
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bubble moves. If a bubble has a force acting upon it then the 
bubble diffusion coefficient shows how the bubble will respond. A 
similar term to the bubble diffusion coefficient is the bubble 
mobility. They are related by the following equation;
B = Db
kT
where B is the bubble mobility, j_s the bubble diffusion 
coefficient and kT has its usual meaning.
Since the bubble diffusion coefficient is so useful, many people 
have deduced theoretical expressions for it, [Nichols '69, Mikhlin 
'79 and Nixon and Maclnnes ’81], Assuming a spherical bubble and 
surface diffusion limited bubble migration, an expression for the 
bubble diffusion coefficient can be derived. Since individual 
adatom jumps produce an equivalent shift in the centre of gravity of 
the bubble, it is possible to define a bubble diffusion coefficient, 
using the normal random walk theory of diffusion. Thus;
°b = „r„b v_ 2-4
6
where Fb is the jump frequency of the bubble and is the average 
jump distance. The number of surface atoms participating per unit 
jump of the bubble is;
4 nr2
where a is the normal spacing in the lattice between the diffusing 
species and r is the bubble radius. Therefore;
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where P s j_s the jump frequency of the adatoms. Also, for a given 
distance travelled by the bubble, a total of;
4 nr 3
3a3
atoms are transferred the same distance in the opposite direction. 
Thus;
Xb = 3a4 2.6
4 nr 3
Now is easily related to the surface diffusion coefficient of the 
adatoms through the formula;
Ds = Pga2 2,7
4 "
Solving this for P g and inserting it along with P^ and into 
equation 2.4 gives;
D(SD) = Dsa4 2.8
2nr4
In a completely analogous fashion it is possible to find the bubble 
diffusion coefficient when it is controlled by volume diffusion or 
vapour transport;
D(VD) = 3Dma3 2.9
4nr3
D(VT) = 3Dp<xa6p 2.10
4nkTr3
where; iS the volume self-diffusion coefficient, Dp is the 
diffusion coefficient of the metal in the gas, o( is a measure of the 
departure from ideality of the gas and p is the vapour pressure.
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The rate of motion of a faceted bubble is determined by the 
frequency of nucleation of steps and not the time required for atoms 
to move from a step on one side of the bubble to a step on the other 
side. In other words, nucleation occurs so infrequently that it 
determines the rate of bubble motion. To derive an equation for the 
diffusion coefficient of a faceted bubble, consider the nucleation 
of a pillbox of height a and radius rV on one of the facets. This 
requires an activation energy of;
A E ' = 2 nr ' e
where £  is the energy per unit length of the ledge. A new ledge 
will become stable when it extends all the way across the facet. If 
the facet length is L then the activation energy for the nucleation 
of a ledge across the facet is given by;
AE = Le
The probability that a facet will have a subcritical step is 
therefore;
exp(-Le/kT)
The frequency with which such a step reaches its critical size is 
the frequency with which diffusing atoms strike the step. Assuming 
volume diffusion and vapour transport are insignificant then only 
surface diffusion needs to be considered. Taking the length of the 
subcritical ledge to be L and the jump frequency of adatoms to be;
4D5/a2
the nucleation frequency of ledges will be;
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F = 2DSL exp(-Le/kT) 2.11
a
The diffusion coefficient of any particle moving randomly in three 
dimensions is;
D = Pa^ 2.12
Therefore the diffusion coefficient of a faceted bubble is given by;
D(LN> = Dsnr exp(-Le/kT) 2.13
■ 6a
2.5.4 Forced Bubble Migration
This section considers the resultant motion of a bubble when a force 
acts upon it and also briefly discusses these possible forces. 
Assuming that the bubble maintains its shape while migrating its
drift velocity arising from a force is given by;
Vb = DbF 2.14
kT
where F is the force acting on the bubble which causes it to 
migrate. Obtaining the correct values for the bubble diffusion 
coefficient and the driving force is difficult. The bubble 
diffusion coefficient has been treated previously and is considered 
further in later sections. Some of the forces which may cause 
bubble migration are described below.
Temperature Gradients
Temperature gradients are the most important driving force for
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bubble migration in reactor technology. Bubbles generally migrate 
up a temperature gradient, [Michels and Poeppel '73 and Rosenbaum 
'68], but have been observed to migrate down a temperature gradient, 
[Strain and Johnson '78], In uranium dioxide fuel pins thermal 
gradients greater than lO-'K/m can exist which will give rise to a 
very significant force for bubble migration. This migration is an 
important gas release mechanism. Smaller temperature graGients also 
occur in the shielding of a reactor. Here bubbles will migrate out 
of the shielding or to grain boundaries causing grain boundary 
embrittlement. The migration of bubbles in a temperature gradient 
has been reviewed by a number of people, [Gruber *67, Nichols '72 
and Turbull '76] and, since it is amenable to quantitative 
experimental analysis, many people have carried out experiments in 
this area, [Buescher and Meyer '73, and Aitken ’77].
From Nichols ['79] the atomic flux resulting from a temperature 
gradient is given by;
Ji = -DiC iQ i DT 2.15
kT2
where Dj, is the usual mass transport diffusivity, DT is the 
temperature gradient, iS the concentration of the diffusing 
species and is the heat of transport. The heat of transport 
represents the heat flow due to a unit flow of matter. This
indicates that may be viewed as the amount by which the 
average energy of the migrating species exceeds the heat content or 
enthalpy of the surroundings in which the migration is taking place.
Since 0^ is a heat flux induced by a matter flux, it follows that 
its value and even its sign depends intimately upon the mechanistic
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details of the activated diffusion process. Thus, values for 
linear, surface and volume diffusion will be different and 
variations with temperature and composition are expected. 
Unfortunately, the theoretical predictions for are unreliable 
even with respect to its sign. The heats of transport should 
therefore be determined by experiment.
Nichols [’69] and [’79] has considered bubble migration in a 
temperature gradient and concluded that the force experienced by the 
bubbles depends upon the bubble migration mechanism. The drift 
velocity arising from a temperature gradient is calculated below for 
three bubble migration mechanisms.
Surface diffusion. Consider the case of a spherical bubble in a 
thermal gradient where surface diffusion dominates. Assuming
temperature and temperature gradient are essentially constant in its
vicinity, the flux along the bubble surface is given by;
Js = -DsCsO s DTS 2.16
kT2
where the subscript s refers to the bubble surface quantities.
Since the movement of the bubble requires transport of the matrix 
material, we are concerned only with the matrix species. If there 
are two components, as in oxide fuels, then equation 2.16 could be 
written for both components. However, since macroscopic bubble 
transport requires the transport of both components, the less mobile
component will control the overall rate. Having obtained the
surface flux from equation 2.16, the outward normal rate of motion 
of the bubble surface is easily related to the divergence of that
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flux by;
= ft V. 2.17
Tt,
where Q  is defined as the volume of solid matrix material per
species measured by ancj not necessarily the volume of the 
diffusing species which is controlling the rate. Combining 
equations 2.16 and 2.17 we have;
^n = -2DsCsftOscos0 DT 2.18
*t kT2r
where DT is the magnitude of the thermal gradient, and 0  is the 
polar angle, chosen to be zero along the temperature gradient.
This result is subject to the assumption that none of the parameters
entering into equation 2.18 vary over the bubble surface. For any
finite size of bubble this is clearly impossible. The magnitude of
the rate of motion of the bubble surface will be greater on the
hotter side of the bubble. This means that the bubble will elongate
as it moves up the temperature gradient. Once this shape distortion
occurs, gradients in chemical potential will be established due to
the curvature which will tend to offset the distortion caused by the
temperature gradient. If the bubble is sufficiently small the
distortion will be limited and the bubble should migrate with only a
slightly elongated shape. No exact solutions exist but one can
estimate that the shape distortion should be limited for bubble
sizes less than a few microns, [Nichols '79]. Therefore, using an
average value for the temperature in the bubble in equation 2.18
yields a good approximation for the velocity of the bubble.
2DsCsftG>s DTp 2.19
kT2r
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where DTp must be evaluated within the bubble. DTp depends upon the 
relative conductivities of the matrix and the bubble via the 
relation;
DTp = 5K DT * 2.20
2 K .+ K '
where K, K* are the thermal conductivities of the matrix and bubble
respectively, and DTp is the average temperature gradient away from 
the influence of the bubble.
For a gas bubble in a crystal K 1 << K and so;
D T p = _3 D T * 2.21
2
The velocity of a gas bubble in a temperature gradient when surface 
diffusion dominates is therefore;
V s = 3 D 5C 5 ftOs DT* 2.22
kT2r
The direction of motion of the bubble is determined by the sign of
Qg. If Qs is greater than zero the motion is up the temperature 
gradient.
Vapour transport. The diffusion flux normal to the interface is 
given by;
Jp = -PpCpQpg050 DTP 2 -23
kT2
In this case the velocity of the interface is directly proportional 
to J
?'
=  ipJ
P*
J_Q 2.24
bt
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Combining equations 2.23 and 2.24 gives the following expression for 
the velocity of a gas bubble;
v p s W ? p d t p 2 -25
kT2
or;
Vp 88 3DpCpflG>p DT+ 2.26
2kT2
where C^ is the concentration of the diffusing species in the bubble 
and 0^ is the heat of vapourisation.
Volume diffusion. When diffusion in the matrix is controlling the 
rate of bubble migration we have;
Jm = DTm 2 '27
kT2
and;
V, = -Jmft 2.28
Jit
Therefore;
Vfn = DTm 2.29
kT2
where DT^ ±s the temperature gradient on the matrix side of the 
interface. Assuming continuity in temperature across the interface,
DTm is given by;
DTm = 5 K ' DT-f 2.30
2K + K '
However, equation 2.29 gives the velocity with respect to the local 
matrix lattice which is itself moving with a velocity given by;
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2.31
Therefore the physical velocity of a gas bubble will be
Vm (real>
2.32
It is interesting to note that this velocity is independent of the 
bubble size.
Expressions equivalent to equations 2.22, 2.26 and 2.32 have been 
derived by Shewmon ['64] and Gruber [’67] but without local 
corrections in the temperature gradient.
Experimental observations. The theory predicts that for the size of 
rare gas bubbles commonly observed, (eg. less than a few microns), 
surface diffusion should be the dominant transport mechanism. This 
expectation has been verified for several metals, [Aitken '77 and 
Barnes and Mazey *63]. However, much of the interest in this area 
has been concentrated on bubble migration in uranium dioxide fuel 
pins where very severe temperature gradients commonly occur, 
[Williamson and Cornell '64, Oldfield and Brown ’70, and Michels and 
Poeppel *73]. Some measured bubble velocities in uranium dioxide 
are given in table 2.14.
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Table 2.14 Some measured bubble velocities in uranium dioxide.
Gas Temperature Bubble
(K) Radius(nm)
He 2213 10-1000
He 2293 10-1000
Xe 1900 5
Whapham [’66] observed fission gas bubbles in irradiated uranium
dioxide to move with a velocity of 100nm/s in a temperature gradient
O
of approximately 10 K/m. Clearly this velocity is very large and 
verifies that temperature gradient assisted bubble migration can be 
a significant means of gas release from oxide fuels under
irradiation. The bubble velocity measured by Whapham was in good
agreement with that predicted by equation 2.22 indicating that 
surface diffusion dominated the migration process.
The bubble velocities measured by Buescher and Meyer [’73] showed no 
dependence on bubble radius. However, predictions based on equation 
2.22 are not greatly in excess of their observed velocities. The 
discrepancy increases with decreasing bubble size indicating that 
there may be some degree of hindrance to the motion of very small 
bubbles. The measured velocities are far above those predicted for 
either vapour transport or volume diffusion. Buescher and Meyer 
proposed a new mechanism where non-localised surface diffusion 
occurs. The diffusion of adatoms is then hindered by collisions 
between the diffusing species and gas atoms within the bubble. This 
surface-gas mechanism predicts reduced migration velocities and
Temperature Velocity Reference 
Gradient(K/m) (ryn/s)
105 0.250 Buescher ’73
105 0.500 Buescher 173
10® 100.0 Whapham '66
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bubble velocities independent of bubble size, which agrees with 
their observations.
Stress Gradients
Some attention has been given to stress gradients as a driving force 
because they can occur in both fuel elements and in the shielding of 
a reactor. Martin ['69], Willis and Bullough ['69] and Lieden and 
Nichols [’71] have analysed the interaction of a bubble with a 
stress field. It is clear that bubbles will migrate in a stress 
field but it is not clear which direction they will migrate and with 
what drift velocity.
Basically one is concerned with the variation of Gibbs free energy 
with position of the discontinuity. In this case, the pertinent 
contributions to the Gibbs free energy are the strain energy in the 
body and the potential energy of the external loading mechanism.
One of the few problems of this type which has been considered is 
that of two spherical bubbles under fixed internal pressure inside 
an infinite medium. Even this problem has only been solved for the 
case of large separations between the two bubbles. According to 
Lidiard and Nelson ['68] the force experienced by the bubbles is 
then;
Fb = -3nr3r ,3(P2r3 + P ,2r'3 ) 2.33
jiX7 C 1 - 2(4 - 5 v ) / 15 (1 - v) 3
where r, r' are the bubble radii, P, P' are the bubble pressures, X
is the separation, jj. is the shear modulus and v is the Poisson's
ratio. This solution indicates a very weak attractive force between
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two bubbles at large separations. The value predicted for smaller 
separations rises sharply but since this equation was derived 
assuming large separations little can be said about the attraction 
between two nearby bubbles.
There are other forces which will cause bubble migration but, 
although they can be important, they have little bearing on this 
project. Some of these forces are listed below;
1, Bowed dislocations, [Beere '72 and Weeks et al ’69].
2, Curved grain boundaries, [Amato et al *67, Shiraishi ’67, 
Kawasaki '68 and Pati and Maiya *71]-
3, Electrotransport (metals), [Pratt and Sellors ’73].
4, Electric potential gradients (ionic crystals), [Nichols ’69 and 
Lifshitz et al '67].
5, Concentration gradients.
2.5.5 Random Bubble Migration
Brownian migration of rare gas bubbles in crystals in the absence of 
any driving force has been assumed to occur for a long time,
[Nichols '69], but only quite recently has direct evidence for it 
been presented, [Tyler and Goodhew ’80], Barnes and Mazey [f63] and
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Ruedl and Kelly [*68] observed bubble migration but only the latter 
workers used isothermal conditions. However, they presented no 
direct evidence in their paper. In the more recent work by Tyler 
and Goodhew ['80], direct evidence was presented for the Brownian 
motion of helium bubbles in vanadium. They observed this random 
movement of bubbles using a hot stage in the electron microscope and 
presented pictures clearly showing this effect.
In many cases [Walker '70, Gulden ’67 and Cornell and Bannister 
’67], the random movement of bubbles has been assumed and used to 
experimentally determine the value of the bubble diffusion 
coefficient. The two dimensional mean square distance travelled by 
a bubble in the absence of a driving force in time, t, is given by;
x2 = 4Db t 2.34
So if the length of anneal is known and the distance the bubbles 
have moved is measured then the bubble diffusion coefficient can be 
calculated.
2.5.6 Bubble Migration by Surface Diffusion
It is generally agreed that surface diffusion is the most common 
mechanism of bubble migration and because of this it has received 
much attention, [Mikhlin and Chkuaseli '75, Mikhlin '79 and Nixon 
and Maclnnes ’81]. Several refinements have been proposed to the 
simple surface diffusion limited bubble diffusion coefficient given 
by equation 2.8. Some of these refinements are considered below.
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Bonzel [*70] proposed that surface diffusion may occur in either a 
localised or non-localised mode. This model has been used by 
several other workers including Nixon and Maclnnes [’81], Gruber 
['75] and Buescher and Meyer [’73]. In the localised mode, adatoms 
move over the bubble surface in a series of jumps, each of which is 
approximately one atomic spacing in length. In the non-localised 
mode an adatom is considered to have sufficient energy to jump over 
its nearest neighbour and move across the surface until it collides 
with, for example, another adatom. Non-localised surface diffusion 
is therefore characterized by large jump distances. Bonzel ['70] 
proposed that both these methods of surface diffusion contribute to 
bubble migration but concluded that at high temperatures the 
non-localised mode dominates. It should be noted that the 
activation energy for non-localised diffusion is less than the 
binding energy of an adatom to the bubble surface but is greater 
than that for localised diffusion. A non-localised adatom is, 
therefore, not completely free of the surface and the diffusion 
process may be considered to occur in a small volume just above the 
surface of the bubble.
Another factor which may affect the surface diffusion mechanism is 
the curvature of the bubble surface. Mikhlin and Chkuaseli [’75] 
proposed that the concentration of adatoms on the bubble surface 
will be influenced by this curvature. Quantifying this affect, 
Mikhlin and Chkuaseli proposed that the equilibrium number of 
adatoms on a bubble surface departs from that of an atomically flat 
plane by the factor;
e x p (— 2ya^/rkT)
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where y  is the surface energy.
A factor which can dramatically affect the surface diffusion of 
adatoms is the presence of a dense gas within the bubble. At the 
bubble surface an adatom may not have the possibility of jumping 
into a neighbouring atomic site because that site may already be 
occupied by a gas atom or because such a jump is prevented by a 
nearby gas atom, [Mikhlin '79, and Mikhlin et al *84]. As a result, 
the net rate of surface diffusion of adatoms is reduced. This 
decrease can be described quantitively by a factor which takes into 
account the fact that an adatom can only participate in normal 
surface diffusion when it is not restricted by interactions with* 
nearby gas atoms. Mikhlin [*79J considered the effect of a dense 
gas on the localised surface diffusion of adatoms and deduced the 
modified bubble diffusion coefficient given below.
D = Dsa4 e x p <-3qN/4nr3 ) 2.35
2nr4
where Q is the adatom interaction volume and N is the number of gas 
atoms in the bubble.
The effect of the bubble containing a dense gas is considered 
further in chapter 3.
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2.5.7 Experimental Technique
In this section the most common method of measuring bubble diffusion 
coefficients is briefly explained. This is done by giving an 
outline of the experimental procedure followed by Walker [’70] which 
is fairly typical. Thin films of stainless steel which had been 
prepared for electron microscope examination were bombarded with 
20KeV helium ions at room temperature using a dose of approximately 
1Cp3 ions/mm^. After bombardment, all the foils were annealed at 
840°C for 1 hour to produce a large number of bubbles within the 
grains. After this initial heat treatment bubble precipitation and 
growth had effectively stopped. Isothermal anneals were then 
carried out for various times. To measure bubble displacements, 
fixed markers in the foils were required. These were taken to be 
either large bubbles which did not move or else fixed particles of 
surface contaminant. Comparison of the same area of a foil after 
each annealing treatment was made by superimposing positive 
transparency enlargements giving a final magnification of 
approximately 3x10 . Bubbles were grouped according to their size 
and their bubble diffusion coefficient determined using equation 
2.34.
From this outline it can be seen that accurate determination of the 
bubble diffusion coefficient is difficult. Added to this, equation 
2.34 is a statistical expression and so many measurements need to be 
taken to give any meaningful results. Due to these problems there 
have not been many experimental determinations of the bubble 
diffusion coefficient.
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2.5.8 Experimental Results
Figure 2.7 shows some experimentally determined results for the 
bubble diffusion coefficient. A comparison of these results shows 
that the migration of bubbles in crystals is complicated' and is not 
fully explained by the rather simplistic approach adopted in section 
2.5.3. Mikhlin [’79] and Nixon and Maclnnes [’81] have reviewed 
some of these results and proposed separate models to explain them. 
However, both these models do not fully explain the experimental 
observations and the bubble diffusion coefficient remains an awkward 
variable in the field of radiation damage. These experimental 
results are considered further in chapter 3.
Nixon and Maclnnes [’81] considered bubble migration in uranium 
dioxide. They suggested that the migration was a consequence of the 
non-localised diffusion of adatoms along the bubble surface and that 
collisions between diffusing adatoms and gas atoms reduced the 
normally large jump distances. Thus the gas atoms in the bubble 
limit the surface diffusion process and, in turn, the bubble 
diffusivity. The extent to which the diffusion of adatoms is 
impeded will depend strongly upon the gas species and the gas 
pressure. The results Nixon and Maclnnes obtained are given in 
figure 2.8.
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Figure 2.7 Experimental measurements of the bubble diffusion 
coefficient. Details are given in the table below.
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Figure 2,8 Bubble diffusivity predicted by the model proposed b
Nixon and Maclnnes ['81]. +, □, A  and give values for D
the experimental work of Baker [f77], Gulden [*67], Cornell ana 
Bannister [’67] and Buescher and Meyer [’73] respectively.
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It is clear from figure 2.8 that their model does not agree with all 
the experimental results. In particular, the experimental work on 
krypton bubbles by Cornell and Bannister ['67] does not match the 
predictions of the model proposed by Nixon and Maclnnes.
Figure 2.9 shows the predictions of the model for the bubble 
diffusion coefficient proposed by Mikhlin [f79]. In this figure the 
lines labelled 1 were calculated using equation 2.35 and the lines 
labelled 2 using equation 2.8. The difference between 1, 2 and 11, 
2 ’ is simply the value used for the surface diffusion coefficient. 
Line 3 was calculated from the following;
= D(SD) + D(VD) 
where D(VD) is given by equation 2.9.
From figure 2.9 it can be seen that Mikhlin's model can give 
predictions which match the experimental data very well. Mikhlin 
assumed that adatoms can not jump over distances exceeding those 
between neighbouring atomic sites. He also proposed that adatoms do 
not always have the possibility of jumping into a neighbouring site 
because they are prevented by nearby gas atoms. However, in 
deriving an equation describing this, (equation 2.35), he made two 
assumptions which seem unrealistic. The first is that an adatom 
would not diffuse unless a certain region surrounding the adatom was 
completely free of gas atoms. This region he called the adatom 
interaction volume. It is difficult to see why a gas atom in an 
adatom’s interaction volume should completely stop that adatom from
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moving. Secondly, Mikhlin assumed that the gas in the bubbles 
behaved ideally in that the probability of a gas atom not being in 
an adatom*s interaction volume was independent of the presence of 
other gas atoms in the bubble. Since solid rare gas bubbles have 
been observed this assumption can not always be true.
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Figure 2.9 a, Helium bubble diffusion in copper, o values for 
from Willertz and Shewmon [*70]. b, Bubble diffusion in uranium 
dioxide, o and + values for from Gulden [*67] and Cornell and 
Bannister [*67] respectively.
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2.6 Bubble Growth
2.6.1 Introduction
The growth of rare gas bubbles can be severely detrimental to the 
mechanical properties of oxide fuels and reactor shielding, [Olander 
’76b and Harries *86]. An increase in the average bubble size can 
cause the following;
1, increased swelling
2, increased bubble mobility
3, embrittlement of grain boundaries
4, decreased thermal conductivity
5, cracks forming along interlinked bubbles
Since all these effects need to be minimised, a considerable amount 
of work has been carried out to gain an understanding of the 
mechanisms of bubble growth, [Gruber ’67, Lane ’83 and Mikhlin et al 
’84]. Listed below are the possible bubble growth mechanisms.
Migration and coalescence. Two bubbles may migrate through the 
matrix and, upon collision, coalesce to form one larger bubble.
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Vacancy collection, (during annealing). A bubble may grow by the 
absorption of vacancies from the crystal lattice.
Ostwald ripening. A bubble may grow by accepting redissolved gas 
atoms and vacancies from smaller shrinking bubbles.
Loop punching. A highly pressurized bubble can produce its own 
vacancies by punching out a platelet of interstitial atoms, [Evans 
et al *81].
Absorption, (during irradiation). During irradiation there will be a 
supersaturation of gas atoms and vacancies. Many of these will come 
to reside in bubbles resulting in bubble growth.
Re-solution, (during irradiation). As the energetic particles 
resulting from nuclear reactions come to rest, they will dissipate 
their energy to the surrounding material. If one of these particles 
has sufficient energy when it collides with a bubble it may cause 
the re-solution of gas atoms.
Distinction between the possible bubble growth mechanisms is fairly 
arbitrary. All bubble growth mechanisms could come under the 
headings of absorption and re-solution. Payne [‘87] groups the 
bubble growth mechanisms under the headings of gas-vacancy 
accumulation, migration and coalescence, athermal processes and 
bubble ripening. The way the bubble growth mechanisms have been 
divided best suit the aims of this project. Each growth mechanism 
is defined more clearly later in this section.
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The growth of bubbles during irradiation is often distinguished from 
growth during annealing. This is because the physical circumstances 
of the two situations are often very different. Irradiation 
produces a supersaturation of self-interstitials, vacancies and gas 
atoms. Consequently, bubble growth during irradiation will result 
from a flux of gas atoms, vacancies and self-interstitials to the 
bubble. Diffusion processes can be considerably enhanced during 
irradiation because of the supersaturation of lattice defects.
Hudson and Nelson [’76], Macht et al [’86] and Muller et al [’87] 
have studied radiation enhanced diffusion in metals. They concluded 
that the diffusion of rare gas atoms and matrix atoms alike can be 
increased by as much as two orders of magnitude. However, radiation 
enhanced diffusion of fission gases in uranium dioxide is not 
expected to be such a significant effect since the vacancy-gas atom 
complex carries with it all the vacancies it needs to migrate, 
[Olander '76c].
Re-solution of rare gas atoms from bubbles is normally considered 
unlikely due to the very low solubility of these atoms in crystals. 
However, re-solution may occur during irradiation. Nelson ['69] and 
Olander [’76d] proposed that in uranium dioxide the gas is often 
redissolved when a fission fragment collides with the bubble. 
However, there is little experimental evidence to support this 
re-solution mechanism occurring in metals. Nelson concluded that, 
in comparison to uranium dioxide under irradiation, a primary 
knock-on atom in a metal has much less energy and so re-solution is 
unlikely to be very significant.
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During annealing there is no supersaturation of yacancies, 
self-interstitials and gas atoms. As a result the most common means 
of bubble growth will be vacancy collection and migration and 
coalescence. However, the growth rate by vacancy collection is 
small and the main effect of this mechanism is to relieve any excess 
pressure of the bubble. The other growth processes may occur during 
annealing but there have been relatively few reports supporting 
this.
2.6.2 Migration and Coalescence
When two bubbles collide they will coalesce. Indeed, the work by 
Lidiard and Nelson C'68] suggests there is a short range attraction 
between bubbles which should ensure that this happens.
Experimentally, Barnes and Mazey [’63] and Goodhew and Tyler ['81] 
have shown that helium bubble coalescence is particularly rapid.
The rate controlling step for bubble growth by migration and 
coalescence is the migration process. In the absence of any driving 
force random migration of the bubbles will occur, (section 2.5.5). 
However, temperature and stress gradients impose a drift velocity on 
the random migration process, (section 2.5.4), and may greatly 
increase the amount of coalescence that occurs. There are four 
possible mechanisms which can control the migration rate of rare gas 
bubbles in crystals, (section 2.5.2). These are vapour transport, 
surface diffusion, volume diffusion and ledge nucleation. The 
bubble diffusion coefficient for each mechanism will depend upon 
many factors, the most important being size, temperature and gas 
pressure.
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Gruber [’67] considered bubble growth by random bubble migration and 
coalescence. He has shown that it is possible to extend the 
analysis described by Chandrasekhar [*^3] for the coagulation of 
colloids to model the number of bubbles coalescing over a short time 
interval, Dt. The formula Gruber deduced is given below;
DFij = 4 n D ijr ijF iF j a  + C r ij / (nDu t)0 '5  3>Dt 2.2
where D F _  iS the number of coalescences between i and j bubbles, 
and Fj are the concentrations of i and j bubbles, is the sum of 
the diffusion coefficients (D _  _ Di + and r±j is the sum of
the bubble radii = r^ + rj). Gruber extended this analysis to
model biased bubble migration and coalescence. In this case 
coalescence occurs when a faster bubble overtakes a slower bubble. 
The collision volume is a cylinder or radius 'r^  and, since only the 
difference in the velocities is important, height (v^ _ vj)Dt. 
Therefore, the approximate number of bubbles coalescing over a short 
time is;
DFi j  = n F i F j ( r i  + r j ) 2 ( v i  + v j ) D t  2 , 3 7
Given an initial bubble size distribution, Gruber used equations 
2.36 and 2.37 to compute how a bubble population developed with 
time. As the populations developed the calculations became steadily 
more complicated making predictions over long time periods 
difficult.
When two bubbles coalesce the size, gas pressure and shape of the 
resulting bubble will depend upon many factors; one being is how 
readily vacancies are available. Generally, vacancies may be
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considered available above O.^JTm. This means there will be two 
regimes where the rate of bubble growth by migration and coalescence 
is often different. Goodhew and Tyler ['81] considered the rate of 
bubble growth by random migration and coalescence in both regimes. 
They assumed the bubble population was dominated by a modal size. 
This assumption reduces the series given by equation 2.36 to one 
term and so considerably simplifies the mathematics.
Vacancy starved regime In this regime the total bubble volume is 
conserved and coalescence will result in the bubbles becoming highly 
pressurized. Goodhew and Tyler deduced the growth rate to be;
dr/dt = 8nAD^/3r 2.38
where A is the fractional bubble volume and r is the modal bubble 
radius.
Vacancy saturated regime In this regime vacancies are readily 
available and so any excess pressure in the bubbles is quickly 
relieved by the absorption of vacancies. Goodhew and Tyler assumed 
the gas bubbles obeyed the ideal gas law and deduced the following 
equation;
dr/dt - nmkTDb /y 2.39
where m is the gas concentration.
2.6.3 Vacancy Collection
The thermal concentration of vacancies starts to become significant
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at roughly 0.4Tm. Thus while bubble growth by vacancy collection 
can be very significant at high temperatures, it is often negligible 
at low temperatures. During the annealing of an irradiated sample 
any vacancies generated during the irradiation will become mobile. 
Additionally, thermal vacancy sources will become operative and 
maintain a supply of vacancies for bubble growth. Following room 
temperature ion implantation, the gas pressure within the bubbles is 
expected to be above that required to balance the surface tension 
forces, (eg. P > 2y/r). If the sample is heated to a temperature 
where vacancies are mobile it has been shown by Greenwood et al 
[’59] that vacancies will tend to be absorbed at the bubble surfdee 
until the overpressure is relieved. In their work they deduced the 
concentration of vacancies at a bubble surface to be;
Cv = Cve expC - <P - 2y/r> a3/kT 3 2.40
where ±s the equilibrium vacancy concentration. Equation 2.^0 
shows that vacancies will tend to flow towards gas bubbles when
Cv < cve’ which occurs when P > 2y/r. The rate of arrival of 
vacancies can be calculated from the concentration gradient. The 
flux of vacancies to a bubble is;
where dCv/dr calculated at the bubble surface. Assuming that the 
equilibrium vacancy concentration is maintained a distance r from 
the bubble surface, the flux of vacancies into the bubble becomes;
Jv = DmCve { 1 ” exPc “ <P - 2y/r) a3 /kT 2.42
I T
The bubble growth rate due to vacancy collection is given by;
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dr/dt — a^Jv 2.43
or;
dr = DmCve < 1 - expC - (P - 2y/r) a3 /kT ]} 2.44
dt r
Although equation 2.44 shows that the bubble growth rate due to the 
absorption of vacancies is small, this growth is often very —  
significant since it relieves any overpressure of the gas bubbles.
2.6.4 Ostwald ripening
Bubbles can grow by accepting redissolved gas atoms and vacancies 
from smaller shrinking bubbles. This phenomenon is known as Ostwald 
ripening. Ripening may occur during irradiation because of the 
considerable displacement damage but is unlikely to be significant 
in the absence of continuous irradiation because of the extremely 
low solubility of rare gases.
Bubbles of different size will generally contain gas at different 
pressures. This will result in differing solubilities of gas atoms 
around bubbles. The concentration of gas in solution near the 
surface of a bubble can be found from Sievert's law;
C = S e x p ( -G/kT ) 2.45
where S is a solubility constant and G is the free energy of 
solution of the gas. It can be seen that the gas concentration in 
solution near a bubble surface will be larger for smaller bubbles. 
This concentration gradient will lead to a flux of gas atoms from
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smaller bubbles to larger ones. Since the flux is proportional to 
the concentration gradient and the concentration gradient will be 
very small in most situations, ripening is rarely expected to be the 
dominant mechanism of bubble growth.
The coarsening of a bubble population by Ostwald ripening has been 
modelled analytically by Markworth [*73] who deduced the rate of 
bubble growth to be;
dr = Dg exp ( -G/kT > 2.46
dt ~
where the diffusion coefficient of the gas in the crystal.
Rothaut et al [’81] and ['83] concluded that helium bubbles in 
stainless steel may grow by ripening at temperatures from 700°C to 
800°C. They admit that helium solubility is very low but argue that 
permeation can be substantial because diffusion distances are small 
and pressure differences very large.
2.6.5 Loop Punching
Greenwood et al ['59] proposed that overpressurised bubbles can grow 
by loop punching. If thermal vacancies are not available then a 
bubble may relieve its pressure by punching out a platelet of 
interstitial atoms and thereby create its own vacancies. The 
pressure required to drive this process was given by Greenwood et al 
as;
P = 2 y + jib ln(r/b) 2.47
r 2 nr <1 - v)
where v is the Poisson’s ratio, JU is the shear modulus and b is the
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Burgers vector of the resulting dislocation loop which is assumed to 
have the same radius as the bubble.
It has been suggested by Evans E * 77 3 and VanSwygenhoven [183 3 that 
the pressure required for loop punching could be higher than 
indicated by equation 2.47 due to the presence of an activation 
barrier. However, there is no experimental evidence to suggest how 
large this activation barrier might be.
There are several reports of the observation of loop punching from 
bubbles using the electron microscope. Shiraishi et al [*74] and 
Evans et al [* 83 3 have observed loop punching from helium bubbles in 
aluminium and molybdenum respectively. Also, loop punching from 
hydrogen bubbles in magnesium and copper has been reported by Lally 
and Partridge [’66] and Wampler et al ['76] respectively.
Equation 2.47 has been frequently approximated to the following 
equation;
P = 2y + jib 2. 48
r r
Trinkaus £183J used equation 2.48 in his computer simulations of the 
loop punching process.
Understanding of the loop punching process has been considerably 
extended by Evans and Mazey ['86], They demonstrated the clear link 
between the pressure needed to punch out a loop of interstitials and 
the shear modulus of the crystal. They also showed that equation 
2.48 predicts a pressure much larger then the experimental results.
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Most of the experimental data agrees with the predictions of 
equation 2.47. The empirical nature of equation 2.47 should be 
emphasised since it is unlikely to be a unique description of the 
experimental results. In fact, Evans and Mazey pointed out that the 
data can also be fitted by the simple relation;
P = >i 2.49
16 - 4
This could reflect the theoretical shear strength of the metal.
2.6.6 Absorption (during irradiation)
During irradiation there will be a substantial concentration of 
vacancies, self-interstitials and rare gas atoms in the crystal 
lattice. Although many vacancies and self-interstitials recombine, 
a considerable quantity of point defects will diffuse to sinks. The 
most common sinks are free surfaces, grain boundaries and bubbles. 
This section is concerned with the diffusion of vacancies, 
self-interstitials and gas atoms to bubbles during irradiation.
Olander [’76e] considered the diffusion of fission gas atoms to 
bubbles during irradiation. He assumed all bubbles had radius r and 
that the bubbles were evenly spaced so that each could be considered 
to have a capture volume for gas atoms of radius r 1. This implies 
that there is no net flux of gas atoms across the boundary R = r' 
which gives the following boundary condition;
Zc = 0  2.50
b R r -
Due to the almost complete insolubility of rare gas atoms in
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crystals it can be assumed that the concentration of gas atoms at
the bubble surface is zero. ,
C (r) = O 2.51
The fission gas atoms are created uniformly in the capture volume
and, assuming there are no other sinks apart from the bubbles, the 
gas concentration is determined by solving the following diffusion 
equation;
= Dg I ( r2 bc/br ) + V 2.52
h t r 2
where Y is the rate of production of gas atoms per unit volume.
When the solid is held at temperatures sufficiently high for 
appreciable gas atom mobility, loss of gas atoms into bubbles is at 
least partially compensated by their production within the capture 
volume. The concentration of gas atoms will therefore change rather 
slowly and so equation 2.52 reduces to;
Dg d (r2 dC/dR) = -Y 2.53
r2 dR
The solution of this equation subject to the above boundary 
conditions is;
C (R) = Y
6 Dg
2r *3 (R - r ) - <R2 - r2 > 2. 54
Rr
Usually the capture volume is much larger than the bubble and so the 
concentration of gas atoms changes rapidly near the bubble and then 
approaches a constant value well before the outer radius of the 
capture volume is reached. This suggests that diffusion is the most 
important factor in equation 2.53 and that the source term can
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generally be neglected;
1 d (r2 dC/dR) = 0  2.55
r 2 dR
The boundary equation given by equation 2.51 still applies but 
equation 2.50 has to be replaced by;
C (oo) = C (r ' ) 2. 56
where C(r’) is the concentration at r 1. Because this concentration
is approached a short distance from the bubble, the capture volume
can be considered infinite as far as the diffusion process is 
concerned. The solution of equation 2.55 is then;
C (R) = C (r ' ) C 1 - r/R3 2.57
The flux of gas atoms to the bubble is;
J = -Dg _d£ 2 . 58
dR r
Using equation 2.57, the flux is;
J = "DgC ( r ') 2.59
r
The rate at which gas atoms are absorbed by the bubble is;
- (4nr2 ) J 2.60
or;
4nrDgC(r') 2.61
Since all the gas atoms in the capture volume are absorbed by the 
bubble, we have;
4nr'3Y = 4nrDriC(r') 2.62
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or;
C (r ' ) = Yr ' 3 2.63
3 D 9 r
The above analysis was carried out for the absorption of gas atoms 
into a bubble. It equally applies to the absorption of vacancies 
and self-interstitials if the appropriate boundary conditions are 
used and recombination is taken into account.
2.6.7 Re-solution (during irradiation)
Irradiation induced re-solution is the phenomenon where rare gas 
atoms in bubbles are driven back into the matrix by irradiation. By 
reducing the fraction of gas atoms held in bubbles and increasing 
the fraction atomically dispersed, re-solution acts to alleviate 
swelling. Re-solution will depend linearly on the number of gas 
atoms in the bubbles and the bombardment rate. It will also depend 
upon the physics of the interaction between the energetic particles 
and the gas atoms in the bubbles.
Radiation induced re-solution has been known to occur in uranium 
dioxide for many years. Whapham and Sheldon [!65] annealed samples 
of uranium dioxide irradiated at a low temperature to obtain a 
population of intergranular bubbles of radius 5nm. This sample was 
then re-irradiated at 100°C to a dose of 2.2x10^5 fissions/m^, 
annealed for 1 hour at 700°C and thinned to electron transparency.
On examination, the authors stated that no bubbles could be 
identified. Ross ['69] used a replica technique to examine fracture
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surfaces of irradiated and annealed uranium dioxide before and after 
low temperature re-irradiations of 1025 - io2^ fissions/m^. He 
found that intergranular bubbles of radius less than 50nm were 
destroyed by irradiation of I.JJxIO2  ^ fissions/m^ at 200°C. These 
were the first observations demonstrating that fission gases which 
have collected into bubbles could be redissolved during irradiation.
Several models have been proposed to explain the re-solution 
process, [Ronchi and Elton ’86, Turnbull ’71 and Nelson ’69]. The 
model proposed by Ross [’69] attributes re-solution to the 
occurrence of a thermal spike in the vicinity of a gas bubble. The
thermal spike is an extremely hot region along the track of a
fission fragment produced by intense local heating as it slows down. 
The thermal disorder created by the spike completely mixes the 
matrix and gas atoms in the effected region. After the temperature
has returned to normal, the gas atoms will be atomically dispersed
in the matrix.
Whapham [’66] proposed a mechanism by which fission fragments
passing close to a bubble blast off a chuck of fuel from the inner
surface and deposit the blown off material on the opposite side of 
the bubble. Some gas atoms will be trapped beneath the deposited
material and will return to the matrix.
Wood [’79] and Turnbull [’71] proposed another model whereby a 
bubble is completely destroyed whenever a fission track intersects 
it. The fuel is assumed to contain bubbles/m^ each of radius r. 
The distance travelled by the fission fragment while it is slowing
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down is denoted by Lb) which will be about 6000nm in most nuclear 
fuels. The radius of influence of the fission fragment as it slows 
down is w. Thus all the bubbles in the cylindrical collision 
volume;
n(r + 2.64
will be destroyed. This volume will contain; 
n(r + w)2 LbCb 2.65
bubbles. If 2F is the number of fission fragments created per unit 
volume per unit time, the re-solution rate is;
Gas bubbles destroyed = b *Cb 2.66
where;
b ' = 2 n(r + w)^LbF 2.67
b 1 is the probability per second that a bubble in the fuel is 
destroyed. It is also called the re-solution parameter.
Nelson [’68] and [’69] proposed that re-solution occurs by 
individual gas atoms being knocked out and not by complete bubbles 
being destroyed. He considered re-solution of gas atoms by two 
collision processes. The first is where the gas atom is struck 
directly by the fission fragment and the second is where the gas 
atom is struck by a primary knock-on uranium ion. The energy 
transferred from the fragment to the gas atoms and uranium ions is
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given by the Rutherford expression. Although Nelson's model may 
seem more realistic, the value for the re-solution parameter he 
predicts is almost two orders of magnitude less than experimental 
observations.
Radiation induced re-solution is expected to occur from rare gas 
bubbles in metals. However, it will not be as significant since the 
bombarding particles will generally have less energy to dissipate. 
The models for re-solution described above should also apply to gas 
bubbles in metals although there is no experimental data available 
to verify this.
2.6.8 Experimental Measurements of Bubble Growth
There have been many experimental investigations on the growth of 
rare gas bubbles in crystals, [Mikhlin et al '83, Luklinska et al 
'85 and Tyler and Goodhew '81 and '78]. Most of these 
investigations measure bubble growth during post-irradiation 
annealing and not growth during irradiation. However, Luklinska and 
Goodhew ['85] studied helium bubble growth during irradiation in a 
ferritic steel and from their results concluded that bubble growth 
in the presence of radiation damage was very similar to that 
observed in post-irradiation anneal experiments.
The results of the investigations on bubble growth suggest that the 
main mechanism for growth is migration and coalescence and that this 
growth is enhanced by vacancy collection at higher temperatures.
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The experimental procedure is usually to take thin samples of a 
metal and to implant rare gas atoms at about room temperature. The 
samples are then annealed at various temperatures for various times. 
Finally, the bubble size distribution in each sample is obtained 
using the transmission electron microscope.
Some results of measuring bubble growth are given in figures 2.10 
and 2.11. Figure 2.10 is from Goodhew and Tyler ['81] and shows 
helium bubble growth in niobium. They concluded that the bubbles 
they observed had grown by random migration and coalescence. They 
also concluded that surface diffusion limited the migration of the 
smaller bubbles while ledge nucleation limited the migration of 
larger ones.
Figure 2.11 shows the results of Armstrong and Goodhew [’83]. They 
examined the growth of helium bubbles in 316 stainless steel and 
also concluded that bubble growth occurred by random migration and 
coalescence. They further concluded that the migration was limited 
by volume diffusion in smaller bubbles and ledge nucleation in 
larger bubbles. In addition, they also reported significant growth 
by vacancy collection of small bubbles at high temperatures.
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Figure 2.10 Helium bubble growth in niobium, [Goodhew and Tyler
1250 °C
o- 1050 
x- 950
t/h
•81].
Mikhlin et al [’8*1] studied helium bubble growth in nickel and came^ 
to the conclusion that the growth was also due to random migration 
and coalescence. They also stated that the migration was limited by 
surface diffusion and volume diffusion but not ledge nucleation. 
However, since the bubbles they observed were smaller than Goodhew 
and Tyler ['81] and Armstrong and Goodhew [*83], it is possible that 
ledge nucleation would limit the migration of larger bubbles in 
nickel.
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Figure 2.11 Helium bubble growth in 316 stainless steel for 
annealing temperatures of ( + ) 873, (x) 923 and (□) 1023K, [Armstrong 
and Goodhew '831.
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radius
(nm)
10 100Time (h)
From these results, and others of a similar nature, it can be seen 
that migration and coalescence is the dominant bubble growth 
mechanism. However, the rate limiting step in the migration process 
will depend on many factors, including temperature, material and 
bubble size. Bubble growth by vacancy collection is seen to be 
significant at high temperatures.
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2.7 Mechanism Maps
Mechanism maps are a useful means of representing a considerable 
amount of data in a way that is readily assimilated. This property 
makes them useful in numerous areas of science. Deformation 
mechanism maps were the first maps of this type to be constructed, 
[Ashby ’72], but since then the mapping process has been used in 
many diverse areas. Some of these are listed in table 2.15.
Table 2.15 Some areas where mechanism maps have been used.
Type of Mechanism Map 
Deformation 
Particle mobility 
Grain boundary mobility 
Bubble nucleation 
Fracture 
Cavity growth 
Polymer strength 
Helium embrittlement
Reference 
Ashby *72 
Ashby '80 
Ashby 180 
Trinkaus '83 
Ashby and Brown '83 
Goodhew '84 
Ashby and Jones '86 
Trinkaus '86
A mechanism map is useful when there are several distinguishable and 
independent ways in which a particular process can occur. One 
example of this is bubble growth where the growth may occur by 
various different processes.
The aim of a map is to present in a simple manner the physical 
conditions where each mechanism dominates. Figure 2.12 is a 
deformation mechanism map for nickel. The stress/temperature space
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is divided into fields. Within each field, one mechanism is 
dominant and so supplies a greater strain rate than any of the other 
mechanisms.
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Figure 2.12 A deformation mechanism map for nickel, [Ashby ’72].
To construct a mechanism map equations which describe each mechanism 
are required. The boundaries are then obtained by equating pairs of 
equations and solving for the mapped parameters. At a field 
boundary, the mechanisms which meet contribute equally. Any pair of 
values (stress/temperature in figure 2.12) locate a point in a 
field. From the map we can then read off the dominant mechanism 
and, using the appropriate equation, calculate the rate. This 
allows us to plot contours of constant rate on the map. Figure 2.12 
has been replotted in figure 2.14 with contours of constant strain 
rate included. We now have a map which is really useful. Knowledge
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of any pair of the three variables (strain rate, stress or 
temperature in our example) locates a point on the map, identifies 
the dominant mechanism and gives the value of the third variable.
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Figure 2.m  A deformation mechanism map for nickel with contours 
showing the strain rate included, [Ashby *72].
Mechanism maps have several useful applications. One is the design 
and interpretation of experiments. If one wishes to design an 
experiment to study one particular mechanism, then the appropriate 
map shows the conditions where it is expected to dominate. The map 
also indicates how fast the process is expected to occur. 
Alternatively, given some information on the experimental conditions 
or the rate then the dominant mechanism can often be found.
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Mechanism maps can also be used to make intelligent predictions from 
existing data into regions where experiments are difficult or 
impossible. This is probably the main use for bubble growth 
mechanism maps. It is difficult to simulate accurately the physical 
conditions of a reactor first wall but these maps enable us to 
predict the probable bubble growth mechanism and the growth rate.
All maps are based on our current understanding of the appropriate 
mechanisms and on the experimental data available. The more 
complete these are, the more accurate and trustworthy the maps will 
be. However, even inexact maps can give some useful general 
information and by identifying the regions where data or theory are 
poor, they can be systematically improved.
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3 A Study on the Migration of Bubbles
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3.1 Introduction
Section 2.5.2 described the four mechanisms which may limit the
mobility of a bubble in a crystal. These are;
1, Vapour Transport (VT)
2, Volume Diffusion (VD)
3, Surface Diffusion (SD)
4, Ledge Nucleation (LN)
Since there are four competing mechanisms, predicting the value of 
the bubble diffusion coefficient is usually very difficult. This 
chapter has two aims. The first is to determine the conditions 
under which one particular mechanism dominates. The second is to 
find how the mechanisms combine to give the total bubble diffusion 
coefficient. This is achieved by looking at each diffusion 
mechanism in more detail and then reviewing some experimental data 
on the bubble diffusion coefficient.
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3.2 Vapour Transport Limited Bubble Migration
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Introduction. The expression given in section 2.5.3 for the bubble 
diffusion coefficient when vapour transport dominates was;
D(VT> = 3Dpoca6p 3.1
4nkTr3
where is ^he diffusion coefficient of the matrix atoms in the 
bubble. Buescher and Meyer [’73], Goodhew and Tyler [’81] and many 
others have approximated to;
Dp = 2kT 
3Ph
2kT " 1 + 1 *
n . m l m 2
0.5 3.2
where m^ an(j m^ are the masses of the gas and matrix atoms •
respectively. This equation is derived using kinetic theory, [Pauli 
'73], assuming that the gas behaves ideally and the mean free path 
of the matrix atoms in the bubble is considerably less than the 
bubble diameter. Replacing the ideal gas law with the Van der Waals 
expression gives;
0.5D = 2(kT + Pb> 
3Ph
2kT 1 + 1
n rn2
3.3
where b is a constant in the Van der Waals equation which is usually 
set equal to *lv where v is the volume of a gas atom. Equation 3.3 
will break down in two regimes. Firstly, if the bubble contains 
little or no gas then the normal mean free path predicted by kinetic 
theory will be several orders of magnitude greater than the diameter 
of the bubble. Secondly, for small high pressure bubbles kinetic 
theory breaks down altogether. These two regimes are considered in 
more detail below.
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Vapour transport in voids. It is generally agreed that voids will 
contain some atoms since gas atoms are involved in the nucleation 
process and the vapour pressure of the matrix at the void surface 
will often ensure some matrix atoms reside in the void. The 
diffusion coefficient of the matrix atoms is;
Dp = Av 3.4
3
where v is the average velocity and X is the mean free path of the 
matrix atoms. Kinetic theory gives the average velocity as;
v = <3kT/m>0 *5 3.5
From Jeans E’^3], the mean free path of atoms in an infinite volume 
of gas is;
A = 1/(4.44pr2 ) 3.6
p  is the density of atoms and is given by;
P = P 3.7
kT
However, in a void the maximum free path of an atom is the diameter 
of the void. Therefore;
A = l/(4.44pr2 ) or 2r 3.8
whichever is the least. Thus the diffusion coefficient of atoms in 
a void is given by;
Dp = 2r(kT/3m )0 ’5 3 . 9
or;
Dp = (kT/npr2 )(kT/6m)0.5 3.10
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whichever is the least.
Vapour transport in high pressure bubbles. Hirschfelder et al ['64a] 
considered diffusion of atoms through a dense gas and derived the 
following expression;
D = 2(kT + Pv) 2kT 1 + 1 ' ° ’5 3.11
3YPh n
1 ^
 
|e1 r”* 
l£
where Y is related to the gas pressure by;
P = p k T (1 + 2nps3Y/3) 3.12
s is a parameter in the Lennard-Jones intermolecular potential i
function. Some values for s are listed in table 3.1. ■
Table 3.1 Values for s in the Lennard-Jones intermolecular potential 
function, [Hirschfelder et al ’6-Mb3
s (nm)
0.257 
0.275 
3.41 
3.59 
4.31
The hard sphere equation of state used by Donnelly [’85] and Nixon 
and Maclnnes [’81] is given below;
P = pkT ( 1 + y + — y*^ ) (1 - y)~^ 3.13
Element
Helium
Neon
Argon
Krypton
Xenon
y is given by;
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y = Nv/V 3. 14
where N is the number of gas atoms in the bubble and V is its 
volume. Using equation 3.13 yields the following expression for Y;
3.3 Volume Diffusion Limited Bubble Migration
In section 2.5.3 the volume diffusion limited bubble diffusion 
coefficient was given as;
where is the volume diffusion coefficient. Many workers, 
[Mikhlin '79, Willertz and Shewraon '70 and Armstrong and Goodhew
’83], have assumed D t0 be:m ’
where an(j are the formation and migration energies of a 
vacancy in an otherwise perfect lattice. It is clear from this that 
bubble migration by volume diffusion depends on both the 
concentration of vacancies and on their ability to migrate. Since a 
bubble distorts the surrounding lattice, it may strongly influence 
the volume diffusion coefficient. It was shown in section 2.6.3 
that the concentration of vacancies in the lattice immediately 
surrounding a bubble depends on its pressure;
Cv = Cve expC-<P - 2y/r)a3 /kT3 3. IB
Y = 3v 1 + y + y 2 - y 3 
2 nys3  <1 - y )3
1 3. 15
D(VD) 3. 16
Dm = Do exP C(~Em " E^)/kT3 3. 17
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Including this in the expression for the volume diffusion 
coefficient yields;
Dm = D q  e x p C C - E m - - a 3 (P - 2y/r)l/kT> 3.19
Figure 3.1 shows how equation 3.18 predicts the volume diffusion 
coefficient will vary with gas pressure. The values used to plot 
this graph are given in table 3.2.
Equilibrium pressure
00
Dm using equation 3.17
£
□
0 2 4 106 8
Gas Pressure / log(Pa)
Figure 3.1 The variation of volume diffusion with gas pressure using 
equation 3.18.
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Table 3.2 Values used in equation 3.18 to plot figure 3.1.
ValueSymbol
T
r
Do
y
1023K
5nm
1.9x10”4m2s"1 
1.0Jm~2 
0.2491nm 
2.88eV
Reference
Brown and Ashby ’79 
Mikhlin et al '84 
Boyer and Gall '85 
Hall *81
Figure 3.1 shows that volume diffusion near a bubble with a high 
overpressure will be minimal since the concentration of vacancies 
will be several orders of magnitude less than would be expected in a 
similar crystal with no inclusions. Figure 3.1 also shows a small 
increase in volume diffusion near voids but this will usually be 
negligible.
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3.4 Surface Diffusion Limited Bubble Migration
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Some of the general features of surface diffusion reviewed by 
Gjostein [*67] may be applied to surface diffusion in bubbles. He 
accumulated many published measurements of the surface diffusion 
coefficient in FCC metals and produced the graph shown in figure 
3.2.
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Figure 3.2 The surface diffusion coefficient of several FCC metals, 
[Gjostein ’67].
Gjostein demonstrated that the data lay on a curve and that this 
curve could be approximated by two straight lines. These two 
straight lines represent two competing processes, one that dominates 
at high temperature and the other at low temperature. He suggested
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that the cross-over point between the two regimes occurred at about 
0.75Tm.
Although there is some doubt about the two competing processes, it 
can be assumed that the high temperature mechanism is non-localised 
surface diffusion while the low temperature mechanism is localised 
surface diffusion. There is good agreement that this is the low 
temperature mechanism, [Bonzel *70, Bonzel and Latta ’78, Neumann 
and Neumann '72 and Nixon and Maclnnes *81], However, there is much 
less agreement over the high temperature mechanism of surface 
diffusion. The possibilities are non-localised surface diffusion 
and the diffusion of vacancy and adatom complexes. il
Two factors which may affect the surface diffusion of adatoms are 
the bubble curvature and the gas pressure. Mikhlin and Chkuaseli 
['75] proposed that the equilibrium concentration of adatoms departs 
from that of an atomically flat plane by the factor;
exp(-2ya^/rkT>
However, this factor can be ignored unless the bubble radius is less 
than a few nanometers. Consider bubbles containing helium at 
equilibrium pressure in nickel. For this effect to reduce the 
surface diffusion limited bubble diffusion coefficient by 50 percent 
the bubble must have a radius of less than 2.0nm. However, when 
bubbles are this small, other factors, like gas pressure, will 
usually dominate.
Mikhlin [’79] has also considered the effect of the bubble
A Study on the Migration of Bubbles 100
containing a dense gas. He derived the following equation;
D(SD) = Dsa4 exp(-3qN/4nr3 ) 3.20
2 n r 4
where N is the number of atoms in the bubble and q is the adatom 
interaction volume. In deriving this equation Mikhlin assumed the 
adatom would not diffuse unless a certain region surrounding the 
adatom was free of gas atoms. This region he called the adatom 
interaction volume which can be approximated to a cylinder of height 
a and radius a. This assumption seems unrealistic since there is no 
intrinsic reason why a gas atom in an adatom's interaction volume 
should completely stop that adatom from moving. However, Mikhlin 
[’79] showed that equation 3.20 fits experimental data with some 
accuracy.
Mikhlin ['79] also assumed that the gas behaves ideally in that the 
probability of a gas atom being in an adatom's interaction zone was 
independent of the presence of other gas atoms in the bubble. This 
assumption was removed by Nixon and Maclnnes [’81] who derived the 
following equation;
D(SD) = D 5a4 exp —3qN 1 + 2y + 2y2 3. 21
2nr4 ,4 nr3 (1 - y)2 (1 - y)3
Although they showed that this equation did not fit experimental 
data with any accuracy, they did this using an excessively large 
value for the adatom interaction volume. Equation 3.21 has been 
used in this project and, with careful attention to the adatom 
interaction volume, good agreement with experimental data has been 
obtained.
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Gas pressure restricting bubble movement can be very considerable.
In our work on helium bubble growth in nickel, [Marochov et al '87], 
we showed that the gas pressure in small bubbles, (radius<2.5nm), 
reduced the bubble mobility to such an extent that it was 
effectively zero. Clearly the greater the gas pressure the less 
mobile the adatoms. This means that the gas pressure is a very 
important factor in determining the bubble mobility. Often bubbles 
have a sufficient supply of thermal vacancies for them to reach 
equilibrium, (P- 2 y / r ) , but at lower temperatures or where vacancy 
migration is impeded this may not be the case. When bubbles are 
starved of vacancies their gas pressure can reach very large values, 
(several GPa), which may greatly restrict bubble movement. Thus 
growth by migration and coalescence in a vacancy starved environment 
can be several orders of magnitude slower than in an environment 
where vacancies are readily available.
3.5.Ledge Nucleatlon Limited Bubble Migration
Ledge nucleation limited bubble migration has been observed by 
numerous workers, [Willertz and Shewmon '70, Chen and Cost '74 and 
Tyler and Goodhew '78]. Their experimental evidence suggests that 
ledge nucleation may dominate the migration of larger bubbles. 
Consider figure 2.11, (page 86), which shows helium bubble growth in 
an austenitic steel, [Armstrong and Goodhew '83 3. They suggested 
that the rate limiting step in the migration of bubbles with a 
radius greater than about 8nm was the nucleation of steps. This 
drastically decreased the bubble mobility. Since the bubbles were
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growing by migration and coalescence, the nucleation of ledges 
impeded the growth rate and so caused the plateau observed in figure 
2 .11.
A similar effect was noted by Walker ['70] when he studied helium 
bubble migration in an austenitic steel, figure 3.3.
LOG10
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Q
Bubble Radius (nm)
Figure 3.3 Helium bubble migration in an austenitic steel, [Walker 
•70].
This figure shows a sharp decrease in bubble mobility at a bubble 
radius of about 8nm suggesting that, at this size, the nucleation of 
ledges limits bubble migration.
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From this, and similar, evidence it is reasonable to conclude that 
the nucleation of ledges may limit the migration of larger bubbles.
The formula given for the ledge nucleation limited bubble diffusion 
coefficient was derived assuming the adatoms move along.the bubble 
surface;
D(LN) = Dsnr exp(-Le/kT> 3.22
6a
where L is the facet length and £  is the energy per unit length of 
the ledge. However, ledges will need to be nucleated no matter how 
the atoms actually migrate from one side of the bubble to the other. 
Therefore, an equation of the general form given above will always 
describe the bubble diffusion coefficient when the nucleation of 
ledges limits the bubble mobility.
3.6 Total Bubble Mobility
Since there are four processes which may govern how fast a bubble 
may migrate, it is of considerable importance to establish how these 
processes combine to give the total bubble diffusion coefficient.
If the situation where bubbles are faceted is ignored, it can easily 
be shown by following the analysis of Nichols [’69] that the other 
three processes combine in a simple additive manner.
To see the effect of faceting, consider the situation where only the 
volume diffusion mechanism is significant. Then, for spherical 
bubbles, Nichols [’69] deduced that;
A Study on the Migration of Bubbles 104
Db = D(VD) = Pa5 /87ir3 3.23
where P is the atom jump frequency. In faceted bubbles it is not 
how frequently an atom jumps that is important but how frequently an 
atom jumps into a ledge. The probability that a facet, will have a 
ledge of length 1 is roughly exp(-lE/kT). The frequency with which 
such a step grows is the frequency with which a diffusing atom 
strikes the step. If such an atom moves a distance a on each 
activation, then roughly one sixth of the atoms within a distance a 
of the ledge will strike it on their next jump. If the facet length 
is L then the frequency with which a ledge reaches across the facet
ls; F = PL exp(-Le/kT) 3.24
6 a
So that;
Db = 3Dma3 L exp(-Le/kT) 3.25rm __
4nr 3 6 a
When bubbles are not faceted L will equal a and the exponential term 
is close to unity. The above equation is then similar to equation 
2.9, (page 46), for D(VD). Equation 3.25 is therefore more general. 
If we now let vapour transport and surface diffusion be significant 
we have;
Db (Total> = ( D(VD) + D(SD> + D(VT> ) J__ exp(-Le/kT)
6 a
where; D(VD> = 3Dma3 
4nr 3
D(VT) = 3Dp<xa6p 
4nkTr 3
D(SD) = D 5 a4 exp 
2 nr4
-3qN
4nr3
1 + 2 y + 2 y^
(1 - y )2 (1 - y )3
. 26
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Although equation 3.26 describes the diffusion of gas bubbles in 
crystals, when it is applied to real situations several problems are 
usually encountered. Not the least of these is the determination of 
some of the material parameters involved, (eg. Ds, Dv and q). 
However, in this project equation 3.26 has been successfully 
employed to model several prior sets of experimental data.
3.7 The migration of bubbles in a temperature gradient
Although the migration of bubbles in a temperature gradient has been 
treated in section 2.5.4 it will be considered here in a little more 
detail. Treating the bubbles as macroscopic entities and assuming 
that they maintain their shape and volume we have;
V = DbF 3.27
kT
where F is the driving force on the bubble. F is related to the 
driving force on the diffusing species through the relation;
F = -4nr3 -f 3. 28
3a 3
where f is the driving force on the diffusing species and is equal 
to;
•f = — Q^DT 3.29
T
where DT is the average temperature gradient evaluated inside the 
bubble for vapour transport and surface diffusion but outside for 
volume diffusion. Therefore;
V = 4nr 3 Q^Db 3.30
3a 3 kT 2
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Letting;
d £ = CQmD<VD> + 0sD(SD) + 0 D(VT) 3 L_ exp<-Le/kT) 3.
6a
we have;
V = 4nr3D£ 3.32
3a3kT2
3.8 Experimental Application . .
In this section the predictions of equation 3.26 are compared with 
experimental data which have been taken from numerous workers, 
[Gulden *67, Cornell and Bannister ’67, Willertz and Shewmon *70 and 
Walker ’70], Although a brief description of how the data was 
obtained is given in section 2.5.7, the reader is referred to the 
original work for full details. Some values used in equation 3.26 
are given in table 3.3. These values are important since they play 
a vital role in determining the fit of the model with the 
experimental data. Results showing the comparison between the model 
and experimental data are given in figures 3.4, 3.5, 3.6 and 3.7.
In each case the bubble diffusion coefficient is plotted against 
bubble radius. The crosses show the experimentally determined 
values while the continuous lines show the predictions of the model. 
The individual migration mechanisms are plotted together with the 
total diffusion coefficient. It can be seen that the match is quite 
good. Only in figure 3.7 did it prove necessary to incorporate 
ledge nucleation limited bubble migration.
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Table 3*3 Important values used in equation 3.26. Reported values 
are in brackets.
Temperature k
Volume diffusion 
coefficient 10“^  m^s“^
Surface diffusion 
coefficient 10“^  m2 s -1
Ledge energy 10“^  Jm“^
Atom interaction 
zone 10“ 2 8 m3
Surface energy Jm“^
References
1, Belle '69
2, Brown and Ashby '79
3, Smith and Gibbs ’69
4, Reynolds ’67
5, Bonzel and Gjostein '68
6 , Maiya *71
The experimental values for the helium bubble diffusion coefficient 
in copper, (figure 3.4), are from Willertz and Shewmon £'70], 
Although they proposed that ledge nucleation limited the migration 
of helium bubbles in gold, they were uncertain of the limiting 
process in copper. A good fit is obtained using equation 3.26 if it
is assumed that the bubbles were at their equilibrium pressure, (eg.
P=2y/r), and the bubbles were not faceted to a significant degree.
Figures 3.5 and 3 .6 are interesting since they are for the same 
material, bubble size and temperature but are very different. Both 
figures show the results of studies on the migration of fission gas
Uranium dioxide 
1773 
0.50
(0.50 [1])
1.0
(1.2 [4])
5.1
Copper Steel 
900 1113
7.4 0.81
(7.4 [2]) (0.81 [3])
19 9.0
(13 [5])
1.8
1.5 3.9
1.0  
(1.0 £6 ])
1.7 1.0
(1.7 [5])
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bubbles in uranium dioxide. The experimental data in figure 3.5 is 
from Gulden [’67]. She reported that the bubble diffusion 
coefficient decreased with increasing bubble size. The opposite is 
shown in figure 3.6 which presents data from Cornell and Bannister 
[’67].
There are two possible ways of explaining these contradictory 
results. One is to assume that the bubbles in the work by Cornell 
and Banister were at their equilibrium size while the bubbles in the 
work by Gulden were overpressurised. The effect of a large gas 
pressure is to considerably reduce surface diffusion. If this j 
happens then the volume diffusion mechanism may become dominant 4 
causing the behaviour illustrated in figure 3.5.
Another way of explaining the difference between the two figures iis 
to postulate that the bubble surfaces in the work by Gulden ?
contained impurities. Neumann and Neumann ['72] demonstrated that 
surface diffusion could vary by several orders of magnitude due to 
certain impurities. In this case, surface diffusion needs to be 
reduced by roughly two orders of magnitude. This factor is large 
but not unreasonable. Therefore, if the bubble surfaces in the work 
by Gulden contained appropriate impurities then surface diffusion 
could have been reduced so that the volume diffusion mechanism 
dominated.
There would seem to be no way of distinguishing which of these 
explanations is correct. Gulden looked for a strain field around 
the bubbles and, having found none, concluded that the bubbles were
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at their equilibrium size. If this were true then the explanation 
involving impurities is correct. This is also supported by the fact 
that the material Gulden used was part of a fuel pin from the 
Winscale Advanced Gas Cooled Reactor which had been irradiated to a 
dose of 10^0 fissions/cra3. The material Cornell and Bannister used 
were unirradiated pellets of uranium dioxide which was then 
bombarded with 100KeV krypton ions. Clearly the samples used by 
Gulden were likely to contain the most impurities. However,
Cochrane and Goodhew t * 83] demonstrated that there is not a simple 
relationship between observable strain contrast and gas pressure. 
They also concluded that very high overpressures are required toj 
create visible strain contrast. Therefore it is possible that the 
bubbles observed by Gulden were overpressurised. In any case, 
figure 3.5 was produced assuming that the bubbles were 
overpressurised by as much as one GPa. I
I
Figure 3.7 represents the migration of helium bubbles in 
20$Cr/25£Ni/Nb stabilised steel. The experimental data is from 
Walker [’70]. In section 3.5 it was concluded that the nucleation 
of new ledges could limit the migration of larger bubbles and this 
would seem to be the case in this austenitic steel. For very small 
bubbles, (radius < 2nm), the volume diffusion mechanism may limit 
migration but there is no experimental data to prove this. Bubbles 
with a radius between 2nm and 9nm seemed to migrate by the surface 
diffusion mechanism while the migration of larger bubbles was 
limited by the need to nucleate ledges.
BU
BB
LE
 
DI
FF
US
IO
N 
CO
EF
FI
CI
EN
TS
 
(m
2
A Study on the Migration of Bubbles 110
Figure B.2! The migration of helium bubbles in copper. Experimental 
values (*) from Willertz and Shewmon ['70] and lines given by 
equation 3.26.
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Figure 3.5 The migration of fission gas bubbles in uranium dioxide. 
Experimental values (*) from Gulden [’67] and lines given by 
equation 3.26.
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Figure 3.6 The migration of fission gas bubbles in uranium dioxide. 
Experimental values (*) from Cornell and Bannister [’67] and lines 
given by equation 3.26.
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Figure 3.7 The migration of helium bubbles in an austenitic steel. 
Experimental values (*) from Walker [’70] and lines given by 
equation 3.26.
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3.9 Conclusions
Some general conclusions can be drawn from this study on bubble 
migration;
1, At temperatures below 0.8Tm the migration of bubbles in crystals 
will often occur by the surface diffusion of adatoms.
2, Vapour transport of atoms across a bubble is generally 
insignificant at temperatures below 0.8Tm.
3, A dense gas inside a bubble will restrict the surface diffusion 
of adatoms. This effect will generally increase with decreasing 
bubble size since the surface tension forces compress the gas more 
in smaller bubbles. This hindrance of surface diffusion is 
especially apparent in overpressurised bubbles.
4, Equation 3.26, (page 104), has been successfully used to fit 
experimental results for different materials at different 
temperatures. Although the fit has been encouraged by careful 
selection of the values in table 3.3, the following two conclusions 
can be made. The first is that the assumptions made in deriving 
this equation are valid. The second is that equation 3.26 correctly 
describes how the different diffusion mechanisms combine.
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H.1 Introduction
The average bubble radius can increase by the following mechanisms;
1, Migration and coalescence
2, Vacancy collection
3, Ostwald ripening
4, Loop punching
f
5, Absorption (during irradiation)
6, Re-solution (during irradiation)
These have been reviewed in section 2.5. Depending on the 
conditions, the average bubble radius may increase by one or more of 
these processes. For instance, during irradiation when bubbles have 
a continuous supply of gas atoms, interstitial loops may be punched 
out. Another example is bubble growth in a sample on annealing. In 
this case bubbles may collect vacancies while they migrate and
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coalesce. Since the different methods of bubble growth may combine, 
the total growth rate is the sum of the rates of the individual 
growth mechanisms. However, usually only one or two growth 
mechanisms will be significant.
When modelling bubble growth in a particular situation, it is 
essential to find equations which correctly describe that growth.
For instance, in section 2.6.2 two equations are presented for 
bubble growth by migration and coalescence; one equation for the 
situation where vacancies are readily available and the other when 
they are not. Applying the vacancy starved migration and 
coalescence equation to an environment where vacancies are readily 
available will clearly give erroneous results.
To derive bubble growth equations assumptions are made which will 
not always be valid. For instance, equation 2.UU which describes 
vacancy collection assumes the vacancies are thermally created 
within the matrix. The primary sources of vacancies are free 
surface, grain boundaries and dislocations. While this is often 
unimportant, there are situations when it is vital, [Marochov et al 
*87J. Thus an equation describing bubble growth can not be blindly 
used in all situations. The conditions where a particular equation 
holds need to be understood and if these are not met in the 
situation of interest then a new equation needs to be derived.
Errors can also be made in the choice of values for the material 
parameters in the equations. Many of the parameters, (eg. the 
diffusion coefficients), are not known accurately. For other
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parameters, (eg. ledge energy), data may not exist and so an 
estimate will need to be made by extrapolating from other regimes 
and materials. This means that the results of bubble growth 
calculations are not accurate and so need to be considered along 
side experiments.
The bubble growth mechanisms were reviewed in section 2.6. However, 
many of the ideas have had to be extended for the purpose of this 
project. The next two sections describe some of these refinements 
while the rest of this chapter describes how the theory of bubble 
growth was used to help explain some experimental results.
4.2 Vacancy collection and emission
Section 2.6.3 described the growth of bubbles by the absorption of 
vacancies from the matrix. This growth occurs because the 
concentration of vacancies near an overpressurised bubble is less 
than the thermal equilibrium value a short distance away. This will 
result in a flux of vacancies towards the bubble. The concentration 
of vacancies at a bubble surface is;
Cv = Cve expC - <P - 2y/r) a3 /kT ] 4.1
where ^he equilibrium concentration of vacancies. Equation
4.1 shows that this flux is towards a bubble when < c ve, or when 
P > 2y/r. However, if P < 2//r so that Cy > c ve then there will be 
a flux of vacancies away from the bubble. This means that 
underpressurised bubbles will emit vacancies and so tend to shrink.
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The rate of growth by vacancy collection was deduced to be;
dr = DmCve C 1 - expC - <P - 2y/r) a3 /kT 1> 4.
”dt r
If this growth rate is negative then it describes the emission of 
vacancies.
4.3 Absorption and re-solution during irradiation
Although the absorption and re-solution of gas atoms from bubbles 
during irradiation was considered in section 2.6, an expression for 
the growth rate was not derived. Such an expression is required if 
the bubble growth during irradiation is to be modelled.
Since all the gas atoms are either in the bubbles or the matrix’we 
have;
JVdt = C + M 4.3
where F is the number of gas atoms implanted per second per unit 
volume, t is the time, C is the concentration of gas atoms in the 
matrix and M is the number of gas atoms in bubbles per unit volume. 
This can also be written;
F = dC/dt + dM/dt 4.4
The rate of change of the concentration of gas atoms in the matrix 
is;
dC/dt = F - GNC + bM 4.5
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where N is the concentration of bubbles, G is a diffusion rate
constant and b is the re-solution parameter, (probability of a gas
atom being desorbed per second). Therefore;
dM/dt. = F — dC/dt 
= GNC - bM
= GN(Ft - M) - bM 4.6
Assuming that when one gas atom is absorbed the volume of the bubble 
increases byQ, the rate of bubble growth is;
dr = Q dM
dt 4Nnr2 dt
= fl C GN(Ft - M> - b M 3 4.7
4Nnr 2
Since the probability of a gas atom in the matrix being absorbed by 
a bubble is GN and the probability of a gas atom in a bubble being
desorbed is b, the equilibrium concentration of gas atoms in bubbles
is;
M = FtGN 4.8
GN + b
If there is no temperature gradient;
G = 4nrDg 4.9
where diffusion coefficient of the gas atoms in the
matrix. However, if there is a temperature gradient;
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where r^ f are the radii of the gas atom complex in the matrix and 
bubble respectively and are the velocities of the gas atom
and the bubble. This expression can be simplified with little error 
to;
G = nr 2 ^ 1  4.11
4.4 The growth of rare gas bubbles after implantation
4.4.1 Introduction
This section describes a joint project with Mr N Marochov. The aim 
of this project was to study the variation of bubble growth with 
depth beneath the surface of an irradiated sample. The experimental 
work was carried out by Mr N Marochov. The results of this project 
have been published, [Marochov et al *873
Experimental studies of bubble growth usually involve a rare gas 
being implanted into a metal at low temperature followed by an 
anneal, [Barnes and Mazey '63, Chen and Cost '74 and Tyler and 
Goodhew '78]. Bubbles nucleate and grow in a layer beneath the 
surface. Although the development of the bubble population is 
usually studied by conventional plan-view electron microscopy, if 
the sample is thinned in cross-section then the variation of bubble 
size and density can be recorded as a function of depth beneath the 
original surface. This has been carried out by a number of workers 
in order to check the accuracy of the calculated range of implanted 
ions, [Narayan and Oen '77 and Fenske et al '79]. In this project
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we studied the results of cross-sectional examination of a series of 
implanted specimens given different annealing treatments. This 
revealed the different growth processes which operate in different 
regions of the implanted layer at each stage of the anneal.
4.4.2 Experimental
Pure nickel samples of 1.5mm thickness were implanted at room 
temperature with 500KeV helium. The implanted samples were 
subsequently annealed at 750°C in vacuo for various times in order 
to develop the bubble population. The grain size was then 
approximately 100 microns. All specimens were electroplated with 
nickel and cross-sections were thinned for electron microscopy by 
electropolishing or ion beam milling. In this way, the variation of 
bubble population with depth could be directly observed. All 
micrographs were acquired at 200KeV in a Jeol 200CX microscope. 
Thickness determinations were made using the ratio of zero loss to
first plasmon loss peaks in EELS spectra taken with a VG ELS80
spectrometer on a Philips EM400T, [Maher ’79].
4.4.3 Results and discussion
No bubbles were visible in the as-implanted specimens after a dose 
of 101T He cm""^. However, after 3 x 1 0^  He cm~^ a high density of 
small' bubbles could just be seen. After annealing, a layer of
bubbles was clearly visible in each sample at a depth beneath the
original surface which corresponded well, (after correction for 
swelling), with the peak of the calculated range using the EDEP-1
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code, [Manning and Mueller *7^]. In the early stages of annealing 
the lower dose sample, the bubble number density increased to a peak 
at the most probable range, as figure 4.1 shows. After longer 
annealing times, the number density decreased and the bubble size 
reached a peak in the centre of the bubble region.
The way in which the bubble population approached the final 
configuration is interesting, (figure 4.2). After a 2h anneal the 
bubble region extended from 800nm to 1200nm beneath the original 
surface and consisted of uniformly small bubbles of mean diameter 
almost 2nm, (figure 4.2a). After a 12h anneal the bubbles at the 
edges of the distribution were appreciably larger than those near 
the centre of the bubble region, with the largest bubbles situated 
at the edge nearest the surface, (figure 4.2b). After a 20h anneal 
the bubbles at both edges of the distribution had grown considerably 
and the remaining region of very small bubbles was much narrower, 
(figure 4.2c). After 100h the biggest bubbles were very large, 
(diameter > 100nm), and were situated at the centre, (figure 4.2d).
In one of the specimens annealed for six hours the bubbles were 
equally large on both sides of the implanted region. In this 
particular thin area there proved to be a grain boundary just 
beneath the implanted region.
This behaviour can be understood if the bubble growth is limited by 
the acquisition of vacancies. The most abundant vacancy sources are 
the free surface on one side of the bubble region and grain 
boundaries on the other. This qualitative interpretation was
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previously proposed by Barnes et al [’58] in order to explain their 
observations of alpha particle damage in copper but this idea can 
now be extended both qualitatively and quantitatively.
Overpressurised bubbles are an excellent net sink for vacancies 
until they reach their equilibrium pressure, (when P = 2y/r). Only 
then is the vacancy flux into each bubble equal to the flux leaving. 
Therefore few vacancies will get past the outer bubbles until these 
bubbles approach their equilibrium pressure. Then and only then can 
a significant number of vacancies penetrate into the interior of the 
bubble region, allowing these bubbles to grow. Although the 
acquisition of vacancies is not a mechanism whereby bubbles can grow 
by large amounts, it lowers the gas pressure and so enables bubbles 
to grow by migration and coalescence.
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Figure 4.1 a, Bubble number density (*) and size (+) after 6h at 
750°C for a dose of IxlO1? He cm-2 at 500keV. Also shown is the 
calculated helium deposition curve (full line); b, shows the 
experiment cross-section to the same scale.
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Figure 4.2 The bubble layer in samples implanted with 1x10^ He cm“  ^
at 500keV, annealed at 750°C for (a) 2h, (b) 12h, (c) 20h, and (d) 
100h. Arrows show the position of the surface and the direction of 
implantation.
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4.4.4 The computer model
The growth of an array of bubbles with a vacancy source to one side 
has been modelled. The key assumptions of this essentially 
one-dimensional model are that the sole source of vacancies is the 
free surface and that there is no barrier to the loss of vacancies 
at a bubble surface. A bubble containing gas which is above the 
equilibrium pressure should then be an excellent net sink for 
vacancies. While the first layer of bubbles are still 
overpressurised they will accept virtually all the vacancies 
arriving from the free surface while emitting few. The second layer 
of bubbles will only be able to grow by the collection of vacancies 
at a slow rate until the first layer approach their equilibrium 
pressure and so saturate as sinks.
The use of the term 'bubble layer' can be confusing since no 
layering of the bubbles was actually observed. However, to model 
the bubble growth effectively it was necessary to divide the bubble 
region into slices and to treat these slices individually. This is 
shown in figure 4.3. The number of slices, (bubble layers), made 
little change to the final results but had a drastic effect on the 
computing time. 41 slices were used.
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Figure 4.3 The geometry of the growth model.
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An equation for the bubble growth by vacancy collection was derived 
in section 2.6.3?
drv = DmC < 1 - expC - (P - 2 y/r) a3 /kT D> 4.12
dt r
An important term in this equation is C. For the first layer of 
bubbles, C is the vacancy concentration at the surface of the 
sample;
Cj = Cve = e x p (—E^/kT) 4.13
The concentration of vacancies near the surface of the first layer 
of bubbles is;
C 2 = Cj expC - (Px - 2 y/r1) a3 /kT 3 4.14
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Thus the rate of bubble growth by vacancy collection for the second 
layer of bubbles is;
expC - <P2 - 2y/r2 > a3 /kT 3>dr
dt
v 2 ~ Dm C 2 C 1 4. 15
The subscript 2 refers to the second layer of bubbles. In a similar 
way, the bubble growth by vacancy collection can be derived 
throughout the sample. The general equation for the bubble growth 
by vacancy collection is then;
drvi = i 1 - expC
dt ~r7~
<P i 2 y/r^) a /kT 3>
4. 16
where the subscript specifies the bubble layer. The magnitude of 
growth predicted by this equation is very dependent upon the values 
of the material parameters. The values in this model are listed in 
table “4.1.
Table 4.1 Important values used in the description of the bubble 
growth in nickel.
Parameter Value Reference
Temperature
Interatomic separation 
Surface energy
1023k 
0.25nm 
1.OJm”2
Boyer and Gall '85
Mikhlin et al *84
Volume diffusion coefficient 1.0x10”^ m ^ s “‘^ Brown and Ashby '79
Surface diffusion coefficient 6.0x10“l2m2s*'1 Maiya and Blakely '67 
Ledge energy 1.2x10“^1Jm“1
Adatom interaction volume 2.0x10“2®m^
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The bubble number density at each depth in the model was taken to be 
that observed after two hours. By starting with the results of the 
shortest anneal, assumptions about the nucleation of bubbles were 
avoided.
The gas concentration at each depth was assumed to follow that 
predicted by the EDEP-1 code after it was corrected for swelling. 
However, not all of the gas could be accounted for in the visible 
bubbles and so it was assumed that some of the gas either resided in 
sub-microscopic clusters, was thermally desorbed or failed to be 
implanted.
The first conclusion reached using this model was that vacancy 
collection alone could not account for the bubble size distribution 
observed after prolonged annealing. In order to account for the low 
density of large bubbles near the centre of the bubble region after 
an anneal of 100 hours it was necessary to assume that some 
migration and coalescence had occurred.
The equation that best describes the rate of growth of the bubbles 
by migration and coalescence in this situation is, [Goodhew and 
Tyler '81];
drmi = BnAi Db i (Total) 4.17
dt 3ri
where Dbi(Total) is the bubble diffusion coefficient and Ai is the 
fractional bubble volume. To calculate Dbi(Total) the values listed 
in table 4.1 were used.
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Values were chosen for the ledge energy and adatom interaction 
volume so that the predictions of the model fitted with experimental 
observations. Table 4.2 gives a list of reported values for the 
ledge energy and shows that the value used for nickel is quite 
reasonable.
Table 4.2 Reported ledge energies. --
Material Ledge energy / 10~11 Jm~1 Temperature / k
Stainless steel 1.3 [1] 1023
Gold 2.5 [2] 1133
Niobium 1.2 1323
Vanadium 3.4 [4] 1423
References
1, Armstrong and Goodhew '83
2, Willertz and Shewmon '70
3, Tyler and Goodhew '78
4, Goodhew and Tyler *81
The value used for the adatom interaction volume is derived from the 
f ormula;
q =  n X ^ a  4 . 1 8
where X  is the average adatom jump distance and a is the interatomic 
separation. To give the value for the adatom interaction volume 
given in table 4.1 a value of 0.4nm must be used for the average 
adatom..jump distance. This value is a little larger than the 
interatomic separation and so is quite reasonable.
The volume diffusion mechanism of bubble migration was negligible. 
This is reasonable for the smaller bubbles since the overpressure
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reduced the vacancy concentration by several orders of magnitude.
For larger bubbles the surface diffusion mechanism dominated the 
migration process.
The bubble diffusion coefficient is plotted against the bubble 
radius in figure 4.4. This graph shows that when the bubbles were 
very small the gas pressure made the bubbles almost immobile. 
However, after a little growth had occurred by vacancy collection 
the bubbles became quite mobile and coalesced rapidly. Eventually 
the need to nucleate steps on the bubble facets reduced the bubble 
mobility, limiting any further growth by migration and coalescence.
Using equations 4.16 and 4.17 this model predicted the bubble size 
distributions shown in figure 4.5. It can be seen that the 
essential features of the observed distributions are reproduced. In 
particular, the small bubble size in the centre of the bubble region 
is preserved over a long period of annealing. This initially 
appeared unlikely since small bubbles are generally considered to be 
very mobile and so migration and coalescence was expected to coarsen 
this population rapidly. However, it can be explained in terms of 
the reduction in diffusion due to the presence of a dense gas, 
[Mikhlin ’79]. This reduces the migration of the smallest bubbles 
until they have collected sufficient vacancies to lower their 
overpressure.
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Figure 4.4 Bubble migration in nickel. The graph shows the bubble 
diffusion coefficient predicted by the model.
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Figure 4.5 Bubble size distributions; experimentally measured 
(figure 4.5a) and computed according to the model (figure 4.5b) for 
2h (0), 6h (+), and 100h (a ).
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Figure 4.6 shows how gas pressure varies with bubble radius. The 
equation used to calculate the gas pressure was;
p v  =  i  +  y  +  y 2  -  y 3  4.19
NkT (1 - y > 3
where y=Nv/V. This graph shows that initially the gas pressure is 
very large and also that only a few vacancies are required to reduce 
this pressure considerably.
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Figure 4.6 The computed gas pressure. Also shown is the equilibrium 
pressure, (eg. P = 2y/r).
Figure 4.7 shows how the rate of bubble growth varies with bubble 
size. This graph shows that while vacancy collection initiates 
bubble growth it is migration and coalescence which is responsible 
for the majority of the growth. For larger bubbles, (radius >
16nm), migration and coalescence becomes insignificant. This is 
because these bubbles need to nucleate ledges to migrate through the
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metal.
Figure 4.7 The computed bubble growth rate by; (a) migration and 
coalescence and (b) vacancy collection.
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It is interesting to note that the results compare most favourably 
with the experimental observations if the equation used to describe 
bubble growth by vacancy collection, (equation 4.16), is reduced by 
almost an order of magnitude. This factor could be accounted for in 
several ways. For example, a small increase in the vacancy 
activation energy would be sufficient to account for this factor.
It could also be due to the fact that while 2y/r accurately gives 
the equilibrium pressure of a macroscopic bubble it might not be 
quite so precise when applied to a microscopic bubble within a 
metal. However, this factor could also be explained by the fact 
that the equation used to describe vacancy collection assumes the 
surface of the sample to be an ideal vacancy source, (eg. the 
concentration of vacancies near the surface is always at its thermal 
equilibrium value). Seidman and Balluffi 165 found that the flow of 
vacancies from free dislocation cores in gold was about 0.15 of the 
rate calculated assuming vacancy equilibrium was maintained at all 
times along the dislocations. Although the vacancy source in this 
project is the free surface and not dislocations, the work by 
Seidman and Balluffi does imply that the assumption of the surface 
being an ideal source may not be correct.
4.4.5 Implications and conclusions
The behaviour of neon implanted with the same energy and dose was 
qualitatively similar. The number density after the initial 2h 
anneal at 750°C was slightly lower and the bubbles were nearer the 
surface but the overall agreement was excellent despite the 25-fold 
increase in displacement damage. This suggested that the initial
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displacement damage had little effect on the growth of the bubbles 
after they had nucleated. To test this hypothesis a large initial 
vacancy concentration, proportional to the predicted displacement 
damage, was incorporated into the computer model. The results of 
this modified model were not significantly different from the 
original results. From this it was concluded that the initial 
displacement damage has little effect on bubble growth. This is in 
agreement with the work of Luklinska and Goodhew C'85].
It is clear from these results that the observations of bubble 
growth made from conventional plan-view specimens should be 
carefully interpreted. In most bubble growth experiments care has 
been taken to ensure that the bubbles viewed in the final thin 
section were originally in the centre of the implanted layer. In 
the early stages of annealing the bubble growth will probably be 
characteristic of a vacancy starved environment since they are 
likely to have been shielded from vacancy sources by the bubbles in 
the outer parts of the layer. After a long period of annealing 
vacancy collection will intrude. The time taken for this to occur 
will obviously depend on the temperature of the anneal, the dose and 
the energy of the implanted gas.
It is obviously important to ensure that all plan-view specimens 
come from the same part of the implanted layer. If there is any 
variation in the thickness of the layer removed before 
back-thinning, it will lead to the sampling of a different part of 
the bubble layer. This may result in some specimens suffering more 
vacancy collection than others.
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It should also be emphasized that this project clearly demonstrates 
that the migration of bubbles may be severely impeded if they 
contain a dense gas. The migration of the small dense bubbles in 
this project was so impeded that they were effectively immobile.
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5 Cavity Growth Mechanism Maps
5.1 Introduction
A general outline of mechanism maps was presented in section 2.7 
while the previous two chapters dealt with the migration and growth 
of bubbles and voids. This information is now used to produce maps 
describing the growth of bubbles and voids in various situations. 
Since the term 'cavity* includes both bubbles and voids, these maps 
will be called 'Cavity Growth Mechanism Maps'.
Cavity growth mechanism maps have several useful features;
1, They can represent a considerable amount of data in a way that
is readily assimilated.
2, They can help in the design and interpretation of experiments.
3, They can be used to make intelligent predictions from existing
data of cavity growth in regimes where experiments are difficult 
or impossible.
The third way of using these maps is probably the most important 
since it is very difficult to experimentally simulate the physical
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conditions of a reactor first wall or fuel pin during irradiation. 
However, using existing data from other regimes, cavity growth 
mechanism maps can be constructed for these technologically 
important situations. These maps will not only predict the probable 
growth mechanism but also the growth rate. Knowing the growth 
mechanism, it may be possible to suggest ways of inhibiting this 
growth. These maps may therefore play an important part in tiie 
choice of future reactor materials.
Equations describing each mechanism are required to construct a map. 
The extent of each field is then established by evaluating the 
equations and determining where each mechanism dominates the growth 
process. The equations are also used to plot contours of constant 
rate. Every equation used in this chapter has been discussed 
previously but because of their importance they are listed below.
Migration and coalescence (pages 70, 103 and 105). Assuming there is 
no temperature gradient the number of coalescences between i and j 
bubbles is;
D F U  = 4nDi jrj j F j F ^ l  + [rtj / (nDi;jt )0 -5 3>Dt
where;
Db (Total) = ( D(VD) + D(SD> + D(VT) > L_ exp(-Le/kT>
D(VD> = 3Dma3  
4 nr3 
D(VT) = 3Dpoca6p 
4nkTr3
D (S D ) = D.a« exp -3qN 1 + 2 y + 2 y 2
2 nr 4 4nr3 (1 - y )2 (1 - y )3 .
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Assuming there is a temperature gradient;
D F i j = " F iF j (ri + r j)2<vi + v j)Dt
where;
V = 4nr3 D£
3a3 kT2
d £ = CQmD(VD) + Q sD(SD) + Q D(VT)] L_ exp (-Le/kT>
6 a
To apply these equations the cavity size distribution must be 
defined. For simplicity, this distribution was assumed to be 
Gaussian. Both the mean and the standard deviation are required to 
define a Gaussian distribution. Since the mean cavity radius is one 
of the variables plotted in the maps, only the standard deviation 
needs to be specified. Measured cavity distributions, [Goodhew and 
Tyler '81, Mikhlin et al '84 and Marochov et al ’87], have standard 
deviations which lie between 0.1r and 0.3r, where T  is the mean 
cavity radius. Since all values of the standard deviation within 
this range gave the same calculated rate of growth to one 
significant figure, the standard deviation was assumed to be 0.2r.
Vacancy collection and emission (page 117). The rate of growth of 
the mean cavity radius by vacancy collection was given as;
dr = DmCve < 1 - expC - <P - 2y/r) a3 /kT D> 
dt r
If this equation predicts a negative growth rate then it describes 
vacancy emission or shrinkage.
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Ostwald ripening (page 74). The rate of growth of the mean cavity 
radius by ripening was given as;
dr = DQ exp < -Q/kT )
'dt ~
Absorption; during irradiation (page 118). The growth rate by 
absorption of gas atoms during irradiation was given as;
dr = flGN(Ft - M) 
dt 4Nnr2
Re-solution; during irradiation (page 118). The rate of shrinkage 
by re-solution of gas atoms during irradiation was given as;
dr = flbM 
dt 4Nnr2
Loop punching (page 75). The pressure required to punch out a loop 
of interstitials was given as;
P = 2y + jib In (r/b) 
r 2nr (1 - v)
Gas pressure (page 134). The gas pressure was calculated using the 
following equation of state;
PV = 1 + y + y2 - y3
NkT (1 - y>3
The equilibrium gas pressure was found using the simple expression;
P = 2y/r
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The mapped parameters
The parameters of interest in a cavity population are likely to be 
the cavity size distribution, the cavity density, the total cavity 
volume and the growth rate under the selected conditions. The 
parameters which have been mapped in this project are the mean 
cavity size, the temperature and the cavity density. Other 
parameters which could equally well have been plotted are the total 
cavity volume, gas pressure and gas density.
5.2 The experimental basis for the maps
All maps are based on our current understanding of the mechanisms 
involved and on the experimental data available. The more complete 
this data is, the more accurate and trustworthy the maps. Although 
experimental data on cavity growth is limited, some is available.
In this thesis are presented maps for cavity growth in nickel, 
niobium and uranium dioxide. Table 5.1 shows from where the 
experimental data was obtained.
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Table 5.1 Experimental studies on cavity growth
Nickel Mikhlin et al '84 
Marochov et al *87
Niobium Tyler and Goodhew *78 
Goodhew and Tyler '81
Uranium dioxide Whapham 166
Cornell and Bannister '67 
Gulden 167
Buescher and Meyer ’73 
Marlow and Kaznoff '73 
Turnbull '80
Figure 5.1 illustrates a map for niobium which shows the regime 
where experimental data are available, (blue box). The key to this, 
and all the other maps, is given in table 5.2. It should be 
emphasised that the map was designed to fit the experimental data in 
the blue box and that there is no data to support the map in other 
regions. Therefore in the region close to the box the map is 
accurate but this accuracy is likely to degenerate the further you 
go from the physical conditions outlined by this box. This is 
important since all the maps for niobium are based on the 
experimental data pictured in this figure.
Figure 5.2 illustrates a map for nickel and again shows the physical 
conditions where experimental data are available. This data forms 
the basis of all the maps for cavity growth in nickel. Since the 
experimental data available for uranium dioxide are only applicable 
to cavity migration and gas re-solution it was not possible to plot 
a similar map for uranium dioxide.
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Figure 5.1 Cavity growth mechanism map for niobium; 1000ppm helium
and 10^2 cavities per m^. The blue box shows the regime where 
experimental data are available, [Goodhew and Tyler '81],
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Table 5.2 Key to the labels used in the cavity growth mechanism 
maps.
Label Growth Mechanism
SD Migration and coalescence limited by surface diffusion
LN Migration and coalescence limited by ledge nucleation
VD Migration and coalescence limited by volume diffusion
VT Migration and coalescence limited by vapour transport
OR Ostwald ripening
VC Vacancy collection
SH Shrinkage (vacancy emission)
a b' Absorption (during irradiation)
RE Re-solution (during irradiation)
The total growth rates are plotted as contour lines marked in units 
of log(nras-1).
Contour Value Cavity Growth Rate
10 1x10^nms-^
5 1x10^nms“ ^
3 1000nms-^
1 10nms*"^
-1 O.lnrns"^
-5 Inm per day
-10 1nm per 300 years
ip
-20 1nm per 3x10 years
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Figure 5.2 Cavity growth mechanism map for nickel; 10000ppm helium
and temperature 1023K. The blue line represents experimental 
results, [Marochov et al '87].
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The data used in the mapping routine
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The importance of the materials data can be seen from the above 
equations. Even a small change in some of these values can have a 
significant effect; an example of this is Ostwald ripening in 
niobium. It is possible to completely eliminate ripening from the 
niobium maps by changing the pre-exponent for helium diffusion by 
less than four orders of magnitude. The materials data used in this 
chapter are given in the appendix.
5.3 The maps
In this section a collection of maps are presented which demonstrate 
their use. Since each map is only applicable to certain fixed 
conditions, an exhaustive study would require a great many maps. As 
a result, it is not the aim of this section to produce a map for 
every possible condition but rather to indicate their use and to 
draw some general conclusions.
Figure 5.3 shows four maps representing the growth of helium 
cavities in niobium. These maps form a series of decreasing cavity 
density; (a) 1022m"^, (b) 1021m-^, (c) 1020m“^ and (d) 101 m^**^.
For the highest cavity density migration and coalescence is the 
dominant growth mechanism but as the cavity density decreases the 
distance between cavities increases and so the rate of coalescence 
declines. Growth by the absorption of vacancies or ripening then 
dominates. The contours show that while cavity growth is very rapid
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above 0.7Tm it is insignificant below 0.4Tm indicating how vital 
temperature is in the field of radiation damage.
Figure 5.4 shows four maps of decreasing cavity density for the 
growth of voids in nickel. Although voids might be expected to 
shrink by the emission of vacancies, these maps show that they are 
more likely to grow, while the cavity density is high. This is 
because although each individual void will generally emit more 
vacancies than it absorbs, void coalescence ensures their mean size 
increases.
Figures- 5.5a and 5.5b illustrate maps for voids in niobium. Since 
the cavity density is 10^. and 1 0 ^ m“3 respectively they can be 
compared with the similar maps for nickel, (figures 5.4b and 5.4d). 
In both cases the regime where growth is dominated by migration and 
coalescence is larger in niobium than nickel. Also the rate of 
growth is greater in the niobium maps. However, this is mainly 
because the temperature axis is plotted in terms of the melting 
point which happens to be considerably larger in niobium. The 
melting point of niobium is 2770K while that of nickel is 1726K.
Figures 5.5c and 5.5d represent maps for the growth of helium 
cavities in nickel. Since the helium concentration is 1000ppm and 
the cavity density is 1021 and l O ^ m -^ respectively, they can be 
compared to figures 5.3b and 5.3d for niobium. The difference in 
these maps is mainly due to the ripening growth rate in niobium 
being several orders of magnitude larger. However, since the 
parameters for growth by ripening in niobium are not accurately
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known, too much emphasis should not he put on this conclusion.
On figures 5.6c and 5.6d lines are drawn which represent bubbles at 
their equilibrium and loop punching pressure. In the region to the 
left of the line representing the loop punching pressure the maps 
may not be accurate since these cavities might be expected to punch 
out platelets of interstitials.
Figure 5.7 shows four maps which illustrate the growth of helium 
cavities in nickel. In these maps the ordinate has been replaced 
with cavity density. This was easily achieved since the mapping 
routine contains information on all of the parameters involved and 
so it was simply a case of specifying the three parameters to be 
plotted.
Figures 5.8a and 5.8b are maps for the growth of helium cavities in 
nickel when a temperature gradient is present. This has the effect 
of increasing growth by migration and coalescence, especially at 
high temperatures. These two maps clearly show that this growth is 
very dependent on the extent of the temperature gradient and 
indicates that this may be important in reactor shielding. Figures 
5.8c and 5.8d show that similar conclusions can be drawn for 
niobium.
Figures 5.9a and 5.9b are maps illustrating the growth of fission 
gas cavities in uranium dioxide. The gas concentration is 1000ppm 
and the cavity density is lO1  ^ and 1021m“^ respectively. There is 
no temperature gradient imposed but continuous irradiation at
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5 .0x10^9 fissions nf3s-1 iS included. Interestingly, below 0.6Tm 
cavities shrink because gas atoms are knocked out by fission 
fragments. The growth rate in these two maps is generally slower 
than previously.
Figures 5.9c and 5.9d are maps for the growth of fission gas 
cavities in uranium dioxide when there is a temperature gradient and 
continuous irradiation. The cavity density is 10^* per m^ and the 
gas concentration is 1000ppm in both cases. The temperature 
gradient is 10^ and 10%/m respectively. The temperature gradient 
causes the growth by migration and coalescence to increase by 
several orders of magnitude and gives some indication of the cavity* 
growth expected near the centre of a fuel pin under irradiation.
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Figure 5.3 Maps for the growth of helium cavities in niobium. 
Gas concentration 1000pmm. Cavity density; (a) 1022m”3, (b)
102^m”^, (c) 102®m“3 and (d) 1 0 ^ m “^. (Pre-exponent for helium
diffusion is 2x10“:Jm‘:is-1)
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Figure 5.4 Maps for the growth of voids in nickel. Cavity density;
(a) l O ^ m  3^ 1 0 ^ m  (c) 1 0 ^ m  ^ and (d)
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Figure 5.5 (a) and (b); Voids in niobium. Void density 1021 and
respectively. (c) and (d); Helium cavities in nickel. Gas
1000ppm and cavity density 10 respectivelycone
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Figure 5.6 (a) and (b); Helium cavities in niobium. Gas conc.
lOOOppm and cavity density 101  ^ and 1021m-  ^ respectively. Helium
diffusion pre-exponent 2x10“^m2s-1. (c) and (d); Helium cavities
in nickel. Gas conc. lOOOppm and cavity density 102  ^ and 1 0 ^ m-3
respectively. Red and blue lines represent cavities at their loop
punching and equilibrium pressure respectively.
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Figure 5.7 Helium cavities in nickel. Gas conc. lOOOppm and
temperature; (a) 600K, (b) 800K, (c) 1000K and (d) 1200K.
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Figure 5.8 Helium conc. lOOOppm, cavity density 1020m (a) and
Cb); Helium cavities in nickel with a temperature gradient of
lO^K/m and lO^K/m respectively. (c) and '(d); Helium cavities in
niobium with a temperature gradient of 103K/m and 103K/m
respectively
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Figure 5.9 Fission gas cavities in UC>2 . Gas conc. lOOOppm and 
continuous irradiation at 5 .0 x 1 0 1  ^ fissions m“^s-1 . (a) and (b);
Cavity density 1 0 ^  and 10^^m“^ respectively. (b) and (d); Cavity 
density 102 0m”^ and temperature gradient IQ1* and lO^K/m
respectively.
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5.4 Conclusions
In order to produce realistic maps it is necessary to know 
accurately the values of the materials data involved. Since cavity 
growth experiments are often difficult and time consuming, data are 
often not available or are known with little accuracy. It follows 
that the maps shown in the previous pages are approximate and only 
serve to give a general guideline to the growth expected. However, 
this is of considerable use since without maps it would be difficult 
to even hazard a guess to the likely growth mechanism and rate in 
many technologically important situations. If the growth mechanism 
can be deduced it may then be possible to suggest ways of impeding 
this growth. Mapping may therefore play a part in the choice of 
future reactor materials.
Mapping is a convenient way of extrapolating the limited 
experimental data available. Using a small amount of data, maps 
have been produced for many varied conditions. However, it is 
important to realise that the more the conditions vary from the 
original experiment, the more inaccurate the map is likely to be.
Maps may also help in the planning of experiments. Since they 
highlight regimes where a particular growth mechanism and rate are 
expected, experiments can be designed to study the individual growth 
mechanisms.
Figures 5.9c and 5.9d show predictions of the cavity growth in a 
uranium dioxide fuel pin during irradiation. The lowest temperature
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(0.2Tm) on the map roughly corresponds to that at the outer edge of 
a pin while the highest temperature (1.0Tm) to that at its centre. 
These maps show that cavity growth is significant above 0.6Tm 
indicating that large cavities may form near the centre of a fuel 
pin. This would cause significant, and possibly dangerous, 
swelling. However, many fuel pins have been shaped to accommodate 
this swelling, [George and Board ’87]. The re-solution of gas atoms 
is most effective at lower temperatures, which agrees with the 
review by Turnbull ['80].
Figure 5.8 gives some indication of the cavity growth to be expected 
in the shielding of a future fusion reactor and clearly shows that 
the first wall temperature must be kept as low as possible at all 
times to avoid dangerous swelling.
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6 Conclusions
Cavity Migration
1, Below 0.8Tm the migration of cavities in crystals is often 
limited by surface diffusion of adatoms.
2, Gas atoms in cavities hinder surface diffusion. This effect 
increases with gas pressure and so is especially apparent in small 
or overpressurised cavities.
3, The equation below has been successfully used to fit results for 
cavity migration in different materials at different temperatures. 
Although this fit was encouraged by the values used for the 
materials data, it still indicates that this equation correctly 
describes how the different diffusion mechanisms combine.
Db (Total) = ( D(VD) + D(SD) + D(VT) ) L_ exp(-Le/kT)
6a
where; D(VD> = 3 & m a 3  
4 n r 3
D(VT> = 3 D p 0(a6P 
4 n k T r 3
D(SD) = Dsa^ exp -3qN 1 + 2y + 2y2
2 nr4 4nr3 (1 - y)2 (1 - y>3 .
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Cavity Growth
1, Our study on cavity growth clearly shows that different growth 
mechanisms can be dominant in different regions of the same cavity 
population. It follows that while cavities in one region may grow 
rapidly, cavities in an adjacent region may not grow at all. This 
highlights the error which may arise if the population is regarded 
as a single entity.
2, The many different growth processes combine in a simple additive 
manner. However, in the majority of situations only one or two 
processes will be significant.
3, Dense gas inside cavities may restrict their migration to such an 
extent that they are effectively immobile, which rules out any 
cavity coalescence.
Cavity Growth Mechanism Maps
1, Mechanism maps can be used in the design and interpretation of 
experiments. If an experiment is required to study one particular 
growth mechanism then the appropriate map shows the conditions under 
which this mechanism is expected to dominate. The map will also 
indicate how fast the process is expected to occur. Alternatively, 
given some information on the experimental conditions or the rate 
then the dominant mechanism can often be deduced.
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2, Mechanism maps can be used to extrapolate the limited 
experimental data available to regions of considerable technological 
interest. Maps have been presented which give some indication of 
the growth expected in uranium dioxide fuel pins and the future 
fusion reactor first wall. Clearly these maps are limited in their 
accuracy but as more experimental data becomes available they can be 
systematically improved.
Appendix
7 Appendix
This appendix contains the materials data used to produce the cavity 
growth mechanism maps in chapter 5.
Table 1 Gas specific data.
Parameter Value Reference
Atomic radius (helium) 0.176nm Tennent ’79
Atomic radius (krypton) 0 .2 0 1 nm Tennent .79
Atomic radius (xenon) 0 .2 2 1 nm Tennent 179
Atomic mass (helium) 6.65x10“2*^ kg Tennent '79
Atomic mass (krypton) 1.39x10"25kg Tennent .79
Atomic mass (xenon) 2.18x10~25kg Tennent ’79
The vapour pressure (mmHg) may be represented by the equation, 
[Brandes * 83 3;
log(p > = -A/T + B + Clog(T) + 10~3DT
where A, B, C, and D are constants specific to each element and are 
given in tables 2 , 3 and 4.
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Table 2 Nickel specific data.
Parameter Value Reference
Melting point 1726K Tennent ’79
Atomic radius 0.124nm Tennent '79
Atomic mass 9.79x10"26kg Tennent ’79
Density 8.90gcm“3 Harrison '75
Atomic separation 0.25nm Boyer and Gall '85
Surface energy 1 .9Jm”^ Maiya and Blakely ’67
Vacancy diffusion (Dv) 1.9x10“^m2 s_1 Brown and Ashby '79
Vacancy diffusion (Q) 2.90eV Brown and Ashby '79
Surface diffusion (Ds) 1.28x10“^m^s“^ Maiya and Blakely '67
Surface diffusion (Q) 1.74eV Maiya and Blakely ’67
Helium diffusion (Do) 1x 10 “^m^s"’^
Helium diffusion (Q) 3.87eV Rothaut and Schroeder
_?q q
Adatora interaction volume 3.5x10 ^mJ
Ledge energy 1 .2 x 10" 1 1Jm" 1
Heat of vapourization 3.86eV Brandes ’83
Heat of transport (SD) (-Qs/2) 0.87eV
Heat of transport (VD) C-gv/2) 1.45eV
Shear modulus 7.6x1010Pa Brandes '83
Poisson’s ratio 0 . 3 6 Tennent '79
Burgers vector 2 .0 x 1 0“l0m
Vapour transport (A) 22500.0 Brandes * 83
Vapour transport (B) 13.6 Brandes *83
Vapour transport (C) -0.96 Brandes '83
Vapour transport (D) 0 . 0 Brandes ’83
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Table 3 Niobium specific data.
Parameter Value Reference
Melting point 2770K Harrison ’75
Atomic radius 0.143nm Tennent .79
Atomic mass 1.54x10"25kg Tennent *79
Density 8 .57gcm“ 3 Tennent ’795
Atomic separation 0.29nm Boyer and Gall ’85
Surface energy 1.5JnT2 Goodhew and Tyler
Vacancy diffusion (Dv) 1 .1x 10”^m^s~^ Goodhew and Tyler
Vacancy diffusion (Q) 4.18eV Goodhew and Tyler
Surface diffusion (Ds) 1.15x10+1m2s~1 Goodhew and Tyler
Surface diffusion (Q) 3.46eV Goodhew and Tyler
Helium diffusion (Do) 2 x 1 0 " 3 (2 x 10~6) m2s  ^ Goodhew '84
Helium diffusion (Q) 4.85eV Goodhew '84
Adatom interaction volume 7.6x10 ^ m 3
Ledge'energy 1 .2 x 10" 1 1Jm" 1 Goodhew and Tyler
Heat of vapourization 1.23eV Brandes '83
Heat of transport (SD) (~Qs/2) 1.73eV
Heat of transport (VD) (~Qv/2) 2.09eV
Vapour transport (A) 37650.0 Brandes '83
Vapour transport (B) 8.94 Brandes '83
Vapour transport (C) 0.715 Brandes '83
Vapour transport (D) -0.166 Brandes '83
Appendix
Table 4 Uranium dioxide specific data.
Parameter Value Reference
Melting point 2779K Harrison * 75
Atomic radius 0.138nm Tennent f79
Atomic mass (U) 3.95x10“2^kg Tennent 179
Molecular mass (U02) 4.48x10-2-^ kg Tennent ’79
Density 10.96gcm“3 Harrison '75
Atomic separation 0.35nm Buescher and Meyer
Surface energy 1.0 JnT2 Maiya '71
Vacancy diffusion (Dv) 6.8x10“9m2 s“^ Reimann and Lundy
Vacancy diffusion (Q) 4.69eV Reimann and Lundy
Surface diffusion (Ds) 34.0m2s“ 1 Maiya '71
Surface diffusion (Q) 4.69eV Maiya ’71
n Q  n
Adatora interaction volume 5.1x10 m-5
Heat of vapourization 11.26eV Brandes ’83
Heat of transport (SD) (~Qs/2) 2.35eV
Heat of transport (VD) (~Qv/2) 2.14eV
Vapour transport (A) 33120.0 Brandes ’83
Vapour transport (B) 25.7 Brandes *83
Vapour transport (C) -4.03 Brandes *83
Vapour transport (D) 0.0 Brandes '83
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