weld. Weld quality depends on various features of bead geometry, mechanical-metallurgical characteristics of the weld as well as on weld chemistry. Moreover, the cumulative effect of combined aforesaid quality features determines the extent of joint strength that determines functional aspects if the weld is subjected to practical field of application. Therefore, preparation of a satisfactory good quality weld seems to be a challenging job. Complete knowledge regarding the mode of influence of the process control parameters and their interactions are to be exactly known prior to select an optimal process environment capable of producing desired quality weld. However, SAW optimization is a difficult task due to simultaneous fulfillment of multi-quality features which should be close to the desired target value at the optimal setting. In practice, it may happen that an improvement of one response may cause severe loss to another quality feature for a particular parametric combination. Tay and Butler (1996) proposed an application of an integrated method using experimental designs and neural network technologies for modeling and optimizing a metal inert gas (MIG) welding process. Correia et al. (2004) used Genetic Algorithm (GA) to decide near-optimal settings of a GMAW welding process. Dongcheol et al. (2002) suggested the use of Genetic Algorithm and Response Surface Methodology (RSM) for determining optimal welding conditions. Hsien-Yu Tseng (2006) proposed an integrated approach to address the welding economic design problem. The integrated approach applied general regression neural network (NN) to approximate the relationship between welding parameters (welding current, electrode force, welding time, and sheet thickness) and the failure load. An analytical formula was generated from the trained general regression neural network, and the mathematical model for the economic welding design was constructed. GA was then applied to resolve the mathematical model and to select the optimum welding parameters. These parameters were recommended for use to obtain the preferred welding quality at the least possible cost. Zhao et al. (2006) focused on the performance -predicting problems in the spot welding of the body-galvanized steel sheets. Artificial Neural Networks (ANNs) were used to describe the mapping relationship between welding parameters and welding quality. After analyzing the limitation that existed in standard back propagation (BP) networks, the original model was optimized based on a lots of experiments. A lot of experimental data about welding parameters and corresponding spot-weld quality were provided to the ANN for study. The results showed that the improved BP model can predict the influence of welding currents on nugget diameters, weld indentation and the shear loads ratio of spot welds. The forecasting precision was quite high satisfying the practical application value. Pasandideh and Niaki (2006) presented a new methodology for solving multi-response statistical optimization problems. This methodology integrates desirability function and simulation approach with a genetic algorithm. The desirability function was used for modeling the multi-response statistical problem whereas the simulation approach generated required input data and finally the genetic algorithm was implemented to optimize the model. Praga-Alejo et al. (2008) highlighted that the Neural Network (NN) with GA as a complement are good optimization tools. The authors compared its performance with the RSM that is generally used in the optimization of the process, particularly in welding.
Many designed experiments require the simultaneous optimization of multiple responses. The common trend to tackle such an optimization problem is to develop mathematical models of the responses. These indicate the entire process behavior. The effect of process parameters on different responses can be analyzed from the developed models. Multiple linear regression and Response Surface Methodology are two common tools available for developing the mathematical models of the responses as a function of process parameters. Depending on the requirement, each quality features/responses are optimized (maximized or minimized) to determine the optimal setting of the parameters. However, this method is applicable for the optimization of a single objective function. In a multiobjective case, it is essential to convert these multiple objectives to an equivalent single objective function which has to be optimized finally.
A common approach is to use a desirability function combined with an optimization algorithm to find the most desirable settings. In the desirability function approach, individual response desirability values are calculated depending on the target as well as prescribed tolerance limit of the response variables. Individual desirability values are then aggregated to calculate the overall desirability value. The optimal setting is one which can maximize the overall desirability. In doing so, a mathematical model is required for overall desirability. The model is then optimized finally. However, as the number of factors that affect the complexity of a multiple response problem increases, conventional optimization algorithms can fail to find the global optimum. For these situations, a common approach is to implement a heuristic search procedure like the GA and ANN or other optimization algorithms like Controlled Random Search (CRS) Price, W. L. (1977) . However, it has been found that GA was adapted many times by previous researchers; less effort was made on application of CRS and even PSO in optimizing features of submerged arc weld. In consideration of the above, the present study aims at evaluating a near optimal parameter setting for the optimization of bead geometry parameters of a submerged arc weld. The study proposes integrating RSM-based desirability function approach and a PSO algorithm for multi-response optimization of SAW. Bead geometry parameters of submerged arc weld on mild steel were selected as multi-objective responses and they were optimized to select the optimal process environment. Finally, the study concludes the effectiveness and application feasibility of the proposed integrated approach.
Desirability Function (DF) Approach
Individual desirability values related to each of the quality parameters are calculated using the formula proposed by Derringer and Suich in1980.
There are three types of desirability function: Lowerthe-Better (LB), Higher-the-Better (HB) and Nominalthe-Best (NB). In the present investigation, for reinforcement and bead width LB criteria; and for penetration depth HB criteria have been selected. This is because, the objective of the work was to minimize reinforcement and bead width (to reduce weld metal consumption) and to maximize penetration depth as strength of the welded joint directly depends on penetration depth. The NB criterion is generally selected in cases where responses have their fixed target value.
(1)
The individual response desirability values were accumulated to calculate the overall desirability, using the following Eq. (7). Here, D is the overall desirability value, d i is the individual desirability value of ith quality characteristic and n is the total number of responses. w i , is the individual response weightage. 
Response Surface Methodology (RSM)
The response function that represents any of the output features of the weldment can be expressed as An individual desirability value using the Lower-thebetter (LB) criterion is shown in Fig. 1 . The value of ŷ is expected to be the lower the better. When ŷ is less than a particular criteria value, a desirability value i d equal to 1; if ŷ exceeds a particular criteria value, the desirability value equals to 0. i d varies within the range 0 to 1. The desirability function of the Lower-thebetter (LB) criterion can be written as below (Eqs. 1 to 3). Here, min y denotes the lower tolerance limit ofŷ , the max y represents the upper tolerance limit of ŷ and r represents the desirability function index, which is to be assigned previously according to the consideration of the optimization solver. If the corresponding response is expected to be closer to the target, the index can be set to the larger value, otherwise a smaller value. An individual desirability value using the Higherthe-better (HB) criterion is shown in Fig. 2 . The value of ŷ is expected to be the higher the better. When ŷ is exceeds a particular criterion value, according to the requirement, the desirability value i d is equals to 1; if ŷ is less than a particular criteria value, ie. less than the acceptable limit, the desirability value is equals to 0. The desirability function of the Higher-the-better (HB) criterion can be written as below (Eqs. 4 to 5). Here, min y denotes the lower tolerance limit ofŷ , the max y represents the upper tolerance limit of ŷ and r represents the desirability function index, which must have been previously according to the consideration of the optimization solver. If the corresponding response is expected to be closer to the target, the index can be set to the larger value, otherwise to a smaller value. The selected relationship is a second-degree response surface, which is expressed as follows: - (9) The Response Surface Methodology (RSM) is an efficient tool, which is widely applied for modeling the output response(s) of a process in terms of the important controllable variables and then finding the operating conditions that optimize the response. The Eq. (9) can be written as a multiple linear regression model as follows: -(10)
The method of least squares can be used to estimate the regression coefficients in Eq. (10). In this study regression coefficients were computed by statistical software package MINITAB (Release 14).
Particle Swarm Optimization (PSO) Algorithm
Particle swarm optimization (PSO) is a populationbased stochastic optimization technique developed by Dr. Eberhart and Dr. Kennedy in 1995, inspired by the social behavior of bird-flocking or fish-schooling.
PSO shares many similarities with evolutionary computation techniques such as Genetic Algorithms (GA). The system is initialized with a population of random solutions and searches for optima by updating generations. However, unlike GA, PSO has no evolution operators such as crossover and mutation. In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles.
Each particle keeps track of its coordinates in the problem space which is associated with the best solution (fitness) it has achieved so far. (The fitness value is also stored.) This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the neighbors of the particle. This location is called lbest. When a particle takes all the population as its topological neighbors, the best value is a global best and is called gbest.
The particle swarm optimization concept consists of, at each time step, changing the velocity of (accelerating) each particle toward its pbest and lbest locations (local version of PSO). Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pbest and lbest locations.
In the past several years, PSO has been successfully applied in many research and application areas. It has been demonstrated that PSO gets better results in a faster, cheaper way than other methods.
Another reason that PSO is attractive is that there are few parameters to adjust. One version, with slight variations, works well in a wide variety of applications. Particle swarm optimization was used for approaches that can be used across a wide range of applications, as well as for specific applications focused on a specific requirement.
Experimentation
Bead-on-plate submerged arc welding (on mild steel plates of thickness 10 mm) was carried out following 34 full factorial design which consists of 81 combinations of voltage (OCV), wire-feed rate, traverse speed and electrode stick-out. Each process control parameters was varied in three different levels during experiments. Interaction effects of process parameters were assumed negligible in the present study. Three responses related to features of bead geometry viz. bead width, reinforcement and depth of penetration were selected in the present study. A copper coated electrode wire of diameter 3.16 mm (AWS A/S 5.17:EH14) was used during the experiments. Welding was performed with flux (AWS A5.17/SFA 5.17) with grain size 0.2 to 1.6 mm with basicity index 1.6 (Al 2 O3+MnO 2 35%, CaO+MgO 25% and SiO 2 +TiO 2 20% and CaF 2 15%). The experiments were performed on a Submerged Arc Welding Machine-INDARC AUTOWELD MAJOR (Maker: IOL Ltd., India). While the weld was being made, the specimens were prepared for metallographic test. Features of bead geometry (macrostructure) were observed in Optical Trinocular Metallurgical Microscope (Make: Leica, GER- 10 10 11 11 12 12 13 13 14 14 1  2  3  4  5  2  2  2  6  7  2  8  9  1 0  1 1   12  13  14 , ,
, . Table 1 ). The design of experiment (DOE) and collected experimental data, related to individual quality indicators of bead geometry are listed in Appendix (Table  2) . These data were utilized in proposed integrated optimization approach, to be discussed later.
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Results and Discussions of Proposed Optimization Approach

Calculation of Individual Desirability Values and Overall Desirability Function
The flow chart of the approach is furnished below in Appendix (Fig. 3) . Response data were transformed to their individual desirability values using a desirability function approach (Fuller, D. and Scherer, W., 1998) . These are shown in Table 3 . For depth of penetration HB (Higher-the-better) and for reinforcement as well as bead width LB (Lower-the-better) criteria were selected. The index of desirability function was the selected one. In this computation the minimum and maximum values of each response (Table 2) were denoted as y min and y max respectively. Individual desirability values of the responses were clustered to calculate the overall desirability value (Table  3) . It was assumed that all responses are equally important. The same weight was assigned to all responses.
Development of Response Surface Model of Overall Desirability
RSM was applied to derive a mathematical model of overall desirability. Overall desirability was expressed as a function of four process control parameters. The model consists of linear, square (quadratic) and interaction terms of the process parameters affecting the overall desirability value. The constant term and coefficients of the factors/interaction of factors were evaluated with the statistical-software package Minitab (Release 14). Minitab's multiple linear regression approach was used to derive this model (Eq. 11). 
Step 1: Selection of appropriate desirability function
Step 2: Transformation of response data into invidual desirability values
Step 3: Calculation of overall desirability
Step 4: Mathematical modeling of overall desirability using RSM
Step 5: Check for model adequacy
Step 6: Optimization PSO algorithm
Step The extent of the significance of presence of factors (and interaction of factors) within the model was checked with the Analysis of Variance method (ANOVA) ( Table 4) . Based on the calculated P-value (probability of significance) of the terms (from Table 4 ) under considerations, insignificant terms (P-value less than 0.05) were excluded and the final reduced model consisting of significant terms was derived (Eq. 12). This model was optimized (maximized) finally using PSO a algorithm. 
Particle Swarm Optimization (PSO)
In the present study, the reduced mathematical model for overall desirability (Eq. 12) was optimized using a PSO algorithm. It is a constrained optimization problem since the experimental domain was defined by the bounds on the process variables (V, Wf, Tr and N). The objective is to maximize (Eq. 12) subject to the bounds on the process variables. The values of the parameters of the PSO algorithm used here as follows:
Population size= 50, Range of Velocity Variation v max = +4, v min = -4, Maximum number of iteration = 100, Weighting factor = 0.8, Decrement factor (alpha) = 0.9 and Social parameters C1 = 2.0 and C2 = 2.0. By trial and error the values of the aforesaid parameters were chosen so as to improve an objective function value (overall desirability) at the optimal setting.
After optimization the optimal setting becomes:
(Optimal value of overall desirability becomes 0.707). Figure 4 shows the convergence curve in PSO. Due to non-availability of optimal factors value within equipment's provision, a compromise has to be made. The optimal setting should be modified and set to:
After evaluating the optimal parameter settings, the next step is to predict and verify the enhancement of quality characteristics using the optimal parametric combination. Table 5 reflects the satisfactory result of confirmatory experiment. It indicates that the quality of the weld has improved.
Conclusions
Weld quality in SAW depends on features of bead geometry, mechanical-metallurgical characteristics of the weld as well as on weld chemistry. The weld quality improvement is treated as a multi-factor, multi-objective optimization problem. The practical application of SAW requires efficient optimization methodology because process parameters are expected to interact in a complex manner. Therefore, any optimization algorithm must seek to identify interaction effects of input factors and be incorporated in the course of an optimization procedure in a convenient way for developing an efficient methodology. The developed methodology based on RSM, desirability function and PSO algorithm can be applied in practice for continuous quality improvement and off-line quality control. The desirability Function approach converts each of the responses (objectives) into their individual desirability value. Corresponding to each objective, these individual desirability values are then accumulated to compute the overall/composite desirability function, which is to be optimized (maximized) finally. RSM has been applied to derive a mathematical model of overall desirability represented as a function of process control parameters. This mathematical model has been optimized within an experimental domain. Although the paper considers SAW, the procedure is quite generic and can be applied to any process where complex relations among input and output parameters are difficult to predict. 
