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Re´sume´
Version franc¸aise. Il est connu que le crochet de´rive´ d’un e´le´ment de Maurer-Cartan d’une alge`bre
de Lie diffe´rentielle gradue´e (DGLA) de´finit une alge`bre de Leibniz diffe´rentielle gradue´e. Il est connu
aussi que un morphisme de Lie infini entre DGLAs envoie un e´le´ment de Maurer-Cartan sur un autre
e´le´ment de Maurer-Cartan. E´tant donne´s un morphisme Lie-infini, un e´le´ment de Maurer-Cartan et
son image, nous construisons entre leurs alge`bres de Leibniz diffe´rentielles gradue´es un morphisme de
Leibniz infini, et ce de fac¸on totalement explicite. Nous utilisons cette construction pour retrouver
une formule de Dominique Manchon a` propos du commutateur du produit-e´toile.
English Abstract. The derived bracket of a Maurer-Cartan element in a differential graded Lie
algebra (DGLA) is well-known to define a differential graded Leibniz algebra. It is also well-known
that a Lie infinity morphism between DGLAs maps a Maurer-Cartan element to a Maurer-Cartan
element. Given a Lie-infinity morphism, a Maurer-element and its image, we show that both derived
differential graded Leibniz algebras are related by a Leibniz-infinity morphism, and we construct it
explicitely. As an application, we recover a well-known formula of Dominique Manchon about the
commutator of the star-product.
Mots-clefs : Alge`bres de Leibniz, alge`bre de Lie-infinies, formalite´ et quantification.
Keywords : Leibniz algebras, Lie-infinity algebras, formality and quantization.
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1 Introduction
Il y a dans la litte´rature sur la quantification deux faits bien connus concernant les alge`bres de Lie
gradue´es diffe´rentielles (que l’on appellera dore´navant DGLA).
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21. Un Lie∞-morphisme entre deux DGLA g et g
′ induit une application entre e´le´ments de Maurer-
Cartan de g et e´le´ments de Maurer-Cartan de g′ [4, 5, 13].
2. Avec un e´le´ment de Maurer-Cartan d’une DGLA g, on peut de´finir une alge`bre de Leibniz
diffe´rentielle gradue´e (ce que l’on appellera DGLeibA) sur g[1], dont le crochet est ce que l’on
appelle le crochet de´rive´ [6, 8].
Donnons-nous un Lie∞-morphisme Φ entre deux DGLA g et g
′ et un e´le´ment de Maurer-Cartan α de g.
Par le premier point, on peut lui associer un e´le´ment de Maurer-Cartan β de g′. Par le second point, on
peut utiliser α et β pour construire des DGLeibA. A notre connaissance, personne ne s’est pose´ la question
suivante : existe t-il un morphisme Leibniz-infini de la DGLeibA g[1] vers la DGLeibA g′[1] ? Pour donner
un sens pre´cis a` cette question, il nous faut de´finir ce que l’on entend par morphisme Leibniz-infini, ce
que l’on appellera un Leib∞-morphisme. Nous utilisons ici des ide´s similaires a` [1]. Rappelons d’abord
qu’une DGLA (g, [·, ·], d) induit sur la coge`bre (S+(g[−1]),∆) une code´rivation Q de carre´ nul. Celle-ci a
deux coefficients de Taylor e´ventuellement non nuls : le premier coefficient de Taylor est donne´ par d, et
le second est le donne´ par le crochet. Re´ciproquement, toute code´rivation Q de carre´ nul sur la coge`bre
gradue´e (S+(g[−1]),∆) dont les coefficients de Taylor sont tous nuls sauf e´ventuellement le line´aire et le
quadratique induit une structure de DGLA.
Pour les alge`bres de Leibniz gradue´e, il faudra remplacer alge`bre syme´trique par alge`bre tensorielle
T (g[−1]). La comultiplication est alors toujours donne´e par la formule explicite que nous rappellerons
dans l’e´quation (1), et qui est, comme dans la cas syme´trique, l’unique morphisme d’alge`bres gradue´es
T (g[−1])→ T (g[−1])⊗T (g[−1]) dont la restriction a` g est donne´e par x 7→ x⊗ 1+1⊗x pour tout x ∈ g.
Une difficulte´ est que cette comultiplication n’est pas colibre sur g. Il reste par contre vrai que structure
de DGLeibA induit une code´rivation de carre´ nul de cette coge`bre [9, 10, 12]. La notion de coefficient de
Taylor garde un sens (non-canonique) et, dans ce cas, les deux seuls coefficients e´ventuellement non-nuls
sont la diffe´rentielle, et le crochet de Leibniz.
Nous pouvons alors de´finir les morphismes Leib∞ entre deux DGLeibA comme e´tant les morphismes
de coge`bres qui respectent ces code´rivations. Notre question a maintenant un sens pre´cis. Nous montrons
dans cet article que la re´ponse est oui : il existe un Leib∞-morphisme de la DGLeibA g[1] vers la DGLeibA
g
′[1]. Nous en de´crivons les coefficients par re´currence d’une fac¸on explicite. Qui plus est, la re´ponse est
loin d’eˆtre triviale : les formules que nous obtenons sont riches en structures et font ressortir des proprie´te´s
subtiles des alge`bres de Leibniz.
Expliquons la construction. Une premie`re complication, comme on l’a dit, est que la coge`bre tensorielle
T (g) (avec g un espace vectoriel gradue´) n’est pas colibre sur g. Lorsque l’on traite des alge`bres de Leibniz,
l’identite´ de Jacobi sugge`re un choix lorsque l’on fait des battages : il faut se contenter des sommes que
nous appelons respectueuses et que l’on note
•∑
. Pour faire comprendre le principe, rappelons que l’identite´
de Jacobi pour les Leibniz s’e´crit :
[x1, [x2, x3]]− [[x1, x2], x3]− (−1)
|x1||x2|[x2, [x1, x3]] = 0.
pour tous x1, x2, x3 ∈ g homoge`nes. Dans cette formule, les signes obe´issent aux lois de Koszul. L’ordre
dans les lesquels les indices apparaissent obe´it a` la loi suivante : les parenthe´sages sont d’abord des
battages : c’est-a`-dire que dans les parenthe`ses l’ordre est respecte´. Mais on ne conserve dans les battages
que ceux qui pre´servent l’ordre du plus grand e´le´ment de la parenthe`se. Par exemple [[x2, x3], x1] ne peut
apparaˆıtre car 3 > 1. D’une manie`re ge´ne´rale, ces sommes sont de´finies ainsi :
•∑
I1⊔...⊔Ij=[1;n]
=
∑
I1⊔...⊔Ij=[1;n]
I1,...,Ij 6=∅,p(I1)<...<p(Ij )
ou` p(I) est le plus grand e´le´ment de I pour toute partie I ⊂ [1;n] = {1, . . . , n}.
Une autre difficulte´ est un phe´nome`ne assez classique quand on fait de la de´formation : il faut bien
choisir les cobords. C’est-a`-dire que pour e´tendre le morphisme au degre´ supe´rieur, on doit chercher
une certaine quantite´ dont l’image par une diffe´rentielle est contrainte. E´videmment, on peut ajouter a`
la quantite´ cherche´e un cobord plus ou moins arbitraire (en tenant compte e´ventuellement des autres
contraintes). Ne´anmoins, un mauvais choix dans cet ajout peut empeˆcher de continuer la construction
a` un ordre plus e´leve´. Cela signifie en particulier que l’on ne pouvait pas re´pondre a` la question par de
simples conside´rations cohomologiques.
3Une dernie`re subtilite´ est qu’il faut briser la syme´trie. Par exemple, une partie des coefficients de
Taylor sera donne´e par une application de l’alge`bre tensorielle vers l’alge`bre syme´trique qui est de´finie
ainsi :
x1 ⊗ · · · ⊗ xn 7→ (−1)
|x1|+···+|xn|Q1(x1) · · ·Q1(xn−1) · xn
pour tous x1, . . . , xn ∈ g.
De´crivons maintenant le the´ore`me principal de notre article. Soit F un Lie∞ morphisme d’une DGLA
g vers une DGLA g′. Soit α un e´le´ment de Maurer-Cartan de g et β son image par F .
Nous allons donner des formules tre`s explicites car nous pensons que le lecteur expert peut comprendre
la logique de notre construction en se contentant de regarder celles-ci. Nous reprendrons les constructions
plus au de´tail tout au long du texte. On note les de´rive´es d’ordre n en α par T nαF (voir section 3.1 pour
un rappel de cette notion). On de´finit une suite d’applications Bjn : ⊗
n
g → g′ avec n ≥ 1 et j ≥ 0 par
re´currence. Les premiers termes sont construits ainsi :
B01(x1) = T
1
αF(x1).
Ensuite, pour tout entier naturel n supe´rieur ou e´gal a` 2 et pour tous x1, . . . , xn ∈ g, on impose :
B0n(x1 ⊗ ...⊗ xn) = (−1)
|x1|+...+|xn−1| T nαF
(
Qα,1(x1) · · ·Qα,1(xn−1) · xn
)
.
Ici, Qα,1 = Q1 + Q2(α, ·) est la diffe´rentielle associe´ a` l’e´le´ment de Maurer-Cartan α (Q1 e´tant la
diffe´rentielle de g et Q2 son crochet de Lie gradue´ syme´trique). Enfin, on construit pour tout n ≥ 3
et j ∈ {1, ..., n− 2} une relation de re´currence sur j par :
Bjn(x1 ⊗ ...⊗ xn) =
1
j
•∑
I⊔J=[1;n]
εx(I, J) (−1)
|xI |(|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|(xI).B
j−k−1
|J| (xJ )
)
.
Ici, Q′2 est le crochet de Lie gradue´ syme´trique de g
′ (a` ne pas confondre avec le crochet de´rive´). Le signe
εx(I, J) obe´it a` la re`gle de Koszul. dans la formule ci-dessus, |I| est le cardinal de I ⊂ {1, . . . , n}. On
convient que Bjn = 0 pour j ≥ n− 1.
The´ore`me. Soit F un Lie∞ morphisme d’une DGLA g vers une DGLA g
′. Soit α un e´le´ment de
Maurer-Cartan et g et β son image par F .
Les applications (Bn)n≥1 de´finies par Bn :=
∑
j≥0 B
j
n sont les coefficients de Taylor d’un Leib∞-
morphisme entre les alge`bres de Leibniz diffe´rentielles gradue´es associe´es a` α et β.
On voit bien que les formules ci-dessus brisent la syme´trie et qu’elles font appel a` la notion de somme
respectueuse. Qui plus est, comme mentionne´ ci-dessus, le choix des cobords est important. Par exemple
si on ajoute a` B2 un terme du type [B1(x1),B1(x2)], on obtient toujours un prolongement d’ordre 2
mais on peut montrer qu’on ne peut pas le prolonger a` l’ordre 3. On voit aussi que ce Leib∞-morphisme
n’est pas obtenu comme une composition du Lie∞-morphisme F avec des d’ope´rations entre les alge`bres
syme´triques et tensorielles gradue´es.
Comme application, nous retrouvons une formule due a` Dominique Manchon [11] qui montre que la
de´rive´e de l’application de formalite´ de Kontsevich n’est pas un morphisme d’alge`bres de Lie formelles
et que le de´faut est donne´ par la de´rive´e seconde.
2 Les alge`bres de Leibniz gradue´es diffe´rentielles
Commenc¸ons par de´finir l’objet principal de notre e´tude.
De´finition 1.
1. Une alge`bre de Leibniz gradue´e diffe´rentielle est un triplet (g, [., .], d) ou` g est un espace vectoriel
gradue´ g = ⊕i∈Zgi muni
a) d’un crochet [., .] (=application biline´aire g× g 7→ g de degre´ 0)
b) d’un endomorphisme d : g 7→ g de degre´ +1
4tels que et tels que pour tous x, y, z homoge`nes :
[x, [y, z]] = [[x, y], z] + (−1)|x||y|[y, [x, z]]
d([x, y]) = [dx, y] + (−1)|x|[x, dy]
d2 = 0
2. Une alge`bre de Lie gradue´e diffe´rentielle est une alge`bre de Leibniz gradue´e diffe´rentielle pour
laquelle le crochet est antisyme´trique gradue´ :
[x, y] = −(−1)|x||y|[y, x].
3. Si g est une alge`bre de Lie gradue´e diffe´rentielle. Un e´le´ment α de g1 est dit de Maurer-Cartan
s’il ve´rifie :
dα−
1
2
[α, α] = 0.
Pour α ∈ g1 , on pose
dα := [α, .]− d = adα − d.
Lemme 1. Soit (g, [·, ·], d) une alge`bre de Leibniz gradue´e diffe´rentielle. Pour tout α ∈ g de degre´ 1, les
conditions suivantes sont e´quivalentes :
(i) (dα)
2 = 0
(ii) pour tout x ∈ g, la relation [dα − 12 [α, α], x] = 0 est satisfaite.
En particulier, ces conditions sont ve´rifie´es si (g, [·, ·], d) est une alge`bre de Lie gradue´e diffe´rentielle et
α est de Maurer-Cartan.
On pose pour x, y ∈ g :
[x, y]α = [(−1)
|x|dα(x), y].
On adopte la notation habituelle sur le de´calage de graduation. Ainsi, si V est un espace vectoriel gradue´
et n un entier relatif, un vecteur est de degre´ j dans V [n] s’il est de degre´ j − n dans V . Le crochet [·, ·]α
de´fini ci-dessus est de degre´ 0 sur g[1].
Proposition 1 (Crochet de´rive´ [6, 8]). Soit (g, [·, ·], d) une alge`bre de Leibniz gradue´e diffe´rentielle. Pour
tout α ∈ g de degre´ 1 qui satisfait les conditions e´quivalentes du Lemme 1, le triplet (g[1], [., .]α, dα) est
une alge`bre de Leibniz gradue´e diffe´rentielle.
Cette proposition est en ge´ne´ral e´nonce´e pour α un e´le´ment Maurer-Cartan d’une alge`bre de Lie
gradue´e diffe´rentielle (g, [., .], d), mais la ge´ne´ralisation ci-dessus est e´vidente.
3 Alge`bres de Lie et de Leibniz homotopiques
3.1 Lie∞-alge`bres
On rappelle brie`vement quelques notions de´sormais devenues classiques sur les alge`bres de Lie a`
homotopie pre`s, ou alge`bres L∞. Soit V un espace vectoriel gradue´, l’alge`bre syme´trique de V est de´finie
par
S(V ) := T (V )/〈x⊗ y − (−1)|x||y|y ⊗ x〉.
On appelle Sn(V ) l’image de V ⊗n dans ce quotient et on de´finit une graduation par S(V ) = ⊕n≥0S
n(V ).
On conside`re aussi
S+(V ) := ⊕n≥1S
n(V ).
L’alge`bre S+(V ) est munie d’une comultiplication coassociative :
∆(x1...xn) =
∑
I⊔J=[1;n]
I,J 6=∅
εx(I, J)xI ⊗ xJ ,
ou` εx(I, J) de´signe la signature de l’effet sur les xi impairs de la permutation appele´e ”battement” ou
”battage” consistant a` ranger d’abord les e´le´ments de I en ordre, puis ceux de J .
5The´ore`me 1. [2]-[4]. Soient i un entier et V , V ′ des espaces vectoriels gradue´s. Conside´rons deux
suites d’applications line´aires Qn : S
n(V ) −→ V et Fn : S
n(V ) −→ V ′ de degre´s respectifs i et 0.
Alors il existe une unique code´rivation Q de degre´ i de S+(V ) et un unique morphisme de coge`bres
F : S+(V ) −→ S+(V ′) dont les Qn et les Fn sont les coefficients de Taylor respectifs. De plus, Q et F
sont donne´s par :
Q(x1 . . . xn) =
∑
I⊔J=[1;n]
I,J 6=∅
εx(I, J)QI(xI).xJ
tandis que
F(x1 . . . xn) =
∑
j≥1
1
j!
∑
I1⊔...⊔Ij=[1;n]
I1,...,Ij 6=∅
εx(I1, . . . , Ij) F|I1|(xI1) . . .F|Ij |(xIj ).
De´finition 2.
1. Une alge`bre de Lie homotopique ou L∞-alge`bre est une paire (V,Q), ou` V est un espace vectoriel
gradue´, et ou` Q est une code´rivation de degre´ 1 de la coge`bre (S+(V ),∆) ve´rifiant [Q,Q] = 0. On
rappelle que [Q,Q] = 2Q2.
2. Un L∞-morphisme entre alge`bres de Lie homotopiques est un morphisme de coge`bres gradue´es :
F : S+(V )→ S+(V ′)
ve´rifiant :
F ◦Q = Q′ ◦ F
3. La de´rive´e d’ordre k d’un L∞-morphisme F en un point α de degre´ 0 et ve´rifiant Q(e
α − 1) = 0
est de´finie par :
T kαF(x1, · · · , xk) =
∑
n≥0
1
n!
Fn+k(x1 · · ·xk.α · · ·α)
Le cas particulier V = g[−1] ou` (g, [, ], d) est une alge`bre de Lie diffe´rentielle gradue´e est tre`s important
et admet des applications tre`s inte´ressantes dans la the´orie de la quantification par de´formation. Dans ce
cas, le champ de vecteurs Q sur S+(g[−1]) a des coefficients de Taylor nuls sauf les deux premiers :
Q1(x) = (−1)
|x|dx et Q2(x.y) = (−1)
|x|(|y|−1)[x, y],
ou` |x| de´signe le degre´ de x dans g, et l’e´quation [Q,Q] = 0 traduit les trois relations qui de´finissent une
alge`bre de Lie gradue´e diffe´rentielle.
3.2 Leib∞-alge`bres
Comme on a vu dans la section pre´ce´dente, les alge`bres L∞, en particulier les DGLA, sont encode´es par
des code´rivations de carre´ nul d’alge`bres syme´triques gradue´es. Pour les alge`bres de Leibniz diffe´rentielles
gradue´es, comme le crochet n’est plus syme´trique gradue´, ce codage ne peut plus se faire avec des alge`bres
syme´triques gradue´es. Il peut se faire, ne´anmoins, avec des alge`bres tensorielles gradue´es. Pre´cisons ce
point.
Pour alle´ger les e´critures et e´viter l’introduction de nouvelles notations, dans la suite un sous-ensemble
fini de N est toujours repre´sente´ par {i1, ..., ik} avec i1 < i2 < ... < ik.
Soit V un espace vectoriel gradue´, l’alge`bre tensorielle pointe´e T+(V ) munie de la comultiplication :
∆(x1 ⊗ ...⊗ xn) =
∑
I⊔J=[1;n]
I,J 6=∅
εx(I, J) xI
⊗
xJ , (1)
est une coge`bre cocommutative. Elle n’est pas colibre sur V . La notion de code´rivation de carre´ nul garde
e´videmment un sens et on de´finit les alge`bres de Leibniz infinies comme e´tant les paires (V,Q), ou` V est
un espace vectoriel gradue´, et ou` Q est une code´rivation de degre´ 1 de la coge`bre (T+(V ),∆) ve´rifiant
[Q,Q] = 0.
6Les morphismes entre tels objets sont les morphismes de coge`bres qui respectent les code´rivations.
La notion de coefficients de Taylor demande a` eˆtre pre´cise´e, car T+(V ) n’est pas colibre. Cependant, on
peut choisir une fac¸on de construire des code´rivations et des morphismes de coge`bres en partant d’une
suite d’applications comme dans le cas de l’alge`bre syme´trique [4]. Le choix pour les code´rivations est
motive´ par la construction analogue au cas syme´trique d’un champ de vecteur et celui pour les morphismes
nous paraˆıt naturel.
On a alors la proposition suivante :
Proposition 2. Soit V un espace vectoriel gradue´.
1. Conside´rons une suite d’applications line´aires Qn : T
n(V ) −→ V de degre´ q ∈ Z. Conside´rons
l’application Q de T+(V ) dans T+(V ) de´finie par
Q(x1 ⊗ ...⊗ xn) =
∑
k≥1
∑
i1<...<ik
εx,i1,...,ik x1 ⊗ ...⊗ xˇi1 ⊗ ...⊗Qk(xi1 ⊗ ...⊗ xik)⊗ xˇik ⊗ ...⊗ xn
ou` le signe obe´it aux re`gles usuelles a` condition de conside´rer que Qk est de de degre´ q, c’est-a`-
dire :
εx,i1,...,ik := εx′({i1, ..., ik}, {0, 1, ..., n} \ {i1, ..., ik})
avec x′0 = Qk est de degre´ q et x
′
l = xl pour tout l ∈ {1, ..., n}. L’application Q est une code´rivation
de degre´ q dont les projections sur V sont donne´es par les Qn.
2. Soit Fn : T
n(V ) −→ V ′ une suite d’applications de degre´ 0. L’application F de T+(V ) dans
T+(V ′) de´finie par
F(x1 ⊗ · · · ⊗ xn) =
•∑
I1⊔···⊔Ij=[1;n]
εx(I1, . . . , Ij)F|I1|(xI1)⊗ · · · ⊗ F|Ij|(xIj )
est un morphisme de coge`bres dont les projections sur V ′ sont donne´es par les (Fn)n∈N.
On qualifiera ces code´rivations et ces morphismes de bien faites et on continuera a` appeler, pour tout
n ≥ 1, coefficients de Taylor la projection Qn : c→ V et Fn :: V
⊗n → V ′ sur V ou V ′ de leur restriction
a` : V ⊗n.
Proposition 3. Soient V et V ′ deux espaces vectoriels gradue´s, Q et Q′ des de´rivations bien faites sur V
et V ′ et F : T (V )→ T (V ′) un morphisme bien fait. Alors Q′ ◦F = F ◦Q si et seulement si la projection
sur V ′ de la quantite´ Q′ ◦ F −F ◦Q est nulle. Dans le cas ou` Q = Q1 +Q2 et Q
′ = Q′1 +Q
′
2, cela donne
comme condition ne´cessaire et suffisante les relations :
Fn ◦Q1 (x1 ⊗ · · · ⊗ xn) + Fn−1 ◦Q2 (x1 ⊗ · · · ⊗ xn) =
Q′1 ◦ Fn (x1 ⊗ · · · ⊗ xn)
+
•∑
I⊔J=[1;n]
εx(I, J) Q
′
2
(
F|I|(xI)⊗F|J|(xJ )
)
Supposons maintenant que V = g[−1] ou` g est un espace vectoriel muni d’un crochet [, ] de degre´ 0 et
d’un endomorphisme d de degre´ 1. Pour x, y ∈ g posons :
Q1(x) = (−1)
|x|dx et Q2(x⊗ y) = (−1)
|x|(|y|−1)[x, y],
ou` |x| de´signe le degre´ de x dans g.
Appelons Q la code´rivation construite a` partir de Q1 et Q2 comme dans la proposition pre´ce´dente. On a
bien
Q2(x) = Q21(x)
et
Q2(x⊗ y) = Q21(x)⊗ y + x⊗Q
2
1(y) +Q1(Q2(x⊗ y) +Q2(Q1(x)⊗ y) + (−1)
|x|−1Q2(x⊗Q1(y)),
7Un calcul direct montre que pour tout entier naturel n supe´rieur a` 3 et pour tout x1, ..., xn dans g[−1]
on a :
Q2(x1 ⊗ ...⊗ xn) =
n∑
i=1
x1 ⊗ ...⊗Q
2
1(xi)⊗ ...⊗ xn +
∑
i<j
εx({i, j}, {1, ..., n} \ {i, j})
x1 ⊗ ...⊗ xˇi ⊗ ...⊗
(
Q1
(
Q2(xi ⊗ xj)
)
+Q2
(
Q1(xi)⊗ xj
)
+ (−1)|xi|−1Q2
(
xi ⊗Q1(xj)
))
⊗ xˇj ⊗ ...⊗ xn
+
∑
i<j<k
εx({i, j, k}, {1, ..., n} \ {i, j, k}) x1 ⊗ ...⊗ xˇi ⊗ ...⊗ xˇj ⊗ ...
⊗
(
Q2
(
Q2(xi ⊗ xj)⊗ xk
)
+ (−1)|xi|−1Q2
(
xi ⊗Q2(xj ⊗ xk)
)
+ (−1)|xi|(|xj|−1)Q2
(
xj ⊗Q2(xi ⊗ xk)
))
⊗ xˇk ⊗ ...⊗ xn.
Pour voir que les termes du type :
x1 ⊗ ...⊗Q1(xi)⊗ xˇi ⊗ ...⊗ xˇj ⊗ ...⊗Q2(xj ⊗ xk)⊗ xˇk ⊗ ...⊗ xn
se simplifient, il suffit de remarquer qu’un tel terme apparaˆıt quand on applique Q1 a` Q2(x1 ⊗ ...⊗ xn)
sans que Q1 et Q2 ne se rencontrent mais aussi quand on applique Q2 a` Q1(x1 ⊗ ...⊗ xn) sauf que dans
ce cas Q2 est passe´ au dessus de Q1, ce qui fait naˆıtre un signe oppose´.
On de´duit alors la proposition suivante, qui ge´ne´ralise quelques re´sultats de [9, 10] :
Proposition 4. Soient (g, [·, ·], d), un espace vectoriel gradue´, muni d’une application biline´aire de degre´
0 et une application line´aire de degre´ +1. Soit Q comme ci-dessus. Alors Q2 = 0 si et seulement si
(g, [·, ·], d) est une alge`bre de Leibniz diffe´rentielle gradue´e.
4 De Lie a` Leibniz
Soient (g, [, ], d) et (g′, [, ]′, d′) deux alge`bres de Lie gradue´es diffe´rentielles .On a donc deux L∞-alge`bres
(S+(g[−1]), Q) et (S+(g′[−1]), Q′). Supposons qu’il existe un L∞-morphisme F entre ces deux L∞-
alge`bres.
Soit α un e´le´ment de Maurer-Cartan de g, on a donc :
Q1(α) +
1
2
Q2(α.α) = 0.
Posons :
β =
+∞∑
n=1
1
n!
Fn(α...α) = pr(F(e
α − 1)) ∈ g′1.
Les relations suivantes de´coulent du lemme 2 rappele´ ci-dessous :
F(eα − 1) = eβ − 1.
(Q′1(β) +
1
2
Q′2(β.β))e
β = Q′(eβ − 1) = Q′(F(eα − 1)) = F(Q(eα − 1)) = 0.
Il en suit que β est un e´le´ment de Maurer-Cartan de g′.
En conside´rant les structures de´rive´es correspondantes a` α et β, on obtient deux alge`bres de Leibniz
gradue´es diffe´rentielles (g[1], [., .]α, dα) et (g
′[1], [., .]′β , d
′
β) (et par suite deux alge`bres de Leibniz ’homoto-
piques’) :
8(T+(g[1][−1], Qα) = (T
+(g), Qα) et (T
+(g′), Qβ).
Pre´cise´ment, on a :
Qα,1(x) = (−1)
|x|+1dα(x) , Qα,2(x⊗ y) = (−1)
(|x|+1)|y|[x, y]α
et
Q′β,1(x) = (−1)
|x|+1d′β(x) , Q
′
β,2(x⊗ y) = (−1)
(|x|+1)|y|[x, y]′β .
Le lemme suivant est une re´e´criture de celle donne´e dans [4] et [11] qui utilise les notations du paragraphe
pre´ce´dent et le fait que pour tout x dans g
Qα,1(x) = Q1(x) +Q2(x.α).
Le calcul se fait dans l’alge`bre syme´trique de´cale´e, c’est-a`-dire dans S+(g[−1]) et S+(g′[−1]). En particu-
lier, les signes εx(I1, ..., Ij) sont ceux qui apparaissent dans cette alge`bre. Par exemple, εx,2 = (−1)
|x1|−1
si |x1| est le degre´ de x1 dans g.
Lemme 2. [4]-[11] Soit F : S+(g[1]) → S+(g′[1]) un L∞-morphisme d’une DGLA (g, [·, ·], d) vers une
DGLA (g′, [·, ·]′, d′). Soit α ∈ g un e´le´ment de Maurer-Cartan. Pour tout x1, ..., xn ∈ g, on a :
F(x1...xn.e
α) =
(∑
j≥1
•∑
I1⊔...⊔Ij=[1;n]
εx(I1, ..., Ij) T
|I1|
α F(xI1 )...T
|Ij|
α F(xIj )
)
eβ .
Q(x1...xne
α) =
( n∑
i=1
εx,i x1...xˇiQα,1(xi)...xn
+
∑
i<j
εx,i,j x1...xˇi...Q2(xi.xj)xˇj ...xn
)
eα.
De´finissons maintenant une suite d’applications de T n(g) dans g′. On pose
B01(x1) = T
1
αF(x1)
et pour tout entier naturel n supe´rieur ou e´gal a` 2
B0n(x1 ⊗ ...⊗ xn) = (−1)
|x1|+...+|xn−1| T nαF
(
Qα,1(x1)...Qα,1(xn−1).xn
)
.
C’est-a`-dire, en utilisant les notations pre´ce´dentes
B0n(x1 ⊗ ...⊗ xn) = εx,n T
n
αF
(
Qα,1(x1)...Qα,1(xn−1).xn
)
.
Pour tout n ≥ 3, on de´finit Bjn par une relation de re´currence sur j ∈ {1, ..., n− 2} de la fac¸on suivante :
Bjn(x1 ⊗ ...⊗ xn) =
1
j
•∑
I⊔J=[1;n]
εx(I, J) (−1)
|xI |(|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|(xI).B
j−k−1
|J| (xJ )
)
.
Ici, |I| de´signe le cardinal de I ⊂ {1, . . . , n}.
On convient de poser Bjn = 0 dans les autres cas. Finalement, on pose
Bn =
∑
j≥0
Bjn.
Voici le re´sultat principal de notre article :
9The´ore`me 2. Soit F un L∞-morphisme d’une DGLA (g, [·, ·], d) vers une DGLA (g
′, [·, ·]′, d′). Soit
α ∈ g1 un e´le´ment de Maurer-Cartan de (g, [·, ·], d) et β ∈ g
′
1 l’e´le´ment de Maurer-Cartan image dans g
′.
La suite d’applications (Bn)n≥1 est la suite des coefficients de Taylor d’un Leib∞-morphisme B : T
+(g)→
T+(g′) entre les alge`bres de Leibniz diffe´rentielles gradue´es (g, [·, ·]α, dα) et (g
′, [·, ·]′β, d
′
β).
La preuve de ce the´ore`me est une conse´quence des deux propositions 5 et 6 suivantes. Conside´rons la
quantite´ :
C0n(x1 ⊗ ...⊗ xn) =
(
B0n ◦Qα,1 + B
0
n−1 ◦Qα,2 −Q
′
β,1 ◦ B
0
n
)
(x1 ⊗ ...⊗ xn)
Proposition 5. Pour tout entier naturel n supe´rieur ou e´gal a` 2 et pour tout x1, ..., xn dans g
C0n(x1 ⊗ ...⊗ xn) =
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)Q
′
β,2
(
B01(xI)⊗ B
0
n−1(xJ )
)
+
•∑
I⊔J=[1;n]
|I|≥2
(−1)|xI |εx(I, J)Q
′
2
(
B0|I|
(
Qα,1(xI)
)
⊗ B0|J|(xJ )
)
De´monstration : En utilisant le lemme 2 et en remarquant que Q2α,1 = 0, on peut voir que la projection
de la relation (e´crite dans S+(g′[−1])) :
F ◦Q
(
Qα,1(x1)...Qα,1(xn−1).xne
α
)
= Q′ ◦ F
(
Qα,1(x1)...Qα,1(xn−1).xne
α
)
se traduit par :
εx′,n T
n
αF
(
Qα,1(x1)...Qα,1(xn−1).Qα,1(xn)
)
+
∑
i<j<n
εx′,i,j T
n−1
α F
(
Qα,1(x1)... ˇQα,1(xi)...Q2
(
Qα,1(xi).Qα,1(xj)
)
. ˇQα,1(xj)...xn
)
+
n−1∑
i=1
εx′,i,n T
n−1
α F
(
Qα,1(x1)... ˇQα,1(xi)...Q2
(
Qα,1(xi).xn
))
=Q′β,1
(
T nαF
(
Qα,1(x1)...Qα,1(xn−1).xn
))
+
•∑
I⊔J=[1;n]
εx′(I, J)Q
′
2
(
T |I|α F(x
′
I).T
|J|
α F(x
′
J )
)
ou` x′i = Qα,1(xi) si i < n et x
′
n = xn.
Or Q2
(
Qα,1(xi).Qα,1(xj)
)
= −Qα,1
(
Qα,2(xi ⊗ xj)
)
et Q2
(
Qα,1(xi).xn
)
= (−1)|xi|Qα,2(xi ⊗ xn).
En multipliant par εx′,n l’e´galite´ devient :
T nαF
(
Qα,1(x1)...Qα,1(xn−1).Qα,1(xn)
)
+
∑
i<j<n
εx′,i,j(−εx′,n) T
n−1
α F
(
Qα,1(x1)... ˇQα,1(xi)...Qα,1
(
Qα,2(xi ⊗ xj)
)
. ˇQα,1(xj)...xn
)
+
n−1∑
i=1
εx′,i,nεx′,n(−1)
|xi| T n−1α F
(
Qα,1(x1)... ˇQα,1(xi)...Qα,2(xi ⊗ xn)
)
−Q′β,1
(
εx′,n T
n
αF
(
Qα,1(x1)...Qα,1(xn−1).xn
))
=εx′,n
•∑
I⊔J=[1;n]
|I|=1
εx′(I, J)Q
′
2
(
T 1αF(x
′
I).T
|J|
α F(x
′
J )
)
+ εx′,n
•∑
I⊔J=[1;n]
|I|>2
εx′(I, J)Q
′
2
(
T |I|α F(x
′
I).T
|J|
α F(x
′
J )
)
Pour pouvoir conclure, il faut remarquer que pour tout i ∈ {1, ..., n−1}, B0n
(
x1⊗..⊗Qα,1(xi)⊗...⊗xn
)
= 0
et qu’en passant de S+(g[−1]) a` T+(g) on a
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εx′,n = εx,n = (−1)
|x1|+...+|xn−1|, εx′,i,j = εx,i,j
et puisqu’il s’agit d’une somme respectueuse
εx′(I, J) = εx(I, J).
Enfin, il faut aussi se rappeler que T 1α est un morphisme de complexes :
T 1α ◦Qα,1 = Q
′
β,1 ◦ T
1
α,
ce qui donne le re´sultat. 
Pour tout entier naturel j supe´rieur ou e´gal a` 1 et pour tout x1, ..., xn (n ≥ j+2) dans g, on introduit :
Cjn(x1 ⊗ ...⊗ xn) =
(
Bjn ◦Qα,1 + B
j
n−1 ◦Qα,2 −Q
′
β,1 ◦ B
j
n
)
(x1 ⊗ · · · ⊗ xn)
Proposition 6. Pour tout entier naturel j supe´rieur ou e´gal a` 1 et pour tous x1, ..., xn (avec n ≥ j +2)
dans g :
Cjn(x1 ⊗ ...⊗ xn)
=
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)
j−1∑
k=0
Q′β,2
(
Bk|I|(xI)⊗ B
j−k−1
|J| (xJ )
)
+
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)
j∑
k=0
Q′β,2
(
Bk1 (xI)⊗ B
j−k
n−1(xJ )
)
+ Rjn(x1 ⊗ ...⊗ xn)− R
j+1
n (x1 ⊗ ...⊗ xn)
ou` pour tout m ∈ N∗ :
Rmn (x1 ⊗ ...⊗ xn) =
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)(−1)
|xI |+1
m−1∑
k=0
Q′2
(
Bk|I|
(
Qα,1(xI)
)
.Bm−k−1|J| (xJ )
)
.
Remarque 1. D’apre`s la proposition 5, la relation suivante est satisfaite :
C0n(x1 ⊗ ...⊗ xn) =
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)Q
′
β,2
(
B01(xI)⊗ B
0
n−1(xJ )
)
−R1n.
La preuve de la proposition 6 utilise les deux lemmes suivants :
Lemme 3. Les deux relations suivantes sont satisfaites :
Bjn
(
Qα,1(x1 ⊗ ...⊗ xn)
)
=
1
j
•∑
I⊔J=[1;n]
εx(I, J) (−1)
|xI |+1(|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|
(
Qα,1(xI)
)
.Bj−k−1|J| (xJ )
)
+
1
j
•∑
I⊔J=[1;n]
εx(I, J) (|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|(xI).B
j−k−1
|J|
(
Qα,1(xJ )
))
et :
Bjn−1
(
Qα,2(x1 ⊗ ...⊗ xn)
)
=
1
j
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J) (−1)
|xI |+1(|I| − 2)
j−1∑
k=0
Q′2
(
Bk|I|−1
(
Qα,2(xI)
)
.Bj−k−1|J| (xJ )
)
+
1
j
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|(xI).B
j−k−1
|J|−1
(
Qα,2(xJ )
))
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De´monstration : (du lemme 3). En utilisant la de´finition de Bjn, on obtient :
Bjn
(
Qα,1(x1 ⊗ ...⊗ xn)
)
=
n∑
i=1
εx,iB
j
n(x1 ⊗ ...⊗Qα,1(xi)⊗ ...⊗ xn)
=
n∑
i=1
εx,i
1
j
•∑
I⊔J=[1;n]
εx′(I, J) (−1)
|x′I |(|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|(x
′
I).B
j−k−1
|J| (x
′
J )
)
=
•∑
I⊔J=[1;n]
i∈I
εx,i
1
j
εx′(I, J) (−1)
|x′I |(|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|(x
′
I).B
j−k−1
|J| (x
′
J )
)
+
•∑
I⊔J=[1;n]
i∈J
εx,i
1
j
εx′(I, J) (−1)
|x′I |(|I| − 1)
j−1∑
k=0
Q′2
(
Bk|I|(x
′
I).B
j−k−1
|J| (x
′
J )
)
ou` x′k = xk si k 6= i et x
′
i = Qα,1(xi). On remarque que les termes de la somme
∑j−1
k=0Q
′
2
(
Bk|I|(x
′
I).B
j−k−1
|J| (x
′
J )
)
,
sont, au signe pre`s, les meˆmes termes que ceux de la somme
∑j−1
k=0Q
′
2
(
Bk|I|
(
Qα,1(xI)
)
.Bj−k−1|J| (xJ )
)
. Pour
conclure, il faut ve´rifier les signes. Si i ∈ I alors
εx′(I, J) = (−1)
∑
k<i,k∈J |xk| εx(I, J) , |x
′
I | = |xI |+ 1
par suite
εx,iεx′(I, J)(−1)
|x′I | = (−1)
∑
k<i,k∈I |xk|(−1)|xI |+1εx(I, J),
et si i ∈ J alors
εx′(I, J) = (−1)
∑
k>i,k∈I |xk| εx(I, J) , |x
′
I | = |xI |
par suite
εx,iεx′(I, J)(−1)
|x′I | = (−1)
∑
k<i,k∈J |xk|εx(I, J).
Ceci montre la premie`re formule.
Pour la seconde formule, on a aussi :
Bjn−1(Qα,2(x1 ⊗ ...⊗ xn))
=
∑
l<s
εx,l,s B
j
n−1(x
′
1 ⊗ ...⊗ x
′
n−1)
=
∑
l<s
εx,l,s
1
j
•∑
I′⊔J′=[1;n−1]
εx′(I
′, J ′) (−1)|x
′
I′
|(|I ′| − 1)
j−1∑
k=0
Q′2
(
Bk|I′|(x
′
I).B
j−k−1
|J′| (x
′
J′ )
)
=
∑
l<s
εx,l,s
1
j
•∑
I′⊔J′=[1;n−1]
s−1∈I′
εx′(I
′, J ′) (−1)|x
′
I′ |(|I ′| − 1)
j−1∑
k=0
Q′2
(
Bk|I′|(x
′
I′).B
j−k−1
|J′| (x
′
J′ )
)
+
∑
l<s
εx,l,s
1
j
•∑
I′⊔J′=[1;n−1]
s−1∈J′
εx′(I
′, J ′) (−1)|x
′
I′
|(|I ′| − 1)
j−1∑
k=0
Q′2
(
Bk|I′|(x
′
I′).B
j−k−1
|J′| (x
′
J′ )
)
ou`
x′1 = x1 ; ...;x
′
l−1 = xl−1;x
′
l = xl+1; ...x
′
s−2 = xs−1;x
′
s−1 = Qα,2(xl ⊗ xs);x
′
s = xs+1; ...;x
′
n−1 = x
′
n.
Pour l et s fixe´s tels que l < s, a` un sous ensemble I ′ de {1, ..., n− 1} on associe un sous-ensemble I de
{1, ..., n} de la fac¸on suivante :
a) si s − 1 ∈ I ′, alors I contiendra les e´le´ments de I ′ infe´rieurs strictement a` l, l et s et les autres
e´le´ments de I sont de la forme j + 1 avec j ∈ I ′ et j ≤ l.
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b) sinon I sera forme´ des e´le´ments de I ′ strictement infe´rieurs a` l et des e´le´ments de la forme j + 1
avec j ∈ I ′ et j ≤ l.
Il est clair que si s− 1 ∈ I ′, |I| = |I ′|+1 et (−1)|x
′
I′ | = (−1)|xI |+1, sinon |I| = |I ′| et (−1)|x
′
I′ | = (−1)|xI |.
Les termes du second membre de l’e´galite´ pre´ce´dente sont alors de meˆme nature que ceux de la formule
donne´e dans le lemme. Pour les signes il suffit de voir que :
Si s− 1 ∈ I ′, alors
εx′(I, J) = (−1)
∑
k<l,k∈J |xk|+
∑
l≤k<s−1,k∈J′ |xk+1|(|xl|+1) εx(I, J)
sinon
εx′(I, J) = (−1)
∑
k>s−1,k∈I′ |xk+1|+
∑
l≤k<s−1,k∈I′ |xk+1||xl| εx(I, J)

Lemme 4. Les deux relations suivantes sont satisfaites :
m∑
l=0
(
•∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1(|I| − 2)
•∑
I1⊔I2=I
|I1|≥2
εx(I1, I2)(−1)
|xI1 |Q′2
(
Q′2
(
Bl|I1|
(
Qα,1(xI1
))
.Bm−l|I2| (xI2)).B
k
|J|(xJ )
)
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
•∑
J1⊔J2=J
|J1|≥2
εx(J1, J2)(−1)
|xJ1 |Q′2
(
Bl|I|(xI).Q
′
2
(
Bm−l|J1|
(
Qα,1(xJ1)
)
.Bk|J2|(xJ2)
)))
=
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J) (−1)
|xI |(m+ 1)Q′2
(
Bm+1|I|
(
Qα,1(xI)
)
.Bk|J|(xJ )
)
+
m∑
l=0
•∑
I⊔J=[1;n]
|I|≥2,|J|≥2
εx(I, J)(−1)
|xI | Q′2
(
Bm−l|I|
(
Qα,1(xI)
)
.
•∑
J1⊔J2=J
εx(J1, J2)(−1)
|xJ1 |(|J1| − 1)Q
′
2
(
Bl|J1|(xJ1).B
k
|J2|
(xJ2)
))
et
m∑
l=0
(
•∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1(|I| − 2)
•∑
I1⊔I2=I
|I1|≥2
εx(I1, I2)Q
′
2
(
Q′β,2
(
Bl|I1|(xI1 )⊗ B
m−l
|I2|
(xI2 )
)
.Bk|J|(xJ )
)
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
•∑
J1⊔J2=J
|J1|≥2
εx(J1, J2)Q
′
2
(
Bl|I|(xI).Q
′
β,2
(
Bm−l|J1| (xJ1)⊗ B
k
|J2|
(xJ2)
)))
=
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J) (m+ 1)Q
′
β,2
(
Bm+1|I| (xI)⊗ B
k
|J|(xJ )
)
+
m∑
l=0
•∑
I⊔J=[1;n]
|I|≥2,|J|≥2
εx(I, J)(−1)
|xI | Q′2
(
Q′β,1
(
Bm−l|I| (xI)
)
.
•∑
J1⊔J2=J
εx(J1, J2)(−1)
|xJ1 |(|J1| − 1)Q
′
2
(
Bl|J1|(xJ1).B
k
|J2|
(xJ2)
))
De´monstration : (du lemme 4). Pour expliciter les calculs, on revient aux sommes respectueuses sur
trois parties de {1, ..., n}. Il faut tout simplement remarquer que si on casse le premier sous-ensemble
d’une somme respectueuse on obtient une somme respectueuse, mais que si on se´pare le deuxie`me sous-
ensemble, on obtient deux sommes dont l’une est respectueuse mais l’autre ne l’est pas. Mais cette dernie`re
le devient si on permute les deux premiers sous-ensembles, ce qui revient a` multiplier par un signe. Le
calcul se fait ainsi :
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•∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1(|I| − 2)
•∑
I1⊔I2=I
|I1|≥2
εx(I1, I2)(−1)
|xI1 |Q′2
(
Q′2
(
Bl|I1|
(
Qα,1(xI1
))
.Bm−l|I2| (xI2 )).B
k
|J|(xJ )
)
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
•∑
J1⊔J2=J
|J1|≥2
εx(J1, J2)(−1)
|xJ1 |Q′2
(
Bm−l|I| (xI).Q
′
2
(
Bl|J1|
(
Qα,1(xJ1)
)
.Bk|J2|(xJ2)
))
=
•∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1(|I| − 2)
•∑
I1⊔I2=I
|I1|≥2
εx(I1, I2)(−1)
|xI1 |Q′2
(
Q′2
(
Bl|I1|
(
Qα,1(xI1
))
.Bm−l|I2| (xI2 )).B
k
|J|(xJ )
)
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
•∑
J1⊔J2=J
|J1|≥2
εx(J1, J2)(−1)
|xJ1 |+|xI |Q′2
(
Q′2
(
Bm−l|I| (xI).B
l
|J1|
(
Qα,1(xJ1)
))
.Bk|J2|(xJ2)
)
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
•∑
J1⊔J2=J
|J1|≥2
εx(J1, J2)(−1)
|xJ1 |+|xI |(|xJ1 |+1)Q′2
(
Bl|J1|
(
Qα,1(xJ1)
)
.
(
Bm−l|I| (xI).B
k
|J2|
(xJ2)
))
=
•∑
K1⊔K2⊔K3=[1;n]
|K1|+|K2|≥3
εx(K1,K2,K3) (−1)
|xK2 |+1(|K1|+ |K2| − 2)Q
′
2
(
Q′2
(
Bl|K1|
(
Qα,1(xK1
))
.Bm−l|K2| (xK2)).B
k
|K3|
(xK3)
)
+
•∑
K1⊔K2⊔K3=[1;n]
εx(K1,K2,K3) (|K1| − 1)(−1)
|xK1 |+|xK2 |Q′2
(
Q′2
(
Bm−l|K1| (xK1).B
l
|K2|
(
Qα,1(xK2)
))
.Bk|K3|(xK3)
)
+
•∑
K1⊔K2⊔K3=[1;n]
εx(K1,K2,K3)(−1)
|xK1 ||xK2 | (|K2| − 1)(−1)
|xK1 |+|xK2 |
Q′2
(
Q′2
(
Bm−l|K2| (xK2).B
l
|K1|
(
Qα,1(xK1)
))
.Bk|K3|(xK3)
)
+
•∑
K1⊔K2⊔K3=[1;n]
εx(K1,K2,K3) (|K1| − 1)(−1)
|xK1 |+|xK2 |+ |xK1 ||xK2 |Q′2
(
Bl|K2|
(
Qα,1(xK2)
)
.
(
Bm−l|K1| (xK1).B
k
|K3|
(xK3)
))
+
•∑
K1⊔K2⊔K3=[1;n]
εx(K1,K2,K3)xK1 | (|K2| − 1)(−1)
|xK1 |+|xK2 |Q′2
(
Bl|K1|
(
Qα,1(xK1)
)
.
(
Bm−l|K2| (xK2).B
k
|K3|
(xK3 )
))
=
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J) (−1)
|xI |Q′2
[ •∑
I1⊔I2=I
εx(I1, I2)(|I1| − 1)
(
(−1)|xI1 |+1Q′2
(
Bl|I1|
(
Qα,1(xI1
)
.Bm−l|I2| (xI2 )
)
+Q′2
(
Bm−l|I1| (xI1 .B
l
|I2|
(
Qα,1(xI2)
)))
.Bk|J|(xJ )
]
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J)(−1)
|xI | Q′2
(
Bl|I|
(
Qα,1(xI)
)
.
•∑
J1⊔J2=J
εx(J1, J2)(−1)
|xJ1 |(|J1| − 1)Q
′
2
(
Bm−l|J1| (xJ1).B
k
|J2|
(xJ2)
))
En faisant la somme sur l et en utilisant le lemme 4, on de´duit le re´sultat. La preuve de la deuxie`me
formule est analogue puisque :
Q′β,2
(
Bl|I1|(xI1 )⊗ B
m−l
|I2|
(xI2 )
)
= (−1)|xI1 |Q′2
(
Q′β,1
(
Bl|I1|(xI1 )
)
.Bm−l|I2| (xI2 )
)
et :
(−1)|xI1 |Q′β,1
(
Q′2
(
Bl|I1|(xI1 ).B
m−l
|I2|
(xI2 )
))
= (−1)|xI1 |+1Q′2
(
Q′β,1
(
Bl|I1|(xI1)
)
.Bm−l|I2| (xI2 )
)
+Q′2
(
Bl|I1|(xI1).Q
′
β,1
(
Bm−l|I2| (xI2 )
))
.
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
Montrons maintenant la proposition 6.
De´monstration : On va de´montrer la re´sultat par re´currence. La remarque 1 donne l’initialisation
pour j = 0. Supposons que la proprie´te´ e´nonce´e dans la proposition 6 est vraie jusqu’a` l’ordre j − 1. On
a alors :
Cjn(x1 ⊗ ...⊗ xn) =
1
j
•∑
I⊔J=[1;n]
εx(I, J) (−1)
|xI |+1(|I| − 1)
j−1∑
k=0
Q′2(B
k
|I|(Qα,1(xI)).B
j−k−1
|J| (xJ ))
+
1
j
•∑
I⊔J=[1;n]
εx(I, J) (|I| − 1)
j−1∑
k=0
Q′2(B
k
|I|(xI).B
j−k−1
|J| (Qα,1(xJ )))
+
1
j
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J) (−1)
|xI |+1(|I| − 2)
j−1∑
k=0
Q′2(B
k
|I|−1(Qα,2(xI)).B
j−k−1
|J| (xJ ))
+
1
j
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
j−1∑
k=0
Q′2(B
k
|I|(xI).B
j−k−1
|J|−1 (Qα,2(xJ )))
+
1
j
•∑
I⊔J=[1;n]
εx(I, J) (−1)
|xI | (|I| − 1)
j−1∑
k=0
Q′2(Q
′
β,1(B
k
|I|(xI)).B
j−k−1
|J| (xJ ))
−
1
j
•∑
I⊔J=[1;n]
εx(I, J) (|I| − 1)
j−1∑
k=0
Q′2(B
k
|I|(xI).Q
′
β,1(B
j−k−1
|J| (xJ )))
=
1
j
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)
j−1∑
k=0
Q′β,2(B
k
|I|(xI)⊗ B
j−k−1
|J| (xJ ))
+
1
j
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J) (−1)
|xI |+1
j−1∑
k=0
Q′2(B
k
|I|(Qα,1(xI)).B
j−k−1
|J| (xJ ))
+
1
j
•∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1 (|I| − 2)
j−1∑
k=0
Q′2(C
j−k−1
|I| (xI).B
k
|J|(xJ ))
+
1
j
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
j−1∑
k=0
Q′2(B
j−k−1
|I| (xI).C
k
|J|(xJ ))
=
1
j
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)
j−1∑
k=0
Q′β,2(B
k
|I|(xI)⊗ B
j−k−1
|J| (xJ )) +
1
j
Rjn + V
j
n
ou` :
Rjn =
1
j
•∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1 (|I| − 2)
j−1∑
k=0
Q′2(C
j−k−1
|I| (xI).B
k
|J|(xJ ))
+
1
j
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
j−1∑
k=0
Q′2(B
j−k−1
|I| (xI).C
k
|J|(xJ ))
Il s’agit de voir qu’une fois e´crits seulement a` l’aide des B0s , les termes C
m
q ou V
m
q ( m ≥ 1) sont la somme
de deux quantite´s ”homoge`nes” vis-a`-vis du nombre d’occurrence de Q′2. Plus exactement, la premie`re
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contient m occurrences de Q′2 et l’autre quantite´ en contient m+1. Ceci n’est pas vrai pour C
0
q , la partie
ne contenant aucune occurrence de Q′2 est nulle.
La partie de V jn contenant j occurrences de Q
′
2 est donne´e par :
1
j
•∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1 (|I| − 2)
j−2∑
k=0
Q′2
([ •∑
I1⊔I2=I
|I1|≥2
εx(I1, I2)
j−k−2∑
l=0
[
Q′β,2
(
Bl|I1|(xI1 )⊗ B
j−k−l−2
|I2|
(xI2 )
)
− (−1)|xI1 |Q′2
(
Bl|I1|
(
Qα,1(xI1 )
)
.Bj−k−l−2|I2| (xI2 )
)]]
.Bk|J|(xJ )
)
+
1
j
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
j−1∑
l=1
Q′2
(
Bj−l−1|I| (xI).
[ •∑
J1⊔J2=I
|J1|≥2
εx(J1, J2)
l−1∑
k=0
[
Q′β,2
(
Bl−k−1|J1| (xJ1)⊗ B
k
|J2|
(xJ2)
)
− (−1)|xJ1 |Q′2
(
Bl−k−1|J1|
(
Qα,1(xJ1)
)
.Bk|J2|(xJ2)
)]])
=
1
j
j−2∑
k=0
j−k−2∑
l=0
[ •∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1 (|I| − 2)
•∑
I1⊔I2=I
|I1|≥2
εx(I1, I2)
Q′2
([
Q′β,2
(
Bl|I1|(xI1 )⊗ B
j−k−l−2
|I2|
(xI2 )
)
− (−1)|xI1 |Q′2
(
Bl|I1|
(
Qα,1(xI1)
)
.Bj−k−l−2|I2| (xI2)
)]
.Bk|J|(xJ )
)
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
•∑
J1⊔J2=I
|J1|≥2
εx(J1, J2)Q
′
2
(
Bj−k−l−2|I| (xI).
[
Q′β,2
(
Bl|J1|(xJ1)⊗ B
k
|J2|
(xJ2)
)
− (−1)|xJ1 |Q′2
(
Bl|J1|
(
Qα,1(xJ1)
)
.Bk|J2|(xJ2)
)])]
=
1
j
j−2∑
k=0
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)(j − k − 1)
[
Q′β,2
(
Bj−k−1|I| (xI)⊗ B
k
|J|(xJ )
)
− (−1)|xI |Q′2
(
Bj−k−1|I|
(
Qα,1(xI)
)
.Bk|J|(xJ )
)]
+
1
j
j−2∑
k=0
j−k−2∑
l=0
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J)(−1)
|xI |Q′2
([
Q′β,1
(
Bl|I|(xI)
)
− Bl|I|
(
Qα,1(xI)
)]
.
•∑
J1⊔J2=J
εx(J1, J2)(−1)
+|xJ1 (|J1| − 1)Q
′
2
(
Bj−k−l−2|I| (xJ1).B
k
|J2|
(xJ2)
))
=
1
j
j−2∑
k=0
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)(j − k − 1)
[
Q′β,2
(
Bj−k−1|I| (xI)⊗ B
k
|J|(xJ )
)
−Q′2
(
Bj−k−1|I|
(
Qα,1(xI)
)
.Bk|J|(xJ )
)]
+
1
j
j−2∑
l=0
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)(j − l − 1)
[
Q′β,2
(
Bl|I|(xI)⊗ B
j−l−1
|J| (xJ )
)
−Q′2
(
Bl|I|
(
Qα,1(xI)
)
.Bj−l−1|J| (xJ )
)]
=
1
j
j−1∑
k=1
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)k
[
Q′β,2
(
Bk|I|(xI)⊗ B
j−k−1
|J| (xJ )
)
−Q′2
(
Bk|I|
(
Qα,1(xI)
)
.Bj−k−1|J| (xJ )
)]
+
1
j
j−2∑
k=0
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)(j − k − 1)
[
Q′β,2
(
Bk|I|(xI)⊗ B
j−k−1
|J| (xJ )
)
−Q′2
(
Bk|I|
(
Qα,1(xI)
)
.Bj−k−1|J| (xJ )
)]
=
j − 1
j
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)
j−1∑
k=0
Q′β,2
(
Bk|I|(xI)⊗ B
j−k−1
|J| (xJ )
)
+
j − 1
j
Rjn
Pour les termes contenant (j + 1) occurrences de Q′2, on commence par remarquer que
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•∑
I⊔J=[1;n]
|I|=1
εx(I, J)Q
′
β,2
(
Bk1 (xI)⊗ B
m−k
n−1 (xJ )
)
=
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)(−1)
|xI |Q′2
(
Bk1
(
Qα,1(xI)
)
Bm−kn−1 (xJ )
)
.
On peut donc rajouter ces termes a` −Rm+1n et on supprime la condition |I| ≥ 2. Il n’est pas difficile de
voir que dans les e´galite´s du lemme 3, la suppression des conditions |I1| ≥ 2 et |J1| ≥ 2 dans le premier
membre se traduit par la suppression de la condition |I| ≥ 2 dans le second membre. Les termes contenant
(j + 1) occurrences de Q′2 seront alors :
1
j
j−1∑
k=0
j−k−1∑
l=0
[ •∑
I⊔J=[1;n]
|I|≥3
εx(I, J) (−1)
|xI |+1 (|I| − 2)
•∑
I1⊔I2=I
|I1|≥2
εx(I1, I2)
Q′2
(
(−1)|xI1 |Q′2
(
Bl|I1|
(
Qα,1(xI1 )
)
.Bj−k−l−1|I2| (xI2 )
)
.Bk|J|(xJ )
)
+
•∑
I⊔J=[1;n]
|J|≥2
εx(I, J) (|I| − 1)
•∑
J1⊔J2=I
|J1|≥2
εx(J1, J2)Q
′
2
(
Bj−k−l−1|I| (xI).
(−1)|xJ1 |Q′2
(
Bl|J1|
(
Qα,1(xJ1)
)
.Bk|J2|(xJ2)
))]
Par les meˆmes transformations que ci-dessus, ces termes sont e´gaux a`
1
j
j−1∑
k=0
•∑
I⊔J=[1;n]
εx(I, J)(j − k)Q
′
2
(
Bk|I|
(
Qα,1(xI)
)
.Bj−k|J| (xJ )
)]
+
1
j
j∑
k=1
•∑
I⊔J=[1;n]
εx(I, J)(k)Q
′
2
(
Bk|I|
(
Qα,1(xI)
)
.Bj−k|J| (xJ )
)]
=
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)
j∑
k=0
Q′β,2
(
Bk1 (xI)⊗ B
j−k
n−1(xJ )
)
−Rj+1n (x1 ⊗ ...⊗ xn).

De´montrons maintenant le the´ore`me 2.
De´monstration : Donnons-nous des applications Bn : T
n
g → g′ de degre´ 0 qui ve´rifient les relations
suivantes :
Bn ◦Qα,1 (x1 ⊗ · · · ⊗ xn) + Bn−1 ◦Qα,2 (x1 ⊗ · · · ⊗ xn) =
Q′β,1 ◦ Bn (x1 ⊗ · · · ⊗ xn)
+
•∑
I⊔J=[1;n]
εx(I, J) Q
′
β,2 (Bi(xI)⊗ Bj(xJ ))
Par la proposition 2, les applications (Bn)n≥1 s’e´tendent en un morphisme bien fait.
Par de´finition des Cjn, pour tout entier n ≥ 2 et tout x1, . . . , xn ∈ g :∑
j≥0
Cjn =
∑
j≥0
(
Bjn ◦Qα,1 +B
j
n−1 ◦Qα,1 −Q
′
β,1 ◦B
j
n
)
(x1 ⊗ · · · ⊗ xn). (2)
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Par les propositions 5 et 6, on a :∑
j≥0
Cjn = C
0
n +
∑
j≥1
Cjn
=
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)Q
′
β,2
(
B01(xI)⊗ B
0
n−1(xJ )
)
−R1n
+
∑
j≥1
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)
j−1∑
k=0
Q′β,2
(
Bk|I|(xI)⊗ B
j−k−1
|J| (xJ )
)
+
∑
j≥1
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)
∑
j≥1
j∑
k=0
Q′β,2
(
Bk1 (xI)⊗ B
j−k
n−1(xJ )
)
+
∑
j≥1
(
Rjn(x1 ⊗ ...⊗ xn)−R
j+1
n (x1 ⊗ ...⊗ xn)
)
Les termes (Rjn)j≥1 se simplifient deux a` deux :
∑
j≥0
Cjn =
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)Q
′
β,2
(
B01(xI)⊗ B
0
n−1(xJ )
)
+
∑
j≥1
•∑
I⊔J=[1;n]
|I|≥2
εx(I, J)
j−1∑
k=0
Q′β,2
(
Bk|I|(xI)⊗ B
j−k−1
|J| (xJ )
)
+
∑
j≥1
•∑
I⊔J=[1;n]
|I|=1
εx(I, J)
j∑
k=0
Q′β,2
(
Bk1 (xI)⊗ B
j−k
n−1(xJ )
)
Les sommes du coˆte´ droit se re´unissent en une seule somme par un simple jeu sur les indices :
∑
j≥0
Cjn =
•∑
I⊔J=[1;n]
εx(I, J) Q
′
β,2



∑
k≥0
Bk|i|(xI)

⊗

∑
l≥0
Bl|J|(xJ )




En comparant avec l’e´quation (2), on obtient pour tous x1, . . . , xn ∈ g :
∑
j≥0
Bjn

 ◦Qα,1 (x1 ⊗ · · · ⊗ xn) +

∑
j≥0
Bjn−1

 ◦Qα,2 (x1 ⊗ · · · ⊗ xn) =
Q′β,1 ◦

∑
j≥0
Bjn

 (x1 ⊗ · · · ⊗ xn)
+
•∑
I⊔J=[1;n]
εx(I, J) Q
′
β,2



∑
k≥0
Bk|i|(xI)

⊗

∑
l≥0
Bl|J|(xJ )




De la proposition 2, il suit que la famille (
∑
j≥0B
j
n)n≥1 est la famille des coefficients de Taylor d’un
Leib∞-morphisme bien fait. 
5 Applications et questions
Nous allons utiliser notre construction pour retrouver la formule due a` Dominique Manchon [11], qui
relie -selon ses mots- le crochet de Poisson, le commutateur du star-produit, l’application tangente du
morphisme de formalite´ de Kontsevich, et sa de´rive´e seconde.
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On prend les notations de [2]-[4]-[11], qui sont de´sormais classiques. Soit M une varie´te´ diffe´rentielle,
et soit γ ∈ Tpoly(M)[[~]] une structure de Poisson formelle. On applique notre construction a` g :=
Tpoly(M)[[~]], g
′ := Dpoly(M)[[~]], α = ~γ et F la formalite´ de Kontsevich. Conside´rons f, g ∈ C
∞(M).
D’un coˆte´, on a
Qα(f ⊗ g) = Qα,1(f)⊗ g − f ⊗Qα,1(g) +Qα,2(f ⊗ g)
= ~ (Hf ⊗ g − f ⊗Hg − {f, g}) .
Appliquons B et projetons sur Dpoly(M)[[~]]. Sachant que B2(Hf ⊗g) = 0 par de´finition de B2, on obtient
la quantite´ :
− ~ (B2(f ⊗Hg) + B1({f, g})) . (3)
D’un autre coˆte´, appliquons Q′β ◦ B a` f ⊗ g, et projetons sur Dpoly(M)[[~]]. Sachant que B2(f ⊗ g) = 0
pour des raisons de degre´, le seul terme qui reste est Q′β,2(B1(f) ⊗ B1(g)) En comparant avec (3), on
obtient la formule :
−~ (B2(f ⊗Hg) + B1({f, g})) = Q
′
β,2(B1(f)⊗ B1(g))
Or, par de´finition du crochet de Gerstenhaber et du crochet de´rive´ :
Q′β,2(B1(f),B1(g)) = [B1(f),B1(g)]
′
β = −[[⋆,B1(f)]G,B1(g)]G = −(B1(f) ⋆ B1(g)− B1(g) ⋆ B1(f)).
Utilisons les notations de [11] et notons Φ := T 1αF la de´rive´e premie`re de F et Ψ = T
2
αF la de´rive´e
seconde en α = ~γ, on obtient :
Ψ(Hf , Hg) =
1
~
(
Φ({f, g})−
Φ(f) ⋆ Φ(g)− Φ(g) ⋆Φ(f)
~
)
.
Nous finissons par un certain nombre de questions. Notre construction donne l’existence d’un Leib∞-
morphisme entre deux alge`bres de Leibniz de´rive´es. Mais il serait inte´ressant de se demander ce qu’il en
est des alge`bres de Leibniz ge´ne´rales. Par exemple, sous quelles conditions le the´ore`me de transfert reste
t-il vrai pour le contexte Leibniz ?
Par ailleurs, une question qui nous paraˆıt inte´ressante est de savoir ce qu’est un Maurer-Cartan pour
une alge`bre de Leibniz diffe´rentielle gradue´e g. Une re´ponse possible est de dire que c’est un e´le´ment de
type groupe g et de degre´ 0 dans la coge`bre (T (g[−1]),∆) telle que Dg = 0. Il n’est plus en ge´ne´ral vrai
que les e´le´ments de type groupe sont de la forme ea avec a ∈ g1 = g[−1]0. Mais ces e´le´ments doivent
exister en ge´ne´ral. Il suit du the´ore`me 2 quand on a un morphisme de DGLA, un e´le´ment de Maurer-
Cartan et son image, un morphisme d’alge`bres de Leibniz diffe´rentielles gradue´es est induit. De manie`re
ge´ne´rale, une approche inte´ressante consiste a` de´terminer les sous-ensembles stables par les morphisme
Leibniz-infinis, les e´le´ments de Maurer-Cartan n’e´tant qu’un exemple.
Enfin, le cas Tpoly(M), Dpoly(M) nous semble me´riter une e´tude plus approfondie. Nous avons pu
de´river une formule de Dominique Manchon, mais il nous semble clair que d’autres applications existent.
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