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We present a coarse-grained interaction potential that, using just one single interaction bead per
amino acid and only realistic interactions, can reproduce the most representative features of pep-
tide folding. We combine a simple hydrogen bond potential, recently developed in our group, with
a reduced alphabet for the amino acid sequence, which takes into account hydrophobic interactions.
The sequence does not pose any additional influence in the torsional properties of the chain, as it
often appears in previously published work. Our model is studied in equilibrium simulations at dif-
ferent temperatures and concentrations. At low concentrations the effect of hydrophobic interactions
is determinant, as α-helices (isolated or in bundles) or β-sheets are the most populated conforma-
tions, depending on the simulated sequence. On the other hand, an increase in concentration trans-
lates into a higher influence of the hydrogen bond interactions, which mostly favor the formation
of β-type aggregates, in agreement with experimental observations. These aggregates, however, still
keep some distinct characteristics for different sequences. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4725883]
I. INTRODUCTION
Coarse-grained models are widely used in protein and
peptide studies. This intermediate-resolution approach re-
places the individual details of the atomic forces by effective
bead-bead interactions, speeding up the sampling process.1, 2
They average out many degrees of freedom while trying to
grasp the most relevant aspects of the studied process. The ob-
tention of realistic results lies, then, on the usage of purpose-
based potentials. Many minimalist potentials can be found in
the literature (see below), often differing in the kind of infor-
mation they want to reproduce and in the extent of simplifica-
tion of the system description. Along this work, we will focus
on those potentials that aim to describe peptide folding and
aggregation, using just one bead per amino acid.
In relation to these single-bead minimalist models, many
strategies have been proposed in the last decades3, 4 to study
both peptide and protein folding. The use of just one bead
per amino acid derives in a drastic simplification of the sys-
tem, whose implications must be weighted beforehand. As
a result, this kind of models and their associated interac-
tions often needs to rely on a reference structure, as it hap-
pens in Go¯ or structure-based potentials, where all the sys-
tem interactions are built according to the native structure
of the system.5 This necessity is partially removed with so-
called Sorenson-like models,6–8 that introduce realistic driv-
ing forces, mainly hydrogen bonds and/or hydrophobic inter-
actions. Although they rely on physics-based principles, they
also need an a priori knowledge of a reference secondary
structure for the parametrization of the local geometry of the
a)Present address: Institut für Mathematik, Freie Universität, 14195 Berlin,
Germany.
chain, which helps to avoid an unspecific hydrophobic col-
lapse of the chains.
In other cases, the information from a reference structure
is completely removed and just physics-based forces apply in
the system.9–12 However, the large simplification of single-
bead descriptions often limits the scope of these studies, that
are blind to some characteristic features of peptides, such as
sequence-dependent effects. “Average” peptides with generic
attractive interactions have been considered instead,10, 12 lead-
ing to interesting conclusions which are, however, sequence-
insensitive. Some heteropolymers have been modeled using a
similar background, but using sequences without a biological
meaning.13
As a more complex alternative, other authors have used
models in which several interaction centers per residue are
used to describe the geometry of the peptide chain.14 These
models allow for a more accurate description of some of the
present interactions, but result in a higher computational cost.
We precisely try to find results comparable to these models,
without such a detailed description of the polypeptide chain.
In this work, we present a single-bead minimalist
potential that includes the effect of sequence without any
bias towards reference structures. We have included three
physics-based interaction terms: backbone hydrogen bonds,15
hydrophobic interactions between different types of residues,
and a sequence-independent dihedral term that controls the
chain stiffness without imposing any secondary structure.
We have based the two latter on a widely used and accepted
Sorenson-like potential,6 where we have removed any infor-
mation about reference states or a priori constrains related to
secondary structures. This simple yet realistic potential has
been developed thanks to a thorough analysis of geometric
protein properties.
0021-9606/2012/136(21)/215103/9/$30.00 © 2012 American Institute of Physics136, 215103-1
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Peptides have traditionally been a very relevant tool for
the understanding of biological systems,16, 17 as they share
the same building blocks as proteins (the individual amino
acids) and can hold some keys about the behavior of full pro-
teins in aspects such as folding, enzymatic activity, etc. Be-
sides, peptides play an important role for testing interaction
potentials.18, 19 Their small size allows extensive analysis at a
moderate computational cost, constituting therefore valuable
model systems for further (and larger) protein studies.
Currently, peptides have also become the object of many
computational and experimental efforts from the scientific
community, due to their relevance in aggregation studies and
their connection to neurodegenerative diseases.20 In fact, eval-
uating the behavior of amyloid-forming peptides sheds light
on some key factors of aggregation, such as the role of con-
centration and sequence in this process.21, 22
Our goal in this article includes the design of the potential
mentioned above and its use for the evaluation of sequence-
dependent effects in peptide systems, using for that purpose
simple sequences (i.e., with very regular distributions of hy-
drophobic and hydrophilic residues). We have simulated two
different sequences (either α-prone or β-prone) under dif-
ferent temperature and concentration conditions, observing
a proper sensitivity of our model towards changes in these
variables. We have analyzed how sequence modifies the ener-
getic and structural landscape on these peptide systems, build-
ing schematic “structural phase diagrams” in terms of those
variables.
The study of these peptide systems provides, in addition,
a valuable tool to understand how hydrophobic and hydro-
gen bonds balance in low concentration conditions (where a
native-like behavior is expected) and high concentration ones
(where aggregates are said to be favored).23 In fact, recent
studies relate the competition between folding and aggrega-
tion to an inversion on the relationship between these two
driving forces.24
We have to remark that the potential introduced in this
work is not directly aimed towards the solution of the protein
folding problem. This is a too complex problem for the sim-
ple approach we are using here. What we try to do is to find
the simplest geometric model (i.e., one single center of inter-
action per amino acid) able to reproduce the most distinctive
features of peptide behavior in solution, including sequence-
dependent folding and aggregation above a certain concen-
tration. Moreover, we try to do this by using only realistic
driving forces, namely, backbone hydrogen bonds and hy-
drophobic interactions. As far as we know, this is the first time
all these requirements are simultaneously fulfilled since, as
previously described, other models either include more cen-
ters of interaction per amino acid or do not consider the effect
of sequence, or even include additional forces based on a sin-
gle desired structure.
II. METHODS
Peptides are described in our model through a single bead
per amino acid, placed at the α-carbon position. Beads within
a same peptide chain are connected through virtual bond vec-
tors, with a fixed length of 3.8 Å. The chain flexibility has
been modeled according to the chemistry of the real bonds:
the virtual bond angle associated with three consecutive beads
is allowed to range from 65◦ to 150◦.
Using this simplified representation, we aim to describe
peptide behavior in realistic terms, i.e., the model has to
be able to provide reasonable native-like geometries and re-
sponses towards changes in sequence, concentration, and tem-
perature. For this purpose, we have only used the two most
relevant physics-based interactions that are present in peptide
systems: hydrogen bonds and hydrophobics.
The election of these potentials has been very careful, as
most single-bead potentials tend to stabilize non-natural struc-
tures (which are distorted versions of the secondary structure
elements) and/or need to rely on information from a reference
state in order to define the secondary structure of the different
chains. Our global expression for the interaction energy of the
system is the following:
E = ωhb Ehb + ωhp Ehp + ωstiff Estiff . (1)
The first term corresponds to a hydrogen bond contribution
that has been described in full detail recently;15 for this rea-
son, we only mention here a few relevant aspects about it. It
is applied between any pair of residues i and j (where j > i
+ 2 and j = i + 4). Its energy calculation consists of two-
steps: first, we check three geometrical restrictions (namely,
the length of the tentative hydrogen bond between beads, R1;
the orientation between the auxiliary vectors, R2; and the rel-
ative orientation between those auxiliary vectors and the ten-
tative hydrogen bond, R3). Second, a step-like potential ap-
plies if the values of the former restrictions fall within certain
limits, expressed in Table I. Acceptable ranges and poten-
tial strength differ depending on the kind of hydrogen bond
(either local/helical or non-local/β-type) and are described
elsewhere.15
The two latter terms in Eq. (1) describe the hydropho-
bic interactions that can be formed among the system beads
and control the stiffness of the polypeptide chain, respectively.
They have been based on a Sorenson-like minimalist poten-
tial designed by Head-Gordon and co-workers.6 The origi-
nal definition, inspired by a lattice representation,25 merged
a Lennard-Jones potential for the hydrophobic contribution
(based on a three-letter alphabet where residues can be either
neutral N, polar L, or hydrophobic B) with a severe control of
the local geometry of the chain. It results in a pre-determined
definition of the secondary structure of each given fragment
as a function of its sequence. As we discussed in the Intro-
duction, this is the kind of feature we want to avoid in our
potential.
Therefore, we have performed two major modifica-
tions in relation to the original potential. Regarding the
TABLE I. Optimal ranges for the three geometrical restrictions chosen in
our model for backbone hydrogen bonds.
Restriction Local range (Å) Non-local range (Å)
R1 4.7 ≤ R1 ≤5.6 4.0 ≤ R1 ≤5.6
R2 0.74 ≤ R2 ≤0.93 0.75 ≤ R2 ≤1.00
R3 0.92 ≤ R3 ≤1.00 0.94 ≤ R3 ≤1.00
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TABLE II. Values of the parameters for the sequence-dependent terms of
Ehp. The right hand side contains the values that σ int, S1, and S2 take de-
pending on the kind of the interaction (note that the two latter quantities are
adimensional).
Type of interaction σ int (Å) S1 S2
B − B 4.00 15.45 1
L − L or L − B 3.00 15.45 −1
N − L, N − B, or N − N 3.00 15.45 0
hydrophobic interaction itself, we have slightly changed its
shape to avoid a too strong non-specific collapse of the chains
and to adapt it to real native-like geometries, in agreement
with the hydrogen bond term.15 The resulting expression is
defined as follows:
Ehp =
N−4∑
i
N∑
j>i+4
E
hp
i,j ;
E
hp
i,j = S1
[(
σint
ri,j
)12
− S2
(
σint
ri,j
)10]
. (2)
In this equation, ri, j is the distance between the interacting
beads and S1, S2, and σ int are parameters that depend on the
nature of the interaction, as shown in Table II. If two hy-
drophobic residues interact (B − B), the positive value of S2
indicates an attractive minimum in the Lennard-Jones poten-
tial; if hydrophilic residues interact among them (L − L) or
with hydrophobic beads (L − B), S2 becomes negative and
the interaction is repulsive; if a neutral residue is involved,
there is also some short-range repulsion among beads. As an
example, we show in Figure 1(a) the B − B interaction, com-
pared to the original definition by Brown et al.6 Our version
shifts the minimum towards slightly larger distances, but at
the same time makes the attractive well narrower, to avoid too
sticky situations.
Regarding the chain stiffness (third term in Eq. (1) and
also included in the potential by Brown and co-workers),
we have observed that this term, defined through the virtual
torsional angles (φ), is also crucial to avoid an excessive
“stickiness” of the potential when long range hydrophobic
interactions are included.6 In the original definition this term
imposes, too, the local geometry of the fragment. The authors
define from the beginning three types of residues (helical,
extended, or turn) and stabilize different secondary structures
depending on them. This a priori choice of secondary
structure needs to be removed in our model, as we pursue
a different aim: to reproduce the natural trend of proteins,
where a particular combination of hydrophobic and polar
residues favors the formation of α-helices or β-sheets (also
stabilized by the formation of hydrogen bonds) without im-
posing the local geometry in any additional way. Moreover,
we aim to study the interconversion of folded structures (that
may have different kinds of local geometries) into aggregated
ones (that mostly exhibit a β-type structure26) by the effect of
concentration. Changes in this property of our system must
then be able to modify the balance between the two types
of local arrangements and, therefore, the observed stable
FIG. 1. Representation of some of the energetic contributions of our adapted
hydrophobic interaction (green), compared to the original work by Brown
and co-workers (blue).6 (a) Sequence-dependent long-range term for the
hydrophobic–hydrophobic interactions. (b) Stiffness term associated to the
torsional virtual angle between four consecutive α-carbons, compared to the
turn-type interaction of the former work.6
structure. Obviously, if the local geometry is selected from
the beginning, this structural change is strongly hampered, or
even becomes impossible.
To avoid these drawbacks, we have used the same func-
tional form for the stiffness contribution for all the virtual
torsional angles of our chains, regardless the type of amino
acid. Its functional shape is similar to the turn-type one of the
Brown potential.6 It equally favors α-helices and β-sheets.
In addition, we have strongly penalized local conformations
whose torsional angle lies near 0◦, that would lead to unnatu-
ral and too compact conformations. Therefore, the final func-
tional form, represented in Figure 1(b), is as follows:
Estiff =
N∑
i
E
φ
i ;
E
φ
i =
{
0.5 (1 + cos 3φi) − 1 if |φi | ≥ 40◦
10.0 otherwise.
(3)
The relative values of the three weighting factors, ωhb,
ωhp, and ωφ in Eq. (1), have been optimized through exten-
sive simulations of peptide systems and complete proteins un-
der different conditions. We have analyzed different sets of
parameters looking for optimal structural features and ther-
modynamic properties, such as, a proper obtention of helical
and β-type structures in terms of concentration, the acquire-
ment of reasonable folded structures for protein sequences
(not shown in this article), etc. We have found that the most
suitable weights are ωhb = 9.5, ωφ = 7.0, and ωHP = 6.5,
which have been therefore used to get all the results presented
here.
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FIG. 2. Schematic description of the relative arrangement of hydrophobic
(blue) and hydrophilic (red) residues for (a) a helical fragment of sequence
L2BL2B2, and (b) a β-sheet where each chains’ sequence is (LB)2L.
Once we have set up the potential definition, we need to
define proper sequences to model helical and β-forming pep-
tides, as particular series of amino acids favor those particular
arrangements in native proteins. Note that the desired struc-
tures will be achieved by a suitable combination of residues
“that tend to be buried in the structure” (hydrophobic, B) and
residues “that repel each other” (polar, L), without any addi-
tional help. In our case, the simplicity of our potential defi-
nition needs to keep our sequences simple, too. Inspired by
previous efforts found in the literature for the Brown et al.
potential,8 we have used very regular sequences. We have
also adapted the peptide lengths according to the experimen-
tal average lengths of α-helices (close to 13 residues) and β-
strands (9 residues). In this way, our “helical sequence” is
L2B(BL2)2B2L2 and the “β-type” one is (LB)4L, as we have
shown (in shorter versions) in Figure 2. As seen in this figure,
the first sequence, when the chain adopts a helical confor-
mation, shows a hydrophobic and a hydrophilic face, which
could result in a proper association of the chains into a helical
bundle. On the other hand, the second sequence creates two
faces when every chain takes an extended conformation, fa-
voring the association of the different chains into β-sandwich
structures. As we shall show, these situations are found in
some, but not all, the environmental conditions considered
here.
In order to study the characteristics of the whole energetic
and structural landscape of the simulated peptides according
to our model, we have used a replica exchange Monte Carlo
simulation algorithm (REMC), as previously described.27 We
have carried out multichain numerical experiments using pe-
riodic boundary conditions, where each of our simulations
presents 24–40 temperatures. Our simulations start from a
completely extended conformation for each chain and con-
sists of 5 × 106 Monte Carlo cycles at every temperature after
3 × 106 equilibration cycles. In each cycle, every bead of the
system is subjected to a trial Monte Carlo move.
We have computed different concentrations for a six-
chain system, modifying for this purpose the size of the simu-
lation box. In this article we shall show only the four most rep-
resentative ones, ranging from 0.2 to 2.0 chain moles/L (with
intermediate concentrations at 0.5 and 1.0 chain moles/L).
Note that the numerical values of the simulated concentra-
tions exemplify the variation analyzed in this work, but they
do not try to quantitatively reflect a real experimental concen-
tration.
The results presented here correspond to statistical aver-
ages over the sampling at every temperature and over different
independent runs. For each system, three or five independent
runs have been carried out. The structural analysis has been
performed in terms of the number and type of hydrogen bond
interactions, the radius of gyration of the independent chains
and the distances between their centers of mass, as found in
the recorded simulation results. These quantities, chosen after
an extensive visual analysis of the conformations appearing
in the computed trajectories, have allowed us to character-
ize the most relevant (highly populated) structural arrange-
ments resulting from our model in every set of conditions.
Our approach to this calculation starts then by visually explor-
ing the computed trajectories. Given the relative simplicity of
the peptide systems studied, we have been able to readily de-
tect distinct relevant structural situations, which are then prop-
erly differentiated in an automatic analysis of the output files
through the combination of the quantities mentioned above.
This way, we can obtain their relative populations, as well
as individual snapshots which are considered as representa-
tive configurations of the system and are presented below. In
addition, the energetic properties of the systems have been
obtained by the calculation of the heat capacity curves ver-
sus temperature, computed from the thermal fluctuations of
the systems. Both energy and temperature, as well as derived
quantities such as the heat capacity, are measured in standard
reduced units.
III. RESULTS
Along this work, we are introducing a single-bead coarse-
grained model that includes sequence-dependent hydropho-
bic interactions and hydrogen bonds, without any reference
towards native conformations or a priori definitions of sec-
ondary structure regions through the use of torsional prefer-
ences. We aim to describe the behavior of peptides with differ-
ent sequences under changes in concentration, as this variable
is considered to play a key role in peptide aggregation.23
As mentioned in Sec. II, we have used a three-letter al-
phabet to describe the hydrophobicity of each amino acid,
and we have designed peptides whose sequences are meant
to stabilize, based on the hydrophobicity patterns alone,
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either helical or strand-like configurations. In this section,
we present some relevant properties of our α-prone and β-
prone systems. We pay a particular attention to the impact of
the sequence itself, as well as to the effect of concentration.
These two variables constitute the most relevant features that
a realistic coarse-grained model should consider. Besides, a
realistic reproduction of the effects of these properties helps
in the understanding of the forces that drive peptide folding
and aggregation, from a microscopic point of view.
Sequence determines the stable tridimensional layout of
a certain peptide or protein in a given environment. In this
way, simulating different sequences should lead to different
stable structures. Therefore, we start the analysis of each of
our systems by presenting all the possible relevant structures
that we have found in our simulations, compatible with their
particular sequence.
In order to build up a comprehensive view in structural
and energetic terms, we have computed the relative popu-
lation of each of these structures, in terms of the different
environmental conditions (temperature and concentration, in
this particular study). We will show the results of these anal-
yses for two representative concentrations, for each type of
sequence.
A. α-prone systems
We show in Figures 3(a)–3(c) example snapshots of
the most representative structural arrangements that we have
found in helical-prone systems, aside from unstructured con-
figurations. As we can see, all of these structures keep the
“helical print” imposed by their sequence. We find helical
bundles, such as the one in Figure 3(a), that are mainly sta-
bilized by the hydrophobic interaction among three helical
chains into a single associated unit; this helicity, favored both
by local hydrogen bonds and by the hydrophobic intrachain
interactions of the chosen sequence, has been checked by
the detection of (i, i + 3) hydrogen bonds, corresponding in
our hydrogen bond interaction to local bonds.15 In some tem-
perature/concentration conditions, we have also found β-type
structures such as Figure 3(b), where most of the peptides
acquire a strand-like arrangement, but some of them (typi-
cally, one or two) keep a helical configuration. If we look
carefully at the β-sheet in that figure, we observe that the
interchain hydrogen bonds are correctly formed between the
different strands. The helical-prone sequence of these pep-
tides creates a certain “accumulation” of exposed hydropho-
bic residues, that become somewhat protected through their
interaction with the hydrophobic face of one α-helix, in this
case. In Figure 3(c) we show a snapshot of independent he-
lices, also found in this type of simulations, that are stabilized
by intrachain hydrogen bonds and a small number of local
hydrophobic interactions.
These structures have been identified along the computed
trajectories using their geometric properties and the type and
distribution of individual interactions, as we have explained in
the Methods section. Using these analyses, we have evaluated
the population of each one of these structures at the differ-
ent concentrations and temperatures we have simulated. This
(a)
(b) (d)
(e)(c)
FIG. 3. Cartoon representations of the most representative configurations
found in our simulations of α-prone systems (left, structures (a), (b), and
(c)) and β-prone systems (right, structures (d) and (e)). (a) Three-helix bun-
dle. (b) β-sheet interacting with one helix. (c) Isolated α-helices (from helical
sequence). (d) β-sandwich. (e) Isolated α-helices (from β-prone sequences).
information is summarized in Figure 4, where we show the
results of two representative concentrations (the most diluted
and concentrated ones in our simulations). Figure 4(a) shows
their heat capacity curves versus temperature; a peak in this
plot indicates an energetic transition, whose temperature has
been marked with a vertical line for clarity. In the lower part
of Figure 4 we show the thermal evolution of the population
of the different structures we have presented in Figure 3, for
the diluted system, in Figure 4(b), and for the concentrated
one, in Figure 4(c).
Starting with the most diluted system, we observe in the
black curve of Figure 4(a) that there is one peak, indicating
in principle the presence of a single transition. As we can see
in the population analysis of Figure 4(b), the stable structure
below the thermal transition in the three-helix bundle. At the
transition temperature bundles are lost, partially populating an
intermediate state where the isolated helices remain relatively
stable in a narrow temperature range. At higher temperatures,
the system is unstructured, with the individual peptide chains
randomly changing their conformations.
In the concentrated system, the red curve in Figure 4(a)
has two peaks, that indicate two different transitions whose
nature is described in Figure 4(c). The transition at lower
temperatures shows that the energetic minimum for this sys-
tem (i.e., the most stable structure at very low temperatures)
corresponds again to the three-helix bundle. In highly con-
centrated environments such as this one, however, the system
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FIG. 4. Thermodynamic and structural data of the helical-prone system for
two different concentrations, a “diluted” (0.2 residue mol/L) and a “concen-
trated” one (2.0 residue mol/L). (a) Heat capacity curves versus temperature
for the two concentrations. (b) Thermal evolution of the population of the dif-
ferent structures (helical bundles, β-type, independent helices, and unstruc-
tured configurations) found in the diluted system. (c) Thermal evolution of
the population of the observed structures in the concentrated system.
acquires, still at relatively low temperatures, a predominant
β-type arrangement, that falls apart at the higher transition
temperature. Similarly to the diluted case, we detect isolated
helices in the surroundings of that second transition tempera-
ture, although in a proportion much smaller than in the diluted
conditions.
Therefore, the effect of concentration in helical-prone se-
quences induces a change in the kind of structural and ener-
getic transitions that take place in the system. In this way, in
diluted systems we observe the unfolding of helical bundles
when the temperature rises, while high concentration condi-
tions promote the formation of β-type structures, which be-
come stable in a relatively wide low temperature range.
B. β-prone systems
The structures obtained from β-prone systems reflect,
again, the specific properties of the used sequence. In this
way, we have mainly found two different types of configu-
rations. The most abundant one is the β-sandwich. We show
an example of this structural type in Figure 3(d), where each
sheet of the sandwich is formed by three chains, mainly sta-
bilized by interchain hydrogen bonds, and the two sheets re-
main together due to the interactions between their hydropho-
bic faces. In addition, we have found some independent
α-helices (see Figure 3(e)), stabilized by intrachain hydrogen
bonds. They reflect the trend of isolated peptides to get at least
FIG. 5. Thermodynamic and structural data of the β-prone system at
a “diluted concentration” (0.2 residue mol/L) and a “concentrated” one
(2.0 residue mol/L). (a) Heat capacity curves versus temperature. (b) Thermal
evolution of the population of the different structures (β-sandwich, indepen-
dent helices, and unstructured configurations) found in the diluted system.
(c) Thermal evolution of the population of the observed structures in the con-
centrated system.
partially stabilized by the formation of local hydrogen bonds,
as it also happened in sequenceless peptides15 and has been
reported from different models as well.12
We show in Figure 5 the evolution of β-type systems with
temperature, for two different concentrations (0.2 residue
mol/L and 2.0 residue mol/L). Starting with the heat capac-
ity curves in Figure 5(a), we observe that both present now a
single peak of similar size and shape whose position along the
temperature axis is highly sensitive to changes in concentra-
tion. If we analyze the structural evolution of the system along
temperature, in Figures 5(b) and 5(c) for the diluted and con-
centrated systems, respectively, we observe in both cases a
similar situation, where the β-sandwich unfolds at the transi-
tion temperature. In the most diluted case, we can appreciate
some helical configurations at the transition temperature, that
are minority at 0.2 residue mol/L and almost negligible (i.e.,
below 5%) at higher concentrations.
This indicates that, in general terms, β-prone systems
present the same kind of structural transition at every concen-
tration. An increase in the transition temperature with con-
centration indicates a raise in the stability of the sandwich.
Although this may in part reflect the different characteristics
of the denatured state as a function of concentration (mainly
entropic), it can be also related to the tendency to aggregate
(i.e., to form a multichain structure) in high concentration
conditions.23
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IV. DISCUSSION
We have applied the coarse-grained model we defined in
the Methods section to simulate peptides using different se-
quences, temperatures, and concentration conditions. As we
have explained in Sec. III, our model presents a convenient
sensitivity towards both parameters.
In the case of helical-prone sequences, we have shown
that an increase in the concentration conditions changes the
kind of structural transition that takes place upon thermal
folding/denaturation. In this way, three-helix bundles are
the most stable arrangement at low temperatures in mildly
concentrated environments. The formation/disappearance of
these bundles takes place through an intermediate composed
by independent α-helices, whose population is only relevant
in a narrow temperature range. At high concentrations,
the most stable structure at intermediate and relative low
temperatures is a β-type one, mainly stabilized by interchain
hydrogen bonds. This structure is lost above the transition
temperature without noticeable intermediates. At intermedi-
ate concentrations, we observe the competition between both
phenomena.
This information has allowed us to map the energetic
landscape of our systems, building a “structural phase dia-
gram” which can be seen as a summary of our results, shown
in Figure 6(a) for the case of helical systems. The straight
boundaries among the different regions in the diagram just
reflect the lack of a detailed knowledge, as it would ap-
pear in a real phase diagram.12 Here, we are just showing
the configurations with a significant population for a sys-
tem in the region centered at a simulated temperature and
concentration. The transition temperature leading to the un-
structured region remains nearly constant at all the concen-
trations. Therefore, we do not observe a large change in the
stability of the system, if this is to be measured by an im-
portant shift in the transition temperature, as detected in a
heat capacity experiment. However, we have observed a sub-
stantial rearrangement of the interactions that stabilize the
system below this transition temperature, depending on the
concentration.
This fact can be related to the intrinsic propensity
of peptides towards aggregation, regardless their particular
sequence,23 something that is especially relevant in the case
of sequences which are prone to form helical structures at low
concentrations. We have showed that a very simple model like
ours is able to reproduce this fact, shifting the kind of stabiliz-
ing interactions of the system, from hydrophobic to hydrogen
bonds as the concentration increases, as it has recently been
proposed.24
In the case of β-type peptides, changes in concentra-
tion modify the stability of the system as defined above, but
keep a similar structural landscape, as we can observe in
the “structural phase diagram” of Figure 6(b). In all cases,
we observe that the β-sandwich structure is the preponder-
ant configuration below the transition temperature. A de-
crease in the concentration lowers the stability of the β-
sandwich, shifting the related transition temperature towards
smaller values. The kind of β-type structure obtained for this
sequence, which already includes many hydrogen bonds at
FIG. 6. Schematic structural phase diagram for multichain peptides accord-
ing to our simulation model. (a) α-forming peptides. (b) β-prone peptides.
low concentrations, creates a situation which is, structurally,
less heterogeneous than in the sequences favoring helical
structures.
Regarding our interest in peptide aggregation, we may
claim that our observations match the experimental obser-
vations that state that high concentration conditions pro-
mote the formation of aggregates for peptides and proteins
with different sequences.23 The change in the structure of
helical bundles at high concentrations is a clear indication
of this fact. Besides, our simulations of β-type systems
provide an additional evidence, as they link a concentra-
tion rise with an increase in the stability of the multichain
structure.
The model presented is therefore adequate for the study
of peptides with simple sequences. We are at this moment ex-
tending the work to proteins where different secondary struc-
ture elements can be found together, linked into the same
chain and properly packed in solution (work in progress).
The results we have got so far (data not shown) indicate
that, with an adequate design of the full regular sequence,
simple proteins can be also folded with this model in di-
lute conditions, and the effect of concentration taken into
account.
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V. CONCLUSIONS
We have designed a physics-based potential that, using
just one center of interaction per amino acid, is able to repro-
duce the most relevant features of peptide behavior in solution
under different temperatures and concentrations. In addition,
it is able to distinguish between different sequences without
any additional information, something which was missing in
other recent models.12 Although results like these are not new,
we believe we have been able to get them with a model which
significantly reduces the complexity of the system, in compar-
ison with other previously reported,14 and which is not biased
towards a given structure, being then more realistic than mod-
els of similar complexity.6
We have carried out REMC simulations at equilibrium
conditions to investigate the thermal folding/denaturation of
two different simplified sequences (either helical or β-prone),
each of them at four different concentrations.
Helical sequences stabilize three-helix bundles in mild
and moderate concentration conditions; in highly concen-
trated environments they can form alternative multichain
structures with a β-type nature, mainly stabilized by inter-
chain hydrogen bonds. This observation exemplifies the shift
in the interaction balance from native-like (in this case, bun-
dles) to aggregated-like (in this case, β-type structures) un-
der the effect of concentration,24 involving a change in the
main determinants of the structure: from hydrophobic inter-
actions to backbone hydrogen bonds. In the case of β-prone
systems, a decrease in concentration lowers the stability of
the β-sandwich, which is the most stable structure at all the
simulated concentrations.
As a result of our analysis, we have obtained structural
phase diagrams for both types of peptides, that illustrate the
general behavior of our systems under different conditions.
These diagrams are not as accurate from a thermodynamic
point of view as others previously reported,12 but they are
able to include the effects of the peptides sequence in the type
and stability of the structures detected. The comparison of the
schematic diagrams in Figure 6 with those for sequenceless
peptides with our model for hydrogen bond interactions (see
Figure 9 in Ref. 15) better shows this effect of the peptide se-
quences. The hydrophobic potential contribute to a more re-
alistic description of aggregates, avoiding the stabilization of
the unnatural structures that usually appear within these (and
also similar) simple models (see Ref. 15 and the discussion
therein). In addition, the presence of stable three-helix bun-
dles for the corresponding sequences reduces the presence
of independent helices, stabilized by hydrogen bonds alone,
as the only representative for α-type structures. This creates
a richer structural diagram for α-prone sequences than for
sequenceless peptides. On the other hand, with β-prone se-
quences and the corresponding hydrophobic interactions the
comparison yields the opposite results, with a simpler struc-
tural diagram in which the presence of isolated peptides with
α-helical structure is marginal when the sequence is consid-
ered, and framed to a very small temperature and concentra-
tion range.
We would expect the situation to be obviously more com-
plex with less regular sequences, as those appearing in real
peptides and proteins. The phase diagrams could be more
complicated, especially at low temperatures and high concen-
trations, where hydrophobic interactions play a more impor-
tant role in the behavior of the system, as we have shown for
our model. However, if the proportion of hydrophobic and hy-
drophilic residues in the sequences is “reasonable,” we do not
expect that the main gross characteristics of the results pre-
sented here, mainly those related to the effect of concentra-
tion in interchain aggregation through hydrogen bonds, and
the influence of the sequence in the structures of the peptides
in dilute systems, would be so different.
Finally, we want to stress out that all these realistic re-
sults have been obtained using a very simple and computa-
tionally efficient potential and model, able to sample tens of
different temperatures for a given system in a reasonably short
computation time. Other recent works have required the use
of more sophisticated geometrical descriptions and/or interac-
tion potentials for the consideration of the concentration or the
sequence in coarse-grained peptide models,14, 28 avoiding in
some cases the structural changes upon aggregation. The re-
sults presented in this work show that a minimalist approach,
if carefully designed, may be valid for the realistic simulation
of simple peptide systems, at least at the same level as other
more sophisticated (and computationally expensive) models
previously reported.
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