Abstract-The dynamic graphical game is a special class of games where agents interact within a communication graph. This paper introduces an online model-free adaptive learning solution for dynamic graphical games. A reinforcement learning is applied in the form solutions to a set of modified coupled Bellman equations. The technique is implemented in a distributed fashion using the local neighborhood information without having a priori knowledge about the agents' dynamics. This is accomplished by means of adaptive critics, where a multi-layer perceptron neural network is applied to approximate the online solution. To this end, a novel coupled Riccati equation is developed for the graphical game. The validity of the proposed online adaptive learning solution is tested using a graphical example, where follower agents learn to synchronize their behavior to follow a leader.
I. INTRODUCTION
The dynamic graphical game is a special type of games where the synchronization among the agents is achieved using pinning control ideas [1] . Herein, an online modelfree adaptive learning approach based on value iteration is proposed to solve the dynamic graphical games. The solution is implemented in real-time using means of neural networks with gradient descent training approach. Undirected graph is considered, where the communications between agents are allowed at both directions. This work brings together reinforcement learning, adaptive critics, optimal control, and cooperative control ideas to solve the graphical games without knowing the dynamics of the agents.
The cooperative control problems are divided in terms of the goals into consensus and synchronization problems [2] , [3] . In the consensus problem, the agents interact among each other to reach common goals, while in the synchronization problem, the agents follow a leader or synchronize their dynamics to the dynamics of the leader. The optimal control theory is employed to derive the necessary optimality conditions for the cooperative control problems [4] . The applications involve autonomous and intelligent systems, unmanned aerial vehicles, mobile robots, and smartgrid technologies [2] , [3] , [5] .
The framework of dynamic programming is employed to solve the optimal control problems in [6] , [7] . Approximate solutions are developed to overcome the difficulties associated with the dynamic programming problems in [8] , [9] . The Approximate Dynamic Programming (ADP) solutions are classified into four main types Heuristic Dynamic Programming, Dual Heuristic Dynamic Programming, Action Dependent Heuristic Dynamic Programming, and Action Dependent Dual Heuristic Dynamic Programming [8] , [10] . The ADP solutions are implemented using the Reinforcement Learning (RL) and Adaptive Critics approaches [11] - [13] . The optimal control problems are solved using Reinforcement Learning approaches in [8] . The Reinforcement Learning techniques use two-step learning processes which are used to approximate the optimal solutions in dynamic environments [14] . The learning processes are divided into policy and value iteration techniques [9] , [15] - [17] . Means of adaptive critics are used to implement the RL solutions using separate actor-critic neural network structures [9] , [18] . The Temporal Difference (TD) techniques use actor-critic neural structures to provide solutions for the ADP problems. The actor structure approximates the optimal decision and the critic approximates the value function [9] , [14] , [18] . The optimal control problem is solved in real-time using the adaptive critics in [19] . Online Reinforcement Learning techniques are used to solve the cooperative control problems in [1] , [6] . The contributions of the paper are two-fold. First, an online model-free value iteration approach is developed to solve the dynamic graphical games. Second, novel coupled Riccati equations are developed for the dynamic graphical games. These equations are equivalent to solving the model-free coupled Bellman equations.
The paper is organized as follows; Section 2 demonstrates the formulation of the synchronization problem on graphs. Section 3 describes the online model-free value iteration solution. Section 4 introduces novel coupled Riccati formulation for the dynamic graphical games. Section 5 shows the adaptive critics implementation of the proposed adaptive learning solution. Section 6 introduces the simulation outcomes.
II. DYNAMIC GRAPHICAL GAMES
This section introduces the mathematical setup of the synchronization problem for dynamical systems on graphs. The objective of the optimization problem is to search for the optimal strategies for each agent in order to guarantee synchronization among the agents to the leader's dynamics.
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A. Graphs
The graph is a communication structure with N nodes and communication weights a ij , ∀i, j ∈ N . The connectivity of the graph is described by the matrixÃ, whereÃ = [a ij ] , ∀i, j ∈ N and i = j. The in-degree matrix D of the graph is given by
B. Team of Multi-Agent Systems
Each agent i has the following dynamics
where is the time-index, δ i ∈ R n and µ i ∈ R mi are the states and the control input signals for agent i. A and B i are the drift and the control input matrices.
The dynamical equation of the leader is given by [20] 
where δ o ∈ R n is a vector of the leader's states. Pinning control ideas are employed to achieve synchronization among agents, where the leader agent is pinned to (communicates with) a small percentage of the agents through pining gains p i [21] . In order to proceed with the analysis of the synchronization problem on graphs, a local tracking error protocol that employs the pining ideas is used such that [22] 
where x i is the local tracking error for agent i. This local error protocol achieves two objectives; First, it highlights the discrepancies between each agent and its neighbors. Second, it highlights the connectivity of agent i to the leader o.
In order to solve the optimization problem, it is required to select the optimal strategy µ o i for each agent i such that lim →∞ x i = 0, ∀i. The optimal policy is found by applying Bellman optimality principles [4] . Using (3), the local tracking error dynamics for the agents are given by
The tracking errors (4) are coupled dynamical systems, where the strategies of agent i and those of its neighbors affect the dynamics of each agent i. The errors x i , ∀i are shown to be bounded if the graph is strongly connected [6] .
C. Bellman Equation
In the sequel, Bellman optimality equations are developed for the graphical system. A local measure index is considered to asses the performance of the applied strategies and evaluate the coupling behavior between agent i and its neighbors N i such that
where C i is a quadratic utility function and it is given by
where
, and R ij > 0 ∈ R mj ×mj are symmetric time-invariant weighting matrices. Let the value function S i (X i ) be a solution of (5) such that
where X i is a vector of the error states of each agent i and its neighbors. Relation (7) is rearranged in order to have Bellman equation for agent i such that
The goal of the optimization problem is to find the optimal value function S o i and the optimal policy µ o i to minimize the cost-to-go function (7) or (8) . The necessity optimality conditions [1] , [6] yield
Thus, the optimal control policy µ o i is given by µ
, the symbols . . . denote the respective positions of the weights a ji connected to agent j in vector [ ], ⊗ is the Kronecker product, and
Using the optimal policies (10) in Bellman equation (8) , yields the following Bellman optimality equation
It is noted that, the optimal policies (10) depend on the dynamical models of the agents (matrices B i , ∀i) and the connectivity weights (a ji , ∀j, i). The next section will propose a solution form that does not use these parameters in a direct fashion.
III. MODEL-FREE VALUE ITERATION SOLUTION FOR GRAPHICAL GAMES Value Iteration (VI) is one form of the Reinforcement
Learning's processes, it is used to solve the dynamic graphical games online in [6] . The proposed approach solves Bellman equation (11) in real-time. In the sequel, a model-free value iteration solution is developed for the dynamic graphical games, where the learning process does not know any of the agents' dynamics. In order to do that, first, the classical value iteration solution is introduced for the dynamic graphical games.
A. Value Iteration Solution
An online value iteration algorithm can be developed using Bellman equation (8) and the policy (10), as explained by Algorithm 1.
where r is the iteration index.
3) Update the policy:
The policy (13) depends partially on the dynamics of the agents (control input signals). In addition, it uses the out neighbors weights a ji , which is a problem in the case of the directed graphs. This makes the distributed solution for the graphical game not possible. Algorithm 1 generalizes the Heuristic Dynamic Programming (HDP) solution for the dynamic graphical games [8] . To handle the aforementioned challenges, a model-free solution which does not consider the dynamics of the agents and does not use the graph's outneighbors weights is proposed in the following development.
B. Model-Free Value Iteration Solution
In the sequel, a modified version of Bellman equation (8) is introduced for the dynamic graphical games. It generalizes the Action Dependent Heuristic Dynamic Programming (ADHDP) solution for the dynamic graphical games [8] , [9] . This version considers the solving structure to be function of X i and µ i for each agent i. Let the value function Z i (X i , µ i ) be a solution of (8) such that
This yields the following Bellman equation
The general solution form of (14) is given by
The goal of the optimization problem is to find the optimal value function Z o i and the optimal policy µ o i to minimize the cost-to-go function (14) or (15) . The optimality principles yield
Thus, the optimal policy is given by
This yields,
where the subscript µ i µ i denotes the policy-policy sub-block in matrix M i and the subscript µ i X i denotes the policy-states sub-block in matrix M i . Applying the optimal policies (19) to Bellman equation (15) yields the following Bellman optimality expression
Solving Bellman optimality equations (20) and (11) is equivalent to solving the dynamic graphical game using the optimal strategies (19) and (10) respectively. Thus, a model-free value iteration approach that solves Bellman optimality equation (20) using the optimal strategy (19) is proposed as follows
The proposed algorithm does not use any priori knowledge about the agents dynamics'. At the same time, it does not take into account the out-neighbors weights a ji which appeared to be one of the main concerns in Algorithm 1.
IV. COUPLED RICCATI EQUATION
Herein, novel coupled Riccati equation is developed for the dynamic graphical games. This equation is equivalent to solving the coupled Bellman equation (20) , where the solution for each agent i is quadratic in the states X i and the strategy µ i .
Theorem 1: Let the solution for the dynamic graphical game for each agent i be given by
solution gain) and the policies of the agents are given by (19) . Then, each agent i has the following coupled Riccati equation
Note: The undefined notations are listed later on in the proof. Proof: The overall vector of the tracking error dynamics (4) is given by
The optimal policy for each agent i is given by
Using this local policy, the global policy is given by
Then the vector (24) is rearranged using the global policy µ such that
Bellman equation for agent i is given by
where the value function S i X i , µ i can be mapped into the global states' vector X so that
where the mapping O i is given by
In a similar fashion, S i X i( +1) , µ i( +1) can be written so that
Equations (26), (27), and (28) yield To the best of our knowledge, this coupled Riccati equation is the first Riccati development for the dynamic graphical games with a value function solution that depends on the states X i and the policy µ i .
V. ADAPTIVE CRITICS IMPLEMENTATION
The model-free value iteration Algorithm 2 learns the optimal solution to the Bellman optimality equations (20) . The adaptive critics are used to implement the graphical game's online solution using means of neural networks. The actor and critic neural networks are used to approximate the optimal strategies and value functions respectively in a dynamic learning environment. The actor neural structure approximates the optimal control policy µ o i (19) . The critic component approximates the optimal value function S o i (20) . The value function S i (X i , µ i ) for each agent i is approximated by a critic neural network structure such that
where ω ic are the critic weights for agent i. The optimal strategy µ r i (. . . ) for each agent i is approximated byμ
where ω ia are the actor weights for agent i.
The gradient descent approach is used to tune and update the actor-critic weights. The target value for the critic function approximation (30) is given bȳ
Similarly, the target value for the optimal strategy (31) is given byμ
Thus, using the gradient descent tuning approaches, the actorcritic weights' update equations are given by
where ρ ia and ρ ic are the actor and critic learning rates respectively. The following algorithm summarizes the actor-critic implementations of the solution proposed by Algorithm 2. 
VI. GRAPHICAL GAME SIMULATION EXAMPLE
A graphical example is considered to validate the effectiveness of the proposed solution. The purpose of the simulation is to assess the convergence of the actor and critic weights, the synchronization of the agents' dynamics to that of the leader, and the stability of the local tracking error. The graph shown in Figure 1 depicts the agents' interactions. The agents drift dynamics and the control input matrices (which are used to generate the measurements) are given by [1] : The weight matrices, connectivity weights, pinning gains, and the learning parameters are given as follows: Figure 2 shows the convergence properties during the learning and the tuning processes for the actor and critic weights. It is shown that the actor-critic weights converge after 500 iterations. Figure 3 shows the synchronization properties for the proposed online solution. As can be seen, the tracking error dynamics decay exponentially. This means that the graphical game is led by the proposed controller to have an asymptotic stability. This is re-emphasized also by examining to the control input signals. Figure 4 illustrates the agents dynamics (a second order system is considered) and the phase-plane plots (δ i1 versus δ i2 for each agent i). This demonstrates how agents 2 and 3 managed to learn to follow their leader. approximate online solution for a set of modified-coupled Bellman optimality equations without the need to know the agents dynamics. The developed solution is implemented by means of adaptive critics, where the optimal strategies are approximated by an actor neural network, while the optimal value functions are approximated by a critic network. Both networks are in the form of a multi-layer perceptron with a linear output layer and no hidden layer. The algorithm was tested on a graphical simulation example where two follower agents learn how to follow a leader with no prior knowledge of the system dynamics. The actor-critic weights are shown to converge smoothly, leading to an asymptotically stable system where the tracking error dynamics exponentially vanish. 
