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CHAPTER 1 
INTRODUCTION 
1.1 General 
In the summer of 1986 the 6th International Summer School on Crystal 
Growth was held at Edinburgh, where about 100 people were gathered, all 
together knowing quite a lot about crystal growth. At the same time and in the 
same place a second summer school on English and Scottish Literature was 
organized which was also attended by quite a lot of people, knowing a little bit 
less about crystal growth. One evening, that summer, during a mixing of the 
experts of both disciplines "interchanging their mutual knowledge", a question 
was asked which might had astonished every other crystal grower: "crystals, do 
they grow?...." 
This little anecdote might illustrate the unaquaintedness of most people with 
the relatively new branch of science: crystal growth. Despite the fact that almost 
every person is familiar with crystals (snow, diamonds) and uses them daily (salt, 
sugar), only very few of them realize that all these crystals first had to develop 
by a process of growth. This process will therefore be outlined very briefly in 
section 1.3. 
The importance of crystals in our daily life can be illustrated with a long list 
of examples of which only a few striking examples will be mentioned in the 
following. 
Of course, as was illustrated above, most people are familiar with a number 
of crystals that are daily used because of its obvious crystalline form: salt, sugar, 
soda or fertilizers. Most of these substances originate from large bulk 
crystallization processes from solution. But also in a lot of other daily products 
crystals play a less known but essential role. E.g. without the presence of tiny 
little fat crystals the margarine would fall from our knife. Also the extensive 
application of crystallization processes in the photographic and pharmaceutical 
industry is unknown to most people. 
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Besides in the production of these "consumer ready" crystalline products 
crystallization processes are performed on an industrial scale in a large number 
of other applications. One example is the production and especially purification 
of various large volume organic chemicals like naphthalene, xylene and 
benzophenon. These processes again are mainly performed by crystallization 
from solutions or melt. 
There are other solution growth processes which are applied on an 
industrial scale but which do not produce these large amounts of bulk chemicals. 
Instead, the result is a small number of high quality single crystals which possess 
very special optical, mechanical or electrical properties. As an example KDP 
(Potassium Dihydrogen Phosphate) can be mentioned, but also a lot of 
substances grown from the melt or the vapour phase like quartz, BGO (Bismuth 
Germanium Oxide), alkali halides, ruby, garnets and even diamonds. However, 
despite this smaller amount (in comparison to bulk chemicals), single crystals are 
produced in the range of a few mm3 up to a m3 [1]. 
Perhaps the most important share of today's industrial crystallization is 
taking place within the semi-conductor industries [2]. Here again, huge amounts 
of single crystals are produced (several tons per year) because of their very 
specific electrical properties. The way of production can be divided into two 
area's. On one hand a lot of crystal growth is taking place from the melt using 
techniques like the horizontal or vertical Bridgman method, the Czockralski 
method or liquid phase epitaxy. These techniques are able to produce very large 
single crystals (up to several kilograms) with a high (homogeneous) purity. On 
the other hand crystals having a very specific inhomogeneous composition (layer 
structure) can be produced by growing them from the vapour phase. In this 
area a technique like chemical vapour deposition (CVD) is well-known and 
widely used [3]. 
In the semi-conductor industries for many years the leading crystal was and 
today still is silicon (estimated annual production of 4000 tons per year). 
However, more and more other compounds gain importance. As an example 
gallium arsenide can be mentioned as one of the most relevant competitors [4]. 
Last but not least the importance of crystals and crystallization processes for 
the human body is often unknown [5]. Like the margarine falling down the knife 
the human body would fall down the earth if crystal growth did not exist. The 
rigidity of our skeleton is a direct consequence of the presence of tiny little 
crystals in the structure of our bones. The same crystalline material (hydroxide 
apatite) can be found in our teeth. Less pleasant pathological examples of this 
so-called bio-mineralization are kidney and bladder stones. 
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1.2 History 
Despite the fact that the science of crystal growth only started a few 
decades ago the interest of people in crystals dates back for many centuries. As 
an example, today we know that the ancient Peking man already collected rock 
crystals (transparant quartz) to use them as tools and that in the third millenium 
B.C. active trade existed between Mesopotamia and Indian civilizations due to 
the presence of lapis lazuli, a favourite mineral, which was found in the region 
of todays Afghanistan [6]. 
The first rational explanations and theories of crystal form and stucture, 
however, date back to the Greek (Plato, Aristotle) where already a number of 
different schools of thinking about the structure of matter can be discerned. 
From this period the word "crystal" ( = resembling ice) is derived. 
The first scientific approach of crystallography and even crystal growth was 
made by Steno in 1669. He noticed the constancy of angles between the faces of 
one and the same type of crystal (quartz). Moreover he stated that the growth 
of minerals must take place by the addition of particles directly from an external 
fluid onto the faces of the crystal [6]. It is believed that Steno already had a 
good intuition of crystal growth. On the contrary, most of the crystallographers 
after him regarded the crystal more from a static point of view as a time 
independent structure of matter. 
After numerous people over a period of many years wondered about the 
morphology of a plurifold of crystals, about their constancy of interfacial angles 
and speculated about their possible internal structure a genuine break-through in 
crystallography was made by Haiiy (1784). He put into words a regularity 
considering the morphology of crystals which was later called the crystallographic 
law of rational intercepts. Briefly this law states that when referring to three 
intersecting axes all faces occuring on a crystal can be described by numerical 
indices which are integers and that these integers are usually small numbers [7]. 
Or in another way: 
If we select the direction of three non-coplanar edges of a crystal as its reference 
axes and if any plane parallel to a crystal face - which is not parallel to any of 
these reference axes - makes intercepts a, b and с on these axes, then the 
intercepts made on these axes by any other face can be expressed as a/h, b/k and 
c/1, where h, к and 1 are simple rational numbers or zero. 
Hauy was led to this idea by the cleavage phenomenon of calcite. Already 
at the turn of the eighteenth century Guglielmini showed that when calcite was 
cleaved it splitted up in regular shaped polyhedra. He suggested that by a 
continual repetition of this process eventually it would end up in so-called 
primitive polyhedra from which the crystal was constructed. 
Haiiy reformulated this idea and eventually postulated the existence of his three 
types of "molécule intégrantes": the tetrahedron, the triangular prism and the 
parallelepipedon, which he suggested were the most elementary building units in 
a crystal. Each crystal morphology can be constructed by a regular packing of 
these molécule intégrantes. This idea of a regular packing in three dimensions 
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implies the existence of a translational symmetry and the concept of a lattice 
related to the crystal. 
In 1848 this concept of a crystal lattice was introduced by Bravais. Around 
the same time Hessel showed that by a combination of all crystallographic 
symmetry elements a maximum of 32 point groups can be constructed 
representing the 32 crystal classes. In the second half of the nineteenth century 
the mathematical knowledge of symmetry was further developed and combined 
with the lattice concept. Eventually this resulted in the formulation of the 230 
different spacegroups representing all possible forms of symmetry that a crystal 
stucture can have. 
As a consequence of the introduction of the lattice concept the law of the 
rational intercepts was reformulated and with this the rule to determine the 
morphological importance of a face (h, k, /)· According to Bravais the 
morphological importance (M.I.) of a crystal face (h, k, I) increases with the 
increase of the relative density of the lattice plane parallel to (А, к. Γ). Later 
this rule was reformulated in an inverse form, stating that: 
if dO^kilO > d(h2k2\2) then M.I.(l) > M.I.(2) 
where d(h, k, /) represents the distance between lattice planes (A, k, /). 
The modern development of the science of crystals only started this century 
with the discovery by von Laue (1912) that a narrow beam of X-rays was 
diffracted by a crystal of coppersulphate which resulted in a pattern of spots on a 
photographic plate. Shortly thereafter Bragg utilized and extended this finding 
into a powerful technique to determine the atomic arrangement within simple 
crystalline materials like common salt, pyrite, fluorite and calcite. Today the 
atomic arrangement of about 50000 different structures is known whereas every 
year about 4000 new ones are revealed. The possibility to "see" the atoms and 
molecules in a crystal structure (in an indirect way) has opened a wide field of 
new research. 
One of these possibilities is to determine or predict the physical properties 
of crystals on the basis of their internal structure. As an example the 
determination of the morphology of a crystal from energy calculations can be 
mentioned, a field to which Hartman and Perdok made a large contribution [7]. 
In 1955 Hartman and Perdok published their Periodic Bond Chain (PBC) theory 
as three separate papers in Acta Crystallographica [8]. This theory describes an 
analysis to determine the morphology of a crystal from the structural information 
of the building units (atoms, molecules). By using only first neighbour 
interactions between these units periodic chains of bonds are constructed and 
from them the so-called connected nets, which ly parallel to certain crystal faces. 
The M.I. of a face (h, k, I) is then determined by the strength of this net. Using 
this theory the morphology of numerous substances was determined during the 
past 30 years. 
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1.3 Crystal Growth 
Crystal growth in its most common sense can be regarded as the 
transformation of one phase (the mother phase) into another phase (the crystal) 
[9]. The essential change during this process is a change of order: the mother 
phase mostly can be characterized by a high degree of disorder whereas during 
crystallization a much higher ordening originates. 
In the process of crystal growth three essential elements can be distinguished: 
1) the crystal 
2) the mother phase, from which the crystal is growing, which may be a 
vapour, a solution, a melt, a flux, etc. 
3) the driving force for growth, mostly called the relative supersaturation σ. 
This relative supersaturation can be expressed as the energy difference 
Δμ/&Γ per molecule between a particle in the mother phase and the same 
particle incorporated in the crystal. Depending on the type of mother phase 
(see 2) it is applied as a difference in pressure, temperature or 
concentration. 
(The combination of the first two points, the crystal and the mother phase, 
results in what by some people has been called a fourth essential element: 
the interface. Especially during the last few years people are more and 
more aware of the importance of this interface; the place where the actual 
process of growth is taking place. This has recently led to a strong increase 
in interface related research.) 
Starting from the situation in which there is a mother phase and a relative 
supersaturation but no crystal, first a crystal has to originate by the formation of 
a nucleus. This process of the creation of a new phase in an other phase is one 
of the most fundamental aspects of phase transitions in general and of crystal 
growth in particular. In crystal growth this process is called nudeation, of which 
two types can be distinguished: homogeneous and heterogeneous nucleation. 
In the first case a nucleus is created in an ideally homogeneous mother phase in 
which the potential barrier which the system must overcome is determined by 
the interface energy. In the second case foreign bodies like a solid or liquid 
surface, microclusters or ions are present in the mother phase, which form an 
additional factor of the potential barrier for nucleation. 
Once a crystal is present in a supersaturated (σ > 0) mother phase it can 
grow. In this case as well the way in which the crystal grows as the growth 
velocity depends on a combination of two factors: the condition of the crystal 
and the magnitude of the relative supersaturation. 
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In the ideal case of a perfect, dislocation free crystal it can grow in a layer by 
layer mode as long as the relative supersaturation exceeds a critival value (f, 
which is a consequence of the need to surmount the edge free energy of a 
critical two dimensional nucleus. Consequently the value of oc depends on the 
type of crystal and the face (h, k, I) on which the nucleation takes place. 
In the early days this model of crystal growth was generally accepted. 
However, numerous experimental results were in contradiction with this theory. 
The dilemma was solved in 1949 by Frank who suggested the idea of the 
screwdislocation inside the crystal and the resulting growthspiral at the crystal 
surface as a continuous source of steps [10]. As a direct result the necessity of a 
process of two dimensional nucleation is eliminated and consequently the crystal 
can also grow if σ < oc. 
As a direct proof of the validity of this supposition made by Frank, and the 
subsequent development of the famous BCF theory by Burton, Cabrera and 
Frank [11], growthspirals have been observed on numerous crystals [12]. 
Generally the shape and orientation of these spirals are in agreement with the 
symmetry of the underlying crystal whereas the individual stepdirections can be 
obtained from energy considerations (e.g. from the PBC theory). 
Up to now we only discussed a layer by layer mechanism of growth. In a lot 
of situations, especially at higher values of σ, however, growth is determined by 
a completely different mechanism. 
From computer simulations it resulted that there exist a specific value of the 
quotient of temperature and bond energy at which the physical quantities of a 
crystal surface change (phase transition of infinite order). This phenomenon is 
called the roughening transition and the corresponding temperature the 
roughening temperature Γ
κ
 [14]. Below this point a crystal will grow with flat 
surfaces in a layer by layer model whereas above this point rough growth takes 
place, faces disappear (become curved) and a linear relation between 
growthvelocity R and σ exists. 
This roughening transition was indeed observed in different systems of crystal 
growth. 
1.4 Impurities 
Despite all the theories on crystal growth, very often it is observed, as well 
during laboratory experiments as in processes of industrial crystallization, that 
still there exist large discrepancies between these theories and the practise. Very 
often crystallization phenomena are encountered which are not fully understood. 
Frequently the explanation of these phenomena is sought for in the presence of 
some kind of impurity or inhibitor disturbing the (theoretical) growth process. 
Because these kind of disturbances can cause large problems in industrial 
crystallizers resulting in the loss of large amounts of money, more and more 
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attention is paid to the influence of impurities on processes of crystallization. 
Moreover these kind of studies are important to industries because, from a 
practical/economical point of view, a certain level of impurities is unavoidable. 
On the other hand a lot of industrial crystallization is taking place in which 
purposely certain amounts of specific additives are used. The aim of these kind 
of treatments is mostly to effectuate a specific change of the physical properties 
of the resulting product. As an example one can think of the addition of 
dispersants, anti-caking agents, growth retarders/stimulators or habit modifiers. 
In this last field especially the morphology engineering work of Berkovitch-
Yellin, using so-called tailor-made impurities, is well-known [15,16]. This work 
dates back for the last few years. However, more than 20 years ago, already a 
lot of fundamental research was devoted to the influence of impurities on the 
morphology of a crystal. In this field important contributions were made by 
Hartman, Chernov, Cadoret and many others [17]. 
Last but not least the introduction of a specific amount of selective additives in 
semi-conductor crystals, called doping, is of course well-known and from a 
technological point of view very important. 
As a consequence of its wide applicability, its enormous 
technological/economical importance and its still not completely understood 
mechanism, the fundamental research on the influence of impurities on crystal 
growth is gaining more and more interest. Nowadays it is recognized that the 
understanding of this process at the level of growth steps is a prerequisite for a 
complete understanding of the problems related to it. 
One of the major contributions to the theory of the effect of surface active 
inhibitors on step growth was made by Cabrera and Vermilyea [18]. They 
postulated a model in which the impurities were represented as inhibiting 
particles firmly attached to the crystal surface and acting as pinning points on the 
steps that try to move along. As a consequence a step reaching a blocking 
particle stops at that specific point and tries to move around it. Consequently a 
convex part of the step originates between two of these pinning points. Because 
this change requires a higher supersaturation the stepvelocity is diminished. 
As a result of this model Cabrera and Vermilyea made a prediction about 
the reduction of the stepvelocity as a function of the concentration of adsorbed 
impurities. According to this theory the steps will be blocked completely if the 
average distance between two impurity particles is less than the diameter of the 
two dimensional critical nucleus. 
A second important theory regarding the influence of impurities on step 
growth was developed by Frank and is known by the name of the "kinematic 
wave (KW) theory" [19]. In this theory no longer the interaction between 
adsorbed impurities and an individual step are considered but instead the effect 
of growth retarders on a series of steps, a step train or step pattern, is studied. 
Therefore, in this theory, the important parameters are the stepdensity к and 
15 
stepflux q. Based on these parameters two kinds of stepvelocities can be 
defined: the velocity v(k) = qlk of an individual step in the step train and the 
so-called kinematic wave velocity C(Â:) = dq/dk. (A strong analogy can be 
observed between this theory and the theories that were developed before, 
describing the flow pattern of traffic on roads or water in rivers [20].) 
One of the important results of the KW theory lies in the fact that it 
predicts the phenomenon of bunching: the accumulation of lower steps into a 
macro step. Starting from a local statistical fluctuation in the stepdensity Frank 
showed that two kind of bunches can develop that differ in their shape. Which 
one of the two possibilities survives depends on the relation q = q(k) between 
stepflux and stepdensity and the presence of surface active inhibitors. 
Inspired by the Cabrera and Vermilyea model and the KW theory of Frank, 
another important theory in this field was developed recently by van der Eerden 
and Müller-Krumbhaar [21-23]. They investigated the effect of a specific 
concentration of impurities, firmly attached to the surface, on the stability of a 
train of steps moving across this surface. In their theory they also started from 
the Cabrera and Vermilyea concept that the velocity of a step is determined by 
the concentration of impurities adsorbed at the terrace in front of this step. The 
new element of this theory, however, lies in the fact that this concentration is a 
function of the age of this terrace, which implies that it is a function of the bulk 
concentration of impurities in the mother phase and moreover of the time 
elapsed since the previous step passed by a specific point at the crystal surface. 
In this way a relation is created between the velocity vn of a specific step at a 
specific point and the velocity ν,,-! of the previous step passing by the same 
point. 
Using computer simulations of this model predictions can be made about 
the phenomena of bunching or debunching and about the shape of a macrostep 
under several conditions of growth. 
Besides the work of van der Eerden and Müller-Krumbhaar extensive 
computer simulations to elucidate the role of impurities on step and spiral 
growth phenomena were also carried out by Gilmer [24]. 
1.5 Scope and Summary 
In this thesis the results are presented of investigations concerning the 
crystallization process of a number of different substances growing from an 
aqueous solution. During these investigations special attention was paid to two 
major subjects: the crystal morphology and the role of impurities. 
In the first part (chapter 2) three different substances have been studied: 
potassium hydrogen phthalate, ammonium nitrate and nickel sulphate. Of all 
these substances a detailed Periodic Bond Chain (PBC) analysis was carried out 
which resulted in a theoretical prediction of the morphology. Simultaneously 
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crystals of these substances have been grown in order to compare these 
theoretical morphologies with the experimental one. 
In the case of ammonium nitrate the influence of the driving force of growth, the 
relative supersaturation σ, on the morphology was studied during this process (in 
situ). 
Besides the bulk morphology detailed investigations of the surface 
morphology were performed on the (010) face of potassium hydrogen phthalate 
(chapter 2.2) and on the (001) face of nickel sulphate (chapter 2.4). These 
observations could be carried out by using highly sensitive optical microscopical 
techniques (differential interference contrast microscopy). Looking again in situ 
numerous surface phenomena like growth spirals, steps and the process of 
bunching were observed which could be related to the results of the PBC 
analysis. During these observations in a number of situations the influence of 
impurities showed up. 
Because the (010) face of potassium hydrogen phthalate proved itself as a 
model system for in situ observations, a detailed study of the influence of 
impurities on the process of crystal growth was carried out using this system. 
The results of this study are described in the second part (chapter 3). 
First the effect of a large number of different impurities on the (010) spiral 
morphology was investigated qualitatively (chapter 3.1). Second this 
investigation was concentrated on the five most effective impurities. In a 
quantitative way the influence of these impurities on the velocity of steps was 
determined under different conditions of growth. Simultaneously these results 
were compared with distribution coefficients of the same impurities (chapter 
3.2). 
Finally this research was focussed on two of these effective impurities which 
showed a strong competitive effect on the (010) spiral morphology: Ce3 + and 
Fe3 +. This competition was quantified and again compared with the coefficients 
of distribution of these ions. 
The last part of this thesis (chapter 4) deals with a subject which has been 
studied already for a long time but which is (except for the work of the 
Bulgarian School [25] not very familiar in the world of crystal growers: 
electrocrystallization. This unacquaintedness is peculiar because as a system of 
crystal growth it has some important advantages. Because the driving force of 
growth is applied as a potential difference e.g. this parameter can be changed 
very precisely and moreover very quickly. Besides this, it is one of the few 
crystal growth systems which has the possibility to measure the exact growth 
velocity at every instant (by measuring the electric current). 
Chapter 4.1 desribes a large number of in situ observations of the process 
of growth of silver single crystals. In this study special attention was paid to the 
role of inhibitors which eventually resulted in an impurity model. 
17 
Limited by the lateral resolution of the optical microscopical technique that was 
used it is not possible to determine the shape of growth steps on electrolytically 
grown silver crystals. Regarding the influence of impurities this is however an 
interesting feature. To solve this problem a Scanning Tunneling Microscope 
(STM) was designed and built which has the possibility to observe the crystal 
surfaces as well ex situ as in situ with a much higher resolution. This microscope 
and some first promising results are described in chapter 4.2. 
Finally it must be stated that this thesis is composed of a number of articles 
which are or will be published as separate papers. As a consequence some of the 
sections can show a little overlap which may be considered a disadvantage for 
those reading the complete work. On the other hand there is an advantage for 
all those reading it only partly that every section can be read and understood 
separately. 
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CHAPTER 2 
PERIODIC BOND CHAIN ANALYSIS 
IN RELATION TO 
BULK AND SURFACE MORPHOLOGY 
OF CRYSTALS GROWN FROM AQUEOUS SOLUTIONS 
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CHAPTER 2.1 
POTASSIUM HYDROGEN PHTHALATE: 
RELATION BETWEEN CRYSTAL STRUCTURE 
AND CRYSTAL MORPHOLOGY 
M.H.J. Hottenhuis, J.G.E. Gardeniers, L.A.M.J. Jetten and P. Bennema 
RIM Laboratory of Solid State Chemistry, Faculty of Science, 
Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
Using the Periodic Bond Chain analysis of Hartman-Perdok, the 
morphology of Potassium Hydrogen Phthalate was determined. From this 
analysis 10 different F faces (h, k, /) resulted which could be arranged according 
to their morphological importance resulting from the calculation of the Ising 
critical temperature of the respective two dimensional connected nets. A 
comparison between this morphological order, an ordening based on other 
criteria and the experimentally observed morphology resulted in some 
discrepancies. After taking the possibility of surface relaxation into 
consideration a good correspondence between the results of the PBC analysis 
and the observed morphology was obtained. 
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2.1.1 Introduction 
Perhaps one of the most fascinating features of a crystal is its morphology; 
the phenomenon that a piece of solid matter is bounded by nice flat faces 
determined by nature. Because the morphology on one hand is the first that 
catches the eye and on the other hand is experimentally very easy accessible, 
crystal research started with the observation of crystals and the classification 
according to their outward shape. A nice overview of this early research on 
numerous kind of substances was given by Groth [1] and Goldschmidt [2]. 
After people discovered some kind of regularity and systematics in their 
observations the next step crystal research took was to try to understand, to 
explain and even to predict the morphology of a crystal on the basis of its 
internal structure. This research can be divided into two groups, each with their 
own starting point. 
The first and oldest one tried to explain crystal morphology from a geometrical 
point of view using quantities like row densities and mesh areas. Examples of 
this can be found in the work of Haüy, Bravais and Friedel [3], later extended 
by Donnay-Harker [4] and Donnay-Donnay [5]. Their basic result is that the 
relative morphological importance (M.I.) of the different faces (h, k, I) on a 
crystal (and as a result the crystal morphology) is determined by the interplanar 
distance dAW of the netplanes; M.l.(h,k,i) is proportional with dhki. 
The second group represents more recent research of people starting from the 
philosophy that crystal growth is a physical process and that, as a consequence, 
in morphology energy parameters will play a more dominating role than 
geometrical considerations. An important example of this group is the theory 
developed by Hartman and Perdok [6-8]. 
2.1.1.1 Hartman-Perdok theory 
In 1955 Hartman and Perdok published three papers dealing with the 
relation between structure and morphology of crystals [6-8]. In these papers, 
which formed a tremendous break through in crystal research, a theory is 
described to predict the morphology of a crystal on the basis of its internal 
structure and energy considerations. The complete theory can be condensed in 
four succeeding concepts: crystal graph, PBC, connected net and F face. 
Crystal graph: 
The starting point in the so called Periodic Bond Chain (PBC) analysis of 
Hartman-Perdok is to reduce a crystal structure to the mathematical 
concept of a crystal graph. In this graph the points represent the building 
units of the crystal whereas the relations between these points are the 
interactions (bonds) between these units. In the original theory Hartman 
and Perdok only considered first neighbour interactions. A crystal graph 
constructed in this way will always fulfil the symmetry of one of the 230 
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space groups [9]. 
PBC: 
Once a crystal graph is constructed it can be used to trace the PBC's, the 
Periodic Bond Chains. These are uninterupted chains of strong bonds 
running through the graph and having the periodicity [u, v, w] of the 
original structure. According to the Hartman-Perdok theory "these PBC's 
give the clue to the understanding of the morphological development of a 
crystal" [6]. 
Connected net: 
Beside tracking down PBC's, the crystal graph can be used to look for 
connected nets. A connected net consists of a specific subset of points 
from the crystal graph which, together with their relations, form a slice in 
the three dimensional graph. The criterion for a net to be connected is 
that it should be independent. This implies that within the net all 
participating points must be connected by the bonds and that two 
neighbouring nets may not have points in common which are essential for 
the connectedness of the net. Beside this it should be possible to divide 
the complete structure in these kind of nets where the individual nets can 
be transformed into each other by the symmetry operations of the 
spacegroup [10]. 
F face: 
The final point in the Hartman-Perdok theory is the classification of the 
different connected nets on the basis of the number of PBC's lying within 
the net. F or flat faces contain two or more coplanar and connected 
PBC's, S or stepped faces contain only one PBC and К or kinked faces 
contain no PBC at all [6]. The terminology of the three different type of 
faces was introduced by Burton and Cabrera [11]. 
Comparing these three type of faces, the sum of the energy within a slice 
(the so called slice-energy £siice) will be the largest in the case of an F 
face. As a consequence its attachment-energy Em, being the difference 
between crystallization-energy and slice-energy, will be the smallest 
resulting in a low growth velocity . Because of this F faces will become 
the larger (final growth) faces on a crystal. S faces very seldom develop 
whereas К faces are almost never observed. 
In this way the morphology of a crystal can be determined from the slice 
energies of the different F faces. 
2.1.1.2 Ising critical temperature 
In 1951 Burton, Cabrera and Frank (BCF) published their well-known 
paper [12] in which they showed that to every crystal face a critical temperature 
7* with regard to its growth velocity can be ascribed. Below this temperature 
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growth is determined by nucleation, resulting in a layer by layer growth 
mechanism and a flat face. Above 7* fast (linear) growth takes place and the 
face becomes rough. The critical temperature 7* where this phenomenon 
appears was called the roughening temperature of that specific face. 
In their theory BCF used a one layer model to describe the face. In this 
layer, situated between the solid and the fluid phase, two types of cells (or 
atoms) were allowed: solid and fluid. In this way they introduced a two 
dimensional Ising model in the world of crystal growth. 
Already in 1944 Onsager showed the occurence of an order-disorder phase 
transition in such a two dimensional Ising model and made an exact calculation 
of the so called Ising temperature 7* (and the corresponding dimensionless 
kT temperature с = ( )c at which this transition occured [13]. 
Φ 
A few years ago Rijpkema et al. [14] developed a method to calculate the 
Ising critical temperature с of an arbitrary two dimensional (complex) 
connected net. Using this theory a %c value can be calculated for each of the 
connected nets (faces (A, k, I) ) resulting from the Hartman-Perdok theory. 
Because the Ising critical temperature с is a measure of stability of a face (the 
higher с, the more stable), this method can be used to predict the morphology 
of a crystal. For the first time this was shown on the structure of garnet [14] 
which was followed by a number of other substances [15-18]. 
2.1.1.3 Aim and outline of the paper 
In this paper we describe the application of the Hartman-Perdok theory on 
a crystal with a more or less complicated structure of bonds: Potassium 
Hydrogen Phthalate. This will result in a number of faces which can be ordered 
according to their morphological importance on the basis of three different 
criteria (as was shown above): 
1) dilki (Donnay-Harker) 
2) £siice (Hartman-Perdok) 
3) с (Ising) 
The results will be confronted with experimental data obtained from numerous 
growth experiments and goniometer observations. 
2.1.2.1 Potassium Hydrogen Phthalate 
Potassium Hydrogen Phthalate K-CfiH4-COOH-COO (also known as 
potassium acid phthalate and in literature abbreviated as КАР) belongs to a 
series of alkali acid phthalates which crystallize in the orthorhombic system and 
are listed by Groth [1]. Figure 2.1.1 shows a schematic drawing of one КАР 
molecule with the atomic fractional coordinates listed in table 2.1.1. The crystal 
26 
atom 
К 
Cl 
Ol 
0 2 
C2 
оз 
0 4 
СЗ 
С4 
С5 
С6 
С7 
С8 
HI 
Н2 
НЗ 
Н4 
Н5 
X 
0.09898 
-0.17780 
-0.29831 
-0.16109 
0.06887 
0.14522 
0.00006 
-0.05921 
-0.06367 
0.04731 
0.16280 
0.16928 
0.05799 
-0.380 
-0.146 
0.048 
0.237 
0.252 
У 
0.03878 
0.21761 
0.26258 
0.12732 
0.15685 
0.09314 
0.14401 
0.28937 
0.38466 
0.45050 
0.42058 
0.32513 
0.25841 
0.235 
0.400 
0.521 
0.464 
0.304 
ζ 
0.25000 
0.00561 
0.07871 
0.01748 
-0.23842 
-0.15861 
-0.40385 
-0.02519 
0.06263 
0.03824 
-0.07350 
-0.15805 
-0.13588 
0.038 
0.140 
0.096 
-0.091 
-0.231 
Figure 2.1.1: 
Molecular structure of KAP. 
Table 2.1.1: 
Atomic fractional coordinates of КАР 
(after Okaya [19]). 
structure of KAP was revealed in 1965 by Okaya [19]. After exchange of the 
crystallographic axes [20], the space group PZxab reported by Okaya was 
converted in PcaZj. This notation will be used from now on. 
The unit-cell, with the dimensions: a=9.609 Â, ¿=13.857 Â, c=6.466 Â, 
contains 4 КАР molecules which can be numbered according to their symmetry 
equivalent positions [21]: 
molecule 
1(000) 
2(000) 
3(000) 
4(000) 
position 
x,y,z 
-х,-у,Уі+г 
V2-X,y,V2+Z 
ί^+χ,-γ,ζ 
The spatial configuration of the molecules in the crystal can be seen in figure 
2.1.2. In this projection down the c-axis obvious a layer-like structure parallel to 
the {010} plane can be recognized. This is one of the reasons that the crystal is 
applied in X-ray monochromators [22,23]. 
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Figure 2.1.2: 
Spatial configuration of КАР in a projection down the с -axis. 
2.1.2.2 Bonds in the crystal 
In order to perform the PBC analysis of a crystal structure one has to know 
its building units and the bonds between them. In the case of growing КАР from 
solution it is obvious to regard the K+ ion and the H P - ion as the two building 
units. Between these units three types of bonds can be distinguished: 
1) Attractive Coulomb interactions between the potassium ions and the 
ionized carboxyl-group of the hydrogen phthalate ions as well as repulsive 
interactions between alike ions. 
2) Hydrogen bonding between the un-ionized carboxyl-group of one 
molecule and the ionized carboxyl-group of the neighbouring molecule 
(01-H1-04) forming a chain of hydrogen bonded КАР molecules along 
the c-axis. 
3) van der Waals bonds; intermolecular bonds between the aromatic rings of 
the hydrogen phthalate ions. 
The fact that three different types of bonds appear in a PBC analysis is quite 
unusual and can give rise to some problems. To avoid this the following 
assumptions are made: 
28 
ad 1: Coulomb interactions. 
In performing a PBC analysis only the first neighbour interactions are considered 
[6]. This means that in our case only the attractive interactions are taken into 
account ("first-order" PBC analysis). To improve the results one could also take 
the second (attractive) neighbours into the calculation ("second-order" 
approximation) or even do a Madelung-like calculation of the interactions, but 
both strategies often do not end up in a much better result [24]. 
Another problem which turns up is the uncertainty of the charge distribution on 
the ionized carboxyl-group. The best assumption to make is to centre this charge 
exactly between the two oxygen atoms (03 and 04) of this group. 
ad 2: Hydrogen bonds. 
The exact energy of the hydrogen bonds is not known because the charge 
distribution on the participating atoms is unknown. (Because of this tabulated 
potential functions of hydrogen bonds [25] can not be used.) One could however 
estimate its magnitude on the basis of literature data of these kind of bonds in 
other conformations (eg. in ice: £=6.1 kcal/mol [26], in water: £=4.0 kcal/mol 
[27,28]). Compared to the Coulomb interactions this energy value is so small 
that it might be a reason to omit these hydrogen bonds in the PBC analysis. The 
main reason however is that the hydrogen bonds are only present in those parts 
of the structure where already much stronger ionic bonds dominate. 
As a consequence hydrogen bonds will not be considered in the PBC analysis. 
ad 3: van der Waals bonds. 
To calculate the van der Waals bonds (between HP(1,000) and HP(2)010), etc.) 
we, according to Williams [29], used the function: 
£=A · d'6 + В · exp(-Cd) 
which gives the energy of interaction between two atoms with interatomic 
distance d. А, В and С are constants from table II, section IV [29] which were 
derived for aromatic rings. 
A complete overview of all the type of bonds that were taken into account 
to carry out the PBC analysis is given in table 2.1.2. In this table the notation 
A(i,uvw) stands for an ion of type A on symmetry position i which is situated in 
a unit cell located at the vector ua+vft+wc. In figure 2.1.3 the bonds have 
been drawn in three different projections of the crystal structure along the 
crystallographic axes. (In all projections a cross represents the K+ ion and is 
located on its centre of gravity whereas the circle represents the H P - ion, also 
reduced to a point but located in the middle of C3-C8 (see f ig. 2.1.2).) 
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bond 
Κ(1,000)- ΗΡ(Ι,ΟΟΟ) 
Κ(1>000)-ΗΡ(1,001) 
Κ(1,000)-ΗΡ(2,000) 
К(1,000)-НР(3,000) 
ΗΡ(Ι,ΟΟΟ)- НР(2,010) 
ΗΡΟ,ΟΟΟ)- НР(2,011) 
ΗΡίΙ,ΟΟΟ)- НР(4,010) 
ΗΡ(Ι,ΟΟΟ) - НР(4,110) 
code 
а 
b 
с 
d 
g 
g 
h 
h 
E(- IO3 J/mol) 
-384.08 
-429.29 
-506.81 
-414.78 
-8.87 
-8.87 
-5.36 
-5.36 
Table 2.1.2: 
Bonds in the КАР structure used in the (first order) PBC analysis. 
2.1.2.3 PBC analysis 
The basic idea which lies at the heart of the Hartman-Perdok theory is that 
the morphology of a crystal is defined by its PBC's: uninterrupted chains of 
bonds running through the structure and having the periodicity [u, v, w] of the 
lattice [6]. Now the bonds are known one can look for these PBC's and the 
result is given in table 2.1.3. As an illustration, the atomic configuration of one 
period of the [111] PBC looks like: 
_ h а к(2,000).с d « НР(4,001 · 
ΗΡ(3,110)·ΗΡ(2,000)^ ^HP(1,001)-K(3,000)^ К(4,001) 
1>К(1,000)'
Ь
 ІГНР(3,001)'
С 
Looking at the structure (eg. its projection in fig. 2.1.3) it is clear why the small 
van der Waals interactions g and h have to be included in the PBC analysis; 
without these bonds it would not be possible to construct a [u, v, w] PBC with 
v^O and the layered structure would "fall apart". 
The next step in the Hartman-Perdok theory is the search for the F faces, 
the crystallographic faces (h, k, I) parallel to a connected net. Because an F face 
consists of at least two different sets of PBC's which are connected to each 
other, it is useful to make a stereographic projection of all the PBC's that were 
found [30,31]. This was done in figure 2.1.4. From this stereographic projection 
the potential F faces can be pointed out, being those faces where at least two 
PBC's cross each other. 
One way to check whether a potential F face is a real connected net is to 
have a look at this face in a direction parallel to one of the PBC-directions lying 
within this face. This is why we constructed projections of the structure along the 
four [uOw] PBC directions [100], [001], [101] and [102]. The reason of this choice 
is that these four PBC directions are the strongest; not regarding their PBC 
energies but according to the principle of Hartman-Perdok which states that the 
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 Figure 2.1.3: 
Bonding scheme of KAP in the 
(first order) PBC analysis. 
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PBC-vector 
[100] 
[001] 
[101]. 
[lOlJb 
[ιοί]. 
[101]ь 
[102]. 
[102]ь 
[102]. 
[102]ь 
[010] 
[ПО] 
[ПО] 
[120] 
[120] 
[011] 
[011] 
[021] 
[021] 
[111] 
[Hl] 
[111] 
[111] 
[121] 
[121] 
[121] 
[121] 
bonds per molecule 
c+d 
a + b 
Vb(a+b+2c+d) 
Vi(a-l-b+2c+d) 
Vi!(a+b+2c+d) 
Vi!(a+b+2c+d) 
Vi(2a+c+d) 
Vi(2b+c+d) 
V^(2a+c+d) 
^ b + c + d ) 
c+Vi(a+b+g) 
1/4(2a+2b-l-4c-l-d-l-h) 
1/4(2a-l-2b+4c-l-d-l-h) 
Vi(a+b+2c-l-h) 
Vi!(a+b+2c+h) 
^(a+b+lc+g) 
!^(a+b+2c+g) 
i/2(a+b+2c+h) 
V2(a+b+2c+h) 
V4(2a-l-2b+4c+d+h) 
l/4(2a-l-2b-(-4c-l-d+h) 
lA(2a+2b+4c+d+h) 
y4(2a+2b+4c-(-d-l-h) 
l/4(2a-l-2b-l-4c+2h) 
1/4(2a+2b-(-4c+2h) 
1/4(2а-(-2Ы-4с-(-2Ь) 
1/4(2a+2b+4c+2h) 
EC-103 J/mol) 
-921.59 
-813.37 
-1120.89 
-1120.89 
-1120.89 
-1120.89 
-844.87 
-890.09 
-844.87 
-890.09 
-917.93 
-1018.53 
-1018.53 
-916.17 
-916.17 
-917.93 
-917.93 
-916.17 
-916.17 
-1018.53 
-1018.53 
-1018.53 
-1018.53 
-916.17 
-916.17 
-916.17 
-916.17 
Table 2.1.3: 
PBC's in the КАР structure resulting from the first order analysis. 
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Figure 2.1.4: 
Stereographic projection of the PBC's of KAP. 
strength of a PBC is determined by its weakest bond [6]. All PBC's [κ, ν, w] 
with νΦΟ have one or more van der Waals bonds g or h in their chain and will 
thus be much weaker. 
From the projections in figure 2.1.5 the following F faces can be found: 
- (010) in all four projections 
- (110), (210) and (200) in the [001]-projection 
- (002) and (012) in the [100]-projection 
Though the slice (h, k, /)=(011) looks like an F face it is not an allowed one 
because of the extinction condition ( (ОЦ): /=2n); (022) is an S face. 
- (201) and (211) in the [Í02]-projection 
In the case of the [102]-projection there are two alternatives to construct the 
[102] PBC: [102]a and [102]b (see table 2.1.3). In fig. 2.1.5 the [102]b PBC 
was chosen because of its somewhat larger energy. 
- Again from table 2.1.3 there seems to be two alternatives for the [101] PBC, 
but now with the same energy: [101]a and [101 ]b (see fig. 2.1.5). Depending on 
the F face to construct one can choose between these alternatives: 
(111): PBC's [101]a are connected 
(111): PBC'sJIOljb are connected 
(212): PBC [101]a and PBC [101]b are alternately connected. 
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bí Projections of the KAP crystal structure along the four strongest 
[ Ï 02 ] . PBC [102^ PBC 
(010) : F 
(211) : F (201) : F 
ο ο ο ο ο ο ο ο ο α ο ο ο ο ο ο ο ο ο ο ο ο ο ο ο ο ο о 
"Í. 
A complete list of all possible F faces including their slice-energies is given 
in table 2.1.4. 
face 
(hkl) 
(010) 
(110) 
(210) 
(200) 
(002) 
(012) 
(201) 
(211) 
(111) 
(212) 
bonds in slice 
(per molecule) 
a+b+c+d 
a+b+d+V^c+g+h) 
a+b+c+Vih 
a+b+c+g 
c+d+h 
c+d+Vig 
b+V^c+d+g) 
b+1/2(c+d-l-h) 
c+V^a+b+d+g+h) 
c + ^ a + b + d + g + h ) 
^s.Coul 
(•VfiJ/mol) 
-1734.96 
-1481.55 
-1320.18 
-1320.18 
-936.11 
-936.11 
-897.34 
-897.34 
-1120.89 
-1120.89 
Es,v d w 
(J/mol) 
0 
-7112.80 
-2677.76 
-8870.08 
-5355.52 
-4435.04 
-4435.04 
-2677.76 
-7112.80 
-7112.80 
£s,tot 
(•103 / /mo/) 
-1734.96 
-1488.66 
-1322.86 
-1329.05 
-941.46 
-940.54 
-901.78 
-900.02 
-1127.99 
-1127.99 
І 
0.992 
0.851 
0.756 
0.760 
0.538 
0.538 
0.516 
0.515 
0.645 
0.645 
crystallization energy: E , ^ = a+b+c+d+g+h = -1749.18-103 J/mol 
Table 2.1.4: 
F faces of КАР resulting from the first order Ρ ВС analysis. 
In this table for every slice an anisotropy-factor ξ was calculated on the basis of: 
•^•cryst -^slice "^ -^att 
According to the Hartman-Perdok theory this factor ξ is a measure for the 
relative importance or stability of a slice; slices being more stable when their 
slice-energy £ S | l c e is higher and as a consequence their attachment-energy E a t t is 
lower [32]. 
The large number of faces (A, k, 1) resulting from the stereographic 
projection (fig.2.1.4) that are not connected must be S faces; stepped faces 
which have only one PBC-vector lying within their slice [6]. According to 
Hartman-Perdok [7] a classification between these S faces can be made: a S face 
is more important the larger the relative strength of the bonds in the PBC to 
which it is parallel are. Whenever more S faces appear within one zone of the 
stereographic projection, the relative importance can be deduced from an 
addition scheme of indices like that of Goldschmidt (see Niggli [33]). The idea 
behind this is that a S face can be constructed by alternately adding adjacent F 
faces. By using this concept we can deduce that (412) and (221) are both SI 
faces and that they will be more important than (432) and (231) which are both 
S2 faces. 
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The result of the classification of all S faces is described in table 2.1.5. 
face 
(hkl) 
(121) 
(321) 
(221) 
(113) 
(022) 
(412) 
(112) 
(123) 
(214) 
(202) 
(311) 
(432) 
(312) 
(213) 
(231) 
type [zone] 
Sl[1011 
S1[111],S1[121] 
siinoj.sif^] 
SlfllO] 
Sl[100] 
зцогіі^цюг] 
S1[021],S2[110] 
Sl[121] 
SI [120] 
S2[010] 
S2[011] 
S2[121],S2[102] 
S2[021] 
S2[120] 
S2[ 102] 
classification 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10/11 
10/11 
12 
13/14 
13/14 
15 
^hkl 
(•10-10m) 
4.242 
2.652 
3.370 
2.079 
2.930 
1.910 
2.992 
2.012 
1.523 
2.682 
2.811 
1.779 
2.245 
1.947 
2.960 
Table 2.1.5: 
Classification of S faces of KAP. 
2.1.2.4 Ising Temperatures 
Besides an anisotropy factor ξ, which was introduced in 2.1.2.3, a more 
sophisticated way to predict the relative importance of the F faces that were 
determined is to calculate their dimensionless largest bond energy шс (= 1/ С) at 
the critical Ising temperature. This can be done using the formalism developed 
by Rijpkema et al. [14] offering the possibility to calculate ω0 for a planar 
rectangular net. To apply this formalism the different connected nets 
representing the F faces (see fig.2.1.6) must be transformed into such planar 
rectangular nets. For most of the connected nets this can be done in a 
straightforward way, sometimes by introducing some extra bonds with zero or 
infinite energy. Only in the case of the (110) net a problem arises because of two 
crossing bonds (a and h). This can however be solved by the introduction of two 
alternative nets: 
1) a weak net (110)
w
 in which the weakest of the two crossing bonds (h) has 
been omitted (replaced by a bond with zero energy) 
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Figure 2.1.6: 
Connected nets representing the F faces of KAP. 
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Figure 2.1.7: 
Two alternatives of the (110) Ising net. 
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2) a strong net (110)s in which the strongest of the two bonds connecting these 
crossing bonds (d) is made infinite. 
The two resulting planar rectangular nets are sketched in figure 2.1.7. The 
correct value of the (110) Ising critical temperature will now ly within these two 
limits. In the comparison with other values of Ü)C the mean value of the two 
limits was taken. 
The result of the calculation of the critical value of the bond energies is given in 
table 2.1.6, where these bond energies are expressed in the value of the most 
important bond in the structure (c). It appeared that the possible range of ω0 in 
the case of the (110) net did not show overlap with the other values so that in 
this case no problem of interpretation occurred. 
connected net 
(hkl) 
(010) 
("О), 
(110). 
(200) 
(210) 
(111) 
(212) 
(002) 
(012) 
(201) 
(211) 
M,; 
0.5175 
0.7553 
0.8643 
1.2450 
1.5310 
1.8380 
1.8380 
2.4444 
2.5328 
2.5863 
2.8282 
Table 2.1.6: 
Dimensionless largest bond energy at the critical Ising temperature for the various 
connected nets of KAP. 
2.1.2.5 Morphological Importance 
As described in 2.1.1.3 there are a number of criteria to predict the 
morphology of a crystal. In other words: the sequence of morphological 
importance (M.I.) of a number of faces {h, k, /) is said to correlate with: 
1) the interplanar distance dhki (Donnay-Harker [4]) 
E. 
2) the anisotropy factor ξ<
Λ> *, /) = • s "* (Hartman-Perdok [6-8]) 
^•cryst 
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3) the bond energy at the critical Ising temperature: ω0 (Rijpkema [14]). 
The best way to check these three possibilities is to look at the crystal itself and 
to see which faces (A, k, t) really do occur. This was done by the examination of 
a large number of as-grown crystals with the use of a goniometer. Beside this, so 
called sphere-experiments were carried out in which a small spheric КАР crystal 
was grown during one hour in а КАР solution with a small supersaturation 
(σ^ 0.4%) [20]. After such an experiment the orientation of the most stable 
faces (being the faces with the lowest growth velocity) was determined. 
The results of these experiments and a confrontation with the three criteria is 
summarized in table 2.1.7. Figure 2.1.8 shows a schematic drawing of а КАР 
crystal. 
slice 
(hkl) 
(010) 
(110) 
(200) 
(210) 
(111) 
(212) 
(002) 
(012) 
(201) 
(211) 
(120) 
(121) 
(102) 
(Donnay-Harker) 
¿hu M.I. 
(•10-10m) 
13.857 1 
7.896 2 
4.805 5 
4.539 6 
5.003 4 
2.633 13 
3.233 10 
3.148 11 
3.856 8 
3.715 9 
5.620 3 
4.242 7 
3.064 12 
(Hartman- Perdok) 
1 мл. 
0.992 1 
0.851 2 
0.760 3 
0.756 4 
0.645 5/6 
0.645 5/6 
0.538 7 
0.538 8 
0.516 9 
0.515 10 
(Ising) 
ω,. M.I. 
0.5175 1 
0.8098 2 
1.245 3 
1.531 4 
1.8380 5/6 
1.8380 5/6 
2.4444 7 
2.5328 8 
2.5863 9 
2.8282 10 
observation 
M.I. 
1 
2/3 
5 
2/3 
6 
4 
7 
Table 2.1.7: 
Morphological Importance of crystallographic faces on КАР: theory and experiment. 
2.1.3 Discussion. 
As can be seen from table 2.1.7 there is a perfect agreement in the 
succession of the M.I. data between those based on the Hartman-Perdok theory 
and those calculated from the Ising temperatures. The stronger a slice (h, k, I) 
(the higher its anisotropy factor | ) the lower its coc and as a consequence the 
higher its roughening temperature. 
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flit» 
(010) 
(110) 
Figure 2.1.8: 
Schematic drawing of a КАР crystal. 
On the other hand, the agreement with the M.I. data based on ¿
ЛА/ is not 
perfect, though there seems to be some overall correspondence. These 
agreements/discrepancies between the M.I. data have been observed in the same 
way on other substances [15-17]. Only in simple systems, e.g. with all bonds 
equal, the correspondence between the M.I. data and the predictions from dhki 
seems to be better. 
The comparison between the theoretical predictions and the experimental 
results is a little bit difficult because usually КАР crystals only show a small 
number of faces (see fig. 2.1.8). Regarding the most important faces (010) and 
(110) the agreement is perfect with all of the three theories. In the case of (111) 
and (210) the predictions of the Donnay-Harker theory are a little bit better 
than those based on Hartman-Perdok or Ising temperatures. 
Besides these correspondences between theory and experiments there are a 
number of remarkable discrepancies: 
- the differences in the order of morphological importance of the faces 
- although quite a lot of faces are predicted from the PBC analysis (being an F 
face) they do not appear on the crystal. The most remarkable face in this case 
is (200) which should be a rather strong face 
- the fact that three faces very strangely do appear on the crystal although, 
according to the theory, they can not be F faces (see table 2.1.8). 
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face 
(hkl) 
(121) 
(120) 
(102) 
number of PBC's 
within slice 
2 
1 
1 
type 
SI 
SI 
S3 
¿hkl 
4.242 
5.620 
3.064 
M.I.tou) 
7 
3 
12 
M.I.(exp.) 
4 
6 
7 
Table 2.1.8: 
Faces appearing on КАР crystals that are not F faces. 
From table 2.1.8 one could draw the conclusion that in predicting the 
morphology of a crystal, the number of PBC's within a slice is a more important 
parameter than its сІ
ш
 value. 
Regarding the discrepancies between theory and experiment there are four 
points that should be considered more carefully: 
1) the relative strength of the bonds 
2) the number of interactions 
3) surface phenomena 
4) the influence of impurities. 
2.1.3.1 The relative strength of the bonds 
In 2.1.2.2 an assumption was made for the strongest bonds: ionic Coulomb 
interactions between pointcharges. This however is an assumption which in 
principle will only be correct for vacuum. In the process of growing КАР from 
solution it is the solution which can strongly influence the relative strength of the 
bonds at the surface. E.g. in the solution the K+ ions will be hydrated; as a 
consequence the interaction between this complex and the crystal will effectively 
be smaller. The hydration of the H P " ion is probably less important because the 
charge on the carboxyl-group is stabilized by charge distribution over this group, 
i.e. internal stabilization is possible. 
As a consequence it can be expected that in general the interaction with water 
molecules will reduce the energy gain during formation of the ionic bonds much 
stronger in comparison with those bonds with a non-ionic character. Assuming 
that hydration will lower only the formation energy of the ionic bonds (a,b,c and 
d) and not the van der Waals bonds (g and h), the question is how this process 
will influence the sequence of morphological importance. To answer this 
question the Ising critical temperatures of the connected nets in fig. 2.1.6 were 
recalculated for a number of different values of a reduction factor χ (for the 
ionic bonds). The results are listed in table 2.1.9. 
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(hkl) 
(010) 
(110) 
(200) 
(210) 
(111) 
(212) 
(002) 
(012) 
(201) 
(211) 
x=1.00 
0.517 
0.810 
1.245 
1.531 
1.838 
1.838 
2.444 
2.533 
2.586 
2.828 
x=0.80 
0.517 
0.814 
1.194 
1.476 
1.746 
1.746 
2.341 
2.429 
2.481 
2.721 
x=0.60 
0.517 
0.786 
1.130 
1.407 
1.632 
1.632 
2.210 
2.297 
2.347 
2.583 
x=0.40 
0.517 
0.747 
1.041 
1.310 
1.478 
1.478 
2.027 
2.114 
2.161 
2.393 
x=0.20 
0.517 
0.682 
0.898 
1.152 
1.235 
1.235 
1.730 
1.812 
1.855 
2.076 
x=0.10 
0.517 
0.620 
0.764 
1.002 
1.019 
1.019 
1.437 
1.528 
1.572 
1.776 
x=0.01 
0.906 
0.724 
0.668 
1.047 
0.816 
0.816 
1.102 
1.553 
1.731 
1.837 
Table 2.1.9: 
Dimensionless largest bond energies at the critical hing temperature for the various 
connected nets of KAP. 
Effect of reduction of the Coulomb interactions with a factor x. 
As can be seen the effect of reducing the Coulomb versus the van der 
Waals interactions is very small; up to x=0.10 the sequence in M.I. does not 
change at all. Only at a value of x=0.01 the relative importance of the faces 
changes, but rather in an incorrect way: e.g. the M.I. of (010) becomes 4 which 
is in conflict with morphological data. The conclusion must be that the 
discrepancy between the PBC analysis and the experiments can not be explained 
by hydration effects. 
2.1.3.2 The number of interactions 
On crystals of КАР three different faces appeared that could not be 
explained from the normal (first order) PBC analysis: (121), (120) and (102). A 
logical step is to see what happens if the number of interactions is increased, e.g. 
if also second nearest neighbours are taken into consideration (second order 
PBC analysis). Figure 2.1.9 shows the most simple second order scheme of 
bonds, again in the projections along the three crystallographic axes, with their 
energies listed in table 2.1.10. 
From table 2.1.10 it is clear that, regarding the magnitude of the different 
bonds, the second order interactions might play a relevant role in the 
morphology of the crystal. E.g. the bonds crossing the layer structure in the 
[010] direction (n,o,p,q,r and s) are more than ten times as large as the van der 
Waals bonds (g and h) in this direction! 
The complete second order PBC analysis was not carried out because the 
bonding structure in three dimensions simply gets too complicated to do it by 
hand. We hope however to perform it in near future by computer in order to see 
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bond 
Κ(1,000) - ΗΡ(Ι,ΟΟΟ) 
Κ(Ι,ΟΟΟ) - ΗΡ(Ι,ΟΟΙ) 
Κ(Ι,ΟΟΟ) - ΗΡ(2,000) 
кодщ-нррдю) 
Κ(1,000)-ΗΡ(4,000) 
Κ(Ι,ΟΟΟ) - НР(ЗДОО) 
Κ(Ι,ΟΟΟ) - ΗΡ(4,100) 
Κ(1,000)-ΗΡ(4,001) 
Κ(4,001) - ΗΡ(1(0Ο0) 
Κ(Ι,ΟΟΟ) - ΗΡ(2,010) 
Κ(1>000)-ΗΡ(4 )011) 
Κ(1,000)-ΗΡ(4,010) 
Κ(1,000)-ΗΡ(4,110) 
Κ(4,011) - ΗΡ(Ι,ΟΟΟ) 
^.OlOJ-HPCl.OOO) 
ΗΡ(Ι,ΟΟΟ) - ΗΡ(2,010) 
ΗΡ(Ι,ΟΟΟ) - ΗΡ(2,01Ϊ) 
ΗΡίΙ,ΟΟΟ) - ΗΡ(4,010) 
ΗΡίΙ,ΟΟΟ) - ΗΡ(4,110) 
code 
a 
b 
с 
d 
e 
f 
k 
1 
m 
η 
о 
Ρ 
q 
г 
s 
g 
ë 
h 
h 
Ei-KfiJ/mol) 
-384.08 
-429.29 
-506.81 
-414.78 
-227.58 
-212.09 
-214.04 
-236.00 
-221.00 
-117.80 
-107.76 
-106.92 
-105.41 
-106.21 
-102.56 
-8.87 
-8.87 
-5.36 
-5.36 
Table 2.1.10: 
Bonds in the КАР slucture based on a second order PBC analysis. 
the advantages of such an extended version of a PBC analysis. 
In the case of the faces (121), (120) and (102) it is however easy to check 
that it is not possible to construct a connected net within one layer dhki by using 
second nearest neighbours. Because of this there must be some other 
explanation for the occurrence of these faces. Despite its complexity in three 
dimensions, second order interactions can be very illustrative in a kind of two 
dimensional PBC analysis. This was carried out within the (010) slice of KAP in 
order to explain surface morphologies which were observed in situ during the 
growth process [34]. 
2.1.3.3 Surface phenomena 
The input parameters of a PBC analysis are the atomic coordinates refering 
to the bulk of the crystal. Growth and the resulting morphology however are 
both also surface phenomena. Due to the absence of one half of the (bulk) 
crystal, which is replaced by the solution, interactions between atoms or ions are 
changed at this surface. As a consequence very small atomic displacements can 
occur at the surface, disturbing the (bulk) periodicity of the lattice. These minor 
displacements are known as surface relaxation. 
45 
One effect of surface relaxation on a PBC analysis is the permission to 
construct F-slices within a layer of twice its original thickness. In figure 2.1.10 it 
is shown that it is possible to construct a slice in the case of (h, k, /)=(121),(120) 
and (102) after doubling the layer thickness. As an example: the slice 
(h, k, /)=(120) appears to be a stepped face, consisting out of alternating (010) 
and (110) faces. However, a very small displacement of the [001] PBC's towards 
each other will destroy the periodicity and turn this face in a real F face. 
Because it is unknown what exactly happens at the solid-liquid interface (e.g. a 
rearranging of atoms due to adsorption of impurities or extra surface bonding 
effects as a result of solvent interactions), these kind of processes are very likely 
to occur [35]. In the case of the (121) face surface relaxation is even very likely 
because this face has a polar character. According to Hartman [36] this layer 
must be reconstructed because of the ionic character of KAP. 
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Figure 2.1.11: 
Connected nets of extra F faces after surface relaxation: 
(121), (120) and (102). 
In figure 2.1.11 the resulting connected nets have been drawn for the three 
faces from which the following slice energy and œc-values were calculated: 
(A, *, D 
121 
120 
102 
E^-ltf J/mol) 
-1327.79 
-1611.13 
-1229.01 
I 
0.759 
0.921 
0.703 
coc 
1.212 
0.666 
1.785 
After correcting table 2.1.7 with these data, table 2.1.11 shows a much better 
correspondence between theory and experiment. This indicates the importance 
of taking surface effects like relaxation into a PBC analysis. 
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Figure 2.1.10: 
Construction of connected nets after doubling the slice thickness. 
Projections of the crystal structure of КАР along: 
a: the [101] direction 
b: the [001] direction 
c: the [010] direction 
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(hkl) 
(010) 
(120) 
(ПО) 
(200) 
(121) 
(210) 
(102) 
(111) 
(212) 
(002) 
(012) 
(201) 
(211) 
Μ.Ι.(ξ) 
1 
2 
3 
4 
5 
6 
7 
8/9 
8/9 
10 
11 
12 
13 
M.I.(Ising) 
1 
2 
3 
5 
4 
6 
7 
8/9 
8/9 
10 
11 
12 
13 
M.I.(exp.) 
1 
6 
2/3 
4 
5 
7 
2/3 
Table 2.1.11: 
M.I. of crystallographic faces on КАР after correction for surface relaxation. 
2.1.3.4 The influence of impurities 
An effect which will almost always be present in every crystal growth 
process is the influence of impurities [37]. From a PBC analysis it is obvious that 
the different crystal faces (A, k, I) have a different atomic configuration. Due to 
this, often there will be a non-isotropic interaction of impurities present in the 
solution with these faces. As a consequence the growth velocity of those faces 
with a preferential impurity adsorption will reduce which in turn will raise their 
M.I. In this way impurities can dramatically change the original morphology of a 
crystal [38]. Hartman even showed how adsorption of impurities can result in 
the observation of high index faces that can not be F faces (e.g. {3 2 19} in the 
case of the mineral anatase) [36]. Another clear example of this process was 
shown by Berkovitch-Yellin using tailor-made impurities on several crystalforms 
[39]. 
Looking at КАР, already a strong influence of impurities on the M.I. of the 
(111) face was reported [20]. After addition of potassium phthalate the surface 
area of this face increased remarkedly indicating the specific sensitivity for 
impurities. Also from in situ observations of spiral growth on КАР the 
sensitivity for especially three valent cations was observed [40]. These effects 
might be the explanation of the discrepancy between theory and experiment in 
the case of the (111) face (see table 2.1.11). 
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2.1.4 Conclusions 
In a rather straightforward way it was shown that the concept of a PBC 
analysis, which was introduced by Hartman and Perdok, can also be applied on 
substances with a more difficult binding structure like KAP. After making some 
assumptions about the bonds in the crystal the (first order) PBC analysis predicts 
a morphology which shows resemblances and some discrepancies with 
experiments. 
Regarding the discrepancies the following can be concluded: 
1) Revaluation of the van der Waals bonds versus the ionic bonds as a result 
of a possible vacuum-solution discrepancy does not lead to a correct 
result. 
2) Extending the first order into a second order PBC analysis, by taking also 
second nearest neighbours into the analysis, seems to be fruitful but is too 
complicated in the case of KAP. 
3) A number of discrepancies can be ruled out after allowing surface 
relaxation to take place and with this a doubling of the slice thickness 
dhkh 
4) Last but not least: impurity effects are almost always present in crystal 
growth processes. Although their effect on a PBC analysis is often 
difficult to quantify, they can certainly not be omitted. 
Acknowledgements 
The authors want to thank J.P. van der Eerden for stimulating discussions 
and J.W.M. van Kessel for his help with the preparation of the manuscript. 
M.H.J. Hottenhuis acknowledges the financial support of the Netherlands 
Organisation for the Advancement of Pure Research (ZWO). 
49 
References 
1) P. Groth, Chemische Kristallographie, Leipzig: Engelman (1906-1919). 
2) V. Goldschmidt, Atlas der Kristallformen, Universitätverlag GmbH, Heidelberg, 
(1913-1923). 
3) see e.g. Crystal Form and Structure, ed. C.J. Schneer, Dowden, Hutchinson & 
Ross, Inc. (1977). 
4) J.D.H. Donnay and D. Harker, Amer. Min. 22(5) (1937) 446. 
5) J.D.H. Donnay and G. Donnay, Compt. Rend. Acad. Sci. Pam 252 (1961) 908. 
6) P. Hartman and W.G. Perdok, Acta Cryst. 8 (1955) 49. 
7) P. Hartman and W.G. Perdok, Acta Cryst. 8 (1955) 521. 
8) P. Hartman and W.G. Perdok, Acta Cryst. 8 (1955) 525. 
9) A.F. Wells, Three dimensional Nets and Polyhedra, John Wiley & Sons (1977). 
10) P. Bennema and J.P. van der Eerden, to be published in Morphology of Crystals, 
ed. I. Sunagawa (in preparation). 
11) W.K. Burton and N. Cabrera, Disc. Farad. Soc. No. 5 (1949) 33. 
12) W.K. Burton, N. Cabrera and F.C. Frank, Phil. Trans. Roy. Soc. London A243 
(1951) 299. 
13) L. Onsager, Phys. Rev. 65 (1944) 117. 
14) J.J.M. Rijpkema, H.J.F. Knops, P. Bennema and J.P. van der Eerden, 
J. Crystal Growth 61 (1982) 295. 
15) R.A. Visser and P. Bennema, Neth. Milk Dairy J. 37 (1983) 109. 
16) K.J. Roberts, L.A.M.J. Jetten and P. Bennema, North Western Branch Papers 
1985, No. 3, p2.1. 
17) R.A. Terpstra, J.J.M. Rijpkema and P. Bennema, J. Crystal Growth 76 (1986) 
494. 
18) M.P.C. Weijnen, G.M. van Rosmalen, P. Bennema and J.J.M. Rijpkema, to be 
published in J. Crystal Growth. 
19) Y. Okaya, Acta Cryst. 19 (1965) 879. 
20) L.A.M.J. Jetten, Thesis, University of Nijmegen (1983). 
21) International Tables for X-Ray Crystallography, eds. N.F.M. Henry and 
K. Lonsdale, (The Kynoch Press, Birmingham, 1969). 
22) G. Boehm and K. Ulmer, Ζ. Angew. Phys. 29 (1970) 287. 
23) G. Boehm and K. Ulmer, /. Crystal Growth 10 (1971) 175. 
24) P. Hartman, in: Crystal Growth: An Introduction, ed. P. Hartman, North-Holland, 
Amsterdam (1973) p367. 
25) A.J. Hopfinger, Confonnational properties of macromolecules, (Ac. Press, New 
York, 1973). 
50 
K.B. Harvey and G.B. Porter, Introduction to Physical Inorganic Chemistry, 
(Addison-Wesley, Reading, 1963) p326. 
G.C. Pimentel and A.L. McClellan, The Hydrogen Bond, (W.H. Freeman, San 
Fransisco, 1950). 
P. Schuster, G. Zundel and С Sandorfy, The Hydrogen Bond III, (North-Holland, 
Amsterdam, 1976) pl395, pl425. 
D.E. Williams, J. Chem. Phys. 45 (1966) 3770. 
F.C. Philips, An Introduction to Crystallography, 3rd ed., (Green, Longmans & Co. 
Ltd., London, 1963). 
W.F. de Jong, Compendium Kristalkunde, (N.V. A. Oosthoek, Utrecht, 1951). 
P. Hartman and P. Bennema, /. Crystal Growth 49 (1980) 145. 
P. Niggli, Lehrbuch der Mineralogie und Kristallchemie, 3rd ed., part 1, 
Bomtraeger, Berlin (1941) p541. 
M.H.J. Hottenhuis and C.B. Lucasius, this thesis chapter 2.2. 
J.P. van der Eerden, private communications. 
P. Hartman, Acta Cryst. 12 (1959) 429. 
see e.g. A.A. Chernov: Modem Crystallography ¡II, (Springer-Verlag, Berlin, 1984) 
Ch. 4. 
see e.g. Adsorption et Croissance Cristalline, Colloques Int. du CNRC no. 152 
(Nancy, 1965) p265, 479, 559. 
Z. Berkovitch-Yellin, L. Addadi, M. Idelson, L. Leiserowitz and M. Lahav, 
Nature 296 (1982) 27. 
M.H.J. Hottenhuis and C.B. Lucasius, J. Crystal Growth 78 (1986) 379. 
51 

CHAPTER 2.2 
THE INFLUENCE OF INTERNAL CRYSTAL STRUCTURE 
ON SURFACE MORPHOLOGY; 
IN SITU OBSERVATIONS OF 
POTASSIUM HYDROGEN PHTHALATE {010} 
M.H.J. Hottenhuis and C.B. Lucasius 
RIM Laboratory of Solid State Chemistry, Faculty of Science, 
Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
Surface patterns of growth spirals on the (010) face of Potassium Hydrogen 
Phthalate (КАР) were studied in situ using optical reflection microscopy. 
Besides the normal morphology of this spiral, which was discussed before, a 
number of irregularities have been observed whose appearance are explained on 
the basis of the internal crystal structure using a two dimensional PBC-like 
analysis. 
Detailed observations of specific changes in spiral phenomena after the addition 
of a number of different impurities have resulted in direct information about the 
adsorption site of these impurities on the crystal surface. 
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2.2.1 Introduction 
Already during centuries people have been fascinated and interested in 
crystals, mainly because of the regularities in their outward shape. 
Crystallography as an independent branche of science however started only in 
the 17-18th centuries when the principal laws governing crystal habits were 
discovered. One of the first researchers on crystal morphology was Haiiy (1784) 
who could explain a number of these crystal regularities on the basis of his 
model of "molécule intégrante", the smallest rhomboids with the properties of 
the crystal [1]. His theories resulted in an extended listing of crystal forms from 
many authors over a long period of time [2]. 
It lasted however until this century that people got interested in the physical 
processes dealing with crystal growth. The foundations for this research were 
laid by Kossel, Stranski and Kaischew [3] who formulated the molecular-kinetic 
theory of this process. This started a lot of detailed investigations on the 
different surfaces of crystals; several of these studies were performed by using 
optical microscopes [4]. 
A tremendous breakthrough in the science of crystal growth was made by 
Frank in 1949 who introduced the idea of a growth spiral at a crystal surface 
(originating from a dislocation in the crystal) as a basic mechanism of crystal 
growth [5]. It was only after this idea that people were able to explain the 
observations of growth spirals that were made a few decades earlier. By this 
time the internal structure of crystals could be revealed by X-ray diffraction. On 
the basis of these results people tried to explain and even predict crystal growth 
features: both the outward morphology as well as surface morphologies like the 
shape and orientation of growth spirals [6]. 
A new period in the research of crystal growth was marked with the introduction 
of in situ observations: the examination of crystals during their process of growth 
[7]. These studies revealed a lot of information about the kinetics of the 
process. On one hand people continued to examine in situ the outward contours 
of a crystal, offering the possibility to measure growth velocities of faces [8]. On 
the other hand surface phenomena on the crystals of several model substances 
were observed during growth which resulted in step kinetical data [9]. 
An example of such a model compound (because of its relative high 
monosteps) is Potassium Hydrogen Phthalate (also named Potassium Acid 
Phthalate and abbreviated КАР). The first microscopic observations on КАР 
were carried out by van Enckevort et al. who described a number of growth and 
etch phenomena on KAP{010} [10]. After these ex situ studies Jetten et al. [11] 
were the first who performed in situ observations on this specific face which was 
followed by the work of others [12] in which a qualitative description of the role 
of a number of impurities on these growth phenomena was given. Although 
several interesting features could be explained there still remained a lot of 
observations for further investigation. 
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In this article more recent results from the in situ research on KAP will be 
presented. Special attention will be paid to the so-called surface dendrites [12] 
and the effect of the non central symmetry of the crystal structure on surface 
morphology. 
2.2.2 Experimental 
The in situ experiments were carried out in a double walled thermostated 
growth cell which was equiped with a transparent rotating disc to investigate the 
influence of diffusion (see fig. 2.2.1). Observations of the KAP{010} face were 
performed with an inverted optical microscope (differential interference contrast; 
Reichert MeF2). More extended experimental details were reported before [12]. 
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Figure 2.2.1: 
Schematic drawing of the in situ growth cell. 
С = crystal, CH = crystal holder, RD = rotating disc, M = motor, 
Τ = thermo-couple, DICM = differential interference contrast microscope. 
2.2.3 Observations and Discussion 
2.2.3.1 General features 
КАР (С
б
Н4СООНСООК) is a salt belonging to the alkali acid phthalates 
which crystallize in the orthorhombic spacegroup Pca2i ([13], after exchange of 
the crystallographic axes for practical reasons by Jetten [9]). Its crystal structure 
was revealed in 1965 by Okaya [13]. Regarding its morphology КАР crystallizes 
from its aqueous solution into small platelet like crystals with dominating {010} 
faces. Because of the rather large ft-axis (13.857 Â) this {010} face is a suitable 
face for surface morphological observations and, as an illustration, van 
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Enckevort et al. already reported the observation of mono-molecular growth 
steps [10]. 
In an earlier article [12] we reported what we thought up to then was the most 
general shape of a growth spiral on the {010} face: a rhomb with steps oriented 
along the <101> directions. A large number of (more recent) observations 
however revealed that almost always extra steps along the [001] direction are 
present. (Up to now these were regarded as a peculiarity that could not be 
explained.) As a consequence, the most general {010} spiral morphology is 
sketched in figure 2.2.2 with a corresponding microtopograph in figure 2.2.3. 
Figure 2.2.2 (left): 
Schematic representation of the KAP(OIO) spiral morphology. 
Figure 2.2.3 (right): 
Surface microtopograph of a growth spiral on KAP(OIO). 
As can be seen from these figures three different kind of steps can be 
distinguished: 
F: steps running parallel to the <101>F directions having a relative high 
velocity and a large stepdistance, 
M: steps running parallel to [001], having a medium velocity and medium 
stepspacing, 
S: steps running parallel to the <101> s directions with the lowest velocity 
and the smallest stepspacing. 
The orientation of the spiral on the crystal surface is in agreement with the 
crystal structure: the mirror plane m along the c-axis results from the projection 
along the ¿»-axis of the glide plane along the c-axis. In order to check the 
relation between stepmorphology and crystal structure their orientation and 
kinetics will be examined separately. 
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2.2.3.1.1 Step orientation 
In 1955 Hartman and Perdok published three important papers in one issue 
of Acta Crystallographica in which they outlined their so called Periodic Bond 
Chain (PBC) theory [14-16]. Within this theory Hartman and Perdok described a 
recipe to predict the morphology of a crystal on the basis of its internal structure 
(scheme of bonds). One of the basic concepts in this theory is a PBC, an 
uninterrupted chain of bonds running through the crystal and having the 
periodicity [u, v, w] of the lattice. 
In earlier work [17] this PBC analysis was succesfully applied in the explanation 
of the morphology of KAP. In the analysis we, according to the original work of 
Hartman and Perdok, used the attractive nearest neighbour bonds only. The 
idea to improve the correspondence between theory and morphology by using 
also second nearest neighbours however appeared to be too complicated in this 
three dimensional structure. Nevertheless it was suggested at that time to apply 
the second order PBC analysis (using second nearest neighbour interactions) in a 
two dimensional slice within the crystal, e.g. to predict surface morphologies. 
This idea will now be employed on the {010} face. 
X X \ 
x x * \ χ 
X X ^ X X X 
< X X X X X 
α b 
Figure 2.2.4: 
Bonding scheme of КАР in a projection along the b -axis on behalf of the first (a) and 
second order (b) PBC analysis. 
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Figure 2.2.4 shows the bonding schemes of the КАР structure in a 
projection along the ft-axis that were used in the first and second order PBC 
analysis. (All bonds have an ionic character; van der Waals and hydrogen bonds 
within the (010) slice have been omitted because they are much smaller, as was 
argued before [17].) From such a scheme of bonds the PBC directions within the 
(010) slice can be deduced. The results are listed in table 2.2.1. 
first order 
[uvw] 
[100] 
[001] 
[lOlkb 
[101]a,b 
[102]
a 
[102]b 
[102]
a 
[102]ь 
bonds per molecule 
c+d 
a + b 
1/2(a+b+2c+d) 
^(а+Ь+гс+а) 
1/2(23+0+d) 
!/2(2b+c+d) 
Vi^a+c+d) 
1/2(2b+c+d) 
£(• 103 J/mol) 
-921.59 
-813.37 
-1120.89 
-1120.89 
-844.87 
-890.09 
-844.87 
-890.09 
classification 
2 
4 
1 
1 
-
3 
-
3 
second order 
[uvw] 
[100]a 
[100]ь 
[001] 
[lOlkb 
[101]a,b 
[102]
a 
[102]b 
[102]
a 
[1021b 
bonds per molecule 
c+d+f 
a+î/2(d+f) 
a+b 
c+V^a+b+d+e+f+g+h+i ) 
c+(/2(a+b+d+e+f+g+h+i) 
c+!/2(a+b+e+h) 
a+ ' / ^c+d+h+i ) 
c + ' / ^ a + b + e + h ) 
d + ^ ( a + b + e + h ) 
Ei-W J/mol) 
-1133.68 
-697.51 
-813.37 
-1676.25 
-1676.25 
-1145.29 
-1073.37 
-1145.29 
-1053.25 
classification 
3 
-
4 
1 
1 
2 
-
2 
-
Table 2.2.1: 
PBC-directions [uvw] within the (010) slice of KAP. 
From table 2.2.1 it is clear that there is a rather good correspondence between 
the (010) surface morphology and the theoretical predictions: as well from the 
first as from the second order PBC analysis the <101> directions appear to be 
the step orientations with the highest chain energy which means that steps in 
these directions ought to be the most stable ones. This is in perfect agreement 
with microscopic observations. 
Because under special conditions also steps along the <102> directions have 
been observed (which will be discussed in detail in section 2.2.3.2.2) the 
predictions resulting from the second order PBC analysis seem to be a little 
better than those from the one using only first neighbours. Regarding the [100] 
and [001] direction there is however a discrepancy between theory and 
experiment for both analyses. From the theoretical predictions the [100] steps 
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are expected to be much more stable compared to the [001] steps. Experiments 
however reveal the contrary: [100] steps have never been observed and steps 
along the [001] direction seem to have an extra stabilizing factor. The same 
effect can be seen on other faces as well. Looking e.g. at KAP(llO), spirals can 
be observed having steps along the [110] and [001] direction but not along the 
[111] direction (see fig. 2.2.5). According to a PBC analysis within this plane 
these step directions can be arranged with respect to their chain energy: 
Ецо
 =
 -Ещ
 >
 ^ooi- A conclusive explanation for this discrepancy is hard to 
give. Perhaps the main reason lies in the PBC analysis itself, which is based on 
the calculation of interactions with respect to vacuum. Due to the influence of 
the solution at the surface small changes with respect to these interactions can 
occur [18] which dramatically can influence the results. E.g. solvent interaction 
may lead to surface reconstruction by which completely new PBC directions can 
originate. Another possibility, although less probable but which can not be 
omitted, lies in the influence of impurities. Their presence (adsorption at the 
surface) may result in the same kind of effects. 
Figure 2.2.5 (left): 
Growth spiral on KAP(llO). 
Figure 2.2.6 (right): 
Illustration of [001] stepstability as a function of stepheight. 
Regarding the use of the Hartman-Perdok PBC analysis to predict/explain 
surface morphologies, a final remark has to be made. 
Originally the PBC theory was developed to give judgements about crystal faces; 
using this theory the morphological importance of a crystal face can be 
determined. In this view the most stable faces have the lowest growth velocity 
(the highest slice energy or the lowest attachment energy) [19]. Although there 
is an analogy between crystal faces and steps regarding this predicting of 
morphological importance, there are some essential differences. The most 
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important one lies in the fact that at the atomic level a step is always rough 
(roughening temperature TR = 0 K) whereas a crystal face is flat (growing below 
its roughening temperature) [20]. In other words: the kinetics of steps and from 
this the morphology of growth spirals is for the most part determined by kink 
density in stead of equilibrium quantities like step- or PBC-energies, especially 
in the case of mono-molecular steps [21]. 
As soon as monosteps bunch and macrosteps are formed, these macrosteps can 
however be regarded as a new crystal face in which case the PBC theory can be 
applied. Due to the optical limitations of the in situ experiments almost all of 
the observations of growth spirals were performed on macrosteps. This justifies 
a PBC-like approach to the problem. 
The idea of regarding macrosteps as new crystal faces can be used to elucidate 
the discrepancy between the [001] and [100] steps. Because on the crystal 
morphology of КАР several faces in the [001] zone are present but no single 
face in the [100] zone, there is a possibility that the [001] steps owe their right of 
existence due to the bunching phenomenon. This is confirmed by numerous 
experimental results in which [001] steps have been observed more often on 
higher steps (see fig. 2.2.6). An attempt to determine the orientation of the 
[001] stepwall on the highest steps using an optical goniometer was unfotunately 
not succesful because their height is still fur below the detection limit of this 
instrument. 
2.2.3.1.2 Step kinetics 
The reason for the classification of steps on the (010) face according to their 
step velocity (F,M and S) is twofold: one lies at the nature of the building units, 
the other at the crystal structure itself. 
In the process of growing КАР from solution two types of building units can be 
distinguished: the potassium ion K+ and the phthalate ion HP". Because these 
ions will be surrounded by water molecules as long as they are in the solution, 
the incorporation process in the crystal lattice has to be preceded by 
dehydration. Jetten [9] suggested that due to a difference in dehydration 
enthalpy the incorporation of the K+ ion is the rate determining step in the 
growth process. (The dehydration process of the HP" ion is much faster 
because of internal stabilization of the charge due to a distribution of the charge 
over a three atom sized π electron system.) 
The second half of the explanation of step kinetics lies within the crystal. The 
crystal structure of КАР is non-centrosymmetric (as follows from its spacegroup 
symmetry); the c-axis is the polar axis. When the crystal structure is represented 
in dipole moments this polarity can for instance be seen in a projection along the 
α-axis: all vectors have a tilt in the same direction resulting in a net dipole 
moment of 66.0 D per unit cell (4 molecules КАР) pointing in the positive c-
direction. During the growth process (partially) hydrated K+ ions are assumed 
to adsorb at the crystal surface. In this step adsorption is favoured at the F-side 
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(the negative c-direction) because of the crystal polarity. The second step, in 
which complete dehydration takes place, is again favoured at the F-side for here 
both dipole moments of the crystal and the water molecules are anti parallel 
whereas at the S-side this dehydration process is more difficult because the 
dipole moments have a parallel orientation. 
Eventually it is this combination of hydrated K+ ions and the crystal polar 
structure that results in the observed differences in stepvelocity (about a factor 
of 10) between the otherwise equivalent <101> steps F and S. 
The atomic configuration along the [001] steps (M) lies in between these two 
extreme situations. As a consequence it can be expected that these steps have a 
medium stepvelocity. 
2.2.3.2 Specific features 
2.2.3.2.1 Growth mechanism 
In the process of growing КАР from its stagnant aqueous solution the 
overall transport process of building units appeared to be dominated by volume 
diffusion rather than surface diffusion. At σ > 0 a concentration boundary layer 
is present around the growing crystal. This could be deduced from experiments 
using a rotating disc at close proximity of the crystal surface. By suddenly 
generating a laminar flow past the crystal the stepvelocity sharply increases due 
to an effective increase in the supersaturation, illustrating that volume diffusion 
was the rate determining step. Once transport problems are excluded an almost 
uniform stepvelocity was observed without a clear dependence on stepheight. 
These observations point to a direct step integration mechanism of growth. 
Indirect evidence for such a mechanism in the case of KAP was obtained before 
by van Enckevort et al. [10] and Jetten et al. [9] on the basis of ex situ surface 
morphological observations. The existence and importance of a diffusion layer 
around a growing crystal in a stagnant solution was illustrated very well by van 
Enckevort et al. on KDP by using an optical Schlieren method [22]. 
The fact that surface diffusion can be excluded in the growth process implies that 
growth phenomena that were observed earlier and were indicated as surface 
dendrites [12] must have another origin. They will be treated later on. 
2.2.3.2.2 Step misorientation; anisotropic kink integration 
Although in the ideal case F-steps on the (010) face are expected to have a 
< 1 0 1 > F orientation, very often step misorientation is observed. From numerous 
in situ as well as ex situ observations it appeared that their orientation is always 
lying in between <101>F and <102>F, presuming that impurity effects are 
negligiable. These two limits in orientation are also (statistically spoken) the 
most frequently observed orientations, which is quite acceptable regarding the 
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results of the PBC analysis in the (010) plane (table 2.2.1). In a number of 
situations the two alternatives were observed at the same growth spiral: the 
<101>F orientation always situated in the neighbourhood of the F-M-
stepjunction whereas the <102>F orientation is most likely to occur near the F-
F-stepjunction. Because the change from one orientation into the other is a 
discrete one, in these cases a re-entrant corner ρ is introduced in the F steps (see 
fig. 2.2.7). The birth of such a re-entrant corner in a previous straight <101>F 
step was often observed in situ. It appears that this process is more likely to 
occur on the lower F steps. Once a re-entrant corner has been formed it is 
"stabilized" which means that at this point its velocity is decreased even further. 
In this way it acts as a pinning point on the steps moving across the surface. 
The explanation of this effect can be found in the time dependent adsorption of 
impurities (see e.g. van der Eerden and Müller-Krumbhaar [23]). Steps are 
retarded due to impurities adsorbed at the terrace in front of a step. This 
retardation will be stronger as the concentration of step inhibitors reaches a 
higher level, which will be the case when the terrace gets older. 
In earlier work van Enckevort et al. [10] and Jetten et al. [Il] also observed re-
entrant corners in step patterns on KAP(OIO). They however noticed how steps 
were accelerated in a corner that was formed between two <101>F steps 
originating from two different neighbouring spirals. Clearly the underlying 
mechanism must have another character. 
Figure 2.2.7 (left): 
Re-entrant corner ρ in an F-step as a result of step misorientation. 
Figure 2.2.8 (right): 
Illustration of the phenomenon of re-orientation of macro-steps. 
From several experiments the conclusion could be drawn that the phenomenon 
of F step misorientation is almost independent of the supersaturation, as long as 
there is a driving force for growth (o > 0). This indicates that some other effect 
(or a combination of effects) must play a dominating role in this process. It also 
appeared that misorientation most frequently occurred at the lowest steps; 
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macrosteps or bunches almost never spontaneously misorient. Macrosteps with a 
direction deviating from <101> F were only observed after bunching of already 
misoriented lower steps, due to impurity adsorption. In the case of macrosteps 
the opposite effect was sometimes observed: when misoriented they tend to re­
orient themselves in the <101> F direction or they split up in a sequence of 
lower steps having the orientation <101> F and <102> F (see fig. 2.2.8). This 
phenomenon can be understood on the basis of the stability of crystal faces on 
КАР (regarding a macrostep again as a new face). From the PBC analysis in 
three dimensions [17] it follows that there are a few faces in the [101] zone with 
a rather high morphological importance (e.g. (121) and (111) ) whereas no such 
faces are present in the [201] zone. This might be the reason of the instability of 
the <102> F macrostep. 
The phenomenon that a misoriented <102> F macrostep suddenly emits a quite 
stable pattern of lower steps (see fig. 2.2.8) is not fully understood up to now. 
One possibility is that the slowly moving macrostep is reactivating a dislocation 
by passing across its outcrop at the surface. After this process of reactivation 
the dislocation emits a sequence of lower steps. The same kind of effect was 
observed on KAP(OIO) by Jetten et al. [11] who noticed the reactivation of a 
surface which was polluted by impurities. 
A final remark about the process of misorientation of the <101> steps is that it 
is only observed on the faster moving steps and never on <101>
s
. This might 
indicate that it is mainly a kinetical process. 
Looking for a possible explanation of the process of step misorientation and the 
resulting surface morphological phenomena, one has to look closely to the 
<101> F steps themselves. At these steps two type of kinkpositions, where the 
growth takes place, can be distinguished (A and В in fig. 2.2.9). From the 
crystal symmetry it can be deduced that energetically these two kinks are 
different; they offer a different bonding geometry to new building units. It is 
believed that due to this effect anisotropic kink integration of new units 
(building units or impurities) is the process responsible for misorientational 
effects. One can easily understand that when in figure 2.2.9 kink A is highly 
favoured for the incorporation of a building unit compared to kink В (or: kink В 
is favoured for the blocking by an impurity compared to kink A), the <101> F 
step will misorient towards the <102> F direction. 
Another effect that might occur is a simultaneously rounding off of the F-M-
stepjunction, a phenomenon which has often been observed (fig. 2.2.10). This 
rounding off of the F-M-corner must probably be ascribed to a combination of 
anisotropic kink integration and (unintentional) impurities because it is the first 
change in surface morphology that can be observed after the addition of 
intentional impurities, especially three valent cations (see e.g. [12]). When we 
accept the theory of anisotropic kink integration as a possible explanation of the 
misorientational phenomena, it is easy to understand that these effects are 
mainly observed on the lowest steps where, compared to macrosteps, the relative 
kink density is much higher [24]. 
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Figure 2.2.9 (left): 
Schematic representation of two types of kinkpositions at a <101>f step. 
Figure 2.2.10 (right): 
Simultaneous process of <101> step misorientation and rounding of f of F-M-stepjunction. 
2.2.3.3 Impurity effects 
2.2.3.3.1 Unintentional impurities 
In earlier experiments we reported the influence of unintentional impurities 
on stepgrowth on KAP(OIO); under certain conditions of growth steps were 
visibly hindered, even though impurities were not intentionally added [12]. The 
identity of these kind of impurities was not clear at that moment. 
From a large number of more recent experiments we conclude now that, perhaps 
amongst others, КАР itself often can be regarded as an inhibitor of its own 
growth process. A direct proof of this results from several experiments 
performed at relative high supersaturations (σ > 7%). When the supersaturation 
exceeds a critical value small nuclei will develop in the solution by homogeneous 
nucleation which eventually will grow out into small crystallites. The value of 
this critical supersaturation depends on a number of experimental parameters, 
amongst others on the velocity of the solution. Repeatedly it was observed that 
the process starts much earlier in a stirred solution, probably due to secondary 
nucleation [25]. Once small crystallites have developed they sometimes stick to 
the crystal surface under observation, mostly in a random orientation. When the 
orientation of the small crystallite and the underlying surface are aligned, steps 
are not visibly hindered in their movement and eventually the small crystallite 
will be incorporated in the larger crystal. However most of the time the 
crystallite will not be alligned. In these situations it acts as a macro impurity by 
pinning all the steps that pass by and it has a dramatic effect on the process of 
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growth (figure 2.2.11). At this moment in our laboratory experiments are 
performed to study in situ the effects of secondary nucleation on steppropagation 
on KAP(OIO). 
Figure 2.2.11 (left): 
Small crystal on the KAP(OIO) surface acting as a macro impurity. 
Figure 2.2.12 (right): 
Changes in surface morphology due to unintentional impurities in the process of growth at 
a low supersaturation; KAP(OIO), T
s
 = 25.0 "C, σ = 1.0% 
The inhibiting influence of small crystals (~10 μηι) is obvious because they can 
be observed during the in situ experiments. In the same way it is however very 
likely that also non-visible, but still critical nuclei will be present in the solution 
which will show the same effects, probably even at a much lower critical 
supersaturation. A clear proof of this supposition can be obtained when the 
solution on purpose is not treated carefully enough with respect to a "nuclei 
killing process" (when the solution is not stabilized long enough above its 
saturation temperature). Although no crystallites are visible an enhanced 
inhibiting effect is measurable. When on the contrary the solution is prepared 
very carefully (using the purest chemicals and demineralized/deionized water, 
filtering equipment to prevent dust particles and after carying out the correct 
nuclei killing procedure) still the effect of unintentional impurities can be 
observed, mainly in experiments at a low supersaturation (see e.g. figure 2.2.12). 
These findings once again stress the importance of the role of impurities on 
crystal growth. 
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2.2.3.3.2 Cationic impurities 
In a former article [12] already the influence of a large number of different 
impurities on KAP(OIO) was reported. From this study it was clear that 
especially the three valent cations showed a remarkable influence on the process 
of stepgrowth. This is the reason why we now want to discuss five of them in 
more detail: Rh3 +, Cr3 +, Fe 3 +, Al3+ and Ce3+. 
Comparative experiments were carried out in a solution with a saturation 
temperature T
s
 = 25.0 0C at a relative supersaturation σ = 5.0% with an 
impurity level clmp = 5 ppm (1 ppm = 1 μπιοΐ/ιηοΐ НгО). 
Rh3 + and Cr3 +: 
On the KAP(OIO) face Rh3 + an Cr3+ are considered to adsorb preferentially at 
the terraces between the steps. Statistically spoken terrace adsorption is of 
course the most likely process to occur, which might be the reason that most 
impurity models are based on this idea [23,26]. In contrast with other impurities 
investigated however there are reasons to believe that especially Rh3+ and Cr3+ 
show preferential terrace adsorption. One of them is the bunching phenomenon. 
In several experiments it was observed that after the addition of a small amount 
of Rh3+ or Cr3"1" ions low steps are retarded and pile up to macro-steps. These 
macro-steps propagate with a much lower stepvelocity and sometimes even 
completely stop (depending on the impurity concentration and supersaturation). 
The same kind of effect was observed when a small amount of Rh3+ or Cr3+ was 
added in the situation of a stable, non-equidistant train of steps. After addition 
of the impurity the stability is lost and some of the steps (with the smallest 
distance in between them) unite and move along together. These results are in 
perfect agreement with impurity theory recently developed by van der Eerden 
and Müller-Krumbhaar [23] for the case of terrace specific inhibitors. In this 
model the retardation of a step is determined by the concentration of adsorbed 
impurities on the terrace in front of the step. This implies that the wider the 
terrace, the older it is, the higher the impurity concentration will be and as a 
result the stronger the stepretardation. It is clear that when impurities e.g. show 
a preferential step or kink adsorption this process of "selective bunching" would 
not be observed at all. 
As was already discussed earlier [12] the effect of a terrace specific inhibitor on 
spiral morphology is an isotropic one which means that eventually a polygonal 
spiral is expected to become round. In the case of Rh3+ and Cr3+ this rounding 
off process is observed first at the F-M-junction on low steps at a low impurity 
concentration (see e.g. figure 2.2.13a). Eventually the rhombic spiral on 
KAP(OIO) can grow perfectly circular (see e.g. figure 2.2.13b) while in the 
meantime the macro-steps still move. 
Depending on the choice of impurity (its "effectiveness") and the applied 
supersaturation, sometimes the competition between growth and non-growth or 
between straight, crystallographic and rounded steps can be observed in situ very 
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Figure 2.2.13: 
Influence of terrace specific impurities on spiral growth on KAP(OIO); a: Rh3+, b: Cr3+. 
well. An example of this is the so-called "herring-bone" surface morphology (see 
figure 2.2.14). This characteristic pattern of steps on the KAP(OIO) surface is 
often observed when a small amount (1-5 ppm) of terrace specific (e.g. Rh3+ or 
Cr3+) is added at a moderate supersaturation (a few %) . In the beginning the 
growth spiral tends to get round due to the influence of the impurities. However 
often crystallography restoring phenomena are observed: at the rounded steps 
so-called F-F dents appear. These dents consist of small sections of steps which 
have the (original) <101>F orientation. This process of dentation is continued 
during some time. Eventually a large part of the surface is covered by these rows 
of equidistant F-F dents: the herring-bone. 
The characteristic features of this herring-bone morphology are that it is only 
observed in combination with terrace specific impurities, that it is a non-isotropic 
phenomenon (only observed at the F-side) and that this pattern shows a 
remarkable kinetic stability despite its large number of re-entrant corners. A 
consequence of this high stability is that once this morphology has developed 
individual spirals on KAP(OIO) can only be observed at the S-side of the crystal; 
the rest of the surface often will completely be covered with this new pattern of 
steps. Another point to mention is the fact that this surface morphology lacks a 
mirror plane along the c-axis; close observation revealed that always one half of 
the <101>F dent was formed by straight steps while the other half was irregular 
(see figure 2.2.15). The fact that a herring-bone surface morphology only 
showed up after the addition of terrace specific impurities might indicate that it 
is caused by effects of constitutional supercooling. Due to a piling up of these 
impurities an increase in concentration in front of (macro) steps can result in the 
observed step instabilities. 
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Figure 2.2.14 (left): 
Herring-bone surface morphology on KAP(QIO). 
Figure 2.2.15 (right): 
Schematic drawing of the herring-bone surface morphology after loss of mirror symmetry. 
Fe3 + , Al3+ and Ce3+: 
As was mentioned before most of the theoretical work on the influence of 
impurities on crystal growth starts from the point of view that impurities block 
stepflow because they adsorb at the terraces in front of these steps. As a 
consequence the process of kink- or ledge-adsorption is often disregarded. There 
are however strong evidences that in the process of stepgrowth on KAP(OIO) 
Fe3 + , Al3+ and Ce3+ specifically show this kind of behaviour. 
Although in the case of Fe3 + , Al3+ and Ce3+ bunching effects have been 
observed, these phenomena were less extreme in comparison with Rh3+ or Cr3+, 
even after the addition of a much larger quantity (~16 ppm). Also non-
equidistant trains of steps remain kinetical highly stable. Both phenomena 
already point to a non-terrace adsorption mechanism. Besides this, it is often 
observed (especially after the addition of Fe3+ or Al3+) that macro-steps that 
were already present desintégrate into lower steps; in the case of Fe3+ this effect 
was observed at the <101>F macro-steps, whereas Al3+ splits up both <101> s 
and <101>F macro-steps. As a consequence these steps, which originally could 
be observed as a sharp line using the optical microscope, become diffuse bands 
of much lower steps after the splitting up process (see e.g. figure 2.2.16). This 
process of désintégration of higher steps strongly points to adsorption of Fe3+ 
and Al3+ at the stepwall. 
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Figure 2.2.16: 
Desintegration of <lOl>f macrosteps after the addition of AP+. 
Two impurities deserve a little more attention: Fe 3 + and Ce 3 + . 
In a former article [12] it was already reported that both impurities show kink 
specific adsorption. From surface morphological observations the remarkable 
effect resulted that both impurities tend to adsorb preferentially in a different 
kink. This difference was explained on the basis of anisotropic kink integration 
(2.2.3.2.2); F e 3 + ions tend to adsorb at kinkposition A whereas Ce 3 + prefers 
position В (see figure 2.2.9). This process of poisoning kinks in an anisotropic 
way has dramatic effects on the spiral morphology: after addition of F e 3 + ions 
the F-side of the spiral gets completely curved and the former corner between 
the two <101> F steps disappears. As a result the spiral is getting shorter along 
its c-axis (figure 2.2.17a). Addition of Ce 3 + ions has the opposite effect: the 
spiral gets longer along this axis due to a kind of misorientation of the <101> F 
steps in the course of which the corner between these two steps is getting smaller 
(figure 2.2.17b). Because the change in spiral morphology is a continuous one 
(among others dependent on the impurity concentration) it is not believed that 
the underlying principle has something to do with the misorienting phenomena 
64 
of the <101> F steps which was described before (2.2.3.2.2). Sometimes it was 
even observed that the <101> F step was misoriented far beyond the <102> F 
orientation. 
Figure 2.2.17: 
Changes in spiralmorphology due to anisotropic kink integration after the addition of 
Fe3 + (a) and Сег+ (b). 
In a former article [12] it was already pointed out that there is a close relation 
between impurity effectiveness of an arbitrary cation on the KAP(OIO) face and 
its dehydration frequency; the lower this frequency the stronger its inhibiting 
effects. This observation resulted in the suggestion that the blocking particle 
probably is not the bare ion but some kind of complex (e.g. partially hydrated or 
surrounded by phthalate ions). When this idea is correct, it might also be the 
explanation of the adsorption site preferentiality of the several cations. Due to a 
combination of diffusional effects (the larger a complex the smaller its diffusion 
coefficient) and steric hindrance at the adsorption site it is plausible that cations 
with the lowest dehydration frequency (e.g. Cr 3 + ) will show preferential terrace 
adsorption whereas cations with a relative high dehydration frequency (e.g. 
Ce 3 + ) will adsorb at the steps. 
Another effect, which can not be neglected, lies in the atomic configuration of 
the adsorption site itself. Without going into detail it is clear from the КАР 
structure that the (010) face is the only face constructed out of a closed layer of 
potassium ions pointing towards the solution whereas for all the other faces also 
phthalate ions are incorporated in the most outward layer, their phenyl rings 
facing the solution. Because of the hydrophylic character of the potassium ions 
and the hydrophobic character of the phenyl rings steps on the (010) face will 
energetically be a more favourable site for (partially) dehydrated complexes 
compared to terraces. 
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2.2.3.3.3 Chain-like molecules 
Besides the research on cationic impurities (which are still believed to be 
the most effective inhibitors, not only on KAP(OIO) but also on the growth 
process of a number of other ionic species) and the so-called tailor made 
impurities (which were reported before [12]) it was interesting to see how step 
flow reacted on an impurity with a completely different character. In this last 
category we choose an ordinary soap. 
Figure 2.2.18: 
Effect of the addition of impurities with a chain-like molecule structure (soap) on spiral 
morphology. 
Because in this case the molecules consist of a long aliphatic chains attached to a 
polar head they are not expected to adsorb at the steps but mainly on the 
terraces in between them. Due to the polarity of the underlying crystal it is very 
likely that the soap molecules adsorb anisotropically and will be aligned along 
the c-axis. This supposition was confirmed by the in situ observations. After 
addition of a remarkable amount of soap molecules the rhombic spiral changed 
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into an ellipsoid which was oriented along the c-axis (figure 2.2.18). This 
morphology is a direct result of a large difference in step propagation between 
the a-axis and the c-axis which is in agreement with the proposed model. 
2.2.4 Conclusions 
In this article information about surface morphology and the kinetics of 
growth of the KAP(OIO) face is presented which was obtained from in situ 
observations using a differential interference contrast microscope. 
It was shown that spiral morphology can be interpreted using a second order 
PBC analysis in a two dimensional slice. Also the frequently observed 
phenomena of stepmisorientation can be understood using this information. 
Concerning the influence of impurities on spiralgrowth on KAP(OIO) new 
observations resulted in a clear subdivision of the three valent cations into two 
groups on behalf of their adsorption site preferentiality. On one hand there are 
specific terrace adsorbers (e.g. Cr3+ and Rh3+) while on the other hand a 
number of cations clearly prefer adsorption at the steps (e.g. Fe3+, Al3"1" and 
Ce3+). Both categories can be recognized on the specific changes they effectuate 
in surface morphology. 
More detailed and quantitative information on the influence of the five here 
investigated cationic impurities on stepvelocity will be presented in a 
forthcomming paper. 
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CHAPTER 2.3 
\Н4МОз(І ); 
MORPHOLOGY AND CRYSTAL GROWTH FROM SOLUTION 
M.H.J. Hottenhuis, L.J.P. Vogels, P. Bennema and M.C. Elwenspoek. 
RIM Laboratory of Solid State Chemistry, Faculty of Science, 
Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
In order to understand the processes taking place during the crystallization 
of ammonium nitrate phase IV ( NH4N03(IV), stable between -17.5°C and 
32.2CC) the Periodic Bond Chain (PBC) analysis was carried out. The results are 
compared with morphological data. 
Secondly in situ measurements of the growth velocity as a function of the 
supersaturation σ were performed during which a number of interesting 
morphological changes were observed. 
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2.3.1 Introduction 
Ammonium nitrate, NH4NO3, is a polymorphic substance which crystallizes 
in five different structures under atmospheric conditions [1-12]. (At pressures 
above 9000 bar even a sixth modification is known [13].) Already since the 
second half of the 19th century this substance has been studied extensively. 
As a consequence of its polymorphism ammonium nitrate undergoes phase 
transitions, during changes of temperature [14-22], according to the next scheme: 
I - (Г=125.20С) - II - (Г=84.20С) - III - (Г=32.20С) - IV - (T=-\7.5°C) - V 
Besides these "normal" phase transitions between two adjacent phases at the 
transition temperature also transformations of one modification into another, 
non-adjacent form are known; e.g. the II ·*> IV transition at ~50oC. This 
reversible process is known in literature as the metastable transition, because of 
the occurence of a metastable phase H* during this transition resembling the 
(stable) phase II [23-27]. Whether this transition shows up, e.g. in cooling down 
ammonium nitrate from its melting point, depends among others on the water 
content of the sample: moist ammonium nitrate will undergo the phases 
I —» II —» III —> IV —» V whereas the phase transitions in dry ammonium nitrate 
are I -> II -» IV -» V. 
Another peculiarity is reported in literature as a phase V (stable between 420C 
and 450C) which has been suggested to show up as an intermediate phase in the 
transition II -**• V. This phase transition was observed after the addition of some 
surface active agents [28]. In the same way it was observed that the exact value 
of the III <t> IV transition temperature can be shifted by the addition of specific 
impurities; values as well 20oC lower [29] as 230C higher [30] have been 
reported. 
Summarizing it can be stated that the phase transformations of ammonium 
nitrate are quite complicated and depend on a number of different parameters. 
One of the reasons that this specific substance has been studied so extensively is 
because of its industrial applications: ammonium nitrate is widely used as a 
fertilizer and in the explosives industry. The phenomenon of polymorphism 
however often causes great difficulties, not only during the production process 
but also during storage. With respect to this the problems of caking of 
ammonium nitrate are well-known and a lot of research has been devoted to this 
subject [31-35]. 
A major part of these investigations concerns a trial-and-error like research, 
eventually resulting in some kind of treatment of the ammonium nitrate crystals, 
in order to prevent or diminish the caking process. The explanation of the 
effectiveness of such a treatment is however seldom reported. In order to tackle 
these kinds of problems, in our opinion it is important first really to understand 
the processes taking place during crystallization. That is why we started to 
investigate the growth and morphology of ammonium nitrate from a 
fundamental point of view and used the periodic bond chain analysis as a first 
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approximation. This analysis was carried out on the phases III and IV which 
are, regarding their transition temperature at 32.20C, the most relevant ones in 
the process of caking around room temperatures. 
In this article we report the results on МН4МОз(І ) whereas those on 
ЫН4ЫОз(ІІІ) will be reported in a forthcomming paper. Besides the periodic 
bond chain analysis, experiments were carried out to determine the role of 
supersaturation on growth by measuring growthvelocities in situ. 
2.3.2 Periodic Bond Chain analysis 
In order to determine the morphology of any crystal on the basis of the 
most fundamental information about this crystal (the atomic coordinates) a 
method was developed by Hartman and Perdok in 1955 which was called the 
Periodic Bond Chain (PBC) analysis. After this theory was outlined in three 
articles in Acta Crystallographica [36-38] it has been applied by a number of 
authors on different substances [39-43]. Nowadays the method is still 
successfully used, especially in combination with (morphological) crystal growth 
experiments and by people interested in the surface morphology of crystals 
[44,45]. 
2.3.2.1 Theory 
Without going into details, which can be found in the original papers [36-
38], the PBC theory can be described very briefly according to a few essential 
concepts which are met chronologically: crystal graph, PBC, connected net or F 
face and morphological importance. 
1) Crystal graph. 
The starting point of each PBC analysis is the reduction of the crystal 
structure to a crystal graph: a geometrical scheme in which the building 
units of the crystal (atoms, ions, molecules) are reduced to their centres of 
mass and the essential bonds in between them are represented by lines. In 
the original theory only first neighbour interactions were considered. 
2) PBC. 
The next step is to find in this graph the PBC directions. A PBC is an 
uninterrupted chain of bonds which has the periodicity [ы, ν, w] of the 
lattice. 
3) By joining two or more, coplanar, mutually connected PBC's, connected 
nets can be constructed. These connected nets are also called F faces, 
indicating that the crystallographic face (h, k, Ï) parallel to this connected 
net will grow as a flat (F) face (layer by layer). Eventually the crystal 
morphology will be determined by these F faces. 
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4) Morphological Importance (M.I.). 
The final step is to decide which faces are the most important F faces; to 
determine their mutual M.I. This can be done according to different 
criteria: 
- a criterion which was already used a long time before the PBC theory was 
developed is the law of the interplanar distance dh k l (Donnay-Harker 
[46]), which can be summarized as follows: 
if 4id(l) > 4и(2) then M.I.(l) > M.I.(2). 
- the energy criterion: Once F faces are determined it is possible to 
calculate their slice energy Esiice o r attachment energy £
a
, t 
(£
s
i l c c + £ a U = £cryst
 =
 crystallization energy). Because the faces with the 
smallest growth velocity are expected to have the largest £S|1CC (and 
consequently the smallest E
an
), the criterion reads: 
if £
s l l c e ( l ) > £ s l l c c(2) then M.I.(l) > M.I.(2), or 
iffianO) <S.i i(2) then M.I.(l) > M.I.(2). 
- the Ising critical temperature: 
using a formalism developed by Rijpkema et al. [47,48] it is possible to 
calculate the Ising critical temperature ω ς (= 1/ С = (ф/кТ)с) of each 
slice, which is a measure of its stability: 
if coc(l) < шс(2) then M.I.(l) > M.I.(2). 
2 .3 .2.2 NH4N03(IV) 
Growing from aqueous solution ЫН4>Юз(І ) crystallizes in the 
orthorhombic spacegroup Pmmn with unit cell dimensions: a = 5.757 Â, 
b = 5.451 À and с = 4.935 Â. A model of the atomic configuration within a 
unit cell, containing two molecules, is shown in figure 2.3.1 whereas the atomic 
coordinates are given in table 2.3.1 (according to Wyckoff [49]). In the structure 
tetrahedral ammonium and triangular nitrate groups can be discerned. Because 
these groups are already supposed to be present in the solution as ions during 
the process of growth, they can be considered as the building units in a first 
approximation (from now on called approximation 1). Within the crystal 
structure the major bonds will have a Coulombic character. Reducing the 
building units to points at their centre of mass (the position of the nitrogen 
atoms) and regarding only first neighbour interactions, the crystal structure can 
be reduced to a graph with four different bonds (see table 2.3.2: Ει). Based on 
this scheme of bonds the PBC analysis can be carried out. 
However, looking more carefully at the crystal structure, one can see that 
the nitrate ions do not have an isotropic geometry but instead show a flat 
configuration parallel to the (010) face and are all aligned along the [001] axis. 
This implies that, by reducing this group to one point of interaction, an error is 
made. As an alternative a second approximation was made in which the 
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Figure 2.3.1: 
Atomic configuration within the unit cell of NHtNO^IV). 
unit 
NH4,1 
N,1 
од 
од 
од 
NH4,2 
N,2 
0,2 
0,2 
0,2 
X 
0 
0 
0 
-0.19 
0.19 
0.5 
0.5 
0.5 
0.31 
0.69 
У 
0.5 
Ü 
0 
0 
(1 
0 
0.5 
0.5 
0.5 
0.5 
ζ 
0.57 
0.03 
0.28 
-0.095 
-0.095 
0.43 
0.97 
0.72 
1.095 
1.095 
Table 2.3.1: 
(Fractional) atomic coordinates of МН^О
г
{І ) /49/. 
interaction with the nitrate ions was based on a cumulative interaction with the 
four separate ions (N 5 + and 3 χ О 2 - ) . The resulting bondenergies are also 
indicated in table 2.3.2 (£2). As can be checked from the structure the splitting 
up of the НОз" ions enlarges φ! and Φ4 whereas Φ2 and фз are reduced. Also 
with this second approximation the PBC analysis was carried out. 
Besides Coulomb interactions hydrogen bonds are present in the structure. 
Each NH4+ ion forms four hydrogen bridges to four of the eight NO3" groups 
surrounding this ion; each bond is made with the O 2 - ion having its N-O bond 
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along the c-axis. In this way infinite hydrogen bonded chains are formed along 
the α-axis by bonds having a Η·· ·0 distance of 2.05 Â whereas these chains are 
linked together in the b direction by hydrogen bonds of 2.16 Â [7]. As a result 
hydrogen bonded layers parallel to (001) are constructed. 
bond 
N03,1(000) - NH4,2(000) 
N03,1(001) - NH4,1(000) 
N03,2(000) - NH4,2(000) 
N03,1(000) - NH4,1(000) 
code 
Φι 
<t>2 
Фз 
Ф4 
E¿W J/mot) 
-398.057 
-391.689 
-364.485 
-336.440 
£ 2(10 3 J/mot) 
-413.768 
-316.520 
-342.138 
-409.588 
Table 2.3.2: 
Coulomb interactions in the NH^NO^IV) structure. 
Due to these extra hydrogen bridges the original Coulombic interactions φ] 
and фз will become somewhat larger whereas фг and Ф4 undergo no changes. 
The exact value of this change is however unknown. In literature energy values 
of the N - H - O bridge in other substances have been reported of 
-ЛЯ = 16.3 kJ/mole,H bond [50]. Because this is only 4-5% of the value of the 
Coulomb interactions, in first instance these changes have not been taken into 
consideration in the PBC analysis. However, one has to be careful because of 
the completely different character of these Η-bonds in comparison with Coulomb 
forces, especially when the growth process is taking place from solution. That is 
why a little more attention was paid to this problem in the next section. 
2.3.2.3 Results of the PBC analysis 
After a crystal graph was constructed using the four types of bonds from 
table 2.3.2, 8 different PBC directions were obtained. Most of these PBC's can 
be constructed in different ways by using different combinations of bonds. E.g. 
in the case of the [001] direction 6 possibilities resulted. Eventually the PBC 
with the strongest chain energy is used in finding the strongest slice. These 
PBC's have been listed in table 2.3.3. As can be seen from this table a few PBC 
directions still show two alternatives depending on the choice of the way to 
calculate the bond strengths, described in the previous section. 
A fast way to get an overview of all the potential F faces is to translate the 
information of table 2.3.3 into a stereographic projection. This was done in 
figure 2.3.2. Because one of the criteria of an F face is to have at least two 
crossing PBC's, the potential F faces can be deduced from this stereographic 
projection as the points of intersection. 
80 
PBC 
[uvw] 
[100] 
[010], 
[010]b 
[001]. 
[ooib 
[110]. 
[110]ь 
[101]. 
[101]b 
[011]. 
[011]ь 
[012] 
[102] 
bonds per molecule 
2φι 
2φ2 
Φι + Фз 
Φΐ + Ф4 
φ, + ^(фг + фз) 
Фі + Ф2 
Фз + Ф4 
Фі + ф4 
фі + 4(ф2 + Фз) 
фі + ^(ф2 + Фз) 
фз + У2(ф, + ф4) 
4(фі + ф2 + фз + 
^ ( ф , + ф 2 + фз + 
«м 
Ф4) 
Бі 
(·103 J/moí) 
-796.11 
-783.38 
-776.14 
-789.75 
-776.14 
-776.14 
-745.34 
-745.34 
Е2 
(•104/mol) 
-827.54 
-755.91 
-823.36 
-751.73 
-823.36 
-753.82 
-741.01 
-741.01 
Table 2.3.3: 
PBC directions in the structure of МН^О
ъ
{1У). 
(001) [100] (Oil) (021) (020) 
Figure 2.3.2: 
Stereographic projection of the PBC's and the resulting F faces of NH^NO^IV). 
Using a three dimensional model of the structure and computer drawings of 
projections along different directions it was deduced that, exept for the faces 
(221), (121) and (211), all the potential F faces appeared to be real ones. The 
construction of these faces is sketched in figure 2.3.3 whereas they are tabulated 
in table 2.3.4. In this last table the slice energy £S | l c e is calculated, again 
according to both approximations. 
α b 
(1011, 
lam],, гас 
Μ ι ο ί , тес 
о о с 
й i 
[1101 PBC 
/о 
[ООН, РвС - 0 0 = 
— \ /> * 
к (111)<6 й S â 
(110) , ' '. 
[ООП,. PBC s 
Ь
 8 â 
/ 
Figure 2.3.3: 
Construction of the F faces of NH^NO^IV). 
Projections along the a: [100], b: [010], c- [001] and d- [110] direction. 
(Circles representing the NHf and triangles the NOï ions.) 
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face 
(hkl) 
(001). 
(001)ь 
(on) 
(101). 
(101)b 
(020) 
(200) 
(110) 
(111) 
(021) 
(201) 
bonds in slice 
(per molecule) 
2(φ1 + фг) 
2(Φ. + Фз) 
2φι + Фг + Фз 
φι + 2ф2 + ф4 
фі + 2ФЗ + ф4 
2(фі + Ф4) 
2(Ф2 + Фз) 
Фі + Фг + Фз + Ф4 
Фі + Фг + Фз + Ф4 
ф, + ф4 + ^(фг + Фз) 
ф2 + фз + ЩЬ + ф«) 
в * . , і 
(•103//wo/) 
-1579.49 
-1552.29 
-1517.88 
-1168.99 
-1512.35 
-1490.67 
-1490.67 
-1112.58 
-1123.42 
11 
0.530 
0.521 
0.509 
0.392 
0.507 
0.500 
0.500 
0.373 
0.377 
£sikt,2 
(•VP J/mol) 
-1511.81 
-1486.19 
-1507.63 
-1646.71 
-1317.32 
-1482.01 
-1482 Ol 
-1152.69 
-1070.34 
Іг 
0.510 
0.501 
0.509 
0.556 
0.444 
0.500 
0.500 
0.389 
0.361 
crystallization energy: Ε„
γΛ
 = 2(φι + фг + Фз + Ф4) 
ЕегулЛ = -2981.34 -IO3 J/mol 
£cry.i,2 = -2964.03 ·103 J/mol 
Table 2.3.4: 
F faces of NH^NO^IV) resulting from the PBC analysis. 
From the energy values in table 2.3.4 an anisotropy factor ξ can be determined 
which is defined as: 
j- _ ^shce ^sbce 
^•cryst ^shce ' -^att 
and which gives a relative measure of the stability of a face (A, k, I) [51]. 
Regarding the connected nets in figure 2.3.3 the following comments can be 
made: 
- (001) 
Depending on the choice of bond alternative two connected nets can be 
constructed. Besides a difference in slice energy these nets are also structurally 
different: (001)
a
 having ammonium ions facing the solution whereas (001)b has 
nitrate ions in the outward most layer. During the process of growth as well 
N H / as NO3" ions are incorporated in the crystal lattice. In advance both 
(hydrated) ions must be dehydrated, which might be the rate determining step 
in the overall process of growth. When there exists a difference in 
dehydration frequency between both complexes this will determine one of the 
two alternatives. In literature the enthalpy of dehydration and moreover the 
dehydration frequency of a large number of cations is reported [52]. Although 
no comparative data on anions is listed, it is well-known that anions have 
much higher dehydration frequencies in comparison with most cations (e.g. 
see [52]). Consequently the relatively slow dehydration of the NH4+ ion will 
favour the (001 ) b net. This, however, is a kinetical argument which probably 
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only holds at those places where the actual growth is taking place, i.e. at the 
steps. On the contrary, at the terraces in between them (the larger part of the 
crystal surface) a thermodynamical argument has to be applied which states 
that N H / ions must face the solution due to a stronger interaction with water 
molecules. This last argument corresponds to a (001)
a
 net which is also in 
agreement with the results of the calculation of the slice energies. 
- (110), (021) and (201) 
In the case of (110), (021) and (201) again two alternatives are possible (with 
the same slice energy within each of the two approximations) having either 
NO3- or N H / ions in the outmost layer. Once again there is a contradiction 
between kinetical and thermodynamical arguments, favouring a N03" 
respectively N H / outmost layer. 
Once the connected nets have been determined they can be transformed 
into rectangular Ising nets. Because the nets are not very complicated this can be 
done in a straightforward way and the result is sketched in figure 2.3.4. From 
this information the Ising critical temperatures ω 0 were calculated using a 
computer program [47]. The results are tabulated in the second and third column 
of table 2.3.5. 
(hkl) 
(001) 
(011) 
(101) 
(020) 
(200) 
(110) 
(111) 
(021) 
(201) 
ω41) 
0.444 
0.452 
0.463 
0.479 
0.464 
0.471 
0.472 
0.708 
0.701 
ω'(2) 
0.484 
0.496 
0.485 
0.443 
0.554 
0.494 
0.494 
0.714 
0.769 
CDC(1, + 10%) 
0.466 
0.463 
0.498 
0.501 
0.487 
0.494 
0.495 
0.741 
0.736 
ш
с(1,+20%) 
0.486 
0.473 
0.532 
0.522 
0.508 
0.515 
0.518 
0.772 
0.770 
ш
с(2,+10%) 
0.484 
0.533 
0.497 
0.464 
0.580 
0.518 
0.519 
0.748 
0.806 
ω'(2,+20%) 
0.484 
0.570 
0.509 
0.484 
0.610 
0.540 
0.542 
0.781 
0.841 
Table 2.3.5: 
Dimensionless critical Ising temperature ωΓ for the various connected nets of NH^NO^IV). 
In section 2.3.2.2 the point was raised of a possible influence of hydrogen 
bonds resulting in a slight but unknown increase of the bondstrength φ! and Φ3. 
The effect of such specific changes on morphology can however easily be 
checked by adapting some of the input parameters (φ! and фз) of the Ising 
calculation. This was done and the results of increasing these bonds with 10% 
respectively 20% is also indicated in table 2.3.5 (column 4-7). 
Eventually a complete overview of all the relevant data, resulting in a sequence 
of morphological importance according to different criteria, is presented in table 
2.3.6. 
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Figure 2.3.4: 
hing nets representing the F faces of NHnN03(IV). 
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(A*/) 
(001) 
(OU) 
(101) 
(020) 
(200) 
(ПО) 
(111) 
(021) 
(201) 
(120) 
(221) 
(122) 
M.I. 
(4ы) 
1 
4 
3 
7 
6 
2 
5 
10 
8 
9 
11 
12 
M.I. 
(ξι) 
1 
2 
3 
7 
4 
5/6 
5/6 
9 
8 
-
-
-
M.I. 
(ω'(1)) 
1 
2 
3 
7 
4 
5 
6 
9 
8 
-
-
-
M.I. 
(І2) 
2 
4 
3 
1 
7 
5/6 
5/6 
8 
9 
-
-
-
M.I. 
(ü>c(2)) 
2 
6 
3 
1 
7 
4/5 
4/5 
8 
9 
-
-
-
M.I. 
([53]) 
-
* 
-
* 
-
* 
* 
-
-
-
* 
-
M.I. 
(own exp.) 
5 
2 
3 
6 
-
4 
1 
-
-
7/8 
-
7/8 
* = observed at crystals [53] 
(hkl) 
(001) 
(Oil) 
(101) 
(020) 
(200) 
(110) 
(111) 
(021) 
(201) 
M.I. 
(«c(l)) 
1 
2 
3 
7 
4 
5 
6 
9 
8 
M.I. 
(шс(1),10%) 
2 
1 
6 
7 
3 
4 
5 
9 
8 
M.I. 
(сос(1),20%) 
2 
1 
7 
6 
3 
4 
5 
9 
8 
M.I. 
(ω'φ) 
2 
6 
3 
1 
7 
4/5 
4/5 
8 
9 
M.I. 
(iüc(2),10%) 
2 
6 
3 
1 
7 
4 
5 
8 
9 
M.I. 
(ü)c(2),20%) 
1/2 
6 
3 
1/2 
7 
4 
5 
8 
9 
Table 2.3.6: 
Morphological Importance (M.I.) of the different F faces of NH^NO^IV) according to 
different criteria. 
2.3.2.4 Comparison with morphological data 
Of course the most important and interesting reason to perform a PBC 
analysis is to compare the results with the real morphology. From literature, 
however, this information on NhLtNC^IV) is very poor. In 1908 Groth 
summarized morphological data of a number of different authors which resulted 
in the listing of only five faces (Λ, A:, /) without their mutual morphological 
importance [53]. After a conversion of the axes to the system used by Wyckoff 
[49] these faces are included in table 2.3.6 (indicated by an asterix *). Besides 
these literature data table 2.3.6 also shows the results of own crystal growth 
experiments which were followed by the determination of their morphology with 
the use of a goniometer. From a large number of crystals the presence of the 
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different faces (h, к, I) was determined which eventually resulted in a list of the 
(relative) M.I. of each of these faces. From table 2.3.6 a number of conclusions 
can be drawn: 
1) Generally the correspondence between the results of a PBC analysis and the 
observed morphology are, although never perfect, mostly quite good (see 
e.g. [36-38]. However, as can be seen from table 2.3.6, in the case of 
ЫН4МОз(І ) a large number of discrepancies occur between theoretical 
predictions and experimental results. 
2) There are more faces (A, k, I) predicted than experimentally observed. 
(E.g. (200), (021) and (201).) Of these faces the discrepancy between theory 
and experiment in the case of (200) seems to be the most serious one. Also 
between our experimental results and the data reported by Groth [53] there 
are a few discrepancies. Generally we did observe a larger number of faces 
(h, k, I); very strangely the rather frequently observed face (101) was not 
reported by Groth. On the other hand on the large number of crystals that 
were investigated we never observed the from Groth reported face (221). 
A final (and better) check on morphology can be made by carrying out 
shere experiments. At the moment these kinds of experiments are in 
progress. 
3) One of the most striking differences between theoretically predicted and 
experimentally observed faces (A, k, /) concerns the (001) face. Although 
this face seems to be the most important one of all F faces, it was only very 
seldomly observed. 
Compared to all the other F faces the (001) face is special because it can be 
constructed in five different ways, with slice energies ranging from 
-1401.85 IO3 J/mol to -1579.49 ·103 J/mol (in approximation 1). All the 
other faces have a maximum of two possibilities for their nets. This 
difference might be the explanation of the (001) discrepancy. Due to the 
presence of the possibility to grow in different "modes" it is likely that the 
(001) face starts to roughen up much earlier as compared to the prediction 
based upon only one (the strongest) slice; all the other four slices will have 
a higher Ising critical temperature шс [54]. A comparable phenomenon was 
observed before on the (111) face of α ЫіЮ^бНгО [45]. 
4) In contrast to the faces which were mentioned in point 2 there are also faces 
that have been observed which are definitely not F faces: (120), (221) and 
(122). This means that there must be an extra stabilizing factor. Such a 
factor can result from interactions in the second coordination sphere or from 
surface effects like relaxation or adsorption of impurities or water 
molecules. These kinds of effects are however still very difficult to 
incorporate in an ordinary PBC analysis. Such effects might be the reason 
of high (experimental) stability of the (111) faces. 
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5) In order to "force" a decision which one of the two approximations (ξ] or ^) 
is the better one, the best thing to do is to compare the M.I.data of those 
faces which show the largest discrepancy between the two approximations: 
(020) and (Oil). Based on the experimental M.I. of these faces the first 
approximation seems to be the better one. This implies that it is not very 
useful in this treatment to split up the N03" ion in its separate ions. 
On the other hand there are still arguments left which favour the second 
approximation, e.g. the non-appearance of the (200) face. 
6) From table 2.3.6 (second part) the effect of the incorporation of hydrogen 
bonds can be deduced. In the first approximation the faces (001) and (011) 
interchange their morphological importance which is slightly in better 
correspondence with the experiments. Another visible change is the 
decrease of the M.I. value of (101) which is in contradiction with the 
experiments. As can be seen, there is almost no difference in enlarging the 
Η-bond effect from 10% to 20%. 
In the second approximation the changes are even smaller; only (001) and 
(020) become equally important. 
Concluding, it can be stated that, despite the fact that a number of 
alternative methods have been applied in trying to understand the differences 
between theoretical predicted and experimentally observed morphology, there 
still remain a number of discrepancies unsolved. This seems to be inherent to a 
PBC analysis in some cases. Therefore it will be useful to investigate the 
possibilities to extend this theory in such a way that also effects resulting from 
the interaction of the surface with the mother phase (adsorption, relaxation, 
reconstruction, etc.) can be incorporated. 
2.3.3 Rate and morphology versus supersaturation 
2.3.3.1 Experimental 
In order to investigate the influence of the relative supersaturation σ on the 
growthvelocity and morphology of ammonium nitrate crystals, in situ 
experiments were carried out in a double walled, water thermostated growth cell 
and using an optical transmission microscope (Olympus, Vanox) for observation. 
The solutions, which were introduced in the cell through a filter (Millipore, 
0.22 μπι) to prevent dust particles, were prepared using NH4NO3 (Merck, p.a.) 
and demineralized/deionized water with a saturation temperature in the range 
25 - 30 CC. For this the solubility data of Müller and Kaufmann [55] were used 
as a rough indication. After the solution was allowed to stabilize for several 
days the exact value of the equilibrium temperature was determined during the 
experiment using growth-etch transitions; a method which prooved to be more 
reliable. 
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The experiments were carried out in the following way: 
First crystals were nucleated at a relative high supersaturation. Next all these 
crystals except one were dissolved, a process during which the solution was 
stirred to eliminate concentration gradients. Finally the ideal situation is a 
completely homogeneous solution at its equilibrium temperature with only one 
small crystal present. Starting from this situation a small but gradual increase of 
the supersaturation was applied (0.02 - 0.05 0C/min) using a programmable 
thermostate (Heto, Birker0d). During this process the exact temperature of the 
solution was recorded by means of a thermocouple situated close to the crystal. 
At the same time the growth process was recorded on video which was used 
afterwards to carry out measurements of the growth velocity. 
2.3.3.2 Results 
2.3.3.2.1 Morphology 
Starting with a clean and nucleus free solution it appeared to be possible to 
apply carefully a large undercooling (ΔΓ — 9 0C) without observing any crystals. 
This metastable situation could be maintained for a long time. However, a 
slight disturbance of the system, e.g. by a mechanical vibration, immediately 
results in nucleation which was followed by strong dendritic growth. Mostly 
these dendrites are uniaxial (along the crystallographic α-axis) but sometimes 
they show clearly developed side branches. 
From the observation of the morphology of crystals at different values of 
the supersaturation it was very difficult to obtain a clear relation between both 
parameters. At one value of σ e.g. crystals of ammonium nitrate showed a 
number of different habits (see e.g. figure 2.3.5). 
Figure 2.3.5: 
Diversification in crystal habit at one value of the supersaturation. 
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The outward shape of an ammonium nitrate crystal appeared not to be 
determined by the growth condition (σ) only but instead by its habit in 
combination with supersaturation. Eventually the habit of a crystal appeared to 
be determined by the previous etching procedure (from dendrite to "starting 
crystal"). 
Due to this phenomenon measurement of the velocity of growth (e.g. along 
the e-axis) as a function of supersaturation σ (see section 2.3.3.2.2) appeared to 
depend on the habit of the starting crystal. E.g. when using an isotropically 
shaped crystal a supersaturation of a few percent could be applied without 
clearly observing growth along the α-axis (the crystal enlarges isotropically) while 
on the other hand distinct growth in this direction was recorded at σ values of a 
few tenths of a percent in the case the experiment was carried out with an 
oblong shaped crystal. 
Eventually, at higher values of σ, also the crystals with an isotropic starting 
habitus elongate along their α-axis and end up as oblong shaped crystals. 
The most interesting observations with regard to morphology and morphological 
changes were obtained from growth experiments, starting with an oblong shaped 
crystal. These observations are described in section 2.3.3.2.2 in combination with 
the velocity measurements. 
2.3.3.2.2 R-a curves 
Although a large number of R-o measurements have been carried out on 
ammonium nitrate, these measurements showed a very poor quantitative 
reproducibility. The explanation of this was given in section 2.3.3.2.1. Despite 
this poor reproducibility of the exact data the mutual measurements showed the 
same general trend (shape of the R-a curve). That is the reason why we discuss 
one of these series as an example. 
Figure 2.3.6 shows the result of the measurement of the growth velocity R
a
 in 
the direction of the α-axis as a function of the supersaturation σ. Obvious there 
is a general increase in /?
a
 with σ, which might be expected. Looking more 
carefully the curve can be divided into three sections: 
1. 0% < σ < 4.7% 
2. 4.7% < σ < 5.6% 
3. 5.6% < σ < 6.5%. 
The part of the curve with σ > 6.5% is regarded as an artefact (as will be 
explained later). 
Although this segmentation might not look convincing immediately, it is 
supported strongly by the visual changes taking place in the morphology of the 
crystal, which will be discussed here and are illustrated in figure 2.3.7: 
figure 2.3.7.1 
The starting crystal has the habit of an elongated prism which is limited by 
faces of the form {011} and has well developed endfaces. 
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Figure 2.3.6: 
The effect of supersaturation on the axial growth velocity of a crystal of ammonium nitrate; 
R
a
 plotted as a function of a. 
figure 2.3.7.2 / 2.3.7.3 
At σ — 3.4% a liquid inclusion starts to develop in a direction along the a-
axis at the side on which the crystal is lying on the bottom of the growth 
vessel. This is an indication that diffusion near the bottom of the cell in the 
stagnant solution is rate determining due to the high velocity of growth 
(along the α-direction). Always these kinds of inclusions were the first 
irregularities observed. Their effect on R
a
 is however negligible. 
figure 2.3.7.4 
Very strangely at σ — 4.7% the end face of the crystal starts to roughen up. 
This roughening of crystal faces at a specific value of σ, often called the 
critical supersaturation o
c
, is well-known to crystal growers [56]. It is a 
peculiar phenomenon that after this roughening process a new crystal face 
develops with a completely new orientation (see fig. 2.3.7.5 / 2.3.7.6). The 
angle between the face normal and the α-direction changes from α = 38 ± Γ 
to 57±1°. The value of 38° implies a crystal face (h, k, I) lying within the 
<111> zone; possible candidates, after consulting morphological data (table 
2.3.6), are (101) and (110). The second orientation (57°) results in two 
possibilities within the <211> zone: (120) and (111) of which the second 
one is the most likely. 
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Figure 2.3.7: 
Habit modifications taking place during a gradual increase of the driving force σ of 
crystallization. 
This specific change in morphology can also be observed in fig. 2.3.6 where 
the curve is slightly bent. The value of the critical supersaturation o
c
 can in 
principle be used to determine the step free energy γ of this crystal face 
( (101) or (110) ) because o
c
 « γ
2
 [57]. This procedure was successfully 
applied to naphthalene crystals growing from organic solutions [58]. 
However, because from a number of experiments o
c
 showed a poor 
42 
reproducibility this determination was not performed. 
- figure 2.3.7.7 / 2.3.7.8 
At σ — 5.3% gradually another endface starts to develop while at the same 
time the (111) face disappears and is replaced by a new one. Angle 
measurements result in β = 70 ± 1° and a new α = 61.5 ± 1.0°. Both 
results however can not be correlated with faces resulting from the 
morphological data. Neither was this change in morphology observed in the 
R3-a curve. 
- figure 2.3.7.9 
Of the two endfaces first the face with the smaller angle (a = 61.5°) 
roughens up (σ = 5.5%) which is immediately followed by the other one 
(β = 70°) at σ = 5.6%. After these changes the crystal grows like a 
dendritic needle. This change from crystallographic to dendritic growth is 
also reflected in the R
a
-a curve as a bend around σ = 5.6%. 
At σ = 6.7% a sharp dip in the growth curve was observed resulting from a 
sudden polygonization of the dendrite. This temporary instability might be 
an effect of transport problems in the solution. Due to this change the 
exact values of the data above σ = 6.7% are not very reliable anymore. In 
the same way a sudden polygonization of dendrites was observed in a 
number of cases in which two dendrites approached each other. Due to a 
overlap of diffusion fields locally the effective supersaturation strongly 
decreased resulting in the polygonized shape. 
From the same series of measurements the velocity of growth in a direction 
perpendicular to the crystal α-axis was determined, which is presented in figure 
2.3.8. 
Although the number of datapoints is smaller and the individual spread 
somewhat larger, clearly a transition point between two different growth regimes 
can be observed around о = 4.7%, corresponding with the first roughening in 
figure 2.3.6. 
The influence of the choice of crystal on the position of the Л
а
-о curve is 
demonstrated in fig. 2.3.9. It shows the result of one series of measurements in 
which we changed the observation from crystal nr.l to crystal nr.2 around 
σ = 4.7% and again from crystal nr.2 to crystal nr.3 at σ — 6.6%. 
Due to these kinds of effects a mutual quantitative comparison between 
individual experiments is almost impossible. 
2.3.4 Conclusions 
From the present study of the crystal structure, crystal morphology and in 
situ observations of the process of growth of МЩІЧОз^ ), the following 
conclusions can be formulated: 
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Figure 2.3.8: 
The effect of supersaturation on the velocity of growth perpendicular to the crystal axis; 
R± plotted as a function of a. 
The PBC analysis resulted in a list of 9 F faces and a better understanding 
of the atomic configuration of these faces, which may occur on the crystal 
growth form. This information will be particulary useful in future studies of 
this substance, especially when the role of impurities will be investigated. 
From a comparison between the results of the PBC analysis (and the 
subsequent arranging of the faces in order of their M.I., according to 
different criteria) and the experimentally observed morphology, a number of 
similarities were obtained, which were summarized in table 2.3.6. However, 
with regard to some of the faces also discrepancies were noticed: the F faces 
(200), (021) and (201) were not observed while on the other hand the faces 
(122) and (120) sometimes appeared during growth experiments, although 
they can not be made connected. 
A possible explanation of these discrepancies are phenomena taking place at 
the crystal-solution interface, like the adsorption of water molecules or 
impurities, which can effectuate a change of atomic positions with respect to 
the bulk parameters. These kinds of surface relaxations are beyond the 
results of a clasical PBC analysis. 
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Figure 2.3.9: 
The effect of supersaturation on axial growth velocity of ammonium nitrate for different 
crystals; /?„ plotted as a function of a. 
The idea of treating the NOj - ion in the PBC analysis as four separate ions 
in stead of one complex does not result in a better agreement between 
theory and experiment. 
The incorporation of extra hydrogen bonds in the PBC analysis, besides the 
Coulomb interactions, has a negligible effect on the final result. 
In situ observations resulted in some interesting morphological changes as a 
function of σ. Increasing σ effectuated a roughening of certain faces (Л, /c, /) 
and a subsequent appearance of other faces with a completely new 
orientation. These roughening transitions could be observed as well in the 
R-a growth curve as a transition point between two different growth 
regimes. 
The exact values of the R-o data appeared to depend strongly on the choice 
of crystal, especially on its starting habitus. 
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Presently comparative experiments are in progress on МН4ІЧОз(ІІІ) which, as 
one of its features, seems to show a much better correspondence between the 
theoretical morphology (PBC) and the experimental one. These results will be 
published in a forthcomming paper after which a comparison between the two 
phases will be possible. 
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CHAPTER 2.4 
CRYSTAL GROWTH OF α NÌS04-6H20 FROM SOLUTION; 
THE RELATION BETWEEN PBC ANALYSIS, 
CRYSTAL MORPHOLOGY AND SURFACE PHENOMENA 
M.H.J. Hottenhuis, W.P.J. Cuijpers and P. Bennema 
RIM Laboratory of Solid State Chemistry, Faculty of Science, 
Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
Using the Hartman-Perdok theory the Periodic Bond Chain (PBC) analysis 
was applied to α NiSCVó^O. This resulted in a number of crystallographic 
faces which could be ordered with regard to their morphological importance 
according to different criteria. 
The question of alternative ways to construct some of the connected nets was 
answered with the results of crystal growth experiments and the determination of 
the morphology. Small discrepancies between theoretical and experimental 
morphology were used to adjust some of the basic assumptions in the PBC 
analysis. 
Besides bulk morphology, the surface morphology of the (001) face was 
observed as well ex situ as in situ. Growth phenomena could be explained with 
the results of the PBC analysis. A number of interesting observations resulted 
from experiments where the influence of impurities was investigated. 
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2.4.1 Introduction 
Already during a long period of time people interested in crystal growth 
have been looking at their surfaces using highly sensitive optical microscopic 
techniques. Especially differential interference contrast and phase contrast 
microscopy appeared to be very powerful tools to reveal all kind of growth 
phenomena which are characterized by extreme small height differences (like 
individual growth steps and spiral patterns) [1,2]. From these ex situ 
observations a lot of detailed information about the process and the conditions 
of growth could be deduced afterwards. More recently the same techniques 
have been applied in situ. Although in this case the vertical (height) resolution 
mostly is a little less, it is obvious that the advantages of studying surface 
phenomena during the growth process are numerous. In this field a lot of 
research was carried out by Tsukamoto and co-workers [3-5] which was later 
followed by people from Nijmegen [6-8]. 
In a recent article van Enckevort and Klapper [9] published the first results 
of (ex situ) observations on МіЗС бНгО. In this work they focus the attention 
on the relation between growth phenomena (e.g. spirals) and the internal defect 
structure (using X-ray topography). Besides a large number of features that 
could be interpreted very nicely, a few characteristic growth phenomena 
remained inexplicable. Perhaps the most intriguing point is the question how it 
is possible that at the same time growth steps with half unit cell height appear on 
one part of a spiral while on the other part their height equals a full unit cell. 
As a consequence these height differences have to be matched at the corners of 
the growth spiral resulting in some kind of interlacing pattern. Due to this partly 
splitting up of growth layers, spirals on the (001) face generally show a twofold 
rotation axis which implies a symmetry reduction; the bulk crystal having a 4! 
screw axis along [001]. Perhaps even stranger is the orientation of the growth 
spirals: although the spiral shows a square shape, van Enckevort et al. [9] 
noticed a complete misalignment of these spirals with respect to the bulk crystal 
of about 13.5°. 
In order to understand and explain these deviations of surface morphology 
from the (bulk) crystal structure a thorough investigation of this crystal structure 
is desired. In a recent article [10] one of us showed how the Periodic Bond 
Chain (PBC) analysis, an old crystallographic method which was originally 
developed to predict crystal morphology, could be used to understand the 
growth morphology at the surface of a crystal. In this article we want to apply 
this PBC analysis to the structure of ЫіЗС бНгО. Besides the phenomena 
observed by van Enckevort et al. [9] new observations were made which will be 
discussed too. During the research especially the first in situ observations and 
the influence of impurities on the growth process revealed a number of 
interesting features. 
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2.4.2 Theory 
2.4.2.1 NÌSO4 
NÌSO4 is a substance which crystallizes in a number of different phases with 
various hydration numbers [11]. Grown from aqueous solution within the 
temperature range ~ 30.7oC - 53.80C it crystallizes as blue-green tetragonal 
crystals in the phase α МіЗС бНгО [12]. At the low temperature side there is a 
transition to the green orthorhombic МіЗС ТНгО whereas at the high 
temperature limit it borders up the green monoclinic β NiSCVóF^O. There is 
some confusion about the exact transition temperatures because literature data 
range from 29.30C to 31.80C respectively 52.05oC to 58.3°C [11,13,14]. 
α NÌS04-6H20 crystallizes in the tetragonal system with the spacegroup 
P412i2 (and an enantiomorphic form P432J2). The unit cell, containing 4 
structural units, has the dimensions a = b = 6.790 ± 0.003 Â, 
с = 18.305 ± 0.004 Â [15]. In the structure we find two types of building units: 
the almost octahedral shaped Ni2+ complexes and the SO,}2- tetrahedrons. The 
equivalent positions are given by the symmetry operators: χ,χ,Ο; χ,χ,1/^; Vi-
χ,νά+χ,ν^; V2+x,V2-x,3A where χ = 0.71 in the case of Ni2+ and χ = 0.21 in the 
case of SO 2 - . In figure 2.4.1 a schematic representation of the structure is given 
in a projection along the c-axis. 
Besides Coulomb interactions in between the charged complexes the 
structure is linked together by a complicated network of hydrogen bonds. Within 
each Ni2 + complex different types of H2O molecules can be distinguished: 4 
molecules showing a trigonal shape, each contributing in 2 hydrogen bonds and 2 
molecules having a tetragonal shape, contributing in 3 hydrogen bonds [16]. As 
a result each Ni2 + complex forms 14 hydrogen bridges; 8 of them forming bonds 
within a layer parallel to (001) whereas the resulting 6 interconnect these layers. 
2.4.2.2 Periodic Bond Chain analysis 
Originally the Periodic Bond Chain (PBC) analysis was developed in 1955 
by Hartman and Perdok [17-19] as a theory to predict or understand the 
morphology of a crystal. Where in the past geometrical considerations like row 
densities and mesh areas were used to explain the morphology, resulting e.g. in 
the law of the interplanar distance d^ [20] (implying the larger dhki the larger 
the morphological importance), Hartman and Perdok introduced energy 
considerations from the point of view that the process of crystal growth is a 
process of energy minimization. This idea resulted in a break-through in the 
world of crystal growth. 
Without going into details the PBC analysis can shortly be summarized in 
four concepts: crystal graph, PBC, connected net and F face. 
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Figure 2.4.1: 
Schematic drawing of the structure of a NiSO^ôHiO in a projection along the с -axis 
(crosses representing the Ni2+ complexes and circles representing the SO}' groups). 
The starting point of the analysis is to reduce a crystal structure to a crystal 
graph: a scheme in which the building units and the bonds interconnecting them 
are represented by points respectively lines. Regarding these bonds, in their 
original theory Hartman and Perdok only considered first neighbour interactions. 
The next step is to discover the PBC directions in this graph: uninterupted 
chains of bonds having the periodicity [u, v, w] of the original structure. 
Using these PBC's one has to look in the graph structure for connected nets: two 
dimensional slices of interconnected points. These nets have to be independent, 
which means that within a net all the participating points must be connected and 
that two neighbouring nets are not allowed to have a point in common which is 
essential for the connectedness of the net. 
The final step is to check whether a connected net is an F face. The criterion for 
this is that the net should contain two or more coplanar, connected PBC's and 
that it can be situated within a slice of thickness dhkh which has been corrected 
for the extinction conditions of the specific spacegroup [21]. Only if this demand 
is fulfilled the face will grow layer by layer (F = "flat"). 
Eventually the PBC theory predicts that the morphology of a crystal will be 
determined by these F faces. 
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2.4.2.3 Criteria for the morphological importance of F faces 
The result of the PBC analysis of a crystal structure is a list of F faces 
{h, k, I}. In order to compare this result with experiments (the morphology of 
the crystal) it is necessary to arrange these faces {h, k, 1} according to their 
morphological importance (M.I.). This can be done with regard to different 
criteria: 
- one of the oldest criteria is the law of the interplanar distance dhk¡ [20]: 
if dhkl(l) > dhkl{2) then M.I.(l) > M.I.(2). 
- once an F face or connected net has been determined it is possible to calculate 
its slice energy Es\ice, representing the binding energy per structural unit within 
this net, or its attachment energy £a t t , representing the binding energy per 
structural unit between two slices; both parameters fulfilling the relation 
s^iice + £att = c^ryst* where £crySi represents the total crystallization energy per 
structural unit. Taking Esllce as a measure of the stability of an F face or £a t t 
as a measure of its growth velocity, the following criteria result: 
if £sIlce(l) > £sllce(2) then M.I.(l) > M.I.(2) 
if £ a t t(l) < £att(2) then M.I.(l) > M.I.(2) 
- using the concept of Rijpkema et al. [22] it is possible to calculate the Ising 
critical temperature с of an arbitrary two dimensional connected net. This 
value of с is a measure of the stability of the net, resulting in the morphology 
criterion: 
if с(1) > с(2) then M.I.(l) > M.I.(2). 
We will use the reciproke value шс = ( с ) _ 1 as a parameter of M.I. of the 
connected net. 
2.4.3 The PBC analysis of α NiSCVóHiO 
2.4.3.1 Bonds in the crystal 
As was already stated by Hartman and Perdok in 1955: in carrying out a 
PBC analysis it is important to consider only those bonds that are formed during 
the crystallization process [17-19]. When growing α ЫіЗОд-бНгО from its 
aqueous solution Ni 2 + and SO,?- complexes are supposed to be present in the 
solution. As a consequence we can consider these complexes as the building 
units of the crystallization process and in the PBC analysis we consider only the 
bonds between these units as the relevant ones (and e.g. not the Ni 2 + - H2O 
bonds). The next assumption we make is to reduce these complexes to point 
charges located at the position of the central ion and having a mutual interaction 
by Coulomb forces. Bearing in mind that in the PBC analysis we only consider 
first neighbour interactions, the crystal bonding structure will be reduced to a 
103 
scheme with only three different type of bonds: 
bond code E(-106//mo/) 
Ni(0.21, 0.79, 0.75) - S( 0.71, 0.29, 0.75) a -1.16 
Ni(0.21, 0.79, 0.75) - S(-0.21, 0.79, 0.50) b -1.03 
Ni(0.21, 0.79, 0.75) - S( 0.79, 0.79, 0.50) с -0.92 
(In the notation A(x, y, z) x, у and ζ represent the fractional coordinates of the 
ion A.) 
In the structure the strongest bonds a are located within layers parallel to the 
(001) face whereas b and с are the bonds in between these layers. 
With respect to this simplified bonding structure a few remarks can be made: 
- in calculating the Coulomb interaction from the concept of point charges one 
introduces an error. However, as long as the exact charge distribution over the 
complexes is unknown, the best assumption to make is to locate this charge at 
the position of the central ion. Probably the actual values of the Coulomb 
interaction energies are a little less due to a screening of the solvation shell. 
- generally it would be better to include also second and higher order 
neighbours in the calculation. With respect to a PBC analysis this is however 
unusual; in most of the cases the analysis is getting very complicated without 
giving a better result [23]. In this specific case a possible effect of second or 
higher order neighbours is diminished even further by the screening 
phenomenon. 
- at first sight it might seem a little strange to ignore the network of hydrogen 
bonds between the complexes. However the comparison of their magnitude in 
relation with the Coulomb interactions justifies this assumption: from 
literature it is e.g. known that in ice the energy of these bonds is in the order 
of 25 kJ/mol [24] which is only ~2% of the Coulomb interaction. Besides this, 
most of the hydrogen bonds (8 out of 14) are located within the (001) layers 
where already the most strongest Coulomb interactions a are present. From 
the resulting 6 hydrogen bonds 4 are involved in the interaction between two 
Ni2+ complexes in adjacent (001) layers. This small attractive force however 
will be canceled by the much stronger Coulombic repulsion between these 
groups. These considerations justify the omission of the hydrogen bonds. 
2.4.3.2 Result 
Looking at the crystal graph of α NiSCVóHzO immediately two striking 
PBC directions can be distinguished: 
104 
1) along the <110> directions where Ni2+ and SO4 complexes are 
alternatingly linked together by bonds "a" in a straight line. 
2) along the <100> directions where the building units are alternatingly 
connected in a zigzag pattern with a bondstructure -b-c-b-c-b-. 
Because a criterion for an F face to be a connected net is to have at least two 
coplanar connected PBC's, it is useful to make a projection of the crystal graph 
in the directions of these two PBC's and to look for connected nets in these 
figures. This was done in figure 2.4.2 and 2.4.3. 
<1ÏÖ> PBC 
(110) 
Figure 2.4.2: 
Projection of the crystal graph of α NiSOrbHiO along the [110] direction showing the 
connected nets. 
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Figure 2.4.3: 
Projection of the crystal graph of α NiSO^ 6H2O along the [010] direction showing the 
connected nets 
With respect to the connected nets some remarks can be made: 
- (no) 
This net can be realized in two different ways: either using bonds b or bonds 
с Because b is the strongest of the two the first alternative will dominate (see 
fig. 2.4.2). 
- (in) 
This net can also be realized in two different ways, however both with the 
same slice energy. In this case the difference results from the way the bonds 
are cut (along cut 1 or 2, see fig. 2.4.2), eventually resulting in two different 
configurations of the outward layer. Which one of the two possibilities will 
survive during crystal growth will depend on the interactions of the crystal 
surface with the solution. 
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- (200) 
Due to the extinction conditions [25] the thickness of the (100) slice is halved, 
resulting in a (200) slice. Here again the same arguments hold as with the 
(110) net. 
- (101) 
Perhaps this is the most interesting slice. From figure 2.4.3 it is obvious that a 
(101) connected net can be constructed in two different ways: either by cutting 
bonds along line 1 or along line 2. In the first situation the resulting surface 
will have the SOl" complexes in its outmost layer whereas the second cut 
results in a Ni 2 + type surface. Which one of the two possibilities eventually 
occurs during growth will depend on the surface free energy of both layers 
[26]. Looking at the repulsive forces between the two layers it is probable 
that these are larger between two S O 2 - groups in comparison with two Ni 2 + 
complexes due to the difference in screening by water molecules and because 
of the existence of hydrogen bonds between the Ni 2 + complexes in the crystal. 
This argument would plead for a SO^~ outward layer as being energetic the 
most favourable. 
Considering the crystal growth process itself and especially the rate 
determining step in it, there are however reasons to believe that the outmost 
layer is a Ni 2 + layer. The S O 2 - complexes in the solution namely will be 
surrounded by water molecules and have to dehydrate before they can enter 
the lattice whereas the Ni 2 + complexes can be build in directly. 
There is even a third possibility. 
Due to surface relaxation it is possible that locally the symmetry is enlarged 
and the two cuts 1 and 2 become identical. As a consequence the crystal will 
grow in half layers (202). 
Summarizing, for the (101) surface there are 3 possibilities: 
1. SOl" complexes in the outmost layer, 
2. an outmost layer with Ni 2 + complexes, 
3. grow in half layers (202). 
A comparable situation of a number of different (theoretical) possibilities for a 
crystal face to grow was observed before by Dam et al. [27] on KDP(Oll). 
- (102) 
There are two possibilities: (102)A and (102)B, which are different and have 
different slice energies. Each of the two can again be realized in two different 
ways depending on the way the bonds are cut (see fig. 2.4.3). Because the 
slice energy of the nets (102)A is higher than the one of the (102)B nets, one of 
the (102)A slices will eventually represent the surviving F face in this direction. 
- (ЮЗ) 
Due to two alternative ways of cutting there are again two possibilities to 
construct a net, both with the same slice energy. Once again (like (101) ) the 
outmost layer will have a SO,?- character (cut 1) or a Ni 2 + character (cut 2). 
In this case halving of the layer is not allowed because then it would be 
impossible to construct a connected net within the assumptions that were 
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made. 
The result of the PBC analysis is summarized in table 2.4.1. In this table an 
anisotropy factor ξ is calculated according to: 
£ -^slice 
—
 ~F 
^cryst 
where E
ctySl = £ s l i c c + £ a t t = the crystallization energy. This factor ξ is a 
measure for the relative importance or stability of a specific slice [28]. Table 
2.4.2 shows an overview of the PBC directions including their chain energy per 
molecule. 
face 
(hkl) 
(004) 
(110) 
(111) 
(112) 
(200) 
(101) 
(202) 
(102) 
(103) 
bonds in slice 
(per molecule) 
4a 
2a + 2b 
2a + | b + I c 
2a + b + с 
2b + с 
2a + |-(b + c) 
| ( b + c) 
2a + j(b + c) 
2a + j(b + c) 
^sllce 
(•WbJ/mol) 
-4.63 
-4.38 
-4.32 
-4.26 
-2.98 
-5.24 
-2.93 
-4.75 
-3.78 
ξ 
0.543 
0.513 
0.507 
0.500 
0.349 
0.614 
0.343 
0.557 
0.443 
Ясгух = 4a + 2b + 2c = -8.53 · 106 J/mol. 
Table 2.4.1: 
F faces of а МЗО^-бНгО resulting from the PBC analysis. 
2.4.3.3 Morphological Importance 
In order to calculate the Ising critical temperature of the F faces in table 
2.4.1 .the nets have to be transformed into a rectangular configuration of bonds 
[22]. For most of the nets this can be done in a straightforward way. Only when 
two crossing bonds are present in the net an approximation has to be made by 
constructing two alternative nets: a stronger one, in which two endpoints of the 
crossing bonds are connected by a bond of infinite bondstrength and a weaker 
version by omitting the weakest of the two crossing bonds. This procedure will 
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PBC 
[110] 
[100] 
[001] 
[111] 
[101] 
[201] 
[301] 
[221] 
[331] 
bonds per molecule 
2a 
b + с 
2b 
b + c 
| b
 + ic 
a + | ( b + c) 
a + f b + Ì C 
a + | ( b + c) 
a + y(b + c) 
E(-106J/mol) 
-2.32 
-1.95 
-2.06 
-1.95 
-2.01 
-2.62 
-2.16 
-2.62 
-2.14 
Table 2.4.2: 
PBC directions in the structure of a NiSO^òHiO. 
result in two Ising critical temperatures: the limit values of the Ising critical 
temperature of the original net. 
The approximation described above had to be carried out on the (101) and the 
(102) net. The alternatives of these nets (indicated with (h, k, / ) w (weak) and 
(h, k, l)s (strong) ) and the other Ising nets are sketched in figure 2.4.4. From 
these diagrams the Ising critical temperatures coc were calculated. 
In table 2.4.3 the morphological predictions are tabulated according to the three 
criteria mentioned in section 2.4.2.3 
face 
(hkl) 
(101) 
(102) 
(004) 
(HO) 
(111) 
(112) 
(103) 
(200) 
(202) 
¿hkl 
Mo-10m; 
6.37 
5.45 
4.58 
4.80 
3.19 
4.25 
4.54 
3.40 
3.18 
M.I. 
1 
2 
4 
3 
8 
6 
5 
7 
9 
ξ 
0.614 
0.557 
0.543 
0.513 
0.507 
0.500 
0.443 
0.349 
0.343 
M.I. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
co
c 
0.24-0.47 
0.29-0.47 
0.44 
0.47 
0.47 
0.48 
0.57 
0.77 
0.79 
M.I. 
1 
2 
3 
4/5 
4/5 
6 
7 
8 
9 
Table 2.4.3: 
Morphological Importance (M.l.) of crystallographic faces of a NiSO^-ôHiO. 
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Figure 2.4.4: 
Two dimensional Ising nets representing the F faces. 
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Obviously there is a rather good correspondence between the results of the 
three criteria. From these results the crystal morphology can be visualized: the 
main faces being {101}, {102} and {004} and smaller but still potential faces 
{110}, {111} and {112}. With respect to the large difference in M.I. between 
(101) and (202) it must unambigiously be possible to establish whether the 
crystal in this direction is growing with (101) (full layers) or (202) ( half layers). 
2.4.4 Experimental 
2.4.4.1 Ex situ 
In order to test the morphological predictions of section 2.4.3.3 large 
crystals (~ 1 - 10 cm3) of α МіЗО^бНгО were grown from aqueous solution in a 
few days. The solutions were prepared according to solubility curves from 
literature [11] using demineralized/deionized water and МіЗО^бНгО (p.a., 
Merck). Crystals were grown by seeding this solution with a small crystal 
hanging from a nylon thread. The supersaturation was established by a 
combination of cooling down and evaporation. Eventually the morphology of the 
crystals was studied with the use of a goniometer. 
Besides elucidating the morphology the crystals were used for detailed ex 
situ observations by means of high sensitive optical microscopes (differential 
interference contrast; Olympus BH and Reichert MeF2). It appeared that the 
most important step in the preparation of these crystals was their removal from 
the solution. Because α ЫіЗО^бНгО has a rather high solubility and the growth 
process must take place at higher temperatures (above the transition 
temperature Τ ~ 30.7oC), a lot of crystallization immediately takes place from 
small droplets at the surface after removal of the crystal from the solution, 
completely destroying the growth phenomena of interest. A number of different 
methods have been tried out to overcome this problem. Eventually the best 
solution was first to rinse the crystal in ethanol (p.a.), which had the equilibrium 
temperature of the grow solution, which was followed by a quick drying process 
using (dry) air or N2. 
2.4.4.2 In situ 
Although ex situ observations often reveal a lot of useful information about 
the growth history of the crystal, in situ observations show the processes taking 
place during growth. 
The observations were performed using a double walled, water thermostated 
growth cell in which the temperature could be stabilized within 0.05oC using a 
programmable thermostate (Heto; Birker0d, Denmark). In comparison with 
other in situ experiments performed in our laboratory (e.g. on KDP [29] or 
Potassium Hydrogen Phthalate [8]),the use of ІЧіЗО^бНгО presents some extra 
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difficulties: 
- the solution is not transparent but has a dark green colour. This has two 
important consequences: 
1) the solution layer between the crystal and the viewing window must be 
thin (~ 1 mm) in order to see something at all. Because of this demand it 
was not possible to perform experiments in a specially designed growth 
cell that was used before and which has the opportunity to stir the 
solution [10]. 
2) differential interference contrast microscopy could not be used. Instead 
we applied the technique of oblique illumination with closed aperture 
diafragm [6] of which the depth resolution is a little less. 
- although several authors report solubility data of NiSCVót^O [11] these 
figures show small discrepancies, resulting in an uncertainty which appeared to 
be too large for an in situ experiment. This problem was solved by 
determining the saturation temperature of the solution in the cell as good as 
possible using surface phenomena (growth/etch transitions, see section 
2.4.5.3). This method appeared to be very sensitive and resulted in an 
uncertainty range of only ΔΓ ~ 0.1oC. 
All the in situ observations were carried out at the α NÌSO4-6H2O (001) face. 
One of the important advantages of this face is that the crystal can be cleaved 
quite well along this direction [30]. When this cleaving is carried out 
immediately before inserting the crystal in the supersaturated solution one can 
start with a rather clean surface for observation. 
2.4.5 Results 
2.4.5.1 Morphology 
The morphology of α МіЗС бНгО was discussed in literature for the first 
time by Scacchi in 1863 [31] which was followed by a number of other authors 
[32,33]. In 1908 a good overview was given by Groth [34]. These results are 
presented in table 2.4.4 together with own data which resulted from goniometer 
measurements on a large number of crystals. As an extra also the theoretical 
M.I. values based on the results of the PBC analysis (table 2.4.3) are included. 
Looking at table 2.4.4 it shows that there is a general resemblance between the 
M.I. data resulting from literature, own experiments and theory. There are 
however also some minor points of discrepancy which deserve a little more 
attention: 
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face 
(hkl) 
(101) 
(102) 
(004) 
(110) 
(112) 
(113) 
(103) 
( Ш ) 
(200) 
(202) 
M.I. 
(literature [34]) 
1 
2 
3 
4 
5 
6 
7 
-
-
-
M.I. 
(own results) 
2/3 
2/3 
1 
4/5 
4/5 
6/7 
-
6/7 
-
-
M.I. 
(Î) 
1 
2 
3 
4 
6 
-
7 
5 
8 
9 
Table 2.4.4: 
Morphological Importance (M.I.) of crystallographic faces of a NiSOn-bHjO. 
- supersaturation: 
In a number of experiments we investigated the influence of the relative 
supersaturation on crystal morphology. Growing near equilibrium (ΔΓ ~ ГС) 
resulted in a morphology described in table 2.4.4 (own results) with a 
maximum number of different faces (h, k, I). When the undercooling Δ Γ was 
increased this number however decreased, a phenomenon well-known to 
crystal growers [28]. The sequence of disappearance of the crystallographic 
faces was: (111) - (113) - (112) - (110) - and sometimes (102). This 
dependence of morphology on supersaturation might be the explanation of the 
discrepancy between own experiments and literature data concerning the (111) 
face. 
The non-appearance of the (103) face in our measurements can possibly also 
be explained with a dependence on supersaturation. Regarding the PBC 
results this face is less stable when compared with (111), which means that it 
shows kinetical roughening and will disappear at a lower relative 
supersaturation. Although this seems to be a conclusive explanation, we can 
not understand the data from literature where the (103) face was reported and 
not the (111) face. 
- the faces (111), (110) and (112): 
Looking at the PBC analysis there is a strong resemblance between the faces 
(111), (110) and (112): the construction of their connected nets is almost 
identical with only a small difference in bond strengths (see fig. 2.4.4). This 
results in slightly different slice energies £
s l i c e and almost identical roughening 
temperatures. However, with respect to morphology, the (111) face clearly 
distinguishes itself from the other two faces by having a much lower stability. 
The explanation of this contradiction can be found in the PBC analysis. 
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In section 2.4.3.2 it was already pointed out that the (111) connected net can 
be constructed in two different ways by differently cutting bonds resulting in 
two connected nets with a slightly different surface but with an identical slice 
energy. This phenomenon of having the possibility to grow in two different, 
energetically almost identical "modes" might be the explanation of the lower 
stability of the (111) face with respect to the two other faces. 
In the same way Bennema and Hartman [35] discussed the situation of having 
two types of connected nets in a direction (A, k, I) with a slight difference in 
slice energy and separated by an interplanar shift of Vidhu· They illustrated 
the possibility that in such a case the face (A, k, I) can grow in half layers as 
long as a connected net can be constructed within its layer thickness 2СІ
Ш
. 
This results in a roughening (and a consequently disappearing of (A, k, I) on 
the growth morphology) at a much lower value of o. 
- (ИЗ): 
The main discrepancy between theory and experiment concerns the (113) face; 
though it is impossible to construct a connected net in this direction (within 
the assumptions made) it clearly is present on the crystal. Figure 2.4.5 
however shows that it is very well possible to construct a connected net in the 
(113) direction if we adapt the assumptions and allow second nearest 
neighbour interactions to take place. As can be seen, there are even two 
possibilities to construct this net (indicated with 1 and 2) which appear to have 
the same slice energy (within the experimental error). In order to compare 
the stability of this net with the other faces the Ising critical temperature was 
calculated, which resulted CDC = 0.50. This implies that (113) must be more 
stable than (103) (шс = 0.57) and can be compared with (111) (шс = 0.47). 
Both findings are in perfect agreement with our morphology results. The fact 
that the (113) net can be constructed in two different ways, which are 
energetically the same (like (111) ), makes it likely that this net also will be 
one of the first to roughen at higher supersaturations. 
Introducing second nearest neighbours it is even possible to construct a (114) 
net with an Ising critical temperature шс = 0.53. This face however has never 
been observed on the crystal morphology. Looking at this occurence of faces 
(A, k, 1) with regard to their ω ς value, there is an indication that this value of 
the Ising critical temperature is a rather good criterion for it. All the faces 
(A, k, I) that have been observed (in the case of α МіЗС бНгО) have a 
ω
0
 ss 0.50 whereas ω 0 of all the others is higher. 
- (101)/(202): 
From table 2.4.4 it results unambigiously that in the (101) direction the crystal 
must grow with full layers (d1 0 1 = 6.37 . 10' 1 U m). Whether the outside will be 
occupied by SO4" or Ni 2 + complexes does not result from morphology. 
Sometimes it is in principle possible to exclude one of the two alternatives by 
performing experiments with two kinds of impurities, positively and negatively 
charged, in order to see whether one of them effectuates the growth process 
[27]. 
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Figure 2.4.5: 
Construction of the (113) connected net by using second nearest neighbour interactions 
(second nearest neighbour bonds indicated by asterix * ). 
(Projection of the crystal graph along the [110] direction.) 
2.4.5.2 (001) Surface morphology; general characteristics 
In general on the (001) face of an as grown α NiSCVób^O crystal growth 
hillocks can be observed (sometimes even with the naked eye) which have a 
tetragonal symmetry, in accordance with the fourfold screwaxis in the [001] 
direction (see figure 2.4.6). Close observation of these hillocks reveal steps and 
a piling up of steps into bunches. Sometimes, whenever steps are very low or in 
the case of in situ experiments, individual steps are not visible anymore. 
However in these situations the growth hillocks can still be recognized as a 
perpendicular cross formed by the ridges of the pyramid (see figure 2.4.7). 
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Figure 2.4.6 (left): 
Growth hillock on (001) a NiS0^6H20 showing the fourfold symmetry. 
Figure 2.4.7 (right): 
Growth hillock on (001) a NiSOfdHjO recognizable from the ridges of the pyramid. 
At first sight the steps are oriented along the <100> directions. Regarding the 
PBC analysis (section 2.4.3.2) this might seem strange because the only PBC 
direction within the (004) plane is along the <110> direction. One possibility to 
construct a <100> PBC is to use two (004) layers which would imply a 
stepheight of Vic instead of VAC. This supposition is in exact agreement with the 
findings of van Enckevort et al. who measured a minimum stepheight on (001) 
α NiSCVóHjO of Vic = 0.85 ± 0.01 nm [9]. 
Due to the 4j axis along the [001] direction a [100] oriented step is shifted 
VAC along [001] in order to become a [010] oriented step. This change in 
stepheight takes place at the ridges of the pyramid. In his article on steppatterns 
on (001) МіЗС бНгО van Enckevort et al. [9] pointed out the phenomenon of 
interlacing of steps: "a regular splitting up of unit cell height steps into lower 
ones". With the information resulting from the PBC analysis we now can 
understand this phenomenon (see also [9] figure 2). A <100> oriented step is 
split up at the ridge of the pyramid into two separate steps along the <110> 
direction; one step shifted along VAC, the other one along - лс. This 
displacement of VAC is possible because a <110> PBC can be constructed within 
one (004) slice. Although we think we can understand and explain the 
phenomenon of interlacing, there is still one problem left to solve. This problem 
lies in the phenomenon that growth hillocks on (001) α МіЗС бНгО along one 
of their <100> directions show steps with a height of one unit cell (c = 18.305 
Â) whereas along the other <100> direction, perpendicular to the first one, half 
unit cell steps can be observed (Vic = 9.153 Â). This phenomenon is very 
peculiar and seems to violate the presence of the 4] screwaxis in the с direction. 
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2.4.5.3 Etching phenomena 
As was pointed out in the last section, growth phenomena on the (001) face 
will be dominated by <100> oriented steps because these are the most stable 
directions. For the same reason however they will disappear during etching. 
This effect was indeed observed, but only in the case where the etching process 
was carried out very carefully (to prevent etchpits). By keeping the 
undersaturation within 0.1oC, in situ experiments revealed that steps of 
growthspirals now move slowly in the opposite direction (towards the 
spiralcentre). Due to the difference in stability steps along <100> again have a 
smaller stepvelocity compared to <110>. As a result the dissolving growthspiral 
will now be dominated by <110> steps (see figure 2.4.8). 
ETCHING 
Figure 2.4.8: 
Schematic representation of growth and etch phenomena on a spiral on (001) 
aNiSOtbHjO. 
Figure 2.4.9 shows a picture of a growthspiral, that is being etched away, in 
which both stepdirections can be observed. Due to the etching process the 
perpendicular cross in the centre of a growth hillock is rotated over 45°. 
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Only after this hillock has been etched away completely etchpits start to 
develop. Because now again steps travel away from the centre the etchpits are 
oriented along the <100> directions, which could be confirmed by the in situ 
observations. In literature however etchpits on (001) α NiSCVóF^O have been 
reported with steps along <100> and <110> forming octagonal pits [36]. 
Because these were ex situ observations and because we now know that the 
growth-etch transformations are very subtle processes taking place at 
temperatures very close to the saturation temperature, the most plausible 
explanation of these deviating observations is that they are artefacts due to the 
removal of the crystal from the solution. This was checked experimentally by 
rinsing an etched crystal in an ethanol solution which had its temperature slightly 
below the saturation temperature of the solution. From the ex situ 
microtopograph (figure 2.4.10) clearly the etch-growth phenomena can be 
observed. 
Figure 2.4.9 (left): 
In situ picture of a slowly dissolving growthspiral on (001) а ЛИО^бЯгО. 
Figure 2.4.10 (right): 
Ex situ picture of an etchpit on (001) a NiSOfôHjO showing etch-growth artefacts. 
Completely deviating results with respect to the orientation of etchpits were 
obtained after using another etchant. For instance: by etching with methanol 
(p.a.) distinct etchpits were obtained which had their orientation along the 
<110> directions (see figure 2.4.11). 
The important conclusion from this is that the stability of steps on a crystal face 
is not only determined by the crystal structure but also by the interactions of the 
crystal with the solution on top of it. Unfortunately these interactions with the 
mother phase are not taken into consideration in a PBC analysis. 
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Figure 2.4.11: 
Etchpit on (001) a NiSO^bHiO oriented along <110> after etching in methanol. 
2.4.5.4 Hillock misorientation 
In section 2.4.5.2 it was reported that at first sight the tetragonal growth 
hillocks are oriented along the <100> directions. In a former article van 
Enckevort et al. [9] however reported a misalignment of 13.5° whereas in 1894 
Baumhauer [36] already observed a misorientation of etchpits varying between 2° 
and 5°. Normally, however, it is expected that steps are oriented along the PBC 
directions with the largest chain energy; e.g. the <100> directions. This is the 
reason why we started a thorough examination of the phenomenon of hillock 
misorientation. 
From a large number of as well ex situ as in situ observations we noticed a 
peculiarity: although after an experiment the hillock orientation is always 
constant on one specific crystal, the angle of misalignment α resulting from a 
large series of growth experiments ranged from 4° to 16°. (Etching procedures 
always resulted in much smaller deviations.) Close investigations revealed a clear 
relation between α and the driving force of growth ΔΓ: α strongly decreases 
with increasing Δ Γ (see figure 2.4.12). This implies that the phenomenon can 
not have a crystallographic origin as suggested by van Enckevort et al. [9] but 
must have a kinetical cause instead. 
A possible explanation of this phenomenon could result from the effect of 
anisotropic kink integration [29]. Looking at a step along the [100] direction and 
regarding the incorporation of the SO4 ~ ion as the rate determining step (section 
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Figure 2.4.12: 
The phenomenon of hillock misorientation influenced by the conditions of growth; angle of 
misorientation a plotted as a function of supercooling AT. 
2.4.3.2), two kinkpositions can be discerned which energetically are a little 
different. Along the [100] PBC, which has an alternating bond structure -b-c-b-
c-b-, e.g. a SO4 - group at one end is bound by bond b which is a little stronger 
than the bond с at the other end. Due to this difference the two different kinks 
will be filled up with a different velocity eventually resulting in a misalignment 
of this step with respect to the [100] direction. Because of the existence of a 
fourfold screwaxis along [001] the other <100> steps will act in the same way. 
As a consequence the steps will maintain their mutual perpendicularity while the 
orientation of the square they form will be rotated. This is confirmed by 
experiments. 
Because the difference between the bond strenght of b and с is rather small, the 
effect of anisotropic kink integration will be more pronounced when growth 
takes place near equilibrium and kink integration is the rate determining step. 
When the supersaturation is enlarged, very likely diffusional problems will limit 
the growth process in the stagnant solution. As a result the effect of anisotropic 
kink integration will diminish. These suppositions are in agreement with the 
•
 1Ni 
\ 
^ ^ 
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results from figure 2.4.12. 
In a number of cases an "inverted" misalignment was noticed; growth hillocks 
were rotated in an opposite direction. The explanation of this phenomenon lies 
in the enantiomorphic crystal form which has a 43 axis along the [001] direction. 
2.4.5.5 Impurities 
Recently a lot of research has been carried out on the influence of 
impurities on crystal growth [37-39]. From a part of this research, performed at 
ionic crystals growing from their aqueous solution (e.g. KDP [27,40] and 
Potassium Acid Phthalate (КАР) [8,10]), especially the three valent cations 
showed very pronounced effects as impurity; not only on the morphology (e.g. 
the tapering of KDP crystals) but also on the level of growthspirals where very 
small concentrations caused dramatic changes. 
This is the reason why we started to investigate the influence of a large 
number of cations on the crystal growth process of α МіЗС бНгО. However 
from as well ex situ as in situ observations no effect could be observed after the 
addition of these ions (Fe2 +, Zn2 +, Cu2+, Cr3"1", Fe3 +, Ce3"1", Al3+) despite the 
large concentrations of additives that were used (~ 10 times as large as in 
comparative experiments on other ionic crystals). The explanation of this 
difference in behaviour must be sought for in a different mechanism of growth. 
In the process of growing KDP or КАР under comparable conditions the 
dehydration of the K+ ion probably is the rate determining step. When the 
(partly) hydrated three valent cations are adsorbed at the K+ site they will cause 
a misfit due to a differing ionic radius. Besides this, also charge inequality will 
cause vacancies in the lattice around the impurity. As a result these ions are 
very effective growth retarders. 
In the growth process of α МіЗС бНгО on the other hand the 
incorporation of the Ni2+ ion was assumed not to be the rate determining step. 
The Ni2 + complex does not even have to dehydrate but is incorporated in the 
lattice directly. In their hydrated forms the cationic impurities (especially the 
two-valent ones) will show much resemblance with the Ni2+ complex which 
implies that they can be incorporated in the lattice rather easily. This is 
illustrated by experiments which showed that the nickel ion in α НіЗС бНгО 
can be substituted by other cations up to rather high concentrations (e.g. up to 
20% Fe2 + [33]). 
Of the three valent, hydrated cations it is known that they can donate a proton 
of their ligand to a water molecule, resulting in a Me(H20)
x
OH2+ complex. 
Such a complex also will face little difficulties with incorporation in the 
α NÌS04-6H20 lattice. 
From these considerations one can understand why the cationic impurities 
investigated are not the most efficient growth retarders. 
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Because the concept of the rate determining step is essential in the choice 
of an effective impurity, we also carried out experiments with small amounts of 
sodiumdodecylsulphate (SDS), C^b^sOSC^Na. The anion of this salt is a long 
aliphatic chain with a SO4 end-group and can therefore be considered as a 
tailor-made impurity on the SO,?- lattice site [41]. 
In situ observations of growth phenomena on (001) α МіЗС бНгО performed 
after the addition of 1000 ppm SDS (1 ppm = 1 μιηοΐ SDS/mol SO42') revealed 
the following effects: 
- at the beginning (the first few minutes) no changes were observed at all, 
possibly due to the small diffusion coefficient of the rather large SDS 
molecules in the stagnant solution. (In comparison with other experiments, 
e.g. the addition of three valent cations to the solution of a growing КАР 
crystal where diffusion will be more easier, a very clear difference in time lag 
was observed.) 
- the first observable changes reveal themselves as small, black tetragonal 
figures at the crystal surface. Later on and from ex situ observations of the 
surface afterwards these figures appeared to be square shaped holes oriented 
along the <100> directions (see figure 2.4.13) which sometimes even showed 
an octagonal symmetry. 
Figure 2.4.13: 
Ex situ observation of the effect of SDS as an impurity on crystal growth: 
<100> oriented holes (indicated by arrow). 
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- during the process of growth the size of these holes increases (see e.g. figure 
2.4.14) and being present at the surface they visibly hinder stepgrowth ( fig. 
2.4.15). 
- eventually the presence of the impurities often result in a process of 
debunching of steps and a subsequent deactivation of growthspirals. In the end 
often no step growth was observed anymore. 
Although the effect of SDS on the crystal growth process is not completely 
understood, it is clear that it acts as a rather effective impurity. From 
measurements of the depth of the holes and an estimation of the linear growth 
velocity of the (001) face (~ 50 μιτι/Ι^), it appeared that these holes were areas 
were the growth must have been completely stopped due to the adsorption of 
SDS molecules at the surface. 
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Figure 2.4.15: 
In situ observation of the influence of crystallographic holes on stepflow patterns. 
2.4.6 Conclusions 
Perhaps the most important conclusion is that after more than 30 years it is 
still very useful to carry out a PBC analysis of a crystal structure of interest. 
Besides understanding the morphology of α МіЗС бНгО the results of the PBC 
analysis elucidated several growth phenomena on the (001) surface of this 
substance. 
morphology: 
There appeared to be a rather good agreement between theoretical (PBC) 
predictions, own experiments and literature data on the morphology. In a few 
cases, where the PBC analysis resulted in more than one possibility to construct 
a connected net, the morphology clarified the situation by unambigiously 
excluding one of them (e.g. in the dilemma (101) - (202) ) or by allowing both 
possibilities (e.g. in the case of (111) ). 
Minor discrepancies between theory and experiment resulted in the presumption 
of a dependence of morphology on supersaturation. This was checked and 
verified (e.g. in the case of the (111) face). 
The main discrepancy between theory and experiment, concerning the 
appearance of the (113) face, could be solved by taking also second nearest 
neighbour interactions into account. 
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Eventually it appeared that in the case of α МіЗС бНгО the calculation of the 
Ising critical temperature ω0 of the connected nets gives a pretty good prediction 
of their mutual morphological importance. 
surface phenomena on the (001) face: 
Using the results of the PBC analysis, previous surface morphological 
observations [9], like growth with half unit cell layers and the phenomenon of 
interlacing, were understood and explained. Even so it resulted that the origin of 
the misorientation of growth hillocks can not be crystallographic but must be 
kinetic. This was explicitly illustrated by the dependence of this misalignment on 
supersaturation, which resulted in the model of anisotropic kink integration as a 
possible underlying mechanism. 
In the transition "growth-etch" near the saturation temperature a transition in the 
appearance of stepdirection between <100> and <110> was observed. These 
effects could also be explained using the PBC results. However, the results of a 
PBC analysis do not explain everything; from experiments using other etchants 
some contradictions resulted, illustrating the importance of the interaction 
between the liquid phase and the crystal surface. 
From impurity experiments it was noted that most of the two and three valent 
cations do not show any effect when they are added in concentrations 
comparable with the situation where they show very pronounced effects on other 
ionic crystals. The explanation of this difference lies in hydration effects. 
Using the cocept of tailor-made impurities, sodiumdodecylsulphate was tested 
and showed some pronounced impurity effects indeed. 
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CHAPTER 3 
INFLUENCE OF IMPURITIES 
ON THE CRYSTALLIZATION PROCESS OF 
POTASSIUM HYDROGEN PHTHALATE 
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CHAPTER 3.1 
Journal of Crvstal Growth 78 (1986) 379 388 379 
North Holland Amsterdam 
THE INFLUENCE OF IMPURITIES ON CRYSTAL GROWTH; IN SITU OBSERVATION 
OF THE {010} FACE OF POTASSIUM HYDROGEN PHTHALATE 
MHJ HOTTFNHU1S and С В LUCASIUS 
Riiiunh Inmtuu of Mtilcnuts ІмЬогашп of Solid Siale Chemistn f-uíuít\ of Sciem t Catholic (tiuervn of Ьі]тс%еп 
Totrnooneld \/ M1"· I-D \ijniigen The \ilherlandi 
Retened 28 Janudrv 1986 manusmpl recused in final form 30 July 1986 
Using optical reflection microscopv detailed in situ observations were carried out on the (010) face of potassium hydrogen 
phthalatc Special interest was paid to the influence of impunties on spiral growth Of the additives investigated some three valent 
canons showed strong inhibiting effects eg minor traces of the CV ion (16 ppm at σ - 5*?) could fulls block the growth Besides a 
difference in effectiveness the tnorphologv of the spirals was changed in several ways indicating distinct mechanism of interaction 
between impurity and crvslal 
1. Introduction 
Since (he postulation by Frank of the spiral 
growth theory in 1949 [1] and the subsequent 
development of the BCF theory (2], a lot of re 
search has been carried out in the field of crystal 
growth in order to test these theories From this 
research the observation of many spirals and other 
interesting growth phenomena on numerous kinds 
of crystals resulted [4-5] For example, by using 
an electron microscope in combination with a gold 
decoration technique [6-8] or highly sensitive 
optical microscope techniques (phase contrast and 
differential interference contrast microscopy) 
[9-11], it was possible even to observe growth 
steps of monomolecular height All these observa­
tions have confirmed the BCF theory and stimu­
lated the development of new theories in this field 
The research on crystal growth was given a new 
impuls by the in situ observations of growth phc 
nomena on crystal surfaces [12-15] In contrast to 
most of the ex situ surface microtopographs these 
observations resulted in new information about 
the kinetics of crystal growth processes By apply­
ing several microscopic techniques it was possible 
to observe continuously the development of vari­
ous kinds of growth patterns on a crystal surface 
and to measure the stepvelocity under several 
0022-0248/86/503 50 V Elsevier Science Publishers 
(North-Holland Physics Publishing Division) 
conditions [16] A lot of work in this field has 
recently been done on crystals growing from aque­
ous solutions Sunagawa and Tsukamolo [17 18], 
Jetten et al [19,20] Dam and Van Enckevort [21] 
For a long lime people have already been inter­
ested in the influence of impurities on crystal 
growth and crystal form, not only from the funda­
mental point of view, but also because of its 
industrial applications Recently Dam et al 
showed that the in situ observation method proved 
to be an excellent tool for investigating the in­
fluence of impurities on crystal growth at the 
atomic level [22] Only minor traces of three valent 
metal ions, e g, appeared to have a dramatic 
effect on the morphology of the {100} KDP 
surface 
In earlier work in our laboratory, Jetten et al 
[19,23] earned out observations on crystals of 
potassium hydrogen phthalate (КАР C 6 H 4 
COOH COOK) grown from aqueous solutions 
(ex situ as well as in situ) This organic/inorganic 
compound was chosen as a model because it has a 
{010} face with a high morphological importance 
on which spiral patterns could easily be observed 
due to the relatively high monosteps (ft = 13 86 A 
[24]) Jetten el al already noticed some effects of 
blocking of growth steps which were ascribed to a 
deactivation process caused by adsorbed impun-
BV 
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tics [19] Because of the dual character of KAP. it 
can be expected that impurities of organic as well 
as inorganic nature can influence the growth pro­
cess. 
The aim of the present work is to give a de­
tailed in situ investigation of the influence of a 
number of impurities on surface morphology and 
surface kinetics on the {010} face of KAP. 
2. Experimental 
The in situ observations were carried out in a 
thermoslaled growth cell containing the aqueous 
solution of КАР and the crystal to be investigated. 
For practical reasons, the flow system used by 
Jetten et al. [19] was replaced by a stagnant solu­
tion cell This cell has the advantage that the 
hydrodynamic conditions are better defined, the 
temperature can be belter controlled (AT < 
()()50C) and an abrupt addition of impurities can 
be investigated Additionally, the cell was provided 
with a kind of rotating disc by which it was 
possible to generale a sudden laminary flow past 
the crystal. In this way the influence of diffusion 
could be investigated 
The crystals for observation were grown by a 
combined temperature decrease/evaporation 
method. Small crystals ( - 5 mm long) were at­
tached with their {010} face on a glass rod with a 
cyano-acrylate glue. Immediately before inseriing 
it in the supersaturated solution, the crystal was 
cleaved along its {010} face, in this way creating a 
clean crystal surface. 
Saturated solutions were made of derm-water 
rinsed across an ion-exchanger and the purest 
available КАР (Merck, p.a.) Recrystallization of 
the КАР did not lead to further purification. The 
saturation temperature and relative supersatura-
tion of the solution was calculated from the solu­
bility curve given by Sole el al. [25). 
c(f) = 9.283-0 059í + 0 0058(2, 
where r(f) is the equilibrium concentration (g 
КАР per 100 g H 2 0 ) at temperature t ( 0 C). 
In the case of the cations, the impurities in­
vestigated were all added as their chloric salts 
Beforehand it was tested that the CI" ion did not 
show any influence on the growth behaviour (by 
adding a surplus of KCl). 
The experiments were carried out in the follow­
ing way: Equal quantities of КАР solution of the 
same composition were prepared with a saturation 
temperature Г
ч
. One part was introduced in the 
growth cell and given a certain growth tempera­
ture Tt (< r j . The other part was polluted with 
twice the intended impurity concentration and 
kepi at exactly the same temperature Tg. After 
introducing the crystal in the pure supersatured 
solution and observing some stable growth pat­
tern, the second (polluted) part was added. By 
using the rotating disc it was possible lo ho­
mogenize ihe solution 
The in situ observations were carried out with 
optical reflection microscopes using oblique 
bnghlfield illumination (OI) with closed aperture 
diaphragm [19] (Olympus Vanox) or differential 
interference contrast microscopy (D1CM) (Rei­
chert MeFII) In both cases the image was re­
corded on tape using a high sensitive video camera. 
The image quality was improved using an analog 
contrast amplifier. 
3. Observations and discussion 
3 1. General features 
According to Okaya [24], КАР crystallizes in 
the orlhorhombic spacegroup Pca21 (after ex­
change of the axes by Jetten [20]) which implies 
that the crystal has a glide plane along its c-axis. 
Due to this feature the point-group symmetry of 
the projection along the crystallographic i-axis is 
m. which can be recognized in the spiral mor­
phology on the (010) face (fig. la). On this face 
two types of symmelncally non-equivalenl steps 
can be seen (fig lb): the fast ones running parallel 
to Ihe (101),. directions and a second type mov­
ing more slowly parallel to the (101 )
s
 directions. 
In earlier work Jetlen [20] carried out the Peri­
odic Bond Chain analysis of КАР after the PBC 
theory of Hartman [26] According to this theory 
uninterrupted chains of bonds between the build­
ing units of a crystal have to be sought for which 
have a period [иги] of the lattice and the 
132 
\t И J Hottenhuis, С В Lutauus / Influence of impurities on crystal grmvth 
Fig 1 Some general surface morphologies on the {010} face of КЛР fa) spiral with steps along the (101) directions, (b) schematic 
representation of step onentation. (c) spiral with extra steps along the [001] direction: (d) surface dendrites 
stoichiometry of the crystal structure. By taking 
the K + and HP ions as the building units (for 
growth from solution) and regarding only the at­
tractive Coulomb interaction between these ions 
and the Van der Waals bonds between the aromatic 
rings of the HP ions, Jetten was able to deduce 
the most strongest PBC directions and from this 
the correct crystal morphology. 
Considering the [ыОи] PBC's situated in the 
(010) slice, the orientation of the spiral steps along 
the (101) directions is in perfect agreement with 
the strongest PBC within this slice (chain energy 
per molecule: EiM Lhim ^ - l\293 kj/mol) re­
sulting in a step energy; Е
тмср
'Е
№)1Ш&а!-
^loixham3 - 1 7 5 1 · 6 kj/mol + 1129.3 kj/mol = 
-622.3 kj/mol [20]. Under special conditions. 
which are not fully understood up to now. how­
ever, also steps along [001] can be seen (fig. 1c). 
Regarding the PBC analysis this is strange because 
steps along [100] are not seen, though the chain 
energy per molecule in the last direction is higher 
(£ioo.cha,„= -921.9 kJ/mol. ^ , ,
 lhaln = - 8 1 6 . 4 
kJ/mol [20]) and as a consequence its step energy 
is lower (£,, , = - 829.7 kj/mol. £, 001 .step 
-935.2 kj/mol). A possible explanation for this 
discrepancy could be the influence of the solution 
(the PBC analysis was carried out for the 
crystal-vacuum system): due to solvent adsorp-
tion. step stability can be influenced. Also a com-
bination of steps along [001] and (101) directions 
have been observed, resulting in a kind of "macro-
kinks". These macrokinks are very numerous in 
the case when the spiral changes m a so called 
surface dendrite (fig Id). Another common fea-
ture of the spiral is us amsotropy in the c-direc-
tion: obviously a fast and a slow odirection can 
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be recognized resulting respectively in large and 
small step distances. This amsotropy was ex-
plained by Jetten [20] using the PBC analysis and 
assuming that in the process of crystal growth 
Fig 2 Differences in step height due to different conditions of 
growth (a) low growth steps emitted from a dislocation with a 
small Burgers vector; (b) macrosteps caused by strong de-
formations: (c) influence of impurities on step height 
from solution the incorporation of the K+ ion is 
the rate determining step (because of its higher 
hydration enthalpy). Looking at the ledge struc-
ture of the steps along the (101) directions, it 
appears that in the fast c-direction the binding 
energy of the K+ ion with the lattice is somewhat 
larger compared to the slow c-direction. 
Although there are some common features re-
garding morphology, not all spirals on the (010) 
face are the same. One important fluctuating 
parameter is the step height. Intrinsically, the step 
height ts determined by the length of the Burgers 
vector of the dislocation acting as spiral source. 
This can be seen in fig. 2. On the first photograph 
the spiral consists of steps a few lattice parameters 
high caused by a dislocation with a small Burgers 
vector. Van Enckevort and Jetten [23] even ob-
served and measured on KAP ex situ steps one 
lattice parameter high. In the next picture (fig. 
2b). on the other hand, the spiral source is a liquid 
inclusion (seen as a white spot). Due to probably a 
bundle of dislocations in the crystal, the resulting 
spiral consists of very high steps being emitted 
from the place where these dislocations reach the 
surface. 
Other important parameters influencing the step 
height are the relative supersaturation σ and the 
adsorption of impurities, two effects which are 
often difficult to separate. The result of an abrupt 
increase in σ can be seen in fig. 2c. At a lower σ, 
steps are bunched and their form is irregular 
(possibly due to impurity action): after raising a, 
the central part of the spiral shows a pattern of 
regular and much lower steps. Similar effects have 
been observed by Bartini et al. [27] who measured 
at a specific a a minimum m the average step 
height on growing /3-methylnaphthalene crystals 
from an ethanol solution. Recently Van der Eerden 
and Müller-Krumbhaar carried out some theoreti-
cal investigations on the relation between steps. 
supersaturation and impurity adsorption [29] They 
also showed in which way these three parameters 
can influence each other. 
3.2. Unintentional impurities 
When investigating the influence of impurities 
on crystal growth, attention has to be paid to the 
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Fig 3 Evidence of the influence of unintentional impurities on 
stepvelocitv 
quality of the chemicals and the water used. Al­
though in our experiments КАР of the purest 
form available (p.a. 99.8%) and demmeralized/de-
tomzed water were used, sometimes the effect of 
the so-called unintentional impurities could be 
observed. Especially when growing at a low super-
saturation. there is a strong competition between 
the growth process and its blocking by impurities 
Because of the irreproducibtlity of these observa­
tions. they were ascribed to an unknown kind of 
impurities. To avoid these effects, further investi­
gations with intentional impurities were earned 
out at higher supersaturations. 
A very clear example of the influence of ap­
parently unavoidable impurities can be seen in fig. 
3. This picture shows a growth spiral emitting 
periodically a set of two steps of almost the same 
height At some distance from the spiral centre, 
however, both steps unite and move along as a 
bunch with the same velocity Considering diffu­
sion. the opposite effect would be expected: a 
retardation of the second step. A possible explana­
tion for the observed phenomenon is a retardation 
of steps due to adsorbed impurities at the terraces 
between them Because of a difference in terrace 
age. there is a difference in the concentration of 
adsorbed impurities resulting in a stronger re­
tardation of the first step [28.29]. In fig. 1c the 
same effect can be observed, however, in a less 
distinct way. 
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3.3. Intenlional impurities 
When growing КАР from aqueous solution, the 
K' and the HP ion can be considered as the 
building units. Because of this, impurity experi­
ments were carried out with two kinds of species 
resembling these units: (1) cations; (2) benzoic 
acid. 
Ì.Ì.I Canonic impurities 
According to Jetten [20]. the rate determmtng 
step in the growth of КАР from aqueous solution 
is the incorporation of the K* ion in the crystal 
lattice (no dtffusional limitations). The reason for 
this is the higher dehydration energy of this ion 
(-351.5 kJ/mol [30]) compared to HP When 
investigating the possibility of using another ca­
tion instead of the K4 ion as a building unit. 
attention has to be paid to its dehydration energy. 
Parameters that determine this energy are the 
ionic charge and its radius and with this, the 
number of water molecules in its solvent layer (the 
hydration number). Instead of the dehydration 
energy, a parameter that can be looked at is the 
dehydration frequency Р
аіі
: the first order rate 
Tabic 1 
Hydration parameters and impuntv action of a number of 
cations investigated 
K' 
Hg* 
Ν ι
;
· 
C u 2 ' 
Z n 2 " 
F e 2 ' 
M n 2 -
C a 2 -
Ba ; 
A f 
C r " · 
F e " 
Rh" 
C e ' * 
Sn 4 * 
(À) 
133 
1 27 
0 69 
0 72 
0.74 
0.74 
оно 
0.99 
1 34 
0.51 
0.63 
0.64 
0.68 
1034 
0.71 
( х IO6 J/mol) 
-0.35 
- 2 1 8 
- 2 1 6 
- 2 1 1 
-1.98 
- 1 9 1 
1 65 
- 1 3 7 
4 75 
4 37 
- 4 35 
9 0 
4 5 
9.6 
7.5 
6.5 
7.5 
X2 
9.2 
-0.8 
6 3 
3.5 
7 5 
•" After Harvey and Porter [30] 
1,1
 After Nielsen [31] 
c l
 Expérimental results + f strong impurity attion. + mod 
erate impunty action: no impuntv action 
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constant of dissociation of water molecules from 
the inner coordination sphere of the cation [31]. 
Table 1 gives a view of a number of cations 
investigated, including their above-mentioned pa-
rameters. The last column in this table summarizes 
the results of the impurity experiments, all carried 
out under the same conditions. When an ion is 
said to show impurity action, it means that after 
addition changes in morphology and/or kinetics 
of the spiral arms were observed (under those 
specific conditions). 
Looking at the possible impurity effect and the 
energy needed to dehydrate the ion, there is a 
slight correspondence; ions showing impurity ac-
tion have the highest dehydration energy. This 
correspondence, however, is not complete: com-
pare, e.g., the Cr3* and the Al3+ ion. The dif-
ference in impurity activity between the Fe3+ and 
Cr3+ ion is also remarkable, although both ions 
have the same charge and almost the same radius. 
Nevertheless, it is a general feature that most of 
the ions that dehydrate easier do not show any 
impurity action. 
The pffects mentioned above suggest that it is 
not likely that the cation is dehydrated completely 
and incorporated in the lattice on a K+ site. 
Because the Cr3+ ion, which shows the most 
distinct impurity effect, is known for its complex-
ing properties, there is an indication that the 
blocking particle on the crystal growth process is 
not the bare (dehydrated) ion but the fully 
hydrated or more likely the partially dehydrated 
cation. Because of this, it is meaningful to com-
pare the impurity effect with the dehydration 
frequency instead of the dehydration energy. From 
table 1 it is clear that the correlation between the 
last two parameters is stronger: cations with the 
lowest dehydration frequency show the strongest 
impurity effect. 
Apart from a difference in effectiveness of the 
cationic impurities investigated also qualitative 
differences on the morphology of the growth 
spirals were observed. To illustrate this we will 
compare the four cations Ce3 + , Fe3+, Al3+ and 
Cr3+. 
Ce3+: Fig. 4 shows the effect of the addition of 
16 ppm Ce3+ ions (ppm = μπιοί per mol H 2 0 ) on 
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Fig. 4, Effect of the addition of C e 1 + ions on spiral mor 
phology on the КАР (010) face 
a spiral growing at σ = 5% (Г5 = 30.0оС). Al­
though the steps were retarded and bunching oc­
curred, their habit kept smooth and they were not 
blocked entirely. The shape of the spiral, however, 
changed from its normal form into a more elon­
gated form due to a non-uniform velocity of the 
steps moving parallel to the (101 ),. directions: 
after addition of C e 3 ' they get curved. As a 
consequence the corner between these steps 
changed from 112° into a sharp angle ( < 9 0 o ) . 
The interpretation for this modification can be a 
non-uniform kink poisoning of the cation building 
units in these faster moving steps. This phenome­
non, which also has been observed in a less pro­
nounced way on spirals growing from a non-po-
luted solution, is reinforced by the Ce 1 * ions 
acting non-isotropically on the two different kink 
positions in these steps. 
Fe3 +·. After adding 16 ppm F e 3 + under identi­
cal growth conditions the opposite effect was ob­
served: instead of a lengthening the growth spirals 
got shorter along their c-direction. This shortening 
is the result of a strong non-uniform retardation 
of the steps moving parallel to the (101>F direc­
tions; finally the corner between these steps disap­
pears completely resulting in a rounded spiral 
shape (fig. 5a). These results again refer to a 
non-uniform kink poisoning of impurities. In 
comparison with the Ce 3 * case, however, the Fe3 * 
ions are integrated in the opposite kink of these 
faster moving steps. It is a remarkable fact that 
the second type of steps, moving parallel to the 
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Fig. 5. Influence of Fe * юпь on spiral shape' (a) disap­
pearance of the corner between the steps moving in the fast 
r-direction. (b) development of new steps after raising the 
supersaturation 
(101)
s
 directions, are not (visibly) influenced at 
all. The origin of this difference in step mor­
phology between the two c-directions is not a 
matter of a difference in step velocity: also after 
the birth of new spiral arms (due to a sudden 
increase in the supersaturation) the difference ex­
ists (fig. 5b). 
Al3*: The influence of the Al3 + ion on spiral 
growth looks a bit like that of the Fe3 + ion, as can 
be seen in fig. 6. After addition the steps also 
move more slowly and they bunch, but compared 
to Fe 3 + , the Al3 + ion has a stronger isotropizing 
effect on the spiral shape: after some time it 
becomes almost perfectly circular, an effect which 
can be recognized first on the steps with the 
highest velocity. This impurity action suggests that 
in the case of Al3 +, the adsorption at the steps 
Fig 6 Growth spiral on (010) КАР after addition of Al 1 * 
ions. 
themselves or on the terraces between them is 
more important than their integration in the kink 
positions. The observed phenomena, e.g., can be 
explained with the impurity model of Cabrera and 
Vermilyea [28]. which suggests that impurities ad­
sorbed firmly between the steps act as a retarding 
element on step growth; a certain impurity con­
centration determines a corresponding maximum 
step velocity which is uniform in all directions. As 
a consequence the polygonized spiral with differ­
ent step velocities in different directions gets round 
with a uniform, smaller step velocity. 
Cr 3 + : In table 1 it was already reported that 
the Cr 3 + ion is the most effective impurity for 
crystal growth of КАР of all the cations investi­
gated. Where in the case of Ce 1 ', Fe '* and Al3 + 
after addition growth still could be observed, the 
bunched steps were completely blocked after ad­
ding an equal amount of C r 3 + under the same 
experimental conditions. Concerning the resulting 
morphology of the spiral, the Cr 1* ion seemed to 
have the same (or even a stronger) effect: after 
addition spirals got perfectly round, as can be 
seen in fig. 7. 
The Cabrera and Vermilyea impurity model is 
based on a continuous competition between block­
ing impurities and moving steps; or between im­
purity concentration and supersaturation. This im­
plies that there can exist situations in which step 
growth is not visibly hindered by adsorbed impur­
ities. In principle, this can be accomplished in two 
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ways; either impurities are swept away in front of 
the moving step (e.g. in the case of loosely bound 
inhibitors) or they are incorporated in the crystal. 
A clear proof of incorporation of a foreign 
cation was found in two ways: In the first experi­
ment bulk crystals were grown from a strongly 
polluted КАР solution. Afterwards the normally 
colourless crystals clearly showed a yellow colour 
in the case of addition of FeCl, • 6 H 2 0 and a blue 
colour in the case of addition of СгСЦ-6Н 2 0; 
both results indicating segregation of the cation. 
The second proof resulted from an in situ ex­
periment. After growing a crystal for a while in a 
C r 5 ' polluted solution at high supersaturation. 
the crystal was thermally etched by raising the 
temperature above the saturation temperature. In 
the normal case rhombic crystallographic etch pits 
will appear growing as well in the depth as in 
lateral direction. In this case, however, etch pits 
only grew in lateral directions in the beginning-
After a complete surface layer (with a thickness of 
several hundreds of Л) had been etched away, the 
crystal showed its normal etching behaviour. These 
findings also indicate that during growth the Cr 1 ' 
ion has been incorporated in the newly grown 
surface layer. Because of its thermodynamical in­
stability. compared to the crystal around a dislo­
cation. this layer is etched away first. 
3.3.2. Benzoic acid 
Regarding their influence as an impurity on 
crystal growth, the main difference between ben-
Utenieof mipuruiei on instai growth 
zoic acid and some of the cations investigated is 
their effectiveness. After adding an equal amount 
(16 ppm) of benzoic acid under the same growth 
jonditions. no effect could be observed. The ex-
Fig 8 Effect of the addition of "50 ppm benzoic acid on spiral 
morphology (a) growth spiral before addition, (b) growth 
spiral after addition, (c) influence of an increase in σ 
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planation for this is probably the difference in 
binding mechanism of the impurity Where in the 
case of the cations Coulomb forces are involved, 
the neutral benzoic acid molecule will only show 
Van der Waals interaction with the crystal which 
is much weaker Notwithstanding the fact that the 
benzoic acid molecule is a " lailor-made" impurity 
[32], which means that it nearly fits into the crystal 
lattice because of its strong resemblance with the 
HP" ion its retarding activity is very small This 
suggest that one can expect that "non-tailor-made" 
organic molecules will show even less inhibiting 
activity 
Despite its small effectiveness, some impunty 
action of benzoic acid was observed after adding a 
surplus of it Fig 8 shows the effect of the ad-
dition of 750 ppm under comparable growth con-
ditions (rs = 30 0°C, rg = 27 0°C) Apart from a 
strong retardation of the steps they get bunched 
and their shapes become irregular, nevertheless, 
they still move The morphology of the spiral, 
however changed the amsotropy in the c-direc-
tion is diminished due to a relative stronger re-
tardation of the faster moving steps As a result 
the first rhombic spiral gets a square shape This 
last point can be seen clearly in fig 8c which was 
taken after a sudden increase in the supersalura-
tion a the newly-grown part of the spiral (the 
central part) is almost perfectly square with equal 
step distances in both c-directions 
The reason for this specific change in mor-
phology is not very clear, but H probably lies in 
the configuration of the benzoic acid molecule 
The strong retardation of the fastest moving steps 
is pointing to the Cabrera and Vermilyea impurity 
model Because of the ineffectiveness of the im-
purities however, the steps are not that much 
retarded that they become round as in the case of 
some cationic impurities In this case the incorpo-
ration of the normal building units in the kink 
positions is still an important process As a conse-
quence the steps are staying more or less straight 
4. Conclusions 
In addition to the examination of bulk crystals 
[33] and observing crystal surfaces ex situ, the in 
situ microtopography of growing crystals proves 
to be a powerful method to investigate the in-
fluence of impurities on crvstal growth at the 
atomic level The immediate effect of the addition 
of a small amount of foreign substances on step 
growth could be observed For this research КАР 
was an excellent model compound because of its 
well developed growth patterns on the (010) face 
Out of a large number of impurities investi­
gated some three-valent cations showed to have 
the strongest inhibiting effects (Ce' , Al1 Fe1 
and Cr 3 *) These findings are in accordance with 
results of Davey and Mullin [33] and Dam et al 
[22] carried out at other ionic crystals growing 
from aqueous solution Under normal growth con­
ditions (a - 5%) already a very small amount of 
these ions (16 ppm) leads to retardation bunching 
and sometimes total blocking of steps Although 
the effectiveness of these cationic impurities could 
be related to their dehydration energy, it could be 
correlated m a better way to their dehydration 
frequency a low frequency mostly implies a strong 
inhibitor This indicates that the blocking particle 
is probably not the bare ion but the (partially) 
hydrated ion 
Besides a difference in effectiveness of the im­
purities also a difference in the change of mor­
phology of the growth spirals was observed, indi­
cating the existence of different mechanisms of 
interaction of the impurity with the crystal in the 
case of Ce 3 * and Fe 3 * specific kink poisoning 
seems to be the dominating process while in the 
case of Al'* and Cr 1 terrace and/or step ad­
sorption prevails In order to prove these surmises 
measurements of step velocity versus impurity 
concentration have to be carried out [34] 
The "tailor-made" organic molecule benzoic 
acid acted less effectively as an impurity com­
pared to some cations Only after addition of a 
large amount of this molecule (750 ppm) some 
inhibiting action could be observed 
The observations mentioned above were the 
first qualitative results concerning the influence of 
various kinds of impurities on spiral growth phe­
nomena on {010} КАР Quantitative imestiga-
tions of one specific additive are presently studied 
and will be published in near future 
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CHAPTER 3.2 
THE ROLE OF IMPURITIES ON THE PROCESS OF 
GROWING POTASSIUM HYDROGEN PHTHALATE 
CRYSTALS FROM SOLUTION; 
A QUANTITATIVE APPROACH 
M.H.J. Hottenhuis and C.B. Lucasius 
RIM Laboratory of Solid State Chemistry, Faculty of Science, 
Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
Quantitative information about the influence of impurities on the crystal 
growth process of potassium hydrogen phthalate from its aqueous solution was 
obtained at two levels: microscopic and macroscopic. At the microscopic level 
detailed in situ observations of spiral steps at the (010) face were performed. 
The velocity of these steps was measured, as well in a "clean" as in a 
contaminated solution, where the influence of a number of different impurities 
was investigated. At the macroscopic level ICP (inductively coupled plasma) 
measurements were carried out in order to determine the distribution coefficient 
of the same impurities. 
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3.2.1 Introduction 
Nowadays it has been recognized that impurities and additives can have a 
dramatic influence on crystallization processes. On one hand e.g. the 
morphology of a crystal can be influenced in a very sensitive way by the 
presence of certain impurities in the mother phase (melt, solution or gas) during 
the growth process. With respect to this the "morphology engineering" work of 
Berkovitch-Yellin, Addadi and co-workers on benzamide, benzoic acid and 
amino acids using so-called tailor made impurities is a nice example [1-3]. On 
the other hand it is well-known that additives play a prominent role in the 
kinetics of crystal growth. Especially in the world of industrial crystallization a 
lot of attention is being paid to these phenomena [4,5]. Not in the last place the 
effect of additives on the quality and physical properties of crystals should be 
mentioned. One of the most important examples of this is perhaps the use of 
small concentrations of dopants in the semiconductor industries [6]. 
Because of the large interest of crystallization industries in inhibitors and 
additives, a lot of researchers study the influence of impurities on crystal growth. 
Most of this work is carried out within these industries themselves during the 
production process. A second group of researchers is busy with studies of the 
crystallization processes on an industrial scale: a real crystal growth factory 
which is down-scaled to laboratory dimensions [7]. A third group is engaged 
with research on a more or less fundamental level; investigating some kind of 
model substance, often without a direct industrial application, in order to deduce 
the role of impurities on the process of crystal growth at the (semi) atomic level. 
Nice examples of the last type of scientific work are the microscopic in situ 
observations: looking at crystals (mostly the crystal surface) during its process of 
growth using optical microscopical techniques. A lot of work in this field has 
been carried out by Sunagawa and Tsukamoto who were able to see very low 
growth steps on the faces of several crystals growing from solution and melt [8-
10]. 
In 1982 van Enckevort et al. performed the first (ex situ) surface 
microtopographic studies on potassium hydrogen phthalate, a crystal which 
appeared to be very useful for this kind of research [11]. Jetten et al. [12] 
showed that this specific substance was also suitable for in situ observations and 
noticed the first signs of inhibiting effects. Following this, a detailed study of 
the qualitative influence of impurities on the potassium hydrogen phthalate (010) 
face was presented by us [13]. In this latter study the great number of possible 
inhibitors could be reduced to only a few effective ones. The most remarkable 
result from this research was that every effective impurity caused a very specific 
change in spiral morphology; after addition of a small amount of one of these 
inhibitors the surface topograph could be used as a kind of fingerprint for this 
specific impurity. With the use of more detailed information of the internal 
crystal structure, resulting from a PBC analysis [14], these selective impurity 
effects could be explained (however in a more qualitative way) [15]. 
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In the present article we want to discuss a number of quantitative results of 
the influence of the most effective impurities on the crystal growth of potassium 
hydrogen phthalate From a large number of microscopic observations we have 
determined the velocity of steps on the (010) face in three different directions, 
with and without impurities, whereas at the "bulk-level" we determined the 
distribution coefficient of these impurities under several conditions of growth 
3.2.2 Potassium Hydrogen Phthalate 
3.2.2.1 General Features 
Potassium hydrogen phthalate (because of its synonym potassium acid 
phthalate in literature often abbreviated as КАР) is a salt which can be 
crystallized from its aqueous solution at room temperatures Though this is an 
experimental benefit, it is not the main reason of choosing this substance as a 
model compound in our experiments Its crystal structure, determined by Okaya 
[16], is orthorhombic with the unit cell dimensions a = 9 609 Â, b = 13 857 Â 
and с = 6 466 Â When crystallized from its aqueous solution by slowly 
evaporating or programmed cooling down, small crystals (~ 5 - 1 0 mm long) 
develop within a period of 24 hours Under these conditions the morphological 
importance of the crystallographic faces in descending order is {010} - {110} -
{111} - {121} - {210} - {120} - {102} [14] The crystal has a rather special 
internal structure of chemical bonds (ionic and van der Waals) which has two 
important consequences 
- the crystal has a platelet like morphology, with dominating {010} faces, 
- the crystal can be cleaved easily along this {010} plane by which it is possible 
to obtain a flat and clean face 
The combination of these two features together with the relative long ft-axis are 
the reasons that the KAP(OIO) face is extremely useful for surface microscopic 
observations, it is an ideal model compound 
In figure 3 2 1 the most general form of the growth spiral on the KAP(OIO) face 
is sketched with the main stepdirections steps along <101>F moving fast, steps 
along [001]M moving with a medium velocity and steps along <101> s hardly 
moving at all Along the <101>> steps two type of kinkpositions can be 
discerned (in fig 3 2 1 indicated A and B) which are energetically different 
3.2.2.2 Impurity effects 
At this place shortly the most important effects of impurities on the 
KAP(OIO) spiral morphology will be summarized An extended description was 
given elsewhere [13,15] 
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Figure 3.2.1: 
Schematic drawing of the spiral morphology on KAP(OIO); 
indication of stepvelocity: F = Fast, M = Medium, S = Slow. 
(i) In comparison with cations the addition of anions in general does not 
show any effect on spiral morphology or kinetics. 
(ii) From the large number of cationic impurities investigated the three valent 
ions show the most distinct effects. On the basis of extended in situ 
observations the following division can be made, according to adsorption 
preference: 
Cr3+ and Rh3+ : terrace adsorbers, 
Al3+, Fe3+ and Ce3+ : step adsorbers; where Fe3+ and Ce3+ are 
believed to adsorb in kinkpositions but in an anisotropic way: Fe3+ in 
kink A and Ce3+ in kink В (fig. 3.2.1). 
3.2.3 Experimental 
3.2.3.1 Step kinetics 
The results of the measurements on the kinetics of growth steps originate 
from a large number of in situ experiments. These experiments were performed 
using a double walled thermostated growth cell containing the КАР solution and 
the crystal under observation (see figure 3.2.2). The temperature within the cell 
was measured with a thermocouple and could be stabilized within 0.05 0C using 
a programmable water thermostate (Heto; Birker0d, Denmark). The growth cell 
was equiped with a transparent rotating disc by which it was possible to do 
experiments in a stagnant as well as a stirred solution; in the second case it was 
possible to effectuate a laminary flow of the КАР solution past the crystal. 
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Figure 3.2.2: 
Growth cell used for the in situ observations; 
С = crystal, CH = crystal holder, RD = rotating disc, M = motor, 
Τ = thermo-couple, DICM = differential interference contrast microscope. 
The crystal was positioned with its (010) face in front of an optical viewing 
window where it could be observed with an inverted optical microscope 
(Reichert, MeF2) using the differential interference contrast technique. Growth 
phenomena were recorded on tape using a video camera and an analog contrast 
amplifier to improve the quality of the image. After the experiments these 
registrations were used to measure the stepvelocities in the three directions: 
<101> F , < 1 0 1 > s and [001]м. 
The solution, which was prepared from the purest available КАР (Merck p.a.) 
in demineralized/deionized water, was introduced in the cell by passing a filter 
(Millipore, 0.22 μιη) to prevent dust particles. Preceding the experiment the 
solution in the cell was heated for a long time several degrees above its 
saturation temperature to eliminate nuclei, which are known to show an 
unintentional impurity behaviour, as was observed before [15]. 
The impurities originated from the chloric salts of the five cations mentioned 
before. Beforehand it was checked that the Cl~ ion did not show inhibiting 
effects on stepgrowth. 
A large number of parameters will or might have influence on step kinetics. Out 
of them the following have been studied in this work: 
crystal : the step orientation (F,S,M), 
solution: the saturation temperature T
s
, the relative supersaturation σ, the 
velocity v, 
impurity: the type (Al 3 +, C r 3 4 , F e 3 + , Ce 3 + , Rh 3 + ) , the concentration cimç. 
In performing the experiments some problems are encountered which pose 
uncertainties in the results: 
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Because it is well known that the velocity of a step is a function of its height 
[17], measurements were carried out on steps with equal height, as far as 
possible. Investigating the influence of one specific impurity the 
measurements were performed on one and the same growth spiral. 
Non-equidistant trains of steps often reveal a spread in stepvelocity between 
the individual steps, eventually resulting in bunching phenomena. These 
effects can be understood with the theory of time dependent adsorption of 
impurities, recently developed by van der Eerden and Müller-Krumbhaar 
[18]. In order to avoid this kind of uncertainty most measurements were 
carried out on growth hillocks with a constant slope and equidistant steps. 
Unfortunately the real measurements were done on a video monitor and 
were carried out by hand, which might also result in some kind of error. At 
the moment the first experiments are carried out at our laboratory with a 
video digitizing/ image processing system to reduce this error-source. 
From a large number of reproducibility tests eventually a relative error of 12% 
in the measured stepvelocities was estimated. 
3.2.3.2 Distribution 
The determination of the distribution coefficients was carried out with an 
inductively coupled plasma (ICP) spectrometer (Instruments Laboratory, P200). 
The detection limit of this apparatus is element dependent. In our case it ranged 
from 0.001 - 0.060 μg/ml. 
Firstly small crystals were nucleated and allowed to grow during some time in a 
contaminated, supersaturated solution. After they had grown large enough the 
crystals were separated from the solution by vacuum filtration. To avoid surface 
contamination effects from the adherring solution the crystals were dissolved a 
little in pure water which was followed again by vacuum filtration. Eventually a 
specific amount of mass of these crystals was dissolved in 
demineralized/deionized water for the ICP analysis. 
Also during the determination of distribution coefficients a few experimental 
limitations were encountered: 
only overall distribution coefficients could be obtained. Of course it would 
have been much more interesting to investigate the dependence of 
distribution on crystallographic orientation. 
the maximum concentration of cationic impurities in а КАР solution is often 
limited by the solubility product of the cation-phthalate. Interestingly the 
precipitation points of the different cation-phthalates investigated show a 
strong correlation with the cation dehydration frequency (see e.g. [19], or 
preview table 3.2.2), a parameter which appeared to play a dominating role 
in the effectiveness of different impurities on stepgrowth on KAP(OIO) [13]. 
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in order to obtain an idea about the error in the distribution constants each 
ICP measurement was carried out thrice after which the ICP apparatus 
calculates a standard deviation in this determination. 
3.2.4 Results and Discussion 
3.2.4.1 Step kinetics 
In table 3.2.1 the most important step kinetical data are summarized; the 
first part gives the results of measurements without (intentional) impurities, 
including the influence of stirring, whereas in the second part the effect of the 
addition of cations is illustrated. 
From this table a number of conclusions can be drawn: 
1) The role of the supersaturation σ. 
The measurements 1-5 illustrate the effect of an increase in supersaturation 
on stepvelocity when the rest of the parameters are kept constant. In figure 
3.2.3 this effect is shown graphically. Although the number of datapoints is 
far too small to predict a quantitative relation between both parameters, it 
is obvious that the stepvelocity shows a strong increase with increasing o. 
The slope Δν/Δσ for both stepdirections F and M is almost equal and 
constant in the region 2% < σ < 5%. It is remarkable however that for 
both directions the stepvelocity sharply decreases for small values of σ. This 
phenomenon can be ascribed to a blocking process caused by unintentional 
impurities. 
In his thesis Jetten [20] discusses the observation of a comparable relation 
between the stepvelocity of the <101>F steps and supersaturation. He, 
however, noticed no growth anymore below σ = 2.78%. This could indicate 
that the concentration of unintentional impurities must have been higher in 
his case. A reason for this difference probably results from the fact that 
those measurements were carried out in a flow system. From experiments 
with other crystal growth systems it was observed that the competition 
between stepgrowth and the blocking of this process by impurities strongly 
depends on the flow conditions of the solution. Repeatedly it was observed 
that steps propagated across the surface at a specific value of the 
supersaturation in the case of a stagnant solution whereas they were blocked 
as soon as a flow was started (at the same supersaturation) [21]. These 
findings illustrate that in determining the relation between stepvelocity and 
supersaturation it is recommended to perform the measurements in a 
stagnant solution in stead of a flow system. Of course the disadvantage will 
be an uncertainty in the value of the supersaturation at the crystal surface, 
due to the presence of a diffusional boundary layer. These corrections 
between the supersaturation in the bulk of the solution and the one at the 
crystal surface will however be small in the case of small supersaturations. 
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nr 
1 
2 
3 
4 
5 
6 
7 
experimental conditions 
ГС) (%) (ppm) 
25.0 1.0 0.0 
25.0 2.0 0.0 
25.0 3.0 0.0 
25.0 4.0 0.0 
25.0 5.0 0.0 
30.0 5.0 0.0 
35.0 5.0 0.0 
stepvelocity (· 10 6 m/sec) 
Vs v
s
* 
0.23 
0.43 0.47 
VM VM 
0.40 
1.2 
1.4 
1.7 
2.0 
2.8 
VF V ; 
0.77 
1.7 
1.9 
2.2 
2.5 3.7 
2.9 5.3 
3.6 
*: stirred solution 
nr 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
experimental conditions 
Tm O clmp 
(°C) (%) (ppm) 
25.0 4.0 1.0 Cr 
25.0 4.0 5.0 Cr 
25.0 5.0 1.0 Cr 
25.0 5.0 5.0 Cr 
25.0 5.0 16.0 Cr 
35.0 5.0 1.0 Cr 
25.0 5.0 1.0 Ce 
25.0 5.0 5.0 Ce 
25.0 5.0 8.0 Ce 
25.0 5.0 5.0 Al 
25.0 5.0 16.0 Al 
25.0 5.0 5.0 Fe 
25.0 5.0 5.0 Rh 
stepvelocity (· 10~6 m/sec) 
Vs VM Vf 
1.6 2.4 
0.6 0.9 
1.4 2.4 
0.25 0.9 1.5 
0.07 0.08 0.08 
1.9 2.7 
2.0 2.4 
0.22 0.7 1.0 
0.22 0.17 0.36 
0.25 0.34 0.23 
0.10 0.11 0.10 
1.1 1.3 
1.3 2.0 
inhibiting effect (Ψο) 
As AM AF 
6 -9 
65 59 
30 4 
-8 55 40 
70 96 97 
32 25 
0 4 
4 65 60 
4 92 86 
-8 83 91 
57 95 96 
45 48 
35 20 
Table 3.2.1: 
Results of stepkinetical measurements on KAP(OIO). 
This is illustrated by the experiments using the rotating disc; a distinct 
difference in stepvelocity between stagnant and stirred solution was 
observed at higher supersaturations (σ = 5%) (see table 3.2.1). 
2) The role of the saturation temperature. 
The experiments 5,6 and 7 show the result of measurement of stepvelocities 
at the same supersaturation (σ = 5%) but now at an increasing saturation 
temperature T
s
. Obviously the stepvelocity is higher at a higher saturation 
temperature, a result which holds for all of the three stepdirections. 
The explanation of this phenomenon lies in the fact that in the process of 
growing КАР from its aqueous solution the dehydration of the K+ ion is 
considered as the rate determining step (see e.g. [20]). It is well-known that 
such a dehydration process is rather sensitive to temperature fluctuations; by 
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Figure 3.2.3: 
Influence of the driving force of crystallization on stepkinetics: <101> f and [001 ]м 
stepvelocity versus relative supersaturation a. 
raising the temperature the process will be stimulated, resulting in higher 
stepvelocities. Another effect, although of minor importance, which might 
contribute to a raise in stepvelocities at higher temperatures is the 
dependence of the diffusion coefficient of building units on temperature; at 
higher temperatures molecular diffusion is facilitated. Despite this, it is 
however observed (compare exp. 5 and 6) that the effect of stirring upon 
the velocity of the < 1 0 1 > F step is much higher in the case of T
s
 = 30.0 0 C 
compared to T
s
 = 25.0 "С. The explanation of this seeming contradiction 
lies in the fact that the effect of stirring in the first place will be a function 
of the thickness of the diffusion boundary layer and because of this of the 
growth velocity (or step velocity) of the crystal. As a consequence the 
effect of stirring is larger in the case of the higher stepvelocity (exp. 6) 
where the concentration in the stagnant solution near the crystal surface is 
much smaller. 
The influence of raising the temperature in the presence of impurities can 
be seen by comparing experiment 10 and 13. Here again, the same effect 
can be observed, as well at the [001]M as at the <101> F direction. However 
the relative increase in stepvelocity is now (in the presence of only 1 ppm 
Cr 3 + ) much smaller (e.g. in the case of 1 ppm Cr 3 + AvF/vF = 12% in stead 
of 44%). Due to the higher temperature not only the dehydration of the 
K+ ions becomes easier but the dehydration of the Cr 3 + complex is 
facilitated too, resulting in the smaller increase in stepvelocity. It is expected 
that at even higher impurity concentrations this inhibiting effect will over-
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rule the K+ dehydration, eventually resulting in a decrease of vF at higher 
temperatures. Experimentally it was observed (qualitatively) that at rather 
low temperatures of growth ( r g = 8.0 0 C, σ = 5%, cimp = 1 ppm Cr 3 + ) no 
stepretardation could be seen at all, neither any change in surface 
morphology. 
The role of an increase in impurity concentration. 
Comparing several experiments from table 3.2.1 it is clear that an increase 
in the impurity concentration mostly results in a strong decrease in 
stepvelocity. This general phenomenon holds for all of the three 
steporientations and for all of the five threevalent cations investigated. 
Only a few exceptions to this rule can be observed, e.g. in experiment 8 
where a small increase in <101> F stepvelocity was measured after the 
addition of 1 ppm Cr 3 + . Because this increase is however as small that it is 
within the experimental error it can be regarded as a non-significant 
exception. 
A nice illustration of the competition between impurity concentration and 
supersaturation can be seen by comparing exp. 8/9 with exp. 10/11. The 
decrease in stepvelocity as a direct effect of the increase in Cr 3 + 
concentration (from c
mp = 1 ppm to 5 ppm) is much stronger in the first 
case where the relative supersaturation is only 1% smaller in comparison to 
the second situation. This effect again can be observed for as well the 
[001]M as the <101> F steps. 
Differences between different impurities. 
Although there is a general tendency of decrease in stepvelocity as a result 
of an increase in impurity concentration, some remarkable differences show 
up in comparing the different cations. 
One could e.g. define the relative decrease Δρ in the <101> F stepvelocity 
as a measure of effectiveness of an impurity. On behalf of this definition it 
is possible to order the investigated cations for the situation r
s
 = 25.0 "C, 
σ = 5.0%, cimp = 5.0 ppm according to a decreasing effectiveness: Al
3 +
 -
Ce 3 + - F e 3 + - Cr 3 + - R h 3 + ; Al3 + being the most effective one. In this 
situation there is a significant difference between the effectiveness of Al3 + 
(Δ
Ρ
 = 91%) and Cr 3 + (Δρ = 40%). At an impurity level clmp = 16.0 ppm 
however table 3.2.1 shows that there is no difference in effectiveness 
anymore. This is an important result: the effectiveness of an impurity is not 
only determined by its type but also by the growth conditions (saturation 
temperature, relative supersaturation and impurity concentration). 
The explanation of this effect probably lies in the site specificity of the 
impurities. It is e.g. very likely that at a low impurity level especially the 
step adsorbing inhibitors (Al3 +, Ce 3 + , Fe 3 + ) will have a strong effect on 
stepvelocity, which means a high effectiveness, whereas at a much higher 
level terrace adsorption will play the dominating role. In this way the origin 
of the effect results from a combination of two parameters: adsorption 
probability and saturation of kinksites. 
Another interesting phenomenon regarding the difference between different 
impurities can be deduced from table 3.2.1 when the dependence between 
stepretardation and steporientation is observed. E.g. comparing the values 
of Δ
Μ
 and AF, the impurities investigated can be devided into two groups: 
Cr 3 + , Ce 3 + and Rh 3 + having almost always Δ
Μ
 > AF while on the other 
hand Al3 + and F e 3 + having AM < AF. This result is in agreement with the 
changes in spiral morphology that have been observed earlier [13]. 
3.2.4.2 Distribution 
The first signs of distribution of impurities in КАР result from bulk 
observations and can be seen with the naked eye: crystals grown in a solution 
with a high concentration of Cr 3 + become blue while those with F e 3 + become 
yellow. 
Table 3.2.2 however reports more quantitative data resulting from a large 
number of ICP measurements. 
ion 
M n 2 + 
Z n 2 + 
R h 3 + 
C r 3 + 
C r 1 + 
Cr-1+ 
F e 3 + 
A l 3 + 
Clon σ 
f-IO"3 mol/mol K+) (%) 
(a) 
1.98 27.2 
1.98 27.2 
1.98 27.2 
1.98 27.2 
19.80 27.2 
19.80 35.9 
1.98 27.2 
1.98 27.2 
(b) 
0.00 
0.00 
0.00 
0.16 
0.22 
0.26 
0.32 
0.47 
rum Atfhydr log(^Y-) 
(•10-l0m) (-ΙΟ"6 J/mol) 
(0 (d) 
0.80 -1.91 7.5 
0.74 -2.11 7.5 
0.68 - -7.5 
0.63 -4.37 -6.3 
0.63 -4.37 -6.3 
0.63 -4.37 -6.3 
0.64 -4.35 3.5 
0.51 -4.75 -0.8 
(a) σ = relative supersaturation 
(b) ko = distribution coefficient = " ^ " 
^solution 
(c) after Harvey & Porter [22] 
(d) vdb = dehydration frequency, after Nielsen [19]. 
Table 3.2.2: 
Results of the determination of the distribution coefficient in KAP. 
It might be clear from this table that there are some differences in the 
distribution coefficient kD between the different cations: all divalent cations 
investigated (only two of them are listed) showed no distribution whereas most 
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of the three valent cations had distribution coefficients between 0 and 1. In 
order to understand these differences the incorporation process can be 
subdivided in three succeeding steps: 
1) attraction of the (hydrated) cation towards the crystal surface; the coulombic 
interaction will be proportional to zlr (the quotient of valency and the 
hydrated ionic radius). 
2) a (partial) dehydration of the complex in order to adsorb at the surface. In 
connection with this step the dehydration enthalpy A//hydr and dehydration 
frequency vdh of the complex are the important parameters [19]. 
3) incorporation in the crystal lattice. In this step there are two important 
parameters: the ionic radius (in view of steric hindrance) and its valency 
(because of charge equality (z-1) K+ vacancies have to be created with the 
incorporation of one Mz+ ion). 
Comparing the divalent and the three valent cations in table 3.2.2 it is clear that 
the first step of the proposed model must be a rather important one: although 
divalent ions are dehydrated easier and show less problems regarding charge 
equality, their distribution coefficients are negligible compared to those of the 
three valent ions. Under the experimental conditions that were used the 
residence time of the two valent cations on the crystal surface is probably too 
short when compared with the time neccesary for dehydration. Due to a stronger 
attraction in the case of the three valent ions, this time must be much longer. 
Although the four three valent cations that have been investigated in a first 
approximation are equaly strongly attracted towards the crystal surface, 
remarkable differences result from the determination of their distribution 
coefficients. The explanation of these differences probably lies in the second 
step. In a former article already the importance of two parameters in the 
inhibiting process by impurities was stressed: the dehydration enthalpy and 
above all the dehydration frequency of the cations. Comparing the distribution 
coefficients and the values of the dehydration frequency of the four cations, a 
strong correlation can be observed; ions with a higher water exchange rate (Fe3+ 
and Al3+) are easier incorporated in the crystal. 
Unfortunately it is not allowed to compare the distribution coefficients of 
the cations with the results of the measurement of stepvelocity (e.g. their 
effectiveness AF). The first reason for this is that the stepvelocity measurements 
refer to the (010) face whereas the incorporation mainly will take place at the 
faces with the highest velocity of growth, i.e. the sidefaces [23]. The second 
reason why both results are not to be compared is that the conditions of growth 
are completely different in both experiments; due to experimental limitations the 
growth of the crystals which were used for the determination of the distribution 
coefficients had to be carried out with high impurity levels and at high 
supersaturations. 
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To illustrate the influence of the conditions of growth on the incorporation 
process, table 3.2.2 shows the effect of a change in c i m p and σ on the kD value of 
Cr 3 + . It appeared that as well a higher impurity concentration as a larger 
supersaturation can increase the distribution coefficient. (In the second case it 
may be the result of trapping due to a larger growth velocity.) This however 
does not have to be a general rule because, as was mentioned before, the effect 
of impurities on crystal growth is a very complicated process depending on a 
number of interrelated parameters. 
3.2.5 Conclusions 
Because recently in literature a lot of attention has been paid to the role of 
impurities on the process of crystal growth [24], this article presents some 
quantitative results of experiments with a number of remarkable inhibitors on 
the crystallization process of potassium hydrogen phthalate from solution. 
In the first place, measurements have been carried out at the level of growth 
steps using in situ optical microscopy. With this technique it was possible to 
measure the velocity of different spiral steps and to investigate the influence of a 
number of parameters, amongst others impurities. Based on these observations 
a measure of effectiveness regarding stepretardation could be determined for 
each of the impurities investigated. 
The second half of the research on the influence of impurities refers to the result 
of the crystallization process: the crystal itself. Using ICP measurements the 
distribution coefficient of a number of different impurities was determined. As a 
result more insight was obtained in the mechanism of incorporation of alien 
cations in the КАР crystal. 
Acknowledgements 
The authors are indebted to prof. dr. L.J. Giling and prof. dr. P. Bennema 
for critical reading of the manuscript. 
M.H.J. Hottenhuis acknowledges the financial support of the Netherlands 
Organisation for the Advancement of Pure Research (ZWO). 
153 
References 
1) Z Berkovitch-Yellin, L Addadi, M Idelson et al, Angew Chem Suppl (1982) 
1336 
2) L Addadi, Ζ Berkovitch-Yellin, N Domb et al , Nature 296 (1982) 21 
3) L Addadi, Ζ Berkovitch-Yellin, J Weissbuch et al , Mol Cryst Liq Cryst 96 
(1983) 1 
4) see e g Industrial Crystallization 84, Eds S J Janéic and E J de Jong (Elsevier, 
Amsterdam, 1984) 
5) see e g A A Chernov, in Modern Crystallography III: Crystal Growth (Springer, 
Berlin, 1984), ch 4 
6) J Bloem and L J Giling, in Current Topics in Materials Science, vol I, Ed 
E Kaldis (North-Holland, Amsterdam, 1978), ch 4 
7) S van der Sluis, G J Witkamp and G M van Rosmalen, J Crystal Growth 79 
(1986) 620 
8) I Sunagawa and К Tsukamoto, J Crystal Growth 15 (1972) 73 
9) К Tsukamoto and I Sunagawa, J Crystal Growth 71 (1985) 183 
10) К Tsukamoto, Τ Abe and I Sunagawa, J Crystal Growth 63 (1983) 215 
11) W J Ρ van Enckevort and L A M J Jetten, J Crystal Growth 60 (1982) 275 
12) L A M J Jetten, В van der Hoek and W J Ρ van Enckevort, J Crystal Growth 
62 (1983) 603 
13) Μ Η J Hottenhuis and С В Lucasius, / Crystal Growth 78 (1986) 379 
14) M H J Hottenhuis, J G E Gardeniers, L A M J Jetten and Ρ Bennema, this 
thesis chapter 2 1 
15) M H J Hottenhuis and С В Lucasius, this thesis chapter 2 2 
16) Y Okaya, Acta Cryst 19 (1965) 879 
17) M I Kozlovsky and G G Lemmlein, Sov Phys Crystallogr 3 (1958) 352 
18) J Ρ van der Eerden and Η Muller-Krumbhaar, Cletrochim Acta 31 (1986) 1007 
19) A E Nielsen, J Crystal Growth 67 (1984) 289 
20) L A M J Jetten, Thesis, University of Nijmegen (1983) 
21) M H J Hottenhuis, A L M van den Berg and J Ρ van der Eerden, this thesis 
chapter 4 1 
22) К В Harvey and G В Porter, Introduction to Physical Inorganic Chemistry 
(Addison-Wesley, Reading, MA, 1963) 
23) see e g A A Chernov, in Modern Crystallography III- Crystal Growth, (Springer, 
Berlin, 1984) pl69 
24) S Veintemillas Verdaguer and R Rodriguez Clemente, J Crystal Growth 79 
(1986) 198 
154 
CHAPTER 3.3 
Fe3+ AND Ce3+ 
ACTING AS COMPETITIVE IMPURITIES 
IN THE CRYSTALLIZATION PROCESS OF 
POTASSIUM HYDROGEN PHTHALATE FROM SOLUTIONS 
M.H.J. Hottenhuis and A. Oudenampsen 
RIM Laboratory of Solid State Chemistry, Faculty of Science, 
Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
The shape of a growth spiral on the (010) face of potassium hydrogen 
phthalate is very sensitive to the addition of small amounts of certain impurities 
to the growth solution. Because Ce3+ and Fe3+ ions both show anisotropic kink 
integration in this process, but in an opposite way, in this case they can be 
regarded as competitive impurities. 
This peculiar phenomenon is illustrated in a large number of growth procedures 
which resulted in as well ex situ as in situ observations. Besides this competition 
on spiral morphology the effect on the coefficient of distribution of these two 
ions was investigated by ICP measurements. 
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3.3.1 Introduction 
In the world of crystal growth nowadays a lot of attention is paid to the role 
of so-called "foreign particles" on crystallization processes. One of the most 
striking examples of this trend e.g. can be found in the semi-conductor industries 
[1]. In this branch large single crystals are grown from their melt using 
sophisticated techniques to produce crystals with a high purity and crystalline 
perfection [2]. Also growing from the vapour phase by CVD processes these 
kind of requirements can be met [3]. On the other hand, by means of an on 
purpose addition of foreign particles to these kind of crystals, their physical 
properties can be changed in a very specific way. 
Besides in semi-conductor industry foreign particles are well-known and 
extensively used in the world of industrial crystallization [4,5]. Sometimes they 
are unwanted and cause a lot of problems whereas in a number of cases these 
kinds of substances are introduced on purpose [6]. In this field terms like 
impurities, inhibitors, additives, anti caking agents, habit modifiers, etc. are 
commonly used. 
Perhaps due to this importance and interest from industries a lot of research 
is carried out on the influence of impurities on crystal growth at a more 
fundamental level. On one hand e.g. theories are developed to elucidate the 
effect of a foreign particle on crystal growth at a molecular or semi-molecular 
level. As an example the work of van der Eerden and Müller-Krumbhaar can 
be mentioned in which the effect of adsorption of inhibitors on stepdynamics is 
described [7]. On the other hand a lot of experiments are performed to check 
these theories [8]. 
A large part of these experiments concern the growth of crystals from their 
aqueous solution; not in the last place because, from the experimental point of 
view, these kind of systems show a lot of benefits. 
Recently we carried out a lot of investigations on the system of potassium 
acid phthalate (abbreviated as КАР) grown from its solution. After Jetten et al. 
[9] produced the first in situ observations of the KAP(OIO) face and pointed out 
to possible impurity effects, detailed investigations were carried out on the (010) 
spiral morphology and the influence of a large number of selected impurities on 
this morphology [10,11]. From these studies it was found that especially the 
three valent cations showed very strong inhibiting effects; a phenomenon which 
agrees well with research on other ionic substances like KDP [12-14]. 
Looking at the spiral morphology on the KAP(OIO) face very curiously all the 
three valent cations that were investigated showed their own morphological 
change; the surface pattern could be used as a "fingerprint" to identify the type 
of impurity. Especially two of them were interesting: Fe 3 + and Ce 3 + , because 
they showed an opposite effect [10]. 
In this article we want to study this Fe/Се impurity effect in more detail. 
From a large number of ex situ and in situ observations we will deduce the way 
they effectuate crystal growth in a quantitative way. These surface 
morphological results are compared with distribution coefficients, a bulk 
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parameter which was determined from ICP measurements. 
3.3.2 Experimental 
Saturated solutions were prepared using КАР (Merck, p.a.) and 
demineralized/deionized water, according to the solubility curve reported by Sole 
et al. [15]: 
c(/) = 9.283 - 0.059 / + 0.0058 ί2 
where c(f) represents the equilibrium concentration КАР (gr/100 gr H2O) at 
temperature t (°C). 
The Fe3 + and Ce3 + impurities originated from FeClj respectively Се(ЫОз)з and 
СеСІз. Earlier it was already tested that the CI or NOj" ion does not visibly 
influence the process of growth of КАР (at least not in the quantity of additives 
that were used) [10]. 
3.3.2.1 Ex situ 
For the ex situ experiments small crystals (~ 5 mm long) were glued with 
their {010} face on a glass rod using a water resistant, non-polluting cyano 
acrylate glue. This rod was mounted upside-down in a glass vessel containing the 
thermostated КАР solution. After the crystal was allowed to grow during a 
fixed time (Δί
Β
 ~ 10 minutes) at a moderate supersaturation (σ ~ 5%) it was 
transferred to a hexane solution of exact the same temperature (to remove the 
solution adherring the surface) which was followed by a drying procedure. This 
treatment of the crystal after the growth procedure is important to deminish 
artefacts which result from drying of the КАР solution and which can blur the 
surface phenomena. The result of the growth process was observed with optical 
microscopes (Reichert MeF2 and Olympus BH), using the differential 
interference contrast technique. 
3.3.2.2 In situ 
The in situ experiments were performed using the same techniques for 
observation, but now the crystal was situated in a double walled thermostated 
growth cell where it was observed during the process of growth. The cell was 
equiped with a rotating disc (which was described before [11]) in order to have 
the possibility to force a laminary solution flow past the crystal. The exact 
temperature of the solution was measured with a thermocouple in close 
proximity of the crystal. 
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3.3.2.3 Distribution 
In order to determine the distribution coefficient of Fe and Ce in КАР, 
small crystals were nucleated and allowed to grow in a polluted solution under 
well-defined conditions. After removal, these crystals were rinsed with pure 
water and dried. The F e 3 + and Ce 3 + content was determined by an inductively 
coupled plasma (ICP) determination (Instruments Laboratory, P200). The 
detection limit of the apparatus for both ions is: 
D.L.(Fe 3 + ) = 0.0046 μ^ηιΐ (λ = 238.20 . IO" 9 m) 
D.L.(Ce 3 +) = 0.052 μ^ιηΐ (λ = 418.66 . Ю - 9 m). 
Converted to the experimental conditions that were used this implies eventually 
a detection limit of approximately 15 ppm in the case of F e 3 + and 75 ppm in the 
case of Ce 3 + (1 ppm Me 3 + = 1 μιηοΐ Me3+/mol K + ) . 
3.3.3 Results 
3.3.3.1 General (010) surface morphology 
КАР is a substance which has often been used in our laboratory in crystal 
growth experiments [9-11]. The main reason for this is that it is a kind of model 
substance which has the advantageous characteristics of a platelet like 
morphology in combination with a clevage plane along the face with the highest 
morphological importance, the (010) face. As an extra the monomolecular 
stepheight on this plane is 13.857 Â, a difference in height that can be observed 
with an optical microscope [16]. 
Regarding the (010) face, growthspirals have a rhombic shape, sketched in figure 
3.3.1, with three types of steps: 
1. <101>F , moving fast in the -z-direction 
2. <001>м, moving with a medium velocity in the +x and -дс-direction 
3. < 1 0 1 >
s
, hardly moving at all (slow) in the +z-direction. 
More details on КАР and especially on the (010) surface morphology can be 
found in previous papers [10,11,17]. 
3.3.3.2 Influence of Fe3+ and Ce3+ 
After the addition of small amounts of F e 3 + or Ce 3 + ions (~ 500 ppm; 1 
ppm M e 3 + = 1 μπιοί Me3+/mol K + ) in a normal situation of growth the shape of 
the growthspirals on KAP(OIO) is visibly changed. The most important changes 
can be observed on steps with the highest velocity; after addition of these 
impurities the <101>ρ steps become misoriented, however in an opposite 
direction. Ce 3 + tends to orient the <101> F steps towards the <102> direction, 
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Figure 3.3.1: 
Sketch of the (010) surface morphology of KAP. 
resulting in an elongation of the spiral shape along its c-axis and a sharpening of 
the corner between the (originally) faster moving steps (see figure 3.3.2a). Fe3"1" 
on the other hand causes a <201>-like misorientation which results in a 
shortening of the spiral shape along the c-axis whereas the corner originally 
present between the <101>F steps completely disappears (see figure 3.3.2b). 
In a previous paper [10] this difference between the effect of Fe3+ and Ce3+ 
was explained using the concept of anisotropic kink integration. Along a step in 
the <101>F direction two types of kinkpositions can be discerned which are 
energetically different (regarding the atomic positions around this kinksite). 
Due to this difference the kinetics of the integration process of a K+ ion (or 
impurity) in these positions will be different. Fe3+ and Ce3+ both tend to adsorb 
in these kinks, however both with their own preference (anisotropically). In 
figure 3.3.3 this process and the result is visualized schematically. 
From such a kind of picture it might be clear that in this case Ce3+ and Fe3+ can 
be regarded as competitive inhibitors. 
ÏÏ 
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Figure 3.3.2: 
Effect of the addition of impurities on the spiral morphology of KAP(OIO); 
a: Ce3+, b: Fe3+. 
Figure 3.3.3: 
Schematic representation of the phenomenon of anisotropic kink integration including the 
two resulting spiral shapes. 
3.3.3.3 Quantification of spiral shape 
When the effect of the addition of a certain amount of Fe3 + , Ce3+ or a 
combination of both ions (in order to investigate a proposed competitive 
behaviour) is investigated it is useful to quantify this effect in one way or the 
other. Regarding the shape of the spiral after Ce3+ addition the corner between 
the original <101>F steps would be a perfect measurable quantity for this 
purpose. However, in the case of Fe3 + , it does not fulfil this demand. Eventually 
we characterized the spiralshape by the quotient wlh of two (measurable) 
parameters: the "width" w and the "height" h, both defined in figure 3.3.4. 
iwi 
t-
Figure 3.3.4: 
Definition of the shape parameters w and h of a growth spiral on KAP(OIO). 
Although in this way the impurity effect can be quantified, still there are 
some severe error sources inherently present. One of the most important of 
them is the stepheight. From numerous surface morphological observations a 
clear relation between stepheight and impurity effectiveness was obtained; as 
steps are higher the effect of a same amount of inhibitors is smaller. Such a 
phenomenon is quite normal, especially because Fe3+ and Ce3+ are kink specific 
inhibitors and the kinkdensity on a higher step on the average is smaller. In 
extreme cases it was even observed that (in the case of Fe3+ addition) lower 
steps were curved while at the same time much higher (macro) steps at the same 
spiral showed the original <101>F direction (preview e.g. figure 3.3.5a). In 
order to eliminate these kinds of error sources all the measurements were 
carried out on equal (low) spiral steps. Besides this, on each crystal surface a 
number of measurements were done on different spirals after which an average 
w/h value was calculated. 
3.3.3.4 Ex situ observations 
The effect of an increase in the concentration of Fe3+ ions on the spiral 
shape can be observed in figure 3.3.5 whereas the result after the same 
procedure with Ce3+ is shown in figure 3.3.6. 
Besides the impurity concentrations the conditions of growth are identical in all 
these six situations. (In figure 3.3.6b beautifully the phenomenon of bunching of 
lower steps to macrosteps can be observed; an effect frequently ascibed to the 
presence of surface active inhibitors [7].) 
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Figure 3.3.5: 
Influence of an increase in [Fe3+] on the shape of the KAP(OIO) spiral. 
(growth temperature Tg = 21.(ГС, σ = 5.4%). 
a: [Feì+] = 134 ppm, b: [fe3+] = 401 ppm, c: [Fei+] = 1679 ppm. 
Figure 3.3.7 shows the result of a large number of measurements performed 
under identical conditions of growth (T"g = 21.0oC, σ = 5.4%) but with different 
impurity concentrations. As well in the case of Fe 3 + as in the case of Ce 3 + a 
clear relation between wlh and the impurity concentration c i m p can be observed 
as two lines, both starting at a value of wlh — 0.65 representing the "clean" 
situation. In the case of F e 3 + no observable deviation of this value occurs up to 
cFe3+ = 400 ppm. Beyond this point the wlh value increases almost linearly, but 
eventually must reach some upper limit. 
In the case of Ce 3 + , on the other hand, a linear decrease of wlh sets in already 
at с
Се
з+ = 0 ppm. The absolute value of the slope is however smaller. 
From figure 3.3.7 it might already be expected that both ions will be in 
competition in the case when they are both present in the solution. To test this 
assumption figure 3.3.8 shows the change in spiral shape factor wlh in a solution 
with a (constant) total amount impurities of 1770 ppm but with a varying 
impurity composition. (All the other parameters were left identical.) As can be 
seen, the spiral shape is dominated by the Ce 3 + ion in the case its fraction χ is 
higher than 0.32 (i.e. ;cFe3+ < 0.68). Below this value the curve resembles the 
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Figure 3.3.6: 
Influence of an increase in [Ce3+] on the shape of the KAP(OIO) spiral. 
(growth temperature Tg = 21.0°C, a = 5.49c). 
a: [Cei+] = 45 ppm, b: [Ce3 +] = 134 ppm, c: [Cei+] = 1163 ppm. 
high concentration end of the F e 3 + curve in figure 3.3.7. This is a remarkable 
result. E.g. consulting figure 3.3.7 it might be expected that in a solution with an 
equal amount of F e 3 + and Ce 3 + (cimp = Vi * 1770 ppm = 885 ppm) the spiral 
shape must be slightly dominated by F e 3 + because of the larger absolute 
deviation of wlh with respect to the value in the clean situation {wlh = 0.65). 
Figure 3.3.8 however illustrates the contrary; at a fraction of 50% of both ions 
the spiral shows a strongly developed Ce 3 + shape. From this figure it is clear 
that the Ce 3 + ion is more effective as an impurity compared to Fe 3 + (this holds 
of course for this specific situation only). 
To investigate the influence on the spiral shape of an increase in the total 
amount of impurities, in the case when both types of impurities are present in a 
constant proportion, figure 3.3.9 shows the results of two illustrative series of 
measurements; the first one with constant equal amounts of both impurities 
(cFe3+ : сСез+ = 1 : 1 ) and a second series with a surplus of F e 3 + with a factor of 
four (cFe3+ : сСез* = 4 : 1 ) . 
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Figure 3.3.7: 
Influence of Fe3+ and Ce3+ on the KAP(OIO) spiral shape; shape factor wlh plotted as a 
function of impurity concentrations cimp. 
(Tg = 21.(fC, a = 5.4%, Ar, = 10 minutes). 
In the first situation clearly the Ce 3 + ion dominates at all impurity levels. The 
curve is almost identical with the one resulting from the same experiment 
without F e 3 + ions (fig. 3.3.7). In the second situation the spiral shows the F e 3 + 
shape. However, a strong influence of Ce 3 + is still present, especially at low 
concentrations (cFe3+ < 400 ppm), resulting in a local minimum in the curve. 
This behaviour is in agreement with the results in figure 3.3.7. 
Concluding it can be stated that the mutual effect of F e 3 + and Ce 3 + ions on 
the shape of the KAP(OIO) spiral is quite a complicated process depending 
certainly on a third parameter (the total amount of impurities) and probably also 
on others (e.g. the growth temperature r g ) . In order to get a complete overview 
of these relations the shape factor wlh should be plotted in a multi dimensional 
landscape as a function of the several variables. The curves presented in figures 
3.3.7-9 will then represent cross-sections of this multivariable function. 
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Figure 3.3.8 (left): 
Influence of a combination of Реъ* and Ce3+ ions on the KAP(OIO) spiral shape; 
shape factor w/h plotted as a function of the impurity composition. 
(Tg = 21.<rC, a = 5.4%, c ^ , , ^ = 1770 ppm, Mg = 10 minutes). 
Figure 3.3.9 (right): 
Influence of a combination of Рег+ and Cei+ ions (in a constant composition) on the 
KAP(OIO) spiral shape; shape factor wlh plotted as a function of one of the impurity 
concentrations: cFey+. 
(Tg = 21.œC, a = 5.4%, Atg = 10 minutes). 
3.3.3.5 In situ observations 
3.3.3.5.1 Impurity effects 
Besides the mutual competition between Fe3+ and Ce3+ in a growth 
situation with a homogeneous and constant impurity concentration, eventually 
resulting in growth spirals with a value of w/h, representative for that specific 
situation, it is expected that using the same competition this w/h value can be 
manipulated during growth by changing the impurity composition. This was 
checked by observing in situ one growth spiral as a function of time, during 
which such a change was applied. 
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Figure 3.3.10 shows the result of an illustrative experiment. During this 
experiment the solution was stirred continuously to eliminate diffusion. 
Figure 3.3.10: 
In situ observations of the manipulation of the shape of the growth spiral by changing the 
impurity composition. (Tg = 25.0°C, σ = 5.0%, stirred solution). 
a: cfi,3+ = 167ppm, сСез+ = 250ppm. 
b: cft3+ = 500 ppm, сСеъ* = 188 ppm. 
с: с
 Fe3+ = 400 ppm, сС(,з+ = 500 ppm. 
In the starting situation a crystal was introduced in the solution containing 
cFe3+ = 167 ppm and сСез+ = 250 ppm. As a result the growth spiral shows a 
Ce3+-like morphology {w/h — 0.5) (see figure 3.3.10a). Next the F e 3 + 
concentration was increased. Figure 3.3.10b shows the same spiral in the 
situation cFe3+ = 500 ppm, сСез+ = 188 ppm. Obviously the spiral shape has 
changed; the sharp corner between the faster moving steps is rounded. 
However, the spiral still shows a Ce3+-like morphology (w/h — 0.6) illustrating 
the dominating effect of this ion. 
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In order to check whether this kind of change is reversible, an extra amount of 
C e 3 + was added leading to the situation: c F c ^ = 400 ppm, сСез+ = 500 ppm. The 
result (fig. 3.3.10c) illustrates that this supposition indeed is true {w/h — 0.54) 
and that in this way the morphology of a growth spiral can be manipulated. 
Completely deviating results were obtained from experiments where first a 
КАР crystal was introduced in a supersaturated solution containing only one 
type of impurities which was followed by the introduction of the same crystal in 
another (also supersaturated) solution with the other impurity type. In both 
solutions the crystal was allowed to grow during a normal growth time of 
Δ/„ = 10 minutes. 
Figure 3.3.11: 
KAP(OIO) surface showing two types of spirals due to sequential growth in а Се*+ and 
Fei+ polluted solution. 
(T. = 21.(ГС, a = 5%, first: cC f,+ = 1409ppm, second: cft3* = 1131 ppm). 
In the case of low impurity levels the surface morphology after both experiments 
was prescribed by the last growth procedure and only showed spirals of the 
second type. All spirals of the first type that were present after the first 
treatment apparently changed their morphology. 
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However, in the case of high impurity levels (~ 1000 ppm) after both treatments 
sometimes still spirals of the first type were observed (see e.g. figure 3.3.11). 
Obviously these spirals must have been completely blocked and polluted by the 
first impurity type. As a consequence further growth and a change of 
morphology must have been impossible. 
These effects have been observed independently of the sequence of impurity 
influence. 
3.3.3.5.2 EDTA 
Ethylene dinitro tetra acetic acid disodium salt, ЫагСюН^ОдЫг · 2H2O, in 
literature abbreviated as EDTA, is a substance which is well-known for its 
complexing properties. Especially in combination with the three valent cations 
very stable complexes are formed in solution. 
In growing KDP crystals Dam et al. [12] noticed that the addition of a small 
amount of EDTA strongly reduced the impurity influence, which was ascribed to 
three valent cations (which are well-known growth retarders on KDP). The 
explanation is obvious: the small amount of effective inhibitors in the solution is 
strongly reduced by the complexing EDTA. 
Based on these phenomena it is interesting to see how an already polluted 
spiral reacts on the addition of EDTA to the solution. This was tested and the 
results are shown in figure 3.3.12 (Tg = 21.0oC, σ = 5.0%, stirred solution). 
In the starting situation 400 ppm Ce3+ is present in the solution, resulting in a 
typical Ce3+-like morphology (fig. 3.3.12a). After the addition of a small amount 
of EDTA clearly a restauration of the original morphology sets in (fig. 
3.3.12b,c) eventually resulting in the normal growth morphology (fig. 3.3.12d) 
showing <101>F steps again. 
These observations illustrate that due to a decrease of the impurity concentration 
in the solution the desorption flux of Ce3+ ions becomes larger than the 
adsorption flux. As a consequence the surface concentration of adsorbed 
impurities diminishes which will favour the process of stepgrowth, eventually 
resulting in the original surface morphology. 
In the case of Fe3 + polluted spirals the same effects were observed. 
3.3.3.5.3 Temperature effects 
In the process of growing КАР from its aqueous solution the dehydration of 
the K+ ion mostly will be the rate determining step, as was suggested before 
[18]. This is one of the reasons that cations (especially the three valent ones) 
are effective impurities in this process; an experimental fact that can also be 
explained using the dehydration concept. Summarizing it can be said that 
hydration and dehydration processes of complexes in the solution ly at the origin 
of both the КАР growth process and the role of impurities on this process. 
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100 μ 
Figure 3.3.12: 
In situ observation of the effect of the addition of EDTA (at t=0) to a Ce3+-polluted 
growth spiral. (Tg = 21.(ГС, σ = 5.0%, сС(,з+ = 400 ppm, stirred solution) 
a: before EDTA addition, b: t=4 sec, c: t=10 sec, d: t=30 sec. 
Because it is well-known that (de)hydration is strongly dependent on 
temperature [19], it is interesting to see how a change in temperature affects the 
growth/impurity phenomena. In order to test this two series of experiments 
were performed: in the first series a growth temperature of 7^,1 = 21.0CC was 
used while in the second series 7^,2 = 30.0°C was applied. The rest of the 
parameters were identical for both series: σ = 5.0% and the velocity of the 
solution was v
s
 — 10 cm/sec. 
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Figure 3.3.13: 
Growth spiral on KAP(OIO) observed in time to illustrate the influence of 
the temperature. (Tg,l = 21.(fC, a = 5%, vs — 10 cm/sec). 
a: t = о sec, b: t = 9 sec, c: t = 27 sec, d: t = 75 sec, 
e: At = 4 sec after the addition of EDTA, 
f: At = 18 sec after the addition of EDTA. 
100 μ 
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Figure 3.3.14: 
Growth spiral on KAP(OIO) observed in time to illustrate the influence of 
the temperature. (Tg,2 = 30.(ГС, a = 5%, vs = 10 cm/sec). 
a: t = о sec, b: t = 6 sec, c: t = 10 sec, d: t = 20 sec, 
e: At = 3 sec after the addition of EDTA, 
f: At = 4 sec after the addition of EDTA. 
100 μ 
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First а КАР crystal was allowed to grow in the clean solution. Next Fe 
ions were added, up to a concentration of cFe3+ = 750 ppm. Finally the impurity 
effect was compensated for by the addition of a surplus of EDTA (~ 10 times as 
large as c F e u). During the experiment continuously the same spiral was 
observed in situ and recorded on video. 
The results of both experiments are illustrated in figure 3.3.13 and 3.3.14. 
Special attention is asked for the differences in time between the successive 
pictures. 
The following conclusions were obtained: 
In the situation without the intended impurities (fig. 3.3.13a respectively 
3.3.14a) the velocity of the <101> F steps was measured: 
vF,l = 4.8 ± 0.3 цт/5ес (Tg,\ = 21.0oC) and vF,2 = 6.3 ± 0.3 μιη/βεΰ 
(Tg,2 = 30.0oC). This difference is in perfect agreement with the 
supposition that the dehydration of the K+ ion is regarded as the rate 
determining step; at higher temperatures this process is facilitated resulting 
in a higher <101> F stepvelocity. (The <101> s stepvelocity was not 
measured because the relative error of measurement is much larger due to 
the much smaller velocity in comparison with vF.) 
After the addition of the Fe 3 + impurities both stepvelocities decreased, as 
was expected, but their mutual magnitude interchanged: 
vF,l = 3.0 ± 0.3 μπι/βεΰ, vF,2 = 2.3 ± 0.2 μιη/5εΰ. This phenomenon can 
also be understood with the dehydration concept: at higher temperatures the 
dehydration of the Fe(H20) 3 + complexes is facilitated resulting in a more 
effective step retarder. (Of course the dehydration of the K+ ion is 
stimulated too, a process which will favour stepgrowth, but apparently the 
effect of the other process is stronger.) 
The fact that at the higher temperature the F e 3 + ions are more effective also 
results from the spiral shape: w/h(Tg,2 = 30.0oC) > w/h(Tg,l = 21.0oC). 
The higher effectivity at higher temperatures can be observed very well 
from the timescale of the experiments: the changes in spiral morphology, as 
well after the addition of F e 3 + as after the addition of EDTA, proceed 
much faster at Tg,2 = 30.0
oC. (It was amazingly to see how fast the spiral 
can restore its original morphology after the addition of EDTA at 
Tg,2 = 30.0
oC !) 
Summarizing it is obvious that there exists a strong, positive effect of 
temperature on the effectivity of Fe 3 + or Ce 3 + as an impurity on KAP(OIO), as 
was already sugested in section 3.3.3.4. 
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3.3.3.6 Distribution 
After it is clear from numerous experiments that Fe 3 + and Ce 3 + act as an 
impurity on the growth of KAP, in which the effectiveness of this process 
depends on a number of other parameters, we wonder if and up to which 
amount these ions are incorporated in the crystal under various conditions of 
growth. To answer this question we determined in a number of different 
situations the distribution coefficient: 
CMeJ- / C K-
C Me 3 * / C K + 
crystal 
solution 
where с
Ме
э+ represents the concentration of ion Me . 
As (de)hydration processes play a crucial role in the process of growth and the 
competitive influence of impurities, it is important to compare the enthalpies of 
dehydration of K+, F e 3 + and Ce 3 + . For this Philips et al. [20] reported the 
empirical formula (valid at 250C): 
Atfhvdr = -699 -Z— (kJ/mol) 
feff 
where ζ is the cation valency and r
e
ff the effective cationic radius (in Â) which is 
the sum of the Pauling ionic radius of cation and anion (=0.85 Â). Using this 
formula the following enthalpies of dehydration can be calculated: 
ion r(À) rtn(À) АН°ъ
уЛг
 ( IO 6 J/mo[) 
K+ 1.33 2.18 -0.321 
C e 3 + 1.11 1.96 -3.208 
F e 3 + 0.64 1.49 -4.221 
According to this table it can be expected that the Ce 3 + ion is incorporated 
stronger in the КАР lattice in comparison to F e 3 + due to its smaller enthalpy of 
dehydration. To test this assumption the distribution coefficients of both ions 
was determined in different situations. 
Figure 3.3.15 shows the influence of the driving force of growth, σ on the 
distribution coefficient of F e 3 + and Ce 3 + . 
As can be seen both ions show a more or less linear increase of kD with σ (up to 
σ = 40%). This raise of k^ with σ has been observed before and can partly be 
ascribed to the process of trapping of impurities due to a high velocity of growth 
[21]. From figure 3.3.15 it results that the incorporation of Fe 3 + is higher 
compared to the one of Ce 3 + . Regarding the enthalpies of dehydration this is 
peculiar because it is expected that the ion with the lowest dehydration barier 
(Ce3 +) will show the highest distribution coefficient. Besides this, the 
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Figure 3.3.15: 
The influence of the driving force of growth on the incorporation of impurities in КАР, 
distribution coefficient kD plotted as a function of σ 
(Tg = 21 (ГС, clmp = 500 ppm) 
incorporation of Ce 3 + should be favoured with regard to Fe 1 + assuming a K+-
M e , + substitution due to a difference in ionic radius the incorporation of C e 3 + 
will show less geometric problems As a result there is a contradiction between 
these theoretical considerations and experimental results 
One possibility to solve this problem is to assume that the major part of the 
impurities present in the solution is not surrounded by water molecules but by 
phthalate ions (which is more likely, the concentration of phthalate ions is about 
1000 times the impurity concentration) From experiments it was observed that 
the solubility product of ceriumphthalate is much smaller than the one of 
ironphthalate This indicates that the interaction between the Ce 3 + and the 
phthalate ion must be stronger than the one between Fe 3 * and H P -
Consequently it can be understood that the distribution coefficient of F e 3 + in 
КАР is higher 
All the experiments in figure 3 3 15 were carried out with an impurity 
concentration of 500 ppm Figure 3 3 16 on the other hand shows the effect of 
an increase of this impurity concentration on the distribution coefficient In 
these experiments the supersaturation was kept constant (σ = 30%) 
It results that the incorporation of F e 3 + is increasing when the concentration of 
this ion in the solution is raised Ce 3 + , on the contrary, shows a decrease of kO 
with cCei The explanation of this decrease might again result from the low 
solubility product of ceriumphthalate, resulting in a lower effective concentration 
of free Ce 3 + ions in the solution 
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Figure 3.3.16 (left): 
The influence of the impurity level on the incorporation of impuntiei in КАР; 
distribution coefficient кц plotted as a function of c,
mp. 
(Tg = 21.(ГС, a = 30%). 
Figure 3.3.17 (right): 
The influence of the temperature of growth on the incorporation of impurities in КАР; 
distribution coefficient kD plotted as a function of Tg. 
(a = 20%, c
mlp = 1000 ppm) 
Figure 3.3.17 illustrates the influence of the growth temperature on the 
distribution coefficients of both ions. At an impurity level of 1000 ppm and a 
driving force of σ = 20% the distribution coefficients of both F e 3 + and Ce 3 + 
decrease as the temperature is raised. The slope AkD/ATg in the case of F e
3 +
 is 
larger. 
In this experiment, in fact, the role of the temperature in the dehydration 
competition between K+ and Me 3 + is determined. According to figure 3.3.17 the 
K+ dehydration in the competition K + -Fe 3 + is promoted stronger at higher 
temperatures whereas in the K+-Ce 3 + competition both dehydration processes 
seem to be stimulated almost equally well. In first instance these findings 
(especially the one concerning Fe 3 + ) are in complete disagreement with the 
results in section 3.3.3.5.3 where it was noticed that at higher temperatures the 
w/h ratio in the case of F e 3 + was remarkable higher. However, regarding this 
discrepancy two points have to be considered: 
1) "Showing a more pronounced impurity effect at the level of surface 
morphology and step propagation" could indicate that steps are retarded 
and blocked by impurities whereas in the case that hardly any surface 
morphological changes are observed (e.g. in the case of a high 
supersaturation) all the impurities are incorporated (trapped) in the 
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crystal resulting in a higher coefficient of distribution. 
2) It is risky to compare surface morphological changes at the level of step 
propagation with a bulk parameter like a distribution coefficient, which 
gives information about the growth of different crystal faces, especially 
those faces with the highest growth velocity, i.e. all the other faces but 
(010). 
3.3.4 Conclusions 
In earlier articles the idea was raised of a competitive behaviour between 
Fe3+ and Ce3+ in their role of impurity on growth and morphology of spirals on 
the (010) face of KAP. In the present article this idea was confirmed in a 
number of ways, resulting in some interesting observations. 
First a measurable parameter wlh was defined to quantify the spiral shape. 
This parameter answered the expectations: it slowly changed when one of 
the concentrations of both ions was changed. 
Using this shape parameter clearly the impurity competition between the 
ions was illustrated. This appeared to be a complicated process, among 
others dependent on the total amount of impurities and the growth 
temperature. 
From in situ observations it was shown that the spiral morphology really can 
be manipulated by choosing the proper impurity composition. 
Complete blocking and arresting of a spiral morphology resulted at high 
impurity concentrations (~ 1000 ppm and higher). In these situations 
reactivation could be established by the addition of EDTA. 
The temperature of the solution is a very important parameter, as well in 
the process of growth as in the action of impurities on this process. The 
origin of its role lies in the mutual dependence of the dehydration 
frequencies of K+ , Fe3+ and Ce3+ on this parameter. 
Finally the distribution coefficient of Fe3+ and Ce3+ was established in a 
number of different situations of growth. Partly these results could be 
correlated with the preceding observations on the (010) morphology. 
Although it can be illustrated that the competitive impurity effect of Fe3+ and 
Ce3+ on the KAP(OIO) spiral morphology originates from a process of 
anisotropic kink integration, the relation between both ions and their kink of 
preference is still not understood. At the moment ESR experiments are in 
progress to try to elucidate this problem. 
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CHAPTER 4.1 
SILVER ELECTROCRYSTALLIZATION -
A MODEL FOR PARTIAL ACTIVITY 
M.H.J. Hottenhuis, A.L.M, van den Berg and J.P. van der Eerden 
RIM Laboratory of Solid State Chemistry, Faculty of Science, 
Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
The influence of impurities on the process of electrocrystallization of silver 
on a silver single crystal has been investigated. Special attention was paid to the 
effect of inhibition. 
From a large number of experiments, where the effect of different 
electrochemical treatments has been observed by in situ optical microscopy, a 
general model has been developed in which inhibition is thought to be the result 
of the formation of a blanket of impurities blocking the surface. Probably these 
impurity effects are important in almost all electrocrystallization experiments on 
silver. 
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4.1.1 Introduction 
ElectrocrystalHzation can be considered as the branch of science which is 
the cross-section of two larger and well-known areas: electrochemistry and 
crystal growth. From the crystal growers point of view the system of 
electrocrystallization lends itself very nicely for carrying out fundamental 
research in this area, as in this case the driving force for crystallization can be 
applied as a potential difference between two electrodes. In this way the crystal 
growth system has the important advantages that Δμ can be measured and 
controlled very accurately and that the changes in Δμ can be made almost 
instantaneous. Besides this argument, measurement of the electric current also 
offers the possibility of a direct and exact determination of the overall growth 
velocity of the crystal, a parameter which is often difficult to obtain in other 
crystal growth systems [1]. As a consequence electrocrystallization even offers 
the possibility to grow with a constant driving force (potentiostatic) or with a 
constant velocity of growth (galvanostatic). 
In the field of electrocrystallization, which is probably one of the oldest 
parts of experimental electrochemistry starting in 1834 with Faraday's laws [2], a 
lot of research has already been carried out on numerous kinds of materials [3] 
(mostly metals but lately also on semiconductors). In a part of this work, but 
also from a lot of research carried out in the other fields of crystal growth, 
people have noticed the influence of different kinds of impurities on the 
crystallization process [4]. Especially in the field of electrocrystallization the 
interest in the role of additives is large, not in the last place because of the 
industrial applications (homogeneous/ epitaxial deposition of metal layers by 
means of galvanic processes) [5]. 
There is a fast number of papers dealing with the electrodeposition on 
metal single crystals which generally have a more fundamental character [6]. In 
these papers more than once descriptions are found of crystals not growing 
neatly layer by layer but in a rather unexpected way (despite the experimental 
conditions which would stimulate a layer growth mechanism). Besides this there 
seem to be large problems regarding the reproducibility of this growth 
morphology. Looking into the literature there is a huge amount of experimental 
results on a large number of different electrochemical systems. This is one of the 
reasons that it is very difficult to make a reliable comparison between these 
results. But even looking at one specific system, the use of different 
experimental techniques (especially electrochemical techniques) does not 
facilitate a mutual comparison. However from the majority of all these 
investigations one general tendency can be concluded: in the process of 
electrocrystallization the influence of impurities almost always plays a dominant 
and sometimes even dramatic role [7]. Although such influences are also known 
in other crystal growth systems, the effects on electrocrystallization are often 
dramatically strong. 
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In this paper we describe a number of experiments carried out to elucidate 
this role of inhibitors in the process of electrocrystallization. As a kind of model 
system we choose the electrocrystallization of silver on a silver single crystal 
because, from the experimental point of view, it is a rather simple system. 
Besides this, a lot of information is already known of the electrochemistry of the 
Ag/Ag+ system. Perhaps it is even the most frequently investigated system with 
regard to electrocrystallization. Despite the fact that (in this study) we did not 
intentionally add different kinds of impurities, already a number of remarkable 
effects were noticed, all leading to a certain model and a better understanding of 
the system investigated. All these effects were observed during the 
electrochemical treatments with an in situ electrocrystallization cell. This 
opportunity, to observe a crystal surface during its process of growth, revealed a 
lot of useful information. 
4.1.2 Experimental 
Nowadays there are quite a number of advanced electrochemical techniques 
that can be used to study the process of electrocrystallization in detail. Although 
most of these techniques can tell whether a crystal is growing or not and some of 
them even can give an impression about the way it is growing, the best way to 
get an idea about crystal growth phenomena is to have a look at the crystal 
surface itself during growth. This is the reason why wc performed in situ 
observations using a differential interference contrast microscope (Reichert, 
MeF2). With this technique a lot of additional information was obtained about 
the influence of inhibitors on electrocrystallization. 
All the experiments were carried out in thermostated (T = 25.0 °C) growth 
cells made of pyrex or quartz glass which had a 1 mm thick optical quartz 
viewing window situated in front of the working electrode. One of the cells was 
equiped with an optical disc which could be rotated in between the working 
electrode and the viewing window (see figure 4.1.1). With this device we had 
the possibility to perform experiments in a stagnant as well as a stirred 
electrolyte in order to investigate the influence of diffusion. (Although the 
hydrodynamic conditions in this situation are not as well defined as in the case 
of the in electrochemistry commonly used rotating disc system - where the 
working electrode itself rotates - it is possible to enforce a rather stable laminary 
solution flow past the crystal.) 
For the working electrode silver single crystals were used which were 
Bridgman grown at our laboratory from 99.999 % silver (Johnson Matthey) in a 
boriumnitride crucible. After orientating these crystals (within 0.5°) with a von 
Laue backscattering apparatus, they were spark cut ( ~ 4 χ 4 χ 6 mm3) (with a 
(100) and (111) orientation) and embedded in Araldit G2 (Ciba Geigy) of which 
it was tested that it did not pollute the electrolyte [8]. There are several reasons 
for embedding the crystals, which are: 
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Figure 4.1.1: 
Schematic drawing of the in situ electrocrystallization cell; 
С = crystal, E = electrolyte, WE = working electrode, CE = counter electrode, 
RE = reference electrode, OW = optical window, RD = rotating disc, M = motor, 
DICM = differential interference contrast microscope, G1-G3-G4 = glass filters. 
- during the experiment only the desired crystallographic front face ( 4 x 4 mm2) 
will be in contact with the electrolyte 
- the crystals are more easy to handle, especially during polishing where the use 
of a special polishing device guarantees the maintenance of the crystallographic 
orientation 
- due to a special design the embedded crystals can be observed ex situ both 
with an optical microscope and with an electron microscope. 
Before each experiment the crystals were mechanically polished with SiC 
abrasive paper (down to 3 μιη) and with diamond paste (down to lA μτη). After 
the samples had been thoroughly washed with demineralised water they were 
chemically cleaned by stirring them during 15 minutes in a 12 % NH4OH 
solution [9]. After this treatment the samples were carefully washed again with 
demineralised water and immediately before inserting them in the electrolyte 
they were rinsed during 1 minute in 1.0 M HCIO4 (Merck, suprapur) [10]. Any 
other chemical etching procedure carried out in the meantime [9] did not give a 
satisfactory result with regard to the surface morphology and was omitted. 
Besides a working electrode the growth cell contained a counter electrode 
(a 2 cm2 piece of platinum situated in a compartment separated from the main 
cell by a glass filter) and a reference electrode (Hç/HgiSO^ saturated K2SO4, 
Radiometer Electrodes) in a Luggin capillary which was filled with 1.0 M HCIO4 
(Merck, suprapur). 
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The electrolyte was a 0.1 M or 1.0 M AgN03 (Comptoir Lyon Alemand 
Louyot, 99.99 %) + 1.0 M HCIO4 (Merck, suprapur) solution which was 
prepared with deionized/demineralized water (Nanopure, Sybron-Barnstead). 
Introducing the electrolyte in the cell it was filtered through a 0.22 μτη Millipore 
(GS) to prevent dust particles. Before experimentation the electrolyte was 
flushed during several hours with N2 (purity > 99.98 %, O2 content < 3 ppm) to 
expel the oxygen. During the experiment the N2 was led over the electrolyte. 
The electrochemical experiments were performed using a Wenking 
potentiostate (Bank, LB 75L) in combination with a waveform generator (Hi-
Tek Instruments, PPR 1). After experimentation the samples were observed ex 
situ using as well the optical microscope as a SEM (Jeol JSM-T300). 
4.1.3 Results 
4.1.3.1 Model 
From a large number of experiments which were carried out under several 
conditions and will be described hereafter, a lot of information resulted, all of it 
indicating the following model for the behaviour of impurities on a silver 
surface: 
From the moment on that the electrode is immersed in the electrolyte it seems 
that impurities start to adsorb at the crystal surface diminishing its growth 
activity. Without activating the electrode (by exposing it to a driving force) this 
process will continue until finally it will be fully covered up by a "blanket" of 
impurities which will block the growth process completely. 
Though special care was taken in avoiding any kind of impurities in the 
electrolyte and the samples under investigation were prepared as accurate as 
possible, still we had the idea that there are certain inhibiting species present in 
the electrolyte, or even already adsorbed at the crystal surface during its 
transport to the growth cell, to such an extend that they can dramatically 
influence the growth behaviour of the crystal (possibly halogenides or sulphides). 
The experiments confirming this model can be divided in cathodical (growth) 
and anodical (dissolution) treatments of the electrode. 
4.1.3.2 Growth experiments 
Most of the growth experiments were carried out in the following way: 
After immersing the electrode in the electrolyte some time was needed for 
measuring the restpotential of the cell and adjusting the potentiostate to the 
equilibrium situation (η = 0 V). During this time the electrode is electrically 
isolated (from the potentiostate) which means that no current is flowing. After 
this "incubation time" т1ПС the electrode was polarized cathodically. All growth 
experiments were carried out with moderate overpotentials (-50 mV < η < 0 
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mV) and several waveforms have been used. 
4.1.3.2.1 Crystallite formation 
The first and most important conclusion that resulted from the in situ 
observations of these growth experiments is that it is almost impossible to 
activate a crystal surface completely; independent of the applied potential, 
whenever a sample appeared to be active on the basis of current measurement 
the microscopic observations allways revealed that growth takes place at discrete 
places on the surface in the form of so-called crystallites. At the surface in 
between these crystallites not any kind of growth was observed, not even 
afterwards using the SEM at the highest magnification! Figure 4.1.2 shows a 
typical example of this growth phenomenon. 
Figure 4.1.2: 
SEM picture of growth phenomena in the form of discrete crystallites on a silver (100) 
surface. 
The explanation of such a growth morphology lies in the proposed model of the 
"blanket" of impurities covering up the surface. In the world of crystal growth 
the idea of a continuous competition between growth and non-growth or 
between overpotential and inhibiting particles is well-known [11]. If we imagine 
that in our case the electrode is partly covered up with inhibiting particles firmly 
attached to the surface, the application of an overpotential will only cause 
growth at those sites which are not inhibited, leading to growth at discrete 
places. (Supposing this overpotential will be larger than the overpotential 
neccesary for two dimensional nucleation.) Also in the case the electrode is 
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completely covered with this impurity "blanket" there will allways be places 
where it is less thick; if the applied cathodic overpotential is high enough it will 
lead to growth at these sites, again resulting in a discrete kind of growth. 
4.1.3.2.2 Critical overpotential 
This idea was also clearly confirmed by a number of experiments in which 
we investigated the result of the application of an increasing overpotential. 
During one series of measurements, in which a cyclic overpotential (-10 < η < 0 
mV; |dT]/d/| = 0.1 mV/sec) was used, often the occurence of a critical 
overpotential η
ςΓ
 in the registered voltammogram was noticed. At this value of 
η„ the current, which was up to that point almost zero, suddenly sharply 
increased; an effect which occured only in the first cycle (see figure 4.1.3). 
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Figure 4.1.3: 
The appearance of a critical overpotential η„ during a cathodic cycling experiment; 
current I versus applied overpotential η; /: first cycle, 2: second cycle. 
From video recordings of the surface during these experiments it was confirmed 
that this abrupt increase in activity exactly corresponded with the appearance of 
crystallites. Neither in the process of diminishing the overpotential during the 
1110 
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first cycle nor during the next cycles this occurence of a critical value of η was 
observed again. This confirms the idea of a barrier for crystal growth, a 
nucleation barrier; once the inhibiting layer has been pierced through, when 
crystallites are formed and the surface shows activity, it will stay active also at 
values of |η| < |η
ς Γ
| , again depending on the competition between growth and 
inhibition. This phenomenon of growth units conquering inhibiting particles is 
quite familiar in crystal growth and it has been observed in a number of other 
systems [12]. 
The same effect as described above was observed during a second series of 
experiments in which the overpotential was increased stepwise (Δη = -1 mV). In 
this case also a critical overpotential showed up which corresponded again with 
the first appearance of crystallites. In a few experiments however a rather 
unexpected phenomenon was observed. Sometimes there seemed to be a kind of 
delay between the time the critical value of the overpotential was applied and 
the time the current sharply increased (and crystallites were observed). This 
delay-time, which was observed before by Kohlschütter et al. [13], ranged from 
0 to 46 minutes. Because the length of this delay-time seemed to fluctuate in a 
rather random way, it might indicate that the process of piercing through the 
impurity blanket is a statistical one. 
As was already expected it seemed that there exists some correlation 
between the length of the incubation-time т1ПС (which was varied from 2 minutes 
to 114 hours) and the value of T]
cr
 (measured: 0 --8.6 mV). In general |т]
сг
| 
increased with increasing т1ПС, favouring a model of an increasing thickness of the 
adsorption layer with time. The correlation was however not perfect which 
might again be explained by the statistical proces of the penetration of the 
impurity blanket. Budevski et al. [14] also noticed a critical overpotential or 
treshold in the mechanism of two dimensional nucleation of silver on a 
dislocation free silver single crystal. Though both phenomena are comparable, 
their origin is completely different. 
4.1.3.2.3 Crystallite growth 
Once a number of crystallites has been formed they will start to grow and 
keep on growing as long as the driving force is high enough. The result will be 
that the crystallites get larger and larger. This enlargement in time of the 
crystallites initially formed can be followed in situ very well; see e.g. figure 
4.1.4.From such a series of pictures it may again be clear that once crystallites 
have been formed, no new crystallites will develop in between because this is not 
an energetically favourable process. The only possibility that might occur is two 
crystallites growing together if their original distance is small enough (see e.g. 
fig. 4.1.4). Toschev et al. [15] noticed a decrease in the rate of growth during 
potentiostatic nucleation experiments, which was also ascribed to an interaction 
between separate crystallites. During our potentiostatic experiments (constant 
conditions of growth) however, often a gradual increase in activity was observed 
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Figure 4.1.4: 
Development of crystallites with time during a cathodic cycling experiment fhl</0 mV, 
\dr]ldt\=0.1 mV/sec); successive pictures taken after 0, 1, 2, 3, 4 and 11 complete cycles. 
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first (from current measurement) which, according to the visual inspection, had 
to be the result of the enlargement of the crystallites and with this the 
enlargement of the total amount of active surface (and not the enlargement of 
the active part of the original surface!). This may illustrate the importance of the 
in situ visual inspection. 
Besides carrying out potentiostatic experiments with one constant value of 
the overpotential, also the result of so called double pulse experiments was 
investigated in situ. This method, originally developed for the study of the 
electrolytic phase formation by Scheludko and Todorova [16], is well known in 
the world of electrocrystallization, especially to those studying nucleation 
processes (see e.g. [17]). Normally a first high pulse щ is applied during a time 
interval At1 in which nuclei are created which is followed by a much longer (А/г) 
but lower (η2) second pulse during which the nuclei are supposed to grow out. 
In these kind of nucleation experiments the result after the second pulse is used 
to give information about the nucleation process taking place during the first 
pulse. 
Our in situ double pulse experiments however revealed that the results strongly 
depended on a few important parameters: besides those determining the form of 
the double pulse (ηι, Αίγ, Ì]2 a n ( i ^h) again the presence of impurities in 
combination with the driving force of crystallization strongly influenced the 
results. As an illustration it was observed in a number of experiments that after 
the double pulse treatment clearly two generations of crystallites were present 
(see e.g. figure 4.1.5). 
Figure 4.1.5: 
Two generations of crystallites on Ag(100) after a double pulse experiment; 
η! = -5Ö mV, Ar ! = 1 sec, r\2 = -Ю mV, Δί2 = 240 sec. 
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In situ observation during growth revealed that all crystallites were nucleated 
during the first pulse but only a few of them (the largest in fig. 4.1.5) managed 
to grow out. Besides diffusion, where a large crystallite will be surrounded by 
an exclusion zone, the presence of impurities is probably the main reason of this 
phenomenon. These kind of effects can however dramatically disturb nucleation 
experiments, especially in those cases where the number of nuclei are counted 
after the second pulse using an optical microscope. From fig. 4.1.5 it might be 
clear that this probably will result in wrong data. 
4.1.3.2.4 Morphology of crystallites 
The morphology of the crystallites generated under potentiostatic conditions 
mainly depended on the magnitude of the overpotential. Under moderate 
conditions (η > -10 mV) the incorporation of the silver ions will be the rate-
determining step and the crystallites show some kind of equilibrium morphology, 
which means that they are bound by nice and flat crystallographic faces (see e.g. 
fig. 4.1.6a). It appeared that the number of crystallographic faces (h, k, I) on 
the crystallites increased with increasing overpotential; a phenomenon which is 
commonly observed in crystal growth. 
Another commonly observed phenomenon was the disappearance of certain 
faces (h, k, I) under potentiostatic conditions as a function of time. E.g. on a 
(100) substrate, immediately after nucleation, the crystallites often have a 
pyramidal morphology with (110) and (111) sidefaces and a flat (100) topface. 
During growth however the surface area of the (100) topface diminishes and 
eventually disappears. These findings are in accordance with the theory of the 
stability of crystal faces (see e.g. [18]): the (111) face of a fee crystal being more 
stable than the (100) face due to a higher number of nearest neighbours. 
At a higher overpotential (η — 5 0 mV) diffusion will be the rate-determining 
step (in a stagnant solution) resulting in crystallites which have grown much 
faster and are without facets (fig. 4.1.6b). At extremely high overpotentials 
some of the crystallites sometimes develop into dendritic structures, especially 
near the edges of the crystal due to diffusion (fig. 4.1.6c). Most of these 
crystallites however still posess crystallographic facets. Only at the top of these 
crystals sometimes a process of kinetical roughening can be observed because at 
these places the driving force of growth will be the highest. 
When the mutual orientation of the crystallites versus the underlying single 
crystal substrate was studied mostly a well alignment of the individual crystallites 
was observed. However in a number of cases a complete misalignment of some 
of these crystallites was noticed (see e.g. figure 4.1.7). This phenomenon could 
not be explained from a possible misorientation in the substrate due to the 
presence of low angle grain boundaries, because such deviations from single 
crystallinity would have been noticed in the von Laue backscattering image or by 
preferential chemical etching. Therefore it is likely that the origin of 
misalignment must be sought for in the impurity blanket. We can imagine that 
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Figure 4.1.6: 
Influence of conditions of growth on crystallite morphology: 
a: cyclic, potentiostatic; -10 < r\ < 0 mV, \df\ldt\ = 0.1 mVlsec. 
b: double pulse, potentiostatic; x\i = -50 mV, Δίι = 1 sec, Цг = m10 mV, Atj = 240 sec. 
c: double pulse, potentiostatic; щ = -500 mV, Δίι = / sec, r\2 = -100 mV, Δί2 = 210 sec. 
the hole created in this layer can be so small that it can only serve as a channel 
of the electric current and not one for transferring the crystallographic 
information. With respect to this even the process of a current tunneling 
through the layer can not be excluded. As a consequence the orientation of a 
crystallite with respect to the substrate sometimes might be random. 
4.1.3.2.5 Crystallite distribution over the substrate 
The number of crystallites per surface area that developed at a specific 
overpotential appeared to depend on the magnitude of this overpotential as well 
as on the incubation-time. Both observations are in correspondence with the 
proposed inhibitor model: by raising the driving force for crystallization the 
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Figure 4.1.7 (left): 
Crystallographic misalignment of crystallites on a Ag(lOO) substrate. 
Figure 4.1.8 (right): 
Silver (HI) surface showing besides crystallites (dark spots) numerous etchpits after using a 
defect revealing etchant. 
impurity layer will be pierced through at more places at the same time resulting 
in a larger number of crystallites. On the other hand, by increasing the 
incubation time the inhibiting layer will grow and it will be more difficult to 
generate crystallites at the same overpotential leading to a decrease in the 
number of crystallites. Both effects have been observed from a large number of 
experiments. 
Besides the length of the incubation time the number of crystallites was 
influenced by the process of aging of the electrolyte. After a number of 
experiments were carried out in the same electrolytic solution the number of 
crystallites slowly decreased, although the growth procedure was not changed. 
These nucleation problems could be solved by renewing the solution. 
Another interesting point to mention is the question of the location on the 
surface where crystallites develop. From the observed crystallite density 
(n ~ 2-1012 m~2) and knowledge of dislocation densities (ranging from 
1010 - 1012 m - 2 in very well annealed single crystals up to 1016 m - 2 in heavily 
deformed metals [19]) one might conclude that the appearance of a crystallite is 
a direct consequence of the termination of a dislocation at the surface. 
However, by using a defect revealing etchant after the growing procedure, it 
became clear that this could not be true (see figure 4.1.8) because the number of 
etchpits is much larger than the number of crystallites. This is another argument 
to believe that the main reason for the location of a crystallite is a hole or a 
weak spot in the inhibiting layer. 
Besides this role of the impurity blanket, the locations of nucleation seemed to 
be influenced too by the underlying crystal surface, especially by its macroscopic 
structure. Very often we observed a higher concentration of crystallites near the 
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edges of the crystal and in the neighbourhood of small scratches present in the 
original (polished) surface (which were sometimes very hard to get rid off). 
Besides diffusion (near the edges) a possible explanation of this preferential 
nucleation can be found in the local deviation of the crystallographic orientation 
at these places. As a consequence the step free energy will be lower which on 
one hand will be favouring the growth and on the other can influence the 
interaction between surface and impurities in a negative way. For scratches the 
same arguments hold plus the fact that at those specific places the local density 
of the electric field will be higher because of the existence of sharp edges. This 
will also positively influence the growth. In contradiction with these findings it 
was sometimes observed that a clearly visible and deep scratch did not show 
prefered nucleation at all. The reason for this phenomenon can be a diffusional 
hindrance because of the deepness of the scratch. Both phenomena even have 
been observed on one and the same substrate after equal conditions of growth 
(see figure 4.1.9). 
Figure 4.1.9 (left): 
Influence of macroscopic surface structure on nucleation; preferential and non-preferential 
growth in a scratch. 
Figure 4.1.10 (right): 
Influence of crystallographic orientation on nucleation; growth on a polycrystalline 
substrate. 
A nice example of the influence of crystallographic orientation of the 
substrate on the growth of crystallites can be observed in figure 4.1.10 which 
shows the result of a nucleation experiment carried out on a sample of 
polycrystalline silver. Very clearly a crystallographic preference between the 
different small pieces of single crystals can be observed. In the same figure also 
the influence of grain boundaries is obvious; these borders between the pieces of 
single crystals show a strong preferential growth which can not solely be 
explained with lateral diffusion. 
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4.1.3.2.6 Effects of pretreatment 
Besides the influence of crystallography and structural inhomogenities of 
the substrate on the growth, very often a direct proof of the role of the 
pretreatment of the surface was observed after the nucleation experiments which 
resulted in inhomogeneous growth phenomena. Mostly these inhomogeneities 
had a circular geometry, indicating that the origin probably must have been a 
droplet of liquid on the surface. The effects of such a droplet however were not 
consistent: sometimes it blocked the growth process while in other cases it 
stimulated it (see figure 4.1.11a resp. l ib ) . 
Figure 4.1.11: 
Influence of the pretreatment of the substrate on nucleation; the effect of a droplet: 
a: negative effect 
b: positive effect. 
We think both phenomena can be explained. 
In the first case where the growth is locally blocked the cause can be a relatively 
high impurity concentration resulting from a droplet which dried at that specific 
place during the pretreatment. These impurities partly result from the ones still 
present in the demi-water and partly probably from impurities originally present 
at the crystal surface that have been carried along in the droplet while drying up. 
In the second case of stimulated growth a possible explanation can be a droplet 
hanging at the surface during the process of transport of the crystal to the 
electrolyte solution. As a consequence the area covered up by the droplet will 
not be exposed to air which implies that at this place no contaminant layer (of 
oxygen or sulphur) can be formed. In this case possible inhibitors present in the 
droplet will dissolve as soon as the crystal is immersed in the electrolyte solution 
eventually leaving behind a relatively clean spot. 
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Both results once again stress the importance of impurities and because of this 
the importance of the pretreatment of an electrode on the growth phenomena. 
Due to a combination of the effects mentioned above, the resulting crystallite 
density after almost every growth experiment is highly inhomogeneous. This is 
the reason why it is very difficult to determine some average crystallite density 
representative for certain conditions of growth; the counting of crystallites from 
SEM pictures only resulted in figures with an extremely large spread. In our 
opinion this is one of the reasons that it is very dangerous to determine the 
activity of a substrate during a nucleation experiment from the number of nuclei 
afterwards. 
4.1.3.2.7 Illumination effects 
Because most of the experiments were carried out under microscopic 
observation (using a high pressure mercury lamp), sometimes we noticed the 
influence of light on crystal growth. 
In one experiment e.g. crystallites were nucleated and allowed to grow under 
potentiostatic conditions. During this experiment the microscope was focussed 
continuously at the same surface area were the enlargement of a number of 
crystallites could be followed in situ. However, detailed observation of the 
complete surface afterwards revealed a peculiar phenomenon: although the 
whole surface was covered up with very small crystallites the large ones were 
only present in the illuminated area (see figure 4.1.12). 
When during this experiment the light (—10 W/cm2) was blocked the electric 
current suddenly dropped with a factor of 10-30% (depending on the value of 
the driving force). The fact that this change in current was instantaneous and 
also reversible indicates that the direct cause for this effect must be the amount 
of light and not some kind of thermic effect. 
A possible explanation of this phenomenon could lie in the presence of light 
sensitive impurities. From literature it is well known that especially halogenides 
can act as an impurity in the process of electrocrystallization of silver [20]. Most 
of the silverhalogenides however are unstable in the presence of light and will be 
reduced to metallic silver. In this way it can be understood how light can reduce 
the impurity effectiveness of silverhalogenides adsorbed at the surface. Similarly 
one could conjecture that adsorbed sulphides can be decomposed under 
illumination as well. 
An indirect indication that halogenides are always present in our system was 
obtained from experiments in which a small amount of these impurities was 
added, showing hardly any effect on the growth activity. Also sulphides easily 
can be absorbed in the electrolyte during the experiments. 
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Figure 4.1.12: 
Stimulated growth in one specific area (indicated by the circle) due to the presence of light. 
4.1.3.3 Dissolution experiments 
In order to compare the cathodic and anodic behaviour of the silver surface 
most of the experiments described in section 4.1.3.2 were carried out as well 
with a positive overpotential. In these cases it was possible to follow (in situ) the 
development of all kind of etch phenomena. 
4.1.3.3.1 Differences between dissolution and growth 
One of the most remarkable differences between the growth and etching 
behaviour of the sample appeared to be its activity; under comparable 
potentiostatic conditions (|η3 | = |т)с|, a=anodic, c=cathodic) always a higher 
activity was measured in the anodic case (|/
a
| > | /
c
| ) . Also the appearance of a 
critical value in the overpotential, which often demonstrated during growth, was 
hardly ever noticed in the anodic case. The few times such a critical value did 
show up (e.g. after extreme long periods of incubation) its (absolute) value was 
always smaller than the one which was measured during growth under 
comparable conditions. 
A clear proof of the difference in behaviour of the sample on an anodic and 
cathodic treatment was obtained in alternating cycling experiments where the 
overpotential was continuously sweeped between -10 mV and +10 mV. At a 
low sweeping frequency (|dri/di| = 0 . 1 mV/sec) the resulting voltammogram 
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(current I plotted as function of overpotential η) almost always showed an 
asymmetrical shape: /(η = +10 mV) > -/(η = -10 mV). This asymmetry could 
be reduced by increasing the cycling speed (see figure 4.1.13). 
Figure 4.1.13: 
Influence of the cycling speed (dr\/dt) on the shape of a voltammogram (I versus r\): 
a: \dr\ldt\ = 0.2 mVlsec, b: \dx\ldt\ = 1.0 mV/sec, c: \dr\/dt\ = 10.0 mV/sec. 
These findings indicate that the process of inhibition takes some time; when the 
scanning is performed slowly impurities can overcome growth. The same 
conclusion resulted from the observation that a critical cathodic overpotential 
only appeared during slow scanning. 
All these observations indicate that the silver surface is less sensitive to the 
inhibiting process in the anodic case. By applying a positive overpotential it 
seems to be possible to remove a part of the impurity blanket and to re-activate 
the surface. This repelling of the inhibiting layer does probably not take place 
uniformly over the whole surface but it is a local effect. The indication for this 
also followed from the in situ observations. 
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4.1.3.3.2 Distribution of etching features 
In section 4.1.3.1 it was suggested that a (cathodically) activated surface will 
become inactive by taking away the driving force (η = 0 mV) during a sufficient 
long time ("dead-time T d e a d ); re-establishing the original cathodic overvoltage will 
not show any current anymore (/ = 0 mA). One way of getting the surface 
active again was by applying some kind of anodic treatment, immediately 
followed by a negative ovcrpotential. Close observation of the surface during 
this treatment however showed some unexpected phenomena. Although we had 
the idea that the original electrode surface in between the crystallites would be 
inhibited much stronger compared to the crystallites themselves, etching 
phenomena were observed in between the crystallites! After this growth took 
place at these specific places where the impurity layer was removed but not on 
the crystallites already present. 
A nice illustration of these findings can be seen in figure 4.1.14 showing the 
results of a combined cathodic-anodic-cathodic treatment. Firstly the crystal 
surface was activated using one cathodic scan in the ovcrpotential (η: 0 mV —» -
10 mV —> 0 mV; |dri/df| = 0.1 mV/sec). During this scan a critical ovcrpotential 
T)
cr
 — 7 . 0 mV showed up which exactly corresponded with the appearance of the 
crystallites (fig. 4.1.14a,b). After this single potential cycle the surface was 
allowed to passivate during a very long time (tdead = 1333 minutes). As a 
consequence the surface was completely inhibited as demonstrated by several 
cathodic scans where no current was measured and no visible growth took place. 
In this situation one anodic scan (η: 0 mV —> +10 mV —> 0 mV; 
|dr)/df| = 0 . 1 mV/sec) was applied which resulted in the appearence of etch 
phenomena at the surface in between the crystallites and a critical overpotential 
Oler = +6.75 mV) (fig. 4.1.14d); the surface was reactivated again. During the 
cathodic cycles following the anodic one the sample showed its normal activity 
(without a critical overpotential) which eventually resulted in new crystallites 
(fig. 4.1.14e). 
4.1.3.3.3 Morphology of etching patterns 
In general the form and size of the etch-phenomena seemed to depend on 
the magnitude of the applied anodic overpotential. By etching strongly with a 
high overpotential, deep holes were created in the surface which showed a 
dendrite-like internal structure, possibly due to diffusional limitations (see figure 
4.1.15). By etching carefully with moderate overpotentials on the other hand it 
was possible to enlarge the etched area without creating deep pits. 
During growth after etching new crystallites were formed in the "cleaned", 
etched regions and especially at the borders of these etched areas (see figure 
4.1.16). An explanation of this could be the concentration of electric field lines 
at these (sharp) edges and (again) diffusional limitations in the etchpits. 
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Figure 4.1.14: 
In situ observations of a cathodic-anodic-cathodic treatment. 
a: surface before treatment 
b: surface during cathodic scan, immediately after the appearence of η,. 
с; surface after one complete cathodic scan 
d: surface during anodic scan, immediately after the appearence of η„ 
e: surface after several final cathodic scans. 
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Figure 4.1.15 (left): 
Dendrite-like structure inside an etchpit due to a strong cathodic treatment (r\ = +20 mV). 
Figure 4.1.16 (right): 
Growth phenomena at the border of etchpits. 
4.1.3.3.4 Formation and removal of an impurity pellicle 
A very remarkable phenomenon can be observed in the situation when a 
crystal (immediately after inserting it in the electrolyte) is etched very carefully 
during a long time. Firstly in situ a slight change in the colour of the surface will 
be observed which is due to an uniform appearance of very small etchpits which 
are difficult to see individually. After this no visible changes occur anymore 
although the crystal is still etching, as results from the current measurement. 
This etching is continuing until suddenly a very thin but coherent pellicle slowly 
is peeling off the surface (see figure 4.1.17); a process which can be stimulated 
by mechanical vibrations or stirring the solution. 
Once this pellicle is removed it appears that in the meantime the surface 
underneath this thin pellicle has been etched further and the result is a very 
homogeneous and "clean-looking" substrate with a high reflectivity. When at this 
moment the overpotential is changed into a moderate cathodic range, the crystal 
starts to grow uniformly (without showing crystallites). 
The phenomenon described above is very reproducable and has been used often 
in order to create an almost uniform active electrode surface; experiments using 
this recipe will be described in a forthcoming paper. 
In our opinion the pellicle coming from the surface during carefully etching is a 
direct proof of an adsorption layer of impurities being formed at the surface, 
probably already during the transport in the atmosphere. As a proof some first 
qualitative determinations of the elementary composition of this pellicle, using 
ED AX, revealed besides silver the presence of sulphur. More quantitative 
determinations will be carried out in near future. 
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Figure 4.1.17: 
Separation of thin, coherent layer during anodic treatment of the electrode. 
4.1.3.4 Estimation of deactivation times 
4.1.3.4.1 Visual approach 
In order to obtain information about the kinetics of the adsorption of 
impurities we carried out the following experiment. 
First an electrode was activated, resulting in the observation of a number of 
crystallites and (after some time) in a more or less stable current ¡ι at 
potentiostatic condition η = ηι- Next the overpotential was set to η = 0 mV and 
the electrode was allowed to passivate during a time idead- Finally the initial 
overpotential η ! was re-established and the resulting current was recorded as a 
function of time. From this experiment we came up with the following 
conclusions. 
Immediately after recovering the initial overpotential the resulting current ¡2 is 
always smaller than the initial current Ιγ and sometimes a recovery of the activity 
(d|/2|/di > 0) sets in. Both effects however are strongly dependent on the length 
of Tdeaj: the larger Td e a d, the lower the initial current Ij and the slower the 
recovery (d|/2|/dr smaller).In the case of extreme values of t d e a d (which strongly 
depended on the value of the driving force ηι and the "quality" of the 
electrolyte) the surface did not show any activity anymore and was completely 
blocked. In all the experiments where some kind of recovery showed up, always 
the old crystallites grew further; never new crystallites developed! 
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Figure 4.1.18: 
Reactivation of a formerly active area taking place from the borders of this area. 
(Time interval between the successive pictures approximately 5 minutes.) 
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The same kind of effects have been observed in experiments on spiral 
growth and step movement. After the pellicle removing treatment, which was 
described in section 4.1.3.3.4, it is possible to activate a larger part of the 
electrode surface resulting in the observation of growth spirals and step 
propagation across activated areas of the order of 1 mm2. 
It appeared that after a short interruption of the driving force (up to several 
seconds) steps propagate along with the same velocity and the surface maintains 
its activity. However when the duration of this dead-time is increased, eventually 
the surface will be completely blocked and steps no longer move. Only after a 
very long period of time (several minutes) of applying the original overpotential 
sometimes a slow reactivation was observed. Strangely enough this recovery of 
activity was always initiated at the borders of the original active surface area 
(see figure 4.1.18). 
During these kind of experiments it was interesting to see how the adsorption of 
impurities could be stimulated simply by stirring the solution. Although the 
transport of building units in this case will be favoured too, several times when 
there seemed to be a strong competition between growth and non-growth, it was 
noticed that the blocking process was favoured stronger; stirring during a dead-
time almost always resulted in a completely deactivated surface afterwards while 
stirring in a stable situation of growth (/ constant) had the effect of a decrease in 
the current (after a short increase due to diffusion). 
4.1.3.4.2 Electrochemical approach 
As was already indicated in 4.1.3.2.3 the number of crystallites appeared 
not to be a reliable parameter for the activity of a sample. In order to get an 
idea about the influence of impurity adsorption on activity the total current was 
used as an indicator, but only under special circumstances. 
Firstly an electrode was activated by etching and removing the pellicle described 
in section 4.1.3.3.4. After this a repetitive square pulsed overpotential was 
applied with an alternating positive and negative value. The aim of this 
treatment was to get a reproducable activity of the sample after each anodic 
treatment (based on current measurement). From a number of wave sequences 
investigated it appeared that in our case the combination ηι = +25 mV, 
Δί] = 3 min, r\2 = -10 mV, Ati = 1 min gave the best results (reproducability of 
/ better than 3%). With this specific sequence we investigated the influence of a 
dead time "td c a d, during which the overpotential was eliminated (η = 0 mV), 
introduced immediately after an anodic pulse, to see the effect on the current 
during the cathodic pulse (see figure 4.1.19). The result, the relative decrease in 
the total current Δ/// is plotted as a function of Td e a d in figure 4.1.20. 
Although the datapoints show some spread clearly a general tendency can be 
observed which is in agreement with the proposed impurity model: a decrease in 
activity as the dead time increases. Remarkedly this decrease is rather strong 
(Δ/// =13%) during the first three minutes, while on the other hand after 25 
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Figure 4.1.19: 
Puise sequence applied to determine the influence of a dead-time xäead, 
overpotential plotted as a function of time 
Figure 4.1.20: 
Influence of removal of the driving force of growth during a dead-time xdeild on activity, 
relative decrease of I versus Xdead 
minutes still a change in Δ/// can be observed. These values however will be 
unique for this situation; measurements carried out at other samples resulted in 
deviating values which nevertheless showed the same overall tendency. Also 
illustrative of the uniqueness of the situation was the fact that the same 
measurements carried out a few days later resulted in datapoints which all 
showed a little higher values of Δ/// indicating a slight obsolescence of the 
electrolyte. 
4.1.4 Conclusions 
Although there exists a lot of discrepancy between the results of 
experimental research on electrochemical systems it is very likely that a large 
part of these contradictions can be explained with the presence and activity of 
impurities. In the case of the electrocrystallization of silver we showed that this 
specific system is extremely sensitive to the inhibiting activity of impurities; 
probably halogenides or sulphides. We also showed that the in situ observation 
of an electrode during a number of electrochemical experiments can reveal a lot 
of extra information about the surface processes taking place. From these 
experiments a model was developed in which the effect of impurities can be 
represented as a "blanket" completely covering up the surface. Only in the case 
the driving force of crystallization is high enough this blanket can be pierced 
through resulting in a discrete kind of growth (crystallites). A large number of 
other experiments (cathodic as well as anodic) confirm this model. 
At the moment complementary investigations are carried out to elucidate the 
effect of impurities on spiral growth and step propagation in the Ag/Ag+ system 
which will be reported in a forthcomming paper. 
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CHAPTER 4.2 
SCANNING TUNNELING MICROSCOPY 
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RIM Laboratory of Solid State Chemistry 
*: RIM Laboratory of Solid State Physics II 
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Catholic University of Nijmegen, Toernooiveld, 
NL-6525 ED Nijmegen, The Netherlands 
Abstract 
Crystal growth can be studied by the observation of growth phenomena on 
the surfaces of these crystals. Using optical microscopy these phenomena can be 
examined both ex situ and in situ. Despite the high vertical resolution (~ 10 Â) 
of some of these techniques (e.g. differential interference contrast microscopy) 
their lateral resolution is still poor (~ 1 μιη). As a consequence it is possible to 
detect rather low growth steps, but not their shape. 
In order to obtain also a higher lateral resolution scanning tunneling microscopy 
(STM) was used on electrolytically grown Ag(100) single crystals. 
First as grown surfaces were studied with an STM operating at atmospheric 
conditions. Secondly a new STM is described with which it is possible to operate 
in an electrochemical system (in situ STM). Some first results of this microscope 
are shown and related to optical microscopical observations. 
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4.2.1 Introduction 
The invention of the scanning tunneling microscope (STM) by Binnig and 
Rohrer a few years ago [1-4] created a field of research which since that time has 
expanded enormously resulting in an almost exponential growth of the number 
of papers related to this subject [5]. Nowadays, in numerous laboratories all 
over the world, new STM's are being built, redesigned or improved, resulting in 
a large scale of differently looking instruments which are all based on the same 
general principle of the tunnel effect. 
Besides one of its first applications, the revelation of the surface topography 
of a metal or semi-conductor with atomic resolution (at least in the vertical 
direction) and on graphite even with a lateral atomic resolution, the STM has 
been applied successfully in a large number of other subjects, like the 
measurement of barrier heights and tunneling spectroscopy [6]. Recently the 
STM showed its utility not only for surface physics, but also in the fields of 
chemistry and even biology [7]. In these investigations it was shown that the 
tunnel effect and consequently the functioning of the STM, is not limited to an 
UHV environment; successful experiments were performed as well under 
atmospheric conditions, in certain gasses as in liquids (water, paraffin oil, liquid 
helium) [8]. 
As an illustration, during the first international conference on scanning tunneling 
microscopy Arvia pointed out the extensive possibilities of using the STM in the 
field of electrochemistry [9]. Unfortunately, up to now, the number of papers 
published on this subject is rather small [10-12]. 
In this article we show the application of an STM in a subfield of 
electrochemistry: electrocrystallization. 
Electrolytically grown silver single crystals were observed in three different 
ways. First optical microscopy was used to obtain an overall picture of growth 
phenomena. Secondly these phenomena were observed in more detail with the 
use of an STM operating under atmospheric conditions. Finally the same kind of 
growth phenomena were observed with a specially designed in situ STM by 
which it is possible to observe the surface while it is still immersed in the 
electrolyte. 
4.2.2 Optical Microscopy 
4.2.2.1 Experimental 
Silver single crystals were grown from 99.999% silver (Johnson Matthey), 
oriented along the <100> direction and spark cut (~4x4x6 mm3) in our 
laboratory, as was described before [13]. Next these crystals were embedded in 
silicone rubber, which covered up the crystal sidefaces during the growth 
procedure preventing these faces to grow. After the growth experiment this 
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rubber could easily be removed in order to place the bare crystal in an STM. 
The growth (or etching) procedures were performed in a specially designed 
in situ observation cell (which was described earlier [13]) containing a 0.1 M or 
1.0 M AgNOs / 1.0 M HCIO4 solution. During the process of growth (and also 
afterwards) the crystal surface could be observed continuously using an optical 
microscope (Reichert, MeF2). Growth phenomena were recorded on video tape. 
Using the differential interference contrast microscopy (DICM) technique 
(according to the Nomarski principle) it is possible to observe very small height 
differences (estimated detection limit ~50 Â). Despite this relative high 
resolution along the optical axis the lateral resolution is still poor and 
determined by the numerical aperture of the objective (lateral resolution 
~ 1 μπι). 
4.2.2.2 Results 
One of the major conclusions which resulted from earlier 
electrocrystallization experiments on silver [13] is that this system, in comparison 
with other crystal growth systems, is extremely sensitive to the presence of 
impurities. There is a continuous competition between growth and non-growth 
or between overpotential and impurity concentration. This finding can be 
illustrated shortly with the following (general) observations: 
1) When a crystal is activated by applying an overpotential (η < 0 mV) it 
does not show a homogeneous activity. Instead, due to the presence of an 
impurity layer, discrete crystallites develop. 
2) Only after a special etching procedure (see [13]) a larger part of the 
surface can be activated. This activity continues as long as the driving 
force for growth is high enough (to compete the impurities). 
3) Despite the fact that a surface shows activity and steps are moving acros 
this surface, mostly these steps very quickly transform into macrosteps or 
bunches, indicating to the presence of inhibitors adsorbed at the surface. 
To illustrate the possibilities of the use of optical microscopy (DICM) in 
electrocrystallization experiments and (at the same time) to show the seemingly 
erratic and random influence of impurities, figure 4.2.1 shows a series of in situ 
observations of growth phenomena on a Ag(100) surface. 
Figure 4.2.1a shows the structure of a surface which is clearly divided into two 
parts by a straight line (possibly a grain boundary). Originally both parts 
showed a homogeneous activity which can be seen from the layers of steps 
completely covering the surface. 
After a certain period of deactivation, during which the overpotential was set to 
zero, the original overpotential was re-established. Despite its previous 
homogeneous activity only on the left part of the sample growth was observed 
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Figure 4.2.1: 
In situ observations (successive in time) of growth phenomena on Ag(100) recorded with an 
optical microscope (DICM) (a - f: see text). 
212 
after this treatment. The section on the right hand side on the contrary 
remained completely inactive. This difference can be observed by comparing the 
figures 4.2.1a and 4.2.1b which were taken with a time interval of approximately 
10 seconds: on the left the bunches have grown and moved across the surface 
whereas on the right the (much lower) steps remained fixed at their original 
position. The origin of this difference in effectiveness of blocking by impurities 
might be due to this difference in stepheight. 
One way to reactivate an inactive surface is by etching it [13]. Figure 4.2.1c 
however shows the effect of such a procedure: only the previous active region 
shows small etchpits whereas at the right hand side no changes were observed at 
all. Even after a relative long time of etching (~ 10 minutes) the situation 
remained unchanged; only at the border in between both regions some first 
etching phenomena on the inactive section are visible (fig. 4.2.Id). 
When this etching procedure was followed by a new growth procedure, as 
expected growth effects were only visible on the left (fig. 4.2.le). Eventually, 
after quite a long period of growth (~ 20 minutes), the active region expands at 
the cost of the (still) inactive area (fig. 4.2.If). 
From figure 4.2.1 it might be clear that by using optical microscopy growth 
hillocks, macro steps, bunching and debunching processes and other growth 
phenomena can be observed. It is even possible to measure step velocities. 
Regarding the influence of impurities, however, it would be more interesting to 
know the exact height and moreover the exact shape of these bunches. Within 
the world of crystal growth a lot of (theoretical) attention is paid to these 
problems [14,15]. 
This question might be answered by the observation of these as grown surfaces 
with an STM. 
4.2.3 Atmospheric STM 
4.2.3.1 Experimental 
After a large part of the crystal was activated and visibly covered with 
growth layers the crystal was removed from the electrolyte solution, rinsed with 
demineralized/deionized water, dried and subsequently mounted in the STM. 
The atmospheric STM that was used operates with a unidirectional course-
translation of the sample (in the z-direction) by means of a micrometer spindle. 
The platinum-iridium tip is scanned by a piezo fine-positioning system which was 
described before [16] (optimal performances: total ranges: χ and y: 3000 A, z: 
5000 A, lateral resolution: 2-10 A, noise level: 0.15 A RMS in the tip-sample 
distance, intrinsic drift: < 0.5 A/min perpendicular and < 4 A/min lateral to the 
sample surface). The electronics that were used were based on the electronics 
used by van de Walle [17]. 
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4.2.3.2 Results 
Figure 4.2.2 shows four plots representative for the situation after growth. 
These plots were recorded on different areas on a Ag(100) sample with the 
following parameters: 
plotnr. 
2a 
2b 
2c 
2d 
I/,-. (-10-3 V) 
18 
18 
50 
50 
Λ(.ιο-Μ) 
2.0 
2.0 
0.25 
0.3 
scan area 
X 
350 
350 
43 
44 
(•10-10m) 
J-
350 
350 
43 
44 
where [/t_s is the potential difference between tip and sample and /t the selected 
tunneling current. 
Although during these measurements no atomic resolution was achieved 
with this microscope (like it was observed in earlier experiments with the same 
microscope operating under UHV conditions but also on graphite at atmospheric 
conditions) the plots show a well pronounced surface morphology which 
appeared to be quite reproducible. From these and a large number of other 
observations the following conclusions can be drawn: 
on a larger scale (e.g. 350 χ 350 Â2) often different regions can be discerned 
with rather large mutual height differences (e.g. in fig. 4.2.2a a height 
difference of ~1250 Â can be observed; however, the exact value might 
differ a little from this value because the data were not corrected for the 
shape of the tip, which can influence the data especially in the 
neighbourhood of extreme height differences). These regions probably 
correspond to the formerly active/inactive zones. This is in agreement with 
crystal growth theories which state that active regions are often covered by 
macrosteps resulting in a higher slope of the surface. On the contrary in a 
region with a smaller slope the steps will be lower and the stepdensity 
smaller. These kinds of regions will be stronger influenced by impurity 
adsorption. The inactive regions in between the higher areas have a 
undulating character. The surface structure of these regions resemble the 
images obtained by Sonnenfeld et al. after the deposition of a gold [10] or a 
silver film [11] on a substrate of graphite. 
Although sometimes rather steep slopes were observed (like the one in fig. 
4.2.2a), we do not think that these slopes represent a crystallographic face 
because this would imply an extreme misorientation with regard to the 
original (100) direction. In stead of this we believe that these slopes are a 
direct result of the extreme height differences between the active and 
inactive regions. 
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Figure 4.2.2: 
STM measurements under atmospheric conditions of electrolytically grown Ag(lOO) 
surfaces. (Dimensions in Â.) 
very often certain regions of the surface were catching the eye because of a 
relative high noise level (see e.g. fig. 4.2.2b). Frequently this increase in 
noise was observed on the edge of a macrostep. The explanation of this 
phenomenon might be the presence of impurities. Because on a macro step 
the process of adsorption of impurities differs from the one taking place at a 
flat surface (due to a difference in adsorption site) and because this process 
is not already in its thermodynamic equilibrium the slope of this step will 
only be partially covered by these impurities in an irregular way. After 
removal of the crystal from the solution, this inhomogeneity results in a 
noisy STM signal. 
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On the inactive areas in between these macro steps however, the adsorption 
equilibrium is already reached resulting in a more or less complete coverage 
of the surface This effect, which was called an "impurity blanket", was 
shown very clearly with the use of optical microscopy in a previous paper 
[13] It is expected that these impurities will also form a more or less 
homogeneous layer after removal of the crystal from the electrolyte 
Consequently the STM signal will be more stable 
from a number of different plots showing extremely steep slopes it can be 
concluded that the STM is functioning properly Only very seldomly some 
overshoot was observed at these locations but these kind of errors can be 
ascribed unambigiously to limitations in the operating of the ζ piezo fine-
positioning system 
Consequently it must be concluded that bunches of steps mostly show a 
curved shape This can be seen very well from the figures 4 2 2c and 4 2 2d 
With regard to the effect of impurities on crystal growth these kinds of 
observations of the slope of a macro step are very interesting 
More that 30 years ago Frank [14] postulated his kinematic wave (KW) 
theory in which he describes the propagation of steps across the surface of a 
crystal in the way Lighthill and Whitham [18] treated the problems of road 
traffic and river floods In this KW theory the basic parameters are the 
stepdensity /c, the step flux q and a postulated relation q = q(k) between 
the two Consequently two important velocities can be defined a 
(individual) step velocity v(k) = qlk and a so-called kinematic wave velocity 
c{k) = dqlàk 
One of the most important results of the KW theory is that it predicts the 
shape of a macro step, in a situation of growth two kind of bunches can be 
distinguished if —2- < 0 a KW-type I develops which has a discontinuity in 
àk 
the slope of the bunch at the rear side whereas its front side is rounded 
Consequently c(&) < v{k) If, on the contrary, —^- > 0 the slope 
dk 
discontinuity will be located at the front side whereas its rear side will be 
curved a KW-type II bunch having c(k) > v{k) 
In the case when surface active impurities are present in the mother phase 
the individual step velocities (and consequently the step flux q) will be 
influenced in a way which depends on the width of the terraces in front of 
these steps, ι e on the stepdensity к Generally speaking the relation 
q = q{k) will be changed 
The KW theory predicts that, in the case of presence of these kinds of 
impurities, a statistical fluctuation in the stepdensity к will eventually result 
in a macro step of type II This is exactly the shape of the bunch we 
observe in all of our STM measurements 
Therefore these measurements of the shape of bunches strongly indicate to 
the presence and influence of surface active impurities 
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In order to get a better vertical resolution momentarily experiments are in 
progress to examine an as grown silver single crystal in an UHV STM set up. In 
such a system van de Walle et al. already revealed steps on a silver single crystal 
with a height of one monolayer [19]. These crystals, however, were chemically 
etched. It will be interesting to investigate the presence of such low steps after a 
situation of growth. 
There is only one big disadvantage, both in the situation of using the 
atmospheric and the UHV STM. There will always be an uncertainty about the 
question how far the recorded surface morphology will be representative for the 
actual situation during growth. Removing the crystal from the solution most 
likely causes unwanted artefacts due to adsorption and relaxation phenomena. 
One way to eliminate these artefacts is to observe the crystal surface while it is 
still in the solution: the in situ STM. 
4.2.4 In situ STM 
4.2.4.1 Experimental 
The in situ STM represents a combination of two different experimental 
techniques: electrocrystallization and scanning tunneling microscopy. In the 
design of the apparatus both parts can be discerned. 
1. Electrocrystallization. 
The lower part of the in situ STM consists of a groundplate holding an 
electrocrystallization cell (see figure 4.2.3). Within this cell three electrodes are 
situated: in the centre the si ver single crystal representing the working electrode 
(W.E.), in close proximity to it a silver reference electrode (R.E.) whereas both 
electrodes are surrounded by the third one, a cylindrical shaped silver counter 
electrode (C.E.). These three electrodes are embedded in Araldit G2 (Ciba 
Geigy) forming the bottom of the electrochemical cell whereas the cylindrical 
sidewall is made of Teflon. In this way the electrolyte (a 0.01 M AgN03 
solution) will only be in contact with chemical inert material. The volume of the 
electrochemical cell during operation is about 1 cm3. 
Due to a special design the bottom part of the cell can be removed. In this way 
it is possible to polish the three electrodes simultaneously while at the same time 
the crystallographic orientation of the silver single crystal is preserved. 
The electrochemical experiments were carried out using a Wenking 
potentiostate (Bank, LB 75L) and a waveform generator (Hi-Тек Instruments, 
PPR1). During any of the electrochemical pretreatments the cell could be used 
as a real in situ cell after covering it with an observation window and placing it 
on the stage of an optical microscope (DICM, Olympus BH). Due to this facility 
it is possible to verify the surface morphology and the overall activity of the 
crystal before the STM experiment is started. This condition appeared to be 
important to obtain successful STM results. 
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Figure 4.2.3 (left): 
¡η situ STM taken apart showing the electrocrystallization part on the right and 
the tunneling section on the left hand side. 
Figure 4.2.4 (right): 
In situ STM in complete form. 
2. STM. 
The electrochemical cell forms one half of the complete in situ STM. Once 
the W.E. shows the desired surface morphology the glass window is removed 
and replaced by the second half of the STM, which can be placed on top of the 
bottom part (see fig. 4.2.3). Both parts are firmly pressed together by viton 
rings (see figure 4.2.4). 
The top half contains two essential elements: a course г-displacement facility and 
the fine-positioning system of the tip. The course z-displacement consists of two 
fine threaded bolts and a micrometer spindle. Due to their special position the 
displacement of the tip by the micrometer is reduced by a factor 7. With the 
course z-displacement it is possible to bring the tip as close to the surface that it 
is within the range of the fine z-displacement. 
The fine-positioning of the tip is achieved by one cylindrical shaped piezo tube 
(Vernitron), after the idea of Binnig and Smith [20], where scanning in the two 
perpendicular directions χ and y is possible due to a segmentation of the outer 
cylinder electrode into four sections (see figure 4.2.5). The sensitivity of this 
fine-positioning unit was calibrated with a contactless displacement sensor 
(Kaman, [21]) which resulted: x: 21.5 ± 1.0 Â/V, y: 26.0 ± 1.0 Â/V and z: 
18.4 ± 1 . 0 Â/V. (In a first approximation this sensitivity was not corrected for 
the mutual coupling between the x,y and ζ directions.) The maximum scanning 
ranges are in the order of 1 μηι in each of the three directions. The relative high 
voltages which were applied on the piezo element were shielded with a stainless 
steel tube surrounding it. 
218 
The tip was prepared from a 0.6 mm 90%Pt-10%Ir wire (Drijfhout, Amsterdam) 
which was subsequently mechanically sharpened, covered with a thin insulating 
layer of lacquer and electrochemically etched in a KCN solution using a 24 V 
AC voltage. The intention of the insulating layer is to reduce the conducting 
surface of the tip in the AgN03 solution as far as possible. 
Figure 4.2.5 (left): 
Detail of the in situ STM: cylindrical piezo element (with a subdivided outer electrode) 
acting as fine positioning system of the tip. 
Figure 4.2.6 (right): 
In situ STM placed in a spring system to reduce external vibrations. 
In order to obtain a rigid and stiff STM which shows a minimal thermal drift, 
the complete unit was constructed from stainless steel and weighted about 3 kg. 
This unit was placed in a spring system (see figure 4.2.6), to reduce external 
vibrations, which on its turn was placed in a thermo/electrical shielding box 
which was made of aluminum and Clark-foam. Finally this box was placed on a 
pillar in the cellar, detached from the building, to reduce the effect of building 
vibrations. 
The electronics that were used were the same as the one used with the 
atmospheric STM. 
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4.2.4.2 Problems 
As was noticed in the previous section the in situ STM represents a 
combination of two techniques: scanning tunneling microscopy and 
electrochemistry. Consequently there might arise some problems which we like 
to discuss. This discussion is divided into two parts representing two different 
electrochemical situations: 
1. without an electrochemical current (η = 0 mV) 
2. during growth (η < 0 mV). 
1. No electrochemical current (ц = 0 mV). 
After a sample is activated and the potentiostate is switched off (η = 0 mV) 
it is not too difficult to perform an STM experiment. However one has to be 
aware of the fact that by applying a potential difference between tip and sample 
a new electrochemical cell is created. As a consequence an electrochemical 
current can flow which may disguise the much smaller tunneling current or, even 
worse, the tip can start to grow due to silver deposition. Both problems can be 
solved by reducing the electrochemical current exactly to zero. This can be 
achieved by applying the correct potential difference between tip and sample: 
the difference between the equilibrium potentials of both metals in the current 
electrolyte. At the same time only when this potential difference is applied as 
the tunneling voltage difference one circumvents the problems described above. 
In practice the experiment can be carried out by first measuring the potential 
difference between tip and sample in the situation the tip is outside its tunneling 
range. Using this information the desired potential difference can be applied 
after which the tip can be brought within tunneling distance. 
However, when measuring the tip-sample potential difference, very often 
problems arise because this potential difference is not constant. The equilibrium 
potential of a piece of metal immersed in an electrolyte is strongly influenced by 
adsorption of foreign species at the surface. Due to these effects e.g. a large 
change in the equilibrium potential of a formerly active electrode was measured 
after the driving force of growth was taken away; clearly a process of 
deactivation is taking place. 
Of course the best solution of the problem of instability of the equilibrium 
potentials is to measure this potential difference continuously and to apply this 
variable potential value between tip and sample. 
A less elegant solution is to apply a potential difference between tip and sample 
which is supposed to be the limit value of the actual potential difference (tip 
polarized positive with respect to sample). In this way the tip will certainly not 
grow and the only disadvantage will be a small electrochemical current 
competing the tunneling current. Nevertheless in section 4.2.4.3 some 
interesting in situ STM measurements are shown which were recorded in this 
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way. 
2. STM during growth. 
Things are getting even more complicated in the case when it is desired to 
perform electrochemical growth and tunneling at the same time. The 
electrochemistry requires a potential difference η between C E . and W.E. (C.E. 
polarized positive with respect to W.E. during growth) resulting in an 
electrochemical current /
e c
 from C.E. to W.E. (normally /
e c
 ~ 1 mA in order to 
keep the surface active). The remaining problem is then to choose the proper 
value of the tip potential. 
In order to prevent deposition of silver on the tip, from a naive electrochemical 
point of view the potentials of C.E. and tip must be equal. This however would 
imply a potential difference η between tip and sample resulting in a strong 
electrochemical current between these two electrodes (because of the small 
distance between them). Consequently the tunneling current will be completely 
dominated by this DC offset. Another disadvantage of this situation is the 
unwanted local stimulation of the growth process in the neighbourhood of the 
tip. 
The ideal situation, from the tunneling point of view, is a small potential 
difference t/ t_ s between tip and W.E. which is equal to the difference in 
equilibrium potentials of both metals in the current situation (as described in 
section 4.2.4.2). To prevent silvering of the tip the same potential difference 
f7t_s must then be applied between C.E. and tip. Then, however, the 
overpotential η between C.E. and W.E. is zero and consequently no growth can 
occur. Thus the combination of electrocrystallization and tunneling forms a 
dilemma. 
From the equilibrium in situ STM measurements however we know that the 
precise value of the tip-sample potential difference is not too critical, reasonable 
images may be obtained also when that potential is a few mV above or below 
the equilibrium potential difference. So if the electrochemical part of the system 
would operate at an overpotential of 5-10 mV then a tip-sample potential drop 
of a few mV more than the equilibrium potential drop would be a good 
compromise. 
This however leads to a second dilemma. In order to operate the 
electrocrystallization process at such small overpotentials one needs ground 
electrolyte which increases its electrical conductivity. The high conductivity on 
the other hand implies a large DC offset in the tunneling current even when the 
tip-sample potential differs only little from the equilibrium potential. 
Another point to mention is the relation between the concentration of the 
electrolyte and the eventual resolution of the STM. In the electrochemical 
system both the tip and the W.E. are surrounded by a Gouy-Chapman layer 
which can be regarded as a charged double layer. As soon as these layers show 
overlap (when both electrodes approach each other) the DC current offset will 
increase. (A first approximation, in which this current between tip and sample 
traverses a cylindrical shaped conductor having the electrolyte (bulk) 
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conductivity, results in values of this current in the order of 1 η A for the 
situation of a 0.01 M А§МОз electrolyte.) 
The thickness of the Gouy-Chapman double layer shows an exponential 
dependence on the concentration of the electrolyte: the higher the concentration 
the smaller this thickness. (In the case of a 10~2 M 1:1 electrolyte at 25 0 C the 
1/e point of the potential profile is situated at a distance d = 30.4 Â from the 
electrode surface [22].) 
Consequently there are two limiting situations: 
i: in the case of a concentrated electrolyte the Gouy-Chapman layers will be thin 
and as a result the tip-sample distance can be chosen smaller resulting in a 
higher resolution. This situation however requires a very careful choice of the 
tip-sample potential. 
ii: in the case the concentration of the electrolyte is small the Gouy-Chapman 
layers will be much thicker and overlap will already take place at much larger 
tip-sample distances resulting in a smaller resolution. 
To cope with the dilemmas sketched above one has to compromise in the 
electrocrystallization overpotential, the tip-sample potential and the electrolyte 
concentration. Also lacquering of an as large as possible part of the tip will be 
useful. Finally it might be profitable to use an AC modulated potential 
difference between tip and sample in stead of the DC current detection 
technique, as was already suggested by Sonnenfeld et al. [11]. 
4.2.4.3 Results 
Figure 4.2.7 shows some first in situ STM recordings of electrolytically 
grown Ag(100) surfaces. The process of growth and the subsequent STM 
measurement was carried out in a 0.01 M AgNOs solution with a potential 
difference between tip and sample of ~-l-10 mV. The tunneling current was in 
the order of 10-20 nA whereas the electrochemical current between tip and 
sample (DC offset) amounted to ~ 5 nA. Due to these larger current values the 
usual series resistance of 10 ΜΩ to measure the tunneling current [16] was 
replaced by a 100 kQ resistance. The rest of the electronics was left unchanged. 
The first impression resulting from the observation of figure 4.2.7 is that the 
in situ STM operates amazingly well; the plots can be interpreted without any 
difficulties and show very little disturbances. Although again no atomic 
resolution was obtained the quality of the plots compares quite well to the 
atmospheric tunneling plots (fig. 4.2.2). Obviously the presence of a liquid layer 
does not introduce extra disturbances. It is even likely that this layer exhibits 
some kind of damping properties for acoustic vibrations. 
On the other hand it was expected that the introduction of a liquid would result 
in severe thermal instabilities due to evaporation processes. However, only a 
small increase in drift was observed, probably also due to the large mass of the 
microscope itself acting as a heat sink. 
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Figure 4.2.7: 
In situ STM measurements of electrolytically grown Ag(lOO) surfaces. 
(Dimensions in À ) 
Comparing the in situ plots with the ex situ plots the same kind of surface 
structures can be observed: on a larger scale mostly large height differences are 
present (see e.g. fig. 4.2.7a) whereas in between these higher regions gently 
undulating areas can be observed (fig. 4.2.7b,c,d). 
Although the bunches that were measured ex situ were not very steep, the 
ones measured in situ mostly even show smaller slopes (see e.g. fig. 4.2.7b,c). 
Once again the shape of the bunches resulting from the in situ measurements are 
a KW type II ( -^4 > 0, c(k) > v(k) ) . This implies that also from these 
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measurements the (in situ) influence of surface active impurities can be deduced. 
In a number of cases very clearly a series of lower steps could be discerned on 
the slope of a macrostep (see e.g. fig. 4.2.7d). From a crystal growers point of 
view this is very interesting because up to now no other technique could give this 
information about the structure of a macrostep. 
4.2.5 Conclusions 
Concluding this brief outlook to the application of an STM in an 
electrochemical system the following can be stated: 
a: crystallographic aspect: 
As well from the ex situ, but also from the in situ observations, kinematic 
waves of steps of type II were observed, which is a manifestation of surface 
active impurities. As far as we know this is one of the few techniques 
offering the possibility to reveal this kind of information. 
b: concerning the STM: 
in the equilibrium situation (η = 0 mV) it was shown that well defined 
scanning tunneling measurements can be obtained with a resolution, 
mechanical stability and thermal drift that are almost as good as the 
ones obtained with an STM operating under atmospheric conditions. 
This experience offers promising possibilities to the field of 
electrochemistry and more specifically electrocrystallization. 
in the non-equilibrium situation (η < 0 mV) we also believe STM 
measurements can be performed after making the proper choice for a 
few critical parameters: the potentials of tip, W.E. and C.E. in 
connection with the electrolyte concentration. The main goal in this 
choice must be the reduction of the (electrochemical) DC current 
offset. 
As a result real in situ STM will be possible. 
the final resolution which can be obtained in situ will be limited by the 
thickness of the Gouy-Chapman layers. Consequently the highest 
resolution in principle will be obtained in electrolytes with a higher 
concentration. 
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SAMENVATTING 
In dit proefschrift zijn de resultaten beschreven van een onderzoek naar het 
kristallisatie gedrag van een aantal verschillende stoffen die groeien uit hun 
waterige oplossing. Tijdens dit onderzoek werd speciaal aandacht geschonken 
aan een tweetal hoofdonderwerpen: de morfologie van het gegroeide kristal en 
de invloed van verontreinigingen op het groeiproces. 
Het eerste gedeelte (hoofdstuk 2) behandelt de bestudering van drie 
verschillende stoffen: kaliumwaterstofftalaat, ammoniumnitraat en nikkelsulfaat. 
In eerste instantie werd voor elk van deze stoffen een gedetailleerde 
zogenaamde "Periodic Bond Chain" (PBC) analyse verricht die een theoretische 
voorspelling van de morfologie voor elk van de drie kristallen opleverde. 
Tegelijkertijd werden de kristallen uit hun zoutoplossing gegroeid teneinde een 
morfologische vergelijking tussen theorie en experiment mogelijk te maken. 
Daarnaast werd in het geval van ammoniumnitraat gekeken naar de invloed van 
de drijvende kracht van het groeiproces, de relatieve oververzadiging σ, op de 
morfologie van het resulterende kristal. Dit onderzoek werd in situ uitgevoerd, 
d.w.z. tijdens het groeiproces. 
Naast de bulk morfologie, dit is de uitwendige vorm van het kristal, werden 
ook groeiverschijnselen aan het oppervlak van kristallen (de oppervlakte 
morfologie) bestudeerd. Dit werd met name gedaan op het (010) vlak van 
kaliumwaterstofftalaat (hoofdstuk 2.2) en op het (001) vlak van nikkelsulfaat 
(hoofdstuk 2.4). Hierbij werd gebruik gemaakt van gevoelige optische 
mikroskoop technieken als differentiële interferentie kontrast mikroskopie. Door 
deze techniek in situ toe te passen was het mogelijk verschillende interessante 
oppervlakte groeiverschijnselen te bestuderen, zoals voortbewegende treden, 
spiralen en het zogenaamde "bunching" verschijnsel: het opeenhopen van lagere 
treden tot hoge stappen op het kristaloppervlak. Tevens werden er effecten van 
in de oplossing aanwezige verontreinigingen gekonstateerd. Een groot gedeelte 
van deze verschijnselen kunnen worden verklaard met de resultaten van de PBC 
analyse. 
Omdat het (010) vlak van kaliumwaterstofftalaat een modelsysteem bleek te 
zijn voor het verrichten van in situ observaties, werd met behulp van dit systeem 
meer gedetailleerd gekeken naar de invloed van verontreinigingen op het 
kristalgroeiproces. Dit onderwerp wordt behandeld in het tweede deel 
(hoofdstuk 3). 
Allereerst werd een kwalitatieve speurtocht verricht naar de meest 
effectieve verontreinigingen door te kijken welk effect een groot aantal 
verschillende deeltjes had op de spiraalmorfologie (hoofdstuk 3.1). De hieruit 
resulterende vijf meest effectieve "remmers" van stappen-groei werden 
vervolgens onder verschillende groeiomstandigheden op een kwantitatieve 
manier onderling vergeleken op hun groei-remmende werking. Daarnaast 
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werden deze resultaten gerelateerd aan de uitkomsten van distributie metingen 
betreffende dezelfde verontreinigingen. 
Tenslotte werd het onderzoek gekoncentreerd op slechts twee van deze 
verontreinigingen die een opmerkelijke onderlinge kompetitie vertoonden met 
betrekking tot hun invloed op de (010) spiraal morfologie: Fe3+ en Ce3+ . Deze 
kompetitie werd op een kwantitatieve manier vastgelegd en de resultaten werden 
wederom vergeleken met de uitkomsten van distributie metingen van deze twee 
verontreinigingen. 
Het derde en laatste deel van deze thesis (hoofdstuk 4) gaat over een 
onderwerp waaraan weliswaar reeds gedurende een lange tijd onderzoek wordt 
verricht doch dat over het algemeen minder bekendheid geniet bij 
kristalgroeiers: elektrokristallisatie. Deze onbekendheid is op zijn minst 
merkwaardig te noemen daar elektrokristallisatie als kristalgroei systeem enkele 
bijzondere voordelen heeft boven de meer conventionele systemen. Zo wordt 
de drijvende kracht voor het groeiproces aangelegd als een potentiaalverschil 
waardoor deze parameter bijzonder nauwkeurig en bovendien snel kan worden 
geregeld. Daarnaast biedt elektrokristallisatie als een van de weinige systemen 
de mogelijkheid om middels een eenvoudige stroommeting de exacte 
groeisnelheid van het kristal te bepalen. 
In hoofdstuk 4.1 zijn een groot aantal in situ waarnemingen beschreven die 
zijn verricht tijdens het groeiproces van een zilver éénkristal. Omdat deze 
observaties waren gericht op de invloed van verontreinigingen op dit proces 
resulteerde het geheel in een duidelijk "verontreinigingen model" voor zilver. 
Ofschoon in situ zelfs vrij lage (bewegende) treden waarneembaar zijn is hun 
vorm echter niet te bepalen vanwege de eindige laterale resolutie, inherent aan 
de optische mikroskoop die gebruikt werd. Dit is jammer, want met name de 
vorm van de treden is interessant als het gaat om de invloed van 
verontreinigingen op kristalgroei. 
Daarom werd er een zogenaamde Scanning Tunneling Mikroskoop (STM) 
gebouwd waarmee het in principe mogelijk is de gegroeide oppervlakken op de 
zilver kristallen te bekijken met een veel hogere (atomaire) resolutie. Deze 
STM werd dusdanig ontworpen dat zowel ex situ ("droog") als in situ meten 
mogelijk is. In het laatste hoofdstuk (4.2) wordt deze nieuwe mikroskoop 
beschreven alsmede enkele eerste succesvolle metingen aan de zilverkristallen. 
Tenslotte dient vermeld te worden dat alle onderdelen in dit proefschrift 
reeds zijn of zullen worden gepubliceerd als afzonderlijke artikelen. Als direkt 
gevolg hiervan bestaat er een kans op een geringe mate van inhoudelijke 
overlap. Hoewel dit een nadeel zou kunnen zijn voor diegenen die dit werk 
volledig lezen ligt er anderzijds een voordeel, voor allen die het slechts 
gedeeltelijk lezen, in het feit dat elk onderdeel als afzonderlijke eenheid gelezen 
(en begrepen) kan worden. 
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Stellingen 
Behorend bij het proefschrift: 
"Crystal growth from solution; impurity effects on surface structure" 
I 
De effektiviteit van een groeiremmend deeltje tijdens kristallisatie processen in 
het algemeen wordt bepaald door twee factoren: de sterkte van de interaktie van 
dit deeltje met het oppervlak en de weerstand van dit deeltje jegens inbouw in 
het kristal. 
II 
De groeiremmende werking van cationcn tijdens het kristallisatie proces van 
watervrije, ionogene kristallen uit waterige oplossingen hangt direkt samen met 
de dehydratie eigenschappen van het betreffende cation. 
Dezelfde calionen vertonen deze werking daarentegen niet in het geval van 
waterhoudende kristallen als α NiSCVóIbO. 
dit proefschrift, hoofdstuk 3.1 en 2.4. 
III 
Teneinde bij kwantitatieve stepsnelheidsmetingen tijdens het groeien van 
ionogene kristallen uit waterige oplossingen geen hinder te ondervinden van de 
meest effektieve groeiremmers verdient het aanbeveling een geringe hoeveelheid 
EDTA toe te voegen aan het groeimedium. 
dit proefschrift, hoofdstuk 3.2 en 3.3. 
IV 
Ten onrechte gaan de meeste modellen voor de beschrijving van de invloed van 
verontreinigingen op kristalgroei uit van terras adsorptie terwijl vaak step 
adsorptie minstens zo belangrijk genoemd kan worden. 
N. Cabrera en D.A. Vermilyea, in: Growth and Perfection of Crystals, eds. 
R.H. Doremus, B.W. Roberts en D. Turnbull (Wiley, New York, 1958) p411. 
dit proefschrift, hoofdstuk 3.3. 
ν 
Door een eenvoudige mikroskopische observatie kan worden aangetoond dat het 
door Hitzig, Titz, Jüttner en Lorenz gehanteerde Matsuda model voor 
elektrokrislallisatic van zilver op een zilver éénkristal verfijnd moet worden. 
J. Hitzig, J. Titz, K. Jüttner en W.J. Lorenz, Electrochim. Acta Vol.29, No.3 
(1984) 287. 
dit proefschrift, hoofdstuk 4.1. 
VI 
De vanuit kristallografisch standpunt gezien onverwachte hoekafwijking van de 
oriëntatie van groeispiralen op het (001) oppervlak van α NiSO^ób^O moet 
kinetisch in plaats van kristallografisch geïnterpreteerd worden. 
W.J.P. van Enckevort en H. Klapper, J. Crystal Growth 80 (1987) 91. 
dit proefschrift, hoofdstuk 2.4. 
VII 
In de verklaring van de kliefbaarheid van ammonium nitraat fase IV langs het 
(001) vlak wordt door Choi en Mapes ten onrechte de Coulomb interaktie 
verwaarloosd. 
C.5. Choi en J.E. Mapes, Acta Cryst. B28 (1972) 1357. 
VIII 
Behalve ter voorspelling van de (uitwendige) morfologie van een kristal is het 
nuttig een zogenaamde Periodic Bond Chain (PBC) analyse uit te voeren om de 
oriëntatie van treden aan het oppervlak beter te kunnen begrijpen. 
IX 
Zolang er geen aantoonbaar Meissner effekt is gemeten duidt een sprong in de 
R-T curve van nieuwe materialen nog niet op het bestaan van supergeleiding in 
deze materialen. 
zie bijvoorbeeld: 
H. Ihara, N. Terada, M. Jo, M. Hirabayashi, M. Tokumoto, Y. Kimura, 
T. Matsubara en R. Sugise, Jpn. J. Appi. Phys. Vol.26 (1987) L1413. 
X 
Het feit dat het nedersaksische dialekt als voertaal benut kan worden in een 
aansluitend Duits gebied dat in oppervlakte vele malen Nederland overtreft, is in 
de rest van Nederland nauwelijks bekend en door taalgeleerden onvoldoende 
onderkend. 
XI 
De jaarlijkse toename van het voorkomen van het coloncarcinoom, een vorm 
van kanker aan de dikke darm, is geassocieerd met het westerse vetrijke dieet, 
arm aan calcium en voedingsvezels. Onderzoek naar preventieve 
dieetmaatregelen is van groot belang. 
M. Lipkin en H. Newmark, N. Eng. J. Med. 313, No.22 (1985) 1381. 
XII 
Een positief neveneffekt van het huidige gebruik om een academisch proefschrift 
te schrijven als een bundeling van een aantal afzonderlijke publikaties is gelegen 
in het feit dat het geheel toegankelijker wordt voor de grote groep personen die 
het slechts gedeeltelijk zal lezen. 
XIII 
Vanwege de vaak geringe verkrijgbaarheid is het vermelden van een academisch 
proefschrift in een lijst met referenties te ontraden. 
XIV 
Uit het feit dal de meeste mensen het verschijnsel "kristalgroei" associëren met 
de in de wereld van juweliers gebezigde term "groeibriljant", moet worden 
afgeleid dat deze term behalve commercieel ook wetenschappelijk gezien 
misleidend is. 
XV 
Hoewel sollicitatie gesprekken bij Nederlandse multinationals soms anders doen 
vermoeden impliceert het voorzitterschap van de plaatselijke hockeyclub niet 
noodzakelijkerwijs de aanwezigheid van meer managers kwaliteiten dan het 
binnen nominale tijd afronden van een academisch proefschrift. 
XVI 
Ofschoon de meeste chemici bekend zijn met extraktie verschijnselen en de 
diffusie wetten van Fick, blijkt dit niet uit het feit dat slechts zeer weinigen 
onder hen vóór het inschenken een vers gezette kan met koffie doorroeren. 
Marcel Hottenhuis 
11 maart 1988 


