ABSTRACT Teleoperating cyber-physical system (TCPS) has been considered as a promising technology to stretch artificial intelligences to remote locations. Many applications of TCPS demand operator and slaves to keep state consensus on the shared information. However, the cyber-and physical-constrained characteristics on TCPS make it difficult to realize such a consensus. This paper investigates the consensus problem for single-master-multi-slave TCPS with time-varying delay and actuator saturation. According to the communication structures of slaves, centralized and decentralized controllers are, respectively, designed to drive the consensus of master and slave robots. To simplify the information fusion in decentralized controller design, we use min-weighted rigid graph-based topology optimization algorithm to reduce the communication redundancy in slave site. Under time-varying delay and actuator saturation constraints, the sufficient stability conditions are presented to show that the centralized and decentralized controllers can stabilize the single-master-multi-slave TCPS. Moreover, the stability conditions are rearranged into a form of linear matrix inequalities, and then, the required initial stability conditions for master and slaves are developed. Finally, simulations and experiments are demonstrated to show the validity of the method. It is shown that the consensus controllers can guarantee the asymptotic stability of single-master-multi-slave TCPS, while the topology optimization can reduce the redundancy of communication links.
I. INTRODUCTION
With the advent of artificial intelligent technology, autonomous physical devices have increasingly been used as flexible sensing and computational platforms for a variety of applications, such as AlphaGo game, port surveillance, environment monitoring, disaster prevention and blind navigation in unknown environments; see [1] - [3] and the references. However, in some dangerous and dynamic scenarios (e.g., neutron monitoring for nuclear power industry), pure autonomy operation is not adequate for physical devices to achieve complicated missions. In such scenarios, it becomes favorable for multiple physical devices to cooperatively achieve the tasks assisted by human operators. Teleoperating cyber-physical system (TCPS), which is usually operated in a master-slave configuration, stretches artificial intelligences to remote locations and allows human to concentrate on high-level reasoning and decision making.An illustration of TCPS is shown in Fig. 1 . The application of TCPS includes multiple fields, e.g., space and deep sea exploiting systems, telemedicine and robot-assisted surgery systems, hazardous environment monitoring and rescue applications [4] .
One important issue for TCPS is to design appropriate controllers such that the group of physical devices can achieve state consensus on the shared information. Recent studies show that consensus capacitates numerous applications in conventional research areas, e.g., flocking and formation control in multi-agent systems [5] , as well as other newly emerging systems, for example, scheduling and optimization in wireless networks [6] , economic dispatch in smart grid [7] , privacy-preserving data aggregation [8] , and so on. In TCPS, consensus means that the states of master and slave physical devices (i.e., robots) converge to the same state value. To address this problem, consensus-based tracking controllers for master and slaves were designed in [9] and [10] . However, the influence of time delay between human operator and slaves is not considered. For a remote controlled TCPS, time delays associated with propagation are inevitable to a certain extent. Although some literatures have given time-delay based controllers for teleoperation system [11] , the proposed controllers cannot be directly adopted to solve the consensus problem for multi-slave TCPS due to the single-slave configuration. For seeking the cooperation of physical devices, a multi-slave configuration is preferred for TCPS. In multi-slave configuration setting, a consensusbased state convergence problem was investigated in [12] , however the time delays in communication channel are ignored. In [13] , a consensus-based formation controller was given to plan the trajectories of master and slaves, where the time delays in communication channel are assumed to be constant. In order to better capture the cyber-constrained characteristics, time-varying delays of TCPS are preferred. Moreover, in almost all control systems including TCPS, the physical devices are inherently limited by the physical nature of devices, i.e., the existence of actuator saturation. If actuator saturation is ignored, undesirable responses and even instability can occur [14] . Therefore, it is highly appreciate to take the time-varying delays and actuator saturation into the controller design process. Inspired by this, some methods have been proposed, for example [15] - [17] and the references therein. Nevertheless, the physical devices in the above literatures are single-master configurations, which cannot be directly applied to multi-slave TCPS. Also of relevance, our previous works [18] - [20] have investigated the formation control for single-master-multi-slave TCPS. However, with time delay and actuator saturation constraints, how to design a consensus controller to stabilize the TCPS is still not well addressed.
On the other hand, effective communication of master and slaves is critical for the achievement of consensus, especially when the communication channel and transmission power are limited. Normally, the communication structures can be classified into centralized and decentralized ones. Centralized structures (i.e., all slaves communicate with a single master [13] , [21] - [23] ) are effective with the minimum number of data transmission, however they are not practical in large-scale networks due to a variety of issues, e.g., the vulnerability to attacks, data traffic bottlenecks, and lack of flexibility, and the incapability to scale. In contrast, decentralized structures (i.e., neighbor rule is adopted to demonstrate the topology of master and slaves [18] , [24] ) achieve better performance on security, throughput, flexibility and scalability. By analyzing the neighbor rule-based topology relationship of slave robots, it reveals that some interactions are unnecessary. This drawback makes the communication in slave site complex and inefficient. In our previous work [19] , we design a rigid graph-based optimization scheme to save the communication consumption in slave site. Nevertheless, it is still unknown whether the rigid graph-based optimization scheme can improve the consensus performance in multislave TCPS.
In this paper, we are concerned with a consensus problem for multi-slave TCPS with time delay and actuator saturation constraints. As shown in Fig. 1 , master obtains the desired trajectory through human operator. The position and velocity signals are then sent to the slaves so that the slaves can track the motion of master. It is not a simple task of consensus tracking because the effect of environment force is also transmitted back to the master site so that the human operator can feel the presence of the remote environment. Main contributions of this paper are summarized as follows.
• A centralized controller is designed to enforce the consensus of master and slaves, and the sufficient stability conditions are given to show that the centralized controller can stabilize the master-slave TCPS. Compared with [13] , [22] , time-varying delay and actuator saturation are both incorporated in the controller design.
• To simplify the information fusion, a rigid graph based topology optimization scheme is given to reduce the redundancy of communication links. Then, a decentralized consensus controller is designed while the sufficient stability conditions are also presented.
• Rearrange the stability conditions into the form of linear matrix inequalities (LMIs), and then we estimate the domain of attraction (DOA). Based on this, the required initial stability conditions for TCPS can be obtained, such that master and slave robots can adjust the initial states to guarantee the consensus stability. Notation: R n denotes the n-dimensional Euclidean space, R n×n denotes the set of n × n real matrices, I represents the identity matrix, |·| denotes the absolute of a parameter, " * " denotes an ellipsis for the terms by symmetry, and superscript "T " is for matrix transposition. col(x 1 , · · · , x n ) represents a column vector by stacking column vectors x 1 , · · · , x n together. X > 0 means X is real symmetric positive definite.
II. PROBLEM FORMULATION A. DYNAMIC MODEL OF MASTER AND SLAVE ROBOTS
In this paper, the TCPS is composed of a single n-degree-offreedom (DOF) master robot and N n-DOF slave robots. The dynamics of master and slave robots are shown as
where q i ,q i ,q i ∈ R n are respectively the joint displacement, velocity and acceleration. M i (q i ) is the inertia matrix, C i (q i ,q i ) is the centrifugal and Coriolis matrix, G i (q i ) ∈ R n represents the gravitational torque, and F h ∈ R n and F i ∈ R n are the human-operator force (torque) and environment force (torque), respectively. τ i ∈ R n is the control torque restricted by a given saturation bound
i.e., each element τ ir of τ i satisfies |τ ir | ≤ T r where T r > 0 and r = 1, · · · , n. In addition, i = m denotes the master robot, and i = 1, · · · , N denotes the i th slave robot. The system (1) has the following properties [25] .
Property 2:
Property 3: For a manipulator with revolute joints, the gravity vector G i (q i ) is bounded, i.e., there exist positive constants ϑ r such that every element of the gravity vector,
In this paper, time delay from slave i to master can be denoted as d im (t), while the time delay from master to slave i can be denoted as d mi (t). For stability analysis, we give the following assumptions and lemmas. 
Assumption 2: Human operator and the environment in this paper are passive, i.e., for non-redundant manipulator,
Lemma 1 [14] : Given feedback matrices K , H , if the state vector x satisfies h j x ≤ M max,j , then
where h j is the jth row of H for all j = 1, . . . , n, sat(·) denotes the saturation function with level M max , and co{·} is the convex hull of a set. D denotes the set of n × n diagonal matrices D i with 0 or 1 as its diagonal entries, i.e., D = {D i :
The following example is given to explain Lemma 1.
Finally, one obtains sat(Kx) Fig. 2(a) is given to illustrate Lemma 1. For initial state vector x(0) = x 0 , the state trajectory is denoted as ψ (t, x 0 ), and the DOA of the origin is = {x 0 : lim t→∞ ψ (t, x 0 ) = 0}. A set is said to be invariant if all trajectories starting from the DOA will remain in it. With Lemma 1, we can place sat(Kx) into the convex hull of a group of linear feedbacks under the condition of L(H ) = {x : h j x ≤ M max,j } where j = 1, . . . , n. Notice that a subset VOLUME 5, 2017 of the set L(H ) is chosen to be an ellipsoid with the form ε (Q, ρ) = {x : x T Qx ≤ ρ}, where Q > 0 and ρ ∈ R + . Therefore, if ε (Q, ρ) is contractively invariant, it is inside the DOA. If n = 2, the relationship among L(H ), ε (Q, ρ) and the DOA is illustrated in Fig. 2 (b) . In this paper, we attempt to develop conditions under which ε (Q, ρ) is contractively invariant, and thus an estimate of the DOA can be obtained.
B. TOPOLOGY RELATIONSHIP OF MASTER AND SLAVES
In order to achieve state consensus, this paper attempts to design centralized and decentralized controllers for TCPS. In centralized controller, each slave bilaterally communicates with the master. Alternatively, decentralized controller relies on neighbor rule to describe the topology relationship of master and slaves, where each slave only communicates with the slaves in its neighborhood. To reduce the redundancy of communication links in slave site, the neighbor rule-based topology relationship can be optimized by a rigid graph. Inspired by this, some basic concepts of rigid graph are introduced [27] .
A graph G is a pair of vertices V = {1, . . . , N } and edges E ⊆ V × V. The graph is said to be undirected if (i, j) ∈ E and (j, i) ∈ E. The number of vertices in V is shown as |V| # , while the number of edges in E is |E| # . An edge denoted as (j, i) means that node i can receive the information from node j. For slave robot i (i = 1, · · · , N ), sensing sensor is mounted at the base of the manipulator, and the position of this sensor is denoted by p i ∈ R 3 . The neighbor set of sensor i is denoted by i = {j ∈ V: p i − p j ≤ r, j = i}, where r > 0 is the sensing range. When sensor j is a neighbor of sensor i, it means that slave robot i can communicate with slave robot j. Based on this, the adjacency matrix A = [a ij ] ∈ R N ×N is defined, where a ij > 0 if j ∈ i and a ij = 0 otherwise. With connectivity maintenance, we assume the master robot can always transmit and access the state information of one slave robot, and the graph describing the information structure of salvers is assumed to be connected, where a graph is connected if any two vertices can be joined with a path.
Given a graph G = (V, E) with N vertices, positions
A graph is infinitesimally rigid graph if it only has trivial infinitesimal flex. The detailed definition of the concept of infinitesimal rigidity is presented in [28] . Correspondingly, the rigidity matrix R(G) is defined as the |E| # × 3 |V| # matrix, i.e.,
where each row 0
j is a row 3-vector in the three columns corresponding to node i.
All infinitesimally rigid networks are rigid, and infinitesimal rigidity of a graph is a stronger condition than rigidity. The following proposition is given to show the relationship between infinitesimally rigid graph and rigidity matrix.
Proposition 1: A graph with N > 3 vertices in R 3 is infinitesimally rigid if and only if rank(R(G)) = 3N − 6. An infinitesimally rigid graph G = (V, E) with N > 3 vertices and 3N − 6 edges is minimally rigid. If every edge of the graph G = (V, E) is weighted by its length, a minweighted rigid graph is the minimally rigid graph which has the minimally weighted sum in all infinitesimally rigid graphs.
C. PROBLEM FORMULATION
Two problems are considered in this paper, centralized consensus controller design and rigid graph-based decentralized consensus controller design.
Problem 1 (Centralized Consensus Controller Design):
In order to achieve state consensus, we attempt to design a centralized consensus controller and give the stability conditions, whose DOA is estimated to guarantee the state consensus.
Problem 2 (Rigid Graph-Based Decentralized Consensus Controller Design):
To improve the flexility and scalability, we attempt to design a decentralized consensus controller while the stability conditions and DOA are also given. Moreover, a rigid graph based topology optimization scheme is provided to reduce the redundancy of communication links.
III. MAIN RESULT
In this section, we detail the consensus controller design process. We first design a centralized consensus controller to enforce the state consensus of master and slaves. Then, a decentralized consensus controller is designed, while a rigid graph based topology optimization scheme is given to reduce the redundancy of communication links.
A. DESIGN OF CENTRALIZED CONSENSUS CONTROLLER
Under centralized network topology, master robot tracks the geometric center of slave robots, i.e., q m → 1 N N i=1 q i , and slave robots move as a group along the states enforced by the master robot, i.e., q i → q m . Then, the centralized consensus controller for master and slave robot i (∀i = 1, · · · , N ) is designed as
where K m , α m , K i , α i ∈ R n×n are gain matrices. With Property 3, one obtains that |G ir (q)| < ϑ r for ∀r = 1, . . . , n. Then, the rth element M max,r of M max satisfies M max,r ≤ T r − ϑ r . The control framework is shown in Fig. 3 . To demonstrate the DOA, bounds of the initial values are defined as
where δ m1 , δ sr1 , δ er1 and δ er2 are positive parameters.
Remark 1: As the relative distances between slaves are usually very small, time delay between slaves is omitted in this paper. In contrast, the distance between master and slaves is large, and thus time delay is considered in (4) .
Several notations are defined in Appendix A. With these notations, the following theorem is given.
Theorem 1: Consider TCPS (1) with controller (4) and Assumption 1. If there exist positive definite matrices W r , R mr , R sr , S r , R r , P 1 , P 2 and matrices X r , N r , M r , H αm , H km , H αr , H kr , ∀r = 1, · · · , N with proportional dimensions such that the following matrix inequalities hold
and
is the ith row of H km , the same with h αmi , h kri and h αri , then closed-loop TCPS (1) is stable. Moreover, the estimate of DOA for (1) is = {q m0 ,q sr0 , q m0 − q sr0 : δ ≤ 1}.
Proof:
Obviously, it is obtained that V > 0. Based on Property 2 and Assumption 2,V 1 is given aṡ
From Lemma 1,V 1 can be expressed aṡ
The time derivative of V 4 is given bẏ
By applying Lemma 2 and
we have the following conclusion
We apply the Jensen inequality, then we can have
Similar results are obtained by
If there exists a matrix X r such that 1r > 0, one has
With the above results, one haṡ
Calculation ofV 2 ,V 3 andV 5 is omitted due to the limited space. For r = 1, · · · , N , the following free-weighting matrices are considered, i.e., n r = 2ξ
Under (6) and (7), we haveV < 0 for ∀x ∈ ε (Q, ρ)\{0}
Remark 2: In Theorem 1,V < 0 with < 0 and 1r > 0 for all
As is a convex matrix with respect to d i (t) andḋ i (t), it is required to guarantee < 0 at the vertices of the interval
Thus, < 0 can be solved as LMIs optimization problem. With the LMIs Toolbox in MATLAB, the above inequalities are feasible and easily computed.
It is interesting to come up with a solution such that the estimate of DOA is maximized. In our previous work [16] , we have provided an LMI-based strategy to choose the desired parameters for the single-slave TCPS. The proposed strategy in [16] can provide a guideline to choose the desired parameters, and then the following optimization problem is obtained. √ . Furthermore, if the lower bound of delay is fixed, the estimate of DOA varies inversely with the size of time delay, i.e., the larger the range of delay is, the smaller the estimate of DOA is. For simplicity, the optimization is considered for the case δ m1 = δ sr1 = δ er1 = δ er2 . We can fix some parameters and optimize others by the same way.
B. DESIGN OF DECENTRALIZED CONSENSUS CONTROLLER
In Section III-A, the consensus controller (4) is based on a centralized mode, where master is required to acquire all slaves' state information and there is no cooperation among slaves. However, the applications of centralized implementation are not feasible in large-scale networks. To overcome this shortage, this section designs a decentralized consensus controller, where each slave cooperates with its neighbors to accomplish the cooperative consensus.
The prerequisite of cooperation is connectivity maintenance through the installed sensors. As mentioned in Section II-B, sensing sensor for each slave robot i (i = 1, · · · , N ) is mounted at the base of each manipulator, and the position of this sensor is denoted by p i ∈ R 3 . Combining with connectivity maintenance, this section uses min-weighted rigid graph to optimize the neighborhood relationship of slave robots. With the optimized communication topology, a decentralized consensus controller is designed to compensate the time-varying delay and saturation effects. As it is mentioned above, the min-weighted rigid graph is infinitesimally rigid. Then, referring to the properties of infinitesimally rigidity, we know that the topology in minweighted rigid graph is connected. Thus, the min-weighted rigid graph can guarantee the connectivity maintenance.
In the following, we attempt to design a topology optimization scheme. By analyzing the relationship between local rigidity and global rigidity of a graph, we give the following properties.
• If an arbitrary vertex i ∈ V and its neighbors
• If any frameworkǴ = (V,É) of a rigid graph G = (V, E) is replaced with any other rigid graphG = (Ṽ,Ẽ), it is concluded that the obtained global graph is still rigid. With above properties, we have the following lemma.
is the global min-weighted rigid graph. With Lemma 3, Algorithm 1 is provided to obtain the minweighted rigid graph for slave robots. Compared with "neighborhood rule" based topology, the communication links of slave robots in min-weighted rigid graph are minimum on the condition of rigidity retaining. Additionally, the sum of the energy balance weights for sensor nodes is also the minimum. Algorithm 1 is summarized as: 1) Obtain the local minweighted rigid graph for slave robots; 2) Delete the edges which are not in the global min-weighted rigid graph.
Algorithm 1 Design of Topology Optimization Scheme
Input: A local unoptimized graph Under the optimized communication topology, the decentralized consensus controller is designed as
where ∀i = 1, · · · , N . K m ∈ R n×n , α m ∈ R n×n , K i ∈ R n×n and α i ∈ R n×n are gain matrices to be designed. b i > 0 if master can exchange information with slave i, and b i = 0 otherwise. With Property 3, one obtains that |G ir (q)| < ϑ r for ∀r = 1, . . . , n. As such, the rth element M max,r of M max satisfies M max,r ≤ T r − ϑ r . The control framework is shown in Fig. 4 . The property of connectivity maintenance in Algorithm 1 is given by the following theorem.
Theorem 2: After the neighborhood topology relationship of slave robots is schematically denoted by a min-weighted rigid graph G m with Algorithm 1, we have the following conclusions: 1) The topology G m is 3-connected; 2)The average degree of each slave robot is 6.
Proof: With Algorithm 1, min-weighted rigid graph G m is generated. As mentioned above, a graph is rigid if the only smooth motions are those corresponding to translation and rotation of the whole formation (see [29] , [30] for a precise definition), thus each slave in rigid graph has at least three neighbors for rigidity requirement. This means any two slaves have at least three connected paths, i.e., the topology G m is 3-connected.
There are 3N − 6 communication links for N slave robots. It is noticed that the sum of the degree for all slaves is 
and 
a ij e T ij Z i e ij ,
where e mi = q m − q i and e ij = q i − q j . Clearly, V > 0. With Property 2 and Assumption 2,V 1 ,V 2 , andV 3 are given aṡ
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With Lemma 1 and
where 0 < η r ≤ 1 and 
Based on Newton-Leibniz formula, the following equalities hold
where
, and ceil(·) is the ceil function (the smallest integer greater than or equal to).
From (18) to (21), we haveV = (15) is satisfied, we havė
The estimate of DOA is obtained from δ ≤ 1. Similar to the optimization in Section III-A, the following optimization problem is obtained Similarly,
holds. Then a maximized estimate of DOA is obtained as δ max = 1/ √ .
IV. SIMULATION AND EXPERIMENT RESULTS
This section gives the simulation and experiment results to verify the effectiveness of the proposed consensus controllers.
A. SIMULATION ON A SINGLE-MASTER-MULTI-SLAVE TCPS
In the simulation, a single-master-multi-slave TCPS consists of seven 3-DOF manipulators (i.e., one master robot and six slave robots), and the model is given as
whose components of motion dynamics are given in [31] and [32] and i ∈ {1, 2, 3, 4, 5, 6}. For clear illustration, model parameters of an arbitrary manipulator 1 are given as follows. Define 
where m 11 = θ 1 + θ 2 cos 2 q 12 + (θ 3 + θ 5 ) sin 3 q 13 + 2θ 6 cos q 12 sin q 13 , m 12 = 0, m 13 = 0, m 21 = 0, m 22 = θ 4 + θ 5 − 2 sin(q 12 − q 13 ), m 31 = 0, m 23 = m 32 = θ 5 − θ 6 − 2 sin(q 12 − q 13 ), m 33 = θ 5 , c 11 = −(θ 2 sin q 12 cos q 12 + θ 6 sin q 12 sin q 13 )q 12 + ((θ 3 + θ 5 ) sin q 13 cos q 13 + θ 6 cos q 12 cos q 13 )q 13 , c 12 = −(θ 2 sin q 12 cos q 12 + θ 6 sin q 12 sin q 13 )q 11 , c 13 = ((θ 3 + θ 5 ) sin q 13 cos q 13 + θ 6 cos q 12 cos q 13 )q 11 , c 21 = (θ 2 sin q 12 cos q 12 +θ 6 sin q 12 sin q 13 )q 11 , c 22 = θ 6 cos (q 12 −q 13 )(q 13 − q 12 ), c 23 = θ 6 cos (q 12 − q 13 )(q 12 −q 13 ), c 31 = −(θ 3 + θ 5 ) sin q 13 cos q 3q11 −θ 6 cos q 12 cos q 13q11 , c 32 = 0, c 33 = 0, G 1 = 0, G 2 = θ 7 cos q 12 and G 3 = θ 8 sin q 13 . In special, θ 1 = 32, θ 2 = 34, θ 3 = 20, θ 4 = 74, θ 5 = 1, θ 6 = 2, θ 7 = −926 and θ 8 = −685.
Some parameters used for the simulation are designed as follows: 30 , 30}, and the saturation level is ±6 for i ∈ {1, 2, 3, 4, 5, 6}. The single-way forward and backward time delays are chosen to be random variables with uniform distributions. The initial conditions for master and slave robots are given as:
T on the master, where F x , F y and F z are the force components in X-axis, Y-axis and Z-axis, respectively. The human exerted forces F are designed as:
We first investigate the performance of centralized consensus controller (4) . With the centralized mode (e.g., [13] , [21] , [22] ), the communication topology of master and slave robots is shown in Fig. 5 (a) . It can be seen that each slave robot bilaterally communicates with the master robot, while there is no cooperation among slave robots. Under the centralized topology relationship, we adopt centralized consensus controller (4) to drive the states of master and slave robots. With the centralized consensus controller, angles of manipulators, i.e., q m , q 1 , q 2 , q 3 , q 4 , q 5 and q 6 , are shown in Fig. 5(b) . Consensus errors of angles, i.e., q m − q 1 , q 1 − q m , q 2 − q m , q 3 − q m , q 4 − q m , q 5 − q m and q 6 − q m , are shown in Fig. 5(c) . Clearly, state consensus can be achieved because all the consensus errors approximately converge to the value of zero. Moreover, the control torques for master and slave robots with the centralized consensus controller are provided by Fig. 5 (d) . When the sufficient stability conditions are satisfied for the centralized consensus controller (4), it can be shown that control torques in Fig. 5(d) are smooth,and they are restricted by the saturation bounds.
In the following, we investigate the performance of decentralized consensus controller (14) . As mentioned above, [18] and [24] ) and the optimized topology in this paper. the neighbor rule-based network topology can increase some unnecessary interactions, and the redundancy makes the communication complex and inefficient. Fig. 6(a) shows the topology relationships of the slave robots in neighbor rule decentralized modes (e.g., [18] , [24] ). With the unoptimized topology, we use the decentralized controller (14) to achieve state consensus. The angles of manipulators, i.e., q m , q 1 , q 2 , q 3 , q 4 , q 5 and q 6 , are shown in Fig. 6(b) . Consensus errors of angles, i.e., q m −q 1 , q 1 −q m , q 2 −q m , q 3 −q m , q 4 −q m , q 5 −q m and q 6 −q m , are shown in Fig. 6 (c) . Clearly, consensus can be achieved because consensus errors approximately converge to zero. Fig. 6(d) shows the control torques, and control torques are smooth while being restricted by the saturation bounds.
When Algorithm 1 is adopted to optimize the network topology, we can obtain the optimized topology of master and slave robots, as shown in Fig. 7(a) . Obviously, communication complexity in this paper is the least, as the communicate links in this paper is 12, while Fig. 6 (a) 15. With the optimized min-weighted rigid graph, we use the decentralized controller (14) to achieve state consensus. The angles of manipulators are shown in Fig. 7(b) , and the consensus errors of angles are shown in Fig. 7(c) . Similar to the unoptimized network topology, consensus can be guaranteed as all consensus errors approximately converge to the value of zero. Control torques for master and slaves with the centralized consensus controller are provided by Fig. 7(d) . When the sufficient stability conditions are satisfied for our controllers, it can be shown that control torques in Fig. 7(d) are smooth, and they are restricted by the saturation bounds. Notice that the topologies in centralized and decentralized modes are different, and this characteristic leads to the differences of stress points for human operator. Thus, the final convergence values are different with the centralized and decentralized modes. As our objective is to ensure the state consensus of master and slave robots, thereby the difference of final convergence values does not affect the whole performance of state consensus for multi-slave TCPS.
Finally, we give the comparison results. Fig. 8(a) shows the average degree for each slave robot, and the degree in unoptimzied topology is fixed as 6. It can be seen that the degree in this paper converges to 6 with the number increasing of slave robots, i.e., the degree in this paper can meet the demand of connectivity maintenance. In Fig. 8(b) , the number of communication edges in slave site is given. It can be seen that the topology in this paper can reduce some redundancy links by comparing with the unoptimized topology.
B. EXPERIMENT ON A MULTI-SLAVE TCPS
Experimental results are presented in this section. The experiment platform is composed of three Phantom Premium 1.5HF robotic arms, i.e., one master robot and two slave robots with 3-DOF positional sensing. This platform is provided by SensAble Technologies, Inc, which is shown in Fig. 9(a) . In this section, we only check the effectiveness of the proposed centralized consensus controller, due to the limited number of slave robots in our lab.
In the communication channel, the time delays between master and slave robots are deigned to be random variables, which are with uniform distributions. Master robot is operated by human operator to obtain the desired state trajectory, and two slave robots are enforced to track the trajectory of master robot. With the Jacobian coordinate transformation, the experiment is transformed from angles to position space.
Under the consensus tracking controller (4), the two slave robots can effectively track the trajectory of the master robot as shown by Fig. 9(b) . To show more clearly, Fig. 9(c) show the position trajectories of master and slave robot. In addition, position errors during the consensus process are shown in Fig. 9(d) . Obviously, consensus task is achieved, because all the states errors approximately converge to zero.
V. CONCLUSION AND FUTURE WORKS
In this paper, we investigate the consensus problem for delayed single-master-multi-slave TCPS in the presence of actuator saturation. To achieve consensus task, centralized and decentralized consensus controllers are respectively designed for TCPS, such that the master robot can track the slave robots while each slave robot keeps state consensus with the master robot. Stability conditions are given to illustrate that the consensus tracking controller can stabilize the TCPS. We also give a min-weighted rigid graph based topology optimization scheme to simplify the information fusion in decentralized controller design. Finally, simulation and experiment results are performed to show the validity of our proposed methods.
In future, more complex environments will considered, such as the consensus control in underwater environment. Moreover, how to describe the time delay in underwater environment is also our future work.
APPENDIX A NOTATIONS FOR THEOREM 1
is block entry matrix such asẽ 2 
where col(·) stands for a column vector by stacking them together. 3 , as shown at the top of the next page. 0 9nN ×n 0 9nN ×nN 0 9nN ×nN 0 9nN ×nN 0 9nN ×nN 0 9nN where the subscript i ν ∈ {1, 2, . . . , N |b i ν = 0}, ν = 1, 2, . . . ,¯ m , and i ν+1 is the smallest integer lager than i ν , i.e., i ν+1 = ceil(i ν ). 
