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Abstract
Wind stress is often parameterised in ocean-atmosphere coupled models by a simple
drag law, which depends quadratically on the atmospheric velocity at a reference height.
Strictly speaking, this drag law should be written as a quadratic function of the differ-
ence between the ocean and atmosphere velocities. The two different cases give very
similar magnitudes of stress, however recent studies have shown that including the
ocean velocity in the calculation of stress leads to a significant reduction in wind power
input to the ocean. While this effect has previously been modelled in gyre circulations,
this work is the first to investigate it in the Southern Ocean, using the eddy-resolving
quasi-geostrophic coupled model Q-GCM. In this model, including the ocean velocity
in the stress calculation is found to reduce power input, but paradoxically the circum-
polar transport is increased. The increase in transport is a consequence of two main
factors: eddy saturation of the Antarctic Circumpolar Current, and eddy damping un-
der the ocean velocity dependent stress. This result is unique to the Southern Ocean,
and it adds to the substantial body of evidence that the Southern Ocean can only be
modelled accurately if eddies are resolved.
The wind stress parameterisation scheme is also modified to include temperature
coupling in the Southern Ocean. Scatterometer observations have established a strong
link between wind stress gradients and sea surface temperature (SST) gradients, due
to convection in the atmospheric boundary layer caused by SST fronts. A simple
modification to the wind stress is implemented, coupling the quadratic drag law to the
temperature difference between the ocean and atmosphere. This simple representation
is shown to be consistent with scatterometer observations, and the coupling constant
is calibrated using known correlations between stress and SST in the Southern Ocean.
Unlike the ocean velocity dependent stress, the temperature coupled stress is found to
have a negligible effect on the mean flow in this model.
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Chapter 1
Introduction
This thesis is based upon a model of the circulation in the Southern Ocean (SO). In
particular, the model deals with the Antarctic Circumpolar Current (ACC), a region
where the ocean circulation is unblocked by continental boundaries. The focus is on
two problems in parameterising wind stress. Wind stress is parameterised by a drag
law, which depends quadratically on the difference between the atmosphere and ocean
velocities (Eq. 1.8). This drag law can also be approximated using the atmosphere ve-
locity only (Eq. 1.9). This thesis compares the circumpolar flow under these two stress
regimes, and how they affect the wind power input to the ocean. The second problem
is the impact of sea surface temperature fronts (SST) in altering local stress patterns.
These SST interactions with the wind stress are modelled by a simple modification to
the quadratic drag law (Eq. 1.21). This chapter begins by outlining some features of
ocean circulation that motivate the investigation of wind stress. This is followed by a
review of recent studies on the two areas of interest. The chapter concludes by setting
out the aims of this project.
1.1 Components of the Ocean Circulation
The oceans are of primary importance to the Earth’s climate, in terms of regulating
temperature and heat transport. For example, the entire atmosphere has the same
heat capacity as only the top three metres of the oceans. This great difference in heat
capacity means that heat transfer at an ocean-atmosphere interface largely acts to
regulate the temperature of the atmosphere to that of the ocean. Another consequence
of the ocean’s large heat capacity is that most of the heat energy absorbed from solar
radiation is stored in the oceans. Ocean circulation plays a key role in redistributing
this heat.
The Earth is approximately in thermal equilibrium, with the incoming solar radi-
ation balanced by the outgoing blackbody radiation. The incoming radiation is highly
dependent on latitude, with much higher intensity at low latitudes (near the equator)
than at high latitudes (near the poles). If we ignore the Earth’s axial tilt, the daily
average solar radiation I at a given latitude θ is given by (eg: Vallis, 2006)
I(θ) =
S
pi
(1− α) cos θ (1.1)
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where S is the solar constant, and α is the earth’s albedo. This representation of
I captures the basic latitudinal dependence of solar radiation, without including the
details of seasonal changes (due to the axial tilt).
The emitted blackbody radiation E given by Stefan’s Law, depends only on tem-
perature T (in Kelvin):
E = σT 4 (1.2)
where σ is the Stefan-Boltzmann constant. Earth’s temperature range is mostly con-
fined within a few tens of degrees of its average temperature (288 K), so the outgoing
radiation is much more uniform than the incoming radiation. This gives rise to net
heating in equatorial regions, and net cooling in high latitudes. It is partly via the
oceans that this excess heat is transported from the equator towards the poles.
Circulation in the oceans can be divided into two distinct types. The first type
is near-horizontal, geostrophic circulation, forced primarily by the wind. Two types
of geostrophic circulation are discussed below; ocean gyres, which are found in the
majority of the world’s ocean basins, and the zonally re-entrant channel flow of the
ACC. The second type of ocean circulation is the meridional overturning circulation
(MOC), which communicates water between the surface and the abyssal ocean. Both
types of circulation are important to the transport of heat from equator to poles.
1.1.1 Geostrophic Circulation
The primitive momentum equation for a fluid in the rotating reference frame of the
Earth is (eg: Pedlosky, 1987)
Du
Dt
+ 2Ω× u = −∇p
ρ
+ g +
F
ρ
(1.3)
where u is velocity, t is time, D/Dt = ∂/∂t+u · ∇ is the advective derivative, Ω is the
Earth’s angular velocity, p is the pressure, ρ is the density, g = −gk is the gravitational
vector and F represents the dissipation due to friction. The coordinate system is chosen
to align with geopotential surfaces, where x and y are the coordinates in the eastward
and northward directions respectively, and z is in the ‘vertical’ direction, pointing out
of the Earth’s surface. In the remainder of this section the effects of friction are ignored,
setting F ≈ 0. Since vertical motions are typically small compared to horizontal ones,
the z component of the momentum equation reduces to the hydrostatic balance
∂p
∂z
= −ρg. (1.4)
The horizontal components of the momentum equation can be simplified when scaled by
the characteristic velocity U , the characteristic lengthscale L and the Coriolis parameter
f = 2Ω sin θ. The Rossby number Ro = U/fL is the ratio of inertial accelerations to
Coriolis accelerations, which summarises the importance of the Earth’s rotation to the
flow. If Ro  1, then the advective terms in Eq. (1.3) can be ignored, leaving a
balance between the Coriolis acceleration and the pressure gradient. This is known as
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the geostrophic approximation (eg: Pedlosky, 1987), and is given in cartesian form as
fu = −1
ρ
∂p
∂y
(1.5a)
fv =
1
ρ
∂p
∂x
(1.5b)
where u and v are the velocity components in the eastward and northward directions
respectively. The geostrophic approximation gives a steady state description of the
large scale flows in the ocean and atmosphere, and does not allow for time-dependent
velocity fields. Although it is a greatly simplified model, it gives an accurate description
of most ocean surface currents.
1.1.2 Ocean Gyres
Since the geostrophic equations are steady-state only, they must be coupled to an
equation of state, such as an advective buoyancy equation, to allow for time-dependent
flows. The resulting problem is non-linear and cannot be solved analytically. The
Stommel model (Stommel, 1948) simplifies this by vertically integrating over the ocean
depth. This eliminates the thermodynamics, giving a model which is linear and depends
only on the wind stress (Vallis, 2006). The Stommel model assumes a flat-bottomed
ocean, with friction parameterised by linear drag at the ocean floor. It relates the
meridional velocity v¯ (the overbar indicates a depth integrated quantity), to the wind
stress curl:
βv¯ = curlz(τt − τb) (1.6)
where β = ∂f/∂y is assumed to be constant, τt is the wind stress at the ocean surface,
and τb is the stress at the ocean floor. curlz( ) is defined as the z-component of
the vector curl operator ∇ × ( ). The Munk model (Munk, 1950) makes the same
simplifications, but instead uses drag at the sidewalls, rather than the ocean floor. The
Stommel-Munk model uses friction both at the sidewalls, and at the ocean floor.
If bottom friction is small, it is possible to simplify Equation (1.6) to a balance
between wind stress and meridional velocity:
βv¯ ≈ curlzτt. (1.7)
This is known as Sverdrup balance (Sverdrup, 1947). It gives a useful qualitative de-
scription of meridional geostrophic flow in an ocean gyre system. Figure 1.1 shows an
illustration of Sverdrup balance, applied to a rectangular box ocean basin. The sinus-
oidal wind stress forces a gyre circulation as shown in the streamfunction. The wind
stress curl is negative, which causes a negative meridional velocity (southward) through
the interior of the basin. The strong western boundary current is a consequence of the
variation of the Coriolis parameter with latitude (Stommel, 1948). Although Sverdrup
balance gives a useful description of gyre circulation, its quantitative predictions are
not always consistent with observations. This is mainly due to non-negligible vertical
velocities, which are explicitly ignored in the derivation of Eq. (1.6).
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Figure 1.1: A simplistic Stommel model reproduced from Vallis (2006) showing (a) wind stress
varying sinusoidally in the y direction; (b) streamfunction of the resulting gyre circulation.
There is a strong northward flow along the western boundary, and a much slower southward
return flow in the interior.
Sverdrup balance requires a pressure difference between the east and west bound-
aries of the ocean basin. Across the latitude band of Drake Passage in the SO, the
Sverdrup balance does not apply (Rintoul et al., 2001), because there are no zonal
boundaries to support a pressure difference. A pressure profile around a zonal contour
must return to its original value, which implies that there is no net meridional geo-
strophic flow: v¯ = 0. The ACC is dynamically unique, since it is the only major ocean
current with no zonal boundaries.
1.1.3 Dynamics of the ACC
Since Sverdrup balance does not apply in the ACC, the flow must be limited by other
factors. The flow of the ACC is balanced primarily by momentum gained at the
surface (from the westerly wind) and lost at the ocean floor. This is in contrast to gyre
flows, which are controlled by the wind stress curl (Eq. 1.7). Thermodynamic effects
may also be important, however the momentum balance is thought to be the primary
mechanism limiting the flow. Friction plays only a minor role in the momentum balance
of the ACC. If the flow is assumed to be limited by friction either at the sides or the
bottom of the current, then the computed transport is at least an order of magnitude
greater than the observed value (of order 100 Sv), using accepted values of lateral
and vertical viscosity (Munk and Palme´n, 1951). Early attempts to model the ACC
could not explain the observed transport using realistic constraints of both wind stress
and friction (eg: Hidaka and Tsuchiya, 1953; Gill, 1968). This has become known as
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Hidaka’s dilemma.
In light of the discrepancy between friction based models and observations, Munk
and Palme´n (1951) proposed that the ACC transport is not limited by friction, but by
topographic form stress, also known as mountain drag. This is a process by which flow
across topographic features creates pressure gradients, which oppose the flow. Since the
actual measurement of topographic form stress is not feasible, models have provided
the only method of testing Munk and Palme´n’s hypothesis.
A major hurdle for numerical models of the ACC is that the momentum balance
depends greatly on the resolution of the model. Coarse resolution models of the ACC,
where the grid length is larger than the eddy radius, do not support Munk and Palme´n’s
hypothesis (Gill and Bryan, 1971; Bryan and Cox, 1972). This is because the vertical
viscosity is too small to create a downward momentum flux sufficient to balance the
input of momentum from the wind stress. On the other hand, models which resolve
eddies do support the concept of topographic form stress balancing the wind stress
from the surface (McWilliams et al., 1978; Wolff et al., 1991).
Eddies create interfacial form stress, which acts to transfer momentum downwards
much faster than viscous shear forces. Straub (1993) argued that in the presence of
eddies, the transport of the ACC may actually be independent of wind stress (provided
that the stress is at least large enough to create baroclinic instability in the first place).
Using a two-layer quasi-geostrophic (QG) model of the ACC, Straub argued that the
velocity of the flow is approximately limited to the velocity at which baroclinic instabil-
ity first develops. This theory, also known as eddy saturation, can give a reasonable
estimate of the transport of the ACC. However, the eddy saturation theory assumes
that baroclinic instability is dominant throughout the channel, whereas it may only be
confined to regions of elevated topography (Hallberg and Gnanadesikan, 2001). An-
other issue is that under eddy saturation, the predicted transport is highly dependent
on the stratification (Straub, 1993; Hallberg and Gnanadesikan, 2001; Hogg and Blun-
dell, 2006).
Diapycnal overturning may also be important in setting the transport of the ACC.
It has been argued that the eastward momentum gained at the surface is commu-
nicated down to bottom water through buoyancy-driven overturning, where a west-
ward topographic form stress can then limit the flow (Gent et al., 2001; Hallberg
and Gnanadesikan, 2001). Figure 1.2 (reproduced from Hallberg and Gnanadesikan,
2001) illustrates the different processes by which momentum is transferred downwards,
showing (a) diapycnal fluxes, (b) stationary eddies, and (c) transient eddies. Diapycnal
overturning also plays a key role in setting the stratification, which directly affects the
transport under eddy saturated flow. Therefore QG models of the ACC are limited,
since they explicitly ignore thermodynamic effects, and cannot simulate overturning.
In this project we use a three layer QG model of the ACC, with a fixed stratifica-
tion. We work under the hypothesis that the downward transfer of momentum is, to
first order, created by eddy-related interfacial form stress, and overturning effects are
ignored.
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Figure 1.2: Illustration of the different processes by which momentum is transferred down-
wards in an ACC-like channel (reproduced from Hallberg and Gnanadesikan, 2001). In each
scheme, wind stress at the surface is balanced by bottom (ie: topographic) form stress, and the
northward Ekman flux from the wind is balanced by a southward geostrophic flux. Eastward
momentum is transferred downwards via diapycnal overturning in scheme (a), and by interfacial
form stress created by eddies in schemes (b) and (c).
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1.1.4 Meridional Overturning Circulation
The meridional overturning circulation (MOC), formerly known as the thermohaline
circulation, is the process by which warm surface water from low latitudes is transported
towards the poles, before sinking and returning to low latitudes as deep water. The
term ‘thermohaline’ implies that the circulation is forced only by temperature and
salinity gradients, but this name has been revised to reflect the importance of other
factors such as wind and tidal forcing (Munk and Wunsch, 1998).
Cold, saline water that sinks in polar regions gradually returns to the surface, and
upwells across the stratification of the deep ocean. This upward diapycnal transport
is balanced by downwards diapycnal mixing of heat, assuming that the stratification
is steady. The amount of work required to sustain the MOC is still a topic of debate.
Munk and Wunsch (1998) estimated that 2.1 TW of mechanical work is required to
generate the requisite amount of mixing. A number of authors (Munk and Wunsch,
1998; Wunsch, 2002; Wunsch and Ferrari, 2004; Huang, 1999) have attributed the
required 2 TW of power primarily to wind power (> 1 TW), and secondly tidal power.
Munk and Wunsch argue that buoyancy forcing plays no role in maintaining the
MOC. This argument is based on the postulate that when a fluid is heated and cooled
at the same vertical level, it cannot convectively overturn (Huang, 1999). This postu-
late states that convection can only occur if the heat source is below the cooling source.
However, laboratory and numerical analogues of the MOC have shown that an over-
turning circulation can be maintained by differential heating at the upper boundary
of a fluid (Mullarney et al., 2004; Hughes and Griffiths, 2006). These analogues show
that the buoyancy forcing plays a significant role in maintaining the MOC, and that
the required mixing energy may be much less than 2 TW. Thus the role of mechanical
mixing in the MOC is yet to be fully determined. However, if mechanical mixing does
play an important dynamical role in the MOC, then wind power input is crucial to our
understanding of the MOC.
Wind power input plays an important role in maintaining both geostrophic flows,
and possibly the MOC. Therefore an accurate representation of wind power input is
necessary for a realistic ocean model. Since wind power input depends directly on
wind stress (§1.2.1) the parameterisation of wind stress is a key component of creating
a successful ocean model. The following two sections will outline two subtleties in
parameterising wind stress. Section 1.2 outlines the effects of including the ocean
velocity in the wind stress, while Section 1.3 introduces coupling between wind stress
and sea surface temperature (SST). This project will examine both of these subtleties
in the context of a model of the ACC.
1.2 Wind Stress Dependence on Ocean Velocity
Wind stress τ can be parameterised by a simple quadratic function of the difference
between atmospheric wind at 10m altitude au and the ocean surface velocity ou (eg:
Pacanowski, 1987)
τ1 = aρCd|au− ou|(au− ou) (1.8)
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where aρ is the density of air at sea level and Cd is the drag coefficient, which is ap-
proximated as a constant. Standard wind stress parameterisations often neglect the ou
contribution, because typical atmospheric velocities are of order au ∼ 10 ms−1, whilst
ocean velocities on a basin scale are ou ∼ 0.1 ms−1. Thus Eq (1.8) is approximated
by setting au − ou ≈ au, giving a wind stress that depends only on the atmospheric
velocity (eg: Pedlosky, 1987)
τ0 = aρCd|au|au. (1.9)
In some regions, this approximation becomes far less accurate, because ocean sur-
face velocities become comparable to wind velocities. Pacanowski (1987) pointed out
that in equatorial regions, ou ∼ 1 ms−1, and au ∼ 6 ms−1, so that the use of τ0 intro-
duces errors in τ greater than 10%. However, in most parts of the ocean au is 2 orders
of magnitude larger than ou, so it is not obvious that including ou in the wind stress
parameterisation should change the behaviour of the flow significantly.
1.2.1 Power Input to the Oceans
Power input from the wind to the ocean is the dot product of the ocean surface velocity
and the wind stress (eg: Stern, 1975, p114):
Power =
∫∫
ou · τdA (1.10)
which is integrated over the ocean surface. To align with current literature, the ‘power’
P is hereafter referred to as the integrand of Equation (1.10). This definition is in fact
the power per unit area:
P = ou · τ . (1.11)
Using the two different parameterisations of wind stress given by Equations (1.8) and
(1.9), we may define the corresponding power inputs P1 and P0:
P1 = ou · τ1 (1.12a)
P0 = ou · τ0. (1.12b)
For the purposes of this project we will assume that P1 is the exact power, and P0 is
an approximate value, which neglects ou. It is also convenient to define the quantities
Pdiff and τdiff
Pdiff = P0 − P1 (1.13a)
τdiff = τ0 − τ1. (1.13b)
In other words, τdiff measures the difference between the approximate wind stress τ0
and the exact value τ1, and Pdiff measures the difference between the approximate and
exact power input.
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1.2.2 Estimate of Power Difference
Duhaut and Straub (2006) used a scaling argument to show that including ou in the
wind stress reduces the basin integrated power input by at least 20%. Their argument
was derived from the assumptions that:
• |au|  |ou|,
• au has large horizontal length scales, and
• ou can be thought of as the sum of oubasin and oumesoscale,
where |oumesoscale| is generally much larger than |oubasin|, but
∫
oumesoscale · τ0 dA goes
to zero when integrated over the basin. Given these assumptions, τ0 projects well onto
the basin but poorly onto the mesoscale, so that:
〈τ0〉 ∼ aρCdau2 (1.14a)
∴ 〈P0〉 ∼ aρCdau2 oubasin (1.14b)
where the angled brackets represent area averages (over the basin). τ1 can be approx-
imated using |au− ou| ∼ |au|
τ1 = aρCd|au− ou|(au− ou) (1.15a)
∼ aρCd|au|(au− ou). (1.15b)
This approximation of τ1 retains the important contribution of the ocean velocity to
the direction of stress, whilst ignoring its relatively small magnitude. This allows a
direct comparison of τ1 to τ0, which yields a simple estimate of their difference τdiff
τdiff = τ0 − τ1 (1.16a)
∼ aρCd|au|ou. (1.16b)
Thus τdiff projects well onto ou and because |oumesoscale|  |oubasin|, we have:
〈τdiff〉 ∼ aρCdauoumesoscale (1.17a)
〈Pdiff〉 ∼ aρCdau(oumesoscale)2 (1.17b)
hence,
〈Pdiff〉
〈P0〉 ∼
(oumesoscale)2
auoubasin
. (1.18)
Then by substituting in the typical sizes of each velocity, au ∼ 10 ms−1, oumesoscale ∼ 0.2
ms−1 and oubasin ∼ 0.02 ms−1, we obtain a ratio of 〈Pdiff〉 / 〈P0〉 ∼ 0.2. In other words,
using τ1 instead of τ0 reduces the basin scale power input by approximately 20%. This
is somewhat counterintuitive given that P0 and P1 typically differ by less than 5% at
any point.
Duhaut and Straub (2006) also investigated this difference in a QG model of a
double-gyre simulation. Their modelling found that 〈Pdiff〉 / 〈P0〉 ranged between 0.2
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Figure 1.3: A schematic of the wind velocity u, as a function of height z, in the atmospheric
boundary layer. H is the reference height, at which au is measured. Fig. (a) shows the velocity
profile in thermal equilibrium (based on Vallis, 2006, Fig. 2.10), while (b) shows a velocity
profile that has been perturbed by convective upwelling.
and 0.35. Subsequent modelling of the North Pacific (Dawe and Thompson, 2006)
and the North Atlantic (Zhai and Greatbatch, 2007) have found similar values of
〈Pdiff〉 / 〈P0〉. Similar values of this ratio have been estimated in scatterometer studies
(Hughes and Wilson, 2008; Xu and Scott, 2008).
The studies discussed above show that including the ocean velocity in the wind
stress leads to a significant reduction in the wind power input to the ocean. This
occurs despite only a small change in the magnitude of stress. The power reduction
is caused by strong correlations between the stress difference τdiff and the mesoscale
ocean velocity.
1.3 Wind Stress Dependence on SST
When the ocean and atmosphere are in thermal equilibrium, the velocity profile of the
atmospheric boundary layer resembles that of Figure 1.3a. The wind velocity at the sea
surface matches the ocean surface velocity and increases sharply with height near the
surface. Far from the boundary layer, the atmospheric velocity profile then approaches
the geostrophic value asymptotically. In terms of characterising the velocity difference
between ocean and atmosphere, wind velocities are measured at a reference height of
10m above sea level. This 10m reference velocity is used to parameterise wind stress,
as in Equations (1.8) and (1.9).
When the atmospheric temperature is different from the SST, there will be a sens-
ible heat flux across the air-sea interface. If the heat flux is large and positive, the
atmospheric boundary layer will become unstable and begin to convect. Convection
increases the thickness of the boundary layer, and perturbs the wind velocity profile
near the sea surface (Spall, 2007), as shown in Figure 1.3b. The perturbed wind velo-
§1.3 Wind Stress Dependence on SST 11
city profile increases the velocity shear near the surface, thereby increasing the wind
stress on the sea surface. In this project we refer to the effect SST has on the wind
stress as ‘temperature coupling’. Below we shall outline the experimental evidence of
coupling between SST and wind stress, and discuss recent attempts to model this effect
numerically.
1.3.1 Correlations between SST and Wind Stress
The impact of temperature coupling upon wind stress is to create gradients in wind
stress that correlate with SST gradients. Evidence of such correlations is based on
scatterometer data and other satellite imaging techniques (Chelton et al., 2001, 2004;
O’Neill et al., 2003, 2005). These studies investigated the relationship between the
divergence of the perturbation wind stress ∇ · τ ′, and the perturbation downwind SST
gradient, (∇T · τˆ )′ (where T is the SST and τ is the wind stress). The primes denote
the perturbation fields of each quantity, with the large scale mean fields removed. The
spatial filtering required to obtain these perturbation fields is discussed in detail in
Section 2.3.2.
It has been shown that for many regions of the world’s oceans, the relationship
between ∇ · τ ′ and (∇T · τˆ )′ is linear. There is also a linear relationship between the
curl of the perturbation wind stress (∇ × τ ′) · k, and the cross-wind SST gradient
(∇T × τˆ )′ · k. In other words
∇ · τ ′ = αd(∇T · τˆ )′ and (1.19a)
(∇× τ ′) · k = αc(∇T × τˆ )′ · k (1.19b)
where αd and αc are the correlation coefficients in each case. The αd coefficient were
found to be consistently larger than the αc coefficient, by roughly a factor of 2. These
large differences indicated that the wind stress response to SST gradients was strongly
dependent on the alignment between the wind and SST fronts. The correlation coef-
ficients also exhibited a strong dependence on location, with different results found in
tropical regions (Chelton et al., 2001) than in the SO (O’Neill et al., 2003). For a
review of these satellite studies, see Chelton et al. (2004), which compared correlations
as described by Equations (1.19a) and (1.19b), between the wind stress and SST in a
number of major oceanic regions (see also Chelton et al., 2004, Fig. 4).
1.3.2 Modelling the Atmospheric Response
Observational studies such as those referred to above have established that there is
an important link between SST and the wind stress. The basic mechanism is simple;
regions of warm SST drive convective upwelling in the atmospheric mixed layer, leading
to divergence in the atmospheric boundary layer. Conversely regions of cold SST give
rise to convergence in the atmospheric boundary layer. However, it is not known
whether these effects could qualitatively change the behaviour of general circulation
models, or other ocean-atmosphere models in general.
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Small et al. (2003) investigated the atmospheric response to SST changes, using
a numerical atmosphere model using (time-dependent) SST as a boundary condition.
Here the SST was prescribed from observations. Their simulated atmospheric response
agreed with observations of the wind direction, giving similar correlations to those of
Chelton et al. (2004). However, the model of Small et al. (2003) did not allow the wind
field to feed back into the evolution of SST.
Spall (2007) modelled the atmospheric response to SST fronts, using an idealised
2-dimensional model with 1 horizontal dimension (across the front) and a vertical
dimension. As in Small et al. (2003), Spall’s model prescribed an SST front, and sim-
ulated the atmospheric response. Spall (2007) examined the difference in atmospheric
response between (a) wind blowing from the cold to the warm side of front, and (b)
wind blowing from the warm to the cold side of the front. In case (a), he found that
the height of the atmospheric boundary layer increased sharply downwind of the front,
whereas in case (b), the atmospheric boundary layer increased over a much greater
distance. The magnitude of the increase in case (a) was much larger than case (b).
Spall (2007) also calculated a correlation coefficient between wind stress and tem-
perature:
αs =
∂τ
∂T
. (1.20)
This coefficient has a different definition to those of Chelton et al. (2004): αd and αc
given by Equations (1.19a) and (1.19b) respectively. However, all of the coefficients
are of the same dimension, and at some level compare the change in τ to the change
in T across SST fronts. Therefore, they may be reasonably be expected to be of the
same order of magnitude. Spall (2007) found that in the warm-to-cold case, αs =
−0.024Nm−2 ◦C−1, whereas in the cold-to-warm case αs = 0.020Nm−2 ◦C−1. This is
of similar magnitude to the correlation coefficients found by Chelton et al. (2004) and
other studies, which give αd ∼ 0.015Nm−2 ◦C−1 and αc ∼ 0.01Nm−2 ◦C−1.
1.3.3 Modelling the Ocean Response
A recent study by Hogg et al. (2008) investigated this coupling between SST and wind
stress in a high resolution QG ocean model, coupled to a dynamic atmospheric mixed
layer. This is the only model to date, that has allowed the ocean to evolve in response
to SST-wind stress coupling. Instead of coupling the wind stress to gradients in SST as
in Spall (2007), Hogg et al. (2008) parameterised the wind stress response as a function
of the temperature difference between atmosphere and ocean at each point. Their wind
stress was a simple modification of Equation (1.9), which is labelled below as τκ:
τκ = aρCd(1 + κ∆T )|au|au (1.21)
where ∆T = To−Ta (SST – atmos. temp.) and κ is a coupling parameter1 adapted from
Spall (2007). Hogg et al. (2008) acknowledged that this was a crude parameterisation of
1Hogg et al. (2008) labelled this coupling parameter α, but we label it κ to avoid confusing it with
αc and αd.
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the SST-wind stress coupling, and that their coupling parameter was poorly constrained
by observations. They varied κ as an experimental parameter, and investigated its effect
on an idealised gyre circulation model. They found that including κ in the wind stress
led to a substantial slowing of the gyre circulation, despite only a small change in τ at
each point.
1.4 Project Aims
This project investigates two subtleties in parameterising wind stress as outlined above;
firstly the effect of including ocean velocity in the calculation of wind stress, and
secondly the coupling of wind stress and SST.
To date, the power difference Pdiff (Eq. (1.13a)) has only been modelled numerically
for gyre circulations. The effect has not been investigated in a SO model, where the
geostrophic flow cannot be estimated from the Sverdrup balance. A large fraction of
the global wind power input to the oceans occurs in the SO, due to the strong westerly
winds and the relatively high velocity of the ACC. This project is the first to investigate
the effect of including the ocean velocity in the stress, in the context of a numerical
model of the SO. This project uses a QG model with a high resolution ocean (10 km
grid), coupled to a dynamic atmospheric mixed layer. In particular, τdiff and Pdiff are
measured both locally, and integrated over the model domain. We also investigate the
qualitative flow changes caused by including ou in the wind stress.
The second aim is to model SST-wind stress coupling in the SO, using the para-
meterisation of Hogg et al. (2008): Eq. (1.21). We attempt to find the optimal value
of the coupling parameter κ using the observational data of O’Neill et al. (2003) and
Chelton et al. (2004). Although this model cannot explicitly set values of αc and αd
as defined by those studies, the model can feasibly compute αc and αd. Thus, by an
iterative procedure, the coupling parameter κ (defined by Eq. 1.21) can be adjusted to
obtain correlations that agree with O’Neill et al. (2003) and Chelton et al. (2004). This
work is the first to model SST-wind stress coupling in the SO, and aims to evaluate
the importance of such coupling in the SO. In particular, this project tests whether
the reduced flow found in gyre circulations (Hogg et al., 2008) also occurs in the SO.
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Chapter 2
Model: Q-GCM
The numerical experiments in this project are carried out using the quasi-geostrophic
coupled model, Q-GCM Version 1.4.0. This chapter outlines some key dynamical fea-
tures of the model, describes the structure, and presents the key equations of motion.
A full description of the model is given in the Q-GCM users’ guide (Hogg et al., 2003a),
and in Hogg et al. (2003b). We present only those features which are relevant to this
project, as the project required several new programming modules to be added to Q-
GCM. These additions are described in detail in section 2.3, after the main features of
the model have been outlined.
2.1 Dynamic Features
The model consists of three quasi-geostrophic (QG) ocean layers, three QG atmosphere
layers, an ocean mixed layer and an atmosphere mixed layer. In this project, only the
ocean component plus the atmosphere mixed layer are permitted to evolve dynamically;
the three QG atmosphere layers are set to a fixed pressure profile. A schematic diagram
of this layer structure is shown in Figure 2.1, with the 3 non-evolving atmospheric layers
labelled as the ‘Atmos. QG component’.
2.1.1 Quasi-Geostrophic Equations
The three bulk layers of the ocean evolve according to the linearised QG equations.
This section outlines the QG equations, and their implementation in Q-GCM. In order
to maintain the flow of this section, we outline our operator notation before introducing
the equations of motion. The symbol ∇ refers to the horizontal grad operator i ∂∂x+j ∂∂y ,
and J refers to the 2D Jacobian operator, defined by:
J(a, b) =
∂a
∂x
∂b
∂y
− ∂a
∂y
∂b
∂x
. (2.1)
All other symbols used in the equations of motion are defined in Table 2.1. Note that
‘pressure’ refers to dynamic pressure, i.e. pressure divided by mean density.
The QG equations are formulated in terms of the time evolution of potential vor-
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Figure 2.1: Schematic diagram of the layered structure of Q-GCM (not to scale). The QG
dynamics of the atmosphere are prescribed by a fixed pressure field; only the ocean and the
mixed layers are allowed to evolve in time.
ticity (PV) in each layer:
∂q1
∂t
=
1
f0
J(q1, p1)− A4
f0
∇6p1 + f0
owek
H1
(2.2a)
∂q2
∂t
=
1
f0
J(q2, p2)− A4
f0
∇6p2 (2.2b)
∂q3
∂t
=
1
f0
J(q3, p3)− A4
f0
∇6p3 + δek2H3∇
2p3. (2.2c)
The first two terms of Eqs. (2.2a-c) represent the advection of PV and its dissipation,
and are common to all three layers. The last term of Eq. (2.2a) gives the change in
layer 1 PV due to Ekman pumping at the surface, and is a function of wind stress (Eq.
2.28). The last term of Eq. (2.2c) is a frictional drag term from the bottom Ekman
layer.
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Symbol Description
pk Dynamic pressure in layer k
qk Potential Vorticity in layer k
Hk Mean layer height of layer k
ηk Height perturbation of the lower interface of layer k
g′k Reduced gravity between layers k and k + 1
owek ocean Ekman velocity (in z-direction)
δek Bottom Ekman layer thickness
f0 Coriolis parameter
A4 Biharmonic diffusion coefficient
αbc Non-dimensional boundary coefficient
∂
∂n Outward normal derivative
∆x Horizontal grid spacing
Table 2.1: Description of the symbols used in the Q-GCM equations.
Pressure is determined from the PV by inverting:
f0qk = ∇2pk + f0β(y − y0) + f
2
0
Hk
(ηk − ηk−1) (2.3)
for pk. Interface height perturbations are given by:
ηk = −pk − pk+1
g′k
for k = 1, 2 (2.4a)
η0 = η3 = 0. (2.4b)
The east and west boundaries are periodic, so that the channel reconnects in the x
direction, as is the case in the ACC. The pressure on the north and south boundaries
is given by
pk = fk(t) (2.5)
where fk(t) is different on the north and south boundaries. The function fk(t) satisfies
a mixed boundary condition constrained by conservation of mass and momentum,
following McWilliams (1977) (see Appendix B of Hogg et al. (2003a)). We also need
to apply boundary conditions for the derivatives of pressure on the north and south
boundaries. These are given by another mixed condition (Haidvogel et al., 1992), in
terms of normal derivatives:
∂2pk
∂n2
= −αbc
∆x
∂pk
∂n
and (2.6a)
∂4pk
∂n4
= −αbc
∆x
∂3pk
∂n3
. (2.6b)
We use the β-plane approximation
f = f0 + βy (2.7)
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where the constant β is calculated as
β =
∂f
∂y
y0 (2.8)
with the plane centred at y0 = 55◦S.
As a diagnostic tool, we also introduce a streamfunction ψk for each ocean layer k,
defined by
ψk(x, y) = −Hk
f0
pk(x, y). (2.9)
Streamfunction is related to the ocean velocity (uk, vk) in layer k by
uk =
1
Hk
∂ψk
∂y
(2.10a)
vk = − 1
Hk
∂ψk
∂x
(2.10b)
so that the flow follows contours of ψk. Note that ψk has dimensions of volume per
unit time, and the total transport through the channel for each layer is
Transport = ψk(y2)− ψk(y1) (2.11)
where y1 and y2 are at the southern and northern boundaries respectively. ψk is
constant along the southern and northern boundaries, since the pressure is constant
along those boundaries (2.5).
One of the main strengths of Q-GCM is its ability to resolve mesoscale flow in
the ocean. For the simulations used here, the ocean resolution is set to 10 km. This
is smaller than the first and second Rossby radii (33,19) km, so it can accurately
resolve eddy activity. The presence of eddies plays an important role in the momentum
balance of the ACC. Eddies transfer momentum downwards through interfacial form
stress. This enables topographic form stress to limit the flow to much smaller velocities
than would otherwise be the case (as discussed in §1.1.3). In this model, we include
topography at the ocean floor, derived from the known topography of the ACC. The
mean depth of our current is set to 4 km, and the topographic gradients are modelled
upon the real topography of the ACC, although it is truncated at ±900m from the
mean ocean depth. We have observed that if the topography is replaced by a flat
bottomed-ocean, the equilibrium velocity is approximately 10 times larger than it is
when the ACC topography is present. This situation is similar to Hidaka’s dilemma,
where the modelled transport is unrealistically large, in the absence of topographic
form stress.
2.1.2 Mixed Layers
We now outline some key dynamics of the mixed layers. In all that follows, the su-
perscripts a and o, when placed in front of a symbol, denote atmospheric and oceanic
quantities respectively. For example, aT is the atmospheric temperature, and oT is the
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oceanic temperature.
The mean temperatures of both the ocean and atmosphere are set explicitly, while
the temperature anomaly is allowed to vary locally. The temperature anomaly in the
oceanic mixed layer oTm is determined by
∂
∂t
oTm = − ∂
∂x
(oumoTm)− ∂
∂y
(ovmoTm) + oK2∇2(oTm)− oK4∇4(oTm)− F0 + F
′
S
oρoCpoHm
(2.12)
where the mixed layer velocity (oum, ovm) is determined by a sum of geostrophic forces
(due to pressure gradients), and the dynamic wind stress (oτx, oτy)
(oum,o vm) =
1
f0
(−∂p1
∂y
,
∂p1
∂x
) +
1
oHmf0
(oτy,−oτx). (2.13)
We use both Laplacian and biharmonic diffusion, with coefficients oK2 and oK4 respect-
ively. Heat flux is determined by a combination of insolation F ′S and ocean-atmosphere
heat flux F0. Insolation is the sum of a mean and a latitudinally varying compon-
ent FS = F¯S + F ′S(y), where the latitudinal varying component is chosen so that it
integrates to zero over the domain:
F ′S(y) = −|F ′S | cos
(piy
Y
)
. (2.14)
Wind stress (oτx, oτy) is calculated using a quadratic drag law. We use three different
parameterisations of this drag law; each parameterisation is outlined in section 2.2.
The temperature anomaly in the atmospheric mixed layer aTm is given by
∂
∂t
aTm = − ∂
∂x
(aumaTm)− ∂
∂y
(avmaTm) + aK2∇2(aTm)− aK4∇4(aTm) + F0 − FmaρaCpaHm .
(2.15)
Here Fm is the outgoing radiative flux (derived in full by Hogg et al. (2003a)) and
the other parameters are the atmospheric equivalents of Eq. (2.12). Insulating bound-
ary conditions are applied to the mixed layer temperatures at both the northern and
southern boundaries
∂
∂y
aTm = 0,
∂
∂y
oTm = 0. (2.16)
2.1.3 Fixed Atmosphere Pressure
The pressure is prescribed in the three QG atmosphere layers to acheive a westerly
wind stress varying sinusoidally in the meridional direction. As with pressure, wind
stress is formulated in terms of the dynamic stress, that is the stress divided by mean
density.
aτ ≈ Aτ sin
(piy
Y
)
i. (2.17)
Here Y is the length of the domain in the y direction, so that the wind stress is zero
at the northern and southern boundaries, and is at a maximum in the centre of the
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Parameter Value Unit Description
X, Y (23040, 2880) km Domain size
F¯S -210 W m−2 Mean insolation
|F ′S | 70 W m−2 Amplitude of variable insolation
f0 −1.2× 10−4 s−1 Mean Coriolis parameter (55◦S)
β 1.3× 10−11 m−1s−1 Coriolis parameter gradient
λ 35 W m−2K−1 Sensible and latent heat flux coefficient
oHk (300, 1100, 2600) m Ocean layer heights
oHm 100 m Ocean mixed layer height
oρ 1.0× 103 kg m−3 Ocean density
oCp 4.0× 103 J kg−1K−1 Ocean specific heat capacity
g′k (0.05, 0.025) m s
−2 Reduced gravity
A4 1.0× 1010 m4s−1 Oc. biharmonic viscosity coeff.
αbc 5.0 - Mixed BC coefficient
δek 1.0 m Bottom Ekman layer thickness
oRd1,oRd2 (33, 19) km Ocean baroclinic Rossby radii (derived)
aHm 1000 m Atmosphere mixed layer height
aρ 1.0 kg m−3 Atmosphere density
aCp 1000 J kg−1 K−1 Atmosphere specific heat capacity
Cd 1.3× 10−3 - Drag coefficient
Table 2.2: Fixed parameter values for simulations, divided into global, ocean and atmosphere
components.
domain. The amplitude of this sinusoidal profile is set as an approximation to the
mean zonal wind stress from the SOC Climatology of Josey et al. (2002), with Aτ set
to 0.14 m2s−2. The sinusoidal wind stress is an idealisation; as wind stress in reality
is not purely zonal, and does not go to zero at the boundaries of the ACC channel
studied here.
We cannot set aτ explicitly, because it evolves as part of the dynamic mixed layer.
Instead, the atmosphere pressure must be read in from a file, and the wind stress is then
determined from the pressure and the mixed layer height (as shown in §2.2). Therefore
we must invert Eq. (2.21) to solve for the geostrophic velocity au1, and deduce a
pressure field which would give the desired wind stress profile of Eq. (2.17). In order
to simplify the calculation, we approximate the mixed layer velocities by: aum ≈ au1,
avm ≈ av1 = 0.
Hence aτx is given in terms of the geostrophic velocity au1
aτx ≈ Cdau12. (2.18)
Solving for au1
au1 =
√
aτx
Cd
(2.19)
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Parameter Value 1 Value 2 Unit Description
∆ox 10 10 km Oceanic horizontal grid spacing
∆ot 12 20 min Ocean timestep
oK2 380 200 m2s−1 Laplacian diffusion coeff.
oK4 1.0× 1011 5.0× 1010 m4s−1 biharmonic diffusion coeff.
∆ax 80 10 km Atmospheric horizontal grid spacing
∆at 1 1 min Atmosphere timestep
aK2 2.7× 104 2.0× 103 m2s−1 Laplacian diffusion coeff.
aK4 3.0× 1014 5.0× 1011 m4s−1 biharmonic diffusion coeff.
Table 2.3: Parameters which are adjusted for the two different experiments, separated into
ocean and atmosphere parameters. ‘Value 1’ corresponds to the ocean velocity difference sim-
ulations, while ‘Value 2’ corresponds to the windstress-sst coupling simulations.
which implies a meridional pressure gradient of
∂
∂y
ap1 = −f
√
aτx
Cd
. (2.20)
Finally, we assign an initial pressure1 at the southern boundary of 105 m2s−2 and
integrate Eq. (2.20) using the sinusoidal wind stress (2.17), to give the atmospheric
pressure. Figure 2.3 shows a plot of ap1 as a function of y, with the resulting trends of
au1, oτx and oτy.
Figure 2.2 shows the mean zonal wind stress prescribed in this model, compared
with those of SOC, NCEP (as presented by Josey et al. (2002)) and Hellerman and
Rosenstein (1983), labelled HR. Under the approximations used above, the stress field
is not perfectly sinusoidal, but it achieves the desired approximation to the SOC data
of Josey et al. (2002).
2.2 Wind Stress
This section derives the three different parameterisations of wind stress used in this
project (following the derivation of Hogg et al., 2003a). Each scheme is outlined sep-
arately below. The first scheme, referred to as S0 (§2.2.1), formulates wind stress from
the atmospheric velocity only, with stress labelled as τ0. The second scheme, referred
to as S1 (§2.2.2), uses the velocity difference between atmosphere and ocean, with
stress labelled as τ1. The third scheme, Sκ (§2.2.3) uses ocean-atmosphere temperat-
ure coupling, with stress labelled as τκ. See Table 2.4 for a summary of the different
wind stress schemes.
1We may arbitrarily assign a background pressure, because only the pressure gradients will affect
the model dynamics.
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Figure 2.2: Comparison of the zonal mean wind stress from the NCEP, SOC and HR clima-
tologies, with that of the present model. Only the domain of the present model is shown here,
with the centre of the domain: y = 1440 km, corresponding to 55◦S. The southern edge of the
domain: y = 0 km, corresponds to 68◦S.
2.2.1 Stress as a Function of Atmosphere Velocity
The first scheme uses a drag law for the stress, depending solely on the atmosphere
mixed layer velocity. The atmospheric dynamic stress is
(aτx0 ,
aτy0 ) = Cd|aum|(aum, avm). (2.21)
We now show how to simultaneously determine the (unknown) mixed layer velocity
and stress from the (known) geostrophic velocity. The mixed layer velocity is written
as the sum of geostrophic and ageostrophic components
f0
aum = − ∂
∂y
ap1 +
∂
∂z
aτy (2.22a)
−f0avm = − ∂
∂x
ap1 +
∂
∂z
aτx. (2.22b)
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Figure 2.3: (a) Zonally averaged atmospheric velocity (black) plotted with its corresponding
pressure (red); (b) zonally averaged ocean dynamic wind stress components.
Scheme Stress Equation
S0
aτ0 Cd|aum|aum
S1
aτ1 Cd|aum − oum|(aum − oum)
Sκ
aτκ Cd(1 + κ∆T )|aum|aum
Table 2.4: Summary of wind stress schemes.
We assume a fixed value of the atmospheric mixed layer thickness, and zero stress at
the upper boundary of the mixed layer. Integration over the mixed layer depth aHm
yields
aum = au1 −
aτy0
aHmf0
(2.23a)
avm = av1 +
aτx0
aHmf0
(2.23b)
where (aτx0 ,
aτy0 ) is the layer-averaged stress. We then substitute Eq. (2.21) into
(2.23a,b)
aum = au1 − Cd|
aum|avm
aHmf0
(2.24a)
avm = av1 +
Cd|aum|aum
aHmf0
(2.24b)
24 Model: Q-GCM
which can be rearranged to
aum =
[
au1 − Cd|
aum|av1
aHmf0
][
1 +
(
Cd|aum|
aHmf0
)2]−1
(2.25a)
avm =
[
av1 +
Cd|aum|au1
aHmf0
][
1 +
(
Cd|aum|
aHmf0
)2]−1
. (2.25b)
Eqs. (2.25a,b) are then combined to give the magnitude of the mixed layer velocity in
terms of |au1|:
|aum| =
√
aum2 + avm2 =
aHm|f0|√
2Cd
√√√√−1 +
√
1 + 4
(
Cd|au1|
aHmf0
)2
. (2.26)
Thus Eq. (2.26) is fed back into (2.25a,b), which allows us to determine the mixed
layer velocity components in terms of (au1, av1). The mixed layer velocities are then
used to calculate the atmospheric wind stress, Eq. (2.21).
Oceanic dynamic wind stress is then calculated using:
oτ =
aρ
oρ
aτ . (2.27)
The oceanic Ekman velocity owek is proportional to the curl of the wind stress
owek =
1
f0
(
∂oτy
∂x
− ∂
oτx
∂y
)
(2.28)
which is the forcing term in the evolution of PV (Eq. 2.2a).
2.2.2 Ocean Velocity Dependent Stress
We now outline the wind stress calculation for the case where the difference between
atmosphere and ocean velocities are accounted for. Starting from the same integral
mixed layer equations (2.23a,b)
aum = au1 −
aτy1
aHmf0
(2.29a)
avm = av1 +
aτx1
aHmf0
. (2.29b)
The ocean mixed layer velocities are similar in form to their atmospheric counterparts,
oum = ou1 +
oτy1
oHmf0
(2.30a)
ovm = ov1 −
oτx1
oHmf0
(2.30b)
§2.2 Wind Stress 25
and the wind stress is a quadratic function of the mixed layer velocity difference
(aτx1 ,
aτy1 ) = Cd|aum − oum|(aum − oum, avm − ovm). (2.31)
For simplicity, we define the parameters M , a and b:
M ≡ |aum − oum| ≥ 0 (2.32a)
a ≡ Cd
aHmf0
(2.32b)
b ≡
aρCd
oρoHmf0
≈ 10−2a. (2.32c)
We can then write Eq. (2.31) as
(aτx1 ,
aτy1 ) = CdM(
aum − oum, avm − ovm). (2.33)
Substituting Eq. (2.33) into (2.29a,b)
aum = au1 − aM(avm − ovm) (2.34a)
avm = av1 + aM(aum − oum) (2.34b)
and similarly for the ocean velocities, we substitute Eq. (2.33) into (2.30a,b)
oum = ou1 + bM(aum − oum) (2.35a)
ovm = ov1 − bM(aum − oum). (2.35b)
The ocean velocity equations (2.35a,b) can be subtracted from the atmosphere velocity
equations (2.34a,b), and rearranged to
(aum − oum) + (a+ b)M(avm − ovm) = (au1 − ou1) (2.36a)
(avm − ovm)− (a+ b)M(aum − oum) = (av1 − ov1). (2.36b)
We then square Eqs. (2.36a,b), and add them together
M2 + (a+ b)2M4 = |au1 − ou1|2. (2.37)
This quadratic equation inM2 can now be solved in terms of the known layer 1 velocities
M =
1√
2|a+ b|
√
−1 +
√
1 + 4(a+ b)2|au1 − ou1|2. (2.38)
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The velocity difference components can then be solved in terms of M , a and b, from
cross-substitution of (2.36a) and (2.36b)
aum − oum =
au1 − ou1 − (a+ b)M(av1 − ov1)
1 + (a+ b)2M2
(2.39a)
avm − ovm =
av1 − ov1 + (a+ b)M(au1 − ou1)
1 + (a+ b)2M2
(2.39b)
which are then substituted back into Eq. (2.33) to give the atmospheric wind stress. As
before, oceanic wind stress is computed from the atmospheric stress, using the density
ratio (2.27), and the Ekman velocity is calculated from the curl of the wind stress
(2.28).
2.2.3 Temperature Coupled Stress
Although observations have demonstrated that coupling exists between SST gradients
and wind stress (see §1.3.1), there is no agreed methodology for parameterising a tem-
perature coupled stress. For this reason we choose a simple coupling mechanism as
used by Hogg et al. (2008), which may be considered as conjecture for the moment.
Starting from aτ0 (2.21), we modify the magnitude of the wind stress by a factor of
(1 + κ∆T ), where ∆T = oTm − aTm:
(aτxκ ,
aτyκ ) = Cd(1 + κ∆T )|aum|(aum, avm). (2.40)
However, we do not change our calculation of the mixed layer velocity aum, given by
Eqs. (2.25a,b) and (2.26).
2.3 Program Modifications
Several new program modules have been added to Q-GCM for this project. The modi-
fications are largely diagnostic in nature and do not alter the dynamic components of
the existing model (v1.4), except for the temperature coupled wind stress as described
above. The modifications are divided below into those relevant to the ocean velocity
dependent stress experiment, and the temperature coupled stress experiment.
2.3.1 Wind Power Input
The option of including the ocean velocity in the wind stress is already included in Q-
GCM v1.4. Since the power input to the ocean is our primary focus, we would like to
examine the difference between the approximate and exact power input Pdiff = P0−P1.
Previously, it was possible to determine a time-averaged estimate of Pdiff using two
separate simulations; one forced using the approximate wind stress τ0, and the other
using the exact wind stress τ1. 〈P0〉 could be calculated from one simulation and 〈P1〉
could be calculated from the other, thereby giving an estimate
〈Pdiff〉 u 〈P0〉 − 〈P1〉 . (2.41)
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This method does not allow us to calculate Pdiff at any given instant, and relies
on time-averaging over a long enough period that variability in the flow is eliminated.
Another shortfall of this estimate is that τ0 and τ1 will force the model differently, and
thus the equilibrium ocean velocity will be different in each case. Since power input is
proportional to both τ and ou, a different equilibrium velocity would feed back upon
the estimate of Pdiff, if it is calculated from separate runs. Therefore it is more accurate
to calculate Pdiff by calculating the two different wind stresses τ0 and τ1 in the same
simulation.
The program has been modified to calculate P0 and P1 simultaneously. When the τ1
stress is used to force the ocean (i.e. power input of P1), the approximate power input
P0 is calculated at the same time. Note that P0 is calculated purely as a diagnostic
quantity; only the τ1 stress is used to force the model under this modification. The
code has also been modified to output the distribution of power within the ocean
channel. The power distribution was calculated in v1.4, however this information
was not available in any output from the code. Under the new modifications the
spatial patterns of power can be compared to other important quantities, such as the
streamfunction or the topography.
2.3.2 Temperature Coupling
The coupling between SST and the wind stress is modelled using a simple coupling
parameter κ applied to the wind stress (κ is defined implicitly in Eq. 2.40). This
parameterisation is yet to be tested, so a component of this project is to develop a
method to enable validation of the new scheme. The coupling used here is compared
to the satellite observations of O’Neill et al. (2003) and Chelton et al. (2004), which
found correlations between SST gradients and wind stress of the form (1.19a,b).
We perform the same calculations as O’Neill et al. (2003), enabling us to gauge the
applicability of the scheme and an optimal value for κ. Their study was based on a
comparison wind stress fields from QuikSCAT scatterometer observations, with SST
fields from the National Oceanic and Atmospheric Administration (NOAA; Reynolds
and Smith 1994). O’Neill et al. applied spatial smoothing to their wind stress and SST
fields, to remove the large scale features. The large scale features are thought to be
due to barotropic effects, whereas SST-wind stress coupling is more localised, occurring
over length scales of order 100 km or less. O’Neill et al. used a loess filter to smooth to
their wind stress and SST fields. They observed that the correlations between SST and
stress were insensitive to the particular choice of filtering algorithm. We were unable
to implement a loess filtering algorithm in Q-GCM, so instead we apply block averages
of approximately equivalent wavelengths.
The algorithm used is as follows. The wind stress and SST fields are sampled at 1
day intervals, and a three month average field is accumulated from these samples. (At
the beginning of each three month block, the sample fields are reset to zero, so there
is no overlap between blocks.) We then spatially smooth both the stress and the SST
data using a block average of length 130 km in the yˆ direction, and 150 km in the xˆ
direction (at 55◦S, this corresponds to 1.2◦ lat. by 2.3◦ long., consistent with O’Neill
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et al. (2003)). The purpose of this initial filtering is primarily to reduce noise from our
correlation calculations.
We then apply spatial filtering to remove the large-scale wind stress fields. The
dominant wind velocity profile in this model is a sinusoidally varying westerly wind,
due to barotropic effects. This amounts to a large wind stress curl, which is unrelated
to SST-induced perturbations. Therefore filtering is needed to remove the mean field,
so that the effects of SST coupling can be isolated for analysis.
The block averages are calculated at lengths of 600 km in the yˆ direction, and 1200
km in the xˆ direction (at 55◦S, this corresponds to 5.4◦ lat. by 18.8◦ long.). These
block averages are calculated for each component of the wind stress, and subtracted
from the 3 month average field, giving the perturbation wind stress components (τx)′
and (τy)′. Finally, these perturbation components are differentiated using linear finite
differencing, giving the perturbation wind stress divergence ∇·τ ′ and curl (∇×τ ′) ·k.
The perturbation SST gradients are found using the same method as above, except
that SST is differentiated before it is spatially filtered. This is because it is the direction
of the SST gradient (in relation to the wind) that controls the wind stress response,
rather than the direction of the perturbation gradient. Therefore the SST gradient must
be separated into its downwind and crosswind components before it is filtered. The
filtering consists of removing block averages as before, which yields the perturbation
fields of each quantity: (∇T · τˆ )′ and (∇T × τˆ )′ · k.
Once the data have been filtered, we reduce the number of grid-points by sub-
sampling 1 in every 8 points, in both the x and y directions. This reduces the number
of observations in each three month block from∼ 6×105 down to∼ 1×104, which speeds
up the process of sorting the data. We implement the sorting algorithm ‘quicksort’
(Verity, copied 2008) to index the (∇T × τˆ )′ · k field in ascending order, and use the
ordered array to record the (∇ × τ ′) · k data into bins of (∇T × τˆ )′ · k. The mean
values of (∇ × τ ′) · k in each bin are then used to create a plot of (∇ × τ ′) · k vs.
(∇T × τˆ )′ · k, with the standard deviation used as the error bar in each bin. We use
the same method of sorting and binning to create a similar plot of ∇ · τ ′ vs. (∇T · τˆ )′.
The plots are then fitted with least squares regression lines, and the slope of the
lines are the αc and αd correlation coefficients, according to Equations (1.19a,b). These
αc and αd are then compared to scatterometer observations of the SO, in order to tune
our coupling parameter κ (Eq. 2.40). We aim to use an array of simulations to calibrate
κ, using correlations from each simulation to calculate the αc and αd coefficients.
Chapter 3
Ocean Velocity Dependent Stress
This chapter presents the results of simulations, comparing the τ0 stress parameterisa-
tion with the τ1 parameterisation. The qualitative differences between the two regimes
are investigated, with particular emphasis on the power input, kinetic energy and cir-
cumpolar transport. One significant difference between the two simulations is the eddy
activity, indicated by the kinetic energy, and much of the analysis is centred around
the eddy field.
The results presented here are based on simulations in approximate equilibrium.
The ocean was spun up from an initial state of rest, over approximately 25 years. This
project is not concerned with spinup, which has been analysed in a SO model by Wolff
et al. (1991), and has been investigated previously in Q-GCM (Hogg and Blundell,
2006). The time series shown, and time-averaged quantities are based on simulations
in a quasi-steady state, after spinup is complete. The term ‘quasi-steady’ is used
because the simulations vary over a range of different timescales. The flow exhibits
variability on interannual and interdecadal timescales (Hogg and Blundell, 2006), as
well as short term variability due to the growth and decay of transient eddies. The
time averaged results are integrated over a period of 50 years, so that this variability
is removed.
3.1 Wind Stress Differences
We begin by comparing zonal wind stress oτx between the simulations S0 and S1
(summarised in §2.2), to illustrate the effect of including the ocean velocity in the wind
stress. Figure 3.1 shows a comparison between the spatial patterns of (a) oτx0 and (b)
oτx1 , where each quantity is time averaged over 50 years.
oτx0 depends purely on the
atmosphere velocity, and therefore varies only in the y direction. oτx1 can be viewed as
the sum of oτx0 , and a perturbation field due to the ocean velocity contribution. The
y components of wind stress oτy1 and
oτy0 are not shown, since they are much smaller
than the x components (see Figure 2.3).
While the perturbations in oτx1 due to ocean velocity are generally small compared
to the magnitude of the wind stress, the perturbations are enhanced in regions of high
ocean velocity. This can be seen by comparing the oτx1 field in Figure 3.1b with the
velocity field in Figure 3.2a. The differences in forcing are greatest above standing
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Figure 3.1: Comparison of zonal wind stress between (a) oτx0 from S0, and (b)
oτx1 from
simulation S1. Since oτx0 depends only on the atmospheric velocity, it varies only in the y
direction. A similar pattern is seen in oτx1 , with additional variations due to the ocean velocity.
eddies and jets; both of which are important features of the equilibrium flow.
3.2 Power Input
The differences in stress between oτx0 and
oτx1 (Figure 3.1) has implications for power
input, as discussed in Section 1.2.2. We now investigate the difference in power input
Pdiff (Eq. 1.13a), and how it correlates with ocean velocity.
3.2.1 Spatial Distribution
Figure 3.2 shows a comparison between the spatial distributions of (a) the top layer
ocean velocity, (b) the power distribution P1 and (c) the power difference Pdiff. All
three quantities are time averaged over 50 years. There is a clear correlation between
the ocean velocity and Pdiff, indicating that the power reduction caused by using τ1
is much greater over jets. As shown in Figure 3.2b, there are regions of both highly
positive, and highly negative P1, corresponding to areas in which the flow either aligns
with, or opposes the wind direction. Regardless of whether P1 is positive or negative,
Pdiff is always positive, because τdiff aligns with the ocean velocity (see Eq. 1.16b).
This alignment of τdiff with ou1 means that the flow is always damped in regions of
high velocity.
Although the time averaged distributions in Figure 3.2 do not illustrate the presence
of transient eddies, the principle of τ1 damping high velocity flows is especially true
when applied to eddies. Eddies both strongly align with, and strongly oppose the
§3.2 Power Input 31
Figure 3.2: (a) |ou1|, (b) P1 and (c) Pdiff as calculated from simulation S1, with each quantity
time averaged over 50 years. Both P1 and Pdiff are large in magnitude above regions of high
velocity.
wind stress, and are damped in both situations. This point will be analysed further in
Section 3.3.2, after the mean flow characteristics have been discussed.
3.2.2 Spatially Averaged Power
Figure 3.3 shows the spatially averaged power input time series from each simulation.
Both curves show significant interdecadal variability, as observed in a previous study
of the SO using Q-GCM (Hogg and Blundell, 2006). The amplitude of the variations
is roughly a factor of 2 larger in simulation S1 than in simulation S0. This indicates
enhanced variability under the forcing of τ1. Power input is greater in simulation
S0 than in simulation S1, as shown in Figure 3.3 (compare the ‘P0 from S0’ curve
with the ‘P1 from S1’ curve). This result is expected, and fits with the predictions
of Duhaut and Straub (2006). The time averaged power input from simulation S0 is
〈P0〉 = 7.83× 10−3 W m−2, while that of simulation S1 is 〈P1〉 = 6.39× 10−3 W m−2.
If 〈Pdiff〉 is estimated from the difference of these two averages, as in Eq. (2.41), one
obtains
〈Pdiff〉 = 1.44× 10−3 W m−2 (3.1)
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Figure 3.3: Time series of the area averaged power input. Both P1 and P0 are calculated in
simulation S1, whereas only P0 is calculated in simulation S0. The above curves were smoothed
using a low-pass Fourier filter, with a cutoff frequency of 0.5 years−1. This filtering method
applies to all of the subsequent time series presented in this thesis.
or a relative change of
〈Pdiff〉
〈P0〉 = 0.18. (3.2)
If, however, P0 and P1 are calculated simultaneously in simulation S1, our estimate of
P0 is significantly higher (see Figure 3.3: ‘P0 from S1’ ). The time averaged value of P0
as calculated from simulation S1 is 〈P0〉 = 9.44× 10−3 W m−2, which implies a larger
power difference
〈Pdiff〉 = 3.05× 10−3 W m−2 (3.3)
or a relative change of
〈Pdiff〉
〈P0〉 = 0.32. (3.4)
This value contrasts with the previous estimate of 0.18, which shows that in order to
determine Pdiff accurately, one must calculate both P0 and P1 from the same velocity
field. The fact that P0 is higher when calculated in simulation S1 can only be due to
a higher layer 1 ocean velocity in simulation S1 (since τ0 is the same for both). This
result is counter-intuitive given that wind stress and power input are systematically
reduced in simulation S1. We shall return to this point in Section 3.3.2, but first it is
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necessary to discuss the transport, and its limiting factors.
3.3 Circumpolar Transport
As mentioned above, the layer 1 velocity is larger in simulation S1 than simulation
S0. This difference is also reflected in the circumpolar transport (Table 3.1): the total
circumpolar transport in simulation S1 is 170 Sv, compared with 132 Sv in simulation
S0. This section explores the causes of the difference in circumpolar transport between
the two regimes, with particular emphasis on the eddy activity.
Simulation
Circumpolar Transport (Sv)
Layer 1 Layer 2 Layer 3 Total
S0 71.6 67.7 -7.0 132
S1 84.8 87.0 -1.8 170
Table 3.1: Comparison of circumpolar transport between simulations S0 and S1.
We begin by presenting the streamfunction (Eq. 2.9), which illustrates both the
direction and magnitude of the flow. Figures 3.4a and 3.4b show the time averaged layer
1 streamfunctions of simulations S0 and S1 respectively. Also shown in Figure 3.4 are
instantaneous snapshots of the streamfunction of 3.4c simulation S0 and 3.4d simulation
S1 taken at t = 120 years. The instantaneous streamfunction in each case illustrates
the presence of transient eddies, which disappear in the time averaged streamfunctions.
Although the magnitudes of transport are different in each case, the pattern of flow
is very similar. A comparison with the the topography anomaly shown in Figure 3.4e
demonstates that streamfunction is very closely linked to topography. The standing
jets shown in Figures 3.4a,b tend to meander around regions of elevated topography,
and are stronger above valleys on the ocean floor.
3.3.1 Eddy Saturation
The circumpolar transport of the ACC is thought to be controlled by eddy saturation,
as discussed in §1.1.3. An eddy saturated state is where the transport is limited by
the velocity at which baroclinic instability becomes dominant. Under such conditions,
transport is only weakly (if at all) related to the wind stress. Previous studies of the
ACC using Q-GCM have found that the system behaves in an eddy-saturated manner,
under similar configurations to simulation S0 used here (Hogg and Blundell, 2006;
Meredith and Hogg, 2006). This leads one to question why the transport should be
38 Sv larger under the τ1 stress than the τ0 stres. One possible explanation of the
transport difference is that simulation S1 is not actually in an eddy saturated state.
In order to test this idea, simulations S1 and S0 were extended for a further 30 years,
with the wind stress reduced by 25%.
The reduced wind stress did not significantly reduce the transport in either simu-
lation S0 or S1. Figure 3.5 shows a time series of transport from simulation S0 (blue),
with the extended simulation under the reduced stress τ0 (red). Transport appears to
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Figure 3.4: Layer 1 mean streamfunctions of (a) S0 and (b) S1; instantaneous layer 1 stream-
functions of (c) S0 and (d) S1, taken at t = 120 years in each case; (e) topography anomaly.
The direction of the flow is similar in both simulations, and is closely linked to the topography.
Jets appear to meander around elevated topography, and are stronger above valleys.
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Figure 3.5: (a) Total transport, and (b) layer 1 transport, for simulation S0 (blue), and the
extended run (red) with a 25% reduction in wind stress. The system is forced using the τ0
parameterisation in both cases.
fall in the first 2-3 years of the weakened stress regime, but after 10 years it increases to
a higher value than that of simulation S0. This short simulation indicates that weaken-
ing the wind stress may increase the low frequency variability of the flow, with greater
variations in transport over decadal timescales. Due to this increased variability, the
30 year period of the extended simulation may be too short to calculate an accurate
average transport. However, it is clear that the equilibrium transport remains similar
under the reduced wind stress. This strongly supports the hypothesis that simulation
S0 is in an eddy saturated state.
Extending simulation S1 yields similar results. Figure 3.6 shows a time series of
transport from simulation S1, with the extended simulation under the reduced stress
τ1. Once again, transport drops for the first 2-3 years, and then returns to a similar
equilibrium as simulation S1. As before, the low frequency variability increases under
the reduced stress, but the magnitude of the transport does not. This trend confirms
that simulation S1 is also in an eddy saturated state.
Since both systems appear to be in eddy saturation, there must be another explan-
ation for the discrepancy in transport between simulations S0 and S1. One possible
explanation is an eddy damping effect under the τ1 stress, which is explored in the
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Figure 3.6: (a) Total transport, and (b) layer 1 transport, for simulation S1 (blue), and the
extended run (red) with a 25% reduction in wind stress. The system is forced using the τ1
parameterisation in both cases. The apparent discontinuity between the blue and red trends is
caused by the low pass filters applied to each trend separately. Without filtering, the blue and
red trends would join up (although there would be much more high frequency noise).
following section.
3.3.2 Eddy Damping Effect
The contribution of the ocean velocity to the wind stress τ1 acts to oppose high velocity
flows. This occurs both when the flow is aligned with, or opposed to the wind direction.
For example, consider a circularly symmetric eddy under a uniform zonal wind velocity
as shown in Figure 3.7a. Under τ1 forcing, the wind stress magnitude would be smaller
on the northern half of the eddy, and greater on the southern half. Figure 3.7b then
illustrates the contribution of the ocean velocity to the τ1 stress. The direction of the
drag in Figure 3.7b illustrates how the τ1 stress directly opposes the flow of the eddy,
when compare to τ0. This would damp eddies significantly, causing a slowing of velocity
components mainly in the x direction (under the predominantly westerly wind). The
eddy damping hypothesis is supported by previous studies of the τ1 stress (Zhai and
Greatbatch, 2007; Xu and Scott, 2008). Duhaut and Straub (2006) made a similar
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Figure 3.7: Schematic diagram of the eddy damping effect of using τ1, reproduced from Zhai
and Greatbatch (2007). (a) A constant wind blowing over a circularly symmetric eddy. Under
τ0 forcing, the wind stress magnitude is the same at the top and the bottom of the eddy.
Under τ1 forcing, the magnitude of stress is weakened on the upper half, and strengthened on
the lower half, which damps the eddy in both cases. (b) The contribution of the ocean velocity
to the wind stress, which damps the flow of the eddy.
observation in terms of vorticity. They found that ocean velocity contribution to the
wind stress in τ1 is anti-correlated with surface vorticity, analogous to the situation in
Figure 3.7.
The above argument suggests that the eddy field is suppressed by the wind stress in
simulation S1. This damping plays a role in the momentum balance of the circumpolar
flow. For simplicity, let us think of the current as being a combination of a zonal mean
flow, and a transient eddy field. The stress drives the zonal flow, which develops an
eddy field through baroclinic instability. The eddy field facilitates vertical momentum
transport via interfacial form stress, which in turn leads to topographic form stress
(the primary sink of momentum that balances input). A faster zonal flow will create a
more vigourous eddy field, leading to a greater topographic form stress.
Consider the response of the eddy fields of the two simulations, given the same zonal
ocean velocity. In simulation S1, the eddy field should be weaker than in simulation
S0 under the same zonal velocity, because of the eddy damping effect. Conversely,
simulation S1 would have to reach a higher zonal velocity than simulation S0 to generate
the same eddy activity. Since topographic form stress is controlled by the level of eddy
activity, this would mean that simulation S1 should have a higher equilibrium zonal
velocity, and thus a larger volume transport. Therefore we argue on qualitative grounds
that the eddy damping effect is responsible for the observed increase in circumpolar
transport in simulation S1.
3.4 Transient Kinetic Energy
If eddy damping plays the role hypothesised above, then there should be a mesoscale
decrease in eddy activity in simulation S1. Kinetic energy (KE) serves as a useful
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Figure 3.8: Time series of Layer 1 kinetic energy for each simulations.
measure of the eddy activity, since eddies have a relatively large velocities compared to
the mean flow. Thus the majority of the KE in the flow will come from the eddies. As
a proxy to eddy activity, we inspect the layer 1 KE (labelled KE1) in each simulation.
Figure 3.8 shows the time series of KE1, comparing simulations S0 and S1. The higher
KE1 in simulation S0 supports the hypothesis that simulation S1 has a weaker eddy
field, and a more zonal flow, due to the eddy damping effect.
To further investigate the differences between the eddy field and the mean flow, KE
can be decomposed into its mean and transient components. The time mean velocity
components are deduced from the known mean pressure field, using the geostrophic
equations 〈u〉 = − 1f0
∂〈op〉
∂y and 〈v〉 = 1f0
∂〈op〉
∂x . Kinetic energy in layer k (per unit area)
is defined as
KEk =
ρHk
2
(
u2k + v
2
k
)
. (3.5)
This analysis deals with KE1 only, so we drop the k-subscript from the velocity com-
ponents. The transient velocity components u′ and v′ are obtained by subtracting the
mean flow from the total velocity: u′ = u− 〈u〉 and v′ = v − 〈v〉. Reformulating KE1
in terms of mean and transient components:
KE1 =
ρH1
2
[〈u〉2 + 〈v〉2 + (u′)2 + (v′)2 + 2〈u〉u′ + 2〈v〉v′] . (3.6)
One can separate the time mean components 〈KE〉 = 〈u〉2 + 〈v〉2, and define the
Transient Kinetic Energy1 (TKE):
TKE1 =
ρH1
2
[
(u′)2 + (v′)2 + 2〈u〉u′ + 2〈v〉v′] . (3.7)
This equation includes contributions from the mean field: 〈u〉u′ and 〈v〉v′, which cannot
be separated from the total in these results. These contributions are expected to be
1Although the transient KE will be dominated by eddies, we do not label this term ‘eddy KE’,
because of the presence of standing eddies.
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small compared to (u′)2 and (v′)2, so Eq. (3.7) gives a good estimate of the TKE.
Furthermore, if the system is in steady state, 〈u〉u′ and 〈v〉v′ will average to zero, so
the time averaged TKE consists only of transient components:
〈TKE1〉 = ρH12
[〈(u′)2〉+ 〈(v′)2〉] . (3.8)
Table 3.2 lists the mean, transient and total KE from each simulation. The TKE in
simulation S1 is 18% smaller than in simulation S0, which suggests a stronger presence
of transient eddies in simulation S0. This is consistent with the theory that eddy
damping due to τ1 suppresses eddy activity. However, the mean flow KE is similar in
both simulations, with simulation S1 only 3% smaller than simulation S0. This result
is a combination of two main factors. Simulation S1 carries a larger transport, and thus
a larger mean zonal velocity, which is associated with a greater mean flow KE than in
simulation S0. But simulation S0 is likely to have a greater presence of standing eddies,
which is associated with a larger mean flow KE. These opposing factors roughly cancel
each other out in this calculation.
Simulation
KE (×104 J/m2)
Mean flow Transient Total
S0 0.76 2.50 3.26
S1 0.74 2.02 2.77
Table 3.2: Layer 1 quantities of mean flow KE, TKE and total KE for each simulation.
Simulation S0 has a greater KE, from both mean and transient contributions.
3.5 Discussion
The simulations presented in this chapter were conducted to investigate a subtlety in
parameterising wind stress, which had never been investigated in a SO model. The
ocean velocity dependent stress scheme has been shown to reduce the wind power
input to the ocean, when applied to gyre circulation models (Duhaut and Straub,
2006; Zhai and Greatbatch, 2007). Since the mechanisms limiting the flow of the
ACC are very different to those limiting gyres, the reduction of power input must be
independently examined in SO models in order to confirm that they are applicable in
this region. This work has confirmed that power input is reduced under the forcing of
τ1, as hypothesised by previous studies. This result is achieved primarily because the
ocean velocity contribution systematically reduces power input over eddies.
The SO case also reveals a new subtlety, in that the mean transport of the ACC
is increased under τ1. This subtlety is unique to the ACC, and is a consequence of
two effects. The first effect is eddy damping, where the difference between the τ1
and τ0 schemes aligns in the opposite direction to the ocean velocity, as noted by
Zhai and Greatbatch (2007); Xu and Scott (2008). This damping strongly affects high
velocity flows; especially eddies, and its overall effect is to weaken the eddy field. The
second effect is eddy saturation, where the momentum balance is strongly controlled
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by eddy activity. Under the eddy damping effect of τ1, the flow reaches a higher zonal
velocity before the eddy field reaches the point of saturation. Thus the confluence of
eddy saturation and the eddy damping effect of τ1, means that transport is greater
in simulation S1, despite the reduced power input. This new subtlety has not been
predicted by previous studies of the ocean velocity dependent stress, because those
studies investigated gyre flows, which are limited by different processes. This subtlety
demonstrates the need to test emerging theories of ocean dynamics by modelling them
in the SO.
The result that eddy damping increases the circumpolar transport under the τ1
stress has illuminated another reason why it is dynamically important to resolve eddies
in a SO model. The importance of eddies to the momentum balance of the ACC
has been well established by previous studies. Eddies transfer momentum downwards
through interfacial form stress, resulting in topographic form stress that limits the flow,
as discussed in Section 1.1.3. Models of the SO that do not resolve eddies are faced with
Hidaka’s dilemma, where the modelled transport is unrealistically large under accepted
values of viscosity. This work further demonstrates the importance of resolving eddies
in models of the SO.
We have also shown that in order to estimate the power difference Pdiff between
the τ0 and τ1 forcing schemes, it is important to calculate both power estimates P0
and P1 using the same ocean velocity field. The ratio 〈Pdiff〉/〈P0〉 was 0.32 when
calculated under the same velocity field, whereas it was only 0.18 when P0 and P1 were
estimated from the two separate simulations, S0 and S1. This is a consequence of the
different equilibrium velocities of the two schemes, as the higher equilibrium velocity
of simulation S1 partly offsets the power reduction Pdiff.
A revised estimate of wind power input has ramifications on the global ocean energy
budget. The wind power input to the global oceans has been estimated at 0.76TW
by Hughes and Wilson (2008), 0.88TW by Wunsch (1998) and 1.1TW by von Storch
et al. (2007). The majority of this global wind power input occurs in the SO. Hughes
and Wilson (2008) estimated that over 60% of the global power input occurs in the
SO, while Wunsch’s estimate is greater than 70%. According to these estimates, the
wind power input from the SO is 0.4–0.6TW. Since the power input is smaller in the τ1
scheme by 32%, this translates to a reduction in power input to the SO of 0.1–0.2TW.
Therefore the changes in SO power input, as observed in this model, will influence
future estimates of the global wind power input to the ocean. The revised estimates
of SO power input also have implications for the energetics of the MOC, since wind
power input represents a large fraction of the total mixing energy of the MOC, which
has been estimated at approximately 2TW (Munk and Wunsch, 1998).
As noted by other authors (Xu and Scott, 2008; Hughes and Wilson, 2008), these
subtleties pose problems for forcing an ocean model using scatterometer observations
of wind stress. Scatterometer derived wind stress implicitly accounts for the velocity
difference between ocean and atmosphere. If such a wind stress field were applied to
an ocean model that had its own freely evolving velocity field, the Pdiff effect observed
here would not be accounted for, since the stress would no longer correlate with the
mesoscale ocean velocity field. This would mean that the eddy damping effect would
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no longer influence the transient eddy field, and power input would be overestimated.
However, not all of the power difference Pdiff would be ignored under such a forcing
scheme.
Although the majority of the KE of the flow is made up of transient features
(Table 3.2), there is a significant proportion of the flow which is essentially time inde-
pendent, including standing eddies and jets. The power input delivered to these time
independent components would be accurately represented by a scatterometer-forced
ocean model. However, if the flow is dominated by transient components, then a
scatterometer-forced ocean model would ignore the majority of the Pdiff effect. Global
estimates of Pdiff from scatterometer studies have found this to be the case. Xu and
Scott (2008) estimated that 72% of Pdiff comes from the transient ocean velocity con-
tribution, while Hughes and Wilson (2008) found a similar estimate of 75%. Based
on these estimates, approximately three quarters of Pdiff would be ignored under a
scatterometer-forced ocean model. A scatterometer derived wind stress would behave
more like τ0 than τ1, therefore it would lead to an underestimate of transport, at least
under this model configuration.
These results are based on an idealised QG model, which does not include ther-
modynamic effects. It has been argued that diapycnal overturning may influence the
transport of the ACC. Thus the eddy saturated state observed in this model is not a
complete picture of the ACC. It must also be noted that the circumpolar transport in
this model is greatly affected by the stratification (Hogg and Blundell, 2006). Therefore
the reduction in transport observed under the forcing of τ0 (compared to τ1) must be
considered amongst a range of other factors limiting the transport.
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Chapter 4
Temperature Coupled Stress
This chapter presents the results of the temperature coupled stress simulations. There
is considerable evidence that coupling exists between SST gradients and wind stress,
however there is no agreed methodology for parameterising such coupling in a QG
model. This study uses a simple parameterisation, which is a function of the air-sea
temperature difference (Eq. 2.40), conjectured by Hogg et al. (2008). This conjec-
tured parameterisation is compared to scatterometer observations of SST-wind stress
coupling in the Southern Ocean (O’Neill et al., 2003; Chelton et al., 2004).
We find that Hogg et al.’s parameterisation can reproduce similar results to those
found in scatterometer observations. Once this parameterisation has been established
as a plausible coupling mechanism, the scatterometer observations are used to calibrate
the coupling parameter κ. κ is calibrated using a series of short (three year) simulations,
and then the model is run for 30 years using the calibrated value of κ = 0.23◦C−1,
starting from a steady state established in the S0 simulation (Chapter 3). This 30 year
temperature coupled stress simulation is named Sκ.
The remainder of the chapter presents the differences in the steady state flow pat-
terns between Sκ and S0. This analysis focuses the differences in transport, power
input and kinetic energy. These quantities show that the temperature-coupling makes
no significant difference to the mean flow.
4.1 Calibration of Coupling Constant
This project couples the wind stress to the sea-air temperature difference ∆T , whereas
the majority of previous studies have coupled wind stress to SST only. To illustrate
the coupling algorithm used here, we examine a snapshot of the temperature difference
between the ocean and atmosphere. The coupling mechanism is then compared to the
above mentioned scatterometer observations, in order to calibrate κ.
4.1.1 Sea-Air Temperature Difference
Figure 4.1 shows a snapshot after 15 years in the Sκ simulation of (a) SST (oTm),
(b) atmospheric surface temperature (aTm), and (c) the temperature difference ∆T =
oTm− aTm. These plots demonstrate that regions of large |∆T | correlate strongly with
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Figure 4.1: A snapshot at 15 years of (a) SST, (b) atmospheric surface temperature (AST),
and (c) their difference ∆T . It is clear from a visual comparison that regions of large |∆T |
correlate strongly with SST gradients in the x direction.
SST gradients in the x direction, but less so in the y direction. This is a consequence
of the strong westerly wind combined with the sea-air heat flux, as discussed below.
At any given point, the atmospheric mixed layer temperature aTm tends to equi-
librate towards that of the ocean oTm. This is because the ocean has a much larger
heat capacity than the air above it. At the same time, the air is moving to the east,
and carries its temperature in the eastward direction. The net result is that aTm at a
given point carries a trace of the oTm to the west of that point.
Consider a “cold-to-warm” front as a region where there is a strongly positive SST
gradient in the x direction. Since aTm carries a trace of oTm to its west, when the wind
passes over a cold-to-warm front, aTm will be cooler than oTm on the eastern side of the
front. In other words, ∆T will be positive on the eastern side of a cold-to-warm front.
By the same reasoning, when the wind passes over a warm-to-cold front, ∆T will be
negative on the eastern side of the front. Both of these trends can be seen in Figure
4.1, by comparing the SST (4.1a) to ∆T (4.1c). The lack of correlations between SST
gradients in the y direction and ∆T is simply due to the fact that the wind travels
predominantly in the eastward direction.
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4.1.2 Directional Correlations Between Stress and SST
The temperature coupling parameterisation implies directional correlations between
stress and SST, of the form given by Equations (1.19a,b). As described in Section
2.3.2, these correlations are derived by sorting the values of (∇ × τ ′) · k into bins of
(∇T × τˆ )′ ·k, and then plotting (∇×τ ′) ·k as a function (∇T × τˆ )′ ·k. Similarly, ∇·τ ′
is sorted into bins of (∇T · τˆ )′, generating a plot of ∇ · τ ′ as a function of (∇T · τˆ )′.
The bin intervals in each case are 0.2×10−5 ◦Cm−1, with the maximum and minimum
values at ±3.0× 10−5 ◦Cm−1 (30 bins for each plot). Figures 4.2a,c show a sample of
these plots taken from a 3 year simulation using κ = 0.1 ◦C−1. The ‘x’ markers shown
are the mean values of (∇ × τ ′) · k and ∇ · τ ′ in each in bin, and the error bars are
taken as the standard deviation. Figures 4.2b,d show histograms of observations for
the plots of Figures 4.2a,c respectively.
Above 97% of observations of both (∇T × τˆ )′ · k and (∇T · τˆ )′ occur in the range
±1.5×10−5 ◦Cm−1. The trends of both (∇×τ ′)·k and∇·τ ′ are linear within this range,
as shown in Figures 4.2a,c. This range of observations is larger than that of O’Neill et al.
(2003, see Fig. 7), whose observations occurred only in the range ±1.0× 10−5 ◦Cm−1.
Their smaller range of observations may be attributed to differences in their filtering
method (loess filter), and the coarser resolution of their data compared to this study.
Their data were calculated on a 1◦ long. by 1◦ lat. grid, approximately equivalent to
60 km in the x direction and 110 km in the y direction, whereas our grid-length is 10
km in both directions.
The correlation coefficients αc and αd (Eqs. 1.19a,b), are based on linear fits to the
correlations between (∇× τ ′) · k and (∇T × τˆ )′ · k, and between ∇ · τ ′ and (∇T · τˆ )′
respectively. Therefore the observations are restricted to the range ±1.5×10−5 ◦Cm−1,
in which the trends (Figure 4.2a,c) are linear. Outside of this range, there are relatively
few observations, and they are likely to be dominated by numerical noise.
The coefficients αc and αd were calculated using a least squares linear fit, using
the restricted range mentioned above. Figure 4.3 shows the linear fit for (a) the αc
coefficient and (b) the αd coefficient, from the same simulation as that presented in
Figure 4.2, using κ = 0.1 ◦C−1. The linear trend fits the data well in both cases, and
αd is larger than αc by a ratio of approximately 2 : 1. This ratio is consistent with
previous scatterometer observations (O’Neill et al., 2003; Chelton et al., 2004) although
the error bars are considerably larger in these simulations.
4.1.3 Test Values of κ
The linear trends observed in Figures 4.2 and 4.3 are consistent with observations, but
αc and αd are less than the observed values. This prompts us to search for an optimal
value of κ, which best fits the observed values of αc and αd. A series of simulations
were conducted in which κ was varied from 0 to 0.3 ◦C−1, in intervals of 0.05 ◦C−1.
For each value of κ, a 3 year simulation was run, and the αc and αd coefficients were
calculated, with a least squares fit to each simulation. The results of these calculations
are shown in Figure 4.4. αd is larger than αc by roughly a factor of 2, which is roughly
consistent with observational data from the SO.
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Figure 4.2: (a) Correlations between the perturbation crosswind SST gradient (∇T × τˆ )′ · k
and the curl of the perturbation wind stress (∇× τ ′) · k, with (b) a histogram of observations.
(c) Correlations between the perturbation downwind SST gradient (∇T · τˆ )′ and the divergence
of the perturbation wind stress ∇ · τ ′, with (d) a histogram of observations. In each bin, the
‘x’ marker represents the mean, and the error bar is ±1 standard deviation. Based on a 3 year
simulation with κ = 0.1 ◦C−1.
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Figure 4.3: (a) and (b): Same as Fig. 4.2a and 4.2c respectively, but with a restricted domain
and a least squares linear fit. αc and αd are the slopes of the respective linear models. The
above data were calculated from a 3 year simulation using κ = 0.1 ◦C−1.
The linear models shown in Figure 4.4 assume that αc is a linear function of κ:
αc = aκ+ b (4.1)
where a and b are constants. Similarly, αd is assumed to be a linear function of κ.
αd = a˜κ+ b˜ (4.2)
where a˜ and b˜ are constants. Using a least squares regression, the coefficients a and b
in Eq. (4.1) were found to be
a = 2.92× 10−2Nm−2 b = 1.59× 10−4Nm−2 ◦C−1 (4.3)
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Figure 4.4: αc and αd plotted as a function of κ, where each point is generated from a 3 year
simulation. Each trend shows a least squares linear fit, used to calibrate κ to 0.23 ◦C−1.
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Figure 4.5: Directional Coupling results for the calibrated model, using κ = 0.23 ◦C−1, with
the same domain restrictions as in Figs. 4.3a,b. The results are aggregated from a 30 year
simulation.
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and likewise in Eq. (4.2), a˜ and b˜ were found to be
a˜ = 5.56× 10−2Nm−2 b˜ = 5.23× 10−5Nm−2 ◦C−1. (4.4)
Equations (4.1) and (4.2) were then inverted to solve for κ:
κ =
αc − b
a
(4.5a)
κ =
αd − b˜
a˜
. (4.5b)
Setting αc and αd to the values of O’Neill et al. (2003) (shown in Table 4.1), κ was
estimated to be 0.228 ◦C−1 from Eq. (4.5a), and 0.222 ◦C−1 from Eq. (4.5b). The
average of these estimates yields the calibrated value of κ = 0.23 ◦C−1.
The simulations used to generate Figure 4.4 were all started from the same restart
configuration. We have observed that starting the simulation from a different ocean
state (for example 10 years later) can change the results of αc and αd by between
0.01 and 0.05×10−2 Nm−2 ◦C−1 (although for smaller values of κ this variation is
smaller). The error bars in Figure 4.4 are set as estimates of these variations, and are
approximate only. The variations in αc and αd with time are presumably due to the
intrinsic variability of the model. Ideally, the simulations used to generate the linear
trend of Figure 4.4 would have been extended to 10 or 20 years for each data point,
to average over this variability. However, given the uncertainties in observations, the
3 year runs are sufficient to demonstrate that our coupling parameter κ can be tuned
to reproduce realistic values αc and αd.
Table 4.1 shows a comparison of the present calibrated model, with the results
for the SO of O’Neill et al. (2003) and Chelton et al. (2004). Although the calibra-
tion derived from the 3 year simulations (Figure 4.4) was initially correct to within
0.01×10−2Nm−2 ◦C−1 for both αc and αd, when the calculations were repeated from
the 30 year simulation of Sκ, the αc and αd coefficients had increased by as much as
0.05×10−2Nm−2 ◦C−1. However, this discrepancy is small compared to the differences
between the results of O’Neill et al. and Chelton et al. (2004) (see Table 4.1). The
differences between those results suggest that these coefficients are poorly constrained,
with the αc coefficient nearly a factor of 2 larger in the Chelton et al. (2004) study.
Furthermore, the coefficients αc and αd are significantly different in other ocean basins
(Chelton et al., 2001, 2004; Chelton, 2005). Therefore our calibration of κ is perhaps
only correct to within a factor of 2.
Coefficient
(×10−2 Nm−2 ◦C−1)
Calibrated Model O’Neill et al. Chelton et al.
αc 0.71 0.68 1.17
αd 1.29 1.24 1.65
Table 4.1: Comparison of our calibrated model, with observational data in the SO from O’Neill
et al. (2003) and Chelton et al. (2004). We chose to tune our model to O’Neill et al. (2003),
since we are following their methodology for calculating the αc and αd coefficients.
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Figure 4.6: Zonal wind stress oτx plotted as a function of y, comparing the default stress DS
with the three-quarter stress TS and half stress HS schemes.
4.1.4 Other Factors Affecting Calibration
The calibration process described above uses κ as the only variable in reproducing
both the αc and αd coefficients, with all other parameters held constant. There are a
number of parameters which could also have a controlling influence on the calibration;
most notably the magnitude of the wind stress (in effect the wind velocity), and the
sensible and latent heat flux parameter λ. For example, if the wind speed were reduced,
then a parcel of wind crossing a SST front would travel a shorter distance before its
temperature equilibrated with the new SST below it. This would effectively reduce the
areas of |∆T | over SST fronts, such as those presented in Figure 4.1. Likewise, if λ
were increased, the equilibration time of such parcels would reduce, which would also
reduce the areas |∆T |.
This work has not experimented with varying λ in this project, but we have briefly
explored the possibility of changing the wind stress magnitude, and how this affects
the correlation coefficients αc and αd. Three simulations were run for 12 years in
approximate steady state, with κ = 0.2. The first simulation used the same stress as in
the previous simulations, and is labelled ‘default stress’ or DS. The second simulation
used a wind stress magnitude of approximately three-quarters of the default value
(labelled TS), and third used approximately half the wind stress (labelled HS). The
zonal component of stress oτx is plotted as a function of y for each case in Figure 4.6.
The correlation coefficients αc and αd from the three simulations were found to
be roughly in proportion to the stress magnitude in each case, as shown in Table
4.2. This suggests that the correlation coefficients may be related to |τ | in this model
configuration. Whether or not this result is applicable to other ocean models, or
indeed to observational data, is unclear. A future work on this subject may explore
the possibility of re-scaling the observed values of αc and αd by the mean wind stress
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magnitude |τav|. One could define re-scaled correlation coefficients φc and φd:
φc ≡ αc|τav| =
1
|τav| ·
(∇× τ ′) · k
(∇T × τˆ )′ · k (4.6a)
φd ≡ αd|τav| =
1
|τav| ·
∇ · τ ′
(∇T · τˆ )′ . (4.6b)
These coefficients may easily be compared across our three schemes. Table 4.2 shows
a comparison of the αc and αd coefficients, with the re-scaled coefficients φc and φd.
In this case, the re-scaled coefficients are much closer to each other when compared
across the different stress schemes, than the αc and αd coefficients.
Run |τav| (Nm−2) αc (Nm−2 ◦C−1) αd (Nm−2 ◦C−1) φc (◦C−1) φd (◦C−1)
DS 8.2× 10−2 0.60× 10−2 1.12× 10−2 0.07 0.14
TS 6.2× 10−2 0.47× 10−2 0.86× 10−2 0.08 0.14
HS 3.8× 10−2 0.24× 10−2 0.51× 10−2 0.06 0.13
Table 4.2: Comparison between the Default Stress (DS), Three-Quarter Stress (TS) and Half
Stress (HS) schemes of the αc and αd coefficients, and the re-scaled coefficients φc and φd.
Although these results are preliminary, they suggest that re-scaling might be a way
of finding a more fundamental set of correlation coefficients than αc and αd. At present,
αc and αd attain different values when measured in different ocean basins (Chelton
et al., 2004), with variations of a factor of 2 or more. These regional variations may be
partly due to differing wind speeds. If so, re-scaling by |τ | may help to reduce these
regional variations. This hypothesis is beyond the scope of this work, but is suggested a
future scatterometer study, since the coefficients φc and φd could be readily calculated
as a simple extension to the αc and αd coefficients.
The apparent relationship between the correlation coefficients and |τav| indicates
that our model would produce different values of αc and αd when applied to other
ocean basins. In other words, for a given value of κ, the model would exhibit regional
variations, which is consistent with scatterometer observations. However, since the
calibration method described above has only been applied to this SO configuration,
it is likely that a similar calibration process would yield different values of κ in other
ocean basins.
4.2 Flow Results
The remainder of this chapter presents the results of Sκ, compared with the S0 simu-
lation described in Chapter 3. As before we look at wind stress differences, and how
this impacts the energetics and the mean flow field.
4.2.1 Ekman Velocity
We begin by examining the effect of the temperature coupling on the Ekman velocity,
which is proportional to the wind stress curl (Eq. 2.28). Figure 4.7 shows a comparison
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Figure 4.7: Comparison of time averaged Ekman velocity of (a) S0 and (b) Sκ; with (c) the
contribution of ∆T .
of the time averaged Ekman velocity wek (proportional to wind stress curl) from the
S0 and Sκ simulations. Also shown is the time averaged temperature difference ∆T ,
to which the stress is coupled. Figure 4.7 demonstrates that the temperature coupling
adds perturbations to the wind stress curl, corresponding to areas of large |∆T |.
4.2.2 Power Input
The temperature coupled perturbations to the wind stress can also be seen in the power
input. The time-averaged power input 〈Pκ〉 is shown in Figure 4.8b, with comparisons
to the layer 1 velocity (4.8a) and the power difference 〈Pκ〉 − 〈P0〉 (4.8c), as calculated
from the Sκ and S0 simulations. Unlike the distribution of Pdiff (Figure 3.2), the power
difference 〈Pκ〉 − 〈P0〉 does not correlate as strongly with the surface velocity, and
there are regions in which 〈Pκ〉 − 〈P0〉 is negative. This plot demonstrates that the
contribution to power input from the temperature coupling is approximately zero.
The similarity of the power input between the two simulations is also reflected in
the time series of each. Figure 4.9 shows a comparison of the 50 year power input trend
from S0, with the 30 year power input trend from Sκ. The power input is very similar
in both cases: the time averaged 〈Pκ〉 is slightly higher than 〈P0〉, but this could be
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Figure 4.8: (a) Layer 1 velocity |ou1|; (b) time averaged power 〈Pκ〉 from Sκ; (c) the difference
in power 〈Pκ〉 − 〈P0〉, between the Sκ and S0 simulations. Unlike Pdiff, the power difference
〈Pκ〉 − 〈P0〉 does not correlate very strongly with velocity.
due to a shorter integration period in Sκ. Both the stress and power input are similar
in magnitude in both simulations, which implies that the equilibrium velocity is almost
unchanged by the temperature coupling.
4.2.3 Circumpolar Transport
The similarities in wind stress and power input suggest that the equilibrium velocity
is nearly the same for both S0 and Sκ. This result is reflected in the time-averaged
streamfunction, plotted in Figure 4.10 for both S0 and Sκ. Both the pattern and mag-
nitude of the flow are very similar. Figures 4.11a,b show time series of total transport,
and layer 1 transport respectively. This time series also shows very few differences
between S0 and Sκ. The total transport for each layer is given in Table 4.3. The
transport is almost the same for Sκ and S0 in every layer, with the total transport
differing by only 1 Sv. Thus there is no evidence that the temperature coupled stress
alters the mean flow field in the present configuration.
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Figure 4.9: Time series of power input from the S0 simulation (red) and the Sκ simulation,
marked P0 and Pκ respectively. The Pκ series is translated on the time axis to begin at the
same point in time as P0.
Run
Transport (Sv)
Layer 1 Layer 2 Layer 3 Total
Sκ 71.2 67.2 -7.4 131
S0 71.6 67.7 -7.0 132
Table 4.3: Comparison of transport between the Sκ and S0 simulations.
4.2.4 Kinetic Energy
The kinetic energy (KE) is also very similar for both simulations. Figure 4.12 shows
a time series of layer 1 KE, comparing the S0 and Sκ simulations. Since the main
component of KE is the eddy activity, this result suggests that both simulations have
eddy fields of similar strength. As in Section 3.4, we decompose the layer 1 kinetic
energy into its mean and transient components (Eq. 3.8), to examine the strength
of the transient eddy field. The mean, transient and total KE in layer 1 are shown
in Table 4.4. Both the mean and transient components of KE are similar for both
simulations. This indicates that the temperature coupled stress does not significantly
affect the eddy activity in the model.
Run
KE (×104 J/m2)
Mean flow Transient Total
Sκ 0.75 2.52 3.27
S0 0.76 2.50 3.26
Table 4.4: Layer 1 quantities of mean flow KE, TKE and total KE for Sκ and S0.
§4.2 Flow Results 55
Figure 4.10: Time averaged streamfunctions for (a) S0, and (b) Sκ, showing a very similar
pattern of flow for both.
70 75 80 85 90 95 100
110
120
130
140
150
(a) Total Transport
T r
a n
s p
o r
t  (
S v
)
S
κ
S0
70 75 80 85 90 95 100
68
70
72
74
76
(b) Layer 1 Transport
Time (years)
T r
a n
s p
o r
t  (
S v
)
S
κ
S0
Figure 4.11: Time series of (a) total transport, and (b) layer 1 transport. In each plot, the
blue trend is from the Sκ simulation, and the red trend is from the S0 simulation.
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Figure 4.12: Time series of layer 1 KE for simulations S0 (red) and Sκ (blue).
4.3 Discussion
This work has established that the temperature coupled wind stress, previously conjec-
tured by Hogg et al. (2008), can reproduce correlations between stress and SST consist-
ent with observations. The coupling parameter κ was tuned to scatterometer derived
correlations between SST and wind stress, with the calibrated value at κ = 0.23 ◦C−1.
However, there are a number of parameters, such as the wind stress and the heat flux
parameter λ, which may greatly influence this calibration. Therefore our calibrated κ is
only appropriate to this particular model configuration. If the configuration is changed
significantly, or a different model is used, we would expect that this calibration process
would yield different values of κ.
The simulations presented above indicate that the temperature coupled stress does
not significantly affect the large scale flow in this channel. This result is very different
to the double-gyre simulation of Hogg et al. (2008), which found that temperature
coupling significantly weakened the flow. Their pattern of flow is illustrated Figure
4.13 (reproduced from Hogg et al., 2008), showing contours of (a) mean SST, and
(b) mean streamfunction. A crucial component of their result was that when κ was
increased, the jet separating the two gyres shortened by up to 50% of its original length.
Their largest value of κ was 0.15 ◦C−1 (smaller than our calibrated value), and in that
case the jet approximately halved in length, with both gyres weakened. They found
that the temperature coupled stress enhanced Ekman pumping along the jet core. This
destabilised the jet, which caused an increase of turbulence. The resulting flow had a
higher turbulent transport of PV between the gyres, so that both gyres were weaker.
Since the mean flow in the double-gyre case was affected by temperature coupled
interactions with the jet, it is somewhat surprising that the ACC model used here is
not similarly affected. The ACC model here contains a quasi-steady meandering jet
(see Figure 4.8a), which motivated us to investigate whether it was similarly slowed
by temperature coupling. We propose two possible explanations for why the ACC and
double-gyre models are so differently affected by the temperature coupled wind stress.
Firstly, the jet in the double-gyre case is associated with a strong SST front, with
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Figure 4.13: Reproduced from Fig. 2 of Hogg et al. (2008), showing the pattern of circulation
in their model. (a) mean SST (Contour Interval 2◦C); (b) mean upper layer streamfunction
(CI 2 Sv). The dashed lines are negative contours, and the bold line is the zero contour.
very cold water on the northern edge of the jet (from the subpolar gyre), and very
warm water on the southern edge (from the subtropical gyre). This can be seen by
comparing Figure 4.13a with 4.13b. As shown in Figure 4.13a, the SST changes by
approximately 10◦C across the width of the jet (of order 100 km). This SST front
creates high values of |∆T | in the region of the jet, thereby inducing large variations
in the stress, and hence Ekman pumping over the jet. By contrast, the ACC jet, as
represented by this model, (Figure 4.8a) does not correlate very strongly with SST
fronts (Figure 4.1). A typical change in SST across the jet is perhaps only 2◦C in this
model. The weaker temperature gradients in the ACC model are caused by the lack
of a mechanism (such as a western boundary current) to directly advect heat in the
meridional direction. Instead meridional heat fluxes in this model are due to the less
efficient eddy heat fluxes. The smaller values of ∆T may account for the observation
that the jets are largely unaffected by the temperature-coupling.
The second key point is that in the double-gyre case, the transport is closely linked
to the wind stress curl. In that case, Sverdrup balance applies (Eq. 1.7), so that
transport is a function of the wind stress curl. Hogg et al. (2008) found that the
temperature coupled stress reduced the large-scale wind stress curl over each gyre, and
produced a strong local wind stress curl in the vicinity of the jet. This local curl acted
to increase turbulence and destabilise the jet. Both the large-scale and small-scale
changes to the wind stress curl acted to weaken the gyres. By contrast, the current
model of the ACC is in an eddy saturated state, with baroclinic instability dominant
throughout the flow. The temperature coupling may well increase turbulence in the
flow, but the total amount of turbulence is likely to remain limited by intrinsic processes
such as baroclinic instability.
Eddies are responsible for creating the interfacial form stress, which connects the
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flow to the momentum sink at the ocean floor. The previous chapter demonstrated that
interactions with eddies are crucial to maintaining the momentum balance of the flow.
The significant changes to the mean flow observed under the ocean velocity dependent
stress were caused by eddy damping. If temperature coupled stress were to alter the
flow significantly, it is reasonable to expect that it would have to alter the eddy field.
At present, the temperature coupling does not appear to affect eddy activity, which
may explain why the equilibrium flow is unaffected.
The results of this chapter suggest that temperature coupling in the wind stress
can be ignored in this model configuration. However, it must be noted that the atmo-
spheric mixed layer in this model is highly parameterised. In the real world, coupling
between wind stress and SST relies on convective processes altering the vertical pro-
file of the atmospheric mixed layer, either enhancing or weakening the velocity shear.
Several modelling studies of coupling between wind stress and SST have found that
the atmospheric mixed layer depth changes by up to a factor of 5 when the wind blows
over a SST front (Samelson et al., 2006; Spall, 2007). In such cases the temperature
induced changes in wind stress are closely linked to changes in the atmospheric mixed
layer depth.
The model used here does not capture the variations in atmospheric mixed layer
depth, nor does it resolve convective motions. Although this simplistic representation is
somewhat limiting, its main advantage is that it allows a temperature coupled stress to
be modelled over an entire ocean basin. The more realistic representations mentioned
above are limited to smaller domains, due to their computational complexity. This
study is the first to model a temperature coupled stress in the ACC. It remains to
be seen whether the ACC flow would be affected by a temperature coupling, in a
coupled model with a more realistic atmospheric mixed layer. It will be a challenge for
a future work to find the balance between achieving a realistic representation of the
atmospheric mixed layer, and minimising computational cost to enable application to
a realistic model of the ACC.
Chapter 5
Conclusion
This thesis has explored the impacts of two parameterisations of wind stress in a quasi-
geostrophic coupled model representing the Antarctic Circumpolar Current (ACC).
The two parameterisations are the ocean velocity dependent stress (Eq. 1.8), and the
temperature coupled stress (Eq. 1.21). Each effect was investigated with reference to a
standard parameterisation of wind stress (Eq. 1.9), depending on atmospheric velocity
only. The two parameterisations were investigated in separate experiments, and the
findings are divided below into each experiment.
5.1 Ocean Velocity Dependent Stress
The ocean velocity dependent stress scheme acts to decrease power input to the channel,
when compared to the standard stress scheme. This occurs because the difference
between the two cases is always opposite in direction to the ocean surface velocity.
Thus the power input is monotonically reduced, and the reduction is greatest over
eddies and jets. Despite the reduced power input under the ocean velocity dependent
stress, the circumpolar transport is actually increased. This counterintuitive result
occurs because of the combination of eddy saturation, and eddy damping.
Eddy damping under the ocean velocity dependent stress scheme leads to a weaker
eddy field than in the standard stress scheme. Eddies limit the transport by creat-
ing interfacial form stress, leading to topographic form stress, which is the primary
momentum sink. Thus the eddy damping effect leads to a higher transport, because
the flow must reach a higher velocity to sustain the eddy activity required to balance
the momentum input from the surface. This subtlety is another reason why coarse
resolution models cannot capture the dynamics of the ACC.
5.2 Temperature Coupled Stress
The temperature coupled stress parameterisation used in this experiment began as a
simple conjecture from Hogg et al. (2008). This work has explored the consequences
of this conjectured parameterisation, and found that it produces correlations between
SST and wind stress, which are consistent with scatterometer observations (O’Neill
et al., 2003; Chelton et al., 2004). Using a series of short simulations, the coupling
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parameter κ was tuned to those scatterometer observations, and we have obtained
an optimal value for this model configuration. The method used for calibrating the
coupling parameter may readily be applied to other model configurations (such as a
gyre model), or indeed to other coupled models.
In contrast to the ocean velocity dependent stress, the temperature coupled stress
does not influence the large scale flow in this model. The temperature coupling does
not alter the eddy saturated state of the flow, and therefore the circumpolar transport,
power input, and kinetic energy are virtually unchanged in the temperature coupled
case. This result is in contrast to the double-gyre case (Hogg et al., 2008), which found
that the large scale flow is reduced by the temperature coupled stress.
5.3 Future Directions
This work has demonstrated the importance of including the ocean velocity in the
wind stress, in an eddy-resolving ACC model. These results add to a considerable
body of evidence that including the ocean velocity in the stress acts to reduce power
input. The eddy damping effect acts paradoxically to increase the mean transport of
the current; a result that is unique to the ACC. Both the power reduction and the
transport increase are not applicable to ocean models that do not resolve eddies, since
these effects are primarily caused by interactions with eddies. Given the dynamical
importance of eddies to the ACC (§1.1.3), we expect that these results will be relevant
to many future modelling studies of the ACC.
The changes in power input caused by the ocean velocity dependent stress have
implications for the ocean energy budget. Wind power input is a primary source of
mechanical energy in the ocean, and the majority of this power input occurs in the
Southern Ocean. The ocean velocity dependent stress scheme reduces the power input
by 32% compared to the standard stress in this model. This implies a reduction of power
input to the Southern Ocean of 0.1-0.2TW, which represents a significant portion of
the global wind power input to the ocean (of order 1TW).
The temperature coupled stress used here could be readily incorporated into other
coupled models. Now that it has been shown to reproduce realistic correlations between
wind stress and SST, the simplicity of the parameterisation gives it great potential to
be implemented into large scale models. The magnitude of the coupling parameter κ
can be calibrated to observations, using the method described in Section 4.1.
We have also observed that the correlation coefficients αc and αd (Eqs. 1.19a,b) are
related to the wind stress magnitude in this model. This work has briefly explored the
possibility of re-scaling the correlation coefficients by the mean wind stress, yielding the
re-scaled coefficients φc and φd (Eqs. 4.6a,b). These re-scaled correlation coefficients
may be used in future scatterometer studies, to test whether the observed regional
variations in αc and αd are related to the wind stress magnitude.
A future coupled model may also benefit from combining both the ocean velocity
dependence, and the temperature coupled stress. The resulting stress parameterisation
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would take the form
τ = aρ Cd(1 + κ∆T )|aum − oum| (aum − oum) . (5.1)
Although the temperature coupling does not significantly affect the dynamics of this
model, the double-gyre model investigated previously (Hogg et al., 2008) has found
that the temperature coupled stress weakens both gyres. There is also considerable
evidence (Duhaut and Straub, 2006, and others) that the ocean velocity dependent
stress plays an important dynamical role in gyre models. The parameterisation of Eq.
(5.1) could capture both of these subtleties in forcing a coupled gyre model. To date, no
large scale coupled model has captured both of these effects, and this parameterisation
presents an opportunity to do so.
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