Using two-dimensional high-speed measurements of the mixture fraction Z in a turbulent round jet with nozzle-based Reynolds numbers Re 0 between 3000 and 18 440, we investigate the scalar turbulent/non-turbulent (T/NT) interface of the flow. The mixture fraction steeply changes from Z = 0 to a final value which is typically larger than 0.1. Since combustion occurs in the vicinity of the stoichiometric mixture fraction, which is around Z = 0.06 for typical fuel/air mixtures, it is expected to take place largely within the turbulent/non-turbulent interface. Therefore, deep understanding of this part of the flow is essential for an accurate modelling of turbulent non-premixed combustion. To this end, we use a composite model developed by Effelsberg & Peters (Combust. Flame, vol. 50, 1983, pp. 351-360) for the probability density function (p.d.f.) P(Z) which takes into account the different contributions from the fully turbulent as well as the turbulent/non-turbulent interface part of the flow. A very good agreement between the measurements and the model is observed over a wide range of axial and radial locations as well as at varying intermittency factor γ and shear. Furthermore, we observe a constant mean mixture fraction value in the fully turbulent region. The p.d.f. of this region is thus of non-marching character, which is attributed physically to the meandering nature of the fully turbulent core of the jet flow. Finally, the location and in particular the scaling of the thickness δ of the scalar turbulent/non-turbulent interface are investigated. We provide the first experimental results for the thickness of the interface over the above-mentioned Reynolds number range and observe δ/L ∼ Re −1 λ , where L is an integral length scale and Re λ the local Reynolds number based on the Taylor scale λ, meaning that δ ∼ λ. This result also supports the assumption often made in modelling of the stoichiometric scalar dissipation rate χ st being a Reynolds-number-independent quantity.
Introduction
Turbulent mixing is a subject of immense interest owing to its occurrence in numerous engineering applications and several common natural phenomena which involve the mixing of a scalar in a turbulent flow field. Some examples include the mixing of fuel and oxidizer in a combustor, which directly influences the chemical reactions, dispersion of pollutants in the atmosphere, rapid quenching of flames with M. Gampert, V. Narayanaswamy, P. Schaefer and N. Peters fire extinguishers, etc . In a two-feed system, the state of mixing can be uniquely described by a parameter called mixture fraction Z, which is defined as the mass fraction of fuel stream in a given fuel-air mixture:
where the subscripts 'f ' and 'air' refer to fuel stream and air, respectively; according to this definition, Z varies between Z = 0 and Z = 1. The mixture fraction and the associated scalar dissipation rate, defined as
where D is a molecular diffusion coefficient and repeated indices imply summation, are very important parameters in non-premixed combustion; for instance, they describe the turbulent flame structure on the basis of the laminar flamelet theory, cf. Peters (1984) . Owing to its importance, there have been numerous research works, both experimental and theoretical in nature, focused on obtaining information on the mixture fraction field in reacting and non-reacting turbulent flows. The experimental determination of the mixture fraction in reacting flows has been difficult, but several experimental techniques have been developed to make one-point, one-dimensional and two-dimensional measurements of the mixture fraction fields (Frank, Kaiser & Long 2002; Karpetis & Barlow 2002; Frank & Kaiser 2005; Wang, Barlow & Karpetis 2007; Jiang et al. 2011 ). An attractive feature of the mixture fraction formulation is that its distribution can also be studied in non-reacting flows. The measurement of mixture fraction field in non-reacting flows is relatively simple and can yield high-quality data even with relatively modest experimental capabilities. Therefore, an increased interest has emerged in understanding turbulent mixing in non-reacting flows. Apart from being important in itself, insights gained into non-reacting flows are also expected to form a basis for the understanding of turbulent mixing in reacting flows. Combustion in a non-premixed system occurs in the vicinity of the stoichiometric mixture fraction Z st . Its value is about 0.06 for many hydrocarbon/air mixtures; for a propane/air mixture for instance Z st = 0.06095. In a jet flame, owing to the very low values of stoichiometric mixture fraction, combustion occurs in the outer boundary at lower mixture fraction values of the turbulent fuel jet, which is characterized by turbulent regions (of fuel) adjacent to non-turbulent regions (of air). These two regions are separated by a scalar turbulent/non-turbulent (T/NT) interface which is the subject of the present work.
Several models have been developed to describe the scalar mixing in non-reacting flows which could be extended to reacting flows. For instance, in combustion applications density-weighted (Favre) averages are used and believed to account for the density changes induced by heat release, cf. Peters (2000) . In a turbulent flow, the mixture fraction is a randomly fluctuating quantity. A classical approach to model its distribution is the use of probability density functions (p.d.f.) . With this approach, the mean value Z and its variance Z 2 can be expressed as a function of the mixture fraction p.d.f. P(Z), using
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cf. Lin & O'Brien (1974) and Bilger (1976) . Different modelling approaches (Broadwell & Breidenthal 1982; Kollman & Janicka 1982) have been taken to understand the properties of the p.d.f. of the mixture fraction. The most widely used approach to obtain an approximation for P(Z) is the presumed-shape p.d.f. approach, in which a distribution function is chosen in advance to represent the mixture fraction p.d.f. For fully developed turbulence and a binary mixing process, P(Z) is often modelled as a beta-function P β (Z), cf. Pitsch (1996) and Fox (2003) and references therein, with 5) where is the gamma function, and α = γ Z , β = γ (1 − Z ) and γ = [ Z (1 − Z )]/ Z 2 − 1 are its parameters, which are calculated from the mean mixture fraction Z and its variance Z 2 . The choice of a β-p.d.f. is mainly motivated by the observation that many experimentally observed mixture fraction p.d.f.s are well approximated by a β-p.d.f. However, this functional form cannot approximate cases where the shape of P(Z) exhibits more than two peaks or a singularity at Z = 0 or Z = 1 together with an intermediate local maximum in the range 0 < Z < 1. In flows exposed to external intermittency, such as at the outer edge of turbulent jets, one finds such bimodal p.d.f.s, where an accurate physical description leading to a better modelling is therefore necessary. The mixture fraction formulation in such highly intermittent regions assumes additional importance for turbulent reacting flows because the non-premixed combustion of pure hydrocarbon fuels typically occurs in this region. One of the approaches undertaken for predictions in intermittent flow regions is to presume a bi-variate or multi-variate beta-distribution (see Girimaji 1991 and for instance Goldin & Menon 1998 for a discussion and comparison of various scalar p.d.f. models in non-premixed combustion), which leads to a better prediction compared to β-p.d.f. models.
When experimental investigations are performed, for instance at the outer edge of the jet flow, the signal varies abruptly between a turbulent and a nonturbulent character. Townsend (1948 Townsend ( , 1949 quantified this behaviour in terms of an intermittency factor γ , defined as the fraction of the signal that is turbulent. Corrsin & Kistler (1955) first termed the layer separating the turbulent from the non-turbulent region as the 'laminar superlayer'. In the present work, as we are considering a scalar quantity only, we will refer to the region in which the scalar signal changes from turbulent to laminar character as the 'scalar T/NT interface'. Bisset, Hunt & Rogers (2002) note that irrotational velocity fluctuations are usually found in the non-turbulent flow outside the interface, which does not mark an absence of velocity fluctuations but a change in the character of the fluctuations from vortical to irrotational. Vorticity is transmitted to the fluid through the action of molecular viscosity, so that there must exist a shear layer that is essentially viscous in nature, though it may be extremely thin. Across this thin layer of turbulent fluid all major changes, including those of a transported scalar, between outer fluid and the fully turbulent interior fluid take place.
In combination with the detection of generally termed coherent structures in various types of turbulent flows (e.g. Kline et al. 1967; Brown & Roshko 1974; Dimotakis, Miake-Lye & Papantoniou 1983; Liepmann & Gharib 1992; Cannon, Champagne & Glezer 1993) , the question arises of how the local topology of these flows may be described from a structural point of view and how their impact may be described physically and quantified in terms of turbulence statistics. Recently, Marusic & Adrian (2013) gave a more precise definition of these coherent structures and 618 M. Gampert, V. Narayanaswamy, P. Schaefer and N. Peters the observed organized motion, while Philip & Marusic (2012) used a random collection of coherent large-scale eddies to describe first-and second-order statistics in axisymmetric jets and wakes. The latter authors further investigated the physical importance of these large-scale eddies in the local entrainment process that describes the advance of the T/NT interface layer into the irrotational fluid normal to its own surface, cf. Bisset et al. (2002) . While Liepmann & Gharib (1992) and Yoda, Hesselink & Mungal (1994) discuss the impact of these large-scale eddies and the motion of large-scale vortices (engulfment) on the entrainment process, Mathew & Basu (2002) and Westerweel et al. (2005 Westerweel et al. ( , 2009 suggest that small-scale eddy motions (nibbling) acting on the T/NT interface layer are the dominant physical mechanism.
These nibbling eddies are of major importance for the dynamics of the interface layer, see Hunt et al. (2011) for a review of recent investigations. More detailed spatial analyses of this region have recently been made experimentally (e.g. Westerweel et al. 2002 Westerweel et al. , 2009 Holzner et al. 2007b ) and numerically (e.g. da Silva & Pereira 2008 da Silva & Taveira 2010) . In addition, Westerweel et al. (2011) examined the temperature field of a non-isothermal jet and observed a good agreement of the statistics with the ones obtained from the investigation of concentration and axial momentum, see Westerweel et al. (2005) , Holzner et al. (2007a Holzner et al. ( , 2008 , da Silva & Pereira (2008) and Westerweel et al. (2009) . In particular, da Silva & Pereira (2008) argue based on scaling arguments that in the presence of a mean shear the characteristic length scale δ associated with the thickness of the scalar T/NT interface is of the order of the Taylor microscale λ. In the absence of such a mean shear, however, they postulate that the T/NT interface thickness instead scales with the Kolmogorov scale η. This is in good agreement with the results of Holzner et al. (2007a Holzner et al. ( , 2008 , who found that fluid parcels cross a thin layer characterized by η within a time characterized by the Kolmogorov time.
The idea that the T/NT interface might represent more than just a thin diffusive layer at the edge of a turbulent flow and that it might have an effect on the statistics well within the turbulent region has already been elaborated by Effelsberg & Peters (1983) . They considered the scalar T/NT interface to have a particular topological structure different from the ones inside the fully turbulent region and the coflow (defined by Z = 0). Parameterizing the scalar profile within the T/NT interface by an algebraic decay exponent, they formulated a model for a composite p.d.f. for a conserved scalar, which takes the separate contributions from the fully turbulent and the T/NT interface region into account and relates the four parameters of the model to the first four moments of the scalar p.d.f.
This model is of particular relevance for the flamelet model, see Peters (1983 Peters ( , 1984 . In the latter, all reactive scalars are a function of the mixture fraction Z, and the scalar dissipation rate χ at the stoichiometric mixture fraction appears as an external parameter. As mentioned above, this region often lies within the scalar T/NT interface. Furthermore, detailed knowledge of the p.d.f. of the mixture fraction P(Z) is essential as it is one of the components in the flamelet approach.
The present study continues the investigation of the mixture fraction p.d.f. in the presence of the scalar T/NT interface and explores the topological features of this T/NT interface. To this end, we perform high-frequency planar Rayleigh scattering measurements of pure propane (C 3 H 8 ) discharging from a free round jet into coflowing pure CO 2 . The local mass fraction Y C 3 H 8 of propane is equal to the mixture fraction Z: In (1.6), X C 3 H 8 is the propane mole fraction and W C 3 H 8 and W CO 2 are the molecular weights of propane and carbon dioxide, respectively. The measurement technique and the experimental setup are described in § 2. We then analyse the mixture fraction p.d.f. P(Z) at various axial and radial positions to examine the model and scrutinize the scaling of the scalar T/NT interface thickness δ in § 3. The paper is concluded in § 4 with a brief summary.
Experiment
The experiments were performed in a coflowing turbulent jet facility, see figure 1 for a schematic of the experimental setup. The facility consists of a centre steel tube with an inner nozzle diameter d = 12 mm. The surrounding coflow tube had a diameter of 150 mm, which was large enough to reduce the experimental setup to a two-stream mixing problem. Research grade propane (99.95 % pure) was fed through the centre tube using a mass flow controller (OMEGA FMA-2600A) at various flow rates to achieve the desired jet exit Reynolds number. The coflow gas was chosen as carbon dioxide owing to its larger Rayleigh cross-section compared to air, which was necessary to obtain an accurate determination of the scalar T/NT interface boundary. The mean velocity of the CO 2 coflow was 0.05 m s −1 , as determined from laser Doppler anemometry (LDA) measurements. The different experimental cases investigated are shown in table 1. The mean jet exit velocity U 0 and thereby the jet Reynolds number Re 0 (=U 0 d/ν), was varied between 3000 and 18 440 and the corresponding Taylor-Reynolds number Re λ (=u rms λ/ν) varied between 61 and 141, where ν is the kinematic viscosity. In table 1, ν C l denotes the viscosity and U c the mean velocity value on the centreline.
High-speed (kHz-rate) two-dimensional Rayleigh scattering imaging was performed in the y-z-plane, normal to the bulk flow direction (x). The high-repetition-rate imaging enabled us to account for the orientation of the scalar T/NT interface, cf. § 3.2, while computing topological statistics. Two frequency-doubled beams (λ = 527 nm) from a high-frequency dual-head Nd:YLF laser (Litron Lasers LDY303HE-PIV) were made coincident, both spatially and temporally, to deliver a total energy of ∼32 mJ pulse −1 at 1 kHz (32 W). To account for laser energy fluctuations, the signal is corrected on a shot by shot basis by a 12-bit energy monitor (LaVision Online Energy Monitor). The polarization of both of the beams was normal to the jet axis; this maximized the Rayleigh scattering signals in the imaging plane. The beams were transformed into a horizontal collimated sheet using a combination of a spherical and a cylindrical lens (see figure 1 ). The width and the thickness (FWHM) of the resultant sheet were approximately 10 and 0.3 mm respectively. Images were acquired at 1 kHz using a high-speed CMOS camera (LaVision HighSpeedStar 6, 1 k × 1 k pixels) fitted with a camera lens (Nikon f.l. = 85 mm) stopped at f/1.4. An extension ring was placed between the camera and the lens to minimize the working distance; the resulting field of view was about 60 mm × 60 mm. The signal-to noise ratio (SNR) in the pure CO 2 region was ∼20 and that in the pure propane region was ∼40 of the raw images. The time interval between the successive images was 1 ms. The Rayleigh scattering images were corrected for background scattering, camera dark noise and laser-sheet inhomogeneities. The resulting signal is related to the number density and the scattering cross-section by the following expression, cf. Eckbreth (1996) :
where C is the constant that describes the collection volume and the efficiency of the optical setup, I 0 is the incident laser intensity, n is the number density and σ mix is the mixture-averaged differential cross-section. For a flow that occurs under isothermal and isobaric conditions, as is the case in the present experiments, the Rayleigh signal, I Ray , is only a function of σ mix . For a two-stream mixing process (propane issuing into CO 2 ), the above simplifies to
where X i and σ i are the mole fraction and the differential cross-section of species i respectively. Using (2.2) and using the Rayleigh scattering signals of pure propane and pure CO 2 , the mole fraction of propane in the propane/CO 2 mixture is given as
For calibration purposes, measurements of pure propane (Z = 1) and CO 2 (Z = 0), respectively, have been performed. Based on these, the mixture fraction was then determined from the mole fraction according to (1.6) using linear interpolation. One-dimensional energy spectra were computed to assess the in-plane resolution of the images. The noise floor in the scalar spectrum began at 0.9 mm, which demonstrates that the measurements had a spatial resolution of at least 6η for the different experimental configurations. The mixture fraction fields were then filtered with a finite-impulse-response-like filter, which is designed so that the energy spectra follow the model spectrum of Pope (2000) to reduce the influence of noise on the statistics and other derived quantities related to the scalar T/NT interface that are discussed in this work. This type of filter is preferred as it allows good control of the effect that the filter has on the energy content of the measurements and provides the correct dissipation roll-off. For further details, please refer to Gampert et al. (2013a) and Gampert, Schaefer & Peters (2013b) . Figure 2 shows a comparison of a sample scalar field from case 20-2 before and after filtering. No large differences in the fluid structures exist between the images before and after filtering, which serves to illustrate the superior quality of the data. The major sources of systematic uncertainty in the determination of the T/NT interface are the departure from linearity of the camera response and the presence of small residual noise in the propane and CO 2 streams, after data processing. The departure from the linearity of the camera response is within 4 %, as quoted by the manufacturer and the combined uncertainty arising from all the sources is estimated to be below 5 %.
Results
In this section, we will in a first step evaluate the experimental data of the mixture fraction in terms of its p.d.f. P(Z) for nine different cases at various radial and axial locations, and analyse these results by using the composite p.d.f. model derived by Effelsberg & Peters (1983) . Then, the focus will shift to the scalar T/NT interface, the p.d.f. of which is one of the results of the composite model investigated. Particular attention will be paid to the scaling of the thickness of the scalar T/NT interface, which will turn out to be of importance for the modelling of the scalar dissipation rate χ.
Mixture fraction fields were obtained at different Reynolds numbers and between x/d = 10 and x/d = 30, as shown in table 1. For each of these cases three sets of measurements were performed. Each of these comprised 5400 images so that the statistics that are discussed in the following are based on the analysis of 16 200 images per case. Figure 3 shows the instantaneous mixture fraction fields after filtering at x/d = 10 (figure 3a) and x/d = 20 (figure 3c), respectively. Figure 3 shows that, whereas the interface between the turbulent propane jet and the ambient CO 2 is quite sharp at x/d = 10, it is diffuse at x/d = 20. This is because of the increased mixing of the two streams with axial distance resulting in smaller gradients. A comparison of the radial profile of the mean and the root mean square (r.m.s.) of the measured figure 4 . An excellent collapse is observed in both the mean and r.m.s. and the profiles follow closely the results of Talbot et al. (2009) . Furthermore, the scaling r = r/(x − x 0 ), where x 0 is the virtual origin of the jet, seems to collapse the data obtained at different axial locations very well. We have observed the same collapse for U 0 = 1.76 m s −1 (Re 0 = 4500). These results also suggest that the location x/d = 10 is already downstream of the potential core.
Figure 3(a) shows a representative mixture fraction field measured at x/d = 10 and the corresponding radial profile along z/d = 0 (figure 3b). One clearly observes three different regions: the fully turbulent part of the flow (A), the scalar T/NT interface (B), where the value of the mixture fraction drops from the turbulent to the outer flow value (Z = 0), and the coflow (C), which, by definition, corresponds to Z = 0. The boundary of the T/NT interface is determined based on the procedure developed by Prasad & Sreenivasan (1989) and will be explained in detail in § 3.2. Note that in . the coflow region (C), the measured mixture fraction value fluctuates between Z = 0 and 0.03, which is caused by the residual noise that is left after data-processing. As mentioned in the introduction, the stoichiometric mixture fraction of a propane-air mixture is Z st = 0.06, which is clearly located in the scalar T/NT interface (figure 3b). In many of the instantaneous realizations, we observed the presence of multiple T/NT interfaces. This is due to the separation of the turbulent eddies from the main flow, as illustrated in figure 3(c), an effect that is called detrainment. In this work, we consider only the T/NT interface associated with the main turbulent flow for computing the statistics discussed in § 3.2, as for free shear flows such patches are usually reentrained within a few eddy time scales (Hussain & Clark 1981) , cf. Westerweel et al. (2009) for a similar treatment. In addition, let us note that as we only have twodimensional images, some of the interfaces that seem to be separated may actually be connected in the out-of-plane direction and only look like multiple interfaces because of the planar cut. Effelsberg & Peters (1983) showed that the mixture fraction p.d.f. in intermittent regions can be physically explained by considering separate contributions from the fully turbulent flow, the scalar T/NT interface and the outer coflow. We take the same approach as outlined by Effelsberg & Peters (1983) to construct the composite model p.d.f. This model will -besides its first validation and application in a jet flow -serve as a tool to quantify the contributions to the mixture fraction p.d.f. of the different regions in the flow. Though these p.d.f.s are thus only modelled, a very good agreement with the 'real' ones has been found recently, cf. Gampert et al. (2013a) . First, we compute the intermittency factor γ (calculated as the fraction of the signal where the mixture fraction is non-zero) as defined by Townsend (1948 Townsend ( , 1949 , and the p.d.f. P(Z) in the propane-CO 2 jet at the various axial locations given in table 1. Using the computed γ and P(Z), we then calculate a composite model p.d.f. P c (Z) as
The composite model for the p.d.f. of the mixture fraction
where s is the fraction of the signal from the scalar T/NT interface within the turbulent part of the flow, P t is the contribution to the p.d.f. from the fully turbulent part and P s is the contribution from the scalar T/NT interface. As the mixture fraction in the coflow is by definition Z = 0, the contribution of the coflow to the composite p.d.f. is a delta function δ(Z).
To obtain the p.d.f.s for the fully turbulent part P t (Z) and the T/NT interface part P s (Z), we compute the model parameters (s, k, α t and γ t ) from the first four moments of the measured p.d.f. of Z using the relations given in Effelsberg & Peters (1983) :
We use the parameters α t , β t and γ t to construct a beta function (see (1.5)), which we hypothesize to model the p.d.f. contribution from the fully turbulent part
Note that α t , β t and γ t , in the above equation, are related as γ t = α t + β t . To obtain the p.d.f. contribution from the scalar T/NT interface, we obtain the mixture fraction profile across the scalar T/NT interface as follows:
where Z t is a random variable whose distribution is given by (3.6), which corresponds to the mixture fraction at the edge of the turbulent region, and k is one of the model parameters that is obtained from (3.2)-(3.5). Note that in the composite model this mixture fraction profile across the interface is anchored at the edge of the turbulent region, as can also be for example observed in the measured radial profile shown in figure 3(b) . Using the four model parameters, the p.d.f. contribution from the scalar T/NT interface is calculated as
For a detailed description of the derivation please refer to Effelsberg & Peters (1983) intermittent region, characterized by γ < 0.9 and s > 0.2, large discrepancies can be observed between the β-p.d.f. and the measured p.d.f., as shown in figures 8, 11 and 12; here, the β-p.d.f. becomes infinity at Z = 0, which strongly deviates from the observed finite values in the measured p.d.f. In contrast, owing to the T/NT interface contribution, the composite p.d.f. takes a value close to the measured one, resulting in a very good overall agreement. It is necessary to note that the β-p.d.f. can assume only the values of zero or infinity at Z = 0; this is a clear deficiency in the cases shown in figures 5-12. For the highly intermittent cases shown in figures 11 and 12, one may argue that the β-p.d.f.'s flexibility of generating a singularity at Z = 0 is favourable because it reproduces the effect of the T/NT interface with reasonable accuracy, although the overall shape is quite different from the measured p.d.f. Such an argument, however, ignores the fact that the physics of the fully turbulent region and the T/NT interface are quite different. However, any interpretation of the above results has to take into account that the composite p.d.f. employs four model parameters in contrast to the two input parameters used for the β-p.d.f. Relating the latter to the widely used Reynoldsaveraged Navier-Stokes (RANS) simulations, note that modelling of the first two moments Z and Z 2 is consistent with the moments needed in the β-p.d.f. The standard models for Z and Z 2 are valid in the limit of infinitely large Reynolds number and do not account for molecular transport in the T/NT interface. Thus, the T/NT interface physics are not included in such a simulation and cannot be captured even if the RANS equations were extended to higher-order moments. Consequently, one would have to derive model equations for the parameters s, k, α t and γ t as well as the intermittency factor γ if the T/NT interface physics inherent in free shear flows were to be predicted by a RANS code or, similarly, by large-eddy simulation (LES).
In addition, we note that the Reynolds number range discussed in the present work spans 3000 to 18 400 so that some of the cases under investigation may not be considered fully turbulent. However, referring to the results shown by Dimotakis (2000) (see figure 6 therein) for gaseous jets, there is almost no Reynolds number dependence for the scalar (mixture fraction) variance, where a rapid homogenization due to molecular diffusion is achieved.
An accurate prediction of P(Z st ) is extremely critical in non-premixed combustion modelling. Bilger (1976) showed that, in the limit of fast chemistry, the mean fuel consumption rate may be expressed as
whereω F is the mean turbulent reaction rate,ρ is the mean density, Y F,1 denotes the fuel mass fraction in the stream andχ st is the Favre-averaged scalar dissipation rate conditioned at the stoichiometric value Z = Z st . Thus, an error in the predicted value of P(Z = Z st ) would directly reflect in the chemical source termω F ; hence, the predicted value of P(Z = Z st ) is one of the important metrics to assess the p.d.f. model. Assuming a typical value of Z st = 0.06, which corresponds to many pure hydrocarbon fuels, we calculated P(Z st ) predicted by the composite and the β-p.d.f. models at different locations and compared them with the measured values. We found that the accuracy of the two models differs with the intermittency (γ ) and the scalar T/NT interface contribution (s) at the measurement location. At locations with γ > 0.9 and s < 0.05, the value of P(Z st ), which is almost zero, is reproduced very well by both composite and β-p.d.f.s (e.g. figure 5 ). At locations with γ < 0.9 and s > 0.1, the predicted value of P(Z = Z st ) differs significantly between the models. For instance, in figure 6 , whereas the composite model p.d.f. predicts P c (Z st ) = 0.41, the β-p.d.f. predicts P β (Z st ) = 0.27. Note that the measured value of P(Z st ) = 0.46 is very close to the composite model p.d.f. prediction; the corresponding error in the β-p.d.f. is about 40 %. It should be mentioned that an error of similar magnitude in P β (Z st ) is also present in figures 8, 10 and 11; in contrast, P c (Z st ) shows much better agreement with the measured values. Another interesting observation is a very good agreement with P β (Z st ) and the measured p.d.f. in figures 7 and 9, though the overall shape of the p.d.f. is quite different. An important parameter in turbulent flows is the mean mixture fraction of the fully turbulent region Z t , which is the first moment of the p.d.f. of the fully turbulent part. It is shown in figure 13 that the mean mixture fraction value Z t of the fully turbulent part at a given axial location x/d is nearly constant acrossr and γ , and decreases with increasing x/d. This observation can be explained by viewing the turbulent core of the jet as an entity that is randomly meandering back and forth in the radial direction without changing its mean property, characterized by the mean mixture fraction. The intermittency factor measured at a fixed radial location then represents the probability of finding the turbulent core at that location. This type of p.d.f., characterized by a constant mean across the radial direction, was termed non-marching by Karasso & Mungal (1996) . Finally, it should be emphasized that although the p.d.f. of the mixture fraction is different in reacting and non-reacting flows owing to the heat release, our argument based on the meandering nature of the fully turbulent core of the jet causing the non-marching p.d.f. is expected to be valid for reacting flows as well. In the context of combustion it is common to apply Favre averaging and then study the p.d.f. of the Favre-averaged mixture fraction. The resulting conventional and Favre-averaged p.d.f.s are qualitatively similar and exhibit bimodal behaviour, cf. Bilger (1980) , so that in reacting flows, the reaction zone is hypothesized to be embedded in the scalar T/NT interface.
On the thickness of the scalar T/NT interface
Considering the importance of the scalar T/NT interface in the mixture fraction p.d.f., its topological features, namely the spatial distribution and the scaling of its thickness δ, were explored. These results are of very high value to the turbulence/combustion models based on the T/NT interfaces and experiments that explore the T/NT interfaces. For instance, the thickness of the T/NT interface would determine the grid resolution requirements in modelling frameworks such as LES and the spatial resolution requirements in experimental investigations. Furthermore, the scaling of the scalar T/NT interface thickness would also elucidate the associated physics that govern the T/NT interface characteristics. As mentioned above, we followed a threshold procedure described by Prasad & Sreenivasan (1989) to identify the location of the T/NT interface by detecting the so-called envelope, cf. Westerweel et al. (2009) , embedded within it: the threshold value at which the interface is located is determined if the histogram of the mixture fraction within one planar image is bimodal as the local minimum value. In those cases, however, where the histogram is not bimodal, the average mixture fraction over the entire image is calculated as a function of the threshold using only those values that exceed this threshold. Then, the threshold is simply calculated numerically by finding the zero crossing of the Laplacian of the threshold average mixture fraction curve.
First, we validate this procedure by calculating the p.d.f. of the location of the T/NT interface in the radial direction r i normalized by the scalar half-width radius b c , cf. figure 4, to be consistent with previous works. This is shown in figure 14 for case 30-1 together with a Gaussian distribution. A comparison between the measured data and the normal distribution indicates a slight skewness towards the outer jet region in agreement with Westerweel et al. (2009) Alexopoulos & Keffer (1971) and Westerweel et al. (2009) . This is followed by a small plateau, though not as pronounced as in Westerweel et al. (2009) , followed by a nearly linear increase with respect to the distance from the interface into the turbulent flow region. Combining the findings presented in figures 14 and 15, we can reconstruct the mean scalar profile normalized by its centreline value in radial direction, see figure 4(a). To this end, we compute the convolution of the conditional mean mixture fraction across the T/NT interface with the p.d.f. of its location
wherer i = r i /b c . The resulting profile as shown in figure 4(a) is usually approximated using an exponential function, see for instance Talbot et al. (2009) . As the p.d.f. of the interface location is very close to a Gaussian bell-shape curve, this allows conclusions with respect to the scalar profile across the T/NT interface. If it were for instance approximated simply by a Heaviside function, which would give good agreement with the experimental data over a wide range apart from the region 0 < (r i − r)/b c < 1.4, the convolution given, cf. (3.10), would yield an error function as the solution for the radial profile, see for instance Lau, Morris & Fisher (1979) for the use of an error function to fit mean radial profiles. However, based on our results we conclude that such an approach is not valid and deviations seem to stem in particular from the close to linear increase with respect to the distance from the interface into the turbulent flow region.
The thickness of the T/NT interface was calculated using the following procedure. The projection of the T/NT interface thickness δ proj in the measurement plane was determined from the boundaries of the T/NT interface for each instantaneous mixture fraction field. While the outer boundary is simply located at Z = 0, the inner one is obtained using (3.7). This mixture fraction value Z t at the edge of the fully turbulent part in addition has a p.d.f. that obeys (3.6). At this point, we should point out that Z t is a result of the composite model and can thus only be determined as accurately as the model solution allows. In addition, one has to consider for its interpretation that although Z t has a physical meaning in the model derivation and is assumed to represent a characteristic quantity of the flow field, it may not necessarily fully represent the inner boundary of the T/NT interface in an instantaneous snapshot. The actual thickness was, in a next step, obtained by correcting the projection of the thickness for the orientation of the T/NT interface. This orientation was obtained by computing the local in-plane displacement between successive (two-dimensional) T/NT interface fields that are temporally separated. We considered the boundary corresponding to the T/NT interface for the calculations and an example of the successive scalar T/NT interface boundaries is shown figure 16. To calculate the local in-plane displacement, we interrogated two consecutive instantaneous T/NT interface boundaries in 32 × 32 pixel domains with 16-pixel spacing and cross-correlated the two fields to find the average displacement of the T/NT interface in the interrogation window using cross-correlation routines; this procedure is very similar to that used in the particle image velocimetry technique. The position of the cross-correlation peak corresponds to the displacement in the y and z direction between the two images. Using this displacement, we determined the local orientation φ of the T/NT interface:
where x denotes the out-of-plane displacement between two fields, which is calculated via x = U /f , where U (x, r) is the local mean velocity and f (=1 kHz) denotes the recording frequency. Finally, the actual thickness of the T/NT interface One of the important requirements for adopting this procedure for the computation of the orientation is to make sure that the location of the interface only changes on a length/time scale that is resolved in the experiment. This displacement has already been studied numerically (Bisset et al. 2002) and experimentally (Westerweel et al. 2009 ), where it has been concluded that it is of the order of the integral length scale L. As the resolution of the measurements in the out-of plane direction
x is 1 mm (depending on the experimental configuration), which is of the order of the Kolmogorov scale (1 mm ≈ 4η ≈ (1/4) λ ≈ (1/20) L), this is well satisfied.
Consequently, the T/NT interface is assumed in a first approximation to be only subject to a radial displacement and to be transported in the downstream direction by the local mean velocity U (x, r), cf. § 3.1. One of the limitations of this procedure is the averaging within the interrogation window, which leads to large errors, if large differences in the local orientations induced for instances by small-scale eddies are present within the interrogation window. We do acknowledge the presence of this error in our calculations, since we were limited by the minimum interrogation window size that we could employ. Finally, for the realizations with multiple T/NT interfaces, we chose to employ the one corresponding to the fully turbulent flow for the computations, cf. Westerweel et al. (2009) for a similar treatment.
The p.d.f. P(φ) as obtained from case 30-1 is shown in figure 17 . We observe a p.d.f. of the orientation of the scalar T/NT interface with a mean value of almost 45
• . This result is in agreement with the observations discussed in the context of local isotropy in turbulent shear flows by Sreenivasan (1991) , who relates this finding to the principal axis for a two-dimensional strain field, which is also at 45
• . Based on the T/NT interface location, we investigated the profile of the mixture fraction in the T/NT interface-normal direction to analyse its spatial extent.
The scalar T/NT interface thickness δ, normalized with a local integral scale L, where L = 0.7r 1/2 , cf. Wygnanski & Fiedler (1969) , is shown in figure 18 as a function of the local Taylor-based Reynolds number Re λ ; note that any definition of the integral scale would work equally well for the scaling. As mentioned in the introduction, da Silva & Taveira (2010) Owing to measurement noise and the uncertainty stemming from the calculation of δ (in particular from the computation of φ) as well as most importantly owing to the different physical mechanisms (nibbling versus engulfment, see Philip & Marusic 2012 for a recent discussion) acting on the scalar T/NT interface locally (and the different length scales involved), the experimentally obtained thickness is described by a p.d.f. P(δ) (the first moment of which is shown by the markers in figure 18 ) rather than only one fixed value. To give an indication of the impact of these effects, bars have been incorporated in figure 18 , indicating the standard deviation of P(δ). Note that this standard deviation is slightly larger for the cases 10-2, 15-2, 20-2/3 and 30-2 as compared to 10-1, 15-1, 20-1 and 30-1 as here at a fixed axial location, in particular, the out-of-plane resolution in the streamwise direction decreases from 1.5η to 6η with increasing Reynolds number.
Finally, we provide a further illustration of an application of the results obtained here in non-premixed combustion modelling. From (3.9), the chemical source term scales with the stoichiometric scalar dissipation rate χ st defined by χ st = 2D(∂Z/∂x α ) 2 st .
(3.13)
Since the relevant contributions to the scalar gradients occur normal to the interface within the scalar T/NT interface, we may estimate the gradient ∂Z/∂x α as (Z t − Z outer )/λ, where λ 2 ∼ ντ and τ is the integral time scale. In addition, Z t is the mixture fraction value in the fully turbulent part of the jet, while Z outer denotes the value in the outer flow which in our case is Z = 0. The mean of χ st is thus
(3.14)
Assuming a constant Schmidt number, it follows that the mean stoichiometric dissipation rate is independent of molecular effects. It can be seen from figure 13 that Z t follows the hyperbolic decay law for Reynolds-number-independent round jets which along the centreline decreases as x −1
. This scaling supports the assumption often made in flamelet modelling that χ st may be modelled as a Reynolds-numberindependent quantity, see Peters (1984) .
Conclusion
High-frequency two-dimensional measurements of the mixture fraction field of a turbulent round propane jet with coflowing carbon dioxide were performed at various axial and radial locations and nozzle-based Reynolds numbers Re 0 = 3000-18 440. Based on the experimental data, we studied in a first step the mixture fraction p.d.f. To this end, we used the composite model of Effelsberg & Peters (1983) to reconstruct the scalar p.d.f.s of the fully turbulent region, the T/NT interface and the outer flow and investigate their characteristics. In a second step, we then examined the T/NT interface with a focus on the scaling of its thickness.
Based on the experimental results, we found very good overall agreement of the composite p.d.f.s of the mixture fraction P c (Z) at different radial and axial locations as well as at varying Reynolds numbers and intermittency factors γ . Further, we compared the performance of the composite model with the widely used β-p.d.f. and observed a more accurate agreement between composite and measured p.d.f.s, particularly since, by construction, the β-p.d.f. fails to reproduce finite values of the measured p.d.f. at Z = 0. We observed a non-negligible contribution of the T/NT interface even on the centreline and a close to constant mean value Z t of the p.d.f. of the fully turbulent part P t (Z). The p.d.f. in the fully turbulent region is therefore of non-marching character, which is attributed physically to the meandering nature of the fully turbulent core of the jet flow. Based on these findings we conclude that the T/NT interface and its contributions to the mixture fraction p.d.f. are of major importance in the early part of the jet where the measurements have been performed. Therefore, model equations for the parameters s and k that model the T/NT interface and the intermittency factor γ are needed for a predictive model to be derived in future work.
In addition, we examined conditional statistics of the scalar T/NT interface. A very good agreement with the literature, see for instance Westerweel et al. (2009) , was found for the p.d.f. of the interface location and the scalar profile across it. We then analysed the scaling of the thickness δ of the scalar T/NT interface and observed δ/L ∼ Re
