Propensity score methods are common for estimating a binary treatment effect when treatment assignment is not randomized. When exposure is measured on an ordinal scale (i.e. low-mediumhigh), however, propensity score inference requires extensions which have received limited attention. Estimands of possible interest with an ordinal exposure are the average treatment effects between each pair of exposure levels. Using these estimands, it is possible to determine an optimal exposure level. Traditional methods, including dichotomization of the exposure or a series of binary propensity score comparisons across exposure pairs, are generally inadequate for identification of optimal levels. We combine subclassification with regression adjustment to estimate transitive, unbiased average causal effects across an ordered exposure, and apply our method on the 2005-2006 National Health and Nutrition Examination Survey to estimate the effects of nutritional label use on body mass index.
While Variyam and Cawley
and Loureiro et al. 4 found a significant reduction in body mass index (BMI) among women label users, Drichoutis et al. 5 found evidence that increased label use actually caused higher BMIs. However, both Variyam and Cawley and Loureiro et al. dichotomized label use, initially measured on a five-point scale, into ''sometimes'' frequency or above, making inference at a specific label use level impossible. Further, in dichotomizing an ordered exposure, both studies were more likely to suffer from bias due to confounded assignment mechanism. 6 Estimating the effects of an exposure on an ordinal scale is useful for many public health interventions. For example, extensive clinical trials have contrasted the duration, length, and intensity levels of physical activity. 7, 8 Such research has aided in proposing recommendations for physical activity, including those touted by the US Surgeon General. 9 Obviously, these guidelines cannot be enforced; however, they were written in order to motivate people to live healthier lifestyles, and to identify the average effects that are expected due to different activity levels.
Similar guidelines on how often one should read nutritional labels have not been issued, despite label use being a priority for several US organizations. The US Food and Drug Administration, 10 the American Heart Association, 11 and the American Diabetes Association, 12 for example, all include label use directions on their websites. The Mayo Clinic 13 goes as far as urging patients to ''practice'' label use when food shopping. However, none of these organizations supply any specific guidelines of how often individuals should be reading nutritional labels.
Observational data that use a simple comparison of health outcomes across those at different label use levels have limitations, because subjects in these label use groups differ with regard to personal, socio-economic, and demographic characteristics. For example, readers of nutrition labels are, on average, more active and health-conscious. 14, 15 With two treatment groups, a common statistical tool used to adjust for differences in the covariates' distribution in estimation of the treatment effect is the propensity score, defined by Rosenbaum and Rubin 16 as the probability of receiving treatment conditional on a set of observed covariates. Most propensity score methods and applications deal with binary treatments, while exposure to label use is often measured using an ordinal scale. In the 2005-2006 National Health and Nutrition Examination Survey (NHANES) data, label use is measured on a five-point scale, never, rarely, sometimes, most of the time (often), or always. Drichoutis et al. 5 employed binary propensity score methods across the 10 possible pairs of label levels in their analysis of the NHANES, which yielded pairwise causal effect estimates that were not transitive. Specifically, estimates suggest that while sometimes label use level yields lower BMI than rare level and that rare level causes lower BMI than never level, sometimes level frequency actually results in a significantly higher BMI (p < 0.05) than never level.
We extend the data set used by Drichoutis et al. 5 and reanalyze it with a generalized propensity score (GPS) method that will result in transitive estimates of the causal effects of increased label use on BMI between all pairs of label use levels. In doing so, this manuscript provides three important extensions to approaches which have been previously designed for ordinal exposures. 17, 18 Following the separation of the design and analysis paradigm in observational studies proposed by Rubin, 19 we propose and implement novel graphical methods as well as introduce new metrics for assessing and depicting covariates' similarity between individuals at different exposure levels. Second, we couple the subclassification-based strategies of Imai and Van Dyk 18 and Zanutto et al. 20 with regression adjustments to estimate causal effects and to obtain more precise and accurate point estimates. Last, we use simulations to demonstrate the benefits of combining subclassification with regression adjustment, relative to either method alone and to other previously proposed methods for ordinal exposures. Although previous statistical literature has touched on some of the analysis phase methods, the combination of the design, simulation, and analysis phases presented here provide other investigators a complete case study for estimating causal effects from observational studies with ordinal treatments. Our method is implemented on the 2005-2006 NHANES, and causal effect estimates suggest that reduction in BMI only occurs when reading labels often or always.
The outline of this paper is as follows. Section 2 introduces our notation, and Section 3 details our use of subclassification with regression adjustment to estimate the set of causal effects across levels of an ordinal exposure. Section 4 implements the proposed method on the NHANES data, Section 5 summarizes our results, Section 6 details a simulation study, and Section 7 concludes.
2 Causal inference and the Rubin causal model 2.1 Notation for binary treatment Splawa-Neyman 21 first described treatment effects in the context of potential outcomes for a randomized experiment. This concept was expanded to observational studies in what was eventually termed the ''Rubin causal model'' (RCM). 22, 23 Let Y i , X i , and T i be the observed outcome, set of p covariate values, and binary treatment indicator, respectively, for each subject i ¼ 1, . . . n, n 5 N, where n is the sample size and N is the population size which is possibly infinite, with treatment T i 2 T , T ¼ 0, 1 f g. A commonly made assumption in the RCM is the stable unit treatment value assumption (SUTVA). 24 SUTVA specifies both that the set of potential outcomes for a subject depends only on the treatment that subject was assigned to, and not on the treatment assignment of others, and that within each treatment condition, there are not multiple versions of the treatment. Assuming SUTVA, the potential outcome for unit i can be written as Y i ðT i ¼ tÞ ¼ Y i ðtÞ, which represents subjecti's outcome if he or she would have received treatment t.
One common estimand of interest is the population average treatment effect (PATE), which is often approximated by using the sample average treatment effect (SATE).
In practice, however, each individual receives either the treatment or the control at the same point in time, but not both, and only Y i ð1Þ or Y i ð0Þ is observed for each unit, also known as the fundamental problem of causal inference. 22 As a result, the RCM commonly relies on the assumption S1 to estimate 1 and 2. S1: Strongly ignorable treatment assignment: (i) Prð Yð0Þ, Yð1Þ È É jT, XÞ ¼ Prð Yð0Þ, Yð1Þ È É jXÞ; and (ii) 0 5 PrðT ¼ tjXÞ for t 2 0, 1 f g. 16 Under strongly ignorable treatment assignment, the set of potential outcomes and treatment assignment are conditionally independent given X. Implicit in this assumption is that differences in outcomes between those with the same X are unbiased estimates of the treatment's causal effect to units with that X.
To estimate causal effects from observational data, matching subjects with the same X who received different treatments is an effective way of reducing bias, but as the dimension of X increases, this is nearly impossible. 25 Propensity scores enable inference under the RCM even in a high dimensional setting. Let eðXÞ ¼ PrðT ¼ 1jXÞ be the propensity score. If treatment assignment is strongly ignorable given X, then it is also strongly ignorable given eðXÞ, Prð Yð0Þ, Yð1Þ È É jT, eðXÞÞ ¼ Prð Yð0Þ, Yð1Þ È É jeðXÞÞ. Thus, the comparison of units with equal eðXÞs is unbiased for estimating unit level effects, and averaging over the distribution of eðXÞ in the population results in an unbiased estimate of the PATE. 16 2.2 Expansions for more than two exposure levels Assuming SUTVA, for Z exposures or exposure levels, with
, where Y i is the set of potential outcomes for unit i. With an ordinal exposure, possible estimands of interest are the PATEs between exposure levels t and s, PATE t,s , for all pairs t, s f g, where t, s 2 T , which are commonly approximated by the sample average treatment effects, SATE t,s .
As with binary treatment, we cannot observe each SATE t,s because each unit only receives one treatment, and therefore SATE t,s is a random quantity due to the assignment mechanism being random. Assuming that the sample is randomly chosen from the population, then SATE t,s is an approximation for the PATE t,s . Because most applications are usually trying to estimate effects generalizing to the population, from this point forward, we will define PATE t,s as our estimand of interest and assume that the observed data were sampled at random from the population.
To estimate the PATE across exposure pairs, S1 is expanded such that a strongly ignorable treatment assignment mechanism (also called strong unconfoundedness) for multiple exposures states that (i) Pr½YjT ¼ t, X ¼ Pr½YjX; and (ii) 0 5 Pr½T ¼ tjX 4 8 5 1 8 t. As in the binary treatment setting, SUTVA and a strongly ignorable treatment assignment mechanism enable us to estimate E½YðtÞ, for all t, by conditioning on the observed covariates.
The propensity score has been expanded to multiple exposures through the GPS, rðt, XÞ ¼ PrðT ¼ tjX ¼ xÞ. 18, 26, 27 While propensity scores for binary treatment enable us to condition on a scalar in order to estimate treatment effects, the GPS with a discrete exposure may consists of multiple dimensions, thus requiring to condition on an entire vector of treatment assignment probabilities, rðXÞ ¼ ðrð1, XÞ, . . . , rðZ, XÞÞ. As a result, two individuals with the same rðt, XÞ for one specific treatment level may not be equivalent with regard to their entire rðXÞ. Thus, differences in outcomes between subjects with different exposure levels and similar rðt, XÞ, but differing rðXÞ, are not generally unbiased causal effect estimates. 26 Joffe and Rosenbaum 17 and Imai and van Dyk 18 noted that modeling an ordinal exposure using an ordered logit model, also referred to as the proportional odds model, 28 can provide a shortcut to conditioning on a multidimensional rðXÞ. The ordered logit model is appropriate for exposures measured in doses (e.g. low, medium, high). For example, with Z total treatments (exposure levels), assuming log PðT i 5 tÞ PðT i ! tÞ
The combination of equation (6) with the assumption of a strongly ignorable treatment assignment mechanism allows us to establish that Y and the treatment assignment are conditionally independent given b T X (for a proof, see Imai and van Dyk 18 )
Under the expanded versions of SUTVA and S1, differences in observed Ys between subjects with different exposure levels but equal b T X are unbiased estimates of causal effects at that b T X. To estimate the PATE t,s for all treatment pairs t, s f g, we want to average E½YðtÞ À YðsÞjb T X over the distribution of b T X. Formally, we would estimate E½YðtÞ À YðsÞ using the following
Direct computation of equation (8), however, is difficult because it requires integrating over the probability distribution of b T X.
One approach for approximating the PATE t,s is to partition subjects with similar values of b T X into subclasses, estimating the effect within each subclass, and combining these effects using a weighted average. A second alternative could be the use of radius matching 29 to pair subjects with roughly equivalent b T Xs and average across pairs. However, individual matching techniques are not as well suited for multiple treatments. 26 A third approach, which is discussed in Section 3.3, uses inverse probability weighting.
3 Subclass-weighted causal effects for an ordinal exposure 3.1 Design phase Estimation of causal effects using observational data is composed of two phases: the design phase and the analysis phase. 30 The design phase is done without the outcome in sight, and with the intent of obtaining the same treatment effects which would have been obtained in a completely randomized design. 19 As suggested by Joffe and Rosenbaum 17 and implemented by Lu et al., 31 we first use equation (5) to fit PrðTjXÞ and generate an estimatedbX i for each individual, whereb is the maximum likelihood estimate of b. The goal in the design phase is to group subjects that are similar with respect to the observed covariates. 19 Thus, we are not concerned with assessing the fit of treatment assignment (e.g. testing the proportional odds assumption), but whether balance on all covariates is obtained across treatment groups.
Covariate choice
The choice of which covariates to include in the GPS model should be made with the intent of satisfying the assumption of strong ignorability. Primarily, previous scientific research should be used to instruct choice of X, 30 with all measured pre-treatment variables associated with both the treatment assignment and the outcome included. 32 In addition, when in doubt, Stuart 25 recommends a ''liberal'' inclusion variables associated with either the treatment assignment or the outcome, because exclusion of variables which are associated with the treatment assignment mechanism can increase bias.
While it cannot be verified that the chosen X satisfies the assumption of strong ignorability, Stuart 25 argues that strong ignorability is often more valid than it appears because controlling for observed covariates also controls for correlated but unobserved ones. As part of the covariate selection, we propose to examine if any covariates that were not included in the treatment assignment model are also balanced across subclasses. Exact implementation will be described in Section 5.
Common support
As with propensity score analysis for binary treatment, it is important to eliminate subjects outside the range of common support. 33 With binary treatment, a common support is often considered to be the range of propensity scores of those receiving both treatments. For an ordinal exposure, an extension is to use a common support region of the linear predictor, which eliminates subjects withb T X beyond the range ofb T X values among those on other treatments. It is recommended that the propensity score model be re-fit after subjects are dropped to ensure that the estimated propensity scores are not disproportionately impacted by those outside the common support. 34 Dropping units also changes the estimand of interest to include only units with a large enough probability of receiving any of the treatments. This is a different estimand than the PATE t,s , which cannot be estimated without making unassailable assumptions. Thus, it is good practice to describe the population which the estimand is generalizable to using the observed covariates.
The remaining subjects that are not discarded are partitioned into K subclasses, where each subclass contains subjects with similarb T X. This partitioning is aimed at generating similar covariates' distributions for all treatment levels in each subclass. The choice of K is flexible, and it has been suggested to examine the covariate balance for multiple values of K. 30 Higher K will yield better within-subclass homogeneity of the covariates, resulting in smaller within-subclass bias. Too large of a K will result in low numbers of subjects within each subclass, which could restrict our ability to estimate causal effects when there are no units at a specific treatment level to compare to. For simplicity, we partition units into subclasses such that an equal number of units are within each subclass. Cochran and Rubin 35 found little improvement when comparing the bias reduction of optimal subclassification to equally spaced subclassification with a single covariate and a binary treatment, and Rosenbaum and Rubin 36 provided similar recommendations when estimating the treatment effect with multiple covariates and binary treatment. Our recommendation is to use equally spaced subclasses with ordinal treatments and multiple covariates, but this is an area of further research. Let n k be the number of subjects in subclass k, k ¼ 1, . . . , K. With binary treatment and p covariates in the propensity score model, it has been recommended to keep (i) at least three subjects at each combination of the subclass and treatment; and (ii) n k 4 p þ 2. 34 Our related recommendation is to generate the largest K possible with both (i) at least 3 þ Z subjects at each exposure level in each subclass; and (ii) n k 4 p þ Z.
Balance checks
To ensure that subclassification reduced the covariates' bias across the different treatment groups, it is important to check the within-subclass distributions of each covariate before looking at withinsubclass outcomes. 19, 30 This process examines how closely each subclass mimics a randomized experiment in which the distributions of covariates at each exposure level are similar in expectation.
The following two-step procedure was used to examine the covariate distributions within each subclass. First, tabular and graphical approaches assess the distributions of bothb T X and the continuous covariates in X by exposure level within each subclass. 37 These checks include side-by-side boxplots of the balancing scores and continuous variables at each exposure level in each subclass. Second, the dependencies between exposure level and covariate within each subclass, for all covariates, will be compared to both the dependencies in the original data and the hypothetical distribution of the statistics which would have occurred in a randomized experiment. Here, we use Kendall's b , abbreviated as from this point forward, which is a rank correlation coefficient, where positive values indicate that higher ranks of one covariate are positively associated with higher ranks of the exposure. Under the null distribution that the covariate and exposure are independent, ¼ 0, and sample statistics are approximately distributed as standard Normal, making useful for examining non-linear correlations. We plot histograms of sample test statistics for each covariate at each subclass to check for normality, as well as to identify the proportion of statistics which remain significant after subclassification, relative to nominal level .
Examining all of the values for each covariate in each subclass may be extensive with a large number of covariates. One way to summarize the benefits of subclassification is to average the within-subclass estimates for each variable over the number of subclasses, and compare these results to the values found in the original data. Formally, let pk be the estimated between exposure level and covariate p in subclass k, and let w k ¼ n k n be the proportion of subjects in subclass k. We define " p , the weighted subclass-averaged , as
Contrasting the " p values with the statistics from the original data can indicate if covariate imbalances still exist. Section 4.2 details these checks through real data analysis. If these checks display covariate imbalances which deviate from a randomized experiment, one option would be to re-fit the ordered logistic model, possibly including interaction terms. Noticeable variations in the distributions ofb T X or significant dependencies within each subclass, for example, would suggest that the covariates are not properly balanced. If balance on X cannot be obtained, causal effects should not be calculated.
Analysis phase
Under strong ignorability, if the empirical distribution of the covariates is equal in expectation between those at different exposure levels within each subclass, estimated mean outcomes for each treatment level can be computed as weighted averages of the within-subclass sample means, with weights equal to the relative subclass size. Let " y kt and " y ks be the observed sample means in subclass k among those receiving treatments t and s, respectively. To test for a global difference in subclass-weighted mean outcomes between the exposure levels, Zanutto et al. 20 use a randomized block analysis of variance model of outcome on subclass and exposure, treating subclass as the blocking variable. If the global difference in means hypothesis is rejected, pairwise PATE t,s s can be estimated using subclass-weighted mean differences, as in equation (9) .
Without regression adjustment, however, subclass-weighted means may not eliminate the entire bias caused from differences in the covariates' distribution, jeopardizing the accuracy of treatment effects estimated using equation (9) . The intuition behind this is that while differences in outcomes are unbiased estimates of causal effects at exact values of the linear predictor, differences in covariates by exposure level could still exist when different linear predictors are pooled together. Several authors [38] [39] [40] have noted that combining regression adjustment with matching for a binary treatment reduces bias relative to either method alone. An additional benefit of regression adjustment is that even in the case that the theoretical covariate balance of a completely randomized design is achieved within each subclass, regression adjustment can improve the precision of the causal estimates. 34 We start the analysis by testing for a global effect of exposure using a randomized block analysis of covariance (ANCOVA) model of outcome on subclass, exposure, and X, treating subclass as the blocking variable. If the null hypothesis of no difference in means by exposure is rejected, we calculate pairwise causal effects.
Let Y ik be the observed outcome of subject i in subclass k and let Y ik ðtÞ be the potential outcome of that subject at exposure level t. Next, letting X ik be the observed covariates of subject i in subclass k and IðT i ¼ tÞ be an indicator function for individual i receiving treatment t, we use the following steps to estimate PATE ðt,sÞ for all pairs t, s f g.
Step
g within each subclass using the following regression model
Step 2: Estimate PATE kðt,sÞ , the PATE ðt,sÞ within-subclass k, using kt and ks , the maximum likelihood estimates of kt and ks , respectively, from model (10)
Step 3: Estimate the variance of d PATE kðt,sÞ , Varð d PATE kðt,sÞ Þ, within each subclass, from regression model (10)
Based on equation (10), b a k $ N ða k , R k Þ, and letting c ¼ ð0, IðT ¼ tÞ, 0, À IðT ¼ sÞ, 0Þ, where IðT ¼ tÞ and IðT ¼ sÞ are indicators for treatments t and s, respectively, with 0 ¼ ð0, . . . , 0Þ, we have
Step 4: Using w k ¼ n k n , estimate PATE t,s by averaging over K:
Using our framework, kt À ks , the estimated average treatment effect between level t and s in subclass k, is an unbiased estimate for PATE kðt,sÞ (For proof, see Appendix 1). It is important to note that because n k and the linear predictors are both based on the GPS model estimated from the data, responses within and between subclasses are dependent. 41 As a result, the above aggregation of subclass-weighted standard errors can underestimate the true sampling variances, although regression adjustment usually helps in this regard. 41, 42 
Alternative approaches
In addition to subclassification-based methods, other inference procedures exist for estimating causal effects from an ordinal exposure. Lu et al. 31 used non-bipartite matching to pair subjects at lower exposure levels with ones at higher levels. However, the causal effect estimand generated using non-bipartite matching is not clearly defined, and a significant effect using this method would not specify an optimal exposure level.
The approach used by Drichoutis et al., 5 initially described by Lechner, 43 is also common for estimating treatment effects from multiple exposures. Letting n t be the number of subjects receiving treatment t, this method implements a set of binary comparisons (SBC) attempting to estimate the PATE on the treated, PATT tjðt,sÞ ¼ E½YðtÞ À YðsÞjT ¼ t, for all exposure pairs t, s f g, using propensity score matching for binary treatment on the population of subjects receiving either t or s. Because SBC yields causal effects conditional on a subject receiving one of two treatments, the resulting set of causal effects are usually not transitive. Specifically, the population receiving t which PATT tjðt,sÞ generalizes to likely differs from the population receiving s which PATT sjðs,rÞ generalizes to, and, as a result, it would be erroneous to use PATT tjðt,sÞ and PATT sjðs,rÞ to contrast treatments r and t.
Another approach for approximating the PATE between each exposure pair uses the inverse of the estimated probabilities from a statistical model of treatment assignment (e.g. multinomial logistic, proportional odds) as weights. 26, 44 Feng et al. 45 used this procedure to estimate PATE t,s by weighting subjects by the reciprocal of their GPS.
One issue with this approach is that extreme weights can result in erratic causal estimates, 46, 47 an issue that becomes more likely as the number of treatments increases and treatment assignment probabilities decrease. While trimming has been shown to decrease the influence of extreme weights on causal estimates, 48 trimming the extreme weights estimated from a GPS model can yield covariate bias' in unknown directions. 49 Nonetheless, our subclassification estimators can be viewed as weighted estimators, with weights coarsened by averaging them through subclasses. For binary treatment, this smoothing of the weights results in estimates which, compared to weighted methods, are more precise and less likely to be influenced by a misspecification of the propensity score model. 34, 50 4 Nutritional label use and BMI
Data description
The NHANES is a nationally representative research program of 15 US counties that measure demographic, health, nutritional, and behavioral variables, including nutritional label use and BMI. The 2005-2006 NHANES version measured label use via a questionnaire and BMI through a physical examination. Subjects were presented with an example of a food label and asked the question ''How often do you use the Nutrition Facts panel when deciding to buy a food product? Would you say always, most of the time, sometimes, rarely, or never?'' (See http://www.cdc.gov/ nchs/data/nhanes/nhanes_05_06/sp_dbq_d.pdfhttp://www.cdc.gov/nchs/data/nhanes/nhanes_05_06 /sp_dbq_d.pdf for more information.)
In a separate physical examination, trained medical personnel measured the height and weight of these subjects.
Thirty pre-treatment covariates that are possibly associated with label use exposure and BMI, including demographic, lifestyle, nutritional awareness, and health status information, were chosen after careful examination of the NHANES and a vast literature review. 14, 51 All of the variables recommended by Drichoutis et al. 5 were included. We added squared terms for Metabolic equivalence and Meals away from home to account for the skewed nature of the original variables. 30 The covariate Weight thoughts, which measures an individual's categorized opinion of their weight (underweight, about the right weight, or overweight), was also included. Last, we included the variable Prior BMI, which is calculated using a self-reported estimate of a subject's weight from a year prior to the survey and the subject's current measured height.
The data set included a total of 4644 subjects with recorded label use and a measured BMI. As in Drichoutis et al., 5 we excluded the 298 subjects with missing covariates values. Including Prior BMI as a covariate eliminated an additional 74 subjects, yielding a sample size of 4272. Because dealing with missing covariates is not the focus of this paper, we made the naive assumption that data for these subjects were missing completely at random. 52 Other options include introducing missing indicators for categorical covariates, 53 using weighting methods based on the probability for missingness (as in Wooldridge 54 ), or using multiple imputations to create complete data sets, where causal effect estimates are calculated across each of the data sets and combined using Rubin's rules for multiple imputation. 55 Because these techniques have not yet been used with GPS methods under multiple exposure levels, it is an important area for further research. Selected demographic variables of subjects dropped using these criteria and those remaining in the study population are shown in Appendix A2.1. Table 1 lists our covariates, their statistics with label use, and a p-value testing the null hypothesis of no dependency between label use and each covariate. (There are 33 rows in Table 1 , as we separated the variable for race into four categories. For a more complete description of these covariates, see Appendix A2.3.) Using these covariates, the ordered logistic model was used to estimate the probability of label use (the treatment).
Balance assessment
Subjects were partitioned into K equal size subclasses, with subclass boundaries defined by equally spaced quantiles ofb T X. There were 33 covariates in the propensity score model. To meet the restrictions of (i) at least 3 þ Z subjects at each label use level within each subclass; and (ii) n k 4 p þ Z, up to K ¼ 15 subclasses were examined. Balance checks are presented for K ¼ 5, 10, and 15.
Distributions ofb
T X and balance checks for continuous covariates Boxplots ofb T X by label use within each subclass show that while the linear predictors are distributed similarly among those at different label use levels for K ¼ 10 and K ¼ 15, those with higher label use levels have higherb T X within each subclass for K ¼ 5. For example, in subclass 4
with K ¼ 5, the boxplots indicate a pattern of increasingb T X by label use level (Figure 1 ). However, when these subjects are further split onb T X, as in subclasses 7 and 8 with K ¼ 10, the linear predictor appears more evenly distributed across label use levels (Figure 1 ). Overlap and similarities in the distributions of continuous covariates by label use were also compared via side-by-side boxplots, both overall and within each subclass. Extreme continuous covariates' values may have large influence on the causal estimates, particularly if the overlap of continuous variables is not roughly equal across label use levels. One option is to perform the analysis on a common support of continuous variables, by eliminating subjects whose covariates are beyond the range of those at other label use levels. For example, sample cutoff lines used with these inclusion criteria for the variable Prior BMI are shown in Figure 2 , which eliminated, along other subjects, a subject with a Prior BMI of 87.5. This elimination was done before the propensity score model was estimated and would be done prior to any elimination of extreme linear predictors.
Another option was to exclude subjects with extreme continuous variables within each subclass, but in the NHANES data set, this would eliminate more than 30% of the participants, and thus this strategy was not attempted. Elimination changes the population for whom the results can be generalized to, but it reduces the need for extrapolation and making assumptions which cannot be defended.
Within-subclass associations between X and T using Kendall's
As an example of balance assessment using , let Drug user be a binary variable for whether or not a subject indicated using hashish, marijuana, cocaine, heroin, or methamphetamine in the past 12 months. One significant sample statistic occurred with Drug user in subclass 2, for K ¼ 10 ( 
Subclass 8 (K=10)
Label use exposure
Linear Predictor
Never Rare Some Often Always Figure 1 . Boxplots ofb T X (the linear predictor) by label use in subclass 4 (K ¼ 5) and subclasses 7 and 8 (K ¼ 10).
In this example, ¼ 0.09, suggesting an increase in label use is associated with an increase in the likelihood of using drugs, as the z-statistic for this association is 2.00.
With several hundred such tests, however, we expected to find these associations by chance, as well. Figure 3 depicts the distributions of the test statistics plotted against a normal curve, and Table 3 shows the proportion of significant tests observed after subclassification at level , 2 0:01, 0:05 f g . In Figure 3 , we look for normality in the histograms, and in Table 3 , because the distribution of p-values is uniform under the null, we check that the proportion of significant tests is near . Results are presented across three choices of K for the following three mechanisms of subject elimination, E1-E3: E1: No subject elimination, n ¼ 4272 E2: Eliminate subjects with extreme linear predictors, n ¼ 4142 E3: Eliminate subjects with extreme continuous X or extreme linear predictors, n ¼ 4076
These checks show that while there were significant within-subclass covariate imbalances beyond that which would have occurred in a randomized design when K ¼ 5, the proportion of significant tests of dependency dropped for K ¼ 10 and K ¼ 15. The variables Age, Drug user, Healthy diet, Heard of food guide pyramid, Pregnant, Prior BMI, Weight thoughts, and Doct. advice 3: eat less fat for disease risk displayed the strongest (p < 0.05) tests of within-subclass dependency for K ¼ 10 and 15.
Last, we compare statistics before any subclassification with subclass-weighted " p statistics, for K ¼ 5 and 15, under elimination mechanism E3 (Figure 4 ). This figure is an extension of the ''Love'' plot proposed for binary treatment, which is popular for showing post-matching decrease in each K =15, E3 Figure 3 . Histograms of z-test statistics of statistical dependency between covariates and label use using Kendall's , for K subclasses and subject elimination E1-E3. E1: no subject elimination, n ¼ 4272; E2: eliminate subjects with extreme linear predictors, n ¼ 4142; E3: eliminate subjects with extreme continuous X or extreme linear predictors, n ¼ 4076. covariates' bias. 56 Twenty six of 33 jj statistics using the original data are greater than 0.02, and 19 of these correlations are greater than 0.10. For K ¼ 15, no j " j is of magnitude greater than 0.016, and 29 of the 33 j " j are less than 0.01. Dependencies appear to still exist within-subclasses for K ¼ 5, where 10 j " j are greater than 0.02. For K ¼ 10 (not shown), the largest j " j is 0.019 (Metabolic Equivalence).
These results suggest that subclassifying with K ¼ 10 and K ¼ 15 eliminated most of the differences in observed covariate distributions across label use categories which were found in the original data. Because our checks deem covariates to be plausibly balanced for these Ks only, we do not estimate within-subclass causal effects for K ¼ 5.
Subclass-weighted causal effect estimates of label use on BMI with regression adjustment
Let BMI ik ðtÞ be the potential outcome BMI of subject i in subclass k at label use t, for i ¼ 1, . . . , n, k ¼ 1, . . . , K, K 2 10, 15 f g, and t 2 1 ¼ never, 2 ¼ rare, 3 ¼ some, 4 ¼ most of the time ðoftenÞ, È 5 ¼ alwaysg: With Z ¼ 5 and Y ik ðtÞ ¼ BMI ik ðtÞ, equations (10) to (14) were used to estimate the PATE ðt,sÞ and their variances for all pairs t, s f g. Estimates for three forms of subject elimination (E1-E3) and two regression model adjustments (A1,A2) are shown in Table 4 . The regression adjustment models were used to adjust for lingering bias that was not eliminated using subclassification. Model A1 included the set of covariates with questionable balance as judged by within-subclass statistics, as described in Section 4.2, and model A2 included all covariates in Table 1 . A2: X ¼ All covariates in Table 1 Two other sets of causal effects are presented in Table 4 . First, estimates calculated using SBC, as detailed in Section 3.3 and calculated by Drichoutis et al. 5 with this same data set, are displayed. (Drichoutis et al. 5 used several matching algorithms in their analysis. The estimates shown in Table 4 reflect those using one-to-one nearest-neighbor matching.) Second, we calculated Inverse Probability of Treatment Weighted (IPTW) estimates of the PATEs, as in Feng et al. 45 and equation (15) . (As in Feng et al., 45 we used bootstrap sampling to estimate the variance of the IPTW causal effects.)
Results
Using a randomized block ANCOVA model with K ¼ 10 and K ¼ 15 subclasses as blocks, at the 0.05 nominal level, we rejected the global null hypothesis of no differences between the mean BMIs at each label use (p < 0.01 for both K, using each combination of unit discarding rule (E1-E3) and regression adjustment method (A1,A2)). Examining the estimated PATEs between the 10 pairs of label levels suggest that often or always label use may yield lower BMI than rare or sometimes usage. However, the majority of comparisons is not significant at the 0.05 level; the one comparison that was significant across most models examined suggests that an often usage yields a lower BMI than a rare one. Effect estimates are similar for different unit discarding rules (E1-E3), choice of K, and regression adjustment method (A1,A2). IPTW estimates are mostly inconclusive, save for limited evidence that often levels cause lower BMI than rare and sometimes levels.
The marginal increase in BMI with low levels of label use, relative to no label use, is a bit of a surprise; one possibility is that subjects who read labels at a minimum level falsely believe that they are acting sufficiently healthy, and respond with behaviors or eating habits which increase BMI. Another possibility is that the strong ignobility assumption is violated, which implies that subjects reading at the rare levels are unique in a dimension not captured by the observed covariates. However, this violation is less plausible when a large number of covariates are being balanced.
The causal estimates provided are only unbiased under the assumptions specified in Section 2. SUTVA seems reasonable for the NHANES. However, we caution that merging label use categories 4 ) may violate the multiple version of treatment assignment assumption. The NHANES data also included other covariates that were not included in the GPS model because we felt that other variables served as sufficient proxies. As a sensitivity analysis, we examined six of these covariates: cocaine use, marijuana use, marital status, an indicator for excessive alcohol consumption, blood pressure problems, and desires for weight control (listed in Appendix A 2.2, along with their pre-subclassification Kendall's with label use). Using our split of subjects into 15 subclasses, we tested for within-subclass dependency between label use and these covariates using Kendall's . Of the 90 tests, 1 (1.1%) and 4 (4.4%) were significant at ¼ 0:01 and ¼ 0:05, respectively, roughly what would have occurred in a randomized design. Thus, it appears that we were able to balance observed covariates even when they were not explicitly included in the GPS model.
Our decision to eliminate subjects with extreme linear predictors or continuous variables (E2, E3) results in estimands that are different than PATEs, and the estimates provided in Table 4 each generalize to different populations. However, under both E2 and E3, fewer than 5% of subjects were eliminated. Two variables, education level and familiarity with the food guide pyramid, offered the strongest insight into why subjects were not retained. Of the 130 subjects eliminated under E2 and the 196 subjects dropped under E3, 61 had the lowest education level and had no knowledge of the food guide pyramid. An additional 46 eliminated subjects had the highest education level and were familiar with the food guide pyramid. These types of subjects were less likely to be observed at all label use levels and would require extrapolation.
Compared to other methods for ordinal exposures applied to this data set, subclassification with regression adjustment provides important advantages. In the IPTW analysis, 309, 313, and 307 subjects were given a weight greater than 10 under E1, E2, and E3, respectively, yielding causal effects with larger variances in comparison to our proposed method. The maximum weights under the three elimination mechanisms were 129 (E1), 108 (E2), and 57 (E3). Subclassification-based estimates are also transitive and generalizable to the entire study population that is not discarded, whereas estimates using a SBC generalize to separate subsets of the population and are not transitive. Here, transitivity refers to the additive effects of causal estimates across different exposure levels. For example, using our method, but not that of a SBC, the additive effects of often to some and some to rare label use frequency is equivalent to comparing often to rare usage.
Simulation
In real data, true causal effects are not known because each subject receives only one treatment or exposure dose at a specific time point. If complete sets of potential outcomes were known for all subjects, however, it would be straightforward to compare competing methods to see which most accurately and precisely estimates the true PATE. Thus, we created two full data sets that include the full set of potential outcomes which could have occurred if we had observed the subjects at all label use levels. The two sets of full data, Set 1 and Set 2, used the 2005-2006 NHANES with label use as exposure and BMI as outcome. Letting BMI i ðtÞ be the potential outcome BMI under treatment t for subject i, we imputed two fixed sets of potential outcomes as follows:
SET 1: PATE ðt,sÞ ¼ 0 for all t, s f g. Here, BMI i ðtÞ ¼ BMI i for all t 2 T , where BMI i is the observed BMI for unit i in the data set.
SET 2: PATE ðt,sÞ 6 ¼ 0 for all pairs t, s f g. Imputation of these potential outcomes were obtained using the following algorithm.
(1) The principal components of X, the matrix of covariates listed in Table 1, were calculated. (Here, we excluded the squared terms for Metabolic equivalence and Meals away from home, as the inclusion of these variables led to erratic principal components. For more information on the principal components procedure, see Jolliffe 57 .) (2) All subjects were projected to the eigenvector (V 1 ) that corresponded to the largest eigenvalues of X, PC1 i ¼ V T 1 X i . (3) BMI i ðT i Þ, the potential outcome at subject is observed treatment assignment, was set as the observed outcome, BMI i . (4) For t 6 ¼ T i , the potential outcomes were imputed using the observed BMI outcomes of the subjects receiving other treatment levels whose PC1s were closest to that of subject i. Specifically,
For Set 2, the resulting population average causal effects for the different usage level comparisons were: À0.14 (rare vs. never), À0.18 (some vs. never), À1.20 (often vs. never), and 0.32 (always vs. never).
At each simulation step, we applied the following algorithm:
(1) Randomly select 15 of the covariates listed in Table 1 without replacement, and let X sim be the matrix with these covariates (2) Estimate b t , the maximum likelihood estimate of from the multinomial logistic regression model logð PðT¼tÞ PðT¼zÞ Þ ¼ t X sim based on the observed T and X sim . (3) Letr sim,i ðt, X sim Þ be the estimated probability that unit i received treatment t, based on the model in the previous step with ¼ b , and sample T sim,i based onr sim,i ¼ ðrð1, X sim, i Þ, . . . ,rð5, X sim, i ÞÞ. (4) Set the observed outcome BMI sim,i ¼ BMIðT sim,i Þ.
It is important to note that both the treatment assignment mechanism and the outcome model are different than the GPS model and the linear regression model, respectively. We used BMI sim , T sim , and X sim to compare seven methods of estimating the PATE across pairs of label use dosages. The seven methods included four variations of subclassification and three commonly used comparison approaches. Subclassification techniques were generated by combining two factors, the number of subclasses used (K ¼ 5, 15) and whether or not regression adjustment for all covariates in X was used within each subclass (yes, no). The three commonly used estimation methods included the naive differences in the sample means of BMI sim between those at different treatment levels, Because we did not adjust for multiple interval estimations, Complete coverage is expected to be lower than both Average coverage and the nominal level.
Results of the simulations are depicted in Table 5 . Regression alone and subclassification with regression adjustment yielded the lowest bias for Set 1, PATE t,s ¼ 0. All of the subclassification approaches showed lower bias and higher coverage rates for Set 2, PATE t,s 6 ¼ 0, compared to the other methods. Among the subclassification methods implemented, a higher number of subclasses and the inclusion of regression adjustment tended to yield higher coverage rates and lower bias. IPTW estimates showed higher bias and lower coverage, possibly due to the misspecified treatment assignment model or the sensitivity of this procedure to large weights. With a binary treatment assignment, misspecified treatment assignment models and extreme weights can yield causal effects with larger bias and higher mean squared error (MSE). 47, 50, 58 The results of our simulations suggest that when the estimated treatment assignment mechanism, in this case the proportional odds model, does not reflect the true assignment mechanism, a method involving subclassification with regression adjustment can outperform competing estimators of PATE for ordinal exposures. Further, combining subclassification with regression adjustment yields lower bias and higher coverage rates when compared to either method alone.
Discussion
The analysis presented here adds to that of Variyam and Cawley 3 and Loureiro et al., 4 who dichotomized label use as sometimes or higher and found significant health benefits of increased label use. We showed that a significant benefit of reading nutritional labels comes only with an often or always frequency, relative to reading at a rare frequency. Such a conclusion could not be reached after dichotomizing the exposure or by other previously proposed methods. In fact, we estimated the treatment effect in our data set after dichotomizing label use into sometimes or higher and rare or never levels. Under E1 elimination mechanism, and using subclassification on the propensity score with K ¼ 15 subclasses followed by regression adjustment, the estimated effect was not significant at the 0.05 nominal level (À0.05, 95% CI, À0. 29, 0.19) . Although the direction of this effect was similar to our findings, this analysis did not capture the potential benefits of reading labels frequently. We recommend that policies and instructions for label use be updated to specify the extent with which one needs to read labels to reap the health benefits of a lower BMI.
Subclassification on a GPS requires two assumptions, SUTVA and strong unconfoundedness. In our study, both assumptions seem reasonable given the design of the NHANES and the large number of observed covariates that were sufficiently balanced within each subclass; however, the true validity of both of assumptions is unknown. Sensitivity approaches have been developed for binary treatment effects, [59] [60] [61] [62] and a useful area for further research would examine the validity of these assumptions with an ordinal treatment. Further, because the NHANES is not a random sample, but a stratified random sample, our treatment effects generalize specifically to the population created by the sample; see Herna´n et al. 63 and Pearl and Bareinboim 64 for related discussions on the generalizability of observational data.
Inference using propensity scores is a preferred method of answering causal questions for comparative effectiveness research, but generalizations of propensity scores to the multiple treatment setting are limited. 65, 66 The balance and estimation procedures provided here are important extensions of propensity score analysis to causal effects estimation for observational studies when the exposure is ordinal. These procedures yield, under proper assumptions, unbiased and transitive estimates of average treatment effects. 
