Introduction
With the development of network technology, more and more people use social platforms such as Twitter and Facebook every day to share their lives and follow what others share. For social platforms, they are badly in need of classifying their users according to status, hobby or other factors, which can help them manage users in different communities and push advertising information precisely (Wang et al. 2014; Ding et al. 2017) . Because of the rapid growth of social platforms, the topic of community detection in social networks has attracted a lot of attention in recent years (Xu et al. 2013; Zhang et al. 2017) .
In both online and offline social networks, influence power always plays an important role in social activities. A person who has great influence power can be the core of a group with close relationship, which is called a community. Every person in social network is affected by his friends while he is affecting others. From the intuitive phenomena mentioned above, we propose a novel algorithm based on influence power to discover potential core members in the social network from which community structure can be revealed.
Related work
Detecting communities is of great importance in disciplines such as sociology, biology and computer science, where systems are often represented as graphs (Fortunato 2010; Wang et al. 2013 ). In the past few decades, many algorithms have been developed for community detection because community is one of the most common and important properties to reveal the hidden structures of a network (Newman 2010) .
One representative community detection algorithm is modularity Wang et al. 2016) , which is a typical measure for evaluating the community structure and has been widely used in many algorithms as evaluation criterion. Generally, many of the existing community detection algorithms are based on the topological structure of the network, such as GN Newman and Girvan (2004) , CNM Clauset et al. (2004) and Ratio Cut Wei and Cheng (1991) . They mainly focus on the distribution of nodes and how edges connect the nodes in the network. Among the topological structure-based algorithms, there are many directions. For example, some algorithms focus on local topological structure such as GCE (Lee et al. 2010 ) and some focus on higher order feature of network topology such as motif-based algorithms (Benson et al. 2016) .
With the development of community detection, it is revealed that real community distribution does not always obey the rules of topological structure. That is, the detection result strictly based on topological structure may have a huge deviation compared to the ground truth. To improve the accuracy of detection, some efforts have been made by taking into account the formation of the networks and communities when designing algorithms. For example, node attributes may affect the behavior of nodes, and then affect the connections between nodes (Yang et al. 2014) . For social networks, human influence is an important factor in community formation, which means the human factors may help the detection result approach the true community distribution. To address the above issue, we designed a new algorithm based on influence power, which is an important factor in social activities. At the same time, we also take the topological rules into account and use modularity as criterion.
In the existing community detection algorithms, the way to discover communities can be divided into two types. One type is dividing all members into different communities directly. For example, label propagation algorithm (LPA) (Raghavan et al. 2007 ) can get detection result directly. The other type is finding community cores first and then allocating the rest members. For example, some community detection algorithms developed from clustering algorithms mainly belong to this type, such as the OCDDP algorithm (Bai et al. 2016 ) developed from the density-peak algorithm (Rodriguez and Laio 2014) . Our influence power based algorithm belongs to the second type which is also an iterative algorithm.
Our work
Different from other kinds of network, real social network is formed by humans, which means there exist some social factors in human activities that result in the formation of network topology. It is curious to know what social factors can affect the formation of network. Inspired by this perception, we discover that influence power in the social activities can reveal the importance of a person in the network. Namely, a person with greater influence power in social activities will have more followers around, so the corresponding node in the network topology has larger probability to be a core of a community.
Apart from the aforementioned basic idea, one observation is revealed about influence power as follows. That is, the energy of a person on social contact is limited. If he is busy with reading message from others (be influenced more), he has little time to express himself or send message to others (influence others less). So one assumption is made that influence power of a person can be counteracted by the power of being influenced.
Accordingly, the change of influence power can be described in the following three phases. First, every node starts with an initial value as its initial influence power. In this part, a random initialization strategy based on degree centrality is used Freeman (1978) . Second, every node can influence its neighbors and be influenced by its neighbors, which can lead to the pure influence power. Third, as time evolves, if the pure influence power of a node is negative, it will lose chance to be a core and be ignored temporarily. Otherwise, the node can be retained and the pure influence power in this iteration will determine the influence power in the next iteration. In every iteration, the remaining nodes are chosen to be the potential cores of distinct communities. As a temporary result, communities will be detected by allocating non-core nodes into the community associated with the potential cores. We will always save the community detection result with largest modularity until convergence.
Compared with most of the existing algorithms, the proposed approach not only takes topological rules into account, but also introduces an important social factor, namely influence power. Due to this reason, our approach achieves a good performance in detecting communities in real social network, which is confirmed by extensive experiments in "Experiments" section.
Community detection based on influence power

Preliminaries
In social network platforms, everyone would influence others and be influenced by others at the same time. So we use BI i (Be-Influenced) to measure how much user i is influenced by his neighbors and IP i (Influence-Power) to measure how much user i can influence others. Assuming that these two variables can counteract each other, we define PP i (Pure-Power) to represent the pure influence power of user i, representing the centrality of user i in the community. Figure 1 shows how IP and BI work in our model.
The input of our algorithm is an undirected graph G = (V , E) where V is the set of nodes and E is the set of edges. In addition, e = {i, j} ∈ E represents the edge between node i and node j. Some definitions are introduced as follows.
Definition 1 (Neighbors of Node i)
Given an undirected graph G = (V , E) , neighbors of a node i ∈ V is the set N(i) containing directly linked nodes with i, i.e., N (i) = {j ∈ V |{i, j} ∈ E}.
Definition 2 (Social Circle of Node i)
Given an undirected graph G = (V , E), social circle of a node i ∈ V is the set S(i) containing both node i and its neighbors, i.e.,
Given an undirected graph G, we cannot quantify the intimate degree of two directly linked nodes in the network, which is used in both updating and allocation procedure in our algorithm. An intuitive way to solve this problem is Jaccard Similarity (Jaccard 1912) . Obviously, if two nodes have more common neighbors, their relationship is closer and they are more similar in the network.
Definition 3 (Intimate Degree) The intimate degree of two linked nodes i and j is defined as
From the above equation, ω ij can be described as the ratio of common friends of user i and user j in their social circle. As for weighted graph, we can use weighted Jaccard Similarity.
Initialization
According to degree centrality, the degree of each node can be used to initialize IP directly, which is based on the assumption that a person with more neighbors has more possibility to be a core in community so he has greater influence power. This initialization strategy can give a stable result, but it may lead to degenerated results. Another strategy is to initialize IP randomly. Though random initialization may lead to different initial results, this strategy can avoid being trap into degeneration and find the acceptable performance by running several times. By combining the above two strategies, a random initialization strategy based on degree centrality can be derived.
Update procedure
BI updating
In this procedure, we update the Be-Influenced value BI of every user in the network. One observation is that, everyone in social network is influenced by his neighbors. To
(2) IP = Degree + Degree 2 * rand(0, 1) 
PP updating
In this procedure, based on the aforementioned assumption that IP and BI can counteract each other, we can calculate the value PP of every user i in the network.
where is a factor to control the relationship between IP and BI. It is important to note that when the pure influence power PP i < 0, which means user i is influenced by others more than he influences others, so he loses the possibility to be the central person of the community. Due to this reason, if PP i < 0, user i and his relationship will be temporarily ignored in the process of iteration until we select the potential cores of communities, as shown in Fig. 2 .
IP updating
After we get the value PP and temporarily remove some users which are impossible to be potential cores, we will go for a new iteration. Before that, we should renew the value IP. From our perspective, the influence power of a user may depend not only on himself, but also the influence of his neighbors because if someone has an influential friend, his influence power may become greater. Namely, the average influence power of a social circle may affect the influence power of every user in it. Based on this fact, we calculate the value IP i for every user i as follows, where χ(x) = 1 if x ≤ 0 and χ(x) = 0 otherwise. dis ij means the distance between user i and his neighbor j, while dis_c is a threshold of distance. For example, if dis_c = 0, that means we only concern about the influence power of a user himself. If dis_c = 1 , that means we take the influence power of a user's direct friends into consideration at the same time. And the choice of dis_c depends on specific network. |S ′ (i)| means the amount of users in range dis_c of user i. From Eq. (5), we can regard IP i as the average pure power of neighbors in a specific range of user i.
Terminal condition and allocation
The above updating procedure iterates until convergence, resulting in the detected communities. In particular, in one iteration, if no node is cut off and PP changes little (i.e.,
the change is smaller than some very tiny threshold), it means the iteration has converged and should be terminated. In every iteration, we regard the remaining nodes as potential cores. Jaccard Similarity is used to allocate non-core nodes to the most similar potential core and get a community detection result. For communities, modularity is calculated for every detection result as our criterion. Besides, the largest modularity and the corresponding community detection result are always recorded until convergence.
The overall algorithm
In summary, the method we proposed above is an iteration method to detect communities in social network. In every iteration, we calculate BI, IP and PP of all nodes in the network. When the value of PP of a node is negative, it will be cut off temporarily. After iterating many times, the remaining nodes are more likely to be the core nodes of communities. At the end of iteration, non-core nodes will be allocated to core nodes, leading the community detection result. Besides, modularity of the detecting result will be calculated and the best result will be always remained until iterations terminate. Algorithm 1 shows the procedure of the whole method based on influence power. From a-c we can see the red point user has initial IP = 4 and PP = 1.71 > 0 after updating, which makes him retain as a potential core. From d-f, we can see the red point user has initial IP = 2 and PP = − 1.445 < 0 after updating, which means he loses chance to be a core so he will be ignored after this iteration Cut nodes and related interactions with P P < 0 7:
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Experiments
Experimental setting
To conduct parameter analysis and test the performance of the proposed method, both synthetic networks and real social networks are used. 
Synthetic networks
We use LFR benchmark (Lancichinetti et al. 2008 ) to generate synthetic networks, which has been widely used in community detection.
To test the performance of proposed method in networks with different scale, we generate networks with the number of nodes ranging in (20, 2000) and the average degree k ranging in (3, 15). As for other parameters, the number of overlapping node is set to be 0 because the proposed method is not an overlapping community detection method. Besides, the mixing parameter µ is set to be 0.1, which indicates the generated networks have relatively clear community structure. The configurations of LFR datasets are listed in Table 1 . 
Real social networks
Different from synthetic networks, every real social network has its unique background, which may impact on the final community distribution. In other words, a community of real social network is determined not only by topological structure but also background or more. Six real social networks are used for comparison experiments, namely Karate (Zachary 1977) , Dolphin (Lusseau et al. 2003) , Polbooks (Krebs 2017) , Football (Girvan and Newman 2001) , Jazz (Gleiser and Danon 2003) and Science , the first four of which have ground-truth community labels. Due to the effect of background on real social network mentioned above, it is necessary to introduce their background according to Newman (2017) .
• Karate social network of friendships between 34 members of a karate club at a US university in the 1970s.
• Dolphin an undirected social network of frequent associations between 62 dolphins in a community living off Doubtful Sound, New Zealand. • Jazz social network of jazz musicians.
• Science coauthorship network of scientists working on network theory and experiment.
Parameter analysis
In this section, parameter analysis is conducted on analyzing the effect of two parameters and dis_c on six LFR networks. When analyzing one parameter, the other parameter is fixed and degree is used to initialize IP directly.
Parameter
The parameter is used to balance how much BI can counteract IP. With larger , more influence power of a person will be counteracted. For each LFR dataset, we set from 0.1 to 1.0 with step 0.1 and get the result. In this parameter analysis, dis_c is set to 0. Figure 3 shows the change of Q value, NMI and iteration times with different on different LFR datasets. Though we can not find a value of that always performs the best, we can still find some rules. First, in most situations, Q value and NMI are always relatively larger with relatively larger , though not absolutely. Second, we can see that Q value and NMI always change synchronously, which implies that these two criterions have similar features in some respects and for synthetic networks Q value can precisely evaluate the community detection result without ground truth. Third, from the red curve, which represents the number of iterations reaching convergence, it is obvious that when becomes smaller, the iteration number increases several times over. According to what we analyzed above, we set = 1 in comparison experiments, for less iterations and better performance.
Parameter dis_c
According to "Community detection based on influence power" section, IP of a user in the next iteration can be calculated by the PP values of himself and his friends in a threshold distance dis_c in this iteration. For each LFR dataset, we set dis_c from 0 to 5 with step 1 and get the result. In this parameter analysis, is set to 1. As shown in Fig. 4 , the performance of our algorithm roughly becomes worse while dis_c becomes larger, though not absolutely. Unlike experiments on , we can easily find from the blue and green curves that when dis_c = 0, our algorithm always performs better than other dis_c values in these six LFR networks. From the red curve, different values of dis_c have little influence on the number of iterations. Based on our analysis above, we set dis_c = 0 in comparison experiments. 
Comparison experiments
In comparison experiments, we use six LFR datasets and six real social networks mentioned above to see how the proposed algorithm performs, compared to three classical algorithms, namely Fast-Newman, Louvain and Infomap. To explore the potential of our algorithm, we use random initialization strategy based on degree centrality to initialize IP, test several times and record the best results. Table 2 shows the results of our proposed method compared with other three classical algorithms.
For networks with ground truth, though we measure both Q value and NMI, it should be noted that we care more about NMI because this criterion is based on ground truth. In other words, large NMI represents that communities divided by the algorithm are more close to real communities. For those networks without ground truth, we can only use Q value to evaluate the performance of algorithms.
LFR network analysis
As shown in Table 2 , for the reason that LFR networks obey the topological rules strictly and they are generated without any social background, the proposed influence power based algorithm does not perform the best in most cases compared to the topological structure based algorithms. But since we take topological rules into consideration and use modularity as criterion, the results of our algorithm are always at the relative high level and are never the worst one compared to other three algorithms. So for synthetic networks, we think the performance of our algorithm is competitive.
Real social network analysis
According to the result of real social networks, the proposed influence power based algorithm performs better in most of the cases from the perspective of NMI. More specifically, it achieves better NMI than the second best algorithms in networks Karate (by 0.301), Dolphin (by 0.002) and Football (by 0.011). Though the performance of the proposed influence power based algorithm in network Polbooks is worse than Infomap (by 
The overall analysis
In LFR networks, algorithm always gets maximum Q value and NMI at the same time. However, in real social networks, algorithm often gets the maximum NMI without the maximum Q value. For example, in network Karate, the proposed algorithm has the result with NMI = 1, which means the detected communities exactly match the groundtruth, but the Q value of our algorithm is smaller than Fast-Newman and Infomap. From this point, we encounter a problem that larger Q value does not indicate larger NMI in real social networks, which is opposite to the conclusion drawn from the results in LFR networks. To cope with this problem, we should re-emphasize the difference between synthetic networks and real social networks, the social factors in the background of datasets. As for LFR networks, they are generated with mixing parameter µ = 0.1, which means that the community structures are very clear and easily to be detected. But for real social networks, their community structure form with unique background and they do not strictly obey the topological structure theory, which means high Q value does not directly indicate good detection result in real social networks. From this point of view, to detect real social networks with high accuracy, social factors which can affect the formation of the final network should be concerned in community detection. Otherwise, if only taking topological structure into account, the Q value of the result may be very large, but the algorithm may divide the network in a wrong way, which leads to small NMI values. For example, the Infomap algorithm always gets the maximum Q value in real social networks, but its NMI values are always smaller than those of our algorithm. Aiming at detecting communities in real social networks, influence power, the starting point of the proposed algorithm, affects people on daily social activities, and then leads to the formation of communities. From the experimental results and the background of those real social networks, we can conclude that our algorithm has great potential and good performance to detect communities in real social networks with background about friendship or direct social behavior of human, such as network Karate and Football, compared with those methods only concerning about topological structure.
Conclusions
In this paper, we have proposed a community detection algorithm based on influence power from a novel perspective, taking both social factor and topological structure into account. We have shown the procedure of initialization, iteration and allocation of our algorithm. Besides, we have conducted experiments on both synthetic networks and real social networks. According to the results, we have also analyzed why our algorithm has potential to perform better than the comparison algorithms only based on topological structure in real social networks. In a word, many human factors paly an important part in the formation of social networks, which implies that they do not fully follow the existing topological structure theory. To detect communities of social networks more precisely, it is significant to design algorithms based on human factors such as influence power in the future.
