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1. Introduction
One particularly fruitful approach to the study of directional derivatives in variational analysis is based on local conical
approximations to sets called tangent cones (see e.g. [1]). Two tangent cones that have proven to be the especially useful for
this purpose are the following:
Deﬁnition 1.1. Let S be a subset of Rn and x ∈ S .
(a) The contingent cone to S at x is deﬁned by
K (S, x) := {y ∈Rn ∣∣ ∃{(t j, y j)} → (0+, y) such that x+ t j y j ∈ S}.
(b) The adjacent cone to S at x is deﬁned by
T (S, x) := {y ∈Rn ∣∣ ∀{t j} → 0+, ∃{y j} → y such that x+ t j y j ∈ S}.
Basic properties of the contingent and adjacent cones can be found, for example, in [1, Chapter 4]. In particular, both are
always closed cones containing the origin. Moreover, the inclusion
T (S, x) ⊂ K (S, x)
is always satisﬁed.
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respectively, by
epi f := {(x, r) ∈Rm ×R ∣∣ f (x) r}
and
hypo f := {(x, r) ∈Rm ×R ∣∣ f (x) r}.
Given a concept of tangent cone, associated directional derivatives of an extended-real-valued function can be deﬁned in
terms of epigraphs and hypographs.
Deﬁnition 1.2. Let f :Rm →R be ﬁnite at x ∈Rm , and let A be a tangent cone. The A-epiderivative of f at x in the direction
y ∈Rm is given by
f A(x; y) := inf{r ∣∣ (y, r) ∈ A(epi f , (x, f (x)))},
and the A-hypoderivative of f at x in the direction y ∈Rm is given by
f A(x; y) := sup
{
r
∣∣ (y, r) ∈ A(hypo f , (x, f (x)))}.
It is a straightforward matter to derive explicit formulae for the epiderivatives and hypoderivatives associated with the
contingent and adjacent cones [1, Chapter 6]. Speciﬁcally, we have the following expressions. (Here and throughout this
paper, we take the norm ‖ · ‖ to be the Euclidean norm.)
f K (x; y) = sup
>0
sup
λ>0
inf
0<t<λ
inf‖v−y‖<
(
f (x+ tv) − f (x))/t,
f T (x; y) = sup
>0
inf
λ>0
sup
0<t<λ
inf‖v−y‖<
(
f (x+ tv) − f (x))/t,
f K (x; y) = inf
>0
inf
λ>0
sup
0<t<λ
sup
‖v−y‖<
(
f (x+ tv) − f (x))/t,
f T (x; y) = inf
>0
sup
λ>0
inf
0<t<λ
sup
‖v−y‖<
(
f (x+ tv) − f (x))/t. (1)
From Deﬁnition 1.2, the equations
epi f A(x; ·) = A(epi f , (x, f (x))) (2)
and
hypo f A(x; ·) = A
(
hypo f ,
(
x, f (x)
))
(3)
for A := K , T follow readily. These equations, along with other properties of the underlying tangent cones, can be used to
develop the calculus of the contingent and adjacent epiderivatives and hypoderivatives [1,14]. This calculus includes chain
rules for two types of compositions of functions:
(i) compositions g ◦ h, where g and h are (locally) lower semicontinuous and g is nondecreasing with respect to the
coordinatewise ordering on the range of h (see [14, Theorem 6.13], [11]);
(ii) compositions g ◦ h, where g is (locally) lower semicontinuous and h is strictly differentiable (see [14, Theorem 6.14],
[1, Theorem 6.3.1]).
One way to understand why these particular chain rule formulations are possible is to think in terms of compositions
of set-valued mappings. In type (i), the assumption that g is nondecreasing ensures that the epigraph (respectively, hypo-
graph) of the composition g ◦ h can be viewed as the composition of epigraph (hypograph) multifunctions of g and h. In
type (ii), the epigraph (hypograph) of the composition g ◦ h can be viewed as the composition of an epigraph (hypograph)
multifunction of g and the multifunction whose graph is the graph of h.
In the chain rules of this second type cited above, h is customarily assumed to be smooth for two reasons. The ﬁrst is
that under a smoothness hypothesis, the contingent and adjacent cones to the graph of h have a particularly simple form,
reducing to the usual “tangent space.” The second is that these chain rules depend on assumptions involving the Clarke
tangent cone that are often not satisﬁed when the graph of h is nonsmooth.
It is now known, however, that the ﬁnite-dimensional calculus of epiderivatives and hypoderivatives can be developed
under less stringent assumptions involving the basic normal cone rather than the Clarke tangent cone [13], opening the way
for more general chain rules of type (ii). Accordingly, the aim of this paper is to extend type (ii) by relaxing the smoothness
assumption on h as far as possible. The largest class of functions for which the contingent and adjacent cones to the graph
of a function f at (x¯, f (x¯)) still deﬁne a functional relationship consists of those that are Hadamard directionally differentiable
at x¯.
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if the Hadamard directional derivative
f ′(x¯; x) = lim
t↓0,v→x
(
f (x¯+ tv) − f (x¯))/t
exists as an element of Rn .
Much information about Hadamard directional differentiability (also known as semidifferentiability) can be found in
references [3,8]. For our purposes the following simple fact is important.
Proposition 1.4. Let f : Rm → Rn be Hadamard directionally differentiable at x ∈ R in the direction y ∈ Rm. Then for the graph
of f , denoted by
gph f := {(x, r) ∈Rm ×R ∣∣ f (x) = r},
we have
{
L
∣∣ (y, L) ∈ T (gph f , (x, f (x)))} = {L ∣∣ (y, L) ∈ K (gph f , (x, f (x)))} = { f ′(x; y)}. (4)
Proof. Let (y, L) ∈ K (gph f , (x, f (x))). Then there exist sequences {t j} → 0+ , {y j} → y, and {L j} → L such that
(
x, f (x)
)+ t j(y j, L j) ∈ gph f , (5)
that is,
L j =
(
f (x+ t j y j) − f (x)
)
/t j . (6)
Since f is Hadamard directionally differentiable at x in the direction y, it follows that {L j} → f ′(x; y). Hence L = f ′(x; y),
giving the inclusion
{
L
∣∣ (y, L) ∈ K (gph f , (x, f (x)))} ⊂ { f ′(x; y)}.
Now let L = f ′(x; y), and let the sequence {t j} → 0+ be given. Let {y j} → y, and deﬁne the sequence L j as in (6). Then
{L j} → L and (5) holds, implying that (y, L) ∈ T (gph f , (x, f (x))). Therefore
{
f ′(x; y)} ⊂ {L ∣∣ (y, L) ∈ T (gph f , (x, f (x)))}.
Since
T
(
gph f ,
(
x, f (x)
)) ⊂ K (gph f , (x, f (x))),
the proof of (4) is complete. 
Proposition 1.4 will help us to establish a chain rule of type (ii) in which the “inside” function h is only required to
be Hadamard directionally differentiable rather than strictly differentiable (Theorem 3.6). We will also use a corresponding
fact for second-order directional derivatives (Proposition 4.3) to prove a chain rule for second-order directional derivatives
associated with second-order tangent sets (Theorem 4.10). Corollaries of these results include new formulae for tangent
cones and second-order tangent sets to sets of the form h−1(0) for h :Rm →Rn.
Since the basic normal cone plays a key role in our main results, we review its relevant properties in Section 2 of this
paper. We develop our ﬁrst-order chain rule in Section 3, deriving it as a special case of a chain rule for compositions of
multifunctions. We then show in Section 4 how the same techniques can be used to establish a chain rule for second-order
epiderivatives and hypoderivatives.
2. The basic normal cone
Deﬁnition 2.1. (a) Let S be a nonempty subset of Rm , x ∈ Rm . By u →S x, we mean u → x with u ∈ S . We say that S is
locally closed around x¯ ∈ S if there is a closed neighborhood U of x¯ such that S ∩ U is closed.
(b) Let 〈·,·〉 denote the Euclidean inner product on Rm . For x ∈ S and ε  0, the set of ε-normals to S at x is deﬁned by
Nˆε(x; S) :=
{
y
∣∣∣ limsupu→S x 〈y,u − x〉‖u − x‖  ε
}
.
(c) The basic normal cone to S at x¯ ∈ S is deﬁned by
N(x¯; S) := {y ∣∣ ∃{y j} → y, ∃{ε j} → 0+, ∃{x j} →S x¯ with y j ∈ Nˆε j (x j; S)}.
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expressed more simply (see [7, Theorem 1.6]) as
N(x¯; S) := {y ∣∣ ∃{y j} → y, ∃{x j} →S x¯ with y j ∈ Nˆ0(x j; S)}.
The basic normal cone is one of the fundamental building blocks of variational analysis (see [7,8]), due in large part
to the pioneering work of Mordukhovich. In this paper, it will be used to delineate the classes of sets and functions for
which our chain rules are valid. Here the key fact is a tangent cone intersection theorem. This theorem follows from a
metric regularity result of Jourani and Thibault [5] and has a proof analogous to that of [13, Theorem 3.5]. We state it after
recalling one more necessary deﬁnition.
Deﬁnition 2.3. The function f : Rp → Rq is said to be strictly differentiable at x ∈ Rp if there exists a linear mapping
∇ f (x) :Rp →Rq such that for all y ∈Rp ,
∇ f (x)y = lim
(w,v,t)→(x,y,0+)
(
f (w + tv) − f (w))/t.
Theorem 2.4. Let S ⊂ Rp , and let f : Rp → Rq be strictly differentiable at x¯ ∈ S ∩ f −1(0). Suppose that S is locally closed around x¯
and
0 ∈ y∗∇ f (x¯) + N(x¯; S) ⇒ y∗ = 0. (7)
Then
K
(
S ∩ f −1(0), x¯) = K (S, x¯) ∩ ∇ f (x¯)−1(0), (8)
T
(
S ∩ f −1(0), x¯) = T (S, x¯) ∩ ∇ f (x¯)−1(0). (9)
In deriving our chain rules, we will need to work with condition (7) for appropriate choices of f and S . For this purpose,
the fact that the normal cone preserves Cartesian products will be helpful. Speciﬁcally, for sets S1 ⊂ Rp and S2 ⊂ Rq with
x1 ∈ S1 and x2 ∈ S2, we have
N
(
(x1, x2); S1 × S2
) = N(x1; S1) × N(x2; S2) (10)
(see [7, Proposition 1.2]). We will also take advantage of the theory originated [6] and developed [7] by Mordukhovich for
normal cones to graphs, epigraphs, and hypographs.
Deﬁnition 2.5. Let F :Rm⇒Rn be a set-valued mapping.
(a) The graph of F is the set
gph F := {(x, y) ∣∣ y ∈ F (x)}.
(b) Let x¯ ∈Rm , y¯ ∈ F (x¯). The coderivative of F at (x¯, y¯) is the mapping D∗F (x¯, y¯) :Rn⇒Rm deﬁned by
D∗F (x¯, y¯)
(
y∗
) := {x∗ ∣∣ (x∗,−y∗) ∈ N((x¯, y¯);gph F )}.
Following [7], we will use the abbreviated notation D∗F (x¯) for D∗F (x¯, y¯) in the case where F (x¯) = { y¯}. We also deﬁne
ker D∗F (x¯, y¯) := {y∗ ∈Rn ∣∣ 0 ∈ D∗F (x¯, y¯)(y∗)}.
Deﬁnition 2.6. [7] Let f :Rm →R be ﬁnite at x¯ ∈Rm .
(a) The singular subdifferential of f at x¯ is deﬁned by
∂∞ f (x¯) := {x∗ ∣∣ (x∗,0) ∈ N((x¯, f (x¯));epi f )}.
(b) The singular upper subdifferential of f at x¯ is deﬁned by
∂∞,+ f (x¯) := {x∗ ∣∣ (−x∗,0) ∈ N((x¯, f (x¯));hypo f )}.
The singular subdifferential and singular upper subdifferential measure the local Lipschitzian behavior (or lack thereof)
of f in the sense that if f is Lipschitzian near x¯, then [7, Corollary 1.81]
∂∞ f (x¯) = {0} and ∂∞,+ f (x¯) = {0}.
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As suggested in Section 1, one effective way to develop directional derivative chain rules is to start with chain rules for
tangent cones to graphs of compositions of set-valued mappings (see for example [11,12]). We will employ such an approach
in this paper.
To begin, let H : Rm ⇒ Rn and G : Rn ⇒ Rp be set-valued mappings (also known as multifunctions or relations). The
composition mapping G ◦ H :Rm⇒Rp is deﬁned by
(G ◦ H)(x) := {z ∈Rp ∣∣ ∃y ∈Rn with y ∈ H(x) and z ∈ G(y)}.
For a tangent cone A and (x¯, y¯) ∈ gph H , we will use the shorthand notation
A
(
H, (x¯, y¯)
) := A(gph H, (x¯, y¯)),
following [10]; and for tangent cones A, B , we think of tangent cones as relations and let
A
(
G, ( y¯, z¯)
) ◦ B(H, (x¯, y¯)) = {(u,w) ∣∣ ∃v with (u, v) ∈ B(H, (x¯, y¯)), (v,w) ∈ A(G, ( y¯, z¯))}.
In the proof of our tangent cone chain rule, we will need a few elementary facts about contingent and adjacent cones. These
facts, which are listed in [1,14], are summarized in the following lemma:
Lemma 3.1.
(a) Let M :Rm →Rn be linear. Let S ⊂Rm, x ∈ S. Then for A := T , K ,
M
(
A(S, x)
) ⊂ A(M(S),M(x)).
(b) Let C ⊂Rm, D ⊂Rn, (x, y) ∈ C × D. Then
T
(
C × D, (x, y)) = T (C, x) × T (D, y),
K
(
C × D, (x, y)) ⊂ K (C, x) × K (D, y),
K
(
C × D, (x, y)) ⊃ K (C, x) × T (D, y).
Utilizing Theorem 2.4 and Lemma 3.1, we can derive a tangent cone chain rule:
Theorem 3.2. Let H : Rm ⇒ Rn, G : Rn ⇒ Rp , with gph H locally closed around (x¯, y¯) ∈ gph H and gphG locally closed around
( y¯, z¯) ∈ gphG. Assume
ker D∗H(x¯, y¯) ∩ D∗G( y¯, z¯)(0) = {0}, (11)
then
K
(
G, ( y¯, z¯)
) ◦ T (H, (x¯, y¯)) ⊂ K (G ◦ H, (x¯, z¯)), (12)
T
(
G, ( y¯, z¯)
) ◦ T (H, (x¯, y¯)) ⊂ T (G ◦ H, (x¯, z¯)). (13)
Proof. Deﬁne two linear mappings M :Rm ×Rn ×Rn ×Rp →Rm ×Rp and f :Rm ×Rn ×Rn ×Rp →Rn by M(x, y,w, z) :=
(x, z) and f (x, y,w, z) := y − w. Let S := gph H × gphG . Suppose that
0 ∈ y∗∇ f (x¯, y¯, y¯, z¯) + N((x¯, y¯, y¯, z¯); S).
By virtue of (10), it follows that (0,−y∗) ∈ N((x¯, y¯);gph H) and (y∗,0) ∈ N((x¯, y¯);gphG). Our assumption (11) then implies
that y∗ = 0, allowing us to apply Theorem 2.4. By Lemma 3.1 and Theorem 2.4, we obtain
K
(
G ◦ H, (x¯, z¯)) = K (M(S ∩ f −1(0)), (x¯, z¯))
⊃ M(K (S ∩ f −1(0), (x¯, y¯, y¯, z¯)))
= M(K (S, (x¯, y¯, y¯, z¯))∩ ∇ f (x¯, y¯, y¯, z¯)−1(0))
⊃ M([T (H, (x¯, y¯))× K (G, ( y¯, z¯))]∩ f −1(0))
= K (G, ( y¯, z¯)) ◦ T (H, (x¯, y¯)),
establishing (12). The proof of (13) is analogous to the proof of (12). 
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constructed from the example given after Proposition 6.1 of [14].
One additional assumption that will imply equality in (13) is the directional compactness condition given in [2]. After
giving the deﬁnition of this condition, we demonstrate its usefulness in our chain rule development.
Deﬁnition 3.3. Let F : Rm⇒ Rn with y¯ ∈ F (x¯). F is said to be directionally compact at (x¯, y¯) in the direction x ∈ Rm if for
all sequences {t j} → 0+ and {x j} → x, every sequence {y j} with y¯ + t j y j ∈ F (x¯+ t jx j) has a convergent subsequence.
Theorem 3.4. Let H :Rm⇒Rn, G :Rn⇒Rp , with y¯ ∈ H(x¯), z¯ ∈ G( y¯). Deﬁne F :Rm ×Rp⇒Rn by
F (u,w) := {v ∣∣ v ∈ H(u), w ∈ G(v)}.
Suppose that F is directionally compact at ((x¯, z¯), y¯) in the direction (x, z), where (x, z) ∈ A(G ◦ H, (x¯, z¯)) and A := K , T . Then
(x, z) ∈ A(G, ( y¯, z¯)) ◦ A(H, (x¯, y¯)).
Proof. Let (x, z) ∈ K (G ◦ H, (x¯, z¯)) with F directionally compact at ((x¯, z¯), y¯) in the direction (x, z). Then there exist se-
quences {t j} → 0+ , {x j} → x, and {z j} → z such that
z¯ + t j z j ∈ (G ◦ H)
(
x¯+ t jx j
)
. (14)
By (14), there exists a sequence {d j} such that d j ∈ H(x¯+ t jx j) and z¯ + t j z j ∈ G(d j). Deﬁne y j := (d j − y¯)/t j . Then
y¯ + t j y j ∈ F
(
x¯+ t jx j, z¯ + t j z j
)
.
By the directional compactness assumption we may assume, taking a subsequence if necessary, that {y j} → y for some
y ∈Rn . Then (x, y) ∈ K (H, (x¯, y¯)) and (y, z) ∈ K (G, ( y¯, z¯)), implying that
(x, z) ∈ K (G, ( y¯, z¯)) ◦ K (H, (x¯, y¯)).
The proof for A := T is analogous to that for A := K . 
We next demonstrate how directional derivative chain rules follow readily from our tangent cone chain rules. One set of
inequalities can be derived from Theorem 3.4, the other from Theorem 3.2.
Proposition 3.5. Let h :Rm →Rn be Hadamard directionally differentiable at x¯ ∈Rm in the direction x, and let g :Rn →R be ﬁnite
at h(x¯). Then for A := K , T ,
(g ◦ h)A(x¯; x) gA(h(x¯);h′(x¯; x)) (15)
and
(g ◦ h)A(x¯; x) gA
(
h(x¯);h′(x¯; x)). (16)
Proof. To prove (15), suppose (g ◦ h)A(x¯; x) z. Then
(x, z) ∈ A(epi(g ◦ h), (x¯, (g ◦ h)(x¯))).
Let G : Rn ⇒ R be the relation whose graph is the epigraph of g , and let H : Rm ⇒ Rn be the relation whose graph is
the graph of h. Then the graph of the composition mapping G ◦ H is the epigraph of g ◦ h, and the mapping F deﬁned in
Theorem 3.4 is given by
F (u,w) := {v ∣∣ v = h(u), g(v) w}.
We will verify that the Hadamard directional differentiability of h implies that F is directionally compact at ((x¯, (g ◦ h)(x¯)),
h(x¯)) in the direction (x, z). To that end, suppose we have sequences {t j} → 0+ , {x j} → x, {z j} → z, and {y j} such that
h(x¯) + t j y j ∈ F
(
x¯+ t jx j, (g ◦ h)(x¯) + t j z j
)
.
Then in particular,
y j = (h(x¯+ t jx j)− h(x¯))/t j .
Since h is Hadamard directionally differentiable at x¯ ∈ Rm in the direction x, {y j} converges to h′(x¯; x). Hence F is
directionally compact at ((x¯, (g ◦ h)(x¯)),h(x¯)) in the direction (x, z). By Theorem 3.4, there exists y ∈ Rn such that
(x, y) ∈ A(H, (x¯,h(x¯))) and (y, z) ∈ A(G, (h(x¯), (g ◦ h)(x¯))). It follows from (2) and Proposition 1.4 that
gA
(
h(x¯); y) z and h′(x¯; x) = y.
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gA
(
h(x¯);h′(x¯; x)) z,
establishing (15). Inequality (16) is proved analogously, with hypographs used in place of epigraphs. 
Theorem 3.6. Let h : Rm → Rn be continuous on a neighborhood of x¯ ∈ Rm and Hadamard directionally differentiable at x¯ in the
direction x. Let g :Rn →R be ﬁnite at h(x¯).
(a) If epi g is locally closed around (h(x¯), g(h(x¯))) and
ker D∗h(x¯) ∩ ∂ g∞(h(x¯)) = {0}, (17)
then for A := K , T ,
(g ◦ h)A(x¯; x) = gA(h(x¯);h′(x¯; x)). (18)
(b) Similarly, if hypo g is locally closed around (h(x¯), g(h(x¯))) and
−ker D∗h(x¯) ∩ ∂ g∞,+(h(x¯)) = {0}, (19)
then for A := K , T ,
(g ◦ h)A(x¯; x) = gA
(
h(x¯);h′(x¯; x)). (20)
Proof. To prove (a), suppose that
gA
(
h(x¯);h′(x¯; x)) z. (21)
As in the proof of Proposition 3.5, let G : Rn ⇒ R be the relation whose graph is the epigraph of g , and let H : Rm ⇒ Rn
be the relation whose graph is the graph of h. Our assumptions imply that gph H is locally closed around (x¯,h(x¯)), gphG
is locally closed around (h(x¯), g(h(x¯))), and (11) holds for y¯ = h(x¯) and z¯ = g(h(x¯)). Let y = h′(x¯; x). By Proposition 1.4
and (2), (21) implies that (x, y) ∈ T (H, (x¯,h(x¯))) and (y, z) ∈ A(G, (h(x¯), g(h(x¯))). It then follows from Theorem 3.2 that
(x, z) ∈ A(G ◦ H, (x¯, g(h(x¯))), giving the inequality (g ◦ h)A(x¯; x) z. Therefore
(g ◦ h)A(x¯; x) gA(h(x¯);h′(x¯; x)).
Since we have already established the opposite inequality in Theorem 3.5, we conclude that (18) holds. The proof of (b) is
analogous to that of (a), with G deﬁned as the relation whose graph is the hypograph of g . 
Remark 3.7. (a) Conditions (17) and (19) are satisﬁed, in particular, when g is Lipschitzian near h(x¯), since in this case
∂ g∞(h(x¯)) = {0} and ∂ g∞,+(h(x¯)) = {0}. (The origin is always an element of ker D∗ h(x¯).) It should also be noted that
when g is Lipschitzian near h(x¯), (18) is a special case of [9, Proposition 3.1], a chain rule for compositions of Lipschitzian
multifunctions and Hadamard directionally differentiable functions.
(b) In [14, Proposition 6.2 and Theorem 6.14], (18) is proven under the assumption that h is strictly differentiable at x¯,
epi g is locally closed around (h(x¯), g(h(x¯))), and
∇h(x¯)Rm =Rn. (22)
Theorem 3.6 recaptures this result, since (22) implies that ker D∗h(x¯) = {0} (see [7, Theorem 1.38]).
(c) As mentioned in Section 1, the functions h : Rm → Rn that are Hadamard directionally differentiable at x¯ in the
direction x constitute the largest class of h for which the proofs of (18) and (20) can be carried out as in Theorem 3.6. This
follows from [1, Proposition 6.1.5], which states that if hK (x¯; x) and hK (x¯; x) are ﬁnite, then
{
hK (x¯; x),hK (x¯; x)
} ⊂ {L ∣∣ (y, L) ∈ K (gph f , (x, f (x)))} ⊂ [hK (x¯; x),hK (x¯; x)].
Note that by (1), hK (x¯; x) = hK (x¯; x) with all components of hK (x¯; x) ﬁnite exactly when h is Hadamard directionally differ-
entiable at x¯ in the direction x.
(d) The hypotheses of Theorem 3.6 do not guarantee that the expressions in (18) and (20) will be ﬁnite. For example,
suppose h :R→R is deﬁned by h(x) = |x|, and let g :R→R be the function
g(x) :=
{√
x if x 0,
−∞ if x < 0.
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N
(
(0,0);gphh) = {(x, y) ∣∣ y = |x| or y −|x|},
so that ker D∗ h(0) = [0,+∞); while
N
(
(0,0);hypo g)= {(x, y) ∣∣ x 0, y  0},
implying that ∂ g∞,+(h(x¯)) = [0,+∞) also. Here condition (19) is satisﬁed, and both sides of Eq. (20) equal +∞ for all
x ∈R.
(e) The hypotheses of Theorem 3.6 are suﬃcient, but not necessary, for Eqs. (18) and (20) to hold. For example, deﬁne h
as in (d), and let
g(x) :=
{√
x if x 0,
+∞ if x < 0,
and x¯ = 0. Here ∂ g∞(h(x¯)) = R, and so (17) is not satisﬁed. However, both sides of (18) equal 0 for x = 0 and +∞ for
nonzero x.
One interesting corollary of Theorem 3.6 is a formula for the contingent and adjacent cones of a set h−1(0) under the
assumption that h′(x¯; x) exists for all x.
Corollary 3.8. Let h :Rm →Rn be continuous on a neighborhood of x¯ ∈ h−1(0). If h′(x¯; x) exists for all x ∈Rm and
ker D∗h(x¯) = {0}, (23)
then for A := K , T ,
A
(
h−1(0), x¯
) = {x ∣∣ h′(x¯; x) = 0}. (24)
Proof. In Theorem 3.6, let g be the indicator function of the set {0} in Rn . Then ∂ g∞(h(x¯)) =Rn , so condition (17) reduces
to (23). Since (g ◦ h)A(x¯; ·) is the indicator function of A(h−1(0), x¯) and gA(0; ·) = g(·), (18) implies (24) in this case. 
Example 3.9. Consider h :R2 →R deﬁned by h(x, y) := y − |x2 − 1|, with x¯ = (1,0). In this example,
N
((
(1,0),0
);gphh) = {(x, y, z) ∣∣ y = 2|x|, z = −y}∪ {(x, y, z) ∣∣ y −2|x|, z = −y},
so that (23) holds. Corollary 3.8 then implies that (24) is satisﬁed. Here both sides of (24) give the set
{
(x1, x2)
∣∣ x2 − 2|x1| = 0}.
Corollary 3.8 generalizes previous theorems on contingent and adjacent cones to equality constraint sets h−1(0) for
h : Rm → Rn . In such theorems h is typically required to be at least Fréchet differentiable at x¯ [4]. (An exception is the
case n = 1. In that case, the intermediate value theorem can be used to prove results similar to Corollary 3.8—see e.g.
[3, Chapter 1, Proposition 4.6].)
4. Second-order chain rules
In this section we show that the techniques of Section 3 can be applied to prove chain rules for second-order epideriva-
tives and hypoderivatives. These “parabolic” directional derivatives are deﬁned in terms of second-order tangent sets:
Deﬁnition 4.1. Let S be a subset of Rn , x ∈ S , and v ∈Rn .
(a) The second-order contingent set is deﬁned by
K 2(S, x, v) := {y ∈Rn ∣∣ ∃{t j} → 0+, ∃{y j} → y such that x+ t j v + t j2 y j/2 ∈ S}.
(b) The second-order adjacent set is deﬁned by
T 2(S, x, v) := {y ∈Rn ∣∣ ∀{t j} → 0+, ∃{y j} → y such that x+ t j v + t j2 y j/2 ∈ S}.
The properties of the contingent and adjacent sets are compiled in [1, Section 4.7] and [12, Section 2]. Here we recall
that the inclusion
T 2(S, x, v) ⊂ K 2(S, x, v)
holds in general, and that for A := K , T ,
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(b) if y ∈ A2(S, x, v), then v ∈ A(S, x);
(c) A2(S, x,0) = A(S, x).
Epiderivatives and hypoderivatives can be deﬁned via these second-order tangent sets as follows:
Deﬁnition 4.2. Let f :Rm →R be ﬁnite at x ∈Rm . Let A2 be a second-order tangent set.
(a) Suppose f A(x; v) is ﬁnite. Then the A2-epiderivative of f at (x, v) in the direction y ∈Rm is given by
f A
2
(x, v; y) := inf{r ∣∣ (y, r) ∈ A2(epi f , (x, f (x)), (v, f A(x; v)))}.
(b) Similarly, if f A(x; v) is ﬁnite, we deﬁne the A2-hypoderivative of f at (x, v) in the direction y by
f A2 (x, v; y) := sup
{
r
∣∣ (y, r) ∈ A2(hypo f , (x, f (x))), (v, f A(x; v)))}.
As in the ﬁrst-order case, one can readily obtain explicit expressions for f A
2
(x, v; y) and f A2 (x, v; y):
f K
2
(x, v; y) = sup
>0
sup
λ>0
inf
0<t<λ
inf‖w−y‖< 2
(
f
(
x+ tv + t2w/2)− f (x) − t f K (x; v))/t2,
f T
2
(x, v; y) = sup
>0
inf
λ>0
sup
0<t<λ
inf‖w−y‖< 2
(
f
(
x+ tv + t2w/2)− f (x) − t f T (x; v))/t2,
f K 2 (x, v; y) = inf
>0
inf
λ>0
sup
0<t<λ
sup
‖w−y‖<
2
(
f
(
x+ tv + t2w/2)− f (x) − t f K (x; v))/t2,
f T 2 (x, v; y) = inf
>0
sup
λ>0
inf
0<t<λ
sup
‖w−y‖<
2
(
f
(
x+ tv + t2w/2)− f (x) − t f T (x; v))/t2.
Also in parallel with the ﬁrst-order case, Deﬁnition 4.2 leads directly to the equations
epi f A
2
(x, v; ·) = A2(epi f , (x, f (x)), (v, f A(x; v)))
and
hypo f A2 (x, v; ·) = A2
(
hypo f ,
(
x, f (x)
)
,
(
v, f A(x; v)
))
,
which can be used to prove chain rules of the types (i) and (ii) discussed in Section 1 (see [12]). For type (ii), it has been
usual to assume that the “inside” function h is twice Fréchet differentiable (see Proposition 3.3 and Theorems 3.4 and 3.5
of [12]). However, this assumption can be loosened considerably. In Proposition 4.9 and Theorem 4.10 below, we will merely
require the existence of h′(x¯; v) and
h′′(x¯, v; x) := lim
t↓0,y→x2
(
h
(
x¯+ tv + t2 y/2)− h(x¯) − th′(x¯; v))/t2.
Under these conditions we can derive the following fact. The proof is entirely analogous to that of Proposition 1.4.
Proposition 4.3. For f :Rm →Rn, suppose that f ′(x; v) and f ′′(x, v; y) exist. Then for A2 := K 2, T 2 , we have
{
L
∣∣ (y, L) ∈ A2(gph f , (x, f (x)), (v, f ′(x; v)))} = { f ′′(x, v; y)}. (25)
Again, it has become worthwhile to consider a relaxation of the smoothness assumptions on h because the calculus of
tangent sets can be based on conditions involving the basic normal cone rather than the Clarke tangent cone or normal
cone. This improvement in the calculus of second-order tangent sets is based on [13, Theorem 3.5], which we now recall.
Theorem 4.4. (See [13].) Let S ⊂ Rp , and let f : Rp → Rq be twice Fréchet differentiable at x¯ ∈ S ∩ f −1(0) with second derivative
∇2 f (x¯). Suppose that S is locally closed around x¯ and (7) holds. Then for all v ∈ ∇ f (x¯)−1(0) and A2 := K 2, T 2,
A2
(
S ∩ f −1(0), x¯, v) = {y ∈ A2(S, x¯, v) ∣∣ ∇ f (x¯)y + ∇2 f (x¯)(v, v) = 0}. (26)
A chain rule for tangent sets of compositions of multifunctions can be derived with the help of Theorem 4.4 and some
algebraic properties of tangent sets that generalize those given in Lemma 3.1.
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(a) Let M :Rm →Rn be linear. Let S ⊂Rm, x ∈ S, v ∈Rm. Then for A2 := T 2, K 2 ,
M
(
A2(S, x, v)
) ⊂ A(M(S),M(x),M(v)).
(b) Let C ⊂Rm, D ⊂Rn, (x, y) ∈ C × D, (u, v) ∈Rm ×Rn. Then
T 2
(
C × D, (x, y), (u, v)) = T 2(C, x,u) × T 2(D, y, v),
K 2
(
C × D, (x, y), (u, v)) ⊂ K 2(C, x,u) × K 2(D, y, v),
K 2
(
C × D, (x, y), (u, v)) ⊃ K 2(C, x,u) × T 2(D, y, v).
The following chain rule for second-order tangent sets sharpens [12, Proposition 3.1] by establishing the same conclusions
under a weaker hypothesis. The proof proceeds exactly as in [12], with Theorem 4.4 invoked in place of [12, Theorem 2.10].
Following [12], we use the notation
A2
(
H, (x¯, y¯), (u¯, v¯)
) := A(gph H, (x¯, y¯), (u¯, v¯)),
and denote by A2(G, ( y¯, z¯), (v¯, w¯)) ◦ B2(H, (x¯, y¯), (u¯, v¯)) the set
{
(x, z)
∣∣ ∃y with (x, y) ∈ B2(H, (x¯, y¯), (u¯, v¯)), (y, z) ∈ A2(G, ( y¯, z¯), (v¯, w¯))}.
Theorem 4.6. Let H : Rm ⇒ Rn, G : Rn ⇒ Rp , with gph H locally closed around (x¯, y¯) ∈ gph H and gphG locally closed around
( y¯, z¯) ∈ gphG. Assume (11) holds.
Then for all u¯ ∈Rm, v¯ ∈Rn, w¯ ∈Rp ,
K 2
(
G, ( y¯, z¯), (v¯, w¯)
) ◦ T 2(H, (x¯, y¯), (u¯, v¯)) ⊂ K 2(G ◦ H, (x¯, z¯), (u¯, w¯)), (27)
T 2
(
G, ( y¯, z¯), (v¯, w¯)
) ◦ T 2(H, (x¯, y¯), (u¯, v¯)) ⊂ T 2(G ◦ H, (x¯, z¯), (u¯, w¯)). (28)
Equality does not necessarily hold in (27) and (28) without some additional assumptions. One relevant assumption is a
second-order version of the directional compactness condition.
Deﬁnition 4.7. Let F :Rm⇒Rn with y¯ ∈ F (x¯), and let u¯ ∈Rm , v¯ ∈Rn . F is said to be second-order directionally compact at
(x¯, y¯) with respect to (u¯, v¯) in the direction x ∈Rm if for all sequences {t j} → 0+ and {x j} → x, every sequence {y j} with
y¯ + t j v¯ + t j2 y j/2 ∈ F
(
x¯+ t j u¯ + t j2x j/2
)
has a convergent subsequence.
Using the condition formulated in Deﬁnition 4.7, we can prove the following result:
Theorem 4.8. Let H :Rm⇒Rn, G :Rn⇒Rp , with y¯ ∈ H(x¯), z¯ ∈ G( y¯). Let u¯ ∈Rm, v¯ ∈Rn, w¯ ∈Rp . Deﬁne F :Rm ×Rp⇒Rn by
F (u,w) := {v ∣∣ v ∈ H(u),w ∈ G(v)}.
Suppose that F is second-order directionally compact at ((x¯, z¯), y¯) with respect to ((u¯, w¯), v¯) in the direction (x, z), where (x, z) ∈
A2(G ◦ H, (x¯, z¯), (u¯, w¯)) and A2 := K 2, T 2. Then
(x, z) ∈ A2(G, ( y¯, z¯), (v¯, w¯)) ◦ A2(H, (x¯, y¯), (u¯, v¯)).
Proof. Let (x, z) ∈ K 2(G ◦ H, (x¯, z¯), (u¯, w¯)), with F second-order directionally compact at ((x¯, z¯), y¯) with respect to
((u¯, w¯), v¯) in the direction (x, z). Then there exist sequences {t j} → 0+ , {x j} → x, and {z j} → z such that
z¯ + t j w¯ + t j2z j/2 ∈ (G ◦ H)
(
x¯+ t j u¯ + t j2x j/2
)
. (29)
By (29), there exists a sequence {d j} such that
d j ∈ H(x¯+ t j u¯ + t j2x j/2) and z¯ + t j w¯ + t j2z j/2 ∈ G(d j).
Deﬁne y j := 2(d j − y¯ − t j v¯)/t j2. Then
y¯ + t j v¯ + t j2 y j/2 ∈ F
(
x¯+ t j u¯ + t j2x j/2, z¯ + t j w¯ + t j2z j/2
)
.
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for some y ∈Rn . Then (x, y) ∈ K 2(H, (x¯, y¯), (u¯, v¯)) and (y, z) ∈ K 2(G, ( y¯, z¯), (v¯, w¯)), implying that
(x, z) ∈ K 2(G, ( y¯, z¯), (v¯, w¯)) ◦ K 2(H, (x¯, y¯), (u¯, v¯)).
The proof for A := T 2 is analogous to that for A := K 2. 
With the help of Theorem 4.8, we can derive one set of inequalities in our second-order chain rule.
Proposition 4.9. Let h :Rm →Rn be such that h′(x¯; v) and h′′(x¯, v; x) exist. Let g :Rn →R be ﬁnite at h(x¯).
(a) For A2 := K 2, T 2 , if (g ◦ h)A(x¯; v) is ﬁnite and
(g ◦ h)A(x¯; v) gA(h(x¯);h′(x¯; v)), (30)
then
(g ◦ h)A2 (x¯, v; x) gA2(h(x¯),h′(x¯; v);h′′(x¯, v; x)). (31)
(b) Similarly, if (g ◦ h)A(x¯; v) is ﬁnite and
(g ◦ h)A(x¯; v) gA
(
h(x¯);h′(x¯; v)), (32)
then
(g ◦ h)A2 (x¯, v; x) gA2
(
h(x¯),h′(x¯; v);h′′(x¯, v; x)). (33)
Proof. For the purpose of proving (a), suppose that (30) holds with (g ◦ h)A(x¯; v) ﬁnite and
(g ◦ h)A2 (x¯, v; x) z.
Then
(x, z) ∈ A2(epi(g ◦ h), (x¯, (g ◦ h)(x¯)), (v, (g ◦ h)A(x¯; v))).
As in the proof of Proposition 3.5, let G :Rn⇒R be the relation whose graph is the epigraph of g , and let H :Rm⇒Rn be
the relation whose graph is the graph of h. Then the graph of the composition mapping G ◦ H is the epigraph of g ◦ h, and
the mapping F deﬁned in Theorem 4.8 is given by
F (u,w) := {v ∣∣ v = h(u), g(v) w}.
We will verify that our directional differentiability assumptions on h imply that F is second-order directionally compact
at ((x¯, (g ◦ h)(x¯)),h(x¯)) with respect to ((v, (g ◦ h)A(x¯; v)),h′(x¯; v)) in the direction (x, z). To that end, suppose we have
sequences {t j} → 0+ , {x j} → x, {z j} → z, and {y j} such that
h(x¯) + t jh′(x¯; v) + t j2 y j/2 ∈ F
(
x¯+ t j v + t j2x j/2, (g ◦ h)(x¯) + t j(g ◦ h)A(x¯; v) + t j2z j/2
)
.
Then by the deﬁnition of F , we have in particular that
y j = 2(h(x¯+ t j v + t j2x j/2)− h(x¯) − t jh′(x¯; v))/t j2.
Since h′′(x¯, v; x) exists, {y j} converges to h′′(x¯, v; x). Hence F is second-order directionally compact at ((x¯, (g ◦ h)(x¯)),h(x¯))
with respect to ((v, (g ◦ h)A(x¯; v)),h′(x¯; v)) in the direction (x, z). By Theorem 4.8, there exists y ∈ Rn such that (x, y) ∈
A2(H, (x¯,h(x¯)), (v,h′(x¯; v))) and
(y, z) ∈ A2(G, (h(x¯), (g ◦ h)(x¯)), (h′(x¯; v), (g ◦ h)A(x¯; v))).
From Proposition 4.3 it follows that h′′(x¯, v; x) = y. Moreover, (30) and Proposition 3.5 imply that
(g ◦ h)A(x¯; v) = gA(h(x¯);h′(x¯; v)),
so that in fact
(y, z) ∈ A(G, (h(x¯), (g ◦ h)(x¯)), (h′(x¯; v), gA(h(x¯);h′(x¯; v)))).
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2
(h(x¯),h′(x¯; v); y) z, which gives us
gA
2(
h(x¯),h′(x¯; v);h′′(x¯, v; x)) z.
Therefore (31) holds. One can prove (33) in analogous fashion, using hypographs in place of epigraphs. 
We now combine Theorem 4.6 and Proposition 4.9 to obtain our main second-order result.
Theorem 4.10. Let h : Rm → Rn be continuous on a neighborhood of x¯ ∈ Rm, and suppose that h′(x¯; v) and h′′(x¯, v; x) exist. Let
g :Rn →R be ﬁnite at h(x¯). Let A := K or A := T .
(a) If epi g is locally closed around (h(x¯), g(h(x¯))), (g ◦ h)A(x¯; v) is ﬁnite, and (17) holds, then
(g ◦ h)A2 (x¯, v; x) = gA2(h(x¯),h′(x¯; v);h′′(x¯, v; x)). (34)
(b) Similarly, if hypo g is locally closed around (h(x¯), g(h(x¯))), (g ◦ h)A(x¯; v) is ﬁnite, and (19) holds, then
(g ◦ h)A2 (x¯, v; x) = gA2
(
h(x¯),h′(x¯; v);h′′(x¯, v; x)). (35)
Proof. To prove (a), suppose that
gA
2(
h(x¯),h′(x¯; v);h′′(x¯, v; x)) z. (36)
Again let G :Rn⇒R be the relation whose graph is the epigraph of g , and let H :Rm⇒Rn be the relation whose graph is
the graph of h. By our hypotheses, gph H is locally closed around (x¯,h(x¯)), gphG is locally closed around (h(x¯), g(h(x¯)), and
(11) holds for y¯ = h(x¯) and z¯ = g(h(x¯)). Let y = h′′(x¯, v; x). By Proposition 4.3 and Deﬁnition 4.2, (36) implies that
(x, y) ∈ T 2(H, (x¯,h(x¯)), (v,h′(x¯; v)))
and
(y, z) ∈ A2(G, (h(x¯), g(h(x¯))), (h′(x¯; v), gA(h(x¯);h′(x¯; v)))).
Since (g ◦ h)A(x¯; v) is ﬁnite and (17) holds, Theorem 3.6 says that
gA
(
h(x¯);h′(x¯; v)) = (g ◦ h)A(x¯; v),
so that we can also write
(y, z) ∈ A2(G, (h(x¯), g(h(x¯))), (h′(x¯; v), (g ◦ h)A(x¯; v))).
By Theorem 4.6, it follows that
(x, z) ∈ A2(G ◦ H, (x¯, g(h(x¯))), (v, (g ◦ h)A(x¯; v))),
implying that
(g ◦ h)A2 (x¯, v; x) z.
Therefore
(g ◦ h)A2 (x¯, v; x) gA2(h(x¯),h′(x¯; v);h′′(x¯, v; x)).
Since we have already established the opposite inequality in Proposition 4.9, we conclude that (34) holds. The proof of (b)
is analogous to that of (a), with G deﬁned as the relation whose graph is the hypograph of g . 
One immediate consequence of Theorem 4.10 is a formula for the second-order contingent and adjacent sets to a set
h−1(0), where we assume that h′(x¯; v) = 0 and h′′(x¯, v; ·) exists on Rm .
Corollary 4.11. Let h : Rm → Rn be continuous on a neighborhood of x¯ ∈ h−1(0). Suppose that h′(x¯; v) = 0, h′′(x¯, v; x) exists for all
x ∈Rm and (23) holds. Then for A2 := K 2, T 2 ,
A2
(
h−1(0), x¯, v
) = {x ∣∣ h′′(x¯, v; x) = 0}. (37)
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that (17) is satisﬁed. Since h′(x¯; v) = 0, (18) implies that (g ◦ h)A(x¯; v) = 0, so in particular (g ◦ h)A(x¯; v) is ﬁnite. By
Theorem 4.10, (34) holds, and (34) reduces to (37) in this case. 
Corollary 4.11 extends previous theorems of this type that require h to be twice Fréchet differentiable (e.g., [12, Proposi-
tion 4.5]).
Example 4.12. To illustrate Corollary 4.11, we revisit Example 3.9, again with x¯ = (1,0). Let v = (1,2). Since (23) holds, we
obtain from (37) that
A2
(
h−1(0), x¯, v
) = {(x1, x2) ∣∣ x1 − 2x2 − 2= 0}.
5. Conclusion
In this paper we have developed chain rules for ﬁrst- and second-order contingent and adjacent epiderivatives and
hypoderivatives, extending some previous work of the author and others. These results have potential application in opti-
mization theory, as evidenced by Corollaries 3.8 and 4.11, which calculate tangent cones and tangent sets for a certain class
of nonsmooth equality constraint sets.
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