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ABSTRACT 
A vector norm 1.1 on the space of n X n complex valued matrices is called stable if 
for some constant K > 0, not depending upon A or m, we have 
(AmI < KIAI” 
We show that such a norm is stable if and only if it dominates the spectral radius. 
1. INTRODUCTION 
Let SQ be a subset of M,(C), the set of n X n complex valued matrices. G? 
is called stable if 
IA”‘1 Q K, m=0,1,2 ,..., A=&‘. (14 
Here ( * 1 is a vector norm on M,(C). 
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In 1962 Kreiss [5] characterized stable sets. In particular he showed that 
(1.1) is equivalent to 
jw-A)rl<, 
1.21-l ’ 
forall ]z]>l, AE&. 0.2) 
While (1.1) easily implies (1.2) with K = c, it can be shown that (1.2) implies 
(1.1) with 
K =a,c, a <32en n ,- 
7T ’ 
hm (~,=cc. 
n+m 
(1.3) 
See for example [7] and [9]. 
The serious drawback of (1.2) is that it is difficult to verify in general. 
Thus, a natural question is whether the condition (1.2) can be replaced by a 
simpler condition assuming the set & is of a certain type. In many instances & 
is of the following type: 
(1) &’ is bounded and closed, 
(2) & is convex, 
(3) & is circular, i.e., ei8& = .& for all e E R, 
(4) .&+ contains an open set. 
These conditions are equivalent to the assumption that & is a unit ball of 
some vector norm 1. I on M,(C), i.e., 
&‘= {A,]A]<l}. (1.4) 
Thus, 1. ) is called stable if its unit ball is a stable set. For A E M,(C), let p(A) 
denote the spectral radius of A. Since on finite dimensional vector spaces all 
the norms are equivalent, we have the equality 
p(A)= lim ]A”‘]““. (1.5) m-+ca 
So, if Jaz is a stable set, we get 
p(A) < 1, AEd. (1.6) 
Thus if 1.1 is a stable norm, we have that p(A)< 1 for IAJ = 1. Using the 
homogeneity of p( .) and 1.1, we get 
P(A) G I4 (1.7) 
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Recall that the vector norm ]a 1 is called spectrally dominant if (1.7) holds. 
Our main result is 
THEOREM 1. Let I-1 be a vector rwrm on M,,(C). Then 1. I is stable if and 
only if it is spectrally ohinunt. 
This result was conjectured by C. Johnson in [4]. The forward implication 
was proved in [4] by an argument similar to the preceding comments, and a 
result weaker than the backward implication-namely, that if 1. I is spectrally 
dominant, then there is a constant, which may depend upon A, such that 
I A”‘] G K ] A]” -was also proved in [4]. The case of unitary invariant norms 
was proved by Friedland and Tadmor in [3]. 
2. MAIN RESULT 
Following Zenger [lo], we first consider special spectral dominant norms 
on M,(C). These norms are called +numerical radii and are denoted by r+( * ). 
For the reader’s convenience we give short proofs of known results. Let I]. II2 
be the standard Euclidean norm on C”. As usual, let x be a column vector in 
C”, and x’ and x* its transpose and conjugate transpose. Denote by S, the 
unit sphere of this norm. 
Let $I be a map that satisfies 
+: s, + 2c’. (2.1) 
Throughout the paper we assume that $J fulfills the following conditions. First 
ytx=l forall YE+(X). (2.2) 
Second, we assume that the map (2.1) is closed. That is, if xk 15 S,, yk E $(xk), 
xk + x, the sequence { yk } is bounded. Moreover if yk + y then y E @(x). We 
claim that the sets +(x) and Y = U, E s $(x) are compact. Assume first that Y 
is unbounded. That is there exists an unbounded sequence { yk} such that 
yk E $(xk) and ]]yk]]z + 00. Since ]]xk]]2 = 1, there eXiStS a convergent subse- 
quence x,~ + x. But I] ~,_(]a + co, which contradicts our assumptions. We 
next show that Y is compact. Assume that yk E $(xk) and suppose that 
yk + y. As before, there exists a subsequence mk such that x,~ + x. Since 
ym, -+ y, our assumptions imply that y E G(x), i.e. y E Y. Finally, if xk = x for 
all k, we get that y E G(X), which shows G(X) is compact too. 
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We now define the +numerical radius as 
r,(A) = xEszmE$(X)‘ylAr’* (2.3) 
LEMMA 1. The qhwnerica~ range is a spectral dominant rwrm on M,(C). 
Proof. In view of (2.2)-(2.3) we have that 
P(A) 6 r,(A). (2.4) 
We now prove that r+ is a vector norm. It follows from (2.3) that r,(A) is a 
seminorm. Assume that r+(A) = 0 and A # 0. According to (2.4), A is nilpo 
tent. So there exists a nonsingular T such that 
/o 1 . * . 0 
. . 
. . 
. . . 
A=T T-1. 
Let B be of the form 
Thenfore> 
o 0 
B=T 1 0 L-l- 0 I T-l. 
p(A+eB)=fi<r+(A+eB)=w+(B). 
Clearly this inequality can not hold for any E > 0. The above contradiction 
shows that r+,(A) is a vector norm. n 
We now show that @-numerical radius generalizes the notion of the Bauer 
numerical radius. 
Let II- 11 be a norm on C”. Denote by II*II * the corresponding norm of the 
dual space C”, i.e. the dual norm of 11.11: 
IIYII* = ,,;“;“1 IYW. 
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The Bauer numerical radius corresponding to 11. /I is defined by 
r,,.,,(A) = mX3x my”” ]yfAx]. 
1141 = IIYII* = lo’4 = 1 
See [2] for details and references. 
Let 
G(r) = {Y, Y”X = IIYlI* = ll4l= l} * 
We then have the equality r+ = r,,.,,, Also it is not difficult to show that in this 
case the map (2.1) is closed. 
Denote by % the set of unitary matrices in M,(C). As usual, by I] * II2 we 
denote the induced operator norm on M,,(C), 
M,(C): 
i.e. the spectral norm on 
l141n = mm IIAxlh. 
llaz G 1 
THEOREM 2. Let r+( .) be a +numerical radius. Put 
c = Inlx$ u). 
Then 
llb~-W’/l,~~ for all IzI > 1, r,(A) < 1 
In particular, a $-numerical radius is a stable norm. 
Proof, We first note that 
IIYIIZ G c forall YE+(X). 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
Indeed for any X, z E Ss there exist U E % such that UX = z. Choose 
z = y/]]y]]s to obtain ytUx = ]]y]]s. Then (2.8) follows from (2.6). Assume 
next that r,(A) d 1. So (zZ - A)-’ is defined for ]z] > 1. Let 
v=(zZ-A)-%, XES,, vl=&- 
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Then for y E @(or) we have 
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On the other hand 
Combine the above inequalities to get 
This proves (2.7). Now the stability of the generalized numerical radius 
follows from the Kreiss matrix theorem. 
Finally Theorem 1 follows from Theorem 2 and Zenger’s theorem [lo], 
whose proof we note for the reader’s convenience. 
THEOREM 3 (Zenger). Let I * I b e a spectral dominant rwrm on M,(C). 
Then there exists a +numerical radius I++( ‘) which is subordinate to I * I. That 
is, 
q,(A) G I4 for all A E M,(C). (2.9) 
Proof. Let & be the unit balI of 1.1. Consider the convex balanced set 
Clearly 
a(B) = (1- a)a(A)+ z, 
where a(B) is the spectrum of B. As p(A) < 1 for A E &, we have that 
#Q(B) G 1 for BE.z@r. (2.10) 
Also as JY c &r, &‘r is the unit ball of a new norm 1. I 1 such that 
I4 G I4 (2.11) 
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The inequality (2.10) implies that 1.1  is also spectrally dominant. For I( ~11s = 1 
let 
B(X)= {u,u=h, IAll-+ (2.12) 
Clearly B(x) is convex and x G B(x). The hyperplane separation theorem 
implies the existence of y E C” such that 
Re{ yk} > Re{ ytAx}, IAll -=c 1.
By choosing A = d and noting that (xl II < 1 for 1 ZI < 1, we immediately 
deduce that 
Re{ y’x} > I4 Iv’4 for l.zj<l~ 
so 
Re{ y”x} > Iv'xl, 
which implies that yk must be real and positive. Thus we can normalize y so 
that yk = 1. Let $(x) be the set of all w such that 
w%=l, max lwtAxl = 1. 
IAll c 1 
Clearly, y E G(X). As 
w’Ax = tr( Axwt ), 
we deduce that 
lxwtll* = 1, 
where I-1; is the norm dual to I-Ii on M,(C), 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
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Let %‘r be the manifold of all rank one matrices xw’ in M,(C). Denote by 
S* the unit sphere of the norm ]]*]I*: 
s* = {A, IIAll: = 1, A E k(c)}. 
As S * is compact, gr n S * is also compact. This in particular implies that the 
map + is closed. Since any finite dimensional vector space is reflexive, we 
have that 
]A]r= max ]tr(AB)]. 
IBll’d 1 
(2.17) 
Compare (2.3), (2.14), (2.15) with (2.16) to deduce 
Then (2.11) implies (2.9). 
3. OPEN PROBLEMS 
Let r(A) be the standard numerical radius of A, 
r(A)= max ]r*Ax]. 
ll~llz =1 
The Halmos inequality yields 
r(A”) < r(A)“. 
See for example [8] for a short proof. 
We call the unit ball &’ of a vector norm superstable if
SPCd, m = 1,2 ,..‘, 
where 
&““= {B,B=A*,AE&}. 
(2.18) 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
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In other words, a norm is superstable if 
for all matrices A and nonnegative integers m. 
The inequality (3.2) implies that r(a) is a superstable norm. This in 
particular yields the LaxWendroff result [6] that the set r(A) < 1 is stable. In 
fact, Theorem 1 is a natural extension of the Lax-Wendroff condition. 
PROBLEM 1. Characterize all spectral dominant norms on M,(C) which 
are superstable, i.e. ]A’“] < ]A]“. This question was originally raised in [4], 
question (5). 
Clearly, the standard operator norm on M,(C) is superstable. 
In many numerical schemes for solutions of partial equations one has to 
consider a stable set of matrices & whose order is not fixed, but in fact can be 
arbitrary large. In that case the Kreiss matrix theorem does not apply. See for 
example [7]. Therefore one needs to study stable sets in the infinite dimen- 
sional case. Let B be a Banach space with a norm 1 I * I I, and L(B) the space of 
all linear bounded operators T: B -+ B with the induced operator norm I]. I). 
Assume that 1. I is a norm on L(B) which is equivalent to the operator norm 
4TI G Ull G IWI, o<a<p. (3.5) 
As before, we call I - I stable if the unit ball of this norm is stable, i.e., (1.1) 
holds. 
Let p(T) be the spectral radius of T. As 
p(T) = limsup jlTmlll/“‘, (3.6) 
the inequality (3.5) yields that a stable norm is spectral dominant. 
PROBLEM 2. Characterize all rwms on L(B) which are stable and 
equivalent to the operator rwrm. We note that there are spectral dominant 
norms on L(B) which are not stable and are equivalent to the operator norm. 
Indeed, if we choose I B I to be the Bauer numerical radius of B with respect to 
the given norm I]. I], we then have the inequalities 
PI G IIBII G 4Q 
See for example [2]. Furthermore, according to Bollobas [l, Theorem 21, there 
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exists an operator B such that (B( = 1, (IB(( =e, llBkll >fi, k = 2,3,... . So the 
unit ball of this numerical radius is not stable. 
Finally we close our paper with a very specific problem. For x = 
(X r, , . . , x,)~ E C” let 
Mp = f: lap ( 1 
l/P 
3 l<p<cc 
i=l 
y(x)= (fllXllp-2,...,1,1x,lp2)~, x # 0. 
Then, for A E M,(C) we define r,(A), the pth numerical radius, as 
(3.7) 
(3.8) 
Theorem 1 in this case is equivalent to the inequality 
r,(A”) < Kp,&)“‘, m=0,1,2 )..., (3.9) 
for all A E M,(C). The inequality (3.2) yields that 
K 1. 2,n = (3.10) 
We may assume in (3.9) that K,,. is best possible. In that case clearly 
(3.11) 
Let o be conjugate to p: 
P -‘+q-‘=l. (3.12) 
Since llxlla is the conjugate norm to IIxllP, we have 
r,(A) = r,(A’). (3.13) 
Therefore 
K P.n = K,,n* (3.14) 
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PROBLEM 3. For which values of p, 2 < p < co, is the sequence 
{ K,,n}rCP=l bounded? 
We consider the extreme cases p = 1, co. It is clear, that one can define 
r$ A) in a similar way for p = 1,~. Also we can let 
r,(A) = p\y+ r,(A), r,(A)= lim r,,(A). (3.15) 
P-m 
Let I( Allp be the induced operator norm on M,(C). Then it is easy to show 
that 
44 = II4hY %(A) = ll4,* (3.16) 
so 
K r,n = K,,, = 1. (3.17) 
The equalities (3.10) and (3.17) suggest that {K,, n}z=)=1 is always bounded. 
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