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Kapitel 1
Einleitung
1.1 Klassische Kettenbru¨che und der historische Be-
ginn der Kettenbruchtheorie
Als regelma¨ßige Kettenbru¨che werden endliche oder unendliche Strukturen der Form
b0 +
1
b1 +
1
b2+
1
b3+...
mit b0 ∈ Z und natu¨rlichen Zahlen b1, b2, . . . bezeichnet, die bn heißen auch Teilnenner.
Dabei wird einem unendlichen Kettenbruch ein Wert zugeordnet, indem in den approxi-
mierenden endlichen Kettenbru¨chen
b0 +
1
b1 +
1
b2+
1
b3+
...+ 1
bN
der Grenzu¨bergang N →∞ betrachtet wird.
Nach vereinzelten fru¨heren Ansa¨tzen verwendeten John Wallis (1616-1703) und Christiaan
Huygens (1629-1695) Kettenbru¨che systematisch, zumeist, um Naturkonstanten darzustel-
len oder zu approximieren. Leonhard Euler (1707-1783) studierte erstmals Kettenbru¨che
als eigensta¨ndige mathematische Strukturen und kam zu einem fundamentalen Ergebnis:
Satz 1.1.1 (Euler). Endliche regelma¨ßige Kettenbru¨che stellen rationale Zahlen dar, um-
gekehrt besitzt jede rationale Zahl genau zwei Darstellungen als endlicher regelma¨ßiger
Kettenbruch, jeder unendliche regelma¨ßige Kettenbruch konvergiert gegen eine irrationale
Zahl, umgekehrt kann jede irrationale reelle Zahl eindeutig als unendlicher regelma¨ßiger
Kettenbruch dargestellt werden.
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Die Rationalita¨t endlicher regelma¨ßiger Kettenbru¨che ist offensichtlich, bei der Umkehrung
ko¨nnen die Teilnenner bn mithilfe des Euklidischen Algorithmus gewonnen werden. Die zwei
Darstellungen resultieren daraus, dass bN > 1 stets durch bN − 1 + 11 ersetzt werden kann.
Euler studierte auch die Eigenschaften periodischer unendlicher Kettenbru¨che (d.h. bn+d =
bn mit einem d ∈ N fu¨r genu¨gend große n) genauer, und stellte fest, dass sie stets qua-
dratische Irrationalzahlen darstellen, also irrationale Zahlen, die sich als Nullstellen eines
Polynoms zweiten Grades mit rationalen Koeffizienten ergeben. Joseph-Louis de Lagran-
ge (1736-1813) konnte auch die Umkehrung dieses Sachverhalts zeigen, womit sich eine
vollsta¨ndige Charakterisierung quadratischer Irrationalzahlen mittels regelma¨ßiger Ket-
tenbru¨che ergab.
Satz 1.1.2 (Euler-Lagrange). Jeder periodische regelma¨ßige Kettenbruch konvergiert gegen
eine quadratische Irrationalzahl, und jede quadratische Irrationalzahl ist als periodischer
regelma¨ßiger Kettenbruch darstellbar.
Lagrange zeigte, dass die sogenannten Na¨herungsbru¨che AN
BN
, die durch Umwandlung des
approximierenden endlichen Kettenbruchs
b0 +
1
b1 +
1
b2+
1
b3+
...+ 1
bN
in einen gewo¨hnlichen Bruch entstehen, beste Na¨herungen an den unendlichen Kettenbruch
K = b0 +
1
b1 +
1
b2+
1
b3+...
bilden, d.h. ist p
q
ein weiterer Bruch mit Nenner q ≤ BN und pq 6= ANBN , so gilt
∣∣∣∣K − pq
∣∣∣∣ >
∣∣∣∣K − ANBN
∣∣∣∣ .
Die Beweise dieser Resultate, weitere und bessere auf Lagrange zuru¨ckzufu¨hrende Approxi-
mationsaussagen, sowie zahlreiche daru¨berhinaus gehende Resultate u¨ber regelma¨ßige Ket-
tenbru¨che werden etwa in [23], Kapitel II dargestellt. Die Arbeiten von Euler und Lagrange
zeigten auf, dass Kettenbru¨che insbesondere zur Lo¨sung von Approximationsaufgaben in
vielen Situationen sinnvolle Ansa¨tze darstellen. Mit dem Zweck immer abstraktere oder
kompliziertere Approximationen durchzufu¨hren, wurden Kettenbru¨che seit der systemati-
schen Einfu¨hrung durch Euler in verschiedenen Formen verallgemeinert.
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1.2 Kettenbru¨che u¨ber C und Differenzengleichungen
Eine Verallgemeinerung von Kettenbru¨chen entsteht beispielsweise im Zusammenhang mit
Differenzengleichungen. Wird die Differenzengleichung
xn = bnxn+1 + xn+2, n ∈ N0
mit b0 ∈ Z und b1, b2, . . . ∈ N durch xn+1 dividiert, so liefert die Abku¨rzung Kn = xnxn+1
zuna¨chst Kn = bn +
1
Kn+1
, und damit die Vermutung
K0 = b0 +
1
b1 +
1
b2+
1
b3+...
.
Da die Differenzengleichung zwei linear unabha¨ngige Lo¨sungen hat, die konkrete Lo¨sung
jedoch durch das Verha¨ltnis x0
x1
eindeutig festgelegt ist, kann x0
x1
nur fu¨r eine der unendlichen
vielen Lo¨sungen (xn)
∞
n=0 mit dem unendlichen Kettenbruch zusammenfallen. Es stellt sich
die Frage, fu¨r welche der Lo¨sungen dies gilt.
Diese Frage kann in erheblich allgemeinerem Kontext diskutiert werden, indem Differen-
zengleichungen der Form
xn = bnxn+1 + an+1xn+2, n ∈ N0
mit bn, an ∈ C betrachtet werden. Der erneute Ansatz Kn = xnxn+1 liefert nun analog Kn =
bn +
an+1
Kn+1
und damit
K0 = b0 +
a1
b1 +
a2
b2+
a3
b3+...
,
wobei auch dies nur fu¨r eine der unendlich vielen Lo¨sungen (xn)
∞
n=0 zutreffen kann, und
derartige Kettenbru¨che noch zu definieren sind. Dies erfolgt in
Definition 1.2.1. Es seien b = (bn)n∈N0 und a = (an)n∈N komplexwertige Folgen. Ist durch
die Rekursion
K
(N)
N = bN , N ∈ N0 und
K(N)n = bn + an+1
(
K
(N)
n+1
)−1
, n,N ∈ N0, n < N
der Wert K
(N)
0 fu¨r ein N ∈ N0 erkla¨rt, so heißt K(N)0 wohldefinierter endlicher Kettenbruch
der Stufe N . Existiert
K = lim
N→∞
K
(N)
0
so heißt K konvergenter unendlicher Kettenbruch, K
(N)
0 heißt dann auch N -te Approxi-
mante an K.
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Basierend auf einigen Vorarbeiten wie [1] stellte Oskar Perron (1880-1975) einige Kriterien
auf, unter welchen Bedingungen welche der Lo¨sungen der betrachteten Differenzengleichung
xn = bnxn+1+ an+1xn+2 durch das Verha¨ltnis
x0
x1
= K0 mit dem konvergenten Kettenbruch
K = K0 charakterisiert ist, siehe [24], §20. Unter anderem zeigte Perron, dass stets x0x1 = K0
gilt, wenn (xn) durch eine weitere Lo¨sung (yn) der Differenzengleichung dominiert wird,
d.h. wenn lim
n→∞
xn
yn
= 0 gilt.
Neben einem wichtigen theoretischen Resultat beinhaltet dieser Sachverhalt auch prakti-
schen Nutzen. Da gerade die dominierte Lo¨sung einer Differenzengleichung im Allgemeinen
auch bei bekannten Anfangsdaten x0 und x1 durch die naheliegende Vorwa¨rtsrekursion
nicht stabil berechnet werden kann, sind alternative Berechnungsmo¨glichkeiten von In-
teresse. Die Beziehung zu den Kettenbru¨chen legt nun nahe, zuna¨chst K0, . . . , KN (mit
einem genu¨gend großen N ∈ N) zu berechnen, und anschließend x1, . . . , xN+1 u¨ber die
Quotientenbeziehung xn
xn+1
= Kn fu¨r die gesuchte dominierte Lo¨sung (xn)n∈N0 zu ermit-
teln. Auf diese Weise wird die Differenzengleichung zweiter Ordnung auf die stabil lo¨sbare
Differenzengleichung xn − xn+1Kn = 0 reduziert. Natu¨rlich ist es mit endlichen numeri-
schen Algorithmen nicht mo¨glich, die unendlichen Kettenbru¨che Kn exakt auszurechnen.
Stattdessen wird K
(N)
n verwendet, und somit wird in der Praxis das durch Abschneiden
entstehende System
x(N)n = bnx
(N)
n+1 + an+1x
(N)
n+2, n = 0, . . . , N − 1,
x
(N)
N = bNx
(N)
N+1
gelo¨st. Konvergieren die Kettenbru¨che Kn gegen
xn
xn+1
, so konvergieren auch die Elemente
x
(N)
n der durch Abschneiden entstehenden Lo¨sungen gegen xn.
Schon deutlich vor dem 20. Jahrhundert wurden Kettenbru¨che nach Definition 1.2.1 be-
handelt. Bereits Wallis und Euler war bekannt, wie Kettenbru¨che in gewo¨hnliche Bru¨che
umgewandelt werden ko¨nnen: Fu¨r die N -te Approximation gilt K
(N)
0 =
AN
BN
, wobei die
Folgen (An) und (Bn) durch
(1.2.1) A−1 = 1, A0 = b0, An = bnAn−1 + anAn−2, n ∈ N
und
(1.2.2) B−1 = 0, B0 = 0, Bn = bnBn−1 + anBn−2, n ∈ N
definiert sind. Diese Darstellung fu¨r die Na¨herungsbru¨che erlaubte es, zahlreiche Konver-
genzkriterien fu¨r Kettenbru¨che nachzuweisen, da fu¨r Kettenbru¨che nach Definition 1.2.1 im
Gegensatz zu regelma¨ßigen Kettenbru¨chen die Konvergenz nicht stets gegeben ist (selbst
fu¨r endliche Kettenbru¨che ist nicht immer Wohldefiniertheit gegeben). Eine der bekannte-
sten Gruppen von Konvergenzkriterien geht auf Alfred Pringsheim (1850-1941, [27], [26])
zuru¨ck.
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Satz 1.2.1 (Pringsheim-Kriterium). Es seien b0, b1, b2, . . . ∈ C und a1, a2, . . . ∈ C, K
bezeichne den Kettenbruch
K = b0 +
a1
b1 +
a2
b2+
a3
b3+...
.
• Gilt |bn| ≥ |an|+ 1 fu¨r alle n ∈ N, so ist K konvergent mit |K − b0| ≤ 1.
• Gibt es q1, q2, . . . ∈ R mit
1 ≤ q1,
∣∣∣∣ anbn−1bn
∣∣∣∣ ≤ qn − 1qn−1qn , n = 2, 3, 4, . . . ,
und gilt einmal strikt <, so ist K ebenfalls konvergent.
Zahlreiche weitere Kriterien sind in Perrons Bu¨chern [23] und [24] dargestellt, und auch
wenn seitdem weiter an Kettenbru¨chen u¨ber C gearbeitet wurde, soll an dieser Stelle nicht
na¨her darauf eingegangen werden.
1.3 Mehrdimensionale Kettenbru¨che und der Jacobi-
Perron-Algorithmus
Eine weitere Verallgemeinerung stellen mehrdimensionale Kettenbru¨che dar. Da sie in die-
ser Arbeit nicht na¨her behandelt werden, soll ihre Entstehung und das grundsa¨tzliche
Konzept nur kurz vorgestellt werden.
Carl Gustav Jacob Jacobi (1804-1851) strebte an, mittels periodischer Strukturen kubische
Irrationalzahlen anzuna¨hern. Da regula¨re Kettenbru¨che hierfu¨r nach dem Satz von Euler-
Lagrange nicht infrage kamen, suchte er nach geeigneten Verallgemeinerungen. Perron sy-
stematisierte dieses Verfahren, woraus dann der Jacobi-Perron-Algorithmus zur Entwick-
lung von mehrdimensionalen Kettenbru¨chen, den Jacobi-Perron-Entwicklungen entstand.
Bei der Bestimmung des unendlichen regelma¨ßigen Kettenbruchs fu¨r eine irrationale Zahl
α wird α0 = α und dann sukzessive bν = ⌊αν⌋ und αν+1 = 1bν−αν fu¨r n ∈ N0 definiert. Dies
entspricht einer U¨bertragung des Euklidischen Algorithmus auf irrationale Zahlen, fu¨r ra-
tionales α wa¨re ein αn ∈ N und der Algorithmus bra¨che ab. Der Jacobi-Perron-Algorithmus
verallgemeinert nun diesen Ansatz fu¨r Zahlen α1, . . . , αn ∈ R, fu¨r die {1, α1, . . . , αn} linear
unabha¨ngig u¨ber Q ist. Es wird nun α0,i = αi fu¨r alle i = 1, . . . , n, und dann sukzessive
bν,i = ⌊αν,i⌋, i = 1, . . . , n, ν ∈ N0,
αν+1,n =
1
αν,1 − bν,1 , ν ∈ N0,
αν+1,i−1 = αν+1,n(αν,1 − bν,1), i = 2, . . . , n, ν ∈ N0
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definiert. Die Vektoren (bν,i)
n
i=1 heißen nun Teilnenner der Jacobi-Perron-Entwicklung des
Vektors (αi)
n
i=1. Die Jacobi-Perron-Entwicklung selbst ist ein mehrdimensionaler Ketten-
bruch, der u¨ber Na¨herungsnenner und -za¨hler definiert wird. Diese werden dabei u¨ber die
an (1.2.1) und (1.2.2) angelehnten Rekursionen
Aii = 1, i = 0, . . . , n,
Aji = 0, i, j = 0, . . . , n, j 6= i,
Aν+n+1,i = Aν,i +
n∑
j=1
bν,jAν+j,i, i = 0, . . . , n, ν ∈ N0
definiert. Es la¨sst sich zeigen, dass dann αi = lim
ν→∞
Aν,i
Aν,0
fu¨r i = 1, . . . , n gilt, und tatsa¨chlich
Verknu¨pfungen zwischen Ordnungen der Irrationalzahlen αi und Periodizita¨ten der Teil-
nenner (bν,i)
n
i=1 bestehen, siehe etwa Bernsteins Arbeit [4] u¨ber den Jacobi-Perron- Algo-
rithmus.
Die Jacobi-Perron-Entwicklung von Irrationalzahlen ho¨herer Ordnung entspricht einer Ver-
allgemeinerung von regelma¨ßigen Kettenbru¨chen, da die Teilnenner stets Vektoren natu¨rli-
cher Zahlen sind. Wie schon bei eindimensionalen Kettenbru¨chen bietet es sich an, sie
durch beliebige komplexe Zahlen zu ersetzen und auch die Teilza¨hler 1 (Koeffizienten vor
Aν,i in der Rekursion) durch beliebige komplexe Zahlen aν zu ersetzen. Ab 1978 wurde
dieser Ansatz verfolgt, deutlich verbunden mit dem Ziel, lineare Differenzengleichungen
mit mehr als drei Termen zu lo¨sen. Diese Ansa¨tze gehen im Wesentlichen auf die Ar-
beiten von De Bruin (etwa [11]) und Van der Cruyssen (etwa [35]) zuru¨ck. Sie pra¨gten
fu¨r die Kettenbruchverallgemeinerung den Begriff
”
Generalized Continued Fraction“ und
erkannten, dass erneut dominierte Lo¨sungen mit den verallgemeinerten Kettenbru¨chen as-
soziiert waren. Wie fu¨r Differenzengleichungen zweiter Ordnung besteht auch hier nun die
Mo¨glichkeit, dominierte Lo¨sungen numerisch stabil u¨ber verallgemeinerte Kettenbru¨che zu
ermitteln (siehe auch [16]). Ebenfalls analog zu den Systemen zweiter Ordnung ko¨nnen
die durch Kettenbru¨che und deren Approximationen berechneten Lo¨sungen auch als durch
Abschneiden des Systems entstehende Lo¨sungen interpretiert werden. Fu¨r verallgemeinerte
Kettenbru¨che zeigte Levrie in [18] und [19] ein Konvergenz-Kriterium vom Pringsheim-Typ,
das sich bei Anwendung auf gewo¨hnliche Kettenbru¨che auf Satz 1.2.1 reduziert, also als
direkte Verallgemeinerung angesehen werden kann.
Wie eingangs dieses Abschnittes bereits erwa¨hnt, werden mehrdimensionale Kettenbru¨che
in dieser Arbeit nicht na¨her betrachtet, der Zusammenhang zwischen den durch Ketten-
bru¨chen erzeugten Lo¨sungen von Differenzengleichungen und den durch Abschneiden er-
zeugten Lo¨sungen wird jedoch in Kapitel 5 in einem etwas anderen Kontext noch einmal
aufgegriffen.
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1.4 Kettenbru¨che u¨ber Banachalgebren
Gegenstand dieser Arbeit sollen vielmehr Kettenbru¨che sein, die zwar im Wesentlichen
gema¨ß Definition 1.2.1 entstehen, jedoch mit einer Banachalgebra R als Wertebereich fu¨r
Teilza¨hler und -nenner. Eine Motivation, derartige Kettenbru¨che u¨berhaupt zu betrachten,
liegt darin, Differenzengleichungen der Form xn = bnxn+1 + an+1xn+2 in Banachalgebren
zu lo¨sen, etwa ko¨nnen bn und an+1 quadratische Matrizen sein.
Bemerkung 1.4.1. Von nun an wird stets mit R eine Banachalgebra mit Norm ||.|| und
Einselement I bezeichnet, und mit R∗ die zugeho¨rige Einheitengruppe, d.h. die Gruppe
aller regula¨ren (invertierbaren) Elemente in R. Einige wichtige Definition und Ergebnis-
se insbesondere zur Konvergenz von Reihen in einer Banachalgebra sind in Anhang A
aufgefu¨hrt.
Abgesehen davon, dass die Frage nach der Wohldefiniertheit endlicher Kettenbru¨che offen-
sichtlich an Gewicht gewinnt, stellt sich zuna¨chst das Problem, ob ein Bruch p
q
durch q−1p
oder pq−1 ersetzt werden muss. In dieser Arbeit sollen neben Spezialfa¨llen, zu denen sich
elementarere Zuga¨nge finden, ganz allgemeine Kettenbru¨che u¨ber Banachalgebren behan-
delt werden, bei denen ein Teil des Za¨hlers von links und ein Teil des Za¨hlers von rechts
an die Inversen multipliziert wird. Dies fu¨hrt zu der grundlegenden
Definition 1.4.1. Es seien b = (bn)n∈N0 , a = (an)n∈N und c = (cn)n∈N Folgen mit Werten
in der Banachalgebra R. Ist durch die Rekursion
K
(N)
N = bN , N ∈ N0 und
K(N)n = bn + an+1
(
K
(N)
n+1
)−1
cn+1, n,N ∈ N0, n < N
der Wert K
(N)
0 fu¨r ein N ∈ N0 erkla¨rt, so heißt K(N)0 wohldefinierter endlicher Kettenbruch
der Stufe N . Existiert
K = lim
N→∞
K
(N)
0
so heißt K konvergenter unendlicher Kettenbruch, K
(N)
0 heißt dann auch N -te Approxi-
mante an K. Da die Kettenbru¨che durch die Folgen b, a, c definiert sind, wird noch die
Bezeichnung CF (N)(b, a, c) = K
(N)
0 fu¨r die Approximanten sowie CF (b, a, c) = K fu¨r den
Kettenbruch selbst eingefu¨hrt.
In der Literatur kommen derartige Kettenbru¨che zumeist als Matrixkettenbru¨che vor, erst-
mals in der Dissertation von Pia Pfluger aus dem Jahr 1966, [25]. Diese Arbeit hat mit eini-
gen nachfolgenden ([32], [28], [36]) jedoch starke Einschra¨nkungen an die Folgen b, a, c der
Teilnenner und -za¨hler gemeinsam, insbesondere sind in diesen Arbeiten in großen Teilen
nur Vielfache des neutralen Elements I als Teilza¨hler zugelassen. In der hier vorgestellten
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allgemeinen Form behandelten unter anderem Denk und Riederle [10] Kettenbru¨che u¨ber
Banachalgebren. Sie katalogisierten 1981 nicht nur eine Reihe von Anwendungen, sondern
zeigten vor allem den folgenden
Satz 1.4.1. Es seien b = (bn)n∈N0, a = (an)n∈N und c = (cn)n∈N Folgen mit Werten in der
Banachalgebra R sowie (qn)n∈N0 eine Folge reeller Zahlen qn > 1 mit∣∣∣∣anb−1n ∣∣∣∣ · ∣∣∣∣cnb−1n−1∣∣∣∣ ≤ qn−1 − 1qn−1qn , n ∈ N
und
1
qN
N∏
n=1
∣∣∣∣anb−1n ∣∣∣∣ · ∣∣∣∣cnb−1n−1∣∣∣∣ · q2n N→∞−→ 0.
Dann sind die endlichen Kettenbru¨che K(N) = CF (N)(b, a, c) wohldefiniert, der unendliche
Kettenbruch K = CF (b, a, c) ist konvergent, und es gilt∣∣∣∣Kb−10 − I∣∣∣∣ ≤ q0 − 1q0
sowie ∣∣∣∣K −K(N−1)∣∣∣∣ ≤ ||b0||
qN
N∏
n=1
∣∣∣∣anb−1n ∣∣∣∣ · ∣∣∣∣cnb−1n−1∣∣∣∣ · q2n.
Dabei handelt es sich um die erste in der Literatur zu findende U¨bertragung des Pringsheim-
Kriteriums Satz 1.2.1 auf Kettenbru¨che u¨ber Banachalgebren, denn der Term ||anb−1n || ·∣∣∣∣cnb−1n−1∣∣∣∣ entspricht fu¨r R = C dem Term ∣∣∣ anbn−1bn
∣∣∣ aus dem zweiten Teil von Satz 1.2.1.
Allerdings ist die zweite Bedingung dieses Satzes eine echte Zustatzbedingung. Beispiels-
weise fu¨r R = C, mit qn = bn = 2 fu¨r alle n ∈ N0 und an = cn = 1 fu¨r alle n ∈ N liegt
offenbar Konvergenz nach dem urspru¨nglichen Pringsheim-Kriterium vor, jedoch gilt
1
qN
N∏
n=1
∣∣∣∣anb−1n−1∣∣∣∣ · ∣∣∣∣cnb−1n ∣∣∣∣ · q2n = 12
unabha¨ngig von N , somit sind die Bedingungen von Satz 1.4.1 nicht erfu¨llt. In einer Arbeit
aus dem Jahr 1995 zeigt Schelling ([30]) den
Satz 1.4.2. Es seien b = (bn)n∈N0, a = (an)n∈N und c = (cn)n∈N Folgen mit Werten in der
Banachalgebra R sowie (qn)n∈N0 eine Folge reeller Zahlen qn ≥ 1 mit∣∣∣∣anb−1n ∣∣∣∣ · ||cn|| · ∣∣∣∣b−1n−1∣∣∣∣ ≤ (1− ǫ) qn − 1qn−1qn
oder
||an|| ·
∣∣∣∣b−1n cn∣∣∣∣ · ∣∣∣∣b−1n−1∣∣∣∣ ≤ (1− ǫ) qn − 1qn−1qn
fu¨r alle n ≥ 2 mit einer Konstanten ǫ > 0. Dann konvergiert CF (b, a, c).
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Schelling verzichtet zwar auf eine Zusatzbedingung, fu¨hrt jedoch den Faktor 1− ǫ ein, der
mindestens genau so restriktiv wirkt. Auch die Bedingungen dieses Satzes sind fu¨r das
obige Beispiel mit qn = bn = 2 und an = cn = 1 nicht erfu¨llt. Insofern ko¨nnen beide
Kriterien nicht als exakte Verallgemeinerung des Pringsheim-Kriteriums in C gelten. Ein
wichtiger Punkt dieser Arbeit ist der Nachweis von
Satz 1.4.3. Es seien b = (bn)n∈N0, a = (an)n∈N und c = (cn)n∈N Folgen mit Werten in der
Banachalgebra R sowie (qn)n∈N0 eine Folge reeller Zahlen mit
1 ≤ q1 und
∣∣∣∣anb−1n−1∣∣∣∣ · ∣∣∣∣cnb−1n ∣∣∣∣ ≤ qn − 1qn−1qn , n ≥ 2
mit mindestens einem strikten <, oder
1 ≤ q1 und
∣∣∣∣b−1n an∣∣∣∣ · ∣∣∣∣b−1n−1cn∣∣∣∣ ≤ qn − 1qn−1qn , n ≥ 2
mit mindestens einem strikten <. Dann ist CF (b, a, c) konvergent.
Dieser Satz wird in Kapitel 4 neu formuliert, dabei werden auch Fehlerschranken fu¨r die
Differenz zu den Approximationen CF (N)(b, a, c) angegeben, die etwas genauer als die von
Denk und Riederle sind. Offensichtlich handelt es sich um ein Kriterium, dass im Fall
R = C exakt mit dem Satz 1.2.1 u¨bereinstimmt.
1.5 Einseitige Kettenbru¨che
Ein Fakt, der es erschwert, Konvergenzkriterien fu¨r allgemeine Kettenbru¨che u¨ber Bana-
chalgebren zu zeigen, ist das Fehlen einer brauchbaren Darstellung als einfacher Bruch. Im
Fall R = C ist es, wie oben angemerkt, stets mo¨glich, die Kettenbruchapproximation der
N -ten Stufe in einen gewo¨hnlichen Bruch AN
BN
umzuwandeln, wobei Na¨herungsza¨hler und
-nenner die Rekursionen (1.2.1) und (1.2.2) erfu¨llen. Im allgemeinen Fall ist es in Bana-
chalgebren unmo¨glich, fu¨r Darstellungen von CF (N)(b, a, c) als B−1N AN , ANB
−1
N oder auch
ANB
−1
N CN entsprechende Rekursionsformeln fu¨r AN , BN , CN anzugeben. Fallen jedoch alle
an oder alle cn mit dem neutralen Element I der Banachalgebra zusammen, so ist wieder
eine Darstellung mittels Na¨herungsnennern und -za¨hlern mo¨glich, die Rekursionen fu¨r diese
entsprechen im Wesentlichen denen im Fall R = C.
Definition 1.5.1. Es seien b = (bn)n∈N0 , a = (an)n∈N und c = (cn)n∈N Folgen mit Werten in
der Banachalgebra R. Der Kettenbruch CF (b, a, (I)) heißt Linkskettenbruch, CF (b, (I), c)
heißt Rechtskettenbruch.
Einige weitere Kettenbru¨che lassen sich auf einfache Weise auf derartige einseitige Ket-
tenbru¨che zuru¨ckfu¨hren: Sind alle an Zentrumselemente oder Einheiten, so kann der beid-
seitige Kettenbruch CF (b, a, c) in einen einseitigen Kettenbruch umgewandelt werden. Ist
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an Zentrumselement, so kann es durch I ersetzt werden, wenn cn gleichzeitig durch ancn
ersetzt wird. Ist an eine Einheit, so kann an durch I ersetzt werden, wenn gleichzeitig bn+1
durch bn+1a
−1
n und cn+1 durch cn+1a
−1
n ersetzt wird. Umgekehrt kann CF (b, a, c) auch in
einen einseitigen Kettenbruch umgewandelt werden, wenn alle cn Zentrumselemente oder
Einheiten sind.
Schelling geht in seiner Arbeit [30] ebenfalls auf einseitige Kettenbru¨che ein und zeigt etwa
Satz 1.5.1. Es seien b = (bn)n∈N0 und a = (an)n∈N Folgen mit Werten in der Banachal-
gebra R mit∣∣∣∣anb−1n ∣∣∣∣+ ∣∣∣∣b−1n ∣∣∣∣ ≤ 1 und ∣∣∣∣anB−1n ∣∣∣∣ · ||Bn|| · ∣∣∣∣b−1n ∣∣∣∣+ ∣∣∣∣b−1n ∣∣∣∣ ≤ 1, n ∈ N.
Dann ist CF (b, a, (I)) konvergent.
Dabei ist Bn der noch zu definierende n-te Na¨herungsnenner. Schelling zeigt, dass die
erste Ungleichung garantiert, dass B−1n in der zweiten Ungleichung existiert, ansonsten
ist die erste Ungleichung natu¨rlich u¨berflu¨ssig, da sie aus der zweiten folgt. Zwar fa¨llt
dieses Kriterium im Fall R = C mit dem urspru¨nglichen Pringsheimkriterium zusammen,
allerdings ist es schwieriger nachzupru¨fen, da die Bn zuna¨chst aus den Folgen a und b
berechnet werden mu¨ssen. Daru¨berhinaus lassen sich auch hier Beispiele konstruieren, fu¨r
die zwar die erste Ungleichung, nicht aber die zweite Ungleichung erfu¨llt ist (siehe Beispiel
1.5.1). In dieser Arbeit ist daher das Kapitel 2 dem elementaren, auf Na¨herungsnennern und
-za¨hlern basierenden Beweis gewidmet, dass bereits die erste Ungleichung zur Konvergenz
ausreicht.
Beispiel 1.5.1. Wa¨hle R = C2×2 mit der Zeilensummennorm, an = 12
(
1 1
0 1
)
und
bn = 2I. Dann ist die erste Ungleichung in Satz 1.5.1 offensichtlich fu¨r alle n ∈ N erfu¨llt.
Im Vorgriff auf Lemma 2.1.1 wird verwendet, dass B2 = b1b2 + a2 ist, hier gilt also
B2 =
(
9
2
1
2
0 9
2
)
, a2B
−1
2 =
1
81
(
9 8
0 9
)
.
Damit ist
∣∣∣∣a2B−12 ∣∣∣∣ = 1781 , ||B2|| = 5, ∣∣∣∣b−12 ∣∣∣∣ = 12 und insgesamt ist die zweite Ungleichung
in Satz 1.5.1 fu¨r n = 2 nicht erfu¨llt.
1.6 Verallgemeinerung nach Levrie und Bultheel
Der Vollsta¨ndigkeit halber soll noch erwa¨hnt werden, dass es eine weitere Verallgemeine-
rung von Kettenbru¨chen u¨ber Banachalgebren gibt. Offensichtlich lassen sich die Rekur-
sionen (1.2.1) und (1.2.2) in Matrixform als(
An Bn
An−1 Bn−1
)
=
(
bn an
1 0
)
·
(
An−1 Bn−1
An−2 Bn−2
)
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darstellen. Levrie und Bultheel lassen in ihrer Arbeit [20] nun fu¨r bn und an sowie anstel-
le von 1 und 0 in der unteren Matrixzeile beliebige geeignet dimensionierte Matrizen zu,
definieren den Quotienten der beiden Elemente aus der oberen Matrixzeile auf der linken
Seite als Kettenbruchapproximation, und fu¨hren den Grenzu¨bergang durch. Anstelle von
Matrizen ko¨nnen zur Ersetzung von bn, an, 1, 0 problemlos auch Elemente einer beliebigen
Banachalgebra in die Matrix geschrieben werden, womit eine Verallgemeinerung einseitiger
Kettenbru¨che u¨ber Banachalgebren entsteht, jedoch keine Verallgemeinerung beidseitiger
Kettenbru¨che, da, wie schon erwa¨hnt, fu¨r beidseitige Kettenbru¨che zumindest keine expli-
zite Rekursion von Na¨herungsnennern und -za¨hlern angegeben werden kann. Levrie und
Bultheel legen auch dar, dass ihre Definition der Kettenbru¨che die Verallgemeinerung nach
De Bruin und Van der Cruyssen einschließt, und zeigen ein Konvergenz-Kriterium, jedoch
keines vom Pringsheim-Typ. Auf die Verallgemeinerung nach Levrie und Bultheel soll im
Weiteren nicht na¨her eingegangen werden.
1.7 Aufbau der Arbeit
In Kapitel 2 wird zuna¨chst ein Konvergenzkriterium fu¨r Kettenbru¨che u¨ber Banachalge-
bren vom Pringsheim-Typ u¨ber einen elementaren Zugang gezeigt, der als vo¨llig analog
zu dem Beweis des urspru¨nglichen Pringsheim-Kriteriums, wie er etwa in [24] dargestellt
ist, angesehen werden kann. In Kapitel 4 wird dann der beidseitige Fall behandelt, wozu
allerdings ein neues Konzept no¨tig ist, das zuvor in Kapitel 3 vorgestellt wird. In Kapitel
5 wird dann gezeigt, wie sich auch u¨ber Banachalgebren mittels Kettenbru¨chen Diffe-
renzengleichungen lo¨sen lassen, und der oben angeku¨ndigte Zusammenhang zwischen den
durch Kettenbru¨chen erzeugten Lo¨sungen und den durch einen Abschneideprozess erzeug-
ten Lo¨sungen von Differenzengleichungen wird aufgezeigt. Dabei wird auch vorgefu¨hrt, wie
sich Fehlerabscha¨tzungen fu¨r Kettenbruchapproximationen auf durch Abschneideprozesse
erzeugte Lo¨sungen von Differenzengleichungen u¨bertragen lassen.
Als großes Feld praktischer Anwendungen wird in Kapitel 6 dann das Berechnen stati-
ona¨rer Verteilungen fu¨r eine Klasse von Markovketten, sogenannten Quasi-Geburts- und
Todesprozessen mit Katastrophenszenarien aufgezeigt. Dabei mu¨ssen Gleichungssysteme
gelo¨st werden, die sich als Vektor-Matrix-Differenzengleichungen zweiter Ordnung her-
ausstellen, und die mittels Kettenbru¨chen schnell und stabil gelo¨st werden ko¨nnen. Ein
konkretes Beispiel hierfu¨r sowie eine weitere Anwendung von Kettenbru¨chen im Zusam-
menhang mit dem Lo¨sen einer Differenzengleichung zweiter Ordnung werden in Kapitel 7
pra¨sentiert.
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Kapitel 2
Einseitige Kettenbru¨che
2.1 Grundlagen
Das wesentliche Ziel dieses Kapitels ist es, fu¨r einseitige Kettenbru¨che eine Verallgemeine-
rung des Pringsheim-Kriteriums auf Banachalgebren zu zeigen, dessen Beweis sich an den
urspru¨nglichen (zum Beispiel [24], §14) anlehnt. Wie in der Einleitung bereits beschrie-
ben, basiert dieser Beweis auf der Umwandlung endlicher Kettenbru¨che in gewo¨hnliche
Bru¨che, bestehend aus Na¨herungsnennern und -za¨hlern. Zuna¨chst wird die Umwandlung
in gewo¨hnliche Bru¨che auf Kettenbru¨che u¨ber Banachalgebren u¨bertragen. Grundsa¨tzlich
wird in diesem Kapitel vorausgesetzt, dass b = (bn)n∈N0 , a = (an)n∈N sowie c = (cn)n∈N
Folgen mit Werten in der Banachalgebra R sind, ferner seien
KL = CF (b, a, (I)) und K
(N)
L = CF
(N)(b, a, (I))
sowie
KR = CF (b, (I), c) und K
(N)
R = CF
(N)(b, (I), c).
2.1.1 Na¨herungsza¨hler und -nenner
Gegenu¨ber allgemeinen (beidseitigen) Kettenbru¨chen besitzen einseitige Kettenbru¨che den
großen Vorteil, dass die Approximationen sich in gewo¨hnliche Bru¨che umwandeln lassen,
fu¨r die Za¨hler und Nenner dieser Approximationen gilt dabei sogar eine einfache Rekursion.
Lemma 2.1.1. K
(N)
L bzw. K
(N)
R existiere. Dann gilt
K
(N)
L = ANB
−1
N bzw. K
(N)
R = B
−1
N AN
mit
A−1 = I, A0 = b0, An = An−1bn + An−2an (n ∈ N),(2.1.1)
B−1 = 0, B0 = I, Bn = Bn−1bn +Bn−2an (n ∈ N),(2.1.2)
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bzw.
A−1 = I, A0 = b0, An = bnAn−1 + cnAn−2 (n ∈ N),(2.1.3)
B−1 = 0, B0 = I, Bn = bnBn−1 + cnBn−2, (n ∈ N),(2.1.4)
Beweis. Die Aussage ist fu¨r N = 0 und N = 1 trivial, sei nun N ≥ 1 und die Aussage
fu¨r alle Rechtskettenbru¨che mit existierender N -ter Approximation gezeigt. Betrachte nun
einen Rechtskettenbruch mit existierender N + 1-ter Approximation, d.h. K
(N+1)
n aus De-
finition 1.4.1 ist fu¨r n = 1, . . . , N + 1 invertierbar, insbesondere ist bN+1 invertierbar. Es
folgt
K
(N+1)
N−1 = bN−1 +
(
bN + b
−1
N+1cN+1
)−1
cN = bN−1 + (bN+1bN + cN+1) b
−1
N+1cN ,
d.h. es gilt K
(N+1)
n = K˜
(N)
n fu¨r alle n ≤ N , falls K˜(N)n wie in Definition 1.4.1 fu¨r den modifi-
zierten Kettenbruch CF
(
b˜, (I), c˜
)
gewa¨hlt wird und b˜n = bn bzw. c˜n = cn fu¨r alle n ≤ N−1
sowie b˜N = bN+1bN + cN+1 bzw. c˜N = bN+1cN gesetzt wird. Nach Induktionsvoraussetzung
ist
K
(N+1)
0 = K˜
(N)
0 = B˜
−1
N A˜N
mit entsprechend definierten B˜n und A˜n, und offensichtlich gilt B˜n = Bn und A˜n = An fu¨r
alle n ≤ N − 1. Es folgt
B˜N = b˜N B˜N−1 + c˜N B˜N−2
= (bN+1bN + cN+1)BN−1 + bN+1cNBN−2
= bN+1(bNBN−1 + cNBN−2) + cN+1BN−1
= bN+1BN + cN+1BN−1 = BN+1
und analog A˜N = AN+1 und somit ist die Behauptung bewiesen. Der Beweis fu¨r Linksket-
tenbru¨che verla¨uft entsprechend.
Die Zerlegung in Za¨hler und Nenner und deren divisionsfreie Rekursion ziehen neben der
einfacheren praktischen Berechnung von Kettenbru¨chen vor allem theoretische Reslutate
mit sich, von denen in der Folge Gebrauch gemacht wird. Daru¨berhinaus legen sie eine
Definition von Kettenbru¨chen mit etwas schwa¨cheren Voraussetzungen nahe.
Definition 2.1.1 (Na¨herungsza¨hler und -nenner, Wohldefinierheit und Konvergenz ein-
seitiger Kettenbru¨che). Es sei CF (b, a, (I)) bzw. CF (b, (I), c) ein einseitiger Kettenbruch.
Dann heißen die durch (2.1.1) bzw. (2.1.3) definierten Werte An die n-ten Na¨herungsza¨hler
fu¨r den Kettenbruch und die durch (2.1.2) bzw. (2.1.4) definierten Werte Bn die n-ten
Na¨herungsnenner fu¨r den Kettenbruch. Er heißt wohldefiniert, falls B−1n fu¨r fast alle n ∈ N
existiert und konvergent, falls limAnB
−1
n bzw. limB
−1
n An existiert.
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2.1.2 Differenzen zwischen Approximationen
In der Folge wird stets
Dn = K
(n)
L −K(n−1)L bzw. Dn = K(n)R −K(n−1)R
fu¨r n ≥ 1 gesetzt, falls beide Approximationen existieren. Klar ist
Folgerung 2.1.1. K
(N)
L bzw. K
(N)
R mo¨gen fu¨r alle N ∈ N0 existieren. Genau dann ist KL
bzw. KR konvergent, wenn ∑
n≥n0
Dn
fu¨r ein n0 ∈ N konvergiert. Es gilt dann
KL − b0 =
∞∑
n=1
Dn bzw. KR − b0 =
∞∑
n=1
Dn
und damit
||KL − b0|| ≤
∞∑
n=1
||Dn|| bzw. ||KR − b0|| ≤
∞∑
n=1
||Dn|| .
Folgerung 2.1.1 gilt auch fu¨r nicht-einseitige Kettenbru¨che, ist allerdings schwierig anzu-
wenden. Fu¨r einseitige Kettenbru¨che hingegen la¨sst sich wiederum eine einfache Rekursion
zeigen.
Lemma 2.1.2. Fu¨r ein n ≥ 2 seien die Na¨herungsnenner Bn−2, Bn−1 und Bn invertierbar.
Dann gilt fu¨r Linkskettenbru¨che bzw. Rechtskettenbru¨che
Dn = −Dn−1Bn−2anB−1n bzw. Dn = −B−1n cnBn−2Dn−1.
Beweis. Nach Definition von Dn sowie (2.1.3) und (2.1.4) folgt fu¨r Rechtskettenbru¨che
Dn = −B−1n
(
BnB
−1
n−1An−1 − An
)
= −B−1n
(
bnBn−1B
−1
n−1An−1 + cnBn−2B
−1
n−1An−1 − bnAn−1 − cnAn−2
)
= −B−1n cn
(
Bn−2B
−1
n−1An−1 − An−2
)
= −B−1n cnBn−2Dn−1.
Analog fu¨r Linkskettenbru¨che.
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2.2 Transformationen
2.2.1 Transformationen zwischen zwei Kettenbru¨chen
Oftmals kann die Konvergenz eines Kettenbruchs mit sogenannten Konvergenzkriterien
nicht nachgewiesen werden, in diesem Fall hilft der U¨bergang zu einem a¨hnlichen Ketten-
bruch; dieser Begriff wird nun zuna¨chst definiert.
Definition 2.2.1 (A¨hnlichkeit und A¨quivalenz zwischen zwei Kettenbru¨chen). Es seien
CF (b, a, (I)) und CF
(
b˜, a˜, (I)
)
Linkskettenbru¨che. Gibt es eine Folge (ρn)n≥−1 von Ein-
heiten ρn ∈ R∗ mit
b˜n = ρ
−1
n−1bnρn und a˜n = ρ
−1
n−2anρn
fu¨r alle n ∈ N0 bzw. n ∈ N, so wird CF
(
b˜, a˜, (I)
)
als (ρ0, ρ−1)-a¨hnlich zu CF (b, a, (I))
bezeichnet. Fu¨r ρ−1 = ρ0 = I heißen die beiden Kettenbru¨che a¨quivalent.
Seien nun CF (b, (I), c) und CF
(
b˜, (I), c˜
)
Rechtskettenbru¨che. Gibt es eine Folge (ρn)n≥−1
von Einheiten ρn ∈ R∗ mit
b˜n = ρnbnρ
−1
n−1 und c˜n = ρncnρ
−1
n−2
fu¨r alle n ∈ N0 bzw. n ∈ N, so wird CF
(
b˜, (I), c˜
)
als (ρ0, ρ−1)-a¨hnlich zu CF (b, (I), c)
bezeichnet. Fu¨r ρ−1 = ρ0 = I heißen die beiden Kettenbru¨che a¨quivalent.
Die Definition der A¨hnlichkeit bzw. A¨quivalenz bedarf einer nachtra¨glichen Rechtfertigung.
Satz 2.2.1. Der Linkskettenbruch CF
(
b˜, a˜, (I)
)
sei (ρ0, ρ−1)-a¨hnlich zu CF (b, a, (I)) bzw.
der Rechtskettenbruch CF
(
b˜, (I), c˜
)
sei (ρ0, ρ−1)-a¨hnlich zu CF (b, (I), c). Dann fallen
Wohldefiniertheit und Konvergenz beider Kettenbru¨che zusammen. Im Fall der Konver-
genz gilt
CF
(
b˜, a˜, (I)
)
= ρ−1−1CF (b, a, (I))ρ0 bzw. CF
(
b˜, (I), c˜
)
= ρ0CF (b, (I), c)ρ
−1
−1.
Beweis. Betrachte die Aussage fu¨r die Rechtskettenbru¨che, fu¨r Linkskettenbru¨che analog.
Es gilt
B˜−1 = 0 = ρ−10ρ
−1
0 = ρ−1B−1ρ
−1
0 und B˜0 = I = ρ0Iρ
−1
0 = ρ0B0ρ
−1
0 ,
sei nun n ≥ 1 und B˜k = ρkBkρ−10 fu¨r alle k ≤ n− 1 gezeigt. Dann folgt nach (2.1.4)
B˜n = b˜nB˜n−1 + a˜nB˜n−2 = ρnbnρ
−1
n−1ρnBn−1ρ
−1
0 + ρnanρ
−1
n−2ρn−2Bn−2ρ
−1
0
= ρn(bnBn−1 + anBn−2)ρ
−1
0 = ρnBnρ
−1
0 .
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Analog la¨sst sich auch A˜n = ρnAnρ
−1
−1 fu¨r alle n ≥ −1 gewinnen. Ist nun Bn invertierbar,
so auch B˜n und umgekehrt, und es gilt
B˜−1n A˜n = ρ0B
−1
n ρ
−1
n ρnAnρ
−1
−1 = ρ0B
−1
n Anρ
−1
−1
und Grenzu¨bergang n→∞ liefert das Zusammenfallen der Konvergenz.
2.2.2 A¨quivalenz zu Reihen
Definition 2.2.2. K
(N)
L bzw. K
(N)
R existiere fu¨r alle N ∈ N0, ferner sei R =
∞∑
n=0
rn mit
rn ∈ R. Gilt
K
(N)
L =
N∑
n=0
rn bzw. K
(N)
R =
N∑
n=0
rn
fu¨r alle N ∈ N0, so heißen KL bzw. KR und die Reihe R a¨quivalent.
Offensichtlich fallen die Konvergenz a¨quivalenter Kettenbru¨che und Reihen zusammen.
Außerdem ist der Kettenbruch CF (b, a, c) natu¨rlich a¨quivalent zur Reihe
∑
rn mit r0 = b0
und rn = Dn fu¨r n ≥ 1, dies ist aber eher von theoretischer Natur. In einigen Fa¨llen lassen
sich Kettenbru¨che allerdings sehr einfach durch den Vergleich mit einer Reihe berechnen.
Lemma 2.2.1. Es sei r0 ∈ R beliebig, mit γ1, γ2, . . . ∈ R sei rn = γ1γ2 . . . γn bzw. rn =
γnγn−1 . . . γ1 fu¨r n ≥ 1. Wird
b0 = r0, b1 = I, bn = I + γn (n ≥ 2), a1 = c1 = γ1, an = cn = −γn (n ≥ 2)
gesetzt, so sind R =
∞∑
n=0
rn und KL bzw. KR a¨quivalent.
Beweis. Es ist B0 = I sowie B1 = b1 = I und nach (2.1.2) bzw. (2.1.4) folgt induktiv auch
fu¨r n ≥ 2
Bn = I + γn − γn = I.
Weiter ist A0 = b0 = r0 und A1 = r0+γ1 = r0+r1. Sei nun An−2 =
n−2∑
k=0
rk und An−1 =
n−1∑
k=0
rk
fu¨r n ≥ 2 gezeigt. Dann ist fu¨r Rechtskettenbru¨che nach (2.1.3)
An = bnAn−1 + anAn−2 = (I + γn)
n−1∑
k=0
rk − γn
n−2∑
k=0
rk =
n−1∑
k=0
rk + γnrn−1 =
n∑
k=0
rk,
analog fu¨r Linkskettenbru¨che mit (2.1.1).
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In Lemma 2.2.1 wurde eine Reihe in einen Kettenbruch entwickelt, allerdings ist der umge-
kehrte Weg von gro¨ßerer Bedeutung. Lemma 2.2.1 deckt dabei den Fall ab, dass bn+cn = I
bzw. bn + an = I fu¨r alle n ≥ 2 und b1 = I ist. Es stellt sich die Frage, wie der Wert des
Kettenbruchs zu berechnen ist, wenn auch b1 + c1 = I bzw. b1 + a1 = I ist.
Lemma 2.2.2. Es sei bn = I + γn und an = cn = −γn fu¨r n ∈ N. Existiert mit r0 = I und
rn = γ1γ2 . . . γn bzw. rn = γnγn−1 . . . γ1 fu¨r n ≥ 1 der Wert
R− = lim
N→∞
(
N∑
n=0
rn
)−1
,
so konvergiert KL = R
− + b0 − I bzw. KR = R− + b0 − I. Divergiert R−, so auch der
Kettenbruch.
Beweis. Setze in Lemma 2.2.1 r0 = 0 und verschiebe die Indizes der γn um 1 nach unten.
Dann sind die Partialsummen der Reihe
γ0 + γ1γ0 + γ2γ1γ0 + . . .
gerade die Approximationen an
(
I − (I + γ1 − (I + γ2 − . . .)−1 γ2)−1 γ1)−1 γ0,
Einsetzen von γ0 = I, Invertieren und anschließender Grenzu¨bergang liefert die Behaup-
tung fu¨r Rechtskettenbru¨che mit b0 = I, durch Addieren von b0− I auf beiden Seiten folgt
die allgemeine Behauptung, analog fu¨r Linkskettenbru¨che.
2.3 Die Pringsheim-Kriterien fu¨r einseitige Ketten-
bru¨che
2.3.1 Vorbemerkungen
Wie in der Einleitung beschrieben, besagt das urspru¨ngliche Pringsheim-Kriterium fu¨r
Kettenbru¨che u¨ber C, dass die Erfu¨llung der Ungleichungen |bn| ≥ |an| + 1 fu¨r alle n ∈
N hinreichend fu¨r die Konvergenz des Kettenbruchs CF (b, a, (I)) ist. Das nachstehende
Beispiel verdeutlicht, dass eine direkte U¨bertragung auf Kettenbru¨che u¨ber Banachalgebren
nicht mo¨glich ist.
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Beispiel 2.3.1. Es wird R = C2×2 mit der Zeilensummennorm betrachtet. Es sei an =(
1 0
0 −1
)
und bn =
(
2 0
0 1
)
, d.h. es gilt ||bn|| ≥ ||an|| + 1 fu¨r alle n ∈ N. Da alle
Koeffizienten an und bn Diagonalmatrizen sind, zerfa¨llt der Matrixkettenbruch im Wesent-
lichen in zwei skalare Kettenbru¨che. Der erste hat die Koeffizienten bn = 2 und an = 1
und konvergiert nach dem skalaren Pringsheimkriterium, Satz 1.2.1. Der zweite hat die
Koeffizienten bn = 1 und an = −1; es ist leicht zu sehen, dass der zweite, fu¨nfte, achte,
elfte, . . . Na¨herungsnenner fu¨r diesen skalaren Kettenbruch 0 ist, d.h. es sind unendlich
viele Kettenbruchapproximationen nicht wohldefiniert, insgesamt liegt also Divergenz vor.
A¨hnliche Beispiele lassen sich auch fu¨r andere Normen finden. Wie in der Einleitung bereits
angesprochen, ist die
”
richtige“ Bedingung∣∣∣∣b−1n ∣∣∣∣+ ∣∣∣∣anb−1n ∣∣∣∣ ≤ 1 bzw. ∣∣∣∣b−1n ∣∣∣∣+ ∣∣∣∣b−1n cn∣∣∣∣ ≤ 1, n ∈ N.
Diese entspricht in C aufgrund der Multiplikativita¨t der Betragsnorm natu¨rlich der Be-
dingung |bn| ≥ |an| + 1. Im Folgenden soll nun gezeigt werden, dass auch im Fall von
Banachalgebren die Erfu¨llung der angegebenen Ungleichungen bereits hinreichend fu¨r die
Konvergenz des betrachteten Kettenbruchs ist.
2.3.2 Die Basisformulierung
Zum Nachweis des Pringsheim-Kriteriums wird zuna¨chst ein Lemma gezeigt, in dem der
wesentliche Beweisaufwand erfolgt.
Lemma 2.3.1. Es sei bn ∈ R∗ mit
(PL)
∣∣∣∣b−1n ∣∣∣∣+ ∣∣∣∣anb−1n ∣∣∣∣ ≤ 1 bzw. (PR) ∣∣∣∣b−1n ∣∣∣∣+ ∣∣∣∣b−1n cn∣∣∣∣ ≤ 1
fu¨r alle n ∈ N. Dann existiert B−1n fu¨r alle n ∈ N0 und es gilt∣∣∣∣B−1n Bn−1∣∣∣∣+ ||DnBn−1|| ≤ 1 bzw. ∣∣∣∣Bn−1B−1n ∣∣∣∣+ ||Bn−1Dn|| ≤ 1
fu¨r alle n ∈ N. Gleichheit fu¨r alle n ∈ N tritt ho¨chstens ein, wenn in (PL) bzw. (PR) fu¨r
alle n ∈ N Gleichheit besteht.
Beweis. Der Beweis wird induktiv fu¨r Rechtskettenbru¨che gefu¨hrt, fu¨r Linkskettenbru¨che
verla¨uft er analog. Fu¨r n = 1 ist B1 = b1, B0 = I (beide invertierbar) und
D1 = b
−1
1 (b1b0 + c1)− b0 = b−11 c1
und nach (PR) folgt ∣∣∣∣B0B−11 ∣∣∣∣+ ||B0D1|| = ∣∣∣∣b−11 ∣∣∣∣+ ∣∣∣∣b−11 c1∣∣∣∣ ≤ 1.
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Sei nun n ≥ 2 und die Existenz von B−1n−1 sowie
∣∣∣∣Bn−2B−1n−1∣∣∣∣+ ||Bn−2Dn−1|| ≤ 1 gegeben.
Nach (2.1.4) ist
b−1n BnB
−1
n−1 = I + b
−1
n cnBn−2B
−1
n−1.
Es ist
∣∣∣∣Bn−2B−1n−1∣∣∣∣ ≤ 1 nach Induktionsvoraussetzung und ||b−1n cn|| < 1 nach (PR), zu-
sammen also
∣∣∣∣b−1n cnBn−2B−1n−1∣∣∣∣ < 1. Nach Satz A.2.1 existiert dann
(
b−1n BnB
−1
n−1
)−1
mit
∣∣∣∣∣∣(b−1n BnB−1n−1)−1 r∣∣∣∣∣∣ ≤ ||r||1− ∣∣∣∣b−1n cnBn−2B−1n−1∣∣∣∣
fu¨r alle r ∈ R. Gema¨ß Lemma A.1.1 existiert nun auch das Inverse von Bn und weiter ist
∣∣∣∣Bn−1B−1n ∣∣∣∣ = ∣∣∣∣∣∣(b−1n BnB−1n−1)−1 b−1n ∣∣∣∣∣∣ ≤ ||b−1n ||1− ∣∣∣∣b−1n cnBn−2B−1n−1∣∣∣∣ ,
und mit Dn = −B−1n cnBn−2Dn−1 aus Lemma 2.1.2 folgt
||Bn−1Dn|| =
∣∣∣∣Bn−1B−1n cnBn−2Dn−1∣∣∣∣ = ∣∣∣∣∣∣(b−1n BnB−1n−1)−1 b−1n cnBn−2Dn−1∣∣∣∣∣∣
≤ ||b
−1
n cnBn−2Dn−1||
1− ∣∣∣∣b−1n cnBn−2B−1n−1∣∣∣∣ .
Addieren liefert mit der Submultiplikativita¨t der Norm und der Induktionsvoraussetzung
schließlich
∣∣∣∣Bn−1B−1n ∣∣∣∣+ ||Bn−1Dn|| ≤ ||b−1n ||+ ||b−1n cn|| · ||Bn−2Dn−1||1− ||b−1n cn|| · ∣∣∣∣Bn−2B−1n−1∣∣∣∣
≤ 1− ||b
−1
n cn||+ ||b−1n cn||
(
1− ∣∣∣∣Bn−2B−1n−1∣∣∣∣)
1− ||b−1n cn|| ·
∣∣∣∣Bn−2B−1n−1∣∣∣∣ ≤ 1.
Satz 2.3.1 (Pringsheim-Kriterium fu¨r einseitige Kettenbru¨che, Formulierung I). Es sei
bn ∈ R∗ mit
(PL)
∣∣∣∣b−1n ∣∣∣∣+ ∣∣∣∣anb−1n ∣∣∣∣ ≤ 1 bzw. (PR) ∣∣∣∣b−1n ∣∣∣∣+ ∣∣∣∣b−1n cn∣∣∣∣ ≤ 1
fu¨r alle n ∈ N. Dann konvergiert KL bzw. KR mit
||KL − b0|| ≤ ||I|| bzw. ||KR − b0|| ≤ ||I|| .
Gleichheit gilt ho¨chstens, wenn in (PL) bzw. (PR) fu¨r alle n ∈ N Gleichheit besteht.
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Beweis. Fu¨r alle n ∈ N gilt nach Lemma 2.3.1
||Dn|| ≤ ||DnBn−1|| ·
∣∣∣∣B−1n−1∣∣∣∣ ≤ (1− ∣∣∣∣B−1n Bn−1∣∣∣∣) ∣∣∣∣B−1n−1∣∣∣∣ ≤ ∣∣∣∣B−1n−1∣∣∣∣− ∣∣∣∣B−1n ∣∣∣∣
bzw.
||Dn|| ≤
∣∣∣∣B−1n−1∣∣∣∣ · ||Bn−1Dn|| ≤ ∣∣∣∣B−1n−1∣∣∣∣ (1− ∣∣∣∣Bn−1B−1n ∣∣∣∣) ≤ ∣∣∣∣B−1n−1∣∣∣∣− ∣∣∣∣B−1n ∣∣∣∣ .
Gleichheit fu¨r alle n ∈ N besteht ho¨chstens, wenn in (PL) bzw. (PR) fu¨r alle n ∈ N
Gleichheit besteht. Da trivialerweise ||Dn|| ≥ 0 ist, fa¨llt ||B−1n || monoton in n, beginnend
bei
∣∣∣∣B−10 ∣∣∣∣ = ||I||, und nach unten durch 0 beschra¨nkt. Folglich konvergiert ||B−1n || gegen
einen Wert β ∈ [0, ||I||] und es gilt
∞∑
n=1
||Dn|| ≤
∞∑
n=1
(∣∣∣∣B−1n−1∣∣∣∣− ∣∣∣∣B−1n ∣∣∣∣) = ||I|| − β ≤ ||I|| ,
Gleichheit gilt ho¨chstens, wenn in (PL) bzw. (PR) fu¨r alle n ∈ N Gleichheit besteht. Mit
Folgerung 2.1.1 folgt die Konvergenz des Kettenbruchs mit der angegebenen Ungleichung.
Bemerkung 2.3.1. Die Rekursionsformeln fu¨r Na¨herungsza¨hler und -nenner einseitiger
Kettenbru¨che sowie fu¨r die Differenzen aufeinanderfolgender Approximationen sind schon
la¨nger bekannt, siehe etwa [30], auch der U¨bergang zu a¨quivalenten Kettenbru¨chen ist nicht
neu. Bisherige Ergebnisse wie etwa das bereits beschriebene von Schelling [30] basieren
jedoch darauf, die zu Beginn des Beweises von Satz 2.3.1 hergeleitete Abscha¨tzung
||Dn|| ≤
∣∣∣∣B−1n−1∣∣∣∣− ∣∣∣∣B−1n ∣∣∣∣
direkt induktiv zu zeigen. Dies ist in C mo¨glich, siehe etwa [24], §14, und kann auch
problemlos auf den Quaternionen-Schiefko¨rper H u¨bertragen werden, dabei muss jedoch
Gebrauch von der Multiplikativita¨t der Norm gemacht werden. Die entscheidende neue
Beweisidee liegt darin, zuna¨chst die sta¨rkere Ungleichung aus Lemma 2.3.1 zu zeigen, und
die beno¨tigte Abscha¨tzung fu¨r ||Dn|| hierauf zuru¨ckzufu¨hren.
2.3.3 Weitere Formulierungen
Es wird nun eine alternative Formulierung des Pringsheim-Kriteriums angegeben, die sich
im Wesentlichen durch eine A¨quivalenztransformation aus Satz 2.3.2 ergibt, und der zwei-
ten Formulierung des urspru¨nglichen Pringsheim-Kriteriums in Satz 1.2.1 entspricht.
Satz 2.3.2 (Pringsheim-Kriterium fu¨r einseitige Kettenbru¨che, Formulierung II). Es sei
(qn)n∈N eine Folge nichtnegativer reeller Zahlen. Weiter sei bn ∈ R∗ mit
||I|| ≤ q1 und
∣∣∣∣anb−1n ∣∣∣∣ · ∣∣∣∣b−1n−1∣∣∣∣ ≤ qn − 1qn−1qn bzw.
∣∣∣∣b−1n−1∣∣∣∣ ∣∣∣∣b−1n cn∣∣∣∣ ≤ qn − 1qn−1qn (n ≥ 2)
und mindestens einmal gelte strikt <. Dann ist CF (b, a, (I)) bzw. CF (b, (I), c) konvergent.
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Beweis. Der Beweis wird wieder nur fu¨r Rechtskettenbru¨che gefu¨hrt, fu¨r Linkskettenbru¨che
verla¨uft er analog. Zuna¨chst gelte (PR) fu¨r alle n ≥ 2 und ∣∣∣∣b−11 ∣∣∣∣ ≤ 1||I|| und mindestens
einmal gelte strikt <. Dann folgt
KR = b0 + (b1 − r)−1c1,
dabei ist r nach Satz 2.3.1 ein konvergenter Kettenbruch mit ||r|| ≤ ||I||, gilt in (PR) fu¨r ein
n ≥ 2 Ungleichheit, so ist sogar ||r|| < ||I||. Da b1 als invertierbar vorausgesetzt war, reicht
es zur Konvergenz von KR die Invertierbarkeit von I − b−11 r zu zeigen. Aus
∣∣∣∣b−11 ∣∣∣∣ ≤ 1||I||
und ||r|| ≤ ||I|| mit mindestens einem strikten < folgt ∣∣∣∣b−11 r∣∣∣∣ < 1. Satz A.2.1 liefert die
Existenz des Inversen und damit die Konvergenz von KR. Zum Nachweis der eigentlichen
Behauptung wird die A¨quivalenzumformung nach Definition 2.2.1 mit ρ−1 = ρ0 = I und
ρn = q1 . . . qn
∣∣∣∣b−11 ∣∣∣∣ . . . ||b−1n || I betrachtet. Es folgt
b˜n = qn
∣∣∣∣b−1n ∣∣∣∣ bn und c˜n = qn−1qn ∣∣∣∣b−1n−1∣∣∣∣ · ∣∣∣∣b−1n ∣∣∣∣ cn
fu¨r alle n ∈ N (mit q0 = 1). Damit ist∣∣∣∣∣∣b˜−11 ∣∣∣∣∣∣ = 1q1 ≤
1
||I||
und fu¨r n ≥ 2∣∣∣∣∣∣b˜−1n ∣∣∣∣∣∣+ ∣∣∣∣∣∣b˜−1n c˜n∣∣∣∣∣∣ = 1qn + qn−1
∣∣∣∣b−1n−1∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣ ≤ 1qn + qn−1
qn − 1
qn−1qn
= 1
und mindestens einmal gilt strikt <. Nach dem bereits Bewiesenen ist der Kettenbruch
CF
(
b˜, (I), c˜
)
und damit auch CF (b, (I), c) = KR konvergent.
Ein bemerkenswerter Spezialfall ist die konstante Wahl qn = 2, die auf die Beschra¨nkung
der Produkte durch 1
4
hinausla¨uft. Weitere Spezialfa¨lle werden zum Beispiel in [24], §14
angegeben.
2.4 Anwendung einseitiger Kettenbru¨che auf Diffe-
renzengleichungen
Es soll hier zuna¨chst nur kurz auf den Zusammenhang zu den Lo¨sungen von Differenzen-
gleichungen eingegangen werden. Wird in der Differenzengleichung
xn = bnxn+1 + an+1xn+2, n ∈ N0,
in Verallgemeinerung von Kn =
xn
xn+1
aus der Einleitung der Ansatz xn = Knxn+1 einge-
setzt, so folgt im Falle der Existenz von K−1n+1
Knxn+1 = bnxn+1 + an+1K
−1
n+1xn+1,
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was sicher erfu¨llt ist, wenn Kn = bn + an+1K
−1
n+1 ist, was wiederum den Ansatz K0 =
CF (b, a, (I)) nahelegt. Dieser grundlegende Ansatz wird spa¨ter in Kapitel 5 ausfu¨hrlicher
betrachtet, allerdings erst nach dem Studium beidseitiger Kettenbru¨che, da im Allgemeinen
bei Differenzengleichungen zweiter Ordnung die Form
cnxn = bnxn+1 + an+1xn+2, n ∈ N0
angenommen werden muss. Ist cn /∈ R∗, so la¨sst sich diese Differenzengleichung nicht auf
eine mit cn = I zuru¨ckfu¨hren, und ein Lo¨sungsansatz mit einseitigen Kettenbru¨chen ist
nicht sinnvoll.
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Kapitel 3
S-Reihen
3.1 Motivation und Definition
Wie im Abschnitt 2.4 dargestellt, sind einseitige Kettenbru¨che nicht geeignet, allgemeine
Differenzengleichungen zweiter Ordnung u¨ber einer Banachalgebra zu lo¨sen. In Kapitel 5
wird aufgezeigt, dass hierfu¨r gerade die allgemeineren beidseitigen Kettenbru¨che gema¨ß
Definition 1.4.1 angemessen sind. Es sollen nun Konvergenz-Kriterien vom Pringsheim-
Typ, also U¨bertragungen der Sa¨tze 2.3.1 und 2.3.2 auf beidseitige Kettenbru¨che gezeigt
werden.
Da es jedoch nicht mo¨glich ist, Na¨herungsnenner und -za¨hler fu¨r beidseitige Kettenbru¨che
CF (b, a, c) u¨ber explizite Rekursionen anzugeben, wird eine vo¨llig neue Beweisidee beno¨-
tigt. Wie in der Einleitung beschrieben, gibt es Ansa¨tze von Denk und Riederle [10] so-
wie Schelling [30]. Die Beweise machen aber in beiden Fa¨llen Gebrauch von der jeweili-
gen Zusatzbedingung, die im Wesentlichen bewirkt, dass die Abbildungen Hn der Form
Hn(x) = bn + an+1x
−1cn+1 kontrahierend wirken. Diese Beweise sind im Vergleich zu dem
hier vorgestellten Beweis sehr kurz, jedoch wird hier wie angeku¨ndigt keine Zusatzbe-
dingung verwendet, daru¨berhinaus wird eine bessere Fehlerabscha¨tzung fu¨r die Differenz
zwischen Kettenbruchapproximationen und Grenzwert angegeben als etwa bei Denk und
Riederle [10].
Der Beweis der in Kapitel 4 aufgefu¨hrten Konvergenz-Kriterien nutzt im Wesentlichen im-
mer dieselbe Idee. Diese entstand urspru¨nglich aus der Betrachtung konkreter Anwendun-
gen, na¨mlich von Kettenbru¨chen, wie sie im Zusammenhang mit der Berechnung stationa¨rer
Maße von Markovketten entstehen. Eine große Klasse beidseitiger Kettenbru¨che wird nun
auf diesen Prototypen von Kettenbruch zuru¨ckgefu¨hrt, dessen Konvergenz wiederum u¨ber
eine Interpretation als bedingte Verweilzeiten in gewissen Zusta¨nden der Markovkette ge-
zeigt werden kann.
Im Wesentlichen werden dabei die Werte bn, an+1 und cn+1 nach einer geeigneten Trans-
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formation in der Form
P =


b0 a1
c1 I − b1 a2
c2 I − b2 a3
. . . . . . . . .


in eine unendliche Tridiagonalmatrix geschrieben. Anschließend wird diese als Bewertungs-
matrix (im Kontext von Markovketten als U¨bergangsmatrix) fu¨r die Kanten eines Graphen
mit Knotenmenge N0 verwendet: b0 ist die Bewertung der Kante (0, 0), a1 die Bewertung
der Kante (0, 1), c1 die Bewertung der Kante (1, 0), . . . . Die Bewertung eines Pfades soll
durch Multiplikation der Bewertung der einzelnen Kanten erfolgen, d.h. der Pfad (0, 1, 0)
etwa erha¨lt die Bewertung a1c1. Um die Beweisidee an dieser Stelle schon einmal aufzu-
zeigen, sei angenommen, dass ||I − b1|| < 1 ist und die Bewertungen aller Pfade der Form
(0, 0), (0, 1, 0), (0, 1, 1, 0), (0, 1, 1, 1, 0) . . . aufsummiert werden sollen. Es ergeben sich die
Bewertungen b0, a1c1, a1(I − b1)c1, a1(I − b1)2c1, . . . , und Aufsummieren liefert
b0 +
∞∑
k=0
a1(I − b1)kc1 = b0 + a1b−11 c1.
Dies ist genau die Kettenbruchapproximation der ersten Stufe. Unter zusa¨tzlichen Vor-
aussetzungen la¨sst sich weiterhin erschließen, dass die Approximation der zweiten Stufe,
also
b0 + a1
(
b1 + a2b
−1
2 c2
)−1
c2
gerade die Summe der Bewertungen aller Pfade von 0 nach 0 ist, die als Zwischenknoten nur
1 oder 2 enthalten. Dies wird im Folgenden mit Einfu¨hrung der S-Reihen systematisiert.
In den verschiedenen Formulierungen des Pringsheim-Kriteriums, die in Kapitel 4 gezeigt
werden, wird allerdings keine direkte Voraussetzung an ||I − b1|| gestellt, es muss dort
ohnehin noch eine A¨quivalenztransformation des Kettenbruchs erfolgen. In diesem Kapitel
werden daher die Koeffizienten der Matrix P wie sonst auch u¨blich mit pij bezeichnet.
Definition 3.1.1. Es sei P = (pij)i,j∈N0 eine tridiagonale Matrix mit Eintra¨gen aus der
Banachalgebra R. Dann wird
S(P, i, j, A) =
∑
n∈N
j1,...,jn−1∈A
j0=i, jn=j
n−1∏
r=0
pjr,jr+1
gesetzt, sofern diese Reihe absolut konvergiert, d.h. sofern
∑
n∈N
j1,...,jn−1∈A
j0=i, jn=j
∣∣∣∣∣
∣∣∣∣∣
n−1∏
r=0
pjr,jr+1
∣∣∣∣∣
∣∣∣∣∣ <∞.
Fu¨r A = ∅ ist S(P, i, j, A) = pij.
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Beispielsweise wird die oben betrachtete Summe der Bewertungen aller Pfade der Form
(0, 0), (0, 1, 0), (0, 1, 1, 0), . . . durch S(P, 0, 0, {1}) abgeku¨rzt.
3.2 Identita¨ten fu¨r die S-Reihen
Es sei nun P = (pij)i,j∈N0 stets eine tridiagonale Matrix u¨berR. In diesem Abschnitt werden
einige technische Identita¨ten gezeigt, auf denen dann die wichtigsten Aussagen dieser Arbeit
basieren. Dabei sei stets N ∈ N0∪{∞} und es wird NiN = {i, i+1, . . . , N} fu¨r endliches N
gesetzt, sofern i ≤ N ist, fu¨r i > N ist NiN = ∅, fu¨r N =∞ ist Ni,∞ = {i, i+ 1, i+ 2, . . .}.
Lemma 3.2.1. Es sei i ∈ N0 mit i ≤ N und S(P, i, i,NiN ) konvergiere absolut. Dann
konvergiert auch S(P, i, i,Ni+1,N ) absolut und es gilt
(I + S(P, i, i,NiN ))(I − S(P, i, i,Ni+1,N )) = (I − S(P, i, i,Ni+1,N ))(I + S(P, i, i,NiN )) = I.
Beweis. Die absolute Konvergenz von S(P, i, i,Ni+1,N ) als Teilreihe von S(P, i, i,NiN ) ist
klar. Betrachte nun unter Verwendung von Satz A.2.2
S(P, i, i,NiN ) · S(P, i, i,Ni+1,N )
=
∑
m∈N
j1,...,jm−1∈NiN
j0=i, jm=i
m−1∏
r=0
pjr,jr+1 ·
∑
n∈N
k1,...,kn−1∈Ni+1,N
k0=i, kn=i
n−1∏
r=0
pkr,kr+1
=
∑
n≥2, 1≤m<n
j0=jm=jn=i
j1,...,jm−1∈NiN
jm+1,...,jn−1∈Ni+1,N
n−1∏
r=0
pjr,jr+1 .
In der letzten Summe stehen dabei offenbar gerade die Indextupel (j1, . . . , jn−1), die min-
destens einmal i enthalten, somit folgt
S(P, i, i,NiN ) · S(P, i, i,Ni+1,N ) = S(P, i, i,NiN )− S(P, i, i,Ni+1,N ).
Umgekehrt folgt analog auch
S(P, i, i,Ni+1,N ) · S(P, i, i,NiN ) = S(P, i, i,NiN )− S(P, i, i,Ni+1,N ),
woraus zusammen dann die Behauptung folgt.
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Lemma 3.2.2. Es sei i ∈ N0 mit i ≤ N und S(P, i+ 1, i+ 1,Ni+1,N ) konvergiere absolut.
Dann konvergieren auch S(P, i, i,Ni+1,N ), S(P, i, i + 1,Ni+1,N ) und S(P, i + 1, i,Ni+1,N )
absolut und es gilt
S(P, i, i,Ni+1,N ) = pii + pi,i+1S(P, i+ 1, i+ 1,NiN )pi+1,i
= pii + S(P, i, i+ 1,Ni+1,N)pi+1,i
= pii + pi,i+1S(P, i+ 1, i,Ni+1,N ).
Beweis. Fu¨r n = 1 gibt es in S(P, i, i,NiN ) nur einen Summanden, na¨mlich pii, fu¨r n ≥ 2
muss j1, j2, . . . , jn−1 > i bestehen. Aufgrund der tridiagonalen Struktur von P ist dann
entweder der Summand 0 oder es gilt j1 = jn−1 = i + 1. Fu¨r n = 2 kommt somit nur der
Summand pi,i+1pi+1,i hinzu, fu¨r n ≥ 3 kommen die Summanden aus S(P, i+ 1, i+ 1,NiN),
von links mit pi,i+1, von rechts mit pi+1,i multipliziert hinzu. Die anderen beiden Aussagen
folgen analog, indem nur pi,i+1 nach links oder nur pi+1,i nach rechts ausgeklammert wird.
Lemma 3.2.3. Es seien i ∈ N0 mit i ≤ N − 2 und die Reihen S(P, i, i + 1,Ni+1,N ) und
S(P, i, i+ 2,Ni+1,N ) mo¨gen absolut konvergieren. Dann gilt
S(P, i, i+ 1,Ni+1,N ) = pi,i+1 + S(P, i, i+ 1,Ni+1,N )pi+1,i+1 + S(P, i, i+ 2,Ni+1,N )pi+2,i+1.
Ist N <∞ und konvergiert die Reihe S(P,N − 1, N, {N}) absolut, so gilt
S(P,N − 1, N, {N}) = pN−1,N + S(P,N − 1, N, {N})pNN .
Beweis. Der einzige Summand in S(P, i, i+1,Ni+1,N ) fu¨r n = 1 ist pi,i+1. Fu¨r n ≥ 2 ko¨nnen
die Fa¨lle jn−1 = i + 1 und jn−1 = i + 2 auftreten, diese lieferen dann die beiden weiteren
Summanden. Fu¨r i = N − 1 kann der Fall jn−1 = i + 2 nicht eintreten, und es gibt einen
Summanden weniger.
Lemma 3.2.4. Es seien i, j ∈ N0 mit i < j ≤ N − 2 und die Reihen S(P, i, j,Ni+1,N ),
S(P, i, j + 1,Ni+1,N ) und S(P, i, j + 2,Ni+2,N ) mo¨gen absolut konvergieren. Dann gilt
S(P, i, j + 1,Ni+1,N ) = S(P, i, j,Ni+1,N )pj,j+1 + S(P, i, j + 1,Ni+1,N )pj+1,j+1
+ S(P, i, j + 2,Ni+1,N )pj+2,j+1.
Ist i ≤ N−2, N <∞ und konvergieren S(P, i,N−1,Ni+1,N ) und S(P, i,N,Ni+1,N ) absolut,
so gilt
S(P, i,N,Ni+1,N ) = S(P, i,N − 1,Ni+1,N )pN−1,N + S(P, i,N,Ni+1,N )pNN .
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Beweis. Wie Lemma 3.2.3, allerdings gibt es jetzt fu¨r n = 1 keine von 0 verschiedenen
Summanden mehr, dafu¨r fu¨r jn−1 eine zusa¨tzliche Mo¨glichkeit, die jeweils den ersten Sum-
manden liefert.
Lemma 3.2.5. Es seien i, j, k ∈ N0 mit i < j < k ≤ N , die Reihen S(P, i, j,Ni+1,N )
und S(P, j, k,Nj+1,N ) mo¨gen absolut konvergieren. Dann konvergiert auch S(P, i, k,Ni+1,N )
absolut und es gilt
S(P, i, k,Ni+1,N ) = S(P, i, j,Ni+1,N ) · S(P, j, k,Nj+1,N ).
Beweis. Formal wieder unter Verwendung von Satz A.2.2 ist
S(P, i, j,Ni+1,N ) · S(P, j, k,Nj+1,N )
=
∑
m∈N
j1,...,jm−1∈Ni+1,N
j0=i, jm=j
m−1∏
r=0
pjr,jr+1 ·
∑
n∈N
k1,...,kn−1∈Nj+1,N
k0=j, kn=k
n−1∏
r=0
pkr,kr+1
=
∑
n≥2, 1≤m<n
j0=i, jm=j, jn=k
j1,...,jm−1∈Ni+1,N
jm+1,...,jn−1∈Nj+1,N
n−1∏
r=0
pjr,jr+1 .
Bei der letzten Summe werden alle Indextupel (j1, . . . , jn) betrachtet, die wenigstens einmal
j enthalten. Dies sind aber bereits alle Indextupel, zu denen die zugeho¨rigen Produkte
einen von 0 verschiedenen Summanden liefern ko¨nnen, da P als tridiagonal vorausgesetzt
ist. Damit handelt es sich um S(P, i, k,Ni+1,N ) und die absolute Konvergenz ist ebenfalls
durch Satz A.2.2 gesichert.
3.3 Grenzwerte fu¨r N →∞
In den vorangegangenen Lemmata u¨ber die Identita¨ten der S-Reihen war stets fu¨r die
”
Zwischenknoten“ eine Menge der Form NiN zugelassen, N war dabei eine natu¨rliche Zahl
oder auch∞. Wie oben bereits angedeutet, besteht die Beweisidee fu¨r Konvergenzkriterien
darin, Kettenbruchapproximationen als derartige S-Reihen mit einem endlichen N zu in-
terpretieren. Natu¨rlich muss dann der Grenzwert N →∞ betrachtet werden. Dies erfolgt
in
Satz 3.3.1. Es seien i, j, k ∈ N0 und S(P, i, j,Nk,∞) konvergiere absolut. Dann konvergiert
auch S(P, i, j,NkN ) fu¨r jedes endliche N ≥ max{i, j, k} und es gilt
lim
n→∞
S(P, i, j,NkN ) = S(P, i, j,Nk,∞).
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Beweis. Es ist
S(P, i, j,Nk,∞) =
∑
m∈N
j1,...,jm−1∈Nk,∞
j0=i, jm=j
m−1∏
r=0
pjr,jr+1
und
S(P, i, j,NkN ) =
∑
m∈N
j1,...,jm−1∈NkN
j0=i, jm=j
m−1∏
r=0
pjr,jr+1 .
Die Indexmengen fu¨r die Summen in S(P, i, j,NkN ) sind Teilmengen der Indexmenge fu¨r
die Summe in S(P, i, j,Nk,∞), die Indexmenge fu¨r S(P, i, j,Nk,N+1) umfasst offensichtlich
die fu¨r S(P, i, j,NkN ), und schließlich ist jedes Element der Indexmenge von S(P, i, j,Nk,∞)
in der Indexmenge von S(P, i, j,NkN ) fu¨r ein endliches N enthalten. Damit sind die Vor-
aussetzungen von Satz A.2.4 erfu¨llt, und dieser liefert die Behauptung.
3.4 Die Mengen M(R)
Definition 3.4.1. U¨ber einer Banachalgebra R wird M(R) als die Menge aller tridiago-
nalen Matrizen P = (pij)i,j∈N0 definiert, fu¨r die
• S(P, 0, 0,N) absolut konvergiert und
• S(P, i, i,Ni,N ) fu¨r alle i, N ∈ N mit i ≤ N absolut konvergiert.
Die Bedeutung der Menge M(R) fu¨r die Frage nach der Konvergenz von Kettenbru¨chen
liefert der
Satz 3.4.1. Es sei P ∈ M(R), die Folgen b, a und c seien durch bn = I − pnn fu¨r alle
n ∈ N0 sowie an = −pn−1,n und cn = pn,n−1 fu¨r alle n ∈ N erkla¨rt. Dann konvergiert
CF (b, a, c) = I − S(P, 0, 0,N)
und fu¨r die Approximation der N -ten Stufe gilt
CF (N)(b, a, c) = I − S(P, 0, 0,N1N ).
Beweis. Die Voraussetzungen an P ∈M(R) garantieren die Anwendbarkeit der Lemmata
3.2.1 und 3.2.2 fu¨r endliches N ∈ N0. Diese ergeben zusammen
I − S(P, i, i,Ni+1,N ) = I − pii − pi,i+1 (I − S(P, i+ 1, i+ 1,Ni+2,N ))−1 pi+1,i
= bi + ai+1 (I − S(P, i+ 1, i+ 1,Ni+2,N ))−1 ci+1
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fu¨r i < N , fu¨r i = N ist
I − S(P,N,N,NN+1,N ) = I − S(P,N,N, ∅) = I − pNN = bN .
Mit der Vereinbarung K
(N)
n = I − S(P, n, n,Nn+1,N ) folgt also
K
(N)
N = bN und K
(N)
n = bn + an+1
(
K
(N)
n+1
)−1
cn+1, n < N,
d.h. nach Definition ist gerade CF (N)(b, a, c) = I−S(P, 0, 0,N1N ). Da nach Voraussetzung
auch S(P, 0, 0,N) absolut konvergiert, folgt die Behauptung mit Satz 3.3.1.
Zur Untersuchung von Konvergenzgeschwindigkeiten wird es spa¨ter hilfreich sein, die un-
endliche Matrix P durch eine endliche Matrix P˜ zu ersetzen.
Lemma 3.4.1. Es sei P ∈M(R) und P˜ = (p˜ij)N+1i,j=0 sei tridiagonal mit N ∈ N0 und
p˜ij = pij, i ≤ N, p˜N+1,N = S(P,N + 1, N,NN+1,∞), p˜N+1,N+1 = 0.
Dann gilt S(P, 0, 0,N) = S
(
P˜ , 0, 0,N
)
.
Beweis. Wieder nach Lemma 3.2.2 gilt
S(P,N,N,NN+1,∞) = pNN + pN,N+1S(P,N + 1, N,NN+1,∞).
Umgekehrt gilt nach Definition
S
(
P˜ , N,N,NN+1,∞
)
= p˜NN + p˜N,N+1p˜N+1,N = pNN + pN,N+1S(P,N + 1, N,NN+1,∞).
Induktiv folgt dann wie im Beweis von Satz 3.4.1 mit den Lemmata 3.2.1 und 3.2.2 die
Behauptung.
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Kapitel 4
Konvergenz beidseitiger
Kettenbru¨che
4.1 Einige Elemente in M(R)
Die Beweise fu¨r Konvergenzkriterien folgen in diesem Kapitel stets dem Muster, dass
zuna¨chst einige vergleichsweise einfache Transformationen vollzogen werden, und anschlie-
ßend mithilfe von Satz 3.4.1 die Konvergenz des transformierten Kettenbruchs gefolgert
wird. Die Konvergenz des urspru¨nglichen Kettenbruchs liefern dann einfache Ru¨cktrans-
formationen. Fu¨r dieses Vorgehen ist es jedoch von essentieller Bedeutung, u¨berhaupt Ele-
mente von M(R) zu kennen. U¨ber R lassen sich einige derartige Matrizen identifizieren.
Satz 4.1.1. Es sei P = (pij)i,j∈N0 tridiagonal mit pij ≥ 0 und pi,i+1 > 0 fu¨r alle i ∈ N.
Ferner sei p11 + p12 ≤ 1 und pn,n−1 + pnn + pn,n+1 ≤ 1 fu¨r alle n ≥ 2, und mindestens
einmal gelte strikt <.
• Dann ist P ∈M(R).
• Ist zusa¨tzlich p10 + p11 + p12 ≤ 1, so gilt S(P, 0, 0,N) ≤ p00 + p01. Gleichheit gilt
ho¨chstens, falls pn,n−1 + pnn + pn,n+1 = 1 fu¨r alle n ∈ N besteht.
• Fu¨r alle n ∈ N gilt S(P, n+ 1, n,Nn+1,∞) ≤ 1.
Beweis. Interpretiere P {m...N} = (pij)
N
i,j=m als U¨bergangsmatrix einer mit
(
X
{m...N}
n
)
n∈N0
bezeichneten Markovkette mit Zusta¨nden {m, . . . , N}. Wegen pi,i+1 > 0 fu¨r alle i ∈ N ist
fu¨r m ≥ 1 und endliches N jeder Zustand stets transient. Fu¨r i ≥ 1 und endliches N gilt
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wegen der tridiagonalen Struktur von P
S(P, i, i,NiN ) =
∑
k∈N
j1,...,jk−1∈NiN
j0=i, jk=i
k−1∏
r=0
pjr,jr+1
=
∑
k∈N
j1,...,jk−1∈NiN
j0=i, jk=i
Prob
(
X{i...N}r = jr fu¨r r = 1, 2, . . . , k
∣∣ X{i...N}0 = j0)
=
∑
k∈N
Prob
(
X
{i...N}
k = i
∣∣∣ X{i...N}0 = i) .
Nach einem zentralen Kriterium fu¨r die Transienz von Zusta¨nden einer Markovkette (siehe
Satz 6.1.1) konvergiert diese Reihe (absolut). Der Zustand 1 ist auch bezu¨glich P {1,...,∞} =
(pij)i,j∈N transient, denn entweder ist die Zeilensumme in der Zeile 1 echt kleiner 1, oder
es wird vom Zustand 1 ausgehend ein Zustand erreicht, dessen zugeho¨rige Zeilensumme
echt kleiner als 1 ist. Insbesondere konvergiert also auch S(P, 1, 1,N) absolut und damit
S(P, 0, 0,N) = p00 + p01S(P, 1, 1,N)p10. Ist die Zusatzbedingung erfu¨llt, so wird zuna¨chst
daru¨berhinaus angenommen, dass P insgesamt die U¨bergangsmatrix einer Markovkette
(Xn)n∈N0 ist. Dann gilt
S(P, 1, 0,N) =
∑
k∈N
Prob (Xk = 0, Xp 6= 0 (p = 1, . . . , k − 1) | X0 = 1) ≤ 1,
da es sich um die Summe von Wahrscheinlichkeiten disjunkter Ereignisse handelt. Da in
dieser Abscha¨tzung p00 und p01 nicht vorkommen, gilt sie auch dann noch, wenn die zum
Index 0 geho¨rende Zeile die Zeilensummenbedingung fu¨r U¨bergangsmatrizen verletzt. Dann
gilt noch
S(P, 0, 0,N) = p00 + p01S(P, 1, 0,N) ≤ p00 + p01.
Die letzte Abscha¨tzung ergibt sich mit einer a¨hnlichen Rechnung wie oben, mit der Mar-
kovkette (Xn)n∈N0 mit U¨bergangsmatrix P ist
S(P, n+ 1, n,Nn+1,∞) =
∑
k∈N
Prob (Xk = n, Xp ≥ n+ 1 (p = 1, . . . , k − 1) | X0 = n+ 1)
eine Reihe von Wahrscheinlichkeiten disjunkter Ereignisse, also ≤ 1.
In R la¨sst sich natu¨rlich auch noch die Kommutativita¨t ausnutzen, sie liefert das
Lemma 4.1.1. Es sei P = (pij)i,j∈N0 ∈ M(R), P˜ = (p˜ij)i,j∈N0 sei tridiagonal mit Ein-
tra¨gen p˜ij ∈ R.
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• Gilt
p˜ii = pii und p˜i,i+1p˜i+1,i = pi,i+1pi+1,i
fu¨r alle i ∈ N0, so ist auch P˜ ∈ M(R) und es gilt S
(
P˜ , 0, 0,N1N
)
= S(P, 0, 0,N1N )
fu¨r alle N ∈ N ∪ {∞}. Die Voraussetzungen dieses Satzes gelten insbesondere fu¨r
P˜ = P T .
• Enthalten P, P˜ ∈ M(R) beide nur nichtnegative Eintra¨ge, gilt jedoch abgeschwa¨cht
nur noch
p˜ii = pii und p˜i,i+1p˜i+1,i ≥ pi,i+1pi+1,i,
so gilt S
(
P˜ , 0, 0,N1N
)
≥ S(P, 0, 0,N1N ) fu¨r alle N ∈ N ∪ {∞} und
S
(
P˜ , 0, 0,N
)
− S
(
P˜ , 0, 0,N1N
)
≥ S(P, 0, 0,N)− S(P, 0, 0,N1N )
fu¨r alle N ∈ N.
Beweis. In der Definition von M(R) und der Aussage des Satzes werden nur S-Reihen
der Form S(P, i, i,Ni+1,N ) (gegebenenfalls mit N = ∞) betrachtet. In jedem einzelnen
Summanden kommen pj,j+1 und pj+1,j fu¨r alle j in derselben Potenz vor, d.h. das Produkt
dieser beiden kann aufgrund der Kommutativita¨t durch ein gleiches Produkt mit anderen
Faktoren ersetzt werden, ohne dass sich Konvergenzeigenschaften oder Werte der S-Reihen
vera¨ndern.
4.2 Komponentenweise Normbildung
Es soll nun fu¨r tridiagonale Matrizen P ∈ R eine einfache hinreichende Bedingung fu¨r
P ∈M(R) aufgezeigt werden.
Lemma 4.2.1. Es sei P = (pij)i,j∈N0 mit Eintra¨gen pij ∈ R tridiagonal und es sei
N (P ) := (||pij||)i,j∈N0 ∈M(R).
Dann ist auch P ∈M(R) und es gilt
||S(P, 0, 0,N)|| ≤ S(N (P ), 0, 0,N)
sowie
||S(P, 0, 0,N)− S(P, 0, 0,N1N )|| ≤ S(N (P ), 0, 0,N)− S(N (P ), 0, 0,N1N )
fu¨r alle N ∈ N.
Beweis. Folgt direkt aus der Definition der S-Reihen, der Submultiplikativita¨t der Norm
und der Nichtnegativita¨t der Eintra¨ge von N (P ).
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4.3 A¨hnliche Kettenbru¨che
Satz 3.4.1 greift nur fu¨r eine kleine Klasse von Kettenbru¨chen, kann aber mithilfe von
Transformationen auch auf weitere u¨bertragen werden.
Lemma 4.3.1. Es seien K = CF (b, a, c) und K˜ = CF
(
b˜, a˜, c˜
)
zwei Kettenbru¨che u¨ber
R, (γn) sei eine Folge von Einheiten γn ∈ R∗ und es gelte
b˜n = γnbn, a˜n+1 = γnan+1, c˜n = γncn.
Konvergiert K, so konvergiert auch K˜ (und umgekehrt), und es gilt K˜ = γ0K und fu¨r die
Approximationen der N -ten Stufe gilt K˜(N) = γ0K
(N).
Beweis. Es sei K
(N)
n wie in Definition 1.4.1 fu¨r K und entsprechend K˜
(N)
n fu¨r K˜. Offen-
sichtlich ist
K˜
(N)
N = b˜N = γNbN = γNK
(N)
N ,
und induktiv folgt fu¨r n < N
K˜(N)n = b˜n + a˜n+1
(
K˜
(N)
n+1
)−1
c˜n+1 = γnbn + γnan+1
(
K
(N)
n+1
)−1
γ−1n+1γn+1cn+1 = γnK
(N)
n .
Grenzu¨bergang N →∞ fu¨r n = 0 liefert die Behauptung.
Mit analogem Beweis la¨sst sich auch die umgekehrte Transformation betrachten.
Lemma 4.3.2. Es seien K = CF (b, a, c) und K˜ = CF
(
b˜, a˜, c˜
)
zwei Kettenbru¨che u¨ber
R, (γn) sei eine Folge von Einheiten γn ∈ R∗ und es gelte
b˜n = bnγn, c˜n+1 = cn+1γn, a˜n = anγn.
Konvergiert K, so konvergiert auch K˜ (und umgekehrt), und es gilt K˜ = Kγ0 und fu¨r die
Approximationen der N -ten Stufe gilt K˜(N) = K(N)γ0.
4.4 Das Pringsheim-Kriterium fu¨r beidseitige
Kettenbru¨che
Die ersten beiden Formulierungen, die nun bewiesen werden sollen, stellen Verallgemeine-
rungen von Satz 2.3.1 dar.
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Satz 4.4.1 (Pringsheim-Kriterium u¨ber Banachalgebren, Formulierung I). Es sei c1 6= 0,
fu¨r alle n ∈ N sei an 6= 0 und bn ∈ R∗ mit
(4.4.1)
∣∣∣∣b−1n an+1∣∣∣∣+ ∣∣∣∣b−1n cn∣∣∣∣ ≤ 1.
Dann ist CF (b, a, c) konvergent mit
||CF (b, a, c)− b0|| ≤ ||a1|| .
Gleichheit gilt ho¨chstens, wenn in (4.4.1) fu¨r alle n ∈ N Gleichheit besteht.
Beweis. Der Wert von b0 hat weder Einfluss auf das Konvergenzverhalten von CF (b, a, c)
noch auf den Wert von CF (b, a, c)− b0, o.B.d.A. sei b0 = I ∈ R∗. Nun wird mit γn = b−1n
Lemma 4.3.1 angewendet, es verbleibt zu zeigen, dass CF
(
b˜, a˜, c˜
)
mit
∣∣∣∣∣∣CF (b˜, a˜, c˜)∣∣∣∣∣∣ ≤
||a1|| konvergiert, falls
||a˜n+1||+ ||c˜n|| ≤ 1
fu¨r alle n ∈ N und b˜n = I fu¨r alle n ∈ N0 ist. Dazu reicht es nach Satz 3.4.1 zu zeigen, dass
mit pii = I − b˜i = 0, pi,i+1 = a˜i+1 und pi+1,i = c˜i+1 fu¨r alle i ∈ N0 die tridiagonale Matrix
P = (pij)i,j∈N0 ∈ M(R) ist und ||S(P, 0, 0,N)|| ≤ ||a1|| ist (Gleichheit nur, falls oben
stets
”
=“ gilt). Dazu wird die Matrix P˜ = N (P ) betrachtet, die durch komponentenweise
Normbildung aus P hervorgeht. Fu¨r die Elemente von P˜ gilt fu¨r alle n ∈ N
p˜n,n−1 + p˜nn + p˜n,n+1 = ||c˜n||+ 0 + ||a˜n+1|| ≤ 1,
d.h. nach Satz 4.1.1 ist P˜ ∈ M(R) mit S
(
P˜ , 0, 0,N
)
≤ p˜00 + p˜01 = ||a1|| (Gleichheit nur,
falls alle Zeilensummen genau 1 sind). Mit Lemma 4.2.1 folgt die Behauptung.
Satz 4.4.2 (Pringsheim-Kriterium fu¨r Banachalgebren, Formulierung II). Es sei a1 6= 0,
fu¨r alle n ∈ N sei cn 6= 0 und bn ∈ R∗ mit
(4.4.2)
∣∣∣∣cn+1b−1n ∣∣∣∣+ ∣∣∣∣anb−1n ∣∣∣∣ ≤ 1.
Dann ist CF (b, a, c) konvergent mit
||CF (b, a, c)− b0|| ≤ ||c1|| .
Gleichheit gilt ho¨chstens, wenn in (4.4.1) fu¨r alle n ∈ N Gleichheit besteht.
Beweis. P wird im Wesentlichen wie im Beweis von Satz 4.4.1 gebildet, allerdings unter
Verwendung von Lemma 4.3.2 anstelle von Lemma 4.3.1. Dies liefert dann die Eintra¨ge
pii = 0, pi,i+1 = ai+1b
−1
i+1 und pi+1,i = ci+1b
−1
i fu¨r alle i ∈ N0. Mit P˜ = (N (P ))T folgt
p˜n,n−1 + p˜nn + p˜n,n+1 = ||pn−1,n||+ ||pnn||+ ||pn+1,n|| =
∣∣∣∣anb−1n ∣∣∣∣+ 0 + ∣∣∣∣cn+1b−1n ∣∣∣∣ ≤ 1
fu¨r alle n ∈ N, und unter zusa¨tzlicher Verwendung von Lemma 4.1.1 folgt die Behauptung
wie im Beweis von Satz 4.4.1.
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Schließlich soll noch ein Kriterium formuliert werden, das der Formulierung von Satz 2.3.2
entspricht, also die zwiete Formulierung des urspru¨nglichen Pringsheim-Kriteriums Satz
1.2.1 verallgemeinert.
Satz 4.4.3 (Pringsheim-Kriterium fu¨r Banachalgebren, Formulierung III). Es sei bn ∈ R∗
und qn ∈ R fu¨r alle n ∈ N. Gilt
(4.4.3) 1 ≤ q1,
∣∣∣∣b−1n−1an∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣ ≤ qn − 1qn−1qn , n ≥ 2
mit mindestens einem strikten < oder
(4.4.4) 1 ≤ q1,
∣∣∣∣cnb−1n−1∣∣∣∣ · ∣∣∣∣anb−1n ∣∣∣∣ ≤ qn − 1qn−1qn , n ≥ 2
mit mindestens einem strikten <, so ist CF (b, a, c) konvergent. Mit
α1 = ||a1|| ·
∣∣∣∣b−11 c1∣∣∣∣ und αn = ∣∣∣∣b−1n−1an∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣ , n ≥ 2, bzw.
α1 = ||c1|| ·
∣∣∣∣a1b−11 ∣∣∣∣ und αn = ∣∣∣∣cnb−1n−1∣∣∣∣ · ∣∣∣∣anb−1n ∣∣∣∣ , n ≥ 2
und α = (αn)n∈N sowie
γ1 = α1 und γn =
qn − 1
qn−1qn
, n ≥ 2
und γ = (γn)n∈N gilt fu¨r die Konvergenzgeschwindigkeit
• ∣∣∣∣CF (b, a, c)− CF (N)(b, a, c)∣∣∣∣ ≤ ∣∣CF ((1), α, (1))− CF (N) ((1), α, (1))∣∣,
• ∣∣∣∣CF (b, a, c)− CF (N)(b, a, c)∣∣∣∣ ≤ ∣∣CF ((1), γ, (1))− CF (N) ((1), γ, (1))∣∣, falls q1 > 1.
Beweis. Es sei wieder o.B.d.A. b0 = I, (4.4.3) gegeben und P sei wie P˜ im Beweis zu Satz
4.4.1 definiert, d.h. P hat die Eintra¨ge
pnn = 0 (n ∈ N0) pn,n−1 =
∣∣∣∣b−1n cn∣∣∣∣ (n ∈ N) und pn,n+1 = ∣∣∣∣b−1n an+1∣∣∣∣ (n ∈ N0).
In Anbetracht der Lemmata 4.2.1 und 4.3.1 (mit γ0 = b
−1
0 = I) und natu¨rlich Satz 3.4.1
reicht es zu zeigen, dass P ∈ M(R) ist und S(P, 0, 0,N) − S(P, 0, 0,N1N ) fu¨r endliches
N ∈ N die obigen Abscha¨tzungen erfu¨llt. Dazu wird Lemma 4.1.1 verwendet, und P durch
P˜ mit pi,i+1pi+1,i = p˜i,i+1p˜i+1,i ersetzt, ohne dass sich die Werte der betrachteten S-Reihen
a¨ndern. Konkret wird hier p˜n,n+1 =
1
qn
fu¨r alle n ∈ N gewa¨hlt, womit
p˜n+1,n =
pn,n+1pn+1,n
p˜n,n+1
= qn ·
∣∣∣∣b−1n an+1∣∣∣∣ · ∣∣∣∣b−1n+1cn+1∣∣∣∣
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fu¨r alle n ∈ N folgt. Damit ist
p˜11 + p˜12 =
1
q1
≤ 1
und fu¨r n ≥ 2
p˜n,n−1 + ˜pnn + p˜n,n+1 = qn−1 ·
∣∣∣∣b−1n−1an∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣+ 1qn ≤
qn − 1
qn
+
1
qn
= 1,
und mindestens einmal gilt strikt <. Nach Satz 4.1.1 ist P˜ ∈M(R), womit die Konvergenz
bewiesen ist.
Die erste Fehlerabscha¨tzung folgt daraus, dass der angegebene Kettenbruch CF ((1), α, (1))
gerade der zur Berechnung von 1−S
(
P˜ , 0, 0,N
)
ist, nach Lemma 4.2.1 ist die Konvergenz
des urspru¨nglichenR-wertigen Kettenbruch dann mindestens so schnell. Fu¨r qn > 1 konver-
giert auch der zweite angegebene reelle Kettenbruch (zum Beispiel nach diesem Kriterium),
die Konvergenz wird gema¨ß Lemma 4.1.1 wegen αn ≤ γn ho¨chstens langsamer.
Ist nun (4.4.4) gegeben, so ist das Beweisverfahren nahezu identisch, es wird lediglich
Lemma 4.3.2 statt Lemma 4.3.1 angewendet, was dann auf
pnn = 0 (n ∈ N0) pn,n−1 =
∣∣∣∣cnb−1n−1∣∣∣∣ (n ∈ N) und pn,n+1 = ∣∣∣∣an+1b−1n+1∣∣∣∣ (n ∈ N0)
fu¨hrt, jedoch wegen b0 = I keine Auswirkungen auf S(P, 0, 0,N)− S(P, 0, 0,N1N ) hat.
4.5 Praktikable Fehlerabscha¨tzung
Eine sinnvolle Abscha¨tzung des Approximationsfehlers entsteht fu¨r gewo¨hnlich weder durch
exaktes Betrachten des Kettenbruchs mit den αn als Teilza¨hler noch des Kettenbruchs
mit den γn als Teilza¨hler. Ist nicht gerade αn = γn, so entsteht in vielen Fa¨llen fu¨r
CF ((1), α, (1)) ein Kettenbruch mit nicht explizit ausrechenbaren Na¨herungen, umge-
kehrt ist dann im Allgemeinen die Abscha¨tzung gegen die Konvergenzgeschwindigkeit von
CF ((1), γ, (1)) zu grob. Beispielsweise la¨sst sich leicht feststellen, dass fu¨r den Ketten-
bruch CF ((1), (1/4), (1)), der durch die konstante Wahl qn = 2 entsteht, das Restglied die
Gro¨ßenordnung O(1/N) hat. Ist jedoch αn ≤ (1− ǫ)γn mit einem konstanten ǫ > 0 fu¨r alle
n ≥ 2, so liegt etwa nach dem Kriterium von Denk und Riederle [10] exponentiell schnelle
Konvergenz des Kettenbruchs CF (b, a, c) vor. Es soll nun eine Fehlerabscha¨tzung gezeigt
werden, die bei vielen Wahlen fu¨r die qn schnell auszuwerten ist, jedoch die schnellere
Konvergenz fu¨r αn < γn widergibt.
Satz 4.5.1. Es sei αn wie in Satz 4.4.3 definiert, die Voraussetzungen jenen Satzes mo¨gen
mit q1 > 1 gelten. Dann konvergiert CF (b, a, c) und fu¨r N ∈ N mit qN > 1 gilt∣∣∣∣CF (b, a, c)− CF (N)(b, a, c)∣∣∣∣ ≤ α1 · α2 · . . . · αN
(qNBN −BN−1)BN ,
wobei Bn durch B0 = B1 = 1 sowie Bn = Bn−1 − qn−1qn−1qnBn−2 fu¨r n ≥ 2 erkla¨rt ist.
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Beweis. Auch diese Abscha¨tzung beruht auf∣∣∣∣CF (b, a, c)− CF (N)(b, a, c)∣∣∣∣ ≤ S (P˜ , 0, 0,N)− S (P˜ , 0, 0,N1N) ,
wobei P˜ ∈M(R) die gleichnamige Matrix aus dem Beweis von Satz 4.4.3 ist, d.h.
p˜01 = α1 = γ1
p˜10 = 1
p˜n,n+1 =
1
qn
, n ∈ N,
p˜n,n−1 = qn−1αn ≤ qn − 1
qn
, n ≥ 2,
p˜ij = 0, sonst.
Hinzu kommt hier noch die Idee, dass jeder Summand in dieser oberen Schranke wegen der
Kommutativita¨t in R das Produkt
N∏
n=1
p˜n−1,np˜n,n−1 =
N∏
n=1
αn
entha¨lt. Somit ist auch
S
(
P˜ , 0, 0,N
)
− S
(
P˜ , 0, 0,N1N
)
α1 · α2 · . . . · αN
eine Reihe von Produkten u¨ber Werte p˜ij. Diese wird ho¨chstens gro¨ßer, wenn p˜n,n−1 fu¨r
n ≥ 2 durch qn−1
qn
ersetzt wird. Liefert dies die Matrix P ′, so gilt also∣∣∣∣CF (b, a, c)− CF (N)(b, a, c)∣∣∣∣
α1 · α2 · . . . · αN ≤
S(P ′, 0, 0,N)− S(P ′, 0, 0,N1N )
γ1 · γ2 · . . . · γN .
Die Matrix P ′ wird nun gema¨ß Lemma 3.4.1 durch eine endliche Matrix ersetzt, die an
der Stelle (N +1, N) den Wert S(P ′, N +1, N,NN+1,∞) entha¨lt. Da dieser Wert nach Satz
4.1.1 durch 1 nach oben beschra¨nkt ist, folgt∣∣∣∣CF (b, a, c)− CF (N)(b, a, c)∣∣∣∣
α1 · α2 · . . . · αN ≤
S
(
Pˆ , 0, 0,N1,N+1
)
− S
(
Pˆ , 0, 0,N1N
)
γ1 · γ2 · . . . · γN ,
wobei Pˆ = (pˆij)
N+1
i,j=0 durch
pˆ01 = α1 = γ1
pˆ10 = 1
pˆn,n+1 =
1
qn
, n = 1, . . . , N
pˆn,n−1 =
qn − 1
qn
, n = 2, . . . , N
pˆN+1,N = 1
pˆij = 0, sonst,
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erkla¨rt ist. Seien nun aˆi = −pˆi−1,ipˆi,i−1 und cˆi = 1 fu¨r i = 1, . . . , N+1 sowie bˆi = 1− pˆii = 1
fu¨r i = 0, . . . , N + 1. Dann gilt (unter Verwendung der Kommutativita¨t in R) nach Satz
3.4.1
S
(
Pˆ , 0, 0,N1,N+1
)
− S
(
Pˆ , 0, 0,N1N
)
= CF (N)
(
bˆ, aˆ, cˆ
)
− CF (N+1)
(
bˆ, aˆ, cˆ
)
= −DN+1
mit der Differenz DN+1 aus Kapitel 2 fu¨r den (einseitigen) Kettenbruch CF
(
bˆ, aˆ, cˆ
)
. Ite-
ration der Rekursionsvorschrift fu¨r die Dn in Lemma 2.1.2 liefert
DN+1 =
N+1∏
n=1
(−aˆn) ·B1B0
BN+1BN
mit den Na¨herungsnennern Bn fu¨r CF
(
bˆ, aˆ, cˆ
)
. Wegen bˆi = 1 gilt hier B0 = B1 = 1 und
Bn = Bn−1+ aˆnBn−2 fu¨r n ≥ 2. Einsetzen von aˆn = −γn fu¨r n = 1, . . . , N und aˆN+1 = − 1qN
sowie Ersetzen von BN+1 nach der Rekursionsvorschrift liefern
−DN+1 =
γ1 · γ2 · . . . · γN · 1qN(
BN − 1qNBN−1
)
BN
,
und Zusammenfassen liefert schließlich
∣∣∣∣CF (b, a, c)− CF (N)(b, a, c)∣∣∣∣ ≤ α1 · α2 · . . . · αN
γ1 · γ2 · . . . · γN ·
γ1 · γ2 · . . . · γN · 1qN(
BN − 1qNBN−1
)
BN
=
α1 · α2 · . . . · αN
(qNBN −BN−1)BN .
Ein wichtiger Spezialfall ergibt sich wieder fu¨r qn = 2.
Folgerung 4.5.1. Es sei bn ∈ R∗ fu¨r alle n ∈ N, αn sei wie in Satz 4.4.3 definiert und es
gelte
αn =
∣∣∣∣b−1n−1an∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣ ≤ 14 bzw. αn =
∣∣∣∣cnb−1n−1∣∣∣∣ · ∣∣∣∣anb−1n ∣∣∣∣ ≤ 14 ,
fu¨r alle n ≥ 2. Dann konvergiert K = CF (b, a, c), und fu¨r die Approximationen K(N) =
CF (N)(b, a, c) gilt
∣∣∣∣K −K(N)∣∣∣∣ ≤ 22N−1
N + 1
· α1 · α2 · . . . · αN ≤ 1
2(N + 1)
.
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Beweis. Es muss im Wesentlichen nur Bn mit qn = 2 berechnet werden, die allgemeine
Lo¨sung von Bn = Bn−1 − qn−1qn−1qnBn−2 = Bn−1 − 14Bn−2 ist Bn =
(f+gn)
2n
mit f, g ∈ R, und
wegen B0 = B1 = 1 folgt Bn =
n+1
2n
. Damit ist
(2 ·BN −BN−1)BN =
(
N + 1
2N−1
− N
2N−1
)
N + 1
2N
=
N + 1
22N−1
.
Einsetzen in Satz 4.5.1 liefert die Behauptung.
Bemerkung 4.5.1. Der Beweis der Sa¨tze 4.4.1 und 4.4.2 erfolgte hier im Wesentlichen, um
den Zusammenhang zwischen der Pringsheim-Bedingung und der Zeilensummenbedingung
fu¨r U¨bergangsmatrizen von Markovketten zu betonen. Die Sa¨tze ko¨nnen aber auch als
Spezialfa¨lle von Satz 4.4.3 aufgefasst werden. Wird unter der Voraussetzung aus Satz 4.4.1
stets ||b−1n an+1|| =: 1qn gesetzt, so ist ||b−1n cn|| ≤
qn−1
qn
und folglich
∣∣∣∣b−1n−1an∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣ ≤ qn − 1qn−1qn ,
d.h. die Bedingung aus Satz 4.4.3 ist erfu¨llt, analog auch fu¨r die Bedingung aus Satz 4.4.2.
Auf diesem Zusammenhang basierend kann auch die Fehlerabscha¨tzung aus Satz 4.5.1 auf
die Sa¨tze 4.4.1 und 4.4.2 angewendet werden.
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Kapitel 5
Inverse Kettenbru¨che und
Differenzengleichungen
5.1 Motivation
Differenzengleichungen der Form −xn−1an + xnbn + xn+1cn+1 = 0 zu lo¨sen, ist u¨ber Ba-
nachalgebren im Allgemeinen schwierig, daru¨berhinaus ist das Lo¨sen von Differenzenglei-
chungen zweiter Ordnung bereits u¨ber R in vielen Fa¨llen numerisch instabil. Von Vorteil
ist es natu¨rlich, wenn die Differenzengleichung entkoppelt werden kann, und eine einfache
Rekursion der Form xn+1 = xnRn verbleibt. Wird dieser Ansatz in die Differenzengleichung
eingesetzt, so ergibt sich
xn−1 (−an +Rn−1bn +Rn−1Rncn+1) = 0.
Dies ist sicher erfu¨llt, wenn Rn−1 = an (bn +Rncn+1)
−1 gilt, und das Inverse existiert. Un-
ter welchen Voraussetzungen diese Inversen existieren, unter welchen Voraussetzungen sich
auf diese Weise die Differenzengleichung lo¨sen la¨sst, und mit welchen Anfangsbedingungen
derartige Lo¨sungen dann gegebenenfalls kompatibel sind, soll in diesem Kapitel untersucht
werden. Da sich durch die Setzung Kn = R
−1
n unter geeigneten Invertierbarkeitsvoraus-
setzungen Kn−1 = bna
−1
n + K
−1
n cn+1a
−1
n ergibt, werden die Rn als inverse Kettenbru¨che
bezeichnet.
5.2 Die Mengen MD
Definition 5.2.1. U¨ber einer Banachalgebra R wird MD(R) als die Menge aller tridia-
gonalen Matrizen P = (pij)i,j∈N0 definiert, fu¨r die S(P, i, i,Ni,∞) fu¨r alle i ∈ N absolut
konvergiert.
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Gema¨ß Satz 3.3.1 gilt natu¨rlich MD(R) ⊂ M(R). Fu¨r die Lo¨sung von Differenzenglei-
chungen ist die Menge MD(R) von großer Bedeutung, denn es gilt
Satz 5.2.1. Es sei P ∈ MD(R), bi = I − pii fu¨r alle i ∈ N0 sowie ai = pi−1,i und
ci = −pi,i−1 fu¨r alle i ∈ N. Dann konvergieren die durch
R
(N)
N = 0, N ∈ N0,
R(N)n = an+1
(
bn+1 +R
(N)
n+1cn+2
)−1
, n,N ∈ N0, n < N
Rn = lim
N→∞
R(N)n , n ∈ N0
erkla¨rten inversen Kettenbru¨che Rn fu¨r alle n ∈ N0 und
• durch xn+1 = xnR(N)n fu¨r n = 1, . . . , N − 1 wird eine Lo¨sung von
−xn−1an + xnbn + xn+1cn+1 = 0, n = 1, 2, . . . , N − 1,
−xN−1aN + xNbN = 0
erkla¨rt, die genau dann auch noch die Anfangsbedingung
x0b0 + x1c1 = 0
erfu¨llt, wenn x0CF
(N)(b, a, c) = 0 ist.
• durch xn+1 = xnRn fu¨r alle n ∈ N0 wird eine Lo¨sung von
−xn−1an + xnbn + xn+1cn+1 = 0, n ∈ N
erkla¨rt, die genau dann auch noch die Anfangsbedingung
x0b0 + x1c1 = 0
erfu¨llt, wenn x0CF (b, a, c) = 0 ist.
• x0 = CF (b, a, c) ist eine Lo¨sung des Systems
x0b1 + x1c2 = a1,
−xn−1an+1 + xnbn+1 + xn+1cn+2 = 0, n ∈ N,
falls b0 = 0 und c1 = I gewa¨hlt wird.
• x0 = CF (N)(b, a, c) ist eine Lo¨sung des Systems
x0b1 + x1c2 = a1,
−xn−1an+1 + xnbn+1 + xn+1cn+2 = 0, n = 1, . . . , N − 2,
−xN−2aN + xN−1bN = 0,
falls b0 = 0 und c1 = I gewa¨hlt wird.
44
Beweis. Nach Definition konvergiert S(P,N − 1, N,NNN ) und es gilt nach den Lemmata
3.2.3 und 3.2.1
S(P,N − 1, N,NNN ) = pN−1,NS(P,N,N,NNN ) = pN−1,N (I − S(P,N,N, ∅))−1
= pN−1,N (I − pNN)−1 = aNB−1N = R(N)N−1.
Fu¨r n < N ist nach den Lemmata 3.2.3 und 3.2.5
S(P, n, n+ 1,Nn+1,N) = pn,n+1 + S(P, n, n+ 1,Nn+1,N)pn+1,n+1
+S(P, n, n+ 1,Nn+1,N )S(P, n+ 1, n+ 2,Nn+2,N)pn+2,n+1
und Auflo¨sen liefert
S(P, n, n+ 1,Nn+1,N ) (I − pn+1,n+1 − S(P, n+ 1, n+ 2,Nn+2,N)pn+2,n+1) = pn,n+1.
Der eingeklammerte Term ist Lemma 3.2.2 zufolge gerade I − S(P, n + 1, n + 1,Nn+2,N ),
nach Lemma 3.2.1 existiert das Inverse und es folgt
S(P, n, n+ 1,Nn+1,N) = pn,n+1 (I − pn+1,n+1 − S(P, n+ 1, n+ 2,Nn+2,N)pn+2,n+1)−1 .
Induktiv folgt damit S(P, n, n + 1,Nn+1,N) = R
(N)
n , wegen der absoluten Konvergenz von
S(P, n, n + 1,Nn+1,∞) = pn,n+1S(P, n + 1, n + 1Nn+1,∞) fu¨r alle n ∈ N0 konvergieren alle
vorkommenden S-Reihen absolut und nach Satz 3.3.1 existiert auch
Rn = lim
N→∞
R(N)n = lim
N→∞
S(P, n, n+ 1,Nn+1,N ) = S(P, n, n+ 1,Nn+1,∞).
Betrachte nun die durch xn+1 = xnR
(N)
n gewonnenen Werte x1, x2, . . . , xN . Beginnend mit
x1 = x0S(P, 0, 1,N1,N ) folgt gema¨ß Lemma 3.2.5 induktiv
xn = xn−1S(P, n− 1, n,Nn,N ) = x0S(P, 0, n− 1,Nn−1,N)S(P, n− 1, nNn,N )
= x0S(P, 0, n,Nn,N )
fu¨r n = 1, . . . , N − 1. Nach Lemma 3.2.4 und erneut Lemma 3.2.5 folgt
−xn−1an + xnbn + xn+1cn+1
= x0S(P, 0, n− 1,Nn−1,N )
· (−pn−1,n + S(P, n− 1, n,Nn,N )(I − pnn)− S(P, n− 1, n+ 1,Nn+1,N )pn+1,n)
= x0S(P, 0, n− 1,Nn−1,N ) · 0 = 0
fu¨r n = 2, . . . , N − 1 sowie
−xN−1aN + xNbN
= x0S(P, 0, N − 1,NN−1,N ) (−pN−1,N + S(P,N − 1, N,NN,N ) (I − pNN)
= 0.
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Mit Lemma 3.2.3 folgt auch
−x0a1 + x1b1 + x2c2
= x0 (−p01 + S(P, 0, 1,N1,N (I − p11)− S(P, 0, 2,N2,N )p21)
= 0,
womit gezeigt ist, dass die Differenzengleichungen erfu¨llt sind. Schließlich ist die Anfangs-
bedingung genau dann erfu¨llt, wenn (nach Lemma 3.2.2)
x0
(
b0 +R
(N)
0 c1
)
= x0 (I − p00 − S(P, 0, 1,N1Np10))
= x0 (I − S(P, 0, 0,N1N )) = x0CF (N)(b, a, c)
gilt. Damit ist die erste Aussage u¨ber Differenzengleichungen bewiesen, die zweite ebenfalls
mit N = ∞. Um den dritten Punkt zu beweisen, wird zusa¨tzlich x−1 = I angenommen,
die Differenzengleichung hat dann bis auf eine Indexverschiebung die gleiche Gestalt wie
zuvor, dabei ist
x0 = x−1R0 = R0 = a1 (b1 +R1c2)
−1 = a1 (I − p11 − S(P, 1, 2,N2,N )p21)−1
= b0 + a1 (I − S(P, 1, 1,N1N ))−1 c1 = CF (b, a, c)
mit b0 = 0 und c1 = I. Der letzte Punkt wird schließlich analog durch Indexverschiebung
im ersten Punkt bewiesen.
Mit analogem Beweis la¨sst sich auch zeigen, dass mittels inverser Kettenbru¨che Differen-
zengleichungen mit Koeffizienten auf der linken Seite gelo¨st werden ko¨nnen, also
Satz 5.2.2. Es sei P ∈ MD(R), bii = I − pii fu¨r alle i ∈ N0 sowie ai = −pi−1,i und
ci = pi,i−1 fu¨r alle i ∈ N. Dann konvergieren die durch
L
(N)
N = 0, N ∈ N0,
L(N)n =
(
bn+1 + an+2L
(N)
n+1
)−1
cn+1, N ∈ N0,
Ln = lim
N→∞
L(N)n , n ∈ N0
erkla¨rten inversen Kettenbru¨che Ln fu¨r alle n ∈ N0 und
• durch xn+1 = L(N)n xn fu¨r alle n ∈ N0 wird eine Lo¨sung von
−cnxn−1 + bnxn + an+1xn+1 = 0, n = 1, . . . , N − 1,
−cNxN−1 + bNxN = 0
erkla¨rt, die genau dann die Anfangsbedingung
b0x0 + a1x1 = 0
erfu¨llt, wenn CF (N)(b, a, c)x0 = 0 ist.
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• durch xn+1 = Lnxn fu¨r alle n ∈ N0 wird eine Lo¨sung von
−cnxn−1 + bnxn + an+1xn+1 = 0, n ∈ N
erkla¨rt, die genau dann auch noch die Anfangsbedingung
b0x0 + a1x1 = 0
erfu¨llt, wenn CF (b, a, c)x0 = 0 ist.
• x0 = CF (b, a, c) ist eine Lo¨sung des Systems
b1x0 + a2x1 = c1,
−cn+1xn−1 + bn+1xn + an+2xn+1 = 0,
falls b0 = 0 und a1 = I gewa¨hlt wird.
• x0 = CF (N)(b, a, c) ist eine Lo¨sung des Systems
b1x0 + a2x1 = c1,
−cn+1xn−1 + bn+1xn + an+2xn+1 = 0, n = 1, . . . , N − 2,
−cNxN−2 + bNXN−1 = 0,
falls b0 = 0 und a1 = I gewa¨hlt wird.
Es sei angemerkt, dass die Li hier die Interpretation Li = S(P, i+1, i,Ni+1,∞) besitzen, und
daher einige gegenu¨ber Kapitel 3 modifizierte Resultate u¨ber S-Reihen verwendet werden
mu¨ssen. Zum Beispiel wird hier anstelle von Lemma 3.2.5 die Identita¨t
S(P, k, i,Ni+1,∞) = S(P, k, j,Nj+1,∞)S(P, j, i,Ni+1,∞)
fu¨r i < j < k verwendet, der Beweis bleibt unvera¨ndert, insbesondere konvergieren diese
Reihen fu¨r P ∈MD(R) stets absolut.
Bemerkung 5.2.1. Zu beachten ist, dass in den Sa¨tzen 5.2.1 und 5.2.2 keine Aussage u¨ber
die Ma¨chtigkeit oder Struktur der gesamten Lo¨sungsmenge der betrachteten Differenzen-
gleichungen getroffen wird. Es wird lediglich ausgesagt, dass unter den gegebenen Voraus-
setzungen zumindest eine Lo¨sung existiert, die – je nach Sichtweise – mit Kettenbru¨chen
assoziiert ist bzw. durch das sukzessive Lo¨sen der abgeschnittenen Differenzengleichungen
approximiert wird. Im Spezialfall R = Cd×d lassen sich die Matrixdifferenzengleichungen
auf skalare Differenzengleichungen ho¨herer Ordnung zuru¨ckfu¨hren. Dann lassen sich auch
Aussagen u¨ber die Struktur der Lo¨sungsmenge, d.h. u¨ber die Dimension des Lo¨sungsraums
treffen, siehe etwa [35] oder [16].
Die Hauptaufgabe wird es wieder sein, Matrizen P ∈MD(R) zu identifizieren, allerdings ist
bereitsMD(R) ⊂M(R) bekannt. Daru¨berhinaus muss der Einfluss von Transformationen
der Koeffizienten bn, an und cn wie in den Lemmata 4.3.1 und 4.3.2 abgekla¨rt werden.
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5.3 Eigenschaften von MD(R)
Eine einfache Mo¨glichkeit, die MD-Eigenschaft nachzuweisen, besteht wieder in kompo-
nentenweiser Normbildung.
Lemma 5.3.1. Es sei P = (pij)i,j∈N0 eine tridiagonale Matrix u¨ber R, und fu¨r die durch
komponentenweise Normbildung enstandene Matrix P˜ u¨ber R gelte P˜ ∈MD(R). Dann ist
auch P ∈MD(R).
Beweis. Folgt direkt aus der Definition der S-Reihen und der Submultiplikativita¨t der
Norm.
Daher ist es wieder hilfreich, die Menge MD(R) genauer zu betrachten.
Satz 5.3.1. Es sei P = (pij)i,j∈N0 tridiagonal mit pij ≥ 0 fu¨r alle i, j ∈ N0, p11 + p12 ≤ 1
und pn,n−1 + pnn + pn,n+1 ≤ 1 fu¨r alle n ≥ 2. Ist bezu¨glich der U¨bergangsmatrix (pij)i,j≥1
jeder Zustand aus N transient, so ist P ∈ MD(R). Dies ist insbesondere erfu¨llt, wenn
pnn = 0 und pn,n+1 < 1 fu¨r alle n ∈ N gilt.
Beweis. Nach den U¨berlegungen aus dem Beweis zu Satz 4.1.1 ist
S(P, i, i,Ni,∞) =
∑
k∈N
Prob
(
X
{i...∞}
k = i
∣∣∣ X{i...∞}0 = i) ,
wenn die Markovkette
(
X
{i...∞}
n
)
n∈N0
die U¨bergangsmatrix (puv)
∞
u,v=i besitzt. Da der Zu-
stand i bereits bezu¨glich der U¨bergangsmatrix (puv)u,v≥1 transient ist, ist er auch bezu¨glich
(puv)u,v≥i transient. Nach dem Transienzkriterium konvergiert damit S(P, i, i,Ni,∞) (abso-
lut).
Einfache Aussagen aus der Theorie der Markovketten sind, dass jeder Zustand mit korres-
pondierender Zeilensumme < 1 transient ist, und dass jeder Zustand, von dem ein transi-
enter Zustand aus erreichbar ist, ebenfalls transient ist. Gilt nun die Zusatzvoraussetzung,
d.h. pnn = 0 und pn,n+1 < 1 fu¨r alle n ∈ N, so ist bezu¨glich (puv)u,v≥1 insbesondere der
Zustand 1 transient, denn die korrespondierende Zeilensumme ist < 1. Sei nun n− 1 ∈ N
als transient nachgewiesen und betrachte den Zustand n. Ist pn,n−1 = 0, so ist die korre-
spondierende Zeilensumme < 1 und n ist transient, ist pn,n−1 > 0, so ist der transiente
Zustand n − 1 von n aus erreichbar, und n ist ebenfalls transient. Daher ist unter diesen
Voraussetzungen bezu¨glich (pij)i,j≥1 jeder Zustand aus N transient.
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5.4 A¨hnliche inverse Kettenbru¨che
Es werden nun die Transformationen aus den Lemmata 4.3.1 und 4.3.2 angewendet.
Lemma 5.4.1. Es sei γn ∈ R∗ fu¨r alle n ∈ N0 und
b˜n = γnbn, a˜n+1 = γnan+1, c˜n = γncn,
mit Rn seien die aus den Folgen b, a, c gebildeten inversen Kettenbru¨che aus Satz 5.2.1
bezeichnet, mit R˜n die entsprechend aus den Folgen b˜, a˜, c˜ gebildeten inversen Kettenbru¨che.
Ferner sei K = CF (b, a, c) und K˜ = CF
(
b˜, a˜, c˜
)
. Konvergieren die Rn, so auch die R˜n
und umgekehrt. Gilt eine der ersten beiden Aussagen aus Satz 5.2.1 fu¨r die b, a, c, R,K, so
gilt sie auch fu¨r b˜, a˜, c˜, R˜, K˜ und umgekehrt, die Lo¨sungsmenge bleibt dabei gleichma¨chtig.
Ist zusa¨tzlich γ0 = I und gilt eine der letzten beiden Aussagen aus Satz 5.2.1 fu¨r b, a, c,K,
so gilt sie auch fu¨r b˜, a˜, c˜, K˜ und umgekehrt.
Beweis. Es gilt R˜
(N)
N = 0 = γN0 = γNR
(N)
N γ
−1
N+1. Sei nun R˜
(N)
n+1 = γn+1R
(N)
n+1γ
−1
n+2 fu¨r ein
n < N gezeigt, dann folgt
R˜(N)n = a˜n+1
(
b˜n+1 + R˜
(N)
n+1c˜n+2
)−1
= γnan+1
(
γn+1bn+1 + γn+1R
(N)
n+1γ
−1
n+2γn+2cn+2
)−1
= γnan+1
(
bn+1 +R
(N)
n+1cn+2
)−1
γ−1n+1
= γnR
(N)
n γ
−1
n+1.
Ersichtlich existieren in dieser Iteration dabei die Inversen fu¨r R˜
(N)
n genau dann, wenn die
Inversen in der Iteration fu¨r R
(N)
n existieren. Daru¨berhinaus fa¨llt die Konvergenz von R˜n
und Rn zusammen, da γn ∈ R∗ fu¨r alle n ∈ N0 ist, fu¨r die Grenzwerte gilt dann ebenfalls
R˜n = γnRnγ
−1
n+1.
Ist nun x˜n = xnγ
−1
n , so gilt
−x˜n−1a˜n + x˜nb˜n + x˜n+1c˜n+1
= −xn−1γ−1n−1γn−1an + xnγ−1n γnbn + xn+1γ−1n+1γn+1cn+1
= −xn−1an + xnbn + xn+1cn+1.
Analog folgt auch x˜0b˜0 + x˜1c˜1 = x0b0 + x1c1 und (fu¨r endliche Systeme)
−x˜N−1a˜N + x˜N b˜N = −xN−1aN + xNbN .
Erfu¨llt also x˜ oder x das zugeho¨rige Differenzengleichungssystem, so gilt dies auch fu¨r die
jeweils andere Folge.
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Ist xn+1 = xnRn und ist x˜n = xnγ
−1
n , so ist
x˜nR˜n = xnγ
−1
n γnRnγ
−1
n+1 = xn+1γ
−1
n+1,
d.h. durch x˜0 = x0γ
−1
0 und x˜n+1 = x˜nR˜n wird gerade obige Folge (x˜n) erkla¨rt.
Da nach Lemma 4.3.1 weiterhin K˜ = γ0K ist, entsprechen sich auch die Anfangsbedin-
gungen 0 = x0K und 0 = x˜0K˜ = x0γ
−1
0 γ0K = x0K. Damit gibt es jeweils gleich viele
Lo¨sungen.
Durch eine entsprechende Rechnung u¨bertragen sich auch die verschobenen Differenzenglei-
chungen der letzten beiden Aussagen aus Satz 5.2.1 und wegen γ0 = I gilt hier K˜ = K.
Analog wird auch das nachstehende umgekehrte Resultat bewiesen.
Lemma 5.4.2. Es sei γn ∈ R∗ fu¨r alle n ∈ N0 und es gelte
b˜n = bnγn, c˜n+1 = cn+1γn, a˜n = cnγn,
mit Ln seien die aus den Folgen b, a, c gebildeten inversen Kettenbru¨che aus Satz 5.2.2
bezeichnet, mit L˜n die entsprechend aus den Folgen b˜, a˜, c˜ gebildeten inversen Kettenbru¨che.
Ferner sei K = CF (b, a, c) und K˜ = CF
(
b˜, a˜, c˜
)
. Konvergieren die Ln, so auch die L˜n
und umgekehrt. Gilt eine der ersten beiden Aussagen aus Satz 5.2.2 fu¨r die b, a, c, L,K, so
gilt sie auch fu¨r b˜, a˜, c˜, L˜, K˜ und umgekehrt, die Lo¨sungsmenge bleibt dabei gleichma¨chtig.
Ist zusa¨tzlich γ0 = I und gilt eine der letzten beiden Aussagen aus Satz 5.2.2 fu¨r b, a, c,K,
so gilt sie auch fu¨r b˜, a˜, c˜, K˜ und umgekehrt.
Insbesondere la¨sst sich damit eine Verallgemeinerung der Sa¨tze 5.2.1 und 5.2.2 formulieren.
Satz 5.4.1. Es sei (γn)n∈N0 eine Folge von Einheiten und P ∈MD(R) tridiagonal.
• Wird bi = γi(I − pii) fu¨r alle i ∈ N0, ai = γi−1pi−1,i und ci = −γipi,i−1 fu¨r alle
i ∈ N gewa¨hlt, so gelten in Satz 5.2.1 die ersten beiden Aussagen unvera¨ndert, die
letzten beiden Aussagen gelten fu¨r γ0 = I ebenfalls unvera¨ndert. Die Ma¨chtigkeit
der Lo¨sungsmengen der betrachteten Differenzengleichungen ist unabha¨ngig von der
konkreten Folge (γn).
• Wird bi = (I − pii)γi fu¨r alle i ∈ N0, ai = −pi−1,iγi und ci = pi,i−1γi−1 fu¨r alle
i ∈ N gewa¨hlt, so gelten in Satz 5.2.2 die ersten beiden Aussagen unvera¨ndert, die
letzten beiden Aussagen gelten fu¨r γ0 = I ebenfalls unvera¨ndert. Die Ma¨chtigkeit
der Lo¨sungsmengen der betrachteten Differenzengleichungen ist unabha¨ngig von der
konkreten Folge (γn).
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5.5 Das Pringsheim-Kriterium fu¨r
Differenzengleichungen
In diesem Abschnitt sollen nun Differenzengleichungen betrachtet werden, wie sie in der
jeweils dritten Aussage der Sa¨tze 5.2.1 und 5.2.2 vorkommen, ihre Lo¨sungen sollen jeweils
mit den Lo¨sungen des abgeschnittenen Systems aus der jeweils vierten Aussage der Sa¨tze
approximiert werden. Dabei stellt sich die Frage nach dem Approximationsfehler. Da die
Lo¨sungen x0 jeweils mit Kettenbru¨chen berechnet werden ko¨nnen, la¨sst sich diese Frage
unter geeigneten Voraussetzungen durch einen Vergleich mit dem Approximationsfehler fu¨r
Kettenbru¨che beantworten.
Satz 5.5.1. Die Koeffizienten in
x0b1 + x1c2 = a1,
−xn−1an+1 + xnbn+1 + xn+2cn+2 = 0, n ∈ N,
bzw. in
b1x0 + a2x1 = c1,
−cn+1xn−1 + bn+1xn + an+2xn+1 = 0,
seien durch c1 = I bzw. a1 = I erga¨nzt. Ferner sei αn entweder durch
α1 = ||a1|| ·
∣∣∣∣b−11 c1∣∣∣∣ und αn = ∣∣∣∣b−1n−1an∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣ , n ≥ 2, oder durch
α1 = ||c1|| ·
∣∣∣∣a1b−11 ∣∣∣∣ und αn = ∣∣∣∣cnb−1n−1∣∣∣∣ · ∣∣∣∣anb−1n ∣∣∣∣ , n ≥ 2
ekla¨rt, fu¨r alle n ≥ 2 gelte αn ≤ qn−1qn−1qn mit reellen Zahlen qn > 1. Ferner sei die Lo¨sung
(xn)n∈N0 des Differenzengleichungssystems eindeutig, ebenso sei die Lo¨sung
(
x
(N)
n
)N
n=0
des
abgeschnittenen Systems
x0b1 + x1c2 = a1,
−xn−1an+1 + xnbn+1 + xn+2cn+2 = 0, n = 1, . . . , N − 1,
−xN−1aN+1 + xNbN+1 = 0,
bzw.
b1x0 + a2x1 = c1,
−cn+1xn−1 + bn+1xn + an+2xn+1 = 0, n = 1, . . . , N − 1,
−cN+1xN−1 + bN+1xN = 0,
(fu¨r genu¨gend großes N ∈ N) eindeutig. Dann gilt
lim
N→∞
x(N)n = xn
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fu¨r alle n ∈ N0 und ∣∣∣∣∣∣x0 − x(N)0 ∣∣∣∣∣∣ ≤ α1 · α2 · . . . · αN+1(qN+1BN+1 −BN)BN+1 ,
wobei Bn durch B0 = B1 = 1sowie Bn = Bn−1 − qn−1qn−1qnBn−2 fu¨r n ≥ 2 erkla¨rt ist. Im
Spezialfall qn = 2 ist
(qN+1BN+1 −BN)BN+1 = N + 2
22N+1
.
Beweis. Betrachte die Matrix P˜ aus dem Beweis von Satz 4.4.3, diese enthielt die Elemente
p˜n,n+1 =
1
qn
fu¨r n ≥ 1. Da hier qn > 1 vorausgesetzt ist, erfu¨llt P˜ die Voraussetzungen
von Satz 5.3.1, und zusammen mit Lemma 5.4.1 bzw. Lemma 5.4.2 (im Beweis von Satz
4.4.3 wurden die gleichen Transformationen verwendet) liefert Satz 5.2.1 bzw. Satz 5.2.2,
dass die Differenzengleichunssysteme durch x0 = CF (b, a, c) und xn+1 = xnRn+1 bzw.
xn+1 = Ln+1xn gelo¨st werden, die abgeschnittenen Differenzengleichungssysteme mit den
entsprechenden Na¨herungen. Wegen der Konvergenz der Kettenbru¨che und der inversen
Kettenbru¨che folgt die Konvergenz von x
(N)
n gegen xn, die Fehlerabscha¨tzung fu¨r x0 folgt
mit einer einfachen Indexverschiebung (maximaler Koeffizientenindex des abgeschnittenen
Systems ist N + 1) unmittelbar aus Satz 4.5.1.
Bemerkung 5.5.1. In Satz 5.5.1 wurde im Wesentlichen Satz 4.4.3 auf Differenzen-
gleichungen angewendet, fu¨r die Fehlerabscha¨tzung wurde Satz 4.5.1 benutzt. Sinngema¨ß
kann auch eine U¨bertragung der beiden vorangegangenen Formulierungen des Pringsheim-
Kriteriums, also der Sa¨tze 4.4.1 und 4.4.2 erfolgen, allerdings handelt es sich bei diesen
Sa¨tzen nach Bemerkung 4.5.1 ohnehin um Spezialfa¨lle von Satz 4.4.3, und fu¨r eine mo¨gli-
che Fehlerabscha¨tzung in Anlehnung an Satz 4.5.1 muss ohnehin die Formulierung mit den
qn gewa¨hlt werden.
5.6 Verbindung zur LU-Zerlegung fu¨r
block-tridiagonale Matrizen
Bei der LU-Zerlegung tridiagonaler Matrizen


D1 F1
E1 D2 F2
. . . . . . . . .
. . . . . . FN−1
EN−1 DN


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in 

I
L1 I
. . . . . .
. . . . . .
LN−1 I

 ·


U1 F1
U2 F2
. . . . . .
. . . FN−1
UN


in der Variante fu¨r Block-Matrizen ohne Pivotisierung wird zuna¨chst U1 = D1 und dann
fu¨r i = 2, . . . , N sukzessive
Li−1 = Ei−1U
−1
i−1 und Ui = Di − Li−1Fi−1
gesetzt, vorausgesetzt die U−1i−1 existieren. In dieser Form ist der Algorithmus etwa in [14],
Abschnitt 4.5 aufgefu¨hrt. Als hinreichendes Kriterium fu¨r die Existenz der Inversen U−1i−1
und somit Gu¨ltigkeit des Algorithmus ist dort∣∣∣∣D−1i ∣∣∣∣ · (||Fi−1||+ ||Ei||) < 1
fu¨r i = 1, . . . , N mit F0 = EN = 0 in der Spaltensummennorm angegeben.
Wird nun bn = DN−n, an = −EN−n, cn = FN−n sowie Kn = UN−n und Rn = −LN−1−n
substituiert, so ergibt sich
KN−1 = bN−1,
Kn = bn + an+1K
−1
n+1cn+1, n = 0, . . . , N − 2,
RN−1 = 0,
Rn = an (bn+1 +Rn+1cn+2)
−1 , n = 0, . . . , N − 2,
d.h. es gilt K0 = CF
(N−1)(b, a, c), und die Rn = −LN−1−n sind die inversen Kettenbru¨che.
Nach den U¨berlegungen in diesem Kapitel ist die LU-Zerlegung in der angegebenen Form
immer noch durchfu¨hrbar, wenn die Koeffizienten Dn = bN−n, En = −aN−n und Fn =
DN−n die Bedingungen aus Satz 5.5.1 erfu¨llen, diese sind etwas weniger restriktiv als die
oben aus [14] zitierte.
5.7 Verallgemeinerung der Anfangsbedingung
Bislang kamen in den Anfangsbedingungen fu¨r die Differenzengleichungen stets nur x0 und
x1 aus der Lo¨sung vor. Die Anfangsbedingung war stets linear in diesen Werten, etwa
war x0b0 + x1c1 = 0. Eine einfache Verallgemeinerung liefert Anfangsbedingungen, die
zwar immer noch linear in den vorkommenden Lo¨sungskomponenten ist, von diesen jedoch
beliebig viele enthalten, also
x0b0 + x1c1 +
∞∑
k=2
xkgk = 0.
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Um derartige Nebenbedingungen behandeln zu ko¨nnen, wird noch eine Identita¨t fu¨r S-
Reihen beno¨tigt. Dabei sei P nun nicht mehr zwangsla¨ufig tridiagonal, die Definition der
S-Reihen bleibt unvera¨ndert. Entha¨lt P neben den Elementen auf den drei mittleren Dia-
gonalen noch Elemente in der ersten Spalte, gilt also pij = 0, falls j > 0 und |i − j| > 1
ist, so a¨ndern sich die Aussagen der Lemmata 3.2.1 und 3.2.5 nicht, in den Lemmata 3.2.2,
3.2.3 und 3.2.4 ist lediglich i = 0 nicht mehr erlaubt. Stattdessen gilt
Lemma 5.7.1. Fu¨r P = (pij)i,j∈N0 sei pij = 0, falls j > 0 und |i − j| > 1. Konvergieren
die vorkommenden Reihen alle absolut, so gilt
S(P, 0, 0,N1N ) = p00 +
N∑
k=1
S(P, 0, k,N1N )pk0
fu¨r jedes N ∈ N sowie
S(P, 0, 0,N) = p00 +
∞∑
k=1
S(P, 0, k,N)pk0.
Beweis. Analog Beweis von Lemma 3.2.3.
Da sich S(P, 0, k,N) als Produkt von
S(P, i, i+ 1,Ni+1,∞) = pi,i+1S(P, i+ 1, i+ 1,Ni+1,∞)
fu¨r i = 0, . . . , k − 1 schreiben la¨sst, konvergieren die Reihen auf der rechten Seite in den
Gleichungen in Lemma 5.7.1 bei unvera¨nderter Definition fu¨r P ∈ MD(R) absolut. Le-
diglich die absolute Konvergenz von S(P, 0, 0,N) muss fu¨r die Anwendung von Lemma
5.7.1 nachgewiesen werden, fu¨r tridiagonale Matrizen handelte es sich um eine redundante
Forderung.
Wird fu¨r P ∈MD(R) eine Lo¨sung (xn) der Differenzengleichung
−xn−1an + xnbn + xn+1cn+1 = 0
durch xn+1 = xnRn iteriert, so wurde im Beweis von Satz 5.2.1 festgestellt, dass xn =
x0S(P, 0, n,N) fu¨r alle n ∈ N ist, falls bi = I − pii fu¨r alle i ∈ N0 sowie ai = pi−1,i und
ci = −pi,i−1 fu¨r alle i ∈ N gewa¨hlt wird. Angesichts der zweiten Gleichung in Lemma 5.7.1
wird nun die Anfangsbedingung
x0b0 + x1c1 +
∞∑
k=2
xkgk = 0
erfu¨llt, wenn gk = −pk0 ist, und x0 als Lo¨sung von
x0 (CF (b, a, c) +R0R1g2 +R0R1R2g3 + . . .) = 0
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gewa¨hlt wird. Auch bei Anwendung einer Transformation wie in Lemma 5.4.1 a¨ndert sich
daran nichts, wenn g˜k = γkck gewa¨hlt wird, es ku¨rzen sich dann alle Faktoren γn gegen γ
−1
n
heraus. Damit folgt
Satz 5.7.1. Es sei P = (pij)i,j∈N0 ∈ MD(R) mit pij = 0, falls j > 0 und |i − j| > 1,
ferner sei auch S(P, 0, 0,N) absolut konvergent und (γn) sei eine Folge von Einheiten.
Wird bi = γi(I − pii) fu¨r alle i ∈ N0, ai = γi−1pi−1,i und ci = −γipi,i−1 fu¨r alle i ∈ N sowie
gi = γipi0 fu¨r i ≥ 2 gewa¨hlt, so konvergieren die durch
R
(N)
N = 0, N ∈ N0,
R(N)n = an+1
(
bn+1 +R
(N)
n+1cn+2
)−1
, n,N ∈ N0, n < N
Rn = lim
N→∞
R(N)n , n ∈ N0
erkla¨rten inversen Kettenbru¨che Rn fu¨r alle n ∈ N0 und
• durch xn+1 = xnR(N)n fu¨r n = 1, . . . , N − 1 wird eine Lo¨sung von
−xn−1an + xnbn + xn+1cn+1 = 0, n = 1, 2, . . . , N − 1,
−xN−1aN + xNbN = 0
erkla¨rt, die genau dann auch noch die Anfangsbedingung
x0b0 + x1c1 +
N∑
k=2
xkgk = 0
erfu¨llt, wenn
x0
(
CF (N)(b, a, c) +
N∑
k=2
k−1∏
i=0
Rigk
)
= 0
ist.
• durch xn+1 = xnRn fu¨r alle n ∈ N0 wird eine Lo¨sung von
−xn−1an + xnbn + xn+1cn+1 = 0, n ∈ N
erkla¨rt, die genau dann auch noch die Anfangsbedingung
x0b0 + x1c1 +
∞∑
k=2
xkgk = 0
erfu¨llt, wenn
x0
(
CF (b, a, c) +
∞∑
k=2
k−1∏
i=0
Rigk
)
= 0
ist.
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Die Ma¨chtigkeit der Lo¨sungsmengen ha¨ngt dabei nicht von der Folge (γn) ab.
Natu¨rlich la¨sst sich der Satz auch formulieren, wenn wie in Satz 5.2.2 die Koeffizienten auf
der linken Seite der xi stehen, ist die Anfangsbedingung dann
b0x0 + a1x1 +
∞∑
k=2
gkxk = 0,
so wird p0k = gk fu¨r k ≥ 2 gewa¨hlt, es muss dann ein Lemma 5.7.1 entsprechendes Resultat
fu¨r S(P, 0, 0,N) gezeigt werden. Wie auch in dem betrachteten Fall a¨ndert die vera¨nderte
Anfangsbedingung nichts an der Erfu¨llung der Differenzengleichung durch eine Ketten-
bruchlo¨sung selbst, x0 muss schließlich als Lo¨sung von(
CF (b, a, c) +
∞∑
k=2
gk
i=k−1∏
0
Li
)
x0 = 0
gewa¨hlt werden. Da dieses Resultat allerdings in den noch folgenden Anwendungen nicht
mehr verwendet wird, soll an dieser Stelle ebenso wenig darauf eingegangen werden wie
auf die Mo¨glichkeit, eine entsprechende Verallgemeinerung der Anfangsbedingung in den
dritten und vierten Aussagen der Sa¨tze 5.2.1 und 5.2.2 (nicht verschwindende Konstante in
der Anfangsbedingung) zu betrachten. Wie auch eine weitere Abschwa¨chung der Struktur
von P fu¨hrt dies auf Verallgemeinerungen von Kettenbru¨chen, den in der Einleitung an-
gesprochenen
”
Generalized Continued Fractions“ in der Definition von De Bruin und Van
der Cruyssen, hier allerdings nicht u¨ber C, sondern u¨ber einer Banachalgebra.
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Kapitel 6
Anwendung auf Markovketten
6.1 Interpretation der S-Reihen
Schon in den Beweisen der Sa¨tze 4.1.1 und 5.3.1 wurden Ausschnitte von P als U¨ber-
gangsmatrix einer Markovkette interpretiert. Ist P insgesamt die U¨bergangsmatrix einer
Markovkette (Xn)n∈N0 in diskreter Zeit, so folgt mit den Eigenschaften homogener Mar-
kovketten
S(P, i, j, A) =
∑
n∈N
j1,...,jn−1∈A
j0=i, jn=j
n−1∏
r=0
pjr,jr+1
=
∑
n∈N
j1,...,jn−1∈A
j0=i, jn=j
Prob (Xr = jr (r = 1, . . . , n) | X0 = j0)
=
∞∑
n=1
Prob (Xn = j, Xp ∈ A (p = 1, . . . , n− 1) | X0 = i) .
Insbesondere ist S(P, 0, 0,N) die Ru¨ckkehrwahrscheinlichkeit der Markovkette in den Zu-
stand 0, also durch 1 beschra¨nkt und damit stets absolut konvergent. Ist X(A) eine Mar-
kovkette mit der eingeschra¨nkten U¨bergangsmatrix (pij)i,j∈A, so gilt fu¨r i, j ∈ A
S(P, i, j, A) =
∞∑
n=1
Prob
(
X(A)n = j
∣∣ X0 = i) .
Hier soll nun das Kriterium fu¨r Transienz und Rekurrenz erwa¨hnt werden, dass auch schon
in den Beweisen der Sa¨tze 4.1.1 und 5.3.1 verwendet wurde.
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Satz 6.1.1. Es sei E der Zustandsraum einer Markovkette (Xn)n∈N0. Genau dann konver-
giert
∞∑
n=1
Prob(Xn = j|X0 = j),
wenn der Zustand j ∈ E transient ist. In diesem Fall konvergiert sogar fu¨r jedes i ∈ E
∞∑
n=1
Prob(Xn = j|X0 = i) ≤
∞∑
n=1
Prob(Xn = j|X0 = j).
Beweis. Siehe etwa [31], Kapitel 5.
Speziell fu¨r j = i konvergiert S(P, i, i, A) mit i ∈ A also genau dann, wenn der Zustand
i bezu¨glich
(
X
(A)
n
)
transient ist. Damit la¨sst sich sehr genau klassifizieren, unter welchen
Bedingungen eine U¨bergangsmatrix P ∈M(R) bzw. P ∈MD(R) ist.
Satz 6.1.2. Es sei P eine tridiagonale U¨bergangsmatrix einer Markovkette (Xn)n∈N0 mit
Zustandsraum N0. Genau dann ist P ∈ M(R), wenn fu¨r jeden Zustand i ∈ N wenigstens
eine der Aussagen
•
”
i ist transient.“
•
”
von i aus ist 0 erreichbar.“
•
”
von i aus sind unendlich viele Zusta¨nde erreichbar.“
gilt. Genau dann ist P ∈ MD(R), wenn fu¨r jeden Zustand i ∈ N eine der ersten beiden
Aussagen gilt. Insbesondere ist sicher P ∈MD(R), wenn P irreduzibel ist.
Beweis. S(P, 0, 0,N) ist als Ru¨ckkehrwahrscheinlichkeit in den Zustand 0 ohnehin konver-
gent, S(P, i, i,Ni,N ) fu¨r 1 ≤ i ≤ N unter den angegebenen Voraussetzungen ebenfalls, da
in jedem der drei Fa¨lle i bezu¨glich der U¨bergangsmatrix (puv)
N
u,v=i transient ist. Ist fu¨r ein
i ∈ N keine der Aussagen wahr, so sei es minimal mit dieser Eigenschaft. Dann ist jedoch
i rekurrent, und es gibt ein derartiges N ∈ N, fu¨r das i auch bezu¨glich (puv)Nu,v=i rekurrent
ist. Dann divergiert jedoch S(P, i, i,NiN ) und es folgt P /∈ M(R). Ist stets eine der er-
sten beiden Aussagen wahr, so ist i stets bezu¨glich (puv)
∞
u,v=i transient und S(P, i, i,Ni,∞)
konvergiert. Ist umgekehrt fu¨r ein i ∈ N keine der ersten beiden Aussagen wahr, so sei es
minimal. Dann ist i bezu¨glich (puv)
∞
u,v=i rekurrent, und S(P, i, i,Ni,∞) divergiert.
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Es werden nun Markovketten (Xn)n∈N0 mit Zustandsraum
E = {(n, u) : n ∈ N0, 1 ≤ u ≤ dn}
mit dn ∈ N fu¨r n ∈ N0 betrachtet. Der Zustandsraum ist dann zweidimensional, fu¨r
Xn =
(
X
(1)
n , X
(2)
n
)
heißt X
(1)
n Level und X
(2)
n Phase des Zustands. Es wird nun angenom-
men, dass U¨berga¨nge zwischen zwei Zusta¨nden (m,u) und (n, v) nur mo¨glich sind, wenn
|m − n| ≤ 1 ist, d.h. bezu¨glich des Levels sind nur Schritte, keine Spru¨nge mo¨glich. Der-
artige Markovketten werden auch als Quasi-Geburts- und Todesprozesse in diskreter Zeit
bezeichnet. Werden die Zusta¨nde alphanumerisch sortiert, so entsteht eine blocktridiago-
nale Struktur
P =


p00 p01
p10 p11 p12
p21 p22 p23
. . . . . . . . .

 ,
mit Matrizen pij = (P (X1 = (j, v)|X0 = (i, u))) ∈ Cdi×dj . Die grundlegende Banachalgebra
ist hier
R =
{
B = (bij)i,j∈N : bij ∈ C, ||B|| = sup
i∈N
∑
j∈N
|bij| <∞
}
mit ||.|| als Norm. Die Matrizen pij ∈ Cdi×dj werden in R integriert, indem die urspru¨ng-
lichen Eintra¨ge einfach in die nordwestliche di × dj-Ecke geschrieben werden, und alle
restlichen Eintra¨ge auf Null gesetzt werden, d.h. von nun an wird pij als Element aus R
interpretiert, aber es bleibt bekannt, dass pij nur in der nordwestlichen di× dj-Ecke nicht-
verschwindende Eintra¨ge hat. Dadurch wird der Zustandsraum der Markovkette formal auf
E = N0 × N erweitert, allerdings ist von einem Zustand aus E kein Zustand aus E \ E
erreichbar und jeder Zustand aus E \ E ist transient.
Fu¨r das Produkt pijpjk zweier Blockmatrizen aus P gilt
pijpjk =
(∑
v∈N
Prob(X1 = (j, v)|X0 = (i, u))P (X2 = (k, w)|X1 = (j, v))
)
u,w∈N
=
(
Prob
(
X2 = (k, w), X
(1)
1 = j
∣∣∣ X0 = (i, u)))
u,w∈N
,
woraus iterativ
n−1∏
r=0
pjr,jr+1 =
(
Prob
(
Xn = (j, v), X
(1)
r = jr (r = 1, . . . , n− 1)
∣∣ X0 = (i, u)))u,v∈N
folgt. Da das Produkt nur in den Zeilen von 0 verschiedene Eintra¨ge haben kann, in denen
pj0,j1 von 0 verschiedene Eintra¨ge hat, und nur in den Spalten von 0 verschiedene Eintra¨ge
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haben kann, in denen pjn−1,jn von 0 verschiedene Eintra¨ge hat, handelt es sich dabei bis
auf erga¨nzende Nullen um eine dj0 × djn-Matrix. Fu¨r die S-Reihen folgt
S(P, i, j, A) =
(
∞∑
n=1
Prob
(
Xn = (j, v), X
(1)
r ∈ A (r = 1, . . . , n− 1)
∣∣ X0 = (i, u))
)
u,v∈N
,
wobei es sich bis auf erga¨nzende Nullen wieder um eine di× dj-Matrix handelt. Ist i, j ∈ A
und der Zustand (j, v) transient bezu¨glich der auf A × N eingeschra¨nkten Markovkette,
so konvergieren alle Reihen in der Spalte v von S(P, i, j, A). Ist hingegen (i, u) rekurrent
bezu¨glich der auf A×N eingeschra¨nkten Markovkette, so divergiert sicher die Komponente
von S(P, i, i, A) an der Stelle (u, u). Damit lassen sich auch tridiagonale Blockmatrizen als
Elemente von M bzw. MD identifizieren.
Satz 6.1.3. Es sei P eine Block-tridiagonale U¨bergangsmatrix mit Zustandsraum E = N0×
N, wobei pij außerhalb der nordwestlichen di×dj-Ecke ausschließlich Nullen entha¨lt. Genau
dann ist P ∈ M(R), wenn fu¨r jeden Zustand (i, u) ∈ E = {(n, u) : n ∈ N0, 1 ≤ u ≤ dn}
wenigstens eine der Aussagen
•
”
(i, u) ist transient.“
•
”
Von (i, u) aus ist ein Zustand der Form (0, v) ∈ E erreichbar.“
•
”
Von (i, u) aus sind unendlich viele Zusta¨nde aus E erreichbar.“
gilt. Genau dann ist P ∈ MD(R), wenn fu¨r jeden Zustand (i, u) eine der beiden ersten
Aussagen gilt. Insbesondere ist in dem Fall, dass die Einschra¨nkung auf E Irreduzibilita¨t
liefert, P ∈MD(R).
Beweis. Die Zeilensummen von S(P, 0, 0,N), also
∞∑
n=1
Prob
(
X(1)n = 0, X
(1)
r 6= 0 (r = 1, . . . , n− 1)
∣∣ X0 = (0, u))
sind als Wahrscheinlichkeiten sa¨mtlich durch 1 beschra¨nkt, d.h. S(P, 0, 0,N) ist stets ab-
solut konvergent in R. S(P, i, i,NiN ) entha¨lt fu¨r i ≥ 1 endlich viele von 0 verschiedene
Eintra¨ge, ist eine der drei Aussagen gegeben und N < ∞, so ist jeder der Zusta¨nde (i, v)
transient bezu¨glich der auf NiN ×N eingeschra¨nkten Markovkette. Die Zeilensummennorm
||.|| kann dann durch die Summe aller Eintra¨ge abgescha¨tzt werden, diese ist immer noch
endlich. Ist umgekehrt fu¨r ein (i, u) keine der Aussagen erfu¨llt, so sei i minimal. Dann gibt
es ein derartiges N ∈ N, dass (i, u) bezu¨glich der auf NiN×N eingeschra¨nkten Markovkette
rekurrent ist, die Komponente von S(P, i, i,NiN ) an der Stelle (u, u) divergiert, stellt aber
gleichzeitig eine untere Schranke fu¨r die Zeilensummennorm von S(P, i, i,NiN ) dar, d.h.
es liegt Divergenz vor. Entsprechend folgt auch die Einstufung von P ∈ MD(R) mit auf
Ni,∞ × N eingeschra¨nkten Markovketten.
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6.2 Die Matrix S(P, 0, 0,N)
Es wurde bereits gezeigt, dass S(P, 0, 0,N) fu¨r Block-U¨bergangsmatrizen P stets absolut
konvergiert und es sich bis auf erga¨nzende Nullen um eine d0 × d0-Matrix handelt, der
Eintrag an der Stelle (u, v) ist gerade
∞∑
n=1
Prob
(
Xn = (0, v), X
(1)
r 6= 0 (r = 1, . . . , n− 1)
∣∣ X0 = (0, u)) .
Es handelt sich dabei um die Wahrscheinlichkeit, dass die in (0, u) startende Markovkette
jemals in einen Zustand mit Level 0 zuru¨ckkehrt, und dass bei der ersten solchen Ru¨ckkehr
die Phase v angenommen wird. Die Zeilensummen sind gerade die Wahrscheinlichkeiten,
dass die in (0, u) startende Markovkette jemals in das Level 0 zuru¨ckkehrt. Somit sind die
Zeilensummen durch 1 beschra¨nkt, und S(P, 0, 0,N) ist selbst wieder eine U¨bergangsma-
trix. Ist fu¨r die Markovkette von (0, u) ausgehend der Zustand (0, v) erreichbar, so gibt
es eine endliche Folge (ir, ur)
n
r=0 mit positiven U¨bergangswahrscheinlichkeiten von (ir, ur)
nach (ir+1, ur+1), mit (i0, u0) = (i, u) und (in, un) = (0, v). Wird nur die Teilfolge von
Zusta¨nden der Form (0, ur) betrachtet, so entsteht eine endliche Folge (ur)
n
r=0 mit u0 = u
und un = v derart, dass von (0, ur) aus (0, ur+1) erreichbar ist, ohne dass zwischendurch
noch ein weiterer Zustand des Levels 0 angenommen werden muss. Insbesondere entha¨lt
dann S(P, 0, 0,N) an den Stellen (ur, ur+1) einen positiven Eintrag, und fu¨r eine Markov-
kette mit U¨bergangsmatrix S(P, 0, 0,N) ist vom Zustand u aus der Zustand v erreichbar.
Damit folgt
Satz 6.2.1. Es sei P eine Block-tridiagonale U¨bergangsmatrix mit Zustandsraum E =
N0 × N, wobei pij sicher außerhalb der nordwestlichen di × dj-Ecke ausschließlich Nul-
len entha¨lt, und auf E = {(n, u) : n ∈ N0, 1 ≤ u ≤ dn} eingeschra¨nkt sei P irreduzibel
rekurrent. Dann ist P ∈ MD(R) und S(P, 0, 0,N) ist eine irreduzible stochastische U¨ber-
gangsmatrix.
6.3 Berechnung eines stationa¨ren Maßes
Es soll nun davon ausgegangen werden, dass (pij)i,j∈E irreduzibel rekurrent ist. In solchen
Fa¨llen ist ein stationa¨res Maß x von Interesse, also ein Vektor x mit xP = 0, x ≥ 0
(komponentenweise) und x 6= 0 (vektoriell). x zerfa¨llt hier in Teilvektoren x = (xi)i∈N0 mit
xi ∈ RN, wegen der Tridiagonalita¨t von P zerfa¨llt xP = 0 in
x0p00 + x1p10 = x0,
xn−1pn−1,n + xnpnn + xnpn,n+1 = xn, n ∈ N.
Da pij außerhalb der nordwestlichen di×dj-Ecke nur Nullen entha¨lt, sind die Eintra¨ge von
xi außerhalb der ersten di Komponenten vo¨llig beliebig. Es wird daher vereinbart, dass
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xi auch nur in den ersten di Komponenten von 0 verschiedene Eintra¨ge entha¨lt. Dann ist
x nach der Theorie der Markovketten bis auf einen konstanten skalaren Faktor eindeutig
bestimmt und (in den jeweils ersten di Komponenten jedes Teilvektors xi) strikt positiv
wa¨hlbar. Mit dieser Vereinbarung ist nach dem Perron-Frobenius-Theorem weiterhin der
Links-Eigenwert x0 von S(P, 0, 0,N) zum Perron-Frobenius-Eigenwert 1 (nach Satz 6.2.1
handelt es sich um eine irreduzible stochastische Matrix) ebenfalls bis auf einen konstanten
Faktor eindeutig und strikt positiv wa¨hlbar. Wird nun Satz 5.2.1 angewendet, so lassen
sich leicht die Koeffizienten bi = I − pii, ai = pi,i−1 und ci = −pi,i−1 zur Lo¨sung des
Differenzengleichungssystems identifizieren, dabei ist I zuna¨chst das neutrale Element in
R, also die unendlich-dimensionale Einheitsmatrix. Da diese Beziehungen in der Aussage
des Satzes ebenfalls vorkommen, la¨sst sich dieser ohne weitere Transformation anwenden.
Beim Berechnen der inversen Kettenbru¨che Rn wird also die Rekursionsvorschrift
R(N)n = pn,n+1
(
I − pn+1,n+1 −R(N)n+1pn+2,n+1
)−1
verwendet. Wegen der InterpretationR
(N)
n = S(P, n, n+1,Nn+1,N ) istR
(N)
n bis auf erga¨nzen-
de Nullen eine dn × dn+1-Matrix, alternativ la¨sst sich dies auch induktiv aus der Rekur-
sionsvorschrift zeigen. Damit ist pn+1,n+1 + R
(N)
n+1pn+2,n+1 bis auf erga¨nzende Nullen eine
dn+1 × dn+1-Matrix und die Matrixinversion la¨sst sich ”blockweise“ durchfu¨hren, indem
zuna¨chst die nordwestliche dn+1×dn+1-Matrix invertiert wird, und diese dann durch Einsen
in den weiteren Hauptdiagonaleintra¨gen erga¨nzt wird. Damit ist klar, dass sich alternativ
auch
R(N)n = pn,n+1
(
Idn+1 − pn+1,n+1 −R(N)n+1pn+2,n+1
)−1
iterieren la¨sst, wobei jetzt tatsa¨chlich pij ∈ Cdi×dj ist, und Id die d × d-Einheitsmatrix
bezeichnet. Wird noch beachtet, dass mit den Bezeichnungen aus Satz 5.2.1 gerade
CF (b, a, c) = Id0 − p00 −R0p10
ist, so liefert dieser
Satz 6.3.1. Es sei P = (pij)i,j∈N0 eine irreduzibel rekurrente block-tridiagonale U¨bergangs-
matrix mit pij ∈ Cdi×dj . Dann konvergieren die durch
R
(N)
N = 0, N ∈ N0
R(N)n = pn,n+1
(
Idn+1 − pn+1,n+1 −R(N)n+1pn+2,n+1
)−1
, n < N
Rn = lim
N→∞
R(N)n
definierten inversen Kettenbru¨che Rn, die vektorwertige Lo¨sung von
x0 (Id0 − p00 −R0p10) = 0
ist bis auf einen konstanten skalaren Faktor eindeutig und kann strikt positiv gewa¨hlt wer-
den. Durch xn+1 = xnRn fu¨r alle n ∈ N0 wird dann ein stationa¨res Maß fu¨r P berechnet.
62
Eine einfache Erweiterung ergibt sich, wenn pi0 6= 0 auch fu¨r i ≥ 2 erlaubt ist, es han-
delt sich dann bei der Markovkette um einen sogenannte diskreten Quasi-Geburts- und
Todesprozess mit Katastrophenszenarien, hier kann Satz 5.7.1 herangezogen werden, die
absolute Konvergenz von S(P, 0, 0,N) wurde unabha¨ngig von der Struktur von P bewie-
sen. Hier ist konkret γn = I fu¨r alle n ∈ N0, insbesondere ist CF (b, a, c) = Id0−p00−R0p10.
Damit folgt
Satz 6.3.2. Es sei P = (pij)i,j∈N0 eine irreduzibel rekurrente Block-U¨bergangsmatrix mit
pij ∈ Cdi×dj und pij = 0 fu¨r alle i, j ∈ N0 mit j > 0 und |i− j| > 1. Dann konvergieren
die durch
R
(N)
N = 0, N ∈ N0
R(N)n = pn,n+1
(
Idn+1 − pn+1,n+1 −R(N)n+1pn+2,n+1
)−1
, n < N
Rn = lim
N→∞
R(N)n
definierten inversen Kettenbru¨che Rn, die vektorwertige Lo¨sung von
x0
(
I − p00 −
∞∑
n=1
n−1∏
i=0
Ripn0
)
= 0
ist bis auf einen konstanten skalaren Faktor eindeutig und kann strikt positiv gewa¨hlt wer-
den. Durch xn+1 = xnRn fu¨r alle n ∈ N0 wird dann ein stationa¨res Maß fu¨r P berechnet.
6.4 Abschneiden
Um die Sa¨tze 6.3.1 bzw. 6.3.2 praktisch verwenden zu ko¨nnen, sto¨ren die unendlichen Ite-
rationen fu¨r Rn und xn. In der Praxis muss stattdessen mit R
(N)
n fu¨r ein großes N ∈ N
gearbeitet werden. Ist x
(N)
0 so gewa¨hlt, dass x
(N)
0 fu¨r N →∞ gegen x0 strebt, so konvergie-
ren auch die durch x
(N)
n+1 = x
(N)
n R
(N)
n erkla¨rten Werte x
(N)
n gegen xn. Das gro¨ßere theoretische
Problem entsteht bei der Approximation von x0 durch x
(N)
0 , denn S(P, 0, 0,N1N ) als Ap-
proximation an S(P, 0, 0,N) ist fu¨r genu¨gend großes N zwar noch irreduzibel, jedoch nicht
mehr stochastich (es sei denn, P war nicht irreduzibel), somit besitzt
S(P, 0, 0,N1N ) = p00 +
∞∑
n=1
n−1∏
i=0
Ripn0
auch nicht mehr den Eigenwert 1. Es gibt nun zwei praktische Optionen:
• Da S(P, 0, 0,N1N ) immer noch irreduzibel und nichtnegativ ist, gibt es einen Perron-
Frobenius-Eigenwert, der etwas kleiner als 1 ist. Der zugeho¨rige linksseitige Perron-
Frobenius-Eigenvektor ist ebenfalls bis auf einen konstanten Faktor eindeutig, kann
strikt positiv gewa¨hlt werden, und strebt fu¨r N →∞ gegen den tatsa¨chlich gesuchten
Vektor x0.
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• Da I − S(P, 0, 0,N) den Rang d0 − 1 hat, wu¨rde bei exaktem Wert fu¨r S(P, 0, 0,N)
eine Komponente von x0 fixiert, und eine der skalaren Gleichungen des zu lo¨senden
Systems x0 (I − S(P, 0, 0,N)) = 0 ignoriert. Dies wird einfach auf die Berechnung mit
dem Approximationsfehler u¨bertragen, d.h. eine Komponente von x
(N)
0 wird fixiert,
eine Gleichung aus dem System x
(N)
0 (I − S(P, 0, 0,N1N )) = 0 wird ignoriert. Wird
die fixierte Komponente strikt positiv und unabha¨ngig von N gewa¨hlt, so ist x
(N)
0
das minimale subinvariante Maß fu¨r S(P, 0, 0,N1N ), das fu¨r N →∞ von unten gegen
x0, das invariante Maß fu¨r S(P, 0, 0,N) mit der entsprechend fixierten Komponente
konvergiert (siehe etwa [31], Kapitel 5). Da aufgrund der Interpretation als S-Reihe
sichergestellt ist, dass R
(N)
n ebenfalls von unten gegen Rn konvergiert, konvergiert
sogar der komplette Vektor x(N) insgesamt von unten gegen den gesuchten Vektor x.
Welche der beiden Optionen in der Praxis verwendet wird, spielt nur eine untergeordnete
Rolle, da fu¨r genu¨gend großes N >> n der durch das Abschneiden entstandene Fehler fu¨r
x
(N)
n ohnehin kleiner ist als unvermeidbare Rechenfehler. In vielen praktischen Fa¨llen liegt
sogar positive Rekurrenz vor, und es ist die stationa¨re Verteilung π, also ein stationa¨res
Maß mit
∑ ||πi|| = 1 gesucht. Dazu wird nach dem Berechnen der xi noch durch ∑ ||xi||
geteilt. Dabei geht auch die Eigenschaft der Konvergenz von unten, also ein Vorteil der
zweiten Variante, verloren.
Allgemein la¨sst sich keine Fehlerabscha¨tzung fu¨r den Abschneidevorgang angeben, somit
gibt es auch keine allgemeinen Empfehlungen fu¨r die Wahl des Abschneidelevels N . Fu¨r
Spezialfa¨lle gibt es jedoch Ansa¨tze, siehe etwa [7].
Bemerkung 6.4.1. Eine Alternative beim Abschneideprozess besteht noch darin, N,M ∈
N mitM > N zu wa¨hlen, zuna¨chst R
(M)
N zu bestimmen, dann rekursiv R
(M)
N−1, . . . , R
(M)
0 und
anschließend x
(M)
1 , . . . , x
(M)
N+1 zu ermitteln, also eine Art Voriteration fu¨r RN durchzufu¨hren.
Eine intuitive Begru¨ndung liegt darin, dass R
(M)
N+1, . . . , R
(M)
M ohnehin ungenau und somit
x
(M)
N+2, . . . , x
(M)
M+1 nicht vertrauenswu¨rdig sind. Allerdings sind auch x
(M)
N+2, . . . , x
(M)
M+1 stets
nichtnegative Vektoren und punktweise ≤ xN+2, . . . , xM+1, bei der anschließenden Normie-
rung wirkt ihre Miteinbeziehung also in die richtige Richtung. Anstelle einer Voriteration
ist es daher besser, einfach den Abschneidepunkt etwas zu erho¨hen, alle berechneten Teil-
vektoren des stationa¨ren Maßes in dessen Normierung miteinzubeziehen, aber den letzten
dieser Teilvektoren nicht zu vertrauen. Der Vorteil der Voriteration, dass R
(M)
N+1, . . . , R
(M)
M
nicht gespeichert werden mu¨ssen, ist fu¨r kleine Differenzen M − N unerheblich, und fu¨r
große Werte von N und somit viel Speicherplatzbedarf sind ohnehin andere Mo¨glichkeiten
der Speicherplatzreduzierung besser geeignet (siehe Abschnitt 6.7).
6.5 Markovketten in stetiger Zeit
Markovketten (Yt)t≥0 in stetiger Zeit werden durch ihre Generatormatrix Q charakterisiert.
Hier sei E wie oben gegeben und auch Q in Blo¨cke qij ∈ Cdi×dj untergliedert, die einzelnen
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Elemente seien qij(u,v), es sei angenommen, dass kein Zustand absorbierend ist, d.h. qii(u,u) <
0 fu¨r alle (i, u) ∈ E. Wird nun
pij(u,v) = δijδuv −
qij(u,v)
qii(u,u)
,
also
pij = δijI + γ
−1
i qij mit γi = diag(−qii(u,u))diu=1
gesetzt, so ist P = (pij) gerade die U¨bergangsmatrix der eingebetteten Sprungkette, der
Markovkette in diskreter Zeit, die nur die U¨berga¨nge zu Sprungzeitpunkten betrachtet.
Die Irreduzibilita¨t und die Rekurrenz von (Yt)t≥0 und der eingebetteten Sprungkette fallen
zusammen. Zur formalen Einbettung in die Banachalgebra R wird qij zuna¨chst wieder
erweitert, dabei qii(u,u) < 0 beliebig fu¨r u > di gesetzt, sonst wird durch Nullen erga¨nzt.
Nach der Transformation sind dann die pij wieder mit Nullen erga¨nzte di × dj-Matrizen.
Es gilt nun
qii = −γi (I − pii) , qi,i+1 = γipi,i+1, qi,i−1 = γipi,i−1, qi0 = γipi0
d.h. mit bi = −qii = γ(I − pii), ai = qi−1,i = γi−1pi−1,i, ci = −qi,i−1 = −γipi,i−1 sowie
gegebenenfalls gi = −qi0 = −γipi0 liefert Satz 5.4.1 bzw. Satz 5.7.1
Satz 6.5.1. Es sei Q = (qij)i,j∈N0 eine irreduzibel rekurrente Block-U¨bergangsmatrix mit
qij ∈ Cdi×dj und qij = 0 fu¨r alle i, j ∈ N0 mit j > 0 und |i− j| > 1. Dann konvergieren die
durch
R
(N)
N = 0, N ∈ N0
R(N)n = qn,n+1
(
−qn+1,n+1 −R(N)n+1pn+2,n+1
)−1
, n < N
Rn = lim
N→∞
R(N)n
definierten inversen Kettenbru¨che Rn, die vektorwertige Lo¨sung von
x0
(
−q00 −
∞∑
n=1
n−1∏
i=0
Riqn0
)
= 0
ist bis auf einen konstanten skalaren Faktor eindeutig und kann strikt positiv gewa¨hlt wer-
den. Durch xn+1 = xnRn fu¨r alle n ∈ N0 wird dann ein stationa¨res Maß fu¨r P berechnet.
6.6 Interpretation der Rn
Es soll noch eine kurze Interpretation der Eintra¨ge von Rn fu¨r Markovketten in diskreter
und stetiger Zeit gegeben werden. Zu Beginn dieses Kapitels wurde bereits dargestellt, dass
Rn = S(P, n, n+ 1,Nn+1,∞) ist, also Rn an der Stelle (u, v) den Eintrag
∞∑
k=1
Prob
(
Xk = (n+ 1, v), X
(1)
r ≥ n+ 1
∣∣ X0 = (n, u))
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entha¨lt. Wird die Zufallsvariable Z(n,v) als die Anzahl der Besuche im Zustand (n, v) vor
dem ersten Sprung in einen Zustand mit Level < n definiert, so handelt es sich dabei gerade
um
E[Z(n+1,v)|X0 = (n, u)].
Bei Markovketten in stetiger Zeit wurde eine Transformation der inversen Kettenbru¨che
nach Lemma 5.4.1 mit γi = diag(−qii(u,u))diu=1 durchgefu¨hrt, die das Problem auf Markov-
ketten in diskreter Zeit zuru¨ckfu¨hrte. Im Umkehrschluss heißt dies nun, dass fu¨r Markov-
ketten in stetiger Zeit Rn an der Stelle (u, v) den Eintrag
− 1
qn+1,n+1(v,v)
E[Z(n+1,v)|X0 = (n, u)]
entha¨lt, wobei Z(n,v) wie oben definiert ist. Da die Zeit, die die Markovkette in stetiger Zeit
im Zustand (n + 1, v) verweilt, gerade exponentiell mit Parameter −qn+1,n+1(v,v) verteilt
ist, entspricht dies
E[T(n+1,v)|X0 = (n, u)],
wenn die Zufallsvariable T(n,v) als die Zeit definiert wird, die die Markovkette insgesamt im
Zustand (n, v) verweilt, bevor der erste Sprung in einen Zustand mit Level < n erfolgt.
6.7 Algorithmen
Hier werden nur Algorithmen zur Berechnung der stationa¨ren Verteilung fu¨r Quasi-Ge-
burts- und Todesprozesse mit Katastrophenszenarien in stetiger Zeit betrachtet. Die Al-
gorithmen fu¨r derartige Prozesse in diskreter Zeit sind analog, −qii ist dann durch I − pii,
qi,i+1 durch pi,i+1, und qi+1,i durch pi+1,i zu ersetzen.
Sei also (Yt)t≥0 eine irreduzibel positiv rekurrente Markovkette in stetiger Zeit mit Block-
Generatormatrix Q = (qij)i,j∈N0 mit qij ∈ Cdi×dj und qij = 0, falls i > 0 und |i− j| > 1 ist.
Ist zusa¨tzlich q0j = 0 fu¨r j ≥ 2 angenommen, liegt also ein echter Quasi- Geburts- und To-
desprozess vor, so liefert Satz 6.5.1 den einfachen Algorithmus, RN = 0 fu¨r ein großes N zu
setzen, RN−1, RN−2, . . . , R0 zu bestimmen, x0 aus x0 (−q00 −R0q01) = 0 und anschließend
x1, x2, . . . , xN iterativ zu ermitteln, und schließlich zu normalisieren, um die stationa¨re
Verteilung π zu erhalten. In dieser Form findet sich der Algorithmus bei Hanschke [15],
a¨hnliche Algorithmen auch bei Bright und Taylor [7] und bei Gaver, Jacobs und Latouche
[12], die sa¨mtlich als Verallgemeinerung der durch Neuts [22] eingefu¨hrten matrixgeometri-
schen Methoden fu¨r levelunabha¨ngige Quasi- Geburts- und Todesprozesse (qn,n+1, qnn und
qn,n−1 ha¨ngen bis auf endlich viele Ausnahmen nicht von n ab) zu verstehen sind. Wa¨hrend
der Algorithmus von Gaver, Jacobs und Latouche ohnehin nur fu¨r endliche Levelmengen
gedacht ist, versuchen Bright und Taylor zuna¨chst den Wert RN zu scha¨tzen und dann qNN
durch qNN + RNqN+1,N zu ersetzen, dies wu¨rde dann den exakten Wert fu¨r RN−1 liefern
(in der Praxis verwenden sie eine Voriteration, siehe Bemerkung 6.4.1).
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In keiner der zitierten Arbeiten wird bewiesen, dass die inversen Kettenbru¨che R
(N)
n fu¨r
N → ∞ gegen Rn konvergieren, sondern lediglich, dass die ermittelten stationa¨ren Ver-
teilungen fu¨r N → ∞ gegen die tatsa¨chliche stationa¨re Verteilung konvergieren. Ohnehin
hat die Konvergenz der inversen Kettenbru¨che in diesem Kontext lediglich theoretische
Bedeutung. Als praktische Erweiterungen sollen in dieser Arbeit noch die angesprochene
Erlaubnis von qi0 6= 0 fu¨r i ≥ 2 (Katastrophenszenarien) sowie Algorithmen zur effizienten
Speicherplatznutzung angegeben werden.
6.7.1 Der Basis-Algorithmus
Gegenu¨ber Quasi-Geburts- und Todesprozessen ohne Katastrophen wird die Bestimmung
von x0 mittels der Gleichung
x0
(
−q00 −
∞∑
n=1
n−1∏
i=0
Riqn0
)
= 0
auf den ersten Blick etwas aufwendiger. Auch wenn in der Praxis abgeschnitten wird, und
nur der Term
K = −q00 −
N∑
n=1
n−1∏
i=0
Riqn0
berechnet werden muss (Lo¨sung des Systems x0K = 0 siehe Abschnitt 6.4), handelt es
sich immer noch um einen umfangreichen Term. Es ist jedoch nicht no¨tig, erst alle Rn
auszurechnen, und erst anschließend K aus den Rn zu ermitteln, da sich
K = −q00 +R0 (−q10 +R1 (−q20 +R2 (. . .− qN−1,0 −RN−1qN0)))
schreiben la¨sst. Damit kann K wa¨hrend der Bestimmung der Rn iterativ mitberechnet
werden.
Algorithmus 6.7.1. (Yt)t≥0 sei eine irreduzibel positiv rekurrente Markovkette in stetiger
Zeit mit Block-Generatormatrix Q = (qij)i,j∈N0 mit qij ∈ Cdi×dj und qij = 0, falls j > 0
und |i− j| > 1 ist.
Gesucht: Stationa¨re Verteilung fu¨r (Yt)t≥0 (oder eine Approximation).
• Wa¨hle N groß, setze RN = 0 und K = −qN0.
• Fu¨r n = N − 1, N − 2, . . . , 0 berechne
Rn = qn,n+1 (−qn+1,n+1 −Rn+1qn+2,n+1)−1
und ersetze K durch −qn0 +RnK.
• Bestimme x0 als nicht verschwindende Lo¨sung von x0K = 0.
• Fu¨r n = 0, 1, . . . , N − 1 berechne xn+1 = xnKn.
• Setze πn = xn∑||xk|| .
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6.7.2 Reduktion des Speicherplatzbedarfs
Ein Nachteil von Algorithmus 6.7.1 besteht darin, dass alle Matrizen Rn gespeichert werden
mu¨ssen. Diese sind im Allgemeinen auch voll besetzt, so dass sparse-matrix-Methoden zur
Speicherung (Erla¨uterung siehe unten) hier nicht in Frage kommen. Es mu¨ssen zeitgleich
K und die Matrizen R0, . . . , RN−1 abgespeichert werden, nach der Berechnung von x0 kann
K gelo¨scht werden, nach der Berechnung von x1 kann R0 gelo¨scht werden, usw. Fu¨r di = d
unabha¨ngig von i mu¨ssen also in der Spitze (N + 1) · d2 reelle Zahlen gespeichert werden.
Eine Alternative zur Lo¨sung großer Gleichungssysteme besteht natu¨rlich immer in iterati-
ven Methoden wie dem Gauß-Seidel-Verfahren, dem Jacobi-Verfahren, dem SOR-Verfahren
oder speziell fu¨r Markovketten der Potenzmethode (allgemeine numerische Verfahren fu¨r
Markovketten siehe etwa [34]). Fu¨r diese mu¨ssen gleichzeitig die aktuelle Iteration beste-
hend aus (N + 1) · d reellen Zahlen sowie die Iterationsmatrix gespeichert werden. Die
Iterationsmatrix ist dabei ho¨chstens so stark besetzt wie die Generatormatrix Q. In vielen
praktischen Problemen sind auch die Blo¨cke qn,n−1, qnn und qn,n+1 so du¨nn besetzt, dass
in jeder skalaren Zeile von Q nur etwa m (mit einer Zahl m << d zwischen 4 und 10)
von Null verschiedene Werte enthalten sind. In diesem Fall bieten sich zur Speicherung
der Iterationsmatrix sparse-matrix-Methoden an, dass heißt, es werden nur die von Null
verschiedenen Werte (reelle Zahlen) mitsamt ihren Positionen (zwei ganze Zahlen) gespei-
chert. Dadurch kommt es, je nach Verha¨ltnis von m und d, in vielen Fa¨llen dazu, dass die
iterativen Methoden tatsa¨chlich weniger Speicherplatz beno¨tigen als Algorithmus 6.7.1.
Eine einfache Idee, den Speicherplatzbedarf zu reduzieren, besteht darin, nicht alle Werte
Rn zu speichern, sondern nur RkM fu¨r ein festesM ≥ 2 und k = 0, 1, 2, . . . zu speichern. Die
fehlenden Rn zur Bestimmung von xn+1 werden spa¨ter bei Bedarf neu ermittelt, indem dann
von RkM ausgehend die Werte RkM−1, RkM−2, . . . RkM−M+1 berechnet werden. Dadurch
werden gleichzeitig etwa M + N
M
Matrizen abgespeichert, fu¨r konstantes di = d bietet sich
eine Wahl M ≈ √N an, die diesen Wert minimiert.
Algorithmus 6.7.2. (Yt)t≥0 sei eine irreduzibel positiv rekurrente Markovkette in stetiger
Zeit mit Block-Generatormatrix Q = (qij)i,j∈N0 mit qij ∈ Cd×d und qij = 0, falls j > 0 und
|i− j| > 1 ist.
Gesucht: Stationa¨re Verteilung fu¨r (Yt)t≥0 (oder eine Approximation).
• Wa¨hle N =M2 groß, setze R = RN = 0 und K = −qN0.
• Fu¨r k =M − 1,M − 2, . . . , 0
– Fu¨r n = kM +N − 1, kM +N − 2, . . . , kM ersetze R durch
qn,n+1 (−qn+1,n+1 −Rqn+2,n+1)−1
und K durch −qn0 +RK.
– Speichere RkM = R.
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• Berechne x0 als nicht verschwindende Lo¨sung von x0K = 0 und lo¨sche K.
• Fu¨r k = 0, 1, . . . ,M − 1
– Fu¨r n = kM +M − 1, kM +M − 2, . . . , kM + 1 berechne
Rn = qn,n+1 (−qn+1,n+1 −Rn+1qn+2,n+1)−1 .
– Fu¨r n = kM, kM + 1, . . . , kM +M − 1 setze xn+1 = xnRn.
– Lo¨sche RkM , RkM+1, . . . RkM+M−1.
• Setze πn = xn∑||xk|| .
Ist di nicht konstant, so bieten sich gegebenenfalls andere Werte fu¨r M an, oder auch
nicht a¨quidistante Absta¨nde der Indizes der zu speichernden Rn. Fu¨r Algorithmus 6.7.2
mu¨ssen gleichzeitig nun nur noch etwa 2
√
N · d2 reelle Zahlen fu¨r die Rn abgespeichert
werden. Je nach Verha¨ltnis der Zahlen N und d (und im Vergleich mit den iterativen
Verfahren der Anzahl m der nichtverschwindenden Werte in jeder skalaren Zeile von Q)
ist der Speicherplatzbedarf dadurch deutlich reduziert. Der Preis dafu¨r ist eine Erho¨hung
der Rechenzeit, diese ha¨ngt davon ab, welcher Anteil der Rechenzeit in Algorithmus 6.7.1
fu¨r die Iteration der Rn beno¨tigt wird, und welcher Anteil fu¨r die anderen Aufgaben.
Algorithmus 6.7.2 ist ho¨chstens um den Faktor 2 langsamer als Algorithmus 6.7.1.
6.7.3 Berechnen von Kenngro¨ßen
In vielen praktischen Anwendungen ist gar nicht die stationa¨re Verteilung π selbst von
Interesse, sondern einige stationa¨re Kenngro¨ßen der Form
E[f ] = πf :=
∞∑
n=0
πnfn
mit Spaltenvektoren fn ∈ Cdn . Aus derartigen Werten lassen sich beispielsweise leicht das
mittlere stationa¨re Level, seine Varianz, die mittlere stationa¨re Phase, ihre Varianz, usw.
zusammensetzen.
Anstatt zuna¨chst π komplett zu berechnen und dann πf auszuwerten, la¨sst sich der Ba-
sisalgorithmus 6.7.1 derart modifizieren, dass dies bereits wa¨hrend der Ermittlung der Rn
erledigt wird. A¨hnlich wie bei der Berechnung von K la¨sst sich fu¨r die Approximation
N∑
n=0
πnfn = π0 (f0 +R0 (f1 +R1 (. . . fN−1 +RN−1fN)))
schreiben. Sollen nur verschiedene derartige Werte E1 := πf
(1), E2 := πf
(2), . . . EM :=
πf (M) ermittelt werden, so mu¨ssen die Rn gar nicht mehr gespeichert werden, E1, . . . , EM
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und K werden wa¨hrend der Iteration der Rn bis auf den Faktor π0 bestimmt, aus x0K = 0
kann dann x0 bestimmt werden, und damit E1, . . . , EM bis auf einen von der konkreten
Funktion f (i) unabha¨ngigen konstanten reellen Faktor. Dieser la¨sst sich einfach herausfin-
den, indem f
(0)
i = (1, 1, . . . , 1)
T fu¨r alle i ∈ N0 gesetzt wird und auch E0 = πf (0) mit
bestimmt wird. Aus E0 = 1 wird dann der konstante Faktor ermittelt.
Algorithmus 6.7.3. (Yt)t≥0 sei eine irreduzibel positiv rekurrente Markovkette in stetiger
Zeit mit Block-Generatormatrix Q = (qij)i,j∈N0 mit qij ∈ Cdi×dj und qij = 0, falls j > 0
und |i− j| > 1 ist.
Gesucht: Stationa¨re Kenngro¨ßen E1 = πf
(1), . . . , EM = πf
(M) (oder Approximationen).
• Erga¨nze Funktion f (0) mit f (0)i = (1, 1, . . . , 1)T ∈ Cdi .
• Wa¨hle N groß, setze R = 0, K = −qN0 und Em = f (m)N fu¨r m = 0, . . . ,M .
• Fu¨r n = N − 1, N − 2, . . . , 0 ersetze R durch
qn,n+1 (−qn+1,n+1 −Rqn+2,n+1)−1 ,
K durch −qn0 +RK, und Em fu¨r m = 0, . . . ,M durch f (m)n +REm.
• Bestimme x0 als nicht verschwindende Lo¨sung von x0K = 0, und definiere Σ = x0E0.
• Ersetze Em fu¨r m = 1, . . . ,M durch x0EmΣ .
Algorithmus 6.7.3 berechnet die Kenngro¨ßen E1, . . . , EM mindestens genau so schnell wie
Algorithmus 6.7.1 mit anschließender Berechnung der Skalarprodukte πf (m), beno¨tigt dafu¨r
aber fast keinen Speicherplatz, lediglich die Matrizen R und K sowie M +1 Vektoren (die
Zwischenergebnisse fu¨r die Ei) mu¨ssen gespeichert werden. Fu¨r viele praktische Probleme
reicht eine Berechnung von Werten, die sich aus derartigen Kenngro¨ßen zusammensetzen
lassen, vo¨llig aus.
6.8 Zeitabha¨ngige Lo¨sungen
Wird fu¨r eine diskrete Markovkette mit tridiagonaler Block-U¨bergangsmatrix P und An-
fangsverteilung (f, 0, 0, 0, . . .) mit ||f || = 1 die Funktion
φn(z) =
(
∞∑
m=0
Prob(Xm = (n, u)) · zm
)dn
u=1
definiert, so folgt
φ0(z) = f + φ0(z)p00z + φ1(z)p10z
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und
φn(z) = φn−1(z)pn−1,nz + φn(z)pnnz + φn+1(z)pn+1,nz, n ∈ N,
also ein System der Form aus dem dritten Punkt in Satz 5.2.1. Um diesen anzuwenden,
reicht es aus, nachzuweisen, dass P˜ ∈MD(R) ist, wobei P˜ die Eintra¨ge
p˜00 = 0
p˜01 = f
p˜10 = I
p˜ii = pi−1,i−1z, i ∈ N
p˜i,i+1 = pi−1,iz, i ∈ N
p˜i+1,i = pi,i−1z, i ∈ N
entha¨lt, insbesondere ist damit S
(
P˜ , i, i,Ni,∞
)
= S(P ·z, i−1, i−1,Ni−1,∞), d.h. es reicht
aus, die absolute Konvergenz von S(P ·z, i, i,Ni,∞) fu¨r alle i ∈ N0 nachzuweisen. Dazu hilft
die bereits erfolgte Interpretation der S-Reihen, denn es gilt
S(P · z, i, i, Ni,∞) =
∞∑
n=1
(
Prob
(
Xn = (i, v), X
(1)
r ≥ i (r = 1, . . . , n− 1)
∣∣∣ X0 = (i, u)))di
u,v=1
· zn.
Die Koeffizientenmatrizen sind in ihrer Norm offensichtlich durch 1 beschra¨nkt, d.h. fu¨r
|z| < 1 liegt unabha¨ngig von den Eigenschaften der Markovkette absolute Konvergenz vor.
Mit einer Indexverschiebung gegenu¨ber Satz 5.2.1 folgt
Satz 6.8.1. Es sei P = (pij)i,j∈N0 eine tridiagonale Block-U¨bergangsmatrix, φn(z) wie oben
definiert und |z| < 1. Dann konvergieren die durch
R
(N)
N (z) = 0, N ∈ N0
R(N)n (z) = pn,n+1z
(
Idn+1 − pn+1,n+1z −R(N)n+1(z)pn+2,n+1z
)−1
, n < N
Rn(z) = lim
N→∞
R(N)n (z)
definierten inversen Kettenbru¨che, Id0 − p00z −R0(z)p10z ist invertierbar und es gilt
φ0(z) = f (Id0 − p00z −R0(z)p10z)−1
φn+1(z) = φn(z)Rn(z).
Gesucht sind natu¨rlich nicht die φn(z), sondern die Koeffizienten Prob(Xm = (n, ·)) dieser
Reihe, die numerische Ru¨ckgewinnung beispielsweise mittels Cauchyscher Integralformel ist
jedoch problematisch. A¨hnliches gilt auch fu¨r das Analogon fu¨r Markovketten in stetiger
Zeit. Mit pn(t) = Prob(Yt = n) gilt nach den Kolomogorovschen Vorwa¨rtsgleichungen
p′0(t) = p0(t)q00+ p1(t)q10 und p
′
n(t) = pn−1(t)qn−1,n+ pn(t)qnn+ pn+1(t)qn+1,n, n ∈ N.
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Mit der Anfangsverteilung (f, 0, 0, . . .) und den Laplace-Transformierten ψn(s) von pn(t)
folgt
sψ0(s)− f = ψ0(s)q00 + ψ1(s)q10
sψn(s) = ψn−1(s)qn−1,n + ψn(s)qnn + ψn+1(s)qn+1,n, n ∈ N.
Hier wird nun Satz 5.4.1, also die transformierte Version von Satz 5.2.1 verwendet. Dabei
wird γn = diag(s− qnn(u,u))dnu=1 gewa¨hlt, dies fu¨hrt darauf, dass P˜ ∈MD(R) nachzuweisen
ist, wobei P˜ die Eintra¨ge
p˜00 = 0
p˜01 = f
p˜10 = I
p˜ii = I − γ−1i−1 (sI − qi−1,i−1) , i ∈ N
p˜i,i+1 = γ
−1
i−1qi−1,i, i ∈ N
p˜i+1,i = γ
−1
i qi,i−1, i ≥ 2,
besitzt. Erneut reicht es aus, die absolute Konvergenz von S(P, i, i,Ni,∞) zu zeigen, wobei
P die Eintra¨ge
pii = I − γ−1i (sI − qii) , i ∈ N0
pi,i+1 = γ
−1
i qi,i+1, i ∈ N0
pi+1,i = γ
−1
i+1qi+1,i, i ∈ N
besitzt. Werden in allen Matrizen die einzelnen Komponenten durch ihre Betra¨ge ersetzt,
so werden die Normen der Summanden in den S-Reihen ho¨chstens gro¨ßer. Die Diagonal-
elemente von pii sind ohnehin 0, ansonsten wird pij(u,v) nun also durch
qij(u,v)
|s−qii(u,u)| ersetzt.
Ist Re(s) > 0, so ist wegen qii(u,u) ≤ 0 der Nenner strikt gro¨ßer als −qii(u,u). Damit sind in
diesem Fall alle Zeilensummen der neuen Matrix P ′ strikt kleiner 1, P ′ definiert also eine
Markovkette mit ausschließlich transienten Zusta¨nden und die absolute Konvergenz von
S(P, i, i,Ni,∞) folgt unmittelbar. Damit ist auch hier nach Satz 5.2.1 und Lemma 5.4.1 die
Berechnung mittels Kettenbru¨chen mo¨glich, es gilt
Satz 6.8.2. Es sei Q eine tridiagonale Block-Generatormatrix, ψn(s) die Laplace- Trans-
formierte von pn(t) und Re(s) > 0, (Yt) eine Markovkette in stetiger Zeit mit Generator-
matrix Q und Anfangsverteilung (f, 0, 0, . . .). Dann konvergieren die durch
R
(N)
N (s) = 0, N ∈ N0
R(N)n (s) = qn,n+1
(
s · Idn+1 − qn+1,n+1 −R(N)n+1(s)qn+2,n+1
)−1
, n < N
Rn(s) = lim
N→∞
R(N)n (s)
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erkla¨rten Kettenbru¨che Rn(s), s · Id0 − p00 −R0(s)p10 ist invertierbar und es gilt
ψ0(s) = f (s · Id0 − q00 −R0(s)q10)−1
ψn+1(s) = ψn(s)Rn(s).
Fu¨r praktische Anwendungen wird natu¨rlich pn(t) beno¨tigt, also muss zuru¨cktransformiert
werden,
pn(t) =
1
2πi
∫ γ+i∞
γ−i∞
estψn(s) ds
mit einem γ > 0. Wie oben schon angedeutet, ist diese Ru¨cktransformation numerisch
aufwendig und problematisch. Zumindest der Aufwand kann jedoch stark reduziert werden,
wenn nicht pn(t) fu¨r alle n ∈ N0, sondern wieder nur wenige Kenngro¨ßen der Form
E[f ](t) = p(t)f =
∞∑
n=0
pn(t)fn
mit geeignet dimensionierten Spaltenvektoren pn(t) gesucht sind. Da die fn konstant sind,
ergibt sich
∞∑
n=0
ψn(s)fn
als Transformierte einer solchen Kenngro¨ße, und diese Transformierte kann wie stationa¨re
Kenngro¨ßen mit einer Art Horner-Schema berechnet werden, d.h. es wird T (s) = fN ge-
setzt, und anschließend wird fu¨r n = N − 1, . . . , 1 nach dem Berechnen von Rn(s) jeweils
T (s) = fn + Rn(s)T (s) ersetzt, schließlich wird noch T (s) = ψ0(s)T (s) ersetzt. Die Ru¨ck-
transformation von T (s) liefert dann (eine Approximation an) E[f ](t), also
E[f ](t) ≈ 1
2πi
∫ γ+i∞
γ−i∞
estT (s) ds.
Auf diese Weise muss nur noch eine Ru¨cktransformation pro gewu¨nschter Kenngro¨ße er-
folgen, damit ist das Problem entscha¨rft, aber keineswegs gelo¨st. Auf die Erweiterung von
Quasi-Geburts- und Todesprozessen, die Katastrophenszenarien beinhalten, fu¨r die also
gegebenenfalls qi0 6= 0 fu¨r i ≥ 2 gilt, soll daher verzichtet werden. Fu¨r Ansa¨tze der semi-
analytischen Ru¨cktransformation sei noch auf die Arbeit [21] von Mederer verwiesen.
6.9 Ausgesuchte Spezialfa¨lle
6.9.1 Durch Quasi-Geburts- und Todesprozesse modellierte ein-
fache Bediensysteme
Bei den meisten einfachen Markovschen Bediensystemen wird die Anzahl der Kunden im
System als Zustand der zugrunde liegenden Markovkette verwendet. Speziell beimM/M/1-
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System kommen die Kunden nur einzeln an und werden nur einzeln bedient, die Zwi-
schenankunftszeiten sowie die Bedienzeiten sind jeweils exponentiell verteilt. Die korre-
spondierende Generatormatrix hat (skalare) tridiagonale Gestalt, es handelt sich also um
einen Geburts- und Todesprozess, die Anku¨nfte entsprechen Geburten, die Fertigstellun-
gen von Bedienungen entsprechen Toden. Beim M/M/1-System sind daru¨berhinaus die
Ankunfts- und Bedienraten unabha¨ngig von der Anzahl der Kunden im System, d.h. die
Raten sind zustandsunabha¨ngig.
In einigen Fa¨llen ha¨ngen die Ankunfts- oder Bedienraten von einem weiteren Parameter
ab, dem sogenannten Umgebungszustand, dies fu¨hrt auf Bediensysteme in zufa¨lliger Umge-
bung. Bei ihnen wechselt der Umgebungszustand gema¨ß einer zeitstetigen Markovkette mit
Generatormatrix QE, die Ankunftsraten und die Bedienraten ha¨ngen vom Umgebungszu-
stand u ∈ {1, . . . , d} ab, sie werden mit λ1, . . . , λd bzw. µ1, . . . , µd bezeichnet. Die Anzahl
der Kunden wird hier als Level, der Umgebungszustand als Phase modelliert. Auf die-
se Weise entsteht ein Quasi-Geburts- und Todesprozess, die Generatormatrix Q ist also
tridiagonal mit
qn,n+1 = Λ := diag(λu), qn,n−1 =M := diag(µu), qnn = QE − Λ− δ0n · M.
Dieser Prozess ist allerdings levelunabha¨ngig, da die Werte der Blo¨cke (bis auf die Aus-
nahme q00) nicht von n abha¨ngen, sondern lediglich davon, ob es sich um einen Block auf,
oberhalb oder unterhalb der Hauptdiagonalen handelt.
Ein klassischer Fall, bei dem die Levelunabha¨ngigkeit verloren geht, ist das M/M/∞-
System in zufa¨lliger Umgebung. Hier stehen genu¨gend Bediener fu¨r jeden ankommenden
Kunden zur Verfu¨gung, die Bedienraten ha¨ngen zusa¨tzlich von der Anzahl der Kunden
im System ab: Sind n Kunden im System und ist u der Umgebungszustand, so ist die
Bedienrate nµu. Dies liefert eine tridiagonale Block-Generatormatrix mit Blo¨cken
qn,n+1 = Λ, qn,n−1 = nM, qnn = QE − Λ− nM.
Ein weiterer typischer Fall eines Quasi-Geburts- und Todesprozesses entsteht, wenn die
Zwischenankunfts - oder die Bedienzeiten oder beide nicht exponentiell, sondern phasen-
typverteilt sind. Ist beispielsweise die Zwischenankunftszeit phasentypverteilt, entspricht
ihre Verteilung also der Verteilung der Absorptionszeit in einer Markovkette mit Anfangs-
verteilung (α, 0) mit einem Wahrscheinlichkeitsvektor α ∈ C1×d und Generatormatrix(
T t
0 0
)
mit einer Matrix T ∈ Cd×d und einem Vektor t ∈ Cd×1, so la¨sst sich das Bediensystem
modellieren, indem die Anzahl der Kunden im System als Level und die Phase der Ankunft
als Phase verwendet wird. Bezeichnet µn die Bedienrate bei n Kunden im System, so
ergeben sich die Blo¨cke
qn,n+1 = tα, qn,n−1 = µnI, qnn = T − µnI.
74
Ist µn unabha¨ngig von n (bis auf µ0 = 0), so entsteht wieder ein levelunabha¨ngiger Quasi-
Geburts- und Todesprozess, der mit matrixgeometrischen Methoden nach Neuts [22] gelo¨st
werden kann. Beispielsweise in PH/M/∞-Wartesystemen ist dies jedoch nicht der Fall,
zusa¨tzlich kann auch die Phasentypverteilung fu¨r die Anku¨nfte von der Anzahl an Kunden
im System abha¨ngen, d.h. die Parameter dieser Verteilung sind αn und Tn, wobei auch die
Dimension dieses Vektors bzw. dieser Matrix noch von n abha¨ngen kann.
6.9.2 Retrial Queues
Ein weiteres Anwendungsfeld fu¨r Quasi-Geburts- und Todesprozess sind einige Retrial
Queues. Eine solche ergibt sich beispielsweise, wenn Kunden an einem Bediensystem mit c
Bedienern ankommen, dort aber kein Warteraum vorhanden ist; wenn alle Bediener belegt
sind, verlassen neu ankommende Kunden sofort das System, versuchen mit einer gewissen
Wahrscheinlichkeit spa¨ter aber wieder, in das System einzutreten (siehe auch [15]). Bei der-
artigen Systemen muss bei der Modellierung als Markovkette neben der Anzahl belegter
Bediener auch die Anzahl von Kunden, die nun immer wieder versuchen, in das System ein-
zutreten, im Zustand der Markovkette modelliert werden. Dies fu¨hrt auf den Zustandsraum
E = N0 × {0, . . . , c}, wobei die erste Komponente (das Level) die Anzahl wiederholender
Kunden, und die zweite Komponente (die Phase) die Anzahl belegter Bediener beschreibt.
Es handelt sich hierbei um einen
”
competition process“, d.h. die Wahrscheinlichkeit fu¨r
U¨berga¨nge von (i, u) nach (j, v) in einer Zeitspanne h ist fu¨r |i − j| > 1 oder |u − v| > 1
von der Gro¨ßenordnung o(h). Werden die Zusta¨nde wie u¨blich alphanumerisch sortiert,
so entsteht wieder eine block-tridiagonale Form fu¨r Q, dabei sind die Blo¨cke ∈ Cd×d mit
d = c+ 1 ihrerseits wieder tridiagonal.
Da auch die Wahrscheinlichkeit fu¨r U¨berga¨nge von (i, u) nach (i + 1, u + 1) bzw. nach
(i − 1, u − 1) in einer Zeitspanne h von der Gro¨ßenordnung o(h) ist, enthalten die Blo¨cke
oberhalb des Hauptdiagonalblocks keine obere Nebendiagonale, die Blo¨cke unterhalb des
Hauptdiagonalblocks enthalten keine untere Nebendiagonale. Insgesamt sind also in jeder
skalaren Zeile von Q unabha¨ngig von der Bedieneranzahl c (und damit der Blockdimension)
ho¨chstens m = 7 Werte von 0 verschieden. Fu¨r große Werte von c verbrauchen daher
iterative Methoden deutlich weniger Speicherplatz als Algorithmus 6.7.1 (siehe Abschnitt
6.7.2). Muss jedoch auch das Abschneidelevel N relativ groß gewa¨hlt werden, so bietet
Algorithmus 6.7.2 eine gute Alternative.
Allerdings sind insbesondere in diesem Modell in erster Linie stationa¨re Kenngro¨ßen von
Interesse. Neben weiteren Gro¨ßen, die sich einfach aus ihnen berechnen lassen, interes-
sieren hier vor allem die mittlere stationa¨re Anzahl belegter Bediener, die mittlere stati-
ona¨re Anzahl von Kunden im Pool der Wiederholer, und die mittlere stationa¨re Blockier-
Wahrscheinlichkeit. Dabei berechnet sich die mittlere Anzahl von Kunden im Pool der
Wiederholer durch ∑
(i,u)∈E
π(i,u) · i =
∞∑
i=0
πi · (i, i, . . . , i)T ,
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die mittlere Anzahl belegter Bediener ist
∑
(i,u)∈E
π(i,u) · u =
∞∑
i=0
πi · (0, 1, . . . , u)T ,
die Blockier-Wahrscheinlichkeit, also die Wahrscheinlichkeit, dass ein Kunde abgewiesen
wird, weil alle Leitungen belegt sind, ist
∑
(i,u)∈E
π(i,u) · δuc =
∞∑
i=0
πi · (0, 0, . . . , 0, 1)T .
Es handelt sich also in allen Fa¨llen um Kenngro¨ßen der Form πf , die mittels Algorithmus
6.7.3 schnell und mit wenig Speicherbedarf berechnet werden ko¨nnen.
Eine andere Form von Retrial Queue entsteht, wenn zwar (im Prinzip) unbegrenzter War-
teraum zur Verfu¨gung steht, ungeduldige Kunden allerdings von selbst das Warten beenden
und es spa¨ter noch einmal probieren (siehe [17]). Auch derartige Systeme fu¨hren auf Com-
petition Processes als zugrunde liegenden Markovketten, allerdings ist der Zustandsraum
hier normalerweise N0×N0, da sowohl die Anzahl der Kunden im System (bei den Bedienern
und im Warteraum) als auch die Anzahl der wiederholenden Kunden unbegrenzt ist. Hier
muss also auch der Phasenraum zuna¨chst abgeschnitten werden (eventuell in Abha¨ngigkeit
vom Level), es lassen sich auch keine allgemeinen Aussagen daru¨ber treffen, ob die Anzahl
der Kunden im System oder die Anzahl der wiederholenden Kunden als Level bzw. Phase
zu wa¨hlen ist. Da der Aufwand der Algorithmen 6.7.1, 6.7.2 und 6.7.3 mit konstanter Pha-
senanzahl di = d und Abschneidelevel N offensichtlich in der Gro¨ßenordnung O(N × d3)
liegt, bietet es sich natu¨rlich an, Phase und Level so zu wa¨hlen, dass nach dem Abschneiden
die maximale Phase wesentlich kleiner ist als das maximale Level. Welche Wahl also in der
Praxis zu treffen ist, ha¨ngt von den konkreten Systemparametern ab.
6.9.3 Bediensysteme mit Totalverlusten
Bislang lieferten alle betrachteten Systeme Quasi-Geburts- und Todesprozesse. Katastro-
phenszenarien entstehen erst durch die Mo¨glichkeit von Totalverlusten, bei denen sowohl
alle wartenden als auch alle sich in der Bedienung befindenden Kunden auf einen Schlag
das System verlassen, beispielsweise Serverausfa¨lle in Rechnernetzen oder Telekommuni-
kationssystemen verursachen derartiges. Wird nun ein PH/M/∞-System, ein M/M/∞-
System in zufa¨lliger Umgebung oder ein anderes Bediensystem mit zustandsabha¨ngigen
Bedien- und/oder Ankunftsraten in zufa¨lliger Umgebung betrachtet, und die Mo¨glichkeit
von Totalverlusten (u¨blicherweise mit einer sehr kleinen Rate im Vergleich zu den anderen
Raten) mitmodelliert, so a¨ndert sich nichts an der Wahl des Zustandsraums, lediglich qn0
wird zusa¨tzlich besetzt. Bei PH/M/∞-Systemen ist dabei qn0 = (γn, γn, . . . , γn)Tα mit der
Katastrophenrate γn und dem Parameter α der Phasentypverteilung (Anfangsverteilung
der absorbierenden Markovkette, s.o.). Bei Bediensystemen in zufa¨lliger Umgebung ist qn0
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eine Diagonalmatrix, die die Katastrophenraten abha¨ngig von der Anzahl der Kunden im
System und dem Umgebungszustand entha¨lt.
6.9.4 Populations- und Epidemiemodelle
Ein weiterer typischer Fall fu¨r Quasi-Geburts- und Todesprozesse findet sich naheliegen-
der Weise im Zusammenhang mit Markovschen Populationsmodellen. Beim gewo¨hnlichen
Geburts- und Todesprozess wird die Populationsgro¨ße n als Zustand modelliert, in einer
Zeitspanne h tritt mit Wahrscheinlichkeit λnh+ o(h) eine Geburt, mit Wahrscheinlichkeit
µnh+ o(h) ein Tod, und mit Wahrscheinlichkeit o(h) mehr als ein Ereignis ein. Dies fu¨hrt
auf eine skalare tridiagonale Struktur der Generatormatrix Q.
In einigen Modellen muss jedoch auch fu¨r derartige Systeme eine zweite Zustandskom-
ponente beru¨cksichtigt werden. Natu¨rlich kann auch hier eine zufa¨llige Umgebung (Um-
welteinflu¨sse) auf Geburts- und Todesraten Einfluss nehmen. Außerdem bietet es sich in
vielen Fa¨llen an, die Population in zwei Gruppen zu unterscheiden, typischerweise ge-
sunde und kranke. Es gibt nun die mo¨glichen Ereignisse, dass ein gesundes Populations-
mitglied geboren wird, je nach Krankheit kann allerdings auch ein krankes Mitglied ge-
boren werden, kranke oder gesunde Mitglieder ko¨nnen einwandern (diese Raten ha¨ngen
anders als die Geburtsraten typischerweise nicht von der Populationsgro¨ße ab), kranke
oder gesunde Mitglieder ko¨nnen (mit unterschiedlichen Raten) sterben oder auswandern,
gesunde Mitglieder ko¨nnen infiziert werden, kranke Mitglieder ko¨nnen geheilt werden. Bei
der Modellierung als Markovkette gibt es fu¨r den Zustandsraum verschiedene Mo¨glichkei-
ten: Die erste Komponente kann als Populationsgro¨ße, die zweite als Anzahl der kran-
ken oder der gesunden Mitglieder gewa¨hlt werden. In diesem Fall ist der Zustandsraum
{(n, u) : n ∈ N0, u ∈ {0, . . . , n}}. Alternativ kann die erste Komponente als die Anzahl
der gesunden, die zweite Komponente als die Anzahl der kranken Mitglieder gewa¨hlt wer-
den. In diesem Fall ist der Zustandsraum N0 × N0. Bei der ersten Modellierung werden
die Blo¨cke in Q mit steigendem Level immer gro¨ßer, bei der zweiten Modellierung sind sie
ohnehin unendlich groß, der Phasenraum kann aber gegebenenfalls abgeschnitten werden.
Welche Modellierung vorzuziehen ist, ha¨ngt von den konkreten Raten ab, dies soll nicht
Thema dieser Arbeit sein.
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Kapitel 7
Anwendungen
7.1 Ein Bediensystem mit Totalverlusten
Es soll nun ein Beispiel eines Quasi-Geburts- und Todesprozesse mit Katastrophenszena-
rien etwas ausfu¨hrlicher behandelt werden, im Wesentlichen handelt es sich dabei um ein
M/M/c-Modell mit zustandsabha¨ngigen Raten und Katastrophen in einer zufa¨lligen Umge-
bung. Fu¨r die Entwicklung des Modells und die Unterstu¨tzung bei der Analyse sei Werner
Sandmann gedankt (die Ergebnisse sind auch zur gemeinsamen Vero¨ffentlichung einge-
reicht, siehe [3]). Der Vergleich verschiedener Algorithmen inklusive der in Abschnitt 6.7
vorgestellten Verfahren zur Berechnung stationa¨rer Verteilungen wurde fu¨r Beispiele von
Quasi-Geburts- und Todesprozessen ohne Katastrophen bereits zuvor in [2] durchgefu¨hrt.
7.1.1 Modellbeschreibung
Es wird ein Bediensystem mit c Bedienern und exponentiell verteilten Zwischenankunfts-
zeiten und Bedienzeiten betrachtet, in dem zusa¨tzlich noch Katastrophen passieren ko¨nnen,
die zur Folge haben, dass alle, also sowohl die wartenden Kunden als auch die Kunden an
den Bedienern verloren gehen. Beispielsweise in Rechnernetzen oder a¨hnlichen technischen
Verbu¨nden ko¨nnen solche Katastrophen (natu¨rlich nur selten) vorkommen. Die Raten fu¨r
Anku¨nfte, Bedienabschlu¨sse und Katastrophen ha¨ngen im Allgemeinen von der Anzahl an
Kunden im System ab, hier sollen sie zusa¨tzlich noch von einem zufa¨lligen Umgebungszu-
stand u ∈ {1, . . . , d} abha¨ngen, d.h. es gibt die Raten λnu, µnu und γnu fu¨r die Ankunft eines
Kunden, den erfolgreichen Abschluss der Bedienung eines Kunden und eine Katastrophe
bei jeweils n Kunden im System und Umgebungszustand u. Zusa¨tzlich gibt es noch Raten
σnuv fu¨r den Wechsel des Umgebungszustandes von u nach v bei n Kunden im System. Die
Anzahl der Kunden im System wird nun als Level modelliert, der Umgebungszustand als
Phase, auf diese Weise entsteht ein Quasi-Geburts- und Todesprozess mit Katastrophen
mit den Blo¨cken
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qn,n+1 =


λn1
λn2
. . .
λnd

 , n = 0, 1, 2, . . . ,
qn,n−1 =


µn1
µn2
. . .
µnd

 , n = 2, 3, 4, . . . ,
qn,0 =


γn1
γn2
. . .
γnd

 , n = 2, 3, 4, . . . ,
q10 =


γ11 + µ11
γ12 + µ12
. . .
γ1d + µ1d

 ,
qnn =


ρn1 σn12 . . . σn1d
σn21 ρn2 . . . σn2d
...
...
. . .
...
σnd1 σnd2 . . . ρnd

 , n = 0, 1, 2, . . .
der Generatormatrix Q, wobei ρnu = −
(
γnu + µnu + λnu +
∑
v 6=u
σnuv
)
mit µ0u = γ0u = 0
definiert ist.
Es wird nun ein Beispiel behandelt, bei dem die Ankunftsraten mit steigender Anzahl
wartender Kunden sinken, es wird
λnu = λ0 · αλ,u ·
{
1, 0 ≤ n ≤ c,
1
n−c+1
, n > c,
mit einer Nominalankunfsrate λ0 gesetzt, wie u¨blich bei c Bedienern ist
µnu = µ0 · αµ,u ·min(n, c)
mit einer Nominalbedienrate µ0. Die Katastrophenraten werden als unabha¨ngig von der
Anzahl an Kunden im System angenommen, also γn = γ0αγ,u mit einer Nominalkatastro-
phenrate γ0, ebenso werden nur von n unabha¨ngige Wechselraten σnuv verwendet.
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Konkret wurden drei Umgebungszusta¨nde betrachtet, die Wechselraten σnuv wurden fu¨r
v 6= u sa¨mtlich auf 0.1 gesetzt. Der Umgebungszustand 1 entspricht
”
Normalbetrieb“, d.h.
Ankunfts-, Bedien- und Katastrophenraten entsprechen den jeweiligen Nominalraten, also
αλ,1 = αµ,1 = αγ,1 = 1. Der Umgebungszustand 2 entspricht Problemen im System, es
erfolgt keine Bedienung mehr, und Katastrophen werden wesentlich wahrscheinlicher, hier
wird αλ,2 = 1, αµ,2 = 0 und αγ,2 = 1000 gesetzt. Der Umgebungszustand 3 bedeutet
schließlich eine deutlich erho¨hte Ankunftsrate, es wird αλ,3 = 10 und αµ,3 = αγ,3 = 1
gesetzt. Fu¨r die in Abschnitt 7.1.3 durchgefu¨hrte Analyse des Modells verbleiben also noch
die Anzahl der Bediener c sowie die Nominalraten λ0, µ0 und γ0 zur Variation. Aufgrund
der positiven Katastrophenraten ist die betrachtete Markovkette stets ergodisch, d.h. die
stationa¨re Verteilung existiert.
7.1.2 Vergleich verschiedener Algorithmen
Es soll nun die stationa¨re Verteilung der beschriebenen Markovkette ermittelt werden, hier
konkret mit λ0 = 100, µ0 = 1, γ0 = 0.001 und c = 100. Neben den Algorithmen 6.7.1
(mit MAA fu¨r Matrix Analytic Algorithm abgeku¨rzt) und 6.7.2 (mit MEI fu¨r Memory
Efficient Implementation abgeku¨rzt) kommen hierfu¨r klassische Verfahren zur Lo¨sung von
Gleichungssystemen infrage, also Gauss-Elimination und iterative Algorithmen wie Jaco-
bi, Gauss-Seidel und Potenzmethode (siehe etwa [34]) oder die GTH-Variante der Gauss-
Elimination (siehe [13]). Alle Verfahren wurden in C++ implementiert und auf demselben
Rechner durchgefu¨hrt.
Die Laufzeit der iterativen Verfahren ha¨ngt natu¨rlich wesentlich von der Abbruchbedin-
gung ab, bezeichnet π(k) die k-te Approximation an die Lo¨sung π von πQ = 0, so wurde
hier abgebrochen, sobald
∣∣∣∣π(k+1) − π(k)∣∣∣∣
1
< 10−8 war. Ab einem Abschneidelevel von
N = 200 war keine Verbesserung der Ergebnisse zu erkennen, die noch bestehenden Fehler
||πQ||1 sind daher nur auf Rechenungenauigkeiten bzw. im Fall der iterativen Verfahren
auf methodische Fehler zuru¨ckzufu¨hren. Dieser Fehler lag bei den iterativen Verfahren in
der Gro¨ßenordnung von 10−5, fu¨r MAA, MEI, Gauss und GTH in der Gro¨ßenordnung von
10−13. Natu¨rlich la¨sst sich der Fehler auch fu¨r die iterativen Verfahren reduzieren, indem
die Abbruchbedingung angepasst wird, allerdings nur auf Kosten weiterer Rechenzeit. Bei
der Gauss-Elimination und somit auch in der GTH-Variante ist zu beachten, dass das
Verfahren nur bis zu einem Abschneidelevel von etwa 2000 den zur Verfu¨gung stehenden
Speicherplatz von einem Gigabyte einha¨lt. Anders als bei tridiagonalen Matrizen (siehe
Abschnitt 5.6) wird aufgrund der Katastrophenraten die Struktur von Q wa¨hrend des Eli-
minationsverfahrens nicht eingehalten und der Speicherplatzbedarf steigt quadratisch mit
dem Abschneidelevel an.
In Abbildung 7.1.1 ist klar erkennbar, dass der Algorithmus 6.7.1 der schnellste der be-
trachteten Algorithmen ist, auch seine Variante, Algorithmus 6.7.2, die deutlich weniger
Speicherplatz beno¨tigt, ist noch deutlich schneller als alle konkurrierenden Verfahren. In
Abbildung 7.1.2 ist ersichtlich, dass selbst Algorithmus 6.7.1 weniger Speicherplatz ver-
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Abbildung 7.1.1: Laufzeit in Abha¨ngigkeit vom maximalen Level N
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Abbildung 7.1.2: Speicherplatzbedarf in Abha¨ngigkeit vom maximalen Level N
82
braucht als die klassischen Lo¨sungsverfahren, 6.7.2 kommt natu¨rlich mit noch weniger
Speicherplatz aus. In anderen Beispielen (siehe [2]) kommt es vor, dass fu¨r Algorithmus
6.7.1 mehr Speicherplatz beno¨tigt wird als fu¨r die iterativen Lo¨sungsverfahren. Ist das Ab-
schneidelevel N deutlich gro¨ßer als die Blockgro¨ße, so ist jedoch in jedem Fall Algorithmus
6.7.2 bezu¨glich des Speicherplatzbedarfs den iterativen Verfahren vorzuziehen.
7.1.3 Modellanalyse
Bei der Modellanalyse wird jeweils einer der vier Paramater c, λ0, µ0 und γ0 variiert. Die
drei anderen Parameter sind dabei jeweis durch c = 50, λ0 = 100, µ0 = 1 und γ0 = 0.001
fixiert. In Anhang B sind fu¨r die verschiedenen Parametervariationen jeweils die stationa¨ren
Verteilungen der Anzahl an Kunden im System (Randverteilung bezu¨glich des Levels)
aufgetragen. Aus den Graphiken ist sofort ersichtlich, dass es nicht sinnvoll ist, sich hier
auf Kenngro¨ßen wie die mittlere Anzahl an Kunden im System zu beschra¨nken, da alle
Verteilungen bimodalen Charakter haben, d.h. die Verteilungen werden im Wesentlichen
durch zwei
”
Peaks“ charakterisiert. Der steilere der beiden Peaks kann gut bei der Variation
der Bedieneranzahl c in den Abbildungen B.1.1 bis B.1.5 beobachtet werden, er liegt stets
etwas oberhalb von c. Die Lage des weniger steilen Peaks kann u¨ber das Verha¨ltnis λ0
µ0
charakterisiert werden: In den Abbildungen B.1.6 bis B.1.9 zur Variation von λ0 sowie in
den Abbildungen B.1.10 bis B.1.13 zur Variation von µ0 la¨sst sich feststellen, dass dieser
Peak fu¨r Werte von λ0
µ0
, die deutlich kleiner als c sind, ziemlich genau bei λ0
µ0
liegt, also linear
mit λ0
µ0
verschoben wird, fu¨r gro¨ßere Werte verha¨lt sich die Verschiebung des Peaks dann
zwar sublinear, aber immer noch monoton. Bei der Variation von γ0 in den Abbildungen
B.1.14 bis B.1.17 ist schließlich offensichtlich, dass mit steigender Katastrophenrate die
stationa¨re Wahrscheinlichkeit fu¨r keine oder sehr wenige Kunden im System gro¨ßer wird.
Der letzte Effekt ist klar, da Katastrophen schließlich den Verlust aller Kunden bedeuten.
Der Peak etwas oberhalb von c ist dadurch zu erkla¨ren, dass bei mehr als c Kunden im
System die Ankunftsrate stark sinkt, d.h. sind mehr als c Kunden im System, kommen
kaum noch Kunden an, die Raten fu¨r Bedienung und Katastrophen bleiben gleich, und
auf diese Weise wird der Kundenbestand automatisch wieder abgebaut. Der Peak bei λ0
µ0
entspricht demMaximum der Verteilung in gewo¨hnlichen M/M/c-Modellen (siehe etwa [6]).
Ist dieser Quotient in der Na¨he von c oder sogar gro¨ßer, so wirkt wieder die abnehmende
Ankunftsrate fu¨r steigende Kundenanzahl, und der Peak wird nach links verschoben.
7.2 Eine Differentialgleichung
In einigen Anwendungen (zum Beispiel bei der approximativen Modellierung von Spekt-
raldichten von Windturbulenzen, siehe [5] und dortige Literaturverweise) kommen lineare
Differentialgleichungen der Form
(7.2.1) x′(t) = Ax(t) + ξ(t)Cx(t), t ≥ 0, x(0) = x0
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mit deterministischen, von t unabha¨ngigen Matrizen A,C ∈ Rd×d sowie einem stochasti-
schen Prozess (ξ(t))t≥0 der Form
ξ(t) = cos(θ + γt+ βw(t)), t ≥ 0
mit einer auf [0, 2π) gleichverteilten Zufallsvariable θ, deterministischen Parametern β, γ ∈
R sowie einem Standard-Wienerprozess (w(t))t≥0 vor.
Eine wesentliche Aufgabe ist es, E [x(t)] zu bestimmen. Der hier dargestellte Weg wurde im
Wesentlichen von Bobryk [5] vorgeschlagen. Er verwendet jedoch an der entsprechenden
Stelle das Konvergenzkriterium fu¨r Kettenbru¨che nach Denk und Riederle [10] mitsamt
deren Fehlerabscha¨tzung, stattdessen wird hier naheliegenderweise die Fehlerabscha¨tzung
aus Satz 4.5.1 angewendet.
Da ξ(t) und x(t) offensichtlich nicht unabha¨ngig sind, ist es kein sinnvoller Ansatz, auf
beiden Seiten der Differentialgleichung den Erwartungswert zu bilden. Stattdessen wird
ein unendliches deterministisches Differentialgleichungssystem fu¨r E [x(t)] gebildet.
7.2.1 Ein deterministisches Differentialgleichungssystem
fu¨r E [x(t)]
Die Grundidee ist, die Cameron-Martin-Formel zur Translation von Wiener-Maßen zu ver-
wenden. Dazu sei H = L2,10 ([0, t];R) der Hilbertraum der in 0 startenden, quadratisch
integrablen, reellwertigen Pfade u¨ber [0, t] mit existierender erster Ableitung mit dem in-
neren Produkt
< f, g >=
∫ t
0
f ′(s)g′(s) ds (f, g ∈ H),
weiter sei B = C0([0, t];R) der Banachraum der in 0 startenden, stetigen und reellwertigen
Pfade u¨ber [0, t] mit der Supremumsnorm. Mit der Inklusionsabbildung il : H → B mit
il(h) = h zusammen ergibt sich der eindimensionale klassische Wienerraum. Das Cameron-
Martin-Theorem besagt nun, dass
d(Th)∗(γ)
dγ
(x) = exp
(
< h, x >˜− 1
2
||h||2H
)
(x ∈ E)
gilt. Dabei ist < h, x > ˜ das Wiener-Paley-Integral, das als kanonische Fortsetzung des
inneren Produkts von H ×H auf H ×B aufgefasst werden kann, also
< h, x >˜=
∫ t
0
h′(s) dx(s),
weiter ist ||h|| = ∣∣√< h, h >∣∣, Th eine Translation Th(x) = x + h mit h ∈ H, γ das durch
den Standard-Wiener-Prozess induzierte Maß auf B und g∗(µ) fu¨r Funktionen g und Maße
µ ist das Push-forward-Maß, also (g∗(µ))(A) = µ(g
−1(A)). Speziell fu¨r h(s) = −cs ist
((Th)∗(γ))(A) = γ(A− h(s)) = γ(A+ cs), ||h||2H = c2t, < h, x >˜= −cx(t).
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Da x(t) von der konkreten Realisierung w(s), 0 ≤ s ≤ t des Wienerprozesses w abha¨ngt,
wird x(t;w(s)) geschrieben. Fu¨r alle c ∈ R und alle k ∈ Z folgt nun aus der Cameron-
Martin-Formel bei festem θ
Eθ [exp(cw(t)) · x(t;w(s) + cks)]
=
∫
w(s)∈B
exp (cw(t)) · x(t;w(s) + cks) dγ(w(s))
=
∫
w(s)∈B
exp (c(w(t) + ct)) · x(t;w(s) + cks+ cs) dγ(w(s) + cs)
= exp(c2t) ·
∫
w(s)∈B
exp(cw(t)) · x(t;w(s) + c(k + 1)s) d ((Th)∗(γ)) (w(s))
= exp
(
c2t
) · ∫
w(s)∈B
exp (cw(t)) · x(t;w(s) + c(k + 1)s)
· exp
(
−cw(t)− 1
2
c2t
)
dγ(w(s))
= exp
(
1
2
c2t
)
·
∫
w(s)∈B
x(t;w(s) + c(k + 1)s) dγ(w(s))
= exp
(
1
2
c2t
)
· Eθ [x(t;w(s) + c(k + 1)s)] .
Da E [exp(cw(t)) · x(t;w(s) + cks)] und E [x(t;w(s) + c(k + 1)s)] daru¨berhinaus in allen
c ∈ C holomorph sind, gilt diese Identita¨t auch fu¨r alle c ∈ C, insbesondere liefert c = iβ
(7.2.2) Eθ
[
eiβw(t) · x(t;w(s) + ikβs)] = e−β2t2 · Eθ [x(t;w(s) + i(k + 1)βs)] ,
fu¨r c = −iβ ergibt Umbenennung von k in −k weiter
(7.2.3) Eθ
[
e−iβw(t) · x(t;w(s) + ikβs)] = e−β2t2 · Eθ [x(t;w(s) + i(k − 1)βs)] .
Zudem liefert Einsetzen von
cos(θ + γt+ βw(t)) =
1
2
(
eiθ+iγt+iβw(t) + e−iθ−iγt−iβw(t)
)
in (7.2.1) fu¨r alle k ∈ Z
d
dt
E
[
eikθx(t;w(s) + ikβs)
]
= A · E [eikθx(t;w(s) + ikβs)]+ 1
2
· C · E [eikθ · eiθ+iγt+iβ(w(t)+ikβt) · x(t;w(s) + ikβs)]
+
1
2
· C · E [e+ikθ · e−iθ−iγt−iβ(w(t)+ikβt) · x(t;w(s) + ikβs)]
= A · E [e±ikθ · x(t;w(s)± ikβs)]
+
1
2
· C · eiγt−kβ2t · E [ei(k+1)θ · eiβw(t) · x(t;w(s) + ikβs)]
+
1
2
· C · e−iγt+kβ2t · E [ei(k−1)θ · e−iβw(t) · x(t;w(s) + ikβs)] .
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Da θ und w(s) als unabha¨ngig vorausgesetzt sind, ergibt sich unter Verwendung von (7.2.2)
E
[
ei(k+1)θ · eiβw(t) · x(t;w(s) + ikβs)] = E [ei(k+1)θ · Eθ [x(t;w(s) + ikβs)]]
= e−
β2t
2 · E [ei(k+1)θ · Eθ [x(t;w(s) + i(k + 1)βs)]]
= e−
β2t
2 · E [ei(k+1)θ · x(t;w(s) + i(k + 1)βs)] ,
analog mit (7.2.3)
E
[
ei(k−1)θ · e−iβw(t) · x(t;w(s) + ikβs)] = e−β2t2 · E [ei(k−1)θ · x(t;w(s) + i(k − 1)βs)] .
Einsetzen liefert
d
dt
E
[
eikθ · x(t;w(s) + ikβs)]
= A · E [eikθ · x(t;w(s) + ikβs)]
+
1
2
· C · eiγt−(1+2k)β
2t
2 · E [ei(k+1)θ · x(t;w(s) + i(k + 1)βs)]
+
1
2
· C · e−iγt−(1−2k)β
2t
2 · E [ei(k−1)θ · x(t;w(s) + i(k − 1)βs)] ,
und mit
yk(t) = e
ikγt− k
2β2t
2 · E [eikθ · x(t;w(s) + ikβs)]
folgt
y′k(t) =
(
A+
(
ikγ − k
2β2
2
)
I
)
· eikγt− k
2β2t
2 · E [eikθ · x(t;w(s) + ikβs)]
+
1
2
· C · eiγ(k+1)t− (k
2+2k+1)β2t
2 · E [ei(k+1)θ · x(t;w(s) + i(k + 1)βs)]
+
1
2
· C · eiγ(k−1)t− (k
2
−2k+1)β2t
2 · E [ei(k−1)θ · x(t;w(s) + i(k − 1)βs)] ,
also kann kurz
(7.2.4) y′k(t) =
(
A+
(
ikγ − k
2β2
2
)
I
)
· yk(t) + 1
2
·C · yk+1(t) + 1
2
·C · yk−1(t) (k ∈ Z)
geschrieben werden. Die Anfangsbedingungen sind leicht anzugeben; da x(0) determini-
stisch ist und die Gleichverteilung von θ auf [0, 2π] bedingt, dass eikθ fu¨r k 6= 0 auf dem
Rand des Einheitskreises in C gleichverteilt ist, folgt
(7.2.5) yk(0) = δ0kx(0) (k ∈ Z).
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Eine weitere Umformung des Gleichungssystems besteht darin, zk =
1
2k
(yk, y−k)
T fu¨r k ∈ N
sowie z0 = (y0, 0)
T zu setzen. Es folgt
z′0(t) =
(
A 0
0 A
)
z0(t) +
(
C C
0 0
)
z1(t)(7.2.6)
z′k(t) =
(
A+ ikγI − k2β2
2
I 0
0 A− ikγI − k2β2
2
I
)
zk(t)
+
(
C 0
0 C
)
zk+1(t) +
1
4
(
C 0
0 C
)
zk−1(t) (k ∈ N).(7.2.7)
Bei den Anfangsbedingungen a¨ndert sich nicht viel, es ist
(7.2.8) zk(0) = δk0
(
x(0)
0
)
.
Von Interesse ist natu¨rlich nur y0(t), also z0(t). Wird z
(N)
N+1(t) ≡ 0 gesetzt, so entsteht
ein endliches Differentialgleichungssystem mit der Lo¨sung z
(N)
0 (t). Die Lo¨sungen z0(t) und
z
(N)
0 (t) sind jeweils eindeutig (siehe [5]), es stellt sich die Frage, ob und wie schnell z
(N)
0 (t)
gegen z0(t) konvergiert. Dies wird mithilfe des auf dem Pringsheim-Kriterium basierenden
Satzes 5.5.1 nach Anwendung der Laplace-Transformation beantwortet.
7.2.2 Laplace-Transformation und Konvergenz
im Laplace-Raum
Es sei zk(λ) die Laplace-Transformierte von zk(t). Da die Laplace-Transformierte von z
′
k(t)
gerade λzk(λ)− zk(0) ist, folgt(
λI − A 0
0 λI − A
)
· z0(λ) =
(
C C
0 0
)
· z1(λ) +
(
x(0)
0
)
und(7.2.9)
Qk(λ) · zk(λ) = Q · zk+1(λ) + 1
4
·Q · zk−1(λ) (k ∈ N)(7.2.10)
mit
Q =
(
C 0
0 C
)
und Qk(λ) =


(
λ− ikγ + k2β2
2
)
I − A 0
0
(
λ+ ikγ + k
2β2
2
)
I − A

 .
Entsprechend ist mit z
(N)
N+1(s) ≡ 0 ein endliches Gleichungssystem fu¨r z(N)0 (s) zu erfu¨llen,
wegen der Eindeutigkeit der Laplace-Transformation sind auch z0(s) und z
(N)
0 (s) dann je-
weils eindeutig durch das Gleichungssystem bestimmt. Die Gleichungen (7.2.9) und (7.2.10)
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bilden zusammen ein Gleichungssystem der in Satz 5.5.1 behandelten Form, dabei ist
b0 = 0
b1 =
(
λI − A 0
0 λI − A
)
a1 =
(
I 0
0 I
)
c1 =
(
x(0)
0
)
a2 = −
(
C C
0 0
)
bn = Qn−1(λ), n ≥ 2
cn = Q, n ≥ 2
an = −1
4
·Q, n ≥ 3.
Die bn, an und cn sind natu¨rlich Elemente der BanachalgebraR = C2d×2d (Vektoren ko¨nnen
durch Nullen zu einer Matrix erga¨nzt werden), die hier auch bei der spa¨teren Verwendung
von Satz 5.5.1 zugrunde liegt. Allerdings kommen auch Matrizen der Dimension d× d und
entsprechende Vektoren vor, ||.|| bezeichnet je nach Argument die euklidische Norm auf
Cd, C2d sowie die induzierte Matrixnorm auf Cd×d oder C2d×2d. Ist Reλ ≥ σ > ||A||, so ist
nach dem Sto¨rungslemma oder Satz A.2.1 sicher λI − A invertierbar mit
∣∣∣∣(λI − A)−1∣∣∣∣ ≤ 1|λ| ·
∣∣∣∣∣
∣∣∣∣∣
(
I − 1
λ
A
)−1∣∣∣∣∣
∣∣∣∣∣ = 1|λ| · ||I||1− 1
|λ|
||A|| =
1
|λ| − ||A|| .
Damit ist auch b1 =
(
λI − A 0
0 λI − A
)
invertierbar und es gilt
∣∣∣∣b−11 c1∣∣∣∣ ≤ ||x(0)|||λ| − ||A|| sowie
∣∣∣∣b−11 a2∣∣∣∣ ≤ 2 ||C|||λ| − ||A|| .
Ebenso sind die Matrizen
(
λ− ikγ + k2β2
2
)
I − A fu¨r λ mit Reλ > ||A|| invertierbar mit
((
λ− ikγ + k
2β2
2
)
I − A
)−1
≤ 1|λ|+ k2β2
2
− ||A|| .
Damit ist auch bk+1 = Qk(λ) fu¨r derartige λ und k ≥ 1 invertierbar mit∣∣∣∣Q−1k (λ)∣∣∣∣ ≤ 2|λ|+ k2β2
2
− ||A|| <
4
k2β2
.
Mit ||a2|| ≤ 2 ||C|| und ||Q|| ≤ 2 ||C|| lassen sich nun die αn mit
α1 = ||a1|| ·
∣∣∣∣b−11 c1∣∣∣∣ und αn = ∣∣∣∣b−1n−1an∣∣∣∣ · ∣∣∣∣b−1n cn∣∣∣∣ , n ≥ 2
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abscha¨tzen. Es ist
α1 ≤ ||x(0)|||λ| − ||A|| ,
α2 ≤ 2 ||C|||λ| − ||A|| ·
4 · 2 ||C||
β2
=
16 ||C||2
β2(|λ| − ||A||) ,
αn ≤
2 · 1
4
· 2 ||C||
|λ|+ (n−2)2β2
2
− ||A||
· 2 · 2 ||C||
|λ|+ (n−1)2β2
2
− ||A||
, n ≥ 3.
Fu¨r n→∞ strebt αn offensichtlich gegen 0, wird |λ| gro¨ßer, so wird αn ebenfalls kleiner,
fu¨r σ > 0 konvergiert αn daher fu¨r Re(λ) ≥ σ gleichma¨ßig gegen 0. σ la¨sst sich demzufolge
derart wa¨hlen, dass fu¨r Re(λ) ≥ σ stets αn ≤ 14 fu¨r alle n ≥ 2 gilt. Damit kann Satz 5.5.1
angewendet werden; dieser besagt, dass z0
(N)(λ) fu¨r Reλ ≥ σ gegen z0(λ) strebt, und
∣∣∣∣∣∣z0(λ)− z(N)0 (λ)∣∣∣∣∣∣ ≤ 22N+1N + 2
N+1∏
n=1
αn
gilt. Wird αn fu¨r n ≥ 3 noch durch
αn ≤ 16 ||C||
2
β4(n− 2)2(n− 1)2
abgescha¨tzt, so folgt
∣∣∣∣∣∣z0(λ)− z(N)0 (λ)∣∣∣∣∣∣ ≤ 22N+1 · 16N ||C||2N ||x(0)||(N + 2)β2β4(N−1)((N − 1)!N !)2 · 1(|λ| − ||A||)2
=
2β2 · 64N · ||C||2N ||x(0)||
(N + 2)β4N((N − 1)!N !)2 ·
1
(|λ| − ||A||)2
7.2.3 Ru¨cktransformation
Mit der inversen Laplace-Transformation folgt
z0(t)− z(N)0 (t) =
1
2πi
∫
y∈R
e(σ+iy)t
(
z0(σ + iy)− z(N)0 (σ + iy)
)
dy,
also ∣∣∣∣∣∣z0(t)− z(N)0 (t)∣∣∣∣∣∣ ≤ γ · eσt ·
(
8 ||C||
β2
)2N
· 1
((N − 1)!N !)2 · (N + 2)
mit dem weder von N noch von t abha¨ngenden Wert
γ =
β2 ||x(0)||
π
∫
y∈R
dy(√
σ2 + y2 − ||A||
)2 .
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Wegen z0 = (y0, 0)
T bzw. z
(N)
0 =
(
y
(N)
0 , 0
)T
ist damit gezeigt, dass die Funktion y0(t) in
dem endlichen, deterministischen Anfangswertproblem
y′k(t) =
(
A+
(
ikγ − k
2α2
2
)
I
)
· yk(t) + 1
2
· C · yk+1(t) + 1
2
· C · yk−1(t)
(−N < k < N)
y′−N(t) =
(
A+
(
−iNγ − N
2α2
2
)
I
)
· y−N(t) + 1
2
· C · y−N+1(t)
y′N(t) =
(
A+
(
iNγ − N
2α2
2
)
I
)
· yN(t) + 1
2
· C · yN−1(t)
y0(0) = x(0)
yk(0) = 0 (−N ≤ k ≤ N, k 6= 0)
bis auf einen in seiner Norm durch
γ · eσt ·
(
8 ||C||
β2
)2N
· 1
((N − 1)!N !)2 · (N + 2)
beschra¨nkten Fehler den Erwartungswert E [x(t)] berechnet.
Bemerkung 7.2.1. Bobryk benutzt in seiner Arbeit [5] das Konvergenzkriterium von
Denk und Riederle, [10]. Natu¨rlich folgt auch mit diesem Kriterium die Konvergenz des
Kettenbruchs (dort wird mit der hier verwendeten Notation verlangt, dass das Produkt
der αn gegen 0 strebt, was offensichtlich der Fall ist) und damit des Verfahrens und auch
eine vernu¨nftige Fehlerabscha¨tzung (es fehlt im Wesentlichen nur der Faktor 1
N+2
), da der
Fehlerterm fu¨r große N vor allem durch die Fakulta¨ten im Nenner bestimmt wird. Dieser
kleine Unterschied kann jedoch je nach ||C||, ||A|| und β fu¨r kleine N wesentlich sein, und
fu¨r eine praktische Umsetzung ist es von großer Wichtigkeit, N so klein wie mo¨glich zu
halten.
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Anhang A
Banachalgebren
An dieser Stelle sollen kurz Definitionen und die wesentlichen verwendeten Sa¨tze aus der
Theorie der Banachalgebren angegeben werden.
A.1 Definitionen und einfache Ergebnisse
Definition A.1.1 (Banachalgebra). Eine Algebra R ist ein Vektorraum u¨ber einem Ko¨rper
K mit K = R oder K = C, auf dem zusa¨tzlich eine Multiplikation definiert ist. Ist auf einer
Algebra R daru¨berhinaus noch eine Norm ||·|| definiert, die submultiplikativ wirkt, d.h.
||ab|| ≤ ||a|| · ||b||, und ist R bezu¨glich dieser Norm vollsta¨ndig, so heißt R Banachalgebra.
Dabei werden die Begriffe der Cauchy-Folge und der konvergenten Folge wie in R definiert.
Existiert ein multiplikativ neutrales Element I, so wird R als Banachalgebra mit Eins
bezeichnet.
Anders als in Strukturen mit multiplikativer Norm muss ||I|| fu¨r das neutrale Element I
nicht 1 sein. Aus der Submultiplikativita¨t folgt ||I|| ≤ ||I||2 und wegen ||I|| > 0 (nach
Definition der Norm und wegen I 6= 0 fu¨r nichttriviale Banachalgebren) ist ||I|| ≥ 1. Als
Beispiel sei hier die Banachalgebra aller Matrizen der Dimension d × d mit d ≥ 2 mit
der Gesamtnorm oder der Perron-Frobenius-Norm angefu¨hrt: Das multiplikativ neutrale
Element I ist die Einheitsmatrix, in der Gesamtnorm ist ||I|| = d, in der Perron-Frobenius-
Norm ist ||I|| = √d.
Definition A.1.2 (Einheiten). In einer Banachalgebra R mit Eins I heißt r ∈ R eine
Einheit oder invertierbar, wenn es ein Element s ∈ R mit rs = sr = I gibt. Dabei wird
s als Inverse von r auch mit s = r−1 bezeichnet. Die Gruppe aller Einheiten wird mit R∗
bezeichnet.
Bei der Definition ist zu beachten, dass alle Ergebnisse der Ringtheorie auch fu¨r Banachal-
gebren gelten, insbesondere sind Inverse im Falle ihrer Existenz stets eindeutig, und die
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Einheiten bilden tatsa¨chlich eine Gruppe. Natu¨rlich gelten auch alle weiteren Rechenregeln
wie 0r = r0 = 0 fu¨r alle r ∈ R und (rs)−1 = s−1r−1 fu¨r r, s ∈ R∗. Ein weiteres einfaches
Ergebnis ist
Lemma A.1.1. Es seien r, s, t ∈ R, r−1 und t−1 sowie (rst)−1 mo¨gen existieren. Dann
existiert auch s−1.
Beweis. Das Inverse von s kann mit t(rst)−1r direkt angegeben werden. Denn wird die
Identita¨t rst(rst)−1 = I von links mit r−1 und von rechts mit r multipliziert, so ergibt sich
gerade s · t(rst)−1r = I, und wird (rst)−1rst = I von links mit t und von rechts mit t−1
multipliziert, so zeigt sich t(rst)−1r · s = I.
A.2 Konvergenz von Reihen
Nach Definition heißt eine Reihe
∑
rn konvergent gegen r, wenn∣∣∣∣∣
∣∣∣∣∣r −
N∑
n=0
rn
∣∣∣∣∣
∣∣∣∣∣
fu¨r N →∞ gegen 0 strebt. Sie wird als absolut konvergent bezeichnet, falls in R die Reihe∑ ||rn|| konvergiert.
Satz A.2.1. Es sei R eine Banachalgebra und r ∈ R. Konvergiert
∞∑
n=0
rn,
so ist der Grenzwert gerade (I − r)−1. Fu¨r ||r|| < 1 ist die Konvergenz garantiert und fu¨r
alle s ∈ R gilt dann
∣∣∣∣(I − r)−1s∣∣∣∣ ≤ ||s||
1− ||r|| bzw.
∣∣∣∣s(1− r)−1∣∣∣∣ ≤ ||s||
1− ||r|| .
Beweis. Konvergiert die Reihe u¨ber rn, so gilt notwendig rn → 0 fu¨r n→∞. Nun ist
(I − r)
N−1∑
n=0
rn = I − rN =
N−1∑
n=0
rn(I − r)
und der Grenzu¨bergang N →∞ liefert
(I − r)
∞∑
n=0
rn = I =
∞∑
n=0
rn(I − r)
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und damit die erste Behauptung. Ist ||r|| < 1, so ist wegen ||rn|| ≤ ||r||n fu¨r alle n ∈ N die
Reihe u¨ber ||rn|| fu¨r n ≥ 1 durch eine konvergente reelle geometrische Reihe abzuscha¨tzen,
d.h. die geometrische Reihe konvergiert sogar absolut. Die Subaddititivita¨t und die Sub-
multiplikativita¨t liefern dabei
∣∣∣∣(I − r)−1s∣∣∣∣ =
∣∣∣∣∣
∣∣∣∣∣
∞∑
n=0
rns
∣∣∣∣∣
∣∣∣∣∣ ≤
∞∑
n=0
||r||n ||s|| = ||s||
1− ||r||
und entsprechend fu¨r Multiplikation von links mit s.
Satz A.2.2. Es seien A =
∞∑
n=0
an und B =
∞∑
n=0
bn absolut konvergente Reihen in der
Banachalgebra R. Wird cn =
n∑
k=0
akbn−k gesetzt, so konvergiert auch C =
∞∑
n=0
cn absolut
mit C = AB.
Beweis. Wegen ||cn|| ≤
n∑
k=0
||ak|| ||bn−k|| und der absoluten Konvergenz von A und B folgt
die absolute Konvergenz von C aus dem entsprechenden Satz in R. Es bezeichne nun
An =
n∑
k=0
ak, entsprechend Bn und Cn. Dann gilt
Cn =
n∑
j=0
cj =
n∑
j=0
j∑
k=0
akbj−k =
n∑
k=0
ak
n∑
j=k
bj−k =
n∑
k=0
akBn−k
sowie
AB = (A− An)B +
n∑
k=0
akB
und zusammen folgt
AB − Cn = (A− An)B +
n∑
k=0
ak(B −Bn−k)
= (A− An)B +
⌊n
2
⌋∑
k=0
ak(B −Bn−k) +
n∑
k=⌊n
2
⌋
ak(B −Bn−k).
Der erste Summand auf der rechten Seite strebt offensichtlich gegen 0. Der zweite kann in
seiner Norm durch
∞∑
k=0
||ak||max
j≥n
2
||B −Bj||
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abgescha¨tzt werden, strebt also auch gegen 0. Der letzte Summand kann in seiner Norm
gegen ∑
k≥n
2
||ak||max
j∈N0
||B −Bj||
abgescha¨tzt werden, und auch er strebt gegen 0.
Satz A.2.3. Es sei lim
k→∞
r
(k)
n = rn in der Banachalgebra R. Ferner gebe es reelle Zahlen xn
mit
∣∣∣∣∣∣r(k)n ∣∣∣∣∣∣ ≤ xn fu¨r alle k ∈ N und ∑xn < ∞. Dann konvergiert ∞∑
n=0
r
(k)
n fu¨r alle k ∈ N
und es gilt
lim
k→∞
∞∑
n=0
r(k)n =
∞∑
n=0
rn.
Beweis. Die Konvergenz der vorkommenden Reihen ist klar, da auch ||rn|| ≤ xn ist; sei
nun ǫ > 0 gegeben. Wa¨hle zuna¨chst N derart, dass
∑∞
n=N xn <
ǫ
3
ist. Anschließend wa¨hle
K so groß, dass fu¨r alle k ≥ K und fu¨r alle n = 0, . . . , N − 1
∣∣∣∣rn − r(k)n ∣∣∣∣ < ǫ3N
ist. Dann gilt∣∣∣∣∣
∣∣∣∣∣
∞∑
n=0
rn −
∞∑
n=0
r(k)n
∣∣∣∣∣
∣∣∣∣∣ ≤
N−1∑
n=0
∣∣∣∣rn − r(k)n ∣∣∣∣+ ∞∑
n=N
||rn||+
∞∑
n=N
∣∣∣∣r(k)n ∣∣∣∣ < ǫ3 + ǫ3 + ǫ3 = ǫ.
Satz A.2.4. Es sei J eine abza¨hlbare Indexmenge, J1 ⊂ J2 ⊂ J3 ⊂ . . . und
J =
∞⋃
k=1
Jk.
Die Reihe ∑
j∈J
rj
konvergiere absolut in der Banachalgebra R. Dann gilt
lim
k→∞
∑
j∈Jk
rj =
∑
j∈J
rj.
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Beweis. Es sei ǫ > 0 beliebig. Aufgrund der absoluten Konvergenz kann eine endliche
Teilmenge J0 ⊂ J so gewa¨hlt werden, dass∑
j∈J\J0
||rj|| < ǫ
ist. Wegen
⋃
Jk = J kann K so gewa¨hlt werden, dass
J0 ⊂
K⋃
k=1
Jk = JK
und somit auch J0 ⊂ Jk fu¨r alle k ≥ K ist, oder umgekehrt formuliert J \ Jk ⊂ J \ J0. Es
folgt ∣∣∣∣∣
∣∣∣∣∣
∑
j∈J
rj −
∑
j∈Jk
rj
∣∣∣∣∣
∣∣∣∣∣ =
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
j∈J\Jk
rj
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤
∑
j∈J\Jk
||rj|| ≤
∑
j∈J\J0
||rj|| < ǫ
fu¨r alle k ≥ K.
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Anhang B
Abbildungen
Die nachstehenden Abbildungen zeigen die stationa¨re Verteilung der Kundenanzahl fu¨r das
Beispiel aus Abschnitt 7.1 unter verschiedenen Parameterfestsetzungen.
In den Abbildungen B.1.1 bis B.1.5 wird der Parameter c bei fixierten Werten λ0 = 100,
µ0 = 1 und γ0 = 0.001 variiert. In den Abbildungen B.1.6 bis B.1.9 wird der Parameter λ0
bei fixierten Werten c = 50, µ0 = 1 und γ0 = 0.001 variiert. In den Abbildungen B.1.10
bis B.1.13 wird der Parameter µ0 bei fixierten Werten c = 50, λ0 = 100 und γ0 = 0.001
variiert. In den Abbildung B.1.14 bis B.1.17 wird der Parameter γ0 bei fixierten Werten
c = 50, λ0 = 100 und µ0 = 1 variiert.
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Abbildung B.1.1: Level-Wahrscheinlichkeiten fu¨r c = 1 (oben) und c = 10
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Abbildung B.1.2: Level-Wahrscheinlichkeiten fu¨r c = 20 (oben) und c = 50
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Abbildung B.1.3: Level-Wahrscheinlichkeiten fu¨r c = 75 (oben) und c = 100
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Abbildung B.1.4: Level-Wahrscheinlichkeiten fu¨r c = 150 (oben) und c = 200
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Abbildung B.1.5: Level-Wahrscheinlichkeiten fu¨r c = 500 (oben) und c = 1000
102
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0  10  20  30  40  50  60  70
W
ah
rs
ch
ei
nl
ic
hk
ei
t
Level
Abbildung B.1.6: Level-Wahrscheinlichkeiten fu¨r λ = 10
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Abbildung B.1.7: Level-Wahrscheinlichkeiten fu¨r λ = 50
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Abbildung B.1.8: Level-Wahrscheinlichkeiten fu¨r λ = 100
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Abbildung B.1.9: Level-Wahrscheinlichkeiten fu¨r λ = 200
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Abbildung B.1.10: Level-Wahrscheinlichkeiten fu¨r µ = 1
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Abbildung B.1.11: Level-Wahrscheinlichkeiten fu¨r µ = 2
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Abbildung B.1.12: Level-Wahrscheinlichkeiten fu¨r µ = 5
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Abbildung B.1.13: Level-Wahrscheinlichkeiten fu¨r µ = 10
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Abbildung B.1.14: Level-Wahrscheinlichkeiten fu¨r γ = 1
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Abbildung B.1.15: Level-Wahrscheinlichkeiten fu¨r γ = 2
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Abbildung B.1.16: Level-Wahrscheinlichkeiten fu¨r γ = 5
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Abbildung B.1.17: Level-Wahrscheinlichkeiten fu¨r γ = 10
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Anhang C
Bezeichnungen
• R bezeichnet eine beliebige Banachalgebra mit Einselement. Dieses wird mit I be-
zeichnet, die Einheitengruppe mit R∗.
• Id bezeichnet die d× d-Einheitsmatrix.
• Es bezeichnet Nm,n = {m, . . . , n} fu¨r m,n ∈ N0 mit m ≤ n, fu¨r m > n ist Nm,n = ∅.
• Das Produkt
n∏
i=1
ri wird von unten nach oben ausgeschrieben, also
n∏
i=1
ri =
n−1∏
i=1
ri · rn.
• Das von oben nach unten ausgeschriebene Produkt wird mit
i=n∏
1
ri abgeku¨rzt, also
i=n∏
1
ri = rn ·
i=n−1∏
1
ri.
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