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Abstract
The main aim of this bachelor’s thesis is to introduce the concept of a ground state and
prove its existence for the nonlinear diffusion equation
−∆u+au = b|u|αu in RN ,
as well as, for the equation with a fractional diffusion:
(−∆)s u+au = b|u|αu in RN .
A ground state of a problem is, roughly speaking, a solution that minimises the total energy.
We will begin by introducing the Sobolev spaces and presenting some important results.
We then define the concept of ground state and proceed to prove its existence for a nonlinear
diffusion equation. Finally, we present the fractional Laplacian operator (−∆)s and the frac-
tional Sobolev space and explain the parallelisms when proving the existence of a ground state
between the non-fractional and the fractional case.
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1 INTRODUCTION
A general principle in physics is that any system prefers to go to the state of lowest energy,
called the ground state. It is, therefore, of great interest, when studying a problem, to try to
find a solution that minimises the total energy.
The main aim of these pages is, partly, to prove the existence of such a solution for the
equation
−∆u+au = b|u|αu in RN .
Furthermore, we will see that the solution is a nonnegative, nonincreasing and spherically
symmetric function. These results have been found by H.Berestycki and P.L.Lions in [2] and
have also been presented by T. Cazenave in [4]. H. Berestycki and P.L. Lions in [2] have, more-
over, studied the existence of infinitely many solutions and, thereby, of the so-called bound
states: solutions with a higher total energy than ground states. Though in this thesis we are
only concerned with the existence of a ground state, contributions have been made regarding
its uniqueness, such as E. Lenzmann’s in [11].
A natural question could be whether these results can be extended to a nonlocal version
of the problem above. In regard to this, we also aim to prove with the present paper that the
method from [2] used to show the existence of ground states for the classical equation can also
be adapted to the corresponding nonlocal case obtained by replacing the standard Laplacian
operator by the fractional Laplacian operator (−∆)s , where, as usual, for any s ∈ (0,1), (−∆)s
denotes the s-power of the Laplacian:
(−∆)su =C (N , s)
∫
RN
u(x)−u(y)
|x− y |N+2s d y,
where the above integral is intended in the principal value sense, that is: the value associated
to this improper integral.
Let us now briefly delineate the structure of the work.
1. In chapter 2, we first aim to convey to the reader the need of Sobolev spaces by study-
ing a linear diffusion problem with null Dirichlet condition. We, furthermore, give to
this problem a physical interpretation, namely, it describes the equilibrium position
of a square-shaped stretched membrane undergoing an external load. We will use this
interpretation to calculate the energy of the system and then introduce the idea that we
want to find solutions that minimise the energy, as they are the ones describing best the
nature. We are, therefore, prior to proving the existence of a ground state for a non-linear
diffusion problem in RN , tackling the same problem, however with a linear equation in
a bounded domainΩ⊂R and with Dirichlet boundary conditions.
We then present the Sobolev Spaces, first in one dimension and, further on, in higher
dimension, and prove some of their most significant theorems and properties, some of
which will be of great use in the following sections.
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2. In chapter 3, we define the concept of ground state and prove the widely known Po-
hozaev identity. This useful result will then serve us to prove the existence of ground
states for dimensions N ≥ 3. Furthermore, we will also prove their existence in one di-
mension. However, we will not prove the bidimensional problem due to its complexity.
3. In chapter 4, we introduce the nonlocal fractional Laplacian operator, a currently very
hot topic in Mathematics. We present it using a probabilistic argument, namely a
random walk where long jumps can also take place. At that point, we give a short
introduction to fractional Sobolev spaces and their properties focusing mainly on the
ones needed in chapter 5 to prove the existence of ground states for the nonlocal case.
4. Last but not least, we adapt in chapter 5 the proof for the existence of ground states in
high dimensional problems N ≥ 3 of chapter 3 to the nonlocal version of the problem.
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2 INTRODUCTION TO SOBOLEV SPACES
2.1 MOTIVATION: SOLUTION FOR THE VARIATIONAL PROBLEM
In this subsection, we will illustrate the need of Sobolev Spaces through the following example
based on the books by S.Salsa in [14] and H.Brezis in [3].
Let us consider a first approach to describing the equilibrium position of a stretched mem-
brane having the shape of a squareΩ. The membrane undergoes small deformations due to
an external load f and is kept at level zero on ∂Ω. Since there is no time evolution, the position
of the membrane may be described by a function u = u(x), solution of the Dirichlet problem:{
−∆u = f on Ω
u = 0 on ∂Ω. (2.1)
One way to solve the problem is to find a classical or strong solution of (2.1), that is: a C 2
function onΩ satisfying (2.1) in the usual sense. Nevertheless, we want to introduce a different
way to tackle the problem.
Given that we have a null Dirichlet boundary condition, by multiplying the equation by
ϕ ∈C 1(Ω) and integrating by parts, we obtain:∫
Ω
∇u ·∇ϕ=
∫
Ω
f ϕ ∀ϕ ∈C 1(Ω), ϕ=|∂Ω 0. (2.2)
The importance of this transformation relies on the fact that for this expression to make sense
we only need u ∈C 1(Ω), whereas for (2.1) we needed two derivatives. As a matter of fact, we
only need u,∇u ∈ L1(Ω) but do note that we will make the meaning of ∇u later on, when we
define the Sobolev Spaces.
A function u ∈C 1 that satisfies (2.2) is called a weak solution of (2.1). As a matter of fact, we
can obtain a classical solution through a weak solution. This approach to a solution of (2.1)
through (2.2) is called a variational method and its main stages are the following:
1. We define a weak solution.
2. We prove the existence and uniqueness of a weak solution.
3. We prove the regularity of the weak solution.
4. A classical solution is found by showing that any weak solution that is regular enough is
a classical solution.
Moreover, let us go further by interpreting the equations above. The integral on the left hand
side of (2.2) represents the work done by the internal elastic forces, due to a virtual displace-
ment ϕ. On the other hand
∫
Ω f v expresses the work done by the external forces. Thus, the
weak formulation (2.2) states that these two works are in balance, which constitutes a version
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of the principle of virtual work.
But we are interested in an additional observation. The total energy of the problem is:
E(w)= 1
2
∫
Ω
|∇w |2d x−
∫
Ω
f wd x. (2.3)
In consideration of the fact that nature likes to save energy, the equilibrium position u must
correspond to the minimizer of (2.3) among all the admissible configurations u. Thus, let
us do a change on the point of view: instead of looking for a weak solution of (2.2) we may,
equivalently, look for a minimizer of (2.3). The difficulty of this problem solving method is
precisely finding the minimizer, which is not as straightforward as one might think.
Let us now formalise this physical intuiton of looking for a minimizer by presenting Dirich-
let’s principle. However, let us first reformulate the problem as follows:{
−∆v = 0 onΩ
v = g (x) on ∂Ω. (2.4)
Let us notice that we have reformulated problem (2.1) as a problem with f = 0 and a Dirichlet
boundary condition. Before presenting Dirichlet’s principle, we prove that indeed both prob-
lems are equivalent.
Proposition 2.1.1. Problems (2.1) and (2.4) are equivalent.
Proof of 2.1.1.
Let us first prove that given h(x) we can find functions v(x) and f (x) that verify (2.4). We
notice first that h(x) is only defined on ∂Ω, so we build an extension h˜(x) defined for x ∈ Ω¯ of
h(x), such that h˜(x)= h(x) if x ∈ ∂Ω. And, therefore, we can define
v := u− h˜,
consequently, we can build the function f (x) of (2.1):
−∆v =−∆u+∆h˜ =∆h˜ =: f (x)
and obviously the boundary is also verified:
v =|∂Ω h(x)−h(x)= 0,
so we have verified that we can express problem (2.4) as problem (2.1).
Conversely, given f (x), we want to find u and h(x) that verify (2.4). We will find u using
the fundamental solution of the equation. For this matter, we first need to extend f as a null
function outside Ω, so we build f˜ (x) such that:
f˜ (x)≡ 0 in RN −Ω and f˜ (x)=|Ω f (x),
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and the solution of
−∆v˜ = f˜ in RN
is
v˜(x)= c
∫
RN
∣∣x− y∣∣2−N f˜ (y)d y.
In this way we can define:
u := v − v˜
and by additionally defining
h(x) :=−v˜(x) on ∂Ω,
we have that indeed (2.4) is verified. ä
Having proved the equivalence between (2.1) and (2.4), let us now present Dirichlet’s princi-
ple for problem (2.4). Furthermore, we will build on this principle and show the need of the
Sobolev Spaces, since the solution of the minimization problem will belong to them.
Theorem 2.1.2. Dirichlet’s principle Let f ∈ L2(Ω) and v ∈C 1(Ω¯)∩C 2(Ω), then, among all
C 1(Ω¯) functions which agree with g on ∂Ω, v minimizes
T (v)=
∫
Ω
|∇v |2 d x,
if and only if, v solves
∆v = 0 in Ω, v = g on ∂Ω.
We note that here we make no statement about the existence of a function v satisfying the
hypothesis in the previous principle. This will be the goal of this subsection and we will prove
it in (2.3.8).
Proof of 2.1.2.
If we multiply the equation by any w ∈C∞0 (Ω) and integrate, we have:
0=
∫
(∆v) w =−
∫
∇v ·∇w.
As a consequence, we obtain:∫
|∇(v +w)|2 =
∫
|∇v |2+
∫
|∇w |2 ≥
∫
|∇v |2 .
In other words, v is the minimizer of the function:
T (v)=
∫
Ω
|∇v |2 d x.
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Conversely, if v is a minimizer, then for any w ∈C∞0 , and t > 0, we have:∫
|∇(v + t w)|2 ≥
∫
|∇v |2 ⇐⇒ t 2
∫
|∇w |2−2t
∫
∇v ·∇w ≥ 0,
which implies ∫
(∆v) w =−
∫
∇v ·∇w = 0,
by taking t → 0 and consequently
∆v = 0
when v ∈C 2. ä
It is important to notice that the principle is not automatically true without specifying
the class of functions v should belong to. We also want to point out, that whereas T (v) is
well-defined when v ∈C 1, v needs to be in C 2 to satisfy Laplace’s equation.
Let us now analyse the space of the minimizer by considering vn a minimizing sequence,
that is
lim
n→∞T (vn)= infT (v).
Let us calculate:
T (vn − vm)=
∫
|∇vn −∇vm |2
=
∫
|∇vn |2−2∇vn ·∇vm +|∇vm |2
= 2
∫
|∇vn |2−
∫
|∇vn +∇vm |2+2
∫
|∇vm |2
= 2T (vn)+2T (vm)−4T
(vn + vm
2
)
.
Since it holds:
4T
(vn + vm
2
)
≥ 4infT (u)= lim
n,m→∞ (2T (vn)+2T (vm)) ,
we see that
lim
n,m→∞T (vn − vm)= limn,m→∞2T (vn)+2T (vm)−4T
(vn + vm
2
)
≤ lim
n,m→∞2T (vn)+2T (vm)− limn,m→∞ (2T (vn)+2T (vm))= 0.
So:
T (vn − vm)→ 0 if n,m →∞.
This implies that (∇vn) is a Cauchy sequence in the L2 space. Given that L2(Ω) is a Hilbert
space, there exists a limit function w = limn→∞∇vn , which belongs to L2.
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Though without any further study, we can not know whether w can be represented as the
gradient ∇v of some function v :Ω→R, at the moment, however we do however know that
w ∈ L2, and so it is not clear what regularity properties v should possess. In any case, this
consideration suggests that we seek a minimum of T in the space of those functions whose
gradient is in L2.
Let us note, that with the calculations above, we have, moreover, proved the existence of a
minimizer of T , when considering the adequate class of functions, since in a complete space a
Cauchy sequence is convergent. The same method can be applied to prove that the minimum
of (2.3) can be reached, as we will see in Theorem 2.3.11. This is due to the linearity of the
equation −∆u = f . The proof of theorem 2.3.11. is, in fact, more general and does not use the
linearity of the PDE, but uses weak convergence properties.
Let us finally introduce the Sobolev Spaces W s,p of functions in Lp (Ω), which are complete
and whose distributional derivatives also belong to Lp (Ω), which implies that they are the
adequate class of functions that can contain the minimizer of (2.3). By presenting these spaces,
we are able to describe the solutions as functions of a concrete space, which is an important
advantage towards methods that had been used before the introduction of Sobolev Spaces,
which consisted in trying to find a solution in an adequate abstract space built by a completion
procedure, so that the minimizer had the desired differentiability properties (the reader can
see [1] for further information).
2.2 SOBOLEV SPACE W 1,p (I )
We wish to start introducing the Sobolev spaces in one dimension to then work our way to
higher dimensions. The contents of this subsection have been taken from H.Brezis in chapter
8 of [3].
Definition 2.2.1. Let I = (a,b) be an open interval, possibly unbounded, let Cc (I ) be the space
of continuous functions I → I compactly supported in I, and let p ∈ R with 1 ≤ p ≤∞ , the
Sobolev space W 1,p (I ) is defined to be:
W 1,p (I )=
{
u ∈ Lp (I ); ∃g ∈ Lp (I ) s.t.
∫
I
uϕ′ =−
∫
I
gϕ ∀ϕ ∈C 1c (I )
}
.
For u ∈W 1,p (I ) we denote u′ = g . We want to note that if u ∈C 1(I )∩Lp (I ) and if u′ ∈ Lp (I )
(here u′ the usual derivative, not g ), then, of course, u ∈W 1,p (I ) and the usual derivative u′
coincides with the derivative in the W 1,p sense, so this notation is consistent. As a further
remark, if I is bounded, we have C 1(I¯ )⊂W 1,p (I ) for all 1≤ p ≤∞.
The ϕ function used in the definition of the Sobolev space is called a test function.
For p = 2, we set H 1(I )=W 1,2(I ) and we will use either of them indistinctly.
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Notation. The Sobolev space W 1,p is equipped with the norm
||u||W 1,p = ||u||Lp +||u′||Lp
and the H 1 space is equipped with the scalar product
(u, v)H 1 = (u, v)L2 + (u′, v ′)L2 =
∫ b
a
(uv +u′v ′)
and has its associated norm
||u||H 1 = (||u||2L2 +||u′||2L2 )1/2 .
Let us remember that a Banach space is a vectorial space that has an associated norm
and with this norm the space is complete. The following proposition states that the Sobolev
space is indeed a Banach space. This is particularly useful, since in complete spaces Cauchy
sequences are convergent. Therefore, as we previously hinted, the functional T (v) of theorem
2.1.1. has a minimum in a Sobolev Space.
Proposition 2.2.2. The space W 1,p is a Banach space for 1≤ p ≤∞.
Proof of 2.2.2.
Let (un) be a Cauchy sequence in W 1,p ; then (un) and (u′n) are Cauchy sequences in Lp ,
because of how the norm is defined. Therefore, un has to converge to some limit u in Lp and
u′n to some limit g in Lp . According to the definition of W 1,p , we have the following equation:∫
I
unϕ
′ =−
∫
I
u′nϕ ∀ϕ ∈C 1c (I )
and by making n →∞ ∫
I
uϕ′ =−
∫
I
gϕ ∀ϕ ∈C 1c (I )
So, by definition, u ∈W 1,p , u′ = g and ||un−u||W 1,p → 0, which proves the completeness of the
space and, therefore, that it is indeed a Banach space. ä
Intuitively, we can see the functions in W 1,p as the primitives of the Lp functions. The follow-
ing theorem will provide a formal argument for this intuition.
Theorem 2.2.3. Let u ∈W 1,p (I ) with 1≤ p ≤∞ and I either bounded or unbounded, then
there exists a function u˜ ∈C (I¯ ) such that
u = u˜ a.e. on I
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and
u˜(x)− u˜(y)=
∫ x
y
u′(t )d t ∀x, y ∈ I¯ .
To make clear the importance of this theorem we will rephrase its meaning. From the
definition of W 1,p , if we have one function u ∈W 1,p , then ∀v such that v = u a.e. on I , we
have that v ∈W 1,p . This theorem ensures that for every u ∈W 1,p there exists a continuous
function v on I¯ that belongs to the equivalence class of u, where v ∼ u if v = u a.e. So, when it
is useful, we can replace u by its continuous representative.
The following proposition describes the relationship between L∞ spaces and W 1,p .
Proposition 2.2.4. There exists a constant C (depending only on |I | ≤∞) such that
||u||L∞(I ) ≤C ||u||W 1,p (I ) ∀u ∈W 1,p (I ), ∀ 1≤ p ≤∞ .
This implies that
W 1,p (I )⊂ L∞(I ) .
Before proving this proposition let us first see the following theorem that will be needed in the
proof.
Theorem 2.2.5. Let u ∈W 1,p (I ); 1≤ p < 1. There exists a sequence (un) in C∞c (R) such that
un|I → u in W 1,p (I ).
Proof of 2.2.5.
See Theorem VIII.6 in [3].
Proof of 2.2.4.
Consider first a bounded interval I = [a,b]. From the mean formula there exists x0 ∈ [a,b]
such that
|u(x0)| = 1
b−a
∫ b
a
|u(x)|d t ≥
(
1
b−a
)
|b−a|1− 1p ||u||Lp (I )
≥ |b−a|− 1p ||u||Lp (I ),
where in the first inequality we have used Hölder’s inequality. Now from theorem 2.2.5. and
Hölder’s inequality, we have:
|u(x)−u(y)| ≤
(∫ y
x
1p
′
d t
) 1
p′
(∫ y
x
|u′|p d t
) 1
p
≤ |x− y |1− 1p ||u′||Lp (I )
≤ |x− y |1− 1p ||u′||W 1,p(I ) .
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It follows that for all x ∈ [a,b],
|u(x)| ≤ |u(x)−u(x0)|+ |u(x0)|
≤ |x−x0|1−
1
p ||u||W 1,p (I )+|b−a|−
1
p ||u||Lp (I )
≤
(
|b−a|1− 1p +|b−a|− 1p
)
||u||W 1,p (I )
≤C ||u||W 1,p (R).
Since we can take x ∈R arbitrary (and consider, for example, I = [x− r, x+ r ] for any r > 0), the
inequality above implies
sup
R
|u| ≤C ||u||W 1,p (R.
The second statement follows easily from the inclusions in Lp (X ), for a finite-measure space
X . ä
Having introduced the Sobolev space in one dimension, let us promptly move on to higher
dimensions and its corresponding Sobolev Spaces, given that our main aim is to work on a
high dimensional problem.
2.3 THE SOBOLEV SPACE IN N DIMENSIONS
Both proofs of the existence of a solution for problem (2.5), as well as the proof of its unique-
ness are self-derived, whereas, the results regarding weak convergence and compactness have
been obtained from [14]. The remaining theoretical results concerning Sobolev Spaces have
been taken from [3].
Definition 2.3.1. Let Ω⊂RN be an open set and let p ∈Rwith 1≤ p ≤∞ , the Sobolev space
W 1,p (Ω) is defined to be:
W 1,p (Ω)=
{
u ∈ Lp (Ω);∃g1, g2, ..., gN ∈ Lp (Ω)s.t.
∫
Ω
∂ϕ
∂xi
=−
∫
Ω
giϕ ∀ϕ ∈C∞c (Ω), ∀i
}
.
For u ∈W 1,p (Ω) we denote ∂u∂xi = gi and we write:
∇u = grad u =
(
∂u
∂x1
,
∂u
∂x2
, ...,
∂u
∂xN
)
.
As we did in the one-dimensional problem, we want to note that if u ∈C 1(Ω)∩Lp (Ω) and if
∂u
∂xi
∈ Lp (Ω) ∀i = 1, ..., N (here ∂u∂xi is the usual derivative, not gi ), then, of course, u ∈W 1,p (Ω)
and the usual derivative ∂u∂xi coincides with the derivative in the W
1,p sense, so this notation is
consistent.
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As a further remark, if Ω is bounded, then we have C 1(Ω¯) ⊂ W 1,p (Ω) for all 1 ≤ p ≤ ∞.
Conversely, one can show that if u ∈ W 1,p (Ω) for some 1 ≤ p ≤∞ and if ∂u∂xi ∈ C (Ω) for all
i = 1,2, ..., N , here ∂u∂xi in the W 1,p sense, then there exists a function u˜ ∈ C 1(Ω) such that
u = u˜ a.e.
Again, we call theϕ function used in the definition of the Sobolev space is called a test function.
For p = 2, we set H 1(Ω)=W 1,2(Ω) and we may use both indistinctly.
Notation. The Sobolev space W 1,p (Ω) is equipped with the norm
||u||W 1,p = ||u||p +
N∑
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣
p
and the H 1 space is equipped with the scalar product
(u, v)H 1 = (u, v)L2 +
N∑
i=1
(
∂u
∂xi
,
∂v
∂xi
)
L2
=
∫
Ω
uv +
N∑
i=1
∂u
∂xi
∂v
∂xi
and has its associated norm
||u||H 1 =
(
||u||22+
N∑
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣2
2
)1/2
,
which is equivalent to the W 1,2 norm.
In one dimension we have seen that Sobolev Spaces are complete. The next proposition
ensures that this is also true in higher dimension, which, as we recall, is a very useful property
in order to find a minimizer.
Proposition 2.3.2. W 1,p (Ω) is a Banach space for every 1≤≤∞.
Remark. Given that we know that L2(Ω) spaces are complete, it is easy to verify that in-
deed W 1,p (Ω) is also complete.
When we presented the Sobolev Space in one dimension, we saw that ∀Ω⊂ R W 1,p (Ω)⊂
L∞(Ω) with continuous injection for all 1≤ p ≤∞. We can not directly extend this theorem
to higher dimension, since for p ≤N it is possible to construct functions in W 1,p that are not
in L∞. The following Theorem gives us a characterisation of the values p? for which it is true
that W 1,p (Ω)⊂ Lp?(Ω). This result will prove to be very useful when showing the existence of
a ground state for the nonlinear diffusion equation.
Theorem 2.3.3. Sobolev’s inequality (Sobolev, Gagliardo, Nirenberg). Let 1 ≤ p < N .
Then
W 1,p (RN )⊂ Lp?(RN ), where p? is given by 1
p?
= 1
p
− 1
N
.
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and there exists a constant C =C (p, N ) such that
||u||p? ≤C ||∇u||p ∀u ∈W 1,p (RN ).
Remark. We obtain the value for p? by using the following scaling argument. Let us assume
there exist constants C and q (1≤ q ≤∞) such that:
||u||q ≤C ||∇u||p ∀u ∈C∞c (RN ).
Now let us fix any function u ∈ C∞c (RN ) and substitute into the previous equation uλ(x) =
u(λx). We then obtain,
||u||q ≤Cλ(1+
N
q − Np ) ||∇u||p ∀λ> 0,
which holds only if 1+ Nq − Np = 0, i.e. q = p?.
For the proof we need the following lemma:
Lemma 2.3.4. Let N ≥ 2 and let f1, f2, ..., fN ∈ LN−1(RN−1). For x ∈RN and 1≤ i ≤N set
x˜i = (x1, x2, ..., xi−1, xi+1, ..., xN ) ∈RN−1,
then the function
f (x)= f1(x˜1) f2(x˜2)... fN (x˜N ), x ∈RN ,
belongs to L1(RN ) and
|| f ||L1(RN ) ≤
N∏
i=1
|| fi ||LN−1(RN−1).
Proof of 2.3.4.
Case N = 2
|| f (x)||1 =
∫
R
∫
R
| f1(x2) f2(x1)|d x1d x2
=
∫
R
| f1(x2)|
∫
R
| f2(x1)|d x1d x2 =
=
∫
R
| f1(x2)|d x1
∫
R
| f2(x1)|d x2
=
2∏
i=1
|| fi ||L1(R) <∞,
since f1, f2 ∈ L1(R).
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Case N = 3∫
R
| f (x)|d x3 = | f3(x1, x2)|
∫
R
| f1(x2, x3)|| f2(x1, x3)|d x3
≤ | f3(x1, x2)|
(∫
R
| f1(x2, x3)|2d x3
)1/2 (∫
R
| f2(x2, x3)|2d x3
)1/2
,
by Cauchy-Schwarz and by applying it again we obtain:∫
R3
| f (x)|d x ≤ || f3||L2(R2)|| f1||L2(R2)|| f2||L2(R2).
General Case
We obtain the general case by induction. Let us assume the result for N and then deduce it for
N +1. We fix xN+1 ∈R. Using Hölder’s inequality we get∫
RN
| f (x)|d x1...d xN ≤ || fN+1||LN (RN )
[∫
RN
| f1... fN |
N
N−1 d x1...d xN
] N−1
N
.
We can apply the induction assumption to the terms inside the square brackets by defining
the functions as | f1| NN−1 , ..., | fN | NN−1 , so the integral has the following inequality:∫
RN
| f1|
N
N−1 ...| fN |
N
N−1 d x1...d xN ≤
N∏
i=1
|| fi ||
N
N−1
LN (RN−1).
Thus it follows, ∫
RN
| f (x)|d x1...d xN ≤ || fN+1||LN (RN )
N∏
i=1
|| fi ||
N
N−1
LN (RN−1).
Now we observe that each of the fuctions xN+1 →|| fi ||LN (RN−1) belongs to LN (R) for 1≤ i ≤N
and therefore, their product
∏N
i=1 || fi ||LN (RN−1) belongs to L1(R) by Hölder and, consequently
its proven that ∫
RN+1
| f (x)|d x1...d xN d xN+1 ≤
N+1∏
i=1
|| fi ||LN (RN ). ä
Proof of 2.3.3.
We begin with p = 1 and with u ∈C 1c (RN ) and by definition we have:
|u(x1, ..., xN )| =
∣∣∣∣∫ x1−∞ ∂u∂x1 (t , x2, ..., xN )d t
∣∣∣∣≤ ∫ +∞−∞
∣∣∣∣ ∂u∂x1 (t , x2, ..., xN )
∣∣∣∣d t
analogously for each 1≤ i ≤N . Let us define:
fi (x˜i )=
∫ +∞
−∞
∣∣∣∣ ∂u∂xi (x1, x2, ..., xi−1, t , xi+1, ..., xN )
∣∣∣∣d t ,
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in this way,
|u(x)|N ≤
N∏
i=1
fi (x˜i ).
In addition, we can deduce from the lemma that∫
RN
|u(x)| NN−1 d x ≤
N∏
i=1
∣∣∣∣ fi ∣∣∣∣ 1N−1L1(RN−1) = N∏
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣ 1N−1
L1(RN )
.
Consequently we obtain:
||u||LN /(N−1)(RN ) ≤
N∏
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣ 1N
L1(RN )
,
hence, the proof for p = 1 and u ∈C 1c (RN ) is complete. Now let us prove the result for the case
1< p <N and still with u ∈C 1c (RN ) . Let m ≥ 1 and let us apply the inequality above to |u|m−1u
instead of u, obtaining:
||u||mmN /(N−1) ≤
N∏
i=1
∣∣∣∣∣∣∣∣|u|m−1 ∂u∂xi
∣∣∣∣∣∣∣∣1/N
1
≤m||u||m−1p ′(m−1)
N∏
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣1/N
p
.
By now choosing an adequate m, that is an m that verifies mN /(N −1)= p ′(m−1), or, equiv-
alenlty, m = (N −1)p?/N we obtain:
||u||p? ≤m
N∏
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣1/N
p
.
By fixing m as described, we can be sure that m > 1, since 1< p <N . And thus
||u||p? ≤C ||∇u||p ∀u ∈C 1(Rn).
Having it proved for u ∈ C 1c (RN ), now let u ∈ W 1,p (RN ) and let (un) be a sequence from
C 1c (R
N ) such that un → u in W 1,p (RN ). We can assume that un → u a.e. and, if necessary, we
extract a subsequence. As proved before, we have:
||un ||p? ≤C ||∇un ||p
And since (un) is a Cauchy sequence in Lp
?
we can conclude:
u ∈ Lp? and ||u||p? ≤C ||∇u||p . ä
Having introduced the W 1,p spaces and some of their properties, let us now define the
space W 1,p0 (Ω) to which the solution of (2.4) will belong, since they are the space of functions
u ∈W 1,p (Ω) such that u =|∂Ω 0.
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Definition 2.3.5. The space W 1,p0 (Ω) . Let 1≤ p <∞, W
1,p
0 (Ω) denotes the closure of C
1
c (Ω)
in W 1,p (Ω). And we set:
H 10 (Ω)=W 1,20 (Ω).
The space W 1,p0 (Ω), equipped with the W
1,p (Ω) norm is a separable Banach space.
Remark. since C 1c (R
N ) is dense in W 1,p (RN ), we have
W 1,p0 (R
N )=W 1,p (RN ).
Furthermore, let us introduce a well-known inequality that also stablishes a relationship
between the norm of u and ∇u in W 1,p0 (Ω). We will use this inequality to prove the in theorem
2.3.11. the existence of a minimizer.
Proposition 2.3.6.: Poincaré’s inequality. Suppose that 1≤ p <∞ andΩ is a bounded open
set. Then there exists a constant C (Ω, p) such that
||u||Lp (Ω) ≤C ||∇u||Lp (Ω) ∀u ∈W 1,p0 (Ω).
Without introducing any further properties of the Sobolev spaces, we shall now prove the
existence of a minimizer of:
min
v∈H 10 (Ω)
{
1
2
∫
Ω
|∇v |2−
∫
Ω
f v
}
.
Proof of the existence of a minimizer
Let us now consider un a minimizing sequence, that is
lim
n→∞E(un)= infE(u).
We will see that un is a Cauchy sequence and since un ∈ H 10 (Ω) and H 10 (Ω) is complete, the
sequence has a limit u in H 10 (Ω). Without any further delay let us calculate:
E(un −um)= 1
2
∫
Ω
|∇un −∇um)|2−
∫
Ω
f un − f um
= 1
2
∫
Ω
|∇un |2−
∫
Ω
∇un ·∇um + 1
2
∫
Ω
|∇um |2−
∫
Ω
f un +
∫
Ω
f um
=
∫
|∇un |2− 1
2
∫
|∇un +∇um |2+
∫
|∇um |2−
∫
Ω
f un +
∫
Ω
f um
=
∫
|∇un |2−4 1
2
∫ ∣∣∣∇(un +um
2
)∣∣∣2+∫ |∇um |2−∫
Ω
f un +
∫
Ω
f um
= 2E(un)+2
∫
Ω
f un +2E(um)+2
∫
Ω
f um −4E
(un +um
2
)
−4
∫
Ω
f
(un +um
2
)
−
∫
Ω
f un +
∫
Ω
f um
= 2E(un)+2E(um)−4E
(un +um
2
)
−
∫
Ω
f un +
∫
Ω
f um .
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Again we notice that:
4E
(un +um
2
)
≥ 4infE(u)= lim
n,m→∞ (2E(un)+2E(um)) ,
so, we see that
lim
n,m→∞E(un −um)= limn,m→∞2E(un)+2E(um)−4E
(un +um
2
)∫
Ω
f un +
∫
Ω
f um
≤ lim
n,m→∞2E(un)+2E(um)− limn,m→∞ (2E(un)+2E(um))
∫
Ω
f un +
∫
Ω
f um .
And recalling that:
E(un −um)= 1
2
∫
Ω
|∇un −∇um)|2−
∫
Ω
f un − f um ,
we observe:
lim
n,m→∞E(un −um)+
∫
Ω
f un − f um = lim
n,m→∞
1
2
∫
Ω
|∇un −∇um)|2
≤ lim
n,m→∞
∫
Ω
f un − f um − lim
n,m→∞
∫
Ω
f un − f um
≤ 0
We conclude:
lim
n,m→∞
1
2
∫
Ω
|∇un −∇um)|2 = 0.
This implies that (∇un) is a Cauchy sequence. Using Poincaré’s inequality, we can conclude
that un is a Cauchy sequence, since:
||u||H 10 =
(
||u||22+
N∑
i=1
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣2
2
)1/2
.
Given that un ∈H 10 (Ω), a complete space, then un converges to a function u ∈H 10 (Ω), which is
the minimizer. ä
In this case, where we are working in a bounded domain, we can also easily prove the
uniqueness of the solution. In ground states it is not straightforward to prove the uniqueness
of the solution, so we will not tackle this problem. Let us, however, prove it for our membrane
problem:
Proof of the uniqueness of the solution.
We will prove it for the problem: {
−∆v = 0 onΩ
v = g (x) on ∂Ω,
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since, as previously seen in the motivation subsection, this problem and the Poisson equation
are equivalent. For this problem, we have that u ∈ H 1(Ω) is a weak solution of the Laplace
equation if ∫
Ω
∇u ·∇ϕ= 0 ∀ϕ ∈H 10 (Ω).
Let us now consider u and v two solutions of Laplace’s equation, then w = u− v must be a
solution to the equation as well, so:∫
Ω
∇(u− v) ·∇ϕ= 0 ∀ϕ ∈H 10 (Ω),
and in particular for ϕ= u− v , which by definition is in H 10 , so:∫
Ω
∇(u− v) ·∇(u− v)= 0.
Consequently, w = u− v = 0 and there exists a unique solution to the equation. ä
This method can not be used for ground states, since the equation we want to study is
non-linear. For this matter, we will develop a different method using convergence properties.
We will solve again the problem of the membrane using this further method, in order to in-
troduce it. As a matter of fact, the alternate proof will consist in constructing a sequence of
approximations of the solution and then proving that this sequence does indeed converge to
the solution of the problem in a suitable sense. To do so, we will use estimates of the function
and its gradient in L2 and we will be able to show that these sequences of approximations are
bounded in H 1. To be able to use this valuable bounded property adequately and prove that
the sequence of approximations converge, we will introduce some compactness results for the
Sobolev Spaces and the concept of weak convergence in the following lines.
We recall the usual definition of convergence. We say that a sequence (xk ) converges to a
value x if ∀²> 0,∃N such that ∀k ≥N : ||xk −x||→ 0. Fortunately, in normed spaces, and in
particular in Hilbert spaces, we can define another notion of convergence, the weak conver-
gence.
Definition 2.3.7. Weak convergence in H 1 Let H 1 be a Sobolev Space with inner product
(·, ·) and norm || · ||. If F ∈ (H 1)∗, we say that a sequence (xk )⊂H 1 converges weakly to x ∈H 1
and we write:
xk * x
if
< F, xk >∗→< F, x >∗ ∀F ∈ (H 1)∗.
Now let us introduce two compactness results that we will use in the proof of ground states.
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1. Compactness result: Theorem 2.3.8. Banach-Alaouglu Every bounded sequence in the
Sobolev Space space H 1 contains a subsequence which is weakly convergent to an element
x ∈H 1.
Proof of 2.3.8. The proof uses that the space is reflexive. More details to be found in [17]
Prior to introducing the second compactness result, let us introduce the following propo-
sition, which presents the weak lower semicontinuity that will be used in the alternate proof of
the existence of a solution for the membrane problem.
Proposition 2.3.9. Let (xk )⊂H 1 such that xk * x. Then:
1. (xk ) is bounded,
2. weak lower semicontinuity ||x|| ≤ liminfk→∞ ||xk ||.
Proof of 2.3.9.
1. We will omit this proof since it needs the Banach-Steinhaus theorem, which is not
included in this work, given that we only aim to provide an introduction into Sobolev
Spaces and their properties. The reader can find the proof in [17].
2. It is enough to notice:
||x||2 = lim
k→∞
(x, xk )= ||x|| liminf
k→∞
||xk ||
and then we simplify ||x|| at both sides.
Let us present the second compactness theorem which will be necessary for the proof of
existence of a ground state.
2. Compactness result: Theorem 2.3.10. Rellich Let Ω ⊂ RN be an open domain and let
1≤ p <N . Let us set 1p? = 1p − 1N . Then the Sobolev space W 1,p (Ω) is continuously embedded in
the Lp space Lp
?
(Ω), that is, if a sequence {uk } converges to u in W
1,p (Ω), then it converges to u
in Lp (Ω) as well. Furthermore, if we assume thatΩ is a bounded, Lipschitz domain, then the
embedding is also compact in Lq (Ω) for every 1≤ q < p?.
Finally, having defined the Sobolev Spaces and having introduced some of their properties,
we resume the example of the membrane we began in the first subsection and present another
proof of the existence of a solution. As previously mentioned, the structure of this proof is very
similar to the layout of the ground states proof. For this reason we will present this proof, so
that we can see in a simplified case, since the problem is on a bounded set and the equation is
linear, how we will proceed.
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From Dirichlet’s principle we know that the problem (2.1) can be reduced to finding a
function u that solves
min
v∈H 10 (Ω)
{
1
2
∫
Ω
|∇v |2−
∫
Ω
f v
}
.
So, without any further delay, let us see that given any f ∈ L2(Ω) indeed the minimum can be
reached and so there exists a function u ∈H 10 (Ω) that is solution of{
−∆u = f in Ω
u = 0 on Γ= ∂Ω. (2.5)
Theorem 2.3.11. The minimum of
min
v∈H 10 (Ω)
{
1
2
∫
Ω
|∇v |2−
∫
Ω
f v
}
can be reached.
Proof of 2.3.11.
1. We find a lower bound for the energy, to ensure an infimum exists
We will use Cauchy’s inequality:
2AB ≤ 1/²A2+²B 2,
Poincaré’s inequality and the following inequality based on the definition of the H 1
norm :
||v ||H 10 ≤ ||v ||L2 +||∇v ||L2 ≤K ||∇v ||L2 ,
where in the last step we have used Poincaré’s inequality (2.3.5.).
E(u)= 1/2
∫
Ω
|∇u|2−
∫
Ω
f u
≥ 1/2
∫
Ω
|∇u|2−1/²
∫
Ω
f 2−²
∫
Ω
u2
≥ 1/2||∇u||2L2 −1/²|| f ||2L2 − c1||∇u||L2
≥ c2||u||2H 10 −1/²|| f ||
2
L2 − c3||u||2H 10
≥K1||u||2H 10 −K2.
And so, E(u) has a lower bound.
2. We choose a minimizing sequence We take un a minimizing sequence of E(u), so
lim
n→∞E(un)= I = infv∈H 10
E(v).
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3. We build a weakly convergent subsequence Since
lim
n→∞E(un)= I = infv∈H 10
E(v),
in particular we have that E(un) is bounded. And recalling the lower bound we found
for the energy in the first step:
K3 ≥ E(u)≥K1||u||2H 10 −K2,
we can conclude that un is bounded. By theorem 2.3.5. we can find a subsequence unk
that weakly converges in H 10 . Therefore,
∃u0 ∈H 10 s.t. unk * u0
4. Passage to the limit Using the weak lower semicontinuity of 2.3.6.
E(u0)= E
(
lim
n→∞unk
)
≤ lim
n→∞E
(
unk
)= I ,
and since I is the infimum by definition we have that :
E (u0)= I
must hold. ä
Furthermore, a more basic proof can done using Riesz’s representation theorem. Let us
briefly state below its contents.
Theorem 2.3.12. Riesz’s Representation Theorem Let H be a Hilbert space, for every L ∈H∗
there exists a unique uL ∈H such that:
1. Lx = (uL , x) for every x ∈H
2. ||L|| = ||uL ||.
We have concluded this section with a proof of existence and uniqueness of a solution of
the membrane’s problem introduced in the motivation subsection. This problem was defined
for a bounded subset for a linear equation, however in the following section we will find a
solution for the nonlinear diffusion equation
−∆u+au = b|u|αu in RN .
For this matter, we will follow a similar approach to the method used on a bounded set, namely
we will reformulate the problem as a minimization problem. However, we will see that the
energy associated to the problem is not bounded, therefore the minimization will have to be
constrained, in order to acquire some compactness and be able to use some of the tools for
Sobolev Spaces presented above. We will find a physical relationship to reasonably constrain
the minimization.
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3 GROUND STATES IN MATHEMATICAL PHYSICS
3.1 INTRODUCTION TO GROUND STATES
Now let us finally express the problem that we want to solve. For given a > 0, b ∈R and 0<α<
4
N−2 :
−∆u+au = b|u|αu in RN (3.1)
and Dirichlet’s energy associated with this problem is defined by
E(u)= 1
2
∫
Rn
(|∇u|2+a|u|2)d x− b
α+2
∫
Rn
|u|α+2d x .
Dirichlet’s energy can also be interpreted as the Lagrangian associated to this problem and
it is also sometimes called action. We will, however, continue calling this functional energy by
analogy with the nonlinear elliptic problem in a bounded domain that we presented in the
previous section.
We will approach this problem by using variational methods with an appropriate constraint
to have some compactness, as we mentioned previously. As a restriction of this problem will
be used the autonomy and invariance of the problem under the group of displacements, the
latter due to the operator being Laplacian. For this matter, to avoid indeterminacy on the
solutions, we will seek radial solutions of the problem.
Furthermore, we will show that the solution u0 of the original problem, from which we
derive the variational problem has the property of having the least energy among all possible
solutions of the problem, that is
0< E(u0)≤ E(u), if u is a solution of (3.1)
for any solution u of the problem. Such solution u0 is called a ground state for the problem,
which can be shown to be necessarily a positive and radial solution of the problem. Solutions
u of the problem such that E(u)> E(u0) are called bound states.
In the following subsection we will present and prove a significant identity, from which
several necessary conditions for the existence of a solution of our problem (3.1) can be derived.
Moreover, it will prove to be essential for our work, inasmuch as we will make use of it in the
last step of the proof of the existence of ground states.
3.2 POHOZAEV ’S IDENTITY
We will start by presenting the identity for the general problem obtained from [3] and subse-
quently adapting it to our problem.
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Lemma 3.2.1. Pohozaev’s identity. A solution of{
−∆u = g (u) in RN
u ∈H 1(RN ), u 6= 0 (3.2)
which, together with its first derivatives, is sufficiently small at infinity, necessarily satisfies:
N −2
2
∫
RN
|∇u|2d x =N
∫
Rn
G(u)d x, (3.3)
where, G(u)= ∫ u0 g (s)d s.
For (3.1) Pohozaev’s identity reads:
(N −2)
∫
RN
|∇u|2+N a
∫
RN
|u|2 = 2N
α+2 b
∫
RN
|u|α+2. (3.4)
By rearranging the equation and defining g as follows: g (u)=−au+b|u|αu, we can prove that
(3.3) and (3.4) are equivalent. In fact, since g (u)=−au+b|u|αu, then:
G(t )=
∫ t
0
g (s)d s =
∫ t
0
−as+b|s|αsd s =−a
2
t 2+ b
α+2 |t |
α+2
and so,
N −2
2
∫
RN
|∇u|2d x =N
∫
Rn
G(u)d x =N
∫
Rn
(
−a
2
u2+ b
α+2 |u|
α+2
)
d x.
Indeed, by rearranging the terms, we get:
N −2
2
∫
RN
|∇u|2d x+N a
2
∫
RN
u2d x =N b
α+2
∫
RN
|u|α+2d x
that is equivalent to (3.4). Now we only need to prove that any solution of (3.2) satisfies (3.3),
which will be derived as a corollary of the following proposition:
Proposition 3.2.2. Suppose g is a continuous function : R→ R such that g (0) = 0 and let
G(t )= ∫ t0 g (s)d s. Let u satisfy:
−∆u = g (u) inD′(RN )
where we defineD′(RN ) as the dual space of C∞c (RN ), which is the Frechet space of C∞ functions
RN →R supported in RN , equipped with the topology of uniform convergence of all derivatives
on compact subsets of RN . Furthermore, we assume that:
u ∈ L∞l oc (RN ), ∇u ∈ L2(RN ), G(u) ∈ L1(RN ).
Then u satisfies ∫
RN
|∇u|2d x = 2N
N −2
∫
RN
G(u)d x . (3.5)
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Comment: Although the condition u ∈ L∞loc (Rn) can be weakened, the conditions ∇u ∈ L2(Rn)
and G(u) ∈ L1(Rn) are necessary for the integrals in (3.3) to make sense.
Proof of 3.2.2.
First we will take g (u) and multiply by xi ui , where we use the convetion ui = ∂u∂xi and ui j =
∂2u
∂xi∂x j
, and integrate on a ball BR to get Pohozaev’s identity on it.∫
BR
g (u)ui xi d x =
∫
BR
∂
∂xi
(G(u)) xi d x =
and by integrating by parts
=−N
∫
BR
G(u)d x+
∫
∂BR
G(u)xi ni dS =
but since −∆u = g (u) and using the summation convention on repeated indices:
=−
∫
BR
u j j ui xi d x =
and integrating by parts again:
=
∫
BR
u j
(
δi j ui +xi ui j
)
d x−
∫
∂BR
u j n j xi ui dS =
=
∫
BR
|∇u|2d x− N
2
∫
BR
|∇u|2d x− 1
2
∫
∂BR
∣∣∣∣∂u∂n
∣∣∣∣2 RdS.
And so, by joining both sides of the equation we get:∫
BR
|∇u|2d x− 2N
N −2
∫
BR
G(u)d x = −2R
N −2
[
1
2
∫
BR
∣∣∣∣∂u∂n
∣∣∣∣2 dS+∫
∂BR
G(u)dS
]
. (3.6)
Now we want to show that the right hand side of the equation converges to 0 for at least one
suitably chosen sequence RN →+∞. First let us notice∫
RN
{|G(u)+|∇u|2}d x = ∫ ∞
0
{∫
∂BR
[|G(u)|+ |∇u|2]dS}dR <+∞, (3.7)
which holds by assumption and therefore, there has to exist a sequence RN →+∞ such that
RN
∫
∂BRN
{|G(u)|+ |∇u|2}dS → 0 as N →+∞.
Since if
liminf
R→+∞
R
∫
∂BR
{|G(u)|+ |∇u|2}dS =α> 0,
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then ∫
∂BR
{|G(u)|+ |∇u|2}dS
would not be int L1(0,+∞), contradicting (3.7). Thus, given that∫
BRN
|∇u|2d x →
∫
RN
|∇u|2d x,
∫
BRN
G(u)d x →
∫
RN
G(u)d x
as N →+∞, we can derive the identity (3.5) from (3.6) by taking R =RN and N →∞. ä
Corollary 3.2.3. Assume g satisfies −∞< liminfs→0+ g (s)s ≤ limsups→0+
g (s)
s =−m < 0 and
−∞≤ limsups→+∞ g (s)sl ≤ 0, where l = N+2N−2 . Then any solution of the problem (3.2) satisfies the
Pohozaev identity.
Proof 3.2.3.
We actually mean any solution of (3.2) corresponding to a truncated function g˜ , where:
(i) g˜ (s)= g (s) if g (s)≥ 0 for s ≥ ²
(ii) if ∃s0 > ² such that g (s0)≤ 0 then g˜ (s)= g (s) on [0, s0] and g˜ (s)= g (s0) on [s0,+∞)
The proof follows immediately from the previous proposition, since if u ∈H 1(RN ) solves (3.2),
then following regularity results that can be proved using the Sobolev inequalities u ∈ L∞(RN )
and it can be seen, as well, that G(u) ∈ L1(RN ). ä
Having introduced the Pohozaev identity, we are ready to finally express and solve the
minimization problem.
3.3 THE MINIMIZATION PROBLEM IN ONE DIMENSION
We have mentioned that E is not bounded. Let us now elaborate on this fact to understand
how we will approach this problem and the similarities with the fractional Laplacian in the
following section.
Let us first observe that the functional is not bounded form below. We recall the expression
for Dirichlet’s energy:
E(u)= 1
2
∫
Rn
(|∇u|2+a|u|2)d x− b
α+2
∫
Rn
|u|α+2d x .
And now let us consider E(tu) and by defining:
c1 = 1
2
∫
Rn
(|∇u|2+a|u|2)d x
c2 = b
α+2
∫
Rn
|u|α+2d x
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we can describe E(tu) as:
E(tu)= c1t 2− c2|t |α+2
and sinceα> 0, it follows that for t belonging to a neighbourhood of 0 the term c1t 2 dominates,
whereas for higher values the term −c2|t |α+2 dominates. In particular, in this direction tu, E is
not bounded from below.
Looking again at the expression of E (u), it is straightforward to conclude that it E (u) can not
be bounded from above, since otherwise it could be possible to find a bound for the gradient
∇u by using the function u. Therefore, we can conclude that E(u) is not bounded.
Consequently, to solve the problem we will consider a constrained minimization problem.
We will find a critical point that will not be a global minimum (impossible since the function
is unbounded), but will be a saddle point. In the case of the fractional Laplacian the same
method of looking for a saddle point solution is used in [8] and [18], but they do so by using
the Mountain-Pass theorem, a very useful tool when trying to find saddle points.
Prior to working on higher dimension, as our aim requires, we will introduce the problem
by considering first the case N = 1, which is especially simple as we will see, since the problem
equation (3.1) is in one dimension an ODE and it can be directly solved.
First, let us define the following sets, that will help us simplify the notation. Given 0<α<∞,
a > 0 and b ∈R, we set:
A = {u ∈H 1(R); u 6= 0 and −∆u+au = b|u|αu}
G = {u ∈ A;E(u)≤ E(v) ∀v ∈ A} ,
which are the set of all solutions of the problem and the ground state set respectively.
The following theorem, that can be found in [4], states the existence of a ground state.
Furthermore, it also asserts that for N = 1 every solution is a ground state, since A =G , which
is not true in higher dimension. We want to note, as well, that the ground state is unique,
modulo space translations and multiplication by e iθ. Nevertheless, as we are only interested
in real solutions, we will state this property but not extend on it.
Theorem 3.3.1. If 0<α<∞ and a > 0 then:
1. A and G are nonempty;
2. A = G
3. there exists a real valued, positive, spherically symmetric and decreasing function ϕ ∈G
such that G =∪{e iθϕ(·− y);θ ∈R, y ∈R}
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Proof of 3.3.1. The proof in one dimension relies on the fact that here problem (3.1) is the
ordinary differential equation
−u′′+au = b|u|αu. (3.8)
Let us define c =
(
a(α+2)
2
)1/α
, and let ϕ be the maximal, real valued solution of (3.8) such that
ϕ(0)= c and ϕ′(0)= 0. It is clear that ϕ is an even function of x. Furthermore, on multiplying
the equation by ϕ′, we obtain
∂
∂x
(
1
2
ϕ′2− a
2
ϕ2+ b
α+2 |ϕ|
α+2
)
= 0
and so we can say that (
1
2
ϕ′2− a
2
ϕ2+ b
α+2 |ϕ|
α+2
)
= 0, (3.9)
throughout the existence interval. This last equation (3.9) implies that the hamiltonian func-
tional of the system is conserved., which is only true for N = 1.
It follows easily that ϕ is bounded and therefore exists for all x ∈ R. Furthermore, we have
ϕ′′(0) = −aαc/2 < 0 . Therefore, there exists a > 0 such that ϕ′ < 0 on (0, a). We claim that
ϕ′ < 0 on (0,∞). Otherwise, there would exist b > 0 such that ϕ′ < 0 on (0,b) and ϕ′(b) = 0.
Applying (3.9), this would imply thatϕ(b)=−c .Therefore, there would exist d ∈ (0,b) such that
ϕ(b)= 0. Applying again (3.9), we would obtainϕ′(d)= 0, which would imply thatϕ≡ 0. There-
fore, ϕ decreases to a limit l ∈ [0,c). In particular, there exists xm →∞ such that ϕ′(xm)→ 0.
Passing to the limit in (3.9), it follows that l 2
(
lαb
α+2 − a2
)
= 0, which implies l = 0. Therefore ϕ
decreases to 0, as x →+∞, and it follows easily that the decay is exponential. Therefore ϕ′′,
hence ϕ′ also decay exponentially to 0. Therefore, ϕ ∈ A, which proves (1.). Let now v ∈ A. On
multiplying the equation by v ′, it follows easily that(
1
2
|v ′|2− a
2
|v |2+ b
α+2 |v |
α+2
)
=K . (3.10)
Since v ∈H 1(R), it follows that v(x)→ 0, as |x|→∞. Therefore, by the equation, v ′′(x)→ 0,
as |x|→∞; and so, v ′(x)→ 0, as |x|→∞. Letting |x|→ 0 in (3.10), it follows that K = 0; and so,(
1
2
|v ′|2− a
2
|v |2+ b
α+2 |v |
α+2
)
= 0. (3.11)
In particular, we have |v | > 0, for if v would vanish, then by (3.11) v ′ would vanish at the
same time and we would have v ≡ 0. Therefore, we can write v = ρe iθ, where ρ > 0 and
ρ,θ ∈C 2(R). Writing down the system of equations satisfied by ρ,θ it follows in particular that
ρθ′′+2ρ′θ′ ≡ 0 , which implies that there exists K ∈ R such that ρ2θ′ ≡ K ; and so, θ′ ≡ K /ρ2.
On the other hand, since |v ′| is bounded, it follows that ρ2θ′2 is bounded. This means that
Kθ′ is bounded, or equivalently that K 2/ρ2 is bounded. Since ρ(x)→|x|→∞ 0, we must have
K = 0. Therefore (remember that ρ > 0) θ ≡ θ0, for some θ0 ∈R. It follows that v = e iθ0ρ. Since
ρ ∈H 1(RN ), there must exist x0 ∈R such that ρ′(x0)= 0; and by (3.10), it follows that ρ(x0)= c.
Let now w(x) = ρ(x − x0). Then, w satisfies (3.8), w(0) = c and w ′(0) = 0. By uniqueness of
the initial value problem for (3.8), it follows that wâG˘¡ϕ; and so, v(x)= e iθ0ϕ(x+ x0), which
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completes the proof. ä
Having seen the case N = 1, let us now move on to the core of the work, that is the proof of
existence of a ground state for the nonlinear diffusion problem.
3.4 THE CONSTRAINED MINIMIZATION PROBLEM IN HIGHER DIMENSION
Let us first recall the problem we want to solve. For given a > 0, b ∈R and 0<α< 4N−2 we have:
−∆u+au = b|u|αu in RN (3.12)
and by rearranging the equation, so that the reaction term is on the right hand side with the
nonlinear term, we obtain:
−∆u =−au+b|u|αu in RN . (3.13)
We recall also that Dirichlet’s energy associated with this problem is defined by:
E(u)= 1
2
∫
RN
|∇u|2d x−
(
b
α+2
∫
RN
|u|α+2d x− a
2
∫
RN
|u|2d x
)
.
And by introducing the following functionals on H 1(RN ):
T (u)=
∫
RN
|∇u|2d x
V (u)= b
α+2
∫
RN
|u|α+2d x− a
2
∫
RN
|u|2d x
we can rewrite the energy as:
E(u)= 1
2
T (u)−V (u).
We will use this notation throughout the proof, to avoid confusion and making the work
unnecessarily dense by writing integrals in every step.
As mentioned before, we will impose a constraint to the minimization problem in order to
achieve some compactness. For this matter, let us recall Pohozaev’s identity:
(N −2)
∫
RN
|∇u|2+N a
∫
RN
|u|2 = 2N
α+2 b
∫
RN
|u|α+2
and using the notation of the functionals V (u) and T (u) that we have introduced it reads:
T (u)= 2N
N −2V (u).
Furthermore, let us define uλ(x)= u(λx) and notice the following properties:
V (uλ)=
b
α+2
∫
RN
|u(λx)|α+2d x− a
2
∫
RN
|u(λx)|2d x
= b
α+2
∫
RN
|u(λx)|α+2λ−N d (λx)− a
2
∫
RN
|u(λx)|2λ−N d (λx)
=λ−N V (u)
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T (uλx)=
∫
RN
|∇u(λx)|2 d x
=
∫
RN
∣∣∣∣∂u(λx)∂x)
∣∣∣∣2λ−N d (λx)
=
∫
RN
∣∣∣∣ ∂u(λx)λ−1∂ (λx)
∣∣∣∣2λ−N d (λx)
=
∫
RN
λ2−N
∣∣∣∣∂u(λx)∂ (λx)
∣∣∣∣2 d (λx)
=λ2−N T (u).
These observations suggest that it is equivalent for our problem to minimise E(u) or T (u),
since:
E(u)= 1
2
T (u)−V (u)=
(
1
2
− N −2
2N
)
T (u).
Moreover, this implies that E(u) is stationary under scale transformations, so we can reason-
ably enforce the normalising constraint V (u)= 1 in order to obtain a constrained minimization
problem.
Let us also present the Schwarz symmetrization, one last tool that will be used in the proof,
due to its convenient properties:
Definition 3.4.1. Schwarz symmetrization If u ∈ L2(RN ) is a nonnegative function, we
denote by u? the unique spherically symmetric, nonnegative and nonincreasing function such
that ∀λ> 0: ∣∣{x ∈RN ;u?(x)>λ}∣∣= ∣∣{x ∈RN ;u(x)>λ}∣∣ .
This symmetrization has, among others, the below stated properties.
Properties 3.4.2.
1. ∀p, 1≤ p <∞ such that u ∈ Lp (RN )∫
RN
|u?|p =
∫
RN
|u|p
2. if u ∈H 1(RN ) ∫
RN
|∇u?|2 ≤
∫
RN
|∇u|2.
Rewriting these properties by using the functionals previously introduced, they read:
1. V (u?)=V (u)
2. T (u?)≤ T (u)
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and in terms of the Dirichlet energy:
E(u?)= 1
2
T (u?)−V (u?)≤ 1
2
T (u)−V (u)= E(u),
hence, this transformation gives us a function with a lower Dirichlet energy, while keeping
constant the potential energy.
Now we can proceed to solve the constrained minimization nonlinear diffusion problem
with reaction term for the specific type of nonlinearities of the form: f (u)= b|u|αu, and there-
fore, prove the existence of ground states in higher dimension in this specific case through the
following lemma obtained from [4].
Lemma 3.4.3. Assume that N ≥ 3, b ∈R, 0<α< 4N−2 and let a > 0. Then, the minimization
problem {
V (u) = 1
T (u) =min{T (v);V (v)= 1} (3.14)
has a solution. Every solution of (3.13) satisfies the equation:
−∆u+au = b|u|αu,
where
b = N −2
2N
inf{T (v),V (v)= 1} .
1. Remark: Allow us to notice that we have solved the unconstrained problem of minimizing
T (v) in a bounded set in the previous section.
2. Remark: We want to point out that the upperbound for α has been chosen such that
α+2< p? = 2NN−2 , where p? is the critical Sobolev exponent of the embedding H 1 ,→ Lp . This
condition will be necessary for the 3.Step of the proof. The threshold given by this exponent is
essentially optimal, since non-existence results may be obtained from the Pohozaev identity.
Proof of 3.4.3.
1.Step: We select a minimizing sequence.
Let u ∈H 1(RN ) and we select a λ> 0, such that V (λu)= 1. And so, we can ensure that the set
{u ∈H 1(RN );V (u)= 1} is non-empty. Let (vm)m∈N be a minimizing sequence of (3.14). We then
take its Schwarz symmetrization and define it as um = (vm)? and, since this transformation
keeps, as mentioned, constant the potential energy, while decreasing Dirichlet’s energy, it
follows that (um)m∈N is also a minimizing sequence of (3.14) .
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2.Step: We estimate (um):
By definition of (um) we know that ||∇um ||L2 is bounded and applying Sobolev’s inequality,
we have that (um)m∈N is bounded in L
2N
N−2 (RN ). Moreover, using again the definition of (um) ,
since V (um)= 1, we conclude that:
a
2
∫
RN
|um |2 ≤ b
α+2
∫
RN
|um |α+2
and by applying Hölder’s inequality we get:
a
2
||um ||2L2 ≤
b
α+2 ||um ||
nα/2
L
2N
N−2
||um ||α+2−Nα/2L2
and since α+2−Nα/2 < 2, we have found a bound for ||um ||2L2 in terms of ||um ||L 2NN−2 , so it
follows that (um)m∈N is bounded in L2(RN ) and therefore in H 1(RN ) as well.
3.Step: Passage to the limit.
Since by step 2 we know that the sequence (um)m∈N is bounded in H 1(RN ), by theorem 2.3.8.
we can state that there exists a subsequence, which we will denote still (um)m∈N to simplify
the notation, u ∈H 1(RN ) such that um * u in H 1(RN ) as m →∞.
Now let us consider any nonnegative, spherically symmetric, nonincreasing function v ∈
L2(RN ). We have for every r > 0:
||v ||2L2 ≥
∫
{|x|≥r }
|v(x)|2d x ≥ |v(r )|2|{|x| ≥ r }| = cr N |v(r )|2
and, by rearranging the inequality, we obtain the following bound:
v(r )≤C 1
r N /2
||v ||L2 .
In view of the fact that we have found this inequality above for any nonnegative spherically
symmetric nonincreasing function v ∈ L2(RN ), in particular, also holds for um and u. By
applying it to them it follows that there exists a constant K independent of m such that:
|um(r )|+ |u(r )| ≤K r−N /2 (3.15)
Now let us prove that um → u in Lα+2(RN ). Given r > 0:∫
RN
|um −u|α+2 ≤
∫
{|x≤r |}
|um −u|α+2+
∫
{|x≥r |}
|um −u|α+2
≤
∫
{|x≤r |}
|um −u|α+2+
∫
{|x≥r |}
|um −u|2(|um |+ |u|)α,
by applying now inequality (3.15),
≤
∫
{|x≤r |}
|um −u|α+2+ K
r Nα/2
∫
{|x≥r |}
|um −u|2.
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Given ²> 0, there exists r > 0 such that
K
r Nα/2
∫
{|x≥r |}
|um −u|2 ≤ ²/2.
Furtheremore, if Br is the ball of RN of radius r , the embedding H 1(Br ) ,→ Lα+2(Br ) is compact
and so using Rellich’s theorem (2.3.7.), for m large enough:∫
{|x≤r |}
|um −u|α+2 ≤ ²/2.
And by combining both inequalities, for m large enough:∫
RN
|um −u|α+2 ≤ ²,
which by definition implies that um → u in Lα+2(RN ). Using now the the weak lower semicon-
tinuity of the L2 norm, it follows that:
V (u)≥ 1 and T (u)≤ liminf
m→∞ T (um)=
2N
N −2 b, (3.16)
where b is defined by b = N−22N inf{T (v);V (v)= 1}.
Since V (u)≥ 1, we have u 6= 0. We claim that actually, V (u)= 1. In fact, recalling the scaling
properties of V (u) and T (u) previously mentioned, if we had V (u)> 1, then there would exist
λ > 1 such that v(x) = u(λx) verifies V (v) = 1 and T (v) = λ2−N T (u) < T (u) ≤ 2NN−2 b, which
contradicts the definition of b. So, we can affirm that V (u) = 1, which in turn implies by
definition of b that T (u) ≥ 2NN−2 b. Comparing with (3.16), it follows that T (u) = 2NN−2 b and,
therefore, u satisfies (3.14).
4.Step: Conclusion:
Let u be any solution of (3.14), there exists a Lagrange mutliplier λ such that
−∆u =λ(b|u|αu−au)
By taking its L2 scalar product with u:
T (u)=λ
(
(α+2)V (u)+ αa
2
∫
RN
|u|2
)
=λµ
with µ> 0, and consequently λ> 0. Applying Pohozaev’s identity it follows:
T (u)= 2N
N −2λV (u)=
2N
N −2λ
And since T (u)= 2NN−2 b it follows that λ= b. ä
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We have hereby proved the existence of ground states in RN for the equation:
−∆u+au = b|u|αu in RN
by transforming this problem into a constrained minimization problem. We want to point out
to the reader, that due to the properties of the Schwarz symmetrization applied to the mini-
mization sequence in step 1, we can indeed ensure that the ground state will be a spherically
symmetric, nonnegative and nonincreasing function.
35
4 INTRODUCTION TO THE FRACTIONAL LAPLACIAN
Due to the surge of activity focused on the study of so-called fractional diffusion operators,
the literature regarding the fractional Laplacian operator is wide and diversified. Given that
this operator naturally arises in many different contexts, in particular in this section we will
see its derivation from the long jump random walk, many applications for it have been found,
among others in ultra-relativistic limits of quantum mechanics, anomalous diffusions, finan-
cial markets, obstacle problems, water waves, etc...
In this section, we aim to introduce the non-local operator fractional Laplacian and present
some of its properties, that will be used in the following section. Being the literature too wide
to attempt any reasonable comprehensive treatment in a single paper, we will focus only on
the tools needed for our aim, though we will include the next two subsections, in order to seek
a slightly deeper understanding of the operator.
Definition 4.0.1. The fractional Laplacian may be represented as
(−∆)su =C (n, s)
∫
RN
u(x)−u(y)
|x− y |N+2s d y , with s ∈ (0,1)
where the above integral is intended in the principal value sense, that is: the value associated to
this improper integral.
Let us now compare this introduced operator to the usual Laplacian operator in order to
acquire a deeper understanding of it.
4.1 INTERPRETATION OF THE FRACTIONAL LAPLACIAN COMPARED TO THE USUAL
LAPLACIAN
The integral in the expression of the fractional Laplacian can be rewritten by doing the change
of variables y = x− y˜ , giving us then:∫
RN
u(x)−u(x− y˜)
|y˜ |N+2s d y˜ .
Furthermore, if we now do the change y˜ =−y w we get∫
RN
u(x)−u(x+ y)
|y |N+2s d y
and by accepting y˜ = y we can rewrite the fractional Laplacian as:
(−∆)su =
∫
RN
u(x)− u(x+y)+u(x−y)2
|y |N+2s d y,
whereas, we know that the usual Laplacian can be expressed as:
(−∆v)(x)= lim
²→0+
2
∫
B²
v(x)− v(x+y)−v(x−y)2
|y |2 .
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As this expression can be interpreted as the infinitesimal difference between v(x) and the
mean of the points nearby, the fractional Laplacian expression can also be seen as a non-
infinitesimal measure of the distance between u(x) and the mean of its neighbouring points,
as we do the integral over all RN ). Furthermore, seeing that we weigh the distances by |y |N+2s ,
we count more the values nearby.
One can also notice as a difference, for the usual Laplacian we only need to know the values
of v(x) in a neighbourhood of x in order to calculate (−∆v)(x), whereas for the fractional
Laplacian we need to know the value of u(x) in all RN .
In the following subsection we will see a further application of the operator by deriving it
probabilistically.
4.2 DERIVATION OF THE FRACTIONAL LAPLACIAN FROM THE LONG JUMP RANDOM WALK
As mentioned, the fractional Laplacian can be naturally derived from random processes with
lomg jumps. Here we present an intuitive argument from [19] that only uses basic probability.
We want to study now the relationship between a simple random walk with possibly long
jumps and a fractional Laplace operator. We will start by explaining the structure of a long
jump random walk.
We will start by defining a grate hZN , for a small h > 0, on which the long jump random walk
will take place. As a difference to the usual random walk, at any unit of time τ a particle jumps
from any point of hZN to any other point. We define for this matter the following function
K (y), which describes the probability for which a particle jumps from hk ∈ hZN to any other
poing hk˜.
Definition 4.2.1. Let K :RN → [0,∞) be even, for any y ∈RN , and such that∑
k∈ZN
K (k)= 1. (4.1)
Let us notice the importance of K being even, for if it were not the case, then K (k−k˜) 6=K (k˜−k),
which would imply that the probability of going from k to k˜ is not the same as going from k˜ to k.
Apart from wanting to define the probability of a jump from hk to hk˜, we also need to define
the probability of the particle lying at time at time t ∈ τZ at x ∈ hZN . We will call u(x, t ) such
probability. Hence,
u(x, t +τ)= ∑
k∈ZN
K (k)u(x+hk, t ).
As the expression above states, u(x, t +τ) is the sum of all the probabilities of the possible
positions at the previous time t weighted by the probability of going from the previous point
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to x. Using (4.1) and subtracting u(x, t ) to both sides of the equation we get:
u(x, t +τ)−u(x, t )= ∑
k∈ZN
K (k)(u(x+hk, t )−u(x, t )). (4.2)
Because of its interesting asymptotics, we will now study the case τ= h2s and K is a homoge-
neous kernel up to normalization factors, that is:
K (y)= |y |−(N+2s), ∀y 6= 0 and K (0)= 0
with s ∈ (0,1). We can show that indeed (4.1) holds for this choice of function up to a scaling
factor: ∑
k∈ZN
K (k)= ∑
k∈ZN
|k|−(N+2s) = ∑
k∈ZN
√
k11 +k22 +· · ·+k2N
−(N+2s)
≤
∑
ki∈Z+
1
(
p
N ki )N+2s
= 1p
N
N+2s
∑
ki∈Z+
1
kN+2si
,
where for the inequality we use
ki
p
N = |min
i
(ki )|
p
N ≤
√
k21 +k22 +· · ·+k2N
and since
∑
ki∈Z+
1
kN+2si
converges, we can state that (4.1) holds up to a scaling factor.
Moreover, we can observe the following:
K (k)
τ
= |k|
−(N+2s)
h2s
= hN |hk|(−N+2s) = hN K (hk). (4.3)
In order to rewrite (4.2) in a more convenient way we define:
ψ(y, x, t )=K (y)(u(x+ y, t )−u(x, t ))
and using (4.3) we get:
u(x, t +τ)−u(x, t )
τ
= ∑
k∈ZN
K (k)
τ
(u(x+hk, t )−u(x, t ))
= hN ∑
k∈ZN
K (hk)(u(x+hk, t )−u(x, t ))
= hN ∑
k∈ZN
ψ(hk, x, t )
and this last sum is the approximating Riemann sum of∫
RN
ψ(y, x, t )d y,
so by taking the continuous limit of the discrete random walk (τ= h2s → 0+) we obtain:
∂t u(x, t )=
∫
RN
ψ(y, x, t )d y =
∫
RN
u(x+ y, t )−u(x, t )
|y |N+2s d y.
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To sum up, a simple random walk with possibly long jumps produces in the limit a singular
integral with a homogeneous kernel. Nevertheless if s ∈ (0,1) and u is smooth and bounded
we can define its principal value:
lim
²→0+
∫
RN−B²
u(x+ y)−u(x)
|y |N+2s d y (4.4)
This integral is precisely the fractional Laplacian and as seen when we introduced it we can
rewrite this integral as: ∫
RN−B²
u(x+y)+u(x−y)
2 −u(x)
|y |N+2s d y,
which proves that it is integrable, since:
u(x+ y)+u(x− y)−2u(x)
|y |N+2s ≤
||D2u||L∞
|y |N−2+2s ,
which is integrable near 0 and |y |−(N+2s) is integrable at infinity.
In conclusion, we have that the probability density function of the limit long jump random
walk can be written as
∂t u =−(−∆)su,
which describes the relationship between the fractional Laplacian and the long jump random
walk that we wanted to capture in this section.
In the next section we will introduce the corresponding Sobolev Space for the fractional
Laplacian operator. As we have seen with the nonlinear diffusion, Sobolev Spaces are very
appropriate spaces to work on when trying to solve an equation, since we can transform it
to its variational formulation, which on the one side requires less from the derivatives and
the function and, on the other side, can be solved as a minimization problem. Since we are
now working with (−∆)s , instead of −∆, we need to define the fractional Sobolev Space, as the
definition of the operator requires it.
4.3 THE FRACTIONAL SOBOLEV SPACE W s,p
In the following sections, obtained from [7] except where otherwise indicated, we present
the fractional Sobolev space, which is the natural space to work on when dealing with the
fractional Laplacian. This space can be intuitively approached, as being the space between
Lp (Ω) and W 1,p (Ω). We will formalise this intuiton further on, when studying the properties
of W s,2 in its corresponding subsection.
We start by fixing the fractional exponent s ∈ (0,1).
Definition 4.3.1. Let Ω be a general, possibly nonsmooth, open set in RN , for any p ∈ [1,+∞),
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we define W s,p (Ω) as follows:
W s,p (Ω) :=
{
u ∈ Lp (Ω) : |u(x)−u(y)|
|x− y | Np +s
∈ Lp (Ω×Ω)
}
;
that is, an intermediary Banach space between Lp (Ω) and W 1,p (Ω), endowed with the natural
norm:
||u||W s,p (Ω) :=
(∫
Ω
|u|p d x+
∫
Ω
∫
Ω
|u(x)−u(y)|p
|x− y |N+sp d xd y
) 1
p
where the term:
[u]W s,p (Ω) :=
(∫
Ω
∫
Ω
|u(x)−u(y)|p
|x− y |N+sp d xd y
) 1
p
is called the Gagliardo (semi)norm of u.
Having defined the fractional Sobolev space for a general p, from this point onwards, we will
fix p to be p = 2. Just like in the case s = 1, this is a quite important case, since the fractional
Sobolev Space turns out to be a Hilbert space and we will denote it by H s(RN ), furthermore,
this case is strictly related to the fractional Laplacian operator (−∆)s , that we want to study in
this section, as
(−∆)su(x)=C (n, s)P.V.
∫
RN
u(x)−u(y)
|x− y |n+2s , (4.5)
relation that we will prove further on.
4.4 THE FRACTIONAL SOBOLEV SPACE W s,2 VIA THE FOURIER TRANSFORM
One can also define the fractional Sobolev Space via a Fourier Transform. We will present
this alternative definition, since through this definition we find an interesting relationship
between the fractional Laplacian and the fractional Sobolev Space W s,2.
Definition 4.4.1. The Sobolev Space H s We define
H s(RN )=
{
u ∈ L2(RN ) :
∫
RN
(
1+|ξ|2s) |Fu(ξ)|2dξ<+∞} .
Prior to proving the equivalence between the two definitions of Fractional Sobolev Space,
ee will present the formulation of the fractional Laplacian via the Fourier transform with the
following proposition, since we will need to use an identity that will be presented in it for the
proof of the equivalence between definitions.
Proposition 4.4.2. Let s ∈ (0,1) and let (−∆)s :S → L2(RN ) be the fractional operator defined
by (4.5). Then for any u that belongs to the Schwartz spaceS of rapidly decaying C∞ functions
in RN ,
(−∆)su =F−1 (|ξ|2s(Fu)) ∀ξ ∈RN . (4.6)
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Proof of 4.4.2.
We will briefly sketch the proof, the reader can find in [7].
We start by expressing the Laplacian using the weighted second order differential quotient:
(−∆)su =−1
2
C (n, s)
∫
RN
u(x+ y)−u(x− y)
|y |N+2s d y
and noticing that we can associate this integral to a linear operator, such that:
Lu(x)=−1
2
C (n, s)
∫
RN
u(x+ y)−u(x− y)
|y |N+2s d y. (4.7)
The proof then follows by proving that its "symbol", that is, a function S :RN →R such that:
Lu =F−1 (S(F (u))
is precisely
S(ξ)= |ξ|2s .
To do so, one calculates S(F (u)) by applying the Fourier transform on
F (Lu)=F (F−1 (S(F (u))))
and further noticing that one can find a bound in L1 for u(x+y)−u(x−y)|y |N+2s by separating the possible
function values in two sets (u ∈ B1 and u ∈ RN −B1). In this way, one can apply the Fubini-
Tonelli theorem and exchange the integral in y with the Fourier transform in x, obtaining:
S(F (u))=L (Fu)= · · · =C (n, s)
∫
RN
1−cos(ξ · y)
|y |N+2s d y(F (u))(ξ).
Thus the proof will be completed by showing that :
C (n, s)
∫
RN
1−cos(ξ · y)
|y |N+2s d y = |ξ|
2s . (4.8)
Using the identity 1−cosx ≤ x2 one finds a bound for the integral and can thereby prove that
it is finite and positive.
Finally, one proves that I (ξ)= ∫RN 1−cos(ξ·y)|y |N+2s d y is rotationally invariant and consequently I (ξ)=
I (|ξ|e1) and then one sees that indeed
I (|ξ|e1)=C (N , s)−1|ξ|2s ,
which completes the proof.
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Now, let us see the following proposition that states that we are indeed coherent and the
fractional Sobolev space defined by the Fourier transform matches the one described by Defi-
nition 4.3.1.
Proposition 4.4.3. Let s ∈ (0,1). Then the fractional Sobolev space H s(RN ) coincides with
W s,2 defined in (4.3.1). In particular, for any u ∈H s(RN )
[u]2H s (RN ) = 2C (N , s)−1
∫
RN
|ξ|2s |Fu(ξ)|2dξ,
where C(N,s) is defined by
C (N , s)=
(∫
RN
1−cos(ξ1)
|ξ|N+2s dξ
)−1
.
Proof of 4.4.3.
The proof uses Plancherel’s Theorem [13], which, in particular, states: For every f ∈ L2:∫ +∞
−∞
| f (x)|2d x =
∫ +∞
−∞
| fˆ (ξ)|2dξ.
Let us now start with the proof. For every fixed y ∈ RN , we can do the change of variable:
z = x− y and obtain:
[u]2H s (RN ) =
∫
RN
(∫
RN
|u(x)−u(y)|2
|x− y |n+2s d x
)
d y
=
∫
RN
∫
RN
|u(z+ y)−u(y)|2
|z|n+2s d zd y
=
∫
RN
(∫
RN
∣∣∣∣u(z+ y)−u(y)|z|n/2+s
∣∣∣∣2 d y)d z
=
∫
RN
∣∣∣∣∣∣∣∣u(z+·)−u(·)|z|n/2+s
∣∣∣∣∣∣∣∣2
L2(RN )
d z
=
∫
RN
∣∣∣∣∣∣∣∣F (u(z+·)−u(·)|z|n/2+s
)∣∣∣∣∣∣∣∣2
L2(RN )
d z,
where we have used Plancherel’s formula in the last step.
To calculate the integral, we will use the identity (4.8) stated before.∫
RN
∣∣∣∣∣∣∣∣F (u(z+·)−u(·)|z|n/2+s
)∣∣∣∣∣∣∣∣2
L2(RN )
d z =
∫
RN
∫
RN
|e iξ·z −1|2
|z|n+2s |Fu(ξ)|
2 dξd z
= 2
∫
RN
∫
RN
1−cosξ · z
|z|n+2s |Fu(ξ)|
2 dξd z
= 2C (N , s)−1
∫
RN
|ξ|2s |Fu(ξ)|2 dξ.ä
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Finally, let prove the following relation between the fractional Laplacian operator (−∆)s and
the Sobolev space H s .
Proposition 4.4.4. Let s ∈ (0,1) and let u ∈H s(RN ). Then,
[u]2H s (RN ) = 2C (N , s)−1
∣∣∣∣(−∆)s/2u∣∣∣∣2L2(RN ) , (4.9)
where C (N , s) is again described by (4.8).
Proof of 4.4.4.
The equality follows from the two previous propositions and Plancherel’s formula.
From using Plancherel’s formula on (−∆)s/2u we get:
||(−∆)s/2u||2L2(RN ) = ||F (−∆)s/2u||2L2(RN ,
and from 4.4.1 we have:
(−∆)su =F−1 (|ξ|2s(Fu)) ∀ξ ∈RN
and from 4.4.2:
[u]2H s (RN ) = 2C (N , s)−1
∫
RN
|ξ|2s |Fu(ξ)|2dξ.
So, by combining them:∣∣∣∣(−∆)s/2u∣∣∣∣2L2(RN ) = ∣∣∣∣F (−∆)s/2u∣∣∣∣2L2(RN
= ∣∣∣∣F (F−1 (|ξ|s(Fu)))∣∣∣∣2L2(RN
= ∣∣∣∣|ξ|sFu∣∣∣∣2L2(RN )
= 1
2
C (N , s)[u]2H s (RN ).ä
We can now this relation between the fractional Laplacian and the fractional Sobolev space
to define the equivalent norm:
||u||H s (Ω) :=
(∫
Ω
|u|2d x+
∫
Ω
∫
Ω
|u(x)−u(y)|2
|x− y |N+s2 d xd y
) 1
2
:=
√
||u||2
L2
+ ∣∣∣∣(−∆)s/2u∣∣∣∣2L2
(4.10)
4.5 PROPERTIES OF W s,2
As a last subsection to this chapter introducing the fractional Sobolev Spaces let us present
some results about the W s,2 space that will be of great use in the next section. These results
have been obtained from [7] except where otherwise indicated.
As in the classical sense with s being an integer, the space W s
′,p (Ω) is continously embedded
in W s,p (Ω) when s ≤ s′. Let us see now that this holds too in the limit case, namely, when
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s′ = 1.
Proposition 4.5.1. Let s ∈ (0,1) and Ω be an open set in RN of class C 0,1 with bounded
boundary and u :Ω→R be a measurable function. Then
||u||W s,2(Ω) ≤C ||u||W 1,2(Ω)
for some suitable positive constant C =C (N , s)≥ 1. In particular,
W 1,2(Ω)⊆W s,2(Ω).
Proof of 4.5.1.
The proof can be found in [7] and follows from extending u to a function u˜ ∈ W 1,1 and
||u˜||W 1,p (RN ≤C ||u||W 1,p (Ω and using a change of variable and applying Hölder’s inequality.
Lemma 4.5.2. Fractional Sobolev Inequality Let s ∈ (0,1) and be such that 2s < N . Then
there exists a positive constant C =C (N , s) such that, for any measurable and compactly sup-
ported function u :RN →R, we have:
||u||2
Lp?
≤C
∫
RN
∫
RN
|u(x)−u(y)|2
|x− y |N+2s d xd y
where p? = p?(N , s) is the "fractional critical exponent" and it is equal to 2N(N−2s) . Consequently,
the space W s,2(RN ) is continuously embedded in Lq (RN ) for any q ∈ [2, p?].
Proof of 4.5.2. Can be found in [7].
Lastly, let us introduce two compactness results that will be needed in the proof of existence
of ground states.
1. Compactness result. Theorem 4.5.3. Banach-Alaouglu Every bounded sequence in the
fractional Sobolev Space H s contains a subsequence which is weakly convergent to an element
u ∈H s .
Proof of 4.5.3.
Uses that H s is a reflexive Banach space.
The following result is the equivalent of Rellich’s Theorem of section 2. While the first part of
the statement can be easily deduced from the Fractional Sobolev Inequality introduced above
and is the so called Fractional Sobolev embedding theorem, we are rather more interested
in the second part, since it will be of great use in the following section. Its proof applies the
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Arzela-Ascoli theorem to a mollified sequence. Further details are to be found in Lemma 2.1. [8]
2. Compactness result. Theorem 4.5.4. The fractional Sobolev Space H s
(
RN
)
is contin-
uously embedded into Lp
(
RN
)
for p ∈ [2, 2NN−2s ] and compactly embedded into Lploc (RN ) for
p ∈ [2, 2NN−2s ).
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5 GROUND STATES FOR THE FRACTIONAL LAPLACIAN
In this section we will find the ground states for the equation
(−∆)s u+au = b|u|αu, in RN (5.1)
with N ≥ 3, b ∈R, 0<α< 4N−2 and a > 0. We notice that for s = 1, we have already found the
solution in section 3. For this reason, it is natural to consider if the method presented can
be adapted to the present nonlocal case. We will see that indeed the proof can be adjusted
to equation (5.1) and, in this way, we will outline the similarities and differences in the used
method.
5.1 POHOZAEV-TYPE IDENTITY
The fractional Laplacian and fractional Sobolev spaces are, as previously mentioned, a very
hot topic in research in Mathematics. In particular, X. Ros-Oton and J. Serra have researched in
[16] and [15] Pohozaev-type identities in bounded domains. The proof of this identity can be
found in X. Chang’s and Z-Q. Wang’s paper in [5], where they proved if for N dimensions and a
general nonlinearity. A proof for one dimension and our power nonlinearity can be found in R.
Frank’s and E.Lenzmann’s very recent paper [9] and, as mentioned in [5] the arguments can be
modified to the high dimensional case N ≥ 2.
Lemma 5.1.1. A solution of {
−∆u = b|u|αu−au in RN
u ∈H s(RN ), u 6= 0 (5.2)
necessarily satisfies:
2s−N
2
∫
| (−∆)s/2 u|2 =N a
2
∫
|u|2− b
α+2 |u|
α+2. (5.3)
Due to its similarity to the Pohozaev identity (3.3) introduced in section 3, we say it is a
Pohozaev-type identity.
5.2 THE CONSTRAINED MINIMIZATION PROBLEM FOR THE FRACTIONAL LAPLACIAN
The Dirichlet’s energy functional associated with this problem is defined by
E˜(u)= 1
2
∫
RN
| (−∆) s2 u|2+a |u|2 d x− b
α+2
∫
RN
|u|α+2d x, (5.4)
where the resemblance with Dirichlet’s energy functional E (u) associated to the problem with
the usual laplacian is evident, namely let us define the functionals:
T˜ (u)=
∫
RN
| (−∆) s2 u|2d x
V˜ (u)= b
α+2
∫
RN
|u|α+2d x− a
2
∫
RN
|u|2 d x
,
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we have that V˜ (u)=V (u), where V (u) is the functional seen in section 3, whereas, for func-
tional T˜ (u), (−∆) s2 replaces ∇ in the expression of T (u) from section 3. Moreover, recalling
equation (4.9) from Proposition 4.4.4., we also notice, that the functional T˜ (u) is in fact
[u]H s up to a multiplicative constant. We can also rewrite Dirichlet’s energy in terms of these
functionals:
E˜(u)= 1
2
T˜ (u)− V˜ (u),
and, as we can see, the relationship between the energy and the functionals is identical for the
usual and the fractional Laplacian.
Similarly to the problem in section 3, we would like to look for critical points of E˜(u), how-
ever, we find again that the functional is not bounded from below, using the same argument of
page 28:
Let us consider E˜(tu) and by defining:
c˜1 = 1
2
∫
Rn
(| (−∆) s2 |2+a|u|2)d x
c˜2 = b
α+2
∫
Rn
|u|α+2d x
we can describe E˜(tu) as:
E˜(tu)= c˜1t 2− c˜2|t |α+2
and sinceα> 0, it follows that for t belonging to a neighbourhood of 0 the term c˜1t 2 dominates,
whereas for higher values the term −c˜2|t |α+2 dominates. In particular, in this direction tu, E˜ is
not bounded from below, and since we are trying to find a solution u0 such that:
0< E˜(u0)≤ E˜(u) if u is a solution of (5.1),
we can not look for minimizers of the functional (5.2).
Consequently, we will use the previously introduced fractional Pohozaev-type’s identity that
will serve us to find a constraint for the minimization problem, as the Pohozaev identity did in
section 3. This identity can also be written in terms of the functionals T˜ (u) and V˜ (u):
T˜ (u)= 2N
N −2s V˜ (u).
Let us again underline the similarity with the Pohozaev identity and the problem with the
usual Laplacian, where the identity written in terms of the functionals T (u) and V (u) reads:
T (u)= 2N
N −2 .
We also recall that in section 3 we saw a scaling property for the functionals T (u) and V (u),
namely by defining uλ(x)= u(λx), it holds:
V (uλ)=λ−N V (u)
T (uλ)=λ2−N T (u).
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Since V (u)= V˜ (u), it also holds that
V˜ (uλ)=λ−N V˜ (u),
however for T˜ (u), we will have to check if such a property exists. Indeed a scaling property
relating T˜ (uλ) and T˜ (u) can be found:
T˜ (uλ)=
∫
RN
∣∣∣∣∫
RN
uλ(x)−uλ(y)
|x− y |N+s d y
∣∣∣∣2 d x
=
∫
RN
∣∣∣∣∫
RN
u(λx)−u(λy)
λ−N−s |λx−λy |N+s λ
−N d
(
λy
)∣∣∣∣2 d x
=
∫
RN
∣∣∣∣∫
RN
λN−N+s
u(λx)−u(λy)
|λx−λy |N+s d
(
λy
)∣∣∣∣2λ−N d (λx)
=λ2s−N T˜ (u).
These properties suggest that it is equivalent for our problem to minimise E˜(u) or T˜ (u),
since:
E˜(u)= 1
2
T˜ (u)− V˜ (u)=
(
1
2
− 2N
N −2s
)
T˜ (u),
while imposing as a normalising constraint V˜ (u)= 1.
In the proof of the existence of a ground state of section 3 we made use of the Schwarz
symmetrization, in order to obtain a spherically symmetric, nonnegative and nonincreasing
solution u?. Let us now recall the first property of this transformation and show its importance
also in the fractional Laplacian case by introducing a further property. We recall:
Definition 5.2.1. Schwarz symmetrization revisited If u ∈ L2(RN ) is a nonnegative function,
we denote by u? the unique spherically symmetric, nonnegative and nonincreasing function
such that ∀λ> 0: ∣∣{x ∈RN ;u?(x)>λ}∣∣= ∣∣{x ∈RN ;u(x)>λ}∣∣ .
The first property we will present has already been seen in (3.4.2), whereas we introduce the
second one.
Properties revisited 5.2.2.
1. ∀p 1≤ p <∞ such that u ∈ Lp (RN )∫
RN
|u?|p =
∫
RN
|u|p .
2. Let N ≥ 1, 0< s < 1, 1≤ p <N /s and u ∈W s,p0 (RN ), then:∫
RN
∫
RN
|u(x)−u(y)|p
|x− y |N+sp d xd y ≥
∫
RN
∫
RN
|u?(x)−u?(y)|p
|x− y |N+sp d xd y.
The proof of this property can be found in [12]
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We notice that the second property implies that the Schwarz symmetrization decreases
Gagliardo’s seminorm. Therefore, by combining property 1 and 2, we obtain that:
||u||W s,p0 ≥ ||u
?||W s,p0 .
Furthermore, let us rewrite the properties in terms of the functionals T˜ and V˜ , since we will
need them:
1. V˜ (u?)= V˜ (u)
2. T (u?)≤ T (u)
and in terms of the Dirichlet energy:
E˜(u?)= 1
2
T˜ (u?)− V˜ (u?)≤ 1
2
T˜ (u)− V˜ (u)= E˜(u),
hence, this transformation gives us a function with a lower Dirichlet energy, while keeping
constant the potential energy.
Having introduced all the necessary tools and arguments for our proof, let us finally prove
the existence of a ground state for equation (5.1) following the same outline of the proof with
the usual Laplacian of section 3.
Theorem 5.2.3. Assume that N ≥ 3, b ∈R, 0<α< 4sN−2s and let a > 0. Then the minimization
problem {
V˜ (u)= 1
T˜ (u)=min{T (v);V (v)= 1} (5.5)
has a solution. Every solution of (5.5) satisfies the equation:
(−∆)s u+au = b|u|αu, in RN ,
where
b = N −2s
2N
inf{T (v),V (v)= 1}.
Remark: As we did in the classical case, we wish to point out that the upperbound for α has
been chosen such that α+2< p? = 2NN−2s , where p? is the critical fractional Sobolev exponent
of the embedding H s ,→ Lp . This condition will be necessary for the 3.Step of the proof. This
threshold is essentially optimal, since non-existence results may be obtained from a fractional
Pohozaev identity.
Proof of 5.2.3.
1. Step: We select a minimizing sequence.
Let u ∈H s(RN ) and we select a λ> 0, such that V˜ (λu)= 1. And so, we can ensure that the set
{u ∈H s(RN );V˜ (u)= 1} is non-empty. Let (vm)m∈N be a minimizing sequence of (5.5). We then
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take its Schwarz symmetrization and define it as um = (vm)? and, since this transformation
keeps, as mentioned, constant the potential energy, while decreasing Dirichlet’s energy, it
follows that (um)m∈N is also a minimizing sequence of (5.5) .
2.Step: We estimate (um):
By definition of (um) we know that || (−∆)s/2 um ||L2 is bounded and applying the fractional
Sobolev inequality, we have that (um)m∈N is bounded in L
2N
N−2s (RN ). Moreover, using again the
definition of (um) , since V˜ (um)= 1, we conclude that:
a
2
∫
RN
|um |2 ≤ b
α+2
∫
RN
|um |α+2
and by applying Hölder’s inequality we get:
a
2
||um ||2L2 ≤
b
α+2 ||um ||
nα/2
L
2N
N−2s
||um ||α+2−Nα/2L2
and since α+2−Nα/2< 2, we have found a bound for ||um ||2L2 in terms of ||um ||L 2NN−2s , so it
follows that (um)m∈N is bounded in L2(RN ) and therefore in H s(RN ) as well.
3.Step: Passage to the limit.
Since by step 2 we know that the sequence (um)m∈N is bounded in H s(RN ), so by Theorem
4.5.3. we can state that there exists a subsequence, which we will denote still (um)m∈N to
simplify the notation, u ∈H s(RN ) such that um * u in H s(RN ) as m →∞.
Now let us consider any nonnegative, spherically symmetric, nonincreasing function v ∈
L2(RN ). We have for every r > 0:
||v ||2L2 ≥
∫
{|x|≥r }
|v(x)|2d x ≥ |v(r )|2|{|x| ≥ r }| = cr N |v(r )|2
and, by rearranging the inequality, we obtain the following bound:
v(r )≤C 1
r N /2
||v ||L2 .
In view of the fact that we have found this inequality above for any nonnegative spherically
symmetric nonincreasing function v ∈ L2(RN ), it also holds for um and u, due to the Schwarz
symmetrization that we applied in the first step. By applying the directly above found inequal-
ity to um and u it follows that there exists a constant K independent of m such that:
|um(r )|+ |u(r )| ≤K r−N /2 (5.6)
Now let us prove that um → u in Lα+2(RN ). Given r > 0:
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∫
RN
|um −u|α+2 ≤
∫
{|x≤r |}
|um −u|α+2+
∫
{|x≥r |}
|um −u|α+2
≤
∫
{|x≤r |}
|um −u|α+2+
∫
{|x≥r |}
|um −u|2(|um |+ |u|)α,
by applying now (5.6),
≤
∫
{|x≤r |}
|um −u|α+2+ K
r Nα/2
∫
{|x≥r |}
|um −u|2.
Given ²> 0, there exists r > 0 such that
K
r Nα/2
∫
{|x≥r |}
|um −u|2 ≤ ²/2.
Furtheremore, if Br is the ball of RN of radius r , the embedding H s(Br ) ,→ Lα+2(Br ) is compact
and so using Theorem 4.5.4., for m large enough:∫
{|x≤r |}
|um −u|α+2 ≤ ²/2.
And by combining both inequalities, for m large enough:∫
RN
|um −u|α+2 ≤ ²,
which by definition implies that um → u in Lα+2(RN ). Using now the the weak lower semicon-
tinuity of the L2 norm, it follows that:
V (u)≥ 1 and T (u)≤ liminf
m→∞ T (um)=
2N
N −2s b, (5.7)
where b is defined by b = N−2s2N inf{T (v);V (v)= 1}.
Since V (u)≥ 1, we have u 6= 0. We claim that actually, V (u)= 1. By using the scaling properties
presented before, we notice that, in fact, if we had V (u)> 1, then there would exist λ> 1 such
that v(x) = u(λx) verifies V (v) = 1 and T (v)(x) = λ2s−N T (u) < T (u) ≤ 2NN−2s b, which contra-
dicts the definition of b. So, we can affirm that V (u)= 1, which in turn implies by definition
of b that T (u)≥ 2NN−2s b. Comparing with (5.7), it follows that T (u)= 2NN−2s b and, therefore, u
satisfies (5.5).
4.Step: Conclusion:
Let u be any solution of (5.5), there exists a Lagrange mutliplier λ such that
(−∆)s u =λ(b|u|αu−au)
By taking its L2 scalar product with u:
T (u)=λ
(
(α+2)V (u)+ αa
2
∫
RN
|u|2
)
=λµ
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with µ> 0, and consequently λ> 0. Applying Pohozaev’s identity it follows:
T (u)= 2N
N −2sλV (u)=
2N
N −2sλ
And since T (u)= 2NN−2s b it follows that λ= b. ä
We have hereby proved the existence of ground states in RN for the equation:
(−∆)s u+au = b|u|αu in RN
by transforming this problem into a constrained minimization problem .As we did in section 3,
we want to conclude by pointing out that indeed a ground state will be spherically symmetric,
nonincreasing and nonnegative, due to the Schwarz symmetrization applied in step 1.
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