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The Road Not Taken
Two roads diverged in a yellow wood,
And sorry I could not travel both
And be one traveler, long I stood
And looked down one as far as I could
To where it bent in the undergrowth;
Then took the other, as just as fair,
And having perhaps the better claim
Because it was grassy and wanted wear,
Though as for that the passing there
Had worn them really about the same,
And both that morning equally lay
In leaves no step had trodden black.
Oh, I marked the first for another day!
Yet knowing how way leads on to way
I doubted if I should ever come back.
I shall be telling this with a sigh
Somewhere ages and ages hence:
Two roads diverged in a wood, and I,
I took the one less traveled by,
And that has made all the diﬀerence.
Robert Frost, (1874 - 1963)
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Abstract
Macroscopic properties of crystalline solids depend inherently on their underlying mi-
croscopic structure. Studying the mechanisms operating at the microstructural scale during
the various thermomechanical processes to which such materials may be subjected oﬀers a
valuable insight into their final in-use properties. The objective of this work is to investigate
grain scale heterogeneities in polycrystalline aggregates subjected to large strains using the
Crystal Plasticity Finite Element Method (CPFEM). For this purpose, highly resolved simu-
lations, where each grain is represented explicitly, are needed. The first part of this work is
devoted to a detailed account of the numerical framework implemented for such simulations. A
classical elastic-viscoplastic crystal plasticity model is combined to a non-linear parallel finite
element framework. The discretization of the digital microstructures is performed using non-
conforming unstructured meshes. Most importantly, a level set approach is used to describe
grain boundaries and to guide an adaptive anisotropic meshing strategy. Automatic remeshing,
with appropriate transport of variables, is introduced in the proposed framework. In the second
part of this work, the robustness and flexibility of our approach is demonstrated via diﬀerent
CPFEM applications. The deformation energy is used to assess heterogeneities in polycrys-
talline aggregates, highlighting the need to perform adaptive meshing so as to achieve a good
compromise between accuracy and computation time. These grain-scale heterogeneities are to
be accurately predicted during the deformation simulation if subsequent static recrystallization
modelling is to be performed. An example of linking between the deformation and static re-
crystallization steps, using the proposed common approach, is illustrated. In terms of global
texture predictions, the CPFEM framework is validated for a highly resolved model polycrys-
tal subjected to more than 90 % thickness reduction in rolling. The importance of automatic
remeshing in avoiding excessive mesh distortion, in such applications, is demonstrated. Most
importantly, microtexture analysis is performed on digital microstructures that correspond, in
a discrete sense, to an actual microstructure observed experimentally. Intragranular misori-
entation predictions and virtual 2D orientation maps are compared to the experimental ones,
highlighting the diﬃculties pertaining to the validation of such grain-scale predictions.
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Résumé
Les matériaux cristallins, notamment métalliques, sont des matériaux hétérogènes. Leurs
propriétés macroscopiques sont fondamentalement déterminées par leurs caractéristiques mi-
crostructurales. L’étude des mécanismes opérant à l’échelle du grain permet de mieux com-
prendre et ainsi mieux contrôler les caractéristiques des pièces fabriquées afin de réduire leur
coût et optimiser leur performance.
Cette thèse s’inscrit dans le cadre de la méthode dite “CPFEM” qui couple la plastic-
ité cristalline à la méthode des Éléments finis (EF). L’objectif de ce travail est d’étudier les
hétérogénéités à l’échelle du grain au sein d’agrégats polycristallins soumis à de grandes dé-
formations. Pour ce faire, une représentation explicite de la microstructure est nécessaire. Le
travail réalisé, ainsi que ce manuscrit, s’articule autour de deux axes principaux: (i) la mise
en place d’un cadre numérique robuste adapté à des calculs intensifs en grandes déformations;
(ii) la validation de ce cadre à travers diﬀérents cas tests, qui permettent, notamment, d’étudier
les hétérogénéités locales.
Dans le chapitre 2, le comportement du matériau est modélisé par une loi élastoviscoplas-
tique cristalline, qui ne prend cependant pas en compte le développement d’une sous-structure
dans sa formulation. Cette loi est couplée à une formulation EF mixte en vitesse pression.
L’approche EF, détaillée dans le chapitre 3, peut être considérée comme le modèle polycristallin
idéal vu le respect, au sens numérique faible, de l’équilibre des contraintes et la compatibilité
des déformations. Dans le chapitre 4, l’approche utilisée pour construire, représenter et discré-
tiser un volume polycristallin est détaillée. La microstructure est représentée, soit par des polyè-
dres de Voronoi, soit par des voxels, si elle est construite à partir de données expérimentales.
L’agrégat polycristallin est discrétisé avec une approche “monolithique”, où un seul maillage,
non structuré et non-conforme aux interfaces entre les grains, est utilisé. Une approche level
set permet alors de décrire l’interface entre les grains de façon implicite et sert de base pour la
construction d’un maillage adaptatif anisotrope. Le remaillage, avec un transport approprié des
variables du problème, se fait de façon naturelle et automatique si la carte de métrique, associée
au maillage, est calculée avant la procédure de remaillage.
Dans le chapitre 5, les hétérogénéités inter- et intragranulaire sont appréhendées à travers
une étude de la distribution d’une fraction de l’énergie de déformation. Cette fraction est con-
sidérée, dans une première approche, comme étant représentative de l’énergie stockée durant
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la déformation. Une analyse de sensibilité, au degré et au type de maillage utilisé, permet
de mettre en évidence l’apport d’une stratégie de maillage anisotrope. Ces données locales
sont particulièrement importantes à calculer lors de la déformation d’agrégats polycrystallins si
l’objectif est de modéliser le phénomène de recristallisation statique qui suit l’étape de défor-
mation. Un cas test 3D permet d’illustrer le cha”nage de la simulation de la déformation et de
la recristallisation, toutes deux réalisées dans le même cadre numérique.
Dans le chapitre 6, notre approche numérique est, dans un premier temps, validée à l’aide
d’un cas test de laminage pour un polycrystal statistiquement représentatif d’une texture expéri-
mentale. Une réduction d’épaisseur de plus de 90 % est réalisée. Le remaillage, dans ce type
d’application, s’avère plus que nécessaire. Dans la seconde partie de ce chapitre, une étude
approfondie de la microtexture, développée au sein de microstructures virtuelles, est eﬀectuée.
Dans ce cas, ces microstructures “digitales” correspondent à une microstructure réelle dans un
sens discret. Les prédictions de désorientations, d’orientations cristallographiques moyennes
ainsi que les cartes d’orientation 2D virtuelles, sont comparés à l’expérience à l’échelle de
chaque grain, mettant ainsi en évidence les facteurs à l’origine de certaines des diﬀérences
observées.
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Chapter 1
Introduction
I Micromechanical modelling of polycrystalline materials
Metallic materials exhibit a crystalline structure and are in essence heterogeneous mate-
rials. They are in fact polycrystals, composed of several crystals or grains. These latter are
defined as regions of continuous lattice orientation. At a lower scale, as seen on figure 1.1, one
finds dislocations, which are linear defects in the crystal lattice, which is otherwise a perfect
arrangement of atoms.
Fig. 1.1: From sample level to atoms
Crystal plasticity theory [Kocks, 1998a] provides a first level of linking between macro-
scopic properties and microscopic features (crystallographic orientation...). It is intended to
represent the behavior of polycrystals at the mesoscopic scale without modelling explicitly the
motion of individual dislocations or individual atoms, which are the concern of dislocation
dynamics models and atomistic models. During processing, metallic parts are subjected to var-
ious thermomechanical treatments. Microstructural evolution triggered by plastic deformation
and/or recrystallization determine the final in-use properties of these components. The moti-
vation behind the micromechanical modelling of polycrystalline metallic materials, based on
crystal plasticity is twofold:
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• from a technological point of view, assist the design of thermomechanical processes by
taking into consideration these microstructural features, such as crystallographic orien-
tation, in order to account for macroscopic anisotropic behavior such as the earing in
deep-drawn aluminum cans (fig. 1.2),
• from a more fundamental point of view, increase our understanding of the mechanisms
operating at the microstructural scale.
Fig. 1.2: Earing in aluminum cans [AluMATTER, 2009]
Although first simulations based on crystal plasticity were initiated a while ago, with the
pioneering work of Pierce and co-workers [Peirce et al., 1982, 1983], their added-value for the
understanding of macroscopic anisotropy has not been fully apprehended as their development
is directly linked to improvements in computational methods and optimization of computational
resources. In real-scale Finite Element (FE) simulations of metal forming processes like in
figure 1.3(a), each material point (integration point) represents a set of crystals i.e orientations
with no account for topological arrangement of grains or for their shapes. In such formulations,
a polycrystal model is needed in order to link the micro and the macro scales. The chosen
transition rule could be more or less satisfactory in terms of deformation compatibility and stress
equilibrium, depending on the way the interaction between the grains is accounted for. These
two-level models are then used in much the same way as any other macroscopic constitutive
law, but providing better predictions of the final mechanical properties of the sample [Dawson
et al., 1994; Delannay et al., 2005; Kalidindi et al., 1992].
Crystal plasticity theory can also be used in“small scale” FE simulations, in which the
grains are represented explicitly (fig. 1.3(b)). In this case, the microstructure could either
represent a model polycrystal in a statistical sense, or, in some specific cases, an actual mi-
crostructure observed experimentally. Small scale FE simulations can be assimilated to in-situ
observations performed during virtual mechanical testing. They can be very useful for studying
the local micro-mechanical fields that develop within a polycrystalline aggregate subjected to
loading. It should be noted that a relatively recent approach based on the Fast Fourier Trans-
form (FFT) algorithm has been adapted to compute the deformation of viscoplastic 2D and 3D
polycrystals [Lebensohn et al., 2008, 2005]. This approach seems to be a viable alternative to
the FEM but is however limited to viscoplastic behaviors. Other limitations associated with
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this approach are the boundary conditions, which are are necessarily periodic, and the mesh
( structured grid) which does not deform. The FEM remains the most widely used procedure
in the domain of small scale crystal plasticity simulations due to its versatility and robustness.
Compared to polycrystal models, the FE approach does not obviously require a transition rule,
as the scale at which the simulation is performed is actually the grain’s scale. The Crystal Plas-
ticity Finite Element Method, also known as CPFEM, has been used extensively in the last two
decades[Bate, 1999]. Numerous examples are found in the literature [Barbe et al., 2001a,b;
Mika and Dawson, 1998; Sarma et al., 2002] and could be diﬀerentiated on the basis of, on
the one hand, their intended objectives and, on the other hand, the crystal plasticity models, the
FE formulation and the numerical tools used to represent and mesh the microstructure. Due to
its inherent nature, FE results are obviously quite sensitive to microstructure representation and
mesh discretization. Depending on the intended objectives and the computational limitations,
the use of diﬀerent numerical strategies is justified. In eﬀect, one can be interested in sev-
eral types of analyses, which can be classified in two main categories:(i) predicting the global
response of the polycrystal such as the stress-strain curve or the ODF or other global texture
evolution measurements; (ii) focusing on the local heterogeneities of stress, strain and lattice
orientation . It should be noted that care should be taken while interpreting the huge amount
of microstructural data that can be extracted from such simulations. The presence of a large
variety of approaches could hinder the formulation of general conclusions. This is all the more
true because of the diﬃculties pertaining to the validation of such micromechanical predictions
against experimental measurements.
(a) (b)
Fig. 1.3: Real-scale and small scale FE simulations: (a) simulation of deep drawing process
using polycrystal plasticity [Rousselier et al., 2009]; (b) A meshed polycrystal made of 17
grains [Maniatty et al., 2007]
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II Experimental characterization and investigation at the grain
scale: the limits
The validation of the results of small scale simulations entails first the ability to generate
virtual 3D microstructures that correspond to the real microstructures and then to compare the
numerical predictions to relevant experimental results. The construction of the microstructure is
in fact a challenge, whether the digital microstructure is intended to represent a model polycrys-
tal or an actual microstructure observed experimentally. Two distinct but complementary types
of information are needed to fully describe a polycrystal: geometric features regarding grain
morphology and topology and the corresponding spatial distribution of physical quantities like
the crystallographic orientation. In the case of a model polycrystal, the digital microstruc-
ture is considered representative of the real material if it contains a suﬃcient number of grains
and if it matches the real material in a statistical sense both in its geometrical ( morphology-
topology) features and in the spatial sampling of its physical attributes. In the case of an exact
microstructure replicate, these microstructural features have to be respected in a discrete and
exact sense. While the numerical algorithms needed to fit experimental data are far from be-
ing perfect [Bhandari et al., 2007; Rollett et al., 2007], the first limiting factor regarding the
construction of digital polycrystals lies in the actual 3D characterization of the microstructure
before deformation and whether or not such characterization is destructive. There are essentially
two methods available nowadays for characterizing microstructures in 3D: 2D sectioning based
on electron back-scatter diﬀraction (EBSD), also known as orientation imaging microscopy
(OIM), and 3D X-ray diﬀraction (3DXRD) microscopy.
Fig. 1.4: Example of a model polycrystal: voxelization of a rolled microstructure including
crystallographic orientation data based on the Microstructure Builder approach (Carnegie Mel-
lon University) [Brahme et al., 2006]
In orientation imaging microscopy, thin successive layers of the material are polished and
scanned using EBSD and the obtained regular pixelized grids are then assembled to obtain the
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final 3D microstructure [Erieau, 2003; Gosh et al., 2008]. Without dwelling on the diﬃculties
pertaining to the alignement of the successive layers, the major drawback of such technique is
related to its destructive nature. In the same vein, the Microstructure Builder approach [Brahme
et al., 2006] is based on EBSD scans of two orthogonal planes (fig. 1.4). While this approach
optimizes the scanning eﬀort, it is only pertinent if the digital microstructure is to represent a
model polycrystal. Indeed, if this is the objective, then the destructive nature of these two meth-
ods are insignificant as the simulation predictions can be compared to any other specimen of the
same polycrystal. On the other hand, in the case of "real" microstructures, researchers have also
used EBSD scans in order to follow the same set of grains before and after deformation. Due to
the 2D nature of the scans, these studies were sometimes limited to multicrystalline specimens,
where the microstructure is essentially composed of one layer of crystals [Delaire et al., 2000;
Kalidindi et al., 2004]. In other cases, authors have confined their investigations to the layer
located on the free surface of the specimens [Buchheit et al., 2005; Lebensohn et al., 2008]
while "guessing" the rest of the microstructure. The split sample method, originally introduced
in the early 40’s [Barrett and Levenson, 1940] and more recently adapted and perfected to
channel die compression [Panchanadeeswaran et al., 1996; Quey, 2009], is used to follow the
grains in the bulk of the polycrystalline specimens. Nevertheless, the indetermination regard-
ing the surrounding microstructure remains a problem if 3D simulations are compared to such
measurements.
3D X-ray diﬀraction microscopy (fig. 1.5) is a non destructive technique currently used
to follow grains in the bulk of millimeter-centimeter thick polycrystals [Sørensen et al., 2006].
This tool can be considered as state-of-the-art technique in the characterization of grains and
sub-grains. It has been used to follow grain growth in annealed specimens [Sørensen et al.,
2006] and the deformation of grains inside specimens subjected to relatively low strains [Poulsen
et al., 2003]. The low strain limitation is due to the fact that all the grains diﬀract at the same
time and excessive grain fragmentation leads to overlapping of diﬀraction spots.
Fig. 1.5: 3DXRD microscope stationed at the ESRF beamline ID11 in Grenoble, France
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III Objectives of the present work and thesis outline
In this work, a CPFEM modelling strategy is used to approach the micromechanics of
polycrystalline aggregates. In Chapter 2, modeling assumptions about single crystal behavior
are reviewed briefly before presenting the actual single crystal model used in this study, thus
highlighting the limits of the chosen approach. The model used is a classical elastic-viscoplastic
formulation that satisfies the basic objective of taking into account crystal plasticity theory while
minimizing the important computational cost that could be associated with a more complex
model.
Given the behavior of the single crystal, the diﬀerent ways to account for the behavior
of the polycrystal are reviewed in Chapter 3, namely classical polycrystal plasticity theory
and more advanced models that strive to fill the gap between the actual physics behind grain
deformation and the simplified modelling assumptions of classical models. In that scope, the
FE approach is presented as a limiting case as no assumption is made about grain interaction.
Diﬀerent FE formulations found throughout the literature are briefly reviewed before presenting
the framework used in this work, whereby 3D polycrystals are deformed using an updated
Lagrangian scheme. This framework is implemented in a parallel multi-component C++ library,
called CimLib, developed in CEMEF [Digonnet et al., 2007].
Generating and meshing the microstructure is a pre-requisite for performing FE simu-
lations. In Chapter 4, diﬀerent meshing strategies are highlighted. In this work, a specific
approach is introduced, namely an unstructured “monolithic” mesh is used, not necessarily
conforming to actual grain boundaries, while a level set framework is used to implicitly lo-
cate grains. Adaptive meshing techniques, based on this level set description, is used to define
precisely the interfaces of the grains while optimizing computation time. Most importantly, au-
tomatic remeshing is introduced as a necessary tool for reaching important strains (true strain >
1). Such strains are typically encountered in metal forming processes like rolling for example.
In Chapter 5, applications of the proposed framework for the investigation of local stress
and strain heterogeneities is illustrated. The deformation energy measure is used as a parameter
to assess such heterogeneities. Energy that is stored in the material during deformation is the
driving force for further microstructural evolution that takes place during deformation or an-
nealing. Dynamic or static recrystallization phenomena inevitably occur. Complex multi-scale
models are in theory necessary for accurately describing the deformation and the associated
recrystallization phenomena [Loge´ et al., 2008]. However, before moving to such complicated
schemes, one of the first bottleneck to overcome is the ability to transpose all the deforma-
tion simulation results to the recrystallization simulation. In Chapter 5, such linking between
deformation simulation and recrystallization simulation is illustrated. The common numerical
framework used for both is shown to be an elegant way of achieving this.
One typical objective of CPFEM simulations is deformation texture prediction. In Chap-
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ter 6, a brief overview of crystallographic texture measures and representations is given. Global
texture prediction (“macrotexture”) is investigated in a model polycrystal deformed by plain
strain compression up to 90 % thickness reduction. Such strain levels can only be obtained if
proper remeshing operations are performed at regular intervals. The rest of the chapter is dedi-
cated to the investigation of lattice orientation heterogeneities in an experimental microstructure
deformed by channel die compression. The experimental part of this investigation has been per-
formed by R. Quey from the Ecole Nationale Supérieure des Mines de Saint Etienne [Quey,
2009] who followed the microtexture evolution of individual grains in the bulk of a polycrys-
talline aluminum sample. One of the objectives of this chapter is to evaluate the ability of our
CPFEM framework to allow the construction of the “equivalent” virtual test and to assess its
microtexture predicting capability. Diﬀerent assumptions are made on the constitutive behavior
of the surrounding material due to the lack of experimental data. Highly resolved 3D simu-
lations are performed and the OIM software is used to probe a slice of the virtual specimen.
Virtual OIM maps are compared to experimental ones and a discussion is held on the topo-
logical distribution of orientation gradients and the possibility to predict them with a standard
crystal plasticity based constitutive law.
This work is part of the DIGIMAT project (EU/NSF) which aims at developing a frame-
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Chapter 2
Single crystal plasticity
In crystal plasticity theory, plastic deformation is modelled using the slip system activity
concept. Dislocations are assumed to move across the crystal lattice along specific crystallo-
graphic planes and directions. As the material is subjected to loading, the applied stress resolved
along the slip direction on the slip plane initiates and controls the extent of dislocation glide.
This latter has the eﬀect of shearing the material, while the volume remains constant and the
crystal lattice remains unchanged. Moreover, the crystal lattice can deform elastically, but elas-
tic strains are small compared to plastic strains and are sometimes neglected in crystal plasticity
models. Finally, the crystal lattice can also rotate to accommodate the applied loading. This
lattice rotation (or spin), is responsible for texture development. The concept of lattice rotation
in crystal plasticity is not, at first hand, easy to grasp, especially compared to material rotation
(or rigid body rotation). [Peeters et al., 2001] illustrate well this fundamental diﬀerence with
figure 2.1.
Fig. 2.1: “(a) and (b) A shear γ on a slip plane does not cause the lattice to rotate, although
a material vector may rotate; (b) and (c) An additional rotation - which also causes the crystal
lattice to rotate - will bring the crystal in a position corresponding to the strain forced upon it:
e.g. pure elongation in the direction AC” [Peeters et al., 2001]
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These considerations form the basics of classical crystal plasticity theory. Other modes
of deformation in polycrystals like twinning or grain boundary sliding are not tackled in this
discussion. Also, more recent concepts in crystal plasticity modelling, attempting to account
for the discrete nature of dislocation glide (non-local theory) are briefly highlighted in section
III.4.
I Components of a single crystal model
In order to account for the mechanics of grain structure heterogeneous deformation, crys-
tal plasticity models are based on microstructural variables such as crystallographic orientation
or dislocation densities. Polycrystal models are based on single crystal models as illustrated by
figure 2.2 and are discussed in the next chapter.
Fig. 2.2: From Polycrystal level to slip system level
In order to describe the behavior of a single crystal, three components are needed:
1. A kinematic framework describing the motion of the single crystal. The kinematic de-
composition used in crystal plasticity is in the majority of models a multiplicative de-
composition as opposed to an additive decomposition which is generally used for small
deformations [Shabana, 2008]. In classical plasticity theory, if the elastic behavior is
considered, the decomposition is composed of a plastic and an elastic term.
2. Elastic relations describing the elastic behavior depending on the crystal structure of the
material. Elastic strains are small compared to plastic ones but are sometimes important
to consider if the objective of the simulations is to compute residual stresses for example
[Marin and Dawson, 1998a]. The assumption of small elastic strains enables nevertheless
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simplifications in the governing equations [Marin and Dawson, 1998b]. In other applica-
tions where elasticity is not a concern, the elastic behavior is neglected [Beaudoin et al.,
1995].
3. Evolution rules for the intragranular variables of the model, namely a flow rule and a
hardening rule. Diﬀerent forms of these equations can be found in the literature and a
brief overview is given in this section.
II Flow rule
The Schmid law [Schmid and Boas, 1935] determines the resolved stress on slip system α
,i.e the shear stress τα as follows:
τα = T :Mα = T : (bα ⊗ nα)S ym , (2.1)
where T is the applied stress, bα is the slip direction, nα is the slip plane normal, Mα is the
Schmid tensor which is the symmetric part of the orientation tensor tα = (bα ⊗ nα).
II.1 Ideal plastic flow
At low homologous temperatures, the behavior of single crystals is assumed to be ideally
plastic. In this case, the flow is modelled using the Schmid yield criterion. The Schmid yield
criterion or the “generalized Schmid law” postulates that yield occurs on a given slip system α
if the resolved stress on this slip system (τα) reaches a critical value (ταc ) [Kocks, 1998a]. It can
be expressed as follows:
τα = ταc
τ˙α > 0
⇒ γ˙α > 0 . (2.2)
where γ˙α is the slip rate for slip system α. This yield criterion defines a yield surface which
indicates the direction in which the flow occurs, i.e the straining direction, for a given stress
state. The yield surface is in fact a five dimensional convex polyhedron in stress space, with
each facet corresponding to the activation of a single slip system. Straining occurs along the
normal to the facets of this polyhedron. At the vertices, the straining direction is undetermined
and is bounded by the normals to the facets intersecting at those vertices. Figure 2.3 illustrates
the concept in a 2D projection of the stress space.
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(a) (b) (c)
Fig. 2.3: 2D projection of yield surface in stress space (a) single slip representation; (b) multiple
slip representation;(c) rate independent vs rate dependent plasticity [Kocks, 1998a]. Here s
stands for slip system and m is the Schmid tensor
The vertices correspond to a case where more than one slip system is activated, i.e a case
of multiple slip. In Taylor’s analysis [Taylor, 1938], five independent slip systems are in fact
required to accommodate a given deformation rate (taking into consideration the incompress-
ibility condition). Taylor also proposed a way of solving the indetermination regarding the
straining direction, i.e regarding the selection of the active slip systems that operate for a given
vertex stress state. Assuming that all slip systems have the same initial critical resolved shear
stress and that they all harden equally, he postulated that the active slip systems are the ones
which minimize the energy dissipated during slip (minimum internal work principle). This can
be formulated as follows: ￿
α
τα |γ˙α| ≤
￿
α
τα |γ˙α∗| , (2.3)￿
α
|γ˙α| ≤
￿
α
|γ˙α∗| , (2.4)
where γ˙α∗ is any possible set of slips satisfying the incompressibility condition.
Later on, in order to solve the same indetermination, Bishop and Hill looked at the prob-
lem from the stress point of view, i.e one is to find the stress state that allows for multiple slip.
In their analysis, the “correct” stress σ is the one that maximizes plastic work (maximum work
principle). This can be formulated as follows:
(σ − σ∗) : E ≥ 0 , (2.5)
whereE is the applied strain tensor and σ∗ is any possible stress state that activates a minimum
of five slip systems. It has been shown that Taylor’s minimimum internal work principle is
actually equivalent to the maximization principle of the plastic work but only if hardening is
taken equal for all slip systems [Bishop and Hill, 1951]. For this reason, Taylor’s analysis and
Bishop and Hill’s analysis are described as the “Taylor-Bishop-Hill model”.
23
Ideal plasticity, also known as multi-surface plasticity or “rate independent plasticity”, has
been used since in numerical applications [Anand and Kothari, 1996; Knockaert et al., 2000;
Peirce et al., 1982; Schmidt-Baldassari, 2003]. Robust numerical procedures are needed for
selecting the active slip systems and avoiding singular matrices related to the non-uniqueness
of the set of active slip systems. Additional constitutive assumptions are also needed to compute
the actual amount of slip on the selected systems. It is important to mention that the robustness
of the numerical schemes used in rate independent formulations depends on the chosen hard-
ening law, which completes the constitutive framework [Busso and Cailletaud, 2005], and is
discussed in section III.
II.2 Viscoplastic flow
Two reasons motivate the use of a viscoplastic form for the flow rule: (i) describing
the behavior of metals exhibiting rate sensitivity, especially in applications where localization
phenomena is studied, (ii) avoiding the previously mentioned diﬃculties associated with rate
independence . As seen on figure 2.3(c), the use of a rate dependent formulation has the eﬀect of
rounding the yield surface, thus avoiding the vertex indetermination. Typically, the viscoplastic
behavior is described by an exponential law, first introduced by [Hutchinson, 1977]:
γ˙α = γ˙0
￿￿￿￿￿￿ταταc
￿￿￿￿￿￿1/m sign(τα) , (2.6)
where τα is the resolved shear stress, γ˙0 is a reference slip rate, m the rate sensitivity exponent,
and ταc the critical resolved shear stress for slip system α. Clearly, this expression assumes that
all slip systems are active and the slip rates (slip increments) are directly determined. Rate
independence corresponds to the limiting case when m → 0 and can therefore be theoretically
approximated using this expression. Nevertheless it is worth mentioning that, when m is very
small, the convergence of the numerical integration scheme of the constitutive equations is
more diﬃcult as highlighted by [Anand and Kothari, 1996]. The computational costs of a rate
dependent formulation compared to the rate independent one could therefore be more important
[Delannay et al., 2002] depending on the adopted value of m.
Equation 2.6 has been frequently used since [Delannay et al., 2006; Erieau and Rey,
2004; Marin and Dawson, 1998b]. This type of flow rule can also be expressed in terms of
variables such as dislocation densities thus relating it to more elementary physical mechanisms
of the theory of crystal plasticity [Fivel, 1997]. In the same vein, [Cheong and Busso, 2004;
Cheong et al., 2005] base their flow rule on the thermally activated motion of dislocations:
γ˙α = γ˙0
￿
−F0
κT
￿
1 −
￿ |τα| − S αµ/µ0
τˆ0µ/µ0
￿p￿q￿
sign(τα) , (2.7)
where S α is the total slip resistance to dislocation motion, µ/µ0 is the shear moduli ratio at the
absolute temperature θ and 0 K, F0 is the Helmholtz free energy of activation, κ the Boltzmann
constant, τˆ0 is the maximum lattice friction resistance and p and q sensitivity exponents.
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From a more phenomenological perspective, the flow rule introduced by [Cailletaud,
1987] and used later on by several authors [Barbe et al., 2001a; Diard et al., 2005], is given by:
γ˙α =
￿ |τα − xα| − rα
K
￿1/m
sign(τα − xα) , (2.8)
where K is a material parameter, rα is an isotropic hardening variable and xα is a kinematic
hardening variable.
III Hardening
In order to complete the constitutive framework, hardening has to be taken into account.
The hardening rule represents the strain-induced evolution of the material resistance to plastic
deformation. It can take the following generic expression:
τ˙αc =
￿
β
hαβ
￿￿￿γ˙β￿￿￿ , (2.9)
where the hαβ terms are the components of the hardening (modulus) matrix. The hardening
(modulus) matrix reflects the dependence of hardening upon the history of slip, more specifi-
cally on the shearing rate on the diﬀerent slip systems. The diagonal terms hαα account for the
hardening of slip system α due to its own slip activity, i.e. self-hardening. The oﬀ-diagonal
elements hαβ|α￿β reflect the hardening of slip system α due to the slip activity on the slip sys-
tem β, i.e latent hardening. The hardening matrix can have diﬀerent forms depending on the
actual physical mechanisms and phenomenological behaviors that are accounted for and the
simplifying assumptions adopted. Proportional and latent hardening are presented below. More
elaborate expressions including kinematic hardening and gradient eﬀects are then briefly dis-
cussed.
III.1 Proportional hardening
An example of proportional hardening is Taylor’s model. In this latter, all components of
the hardening matrix are taken equal and are constant over time:
hαβ = h . (2.10)
The hardening is said to be isotropic as all system harden at the same rate (isotropic hardening).
More specifically, in Taylor’s original work, the critical resolved shear stress was taken equal
for all systems, making the hardening actually proportional (i.e the single crystal yield surface
only changes size : there is no motion or shape change). These assumptions do not actually
reflect the phenomenology of hardening in single crystals. Hardening is not constant as the
deformation proceeds and data from single crystal experiments have shown that latent hardening
rate could sometimes be higher than the self hardening one [Jackson and Basinski, 1967; Kocks
and Brown, 1966].
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III.2 Latent hardening
One way of diﬀerentiating self and latent hardening eﬀects is by taking the latent harden-
ing terms to be proportional to the self hardening ones, which are in general specified. A simple
hardening model is then given by:
hαα = h and hαβ = qh if α ￿ β . (2.11)
The parameter q is termed the latent hardening ratio and it is generally defined as a constant in
the range 1.0 < q < 1.4 which seems to encompass much of the experimentally measured data
[Peirce et al., 1983] although experimental investigations have shown that q evolves with the
deformation [Franciosi et al., 1980]. In [Peirce et al., 1983], the common term h is given by:
h = h(γcum) = h0sec2
￿
h0γcum
τsat − τ0
￿
, (2.12)
where h0 is a hardening coeﬃcient, τ0 and τsat represent the initial and the saturation values of
τc. The term τ0 is generally taken equal for all slip systems as it is actually quite diﬃcult to
experimentally identify the initial strength of the individual slip systems. The term γcum is the
accumulated slip defined by:
γcum =
￿ t
0
￿
α
|γ˙α| dt . (2.13)
Latent hardening is reflected in the anisotropic evolution of the yield surface. Besides the fact
that it aﬀects the slip system hardenesses, it also has a more or less important impact on the
global mechanical response of the polycrystal and on texture predictions as it influences “tex-
ture” or “geometric” hardening [Bassani, 1994; Miller and Dawson, 1997].
III.3 Including kinematic hardening
As mentioned previously in section II.2, [Cailletaud, 1987] included in his model not
only an isotropic hardening variable rα, but also a kinematic one xα:
rα = r0 + Qα
￿
β
hαβ
￿
1 − e−bγcum￿ ,
xα = csα with s˙α = γ˙α − dsα |γ˙α| ,
(2.14)
where r0, Qα , b, c and d are material-dependent parameters. Clearly, the use of a kinematic
variable accounts for kinematic hardening ( which is translated as a shift of the single crystal
yield surface). The saturation of hardening could therefore be described not only during mono-
tonic but also cyclic loading. Besides, latent hardening eﬀects are taken into account via the
coeﬃcients Qα and the interaction matrix hαβ which is constant. It is worth mentioning that
these terms appear only in the expression of the isotropic variable rα as the Bauschinger eﬀect
is not generally related to the interaction between slip systems, but is linked to the interaction
of each individual slip system with its environment.
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III.4 Using dislocation densities and including gradient eﬀects
In the same way as for the flow rule, hardening models can be more physically-based if
expressed in terms of dislocation densities and if the basic mechanisms of dislocation generation
and annihilation are considered. Moreover, strain gradient concepts, which account for example
for size-dependent eﬀects, can be introduced directly at the level of the hardening model. For
this purpose [Cheong et al., 2005](see section II.2 for the flow rule) define the total dislocation
density on slip system α as:
ραT = ρ
α
S + ρ
α
G . (2.15)
In this expression, ραS and ρ
α
G refers to statistically stored dislocations (SSD) and geometrically
necessary dislocations (GND) respectively. As expressed in [Fleck et al., 1994], which reported
experimental evidence of size-dependent eﬀects,“dislocations become stored for two reasons :
they accumulate by trapping each other in a random way or they are required for compatible
deformation of various parts of the crystal. The dislocations which trap each other randomly are
referred to as statistically stored dislocations . . . gradients of plastic shear result in the storage of
geometrically necessary dislocations”. These dislocations contribute to the total slip resistance
S α as follows:
S α = λµ0bα
￿￿
β
hαβS ρ
β
S +
￿
β
hαβG ρ
β
G , (2.16)
where b is the magnitude of the Burgers vector and λ a statistical coeﬃcient accounting for the
deviation from regular spatial arrangements of SSDs and GNDs (diﬀerent values for b and λ
could also be used for SSDs and GNDs). Latent hardening is represented by the two matrices
hαβS and h
αβ
G which are in fact reduced to the two coeﬃcients h and q as given by equation 2.11
(h is taken constant and not a function of the accumulated slip).
Evolutionary equations for SSDs
SSDs are decomposed into pure edge ραS e and screw components ρ
α
S sw in order to account for
their diﬀerent mobilities, hardening and recovery processes. Dislocations generation is assumed
to be related to Frank-Read sources and the annihilation is assumed to occur due to sign diﬀer-
ences between the same type of parallel dislocations. The evolutionary equations are written as
balance laws between dislocation generation and dislocation annihilation and are given by:
ρ˙αS e =
Ce
bα
Ke
￿￿
β
ρβT − 2deραS e
 |γ˙α| ,
ρ˙αS sw =
Csw
bα
Ksw
￿￿
β
ρβT − ραS sw
Kswπd2sw
￿￿
β
ρβT + 2dsw

 |γ˙α| .
(2.17)
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In this expression, de and dsw are critical distances for spontaneous annihilation of opposite sign
edge and screw dislocations respectively. Ce andCsw represent the relative contributions of edge
and screw dislocations to the slip produced by SSDs while Ke and Ksw are related to the their
respective mean free path.
Evolutionary equations for GNDs
For describing the evolution of GNDs, a vector ραG related to the GND density is introduced.
and is expressed in a local reference system defined by the slip direction bα, the slip plane nor-
mal nα and the orientation tensor tα = (bα ⊗ nα) [Busso et al., 2000]. The terms ραGsw , ραGen and
ραGet are the components in the b
α, nα and tα directions respectively. In rate form, we obtain:
ρ˙αG = ρ˙
α
Gswb
α + ρ˙αGett
α + ρ˙αGenn
α . (2.18)
Nye’s dislocation tensor [Nye, 1953] is used to define a tensorial measure of the GND densi-
ties which can be related to the resultant Burger’s vector of all GNDs, yielding the following
evolutionary equation:
bα
￿
ρ˙αGswb
α + ρ˙αGett
α + ρ˙αGenn
α
￿
= curl (γ˙αnαF p) , (2.19)
where F p is the plastic deformation gradient. The curl term translates the dependence of the
GND density evolution on the spatial gradient of the slip rate, hence the non-local terminology
which is sometimes used to describe strain-gradient plasticity concepts.
Non-local models have thrived in the last decade in an attempt to overcome the short-
comings of standard local models. Indeed, standard models have shown to yield results in fair
agreement with experiments in terms of stress strain curves [Buchheit et al., 2005] or global
texture predictions [Bachu and Kalidindi, 1998]. It is however admitted that such constitutive
models often do not represent realistically the operating microstructural mechanisms related to
the discrete nature of dislocation glide. Modelling eﬀorts have therefore been directed towards
improving the constitutive model by including gradient eﬀects which are in fact the expression
of the spatial distribution of dislocations. One way of taking into account these eﬀects is by
including gradient terms at the level of the evolutionary rules of the internal slip system vari-
ables as it is done above and in other instances [Acharya and Beaudoin, 2000; Arsenlis and
Parks, 2001; Bassani, 2001; Huang et al., 2004]. Another approach in phenomenological yield
surface gradient plasticity consists of incorporating higher order strain-gradient terms and cou-
ple stresses and requires sometimes the use of non-standard boundary conditions [Fleck et al.,
1994; Gudmundson, 2004]. [Gerken and Dawson, 2008] find yet another way of incorporating
non-local eﬀects by including in the standard kinematic framework mentioned in section I a
third term that accounts for long range strain.
It has been shown that such enhancements yield results that are in better accordance with
experimental data in terms of local fields [Ma et al., 2006]. An excellent synthetic account of
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applications where non-local eﬀects are important to consider and of the diﬀerent formulations
available in the literature is given in [Gerken and Dawson, 2008]. In general the more physically
sound the model is, the more computationally demanding it becomes [Cailletaud et al., 2003].
IV Single Crystal model used in this work
IV.1 formulation
The single crystal model used in this work relies on an elastic-viscoplastic formulation.
The main concepts are highlighted in this section and more details can be found elsewhere
[Delannay et al., 2006]. In this model, plastic deformation is achieved by dislocation slip, along
the {111} <110> crystallographic systems for FCC crystals deforming at low temperatures. The
kinematics of the single crystal is a combination of dislocation slip, lattice rotation and elastic
stretch. Figure 2.4 illustrates the multiplicative decomposition used in this work.
Fig. 2.4: Crystal kinematics: initial (C0), intermediate (Ci) and final configuration (Cf)
The deformation gradient tensor F , typically considered in finite strain kinematics, is
decomposed as follows:
F = F elF p = R∗U elF p , (2.20)
where F p is the plastic deformation gradient that accounts for slip, R∗ is the lattice rotation
and U el is the elastic stretch. The intermediate configuration Ci corresponds to a stress-free
configuration or “relaxed” configuration obtained by elastically unloading the crystal in the fi-
nal configuration Cf and rotating it. An additional fictitious configuration could be introduced
between Ci and Cf as in [Marin and Dawson, 1998b] where it is obtained by elastically un-
loading Cf to a relaxed state but without rotation. The crystal constitutive equations could be
written in any of these configurations and the choice conditions the procedure and scheme used
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to integrate them. In this work, the equations are written in the intermediate configuration Ci.
The velocity gradient tensor L is given by:
L = F˙ F
−1
= R˙∗R∗
T
+R∗
￿
U˙ elU el
−1￿
R∗
T
+R∗U el
￿
F˙ pF p
−1￿
U el
−1
R∗
T
. (2.21)
The plastic velocity gradient Lp, accounting for dislocation slip, is then written as follows:
Lp = F˙ pF p
−1
=
￿
α
Mαγ˙α . (2.22)
In this expression,Mα is the Schmid tensor of slip system α and γ˙α is the corresponding rate
of dislocation slip. The Schmid tensor has the same expression in the initial and intermediate
configuration as crystallographic slip does not distort the lattice.
The elastic strain tensor E is calculated with respect to the intermediate configuration and is
therefore given by:
E =
1
2
￿
F el
T
F el − 1￿ = 1
2
￿
U el
T
U el − 1￿ . (2.23)
The work-conjugate measure of stress is the second Piola-Kirchhoﬀ stress T . This latter is
related to the Cauchy stress σ through:
T = det(F el)F el
−1
σF el
−T
= det(U el)U el
−1
R∗
T
σR∗U el
−1
. (2.24)
The elasticity relation between T and E is given by:
T = CE , (2.25)
where C is a fourth order anisotropic elasticity operator. For cubic symmetry, the correspond-
ing matrix has a form identical to the isotropic case, except that three independent constants are
needed to fully describe the matrix [Hosford, 1993]. This form allows for the separation of the
deviatoric and spherical components of T .
Infinitesimal elastic strains assumption
For materials subjected to important plastic strains, the elastic strains are small compared
to plastic one. Typically, in metal forming operations, they never exceed 1%. It is then assumed
that they are small compared to unity. This assumption yields:
U el = 1l + εel , (2.26)
where 1l is the identity tensor, εel is a symmetric tensor with
￿￿￿εel￿￿￿ ￿ 1. Neglecting higher order
terms in εel leads to:
U el
−1
=
￿
1l − εel￿ ,
det(U el) = det(1l + εel) = 1 + tr(εel) .
30
For the same sake of simplification, for any tensor X , εel : X is neglected compared to X .
Bearing these assumptions in mind, the velocity gradient tensor can be rewritten as:
L = R˙∗R∗
T
+R∗
ε˙el +￿
α
Mαγ˙α
R∗T , (2.27)
and equations 2.23,2.24 and 2.25 simplify to:
T = Cεel = R∗
T
σR∗ . (2.28)
Flow rule and hardening model
In order to complete the single crystal model, the viscoplastic exponential law is used as
a flow rule:
γ˙α = γ˙0
￿￿￿￿￿τατc
￿￿￿￿￿1/m sign(τα) , (2.29)
where τα = T : Mα is the resolved shear stress, γ˙0 is a reference slip rate, m the sensitivity
exponent, and τc the critical resolved shear stress which is assumed to be identical for all slip
systems. A rate sensitive formulation is used here in order to avoid the non-uniqueness problem
associated with the identification of the active slip systems in rate independent formulations.
Regarding the hardening, it is assumed that all slip systems have the same τc and that they
all harden equally according to the following rule:
τc = τc0
￿
1 +
Γtot
Γ0
￿n
with Γtot =
￿ t
0
￿
α
|γ˙α| dt , (2.30)
where τc0, Γ0 and n are material parameters. Increase in slip resistance is therefore directly
related to the total shear accumulated on all slip systems. A Voce type saturation law is also
implemented as follows:
τ˙c = H0
￿
τsat − τc
τsat − τ0
￿￿
α
|γ˙α| , (2.31)
where τ0 and τsat represent the initial and the saturation values of τc and H0 a hardening coeﬃ-
cient.
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IV.2 Time integration scheme of the constitutive law
To summarize, the equations describing the elasto-viscoplatic model can be listed as fol-
lows:
Kinematics: Lsym →D = R∗
ε˙el +￿
α
1
2
(Mα +Mα
T
)γ˙α
R∗T , (2.32a)
Kinematics: Lanti →W = R˙∗R∗T +R∗
￿
α
1
2
(Mα −MαT )γ˙α
R∗T , (2.32b)
Elasticity: T = Cεel , (2.32c)
Schmid Law: τα = T :Mα , (2.32d)
Flow: γ˙α = γ˙0
￿￿￿￿￿τατc
￿￿￿￿￿1/m sign(τα) , (2.32e)
Hardening: τc = τc0
￿
1 +
Γtot
Γ0
￿n
,Γtot =
￿ t
0
￿
α
|γ˙α| dt . (2.32f)
The objective of the integration of the constitutive model is to compute the model-dependent
variables at time t + ∆t, given that their values are known at time t and that the applied defor-
mation is known for every crystal ( L or equivalently D andW ). In the previous system, the
unknown independent variables are: the crystal stresses T |t+∆t ( or equivalently the elastic de-
formation εel|t+∆t), the slip resistance τc|t+∆t and the lattice orientation R∗|t+∆t. These constitute
the state variables of the problem. In order to simplify the time integration procedure, one can
choose to eliminate the lattice rotation from this system ( and hence the evolutionary equation
2.32b ) which is approximated by ￿R∗ as follows:
R∗|t+∆t ≈ ￿R∗ =W∆tR∗|t .
As mentioned in [Delannay et al., 2006], the impact of such an approximation is negligible
in metal forming simulations such as those performed in this work. The update of the lattice
orientation is performed later, after the integration of the rest of the equations, as it is explained
below.
Equations 2.32a, 2.32c and 2.32d are combined in order to find the crystal stresses T |t+∆t.
A fully implicit time integration scheme yields the following discretized equations:
T |t+∆t = T |t +C
￿ ￿R∗T∆D ￿R∗ − 1
2
(Mα +Mα
T
)∆γα
￿
, (2.33a)
∆γα = γ˙α|t+∆t∆t = γ˙0
￿
Mα : T |t+∆t
τc|t+∆t
￿1/m
sign(Mα : T |t+∆t)∆t , (2.33b)
τc|t+∆t = τc0
￿
1 +
Γtot|t+∆t
Γ0
￿n
with Γtot|t+∆t = Γtot|t +
￿
α
|∆γα| . (2.33c)
A two level iterative scheme is used to solve this system. A first Newton-Raphson procedure is
used to solve equation 2.33a. A second one is used to compute the slip increments ∆γα based
32
on the stress estimate. Slip resistance is computed subsequently. Finally, regarding lattice reori-
entation, equation 2.32b is integrated using an exponential map ([Simo and Hughes, 1998]). In
practice, all these equations are expressed in the crystal reference frame so thatMα is identical
in crystals belonging to the same phase. At the beginning of the simulation, the orientation of
each grain is recorded and used to shift from the sample coordinate system to the crystal coor-
dinate system (R0R∗
T ).
Link with the Finite Element formulation
The Cauchy stress, used by the finite element model, is updated according to 2.28, yield-
ing:
σ|t+∆t = R∗T |t+∆tR∗T . (2.34)
Moreover, a consistent algorithmic tangent operator is used by the finite element formulation,
as highlighted in the next chapter. It is given by:
C =
∂∆σ
∂∆D
≈ R∗|t+∆t ￿R∗T ∂T |t+∆t
∂( ￿R∗T∆D ￿R∗) ￿R∗R∗T |t+∆t , (2.35)
where
∂T |t+∆t
∂( ￿R∗T∆D ￿R∗) =
￿
C−1 +
￿
α
1
2
(Mα +Mα
T
) ⊗ ∂∆γ
α
∂T |t+∆t
￿−1
. (2.36)
This last equation is obtained by diﬀerentiating equation 2.33a with respect to the deformation
increment. The last term in equation 2.36 is obtained from the solution of the following linear
set: ￿
α
￿
δαβ +
∆γα
∂mτc|t+∆t
∂τc|t+∆t
∂∆γβ
￿
∂∆γα
∂T |t+∆t =
∆γβ
mM β : Tt+∆t
M β , (2.37)
where
∂τc|t+∆t
∂∆γβ
= nτc0
￿
1 +
Γtot|t+∆t
Γ0
￿n−1 sign∆γβ
Γ0
. (2.38)
The assessment of the time integration scheme can be found elsewhere [Delannay et al., 2006].
V Conclusion
As seen in this chapter, the behavior of a single crystal could be modelled in a more or
less complex fashion so as to reflect the actual physical mechanisms operating at the microstruc-
tural level. The slip system concept represents a homogenized way of taking into consideration
the motion of individual dislocations that glide through the crystal lattice under the eﬀect of
the (resolved) stress. The flow rule reflects the non-linear relationship between strain rate and
stress. It is phenomenological in nature, even if various authors have strived to incorporate more
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“physics” into their models by, for example, considering dislocation densities as primary vari-
ables, distinguishing the behavior of statistically stored dislocations from geometrically nec-
essary ones, and therefore including strain gradients eﬀects so as to account for non-local or
long-range influences. Local models, such as the one used in this work, are blind to those in-
fluences and, thus, do not include any length scale. They are, therefore, not expected to yield
satisfactory results in several instances, including, for example, the prediction of the Hall-Petch
eﬀect, which is one of the most well-known macroscopic manifestation of size-related eﬀects
in metallic materials. Most importantly, they can not capture all grain scale heterogeneities,
particularly those that appear under the influence of strain gradients. Bearing these limitations
in mind, the single crystal model is in general combined with another model at the level of the
polycrystal in order to account for the interaction between each grain and its neighbors. As-
sumptions about grain interaction are as significant as the single crystal model in determining
the outcome of the modelling eﬀort, as seen in the following chapter.
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Chapter 3
Accounting for grain interaction
Single crystals are in general part of a polycrystal and therefore, when this latter is sub-
jected to loading, the behavior of each crystal (and that of the ensemble) is aﬀected by the
presence of the other constituents. The objective of polycrystal theories is to account for the
individual behavior of the crystals and that of the polycrystal by defining:
• The way the deformation is partitioned among the crystals and the interaction between
the grain and its neighbors,
• Whether or not the grain is considered as an homogeneous entity.
The CPFEM approach can be considered as being the ultimate polycrystal model. Its assump-
tions regarding deformation and stress equilibrium are the closest to the actual physics of the
problem compared to classical polycrystal models and more elaborate “N-site” models, as high-
lighted in this chapter.
I Polycrystal theories
Polycrystal models are based on the Representative Volume Element (RVE) concept. The
RVE polycrystal should be small enough compared to the macroscopic scale but large enough
to reflect microstructural heterogeneities. In homogenization theory, the RVE is such as the
loading and displacement conditions at its boundary are uniform and the volume average of
stress, strain and velocity gradient over all grains are equal to the overall stress Σpoly , strain
(E poly) and velocity gradient (Lpoly) at its boundary [Hill, 1967]. This could be expressed as
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follows: 
Σpoly = ￿σc￿ = 1
V
￿
V
σcdV ,
E poly = ￿εc￿ = 1
V
￿
V
εcdV ,
Lpoly = ￿Lc￿ = 1
V
￿
V
LcdV ,
(3.1)
where V is the volume of RVE, c stands for the crystal and poly for the polycrystal. Polycrystal
models are basically composed of: (i) single crystal constitutive relations and (ii) a localization
rule which is used to partition the macroscopic deformation among the grains (see figure 2.2).
They are in essence statistical models. Several approaches, with their own variants, are present
in the literature. Only the main ones are recalled here. These models are needed in Finite Ele-
ment simulations where each integration point represents a group of crystals. They incorporate
more or less complex assumptions in order to account for the interactions between the grains
inside a polycrystal. After briefly discussing the earliest of them all, the Sachs model, the Tay-
lor ( Full-Constraints) model is presented followed by classical Taylor-Type models (Relaxed-
Constraints) and more elaborate Taylor-Type models that strive to take into account the direct
neighborhood of each grain by considering “clusters” of grains (N-site). While these models
are based on short-range interactions, the Self-Consistent approach incorporates the long-range
interactions between one cluster ( a grain or a group of grains) and the rest of the polycrystalline
matrix.
I.1 Sachs model
In this model [Sachs, 1928] and its variants, grains are assumed to experience the same
state of stress as the macroscopic polycrystal one and achieve deformation by activating only
one slip system like unconstrained single crystals. No link or assumption is made about the
deformation of each grain or the interaction between the grains. Therefore each grain deforms
independently. While stress equilibrium is forced upon the system with the uniform stress
assumption, compatible deformation is not achieved. This model is often presented as a “lower-
bound”.
I.2 Taylor full-constraint model (FC)
Taylor’s original analysis [Taylor, 1938] is motivated by the violation of compatibility
(or equivalently the assumption of single slip) in Sach’s model. Taylor assumed that all grains
deform in the exact same manner as the polycrystal. In fact, if a polycrystal is subjected to im-
portant strains, one could assume that the behavior of each individual grain is not that diﬀerent
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from its neighbor and from the overall behavior. This compatibility requirement, which guar-
anties a perfect fit at the grain boundaries is achieved at the expense of local stress equilibrium.
In rate form, the Taylor assumption can be expressed as follows:
Lc = Lpoly . (3.2)
The Taylor model is very simple to implement in numerical applications and the associated
computational costs are small compared to other polycyrstalline models. In large scale appli-
cations, texture-induced anisotropy is fairly predicted [Marin and Dawson, 1998a], especially
for materials exhibiting a high degree of crystal symmetry ( like cubic crystals) and subjected
to strains well beyond the elastic limit. On the other hand, some major characteristics of defor-
mation texture evolution are not well accounted for.
I.3 Relaxed constraints models (RC)
Constraining completely the motion (the deformation) of the grains in the Taylor FC ap-
proach was thought of being potentially responsible for the shortcomings of the model regarding
deformation texture predictions. Relaxed constraints models are based on the idea of freeing
some degrees of freedom of each individual grain with the intended objective of improving tex-
ture predictions. Relaxing the kinematic constraints on the grains can be physically justified in
some contexts. Typically, during rolling for example, grains become flat or elongated and the
polycrystal can be regarded as a group of lamellae or thin brick shaped grains, which remain
parallel to each other during the deformation. The kinematic constraints on those grains could
therefore be relaxed, allowing possible misfits at the grain boundaries while satisfaction of local
stress equilibrium is enhanced.
Relaxing the constraints entails prescribing, on the grain’s level, only some components
of the polycrystal velocity gradient. In the lath model for example, the local shear component
Lc13 (l13 in figure 3.1(b)) is not set equal to the macroscopic one L
poly
13 which is equal to zero in
ideal rolling. This reduces by one the number of equations, thus yielding only four independent
equations to be solved for the slip rates (increments) as opposed to the five independent ones in
the Taylor FC model. Consequently, only four slip systems are active in this case. Another vari-
ant, the pancakemodel relaxes yet another component, the transverse shear Lc23, thus activating
only three slip systems in this case. A general mathematical framework describing these “Gen-
eralized Relaxed Constraints” (GRC) models is given in [Van Houtte, 2005]. The partitioning
rule is expressed as:
Lc = Lpoly −
R￿
r=1
￿Krγ˙RLXr , (3.3)
where R is the number of relaxations ( R = 1 for the lathmodel and R = 2 for the pancake), γ˙RLXr
are unknown relaxation shear rates and ￿Kr are the relaxation modes. These latter (expressed in
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the macroscopic frame) are given by:
￿K1 =

0 0 1
0 0 0
0 0 0
 , ￿K2 =

0 0 0
0 0 1
0 0 0
 . (3.4)
It can be shown that relaxing specific components of the velocity gradient entails the satisfaction
of equilibrium of the corresponding stress components [VanHoutte et al., 2004].
(a) (b)
Fig. 3.1: Flattening of grains during rolling: (a) rolling process; (b) the lath model (x1 =
RD,x2 = TD)[Van Houtte, 2005]
One of the main conceptual faults of the GRCmodels is the fact that the volume average of
the velocity gradients over the whole polycrystal might not equal the macroscopic one. Indeed,
nothing in these models is done to ensure that the contribution of the extra terms that were
added, i.e the contribution of the relaxation shear rates, is equal to zero over the entire volume.
Practically speaking, RC pancake models, for example, have not yielded much improvement
regarding deformation texture prediction [Van Houtte, 2005]. Sometimes the predictions are
even worse than the Taylor FC model [Delannay, 2001].
I.4 N-site models
As opposed to FC and RC models, N-site models consider what happens to more than
one grain at a time. The main concept is to incorporate short-range interaction during the
deformation of each grain by considering a cluster of N grains. In the LAMEL and advanced
LAMEL (or multisite) models, two crystals are considered while a cluster of eight crystals is
considered in the Grain Interaction (GIA) model.
I.4.1 The LAMEL model
The LAMELmodel assumptions are quite similar to those of GRCmodels. Consequently,
its applicability is also limited to special cases where grains are flattened as in the rolling pro-
cess. In order to overcome the major shortcoming of the GRC models in terms of satisfaction of
volume averages, the LAMEL model considers a lamellae composed of two crystallites which
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are meant to achieve together the macroscopic deformation. Practically speaking, two crystals
are chosen randomly from the pool of discretized orientations constituting the texture of the
polycrystal and assigned to the top and bottom grain as illustrated by figure 3.2. Several relax-
ation modes are considered with the basic requirement that the interface remains coherent i.e
grain boundary sliding is not permitted. Type I and II relaxation modes are equivalent to the
relaxation modes of the pancake model as seen on figure 3.3. They leave the interface between
the two grains unrotated and undeformed. In Type III, the shear components act in the same
direction (instead of opposite directions as in type I and type II) which leaves the interface de-
formed, which is therefore a special case compared to the other two relaxation modes.
Fig. 3.2: Illustration of the LAMEL orientation selection procedure
Fig. 3.3: the LAMEL relaxation modes (1 = RD, 2 = TD) [Van Houtte, 2005]
While it is only applicable to rolling, the LAMELmodel has been successful in improving
the predictions of texture evolution in steels for example [Van Houtte et al., 1999].
I.4.2 The Advanced LAMEL model and the “multisite” model
The multisite model [Delannay et al., 2009] is the elastic-viscoplastic extension of the
advanced LAMEL model (ALAMEL) developed initially by [Van Houtte, 2005]. Regarding
the treatment of grain’s interaction, both models are equivalent. The first characteristic feature
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of the multisite model is that no assumption is made regarding the grain shape, which makes the
model applicable in any context. The interaction of the grain with several neighbors is taken into
account which is equivalent to considering the grain as a non-homogeneous entity as illustrated
by figure 3.4. With these assumptions, the multisite model strives to overcome the shortcomings
of the previous models by sticking more closely to the actual physics of the problem, whereby
every grain is generally surrounded by more than one neighbor. The crystallographic orientation
of diﬀerent regions of the grain evolves therefore diﬀerently and its contribution is considered
in the texture evolution of the polycrystal. The interactions considered in the multisite model
are the same as those considered in the LAMEL model (Type I and II). In the same vein, the
GIA model takes into consideration the interaction between neighboring grains by relaxing the
constraints inside a cluster composed of eight grains [Engler et al., 2005]. The grains are al-
lowed to relax under an energy penalty term.
Fig. 3.4: Ilustration of the multisite model
When compared to FC and RC models, the Advanced LAMEL and GIA models yield
results that are in better agreement with experimental data in terms of texture evolution. This is
sometimes also true when compared to low resolution CPFEM simulations [VanHoutte et al.,
2004].
I.5 Self-Consistent models
As opposed to the Taylor model which violates stress equilibrium, self-consistent models
were designed to satisfy both equilibrium and compatibility in an average sense. They are based
on the original work of [Eshelby, 1957] who considered the problem of determining the stress
and strain in an elastic ellipsoidal inclusion surrounded by a unbounded elastic medium having
the same properties as the inclusion. The self-consistent approach, as illustrated by figure 3.5,
relies on the concept of eigenstrain and the extension of Eshebly’s remarkable result to the case
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of ellipsoidal inhomogeneities included in an unbounded domain having unknown eﬀective
properties and subjected to the macroscopic strain or stress (ε0 or σ0) as a far-field strain or
stress.
Fig. 3.5: Self-consistent principle[Gross and Seelig, 2006]
Applying this concept to polycrystalline aggregates, each grain (defined as one crystal
with a given crystallographic orientation) is considered as an inclusion embedded in polycrys-
talline matrix composed of all other grains. In this case, the behavior of the matrix is then de-
termined by considering successively diﬀerent grains (considered as representative of all other
grains having the same orientation). The overall behavior is then computed as the average re-
sponse of all those representative grains. As opposed to multisite and LAMEL model, where
next-neighbor interaction is addressed, the self-consistent approach takes into consideration
long-range interactions, as each grain “feels” the influence, not only of its direct neighbors, but
of all other grains constituting the polycrystalline matrix.
A first self-consistent model was proposed by [Kro¨ner, 1961] and extended later by [Bu-
diansky and Wu, 1962]. In this model, each grain is regarded as an elastic-plastic spherical
inclusion embedded in an elastic infinite medium. The grain and the matrix are considered elas-
tically isotropic and have the same linear elastic properties. The interaction between the grain
and the aggregate is elastic. Considering an Eshelby problem and the previous assumptions
yields the following expression for the stress σc inside a spherical crystal [Khan and Huang,
1995]:
σc = Σpoly − 2G(1 − ζ)(E polyp − εcp) with ζ = 2(4 − 5ν)15(1 − ν) , (3.5)
whereE polyp is the overall plastic strain, εcp is the local plastic strain,G is the shear modulus and
ν the Poisson’s ratio.
Due to the model’s assumption, it is limited to small strains. Later on, other authors con-
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sidered the elastic-plastic [Berveiller and Zaoui, 1979; Hill, 1965] response of the polycrystal
in the interaction. Others considered viscoplasticity [Hutchinson, 1976; Lebensohn and Tome´,
1993; Molinari et al., 1987].
II The CPFEM approach - brief literature review of FE for-
mulations
The characteristics of the Finite Element approach in the treatment of crystal plasticity
problems, where each grain is represented ( meshed) explicitly can be summarized as follows:
• No micro to macro linking hypothesis is needed
• The compatibility requirement is fulfilled on the local level
• Equilibrium is also fulfilled locally in a weak sense
• In simulations, where more than one element is used to discretize the grain, in-grain
heterogeneities can be represented. Stress, strain and lattice orientation gradients are
predicted.
• Next-neighbor interactions are included. Long-range interactions are indirectly taken into
consideration as the influence of far away grains is transmitted to a given grain in much
the same way as the last ball in a Newton’s cradle. Consequently, no assumptions for
the interactions are needed and their influence is included in the outcome of the Finite
Element computations.
The Finite element model is composed of a representation and meshing of the microstruc-
ture, and of the finite element formulation used to solve the mechanical problem. Representation
and meshing of the microstructure is tackled in the next chapter. In this section, some formula-
tions used in the literature are reviewed briefly before presenting the finite element formulation
used in this work. Finite element simulations in solid mechanics are dominated either by dis-
placement /velocity based formulations or by mixed formulations. In these latter, in addition
to the primary variable (displacement / velocity), a second primary unknown is introduced.
In practice, the pressure has often been used yielding mixed displacement/pressure or veloc-
ity/pressure formulations. In crystal plasticity applications, the focus is set primarily on the
constitutive behavior and the Finite Element formulation is discussed by only a few authors.
In many applications, the traditional displacement formulation is used either through in-house
codes [Delaire et al., 2000] or through commercial finite element codes like ABAQUS [De-
lannay et al., 2006]. These formulations are a priori more economical than mixed methods
due to the use of one primary vectorial unknown. However a known problem associated with
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this formulation and the use of first-order elements is locking, which occurs when modelling
incompressible or nearly incompressible materials [Bathe, 1996]. One way to overcome this is
to use second order elements, which lack the simplicity ( in terms of numerical implementation)
oﬀered by linear elements. Another alternative is to use mixed formulations, which have been
applied in the context of crystal plasticity applications in form of displacement/pressure formu-
lations as in [Maniatty et al., 2007] or velocity/pressure formulation as in [Marin and Dawson,
1998a]. In these formulations, it is necessary that the combination of interpolation functions
for displacement /velocity and for pressure satisfy the Brezzi-Babuska condition [Brezzi and
Fortin, 1991] in order to ensure stability. Dawson and his collaborators often used mixed
formulations where the pressure is piecewise constant over the element and the velocity is inter-
polated using linear shape functions ( P1/P0 formulation). They noted that such a formulation
converges well in the case of an elastic-viscoplastic constitutive behavior while failing in the
case of rigid viscoplastic one [Marin and Dawson, 1998a]. Sharp discontinuities across ele-
ments due to the single crystal anisotropy is mainly responsible for such numerical problems.
For this purpose they proposed a Hybrid formulation [Beaudoin et al., 1995] which is based on
the concept of defining subdomains within a body while applying contraints between them.
Another classification of finite element formulations considers the scheme used to handle
the deformation of the body. In crystal plasticity applications, like in many solid mechanics
problems, the Lagrangian scheme is generally adopted. In the case of large strain applica-
tions, the updated Lagrangian scheme is very useful [Maniatty et al., 2007; Sarma et al., 2002]
whereas the Eulerian approach is more rare [Barton et al., 2004].
In this work, a mixed velocity pressure finite element formulation is used with appropri-
ate combination of interpolation functions. More specifically, the mini-element (P1+/P1) with
linear continuous pressure and linear velocity with a bubble function added at its center for this
latter, is used. Specific details of the formulations are found below.
III Finite element formulation in this work
III.1 Balance laws
The resolution of the mechanical problem is based on balance of momentum and conser-
vation of mass coupled with the appropriate boundary conditions and constitutive equations. In
local form, the conservation of linear momentum and the conservation of mass are written as:
divσ + ρg = ρ
dv
dt
, (3.6)
dρ
dt
+ ∇ · (ρv) = 0 , (3.7)
where v is the velocity vector, σ is the Cauchy stress tensor, ρ the density and g the gravity.
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Appropriate surface traction and velocity boundary conditions are given by:
v = vapp on Γv , (3.8)
for the velocity vector v, and:
σn = t = tapp on Γt , (3.9)
for the traction vector t where Γ = Γv ∪ Γt is the boundary of the domain Ω.
In the present work, we restrict our attention to isothermal, quasi-static deformation of poly-
crystalline aggregates. Also neglecting body forces, equation 3.6 is reduced to:
divσ = 0 . (3.10)
The Cauchy stress tensor σ can be decomposed into its deviatoric and spherical pressure com-
ponents. However, such decomposition is only meaningful if the constitutive law, that is to
be solved in concert with this equation, can give the evolution of the deviatoric and pressure
components separately. Besides, for constitutive models that account for the elastic behavior,
equation 3.7 is replaced by the volumetric response of the elasticity relations, as the density can
be directly determined once the motion of the body is obtained. Bearing these hypotheses in
mind, the final system of equations to be solved may be written as:
divS − ∇p = 0 ,
trε˙ +
p˙
χ
= 0 ,
(3.11)
where S and p are respectively the deviatoric and pressure components of σ, χ the bulk
(elastic) modulus, and ε˙ the strain rate tensor defined as:
ε˙ =
1
2
￿∇v + ∇vT ￿ . (3.12)
III.2 Variational formulation
The formulation of the finite element problem is based on the weak integral form of the
system presented in 3.11. The procedure for obtaining the weak form consists of first multiply-
ing the equations by test functions v∗ ∈ V and p∗ ∈ P where V and P are appropriate functional
spaces given by: 
V = {v,v ∈ H1 (Ω)d |v = vapp on Γv} ,
V0 = {v,v ∈ H1 (Ω)d |v = 0 on Γv} ,
P = {p, p ∈ L2 (Ω)} ,
(3.13)
with d the space dimension, V the space of kinematically admissible velocity fields and V0 the
space of kinematically admissible velocity fields to zero.
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Integration over the volume of the domain Ω and the use of the Green formula yields the fol-
lowing variational problem:
find(v, p) ∈ (V, P) such that ∀(v∗, p∗) ∈ (V0, P):
￿
Ω
S(v) : ε˙(v∗)dΩ −
￿
Ω
p · ∇v∗dΩ −
￿
Γ
t · v∗dΓ = 0 ,￿
Ω
￿
trε˙ +
p˙
χ
￿
p∗dΩ = 0 .
(3.14)
III.3 Time discretization
The large deformation of the microstructure is modelled using an updated Lagrangian
framework. In this incremental approach, the total simulation time ttot is discretized into N
increments such that ttot = ∪N−1i=0 [ti, ti + ∆ti]. At time t the configuration of the body Ωt is known
and the solution (vt, pt) satisfying the balance laws at that time, can be determined based on
stresses calculated at time t+∆t. The new configuration is then updated using a finite diﬀerence
scheme, namely an Euler explicit scheme as follows:
xt+∆t = xt + vt∆t , (3.15)
with x the node coordinate vector and vt the velocity vector solution of the mechanical problem
on the current configuration.
III.4 Spatial discretization
In order to compute the solution of the variational problem 3.14 using the finite element
method, the domain Ω is discretized such that:
Ωh =
￿
K∈Th(Ω)
K , (3.16)
where Ωh is a spatial discretisation of the domain Ω, Th(Ω) a finite element mesh of the domain
Ω, K a simplex and h a parameter denoting the mesh size.
We introduce the functional vector spaces of finite dimensions Vh and Ph close to the continuous
spaces V and P of infinite dimension, such that the discrete solution (vh, ph) ∈ (Vh, Ph) is close
to the "real" one (v, p) ∈ (V, P). The spaces Vh and Ph have to be chosen in such a way that the
existence and the uniqueness of the solution is guaranteed. For this purpose, these spaces cannot
be chosen independently. They have to satisfy the Brezzi Babuska stability conditions [Brezzi
and Fortin, 1991]. In this respect, the MINI-element P1+/P1, first introduced in CEMEF by
[Coupez and Marie, 1997], is a convenient and an appropriate choice.
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III.4.1 The MINI-element
The MINI-element is an isoparametric triangle in 2D and tetrahedron in 3D with a linear
interpolation for the pressure field. On the other hand, the velocity field interpolation has a
linear component and a nonlinear one, the so-called bubble function, which is a added at the
center of the element as shown in figure 3.6 for the 3D case.
Fig. 3.6: MINI-Element P1+/P1
For such element, the finite element spaces can be written as:
Wh = Vh
￿
Bh ,
Wh0 = Vh0
￿
Bh ,
Vh0 = {vh ∈ (ε0(Ωh))d : vh|K ∈ P1 (K) , vh|ΓKvh = 0} ,
Vh = {vh ∈ C0 (Ωh)d : vh|K ∈ P1 (K) vh|ΓKvh = vapp} ,
Bh = {bh ∈ C0 (Ωh)d : bh|Ki ∈ P1 (Ki) and bh|ΓK = 0} ,
Ph = {ph ∈ C0 (Ωh) : ph|K ∈ P1 (K)} ,
(3.17)
where d is the space dimension, Ki, i = 1 . . . d + 1 are the d + 1 subsimplexes composing K.
Denoting Nl and Nb the linear and bubble shape functions respectively, the discretized
velocity and pressure fields can be written as:
wh = vh + bh =
Nbnode￿
i=1
Nli (x)vi +
Nbelt￿
j=1
Nbj (x)bj ,
ph =
Nbnode￿
i=1
Nli (x)pi ,
(3.18)
where Nbnode and Nbelt are the total number of nodes and elements in the mesh respectively.
On the local level, for each element, the velocity and pressure unknowns are written as:
wh = vh + bh =
D￿
i=1
Nl(x)Vi + Nb(x)bj ,
ph =
D￿
i=1
Nli (x)Pi ,
(3.19)
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where D = d + 1 and Nb is a linear function defined on each of the d + 1 sub-elements.
For each element K, the bubble function has the following fundamental properties:￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿
K
A : ∇bhdΩK = 0 for any constant tensor A, therefore
￿
K
∇vh : ∇bhdΩK = 0 ,￿
K
vh∇ · bhdΩK = −
￿
K
∇vh · bhdΩK ,
bh = 0 on ΓK .
(3.20)
III.4.2 The discrete problem
The discrete problem is formulated as follows:
find (wh = vh + bh, ph) ∈ (Wh, Ph) such that ∀(w∗h = v∗h + b∗h, p∗h) ∈ (Wh0 , Ph):
￿
Ωh
S(wh) : ε˙(w∗h)dΩ −
￿
Ωh
p · ∇w∗hdΩ −
￿
Γ
t ·w∗hdΓ = 0 ,￿
Ωh
￿
trε˙(wh) +
p˙
χ
￿
p∗hdΩ = 0 .
(3.21)
Taking into consideration the decompositionwh = vh+bh andw∗h = v
∗
h +b
∗
h, the previous
system can be rewritten as:
￿
Ωh
S(vh + bh) : ε˙(v∗h)dΩ −
￿
Ωh
ph · ∇v∗hdΩ −
￿
Γ
t · v∗hdΓ = 0 ,￿
Ωh
S(vh + bh) : ε˙(b∗h)dΩ −
￿
Ωh
ph · ∇b∗hdΩ −
￿
Γ
t · b∗hdΓ = 0 ,￿
Ωh
￿
trε˙(vh + bh) +
p˙h
χ
￿
p∗hdΩ = 0 .
(3.22)
It has been shown [Jaouen, 1998] that in the case of an elastic-viscoplastic constitutive
law, the deviatoric component S can be decomposed into a linear S(vh)and a bubble part S(bh).
This yields:

￿
Ωh
S(vh) : ε˙(v∗h)dΩ +
￿
Ωh
S(bh) : ε˙(v∗h)dΩ −
￿
Ωh
ph · ∇v∗hdΩ −
￿
Γ
t · v∗hdΓ = 0 ,￿
Ωh
S(vh) : ε˙(b∗h)dΩ +
￿
Ωh
S(bh) : ε˙(b∗h)dΩ −
￿
Ωh
ph · ∇b∗hdΩ −
￿
Γ
t · b∗hdΓ = 0 ,￿
Ωh
￿
trε˙(vh + bh) +
p˙h
χ
￿
p∗hdΩ = 0 .
(3.23)
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In practice, the system 3.23 is equivalent to the following system:
￿
K∈Th(Ω)
￿ ￿
K
S(vh) : ε˙(v∗h)dΩK +
￿
K
S(bh) : ε˙(v∗h)dΩK −
￿
K
ph · ∇v∗hdΩK −
￿
ΓK
t · v∗hdΓK
￿
= 0 ,￿
K∈Th(Ω)
￿ ￿
K
S(vh) : ε˙(b∗h)dΩK +
￿
K
S(bh) : ε˙(b∗h)dΩ −
￿
K
ph · ∇b∗hdΩK −
￿
ΓK
t · b∗hdΓK
￿
= 0 ,￿
K∈Th(Ω)
￿ ￿
K
￿
trε˙(vh + bh) +
p˙h
χ
￿
p∗hdΩK
￿
= 0 .
(3.24)
Thanks to the properties of the bubble function 3.20, we obtain:￿
K
S(vh) : ε˙(b∗h)dΩK =
￿
Ωh
S(bh) : ε˙(v∗h)dΩK = 0 (3.25)
￿
ΓK
t · b∗hdΓK = 0 (3.26)
Bearing these properties and removing the subscript h for more clarity, the system 3.24
simplifies to:
￿
K∈Th(Ω)
￿ ￿
K
S(v) : ε˙(v∗)dΩK −
￿
K
p · ∇v∗dΩK −
￿
ΓK
t · v∗dΓK
￿
= 0 ,￿
K∈Th(Ω)
￿ ￿
K
S(b) : ε˙(b∗)dΩK −
￿
K
p · ∇b∗dΩK
￿
= 0 ,￿
K∈Th(Ω)
￿ ￿
K
￿
trε˙(v + b) +
p˙
χ
￿
p∗dΩK
￿
= 0 .
(3.27)
This system is non-linear due to the non-linearity of the constitutive behavior, which is
here chosen to be elastic-viscoplastic. The non-linearity related to the material behavior does
not require fundamental reformulation of the problem, as opposed to geometric non-linearities.
However, as it is often the case, the constitutive law and the system of equations are written
in incremental form. Small step increments are in fact needed to correctly account for path
dependance and obtain physically sound solutions. In incremental form, the problem can then
be formulated as follows:
Given Sn,pn,tn andΩn such that equilibrium is satisfied at time t, ∀(v∗+b∗, p∗) ∈ (W0, P):
￿
K∈Th(Ωn)
￿ ￿
K
Sn(v) : ε˙(v∗)dΩK −
￿
K
pn · ∇v∗dΩK −
￿
ΓK
tn · v∗dΓK
￿
= 0￿
K∈Th(Ωn)
￿ ￿
K
Sn(b) : ε˙(b∗)dΩK −
￿
K
pn · ∇b∗dΩK
￿
= 0￿
K∈Th(Ωn)
￿ ￿
K
￿
trε˙n(v + b) +
p˙n
χ
￿
p∗dΩK
￿
= 0
(3.28)
Find vn+1 kinematically admissible,Sn+1,pn+1,tn+1 and Ωn+1 that satisfies the equilibrium
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at time t + ∆t, ∀(v∗ + b∗, p∗) ∈ (W0, P):
￿
K∈Th(Ωn+1)
￿ ￿
K
Sn+1(v) : ε˙(v∗)dΩK −
￿
K
pn+1 · ∇v∗dΩK −
￿
ΓK
tn+1 · v∗dΓK
￿
= 0￿
K∈Th(Ωn+1)
￿ ￿
K
Sn+1(b) : ε˙(b∗)dΩK −
￿
K
pn+1 · ∇b∗dΩK
￿
= 0￿
K∈Th(Ωn+1)
￿ ￿
K
￿
trε˙n+1(v + b) +
p˙n+1
χ
￿
p∗dΩK
￿
= 0
(3.29)
In practice, if the time step is taken suﬃciently small so as to enable small strain increments,
Ωn+1 is taken equal to Ωn. The configuration of the body is then updated via equation 3.15.
III.5 Resolution
III.5.1 Non linear system of equation to be solved
The nonlinear algebraic system of equations 3.24can be written as global residuals as fol-
lows:
R =

Rv (vh, bh, ph) = Rvv + Rvb + Rvp + F v = 0 ,
Rb (vh, bh, ph) = Rbv + Rbb + Rbp + F b = 0 ,
Rp (vh, bh, ph) = Rpv + Rpb + Rpp = 0 ,
(3.30)
Taking into consideration the various simplifications, the actual discrete problem 3.27 yields
the following system, decoupled in terms of vh and bh:
R =

Rv (vh, ph) = Rvv + 0 + Rvp + F v = 0
Rb (bh, ph) = 0 + Rbb + Rbp + 0 = 0
Rp (vh, bh, ph) = Rpv + Rpb + Rpp = 0
(3.31)
In a more general form, if a stands for a vector containing the discretization parameters (pres-
sure and velocity), the incremental problem consists of solving R(an+1) = 0 starting from a
(pseudo) equilibrium solution at R(an) = 0 such that an+1 = an + ∆an.
III.5.2 Resolution of the non linear system
A Newton-Raphson method is used to solve the non linear system 3.31. The Newton-
Raphson method is the most widely used procedure for solving non-linear problems. It con-
verges quite rapidly, providing that the initial guess is within the actual zone containing the
solution. If this is the case, the convergence is quadratic, otherwise it diverges.
The method consists of linearizing the residu R(an+1) with respect to the discretization
parameter a. This yields:
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R(ai+1n+1) ￿ R(ain+1) +
￿
∂R
∂a
￿i
n+1
δain = 0 , (3.32)
where i stands for the iteration counter. The iterative correction is then given by:
￿
∂R
∂a
￿i
n+1
δain = −R(ain+1) . (3.33)
Once convergence is achieved, the variables are updated as follows:
ai+1n+1 = a
i
n+1 + δa
i
n = an + ∆a
i
n . (3.34)
Applying this procedure to the system 3.31 yields, on the level of each element, the following
algebraic system: 
Kvv 0 Kvp
0 Kbb Kbp
Kpv Kpb Kpp

i
n+1

δv
δb
δp

i
n
= −

Rv
Rb
Rp

i
n+1
(3.35)
where Kxy are the local stiﬀness matrix components. These are given by:
Kxy =
∂Rxy
∂z
with (x, y) ∈ {v, b, p}.
A condensation of the bubble is used at the local level in order to eliminate the extra
degree of freedom δb associated with the bubble [Jaouen, 1998]:
δb = − ￿Kbb￿−1 ￿Rb + Kbpδp￿ . (3.36)
This yields the following local system, where the unknowns are the pressure and the three
components of the velocity field:Kvv KvpKpv Kpp − Kbpt ￿Kbb￿−1 Kbp

i
n+1
δvδp

i
n
= −
 RvRp − Kbpt ￿Kbb￿−1 Rb

i
n+1
. (3.37)
In eﬀect, the use of the bubble function in the mini-element is equivalent to adding stabilizing
terms to the local (and so to the global) stiﬀness matrix of the problem. These stabilizing
terms are responsible for the versatility of the mini-element, which can be used in all contexts
(compressible or nearly incompressible materials).
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III.5.3 General solution procedure and numerical implementation
In order to solve the mechanical problem, the constitutive law has to be coupled to this
finite element scheme. It is important to note that, given the type of element used in this work,
there is only one Gauss point per element for the integration of the constitutive equations. The
solution procedure at a given time step can be summarized as follows:
1. calculate the initial estimate of the velocity vector (solution of the previous increment),
2. compute the elemental velocity gradient used as input to the constitutive model,
3. iterate at the constitutive law level in order to compute state variables at time t + ∆t and
the tangent modulus,
4. solve the global system of equations for the velocity and pressure fields at time t + ∆t
using a Newton-Raphson algorithm and go back to point 2 until convergence is achieved,
5. if convergence occurs, update the velocity and pressure fields and the configuration of the
body and move on to the next increment,
The computations presented in this work are carried out using the C++ libraryCimLib [Digonnet
et al., 2007] on a 192 cores Opteron 2,4 Ghz linux cluster. CimLib is a parallel multi-component
library that includes all the necessary tools for the resolution of the finite element problem. Prac-
tically speaking, the solution of the corresponding linearized system of equations is obtained
with PETSC ( Portable, Extensible Toolkit for Scientific Computation) [Balay et al., 1997] us-
ing a preconditionned iterative solver, namely the generalized minimum residual method. An
automatic time stepping algorithm is used to ensure that the strain increments remain small so
as to ensure optimum convergence of the procedure. Moreover an automatic subincrementation
algorithm is used in order to ensure accurate integration of the constitutive equations. The call
to the constitutive law is done in two ways depending on the form in which its is used. In eﬀect,
in this work, most applications are performed using the constitutive law in its single crystal
form, while in some case, the mean-field form of the law is used, namely, the Taylor transition
rule is used to compute a polycrystal behavior at each integration point instead of a single crys-
tal one. In the first case, the constitutive equations are solved for all elements at the same time
and the computed state variables are stored in order to be used during the construction of the
local matrices. When the polycrystal form and the single crystal form of the constitutive law
are used together, as it is the case in chapter 6, the constitutive law is called during the actual
construction of the local system of equations for each element as illustrated by the dotted line
in figure 3.7. In this case, the statements (A-1) and (D-1) are not executed as the loop on all
elements is done through the linear solver. This second procedure enables the use of diﬀerent
constitutive behaviors (crystal/polycrystal or even the use of any other constitutive law) but it is
computationally more expensive compared to the first procedure.
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Fig. 3.7: CimLib resolution procedure
IV Conclusion
In this chapter, we presented some of the strategies used to account for grain interaction
and for the partitioning of the deformation among the grains of a polycrystalline aggregate. On
the one hand, there are simplified grain interaction models that have the advantage of being
simple enough to implement and use, for example, in large scale finite element simulations of
metal forming processes. Authors have strived to incorporate more physically based assump-
tions in their models so as to optimize them while maintaining their simplicity. On the other
hand, CPFEM simulations, where grains are represented explicitly, represent the ultimate grain
interaction model, as seen in this chapter. Moreover, if more than element is used to discretize
each grain, grain-scale heterogeneities can be predicted. In the following chapter, the tools
necessary for generating and meshing the microstructure are presented as well as the level set
representation, which is one of cornerstones of our numerical approach.
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Chapter 4
Generating and Meshing polycrystalline
aggregates
I Microstructure generation and meshing overview
Throughout the literature, diﬀerent approaches for representing the microstructure have
been implemented depending on the intended objective and the computational limitations. In-
deed, the more complicated and resolved the microstructure is, the more computationally ex-
pensive the resolution of the finite element problem becomes. Using as low as one element per
grain ( with more than one integration point though) is suﬃcient for providing results that are
in fair agreement with experimental texture measurements for example. [Bachu and Kalidindi,
1998; Kalidindi et al., 1992; Sarma and Dawson, 1996] used cubes or bricks to represent grains
with this intended objective as illustrated by figure 4.1. The relatively good predictions pro-
vided by such models is actually not surprising, given the fact that the Taylor FC polycrystal
model provides, until today, a relatively adequate approximation of texture evolution, while ne-
glecting microstructure representation altogether. However, such representations do not make
use of the advantages of the CPFEM method as discussed previously in accounting for in-grain
heterogeneities. Moreover, this type of representation ( and elements) lead to simplified geo-
metrical description of grains and their boundaries, whereas taking the grain shape into account
is important when investigating local fields. The influence of grain shape on local stress and
strain fields has been highlighted by several studies. Delannay and co-workers showed that
using grains shaped as truncated octahedrons instead of bricks enabled better predictions of lo-
cal strain heterogeneities [Delannay et al., 2006]. A similar argument was developed by Mika
and Dawson while using rhombic dodecahedra [Mika and Dawson, 1998]. More recently, Ritz
and Dawson compared cubic, rhombic, dodecahedral and truncated octahedral shaped grains in
terms of stress variations [Ritz and Dawson, 2009]. The grain shape and topological arrange-
ment has also an important influence if individual grain rotation and local orientation gradients
are investigated. This is all the more important if the digital microstructure is representing an
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actual real microstructure as in [Bhattacharyya et al., 2001; Kalidindi et al., 2004].
(a) (b)
Fig. 4.1: Finite-element polycrystal with brick shaped grains (one element per grain): (a) ini-
tially; (b) after 70 % height reduction [Bachu and Kalidindi, 1998]
The finite element method also requires the discretization of the microstructure into a
given finite element mesh. The mesh can be structured ("regular") or unstructured ("free") with
various degrees of mesh refinement. In order to compare the results of diﬀerent simulations
throughout the literature in terms of mesh sensitivity, the element interpolation scheme has to
be taken into account. However, some general remarks can be made. Coarse discretization, used
in general in conjunction with regular meshes and the previously mentioned simplified repre-
sentation of grains, is relatively adequate for texture evolution predictions [Sarma and Dawson,
1996]. Other authors have shown that increasing mesh refinement has very little impact on the
global stress-strain response of the polycrystal in studies using conventional crystal plasticity
[Barbe et al., 2001a,b; Buchheit et al., 2005; Diard et al., 2005] while a relatively more impor-
tant impact is observed when using non-local approaches [Cheong et al., 2005]. All agree that
finely discretized meshes are needed to capture local details of microstructure evolution and
local gradients, regardless of the choice of mesh type or the choice of the constitutive model.
Most importantly, if one is interested in capturing local eﬀects related to grain boundaries, the
finite element mesh has to correctly describe the actual grain boundary geometries. Diard and
co-workers, in [Diard et al., 2005], highlight the drawbacks of using regular meshes in the
case of Voronoi-based topologies as they badly describe grain boundaries. A comparison is
made between a structured and unstructured conforming mesh (see fig. 4.2) and it is shown
that gradients across grain boundaries are not well captured with a structured mesh . Zhao and
coworkers develop a similar argument [Zhao et al., 2007] . As the mesh used is structured,
they decide to represent grains using truncated octahedrons in order to correctly describe grain
boundaries (see fig. 4.3).
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(a) (b)
Fig. 4.2: A Voronoi based polycrystal: (a) regular mesh; (b) unstructured conforming mesh
where the boundaries of the grains are explicitly described by the mesh nodes[Diard et al.,
2005]
Two main reasons seem to hinder the use of 3D microstructures discretized using highly
refined unstructured meshes.The first reason is related to the prohibitive computational cost,
associated with the computational time needed for the integration of the constitutive law, and
the important computational capacity which is required in order to solve the FE problem. Very
little quantitative information is available in the literature on the computational costs of the dif-
ferent formulations and it is very diﬃcult to assess such information anyway as numerical tools
and hardware configurations vary. However, this limitation has pushed several authors to limit
their studies to 2D meshes, 3D meshes with only one element in the thickness [Erieau and Rey,
2004] or 3D meshes with as large as ≈ 12000 elements per grain [Zhao et al., 2007]. The second
problem is related to the need to reconstruct the mesh, especially in simulations carried out in
a Lagrangian context where element degeneracy occurs quite rapidly. Eulerian approaches pro-
vide one possible remedy to this problem [Barton et al., 2004]. The Lagrangian approach is still
the most used and element distortion poses substantial problems, especially in applications re-
lated to large deformations or localization phenomena (e.g. rolling, friction stir welding (FSW),
equal channel angular pressing (ECAP), shear bands formation. . . ). Reconstruction of the mesh
was only reported in relatively large deformation studies ( 70 % strain) where structured meshes
were used [Dawson et al., 1994; Sarma et al., 1998]. The reconstruction of such meshes is then
quite straightforward. Unstructured meshes were used either in small strain applications [Diard
et al., 2005] or in large strain applications as reported by Maniatty and co-authors where mod-
erate strains were achieved (56 % macroscopic compression) without the need for remeshing
[Maniatty et al., 2007].
55
(a) (b)
Fig. 4.3: Truncated octahedron polycrystal after 50 % plain strain compression: (a) the mesh
of one grain in the deformed configuration (12,288 elements); (b) deformed polycrystal. Color
indicates the misorientation between the initial and deformed configurations. [Zhao et al., 2007]
Thus, in large strain applications where local information is sought, several numerical
requirements can be highlighted: the ability to correctly represent grains and grain boundaries,
the possibility to use highly refined unstructured meshes but at the same time optimized in
order to reduce the computational burden, and finally the possibility to reconstruct such meshes
whenever it is needed.
II Generating digital microstructures
The digital microstructure may either correspond to an idealized polycrystalline aggre-
gate or to an experimentally observed one. Robust experimental and numerical techniques are
needed for the 3D characterization of the microstructure [Groeber et al., 2008a] and the subse-
quent reconstruction step [Groeber et al., 2008b]. The DIGIMICRO software, currently under
development, represents a first step towards this objective. It provides a window-based plate-
form for constructing 2D or 3D microcrostructures [Bernacki et al., 2007a]. The programming
work is done in C++, and a user friendly interface with interactive menus is available. The
software is based on the Digital material concept introduced by Dawson [Dawson et al., 2005].
The idea is to generate virtual/ digital samples and to probe them after their construction in
order to obtain microstructures that match specific experimental criteria. Typically, a model
polycrystal would be generated exhibiting a desired texture or grain boundary texture, grain
size ditribution, a specific grain or subgrain morphology...etc. At its current development stage,
the DIGIMICRO software can be used to construct virtual microstructures based on a recursive
Voronoï tessellation algorithm. This latter can also be used to construct subgrains. Figure 4.4
shows two model polycrystals created with the DIGIMICRO software.
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(a) (b)
Fig. 4.4: A model polycrystal with (a) cubic grains; (b) Voronoi shaped grains. The color
scheme is representative of the grains numbering
The DIGIMICRO software can also read pixelized or voxelized experimental data. Typi-
cally, microstructures images obtained using orientation image microscopy software can be first
converted into the DIGIMICRO format giving a pixelized 2D microstructure. A 3D polycrys-
tal is then constructed by performing an extrusion in the third dimension as seen in figure 4.6
thereby yielding a columnar microstructure. Also a Monte-Carlo (MC) algorithm, intended for
simulating recrystallization, can be used to evolve a given microstructure and obtain diﬀerent
instantiation of a given microstructure as seen in figure 4.5. The MC algorithm can also be used
to evolve a 2D experimental microstructure and then combine diﬀerent 2D layers in order to
reconstruct a 3D non-columnar microstructure as seen in figure 4.7 where only 10 grains are
illustrated for the sake of clarity. This is used for generating the non-columnar microstructure
in chapter 6.
(a) (b)
Fig. 4.5: (a) Voxelized microstructure and (b) the same microstructure after application of the
MC algorithm
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(a) (b)
Fig. 4.6: (a) Experimental microstructure and (b) the corresponding DIGIMICRO extruded
voxelized polycrystal
(a) (b)
Fig. 4.7: (a) A 3D non-columnar polycrystal based on the 2D experimental microstructure of
figure 4.6(a) , (b) ten grains of the microstructure
Finally, regarding grain properties, each individual grain shape is approximated by a fit-
ting ellipsoid as seen in figure 4.8(b). Probing algorithms can then measure particular instantia-
tions of a microstructure, e.g. grain volume and grain shape distribution as seen on figure. The
obtained geometrical features can be combined manually according to desired criteria of sizes
and shapes. Crystallographic orientation is assigned either randomly or based on an input file
provided by the user. More advanced algorithms for discretizing a given texture are not avail-
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able yet. Such discretization, when necessary is performed in collaboration with the Université
Catholique de Louvain [Melchior and Delannay, 2006].
(a) (b)
Fig. 4.8: (a) Approximation of grain shape by fitting ellipsoids, (b) Grain volume distribution
It is worth noting that generating simple microstructures, typically Voronoï based ones,
can also be performed in CimLib. However, all treatments of voxelized microstructures are
performed using the DIGIMICRO software.
III From geometrical representation to FE computations
III.1 Initial mesh generation
The MTC mesh generator, developed by T. Coupez, constructs 2D triangular and 3D
tetrahedral unstructured meshes. MTC is a topological mesh generator in the sense that it trans-
forms a given topology into a mesh by requiring that the sum of the volumes of the generated
elements be equal to the volume of the part being meshed [Coupez, 2000]. To be more precise,
a minimum volume principle ensures that the generated topology ends up being a proper mesh
of the domain (i.e no element overlaps and no gaps) while also respecting a minimum quality
criterion. In practice, the mesh is generated by iterative local optimization using cut and paste
operations while improving simultaneously the quality of the elements, as illustrated by figure
4.9. The quality of an element K is defined through a normalized shape factor given by:
c(K) = c0
|K|
l(K)d
, (4.1)
where c0 is a normalisation coeﬃcient, |K| the volume of the element, l(K)d the average length
of the edges of the element and d the space dimension.
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Fig. 4.9: Local Mesh optimization process in MTC [Mesri et al., 2008]
Regarding the meshing of 3D microstructures, an initial, isotropic, homogeneous mesh
is constructed using the MTC mesh generator. The meshing strategy chosen here is based
on a “monolithic” approach i.e there is only one mesh over the whole domain, which is here
the polycrystal. No information about individual domains ( which are here represented by
the grains) is given to MTC. Consequently, the constructed mesh does not conform to grain
boundaries i.e. the interfaces are not explicitly described by nodes of the mesh. In the approach
presented here, the boundaries are located implicitly using level set functions.
III.2 Level-set framework for grain representation
For a given grain, the level set function is defined as a signed distance function φ . For
each node of the mesh, the distance to the closest grain boundary is computed and considered
positive if the node is located inside the grain and negative outside. Linear shape functions
are then used to interpolate nodal values over the whole domain. The iso-zero of the level
set function represents the grain boundary, Γ, and the gradient of the level set function defines
the normal to the boundary. More precisely, any distance function φ satisfies inherently the
following properties [Osher and Sethian, 1988]:
￿∇φ￿ = 1, n = ∇φ￿∇φ￿ = ∇φ . (4.2)
Figure 4.10 illustrates, in 2D, this strategy for a square grain. The color scheme corresponds
to the distance to the grain boundary Γ . As clearly seen, the boundary Γ crosses the triangular
elements.
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Fig. 4.10: Level set function for a square grain. The dotted line is the boundary of the grain Γ.
When dealing with a polycrystalline aggregate, an individual level set function is used for
each grain:{φi, 1 ≤ i ≤ NG} with NG the total number of grains in the aggregate. One can also
define a global level set function as [Resk et al., 2009]:
φglob = max{φi, 1 ≤ i ≤ NG} . (4.3)
The zero value of φglob corresponds to the grain boundary network. Figure 4.11 illustrates the
global distance function for a 300 grains polycrystal generated by Voronoi tessellation. This
level set framework is compatible with any type of microstructure (e.g. idealized Voronoi-
based topologies or any other type of microstructure where grain boundaries are not necessarily
flat).
(a) (b)
Fig. 4.11: (a) a 300 grains polycrystal and; (b) the corresponding global distance function φglob.
Color scheme corresponds to the distance to the grain boundary network.
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Level set methods are commonly used to track moving interfaces in various numerical
applications [Sethian, 1996]. In this work, the level set function of each grain moves accord-
ing to the material velocity, which corresponds here to the mesh velocity as the deformation is
carried out in a Lagrangian context. As such, it enables the identification of the grains during
the deformation and the analysis of local fields with respect to the distance to the grain bound-
aries. Although the level set function is constructed initially as a distance function, it looses
its properties as the computation proceeds. As the mesh deforms, the level set function and its
gradient are distorted and the properties (eq 4.2) are not preserved. This problem is overcome
using a standard re-initialization technique based on the solution of a Hamilton-Jacobi equation
[Sethian, 1996]. In practice, such re-initialization is performed periodically, typically every few
time steps, which prevents the level set function from becoming too irregular as illustrated in
figure 4.12, and preserves the position of the iso-zero (in black).
(a) (b)
Fig. 4.12: A level set function (a) after a few time steps ; (b) after re-initialization. Color scheme
corresponds to the distance function and the bold line is the interface of the domain Γ
III.3 Mesh adaptation
III.3.1 Metric definition
When MTC generates an isotropic mesh, it does so based on a metric field. A metricM
is a real symmetric positive definite matrix used to change length calculations in a local base.
As such, a new scalar product and a new norm are defined. For two vectors x and y ∈ R3, we
have:  ￿x,y￿M = xTMy￿x￿M = ￿xTMx￿1/2 (4.4)
When such a metric is used to construct FE meshes, the size of all elements is prescribed to
one in the local basis. In the usual Euclidian space, the element size in the direction νi then
becomes 1/
√
λi , where λi is the ith eigenvalue of the metric, and νi the associated eigenvector.
If the three eigenvalues are equal and if they are uniform over the whole domain, the resulting
mesh is isotropic and homogeneous. However, with a non uniform metric field, the mesh size
and mesh refinement directions can be controlled locally, leading to an “anisotropic” mesh.
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III.3.2 Anisotropic mesh adaptation
The level set functions provide the information needed for the construction of a metric
field : grain boundaries are accurately identified by the iso-zero of the level set functions, and
their normals are aligned with the gradient of the level set functions. As a starting point, let us
consider a single level set function φ. Within a layer of thickness e (fig. 4.13(a)) close to the
grain boundary, let h2 be the desired mesh size in the direction of ∇φ and let h1 be the desired
mesh size in directions perpendicular to ∇φ . Let us finally require an isotropic mesh size equal
to h1 outside the grain boundary layer. The metricM is then expressed as follows [Resk et al.,
2009]:
M = C (∇φ ⊗ ∇φ) + B1l , (4.5)
where 1l is the identity tensor, B and C scalars given by:
B =
1l
h21
, C =

0 if |φ| > e
2
1
h22
− 1
h21
if |φ| ≤ e
2
. (4.6)
The eigenvalues of the metric near the boundary are:
λ2 =
￿
1
h22
− 1
h21
￿
￿∇φ￿2 + 1
h21
=
1
h22
,
λ1 = λ3 =
1
h21
,
(4.7)
where λ2 is associated with the eigenvector ν2 = ∇φ while the two other eigenvalues are as-
sociated to the basis vectors (ν1,ν3) of the plane tangent to the boundaries. Clearly, if h2 is
chosen much smaller than h1, ∇φ corresponds to the refinement direction and the elements are
stretched in the plane tangent to the boundaries as shown (in 2D) in figure 4.13(b). When deal-
ing with a polycrystalline aggregate where multiple level set functions are used ( one for each
grain), a general procedure is needed for defining, at any point x of the domain, the appropriate
refinement directions and the corresponding metric. Two cases can be considered:
(A) φ(x) > e/2 for {1 ≤ i ≤ NG}, which means that x lies in the “bulk” of the grains, i.e. far
from any boundary. In figure 4.13(b), these points correspond to the isotropic regions with
mesh size h1
(B) φ(x) ≤ e/2 for {1 ≤ i ≤ NG} for n grains, n ≤ NG. Typically, in an isotropic Voronoï
tesselation, planar grain boundaries (where n = 2) intersect along edges (where n = 3),
and edges intersect at vertices (where n > 3). The n vectors ∇φi along which refinement is
required define a space V of dimension 1, 2, or 3.
In case (B), if V is one-dimensional, there is only one direction of mesh refinement and the
metric takes the form given by equations 4.5 and 4.6. WhenV is three-dimensional, an isotropic
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metric is chosen, this time with a mesh size h2. When V is two-dimensional, the required
refinement is obtained with the following metric:
M = C (∇φ1 ⊗ ∇φ1) +C
￿∇φ⊥V1 ⊗ ∇φ⊥V1 ￿ + B1l . (4.8)
Here, V is the plane defined by vectors (∇φ1,∇φ⊥V1 ). The metric 4.8 prescribes a mesh size h2
in the plane V , and a mesh size h1 in the direction normal to V [Resk et al., 2009].
As the φi functions are linearly interpolated over an element, ∇φi are piecewise constant.
Since the mesh generator considers metrics as nodal values of the mesh, a standard conversion is
performed, by which a nodal value of ∇φi is calculated as a volume average of the neighboring
elements values. This, in turn, has the eﬀect of smoothing out discontinuities in ∇φi which may
arise at grain boundary corners or edges. The outcome is illustrated in figure 4.13(b), where the
mesh is 2D for the sake of clarity.
(a) (b)
Fig. 4.13: (a) 3 grains in 2D ; (b) the corresponding adapted anisotropic mesh [Resk et al.,
2009].
As mentioned above, MTC, when generating ( or adapting) the mesh according to a given
metric, ensures, as much as possible, that the elements generated respect a given quality, as
defined by equation 4.1. In this equation, the length and volume calculations take the local
metric into account [Gruau and Coupez, 2005]. For an isotropic metric, this shape factor gives
the highest quality when all edges of the element have the same length. The worst quality
corresponds to elements which tend to degenerate from a volume to a surface ( in 3D), or from
a surface to a segment (in 2D). For an anisotropic mesh, the highest quality corresponds to an
element which fits best the given metric [George and Bourouchaki, 1998]. Stretched elements
may be acceptable with respect to an anisotropic metric while their quality is low if calculated in
the usual Euclidean space. Figure 4.14 shows an example of the anisotropic meshing of 4 cubic
grains in 3D and figure 4.15 illustrates the anisotropic 3D mesh of the microstructure shown in
figure 4.11.
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Fig. 4.14: Anisotropic adaptive meshing of a polycrystal made of four grains. The level set
function of one grain is shown and a close up view of the region between two grains (top) and
a close up of the central region (bottom)
Fig. 4.15: A 300 grains polycrystal anisotropically meshed
III.4 Microstructural variable assignment
As the mesh does not conform exactly to grain boundaries, the microstructure is not per-
fectly reproduced. Because of the finite element interpolation scheme, there is only one Gauss
point per element for the integration of the constitutive equations. A single crystallographic
orientation is thus assigned to each element before the simulation. The lattice orientation is
assigned depending on the position of the Gauss point (i.e. the center of gravity of the element)
with respect to the interface Γ. The element belongs to grain i if φi ≥ 0. As seen in figure 4.16,
mesh refinement near the interface enables a better reproduction of the grain boundary geome-
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try. The advantage of using an anisotropic mesh is that it optimizes the number of nodes used
for a given geometric accuracy. Indeed, as the elements are stretched in the direction tangent to
the interface Γ, the number of nodes (and elements) in this direction is smaller compared to the
isotropic case.
(a) (b)
Fig. 4.16: (a) Isotropic mesh ; (b) anisotropic mesh. Color indicates the elements belonging to
a rectangular grain.
III.5 Remeshing
The mesh generator reconstructs the mesh as often as needed if fed with the appropriate
metric field. From the MTC point of view, remeshing is equivalent to the initial mesh con-
struction. Most importantly, the issue of variables transport after remeshing is important. The
technique used to transport variables from the old mesh to the new one depends on the order of
interpolation of the element. In this work, the linear mini-element P1+/P1 is used. The corre-
sponding procedure used can be summarized as follows. As seen on figure 4.17, the new node
is first located with respect to an element of the old mesh. For nodal values, like level set func-
tion values, a linear interpolation scheme is used. For mechanical variables, or state variables,
which are constant by element, a zero-order transport is performed, whereby the value of an
element of the old mesh is directly transferred to the closest element in the new mesh based on
the position of their respective Gauss points (centers of gravity).
Fig. 4.17: Transport of variables after remeshing
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Obviously, this transport operation go hand in hand with loss/distortion of information.
For nodal values, a little diﬀusion is expected because of linear interpolation. The transported
fields are somehow smoothed in the newly constructed mesh. For elemental variables, spatial
distortion of their distribution is expected and some values might be “left out”, typically if
the new elements are bigger than the old ones. However, if the new mesh is “close” to the
old one (if the elements size and shape are close i.e if the same metric is used to reconstruct
the mesh), then this potential problem should be limited. One important transported variable
during computation is the crystallographic orientation, which is one of the state variables of the
constitutive law, and which determines the final crystallographic texture of the polycrystal, as it
will be discussed in more details in chapter 6. The following test case allows a first assessment
of the transport of crystallographic orientations in a global way.
(a) (b)
(c)
Fig. 4.18: (a) Global distance function for 10 grains; (b) initial isotropic mesh composed of
97968 elements and 18451 nodes and (c) initial {100} and {111} pole figures.
A ten grains polycrystal (see figure 4.18(a)) is subjected to pure uniaxial compression.
The mesh used is isotropic and the computations were carried out on 8 processors of the cluster
described in chapter 3 section III.5.3. Remeshing was performed automatically every 5 %
thickness reduction. Total computation time, for a true strain of 42.5 %, without remeshing is
approximately 5h and 7h30 with automatic remeshing. Figure 4.19 shows the deformation of the
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10 grains after 12.5 % and 42.5 % true strain with and without remeshing and the corresponding
{100} and {111} pole figures. Globally, as one can see, the texture evolution is not that sensitive
to the diﬀusion that occurs during the re-mapping of the crystallographic orientations. Figure
4.20 illustrates the capability of the remeshing procedure to allow more straining, in this case
up to 53.7 % true strain. Element degeneracy is avoided. However, in this last computation,
the mechanical anisotropy of the grains leads to important physical folding which eventually
causes the computation to breakdown.
(a)
(b)
Fig. 4.19: Deformed mesh and the corresponding {100} and {111} pole figures: (a) after 12.5
% true strain; (b): after 42.5 % true strain. The pole figures with and without remeshing are
superposed, the red being obtained without remeshing and the blue after remeshing.
Fig. 4.20: Deformed mesh in the case of remeshing after 53.7 % true strain and the correspond-
ing {100} and {111} pole figures.
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The motivations behind performing remeshing can be multiple. In general, remeshing is
performed in order to avoid element degeneracy. This latter occurs in several contexts. Typ-
ically, in Lagrangian contexts where large deformations are achieved, the elements end up
severely distorted and the computations break down. Reconstruction of the mesh is manda-
tory if we need to carry out the computations further. Element distortion can also be due to
strain/strain rate localization that could occur if the physics of the problem dictates it, even if
relatively low deformation is achieved. Moreover, if a certain metric field is defined, based on
moving boundaries ( in Lagrangian or Eulerian contexts), the mesh should be regularly recon-
structed so as to match the desired metric. Another important issue that needs to be considered
is when to perform such remeshing. In the previous test case, a simple automatic criterion
based on the amount of thickness reduction is used. Other criteria based on strain localization
and element quality can also be considered as will be discussed in the next chapter.
III.6 Boundary conditions
For CPFEM computations on polycrystalline aggregates, appropriate boundary conditions
are to be applied. Periodic Boundary conditions can be applied, if the RVE is to be consid-
ered as embedded in an infinite medium. Periodic boundary conditions require that the digital
microstructure be periodic itself, in terms of grain geometry and properties (crystallographic
orientation). Periodicity is then enforced during computation by requiring that the velocity
(displacement) of pairs of points facing one another on opposing faces of the RVE be equal.
For structured meshes, this is quite straightforward as in [Delannay et al., 2006] because for
every node of the mesh on one face, there is an exact corresponding node on the opposing face.
This is not the case for unstructured meshes like the ones used in this work. Other types of
boundary conditions can be applied in CPFEM applications. In the previous test case, the four
lateral faces of the cubic volume are left free which leads to folding and the breakdown of the
computation. Mixed type boundary conditions, where only the normal components of the veloc-
ity (displacement) vector are prescribed can be used, as in [Bachu and Kalidindi, 1998; Erieau
and Rey, 2004; Sarma et al., 1998]. Mixed boundary conditions do not ensure that the response
of the polycrystal is homogeneous if the material behavior is homogeneous (i.e if the polycrys-
tal is replaced by a single crystal). It is therefore preferred to apply homogeneous boundary
conditions in strain or stress. In this work, we apply homogeneous strain rate boundary condi-
tions: at every node belonging to the boundary of the domain ∂Ω, the three components of the
velocity vector v are prescribed according to the following equation:
v = Lx on ∂Ω , (4.9)
where L represents the velocity gradient tensor and x the position vector in the current config-
uration. Figure 4.21 illustrates the boundary conditions in the case of plain strain compression.
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Fig. 4.21: Homogeneous strain rate boundary conditions in plane strain compression
IV Conclusion
Although the generation of 3D polycrystalline aggregates is not trivial, especially if the
digital microstructure is to correspond, as much as possible, to an experimentally observed
one, one of the bottlenecks to performing highly resolved CPFEM simulations in large strain
applications is flexible meshing and remeshing. The mesh generator, used in this work, al-
lows the generation of unstructured meshes that respect a given metric field. Remeshing is
also readily performed with appropriate transport of elemental and nodal variables. The third
characteristic of our numerical framework is the introduction of level sets to describe grain
boundaries. The level set formulation is used to define an anisotropic metric. Based on this
metric, an adaptive mesh, enabling an accurate geometric description of grain boundaries, is
generated [Resk et al., 2009]. In this mesh, the elements are stretched in the plane tangent to
the boundaries. The directional accuracy is demonstrated in chapter 5 while investigating stress
and strain heterogeneities. Such heterogeneities can readily be analyzed with the level of mesh
refinement achieved in the simulations. Also, the linking with static recrystallization simulation
is performed. The construction of the initial topology, in the recrystallization simulation, is fa-
cilitated, given the common level set framework used to describe grains in the deformation and
recrystallization simulations. Other typical applications are macrotexture predictions as illus-
trated in chapter 6. Most importantly, as highlighted in chapter 2, even-though the single crystal
model does not include strain gradient eﬀects in its formulation, the high level of discretization
reveals in-grain misorientations due to varying slip activities from one element to the other as
shown in chapter 6.
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Chapter 5
Stress and strain rate heterogeneities:
investigation & application
CPFEM has the capability to model various physical phenomena, depending on the type
of constitutive law used and on the degree of mesh refinement. However, as mentioned by [Bate,
1999], even with a simple constitutive model, such as the one used in this work, much can be
investigated with the CPFEM method. In-grain heterogeneities, due to the interaction with the
surrounding grains, are put into light, if suﬃcient mesh density is used. However, other origins
for the development of in-grain heterogeneities, as evidenced by single crystal experiments, are
not taken into consideration. As mentioned by [Delannay, 2001], the Taylor ambiguity is one
such origin as it reflects the fact that diﬀerent regions of a grain could activate diﬀerent set of
slip systems, selected from the “pool” of possible combinations. Most importantly, disloca-
tion patterning associated with the formation of substructure governed by individual dislocation
motion, superimposes a layer of lower scale gradients on the already mentioned gradients asso-
ciated with grain interaction. Such patterning can only be represented if the discrete nature of
dislocation glide is taken into consideration via appropriate constitutive models.
With the use of conventional crystal plasticity models, several authors have investigated
grain-scale heterogeneities of stress and strain that develop inside a polycrystal for various mo-
tivations. With damage applications in mind, [Diard et al., 2005] analyzed intra-granular and
inter-granular stress (and strain) fields in order to highlight critical regions with high stress con-
centrations. In our case, we want to establish a link with the occurrence of static recrystallization
during a heat treatment. The first part of this chapter is therefore dedicated to a brief overview
of recrystallization modelling. The main parameters needed for a first modelling eﬀort towards
an integration of a deformation and recrystallization simulation are highlighted. A mesh sen-
sitivity analysis, based on the deformation energy distribution, is conducted and followed by a
test case where deformation and recrystallization are successfully linked.
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I Overview of Recrystallization modelling
I.1 The physics: importance of deformation history
During plastic deformation, dislocations are multiplied throughout the metallic material,
therefore raising the overall energy of the “system”. This stored energy is released through
three distinct microstructure evolution processes: recovery, recrystallization and grain coarsen-
ing. During recovery, the system lowers its energy by rearranging the dislocations into sub-
grain structures. During grain coarsening, grains increase their size so as to decrease the total
grain boundary area, therefore reducing their associated energy. During recrystallization, cer-
tain point-like regions of the deformed microstructure with very small defects densities grow at
the expense of the rest. These nuclei finally lead to a new grain structure as illustrated by figure
5.1.
(a) Initial microstructure (b) Deformed microstructure
(c) Nucleation (d) Recrystallized microstructure
Fig. 5.1: Recrystallization phenomena
Nucleation and grain growth characterize recrystallization phenomena. The term “nuclei
formation” is misleading as these nuclei are actually embedded in the deformed microstructure.
As highlighted by [Doherty et al., 1997], understanding nucleation phenomena and establish-
72
ing nucleation criteria are far from being resolved. However, two conditions seem to match
experimental findings: a critical size, preventing the new nucleus from shrinking, and adjacent
high local misorientation, giving the nucleus enough mobility to grow into new grains. Possi-
ble nucleation sites could coïncide with existing high angle grain boundaries of the deformed
microstructure. The growth of the new grains is then determined by gradients in stored strain
energy, as well as properties of the boundary, namely boundary mobility, curvature and energy.
Primary recrystallization refers to the process where the main driving force is the strain energy,
which is the case in highly deformed materials. In secondary recrystallization, it is important to
consider boundary energy and boundary curvature in the growth kinetics of the newly formed
grains. Finally, recrystallization phenomena could occur, either dynamically during the actual
deformation process, particularly during hot deformation, or subsequently as it is the case in
static recrystallization.
To summarize, as nicely expressed in [Doherty et al., 1997], “the entire recrystallization
process is latent in the deformed state”. The parameters of the deformed microstructure that will
determine the newly recrystallized one are : (i) stored energy distribution, (ii) crystallographic
orientations, (iii) local misorientations, (iv) microstructure topology.
I.2 Approaches to recrystallization modelling
No generic model is currently available to describe the recrystallization behavior of a
wide class of metallic alloys. Over the last decade, considerable progress has been made in the
numerical simulation of recrystallization phenomena [Miodownik, 2002]. Common approaches
include the Monte Carlo (MC) method [Rollett and Raabe, 2001], the cellular automaton (CA)
methods [Raabe, 1999; Rollett and Raabe, 2001], the phase field method [Chen, 1995] and the
level set method [Zhao et al., 1996]. The first two are probabilistic techniques, which deliver
evolving grain structures. They are associated with a 2D or 3D geometric representation of the
microstructure, discretized on a regular grid made of ‘cells’, which are allocated to the grains.
The standard MCmethod as derived from the Potts model (multistate Ising model) applies
probabilistic rules to update each cell at each time step of the simulation. The use of this model
in 3D is relatively easy and eﬃcient [Hassold and Holm, 1993]. However, the comparison
between MC results and experiments is not straightforward [Rollett, 1997]. Furthermore, the
standard form of the model does not result in a linear relationship between stored energy and
migration rate. The CA method, on the other hand, uses physically based rules to determine the
rate at which a transformation front propagates across neighboring cells [Raabe, 1999] and can,
therefore, be related to the microstructure and kinetics of a real system. In the case of primary
recrystallization, the switch rule is simple: an unrecrystallized cell switches to the recrystallized
state if one of its neighbours is already recrystallized. A major drawback of the CA method is
the absence of an appropriate method to treat nucleation phenomena [Rollett, 1997]. The two
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others methods; i.e. the phase field and level set methods, have many common points. They both
have the advantage of avoiding numerical diﬃculties related to interface tracking. The principle
of the phase-field model consists of describing the location of phases by introducing an order
parameter (the phase field), which varies smoothly from one to zero (or minus one to one)
through a diﬀuse interface [Collins and Levine, 1985]. The concept has been extended to deal
with more complex problems involving more than two phases and also to model microstructure
evolution [Chen, 2002; Karma, 2001]. As for the MC or CA methods, the topological events
are treated in a natural way as a result of energy minimization. In the case of 2D ideal normal
grain growth, published results illustrate the potential of the approach [Chen, 2002]. However,
the main diﬃculty of this method remains the construction of the free energy density function.
Furthermore, the energy minimization of each order parameter can involve very expensive and
intensive calculations, particularly for three-dimensional systems [Krill and Chen, 2002]. In
contrast, the level set method [Osher and Sethian, 1988; Sethian, 1996] is now commonly used
to follow propagating fronts in various models [Sussman et al., 1994]. The level set method has
been extended to model the motion of multiple junctions when more than two regions or grains
intersect [Merriman et al., 1994].
Previous attempts to use digital microstructures for the modelling of plastic deformation
and subsequent static recrystallization have been reported. In [Raabe and Becker, 2000], a
2D digital sample was meshed, mechanical testing was performed with crystal plasticity finite
element simulations and thermal treatment involving recrystallization was done subsequently
using a CA approach. A Monte Carlo (MC) approach can replace the CA approach, as done
in [Baudin et al., 2005; Erieau, 2003; Erieau and Rey, 2004; Volovitch et al., 2005]. In both
methods, the finite element mesh needs to be converted into appropriate “voxel” grids. In doing
so, some details of the microstructures may be lost, e.g. those related to grain boundary curva-
ture. This aspect is important if grain growth is to be modelled after primary recrystallization.
Furthermore, in some cases, it is useful to simulate further deformation of the digital aggre-
gate following partial recrystallization, e.g. when studying multi-pass (industrial) processing.
Transforming the voxel structure back to the finite element mesh then implies a new loss of
information (boundary curvature, but also distribution of residual strains/stresses, etc.).
I.3 Linking deformation and recrystallization simulations
In the approach presented here, a common platform is used for the simulation of the cold
deformation and for subsequent recrystallization. First, there is only one conversion of the initial
digital aggregate into a finite element mesh. The deformation simulation, based on an updated
Lagrangian framework, is carried out. The level set framework is used to initially identify
the grains (i.e assign microstructural variables). The distance functions uniquely define the
topology of the aggregate and the corresponding allocation of properties, even when automatic
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remeshing operates. Their continuous update allows keeping track of the boundaries until the
end of the deformation simulation. Digital heat treatment is then performed directly on the 3D
finite element mesh obtained at the end of the deformation step. All variables updated during the
deformation simulation are ready for use as input to the static recrystallization simulation. Most
importantly, the stored energy distribution that dictates the kinetics of microstructural evolution
during recrystallization is readily available from the deformation simulation. In this work, the
influence of the grain boundary energy is neglected with respect to that of the strain energy i.e
only primary recrystallization is considered.
The stored energy is directly related to dislocation multiplication. A relatively accurate
way of computing the stored energy is to base it on dislocation densities, if such variables
are computed by the crystal plasticity law. Dislocation densities are not used in the crystal
plasticity model used in the work. A simple approach would consist in describing both the
critical resolved shear stress τc (see chapter 2) and the stored energy E as a function of the
dislocation density ρ as used by [Sarma et al., 1998]:
τc = τc0 +
1
2
Gb√ρ
E =
1
2
ρGb2
⇒ E = 2G (τc − τc0)2 , (5.1)
where G is the shear modulus of the material. Another simple approach is to use the plastic
work. Although the largest part of the plastic work is dissipated into heat during deformation,
the plastic work, may, as a first approximation, be considered proportional to the energy stored
in dislocation structures during the deformation. As elastic strains are small compared to plastic
ones, the plastic work and the total deformation energy are very close. This deformation energy
is then used as a measure of the stored energy. This latter is computed from:
E = δ.W = δ.
￿ t
0
σ : ε˙dt , (5.2)
where W is the deformation energy, δ defines the fraction of strain energy which is actually
stored in the material and not dissipated into heat.
Predicting the distribution of the deformation energy is therefore important. The eﬀect of
mesh refinement, mesh adaptation and remeshing on the global and the local deformation energy
is investigated. Local heterogeneities of stresses and strain are therefore apprehended. Finally,
the use of this energy measure and the linking between the deformation and recrystallization
is illustrated at the end of the chapter. More details on the recrystallization simulations can be
found in appendix B where the published papers [Loge´ et al., 2008] and [Bernacki et al., 2009]
are attached.
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II Eﬀect of mesh type, mesh refinement and remeshing in
highly resolved polycrystalline simulations
A polycrystal composed of 50 randomly oriented grains is considered [Resk et al., 2009].
The unit cubic domain shown in figure 5.3 is subjected to homogeneous strain rate boundary
conditions under plane strain compression. The material is an aluminum alloy with the material
parameters presented in table 5.1.
C11(GPa) C12(GPa) C44(GPa) m γ˙0(s−1) τ0(GPa) τsat(GPa) H0(GPa)
107.3 60.9 28.3 20.0 0.001 0.1 0.3 0.03
Table 5.1: Material parameters
Table 5.2 summarizes the diﬀerent meshes which were used. The mesh size h is equal to
0.05. Meshes M1 to M6 are isotropic. Meshes M7 and M8 are generated based on the anisotropic
metric and are hence characterized by an element size h1 far from the interface and an element
size h2 close to the interface in its perpendicular direction. For both anisotropic meshes, the
anisotropic layer e defined in chapter 4 (see section III.3) has a length of 0.1 M7 has the same
mesh size as M1 far from the interface (h1 = h), while having the same mesh size as M4 near
the grain boundary (h2 = h/2.5 ) as illustrated in figure 5.2. Similarly, M8 has the same mesh
size as M1 far from the interface (h1 = h), while having the same mesh size as M5 near the
grain boundary (h2 = h/3 ). It should be noted that the coarsest mesh corresponds to 1500
integration points per grain (M1) while the finest mesh (M6), which is our reference mesh for
analyzing the eﬀect of mesh refinement and remeshing, corresponds to 115 000 integration
points per grain. In order to evaluate the eﬀect of remeshing, results obtained with meshes M4
and M7 are compared. This latter is shown in figure 5.3(c).
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Fig. 5.2: Mesh size relationships
Mesh Mesh size # of elements # of nodes
M1 h 75039 14292
M2 h/1.5 268708 49807
M3 h/2 661806 122153
M4 h/2.5 1175040 213442
M5 h/3 2196912 395829
M6 h/4 5819925 1035454
M7
h1 = h
339555 44916
h2 = h/2.5
M8
h1 = h
483389 60467
h2 = h/3
Table 5.2: Description of the diﬀerent meshes used
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(a) (b) (c)
Fig. 5.3: (a) A 50 grains polycrystal, (b) the corresponding global distance function φglob ( dark
blue corresponds to zero) and (c) mesh M7
II.1 Error Analysis
The accuracy of the FE simulations is evaluated based on the deformation energy (see
equation 5.2). A first prediction of the deformation energy field is performed using a highly
refined mesh M6. This prediction is considered as a reference solution. The simulation is
repeated with a coarser mesh and the result, which is constant by element, is mapped onto the
reference mesh using zero-order transport as shown in figure 5.4. The local absolute error is
then written as follows for each element K, K ∈ Th(Ω) with Th(Ω) denoting the finite element
discretization of Ω for the mesh M6:
eabs(K) = |￿w(K) − wˆ(K)| , (5.3)
where ￿wK is the mapped value and wˆK is the reference value. The local relative error for each
element is then given by:
erel(K) =
eabs(K)
|wˆ(K)| (%) . (5.4)
Based on the L2 norm of the deformation energy, the relative error integrated over the whole
polycrystal can be written as:
eΩ(K) =
￿e￿L2(Ω)
￿wˆ￿L2(Ω) =
￿ ￿
Ω
e2abs(K)dΩ
￿1/2
￿ ￿
Ω
wˆ(K)2dΩ
￿1/2 =
￿ ￿
K∈T (Ω)
|K| e2abs(K)
￿1/2
￿ ￿
K∈T (Ω)
|K| wˆ(K)2
￿1/2 (%) , (5.5)
where |K| is the volume of the element K.
In order to have topological information regarding the distribution of the local errors with
respect to the closest grain boundary, a binning strategy, based on the global distance function
φglob (see chapter 4 section III.2) is implemented. The procedure can be summarized as follows.
78
Let Ip be an interval of grain boundary distance defined by (see figure 5.4):
Ip =
￿
p
φglobmax
Nbin
, (p + 1)
φglobmax
Nbin
￿
, (5.6)
where Nbin is the number of bins, p ∈ {0, 1, . . . ,Nbin − 1} and φglobmax = max
Ω
[φglob(x)] .
Let Ωp be a sub-domain such that:
Ωp =
￿
K∈Lp
K with Lp = {K ∈ Th(Ω)|φglob(GK) ∈ Ip} , (5.7)
where GK is the Gauss point (center of gravity ) of the element K . The relative error for each
Ωp is then given by:
eΩp(K) =
￿e￿L2(Ωp)
￿wˆ￿L2(Ωp)
=
￿ ￿
Ωp
e2abs(K)dΩ
￿1/2
￿ ￿
Ωp
wˆ2KdΩ
￿1/2 =
￿ ￿
K∈Lp
|K| e2abs(K)
￿1/2
￿ ￿
K∈Lp
|K| wˆ2K
￿1/2 (%) . (5.8)
Fig. 5.4: Illustration of the error analysis methodology [Resk et al., 2009].
II.2 Mesh size eﬀects
Figure 5.5 illustrates the macroscopic compression stress averaged over the whole poly-
crystal versus the macroscopic true strain for the diﬀerent meshes. As expected, there are minor
diﬀerences. The simulation is performed up to a true strain of about 1.1 for the coarsest isotropic
mesh M1 and a true strain of 0.7 for the reference mesh M6. After these strains, without remesh-
ing, the analysis cannot be extended further as large element distortion hinders the convergence
of the solution. Element distortion can be measured through element quality as defined previ-
ously in equation 4.1. Figure 5.6 illustrates the evolution of the average and minimum element
quality calculated in the usual Euclidean space for the isotropic mesh M1 and the anisotropic
mesh M7. As observed, the minimum element quality which corresponds to the quality of only
one element in the whole mesh is close to zero for M1 when reaching a true strain around 1.1, i.e
when the computation stops converging. As expected, the initial shape quality of the stretched
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elements of the mesh M7 is relatively low and the simulation in this case breaks down earlier
(0.8 true strain).
Elements are distorted because of strain localization. The latter is properly captured only
when the mesh is highly resolved, giving some insight into this physical mechanism. However,
without reconstruction of the mesh, elements may be deformed so much that the computation
breaks down by lack of convergence. The computed equivalent strain rate gives an indication of
how fast the elements are distorted and it can be used as a remeshing criterion in order to avoid
excessive element distortion. Figure 5.7 shows the evolution of the maximum equivalent strain
rate (ε˙max) normalized with respect to the average equivalent strain rate (ε˙avg) for the diﬀerent
meshes. The maximum equivalent strain rate is reasonable for 15 % height reduction (0.16 true
strain) but literally explodes for all mesh sizes after 30 % height reduction (0.36 true strain)
unless remeshing is performed. As expected, when the mesh size decreases, strain localization
occurs earlier in the computation. When remeshing is performed periodically (every 5% height
reduction), excessive strain localization is prevented up to very large strains ( see M4 case with
remeshing in figure 5.7).
Fig. 5.5: Stress-strain curve for the diﬀerent isotropic meshes
80
Fig. 5.6: Evolution of the average and minimum element quality c(K) for mesh M1 and M7
Fig. 5.7: Evolution of ε˙max/ε˙avg for the diﬀerent meshes [Resk et al., 2009].
As the mesh is refined, it is expected that the total relative error eΩ would decrease. For
the isotropic meshes and after 15 % height reduction, eΩ is of the order of 10 % for M1 ( 1500
elements per grain) and 5 % for M5 ( 45000 elements per grain) as illustrated in figure 5.8.
Using the binning strategy presented in section II.1, the relative error eΩp after 15 % height
reduction is computed and shown in figure 5.9. The error predicted with all isotropic meshes
is largest near grain boundaries, corresponding to the zero value of the global level set function
φglob. As we move away from the boundaries, this error decreases significantly. This is is also
confirmed by the results shown in figure 5.10, where the relative error erel for the mesh M5 is
illustrated. As observed, the maximum values of erel occur near the grain boundaries, but this is
not the case for all grain boundaries.
81
Fig. 5.8: eΩ(%) versus the number of degrees of freedom for 15% height reduction (isotropic
meshes)
Fig. 5.9: eΩp(%) after 15 % height reduction with respect to φglob (isotropic meshes)
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Fig. 5.10: Three slices along the X, Y and Z directions revealing the local relative error erel(%)
and the 0.01 contours of φglob after 15% height reduction for mesh M5
In section III.4 of chapter 4, it is shown that the use of an adaptive mesh is essential
for guaranteeing geometric accuracy. Indeed, given the meshing generation strategy and the
element interpolation scheme, a highly refined mesh near grain boundaries is needed and the
anisotropic mesh oﬀers a good compromise between computational cost and geometric accu-
racy. The question now is to check if the refinement near grain boundaries oﬀered by such a
strategy is justified in terms of distribution of mechanical fields such as the deformation energy
field. In figure 5.11, the error eΩp predicted with the isotropic mesh M4 is plotted on the same
graph as the one predicted by the anisotropic mesh M7, which has the same mesh size h2 as
M4 near the grain boundary and same mesh size h1 as M1 far from the boundary (see figure
5.2). The results for the anisotropic mesh M8 and the corresponding isotropic mesh M5 are
also shown on the same graph. The anisotropic meshes and the refined isotropic ones lead to
comparable errors very close to the interface. This means that reducing the mesh size in the
direction perpendicular to the interface is enough to limit errors (i. e. reducing mesh size in
the other directions is not needed). As we move away from the interface, the error eΩp obtained
with the anisotropic meshes is lower than that of the coarsest mesh M1, but higher than the
refined isotropic ones, even in the anisotropic layer (i.e φglob < e/2). As we move out of the
anisotropic layer, the anisotropic meshes generate lower errors than the coarsest mesh M1 (i.e.
φglob < 3e/2). Finally, the coarsest mesh and the anisotropic meshes produce similar errors far
away from the interface (i.e.φglob > 3e/2). If one compares the isotropic meshes M4 and M5 to
the equivalent anisotropic ones M7 and M8 in terms of number of elements and nodes (see table
5.2), the diﬀerence is significant. An anisotropic mesh refinement strategy thus oﬀers a good
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compromise between accuracy and computation time, as justified in the following section.
Fig. 5.11: eΩp(%) after 15% height reduction for the anisotropic and isotropic meshes [Resk
et al., 2009].
II.3 Remeshing Eﬀects
Computations with and without automatic remeshing were performed on 12 processors of
the cluster described in chapter 3 section III.5.3. The initial meshes were M4 and M7. Remesh-
ing was performed systematically, every 5% height reduction.
As seen in table 5.3 , the computational cost of the automatic remeshing after 3 remeshing
operations is negligible. For such meshes, the integration of the constitutive equations is more
expensive than other numerical operations. After 30 % thickness reduction and 6 remeshing
operations, remeshing even enables one to gain time in the isotropic case. Indeed, after 30 %
thickness reduction, the mesh is quite distorted unless remeshing is performed (figure 5.7) and
element distortion impedes fast convergence of the iterative solution. This explains the increase
of the computation time in the absence of any remeshing.
When the mesh is anisotropic, remeshing is much more computationally demanding than
in the isotropic case. Indeed, the computation of the metric (which takes each individual level
set function into account, see chapter 4 section III.3) and the topological operations are far more
expensive. Hence, the computational cost for an anisotropic mesh is always more important if
remeshing is performed as opposed to the same mesh without remeshing. Nevertheless, when
comparing the computational cost of the anisotropic and isotropic cases, the anisotropic mesh
remains advantageous. For example, table 5.3 shows that the computation time for reaching
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30 % height reduction with remeshing is 478 minutes for M4 as opposed to 197 minutes for
M7. The original construction of the anisotropic mesh was not taken into account in the present
analysis.
Computation time (min) for M4 Computation time (min) for M7
% height
reduction
With
remeshing
Without
remeshing
With
remeshing
Without
remeshing
15 247 245 96 90
30 478 494 197 175
Table 5.3: Computational cost of automatic remeshing for M4 and M7
(a) Without remeshing (b) With remeshing (6 remeshing operations)
Fig. 5.12: {111} <100> pole figures after 30% height reduction for mesh M7. Contour lines
correspond to the multiples of random intensity
In order to validate the zero-order transport of state variables applied during remeshing,
the predicted textures were compared in terms of pole figures. The predicted textures are indis-
tinguishable with and without remeshing. Figure 5.12 shows the pole figures for M7 after 30 %
height reduction as an illustration. Hence there is no significant loss of information during the
remeshing operations in terms of global texture evolution. In terms of the deformation energy
field, table 5.4 describes the evolution of the total relative error eΩ as the computation is carried
out. The slight diﬀerences observed between the remeshed and non remeshed cases confirm
that the diﬀusion, related to the remeshing procedure, is low. Even after 6 remeshing operations
(30 % height reduction), the diﬀerences are quite small for the isotropic and the anisotropic
cases. It is worth mentioning that the deformation textures obtained using mesh M4 and M7 are
identical, if compared using pole figures. Global texture predictions are insensitive to the mesh
refinement at such high resolutions.
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eΩ(%) for M4 eΩ(%) for M7
% height
reduction
With
remeshing
Without
remeshing
With
remeshing
Without
remeshing
15 6.01 6.09 7.71 7.36
30 6.16 6.19 8.37 7.44
Table 5.4: Total relative error eΩ(%) with and without remeshing
III Deformation and recrystallization simulation test case
A common numerical framework is used for the simulation of the deformation and sub-
sequent recrystallization of polycrystalline aggregates. The same level set framework is used
to locate grains and follow the evolution of the microstructure. In the case of the deforma-
tion simulation, a Lagrangian approach is adopted, whereby the level set function of each grain
moves according to the mesh velocity. For recrystallization modelling, the level set framework
is applied in a Eulerian framework. In this case, given a velocity field v defined over a domain
Ω, the level set method consists in evolving each distance function φi according to a convection
equation as follows [Bernacki et al., 2009]:
∂φi
∂t
+ v.∇φi = 0
φ(t = 0, x) = φ0i (x)
,∀i ∈ {1, . . . ,NG} . (5.9)
At any time t the interface Γi of grain Gi is given implicitly by the equation φi(t, x) = 0. The
idea is then to establish the kinetic law describing the evolution of the velocity field v.
The link with the deformation simulation is done in three respects. First the deformed
microstructure at the end of the deformation simulation is used as input to the recrystallization
simulation. The level set approach common to both simulations allows working directly on the
deformed mesh, without loosing / distorting any information. The stored energy is readily avail-
able, and, as it will be seen below, dictates the evolution of the recrystallized microstructure,
with no need to construct a free energy density function ( as in phase field methods). When
dealing with primary recrystallization, nucleation of new grains also need to be modelled. Po-
sition and time of appearance of each new nucleus can be based on diﬀerent criteria. In this
work, the gradient of the stored energy is used as discussed below.
III.1 Kinetic law and nucleation modelling
It is generally assumed for pure metals that the kinetic law for grain boundary motion is
well approximated by [Humphreys and Hatherly, 2004; Kugler and Turk, 2006]:
v = M∆ fn , (5.10)
86
where M corresponds to the grain boundary mobility, ∆ f to the driving force per unit area, and
n to the outward unit normal to the grain boundary. Generally, as in [Kugler and Turk, 2004],
M is calculated with:
M =
bδDb
kT
exp
￿Qb
RT
￿
, (5.11)
where b is burger’s vector, δ is the characteristic grain boundary thickness, Db the boundary
self diﬀusion coeﬃcient, Qb the boundary diﬀusion activation energy and k the Boltzmann’s
constant. The driving force ∆ f is defined by [Humphreys and Hatherly, 2004]:
∆ f = ∆E − 2γκ , (5.12)
where γ is the grain boundary energy, which is function of the boundary misorientation, κ the
curvature of the grain boundary and ∆E is the stored energy diﬀerence across the boundary.
If one can compute the dislocation density throughout the polycrystal this energy diﬀerence
can be expressed as ∆E = ξ∆ρ where ξ corresponds to the dislocation line energy and ∆ρ
the total dislocation density diﬀerence across the interface [Kugler and Turk, 2004]. In this
work, several approximations are introduced. First, it is assumed that the material is highly
deformed before it undergoes primary recrystallization. The second term of Equation 5.12,
related to the grain boundary energy, is therefore neglected compared to the first term, related
to stored strain energy. Secondly, the stored energy is computed according to equation 5.2.
The absolute values of E do not always matter, e.g. only the relative values play a role in
determining the topological evolution of the grain boundary network. Therefore the exact value
of the proportionality variable δ in equation 5.2 does not need to be known.
Although the kinetic law for grain boundary motion seems quite simple, several chal-
lenges regarding its implementation in a level set framework have been identified and addressed
[Bernacki et al., 2009]. In order to avoid the development of overlaps or vaccuum, the velocity
field has to be defined over the whole domain Ω while taking into account each individual level
set function corresponding to a each grain. The velocity field has to be as regular as possible,
which is not straightforward when multiple junctions are considered ( the intersection of 3 or
more grains ). Moreover, in order to compute it correctly according to equation 5.10, the normal
to the interface, given by the gradient of the level set function ∇φ ( see chapter 4 section III.2)
has to be determined precisely. Most importantly, the approach and the proposed solutions to
these issues are strongly related to the accuracy of level set function calculations around the
interfaces. Indeed, a little disturbance of the levels around an interface leads to an error in the
velocity estimation and consequently in their own evolution. During the deformation simula-
tion, we have showed that anisotropic meshes, with refinement close to the boundaries, oﬀer
a good compromise between accuracy and computational cost [Resk et al., 2009]. Also, such
meshes have proved to be necessary for a correct computation of the velocity field during the
recrystallization step [Bernacki et al., 2009]. Therefore, in order to avoid any loss of infor-
mation when linking the deformation and recrystallization steps, the use of anisotropic meshes
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with refinement close to the grain boundary during the deformation simulation is important.
Finally, reinitialization of the level set functions as mentioned previously ( see chapter 4 section
III.2) is done periodically in order to ensure a correct computation of the velocity field. This is
done more frequently in the case of recrystallization simulation compared to the deformation
simulation, due to inherent sensitivity of the approach.
Regarding nucleation modelling and disappearance of grains, the level set framework is
particularly useful. Disappearance of grains are handled automatically. Indeed, for a given grain
G, the corresponding level set function φG becomes negative in the whole domain as the grain
disappears, thereby stopping all computations related to that level set function. In a similar
way, it is possible to introduce new regions (grains), based on given criteria. For example,
new grains can nucleate during primary recrystallization, with an assumed low (taken here as
zero) stored energy. A very simple method to create a nucleation site is to build a new function
at a desired time increment and at a given spatial position. Spontaneous growth occurs if a
zero stored energy is assumed inside the new region. Diﬀerent rules have been developed for
the time and space nucleation laws [Bernacki et al., 2009]. For example, at each time step
of the simulation, a probabilistic or deterministic law of nucleation can be used considering
a set of possible nucleation sites. This set can be chosen in diﬀerent ways: (i) randomly in
the domain Ω, (ii) only at grain boundaries ( recalling that nucleation occurs near high local
misorientations), or (iii) according to specific criteria based on crystallographic or mechanical
variables calculated from the previous deformation step in the polycrystal . In this work, one
has noticed significant intergranular and intragranular variations of the stored energy E, which
result in maxima in the norm of the stored energy gradient ￿∇E￿ mainly at grain boundaries.
This latter quantity is then used to define a criterion for nucleation.
III.2 Simulation of deformation and subsequent recrystallization
A ten grains Voronoi microstructure is subjected to plane strain compression. A 20 %
reduction in height is applied and the computed stored energy and the norm of the stored energy
gradient ￿∇E￿ are illustrated in figure 5.13. The calculated stored energy field is used as an
input to model recrystallization. A normalized average of the stored energy is computed for
each grainGi, and the distribution of ￿∇E￿ is used to define the set of potential nucleation sites.
The selection of 1000 potential sites is done by choosing the nodes of the mesh for which ￿∇E￿
is the highest, while considering a safe distance between two neighbouring nuclei equal to 3
times the average element size. A newly activated site is eﬀectively taken into account if it does
not belong to the existing recrystallized volume fraction of the domain. Figure 5.14 illustrates
the increasing recrystallized volume fractions and the corresponding recrystallized front in blue.
The simulation was performed in 6 hours on 16 processors of the cluster described in chapter 3
section III.5.3 and the final microstructure is made of 27 grains.
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(a) (b)
(c) (d)
Fig. 5.13: A 3D ten grains microstructure after plastic deformation: (a) external surface view of
stored energy, (b) corresponding norm of the stored energy gradient,(c)volumetric view of the
stored energy with grain boundaries in black and (d) adaptive and anisotropic meshing in white,
grain boundaries in black
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Fig. 5.14: 3D recrystallization with a non uniform initial stored energy field. From top to
bottom: external surface view of the stored energy for recrystallized volume fractions of 1%,
15%, 58%, 80% and 95%, and the corresponding recrystallized front in blue
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IV Conclusion
In CPFEM simulations, the anisotropy of the solution is driven by the geometry of the
grains and diﬀerences in crystallographic orientation. Using meshes that conform to grain
boundaries is therefore of prime importance, especially when local microstructural informa-
tion is sought. Highly refined unstructured meshes could be used. However, the gains obtained
in terms of local discrepancies are negligible compared to the increase in computational cost.
In this chapter, it has been shown that an adaptive meshing strategy, leading to a highly re-
fined anisotropic mesh respecting grain boundary geometry, oﬀers a good compromise between
resolution and computation time [Resk et al., 2009]. On the other hand, such resolution is
not needed along all grain boundaries in a given polycrystal. Further mesh optimization could
therefore be accomplished using error estimators, which provide a dynamic way of measuring
discretization errors during the computation. An example of an a posteriori anisotropic error es-
timator is presented by Mesri and coworkers [Mesri et al., 2008]. This estimator can be used to
provide better guidance to the adaptive meshing procedure presented in this work. Indeed, the
mesh can be adapted dynamically during the computation based on both the level set functions
representing grain boundaries and the local errors estimates. Moreover, a further constraint in
terms of number of elements in the mesh can be included in this strategy, thereby introducing an
additional parameter allowing the control of the number of elements per grain. In their analysis
regarding the influence of grain shape on local stress variations, Ritz and Dawson highlight the
drawbacks of not being able to control the number of elements in each grain as they vary the
grain shape [Ritz and Dawson, 2009]. Regarding remeshing, it has been shown that the global
(texture predictions) and local (plastic work) discrepancies associated with the transport of state
variables are not significant. Reconstruction of the mesh is necessary in order to avoid important
element distortion. The latter poses substantial problems in terms of accuracy and, ultimately,
causes the breakdown of simulations carried out in a Lagrangian context if remeshing is not per-
formed (see figure 5.7). Such distortion is connected to strain localization phenomena, which
are best captured by high mesh resolution simulations, such as those presented in this chapter.
In the second part of this chapter, we presented a first modelling eﬀort towards linking
CPFEM simulations and static recrystallization simulations using a common numerical frame-
work, based on the FE method and a level set formulation. Such modelling eﬀort presents the
advantage of minimizing loss of information when transferring required data from the deforma-
tion step to the recrystallization step. Energy stored during the deformation is the driving force
for recrystallization. In this work, a fraction of the deformation energy is considered as a mea-
sure of the stored energy. With highly resolved FE simulations, significant intergranular and
intragranular variations of the stored energy E have been observed, with maxima in the norm of
the stored energy gradient ￿∇E￿ mainly at grain boundaries. This latter quantity is used to de-
fine a criterion for nucleation. More elaborate nucleation criteria can be based on intergranular
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and intragranular misorientations. As seen in chapter 4, all elements belonging to a grain are
initially assigned the same orientation. The partition of the deformation among the elements, as
the outcome of the FE problem after deformation, results in varying slip system activities from
one element to the other and consequently, as per equation 2.32b, varying lattice spins, hence
the development of misorientation. As noted by [Mika and Dawson, 1999] and highlighted in
the next chapter, these misorientations have the same origin as geometrically necessary disloca-
tions (GNDs). In the next chapter, more detailed definitions of orientations and misorientations
are investigated as they are specifically applied for two other applications of CPFEM simula-
tions. Macrotexture predictions for a model polycrystal and microtexture analysis for a digital
microstructure, representing a replicate of a measured microstructure, are performed.
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Chapter 6
Deformation texture prediction
In this chapter, a brief overview of crystallographic orientation measures and represen-
tation is given and the concept of misorientation and orientation deviation is introduced. The
macrotexture in a model polycrystal deformed up to important strains is investigated. The rest
of the chapter is dedicated to the investigation of the deformation and texture evolution in an
experimental microstructure.
I Orientation
I.1 Orientation description
The crystallographic orientation of a grain or a crystal in a polycrystalline sample is usu-
ally defined as the rotation required to bring the sample reference frame (Rs) into coincidence
with the crystal reference frame (Rc) as illustrated by figure 6.1. As such, it is used as a reference
axes transformation of tensorial quantities (vectors, stress tensor . . . ). Traditionally, the sym-
bol “g” is used for denoting the orientation. This latter could be represented by an orthogonal
matrix as in the following equation:
Rc = gRs =

a11 a12 a13
a21 a22 a23
a31 a32 a33
Rs . (6.1)
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Fig. 6.1: Definition of the orientation of a crystal
Orthogonal matrices are one possible way of representing orientations. Other descrip-
tions are available [Kocks, 1998b]. Miller Indices specifies the alignment of a plane normal
{hkl} and a direction < uvw > within the crystal with the third and the first axis of the sample
respectively. Typically, they are used to define texture components (or certain ideal or typical
orientations) that might appear during rolling for example (see figure 6.2). In this case, the
{hkl} plane normal is parallel to the Normal direction (ND) of the sample and the < uvw >
is parallel to the rolling direction (RD) of the sample. Miller indices are mathematically and
numerically cumbersome. The most common orientation representation is based on the three
Euler angles and is expressed as g = g(ϕ1,Φ,ϕ2). The Three angles correspond to three suc-
cessive rotations according to a specific sequence or convention (Bunge, Roe, symmetric, the
first one being the most common). The set of all orientations defined as Euler angles define
the Euler Space. The orientation can also be represented by a rotation about an axis c by an
angle w and can therefore be written as g = g(c,w). The Rodrigues-Frank vector r com-
bine both the rotation axis and the angle into one vector representation with r = tan(w/2)c.
In the same vein, quaternion description combine all needed information into a single vector
(q0, q1, q2, q3) = (cosw/2, cx sinw/2, cy sinw/2, cz sinw/2). This description is particularly use-
ful as composition of rotations, inversions . . . etc are translated into simple algebraic operations.
Conversions between the diﬀerent descriptions are possible and the formulae used in this study
are summarized in appendix A. For crystals with symmetries under rotation, diﬀerent orien-
tations could be equivalent. Namely for cubic crystals, there are 24 symmetrically equivalent
orientations.
Given a group of m discrete orientations described by quaternions qi, one can compute a
mean orientation q¯ given by [Pantleon et al., 2008]:
q¯ =
1
N
￿
m
qi with N =
￿￿￿￿￿￿￿ m qi
￿￿￿￿￿￿￿ . (6.2)
In order to compute this average, crystal symmetry has to be taken into consideration. In fact,
24 symmetry operators with switching symmetry are to be applied (24× 2 = 48) in order to put
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the orientations into the fundamental zone ( asymmetric unit). Special care has to be taken in the
computations as mentioned by [Glez and Driver, 2001]. In this work, the average orientation
has been computed either using the TSL-OIM software or using the routines available from
[Quey, 2008].
I.2 Orientation representation
An orientation described by Euler angles is represented by a point in the 3D cartesian
representation of Euler space. Pole figures and inverse pole figures are particularly useful when
analyzing the orientation evolution of one or several grains. Pole figures are 2D projections
( stereographic, equal area, equal angle) used to represent the 3D orientations with respect to
the sample reference frame. An inverse pole figures plots the position of a sample direction
(RD,TD and ND for rolled specimens for example) relative to the crystal reference frame.
Fig. 6.2: 111 and 100 pole figures showing typical texture components that might appear during
rolling
Pole figures and inverse pole figures give an indication of grain rotation as evidenced by
the rotation of the points across the figures. They also give an indication of grain fragmentation
that could occur as the material is deformed. Initial orientation represented by concentrated
points spread out in a cloud as seen on figure 6.3. In a standard Taylor Full constraint model
(see chapter 3 section I.2), such fragmentation cannot be predicted by the model as opposed to
the Finite Element simulations.
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Fig. 6.3: (100) pole figures showing the initial orientation, the Taylor FC prediction and the
cloud experimentally measured after 40 % plain strain compression on the left-hand side, and
the finite element (FE) prediction after on the right-hand side for a particular grain [Kalidindi
et al., 2004]
I.3 Texture analysis
In order to describe the evolution of crystallographic orientations for an important number
of grains, a statistical methodology is needed. The orientation distribution function (ODF)
provides a means to describe the texture or preferred orientation of a polycrystal. This concept
is central in texture analysis. The ODF provides a continuous description of the distribution of
the discrete orientation data. More specifically, the orientation distribution function f (g) is a
probability density function . It describes the probability of finding a given orientation g (i.e.
the volume fraction of material with orientation g ) within a given distance in orientation space
dg. As mentioned previously, the orientation space can correspond to the Euler space if Euler
angles are used. Quaternions and Rodriguez vectors are can also be used as they constitute an
appropriate space for the continuous description of rotations. Mathematically, the ODF is given
by:
dV/V
dg
= f (g) = f (ϕ1,Φ,ϕ2) . (6.3)
Because of the definition of f , the following equation is satisfied:￿
f (g)dg = 1 . (6.4)
In general, ODFs are represented as two-dimensional sections of the 3D cartesian Euler
space as seen in figure 6.4.
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(a)
(b)
Fig. 6.4: (a) 3D Euler space featuring ideal texture components that appear during rolling of
an FCC metal. The isosurface represents: Cube (C), Copper(Cu), Brass(B), Goss (G) and S
components; (b) three typical sections along ϕ2 (phi2 = constant).
Historically, discrete pole figures obtained via X-Ray or neutron diﬀraction were used
to generate the ODF. OIM analysis now allows for the direct determination of the ODF from
the OIM data. There are actually two ways for calculating the ODF: direct methods and series
expansions of generalized spherical harmonics which is used in this work via the TSL-OIM
software.
After computing the ODF, one can also use pole figures and inverse pole figures to repre-
sent texture. Other detailed analysis include texture fiber analysis such as in [Zhao et al., 2007]
which consists in following a characteristic line across the Euler space that defines quantita-
tively specific texture components.
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II Misorientation
II.1 Basic definition
The misorientation represents the diﬀerence in orientation between two orientations or
two grains. It is basically the axis transformation required to bring the crystal lattice of one
grain into coincidence with the other. If g1 and g2 are the orthogonal matrices representing
respectively the orientation of the first and second grain, then the misorientation, commonly
denoted by ∆g, is given by:
∆g = g2.gT1 = g2.g
−1
1 . (6.5)
As for orientation, the same descriptors apply for misorientation. Nevertheless, the axis/angle
representation is commonly used. Using equation 6.5, the rotation axis corresponding to ∆g,
which is the common crystallographic axis between the two lattices, is expressed in crystal
coordinates. Inverting the order of the combination of the two orientations would result in a
rotation whose axis is expressed in the sample reference frame. In general, the crystal reference
frame is chosen for most common applications of the misorientation concept is the description
of the boundary separating two grains and it is hence more physically meaningful to express ∆g
in the local frame.
II.2 Some misorientation measures
II.2.1 Disorientation
The disorientation is the minimum rotation angle between two lattices. Computing the
disorientation angle requires putting the misorientation into the fundamental zone (angle is
minimum and misorientation axis is located inside the standard stereographic triangle). For
this purpose, crystal symmetry has to be applied. As mentioned previously, there are 24 sym-
metrically equivalent orientations. Because the misorientation involves two lattices, two sets
of 24 symmetry operators should be used as well as switching symmetry (24 × 24 × 2 = 1152
equivalent misorientations) if the misorientation is expressed in the crystal reference frame. If
the sample frame is used, then only 24 operators with switching symmetry are to be applied
(24 × 2 = 48 equivalent misorientations). If the angle of rotation is the only parameter used to
describe disorientation, then only one set of 24 operators needs to be applied as the angle is the
same regardless of the reference frame used (invariance under axis transformation). This could
be achieved using quaternions as described in the appendix A. The term misorientation and dis-
orientation are used interchangeably in this dissertation to refer to the disorientation angle.
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II.2.2 Orientation deviation
In this work, “orientation deviation” is used in the context of grain fragmentation that
occurs during deformation. For a given grain, the mean orientation is first computed. The ori-
entation deviation refers then to the disorientation angle between the orientation of a given point
belonging to the same grain and the mean orientation of that grain. A frequency distribution
for the orientation deviation can be plotted giving a first quantitative insight into the orientation
heterogeneity inside a grain but with no topological information. An average value of the orien-
tation deviation could also be computed for each grain. This value is sometimes termed “grain
orientation spread” but some authors also use the term “grain average misorientation” to refer
to this measure. A distribution of this average value gives then an insight into the heterogeneity
of grain substructure in a polycrystalline sample. Figure 6.5 illustrates such a distribution.
Fig. 6.5: Average orientation deviation distribution for a copper specimen after 11% tension
[Lebensohn et al., 2008]
II.2.3 Local misorientation
One could also compute the misorientation in the neighborhood of a given point. Inter-
granular misorientations refers to the diﬀerence in orientation from one grain to the other. As
such, they represent one component used to describe grain boundaries. Typically, for randomly
oriented cubic crystals, the intergranular misorientations exhibit the MacKenzie distribution
[Kocks, 1998b].
Intragranular misorientations refers to local misorientations that develop inside a grain
as the deformation proceeds. These local misorientations are in fact the manifestation of the
presence of grain substructure. Transmission electron microscopy (TEM) has been used to
directly investigate grain dislocation structures (dislocation walls . . . see figure 6.6) at the micron
or sub-micron level. Nonetheless, intragranular lattice misorientations, measured by EBSD
or predicted by relatively high resolution finite element simulations, are indicative of crystal
substructure. As reported in [Dawson et al., 2002], “the volume of a crystal is divided into
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subregions of like lattice orientation with the boundaries between the subregions exhibiting
lattice misorientations”.
(a) (b)
Fig. 6.6: Schematic of grain subdivision: (a) at low strain and (b) high strains [Doherty et al.,
1997]
Frequency distributions of intracrystalline misorientations are yet another way of appre-
hending grain subdivision. In this work, the term “misorientation” is used to refer to this mea-
sure. An average misorientation can therefore be computed. Both measures, the average local
misorientation and the average orientation deviation (orientation spread) give complementary
information about the orientation heterogeneity inside a grain as seen in figure 6.7.
(a) (b)
Fig. 6.7: (a) Intragranular misorientation scaled with the average misorientation for a group of
crystals and fit from [Hughes et al., 1997] (b) Correlation between grain orientation spread θs
and grain average misorientation θi and their evolution with compressive strain [Dawson et al.,
2002]
One can also define a Kernel misorientation as the average misorientation between a given
point and all of its neighbors, excluding misorientations greater than a given value ( in general
taken as 15°). As with orientations, one can also define a misorientation distribution function
(MODF). The MODF concept is used to statistically describe grain boundaries in a polycrystal,
which are defined by a lattice misorientation axis and angle and a boundary plane. MODF
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is defined in the same way as the ODF with g representing a misorientation rather than an
orientation weighted with areas instead of volumes, since boundaries are planar entities.
III Orientation image microscopy
Figure 6.8 summarizes the principle of Orientation Imaging microscroscopy (OIM). Elec-
trons of a scanning electron microscope (SEM) are diﬀracted by the crystallographic planes of a
tilted specimen (70° for optimum diﬀraction). The acquisition of an EBSD (electron backscatter
diﬀraction) pattern enables the determination of the phase and the crystallographic orientation
at specific locations on the surface of the specimen. The scanning step determines how far apart
the measurements are acquired and therefore determines the spatial resolution of the acquisition.
Step size as small as 0.3-0.5 µm can be achieved. Higher resolutions, with step sizes as small
as 0.05 to 0.01 µm can be reached with a Field Emission Gun Scanning Electron Microscope
(FEG-SEM). The process is in general automated which makes the OIM technique quite useful
even-though only 2D microstructural information is obtained. However, the acquisition is in
general time-consuming so only a selected region of the surface of the specimen is scanned.
Also, the angular accuracy of the obtained maps depends on the quality of the diﬀraction image
and on system/software dependent parameters such as the mathematical algorithm for pattern
indexing. Various subsequent processing and analysis can be performed based on the collected
EBSD patterns, ranging from visualizing crystallographic orientation maps to texture analysis,
misorientation computations, grain boundary maps. They can be classified in two groups: sta-
tistical analysis on the level of the whole sample e.g. texture analysis (ODF, pole figures...etc)
and microtexture investigation on the level of individual grains. One of the interesting features,
related to this technique, is the fact that the reconstructed maps give an “image” of the actual
microstructure. Therefore topological information regarding the spatial distribution of orien-
tation gradient is, in theory, readily obtained. Grain subdivision can be spotted, by obtaining
frequency distributions such as those shown in figure 6.5 but also the maps enable the visu-
alization of the location of such subdivision. However, new insights into such subdivision is
possible only if the scanning step is small enough to capture such gradients. The technique
in its present status can not compete with the one based on transmission electron microscope
(TEM), which allows the details sketched in figure 6.6 to be revealed, especially at high strains.
Indeed, regions of high dislocation content are diﬃcult to index with EBSD (black regions in
the orientation map of figure 6.8).
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Fig. 6.8: OIM principle
In this work, the TSL-OIM software (version 4.0.5) is used to investigate experimental
measured microstructures as well as numerical data provided by the FE simulations. The ex-
perimental data was obtained elsewhere [Quey, 2009] and was put in the TSL-OIM software
format for further investigation. Regarding numerical data, any 2D numerical data can be used
in TSL-OIM as long as it is cast in the correct format, even if no EBSDmap is associated with it.
The software recognizes any file cast in the form of grid of points (x,y position and three Euler
angles ). It can be used as any texture analysis software. In this work, 3D digital tests are per-
formed and the microstructure is probed, as it is done on the real sample. The method consists
in making a 2D projection on a much finer structured mesh is first performed as seen on figure
6.9 ( the projection consists of giving each 2D element the value of the nearest 3D element that
“crosses” it). The center of gravity of these elements was then taken as the (x,y) position of the
equivalent grid point in OIM. There is an error associated with this procedure, nevertheless, it
is significantly reduced if the 2D projection mesh is very fine compared to the 3D mesh. Using
this procedure, the whole digital 2D slice of the 3D microstructure can be analyzed. Individual
grains can also be probed, based on the presence function, discussed in chapter 4 section III.4,
by assigning a fictitious phase number for each grain. The software statistical capabilities can
therefore be applied for each grain, without relying on the standard procedure which is used
to determine to which grain each point belongs. In the standard procedure, grains are defined
using two parameters determined by the user, namely a grain size and a tolerance angle. This
latter represents the maximum point-to-point misorientation that is allowed inside a given grain.
Using a fictitious phase number for each point, based on the presence function, allows all points
belonging to a given grain to be included in the analysis, regardless of their misorientation with
respect to their neighbors.
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(a)
(b)
Fig. 6.9: (a) Inner layer of a 3D microstructure showing the investigated grains in color ; (b) a
close-up view of part of the 2D mesh used for the projection
IV Prediction of macrotexture in a model polycrystal
Figure 6.10 illustrates a test case relying on a highly refined isotropic mesh (1175040
elements and 213442 nodes). A polycrystal containing 500 grains is subjected to plain strain
compression to more than 90 % thickness reduction. The material parameters in table 6.1 and
the boundary conditions given by equation 4.9 are used. In order to reach such strain levels,
remeshing is performed whenever it is needed, i.e when the normalized maximum equivalent
strain rate becomes too large (ε˙max/ε˙avg > 5) or when the minimum element quality, defined by
equation 4.1, becomes too small (c < 0.2).
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C11(GPa) C12(GPa) C44(GPa) m γ˙0(s−1) τ0(GPa) τsat(GPa) H0(GPa)
107.3 60.9 28.3 20.0 0.001 0.1 0.3 0.03
Table 6.1: Material parameters used for the plain strain compression simulation of the model
polycrystal
(a) initial mesh (b) mesh after 55 % height reduction
(c) mesh after 89 % height reduction
Fig. 6.10: 1st quaternion of a 500 grains polycrystal
Fig. 6.11: initial 111 and 100 pole figures. Contour lines correspond to the multiples of the
random intensity.
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(a) Experimental measurement
(b) Taylor full constraint
(c) CPFEM
Fig. 6.12: 111 and 100 pole figures after 55 % (left) and 89 %( right) height reductions. Contour
lines correspond to the multiples of the random intensity [Resk et al., 2009].
The initial texture of the polycrystal is discretized in order to match the experimental
texture of an industrial (AA3104) aluminium alloy [Delannay, 2001] while accounting for the
heterogeneous grain sizes [Melchior and Delannay, 2006]. As seen in figure 6.11, the metal
sheet shows a very strong cube {001} <100> texture in the undeformed state. In figure 6.12,
the experimental textures measured after 55% and 89% thickness reduction are compared to the
textures predicted either by the Taylor "full constraints" model or by CPFEM. As expected, the
Taylor model yields intensities which are too pronounced in comparison to the experimental
results. Moreover after 89 % height reduction, significant deviations in terms of the position of
texture components are observed. On the other hand, CPFEM produces results that are more in
line with experimental measurements. These results validate the crystal plasticity framework,
described in chapter 2 and 3, at the macroscopic level.
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V Detailed comparison between FE simulations andmeasured
microstructure evolutions
V.1 Experimental Setup
Details of the experimental setup can be found elsewhere [Quey, 2009], only the main
points are highlighted in this section. An Al – 0.1 wt % Mn alloy is deformed in channel die
compression. The deformation was carried out at a temperature of 400°C and a strain rate of
1 s−1. A split sample method is used to follow 129 grains embedded in the polycrystal (see
figure 6.13(a)). A 4 × 4 mm surface in the middle of the sample perpendicular to the transverse
direction was scanned using EBSD with a scanning step of 5 µm . Grains were selected initially
following a minimum misorientation angle of 5° giving an average initial grain size of about
300 µm. The same surface was scanned at 25 % and 40 % true strain. Figure 6.13(b) illustrates
the grains that were followed during the deformation. These grains presented very small initial
average orientation deviation as illustrated in figure 6.14.
(a) (b)
Fig. 6.13: Experimental setup and initial microstructure: (a) split sample in channel die com-
pression; (b) grain structure in the undeformed state showing grain numbering. Grain bound-
aries (> 5°) are represented by black segments.
The technical diﬃculties encountered in this technique are numerous. It is worth mention-
ing that the internal surface is no longer flat after deformation and presents a wrinkled aspect.
No polishing was performed and the surface was scanned as is by EBSD. The potential eﬀects
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on the measured orientations were investigated and found to be negligible [Quey, 2009]. Most
importantly, two issues related to the rationale of the method are worth highlighting. Firstly,
the behaviour of the grains on the split surface can be influenced by the presence of an actual
physical split inside the specimen. For pilot specimens, the authors [Panchanadeeswaran et al.,
1996; Quey, 2009] removed a few microns from the split surface and showed that the "internal"
orientation measurements were quite close to the actual surface measurements. They conclude
that the measured grains could be considered as "bulk" grains, while recognizing that such indi-
rect confirmation is far from being decisive. Secondly, the objective of the method is to follow
individual grains before and after deformation. Identifying the points belonging to the original
grain after deformation seems far from being straightforward as the selection is done manually
[Panchanadeeswaran et al., 1996]. Microhardness indents performed in selected regions of the
surface enable to some extent to follow the deformation of physical regions of the microstruc-
ture and to perform somehow the correct mapping of the measured orientations to the original
grains [Panchanadeeswaran et al., 1996; Quey, 2009]. It should be noted that such mapping
does not take into account the local misorientation, i.e points with misorientations > 15° could
be considered as part of the same original grain.
Fig. 6.14: Average orientation deviation for each grain
V.2 Simulations setup
The objective of these simulations is twofold: (i) investigate how well the whole mod-
elling framework (constitutive law, numerical integration, FE solver) performs with respect to
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local experimental results, in terms of deformation texture predictions; (ii) investigate the eﬀects
of other parameters related to the mesh refinement, the application of the boundary conditions,
and the type of microstructure used. The latter two parameters are related to the fact that the
scanned 2D area is in fact part of a 3D polycrystalline specimen. In order to compare the ob-
tained results to 3D finite element simulations, the 3D volume surrounding the 2D scan has to
be somehow reconstructed or guessed. Moreover, if we are to compare the numerical simula-
tions to actual tests, the rest of the surrounding microstructure has to be guessed, reconstructed
or somehow “filled”. In the absence of information regarding the third dimension in both the
scanned area and the surrounding medium, accurate reconstruction is not an option in our case.
One way of generating the 3D microstructure is to assume columnar grains for the scanned area
and assume that the surrounding grains have the same average grain size and crystallographic
orientation distribution as the scanned grains as in [Lebensohn et al., 2008]. In the following
section, a columnar microstructure is first assumed for the studied area and diﬀerent ways of
reconstructing the surrounding environment are tested. In the second part, a non-columnar mi-
crostructure is investigated as well as the eﬀect of mesh refinement/type on macrotexture and
microtexture results. In all simulations, the initial mean orientation of each grain is computed
and used as input to the simulations. This is justified by the fact that, before deformation,
the grains present very little orientation deviation as seen on figure 6.14. Moreover, as it will
be seen subsequently in this chapter, the computation times, even with optimized meshes, are
important, even for “numerical” resolutions well above the experimental one. Given the dimen-
sions of the simulated cubic volume (1× 1× 1), taking into consideration the initially measured
orientation at each pixel within a grain would have meant using a mesh with a mesh size h ap-
proximately equal to ≈ 0.001. If an isotropic mesh is used to mesh the whole volume, assuming
that all tetrahedra are perfectly regular, this would have yielded a mesh with over 8 billion ele-
ments. For all simulations, homogeneous strain rate boundary conditions are applied. a cubic
volume of (1 × 1 × 1) is used, except for the “Slice” test case as explained below. The material
parameters, given in table 6.2, corresponding to aluminum, are used. As seen in figure 6.15,
the hardening parameters were modified so as to fit the experimental stress-strain curve for the
first set of simulations that investigate the eﬀect of diﬀerent surrounding environments. These
parameters are also used for the rest of the simulations as well.
C11(GPa) C12(GPa) C44(GPa) m γ˙0(s−1) τ0(GPa) τsat(GPa) H0(GPa)
107.3 60.9 28.3 8.0 0.1 0.005 0.010 0.003
Table 6.2: Material parameters
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Fig. 6.15: Experimental and simulated stress-strain curves
V.3 Eﬀect of the surrounding medium
In order to reconstruct the surrounding environment, the experimental pixelized EBSD
map is first translated into a format compatible with the DIGIMICRO software (see chapter
4 section II). Several simulation cases are tested. In the first approach, the 3D columnar mi-
crostructure as represented in figure 6.16(a) is meshed as is. The elements belonging to each
grain are assigned the corresponding orientation. The elements belonging to the non-indexed
region (the light green region in figure 6.16(a)) are considered as part of a Homogeneous Equiv-
alent Medium (HEM) surrounding the microstructure. In the second approach, the 3D mi-
crostructure is embedded in a bigger volume and the HEM corresponds to the non-indexed
regions as well as the surrounding cubic volume as seen in figure 6.16(b). Depending on the
type of HEM, the simulations cases can be summarized as follows:
1. the “Slice” case corresponding to the first approach. In this case, each element belonging
to the HEM is considered as a polycrystal composed of 10 crystals. The orientation of
these crystals are selected randomly from the pool of 129 orientations of the indexed
grains
2. the “HEM129” case where the microstructure is embedded in a bigger volume (see figure
6.16(b)) corresponding to a Homogeneous Equivalent polycrystalline medium with 129
orientations in each element
3. the “HEM10” case where the microstructure is embedded in a bigger volume correspond-
ing to a Homogeneous Equivalent polycrystalline medium with 10 orientations in each
element selected randomly from the pool of 129 orientations
4. the “HEMVoronoi” case where the microstructure is embedded in a volume composed of
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approximately 1000 grains generated using Voronoi tesselation as seen in figure 6.17
and having the same average size as the considered microstructure. The orientations of
these grains are selected randomly. It should be noted that 1000 grains are first generated
alone in the cubic volume. Each element of the mesh is then assigned the corresponding
crystallographic orientation. The slice is then “embedded” in the generated volume and
elements belonging to the grains under investigation are reassigned the proper crystallo-
graphic orientation among the 129 orientations based on the level set/ presence function
as discussed in chapter 4. So in eﬀect, the surrounding medium is composed of a little
less than 1000 grains.
(a)
(b)
Fig. 6.16: (a) Generation of a 3D columnar microstructure ; (b) 3D microstructure embedded
in bigger volume
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(a)
(b)
Fig. 6.17: The HEMVoronoi case: (a) cut along the Y axis, (b) cut along the X axis
For all these cases, the single crystal model is used for the elements belonging to the 129
grains that are under investigation. A standard Taylor FC polycrystal model is used for the
HEM129 and HEM10 cases and for the surrounding medium in the Slice case. Finally the single
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crystal model is used for the elements belonging to the surrounding medium in the HEMVoronoi
case. Figure 6.18 shows the mesh used for the Slice case. This mesh yields 138366 elements in
the 129 grains ( 1000 elements / grain). Figure 6.19 illustrates the mesh used for cases 2,3 and 4.
In order to optimize computation time, a metric based on the distance function to the inner slice
was used, yielding a relatively refined isotropic mesh in the slice and a coarser isotropic mesh
in the surrounding volume (h ≈ 0.032). The total number of elements in this mesh is 484649
elements (87993 nodes), with only 130518 elements in the slice ( 1000 elements / grain). The
meshes for the four cases are therefore equivalent in terms of average mesh size in the inner
columnar microstructure under investigation (h ≈ 0.015). Simulation results are compared to
experimental data for a true strain of ε = 0.4.
(a) (b)
Fig. 6.18: (a) Initial mesh used in the slice case (207951 elements and 40682 nodes); (b)
deformed mesh after ε = 0.4
(a) (b) (c)
Fig. 6.19: (a) Cut along the Y axis revealing the inner mesh and the microstructure (484649
elements and 87993 nodes); (b) cut along the X axis; (c) cut along the Y axis for ε = 0.4
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Computations were performed on 32 processors of the cluster described in chapter 3 sec-
tion III.5.3. Table 6.3 shows the computation time for the diﬀerent cases. As expected the
computation time is much lower if the slice is not embedded in a bigger volume. Reducing the
number of orientation in the polycrystalline model from 129 to 10 leads to a significant reduc-
tion in the computation time. Computation time is expected to be higher when a polycrystalline
model is used in the surrounding medium instead of simply using a single crystal model. This
explains why the HEMVoronoi case has lower computation time than the the HEM10 case.
HEM129 HEM10 HEMVoronoi Slice
Computation time (min) 2573 959 856 427
Table 6.3: Computation time for diﬀerent cases, using 32 processors
Computations were carried out without remeshing. The main motivation is to avoid any
loss of local orientation information. In chapter 5, it has been shown that the eﬀect of remeshing
on global texture evolution is negligible. However, in this section, we are mainly concerned
with microtexture analysis involving, among other, orientation deviation computations at the
level of each grain. It is expected that remeshing will strongly bias these results. As the strain
associated with these analysis is relatively moderate, the computations could be carried out
without remeshing. Nevertheless, strain localization is also expected, as seen in chapter 5.
V.3.1 Global texture evolution
Figure 6.20 illustrates the {111} pole figures that were measured experimentally and those
which were obtained for the diﬀerent simulations. As seen, texture evolution is overall well
predicted by the diﬀerent simulations. The intensities, predicted by the simulations, which
are higher than the experimental one, suggests lower grain fragmentation and a slower texture
evolution in the FE cases. The HEM129 and HEM10 cases are almost identical while minor
diﬀerences are observed with HEMVoronoi and Slice case. These results are confirmed by the
ODFs shown in figure 6.21. Indeed, the Copper component (sections ϕ2 = 25◦ and ϕ2 = 45◦)
is well captured by all simulations, with higher intensities in the FE cases. Similarly the shift
towards the Brass component (section ϕ2 = 45◦) is predicted by all simulations, with higher
intensities in the FE cases than the experimental result. Also some of the recrystallization
component U (section ϕ2 = 45◦ bottom left corner and section ϕ2 = 90◦ right) initially present,
disappears in the experimental predictions, while it remains in the FE cases (section ϕ2 = 45◦).
The S component (section ϕ2 = 25◦) is stronger in the experimental results than in the FE cases.
The strengthening of the Rotated cube component (section ϕ2 = 90◦) is predicted by CPFEM
while the slight shift towards the Goss component (section ϕ2 = 90◦) is not revealed by the
simulations.
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111 100
(a) Initial
                                        
111 100
(b) Experimental results after ε = 0.4
                                        
111 100
(c) HEM129 after ε = 0.4
                                        
111 100
(d) HEM10 after ε = 0.4
                                        
111 100
(e) HEMVoronoi after ε = 0.4
                                        
111 100
(f) Slice after ε = 0.4
Fig. 6.20: {111} pole figures obtained for diﬀerent surrounding media.
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(a) Initial
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(b) Experimental results after ε = 0.4
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(c) HEM129 after ε = 0.4
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(d) HEM10 after ε = 0.4
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(e) HEMVoronoi after ε = 0.4
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(f) Slice after ε = 0.4
Fig. 6.21: ODF representing texture predictions obtained experimentally and numerically for
diﬀerent surrounding media (ϕ2 = 25◦, 45◦, 65◦and 90◦).
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Figures 6.22 and 6.23, show the texture component maps that were measured experimen-
tally and predicted by the simulations. Compared to pole figure maps or ODF representations,
these maps give topological and morphological information. First, as seen, the deformed con-
figuration is overall well predicted by the simulations, but also on a grain by grain basis, i.e the
individual shape evolution of the grains is well captured by the simulations. When comparing
the diﬀerent cases, if one is to superimpose the diﬀerent maps, one can notice minor shape dif-
ferences between HEM129 and HEM10 while more discrepancies are observed when compared
to the other two cases. For a number of grains, the FE simulations predict well the appearance
of certain components. This is the case for Copper for grains 3, 7, 21, 26, 35 and 71. The
appearance of Brass in grains 23 and 44 is also predicted. On the other hand, CPFEM fails to
predict the appearance of the Goss component in grain 8 and its strengthening in grain 61 (it
actually disappears in the FE cases). Also, the finite element results provide in general more
concentrated micro-textures than the experimental ones, as it is the case for grains 3,7 and 26.
The strong U component in grains 6, 24 and 58 diminishes after deformation in the experimen-
tal data as opposed to what is predicted by the simulations. This is also the case for grains 1, 18
and 36. These results suggest slower texture evolution in the CPFEM cases.
The inverse pole figure (IPF) maps 6.24 and 6.25 give yet another insight into the pre-
dicting capabilities of our CPFEM framework. Clearly, the maps of the simulations exhibit
less fragmentation than the experimental measurements. The FE maps show a more continuous
gradient of orientation as opposed to the more patchwork-like aspect of the experimental maps.
Nevertheless, the main trends are in general predicted. For example, the behavior of stable
grains, like grains 6 and 24, is correctly reproduced. The fragmentation of others is also pre-
dicted. The fragmentation of grain 2 in distinct regions is predicted, even though the FE maps
do not indicate the correct final experimental orientation. The fragmentation of grain 14 is also
clearly visible in the FE cases, even-though the simulations fail to account for the division of the
grain into two distinct regions. Regarding the eﬀect of using diﬀerent approximations for the
surrounding medium, there are observable discrepancies on a grain by grain basis, especially
between the HEM129 and HEM10 cases on the one hand, and the HEMVoronoi and the Slice cases
on the other hand. Grain 11 and grain 21 for example are quite illustrative. It is important
to note that these two grains “feel” the eﬀect of the HEM in a diﬀerent way. Grain 21 is on
the periphery of the studied microstructure and therefore experiences the direct influence of the
HEM, as opposed to grain 11, which experiences the eﬀect of the HEM only along the third
dimension. The fact that the influence of the HEM is observed regardless of the position of the
grain suggests that this third dimension has an influence on the predictions.
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(a) Initial
(b) Experimental results after ε = 0.4
(c) HEM129 after ε = 0.4
Fig. 6.22: Deviations from ideal texture components obtained experimentally and for the
HEM129 case. Colour codes is S: blue, Copper: red, Brass: green, Goss: yellow, Cube: cyan,
Rotated Cube: magenta and U: brown. Maximum deviation from ideal components is set to
15°. High angle grain boundaries (>15°) are plotted as black segments
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(a) HEM10 after ε = 0.4
(b) HEMVoronoiafter ε = 0.4
(c) Slice after ε = 0.4
Fig. 6.23: Deviations from ideal texture components obtained for the HEM10, HEMVoronoi and
Slice cases. Colour codes is S: blue, Copper: red, Brass: green, Goss: yellow, Cube: cyan,
Rotated Cube: magenta and U: brown. Maximum deviation from ideal components is set to
15°. High angle grain boundaries (>15°) are plotted as black segments
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(a) Initial
(b) Experimental results after ε = 0.4
(c) HEM129 after ε = 0.4
Fig. 6.24: Inverse pole figure (IPF) maps for sample normal axis obtained experimentally and
for the HEM129 case. High angle grain boundaries (>15°) are plotted as black segments
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(a) HEM10 after ε = 0.4
(b) HEMVoronoi after ε = 0.4
(c) Slice after ε = 0.4
Fig. 6.25: Inverse pole figure (IPF) maps for sample normal axis obtained for the HEM10,
HEMVoronoi and Slice cases. High angle grain boundaries (>15°) are plotted as black segments
V.3.2 Grain subdivision predictions
The mean orientation of the 129 grains is computed using equation 6.2. For every grain,
the orientation deviation is computed for every point/element belonging to the grain ( see section
II.2) and an average orientation deviation is computed for every grain. The relative frequency,
among the 129 grains, is then determined for bins of 1◦. The resulting distribution is shown
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in figure 6.26. As seen, there is a good correspondence between the simulation results and the
experimental ones, although deviations are in general underpredicted. Among all the cases, the
HEMVoronoi case yields an overall greater grain fragmentation and is therefore the closest to the
experimental data.
Case Mean
Exp 7.20
HEM129 4.44
HEM10 4.47
HEMVoronoi 5.74
Slice 4.36
Fig. 6.26: Distribution of grain average orientation deviation
Looking more closely at every grain, figure 6.27 shows the relationship between grain size
and average orientation deviation for the experimental data. As mentioned by [Lebensohn et al.,
2005], the discrete nature of the EBSD technique and the fact that the step size is constant,
regardless of grain size, could introduce a bias in the distribution, due to the fact that fewer
points are considered in the case of small grains. The figure shows that this is not the case,
as small grains could have average orientation deviations higher that 10◦ . The observations
of [Lebensohn et al., 2005], in the case of copper (15% tension), and [Pantleon et al., 2008]
for cold rolled aluminum (38 % reduction), in terms of larger grains exhibiting higher average
orientation deviations, are not clearly visible in this figure. Besides, the numerical data in figure
6.28 show that the mesh discretization does not introduce a bias.
Regarding the eﬀect of the HEM approximation, figure 6.29 compares the average ori-
entation spread of the HEM10, HEMVoronoi and Slice cases to the experimental ones for all 129
grains and for the first 20 grains for more clarity. The HEM129 case is not shown as it yields
very close results to the HEM10 case. It is observed that, on a grain by grain basis, the re-
sults are dependent on the approximation used for the HEM. While the HEM10 and Slice cases
seem to underpredict the average orientation, the cloud of points in the HEMVoronoi case is more
centered. Looking at the 20 first grains, one can also see that, for a given grain, for example
grain 11, the three predictions are significantly diﬀerent ( 4.5° in the HEM10 case, 9.5° in the
HEMVoronoi case and 7° for the Slice case).
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Fig. 6.27: Average orientation deviation as function of grain size (pixels) after deformation for
the 129 grains obtained experimentally. The first 20 grains are labelled.
Fig. 6.28: Average orientation deviation as function of grain size (pixels) after deformation for
the 129 grains obtained using the Voronoi approximation for the HEM. The first 20 grains are
labelled. The number of pixels is representative of the number of elements used to discretize
each grain.
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Fig. 6.29: Average orientation deviation for every grain using the HEM10, HEMVoronoi and Slice
approximations for the HEM ( left: all grain; right: the first 20 grains)
V.3.3 Average orientation predictions and orientation deviation distributions for the first
ten grains
In order to further investigate the simulation results, the first ten grains were analyzed
more closely. Figure 6.30 describes their mean initial and final orientation as predicted by the
HEM129 simulation and as measured experimentally. The trajectories for grains 2, 3, 5, 6, 7
and 8 seem coherent with the experimental results as opposed to grain 9 for example, where the
simulation predicts an evolution in the opposite direction. Also, the simulation predicts results
that are quite diﬀerent from the experimental data for grains 1,4 and 10.
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Fig. 6.30: Grain rotation paths (for the mean orientation) obtained experimentally and for the
HEM129 case.
Figure 6.31 shows that the results are always sensitive to the type of medium selected for
surrounding the columnar microstructure, except for the HEM129 and HEM10 cases which give
close predictions. Another way of quantifying the discrepancies obtained on the final mean ori-
entations is to compute the misorientation with respect to the experimental value, as presented
in table 6.4. As expected, grain 9 yields a large value, reflecting the information obtained on the
inverse pole figure maps 6.30 and 6.31. It is worth mentioning that the HEMVoronoi case yields
a significantly lower misorientation value than the other approximations for grains 2, 3 and 4,
while the Slice case is the closest to the experimental value for grains 8, 9 and 10.
Figure 6.29 shows that, although the average orientation deviation could be very close
to the experimental measurement, such as for grain 4, this does not mean that the final mean
orientation is correctly predicted (see figure 6.30 and 6.31). This is all the more true when we
look at the distribution of the average orientation deviation for every grain as in figures 6.32 and
6.33. In figure 6.32(d), the shape of the experimental distribution in grain 4 is well reproduced
by the FE cases, although the “tail” of the experimental distribution is not accounted for. The
higher deviations obtained experimentally, for all grains in figures 6.32 and 6.33, are consistent
with the inverse pole figure map (see figure 6.24(b)), which shows higher fragmentation in the
experimental data. It is worth noting, that in the case of grain 9 (see 6.33(c)) the shape (and
mean) of the distribution is best matched by the HEMVoronoi case, although table 6.4 shows that
the Slice case yields the smallest misorientation between the final experimental average orien-
tation and the mean value predicted by the simulation. Finally, the distributions, in figures 6.32
and 6.33, show that the location of the grain in the microstructure (i.e grains with a completely
determined 2D neighborhood as opposed to peripheral grains like grain 1) is not a determin-
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ing factor, regarding how well the predictions conform to the experimental data in terms of
orientation deviation. This suggests that the third dimension have an important impact on the
predictions.
Fig. 6.31: Final mean orientations obtained experimentally and for the diﬀerent HEM (the color
legend corresponds to grains from 1 to 10).
Grain number HEM129 HEM10 HEMVoronoi Slice
1 8.8 8.5 9.6 11.1
2 4.7 4.3 2.9 5.9
3 6.3 6.3 5.5 6.5
4 9.2 9.2 7.1 8.5
5 3.8 3.5 4.6 5.3
6 6.8 6.3 4.6 8.8
7 5.6 5.5 6.0 5.8
8 10.4 10.1 13.6 8.7
9 23.1 23.6 21.4 17.1
10 10.3 10.2 12.5 8.7
Table 6.4: Misorientation between the mean experimental orientation and the mean orientation
obtained for each HEM after deformation for the ten first grains.
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(a) Grain 1 (b) Grain 2
(c) Grain 3 (d) Grain 4
(e) Grain 5 (f) Grain 6
Fig. 6.32: Orientation deviation by grain (grain 1 to 6)
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(a) Grain 7 (b) Grain 8
(c) Grain 9 (d) Grain 10
Fig. 6.33: Orientation deviation by grain (grain 7 to 10)
Bearing all the simplifying assumptions regarding the construction of the microstructure,
the results presented in this section show that there is a good agreement between the simulations
and the experiment in terms of global texture evolution. Moreover, the eﬀect of the approxi-
mation used for the HEM on these global results is limited. On the other hand, on a grain by
grain basis, there is clearly more discrepancies. Also, these local results have proven to be
sensitive to the choice of the surrounding environment.The HEMVoronoi case yields results that
are the closest to the experimental ones compared to the HEM10 and HEM129 cases (see figures
6.26, and 6.29). Also the computation time associated with this case is lower than the other two
cases. Compared to the Slice case, the HEMVoronoi case give, on average, results that are closer
to the experimental ones (see figures 6.26, and 6.29). The HEMVoronoi distributions in figures
6.32 and 6.33 are, in general, more in line with the experimental ones than those of the Slice
case ( as illustrated by grain 9). Finally, the simulation setup of the HEMVoronoi case is more
physically close to the experimental setting. Moreover, edge eﬀects related to the application of
the boundary conditions are avoided. For all these reasons, the HEMVoronoi case is selected for
further investigation as presented in the next section.
One of the most clear diﬀerence between the results of the simulation and the experimen-
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tal ones is the extent of fragmentation, as highlighted in the inverse pole figure maps (see figure
6.24(b)) and in the “tail” of the distributions in figures 6.32 and 6.33. The fragmentation in
the FE cases is expected to be linked to the degree of mesh refinement. This refinement can
be achieved more optimally, as seen in chapter 5, by using an anisotropic mesh. Therefore in
the following section, the eﬀect of mesh refinement and type is assessed, with the objective of
evaluating if such eﬀorts lead to an improvement in the predictions. Also, the results of the
HEMVoronoi case suggest that, surrounding the microstructure with a more anisotropic environ-
ment (compared to the averaged response of the HEM129 and HEM10 cases), leads to better
predictions. The columnar character of the microstructure creates a buﬀer zone around the cen-
tral section in the third dimension, preventing strong interaction with the surrounding medium.
For this reason, a non-columnar microstructure is also investigated in the following section.
V.4 Eﬀect of mesh refinement and microstructure type
In this section, we investigate the eﬀect of mesh refinement, mesh type and microstructure
type. The HEMVoronoi previously investigated was compared to 3 highly resolved computations
which are summarized in table 6.5.
Case Microstructure Mesh type # elements in
mesh
mesh size in
grains
mesh size in
surrounding
medium
HEMVoronoi columnar isotropic 484649 h ≈ 0.015 h ≈ 0.032
HEMVoronoi2 columnar isotropic 2203334 h ≈ 0.0117 h ≈ 0.015
Columnar columnar anisotropic 2444166 h ≈ 0.005 h ≈ 0.032
Non-columnar non-columnar anisotropic 2380190 h ≈ 0.005 h ≈ 0.032
Table 6.5: cases for the investigation of mesh refinement and microstructure type
For the isotropic cases, the distance function to the slice is used to generate non-uniform
isotropic meshes, yielding a coarser mesh in the surrounding medium and much finer mesh size
in the slice. In order to investigate the eﬀect of mesh refinement, a smaller mesh size is chosen
for the inner slice in the HEMVoronoi2 case. Due to the nature of the metric used to construct this
mesh, a smaller mesh size in the surrounding medium is necessary by construction due to the
mesh generator capability. For the anisotropic cases, more optimized meshes are used based
on the anisotropic metric presented in chapter 4 ( see equation 4.5) . The individual distance
function for every grain is used to generate the mesh. The refinement thickness e close to the
grain boundary is taken large enough to yield a refinement nearly across the full volume of
most grains ( evidently, this is especially true for small grains). The mesh size in the refinement
direction is set to (h ≈ 0.005). Due to the nature of the metric that we are using, the mesh size
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in the other two directions determines the mesh size in the surrounding medium. The mesh size
in the other two directions is chosen equal to h ≈ 0.032 yielding an isotropic mesh in the sur-
rounding medium which is equivalent to the HEMVoronoi case. Table 6.6 compares the resolution
of the diﬀerent meshes for the first ten grains in 3D. The parameters for the “non-columnar”
mesh are the same as the “columnar” case, the diﬀerence in numbers of elements is due to
the non-columnar nature of the microstructure. The non-columnar microstructure is generated,
as explained in chapter 4 section II, by concatenating several 2D layers. These sections are
obtained by evolving the experimental 2D section using a Monte-Carlo (MC) algorithm. The
final non-columnar microstructure is reconstructed by combining the diﬀerent layers around a
central section, which corresponds to the original 2D experimental section.
Grain number HEMVoronoi HEMVoronoi2 Columnar Non-Columnar
1 5882 14731 34936 21896
2 5165 12648 27904 15602
3 4312 10729 25038 14718
4 3724 9423 21398 10406
5 3413 8293 17323 7068
6 3302 8392 17853 8542
7 3223 7973 15590 8387
8 3026 7583 10376 6528
9 2941 7361 19742 6903
10 2978 7307 16577 8983
Table 6.6: Number of elements per grain for the diﬀerent meshes for the first ten grains (in 3D).
V.4.1 Global texture evolution
Figures 6.34 and 6.35 represent the global texture evolution predictions. The diﬀerences
between the HEMVoronoi and HEMVoronoi2 cases are insignificant. The eﬀect of refining the
mesh, in the slice as well as the surrounding medium, has therefore no influence on the global
results. This is also true when comparing these cases to the anisotropic columnar case. The
non-columnar case yields slight observable diﬀerences. However, the discrepancies are not as
striking as one would expect. Also, the inverse pole figure map in figure 6.36 shows, at first, no
significant diﬀerences.
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111 100
(a) Initial
                                        
111 100
(b) Experimental results after ε = 0.4
                                        
111 100
(c) HEMVoronoi after ε = 0.4
                                        
111 100
(d) HEMVoronoi2 after ε = 0.4
                                        
111 100
(e) Columnar after ε = 0.4
                                        
111 100
(f) Non-columnar after ε = 0.4
Fig. 6.34: {111} pole figures obtained for diﬀerent microstructures and mesh types.
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(a) Initial
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(b) Experimental results after ε = 0.4
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(c) HEMVoronoi after ε = 0.4
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(d) HEMVoronoi2 after ε = 0.4
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(e) Columnar after ε = 0.4
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(f) Non-columnar after ε = 0.4
Fig. 6.35: ODF representing texture predictions obtained experimentally and numerically for
diﬀerent microstructures and mesh types (ϕ2 = 25◦, 45◦, 65◦and 90◦).
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(a) HEMVoronoi after ε = 0.4
(b) HEMVoronoi2 after ε = 0.4
(c) Columnar after ε = 0.4
(d) Non-columnar after ε = 0.4
Fig. 6.36: inverse pole figure for sample normal axis. High angle grain boundaries (>15°) are
plotted as black segments
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V.4.2 Grain subdivision predictions
As seen on figure 6.37, the distributions of the grain average orientation deviation show a
very similar shape for all cases. The mean orientation deviation for all grains is very close for
all cases and is lower than the experimental value. More diﬀerences are observed if we look
at the predicted average orientation deviation of every grain with respect to the experimental
values, as presented in figure 6.38. For example the fragmentation of grain 18 is overpredicted
in theHEMVoronoi, HEMVoronoi2 and Non-columnar cases while the Columnar result is closer
to the experimental one. Figure 6.39 is useful for comparing the diﬀerent simulation cases.
As seen, the HEMVoronoi2 predictions are not necessarily larger than those of the less refined
isotropic mesh of the HEMVoronoi case. This is also true when we compare these two cases to
the Columnar and Non-columnar one. No evident trend regarding the eﬀect of mesh refinement,
mesh type and microstructure type on grain fragmentation, on a grain by grain basis.
Case Mean
Exp 7.20
HEMVoronoi 5.74
HEMVoronoi2 5.92
Columnar 5.82
Non-columnar 5.93
Fig. 6.37: Distribution of grain average orientation deviation
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Fig. 6.38: Average orientation deviation for every grain for diﬀerent microstructures and mesh
types.
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Fig. 6.39: Average orientation deviation for diﬀerent mesh types and microstructure types for
the first 50 grains.
V.4.3 Average orientation predictions and orientation deviation distributions for the first
ten grains
The inverse pole figure map in figure 6.40 shows clearly that the mean orientation of
each grain is not influenced by mesh refinement, mesh type or microstructure type as might be
expected. The final mean orientations of grains 4, 9 and 10 are not predicted by any of these
highly resolved crystal plasticity simulations. Nevertheless, the Non-columnar case yields the
best results for most of the grains. As seen in table 6.7, the computed misorientation with
respect to the final experimental orientation is the smallest in the Non-columnar case for grains
2, 4, 6, 7, 8, 9 and 10. The high misorientation obtained for grain 1, in the Non-columnar case,
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corresponds to a rotation about the sample normal axis.
Fig. 6.40: Inverse pole figure for sample normal axis. The color legend corresponds to grains
from 1 to 10
Grain number HEMVoronoi HEMVoronoi2 Columnar Non-columnar
1 9.6 9.8 9.6 11.3
2 2.9 3.0 2.8 1.7
3 5.5 5.6 5.7 6.0
4 7.1 7.4 7.6 6.8
5 4.6 4.6 4.9 5.0
6 4.6 5.1 5.3 3.4
7 6.0 5.9 5.8 5.0
8 13.6 13.9 13.7 11.7
9 21.4 22.6 23.1 20.6
10 12.5 13.1 13.5 12.3
Table 6.7: Misorientation between the mean experimental orientation and the mean orientation
obtained for each microstructure and mesh type after deformation for the ten first grains.
The distributions presented in figures 6.41 and 6.42 reveal more insights. Refining the
mesh enables to capture the “tail” of the distributions for most grains, as illustrated by the case
of grain 7 (see figure 6.42(a)). For other grains, like grain 10, the “tail” of the distribution is
improved by mesh refinement, but is best captured by the Non-columnar case ( even-though the
average orientation deviation predicted by the Non-columnar is lower than the other cases ).
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(a) Grain 1 (b) Grain 2
(c) Grain 3 (d) Grain 4
(e) Grain 5 (f) Grain 6
Fig. 6.41: Orientation deviation by grain (grain 1 to 6)
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(a) Grain 7 (b) Grain 8
(c) Grain 9 (d) Grain 10
Fig. 6.42: Orientation deviation by grain (grain 7 to 10)
V.4.4 Link between fragmentation and mean orientation predictions for the first ten
grains
Firstly, in order to determine if there is a link between the level of fragmentation and
the correct prediction of the final mean orientation, figure 6.43 summarizes the results obtained
previously for the first ten grains. It is clear from this figure that there is no direct correlation
between the error on the prediction of the final mean orientation and how well the diﬀerent cases
account for the average experimental orientation deviation. The Non-columnar case reduces the
error on the final mean orientation for grains 4, 6 and 10 while under-predicting the average
orientation deviation. It also reduces the error for grain 9, while over-predicting the average
orientation deviation. Predicting an average orientation deviation, in the Non-columnar case,
that is closer to the experimental value yields improved results for grain 2 and 7 (even if the
value remains largely under-predicted for grain 7).
The results obtained so far in terms of orientation deviation do not include any topological
information. Orientation deviation maps, as seen in figures 6.44 to 6.53 were obtained with the
TSL-OIM software for the first ten grains. Inverse pole figures and inverse pole figure maps
are also illustrated. The IPF maps, combined with the discrete IPF figures and the orientation
deviation maps, give insights into the degree to which the results reproduce the experimental
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measurements or, on the other hand, into possible explanations behind the observed discrep-
ancies. Moreover, the influence of mesh refinement, type and microstructure type is better
apprehended.
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Fig. 6.43: Misorientation between the mean experimental orientation and the mean orientation
obtained for all simulations as a function of the ratio of the average orientation deviations
Several general observations can be made. First, some grains have “numerical” shapes
significantly diﬀerent from the experimental ones ( grains 1, 6, 8, 9 and 10) . In the FE cases, as
the simulations are performed without remeshing, all elements originally belonging to a grain,
are identified after deformation using the presence function mentioned in chapter 4 section III.4.
No loss of information related to transport of variables during remeshing has intervened, which
could occur during the transport of the level set functions or the crystallographic orientations.
On the other hand, the experimental grains are selected manually, as mentioned in section V.1 of
this chapter. It is worth noting that the number of pixels in each grain, in the experimental scan,
obviously decreases after height reduction, i.e we cannot “follow” the evolution of the same
pixel before and after deformation, as opposed to the FE simulations. It is also worth noting
that, in both instances, the point-to-point misorientation criterion ( grain “tolerance” angle) is
not used to decide if a pixel / element belongs (or not) to a given grain. Clearly, the procedure
for selecting the points / elements belonging to a given grain could explain the discrepancies
observed between the experimental and numerical results, in terms of both mean orientation and
average orientation deviation. High angle grain boundaries (> 15◦) and low angle grain bound-
aries (> 5◦) are superimposed on the IPF maps for the ten grains for the simulation cases. These
boundaries correspond to point-to-point misorientations. The density of these boundaries, es-
pecially, low angle ones, is in general significantly higher in the experimental maps compared
to the simulation ones (except for grain 9, especially the Non-columnar case). For clarity, the
boundaries are not shown for the experimental maps in figures 6.44 to 6.53 but are illustrated in
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appendix D. The orientation deviation maps reveal that the spatial distribution corresponding to
the simulation cases is, in general, diﬀerent from the experimental ones, although the statistical
distributions, shown in figures 6.41 and 6.42 might be similar. It is important to note that, even
if the patterns are sometimes very close for all simulations, the Columnar and Non-columnar
cases exhibit much finer description of such pattern, especially near grain boundaries (and a
better description of the grain boundaries themselves) as seen for example in figure 6.45. This
is related to the use of the anisotropic mesh, which is highly refined in the normal direction to
the grain boundaries.
On a grain by grain basis, several remarks can be made. The simulation maps for grain 3
and 7 show two distinct regions located near grain boundaries exhibiting orientation deviations
between 5°and 10°(green area in figure 6.46 and 6.50). The same levels of fragmentation are
measured experimentally but the maps reveal an intricate mix of low level fragmentation (blue
area) and relatively higher level of fragmentation (green area). This highlights the behavior of
these grains, in the real microstructure, under the influence of, both their own orientation and
their local neighborhood, as opposed to the behavior predicted by the FE simulations. In IPF
maps of figure 6.45, grain 2 splits into three regions, with the upper and lower areas that move
away from the initial grain orientation. The FE simulations predict correctly the migration of the
lower area and the split of the grain, while a much slower development is predicted in the upper
area. The final mean orientation is overall well predicted in this case, with the Non-columnar
case yielding the best results (see figure 6.43). As mentioned before, even though the split
into three regions is tangible in the experimental maps, the orientation field shows thin alter-
nating strips inside these regions, as opposed to the FE simulations. Regarding grain 4, the
HEMVoronoi, HEMVoronoi2 and Columnar cases predict the fragmentation of the grain into three
regions, as seen on the IPF maps of figure 6.47. Such behavior is not observed experimentally.
The Non-columnar case is closer in that respect to the experimental maps. Grain 5 (figure 6.48)
and 6 (figure 6.49) show, for all simulations, results that are in line with experimental measure-
ments. The general spatial distributions of the orientation deviation maps are captured by the
FE simulations. The IPF map of figure 6.52 highlights the high fragmentation predicted by the
Non-columnar case for grain 9. The shape of the grain predicted by the simulations is particu-
larly diﬀerent from the experimental one, which could account for the discrepancies observed
in terms of mean orientation (see figure 6.43). The orientation deviation map reveals spatial
distribution significantly diﬀerent in the Non-columnar compared to the other simulations. In
fact, the Non-columnar case exhibits more diﬀerences, in terms of orientation deviation maps,
compared to the other three cases for most grains, which highlights the strong influence of the
choice of the neighborhood in the third dimension.
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IPF IPF map orientation deviation map
Fig. 6.44: Orientation deviation map and inverse pole figures (sample normal axis) for grain 1.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.45: Orientation deviation map and inverse pole figures (sample normal axis) for grain 2.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.46: Orientation deviation map and inverse pole figures (sample normal axis) for grain 3.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.47: Orientation deviation map and inverse pole figures (sample normal axis) for grain 4.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.48: Orientation deviation map and inverse pole figures (sample normal axis) for grain 5.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
145
Experimental
HEMVoronoi
HEMVoronoi2
Columnar
Non-columnar
IPF IPF map orientation deviation map
Fig. 6.49: Orientation deviation map and inverse pole figures (sample normal axis) for grain 6.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.50: Orientation deviation map and inverse pole figures (sample normal axis) for grain 7.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.51: Orientation deviation map and inverse pole figures (sample normal axis) for grain 8.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.52: Orientation deviation map and inverse pole figures (sample normal axis) for grain 9.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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Fig. 6.53: Orientation deviation map and inverse pole figures (sample normal axis) for grain 10.
Black and red segments in the IPF maps of the simulations represent high angle (>15°) and low
angle grain boundaries respectively (> 5°).
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VI Conclusion
The objective of this chapter is to assess the capability of our numerical framework to
predict microstructure and texture evolution in polycrystalline aggregates. Such framework,
combined with an automatic remeshing tool, enabled the simulation of the rolling of a 500
grains model polycrystal to more than 90 % thickness reduction. The strain levels reached
in this simulation have not been reported elsewhere in the literature. Compared to standard
polycrystal models such as the Taylor model, such simulations are valuable as they improve
global texture predictions [Resk et al., 2009].
The second part of this chapter is dedicated to the macro and microtexture predictions
in 129 grains embedded in a polycrystal and followed during deformation using a split sam-
ple method [Quey, 2009]. The numerical tools implemented in this work have enabled the
construction of a 3D microstructure while “filling” the gaps whenever experimental data was
missing. While the numerical framework is fully capable of constructing the actual shape of all
grains, the columnar hypothesis was used due to the lack of experimental measurements in the
third dimension. As mentioned in the introductory sections of this work, such short circuits are
often used in the literature. Also, the microstructure was surrounded by a hypothetical equiv-
alent medium, as the investigated grains were in fact embedded in a polycrystalline aggregate.
More specifically, four test cases, corresponding to diﬀerent approximations of the surrounding
medium, were initiallly investigated: Slice, HEM129, HEM10 and HEMVoronoi.
First results showed that there is globally a good agreement between the simulations and
the experiment. Moreover, the influence of the surrounding medium on global texture evolution
is not significant. Texture component maps and inverse pole figure maps have also shown
an overall agreement with the experimental ones and no striking sensitivity with respect to
the HEM. However, upon closer examination, more discrepancies were observed on a grain
by grain basis. Grain rotation paths, based on the computation of the mean orientations, as
well as grain subdivision predictions, as represented by the average orientation deviation from
the mean orientations, did not show a systematic agreement with the experiment and proved
to be sensitive to the choice of the surrounding environment. All simulations underestimated
the overall fragmentation of the microstructure, with the HEMVoronoi case being the closest.
This suggested that relatively low mesh refinement was one the factors that could explain such
discrepancies. For this reason, further simulations, based on the Voronoi approximation for
the HEM, were performed. Increased mesh refinement was investigated (the HEMVoronoi2 case).
Anisotropic meshes were also investigated (the Columnar and Non-columnar cases), as they
enabled to increase mesh refinement in a optimal fashion, as per the metric presented in chapter
4. Moreover, in order to gain further insight into the eﬀect of grain shape (and consequently
grain neighborhood and grain interaction with the surrounding medium in this case), a non-
columnar microstructure was investigated (the Non-columnar case).
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The discrepancies obtained in terms of global texture evolution were insignificant, even in
the case of the non-columnar microstructure. Grain by grain analysis showed more diﬀerences.
Surprisingly, the HEMVoronoi2 case did not systematically yield greater fragmentation than the
HEMVoronoi case, based on grain average orientation deviation. It is worth noting that the mesh
in the HEMVoronoi2 case is finer inside the investigated grains, but also inside the HEM. Refin-
ing the mesh inside the HEM could lead to a diﬀerent interaction behavior. Measurable eﬀects
on grain subdivision and mean orientation predictions were found among the four simulations.
Nevertheless, the Non-columnar case yielded the largest diﬀerences. This is confirmed by the
analysis of the first ten grains and the topological orientation deviation maps illustrated at the
end of the chapter, where the Non-columnar case often exhibited a diﬀerent pattern than the
other cases. This suggests that neighborhood eﬀects have a stronger influence on the predic-
tions than mesh refinement / mesh type eﬀects. Nevertheless, these maps also showed that the
anisotropic mesh, used in the Columnar and Non-columnar cases, enabled a finer description
of the orientation deviation pattern, even if the predicted pattern was very close to the other
cases (see for example figure 6.45). It is also important to mention that, for the Non-columnar
case, such a mesh was even more necessary for a correct description of the hypothetical random
shapes of the grains. The orientation deviation maps have also showed that highly resolved FE
simulations could sometimes capture the basic features of the experimental pattern, such as the
case for grain 5 and 6. The level of fragmentation could also be reproduced while accounted for
in a diﬀerent fashion in the digital microstructure, as it is the case for grain 3 and 7. These maps
also illustrated that, even if such highly resolved meshes could be used, the degrees of freedom,
available in the “real” microstructure, are far from being reproduced. Besides, remeshing was
not performed in these simulations, in order to avoid any loss of local information, which could
aﬀect the obtained statistics and spatial distributions. Even though the height reduction achieved
in these simulations is moderate, the meshes used are highly refined and strain localization, as
shown in chapter 5, occurs. This could introduce some errors in the predictions. A study on the
eﬀect of remeshing on local measures should be performed, before performing investigations
on cases with remeshing.
There exist several other factors that could account for the discrepancies between sim-
ulation and experiment. As mentioned previously, the single crystal model used in this work
does not include in its formulation geometrically necessary dislocations (GNDs). The formation
of substructure in the presented simulations, evidenced by intragranular misorientations, are the
outcome of the FE method and are due to varying slip system activities and, consequently, vary-
ing lattice rotations from one element to the other. As mentioned by [Mika and Dawson, 1999],
they are similar in that respect to GNDs. However, substructure formation is better apprehended
with more “physical” constitutive models that take into consideration the mechanisms, related
to long-range (non-local) eﬀects, behind the formation of these GNDs. On another level, the
actual 3D microstructure and the real surrounding aggregate are not taken into consideration in
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the simulations. The eﬀect of the third dimension (the transverse direction in this case) on the
predictions appears to be significant, according to the results presented in this chapter. [Erieau,
2003] has showed that the transverse direction has little eﬀect on heterogeneities of strain and
stress, which is confirmed by our maps (see appendix C). However, [Erieau, 2003] did not in-
vestigate the eﬀects on texture evolution. The results presented here show clearly that texture
predictions on a grain by grain basis ( and global texture to a lesser extent) are aﬀected by the
construction assumptions.
Finally, as highlighted by [Lebensohn et al., 2005], more refined measures of misorienta-
tion should be taken into consideration, in order to characterize, for example its anisotropy, as
developed by [Pantleon et al., 2008]. This could give additional quantitative insights into the
reasons behind the discrepancies.
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Chapter 7
General conclusion and perspectives
Highly resolved crystal plasticity simulations, based on the finite element method (CPFEM),
can be a very useful tool for investigating the micromechanics of polycrystalline aggregates.
The work in this thesis, as reflected in the organization of this dissertation, was articulated
along two main axes: (i) establishing a robust numerical framework for the simulation of highly
resolved polycrystalline aggregates subjected to large strains (chapters 2, 3 and 4); (ii) investi-
gating grain-scale heterogeneities for diﬀerent applications (chapters 5 and 6).
In chapter 2, the single crystal constitutive model is detailed. The model used is a large
strain classical elastic-viscoplastic formulation with optimized numerical integration [Delannay
et al., 2006]. This model alone is not expected to account for the formation of a substructure,
as the formation of geometrically necessary dislocations (GNDs) is not included in the formu-
lation. In chapter 3, in light of standard crystal plasticity models that account for the behavior
of the polycrystal, the finite element method is presented as the ultimate polycrystal model. In-
deed, stress equilibrium and compatibility is achieved for all grains in a weak numerical sense,
as opposed to the Taylor Full Constraint model for example, which assume isostrain deforma-
tion in all grains while violating stress equilibrium. The FE formulation is a mixed velocity
pressure formulation based on the mini-element (P1+/P1), which makes it flexible enough to
model compressible or nearly incompressible materials. An updated Lagrangian scheme is used
to deform the 3D polycrystals. The FE framework is implemented in CimLib [Digonnet et al.,
2007], with advanced computational resources that makes it possible to perform parallel com-
putations. In chapter 4, the necessary framework for generating and meshing polycrystalline
aggregates is presented. The generation tools presented in this work, based on the DIGIMICRO
software or on CimLib, enable the construction of polycrystals with Voronoi based topologies
or voxelized data, based on experimental measurements. Most importantly, the specificity of
our approach lies in the use of a level set framework which is combined with an unstructured
“monolithic” meshing strategy. In that approach, the mesh does not conform to grain boundaries
and level set functions are used to implicitly locate grain boundaries. Adaptive meshing, based
on these functions, can be performed if the appropriate metric field is constructed [Resk et al.,
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2009]. Anisotropic meshes, with refinement in the direction perpendicular to the grain bound-
aries, are essential for guaranteeing geometric accuracy. The mesh generator can also generate
any type of mesh according to the metric field which is supplied to it. This oﬀers flexibility
regarding the type of mesh to be used. Depending on the application and the investigated fields,
diﬀerent meshing strategies can be justified, ranging from a standard homogeneous isotropic
mesh to highly anisotropic mesh based on the level set function of only one grain. Another im-
portant feature related to the flexibility of the mesh generator is the ability to perform remeshing
whenever it is needed. Combined with adequate transport of variables after remeshing, auto-
matic remeshing represents a very valuable tool. It is important to note that the fundamental
components of the numerical framework, such as the mesh generator and the level set formula-
tion are included in CimLib, while the necessary developments / implementations for adapting
them to the case of polycrystalline aggregates have been performed during this work.
In the second part of this dissertation, diﬀerent applications of CPFEM are examined with
the objective of investigating grain-scale heterogeneities. In chapter 5, the deformation energy
is used to evaluate such heterogeneities. It is shown that the error related to the distribution of
this measure, when comparing the anisotropic mesh to a highly refined isotropic one, is max-
imum near grain boundaries. It has also been shown that using such anisotropic meshes, with
stretched elements along the grain boundaries, oﬀers a good compromise between accuracy and
computation time. As demonstrated in chapter 5, such anisotropic refinement is not required
for all grain boundaries. Remeshing eﬀects have also been investigated in this chapter. More
specifically, it has been shown that remeshing limits strain localization, which may be partially
induced by the distribution of mesh qualities, and which ultimately leads to the breakdown of
the simulations. The eﬀect of remeshing on global texture evolution has also been evaluated
and appeared to be negligible. An application where the computation of the stored energy dur-
ing deformation is of prime importance, is the simulation of static recrystallization. Energy
stored during deformation is the driving force for recrystallization, as discussed in more details
in chapter 5. A first modelling eﬀort towards linking the deformation and recrystallization sim-
ulation is presented in this chapter [Loge´ et al., 2008]. A simplified measure of stored energy
is used, namely a fraction of the strain energy. A nucleation criterion, based on the gradient
of the stored energy, is implemented. The common FE and level set framework ensures that
all necessary microstructural information is transferred from the deformation simulation to the
recrystallization simulation (namely the energy field and the topology of the microstructure). In
chapter 6, a typical CPFEM application, namely the prediction of global texture evolution in a
model polycrystal, is presented. This test case validates our CPFEM framework on the macro-
scropic level and yields the expected improvements compared to the Taylor Full Constraint
model. Also, the usefulness of the automatic remeshing tool, in achieving high levels of strain,
is demonstrated. A second type of application is presented in the second part of this chapter,
namely a direct comparison between an actual microstructure and a digital one, which attempts
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to replicate the characteristics of the measured microstructure in a discrete sense (and not in a
statistical sense as it is the case for a model polycrystal). Macro and microtexture investigations
were performed on bulk grains embedded in a polycrystalline aggregate. The results highlight,
on one hand, how well our framework performs with respect to the experiment, and on the other
hand, the influence of various numerical parameters / choices on the predictions. Among these
parameters are the construction assumptions regarding the investigated microstructure and the
properties of its surrounding medium, due to the lack of 3D experimental data. A fictitious
homogeneous equivalent medium (HEM) was constructed around the microstructure. Other
numerical parameters include mesh refinement and type. A good agreement between simula-
tion and experiment was found in terms of global texture evolution. Also, the results showed
that global texture is not significantly sensitive to the numerical parameters mentioned above.
However, more discrepancies between simulation and experiment were found on a grain by
grain basis. This is in line with the sensitivity of the local results with respect to the approxima-
tion chosen for the HEM and with respect to mesh refinement / type and microstructure type.
The eﬀect of this latter has been highlighted in comparison to the results obtained with an arbi-
trary non-columnar microstructure. The “microstructure type” parameter proved to have a more
significant impact on the results, not only in terms of grain subdivision predictions and grain
mean orientation, but also in terms of topological IPF maps and orientation deviation maps.
This suggests that neighborhood eﬀects have a stronger influence on the predictions than mesh
refinement / mesh type.
These conclusions stress the importance of being able to experimentally characterize
polycrystalline aggregates in 3D before and after deformation. New advances in non-destructive
characterization of microtexture and strain fields [King et al., 2010] in 3D pave the way to more
accurate comparisons between FE simulations and experimental data. In this work, 2D results
were extracted from the 3D data for direct comparison with the experimental 2D EBSD scans.
Nevertheless, 3Dmicrotexture analysis could readily be performed. Intergranular and intragran-
ular misorientation computations could be used for establishing a new nucleation criterion for
3D static recrystallization simulations. In that respect, enriching the single crystal model is in
fact important if nuclei positions are to be predicted in a more physical way. Constitutive models
developed at lower scales or considering geometrically necessary dislocations (GNDs) would
be required to better reproduce local features (shear bands, twin bands, dislocation pile ups,
etc.) at the origin of nucleation events. Other perspectives include the simulation of dynamic
recrystallization, i.e performing the deformation and recrystallization steps simultaneously.
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Appendix A
Orientation representation formulae
Given the Euler angles (ϕ1,φ,ϕ2), the rotation matrix is given by:
[a] =

cosϕ1 cosϕ2 − cosϕ1 sinϕ2 sinϕ1 sin φ
− sinϕ1 sinϕ2 cos φ − sinϕ1 cosϕ2 cos φ
sinϕ1 cosϕ2 − sinϕ1 sinϕ2 − cosϕ1 sin φ
+ cosϕ1 sinϕ2 cos φ + cosϕ1 cosϕ2 cos φ
sinϕ2 sin φ cosϕ2 sin φ cos φ

. (A.1)
The angle of rotation w, and the components of a unit vector corresponding to the axis of
rotation c are given by: 
w = arccos
￿
1
2
(tr[R] − 1)
￿
cx =
R32 − R23
2 sinw
cy =
R13 − R31
2 sinw
cz =
R21 − R12
2 sinw
. (A.2)
For cubic crystals, there are 24 symmetrically equivalent orientations. Quaternions are used to
find the orientation with the smallest angle. The relationship between the quaternion and the
axis/angle representation is given by [Grimmer, 1974]:
(q0, q1, q2, q3) =
￿
cos
w
2
, cx sin
w
2
, cy sin
w
2
, cz sin
w
2
￿
. (A.3)
The smallest angle corresponds to the largest q0. The value of q0 for all symmetrically equiva-
lent orientations under cubic symmetry is given by [Grimmer, 1974]:
q
￿
0 = q0s0 − q1s1 − q2s2 − q3s3 , (A.4)
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where s0, s1, s2 and s3 are shown in table A.1. The other components are then determined by
the following equation: 
q￿0 = q0s0 − q1s1 − q2s2 − q3s3
q￿1 = q0s1 + q1s0 + q2s3 − q3s2
q￿2 = q0s2 − q1s3 + q2s0 + q3s1
q￿3 = q0s3 + q1s2 − q2s1 + q3s0
. (A.5)
The axis and angle can then be computed by equation A.6.
w = arccos(q￿0)
cx =
q￿1
sinw/2
cy =
q￿2
sinw/2
cz =
q￿3
sinw/2
. (A.6)
In order to compute the misorientation between two crystals, it is first useful to compute the
corresponding rotation matrix given by equation A.7 then use the quaternion arithmetics and
procedure detailed above.
[R] = [R2][R1]T (A.7)
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s0 s1 s2 s3
1 1 0 0 0
2 0 1 0 0
3 0 0 1 0
4 0 0 0 1
5 1/
√
2 1/
√
2 0 0
6 1/
√
2 0 1/
√
2 0
7 1/
√
2 0 0 1/
√
2
8 1/
√
2 −1/√2 0 0
9 1/
√
2 0 −1/√2 0
10 1/
√
2 0 0 −1/√2
11 0 1/
√
2 1/
√
2 0
12 0 1/
√
2 0 1/
√
2
13 0 0 1/
√
2 1/
√
2
14 0 1/
√
2 −1/√2 0
15 0 1/
√
2 0 −1/√2
16 0 0 1/
√
2 −1/√2
17 1/2 1/2 1/2 1/2
18 1/2 1/2 1/2 −1/2
19 1/2 1/2 −1/2 1/2
20 1/2 −1/2 1/2 1/2
21 1/2 1/2 −1/2 −1/2
22 1/2 −1/2 1/2 −1/2
23 1/2 −1/2 −1/2 1/2
24 1/2 −1/2 −1/2 −1/2
Table A.1: Equivalent quaternions under cubic symmetry
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Appendix B
Linking plastic deformation and
recrystallization simulations (chapter 5)
More details on the recrystallization simulations are found in the following attached papers :
• [Loge´ et al., 2008] (http://dx.doi.org/10.1080/14786430802502575)
• [Bernacki et al., 2009] (http://iopscience.iop.org/0965-0393/17/6/064006/)
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Abstract 
Procedures for synthesizing digital polycrystalline microstructures are illustrated, either from 2D 
statistical data or from 3D deterministic data. Finite element meshes representing the digital 
microstructures are generated using anisotropic and adaptive mesh refinement close to the grain 
boundaries. Digital mechanical testing based on crystal plasticity theory provides an estimate of the 
spatial distribution of strain energy within the polycrystalline aggregate. The latter quantity is used as 
an input for modelling subsequent static recrystallization, grain boundary motion being described 
within a level set framework. The kinetic law for interface motion accounts for both the stored strain 
energy and the grain boundary energy. The possibility to include nucleation events within the level set 
framework is illustrated, as well as the evolving topology of the grain boundary network. The 
recrystallization model is tested in different configurations and compared to the Johnson-Mehl-
Avrami-Kolmogorov (JMAK) theory. 
 
Keywords: digital microstructure; finite elements; meshing; remeshing; crystal plasticity; large deformation; 
recrystallization; level set; moving boundaries; nucleation, JMAK theory. 
 
 
 
1. Introduction 
No generic model is currently available to describe the recrystallization behavior of a wide class of metallic alloys. This 
is due in great measure to the fact that recrystallization, like many similar state-altering processes that are driven by 
thermal energy and internal energy of structural defects, is really controlled by factors at several length scales. 
Multiscale modelling is thus a requisite to coming to a better understanding of recrytallization. Important factors over 
length scales of decreasing size include: (a) grain interactions, which set up stress fields that persist over grain 
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dimensions, (b) stress variations within grains due to the presence of dislocation structures, which both perturb the 
longer range field across the grain and impact the mobility of interfaces through grains, (c) energies and mobilities of 
interfaces, which control their kinetics, and (d) particles and solutes, interacting with interfaces and modifying their 
kinetics. 
Over the last decade, considerable progress has been made in the numerical simulation of recrystallization phenomena 
[1]. Common approaches include the Monte Carlo (MC) method [2], the Cellular Automaton (CA) methods [2,3], the 
phase field method [4] and the level set method [5]. The first two are probabilistic techniques which deliver evolving 
grain structures. They are associated with a 2D or 3D geometric representation of the microstructure, discretized on a 
regular grid made of "cells" which are allocated to the grains. 
The standard MC method as derived from the Potts model (multistate Ising model) applies probabilistic rules in order to 
update each cell at each time step of the simulation. The use of this model in 3D is relatively easy and efficient [6]. 
However the comparison between MC results and experiments is not straightforward [7]. Furthermore, the standard 
form of the model does not result in a linear relationship between stored energy and migration rate. The CA method, on 
the other hand, uses physically based rules to determine the rate at which a transformation front propagates across 
neighbouring cells [3], and can therefore be related to the microstructure and kinetics of a real system. In the case of 
primary recrystallization the switch rule is simple: an unrecrystallized cell switches to the recrystallized state if one of 
its neighbours is already recrystallized. A major drawback of the CA method is the absence of appropriate method to 
treat nucleation phenomena [7].  
The two others methods, i.e. the phase field and level set methods, have many common points. They both have the 
advantage of avoiding numerical difficulties related to interface tracking. The principle of the phase-field model consists 
in describing the location of phases by introducing an order parameter (the phase field) which varies smoothly from one 
to zero (or minus one to one) through a diffuse interface [8]. The concept has been extended to deal with more complex 
problems involving more than two phases and also to model microstructure evolution [9,10]. As for the MC or CA 
methods, the topological events are treated in a natural way as a result of energy minimization. In the case of 2D ideal 
normal grain growth, published results illustrate the potential of the approach [9]. However, the main difficulty of this 
method remains the construction of the free energy density function. Furthermore, the energy minimization of each 
order parameter can involve very expensive and intensive calculations, particularly for three-dimensional systems [11]. 
In contrast, the level set method [12,13] is now commonly used to follow propagating fronts in various models [14]. The 
level set method has been extended to model the motion of multiple junctions when more than two regions or grains 
intersect [15]. 
 
2. Methodology 
This paper proposes a first step in the direction of multiscale modelling of recrystallization in polycrystalline metals, by 
considering digital microstructures [16-18]. Representative digital microstructures are synthesized with a specific 
software, based on the construction of Voronoï cells. The distribution of grain sizes and grain shapes is monitored and 
adapted according to experimental data. In the same way, attributes of grains, such as crystallographic orientation, are 
sampled so that global properties (e.g. crystallographic texture) are well reproduced. The digital representation of the 
microstructure is discretized into a finite element mesh, which is then used to model plastic deformation and subsequent 
recrystallization. The local behaviour of individual microstructure components may be computed through models 
operating at different scales. For example, grain constitutive models may be derived from the modelling of dislocation 
populations within the grains, and grain boundary motion may be described by connecting the continuum mechanical 
and thermal fields to simulations at the atomistic and dislocations levels. Validation of this “digital microstructure” 
approach is typically done using in situ experiments, e.g. synchrotron measurements, where the evolving microstructure 
can be characterized in 3D before, during and after thermo-mechanical processing. 
Previous attempts to use digital microstructures for the modelling of plastic deformation and subsequent static 
recrystallization have been reported by few authors. In [19], a 2D digital sample was meshed, mechanical testing was 
performed with crystal plasticity finite element simulations, and thermal treatment involving recrystallization was done 
subsequently using a CA approach [19]. A Monte Carlo (MC) approach can replace the CA approach, as done in [20-
23]. In general, the authors do not guarantee that the digital microstructure is representative of a real microstructure 
because the total number of grains being considered is small. Finite element simulation of plastic deformation is done 
within updated Lagrangian schemes, which imply that the deformation remains limited in order to avoid that the mesh 
degenerates [24,25], as the use of an automatic remeshing procedure is not reported. On the other hand, the finite 
element mesh needs to be converted into appropriate “voxel” grids for using CA or MC approaches. In doing so, some 
details of the microstructures may be lost, e.g. those related to grain boundary curvature. This aspect is important if 
secondary recrystallization is to be modelled after primary recrystallization. Furthermore, in some cases it is useful to 
simulate further deformation of the digital aggregate following partial recrystallization, e.g. when studying multi-pass 
(industrial) processing. Transforming the voxel structure back to the finite element mesh then implies a new loss of 
information (boundary curvature, but also distribution of residual strains/stresses, etc.). 
In the approach presented here, there is only one conversion of the initial digital aggregate into a finite element mesh. 
The digital aggregate can be obtained from experiments, from other simulations, or from a numerical construction. The 
format is either a Voronoï tessellation or a voxel structure. Discretization into a finite element mesh is done iteratively, 
by considering the position of the elements with respect to microstructure interfaces (grain boundaries in particular). 
“Distance functions” updated throughout the deformation simulation allow keeping track of the boundaries. The 
distance functions uniquely define the topology of the aggregate and the corresponding allocation of properties, even 
when automatic remeshing operates.  The digital heat treatment is performed directly on the finite element mesh using a 
level set approach. The level set method consists in evolving each distance function using a convection equation, 
thereby implicitly updating the position of moving interfaces. The velocity of the boundaries is described by a kinetic 
law taking account of the bulk strain energy and the grain boundary energy, both being related to local crystallographic 
orientations. When describing primary recrystallization, the influence of the grain boundary energy is neglected with 
respect to that of the strain energy. The level set approach allows working directly on the deformed mesh, without 
loosing/distorting any information. The stored energy in particular is directly available and dictates the kinetics of 
microstructure evolution, with no need to construct a free energy density function (as in phase field methods). 
Nucleation phenomena are furthermore easy to implement. 
The paper is organized as follows. Section 3 explains how distance functions, within a level set framework, can be used 
for adaptive meshing and remeshing of the microstructure during mechanical testing and subsequent heat treatment. 
Section 4 presents the construction of digital microstructures and the anisotropic (re-)meshing procedures providing a 
non uniform mesh size related to the distance functions. In Section 5, mechanical testing is simulated using crystal 
plasticity theory. Finally, in Section 6, the level set framework is presented and illustrated with 2D and 3D studies of 
recrystallization driven by the stored energy. The possibility to nucleate new grains in the context of primary 
recrystallization is demonstrated as well. Different test cases are discussed with reference to the classical Johnson-Mehl-
Avrami-Kolmogorov (JMAK) model. 
 
3. Distance functions and level set framework 
A function !, defined in a domain ", is called level set if it corresponds, at any points of ", to the distance d to an 
interface #. In other words, the interface # is given by the zero level of the function ! : 
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When dealing with a polycrystalline aggregate, an distinct level set function is used for each grain : { }Gi Ni !!1," , 
with NG the total number of grains in the aggregate. The chosen sign convention is 0!i"  inside the grain Gi, and 
0!i"  outside. Figure 1 illustrates a digital sample made of fifty grains, highlighting four particular grains of the 
microstructure which are displayed using the zero levels of the corresponding level set functions. 
When interfaces propagate with a known velocity ( )x!  in ", the values of distance functions are updated using a 
convection equation : 
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Solving (2) then implicitly updates the position of moving interfaces as a function of time. The method “captures” the 
interface, rather than tracking it (e.g. see vertex models [27]). Periodic re-initialization of the solution is needed in order 
to preserve the property of a distance function [15,28]. 
The level set method is particularly appropriate for handling complex topological events such as the disappearance of 
grains; no special treatment is needed. A second advantage comes from the fact that intrinsic geometric properties of the 
front are easily determined from the values of the distance function. Indeed, at any point of the front: 
 nn !"=""= -      ,/ #$$  ,       (3) 
where n is a unit vector normal to the interface, which indicates the direction of propagation, and !  the curvature of the 
interface. The latter quantity is useful when dealing with secondary recrystallization. 
 
4. Automatic meshing of the digital microstructure 
2D or 3D polycrystalline microstructures are numerically generated using either a recursive Voronoï tesselation 
algorithm or an existing pixel/voxel based representation. These microstructures can be optimized according to desired 
criteria of sizes and shape, as discussed in [29].  
Figure 2 illustrates how a 3D initial finite element mesh can be constructed from either a Voronoï structure or a voxel 
structure. Both Voronoï cells and voxels are easy to divide into tetrahedral elements. In the former case, the obtained 
mesh is very coarse and will need to be refined. In the latter case, the mesh is on the contrary too fine, and needs to be 
coarsened. Appropriate refinement of the mesh along interfaces such as grain boundaries is useful to capture the large 
strain rate/stress gradients developing across those interfaces upon deformation of the microstructure. Such gradients 
result from the heterogeneous mechanical response of neighbouring grains induced by the crystallographic orientations. 
Figure 3 presents a Voronoï tessellation made of 50 grains, and the corresponding finite element mesh, made of 
tetrahedral elements with heterogeneous sizes and shapes. Anisotropic meshing is used close to the grain boundaries, 
with a smaller element size in the direction perpendicular to the boundary. A corresponding anisotropic metric is 
defined, while an isotropic metric is applied in the bulk of the grains. A metric is a symmetric positive tensor M used to 
measure the scalar product of two vectors in a stretched, local base : 
  xMyyx M
t=>< , .         (4) 
If M is the identity tensor, the scalar product corresponds to the usual one in the Euclidian space. 
Anisotropic meshes are built using the MTC algorithm developed by Coupez [30,31]. Mesh generation is topological, in 
the sense that mesh topology is iteratively improved by considering the quality of the elements. The latter is defined by 
assigning the highest quality to the elements with all edges of the same length, and the worst quality to elements which 
tend to degenerate from a volume to a surface (in 3D), or from a surface to a segment (in 2D). The shape factor c(e) 
characterizing the quality is normalized within the interval [0,1] :  
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where c0 is a normalisation coefficient, |e| the volume of the element, l(e) the average length of the element edges and k 
the space dimension. The volume and lengths are computed with the modified scalar product (Equation 4) when 
anisotropic meshing is needed. Hence, the MTC algorithm improves the topology of the elements by raising the shape 
factor of the elements that define this topology. 
The definition of the metric field leads to a non-uniform, anisotropic mesh, which is refined close to the grain 
boundaries. The metric M is a tensor whose eigenvalues and eigenvectors define the transformation of an isotropic mesh 
of size h into an anisotropic mesh with a directional dependence of h. This can be illustrated with a simple configuration 
of two grains separated by one interface. The direction of mesh refinement is the normal to the interface. To specify the 
mesh size in that direction, as well as the evolution of mesh size in space, a characteristic length l0 is introduced. When 
the distance function is smaller than l0, the corresponding mesh is considered to be “close” to the interface : 
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The mesh size takes a default value far from the interface, and is reduced in the direction perpendicular to the interface 
when !  is reduced. For example, the mesh size h may be chosen as 
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At the interface the mesh size is reduced by a factor m with respect to the default value hd. This mesh size then increases 
steadily to reach the default value hd at the distance l0. Such variations in mesh size are directly implemented by varying 
the corresponding metric M. 
When dealing with polycrystalline aggregates and multiple interfaces, the above strategy is repeated for each grain. For 
the nodes at which 
 Gi Nil !!> 1,)( 0x" ,        (8) 
there is no direction of refinement, and the mesh is isotropic with dhh = . On the contrary, there may be several 
directions of refinement when there is more than one level set function for which 0)( li <x! , and when the 
corresponding normal directions ni calculated from (3), are not co-linear. These independent vectors are the 
eigenvectors of the metric defined in (4). For each vector direction the eigenvalue is calculated from the mesh size 
prescribed in (7), with )(x!  being the level set function associated to the considered normal. At triple or multiple 
junctions, the refinement may therefore become isotropic. 
 
Figure 4 illustrates the method which has been applied to a digital microstructure made of one thousand grains. The 
mesh (2 125 688 nodes, 12 385 889 elements) was obtained after a 26 hours parallel computation on 24 processors of a 
98 cores Opteron 280 2,4GHz linux cluster. The refinement of the mesh may become significant when approaching 
grain boundaries, as already observed in Figure 3 (see enlarged section). In the direction normal to the interface, the 
length scale is one at which mechanical behaviour may be influenced by the discrete nature of dislocation motion. 
Nevertheless, traditional crystal plasticity theory is used here (Section 5), thus neglecting some stress concentrators and 
their potential effect on recrystallisation. Even is this simplified situation, the stored energy field induced by plastic 
deformation is particularly heterogeneous at the grain boundaries. Besides, strong refinement is needed for the 
modelling of grain boundary motion in the recrystallization regime. Indeed, in the level set approach (Section 3), the 
accuracy of the geometric properties of the boundaries, defined by Equations (3), is a direct consequence of the mesh 
size (see more details in Section 6.1). 
 
5. Digital mechanical testing under large deformations 
Mechanical testing is performed using finite element simulations where each integration point of the mesh behaves as a 
single crystal subjected to finite strain increments. The finite element approach is based on a mixed velocity-pressure 
formulation with an enhanced (P1+/P1) 4-node tetrahedral element [32]. Classical theory of crystal plasticity [33-36] is 
considered, using a slightly modified version of the time integration algorithm developed by Delannay et al. [37]. For 
computational efficiency, one computes rates of lattice rotation and rates of dislocation slip in a decoupled way. 
 
5.1 Elastic-viscoplastic crystal constitutive law 
The main equations described in [37] are briefly recalled. The elastic-viscoplastic formulation is based on a 
multiplicative decomposition of the deformation gradient tensor, F = R*UelFp, where R*, Uel and Fp represent, 
respectively, the rotation of the crystal lattice, the elastic stretch and the deformation by dislocation slip. Under the 
assumption of infinitesimal elastic strains, i.e. Uel = I + $ el where $ el is symmetric and ||$  el|| << 1, the velocity gradient 
tensor vL !=  is closely approximated by: 
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where M" is the Schmid tensor of slip system % and !"!  the corresponding rate of dislocation slip. Denoting C  the 
anisotropic, fourth-order, elasticity operator, one derives the Cauchy stress tensor &  from: 
 
T**TRR! =   and  el!T!  C= .     (10) 
In order to avoid ambiguity in determining the slip rates [38], the viscoplastic expression introduced by [39] is adopted : 
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In (11), 0!!  is a reference slip rate, m the sensitivity exponent, and c!  the critical resolved shear stress, which evolves 
with strain according to the hardening law (13), 0c! , 0!  and n being material parameters. 
 5.2 Time integration of the constitutive law in the finite element model 
Details of the finite element formulation are available elsewhere [40,32], only the main features are recalled here. The 
updated Lagrangian scheme is based on a mixed velocity-pressure formulation with an enhanced (P1+/P1) 4-node 
tetrahedral element. The non linear discretized finite element system is solved within a Newton-Raphson scheme using 
a preconditioned conjugate residual approach. Unilateral contact with the ‘tools’ (forming processes context) is treated 
with a penalty method. In the present study, the average deformation of the digital microstructure, constituting a volume 
element ", is controlled by prescribing the velocity of all nodes lying on the outer boundary ' of ": 
 xLv = ,          (15) 
where x  represent the node coordinates at time t, and v  the velocity that is prescribed. 
 
The principle of virtual work is applied in the deformed configuration " at time t. Appropriate conditions are prescribed 
at the boundary ' (see above). If v~  denotes a kinematically admissible (virtual) velocity field and p~  a virtual pressure 
field, one writes: 
 ( ) ( ) ( ) 0~~~:,~ =!"#$"%#$%& ''' !$$ ddpd vtvv!'v   ,  (16) 
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where &’ is the deviatoric part of the Cauchy stress & ,  p = -tr(&)/3 is the pressure, K the (elastic) bulk modulus, and t 
the tension applied to the boundary. While (16) and (17) are solved at time t, &  is evaluated at time tt !+  [40], and 
obtained by implicit time integration of Eqs. 9-14, using : 
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The Newton-Raphson procedure used to solve the finite element problem relies on an algorithmic tangent operator as 
detailed in [37]. Once a converged velocity field v  is obtained at time t, the geometry of the mesh is updated for the 
next time increment according to : t
ttt
!+=
!+
vxx  [40]. 
 
5.3 Test case 
The objective of the test case is to analyze the spatial distribution of stored strain energy in a digital aggregate, subjected 
to large deformations. A channel die test has been chosen, and is illustrated in Figure 5.  
 
The digital microstructure is made of 50=GN  grains. Slip is assumed to operate on the 12 {111}<110> slip systems 
as is typically considered in FCC crystals at room temperature. A 35% reduction in height is applied, and the stored 
energy is computed from : 
 ! "= dtE v! :# ,         (24) 
where !  defines the fraction of the strain energy which is stored in the material, i.e. not dissipated into heat. More 
accurate measures of stored energy could be implemented in the future, by relying on the dislocation density computed 
within the crystal plasticity approach, e.g. [21,22]. Another simple approach would consist in describing both c!  (see 
Equation (13)) and E as a function of the dislocation density # [41] : 
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where G is the shear modulus of the material. Combining (25) and (26) leads to  
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The absolute values of E do not always matter, e.g. only the relative values will play a role in determining the 
topological evolution of the grain boundary network (see the next section). In those cases, the exact values of G and !  
in (27) and (24) do not need to be known. 
 
Figure 6 shows the 3D distribution of the stored energy E, and of the gradient of the stored energy grad(E). The highest 
values of E and grad(E) usually appear at grain boundaries. The latter are identified by the zero level of the 
{ }Gi Ni !!1,"  functions, as defined in expression (1). One can also notice significant intergranular and intragranular 
variations of E, which result in maxima of grad(E) mainly at grain boundaries, but also inside some grains. Inversely, 
most grain boundaries correspond to maxima of grad(E), but not all of them. 
These distributions are the consequence of (a) local crystallographic orientations and (b) grain interactions, i.e. 
neighbourhood effects. They can be used as an input for the modelling of primary recrystallization, keeping in mind that 
traditional continuum crystal plasticity obviously needs to be enriched, e.g. if nuclei positions are to be predicted. 
Constitutive models developed at lower scales or considering Geometrically Necessary Dislocations (GNDs) would be 
required to better reproduce local features (shear bands, twin bands, dislocation pile ups, etc.) at the origin of nucleation 
events. This work is only a first step in that direction. 
 
6. Digital heat treatment leading to recrystallization 
In this section grain boundary motion is modelled using the level set framework described in Section 3. Motion is 
assumed to be due to the difference in stored energy on either side of the interface, as is the case in primary 
recrystallization, or when Strain Induced Grain Boundary Migration (SIBM) occurs. When dealing with primary 
recrystallization, nucleation of new grains need to be modelled as well. Nuclei grow spontaneously since we assume 
that they have zero stored energy. Position and time of appearance of each new nucleus can be based on different 
criteria. Let us assume, for simplicity, that they appear in regions with high stored energy, or high gradients of stored 
energy [42]. A positioning criterion based on local crystallographic misorientations could be defined as well [43], since 
a nucleus will only grow if the mobility of the associated grain boundaries is high enough. This is usually true for 
misorientations larger than 10-15°. Time of appearance of a nucleus is often described by a probability law [44], unless 
site-saturated conditions are assumed. In the latter case all potential nuclei grow from t = 0, i.e. there is no incubation 
time. 
 
In the simulations described below (Section 6.3), 1000 positions of nuclei are either selected at random or correspond to 
regions with the highest gradients of stored energy ||grad(E)||. The probability of appearance at each time increment is 
constant and relatively low ( 4102 !" ). Grain boundary motion is related to the difference in stored energy E across the 
boundary. For that purpose only (and not for the positioning of the nuclei), a constant value of E is considered in each 
grain. 
 
6.1 Kinetic law for grain boundary motion 
Grain boundary motion is related to a driving force per unit area f! , and the corresponding velocity !  defined in (2) is 
assumed to follow the kinetic relation [42] : 
 nfm!="  ,         (28) 
where m corresponds to the grain boundary mobility, and n to the outside unit normal to the boundary. The mobility is 
very often written as 
 ( )RTQmm /exp0=  ,        (29) 
and it is sensitive to the impurity (solute atom) content in the metal, as well as to the crystallographic nature of the 
boundary. The driving force is defined by 
 !"#$=$ Ef ,          (30) 
where E!  is the stored energy difference across the boundary (e.g. according to (24) or (27)), !  the boundary energy, 
and !  the boundary curvature. It is assumed that the material is highly deformed before it undergoes primary 
recrystallization. The second term of equation (30), related to the grain boundary energy, is therefore neglected 
compared to the first term, related to stored strain energy. 
 Interface motion using level set methods is now of common use [12]. However, in most cases, a single interface is 
captured, separating only two regions. In [15], the authors have extended the method to the case of multiple junctions, 
and simulated 2D grain growth due to grain boundary energy only. Each region has its own private level set function, 
and local normal velocities are defined by the nearest interface. A reassignment step is used to avoid the development of 
voids and overlapping regions. In a subsequent paper [5], the authors propose to add a constraint to the overall problem 
which imposes that the addition of all individual surfaces must correspond to the total surface of the domain. 
 
In the present study a new formulation is used, in which (a) bulk stored energies can be taken into account, and (b) the 
development of voids and overlapping regions is avoided. Individual level set functions are defined for each region, as 
apparent in (2), and re-initialization steps [12] are periodically performed for each of them as they evolve according to 
the convection equation [45]. 
To prevent the development of overlapping regions and/or voids, all meeting interfaces described by distinct level set 
functions must be assigned the same velocity, i.e. the zero level of the )(xi!  functions have to match perfectly. 
Consequently, the normal n (and also the curvature !  if considered) to the interface must be computed very accurately 
from (3), for all )(xi!  functions. This in turn requires that the mesh is strongly refined locally, close to the interfaces, 
compared to the bulk of the grains. To avoid the explosion of computational effort, the construction of an anisotropic 
mesh is required, with the methods discussed in Section 4. 
 
The common velocity at triple or multiple junctions is of particular interest and must be defined according to the kinetic 
law (28) which only considers a single interface. Figure 7 shows that the direct use of (28) leads to discontinuities of the 
velocity field at triple junctions, which in turn leads to the development of overlapping regions and/or voids. A 
smoothing technique is therefore applied (Figure 8), which consists in using the following algorithm : 
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where Gi designates the grain of index i, { }GNi ,...,1!" , !  a positive fixed parameter calibrated to obtain a negligible 
exponential term outside the anisotropic part of the mesh, ijm  the mobility defined in (29) assuming an interface 
between grains Gi and Gj, and nj the outward unit normal at x, calculated from (3) using ),( xtj!! = . In Figure 8 it is 
observed that the smoothing technique is not sufficient by itself, it needs to be combined with anisotropic meshing to 
improve accuracy. The approach is validated in 2D in [45] by comparison with an exact solution of the triple junction 
problem [46], and when using anisotropic automatic remeshing every few increments. Figure 9 shows that, except for 
the computational efforts, no specific development is required to extend the above approach in 3D. Finally, Figure 10 
illustrates a more complex microstructure evolution in 2D, where grains with the highest E disappear due to the growth 
of neighbouring grains. 
 
6.2 Nucleation of new grains 
Figure 10 has shown that when using front capturing methods for describing interface motion, there is no specific 
treatment to be used when some regions (grains) disappear. Complex topological evolutions are handled automatically. 
In a similar way, it is possible to introduce new regions (grains), based on given criteria, which can be based on 
mechanics, crystallography, etc. Hence, new grains can nucleate during primary recrystallization, with an assumed low 
(often zero) stored energy. Each of these new grains is described by a new level set function, which evolves 
subsequently according to the principles described in Section 6.1. A simple way to implement nucleation consists in 
building a new level set function at a specific time increment and a desired spatial position. For example, the new 
distance function can be chosen such that the boundary of the nucleus is spherical (3D) or circular (2D), centred around 
one node of the mesh. 
An illustration of this procedure is given in Figure 11, where nucleation has been numerically triggered at the node 
closest to the triple junction. Spontaneous growth is observed due to the difference in stored energy between the nucleus 
(E = 0) and the surrounding grains. 
 
6.3 Test case 
This application considers the channel die test performed on the digital aggregate described in Section 5.3. A 2D section 
is extracted from the 3D volume shown in Figure 6, leaving us with 24 grains with non uniform stored energy E (see 
Figure 12) and stored energy gradient grad(E).  
The considered digital experiments consist in following the evolution of the recrystallized volume fraction X as a 
function of time t, for different nucleation criteria, and kinetic relations. Five experiments are considered : (A) all 1000 
nuclei start growing from t = 0 (site-saturated conditions) with random positions and a uniform constant velocity, (B) 
nuclei appear with Low Probability in Time (LPT), i.e. 4102 !" , at random positions, and they grow with a uniform, 
constant velocity, (C) nuclei appear with LPT at random positions, but they grow according to the kinetic relation (28), 
(D) nuclei appear in LPT and only at the grain boundaries, growth follows (28), (E) nuclei appear in LPT and only at the 
maxima of grad(E), growth follows (28). 
To compare the results of these experiments, reference is made to the JMAK theory [47-49] predicting the recrystallized 
fraction X as a function of the annealing time t : 
 )exp(1 ntX !""=  .        (32) 
In this equation $ and n are constant, and n is referred to as the JMAK exponent. Assuming a two-dimensional growth, 
the JMAK theory predicts n = 2 for site-saturated conditions, and n = 3 for a low constant nucleation rate. Deviations 
from these n values and from the linear JMAK kinetics have often been observed experimentally, e.g. [50,51]. A linear 
kinetics refers to a constant value of n, i.e. a linear JMAK plot displaying [ ])1ln(ln X!!  as a function of )ln(t . In 
experiments (A) to (E), a least-square regression analysis on the numerical data is performed, providing values of n. 
Experiments (A) and (B) provide very accurate linear JMAK plots with values of n = 2 and 3, respectively. This 
validates the digital experiment set up. Figures 13 and 14 then show the results of experiments (C), (D) and (E). In each 
experiment, a single value of n does not allow fitting the numerical results with sufficient accuracy. It can be noticed 
that the non uniform stored energy in the aggregate is only responsible for a small deviation from a linear JMAK plot 
(case C), while the spatial positioning of the nuclei leads to stronger deviations (cases D and E). These results must be 
placed in the context of repeated discussions in the literature on the reasons of deviations from linear JMAK plots, 
where several reasons for such deviations have been put forward : heterogeneous distribution of stored energy [50,52], 
competition between recovery and recrystallization [51,53], anisotropic growth [54,55] due to anisotropic values of 
mobility m as a function of the crystallographic nature of boundaries, spatial and time distribution of nuclei [55,52]. The 
present framework has the capability of systematically investigating all these effects, which are expected to have 
different relative contributions to the overall recrystallization kinetics, depending on the type of material. For example, 
the heterogeneity of stored energy is expected to increase for metals with hexagonal compact (hcp) lattice, compared to 
those with cubic crystal symmetries. Experiment C for hcp metals might therefore lead to much stronger deviations 
from a linear kinetics than the one observed in Figure 14, which is only applicable to FCC metals. 
 
7. Conclusions 
In this paper, the use of digital microstructures is illustrated and first numerical developments and results are described. 
Conversion of digital formats into finite element meshes is facilitated by the use of a level set description of interfaces. 
Automatic meshing and remeshing operations rely on the values of level set functions, both for spatial localization of 
the interfaces and for the definition of appropriate metrics for anisotropic mesh generation. The positioning of the 
interfaces is updated when large plastic strain of the polycrystalline aggregate occurs, even when using automatic 
remeshing. Computation of the stored energy field within the aggregate, using crystal plasticity based constitutive laws, 
is the starting point for the subsequent modelling of primary recrystallization using a level set framework. The grain 
boundary network evolves directly, superposed on the mesh inherited from the digital mechanical testing. The kinetic 
law is based on the difference in stored strain energy across the interfaces. A special smoothing algorithm is applied to 
the calculated velocity field, which allows maintaining geometrical compatibility between the different grains, when 
combined with periodic automatic (anisotropic) remeshing. Nucleation events can be accurately triggered based on 
defined criteria, using data calculated during mechanical testing. Overall, the model is able to account for various effects 
related to microstructure topology, crystallographic features, and mechanical quantities, such that it can be used to 
decide which mechanisms are the most relevant with respect to experimental data. The selection of the most relevant 
mechanisms can then be used to develop homogenized, computationally cheaper models, appropriate to a defined 
material category. 
 
Future work will include more realistic computations of stored energy for specific materials, and the extension of the 
recrystallization model to 3D aggregates using a statistical number of grains. This will lead to detailed comparisons with 
experiments, and with other types of model (e.g. Monte Carlo, or phase field models). The proposed approach for 
describing primary recrystallization could also be extended to grain growth, taking into account grain boundary energy 
and curvature. 
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Appendix C
Stress and strain heterogeneities for
diﬀerent HEM approximations (chapter 6)
(a) HEM129 after ε = 0.4
(b) HEM10 after ε = 0.4
(c) Slice after ε = 0.4
Fig. C.1: Energy distribution
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(a) HEM129 after ε = 0.4
(b) HEM10 after ε = 0.4
(c) Slice after ε = 0.4
Fig. C.2: Equivalent stress
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(a) HEM129 after ε = 0.4
(b) HEM10 after ε = 0.4
(c) Slice after ε = 0.4
Fig. C.3: Equivalent strain
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(a) HEMVoronoi after ε = 0.4
(b) Columnar after ε = 0.4
(c) Non-columnar after ε = 0.4
Fig. C.4: Energy distribution
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(a) HEMVoronoi after ε = 0.4
(b) Columnar after ε = 0.4
(c) Non-columnar after ε = 0.4
Fig. C.5: Equivalent stress distribution
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(a) HEMVoronoi after ε = 0.4
(b) Columnar after ε = 0.4
(c) Non-columnar after ε = 0.4
Fig. C.6: Equivalent strain distribution
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Appendix D
OIM maps for the experimental
microstructure (chapter 6)
(a) Grain 1 (b) Grain 2 (c) Grain 3 (d) Grain 4
(e) Grain 5 (f) Grain 6 (g) Grain 7 (h) Grain 8
(i) Grain 9 (j) Grain 10
Fig. D.1: Experimental inverse pole figure (IPF) maps for sample normal axis for the first ten
grains of the experimental microstructure in chapter 6. Black and red segments represent high
angle (>15°) and low angle grain boundaries respectively (> 5°).
236
!"#$!$%$&'(#&#)!(")(#&($&$()*"+,+-!(#
Finite element modelling of grain-scale heterogeneities in polycrystalline
aggregates
Abstract: Macroscopic properties of crystalline solids depend inherently on their underlying micro-
scopic structure. Studying the mechanisms operating at the microstructural scale during the various
thermomechanical processes to which such materials may be subjected offers a valuable insight into
their final in-use properties. The objective of this work is to investigate grain scale heterogeneities in
polycrystalline aggregates subjected to large strains using the Crystal Plasticity Finite Element Method
(CPFEM). For this purpose, highly resolved simulations, where each grain is represented explicitly, are
needed. The first part of this work is devoted to a detailed account of the numerical framework im-
plemented for such simulations. A classical elastic-viscoplastic crystal plasticity model is combined to
a non-linear parallel finite element framework. The discretization of the digital microstructures is per-
formed using non-conforming unstructured meshes. Most importantly, a level set approach is used to
describe grain boundaries and to guide an adaptive anisotropic meshing strategy. Automatic remesh-
ing, with appropriate transport of variables, is introduced in the proposed framework. In the second
part of this work, the robustness and flexibility of our approach is demonstrated via different CPFEM
applications. The deformation energy is used to assess heterogeneities in polycrystalline aggregates,
highlighting the need to perform adaptive meshing so as to achieve a good compromise between
accuracy and computation time. These grain-scale heterogeneities are to be accurately predicted dur-
ing the deformation simulation if subsequent static recrystallization modelling is to be performed. An
example of linking between the deformation and static recrystallization steps, using the proposed com-
mon approach, is illustrated. In terms of global texture predictions, the CPFEM framework is validated
for a highly resolved model polycrystal subjected to more than 90 % thickness reduction in rolling.
The importance of automatic remeshing in avoiding excessive mesh distortion, in such applications,
is demonstrated. Most importantly, microtexture analysis is performed on digital microstructures that
correspond, in a discrete sense, to an actual microstructure observed experimentally. Intragranular
misorientation predictions and virtual 2D orientation maps are compared to the experimental ones,
highlighting the difficulties pertaining to the validation of such grain-scale predictions.
Keywords: Crystal Plasticity, Finite Elements, Large Strain, Level Set, Remeshing, Microtexture,
Macrotexture, Recrystallization, Parallel Computations
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Modélisation par Éléments Finis des hétérogénéités à l’échelle granulaire au
sein d’agrégats polycristallins
Résumé : Les matériaux cristallins, notamment métalliques, sont des matériaux hétérogènes. Leurs
propriétés macroscopiques sont fondamentalement déterminées par leurs caractéristiques micro-
structurales. L’étude des mécanismes opérant à l’échelle du grain permet de mieux comprendre et
ainsi mieux contrôler les caractéristiques des pièces fabriquées afin de réduire leur coût et optimi-
ser leur performance. Cette thèse s’inscrit dans le cadre de la méthode dite “CPFEM” qui couple la
plasticité cristalline à la méthode des Éléments finis (EF). L’objectif de ce travail est d’étudier les hé-
térogénéités à l’échelle du grain au sein d’agrégats polycristallins soumis à de grandes déformations.
Pour ce faire, une représentation explicite de la microstructure est nécessaire. Le travail réalisé, ainsi
que ce manuscrit, s’articule autour de deux axes principaux : Dans le chapitre 2, le comportement
du matériau est modélisé par une loi élastoviscoplastique cristalline, qui ne prend cependant pas
en compte le développement d’une sous-structure dans sa formulation. Cette loi est couplée à une
formulation EF mixte en vitesse pression. L’approche EF, détaillée dans le chapitre 3, peut être consi-
dérée comme le modèle polycristallin idéal vu le respect, au sens numérique faible, de l’équilibre des
contraintes et la compatibilité des déformations. Dans le chapitre 4, l’approche utilisée pour construire,
représenter et discrétiser un volume polycristallin est détaillée. La microstructure est représentée, soit
par des polyèdres de Voronoi, soit par des voxels, si elle est construite à partir de données expérimen-
tales. L’agrégat polycristallin est discrétisé avec une approche “monolithique”, où un seul maillage, non
structuré et non-conforme aux interfaces entre les grains, est utilisé. Une approche level set permet
alors de décrire l’interface entre les grains de façon implicite et sert de base pour la construction d’un
maillage adaptatif anisotrope. Le remaillage, avec un transport approprié des variables du problème,
se fait de façon naturelle et automatique si la carte de métrique, associée au maillage, est calculée
avant la procédure de remaillage. Dans le chapitre 5, les hétérogénéités inter- et intragranulaire sont
appréhendées à travers une étude de la distribution d’une fraction de l’énergie de déformation. Cette
fraction est considérée, dans une première approche, comme étant représentative de l’énergie sto-
ckée durant la déformation. Une analyse de sensibilité, au degré et au type de maillage utilisé, permet
de mettre en évidence l’apport d’une stratégie de maillage anisotrope. Ces données locales sont par-
ticulièrement importantes à calculer lors de la déformation d’agrégats polycrystallins si l’objectif est
de modéliser le phénomène de recristallisation statique qui suit l’étape de déformation. Un cas test
3D permet d’illustrer le chaînage de la simulation de la déformation et de la recristallisation, toutes
deux réalisées dans le même cadre numérique. Dans le chapitre 6, notre approche numérique est,
dans un premier temps, validée à l’aide d’un cas test de laminage pour un polycrystal statistiquement
représentatif d’une texture expérimentale. Une réduction d’épaisseur de plus de 90 % est réalisée.
Le remaillage, dans ce type d’application, s’avère plus que nécessaire. Dans la seconde partie de ce
chapitre, une étude approfondie de la microtexture, développée au sein de microstructures virtuelles,
est effectuée. Dans ce cas, ces microstructures “digitales” correspondent à une microstructure réelle
dans un sens discret. Les prédictions de désorientations, d’orientations cristallographiques moyennes
ainsi que les cartes d’orientation 2D virtuelles, sont comparés à l’expérience à l’échelle de chaque
grain, mettant ainsi en évidence les facteurs à l’origine de certaines des différences observées.
Mots clés : Plasticité Cristalline, Éléments Finis, Grandes Déformations, Level Set, Remaillage,
Microtexture, Macrotexture, Recristallisation, Calcul Parallèle
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