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Abstract
The goal of this article is to provide a largely self-contained introduction to
the modelling of controlled quantum systems under continuous observation,
and to the design of feedback controls that prepare particular quantum
states. We describe a bottom-up approach, where a field-theoretic model is
subjected to statistical inference and is ultimately controlled. As an example,
the formalism is applied to a highly idealized interaction of an atomic
ensemble with an optical field. Our aim is to provide a unified outline for the
modelling, from first principles, of realistic experiments in quantum control.
Keywords: quantum feedback control, quantum state preparation,
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1. Introduction
In recent years, advances in technology have enabled a
proliferation of experiments where objects can be probed
and manipulated near the fundamental quantum limits of
performance. The manipulation and readout of single qubits
with unprecedented coherence times both in condensed matter
and in atomic setups, the reliable trapping, cooling and
shot-noise limited continuous observation of single atoms in
high-finesse optical cavities, and the production of various
nonclassical states of light and of atomic ensembles is only
a subset of recent achievements. The large degree of control
that can be exerted at the quantum level suggests that classical
engineering methodology can be fruitfully adapted to this new
setting. In particular, it seems that the concept of feedback
control should be of central importance in the engineering of
reliable quantum technologies, as in the classical case.
This article is intended as an introduction to the theoretical
description of quantum feedback control systems. We
concentrate on a scenario that is common in quantum optical
experiments, where the system to be controlled is brought
in weak interaction with an external probe field which is
subsequently detected. The detected signal can then be
processed and fed back to the system through some actuator.
There are various theoretical challenges in describing such a
system:
• How does one model the system–probe interaction?
• How does one model a continuous measurement of the
probe?
• How does one infer information on the system from the
probe measurements?
• How does one design a feedback law that utilizes this
information to achieve a particular control goal?
In the following we will address each of these questions in turn.
Needless to say, it would be impossible to cover every aspect
and intricacy of each of these questions within the scope of this
article; rather, we aim to give a sufficiently detailed discussion
to keep the article (mostly) self-contained, and refer to the
bibliography for complete treatments.
As an example throughout the article, we discuss the
preparation of entangled states of an atomic ensemble using
feedback control. The model consists of an ensemble of
atomic spins interacting dispersively with an optical probe,
which is subjected to homodyne detection. Several recent
experiments have exploited a similar setup to produce spin-
squeezed states [28, 30, 47] which have applications in a variety
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of metrology tasks, including magnetometers [29, 65] and
atomic clocks [50, 59, 76].
We consider this model because it is illustrative in
several respects. First, the model spans two quite different
and interesting regimes. At short times the dynamics
are approximately linear [65] and the model describes the
production of spin squeezing. However, at long times the linear
description is no longer valid, and we will show that then an
eigenstate of the collective angular momentum of the ensemble
(a Dicke state) is obtained. Although the long time limit
described by this model is difficult to realize experimentally
at this time, the consideration of the substantial differences
between the regimes clearly demonstrates the challenges of
quantum control. Second, the model is a convenient example
to demonstrate the modelling of a quantum control system
from first principles. Ultimately, by approaching the entire
problem—from physical modelling to inference to control—
in a systematic manner, we hope to provide a unified outline
for future modelling efforts.
The article is roughly divided into two parts. The first part,
consisting of sections 2–4, is somewhat technical in nature. Its
goal is to obtain from first principles, using a simplified field-
theoretical model of the interaction of an atomic ensemble with
a probe field, the quantum filtering equation (52). To this end,
we begin by reviewing in section 2 the statistical inference of
quantum states. In section 3 we introduce a field-theoretical
model of an atomic ensemble coupled to an electromagnetic
probe field, and we discuss how it can be reduced to a stochastic
equation. In section 4 we detail how to properly condition
the ensemble state upon the results from continuous optical
measurements of the field.
The second part, section 5, presents general principles of
feedback control and demonstrates how they can be applied to
enable quantum state preparation. This procedure is discussed
in both the short time limit, where a linear approximation
is valid, and in the long time limit, where a more complete
description is required [66]. Section 5 is fairly independent
from the first part of the article, and a reader who has some
familiarity with the filtering equation, equation (52), could skip
directly ahead to this section. We have attempted, however, to
give in sections 2–5 a unified picture of quantum feedback
control design, from the elementary physical interactions
through feedback-enabled state preparation.
As we proceed, we attempt to review the literature
concerning measurement and feedback control of atomic
ensembles, while also putting into context related, but more
mathematical, works concerning estimation and control. In
the end, we hope to inspire further development in this
field by highlighting the numerous connections between the
problems of quantum control and problems considered in
the culturally distinct context of the mathematics and control
communities [4, 18, 71].
2. What is a quantum state?
Quantum mechanics describes the statistics of observable
quantities, very much like classical probability theory. In fact,
the foundation of quantum mechanics is just an extension of
probability theory, as we will discuss in this section. Such
a point of view allows us to apply classical constructions of
probability theory directly to quantum models. Though this
section contains no surprises, we aim to clarify the concepts
and terminology used in the remainder of the article. We will
pay particular attention to what is meant by a ‘quantum state’,
an issue that must be resolved before we can discuss state
preparation.
2.1. Classical probability
To set the stage for quantum probability we first discuss some
of the elements of classical probability theory [75]. As an
illustration, consider throwing two dice. The first ingredient
we need in our theory is the sample space, usually denoted
by . This is just a set which describes all the ‘microstates’
of the system; in our case, it is the set of 62 = 36 possible
outcomes of a throw 11, 12, . . . , 16, 21, 22, . . . , 65, 66. A
random variable f is now a map f :  → R. For example,
we could define a random variable X that describes the sum of
the two outcomes, i.e., X (11) = 2, X (53) = 8, etc.
To complete the picture we need to introduce an object
that can provide answers to questions such as what is the
probability of having thrown 66?, or what is the probability
of having thrown at least one three? This is exactly provided
by the notion of a probability measure. Note that we can
represent any question as a subset of ; for example, our first
question is represented by the set {66}, while the second is
represented by {31, 32, . . . , 36, 13, 23, . . . , 63}. These sets
(and the questions they represent) are called events. The
probability measure P is a map that associates to every event
a probability.
We can compose new events as follows. Given two events
A, B ⊂ , the question A or B? is represented by A ∪ B,
whereas A and B? corresponds to A ∩ B. In particular, the
latter operation defines the joint probability P(A ∩ B) of A
and B. The probability measure needs to be consistently
defined with respect to these operations in the sense that
P(A ∪ B) = P(A) + P(B) if A ∩ B = ∅, i.e., if A and B are
mutually exclusive. Furthermore, P(∅) = 0 and P() = 1.
In our example there is an equal probability of having thrown
any combination; hence P(A) = 136 for any event A with a
single element. Any other event can be constructed as a union
of these ‘elementary’ events and its probability can be found
using the formula for P(A ∪ B).
Now suppose we wish to perform a particular observation
on the system; we have already defined such observations
(random variables) as maps on . To obtain the probability of
a particular observation, we simply invert the corresponding
map. For example, the probability that we throw a combination
that sums to 4 is P(X = 4) = P(X−1(4)) = P({13, 22, 31}) =
1
12 . Hence the probability measure contains all the information
available on the outcome of any observation, i.e., P represents
the state of the system. The philosophy behind this choice
of terminology is that physical theories exist to model the
outcomes of observations; the ‘state’ is the object of the theory
that gives rise to the statistics of any such observation.
Let us now consider classical state preparation. The
physical mechanism that prepares the state of the dice, i.e.,
that causes every combination to have equal probability, is the
throwing process. Suppose we want to prepare a different state,
for example a state that has a high probability of obtaining two
S180
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sixes. We could obtain such a state by modifying the physical
process that creates it. For example, we could engineer dice
with an nonuniform mass distribution, so the sixth face is
lighter than the other faces; then the rolling of the dice is more
likely to terminate with the sixth face facing up.
There is a different way in which we can change the state.
The conditional probability of event A given that we have
measured event B is
P(A|B) = P(A ∩ B)
P(B)
. (1)
Suppose we observe X = 12. Then the conditional probability
of having thrown 66 is P({66}|X = 12) = 1, whereas without
conditioning P({66}) = 136 . However, if we happened to
measure X = 12 then P({66}|X = 12) = 0. This corresponds
to the intuitive notion that if we see that we have thrown 66,
then the probability that we have thrown 66 is one, no matter
what its probability was before we had gained that information.
However the probability that we would see 66 in the first place
is only 136 . Hence we can create states by conditioning a ‘prior’
state on a measurement, but only very inefficiently: to prepare
a state with high probability of obtaining 66, we have to keep
throwing the dice until we happen to observe X = 12.
There is a final possibility which combines the two
methods of state preparation. Suppose that we perform an
observation not after the throw has completed, but while it is
still in progress. Moreover, we allow ourselves to interfere
with the dice: if the rolling dice threaten to terminate with a
low value of X , we give them a shove so they keep rolling. This
way the probability of throwing high numbers is elevated. In
other words, we prepare the state of our choice by performing
observation and applying feedback to the system dynamics.
This crude example represents the type of state preparation
that we consider in this article for quantum systems.
We conclude this section by introducing expectations
and conditional expectations. If  is a finite countable set
(which we have implicitly assumed in this section) then we
may always decompose a random variable f :  → R as
follows. The map f takes the values fi ∈ R on disjoint subsets
Si = f −1( fi ) ⊂  such that ⋃i Si = . Hence we can write
f (ω) =
∑
i
fiχSi (ω) (2)
where χSi is the indicator function of Si , i.e., χSi (ω) = 1 if
ω ∈ Si , 0 otherwise. The expectation of f is given by
E f =
∑
i
fi P(Si) (3)
and represents the value that f takes on ‘on average’. Note
that the state P uniquely determines E, but the converse is also
true as by construction EχS = P(S) for any event S ⊂ .
Hence we can equivalently define the state of the system by
specifying the expectation of every system observable.
Similarly, we can define the conditional expectation of
f = ∑i fiχSi given that we have measured g =
∑
i giχTi :
E( f |g)(ω) =
∑
i
∑
j
f j P(S j |Ti)χTi (ω). (4)
Now E(χS|g)(ω) = P(S|g = g(ω)). Hence we can
equivalently define the state of the system, conditioned on a
measurement of g, by specifying the conditional expectation
of every system observable with respect to g.
Though entirely natural from a probabilist’s point of view,
it is not customary in physics to think of the conditional
expectation as a random variable. One way to interpret
equation (4) is that the random variable E( f |g) is the best
estimate of f given g [60, 75]. To see this, first note that E( f |g)
is by construction a function of g: E( f |g)(ω) = X (g(ω))
where we defineX : gi → ∑ j f j P(S j |Ti). It is not difficult to
show that, of all functions X ′, the one that minimizes the least-
squares criterion E[( f − X ′(g))2] is exactly X ′ = X . This is
precisely what we mean by E( f |g) being the best estimate of
f given g. Evidently this idea is equivalent, or in some sense
dual, to the notion of a conditional state that we introduced
earlier.
2.2. Quantum probability
We will now formulate quantum mechanics in the same
language as the classical case [53, 68]. An observable (random
variable) in quantum theory is given by a self-adjoint operator
F on some complex Hilbert space H. Assuming H is finite-
dimensional, we always have the spectral decomposition
F =
∑
i
fi Pi (5)
where fi ∈ R are the eigenvalues of F and Pi = P2i = P†i
are projection operators onto the corresponding eigenspaces.
The picture is completed by introducing a map E : · → Tr[·ρ]
with some ρ = ρ†  0, Tr ρ = 1. Then EF is the expectation
of the observable F . In terms of the spectral decomposition
EF =
∑
i
fi EPi . (6)
Clearly the projectors Pi play the role of events χSi in
the classical theory. Indeed, a measurement of F yields
the outcome fi with probability EPi . Thus any quantum
observable is identical to a classical random variable.
We can make the correspondence explicit in the following
way. As we are free to choose any basis in the Hilbert space,
we may always choose a basis in which F is diagonal. We
can then interpret the diagonal elements of F as the values
of the random variable f , where  is just the set of diagonal
entries: f : i → Fii . The Pi now correspond exactly to
indicator functions on  and P(S) = ∑i χS(i)ρi i . Note
that the underlying Hilbert space plays a passive role in the
theory, just like the sample space  in classical probability—
the central element of the theory is the set of observables we
are interested in. As long as we are interested in a set of
observables that all commute with each other, then quantum
and classical probability are identical theories: commuting
observables can be simultaneously diagonalized, so we can
follow the above ‘recipe’ to transform between the classical
and quantum descriptions. In other words, classical probability
theory is a special case of quantum probability theory.
The embedding of classical in quantum probability allows
us to carry over directly concepts from classical probability
to sets of commuting quantum observables. For example,
in the classical case we defined the joint probability of two
events A and B as P(A ∩ B) = E(χAχB). This carries
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over directly to the quantum case for two quantum events
P, Q as long as they commute: i.e., the joint probability
of P and Q is E(P Q) = Tr[P Qρ]. Similarly, we obtain
an expression for conditional expectation for two commuting
quantum observables F = ∑i fi Pi and G =
∑
i gi Qi ,
E(F |G) =
∑
i
∑
j
f j E(Pj Qi)
E(Qi)
Qi (7)
which is itself an observable as in the classical case, interpreted
as the best estimate (in the least mean square sense) of F
given G . Note that these are not even ‘quantum analogues’
of classical concepts—these are entirely classical operations.
We can obtain these expressions by writing the commuting set
of events in the diagonal basis, transforming to the classical
picture, applying the classical operation, and transforming
back to the quantum picture in the original basis.
What makes quantum probability different from classical
probability is the existence of noncommuting observables.
For events or observables that do not commute the classical
probabilistic concepts do not make any sense: for example,
the joint probability of P, Q with [P, Q] = 0 cannot be
unambiguously defined as E(P Q) = E(Q P). Similarly,
E(F |G) cannot be defined for [F, G] = 0. Hence we do
not allow simultaneous measurement or statistical inference
of noncommuting observables. The fact that noncommuting
observables are inherent to quantum models restricts the
amount of information that can be obtained from the system
by measurement.
Once we have fixed a commuting family of observables
to measure, however, the measurement process is reduced to
straightforward application of classical probability theory. In
particular, even if we are interested in modelling a pair of
observables F and G that do not commute, we can still perform
statistical inference as long as both observables commute with
the observation H . After all, by equation (7), E(F |H) and
E(G|H) commute and can hence be measured simultaneously,
even though F and G do not commute. We will repeatedly
exploit this fact throughout this article.
To illustrate these ideas, consider the example of a single
spin- 12 atom, and suppose we are interested in controlling
the spin observables (Pauli matrices) σx , σy, σz . We run into
problems if we try to directly measure σz , as this does not
commute with σx and σy . Because the best estimate of σx or
σy with respect to σz is undefined, it is unclear in what sense
one could control σx and σy if we keep observing σz .
We have already hinted at the solution to this problem:
we must observe a fourth observable X that commutes with
σx , σy, σz . Then all three conditional expectations are well
defined. A famous example of this procedure is the Stern–
Gerlach apparatus: in this case the atom passes through a
strong magnetic gradient which correlates the spin observables
σx,y,z with the spatial position X of the atom. By measuring
X , which commutes with σx,y,z , we can form best estimates
of the latter three observables, and thus at least conceptually
these can be controlled.
In practice the Stern–Gerlach device is not a good system
for controlling the spin, as the observable X is a different degree
of freedom of the same atom that carries the spin. When the
atom hits the screen, enacting a measurement of X , the atom is
effectively destroyed and there is no point in updating the spin
state for further control. The approach we take in this article
is a realistic, though conceptually identical, version of this
example. Instead of coupling the atomic spin to the atomic
position, the spin interacts with an external electromagnetic
field. Even though photodetection of the field is destructive
this will not affect the atom itself.
The quantum state is an object that associates an
expectation to the relevant set of observables. We refrain
from defining the quantum state as the density matrix ρ. The
properties that any expectation map must obey imply that we
can always find a density matrix ρ such that the expectation
can be expressed as EF = Tr[ρF] for the relevant set of
observables F . What this relevant set is, however, depends
on the context.
To illustrate this subtle distinction let us consider again
the Stern–Gerlach example. Before conditioning we consider
the four observables σx,y,z and X . Hence we naturally express
the state as a density matrix on Hs ⊗Hq , the tensor product of
the atomic spin and position Hilbert spaces. However, we can
only condition observables on X that commute with X . Hence
after conditioning a spin-position density matrix is no longer
meaningful, as many observables on the position Hilbert space
(for example, momentum) will have an undefined conditional
expectation1.
To find the natural state after conditioning, recall that
E(σx,y,z|X) all commute. Hence we can describe them as
classical random variables sx,y,z(ω) on some probability space
. To express the state as a density matrix, then, we must also
make it random: we define ρ(ω) on Hs through sx,y,z(ω) =
Tr[ρ(ω)σx,y,z]. This conforms to the intuitive idea that, after
measurement, the conditional state is itself a classical random
variable, where  is simply the set of possible outcomes of X .
It also highlights, however, that in order to talk sensibly about
state preparation we must carefully select which observables
we wish to specify. Though the ‘dual’ description in terms of
a density matrix is often more economical, we will often find
it both conceptually and technically simpler to obtain results
by considering conditional expectations to be observables on
Hs ⊗Hq .
The three methods of state preparation discussed in the
previous section carry over directly to the quantum case.
All these methods have been discussed to various extent
in the literature; references to their various experimental
implementations will be given in section 5. The first method
corresponds to designing a Hamiltonian whose time evolution
generates the desired state. The drawback of this method is
that such a Hamiltonian may be highly nonlinear and difficult
to engineer in practice.
The second method corresponds to conditioning. As we
saw in the example above, to do this we must ‘open’ the system
by introducing another observable. We emphasize, however,
that there is no physical ‘collapse’ associated to the actual
measurement: we just use classical conditioning to update
our state of knowledge. The drawback of this method is that
1 Of course if we were interested in both position and momentum, we could
couple to yet another observable that commutes with σx ,y,z as well as position
and momentum. This way we move further and further down the ‘Heisenberg
chain’. Ultimately, however, we have to make an observation, which will rule
out some incompatible observables.
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the outcome of the measurement is random and will not always
result in the desired state; particularly in cases where the state
is prepared with low probability, this may not be a desirable
option.
The third method, which is the main topic of this article,
is that of conditioning with feedback. The advantage of
such a method is that it can be implemented with simple
Hamiltonians, while it does not suffer from the indeterminism
of pure conditioning. The method can also be more robust than
simple Hamiltonian evolution, as it is not as sensitive to, for
example, timing errors or precise knowledge of experimental
parameters [65, 70]. However, successful implementation of
such a method requires sensitive, continuous-time quantum-
limited measurements and fast in-line signal processing,
techniques that have only recently become available.
We separate the development of quantum feedback control
into three parts. In order to interpret the measurement current
and feedback we must develop a physical model of the system
and its interaction with the environment. This first step, the
physical modelling step, embodies the ‘physical content’ of the
problem. In the second step we condition the system dynamics
based on an observation of the environment. This statistical
inference step is, as we have discussed, entirely classical in
nature. The third step is the control problem, finding a control
law that will prepare the desired state. In the following sections
we consider each of these problems separately.
Note that all the constructions in this section can be
generalized to infinite-dimensional Hilbert spaces in the
quantum case, and to infinite or continuous  in the classical
case. However, a rigorous discussion of the associated
mathematics is beyond the scope of this article. Though
conceptually the finite and infinite cases are very similar,
we will need to extend the finite techniques somewhat in
section 4.2 in order to deal with continuous systems. For lucid
introductions to the general theories of classical and quantum
probability we refer to [75] and [53], respectively.
3. The physical model: from QED to stochastic
equations
In this section we will describe a microscopic model for the
class of systems we consider. The model consists of an atomic
ensemble coupled weakly to an external electromagnetic field
which is ultimately detected.
3.1. System model from quantum electrodynamics
It is well known from quantum electrodynamics [13, 54] that
the observable for the free electric field is given by
E(r, t) =
√
h¯
(2π)3ε0
∑
s
∫ √
ω
2
(iak,sεk,sei(k·r−ωt) + h.c.) d3k
(8)
where ω = c|k|, εk,s are polarization vectors and ak,s are
plane wave (Fourier) mode annihilation operators that satisfy
the commutation relations [ak,s, a†k′,s′ ] = δ3(k − k′)δss′ .
We assume that the atomic ensemble (centred at the origin)
interacts with the field predominantly through its collective
dipole moment; i.e., the interaction Hamiltonian will be of the
form HI(t) = −d(t)·E(0, t) where d(t) is the ensemble dipole
 single
freq. ω0
strong drive
(semiclass.)
strong drive
(a)
(b)
3D plane wave modes
1D plane wave modes
vacuum input
scattered field
Figure 1. (a) Schematic diagram of the full interaction Hamiltonian,
where all plane wave modes in three dimensions interact with an
atomic ensemble. One of the incoming modes is coherently excited
with frequency ω0 and large amplitude; the coherent excitation
scatters mainly in the forward direction. The remaining incoming
modes are in the vacuum state and drive spontaneous emission.
(b) Simplified one-dimensional model, where plane waves are
scattered off a single-mode cavity in one direction only. The strong
driving field is treated semiclassically and coherently excites the
cavity mode, which has frequency ω0. Spontaneous emission can be
added to the model in a phenomenological manner.
operator. In practice there will be some ultraviolet cutoff,
which we can obtain for example by averaging the electric field
over the volume of the cloud of atoms instead of evaluating it
at the origin. We will write
E(+)(r, t) = [E(−)(r, t)]† =
∑
s
∫
g(k)ak,sεk,sei(k·r−ωt) d3k
(9)
where E = i(E(+) − E(−)) and g(k) is the mode function.
For example, g(k) ∝ √ωe−dω2 if we average E over a spatial
Gaussian distribution.
The full interaction is sketched in cartoon form in
figure 1(a). The atomic ensemble interacts through its dipole
moment with all plane wave modes in three dimensions.
A strong, focused laser beam at frequency ω0 is modelled
by bringing the corresponding modes into a large-amplitude
coherent state. The drive is scattered predominantly in the
forward direction, and is ultimately detected. The remaining
modes are in the vacuum state and drive spontaneous emission
of the ensemble in all directions. This essentially complete
description of the interaction embodies all the physics of the
problem, and thus allows one to predict quantities such as
the spontaneous emission rate. The full picture is also very
complicated, however, as it requires a detailed analysis of the
atomic structure, a partitioning of the field into observed and
unobserved modes, etc. Such an analysis is beyond the scope
of this article.
Instead, we will investigate a highly simplified model
(figure 1(b)) that is widely used in quantum optics [27, 78, 83].
To justify such a model, we claim that most of the interesting
physics occurs in the direction of the driving laser, as most of
the light is scattered forward and observed in this direction.
Hence we can approximate the system by a one-dimensional
model where only the forward modes are treated exactly and the
strong drive is treated semiclassically. Spontaneous emission
into the eliminated modes is unobserved, and hence we
could include it phenomenologically by adding decoherence.
Finally, to simplify the interaction with the ensemble, we place
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the ensemble into a leaky single-mode cavity. This allows us
to treat the interaction between the ensemble and the field for a
single frequency only, that of the cavity mode, which is chosen
to be at the laser driving frequency ω0. The cavity dynamics
is then adiabatically eliminated to give an effective interaction
between the ensemble and the external field.
Let us systematically work out this simplified model. We
begin by treating the one-dimensional external field that is
ultimately detected. We can obtain an expression for the
field by integrating equation (8) over a transverse area [27],
or alternatively by directly quantizing the wave equation in
one dimension [78]. We obtain
E(z, t) =
√
h¯
2πε0c
∫ ∞
0
√
ω
2
(iaωe−iω(t−z/c) + h.c.) dω (10)
for the electric field intensity in a single polarization state (we
will assume polarized light), where [aω, a†ω′ ] = δ(ω − ω′).
The annihilators aω correspond to plane wave modes in the
z-direction, k = (ω/c)zˆ, where positive z is defined to be on
the left in figure 1. Thus the field for z < 0 is propagating
towards the cavity mirror in time, whereas z > 0 propagates
away from the mirror. In practice the cavity mirror will reverse
the propagation direction, so we can reinterpret z > 0 as
the component of the field propagating toward the detector,
whereas z < 0 is the incident part of the field2.
We now introduce the cavity mode with annihilation
operator b(t) = be−iω0 t . The interaction Hamiltonian between
the cavity mode and the external field is given by
HCF = h¯
∫ ∞
0
κ(ω)(ia†ωbei(ω−ω0)t + ia†ωb†ei(ω+ω0)t + h.c.) dω
= ih¯(b(t) + b(t)†)(E (−)(0, t) − E (+)(0, t)) (11)
where we have used
E (+)(z, t) = [E (−)(z, t)]† =
∫ ∞
0
κ(ω)aωe
−iω(t−z/c) dω.
(12)
Here κ(ω) does not only depend on the external field but also
on the frequency-dependent transmission of the cavity mirror,
and is unitless. An interaction Hamiltonian of this form can
be obtained from the QED Hamiltonian by expanding it into
‘quasi-modes’ corresponding to either inside or outside the
cavity; see [15].
We will briefly describe the remaining Hamiltonians. The
interaction Hamiltonian of the cavity mode with a resonant
classical drive is given by
HD = h¯E(b + b†) (13)
where E is the drive amplitude. Spontaneous emission
is treated by introducing another field E˜ with annihilation
operators cω, called the side channel, and adding another
Hamiltonian H⊥ = −d(t)E˜(0, t) where d(t) is an atomic
dipole operator. Unlike the forward channel E , which we will
ultimately observe, the side channel is left unobserved. This is
a simple but effective way to model the partitioning of the full
2 In a full three-dimensional description the cavity mirror would be modelled
by an interaction Hamiltonian that scatters into the backward propagating
modes with terms such as a†−kak. In the one-dimensional case, however, we
can simply absorb this reflection into the definition of the field.
three-dimensional field E(r, t) into observed and unobserved
modes.
The atomic Hamiltonian HA and the ensemble–cavity
mode interaction HAC are more variable, as they depend on the
structure of the atoms in the ensemble. In particular, we get
drastically different behaviour when the atoms have a transition
that is resonant with the cavity mode than in the far detuned
case. We will consider a specific example in section 3.3.
3.2. Quantum noise and the Markov limit
The discussion in the previous section was based entirely
on ‘mechanical’ arguments; i.e., the electric field emerged
naturally by quantization of Maxwell’s equations and the
dipole coupling to matter. Any physical model ultimately
has its roots in this level of description. However, we have
already discussed that the foundations of quantum theory are
essentially a glorified probability theory, where any observable
is equivalent to a random variable on some probability space.
As we will be interested in observations of the field, it is
essential to make the connection between the physical model
and its manifestation as a (quantum) probabilistic dynamical
system.
We can consider equation (12) as the Fourier transform
of the operator distribution κ(ω)θ(ω)aω, where θ is the step
function. We will always take the incoming field to be in the
vacuum state as in figure 1. Each aω can be thought of as an
independent quantum ‘complex Gaussian’ random variable, in
the sense that its ‘real’ and ‘imaginary’ parts aω +a†ω and ia†ω −
iaω are precisely Gaussian random variables. Hence E (+)(0, t)
will be some sort of quantum complex Gaussian noise. Note
that the two quadratures E (+) + E (−) and iE (−) − iE (+) do
not commute, so we cannot interpret E (+)(0, t) as a classical
complex noise. We would now like to consider the Heisenberg
equation (in the interaction picture with respect to the field
dynamics)
˙Xt = ih¯ [H⊥ + HA + HAC + HD + HCF(t), Xt ] (14)
as being driven by the noise iE (−) − iE (+), together with
an observation of the field which need not commute with
the driving noise. Then the statistical inference step can
be formulated as finding the best estimate of the noisy time
evolution of atomic observables given noisy observations of
the field.
Similar problems have been studied in classical
probability for about a century, and the main lessons learned
there appear to carry over to the quantum case. In particular:
(i) Statistical inference of continuous-time processes is
essentially intractable unless we approximate the noise
process by a white noise. In this case, the time evolution
of the system is Markovian [60] (i.e., the distribution of
future system states depends only on the present state and
not on past history) and statistical inference is described by
the elegant theory of Markov nonlinear filtering [16, 51].
(ii) Dealing with white noise directly is possible, but the
resulting theory is very technical due to the fact that white
noise is an extremely singular object [35, 43, 45]. It is
much easier to build a theory from a Wiener process, the
integral of white noise, which is at least continuous [60].
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We fill follow a similar program below for quantum systems;
i.e., we will first find a Markov approximation of the full field-
theoretic model described previously, then develop a theory of
quantum Markov filtering.
Before we embark on this path, it should be mentioned
that the problem with coloured noise takes on an even more
severe form in the quantum case. In the classical case the
problem is mainly technical; there is no conceptual problem
associated to statistical inference with coloured noise, but
it is not possible to obtain filtering equations in a recursive
form [14]. In the quantum case, however, it is not even clear
what we mean by an observation of coloured noise, let alone the
associated statistical inference problem, as the field operators
may not commute with themselves at different times or with
the system [25]. There is as yet no satisfactory solution to this
problem; in particular, a satisfactory theory of quantum non-
Markovian continuous measurement has yet to be developed.
As we will see, however, these problems do not appear in the
Markov case.
3.2.1. Classical and quantum stochastic differential equations.
Let us briefly review the classical concept of a stochastic
differential equation (SDE) [60]. We denote by Wt a one-
dimensional Wiener process. It is defined on a probability
space  where each ω ∈  corresponds to a single sample
path {Wt (ω)} of the Wiener process. Heuristically the time
derivative ˙Wt would be white noise, so we wish to give meaning
to a differential equation of the form
d
dt
Xt (ω) = f (Xt (ω)) + σ(Xt (ω))dWt (ω)dt . (15)
However, this equation makes no mathematical sense as Wt is
differentiable with probability zero. The solution is to rewrite
it as an integral equation
Xt = X0 +
∫ t
0
f (Xs) ds +
∫ t
0
σ(Xs) dWs (16)
and then to define the stochastic integral. As a notational
analogy with ordinary differential equations we will also write
dXt = f (Xt ) dt + σ(Xt ) dWt (17)
which is equivalent to (16) by definition.
Itoˆ defined a stochastic integral in the following way:
∫ tn
t0
fs dWs = lim|ti+1−ti |→0
n−1∑
k=0
ftk (Wtk+1 − Wtk ). (18)
Precisely in which sense the limit is taken is a central
construction in Itoˆ’s theory which we gloss over. A different
definition, due to Stratonovich, is
∫ tn
t0
fs ◦ dWs = lim|ti+1−ti |→0
n−1∑
k=0
1
2 ( ftk+1 + ftk )(Wtk+1 −Wtk ). (19)
It is a signature of the singularity of the problem that these
two integrals do not give the same answer; such integrals
would necessarily be the same if we could interpret them in
the Riemann–Stieltjes sense. It is now ambiguous, however,
how we should interpret equation (16).
A major difference between the two integrals is their
transformation property. Ordinary Riemann–Stieltjes integrals
obey the Leibnitz rule d(Xt Yt) = Yt dXt + Xt dYt (we use
the shorthand notation of equation (17)). It turns out that
this property is also obeyed by the Stratonovich integral (19).
The Itoˆ integral, on the other hand, obeys the modified
transformation property d(Xt Yt) = Yt dXt + Xt dYt + dXt dYt ,
where we use the Itoˆ rules dW 2t = dt , dt2 = dWt dt = 0 to
evaluate the rightmost term. Similarly, the Itoˆ transformation
rule for arbitrary functions becomes
dg(Xt ) = g′(Xt) dXt + 12 g′′(Xt) dX2t . (20)
Note how the shorthand notation of equation (17) allows us to
express these deep results in a compact way. The power of the
Itoˆ calculus lies in the fact that complicated transformations
can be performed using only simple symbolic manipulations.
The fact that the Stratonovich integral obeys the Leibnitz
rule suggests that physical systems should be described by a
Stratonovich SDE; after all, if we take a physical system with
a smooth driving force, and add some noise to this force, we
do not expect the transformation properties of the system to
change. We will investigate this further in the next section.
On the other hand, the Itoˆ integral has the nice property
that its expectation vanishes3, which suggests that Itoˆ SDEs
are natural from the point of view of statistical inference.
Fortunately we can have it both ways, as there is a conversion
formula between Itoˆ and Stratonovich SDEs: the solution of
dXt = f (Xt) dt + σ(Xt)◦ dWt is equivalent to the solution of
dXt = f (Xt ) dt + 12σ(Xt ) · ∇σ(Xt ) dt + σ(Xt ) dWt . (21)
We see that in the mean, the Stratonovich noise results in
an effective drift. This additional term is known as the Itoˆ
correction.
Let us return to the quantum case. Define
at = 1√
2π
∫ ∞
−∞
aωe
−iωt dω (22)
where we have extended aω to negative frequencies. In
the vacuum state, the two quadratures xt = at + a†t and
yt = iat − ia†t have zero mean and delta-correlated covariance;
for example, Ext = 0 and E[xt xs ] = E[at a†s ] = δ(t − s).
Moreover, it is easily verified that [xt , xs ] = 0 for t = s
(and similarly for yt ); this is important, as it means that
we can interpret xt as a classical random process. Indeed,
following the procedure of section 2.2, we can simultaneously
diagonalize the operators xt at all times and transform to a
classical probability space. We find that both xt and yt are
entirely identical to classical white noise. We will thus call the
field at quantum white noise.
Note that the noise E (+)(0, t) that drives equation (14) is
not white. However, if the system response has a sufficiently
narrow bandwidth we would expect the noise to ‘look’ white
on the slow timescale of the system, as κ(ω) is locally
flat. Equation (22), and the associated introduction of
negative frequencies, should be seen purely as a mathematical
3 The Itoˆ integral is only defined for nonanticipative integrands, i.e., ft must
be independent from any increment Wt2 − Wt1 with t2 > t1  t . It follows
immediately from (18) that the integral has vanishing expectation.
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construction that corresponds to noncommutative white noise.
In the next section we will make these ideas more precise
by showing in what sense the physical model (14) can be
approximated using noises of this form.
We now proceed as in the classical case. Define the
quantum Wiener process
At =
∫ t
0
at dt. (23)
We can now introduce the quantum Itoˆ integral [10, 26, 37, 55]
∫ tn
t0
Xs dAs = lim|ti+1−ti |→0
n−1∑
k=0
Xtk (Atk+1 − Atk ) (24)
for nonanticipative Xt (i.e., Xt is independent of any increment
Au − Av , u > v  t .) It immediately follows that the integral
has vanishing expectation in the vacuum state. Moreover, as
Xtk is independent from Atk+1 − Atk , the process and increment
commute: hence Xt dAt = dAt Xt . The quantum Itoˆ rules are
dAt dA†t = dt , dAt dt = dA†t dAt = dA2t = 0.
Similarly, we can define a quantum Stratonovich
integral [26, 31, 32]
∫ tn
t0
Xs ◦ dAs = lim|ti+1−ti |→0
n−1∑
k=0
1
2 (Xtk+1 + Xtk )(Atk+1 − Atk ) (25)
which obeys the Leibnitz rule but does not have vanishing
expectation. Additionally, in this case Xt does not commute
with the noise increment, so Xt ◦ dAt and dAt ◦ Xt are two
distinct forms of the Stratonovich integral.
Note that the above discussion is entirely heuristic;
the mathematical objects we are using are extremely
singular and require careful definition. The quantum Itoˆ
theory was introduced in a rigorous way by Hudson and
Parthasarathy [37]; a more heuristic treatment can be found in
Gardiner and Collett [26]. More recently the relations between
the quantum Itoˆ, Stratonovich and white noise formalisms were
investigated by Gough [31, 32]. We refer to these references
for a detailed treatment.
3.2.2. The Wong–Zakai theorem and the Markov limit.
Mathematically, (quantum) stochastic differential equations
are rather peculiar objects—strictly speaking they are not even
differential equations, but integral equations. Nonetheless,
SDEs are widely used to model physical phenomena. The
reason that this is so successful stems from an important result,
originally due to Wong and Zakai [82], which can be stated as
follows. Suppose we have an ordinary differential equation of
the form
dxλ(t)
dt
= f (xλ(t)) + σ(xλ(t))ξ λ(t) (26)
where ξλ(t) is some piecewise smooth random process that
converges to white noise in some appropriate sense as λ → 0.
Then the solution xλ(t) of equation (26) converges as λ → 0
to the solution of
dXt = f (Xt ) dt + σ(Xt ) ◦ dWt . (27)
This result tells us that the behaviour of a ‘real’ physical system
is well approximated by the solution of an SDE as long as the
noise is sufficiently wideband. Additionally our notion that
physical systems are well described by Stratonovich equations
is now rigorously justified. In the remainder of this section
we will give a simple introduction to the quantum analogue of
the Wong–Zakai procedure. For a rigorous treatment, we refer
to [1, 33].
As a first step we partition our system into fast and slow
timescales. The electromagnetic noise and the high-frequency
oscillation of the cavity mode operate on the fast timescale,
whereas the driving field and the coupling to the atoms operate
on a much slower timescale. In order to study the Wong–Zakai
limit we completely ignore the slow interactions by turning
them off—a very good approximation if the correlation time
of the noise is short. This is equivalent to the assumptions
mentioned in the previous section: a short correlation time
implies that κ(ω) is slowly varying, whereas ignoring the slow
interactions assumes that these do not significantly shift the
resonance frequency of the cavity.
What remains is the fast dynamics, which we write in
propagator form
dUt
dt
= − i
h¯
HCFUt = (b(t)+b(t)†)(E (−)(0, t)−E (+)(0, t))Ut .
(28)
The key physical assumption we must make to obtain the white
noise limit is that the cavity is weakly coupled to the external
field. Naively one would expect that we could implement this
limit by solving the equation dUt/dt = −iλHCFUt/h¯ and then
taking the limit λ → 0. This clearly does not work, however,
as this would just turn off the interaction between the cavity and
the field. The problem is that λ not only changes the coupling
strength, but also the timescale of the interaction dynamics.
The effect that we are trying to capture in the weak
coupling limit is not a precise description of fast dynamics, but
the effective contribution of the noise to the slow dynamics. We
saw in the classical case, equation (21), that the noise causes an
effective drift in the system dynamics. If we replace σ(x) →
λσ(x), we infer from (21) that this drift occurs on a timescale
t/λ2. This suggests what we can make the substitution
HCF → λHCF and let λ → 0, but we will only obtain
the weak coupling limit if we simultaneously rescale time as
t → t/λ2. This idea was originally suggested in the context of
classical stochastic approximations by Stratonovich [67] and
was introduced independently in the physics literature by Van
Hove [72].
After performing these rescalings we obtain
dUλt
dt
= 1
λ
[
b
(
t
λ2
)
+ b†
(
t
λ2
)][
E (−)
(
0,
t
λ2
)
− E (+)
(
0,
t
λ2
)]
Uλt
= [a†λ(t)b + a˜†λ(t)b† − aλ(t)b† − a˜λ(t)b]Uλt . (29)
Let us investigate the behaviour of the rescaled noise
aλ(t) = 1
λ
∫ ∞
0
κ(ω) aωe
−i(ω−ω0)t/λ2 dω (30)
as λ → 0. In particular, we obtain for the correlation function
E[aλ(t)a†λ(s)]
= 1
λ2
∫ ∞
0
κ(ω)2e−i(ω−ω0)(t−s)/λ
2 dω λ→0−→ γ ′δ(t − s) (31)
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withγ ′ = 2πκ(ω0)2, where we have used limλ→0 e−iωt/λ2/λ2 =
2πδ(ω)δ(t) (in the sense of Schwartz distributions). Hence in
the weak coupling limit the resonant terms converge to white
noise driving terms. However, for the rescaled noise
a˜λ(t) = 1
λ
∫ ∞
0
κ(ω)aωe
−i(ω+ω0)t/λ2 dω (32)
we obtain
E[a˜λ(t)a˜†λ(s)] =
1
λ2
∫ ∞
0
κ(ω)2e−i(ω+ω0)(t−s)/λ
2 dω λ→0−→ 0.
(33)
Hence the nonresonant terms vanish in the weak coupling limit.
We see that the weak coupling limit gives us the commonly
used rotating wave approximation for free.
Studying the convergence of Uλt is more complicated, but
can be performed by investigating the convergence of each term
in the associated Dyson series [1, 33]. The result is, however,
not surprising: equation (29) converges to the Stratonovich
equation [31, 32]
dUt =
√
γ ′
[
dA†t ◦ bUt − dAt ◦ b†Ut
] (34)
which is essentially the quantum version of the Wong–Zakai
theorem [33]. We can equivalently express the result in the Itoˆ
form as
dUt =
[√
γ ′b dA†t −
√
γ ′b† dAt − 12γ ′b†b dt
]
Ut (35)
where an Itoˆ correction term emerges as in the classical case.
In addition to the emerging quantum stochastic equation,
a detailed treatment of the quantum Wong–Zakai limit usually
results in an additional small energy shift to the system
Hamiltonian [1, 33]. This energy shift can be normalized away
by a proper choice of the system Hamiltonian.
3.3. Example: spins with dispersive coupling
Now that we have made a Markovian approximation to the
interaction, it remains to add the slow dynamics back in. We
do this simply by adding the corresponding Hamiltonians.
As discussed before, spontaneous emission is modelled by
coupling the atoms directly to an unobserved field E˜ through
their dipole moment d(t) = σe−iωd t + σ †eiωd t (here σ is an
atomic decay operator and ωd is the dipole rotation frequency).
Through a similar analysis as the one performed above, we
obtain our complete physical model:
dUt =
[
√
γ ′b dA†t −
√
γ ′b† dAt +
√
γ⊥σ d A˜†t −
√
γ⊥σ †d A˜t
− 12γ ′b†b dt − 12γ⊥σ †σ dt
− i
h¯
(HA + HAC + HD) dt
]
Ut . (36)
Before we specialize to the particular model that will be used
in the remainder of the paper, let us digress for a moment
and calculate the Heisenberg evolution Xt = U †t XUt of an
arbitrary observable X of the atom or cavity mode, as expressed
symbolically in equation (14). Using the quantum Itoˆ rules we
easily obtain
dXt = ih¯ [HA + HAC + HD, Xt ] dt
+ γ ′Lbt Xt dt + γ⊥Lσt Xt dt +
√
γ ′[b†t , Xt ] dAt
+
√
γ ′[Xt , bt ] dA†t +
√
γ⊥[σ †t , Xt ] d A˜t
+
√
γ⊥[Xt , σt ] d A˜†t (37)
where Lc X = c† Xc − 12 (c†cX + Xc†c) is the well-known
Lindblad term. As the expectations of Itoˆ integrals vanish,
clearly averaging away the noise terms (‘tracing over the bath’)
results in a Lindblad-type master equation in the Heisenberg
picture, which is ubiquitous in the description of quantum
open systems (see for example [26]). In the language of
quantum probability, the unitary solution Ut of the quantum Itoˆ
equation provides a unitary dilation of the associated Lindblad
equation [36].
We now introduce a highly simplified model of an atomic
ensemble interacting with an electromagnetic field [69, 70].
Consider an atomic ensemble consisting of a set of N atoms
with a degenerate two-level ground state. We will assume that
all atomic transitions are far detuned from the cavity resonance,
so the interaction between the atoms and the cavity is well
described by the dispersive Hamiltonian HAC = h¯χ Fzb†b
where Fz is the collective dipole moment of the ensemble, i.e.,
it is a spin-N/2 angular momentum operator, and χ determines
the coupling strength. Such a Hamiltonian can be obtained,
for example, by considering the full dipole coupling and then
adiabatically eliminating all the excited states. We furthermore
consider the atomic Hamiltonian HA = h¯Fz + h¯h(t)Fy ,
where  is the atomic detuning and h(t) is the strength of
a magnetic field in the y-direction. The latter will allow us to
apply feedback to the system by varying the external magnetic
field. We obtain
dUt =
[√
γ ′b dA†t −
√
γ ′b† dAt +
√
γ⊥σ d A˜†t −
√
γ⊥σ † d A˜t
− 12γ⊥σ †σ dt − 12γ ′b†b dt − i(Fz + h(t)Fy + χ Fzb†b
+ E(b + b†)) dt]Ut . (38)
Adiabatically eliminating the cavity [19, 24, 74], assuming that
γ ′ and E are sufficiently large so this is a good approximation,
yields
dUt =
[√
γ⊥σ d A˜†t −
√
γ⊥σ † d A˜t +
√
M Fz(dA†t − dAt)
− 12γ⊥σ †σ dt − 12 M F2z dt
− i
(
4χE2
(γ ′)2
+ 
)
Fz dt − ih(t)Fy dt
]
Ut (39)
where M = 16χ2E2/(γ ′)3 is the effective interaction
strength. It is convenient to choose the atomic detuning
 = −4χE2/(γ ′)2, and we will henceforth assume that this
is the case (experimentally we can always fix the detuning by
applying a magnetic field in the z-direction.)
Finally, we will for simplicity neglect spontaneous
emission by setting γ⊥ = 0, a good approximation if γ⊥  M
(in this case the interesting system dynamics takes place long
before spontaneous emission sets in). This gives
dUt =
[√
M Fz(dA†t − dAt) − 12 M F2z dt − ih(t)Fy dt
]
Ut .
(40)
We will use this highly simplified model as an example
throughout the remainder of the article.
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4. Conditioning: classical probability and quantum
filtering
In the previous section we considered in detail the
physical interactions between an atomic ensemble and the
electromagnetic field, which, after many simplifications, were
condensed into equation (40). This expression contains all the
physical dynamics of our model. We now start the second step
in our program, in which we perform statistical inference of
the atomic dynamics based on an observation of the field. Our
approach [71] is inspired by [5, 7].
4.1. Optical detection
Before we can derive a filtering equation we must specify
what measurement is performed. We will consider the case of
(balanced) homodyne detection, which measures a quadrature
of the outgoing field. The principles of this method are
discussed in many textbooks [62, 73] and a continuous time
description in terms of quantum stochastic calculus can be
found in [3]. Homodyne detection has the advantage that
it gives rise to a continuous, Wiener process-type integrated
photocurrent, which is particularly convenient for continuous
time feedback control.
Other types of detection may be convenient in different
situations depending on the experimental setup. For example,
the spin squeezing experiment [30] makes use of polarimetry,
which can be modelled in a very similar way as homodyne
detection. Though photon counting detection also has a
continuous time description in terms of quantum stochastic
calculus, it gives rise to a discrete jump process which is much
less convenient for the purpose of feedback control.
Heuristically, consider equation (40) as being driven by
the white noise at , the ‘derivative’ of At . An ideal wide-
band homodyne detector will measure the field observable
at + a
†
t after the field has interacted with the ensemble; i.e.,
we observe the photocurrent I (t) = U †t (at + a†t )Ut . As usual,
mathematically rigorous results are much more easily obtained
in integrated form; hence we define as our observation the
integrated photocurrent
Yt = U †t (At + A†t )Ut (41)
where I (t) can be considered the ‘derivative’ of Yt . For
a rigorous treatment directly from the quantum stochastic
description we refer to [3].
Finding an explicit expression for Yt is a straightforward
exercise in the use of the quantum Itoˆ rules. From
equations (40) and (41) we directly obtain
dYt = 2
√
MU †t FzUt dt + dAt + dA†t . (42)
Thus clearly homodyne detection of the field provides a
measurement of the system observable Fz(t) corrupted by the
incident field noise.
We will extend our observation model a little further. We
assumed in the above analysis that the detection efficiency is
perfect. In practice there will always be some technical noise
added to the signal, either due to the intrinsic loss mechanisms
in the photodetectors or due to noise in the detection electronics
(for example, amplifier noise). We will model these effects by
the addition of an uncorrelated white noise term dW ′t to the
observation current; i.e.,
dYt = 2
√
MηU †t FzUt dt +
√
η(dAt + dA†t ) +
√
1 − η dW ′t
(43)
where η ∈ (0, 1] determines the relative strength of the
technical noise (η = 1 is perfect detection). We can interpret
the white noise dW ′t as an operator process by embedding it in
a quantum probability space, for example, dW ′t = dBt + dB†t
for some uncorrelated field Bt that does not interact with the
system. Note that we have rescaled the current Yt so that
the total corrupting noise has unit variance, i.e., dY 2t = dt ;
this gives a convenient normalization of the photocurrent.
Experimentally the observed current will have some arbitrary
amplification.
In order to make sense as an observed current Yt must be
a classical stochastic process, i.e., [Yt , Ys] = 0 ∀s = t ; clearly
any sample path recorded in the laboratory is classical. From
equation (43), however, it is not at all obvious that this is the
case. Once again we resort to a heuristic argument which can
be made rigorous in a detailed treatment of quantum stochastic
calculus. Equation (40) implies that the observable at only
interacts with the system at time t . As at is independent from
as when t = s, it follows that U †t asUt = U †s asUs∀t  s.
But then [I (t), I (s)] = U †t [at + a†t , as + a†s ]Ut = 0, as we
have already established that at + a†t is entirely classical white
noise. Hence Yt , the integral of I (t) plus technical noise, is
also a classical stochastic process.
There is another property of the observation, called the
nondemolition property by Belavkin [6], that is essential in
what follows. Let X be some observable of the atomic
ensemble. Then it is easy to show, in exactly the same way
we showed that Yt is a classical process, that [U †t XUt , Ys] =
0 ∀s  t ; i.e., any system observable at time t commutes with
all prior observations. This means, as we saw in section 2.2,
that finding the best estimate of a system observable given all
prior observations is an entirely classical statistical inference
problem. We will find the explicit solution to this problem, the
quantum filtering equation, in the next section.
4.2. The quantum filter
Let us begin by establishing some notation. If X is an
atomic ensemble observable, denote by jt(X) = U †t XUt its
Heisenberg evolution at time t . Using equation (40) and the
quantum Itoˆ rules we easily obtain
d jt(X) = jt(L[X]) dt +
√
M jt([X, Fz])(dA†t − dAt) (44)
where L[X] = ih(t)[Fy, X] + M Fz X Fz − 12 M(F2z X + X F2z ).
We have already established the observation equation
dYt = 2
√
Mη jt(Fz) dt +√η(dAt +dA†t )+
√
1 − η dW ′t . (45)
Together, equations (44) and (45) form the system–observation
pair of our model. Equation (44) describes the time evolution
of any system observable, whereas equation (45) describes the
observed current. The goal of the filtering problem is to find an
expression forπt (X) = E[ jt(X)|Yst ], the (least mean square)
best estimate of the observable X given the prior observations
Yst . An essential point is that the conditional expectations
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πt (X) are guaranteed to be well defined by the nondemolition
property.
Due to the nondemolition property we could in principle
simultaneously diagonalize jt(X) and Ys , s  t for every X ,
drop down to the associated classical probability space, and
calculate the classical conditional expectation πt (X). This
is not a very practical course of action, however, so we will
need a shortcut. Moreover, our description of the conditional
expectation in section 2.1 was rather limited: we only defined
the conditional expectation with respect to one discrete random
variable, whereas Yst is a continuous family of continuous
random variables. To manipulate such continuous quantities
one needs the mathematical machinery of real analysis.
We take the following approach. From the definition
of conditional expectation is section 2.1 we can extract the
following properties.
(i) E[X |Y ] is a function on Y .
(ii) For any random variable Z that is a function of Y , we must
have E[E[X |Y ]Z ] = E[X Z ].
It is easy to see that the definition of section 2.1 implies these
properties, and it is not hard to show that the converse is also
true. In the continuous case we just take these properties as the
definition of conditional expectation. This is precisely the real
analytic definition, where the intuitive idea of being ‘a function
of Y ’ is replaced by the notion of measurability [75].
We are now ready to take our shortcut. By property (1),
πt (X) must be a function of Yst . Introduce the ansatz
dπt (X) = Ct (X) dt + Dt (X) dYt (46)
where Ct (X), Dt (X) are functions of Yst to be determined.
If we can determine Ct and Dt , the filtering problem has been
solved.
To implement property (2) we use the following trick. We
require that
E
[
πt (X)e
∫ t
0 g(s) dYs
] = E[ jt(X)e
∫ t
0 g(s) dYs
] (47)
for any function g(t). The idea behind this is the same as
that of a moment generating function: we can generate any
(analytic) function of Yst by using an appropriate g(t) and
taking derivatives. Hence, if we have proved the relation (47)
then we have essentially satisfied property (2).
What remains is mostly a direct application of the Itoˆ
rules. For convenience we multiply both sides of (47) by
exp(− 12
∫ t
0 g(s)
2 ds). Define
e
g
t = e
∫ t
0 g(s) dYs− 12
∫ t
0 g(s)
2 ds degt = g(t)egt dYt . (48)
It is now straightforward to evaluate
dE[egt πt (X)]
dt
= E[egt (Ct (X) + 2
√
Mη jt(Fz)Dt(X))
+ g(t)egt (Dt (X) + 2
√
Mη jt(Fz)πt (X))] (49)
dE[egt jt(X)]
dt
= E[egt jt(L[X])
+
√
Mηg(t)egt jt(Fz X + X Fz)]. (50)
We now invoke equation (47) and attempt to find Ct (X), Dt(X)
by comparing (49) and (50) term by term. We run into a snag,
however, as a naive comparison would yield Ct and Dt in terms
of jt(Fz), etc, which are not functions of Yst . Fortunately we
can use property (2) of conditional expectations to change all
the jt terms in (49) and (50) to the corresponding πt terms
(E[ jt(·)] = E[πt(·)], etc). This gives immediately
dπt (X) = πt (L[X]) dt +
√
Mη(πt (Fz X + X Fz)
− 2πt (Fz)πt (X))(dYt − 2
√
Mη πt (Fz) dt) (51)
which is the quantum filtering equation for our model.
It is instructive to recall the example of section 2.2. There a
simple filtering scenario was constructed by coupling a spin to a
commuting observable, then conditioning the spin observables
on the commuting observable. This gave rise to a set of
classical random variables, representing the conditioned spin
observables. Similarly, we have coupled an atomic ensemble
to an optical mode and conditioned the atomic observables
on a homodyne measurement in the field. This gave rise
to a classical Itoˆ equation (51) for the conditioned atomic
observables, driven by the observations Yt .
As in section 2.2, we will find it useful to represent the
filter in its adjoint (density) form. To this end, we define the
conditional atomic density matrix ρt as the random matrix that
satisfies πt(X) = Tr[ρt X]. Equation (51) gives
dρt = −ih(t)[Fy, ρt ] dt + MD[Fz ]ρt dt +
√
MηH[Fz]ρt dWt
(52)
where we have used the notation
D[c]ρ ≡ cρc† − (c†cρ + ρc†c)/2 (53)
H[c]ρ ≡ cρ + ρc† − Tr[(c + c†)ρ]ρ (54)
and we have defined the innovations process
dWt = dYt − 2
√
Mη Tr[ρt Fz] dt. (55)
An important result in filtering theory is that the innovations
process Wt is in fact a Wiener process [6, 12]. Though we have
not introduced sufficient technical machinery to prove this fact,
we can give a simple interpretation. We can write Wt in the
form
dWt = 2
√
Mη( jt(Fz) − πt(Fz)) dt
+
√
η(dAt + dA†t ) +
√
1 − η dW ′t . (56)
This expression consists of two parts: the last two terms are
white noise terms, whereas the first term is the difference
between an atomic observable and our best estimate of
that observable, i.e., it represents the new information (the
‘innovation’) contained in the measurement.
4.3. Conditional spin dynamics
Before we add control to the picture it is interesting to take a
look at the open-loop properties of the filtering equation (52),
i.e., without feedback, by setting h(t) = 0. The equation
propagates a density matrix, defined as the adjoint of a
set of classical conditional expectations, which carries the
interpretation of the ‘statistically inferred’ density matrix of
the ensemble given the observations in the probe field. One
might wonder how such a picture is related to the traditional
picture of quantum measurements.
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Figure 2. (a) Time evolution of the conditional state from a coherent spin state at t = 0 to an eigenstate at long times. The graph shows the
population of each Fz eigenstate. (b) 100 sample paths of πt(Fz), with M = η = 1. The dark line is the sample path shown in (a), resulting
in mz = 1. Von Neumann projection is clearly visible at long times.
To illustrate the filtering process we have simulated
equation (52) for a spin F = 5 ensemble (for example, 10 two-
level atoms) [66]. Such simulations are highly simplified by
the fact that the innovations process is a Wiener process. This
means that we do not have to simulate the full quantum-
mechanical model, equations (44) and (45), to obtain a
photocurrent Yt to drive (52). Instead, we just plug in a
Wiener process for the innovations, for which straightforward
numerical methods are available. The results are shown in
figure 2.
At long times the conditional state is clearly driven to one
of the eigenstates of Fz , i.e., Dicke states [17], just as predicted
by the Von Neumann projection postulate. In fact, it can be
rigorously proved that the t → ∞ limit of equation (52) is
exactly identical to the projection postulate, i.e., the probability
of collapse onto each eigenstate is predicted correctly by the
filtering equation [2, 66, 71].
Note that we have not previously mentioned the projection
postulate in this article. As this result follows from our
theory we do not need to postulate it: instead, we have
‘derived’ it using quantum dynamics and classical statistics4.
In some sense the filtering process exposes the anatomy
of a quantum measurement. We have explicitly modelled
the coupling between the probe field and the system under
measurement, equation (44), and we considered separately
a step that involved purely the gain of information. Both
processes conspire to bring about the traditional projection of
the system state in the long time limit.
At intermediate times, t < ∞, the conditional state
gradually collapses onto the Fz eigenstates. This process, for
a single sample path, is shown in figure 2(a). Whereas a Von
Neumann measurement would take the state discontinuously
from the initial state to the final collapsed state, the
filtering process continuously narrows the distribution over the
4 The reader should not get the impression, however, that we have now
reduced all the peculiarities of quantum measurement to pure classical
probability. In particular, we cannot derive why the measurement of an
observable rules out the measurement of noncommuting observables, which
has no counterpart in classical probability. Only the conditioning, which takes
place after a measurement has been performed and the measurement result
has been obtained, can be given a purely classical interpretation in this way
as a statistical inference procedure. On the other hand, the ‘back action’ on
the system is caused by the quantum dynamics of the interaction between
the system and the probe, which we have explicitly modelled by a quantum
stochastic differential equation.
eigenstates until only one remains. Aside from giving a more
realistic description of continuous optical measurements, this
description creates an opportunity that has no analogue with
projective measurements: we can interfere with the collapse
process while it is occurring by applying real-time feedback.
Finally, we should remark that not all filtering equations
give rise to Von Neumann-type collapse. For example,
homodyne detection of spontaneously emitted photons, or an
atomic ensemble resonantly interacting with the probe field,
will result in continuous decay of the conditional state into
the ground state. Projective dynamics is obtained in our
case because of the dispersive (off-resonant) interaction of
the ensemble with the probe and the neglect of spontaneous
emission. The latter can be justified, however, if there is a
large separation of time scales between the time of collapse
and the time at which the spontaneous emission sets in. In this
case, the intermediate regime will be very similar to the long
time limit of our model.
The range of dynamics emerging from filtering equations
highlights the need for the separate modelling of the system–
probe interation. Though we have only presented a very
simple model, we have outlined a bottom-up approach in which
the system–probe interaction is modelled from first principles
using quantum electrodynamics. The detailed modelling
of realistic experimental configurations will be invaluable
for quantitative comparison of theoretical predictions and
experimental data [28].
5. Feedback control and quantum state preparation
The intrinsic randomness of quantum measurement should
not dissuade the capable observer from trying to control the
dynamics of a system. In fact, it should do just the opposite.
The inherent uncertainty in observation is the inspiration for
the use of feedback control, and promotes it to the status of
fundamental.
Although the physical constraints imposed by quantum
mechanics are performance limiting, quantum feedback
control problems are well defined and worth pursuing for all
of the same reasons engineers use control on classical systems.
Furthermore, quantum feedback control, while technically
difficult, is simply a branch of traditional control and is
amenable to the techniques developed therein [4, 18, 71].
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Far from introducing an entirely new kind of problem, the
challenges presented here highlight and motivate the extension
of mathematical methods already in development elsewhere.
In this section we begin by discussing the types of
problems and structure encountered in a typical quantum
feedback control scenario, building upon the formalism
developed above. Here we use language from classical
control theory, and discuss the possible application of optimal
and robust control theories to the quantum setting. We
also emphasize experimental constraints which motivate
simplifications of desired controls through model reduction.
Next we demonstrate the utility of feedback in a review
of applications to atomic ensemble experiments. We
finish by focusing on the particular theoretical example
of deterministically preparing a state with continuous
measurement and control.
5.1. Defining feedback control
The term ‘quantum feedback control’ as used in this article
refers to a particular class of problems that should be
distinguished from other types of control with quantum
systems. The class we consider involves the measurement of a
quantum system by interaction with a quantum field. The field
is destructively measured, resulting in a classical measurement
record. That measurement record is then processed and fed
back to Hamiltonian parameters affecting the same system.
The rest of this article is concerned with problems of
this kind. However, it should be noted that there exist
further types of control with this arrangement that we will
not discuss. Aside from actuating Hamiltonian parameters of
the system with feedback, the observer may possess the ability
to adaptively change the measurement itself according to the
measurement record. This leads to different ‘unravellings’ of
the dynamics [79]. By the nature of the measurement, the
ensemble average behaviour of the system will be the same
for any chosen unravelling or adaptive measurement scheme.
Of course, the same will not be true for the average trajectory
behaviour of the system under different Hamiltonian control
laws.
Additionally, there exist completely different types of
control with quantum systems bearing little resemblance to
the measurement techniques discussed here. For instance,
one can imagine doing a type of feedback experiment where,
instead of destructively measuring the ancilla system, it is
returned to interact with the system of interest again, and
possibly repeatedly. For the case of the usual optical ancilla
system, this has been referred to as ‘all-optical feedback’
to distinguish it from the electrical measurement signal
alternatively produced [81]. In certain cases this kind of
‘coherent control’ [52] can achieve state preparation goals
with minimal processing overhead and delay. In the formalism
presented here, one could describe such a process completely
at the quantum stochastic level of section 3.
Finally, the term ‘quantum control’ is also used in the
literature to refer to yet another scenario, with not one system,
but an ensemble of identically prepared systems. Here a
system is driven with a pulse, then the result is measured.
Subsequently, another system is prepared, another pulse is
used to drive it, the result is again measured, and so on. In
between trials, the pulse shape is changed based on the previous
measurements in some algorithmic way to optimize the effect
of the pulse [61]. This procedure is a type of ‘learning control’
and, unlike in the examples we study, no feedback occurs
during the lifetime of an individual system.
5.2. Separation structure
Generally speaking, the control problem consists of finding
a mapping of the measurement record onto the actuation
variables such that some predefined task is achieved. When
stated in this way the problem is very difficult to solve; after
all, when we allow any functional from the photocurrent history
to the control variables, it is hard to know where to start.
Fortunately we can simplify the problem description con-
siderably, using what is sometimes referred to as the separation
principle or the information state approach, originally intro-
duced in classical control theory by Mortensen [57]. The basic
idea behind this approach is that we can never control the sys-
tem more precisely than the precision with which the system
state can be inferred from the observations. In many ways this
is a statement of the obvious: for example, if we know that
the system is controlled to within some bound, then clearly
we can infer that the system state is within that bound. As a
consequence, the best we can do is to control the best estimate
of the system state, i.e., the conditional state.
The advantage of this approach is that we have converted
the output feedback control problem into a state feedback
control problem for the filter. Operationally, we then consider
the filtering equation (52) as our new ‘effective’ dynamical
equation to be controlled, where the feedback h(t) can now be
taken to be a function of the conditional state ρt as opposed
to the measurement record. This is a less constrained problem
than the output feedback problem and is hence often easier
to solve. Control design is further simplified by the fact
that the innovation, equation (55), is white. This means we
can consider equation (52) as an ordinary Itoˆ equation to be
controlled, without separately modelling the statistics of the
photocurrent driving noise.
The structure of the entire control setup, in the context
of the model discussed in the previous sections, is shown
in figure 3. The atomic ensemble and its interaction with
the optical probe field and the magnetic control field was
modelled in section 3. Homodyne detection was the subject
of section 4.1. The photocurrent is processed by a digital
control circuit which produces the feedback signal. Inside
the controller, the ‘whitened’ photocurrent drives the quantum
filter, as described in section 4.2. The control law is a function
of the best estimate of the system state. To design the control
law, however, we only need to consider the ‘internal’ feedback
loop inside the digital circuit. From the controller’s effective
perspective, the only role of the physical experiment is to
provide the innovation dWt , which is white by construction.
5.3. Defining an objective
We have separated the control design into an estimation
problem, which was the subject of section 4.2, and a control
problem. The control problem is undefined, however, until we
state a goal that our controller should achieve.
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Figure 3. Schematic of the entire feedback control problem for an atomic ensemble. On the experimental level an ensemble interacts with a
probe field, as described by equation (44). Homodyne detection gives rise to the photocurrent (45), which is processed by a digital
controller. A magnetic field is used for feedback. On the controller level, the photocurrent drives the quantum filter (51) which updates
recursively the best estimate of the atomic state. The control law is a functional of the current conditional state. The innovations
structure (55) allows the control design to be based directly on the filtering dynamics.
As an example, an experimentalist may want to minimize
some functional of the system and control variables, for
example
C[h(t)] = E
∫ T
0
( jt(F2z ) + µh(t)2) dt (57)
where µ is a parameter that limits the degree that the control
input is applied. To apply the separation principle to this case
we must first convert the cost function C into a form which
is only a function of the filter state. This is straightforward,
however, due to the property E jt(·) = Eπt (·) of conditional
expectations: we obtain
C[h(t)] = E
∫ T
0
(πt (F2z ) + µh(t)2) dt. (58)
As expected, the control goal depends only on the conditional
state, i.e., the filter state is a sufficient statistic for this control
problem.
In principle, the minimization of (58) using the dynamics
of the filtering equation would produce a control law which is
the optimal time-dependent mapping of the conditional state
onto the control parameters. This type of problem is known as
‘optimal control’, and is one of the primary modes of thought
in classical control theory [8, 20, 38]. As is apparent from
equation (52), the general form of the filtering equation is
nonlinear in the state and, as an unfortunate result, the optimal
control solution is extremely difficult to find. Although both
nonlinear and stochastic control theories are well developed
fields classically, there is still much work to be done in their
intersection.
Fortunately, there are alternative methods for gaining
ground on the quantum feedback control problem. First, in
some instances, it is possible to linearize the dynamics of the
filtering equation via moment expansions. In this case, one can
readily adopt ‘LQG’ techniques from classical control [8, 38]
for linear systems (L), a cost function quadratic in linear
observables and control variables as above (Q), and Gaussian
dynamics (G), to solve the problem completely [4, 18, 19, 65].
In any given example, the needed linearization may only work
for particular initial states and limited periods of time, but the
LQG results can still be remarkably far reaching.
Second, we can choose to be less demanding of our
controller, and instead formulate a non-optimal goal. For
instance, suppose we are interested in preparing the quantum
state ρc at long times. The control goal can then be formulated
as find a control law h(t) so that E[ jt(X)] → Tr[Xρc] as t →
∞ for any system observableX . As above, it is easy to see
that the filter state is a sufficient statistic, and hence we can
directly apply the separation principle. In particular, if we can
find a controller that makes ρc a global (stochastically) stable
state for the filter dynamics, the eventual preparation of ρc is
ensured. Although the state might not be prepared as quickly
as is physically possible, it is an accomplishment to know that it
will eventually be prepared with unit probability. Here there is
much work to be done on constructively generating controllers
and methods for proving the stability, but progress has been
made for some simple problems [71].
5.4. Robustness and model reduction
If given the choice between a controller that works optimally
under one set of ideal circumstances and a controller that works
sub-optimally, but adequately, over a wide set of possible
conditions, the wise experimentalist would always choose
the latter. Due to unexpected modelling uncertainties and
exogenous noise sources, the optimal control approach has
the potential to fail catastrophically in realistic environments,
a possibility that has motivated the development of ‘robust
control’ for many years [84]. One could say the reason
experiments are performed at all is to test the robustness of
our model and control design.
The concept of robust control has been extensively studied
in the classical deterministic setting, but the same logic holds
true for quantum applications. Even as quantum technology
reaches its limits, there will always be some degree of non-
intrinsic system uncertainty to which the system should be
robust. Not surprisingly, quantum feedback techniques have
been shown to enable robustness to model uncertainty in
metrology applications [65]. Of course one need not draw
the line too sharply between optimal and robust control, as
there exist types of risk-sensitive optimal quantum control that
inherently consider certain kinds of robustness [39, 40].
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Another practical reason why optimal control may not
be ultimately relevant is that real-time information processing
takes time. Even if the modelling is perfect and there are
no excess noise sources, an optimal controller may not work
due to processing constraints. If the processing delay of the
actual controller is large compared to the relevant timescale of
the filtering dynamics, then another approach will be needed.
Despite the improving performance of programmable logic
devices that might best implement the optimal control, there
are few experiments with slow enough timescales that modern
electronics can be optimally effective at real-time estimation
and control [64].
Clearly it is of significant interest to be able to derive
a controller that works without having to evolve the full
filtering equation in real time. Recognizing this, physicists
have proposed and used controllers for quantum feedback
applications that use a simplified control law which bypasses
the full state estimation. Even more easily, one can sometimes
feed the measurement record directly back to the system with a
gain tailored intelligently in time [69, 77, 80]. However, with
any of these approaches, one must be cognizant of realistic
gain and bandwidth constraints. For example, one cannot
realistically feed pure white noise back into a system, as
this would imply infinite sensor and detection bandwidths.
Although most of the simplified quantum controllers suggested
in the literature have been constructed through more or less
heuristic means, we expect the continuing development of
these techniques to resort to more mathematical notions of
model reduction, where the degree of approximation and its
effect on the feedback performance can be more explicitly
quantified.
5.5. Measurement and feedback in atomic ensembles
When considering systems with the potential for interesting
applications related to quantum information processing, there
exists a natural tendency within many physicists to consider
conceptually simplified systems, for example, a single atom
or ion. While much progress has been made in trapping,
measuring, and controlling single particles, it has also been
realized for some time that the use of atomic ensembles does
not preclude the observation of uniquely quantum effects nor
a simple description. As compared to alternative systems,
ensembles are experimentally convenient and, by the sheer
number of participants, sufficient signal can be generated to
make them powerful in quantum applications, with atomic
clocks being just one prominent example.
Here we consider those experiments where continuous
measurement and feedback have been used to generate
entanglement either within or between atomic ensembles. We
begin by discussing the use of dispersive measurement to
produce a spin-squeezed state in a single ensemble in the short
time limit, and how feedback can be used to make this process
deterministic. We then focus on a particular theoretical limit
where the linear approximation fails, but still highly entangled
eigenstates of the measured Fz can be prepared by using the
more complete filtering equation and an intuitive feedback
law. Finally, we briefly discuss experiments and proposals
involving the creation of entanglement between two ensembles
with and without feedback.
5.5.1. One ensemble. For state preparation with an atomic
ensemble, spin-squeezed state (SSS) [44] is a natural target
states. This collective spin state is internally entangled, simply
characterized by measured moments of the spin-operators, and
useful in metrology tasks [29, 65, 76]. For an ensemble with N
spin- f particles and collective angular momentum operators
Fi , a state is defined as spin-squeezed, and entangled, if5
2 f N〈F2z 〉
〈Fx 〉2 < 1 (59)
where the spin-state is pointing along x so that 〈Fx 〉 = F =
N f and 〈Fy〉 = 〈Fz〉 = 0 [63]. Methods to produce these
states typically begin with an unentangled coherent spin state
(CSS) with all spins exactly polarized along the x-direction
and realizing the equality of the uncertainty relation
〈F2y 〉〈F2z 〉 
h¯2〈Fx 〉2
4
. (60)
For a SSS, the equality is roughly maintained with one
component 〈F2z 〉 squeezed smaller than the CSS value and
the other 〈F2y 〉 anti-squeezed.
There are many ways one can imagine producing
the spin-correlations within the ensemble needed for the
collective state to be squeezed. Examples include using
direct Hamiltonian interactions [63] and also transferring
correlations from an auxiliary system, for example, squeezed
states of light [34, 49, 56]. We shall focus on the production of
spin-squeezed states via dispersive measurement, the effects of
which were originally discussed and demonstrated in [47, 48].
Subsequently, Thomsen, et al [69] proposed a feedback
procedure, discussed below, that used a measurement-based
field rotation to remove the randomness of the measurement
while retaining the desired squeezing effect. Others have
proposed using feedback to an optical pumping beam to
achieve a similar result [56]. It has since been experimentally
demonstrated that using a procedure similar to [69] feedback
can enable the deterministic production of spin-squeezed states
in cold atomic samples [28, 30]. Much work continues in
this direction, in particular towards creating squeezed states
with the Cesium clock transition, which would considerably
improve current atomic clock performance [59].
To understand the conditional preparation of spin-
squeezed states by dispersive measurement, consider the
apparatus in figure 3. As shown above, the filtering equation
is given by equation (52). This equation is only applicable
at long times t  1/M if a sufficiently strong cavity is
used to suppress the spontaneous emission to an insignificant
level. Given existing experimental technology this is currently
unrealistic; nevertheless, we consider the long time dynamics
for purposes of demonstration.
The filtering equation was derived using a simplified one-
dimensional model of the interaction. Although this model
is often an adequate description of free-space experiments
where a distribution of atoms interacts with a spatially extended
probe beam, there is much interest in making the model more
accurate by extending it to three dimensions. A complete
5 We will denote by 〈·〉 the expectation of an observable in a general sense.
The associated state can be prepared either unconditionally or conditionally.
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Figure 4. (a) 〈F2z 〉(t) = πt(F2z ) in open loop h(t) = 0. 〈F2z 〉s is the approximate variance of equation (62). (b) 〈F2z 〉(t) = πt(F2z ) and
(c) 〈Fz〉(t) = πt(Fz) with the control law (63) and λ = 10. Note that Eπt(F2z ), the cost for preparation of the mz = 0 eigenstate, decreases
monotonically. All plots show 100 sample paths and M = η = 1.
model would consider the scattering process where all free-
space field modes interact with the atomic distribution. Some
of those channels would then be measured, and the results used
to condition the atomic state. In this picture, the conditional
entanglement results from the indistinguishability of the atoms
in the measurement and ‘spontaneous emission’ is a term used
to describe the effect of the remaining unobserved channels. A
considerable amount of work remains to be done in describing
collective scattering in terms of measurement theory, but much
progress has been made [11, 21, 46, 58].
Returning to the one-dimensional model, we can extract
the conditional evolution equations for the moments of any
operator from the filtering equation. Under the approximation
that there are many atoms and the initial collective state is
nearly polarized along the x-direction, we can derive the closed
set of equations
dπt (Fz) ≈ F exp[−Mt/2]h(t) dt + 2
√
Mηπt(F2z ) dWt
(61)
dπt (F2z ) ≈ −4Mηπt (F2z )2 dt. (62)
These equations are obtained by truncating the exact coupled
expressions for πt(Fnz ), calculated from equation (51), at
n = 2 [29, 65]. This reduced description is equivalent to
a classical Kalman filter [8, 38] and corresponds to a local
linearization of the spin dynamics.
Equations (61) and (62) are valid only in the short time
limit t  1/M , past which the full filtering equation is needed.
At longer times terms neglected in the approximation grow
to the point that the variance becomes stochastic [65], and
the moment truncation is no longer a good description. This
process can be seen in figure 4(a), where at small times the
variance is deterministic, but then becomes random at longer
times.
The deterministically shrinking variance of equation (62)
at short times signifies that a spin-squeezed state is prepared
with a random offset given by equation (61). The idea of [69]
was to choose h(t) ∝ ˙Yt with an intelligently chosen gain
such that the first term effectively cancels the second term in
equation (61), preparing the same SSS on every trial. Although
this exact procedure cannot be implemented in practice due to
the infinite detector and actuator bandwidths implied by the
control law, it was essentially a similar, but filtered, current
feedback law used in the experiment [30]. Because of the
linearity of the dynamics in the short time limit, the simple
current-based feedback law does not perform significantly
worse than a law that changes h(t) more optimally according
to the state πt(Fz) [65].
Given these dynamics, another control strategy would
be to separate the measurement and control in time: simply
measuring for a finite amount of time, turning off the probe,
and using the measurement result to rotate the spin-squeezed
state to the desired location. However, as pointed out in [69],
the continuous feedback approach is more robust than this
procedure to, for example, uncertainty in the total atom number
which is necessary to compute the size of the correcting
rotation.
To further demonstrate the utility of continuous
measurement and feedback, we now consider the long time
behaviour of the filtering equation, past the point in time
t > 1/M when the linearized description fails. As discussed
in section 4.3, the filtering equation stochastically prepares
a random eigenstate of Fz asymptotically in time6. In [66]
we investigated numerically the performance of particular
controllers at producing one Fz eigenstate deterministically
on every trial.
Here it is critical to point out that, unlike with the Gaussian
spin-squeezed states, a post-measurement rotation strategy will
not work in this regime. If the wrong eigenstate is randomly
prepared in one measurement, it cannot be transformed into
the correct eigenstate by a rotation alone. Furthermore, despite
the adequacy of the direct current feedback law at short times,
such a controller is less useful at longer times. As opposed
to state-based control, this type of control will feed noise into
the system even if the target state is reached, unless the gain is
turned to zero. Although certain gain-tailored schemes can be
made to optimize the feedback at small times [69], it is not at
all obvious how such a procedure could be generalized to the
long time case.
In contrast, if the control variable h(t) is made a function of
the conditional state, then it will naturally know when the goal
has been achieved and no longer disturb the state unnecessarily.
Numerically we were able to demonstrate [65] that with an
initial x-polarized state, the control law
h(t) = −λπt (Fz) (63)
6 There are other schemes that produce superpositions of Fz eigenstates
conditionally but without control, based on single photon detection of an
ensemble in a cavity [22].
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appeared to deterministically prepare the highly entangled state
mz = 0 on every trial, as seen in figure 4. Thus, continuous
feedback, in addition to being robust, is also capable of
preparing states on every trial that would be impossible
to generate deterministically with measurement and control
pulses separated in time.
Numerical evidence is encouraging, but more analytic
statements about the performance of particular control laws
are still desirable. Unfortunately, the more atoms the ensemble
contains, the larger the Hilbert space becomes, and the more
difficult it is to analytically prove that certain states are global
attractors under particular feedback laws. However, as we have
shown in [71], there exist methods adapted from nonlinear and
stochastic control theory that can prove the global stability
of Fz eigenstates for this problem. Although this has only
been demonstrated for few atom systems, there is hope that
the techniques can be extended to consider dynamics on larger
Hilbert spaces. Much of the control design process remains
guesswork, but ultimately we desire methodology that allows
us to systematically construct both controllers and proofs that
validate those controllers.
5.5.2. Two ensembles. The creation of a collective
entanglement within a single atomic ensemble can be
motivated with, for example, the need for noise reduction
in metrology tasks, where the system is used as a relatively
localized probe of some parameter of interest. In other
practical applications, like quantum communication, it is
desirable to have an entangled quantum state, but with
constituents separated substantially in space [23]. Indeed
it has been experimentally demonstrated that by detecting
a single probe beam after it passes through two spatially
separate atomic ensembles, the two ensembles can be made
conditionally entangled [41].
Just as single-mode spin squeezing can be quantified with
the collective variables for the one ensemble, here the ‘two-
mode’ squeezing can be quantified with the joint collective
operators describing both ensembles. Furthermore, in analogy
to the work of [69], the random offset observed in the
measurement process can in principle be eliminated with a
suitable feedback law to deterministically produce the same
two-mode spin-squeezed state on every trial [9].
In a related context, it has recently been experimentally
demonstrated that the two-ensemble system may serve as
an effective quantum memory for states of light [42]. This
procedure differs from the deterministic state preparation
discussed previously in that the state of light to be mapped
onto the ensembles is not known beforehand. However,
the procedure described in [42] is similar in that it does
use feedback to rotate the Gaussian ensemble state in a
way that maps one measured quadrature of the optical state
onto the atoms, while the other unmeasured quadrature is
mapped unconditionally by the interaction alone. Clearly, this
process shares many of the same properties as the applications
discussed previously and can similarly benefit from analyses
with technical notions of robustness and optimality. Finally,
this procedure becomes even more efficient if the input
atomic state is a two-mode squeezed state, which highlights
yet another practical application of deterministic entangled
quantum state preparation.
6. Conclusion
In this article we have attempted to give a unified picture of
a quantum feedback control setup. Starting from elementary
physical interactions, as described by a field-theoretic model,
we first performed statistical inference on this model, and then
used this framework to develop feedback control strategies
for state preparation in atomic ensembles. The latter is
directly related to recent experimental work which we briefly
summarized. It is our hope that such a unified picture will
help linking the basic physics and experimental reality to a
high-level, control-theoretic point of view.
Many open problems remain on both ends of the spectrum.
On the physics side much work remains to be done on the
realistic modelling of laboratory experiments. Ultimately a
full three-dimensional field-theoretic model will be invaluable
for quantitative comparison of theory and experiments. On
the control-theoretic side many of the techniques that have
been used are still heuristic in nature. Systematic, constructive
design methods for nonlinear stochastic controllers, the
incorporation of realistic robustness criteria, and efficient
model reduction techniques with controllable approximation
errors are some of the major outstanding issues. We believe
that a fruitful interaction between the physics and mathematical
control theory communities will open the road to significant
advances in these directions.
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