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ways to identify and improve the performance of low-achieving schools. In both the policy and research arenas, school effectiveness is most often assessed via student test scores. Test scores provide a direct measure of student learning, which is viewed as one of the most important outcomes of schooling. As a result, an increasing number of states have already developed accountability systems based on test scores. Recent federal legislation, the No Child Left Behind (NCLB) Act of 2001, requires that all states begin annual testing of students to measure "adequate yearly progress" of schools and districts in meeting state-defined standards (U.S. Department of Education, 2003) .
Yet, school effectiveness can be assessed through other measures of student performance. At the high school level, school effectiveness can be measured via two related indicators: dropout rates, which indicate the percentage of students who quit school before completion, and graduation rates, which indicate the percentage of students who remain in school and earn a high school diploma.' NCLB requires that states eventually incorporate graduation rates into their annual report cards.
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One reason for using multiple indicators of school performance is that some schools may perform better on one type of outcome than another. This may be especially true if the resources and practices required to raise performance in one area are different from those required in another area. For example, if teacher resources are more critical in raising test scores, but other resources are more critical in keeping students from dropping out, then schools may have to choose where to focus scarce resources. Other contributors to school performance, such as academic climate, may be effective in improving performance in all areas.
Another reason for using multiple indicators of school performance measures is that the goal of improving one outcome may actually conflict with the goal of improving the other. One way to improve test scores is to increase the number of students who drop out or otherwise leave school, since school leavers generally have lower test scores than other students (Bowditch, 1993; Riehl, 1999; Rumberger & Larson, 1998) . For example, both the New York City and Houston school systems have been investigated over the past year for "pushing out" their low-performing students into altemative, nondiploma programs or classifying them as transfers so they would not be counted as dropouts (Howard, 2004; Lewin & Medina, 2003) .
To date, little research has investigated the relationships between multiple indicators of school performance. Although there is a large body of research on school effectiveness, most studies rely on a single indicator of school performance. 3 In the present study, in contrast, we examined the relationships among several complementary indicators of school performance at the high school level using the same national sample of schools. We addressed two basic questions: (a) Are schools that are effective in raising test scores also effective in reducing dropout and transfer rates? and (b) What school characteristics predict these alternative indicators of performance?
Research Literature A vast body of research on school effectiveness has focused on understanding how various aspects of schools are 'related to-differences iii student outcomes. This research has assessed a number of student outcomes. The most frequent outcome is academic achievement as reflected in student test scores (e.g., Carboharo & Gamoran, 2002; Coleman, Hoffer, & Kilgore, 1982; Gamoran, 1996; Lee & Bryk, 1989; Lee & Smith, 1993 , 1995 Lee, Smith, & Croninger, 1997; Witte & Walsh, 1990 ), but a number of studies have examined other outcome's, ihcluding dropout rates (e.g., Bryk & Thum, 1989; Lee ,& Burkam, 2003; Mc1Neal, '1997; Rumberger, 1995; Rumberger & Thomas, 20O) , absenteeism (Bryk & Thum, 1989; Phillips, 1997) , engagement (Lee & -Smith, 1993) , and social behavior (Lee & Smith, 1993) . This research has also been guided by a number'of theoretical perspectives and conceptual fra'meworks. In the following, we provide a brief review of these perspectives and frameworks before summarizing the empirical literature on school effectiveness based on altemative student outcomes. ' 
Theoretical Perspectives
Two alternative perspectives on the relationship between school characteristics and student outcomes underlie most research on school effectiveness. The first and most widely held perspective is what we characterize as'a common view of the schooling process according 'to which all aspects of schbol performance-test scores,, attendance, and dropout-are influenced by a variety of school characteristics' in similar ways. That is, 'the factors that influence student learning, such as a rigorous cuhiculum, high teacher expectatibns, and a strong academic climate, are also the ones that infl'uence whether students 'emain in school. This perspective is,consistent with the 'tenets of school effectiveness research (Purkey' & Smith, 1985) as 'well as; several 'existing ,theo'ries of school dropout and departure 'that view studentrdeparture as largely voluntary and as the result of students blecoming disengaged from school and from learning (Finn, 1989; Wehlage,.Rutter,'Smith,.Lesko, & Fernandez, 1989) . . " The,other perspective, which we characterize as a differentiated view, holds that different'factors may influence different student outcomes. For example, dropout theories suggest that student departure is related to problems with not only student learning and academic engagement but social' engagement as well (Finn, 1989; Wehlage' et al., 1989) . Promoting student social engagement may require different resources (e.g., counselors) and different policies (e.g., discipline policies) than those.required to promote academic engagement and student leaming. Given limited resources and expertise, schools that are effective in improving student academic engagement and leaming may not necessarily be effective in improving student social engagement and completion. Both perspectives, however, view student withdrawal (dropout or transfer) as largely voluntary and the result of benign neglect. ' 
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The differentiated perspective is also consistent with the notion that schools may adopt explicit policies and school personnel may make conscious decisions to cause students to involuntarily withdraw from school, either as dropouts or as transfers (Bowditch, 1993; Fine, 1991; Riehl, 1999; Romo & Falbo, 1996) . These policies and decisions may concem low grades, poor attendance, misbehavior, or being overage and can lead to suspensions, expulsions, or forced transfers. This perspective considers a school's own agency, rather than just that of the student, in producing dropouts and transfers. One metaphor that has been used to characterize this process is discharge: "Students drop out of school, schools discharge students" (Riehl, 1999, p. 231) .
Both perspectives may be useful in explaining alternative aspects of school performance. School effectiveness research can help identify characteristics of schools that promote engagement, improve learning, and thereby reduce the likelihood of students prematurely withdrawing. School dropout research can help identify policies and practices of schools that cause students to leave school involuntarily as either dropouts or transfers. Indeed, as we demonstrate subsequently, existing research lends support for both perspectives.
Conceptual Frameworks
Although school effectiveness research has been guided by a number of conceptual frameworks (e.g., Frank, 1998; Shavelson, McDonnell, Oakes, & Carey, 1987; Tagiuri, 1968; Willms, 1992) , the most common is based on an economic model of schooling (e.g., Hanushek, 1986 Hanushek, , 1994 Levin, 1997 ) that focuses on two distinct aspects of schools: school inputs and school processes (policies and practices). School inputs include the characteristics of the student body, such as academic background and socioeconomic status (SES); structural features, such as type of school (public, Catholic, other private) and size; and school resources, such as teachers and textbooks. Many studies have attempted to identify the school inputs related to differences in school outputs (Glasman & Biniaminov, 1981; Hanushek, 1986; Teddlie & Reynolds, 2000) . The wellknown Coleman report, for example, which examined three types of school inputs-characteristics of the student body, characteristics of the teachers, and facilities and curriculum-showed that the extent of equality in the distribution of these inputs among schools was in the reverse order of their importance in affecting student achievement (see Coleman, 1990 , for a summary and more recent commentary). That is, the input that mattered most, the characteristics of the student body, was the least equitably distributed among schools in the United States, whereas the input that mattered least, the facilities and curriculum, was the most equitably distributed; distribution of teachers and impact of teachers were intermediate.
The second aspect of schools concerns the processes and practices that take place within them, including leadership and decision-making practices (Hannaway & Camoy, 1993) , instructional practices (Rowan, Correnti, & Miller, 2002) , and the overall academic and social climate of the school (Freiberg, Alternative Indicators of High School Perfonnance 1999) . Many studies of school effectiveness have sought to understand what school practices affect student achievement and the extent to which these practices explain how and why school inputs make a difference. For example, studies have demonstrated that Catholic schools are more effective than public schools because of their strong academic climate and the strong social relationships or social capital among parents and school personnel (Bryk, Lee, & Holland, 1993; Coleman & Hoffer, 1987; Coleman et al., 1982) .
Empirical Research
A large body of empirical research has demonstrated that a number of specific school characteristics within these two domains can explain differences in school performance, particularly as measured via test scores and dropout rates. Yet, the research findings are far from consistent. In some cases, the impact of school characteristics on the same outcome varies across studies. In other cases, the impact of school characteristics varies across outcomes. In the sections to follow, we provide a brief summary of this research and highlight a few of the inconsistencies.
Student Characteristics,
Research has demonstrated that a wide variety of individual sttudent characteristics are related to student outcomes, indcuding demographic characte'ristics, such as ethnicity and gender; family characteristics, such as SES and family structure; and academic characteristics, such as previous achievement and retention. These characteristics have been shown to relate to such student outcomes as engagement, achievement (test scores), and dropout (Bryk & Thum, 1989; Chubb & Moe, 1990; Goldschmidt & Wang, 1999; Johnson, Crosnoe, & Elder, 2001; Lee & Smith, 1995 McNeal, 1997; Iiumberger, 1995; Rumberger & Thomas, 2000) .
Student characteristics influence student achievement not only at an individual level but also at an aggregate or social level. That is, the social composition of students in a school (sometimes referred to as contextual effects) can influence student achievenient apart from the effects of student characteristics at an individual level (Gamoran, 1992) . Studies have shown. that the social composition of schools predicts school engagement, achievement, and dropout rates even after control for the effects of individual background characteristics of students (Bryk & Thum, 1989; Chubb & Moe, 1990; Coleman et al., 1966; Goldschmidt &Wang,'1999; Jencks & Mayer, 1990; Lee & Burkam, 2003; Lee & Smnith, 1999; Mayer, 1991; McNeal, 1997; Rumberger, 1995; Rumberger & Palardy, in fpress; Rumberger & Thomas, 2000) . One measure of school composition, the mean SES of the student body, has generally shown a positive and significant effect on student achievement (e.g., Coleman et al., 1966; Lee & Bryk, 1989; Lee & Smith, 1999) . However, its impact on dropout rates has been inconsistent, with some studies showing similar impacts (e.g., Goldschmidt & Wang, 1999; Mayer, 1991; Rumberger, 1995) and others revealing no significant impacts (e.g., Bryk & Thum, 1989; Lee & Burkam, 2003; McNeal, 1997; Rumberger & Thomas, 2000) .
Structural Characteristics
Structural characteristics, such as school location (urban, suburban, rural) , size, and type of control (public, private), are also associated with school performance. Although widespread achievement differences have been observed among schools on the basis of structural characteristics (e.g., between public and private schools), what remains unclear is whether structural characteristics themselves account for these differences or whether they are related to differences in student characteristics and school resources often associated with the structural features of schools. For example, several empirical studies have shown that average achievement levels are higher and dropout rates lower in private schools, in general, and Catholic schools, in particular, than in public schools, even after differences in student characteristics and resources have been taken into account (Bryk & Thum, 1989; Bryk et al., 1993; Chubb & Moe, 1990; Coleman & Hoffer, 1987; Coleman et al., 1982; Morgan & Sorensen, 1999; Rumberger & Thomas, 2000) .
Yet other studies have revealed little or no private school advantage in either test scores or dropout rates (Alexander & Pallas, 1985; Carbanaro & Gamoran, 2002; Gamoran, 1996; Lee & Burkam, 2003; Willms, 1985) . Moreover, it has been suggested that controlling for differences in demographic characteristics may still not adequately take into account fundamental and important differences (e.g., attitudes and motivation) among students in the two sectors (Witte, 1992, p. 389) . Two studies of engagement also yielded inconsistent results: One revealed no differences between public and private schools in terms of levels of student engagement (Johnson et al., 2001) , while another showed that engagement was significantly higher in private nonparochial schools than in public and private schools (Lee & Smith, 1995) .
More recently, there has been considerable interest in another structural feature of schools: school size. While some studies have shown that large schools have significantly lower test scores and higher dropout rates than medium-sized or small schools (Lee & Burkam, 2003; , other studies have revealed no significant effects of school size overall (e.g., McNeal, 1997; Phillips, 1997) or a significant impact only on lower SES schools (Rumberger, 1995) .
School Resources
School resources consist of both fiscal resources and the material resources they can provide, such as teachers and textbooks. There is considerable debate in the research community about the extent to which school resources contribute to school effectiveness (Hanushek, 1989 (Hanushek, , 1994 (Hanushek, , 1997 Hedges, Laine, & Greenwald, 1994) . And while there is a general consensus that teacher quality matters (Hanushek, 1986) , the characteristics of teachers that contribute to school effectiveness, such as credentials and experience, are less 8
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clear (Darling-Hammond, Berry, & Thoreson, 2001; Goldhaber & Brewer, 2001; Wayne & Youngs, 2003) . Beyond the quality of teachers, there is at least some evidence thatthe quantity of teachers-as measured by pupil/teacher ratios-has a positive and significant effect on-student dropout rates (McNeal, '1997; Rumberger & Thomas, 2000) .,
School Processes
Despite all of the attention and controversy surrounding the previous factors associated -with school effectiveness, it is the area of schdol processes that many people believe holds, the most promise for understanding and improving school performance. Although most individual schools, or at least most public schools, have little control over school inputs (student characteristics, resources, and their structural features), they'can and do have a fair amount of control over how they are organized and managed, the teaching practices they use, and the climate they create for student learning-features referred to as school processes. ' A number of school policies and practices-have been shown to affect school performance. Some studies have revealed that school organizational practices, such as decision-rmaking'practices (including teachers' and parents' involvement in decision making), affect student achievement in middle and high schools (e.g., Lee & Smith, 1993 , 1995 'Morgan & Sorensen, 1999 ). Yet another study of rmiddle schools showed that c6mmunal organization, including democratic govemance, had no impact on either mathematics achievement or attendance (Phillips, 1997) . Other studies have revealed that teachers' expectations and efficacy, as well as their instructional practices, affect student learning in high school (Carbonaro & Gamoran, 2002; .5 Still other studies have shown that an array of indicators related to' the social and academic climate of schools-such as the number'of advanced academnic courses taken by students, the amount of homework done by stu'dents, and teachers' expectations and interest in students-influence a number of school performance indicators, including student achievement, engagement, and' dropout (Bryk & Thum, 1989; Croninger & Lee, 2001; Gamoran, 1996; Lee & Burkam, 2003; ?hillips, 1997; Rumberger, 1995) .
In summary, some existing studies support the idea that a similar array of s'ch6ol characteristics-student composition, structure, resources, and processes-influence test scores, dropout rates, and other indicators of school performance in similar' ways, supporting a common perspective of effective schools. However, a number of studies have shown that some characteristics have different effects 'on these alternative indicators of school performance, supporting a differential perspective, of effective schools. That is, the characteristics that promote learning may not be the ones that promote' lower dropout or transfer rates. As a result, schools that are effective in raising test scores may not be effective in retaining students. In fact, schools may improve their test scores by deliberately and systematically discharging the most difficult and lowest performing students. Yet, no study to date has directly compared the same schools on'these alternative indicators of school Rinmberger & Palardy performance to determine the extent to which they are related. This was the purpose of the present study.
Method Data and Samples
This study was based on data from the National Education Longitudinal Study of 1988 (NELS). NELS, initiated in 1988, is a national longitudinal study of a representative sample of 25,000 eighth-grade students conducted by the National Center for Education Statistics (NCES). Base-year data were collected from questionnaires administered to students, their parents and teachers, and the principal of their school. Students were also given a series of achievement tests in English, math, science, and history/social studies. Follow-up data were collected in 1990, 1992, 1994 , and, most recently, 2000 on a subset of the original sample (Carroll, 1996) . Although the high school data are more than a decade old, they represent the largest and most comprehensive data set currently available in regard to American high schools.
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The present study was based on a sample of 14,199 students with valid questionnaire data from the 1988, 1990, and 1992 survey years; in 1990 , these students attended a total of 912 high schools. Respondents without data on high school attended in 1990, those who did not have base year test scores, and those who did not attend a high school in 1990 with at least 5 students in the sample were not included. 7 The latter constraint was necessary to ensure reasonable reliability estimates of within-school parameter estimates. Students also had to have test data from at least 2 of the questionnaire years so that more reliable individual linear growth estimates could be specified.
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To adjust for nonrandom selection and retention in the longitudinal sample as well as nonrandom responses to the questionnaires and tests, NCES constructed student-level panel weights for members of the 1988/1990/1992 longitudinal cohort that can be used to generate national population estimates (Ingles et al., 1994) . However, because NELS was a cohort study of students, NCES did not construct school-level weights for the high schools students attended in 1990. Some researchers who have used these data in conducting high school effectiveness studies have constructed their own schoollevel weights (e.g., Morgan & Sorensen, 1999) , while other researchers have not (e.g., Carbanaro & Gamoran, 2002; Gamoran, 1996) . Because of the limitations of the hierarchical linear modeling (HLM) software employed in this study, we were unable to use sample weights.
9 Nonetheless, we did investigate the characteristics of the student and school samples and found them to be representative of both students and schools nationally."
Variables
This study was based on a conceptual framework that recognizes school performance as a multilevel phenomenon involving students as well as schools (see Figure 1) Figure 1 ., Conceptual framework for analyzing school performanc'e.
performance of the students within a school and are a function of school inputs and' school processes. We focused on four measures or indicators of student performance at the high school level. achievement growth (or learning) over 4 years of high school, proportion of 10th-grade students who dropped out between Grades 10 and 12, proportion of 10th-grade students who transferred over the same period, and total proportion of 10th-grade students who left school before 12th grade (a sum of dropouts and transfers). These four measures were selected because they represent alternative yet important indicators of school effectiveness. Achievement growth and dropout rates have been used in past studies of school performance, albeit never in the same study.1 2 Although transfer and attrition rates have rarely been used in past studies'of school performance (for a recent exception, see Rumberger & Thomas, 2000) , they; may provide another indicator of how well schbols are retaining their students, what some researchers have referred to as "holding 'pbwer" (e.g., Balfanz & Legters, in press ). Moreover, research indicates that mobile students are less likely to c 6 mplete high school than students who remain in the same school (Rumberger & Larson, 1998; Swanson & Schneider, 1999; Teachmad, Paasch, & Carver, 1996) , and thus how well schools are retaining their students provides another indicator of school performance. ' 'Achievement was measured with an arithmetic mean of scbres on standardized achievemrent tests in four academic subjects (math, science, reading, and social science) administered in' the spring semesters of 1988, 1990, and 1992 , when most students were enrolled in Grades 8, 10, and 12, respectively. We used all four tests because they provide a more robust and comprehensive indicator of learning than a single test. And although studies have shown that the effects of school characteristics may differ across subject' area tests (Gamoran, 1996; Ma, 2001 ), we created a single achievement compqsite measure to simplify comparisons with the other outcomes.1 3 , A similar practice is used by states to construct school accountability indicators.' 4 In this study, subject area test scores from each year were calibrated to a common vertical scale via item response theory methods and then transformed to a t scale standardized on 10th-grade scores (M= 50, SD= 10).
Three other outcome measures were constructed. Student dropout.indicates whether a student dropped out of school between 1990 and 1992, Riunberger & PalardV student transfer indicates whether a student transferred to a different school between 1990 and 1992, and student attrition indicates whether a student left school between 1990 and 1992.
Because our conceptual framework views school performance as a function of both student-level and school-level variables (see Figure 1 ), both types of variables were included in our analysis. The student-level variables included in this study were used to control for differences in the background characteristics of students before they entered high school (except for a variable measuring whether the student's family moved between the 10th and 12th grades). Adjusting for differences in student background characteristics generated more accurate estimates of a school's effectiveness by controlling for those factors over which most (public) schools have little control, that is, the characteristics of their student bodies. After controlling for those differences, we examined which school-level predictors explained the remaining variability in performance among schools. Detailed descriptions of all of the variables used in this study, together with descriptive statistics, are provided in Appendix A.
Student-Level Variables
We included several types of student background variables. The first type captures demographic characteristics of students, which were measured through a series of dummy variables associated with minority status (Asian, Black, Hispanic, or Native American). The second type captures family background characteristics, measured with three variables: SES, which is a composite measure developed by NCES that reflects parental education, income, and occupational status; nontraditional family, which identifies students who did not live with both parents; and family mobility, representing families who moved between the 10th and 12th grades. Two recent studies have shown that students from single-parent families and stepfamilies are more mobile than students from two-parent families, suggesting that nontraditional families are less stable and more prone to move or change schools (Astone & McLanahan, 1994; Rumberger & Larson, 1998) .
The final type of student background variable was academic and social background, which was measured via several variables: self-reported grades, plans to finish college, misbehavior, retention between the first and eighth grades, and number of school changes between the first and eighth grades. These variables have been shown to predict student achievement, dropout, and mobility in previous studies (e.g., Rumberger, 1995; Rumberger & Thomas, 2000; Swanson & Schneider, 1999) . Two additional variables were included in the achievement growth model: whether the student dropped out between 1990 and 1992 and whether the student transferred between 1990 and 1992.
School-Level Variables
On the basis of our conceptual framework, we constructed several types of school-level characteristics. 15 The first measured the student composition of schools. Nine student composition variables were constructed by aggregat-
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ing individual values for the student sample to the.school level: (a) mean SES of students in the school; (b) proportion of Black or Hispanic students in the school' 6 ; (c) proportion of students who came from nontraditional families (single-parent families and stepfamilies), since previous research has.shown that such families involve less home supervision and school participation than. two-parent families (Sui-Chu & Willms, 1996) ; '(d) proportion of students who changed residences between 1990 and 1992; (e) mean grade point average of students iri Grades 6-8; (f) mean amount of misbehavior among eighth-grade students; (g) proportion of students who were'retained between Grades 1 and 8; and (h) proportion of students who planned to finish college. The first four variables captured demographic characteristics of students, while the last four captured students' academic background characteristics. ' 7 The second category of school-level characteristics measured the structural characteristics of schools: whether the school was Catholic or another type of private school (as opposed to public), whether the school was located in an urban or rural area (vs. suburban), and the size of the school.' 8 The third category measured school resources: student-teacher ratio; proportions of teachers with full credentials, 'credentials in the subjects they taught, a bachelor's degree in the subject they taught, and advanced degrees; and mean salary of teachers 'at the school. The final category measured school prdcesses (practices and climate): quality of teaching and teacher support reported by the students' 9 ; teachers' efficacy and expectations for student achievement 2 0 ; teachers' perceptions of school leadership, collaboration with other teachers, and control over school policy 21 ; parent involvement22; academic climate, as measured by mean number of hours of homework reported by students and mean number of college-preparatory courses taken by students; social climate, as measured by proportion of students who reported feeling unsafe at the school and mean number of reports of classroom disruptions; and disciplinary climate, as measured by proportion of students who reported that the school's discipline policies were fair.
Statistical Models
Because students in the NELS data sample are nested within schools, we used hierarchical linear models. HLM methods have been developed over the past 20 years to deal with issues specific to nested/multilevel data' sets, including aggregation bias, mis'estimation of errors, and the unit of analysis problem ' (Raudenbush & Bryk, 2002) . In this study, we used three types 'of hierarchical linear models. First, we used a three-level achievement growth model to estimate students' achievement growth or leaming on a four-subject (math, reading, 'science, and history) achievement test composite over the 4-year period during which they were attending high school. 23 Second, we used a two-level multinomial logistic regression model to estimate school dropout and transfer rates. Third, we used a two-level binomial logistic regression model to estimate school attrition rates. All three models involved the same set of student-level and school-level independent variables. Detailed descriptions of the models are provided in Appendix C.
Rumberger & Palarrdy
Several specific models were estimated for each model type. First, we estimated a null model with no predictors (with the exception of a Level 1 growth parameter in the growth model). This model estimated the overall between-school variance in each of the outcomes, providing a baseline for comparisons with later models. Second, we estimated a student model to control for the background characteristics of students in each school. By centering all of the continuous student-level predictors on the grand mean and leaving the remaining variables uncentered, the intercept term provides an estimate of the expected school outcome for the same average or "typical" student at each school.
Third, we estimated a school composition model that adjusted for the effects of the aggregated student characteristics, which previous research has shown to influence student outcomes above and beyond individual background characteristics (Gamoran, 1992; Willms, 1992) . This model provides a better measure of a school's performance than the observed, average performance of students because it adjusts for differences in both the individual and compositional effects of students that schools enroll, which can account for a substantial amount of the observed differences in performance (Raudenbush & Willms, 1995) .24 For each educational outcome, we used the empirical Bayes estimate of each school's residual as a measure of the school's effectiveness. We divided each random effect by the standard deviation of the respective outcome from the null model to express school effectiveness in a standardized form, equivalent to the between-school effect size (ES) commonly used in school effectiveness studies, facilitating comparisons among outcome measures (e.g., .
Finally, we estimated a series of additional school-level models to compare the effects of various school predictors on different school outcome measures. These models were estimated in steps, initially by entering similar types of predictor variables-structural, resource, and process-and then retaining the significant variables from the group before entering predictors from the next group. All of the predictor variables were converted to betweenschool effect sizes.
Results

Alternative Measures of School Effectiveness
The first step in the analysis involved estimating a series of unconditional models without any student-level or school-level predictor variables to provide estimates of average school outcomes and the variability in these outcomes among schools. The achievement model estimated the average initial achievement of students in the 8th grade, before entering high school, and the average achievement growth between the 8th and 12th grades. Because the present study focused on what students leam during high school, we highlight the findings on achievement growth or learning. The other models estimated dropout, transfer, and attrition rates between Grades 10 and 12. The estimated parameters from the models are shown in the top section of Table 1 . The mean values indicate that the average achievement in the ifour academic subjects increased by 7.85 points over the 4 years of high school. Between Grades 10 and 12, dropout rates averaged 7%, transfer iates averaged 6%, and attrition rates averaged 13%. H6wever, these averages mask considerable variability among schools, as indicated by, the significance tests for the estimated parameter variances (see Table 1 ). This variability can be illustrated by calculating a range of plausible values for each outcome under the assumption that they are normally distributed. These values, shown in the bottom section of Table 1 , reveal considerable variation in all four outcomes among schools. For example, the average growth rate in achievement among high schools would be expected to range from a low of 4.56 points to a'high of 11.14 points. In other words, in some high schools students learn more than twice as much as students in other high schools. Dropout, transfer, and attrition rates vary even more. For instance, dropout rates vary from a low of 2% to a high of 22%. These results suggest that where students attend high school has a great.deal to do with ,hw much they learn and their chances of graduating. Yet, these' differences in school outcomes are' not simply a reflection of schools' effectiveness; they also reflect differences in the characteristics of. students who attend them. To account for these differences, we estimated another model that controlled for differences in student background characteristics and for differences in the compositional effects of students. The results are displayed in Table 2 . We interpret ESs in the same way as , considering those of 0.5 or above large, those between 0.3 and 0.5 moderate, those from 0.1 to 0.3 small, and those below 0.1 negligible.
The results reveal that a number of student-level and school-level compositional variables predict educational outcomes. In some cases, the same variables predict different educational outcomes in sirmilar ways; in other cases, they do not. For example, after control for other student-level predictors, student SES had a small yet statistically significant effect on student leaming (ES = 0.207); a large, significant effect on dropout (ES = -0.610); and a negli- Note. The model includes the same set of predictors for initial status. The mean coefficients for the dropout, transfer, and attrition models represent log odds. All predictors are expressed as school effect sizes, which were computed by first converting hierarchical linear modeling (HLM) coefficients to standard units and then dividing by the school-level standard deviation of the dependent variable estimated from the HLM null model. SES = socioeconomic level; GPA = grade point average. tp < .10; *p < .05; **p < .01.
Alternative Indicators offHigh School Performance, gible and insignificant effect on student transfer (ES = 0.039). Retention during Grades 1 through 8 had ai large effect on student learning -(ES = -0.612) and an even larger effect on dropout '(ES -1.020) but a small and insignificant effect on student transfer (ES -0.129). Changing residences between Grades 10 and 12 had a small yet significant effect on student learning (ES = -0.162), a large effect on dropout (ES = 0.825), and a very large effect on student transfer (ES = 1.627), as one might expect. After control for student-level predictors, a number of school composition 'variables also predicted educational outcomes. School mean SES had a small yet significant effect on student leam'ing (ES = 0.253) and dropout (ES = -0.257) but a negligible and insigrnificant effect on student transfer (ES = 0.082). The percentage of students from nontraditional families had a nonsignificant effect on student learning (ES = -0.032) but small and significant effects on dropout (ES = 0.273) and transfer (ES = 0.251).
These,student background and student composition predictors explained a sizeable amount of the variance in educational outcomes among schools, specifically 36% of the variance in student learninge and 58% of the variance in dropout rates among schools; however, they explained only 3% of the variance in transfer rates. Most of the explained variance was due to student-level rather than school-level predictors. Because all of the student-level predictors other than residential mobility Mmeasured characteristics of students before they enteredhigh schools, these results suggest that high schools have quite a bit to do with how much students learn and whether they remain in their school rather than transferring but relatively little to do with whether they drop out of school. In other words, after control for student inputs, there is still considerable school-level variance to be explained in! achievement growth and transfer rates but not dropout rates.' These findings have importaht implications for federal and state policies, that hold schools accountable for student learning and dropout rates but not whether they retain all of their students, a topic to which we return in the final section of the article.
The residuals from these models were then used' to zmeasure school effectiveness. Specifically, we used the residuals from the estimated models to measure how much better or worse each school was relative.to its predicted performance after controlling for differences in student background characteristics and student composition.. Descriptive statisics for these residuals are shown in,Table,3. ''- Some residuals showed considerablevaqriation among schools, suggesting that schools vary widely in their effectiveness, while other indicators did not. Schools varied widely, for example, in their effectiveness regarding student learning but varied little in their effectiveness regarding dropping out. This is consistent with the earlier discussion,! which showed that student background and compositional characteristics explain much of the variation in dropout rates. -Hence, after control for these differences, the proportion of remaining variability in the dropout rate that could potentially be attributed to school influences was less than for the other outcomes. School effectiveness in regard to transfer rates is more complicated: Few schools are very effective in reducing transfer rates, but many more are ineffective in that they have much higher than predicted transfer rates.
7
The variation in school effectiveness can be seen more clearly by classifying schools into three levels of effectiveness. We did so by first computing a standardized residual; that is, we divided the estimated residual for each school by the estimated standard deviation of the outcome based on the unconditional model shown in Table 1 . Schools with a standardized residual greater than 0.5 can be considered effective schools, those with a standardized residual below 0.5 can be considered ineffective, and the remainder can be considered average. The resulting distribution, shown in Table 3 , suggests that most schools are neither particularly effective nor particularly ineffective. If school outcomes are normally distributed, which in most cases they appear to be, then this finding is not unexpected. As a result, most schools are clustered in the middle and can be considered to be doing a reasonable job. However, some schools are doing better than expected, and some are doing worse. In terms of student leaming, about 19% of the schools in our sample were effective in promoting student learning, and another 18% were ineffective. In terms of dropout rates, almost all schools were clustered in the middle category; only a few schools were effective or ineffective. In terms of transfer, about 14% were effective, and another 17% were ineffective. In regard to overall attrition rates, 8% were effective, and another 11% were ineffective.
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Are Alternative Measures of School Performance Related?
Next, we examined the correlations among these alternative measures of school performance. These correlations, shown in Table 3 , suggest that alternative measures are generally unrelated to each other. For example, school effectiveness as measured by student learning was not related to school effectiveness in terms of dropout, transfer, or overall attrition rates. School effectiveness in regard to dropout rates was slightly and positively correlated with school effectiveness in regard to transfer rates, suggesting that schools that are effective in reducing dropout rates are somewhat effective in reducing transfer rates. Of course, school effectiveness in terms of dropout and transfer was highly correlated with school effectiveness in terms of attrition rates, given that the -attrition outcome was the sum of the dropout and transfer outcomes.
The relationships among these alternative measures of school effectiveness are illustrated in the' scatterplots presented in Figure 2 . The top panel shows the much greater variability in school effectiveness in terms of student learning than in terms of dropout rates. It also shows that there is no, definite pattern in the relationship between these two measures. Schools are represented in all four quadrants, meaning that some schools are effective according to both measures of school performance, some schools are ineffective according to both measures, and some schools are effective according to one measure but not the other. The bottom panel shows much greater variability among schools in both student learning and student transfer and shows no consistent pattern in the relationship between these two alternative measures.
What Factors Account for Differences in School Performance?
The next part of our study attempted to explain differences in school performance. We examined three types of factors: structurail characteristics of schools, school resources, and school policies and practices. Because structural and resource factors are both considered input characteristics, which school site personnel may have little power to influence, we examined these factors together in a single model. We then investigated process variables related to the internal policies and practices of schools.
Structural and Resource Factors
Estimated parameters from the structural and resource models are shown in Table 4 . The results indicate that, after control for other input characteristics, both Catholic (ES = 0.082) and public magnet (ES = 0.075) schools had a negligible, positive effect on student learning relative to comprehensive public schools, while non-Catholic private schools had a small (ES = 0.131) effect. In addition, while Catholic schools had lower dropout rates (ES = '-0.275) than comprehensive-public schools, they had higher transfer rates (ES = 0.239) and overall attrition rates (ES = 0.210) as well., School size was also related to school performance, but not in consistent ways. Despite the current interest in small schoolsi our results do not show that small schools are more effective than mid-sized (600 to 1,200 students) Table 2 and the same set of student-level and school-level predictors for initial status. All predictors are expressed as school effect sizes, which were computed by first converting hierarchical linear,modeling (HLM) coefficienis to standard units and then dividing by the school-level standard deviation of the dependent variable' estimated from the HLM null model. SES = socioeconomic status. lp < .10; 'p < * 05; "p < .01. -schools in regard to any of the, performance measures we examined. However,, large schools were more effective (ES = 0.110) than mid-sized schools in promoting student learning; on the.other hand, they had higher dropout rates (ES = 0.263) than mid-sized schools. Similar but smaller effects were found for extra-large schools (more 'than 1,800 students). These results suggest that the optimal school size for student learning may not be the opti-,mal size for student graduation.,They also suggest that one reason large schools may have higher learning rates is their higher dropout rates among students who are generally low, achieving.
Our results also suggest that different resource variables have significant effects on different performance measures. Schools with higher teacher salaries had lower dropout rates (ES -0.132), lower transfer rates (ES'= -0.139), and lower attrition rates (ES = -0.164).'Schools with higher student-teacher ratios had higher transfer (ES = 0.152) and attrition (ES = 0.106) rates. However, the ESs for all of these variables were small. Interestingly, none of the variables Rumbe1ger & Palardy related to teacher credentials had significant effects on any of the performance outcomes.28
Altogether, the structural and resource models explained little additional variance in learning relative to the compositional model. However, they did explain additional variance in the dropout, transfer, and attrition models.
Process Factors
The final models introduced a series of variables measuring school policies, practices, and climate. The estimates from the final model, including the significant process variables, are shown in Table 5 . As in the previous models, the effects of school factors varied across the outcome measures. Two measures of academic climate-mean time students spend on homework (ES = 0.128) and mean number of advanced courses taken by students (ES = 0.100)-had positive effects on student leaming, while the latter measure had a large negative impact on dropout (ES = -0.595) and a moderate impact on attrition rates (ES = -0.290). Two measures of social climate-proportion of students who feel unsafe and student reports of class disruptions-had positive effects on school dropout (ESs = 0.105 and 0.133, respectively) and attrition rates (ESs = 0.104 and 0.152, respectively), and the former also had a negative impact on student learning (ES = -0.109). Schools where more students feel the discipline is fair had lower attrition rates (ES = -0.102).
Two measures of teacher attitudes-efficacy and expectations-also contributed to school effectiveness, but not necessarily as expected. Schools where teachers reported higher efficacy in their ability to teach did not have higher learning rates or lower dropout rates than other schools, but they did have higher transfer (ES = -0.125) and attrition (ES = 0.120) rates-an unexpected result. At the same time, schools where teachers had high expectations for student learning had higher leaming rates (ES = 0.102) and lower dropout rates (ES = -0.153) than other schools. Finally, two measures of school organization affected dropout rates but not other measures of school performance: Schools where teachers reported strong principal leadership had higher dropout rates (ES = 0.110), net of other factors, while schools where teachers reported greater control over curriculum and discipline policy had lower dropout rates (ES = -0.156), suggesting that teachers and principals may differ in how they handle students at risk of dropping out.
The final (process) model explained a small amount of additional schoollevel variance in most outcomes but a sizeable amount in the dropout models (see the bottom portion of Table 5 ). Altogether, the final imodel explained 43% of the variance in achievement growth, 99% of the variance in dropout rates, 19% of the variance in transfer rates, and 49%/o of the variance in attrition rates.
Discussion
The present study examined the relationships among different measures of school performance. In particular, it incorporated measures other than test scores. Virtually all accountability systems rely on the use of test scores to The results of this study generally support the notion of an altemative view of school effectiveness: Schools that are effective in promoting student leaming (growth in achievement) are not necessarily effective in reducing dropout and transfer rates. Even though conventional notions of school effectiveness suggest that characteristics of effective schools-such as committed staff and competent leaders-should improve all student outcomes (Purkey & Smith, 1985) , existing theories of dropout suggest that different factors influence student engagement and dropout, in part because they emphasize the social as well as the academic side of schooling (Finn, 1989; WeWlage et al., 1989) . Moreover, institutional perspectives and empirical studies have shown that schools may improve learning outcomes by discharging the lowest performing students (Bowditch, 1993; Riehl, 1999) . In fact, recent state and federal pressure for school accountability, including rigorous high school exit examinations, has prompted increased accounts of schools actively discharging low-performing students (e.g., Howard, 2004; Lewin & Medina, 2003) . Our finding that large schools not only have higher dropout rates, but also higher learming rates among the students who remain, may be a reflection of such activities.
Several other important findings emerged from this study. First, we found that schools have relatively small effects on student learning in comparison with student background characteristics, which supports one of the original conclusions of the landmark Coleman report (Coleman et al., 1966) . In the present study, about 26% of the overall variability in student learning was attributable to students' high schools. 3 ' Nonetheless, students who attend highly effective (i.e., 95th percentile) schools can still expect to learn twice as much as students who attend highly ineffective (5th percentile) schools.
3 2 At the same time, even if differences among schools were completely eliminated, there would still be considerable variability in achievement growth among students. This provides an upper limit on how much inequality in student leaming could be expected to be eliminated through school reforms alone as opposed to reforms in social policy that address inequalities in student and family circumstances that contribute to student learning.
Second, we found that differences in the background characteristics of students account for more than half of the variability in school dropout rates, but only about a third of the variability in student learning and attrition rates and almost none of the variability in transfer rates. One interpretation of this finding is that schools have relatively little impact on dropout rates relative to other student outcomes. In a recent study involving the use of the same data set and focusing on high school dropout rates in 499 local labor markets, the authors reached such a conclusion about school effects on dropout rates: "After controlling for individual-level socio-demographic and academic
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variables, we found that dropout rates do not vary significantly across labor' markets" (Warren & Lee, 2003, p. 124 ). Yet; in our study, we still found significant variation in school dropout rates after controlling for student background characteristics and the social composition of schobls. We also found that school policies and practices accounted for almost 25% ,of the remaining variability in school dropout.rates, far more than any other outcome.
Thus, while there is little' variability across schools in dropout rates, schools seem to have considerable control in regard to improving these rates.
At the same time, little policy attention has been focused on the phenomenon of student -transfer, even though there is more variability among schools in transfer rates than in dropout rates. Yet, while there is considerable variability in transfer rates among schools, we were unable to identify features of schools that could explain much of that variability. Similarly, we were unable to identify features of schools that could explain much of the remaining variability in student learning and transfer rates.
Third, we found that different school factors were associated with different measures of school performance. Only two factors had significant effects on all four performance measures, and both represented aspects of student cormposition: proportion of students from nontraditional families and mean achievement of students in the eighth grade. The effects of other factors varied across the performance outcomes. For example, higher teacher salaries were associated with lower dropout, transfer, and, attrition rates but were not associated with high achievement growth. In general, resource variables had stronger effects on transfer rates than achievement growth or dropout rates, which may suggest that such factors influence students' and parents' decisions to change schools even if they show no apparent effects on student learning. Parental involvemnent had a positive effect on achievement growth, a negative effect on dropoutrates, and no effect on transfer and attritionr rates: Class disruptions and students' perceptions of fair discipline were associated with lower transfer and attrition rates buthad no significant effects on achievement growth or dropout rates.
'Some of our findings challenge widespread notions about effective schools. Although a variety of evidence from the 1980s and early 1990s showed that Catholic schools are more effective than public schools in raising student achievement and reducing dropout rates (e.g., Bryk et al., 1993; Coleman & Hoffer,1987; Coleman'et al., 1982; Evans & Schwab, 1995; Neal, 1997; 'Sander & Krautman, 1995) , we found that Catholic schools had negligible effects on student learning after controlling for the effects of student background characteristics and school resources. The finding that Catholic schools are no more effective in promoting learning than public comprehensive schools has been reported in other recent studies involving the same NELS data and subjectspecific measures of student learning (e.g., Gamoran, 1996; . We did find that Catholic schools had significantly lower dropout rates, but they had higher transfer and attrition'rates as well. This suggests that Catholic schools are less effective in retaining the students vwho initially chose to attend them.
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The results of this study also challenge some widely held beliefs about school size. Despite the recent interest in small schools (Gewertz, 2000) , we found that small high schools were neither more effective in promoting student achievement nor more effective in reducing dropout and transfer rates than mid-sized high schools. In fact, larger high schools-those with more than 1,200 students-had significantly higher levels of student achievement growth than mid-sized schools after control for differences in student background characteristics, although the magnitude of the difference was small. However, larger schools also had higher dropout and transfer rates, a finding confirmed in another recent study based on a smaller sample of high schools (Lee & Burkam, 2003) . This suggests that while larger schools are more effective in promoting leaming among students who are more stable and generally less at risk, they are less effective than mid-sized schools in retaining students who are more at risk of dropping out or transferring. 3 3 The results of this study have several implications for education policy. One is that school accountability systems that rely solely on test scores provide an incomplete indication of school performance. High schools that are effective in promoting student learning are not necessarily more effective in reducing dropout rates or attrition rates. In fact, high schools have relatively little influence on dropout rates in comparison with other student outcomes. Furthermore, even evaluating high schools on the basis of both achievement growth and dropout rates may be insufficient, because transfer or mobility rates are ignored. Although mobility rates are not generally considered relevant indicators of school performance, we found that they are less influenced by student and family background factors, including residential mobility, than dropout rates. This suggests that schools should be accountable for all of the students who enter, not only the ones who remain.
Another implication is that policies designed to promote school performance in one area may not promote performance or can even lead to worse performance in another area. This certainly appears to be the case with school size. We found that larger schools are more effective in promoting student leaning than mid-sized or smaller schools, but they are also less likely to keep students enrolled. The policy implication is that one size does not fit all-more stable students may benefit from attending larger schools, while more at-risk students may benefit from attending mid-sized schools.
Finally, the results of this study have implications for school choice policies. To the extent that support for school choice is based on the belief that private schools are more effective than public schools (Levin, 1998) , the present study does not support school choice. Although Catholic schools (but not other private schools) had significantly lower dropout rates than public schools, they also had significantly higher transfer and attrition rates.
In short, the results of the present study suggest that test scores alone are insufficient for measuring school performance. Failure to use other complementary measures of school performance in addition to test scores could lead to erroneous conclusions about which schools are effective and what characteristics promote school effectiveness. l t,l l| -0 Notes An earlier version of this article was presented at the annual meeting of the American Educational Research Association, New Orleans, April 2002. We would like to thank the editor and four anonymous reviewers 'for their helpful comments and suggestions.
'Although these two measures are related, their computation requires different types of data (see 'Kaufman, in press ). According to the most recent school quality indicators compiled by Education WVeek, 49 states were using data other than test scores to evaluate schools in November 2003, although the specific type of information (e.g., graduation rates) was not indicated (Quality Counts, 2004) .
2 NCLB allows states considerable discretion over what specific measure of high school completion is used and how they meet their annual performance objectives (see Orfield, Losen, Wald, & Swanson, 2004) . 3Some exceptions are Bryk and Thum (1989) , who examined attendance and ,dropout; Crain, Mahard, and Narot (1982) , who examined test scores arid 16 attitude vari-,ables; Lee and Smith'(1995) , who examined engagement and test scores; and Phillips (1997) , who examined attendance and test scores. "I 4 Some researchers have referred to them as "type B effects" since, when statistical adjustments are made for the effects bf school inputs (type A effects), they provide a better and more appropriate basis for comparing the performance of schools (Raudenbush & Willms, 1995; Willms, 1992; Willms & Raudenbush, 1989) . 5 Research has also demonstrated that teacher efficacy is shaped by school characteristics, including the characteristics of the student body (Lee, Dedrick, & Smith, 1991; Newmann; .
6
NCES has begun a new-national longitudinal survey of American high schools and their students known as the Education Longitudinal Study of 2002 (see http://nces.ed. gov/surveys/els2002/). However, this study is following a cohort of 10th-grade students, so it will not be as usefuloas NELS in examining student achievement over the entire 4 years of high school. X I * 7 We also deleted one additional school that did not have any students who were still enrolled in 1992, a requirement for estimating the hierarchical multinomial regression model used in the present analysis. 8 Requiring 2 years of test data instead of 3 not only increased the overall sample size and the within-school sample size (mean of 16 students per school) for our study but also made the sample more representative, since students who transferred or dropped out of 10th grade were less likely to be tested in 12th grade (see Morgan & Sorensen, 1999, ' Table 1 ) and more-likely to have minority backgrounds and to come from low-income households. Approximately one quarter of our sample had only two test scores. 9 In two-level linear models, HLM allows weighting at both levels. In three-level linear models, HLM allows weighting only at Level 1. In two-level nonlinear models, weights are not allowed. Our two-level models were nonlinear. In our three-level growth model, Level 1 was within-person growth, while Level 2 was the individual level of analysis. Therefore, it woutld not have been appropriate,to include individual weights at Level 1 of our three-level growth model.
10
The student sample'appeared to be representative of high school students in 1990 on the basis of the sample means of several variables (see Appendix A). First, the' mean SES value for the students in the sample was 0.0f, almost the same as the normalized value of zero when the composite measure was created via a weighted sample of all 10th-grade students (Ingles et al., '1994 ).' Similarly-, the mean 10th-grade composite test score 'in the sample was 50.1 (not shown), almbst the same as the normalized value of 50.0 when the variable was created with a weighted sample of all 10th-grade students. Finally, the dropout rate was 6.8%' similar to the weighted rational estimate of,5'6% for 10th-grade students using the same data (U.S. Department of Education, 1999, Table B9 ). On the basis of comparisois between the school sample (see Appendix A) and characteristics of all public and private schools ih the United States from the 1987-1988 -Schools'and Staffing Survey (the one conducted closest to the time of NELS), the school sample also appeared to be representative. First, 15% of the sample schools were private, similar to the 11%national figure (U.S. Department of Education, 1990, Table 1 ). Second, 31% of the schools were located in urban areas and 30% in rural areas, as compared with corresponding national percentages of 32% and -27
Ruinberger & Palardy 35% (U.S. Department of Education, 1996, Table 1.1). Third, the mean student-teacher ratio was 16.4, similar to the national mean of 17.1 (Table 1. 2). Finally, the mean proportion of minority students was .24, simnilar to the national proportion of .28 (Table 1.3) .
"i1t can also be conceptualized at more than two levels, including classrooms and districts. See WVillms (1992) for a more detailed discussion.
12 Carbonaro (1998) and Swanson and Schneider (1999) examined predictors of achievement growth and dropout at the student level.
131n previous work involving the same data, we estimated a second-order confirmatory factor analysis measurement model wherein achievement factors were estimated from the four academic subject tests at each of the three time points (Palardy, 2003) . The results showed that the factor loadings for each academic subject were highly similar. As a consequence, the latent variables had nearly equivalent values as the equally weighted composite scores used in this study.
14 For example, California constructs an academic performance index for every school that is a weighted composite of test scores in a number of subject areas (see http://www. cde.ca.gov/ta/ac/ap/apidescription.asp).
" 5 Many of the school-level variables were based on mean values of the within-school samples of students (mean N= 16) and their teachers. Although the mean within-school sample size of 16 is sufficient to compute school mean characteristics, we do not know representative each sample is. However, because the overall student sample and school sample appear to be representative of the overall population of students and schools in the United States, as we point out in Footnote 9, we believe that the within-school samples are representative as well. The teacher data came from the first of the two teachers per student who were surveyed in 1990, following the lead of . These data, too, may not be representative of all teachers in the school but are probably representative of the teachers who taught the sampled students.
l6Two earlier studies showed that schools with high minority enrollments had lower student performance (Bryk & Thum, 1989; Rumberger, 1995) . "
7
The academic background variables were constructed to account for three different peer effects of students: academic achievement, achievement motivation, and social behavior (see Kahlenberg, 2001, pp. 48-58) . 1 8We coded size as a series of dummy variables; 601-1,200 students represented the omitted category, because recent research conducted by showed that this school size produced the highest achievement gains in math and reading. 1 9These measures were informed, in part, by the work of Lee and Smith (1999) , Phillips (1997) , and Rumberger and Thomas (2000) . See Appendix B for a list of the specific variables used to construct these and other composite measures. 20 Originally we constructed a single measure, teachers' responsibility for learning, based on the work of . However, on the basis of a recent review of the theoretical and empirical literature on teacher efficacy (Tschannen-Moran, Hoy, & Hoy, 1998) and an exploratory factor analysis, we instead created two separate variables, one that measured teachers' efficacy in regard to their ability to teach (sometimes referred to as specific efficacy) and one that measured teachers' beliefs in students' ability to learn (sometimes referred to as general efficacy or locus of control). We treated these variables as process (i.e., endogenous) variables because, as pointed out in Footnote 5, research has demonstrated that they are shaped by school characteristics.
2t These measures were based on the work of Lee et al. (1991) , Miller and Rowan (2003) , Newmann et al. (1989), and Rowan, Raudenbush, and Kang (1991) .
22This measure was based on the work of Morgan and Sorensen (1999) . 23 As a means of producing accurate parameter estimates, all predictor variables were used to estimate both initial achievement (intercept) and achievement growth (slope). Only the estimates for the growth terms are reported here.
2"Controlling for student background characteristics at the school level captures both the individual effects and the contextual effects of student background. Although students and parents may choose a school because of the positive effects of school context, both types of effects are generally beyond the control of most (public) schools (Raudenbush & Willms, 1995) .
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25 Predictor variables of continuous measures were first multiplied by their own standard deviation and then divided by the school-level standard deviation 'of the outcome measure from the unconditional model. Predictor variables for dichotomous measures were simply divided by the school-level standard deviation. Because our models included both student-level predictors and school-level predictors, it might seem more appropriate to convert student-level predictors to between-student effect sizes by dividing by the studentlevel standard deviation. However, the nonlinear HLM program used in this analysis does not estimate student-level standard deviations. Thus, to facilitate comparisons among predictors, we elected to use school-level standard deviations as common metrics and refer to them as'school effect sizes. This was the same procedure used by and . i 26Not surprisingly, 81% of the variation in initial student achievement was explained by student background characteristics, which suggests a robust student background model, 27 1n other words, the residuals for the transfer model were not normally distributed. According to Raudenbuish and Bryk (2002, p. 274) , the failure of the normality assumption does not bias estimates of fixed effects but can affect hypothesis testing. On the basis of the recommendations of Raudenbush and Bryk (2002, p. 276) , we used robust standard errors to determine significance levels in the nonlinear models.
28There are two possible reasons for our lack of significant findings for measures of teacher characteristics: (a) Our within-school samples of students and teachers were small, and (b) we aggregated test scores and teacher characteristics across subject areas. Existing research suggests that the impact of teacher credentials differs across high school subject areas (Darling-Hammond et al., 2001; Goldhaber & Brewer, 2000 .
29Cuban (2003), for example, argued that the fundamental purpose of public schools is to 'transform children into civic-minded, independent-thinking, and socially responsible adults cornrnitted to both the common good and engaged in productive work" (p. 67. Neither this study nor any accountability system of which we are aware has measured such outcomes.
34These two goals are becoming increasingly related as states institute high school exit examinations.
31 Raudenbush and Bryk (2002) found that 58% of the variance in student learning during Grades 1 to 3 was between schools (p. 240), suggesting that elementary schools may have more of an effect than high schools on student learning. ' 32 nterestingly, Jencks and Brown (1975) reached a similar conclusion in their study of 98 Project Talent high schools in the early 1960s (p. 292). They too pointed out,' however, that schools have relatively little effect on overall differences in student achievement.
33 While Lee and her colleagues (Lee & Burkam, 2003; Lee & Smith, 1999) found that mid-sized schools'had higher achievement and lower dropout rates than either largef or small schools, we did not. Their studies were based on two different samples 6f studerits and schools, while our study was based on a single sample. In particular, their study showing higher achievement in mid-sized schools included only students who remained in the same school in Grades 10 and 12 (excluding dropouts and transfers) and examined only achievement in mathematics and reading. The current study, although based on the same NEIS data set, involved a larger sample of students and schools (14,199 students in 912 schools vs. 9,812 students in 789 schools), a more representative sample (including students who dropped out or transferred after 10th grade), and an achievement outcome consisting of four academic subject area tests (which other studies have shown are differentially related to school factors; see, e.g., Gamoran, 1996) . To what extent these differences contributed to the differences in the findings remains unclear. Note. All variables were coded on 4-6-point Likert-type scales. Factor loadings were computed with all cases from the 1990 sample of NELS with valid Flsch_id daia (N= 19,392) .
'4-point Likert scale (1 = strongly agree, 4 = strongly disagree). b6-point Likert scale (1= strongly disagree, 6 -strongly agree). c5-point Likert scale (1 = no influence, 5= great deal of influence).
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APPENDIX C
Descriptions of Hierarchical Linear Models
Three types of hierarchical linear models were estimated in this study: (a) a three-level achievement growth model, (b) a two-level dichotomous attrition model, and (c) a twolevel multinomial attrition model. Here we briefly describe the three models.
Three-Level Achievement Growth Model
The first model estimated growth in a composite measure of student achievement between the 8th and 12th grades. The first step was to specify a Level 1 growth model as follows:
Yt,j~ = oy+ ntiya, jy+ et,j, where Ytij is the composite theta score at time t of person i attending high school j; 7coy is the intercept parameter, true theta score of person i upon entering high school j; 7c,i is the slope parameter, theta growth rate for person i in high school j; a,, represents time t for person i in high school j; and ety is the random effect for person i in school j. For this study, time was specified as three values (0, .5, 1) corresponding to 8th-, 10th-, and 12th-grade achievement values. As a result, the growth parameter, xnl, represents the estimated growth rate or total amount of learning for a student between Grades 8 and 12, or the entire 4 years of high school.
The next step was to specify a Level 2 or student model. An unconditional model, without any student-level predictors, was used to estimate mean values for both initial achievement and achievement growth rates for the entire sample of students as well as the variance in these parameters at the individual (Level 2) and school (Level 3) levels. The variance estimates were used to compute the proportion of variance in these parameters that existed at the individual and school levels (known as the intraclass correlation). A set of student-level predictors was then introduced to control for the effects of individual background characteristics on achievement growth:
xOY Q= PO/ + poIj Xiy +. where ,00 and f 3 ljo are the mean initial and mean test score growth rates, respectively, in school j; .ofj through Po, and ,, through PI& are the estimated effects of the studentlevel predictors on initial achievement and growth rates, respectively, within each school; and ro,j and riq are the error terms. (As a means of producing unbiased estimates, the same set of predictors was used as controls in the initial achievement outcome [bor) model.) All of the continuous measures were centered on the grand mean for the entire sample of students, while all of the other (dummy) variables were not centered. As a result, the intercept term, 1loj, represents the adjusted mean achievement growth for each school or the expected achievement for a student, absent any of the dummy variables, who had average characteristics on all other variables. This is a very useful feature of HLM in that it allows one to determiine to what extent the observed differences in school performance can be attributed to differences in students as opposed to differences in features of the schools themselves.
+ lopj
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The Level 3 model, an intercept-and-slopes-as-outcomes model, was then estimated to examine whether between-school variance in mean growth rates in testscores 'could where yow and y,o are the overall or grand mean of student initial test scores and test'score growth, respectively; yool to Yoq, and yio, to ,Y,o are the estimated effects of the school-level variables on the mean initial test scores and test score growth, respectively; and u 0 0 j and u,oj are the residuals at school j. In all of the remaining equations, the intercept terms were "fixed" (uti = 0), so the effect of the withinschool predictors was constrained to be the same' for all schools (Raudenbush & Bryk, 2002, pp. 25-26) .
Two-Level Dichotomous Attrition Model
The next model was a two-level attrition model in which the dependent variable was a dichotomous variable indicating whether students left (transferred or dropped out) their 10th-grade high school over the subsequent 2 years. In the case of dichotomous outcomes, it is' necessary to specify both a Level 1 (within-school) sampling model and a Level 1 structural model (Raudenbush & Bryk, chap. 10 where the left-hand term serves as a link function (Raudenbush & Bryk, . Again, the continuous predictors were centered on the grand mean to produce adjusted school means. The Level 2 (between-school) structural model is similar to the achievement growth model:
3og = 'yOO+ 7Yo WJ+ *+ Yoq Wqi+ UOJ
With an unconditional model, the expected probability of a student ij leaving school.for a given random school effect; uOj, is E(Yj I ikj) = 1/11 + exp[-(yoo + uo)]l, which also serves as the school attrition rate.
Two-Level Multinomial Attrition Model
The third model was a multinomial model with three outcomes (l student dropped out between Grades 10 and 12, 2 = student transferred between Grades 10 and 12, and 3 = student remained in same school between Grades 10 and 12). In this case, there are three probabilities, All of the models were estimated with the same set of predictor variables and centering with one exception: The three-level achievement growth model included student-level predictors for dropout and transfer, so the predicted learning rates were for stable students. 
