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The skewness and the kurtosis of the baryon number distributions are computed within QCD-
improved low energy effective models including quantum thermal and density fluctuations. The
results are compared with the Beam Energy Scan experiment at RHIC. The theoretical results
agree with the experimental measurements up to errors, for the collision energy
√
s ≥ 19.6 GeV. For
smaller collision energies a discrepancy between theoretical and experimental results develops. This
discrepancy partially relates to the lack of precision of the current setup for small collision energies.
It is outlined how this deficiency can be overcome.
PACS numbers: 11.30.Rd, 11.10.Wx, 05.10.Cc, 12.38.Mh
I. INTRODUCTION
The evaluation of the QCD phase structure has always
been one of the central scientific goals in the commu-
nity of relativistic heavy ion physics [1]. Large advances
have been made in the past years, both from experimen-
tal measurements at the Relativistic Heavy-Ion Collider
(RHIC) and the Large Hadron Collider (LHC), and theo-
retical calculations made in various ab initio and effective
model approaches. The QCD phase diagram is, however,
far from being unveiled. One of the most challenging
tasks concerning the phase structure of QCD is to ac-
cess the existence and location of the critical endpoint
(CEP) in the phase diagram. If present, it separates the
chiral and confinement-deconfinement crossovers at low
density from the first order transition at high density,
for an overview see [2]. The Beam Energy Scan (BES)
program at RHIC is aimed at searching for the CEP of
QCD, by employing the beam energy or collision central-
ity dependence of the fluctuations of conserved charges,
e.g. moments of net-proton or net-charge multiplicity
distributions [3, 4].
In response to experimental measurements, reliable
theoretical predictions of the fluctuations and correla-
tions of conserved charges, as well as their relation to
the CEP, are highly demanded. First principles contin-
uum and lattice QCD calculations have made remark-
able progress in this direction in recent years, see e.g.
[5] and [6]. At present, however, lattice calculations are
restricted to the small density regime because of the no-
torious sign problem, while continuum computation have
to deal with the systematics of relevant degrees of free-
dom at large densities, see e.g. [5].
Recently in [7], we have investigated the QCD ther-
modynamics and baryon number fluctuations within the
framework of QCD-improved low energy effective mod-
els, for related work see also [8–20]. Quantum, thermal,
and density fluctuations are embedded with the func-
tional renormalization group (FRG) approach to QCD,
for recent developments see e.g. [5, 21–26] and references
therein.
The computation of baryon number fluctuations neces-
sitates a good quantitative grip on the quantum, ther-
mal, and in particular density, fluctuations of the the-
ory. In [7], we therefore have improved the fluctuation
analysis beyond former works by including the momen-
tum scale dependence of the quark-meson scattering and
the nontrivial dispersions of both quarks and mesons. It
was found that the thermodynamics, e.g. the pressure
and trace anomaly, and the higher moments of baryon
number distributions, after this improvement, agree very
well with the lattice results for temperatures T . 1.2Tc.
Above these temperatures the ultraviolet limitations of
the effective theory setup restrict the applicability, for a
detailed discussion see [7]. In this paper, we extend our
calculations to finite density, that allows a comparison to
the BES experiment at RHIC for given collision energies√
s. For smaller collision energies,
√
s . 19.6 GeV, that
is larger densities, similar ultraviolet limitations as for
large temperatures apply. The current effective theory
setup can be systematically improved towards QCD, e.g.
[5], which then allows us to go to even smaller collision
energies. This is investigated in future work.
II. EFFECTIVE THEORY SETUP
The present effective theory is embedded in QCD
within the functional renormalization group approach.
In the present context this is described in detail in [7].
Here we give a brief summary. The flow equation for the
scale-dependent effective action of QCD, Γk[Φ], with the
super-field Φ = (Aµ, c, c¯, q, q¯, φ, ...) with φ = (σ, ~pi) and
possible further effective hadronic fields, is given by
∂tΓk[Φ] =
1
2
TrGΦΦ[Φ]∂tR
Φ
k , t = ln(k/Λ) , (1)
with the full field-dependent propagator,
GΦiΦj [Φ] =
(
1
δ2Γk[Φ]
δΦ2 +R
Φ
k
)
ij
. (2)
Here k is the infrared cutoff scale, and Λ is some reference
scale, typically the initial UV-scale. The flow equation
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FIG. 1. Flow equation for the effective action Γ in full
QCD. The four loops correspond to contributions from glu-
ons, ghosts, quarks, and mesons, respectively.
(1) is depicted schematically in Fig. 1, for more details
and QCD results, see e.g. [5, 25, 26]. Consequently, the
effective action can be written as
Γk[Φ] = Γglue,k[Φ] + Γmatt,k[Φ] , Γmatt,k = Γq,k + Γφ,k ,
(3)
where Γglue,k stems from the first two diagrams in Fig. 1,
and encodes the ghost- and gluon fluctuations, while
Γq,k[Φ] stems from the quark loop, and Γφ,k[Φ] from
that of the hadronic degrees of freedom. The split in
quark and hadronic contributions, within the framework
of dynamical hadronization [27–30], is a very efficient
parametrization of matter fluctuations in ab initio QCD
in terms of genuine quark scatterings and resonant mo-
mentum channels with hadronic quantum numbers, for
applications to QCD see e.g. [25, 26].
Integrating the QCD-flow down to scales k = Λ with
Λ . 1 GeV, glue and ghost fluctuations start to decou-
ple from the matter part. This leaves us with an effec-
tive matter theory within a glue background. These are
the Polyakov-loop–extended chiral models, such as the
Polyakov–Nambu–Jona-Lasinio model [31–33] and the
Polyakov–quark-meson (PQM) model [34]. In the cur-
rent extended approximation to the PQM model setup
in [7], the matter sector in (3) is given by
Γmatt,k =
∫
x
{
Zq,kq¯
[
γµ∂µ − γ0(µ+ igA0)
]
q +
1
2
Zφ,k(∂µφ)
2
+ hk q¯
(
T 0σ + iγ5 ~T · ~pi
)
q + Vk(ρ)− cσ
}
, (4)
with
∫
x
=
∫ 1/T
0
dx0
∫
d3x. At finite temperatures and for
constant gluonic backgrounds, only the temporal compo-
nent of the gauge field admits a nonvanishing expectation
value. The meson field φ = (σ, ~pi) is in the O(4) repre-
sentation, with ρ = φ2/2. The chemical potential µ is
that of the quark. ~T are the SU(Nf ) generators with
Tr(T iT j) = 12δ
ij and T 0 = 1√
2Nf
1Nf×Nf . The effective
potential Vk(ρ) is O(4) invariant, and the linear term −cσ
breaks the chiral symmetry explicitly.
From (4) and its flow equation (1) we extract flow equa-
tions for the effective potential Vk(ρ), the Yukawa cou-
pling hk as well as the anomalous dimensions of quark
and mesonic fields, for details see [7].
As we have discussed above, for renormalization scales
k . 1 GeV, the gluon fluctuations start to decouple from
the matter fluctuations. Hence, Γglue in (3) can be ex-
pressed as a functional of the gluonic background field.
Usually, it is formulated with the expectation value of
the traced Polyakov loop, viz.
L(~x) =
1
Nc
〈Tr P(~x)〉 , and L¯ = 1
Nc
〈Tr P†(~x)〉 , (5)
with
P(~x) = P exp
(
ig
∫ β
0
dτA0(~x, τ)
)
. (6)
Hence, Γglue relates to the Polyakov loop potential. In
this work we adopt the QCD-enhanced glue potential,
[21, 22], that is also used in [7]. The QCD enhancement of
the potential provides the correct temperature scaling of
the glue potential in QCD. QCD-enhanced computations
of thermodynamical quantities, i.e. pressure and trace
anomaly, agree remarkably well with recent results from
lattice QCD for the Nf = 2 + 1 flavor case, see [22].
Apart from the glue potential, we need to specify the
initial conditions of the flow equations for the matter sec-
tor. We choose the UV-cutoff scale to be Λ = 700 MeV in
order to maximize the glue decoupling while still keeping
as many matter fluctuations as possible, see [7]. The ef-
fective potential at this initial scale is well approximated
by a classical one, which reads
V¯Λ(ρ¯) =
λ¯Λ
2
ρ¯2 + ν¯Λρ¯ , (7)
Additionally, we have to specify the Yukawa coupling h¯Λ
and c¯Λ which sets the amount of explicit chiral symmetry
breaking. These relevant couplings are fixed by fitting
hadronic observables in the vacuum, the pi decay con-
stant fpi = 92.5 MeV, the pi-meson mass mpi = 135 MeV,
the σ-meson mass mσ = 450 MeV, and the quark mass
mq = 297 MeV. The obtained values of these cou-
plings are λ¯Λ = 9.7, ν¯Λ = (0.559 GeV)
2, h¯Λ = 7.2,
c¯Λ = 1.96 × 10−3 GeV3. Note, that in comparison with
our former calculations [7] where ν¯Λ in (7) is chosen to be
vanishing, in this work we exploit the degree of freedom
ν¯Λ to decrease meson fluctuations above the scale of the
chiral symmetry breaking [25, 26]. In the same time, the
updated initial conditions reduces the mass of σ-meson
to 450 MeV, which is consistent with 400 − 550 MeV of
the mass range for f0(500) in PDG[35]. We note that
a much more restricted range 446 ± 6 MeV of f0(500) is
also provided, for details, see [35] and reference therein.
Indeed, it has been found in [7] that the thermodynam-
ics at vanishing chemical potential, such as the pressure,
trace anomaly, baryon number fluctuations etc., obtained
from FRG-calculations, agree very well with the lattice
results. With the present improved choice of initial condi-
tions this agreement is even better for large temperature,
as expected.
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FIG. 2. Skewness Sσ (red dashed lines) and kurtosis κσ2 (black solid lines) of the baryon number distributions as functions of
the temperature, for different values of chemical potential, i.e. different collision energy, shown in Table I. The yellow vertical
band in each plot shows an estimate of the freeze-out temperature, with its center located at a temperature which produces
the measured Sσ in experiments. All bands have a width of 20 MeV accounting for the systematic errors, for details see the
discussion below (11).
III. SKEWNESS AND KURTOSIS OF THE
BARYON NUMBER DISTRIBUTION
The baryon number fluctuations are given by
χBn =
∂n
∂(µB/T )n
p
T 4
, (8)
with the pressure p = −(Γk=0,T [Φ] − Γk=0,T=0[Φ]) and
baryon number chemical potential µB = 3µ. The χ
B
n
are related to the cumulants of baryon multiplicity dis-
tributions: for example, the mean value M is given by
M = V T 3χB1 , the variance is σ
2 = V T 3χB2 , the skewness
is S = χB3 /(χ
B
2 σ), and the kurtosis is κ = χ
B
4 /(χ
B
2 σ
2).
Here V is the volume of the system. Sσ and κσ2 are the
volume-independent skewness and kurtosis, respectively.
In order to compare our calculated results with experi-
ments we need the chemical freeze-out line, the freeze-out
chemical potential and temperature in terms of the colli-
sion energy
√
s. We employ the freeze-out line in [36, 37],
consistent with that in [38]. For more discussions about
the freeze-out conditions, see e.g. [39–41]. For the ex-
perimental comparison, we have to rescale the chemical
potential and temperature in the present Nf = 2 com-
putations, in order to take care of the different absolute
scales. The relationship between the absolute tempera-
ture scale in Nf = 2 flavor and that in Nf = 2 + 1, as
demonstrated in [7, 22], suggests to adopt the following
linear rescaling for the chemical potential,
µB,Nf=2 = β µB,Nf=2+1 , (9)
with the parameter β ≥ 1. The absolute scale of the
chemical potential is gauged by µc, the chemical potential
of the liquid gas transition, which is closely related to
the mass scales of the theory. This seemingly suggests
β = 1, as the meson and quark mass scales are fixed
to their physical value in the vacuum. Note that the
mass parameters in the model are curvature masses, and
the mass adjustment applies to the pole masses, see [24,
42, 43]. It has been shown in [24] that the latter agree
relatively well for the mesons, but might differ for the
quarks. In turn, β > 1 is suggested by the relation of the
critical temperatures.
Here we determine β as follows: for each collision en-
ergy and given β we employ the experimentally mea-
sured skewness Sσ = χB3 /χ
B
2 and the σ
2/M = χB2 /χ
B
1
in [4] to determine the freeze-out temperatures, denoted
by Tf (χ
B
3 /χ
B
2 ) and Tf (χ
B
2 /χ
B
1 ), respectively. For general
β these two freeze-out temperatures differ. In the follow-
4√
s [GeV] 200 62.4 39 27 19.6 11.5 7.7
µB,Nf=2 [MeV] 25.3 78.1 121 168.7 222.7 343 459.4
Tf (χ
B
3 /χ
B
2 ) [MeV] 180 186 185 183 180 167 149
Tf (χ
B
2 /χ
B
1 ) [MeV] 178 183 188 182 178 168 154
TABLE I. µB,Nf=2, Tf (χ
B
3 /χ
B
2 ) and Tf (χ
B
2 /χ
B
1 ) correspond-
ing to different collision energy, with β = 1.13 in Eq. (9).
Here, we have employed the data of Sσ and σ2/M measured
in Au + Au collisions at RHIC with centrality 0 − 5%, for
details see [4].
ing we fix a constant β by the requirement
Tf (χ
B
3 /χ
B
2 ) ≈ Tf (χB2 /χB1 ) , (10)
for all collision energies. With this requirement, we ob-
tain β = 1.13. In Tab. I we present the relevant µB,Nf=2,
Tf (χ
B
3 /χ
B
2 ) and Tf (χ
B
2 /χ
B
1 ). The slight variations of
about 5 MeV for the two freeze-out temperatures relate
to the constant choice of β. We emphasize, that this has
little impact on the current results. Note also that the
freeze-out curve in the present approach with its addi-
tional constraints on the freeze-out temperature is con-
sistent with the results in [36, 37] after an appropriate
rescaling.
We also note that β = 1.13 is close to the β which one
gets from simply taking over the relation of the absolute
temperature scales, to wit,
µB,Nf=2 =
Tc,Nf=2
Tc,Nf=2+1
µB,Nf=2+1 , (11)
where Tc,Nf=2 = 180 MeV is the pseudocritical tempera-
ture at µB = 0 for Nf = 2, and Tc,Nf=2+1 = 155 MeV is
the pseudocritical temperature at µB = 0 for Nf = 2 + 1
lattice simulations [44]. The latter also agrees with the
freeze-out temperature [38]. Substituting these values
into (11), one finds β = 1.16.
We proceed by discussing the systematic error in our
temperature estimate. First of all, Tf (χ
B
3 /χ
B
2 ) and
Tf (χ
B
2 /χ
B
1 ) do not have to agree precisely, and only pro-
vide estimates for the freeze-out temperature. The latter
one also has a bigger uncertainty, but in most regimes
they differ by less than 10 MeV in an appropriate β-
range. We conclude that 20 MeV accounts well for the
related systematic error leading to the yellow error bands
in Fig. 2.
IV. RESULTS
To begin with, we note that the chemical potential
of electric charge µQ has been shown to be quite small
in comparison to µB [8], and hence is neglected in our
calculations. Furthermore, the experiments measure the
moments of net-proton multiplicity distributions. Note,
that yet there has not been a conclusive answer about
the relation between the net-baryon number and the net-
proton number fluctuations. It was demonstrated in [45]
that the difference between them is small, if the Boltz-
mann approximation for the baryon distribution is only
violated mildly. However, it is generally believed that in
more realistic heavy-ion collisions the situation is more
complicated , see e.g. [46, 47]. Then, because of the
global baryon number conservation, the net-baryon num-
ber and the net-proton number fluctuations are affected
differently [48, 49]. In this work we neglect these intrica-
cies for the sake of simplicity.
In Fig. 2 we show the skewness and the kurtosis of
baryon number distributions as functions of temperature
for different values of the collision energy
√
s. Differ-
ent collision energy relates to different chemical poten-
tials, see Table I. Note that the QGP produced in heavy-
ion collisions evolves with time, and the nonequilibrium
skewness and kurtosis might differ from equilibrium ex-
pectations, see e.g. [50]. For more discussions about
the dynamical evolution of fluctuations, see e.g. [51–53].
Thus, it is expected that a range of T near the freeze-out
temperature, rather than a single value, affects experi-
mental measurements.
Note also that fixing the freeze-out temperature with
different fluctuation observables does not necessarily re-
sult in identical results, though we have checked for Sσ
and σ2/M that the differences are small, see Tab. I. Fi-
nally, a variation of the parameters (initial conditions)
of the present low energy effective theory can be used to
effectively slightly shift the skewness and kurtosis curves
relative to each other. The ensuing systematic error has
been discussed below (11), and leads to a loss of predic-
tive power below 15-20 GeV collision energy, signalled by
the vertical line in Fig. 3: for decreasing collision energy
the transition strength of the crossover becomes larger.
Then the amplitude of fluctuations, especially the kurto-
sis κσ2, increases as well, as does the systematic error.
Nonetheless, it is remarkable that for collision energy less
than 19.6 GeV, the kurtosis κσ2 gets negative in a regime,
which roughly overlaps with the yellow band.
In Fig. 3 our results for Sσ and κσ2 are compared
with experimental results by the STAR Collaboration at
RHIC. The shaded area in Fig. 3 provides our system-
atic error estimate, which covers the variation ranges of
κσ2 within the yellow bands in Fig. 2. Moreover, for the
collision energies
√
s < 19.6 GeV, the related freeze-out
chemical potentials are bigger than 300 MeV, and hence
are of the order of the UV cutoff scale Λ. Following [24],
we investigate the UV limitations of the present effective
theory setup: if the flow shows strong deviations from
the vacuum flow at the initial scale for large T and µB , a
significant part of the fluctuations is not encoded within
the flow. Note also, that enlarging Λ brings us into the
regime, where glue quantum fluctuations become increas-
ingly important. Hence, a larger UV cutoff scale does not
resolve the problem. The black vertical lines in Fig. 3
show the collision energy
√
s ∼ 15.6 GeV, correspond-
ing to µB ∼ 270 MeV, below which the UV-cutoff effects
become obvious. In other words, when the chemical po-
tential is larger than ∼ 270 MeV, quantum fluctuations
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FIG. 3. Theoretical calculations of Sσ (left panel) and κσ2 (right panel) as functions of the collision energy, in comparison
with experimental measurements in Au + Au collisions at RHIC with centralities 0− 5%, 5− 10% [4]. The gray regions show
error estimates resulting from the determination of freeze-out temperatures, which corresponds to the vertical yellow bands in
Fig. 2. The black vertical lines indicate the collision energy, below which the UV-cutoff effect becomes significant.
of mesons above the scale of the UV-cutoff are not neg-
ligible any more, and thus our current setup has to be
improved with QCD-fluctuations. This is deferred to fu-
ture work.
Finally, finite volume effects [19], volume fluctuations
[54] and the difference between the net-proton and net-
baryon number fluctuations due to, e.g. the effect of
global baryon number conservation [48], should be also
considered in a full analysis of small collision energies.
Recently, [4], the transverse momentum (pT ) accep-
tance has been extended from 0.4 < pT < 0.8 GeV/c in
the first release of experimental data in [3] to 0.4 < pT <
2 GeV/c. Here, we compare our calculations with the up-
dated Sσ and κσ2 of net-proton distributions in Au+Au
collisions with centralities 0% − 5%, 5% − 10%, and ra-
pidity |y| < 0.5 [4]. These are consistent with recent
findings that larger rapidity and pT acceptance results in
a significantly larger critical point signal [55].
First of all, we employ the freeze-out temperature
Tf (χ
B
3 /χ
B
2 ) in Tab. I, which is determined by the ex-
perimentally measured Sσ, i.e. the red circular points
in the left panel of Fig. 3. Then one can compare the
computed kurtosis κσ2 with the experimental results,
as shown by the black squares in the right panel. We
find, that for collision energies
√
s ≥ 19.6 GeV our κσ2
agrees with the experimental measurements within the
error bars. For collision energies below 19.6 GeV, the
theoretical κσ2 drops rapidly and changes sign with the
decrease of the energy. In turn, the experimental value
of κσ2 rises, as also shown in the inlay plot of Fig. 3.
Then, we use Tf (χ
B
2 /χ
B
1 ) as the freeze-out temperature
in lieu of Tf (χ
B
3 /χ
B
2 ), and the relevant Sσ and κσ
2 are
presented in Fig. 3 by triangles. This provides another
systematic error check of the present computations. We
find that the results of Sσ based on Tf (χ
B
2 /χ
B
1 ) start
to deviate significantly from the experimental results for
collision energies
√
s < 19.6 GeV. In contradistinction,
κσ2 based on Tf (χ
B
2 /χ
B
1 ) is consistent with that based
on Tf (χ
B
3 /χ
B
2 ) for all collision energies. Note however,
that this simply originates in the fact that for low colli-
sion energy the freeze-out temperatures, both Tf (χ
B
3 /χ
B
2 )
and Tf (χ
B
2 /χ
B
1 ), are close to those corresponding to the
minimum of κσ2 , as shown in Fig. 2. Consequently,
theoretical curves in the right panel of Fig. 3 are at the
bottom of the error estimates, and are not trustworthy
anymore.
V. SUMMARY AND CONCLUSIONS
The skewness and kurtosis of baryon number distri-
butions at finite temperature and chemical potential are
calculated within a QCD-improved low energy effective
theory. The setup includes quantum thermal and density
fluctuations within the functional renormalization group
approach. The present theoretical results are compared
with recent experimental measurements. Given the skew-
ness, our calculated kurtosis agrees with the experimen-
tal measurements up to errors, for the collision energy√
s ≥ 19.6 GeV. For smaller collision energies such a
comparison is affected by several intricacies: the experi-
mental data are affected by kinematic cuts, and are only
sensitive to the net proton number. Moreover, we have
not taken into account the nonequilibrium nature of the
heavy ion collision. Furthermore, the present setup has
to be improved systematically towards QCD for small
collision energies, i.e., pushing the initial scale of UV-
cutoff to a regime of perturbative QCD, and including
quantum fluctuations of the glue part, for more discus-
sions about the full QCD in the vacuum, see e.g.[5]. This
extension is currently under progress.
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