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W stęp
Ciało uporządkowane jest s truk tu rą  algebraiczną, k tóra w jednym  schemacie 
ujmuje wspólne cechy zbioru liczb wymiernych i zbioru liczb rzeczywistych.
Obserwując rozwój intelektualny małego dziecka, można zauważyć, że 
zdolność porównywania liczb pojawia się niemal równocześnie z kształ­
towaniem samego pojęcia liczby. Początkowo są to  liczby naturalne, ale 
w dalszych etapach edukacji pojaw iają się liczby całkowite, wymierne, rze­
czywiste; tem u rozszerzaniu pojęcia liczby towarzyszy rozwój umiejętności 
wykonywania operacji arytm etycznych oraz porównywania liczb. W  ten  spo­
sób powstaje intuicyjne pojęcie struk tu ry  algebraicznej, k tórą jest zbiór liczb 
wymiernych lub rzeczywistych z działaniam i dodawania i mnożenia wraz 
z dodatkowo określoną relacją liniowego porządku, zgodną z działaniami. 
O ile na elem entarnym  poziomie uporządkowanie zbioru liczb służy jedy­
nie do porównywania cech rzeczy wyrażonych liczbami, o tyle w kolejnych 
etapach edukacji m atem atycznej uświadamiamy sobie, że bez uporządkowa­
nia ciała liczb rzeczywistych R niemożliwe byłoby stworzenie np. podstaw  
rachunku różniczkowego i całkowego funkcji rzeczywistych ani stosowanie 
m etod m atem atycznych w innych dziedzinach nauki oraz technice. Zatem 
relacja liniowego porządku, na pozór niealgebraiczna, „uszlachetnia” struk­
tu rę  algebraiczną ciała. Ta obserwacja w naturalny sposób prowadzi do po­
w stania idei uporządkowanej struk tu ry  algebraicznej. Niniejszy podręcznik 
m a odpowiedzieć na pytanie, kiedy i na ile sposobów można uporządkować 
dowolne ciało i jaki wpływ na własności ciała ma fakt istnienia porząd­
ków. W arto zauważyć, że w polskiej literaturze m atem atycznej ten  tem at 
praktycznie nie występuje.
Impulsem do powstania teorii ciał uporządkowanych było zapewne py­
tanie, jakie zadał David H ilbert na słynnym Kongresie w Paryżu w 1900 
roku, a znane jako 17. problem Hilberta. Zapytał on mianowicie, czy nie- 
ujemnie określony wielomian f  € R [X i , . . . ,X n] jest sumą kwadratów funk­
cji wymiernych z ciała R (X 1, . . . ,X n ). Pozytywnej odpowiedzi udzielił Emil 
A rtin (Abh. Math. Sem. Univ. Hamburg 5 (1927), 100-115), korzystając 
z opublikowanej w tym  samym numerze czasopisma wspólnej pracy z O tto ­
nem Schreierem, zawierającej podstaw y teorii ciał uporządkowanych. O teo­
rii przez nich stworzonej Nicolas Bourbaki w książce zatytułowanej Eléments  
d ’histoire des mathématiques napisał, że „jednym z najdonioślejszych jej re­
zultatów  jest niewątpliwie odkrycie, że istnienie relacji porządkującej nad 
ciałem związane jest z własnościami czysto algebraicznymi tego ciała” . Fun­
dam entalne dla tej teorii jest twierdzenie, które mówi, że ciało można upo­
rządkować wtedy i tylko wtedy, gdy jest formalnie rzeczywiste, co oznacza, 
że zero nie jest sumą kwadratów niezerowych elementów tego ciała. Opie­
rając sie na doświadczeniu wyniesionym z obcowania z ciałem uporząd­
kowanym R, trudno się domyślić, jakie ciekawe własności mogą pojawić się 
w przypadku dowolnych ciał uporządkowanych. Ciało R jest uporządkowane 
tylko na jeden i to  ciągły sposób, jest rozszerzeniem archimedesowym ciała 
liczb wymiernych, które jest w nim gęste. Jest to  raczej wyjątkowy przypa­
dek. Ogólnie, ciało może być uporządkowane na wiele, nawet nieprzeliczalnie 
wiele sposobów, podczas gdy samo jest przeliczalne. Może również zawierać 
elementy większe od wszystkich liczb wymiernych czy też odcinki rozłączne 
z podciałem  liczb wymiernych. Drugie ważne twierdzenie A rtina i Schreiera 
mówi, że element ciała jest dodatni w każdym porządku tego ciała wtedy 
i tylko wtedy, gdy jest sumą kwadratów elementów tego ciała. Twierdzenie 
to  stanowi właśnie jeden z ważnych argum entów w rozwiązaniu 17. proble­
mu Hilberta.
Teoria stworzona przez A rtina i Schreiera sta ła  się katalizatorem  rozwoju 
wielu działów m atem atyki. W ystarczy wspomnieć, że z geometrii algebra­
icznej wyodrębniła się rzeczywista geometria algebraiczna, a teoria form 
kwadratowych nad dowolnymi ciałami zyskała nowe narzędzia do badania 
zachowania się tych form. Pewne ciała uporządkowane, tzw. ciała rzeczywi­
ście domknięte, pojawiły się również w teorii modeli w kontekście zasady 
Tarskiego, k tóra mówi, że ciała rzeczywiście dom knięte są elem entarnie rów­
noważne z ciałem liczb rzeczywistych.
Podręcznik składa się z dziesięciu rozdziałów uzupełnionych dwoma do­
datkam i. Rozpoczynamy, oczywiście, od podstawowych pojęć i przykładów 
oraz dowodów dwóch wspomnianych wcześniej twierdzeń A rtina i Schreiera, 
zawartych w rozdziale pierwszym, w którym  Czytelnik znajdzie także m.in. 
dyskusję zachowania się porządków ciał przy rozszerzeniach ciał.
W spomnieliśmy już o wpływie teorii ciał uporządkowanych na teorię 
form kwadratowych nad tym i ciałami. Rozdział drugi przypom ina podsta­
wowe fakty dotyczące teorii form kwadratowych i kończy się omówieniem 
tej części teorii, k tóra dotyczy form kwadratowych nad ciałam i formalnie 
rzeczywistymi.
Podobne do ciała R pod pewnymi względami są tzw. ciała rzeczywiście 
domknięte, które jak  R są ciałami formalnie rzeczywistymi o kowymiarze 2 
w swoim algebraicznym domknięciu. Rozdział trzeci podaje charakteryza­
cję takich ciał. Pokazujemy w nim istnienie i jednoznaczność rzeczywistego 
domknięcia ciała uporządkowanego, które jest odpowiednikiem algebraicz­
nego domknięcia w teorii ciał formalnie rzeczywistych. Podobieństwo ciał 
rzeczywiście domkniętych do ciała R wyraża się również w tym , że pewne 
elem entarne twierdzenia analizy m atem atycznej, przedstawione w podroz­
dziale 3.4, są prawdziwe nad tym i ciałami.
Różne porządki ciała, a jak  wspomnieliśmy ciało może mieć ich wiele, 
mogą implikować różne własności. Pojęcia takie, jak: gęstość, archimedeso- 
wość czy wypukłość, odnoszą się do zbioru uporządkowanego. Te własności 
w ciałach z ustalonym  porządkiem (tzn. ciałach uporządkowanych) dysku­
towane są w rozdziale czwartym. Za ich pom ocą scharakteryzować można 
zarówno podciała ciała R, jak  i samo ciało R. Jedna ze znanych konstrukcji 
ciała liczb rzeczywistych wykorzystuje przekroje Dedekinda ciała liczb wy­
miernych. Oczywiście, pojęcie przekroju Dedekinda ma sens w dowolnym 
ciele uporządkowanym, jednak zachowanie tych przekrojów może w istotny 
sposób różnić się od ich zachowania w ciele liczb wymiernych. Mimo to, 
konstrukcję ciała R za pomocą przekrojów można naśladować w przypadku 
dowolnego ciała z ustalonym  porządkiem, uzyskując tzw. ciągłe domknię­
cie tego ciała. Mówiąc ogólnie, konstrukcja ta  „zalepia dziury” między kla­
są dolną i górną pewnych przekrojów Dedekinda, które to  w przypadku 
ciała liczb wymiernych odpow iadają liczbom rzeczywistym. W  przypadku 
ciała rzeczywiście domkniętego przekroje Dedekinda tego ciała wyznaczają 
wszystkie porządki ciała funkcji wymiernych nad tym  ciałem.
W  zbiorze porządków ciała formalnie rzeczywistego można wprowadzić 
topologię, k tóra czyni z tego zbioru przestrzeń boolowską. Rozdział piąty 
poświęcony jest aspektom  topologicznym zbioru porządków. Ze względu na 
interesujący związek własności algebraicznych ciała z własnościami topolo­
gicznymi jego przestrzeni porządków wyróżniamy klasę ciał spełniających 
SAP (Strong Approximation Property). Inne charakteryzacje tej klasy za­
warte są w dalszych rozdziałach. Czynimy tu  również ważne przygotowania 
do tego, aby w ostatnim  rozdziale pokazać, że każda przestrzeń topologiczna 
boolowska jest homeomorficzna z przestrzenią porządków pewnego ciała.
Podpierścień wypukły ciała z ustalonym  porządkiem  okazuje się pier­
ścieniem waluacyjnym, a waluacja wyznaczona przez taki pierścień stanowi 
nadzwyczaj skuteczne narzędzie do badania własności ciała. Rozdział szó­
sty zawiera podstawowe informacje z teorii waluacji nad dowolnymi ciała­
mi, podczas gdy rozdział następny dotyczy ściśle teorii waluacji nad ciała-
mi formalnie rzeczywistymi. Przedm iotem  rozważań są tu  waluacje zgodne 
z porządkiem, tj. takie, które są odwzorowaniami nierosnącymi w grupę 
wartości tej waluacji. Część rozdziału siódmego poświęcona jest pierście­
niom waluacyjnym, których ciała reszt są podciałam i ciała R. Kanoniczne 
odwzorowania w ciała reszt wyznaczone przez te  pierścienie waluacyjne, 
nazywane punktam i rzeczywistymi, tworzą przestrzeń ilorazową przestrzeni 
topologicznej wszystkich porządków ciała.
Punkty  rzeczywiste będą odgrywały ważną rolę w rozdziale ósmym, 
w którym  zajmiemy się podaniem  rozwiązania 17. problemu H ilberta 
i przedstawimy uogólnienia tego problemu, polegającego na tym, że zam iast 
wielomianów nieujemnie określonych na całej dziedzinie, rozważać będzie­
my wielomiany nieujemnie określone na pewnych podzbiorach dziedziny ich 
określoności. W  rozdziale tym  przedstawimy też nieco słabszą wersję twier­
dzenia H ilberta dotyczącego nieujemnie określonych form ternarnych stop­
nia 4. Oryginalne twierdzenie mówi, że każda taka forma jest sumą kwa­
dratów trzech form kwadratowych i jego dowód jest stosunkowo trudny. 
Pokażemy jedynie w miarę elem entarny dowód pochodzący od Albrechta 
Pfistera faktu, że taka forma jest sumą co najwyżej czterech kwadratów 
form kwadratowych.
W  ciele R zbiór elementów niezerowych dzieli się na te, które są kwa­
dratam i i te, które są minus kwadratam i. Ciało formalnie rzeczywiste o ta ­
kiej własności nazywane jest ciałem euklidesowym. Fakt, że dla dowolnych 
a,b €  R równanie a 2 +  b2 =  x 2 ma rozwiązanie w oczywisty sposób kojarzy 
się z twierdzeniem Pitagorasa, stąd ciało, które ma taką własność nazywa­
ne jest ciałem pitagorejskim. Rozdział dziewiąty poświęcony jest opisowi 
pewnych szczególnych klas ciał formalnie rzeczywistych, w tym  również ciał 
euklidesowych i pitagorejskich.
Twierdzenie spektralne dla endomorfizmów samosprzężonych, pewne wła­
sności przestrzeni euklidesowych, twierdzenie Rolle’a niezmiennie przywołu­
ją  na myśl rozważania nad ciałem R , chociaż ich sformułowanie jest możliwe 
nad dowolnym ciałem uporządkowanym, z tym  jednak, że takie uogólnienia 
nie zawsze są prawdziwe. W  ostatnim  rozdziale zajm ujem y się charakteryza­
cją tych ciał, dla których twierdzenie spektralne czy też twierdzenie Rolle’a 
są spełnione. Tu Czytelnik znajdzie też charakteryzację takich ciał, które 
w geometrii afinicznej dopuszczają aksjom at Pascha.
Porządek ciała jest równocześnie porządkiem grupy addytywnej tego cia­
ła. Celowe zatem  w wielu miejscach jest wykorzystywanie gotowych faktów 
z teorii grup uporządkowanych. Dla wygody Czytelnika zamieściliśmy do­
datek D.1, w którym  zawarte zostały potrzebne fakty dotyczące abelowych 
grup uporządkowanych. W  całym podręczniku ciało R wielokrotnie wystę­
puje jako przykład. Chociaż własności tego ciała takie, jak  archimedeso- 
wość czy też ciągłość, są powszechnie znane z podstawowego kursu analizy 
m atem atycznej, to  jednak wydaje nam się, że tu ta j powinny być szczegó­
łowo uzasadnione. Z tego też względu dołączyliśmy dodatek D.2, w którym  
przeprowadzona jest konstrukcja ciała R i udowodnione są wszystkie jego 
własności służące jako ilustracje w podawanych wcześniej przykładach.
Każdy z rozdziałów kończy się zadaniami, co pozwoli Czytelnikowi spraw­
dzić i pogłębić zrozumienie przeczytanego m ateriału.
Podręcznik ma zapoznać studentów kierunków ścisłych oraz pracowni­
ków naukowych z podstawam i algebry rzeczywistej. Dobierając prezento­
wany w nim m ateriał, dołożyliśmy starań, aby był on możliwie kompletny 
i spójny, tak  aby znajomość kursowych wiadomości z algebry i algebry linio­
wej była w ystarczająca do jego lektury. W  niewielu przypadkach odsyłamy 
Czytelnika do pozycji, w których można znaleźć dowody twierdzeń, na ja ­
kie powołujemy się w naszej argum entacji. Aby Czytelnik mógł poszerzyć 
zaprezentowane przez nas wiadomości, dołączyliśmy wykaz literatu ry  uzu­
pełniającej, gdzie znajdzie też bardziej szczegółowe dane bibliograficzne.
Pragniem y podziękować recenzentom Profesorowi Edmundowi Puczy- 
łowskiemu i Profesorowi Danielowi Simsonowi za życzliwe opinie i cenne 
uwagi, które pomogły usunąć wiele usterek zawartych w pierwotnym tek­
ście podręcznika.

ROZDZIAŁ 1
C ia ła  form alnie rzeczyw iste
W  rozdziale tym  podam y podstawową terminologię, przedstawimy przykła­
dy ciał uporządkowanych oraz udowodnimy twierdzenia A rtina-Schreiera. 
C iału szeregów formalnych, ze względu na jego wielokrotne wykorzystanie 
w dalszych rozdziałach, poświęcimy osobny podrozdział. Zajmiemy się rów­
nież analizą przedłużeń porządków na skończone rozszerzenia ciał. Rozdział 
zakończymy wprowadzeniem pewnych uogólnień porządków. Półporządki, 
bo tak  nazywać się będą te obiekty, znajdą zastosowanie w rozdziale 10 
podręcznika, gdzie posłużą do charakteryzacji pewnych własności uogólnio­
nych przestrzeni euklidesowych. Czytelnika, którem u obce jest pojęcie zbio­
ru liniowo uporządkowanego, zachęcamy, by zajrzał najpierw  do dodatku 
D.1.
1.1. Porządki cia ł
D e fin ic ja  1 .1 .1 . Ciało K , w którym  określony jest porządek liniowy < ,
nazywamy ciałem uporządkowanym, jeżeli dla wszystkich a,b ,c  € K  speł­
nione są następujące warunki:
(1) jeśli a < b, to  a +  c < b +  c,
(2) jeśli a < b i 0 <  c, to  ac < bc.
Aby podkreślić, że ciało K  jest uporządkowane przez relację < , będzie­
my często pisali (K, <).
Z warunków (1) oraz (2) definicji ciała uporządkowanego i własności 
porządku liniowego wynikają znane własności nierówności:
a < b —b < - a ,  (1.1)
a < b i c < d = ^  a +  c < b +  d, (1.2)
a < b i c < 0 = ^  bc < ac, (1.3)
0 < a < b = ^  b-1 < a- 1 . (1.4)
Z relacją <  związana jest relacja „słabej” nierówności:
a <  b (a < b  lub a =  b).
W łasności relacji <  m ają oczywiście swoje odpowiedniki dla relacji < , 
np. a <  b i c <  b = ^  a +  c <  b +  d.
Porządek ciała uporządkowanego (K , <) wyznacza zbiór elementów do­
datnich P  =  {a € K  : 0 <  a}. Elementy zbioru —P  =  { - a  € K  : a > 0} =  
{a € K  : a < 0} nazywamy ujemnymi. Łatwo zauważyć, że 1 jest elemen­
tem  dodatnim  w każdym uporządkowanym ciele (K ,< ) .  M ultiplikatywną 
grupę elementów niezerowych ciała K  oznaczamy K *, a podgrupy złożone 
z kwadratów i skończonych sum kwadratów niezerowych elementów ciała K  
-  odpowiednio K *2 oraz E K *2 (zob. uwagi 1.1.6.(2)).
W  dalszych rozważaniach często korzystać będziemy z następujących 
własności zbioru P .
L e m a t 1 .1 .2 . Jeśli (K ,< )  jes t  ciałem uporządkowanym i P  jes t  zbiorem 
elementów dodatnich w porządku <, to:
(1) P  +  P  ę  P,
(2) P  • P  ę  P,
(3) P U —P  =  K *,
(4) P  n —P  =  ty,
(5) K *2 ę  P,
(6) E  K *2 ę  P,
(7) P  jest podgrupą grupy K * oraz [K* : P ] =  2.
D o w ó d .  Jeśli a,b € P , to  0 < a, 0 <  b. Z definicji ciała uporządkowa­
nego oraz własności (1.2) wynikają nierówności 0 < a +  b oraz 0 <  ab. 
Zatem a +  b,ab € P . Pokazaliśmy (1) oraz (2). W łasności (3) oraz (4) wy­
nikają z definicji zbioru P  oraz warunku trichotom ii. Równość a 2 =  (—a)2 
wraz z własnościami (1), (2) oraz (3) uzasadniają (5) i (6). Aby udowodnić 
(7), zauważmy, że jeśli a € P , to a-1 =  a(a-1 )2 € P. Zatem P  jest podgrupą 
grupy K * o indeksie równym 2, co wynika z (3) oraz (4). □
U w ag i 1 .1 .3 . Ciało uporządkowane ma dwie ważne cechy, które wyróżniają 
je w rodzinie wszystkich ciał:
1. Suma jedynek w ciele uporządkowanym nie może być równa zero, gdyż 
jest zawsze elementem dodatnim , zatem  ciało uporządkowane ma cha­
rakterystykę równą 0 .
2. W  ciele uporządkowanym K  element —1 jest ujemny, więc —1 €  E  K *2.
Ciało K , w którym  —1 €  J2 K *2, nazywać będziemy ciałem formalnie  
rzeczywistym . Ciało uporządkowane jest zatem  ciałem formalnie rzeczywi­
stym. Zauważmy jeszcze, że warunek —1 €  J2 K *2 jest równoważny warun­
kowi 0 €  ^  K *2 (zob. zadanie 2).
Udowodnimy teraz, że porządek w ciele można zdefiniować, określając 
zbior elementów dodatnich.
T w ie rd z e n ie  1 .1 .4 . Niech K  będzie ciałem, P  C K * oraz niech <P 
będzie relacją na K  zdefiniowaną następująco: a <P b b — a € P.
Ciało K  wraz z relacją <P jest ciałem uporządkowanym wtedy i tylko 
wtedy, gdy spełnione są następujące trzy warunki:
(1) P  +  P  C P, (2) P  ■ P  C P, (3) P  U —P  =  K  *.
D o w ó d. Konieczność warunków (1)-(3) wynika z poprzedniego lem atu. 
Załóżmy teraz, że spełnione są warunki (1)-(3). Jeśli a € P  fi —P , to  0 =  
a +  (—a) € P  +  P  C P , co jest sprzeczne z tym, że P  C K *. Zatem zbiór 
K  jest sumą rozłączną trzech zbiorów: —P, {0} oraz P. Stąd jeśli a,b € K ,  
to  a — b € —P  albo a — b =  0, albo a — b € P, tzn. a <P b albo 
a =  b, albo b < p  a. Sprawdziliśmy warunek trichotom ii. Przypuśćm y teraz, 
że a <P b oraz b <P c. W tedy c — a =  (c — b) +  (b — a) € P  +  P  C P , co 
oznacza, że a < p  c. Relacja < p  jest więc przechodnia. Zajmijmy się teraz 
sprawdzeniem zgodności relacji < p  z działaniam i w ciele. Jeśli a < p  b, to 
a +  c < P b +  c dla dowolnego c € K , ponieważ (b +  c) — (a +  c) =  b — a € P. 
Jeśli ponadto 0 <P c, to ac <P bc, gdyż bc — ac =  (b — a)c € P  ■ P  C P. □
Z przedstawionych dotychczas faktów wynika, że istnieje odpowiedniość 
wzajemnie jednoznaczna między porządkami liniowymi ciała K  zgodnymi 
z jego działaniam i a podzbiorami P  C K * spełniającym i warunki (1), (2) 
i (3) poprzedniego twierdzenia. Dlatego też będziemy często utożsam ia­
li relację < z wyznaczonym przez nią zbiorem elementów dodatnich P  
i term in porządek będzie oznaczać, zależnie od kontekstu, jedno lub drugie 
pojęcie. Oznaczenie (K, <) będziemy też często zastępowali oznaczeniem
(K, P ).
U w ag i 1 .1 .5 . Analizując własności porządku ciała, uczynić możemy dwie 
następujące obserwacje:
1. Przypuśćmy, że P  oraz P ' są porządkami ciała K  i P  C P ' . Ponieważ P  
oraz P ' są podgrupam i grupy K * o indeksie równym 2, więc P  =  P '.
2. Jeśli Q  jest porządkiem ciała L  i K  jest podciąłem  ciała L, to  P  =  K n Q 
jest porządkiem ciała K . Zatem podciało ciała uporządkowanego jest 
ciałem uporządkowanym.
Porządek P  występujący w drugiej części poprzedniej uwagi nazywamy 
porządkiem ciała K  indukowanym przez porządek Q, natom iast porządek 
Q nazywamy przedłużeniem porządku P  na ciało L. Ciało uporządkowane 
(L ,Q ) nazywamy rozszerzeniem ciała uporządkowanego ( K , P ), natom iast 
ciało uporządkowane (K, P ) nazywamy podciałem ciała uporządkowanego
(L ,Q ).
U w ag i 1 .1 .6 . Zanotujm y jeszcze kilka uwag dotyczących grupy multiplika- 
tywnej ciała K  i pewnych grup z nią związanych.
1. Załóżmy, że H  jest podzbiorem zawartym w K * takim , że H  ■ H  C H. 
Jeśli K *2 C H , to H  jest podgrupą grupy K *. W ynika, to  z równości 
a-1 =  a(a-1 )2 € H  dla każdego a € H .
2. Jeśli A  =  a 2 + . . . + a— i B  =  b2 +  . . . + b22 są dowolnymi elementami zbioru 
E  K *2, to  A B  =  (a ib i)2 +  .. . +  (aibm)2 +  (a2bi)2 +  . . .  +  (a„bm)2 € E  K *2. 
Oczywiście, K *2 C E  K *2, zatem  E  K *2 jest podgrupą grupy K *.
3. Jeśli H  jest podgrupą grupy K*  zawierającą K *2, to grupa ilorazowa 
K */ H  jest elem entarną 2-grupą, tzn. (aH )2 =  H  dla wszystkich a € K *. 
G rupy ilorazowe K * /K * 2 oraz K * /E  K *2 nazywamy odpowiednio grupą 
klas kwadratów oraz grupą klas sum kwadratów ciała K.
4. K ażdą elem entarną 2-grupę (G, ■) można wyposażyć w strukturę  prze­
strzeni liniowej nad ciałem 2-elementowym F 2, trak tu jąc  mnożenie jako 
dodawanie wektorów tej przestrzeni i definiując mnożenie wektora a € G 
przez skalar e € F 2 wzorem e ■ a =  a£. Jeśli grupa G  jest skończo­
na, to  jako przestrzeń liniowa m a skończoną bazę i skończony wymiar. 
Jeśli wymiar jest równy n, to  przestrzeń G jest izomorficzna z F — 
W  szczególności rząd grupy G  jest równy 2n . Oczywiście, homomorfizm 
elementarnych 2-grup jest równocześnie przekształceniem liniowym.
Przyjrzyjm y się teraz kilku przykładom.
P r z y k ła d  1 .1 .7 . Ciało liczb wymiernych Q  jest uporządkowane. Porząd­
kiem jest zbiór P  =  { — € Q  : m , n  €  N}, wyznaczający naturalne upo­
rządkowanie ciała liczb wymiernych. Zauważmy, że każdą dodatnią liczbę 
wym ierną — możemy przedstawić w postaci sumy m n  kwadratów w nastę­
pujący sposób: — =  =  (—)2 +  . . .  +  (—)2. Oznacza to, że P  =  E  Q*2,
a stąd  wynika, że P  jest jedynym  porządkiem ciała Q. Istotnie, gdyby 
P ' C Q* było innym porządkiem, to  P  =  E  Q*2 C P'  i na podstawie
wcześniejszej uwagi P  =  P ' . Jeśli p,q  €  Q są dwoma różnymi liczbami 
pierwszymi, to pQ*2 =  qQ*2, bo pq €  Q*2. To pokazuje, że liczby pierwsze 
wyznaczają nieskończenie wiele klas kwadratów, zatem  grupa Q*/Q*2 jest 
nieskończona.
P r z y k ła d  1 .1 .8 . Ciało liczb rzeczywistych R jest uporządkowane, zbiór 
P  =  R*2 jest porządkiem ciała R oraz | R*/R*2 |= | R * /P  |=  2. Podobnie 
jak  poprzednio, pokazać można, że jest to  jedyny porządek ciała R.
P r z y k ła d  1 .1 .9 . Jeśli d będzie bezkwadratową liczbą naturalną, to  zbiór 
P  =  Q(V d) n  R*2 jest porządkiem ciała Q (V d). Nie jest to jedyny porządek 
tego ciała, gdyż zbiór P '  =  {a +  bVd € Q (Vd)  : a — b\fd € P } jest również 
porządkiem. Te dwa porządki są różne, gdyż \ fd  € P , natom iast \ fd  €  P ' . 
Zachęcamy czytelnika do pokazania, że grupa klas kwadratów ciała Q (\/d ) 
jest nieskończona.
Przypomnijmy, że pierwiastkiem kwadratowym elementu a ciała K  (ozna­
czenie y/a) nazywamy taki element x  należący do K  lub jego rozszerzenia L, 
że x 2 =  a. Pierw iastek kwadratowy na ogół nie jest wyznaczony jednoznacz­
nie. Jeśli jednak L  jest ciałem uporządkowanym, to  warunek ^[a >  0 określa 
pierwiastek jednoznacznie. Powyższy przykład pokazuje, że dla pewnych ele­
mentów a każde z rozwiązań równania x 2 =  a, przy odpowiednim wyborze 
porządku w rozszerzeniu ciała K ,  może być pierwiastkiem kwadratowym 
w ciele uporządkowanym.
P r z y k ła d  1 .1 .10 . Jeśli a  jest zanurzeniem ciała F  w ciało uporządkowa­
ne ( K , P ), to a - 1 ( P ) jest porządkiem ciała F . W  szczególności, jeżeli a  
jest automorfizmem ciała uporządkowanego ( K , P ), to a ( P ) jest również 
porządkiem ciała K . Zauważmy, że porządek P ' w poprzednim przykładzie 
m a postać a ( P ), gdzie P  jest porządkiem ciała Q (\/d ) indukowanym przez 
porządek ciała R, natom iast a  -  nietożsamościowym automorfizmem ciała
Q (Vd).
P r z y k ła d  1 .1 .11 . Ciało liczb zespolonych C nie jest formalnie rzeczywiste, 
bo —1 =  i2. Zatem ciało C nie może być ciałem uporządkowanym. Ponieważ 
każda liczba zespolona m a zespolony pierwiastek kwadratowy, więc C * =  
C*2, a stąd |C*/C*2| =  1.
P r z y k ła d  1 .1 .12 . Ciało skończone nie może być uporządkowane, gdyż ma 
charakterystykę różną od 0.
P r z y k ła d  1 .1 .13 . Jeśli d < 0 jest bezkwadratową liczbą całkowitą, to  ciało 
nie jest formalnie rzeczywiste, gdyż
- i  =  i 2 + . . .  +  i 2 + (V d )2 & £ 2
-d-1
Zatem ciało Q (V d)  nie może być uporządkowane.
P r z y k ła d  1 .1 .14 . Dowolny porządek P  ciała K  można rozszerzyć do po­
rządku ciała funkcji wymiernych K ( X ), przyjmując
T) _  [ anX n +  . . .  +  a \ X  +  ao ^ Ł r>\
P<x> l bmX "  +  . . .  +  b \X  +  bo & K ( X ) :  anbm & P ) .
Innym rozszerzeniem tego porządku P  jest zbiór
P f anX 'n +  . . .  +  a 1X  +  a0 K ( X ) : (  i \ n - m a b r  P
P- ~  =  i  bm X"  +  . . .  +  b iX  +  bo & K (X ) ■ ( - 1 )  anbm & P
W  podrozdziale 4.2 pokażemy, że porządek P  ma nieskończenie wiele prze­
dłużeń w ciele K ( X ).
W ypada zauważyć, że jeśli ciało K  nie ma żadnego porządku, to  również 
ciało K (X ) nie może być uporządkowane.
W iadomo, że K (X ) jest ciałem ułamków pierścienia wielomianów K [ X ], 
który jest pierścieniem z jednoznacznym  rozkładem. Z tego faktu wynika, że 
(X  — a ) (X  — b) nie jest kwadratem  w ciele K ( X ), gdy a,b & K  i a =  b, zatem 
(X  — a )K (X )* 2 =  (X  — b ) K ( X )*2. Jeśli ciało K  jest nieskończone (np. ma 
charakterystykę zero), to  {(X  — a ) K (X)*2 ■ a & K } jest nieskończonym 
zbiorem elementów grupy klas kwadratów ciała K (X ). Stąd wynika, że 
\ K ( X ) * / K (X )*2| =  to . Można również pokazać, że grupa klas kwadratów 
ciała funkcji wymiernych nad ciałem skończonym jest nieskończona.
P r z y k ła d  1 .1 .15 . Łatwo można wskazać nieskończenie wiele porządków 
ciała Q (X ). Oprócz porządków skonstruowanych w poprzednim  przykła­
dzie, istnieją porządki indukowane poprzez zanurzenia Q (X ) w ciało liczb 
rzeczywistych. Dla dowolnej liczby rzeczywistej przestępnej a odwzorowanie
la : Q (X ) R , i J f ) =  / W dla f  e  Q (X ),
V g )  g(a) g
jest zanurzeniem ciała Q (X ) w ciało R. Zatem
P  =  i - 1(R*2) =  { f  & Q X ) ■ f |  >  o}
jest porządkiem ciała Q (X ). Zauważmy, że jeśli a =  b, to  Pa =  Pb- Rzeczy­
wiście, jeśli a < b oraz c € (a, b) nQ , to  X  — c € Pb\ P a. Ponieważ zbiór liczb 
przestępnych jest nieprzeliczalny, więc ciało Q (X ), chociaż przeliczalne, ma 
nieprzeliczalnie wiele porządków.
W ielokrotnie będziemy porównywać ciała uporządkowane. O ile w ka­
tegorii ciał właściwymi morfizmami są zanurzenia, o tyle w kategorii ciał 
uporządkowanych od morfizmów musimy wymagać, aby respektowały rów­
nież porządki tych ciał. Stąd następująca definicja.
D e fin ic ja  1 .1 .16 . Niech (K, P ) i (L, R) będą ciałami uporządkowanymi 
oraz niech $  : K  — > L  będzie zanurzeniem ciał. Mówimy, że $  jest 
zanurzeniem rosnącym  lub zachowującym porządek, jeżeli $ ( P ) C R.
W arunek $ ( P ) C R  występujący w przytoczonej definicji można sfor­
mułować na kilka równoważnych sposobów (patrz zadanie 30).
1.2. Porządki c ia ła  szeregów  form alnych
C iała omawiane poniżej, chociaż proste w konstrukcji, dostarczają wielu cie­
kawych przykładów. T utaj ograniczymy się jedynie do opisania wszystkich 
porządków tych ciał.
Niech K  będzie ciałem oraz niech K ( (X )) będzie ciałem szeregów for­
malnych (nad ciałem K ). Elem entam i ciała K ( (X )) są szeregi
TO
a n X n +  a „ + iX ra+1 +  ... =  £  a iX i , n  € Z  , ai € K .
i=n
Szereg ten  wygodnie jest czasem zapisywać w postaci aiX i , pam iętając
jednak, że istnieje n  € Z takie, że ai =  0 dla i < n.
Działania dodawania i mnożenia w K ( (X )) określone są wzorami:
£  atX i +  £  b iX i =  +  b i)X i ,
t o t o  to i -m
£  a iX i • £  b iX i =  £  CiXi , gdzie Ci =  £  akb—k .
i=n i=m i=n+m k=n
Ciało K ( (X )) jest ciałem ułamków pierścienia K [[X]] szeregów formalnych,
TO
którego elementami są szeregi postaci J2 aiX i . Ciało K  możemy trakto-
i=0
wać jako podciało ciała K ((X ) ) , utożsam iając element a € K  z szeregiem 
a X 0 +  0 X 1 +  ... .
Każdy element ciała K ((X )) można jednoznacznie zapisać w postaci
a X n (1 +  a iX  +  a2X 2 +  ...), gdzie a € K*, n  € Z. (1.5)
Korzystając z tego przedstawienia, można łatwo scharakteryzować te  szeregi 
formalne, które są kw adratam i (sumami kwadratów).
S tw ie rd z e n ie  1 .2 .1 . Załóżmy, że K  jes t  ciałem charakterystyki różnej od
2. Każdy szereg postaci 1 +  a1X  +  a2X 2 +  . . .  jest  kwadratem w ciele 
K ((X )). Jeśli szereg f  ma postać (1.5), to
f  € K ( ( X ) ) * 2 ^  n  € 2Z oraz a € K *2.
Jeśli ponadto K  jes t  ciałem formalnie rzeczywistym, to
f  € Y  K ( ( X ) ) * 2 ^  n  € 2Z oraz a € Y  K *2.
W n io s e k  1 .2 .2 . Ciało K ((X )) jest  formalnie rzeczywiste wtedy i tylko wte­
dy, gdy ciało K  jes t  formalnie rzeczywiste.
Dowód zarówno stwierdzenia 1.2.1, jak  i wniosku jest elem entarny i po­
zostawiamy go Czytelnikowi (zob. zadanie 10).
W n io s e k  1 .2 .3 . Jeśli K  jes t  ciałem charakterystyki różnej od 2, to istnie­
je  izomorfizm grup K ( (X ) ) * / K ((X ))*2 =  Z /2Z  x K * /K * 2. Jeśli ponadto 
K  jest  ciałem formalnie rzeczywistym, to istnieje również izomorfizm grup 
K ( ( X ))*/ £  K ((X ) )* 2 =  Z /2Z  x K * / Y  K *2.
D o w ó d .  Przyporządkowanie
a X n (1 +  a iX  +  a 2X 2 +  . . . )K ((X ))*2 -— ► (n +  2Z, aK*2)
ustala izomorfizm między grupam i K ((X ) ) * / K ((X ))*2 i Z /2Z  x K * /K * 2. 
Podobnie przyporządkowanie
a X n (1 +  a iX  +  a 2X 2 +  ...) Y  K ( ( X ) ) * 2 -— ► (n +  2Z, a Y  K  *2)
wyznacza izomorfizm pomiędzy grupam i K ((X ))*/ Y  K ((X ))*2 oraz 
Z /2Z  x K * / Y K * 2, gdy ciało K  jest formalnie rzeczywiste. □
Niech teraz P  będzie porządkiem ciała K . W  ciele K ( (X )) zdefiniujmy 
dwa podzbiory:
P+ =  ai X i € K  ( ( X) ) :  n  € Z, an €  p | ,
\i=n )
P -  =  j£ ai X i € K  ( ( X) ) :  n  € Z, (—1)nan € A .
Ki=n )
T w ie rd z e n ie  1 .2 .4 . Podzbiory P+ oraz P-  są porządkami ciała K ((X )). 
Są one jedynymi przedłużeniami porządku P  do porządku ciała K ((X )).
D o w ó d. Dowód pierwszej części tezy pozostawiamy Czytelnikowi jako 
ćwiczenie. Przypuśćm y teraz, że Q  jest porządkiem ciała K ((X )) takim , że 
Q  n  K  =  P  oraz X  € Q. Jeśli szereg f  jest zapisany w postaci (1.5), to 
f  € Q a € P  =  Q n  K , gdyż X  € Q oraz
1 +  a iX  +  a 2X 2 +  ... € K ((X ) )* 2 ę  Q.
Zatem Q  =  P+. Jeśli X  € —Q, to analogiczne rozumowanie prowadzi do 
równości Q =  P- . □
W n io s e k  1 .2 .5 . Niech L  =  K ( ( X 1)). . . ( (X n)) będzie iterowanym ciałem 
szeregów formalnych n  zmiennych. W tedy
(1) L*/L*2 ^  (Z /2Z )n x K * /K * 2.
(2) L * / E  L*2 = (Z /2Z )n x K * / E  K *2, gdy ciało K  jes t  formalnie rze­
czywiste.
(3) Dowolny porządek ciała uporządkowanego K  można przedłużyć na 2n 
sposobów do porządku ciała L.
Ponieważ pierścień wielomianów K [ X ] można w naturalny sposób trak ­
tować jako podpierścień ciała K ((X )), więc ciało funkcji wymiernych K (X ) 
również można traktow ać jako podciało ciała K ( (X )). Zatem K (X ) n  P+ 
i K (X ) n  P -  są również porządkami ciała K (X ) i to różnymi od tych 
zdefiniowanych w przykładzie 1.1.14 z poprzedniego podrozdziału.
1.3. Praporządki, tw ierdzen ia  A rtin a-S ch reiera
W  pierwszym podrozdziale zauważyliśmy, że jeśli ciało ma porządek, to  jest 
ono formalnie rzeczywiste. A rtin i Schreier pokazali, że implikacja przeciwna
też jest prawdziwa. Jest to  podstawowy fakt, na którym  zbudowana zosta­
ła teoria ciał uporządkowanych. W  literaturze znane są dwa podejścia do 
dowodu tego rezultatu . W  jednym  z nich stosowane są praporządki ciała, 
a w drugim rzeczywiste domknięcie ciała. P raporządki będą się pojawiać 
w wielu kolejnych rozdziałach, zatem  zastosowanie pierwszego podejścia 
i wprowadzenia od razu pojęcia praporządku wydaje się racjonalne. Rze­
czywiste domknięcie ciała pojawi się w rozdziale trzecim  i tam  zwrócimy 
uwagę na możliwość innego dowodu twierdzenia A rtina-Schreiera.
D e fin ic ja  1 .3 .1 . Podzbiór T  C K* nazywamy praporządkiem, jeśli
U w ag i 1 .3 .2 . Bezpośrednio z definicji wynikają następujące fakty:
1. Każdy porządek jest praporządkiem.
2. Jeśli ciało K  jest ciałem formalnie rzeczywistym, to J2 K *2 jest prapo­
rządkiem zawartym w każdym innym praporządku ciała K , zatem  jest 
najm niejszym  praporządkiem  ciała K .
3. Jeśli ciało K  ma praporządek, to  musi ono być formalnie rzeczywiste.
4. Każdy praporządek T  jest podgrupą grupy K* i grupa ilorazowa K * / T  
jest elem entarną 2-grupą.
5. Przekrój dowolnej niepustej rodziny praporządków ciała K  jest również 
praporządkiem  ciała K .
Następny lemat wskazuje m etodę konstrukcji nowego praporządku z da­
nego praporządku.
L e m a t 1 .3 .3 . Jeśli T  jest praporządkiem ciała K  i x  € K * , lecz —x  €  T, 
to podzbiór T [x] =  T  +  x T  jest również praporządkiem ciała K  oraz 
T  U x T  Q T  [x].
D o w ó d .  Sprawdźmy najpierw , że T [x] ę  K *. Gdyby a +  xb =  0 dla pew­
nych a,b € T, to —x  =  ab(b-1 )2 € T, co jest niezgodne z założeniem lem atu. 
Niech teraz a1,b1, a2,b2 będą elementami praporządku T. Tożsamości
pokazują, że T[x] spełnia warunki (1) oraz (2) definicji praporządku. 
Dla dowolnego a € T  mamy
(1) T  +  T  Q T, (2) T  ■ T  Q T, (3) K *2 Q T.
(ai +  xbi) +  (a2 +  xb2) =  (ai +  a 2) +  x(bi +  b2),
(ai +  xbi) ■ (a2 +  xb2) =  ( a a  +  x 2bib2) +  x ( b a  +  a ib2)
oraz
a =  „ ( A - i ' ) 2 +  x (  _ 2^ ' ) 2 e  T  [x].
\ a  +  x  )  \ a  +  x  )
Zatem T  U x T  C T[x]. Pozostaje jeszcze do sprawdzenia warunek (3) defi­
nicji praporządku, ale K *2 C T  C T [x]. □
Jeśli podzbiór T  jest praporządkiem  ciała K,  to  na ogół T  U x T  
zawiera się w sposób właściwy w T [x]. W  tym  przypadku T  U x T  jest 
podgrupą grupy K *, ale nie jest praporządkiem , gdyż T [x] jest m inimalnym 
praporządkiem  zawierającym T  U xT .  Może się jednak zdarzyć, że zachodzi 
równość T [x] =  T  U xT .  Przyjrzyjm y się dokładniej takim  przypadkom.
D e fin ic ja  1 .3 .4 . Załóżmy, że T  jest praporządkiem  ciała K  oraz x  € K * . 
Element x  nazywamy T-sztywnym, jeśli T [x] =  T U xT .  Jeśli T  =  K *2, to
element T -sztywny nazywamy sztywnym.
U w ag i 1 .3 .5 .
1. Elementy praporządku T  są T -sztywne.
2. Elementy zbioru —T  są T -sztywne wtedy i tylko wtedy, gdy grupa 
K * / T  jest dwuelementowa, tzn. T  jest porządkiem. W ynika to  stąd, 
że T  +  (—T) =  K *.
3. Element x  jest T -sztywny wtedy i tylko wtedy, gdy [T[x] : T ] <  2.
P r z y k ła d  1 .3 .6 . Jeśli K  jest ciałem formalnie rzeczywistym, to  wszystkie 
elementy bX  dla b € K * ciała L  =  K ( (X )) są sztywne. Rzeczywiście, ze 
stwierdzenia 1.2.1 wynika, że jeśli f  €  ^  L*2 +  bX  ^  L*2, to
f  =  c X 2k(1 +  ...) +  b X ( d X 2r(1 +  ...)) dla pewnych c,d  €  ^  K *2
i jeśli k  <  r, to  f  € J 2  L*2. W  przeciwnym wypadku f  € b X J ^ L * 2.
P r z y k ła d  1 .3 .7 . Jeśli [K* : T ] =  4, to  każdy element x  € K * \  ( - T ) jest 
T -sztywny. Jest to  oczywiste, gdy x  € T. Niech zatem  x  €  T  U —T. W tedy 
T [x] jest praporządkiem  i
4 =  [K * : T] =  [K * : T  [x]] • [T [x] : T  U xT] • [T U x T  : T] =  2 • [T [x] : T  U xT] • 2.
Stąd równość T [x] =  T  U xT.
Kilka ciekawych własności elementów T -sztywnych Czytelnik znajdzie 
w zadaniach do tego rozdziału.
Jeśli T  jest praporządkiem  w ciele K , to na ciele K  można zdefiniować 
relację <T , przyjmując: a <T b b — a € T . Relacja ta  jest relacją czę­
ściowego porządku zgodną z działaniam i w ciele K,  tzn. spełniającą warunki
(1) oraz (2) definicji ciała uporządkowanego (definicja 1.1.1). Poniżej zoba­
czymy, że ten  częściowy porządek można rozszerzyć do porządku liniowego 
ciała K.
S tw ie rd z e n ie  1 .3 .8 . Każdy praporządek ciała K  zawarty jes t  w maksy­
malnym (względem relacji zawierania) praporządku ciała K . Praporządek 
T  ciała K  jes t  maksymalnym praporządkiem wtedy i tylko wtedy, gdy jest  
porządkiem ciała K . Każdy praporządek ciała K  zawarty jest  w pewnym  
porządku ciała K .
D o w ó d .  Suma dowolnej, liniowo uporządkowanej (przez C) rodziny prapo- 
rządków ciała K  jest praporządkiem  ciała K .  Zatem z lem atu Kuratowskie- 
go-Zorna wynika, że każdy praporządek ciała K  zawarty jest w maksy­
malnym praporządku tego ciała. Porządek jest, oczywiście, maksymalnym 
praporządkiem  (por. uwagi 1.1.5). Załóżmy teraz, że T  jest maksymalnym 
praporządkiem  ciała K . Należy pokazać, że T  U —T  =  K *. Przypuśćmy, że 
x  € K * i x  €  T  U —T . W tedy, na podstawie lem atu 1.3.3, T [x] jest p ra­
porządkiem zawierającym T . O trzym aliśmy sprzeczność z maksymalnością 
T , gdyż x  € T [x], lecz x  €  T . D ruga część tezy wynika z faktu, że każdy 
praporządek zawarty jest w maksymalnym praporządku. □
W n io s e k  1 .3 .9 . Jeśli T  jest praporządkiem ciała K  oraz —x  €  T , to ist­
nieje taki porządek P  ciała K , że T  C P  i x  € P.
D o w ó d .  W ynika ze stwierdzenia 1.3.8 dla praporządku T '  =  T [x]. □
Zbiór wszystkich porządków ciała K  zawierających dany praporządek 
T  oznaczać będziemy X ( K / T ) .  Ponieważ każdy porządek ciała uporządko­
wanego zawiera wszystkie niezerowe sumy kwadratów, więc X ( K / Y , K *2) 
jest zbiorem wszystkich porządków ciała K . W  tej sytuacji będziemy pisa­
li po prostu X (K ). Teraz możemy już sformułować i udowodnić pierwsze 
twierdzenie A rtina-Schreiera.
T w ie rd z e n ie  1 .3 .10  (A rtina-Schreiera). Ciało K  ma porządek wtedy i tyl­
ko wtedy, gdy jes t  formalnie rzeczywiste, tzn.
X  (K  ) =  0 ^ - 1  €  Y  K  *2.
D o w ó d .  Ciało uporządkowane jest formalnie rzeczywiste (zob. uwagi 1.1.3 
punkt 2). Jeśli natom iast ciało K  jest formalnie rzeczywiste, to J2 K *2 jest 
praporządkiem  (zob. uwaga 1.3.2.(2)). W ystarczy więc zastosować stwier­
dzenie 1.3.8, aby uzyskać tezę. □
D e fin ic ja  1 .3 .11 . Element a ciała K  nazywamy elementem totalnie dodat­
nim  (totalnie ujemnym ), jeśli a jest dodatni (ujemny) w każdym porządku 
ciała K,  tzn. a € P  (a €  P ) dla każdego P  € X ( K ).
W prost z definicji porządku wynika, że w ciele formalnie rzeczywistym 
każdy element zbioru J2 K *2 jest totalnie dodatni. Zbiór elementów to ta l­
nie dodatnich ciała formalnie rzeczywistego K  jest przekrojem  wszystkich 
porządków ciała K ,  zatem  jest praporządkiem  ciała K . Drugie twierdzenie 
A rtina-Schreiera mówi, jakiej postaci są elementy tego praporządku.
T w ie rd z e n ie  1 .3 .12  (A rtina-Schreiera). Jeśli T  jes t  praporządkiem ciała 
formalnie rzeczywistego K , to T  =  p |{P  : P  €  X ( K / T )}. W  szczególności 
J 2 K * 2 =  p { P  : P  €  X (K )}, a to oznacza, że element ciała formalnie  
rzeczywistego K  jest totalnie dodatni wtedy i tylko wtedy, gdy jest sumą 
kwadratów niezerowych elementów tego ciała.
D o w ó d. W ystarczy udowodnić pierwszą część tezy, a następnie wstawić 
T  =  J2 K *2. Przypuśćm y zatem , że T  jest praporządkiem  ciała K  oraz T '  
jest przekrojem wszystkich porządków P  € X ( K / T ). Zawieranie T  C T '  
jest oczywiste. Załóżmy teraz, że istnieje taki element x  € T', że x  €  T . Na 
podstawie wniosku 1.3.9 istnieje tak i porządek P  €  X (K /T ) , że —x  € P . 
Zatem x  € P  n  —P  dla pewnego P  €  X ( K / T ), co daje sprzeczność. □
Zwróćmy uwagę na fakt, że pojęcie elementu to taln ie dodatniego nie 
traci sensu, gdy ciało K  nie jest formalnie rzeczywiste. W tedy X (K ) =  0 
i po prostu każdy element możemy uważać za totalnie dodatni (również 
to taln ie ujemny). Twierdzenie 1.3.12 ma w tryw ialny sposób również sens 
dla ciał, które nie są formalnie rzeczywiste, w tedy bowiem J2 K *2 =  K  (zob. 
zadanie 2).
1.4. Sygnatury, oszacow anie liczby porządków
Każdy porządek P  ciała formalnie rzeczywistego K  wyznacza odwzorowanie
( 0, gdy a =  01, gdy a € P  ,
—1, gdy a € —P
które nazywamy sygnaturą względem porządku P . Ograniczenie funkcji sgnp 
do K * jest epimorfizmem grup o wartościach w grupie {—1,1}. Ponieważ 
jądro  tego epimorfizmu jest równe P , więc zgodnie z twierdzeniem o ho- 
momorfizmach grup, dla każdej podgrupy H  C P  sygnatura sgnp indukuje 
epimorfizm
K * / H  — ► {—1,1}, a H  — ► sgnP (a),
który również oznaczamy symbolem sgnp .
Podobnie jak  w przypadku ciała liczb rzeczywistych, czy też dowolnej 
grupy uporządkowanej (zob. definicja D.1.11), możemy zdefiniować wartość 
bezwzględną \ x  \p  względem porządku P  elementu x  wzorem:
| x  \p  =  sgnP (x)x, dla x  € K .
Pozostawiamy Czytelnikowi sprawdzenie, że prawdziwe są znane własności 
wartości bezwzględnej (zadanie 23):
(1) \ x  \P =  \ —x  \P ,
(2) \ x y  \p =  \ x  \p  ■ \ y \p ,
(3) \ x -1 \p =  \ x  \- 1 , gdy x  =  0,
(4) \\ x  \p  — \ y \p \p  < \  x  +  y \p < \  x  \p +  \ y \p .
Jeśli Y  jest dowolnym zbiorem niepustym, to { —1 ,1}Y  oznacza gru­
pę funkcji przekształcających Y  w grupę { —1 ,1} z mnożeniem „po w arto­
ściach” . Sygnaturę względem zbioru 0 =  Y  C A (K ) określamy jako odwzo­
rowanie
SgnY : K* — > {—1 ,1}Y, SgnY(a )(P ) =  sgnp (a) dla P  € Y  oraz a € K *.
Jest to  homomorfizm grup, chociaż tym  razem nie musi to już być epi-
morfizm. Ponieważ jądrem  homomorfizmu SgnY jest praporządek T  =  
f j{ P ; P  € Y }, więc SgnY indukuje monomorfizm SgnY : K * / T  {—1 ,1}Y.
Dla dowolnego praporządku T  ciała K  zdefiniujmy odwzorowanie
: A  ( K /T )  -+ H om (K  */T,  {1, —1}), ( P ) =  sgnp dla P  €  A  ( K /T ) .
Ponieważ sygnatura wyznacza porządek jednoznacznie, więc jest od­
wzorowaniem różnowartościowym. Pozwala to  traktować zbiór A  ( K / T )  ja ­
ko podzbiór grupy H om (K */T,  {1, —1}), a zgodnie z uwagą 1.1.6.4, grupa 
K * / T  może być traktow ana jako przestrzeń liniowa nad ciałem F 2, grupa 
H om (K */T,  {1, —1}) zaś jest przestrzenią sprzężoną do K * / T  (z multipli- 
katywnym zapisem w zbiorze wartości funkcjonałów liniowych).
T w ie rd z e n ie  1 .4 .1 . Niech T  będzie praporządkiem ciała formalnie rzeczy­
wistego K.
(1) \X (K /T ) l  < w  ^  \K*/TI < w .
(2) Jeśli grupa K * / T  jes t  skończona, to istnieje taka liczba naturalna n, 
że \K */T \  =  2n oraz
n  < \ X ( K / T ) \ <  2n -1 . (1.6)
D o w ó d .  (1). Ponieważ SgnY : K */ T  — > {1, —1}Y  względem Y  =  X ( K / T )  
jest monomorfizmem, więc \K * /T \  <  2 |X(K/T)|. Zatem jeśli X ( K /T )  
jest zbiorem skończonym, to  grupa K * / T  jest skończona. Jeśli zaś K * / T  
jest grupą skończoną, to  grupa H om (K */T, {1, — 1}) jest również grupą 
skończoną i różnowartościowość odwzorowania « T implikuje IX ( K / T )| =
|<m x (x / t ))\ <  °o.
(2). Jeśli \K*/T \ < w ,  to  \K * /T \  =  \ H om (K */T,  {1, —1})\ =  2n , gdzie 
n  =  dimF2 K * /T .  Z rozumowania przeprowadzonego w pierwszej części do­
wodu wynika, że
2n <  2 |X(K/T)I, tzn. n  <  \X (K /T ) \ .
Zbiór H  =  {a  €  H om (K */T, {1, —1}) : a ( ( —1) ■ T) =  1} jest podgrupą 
o indeksie 2 grupy H om (K */T, {1, — 1}). Z definicji « t  wynika, że zbiór 
« T ( X ( K / T ) )  zawiera się w zbiorze
A  =  {a  € H om (K */T, {1, —1}) : a ( ( —1) ■ T) =  —1},
będącym  warstwą względem H. Zatem
\X (K /T ) \  =  \«T (X (K /T ))\ <  \A\ =  2n -1 .
□
W n io s e k  1 .4 .2 . Załóżmy, że K  jest ciałem formalnie rzeczywistym.
(1) \ X (K)\ <  w  ^  \ K * / E  K*2\ < w .
(2) Jeśli grupa K * /J 2 K * 2 jes t  skończona, to istnieje taka liczba natural­
na n, że \K * /Y , K *2\ =  2n oraz
n  < \ X ( K ) \  <  2n -1 . (1.7)
D o w ó d .  Zastosować twierdzenie 1.4.1 do praporządku T  =  ^ K *2. □
Oszacowanie (1.7) jest najlepsze z możliwych. Górne oszacowanie reali­
zuje się dla ciała K  =  R ((X 1))...((X n -1 )), z wniosku 1.2.5 bowiem wynika,
że \K * /Y .K * 2\ =  2n oraz \ X ( K )| =  2n -1 . Dolne oszacowanie natom iast re­
alizuje się m.in. w przypadku ciał liczbowych (zob. komentarz po twierdze­
niu 10.4.6). Nierówność (1.6) dla n  =  1, 2 wyznacza \ X ( K / T )\ dokładnie. 
W  miarę zwiększania się liczby n  przedział [n, 2n -1 ] zwiększa gwałtownie 
swoją długość. Okazuje się, że dla n  >  4 nie wszystkie liczby całkowite 
z przedziału [n, 2n -1 ] są wartościami \ X ( K / T )\ (zob. zadanie 36).
1.5. W achlarze
Przedstawim y teraz ważną klasę praporządków zwanych wachlarzami. 
W  kolejnych rozdziałach zobaczymy, że decydują one w istotny sposób 
o strukturze nie tylko zbioru wszystkich porządków, ale również obiektów 
ściśle związanych z porządkami.
D e fin ic ja  1 .5 .1 . Praporządek T  ciała K  nazywamy wachlarzem, jeśli każda 
podgrupa S  grupy K* taka, że T  C S, [K* : S] =  2 oraz —1 g  S , jest 
porządkiem ciała K .
U w a g a  1 .5 .2 . Praporządek T  jest wachlarzem wtedy i tylko wtedy, gdy 
zbiór X ( K / T ) jest największy z możliwych. W  szczególności gdy \K * /T \  =
2n , to  T  jest wachlarzem wtedy i tylko wtedy, gdy \X (K /T ) \  =  2n -1 . 
Z tej obserwacji wynika, że każdy praporządek T , taki że [K* : T ] <  4 (lub 
równoważnie \X (K /T ) \  <  2), jest wachlarzem. Takie wachlarze nazywamy 
trywialnymi.
U w a g a  1 .5 .3 . Jeśli T  oraz T '  są praporządkam i ciała K, T  C T '  oraz T  
jest wachlarzem, to T ' jest również wachlarzem.
P r z y k ła d  1 .5 .4 . Jeśli K  =  R ((X 1) ) . . .  ((X n)) oraz T  =  £  K  *2, to 
z wniosku 1.2.5 otrzym ujemy \K * /T \  =  2n+1 oraz \X (K /T ) \  =  2n . Zatem 
T, jak  również każdy inny praporządek ciała K,  jest wachlarzem. Fakt ten 
pozostaje prawdziwy, gdy R zastąpim y dowolnym ciałem z jednym  porząd­
kiem.
P r z y k ła d  1 .5 .5 . Jeśli ciało K  ma trzy  porządki, to  \K * ^ £  K *2\ =  23 (zob. 
(1.7)). Zatem £ K *2 nie jest wachlarzem. Przykładem  takiego ciała jest 
rozszerzenie ciała Q  o pierwiastek wielomianu nierozkładalnego f  g Q [X ] 
stopnia 3 , który ma trzy  pierwiastki rzeczywiste (zob. twierdzenie 3.3.5).
Zastanówmy się, jak  opisać najm niejszy możliwy nietrywialny wachlarz. 
Przypuśćmy, że T  jest praporządkiem  ciała K  takim , że [K* : T ] =  23.
1.5. Wachlarze 31
W  tym  przypadku 3 <  \ X ( K / T )| <  4. Niech P 1,P 2,P 3 będą param i róż­
nymi elementami zbioru X ( K / T ) .  G rupa K * / T  zawiera dokładnie cztery 
podgrupy o indeksie 2, które nie zawierają - T .  Są nimi: Pi =  kersgnp. 
dla i =  1, 2, 3 oraz ker(sgnPl • sgnP2 • sgnPa). Zatem T  jest wachlarzem 
wtedy i tylko wtedy, gdy homomorfizm sgnPl • sgnP2 • sgnPg jest sygnaturą 
względem pewnego porządku P4 € X ( K /T ) .
T w ie rd z e n ie  1 .5 .6 . Załóżmy, że T  jes t  praporządkiem ciała K . Następu­
jące warunki są równoważne:
(1) T  jes t  wachlarzem.
(2) Każda podgrupa S  grupy K * taka, że T  C S  i —1 €  S , jest  
praporządkiem ciała K .
(3) Każdy element zbioru K * \  ( - T ) jest  T-sztywny.
(4) Istnieje porządek P  €  X ( K / T ) taki, że każdy element zbioru P  jest  
T-sztywny.
(5) Każdy praporządek T '  ciała K  taki, że T  C T ' oraz [K* : T'} =  8, 
jes t  wachlarzem.
D o w ó d .  (1) = ^  (2). Jeśli S  jest podgrupą grupy K  * taką, że T  C S  oraz 
— 1 €  S  , to S  =  p { G  : S  < G  < K  *, [K* : G] =  2, —1 €  G}, gdyż grupa 
K * / T  jest przestrzenią liniową nad ciałem F 2. Na podstawie założenia, S  
m a postać f j{G  : G € X ( K /T ) } ,  jest więc praporządkiem.
(2) = ^  (3). Zbiór S  =  T Ux T  jest podgrupą grupy K *, T  C S, —1 €  S. 
Założenie gwarantuje, że S  jest praporządkiem , zatem  T + x T  C S . Oznacza 
to, że x  jest elementem T -sztywnym.
Implikacja (3) = ^  (4) jest oczywista.
(4) = ^  (1). Niech S  będzie podgrupą grupy K * taką, że T  C S, 
[K* : S } =  2 oraz —1 €  S. Rozważmy T '  =  P  n  S , gdzie P  jest porządkiem 
występującym  w warunku (4). Podgrupa T '  jest praporządkiem , gdyż na 
podstawie założenia x + y € x T + y T  =  x  ( T + x y T ) =  x  (T  U x y T )  C T '  
dla każdych x , y  € T ' . Z definicji T '  mamy [K * : T'] <  4 , zatem  T '  
jest trywialnym  wachlarzem. Stąd S  € X ( K / T ' ) ,  tzn. S  jest porządkiem 
ciała K.
Implikacja (1) = ^  (5) jest oczywista (zob. uwaga 1.5.3).
(5) = ^  (3). Załóżmy (5) i przypuśćmy, że istnieje element x  € K * \  (—T ), 
który nie jest T -sztywny, czyli 1 +  x  €  T  U xT .  W tedy elementy —x  oraz 
1 +  x  nie należą do T. Również 1 +  x -1 nie należy do T, gdyż w przeciw­
nym razie 1 +  x  =  (1 +  x -1 )x  € xT .  Na podstawie wniosku 1.3.9 możemy 
znaleźć takie trzy  porządki P 1,P 2,P 3 € X ( K / T ) (niekoniecznie różne), że 
każdy z elementów —x, 1 +  x, 1 +  x -1  jest ujemny w przynajm niej jednym
z tych porządków. Jeśli T ' =  P 1 n  P2 Cl P3, to [K* : T '] <  8 oraz x  €  T '  
i 1 +  x  €  T '  U x T ' . Stąd na podstawie udowodnionej implikacji (1) = ^  (3) 
praporządek T '  nie jest wachlarzem, a więc [K* : T ' ] >  4. Zatem [K* : T'] =  
8, co jest sprzeczne z (5). □
U w a g a  1 .5 .7 . W arunek (3) w twierdzeniu 1.5.6 jest równoważny warunko­
wi:
(3’) x T  +  y T  =  x T  U y T  dla dowolnych x , y  € K * takich, że x y  €  —T . 
W arunek (4) natom iast jest równoważny warunkowi:
(4’) Istnieje P  € X ( K / T ) taki, że x T  +  y T  =  x T  U y T  dla dowolnych 
x, y € P.
Zarówno uogólnienie w arunku (3’), jak  i nowe warunki równoważne Czytel­
nik znajdzie w zadaniu 21.
1.6. P rzed łu żen ia  porządków
Jak  zauważyliśmy na początku niniejszego rozdziału, podciało ciała upo­
rządkowanego jest ciałem uporządkowanym. Zatem niepustość zbioru po­
rządków ciała implikuje niepustość zbioru porządków podciała, choć moce 
obu zbiorów mogą znacznie się różnić. Pewne porządki podciała nie m ają 
przedłużeń na rozszerzenie, a inne mogą przedłużać się na wiele sposobów. 
Problem  przedłużania porządków omówimy w tym  podrozdziale.
Niepusty podzbiór S  ciała K  nazywamy półpierścieniem, jeśli jest za­
mknięty ze względu na działania dodawania i mnożenia, tzn. S  +  S  C S  
oraz S  ■ S  C S.  Łatwo pokazać, że przekrój dowolnej niepustej rodziny 
półpierścieni zawartych w K  jest półpierścieniem. Oczywiście, każdy prapo- 
rządek jest półpierścieniem. Półpierścień natom iast jest praporządkiem , gdy 
nie zawiera 0 oraz zawiera K *2. Dla dowolnego podzbioru A  C K  przekrój 
wszystkich półpierścieni zawierających zbiór A  nazywamy półpierścieniem  
generowanym przez zbiór A  i oznaczamy (A).
L e m a t 1 .6 .1 . Jeśli A  jest niepustym podzbiorem ciała K , to
{U^  ai : n  €  N, a i , ,..., au €  ^  A
i=1
gdzie n  A  jes t  zbiorem wszystkich skończonych iloczynów elementów 
zbioru A.
( n
D o w ó d .  Oznaczmy S  =  < ]+ ai : n  €
u = i
z definicji zbioru S  wynika, że S  +  S  C S  i S  ■ S  C S , więc S  jest 
półpierścieniem zawierającym zbiór A. Stąd (A) C S . Jednakże skoro (A) 
jest półpierścieniem, f] A  C (A) i sum a skończonej liczby elementów zbioru 
n  A  należy do (A), tzn. S  C (A). □
S tw ie rd z e n ie  1 .6 .2 . Jeśli A  jest podzbiorem ciała K , to następujące wa­
runki są równoważne:
(1) A  zawiera się w pewnym praporządku ciała K ,
(2) A  zawiera się w pewnym porządku ciała K ,
(3) 0 €  ( A U K *2),
(4) —1 €  (A  U K *2) oraz 0 €  A,
(5) (A  U K *2) jes t  praporządkiem ciała K .
D o w ó d .  Implikacja (1) = ^  (2) jest oczywista, gdyż każdy praporządek 
można rozszerzyć do porządku.
(2) = ^  (3). Przypuśćmy, że A  C P  dla pewnego P  € X (K ). W  tej 
sytuacji (A  U K *2) C P  i spełniony jest warunek (3).
(3) = ^  (4). Jeśli —1 =  a1x1 + . . . + anxn  dla a1, . . .  ,a n € {1}U[] A  oraz 
x 1, .. . x n € K *, to  0 =  1 +  a1x1 +  . . .  +  anx 2n € (A  U K *2). Otrzym aliśmy 
sprzeczność.
(4) = ^  (5). Przypuśćmy, że (A  U K *2) nie jest praporządkiem  ciała 
K . Oznacza to, że 0 € (A U K *2). Załóżmy, że 0 =  a1x1 +  . . .  +  anx 2n 
dla a 1, . . .  ,an € {1} U n  A  oraz x 1, . . . x n € K *. W tedy a 1 = 0  oraz 
— 1 =  (a1a 2) (a 1-1x |f1x 2)2 +  . . .  +  (a 1an) ( a - 1x - 1xn )2 € (A U K *2), co jest 
sprzeczne z (4).
Implikacja (5) = ^  (1) jest oczywista. □
T w ie rd z e n ie  1 .6 .3 . Załóżmy, że K  jes t  podciałem ciała L  oraz P  jest  
porządkiem ciała K .  W tedy następujące warunki są równoważne:
(1) P  można przedłużyć do porządku Q ciała L,
(2) 0 €  (P  U L*2),
(3) —1 €  (P  U L*2),
(4) jeśli a1 x 2 +  . . .  +  anx"n =  0 dla pewnych a1, . . . a n € P  oraz 
x 1, . . . x n € L , to x 1 =  . . .  =  x n =  0.
N, a ^ . ^ a ^ ,  € n  A j . Ponieważ
D o w ó d .  W ystarczy zastosować stwierdzenie 1.6.2, przyjmując A  =  P. □
W n io s e k  1 .6 .4 . Przyjmijmy oznaczenia z poprzedniego twierdzenia. Porzą­
dek P  można przedłużyć do porządku ciała L  wtedy i tylko wtedy, gdy dla 
dowolnego n  £  N oraz dla dowolnych x \ , . . . , x n £ L  porządek P  można 
przedłużyć do porządku ciała K ( x i , . . . ,  xn).
D o w ó d .  W ynika z równoważności warunków (1) oraz (4) poprzedniego 
twierdzenia. □
W  następnym  twierdzeniu zajmiemy się przedłużeniami porządku ciała 
uporządkowanego na jego skończone rozszerzenie. Ponieważ ciało uporząd­
kowane ma charakterystykę równą zero, więc na podstawie twierdzenia Abe­
la każde skończone rozszerzenie takiego ciała jest rozszerzeniem prostym.
T w ie rd z e n ie  1 .6 .5 . Niech (K, P ) będzie ciałem uporządkowanym oraz niech 
L  =  K (a ) ,  gdzie a  jest  pierwiastkiem wielomianu nierozkładalnego f  £ K [ X ]. 
Jeśli f  ( a ) f  (b) £ —P  dla pewnych a,b £ K , to porządek P  można przedłużyć 
do pewnego porządku ciała L.
D o w ó d .  Zastosujemy indukcję względem n  =  st f . Przypadek n  =  1 jest 
oczywisty. Przypuśćm y teraz, że n  > 1 oraz twierdzenie jest prawdziwe 
dla rozszerzeń stopnia <  n. Załóżmy, że porządku P  nie można przedłu­
żyć do porządku ciała L . Zatem na podstawie poprzedniego twierdzenia 
—1 £ {P U L*2). Ponieważ K  (a) =  K  [X ] / ( f ), więc istnieją p 1, . . . , p m £ P  
oraz g, f 1, . . . ,  f m £ K  [X  ], st f i  < n  dla i = 1 , . . .  ,m  takie, że
p i f 2 + . . . + pmfm  =  —1 +  g f .  (1.8)
Z równości (1.8) wynika, że st g < n  — 1 oraz dla a, b spełniających założenie 
twierdzenia mamy g (a ) f  (a) £ P , g(b )f  (b) £ P  i g(a)g(b) £ —P . W ielomian 
g może być rozkładalny nad ciałem K , ale w jego rozkładzie na czynniki nie- 
rozkładalne musi istnieć czynnik h £ K [ X ] taki, że h(a)h(b) £ —P . Rozważ­
my ciało L' =  K ( P ), gdzie fi jest pierwiastkiem wielomianu h. Ponieważ sto­
pień h  jest mniejszy od n , więc na podstawie założenia indukcyjnego porzą­
dek P  można przedłużyć do pewnego porządku ciała L ' . Jednak po wstawie­
niu X  =  p  do równania (1.8 ) otrzymujemy p 1f 2(p) +  . . .  +  pm f ^ ( P ) =  —1 
w ciele L ' , tzn. ciało L' nie jest formalnie rzeczywiste. O trzym ana sprzecz­
ność kończy dowód twierdzenia. □
Zastosujemy powyższe twierdzenie do zbadania przedłużeń porządków 
na rozszerzenia kwadratowe.
T w ie rd z e n ie  1 .6 .6 . Załóżmy, że L  =  K ( \ fa )  jest  rozszerzeniem kwadrato­
wym ciała uporządkowanego (K, P ). Porządek P  można przedłużyć do po­
rządku ciała L  wtedy i tylko wtedy, gdy a € P .  Jeśli a € P , to porządek P  
ma dokładnie dwa przedłużenia do porządku ciała L. Element \ fa  należy do 
dokładnie jednego z nich.
D o w ó d .  Jeśli porządek P 1 ciała L  jest przedłużeniem porządku P , to 
a =  ( f a ) 2 € P 1 n  K  =  P.
Przypuśćm y teraz, że a € P. Ciało L  jest rozszerzeniem ciała K  
o pierwiastek wielomianu nierozkładalnego f  =  X 2 — a. Łatwo zauważyć, że 
f  (0 )f  (a +  1) € —P. Zatem poprzednie twierdzenie gwarantuje nam istnienie 
przedłużenia P 1 porządku P  na ciało L. Jeśli a  jest nietożsamościowym K - 
automorfizmem ciała L, to  P2 =  a (P 1) jest również porządkiem ciała L  i to 
różnym od P 1, gdyż ^fa € P 1 <=^ — \ fa  € P2. W ystarczy pokazać, że P 1 oraz 
P2 są jedynym i przedłużeniami porządku P . Półpierścień T  =  (P  U L*2) jest 
praporządkiem  ciała L  i X ( L / T ) jest zbiorem wszystkich przedłużeń po­
rządku P  na ciało L. Oczywiście, T  C P 1 n  P2. Pokażemy, że T  =  P 1 n  P2. 
Niech x  +  y \[a  € P 1 n  P2. W tedy a (x  +  y \fa )  =  x  — y \[a  € P 1 n  P2 oraz 2x =  
(x + y f a )  +  a ( x + y f a ) ,  x 2 — ay2 =  (x + y f a )  • a ( x + y f a )  € P 1 n P 2  n K  =  P. 
Zatem x  +  y f a  =  (2x)- 1 [(x +  y f a ) 2 +  (x2 — ay2)] € T .
Ponieważ z równości T  =  P 1 n  P 2  wynika
[L* : T] <  [L* : P 1] • [L* : P 2] =  2 • 2 =  4,
a z nierówności (1.6) otrzym ujemy \ X ( L / T )| =  2, więc X ( L / T ) =  {P 1,P 2}.
□
Twierdzenie 1.6.6 pozwala opisać przedłużenia porządków na rozszerze­
nia multikwadratowe.
W n io s e k  1 .6 .7 . Niech ( K , P ) będzie ciałem uporządkowanym.
(1) Dla dowolnych a 1 , . . . , an € P  porządek P  można przedłużyć do 
porządku ciała M  =  K ( ^ a 1 , . . . ,  sfan). Liczba tych przedłużeń równa 
jest  [M : K ].
Niech a1, . . . , a n € P  oraz niech f a i  będą takimi ustalonymi rozwią­
zaniami równania X 2 — ai , i =  1,.. . ,n ,  że [M : K ] =  2n . Wtedy 
odwzorowanie ^  : {P ' €  X (M ) : P '  n  K  =  P } ^  {1, —1}n okre­
ślone wzorem ^ ( P ')  =  (sgnP/ ( f a l ) , . . . ,  sgnP/ ( fa n ) ) ,  jest  wzajemnie 
jednoznaczne.
(2) Jeśli A  C P , to porządek P  można przedłużyć do porządku ciała
K  ( f A ) .
D o w ó d .  Stwierdzenie (1) wynika wprost z poprzedniego twierdzenia 
przez zastosowanie indukcji względem n, natom iast stwierdzenie (2) wynika 
z pierwszej części oraz wniosku 1.6.4. □
P r z y k ła d  1 .6 .8 . W  przykładzie 1.1.9 pokazaliśmy, że ciało Q (Vd)  ma co 
najm niej dwa porządki, o ile d jest liczbą natu ralną bezkwadratową. Teraz 
już wiemy, że ma dokładnie dwa porządki.
Na zakończenie tej części pokażemy, jak  dla dowolnego n  € N można 
łatwo skonstruować rozszerzenie multikwadratowe stopnia 2n . W  dowodzie 
tego faktu skorzystamy z następującego lematu.
L e m a t 1 .6 .9 . Niech K  będzie ciałem ułamków pierścienia z jednoznacz­
nym rozkładem S, char K  =  2 oraz niech P  będzie zbiorem reprezentantów 
klas elementów stowarzyszonych elementów nierozkładalnych pierścienia S. 
Jeśli element d € S  jest  iloczynem parami różnych elementów zbioru P  oraz 
V d  € K ( / p 1 , . . . ,  / pS), to w tym rozkładzie elementu d występują jedynie 
elementy zbioru {p1, . . .  ,p s}.
D o w ó d .  Zastosujemy indukcję względem s. Dla s =  0 jest to  oczywi­
ste. Załóżmy teraz, że s > 0 oraz teza lem atu jest prawdziwa dla L  =  
K ( / p 1 , . . . ,  /p S ) .  Niech pS+1 € P  będzie elementem różnym od p 1, . . .  ,p s . 
Z założenia indukcyjnego / pS+1 €  L, a więc jeśli \ fd  € L ( / pS+1), to istnieją 
jednoznacznie wyznaczone a,b € L  takie, że \ fd  =  a +  b/ pS+1. Podnosząc 
obie strony tej równości do kw adratu, otrzym ujemy d =  (a2 +  b2pS+ 1) +  
2ab/ pS+1. Zatem 2ab =  0 oraz a 2 +  b2pS+1 =  d. Rozważmy dwa przypadki:
1. Jeśli a =  0, to  b2pS+ 1 =  d. Jeśli pS+ 1 \  d, to  \JdpS+1 =  bpS+1 € L, co 
jest sprzeczne z założeniem indukcyjnym. Jeśli pS+1 \ d, to \Jd /p S+1 =  b € L  
i z założenia indukcyjnego wynika, że w rozkładzie elementu d w ystępują 
jedynie elementy p 1, . . .  ,p S,p S+1.
2. Jeśli b =  0, to a 2 =  d. Zatem \ fd  € L  i z założenia indukcyjnego, 
d rozkłada się na elementy nierozkładalne należące do zbioru {p1, . . .  ,p S}.
□
W n io s e k  1 .6 .10 . Przy założeniach lematu 1.6.9 mamy
[K ( / p 1 , . . . ,  / p S ) :  K  ] = 2 S.
Ponadto, jeśli K  jes t  ciałem uporządkowanym, to każdy porządek P ciała 
K  można przedłużyć do porządku ciała K  ( / p 1 , . . . ,  / pS) na 2S sposobów.
D o w ó d .  Pierwsza część wynika bezpośrednio z lem atu 1.6.9, natom iast 
druga część wynika z wniosku 1.6.7. □
P r z y k ła d  1 .6 .11 . Ciało Q (v /2, y ^ )  m a cztery porządki. Ogólniej, 
z wniosku 1.6.10 wynika, że jeżeli p 1, . . .  ,p s są różnymi liczbami pierwszy­
mi, to ciało Q ( y p l , . . . ,  yjpl) m a 2s porządków. Podobnie, jeśli a 1, ..., as są 
param i różnymi liczbami rzeczywistymi, to  ciało R (V X  — a1, . . . , \ J X  — as) 
m a 2s porządków.
Przyjrzym y się teraz problemowi przedłużania porządków na rozszerze­
nia stopnia nieparzystego.
T w ie rd z e n ie  1 .6 .12 . Jeśli L  jes t  rozszerzeniem ciała K  stopnia nieparzy­
stego, to każdy porządek ciała K  można przedłużyć do porządku ciała L.
D o w ó d .  Przypuśćmy, że L  =  K (a), gdzie a  jest pierwiastkiem wielomia­
nu nierozkładalnego f  =  X n +  a 1X n-1  +  . . .  +  an e  K [ X ], n  g  2Z. Niech 
P  e  X ( K ) oraz niech m  oznacza największy (względem porządku P ) spo­
śród elementów zbioru {1, \ a1 \P + . . .  +  \ an \P }. W tedy, jeśli m  <P \ x  \P , 
to
\ a 1 x -1  +  . . .  +  anx- n  \p <p \ a 1 \p m -1  +  . . .  +  \ an \p m -1  < p  1
i 1 + a 1x -1 + . . .+anx - n  > P 0. Ponieważ f  (x) =  xn (1 +  a 1x -1 +  . . .  +  anx - n ) 
oraz n  jest liczbą nieparzystą, więc sgnP ( f  (x)) =  sgnP (x), o ile \ x  \P >P m. 
Zatem f  (2 m )f(—2m) <P 0. Twierdzenie 1.6.5 gwarantuje możliwość prze­
dłużenia porządku P  do porządku ciała L . □
Nasuwa się pytanie o liczbę s wszystkich przedłużeń ustalonego porząd­
ku na rozszerzenie stopnia nieparzystego. W  rozdziale 3 podam y sposób 
na stosunkowo proste obliczenie liczby s, z którego m.in. wynika, że s jest 
zawsze liczbą nieparzystą.
1.7. Pó łporząd ki cia ł
W  tym  podrozdziale rozważamy pojęcie półporządku, które jest ogólniej­
sze od pojęcia porządku w ciele. Geom etryczną motywację rozważań zawie­
ra podrozdział 10.2. W iadomości tu  zamieszczone będą przydatne dopiero 
w podrozdziale 7.6, dlatego podczas pierwszego czytania można je pominąć, 
wracając do nich dopiero, gdy będą potrzebne.
Porządek ciała uporządkowanego jest również porządkiem jego grupy ad- 
dytywnej i podgrupy m ultiplikatywnej elementów dodatnich. Jeśli charak­
terystyka ciała jest różna od 2, to jego grupa m ultiplikatywna nie może być 
uporządkowana, bo zawiera element torsyjny —1. Celem dalszych rozważań 
jest badanie pewnych porządków grupy addytywnej ciała, które częściowo 
są zgodne z mnożeniem w tym  ciele.
D e fin ic ja  1 .7 .1 . Niech T  będzie praporządkiem  ciała K . Porządek liniowy 
<  określony w zbiorze K  nazywamy T-półporządkiem, jeżeli spełnione są 
następujące warunki:
V ( a < b a +  c < b +  c ).
a,b,cEK
V V ( a < b = ^  ac < bc ),
a,beK ceT
0 <  1.
Jeśli T  = J2 K *2, to T -półporządek nazywamy krótko półporządkiem.
Parę (K, < ), w której K  jest ciałem oraz <  jest jego T -półporządkiem, 
nazywamy ciałem T-półuporządkowanym.
Z przytoczonej definicji i własności porządku liniowego wynikają znane 
własności nierówności:
a < b i c < d = ^  a +  c < b +  d, (1.9)
a < b = ^  —b < —a, (1.10)
a =  0 = ^  0 < a lub a < 0. (1.11)
W łasności relacji <  m ają, oczywiście, swoje odpowiedniki dla relacji 
„słabej” nierówności < , np. a <  b i c <  d = ^  a +  c <  b +  d.
Dla każdego T -półporządku ciała możemy rozważać zbiór elementów 
dodatnich P  =  {a € K  : 0 < a } .  W  dalszej części tego rozdziału często
korzystać będziemy z następujących własności zbioru P .
L e m a t 1 .7 .2 . Jeśli < jest T-półporządkiem w ciele K  i P  с  K  jes t  zbiorem 
elementów dodatnich względem tego półporządku, to:
(1) P  +  P  ę  P,
(2) T P  Q P,
(3) P U —P  =  K *,
(4) P  n —P  =
(5) T  ç  P.
D o w ó d .  Dowód punktów (1)-(4) otrzym ujemy przez modyfikację dowodu 
lem atu 1.1.2.
Jeśli <  jest T -półporządkiem, to  0 <  1. Mnożąc teraz obie strony tej 
nierówności przez c € T, zgodnie z definicją 1.7.1, otrzymujemy 0 < c dla 
wszystkich c € T , co daje (5). □
Podobnie jak  w podrozdziale pierwszym, zauważmy, że T -półporządek 
w ciele można zdefiniować przez określenie zbioru elementów dodatnich.
L e m a t 1 .7 .3 . Niech T  będzie praporządkiem ciała K , P  C K* i <P 
relacją w K  zdefiniowaną następująco: a < P b b — a € P. Relacja
< P jes t  T-półporządkiem ciała K  wtedy i tylko wtedy, gdy spełnione są 
cztery następujące warunki:
(1) P  +  P  C P, (2) P  U —P  =  K  *, (3) T  ■ P  C P, (4) 1 € P.
D o w ó d. Należy zmodyfikować dowód twierdzenia 1.1.4. □
Z przedstawionych dotychczas faktów wynika, że istnieje odpowiedniość 
wzajemnie jednoznaczna między T -półporządkam i ciała K  a podzbiorami 
P  C K * spełniającym i warunki (1)-(4) poprzedniego lem atu. Dlatego też, 
podobnie jak  dotąd, będziemy często utożsam iali relację < z wyznaczonym 
przez nią zbiorem elementów dodatnich P  i term in T -półporządek będzie 
oznaczać, zależnie od kontekstu, jedno lub drugie pojęcie. Oznaczenie (K , <) 
będziemy też często zastępowali oznaczeniem (K , P).
P r z y k ła d  1 .7 .4 . Załóżmy, że <  jest półporządkiem  ciała Q. Ponieważ
1 > 0, więc n  > 0 dla każdej liczby naturalnej n . Dalej, gdyby dla pewnych
m
liczb naturalnych m, n  zachodziła nierówność — <  0, to
n
m m
0 < m  = -----+ . . .  +------ <  0.
n n
Z tej sprzeczności wynika, że zbiór elementów dodatnich półporządku <  
składa się z liczb postaci U , gdzie m , n  €  N. Pokazaliśmy zatem , że je­
dynym półporządkiem  ciała liczb wymiernych jest porządek standardowy. 
Zauważmy, że ten fakt otrzymaliśmy, nie korzystając ze zgodności półpo- 
rządku z mnożeniem przez sumy kwadratów liczb wymiernych. Oznacza to, 
że każdy porządek addytywnej grupy ciała Q jest porządkiem tego ciała.
U w ag i 1 .7 .5 .
1. Półporządek ciała jest porządkiem addytywnej grupy ciała. W arunek (3) 
w lemacie 1.7.3 jest słabszym odpowiednikiem warunku (2) z twierdzenia 
1.1.4 wyrażającego zgodność porządku ciała z mnożeniem. Oczywiście 
każdy porządek P  ciała jest T  -półporządkiem  dla każdego praporządku
T  ę  P.
2. A ddytywna grupa ciała o charakterystyce 0 zawsze może być uporząd­
kowana, lecz warunkiem koniecznym (i wystarczającym ), aby takie ciało 
miało półporządek, jest jego form alna rzeczywistość.
Istnienie półporządków, które nie są porządkami, wynika z następujące­
go stwierdzenia. Szerzej zagadnienie to  będzie dyskutowane w podrozdzia­
łach 7.6 i 10.2.
S tw ie rd z e n ie  1 .7 .6 . Jeśli T  jest nietrywialnym wachlarzem w ciele K  
oraz P  € X ( K / T ), to S  =  T  U —(P  \  T ) jest  T-półporządkiem, który nie 
jest  porządkiem.
D o w ó d .  Niech P  € X ( K / T ). Pokażemy, że S  =  T U —( P \ T ) spełnia tezę. 
Oczywiście 1 € T  ę  S. Zauważmy, że
K  * =  P  U —P  =  T  U (P  \  T ) U —T  U (—P  \ —T ) =  S  U —S.
Praporządek T  jest podgrupą grupy multiplikatywnej P , a więc warstwa T a  
wyznaczona przez a € P  \  T  jest rozłączna z T. Stąd
T  • S  =  T  • T  U T  • (—(P  \  T )) =  T  • T  U —T  • (P  \  T )  ę  T  U —(P  \  T) =  S.
K orzystając z własności wachlarza, mamy
a +  b € T a  +  Tb  =  T a  U Tb ę  T  • S  ę  S  dla a,b € S.
Pokazaliśmy, że S  jest T -półporządkiem. Ponieważ wachlarz T  jest nie- 
trywialny, tzn. \K * : T\ ^  8, zatem  istnieją takie elementy a,b € P , że 
1,a,b, ab reprezentują różne warstwy względem T . W tedy —a, —b € S  oraz 
(—a)(—b) =  ab € S, a więc półporządek S  nie jest porządkiem. □
N astępujący przykład zawiera inną konstrukcję przykładów właściwych 
półporządków w ciele funkcji wymiernych.
P r z y k ła d  1 .7 .7 . Niech F  będzie ciałem formalnie rzeczywistym m ającym  
co najm niej dwa różne porządki P '  i P " . Niech K  =  F ( X ) będzie cia­
łem funkcji wymiernych nad ciałem F . Zgodnie z przykładem  1.1.14, wy­
brane porządki ciała F  można rozszerzyć do porządków P ' i P '' cia­
ła K . Przyjmijmy, że stopień funkcji wymiernej zdefiniowany jest wzorem
st ( 0  =  s t ( f ) — st(g). Niech U0 i U1 będą odpowiednio zbiorami niezero- 
wych funkcji wymiernych stopnia parzystego i nieparzystego. Definiujemy 
zbiór
s  =  (Uo n  p ^  ) u  (U1 n  p "  ).
To oznacza, że funkcja wym ierna należy do zbioru S  w tedy i tylko wtedy, 
gdy jej stopień jest parzysty i jest dodatnia w porządku P ^  albo jej sto­
pień jest nieparzysty i jest dodatnia w porządku P ",. Pokażemy, że S  jest 
półporządkiem  ciała K . Równość K * =  S  U —S  oraz warunek 1 € P  są 
oczywiste. Aby wykazać addytywność zbioru S, zauważmy, że jeśli f , g  € K ,  
s t ( f ) >  st(g) oraz f  należy do porządku P ^  lub P " , to f  +  g należy do 
tego samego porządku co f .  Stąd wynika, że jeśli f , g  € S  i s t ( f ) =  st(g), to 
f  +  g € S. Jeśli f , g  € S, s t ( f ) =  st(g) =  n, to s t ( f  +  g) =  n  i z addytywności 
porządków P ^  i P ", wynika, że f  +  g € S.
Z faktu, że kwadrat funkcji wymiernej ma stopień parzysty wynika, że 
zbiór S  jest zamknięty z uwagi na mnożenie przez kwadraty funkcji wymier­
nych. Z addytywności wynika, że zbiór S  jest również zamknięty ze względu 
na mnożenie przez sumy kwadratów. W  ten  sposób pokazaliśmy, że zbiór S  
jest półporządkiem  oraz S  n  F  =  P ', tzn. półporządek S  jest rozszerzeniem 
porządku P '  ciała F  na ciało K .  Z założenia, że P '  =  P'' wynika, że istnieje 
a € P ' \  P ''. Oczywiście a , X  € S , ale a X  €  S , gdyż s t(a X ) =  1 i a €  P ''. 
To pokazuje, że S  nie jest porządkiem ciała K.
Udowodnimy teraz kilka własności T -półporządku ciała.
L e m a t 1 .7 .8 . Jeśli < jes t  T-półporządkiem ciała K  i a,b € K , to
(1) 0 < a = ^  0 <  a- 1 ,
(2) 0 < a < b = ^  a2b-1 < a,
(3) 0 < a < b 0 < b -1 < a- 1 ,
(4) 0 < a < 1 < b  = ^  0 < a2 < a < 1 < b  < b 2.
D o w ó d .  (1). Jeśli a >  0, to a 1 =  a ■ a 2 >  0.
(2). Z przyjętych założeń mamy a > 0 i  b — a > 0, zatem  a +
Ł z  > 0. Stąd 0 <  ^  =  a — a2 .a(b-a) ^ u ^  b ~  “ b
(3). Mnożąc obustronnie następnik implikacji w (2) przez a- 2 , otrzym u­
jem y b-1 < a- 1 . Oczywiście, b-1 > 0.
(4). Jeśli 0 < a < 1, to z (3) otrzym ujemy nierówność 1 <  a- 1 , k tóra 
po obustronnym  pomnożeniu przez a2 daje 0 < a2 < a. W  podobny sposób 
otrzym ujemy 1 < b < b2. □
Przypom nijm y (zob. definicja D.1.11), że w każdej grupie z porządkiem < 
(lub P ) można zdefiniować wartość bezwzględną względem T-półporządku <
elementu a w sposób następujący:
I a Ip =1 a  l< =  i  ^  gdy “  >  0 .1 <  |  —a, gdy a < 0
Jeśli T -półporządek ciała jest ustalony, to  wartość bezwzględną elementu 
a będziemy oznaczać | a |. Następujące własności wartości bezwzględnej są 
specyficzne dla ciała półuporządkowanego. Ich dowody są oczywiste.
L e m a t 1 .7 .9 . Niech | . | oznacza wartość bezwzględną wyznaczoną przez 
pewien T-półporządek ciała K . W tedy
(1) | ab |= | | a || b | |  dla wszystkich a,b € K .
(2) | a2 | =  | a |2,
(3) | a-1 | =  | a |-1 .
Dalsze własności wartości bezwzględnej Czytelnik znajdzie w zadaniach 
34-35.
W  podrozdziale 1.3 wprowadziliśmy pojęcie praporządku, który wyzna­
cza relację częściowego porządku, zgodną z działaniam i w ciele. Podobnie 
można rozważać częściowe półporządki, czyli relacje częściowego porządku 
w grupie addytywnej ciała, zgodne z mnożeniem przez elementy pewnego 
praporządku.
D e fin ic ja  1 .7 .10 . Niech T  będzie praporządkiem  ciała K . Podzbiór M  Ç K * 
nazywamy częściowym T-półporządkiem, jeśli
(1) M  +  M  Ç M ,  (2) T  ■ M  Ç M ,  (3) 1 € M.
Jeśli T  =  K *2, to  częściowy T -półporządek nazywamy po prostu czę­
ściowym półporządkiem .
U w ag i 1 .7 .11 . Bezpośrednio z definicji wynikają następujące własności 
częściowego T -półporządku.
1. Każdy T -półporządek jest częściowym T -półporządkiem.
2. Każdy praporządek zawierający praporządek T  jest częściowym 
T -półporządkiem.
3. Jeśli M  C K * jest częściowym T -półporządkiem, to M  П —M  =  ty. 
Istotnie, jeśli a e  M  П —M ,  to a, —a e  M ,  О =  —a P  a e  M  P  M  C 
M  C K *. O trzym aliśmy sprzeczność.
4. Przekrój dowolnej niepustej rodziny częściowych T -półporządków jest 
również częściowym T -półporządkiem.
5. Jeśli M  jest częściowym T -półporządkiem  oraz a 1, . . .  ,a s € M ,  to  zbiór 
T a 1 +  . . .  +  T a s nie zawiera zera.
Następny lem at wskazuje metodę konstrukcji rozszerzenia danego czę­
ściowego T -półporządku o pewien element ciała.
L e m a t 1 .7 .12 . Jeśli T  jes t  praporządkiem ciała K  i M  jest częściowym 
T-półporządkiem oraz x  € K *, lecz —x  €  M , to podzbiór M [x] =  M  +  T x  
jes t  również częściowym T-półporządkiem w ciele K  oraz M  U T x  ę  M [x].
D o w ó d .  Sprawdźmy najpierw, czy M [x] ę  K *. Gdyby tak  nie było, 
to  a +  t x  =  0 dla pewnych a € M , t € T . Stąd —x  =  t - 1 a € M  
niezgodnie z założeniem lem atu. Pozostałe warunki definicji częściowego 
T -półporządku są oczywiste. Dla dowolnego a M  mamy
gdyż K *2 ę  T. Zatem M  U T x  ę  M [x], w szczególności 1 € M [x]. □
Zauważmy, że jeśli T  C T '  są praporządkam i, to  M  =  T '  +  x T  jest 
częściowym T -półporządkiem. Następny lem at jest odpowiednikiem stwier­
dzenia 1.3.8.
S tw ie rd z e n ie  1 .7 .13 . Niech T  będzie praporządkiem ciała K . Każdy czę­
ściowy T-półporządek ciała K  jes t  zawarty w pewnym T-półporządku ciała K .
D o w ó d .  Niech M  ę  K * będzie częściowym T -półporządkiem. Rozważ­
my rodzinę wszystkich częściowych T -półporządków ciała K  zawierających 
M . Rodzina jest uporządkowana przez zawieranie i korzystając z lem atu 
Kuratowskiego-Zorna, można pokazać, że zawiera ona element maksymalny 
M 0. Przypuśćmy, że istnieje a € K *\ ( M 0U—M 0). W  szczególności —a € M 0, 
a więc M 1 =  M 0 + T a  jest częściowym T -półporządkiem  oraz a €  M 1. Zatem 
M 1 ^  M 0, co przeczy maksymalności M 0. Stąd dla maksymalnego częścio­
wego T -półporządku M 0 prawdziwa jest równość M 0 U —M 0 =  K  * i, zgodnie 
z definicją, M 0 jest T -półporządkiem. □
oraz
a
1.8. Zadania
1. Uzasadnić własności (1.1)—(1.4) z podrozdziału 1.1.
2. Załóżmy, że K  jest ciałem. W ykazać równoważność następujących wa­
runków:
(a) 0 €  £  K *2, (b) — 1 €  £  K *2, (c) £  K *2 =  K  oraz charK  =  2.
Przypomnijmy, że ciało K  spełniające warunek (b) nazywamy ciałem 
formalnie rzeczywistym. Uzasadnić, że każdy z warunków (a)-(c) jest 
równoważny każdemu z następujących warunków:
(d) ciało K  ma praporządek, (e) K *2 jest praporządkiem  ciała K .
3. Niech K  będzie ciałem.
(a) Niech S  będzie półpierścieniem w K  oraz niech 0 €  S. Pokazać, że 
relacja a < b b — a € S  jest relacją częściowego porządku,
zgodną z dodawaniem i mnożeniem (w sensie (1) oraz (2) definicji
1.1.1).
(b) Niech < będzie relacją częściowego porządku w K , zgodną 
z dodawaniem i mnożeniem. Pokazać, że S  =  {a € K * : a > 0} jest 
półpierścieniem.
4. Pokazać, że grupa klas kwadratów ciała Q (\/d ) jest nieskończona dla 
dowolnego d €  Z.
5. Podać szczegółowe uzasadnienie uwag 1.3.2.
6. Pokazać, że jeśli K  jest ciałem, to  następujące warunki są równoważne:
(a) K  jest ciałem formalnie rzeczywistym,
(b) K (X ) jest ciałem formalnie rzeczywistym,
(c) K ((X )) jest ciałem formalnie rzeczywistym.
7. Wykazać, nie stosując twierdzenia 1.3.10, że dla ciała K  oraz a € K  
następujące warunki są równoważne:
(a) K  jest ciałem formalnie rzeczywistym oraz —a K *2,
(b) K ( \ fa )  jest ciałem formalnie rzeczywistym.
8. Załóżmy, że f  €  Q [X ] jest wielomianem nierozkładalnym , który ma 
r > 0 pierwiastków rzeczywistych. Pokazać, że rozszerzenie K  =  Q(b)
ciała Q o pierwiastek b wielomianu f  jest ciałem formalnie rzeczywistym 
i | X ( K ) \ ^  r (z twierdzenia 3.3.5 wynika, że zachodzi równość).
Wsk. Każdy pierwiastek rzeczywisty wielomianu f  wyznacza zanurzenie 
K  ^  R.
9. Uzasadnić, że podzbiory oraz P- ^  z przykładu 1.1.14 są poprawnie 
zdefiniowane oraz są porządkami ciała K ( X ).
10. Podać dowód stwierdzenia 1.2.1 oraz wniosku 1.2.2.
Wsk. Rozważyć równość 1 + a iX + a 2X 2 +  . . .  =  ( 1 + x X + x 2X 2 +  .. ,)2, 
k tóra po podniesieniu prawej strony do kw adratu daje nieskończony 
układ równań o niewiadomych x 1, x 2, . . . .
11. Udowodnić pierwszą część tezy twierdzenia 1.2.4.
12. Niech T  będzie praporządkiem  ciała K . Wykazać, że podzbiory
T™ =
a n X n +  .. . +  a°
bmX m +  . .. +  b°
a n X n +  .. . +  a°
bmX m +  . .. +  b°
a n X n +  .. . +  a°
£ K  (X ) : o,nbm £ T  |
T-  =  i  b l  +  U  +  b0 £ K (X ) : ( - 1)n-m “ nbm £ p
T ± ^  =  (  ?n X m+  . . .  +  a° € K (X ) : anbm £ T  i n  = m  (mod 2)1
l bmX  +  . . .  +  b° J
są praporządkam i ciała K ( X ). Czy dla pewnego T  zbiór T ± ^  może być 
porządkiem?
13. Niech A  będzie podzbiorem zbioru liczb rzeczywistych przestępnych 
oraz niech
Ta  =  { f  £  Q (X ) : f  (a) >  0 dla każdego a £  a !  .
U  g(a) )
Pokazać, że Ta  jest praporządkiem  ciała Q (X ). Dla jakich zbiorów A
podzbiór Ta  jest porządkiem ciała Q (X )? Kiedy Ta  =  TB ? Wskazać
nieskończenie wiele praporządków ciała Q (X ), które nie są porządkami.
14. Niech T  będzie praporządkiem  ciała K . Wykazać, że
{TO£  a i X i € K ( ( X )) : an € Ti=n
{TO£  a i X i € K ( ( X )) : ( —1)nan € Ti=n
{TO£  a i X i € K ( ( X )) : an € T  , n  €  2Z
i=n
są praporządkam i ciała K ((X )). Czy dla pewnego T  zbiór T± może być 
porządkiem? Uzasadnić, że T+ n  K ( X ), T.1 n  K ( X ), T± ±1 K ( X ) są 
praporządkam i ciała K (X ) różnymi od tych z zadania 12.
15. Znaleźć wszystkie praporządki ciał Q ((X )) oraz Q ((X 1))((X 2)).
W sk.  W ykorzystać zadanie 14.
16. Przypuśćmy, że T 1 oraz T 2  są praporządkam i ciała K . Jeśli T 1 C T 2 , 
to  P rap (T2/ T 1) oznaczać będzie zbiór wszystkich praporządków T  cia­
ła K  takich, że T 1 C T  C T2. Praporządek T  nazywamy maksymalnym  
w Prap  (T2/ T 1), jeśli T  jest elementem m aksymalnym w częściowo upo­
rządkowanym (przez C) zbiorze Prap  (T2/ T 1) \  {T2}. Podobnie, p ra­
porządek T nazywamy minimalnym  w Prap  (T2/T 1), jeśli praporządek 
T  jest elementem minimalnym w zbiorze P rap  (T2/ T 1) \  { T ^ .
Niech T 1 C T 2 , T 1 =  T 2 , będą praporządkam i ciała K . W ykazać 
prawdziwość następujących zdań:
(a) Każdy T  € Prap  (T2/ T 1) zawiera się w praporządku m aksym al­
nym (w P rap (T2/ T 1)).
(b) Praporządek T  jest maksymalny w Prap  (T2/ T 1) [T2 : T ] =  2.
(c) Praporządek T  jest minimalny w Prap  (T2/ T 1) [T : T1] =  2.
(d) Jeśli | X (K ) \< o  lub T 1 jest wachlarzem, to  każdy praporządek 
T  € Prap  (T2/ T 1) zawiera element minimalny (w Prap  (T2/ T 1)).
Wsk. Jeśli T '  C T " , T '  =  T "  są praporządkam i, to  istnieje porządek 
P  należący do X ( K /T ')  \  X ( K /T ' ')  i w tedy [T'' : P  n  T ' ' ] =  2.
17. Niech T  będzie praporządkiem  ciała K  oraz niech a,b € K .  Pokazać, że
(a) T  [a] =  T  [b] ^  a T  =  bT,
(b) T [a] C T [b] ^  T [—b] C T [—a],
(c) T [a] n  T [b] C T [—ab],
(d) T[a] =  f | {P  : P  € H t (a)}, gdzie H t (a) =  {P  € X ( K / T )  : a € P },
(e) T  [a] ę  T  [b] ^  H t  (b) ę  H t  (a).
18. Załóżmy, że T  jest praporządkiem  ciała K  oraz a,b € K .  Zdefiniujmy 
G i =  T [b] U a T [b], G 2 =  T [ab] U a T [ab]. Pokazać, że
(a) G 1 oraz G 2 są podgrupam i grupy K *,
(b) jeśli a jest elementem T -sztywnym, to  G 1 ę  G2 lub G2 ę  G 1.
Wsk. (b) T[a][b] =  G i U G 2 .
19. Niech T  będzie praporządkiem  ciała K  oraz niech a,b € K *. Pokazać, 
że
(a) jeśli a €  T  U - T , to a jest T -sztywny wtedy i tylko wtedy, gdy T  [a] 
jest praporządkiem  minimalnym w rodzinie wszystkich praporząd- 
ków ciała K  zawierających T  i różnych od T ;
(b) jeśli [K * : T ] <  0 0 , to K * zawiera elementy T -sztywne, które nie 
należą do T ;
(c) jeśli a, b, ab € - T  oraz a, b, ab są T -sztywne, to b jest elementem 
T  [a]-sztywnym.
20. Niech T  będzie praporządkiem  ciała K .  Element a € K * nazywamy 
dwustronnie T-sztywnym, jeśli a oraz —a są T -sztywne. Jeśli T  =
K *2, to element dwustronnie T -sztywny nazywamy dwustronnie sztyw­
nym .
(a) Wykazać, że jeśli a,b € K* oraz a jest dwustronnie T -sztywny, to 
b lub ab jest dwustronnie T -sztywny.
(b) Niech B t ( K ) (oraz B (K ) dla T  = J2 K *2) oznacza zbiór elementów 
grupy K *, które nie są dwustronnie T -sztywne. Pokazać, że Bt (K ) 
jest podgrupą grupy K *.
(c) Opisać zbiór B (K ((X ))) za pomocą B (K ).
21. Załóżmy, że T  jest praporządkiem  ciała K . Pokazać, że następujące
warunki są równoważne:
(a) T  jest wachlarzem;
(b) dla każdych a1, . . .  ,an € K * takich, że aiaj €  —T, i , j  =  1 , . . .  ,n ,
spełniony jest warunek:
a{T  +  . . .  +  anT  =  a1T  U . . .  U a n T ;
(c) dla każdych a1, . . .  ,an € K * prawdziwa jest implikacja:
0 € a1T  +  . . .  +  anT  ^i,je{1,..,n} aiaj € —T ;
(d) dla każdych a1, . . .  ,a n ,b1, . . .  ,bn € K  * takich, że aia j , bibj €  —T,
i , j  = 1 , . . .  ,n ,  prawdziwa jest implikacja:
a 1T  + . . .+anT  =  b1T + . . .+bnT  = ^  3T£S(n) y i=1 ,...,n aiT  =  bT(i)T .
22. Niech L  będzie rozszerzeniem ciała K . Pokazać, że jeśli T  jest wachla­
rzem ciała L, to  T  n  K  jest wachlarzem ciała K .
23. Uzasadnić własności (1)-(4) wartości bezwzględnej z podrozdziału 1.4.
24. Załóżmy, że K  jest ciałem, a € K , a 0 =  a ,an =  7 an - 1 dla n  € N. 
Pokazać, że
(a) podzbiór K ( 2Cy~a) =  U {K (a n ) : n  € N} algebraicznego domknięcia 
K  ciała K  jest podciałem  ciała K ,
(b) dowolny porządek P  ciała K  ma jednoznaczne przedłużenie na cia­
ło K( 2Cy~a) dla dowolnego a € P.
25. Wykazać, że ciało Q  ({7 P  : p -  liczba pierwsza}) ma nieprzeliczalnie 
wiele porządków.
26. W yzna iz yć wszyst kie porządki ctał Q  (yT+ U) o™ Q (y'2 7 7
27. W yznaczyć liczbę porządków ciała Q ^ \ j x  +  T i  +  7 3  +  7 6 ^  w zależ­
ności od x  € Z .
28. Czy ciała Q  ( i 7 i) , Q  (i +  7 i) , Q  ( e3 7 i ) są ciałami formalnie rzeczy­
wistymi, gdzie e3 jest pierwiastkiem pierwotnym z 1 stopnia 3? W yzna­
czyć liczbę porządków każdego z tych ciał.
29. W yznaczyć wszystkie praporządki ciała K , jeśli
(a) K  ma dokładnie dwa porządki,
(b) K  ma dokładnie trzy porządki.
30. Niech (K, P ) i (L, Q) będą ciałam i uporządkowanymi oraz niech odwzo­
rowanie $  : K  — > L  będzie zanurzeniem ciał. Pokazać równoważność 
następujących warunków:
(a) $  jest zanurzeniem rosnącym,
(b) $ (P )  =  Q n  $ (K ) ,
(c) P  =  $ - 1 (Q),
(d) jeśli a,b € K  oraz a < P b, to  $ (a )  < q $(b),
(e) jeśli a,b € K  oraz a <P b, to  P (a) < q $(b).
31. Niech K  będzie takim  ciałem uporządkowanym, że | K * /K * 2 |=  2. 
Uzasadnić, że zanurzenie ciała K  w dowolne ciało uporządkowane L  
jest rosnące.
32. Niech <  będzie porządkiem liniowym określonym w zbiorze elementów 
ciała K , spełniającym  warunki:
V ( a < b = ^  a +  c < b +  c ),
a,b,ceK
V V ( a < b = ^  ac2 < bc2 ).
a,beK ceK*
Pokazać, że <  jest półporządkiem  ciała K .
33. Pokazać, że jeśli P  jest półporządkiem  w ciele K , to aP  C P  dla każdej 
dodatniej liczby wymiernej a.
34. Pokazać, że półporządek P  ciała K  jest porządkiem wtedy i tylko wtedy, 
gdy lxlP lylP =  lxylP dla wszystkich x , y  € K .
35. Pokazać, że półporządek P  ciała K  jest porządkiem wtedy i tylko wtedy, 
gdy
V (x2 <  y2 ^ ^ I x Ip  <  lylP).
x,yeK
36. Pokazać, że jeżeli dla praporządku T  ciała formalnie rzeczywistego K  
mamy l K * / T | =  2ra oraz IX ( k / t ) |  <  2n -1 , to  IX (K /T ) | <  2n-2 +2n -3 . 
Wsk. Rozważyć rozkład X ( K / T ) na sumę rozłączną podprzestrzeni 
X ( K / T [a]) oraz X ( K / T [—a]) dla elementu a € K*, który nie jest T- 
-sztywny.

ROZDZIAŁ 2
Form y kw adratow e
Fakt, że ciało może być uporządkowane zależy wyłącznie od zachowania 
się nad tym  ciałem form kwadratowych postaci x 2 +  . . .  +  x 2n dla n  €  N. 
Jednak klasyfikacja form kwadratowych nad danym ciałem w istotny sposób 
zależy od tego, czy to ciało może być uporządkowane; sygnatura formy 
jest na przykład istotnym  niezmiennikiem pozwalającym klasyfikować formy 
kwadratowe nad ciałem liczb rzeczywistych. Nie można zatem  w teorii ciał 
uporządkowanych pominąć podstaw  teorii form kwadratowych. Celem tego 
rozdziału jest przedyskutowanie tych problemów teorii form kwadratowych, 
które m ają bezpośredni związek z porządkami.
Dokładne przedstawienie podstaw  teorii form kwadratowych przekra­
cza zamierzony zakres niniejszego podręcznika. Byłoby ono również niecelo­
we. Zakładam y zatem , że Czytelnik ma podstawową wiedzę z algebry linio­
wej. Zastosujemy więc następujące rozwiązanie. W  pierwszym podrozdziale 
przedstawimy w sposób bardzo pobieżny podstawowe pojęcia i fakty teorii 
form kwadratowych, pom ijając dowody, które można znaleźć w niemal każ­
dym podręczniku z algebry liniowej. Pragniem y w ten  sposób nie tyle podać 
komplet pojęć używanych w dalszych rozdziałach, ile ustalić język, jakim  
będziemy się posługiwać w dalszych rozważaniach. Zastosujemy term inolo­
gię używaną w książkach A. Białynickiego-Biruli [3], K. Szymiczka [12] oraz 
G. Banaszaka i W. G ajdy [2]. N astępne podrozdziały poświęcone będą mniej 
znanym faktom  z teorii form kwadratowych, w szczególności form kwadra­
towych nad ciałam i uporządkowanymi. W  tym  przypadku Czytelnik może 
liczyć na bardziej kompletne dowody.
2.1. Funkcjonały dw uliniow e i form y kw adratow e
Zakładamy, że w tym  podrozdziale wszystkie ciała m ają charakterystykę 
różną od 2, natom iast wszystkie przestrzenie liniowe -  skończony wymiar. 
Niech V  będzie przestrzenią liniową nad ciałem K . Funkcjonałem dwuli- 
niowym symetrycznym  określonym na przestrzeni liniowej V  nazywamy 
odwzorowanie £: V  x  V  K , liniowe ze względu na każdą zmienną oraz
spełniające warunek symetrii: £(u,v)  =  £(v,u)  dla wszystkich u ,v  £ V . 
Funkcjonałem kwadratowym (lub częściej formą kwadratową) określonym 
na przestrzeni liniowej V  nazywamy takie odwzorowanie p  : V  K ,  że 
p(xu )  =  x 2p(u) dla x  £ K , u  £ V  oraz odwzorowanie £v : V  x  V  ^  K ,  
£^(u ,v )  =  p (u  +  v) — p(u) — p(v) dla u ,v  £ V , jest funkcjonałem dwuli- 
niowym symetrycznym. W ym iar przestrzeni V  nazywamy wymiarem formy  
p  i oznaczamy symbolem dim p. Między funkcjonałam i dwuliniowymi sy­
metrycznymi a formami kwadratowymi istnieje odpowiedniość wzajemnie 
jednoznaczna. Jeśli bowiem £ jest funkcjonałem dwuliniowym symetrycz­
nym, to odwzorowanie p ę określone wzorem p ę(u) =  £(u,u)  dla u £ V  
jest formą kwadratową. Jeśli natom iast p  jest formą kwadratową, to £ =  2£v 
jest funkcjonałem dwuliniowym symetrycznym (zwanym polaryzacją formy 
p)  i to takim , że p ę =  p . Jeśli £ jest funkcjonałem dwuliniowym syme­
trycznym  (p  jest formą kwadratową) na skończenie wymiarowej przestrzeni 
liniowej V, to parę (V, £) (parę (V, p)) nazywamy przestrzenią dwuliniową 
(przestrzenią kwadratową).
Funkcjonały dwuliniowe można z powodzeniem opisać za pomocą macie­
rzy. Niech (V ,£) będzie przestrzenią dwuliniową oraz niech B  =  (v1, . . .  ,vn ) 
będzie bazą przestrzeni liniowej V . Macierzą funkcjonału £ w bazie B  nazy­
wamy macierz C  =  [cij ], gdzie cij  =  £(vi , v j ). Jeśli C  =  [cij ] jest macierzą 
funkcjonału £ w bazie B = (v1, . . . ,  vn ), to
£ ( ^ 2 x i v i , ^ 2 y j v j ) =  CijxiVj =  [x1,.. . ,xn]C [y1 ,.. .,Vn]ł ,
gdzie A t oznacza macierz transponow aną macierzy A.
Macierz funkcjonału dwuliniowego symetrycznego jest oczywiście m a­
cierzą symetryczną. Na odwrót, jeśli B  =  (v1, . . .  ,vn) jest bazą przestrzeni 
liniowej V  oraz C  =  [cij ] jest macierzą sym etryczną stopnia n  nad ciałem 
K ,  to  odwzorowanie £ : V  x  V  — > K  określone wzorem £ ( ^  x ivi ,J2 y jv j ) =  
2  c j x iyj  określa na przestrzeni V  funkcjonał dwuliniowy symetryczny. M a­
cierzą form y kwadratowej p  w bazie B  nazywamy macierz odpowiadającego 
jej funkcjonału dwuliniowego 1 £v w bazie B. Zależność między m acierza­
mi tego samego funkcjonału w dwóch różnych bazach wyraża następujące 
twierdzenie.
T w ie rd z e n ie  2 .1 .1 . Niech (V,£) będzie przestrzenią dwuliniową oraz niech 
B oraz B' będą bazami przestrzeni liniowej V . Jeśli C  oraz C ' są macierzami 
funkcjonału £ odpowiednio w bazach B oraz B ', to C' =  QtCQ, gdzie Q jest  
macierzą przejścia od bazy B do bazy B ' .
Macierze C  oraz C ' spełniające równość C ' =  QtC Q  dla pewnej m a­
cierzy odwracalnej Q nazywamy kongruentnymi. Przestrzenie dwuliniowe
(V, £) oraz ( V ',£') (odpowiednio przestrzenie kwadratowe (V, p) oraz 
( V ', p'))  nazywamy izometrycznymi  lub izomorficznymi, jeśli istnieje izo­
morfizm liniowy ^  : V  — > V'  taki, że £(u,v)  =  £ '(^ (u ) , ^ (v ))  (odpowied­
nio p(u) =  p '(^ (u ) ) )  dla wszystkich u , v  € V . Relację izometrii przestrzeni 
dwuliniowych (przestrzeni kwadratowych), jak  również relację kongruencji 
macierzy symetrycznych oznaczamy symbolem = .
T w ie rd z e n ie  2 .1 .2 . Niech (V, £) oraz (V ',£ ')  będą przestrzeniami dwuli- 
niowymi. Jeśli C  oraz C ' są macierzami odpowiednio £ w bazie B przestrzeni  
V  oraz £' w bazie B' przestrzeni V ', to
(V,£) =  (V ' ,£') ^  (V ,^ )  =  (V ' , ^ ' ) ^  C  =  C '.
Z powyższego wynika, że przestrzeń dwuliniowa (przestrzeń kw adrato­
wa) jest, z dokładnością do izometrii, opisana za pom ocą klasy kongruent- 
ności macierzy symetrycznej. Zatem bez większego ryzyka można pisać po 
prostu C  zam iast (V, £), o ile tylko C  jest macierzą funkcjonału £ w pewnej 
bazie przestrzeni V . Ponieważ rząd jest niezmiennikiem relacji kongruen- 
cji macierzy, więc można zdefiniować rząd funkcjonału dwuliniowego (formy  
kwadratowej) na przestrzeni liniowej jako rząd macierzy funkcjonału (formy) 
w dowolnej bazie tej przestrzeni. Rząd funkcjonału £ oznaczać będziemy 
symbolem rz(£). Zatem rz(£) =  rz(C ), gdzie C  jest macierzą funkcjonału £ 
w dowolnej bazie.
Jeśli (V, £) jest przestrzenią dwuliniową, to  wektory v oraz u  nazywa­
my prostopadłymi  i zapisujemy v ±  u, jeśli £(v,u)  =  0. Niezerowy wektor 
u € V  nazywamy izotropowym, gdy u ±  u. Bazę B = (v1, . . . ,  vn ) przestrzeni 
(V, £) nazywamy bazą ortogonalną lub bazą prostopadłą, jeżeli vi ±  vj  dla 
wszystkich i, j, i =  j.
T w ie rd z e n ie  2 .1 .3 . Każda przestrzeń dwuliniowa nad ciałem o charakte­
rystyce różnej od 2 ma bazę ortogonalną. Każdy niezerowy wektor nieizotro- 
powy tej przestrzeni należy do pewnej bazy ortogonalnej.
Macierz funkcjonału £ w bazie B  jest macierzą diagonalną wtedy i tyl­
ko wtedy, gdy B  jest bazą ortogonalną. Skoro każda przestrzeń dwulinio- 
wa ma bazę ortogonalną, dla oznaczenia tej przestrzeni można użyć za­
pisu (a1, . . .  ,an )K (lub (a1, . . . , a n ), gdy ciało K  jest ustalone). Ozna­
cza to, że przestrzeń ta  w pewnej bazie ortogonalnej ma macierz postaci 
d iag(a1, . . . ,  an). W  przypadku takiej umowy
(a1 , . . . , a n )  =  (b1 , . . .  ,bm ) &  n  =  m  i d iag(a1 , . . . , a n )  = diag(b1 , . . . ,  bm).
„Obiekt” (a1 , . . . , a n ) najczęściej nazywać będziemy formą (kwadratową). 
W  zapisie analitycznym (a1, . . . ,  an ) jest formą postaci a1x \  +  . . .  +  anx/i.
Zmieniając w macierzy diagonalnej funkcjonału dwuliniowego kolejność 
elementów występujących na przekątnej lub mnożąc je przez kwadraty nieze- 
rowych elementów ciała, otrzymujemy macierz funkcjonału izometrycznego.
W  klasie przestrzeni dwuliniowych nad ciałem K  można zdefiniować 
działania sumy (ortogonalnej) oraz iloczynu (tensorowego):
(v ,£ ) ±  (V7,£ ') =  (V x v ' ,£  ±  £') , (V,£) O (V ',£ ')  =  (V O v ' ,£  o  o ,
gdzie funkcjonały £ ±  £' oraz £ O £' określone są następująco:
(£ ±  £ ')((u , u'), (v, v')) =  £(u, v) +  £'(u', v')
oraz dla tensorów prostych:
(£ O £')(u O u ' , v  O v') =  £(u, v) ■ £' (u' , v'),
gdzie u , v  € V  oraz u ' , v' € V '. Formy kwadratowe wyznaczone przez funk­
cjonały £ ±  £' i £ O £' nazywamy odpowiednio sumą  i iloczynem form po­
chodzących od funkcjonałów £ i £'.
Działania te są, oczywiście, zgodne z relacją izometrii przestrzeni dwu- 
liniowych, a traktow ane jako działania na klasach izometrii -  łączne i prze­
mienne, natom iast iloczyn tensorowy jest rozdzielny względem sumy orto­
gonalnej. W  naszym umownym zapisie form kwadratowych działania zdefi­
niowane wyżej przyjm ują postać:
(a 1 , . . .  ,an) ±  ( h , . . .  ,bm) =  (a1 , . . . , a n  M , . . . , b m),
(a1 , . . .  , an ) O (b1, . . .  , bm ) =  (a1b1, . . .  , aibj , . . .  , anbm) .
Zgodnie z oczekiwaniem, dla form kwadratowych p  i ^  mamy:
dim (p ±  ^ )  =  dim p  +  dim ^ , d im (p O ^ )  =  dim p  ■ dim ^ .
Dla liczby naturalnej k  oraz formy kwadratowej p  symbole k x  p  oraz p k 
oznaczają tradycyjnie odpowiednio -  k-krotną sumę p  ±  . . .  ±  p  oraz 
k-krotny iloczyn p  O . . .  O p.  Jeśli natom iast a € K , to  ap  oznacza (a) O p.  
Iloczyn (—1) O p  oznaczamy symbolem - p .
Mówimy, że przestrzeń dwuliniowa (V, £) jest sumą ortogonalną we­
wnętrzną swoich podprzestrzeni V1 oraz V2, jeżeli V  =  V1 ® V2 i £ (u1, u 2) =  0 
dla wszystkich u 1 € V1, u 2 € V2. Jeśli (V, £) jest sumą ortogonalną wewnętrz­
ną swoich podprzestrzeni V1 oraz V2, to wtedy (V, £) =  (V1,£\y1) ±  (V2,£\y2). 
Odwrotnie, jeśli (V, £) =  (V1 ,£ 1) ® (V2,£2), to  (V, £) jest sumą ortogonalną
wewnętrzną swoich podprzestrzeni V1 x {0} oraz {0} x  V2. Możemy za­
tem  nie rozróżniać sumy ortogonalnej oraz sumy ortogonalnej wewnętrznej. 
Dzięki tem u, zgodnie z twierdzeniem o istnieniu bazy ortogonalnej, możemy 
każdą przestrzeń dwuliniową uważać za sumę ortogonalną przestrzeni jed­
nowymiarowych. W  języku macierzy diagonalnych (lub równoważnie form) 
wyrażamy to  następująco: (a1, . . . ,  an ) = (a1) N . . .  N (an ).
Jeśli S  C V , to  podprzestrzeń
S ^  =  {u £ V  : f (u ,  v) =  0 dla każdego v £ S }
przestrzeni V  nazywamy dopełnieniem ortogonalnym zbioru S . Podprze­
strzeń rad (V ) =  V ^  nazywamy radykałem przestrzeni (V, £). Jeśli prze­
strzeń dwuliniowa (V, £) jest wyznaczona przez macierz sym etryczną C , to 
dim rad (V ) =  dim V  — rz(£) =  dim V  — rz(C ). Zatem macierz C  jest nieoso- 
bliwa wtedy i tylko wtedy, gdy rad (V ) =  {0}. Jeśli tak  jest, to  przestrzeń 
(V, £) nazywamy nieosobliwą. Nieosobliwość przestrzeni dwuliniowych jest 
zachowywana przez sumy ortogonalne i iloczyny tensorowe. W yznaczniki 
dwóch macierzy symetrycznych kongruentnych różnią się czynnikiem, który 
należy do K *2, zatem  można mówić o wyznaczniku nieosobliwych prze­
strzeni dwuliniowych. Dokładniej, jeśli przestrzeń dwuliniowa nieosobliwa 
(V, £) jest wyznaczona przez macierz sym etryczną C , to  wyznacznikiem tej 
przestrzeni nazywamy det(V, £) =  (det C )K * 2 £ K * / K *2. Dla formy kwa­
dratowej p  =  (a1, . . .  ,an ) mamy po prostu det p  =  a 1 • . . .  • anK * 2. W yznacz­
nik zachowuje się „poprawnie” względem sumy ortogonalnej, a mianowicie 
d e t(p  N ^ )  =  det p  • det ^ .
Dowolną przestrzeń dwuliniową V  można przedstawić w postaci sumy 
ortogonalnej V  =  V1 N rad V, gdzie V1 jest pewną nieosobliwą podprzestrze- 
nią przestrzeni V . Jeśli U jest nieosobliwą podprzestrzenią przestrzeni V , to 
U ma tzw. uzupełnienie ortogonalne, co oznacza, że V  =  U N U^.
Dla sumy ortogonalnej prawdziwe jest prawo skracania. Mówi o tym  
ważne w teorii form kwadratowych następujące twierdzenie.
T w ie rd z e n ie  2 .1 .4  (twierdzenie W itta  o skracaniu). Niech p, p 1, p 2 będą 
formami kwadratowymi. Wtedy
p  N P1 =  p  N P2 P1 =  P2.
Załóżmy, że M  jest rozszerzeniem ciała K , a (V, £) -  przestrzenią dwu­
liniową nad ciałem K . Niech Vm  =  M  0 k  V  będzie iloczynem tensorowym 
przestrzeni liniowych M  i V  nad ciałem K . Mnożenie przez elementy cia­
ła M , określone na tensorach prostych wzorem: p(q 0  v) =  (pq) 0  v dla
p,q € M  i v € V, można w sposób jednoznaczny rozszerzyć do działania ze­
wnętrznego na elementach zbioru VM . W  ten  sposób VM staje się przestrze­
nią liniową nad ciałem M . Istnieje dokładnie jeden funkcjonał dwuliniowy 
£m  : Vm  x Vm  ^  M  taki, że
£M (p ® u ,q  ® v) =  pq£(u, v) dla p,q  € M,  u, v € V.
Mówimy, że tak  otrzym ana przestrzeń (VM ,£M) powstaje z przestrzeni (V, £) 
przez rozszerzenie ciała skalarów. Zauważmy, że macierz funkcjonału £ w ba­
zie (v1, . . . ,  vn ) przestrzeni V  jest równa macierzy funkcjonału £M w bazie 
(1 ® v i , . . . ,  1 ® vn) przestrzeni Vm • Nie zmienia się również postać analitycz­
na formy kwadratowej Pm , pochodzącej od wyznaczonej przez funkcjonał £ 
formy p. Konsekwencją rozszerzenia ciała skalarów jest zm iana relacji izo- 
m etrii funkcjonałów dwuliniowych i związanych z nimi form kwadratowych. 
Formy izometryczne nad ciałem K  pozostają izometryczne nad ciałem M . 
W ynikanie odwrotne nie zachodzi. Na przykład formy kwadratowe (1, —1) 
i (1, —2) są izometryczne nad ciałem liczb rzeczywistych, lecz nie są izome­
tryczne nad ciałem liczb wymiernych, gdyż m ają różne wyznaczniki.
2.2. Form y kw adratow e nad dow olnym i ciałam i
Zakładamy, że wszystkie formy kwadratowe występujące do końca tego roz­
działu są nieosobliwe.
Formę H izom etryczną z formą (1, —1) nazywamy płaszczyzną hiperbo- 
liczną. K ażdą formę izometryczną z formą postaci n  x  H  =  H X  . . .  -L H 
nazywamy hiperboliczną. Niech p  =  (a1, . . . ,  an ) będzie n-wymiarową formą 
kwadratową nad ciałem K . Mówimy, że element a € K * jest przedstawial- 
ny przez formę p  nad ciałem K , jeśli istnieją takie x 1, . . . , x n € K , że 
a =  a1x1 +  . . .  +  anx “n. Zbiór elementów przedstawialnych przez formę p  
oznaczamy D k p  lub D p,  gdy ciało K  jest ustalone. Jeśli forma p  jest for­
mą kwadratową wyznaczoną przez pewną przestrzeń dwuliniową określoną 
na przestrzeni liniowej V  nad ciałem K , to  możemy powiedzieć, że a € D k p  
w tedy i tylko wtedy, gdy a =  p(v)  =  0 dla pewnego wektora v € V . Bezpo­
średnio z definicji izometrii wynika, że zbiory elementów przedstawialnych 
przez formy izometryczne są równe.
Formę kwadratową p  =  (a1 , . . . , a n ) nazywamy izotropową nad cia­
łem K,  jeśli istnieją takie x 1 , . . . , xn € K,  nie wszystkie równe zero, że 
a1x ‘1 +  . . .  +  anx “n =  0. W  przeciwnym przypadku mówimy, że forma jest 
nieizotropowa. Forma jest izotropowa wtedy i tylko wtedy, gdy związana 
z nią przestrzeń dwuliniowa zawiera wektor izotropowy. Formę kwadratową,
która przedstawia wszystkie niezerowe elementy ciała, nazywamy uniwersal­
ną. Izotropowość, hiperboliczność i uniwersalność form są niezmiennikami 
izometrii.
Przegląd własności form kwadratowych rozpoczniemy od form o wymia­
rze 2, nazywanych formami binarnymi.
S tw ie rd z e n ie  2 .2 .1 . Niech a, b, c, d będą niezerowymi elementami ciała K .
(1) Formy binarne (a,b) i (c,d) są izometryczne wtedy i tylko wtedy, gdy 
abK*2 =  cdK*2 i c e  D(a,b) .
(2) Forma H  jes t  uniwersalna.
(3) Forma binarna p  jes t hiperboliczna wtedy i tylko wtedy, gdy de t(p ) =  
- K  *2.
(4) Forma binarna jest  izotropowa wtedy i tylko wtedy, gdy jes t hiperbo- 
liczna.
(5) Jeśli ciało K  zawiera więcej niż 5 elementów, to c e  D(a,b)  wtedy 
i tylko wtedy, gdy istnieją takie niezerowe elementy x , y  e  K , że 
c =  a x 2 +  by2.
(6) Zbiór elementów przedstawialnych formy binarnej (1,a) jes t  podgru­
pą multiplikatywnej grupy K *.
D o w ó d .  (1). Fakt, że formy są izometryczne pociąga równość ich wy­
znaczników i zbiorów elementów przedstawialnych. Odwrotnie, załóżmy, że 
abK*2 =  cdK*2 i c € D{a,b).  Stąd abc =  d(cz)2 i c =  a x 2 +  by2 dla 
pewnych x , y , z  € K . Zauważmy, że
x  by
t
diag(a, b)
x by
y —ax y —ax
=  diag(c, abc) =  diag(c, d(cz)2).
Zatem (a,b) =  (c,d(cz)2) =  (c,d).
(2). Jeśli a € K *, to  a =  (a++1 )2 -  (— )2 € DH.
(3). Założenie, że wyznacznik formy (a,b) jest równy —K *2 oznacza, 
że istnieje takie z € K*,  że b =  —az2. Z (1) i (2) wynika, że (a,b) =  H. 
Implikacja odw rotna jest oczywista.
(4). Form a hiperboliczna jest izotropowa. Odwrotnie, jeśli forma (a,b) 
jest izotropowa, to  a x 2 +  by2 =  0 dla pewnych niezerowych x , y  € K . Stąd, 
by2 =  —a x 2 i det((a, b)) =  abK*2 =  a x 2by2K * 2 =  —(ax2)2K *2 =  —K * 2. Na 
podstawie własności (3) forma (a, b) jest hiperboliczna.
(5). W ystarczy pokazać dla elementów postaci c =  ad2 i c =  bd2, d € K *. 
Zauważmy, że ad2 =  a(dx)2 +  b(dy)2 dla x  =  bz ‘2 +a =  0 i y  =  b2?+_a =  0, 
gdy z jest tak  dobrane, by z =  0 i a =  ± b z 2. Podobnie bd2 =  a(dx )2+ b(dy)2
dla x  =  b+bcZz2 =  0 i y  =  b+az2 =  0, gdy z jest tak  dobrane, by
z =  0 i az2 =  ±b. Dobór takiego elementu z jest możliwy, gdy ciało
zawiera więcej niż 5 elementów.
(6). W ystarczy zastosować równość c-1 =  c-2 ■ c oraz tożsamość 
Ferm ata
(x2 +  ax2)(y2 +  a y |)  =  (x 1 y 1 +  a x 2 y 2 )2 +  a (x 1 y 2  — X2 y i ) 2 (2.1)
□
Najprostsze własności zbioru elementów przedstawialnych przez formę 
zawiera następujące stwierdzenie.
S tw ie rd z e n ie  2 .2 .2 . Niech p  i 7  będą formami nad ciałem K.
(1) Jeśli p  =  (a1, . . . ,  an ), to a1, . . .  ,an € Dp .
(2) Jeśli a € D p ,  to aK*2 ę  Dp .
(3) D p  ę  D ( p  ±  7) .
(4) D(ap)  =  aDp.
(5) Kryterium przedstawialności: jeśli a € D p ,  to p  =  (a1, . . . ,  an - 1 , a) 
dla pewnych elementów a 1, . . . ,  an-1 € K *.
(6) Jeśli M  jest rozszerzeniem ciała K  oraz p  jest  formą nad K,  to
D k p ę D m p M.
D o w ó d .  W łasności (1)-(4) są oczywiste.
(5). Jeśli p  jest formą kwadratową określoną na przestrzeni liniowej V  
oraz a € D p ,  to  a =  0 i istnieje wektor v € V  taki, że a =  p(v) .  W ektor v 
jest nieizotropowy, zatem  z twierdzenia 2.1.3 wynika, że przestrzeń kwadra­
towa (V, p) ma bazę ortogonalną B  =  (v1, . . . ,  vn - 1 ,v)  zawierającą wektor 
v. Macierz funkcjonału dwuliniowego (wyznaczonego przez formę p) w tej 
bazie jest diagonalna i ma postać d iag(a1, . . . ,  an - 1 ,a),  gdzie ai =  p (v i) dla 
i = 1 , . . .  , n  — 1. Stąd p  =  (a1, . . . ,  an - 1 ,a).
Implikacja (6) jest oczywista. □
W śród form uniwersalnych szczególną rolę odgrywają formy izotropowe.
S tw ie rd z e n ie  2 .2 .3 .
(1) Każda forma izotropowa jest  uniwersalna.
(2) Forma p  jest  izotropowa wtedy i tylko wtedy, gdy istnieje taka forma  
7 ,  że p  =  H  ±  7 .
(3) Forma p  ±  7  jes t izotropowa wtedy i tylko wtedy, gdy istnieje taki 
element a € K *, że a € D p  i —a € D 7 .
(4) Forma p  przedstawia element a € K * wtedy i tylko wtedy, gdy forma  
p  L  (—a) jest  izotropowa.
D o w ó d .  (1), (2). Załóżmy, że p  jest formą izotropową. Zastosujemy induk­
cję względem wym iaru formy. W arunki (1) i (2) są prawdziwe dla form bi­
narnych. Dla formy izotropowej p  =  (a1, . . . ,  an ), (n > 2) istnieją takie ele­
m enty x 1, . . .  , x n € K,  nie wszystkie równe zero, że a1x 2 +  . . .  +  anx"n =  0. 
Rozważmy dwa przypadki:
a) x n =  0. Forma (a1, . . . ,  an -1 ) jest izotropowa i z założenia indukcyjnego 
K * =  D ( a 1, . . . ,  an -1 ) C D p  oraz p  =  f  L  H  L  (an ) dla pewnej formy f  
takiej, że (a1, . . . ,  an - 1 ) =  f  L  H.
b) x n =  0. Element —an =  a 1( f 1 )2 +  . . .  +  an- 1( ) 2 jest przedstawial-xn xn
ny przez formę (a1, . . . ,  an -1 ), zatem  z kryterium  przedstawialności istnieje 
forma f  o wymiarze n  — 2 taka, że (a1, . . .  ,an - 1 ) =  f  L  (—an ). Stąd 
p  =  f  L  (—an ) L  (an ) =  f  L  H, zatem  K*  =  D H  C D p.
Oczywiście, każda forma postaci H  L  f  jest izotropowa.
(3). Załóżmy, że p  L  f  jest formą izotropową wyznaczoną przez sumę 
ortogonalną przestrzeni kwadratowych (V, p) L  (U, f ) .  Zatem istnieją takie 
wektory v € V  i u € U, niebędące równocześnie wektorami zerowymi, że 
p(v)  +  f  (u) =  0. Jeśli oba składniki są równe zero, to przynajm niej jedna 
z form jest izotropowa i zgodnie z (1) przedstawia wszystkie elementy gru­
py K *, a więc również elementy przeciwne do elementów przedstawialnych 
przez drugą formę. W  przeciwnym przypadku a =  p(v) =  —f ( u )  spełnia 
wym agania punktu  (3). Implikacja odw rotna jest oczywista.
(4). Jest to  szczególny przypadek punktu  (3). □
W arto zauważyć, że nie wszystkie formy uniwersalne są izotropowe (zob. 
zadanie 9). Wiele z nich można wskazać nad ciałem liczb wymiernych, np. 
forma (1, 2, 5, —10) jest uniwersalna, a nieizotropowa. Uzasadnienie tego jed­
nak nie jest proste.
T w ie rd z e n ie  2 .2 .4  (o zmianach dwójkowych). Załóżmy, że n  >  3. Nastę­
pujące warunki są równoważne.
(1) Formy (a1, . . . ,  an ) i (b1, . . . , b n ) są izometryczne.
(2) Istnieją elementy a,b € K * i forma x  o wymiarze n  — 2 takie, że 
(a, an) =  (b, bn), (a1 , . . . ,  a n - 1 ) =  X L  (a) i (b1 , . . . ,  bn - 1 ) =  X L ( b ) .
D o w ó d .  Przechodniość relacji izometrii i jej zgodność z operacją sumy 
ortogonalnej uzasadniają implikację (2) = ^  (1).
Załóżmy teraz, że formy (a1, . . . ,  an ) i (b1, . . . ,  bn ) są izometryczne. For­
ma (a1, . . . ,  an ) przedstawia bn , zatem  istnieją x 1, . . .  , x n € K  takie, że 
bn =  a 1x1 +  . . .  +  anXn. Rozważmy dwa przypadki:
a) a1x1 +  . . .  +  an-1x 2n-1 =  0. W tedy
bn =  anx2n oraz (b1 , . . . , b n) =  (a1 , . . . , a n )  =  (a1 , . . . ,  a n - 1 ) L  (bn).
Z twierdzenia W itta  o skracaniu (a1, . . . ,  an - 1 ) =  (b1, . . . ,  bn - 1 ). W  tym 
przypadku możemy przyjąć a =  b =  an-1 i x  =  (a1, . . . ,  an -2 ).
b) a =  a1x1 +  . . .  +  an-1x'n-1 =  0. W tedy a € D ( a 1, . . . ,  an - 1 ) i zgod­
nie ze stwierdzeniem 2.2.2.(5) istnieje forma x  o wymiarze n  — 2 taka, że 
(a1, . . . ,  an - 1 ) =  x  L  (a). Ponadto  bn =  a +  anx 2n € D(a, an ), zatem  stosując 
ponownie stwierdzenie 2.2.2.(5), otrzym ujemy (a,an ) =  (b,bn ) dla pewnego 
elementu b € K *. Stąd
(b1 , . . . , b n )  =  (a1 , . . . , a n )  =  x  L  (a, an) =  X L  (b, bn). 
K orzystając z twierdzenia W itta  o skracaniu, otrzymujemy
(b1 , . . . , b n - 1 ) =  x  L ( b ) .  □
W n io s e k  2 .2 .5 . Jeśli ciało K  ma więcej niż 5 elementów, to dla form  
p 1, . . . , p k oraz c € K * zachodzi c € D K ( p 1 L  . . .  L  ) wtedy i tylko 
wtedy, gdy istnieją takie elementy c, € D K Pi dla każdego i =  1 , . . . , k ,  że
C =  C1 +  . . .  +  Ck.
D o w ó d .  Oczywiście, jeśli c =  c1 +  . . .  +  ck i c =  0, gdzie c, € D p ,  dla 
i =  1 , . . . ,  k, to  c € D ( p 1 L  . . .  L  p k).
Udowodnimy implikację odwrotną. Załóżmy najpierw, że k  =  2 oraz 
p 2 =  (b1, . . . ,  bm). Gdy d im (p 1) =  d im (p2) =  1, to  stosujemy stwierdzenie
2.2.1.(5). Dlatego możemy założyć, że co najm niej jedna forma ma wymiar 
większy od 1. Bez zmniejszenia ogólności przyjmujemy, że n  =  d im (p 1) >  2. 
Prowadzimy dowód indukcyjny względem m  =  d im (p2). Gdy m  =  1, z faktu, 
że c € D ( p 1 L  (b1)) wynika, że p 1 L  (b1) =  ^  L  (c) dla pewnej 
n-wymiarowej formy -0. Zgodnie z powyższym twierdzeniem, istnieją ele­
menty a,b € K * i forma x  takie, że p 1 =  x  L  (a), 0  =  x  L  (b) oraz 
(a,b1) =  (b,c). Stąd i ze stwierdzenia 2.2.1.(5) istnieją x , y  € K * takie, że 
c =  c1 +  c2 =  a x 2 +  b1y 2, gdzie c1 =  a x 2 € D p 1 i c2 =  b1y 2 € D p 2. To 
kończy dowód w przypadku m  =  1. Załóżmy teraz, że m  > 1. Jeśli p 2 jest 
izotropowa, to c =  c1 +  (c — c1), gdzie c1 € D p 1 i c1 =  c, a c — c1 € D p 2 na 
podstawie stwierdzenia 2.2.3.(1). Załóżmy, że forma p 2 jest nieizotropowa
i c € D ( y 1 L  y 2) =  D ( y 1 L  (b1, . . .  ,bm -1 ) L  (bm )). W tedy istnieją takie 
d € D ( y 1 L  (b1, . . .  ,bm -1)) i d! € D(bm), że c =  d +  d! . Na podstawie 
założenia indukcyjnego istnieją c1 € D y 1 i c' € D(b1, . . .  ,bm -1 ) takie, że 
d =  c1 +  c' i c2 =  C +  d' =  0, gdyż y 2 jest formą nieizotropową. Stąd 
c =  c1 +  c2 i również c2 € D y 2. Dla k > 2 wystarczy zastosować indukcję.
□
U w a g a  2 .2 .6 . Isto tą  wniosku 2.2.5 jest fakt, że każdy element przedstawial- 
ny przez sumę ortogonalną form jest sumą niezerowych elementów przed- 
stawialnych przez formy będące składnikami tej sumy. W  szczególności, 
każdy element przedstawialny przez formę (a1, . . . , a n ) jest postaci a =  
a1x j  +  . . .  +  anx “n dla pewnych niezerowych x 1, . . .  , x n € K.
Niech y  =  (a1, . . . ,  an ) i ý  =  (b1, . . .  ,bn ) będą n-wymiarowymi formami 
kwadratowymi. Mówimy, że formy te są 2-połączone, jeśli są one izome- 
tryczne i zbiór {i : ai =  bi} zawiera co najwyżej 2 elementy. Formy y  i ý  
nazywamy połączonymi, jeśli istnieje tak i ciąg form y 1, . . .  , y s , że y 1 =  y,  
y s =  ý  i formy y i i y i+1 są 2-połączone dla wszystkich i =  1 , . . . ,  s — 1. 
Oczywiście każde dwie formy połączone są izometryczne. Prawdziwe jest 
również twierdzenie odwrotne.
W n io s e k  2 .2 .7 . Każde dwie formy izometryczne są połączone.
D o w ó d .  Stosujemy indukcję względem wym iaru form. Dla form o wymia­
rach 1 i 2 wniosek jest oczywisty. Przypuśćmy, że formy y  =  y '  L  (an )
i ý  =  ý '  L  (bn ) są izometryczne. Na podstawie twierdzenia 2.2.4 istnieją
elementy a,b € K * i forma x  o wymiarze n  — 2 takie, że
(a, an) =  (b, bn), y  =  x  L  (a) oraz ý '  =  x  L  (b).
K orzystając z tego i z założenia indukcyjnego, otrzymujemy, że każde dwie 
sąsiednie formy w ciągu:
y ,  X L  (a, an), x  L  (b,bn), ý
są połączone. Aby zakończyć dowód, wystarczy zauważyć, że relacja połą­
czenia jest przechodnia. □
S tw ie rd z e n ie  2 .2 .8 . Niech y  i ý  będą formami nad ciałem K .
(1) Jeśli forma ý  jest  hiperboliczna, to y  O ý  jes t również hiperboliczna.
(2) Formy y  i ý  są izometryczne wtedy i tylko wtedy, gdy dim (y) =  
dim (ý) i forma y  L  —ý  jest hiperboliczna.
D o w ó d .  (1). Niech ty =  k x  H. Zgodnie ze stwierdzeniem 2.2.1.(3), mamy
aty =  a(k x  (1, —1)) =  k x  (a(1, —1)) =  k x  H  =  ty.
Stąd dla dowolnych a1, . . .  ,an € K * mamy
(a1, . . . ,  an ) O ty =  a1ty L  . . .  L  anty =  n  x  ty =  n k  x  H.
(2). Gdy p  =  ty i p  =  (a1, . . . ,  an ), to
p  L  —ty =  p  L  —p  =  (a1, —a 1) L  . . .  (an , —an) =  n  x  H.
Implikację odw rotną dowodzimy przez indukcję względem n  =  dim (p ) =  
dim(ty). Dla n  =  1 tezę otrzym ujemy ze stwierdzenia 2.2.1.(3). Gdy n  > 1 
i forma p  L  —ty jest hiperboliczna, to  jest izotropowa i na podstawie stwier­
dzenia 2.2.3.(4) istnieje element a € K * taki, że a € D p  i a € Dty. K orzysta­
jąc ze stwierdzenia 2.2.2.(5), mamy p  =  p'  L  (a) i ty =  ty' L  (a). Skracając 
formę hiperboliczną p'  L  —ty' L  (a, —a) przez H  i stosując założenie induk­
cyjne, stwierdzamy, że p'  =  ty'. Stąd wynika teza. □
T w ie rd z e n ie  2 .2 .9  (twierdzenie W itta  o rozkładzie). Jeśli forma p  nie 
jes t hiperboliczna, to istnieje dokładnie jedna liczba naturalna k €  N U {0} 
oraz taka nieizotropowa forma ty, wyznaczona jednoznacznie z dokładnością 
do izometrii, że p  =  k x  (1, —1) L  ty.
D o w ó d .  Jeśli forma jest nieizotropowa, to  przyjmujemy k  =  0, co ozna­
cza, że forma nie zawiera składnika hiperbolicznego. Jeśli p  jest formą 
izotropową, to zgodnie ze stwierdzeniem 2.2.3, istnieje forma p'  taka, że 
p  =  p'  L  H. Podobnie można rozłożyć formę p ' , jeśli jest ona izotropo­
wa. Kontynuując to  postępowanie aż do otrzym ania formy nieizotropowej, 
otrzym ujemy poszukiwany rozkład. Przypuśćmy, że istnieją dwa różne roz­
kłady ty L  k x  H  =  p  =  ty' L  k' x  H  oraz k < k ' . Z twierdzenia o skracaniu 
otrzym ujemy ty =  ty' L  (k' — k) x  H. Ponieważ k' — k > 0, forma ty jest 
izotropowa, wbrew założeniu. Stąd k  =  k' i stosując ponownie twierdzenie 
o skracaniu, otrzym ujemy p'  =  ty'. □
Liczbę k  oznaczającą liczbę płaszczyzn hiperbolicznych w rozkładzie for­
my kwadratowej nazywamy indeksem Witta formy.  Formy kwadratowe p  i ty 
nazywamy podobnymi  (ozn. p  ~  ty), jeśli istnieją liczby naturalne k, l takie, 
że p  L  k x  H  =  ty L  l x  H. Z twierdzenia W itta  o rozkładzie wynika, że 
każda forma niehiperboliczna jest podobna do (jednej z dokładnością do 
izometrii) formy nieizotropowej.
Formy Pfistera odgrywają ważną rolę w teorii form kwadratowych nad do­
wolnymi ciałami. Z ich zastosowaniem uzyskuje się wiele interesujących wy­
ników. Dla ciał formalnie rzeczywistych ważna jest zasada lokalno-globalna 
Pfistera, której dowód w istotny sposób wykorzystuje formy Pfistera (zob. 
twierdzenie 2.5.5). Formy Pfistera wraz z tą  zasadą przyczyniły się do roz­
woju teorii form kwadratowych w latach 60. poprzedniego stulecia.
D e fin ic ja  2 .3 .1 . Niech a1, . .. ,an będą niezerowymi elementami ciała K . 
Formę kwadratową postaci p  =  (1,a\)  ® . . .  ® (1,an ) nazywamy n-krotną 
formą Pfistera lub krótko formą Pfistera i oznaczamy ( (a1, . . . ,  an )).
Elem entarne własności form Pfistera zawiera następujące stwierdzenie.
S tw ie rd z e n ie  2 .3 .2 . Niech a1, . . . ,  an ,b1, . . .  ,bm € K  *. Wtedy:
(1) d im ((a1 , .. . ,an))  =  2n ,
(2) d e t((a 1)) =  a 1K *2 i de t((a1, . . .  ,an )) =  K *2,g d y  n >  1,
(3) D(1, a 1 ) ■ . . .  ■ D(1,  an) C D ( ( a 1 , . . . ,  an)),
(4) ((a1 , . . . ,  an)) ® ((b1 , . . . ,  bm)) =  ((a1 , . . . , a n  , h , . . . ,  bm )),
(5) ( (a1,. . . ,  an)) =  ( (a1,. . . ,  a n - 1 )) L  an((a1, . . . ,  a n - 1 )),
(6) ( ( i , . . ^ ) )  =  2n x ( 1 ) ,
n
(7) ( ( W , !  b1 , . . . ,  bm)) =  2n x ((b1,. . . ,  bm)).
n
Dowody przytoczonych własności są łatwe i pozostawiamy je jako ćwiczenie.
T w ie rd z e n ie  2 .3 .3 . Element  b ciała K  jes t przedstawialny przez formę  
Pfistera p  wtedy i tylko wtedy, gdy bp =  p.
D o w ó d. Załóżmy, że bp =  p . Ponieważ form a Pfistera przedstawia 1, więc 
p  =  (1) L  p'  dla pewnej formy p ' . Z przyjętego założenia otrzymujemy 
p  =  b((1) L  p')  =  (b) L  bp', a stąd wynika, że b € D p .
Załóżmy teraz, że element b jest przedstawialny przez n -krotną formę 
Pfistera. Przeprowadzimy dowód indukcyjny ze względu na krotność formy 
p.  Gdy n  =  1, to  oczywiście b € D(1,a)  w tedy i tylko wtedy, gdy (1,a) =  
(b, ab) (por. stwierdzenie 2.2.1.(1)). Niech p  =  ( (a1, . . . ,  an )) =  ^ ®  (1, an ) =  
^  L  an^ ,  gdzie ^  =  ((a1, . . . ,  an -1 )). Z wniosku 2.2.5 wiadomo, że istnieją
elementy x , y  € D 7  takie, że b =  x  +  any. Z założenia indukcyjnego wynika, 
że x 7  =  7  i y 7  =  7 . Stąd
p  =  7  L  an7  =  (x, any) ® 7  =  (x +  any, (x  +  any)anxy)  ® 7  
=  b(1, anxy)  O 7  =  b(7 L  anx y 7 )  =  b(7 O an7)  =  bp.
Korzystając z wniosku 2.2.5, milcząco założyliśmy, że ciało K  m a więcej 
niż 5 elementów. Dla ciała o co najwyżej 5 elementach (ogólniej dla ciał 
skończonych) n-kro tna forma Pfistera dla n  > 1 jest hiperboliczna (por. 
zadanie 9) i nie ma czego dowodzić. □
W n io s e k  2 .3 .4 .
(1) Zbiór elementów przedstawialnych formy Pfistera jest  podgrupą mul- 
tiplikatywnej grupy K *.
(2) Forma Pfistera jes t  izotropowa wtedy i tylko wtedy, gdy jes t  hiperbo- 
liczna.
D o w ó d .  (1). Jeśli p  jest formą Pfistera i a,b €  D p , to  ap  =  p  i bp =  p. 
W tedy b-1 p  =  b- 1 (bp) =  p  oraz ab- 1 p  =  a(b- 1 p)  =  ap  =  p.  Stąd 
i z poprzedniego twierdzenia wynika, że ab-1 € D p .
(2). Wiemy, że każda forma hiperboliczna jest izotropowa. Odwrotnie, 
załóżmy, że p  jest izotropową, n-kro tną formą Pfistera. D la n  =  1 wniosek 
jest oczywisty. Niech n  > 1 i p  =  ý  O (1, a) =  ý  L  aý .  Zgodnie ze stwier­
dzeniem 2.2.3.(3), istnieją elementy x , y  € D ý  takie, że x  +  ay  =  0. Stąd 
a =  - x y -1 oraz
p  =  ý  L  - ( x y -1ý )  =  ý  L  —ý  =  ý  O (1, - 1 ) ,  
zatem  forma p  jest hiperboliczna. □
U w a g a  2 .3 .5 . Dla form Pfistera o małej krotności dowód faktu, że zbiór 
wartości przedstawialnych tworzy grupę można przeprowadzić bezpośred­
nio. W ystarczy zastosować tożsamość Ferm ata (zob. (2.1)) lub tożsamość 
Eulera-L agrange’a
(x2 +  a x 2 +  bx2 +  abx‘4)(y‘2 +  ay2 +  by3 +  aby\) =
=  (x iy i +  a x 2 y 2  +  bx3y 3 +  abx4 y 4 )2 +  a(—x y  +  x 2yi — bx3y4 +  bxĄy3)2 +  
+  b(—xiy3  +  ax2y4 +  x3yi — axAy 2 )2 +  ab(—x i y 4 — x2y3 +  x3y2 +  x4yi)2.
W arto zauważyć, że prawe strony tych tożsamości są kombinacjami linio­
wymi kwadratów form liniowych zarówno względem zmiennych x ^  . . .  , xn , 
jak  i względem zmiennych y i , . . . , y n dla n  =  2, 4. W iadomo również, że 
podobna form uła istnieje jeszcze tylko dla 3-krotnych form Pfistera. Pfi­
ster pokazał, że dla form o wyższych krotnościach prawe strony takich toż­
samości są sumami kwadratów form liniowych względem zmiennych Y  =  
(yi , . . . ,  yn ) ze współczynnikami, które są funkcjami wymiernymi zmiennych 
X  =  (x i , . . .  , x n ). Oczywiście, zmienne X  i Y  można zamienić rolami.
Każda forma Pfistera p  ma postać p  =  {1) Y  p ' . Z twierdzenia W itta  
o skracaniu (zob. twierdzenie 2.1.4) wynika, że forma p'  jest wyznaczona 
jednoznacznie z dokładnością do izometrii. Formę p'  nazywamy czystą pod- 
formą  formy Pfistera p.
T w ie rd z e n ie  2 .3 .6 . Jeśli p  =  {{ai , . . .  ,an )) jes t n-krotną formą Pfistera 
nad ciałem K  oraz bi € Dp ' ,  to istnieją b2,. . . ,bn € K * takie, że p  =
{{bi ,.. . ,bn)).
D o w ó d .  Dla ciał skończonych twierdzenie jest oczywiste (zob. zadanie 9). 
Załóżmy zatem , że ciało K  jest nieskończone. Zastosujemy indukcję wzglę­
dem n. D la n  =  1 mamy p  =  {1, a]), p '  =  {a\). Ponieważ bi € D p '  =  D {ai ), 
więc {bi ) =  {ai ) oraz p  =  {1, bi ). Załóżmy teraz, że n  > 1 i twierdzenie jest 
prawdziwe dla (n — 1)-krotnych form Pfistera. Niech
d  =  {{a i , . . . ,  a n - i )) =  {1) Y  d' .
W tedy p  =  d  O  {1,an ) =  d  Y  and  i p'  =  d '  Y  and .  Skoro bi € D p ' ,
na podstawie wniosku 2.2.5 istnieją x  € D d '  oraz y € D d  takie, że bi =  
x  +  any. K orzystając z założenia indukcyjnego, mamy d  =  {{x,b2, ...,bn - i )) 
dla pewnych b2, ..., bn - i  € K * . W tedy na podstawie twierdzenia 2.3.3 mamy 
d  =  y d  oraz forma p  jest izom etryczna z formą
d  Y  and  =  d  Y  anyd  =  {{x, b2 , ..., bn- i,  any)) =  {{x, any)) O {{b2 , ..., bn- i) ).
Ze stwierdzenia 2.2.1.(1) otrzym ujemy {x,any) =  {bi ,bi xany), gdyż 
bi =  x  +  any € D{x, any). Stąd wynika ciąg izometrii
{{x,any))  =  {1 ,x ,any ,xany)  =  {1,bi ,b ixany ,xany)  =  {{bi,xany)).
Zauważmy jeszcze, że
p  =  ((x, any)) ® ((b2,..., bn- 1 )) =
=  ((b1 ,xany))  ® ((b2 , . . . ,bn- 1 )) =  ((b1 ,b2 , ..., bn- 1 , x a ny ) ) ,
co kończy dowód twierdzenia. □
2.4. Form y śladu
W  tym  podrozdziale zajmiemy się formami kwadratowymi, które wyznaczo­
ne są przez skończenie wymiarowe algebry przemienne z jedynką. Rozpocz­
niemy od przypom nienia kilku pojęć oraz przedstawienia kilku przykładów.
D e fin ic ja  2 .4 .1 . Zbiór A  z działaniam i dodawania, mnożenia oraz mnoże­
nia przez skalary z ciała K  nazywamy K-algebrą przemienną,  jeżeli
(1) zbiór A , z dodawaniem i mnożeniem, jest pierścieniem przemiennym 
(z jedynką);
(2) zbiór A , z dodawaniem i mnożeniem przez skalary, jest przestrzenią 
liniową nad K ;
(3) x ( a  ■ 3 ) =  (xa) ■ /3 =  a  ■ (x3)  dla x  £ K ,  a , 3  £ A.
Bazą (wymiarem) K -algebry A  nazywamy bazę (wymiar) przestrzeni linio­
wej A  nad K . W ym iar algebry oznaczamy tradycyjnie d im ^  A.  W szyst­
kie K -algebry występujące w tym  podrozdziale są algebrami przemiennymi 
skończenie wymiarowymi, zatem  dla uproszczenia K -algebrę przemienną, 
skończenie wymiarową będziemy nazywali po prostu K -algebrą lub algebrą, 
jeżeli będzie wiadomo, o jakie ciało K  chodzi. Odwzorowanie $  : A  — > A'  
przekształcające K -algebrę A  w K -algebrę A'  nazywamy izomorfizmem 
K-algebr, jeżeli $  jest zarówno izomorfizmem przestrzeni liniowych, jak 
i pierścieni. K -algebry A  oraz A ' nazywamy izomorficznymi , jeżeli istnie­
je izomorfizm K -algebr $  : A  — > A'. Piszemy wtedy A  =  A'.
P r z y k ła d  2 .4 .2 . Każde skończone rozszerzenie ciała K  jest K -algebrą.
P r z y k ła d  2 .4 .3 . Niech A 1, . . . ,  A n będą K -algebrami. W tedy iloczyn kar- 
tezjański (pierścieni i zarazem przestrzeni liniowych) A  =  A 1 x  . . .  x A n jest 
K -algebrą. W  szczególności, gdy A 1, . . . ,  A n są skończonymi rozszerzeniami 
ciała K , to  A  =  A 1 x  . . . x  An  jest K -algebrą.
P r z y k ła d  2 .4 .4 . Niech A  będzie K -algebrą oraz niech M  będzie rozsze­
rzeniem ciała K . Rozważmy przestrzeń liniową A m  =  M  A  (nad M ),
pow stałą z przestrzeni liniowej A  przez rozszerzenie ciała skalarów. Określ­
my mnożenie na tensorach prostych następująco:
(x  O v) ■ (y O u) =  (xy) O (v ■ u) dla v, u € A, x, y € M.
To mnożenie można rozszerzyć na całą przestrzeń liniową A ^  i w tedy A m  
jest M -algebrą. O tak  skonstruowanej M -algebrze A m  mówimy, że pow stała 
z K -algebry A  przez rozszerzenie ciała skalarów. Odwzorowanie i : A  A m  ,
i(a) =  1 O a dla a € A,  jest odwzorowaniem różnowartościowym, które 
zachowuje wszystkie działania określone w A. Ponadto, jeśli ( v \ , . . .  , vn ) 
jest bazą K -algebry A, to (1 O v 1, . . . , 1 O vn ) jest bazą M -algebry A M . 
W  szczególności dim MA M =  dim ^A .
P r z y k ła d  2 .4 .5 . Jeśli f  € K [ X ], n  =  st f  >  1, to  pierścień ilorazowy A  =  
K [ X ] / ( f ) pierścienia K [ X ] przez ideał główny ( f ) z działaniem mnożenia 
przez skalary:
a(g +  ( f )) =  ag +  ( f ), dla a € K , g  € K [ X ],
jest K -algebrą. Bazą tej algebry jest układ (1 ,t , . . .  ,Tn -1 ), gdzie t  =  
X  +  ( f ). Stąd d im ^ A  =  n. Każdy element n algebry A  można zapisać 
w postaci n =  g(T) =  g +  ( f ), gdzie g € K [ X ]. W ielomian g można tak  do­
brać, aby stg <  n  i w tedy wielomian g jest wyznaczony jednoznacznie przez 
element n . Jeśli wielomian f  jest nierozkładalny, to  algebra A  jest ciałem 
K -izomorficznym z rozszerzeniem K (a) ciała K  o pierwiastek a  wielomianu 
f  (w pewnym algebraicznym domknięciu ciała K ). Odwzorowanie
A  — ► K ( a ) ,  g(T) ^  g (a),
jest K -izomorfizmem.
P r z y k ła d  2 .4 .6 . Jeśli f  =  f 1 . . .  f m € K [ X ], gdzie f 1, . . . ,  f m są wielomia­
nami param i względnie pierwszymi, to  na podstawie twierdzenia chińskiego 
o resztach dla wielomianów odwzorowanie
$  : K [ X ] / ( f ) K [ X ] / ( f i )  x . . .  x K [ X ] / (fm)
określone wzorem:
$ (g  +  ( f )) =  (g + ( f i ) , . . . , g  +  (fm)) dla g € K  [X ],
jest izomorfizmem K -algebr. Ponadto, gdy wielomiany f 1 , . . . , fm  są nieroz- 
kładalne, a a 1, . . . ,  a m -  pierwiastkami odpowiednio wielomianów f 1 , . . . , fm  
w algebraicznym domknięciu K  ciała K , odwzorowanie
$  : K  [X ] / ( f )  — ► K  ( a 1 ) x  . . .  x  K  (am),  $ ( g  +  ( f ) )  =  (g (a 1) , .. . ,g (am))
jest izomorfizmem K -algebr.
P r z y k ła d  2 .4 .7 . Jeśli ciało M  jest rozszerzeniem ciała K  i f  € K [ X ], 
to  M -algebry (K [X ]/(f) )m  oraz M [ X ] / ( f ) są izomorficzne. Zatem jeśli K  
jest domknięciem algebraicznym ciała K  oraz a 1, . . .  , a r € K  są wszystkimi, 
param i różnymi, pierwiastkami wielomianu f  z krotnościami odpowiednio 
e1, . . .  , e r , to
( K [ X ] /( f ) ) k  =  K [X ]/((X  — a ! ) ei) x . . .  x K [X ]/((X  — a r )er).
Przypomnijmy, że ślad tr(a )  endomorfizmu a  przestrzeni liniowej V  de­
finiuje się jako ślad macierzy tego endomorfizmu względem dowolnej bazy 
przestrzeni V. Niech A  będzie K -algebrą oraz niech v € A.  Przekształcenie 
Xv : A  — > A  określone wzorem: Xv(u) =  v ■ u  dla u € A,  jest endo- 
morfizmem przestrzeni liniowej A. Ślad tr(Xv) endomorfizmu Xv nazywamy 
śladem elementu v  i oznaczamy trA (v). Z równości Xxv+yv =  xXv +  yXv 
natychm iast wynika, że odwzorowanie t r^  : A  — > K  jest funkcjonałem 
liniowym.
T w ie rd z e n ie  2 .4 .8 . Niech A, B ,  A 1, . . . ,  A m będą K-algebrami oraz niech 
M  będzie rozszerzeniem ciała K .  Wtedy
(1) t r ^ M(1 0  v ) =  trA (v ) dla każdego v  € A.
(2) Jeśli A  =  A 1 x  . . .  x A m oraz v  =  (v1, . . . ,  vm) € A,  gdzie vi € A i
m
dla i =  1,..., m, to trA (v ) =  £  t r ^ (n) .
i=1
(3) Jeśli $  : A  — > B  jest  izomorfizmem K-algebr, to dla każdego v  € A  
zachodzi równość trA (v) = t rB($ (v )).
D o w ó d .  (1). Macierz endomorfizmu Xv względem bazy A  = (u]_,. . .  ,un ) 
algebry A  jest również macierzą X1®v względem bazy (1 0  u 1, . . . ,  1 0  un ) 
algebry A m .
(2). Podam y dowód jedynie dla m  =  2, później bowiem wystarczy zasto­
sować indukcję. Niech Qi będzie macierzą endomorfizmu XVi przestrzeni A i 
względem bazy A i tej przestrzeni dla i =  1, 2. Układ (A 1 x {0}) U ({0} x A 2)
Q1 0jest bazą przestrzeni A  i macierz Q =  1 jest macierzą endomor-
fizmu X(V1,V2) względem tej bazy. Zatem
trA ((V1 ,V2 )) =  tr(Q ) =  t r (Q 1) + t r ( Q 2) =  trAi (V1 ) + t r A 2 (V2 ).
(3). W ystarczy zauważyć, że macierz endomorfizmu Xv algebry A  wzglę­
dem bazy (u1, . . .  ,un ) jest również macierzą endomorfizmu X$(v) algebry B  
względem bazy ( $ ( u 1) , . . . ,  $ (u n)). □
P r z y k ła d  2 .4 .9 . Dla dowolnej algebry A  mamy tr^ (1 ) =  dim A, gdyż 
m acierzą przekształcenia A1 jest macierz jednostkowa.
P r z y k ła d  2 .4 .1 0 . Zobaczmy, jak  działa funkcjonał śladu na K -algebrze 
A  =  K [ X ] / ( / ) ,  gdzie /  =  ( X  — a)e € K [ X ], a € K,  e >  1. Obliczmy naj­
pierw ślad elementu a  =  ( X —a ) h + ( f ) dla h € K [ X ]. Układ ( 1 , n , . . . ,  ne - i ), 
gdzie n =  (X  — a) +  ( / ) ,  jest bazą algebry A  i macierz endomorfizmu Aa 
względem tej bazy jest m acierzą tró jką tną  dolną z zerami na przekątnej. 
Zatem tr^ ( a )  =  0. Obliczmy teraz ślad dowolnego elementu g ( r ), gdzie 
g € K [ X ] oraz t  =  X  +  ( / ) ,  algebry A. W ielomian g możemy zapisać 
w postaci g =  (X  — a)h  +  g(a).  K orzystając z wcześniejszych obliczeń oraz 
własności śladu, mamy
tr^ (g (T )) =  tr^ ( ( (X  — a)h  +  ( / ) )  +  (g(a) +  ( /) ) )  =
=  tr^ ( (X  — a)h  +  ( /) )  +  tr^ (g (a ) +  ( / ) )  =
=  0 +  g(a) tr^ (1  +  ( /) )  =  eg (a).
P r z y k ła d  2 .4 .1 1 . Rozważmy K -algebrę A  =  K [ X ] / ( / ) ,  gdzie wielomian 
/  =  X n — a € K [ X ] jest nierozkładalny nad K.  Jak  wcześniej zauważyliśmy, 
algebra A  jest izomorficzna z K (a), gdzie a  jest pierwiastkiem wielomianu 
/ .  Zauważmy, że a n+fc =  a a k, zatem  macierzą endomorfizmu Aak w bazie 
(1, a , ..., a n - i ) jest
0 0 . . 0 a 0 . . 0
0 0 . . 0 0 a . . 0
0 0 . . 0 0 0 . . a
1 0 . . 0 0 0 . . 0
0 1 . . 0 0 0 . . 0
0 0 . . 1 0 0 . . 0
Zatem
n— 1
oraz t r ^ ( ^  aia i) =  na0. 
i=0
T w ie rd z e n ie  2 .4 .1 2 . Niech A  =  K [ X ] / ( / )  oraz niech a 1, . . . , a m bę­
dą wszystkimi pierwiastkami wielomianu /  stopnia m  w algebraicznym do­
mknięciu K  ciała K . Jeśli g € K [ X ] oraz t  =  X  +  ( / ) ,  to tr^ (g (r ) )  =
m
E  g(ai).
i=1
tr^  ( a k) = n,  gdy k  =  0 0, gdy k  =  1,..., n  — 1
D o w ó d .  Na podstawie twierdzenia 2.4.8.(1) można założyć, że ciało K  jest 
algebraicznie domknięte. Załóżmy, że pierwiastki a i1 , . . . , a ik wielomianu f
są wszystkimi param i różnymi spośród a 1, . . . , a m o krotnościach odpo-
k
wiednio e 1, . . .  , e k . W tedy f  =  ( X  — a i1 )ei . . . (X  — a ik)ek oraz E  ej  =  m.
j =1
Jeśli f j  =  (X  — a ij )ej oraz Aj  =  K [ X ] / ( f j ), to  na podstawie twierdzenia 
2.4.8 oraz przykładów 2.4.7 i 2.4.10 zachodzi równość tr^ (g (r ) )  =
k k m
E  trAj(g +  ( f j )) =  E  e jg(a i j ) =  E  g(ai).  □
j=1 j=1 i=1
U w a g a  2 .4 .1 3 . Jeśli A  =  K (a) jest rozszerzeniem ciała K  o element a , to 
algebrę A  można utożsamić z algebrą K [ X ] / ( f ), gdzie f  jest wielomianem 
minimalnym elementu a . P rzy tym  utożsam ieniu elementowi a  odpowiada 
X  +  ( f ). Niech a  =  a 1, . . .  , a n będą wszystkimi pierwiastkami wielomianu 
f  w ciele K . Odwzorowania
ai : A  — > K ,  ai (g(a)) =  g (a i) dla i = 1 , . . . , n ,  g € K  [X ], stg < n ,
są wszystkimi K -zanurzeniami ciała K (a) w K . W tedy na podstawie po­
n
przedniego twierdzenia trA (a) =  E  ^ i (a). Czasem w teorii ciał w ten  wła-
i=1
śnie sposób definiuje się funkcjonał śladu rozszerzenia ciała.
Odwzorowanie śladu jest ważnym przykładem  funkcjonału liniowego. 
Z jego pomocą określimy całą rodzinę funkcjonałów dwuliniowych, które 
okażą się bardzo pomocne m.in. przy badaniu przedłużeń porządków na 
rozszerzenia ciał.
S tw ie rd z e n ie  2 .4 .14 . Niech A  będzie K-algebrą oraz niech a  € A.  Odwzo­
rowanie TrA,a : A  x  A  — > K  określone wzorem TrA,a (u, u) =  trA (a  • u ■ u) 
dla u, u € A  jest  funkcjonałem dwuliniowym symetrycznym.
D o w ó d .  W ynika wprost z własności działań w algebrze A  oraz z faktu, że 
ślad jest funkcjonałem liniowym. □
Przestrzeń dwuliniową (A, TrA,a ) oznaczmy krótko [A, a]K lub [A, a]. For­
mę kwadratową wyznaczoną przez [A, 1]k nazywać będziemy formą śladu 
K-algebry A.
T w ie rd z e n ie  2 .4 .1 5 . Niech A, B,  A 1, . . . ,  A m będą K-algebrami oraz niech 
M  będzie rozszerzeniem ciała K.
(1) [Am, 1 O a]M =  M  [A, a ]#  dla a  € A.
(2) Jeśli A  =  A 1 x . . .  x A m oraz a  =  ( a 1, . . . ,  a m) € A,  to
[A, a] =  [Ai ,ai ]  J J  [Am , a m].
(3) Jeśli $  : A  — > B  jest  izomorfizmem K-algebr, to [A, a] =  [B, $ (a )] 
d la a  € A.
D o w ó d .  W ynika wprost z tw ierdzenia 2.4.8. □
D e fin ic ja  2 .4 .1 6 . K -algebrę A  nazywamy algebrą rozdzielczą, jeżeli forma 
[A, 1] jest nieosobliwa.
W prost z poprzedniego twierdzenia wynika następujący wniosek.
W n io s e k  2 .4 .1 7 . Iloczyn kartezjański algebr rozdzielczych jest  algebrą roz­
dzielczą.
T w ie rd z e n ie  2 .4 .18 . Przestrzeń dwuliniowa [A, a] jes t nieosobliwa wtedy 
i tylko wtedy, gdy A  jest  algebrą rozdzielczą i a  jest  elementem odwracalnym 
w algebrze A.
D o w ó d. Załóżmy najpierw, że A  jest algebrą rozdzielczą oraz a  € A  jest 
elementem odwracalnym. Przypuśćmy, że u € A  oraz dla każdego u € A  
zachodzi równość TrA,a (u,u)  =  t r ^ ( ( a  • u) • u) = 0 .  W tedy z założenia 
a  • u  =  0. Ponieważ a  jest elementem odwracalnym, więc u  =  0. Oznacza to 
nieosobliwość [A, a ].
Załóżmy teraz, że [A, a] jest przestrzenią nieosobliwą. Przypuśćm y naj­
pierw, że element a  nie jest odwracalny. Algebra A  ma skończony wymiar, 
a więc a  jest dzielnikiem zera. Istnieje zatem  niezerowy element u € A  taki, 
że a  • u  =  0. W tedy Tr^,a (u, u) =  0 dla każdego u € A,  wbrew założeniu. 
Jeżeli a  jest elementem odwracalnym i A  nie jest algebrą rozdzielczą, to ist­
nieje niezerowy element u € A  taki, że T r^ ,1(u, u) =  0 dla każdego u € A. 
W tedy a -1 • u  =  0 oraz Tr^,a ( a -1 u, u) =  T r^ ,1(u, u) =  0 dla każdego 
u € A.  O trzym aliśmy sprzeczność. □
D e fin ic ja  2 .4 .19 . Dla wielomianów f , g  € K [ X ], s t f  >  1, przyjmijmy ozna­
czenia:
S y K ( f ,g )  =  [K [X ] / ( f ) , g ( r ) ] K , gdzie t  =  X  +  (f),
SylK ( f ) =  SylK ( f ,  1),
S y lK (f) =  SylK( f , a  — X ) dla a € K.
Symbolu SyK  ( f ,g )  używamy również dla oznaczenia formy kwadratowej 
normy wyznaczonej przez przestrzeń dwuliniową S y K ( f , g ) .  Formę tę na­
zywamy formą Sylvestera wielomianów f  oraz g. Jeżeli L  =  K (a) i f  jest 
wielomianem minimalnym elementu a  nad K,  to formę Sylvestera S y K ( f ) 
nazywamy formą śladu rozszerzenia L / K .  Z twierdzenia 2.4.15.(3) wynika, 
że ta  forma nie zależy od wyboru elementu a  generującego ciało L.
Dla przestrzeni dwuliniowych SyK  (f, g) sformułować możemy odpowiedniki 
punktów (1) i (2) tw ierdzenia 2.4.15.
T w ie rd z e n ie  2 .4 .20 . Niech f , f 1, . . . , f k ,g £ K [ X ] oraz niech M  będzie 
rozszerzeniem ciała K .  Wtedy
(1) M  ®k  SylK( f , g )  =  S y M ( f , g ) .
(2) Jeśli f 1, . . . , f k  są parami względnie pierwsze, to
SylK(f1 . . . f k , g )  =  SylK( f1,g) ±  . . .  ±  SylK( fk,g) .
Łatwy dowód pozostawiamy Czytelnikowi.
T w ie rd z e n ie  2 .4 .2 1 . Jeśli f , g  £ K [ X ], n  =  s t f  oraz e >  1, to
SylK ( f e ,g) =  (e)®  SylK ( f , g )  A  ^ ¡ , . . ^ 0 ) .
n(e-1)
D o w ó d .  Niech A  =  K  [ X] / ( f e) ,V1 =  lin(1, r , . . . , r n -1), V2  =  f ( r ) A ,  gdzie 
t  =  X  +  ( f e). Zgodnie z przykładem  2.4.5, dowolny element algebry A  ma 
postać q ( t ), gdzie q £ K [ X ], a z tw ierdzenia o dzieleniu z resztą w pierście­
niu K [ X ] otrzym ujemy rozkład q(T) =  t ( t ) +  f  ( t ) H ( t ), gdzie r ,h  £ K [ X ] 
oraz st r < n. Oczywiście, t ( t ) £ V1 oraz f  ( t ) h (T ) £ V2. To dowodzi, że 
A  =  V1 ® V2. Pokażemy, że ślad zacieśniony do podprzestrzeni V2 jest od­
wzorowaniem zerowym. Na podstawie twierdzenia 2.4.8.(1) można założyć, 
że ciało K  jest algebraicznie dom knięte i f e =  (X  — a 1)eei ...(X  — a m)eem, 
a 1, . . . , a m £ K  są param i różne. Na podstawie przykładu 2.4.6 odwzoro­
wanie T  : A  — ► A 1 x ... x  A m , gdzie A i =  K [ X ] / ( ( X — a i)eei) określone 
wzorem
T (h  +  ( f e)) =  (h +  (X  — a1)eei,..., h +  (X  — am )eem) 
jest izomorfizmem algebr. W tedy
^(V2) =  ( f  ( X ) +  ((X  — «1 )eei))^1  x ... x ( f  ( X ) +  ((X  — a m)eem))Am
Każdy element podprzestrzeni ( f ( X)  +  ((X  — ai )eei) )A i m a postać 
(X  — a i) h ( X ) +  ((X  — a i)eei), zatem  rozumując jak  w przykładzie 2.4.10, 
przekonujemy się, że ślad tr a í jest funkcją zerową na każdej podprzestrze­
ni ( f  (X ) +  ((X  — a i)eei) )A i przestrzeni A i . Teraz już wystarczy zastosować 
twierdzenie 2.4.8, aby dostać zerowość śladu na V2. Zauważmy, że V2 jest ide­
ałem algebry A,  a więc g ( r ) • u ■ v € V2 i S y l(fe,g)(u, v) =  t r ^ ( g ( r ) ■ u ■ v) =  0 
dla każdego u € A  oraz każdego v € V2. Stąd przestrzeń V2 jest zawar­
ta  w radykale formy S y l(fe,g) i S y l(fe,g)  jest sumą ortogonalną tej for­
my zacieśnionej do podprzestrzeni V1 oraz formy zerowej na podprzestrzeni 
V2. Niech B  =  K [ X ] / ( f ). Określmy odwzorowanie $  : A  — > B  wzorem: 
$ (q  +  ( f e)) =  q +  ( f ) dla q € K [ X ]. Odwzorowanie $  jest homomorfizmem 
algebr i z tw ierdzenia 2.4.12 wynika, że t r# ($ (q  +  ( f e))) =  e tr^ (q  +  ( f )). 
Ponieważ odwzorowanie $  zacieśnione do V1 jest izomorfizmem przestrzeni 
liniowych, forma S y K (fe,g) zacieśniona do podprzestrzeni V1 jest izome- 
tryczna z formą (e) O SylK ( f , g ) ,  co kończy dowód. □
Twierdzenie 2.4.21 wraz z punktem  (2) twierdzenia 2.4.20 pozwalają 
na wyznaczenie formy Sylvestera wielomianu za pom ocą form Sylvestera 
czynników nierozkładalnych występujących w rozkładzie tego wielomianu.
T w ie rd z e n ie  2 .4 .22 . Niech $  : K  — > K 1 będzie izomorfizmem ciał oraz 
niech f  € K [ X ]. Niech f® € K 1[X ] będzie wielomianem otrzymanym  
z f  przez zastąpienie jego współczynników ich obrazami poprzez $ . Jeżeli 
S y K ( f ) =  (ai, . . . ,an) ,  to SylK l ( f # ) =  ( $ ( a i ) , . . . ,$(a,n)).
D o w ó d .  Niech A  =  K [ X ] / ( f ) oraz niech A 1 =  K 1[X ]/( f^ ) . Izomor­
fizm $  można przedłużyć do izomorfizmu algebr $ 1 : A  — > A 1 takiego, 
że $ 1(X  +  ( f )) =  X  +  ( f^ ) .  Jeżeli ( a 1, . . . , a n ) jest bazą K -algebry A,
n n
a  € A  oraz a a j  =  ^  a j a i , to  $ ( a ) $ ( a j ) =  ^  $ ( a ij ) $ ( a i). Zatem
i=1 i=1
jeśli macierz [aij ] jest macierzą endomorfizmu Xa K -algebry A  względem
bazy ( a 1, . . . , a n ), to  [$ (a ij )] jest macierzą endomorfizmu A$(a ) K 1-algebry 
A 1 względem bazy ( $ ( a 1) , ..., $ (a „ ) ) . Stąd $ ( t r A/ k (a)) =  tr a 1/ k 1 ($ (a ))  
i jeżeli SylK ( f ) =  (a1, . . . ,an ) w bazie ortogonalnej ( a 1, . . . , a n ) przestrze­
ni [A, 1 ]k , to  ( $ ( a 1) , ..., $ ( a n)) jest bazą ortogonalną przestrzeni [A1,1]Kl 
i w tej bazie S y K ( f # ) =  ($ (a 1 ) , . . ,  $(an)) .  □
W yznaczymy teraz formę SylK( f , g )  dla pewnych szczególnych wielo­
mianów f  oraz g.
P r z y k ła d  2 .4 .23 . Niech f , g  € K [ X ] oraz niech a 1, . . . ,  a m będą wszystki­
mi pierwiastkami wielomianu f  w ciele K . Jeśli [bij ] jest macierzą S y l^ ( f ,g )  
względem bazy (1 ,t , . . . ,  Tn -1 ), gdzie t  =  X  +  ( f ), to na podstawie twier­
dzenia 2.4.12 m
bij =  tr(g(T  ) t  i+j - 2 ) =  ^  g(ak )ak- j - 2.
k=1
Zauważmy, że sk ( f ) =  a >k +  . . .  +  am  jest elementem ciała K  (jako wartość 
wielomianu symetrycznego od pierwiastków wielomianu f ) dla dowolnego 
k €  N.
Rozpatrzm y kilka szczególnych przypadków.
(1) Jeśli f  € K [ X ] oraz g =  1, to  b j  =  s i+j- 2 ( f ) .
(2) Jeśli f  € K [ X ] oraz g =  a — X ,  a € K,  to  b j  =  asi+j- 2 ( f ) — si+j- 1 ( f ).
(3) Jeśli f  =  (X  — a)e oraz g € K [ X ], a € K ,  to
S y l^ ((X  — a)e,g)  =  (eg(a)) ±  ( ą . , . , 0 ) .
e-  1
Dla e =  1 równości (1)-(3) wynikają z twierdzenia 2.4.12, natom iast dla 
e >  1 wystarczy jeszcze uwzględnić twierdzenie 2.4.21.
(4) Niech f  =  X 2 +  b X  +  c, g € K [ X ]. Jeśli g =  f h  +  (eX  +  d) dla pewnego 
h € K [ X ] oraz e,d  € K,  to macierz [b j] formy S y l^ ( f ,g )  przyjmuje postać
—eb +  2d eb2 — 2ec — db
eb2 — 2ec — db —eb3 +  3ebc +  d(b2 — 2c) ,
natom iast wyznacznik tej macierzy jest równy — ^ (A e2 — (be +  2d)2), gdzie 
A  jest wyróżnikiem tró jm ianu f .
T w ie rd z e n ie  2 .4 .24 . Jeśli f , g  € K [ X ], to rząd przestrzeni dwulinio- 
wej S y l^ ( f ,g )  jes t  równy t — k, gdzie t i k są odpowiednio równe liczbom 
różnych pierwiastków wielomianu f  i różnych wspólnych pierwiastków wielo­
mianów f  oraz g w algebraicznym domknięciu K  ciała K .  W  szczególności, 
przestrzeń dwuliniowa S y l^ ( f , g )  jes t przestrzenią dwuliniową nieosobliwą 
wtedy i tylko wtedy, gdy N W D (f, g) =  1 oraz f  jest  wielomianem rozdziel­
czym, tzn. f  nie ma pierwiastków wielokrotnych w K .
D o w ó d .  Rząd przestrzeni dwuliniowej nie zmienia się przy rozszerzeniu 
ciała skalarów. Możemy zatem  założyć, że ciało K  jest algebraicznie do­
mknięte. Załóżmy, że a1, . . .  ,a t są wszystkimi param i różnymi pierwiastkami 
wielomianu f  o krotnościach e1, . . .  , e t . Zatem f  =  (X  — a 1)ei . . .  (X  — at)et.
Na podstawie twierdzenia 2.4.20.(2) oraz przykładu 2.4.23 (przypadek 3) 
otrzymujemy:
S y l^ ( / ,g )  =  S y k ( (X  — a i) ei ,g) T  . . .  T  S y k ( (X  — ak)et,g)  =
=  (eig(ai)) ±  ( ( W k )  ±  . . .  ±  (etg(at)) ±  ( ( W k )  =
ei —1 et- i
=  (eig(ai ) , . . . ,  etg(at)) ±  (0 , . . . ,  0),
gdzie s =  e i +  . . .  +  et — t. Teraz wystarczy już tylko znaleźć liczbę różnych 
od zera elementów w otrzym anej diagonalizacji formy S y k ( / , g ) .  d
W n io s e k  2 .4 .25 . Załóżmy, że /  € K [ X ] oraz a € K.
(1) Rząd formy  Sylk  ( / )  jest  równy liczbie różnych pierwiastków wielo­
mianu /  w K .
(2) Rząd formy  S y lk ( / )  jest  równy liczbie różnych pierwiastków wielo­
mianu /  w K  \  {a}.
U w a g a  2 .4 .2 6 . Niech ciało K (a ) będzie rozszerzeniem algebraicznym ciała 
K  oraz niech /  € K [ X ] będzie wielomianem minimalnym elementu a . W te­
dy K (a) jest K -algebrą rozdzielczą wtedy i tylko wtedy, gdy wielomian /  
jest rozdzielczy, tzn. ma pierwiastki jednokrotne. Oznacza to, że K (a ) jest 
K -algebrą rozdzielczą wtedy i tylko wtedy, gdy rozszerzenie K (a ) ciała K  
jest rozszerzeniem rozdzielczym (tak  jak  to się definiuje w teorii ciał).
2.5. Form y kw adratow e nad ciałam i form alnie rzeczyw istym i
W spom niane na wstępie niniejszego rozdziału związki form kwadratowych 
z ciałami formalnie rzeczywistymi w yrażają się m.in. tym, że definicję ciała 
formalnie rzeczywistego można wypowiedzieć w języku form kwadratowych. 
Każdy element będący sumą n  kwadratów jest przedstawialny przez formę 
n  x (1) =  ( 1 , . . . ,  1). Stąd
E K * 2 \ { 0 }  =  U  D (n x (1 ) ) .
n=1
Zatem ciało K  jest formalnie rzeczywiste wtedy i tylko wtedy, gdy każda 
forma postaci n  x  (1) jest nieizotropowa.
Do końca tego rozdziału zakładamy, że ciało K  jest formalnie rzeczy­
wiste. Niech P  będzie ustalonym  porządkiem ciała formalnie rzeczywistego 
K  oraz niech (V, £) będzie przestrzenią dwuliniową nad ciałem K. Mówi­
my, że funkcjonał dwuliniowy £ i związana z nim forma kwadratowa p  są 
dodatnio określone w porządku P , jeśli £(v,v)  =  p(v)  € P  dla wszystkich 
niezerowych wektorów v € V . Mówimy, że funkcjonał £ i forma kwadratowa 
p  są ujemnie określone w porządku P, gdy £(v,v)  =  p(v) € —P  dla wszyst­
kich niezerowych wektorów v € V . Oczywiście, funkcjonał dodatnio lub 
ujemnie określony jest nieosobliwy i nieizotropowy. Również łatwo zauwa­
żyć, że funkcjonał jest dodatnio (ujemnie) określony wtedy i tylko wtedy, 
gdy przyjmuje wartości dodatnie (ujemne) na wektorach dowolnej bazy or­
togonalnej. Mówimy, że funkcjonał dwuliniowy £ i związana z nim forma 
kwadratowa p  są nieokreślone w porządku P , jeśli istnieją v , u  € V  takie, 
że £(v,v)  =  p(v) € P, £(u,u)  =  p (u ) € —P. Jeśli funkcjonał dwuliniowy £ 
i związana z nim forma kwadratowa p  są nieokreślone w każdym porząd­
ku P  ciała K,  to  mówimy, że są one całkowicie nieokreślone. Podobnie jak 
wyżej, łatwo zauważyć, że funkcjonał jest nieokreślony w porządku P, jeśli 
na dowolnej bazie ortogonalnej przyjmuje zarówno wartości dodatnie, jak 
i ujemne.
Dla ustalonej bazy ortogonalnej B  przestrzeni V  definiujemy 
r+(B ) =  |{v € B  : £(v,v) € P }| oraz r - (B) =  |{v € B  : £(v,v)  € —P }|.
Baza ortogonalna przestrzeni dwuliniowej (V, £) może zawierać wek­
tory  izotropowe (gdy funkcjonał £ jest osobliwy), dlatego równość 
r+(B ) +  r - (B) =  dim (V ) zachodzi wtedy i tylko wtedy, gdy funkcjonał £ 
jest nieosobliwy. W  ogólnym przypadku mamy r + ( B ) +  r - (B )  =  rz(£).
T w ie rd z e n ie  2 .5 .1  (o bezwładności). Jeśli B i B' są bazami ortogonalnymi 
przestrzeni dwuliniowej (V, £) nad ciałem K  i P  jes t  ustalonym porządkiem 
tego ciała, to r+(B ) =  r+  ( B ) oraz r - (B) =  r- (B').
D o w ó d .  Załóżmy, że r+(B ) =  r+ (B '). Bez ograniczenia ogólności rozważań 
można przyjąć, że r+(B ) >  r+ (B '). Rozważmy podprzestrzenie
V1 =  lin({v € B  : £(v,v) € P }) i V2 =  lin({v € B'  : £(v,v) € —P })® rad V.
Zauważmy, że
dim V1 +  dim V2 =
=  r+(B ) +  r - (B') +  dim rad V  > r+ (B ') +  r- (B') +  dim rad V  =  dim V.
W ynika stąd, że V1nV 2 zawiera wektor niezerowy u. W tedy £(u, u) € P , gdyż 
£ |Vl jest dodatnio określony oraz u € V1. Jednocześnie £(u,u)  € —P  U {0}, 
gdyż £ IV2 jest niedodatnio określony oraz u € V2. O trzym ana sprzeczność 
implikuje równość r+(B) =  r+ (B '). D ruga równość jest konsekwencją rów­
ności r+(B)  +  r - (B) =  rz(£) =  r+ (B ') +  r- (B'). □
Twierdzenie o bezwładności pokazuje, że liczby r+ oraz r— nie zależą 
od wyboru bazy ortogonalnej przestrzeni dwuliniowej. Dlatego dla dane­
go funkcjonału dwuliniowego £ i ustalonego porządku P  ciała K  można 
zdefiniować liczbę sgnP (£) =  r + (B) — r -  (B), zwaną sygnaturą funkcjonału 
dwuliniowego.
Okazuje się, że sygnatura jest niezmiennikiem izometrii przestrzeni dwu- 
liniowych.
W n io s e k  2 .5 .2 . Jeśli przestrzenie dwuliniowe (V, £) i ( V ',£') są izome- 
tryczne oraz P  jes t  porządkiem ciała K , to sgnP (£) =  sgnP (£;).
D o w ó d .  Niech $  : V  — > V  będzie izom etrią przestrzeni (V ,£) i (V/,£/) 
i niech B  =  (v1, . . .  ,vn ) będzie bazą ortogonalną przestrzeni (V ,£). W te­
dy B'  =  ($ ( v1) , . . . ,  $ (v n )) jest bazą ortogonalną przestrzeni (V/,£/). Dla 
ustalonego porządku P  ciała K  warunek £(vi , v i) € P  jest równoważny wa­
runkowi £ '($ (v i), $ (v i)) € P. Stąd wynika równość sygnatur funkcjonałów
£ i £'. □
Sygnaturą formy kwadratowej  nazywamy sygnaturę funkcjonału dwuli- 
niowego wyznaczonego przez tę  formę. Najważniejsze własności sygnatury 
form kwadratowych zawiera następujące stwierdzenie.
S tw ie rd z e n ie  2 .5 .3 . Niech p  i 7  będą formami kwadratowymi nad ciałem 
K  oraz niech P  będzie porządkiem ciała K.
(1) Jeśli p  =  7 ,  to sgnP (p) =  sgnP (7).
(2) sgnp ( ( m , . . . ,  an)) =  E n=1 sgnp (ai).
(3) Jeśli M  jest  formalnie rzeczywistym rozszerzeniem ciała K ,  P ' jest  
porządkiem ciała M  i p  jest  formą nad K ,  to P '' =  K  n  P ' jest  
porządkiem ciała K  oraz sgnPn (p) =  sgnP , ( pM ).
(4) sgnP(p L  7 )  =  sgnP(p) +  sgnP(7).
(5) sgnP(p 0  7 )  =  sgnP(p) ■ sgnP(7).
(6) Sygnatura formy hiperbolicznej jes t  równa 0.
(7) ( , ,  \v) i 2n , jeśli a 1 , . . . , a n  € P
( ) sgnp ( ( ( a l , . . . , an))) | 0, w przeciwnym przypadku
D o w ó d .  (1). W ynika z wniosku 2.5.2.
Równość (2) wynika bezpośrednio z definicji sygnatury formy.
(3). Rozszerzenie ciała skalarów nie zmienia macierzy formy przy odpo­
wiednim wyborze baz.
Równość (4) wynika z definicji sumy ortogonalnej form diagonalnych 
i z definicji sygnatury formy.
(5). W ystarczy zauważyć, że
r+ (p  O 0 )  =  r+ (p ) r+ (0 )  +  rp (p )rp (^)
oraz
r- (p 0  0 )  =  r+(p )r - (0)  +  r - (p)r+(0).
W łasności (6) i (7) są oczywiste. □
W  zbiorze form kwadratowych nad ciałem K , prócz izometrii, można 
zdefiniować nową relację w, przyjmując p  w 0  w tedy i tylko wtedy, gdy 
sgnP (p) =  sgnP (0) dla każdego porządku P  ciała K . Oczywiście, p  =  0  = ^  
p  w 0 .  Implikacja odw rotna na ogół nie jest prawdziwa. Na przykład formy 
(1,1) i (1, 3) m ają równe sygnatury, lecz nie są izometryczne nad ciałem liczb 
wymiernych. Związek relacji w z izom etrią form wyjaśnia zasada lokalno- 
-globalna Pfistera. Dowód tej zasady poprzedzimy następującym  lematem.
L e m a t 2 .5 .4  (formuły W itta ). Jeśli a1, . . .  , an € K*, e 1, . . . , e n =  ±1, to
(1) (e1 , . . . , e n ) ®  ((e 1 a 1 , .. . ,enan))  =  (a1 , . . . ,an)<® ( ( e ^ , .. . ,enan)) ,
(2) L ( ( e 1 , . . . ,en)®> ((e 1 ah . . . ,  enan)))  =  2n x (a1 , . . . , a n )  L  X,€
gdzie znak L  oznacza sumę ortogonalną form kwadratowych, sumo-  
€
wanie przebiega po wszystkich ciągach e =  (e1, . . . , e n ) € {1, - 1 } n , 
a X jes t pewną formą hiperboliczną.
D o w ó d .  (1). D la jednokrotnej formy Pfistera ((eiai)) =  (1,eiai) mamy 
ei(1,ei ai) =  (ei,ai) =  ai(1,eiai).
Ogólniej,
e i ( ( e a , . .  . ,enan))  =
=  ( ( e a , . . . ,  £i-1ai-1)) ® (ei, ai) ® ((£i+1ai+1, . . . ,  £nan)) =
=  ai((£1a1,.. . ,£nan)).
Dalej wystarczy zastosować rozdzielność iloczynu tensorowego względem 
sumy ortogonalnej.
(2). K orzystając z pierwszej formuły W itta , mamy
±((£1, . .  .,£n)<®((£1a1,. . .  ,£n0.n))) =  ± ( ( a 1 , . . .  ,an)®((£1a1, .. . ,£nan)))  =  6 6
=  (a1, . . . , a n ) ®  ±((£1a1,.. . ,£nan)).6
Zatem wystarczy pokazać, że
± ( ( £ 1 a 1 , . . . ,  £nan)) =  2n x  (1) ±  x,6
gdzie x  jest pewną formą hiperboliczną. Dowód przeprowadzimy m etodą 
indukcji. Dla n  =  1 mamy
((a1 )) ±  ((—a 1 )) =  (1,1) ±  (at , —ai) =  21 x (1) ±  H.
Jeśli e' =  (£]_,..., £n -1) jest dowolnym elementem zbioru {1, —1}n - 1 , to  po­
czątkową sumę dzielimy na dwa składniki i stosujemy założenie indukcyjne:
± ( ( £ 1 d 1 , .. . ,£nan))  =6
=  ± ((£1a1, . . . , £n—1an—1, an)) ±  ± ((£1 a1, . . . , £n—1an—1, an)) =
6' 6
=  ^ ± ((£ 1a 1 , .. . ,£ n—1 an—1 ))^j <® (((an)) ±  ((—an))) =
=  (2n—1 x  (1) ±  x ' )  ® (2 x  (1) ±  H) =  2n x  (1) ±  x,  
gdzie x  =  2 x x '  ±  (2n—1 x (1) ±  x ' )  <® H  jest formą hiperboliczną. □
T w ie rd z e n ie  2 .5 .5  (zasada lokalno-globalna Pfistera). Jeśli sygnatura for­
my ® jest  równa zero w każdym porządku ciała K , to istnieje taka liczba 
naturalna m,  że forma 2m x  p  jes t hiperboliczna.
D o w ó d .  Najpierw pokażemy, że twierdzenie jest prawdziwe, gdy p  =  
( (a1, . . .  ,an )) jest formą Pfistera. Jeśli p  spełnia założenia twierdzenia, to 
nie istnieje porządek P  taki, że wszystkie elementy a1, . . .  , an należą do P .
Na podstawie stwierdzenia 1.6.2, 0 € ( { a i , . . . ,  an } U K *2), zatem  istnieją 
elementy
t o , t i , .. . , tn , tn+1, . .  . , t2n-1 € ^  K *2
takie, że
to +  ai t i  +  . . .  +  antn +  aia,2tn+i +  . . .  +  a i . . .  ant2n- i  =  0.
Niech k  będzie taką liczbą naturalną, że
t o , t i , .. . , t n , t n + i , . .  . , t 2 n - i  €  D (2k x  (1))
oraz niech ^  =  ( (1 , . . . ,  1)) =  2k x (1). 
k
Forma 2k x y  =  ^  ±  a i ^  ±  . . .  ±  an^  ±  a i a2^  ±  . . .  ±  a i . . .  an^  jest 
izotropowa. Jednakże 2k x y  =  ^  ® y  =  ( (1 , . . . ,  1,a-\^,.. . ,  an )) jest formą
k
Pfistera, zatem  z wniosku 2.3.4.(2) forma 2k x y  jest hiperboliczna.
Rozważmy teraz przypadek ogólny. Niech y  =  (ai , . . . , a n ) będzie do­
wolną formą kwadratową i sgnp(y) =  0 dla każdego porządku P  ciała K . 
Niech e =  ( e i , . . . ,  en) € {1, —1}n będzie pewnym ciągiem jedynek i minus 
jedynek. Zgodnie z stwierdzeniem 2.5.3.(7), możliwe są dwa przypadki:
1. sgnP (((ei a i , . . .  ,enan ))) =  2n dla pewnego porządku P  € X ( K ), 
tzn. wszystkie elementy £iai należą do P , zatem  sgnP (są) =  sgnP (ai) dla 
i = 1 , . . .  ,n.  Ponieważ sgnp(y) =  0, więc liczba dodatnich elementów diago­
nalnych formy y  jest równa liczbie elementów diagonalnych ujemnych. Stąd 
wynika, że forma (ei , .. . ,en ) jest hiperboliczna, gdyż połowa jej elementów 
diagonalnych jest równa 1, a druga połowa —1. Na podstawie stwierdzenia 
2.2.8.(1) forma (e^^,.. . ,  en ) ® ( ( e ^ , . . . ,  enan )) jest hiperboliczna.
2. sgnP (((ei a i , . . .  ,enan ))) =  0 dla każdego porządku P  €  X (K ). 
Na początku dowodu pokazaliśmy, że istnieje taka liczba natu ralna k(e), że 
2k(e) x  ((ei a i , . . .  , enan )) jest formą hiperboliczną.
W  ten  sposób udowodniliśmy, że dla każdego e € {1, —1}n istnieje nie- 
ujem na liczba całkowita k(e) taka, że 2k(^  x  (e i , . . . ,  en ) ® ((ei a i , . . . ,  enan )) 
jest formą hiperboliczną (dla e spełniających pierwszy przypadek przyjm u­
jem y k(e) =  0). Niech k =  max{k(e) : e € {1, —1}n }. Stąd i z drugiej 
formuły W itta  wynika, że dla pewnej formy hiperbolicznej x  forma
2n+k x (ai, . . . , a n ) ±  2k x  x  =  ± (2 k x  (ei, . . . , e n ) ®  ( ( e i a i , .. . ,enan)))
jest hiperboliczna. Tezę twierdzenia dla m  =  n  +  k  otrzym ujemy dzięki 
twierdzeniu 2.1.4 o skracaniu. □
W n io s e k  2 .5 .6 . Jeśli p  i ^  są formami kwadratowymi nad ciałem K,  
dim (p) =  d im (^) oraz sgnP (p) =  sgnP (-0) dla każdego porządku P  ciała 
K , to istnieje liczba naturalna m  taka, że 2m x  p  =  2m x ^ .
D o w ó d .  Z założenia sgnP (p  P  —^ )  =  0 dla każdego porządku P  € X ( K ), 
a więc zgodnie z zasadą lokalno-globalną istnieje liczba natu ralna m  taka, 
że forma
2m(p  P  — ^ )  =  2m x p  P  — (2m x ^ )
jest hiperboliczna. Ponieważ dim(2m x p) =  dim(2m x ^ ) , więc zastosowanie 
stwierdzenia 2.2.8.(2) daje izometrię form 2m x p  =  2m x ^ .  □
2.6. Zadania
Zakładamy, że ciała występujące w zadaniach 1-20 m ają charakterystykę 
różną od 2.
1. Niech B  =  (v1, . . . , v n) będzie pewną bazą przestrzeni wektorowej V  
nad ciałem K , a C  -  macierzą kwadratową stopnia n  o współczynnikach 
z ciała K.
(a) Pokazać, że odwzorowanie £c : V  x V  — > K  określone wzorem:
£(x1V1 +  . . .  +  XnVn,y1V1 +  . . .  +  ynVn) :=  [x1, . . . ,Xn]C[y1 , . . . ,yn] t
jest funkcjonałem dwuliniowym.
(b) Funkcjonał £ jest symetryczny wtedy i tylko wtedy, gdy macierz C  
jest symetryczna.
(c) Funkcjonał £ jest nieosobliwy wtedy i tylko wtedy, gdy macierz C  
jest nieosobliwa.
(d) Macierzą funkcjonału £ w bazie B  jest macierz C.
2. Niech V  i V'  będą n-wymiarowymi przestrzeniam i wektorowymi nad 
ciałem K  oraz niech C  będzie macierzą sym etryczną stopnia n  o współ­
czynnikach z ciała K.  Pokazać, że jeśli £ i £' są funkcjonałami dwulinio- 
wymi wyznaczonymi na przestrzeniach V  i V ' (w pewnych ustalonych 
bazach) przez macierz C  (jak w zadaniu 1a), to przestrzenie dwuliniowe 
(V, £) i (V ',£ ')  są izometryczne.
3. Niech (V, £) będzie przestrzenią dwuliniową i niech U i U' będą pod- 
przestrzeniam i przestrzeni V  takimi, że V  =  U ® U' i £(u, u') =  0 dla 
każdego u € U oraz u' € U '. Pokazać, że przestrzeń (V, £) jest izome- 
t rycznaz  (U,£\u ) P  (U ' ,£ \w ).
4. Pokazać, że jeśli przestrzenie (U1,( ' )  i (V ',£') są izometryczne oraz 
(U" ,Z") i ( V " ,£") są izometryczne, to sumy ortogonalne (U ' ,Z') P  
(U",£")  i (V ' ,£') P  (V",£")  są także izometryczne. Udowodnić po­
dobną własność również dla iloczynu tensorowego.
5. Pokazać, że następujące funkcje p  : K  x  K  — > K
(a) p([x 1 , x 2}) =  X 1 X2 ,
(b) p ([x 1,x 2}) =  a x 1x 2, gdzie a € K *,
(c) p ([x 1,x 2}) =  a x 2 — ax2, gdzie a € K *,
(d) p ([x 1,x 2}) =  ax f  + 2bx1x 2 +  cx2, gdzie a,b,c  € K  i ac — b2 € —K * 2,
są formami kwadratowymi. Pokazać, że dla każdej takiej funkcji prze­
strzeń kwadratowa ( K x K ,  p)  jest izomorficzna z płaszczyzną hiperboliczną.
6. Niech a,b,e  € K*  oraz niech p  będzie formą kwadratową nieosobliwą 
nad ciałem K.  Pokazać, że:
(a) —b € D ( p  P  (a)) —a € D ( p  P  (b)),
(b) (a, b) =  (a +  b, (a +  b)ab), o ile a +  b =  0,
(c) D(1 ,a)  n  D(1,b)  C D(1, —ab),
(d) D(1 ,a)  =  D(1,b)  ^  D(1 ,a)  U D(1,b) C D(1, —ab),
(e) D(1, —e) =  K * D(1, a) =  D(1,ae).
7. Wykazać, że jeśli w pewnym ciele każda forma binarna przedstawia 
jedynkę, to każda forma binarna przedstaw ia wszystkie niezerowe ele­
m enty tego ciała, tzn. jest uniwersalna.
8. Sprawdzić, czy stwierdzenie 2.2.1.(5) jest prawdziwe, gdy ciało K  za­
wiera mniej niż 6 elementów.
Wsk. Pokazać, że w każdym rozwiązaniu równania x 2 +  x2 =  1 w ciałach 
i Z5 jedna z niewiadomych przyjmuje wartość zero.
9. Pokazać, że jeżeli K  jest ciałem skończonym, to
(a) \ K * / K *21 = 2 ,
(b) każda forma binarna nad K  jest uniwersalna,
(c) istnieje nieizotropowa forma binarna nad K,
(d) jeżeli p  jest formą kwadratową nad K  oraz dim p  > 2, to  p  jest 
formą izotropową.
10. Niech R (K ) :=  {e € K * : D(1, —e) =  K *}. Pokazać, że R (K ) jest 
podgrupą grupy K *.
11. Niech a,b € K *. Pokazać, że (1,a,b)  jest formą izotropową wtedy 
i tylko wtedy, gdy (1,a,b,ab)  jest formą hiperboliczną.
12. Pokazać, że jeśli a i , . . . , a n+i € E  K  *2 \  {0} oraz D ( a i , . . . , a n ) =  
D(a i  , . . . , a n + i ) ,  to D ( a i , . . . , a n )  =  E  K  *2 \  {0}.
Wsk. Pokazać, że jeśli b =  x \  +  . . .  +  x ^  to D ( a i , . . . , a n ) zawiera 
an+ i (x2 +  . . .  +  x2) dla każdego i =  1 , . . . ,  s.
13. Niech a,b € K * oraz niech p  będzie formą Pfistera nad ciałem K.  
Pokazać, że:
(a) p  0 ( 1 ,  a) =  p  0 ( 1 ,  b) ab € Dp ,
(b) —b € D (p  0 ( 1 ,  a)) —a € D ( p  0 ( 1 , b)),
(c) D ( p  0 ( 1 ,  a)) n  D ( p  0  (1,b)) C D ( p  0  (1, —ab)).
14. Uzasadnić, że jeżeli P  jest porządkiem ciała K , a p  jest formą nieoso- 
bliwą nad K , to  sgnP (p) =  dim (p) (mod 2).
15. Niech P  będzie porządkiem ciała K  oraz niech p  będzie formą kwadra­
tową nad K . Udowodnić następujące dwie implikacje:
(a) Jeśli p  jest formą hiperboliczną, to  sgnP (p) =  0.
(b) Jeśli forma p  jest izotropowa, to  sgnP (p) <  dim (p).
Zbadać, czy prawdziwe są implikacje przeciwne.
Wsk. Rozważyć formę p  =  (1,1, —3, —3) nad ciałem liczb wymiernych.
16. Pokazać, że formy kwadratowe (1,1) i (1, 3):
(a) m ają równe sygnatury w jedynym  porządku ciała liczb wymier­
nych,
(b) są izometryczne nad ciałem liczb rzeczywistych,
(c) nie są izometryczne nad ciałem liczb wymiernych.
17. Wykazać, że D p  ^  p |{P  € ^ ( K ) : sgnP (p) =  dim (p)}. W  szczególno­
ści D(1, a) C f |{ P  € ^ ( K ) : a € P }.
18. Niech A  =  K [X ] /( /) , gdzie /  =  X n +  an— i X n—i + ... +  a iX  +  ao € K [X] 
jest wielomianem nierozkładalnym  nad K.  Pokazać, że t r^ ( a )  =  —an—i , 
gdzie a  jest pierwiastkiem wielomianu / .  Obliczyć również t r ^ ( a 2).
19. W yznaczyć diagonalizację formy [A, a]Q w następujących przypadkach:
(a) A  =  Q (v d ), a  =  a +  b^d ,
(b) A  =  Q( tyď), a  =  1,
(c) A  =  q (V 2 , VŠ), a  =  1.
20. W yznaczyć diagonalizację formy S y l^ ( f , g)  w następujących przypad­
kach:
(a) f  =  X n , g =  a0 +  a \ X  +  . . .  +  akX k,
(b) f  =  X 2 -  X ,  g =  a +  bX,
(c) f  =  X 2 +  X  +  1, g =  1 +  X,
(d) f  =  X 2 +  2X  +  2, g =  1 +  X .
ROZDZIAŁ 3
C ia ła  rzeczyw iśc ie  d om k n ięte
C iała rzeczywiście domknięte, którym  poświęcono niniejszy rozdział, odgry­
w ają w teorii ciał uporządkowanych rolę podobną do tej, jaką ciała algebra­
icznie domknięte odgrywają w teorii wszystkich ciał. Dla dowolnego ciała 
uporządkowanego zdefiniujemy rzeczywiste domknięcie, a następnie wyka­
żemy jego istnienie oraz jednoznaczność. Algebraiczne domknięcie ciała K  
będziemy oznaczać symbolem K .
3.1. C harakteryzacja cia ł rzeczyw iście dom kniętych
D e fin ic ja  3 .1 .1 . Ciało formalnie rzeczywiste R  nazywamy ciałem rzeczy­
wiście domkniętym,  jeżeli nie m a ono właściwych i formalnie rzeczywistych 
rozszerzeń algebraicznych.
P r z y k ła d  3 .1 .2 . Ciało liczb rzeczywistych R jest rzeczywiście domknięte, 
gdyż jego jedynym  właściwym rozszerzeniem algebraicznym jest ciało liczb 
zespolonych C, które nie jest już ciałem formalnie rzeczywistym.
Ciało rzeczywiście domknięte można uporządkować. Poniżej pokażemy, 
że takie ciało (podobnie jak  R) ma tylko jeden porządek.
S tw ie rd z e n ie  3 .1 .3 . Jeśli R  jes t  ciałem rzeczywiście domkniętym, to grupa 
R*/R*2 jes t dwuelementowa oraz zbiór R*2 jes t  jedynym porządkiem 
ciała R.
D o w ó d .  Niech R  będzie ciałem rzeczywiście domkniętym. Twierdzenie 
A rtina-Schreiera gwarantuje, że ciało R  można uporządkować. Niech P  bę­
dzie dowolnym porządkiem ciała R. Przypuśćmy, że R*2 C P . W tedy na 
podstawie twierdzenia 1.6.6, dla dowolnego a € P  \  R*2, ciało R( \ fa )  jest 
właściwym, algebraicznym i formalnie rzeczywistym rozszerzeniem ciała R . 
O trzym aliśm y sprzeczność, zatem  P  =  R*2 oraz R* =  P U —P  =  R*2U—R*2.
□
W łasność ciała rzeczywiście domkniętego występująca w stwierdzeniu 
3.1.3 nie charakteryzuje ciał rzeczywiście domkniętych. Spójrzmy na pięk­
ną charakteryzację ciał rzeczywiście dom kniętych podaną przez A rtina 
i Schreiera.
T w ie rd z e n ie  3 .1 .4 . Dla ciała R  następujące warunki są równoważne:
(1) —1 €  R*2 i R(x— 1) jes t  ciałem algebraicznie domkniętym,
(2) R  jest ciałem rzeczywiście domkniętym,
(3) R  jest ciałem formalnie rzeczywistym, grupa R*/R*2 jest  dwuelemen- 
towa i każdy wielomian f  € R [ X ] stopnia nieparzystego ma pierwia­
stek w R.
D o w ó d .  (1) = ^  (2). Oznaczmy i =  \J—1. Przypuśćmy, że ciało R  spełnia
(1). Pokażemy najpierw, że suma kwadratów elementów ciała R  jest kwadra­
tem  w ciele R. Niech a,b € R.  Ciało R(i) jest algebraicznie domknięte, zatem 
istnieją c,d € R  takie, że a +  bi =  (c +  di)2. W tedy a =  c2 — d2, b =  2cd, 
a stąd a2 +  b2 =  (c2 +  d2)2. Stosując proste rozumowanie indukcyjne, otrzy­
mujemy równość R*2 =  R*2. Ponieważ —1 €  R*2 = J2 R*2, więc ciało R  
jest formalnie rzeczywiste. Wobec tego, że R (i ) jest algebraicznie domknię­
te, rzeczywista domkniętość ciała R  jest oczywista, gdyż [R (i ) : R ] =  2 i dla 
każdego algebraicznego rozszerzenia K  ciała R  mamy R  C K  C R(i).
(2) = ^  (3). Na podstawie poprzedniego stwierdzenia grupa R*/R*2 jest 
dwuelementowa. Przypuśćmy, że istnieje wielomian f  € R [ X ] stopnia niepa­
rzystego, który nie ma pierwiastka w R . Bez ograniczenia ogólności można 
przyjąć, że f  jest wielomianem nierozkładalnym  i s t f  >  3. W tedy L  =  R (a ), 
gdzie a  € R  jest pierwiastkiem wielomianu f , jest ciałem formalnie rzeczy­
wistym (zob. twierdzenie 1.6.12) i właściwym algebraicznym rozszerzeniem 
ciała R,  co jest sprzeczne z definicją ciała rzeczywiście domkniętego.
(3) = ^  (1). Należy pokazać, że każdy wielomian f  €  R (i)[X ] ma pier­
wiastek w R (i). Rozumowanie podzielimy na trzy  przypadki:
(a) f  € R ( i ) [X ], s t f  =  2,
(b) f  € R [ X ],
(c) f  € R ( i ) [ X ].
Ad (a). Istnienie pierwiastków równania kwadratowego zależy od możliwości 
obliczenia pierwiastka kwadratowego z wyróżnika. W ystarczy więc pokazać, 
że każdy element ciała R (i) jest kwadratem . Z założenia wynika, że ciało R  
ma dokładnie jeden porządek i z każdego elementu nieujemnego tego ciała 
można obliczyć pierwiastek kwadratowy, który jest elementem dodatnim  
w R. Stąd, dla dowolnych a,b € R,  również Va2 +  b2 € R.
Ponieważ elementy ± a  +  Va2 +  b2 są również nieujemne, więc także
^ 2 ( a  +  J a 2 +  b2) , \ j 2 ( ~ a  +  J a2 +  b2) £ R.
Jeśli b =  0, to  prawdziwa jest równość
a +  bi =  ^ y ^ ( a  +  J a 2 +  b2) +  i sgn(b)y^2(—a +  J a 2 +  b2)
Ponadto  a =  ( ^ a ) 2, gdy a >  0, oraz a =  ( i \— a)2, gdy a < 0, co kończy 
dowód punktu  (a).
Ad (b). Niech f  £ R [ X ] oraz niech s t f  =  n  =  2lq,q £  2Z. Zastosujemy 
indukcję względem l. Przypadek l =  0 wynika wprost z założenia. Załóżmy 
zatem , że l >  1 oraz każdy wielomian o współczynnikach z R, którego 
stopień nie jest podzielny przez 2l , ma pierwiastek w R(i). Niech a 1, . . . , a n 
będą wszystkimi pierwiastkami wielomianu f  w ciele R. Dla dowolnych j  
oraz k  takich, że 1 <  j  < k  <  n  oraz dowolnego c £ R  wybierzmy elementy 
fijk =  aj  +  ak — caj  a k . Rozważmy wielomian
hc =  n  (X  — j ) .
1^j<k^n
Ciało rozkładu L  =  R ( a 1, . . . ,  a n) wielomianu f  jest rozszerzeniem Galois 
ciała R  i dowolny automorfizm a £ G ( L / R )  jedynie perm utuje pierwiastki 
Pjk wielomianu h c. Zatem współczynniki wielomianu hc są elementami sta­
łymi grupy Galois G (L /R ), a więc należą do R. Z definicji wielomianu hc 
mamy st hc =  n(n2 ^  =  2l-1q(2lq — 1). Z założenia indukcyjnego /3jk £ R(i)
dla pewnych j ,  k. To oznacza, że R  =  U Cjk, gdzie
1^j<k^n
Cjk =  {c £ R  : aj  +  a k — c a j a k £ R(i)}.
Ponieważ ciało R  jest nieskończone, więc co najm niej jeden ze zbiorów Cjk 
jest nieskończony. Zatem istnieją c1,c2 £ R , c 1 =  c2 oraz j , k  takie, że
a j  +  ak  — c1ajak , a j  +  ak  — c2ajak £ R(i).
Stąd
a  =  (aj a k — c1a j a k) — (aj  +  a k — c2a j a k) £ R(i)
3 k c2 — c1
oraz
a j  +  ak  =  (a j  +  ak  — c1 a j a k ) +  c 1 a  jak  £ R (i).
Elementy aj  ,ak  są pierwiastkami tró jm ianu kwadratowego 
X 2 — (aj  T  a k )X  +  a j a k  £  R (i)[X ] 
i na podstawie (a) należą do ciała R(i).
Ad (c). Niech f  £  R (i)[X ]. D la automorfizmu sprzężenia a  w ciele R(i) niech 
f a oznacza wielomian, który różni się od wielomianu f  tym, że współczynni­
ki zastąpiono ich obrazami poprzez automorfizm a. Oczywiście f f a £ R [ X ] 
oraz z jest pierwiastkiem f  w tedy i tylko wtedy, gdy a(z)  jest pierwiastkiem 
f a . Na podstawie (b) wielomian f f a m a pierwiastek z £ R(i). Stąd z lub 
a(z) jest pierwiastkiem wielomianu f . □
Z powyższego twierdzenia wynikają następujące wnioski.
W n io s e k  3 .1 .5 . Jeśli R  jes t ciałem rzeczywiście domkniętym, to jedyny­
mi wielomianami nierozkładalnymi nad R  są wielomiany stopnia 1. oraz 
wielomiany stopnia 2. o ujemnym wyróżniku.
W n io s e k  3 .1 .6 . Niech K  będzie podciałem ciała rzeczywiście domkniętego 
R. Ciało K  jest  rzeczywiście domknięte wtedy i tylko wtedy, gdy K  jest  
algebraicznie domknięte w R.
D o w ó d .  Załóżmy, że K  jest algebraicznie dom knięte w R, tzn. każdy ele­
ment ciała R  algebraiczny nad K  należy do K . Niech i =  \ f —1. Aby wyka­
zać, że K  jest rzeczywiście domknięte, wystarczy, na podstawie poprzednie­
go twierdzenia, pokazać algebraiczną domkniętość ciała K (i). Również na 
podstawie poprzedniego twierdzenia ciało R (i) jest algebraicznie domknię­
te. Przypuśćmy, że a  =  a +  bi, a,b £ R,  jest elementem algebraicznym nad 
K (i). W tedy a  =  a — bi, a =  ^+0- oraz b =  są również elementami 
algebraicznymi nad K (i). Stąd a oraz b są algebraiczne nad K , a więc na 
podstawie założenia należą do K . Zatem a  £ K (i).
Implikacja „ = ^ ” jest oczywista. □
P r z y k ła d  3 .1 .7 . Ciało liczb algebraicznych rzeczywistych Q n  R jest alge­
braicznym domknięciem ciała Q w ciele R, a więc jest ciałem rzeczywiście 
domkniętym na podstawie poprzedniego wniosku.
W  1927 roku A rtin i Schreier podali interesującą charakteryzację ciał 
rzeczywiście domkniętych jako ciał, których algebraiczne domknięcia są ich 
rozszerzeniami skończonymi. Ta własność już wymusza, aby charakterysty­
ka ciała L  była równa 0, choć dowód tego faktu jest dosyć skomplikowany.
Poniżej przedstawimy słabszą wersję tego twierdzenia, zakładając, że cha­
rakterystyka ciała jest równa 0. W  dowodzie wykorzystamy pewną własność 
rozszerzeń cyklicznych, to  jest takich skończonych rozszerzeń Galois, których 
grupa Galois jest cykliczna. Jeśli ciało L  jest rozszerzeniem cyklicznym cia­
ła K  stopnia q i ciało L  zawiera pierwiastek pierwotny stopnia q z jedynki, 
to  istnieje element a € K  taki, że L  =  K ( t fa).  Dowód tego faktu można 
znaleźć w [5, s. 197].
T w ie rd z e n ie  3 .1 .8 . Jeśli L  jes t  ciałem algebraicznie domkniętym o cha­
rakterystyce równej 0 i K  jes t właściwym podciałem ciała L  takim, że 
[L : K ] <  ^ ,  to [L : K ] =  2, ciało K  jest  rzeczywiście domknięte oraz 
L  =  K  (V —1).
D o w ó d. Na podstawie twierdzenia 3.1.4 wystarczy pokazać, że i =  \ f —1 € K  
oraz L  =  K(i ) .  Przypuśćmy, że i € K  lub K (i) =  L. W ystarczy rozwa­
żyć jedynie przypadek pierwszy, gdyż w drugim ciało K  możemy zastą­
pić ciałem K(i ) .  Rozszerzenie L / K  jest skończonym rozszerzeniem Galois. 
Niech q będzie dowolną liczbą pierwszą dzielącą rząd grupy Galois G (L / K ). 
Z lem atu Cauchy’ego (wniosek z twierdzenia Sylowa) wynika, że istnieje 
a € G ( L / K ) rzędu q. Niech R  =  L a będzie ciałem elementów stałych auto- 
morfizmu a. W tedy K  C R  oraz [L : R] =  q. Niech eq będzie pierwiastkiem 
pierwotnym z 1 stopnia q. Pierw iastek ten musi należeć do R , gdyż jego sto­
pień nad R  nie przekracza q — 1 i jest dzielnikiem liczby q (gdyż [R(eq) : R] 
jest dzielnikiem [L : R]). Zatem na podstawie wzmianki uczynionej przed 
twierdzeniem istnieje a € R  takie, że L  =  R( qa) .
Niech b =  q^ /a. W tedy (N L/ R (b))q =  N L/ R ( $ a )  =  (—1)q-1a. Gdyby 
liczba q była nieparzysta, to element q a  należałby do R, co jest niemożliwe, 
gdyż L  =  R. Zatem q =  2 oraz (N L/ R (b))2 =  —a. Ponieważ i € R,  więc 
( iNL/ R (b))2 =  a, co jest niemożliwe z tych samych powodów, jak  wyżej. 
O trzym ane sprzeczności kończą dowód twierdzenia. □
U w a g a  3 .1 .9 . Z twierdzenia 3.1.8 wynika, że ciało K  jest formalnie rzeczy­
wiste wtedy i tylko wtedy, gdy grupa Galois G (K / K ) jego algebraicznego 
domknięcia zawiera automorfizmy rzędu skończonego, a dokładniej rzędu 2.
S tw ie rd z e n ie  3 .1 .10 . Każde ciało formalnie rzeczywiste ma rozszerzenie 
algebraiczne, które jest  ciałem rzeczywiście domkniętym.
D o w ó d .  Rozważmy ciało formalnie rzeczywiste K  i rodzinę A  wszyst-
kich formalnie rzeczywistych podciał algebraicznego domknięcia tego cia­
ła zawierających K . Rodzina A  jest niepusta i częściowo uporządkowana 
przez relację inkluzji. Jeśli L  jest dowolną liniowo uporządkowaną podro- 
dziną rodziny A, to  U { M  : M  € L}  jest ciałem. Jest to również ciało 
formalnie rzeczywiste. Gdyby tak  nie było, to  — 1 =  a 2 +  . . .  +  a2n dla pew­
nych a1, . . .  ,an €  U {M  : M  € L}.  Liniowe uporządkowanie L  gwarantuje, 
że a 1, . . .  , an € M  dla pewnego M  € L,  co daje sprzeczność z tym, że rodzi­
na L  składa się z ciał formalnie rzeczywistych. Lem at Kuratowskiego-Zorna 
gwarantuje istnienie elementu maksymalnego w rodzinie A , który jest szu­
kanym ciałem rzeczywiście domkniętym. □
Jeśli R  jest ciałem rzeczywiście domkniętym zawierającym ciało formal­
nie rzeczywiste K , to  R*2 jest jego jedynym  porządkiem i P  =  R*2 n  K  jest 
porządkiem ciała K.  Zatem ciało formalnie rzeczywiste może być uporząd­
kowane. Mamy więc inny dowód twierdzenia 1.3.10.
W n io s e k  3 .1 .11 . Dla dowolnego ciała uporządkowanego ( K , P ) istnieje al­
gebraiczne rozszerzenie R  ciała K , które jes t  ciałem rzeczywiście domknię­
tym oraz R*2 n  K  =  P .
D o w ó d .  Niech M  =  K  ( v P ) .  Na podstawie wniosku 1.6.7 porządek P  moż­
na przedłużyć do porządku S  ciała M . Z poprzedniego stwierdzenia wynika, 
że istnieje algebraiczne rozszerzenie R  ciała M , które jest już rzeczywiście 
domknięte. Rozszerzenie M / K  jest algebraiczne, zatem  R / K  jest rozszerze­
niem algebraicznym. Pozostaje pokazać, że P  =  R*2 n  K . Zbiór R*2 n  K  
jest porządkiem ciała K , zatem  wystarczy uzasadnić, że P  C R*2 n  K  (por. 
Uwagi 1.1.5). To jednak jest oczywiste, gdyż P  C M *2 C R*2. □
D e fin ic ja  3 .1 .12 . Niech (K,  P ) będzie ciałem uporządkowanym. Ciało rze­
czywiście domknięte R , które jest algebraicznym rozszerzeniem ciała K  
i takie, że P  =  R*2 n  K , nazywamy rzeczywistym domknięciem ciała upo­
rządkowanego (K,  P ) lub rzeczywistym domknięciem ciała K  względem po­
rządku P.
O statni wniosek gwarantuje istnienie rzeczywistego domknięcia dla do­
wolnego ciała uporządkowanego. Pod koniec tego rozdziału wykażemy, że 
rzeczywiste domknięcie ciała uporządkowanego jest wyznaczone jednoznacz­
nie z dokładnością do izomorfizmu.
P r z y k ła d  3 .1 .13 . Skończone rozszerzenie K  ciała Q jest oczywiście pod- 
ciałem ciała C. Może się wydawać, że jeżeli K  jest formalnie rzeczywiste,
to  musi ono być podciałem  ciała R. Tak jednak nie jest. Liczby algebraicz­
ne ^ 2  oraz e3^ 2 , gdzie e3 jest pierwiastkiem pierwotnym stopnia trzeciego 
z 1, m ają ten  sam wielomian minimalny nad Q. Istnieje więc izomorfizm 
$  : Q ( /2 )  — > Q(e3/ 2 )  i P  =  $ ( Q ( / 2 )  n  R*2) jest porządkiem cia­
ła Q(e3 ^ 2 ) . Zatem Q(e3 ^ 2 )  jest ciałem formalnie rzeczywistym, chociaż 
zawiera liczby zespolone, które nie są rzeczywiste. W  związku z tym  rze­
czywiste domknięcie R  tego ciała względem porządku P  jest podciałem  
ciała C niezawierającym się w R. Stosując w standardow y sposób lemat 
Kuratowskiego-Zorna, można wykazać istnienie maksymalnego formalnie 
rzeczywistego podciała R'  ciała C zawierającego R.  Z maksymalności ciała 
R'  wynika, że jest ono rzeczywiście domknięte. Ponadto rozszerzenie C / R '  
jest algebraiczne, gdyż gdyby istniał element t  €  C przestępny nad R ' , to 
ciało R'(t)  byłoby właściwym formalnie rzeczywistym rozszerzeniem ciała R'  
zawartym w C. Zatem C jest algebraicznym rozszerzeniem ciała R ' ( \ — T), 
które na podstawie twierdzenia 3.1.4 jest algebraicznie domknięte. Stąd 
C =  R'(x— 1). W ykazaliśmy więc, że ciało C zawiera podciała różne od 
R, dla których jest kwadratowym rozszerzeniem.
3.2. Form y śladu nad cia łam i form alnie rzeczyw istym i
Przypuśćmy, że ciało R  jest rzeczywiście domknięte. Z poprzedniego podroz­
działu wiemy, że R* =  1 ■ R*2 U —1 ■ R*2. Zatem dowolna forma kwadratowa 
nad ciałem R  jest postaci
p  =  ( 0 , . . . ,  0 , 1 , . . . , 1 , —1 , . . . ,  —1), (3.1)
p q r
gdzie p =  dim (p) — rz(p), q — r =  sgn(p).
Niech (K,  P ) będzie ciałem uporządkowanym oraz niech R  będzie roz­
szerzeniem rzeczywiście domkniętym ciała K  takim , że P  =  K  n  R*2. Jeśli 
p  jest formą kwadratową nad ciałem K , to  forma p  0  R  jest postaci (3.1).
Zobaczmy teraz co dzieje się z formami Sylvestera przy przejściu do 
rozszerzenia rzeczywiście domkniętego. Niech f , g  € K [ X ], s t f  =  n. P rzy­
puśćmy, że wielomian f  ma następujący rozkład na czynniki nierozkładalne 
nad ciałem R :
f  =  a ( X  — a 1 )ei . . .  ( X  — am)em gPp1 . . . g Ppk h f  . . .  h f ,
gdzie a1, . . . , a m € R  są param i różne, g1, . . . , g k , h 1 , . . . , h i  € R [ X ] są 
param i różnymi unormowanymi trójm ianam i o ujemnym wyróżniku oraz 
gilg, hj  f g dla i = 1 , . . . , k ,  j  = 1, . . . , l .
T w ie rd z e n ie  3 .2 .1 . Przy oznaczeniach przyjętych powyżej  
S yK  ( f , g)  0  R  =  ( g( ai ) , . . . , g( am)) ±  l x( 1,  - 1 )  ±  (n -  m  -  2l) x(0) .  (3.2)
D o w ó d .  Na podstawie twierdzeń 2.4.20 oraz 2.4.21 możemy napisać 
S y K ( f , g)  0  R  =  Sy R( f , g )  =
=  A SylR((X -  at)et ,g) ±  ±  SylR(gfl ,g) ±  ±  S y R j  ,g) =
t % j
=  ±  (et) 0  S yR (X  -  at,g) ±  ±  (p%) 0  SylR(g%,g) ±
t %
±  ±  (qj ) 0  SylR(hj  ,g) ±  ( 0 , . . . ,  0). 
j
W ystarczy teraz przyjrzeć się składnikom w otrzym anym  rozkładzie for­
my SylK ( f , g)  0  R.  Ponieważ et € R*2 oraz A j € - R * 2, gdzie A j jest wy­
różnikiem tró jm ianu h j , więc na podstawie przykładu 2.4.23 (przypadki 3 
oraz 4)
(et) 0  S y R (X  -  at ) ,g)  =  (etg(at)) =  (g(at)) , SylR (hj ,g) =  (1, - 1 ) .
Wreszcie SylR(g%,g) =  SylR(g%, 0) =  (0,0), bo g%\g. □
Postać formy Sylvestera nad rzeczywiście dom kniętym rozszerzeniem po­
zwala natychm iast obliczyć jej sygnaturę.
W n io s e k  3 .2 .2 . Przy oznaczeniach przyjętych powyżej zachodzi równość
m
sgnP (Syi^ ( f , g)) = Y l  sgnp g(at).
t=i
W  szczególności
sg n p (S y K (f)) =  m  oraz sgnp(S ylK (f)) =\ {t  : at < a} \ -  \ {t : at > a} \ .
W  dotychczasowych rozważaniach ciało R  było dowolnym rzeczywiście do­
m kniętym rozszerzeniem ciała uporządkowanego ( K , P ). Zatem możemy 
sformułować jeszcze jeden ważny wniosek, który w następnym  podrozdziale 
zostanie wykorzystany w dowodzie jednoznaczności rzeczywistego domknię­
cia.
W n io s e k  3 .2 .3 . Liczba pierwiastków dowolnego wielomianu f  o współczyn­
nikach z ciała uporządkowanego (K,  P ) w każdym rzeczywistym domknięciu 
tego ciała jest  równa sgnP (S y l# (f )).
3.3. Jednoznaczność rzeczyw istego  dom knięcia
W  niniejszym podrozdziale przedyskutujem y problem jednoznaczności rze­
czywistego domknięcia. Jednoznaczność musi być tu ta j oczywiście rozumia­
na z „dokładnością” do izomorfizmu w kategorii ciał uporządkowanych, tzn. 
izomorfizmu rosnącego, czyli takiego, który zachowuje porządek. Przypo­
mnijmy, że zanurzenie $  ciała uporządkowanego (K, P ) w ciało uporządko­
wane (L ,Q )  nazywamy rosnącym, jeżeli $ ( P ) C Q (zob. także rozdział 1, 
zadanie 30).
L e m a t 3 .3 .1 . Niech (L, Q) będzie skończonym rozszerzeniem ciała uporząd­
kowanego (K,  P ) oraz niech $  będzie rosnącym zanurzeniem ciała K  w rze­
czywiście domknięte ciało R. Zanurzenie $  można przedłużyć do rosnącego 
zanurzenia ciała L  w ciało R.
D o w ó d .  Niech R'  będzie rzeczywistym domknięciem ciała (L,Q) .  Ciało 
R ' jest również rzeczywistym domknięciem ciała (K, P ). Niech L  =  K (a ) 
dla pewnego a  € L  oraz niech f  € K [ X ] będzie wielomianem minimalnym 
elementu a . Jeśli f  ^  € $ (K )[X ] oznacza wielomian, którego współczynni­
ki są obrazami odpowiednich współczynników wielomianu f  przez $ , to  na 
podstawie twierdzenia 2.4.22 mamy sgnP (S y l# ( f )) =  sgn$(P)(S y l$ (# )(f^ )). 
W ielomian f  ma pierwiastek w ciele R ' , zatem  na podstawie wniosku 3.2.2 
prawdziwa jest nierówność sgnP (S y l# (f))  >  0. W  takim  razie również 
wielomian f  ^  m a pierwiastek w ciele R.  Stąd wynika, że istnieje zanurze­
nie ciała L  w ciało R, które jest przedłużeniem $ . Niech $ 1, . . . ,  $ r będą 
wszystkimi zanurzeniam i ciała L  w ciało R , które są przedłużeniami $ . Po­
każemy, że co najm niej jedno z tych zanurzeń musi zachowywać porządek. 
Przypuśćmy, że żadne z tych zanurzeń nie zachowuje porządku. Zatem dla 
każdego i = 1 , . . .  , r  istnieje /3i € Q takie, że $ i (Pi) € R*2. Rozważmy cia­
ło M  =  L(^/ f i1 , . . . ,  \[Wr). Na podstawie wniosku 1.6.7 porządek Q można 
przedłużyć do porządku ciała M . Istnieje więc zanurzenie ^  ciała M  w cia­
ło R, które jest przedłużeniem $  (argum entacja jak  na początku dowodu). 
Oczywiście, ^ | p =  $ i dla pewnego i. Ponieważ $ i (^i) =  ^ (V A ) 2 € R*2, 
otrzymaliśmy sprzeczność, co kończy dowód. □
T w ie rd z e n ie  3 .3 .2 . Niech (L, Q) będzie rozszerzeniem algebraicznym ciała 
uporządkowanego (K,  P ) oraz niech $  będzie rosnącym zanurzeniem ciała 
K  w rzeczywiście domknięte ciało R. Zanurzenie $  można przedłużyć do 
rosnącego zanurzenia ciała L  w ciało R.
D o w ó d .  Rodzina R  złożona z par (M, ^ m  ), gdzie M  jest ciałem pośrednim 
między K  i L, ^ M : M  ^  R, ^ M ( M PlQ) Q R*2, ^ M \K =  $ , jest niepusta, 
gdyż (K,  $ )  G R . W  R  definiujemy relację częściowego porządku w sposób 
następujący:
Spełnione są założenia lem atu Kuratowskiego-Zorna, zatem  w R  istnieje 
element maksymalny (Mo, ^ m 0). Z poprzedniego lem atu wynika, że M 0 =  L.
□
W n io s e k  3 .3 .3 . Jeśli R! oraz R  są rzeczywistymi domknięciami ciała upo­
rządkowanego ( K , P ), to istnieje dokładnie jeden K-izomorf izm ciała R'  
w ciało R.
D o w ó d .  Z poprzedniego twierdzenia dla L  =  R',  $  =  id #  otrzymujemy 
K -zanurzenie ^  : R'  — > R.  Odwzorowanie ^  jest izomorfizmem, gdyż 
z definicji rzeczywistego domknięcia wynika równość ^ (R ')  =  R. Pozostaje 
jeszcze udowodnić jedyność ^ .  Przypuśćmy, że ^  oraz ^ '  są K -zanurzeniami 
ciała R'  w ciało R. Niech a  G R ' . W ielomian minimalny elementu a  (nad K ) 
ma w ciałach R'  oraz R  tyle samo pierwiastków. Niech a \  < . . .  < a r oraz 
/3i < . . .  < /3r będą pierwiastkami tego wielomianu odpowiednio w ciałach 
R'  oraz R. Odwzorowania ^  oraz ^ '  zachowują porządek (przeprowadzają 
R'*2 na R*2), a więc ^ ( a ^  =  (3i =  ^ '( a ^  dla i = 1 , . . .  ,r .  W  szczególności
P r z y k ła d  3 .3 .4 . W niosek 3.1.11 udowodniony w pierwszej części tego roz­
działu gwarantuje istnienie rzeczywistego domknięcia dla dowolnego ciała 
uporządkowanego. Ponieważ we wniosku 3.3.3 wykazaliśmy, że rzeczywi­
ste domknięcie ciała uporządkowanego jest wyznaczone jednoznacznie, więc 
rodzi się pytanie, czy rzeczywiste domknięcia ciała względem różnych po­
rządków muszą być izomorficzne. Okazuje się, że nie.
W  przykładzie 1.1.14 wprowadziliśmy porządek
$ ( a )  =  $ '( a ) . □
anX n +  ... +  a \ X  +  ao 
bmX m +  ... +  bxX  +  bo
ciała K  =  Q (X ), w którym  r < p ^  X  dla wszystkich liczb wymiernych r.
Rozważmy teraz inny porządek ciała K . W iadomo, że liczba n  jest prze­
stępna, zatem  przekształcenie $  : K  — > R takie, że g — > ggg jest dobrze 
określonym zanurzeniem ciała funkcji wymiernych K  w ciało R. Zbiór
jest porządkiem ciała K  (por. przykład 1.1.15).
Zgodnie z twierdzeniem 3.3.2, zanurzenie $  rozszerza się do zachowują­
cego porządek rozszerzenia ^  rzeczywistego domknięcia R n ciała uporząd­
kowanego (K, Pn) w ciało liczb rzeczywistych. Ponieważ dla każdego a € R n 
istnieje liczba wym ierna r taka, że ^ (a )  < R*2 r, więc również a < Pn r, gdyż 
w tym  zanurzeniu każda liczba wymierna przechodzi na siebie. Niech R  
będzie rzeczywistym domknięciem ciała uporządkowanego ( K , P ^ ) .  P rzy­
puśćmy, że ciała R n i R są izomorficzne. Skoro izomorfizm przeprowadza 
kw adraty na kwadraty, każdy izomorfizm ciał rzeczywiście domkniętych jest 
rosnący. Zatem, podobnie jak  w ciele R n , dla każdego b € R powinna ist­
nieć liczba wymierna r taka, że b < r /* 2  r. O trzym ujem y sprzeczność, gdyż 
r <Px, X  dla wszystkich r € Q. W arto zaznaczyć, że istnieją ciała, dla któ­
rych rzeczywiste domknięcia względem różnych porządków są izomorficzne 
(zob. zadanie 12).
W  rozdziale 1. dyskutowaliśmy istnienie przedłużeń porządku ciała K  na 
skończone rozszerzenie ciała K . Teraz możemy określić bliżej liczbę takich 
przedłużeń.
T w ie rd z e n ie  3 .3 .5 . Niech L  =  K (a) będzie skończonym rozszerzeniem 
ciała uporządkowanego (K, P ) oraz niech p  będzie formą śladu tego rozsze­
rzenia. Następujące liczby są równe:
(1) liczba pierwiastków wielomianu minimalnego elementu a  nad ciałem 
K  w dowolnym rzeczywistym domknięciu ciała ( K , P );
(2) liczba K-zanurzeń ciała L  w dowolne rzeczywiste domknięcie ciała
(4) liczba przedłużeń porządku P  na ciało L.
D o w ó d. Niech R  będzie rzeczywistym domknięciem ciała (K, P ) oraz niech 
f  będzie wielomianem minimalnym elementu a  nad K.  Na podstawie wnio­
sku 3.2.2 sygnatura sgnPp  formy p  jest równa liczbie pierwiastków wielo­
mianu f  w ciele R.  Dla każdego pierwiastka a'  € R  wielomianu f  istnieje 
dokładnie jedno K -zanurzenie ^  ciała L  w ciało R  takie, że ^ ( a )  =  a'. 
Zatem liczba pierwiastków wielomianu f  należących do R  jest równa liczbie
( K , P );
(3) sgnpp;
K -zanurzeń ciała L  w ciało R.  Niech ^ 1, . . . ,  będą wszystkimi 
K -zanurzeniami ciała L  w ciało R. Każde ^ i wyznacza na ciele L  porządek 
Qi =  ^ - 1(R*2), który jest oczywiście przedłużeniem porządku P . Są to  je­
dyne przedłużenia porządku P , gdyż z każdym przedłużeniem związane jest 
co najm niej jedno K -zanurzenie ciała L  w ciało R , które go zachowuje (por. 
lemat 3.3.1). Dla zakończenia dowodu wystarczy pokazać, że Qi =  Qj  dla 
i =  j . Przypuśćmy, że Q  =  Qi =  Qj  dla pewnych i , j ,  i =  j .  Niech R'  będzie 
rzeczywistym domknięciem ciała (L, Q). Na podstawie twierdzenia 3.3.2 za­
nurzenia ^ i oraz ^ j  można przedłużyć do K -zanurzeń ciała R'  w ciało R,
co jest sprzeczne z wnioskiem 3.3.3. □
W n io sk i 3 .3 .6 . Niech P  będzie porządkiem ciała K.
(1) Liczba przedłużeń porządku P  na skończone rozszerzenie L  ciała K  
przystaje do [L : K ] modulo 2.
(2) Jeżeli L  jest  skończonym rozszerzeniem Galois ciała K  i porządek P  
ma przedłużenie na L, to przedłuża się na [L : K ] sposobów.
D o w ó d .  (1). Niech p  będzie formą śladu rozszerzenia L  ciała K . W tedy 
[L : K ] =  d im p =  sgnP p  (mod2) .  Zatem teza wynika z twierdzenia 3.3.5.
(2). Jeżeli L  =  K (a) jest rozszerzeniem Galois ciała K  i f  jest wielomia­
nem minimalnym elementu nad K  oraz porządek P  ciała K  przedłuża się 
na L, to  liczba pierwiastków wielomianu f  w rzeczywistym domknięciu ciała 
uporządkowanego ( K , P ) jest równa [L : K ], gdyż L  jest ciałem rozkładu 
wielomianu f  nad K  i wszystkie te pierwiastki należą do L. Aby dokończyć 
dowód, wystarczy zastosować twierdzenie 3.3.5. □
Z wniosku 3.3.6 wynika, że jeśli [L : K ] jest liczbą nieparzystą, to  liczba 
przedłużeń porządku P  na ciało L  jest również liczbą nieparzystą. W  szcze­
gólności istnieje co najm niej jedno takie przedłużenie. Mamy zatem  inny 
dowód twierdzenia 1.6.12.
S tw ie rd z e n ie  3 .3 .7 . Niech L  =  K (a) będzie skończonym rozszerzeniem 
ciała formalnie rzeczywistego K  oraz niech p  będzie formą śladu tego roz­
szerzenia. Jeśli należy do wszystkich ciał rzeczywiście domkniętych zawie­
rających K  oraz zawartych w ustalonym algebraicznym domknięciu ciała K ,  
to forma p  jest  dodatnio określona w każdym porządku ciała K .  W  takim 
przypadku p  =  (a1, . . . ,  an ) dla pewnych a1, . . . , a n £ J 2  K  *2.
D o w ó d .  Nieosobliwa forma kwadratowa p  jest dodatnio określona w po­
rządku P  w tedy i tylko wtedy, gdy sgnP p  =  dim p.  Zatem, zgodnie z wnio­
skiem 3.2.3, wystarczy udowodnić, że wszystkie pierwiastki wielomianu mi­
nimalnego f  elementu a  nad K  należą do każdego rzeczywistego domknięcia 
ciała K . Niech R  będzie rodziną wszystkich ciał rzeczywiście domkniętych 
zawierających K  oraz zawartych w ustalonym  algebraicznym domknięciu K  
ciała K.  Załóżmy, że a  €  p| { R  : R  € R } .  Pokażemy, że jeśli b € K  jest pier­
wiastkiem wielomianu f , to b €  fi {R : R  € R } .  Niech $  : K (a) — ► K (b) 
będzie K -izomorfizmem takim , że $ (a )  =  b. Odwzorowanie $  można prze­
dłużyć do K -automorfizmu $  ciała K  (zob. [5, rozdz. V, wniosek 3.6]). 
G rupa G ( K /K ) działa w naturalny sposób na zbiór R , a więc
$  i  n  r )  =  n  $ (R )  =  n  R.
\ReR /  ReR ReR
W  szczególności, b =  $ (a )  € f |  R.  Niech (a1, . . .  ,an ) będzie diagonaliza-
ReR
cją formy p . Ponieważ p  jest dodatnio określona w każdym porządku ciała 
K , więc a 1 , . . . , an muszą być elementami totalnie dodatnim i. □
W n io s e k  3 .3 .8 . Jeżeli K  oraz L  spełniają założenia poprzedniego stwier­
dzenia, a ciało K  ma skończenie wiele porządków, to
\ X (L)| =  [L : K ] |X (K )|.
D o w ó d. Każdy porządek P  ciała K  ma przedłużenie na ciało L , a zgodnie 
z twierdzeniem 3.3.5, liczba tych przedłużeń jest równa sgnpp  =  [L : K ].
□
P r z y k ła d  3 .3 .9 . We wnioskach 3.3.6 punkt (2) założyliśmy, że porządek 
ciała K  ma przedłużenie na rozszerzenie L.  Zobaczmy, że nawet 
w przypadku, gdy L / K  jest rozszerzeniem Galois, pewne porządki cia­
ła K  mogą nie mieć przedłużenia na ciało L.  Niech K  =  Q (\/2 ) oraz
niech L  =  K  ^ ^ 1  +  . Ciało K  ma dwa porządki: P 1 =  K  n  R*2 oraz
P 2 =  &(P1), gdzie a  jest automorfizmem ciała K  różnym od id ^ . W tedy 
0 <Pl 1 +  V2,  lecz 1 +  \[2 <p2 0 i, zgodnie z twierdzeniem 1.6.6, porządek 
P 1 przedłuża się na L  na dwa sposoby, natom iast P2 nie przedłuża się na L.
Jeżeli we wnioskach 3.3.6 punkt (2) zrezygnujemy z założenia, że L / K  
jest rozszerzeniem Galois, to  może się zdarzyć, że dwa porządki ciała K , 
chociaż m ają przedłużenia do porządków ciała L, przedłużają się na różną 
liczbę sposobów.
P r z y k ła d  3 .3 .10 . Załóżmy, że K  =  Q (X ). Z kryterium  Eisensteina wy­
nika, że wielomian f  =  Y 3 +  X Y  +  X  € K [ Y ] jest nierozkładalny nad K.  
Niech L  =  K (a), gdzie a  jest pierwiastkiem wielomianu f .  Macierz formy
[ 3 0 —2X
p  =  S y l^ ( f ) w bazie (1 ,a , a 2) jest równa A  =  0 —2X  —3X
[ —2X  —3X  2 X 2
Zatem forma p  jest izom etryczna z formą
det A 1
(3, —2X,  — ) =  (3, —2X, - ( 4 X 2 +  27X )).
W  przykładzie 1.1.15 dla każdej liczby przestępnej a skonstruowany został 
porządek Pa ciała K.  Dla takiego porządku mamy
r 1 n-rlir rt \    27
sgnPa (p ) =  , „ , 27
1, gdy a >  -  2 7  
3, gdy a <  - 27
Zatem porządek Pa dla liczb przestępnych a < —r  ma trzy przedłuże­
nia na ciało L, podczas gdy dla liczb przestępnych a > ^ , tylko jedno.
Stąd wynika, że rozszerzenie L / K  nie jest rozszerzeniem Galois. D okład­
ne uzasadnienie szczegółów w przedstawionym rozumowaniu pozostawiamy 
Czytelnikowi jako ćwiczenie (zadanie 13).
3.4. E lem entarne tw ierdzen ia  analizy  m atem atycznej
Pewne twierdzenia znane z rzeczywistej analizy m atem atycznej pozostają 
prawdziwe, gdy ciało liczb rzeczywistych zastąpim y ciałem rzeczywiście do­
mkniętym. Ponieważ topologia porządkowa ciała rzeczywiście domkniętego 
na ogół nie jest zupełna, więc nie można definiować funkcji (oraz ich po­
chodnych) określanych w analizie m atem atycznej jako elementarne. Dlatego 
ograniczymy rozważania do funkcji wymiernych.
Załóżmy, że ciało R  jest rzeczywiście domknięte. Przyjmijmy, że pochod­
ną (formalną) wielomianu f  =  anX n +  an-1X n-1 +  . . .  +  a1X  +  a0 € R [ X ] 
jest wielomian f  =  nanX n-1 +  (n -  1)an-1X n-2  +  . . .  +  a 1, a pochodną 
funkcji wymiernej definiujemy wzorem =  f  9—f9 . Łatwo sprawdzić, że 
do obliczania tak  zdefiniowanej pochodnej formalnej sumy, różnicy, iloczy­
nu i ilorazu funkcji wymiernych stosuje się te  same wzory, które są znane 
dla pochodnej określonej przez granicę ilorazu różnicowego funkcji wymier­
nych o współczynnikach rzeczywistych. Mówimy, że funkcja wymierna 9 jest 
określona w zbiorze A  C R  jeśli N W D ( f , g )  =  1 i g(x)  =  0 dla wszystkich 
x  €  A. W  przedstawieniu funkcji wymiernej zawsze będziemy zakładać, że 
licznik i mianownik są względnie pierwsze.
W  tym  podrozdziale pojawią się przedziały [a, b] oraz (a, b). Ich definicje 
Czytelnik znajdzie w Dodatku.
T w ie rd z e n ie  3 .4 .1  (W eierstrassa). Jeśli f  € R ( X ), a,b € R, a < b, 
f  ( a ) f  (b) <  0 oraz funkcja f  jes t  określona w przedziale [a,b], to istnieje 
takie c € (a, b), że f  (c) =  0.
D o w ó d. Załóżmy najpierw, że f  jest wielomianem i przypuśćmy, że nad 
ciałem R  wielomian f  ma następujący rozkład na czynniki nierozkładalne:
f  =  d ( X  — a 1)ei . . .  (X  — am)emgP . . . g p ,
gdzie d , a 1, . . .  , am € R, a1, . . .  , a m są param i różne, g1, . . .  ,gk € R [ X ] są 
param i różnymi, unormowanymi trójm ianam i o ujemnym wyróżniku. Ponie­
waż wielomiany gi przyjm ują wartości dodatnie dla wszystkich elementów 
ciała R,  więc znak wartości wielomianu w dowolnym argumencie zależy je­
dynie od czynników liniowych. Przypuśćmy, że a 1, . . .  , am € R  \  [a,b]. Bez 
zmniejszenia ogólności możemy przyjąć, że
a 1 < . . .  < ai < a < b < a i+1 < . . .  < ak
dla pewnego i € 1 , . .  .k.  Stąd sgn(as — a) =  sgn(as — b) =  —1 dla 1 <  s <  i 
oraz sgn(as — a) =  sgn(as — b) =  1 dla i +  1 <  s <  k. W tedy jednak 
sg n (f(a ))  =  (—1 )ei+---+eisgn(d) =  sgn(f(b)) i otrzym ujemy sprzeczność.
Rozważmy teraz funkcję wym ierną f  =  h , h ,g  € R [ X ] oraz g(x)  =  0 dla 
x  € [a,b]. Z pierwszej części dowodu wynika, że g(a)g(b) > 0. Oczywiście, 
sgn =  sgn =  sgn((hg)(x)) dla wszystkich x  € [a,b]. Stąd
i z założenia mamy
sgn ( ¡hjay i/jby) =  sgn(h(a)g(a)h(b)g(b))  =  sgn(h(a)h(b)) =  —1 .
K orzystając jeszcze raz z pierwszej części dowodu, stwierdzamy, że wielo­
mian h  m a pierwiastek c w przedziale (a, b), a stąd f  (c) =  hc) =  0. □
W n io s e k  3 .4 .2  (D arboux). Jeśli a,b € R, a < b i funkcja wymierna 
f  € R ( X ) jes t  określona w przedziale [a, b] oraz y € R  znajduje się mię­
dzy f  (a) i f  (b), to istnieje takie c € R, że a < c < b oraz f  (c) =  y.
D o w ó d. W ystarczy rozważyć funkcję wymierną f  — y  i zastosować twier­
dzenie 3.4.1. □
T w ie rd z e n ie  3 .4 .3  (Rolle’a). Jeśli a,b € R, a < b i funkcja wymierna 
f  € R ( X ) jes t  określona w przedziale [a,b] oraz f  (a) =  f  (b) , to istnieje 
takie c € (a,b), że f ' (c)  =  0.
D o w ó d .  Bez zmniejszania ogólności rozważań możemy założyć, że f (a) =  
f  (b) =  0 oraz a i b są kolejnymi miejscami zerowymi tej funkcji wymiernej. 
Zatem f  =  (X  — a)k(X  — b)lg, gdzie k , l  € N oraz g € R ( X ) jest stałego 
znaku na odcinku [a, b]. W tedy f ' =  (X  — a)k -1 ( X  — b)l-1h, gdzie
h =  (X  — a )(X  — b)g' +  l ( X  — a)g +  k ( X  — b)g.
Ponieważ
sgn(h(b)) =  sgn(l(b — a)g(b)) =  sgn(g(b))
oraz
sgn(h(a)) =  sgn(k(a — b)g(a)) =  —sgn(g(a)) =  —sgn(g(b)) =  —sgn(h(b)),
więc na podstawie twierdzenia W eierstrassa istnieje takie c € (a,b), że 
h(c) =  0, a wtedy również f ' (c)  =  0. □
T w ie rd z e n ie  3 .4 .4  (Lagrange’a). Jeśli a,b € R, a < b  i funkcja wymierna 
f  € R ( X ) jes t  określona w przedziale [a, b], to istnieje takie c € (a, b), że
f / ( c) =  f  (b) — f  (a)
b — a .
D o w ó d .  W ystarczy zastosować twierdzenie Rolle’a do funkcji wymiernej
i t  u  t f  (b) — f  ( a) f v  ^^  =  f  — f  ( a ) --------— —  (X  — a).
□
W prost z powyższego twierdzenia wynika następujący wniosek.
W n io s e k  3 .4 .5 . Jeśli a,b € R  U {± to } , a < b i funkcja wymierna 
f  € R ( X ) jes t  określona w przedziale [a,b] n  R  oraz f ' (c)  >  0 ( f ' (c)  <  0) 
dla każdego c € (a, b), to funkcja f  : [a, b] n  R  — > R, x  ^  f  (x), jest  funkcją 
rosnącą (malejącą).
D o w ó d .  Pochodna f ' funkcji wymiernej f  ma w przedziale (a,b) skoń­
czenie wiele miejsc zerowych c 1 , ... , ck, między którym i przyjmuje wartości 
dodatnie (ujemne). W ystarczy skorzystać z poprzedniego twierdzenia dla 
każdego z przedziałów (ci , ci+1), i =  1,..., k — 1. □
W n io s e k  3 .4 .6 . Jeżeli funkcja wymierna jes t określona w przedziale do­
mkniętym, to przyjmuje w tym przedziale swoje kresy.
D o w ó d. Dowód identyczny z dowodem przypadku funkcji zmiennej rze­
czywistej, tzn. należy podzielić dany przedział dom knięty na podprzedziały 
miejscami zerowymi pochodnej, a następnie zastosować poprzedni wniosek.
□
Z wniosku 3.4.5 wynika następujący fakt, który jest uzupełnieniem twier­
dzenia Rolle’a.
W n io s e k  3 .4 .7 . Jeśli a,b £ R, a < b i funkcja wymierna f  £ R ( X ) jest  
określona w przedziale [a, b] i nie jest  stała oraz f  (a) =  f  (b) , to istnieje 
takie c £ (a,b), że c jes t pierwiastkiem funkcji  wymiernej f ' o krotności 
nieparzystej.
D o w ó d .  Załóżmy, że c1, . . . , c k są wszystkimi pierwiastkami f ' w prze­
dziale [a, b]. Załóżmy, że krotności tych pierwiastków są parzyste, tzn. że 
istnieje g £ R ( X ) taka, że f '  =  (X  — c1)2si ■ ■ ■ ( X  — ck)2skg dla pewnych 
niezerowych liczb naturalnych s 1, . . .  , s k i g(x)  =  0 dla wszystkich x  £ [a, b]. 
Stąd wynika, że pochodna f ' jest w przedziale [a, b] albo nieujemna, albo 
niedodatnia, zatem  funkcja wym ierna f  jest m onotoniczna w tym  przedzia­
le, wbrew założeniu, że na końcach przyjmuje równe wartości. □
D e fin ic ja  3 .4 .8 . Niech f  £ R [ X ]. Uogólnionym ciągiem Sturm a wielomia­
nu f  na przedziale [a, b] C R  nazywamy ciąg wielomianów
S ( f  ) =  (f0 =  f , f 1 , . . . , f m )
o następujących własnościach:
(1) fo(a)fo(b) =  0,
(2) jeśli fk+ 1 (xo) =  0, xo £ [a,b], k £ { 0 ,1 , . . . , m —2}, to  fk  (xo )fk+2 (xo) < 0,
(3) f m (x) =  0 dla każdego x  £ [a, b].
Dla dowolnego x  € [a, b] oznaczymy symbolem Ws (x) liczbę zmian znaku 
w ciągu
( f o ( x ) , h ( x ) , . . . , f m (x))
(ewentualne zera w tym  ciągu pomijamy przy liczeniu zmian znaku) i na­
zwiemy ją  wariacją znaków tego ciągu w punkcie x .
T w ie rd z e n ie  3 .4 .9 . Jeśli a,b € R, a < b, f  € R [ X ] jes t wielomianem 
rozdzielczym takim, że f  ( a ) f  (b) =  0, to f  ma uogólniony ciąg Sturma na 
przedziale [a,b].
D o w ó d .  Ciąg S ( f ) =  (fo =  f , f 1 , . . . ,  f m) zdefiniujemy, stosując algorytm 
Euklidesa dla wielomianów f 0 =  f , f 1 =  f ': 
fo =  9 1 h  — f 2  
f 1 =  92f 2 — f 3
f m-2  — 9m-1f m—1 f m , 
s t ( f 1) >  s t( f 2) >  . . . >  st(fm - 1) >  st(fm ) =  0.
Czytelnik łatwo zauważy, że tak  zdefiniowany ciąg S( f )  spełnia warunki 
określone w definicji 3.4.8. □
Ciąg S( f )  skonstruowany w twierdzeniu 3.4.9 będziemy nazywali po 
prostu ciągiem Sturma .
T w ie rd z e n ie  3 .4 .10 . Jeżeli S =  S( f )  jes t  uogólnionym ciągiem Sturma  
wielomianu rozdzielczego f  € R [ X ] na przedziale [a,b], to
Ws  (a) — Ws (b) =
=  \{c € (a, b) : f  (c) =  0 oraz f  f 1 zmienia w c znak z — na + }| —
— | {c €  (a, b) : f  (c) =  0 oraz f f 1 zmienia w c znak z +  na —}\ .
Jeśli S =  S ( f ) jest  ciągiem Sturma wielomianu rozdzielczego f  € R [ X ] na 
przedziale [a,b], to liczba WS (a) — WS (b) jest  równa liczbie pierwiastków 
wielomianu f  w przedziale (a, b).
D o w ó d .  Niech z ( f ) oznacza liczbę pierwiastków wielomianu f  w przedziale 
[a, b] . Załóżmy najpierw, że w tym  przedziale istnieje co najwyżej jeden 
pierwiastek wielomianu f 0 ■ f 1 ■. . .  ■ f m . Oznaczmy ten  pierwiastek przez x 0. 
Przypuśćmy, że f k (x0) =  0 dla pewnego 1 <  k  <  m  — 1. W tedy f k - 1 (x0) oraz 
fk+1(x0) m ają przeciwne znaki i liczba zmian znaków nie ulegnie zmianie,
gdy x 0 zastąpim y jakimkolwiek innym elementem przedziału [a, b], bo wtedy 
w ciągu S na miejscach o wskaźnikach k — 1,k  oraz k  +  1 zamienimy ciąg 
znaków (+ , 0, —) lub (—, 0, + ) na jeden z następujących:
(+ , + , —), (+ , —, —), (—, + , + ) lub (—, —, + ).
Jeśli więc f ( x 0) =  0 (tzn. z ( f ) =  0), to  Ws (a) — Ws (b) =  0 =  z( f ) .  Jeśli 
natom iast f  (x0) =  0 (tzn. z ( f ) =  1), to f i nie zmienia znaku na przedziale 
[a, b] i W s(a) — Ws(b) =  1 — 0, gdy f f i zmienia w x 0 znak z — na +  lub 
W s(a) — Ws (b) = 0  — 1, gdy f f i zmienia w x 0 znak z +  na —. Stąd teza 
w tym  przypadku. Również w tym  przypadku mamy drugą część tezy, gdyż 
dla ciągu Sturm a, gdy f  (x0) =  0, mamy
sg n f (x) =  ,—sg n f ;(x) dla x  < x 0sg n f ;(x) dla x  > x 0
tzn. f f '  zmienia w x 0 znak z — na + . Dla dowodu twierdzenia w ogólnym 
przypadku wystarczy przedział [a, b] podzielić na podprzedziały zawierające 
co najwyżej po jednym  pierwiastku wielomianu f 0 ■ f \  ■... ■ f m i zastosować 
pierwszą część dowodu. □
3.5. Zadania
1. Pokazać, że ciało R  jest rzeczywiście domknięte wtedy i tylko wtedy, 
gdy \ X (R) \=  1 oraz każdy wielomian f  G F [ X ] stopnia nieparzystego 
ma pierwiastek w ciele R .
2. Niech K  będzie ciałem formalnie rzeczywistym takim , że \ K */ K * 2\ =  2 
(w szczególności ciało rzeczywiście dom knięte jest takim  ciałem). Zbiór 
P  =  K *2 jest jedynym  porządkiem ciała K . Zdefiniujmy funkcję
: P  — > P  w sposób następujący:
\ /X  =  y <=^ y G P  oraz y 2 =  x  dla x  G P.
(a) Pokazać, że funkcja ^  jest rosnąca.
(b) Podać sposób rozwiązania nierówności a x 2 +  bx +  c > 0.
(c) Wykazać, że \ a \P <  V a2 +  b2 dla każdych a,b G K.
3. Pokazać, że jeżeli dla ciała uporządkowanego K  prawdziwe jest tw ier­
dzenie W eierstrassa dla funkcji wymiernych, to  K  jest ciałem rzeczywi­
ście domkniętym.
4. Niech K  będzie ciałem o charakterystyce równej 0 oraz niech G =  
G ( K / K ). Pokazać prawdziwość następujących zdań:
(a) Elem enty grupy G m ają rząd bądź nieskończony, bądź <  2.
(b) Istnieje odwzorowanie wzajemnie jednoznaczne między elem enta­
mi rzędu skończonego >  1 grupy G a rzeczywiście domkniętymi 
podciałam i ciała K  zawierającymi ciało K .
(c) Ciało K  jest formalnie rzeczywiste wtedy i tylko wtedy, gdy grupa 
G zawiera elementy rzędu skończonego >  1.
Wsk. W ykorzystać twierdzenie 3.1.8.
5. Niech $  będzie zanurzeniem ciała uporządkowanego (K,  P ) w ciało upo­
rządkowane (L,Q) ,  które zachowuje porządek. Niech f , g  € K [ X ]. W y­
kazać, że sgnp(SylK ( f , g) )  =  sgnQ(SylL( f # ,g^)) .
6. D la każdego z wielomianów X 5 +  X 4 — 4 X 3 — 3 X 2 +  3X  +  1, 
X 4 — X 3 — X  +  1, X 4 +  X 3 +  X  +  1, X 3 +  X 2 — 2X  — 1 € R[X] 
wyznaczyć ciąg Sturm a oraz zbadać liczbę pierwiastków rzeczywistych, 
podając ich lokalizację z dokładnością do 0,5.
7. Zastosować m etodę Sturm a do równania X 3 +  p X  +  q =  0, p,q € R, 
i podać warunek konieczny i wystarczający istnienia trzech pierwiast­
ków rzeczywistych.
8. W yznaczyć sygnaturę formy SylQ(f ) dla następujących wielomianów: 
X 5 +  X 4 — 4 X 3 — 3 X 2 +  3X  +  1, X 4 — X 3 — X  +  1, X 4 +  X 3 +  X  +  1, 
X 3 +  X 2 — 2X  — 1.
9. Niech p  będzie liczbą pierwszą. W yznaczyć diagonalizację formy Sylę ( f ), 
gdzie f  =  X p-1 +  . . .  +  X  +  1.
10. W yznaczyć dowolną diagonalizację, a następnie sygnaturę formy SylK ( f ) 
względem wszystkich porządków ciała K,  jeśli
(a) f  =  X 3 +  2 X 2 — X  +  1, K  =  Q,
(b) f  =  X 2 +  X  +  A  K  =  Q (^ 2 ),
(c) f  =  r 3 +  V 2 X  +  V3, K  =  Q(V2, V3).
11. Pokazać, że jeśli ciało rzeczywiście dom knięte R  jest rozszerzeniem al­
gebraicznym ciała K , to  G (R / K ) =  { idR } .
12. Niech a  będzie automorfizmem ciała uporządkowanego ( K , P ). Zbiór 
a (P )  jest również porządkiem ciała K.  Pokazać, że rzeczywiste do­
mknięcia ciał (K,  P ) oraz (K, a (P )) są K -izomorficzne.
13. Niech K  =  Q (X ). Pokazać, że:
(a) wielomian f  =  Y 3 +  X Y  +  X  € K [ Y ] jest nierozkładalny nad K ;
(b) jeśli L  =  K (a), gdzie a  jest pierwiastkiem wielomianu f ,  to  macierz 
formy p  =  S y l^ ( f ) w bazie (1, a, a 2) jest równa
3 0 - 2X
0 —2X - 3X
2X 3X 2X
(c) jeśli Pa jest porządkiem ciała K,  którego definicja znajduje się 
w przykładzie 1.1.15, to
sgnpa (P ) =
gdy a > - 27 
gdy a < - 27
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ROZDZIAŁ 4
C ia ła  uporządkow ane
W  tym  rozdziale omawiamy następujące własności porządkowe ciał: gęstość, 
archimedesowość i ciągłość uporządkowania. Większość faktów przedstawia­
nych w tej części dotyczy własności ciała z ustalonym  porządkiem. Przypo­
mnijmy, że ciałem uporządkowanym jest para (K,  < ), gdzie K  jest ciałem, 
a <  jest jego ustalonym  porządkiem. Rozszerzeniem ciała uporządkowanego 
K  nazywamy ciało L  z takim  porządkiem <, że a < b w K  a < b 
w L  dla wszystkich a,b € K . Jeżeli L  jest rozszerzeniem ciała uporządko­
wanego K,  to  K  nazywamy podciałem ciała uporządkowanego L . Z punktu 
widzenia wspomnianych na początku własności, ciało liczb rzeczywistych R 
odgrywa szczególną rolę, co bywa wykorzystywane do formułowania aksjo- 
matycznej definicji tego ciała. Podam y wiele warunków charakteryzujących 
ciało R . Zajmiemy się też podciałam i ciała R, charakteryzując je za pomocą 
wymienionych wcześniej własności ciała uporządkowanego. Każdy porządek 
ciała uporządkowanego K  można rozszerzyć do porządku ciała K (X ) i to 
na wiele sposobów. Choć w przykładzie 1.1.14 wskazaliśmy tylko dwa takie 
rozszerzenia, w drugim podrozdziale pokażemy nieskończenie wiele takich 
rozszerzeń i opiszemy wszystkie rozszerzenia w przypadku, gdy ciało K  jest 
rzeczywiście domknięte.
4.1. G ęstość  i archim edesow ość
Łatwo zauważyć, że ciało uporządkowane nie m a elementu najmniejszego ani 
największego oraz jego uporządkowanie jest gęste, tzn. między każdą parą 
jego elementów znajduje się pewien element pośredni (np. średnia arytm e­
tyczna).
Niech L  będzie ciałem uporządkowanym, a K  jego podciałem. Mówimy, 
że ciało K  jest gęste w ciele L  (lub K  jest gęstym podciałem  ciała L ), jeśli 
dla każdej pary elementów a, ¡3 € L, a  < ( ,  istnieje taki element c € K ,  że 
a  < c < ( .
Element a  € L  nazywamy nieskończenie dużym nad K , jeśli \a\ >  b 
dla każdego b € K . Używając pojęcia wypukłości oraz otoczki wypukłej
zbioru (zob. D.1), można powiedzieć, że element a  jest nieskończenie duży 
nad K , jeśli a  £  convL(K ). Element a  ciała L  nazywamy nieskończenie 
małym  nad K , jeśli |a | < b dla każdego b £ K ,  b > 0. Zauważmy, że ele­
ment a  £ L* jest nieskończenie m ały nad K  w tedy i tylko wtedy, gdy a - 1  
jest nieskończenie duży nad K . Ciało L  nazywamy rozszerzeniem archime- 
desowym ciała K , jeśli L  nie zawiera elementów nieskończenie dużych nad 
K , tzn. convL(K ) =  L. W  pewnych sytuacjach będziemy również mówili, że 
porządek P  ciała L  jest archimedesowy nad ciałem K , jeśli ciało uporządko­
wane (L, P ) będzie rozszerzeniem archimedesowym ciała uporządkowanego 
( K , P  n  K ).
Lemat 4.1.1. Jeśli ciało uporządkowane K  jes t gęste w rozszerzeniu L, to 
L jest  archimedesowym rozszerzeniem ciała K .
D o w ó d .  Niech a  € L  i a  > 0. Z gęstości ciała K  w L  wynika, że istnieje
takie b € K , że 0 < b < —. Stąd oczywiście a  < -  oraz -  € K,  tzn. a  nie
a  b b
jest elementem nieskończenie dużym nad K.  □
Twierdzenie 4.1.2. Każde uporządkowane rozszerzenie algebraiczne ciała 
uporządkowanego jes t archimedesowe.
D o w ó d .  Niech L  będzie uporządkowanym i algebraicznym rozszerzeniem 
ciała K  oraz niech a  £ L. Pokażemy, że a  jest ograniczone z góry przez pe­
wien element ciała K . Jeśli |a | <  1, to  1 jest poszukiwanym ograniczeniem. 
Załóżmy zatem, że |a | >  1. Niech
f  =  ao +  a 1 X  +  ... +  a n - 1 X n 1 +  X n £ K [ X ] 
będzie takim  wielomianem, że f ( ) =  0. W tedy
M  =
—ao — Q\a — ... — &n—ia',n— i
,n— i
—ao
a n i
+
a
—ai
a,n— 2 +  ... +  | — an- l \  <  |ao| +  ... +  | an— 1 1.
□
Przykłady 4.1.3. (1) Zgodnie z lematem D.2.4, ciało liczb wymiernych 
jest gęste w ciele liczb rzeczywistych, a więc również w każdym podciele 
ciała liczb rzeczywistych.
(2) Zgodnie z lem atem  4.1.1, każde podciało ciała liczb rzeczywistych 
jest archimedesowe nad Q.
(3) Ciało uporządkowane ( K , P ) nie jest gęste w K ( (X )) niezależnie od 
tego, czy w K ( (X )) rozważamy porządek P+, czy porządek P-  (definicja 
tych porządków w podrozdziale 1.2). Między szeregami X  oraz X 2 nie można 
wstawić żadnego elementu ciała K.
(4) Niech (F, P ) będzie ciałem uporządkowanym. Rozważmy porządek 
P ^  ciała funkcji wymiernych K  =  F (X ). Przypomnijmy, że wielomian na­
leży do P ^  w tedy i tylko wtedy, gdy jego najwyższy współczynnik nale­
ży do P  (zob. przykład 1.1.14). Oczywiście, X  — a € P ^ .  Zatem X  > a 
dla każdego a € F , czyli X  jest nieskończenie duży nad K . Stąd wynika, 
że K  nie jest rozszerzeniem archimedesowym ciała F . Niech L  =  K (V X ) 
i niech <  będzie takim  przedłużeniem porządku P TO, że \ [ X  > 0 (zob. 
twierdzenie 1.6.6). Zgodnie z twierdzeniem 4.1.2, ciało L  jest archimedeso- 
wym rozszerzeniem ciała K . Przypuśćmy, że istnieje taka funkcja wymierna 
f / g  € K,  że \ [ X  < f / g  < 2 \ [ X . Ponieważ wszystkie elementy w tych 
nierównościach są dodatnie, więc po podniesieniu do kw adratu i pomno­
żeniu przez g2 otrzym ujemy X g 2 < f 2 < 4X g 2. W ielomian 4X g 2 — f 2 
jest dodatni oraz s t4 X g 2 =  st f 2, zatem  s t4 X g 2 >  st f 2. Z podobnych 
powodów st f 2 >  st X g 2. Te dwie nierówności są sprzeczne z równością 
s tX g 2 =  s t4 X g 2. Pokazaliśmy więc, że ciało K  nie jest gęste w swoim 
archimedesowym rozszerzeniu K ( \ X ).
Przekrojem Dedekinda ciała uporządkowanego (K,  < ) nazywamy parę 
zbiorów (D ,G ) ,  D , G  C K  taką, że D  U G =  K  i a < b dla każdego 
a € D  i b € G. Zbiory D  oraz G nazywamy odpowiednio klasą dolną 
i klasą górną przekroju (D, G ) . Jeśli zbiory D  i G są niepuste, to mówi­
my, że przekrój (D, G) jest nietrywialny lub właściwy. Przekroje (0, K ) oraz 
(K,  0) nazywać będziemy trywialnymi.  Zauważmy, że nietrywialny przekrój 
Dedekinda można scharakteryzować jako rozkład zbioru elementów ciała 
uporządkowanego na parę niepustych i rozłącznych podzbiorów wypukłych 
tego ciała. Nietrywialny przekrój (D, G) nazywamy normalnym,  gdy dla 
każdego elementu e € K , e  > 0, istnieją takie a € D,  b € G, że b — a < e.
P r z y k ła d y  4 .1 .4 . (1) Niech (K,  <) będzie ciałem uporządkowanym oraz 
niech a € K.  P ara  zbiorów (D (a),G [a]), gdzie
D (a) =  D K (a) =  {x  € K  : x  < a}, G[a] =  G K [a] =  {x  € K  : x  >  a}, 
jest przekrojem  Dedekinda ciała K.  Podobnie para (D [a],G (a)), gdzie
D[a] =  D K [a] =  {x € K  : x  <  a}, G(a)  =  G K (a) =  {x  € K  : x  > a},
jest przekrojem  Dedekinda ciała K.  Takie przekroje nazywamy głównymi,  
wyznaczonymi przez element a. Przekrój główny jest przekrojem  normalnym 
(zadanie 3). Z lem atu D.2.6 wynika, że każdy nietrywialny przekrój Dede­
kinda ciała liczb rzeczywistych R jest główny. Mianowicie, jeśli (D, G) jest 
nietrywialnym przekrojem Dedekinda ciała R , to przekrój ten  ma postać 
(D [a],G (a)) lub (D (a),G [a]), gdzie a =  in f{x  : x  € G}  =  sup{x : x  € D}.
(2) Niech (L, < ) będzie ciałem uporządkowanym i niech K  będzie jego 
podciałem . Definiujemy
D - X ( L / K ) =  {x  € L  : V x < a } ,  G - X ( L / K ) =  L  \  D - X ( L / K ).
a<EK
P ara  (D- ^ ( L / K ) , G - ^ ( L / K )) jest przekrojem  Dedekinda ciała L. 
Podobnie definiujemy przekrój ( D ^ ( L / K ) , G ^ ( L / K )), gdzie
G ^ ( L / K ) =  {x  € L  : V x  > a}, D ^ ( L / K ) =  L \  G X ( L / K ) .
a<EK
Jeśli ciało L  jest rozszerzeniem archimedesowym ciała K , to  przekroje 
( D - ^ ( L / K ) , G - k , ( L / K )) oraz ( D ^ ( L / K ) , G ^ ( L / K )) są trywialne. 
W  przeciwnym przypadku przekroje te są nietrywialne i nie są normalne 
(zadanie 4).
(3) Niech K  będzie podciałem  ciała uporządkowanego L  oraz niech 
(D, G) będzie przekrojem  Dedekinda ciała L. W tedy (D  n  K , G  n  K ) jest 
oczywiście przekrojem  Dedekinda ciała K.  Okazuje się, że każdy przekrój 
Dedekinda ciała K  jest wyznaczony w tak i sposób przez pewien przekrój 
ciała L , to  znaczy dla dowolnego przekroju Dedekinda (D ' , G') ciała K  ist­
nieje taki przekrój Dedekinda (D ,G)  ciała L, że D  n  K  =  D', G n  K  =  G'. 
W ystarczy bowiem określić G =  {a  € L  : 3 t  <  a}  oraz D  =  L \  G. Za-
tOzG'
uważmy, że jeśli (D' ,G')  =  (0, K ), to  (D, G) =  (D- ^ ( L / K ) , G - ^ ( L / K )) 
z poprzedniego przykładu. N atom iast jeśli (D' ,G')  =  (K,  0), to  (D ,G)  =  
( D ^ ( L / K ) , G ^ ( L / K )). Z zadań 18 oraz 19 wynika, że ten  sam przekrój 
(D ' , G ') ciała K  może być indukowany przez wiele, a czasem nawet przez 
nieskończenie wiele przekrojów (D, G ) ciała L.
Dla ciała uporządkowanego K  umówmy się oznaczać przez D ( K ), D 0 ( K ), 
Dn ( K ) oraz Dg( K ) odpowiednio: jego zbiory wszystkich, wszystkich nie- 
trywialnych, wszystkich normalnych oraz wszystkich głównych przekrojów 
Dedekinda. Prawdziwe są inkluzje
D g ( K ) C D n ( K ) C D 0 ( K ) C D ( K ).
W  wielu rozważaniach nieistotne będzie, czy mamy na myśli przekrój głów­
ny (D (a),G [a]), czy przekrój główny (D [a],G (a)), ale dla poprawności ro­
zumowań należy zdecydować się na jeden z nich; ustalmy, że będzie to
(D (a),G [a]). W  tym  celu wygodnie będzie symbolem V '0 ( K ) oznaczać 
zbiór wszystkich nietrywialnych przekrojów Dedekinda (D, G) ciała K,  
których klasa dolna D  nie zawiera elementu największego oraz V'n ( K ) =  
D n ( K ) H D 0(K ), Dg( K ) =  Dg( K ) H D 0(K ).
Jeśli K  jest podciałem  ciała uporządkowanego L  oraz (D ,G)  € D(L),  
to  przekrój (D  n  K , G  R K ) oznaczać będziemy przez Ul / k (D ,G).  Dla 
uproszczenia zam iast u l / k (D[a],G(a))  pisać będziemy u l / k [a), a u l / k (a] 
zam iast u l / k (D (a ),G [a ]) .
Określiliśmy więc odwzorowanie u l / k  : D(L) — > D ( K ) o następujących 
własnościach:
1- u l / k  jest surjekcją.
2. Przekroje
u l / k ( D - ^ ( L / K ) , G - ^ ( L / K )) oraz u l / k ( D ^ ( L / K ) , G ^ ( L / K )) 
są trywialnymi przekrojam i Dedekinda ciała K.
3. Dla wieży ciał uporządkowanych F  C K  C L  zachodzi równość 
Uk / f  ◦  Ul / k  =  UL/F.
Następne twierdzenie podaje charakteryzację rozszerzeń archimedeso- 
wych.
T w ie rd z e n ie  4 .1 .5 . Jeśli K  jes t  podciałem ciała uporządkowanego L, to 
następujące warunki są równoważne:
(1) L jest  rozszerzeniem archimedesowym ciała K .
(2) Dla każdego nietrywialnego przekroju Dedekinda (D, G) ciała L  prze­
krój u l / k (D ,G)  jes t  nietrywialnym przekrojem Dedekinda ciała K .
(3) Dla każdego elementu a  € L  przekrój u l / k  (a] jes t  nietrywialnym 
przekrojem Dedekinda ciała K.
(4) Jeśli (D, G) jes t przekrojem Dedekinda ciała L  oraz u l / k (D,  G) jest  
normalnym przekrojem Dedekinda ciała K , to (D, G) jes t  również 
normalnym przekrojem.
D o w ó d .  (1) = ^  (2). Jeśli L  jest archimedesowym rozszerzeniem ciała K , 
to  dla każdego a  € L  istnieją takie elementy a,b € K , że a < a  < b. Stąd 
wynika, że dla każdego nietrywialnego przekroju Dedekinda (D, G) ciała L  
zbiory D  n  K  oraz G n  K  są niepuste.
Implikacja (2) = ^  (3) jest oczywista.
(3) = ^  (1). Niech a  będzie dowolnym elementem ciała L. Zgodnie z (3), 
zbiory D L(a) n  K  i G L[a] n  K  są niepuste. Zatem istnieją takie a,b € K ,  że 
a < a  < b.
W  ten  sposób pokazaliśmy równoważność warunków (1)-(3).
(1) (4). Załóżmy teraz, że L  jest archimedesowym rozszerzeniem
ciała K  i (D, G) jest takim  przekrojem  Dedekinda ciała L, że u l / k (D, G) 
jest normalnym przekrojem  Dedekinda ciała K . Dla każdego 0 <  e € L  
istnieje taki element e € K , że 0 < e < e. Ponieważ przekrój u l / k (D ,G)  
jest normalny, więc istnieją takie b € D  n  K  i c € G Cl K , że c — b < e < e. 
To pokazuje, że przekrój (D, G) jest normalny.
(4) = ^  (1). Niech G =  {a  € L  : 3 a <  a}  i D  =  L \ G .  Jak  zauważy-
0<aeK
liśmy w przykładzie 4.1.4.(3), para (D ,G)  jest przekrojem  Dedekinda ciała 
L. Ponieważ G n  K  jest zbiorem wszystkich elementów dodatnich, a D  n  K  
zbiorem wszystkich elementów niedodatnich ciała K , zatem  u l / k (D ,G)  
jest normalnym przekrojem Dedekinda ciała K . Z (4) wynika, że (D, G ) 
jest normalnym przekrojem Dedekinda ciała L, więc dla każdego 0 <  e € L  
istnieją takie a  € D  oraz 3  € G, że 0 <  ¡3 — a  < e. Z definicji zbioru G 
wynika istnienie takiego elementu a € K , że 0 < a < 3. Ponieważ a  należy 
do dopełnienia zbioru G, więc a  < 2a € K . Stąd
0 <  1 a =  a — 1  a < 3  — a  < e,
tzn. e nie jest nieskończenie m ały nad K . W  ten  sposób pokazaliśmy, że 
ciało L  nie zawiera elementów nieskończenie małych nad K , a więc jest 
rozszerzeniem archimedesowym ciała K . □
U w a g a  4 .1 .6 . Zauważmy, że warunek (2) z twierdzenia 4.1.5 oznacza, że 
u l / k ( D 0 (L)) Q D 0 (K) ,  a warunek (4) oznacza, że u L/ K (Dn ( K )) Q Dn (L).  
W  warunku (3) przekrój u L/ K (a] można zastąpić przekrojem  u L/ K [a).
L e m a t 4 .1 .7 . Jeżeli ciało uporządkowane L  nie jes t rozszerzeniem archi­
medesowym swojego podciała K,  to istnieje podciało M  ciała L, K  c  M  
oraz rosnący K-automorf izm a ciała M  taki, że a  =  idM.
D o w ó d .  W ybierzmy dodatni element a  ciała L  nieskończenie duży nad 
K.  Element a  jest zatem  przestępny nad K  (zob. twierdzenie 4.1.2) i ciało 
M  =  K (a) jest K -izomorficzne z ciałem funkcji wymiernych K ( X ). Każdy 
element ciała M  jest postaci fO -  dla pewnych f , g  € K [ X ]. Określmy
'  : M  * M  „  (  M  .
Odwzorowanie a  jest nietożsamościowym elementem grupy Galois rozsze­
rzenia M  ciała K.  W ystarczy pokazać, że a  zachowuje porządek ciała M.
W  tym  celu zauważmy najpierw, że dla każdego u € K  oraz i >  1 element 
U  jest nieskończenie m ały nad K.  Stąd dla każdego i =  1, . . . ,n  oraz u € K  
prawdziwe są nierówności
1 u 1
^  ^  (4-1)2n a i 2n
Niech f  (a) =  ana n +  ... +  a 1 a  +  a0  € K [a], an =  0. W tedy
/  n
f  (a) =  anan I 1 +  ^
' ana i
a
\  i= 1
Z (4.1) wynika, że
1 n 11 <  an- i  < 1
2 r - f  an a i 2.i= 1
Zatem f  (a) jest dodatnim  elementem ciała M  w tedy i tylko wtedy, gdy an 
jest dodatnim  elementem ciała K.  W ynika z tego, że
f (a) anan +  ... +  a i a  +  ao ^ n , ^ n
W N  =  l ^  n  T1T >  0 anbm > 0.g(a)  bma m +  ... +  bi a  +  bo
W arto zauważyć, że porządek w ciele M  odpowiada porządkowi P ,  ciała 
funkcji wymiernych K ( X ) (zob. przykład 1.1.14). Stąd już widać, że
f  (a) >  o ^  a f  f  (a) A _  2 nana n +  ... +  2 a ia  +  ao > Q 
g (a ) \ g ( a ) J  2 mbma m + . . .  +  2b ia  +  bo '
□
W  podobny sposób jak  dla rozszerzeń archimedesowych można podać 
charakteryzację rozszerzeń gęstych.
Twierdzenie 4.1.8. Jeśli K  jes t  podciałem ciała uporządkowanego L, to 
następujące warunki są równoważne:
(1) K  jest  podciałem gęstym ciała L.
(2) Dla każdego a  € L  ciało K  jes t gęste w ciele K (a).
(3) Jeśli a  € L  i e jest  elementem dodatnim ciała L, to istnieją takie 
elementy a,b € K , że a < a  < b oraz 0 < b — a < e.
(4) Jeśli (D, G) jest  normalnym przekrojem Dedekinda ciała L, to prze­
krój u L/ K (D ,G)  jest  normalnym przekrojem Dedekinda ciała K.
(5) Przekrój u L/ K (a] jes t  normalnym przekrojem Dedekinda ciała K  dla 
każdego a  € L.
D o w ó d .  Implikacja (1) = ^  (2) jest oczywista.
(2) = ^  (3). Załóżmy, że a , e  € L , e  > 0. Ponieważ ciało K  jest gęste 
w ciele K (e), więc K (e) jest archimedesowym rozszerzeniem ciała K.  Ist­
nieje zatem  taki element u € K,  że 0 < u < |e .  Gęstość ciała K  w K (a) 
gwarantuje istnienie takich elementów a,b € K,  że
1 1
a  — u < a < a  — -  u  < a  < a  +  -  u < b < a  +  u.
W tedy 0 < b — a < 2u < e.
(3) = ^  (4). Załóżmy, że (D ,G)  jest normalnym przekrojem Dedekinda 
ciała L  i wybierzmy dowolny element e € K,  e > 0. Zatem istnieją takie
a  € D  oraz ¡3 € G, że ¡3 — a  < —e. Z warunku (3) wynika istnienie takich
3
elementów a i ,a 2 ,b i ,b 2  € K , że a i < a  < a 2 , bi < 3  < b2  i a 2  — a i < - e ,
3
b2  — bi < - e .  Stąd 
3
b2  — a\  =  (b2  — 3 ) +  (3  — a)  +  (a  — a i)  >  0,
oraz
b2  — ai  =  (b2  — 3 ) +  (3 — a )  +  (a  — a i)  <  (b2  — bi) +  (3 — a) +  (a2  — ai) < e.
Zauważmy również, że a i € D  n  K  i b2  € G n  K , a więc przekrój <xL/ K (D, G) 
jest normalny.
Implikacja (4) = ^  (5) jest oczywista, ponieważ (DL(a),  G L[a)] jest nor­
malnym przekrojem  ciała L.
(5) = ^  (1). Z w arunku (5) i twierdzenia 4.1.5.(3) wynika, że L  jest roz­
szerzeniem archimedesowym ciała K .  Ustalm y elementy a, 3  € L, a  < 3.
Z archimedesowości ciała L  nad K  mamy 0 <  e < — (3 — a)  dla pewnego
e € K . Przyjm ijm y 7  =  a  +  3 . Na podstawie warunku (5) przekrój u L/ K (7 ] 
jest normalnym przekrojem  Dedekinda ciała K ,  zatem  istnieją takie elemen­
ty a,b € K,  że a < y  < b i b — a < e. Stąd otrzymujemy
b =  y  +  (b — y) < Y  +  (b — a) < y  +  e < y  +  ^ (3  — a) =  3
oraz
a =  y  — (y  — a) > Y — (b — a) > y  — e >  Y — ^ (3  — a) =  a  
W  ten  sposób pokazaliśmy, że a  < a < b < 3,  a więc K  jest gęste w L. □
U w a g a  4 .1 .9 . W  warunku (5), podobnie jak  w twierdzeniu 4.1.5.(3), prze­
krój wL/ K (aj można zastąpić przekrojem  wL/ K [a). W arunek (4) poprzed­
niego twierdzenia mówi, że wL/ K (Dn (L)) C Dn (K).  Okazuje się, że w tym  
wypadku odwzorowanie wL/ K jest „prawie różnowartościowe” w tym  sen­
sie, że jeśli dla przekrojów Dedekinda (D i, G i) oraz (D 2 , G 2) ciała L  mamy 
wL/ K ( D i , G i )  =  wL/ K ( D2,G 2 ), to ( D i , G i ) =  (D 2 , G 2 ) albo jeden z nich 
jest postaci (D[aj ,G(a)) ,  a drugi (D(a) ,  G[aj) i a  £  K.  Zatem wL/ K na zbio­
rze D0(L) tych przekrojów Dedekinda (D ,G)  ciała L, których klasa dolna 
D  nie m a elementu największego, jest odwzorowaniem różnowartościowym. 
Uzasadnienie pozostawiamy Czytelnikowi jako zadanie (zadanie 5). Jeśli K  
jest gęste w L, to  L  jest rozszerzeniem archimedesowym ciała K,  a więc 
wL/ K odwzorowuje wzajemnie jednoznacznie zbiór V'n (L) na zbiór V'n ( K ).
L e m a t 4 .1 .1 0 . Niech K  będzie podciałem ciała uporządkowanego L. Jeśli 
K  jest  gęste w L  i a  jes t  rosnącym K-automorf izmem ciała L, to a  =  idL .
D o w ó d .  Przypuśćmy, że K  jest gęste w L, a  jest takim  rosnącym auto­
morfizmem ciała L, że a\K =  idK oraz a  =  id^. Niech a  £ L  i a (a )  =  a. 
W tedy albo a (a )  <  a , albo a (a )  >  a.  Załóżmy, że a (a )  < a. Z gęstości K  
w L  wynika, że a (a )  < r < a  dla pewnego r £ K .  W tedy r =  a (r )  <  a (a )  
i otrzymaliśmy sprzeczność. Dowód przypadku a (a )  >  a  jest analogiczny 
do poprzedniego. □
4.2. C iało  funkcji w ym iernych
W  tym  podrozdziale pokażemy, że przekroje Dedekinda ciała R  wyznaczają 
całą rodzinę porządków ciała funkcji wymiernych R ( X ), k tóra składa się 
z wszystkich porządków ciała R ( X ), gdy ciało R  jest rzeczywiście domknię­
te.
W  opisie zbioru porządków ciała funkcji wymiernych wykorzystamy na­
stępujący lemat.
L e m a t 4 .2 .1 . Jeśli A  jes t dziedziną całkowitości, K  je j  ciałem ułamków 
oraz S  podzbiorem zawartym w A  takim, że S  +  S  C S, S  ■ S  C S  i S  U —S  =  
A  \  {0}, to zbiór
a
P  =  { b  € K  : a,b € S }
jest  porządkiem ciała K .
D o w ó d .  Załóżmy, że a , 3  € P . W tedy istnieją takie elementy a, b ,c ,d  € S, 
a c
że a  =  -  i 3  =  w- Z własności zbioru S  wynika, że również a  +  3  =  
b d
ad +  bc ^  ^ ac ^  , a , , .
— ——  € P  oraz a 3  =  € P. Niech teraz — będzie niezerowym ele-
bd bd b
mentem ciała K . Mnożąc w razie potrzeby licznik i mianownik przez —1,
• , ^  t .i- a , „  a —a „  „  „  .przyjmujemy, że b € S. Jeśli — € P, to  — -  =  —-  € P. Zatem P  jest po-
b b b
rządkiem ciała K.  □
Twierdzenie 4.2.2. Załóżmy, że R  jest  ciałem rzeczywiście domkniętym 
i < jest  jego jedynym porządkiem.
(1) Dla ustalonego porządku P  ciała funkcji wymiernych R ( X ) para zbio­
rów (D p , G p ), gdzie
D p  =  {a e  R  : X  -  a e  P }, G p  =  {a e  R  : a -  X  e  P }
jest  przekrojem Dedekinda ciała R.
(2) Dla dowolnego przekroju Dedekinda (D, G) ciała R  zbiór
S  = 1  f  e  R [ X ] : 3 3 V f  (x) > 0
a^DUf-oo} b^GUfoo} x^(a,b)
spełnia założenia poprzedniego lematu i P  =  { f / g  e  R ( X ) : f , g  e  S}  
jes t  porządkiem ciała R ( X ).
(3) Przyporządkowanie P  -— > (Dp , Gp ) ustala wzajemnie jednoznaczną 
odpowiedniość między porządkami ciała R ( X ) i przekrojami Dedekin- 
da ciała R.
D o w ó d .  (1). Jeżeli P  jest porządkiem ciała R ( X ) i a e  D p  oraz d < a, to 
X  — d =  (X  — a) +  (a — d) e  P . Stąd d e  D p . Oznacza to, że (Dp , G p ) jest 
przekrojem  Dedekinda ciała R.
(2). Załóżmy, że f i , f 2  należą do S. W tedy istnieją ai e  D  U {—to} 
oraz bi e  G  U {to} takie, że f i (x) >  0 dla x  e  (ai ,bi), i =  1,2. Niech 
a =  m a x (a i,a 2) oraz b =  m in(bpb2). W tedy oczywiście ( f i  +  f 2 )(x) > 0 
i ( f i • f 2 )(x) > 0 dla wszystkich x  e  (a,b), co oznacza, że f i +  f 2, f i ■ f 2  e  S. 
Załóżmy, że 0 =  f  jest wielomianem nienależącym do S . Rozważmy ciąg
—to  =  a0  < a i < . . .  < an < an+i =  to,
gdzie a i , . . . a n są wszystkimi pierwiastkami wielomianu f  w ciele R.  Ist­
nieje tak i wskaźnik i e  { 0 ,1 , . . .  n} ,  że ai e  D  U {—to} i ai+i e  G U {to}. 
Z twierdzenia W eierstrassa 3.4.1 wynika, że w przedziale (ai ,a i+i ) wielo­
mian f  jest stałego znaku, a ponieważ nie należy do S, przyjmuje tylko 
wartości ujemne. Stąd - f  e  S , co kończy dowód (2).
(3). Pokażemy najpierw, że przyporządkowanie P  — > (DP , G P) jest 
różnowartościowe. Załóżmy, że P 1 ,P 2  są różnymi porządkami ciała R ( X ). 
Zatem istnieje funkcja wymierna f / g  € R ( X ) należąca do jednego z tych 
porządków, a nienależąca do drugiego. Zauważmy, że podobną własność 
m a również wielomian h  =  f g .  Ponieważ unormowane wielomiany nieroz- 
kładalne stopnia > 1 nad ciałem rzeczywiście domkniętym są totalnie do­
datnie (bo są sumami kwadratów), więc bez zmniejszenia ogólności moż­
na przyjąć, że h  rozkłada się na czynniki liniowe a (X  — c1) . . .  (X  — cn). 
Znak iloczynu jest wyznaczony przez znaki jego czynników, a więc co naj­
mniej jeden z czynników liniowych X  — ci należy do jednego porządku, 
a nie należy do drugiego. Stąd wynika, że zbiory Dp 1 i Dp 2 są różne. Należy 
jeszcze pokazać, że każdy przekrój Dedekinda ciała R  pochodzi od pewnego 
porządku ciała R ( X ). W  tym  celu rozważmy porządek P  skonstruowany 
w punkcie (2) dla danego przekroju (D,G) .  Załóżmy, że D  =  0 i G  =  0. 
Zauważmy, że c € D p  (lub równoważnie wielomian X  — c € P ) w tedy i tylko 
wtedy, gdy istnieją takie elementy a € D  i b € G, że x  — c > 0 dla każdego 
x  € (a,b). W  szczególności c <  a, zatem  c € D . To pokazuje, że D P C D.  
Podobnie c € G P w tedy i tylko wtedy, gdy istnieją takie elementy a € D  
oraz b € G, że c — x  > 0 dla wszystkich x  € (a, b). Stąd c >  b więc c € G 
czyli GP C G. To pokazuje, że przekroje (DP , G P) i (D ,G)  są równe. Jeśli 
D  =  0, to  X  — c € P  jest równoważne z tym, że x  — c >  0 dla wszystkich x  
mniejszych od pewnego b € G. Oczywiście taki element c nie może istnieć, 
a więc D P =  0 i znowu (D ,G)  =  (DP , G P). Podobnie pokazujemy równość 
tych przekrojów w przypadku G =  0 . □
U w ag i 4 .2 .3 . Niech R  będzie ciałem rzeczywiście domkniętym.
1. W  porządku P  ciała R (X ) wyznaczonym przez tryw ialny przekrój De­
dekinda (0, R) każdy wielomian X  — c jest ujemny. Stąd wynika, że
Gt . ~ X n +  • • • +
€ P  w tedy i tylko wtedy, gdy (—1)n - m nnbm > 0 w je-
b m X m +  • • • +  bo ^
dynym porządku ciała R.  Podobnie funkcja wym ierna an ,,------------- ao
bmX  +  • • • +  b0
należy do porządku wyznaczonego przez przekrój (R,  0) wtedy i tylko 
wtedy, gdy anbm > 0. Zauważmy, że oba te  porządki są niearchimedeso- 
we nad R, gdyż X  jest elementem nieskończenie dużym nad R.
2. Załóżmy, że przekrój Dedekinda (D, G) ciała R  jest główny i a € R  jest 
elementem największym zbioru D . Oczywiście, każdą niezerową funkcję 
f / g  € R ( X ) można przedstawić w postaci f / g  =  (X  — a)kf 1 / g 1 , gdzie 
k € Z oraz f i , g i  € R [X ] i f 1 (a)g1 (a) =  0. Ponieważ x  — a > 0 dla 
wszystkich x  > a i a € D,  więc X  — a należy do porządku P  wyznaczo­
nego przez przekrój (D,G) .  K orzystając z definicji porządku P  zawartej
w punkcie (2) poprzedniego twierdzenia, łatwo pokazać, że
P  =  {(X  — a )k f  € R ( X ) : k € Z, f u 9 1  € R[X], f 1(a)91 (a) >  0}.
91
W  przypadku gdy a jest elementem najm niejszym  zbioru G , wielomian 
X  — a przyjmuje wartości ujemne dla wszystkich argumentów mniejszych 
od a, zatem  X —a nie należy do porządku P  wyznaczonego przez przekrój 
(D,G) .  K orzystając ponownie z definicji porządku P , otrzymujemy
P  =  {(X  — a )k f  € R ( X ) : k € Z, f u 9 1  € R[X],  (—1)kA (a )91 (a) >  0}. 
9 1
Z przedstawionych faktów łatwo wynika, że e — ( X  — a), ( X  — a) +  e € P  
dla każdego dodatniego elementu e € R  oraz w obu przypadkach X  — a 
jest nieskończenie m ały nad R.  W  rezultacie rozważane porządki są nie- 
archimedesowe nad R .
3. Jeśli nietrywialny przekrój (D, G) nie jest główny, to porządek P  wy­
znaczony przez ten  przekrój jest archimedesowy nad R . Najpierw za­
uważmy, że dla dowolnych a € D  i b € G zachodzi a <P X  <P b, 
tzn. ( D ,G )  =  u r ( x ) / r [ X ) =  u r ( x ) / r ( X ]. Stąd dla dowolnego wielo­
mianu f  =  anX n +  . . .  +  a1X  +  a0  € R [ X ] prawdziwa jest nierówność 
\ f  \ < p \an \cn +  . . .  +  \a1 \c +  \a0\, gdzie c =  max(\a\ ,  \b\). Zatem żaden 
wielomian nie jest nieskończenie duży nad R . Rozważmy teraz wielomian 
X  — c € P . Stąd c € D  i ponieważ zbiór D  nie zawiera elementu naj­
większego, więc istnieje a € D, c < a . Wówczas 0 <P a — c <P X  — c . 
Podobnie, jeśli X  — c € P, to  c € G i zbiór G nie zawiera elementu naj­
mniejszego. Zatem istnieje takie a € G, że a < c oraz X —c <p a —c <p  0. 
W  obu przypadkach mamy 0 <P \a — c\ < P \X  — c\, a więc X  — c nie jest 
nieskończenie m ały nad R . Zauważmy również, że
f  =  X 2 +  p X  +  q =  (X  +  p /2 )2 +  q — p2/4  > p  q — p2/4
i gdy wielomian f  jest nierozkładalny, to q — p2/ 4 >  0, zatem  f  nie jest 
nieskończenie mały. Dla dowolnej funkcji wymiernej f  / 9  € R ( X ) istnieje 
a € R  takie, że \ f  \ <P a i jeśli 9  =  b9 1 .. . 9 k , gdzie 9 i są unormowanymi 
oraz nierozkładalnymi wielomianami stopnia 1 lub 2, to  istnieją takie 
0 < bi € R, że 0 < P bi <P \9 i\ i stąd  \ f / 9 \ < a/(\b\b1 . . . b k). Pokazuje 
to, że żadna funkcja wym ierna nie jest nieskończenie duża nad R , zatem 
porządek P  jest archimedesowy nad R .
P r z y k ła d  4 .2 .4 . W  uwagach 4.2.3 znaleźliśmy podzbiory ciała R ( X ), które 
są porządkami wyznaczonymi przez różnego typu przekroje Dedekinda cia­
ła R.W  pierwszej części pojawiły się porządki, które w przykładzie 1.1.14
oznaczone były odpowiednio P-(X oraz P ^ .  Nie wymagano tam , aby ciało 
było rzeczywiście domknięte. Analizując punkt drugi powyższych uwag, dla 
dowolnego ciała uporządkowanego (K ,  P ) oraz a € K  można zdefiniować
Pa+ =  {(X  — a )k f  € K ( X ) : k € Z, A g  € K [X], h ( a ) g 1 (a) € P } (4.2) 
g 1
oraz
Pa- =  {(X  — a )k f  € K ( X ) : k € Z, A g  € K [ X ], (—1)kA (a )g 1 (a) € P }. 
a g 1
(4.3)
Łatwo sprawdzić, że oba podzbiory są porządkami ciała K (X ) bez dodat­
kowego założenia na ciało K.  W  przypadku, gdy K  nie jest rzeczywiście do­
mknięte, to w K (X ) można wskazać jeszcze inne porządki. Niech f  € K [ Y ] 
będzie unormowanym wielomianem nierozkładalnym, który m a pierwiastek 
a  w rzeczywistym domknięciu ciała uporządkowanego ( K , P ). W tedy ciało 
L  =  K [ Y ] / ( f ), K -izomorficzne z K (a), jest formalnie rzeczywistym rozsze­
rzeniem ciała K  m ającym  porządki, które są rozszerzeniami porządku P. 
Jeśli Q €  A”(L), Q n  K  =  P, to ciało L ( X ) m a porządki Q y + oraz Q y - ,  
gdzie Y  =  Y  +  ( f ). Łatwo zauważyć, że indukują one na ciele K (X ) dwa 
różne porządki
Pf+,Q =  Q y + n  K  ( X ) =
=  { f k f  € K ( X ): k € Z, f 1 , g 1 € K [ X ], h ( Y ) g 1 (Y)  € Q}  (4.4)
g 1
oraz
Pf  -  ,q =  Q y  -  n  K  ( X  ) =
=  { f k f  € K (X ) : k € Z, f 1 , g 1 € K [X], (—1)kf  ( Y )g 1 (Y)  € Q},  (4.5) 
g 1
które są rozszerzeniami porządku P  ciała K.  Zauważmy, że jeżeli K -izomor- 
fizm i : L  — > K (a) jest taki, że i (Y )  =  a,  to i(Q) €  A (K (a )) , i(Q)  n  K  =  
P  oraz
Pf+Q  =  { f k € K ( X ) : k € Z, f 1 , g 1 € K [ X ], h ( a ) g 1 (a) € i(Q)},
P f - , q  =  { f k € K ( X ) : k € Z, f 1 , g 1 € K [ X ], (—1)kh ( a ) g 1 (a) € i (Q)}.
Porządki Pa+ oraz Pa-  są odpowiednio porządkami Pf+,Q oraz Pf-,Q  dla 
f  =  Y  -  a € K [ Y ] i Q =  P. Sprawdzenie szczegółów pozostawiamy Czytel­
nikowi (zadanie 7).
Zauważmy również, że jeżeli K  =  R , to jedynym i porządkami ciała R (X ) 
są P 3 ,  P - 3  oraz Pa+ i Pa-  dla a €  R, ponieważ wszystkie przekroje 
Dedekinda ciała R są główne. Natom iast, gdy K  =  R  jest ciałem rzeczy­
wiście dom kniętym  różnym od R , to  wymienione porządki są wszystkimi 
porządkami, które nie są archimedesowe nad R, ale istnieją jeszcze porządki 
archimedesowe nad R.
4.3. C iąg łe  dom knięcie c ia ła  uporządkow anego
Mówimy, że ciało jest uporządkowane w sposób ciągły, jeśli jest uporząd­
kowane i każdy normalny przekrój Dedekinda tego ciała jest główny. Jeśli 
L  jest rozszerzeniem ciała uporządkowanego K  i L  jest ciałem uporząd­
kowanym w sposób ciągły oraz K  jest gęste w L, to L  nazywamy ciągłym 
domknięciem ciała K . W  tym  podrozdziale wykażemy istnienie i jednoznacz­
ność ciągłego domknięcia oraz omówimy jego własności.
T w ie rd z e n ie  4 .3 .1 . Niech L  będzie rozszerzeniem archimedesowym ciała 
uporządkowanego K  oraz niech
E  =  E l / k  =  { a  e  L  : u L/ K (aj € Dn (K )}.
(1) E  jest  podciałem ciała L  zawierającym K.
(2) K  jest gęstym podciałem ciała E.
(3) Jeżeli M  jest podciałem ciała L  zawierającym K , to M  C E  wtedy 
i tylko wtedy, gdy K  jest  gęstym podciałem ciała M.
(4) Ciało E  jes t  kompozytem wszystkich podciał ciała L  zawierających 
K,  w których K  jes t  gęste.
D o w ó d .  (1). Jeżeli a  € K ,  to  u L/ K (a] jest głównym przekrojem Dedekin­
da ciała K,  a więc również przekrojem normalnym. Zatem K  C E.  Musimy 
pokazać, że jeżeli a , 3  € E,  to  a  — 3 , a 3  € E  oraz 3 - 1 € E , o ile 3  =  0. 
Zacznijmy od różnicy. Niech 0 < e € K.  Z definicji zbioru E  wynika istnie­
nie takich elementów a \ , a 2 ,b \ ,b 2  € K,  że a\ < a  < a 2 , b\ < 3  < b2  oraz 
0 < a2  — a\ < 2e, 0 < b 2  — b\ < 2e. W tedy a\ — b2  < a  — 3  < a2  — b\ oraz 
0 <  (a2 —bi) — ( a \—b2 ) =  (a2 —a{) + (b2 —b{) < e. Pokazaliśmy, że u L/ K ( a —3 ] 
jest normalnym przekrojem Dedekinda ciała K , tzn. a  — 3  € E.
Zajmiemy się teraz iloczynem. Niech a, (3 € E.  Możemy oczywiście ogra­
niczyć się do przypadku a 3  =  0. Załóżmy najpierw, że elementy a  oraz 
3  są dodatnie. Ponieważ L  jest rozszerzeniem archimedesowym ciała K,  
więc istnieje tak i element u € K , że 0 < a  < u, 0 < 3  < u. Niech 
0 < e € K  oraz niech t  =  1 u - 1 e. Z definicji E  wynika istnienie ta ­
kich elementów a 1 , a 2 ,b 1 ,b2  € K,  że a 1 < a  < a2, b1 < 3  < b2  oraz
0 < a2  — a 1 < t, 0 < b 2  — b1 < t. Bez zmniejszania ogólności można założyć, 
że a2  <  u  oraz b2  <  u. W tedy a 1 b1 < a 3  < a2 b2  oraz
0 <  a 2 b2  — a 1 b1 =  a 2 (b2  — b1) +  b1 (a2  — a 1) <  (a2 +  b1)t <  2 ut  =  e.
Oznacza to, że u l / k (a3] jest normalnym przekrojem  Dedekinda ciała K
1 a 3  € E.  Dla uzyskania dowodów w pozostałych przypadkach uwzględnia­
jących znak a  oraz 3  wystarczy posłużyć się równościami a 3  =  (—a ) ( —3) =  
— (a (—3))  =  —((—a ) 3 ) .
Pozostaje sprawdzić, że jeżeli 3  jest niezerowym elementem zbioru E,  to 
3 - 1 € E.  W ystarczy rozważyć przypadek 3  > 0. W ybierzmy u € K  ta ­
kie, że 0 < u < 3.  Niech 0 < e € K  oraz niech t  =  eu2. Z określenia E  
mamy b1 , b2  € K  takie, że b1 < 3  < b2  oraz 0 < b2  — b1 < t. Możemy 
znowu przyjąć, że 0 < u  <  b1. W tedy 0 <  b - 1 < 3 - 1 < b - 1 <  u - 1 oraz 
0 <  b - 1 — b - 1 =  (b2  — b1 ) b -1b - 1 <  t u - 2  =  e. Zatem 3 - 1 € E.  W  ten  sposób 
zakończyliśmy sprawdzanie, że E  jest podciałem  ciała L.
(2). Gęstość K  w E  wynika z określenia E  oraz twierdzenia 4.1.8.
(3). Jeżeli M  jest podciałem  ciała E  zawierającym K , to oczywiście K  
jest gęste w M.  Załóżmy teraz, że M  jest podciałem  ciała L  zawierającym 
K  oraz K  jest gęste w M.  K orzystając jeszcze raz z twierdzenia 4.1.8, mamy 
u L/ K (3] € Dn ( K ) dla każdego 3  € M .  Zatem M  C E.
P unkt (4) wynika ze stwierdzeń (1)-(3). □
Z poprzedniego twierdzenia od razu widać, że jeżeli L 2  jest archimede- 
sowym rozszerzeniem ciała K  oraz L 1 jest podciałem  ciała L 2  zawierającym 
K , to E Li/ k  C E L2 / k . Zatem w celu znalezienia „dużych” rozszerzeń ciała 
K,  w których K  jest gęste, należy poszukiwać „dużych” rozszerzeń archime- 
desowych ciała K .  Następny lemat daje możliwość powiększania rozszerzeń 
archimedesowych ustalonego ciała uporządkowanego.
L e m a t 4 .3 .2 . Niech (D ,G )  będzie nietrywialnym przekrojem Dedekinda 
ciała uporządkowanego K  takim, że klasa D  nie zawiera elementu naj­
większego. Wtedy istnieje takie rozszerzenie archimedesowe L  ciała K  oraz 
a  € L, że (D, G) =  u l / k (a].
D o w ó d .  Załóżmy najpierw, że K  jest ciałem rzeczywiście domkniętym. Je­
śli (D, G) jest głównym przekrojem  Dedekinda wyznaczonym przez a € K , 
to  wystarczy wziąć L  =  K  oraz a  =  a. Jeśli (D, G) nie jest główny, to  dla 
ciała L  =  K ( X ) z porządkiem P  określonym w twierdzeniu 4.2.2.(2) na 
podstawie uwagi 4.2.3.(3) mamy (D ,G)  =  (D P , G P) =  wK (X )/ k (X ] i L  jest 
rozszerzeniem archimedesowym ciała K.
Przypuśćm y teraz, że K  jest dowolnym ciałem uporządkowanym oraz R  
jest jego rzeczywistym domknięciem. Zgodnie z przykładem  4.1.4.(3), ist­
nieje przekrój Dedekinda (D*,G*)  ciała R  taki, że (D ,G )  =  wr / k (D*,G*).  
Przekrój (D*,G*) można tak  wybrać, aby klasa D* nie zawierała elemen­
tu  największego. Na podstawie pierwszej części dowodu istnieje rozszerzenie 
archimedesowe L  ciała R  oraz a  € L  takie, że (D*, G*) =  u p/ p (a]. Ponieważ 
R  jest rozszerzeniem algebraicznym ciała K  (a więc również rozszerzeniem 
archimedesowym na podstawie twierdzenia 4.1.2), więc L  jest rozszerzeniem 
archimedesowym ciała K  (zob. zadanie 1) i
wL /K (a] =  (wR/K ◦  wL/R)(a] =  wR/K (D *, G*) =  (D, G ) .
□
Jeżeli (D, G ) jest nietrywialnym przekrojem  Dedekinda ciała uporządko­
wanego K  takim , że klasa G  nie zawiera elementu najmniejszego, to  postę­
pując analogicznie, znajdziemy rozszerzenie archimedesowe L  ciała K  oraz 
a  € L  takie, że (D, G) =  wL/ K [a).
W n io s e k  4 .3 .3 . Jeżeli K  jes t ciałem uporządkowanym, to istnieje takie 
rozszerzenie archimedesowe L  ciała K , że dla każdego nietrywialnego prze­
kroju Dedekinda (D, G) ciała K  takiego, że klasa D  nie zawiera elementu 
największego, istnieje a  € L  spełniające równość (D ,G )  =  wL/ K (a].
D o w ó d .  Przypomnijmy, że przyjęliśmy wcześniej oznaczenie V 0 ( K ) na 
zbiór nietrywialnych przekrojów Dedekinda (D, G ) ciała K  takich, że klasa 
D  nie zawiera elementu największego. Uporządkujm y dobrze zbiór V 0 ( K ). 
Dla każdego T  =  (D, G) € D 0 ( K ) skonstruujem y rozszerzenie archimedeso­
we K t  ciała K  oraz a p € K p  takie, że
(a) wKT/ K (aT ] =  T,
(b) jeśli T \ , T 2  € V 0 ( K ) oraz T\ < T2, to  K Tl jest podciałem  K T2 .
K onstrukcję przeprowadzimy, stosując indukcję pozaskończoną w następu­
jący sposób.
-  Jeśli T  jest elementem najm niejszym  w V 0 ( K ), to ciało K t  oraz aT  
konstruujem y zgodnie z lematem 4.3.2.
-  Jeśli liczba porządkowa k t  zbioru {S € D 0 ( K ) : S  < T } nie jest gra­
niczna i k t  =  k s 1 + 1 , to K t  oraz aT  konstruujem y z ciała K s 1 oraz 
przekroju Dedekinda W  € w—s / —( T ) nD 0  (K Sl) zgodnie z lematem
4.3.2. 1
-  Jeśli liczba porządkowa k t  zbioru { S  € V 0 ( K ) : S  < T } jest liczbą
graniczną, to  najpierw  konstruujem y ciało K T  =  U K s , które jest
S<T
rozszerzeniem archimedesowym ciała K  (zob. zadanie 1), a następnie 
ciało K t  oraz element aT  konstruujem y z ciała K'T oraz przekroju 
Dedekinda W  € w—  / K ( T ) n V f0 ( K ^ ), stosując ponownie lem at 4.3.2.
Łatwo zauważyć, że ciała K t  konstruowane powyżej spełniają warunki (a)
oraz (b). W tedy L  =  U K t  jest poszukiwanym ciałem. □
t  e v 0 (K)
T w ie rd z e n ie  4 .3 .4 . Każde ciało uporządkowane ma ciągłe domknięcie.
D o w ó d .  Niech K  będzie ciałem uporządkowanym oraz niech L  będzie cia­
łem, o którym  mowa w poprzednim  wniosku, tzn. L  jest archimedesowym 
rozszerzeniem ciała K  oraz we / -  odwzorowuje V'g(L) na cały zbiór D 0(K ). 
Pokażemy, że ciało E  =  E L/ — jest ciągłym domknięciem ciała K.  Z twier­
dzenia 4.3.1 wynika, że K  jest gęste w E.  Pozostaje do pokazania, że E  jest 
uporządkowane w sposób ciągły. Przypuśćmy, że istnieje przekrój norm al­
ny (D ,G )  ciała E,  który nie jest główny. W tedy (D ,G)  € V n (E).  Z tego 
oraz definicji E  wynika, że istnieje a  € E  takie, że we / k (D ,G)  =  we / k (a]. 
Odwzorowanie we / k  na zbiorze V n (E) jest różnowartościowe (zob. uwa­
ga 4.1.9), a więc (D ,G )  =  (DE ( a ) , G e  [a]). Otrzym aliśm y sprzeczność, co 
oznacza, że E  jest uporządkowane w sposób ciągły. □
Następne twierdzenie podaje ważne własności ciągłego domknięcia. Do 
ich udowodnienia potrzebny nam będzie jednak lemat.
L e m a t 4 .3 .5 . Jeśli K  jest  podciałem gęstym w ciele uporządkowanym L, 
to
(1) {y € K  : y < a}  +  {y € K  : y < [3} =  {y € K  : y < a  +  f3} dla
dowolnych a , 3  €  L;
(2) {y € K  : 0 < y < a } { y  € K  : 0 < y < 3}  =  {y € K  : 0 < y < a 3 } 
dla dowolnych a, 3 € L, 0 < a,  0 < 3.
D o w ó d .  (1). Inkluzja C jest oczywista. W  celu wykazania inkluzji odw rot­
nej załóżmy, że y € {y € K  : y < a + 3}.  Oznaczmy e =  a+ggLy > 0. Z gęsto­
ści K  w L  wynika, że istnieją takie elementy y 1 , y 2  € K,  że a  — e < y 1 < a  
oraz 3  — e < y 2  < 3  .P o  dodaniu stronam i tych nierówności otrzymujemy 
a  +  3  — 2e < y 1 +  y 2  < a  +  3  lub równoważnie y < y 1 +  y 2  < a  +  3.  Stąd 
y — y 1 < y 2  < 3 , tzn. y — y 1 € {y € K  : y < 3}.  Ponieważ y 1 € K  oraz 
y 1 < a , zatem
y  =  y 1 +  (y — y1) € { y  € K  : y < a}  +  {y € K  : y < 3}.
(2). Podobnie jak  powyżej, inkluzja C jest oczywista, zajmiemy się 
więc inkluzją odwrotną. Niech y € {y € K  : 0 < y < a3} .  Oznaczmy 
e =  2 (a — y ) >  0. W tedy a  — e > 0 oraz a-y  < 3.  Z gęstości K  w L  
wynika, że istnieją takie elementy y 1 , y 2  € K,  że 0 < a  — e < y 1 < a  oraz 
yyy < y 2  < 3 . Po pomnożeniu stronam i tych nierówności otrzymujemy 
y  <  y 1 y 2  < a3 .  Stąd yl < y 2  < 3,  tzn. yl € {y € K  : 0 < y  < 3}.  Ponieważ 
y 1 € K  oraz 0 < y 1 < a, zatem
y
y  =  y 1 — € {y € K  : 0 < y  < a } { y  € K  : 0 < y  < 3}.  
y 1
□
T w ie rd z e n ie  4 .3 .6 . Niech E  będzie ciągłym domknięciem ciała uporząd­
kowanego K.
(1) Jeżeli M  jest  uporządkowanym rozszerzeniem ciała K  oraz K  jest  
gęste w ciele M,  to istnieje dokładnie jedno rosnące K-zanurzenie  
$  : M ^  E.
(2) Jeżeli L  jes t właściwym uporządkowanym rozszerzeniem ciała E,  to 
E  nie jes t  gęste w L.
D o w ó d .  (1). Przypuśćmy, że K  jest gęste w swoim uporządkowanym roz­
szerzeniu M .  Z definicji ciągłego domknięcia oraz uwagi 4.1.9 wynika, że 
u E/ K odwzorowuje wzajemnie jednoznacznie Dg(E ) na V'n ( K ), natom iast 
odwzorowanie u M/ K odwzorowuje w sposób różnowartościowy D g ( M ) 
w D'n ( K ). W tedy odwzorowanie $  : M  — > E,  (DE ( $ ( a ) ) , G E [$(a)]) =  
UE) K (u m / k (a]) n  D g ( M ) dla a  € M  jest poprawnie określone. Zatem 
(D m  ( a ) ,G m  [a]) oraz (DE ( $ ( a ) ) , G E [$ (a)]) indukują na K  ten sam prze­
krój Dedekinda, tzn.
{y € K  : y < a }  =  {y € K  : y < $ (a )} .
K orzystając z punktu  (1) poprzedniego lem atu, mamy
{y € K  : y < $ ( a  +  /3)} =  {y € K  : y < a  +  f3] =
=  {y € K  : y < a }  +  {y € K  : y < 3 }  =
=  {y € K  : y < $ (a )}  +  {y € K  : y < $ (3 )}  =  {y € K  : y < $ ( a )  +  $ (3 )} .
Stąd i z gęstości K  w E  mamy
$ ( a  +  3) =  $ ( a )  +  $ (3 ).
Zatem $  jest homomorfizmem addytywnej grupy ciała M  w addytyw ną 
grupę ciała E.  W  szczególności
$ ( —a) =  —$ (a ) .  (4.6)
Z punktu  (2) poprzedniego lem atu wynika, że
$ ( a 3 )  =  $ ( a ) $ ( 3 )  dla dodatnich a, 3  € M.
Z (4.6) wynika, że ta  ostatn ia równość zachodzi dla dowolnych a, 3  € M.  
Pokazaliśmy, że $  jest homomorfizmem, a więc zanurzeniem, ciała M  w ciało 
E.  W prost z definicji odwzorowania $  wynika, że jest ono K -zanurzeniem. 
Pokażemy teraz, że $  jest odwzorowaniem rosnącym. Niech a 1, a 2 € M,  
a 1 < a 2 . Z gęstości K  w M  wynika istnienie a € K  takiego, że a 1 < a < a 2 . 
W tedy
a € { y  € K  : y < a 2 } =  {y € K  : y < $ ( a 2)}
oraz
a € { y  € K  : y < a j  =  {y € K  : y < $ ( a 3 } ,
tzn. $ ( a 1) < a < $ ( a 2). Pozostaje do wykazania jednoznaczność od­
wzorowania $ . Przypuśćmy, że f  : M  ^  E  jest również rosnącym K - 
-zanurzeniem oraz $ ( a )  =  f ( a )  dla pewnego a  € M .  Bez zmniejszania 
ogólności możemy założyć, że $ (a )  <  f ( a ) .  W tedy znajdziemy a € K  
takie, że $ ( a )  < a =  $ (a )  =  f ( a )  <  f ( a )  i otrzym ujemy sprzeczność 
a  < a < a.
(2). Przypuśćmy, że L  jest uporządkowanym rozszerzeniem ciała E  i E  
jest gęste w L.  W tedy również K  jest gęste w L , więc z pierwszej części 
tw ierdzenia wynika, że istnieje dokładnie jedno K -zanurzenie $  : L ^  E.  
Z jednoznaczności odwzorowania $  wynika, że $ |e  =  id®. W tedy E  =  
$ ( E ) C $ (L ) C E.  Mamy zatem  E  =  L, co kończy dowód. □
W n io s e k  4 .3 .7 . Jeśli E i , E 2  są ciągłymi domknięciami ciała uporządkowa­
nego K , to istnieje dokładnie jeden rosnący K-izomorf izm ciała E i na 
ciało E 2 .
D o w ó d .  Twierdzenie 4.3.6.(1) pociąga istnienie i jednoznaczność rosnące­
go K -zanurzenia ciała E i w E 2 . Z punktu  (2) tego twierdzenia wynika, że 
takie zanurzenie musi być izomorfizmem. □
Z wniosku 4.3.7 wynika, że ciągłe domknięcie ciała uporządkowanego 
K  jest wyznaczone jednoznacznie z dokładnością oczywiście do rosnącego 
K -izomorfizmu.
O dtąd K  oznaczać będzie ciągłe domknięcie ciała uporządkowanego K.
U w a g a  4 .3 .8 . Założenie gęstości ciała K  w jego ciągłym domknięciu jest 
konieczne, o czym świadczy przykład ciała Q ((X )), które jest rozszerzeniem 
ciała Q uporządkowanym w sposób ciągły (zob. twierdzenie 4.3.11), lecz 
nieprawdziwy jest punkt (1) poprzedniego twierdzenia, gdyż chociaż Q jest 
gęste w R, to  R nie zanurza się w Q ((X )).
U w a g a  4 .3 .9 . Niech E  będzie ciągłym domknięciem ciała uporządkowane­
go K  skonstruowanym w twierdzeniu 4.3.4. Zbiór V'n ( K ) jest uporządkowa­
ny w naturalny sposób:
( D l , G l ) < (D 2 , G 2 ) ^  Di  C D 2 .
Zatem przekrój (D, G) można nazwać dodatnim , jeśli klasa górna G  nie 
zawiera pewnych elementów dodatnich. Odwzorowanie u  : E  — > V'n ( K ), 
a  i— > Ue / k ( a], jest rosnące i wzajemnie jednoznaczne. Zatem na zbiór 
V'n ( K ) można „transportow ać” struk turę  ciała, definiując dodawanie i mno­
żenie następująco:
(D i, G i) +  D 2 , G 2 ) =  u ( u - l (Di ,  Gi)  +  u - l (D 2 , G 2 )), 
(Di ,  Gi)  ■ (D 2 , G 2 ) =  u ( u - i ( D i ,G i )  ■ u - i (D 2 , G 2 )).
Postępując podobnie jak  w lemacie 4.3.5, nietrudno pokazać, że dla dodat­
nich przekrojów ( Di , Gi ) ,  (D 2 , G 2 ) € D n(K ) pary (Di  +  D 2 , K \  (Di  +  D 2 )) 
oraz (K  \  (G i ■ G 2 ), G i ■ G 2 ) należą do V n ( K ). W tedy łatwo zauważyć, że
( Di , Gi )  +  (D 2 , G 2 ) =  (D i +  D 2 , K  \  (Di  +  D 2 )) (4.7)
oraz
( D i ,G i )  ■ (D 2 , G 2 ) =  (K  \  (Gi ■ G 2 ) ,G i  ■ G 2 ). (4.8)
Ciągłe domknięcie ciała K  można równoważnie skonstruować jako zbiór 
V'n (K ) wyposażony w działania zdefiniowane w (4.7) oraz (4.8). Jednak 
przy takim  podejściu sprawdzenie warunków ciała jest bardzo żmudne.
P r z y k ła d  4 .3 .1 0 . Ciało liczb rzeczywistych R jest ciągłym domknięciem 
ciała liczb wymiernych Q (zob. lem aty D.2.6 oraz D.2.4).
T w ie rd z e n ie  4 .3 .1 1 . Niech P  będzie ustalonym porządkiem ciała K . Ciało 
szeregów formalnych K  ( (X )) z porządkiem P+ zdefiniowanym w podrozdziale
1.2 jes t  ciągłym domknięciem ciała funkcji  wymiernych K  ( X ) z porządkiem 
indukowanym z ciała szeregów formalnych.
TO
D o w ó d .  Dowolnemu szeregowi formalnemu f  =  • £ a X i 6 K ( ( X )) f  =
i=n
0, przyporządkujem y liczbę St f  =  min{i : ai =  0} (w odróżnieniu od st f  
dla f  6  K [ X ] C K ((X ))), a współczynnik aSt f  nazywać będziemy współ­
czynnikiem wiodącym szeregu f .  Ponadto  przyjmujemy St 0 =  to . Najpierw 
pokażemy, że ciało K ( X ) jest gęste w ciele K ((X )). Ustalm y dwa dowolne,
TO TO
różne elementy f  =  ^  aiX i oraz g =  ^  biX i ciała K ( ( X )) i załóżmy,
i=n i=n
że f  < g. Oznaczmy j  =  min{i 6 Z : ai =  bi } =  S t( f  — g). Nierówność 
f  < g jest równoważna nierówności aj < bj . Jak  łatwo zauważyć, funkcja 
wymierna
a n X n +  an+iXn+l +  • • • +  a—  X j - 1 +  X j 6 K ( X )
leży między szeregami f  i g.
Aby udowodnić ciągłość uporządkowania w K ((X )), ustalm y dowol­
ny, normalny przekrój Dedekinda (D ,G)  ciała K ((X )). Ponieważ prze­
krój (D, G) jest normalny, więc dla każdej liczby naturalnej m  istnieją 
szeregi f m 6  D  i gm 6  G takie, że gm — f m < X m+1. Bez ogranicze­
nia ogólności można założyć, że f m - 1 <  f m oraz gm <  gm - 1 . Oznaczmy 
n  =  min{0, St f i ,  St g1}. Przy przyjętych założeniach mamy nierówności 
0 <  gm f m+ 1  ^  gm fm < X m+ 1 , zatem  St (gm — fm) > m.  Stąd współ­
czynniki występujące w szeregach f m oraz gm przy X i dla i =  n, n + 1 , . . .  ,m ,  
są równe i ich wspólną wartość oznaczamy symbolem ci . Zauważmy rów­
nież, że St (gm — f m+ 1 ) > m,  a więc współczynniki wielomianów f m i gm 
o wskaźnikach nieprzekraczających m  są równe odpowiednim współczynni­
kom wielomianów f m+ 1 i gm+ 1 . W  ten  sposób otrzym ujemy nieskończo­
ny ciąg (cm)m~^n . Do zakończenia dowodu wystarczy pokazać, że szereg
h  =  2 3=n CiXi spełnia nierówności f  <  h  <  5 dla wszystkich f  € D
3
i 5 € G. Niech f  =  ^ d iX i € D  i f  =  h. Oznaczmy m =  St(h -  f ).
i=n
Zgodnie z definicją szeregu h, wszystkie współczynniki szeregów 5m i h aż 
do m -tego włącznie są równe, zatem  mamy St(gTO -  h) >  m +  1. Stąd otrzy­
mujemy S t(5m -  f ) =  S t((5m -  h) +  (h -  f )) =  rn in(St(5m -  h), S t(h -  f )) =  
S t(h  -  f ) =  m.  A więc ci =  di dla i <  m  oraz cm >  dm , gdyż f  € D,  
a 5m € G. Z definicji szeregu h  wynika, że cm -  dm jest współczynnikiem 
wiodącym h -  f ,  zatem  h >  f .  Podobnie pokazuje się, że h  <  5  dla 5  € G.
□
U w a g a  4 .3 .1 2 . Poprzednie twierdzenie dowodzi, że ciągłe domknięcie ciała 
uporządkowanego nie musi być rzeczywiście domknięte. Z kolei rzeczywiste 
domknięcie ciała uporządkowanego nie zawsze jest uporządkowane w spo­
sób ciągły. Jednak, jak  zobaczymy w dalszej części, ciągłe domknięcie ciała 
rzeczywiście domkniętego jest rzeczywiście domknięte.
Następne twierdzenie pokazuje, że ciągłe domknięcie ciała uporządko­
wanego K  „dziedziczy” pewne własności algebraiczne ciała K.
T w ie rd z e n ie  4 .3 .1 3 . Jeśli n  jest  dodatnią liczbą całkowitą i każdy dodatni 
element ciała uporządkowanego K  jest  n- tą  potęgą pewnego e le m en tu  ciała 
K , to również każdy dodatni element ciągłego domknięcia K  ciała K  jest  
n-tą potęgą pewnego dodatniego elementu ciała K .
D o w ó d .  Dla każdego 0 < a  € K  przekrój Dedekinda (D ,G )  =  w ^ / K (a] 
jest normalny. Ponieważ element a  jest dodatni, więc 0 € D  oraz G zawiera 
tylko elementy dodatnie. Z założenia wynika, że dla każdego 0 < a € K  
istnieje dokładnie jeden element 0 < b € K  oznaczany taki, że bn =  a 
(zob. zadanie 10). Niech GG =  {b € K  : b >  0, bn € G}.  W tedy D'  =  K  \  GG 
zawiera wszystkie niedodatnie elementy ciała K  i takie elementy dodatnie b, 
że bn € D . Zauważmy, że (D ' , G ') jest nietrywialnym przekrojem Dedekinda 
w K .
Przypuśćmy, że b0 jest największym elementem klasy D ' . W tedy 0 <  b0, 
bn € D,  zatem  bn < a . Ponieważ ciało K  jest gęste w K , istnieje 
c € K  takie, że 0 < bn < c < a.  Zgodnie z założeniem, istnieje element
0 < c0 € K  taki, że cj} =  c. Łatwo pokazać, że b0 < c0 (zob. zadanie 10)
1 wiemy, że b0 jest największym elementem zbioru D ' , zatem  c0 € G ' , 
a stąd  c € G. Jednakże z przyjętych założeń wynika, że c € D,  gdyż 
c < a.  Ta sprzeczność pokazuje, że klasa D'  nie ma elementu największego.
Z tego, że element a  jest dodatni wynika, że zbiór D  zawiera pewien ele­
ment dodatni c. Załóżmy, że d jest dowolnym dodatnim  elementem ciała K  
i przyjmijmy, że d* =  n( nC)n—1 d. Oczywiście, 0 < d* € K . Ponieważ (D , G) 
jest przekrojem  normalnym, więc istnieją elementy s € D  i r € G takie, 
że 0 <  r — s < d*. Możemy również przyjąć, że c < s. W tedy mamy 
0 <  f C  < f s  < f r  i stąd
n— 1
n ( KfC)n—1 <  ^ ( f r)i ( f s ) n—1 —i .
i=0
Dalej
n 1
r — s =  ( n r ) n — ( n s  )n =  ( n r  — n~s) n r y  ( n~s )n 1 -
i= 0
i w ten  sposób
n r  — n s  =  (r — s)
n-1
<  d*u- 1 (n~c)l - n  =  d] T (  n r  )i ( n s  )n-1-
_i= 0
Pokazaliśmy, że przekrój Dedekinda (D ' , G') jest normalny. Z ciągłości upo­
rządkowania w ciele K  wynika, że istnieje element ¡3 € K  taki, że (D ' , G') =  
wK/ k (3]- Łatwo sprawdzić, że 3  > 0. Należy jeszcze wykazać, że 3 n =
a.  Przypuśćmy, że 3 n < a. Z gęstości K  w K  istnieje element a € K,  
3 n < a < a.  Ponieważ 3  < n a ,  więc n a  € G ' , tzn. a € G. Lecz a < a  
oznacza, że a € D.  Ta sprzeczność pokazuje, że 3 n >  a . W  podobny sposób 
można wykluczyć ostrą nierówność, co kończy dowód. □
Twierdzenie 4.3.14. Niech K  będzie podciąłem ciała uporządkowanego L  
oraz niech K '  i L'  będą rzeczywistymi domknięciami odpowiednio ciała K  
i ciała L. Jeżełi K  jes t gęste w L, to K '  jes t  gęste w L ' .
D o w ó d .  Ponieważ K  jest podciąłem  rzeczywiście domkniętego ciała L ' , 
można założyć, że K '  jest podciąłem  ciała L ' . Ciało L'  jest rozszerzeniem 
algebraicznym ciała L,  a K  jest gęste w L. Stąd na podstawie lem atu 4.1.1, 
tw ierdzenia 4.1.2 oraz zadania 1 ciało L'  jest rozszerzeniem archimedesowym 
ciała K.  Pokażemy na początku prawdziwość następującego zdania:
V V 3 \a — y\ < e.
a^L' 0<eG K y<EK'
(4.9)
Niech e będzie elementem dodatnim  ciała K.  Jeśli a  € L ' , to a  jest elemen­
tem  algebraicznym nad L.  Niech f  =  X n +an - 1 X n - 1 +  ■ ■ ■+a1 X + a 0 € L [X ] 
będzie wielomianem minimalnym a  nad L. W ielomian f  jest rozdzielczy, 
a więc f '( a )  =  0. Ciało L'  jest rzeczywiście domknięte, zatem  f '  m a stały 
znak w pewnym otoczeniu a , czyli istnieje takie 0 < 7  € L ' , że funkcja 
wielomianowa f  jest m onotoniczna na odcinku [a — 7 , a  +  7 ]. Ciało L'  jest 
rozszerzeniem archimedesowym ciała K , a więc znajdziem y e' € K  takie, że 
0 < e' < min{e , 7 }. W tedy f  (a  — e') oraz f  (a +  e') m ają różne znaki. Niech 
a,b € K  będą dodatnim i elementami spełniającym i warunki:
a < m in { |f (a  — e')\, \ f (a  +  e')\}, (4.10)
b >  m ax{ |a  — e'\i , \a +  e'\i : i =  0, 1 , . . . ,n — 1 } (4.11)
Oczywiście, istnienie takich a oraz b znowu wynika z faktu, że L'  jest roz­
szerzeniem archimedesowym ciała K .  Ciało K  jest gęste w L, zatem  istnieją 
bi € K  takie, że a
\ai — bi \ <  — , i =  0 ,1 , . . .  , n  — 1. (4.12)
nb
Niech g =  X n +  b n - i X n - 1 +  ■ ■ ■ +  bxX  +  bo € K [X]. W tedy z (4.11) oraz 
(4.12) mamy
n—1 n—1 a
\ f  (a  ±  e') — g (a  ±  e')\ <  ^  \ai — bi\\a ±  e'\% <  ^  —{b =  a.
i=0 i=0
Wobec (4.10) elementy g(a  — e') oraz g(a  +  e') m ają różne znaki. Skoro K '  
jest rzeczywiście domknięte, to  na podstawie twierdzenia W eierstrassa (zob. 
twierdzenie 3.4.1) wielomian g ma pierwiastek w K '  w przedziale otwartym  
(a  — e ' , a  +  e'), tzn. istnieje y € K ' takie, że \a — y\ < e' <  e oraz g(y)  =  0, 
co kończy dowód w arunku (4.9).
Niech a, /3 € L ' , a  < /3. Zdefiniujmy 7  =  2 (a  +  /3) i wybierzmy 0 < e € K  
takie, że e < 1 (3  — a ). W ybór e jest możliwy dzięki archimedesowości L'  
nad K.  Z w arunku (4.9) istnieje y € K '  taki, że
\7 — y\ < e < 2 (3 — a ) .
Stąd
—2 (3 — a) <  2 (a  +  3 ) — y < 2 (3 — a ) .
Przekształcając prawą z powyższych nierówności, otrzym ujemy y > a, 
a przekształcając ich lewą stronę, otrzym ujemy y < 3 . Pokazaliśmy, że dla 
a , 3  € L ' , a  < 3,  istnieje y € K ' taki, że a  < y < 3,  tzn. K ' jest gęste w L'; 
co kończy dowód twierdzenia. □
W n io s e k  4 .3 .1 5 . Ciało uporządkowane K  jest  gęste w swoim rzeczywistym 
domknięciu wtedy i tylko wtedy, gdy ciągłe domknięcie K  ciała K  jes t rze­
czywiście (domknięte.
D o w ó d .  Niech K ' będzie rzeczywistym domknięciem ciała K.  Załóżmy 
najpierw, że K  jest rzeczywiście domknięte. W tedy (z dokładnością do ro­
snącego izomorfizmu) ciało K '  jest zawarte w K .  Zatem K  jest gęste w K ' . 
Przypuśćm y teraz, że K  jest gęste w K ' . Niech (K )' będzie rzeczywistym 
domknięciem ciała K .  Ponieważ K  jest gęste w K , na mocy poprzedniego 
twierdzenia ciało K '  jest gęste w ciele (K )'. W tedy również K j e s t  gęste 
w (K )' (zob. zadanie 1). Prawdziwa jest inkluzja K  C (K )', ale K  jest mak­
symalnym rozszerzeniem, w którym  K  jest gęste, zatem  K  =  (K )'. □
Jeżeli w poprzednim  wniosku założymy, że K  jest rzeczywiście domknię­
te, to  otrzymamy.
W n io s e k  4 .3 .1 6 . Ciągłe domknięcie ciała rzeczywiście domkniętego jest  
rzeczywiście domknięte.
W n io s e k  4 .3 .1 7 . Jeżeli R  jest  ciałem rzeczywiście domkniętym, to odwzo­
rowanie ^  : X ( R ( X )) — > X ( R ( X )), ^ (Q ) =  Q Cl R ( X ) dla Q £ R ( X ) jest  
surjekcją.
D o w ó d .  Niech P  £ X  ( R ( X )). Porządek P  jest wyznaczony przez przekrój 
Dedekinda (D ,G)  ciała R  (zob. twierdzenie 4.2.2), tj.
P  =  {h £ R ( X ) : 3 3 V h(c) > 0}.
aGDuJ-to} b<EOU{<^ } e<E(a,b)cR
Niech G =  {fi £ R  : 3beG b <  fi}, D  =  R  \  G =  {a  £ R  : VbeG a  < b}. P ara  
( D , G ) jest przekrojem Dedekinda ciała R  takim , że u r / r (D ,G)  =  (D,G).
Ciało R  jest również ciałem rzeczywiście dom kniętym  (poprzedni wnio­
sek). Niech P  £ X ( R ( X )) będzie porządkiem wyznaczonym przez przekrój 
( D , G ), tzn.
P  =  {h £ R (X ) : _ 3 3 V _ h(y) >  0}.
«G.DU{-to} ^GGU{^} ■y£(a,ft)cR
Pokażemy, że ^ ( P )  C P, co da równość ^ ( P ) =  P. Niech h  =  g £  ^ ( P ) ,
gdzie f , g  £ R [ X ] oraz niech a  £ D , fi £ G będą takie, że dla każdego 
Y £ (a , fi) C R  mamy h(^)  > 0. Z definicji G istnieje b £ G takie, że b <  fi.
Jeśli f  (a)g(a)  = 0 ,  to  a  jest elementem algebraicznym nad R  i a  € R. 
W ybierając a =  a , mamy h(c) > 0 dla każdego c € (a, b) C R,  tzn. h € P.
Jeśli f  (a)g(a)  =  0, to  istnieje e € R , e > 0 takie, że h(y) >  0 dla
Y €  ( a  — e, 3 ) C R. Gęstość R  w R  implikuje istnienie a € R, a  — e < a < a.
W tedy h(c) >  0 dla c € (a, b) C R,  tzn. h € P. □
4.4. P o d cia ła  c ia ła  liczb rzeczyw istych
W łasności porządku ciała liczb rzeczywistych i jego podciał były jedną 
z inspiracji rozwoju teorii ciał uporządkowanych. Jednak, jak  zobaczymy 
w tym  podrozdziale, ciała te m ają wiele własności, które powodują, że trze­
ba je traktow ać w sposób wyjątkowy.
L e m a t 4 .4 .1 . Każdy nietrywialny przekrój ciała liczb wymiernych jest  nor­
malny.
D o w ó d .  Niech (D ,G )  będzie nietrywialnym przekrojem  Dedekinda ciała 
liczb wymiernych i niech e > 0 będzie ustaloną liczbą wymierną. Ponieważ 
przekrój jest nietrywialny, więc istnieją a € D  oraz b € G. W ybierzmy taką
i . ,  , . 1  e ^ . . . b — a , ,
liczbę natu ralną n, że — <   . Zauważmy, że ciąg Ck =  a + k, k  =
n  b — a n
0 , 1 , . . . , n ,  jest rosnący i pierwszy jego wyraz należy do D, a ostatn i do
G. Zatem istnieje taki wskaźnik k, że Ck € D , a Ck+i € G. Oczywiście, 
b a
Ck+i — Ck = -------- <  e. Zatem przekrój (D, G) jest normalny. □
L e m a t 4 .4 .2 . Ciało liczb wymiernych jes t  gęste w każdym swoim rozsze­
rzeniu archimedesowym.
D o w ó d .  Załóżmy, że ciało K  jest archimedesowym rozszerzeniem ciała 
liczb wymiernych. Przypuśćmy, że ciało liczb wymiernych nie jest gęste w K , 
a więc istnieją takie a, 3  € K  \  Q, a  < 3, że przedział [a, 3 ] nie zawiera żad­
nej liczby wymiernej. Stąd a  i 3  wyznaczają ten  sam przekrój w Q. Niech 
D  =  D k (a) n  Q =  D k (3 ) G Q, oraz G  =  Q \  D. Z archimedesowości ciała K  
nad Q wynika, że przekrój (D, G) jest nietrywialny (zob. twierdzenie 4.1.5) 
oraz istnieje liczba wymierna e taka, że 0 < e < 3  — a.  Ponieważ każdy nie­
tryw ialny przekrój Dedekinda ciała liczb wymiernych jest normalny, więc dla 
pewnych a € D  i b € G mamy b — a < e . Oczywiście, zachodzą nierówności 
a < a  < 3  < b, zatem  e < 3  — a  < b — a < e, co stanowi sprzeczność. □
Następne twierdzenie zawiera różne charakteryzacje podciał ciała liczb 
rzeczywistych R. Równoważność warunków (1) i (3) nosi nazwę twierdzenia 
Holdera.
T w ie rd z e n ie  4 .4 .3 . Jeśli K  jest  ciałem uporządkowanym, to następujące 
warunki są równoważne:
(1) Istnieje rosnące zanurzenie ciała K  w ciało liczb rzeczywistych.
(2) Ciało liczb wymiernych jest  gęste w K.
(3) K  jest  archimedesowym rozszerzeniem ciała liczb wymiernych.
(4) K  jest  gęste w każdym swoim rozszerzeniu archimedesowym.
(5) Każdy nietrywialny przekrój Dedekinda ciała K  jest  normalny.
(6) Jedynym rosnącym automorfizmem każdego podciała F  ciała K  jest  
automorfizm tożsamościowy na F.
(7) Istnieje taka liczba kardynalna m, że moc dowolnego rozszerzenia ar- 
chimedesowego ciała K  jest  mniejsza lub równa m.
(8) Istnieje maksymalne rozszerzenie archimedesowe ciała K.
D o w ó d .  (1) = ^  (2). Jeśli utożsamimy ciało K  z jego obrazem w ciele 
liczb rzeczywistych, to mamy Q C K  C R. Ponieważ ciało Q jest gęste w R 
(zob. lemat D.2.4), jest również gęste w K.
(2) = ^  (3). W ynika z lem atu 4.1.1.
(3) = ^  (1). Jeżeli K  jest archimedesowym rozszerzeniem Q, to  na pod­
stawie lem atu 4.4.2 ciało Q jest gęste w K.  Zatem (1) wynika z twierdzenia 
4.3.6 oraz przykładu 4.3.10.
(2) = ^  (4). Niech L  będzie archimedesowym rozszerzeniem ciała K . 
Z (2) i przechodniości w arunku archimedesowości (por. zadanie 1) wynika, 
że L  jest archimedesowym rozszerzeniem Q, co zgodnie z lematem 4.4.2, 
pociąga gęstość ciał Q i jego rozszerzenia K  w L.
(4) = ^  (5). Niech (D ,G)  będzie nietrywialnym przekrojem Dedekinda 
ciała K.  Bez zmniejszania ogólności możemy założyć, że przekrój (D, G) 
nie jest główny (zob. zadanie 3). Z lem atu 4.3.2 wynika istnienie takiego 
archimedesowego rozszerzenia L  ciała K  oraz a  € L, że (D ,G)  =  u l / k (a]. 
Niech 0 < e € K.  Z założenia K  jest gęste w L,  zatem  istnieją takie a, b € K,  
że
e e  
a  — ^  < a < a < b < a  +  ^ .
Zatem a € D,  b € G oraz 0 < b — a < e. To oznacza, że przekrój (D, G) jest 
normalny.
(5) = ^  (3). Załóżmy teraz, że każdy nietrywialny przekrój Dedekinda 
ciała K  jest normalny i K  nie jest rozszerzeniem archimedesowym ciała Q.
Niech G będzie zbiorem elementów ciała K  nieskończenie dużych nad Q oraz 
D  =  K  \  G. W tedy Q C D  oraz (D, G) jest nietrywialnym, a więc również 
normalnym, przekrojem Dedekinda ciała K.  Istnieją zatem  takie a € D  
oraz b € G, ż e 0  < b -  a < 1. Ponieważ w klasie D  nie ma elementów 
nieskończenie dużych nad Q, więc istnieje r € Q takie, że a <  r, ale wtedy 
b =  (b -  a) +  a <  1 +  r. O trzym aliśmy sprzeczność, gdyż b € G.
(2) = ^  (6). Załóżmy, że Q jest gęste w K.  Niech F  będzie podciałem 
ciała K  oraz niech a  będzie rosnącym automorfizmem ciała F. W tedy Q 
jest również gęste w F  i (6) wynika z lem atu 4.1.10.
(6) = ^  (3). W ynika wprost z lem atu 4.1.7.
W  ten  sposób zakończyliśmy dowód równoważności pierwszych sześciu 
warunków.
(1) -  (6) = ^  (7). Załóżmy prawdziwość pierwszych sześciu warunków. 
Archimedesowe rozszerzenie L  ciała K  jest również archimedesowym roz­
szerzeniem ciała Q, a więc L  jest izomorficzne z podciałem  ciała R. Zatem 
moc ciała L  jest mniejsza lub równa c.
(7) = ^  (8). Załóżmy, że moc rozszerzeń archimedesowych ciała K  jest 
ograniczona oraz K  nie m a maksymalnego rozszerzenia archimedesowego. 
Oznacza to, że
(*) jeśli L  jest rozszerzeniem archimedesowym ciała K,  to  istnieje rozsze­
rzenie L\  ciała L, L \  =  L, które jest rozszerzeniem archimedesowym 
ciała K.
Niech k będzie dowolną liczbą porządkową. Dla dowolnej liczby porządkowej 
a  <  k skonstruujem y rozszerzenie archimedesowe K a ciała K  w następujący 
sposób:
(a) Ko =  K.
(b) Jeśli a  nie jest liczbą graniczną i a  =  a\  +  1, to na mocy (*) ist­
nieje rozszerzenie K a ciała K a i , K a =  K ai , które jest rozszerzeniem 
archimedesowym ciała K.
(c) Jeśli a  jest liczbą graniczną, to ciała K ai dla a\ < a  tworzą ściśle 
rosnący łańcuch, a więc K a =  U K ai jest rozszerzeniem archime-
oi<a
desowym ciała K  (zob. zadanie 2) i K a =  K ai dla każdego a\ < a.
Z dowolności liczby porządkowej k wynika, że możemy skonstruować roz­
szerzenie archimedesowe K K ciała K  dowolnie dużej mocy. Otrzym aliśmy 
sprzeczność.
(8) = ^  (5). Niech E  będzie m aksymalnym archimedesowym rozszerze­
niem ciała K  oraz niech (D, G ) będzie jego takim  nietrywialnym przekrojem 
Dedekinda, że klasa D  nie ma elementu największego. Z lem atu 4.3.2 wy­
nika istnienie rozszerzenia archimedesowego L  ciała E  oraz a  € L  takich,
że (D ,G )  =  u L/ E (aj. Lecz L  jest również rozszerzeniem archimedesowym 
ciała K,  a więc z maksymalności E  wynika równość E  =  L. Zatem (D, G) 
jest przekrojem  głównym, a więc i normalnym ciała E,  co kończy dowód 
całego twierdzenia. □
W n io s e k  4 .4 .4 . Wszystkie porządki formalnie rzeczywistego i algebraiczne­
go rozszerzenia ciała Q są archimedesowe nad tym ciałem.
U w a g a  4 .4 .5 . Zastanówmy się, jak  określone jest rosnące zanurzenie 
$  : K  ^  R postulowane w punkcie (1) ostatniego twierdzenia. Jeśli zaj­
rzymy do dowodu twierdzenia 4.3.6, to zauważymy, że dla a  6  K  liczba 
rzeczywista $ ( a )  wyznacza w ciele liczb wymiernych Q przekrój Dedekinda 
({r 6 Q : r <P a},  {r 6  Q : a  < P r}). Zatem na podstawie lem atu D.2.6
$ (a )  =  sup{r 6 Q : r <P a}  =  in f{r 6  Q : a  < P r} 6  R.
Następne twierdzenie podaje szereg warunków charakteryzujących cia­
ło liczb rzeczywistych, które ukazują wyjątkowość tego ciała w klasie ciał 
uporządkowanych.
T w ie rd z e n ie  4 .4 .6 . Jeśli K  jest  ciałem uporządkowanym, to następujące 
warunki są równoważne:
(1) Istnieje rosnący izomorfizm ciała K  na ciało liczb rzeczywistych.
(2) Każdy nietrywialny przekrój Dedekinda ciała K  jest  główny.
(3) Ciało K  nie ma właściwego rozszerzenia archimedesowego.
(4) Ciało K  jest  uporządkowane w sposób ciągły i ciało liczb wymiernych 
jest  gęste w K .
(5) Ciało K  jest  uporządkowane w sposób ciągły i jes t archimedesowym 
rozszerzeniem ciała liczb wymiernych.
(6) (a) Każdy nietrywialny przekrój Dedekinda ciała K  jes t normalny. 
(b) Ciało K  nie jes t gęste w żadnym swoim właściwym rozszerze­
niu.
(7) (a) Jeżeli F  jest  podciałem ciała K ,  to id^ jest  jedynym rosnącym
automorfizmem ciała F.
(b) Jeżeli L  jest  właściwym uporządkowanym rozszerzeniem ciała 
K, to istnieje podciało M  ciała L  zawierające ciało K  oraz 
nietożsamościowy rosnący automorfizm a ciała M.
D o w ó d .  (1) = ^  (2). Niech $  : K  — > R będzie rosnącym izomorfizmem 
oraz niech (D, G ) będzie nietrywialnym przekrojem  Dedekinda ciała K.
W tedy ($ (D ),$ (G ))  jest nietrywialnym przekrojem  Dedekinda ciała R. 
Zatem na podstawie lem atu D.2.6 przekrój ($ (D ),$ (G ))  jest przekrojem 
głównym wyznaczonym przez pewną liczbę rzeczywistą a. Stąd (D, G) jest 
przekrojem  głównym wyznaczonym przez $ - 1 (a).
(2) = ^  (3). Przypuśćmy, że każdy nietrywialny przekrój Dedekinda cia­
ła K  jest główny. Niech L  będzie archimedesowym rozszerzeniem ciała K.  
Pokażemy, że L  =  K.  Oczywiście, do wykazania pozostaje jedynie inkluzja 
L C K.  Niech zatem  a  € L. W tedy u L/ K (a] jest nietrywialnym  przekro­
jem  Dedekinda ciała K,  a więc przekrojem  głównym wyznaczonym przez 
pewien element k € K.  Pokażemy, że a  =  k. Przypuśćmy, że a  =  k. W tedy 
a  < k  lub a  > k. Rozważymy pierwszy przypadek; w drugim postępuje się 
podobnie. Ponieważ L  jest archimedesowym rozszerzeniem K , więc istnieje 
taki element e € K,  że 0 < e < k — a. Element k — e należy do dolnej klasy 
przekroju u L/ K (a], gdyż k — e € K  oraz k — e < k. Stąd k — e < a  < k — e, 
co jest oczywiście niemożliwe. Zatem a  =  k € K.
(3) = ^  (1). Z (3) oraz twierdzenia 4.4.3 wynika istnienie rosnącego 
zanurzenia $  : K  ^  R, które ze względu na (3) jest izomorfizmem.
(1) = ^  (4). Ponieważ R jest uporządkowane w sposób ciągły i Q jest 
gęste w R , więc implikacja jest oczywista.
(4) = ^  (5). W ynika z lem atu 4.1.1.
(5) = ^  (1). Twierdzenie 4.4.3 gwarantuje istnienie rosnącego zanurzenia 
$  : K  ^  R, które musi być izomorfizmem, gdyż K,  a więc również $ ( K ), 
jest uporządkowane w sposób ciągły.
W ykazaliśmy równoważność pierwszych pięciu warunków.
(1) — (5) = ^  (6). Implikacja jest oczywista, gdyż (2) = ^  (6a) 
i (3) = ^  (6b).
(6) = ^  (1). Z (6a) oraz twierdzenia 4.4.3 wynika, że istnieje rosnące 
zanurzenie $  : K  ^  R, a z (6b) wynika, że $  jest izomorfizmem.
(1) — (5) = ^  (7). Z lem atu 4.1.10 wynika prawdziwość implikacji
(1) = ^  (7a), a z lem atu 4.1.7 -  prawdziwość implikacji (3) = ^  (7b).
(7) = ^  (1). Na podstawie lem atu 4.1.7 oraz (7a) K  jest archimedesowym 
rozszerzeniem ciała Q, a to  z kolei na podstawie twierdzenia 4.4.3 gwarantuje 
istnienie rosnącego zanurzenia $  : K  ^  R, które musi być izomorfizmem, 
gdyż żadne właściwe podciało ciała R nie spełnia warunku (7b).
W  ten  sposób zakończyliśmy dowód twierdzenia. □
4.5. T w ierdzen ie  aproksym acyjne dla norm
Zgodnie z twierdzeniem 4.4.3, każdy porządek archimedesowy ciała K  wy­
znacza jednoznacznie rosnące zanurzenie # p  : K  ^  R. W tedy mamy
\x\p =  $ - 1 ( \$ p (x)\) dla x  € K,
gdzie \x\p oznacza wartość bezwzględną elementu x  względem porządku P  
zdefiniowaną w rozdziale 1. Odwzorowanie
\\ • \\p : K  — ► R, \\x\\P =  $ P (\x\p) =  |$ p (x )\ dla x  € K
spełnia dla każdych x , y  € K  następujące warunki:
(n1) \\x\\p  >  0, \\x\\p  =  0 x  =  0,
(n2) \\xy\\p =  \\x\\p\\y\\p,
(n3) \\x +  y\\p <  \\x\\p +  \\y\\p.
Dla dowolnego ciała K , niekoniecznie formalnie rzeczywistego, odwzo­
rowanie \ \ • \ \ : K  — > R spełniające warunki (n1), (n2) oraz (n3) nazywać 
będziemy normą. Jak  widać, każdy porządek archimedesowy ciała K  wyzna­
cza na tym  ciele normę. Jednak nie wszystkie normy pochodzą od porząd­
ków archimedesowych. Ciało m ające normę nie musi nawet być formalnie 
rzeczywiste, np. m oduł na ciele C jest normą. Chociaż w kolejnych rozdzia­
łach zastosowanie będą m iały jedynie normy pochodzące od porządków, to 
dalsze rozważania poprowadzimy dla dowolnych norm. Normy \ \ • \ \ 1 oraz 
\ \ • \ \2 ciała K  nazywamy niezależnymi, jeżeli istnieje taki element x  € K,  
że \ \x\ \ 1 <  1 i \ \x\ \2 >  1. Jeśli ten  warunek jest spełniony, to  \ \x - 1  \ \2 <  1 
i \ \x - 1  \ \ 1 >  1, co oznacza symetryczność relacji niezależności norm.
Lemat 4.5.1. Jeżeli P  oraz Q są porządkami archimedesowymi ciała K,  
P  =  Q, to normy \ \ • \ \p  oraz \ \ • \ \q są niezależne.
D o w ó d .  Ponieważ P  =  Q, więc $ p =  $ q . Zatem $ p (y) =  $Q(y) dla 
pewnego elementu y € K.  Możemy założyć, że $Q(y) <  $ p (y). Niech 
r ,q € Q będą takie, że
r < ^Q (y) < q <  § p  (y).
W tedy
0 <  $Q (y -  r) < q  -  r < $ p (y  -  r)
oraz
0 <  * q (  y— ) <  1 <  # p
q -  r q -  r
Zatem dla x  =  y—r  mamy \ \ x  \ \ q < 1 oraz \ \ x  \ \ p  > 1. □
O ważnej własności niezależnych norm mówi następujące twierdzenie.
T w ie rd z e n ie  4 .5 .2  (aproksymacyjne). Niech || • | | i , . . . ,  || • ||n będą parami  
niezależnymi normami ciała K.  Wtedy dla każdych x 1 , . . . , x n € K  oraz 
e € R, e > 0, istnieje taki element x  € K,  że
Hx — XiHi < e  dla i = 1 , . . . ,n.
D o w ó d .  Najpierw pokażemy istnienie takich elementów z 1, . . . ,zn € K,  że
v  (1 <  <  1). (4.13)
j =i
Rozpoczniemy od skonstruowania z 1. Zastosujemy indukcję względem n. 
Prawdziwość w arunku dla n  =  2 wynika z założenia. Załóżmy więc, że 
n  > 2 oraz mamy y € K  spełniający nierówności 1 <  HyHb HyHj < 1 dla j  =  
2, . . . ,n — 1. Niech u  będzie elementem ciała K  takim , że 1 <  | |u | |1, HuHn < 1. 
Jeśli HyHn <  1, to  1 <  ||uym| |1 oraz ||uym||n <  1 dla każdego m  € N. Ciąg 
(uym)m^N zmierza do zera względem normy || • ||j dla j  = 2, . . . ,n — 1. Zatem 
dla dostatecznie dużego m  mamy ||uym||j <  1, j  =  2, . . . ,n — 1 i dla takiego 
m  element z 1 =  u y m spełnia warunek (4.13) dla i =  1. Przypuśćm y teraz, 
że 1 < ||y||n. Ciąg
y m
wm =   --------- , m  € N
m 1 +  y m
zmierza do 0 względem normy || • ||j dla j  =  2 , . . . ,n  — 1 i zmierza do 1 
dla j  =  1,n.  Stąd ciąg (uwm)meN zmierza do 0 względem normy || • Hj dla 
j  =  2, . . . ,n — 1 i zmierza do u  dla j  =  1,n.  Zatem dla dostatecznie dużego 
m  €  N element z 1 =  uwm spełnia warunek (4.13) dla i =  1. Podobnie 
konstruuje się z2, . . . , zn .
Pokażemy teraz, że
v  v  3  v  (||C — 1||i < 6 , HtiUj < S ) .  (4.14)
¿>0 i= 1 ,...,n ti£K j=i
Jeżeli Zi jest elementem ciała K  spełniającym  (4.13), to  ciąg
z m
wm =  i _  , m  €  Nm 11 +  z,
zmierza do 1 względem normy || • ||j dla j  =  i i zmierza do 0 dla j  =  i. 
Zatem dla dostatecznie dużego m  € N element
z
t i =
i i  +  zm
spełnia nierówności w (4.14).
Niech e €  R, e > 0, oraz niech r €  R będzie takie, że \\xi \\i < r dla 
i =  1,. . . ,n.  Dla każdego i =  1, . . . ,n wybierzmy t i spełniające nierówności 
w w arunku (4.14) dla ó =  n r . W tedy dla
X =  t lXl  +  ... +  tnXn
mamy
\\x -  Xi\\i =  \\tlXl +  ... +  (ti -  1)xi +  ... +  tnXn\\i <
^  \\t 1 Xl\\i +  ... +  \\(ti -  1)Xi\\i +  ... +  \ \ tnXn \\ i < e,
co kończy dowód. □
W n io s e k  4 .5 .3 . Niech P l , . . . ,Pn będą parami różnymi porządkami archime- 
desowymi ciała K.  Wtedy dla każdych Xl , ...,Xn € K  oraz e € R istnieje 
taki element X € K,  że
\\x  -  Xi \\pi < e  dla i = 1, . . . ,n.
4.6. Zadania
1. Niech F  C K  C L  będzie wieżą ciał uporządkowanych.
(a) L  jest archimedesowym rozszerzeniem ciała F  w tedy i tylko wtedy, 
gdy L  jest archimedesowym rozszerzeniem ciała K  oraz K  jest 
archimedesowym rozszerzeniem ciała F.
(b) F  jest gęste w L  w tedy i tylko wtedy, gdy F  jest gęste w K  oraz 
K  jest gęste w L.
2. Niech ( K i)ieI  będzie wstępującym  łańcuchem ciał uporządkowanych
zawierających ciało K.  Niech L  =  U Ki.
iei
(a) Jeśli K i jest rozszerzeniem archimedesowym ciała K  dla każdego 
i € I,  to  L  też jest rozszerzeniem archimedesowym ciała K.
(b) Jeśli K  jest gęste w K i dla każdego i € I , to  K  też jest gęste w L.
3. Pokazać, że każdy przekrój główny ciała uporządkowanego jest norm al­
ny.
4. Wykazać, że jeżeli L  nie jest rozszerzeniem archimedesowym ciała K,  to 
przekroje ( D - X>( L / K  ) , G - X>( L / K )) oraz (DX>( L / K  ) , G X>( L / K )) 
z przykładu 4.1.4.(2) nie są normalne.
5. Jeśli ciało K  jest gęste w swoim uporządkowanym rozszerzeniu L, to 
odwzorowanie u l / k  jest „prawie różnowartościowe” w tym  sensie, że 
jeśli dla przekrojów Dedekinda (D 1,G 1) oraz (D 2 , G 2 ) ciała L  mamy 
u l / k ( D 1 , G 1 ) =  u l / k ( D 2 , G 2 ), to  ( D 1 G 1 ) =  (D 2 , G 2 ) albo jeden jest 
postaci (D [a j,G (a )) , a drugi (D (a ) ,G [a j)  i a  6  K.
6. Pokazać na przykładzie, że nawet w przypadku rozszerzenia archime- 
desowego L  ciała K  przedział [a, 3 j n  K  może być zbiorem pustym  dla 
pewnych a, 3  6 L, a  < 3 .
7. Sprawdzić, że zbiory Pa+ oraz Pa-  zdefiniowane równaniami (4.2) oraz
(4.3) i zbiory Pf  + q oraz P f -  q  zdefiniowane równaniami (4.4) oraz (4.5) 
są porządkami ciała K (X ) .
8. Niech f  6 K [ Y j będzie unormowanym wielomianem nierozkładalnym 
oraz Q i Q 1 będą dwoma różnymi przedłużeniami porządku P  ciała K  
na rozszerzenie L  =  K  [Y ] / ( f ). Pokazać, że Pf  + q  =  Pf+ q 1 i P f  -  q  =
Pf  - ,Qi.
9. Niech f , g  6 K [ Y j będą dwoma różnymi unormowanymi oraz nie- 
rozkładalnym i wielomianami. Pokazać, że jeżeli Q 6 X ( K [ Y j / ( f )) 
oraz S  6 X (K [Y ]/(g )) są przedłużeniami porządku P  6 X (K ), to
Pf  +,Q =  Pg+,S oraz Pf -  ,Q =  Pg- ,S.
Wsk. Rozważyć f 2 — g2.
10. Niech K  będzie ciałem uporządkowanym oraz niech a, b 6 K.  Pokazać, 
że
(a) jeżeli ab > 0 oraz an =  bn dla pewnego n  6 N, to  a =  b,
(b) jeżeli a,b > 0 oraz an < bn dla pewnego n  6  N, to  a < b.
11. Pokazać, że każde dwa przedziały otwarte (domknięte) i ograniczone 
w ciele uporządkowanym są podobne jako zbiory uporządkowane.
12. Pokazać, że każdy przedział otw arty w ciele uporządkowanym K  jest 
podobny jako zbiór uporządkowany do całego zbioru K.
Wsk. Rozważyć funkcję f  (x) =  1 — , gdy — 1 < x  <  0 oraz f  (x) =
— 1 , gdy 0 <  x <  1 .
13. Niech P  będzie porządkiem ciała K.  Pokazać, że każde dwa ciała upo­
rządkowane spośród (K ( X ) , P a+), (K ( X ) , P a- ), (K (X ) ,P x , )  oraz 
(K (X ) , P - m ) są K -izomorficzne, tzn. istnieje między nimi rosnący K - 
-izomorfizm.
14. Niech P  będzie porządkiem ciała L  oraz niech Q będzie jednym  z po­
rządków Pa+, Pa- , P ^ ,  P- ciała L ( X ). Pokazać, że jeśli L  jest właści­
wym rozszerzeniem ciała K  oraz a € K,  to ciało K (X ) nie jest gęste 
w ciele uporządkowanym ( L ( X ) ,Q )  (nawet gdy K  jest gęste w L). 
Wsk. Na podstawie poprzedniego zadania wystarczy ograniczyć się do
Q =  P c».
15. Pokazać, że jeżeli ciało L  jest archimedesowym rozszerzeniem ciała K,  
to
(a) rzeczywiste domknięcie ciała L  jest archimedesowym rozszerzeniem 
rzeczywistego domknięcia ciała K,
(b) ciągłe domknięcie ciała L  jest archimedesowym rozszerzeniem cią­
głego domknięcia ciała K.
16. Niech ciało uporządkowane L  będzie rozszerzeniem ciała K . Pokazać, 
że para zbiorów
D o(K ) =  { a  € L  : V a < a } ,  Go(K) =  L \  Do(K)
aeK,a>0
jest przekrojem Dedekinda ciała L. Przekrój (D 0(K ) ,G 0(K )) jest nor­
malny wtedy i tylko wtedy, gdy L  jest archimedesowym rozszerzeniem 
K .
17. Pokazać, że jeśli ciało uporządkowane L  nie jest archimedesowe 
(nad Q), to dla dowolnych x , y  € L, x  < y, istnieje przekrój Dede­
kinda (D, G) tego ciała, który nie jest normalny i x  € D  oraz y € G 
(tzn. przekroje, które nie są normalne, są rozłożone gęsto między prze­
krojam i głównymi).
18. Niech K  będzie podciałem  ciała uporządkowanego L  oraz niech (D', G') 
będzie przekrojem  Dedekinda ciała K . Przyjm ijm y następujące defini­
cje:
(a) G0 =  {3 € L  : 3 b <  3}  oraz D 0 =  L \  G0.
beG'
(b) G 1 =  {3 € L  : V a < 3 }  oraz D 1 =  L \  G 1.
aeD'
(c) D 2  =  {a  € L  : El a  <  a} oraz G 2  =  L \  D 2 .
aeD'
(d) D 3  =  {a  € L  : V a  <  b} oraz G 3  =  L \  D 3 .
b ec
Pokazać, że dla i =  0 ,1 ,2 ,3  przekrój (Di , G i) jest przekrojem Dedekin- 
da ciała L  takim , że u l / k (D i , G i) =  (D ' , G ' ). Czy w każdym rozsze­
rzeniu L  ciała K  wszystkie przekroje określone w punktach (a)-(d ) są 
sobie równe?
19. Niech L  będzie archimedesowym rozszerzeniem ciała K . Pokazać, że 
jeśli K  nie jest gęste w L, to  istnieją takie przekroje (D, G ) ciała K , 
dla których zbiór przekrojów u Lj K (D, G) Cl Dg(L) jest nieskończony.
20. Załóżmy, że (F, P ) jest ciałem uporządkowanym. Niech P ^  będzie po­
rządkiem ciała funkcji wymiernych K  =  F (X ) z przykładu 1.1.14. Po­
kazać, że jeśli przedłużenie porządku P ^  w ciele L  =  K ( \ / X ) jest tak  
wybrane, że element \ [ X  jest dodatni, to  u l / k (V X ] =  ( D ^ ( F ) , G ^ ( F ))
21. Wskazać przykład uporządkowanego ciała K  oraz jego archimedeso- 
wego rozszerzenia L  i a  € L  takich, że u l / k  (a] nie jest normalnym 
przekrojem  Dedekinda ciała K.
ROZDZIAŁ 5
P rzestrzeń  porządków  
c ia ła  form alnie rzeczyw istego
W  niniejszym rozdziale zajm ujem y się przede wszystkim ciałami formalnie 
rzeczywistymi z nieskończoną liczbą porządków. W prowadzamy topologię 
w zbiorze wszystkich porządków ciała i dowodzimy, że otrzym ana prze­
strzeń jest przestrzenią boolowską. Pokazujemy również, że przestrzeń ta  
jest homeomorficzna z przestrzenią sygnatur ciała zaw artą w pewnej kostce 
Cantora. O statn i podrozdział zawiera różne charakteryzacje topologiczne 
ciał spełniających SAP. Rozpoczynamy od przypom nienia pewnych pojęć 
i faktów z topologii ogólnej.
Przestrzeń topologiczną X  nazywamy przestrzenią Hausdorffa, jeśli dla 
każdych dwóch różnych punktów x , y  € X  istnieją rozłączne zbiory otwarte 
U ,V  C X  takie, że x  € U i y € V . Przestrzeń topologiczną Hausdorffa na­
zywamy normalną , jeśli dla każdej pary zbiorów domkniętych i rozłącznych 
A, B  C X  istnieją rozłączne podzbiory otwarte U ,V  C X  takie, że A  C U 
i B  C V . Przestrzeń topologiczną nazywamy zwartą, gdy z każdego pokry­
cia otwartego tej przestrzeni można wybrać pokrycie skończone. Rodzinę 
B  zbiorów otwartych nazywamy bazą przestrzeni topologicznej, jeśli każdy 
zbiór otwarty tej przestrzeni jest sumą pewnych zbiorów należących do B. 
Rodzinę S  zbiorów otwartych nazywamy podbazą przestrzeni topologicznej, 
jeśli rodzina wszystkich skończonych przekrojów zbiorów należących do S  
jest bazą. Ciężarem przestrzeni topologicznej X  nazywamy najm niejszą moc 
bazy tej przestrzeni i oznaczamy w ( X ). D la dowolnej nieskończonej i zwar­
tej przestrzeni Hausdorffa X  zachodzą nierówności w (X ) <  X  <  2w(X) (tu 
i w dalszej części rozdziału X  oznacza moc zbioru X ). Przestrzeń nazywa­
my zerowymiarową, gdy m a bazę złożoną ze zbiorów domknięto-otwartych. 
K ażda przestrzeń zerowymiarowa jest całkowicie niespójna, tzn. jedynymi 
podprzestrzeniam i spójnymi są zbiory jednoelementowe. Zerowymiarowość 
i całkowita niespójność są równoważne w klasie przestrzeni zwartych. C ał­
kowicie niespójną i zw artą przestrzeń Hausdorffa nazywamy przestrzenią 
boolowską. Niech m będzie nieskończoną liczbą kardynalną. Iloczyn karte- 
zjański m kopii dwuelementowej przestrzeni dyskretnej {1, —1} nazywamy
kostką Cantora o ciężarze m i oznaczamy {1, — 1}m. Kostka C antora o cię­
żarze m jest homeomorficzna (i dalej będzie utożsam iana) z przestrzenią 
funkcji {1, —1}X , gdzie X  jest dowolnym zbiorem mocy m. Zgodnie z twier­
dzeniem Tichonowa, kostka Cantora jest przestrzenią zwartą. Jest ona rów­
nież przestrzenią uniwersalną dla przestrzeni boolowskich, tzn. każda prze­
strzeń boolowska o ciężarze m jest homeomorficzna z pewnym podzbiorem 
domkniętym kostki C antora o ciężarze m.
Dowody przedstawionych tu  faktów można znaleźć w książce R. Engel- 
kinga [7].
5.1. T opologia przestrzeni porządków
Niech T  będzie dowolnym praporządkiem  ciała formalnie rzeczywistego K  
i niech X ( K / T )  będzie zbiorem wszystkich porządków tego ciała zawie­
rających praporządek T . Dla każdego elementu a € K * definiujemy zbiór 
H t (a) =  {P  €  X ( K / T )  : a € P }. Niech H t (K ) =  { H t (a) : a € K*}.  
W  zbiorze X ( K / T ) wprowadzamy topologię, przyjmując, że rodzina H t ( K ) 
tworzy podbazę zbiorów otwartych tej topologii, nazywaną podbazą Har­
risona. Baza tej topologii, złożona ze zbiorów postaci H t ( a \ , . . .  , an) =  
H t (a\) n  ... n  H t (an ), gdzie { a \ , . . . ,  an } jest dowolnym skończonym pod­
zbiorem zbioru K *, będzie nazywana bazą Harrisona i oznaczana B t ( K ). 
Każdy zbiór otw arty przestrzeni X ( K / T )  jest sumą zbiorów należących do 
rodziny Bt ( K ). Zbiory H t (a) są dom knięto-otwarte w tej topologii, po­
nieważ H t  ( - a )  jest dopełnieniem zbioru H t  (a). Podobnie, każdy zbiór 
H t ( a \ , . . . ,  an) =  H t (a\) n  . . .  n  H t (an) jest dom knięto-otwarty jako skoń­
czony przekrój zbiorów dom knięto-otwartych. Zauważmy, że H t  (a) =  H t  (b) 
wtedy i tylko wtedy, gdy ab € T  (zadanie 1), co oznacza, że istnieje wza­
jem nie jednoznaczna odpowiedniość między elementami podbazy Harrisona 
a elementami grupy ilorazowej K * / T . D la uproszczenia zapisu zbiór wszyst­
kich porządków ciała K  oznaczamy X ( K ), zam iast X ( K / J f K *2), a pod­
bazę i bazę H arrisona przestrzeni X ( K ) oznaczamy odpowiednio H ( K ) 
i B ( K ), zam iast H  ^  k * 2 ( K ) i B ^  k *2 (K ). Czasem aby zaznaczyć, że zbiór 
jest elementem podbazy H arrisona przestrzeni porządków ciała K , stosu­
jem y oznaczenie H ( k )(a). Rozpoczynamy od twierdzenia określającego typ 
topologiczny przestrzeni porządków.
Twierdzenie 5.1.1. Przestrzeń wszystkich porządków ciała formalnie rze­
czywistego jest  przestrzenią boolowską.
D o w ó d .  Niech X ( K ) będzie przestrzenią porządków ciała formalnie rze-
czywistego K . Dla dowolnych dwóch różnych porządków P 1 ,P 2  € X (K ) 
i dowolnego a € P 1 \ P 2  zachodzi P 1 € H (a) oraz P 2  € H ( - a ) .  Stąd wynika, 
że X ( K ) jest przestrzenią Hausdorffa.
Jak  zauważyliśmy wcześniej, zbiory bazowe są dom knięto-otwarte, zatem  
X ( K ) jest przestrzenią zerowymiarową, a więc również całkowicie niespójną.
W  dowodzie zwartości wykorzystamy lemat Aleksandera mówiący, że 
przestrzeń topologiczna jest zw arta wtedy i tylko wtedy, gdy z każdego 
pokrycia tej przestrzeni zbiorami ustalonej podbazy można wybrać pokry­
cie skończone. Rozważmy dowolne pokrycie tej przestrzeni zbiorami pod- 
bazy Harrisona, tzn. X (K ) =  H ( - a )  dla pewnego A  ę  K *. W tedy
aeA
P | H (a) =  0, zatem  A  nie zawiera się w żadnym porządku. Ze stwierdzenia
aeA
1.6.2 wynika, że 0 € {A U K * 2 ). Zgodnie z lematem 1.6.1, zero jest skoń­
czoną sumą iloczynów elementów należących do A  U K * 2 . Niech B  będzie 
zbiorem tych elementów zbioru A , które występują w przedstawieniu zera. 
Oczywiście, zbiór B  jest skończony i półpierścień {B U K * 2 ) zawiera ze­
ro. Stąd wynika, że B  nie jest zawarte w żadnym porządku, czyli rodzina 
{ H ( - a )  : a € B }  jest skończonym pokryciem przestrzeni X ( K ). □
W n io s e k  5 .1 .2 . Dła każdego praporządku T  ciała K  zbiór X ( K / T ) po­
rządków ciała K  zawierających praporządek T  jes t  domknięty w przestrzeni  
X ( K ). Stąd wynika, że X ( K / T ) jes t przestrzenią boołowską.
D o w ó d .  W ystarczy zauważyć, że X  ( K / T ) =  f | aeT H  (a) i zbiory H  (a) 
są domknięte. Zwartość wynika z faktu, że podzbiór domknięty przestrzeni 
zwartej X (K ) jest zwarty. Pozostałe warunki są oczywiste. □
P r z y k ła d  5 .1 .3 . Niech K  będzie ciałem formalnie rzeczywistym zawiera­
jącym  co najm niej 2 porządki i niech X ( K ) będzie jego przestrzenią po­
rządków z podbazą Harrisona H ( K ). W yznaczmy podbazę Harrisona ciała 
szeregów formalnych L  =  K ( (X )). Niech P+ i P-  będą przedłużeniami 
porządku P  € X (K ) na ciało L  zdefiniowanymi w podrozdziale 1.2. Dla 
dowolnego elementu a € K  niech H  + (a) =  {P+ € X (L) : P  € H (a)} bę­
dzie zbiorem tych przedłużeń porządków należących do H (a), w których 
X  jest dodatni, a H - (a) =  {P-  € X (L) : P  € H (a)} będzie zbiorem 
tych przedłużeń porządków należących do H (a), w których X  jest ujem­
ny. Elem enty grupy L * / ^ L * 2  są reprezentowane (niejednoznacznie) przez 
a lub a X , a € K *, zatem  podbazę Harrisona H (L ) tworzą zbiory postaci
H (L)(a) =  H+(a)  U H - (a) , H (L)( a X ) =  H +(a) U H - (—a). W arto zauwa­
żyć, że zbiory H +(a) =  H (L) (a) n  H (L) ( X ) i H -  (a) =  H (L) (a) n  H (L)(—X ) 
należą do bazy Harrisona, lecz nie są postaci H (L)(s) dla s 6  L* . To oznacza, 
że podbaza H arrisona przestrzeni X (L) nie jest bazą.
P r z y k ła d  5 .1 .4 . Niech F ( X ) będzie ciałem funkcji wymiernych o współ­
czynnikach w ciele formalnie rzeczywistym F . Niech P  będzie ustalonym  
porządkiem ciała F  oraz niech PTO będzie, zdefiniowanym w przykładzie 
1.1.14, porządkiem ciała funkcji wymiernych F (X ) , tzn. takim  porządkiem, 
że wielomian należy do PTO w tedy i tylko wtedy, gdy jego najwyższy współ­
czynnik należy do P .
W iadomo, że pierścień wielomianów F [ X j jest dziedziną z jednoznacz­
nym rozkładem. Ustalm y n  param i różnych elementów a 1 , . . . , an ciała F . 
W ielomiany X  — a 1 , . . .  , X  — an są nierozkładalne w F [ X j, dodatnie w po­
rządku PTO i param i niestowarzyszone. Z wniosku 1.6.10 wynika, że ciało 
K  =  F ( X )(V X  — a 1 , . . .  , \ / X  — an ) ma dokładnie 2n porządków, które są 
przedłużeniami porządku PTO. W  szczególności jeśli \ / X  — a 1 , . . .  , \ / X  — an 
są dodatnie w pewnym ustalonym  rzeczywistym domknięciu ciała uporząd­
kowanego (F (X ) ,P TO), to dla każdego układu (e1 , . . . , £ n) 6  {1, —1}n ist­
nieje dokładnie jeden porządek ciała K , w którym  elementy X  — ai są 
dodatnie dla wszystkich i = 1 , . . .  ,n .  Zatem istnieje wzajemnie jednoznacz­
na odpowiedniość między elementami zbiorów X ( K / ( P TO UK * 2 )) i {1, —1}n .
Pokażemy teraz, że każda kostka C antora jest homeomorficzna z prze­
strzenią porządków pewnego ciała. Otrzym ujem y w ten sposób rodzinę nie- 
trywialnych przykładów przestrzeni porządków. Inne przykłady pojawią się 
pod koniec tego rozdziału i w rozdziałach następnych.
T w ie rd z e n ie  5 .1 .5 . Załóżmy, że R  jest  ciałem rzeczywiście domkniętym 
oraz PTO jest  porządkiem ciała funkcji  wymiernych R ( X ) takim, że wielo­
mian jes t dodatni wtedy i tylko wtedy, gdy jego najwyższy współczynnik jest  
dodatni. Przestrzeń porządków ciała K  =  R ( X )({ \ / X  — a : a 6  R}) ,  gdzie 
wszystkie pierwiastki są dodatnie w pewnym ustalonym rzeczywistym do­
mknięciu ciała ( R ( X ) , P TO), jes t homeomorficzna z kostką Cantora {1, —1}fl.
D o w ó d .  Zauważmy, że dwumian X  — a jest kwadratem , a wielomian 
(X  — a) 2  +  b2  -  sumą kwadratów w ciele K , zatem  są one dodatnie w każdym 
porządku tego ciała. Stąd każdy wielomian unormowany o współczynnikach 
w ciele R  jest dodatni we wszystkich porządkach ciała K , gdyż jest ilo­
czynem unormowanych, nierozkładalnych wielomianów stopnia pierwszego 
i drugiego, które są totalnie dodatnie. Zatem dowolny porządek ciała K  jest
przedłużeniem porządku P , .  Teraz dla dowolnego porządku
P  € X ( K ) definiujemy funkcję ap  : R  — > {1, —1} w taki sposób, że 
ap (a) =  sgnp (V X  — a) dla każdego a € R.  Pokażemy, że przyporządko­
wanie P  ^  ap  jest homeomorfizmem przestrzeni X ( K ) na kostkę Cantora 
{1, —1}*. Przypuśćmy, że ap > =  ap » dla pewnych porządków P ' , P "  €  X (K ) 
i P'  =  P " . Istnieje element a  ciała K  taki, że a  € P'  i a  €  P " . Oczywiście, 
a  € R ( X )(V X  — a1, . . .  , \ / X  — an) dla pewnych a1, . . .  ,an € R.  Z przy­
kładu 5.1.4 wynika, że ustalenie znaków elementów \ / X  — a 1, . . .  , \ / X  — an 
jednoznacznie określa porządek ciała L  =  R ( X  )(^ / X  — a1, . . .  , \ J X  — an). 
Stąd jeśli ap / =  ap », to  P ' n  L  =  P''  n  L, a więc a  € P ' ' . O trzym ana 
sprzeczność kończy dowód różnowartościowości odwzorowania $ .
Aby pokazać, że $  odwzorowuje X (K ) na {1, —1}fl, weźmy dowolną 
funkcję a  : R  — > {1, —1} i rozważmy ciało
K '  =  R ( X ) Q  ^ a ( a ) V X — a  : a € R
Przypuśćmy, że porządek P ^  nie ma przedłużenia do porządku ciała K ' . 
Zgodnie z wnioskiem 1.6.4, nie może być również rozszerzony do porządku 
pewnego podciała K '' ciała K ' zdefiniowanego następująco:
K' '  =  R ( X ) { ^ a ( a 1 ) ^ X  — a 1 , . . . ,  ^ J a ( a n ) ^ X  — a^J .
Jednakże z przykładu 5.1.4 wynika, że istnieje porządek P  ciała 
L  =  R ( X )(V X  — a 1, . . . ,  \ / X  — an) taki, że
a (a 1 ) \ / X — a~1 , . . . ,  a(an W  X  — an € P,
a więc zgodnie z wnioskiem 1.6.7 istnieje przedłużenie tego porządku na 
ciało K '' , co prowadzi do sprzeczności. Zatem istnieje porządek P ' ciała 
K ', k tóry jest przedłużeniem porządku P,T . Ponieważ K  C K ', a więc 
P  =  P'  n  K  jest porządkiem ciała K  takim , że wszystkie a ( a ) \ /X  — a 
są dodatnie, zatem  a p (a) =  a (a) dla każdego a € R . To dowodzi surjektyw- 
ności odwzorowania $ .
Ciągłość odwzorowania $  wynika z faktu, że
$ -1 ({a  € {1 ,  —1}* : a ( a ) =  «}) =
=  { P  €  X ( K ) : e / K — a € P } =  H ( e / T — a ) C X (K )
dla a € K  oraz e € {1, —1}. C iągła bijekcja przestrzeni zwartej jest homeo- 
morfizmem, co kończy dowód twierdzenia. □
T w ie rd z e n ie  5 .1 .6  (o normalności). Jeśli A  i B  są dwoma rozłącznymi  
podzbiorami domkniętymi przestrzeni X ( K / T ), to istnieją rozłączne zbiory 
domknięto-otwarte U ,V  C X ( K / T ) takie, że A  C U i B  C V . Zbiory U i V  
można tak wybrać, że każdy z nich jes t skończoną sumą zbiorów należących 
do bazy Harrisona BT ( K ).
D o w ó d .  Zauważmy, że zbiór X ( K / T ) \  B  jest otwarty, jest więc sumą 
pewnej rodziny zbiorów dom knięto-otwartych należących do bazy Harriso­
na rozłącznych z B . Oczywiście, zbiory należące do tej rodziny i m ające 
niepusty przekrój ze zbiorem A  tworzą pokrycie zbioru A . Ponieważ A  jako 
zbiór domknięty jest zwarty, więc z tego pokrycia można wybrać pokrycie 
skończone. Niech U oznacza sumę zbiorów tworzących to pokrycie skoń­
czone. W tedy A  C U oraz U jest zbiorem dom knięto-otwartym . Podobnie, 
rozważając zbiór otw arty X ( K / T )  \  U , można otrzym ać zbiór domknięto- 
-otw arty V  zawierający B  i rozłączny z U. □
Udowodnimy teraz lemat prawdziwy dla wszystkich przestrzeni boolow- 
skich, który pomoże nam wyznaczyć ciężar przestrzeni porządków.
L e m a t 5 .1 .7 . Niech X  będzie przestrzenią boolowską i niech B będzie pewną 
bazą tej przestrzeni.
(1) Każdy zbiór domknięto-otwarty zawarty w X  można przedstawić 
w postaci sumy skończonej liczby zbiorów bazy B.
(2) Przy założeniu, że przestrzeń X  jes t nieskończona ciężar przestrzeni  
X  jest równy mocy rodziny wszystkich zbiorów domknięto-otwartych.
D o w ó d .  (1). Niech U będzie zbiorem dom knięto-otwartym . Zatem U , ja ­
ko zbiór otwarty, można przedstawić w postaci sumy zbiorów należących do 
zadanej bazy. Jednakże U jako zbiór domknięty jest zwarty, z danego po­
krycia więc można wybrać pokrycie skończone. W  ten  sposób otrzymujemy 
skończone przedstawienie zbioru U w postaci sumy zbiorów należących do 
danej bazy.
(2). Niech m będzie ciężarem przestrzeni X  i niech B  będzie bazą mocy m. 
Z pierwszej części lem atu wynika, że moc rodziny zbiorów domknięto-otwar- 
tych nie może przekraczać mocy rodziny wszystkich skończonych podzbio­
rów bazy B . Stąd i z założenia, że przestrzeń X  jest nieskończona wynika, że 
moc rodziny zbiorów dom knięto-otwartych nie przekracza ciężaru przestrze­
ni X . Jednocześnie rodzina wszystkich podzbiorów dom knięto-otwartych 
tworzy bazę topologii, a więc jej moc jest większa lub równa m. □
Jak  zauważyliśmy wcześniej, dla dowolnego praporządku T  ciała formal­
nie rzeczywistego K  przyporządkowanie a T  — > H t (a) określa wzajemnie 
jednoznaczną odpowiedniość między zbiorem K * / T  a podbazą Harrisona 
H T ( K ). Stąd i z poprzedniego lem atu natychm iast otrzym ujemy następu­
jący ważny fakt.
W n io s e k  5 .1 .8 . Jeśli przestrzeń A  ( K / T ) jes t nieskończona, to je j  ciężar 
jes t  równy mocy zbioru K * / T .
U w ag i 5 .1 .9 . Po powyższych rozważaniach nasuwa się kilka uwag:
1. Gdy praporządek T  ma skończony indeks w K * (np. gdy ciało m a skoń­
czoną liczbę porządków), to  przestrzeń topologiczna A  ( K / T ) jest dys­
kretna. Zatem interesujące własności topologiczne m ają tylko nieskoń­
czone przestrzenie porządków. W arto zaznaczyć, że punkt (2) powyż­
szego lem atu i wniosek nie są prawdziwe w przypadku skończonym. Je­
śli przestrzeń dyskretna ma n  € N elementów, to rodzina podzbiorów 
dom knięto-otwartych w tej przestrzeni m a 2 n elementów, a jej ciężar 
jest równy n. Z twierdzenia 1.4.1 wynika, że \ A (K /T ) | <  \K*/T\ .
2. Zauważmy, że (H t (—a) \  H t (—b)) U (Ht (—b) \  H t (—a)) =  H t (—ab), za­
tem  podbaza H arrisona przestrzeni porządków jest zam knięta ze względu 
na różnicę sym etryczną zbiorów. Okazuje się, że system (HT ( K ), +, 0) 
jest grupą, a przyporządkowanie a T  — > H t (—a) ustala jej izomorfizm 
z grupą K */ T .
3. Można również pokazać, że rodzina podzbiorów dom knięto-otwartych 
przestrzeni boolowskiej wraz z operacjam i różnicy symetrycznej i prze­
kroju zbiorów jest pierścieniem przemiennym z jedynką. Każdy element 
tego pierścienia jest idem potentny (tzn. U 2  =  U ) oraz jego charaktery­
styka jest równa 2. Pierścienie takie nazywamy boolowskimi.
Podbaza Harrisona przestrzeni topologicznej A  ( K / T ) zawiera informa­
cje o pewnych własnościach ciała K  i jego praporządku T . Zagadnienie to 
będzie badane szerzej w podrozdziale 5.3. T utaj podbazę H arrisona H t ( K ) 
traktujem y jako zbiór częściowo uporządkowany przez relację zawierania. 
Zbiór pusty H t  (—1) jest elementem najm niejszym , a zbiór A  ( K / T )  =  
H t (1) -  elementem największym. Jeśli H t (a0 ) C H t (a1 ) C . . .  C H t (ak) 
jest łańcuchem elementów zbioru H t ( K ), to liczbę natu ralną k  nazywa­
my długością tego łańcucha. Rangą łańcuchową praporządku T  nazywa­
my m aksym alną długość łańcucha zawartego w H t ( K ). Jeśli taka liczba 
nie istnieje, to  mówimy, że ranga łańcuchowa tego praporządku jest nie­
skończona. Rangę łańcuchową praporządku T  oznaczamy rl(T ). Oczywi­
ście, jeśli zbiór A (K / T ) jest skończony, to  ranga łańcuchowa praporząd-
ku T  jest również skończona. Przykładem , że implikacja odw rotna nie jest 
prawdziwa może być nieskończenie iterowane ciało szeregów formalnych 
K  =  R ((X l ))((X 2))...((X n))..., które ma nieskończenie wiele porządków, 
a ranga łańcuchowa praporządku T  =  J2 K * 2  jest równa 2. W ynika to 
z następującego twierdzenia charakteryzującego praporządki z rangą łań­
cuchową nieprzekraczającą 2.
Stwierdzenie 5.1.10. Niech T  będzie praporządkiem ciała formalnie rze­
czywistego K .  Wtedy
(1) Ranga łańcuchowa praporządku T  jes t równa 1 wtedy i tylko wtedy, 
gdy T  jest  porządkiem.
(2) Ranga łańcuchowa praporządku T  jest  mniejsza lub równa 2 wtedy 
i tylko wtedy, gdy T  jest  wachlarzem.
D o w ó d .  (1). Jeśli T  jest porządkiem, to  H T ( -1 )  C H T (1) jest jedy­
nym łańcuchem m aksymalnym w podbazie Harrisona. Jeśli T  nie jest po­
rządkiem, to  dla dowolnego porządku P  € X ( K / T ) można wybrać ele­
ment a € P  \  T . W tedy otrzym ujemy łańcuch H T ( -1 )  C H T (a) C H T (1)
0 długości 2, zatem  ranga łańcuchowa praporządku T  jest większa od 1.
(2). Załóżmy, że T  jest wachlarzem. Przypuśćmy, że T  dopuszcza istnie­
nie łańcucha o długości 3, to znaczy istnieją a,b € K * takie, że
H t ( -1 )  C H t (a) C H t (b) C H t (1). (5.1)
Zgodnie z twierdzeniem A rtina-Schreiera 1.3.12, mamy T [b] C T [a]. Stąd
1 z twierdzenia 1.5.6 otrzym ujemy T  U bT  C T  U a T , a więc b € a T , gdyż 
b € T . Ale to  oznacza, że a T  =  bT , zatem  H t  (a) =  H t  (b), co jest sprzeczne 
z (5.1). Załóżmy teraz, że T  nie jest wachlarzem. Zgodnie z twierdzeniem
1.5.6, istnieje element a € K* \  ( - T ), który nie jest T -sztywny. To oznacza, 
że zbiór T [a] \  (T  U a T ) jest niepusty i zawiera pewien element b. Przy takim  
wyborze mamy a T  =  bT  oraz T  [b] C T  [a], a więc H t  (a) C H t  (b). Możemy 
więc utworzyć łańcuch taki, jak  w (5.1) o długości większej od 2. □
Twierdzenie 5.1.11. Niech T  C Ti (i = 1 , . . .  ,n)  będą takimi praporząd-
n
kami ciała formalnie rzeczywistego K , że X ( K / T ) =  U  X ( K / T i ) .  Wtedy
i=ln
rl(T ) <  £  rl(Ti).
i=l
D o w ó d .  Zauważmy najpierw, że H T (a )n X  (K /T i)  =  H Ti (a) dla wszystkich 
a € K * oraz i = 1 , . . .  ,n.  Niech
H t (ao) C H t (ai)  C . . .  C H t (au)
będzie łańcuchem zbiorów należących do podbazy Harrisona przestrzeni 
X / T . Dla j  <  k  oznaczmy przez lij  rzeczywistą długość łańcucha utwo­
rzonego z elementów ciągu
H Ti (a0) ę  H Ti (a i ) ę  . . .  ę  H Ti (aj ),
tzn. liczbę różnych elementów tego łańcucha pomniejszoną o 1. Ponieważ 
ten  ciąg nie musi być różnowartościowy, więc li,j <  j  oraz li,j <  li,j+i .
n
Pokażemy, że j  <  E k,j dla j  =  0 ,1 , . . . , k .  Nierówność jest oczywista
i=l
dla j  =  0. Załóżmy, że ta  nierówność zachodzi dla pewnego 0 <  j  < k.
n
Z założenia X  ( K / T )  =  ^  X  (K /T /)  i H t  (aj) =  H t  (aj + i ) wynika, że
i=i
H Ts(aj) =  H Ts(aj+ i ), a stąd  ls,j+i =  ls,j +  1 dla pewnego s € {1 , . . .  ,n} .
n
W  ten  sposób j  +  1 <  ^ 2  li,j+i . Z zasady indukcji m atem atycznej i z nie-
i=l
równości litk <  rl(Ti) otrzymujemy
n n
k  <  E  l ik <  E  rl(Ti).
i=i i=i
Na początku dowodu liczbę k  można było wybrać jako równą rl(T ), gdy 
rl(T ) <  to  lub dowolnie dużą w przeciwnym wypadku. Stąd wynika teza.
□
W arto zaznaczyć, że w powyższym twierdzeniu przestrzenie X ( K / T / )  
nie muszą być rozłączne, a rl(T ) =  to  wtedy i tylko wtedy, gdy rl(Ti) =  to  
dla pewnego i.
Rozważmy jeszcze odwzorowania między przestrzeniam i porządków róż­
nych ciał.
S tw ie rd z e n ie  5 .1 .12 . Jeśli /  : K  — > L  jest zanurzeniem ciał, ciało L  
jes t  formalnie rzeczywiste i T  =  / - i (S) jes t przeciwobrazem praporządku 
S  C L*, to T  jest  praporządkiem ciała K  i przyporządkowanie
P  —U / - i ( P ), dla każdego porządku P  ciała L, jes t ciągłym odwzorowa­
niem przestrzeni X ( L / S ) w X ( K / T ) .
D o w ó d .  Oczywiście, przeciwobraz praporządku ciała L  jest praporząd- 
kiem ciała K . Zauważmy, że 'ip- 1 (H!jK \ a ) )  =  HgL\ i ( a ) ) .  To pokazuje, że 
przeciwobrazy zbiorów podbazowych są zbiorami podbazowymi, zatem  od­
wzorowanie i  jest ciągłe. □
W n io sk i 5 .1 .13 .
(1) Każdy automorfizm t  ciała K  wyznacza homeomorfizm t  przestrzeni  
porządków X (K ) na siebie.
(2) Jeśli L  jest  formalnie rzeczywistym rozszerzeniem ciała K  i każdy 
porządek ciała K  ma jednoznaczne przedłużenie do porządku ciała L,  
to przestrzenie porządków są homeomorficzne.
D o w ó d .  Pierwsza część wniosku jest oczywista. Druga część wynika 
z faktu, że różnowartościowe i ciągłe odwzorowanie przestrzeni zwartej na 
przestrzeń Hausdorffa jest homeomorfizmem. □
5.2. P rzestrzeń  sygnatur
Określone w podrozdziale 1.4 przyporządkowanie każdemu porządkowi P  
ciała formalnie rzeczywistego K  sygnatury sgnP wyznacza odwzorowanie 
przestrzeni porządków X ( K / T ) w kostkę Cantora {1, —1}K . Można poka­
zać, że zbiór sygnatur jest zbiorem tych nietrywialnych funkcji 
a € {1, —1 }K *, które spełniają warunki a(ab) =  a(a)a(b)  i jeśli a (a ) =  1, 
to  a(1 +  a) =  1. K orzystając z tego, można bezpośrednio udowodnić, że sy­
gnatury tworzą podzbiór domknięty kostki Cantora, a więc również zwarty. 
W  ten  sposób otrzym ujemy inny dowód zwartości przestrzeni porządków. 
Szczegóły zawiera zadanie 3.
Przypomnijmy, że sygnatury wyznaczone przez porządki należące do 
przestrzeni X ( K / T )  można traktow ać jako homomorfizmy grupy K * / T  
w grupę {1, —1}. To uproszczenie wyznacza zanurzenie przestrzeni X ( K / T ) 
w mniejszą kostkę C antora {1, —1 }K */ T . W prowadzona w podrozdziale 1.4 
funkcja $ T : X ( K / T )  — ► H om (K */T,  {1, — 1}) C {1, —1 }K*/T  jest zdefi­
niowana następująco: $ T( P ) =  sgnP . Odwzorowanie to  jest różnowartościo- 
we, gdyż porządek jest wyznaczony jednoznacznie przez sygnaturę.
T w ie rd z e n ie  5 .2 .1 . Odwzorowanie $ T jes t  homeomorficznym zanurzeniem 
przestrzeni X ( K / T ) w kostkę Cantora {1, —1 }K */T i jego obraz jes t zbiorem 
domkniętym.
D o w ó d .  Niech W (a T ,e )  =  {a € { 1 , - 1 }k */ t  : a ( a T ) =  e} dla a € K *, 
e € {1, -1 } . Bazą topologii produktowej jest rodzina zbiorów postaci
W  ( a i T , . . . ,  a n T ; ei, . . . , e n )  = W  (a{T,ei)  n  • • • n  W  (anT,en),
gdzie n  € N, a i , . . .  , an € K * oraz e i , . . .  ,en €  {1, -1 } . Zauważmy, że
$ T1(W ( a i T , . . . ,  a n T ; e i , .. . ,en))  =  H t (e i a i ) n  ... n  H t (enan),
zatem  przeciwobrazy zbiorów bazowych przestrzeni { 1 ,— 1 }k */ t  należą do 
bazy wyznaczonej przez podbazę Harrisona. Stąd wynika, że # t  jest ciągłe, 
a zatem  jako ciągła bijekcja przestrzeni zwartej na przestrzeń Hausdorffa 
$ ( X ( K / T )) jest homeomorfizmem. W iadomo, że obrazem przestrzeni zwar­
tej przy dowolnym przekształceniu ciągłym jest zbiór domknięty. □
K orzystając z poprzedniego twierdzenia, możemy otrzym ać oszacowa­
nie mocy przestrzeni porządków w zależności od mocy grupy K * / T  (por. 
twierdzenie 1.4.1).
T w ie rd z e n ie  5 .2 .2 . Jeśli grupa K * / T  jest  nieskończona i m =  K * / T ,  to
m <  X ( K / T ) <  2m .
D o w ó d .  Dolne oszacowanie wynika z faktu, że ciężar przestrzeni zwartej 
nie przekracza jej mocy. To wraz z wnioskiem 5.1.8 daje
m =  w ( X ( K / T ) )  <  X ( K / T ).
Oszacowanie górne otrzymujemy, zanurzając X ( K / T )  w kostkę Cantora 
{1, - 1 } K*/ t . □
U w a g a  5 .2 .3 . W  twierdzeniu 5.2.2 mocą zbioru K * / T  jest m. Zbiór ten 
jest przestrzenią liniową nad ciałem Z2 i jej wymiar jest równy jej mocy 
(gdy obie liczby są nieskończone). Zatem, podobnie jak  w twierdzeniu 1.4.1, 
można napisać, że
n <  X ( K / T ) <  2n ,
gdzie n =  dimZ2 K * / T .
Można również pokazać, że jeśli V  jest przestrzenią liniową nad ciałem 
dwuelementowym i B  C V  jest jej bazą, to  Hom(V, {1, — 1}) z topologią
indukowaną z kostki C antora {1, —1}V jest homeomorficzna z kostką C an­
to ra  {1, —1}B . Ten fakt pozwala zanurzyć przestrzeń porządków w jeszcze 
mniejszą kostkę C antora (chociaż o tym  samym ciężarze).
Przyjmijmy, że C ( X ( K / T ), Z) oznacza zbiór funkcji ciągłych przekształ­
cających przestrzeń porządków X ( K / T ) w przestrzeń liczb całkowitych Z 
z topologią dyskretną. Ponieważ przestrzeń porządków jest zwarta, więc 
zbiór wartości funkcji ciągłej o wartościach w przestrzeni dyskretnej jest 
skończony. Stąd wynika, że każda funkcja ciągła f  : X ( K / T )  — > Z wyzna­
cza rozkład
X  ( K / T )  =  U  f - 1 (k)
kef  (X (k / t  ))
przestrzeni X (K / T ) na sumę skończoną rozłącznych zbiorów domknięto- 
-otwartych. To pokazuje, że C (X (K / T ) , Z) jako grupa abelowa jest genero­
wana przez funkcje charakterystyczne zbiorów dom knięto-otwartych. Łatwo 
również zauważyć, że dla każdego niezerowego elementu a ciała K  przy-
faporządkowanie P  sgnP (a) definiuje funkcję należącą do C ( X ( K / T ), Z).
Dla formy kwadratowej p  nad ciałem K  definiujemy odwzorowanie 
p  : X ( K / T )  — > Z takie, że p ( P )  =  sgnP p.  Stwierdzenie 2.5.3 pokazu­
je, że dla dowolnych form p, p  nad ciałem K  zachodzi
p  T  p  =  p  +  p  i p  p  p  =  p  • p .
Dla formy jednowymiarowej p  =  (a) mamy
p ( P ) =  1 ^  P  6  H t (a ) ,
a więc p  jest funkcją ciągłą. Funkcja p  wyznaczona przez dowolną formę 
kwadratową p  jest ciągła jako suma funkcji ciągłych wyznaczonych przez 
formy jednowymiarowe. Stąd wynika również, że zbiór funkcji należących 
do C ( X ( K / T ), Z) pochodzących od form kwadratowych, oznaczany dalej 
F C (X (K / T ) , Z), jest grupą generowaną przez funkcje wyznaczone przez 
formy jednowymiarowe. W  topologii ogólnej znane jest twierdzenie mówią­
ce, że w przestrzeni zwartej dwa rozłączne zbiory dom knięte są funkcyjnie 
oddzielalne, tzn. istnieje funkcja ciągła o wartościach rzeczywistych, która 
przyjmuje wartość zero na elementach jednego zbioru i pewną sta łą  war­
tość większą od zera na elementach drugiego zbioru. Pokażemy teraz, że 
rozłączne podzbiory domknięte przestrzeni porządków mogą być oddzielone 
funkcjami należącymi do F C ( X ( K / T ), Z). Dowód tego faktu poprzedzimy 
lematem.
L e m a t 5 .2 .4 . Dla każdego porządku P0  6  X ( K / T ) i każdego podzbioru 
domkniętego A  ę  X ( K / T ) \  {P0 } istnieje taka forma Pfistera p, że p ( P 0 ) =  
0 oraz p ( P ) =  0 dla każdego porządku P  6  A.
D o w ó d .  Dla każdego porządku P  € A  istnieje tak i element ap € K *, 
że P  € H t (ap ) i aP €  P0 . Zbiory H t (aP ) dla P  € A  tworzą otwarte 
pokrycie zbioru A, który jest domknięty, a więc również zwarty. Dlatego 
istnieje skończony zbiór {P 1 , . . . ,  Pn } C A  taki, że A  C ljn=1 H t ( a Pi). Forma 
Pfistera g  =  ((—ap1 , . . . ,  —apn)) spełnia wym agania lem atu. □
T w ie rd z e n ie  5 .2 .5  (o oddzielaniu). Jeśli A , B  C A  ( K / T ) są rozłącznymi  
podzbiorami domkniętymi, to istnieje taka liczba naturalna n  i taka forma  
kwadratowa —, będąca sumą ortogonalną n-krotnych form Pfistera pomno­
żonych przez  1 lub —1, że —(P ) =  0 dla każdego P  € A  i —( P ) =  2n dla 
każdego P  € B .
D o w ó d .  Dla każdego porządku P  € B  istnieje forma Pfistera g p  taka, że 
g P (A) =  {0} i g P ( P ) =  0. Rodzina zbiorów
Cp  =  { S  € A  ( K / T )  : g P (S)  = 0 }  , P  € B
jest otwartym  pokryciem zbioru domkniętego, a więc zwartego, B.  Istnieją 
zatem  porządki P 1, . . . ,  Pm € B  takie, że B  C (Ji= = 1 Cpi . D la uproszczenia 
oznaczeń przyjmijmy, że Ci =  Cpi i g i =  g Pi. Mnożąc w razie potrze­
by formy g i przez odpowiednie potęgi 2, możemy przyjąć, że wszystkie są 
k-krotnym i formami Pfistera. Konstruujem y ciąg takich form —i, że każda 
z nich jest kombinacją (ik)-krotnych form Pfistera ze współczynnikami 1 
i —1 oraz
-  \  2ik dla P  € C 1 U . . .  U Ci
|  0 w przeciwnym przypadku .
Przyjm ujem y — 1 =  g 1. Załóżmy, że forma —i , i < m,  została już skonstru­
owana. Definiujemy — i p 1  =  2k x (—i ±  2(i-1)k x  g ip1) P  (—1)— i ® g ip1. 
Jeśli P  należy do dokładnie jednego ze zbiorów C 1 U . . .  U Ci lub Cip1, 
to  z założenia indukcyjnego mamy —i+1( P ) =  2k • 2 ik =  2 ( i + 1 ')k, bo sy­
gnatura  w tym  porządku jednej z form —i lub g ip1, a więc również sy­
gnatura  ich iloczynu jest równa zero. Jeśli P  należy do obu zbiorów, to 
- i+1( P ) =  2k • 2 • 2ik — 2ik • 2k =  2(i+1)k. Jeśli P  /  C 1 U . . .  U Ci+1, to  sygna­
tu ry  obu form w porządku P  są równe zero, a więc —i+1( P ) =  0. Z definicji 
zbiorów Ci wynika, że A  n  U i= 1 Ci =  0, zatem  —m (A)  =  {0}. Widzimy, że 
forma —m jest poszukiwaną formą — dla n  =  mk.  □
T w ie rd z e n ie  5 .2 .6 . Dla każdej funkcji ciągłej f  € C ( A ( K / T ), Z) istnieje 
liczba naturalna n taka, że 2n f  € F C ( A ( K / T ), Z).
D o w ó d .  Jak  zauważyliśmy wcześniej, ze zwartości przestrzeni porządków 
wynika, że każda funkcja ciągła f  : X ( K / T ) — > Z wyznacza rozkład
X  ( K / T )  =  U  f - 1 (k)
kef  (X (k / t  ))
przestrzeni X ( K / T ) na sumę param i rozłącznych zbiorów domknięto- 
-otwartych. Załóżmy, że { k \ , . . . ,  k s} jest zbiorem niezerowych wartości funk­
cji f  i Ai  =  f  - 1 (ki). Przyjm ujem y ponadto, że A 0  =  f - 1 (0). Zarówno zbiór 
Ai, jak  i jego dopełnienie są dom knięto-otwarte, a więc zgodnie z poprzed­
nim twierdzeniem istnieje forma kwadratowa фi taka, że ффАф =  { 2 li} 
i фi (X ( K / T ) \  Ai) =  {0} dla i = 1 , . . .  ,s .  Niech n  =  max( l1, . . . , ls). Łatwo 
sprawdzić, że dla formy
ф =  k 1 2 n - 1 1  х  ф 1 k s2 n-ls x  фs
zachodzi 2n f  ( P ) =  ф ( Р ) dla wszystkich P  € X ( K / T ) .  □
5.3. Praporządki sp ełn ia jące  SA P
Poniżej zdefiniujemy warunek podobny do normalności przestrzeni, ale jed­
nak istotnie silniejszy i wyróżniający ważną klasę ciał pojawiających się 
w naturalny sposób, m.in. w pewnych zagadnieniach geometrycznych oraz 
w badaniu ciał funkcji wymiernych nad ciałam i formalnie rzeczywistymi.
D e fin ic ja  5 .3 .1 . Mówimy, że praporządek T  ciała formalnie rzeczywiste­
go spełnia S A P  (Strong Approximation Property), jeśli dla dowolnych roz­
łącznych zbiorów domkniętych A, B  C X ( K / T ) istnieje element a nale­
żący do K * taki, że a jest dodatni w każdym porządku należącym do A  
(tzn. A  C H t (a)) i ujemny w każdym porządku należącym do B  (tzn. 
B  C H t  ( - a ) ) .  Jeśli praporządek J2 K  *2  spełnia SAP, to  mówimy, że ciało 
K  spełnia SAP.
Zauważmy, że SAP nie jest własnością samej przestrzeni topologicznej 
X ( K / T ) ,  lecz jej podbazy H arrisona H t ( K ), dlatego zawiera dodatkową 
informację o strukturze ciała K . D la uproszczenia sformułowań będziemy 
mówić, że element a € K * rozdziela zbiory A , B  C X ( K / T ) (lub oddziela 
zbiór A  od B), jeśli A  C H t  (a) oraz B  C H t  ( - a ) .  W  tej terminologii 
SAP oznacza, że każde dwa rozłączne zbiory dom knięte zawarte w X ( K / T ) 
można rozdzielić pewnym elementem ciała K .
Przedstawim y teraz kilka warunków stanowiących topologiczną charak­
teryzację praporządków spełniających SAP. Inne charakteryzacje można 
znaleźć w następnych rozdziałach.
T w ie rd z e n ie  5 .3 .2 . Jeśli T  jes t praporządkiem ciała formalnie rzeczywi­
stego K  i H T ( K ) jes t  podbazą Harrisona przestrzeni  X ( K / T ), to następu­
jące warunki są równoważne:
(1) Praporządek T  spełnia SAP.
(2) Rodzina H T ( K ) zawiera wszystkie podzbiory domknięto-otwarte prze­
strzeni X  ( K / T ).
(3) Rodzina H T ( K ) jes t  domknięta ze względu na skończone przekroje.
(4) Rodzina H T ( K ) jes t  domknięta ze względu na skończone sumy.
D o w ó d .  (1) = ^  (2). Jeśli A  jest zbiorem dom knięto-otwartym  w X  (K /T ), 
to  istnieje a € K * takie, że A  C H T (a) oraz X ( K / T ) \  A  C H T (—a). Stąd 
oczywiście A  =  H T (a).
(2) = ^  (3). Implikacja jest oczywista.
(3) = ^  (4). Baza przestrzeni X ( K / T ) składa się ze skończonych prze­
krojów zbiorów należących do podbazy Harrisona, k tóra jest dom knięta ze 
względu na skończone przekroje, a więc sam a jest bazą. Ponadto z tej w ła­
sności dla dowolnych a,b € K * mamy również
H t (a) U H t (b) =  (H t (—a) n  H t (—b))' =  H t (—c)' =  H t (c)
dla pewnego c € K . Stąd wynika domkniętość rodziny H T ( K ) ze względu 
na skończone sumy.
(4) = ^  (1). W ynika z twierdzenia 5.1.6 o normalności. □
T w ie rd z e n ie  5 .3 .3 . Jeśli T  jes t praporządkiem ciała formalnie rzeczywi­
stego K  i H T ( K ) jes t  podbazą Harrisona przestrzeni porządków X ( K / T ), 
to następujące warunki są równoważne:
(1) H T ( K ) jes t  bazą topologii przestrzeni  X ( K / T ).
(2) Dla każdego zbioru domkniętego A  C X ( K / T ) i każdego porządku 
P  € X ( K / T ) \  A  istnieje element a € K * dodatni w porządku P  
i ujemny w każdym porządku należącym do A.
D o w ó d .  (1) = ^  (2). Ponieważ zbiór V  =  X ( K / T ) \ A  jest otw arty i P  € V , 
więc istnieje zbiór H T (a) należący do bazy H T ( K ) taki, że P  € H T (a) C V . 
Stąd oczywiście A  C H T (—a).
(2) = ^  (1). W ystarczy pokazać, że dla każdego zbioru otwartego 
V  C X ( K / T ) i każdego porządku P  € V  istnieje zbiór H T (a) taki, że 
P  € H t  (a) C V . Istnienie takiego zbioru wynika z (2). □
W arunek (2) jest podobny do znanego z topologii w arunku regular­
ności, ale jest znacznie mocniejszy. W arunek ten  występuje w literaturze 
pod nazwą W AP (Weak Approximation Property). W  następnym  twierdze­
niu udowodnimy, że dla przestrzeni porządków ciał formalnie rzeczywistych 
warunki SAP i WAP są równoważne, a więc W AP nie będzie stosowany 
w dalszych rozważaniach. Najpierw zauważmy, że z SAP wynika WAP.
W n io s e k  5 .3 .4 . Jeśli praporządek T  spełnia SAP, to podbaza Harrisona 
przestrzeni  A  ( K / T ) jes t bazą.
D o w ó d .  Ponieważ każdy punkt przestrzeni Hausdorffa jest domknięty, 
praporządek spełniający SAP spełnia również warunek (2) twierdzenia 5.3.3, 
a stąd także warunek (1). □
Pokażemy teraz, że dla podbazy H arrisona przestrzeni porządków ciała 
formalnie rzeczywistego warunki (1)-(3) twierdzenia 5.3.2 i (1)-(2) twier­
dzenia 5.3.3 są równoważne. Fakt ten  jest również prawdziwy dla dowolnego 
praporządku, lecz jego dowód jest bardziej skomplikowany.
T w ie rd z e n ie  5 .3 .5 . Dla każdego ciała formalnie rzeczywistego K  i prapo­
rządku T  =  K *2 warunki (1)-(3) twierdzenia 5.3.2 oraz (1) i (2) twier­
dzenia 5.3.3 są równoważne.
D o w ó d .  W niosek 5.3.4 pokazuje, że z warunku 5.3.2.(1) wynika warunek
5.3.3.(2). Aby udowodnić wynikanie odwrotne, zakładamy, że H ( K ) jest ba­
zą przestrzeni A (K ) i pokażemy, że rodzina H ( K ) jest dom knięta ze względu 
na skończone przekroje. Jeśli a 1 , . . .  , an € K * , to  H  (a 1 , . . . ,  an ) jest zbiorem 
dom knięto-otwartym  i zwartym, zatem  istnieją b \ , . . .  ,bm € K * takie, że 
H  ( a i , . . . , a n )  =  U = i  H  (bi). W tedy A  (K ) \  H  (ah . . . , a n )  = Dma H  (—b ) =  
H  ( - b 1 , . . . ,  - b m). Bez zmniejszenia ogólności można przyjąć (pow tarza­
jąc w razie potrzeby elementy jednego z ciągów), że n  =  m.  Przyjm ijm y 
oznaczenia p  =  ( (a1, . . . ,  an)) i 0  =  ( ( - b 1 , . . . ,  - b n )). Zgodnie z 2.5.3.(7), 
mamy sgnP p  =  2n i sgnP 0  =  0 dla P  € H ( a1, . . . ,  an) oraz sgnP p  =  0 
i sgnP0  =  2n dla P  €  H ( a 1 , . . . ,  an ). Zatem sgn(p A 0 ) =  2n dla każdego 
porządku P  € A ( K ) i d im (p A 0 ) =  2n+1. Z wniosku 2.5.6 do zasady 
lokalno-globalnej Pfistera (tw. 2.5.5) wynika, że istnieje liczba natu ralna k 
taka, że
2k x  (p  A 0 ) =  2k x  (2n x (1) A 2n~ 1 x (1 ,- 1 ) ) ,
zatem  forma 2k x p  A  2k x  0  jest izotropowa. Na podstawie stwierdzenia
2.2.3.(3) istnieje element c taki, że c € D k (2k x p) i —c € D k (2k x 0) .
Łatwo zauważyć, że c jest dodatni w każdym porządku należącym do 
H T (a1, . . . ,  an) i ujemny w każdym nienależącym do H T (a1, . . . ,  an). To 
oznacza, że H ( a 1, . . . ,  an) =  H T (c), czyli H ( a 1, . . . ,  an ) 6  H ( K ). □
Poniżej pokażemy, że dla nieskończonych przestrzeni porządków spełnia­
jących SAP ranga łańcuchowa jest nieskończona. Dokładniejsze informacje
0 randze łańcuchowej w przypadku skończonym zawiera twierdzenie 10.4.7.
S tw ie rd z e n ie  5 .3 .6 . Jeśli przestrzeń porządków X ( K / T ) jes t nieskończona
1 spełnia SAP,  to ranga łańcuchowa praporządku T  jest  nieskończona.
D o w ó d .  Jeśli przestrzeń nieskończona jest zwarta, to  zawiera co najm niej 
jeden punkt, który nie jest zbiorem otwartym . Niech porządek P0  6  X ( K / T ) 
będzie takim  punktem . Skonstruujemy nieskończony łańcuch podzbiorów 
podbazy H arrisona postaci H T (a1) 2  H T (a2) 2  . . .  2  H T (an) 2  . . . ,  gdzie 
a 1 , a 2 , . . .  6  P0. Niech a 1 =  1. Załóżmy, że elementy a 1 , . . . , a n 6  P0  zostały 
już wyznaczone. Gdyby f l ^  H t(a i )  =  Ht(an )  =  {Po}, to  {Po} byłby jed- 
nopunktowym  zbiorem otwartym . Zatem istnieje P  6  H t ( a n) \  {P0} oraz 
taki element b 6  P0 , że b /  P . Zgodnie z twierdzeniem 5.3.2, podbaza H ar­
risona jest dom knięta na przekroje, a więc istnieje tak i element an+ 1  6  P0 , 
że H t  (an+1 ) =  H t  (an) n  H t  (b) C H t  (an). □
U w a g i 5 .3 .7 .
1. Łatwo zauważyć, że jeśli ciało ma 1, 2 lub 3 porządki, to  spełnia SAP. 
Nietrywialne przykłady ciał spełniających SAP znajdują się w następ­
nym podrozdziale.
2. P rzykład 5.1.3 pokazuje, że jeśli ciało K  ma co najm niej 2 porządki, to 
ciało L  =  K ( (X )) nie spełnia SAP.
Następne twierdzenie stanowi przygotowanie do dowodu twierdzenia 
10.4.10 o reprezentacji przestrzeni boolowskich jako przestrzeni porządków 
ciał formalnie rzeczywistych. Dowód taki będzie możliwy, kiedy pokażemy 
jeszcze, że istnieją ciała spełniające SAP z przestrzenią porządków homeo- 
morficzną z kostką Cantora.
T w ie rd z e n ie  5 .3 .8 . Załóżmy, że K  jest  ciałem formalnie rzeczywistym 
i T  jest  praporządkiem tego ciała spełniającym SAP. Dla każdego zbioru 
domkniętego A  ę  X ( K / T ) istnieje takie rozszerzenie algebraiczne L  ciała 
K,  że odwzorowanie P  — > P  n  K * przeprowadza homeomorficznie prze­
strzeń X (L) na zbiór A.
D o w ó d .  Bez ograniczenia ogólności można przyjąć, że A  =  X  ( K / T ) ,  0. 
Ponieważ praporządek T  spełnia SAP, więc H T ( K ) jest bazą topologii prze­
strzeni X ( K / T ). Stąd X ( K / T ) \  A  =  UceC H T (c) dla pewnego podzbioru 
C C K * i H t (c) =  0 dla c € C . Ustalm y pewien porządek P0  € A  ciała K  
i rozważmy ciało
L  =  K ({ 2V —C : c € C , n  €  N}),
gdzie pierwiastki są dodatnie w rzeczywistym domknięciu ciała uporządko­
wanego ( K , P 0). Taki wybór pierwiastków jest możliwy, gdyż wszystkie —c 
należą do porządku P0. Porządek P  nienależący do A  nie m a przedłużenia na 
ciało L , ponieważ zawsze pewien element c € C  należy do P . Aby pokazać, 
że odwzorowanie P  — > P  C K * przestrzeni X (L) w przestrzeń X ( K / T ) jest 
różnowartościowe, załóżmy, że M  C L  jest maksymalnym rozszerzeniem 
ciała K,  na którym  odwzorowanie ograniczenia porządków jest różnowar- 
tościowe. Istnienie ciała M  wynika, z lem atu Kuratowskiego-Zorna. Jeśli 
M  =  L, to  istnieje c € C  takie, że E  =  M ({ 2'\/—c : n  € N}) jest w ła­
ściwym rozszerzeniem ciała M . Pokażemy, że odwzorowanie ograniczenia 
z X (E ) do X (K / T ) jest różnowartościowe. Przypuśćmy, że jest inaczej, tzn. 
istnieją takie dwa różne porządki P i , P 2  ciała E  i najm niejsza liczba na tu ­
ralna n,  że
P ' =  Pi C M  ( 2V —c) =  P 2  C M  ( 2V —c)
oraz
P '' =  Pi  C M  ( 2 "+^ —ć) =  P 2  C M  ( 2"+^ —ć) =  P'''.
Porządki P '', P ''' są jedynym i przedłużeniami porządku P ' , gdyż porządek 
ten  ma dokładnie dwa przedłużenia do porządków ciała M ( 2n+^ ^—c). Za­
łóżmy, że 2n+^ —c € P '' C P i i — 2Tl+^ —c € P ''' C P2, ale porządek P ''' 
nie ma przedłużenia na ciało M ( 2Tl+^ —c), co jest sprzeczne z wyborem P i 
i P2. Dlatego M  =  L  i P  — > P  C K * jest bijekcją przestrzeni X (L) na 
A  C X ( K / T ), gdyż każdy porządek należący do zbioru A  ma przedłużenie 
na ciało L  (przypomnijmy, że —c € P0  dla wszystkich c € C ). W iadomo 
również, że odwzorowanie ograniczenia jest ciągłe (zob. twierdzenie 5.1.12) 
i jako bijekcja przestrzeni zwartych jest homeomorfizmem. □
Na zakończenie tej części przedstawiam y charakteryzację tych funkcji 
ciągłych określonych na przestrzeni porządków ciała rzeczywistego spełnia­
jącego SAP, które pochodzą od form kwadratowych.
Twierdzenie 5.3.9. Jeśli ciało K  spełnia SAP,  to F C ( X ( K ), Z) =  
Z +  2 C (X (K ), Z).
D o w ó d .  Zauważmy, że dla każdej formy kwadratowej p  i dowolnego po­
rządku P  €  X (K ) zachodzi sgnP p  = dim p  (mod 2). Stąd, jeśli funkcja 
f  pochodzi od pewnej formy kwadratowej, to wszystkie jej wartości są 
równocześnie parzyste lub równocześnie nieparzyste, a więc f  należy do 
Z +  2C ( X ( K ), Z). Odwrotnie, załóżmy najpierw, że funkcja f  należy 
Z +  2 C (X (K ), Z) i przyjmuje tylko wartości parzyste. Każda funkcja cią­
gła wyznacza skończony rozkład przestrzeni porządków X ( K ) =  Uf=1 A i 
na sumę rozłącznych podzbiorów dom knięto-otwartych A i =  f - 1 (ni), gdzie 
{n 1 , . . .  , n s } jest zbiorem wartości funkcji f . Ponieważ ciało spełnia SAP, 
dla każdego i =  1 , . . . , s  istnieje taki element ai € K *, że A i =  H (ai). 
Stosując bezpośredni rachunek, sprawdzamy, że f  =  p , gdzie
P =  2 n 1 x  (1 , a{) A • • • A 2 n s X (1 , as) .
Jeśli wszystkie wartości funkcji f  są nieparzyste, to  wyznaczamy formę kwa­
dratow ą p  taką, że f  — 1 =  p . W tedy f  =  (1) A p , co kończy dowód. □
5.4. P rzyk ład y  c ia ł sp ełn ia jących  S A P
Lemat 5.4.1. Jeśli R  jest ciałem rzeczywiście domkniętym, to:
(1) Każdy element podbazy Harrisona przestrzeni X (R (X )) można przed­
stawić w postaci H  (eh) , gdzie e € { 1 , —1}, a h =  1 lub jest iloczynem 
różnych wielomianów liniowych unormowanych.
n
(2) H (e0(X  — a1) • ... • (X  — an )) =  U fj H (ei (X  — aj,) ) , gdzie sumowanie
ś i= 1
odbywa się po wszystkich takich układach e =  (e1, . . .  ,en ) , ei =  ± 1 , 
że e 1 • ... • en =  eo .
(3) Rodzina zbiorów C =  {H (e (X  — a)) € H ( R (X )) : e € {1, —1}, a € R } 
jest podbazą topologii w przestrzeni X (R (X ) ) .
D o w ó d .  (1). Niech H (f / g ) będzie dowolnym elementem podbazy H ar­
risona przestrzeni X (R (X )). Oczywiście, H (f / g ) =  H (f g / g 2) =  H (fg ). 
Zauważmy, że nierozkładalny i unormowany wielomian stopnia 2. nad cia­
łem rzeczywiście domkniętym jest sumą kwadratów, a więc jest totalnie 
dodatni. Zatem znak wielomianu zależy jedynie od znaku jego najwyższego 
współczynnika i czynników liniowych występujących w jego rozkładzie. Jeśli 
wielomian h powstaje z wielomianu f g  przez pominięcie podwójnych czynni­
ków liniowych i czynników kwadratowych w jego rozkładzie na czynniki nie- 
rozkładalne oraz zastąpienie najwyższego współczynnika przez jego znak e , 
to  H (f g ) =  H (eh).
(2). Niech sgnp będzie sygnaturą wyznaczoną przez porządek P  ciała 
R ( X ) i niech ei =  sgnP ( X —a i). Zauważmy, że P  € H ( e ( X —a 1 )^.. .^(X—an)) 
w tedy i tylko wtedy, gdy sgnP ( e (X  — a 1 ) •... • ( X  — an)) =  e • e 1 •... • en =  1,
n
a to  jest równoważne tem u, że P  un H  (ei ( X  — ai) ) .
£ i= 1
(3). W ystarczy zauważyć, że zgodnie z (1) i (2) każdy element podbazy 
Harrisona jest sumą iloczynów zbiorów należących do C. □
L e m a t 5 .4 .2 . Jeśli K  jest ciałem uporządkowanym i R  jes t  jego rzeczywi­
stym domknięciem, to przyporządkowanie p : P  — > P  n K ( X ) dla każdego 
P  A (R (X )) jes t  ciągłym zanurzeniem przestrzeni porządków ciała R (X ) 
w przestrzeń porządków ciała K ( X ).
D o w ó d .  Stwierdzenie 5.1.12 pokazuje, że odwzorowanie p jest ciągłe. W y­
starczy więc pokazać, że określone wyżej przyporządkowanie jest różnowar- 
tościowe. Załóżmy, że P 1 i P 2  są różnymi porządkami ciała R ( X ). Zgod­
nie z twierdzeniem 4.2.2, przekroje Dedekinda (D 1 ,G 1 ) i (D 2 ,G 2 ) ciała R  
wyznaczone przez te  porządki są różne. Przyjmijmy, że D 1 C D 2 . Pokaże­
my, że istnieje wielomian o współczynnikach w ciele K  m ający dokładnie 
jeden pierwiastek w zbiorze D 2  \  D 1 . Jeśli D 2  \  D 1 =  {a } , to poszukiwa­
nym wielomianem może być wielomian minimalny elementu a  nad ciałem 
K . Jeśli zbiór D 2  \  D 1 zawiera co najm niej dwa elementy, to  zawiera cały 
przedział, a więc jest nieskończony. Załóżmy, że a  jest takim  elementem 
zbioru D 2  \  D 1 , że jego wielomian minimalny ma najniższy stopień wśród 
wielomianów, które m ają pierwiastki w zbiorze D 2  \  D 1 . Niech f  € K [ X ] 
będzie wielomianem minimalnym elementu a. Gdyby dwa pierwiastki wie­
lomianu f  należały do D 2  \  D 1 , to zgodnie z twierdzeniem Rolle’a, również 
pochodna f ' ,  której stopień jest mniejszy od stopnia f , ma pierwiastek fi 
w zbiorze D 2  \  D 1. W ielomian minimalny elementu fi ma stopień mniejszy 
od stopnia wielomianu minimalnego elementu a, wbrew założeniu. Zatem 
w obu przypadkach a  jest jedynym  pierwiastkiem wielomianu f  w zbiorze 
D 2  \  D 1 , a stąd wynika, że tylko dwumian X  — a  w rozkładzie wielomianu 
f  na czynniki nierozkładalne ma różne znaki w porządkach P 1 i P 2 , więc 
f  jest elementem ciała K (X ) należącym do jednego z porządków P 1 i P 2  
i nienależącym do drugiego. □
O dtąd dla uproszczenia oznaczeń porządek P  A (R (X )) będziemy
utożsam iać z porządkiem P  n K (X ) € A ( K (X )). Zbiór wszystkich porząd­
ków ciała funkcji wymiernych o współczynnikach w dowolnym ciele formal­
nie rzeczywistym można przedstawić następująco.
T w ie rd z e n ie  5 .4 .3 . Niech K  będzie ciałem formalnie rzeczywistym i niech 
R P będzie ustalonym domknięciem rzeczywistym ciała uporządkowanego 
( K , P ) dla każdego P  € X (K ). Wtedy podzbiory X (R P ( X )) C X (K ( X )) 
są parami rozłączne i X (K (X )) =  U {X (R P ( X )) : P  €  X (K )}.
D o w ó d .  Porządki P l , P 2  należące do różnych zbiorów X ( R p (X )) wyzna­
czają różne porządki P l n  K , P 2  fi K  ciała K , muszą więc być różne. Jeśli P ' 
jest dowolnym porządkiem ciała K ( X ), to P  =  P '  f  K  jest porządkiem cia­
ła K . Ciało R p ( X ) jest algebraicznym i rzeczywistym rozszerzeniem ciała 
K ( X ), zatem  może być zanurzone w rzeczywiste domknięcie ciała uporząd­
kowanego (K (X ), P ') . Ograniczenie jedynego porządku tego ciała do R P (X ) 
należy do X ( R p (X )) i jest przedłużeniem porządku P '  ciała K (X ). □
T w ie rd z e n ie  5 .4 .4 . Jeśli K ( X ) jes t  ciałem funkcji wymiernych nad cia­
łem formalnie rzeczywistym K , to przestrzeń X (K (X )) nie zawiera punktów  
izolowanych.
D o w ó d. Załóżmy najpierw, że K  jest ciałem rzeczywiście domkniętym 
i <  jest jedynym  porządkiem tego ciała. Niech P  będzie pewnym porządkiem 
ciała K (X ) i niech D  =  {a € K  : X  -  a € P }. Rozważmy dowolne bazowe 
otoczenie otwarte
V  =  H ( X  -  al)  n  ... n  H ( X  -  am) n  H ( - ( X  -  bl)) f  ... n  H ( - ( X  -  bn))
porządku P  w przestrzeni X ( K (X )) (m lub n  mogą być równe zero). Oczy­
wiście a l , . . .  ,a m € D  i bl , . . .  ,bn €  D, a więc ai < bj dla i = 1 , . . .  ,m  oraz 
j  = 1 , . . .  ,n .  Zatem istnieje tak i element r € K ,  że m axi (ai) < r < m in j(bj). 
Niech D'  =  {a € K  : a <  r}, gdy ten  zbiór jest różny od D  lub D'  =  
{a € K  : a < r}  w przeciwnym przypadku. W tedy porządek wyznaczony 
przez przekrój Dedekinda (D ' , K  \  D ' ) jest różny od P, ale należy do jego 
otoczenia V . Zatem dowolne otoczenie otwarte porządku P  zawiera elemen­
ty  różne od P , a więc P  nie jest punktem  izolowanym.
W  dowodzie dla dowolnego ciała formalnie rzeczywistego wystarczy skorzy­
stać z poprzedniego twierdzenia oraz pierwszej części dowodu. □
T w ie rd z e n ie  5 .4 .5 . Jeśli ciało R  jest rzeczywiście domknięte, to ciało 
R (X ) spełnia SAP.
D o w ó d .  K orzystając z twierdzeń 5.3.2, 5.3.3 i 5.3.5, wystarczy pokazać, 
że podbaza Harrisona przestrzeni X (R (X )) jest bazą. Z lem atu 5.4.1 wy­
nika, że zbiór C =  { H ( e (X  — a)) 6  H ( R ( X )) : e 6 {1, —1}, a 6  R }  jest 
podbazą topologii przestrzeni porządków H ( R ( X )). D la a,b 6  R  oznaczmy 
W  (a,b) =  H  ( X  — a) n  H  (b — X ) i zauważmy, że P  6  W  (a, b) w tedy i tylko 
wtedy, gdy a <P X  <P b. Stąd w szczególności wynika, że W  (a, b) =  0, gdy 
b K P a. Dodatkowo przyjmijmy, że W  (—to, b) =  H  (b — X ) oraz W  (a, to)  =  
H (X  — a). Rozważmy nowy podzbiór podbazy H arrisona zdefiniowany na­
stępująco: A  =  {W (a ,b )  C X ( R ( X )) : a,b 6  R  U {—to, to}, a < b}. 
Zbiór A  jest również podbazą topologii w X  ( R ( X )), gdyż C C  A. Ponadto 
W  (a, b) =  H  ((X  — a)(b — X )), gdy a < b, a więc A  C H ( R ( X )). Pokażemy, 
że rodzina A  jest dom knięta ze względu na skończone przekroje zbiorów. Za­
łóżmy, że P  6  W ( a 1 ,b 1 ) n  W (a 2 , b2 ). Stąd a 1 <P X  <P b1 i a 2  <P X  <P b2 , 
co jest równoważne c =  m ax{a1 , a 2} < P X  <P min{b1 ,b2} =  d, zatem 
W  (a 1 ,b 1 ) n  W  (a2 , b2 ) =  W  (c, d). Ponieważ rodzina A  jest podbazą domknię­
tą  ze względu na przekroje skończone, więc jest bazą. Oczywiście, podbaza 
Harrisona zawiera bazę A ,  a więc jest również bazą, co oznacza, że ciało 
R ( X ) spełnia SAP. □
O innych przykładach ciał spełniających SAP mówi następne twierdze­
nie.
Twierdzenie 5.4.6. Jeśli ciało jest algebraicznym, rzeczywistym rozszerze­
niem ciała liczb wymiernych, to spełnia SAP.
D o w ó d .  Aby pokazać, że ciało K  spełnia SAP, wystarczy, na podstawie 
twierdzenia 5.3.2.(3), udowodnić, że podbaza H arrisona jego przestrzeni po­
rządków jest zam knięta na skończone przekroje. Załóżmy najpierw, że ciało 
K  jest skończonym, formalnie rzeczywistym rozszerzeniem ciała liczb wy­
miernych, a więc na podstawie twierdzenia 3.3.5 ciało K  ma skończenie 
wiele porządków. Z twierdzenia 4.4.3 wynika, że każdy porządek tego ciała 
wyznacza pewną normę ciała K  i na podstawie lem atu 4.5.1 normy wyzna­
czone przez różne porządki są niezależne. Rozważmy dowolne dwa elementy 
a,b 6  K *. K orzystając z twierdzenia 4.5.2 o aproksymacji, możemy wybrać 
element c 6  K  taki, że \c — 1|P <  1 dla każdego porządku P  6  H (a) n  H (b) 
i \c +  1\p <  1 dla wszystkich pozostałych porządków. Stąd wynika, że c 6  P  
wtedy i tylko wtedy, gdy a,b 6  P, zatem  H (a) n  H (b) =  H(c).
Rozważmy teraz dowolne rzeczywiste algebraiczne rozszerzenie K  ciała 
liczb wymiernych i dowolne elementy a, b K . Poprzednio pokazaliśmy, że 
ciało F  =  Q (a, b) spełnia SAP, gdyż jest skończonym rozszerzeniem ciała 
Q. Zatem istnieje element c 6  F  taki, że H P (a) n  H P (b) =  H P (c). Ze
stwierdzenia 2.5.3.(7) wynika, że sygnatury form Pfistera ((a,b)) i {{1,c)) 
są równe w każdym porządku ciała F. Z wniosku 2.5.6 do zasady lokalno- 
-globalnej Pfistera (tw. 2.5.5) wynika, że istnieje liczba natu ra lna  k  taka, że 
formy 2 k ((a,b)) i 2k (( 1 ,c)) są izomorficzne nad ciałem F , a więc również nad 
K . Stosując ponownie stwierdzenie 2.5.3.(7), otrzymujemy H K (a )n H K (b) =  
H k  (c). □
Przykłady 5.4.7. 1. Zgodnie z wnioskiem 5.1.8, ciężar przestrzeni porząd­
ków jest równy mocy podbazy Harrisona tej przestrzeni. Stąd wynika, że 
przestrzeń porządków ciała Q (X ) m a bazę przeliczalną. Stwierdziliśmy rów­
nież, że jest ona przestrzenią boolowską niezawierającą punktów izolowa­
nych. To wystarczy, aby pokazać, że przestrzeń porządków ciała Q (X ) jest 
homeomorficzna ze zbiorem Cantora (zob. [7][4.2, tw. 3 i 6.2 , ćw. A(c)]).
2. Niech K  =  Q({-^p : p — liczba pierwsza}). Przestrzeń X ( K ) nie za­
wiera punktów izolowanych. Aby to  pokazać, przypuśćmy, że porządek P  
ciała K  jest punktem  izolowanym w X ( K ). Z faktu, że ciało K  spełnia SAP 
mamy { P } =  H (a) dla pewnego a € K *, tzn. P  jest jedynym  porządkiem 
ciała K , w którym  element a jest dodatni. Oczywiście, istnieją takie liczby 
pierwsze p \ , . . .  ,pn , że a € L  =  Q ( y p i , . . . ,  -.fpň). Jeśli p jest liczbą pierw­
szą różną od p i , . . .  ,pn , to porządek P  n  L  ma dwa przedłużenia w ciele 
L (vP ) i każde z tych przedłużeń przedłuża się do porządków ciała K . To 
pokazuje, że P  nie może być jednym  elementem zbioru H(a).  Otrzym aliśmy 
sprzeczność. Łatwo zauważyć, że przestrzeń X (K ) jest również boolowska, 
m a ciężar przeliczalny, a więc podobnie jak  poprzednio jest homeomorficzna 
ze zbiorem Cantora.
3. C iała K  =  Q ({ ^ p  : p — liczba pierwsza}) i Q (X ) m ają homeomorficz- 
ne przestrzenie porządków, ale tylko pierwsze z nich spełnia SAP, podczas 
gdy ciało funkcji wymiernych Q (X ) nie (zadanie 9).
4. Zauważmy, że przestrzenie X (Q (X )) i X (R (X )) nie są homeomorficz- 
ne, bo m ają różne ciężary.
5.5. Zadania
1. Niech T  będzie praporządkiem  ciała K . Pokazać, że H t (a) =  H t (b) 
wtedy i tylko wtedy, gdy ab € T .
2. Pokazać, że rodzina podzbiorów dom knięto-otwartych dowolnej prze­
strzeni boolowskiej wraz z operacjam i U i n  jest algebrą Boole’a. Spraw­
dzić, czy baza Harrisona przestrzeni porządków ciała formalnie rzeczy­
wistego jest podalgebrą algebry Boole’a zbiorów dom knięto-otwartych 
tej przestrzeni.
3. Pokazać, że
(a) zbiory
A  =  {a  £ {1, - 1 } K * : Va,beK* a (ab) =  a(a)a(b)}
B  =  {a £ { l , - 1 } K  : VaeK* (a(a) =  1 ^  a(1 +  a) =  1)}
C  =  {a £ { 1 , — 1 }K* : a ( - 1 ) =  - 1 } t
są dom knięte w przestrzeni {1 , —1 }K ;
(b) odwzorowanie a £ {1 , —1 }K* jest sygnaturą wtedy i tylko wtedy, 
gdy a £ A  n  B  n  C ;
(c) zbiór sygnatur jest zwartym podzbiorem przestrzeni {1 , —1 }K*.
4. Pokazać, że jeśli V  jest nieskończenie wymiarową przestrzenią liniową 
nad ciałem F 2, to  przestrzeń sprzężona Hom(V, F 2) z topologią induko­
waną z przestrzeni { 0 ,1}y  jest homeomorficzna z kostką Cantora.
5. W  zbiorze D t (K ) wszystkich podzbiorów dom knięto-otwartych 
przestrzeni X ( K / T ) definiujmy działanie, przyjmując, że U o V  =  
(U \  V ) U (V \  U ) jest różnicą sym etryczną zbiorów U ,V  £ DT ( K ). 
Pokazać, że:
(a) System (DT ( K ), o, 0) jest elem entarną 2-grupą.
(b) H t ( K ) jest podgrupą grupy D t ( K ).
(c) Odwzorowanie ý T : K * — > DT ( K ) określone wzorem $T (a) =  
H t  (—a) dla każdego a £ K  * jest homomorfizmem grup.
(d) ker $ t  =  T  oraz im $ t  =  H t ( K ). G rupa K * / T  jest izomorficzna 
z grupą H t ( K ).
6 . Pokazać, że jeśli K  jest ciałem formalnie rzeczywistym oraz 
L  =  K ( ( X ) ) ( ( Y )), to H (L )  =  B(L).
7. Pokazać, że każde ciało, które ma co najwyżej trzy  porządki, spełnia 
SAP.
8 . Pokazać, że ciało formalnie rzeczywiste K  spełnia SAP wtedy i tyl­
ko wtedy, gdy dla każdej n-krotnej formy Pfistera p  istnieje element 
a £ K*  taki, że sgnP (p)  =  sgnP (2ra_1 x (1, a)) dla wszystkich porząd­
ków ciała K .
9. Pokazać, że ciało Q (X ) nie spełnia SAP.
Wsk. Zbadać, czy można dowolnie „rozdzielić” porządki wyznaczone 
przez rzeczywiste pierwiastki wielomianu nierozkładalnego stopnia co 
najm niej 2 .
R O Z D Z IA Ł  6
P ierśc ien ie  w aluacyjne, w aluacje i p un kty
6.1. P od p ierśc ien ie  w ypu k łe
G rupa addytyw na ciała uporządkowanego jest grupą abelową uporządkowa­
ną. W  dodatku D.1 Czytelnik znajdzie podstawowe definicje i fakty zwią­
zane z grupam i uporządkowanymi. W śród nich ważną rolę odgrywa pojęcie 
wypukłości oraz pojęcie otoczki wypukłej. Zajmiemy się teraz wypukło­
ścią w kontekście ciał uporządkowanych i ich podpierścieni. Przypomnijmy, 
że podzbiór A  ciała uporządkowanego (K, P ) nazywamy podzbiorem wypu­
kłym, jeśli A  wraz z elementami x  oraz y  zawiera cały przedział o końcach 
x  oraz y. Otoczką wypukłą dowolnego podzbioru A  ciała K  nazywamy naj­
mniejszy podzbiór wypukły conv(k ,p )(A) ciała K  zawierający A, tzn. prze­
krój wszystkich podzbiorów wypukłych ciała K  zawierających A.
W  sytuacji, gdy porządek ciała K  jest ustalony, to  zam iast conv(K P)(A) 
będziemy pisali convK (A).
S tw ie rd z e n ie  6 .1 .1 . Niech A  będzie podpierścieniem ciała uporządkowa­
nego K .
(1) convK (A) =  \ x  € K  : 3  \ x  \ K a \ .
a^A J
(2) Otoczka wypukła convK (A) podpierścienia A  jest podpierścieniem cia­
ła K .
(3) convK (A) =  A  [0,1] C A.
D o w ó d .  (1). Zob. stwierdzenie D.1.12.
(2). Zbiór convK (A) jest podgrupą grupy addytywnej ciała K  (zob. 
stwierdzenie D.1.12). Ponieważ A  C convK(A), więc 1 € convK(A). P rzy­
puśćmy, że x , y  €  convK (A). W tedy \x\ <  a, \y\ <  b dla pewnych a,b € A. 
Ponieważ \xy\ <  ab oraz ab € A, więc x y  € convK (A).
(3). Implikacja „ = ^ ” jest oczywista. Przypuśćm y zatem , że [0,1] C A  
oraz z € convK (A). W tedy \z\ <  a dla pewnego a € A, a =  0. Ponieważ 
\za- i \ <  1, więc za - i  € A. W tedy również z =  (za - i )a € A. □
Podpierścieniem wypukłym  ciała uporządkowanego K  nazywamy pod- 
pierścień A  ę  K  taki, że convK(A) =  A.
W prost z punktu  (2) poprzedniego stwierdzenia wynika następujący 
wniosek.
W n io s e k  6 .1 .2 . Jeśli A  ę  B  są podpierścieniami ciała uporządkowanego 
K  oraz A  jest zbiorem wypukłym, to B  jest również zbiorem wypukłym.
Pojęcie elementu nieskończenie dużego oraz nieskończenie małego nad 
podciałem  pojawiło się w rozdziale czwartym. T utaj będziemy mieli do czy­
nienia z elementami nieskończenie dużymi oraz nieskończenie m ałymi nad 
A  najczęściej w przypadku, gdy A  jest podpierścieniem zawierającym cia­
ło Q. Przypomnijmy, że element x  jest nieskończenie duży nad A, jeśli 
x  €  convK(A), tzn. \x\ > a dla każdego a € A, natom iast nieskończenie 
m ały nad A, jeśli \x\ < \a\ dla każdego a € A, a =  0. Jeśli A  jest ciałem, to 
element x  =  0 ciała K  jest elementem nieskończenie m ałym  nad A  wtedy 
i tylko wtedy, gdy x - 1  jest elementem nieskończenie dużym nad A.
Jeśli K  jest podciałem  ciała uporządkowanego L, to  zgodnie z definicją 
z rozdziału czwartego, L  nazywamy rozszerzeniem archimedesowym ciała 
K , jeśli ciało L  nie zawiera elementów nieskończenie dużych nad K , tzn. 
conv^(K ) =  L.
U w a g a  6 .1 .3 . Jeśli F  C F '  są podciałam i ciała uporządkowanego K,  to 
rozszerzenie F ' / F  jest archimedesowe wtedy i tylko wtedy, gdy convK ( F ) =  
convK (F ').
W  rozdziale czwartym udowodniliśmy, że każde rozszerzenie uporządko­
wane i algebraiczne ciała uporządkowanego jest archimedesowe. Bezpośred­
nio z tego oraz poprzedniej uwagi wynika następujący wniosek.
W n io s e k  6 .1 .4 . Jeśli F  jes t  podciałem ciała uporządkowanego K , to alge­
braiczne domknięcie ciała F  w ciele K  jest zawarte w convK ( F ).
Niech F  będzie podciałem  ciała uporządkowanego K . Oznaczmy przez 
L  zbiór podpierścieni wypukłych ciała K  zawierających F. Zbiór ten  two­
rzy łańcuch (zob. stwierdzenie D.1.12). Rangą (lub wysokością) rozszerze­
nia K / F  nazywamy liczbę \L\ — 1, gdy zbiór L  jest skończony lub to  
w przeciwnym wypadku. Rangą (lub wysokością) ciała uporządkowanego K  
nazywamy rangę rozszerzenia K /Q .  Rangę ciała uporządkowanego K  oraz 
rangę rozszerzenia K / F  oznaczamy odpowiednio h t(K ) i h t ( K /F ). Zatem 
rozszerzenie K / F  jest archimedesowe, gdy jego ranga h t ( K /F ) równa się 0.
Podpierścienie wypukłe ciała uporządkowanego wyróżniają się pewnymi 
szczególnymi własnościami algebraicznymi.
S tw ie rd z e n ie  6 .1 .5 . Niech A  będzie podpierścieniem wypukłym ciała upo­
rządkowanego (K, P ).
(1) x  € A  lub x - 1 € A  dla każdego x  € K, x  =  0.
(2) Pierścień A  jes t  pierścieniem lokalnym, a zbiór
M A =  {x  € A  : x  =  0, x - 1 €  A } U {0},
jes t  jego jedynym ideałem maksymalnym.
(3) Ciało k (A) =  A / M a  jes t  ciałem formalnie rzeczywistym, a zbiór
P  =  {x  +  M A : x  € P  n  A* }
jest  porządkiem tego ciała, gdzie A* jes t  grupą elementów odwracal­
nych pierścienia A.
(4) A P =  conv(^ P)(Q ) jest  podpierścieniem wypukłym zawartym w pod- 
pierścieniu A.
(5) Jeśli B  jest podpierścieniem wypukłym ciała K , to A  C B  
M b  C M a .
D o w ó d .  (1). W ynika z warunku (3) stwierdzenia 6.1.1.
(2). Niech x , y  € M a  \  {0} oraz niech x y - 1 € A  (przypadek y x - 1 € A  
jest analogiczny). W tedy (y +  x ) y - 1 =  1 +  x y - 1 € A. Jeśli y  +  x  =  0
i (y +  x ) - 1  € A, to y - 1 =  (1 +  x y - 1 )(y  +  x ) - 1  € A, co jest sprzeczne 
w wyborem y. Zatem y  +  x  € M a . Niech x  € M a , z  € A. Jeśli z x  =  0 
i (zx ) - 1  € A, to  x - 1 =  z (zx ) - 1  € A  i znowu otrzymujemy sprzeczność. 
Zatem (zx ) - 1  €  A, a więc z x  € M a . Pokazaliśmy, że M a  jest ideałem 
pierścienia A. Pierścień A  jest pierścieniem lokalnym i M a  jest jego jedynym  
ideałem maksymalnym, gdyż A* =  A  \  M a .
(3). W ystarczy pokazać, że P  jest porządkiem ciała k(A). Pokażemy, że 
P  +  P  C P.  Niech x  =  x  +  M A , y  =  y  +  M A , x , y  € P  n  A*. W tedy 
x  +  y, x - 1 , y - 1 € P  n  A  oraz 0 <  (x +  y ) - 1  <  x - 1 . Ponieważ A  jest 
podzbiorem wypukłym, więc wraz z x  +  y  również (x +  y ) - 1  należy do 
A, tzn. x  +  y € A*. Oznacza to, że x  +  y € P.  Pozostałe warunki definicji 
porządku wynikają wprost z definicji P.
(4). W ystarczy pokazać, że Q C A. Przypuśćmy, że Q C A. W tedy 
n €  A, tzn. n  € M a  dla pewnego n  €  N . To jednak jest niemożliwe, gdyż 
oznaczałoby to, że n (1 +  M a )  =  0 w ciele uporządkowanym k (A).
(5). W ynika z (1) oraz (2). □
W  części (3) stwierdzenia 6.1.5 porządek P  został tak  określony, że epi- 
morfizm kanoniczny k : A  — > k (A) jest odwzorowaniem niemalejącym, 
tzn. a K P b n(a) K p  n(b) dla a,b € A. Z części (4) stwier­
dzenia 6.1.5 wynika, że A p  jest najm niejszym  podpierścieniem wypukłym 
ciała uporządkowanego ( K , P ), natom iast z wniosku 6.1.2 otrzymujemy: A  
jest podpierścieniem wypukłym  ciała uporządkowanego (K, P ) wtedy i tylko 
wtedy, gdy A P C A.
W n io sk i 6 .1 .6 .
(1) Jeśli A  jes t  podpierścieniem wypukłym ciała uporządkowanego K , to 
K  jest ciałem ułamków pierścienia A.
(2) Jeśli ponadto A  jes t  podciałem ciała K , to A  =  K .
D o w ó d .  W ynika wprost ze stwierdzenia 6.1.5. □
U w a g a  6 .1 .7 . Podpierścień ciała spełniający warunek z części (1) stwier­
dzenia 6.1.5 nazywany jest pierścieniem waluacyjnym. Pierścieniami wa- 
luacyjnymi dokładniej zajmiemy się w następnym  podrozdziale. Zwróćmy 
uwagę, że w dowodzie części (2) stwierdzenia 6.1.5 korzystaliśmy jedynie 
z faktu, że pierścień A  jest pierścieniem waluacyjnym, a nie korzystaliśmy 
z faktu, że A  jest zbiorem wypukłym.
Podciało F  ciała uporządkowanego K  nazywamy archimedesowo nasy­
conym w K , jeśli każde właściwe rozszerzenie ciała F  zawarte w K  jest niear- 
chimedesowe. Oczywiście, podciało archimedesowo nasycone w K  jest m ak­
symalnym podciałem  swojej otoczki wypukłej. Na podstawie uwagi 6.1.4 
m aksymalne podciało podpierścienia wypukłego A  ciała K  jest archime- 
desowo nasycone w K  i podpierścień A  jest jego otoczką wypukłą. Zatem 
z wniosku 6.1.4 wynika, że podciała archimedesowo nasycone w K  są alge­
braicznie dom knięte w K . Standardowe zastosowanie lem atu Kuratow skiego- 
Zorna pozwala stwierdzić, że dla każdego podpierścienia wypukłego A  ciała 
K  oraz podciała F  C A  istnieje m aksymalne podciało pierścienia A  (tzn. 
podciało archimedesowo nasycone w K , dla którego podpierścień A  jest 
otoczką wypukłą) zawierające podciało F .
T w ie rd z e n ie  6 .1 .8 . Jeśli F  jest podciałem ciała uporządkowanego K  
i A  =  con v x ( F ), to homomorfizm kanoniczny k : A  — > k (A) zacieśnio­
ny do F  jest rosnącym zanurzeniem ciała F  w ciało k (A) i rozszerzenie 
k (A) ciała k ( F ) =  {a +  M a  : a € F } jest archimedesowe. Jeśli F  jest  
archimedesowo nasycone w K , to rozszerzenie k ( A ) / k ( F ) jes t  algebraiczne.
Jeśli ponadto ciało K  jest rzeczywiście domknięte, to zanurzenie k \f  jest  
izomorfizmem ciał uporządkowanych.
D o w ó d .  Ponieważ F  C A*, więc k\f  jest zanurzeniem rosnącym, gdyż jest 
ono niemalejące i różnowartościowe. Archimedesowość k ( A ) / k ( F ) wynika 
z definicji otoczki wypukłej oraz porządku P.  Załóżmy, że F  jest archimede- 
sowo nasycone w K .  Dla uproszczenia będziemy pisali a zam iast a +  M a  dla 
a € A. Przypuśćmy, że a jest przestępny nad k ( F ) dla pewnego a € A. W te­
dy F [ajnM A  =  {0}, gdyż anan + .. .+ a ia + a o  € F [a]nM A  dla a0, ..., an € F, 
nie wszystkich równych zero, prowadzi do równości a n a n + ... +  a 1  a +  a0  =  0, 
k tóra oznacza, że a jest elementem algebraicznym nad k ( F ). Zatem wszyst­
kie niezerowe elementy pierścienia F [a] są odwracalne w A  i F  C F (a) C A. 
O trzym aliśm y więc sprzeczność z maksymalnością podciała F  pierścienia A. 
Załóżmy teraz, że K  jest rzeczywiście domknięte. W tedy podciało F , jako 
algebraicznie dom knięte w K , jest również rzeczywiście dom knięte (zob. 
wniosek 3.1.6). Ponieważ k(A )  jest uporządkowanym i algebraicznym roz­
szerzeniem ciała uporządkowanego k ( F ), więc k(A )  =  k ( F ). □
W niosek 6.1.9. Jeżeli P  jest porządkiem ciała K , to k ( A p ) z porządkiem 
P  jest rozszerzeniem archimedesowym ciała Q.
Z poprzedniego twierdzenia wynika, że m aksymalne podciało pierścienia 
wypukłego ciała rzeczywiście domkniętego jest wyznaczone jednoznacznie 
z dokładnością do izomorfizmu, gdyż jest izomorficzne z k (A).
Twierdzenie 6.1.10. Niech F  będzie podciałem ciała uporządkowanego K  
oraz niech h t ( K /F ) <  to . Wtedy h t ( K /F ) =  r, gdzie r jes t  największą liczbą 
naturalną taką, że istnieje wieża ciał F0  C F 1 C . . .  C Fr =  K, zawiera­
jących F  i archimedesowo nasyconych w K . Jeśli ciało K  jest rzeczywiście 
domknięte, to ciała Fi występujące w tej wieży są wyznaczone jednoznacznie 
z dokładnością do izomorfizmu ciał uporządkowanych.
D o w ó d .  Jeśli F  C F0  C F 1 C . . .  C Fr =  K  i ciała F0 ,F 1, . . .  ,F r są 
archimedesowo nasycone w K ,  to  F  C A 0  C A 1 C . . .  C A r =  K,  gdzie 
A i =  convx (Fi). Zatem h t ( K /F ) >  r. Załóżmy teraz, że h t (K /F )  =  s. 
Istnieją zatem  takie podpierścienie wypukłe A i , i =  0 , 1 , . . . , s ,  ciała K  
(wyznaczone jednoznacznie), że F  C A 0  C A 1 C . . .  C A s =  K .  Jeśli Fi jest 
m aksymalnym podciałem  pierścienia A i zawierającym Fi -1 , (F - 1  =  F ), 
to  F  C F 0  C F 1 C . . .  C Fs =  K  i ciała F0 ,F 1, . . .  ,F s są archimedesowo
nasycone w K .  Stąd h t ( K /F ) =  s <  r. Jeśli K  jest rzeczywiście domknięte,
to  na podstawie poprzedniego twierdzenia ciała Fi są izomorficzne z ciałami 
reszt swoich otoczek wypukłych. □
W n io s e k  6 .1 .1 1 . Jeśli F  jest podciałem ciała uporządkowanego K , to
tr.degF K  >  h t ( K /F ), 
gdzie tr.degF K  oznacza stopień przestępny K  nad F.
D o w ó d .  Niech r =  h t (K /F )  oraz niech F  C F0  C F i C . . .  C Fr =  K  bę­
dzie wieżą ciał z poprzedniego twierdzenia. Na podstawie twierdzenia 4.1.2, 
rozszerzenia Fi+i / F i , i = 0 , . . .  , r  — 1, są przestępne, tzn. tr.degF.Fi+i >  1. 
Zatem tr.degF K  =  ^ r= o  tr.degF. Fi+i >  r =  h t ( K /F ). □
P r z y k ła d  6 .1 .1 2 . Niech K  =  F ( X ), P  € X (F ) ,  Q =  P ^  (porzą­
dek z przykładu 1.1.14). Niech am ,bn będą najwyższymi współczynnikami 
odpowiednio wielomianów f , g  € F [ X ]. Dla elementu a € P  nierówności 
0 <Q g <Q a zachodzą wtedy i tylko wtedy, gdy (st f  < st g, 0 < P ambn) 
lub (st f  =  s t g =  n, 0 <P anbn , 0 < P (abn — an)bn). Zatem convK ( F ) =  
| g  : f , g  € F [ X ], st f  <  s t g^  =  K .  Stąd oraz z poprzedniego wniosku wy­
nika równość h t ( K /F ) =  1.
T w ie rd z e n ie  6 .1 .1 3 . Jeśli F  C M  są podciałami ciała uporządkowanego 
K ,  to
h t ( K /F ) =  h t(K /M ) +  h t ( M /F ).
D o w ó d .  Niech L  będzie rodziną wszystkich podpierścieni wypukłych cia­
ła K  zawierających podciało F . Ponieważ podpierścienie wypukłe tworzą 
łańcuch, więc L  =  L'  U L ' , gdzie L  =  {A  € L  : A  C convK (M )}, L'' =  
{A  € L  : convK (M ) C A}.  Niech L i będzie łańcuchem wszystkich pod- 
pierścieni wypukłych ciała uporządkowanego M  zawierających podciało F. 
Do zakończenia dowodu wystarczy pokazać, że łańcuchy L ' oraz L i  są rów- 
noliczne. Pokażemy, że odwzorowanie A : L i — > L ' , A(B) =  convK ( B ) 
dla B  € L i , jest wzajemnie jednoznaczne. Dla dowolnego B  € L i za­
chodzi równość B  =  convM (B) =  convK(B) C M .  Oznacza to różnowar- 
tościowość A. Pozostaje jeszcze do pokazania, że A jest odwzorowaniem 
„na” . Niech A  =  convK (A) € L'. W tedy B  =  convK (A) C M  € L i oraz 
A(B) =  convK (convK (A) C M ) =  convK (A) =  A, co kończy dowód. □
Przykład 6.1.14. Niech (F, P ) będzie ciałem uporządkowanym oraz niech 
K  =  F (X 1 , . . . ,X n) będzie ciałem funkcji wymiernych n  zmiennych. P rzyj­
mijmy (Ko,Po) =  (F ,P )  i (Ki, Pi) =  (K — 1 ( X ), (P i- 1 ) , )  (definicja porząd­
ku jak  w przykładzie 1.1.14). Z twierdzenia 6.1.13 oraz przykładu 6.1.12 
mamy h t(K n/ K 0) =  n.
W  powyższym przykładzie zachodzi równość
tr.d eg ^ 0 Kn  =  n  =  h t(K n/K o),
choć równość między stopniem  przestępnym  rozszerzenia a jego wysokością 
nie musi zachodzić. Aby to  pokazać, rozważmy dwa kolejne przykłady.
Przykład 6.1.15. Niech R  będzie ciałem rzeczywiście domkniętym różnym 
od ciała R oraz niech P  będzie porządkiem ciała R ( X ) wyznaczonym przez 
właściwy przekrój Dedekinda ciała R, który nie jest główny. Rozszerzenie 
R ( X ) / R  jest archimedesowe (zob. uwagi 4.2.3.(3)), tzn. h t(R (X ) /R )  =  0, 
podczas gdy tr .d e g * R (X ) =  1.
Przykład 6.1.16. Niech K  =  M ((X )), P  € X ( M ), Q =  P+ (porzą­
dek zdefiniowany w podrozdziale 1.2). Ciało F  =  M (X ) jest podciałem  
ciała uporządkowanego K . Rozszerzenie K / F  jest rozszerzeniem archime- 
desowym (tzn. h t ( K /F ) =  0), gdyż
| amX m +  am+1X m+1 +  . . . \ < q (1 +  | am | ) X m , dla am =  0.
Zachęcamy Czytelnika do pokazania, że tr .d eg ^ K  =  to  (zadanie 11).
6.2. Pod staw ow e p ojęcia  teorii waluacji
Definicja 6.2.1. Przypomnijmy, że w poprzednim  podrozdziale podpier- 
ścień A  ciała K  nazwaliśmy pierścieniem waluacyjnym  ciała K , jeśli x  € A  
lub x - 1  € A  dla każdego x  € K *.
Niech r  będzie grupą abelową uporządkowaną (zob. dodatek D.1). Do 
grupy r  dołączymy w sposób formalny element to, czyniąc zarazem dwie 
umowy:
(a) a +  to  =  to  dla dowolnego a €  r  U {to},
(b) a < to dla dowolnego a €  r .
Definicja 6.2.2. Waluacją ciała K  nazywamy funkcję v : K  — > r  U {to} 
spełniającą następujące warunki:
(1 ) v(x) =  to  x  =  0,
(2) v (x y ) =  v(x) +  v (y ) ,
(3) v (x  +  y) >  m in{v(x), v(y)}, 
dla każdych x , y  € K .
Podgrupę =  v (K *) grupy r  nazywamy grupą wartości waluacji v. P rzy j­
mijmy w dalszej części umowę, że jeśli bez dodatkowego kom entarza pojawi 
się v : K  — > r  U {to}, to  zakładać będziemy równość r  =  .
Zauważmy, że waluacja v : K  — > r  U {to} zacieśniona do K* jest 
epimorfizmem grupy multiplikatywnej K * ciała K  na grupę uporządkowaną 
r  =  . Zatem z definicji wynikają następujące własności waluacji:
(1 ) v ( ± 1 ) =  0,
(2) v(x) =  v (—x ) ,
(3) v (x - 1 ) =  —v (x ) , gdy x  =  0.
Stwierdzenie 6.2.3. Jeśli v jest waluacją ciała K  oraz x 1, . . .  , x n € K , to
x i I >  min v (x i ) .
I l^ i^n
Ponadto, jeśli istnieje dokładnie jedno takie k € { 1, . . . ,n } ,  że v (x k) =  
min {v (x i) } , to nierówność można zastąpić równością.
l^ i^n
D o w ó d .  Pierwszą część stwierdzenia łatwo otrzymujemy z definicji wa­
luacji za pomocą indukcji względem n. Niech v (x k) <  v(xi) dla i =  k.
n
Jeśli z =  x i oraz y  =  z — x k , to na podstawie pierwszej części mamy
i= 1
v (y ) > v (x k), v (z ) >  v (x k) . Przypuśćmy, że v (z ) > v (x k) . W tedy v (x k) =  
v (z — y ) >  m in{v(z), v(y)} >  v (x k) i otrzymaliśmy sprzeczność. □
Zauważmy, że z poprzedniego stwierdzenia w szczególności wynika, że 
v (x  +  y) =  m in{v(x),v(y)}, gdy v(x) =  v (y ) .
Przyporządkowanie wielomianowi wartości w ustalonym  punkcie jest ho- 
momorfizmem określonym na pierścieniu wielomianów. Jednak w przypad­
ku, gdy wielomiany zastąpim y funkcjami wymiernymi, to takie przyporząd­
kowanie jest tylko „prawie homomorfizmem” , tzn. warunki homomorfizmu 
dla dodawania oraz mnożenia są spełnione dla tych funkcji wymiernych, dla 
których przyporządkowanie wartości w danym punkcie jest określone. Oka­
zuje się, że takie „prawie homomorfizmy” na ciele funkcji wymiernych są 
szczególnymi przypadkami obiektów badanych w teorii waluacji.
Dołączmy do ciała L  symbol to  i dla dowolnego x  € L  przyjmijmy 
to  • to  =  t o , 1/0  =  t o , 1 / t o  =  0, x  ± t o  =  to  oraz x  • to  =  to  dla x  =  0. 
W yrażenia to  ±  t o , 0 • t o , 0/0, to / to  będziemy uważać za nieokreślone.
Definicja 6.2.4. Punktem  ciała K  w ciało L  nazywamy odwzorowanie 
A : K  — > L  U {to} spełniające warunki:
A(1) =  1, A(x +  y) =  A(x) +  A(y), A(xy)  =  A(x)A(y) 
dla x , y  € K , dla których prawe strony ostatnich dwóch równości są okre­
ślone.
W prost z definicji wynikają następujące własności punktu:
(1) A(0) =  0 ,
(2) A(—x)  =  —A(x) (tu  to  =  —to),
(3) A(x-1 ) =  A(x)- 1 , gdy x  =  0.
Pojęcia pierścienia waluacyjnego, waluacji oraz punktu  są ściśle z sobą zwią­
zane. Świadczą o tym  następujące stwierdzenia.
Stwierdzenie 6.2.5. Niech A  będzie pierścieniem waluacyjnym ciała K .
(1) A  jest pierścieniem lokalnym, M a  =  {x  € A  : x  =  0, x - 1 €  A}U{0}
jest  jego ideałem maksymalnym oraz A* =  {x  € A  : x - 1 € A}.
(2) Odwzorowanie Aa : K  — > (A /M a )  U {to} określone wzorem
A ( ) =  i to dla x  €  A
Aa (x ) { x  +  M a  dla x  € A
jest  punktem.
(3) Grupa r A =  K */A* wraz z relacją: xA*  <  yA* x - 1 y € A,
jest grupą abelową uporządkowaną (z zapisem multiplikatywnym !).
(4) Odwzorowanie va : K  — > rA  U {to} określone wzorem
, N | to  dla x  =  0
Va(x) [ toA * dla x  € K * ,
jes t  waluacją ciała K .
Stwierdzenie 6.2.6. Niech v będzie waluacją ciała K .
(1) Zbiór A v =  {x  € K  : v(x) >  0} jest  pierścieniem waluacyjnym 
ciała K .
(2) Zbiór M v =  {x  € K  : v(x) >  0} jest  ideałem maksymalnym pier­
ścienia A v .
S tw ie rd z e n ie  6 .2 .7 . Jeśli X : K  — > L  U {to} jest  punktem, to zbiór 
A a =  {x  € K  : X(x) =  to} jest  pierścieniem waluacyjnym, a podzbiór 
M a =  {x  € K  : X(x) =  0} jest  jego ideałem maksymalnym.
Dowody przytoczonych stwierdzeń pozostawiamy Czytelnikowi jako ćwicze­
nie (zadanie 3).
U w a g a  6 .2 .8 . Jeśli A  jest pierścieniem waluacyjnym ciała K , to  A  =  A va =  
AAa •
Jeśli A  jest pierścieniem waluacyjnym, a M a  -  jego ideałem maksy­
malnym, to  ciało k (A) =  A / M a  nazywamy ciałem reszt pierścienia wa- 
luacyjnego A. Jeśli A  =  A v lub A  =  Aa, to  k (A) nazywamy ciałem reszt 
odpowiednio waluacji v lub punktu  X. Jeśli X : K  — > L  U {to} jest punk­
tem , to  przyporządkowanie x  +  M a x ^  X(x) dla x  € A a określa zanurzenie 
k(Aa) ^  L • Zatem ciało reszt tego punktu  można utożsam iać z podciałem 
ciała L .
Jeśli pierścień waluacyjny A  jest pierścieniem waluacyjnym zarówno 
punktu  X, jak  i waluacji v, to  będziemy mówili, że X oraz v są stowarzyszone. 
W  takim  przypadku mówimy też, że X i v są stowarzyszone z pierścieniem 
waluacyjnym A • Zależność między pierścieniem waluacyjnym oraz waluacją 
i punktem  stowarzyszonym z tym  pierścieniem zawiera następująca tabela:
A X v
x  € A X(x) =  to v(x)  >  0
x  € M a X(x) =  0 v(x) >  0
x  € A* X(x) €  {0, to} v(x) =  0
x  € K  \  A X(x) =  to v(x) <  0
U w a g a  6 .2 .9 . Ponieważ waluacja jest homomorfizmem grupy multiplika- 
tywnej ciała, na którym  jest określona, grupa wartości tej waluacji dziedzi­
czy pewne własności grupy multiplikatywnej tego ciała. Jeżeli v jest wa- 
luacją ciała K,  które jest albo rzeczywiście domknięte, albo algebraicznie 
domknięte, to  r v jest grupą podzielną (definicję i własności grupy podziel- 
nej Czytelnik znajdzie w dodatku D.1). Faktycznie, niech 7  =  v(a) €  r v• 
Jeżeli K  jest algebraicznie domknięte, to  istnieje b € K  takie, że a =  bn • 
W tedy y  =  n v (b ) W  przypadku ciała rzeczywiście domkniętego możemy 
zastosować tak i sam argum ent, wybierając a > 0-
Punkty  można składać. Jeśli X : K  — > L  U {to}, /i  : L  — > M  U {to} 
są punktam i, to  ¡i ◦  X określone wzorem (^  o X)(x) =  fi(X(x)), gdy 
X(x) =  to  i ( i  o X)(x) =  to  w przeciwnym wypadku, jest punktem
ciała K  w ciało M . Ponadto  A ^ a\  С A \ .  Jeśli ф : Г — > Г 1 jest niema- 
lejącym homomorfizmem grupy abelowej uporządkowanej Г w grupę abe- 
lową uporządkowaną Г 1 i v : K  — > Г U {то} jest waluacją, to odwzorowa­
nie ф o v : K  — > Г 1 U {то} (przyjmujemy ф(то) =  то) jest również walu­
acją. Ponadto A v С Афа.у. Ta obserwacja prowadzi do naturalnego pytania 
o zależność między dwoma waluacjami (punktam i), których pierścienie wa- 
luacyjne są porównywalne w sensie inkluzji.
T w ie rd z e n ie  6 .2 .1 0 . Niech A  oraz B  będą pierścieniami waluacyjnymi 
ciała K . Następujące warunki są równoważne:
(1) A  С B .
(2) Istnieje niemalejący epimorfizm ф : Г а  — > Г B taki, że vB =  ф o v a .
(3) Istnieje punkt ц  : k (B)  — > k (A) U {то} taki, że Aa =  Ц o AB .
D o w ó d .  (1 )= ^ (2 ) . Z (1) wynika, że A* С B *, zatem  odwzorowanie 
ф : Г а  — > Г в , ф(xA*) =  xB*  dla x  € K  *, jest dobrze określonym homo­
morfizmem spełniającym  (2).
(2 )= ^ (3 ) . Z założenia mamy М в  С M a . Zatem odwzorowanie
ц  : k (B)  — ► k (A) U {то}, ц (х  +  М в ) =  Aa(x) dla x  € B,
jest poprawnie określone i jest szukanym punktem .
(3 )= ^ (1 ) . Jeśli x  € A, to  Aa(x) =  то, a wtedy AB (x) =  то, tzn. x  € B .
□
D e fin ic ja  6 .2 .11 . W aluacje v oraz w (punkty A oraz ц) nazywamy równo­
ważnymi, jeśli ich pierścienie waluacyjne są równe.
W n io s e k  6 .2 .1 2 . Niech v : K  — ► Гv U {то} oraz w  : K  — ► Гад U {то} 
będą waluacjami ciała K .
(1) A v С A w wtedy i tylko wtedy, gdy istnieje niemalejący epimorfizm 
grup uporządkowanych ф : Tv — > Гw taki, że w  =  ф o v.
(2) Waluacje v oraz w są równoważne wtedy i tylko wtedy, gdy istnieje 
rosnący izomorfizm grup uporządkowanych ф : Tv — > Гw taki, że
w  =  ф o v.
D o w ó d .  W ynika z poprzedniego twierdzenia. 
Podobne wnioski możemy sformułować dla punktów.
□
W n io s e k  6 .2 .13 . Niech N : K  — ► L  U {to} oraz N  : K  — ► L'  U {to} będą 
punktami ciała K  i L'  C N '(K ).
(1) A \  C A\* wtedy i tylko wtedy, gdy istnieje punkt i  : L' — > L  U {to} 
taki, że N =  i  o N.
(2) Punkty N oraz N  są równoważne wtedy i tylko wtedy, gdy istnieje 
zanurzenie ciał i  : L' — > L takie, że N =  i  o N'.
U w a g a  6 .2 .14 . W aluacje v oraz vav są równoważne i punkty N oraz Aaa 
są równoważne.
Zwróćmy uwagę na jeszcze jedną ważną własność pierścieni waluacyj- 
nych. Niech A  będzie podpierścieniem ciała K. Element b € K  nazywamy 
elementem całkowitym nad A, jeśli b jest pierwiastkiem wielomianu unor­
mowanego f  € A [ X ], tzn. istnieją a0 , a l , ...,an—l € A  takie, że
bn +  an - \bn 1 +  ... +  aib  +  ao =  0.
Oczywiście, elementy pierścienia A  są całkowite nad A. Dziedzinę całkowi­
tości A  nazywamy całkowicie domkniętą , jeżeli jedynym i elementami ciała 
ułamków pierścienia A  całkowitymi nad A  są elementy pierścienia A.
S tw ie rd z e n ie  6 .2 .1 5 . Każdy pierścień waluacyjny ciała K  jest całkowicie 
domknięty.
D o w ó d .  Niech A  będzie pierścieniem waluacyjnym ciała K  oraz niech 
b € K  będzie taki, że
bn =  a,n-\bn 1 +  ... +  a\b  +  ao 
dla pewnych a0 , a l , ..., an—l € A. Jeśli b €  A, to  b- 1 € M a  oraz 
1 =  an—ib 1 +  ... +  aob n € M-a, 
co przeczy maksymalności ideału M a .  D
6.3. P rzyk ład y  w aluacji, p ierścieni w aluacyjnych  
oraz punktów
W  tym  podrozdziale na konkretnych przykładach zilustrujem y poznane wcze­
śniej pojęcia, a podrozdział zakończymy pokazaniem, że każde ciało, które 
nie jest algebraicznym rozszerzeniem ciała skończonego, ma właściwy pier­
ścień waluacyjny.
P r z y k ła d  6 .3 .1 . Każde zanurzenie ciał 0  : K  — > L  jest punktem  ciała 
K  w ciało L . P unk t tak i nazywamy punktem trywialnym . Jego pierścieniem 
waluacyjnym jest ciało K . G rupa wartości waluacji stowarzyszonej z punk­
tem  trywialnym  jest grupą tryw ialną. W aluację, której grupa wartości jest 
grupą tryw ialną, nazywamy waluacją trywialną.
P r z y k ła d  6 .3 .2 . Jeśli K  jest ciałem uporządkowanym, to każdy podpier- 
ścień wypukły ciała K  jest pierścieniem waluacyjnym (zob. stwierdzenie 
6.1.5).
P r z y k ła d  6 .3 .3 . Jeśli A  jest pierścieniem waluacyjnym ciała K  oraz B  jest 
podpierścieniem ciała K  zawierającym A, to  B  jest również pierścieniem 
waluacyjnym ciała K . Zatem jeśli A 1 , ..., A n są pierścieniami waluacyjnymi 
ciała K ,  to  istnieje najm niejszy pierścień waluacyjny tego ciała zawierający 
A 1 U ... U A n . Pokażemy, że jest nim pierścień
A 1 • ... • A n =  {a1 • ... • an : ai € A i , i  =  1...n}.
W ystarczy sprawdzić, że zbiór A 1 • ... • A n jest zamknięty ze względu na 
dodawanie. Niech a,b € A 1 • ... • A n . Załóżmy, że v a i (b) >  v a i (a). W tedy 
VAi(a +  b) >  VA-i_(a) oraz a +  b € a A 1 C A 1 • ... • A n .
P r z y k ła d  6 .3 .4 . Niech A  będzie pierścieniem z jednoznacznym  rozkładem 
oraz niech K  będzie ciałem ułamków pierścienia A. Ustalm y element pierw­
szy p  pierścienia A. Każdy niezerowy element x  ciała K  można zapisać 
w postaci
x  =  pVp(x')ab- 1 , gdzie vp(x) € Z, a, b € A, p \ab.
Funkcja vp : K  — > Z U {to}, (v(0) =  to) jest waluacją. Jej pierścieniem wa­
luacyjnym jest lokalizacja A p  =  { |  € K  : b €  p A }  pierścienia A  względem 
ideału pierwszego pA. Ideałem  m aksymalnym tego pierścienia waluacyjne- 
go jest M p =  pA(p). W aluację vp nazywamy waluacją p-adyczną ciała K . 
W  szczególności każda liczba pierwsza p wyznacza waluację p-adyczną vp 
ciała Q; w charakterze pierścienia A  wystarczy wybrać pierścień Z. Jeśli 
A  =  F [ X ] jest pierścieniem wielomianów o współczynnikach z ciała F, to 
wielomian nierozkładalny f  € F [ X ] wyznacza waluację Vf ciała K  =  F (X ).
W  poprzednim  przykładzie rozważyliśmy dwa szczególne przypadki, A  =  
Z oraz A  =  F [ X ]. Te pierścienie nie tylko są pierścieniami z jednoznacznym 
rozkładem, ale również pierścieniami ideałów głównych. W  takich przypad­
kach potrafim y scharakteryzować wszystkie pierścienie waluacyjne, a co za 
tym  idzie -  wszystkie waluacje oraz punkty, ciała ułamków tego pierścienia.
S tw ie rd z e n ie  6 .3 .5 . Jeśli A  jest pierścieniem ideałów głównych, to każdy 
pierścień waluacyjny ciała ułamków K  pierścienia A  zawierający A  i różny 
od K  jes t  postaci A p  dla pewnego elementu pierwszego p € A, natomiast 
jego ciało reszt jes t  izomorficzne z A /p A .
D o w ó d .  Niech B  będzie pierścieniem waluacyjnym ciała K  oraz niech 
A  ę  B  C K .  W tedy ideał M b  zawiera niezerowy element x  =  f , a,b € A. 
Ponieważ a =  xb € M B n  A, więc M B n  A  jest niezerowym ideałem pier­
ścienia A, tzn. M B n  A  =  p A  dla pewnego elementu pierwszego pierścienia 
A, gdyż A  jest pierścieniem ideałów głównych. Pokażemy, że B  =  A(p). Za­
uważmy najpierw, że A  \  p A  ę  B  \ M b  =  B *, a więc A p  ę  B .  Niech teraz 
x  € B .  Zatem x - 1  €  M B , a więc również x - 1  €  pA(p). Ponieważ A p  jest 
pierścieniem waluacyjnym z ideałem m aksymalnym p A p  (zob. poprzedni 
przykład), więc x  € A(p). Kończy to dowód równości B  =  A p . 
Odwzorowanie $  : A  — > A(p)/pA(p), $ (a )  =  f  + p A p  jest homomorfizmem 
pierścieni i pA  ę  k e r$ . Ponieważ p A  jest ideałem maksymalnym pierścienia 
A, więc p A  =  k e r$  i $  indukuje zanurzenie
    a
$  : A / p A  — ► A(p)/ p A {p), $ ( a  +  pA) =  j  +  pA (^ .
Pozostaje do pokazania, że $  jest surjekcją. Jeśli f  +  p A p  € A(p)/pA(p), to 
b €  pA, a więc b+ pA  jest elementem odwracalnym w A / p A  oraz f  +  p A p  =  
$ ( (a  +  pA)(b +  p A ) - 1 ). □
Bezpośrednio z poprzedniego stwierdzenia wynikają następujące wnio­
ski, z których pierwszy jest znany w literaturze jako twierdzenie Ostrow­
skiego.
W n io sk i 6 .3 .6 .
(1) Dowolna nietrywialna waluacja ciała Q jest  równoważna z waluacją 
p-adyczną vp dla pewnej liczby pierwszej p.
(2) Jeśli K  jest ciałem, to dowolna nietrywialna waluacja v ciała K ( X ) 
taka, że K [ X ] ę  A v jes t  równoważna z waluacją v f  dla pewnego 
wielomianu nierozkładalnego f  € K  [X ].
D o w ó d .  W ystarczy zauważyć w pierwszym przypadku, że dowolny pier­
ścień waluacyjny ciała Q zawiera Z, a w drugim, że pierścień K [ X ] jest 
pierścieniem ideałów głównych i skorzystać ze stwierdzenia 6.3.5. □
Przykład 6.3.7. Niech L  będzie rozszerzeniem ciała K  oraz niech c € L. 
Odwzorowanie Xc : K (X ) — > L  U {to} określone wzorem: Xc(h) =  h(c), 
gdy h(c) jest określone i Xc(h) =  to  w przeciwnym wypadku, jest punk­
tem  ciała K (X ). Jeśli c jest elementem algebraicznym nad K  i f  jest jego 
wielomianem minimalnym, to  pierścień waluacyjny tego punktu  jest rów­
ny pierścieniowi waluacyjnemu A ( f ) =  { |  € K ( X ) : h €  f K [ X ]} waluacji 
V f . Zatem punkt Xc jest równoważny punktowi Xf wyznaczonemu przez 
A ( f ). Ciało reszt tej waluacji jest izomorficzne z rozszerzeniem K (c) ciała 
K  o element c. Zwróćmy uwagę na fakt, że jeżeli c\ oraz c2  są pierwiastkami 
tego samego wielomianu nierozkładalnego f  € K [ X ], to  punkty Xci oraz Xc2 
są równoważne. Jeśli c nie jest elementem algebraicznym nad K ,  to  Xc jest 
punktem  trywialnym, tzn. Xc jest zanurzeniem ciał.
Przykład 6.3.8. Odwzorowanie v : K  (X ) — > Z U {to} określone wzorem
v„ ( =  st g -  st f ,  vTO(0) =  to
jest waluacją ciała K (X ). Pierścieniem waluacyjnym tej waluacji jest 
{ g € K ( X ) : st g >  st f }. Odwzorowanie XTO : K ( X ) — > K  U {to} określo­
ne wzorem:
gdy m >  n  
gdy m  =  n  , 
gdy m  < n
gdzie an oraz bm są najwyższymi współczynnikami odpowiednio wielomia­
nów f  oraz g, jest punktem  stowarzyszonym z waluacją v ^ .  Ciało reszt 
jest izomorficzne z ciałem K  (zadanie 4). W  przypadku gdy K  =  R (przy 
utożsam ieniu to  i - t o ) ,  mamy
X.-.-J ( f )  =  lim M .
V g J  x^  g(x)
Ten fakt uzasadnia użycie wskaźnika to dla oznaczenia punktu  i stowarzy­
szonej z nim waluacji.
Stwierdzenie 6.3.9. Jeśli K  jes t  ciałem, A  jest pierścieniem waluacyjnym 
ciała K ( X ) oraz K [ X -1 ] ę  A  C K ( X ), to A  =  j g  € K ( X ) : st f  <  s t g^ .
Zatem dowolna nietrywialna waluacja v ciała K (X ) taka, że K [ X -1 ] ę  A v 
jes t  równoważna waluacji v z przykładu 6.3.8.
D o w ó d .  Z założenia wynika, że v a ( X ) <  0 oraz VA(a) =  0 dla a € K *. 
Zatem na podstawie stwierdzenia 6.2.3 mamy VA(anX n +  ... +  a1X  +  ao) =  
m in{ivA(X) : i =  0 , . . . ,n }  =  u v a ( X ), gdzie an =  0 oraz v a ( ^  =
(st f  -  st g )v A (X ). Stąd A  =  j  g € K ( X ) : st f  <  st g j  . □
Zauważmy, że wniosek 6.3.6.(2) oraz stwierdzenie 6.3.9 opisują z dokład­
nością do równoważności wszystkie waluacje V (a więc również stowarzyszo­
ne z nimi punkty) ciała K (X ) takie, że K  C A v . Inne przykłady waluacji 
ciała K (X ) Czytelnik znajdzie w zadaniach.
Przykład 6.3.10. Odwzorowanie V : K ( (X )) — > Z U {to} określone na­
CO
stępująco: jeśli f  = J2  a i X % € K ( (X )), an =  0, to  v ( f ) =  n  oraz v (0) =  to
i=n
określa waluację ciała K ((X )). Pierścieniem waluacyjnym tej waluacji jest
O
podpierścień K  [[X ]] =  {J2 aiX i : ai € K }, natom iast jej ciałem reszt jest
i= 0
ciało izomorficzne z ciałem K  (zadanie 5). P unkt stowarzyszony z tą  walu- 
acją jest określony wzorem (dla f  takiego, jak  wyżej):
(to , gdy n  < 0ao, gdy n  =  0 .
0, gdy n  > 0
Zauważmy, że waluacja w tym  przykładzie jest szczególnym przypadkiem
waluacji z przykładu 6.3.4, gdyż pierścień K [[X]] jest pierścieniem ideałów 
głównych z jedynym  (z dokładnością do stowarzyszenia) elementem pierw­
szym X .
Przykład 6.3.11. N astępujący przykład jest uogólnieniem poprzedniego. 
Niech v : K  — > r v U {to} będzie waluacją ciała K .  Określmy odwzorowanie 
w  : K ((X )) — > Z x r v U {to} (w grupie wartości mamy porządek leksyko-
O
graficzny) w następujący sposób: jeśli f  =  a iX i K ((X ) ) , an =  0 , to
i=n
w ( f ) =  (n ,v (an )). W tedy k (A w) =  k (A v), a przyporządkowanie f  ^  Xv(a0 ) 
określa punkt Xw : K ((X )) — > k (A v) U {to} ciała K ( (X )) stowarzyszony 
z waluacją w. Pozostawiamy Czytelnikowi sprawdzenie szczegółów (zada­
nie 6). Jeśli za v weźmiemy waluację tryw ialną, to otrzym am y waluację 
z poprzedniego przykładu. W aluacja ciała K  wyznacza również waluację 
ciała K n =  K ((X i))...((X n)) (K 0  =  K ) określoną rekurencyjnie w na­
stępujący sposób: v 0  =  V, natom iast vn powstaje z waluacji Vn - 1 ciała 
K ( ( X 1 )) . . .( (X n - 1 )) za pomocą konstrukcji przedstawionej wyżej.
Dla szeregu ciał podaliśmy przykłady pierścieni waluacyjnych. N astęp­
ne twierdzenie pokaże, że istnienie w ciele podpierścienia waluacyjnego nie 
należy do rzadkości.
T w ie rd z e n ie  6 .3 .1 2 . Jeśli A  jest podpierścieniem ciała K  oraz p jes t  ide­
ałem pierwszym pierścienia A, to istnieje pierścień waluacyjny B  ciała K  
taki, że A  C B  oraz M b  n  A  =  p .
D o w ó d .  Niech R  będzie rodziną podpierścieni lokalnych C  ciała K  takich, 
że A  C C  i dla ideału maksymalnego M c pierścienia C  zachodzi równość 
M c H A  =  p. Lokalizacja
pierścienia A  względem ideału p należy do R ,  gdyż ideałem m aksym al­
nym pierścienia Ap jest pAp i pAp H A  =  p. Zatem rodzina R  jest niepusta 
i częściowo uporządkowana przez relację inkluzji. Pokażemy, że spełnia ona 
założenia lem atu Kuratowskiego-Zorna. Niech L  będzie łańcuchem elemen­
tów tej rodziny. W tedy q =  U M c  jest ideałem pierścienia D  =  U C.
CeC ceC
Jeśli x  € D  \  q, to  istnieje pierścień C € L  taki, że x  € C  \  M c , 
a więc x y  =  1 dla pewnego y € C  C D. Zatem D  jest pierścieniem lokal­
nym i zarazem ograniczeniem górnym łańcucha L. Lem at Kuratow skiego- 
Zorna gwarantuje istnienie elementu maksymalnego B  w R .  W ystarczy 
więc pokazać, że B  jest pierścieniem waluacyjnym. Przypuśćmy, że istnie­
je x  € K * takie, że x , x - 1 €  B .  W tedy B  jest właściwym podpierście­
niem pierścieni B[x] oraz B [x - 1 ]. W  dodatku z maksymalności B  wynika­
ją  równości M b B[x] =  B [x] oraz M b B [x- 1] =  B [x - 1 ]. Gdyby bowiem 
M b B [x]  C B[x], to lokalizacja pierścienia B [x] względem ideału maksy­
malnego zawierającego M b B [x ]  stanowiłaby element większy od B  w ro­
dzinie R .  Podobnie, gdy M b B [x- 1] C B [x - 1 }. W  takiej sytuacji istnieją 
a0 , ..., an , b0 , ..., bm € M b  takie, że
Bez s tra ty  ogólności możemy założyć, że liczby m  i n  są minimalne oraz 
m  <  n. Ponieważ b0  € M b  , więc
n m
1 =  aix% =  5 3  bjx j .
i= 0  j = 0
m
^  b jx - j  =  1 -  bo 
j = 1
jest elementem odwracalnym pierścienia B.  W tedy
bj 
1 — bo
m b
1 =  cj ’ gdzie Cj =  i— j —  £ M B ,
j= i
a stąd
oraz
m 
x n =  ^  Cjxn - j  
j= l
n n— 1
1 =  ^ 2  aiXl =  5 3  aiX% +  5 3  CianXn i . 
i= 0  i=0 i=1
Ponieważ n  >  m, otrzymujemy sprzeczność z minimalnością n. □
Zwróćmy uwagę na fakt, że jeżeli w powyższym twierdzeniu ideał pierw­
szy p jest niezerowy, to pierścień waluacyjny B  jest właściwy.
W niosek 6.3.13. Jeżeli ciało K  nie jes t  algebraicznym rozszerzeniem ciała 
skończonego, to K  zawiera pierścień waluacyjny różny od K .
D o w ó d .  Jeśli K  nie jest algebraicznym rozszerzeniem ciała skończonego, 
to  z dokładnością do izomorfizmu zawiera albo ciało FP(X ), albo ciało Q. 
Jedno i drugie zawiera właściwy pierścień waluacyjny z niezerowym ideałem 
pierwszym (patrz wcześniejsze przykłady), który na podstawie poprzednie­
go twierdzenia można rozszerzyć do właściwego pierścienia waluacyjnego 
ciała K .  □
W arto dodać ważny (choć oczywisty) fakt, że w każdym ciele K , które 
nie jest algebraicznym rozszerzeniem ciała skończonego, można zdefiniować 
nietrywialną waluację i punkt.
6.4. R anga waluacji
W  pierwszym podrozdziale niniejszego rozdziału zdefiniowane zostało po­
jęcie wysokości (rangi) ciała uporządkowanego jako maksymalnej długości 
łańcucha podpierścieni wypukłych tego ciała. Zbiór Spec(A) ideałów pierw­
szych podpierścienia wypukłego A  ciała K  jest równoliczny ze zbiorem pod­
pierścieni ciała K  zawierających A. Pokażemy, że ten  fakt jest prawdziwy 
nie tylko dla podpierścieni wypukłych ciała uporządkowanego, ale dla pod- 
pierścieni waluacyjnych dowolnego ciała. Pozwoli to  na zdefiniowanie rangi
waluacji w podobny sposób, jak  to  miało miejsce w przypadku ciał uporząd­
kowanych.
Niech A  będzie pierścieniem waluacyjnym ciała K .  Zbadamy zależność 
między zbiorem Spec(A), zbiorem podgrup wypukłych grupy oraz zbio­
rem podpierścieni ciała K  zawierających A. Rozpoczniemy od prostego le­
m atu, którego dowód pozostawimy Czytelnikowi, gdyż jego wersja, przy­
najm niej częściowo, pojaw iła się już w kontekście podpierścieni wypukłych 
w stwierdzeniu 6.1.5.
L e m a t 6 .4 .1 . Niech A  i B  będą pierścieniami waluacyjnymi ciała K  oraz 
niech C  i D  będą dowolnymi podpierścieniami ciała K .
(1) Jeśli A  ç  C , to C  jes t  pierścieniem waluacyjnym ciała K .
(2) Jeśli A  ç  C  oraz A  ç  D, to C  ç  D  lub D  ç  C.
(3) A  ç  B  wtedy i tylko wtedy, gdy M a  D M b .
(4) Jeśli A  ç  B , to A* ç  B* oraz B  =  B * U M a .
(5) Jeśli A  c  B , to M a  =  M b  wtedy i tylko wtedy, gdy A  =  B.
T w ie rd z e n ie  6 .4 .2 . Jeśli A  jest pierścieniem waluacyjnym ciała K , to 
zbiór Spec(A) jes t  równoliczny ze zbiorem Y  wszystkich podpierścieni ciała 
K  zawierających A. Przyporządkowanie p &  Ap :=  { f  : a,b € A, b €  p}, 
określa wzajemnie jednoznaczne odwzorowanie między zbiorem Spec(A) 
a zbiorem Y , natomiast odwzorowanie do niego odwrotne jest zadane przez
przyporządkowanie B  &  M b dla B  € Y . Ponadto dla p, p; € Spec(A) 
mamy: p ç  p; Ap D Ap/.
D o w ó d .  W ystępujący w tezie pierścień Ap powstaje z pierścienia A  przez 
lokalizację względem ideału p. Jego ideałem maksymalnym M a p jest zbiór 
{ f  : a € p, b € A \ p}. Z poprzedniego lem atu wynika poprawność określenia 
odwzorowań a  i ß  oraz różnowartościowość ß. W ystarczy zatem  pokazać, 
że (ß  o a ) (p) =  p dla dowolnego p € Spec(A). Inkluzja D jest oczywi­
sta, gdyż (ß o a ) (p) =  M Ap. Niech f  € M Ap,a  € p,b €  p. Ponieważ 
M a p C A, f  b =  a €  p, b €  p i p jest ideałem pierwszym, więc f  € p. 
Pokazaliśmy inkluzję przeciwną. O statn ia  część tezy jest oczywista. □
T w ie rd z e n ie  6 .4 .3 . Jeśli A  jes t  pierścieniem waluacyjnym ciała K , to 
zbiór Y  wszystkich pierścieni waluacyjnych ciała K  zawierających A  jest  
równoliczny ze zbiorem Z  wszystkich podgrup wypukłych grupy rA . Przy­
porządkowanie B  &  v a ( B *) dla B  € Y określa wzajemnie jednoznaczne 
odwzorowanie między zbiorem Y  a zbiorem Z , natomiast odwzorowanie do
niego odwrotne jes t  zadane przez przyporządkowanie A  A  {0}U v - 1 (A U r + ) 
dla A  € Z , gdzie r +  oznacza zbiór elementów dodatnich grupy T a .
D o w ó d .  Dla B  € Y  odwzorowanie r A — a r # , xA* a  xB*  dla x  € K *, 
jest epimorfizmem niemalejącym, którego jądrem  jest va(B*)  =  B */ A*. Za­
tem  va(B*) € Z . Odwzorowanie 7  jest surjekcją, gdyż dla dowolnej podgru­
py H  € Z  mamy H  =  y (B ), gdzie B  jest pierścieniem waluacyjnym wa- 
luacji otrzym anej przez złożenie epimorfizmu kanonicznego rA  — > r a / H  
z waluacją va. W ystarczy zatem  pokazać, że u  o 7  =  id ^ . Niech więc 
B  € Y . W tedy, wykorzystując wcześniejszy lemat, mamy (u  o y )(B ) =  
{0} U v - 1  (va(B*)  U r + )  =  {0} U B * U M a  =  B.  □
W niosek 6.4.4. Jeśli A  jes t  pierścieniem waluacyjnym ciała K , to zbiór 
Spec(A) jes t  równoliczny ze zbiorem wszystkich podgrup wypukłych grupy rA  
wartości waluacji va stowarzyszonej z A. Przyporządkowanie p a  va(A *) 
określa wzajemnie jednoznaczne odwzorowanie między zbiorem Spec(A ) 
a zbiorem podgrup wypukłych grupy rA . Ponadto dla p, p; € Spec(A) mamy: 
p C p; ^  v a (a* ) d  v ( a ; , ).
D o w ó d .  Teza wynika z twierdzeń 6.4.2 oraz 6.4.3. □
Definicja 6.4.5. Rangą (lub wysokością) waluacji v : K  — > r  U {to} ciała 
K  nazywamy rangę grupy uporządkowanej r  =  r v, tzn. liczbę właściwych 
podgrup wypukłych grupy r ,  jeśli zbiór podgrup wypukłych tej grupy jest 
skończony lub to  w przeciwnym razie. Rangą pierścienia waluacyjnego A  
nazywamy rangę waluacji va. Rangą punktu A nazywamy rangę pierścienia 
waluacyjnego A \ .
Z twierdzeń 6.4.2 oraz 6.4.3 wynika, że ranga pierścienia waluacyjnego 
A  ciała K  może być zdefiniowana za pomocą zarówno liczby ideałów pierw­
szych tego pierścienia, jak  i liczby pierścieni waluacyjnych ciała K  zawiera­
jących A. Bezpośrednio z definicji wynika, że waluacje (punkty) równoważne 
m ają równe rangi, natom iast z twierdzenia 6.2.10 wynika, że jeśli v oraz w 
są waluacjami ciała K  i A v C A w, to  ranga A v >  ranga A w.
Uwaga 6.4.6. Z wniosku 6.4.4 oraz stwierdzenia D.1.12 wynika, że ideały 
pierwsze pierścienia waluacyjnego tworzą łańcuch. Zatem jeśli ranga pier­
ścienia waluacyjnego A  jest skończona i równa d, to  wszystkie jego ideały 
pierwsze można ustawić w łańcuch
{0} =  po C p1 C . . .  C pd.
W  teorii pierścieni liczba d nazywana jest wymiarem Krulla pierścienia A.
U w a g a  6 .4 .7 . Niech F  będzie podciałem  ciała uporządkowanego K.  
W  pierwszym podrozdziale tego rozdziału rangą rozszerzenia K / F  nazwa­
liśmy liczbę h t ( K /F ) =  |L| — 1, gdzie L  jest łańcuchem wszystkich pod- 
pierścieni ciała K  zawierających pierścień c o n v ^ (F ). Pierścień c o n v ^ (F ) 
jest pierścieniem waluacyjnym, a więc liczba h t ( K /F ) jest równa randze 
pierścienia conv^ ( F ).
W aluację nazywamy waluacją dyskretną, jeśli grupa wartości tej waluacji 
jest izomorficzna z grupą Z. W aluacja dyskretna ma rangę równą 1. W arunki 
równoważne z definicją waluacji dyskretnej Czytelnik znajdzie w zadaniach 
(zadanie 10).
U w a g a  6 .4 .8 . W aluacja tryw ialna ma rangę równą 0. W aluacje z przykła­
dów 6.3.4, 6.3.8 oraz 6.3.10 są waluacjami dyskretnymi, a odpowiadające 
tym  waluacjom pierścienie waluacyjne m ają rangę 1. Dla waluacji vn wy­
stępującej w przykładzie 6.3.11 zachodzi równość ranga vn =  ranga v +  n.
6.5. T opologia w aluacyjna
W  tym  podrozdziale pokażemy, że waluacja wyznacza w ciele topologię 
„zgodną” z działaniami, nadając tem u ciału struk tu rę  ciała topologicznego.
Rozpoczniemy jednak od uzupełnienia przeglądu podstawowych pojęć 
i faktów z topologii ogólnej zamieszczonego na początku rozdziału 5.
Niech dany będzie niepusty zbiór X  i niech dla każdego x  € X  będzie 
określona niepusta rodzina B(x)  podzbiorów zawierających x. Załóżmy, że 
klasa {B(x)}xeX spełnia warunki:
(1) Jeśli x  € U € B(y), to  istnieje V  € B(x)  takie, że V  C U .
(2) Jeśli U1 ,U 2  € B(x), to istnieje U € B(x)  takie, że U C U1 n  U2 .
W tedy rodzina T  wszystkich zbiorów, które są sumami podrodzin rodzi­
ny U xe x  B(x),  jest topologią w zbiorze X . Oczywiście, U{B(x) : x  € K } 
jest bazą tej topologii. Klasę {B(x)}xeX nazywamy pełnym układem oto­
czeń przestrzeni (X, T ), a każdą rodzinę B(x) należącą do tej klasy -  bazą 
topologii w punkcie x  X .
Jeśli topologie T 1 i T2  w zbiorze X  są wyznaczone odpowiednio przez 
pełne układy otoczeń {B 1 (x )}xĘiX  oraz {B 2 (x )}x e X , to  T 1 C T2  wtedy 
i tylko wtedy, gdy dla każdego x  X  spełniony jest warunek
(Z): Jeśli U € B 1 (x), to  istnieje V  € B 2 (x) taki, że V  C U .
G rupą topologiczną nazywamy układ (X, T , + , 0) taki, że (X, + , 0) jest 
grupą, (X, T ) jest przestrzenią topologiczną i działania +  oraz — są ciągłe 
w tej przestrzeni. W tedy dla każdego a € X  przekształcenie t a : X  — > X ,
ta(x) =  a +  x  jest homeomorfizmem przestrzeni X  i jeśli B(0) jest bazą 
topologii T  w punkcie 0, to  B(a) =  {a +  U : U €  B(0)} jest bazą otoczeń 
w punkcie a. Jeśli T 1 i T2  są dwoma topologiami w grupie (X, + , 0), to  aby 
pokazać, że T  C T2 , wystarczy sprawdzić warunek (Z) dla pewnych baz 
otoczeń w punkcie 0 tych topologii.
Załóżmy, że w ciele K  zdefiniowana jest waluacja v. Zbiory
U (y) =  {x € K ; v(x) > y  } dla 7  € r  
są podgrupam i addytywnej grupy ciała K  i spełniają następujące warunki:
(1 ) n  U (7 ) =  {0},
7e r
(2) U ( 7 ) C U (5) lub U (5) C U (7 ) dla 7 , 6  € r ,
(3) a +  U (7 ) C U (7 ) dla 7  €  r ,  a € U (7 ).
Dla dowolnego a € K  definiujemy rodzinę B(a) =  {a +  U (7 ), 7  €  r} . 
Łatwo sprawdzić, że klasa {B(a)}aeK spełnia warunki (1 ) i (2), tzn. jest 
pełnym  układem  otoczeń pewnej topologii % , k tórą nazywamy topologią 
waluacyjną waluacji v. Oczywiście, rodzina |J{B (a) : a € K } jest bazą tej 
topologii.
T w ie rd z e n ie  6 .5 .1 . Ciało K  wraz z topologią Tv jes t  ciałem topologicz­
nym, tzn. działania + , —, • oraz operacja x  -— > x - 1 dla x  € K * są ciągłe. 
Jeśli grupę r v potraktujemy jako dyskretną przestrzeń topologiczną, to od­
wzorowanie v : K * — > r v jest  ciągłe.
D o w ó d .  Z inkluzji (a +  U ( 7 )) ±  (b +  U ( 7 )) C (a ±  b) +  U ( 7 ) wynika cią­
głość dodawania oraz odejmowania w punkcie (a,b). Aby wykazać ciągłość 
mnożenia w punkcie (a, b), należy dla dowolnego 5 € r v wykazać istnienie 
e , 7  € r v takich, że
(a +  U(e))(b +  U (7 )) C ab +  U (5). (6.1 )
Z równości x y  — ab =  (x — a)(y — b) +  (x — a)b +  a(y — b) otrzymujemy 
v (xy  — ab) >  m in(v(x — a) +  v(y  — b ) ,v(x  — a) +  v(b),v(a)  +  v(y  — b)). 
Zatem dla e =  7  > max(5 — v(a) ,5  — v(b), | ) prawdziwa jest inkluzja 
(6.1). Pokażemy teraz, że operacja x  ^  x - 1 dla x  € K * jest ciągła. 
Niech x ,a  € K * oraz niech 7  € r v. Jeśli e =  m ax(7 +  2v(a),v(a))  oraz 
v(x — a) > e, to v(x) =  v((x — a) +  a) =  v(a), gdyż v(x — a) >  e >  v(a). 
Ponieważ x - 1 — a - 1 =  (a — x ) x - 1 a- 1 , więc
v ( x - 1 — a- 1 ) =  v(x  — a) — v(x) — v(a) > 7  +  2v(a) — 2v(a) =  7 .
Oznacza to  inkluzję (a +  U (e))- 1  ę  a- 1 +  U (7 )  Zatem operacja „odwra­
cania” jest ciągła.
Jeśli v (a) =  7  €  r v, to  v(a  +  U (7 )) =  { v (a)}  Spełniony jest zatem  warunek 
ciągłości odwzorowania v • □
U w a g a  6 .5 .2 . Ponieważ z poprzedniego twierdzenia wynika, że (K, T , + , 0) 
jest grupą topologiczną, baza otoczeń w punkcie 0 wyznacza topologię Tv 
jednoznacznie. Stąd wynika, że badanie pewnych własności topologii walu- 
acyjnych można ograniczyć do badania własności ich baz otoczeń w zerze.
U w a g a  6 .5 .3 . Zbiory V (7 ) =  {x € K  : v(x) >  7 } są również otwar­
te, bo V (7 ) =  U (7 ) U v - 1 (7 )• Zatem jeśli v jest waluacją nietrywialną, to 
{a +  V (7 ) : 7  € r v} jest również bazą otoczeń elementu a• Zauważmy, że 
jeżeli 7  =  v(b), to  U (7 ) =  b M v, V (7 ) =  bAv oraz a +  U (7 ) =  a +  b M v , 
a +  V (7 ) =  a +  bAv • Jeżeli v jest waluacją tryw ialną, to  r v =  {0} 
i U (0) =  {0}, podczas gdy V (0) =  K • To pokazuje, że topologia Tv jest 
dyskretna wtedy i tylko wtedy, gdy v jest waluacją tryw ialną. W  tym  przy­
padku V (0) definiuje jedynie topologię antydyskretną, tzn. jedynym i zbio­
ram i otwartym i są 0  oraz K •
T w ie rd z e n ie  6 .5 .4 . Przestrzeń (K, Tv) jest  zerowymiarową przestrzenią 
topologiczną Hausdorffa.
D o w ó d .  Ponieważ U (7 ) jest podgrupą grupy addytywnej ciała K , więc 
zbiór a +  U (7 ), jako dopełnienie sumy warstw b +  U (7 ) dla b €  a +  U (7 ), 
jest zbiorem domkniętym. Zatem przestrzeń topologiczna (K, Tv) ma bazę 
złożoną ze zbiorów domknięto-otwartych. Przestrzeń ta  jest przestrzenią 
Hausdorffa, gdyż jeśli a =  b, to  b €  a +  U (7 ) dla 7  =  v(b — a), więc 
warstwy a +  U (7 ) i b +  U (7 ) są rozłączne. □
6.6. T w ierdzen ia  aproksym acyjne
W  poprzednim  podrozdziale wprowadziliśmy topologię w ciele wyposażo­
nym w waluację. Ciało może mieć wiele waluacji. W  tym  podrozdziale od­
powiemy m.in. na nasuwające się w oczywisty sposób pytanie, kiedy dwie 
waluacje wyznaczają różne topologie.
Pierścienie waluacyjne A 1 oraz A 2  ciała K  nazywamy niezależnymi, jeśli 
nie istnieje właściwy podpierścień ciała K  zawierający A 1 U A 2 . Niezależność
pierścieni waluacyjnych A l i A 2 jest równoważna równości A l ■ A 2 =  K  (zob. 
przykład 6.3.3). Ponadto, jeśli pierścienie waluacyjne A \ , A 2 są niezależne, 
to  A \  n  A 2 nie jest pierścieniem waluacyjnym.
W aluacje v\ oraz v2 (punkty Xl oraz A2) nazywamy niezależnymi, jeśli 
ich pierścienie waluacyjne A V1 oraz A v2 (A ^  oraz A \ 2 ) są niezależne. P ier­
ścienie waluacyjne (waluacje, punkty) nazywamy zależnymi, jeśli nie są one 
niezależne. Zauważmy, że waluacja tryw ialna w parze z dowolną waluacją 
tworzą parę waluacji niezależnych. N atom iast jeśli dla nietrywialnych wa- 
luacji v \ , v 2 mamy A V1 C A v2 , to  waluacje te są zależne. Podobny fakt jest 
prawdziwy dla punktów.
P r z y k ła d  6 .6 .1 . Dwa różne pierścienie waluacyjne rangi 1 ciała K  są nie­
zależne. W  szczególności waluacje vp oraz vq ciała Q dla liczb pierwszych p 
oraz q, p =  q, są niezależne.
Do podstawowych narzędzi wykorzystywanych w teorii waluacji należy 
tzw. twierdzenie aproksym acyjne dla niezależnych waluacji. Jego bardzo 
szczególna wersja przedstawiona w następnym  lemacie pozwala stwierdzić, 
kiedy różne waluacje wyznaczają różne topologie.
L e m a t 6 .6 .2 . Jeśli v\ oraz v2 są niezależnymi waluacjami ciała K , U\ 
jest  otoczeniem 1 w topologii TV1 , a U2 -  otoczeniem 0 w topologii TV2 , to
U\ n  U2  =  $.
D o w ó d .  Bez zmniejszania ogólności rozważań możemy przyjąć 
Ui =  {x € K  : vi(1 — x)  >  v i(a i)} ,
U2  =  {y € K  : v 2 (y) > v 2 (a2 )}, ai € M Vi , i  =  1, 2.
Ponieważ waluacje v i i v2 są niezależne, więc K  =  A V1 ■AV2 . Zatem a-Li ai2 l =
y l y2 dla pewnych yi € A Vi, i =  1,2. Niech x  =  y - l a - l =  y2a2. W tedy
vi(x) =  v i ( y - l a - l ) =  —vi(y i) — v i(a i)  <  —v i(a i)  <  0,
v 2 (x) =  v 2 (y2 a 2 ) =  v 2 (y2 ) +  v2(a2) >  v2(a2) >  0
oraz
vi  ( 1 — 1 + ^ )  =  v i (  1 + ^ )  =  — W 1 +  x ) =  —v i<x > »  v i<a i ),
v 2 \ - T ~  ) =  v 2  (x) — v2(1 +  x) =  v2(x) >  v2(a2).
\ 1  +  x j
Stąd
tzn. Ui n  U2 =  0.
x
1 +  x
e  Ui n  U2,
□
S tw ie rd z e n ie  6 .6 .3 . Niech v i ,v 2  będą nietrywialnymi waluacjami ciała K .
(1) Jeśli v i oraz v 2  są zależne, to Tvi =  Tv2.
(2) Jeśli Tvi C T v2, to v i oraz v 2  są zależne i Tvi =  Tv2.
D o w ó d .  (1). Załóżmy, że waluacje vi oraz v2 są zależne. Zatem istnieje 
taka nietrywialna waluacja w  ciała K ,  że A vi U A v2 C A w. W ystarczy zatem  
pokazać, że jeśli v oraz w są waluacjami ciała K  takim i, że A v C A w , 
to  Tv =  Tw. O trzym ujem y to natychm iast, gdyż wtedy dla każdego a e  K  
mamy aA v C aA w oraz a M w C a M v, tzn. baza otoczeń 0 w jednej topologii 
zawiera pewną bazę otoczeń 0 w drugiej topologii.
(2). Przypuśćm y wpierw, że Tvi C T v2 i waluacje vi oraz v2 są niezależne. 
Topologia Tvi jest topologią Hausdorffa, zatem  istnieją Ui , U2 e  Tvi takie, 
że Ui n  U2 =  0 oraz 1 e  Ui i 0 e  U2. Lecz U2 e T v2 i na podstawie lem atu
6.6.2 otrzym ujemy sprzeczność. Stąd wynika, że (2) jest konsekwencją (1), 
co kończy dowód. □
T w ie rd z e n ie  6 .6 .4  (aproksymacyjne, waluacje niezależne). Niech 
v i , . . . , v n będą parami niezależnymi, nietrywialnymi waluacjami ciała K . 
Wtedy dla dowolnych ai e  K  oraz y  e  Tvi, i =  1 , . . . , n ,  istnieje taki 
element a e  K , że vi (a — ai) > y  dla i = 1 , . . .  ,n .
D o w ó d .  Dla 5i e  r vi,5i > 0 ,i  =  1, ...,n, rozważmy zbiory
Ui =  U(ói) =  {x  e  K  : vi(x) >  ¿i}, Fi =  V ( —ói) =  {x e  K  : vi(x) >  —¿i}.
Zbiory Ui oraz Vi są w topologii Tvi zbiorami otwartym i i w dodatku są 
podgrupam i addytywnej grupy ciała K.  Ponadto Ui ■ Vi C M vi. Pokażemy, 
że dla wszystkich wystarczająco dużych ói w grupie r vi mamy
n
Ui n  H  (K  \  V,) =  0. (6.2)
j = 2
Zastosujemy indukcję względem n. Niech n  =  2. Przypuśćm y nie wprost, 
że Ui n  (K  \  V2) =  0. Oznacza to, że Ui C V2 i U2 ■ Ui C U2 ■ V2 C M v2 .
Stąd dla każdego a € K  istnieje b € U2  takie, że abUi Q a M V2 . Ponieważ 
zbiory a M V2 tworzą bazę otoczeń 0 w T2 , a zbiór abUi jest otwartym  oto­
czeniem zera w topologii TV1 , więc TV2 Q TV1 , co zgodnie ze stwierdzeniem
6.6.3 oznacza zależność waluacji v\  oraz v 2 . Jest to sprzeczne z założeniem. 
Załóżmy teraz, że n  > 2 oraz warunek (6.2) jest prawdziwy dla n  — 1 nieza­
leżnych waluacji. Niech c € Ui n  ( K \  V2). Zwiększając ewentualnie d3 , ...,Sn , 
możemy założyć, że c € Vj dla j  =  3, ..,n. Z założenia indukcyjnego mamy
n
pewien element d € U\ n  f | ( K \  Vj). Jeżeli d €  V2 , to  mamy tezę indukcyjną.
j=3
Przypuśćm y zatem , że d € V2 . W tedy jednak
n
c +  d € Ui n  p |  (K  \  Vj)
j = 2
i to kończy dowód w arunku (6.2) dla wszystkich w ystarczająco dużych di. 
Postępując podobnie jak  wyżej (ewentualnie jeszcze zwiększając ói , ...,Sn ), 
dla każdego i =  1 ,..., n  dostajem y
Ui n  p  (K  \  Vj) =  9. (6.3)
j=i
W ykażemy teraz, że dla każdego i =  1, ... , n
(1 +  Ui) n  p  Uj =  9. (6.4)
j=i
Jeśli c € Ui,, to
c
v ^ Y + c )  =  Vi(c) — vi(1 +  c) =  vi(c) >  di
1 +  c 1 +  c
Jeśli zaś c € K  \  V j, tzn. vj (c) <  —dj , to  € U j, gdyż
v^  i r c )  =  —vj ( 1 + c) =  —vj (c) >  dj .
Pokazaliśmy zatem  prawdziwość (6.4), gdyż jeśli c € Ui n  f |  (K  \  Vj), to
i+c € (1 +  Ui) n  n  Uj. 3  =
j=i
Na podstawie warunku (6.4) dla każdego i =  1, .. . ,n  możemy wybrać
di € (1 +  Ui) n  P  Uj.
j=i
W ybierzmy ói tak  duże, że ói > 2yi oraz —ói <  2vi ( a j ) , i , j  =  1,.. . ,n .  
Sprawdźmy, że a =  a i di +  ... +  andn spełnia tezę twierdzenia. Faktycznie
vi(a — ai) =  v i(a id i +  ... +  ai(di — 1 ) +  ... +  andn) >
ó ó
>  m in{v i(a j) +  ói} > ói — ói =  ói > Yi,
j 2  2
gdyż d j , di — 1 € Ui dla j  =  i. □
Bezpośrednio z twierdzenia aproksymacyjnego otrzymujemy następują­
cy wniosek.
W n io s e k  6 .6 .5 . Niech v 1, . . .  ,v n będą parami niezależnymi, nietrywialnymi 
waluacjami ciała K . Jeśli Ui jest  niepustym zbiorem otwartym w topologii 
Tvi dla i = 1 , . . .  ,n ,  to
Ui n  . . .  n  Un =  ®.
Dla dwóch pierścieni waluacyjnych A, B  ciała K  warunek A  ^  B  oraz 
B  ^  A  jest słabszy od niezależności tych pierścieni. Jednak pokażemy, że 
dla pierścieni waluacyjnych nieporównywalnych w sensie inkluzji prawdzi­
wa jest pewna, oczywiście słabsza, wersja twierdzenia aproksymacyjnego. 
Zacznijmy od standardowego lem atu z teorii pierścieni.
L e m a t 6 .6 .6 . Niech p i , ..., pn będą ideałami pierwszymi pierścienia A  oraz 
niech a będzie ideałem tegoż pierścienia. Jeśli a ^  pi dla i =  1 ,...,n , to
n
a £  U pi.
i=i
D o w ó d. Zastosujmy indukcję wględem n. Dla n  =  1 teza jest oczywista. 
Załóżmy zatem  n  > 1 oraz prawdziwość tezy dla n  — 1 ideałów pierwszych 
pierścienia A. Z założenia indukcyjnego dla każdego i =  1, ...n, istnieje 
ai € a takie, że a i €  Pj dla każdego j  =  1,..., n, j  =  i. Jeśli istnieje i takie, 
że ai €  pi , dowód jest zakończony. Przypuśćm y więc, że ai €  pi dla każdego 
i =  1,..., n. W tedy
n n
y  =  $ 3  a i ' . . . '  a - i  ■ ai+ i ■ ... ■ an €  a \  | J  pi,
i=i i=i
co kończy dowód tezy indukcyjnej i dowód lem atu. □
L e m a t 6 .6 .7 . Niech A i , . . . ,A n będą pierścieniami waluacyjnymi ciała K  
oraz niech a € A j 0 dla pewnego jo € {1 ,. . . ,n } .  Wtedy istnieje b € A * 0 takie, 
że b- i ,ab- i  € A i , i =  1,..., n.
D o w ó d .  Niech Kj : A j  — > A j / M Aj będzie epimorfizmem kanonicznym 
pierścienia A j  dla j  =  1, ...,n. Z założenia I  =  { j  £ {1 , . . . ,n }  : a £ A j } jest 
zbiorem niepustym. Niech p  będzie liczbą pierwszą taką, że p > char(K j(A j)) 
oraz Kj (a)p =  1 dla j  £ I .
W ybierzmy b =  1 +  a +  ... +  ap -1 . Przypuśćmy, że j  £ I .  W tedy b £ A j . 
W  dodatku jeśli Kj (a) =  1, to
Kj (b) =  b +  M-Aj =  1 +  Kj (a) +  ... +  Kj (a ) p - 1  =  p =  0 w Kj ( A j ).
N atom iast, jeśli Kj (a) =  1, to
1 — Kj(a)p . „ , . ,
K  (b) =  T —j r  =  0 w K  ( A  >■
Zatem b £ A*, a więc ab- 1 ,b - 1  £ A j  dla j  £ I .
Jeśli j  £  {1,..., n} \  I ,  tzn. a £  A j , to  a - 1  £ M.Aj i wtedy
1 +  a - 1  +  ... +  a-(p-1) £ A*
a stąd
b- 1  =  a-(p-1)(1 +  a - 1  +  ... +  a - ( p - 1 ) ) - 1  £ M Aj ę A j
oraz
ab- 1  =  a - ( p - 2 ) ( 1  +  a - 1  +  ... +  a - ( p - 1 ) ) - 1  £ M Aj ę A j . 
Pokazaliśmy, że ab- 1  ,b - 1  £ A j  dla j  £ {1, .. . ,n}.  □
T w ie rd z e n ie  6 .6 .8 . Niech A 1, ..., A n będą pierścieniami waluacyjnymi cia-
n
ła K  takimi, że Aj £ A j dla i =  j. Jeśli A  =  fj Aj oraz pj =  M Aj n A
i= 1
dla j  =  1 , ... , n, to
(1 ) A j  =  Apj, j  =  1 ,..., n;
(2) ideały p 1 , ..., pn są wszystkimi, i to parami różnymi, ideałami maksy­
malnymi pierścienia A ;
n
(3) odwzorowanie A  — > A i/ M Ai, a ^  (a +  M a i , . . . ,a  +  M a u), jest
i= 1  i
surjektywne.
D o w ó d .  (1). Oczywiście, pj są ideałami pierwszymi pierścienia A. Inkluzja 
Apj C A j  jest oczywista. Przypuśćmy, że a £ A j . Na podstawie poprzed­
niego lem atu istnieje b £ A* takie, że b- 1 ,ab - 1  £ A i , i =  1 ,...,n . Zatem 
b- 1  £  p j , b- 1 ,ab - 1  £ A  oraz a =  a—  £ A Pj.
(2). Gdyby pi C pj dla pewnych i =  j ,  to A j  =  A Vj c  A Vi =  Ai, co 
byłoby sprzeczne z założeniem. W ystarczy pokazać, że każdy właściwy ideał 
pierścienia A  zawiera się w którym ś z ideałów pj . Przypuśćmy, że istnieje 
ideał a =  A  taki, że a ^  pi dla każdego i =  1, ...,n. Z lem atu 6.6.6 wynika, 
że istnieje
n n
cG  a \  U  pi =  a n  P | A*.
i= 1  i= 1
Stąd c- 1 G A  oraz 1 =  c ■ c- 1 G a, co daje sprzeczność.
(3). Z (1) oraz (2) wynika, że dla i =  j  ideały pi oraz pj  są względnie 
pierwsze. Zatem z twierdzenia chińskiego o resztach odwzorowanie
n
A  — ► A /p i,  a -— ► (a +  p1 ,..., a +  pn)
i= 1
jest surjektywne. Do zakończenia dowodu wystarczy pokazać, że dla każ­
dego i =  1, .. . ,n  odwzorowanie A /pi ^  A i/ M A i , a +  pi ^  a +  M A i jest 
izomorfizmem pierścieni. W idać od razu, że to odwzorowanie jest monomor- 
fizmem pierścieni. Jeśli a G A i , to  z (1) mamy a =  cd- 1 dla c ,d  G A, d G pi . 
Ponieważ pi jest ideałem m aksymalnym pierścienia A, więc A / pi jest cia­
łem i a +  M-Ai jest obrazem elementu (c +  pi)(d +  pi) - 1 G A /pi poprzez to 
odwzorowanie. □
W n io s e k  6 .6 .9 . Przy założeniach poprzedniego twierdzenia, dla każdego
n n
(a 1 , ...,an) G n  A i istnieje taki element a G fj A i , że a — ai G M A i , i =
i= 1  i= 1
1 , ... , n.
W arunek występujący w poprzednim  wniosku oznacza, że vi (a) ^  0 
oraz vi (a — ai) >  0 dla i =  1 , . . . ,n,  gdzie vi jest waluacją stowarzyszoną 
z pierścieniem A i .
6.7. R ozszerzen ia  p ierścieni w aluacyjnych
Niech L  będzie rozszerzeniem ciała K  oraz niech B  i A  będą pierścieniami 
waluacyjnymi odpowiednio ciał L  i K . Jeśli A  =  K n B ,  to  mówimy, że B  jest  
rozszerzeniem pierścienia waluacyjnego A. Oczywiście A  =  K  n  B  jest pier­
ścieniem waluacyjnym ciała K  z ideałem m aksymalnym M a  =  M b  n  K  
dla każdego pierścienia waluacyjnego B  ciała L, a więc każdy pierścień wa- 
luacyjny ciała L  jest rozszerzeniem pewnego pierścienia waluacyjnego pod- 
ciała K . Zauważmy, że wtedy mamy również A* =  B * n  K .  Bezpośrednio 
z twierdzenia 6.3.12 wynika następujący fakt.
S tw ie rd z e n ie  6 .7 .1 . Jeśli L  jest rozszerzeniem ciała K  i A  jes t  pierście­
niem waluacyjnym ciała K , to istnieje pierścień waluacyjny B  ciała L, który 
jest  rozszerzeniem pierścienia A.
Następne stwierdzenie zawiera bardzo przydatną informację o przekroju 
wszystkich rozszerzeń pierścienia waluacyjnego.
S tw ie rd z e n ie  6 .7 .2 . Niech L  będzie rozszerzeniem ciała K  oraz niech A  
będzie pierścieniem waluacyjnym ciała K . Jeżeli R  jes t  zbiorem wszystkich 
pierścieni waluacyjnych ciała L, które są rozszerzeniami pierścienia A, to
p| B  jes t  całkowitym domknięciem pierścienia A  w ciele L.
B en
D o w ó d .  Niech C  będzie całkowitym domknięciem pierścienia A  w L. Po­
nieważ pierścienie B  rodziny R  są całkowicie domknięte, więc C C B .
B en
Przypuśćmy, że x  B  i x  nie jest całkowity nad A. Pokażemy, że
Ben
x  €  A[x- 1 }. Gdyby bowiem x  =  a0  +  a 1 x - 1 +  ... +  amx -m  dla pewnych 
a0 , ..., am € A, to  po pomnożeniu obu stron tej równości przez x m i przenie­
sieniu wszystkich składników z prawej strony na lewą otrzymalibyśmy rów­
nanie świadczące o tym , że x  jest całkowity nad A. Stąd x - 1 nie jest elemen­
tem  odwracalnym w A[x-1 ] i x - 1 € m dla pewnego ideału maksymalnego 
m pierścienia A[x- 1 }. W tedy na podstawie twierdzenia 6.3.12 istnieje pier­
ścień waluacyjny B  ciała L  zawierający A[x-1 ] taki, że M b  H A[x-1 ] =  m. 
Zatem x - 1 € M b , a stąd x  €  B .  Jeśli wykażemy, że K  H B  =  A, to 
będzie to  oznaczało, że B  R  i otrzym am y sprzeczność. Zauważmy, że 
odwzorowanie A  — > A[x- 1]/m , a -— > a +  m dla a € A, jest epimorfi- 
zmem, bo dla w =  a0  +  a 1 x - 1 +  • • • +  amx - m , a0 , . . . , a m € A, mamy 
w +  m =  a0  +  m. Zatem jądro  tego epimorfizmu równe A  H m jest ideałem 
M a ,  bo A[x-1 ]/m  jest ciałem. Przystąpm y teraz do wykazania równości 
K  H B  =  A. Oczywiście, A  C K  H B .  Przypuśćmy, że istnieje z € K  H B  \  A. 
W tedy z - 1 € M a  =  A  H m C M b . O trzym aliśmy sprzeczność z tym , że 
z € B .  □
Jeśli L  jest rozszerzeniem ciała K  oraz pierścień waluacyjny B  ciała 
L  jest rozszerzeniem pierścienia waluacyjnego A  ciała K,  to  grupa A* jest 
podgrupą grupy B *, a więc przyporządkowanie xA* ^  xB*  dla x  € K * wy­
znacza monomorfizm grup T a ^  Tb . Jest on rosnący, bo A  C B.  Pozwala to 
traktow ać grupę uporządkowaną Ta jako podgrupę grupy uporządkowanej 
r B i przy tej umowie waluacja vB jest przedłużeniem waluacji v a . Indeks 
e =  e (B /A )  =  [ rB : rA] nazywamy indeksem rozgałęzienia B  względem A.
Przyporządkowanie x  +  M a  ^  x  +  M b  dla x  € A  wyznacza zanurze­
nie k (A) ^  k ( B ), a więc ciało k ( B ) można traktować jako rozszerzenie 
ciała k(A). Stopień f  =  f  (B /A )  =  [k(B) : k(A)] tego rozszerzenia nazy­
wamy stopniem ciała reszt pierścienia B  względem podpierścienia A. Jeśli 
waluacja v ciała L  jest przedłużeniem waluacji w  ciała K , to  pierścień wa- 
luacyjny A v jest rozszerzeniem pierścienia A w. W  tym  przypadku e(v /w )  
oraz f (v / w ) nazywamy odpowiednio indeksem rozgałęzienia i stopniem  
rozszerzenia ciała reszt waluacji v względem waluacji w. Podobna umowa 
obowiązuje w przypadku punktów.
S tw ie rd z e n ie  6 .7 .3 . Jeśli L  jest skończonym rozszerzeniem ciała K  oraz 
B  ę  L jes t  rozszerzeniem pierścienia waluacyjnego A  ciała K , to e =  
e (B /A )  i f  =  f  (B /A )  są skończone oraz
e ■ f  < [L : K ].
D o w ó d .  Niech v =  vB . W ybierzmy b1 , . . . , b e> € L*, e' <  e, e' < to  
takie, że v(b 1 ) , . . .  ,v(be ) wyznaczają różne warstwy grupy r B względem 
podgrupy T a (a faktycznie jej obrazu w grupie r B). W ybierzmy również 
c 1 , . . . ,  Cf/ € B , f '  <  f ,  f '  < to  takie, że warstwy c1 +  M b , . . .  ,C f  +  M b  
tworzą układ elementów ciała k (B )  liniowo niezależny nad k(A )  (faktycz­
nie nad jego obrazem w k (B )) .  Do zakończenia dowodu wystarczy poka­
zać, że układ (bi,cj : 1 <  i <  e ', 1 <  j  <  f ' )  jest liniowo niezależ­
ny nad K .  Przypuśćmy, że układ ten  jest liniowo zależny, tzn. istnieją 
a j  € K ,  1 <  i <  e', 1 <  j  <  f ' ,  nie wszystkie równe zero, takie, że 
J 2 a-ijbiCj =  0. Dla każdego i wybierzmy k(i) tak, by v(a ik(i)) =  m inj v ( a j ). 
i,j
Dla każdego i takiego, że aiki  =  0 połóżmy a j  =  i w tedy z liniowej
niezależności warstw c 1 +  M b , . . . , C f  +  M b  m a m ^ a'ijCj € B * . W  pozo-
j
stałych przypadkach a j  Cj =  0. Zatem v(J2 a j  biCj) =  v(aik(i)bi J2 a j  Cj) =  
j  j  j
v (a ik(i)) +  v(bi). Ponieważ wartości te są różne dla różnych i, gdy aik(i) =  0, 
więc v ( E  a j b iCj) =  m in(v(aik(i)) +  v(bi)) =  to . O trzym aliśmy sprzeczność.
i,j i
Gdyby e lub f  było nieskończone, to  moglibyśmy wybrać e' oraz f ' tak, aby 
e' ■ f ' > [L : K ], co wobec powyższych rozważań jest niemożliwe. Zatem 
e < to oraz f  < to. □
T w ie rd z e n ie  6 .7 .4 . Jeśli L  jes t  rozszerzeniem algebraicznym ciała K , B  
jes t  pierścieniem waluacyjnym ciała L  oraz A  =  K  n  B, to grupa r B/ T a  
jes t  grupą torsyjną, a ciało k (B)  -  algebraicznym rozszerzeniem ciała k (A).
D o w ó d .  Jeśli L / K  jest rozszerzeniem algebraicznym, to 
L  =  U { M ; M  < L ,  [M : K] <  to}.
Stąd
T b / r A  =  U {rB n M /T a ; M  < L, [M : K ] <  to}, 
k(B) =  U { k (B  n  M ); M  < L, [M : K] <  to}.
Zatem teza wynika z poprzedniego stwierdzenia. □
W n io s e k  6 .7 .5 . Przy założeniach twierdzenia 6.7.4 rangi waluacji v a  oraz 
vB są równe.
D o w ó d .  W ynika z poprzedniego twierdzenia oraz twierdzenia D.1.21. □
W n io s e k  6 .7 .6 . Załóżmy, że L  jest rozszerzeniem algebraicznym ciała K . 
Jeśli pierścienie waluacyjne B  i C  ciała L  są rozszerzeniami pierścienia 
waluacyjnego A  ciała K  oraz B  C C, to B  =  C.
D o w ó d .  Z założenia mamy A  =  K  n  B  =  K  n  C. Z B  C C  wynika, 
że M c jest ideałem pierścienia B  zawartym w M b . Łatwo zauważyć, że 
B / M c jest pierścieniem waluacyjnym ciała k (C ) =  C / M c zawierającym 
k (A) =  A / M a . Z twierdzenia 6.7.4 wynika, że k (C) jest algebraicznym 
rozszerzeniem k (A), a więc wielomian m inimalny dowolnego elementu ciała 
k (C ) nad k (A) ma współczynniki z pierścienia B / M c . W  szczególności 
każdy element ciała k (C ) jest całkowity nad B / M c . Ze stwierdzenia 6.2.15 
mamy równość B / M c =  k (C ), a stąd B  =  C. □
Jeżeli L  jest rozszerzeniem ciała K ,  to  grupa Galois G ( L / K ) działa 
w naturalny sposób na zbiorze pierścieni waluacyjnych ciała L, które są 
rozszerzeniami ustalonego pierścienia waluacyjnego ciała K .  Mówi o tym 
następujący lemat, którego prosty dowód pozostawiamy Czytelnikowi.
L e m a t 6 .7 .7 . Niech L  będzie rozszerzeniem ciała K  oraz niech a £ G ( L / K ).
(1) Jeżeli A  jes t  pierścieniem waluacyjnym ciała K , a B  jego rozsze­
rzeniem do pierścienia waluacyjnego ciała L, to a ( B ) jest  również 
pierścieniem waluacyjnym ciała L, który jest rozszerzeniem A.
(2) Jeżeli w jes t  przedłużeniem waluacji v ciała K  na ciało L, to w o a 
jest  również przedłużeniem waluacji v na ciało L  i A woa =  a - 1 (AW ) .
S tw ie rd z e n ie  6 .7 .8 . Niech L  będzie algebraicznym rozszerzeniem ciała K  
oraz niech a € G ( L / K ). Jeżeli B  jest pierścieniem waluacyjnym ciała L, to 
następujące warunki są równoważne:
(1) a(B )  C B  lub B  C a (B ),
(2) B  =  a(B ),
(3) vb  =  v b  o a.
D o w ó d .  Implikacje (3) = ^  (2) = ^  (1) są oczywiste.
(1) = ^  (2). Pierścienie waluacyjne B  oraz a (B )  są rozszerzeniami tego 
samego pierścienia waluacyjnego ciała K, tzn. B  n  K  =  a (B )  n  K.  Zatem
(2) wynika z wniosku 6.7.6.
(2) = ^  (3). Ponieważ ograniczenia waluacji vb  oraz vb  o a  do podciała 
K  są równe pewnej waluacji v ciała K,  więc
r  <  rB  =  L*/B*  =  L*/a (B )*  =  r a(B)
i na podstawie wniosku 6.2.12 istnieje automorfizm 0  grupy r B taki, że 
vB =  0ovB oa. Oczywiście, na r v jest on identycznością. Zatem z twierdzenia
6.7.4 oraz twierdzenia D.1.21 wynika równość 0  =  id rB, a więc v b  =  v b  o a.
□
T w ie rd z e n ie  6 .7 .9 . Niech L  będzie rozszerzeniem Galois ciała K  oraz 
niech pierścienie waluacyjne B i i B 2  ciała L  będą rozszerzeniami tego sa­
mego pierścienia waluacyjnego ciała K . Wtedy a ( B i ) =  B 2  dla pewnego 
a € G ( L /K ) .
D o w ó d. Dowód przeprowadzimy w przypadku, gdy L  jest skończonym roz­
szerzeniem ciała K .  Przypuśćmy, że a i (B i ) =  a 2 (B 2 ) dla każdych
a i ,a 2  € G ( L / K ). Niech Bi,, i =  1, 2, będzie pierścieniem waluacyjnym walu­
acji w,,. W tedy a - 1 (Bi,) jest pierścieniem waluacyjnym waluacji wi o ai (zob. 
lem at 6.7.7). Niech vi, i =  1, 2, będą zacieśnieniami waluacji wi do ciała K.  
W aluacje vi  oraz v 2  są równoważne, a więc na tych samych elementach przyj­
m ują jednocześnie albo wartości dodatnie, albo ujemne, albo zero. Ze stwier­
dzenia 6.7.8 mamy a - i (B 2 ) ^  a - i (B i ) oraz a - i (B i ) ^  a- i (B 2 ), a więc na 
podstawie wniosku 6.6.9 istnieje a € L  takie, że a € M a-i¡-Bi) =  M w 1 oai 
oraz a €  1 +  M a- i (B2) =  1 +  M w 2 oa 2  dla każdych a i ,a 2  € G ( L / K ). W tedy
v i (N L/ K (a)) =  wi  { a i(a ) : ai € G ( L / K }  =  ^  (w ioai)(a) >  0.
ai eG(L/K)
Jednocześnie zachodzą równości
v 2 (Nl / k (a)) =  W2 (NL/ K (a)) =  J2 (w  ◦  a^)(a) =  0
o2 ^ g ( l / k  )
i otrzym ujemy sprzeczność. Dowód przypadku, gdy L  jest dowolnym rozsze­
rzeniem Galois ciała K  pozostawiamy Czytelnikowi jako ćwiczenie (zadanie 
13). □
6.8. Zadania
1. Pokazać, że jeżeli v jest waluacją ciała K  oraz £ jest pierwiastkiem 
z jedynki, to v(£) =  0.
2. Niech A  będzie pierścieniem waluacyjnym ciała K  i niech z i , . . . ,  zn € K .  
Pokazać, że istnieje i0 € { 1 , . . . , n }  takie, że ziz- i  € A  dla i =  
1 , . . . , n.
3. Udowodnić stwierdzenia 6.2.5, 6.2.6 oraz 6.2.7.
4. Uzasadnić szczegółowo, że ciało reszt waluacji v ciała K ( X ) z przy­
kładu 6.3.8 jest izomorficzne z K.
5. Uzasadnić, że ciało reszt waluacji ciała K ((X )) z przykładu 6.3.10 jest 
izomorficzne z K.
6. Uzasadnić, że w z przykładu 6.3.11 jest waluacją oraz ciało reszt tej 
waluacji jest izomorficzne z k (A v).
7. Niech v będzie waluacją ciała K.  Pokazać, że istnieje przedłużenie w 
waluacji v na ciało K (X ) takie, że
w(anX n +  ... +  a i X  +  a0) =  m in{v(ai) : i =  0, . . .,n}  
dla a0, ...,an € K .  Znaleźć ciało reszt oraz grupę wartości waluacji w.
8. Niech A  C B  będą pierścieniami waluacyjnymi ciała K  oraz niech 
K  : B  — > K (B )  będzie homomorfizmem kanonicznym pierścienia B  
na ciało reszt k '(B ) .  Pokazać, że:
(a) Pierścień C  =  K (A )  =  {a  +  M B : a € A} jest pierścieniem walu­
acyjnym ciała k'(B ).
(b) Jądro  niemalejącego epimorfizmu 0  : — > rB  z twierdzenia
6.2.10 jest grupą uporządkowaną izomorficzną z grupą uporządko­
waną T c .
9. Niech A : K  — > L  U {to} oraz A; : L  — > M  U {to} będą punktam i. 
Wykazać, że istnieje niemalejący epimorfizm 0  : r A/oA — > r ^ ,  którego 
jądro  jest grupą uporządkowaną izomorficzną z grupą uporządkowaną
r x>.
Wsk. AA/oa C A \ .
10. Niech v będzie nietrywialną waluacją ciała K.  Pokazać, że następujące 
warunki są równoważne:
(a) W aluacja v jest dyskretna.
(b) Pierścień A v jest noetherowski.
(c) Pierścień A v jest pierścieniem ideałów głównych.
11. Wykazać, że stopień przestępny ciała K ((X )) nad K ( X ) jest nieskoń­
czony.
12. Niech F  < K  < L  będzie wieżą ciał oraz niech A , B , C  będą pierście­
niami waluacyjnymi odpowiednio ciał F, K  oraz L. Pokazać, że jeżeli 
B  jest rozszerzeniem A, a C  jest rozszerzeniem B, to  prawdziwe są 
następujące warunki:
(a) e(C /A )  < to  e ( C /B ) <  to , e (B /A )  < to.
(b) Jeśli e(C /A )  < to, to e(C /A )  =  e (C /B )  ■ e (B /A )
oraz
(c) f  (C /A ) < to ^  f  ( C / B ) <  to , f  (B /A )  < to.
(d) Jeśli f  (C /A )  < to, to f  (C /A )  =  f  (C /B )  ■ f  (B /A ) .
13. Uzupełnić dowód twierdzenia 6.7.9 w przypadku, gdy L  jest dowolnym 
rozszerzeniem Galois ciała K.

ROZDZIAŁ 7
P ierśc ien ie  w aluacyjne  
w  cia łach  form alnie rzeczyw istych
7.1. P ierśc ien ie  w aluacyjne form alnie rzeczyw iste
Na początku poprzedniego rozdziału zauważyliśmy, że jeśli (K, P ) jest cia­
łem uporządkowanym, to  podpierścień ciała K , wypukły względem porząd­
ku P , jest pierścieniem waluacyjnym. Przypomnijmy, że jednym  z nich jest
A P =  c o n v /^ p )(Q) =  {x  G K  : El \ x  \ ^ p  a}.
y ' aeQ
Rozważmy teraz problem odwrotny: Kiedy pierścień waluacyjny ciała upo­
rządkowanego (K, P ) jest  podzbiorem wypukłym (względem P )?  Odpowiedź 
jest zaw arta w następującej charakteryzacji pierścieni wypukłych.
T w ie rd z e n ie  7 .1 .1 . Niech A  będzie pierścieniem waluacyjnym ciała upo­
rządkowanego ( K , P ). Następujące warunki są równoważne:
(1) A  jes t  podzbiorem wypukłym ciała K,
(2) M a  jes t  podzbiorem wypukłym ciała K ,
(3) M a  jes t  podzbiorem wypukłym pierścienia A,
(4) M a  C ( -1 ,1 ) ,
(5) 1 +  M a  C P,
(6) A p  C A,
(7) V (a < p  b VA(a) > VA(b)),
a, b^P
(8) zbiór P  =  {x  +  M a  : x  G P  n  A*} jest porządkiem ciała k (A).
D o w ó d .  Przypomnijmy, że warunek (1) jest równoważny inkluzji [0,1] C A  
(zob. stwierdzenie 6.1.1), a ta  z kolei jest równoważna inkluzji [-1 ,1 ] C A, 
bo A  =  - A .
(1 )= ^ (2 ) . Załóżmy, że A  jest podzbiorem wypukłym  ciała K  oraz 
a <  c <  b dla a,b G M a  i c G K .  P rzypadek c =  0 jest oczywisty. W ystar­
czy rozważyć jedynie przypadek 0 < c <  b, gdyż w przeciwnym wypadku
wyjściowe nierówności pomnożymy przez —1. Ponieważ 0 < b- i  e  A  oraz 
b- i  K c- i , więc c- i  e  A. Oznacza to, że c e  M a .
Implikacja (2 )= ^ (3 )  jest oczywista.
(3 )= ^ (4 ) . Załóżmy, że M a  jest podzbiorem wypukłym  pierścienia A. 
Jeśli a e  M a  i |a| >  1 , to  1 e  M a , co jest niemożliwe.
Implikacja (4 )= ^ (5 )  jest oczywista.
(5 )= ^ (6 ) . Niech a e  A P n  P . Istnieje zatem  n  e  N takie, że a < n. 
Przypuśćmy, że a £  A. W tedy a- i  e  M a , a więc 1 — n a - i  e  1 +  M a . 
O trzym aliśmy sprzeczność, gdyż 1 — n a - i  < 0.
(6 )= ^ (1 ) . [—1,1] c  A p  c  A.
(4 )= ^ (7 ) . Załóżmy, że a,b e  P  oraz vA(a) <  v a (P). W tedy v a (ba- i ) =  
v a (b)—vA(a) > 0, a więc ba- i  e  M a  C (—1,1). To oznacza, że 0 <  ba- i  < 1, 
czyli b < a.
(7 )= ^ (4 ) . 1 K / A  0 =  v a (1) >  vA(|a|) =  vA(a) = ^  a £  M a .
(1 )= ^ (8 ) . W ynika ze stwierdzenia 6.1.5.(3).
(8 )= ^ (4 ) . Załóżmy, że P  jest porządkiem ciała k(A ).  Stąd w szczególno­
ści dla dowolnych a,b e  P n  A* istnieje c e  M a  takie, że a +  b +  c e  P n  A*. 
Jeżeli M a  C (—1,1), to  istnieje d e  M a ,  d > 1 . W tedy d — 1 e  P n  A* oraz 
również d +  c =  (d — 1 ) +  1 +  c e  P  n  A* dla pewnego c e  M a ,  co prowadzi 
do sprzeczności. □
D e fin ic ja  7 .1 .2 . Pierścień waluacyjny A  ciała K  nazywamy zgodnym 
z porządkiem P  e  X ( K ), jeśli A  spełnia każdy z warunków poprzedniego 
twierdzenia.
W aluację v ciała K  nazywamy zgodną z porządkiem P  e  X (K ), jeśli jej 
pierścień waluacyjny A v jest zgodny z porządkiem P.
Pierścień waluacyjny A  (waluację v) ciała K  nazywamy zgodnym (zgod­
ną) z praporządkiem T  ciała K,  jeśli istnieje P  e  X ( K / T ) taki, że pierścień 
A  jest zgodny (waluacja v jest zgodna) z P.
Pierścień waluacyjny A  (waluację v) ciała K  nazywamy całkowicie zgod­
nym (całkowicie zgodną) z praporządkiem T, jeśli pierścień A  jest zgodny 
(waluacja v jest zgodna) z każdym porządkiem P  e  X ( K / T ).
U w a g a  7 .1 .3 . W prost z definicji wynika następujące proste kryterium  cał­
kowitej zgodności pierścienia waluacyjnego z praporządkiem. Pierścień wa- 
luacyjny A  jest całkowicie zgodny z praporządkiem  T  wtedy i tylko wtedy, 
gdy 1 +  M a  C p |{P  : P  e  X ( K / T )}, a to  m a miejsce wtedy i tylko wtedy, 
gdy 1 +  M a  C T  dzięki twierdzeniu 1.3.12. K ryterium  zgodności, a nie­
koniecznie całkowitej zgodności pierścienia waluacyjnego z praporządkiem  
podane zostanie później (zob. wniosek 7.1.10).
P r z y k ła d y  7 .1 .4 . (1) W aluacja tryw ialna ciała K  jest zgodna z każdym 
porządkiem P  £ X (K ), gdyż jej pierścień waluacyjny jest równy K  i speł­
nione są warunki (1)-(8) twierdzenia 7.1.1. Porządek P  jest archimedesowy 
nad Q wtedy i tylko wtedy, gdy A P =  K.  Zatem P  jest archimedesowy nad 
Q wtedy i tylko wtedy, gdy jest zgodny jedynie z waluacją trywialną.
(2) Pierścień waluacyjny A p  jest zgodny z porządkiem P.
(3) Jeśli T  jest praporządkiem  ciała K  oraz P  £ X ( K / T ), to A p  jest 
zgodny z T. Niech A T będzie najm niejszym  pierścieniem waluacyjnym ciała 
K  zawierającym U { A P : P  £ X ( K /T ) } .  W tedy na podstawie twierdzenia
7.1.1.(6) pierścień A T jest całkowicie zgodny z T. Oczywiście, może się zda­
rzyć, że A T =  K  i ten  przypadek jest mało interesujący. W  dalszej części 
Czytelnik spotka się z przypadkami takich T, dla których A T =  K.
(4) Niech f  £ K [ Y ] będzie unormowanym wielomianem nierozkładal- 
nym takim , że porządek P  ciała K  ma przedłużenie do porządku Q ciała 
K [ Y ] / ( f ). W tedy waluacja Vf (zob. przykład 6.3.4) jest zgodna z porząd­
kami Pf+,Q oraz P f -  q zdefiniowanymi w przykładzie 4.2.4 (zob. definicja 
(4.4) oraz (4.5)). Faktycznie, jeśli M f  jest ideałem maksymalnym pierście­
nia waluacyjnego tej waluacji oraz h £ 1 +  M f , to  h £ P f n  P f -  q , 
gdyż h ( X  +  ( f )) =  1 £ Q. Zatem spełniony jest warunek (5) twierdzenia
7.1.1. Zauważmy również, że Pf+,Q =  P f -  q  =  Q. Są to  jedyne porządki 
ciała K ( X ), z którym i waluacja Vf jest zgodna i które w ciele reszt indu­
kują porządek Q, ale to  będzie bezpośrednio wynikało z twierdzenia 7.1.12. 
Detale pozostawiamy do sprawdzenia Czytelnikowi (zadanie 5). Jeśli K  jest 
ciałem rzeczywiście domkniętym, to  ciało reszt waluacji Vf jest formalnie 
rzeczywiste wtedy i tylko wtedy, gdy f  =  X  — c dla pewnego c £ K .  Jeśli 
tak  jest, to  waluacja Vf jest zgodna z porządkami Pc+ oraz Pc-  (definicje 
w uwadze 4.2.3) i tylko z nimi. Pierścień waluacyjny Vf jest równy pierście­
niowi punktu  Xf  (definicja w podrozdziale 6.3). Zatem zgodność Vf z porząd­
kami P f + q oraz P f -  q jest równoważna zgodności Xf z tym i porządkami.
(5) W aluacja vn , jak  również punkt X ,  (definicje w podrozdziale 6.3), 
jest zgodna z porządkami P,,  oraz P - N  (definicja w przykładzie 1.1.14) 
i tylko z nimi. Znowu prosimy Czytelnika o sprawdzenie szczegółów 
(zadanie 6).
Dalsze przykłady pierścieni waluacyjnych zgodnych z porządkami Czy­
telnik znajdzie w zadaniach.
D e fin ic ja  7 .1 .5 . Pierścień waluacyjny A  ciała K  nazywamy formalnie rze­
czywistym, jeśli ciało reszt k (A) pierścienia A  jest formalnie rzeczywiste. Wa- 
luację (punkt) nazywamy formalnie rzeczywistą (formalnie rzeczywistym), 
jeśli pierścień waluacyjny tej waluacji (tego punktu) jest formalnie rzeczy­
wisty.
Na początku poprzedniego rozdziału zauważyliśmy, że wypukły pod- 
pierścień ciała uporządkowanego jest formalnie rzeczywisty. Okazuje się, że 
form alna rzeczywistość pierścienia waluacyjnego jest ściśle związana z jego 
wypukłością w ciele uporządkowanym. Fakt ten  będzie wynikał z następu­
jących, bardziej ogólnych, rozważań.
Ustalm y formalnie rzeczywisty pierścień waluacyjny A  ciała K ,  podgru­
pę T  grupy K * zawierającą K * 2  oraz podgrupę S  grupy k(A)*  zawierającą 
k(A)* 2  i przyjmijmy następujące oznaczenia:
T  =  k (T  n  A*), T  A S  =  T  ■ k - 1 ( S ), S  =  K * 2  A S, T A =  T  A T.
Proste zależności między wyżej zdefiniowanymi zbiorami sformułujemy 
w postaci następujących uwag.
U w ag i 7 .1 .6 . 1. Ponieważ k \a * jest homomorfizmem grup i jego jądro  jest
równe 1 +  M a , więc
T A =  k - 1 ( k (T  n  A*)) ■ T  =  (T  n  A*) ■ (1 +  M a )  ■ T  =  (1 +  M a )  ■ T.
Zatem T  C T A i jeśli T  jest praporządkiem , to  z uwagi 7.1.3 wynika, że
A  jest całkowicie zgodny z T  w tedy i tylko wtedy, gdy T A =  T.
2. Zauważmy, że k - 1(S) C A* i stąd  ( T ■ k - 1 ( S ) ) n A* =  (T nA *) ■ k - 1 (S).
Istotnie inkluzja D jest oczywista, natom iast jeśli t € T , x  € k - 1 (S )
i t x  € A*, to  t  =  ( tx )x - 1 € A* oraz t x  € (T  n  A*) ■ k - 1 (S). Zatem
T A S  =  k ( (T  ■ k - 1 (S))  n  A*) =  k ( (T  n  A*) ■ k - 1 (S )) =  T S
oraz
T A S  =  S, gdy T  c  S.
W  szczególności mamy równości S  =  S  oraz T A =  T.
W  rozdziale 1. dla dowolnego praporządku T  ciała K  przyjęliśmy ozna­
czenie X ( K / T ) =  {P  € X ( K ) : T  C P }, które ma również sens dla dowolnej 
podgrupy T  grupy K * zawierającej K *2  i będziemy go stosować w dalszych 
rozważaniach. Kolejne twierdzenie wyjaśni sens wprowadzenia i rozważania 
podgrup postaci T  A S.
T w ie rd z e n ie  7 .1 .7 . Przy przyjętych wyżej oznaczeniach załóżmy, że S  jest  
praporządkiem ciała k (A) takim, że T  C S.
(1) T  A S  jest praporządkiem ciała K .
(2) A  jes t  pierścieniem całkowicie zgodnym z T  A S.
(3) X ( K / ( T  A S )) =  {P  €  X ( K /T )  : P  €  X (k (A )/S )}  =
=  U { X ( K / ( T  A Q)) : Q € X ( k ( A ) / S )}.
(4) S  jest wachlarzem wtedy i tylko wtedy, gdy T  A S  jes t  wachlarzem. 
W  szczególności T  A Q jest wachlarzem dla każdego Q € X ( k (A)).
D o w ó d .  (1). Ponieważ T  A S  =  S, więc —1 €  T  AS. Aby sprawdzić, że T  A S  
jest praporządkiem, wystarczy jeszcze jedynie sprawdzić jego zamkniętość 
ze względu na dodawanie, bo pozostałe warunki definiujące praporządek 
wynikają bezpośrednio z definicji T  A S. Niech zatem  a,b € T  A S, tj. a =  
cx, b =  dy, c ,d  € T, x , y  € A, n (x ) ,n (y )  € S. Bez zmniejszania ogólności 
możemy założyć, że dc- 1 € A. W tedy a +  b =  c(x +  ydc- 1 ) € T  A S, 
gdyż k (x  +  ydc- 1 ) =  k(x) € S, jeśli dc- 1 € M a  n  T  i k (x  +  ydc- 1 ) =  
k(x)  +  n(y)n(dc- 1 ) € S  +  S T  C S, jeśli dc- 1 € T  n  A*.
(2). Ponieważ k(1 +  M a )  =  1 € S, więc 1 +  M a  C T  A S, co oznacza 
całkowitą zgodność A  z T  A S  (zob. uwaga 7.1.3).
(3). Jeśli P  €  A ( K / ( T  A S )), to A  jest wypukły względem P  i P  jest 
porządkiem ciała k(A) (zob. stwierdzenie 6.1.5.(3)) oraz inkluzja
A  ( K / ( T  A S)) C { P  € A  ( K /T )  : P  €  A  (k (A )/S )}
jest oczywista. Przeciwna inkluzja też jest natychmiastowa, bo jeśli T  C P  
oraz S  C P,  to  k - 1 (S ) C (1 +  M a )  • ( P n  A*) C P  i T  A S  =  T  ■ k - 1 (S) C P. 
D ruga równość wynika z tego, że P  €  A ( K / ( T  A Q)) w tedy i tylko wtedy, 
gdy P  =  Q.
(4). Załóżmy, że S  jest wachlarzem w k (A) i P  jest dowolną podgrupą 
grupy K * taką, że T  A S  C P, [K* : P ] =  2, —1 €  P. Z warunków tych 
wynika, że —1 €  P  =  k (P  n  A*). Jeśli bowiem — 1 =  k (x ) dla pewnego 
x  € P  n  A*, to  —x  € 1 +  M a  C T  A S  C P, co oczywiście jest niemożliwe, 
bo x  € P. Zatem P  jest podgrupą grupy k (A)* o indeksie 2, niezawiera- 
jącą —1 oraz S  =  T  A S  C P. Ponieważ S  jest wachlarzem, więc P  jest 
porządkiem ciała k (A) i P  A P  jest praporządkiem  ciała K  zawierającym 
P. Z porównania indeksów mamy P  =  P  A P  i P  jest porządkiem. Poka­
zaliśmy, że T  A S  jest wachlarzem.
Załóżmy teraz, że T  A S  jest wachlarzem. Z punktu  (2) wynika, że A  jest 
pierścieniem całkowicie z nim zgodnym. Niech Q będzie dowolną podgru­
pą k(A)*  zawierającą S, —1 €  Q i K(A)* : Q] =  2. Należy pokazać, że 
Q  jest porządkiem. Zbiór T '  =  T  A Q =  T  ■ k - 1 (Q) jest podgrupą gru­
py K *, T  C T '  oraz T '  =  Q. Niech P  będzie podgrupą grupy K * taką, 
że T ' C P, —1  €  P, [K* : P ] =  2. Ponieważ T  A S  jest wachlarzem oraz 
T  A S  C T ' , więc P  jest porządkiem ciała K  i A  jest zgodny z P, bo T A C P, 
oraz P  jest porządkiem ciała k(A) zawierającym  Q. Z porównania indeksów 
mamy Q =  P , więc Q  jest porządkiem. D ruga część tezy wynika z tego, że 
S  =  {Q} jest wachlarzem w k(A). □
Z poprzedniego twierdzenia wynikają następujące wnioski.
W n io s e k  7 .1 .8 . Jeśli A  jes t  formalnie rzeczywistym pierścieniem waluacyj- 
nym ciała K , to K  jes t  ciałem formalnie rzeczywistym i istnieje porządek 
P  €  X (K ), z którym A  jes t  zgodny.
D o w ó d .  W ystarczy wybrać T  =  K *2  oraz S  €  X (k(A)).  W tedy na pod­
stawie punktu  (1) poprzedniego twierdzenia, S  =  T  A S  jest praporządkiem  
ciała K  i na podstawie punktu  (2) tego twierdzenia pierścień A  jest zgodny 
z każdym porządkiem w X ( K / S ) .  □
W n io s e k  7 .1 .9 . Niech A  będzie formalnie rzeczywistym pierścieniem wa- 
luacyjnym ciała K . Jeśli S  jest  praporządkiem ciała k (A), to zbiór S  jest  
praporządkiem ciała K  i A  jes t  z nim całkowicie zgodny oraz X ( K /S )  =  
{P  €  X (K ) : P  €  X (k (A )/S )}  = u  { X (K /Q )  : Q €  X (k (A ) /S ) } .  Ponadto 
S  jest wachlarzem wtedy i tylko wtedy, gdy S  jest wachlarzem.
D o w ó d .  Ponieważ IS =  T  A S  dla T  =  K * 2 , teza wynika z poprzedniego 
twierdzenia. □
P unkt (4) tw ierdzenia 7.1.7 m.in. podpowiada, jak  znaleźć wachlarze 
w ciele K .  Następny wniosek pokazuje zależność między wachlarzami ciała 
K  a wachlarzami ciała reszt.
W n io s e k  7 .1 .10 . Niech A  będzie formalnie rzeczywistym pierścieniem wa- 
luacyjnym ciała K , K  *2  < T  < K  *.
(1) X ( K / T A) jes t  zbiorem wszystkich porządków P  € X ( K / T ), z którymi 
A  jes t  zgodny.
(2) Jeśli T  jes t  praporządkiem ciała K , to A  jes t  zgodny z T  wtedy i tylko 
wtedy, gdy T  jest praporządkiem ciała k (A).
(3) Jeśli T  jest praporządkiem ciała K , to T  jes t  wachlarzem wtedy 
i tylko wtedy, gdy T A jes t  wachlarzem. W  szczególności jeśli A  jest  
całkowicie zgodny z T, to T  jest wachlarzem wtedy i tylko wtedy, gdy 
T  jest wachlarzem.
(4) Jeśli T  jest wachlarzem i A  jes t  zgodny z T, to T  też jest  wachlarzem.
D o w ó d .  (1). W ystarczy zauważyć, że P  € X ( K /T )  oraz A  jest zgodny 
z P  w tedy i tylko wtedy, gdy T  ę  P  oraz 1 +  M a  ^  P, a to  ma miejsce 
w tedy i tylko wtedy, gdy T A =  (1 +  M a )T  ę  P, czyli P  €  X ( K / T A).
(2). Załóżmy najpierw, że A  jest zgodny z praporządkiem  T  i niech 
P  € X ( K / T ) będzie taki, że A  jest zgodny z P. Niech a,b € T .  W tedy 
a =  n(x) ,b  =  n(y), x , y  € T  n  A*. Oczywiście, x  +  y € T  n  A. Pokażemy, 
że x  +  y € A*. Mamy 0 <p (x +  y ) - 1 < p  x - 1 . Ponieważ x - 1 € A  oraz 
A  jest wypukły względem P, więc (x +  y )- 1 € A, tzn. x  +  y € A* oraz 
a +  b =  k (x  +  y) € T .  Ze zgodności A  z P  dla każdego m  € M a  mamy
— 1 <P m  <P 1 , a więc (—1 +  M a )  n  P  =  ty. Stąd (—1 +  M a )  n  T  =  ty oraz
— 1 € T .  Pozostałe warunki praporządku dla T  są oczywiste.
Załóżmy teraz, że T  jest praporządkiem  ciała k (A). W tedy T A jest prapo­
rządkiem ciała K  i A  jest z nim całkowicie zgodny. Ponieważ 
X ( K / T A) c  X ( K /T ) ,  więc A  jest zgodny z T.
(3). W ynika z punktu  (4) twierdzenia 7.1.7. W ystarczy wziąć S  =  T.
(4). Ponieważ T  c  T A , więc jeśli T  jest wachlarzem, to T A też jest 
wachlarzem (zob. uwaga 1.5.3) i z poprzedniego punktu  również T  =  T A 
jest wachlarzem. □
Lemat 7.1.11. Niech A  będzie formalnie rzeczywistym pierścieniem walu­
acyjnym ciała K  oraz niech K * 2  < T  < K *.
(1) Jeśli A  jest zgodny z porządkami P  oraz P ' ciała K , to P  =  P' wtedy 
i tylko wtedy, gdy P  n  A* =  P ' n  A*.
(2) Jeśli Q €  X (k (A)), to ¡ X ( K / ( T  A Q))| =  |H om (K */A*T, { —1 ,1})|, 
gdzie H om (K */A*T, {—1,1}) jest  grupą charakterów grupy K */A *T .
D o w ó d .  (1). Zauważmy, że ze zgodności A  z porządkami P  i P '  mamy 
P  n  A* =  (1 +  M a ) ■ (P  n  a* ) oraz P '  n  A* =  (1 +  M a ) ■ (P '  n  a* ). Zatem
P  =  P 7 ^  k (P  n  A*) =  k (P ' n  A*) ^  (1 +  M a )  ■ (P  n  A*) =
=  (1 +  M a )  ■ (P 7 n  A*) ^  P  n  A* =  P '  n  A*.
(2). Ustalm y P0  €  X ( K / ( T  A Q)) i określmy odwzorowanie
$  : X ( K / ( T  A Q)) — ► H om (K */A*T, { —1 ,1}),
$ ( P  )(cA*T ) =  sgnP (c)sgnPo (c) dla P  €  X  ( K / ( T  A Q ) ) , c € K  *.
Jeśli P  €  X ( K / ( T  A Q)), to  P  =  P0  i na podstawie (1) zachodzi rów­
ność P  n  A* =  P0  n  a* , co daje P  n  A*T  =  (P  n  A*)T  =  (P0  n  A*)T =  
P0  n  A *T  oraz sgnP (x) =  sgnPo (x) dla każdego x  € A*T. Oznacza to, że 
$  jest poprawnie określone. Pokażemy, że odwzorowanie $  jest wzajem ­
nie jednoznaczne. Przypuśćm y najpierw, że $ ( P ) =  $ ( P ') dla pewnych 
P ,P '  €  X ( K / ( T  A Q)). Oznacza to, że sgnP (c)sgnPo(c) =  sgnP/(c)sgnPo(c)
dla każdego c € K *, tzn. sgnP =  sgnP,. Ma to  miejsce tylko wtedy, gdy 
P  =  P ' . W ykazaliśmy zatem  różnowartościowość odwzorowania $ . Aby 
pokazać, że $  jest surjektywne, wybierzmy a € H om (K */A*T, {— 1,1}). 
Odwzorowanie
a' : K * — ► {—1,1}, a'(c) =  sgnPo(c)a(cA*T) dla c € K *
jest homomorfizmem. Niech P  =  k e r(a '). Jeśli u € P  O A *, to sgnp0(u) =  
a (u A * T ) =  1, a więc P  Ol A* Q P0  O A*, P  Q Q  i na podstawie twierdze­
nia 7.1.7 zbiór P  A Q jest praporządkiem  ciała K .  Ponieważ P  Q P  A Q 
i [K * : P ] =  2, więc P  € X ( K / ( T  A Q)). W prost z definicji P  wynika, że 
$ ( P ) =  a. W ykazaliśmy surjektywność i ostatecznie w zajem ną jednoznacz­
ność $ , co kończy dowód. Niestety, odwzorowanie $  nie jest kanoniczne, 
gdyż zależy od wyboru Po. □
Moc zbioru porządków ciała K  zawierających pewien praporządek te ­
go ciała zależy od pewnych param etrów  pierścienia waluacyjnego zgodnego 
z tym i porządkami. Mówi o tym  następne twierdzenie znane w literaturze 
pod nazwą twierdzenia B aera-K rulla.
T w ie rd z e n ie  7 .1 .12  (B aera-K rulla). Niech A  będzie formalnie rzeczywi­
stym pierścieniem waluacyjnym ciała K , K * 2  < T  < K* oraz niech S  bę­
dzie praporządkiem ciała k(A ) takim, że T  Q S. Wtedy zbiór X ( K / ( T  A S )) 
jest  równoliczny z iloczynem kartezjańskim zbioru X ( k ( A ) /S ) oraz grupy 
charakterów H o m (r^ /v ^ (T ), {—1 , 1 }) grupy r a / v a (T ).
D o w ó d .  Przyporządkowanie cA*T — > v a (c) +  v a (T)  jest poprawnie 
określone i definiuje izomorfizm grup K * /A * T  — > r a / v a (T), a więc gru­
py charakterów H om (K */A*T, { —1,1}) oraz H om (rA / v a (T ), { —1,1}) 
tych grup są izomorficzne. Stąd oraz twierdzenia 7.1.7.(3) i lem atu 7.1.11 
dostajem y
I X ( K / ( T  A S ))| =  | ( j  { X ( K / ( T  A Q)) : Q € X ( k ( A ) / S )}| =
=  I X (k ( A ) / S )| • |H om (K */A*T,  {—1 , 1 })| =
=  X ( ^ / S ^  • |H om (rA /vA (T), {—1 ,1})|.
□
W n io sk i 7 .1 .13 . Niech A  będzie formalnie rzeczywistym pierścieniem wa- 
luacyjnym ciała K . Wtedy
(1) Jeśli Q jes t  porządkiem ciała k (A), to Q =  f j{P  G X ( K ) : P  =  Q} 
jest  wachlarzem ciała K  oraz
\{P G X ( K ) : P  =  Q}\ =  |H om (ra / v a (T), { - 1 , 1})|.
(2) Prawdziwa jest równość
\{P G X (K ) : A  jes t  zgodny z P }\ =
=  \ X (k(A))\ • \H om (rA /vA (T), { - 1 , 1 })\.
D o w ó d .  Na podstawie wniosku 7.1.9 zbiór Q  jest wachlarzem. Ponieważ 
va(J2 K *2) =  2rA  (zob. zadanie 4), więc po podstaw ieniu do poprzedniego 
twierdzenia T  = J2 K * 2  oraz S  =  Q otrzym ujemy (1), po podstawieniu 
S  =  S  k (A ) * 2  otrzym ujemy (2). □
Jeśli ciało K  ma dokładnie jeden porządek, to każdy formalnie rze­
czywisty pierścień waluacyjny A  ciała K  jest zgodny z tym  porządkiem 
i z powyższych rozważań wynika, że ciało reszt też m a dokładnie jeden po­
rządek i grupa wartości waluacji jest 2-podzielna. W  przypadku gdy K  jest 
ciałem rzeczywiście domkniętym, to  mamy dokładniejsze informacje o ciele 
reszt.
Stwierdzenie 7.1.14. Jeśli K  jest ciałem rzeczywiście domkniętym oraz 
A  jest formalnie rzeczywistym pierścieniem waluacyjnym ciała K , to ciało 
reszt k(A) jes t  ciałem rzeczywiście domkniętym.
D o w ó d .  Ciało k(A )  jest formalnie rzeczywiste, a więc zgodnie z twier­
dzeniem 3.1.4 wystarczy pokazać, że grupa k (A )* /k ( A ) * 2  jest dwuelemen- 
towa oraz każdy wielomian f  G k (A )[ X ] stopnia nieparzystego m a w cie­
le k(A )  pierwiastek. Oczywiście, wystarczy ograniczyć się do wielomianów 
unormowanych. Dowolny wielomian unormowany f  G k (A )[ X ] ma postać 
f  =  X n +  K(an - i ) X n - 1 + .. .  +  n ( a i ) X  +  n(a 0 ) dla pewnych an - \ , ..., a0  G A. 
Niech g =  X n +  an - 1 X n - 1 + .. .  +  a 1 X  +  a0  G A [ X ]. Jeśli st f  =  s t g jest nie­
parzysty, to  z faktu, że K  jest ciałem rzeczywiście domkniętym wynika, że g 
m a pierwiastek a G K .  Jednak pierścień A  jest całkowicie domknięty (zob. 
stwierdzenie 6.2.15), a więc a G A. Zatem n(a) jest pierwiastkiem wielomia­
nu f  w k(A).  Aby pokazać, że grupa klas kwadratów ciała k(A )  jest dwuele- 
mentowa, wystarczy zauważyć, że dla każdego c G A  jeden z wielomianów 
g 1 =  X 2 — c, g2  =  X 2 +  c ma pierwiastek w K  i zastosować wcześniejsze 
rozumowanie. □
P unkt określony na ciele uporządkowanym może nie przeprowadzać ele­
m entu dodatniego jednego ciała na element dodatni drugiego, czyli nie musi 
być „zgodny” z porządkami. Następny lemat podaje warunki równoważne 
na to, aby ta  „zgodność” zachodziła.
Lemat 7.1.15. Niech ( K , P ) i (L ,Q ) będą ciałami uporządkowanymi. Dla 
punktu X : K  — > L  U {to} następujące warunki są równoważne:
(1) X(P n  A*x) C Q,
(2) P  n  A*x =  X- 1 (Q),
(3) X- 1  (Q) C P,
(4) X(P) C {0}U Q U {to}.
D o w ó d .  Oczywiste są implikacje (2 )= ^ (1 )  oraz (2 )= ^ (3 ) .
(1 )= ^ (2 ) . Inkluzja P  n  A*x C X- 1(Q) jest oczywista. Niech a £ X- 1 (Q). 
W tedy a £ A x . Jeśli a £  P, to  —X(a) =  X(—a) £ Q, co jest niemożliwe.
(3 )= ^ (4 ) . Przypuśćmy, że istnieje x  £ P  taki, że X(x) £ —Q. W te­
dy X(—x)  =  —X(x) £ Q. Na mocy założenia —x  £ P, co jest sprzeczne 
z wyborem x.
(4 )= ^ (2 ) . Ponieważ P  n  A*x C P  C X- 1 ({0} U Q U {to}) =
M a x U X- 1 (Q) 0  (K \A x ) ,  więc P nAX C X- 1 (Q). Oczywiście, X- 1(Q) C A*x .
Zatem do zakończenia dowodu wystarczy pokazać, że X- 1 (Q) C P. P rzy­
puśćmy, że X(x ) £ Q dla pewnego x  £ P. W tedy —x  £ P  oraz X(—x ) =  
—X(x) £ —Q. O trzym ana sprzeczność kończy dowód. □
Definicja 7.1.16. P unkt X spełniający każdy z warunków (1)-(4) lem atu 
7.1.15 nazywamy zgodnym z P  oraz Q.
Uwaga 7.1.17. Pojęcie zgodności z porządkiem (porządkami) pojawiło się 
dwukrotnie, zarówno w przypadku pierścienia waluacyjnego, jak  i punktu. 
Związek między nimi jest następujący. Jeśli punkt X jest zgodny z P  oraz 
Q, to 1 +  M a x C X- 1 (1) C X- 1(Q) C P. Zatem A x jest podzbiorem wy­
pukłym  ciała uporządkowanego (K, P ) i prawdziwe są wszystkie warunki 
twierdzenia 7.1.1, czyli Ax  jest pierścieniem waluacyjnym zgodnym z po­
rządkiem P  (o Q nie wspominamy). Możemy wtedy powiedzieć, że X jest 
punktem  zgodnym z porządkiem P. N atom iast jeśli pierścień waluacyjny 
ciała K  jest zgodny z porządkiem P  £  X (K ), to  punkt Xa jest zgodny z P  
oraz porządkiem Q =  P  ciała reszt k(A). Zauważmy również, że warunek
(1 ) poprzedniego lem atu jest równoważny tem u, że zanurzenie kanoniczne 
X : k (A x) — > L, X(a +  M a x) =  X(a), jest rosnące (względem P  oraz 
Q). Analogicznie do tego, jak  to  było w przypadku zgodności pierścienia
waluacyjnego z praporządkiem , możemy powiedzieć, że punkt A jest zgodny 
(całkowicie zgodny) z praporządkiem  T  ciała K ,  jeśli jest zgodny z pewnym 
(wszystkimi) P  €  X  ( K / T ).
Stwierdzenie 7.1.18. Jeśli A : K  — > L  U {to} jes t  punktem oraz Q jest  
porządkiem ciała L, to istnieje porządek P  ciała K  taki, że A jes t  zgodny 
z P  oraz Q.
D o w ó d .  W ystarczy zastosować twierdzenie 7.1.7 dla porządku A 1 (Q) 
ciała n ( A \ ) oraz poprzednią uwagę. □
Na zakończenie tej części udowodnimy twierdzenie o przedłużaniu punk­
tów formalnie rzeczywistych.
Twierdzenie 7.1.19 (o przedłużaniu). Niech ( K , P ) będzie ciałem upo­
rządkowanym oraz niech A : K  — > R U {to} będzie punktem ciała K  w ciało 
rzeczywiście domknięte R, zgodnym z porządkiem P  (oraz jedynym porząd­
kiem ciała R). Jeśli (L, Q ) jes t  algebraicznym rozszerzeniem ciała (K , P), 
to A ma jednoznaczne  (z dokładnością do równoważności) przedłużenie do 
punktu ¡i : L  — > R  U {to} zgodnego z Q.
D o w ó d .  Niech A : k (A \)  — > R  będzie odwzorowaniem zdefiniowanym 
w ostatniej uwadze. Jeśli B  =  conv£(A^), to  k(B) jest rozszerzeniem alge­
braicznym ciała k (A \)  (zob. twierdzenie 6.7.4), a porządek Q ciała k ( B ) jest 
przedłużeniem porządku P  ciała k (A \) .  Na mocy twierdzenia 3.3.2 istnieje 
zanurzenie 0  : k(B) ^  R  takie, że 0\k(a x) =  A. Niech AB : L  — > k ( B ) 
będzie punktem  kanonicznym wyznaczonym przez B.  Zdefiniujmy i  =  
0 o AB : L  — > R  U {to}. Odwzorowanie i  jest przedłużeniem punktu  A 
na ciało L, zgodnym z Q. Pierścieniem waluacyjnym tego punktu  jest oczy­
wiście B.  Pozostaje do wykazania jednoznaczność przedłużenia ¡i. Niech 
i '  : L  — > R  U {to} będzie punktem  zgodnym z Q  oraz niech B ' będzie jego 
pierścieniem waluacyjnym. Pierścień B '  jest wypukły względem Q, a więc 
B  C B '  lub B ' C B  oraz K  n  B '  =  K  n  B  =  A \ .  Zatem z wniosku 6.7.6 
mamy B  =  B ', co oznacza, że i  oraz i '  są równoważne. □
Uwaga 7.1.20. Twierdzenie 7.1.19 ma następujące sformułowanie w języ­
ku pierścieni waluacyjnych. Jeśli ciało uporządkowane (L ,Q )  jest rozszerze­
niem algebraicznym ciała uporządkowanego (K , P),  to  pierścień waluacyjny 
A  ciała K  zgodny z P  m a jednoznaczne rozszerzenia do pierścienia walu- 
acyjnego B  ciała L  zgodnego z Q.
Załóżmy, że A  jest pierścieniem waluacyjnym ciała K  i M a  jest jedynym  
ideałem maksymalnym tego pierścienia. D la uproszczenia przyjmujemy a =  
a +  M a  dla a € A  oraz jeśli f  =  anX n +  an - 1 X n - 1 +  . . .  a 1 X  +  ao € A[X ], 
to  f  =  a n X n +  an - 1 X n - 1 +  . . .  a jX  +  a0  € k(A )[X ].
Niech v : K  — > r  U {to} będzie waluacją wyznaczoną przez pierścień 
waluacyjny A  ciała K . Definiujemy waluację w : K (X ) — > r U  {to}, kładąc 
w ( f ) =  min{v(a^) : i =  0 ,1 , . . . , n }  dla f  =  X n=0 a iX i € K  [X ] (zob. 
zadanie 7 w rozdziale 6). W aluacja ta  jest takim  przedłużeniem waluacji 
w ciała K ,  że w (X ) =  0. W ielomian f  € K [ X ] nazywamy pierwotnym, 
gdy w ( f ) =  0. Oczywiście, współczynniki wielomianu pierwotnego należą 
do pierścienia A. Łatwo również zauważyć, że wielomian f  € A [ X ] jest 
pierwotny wtedy i tylko wtedy, gdy f  =  0.
L e m a t 7 .2 .1 . Załóżmy, że A  jes t  pierścieniem waluacyjnym ciała K .
(1) Iloczyn wielomianów pierwotnych o współczynnikach w A  jest wielo­
mianem pierwotnym.
(2) Jeśli wielomian pierwotny f  € A [ X ] rozkłada się na k czynników 
o współczynnikach w ciele K , to f  jes t  iloczynem k wielomianów 
pierwotnych o współczynnikach w pierścieniu A .
D o w ó d .  (1). Załóżmy, że f i , . . . , f k  € A [ X ] są wielomianami pierwotnymi, 
tzn. w(f i )  =  . . .  =  w( f k ) =  0. W ielomian f  =  f i . . .  f k jest pierwotny, gdyż 
w ( f ) =  w (fi)  +  . . .  +  w( f k ) =  0.
(2). Załóżmy, że f  =  ^ 1^ 1 , gdzie ^ 1 , ^ 1 € K [ X ]. W ielomiany g 1 i h 1 są 
niezerowe, bo f  jako pierwotny jest niezerowy. Ustalm y elementy b,c € K  
takie, że v(b) =  w(g 1 ) oraz v(c) =  w (h 1). W ielomiany g =  1 g1 oraz h  =  1 h 1 
są pierwotne. Z równości f  =  (bc)gh i z punktu  (1) wynika, że v(bc) =  0. 
Zatem f  jest iloczynem wielomianów pierwotnych (bc)g i h. P rosta  indukcja 
pozwala rozszerzyć ten  wynik na dowolną liczbę czynników w rozkładzie 
wielomianu f . □
Pierścień waluacyjny ciała K  nazywamy henselowskim, jeśli m a dokład­
nie jedno rozszerzenie w każdym algebraicznym rozszerzeniu ciała K . Łatwo 
zauważyć, że pierścień waluacyjny jest henselowski wtedy i tylko wtedy, gdy 
ma dokładnie jedno rozszerzenie w każdym skończonym rozszerzeniu ciała 
K . Ponieważ każde skończone rozszerzenie jest podrozszerzeniem pewnego 
rozszerzenia Galois, w tym  warunku równoważnym „skończone rozszerzenie” 
można zastąpić „rozszerzeniem Galois” . Ze względu na zastosowania ogra­
niczymy rozważania dotyczące pierścieni henselowskich do ciał o charak­
terystyce 0. W  tym  przypadku pierścień waluacyjny ciała jest henselowski 
wtedy i tylko wtedy, gdy ma dokładnie jedno rozszerzenie w algebraicznym 
domknięciu tego ciała. Pominięcie ciał o charakterystyce dodatniej pozwala 
uniknąć komplikacji związanych z rozszerzeniami nierozdzielczymi.
P r z y k ła d  7 .2 .2 . 1. Bezpośrednio z definicji wynika, że każdy nietrywialny 
pierścień waluacyjny ciała algebraicznie domkniętego jest henselowski.
2. Pokażemy, że pierścień A  zawarty w ciele rzeczywiście domkniętym 
R, który jest wypukły względem jedynego porządku tego ciała, jest hen­
selowski. Z uwagi 6.1.7 wynika, że A  jest pierścieniem waluacyjnym. W y­
starczy pokazać, że pierścień A  m a dokładnie jedno rozszerzenie w ciele 
L  =  R ( \ / —1), gdyż to  ciało jest jedynym  właściwym rozszerzeniem alge­
braicznym ciała R . Załóżmy, że B  jest pewnym rozszerzeniem pierścienia A  
w L. Oczywiście, A C B  oraz i =  \ f —1 € B , gdyż i- 1 =  —i. Stąd A +A i C B. 
Jeśli pokażemy, że A  +  Ai jest pierścieniem waluacyjnym ciała L, to  zgodnie
z wnioskiem 6.7.6, mamy A  +  Ai  =  B, gdyż (A +  Ai) n  R  =  A. Rozważmy
x  +  yi € L \  (A  +  Ai). Mamy pokazać, że (x +  y i) - 1 € A  +  Ai. Z założenia 
wynika, że x /  A, tzn. \x \ > a dla wszystkich a € A  lub y /  A, tzn. \y \ > a 
dla wszystkich a € A. Stąd otrzym ujemy a < m ax{x2,y 2} <  x 2  +  y 2  dla 
wszystkich a A , zatem  x 2  +  y 2  /  A , a to  pociąga (x 2  +  y 2 )- 1  A .
Jeśli \x \ < 1, to  z wypukłości A  mamy x  € A  oraz x 2 +_y 2  € A. Jeśli na­
tom iast \x \ > 1, to  \x \ <  x 2 , a więc Xr+y2 <  <  1 i również ¿Ąyz  €  A.
Podobnie pokazujemy, że 2+ 2 € A. Zatemx +y
1  x y
(x +  yi) = 2 -----2  2  i € A  +  Ai.x 2  +  y 2  x 2  +  y 2
L e m a t 7 .2 .3 . Niech L  będzie skończonym rozszerzeniem ciała K  stopnia n  
i niech A  C K  będzie pierścieniem henselowskim. Jeśli w : L  — > r  U {to} 
jes t  jedynym przedłużeniem waluacji va  wyznaczonej przez pierścień A, to 
dla każdego x  € L  zachodzi równość
w(x)  =  n  v (Nl / k  (x)).
D o w ó d .  Załóżmy, że M  jest takim  skończonym rozszerzeniem Galois stop­
nia m  ciała K,  że L  C M  oraz w 1 jest jedynym  przedłużeniem waluacji v na 
M .  Oczywiście, w =  w'\L . W iadomo, że N M/ K (x ) =  Wa^G{M/K) a (x ) ^  K,  
zatem  v(N M/ K (x)) =  Y.)aeG(M/K) w ' (a (x )) =  m w ' (x ) na podstawie stwier­
dzenia 6.7.8. K orzystając z własności normy, dla wszystkich x  € L  mamy
N M/ K (x) =  N l / k (x ) r , gdzie r =  [M : L]. Stąd dla x  £ L  prawdziwe są 
równości mw (x)  =  v (Nm / k (x)) =  rv (N L/K(x)) ,  tzn. w(x)  =  m v (Nl / k (x))
: r    [M:L]   1 _ 1 i—i
i m =  [M :K] =  [L:K] =  n . —
U w a g a  7 .2 .4 . Niech L  będzie skończonym rozszerzeniem ciała K . Załóż­
my, że A  jest pierścieniem henselowskim ciała K  i B  jest jego jedynym  
rozszerzeniem w ciele L. Ustalm y a £ G ( L / K ). Z założenia wynika, że 
a (B ) =  B  oraz a ( M B ) =  M b . Definiujemy a  : k(B) — > k (B),  przyjmując 
a (a) =  a (a ). Należy pokazać, że to  odwzorowanie jest dobrze określone. 
Niech a,b £ B  takie, że a =  b, co jest równoważne z a — b £ M B . Stąd 
a (a) — a(b) =  a(a — b) £ a ( M B ) =  M B , a więc a (a) =  a(b). Łatwo spraw­
dzić, że a  jest automorfizmem ciała k(B ) działającym  tożsamościowo na 
k(A), tzn. że a £ G (k (B )/k (A )). Zatem każdy automorfizm należący do 
G ( L / K ) wyznacza w naturalny sposób pewien automorfizm należący do 
G (k (B )/k (A )).
Udowodnimy teraz podstawowe twierdzenie charakteryzujące pierścienie 
henselowskie.
T w ie rd z e n ie  7 .2 .5 . Jeśli A  jes t pierścieniem waluacyjnym ciała K , to 
następujące warunki są równoważne:
(1) Pierścień A  jest  henselowski.
(2) Dla każdego wielomianu pierwotnego f  £ A [ X ] i każdego rozkładu 
f  =  g 1h 1, gdzie g1, h 1 £ k(A )[X ], N W D (g1, h 1) =  1, istnieją takie 
wielomiany g ,h  £ A [ X ], że f  =  gh, g =  g1, h =  h 1 oraz st g =  st g 1.
(3) Dla każdego wielomianu pierwotnego f  £ A [ X ] i każdego pierwiastka 
jednokrotnego /3 £ k (A)  wielomianu f  istnieje b £ A  takie, że b =  fi 
oraz f  (b) =  0.
(4) Każdy wielomian f  =  X n +  an-1X n-1 +  ... +  a1X  +  a0 £ A [ X ] taki, 
że a0, a 1, . . .  an-2  £ M a  oraz an-1 £  M a , ma pierwiastek w ciele K .
D o w ó d .  (1) = ^  (2). Załóżmy, że f  £ A [ X ] jest wielomianem pierwotnym 
stopnia n  >  1 takim , że f  nie jest wielomianem stałym . Niech L  oznacza 
ciało rozkładu wielomianu f  i niech B  będzie jedynym  rozszerzeniem pier­
ścienia A  w ciele L . W ielomian f  rozkłada się na czynniki liniowe w ciele 
L, zatem  zgodnie z lem atem  7.2.1 mamy f  =  Y\n=1(biX  — a i), ai ,bi £ B  
i min{v(a i) ,v(bi)} =  0, gdyż wszystkie czynniki są wielomianami pier­
wotnymi. K orzystając z jednoznaczności rozkładu w pierścieniu wielomia­
nów k (B )[X ], możemy założyć, po ewentualnej zmianie numeracji czyn­
ników, że g1 =  a ] } k=1(biX  — ai) oraz a , b 1, . . .  ,bk £ k (A)  są niezerowe.
Ustalm y a e  A, a =  a  i zdefiniujmy wielomian g =  ^Y]k=i (biX  — a i) =  
c Ui=l ( X  — ai) o współczynnikach w B,  gdzie c =  a n k= l h .  Oczywiście, 
g  =  gi  oraz s_^ g =  s tg i . Niech h =  f / g  =  a n n=fc+i(biX — ai). Stąd 
h  =  a  nn=fc+i (biX  — ai) =  h i . Aby wykazać, że współczynniki wielomianu g 
należą do K , wystarczy pokazać, że są one stałe względem automorfizmów 
należących do grupy Galois rozszerzenia L / K . Załóżmy, że a e  G ( L / K ). 
Ponieważ B  jest jedynym  rozszerzeniem pierścienia waluacyjnego A , więc 
a (B ) =  B . Zgodnie z uwagą 7.2.4, automorfizm a  indukuje automorfizm 
a  : k (B)  — > k (B  ), a — > a (a), który jest stały  na ciele k (A).  Ponieważ 
g i i h i jako wielomiany względnie pierwsze nie m ają wspólnych pierwiast­
ków, a  przeprowadza pierwiastki wielomianu gi na pierwiastki tego samego 
wielomianu, a stąd wynika, że a  perm utuje pierwiastki wielomianu g. Dalej 
wystarczy zastosować wzory V iete’a.
(2) = ^  (3). Załóżmy, że f  e  A [X ] jest wielomianem pierwotnym
i /3 e  k(A)  jest jednokrotnym  pierwiastkiem wielomianu f  e  k(A )[X ],
tzn. f  =  (X  — 3 )h i dla pewnego wielomianu h i e  k(A )[X ], h i (3 ) =  0.
Z w arunku (2) wynika, że istnieją a,b e  A  oraz h e  A [X ] takie, że bX — a =  
X  — 3 , h =  h i oraz f  =  (bX — a)h . Stąd b =  1 i a/b jest pierwiastkiem 
wielomianu f  takim , że a/b =  3 .
(3) = ^  (4). Załóżmy, że wielomian f  =  X n +  an -  iX n - 1 + . . .  +  a iX  +  a0  
m a własności określone w w arunku (4). W tedy f  =  X n +  an - i X n - i  =  
X n - i (X  +  an_ i), tzn. —an - i jest jednokrotnym  i niezerowym pierwiastkiem 
wielomianu f . Zatem z w arunku (3) wynika istnienie pierwiastka wielomianu 
f  w ciele K .
(4) = ^  (1). Przypuśćmy, że pierścień waluacyjny A  w ciele K  nie
jest henselowski, tzn. istnieje rozszerzenie Galois N  ciała K , w którym
pierścień A  ma więcej niż jedno rozszerzenie. Niech pierścień waluacyjny 
B  będzie ustalonym  rozszerzeniem pierścienia A  w ciele N  i niech H  =  
{a e  G(N / K ) : a (B ) =  B}. Ponieważ B  nie jest jedynym  rozszerze­
niem pierścienia A, więc z twierdzenia 6.7.9 wynika, że H  jest właściwą 
podgrupą grupy G(N / K ) i ciało L  =  N H elementów stałych względem 
H  jest właściwym rozszerzeniem ciała K . Niech B  =  B i , . . . , B k będzie 
rodziną wszystkich param i różnych rozszerzeń pierścienia waluacyjnego A  
w ciele N  oraz niech A i =  B i n  L  dla i =  1 ,2 , . . . , k . Przypuśćmy, że 
A  =  A i =  A i dla pewnego i e  {2 , . . .  , k }. W tedy B i i B i są rozszerzenia­
mi pierścienia A  ciała L, a więc zgodnie z 6.7.9 istnieje taki automorfizm 
a e  G(N / L ) =  H , że a (B i ) =  B i . Jednakże a (B i ) =  B i , co daje sprzecz­
ność, więc A i =  A i dla każdego i e  {2 , . . . , k } . Utwórzmy ciąg różnowar- 
tościowy A i =  A i1 ,A i 2 , . . .  ,A is zawierający wszystkie pierścienie A i , ..., A k . 
Zgodnie z wnioskiem 6.7.6, pierścienie te  są nieporównywalne. Korzystając
z wniosku 6.6.9 o aproksymacji, otrzym ujemy element 3  € A 1 \  M a 1 oraz 
/3 € M a x. dla i = 2 , . . .  ,s. Z przyjętych założeń wynika, że 3  € B 1 \ M Bl 
oraz 3  € M Bi dla i = 2 , . . .  ,k. Zauważmy, że M Bl n K  =  M B2 n K  =  M a ,  
a więc 3  nie może należeć do ciała K , a to  pociąga, że wielomian minimalny 
f  =  X m +  am- 1X m- 1 +  . . .  +  a0 € K [ X ] elementu 3  nad ciałem K  nie ma 
pierwiastków w K  i m  =  st f  > 1. Oznaczmy 3  =  3 1, . . .  ,3m wszystkie pier­
wiastki wielomianu f  w ciele N . W tedy am- 1 =  — (31 + . . .  +  3m) lub równo­
ważnie am- 1 + 3  =  —32 —. . .  — 3m. Pokażemy, że 32, . . . ,  3m € M Bl . P rzypo­
mnijmy, że grupa Galois G ( N /K ) działa przechodnio na zbiorze pierwiast­
ków wielomianu nierozkładalnego f . Ustalm y i € {2 , . . . , m } i rozważmy 
automorfizm a € G ( N /K ) taki, że a (3 )  =  3i. Zauważmy, że a - 1(B 1) =  Bj  
dla pewnego 2 < j  < m, gdyż 3  € A 1 C L  oraz a(3) =  3i =  3, zatem  a € H . 
Ponieważ 3  € M Bj =  a - 1(M Bl ), więc 3i =  a (3 ) € a(M Bj ) =  M Bl . Stąd 
wynika, że am- 1 +  3  € M Bl , zatem  am- 1 €  M Bl , gdyż 3  €  M Bl . Pozo­
stałe współczynniki wielomianu f  są sumami pewnych elementów postaci 
3il . . .  3is , gdzie s > 2, a więc należą do M Bl . To prowadzi do sprzeczno­
ści, gdyż wielomian f  spełnia warunki z punktu  (4), zatem  powinien mieć 
pierwiastek w ciele K . □
Dla wielomianów nierozkładalnych otrzym ujemy następujący wniosek.
W niosek 7.2.6. Jeśli A  jest pierścieniem henselowskim ciała K  oraz 
f  € A [X ] jest wielomianem unormowanym, nierozkładalnym, to istnieje 
wielomian nierozkładalny f 1 € k(A )[X ] taki, że f  =  f f  dla pewnej liczby 
naturalnej s.
D o w ó d .  Ponieważ pierścień A  jest henselowski, więc gdyby w rozkładzie 
wielomianu f  w ystąpiły dwa różne czynniki nierozkładalne nad k(A), to 
zgodnie z twierdzeniem 7.2.5.(2) wielomian f  byłby rozkładalny, co jest 
sprzeczne z założeniem. □
Przykład 7.2.7. W  przykładzie 6.3.10 pokazaliśmy, że pierścień A  =  
K [[X]] jest pierścieniem waluacyjnym ciała szeregów formalnych K ((X )). 
Korzystając z twierdzenia 7.2.5, pokażemy, że jest to pierścień henselow- 
ski. Niech F  =  f nY n +  . . .  +  f 1Y  +  f 0 będzie wielomianem o współczynni­
kach z A, tzn. każdy współczynnik jest szeregiem formalnym postaci f i =  
f i,sX s , f i f  € K  dla i =  0 ,1 , . . . , n .  Załóżmy, że wielomian F  =  
f n ,oYn +  . . .  +  f 0,0 ma pojedynczy pierwiastek w ciele K , tzn. F  =  
(Y — a)h, gdzie h =  bn - 1  Y n - 1 +  . . .  +  h Y  +  bo € K [Y] i h(a) =  0. W y­
starczy pokazać, że istnieją szeregi formalne g ,h 0, . . . , h n - 1 € A  takie, że
F  =  (Y — g)(hn - 1Y n - 1 +  . . .  +  h 1Y  +  h0) oraz g =  a. Z tej równości wyni­
ka, że współczynniki poszukiwanych szeregów powinny spełniać następujące 
równości:
f 0 =  —gh0, f i =  hi - 1 — gh i dla i = 1 , . . . , n  — 1 oraz f n =  hn - 1 . (7.1)
Przyjm ijm y oznaczenia g =  S==0 gsX s oraz hi = S==0 hi s X s . W spół­
czynniki tych szeregów wyznaczymy rekurencyjnie. Na wstępie dla s =  0 
przyjmujemy
g0 =  a oraz hj,,0 =  bi dla i = 0 , . . .  ,n  — 1. (7.2)
Dla s =  1 niewiadome współczynniki g1, h0,1, . . . ,  hn - 1j1 wyznaczmy z ukła­
du równań liniowych
f 0,1 =  —ah0,1 — b0g1
f i,1 =  h i - 11  — ahi,1 — big1 dla i = 1 , . . . , n  — 1
f n,1   hn - 1,1 .
Ogólnie, niech k € N, k >  1 i załóżmy, że we wszystkich szeregach zosta­
ły już ustalone współczynniki o indeksach mniejszych od k. Aby wyznaczyć 
niewiadome współczynniki h0,k , . . . ,  hn - 1^  ,gk , porównujemy współczynniki 
przy k-tych potęgach X  w równościach (7.1).
Efektem tego porównania jest
k
f 0,k =  'y ( gj h0, k - j ,
j =0
k
f i,k =  hi - 1,k y  ( gj h i ,k-j  dla i = 1, . . .  , n  1,
j =0
f n,k   hn - 1,k.
Oddzielając składniki zawierające niewiadome od pozostałych i stosując 
podstaw ienia (7.2), otrzym ujemy układ równań liniowych
—ah 0 ,k —b0 gk =  ¿ 0
h 0 ,k —ah 1 ,k —b1 gk =  ¿ 1
hn - 2 ,k ahn - 1 ,k bn - 1 gk =  dn - 1
hn - 1 ,k — f n,k
fc- 1
, n  — 1. Aby pokazać istnieniegdzie di =  f i jk +  E  9 jh i ,k- j  dla i =  0, 
j = 1
poszukiwanych współczynników, wystarczy udowodnić, że macierz
M  =
—a 0 0
1 —a 0
0 0 —bo
0 0 —bi
0 0
0 0
1 a b 'n- 1
tego układu jest nieosobliwa. Przyjm ijm y oznaczenie
Dn
—a 0 0
1 —a 0
0 0 0
0 —bo
0 — b1
1 bn 1
Stosując rozwinięcie wyznacznika macierzy M  względem ostatniego wier­
sza, mamy det M  =  — det D n . Stosując ponownie rozwinięcie wględem osta t­
niego wiersza, ale tym  razem wyznacznika macierzy D n , dostajem y wzór 
rekurencyjny
det D n =  — det D n - 1  — bn - 1 (—a)n 1,
z którego łatwo wynika, że det D n =  (—1)nh(a) =  0. W  ten  sposób pokaza­
liśmy, że macierz M  jest nieosobliwa.
W  wielu zagadnieniach związanych z własnościami ciał formalnie rze­
czywistych użyteczne jest pojęcie pierścieni 2-henselowskich. Pierścień wa- 
luacyjny ciała K  nazywamy 2-henselowskim, gdy ma dokładnie jedno roz­
szerzenie w każdym rozszerzeniu kwadratowym ciała K . Oczywiście, każdy 
pierścień henselowski jest 2-henselowski. Jeśli w twierdzeniu 7.2.5 ograni­
czymy się do wielomianów kwadratowych, to  otrzym am y następującą cha­
rakteryzację pierścieni 2-henselowskich.
0 1 0
T w ie rd z e n ie  7 .2 .8 . Jeśli A  jes t pierścieniem waluacyjnym ciała K , to 
następujące warunki są równoważne:
(1) Pierścień A  jest  2-henselowski.
(2) Dla każdego wielomianu unormowanego f  G A [ X ] stopnia 2. i każde­
go pierwiastka jednokrotnego /3 G k(A)  wielomianu f  istnieje b G A  
takie, że b =  3  oraz f  (b) =  0.
(3) Każdy wielomian postaci f  =  X 2+ a 1X + a0  G A [ X ] taki, że a0  G M a  
oraz a 1 M A  ma pierwiastek w ciele K .
Zachęcamy Czytelnika do przeprowadzenia dowodu tego twierdzenia (zob. 
zadanie 13). Inną charakteryzację pierścieni 2-henselowskich zawiera nastę­
pujący lemat.
Lemat 7.2.9. Niech A  będzie pierścieniem waluacyjnym ciała K  takim, że 
2 G A*. Wtedy A  jest 2-henselowski wtedy i tylko wtedy, gdy 1 +  M a  ^  K* 2 .
D o w ó d .  Załóżmy najpierw, że A  jest 2-henselowski. W ybierzmy a G M a  
i rozważmy wielomian f  =  X 2  — (1 +  a) G A [X ]. Przechodząc do ciała reszt, 
mamy f  =  X 2  — 1 =  (X  — 1)(X  +  1) i 1 =  —1 w k(A) .  Zatem istnieje b G A  
takie, że 1 +  a =  b2  G K* 2 .
Odwrotnie, załóżmy, że 1 +  M a  ^  K* 2  oraz g =  X 2 +  a 1 X  +  a0  G A [X ] 
jest takim  wielomianem, że g ma pojedynczy pierwiastek w k(A) .  Ponie­
waż 2 G A*, więc możemy g sprowadzić do postaci kanonicznej i rozważyć 
jedynie g =  X 2 — a G A [X ]. Niech b G k(A)  dla b G A  będzie pojedyn­
czym pierwiastkiem wielomianu g =  X 2  — a. Stąd b2  =  a =  0. Oznaczmy 
c =  b2  — a G M a .  Ponieważ b jest elementem odwracalnym w A, więc
a =  b2(1 — b- 2 c) G b2 (1 +  M a )  ę  K* 2  n  A ę  A 2 .
—2
To pokazuje, że a jest kwadratem  pewnego elementu d G A, a więc b =  
— 2
a =  d , zatem  d lub —d jest pierwiastkiem wielomianu g, którego obrazem 
w ciele reszt jest b. □
Uwaga 7.2.10. W  poprzednim  lemacie założyliśmy, że 2 G A*. Jest to  rów­
noznaczne z tym, że char k(A)  =  2. Zauważmy, że jeżeli A  jest pierścieniem 
2-henselowskim ciała formalnie rzeczywistego, to autom atycznie 2 G A*. 
Gdyby bowiem char k(A)  =  2, to  wielomian f  =  X 2  +  X  +  2 musiałby mieć 
pierwiastek c G K. Lecz wtedy (c +  1 /2 )2 +  (1 /2 )2 +  (1 /2 )2 +  (1 /2 )2 +  1 =  0, 
co w ciele formalnie rzeczywistym jest oczywiście niemożliwe.
W niosek 7.2.11. Jeśli A  jest pierścieniem 2-henselowskim w formalnie 
rzeczywistym ciele K, to A  jest zgodny z praporządkiem J2 K* 2 , tzn. jest 
zgodny z każdym porządkiem ciała K.
D o w ó d .  Ponieważ A  jest pierścieniem 2-henselowskim, więc z lem atu 7.2.9 
mamy 1 +  M a  ^  K* 2  ^  K* 2 . Zatem dla każdego porządku P  ciała K  
zachodzi 1 +  M a  ^  P  i na podstawie twierdzenia 7.1.1 pierścień waluacyjny 
A  jest zgodny z porządkiem P . □
Twierdzenie 7.2.12. Niech ( K ,P ) będzie ciałem uporządkowanym i niech 
A będzie nietrywialnym pierścieniem waluacyjnym ciała K  zgodnym z po­
rządkiem P . Ciało K  jest rzeczywiście domknięte wtedy i tylko wtedy, gdy 
A jest pierścieniem henselowskim z rzeczywiście domkniętym ciałem reszt 
i podzielną grupą wartości waluacji wyznaczonej przez pierścień A.
D o w ó d .  Jeśli K  jest ciałem rzeczywiście domkniętym, to teza wynika 
z przykładu 7.2.2, stwierdzenia 7.1.14 oraz uwagi 6.2.9.
Załóżmy teraz, że A  jest henselowskim pierścieniem waluacyjnym z rze­
czywiście dom kniętym  ciałem reszt i podzielną grupą wartości. K orzystając 
z twierdzenia 3.1.4 wystarczy pokazać, że grupa K */ K *2 jest 2-elementowa 
i każdy wielomian stopnia nieparzystego o współczynnikach w K  ma pier­
wiastek w K.
Ciało reszt pierścienia A  jest formalnie rzeczywiste, a więc ciało K  
jest również formalnie rzeczywiste i w szczególności —1 nie jest kwadratem  
w K.
Ustalm y a € K *. K orzystając z faktu, że grupa wartości r  waluacji v 
wyznaczonej przez A  jest podzielna, mamy v(a) =  2ą dla pewnego 7  €  r .  
Ustalm y tak i element b € K , że v(b) =  7 . W tedy v(a/b2) =  0 i a  =  a/b2 =
0. Ponieważ ciało k (A ) jest rzeczywiście domknięte, więc a  lub —a  jest 
kwadratem  w ciele k(A), a to  oznacza, że jeden z wielomianów X 2 — a  lub 
X 2 +  a  ma pierwiastki jednokrotne w k(A). Z twierdzenia 7.2.5.(3) wynika, 
że a/b2 lub —a/b2 jest kwadratem  w K , a stąd a € K *2 U —K *2.
Załóżmy, że f  € A [X] jest wielomianem unormowanym stopnia niepa­
rzystego. W  rozkładzie wielomianu f  na czynniki nierozkładalne wystąpi 
wielomian stopnia nieparzystego. Jeśli stopień takiego wielomianu jest rów­
ny jeden, to  f  ma pierwiastek w ciele K. Więc bez ograniczenia ogólności 
można założyć, że f  jest wielomianem nierozkładalnym i n  =  st f  >  3. 
Niech a będzie pierwiastkiem wielomianu f  w pewnym algebraicznym roz­
szerzeniu L  ciała K. Z założenia, że pierścień A  jest henselowski wynika, że 
ma on dokładnie jedno rozszerzenie B  w ciele L. Niech w będzie waluacją 
ciała L  wyznaczoną przez pierścień B.  Zauważmy, że dla b =  a — n trL /K (a) 
mamy t r L/ K (b) =  t r L/ K (a) — n trL/ K (trL/ K (a)) =  0. Z założenia grupa war­
tości waluacji jest podzielna, a więc r #  =  (zob. D.1.21), zatem  istnieje 
b' € K  taki, że w(b) =  w(b'). Stąd mamy w (b/b') =  0 oraz t r L/ K (b/b') =  
1  trL/K (b) =  0. Niech g będzie wielomianem minimalnym elementu c =  b/b' 
nad ciałem K. Element c należy do B,  który jest jedynym  rozszerzeniem 
w ciele L  pierścienia A, a więc zgodnie ze stwierdzeniem 6.7.2 jest całko­
wity nad A, zatem  można przyjąć, że g jest wielomianem unormowanym 
o współczynnikach w A. Ponieważ K (a) =  K ((a  — n trL/ K (a))/b ') =  K(c),
więc st f  =  st g =  n  >  3. Ponieważ stopień wielomianu g jest niepa­
rzysty i ciało k (A) jest rzeczywiście domknięte, więc g m a pierwiastek a  
w k (A).  K orzystając z wniosku 7.2.6, stwierdzamy, że g =  (X  — a)n oraz 
a  =  c =  0. Zauważmy, że współczynnik przy X n - l  w wielomianie g jest 
równy —n a  =  0. Jednakże współczynnik przy X n - l  w wielomianie g jest 
równy trL/ K (c) =  0. Ta sprzeczność dowodzi, że jeśli stopień wielomianu 
nierozkładalnego jest nieparzysty, to  wielomian jest liniowy. □
7.3. T opologia porządkow a
Jeśli P  jest porządkiem ciała K,  to  w K  możemy określić topologię T p , 
biorąc za bazę tej topologii rodzinę przedziałów
(a,b)P =  {x £ K  : a < P x  < P b}, a,b £ K,  a <P b.
Topologię TP wyznaczoną przez taką bazę nazywamy topologią porządkową 
wyznaczoną przez porządek P . Zauważmy, że
P  =  U  (0 ,b )P ,
beP
a więc P  jest zbiorem otwartym . W  topologii Tp  zbiory jednopunktowe nie 
są otwarte, zatem  topologia ta  nie jest dyskretna. Jak  zobaczymy poniżej, 
jej własności w istotny sposób zależą od tego, czy P  jest porządkiem archi- 
medesowym nad Q.
Stwierdzenie 7.3.1. Jeżeli P  jes t porządkiem ciała K  archimedesowym 
nad Q, to przestrzeń topologiczna (K, TP ) jes t homeomorficzna z podprze- 
strzenią przestrzeni liczb rzeczywistych R z naturalną topologią.
D o w ó d .  Na podstawie twierdzenia 4.4.3 możemy założyć, że K  jest pod- 
ciałem ciała R oraz P  =  R*2 n  K.  Jeżeli a,b £ K , a  < b, to  (a, b)R* 2 n  K  =  
(a,b)P , zatem  (a,b)P jest zbiorem otwartym  w topologii indukowanej z R. 
Niech teraz c,d £ R, c < d. Należy pokazać, że (c, ^ ) r *2 n  K  jest zbiorem 
otwartym  w Tp . To wynika z równości
(c, d ) R * 2  n  K  =  ( J  {(a, b) p  : a,b £ K , c  <  a < b  <  d}.
Uzasadnienie tej równości jest natychmiastowe, inkluzja D bowiem jest oczy­
wista, a inkluzja C wynika z gęstości K  w R. □
Jeśli P  nie jest porządkiem archimedesowym nad Q, to  istnieje nietry- 
wialna waluacja zgodna z P  i m a miejsce ciekawy fakt zawarty w następu­
jącym  twierdzeniu.
Twierdzenie 7.3.2. Jeżeli v jes t nietrywialną waluacją ciała K  zgodną 
z P  € A (K ), to %  =  T p .
D o w ó d .  Zbiory a +  bM v ,a, b € K ,b  =  0, tworzą bazę topologii Tv , zatem 
aby pokazać zawieranie Tv C T p , wystarczy uzasadnić, że dla dowolnych 
a,b € K  mamy a +  bM v € TP . Ponieważ v jest nietrywialną waluacją, więc 
istnieje c € P n M v . Ze zgodności v z P  mamy (—1 ,1)P C A v (zob. twierdze­
nie 7.1.1 oraz stwierdzenie 6.1.1). Funkcja p  : K  — > K ,p (x )  =  a +  c \b\P x  
dla x € K, jest funkcją rosnącą, a więc
(a — c \b\p , a +  c \b\p)p  =  p ( ( —1 ,1)p) C p (A v) =  a +  b(cAv) C a +  bM v .
Zatem zbiór a +  bM v jest otw arty w Tp .
Teraz udowodnimy inkluzję Tp C Tv . Ze zgodności waluacji v z P  zbiór 
otw arty 1 +  M v w topologii Tv jest podzbiorem P  (twierdzenie 7.1.1), 
a stąd
P  =  U  a(1 +  M v) € Tv .
aep
Zatem a ±  P  € T v dla dowolnego a € K  i
( a, b ) p  =  ( a +  P  ) n  ( b — P  ) € Tv , 
co kończy dowód, gdyż zbiory (a, b)p  tworzą bazę topologii Tp . □
W nioski 7.3.3. (1) Dla dowolnego P  € A (K ) ciało K  z topologią Tp
jest ciałem topologicznym.
(2) Jeżeli P  € A (K ) nie jest porządkiem archimedesowym nad Q, to 
(K, Tp ) jest zerowymiarową przestrzenią topologiczną Hausdorffa.
D o w ó d .  W  przypadku porządku niearchimedesowego (1) oraz (2) wyni­
kają bezpośrednio z twierdzeń 6.5.4, 6.5.1 oraz 7.3.2. N atom iast przypadek 
porządku archimedesowego w (1) jest oczywisty. □
Z poprzedniego wniosku natychm iast wynika ciągłość funkcji wielomia­
nowych oraz funkcji wymiernych.
W n io s e k  7 .3 .4 . Jeżeli P  jest  porządkiem ciała K ,  to dla dowolnych 
f  € K [ X ] oraz h =  g € K ( X ) funkcja wielomianowa $ f  : K  — > K,  $ f  (a) =
f  (a) dla a € K,  oraz funkcja wymierna : D h — ► K,  T h (a) =  g-g  dla 
a € D h =  {a € K  : g(a) =  0}, są funkcjami ciągłymi w topologii TP .
Niech (L ,Q )  będzie rozszerzeniem ciała uporządkowanego ( K , P ). W te­
dy ciało K  można wyposażyć w topologię na dwa sposoby. Z jednej strony 
K  można potraktować jako podprzestrzeń przestrzeni topologicznej (L, Tq ), 
tzn. na K  określona jest indukowana z L  topologia T  =  { V  n  K  : V  € Tq }. 
Z drugiej strony porządek P  wyznacza na K  topologię T p . Nasuwa się oczy­
wiste pytanie: Czy T  =  TP ? Okazuje się, że te  topologie mogą się różnić, 
a są równe przy pewnych dodatkowych założeniach. Czytelnika zaintereso­
wanego tym  problemem odsyłam y do zadania 10.
7.4. P u n k ty  rzeczyw iste
W  tej części zajmiemy się punktam i, których zbiór wartości zawarty jest 
w ciele liczb rzeczywistych R. P unk t taki nazywać będziemy po prostu punk­
tem rzeczywistym. Jeśli punkt rzeczywisty A : K  — > R U {to} jest zgodny 
z porządkiem P  ciała K  oraz jedynym  porządkiem R*2 ciała R, to  w ystar­
czy powiedzieć, że A jes t zgodny z P . Oznacza to, że spełniony jest każdy 
z następujących warunków równoważnych (por. lemat 7.1.15):
(1) A(P  n  A*x ) C R*2,
(2) P  n  A x =  A- 1 (R*2),
(3) A- 1 (R*2 ) C P,
(4) A(P) C {0 }u  R*2 U {to}.
Zwróćmy uwagę na fakt, że przy oznaczeniach przyjętych w pierwszym pod­
rozdziale tego rozdziału mamy A(P n  A^) =  P  oraz A- 1 (R*2)K *2  =  R*2.
P unkt rzeczywisty ciała liczb wymiernych nie jest zbyt interesujący, gdyż 
jest po prostu zanurzeniem w ciało liczb rzeczywistych.
Z wcześniejszych rozważań na tem at zgodności punktów formalnie rze­
czywistych z porządkami wynika, że każdy punkt rzeczywisty jest zgodny 
z co najm niej jednym  porządkiem. Okazuje się, że każdy porządek jest zgod­
ny z dokładnie jednym  punktem  rzeczywistym.
T w ie rd z e n ie  7 .4 .1 . Niech K  będzie ciałem formalnie rzeczywistym. Wtedy 
dla każdego porządku P  € X (K ) istnieje dokładnie jeden punkt  rzeczywisty 
AP ciała K  zgodny z P . Ponadto dla każdego punktu rzeczywistego A ciała 
K  istnieje porządek P  €  X (K ) taki, że A =  AP .
D o w ó d .  Niech P  € X ( K ). Ciało k(A p ) z porządkiem P  =  k(P  n  A*P ) 
jest rozszerzeniem archimedesowym ciała Q (zob. wniosek 6.1.9). Zatem na 
podstawie twierdzenia 4.4.3 istnieje zanurzenie rosnące $  : k (A p ) ^  R. 
P unkt Xp  =  $  o Xa p jest punktem  rzeczywistym zgodnym z P. Pokażemy 
teraz, że punkt XP jest wyznaczony w sposób jednoznaczny. Przypuśćmy, że 
A : K  — > R U {to} jest punktem  rzeczywistym zgodnym z porządkiem P  
różnym od Xp . Niech x  będzie elementem ciała K  takim , że X(x) =  Xp (x ) . 
Bez zmniejszania ogólności możemy założyć, że X(x) <  Xp ( x ) . W ybierzmy 
q €  Q takie, że X(x) <  q < XP (x ) . Punkty  X oraz XP są odwzorowaniami 
niemalejącymi. Jeśli q < x , to q =  X(q) <  X(x). Jeśli natom iast x < q, to 
XP (x) <  q =  XP (q) . W  ten  sposób otrzymaliśmy sprzeczność.
D ruga część tezy wynika wprost z tw ierdzenia 7.1.7. □
Uwaga 7.4.2. Jeżeli X jest punktem  rzeczywistym ciała K, to  X =  XP dla 
P  €  X (K ) wtedy i tylko wtedy, gdy X(P ) >  0. Ponieważ dla a € A P oraz 
r €  Q warunek r KP a jest równoważny warunkowi r K p  Xa p (a) , więc 
z uwagi po twierdzeniu 4.4.3 mamy
X ( a) =  i  TO gdy a € A P
P ( ) { sup{r € Q : r <P a} € R, gdy a € A P '
Oczywiście, mamy również XP (a) =  inf{r €  Q : a K P r } , gdy a € A P .
Niech M K oznacza zbiór punktów rzeczywistych ciała K. Z poprzedniego 
twierdzenia wynika, że M k  =  0 X ( K ) =  0 . Na zbiorze porządków
ciała formalnie rzeczywistego K  możemy określić relację: P  ~  Q
XP =  Xq . Z dowodu ostatniego twierdzenia wynika, że A \ p =  A P . Zatem 
P  ~  Q A p  =  A q . Relacja ~  jest relacją równoważnościową, a klasy
abstrakcji m ają postać Ord(X) =  {P  €  X (K ); X =  XP } dla X € M K . 
Otrzym ujem y zatem  podział przestrzeni porządków ciała K :
X  (K ) =  U  Ord(X).
X^Mk
Stwierdzenie 7.4.3. Jeśli X € M k , to
Q { P  : P  €  Ord(X)} =  X- 1 (R*2) • K *2
jest wachlarzem oraz Ord(X) jest zbiorem wszystkich podgrup grupy K * o in­
deksie równym 2, które zawierają X ^ R * 2)K *2  i nie zawierają - 1. Ponadto 
jeśli \Ord(X)\ <  to, to \Ord(X)\ =  ^ / 2 ^ .
D o w ó d .  W ynika wprost z wniosku 7.1.13. □
W nioski 7.4.4. Niech X e  M K .
(1) Jeśli [K* : X_i (R*2)K *2] =  2n <  to , to |Ord(X)| =  2n_ i .
(2) Jeśli Ord(X) zawiera porządek archimedesowy, to |Ord(X)| =  1.
D o w ó d .  (1). W ynika bezpośrednio z poprzedniego stwierdzenia.
(2). Porządek P  jest porządkiem archimedesowym wtedy i tylko wtedy, 
gdy XP jest punktem  trywialnym. Jeśli zatem  X =  XP dla pewnego porządku 
archimedesowego, to [K* : X_i (R*2)K *2] =  2. W tedy na mocy (1) mamy 
|Ord(X)| =  1. □
Twierdzenie 7.1.19 o przedłużaniu w szczególności stosuje się do punk­
tów rzeczywistych, ale w tym  wypadku mamy jeszcze dodatkową wiadomość 
dotyczącą liczby porządków zgodnych z danym przedłużeniem.
Twierdzenie 7.4.5. Niech ciało formalnie rzeczywiste L będzie algebraicz­
nym rozszerzeniem ciała K  oraz niech X e  M K . Jeśli porządek P  e  Ord(X) 
ma przedłużenie do porządku Q ciała L, to X ma jednoznaczne przedłuże­
nie do ¡i e  M L takiego, że Q e  O rd ( i) . Jeśli ponadto [L : K ] <  to  oraz 
|Ord(X)| <  to, to |Ord(X)| =  |O rd ( i) |.
D o w ó d. Pierwsza część tezy wynika wprost z tw ierdzenia o przedłużaniu. 
W ystarczy zatem  uzasadnić jedynie drugą część tezy. Przypuśćm y zatem, 
że [L : K ] <  to  oraz |Ord(X)| <  to . Jeśli i  jest przedłużeniem X, to Ta jest 
podgrupą grupy r M oraz z twierdzenia 6.7.3 mamy [ rM : r A] <  to . W te­
dy ze stwierdzenia 7.4.3 oraz twierdzenia D.1.24 otrzymujemy |Ord(X)| =  
| r A/ 2 r A| =  ^ / r ^  =  |O rd ( i) |.  □
W niosek 7.4.6. Niech L będzie skończonym rozszerzeniem Galois ciała for­
malnie rzeczywistego K.  Jeśli X e  M K oraz |Ord(X)| =  2 s < to, to 
[L : K ] • n  =  k ■ 2s , gdzie n  jest liczbą porządków P  e  Ord(X), które prze­
dłużają się na L, a k jest liczbą przedłużeń X na L. W  szczególności n  =  k, 
jeśli s =  1 i [L : K ] =  2.
D o w ó d .  Niech i i , . . . , i k będą wszystkimi przedłużeniami punktu  X na 
ciało L.  W tedy O r d ( i i ) U ... U O rd ( ik) jest zbiorem wszystkich przedłużeń 
porządków P  e  Ord(X) na ciało L. Skoro każdy porządek ciała K,  który 
przedłuża się na L  na [L : K ] sposobów (zob. wniosek 3.3.6), na podstawie 
poprzedniego twierdzenia
[L : K ] • n  =  |O rd (^ i) U ... U O rd (^ k)| =
=  |O rd (^ i) | +  ... +  |O rd(^k)| =  k • |Ord(A)| =  k • 2s .
Stąd [L : K ] • n  =  k • 2s oraz n  =  k, jeśli s =  1 i [L : K ] =  2. □
Z twierdzenia 7.4.1 odwzorowanie A =  A k  : X ( K ) — > M k , A (P ) =  X p , 
jest surjekcją. Pozwala to na wprowadzenie w zbiorze M k  topologii ilora­
zowej topologii przestrzeni X (K ), tj. za zbiory otwarte w M k  uważać bę­
dziemy jedynie takie zbiory U C M k , że A- 1 (U) jest otwartym  podzbiorem 
X (K ). W  takiej sytuacji odwzorowanie A jest ciągłe, a przestrzeń M k  -  
zwarta. Okazuje się, że M k  jest również przestrzenią Hausdorffa. Uzasad­
nienie tego wymaga jednak pewnych przygotowań.
D e fin ic ja  7 .4 .7 . D la ciała formalnie rzeczywistego K  niech H o l ( K ) ozna­
cza część wspólną wszystkich formalnie rzeczywistych pierścieni waluacyj- 
nych ciała K.  Jest to podpierścień ciała K,  który nazywać będziemy rzeczy­
wistym pierścieniem holomorficznym ciała K.
Jak  wcześniej zauważyliśmy, każdy rzeczywisty pierścień waluacyjny za­
wiera podpierścień A P dla pewnego P  € X (K ). Zatem
H o l ( K ) =  P i {A p  : P  € X (K )} =  {a € K ; V X(a) =  c } .  
Ponieważ Q C A P dla każdego P  € X (K ), więc Q C H o l ( K ).
P r z y k ła d  7 .4 .8 . Z przykładu 7.1.4 wynika, że
M R(X) =  {^C : c €  R U { c } ^
gdzie \ C oraz ich pierścienie waluacyjne określone są w przykładach 6.3.7 
oraz 6.3.8. Łatwo więc zauważyć, że
H o l ( R ( X )) =  p | { A Xc : c € R U { c } }  =
=  | f  € R (X ) : st g >  st f ,  g(c) =  0 dla każdego c €  R j  =
=  { f  €  R (X ) : s t  g > st f ,  g €  £  R [ X f 2} .
W  powyższym przykładzie opis pierścienia Hol(R(X )) wymaga opisu 
punktów rzeczywistych ciała R (X ). Jak  zobaczymy poniżej, elementy pier­
ścienia Hol(K ) można opisać bez znajomości punktów rzeczywistych 
ciała K.
Lemat 7.4.9. Niech K  będzie ciałem formalnie rzeczywistym oraz niech 
a1, ..., an € K .  Wtedy
(1) 1 +  a j +  ... +  an € n ° l ( K >’
(2)   j  € H o l ( K ) dla i =  1, ...,n,
1 \ a i \ ... \ an
(3) K  jest  ciałem ułamków pierścienia H o l ( K ).
D o w ó d .  (1), (2). W ystarczy zauważyć, że
1 ^ 1  ai------- 2------------T < p  1 oraz  ------- 2------------ -  < p  1
1 +  a 1 +  ... +  an 1 +  a 1 +  ... +  an
dla dowolnego P  € X ( K ) i wykorzystać wypukłość pierścienia A P .
(3). W ynika z (1) oraz (2), gdyż K  3 a =  ^ ^ . □
Okazuje się, że można dokładnie opisać postaci elementów pierścienia 
H o l ( K ).
W niosek 7.4.10. Jeśli K  jest  ciałem formalnie rzeczywistym, to 
H o l ( K ) =  {a € K  : 3 n  ±  a €  ^  K * 2 } =
raCN
n x
1 +  x 2 +  t
€ K  : n  €  N, x  € K,  t  € ^  K 2
D o w ó d .  Zauważmy, że
i  a € K  : 3 n  ±  a € K *21 =
l neN ^  J
=  f a  € K  : 3 n  ±  a € H { P  : P  € X (K )}1  =  
l neN 1 1 J
V \a \ <p  n \  c H { X p  : P  € X (K )} =  H ol(K ) .
*  (k ) J 1 1
=  < a € K  : 3 | | P
[ neN p eX K
Niech teraz b € H o l(K ) oraz niech Yn (b) =  {P  € X (K ) : n  ±  b € P }. Zbiory 
Yn (b) są zbiorami otwartym i, gdyż Yn(b) =  H(b +  n) O H (n  — b). Ponadto 
Yn (b) ę  Yn+ 1 (b) oraz X (K ) =  |J{Yn(b) : n € N}. Ze zwartości przestrzeni 
mamy X ( K ) =  Yn (b) dla pewnego n € N. Oznacza to, że element b należy 
do zbioru {a € K  : 3 n ±  a € j f  K *2}.
neN
Zajmiemy się teraz drugą równością z tezy. Zawieranie
n x
1 +  x 2 +  t
€ K  : n  € N, x  € K,  t  € ^  K *2 C H o l ( K )
wynika z poprzedniego lem atu. Niech 0 =  a G H o l ( K ). W tedy 4a2 G H o l ( K ) 
oraz z pierwszej części dowodu istnieje takie n  G N, że t' =  n 2 —4a2  G K * 2.
Stąd
n 2  i  n  \  2 t'
~2 a? =  +  V2a /  +  402
oraz a =  1+XX+t dla x  =  n  i t  =  G ^  K  *2. Wykazaliśmy, że 
H ol (K )   ^ G K  : n G  N , x  G K , t  G ^ K * 2J ,
co kończy dowód. □
Dla dowolnego a G K  rozważmy odwzorowanie ea : M K — > R U {to}, 
ea (A) =  X(a). Jest to  odwzorowanie przestrzeni topologicznej M K w prze­
strzeń topologiczną R U {to} traktow aną jako jednopunktowe uzwarcenie R 
(homeomorficzne z okręgiem).
Twierdzenie 7.4.11. Dla dowolnego a G K  odwzorowanie ea jes t  odwzoro­
waniem ciągłym.
D o w ó d .  Załóżmy najpierw, że a G H o l ( K ). W tedy ea : M K — > R. Z w ła­
sności topologii ilorazowej mamy, że ea jest odwzorowaniem ciągłym wtedy 
i tylko wtedy, gdy ^  =  ea o AK : X ( K ) — > R jest odwzorowaniem ciągłym. 
Przedziały (—to, r) oraz (s, to) dla r, s G R stanowią podbazę topologii 
na R, a więc wystarczy pokazać, że zbiory ^ - 1 (—TO,a) oraz ^ - 1 (b, to ) są 
zbiorami otwartym i w X ( K ). Zauważmy, że
^ ( P )  =  Xp (a) =  sup{r G Q  : r < P a} =  inf {r  G Q  : a K P r}.
Stąd
^ -1 (s, to) =  { P  G X  (K ) : sup{r g Q  : r <P a} > s }  =
=  ( p  G X  (K ) : 3 s < t < p  a )  =  ( p  G X  (K ) : 3 0 < u <P a — s )  =
l t£Q ) t uEQ J
=  |^j H k  (a — u  — s ) .
Pokazaliśmy, że ^ - 1 (s, to) jest sumą mnogościową zbiorów podbazy H arri­
sona, jest więc zbiorem otwartym . Czytelnik podobnie postąpi z ^ - 1(—to , r). 
Pokażemy teraz ciągłość ea dla dowolnego a G K.  Niech A G M k  oraz 
ea (A) =  A(a) =  to . Na mocy lem atu 7.4.9 mamy a =  b, gdzie b =  j+az,
c =  j+a i . Ponieważ X(a) =  to , więc X(c) =  0 i w tedy ea (X) =  . Ele­
m enty b i c należą do H o l ( K ), a więc na podstawie pierwszej części dowodu 
mamy ciągłość ea w punkcie X. Załóżmy teraz, że ea (X) =  X(a) =  to . W y­
starczy pokazać, że dla dowolnego ó > 0 istnieje otoczenie U£ punktu  X 
takie, że |ea ( i ) | >  ó dla i  £ U£. Ponieważ ea- i (X) =  X(a-1 ) =  0, więc na 
podstawie poprzednich rozważań odwzorowanie ea- i  jest ciągłe w punkcie 
X. Stąd dla dowolnej liczby rzeczywistej e =  1 istnieje otoczenie U£ punktu 
X takie, że lea- i ( i ) |  <  e, tzn. |ea ( i ) |  >  ó dla i  £ U£. Pokazaliśmy ciągłość 
w punkcie X i tym  samym zakończyliśmy dowód. □
L e m a t 7 .4 .12 . Jeżeli X1 ,X 2  £ M K , X1 =  X2, to istnieje a £ H o l ( K ) takie, 
że X1(a) =  X2 (a).
D o w ó d .  Z założenia wynika istnienie b £ K  takiego, że X1(b) =  X2 (b). 
Bez zmniejszania ogólności możemy założyć X1(b) <  X2 (b). Przypuśćm y 
najpierw, że X2 (b) =  to . W ybierzmy r £ Q takie, że X1(b) < r < X2 (b) oraz 
c =  b — r, a =  1+ 1 . W tedy mamy a £ H o l ( K ) oraz X1(a) <  0 <  X2 (a). 
Rozważmy teraz przypadek X2 (b) =  to . W tedy dla c =  b+ n  oraz dla dużego 
n  £ N mamy 0 <  X1(c) <  X2(c) =  to  oraz 0 =  X2 (c- 1 ) < X1(c-1 ) <  to . 
W ystarczy zastosować pierwszą część dowodu dla b =  c- 1 . □
T w ie rd z e n ie  7 .4 .13 . Przestrzeń topologiczna M K jest przestrzenią zwartą 
Hausdorffa.
D o w ó d .  Pozostaje jedynie do pokazania, że M K jest przestrzenią Haus­
dorffa, gdyż wtedy M k  jako obraz przestrzeni zwartej poprzez odwzorowa­
nie ciągłe jest przestrzenią zwartą. Niech X1, X2  £ M K , X1 =  X2. Na podsta­
wie poprzedniego lem atu istnieje a £ H o l ( K ) takie, że X1(a) =  X2 (a). Skoro 
X1(a), X2 (a) £ R znajdziemy rozłączne przedziały otwarte U1, U2  C R takie, 
że X1(a) £ U1, X2 (a) £ U2. Odwzorowanie ea jest ciągłe, a więc e - 1(U1) oraz 
e- 1 (U2 ) są zbiorami otwartym i rozdzielającymi X1 oraz X2. □
T w ie rd z e n ie  7 .4 .14 . Topologia na M K jest najuboższą topologią, w której 
wszystkie funkcje ea dla a £ H o l ( K ) są ciągłe. Rodzina zbiorów H'(a)  =  
{X £ M K : X(a) > 0}, a £ H o l ( K ), tworzy podbazę tej topologii.
D o w ó d .  Niech T  oznacza topologię na M k , k tórą wprowadziliśmy wcze­
śniej, czyli topologię ilorazową indukowaną z przestrzeni porządków X ( K ),
natom iast niech T '  oraz T' '  oznaczają odpowiednio topologię najuboższą, 
w której wszystkie funkcje ea dla a € H o l ( K ) są ciągłe, oraz topologię, któ­
rej podbazę stanowi rodzina podzbiorów H'(a),  a € H o l ( K ). Zauważmy, że 
w dowodzie twierdzenia 7.4.13 korzystano jedynie z ciągłości funkcji ea dla 
a € H o l ( K ). Zatem używając tych samych argumentów, można udowod­
nić, że M k  z topologią T '  jest przestrzenią Hausdorffa. Ponieważ T '  jest 
przestrzenią Hausdorffa, topologia T  jest zw arta oraz T '  C T , więc znany 
z topologii ogólnej fakt [7, s. 168] implikuje równość T '  =  T . Dla a € H o l ( K ) 
mamy H'(a)  =  e- 1 (0, to) € T ' ,  a więc T' '  C T '  =  T . Do zakończenia dowo­
du wystarczy pokazać, że dla a € H o l ( K ) funkcje ea : M k  — > R są ciągłe 
w topologii T ' ' . Bazę naturalnej topologii w R stanowi rodzina zbiorów 
(r, s), r , s  €  Q. Zatem wystarczy stwierdzić, że e - 1 (r, s) € T ' '  dla r , s  €  Q. 
Tak faktycznie jest, bo a — r , s  — a € H o l ( K ) oraz
e - 1 (r, s) =  {A € M k  : r < X(a) <  s} =
=  {A € M k  : A(a — r) > 0} n  {A € M k  : A(s — a) > 0} =
=  H'(a  — r) n  H'(s  — a) € T ' ' .
□
Przestrzeń topologiczna M k , chociaż jest przestrzenią ilorazową prze­
strzeni X ( K ), może znacznie się od niej różnić. W  rozdziale piątym  wyka­
zaliśmy, że przestrzeń X ( K ) jest przestrzenią boolowską, natom iast taką na 
ogół nie jest M k  (chociaż może być, zob. zadania 1 oraz 2). W  następnym  
przykładzie pokażemy, że może ona być nawet przestrzenią spójną.
Przykład 7.4.15. Odwzorowanie eX  : M R(X ) — > R U {to} jest odwzo­
rowaniem ciągłym. Pokażemy, że jest ono homeomorfizmem z przestrzeni 
topologicznej M k  w przestrzeń topologiczną R U {to} traktow aną jako jed- 
nopunktowe uzwarcenie R (homeomorficzne z okręgiem). Skoro obie prze­
strzenie są zwartymi przestrzeniam i Hausdorffa, wystarczy jedynie wykazać 
jego wzajem ną jednoznaczność, co jest oczywiste, gdyż każdy punkt ciała 
R (X ) jest postaci Ac dla c € R U {to} i eX (Ac) =  Ac( X ) =  c. Z powyższego 
wynika, że M R(X) jest przestrzenią topologiczną spójną.
Przykład 7.4.16. Niech L  =  R (X ) ( V Y ) ,  gdzie Y  =  X (X  — 1)(X  +  1). 
W yznaczymy struk turę  przestrzeni topologicznej M l .  Przypomnijmy, że 
M r(x )  =  {Ac : c €  R U {to}} oraz Ord(Ac) =  {Pc+ ,P c- } dla c € R oraz 
Ord(A oo) =  {Poo,P-00}. Z twierdzenia 1.6.6 wynika, że P  €  X (R (X )) prze­
dłuża się na L  w tedy i tylko wtedy, gdy Y  € P. Gdy popatrzym y na definicje 
porządków ciała R (X ) (zob. przykład 1.1.14 oraz definicje (4.2) i (4.3)), to 
ma to miejsce wtedy i tylko wtedy, gdy
P  €  [ Pcs : c €  (—1, 0) U (1, t o ) , e €  {  — , + }}U  { P- 1 +, P0 - , P 1 +, Pm } .
W niosek 7.4.6 pozwala nam określić liczbę przedłużeń punktu  Ac na ciało 
L. Jeśli c €  (—1, 0) U (1, t o ) , to  Xc ma dwa przedłużenia ¡i,£c, e €  { — , +}, na 
ciało L  i nC(V Y ) =  e \Jc(c — 1)(c +  1). Jeśli c €  {—1,0,1}, to \ c ma jedno 
przedłużenie y.c i \i c( \ f Y ) =  0. P unkt Am ma dokładnie jedno przedłużenie 
Hm i /J-m(V Y ) =  t o . Rozważmy odwzorowanie
$  : M L — ► (R U { t o } ) x  (R U { t o } ), $ (u )  =  (ex ( h) , e^ y (u)).
Z powyższych rozważań oraz twierdzenia 7.4.11 wynika, że $  jest ciągłym 
i wzajemnie jednoznacznym  odwzorowaniem przestrzeni topologicznej M L 
na podzbiór
D  =  { (x, y) : € (R U { t o } )  x  (R U { t o } )  : y 2 =  x(x  — 1)(x +  1)}
zwartej przestrzeni Hausdorffa (R U { t o } )  x  (R U { t o } )  (z topologią pro­
duktową). Zatem przestrzeń M l  jest homeomorficzna z podprzestrzenią D  
przestrzeni (R U { t o } )  x  (R U { t o } ) . Topologicznie (R U { t o } )  x  (R U { t o } )  
jest torusem, a zbiór D  ma na nim dwie składowe spójne. Rysunek zamiesz­
czony poniżej przedstaw ia D  n  (R x  R), natom iast D  jest tzw. uzwarceniem 
Aleksandrowa tego zbioru na rysunku.
Problem , czy dwa porządki są zgodne z tym  samym punktem  rzeczy­
wistym rozstrzyga twierdzenie znane pod nazwą kryterium  separacyjnego, 
które wkrótce udowodnimy. Wcześniej jednak musimy poczynić pewne przy­
gotowania. Oznaczmy przez C ( M k , R) zbiór rzeczywistych funkcji ciągłych 
określonych na M k  . Zbiór ten  tworzy pierścień ze zwykłymi działaniam i 
dodawania i mnożenia. Ponieważ M k  jest przestrzenią zwartą, więc można 
określić normę na C ( M k , R) wzorem:
\ \ f  || =  sup{| f  (A)| : \ € M k  } dla f  € C  (M k  , R),
co pozwala na zastosowanie klasycznego twierdzenia Stone’a-W eierstrassa 
(zob. [7, rozdz. 3, §2, tw. 12]). Niech
E  =  {ea : a €  H o l ( K )} C C ( M k , R).
Ponieważ elementy zbioru E  rozdzielają punkty zbioru M k  (tj. dla każ­
dych A1 , A2  € M k , A1 =  A2 , istnieje ea € E  takie, że ea(A1) =  e a A ) )  
oraz E  zawiera funkcję sta łą  e 1 , więc twierdzenie Stone’a-W eierstrassa daje 
następujący rezultat.
Twierdzenie 7.4.17. E  jest gęstym podzbiorem przestrzeni C ( M k , R) ze 
względu na normę \\ • \\.
Twierdzenie 7.4.18 (kryterium  separacyjne). Niech K  będzie ciałem for­
malnie rzeczywistym oraz niech B  oraz C  będą domkniętymi i rozłącznymi 
podzbiorami przestrzeni X (K ). Następujące warunki są równoważne:
(1) A(B) n  A (C ) =  0.
(2) n A^ n  n P  n  n (—Q) =  0.
XGA(B) P GB QGC
D o w ó d .  (2) = ^  (1). Załóżmy, że A =  AP =  Aq , P  € B , Q  € C. Jeśli 
c jest elementem niepustego zbioru w (2), to  A(c) >  0, gdyż c € A*Xp n  P  
i A(c) <  0, gdyż c € —Q, co nie jest możliwe.
(1) = ^  (2). Załóżmy, że A (B ) n  A (C ) =  0. Zbiory A(B) i A (C ) są 
domknięte, a więc ze znanego z topologii lem atu Urysohna (zob. [7, rozdz. 
1, §5, tw. 8]) istnieje taka funkcja ciągła f  : M k  — > R, że f  (A (B )) =  1 
oraz f  (A (C)) =  —1. Z twierdzenia 7.4.17 mamy tak i element c € H o l ( K ), że 
\\ec — f  \\ <  1, tzn.\A(c) — f  (A)\ <  1 dla każdego A € M k . Element c spełnia 
warunki z punktu  (2), gdyż \AP (c) — 1\ <  1, co oznacza, że AP (c) >  0, 
czyli c € A *Xp  n  P  dla każdego P  € B  oraz \ A q ( c ) +  1\ <  1, co oznacza, że 
Aq (c) < 0, czyli c € A*x n  —Q C —Q dla każdego Q € C. □
Na zakończenie pokażemy pewne zastosowanie kryterium  separacyjnego.
Twierdzenie 7.4.19. Jeżeli R  jest ciałem rzeczywiście domkniętym i R  
jest jego ciągłym domknięciem, to przestrzenie M ^ X ) oraz M r ( X ) są ho- 
meomorficzne.
D o w ó d .  Niech $  : M R{x ) — ► M R(x ), ^ ( i )  =  i \ r (x ) dla i  € M R{x ). 
Pokażemy, że $  jest homeomorfizmem. Ponieważ
$ - 1 ({A € M r (x ) : A(a) >  0}) =  { i  € M R{x ) : i ( a )  >  0}
dla a € H o l(R (X )) c  H o l(R (X )), więc twierdzenie 7.4.14 gwarantuje cią­
głość odwzorowania $ . Aby wykazać tezę, wystarczy pokazać wzajem ną 
jednoznaczność # . Przypom nijm y najpierw, że skoro R  jest rzeczywiście do­
mknięte, to  R  też jest rzeczywiście domknięte (zob. wniosek 4.3.16). Niech 
A € M r (X) oraz niech P  €  Ord(A). Na podstawie wniosku 4.3.17 istnieje taki 
porządek P  € X (R (X )), że P  n  R ( X ) =  P . W tedy $(A P ) =  Ap  =  A. W y­
kazaliśmy surjektywność odwzorowania $ . Do pokazania zatem  pozostaje 
różnowartościowość tego odwzorowania. Niech g 1 ,g 2  €  M r(X), g 1 =  ^ 2
oraz niech Pi € O rd (^ ) , i =  1,2. Porządek Pi wyznaczony jest przez 
przekrój Dedekinda (D i , Gi) ciała R. Przekroje (D 1 ,G 1 ) oraz (D 2,G 2) są 
różne. Bez zmniejszania ogólności możemy założyć, że D 1 c  D 2. W tedy 
D 2 n  G 1 =  ty. Jeśli |D 2  n  G'1 | =  1 , to  oba przekroje są główne i g 1 =  
g 2 , co jest niemożliwe. Zatem |D 2 n  G'1 | >  1 i z gęstości R  w R  istnieje 
c € D 2  n  G 1 n  R. Niech teraz Pi =  Pi n  R ( X ). W tedy X  — c € P2  n  - P 1 . 
Jeśli v jest waluacją ciała R ( X ) wyznaczoną przez punkt Ap2 , to  możliwe 
są dwa przypadki: (a) istnieje takie a € R, że v (X  — c) =  v(a) oraz
(b) v (X  — c) =  v(a) dla wszystkich a € R. Rozważmy najpierw  przypadek
(a). Możemy założyć, że a > 0. W tedy X—  € A *v n  P 2 n  —P 1 . Przypuśćm y 
teraz, że ma miejsce przypadek (b). W tedy v (X  — a) =  m in{v(X ),v (a)}  =  
v (X ) dla a € D 2  =  D 2  n  R. W ybierzmy a € D 2  \  G 1 . W tedy X  — a € — P 1 
oraz XX—a € A *u n  P 2 n  —P 1 . Zatem z kryterium  separacyjnego, zarówno 
w przypadku (a), jak  i (b), mamy # ( ^ 2) =  AP2 =  APl =  $ ( ^ 1), co kończy 
dowód. □
7.5. Lokalizacja praporządków
W  pierwszym podrozdziale analizowaliśmy związek między pewnymi po­
rządkami ciała a porządkami ciała reszt formalnie rzeczywistego pierście­
nia waluacyjnego tego ciała. Kluczowym pojęciem było pojęcie zgodności 
pierścienia waluacyjnego z praporządkam i. P unkt rzeczywisty A wyznacza 
praporządek, a nawet wachlarz, f j { P  : P  € Ord(A)}, z którym  A \  jest cał­
kowicie zgodny. Jednak pierścień A x jest stosunkowo m ały i na swoim ciele 
reszt wyznacza tylko jeden porządek. Zatem informacje o porządkach ciała 
K  uzyskane za pomocą A x , A € M k  są niezbyt znaczące. W ynika to z tego, 
że pierścień Ax  jest minimalny wśród formalnie rzeczywistych pierścieni wa- 
luacyjnych ciała. Jego ideał maksymalny M x  jest zatem  maksymalny wśród 
ideałów maksymalnych formalnie rzeczywistych pierścieni waluacyjnych cia­
ła. Pierścień Ax  jest więc zgodny ze stosunkowo m ałą liczbą porządków, bo 
mało porządków zawiera 1 +  M x .  Im większy formalnie rzeczywisty pier­
ścień waluacyjny, tym  mniejszy jego ideał maksymalny i tym  większa liczba
porządków, z którym i ten  pierścień waluacyjny jest zgodny. Celem tego 
podrozdziału jest pokazanie, że dla dowolnego wachlarza T  ciała K  istnieje 
formalnie rzeczywisty pierścień waluacyjny A  C K  całkowicie zgodny z T.
Niech A będzie punktem  rzeczywistym ciała K.  W tedy ciało A(Ax) jest 
podciałem  ciała R (z porządkiem P \  =  A(Ax) n  R*2 indukowanym z R) 
izomorficznym (jako ciało uporządkowane) z ciałem reszt pierścienia A \  
(z porządkiem P  dla P  £  Ord(A)). Używając oznaczeń z pierwszego pod­
rozdziału, mamy
Px =  A ^(R * 2) • K* 2  oraz Ord(A) =  * ( K / P x).
Praporządek Px jest wachlarzem zawierającym praporządek J2 K * 2 , z któ­
rym A x jest całkowicie zgodny. Uogólnimy ten  przypadek na dowolny pra- 
porządek.
Dla dowolnego praporządku T  ciała K  oraz A =  Ap £ A( * ( K / T ) )  
mamy T  =  AP (T  n  A*) C AP (P  n  A*) C Px . Z twierdzenia 7.1.7 wynika, że 
Tx =  T  A Px jest praporządkiem  i pierścień A x jest całkowicie zgodny z Tx 
oraz prawdziwe są fakty zebrane w poniższym stwierdzeniu.
S tw ie rd z e n ie  7 .5 .1 . Przy przyjętych wyżej oznaczeniach mamy:
(1) Tx jest  wachlarzem,
(2) * (K /Tx )  =  { P  £ * ( K / T )  : Ap =  A},
(3) A( * ( K / T x ) )  =  {A},
(4) Tx =  Ki{ P  : P  £ * (K/Tx)} ,
(5) T  =  D {Tx :A £  A( * ( K / T ) ) } ,
(6) *  ( K / T )  =  U { X  (K /Tx )  : A £ A (*  ( K / T ) ) } .
W achlarz Tx nazywać będziemy lokalizacją praporządku T  względem A. 
Jeśli przestrzeń porządków ciała formalnie rzeczywistego jest skończona, to 
przestrzeń punktów rzeczywistych tego ciała też oczywiście jest skończona. 
Implikacja odw rotna nie jest jednak prawdziwa. Dokładniejsza informacja 
o wielkości przestrzeni punktów rzeczywistych jest zakodowana w randze 
łańcuchowej, której definicję Czytelnik znajdzie w podrozdziale 5.1. K lu­
czowy w opisie tej zależności jest fakt znany w literaturze pod nazwą nie­
równości Browna-M arshalla.
S tw ie rd z e n ie  7 .5 .2 . Załóżmy, że T  jes t praporządkiem ciała K,  r l ( T ) jest  
rangą łańcuchową praporządku T  oraz r l ( K ) =  rl(Y^ K * 2 ).
(1) |A (X (K /T ))| <  ^  ^  r l ( T ) <  to .
(2) Jeśli r l ( T ) <  to , to |A (X ( K / T ))| <  r l ( T ) <  2 |A (X ( K / T ))|.
D o w ó d .  Przeprowadzimy dowód (2) i przy okazji uzasadnimy (1). Niech 
punkty X1, ..., Xn € A (X ( K / T )) będą param i różne. Skonstruujemy łańcuch
H t (a0) C H t (01 ) C ... C H t (an). (7.3)
Niech Xi =  Xpi , Pi €  X ( K / T ) , i  =  1,. . . ,n.  Tworzymy ciąg elementów 
a0, a1, ..., an € K * taki, że
(a) a0  =  —1,
(b) ai € A*x ., j  =  1 ,...,i ,
(c) dla każdego i >  1 jest
H T (ai-1 ) U {Pi } Q H T (ai), ai € (—Pi+1 ) n  ... n  (—Pn) .
Niech a0  =  —1 i załóżmy, że mamy już a0, . .. ,ai -1 . Rozważmy domknięte 
podzbiory przestrzeni X ( K / T ) postaci
A  =  H T (ai - 1 ) U {Pi }, B  =  {Pi+1 , ..., Pn } .
Zauważmy, że A(H t (ai-1 )) n  A (B )  =  0 i stąd A  n  B  =  0. Zatem z kry­
terium  separacyjnego (twierdzenie 7.4.18) mamy ai spełniające warunki
(a)-(c). Skonstruowany ciąg a0, . . .,an daje nam żądany łańcuch (7.3). Jeśli 
|A (X ( K / T ))| =  to, to mogliśmy wybrać n  dowolnie duże i w tedy r l ( T ) =  to, 
natom iast jeśli |A (X (K /T ))| <  to, to  |A (X (K /T ))| <  rl(T) .
Zajmiemy się teraz nierównością rl(T)  <  2 |A (X (K / T ))|. Możemy założyć, 
że |A (X ( K / T ))| <  to  i A (X ( K / T )) =  {X1,...,X n }. W tedy ze stwierdzenia
7.5.1.(6) mamy X ( K / T )  =  [ j{ X ( K / T \ )  : X € A (X ( K / T ) ) }  i na podstawie 
stwierdzenia 5.1.10 oraz twierdzenia 5.1.11 mamy
n
r l ( T ) <  ^  rl(TXi) <  2n,
i= 1
co kończy dowód (2) oraz całego twierdzenia. □
W n io s e k  7 .5 .3 . Jeśli K  jest  ciałem, to
(1) M K | =  to  r l ( K ) =  to.
(2) Jeśli r l ( K ) <  to, to M k | <  r l ( K ) <  2 |M K ^
Teraz jesteśm y przygotowani, aby udowodnić główne twierdzenie tego 
podrozdziału.
T w ie rd z e n ie  7 .5 .4 . Jeśli T  jest  nietrywialnym wachlarzem ciała K,  to ist­
nieje formalnie rzeczywisty pierścień waluacyjny A  C K  ciała K  całkowicie 
zgodny z T.
Dowód.  Ze stwierdzeń 5.1.10 oraz 7.5.2 mamy \A(X (K /T )) \ <  2. Niech 
A(X (K / T )) =  { X , t }  (nie zakładamy, że X = i ). Wtedy oczywiście 
X (K / T ) C Ord(X) U Ord(i ) i pierścień waluacyjny A  =  A \  • A ^ jest całko­
wicie zgodny z T. Jeśli A  C K, to A  spełnia tezę twierdzenia. Przypuśćmy 
zatem, że A  =  K, tzn. pierścienie waluacyjne A \  oraz A ^ są niezależne. 
Gdyby X = t ,  to X byłby punktem trywialnym, Ord(X) =  Ord(i ) zawierał­
by porządek archimedesowy i na podstawie wniosków 7.4.4 punkt (2) zbiór 
Ord(X) byłby jednoelementowy, co jest niemożliwe, bo T  jest wachlarzem 
nietrywialnym i X ( K / T ) zawiera co najmniej 4 elementy. Zatem X = fi . Jeśli 
X (K / T ) C Ord(X) , to X jest nietrywialnym punktem i już A \  spełnia tezę 
twierdzenia. Podobnie, gdy X ( K / T ) C Ord(i ) . Możemy zatem bez zmniej­
szania ogólności założyć, że istnieją P 1 , P 2 , P3  € X ( K / T ) , P 1 = P2  takie, że 
P 1 ,P 2  € Ord(X) , P3  € Ord(i ) . Ponieważ T  jest wachlarzem, więc istnieje 
P4  €  X (K / T ) ,P 4  = P3 , taki, że T ' = P 1 n  P2  n  P3  n  P4  jest wachlarzem. 
Wtedy X (K / T ') =  {P 1 , P2 , P3 , P4} i porządek P4  jest jednoznacznie wyzna­
czony, bo sgnP4 = sgnPl • sgnP2 • sgnPa. Gdyby P4  € Ord(X) , to mielibyśmy 
P3  € Ord(X) , gdyż p |{P  : P  €  Ord(X)} też jest wachlarzem (zob. stwier­
dzenie 7.4.3). Zatem ostatecznie mamy P 1 ,P 2  € Ord(X) , P 3 ,P 4  € Ord(i ) . 
Stąd A \  oraz A ^ są różne od K  i wyznaczają topologie waluacyjne równe 
odpowiednim topologiom porządkowym: T\  = TPi,, i =  1, 2, = TPj, j  =
3, 4 (zob. twierdzenie 7.3.2). Zbiór P 1 n  P2  jest niepustym zbiorem otwar­
tym w T \ , a zbiór P 3  n  - P4  jest niepustym zbiorem otwartym w Tu. Po­
nieważ A \  i A n są niezależne, więc na podstawie wniosku 6.6.5 istnieje 
a € (P 1 n  P2) n  (P 3 n  - P4) . Jest to niemożliwe, gdyż P 1 n  P2  n  P3  C P4 . □
Uwaga 7.5.5. Przy oznaczeniach użytych w poprzednim twierdzeniu oraz 
jego dowodzie mamy T  =  P  n  Q dla P  €  Ord(X) , Q € Ord(i ) . Zatem T  jest 
wachlarzem trywialnym. Z tego powodu poprzednie twierdzenie w litera­
turze angielskojęzycznej znane jest pod nazwą Trivialization Theorem.
7.6. P ółporząd ki i p ierścien ie w aluacyjne
W pierwszym rozdziale liniowy porządek zgodny z działaniem w addytywnej 
grupie ciała, który dodatkowo jest zgodny z mnożeniem przez elementy to­
talnie dodatnie, nazwaliśmy półporządkiem. Warunek ten można wzmocnić, 
przyjmując, że porządek jest zgodny z mnożeniem dla każdego elementu da­
nego praporządku T  ciała. Półporządki takie nazwaliśmy T -półporządkami. 
Ponieważ J2 K *2 C T , więc każdy T -półporządek jest półporządkiem.
W rozdziale 4. wprowadziliśmy pojęcie archimedesowości porządku ciała 
nad jego podciałem. Pojęcie to ma również sens w przypadku ciał, w których
ustalony został pewien półporządek. W  szczególności, jeśli dla półporządku 
w ciele K  i podciała F  C K  zachodzi co n v ^ ( F ) =  K , to  tak i półporządek 
nazywamy archimedesowym nad ciałem F . N astępujący lem at pokazuje, że 
rozważanie półporządków archimedesowych nad ciałem liczb wymiernych 
nie wzbogaca tej teorii.
Lemat 7.6.1. Każdy półporządek archimedesowy nad ciałem liczb wymier­
nych jest porządkiem.
D o w ó d .  Niech <  będzie półporządkiem  ciała K  archimedesowym nad cia­
łem Q. Należy pokazać warunek (2) definicji 1.1.1 porządku ciała. Najpierw 
pokażemy, że zbiór liczb wymiernych jest gęsty w K . Niech a,b £ K . W y­
starczy rozważyć przypadek 0 <  a < b. Z lem atu 1.7.8 wynika, że >  0. 
Ponieważ półporządek jest archimedesowy, więc istnieje liczba natu ralna n 
taka, że 0 <  <  n, a stąd 0 <  n < b — a. Zauważmy, że n  jest sumą
kwadratów w ciele K , a więc mnożąc osta tn ią  nierówność przez n, mamy 
1 < nb — na. Niech m  będzie taką liczbą naturalną, że m  — 1 ^  na < m  
(tzn. m  jest najm niejszą liczbą natu ralną większą od na). Gdyby nb ^  m, 
to  nb — na ^  1, co jest niezgodne z wyborem n. Zatem mamy na < m < nb. 
Dzieląc te nierówności stronam i przez n, otrzymujemy a < m < b.
Załóżmy, że a,b £ K  i 0 < a ^  b. Ponieważ 0 ^  b — a < b +  a, istnieje 
liczba wymierna r taka, ż e 0  ^  b — a < r < b +  a. Liczba r jest sumą 
kwadratów, a dzieląc z kolei te  nierówności przez r i stosując lemat 1.7.8.(4), 
otrzymujemy
(b  — a \ 2 b — a b +  a (b  +  a \ 2
  <  <  1 <  <    .
\  r )  r r \  r )
Stąd natychm iast wynika (b — a )2 <  (b +  a )2, co jest równoważne z faktem, 
że 4ab =  (b +  a)2  — (b — a)2  > 0. Dzieląc przez 4, mamy ab > 0, co oznacza 
zgodność mnożenia z półporządkiem  < . □
Powyższy lem at pokazuje, że nie istnieją T -półporządki archimedesowe 
nad Q, które nie są porządkami. Zgodnie ze stwierdzeniem 1.7.6, jeśli ciało 
zawiera nietrywialny wachlarz T , to  w takim  ciele istnieje T -półporządek, 
który nie jest porządkiem.
W  podrozdziale 6.1 pokazaliśmy, że jeśli A  jest podpierścieniem ciała 
uporządkowanego K , to  otoczka wypukła conv^(A ) podpierścienia A  jest 
podpierścieniem waluacyjnym ciała K. Okazuje się, że podobny fakt zacho­
dzi również wtedy, gdy w ciele jest określony półporządek.
S tw ie rd z e n ie  7 .6 .2 . Niech P  będzie T -półporządkiem określonym w cieJe 
K . Jeśli A jes t  podpierścieniem ciała K , to otoczka wypukła B  =  convK (A) 
podpierścienia A w ciele K  jes t  formalnie rzeczywistym pierścieniem walua- 
cyjnym w ciele K . Ponadto T  =  k ( T  n  B *) jes t praporządkiem ciała reszt, 
a P  =  k ( P n  B *) jest  T -półporządkiem tego ciała. Jeśli pierścień A  jes t  cia­
łem, to kanoniczny homomorfizm x  — > x + M b dla x G A jes t  zanurzeniem 
A w ciało reszt pierścienia B  i k ( B ) jes t archimedesowe nad k(A) .
D o w ó d .  Dla uproszczenia przyjmijmy, że <  jest relacją porządkującą wy­
znaczoną przez półporządek P . Zbiór convK (A) jest podgrupą grupy addy- 
tywnej ciała K  (zob. stwierdzenie D.1.12). Oczywiście, 1 G A C convK (A). 
Załóżmy, że a G convK (A). W tedy istnieje element x  G A  taki, że |a| <  |x|. 
Bez zmniejszenia ogólności rozważań można przyjąć, że 1x 1 ^  1. Z faktu, że 
<  jest T -półporządkiem  i z lem atu 1.7.8 mamy 0 <  |a| ^  1x 1 ^  x 2  oraz 
0 <  ^  1. Stąd i z lem atu 1.7.9 otrzymujemy
Pokazaliśmy więc, że kw adraty elementów należących do convK(A) również 
należą do convK(A). Załóżmy, że a,b G convK(A). Ponieważ
jest podpierścieniem w K .
Załóżmy, że a G K  \  convK (A). Zatem 1 <  |a|. Stosując lem aty 1.7.8.(3) 
oraz 1.7.9, mamy 0 <  |a - 1 | <  1, a więc a- 1 G convK (A), tzn. convK (A) jest 
pierścieniem waluacyjnym.
Teraz pokażemy, że T  oraz P  są odpowiednio praporządkiem  i T -półpo­
rządkiem ciała k (B)  =  B / M b . Stąd będzie wynikać, że B  jest formalnie 
rzeczywistym pierścieniem waluacyjnym.
Przypomnijmy, że B * jest grupą elementów odwracalnych pierścienia B . 
Niech x  =  x  +  M b , y  =  y  +  M b , x , y  G P  n  B*.  W tedy x  +  y G P  n  B  
oraz 0 < x  < x  +  y. Stąd i z lem atu 1.7.8 mamy x - 1 , y - 1 G P  n  B * 
oraz 0 <  (x +  y )-1 <  x - 1 . Ponieważ B  jest podzbiorem wypukłym, więc 
(x +  y )-1 G B,  a to  oznacza, że x  +  y G B * , a więc x  +  y G P.  Oczywiście, 
T  C P  oraz T  +  T  C T , zatem  (T  n  B*)  +  (T n  B *) C P  n  B * C B*, 
a stąd T  +  T  C T . Załóżmy, że x  =  x  +  M b  jest niezerowym elementem 
ciała reszt. W tedy x 2  G T n B *, a więc x 2  G T . Pozostałe warunki T ■ T  C T , 
T  ■ P  C P , 1 g P  oraz P  U —P  =  k ( B )* są oczywiste.
|a2| <  |x4|. (7.4)
a +  b a — b 
oraz —-— , —-— G convK (A), więc również ab G convK (A), tzn. convK (A)
Zauważmy, że x € P  U {0} dla wszystkich x  € P  n  B , tzn. że kanoniczny 
homomorfizm k jest niemalejący. Stąd i z faktu, że każdy element pierścienia 
B  jest ograniczony przez pewien element ciała A  wynika archimedesowość 
k(B ) nad A. □
Pokazaliśmy, że otoczka wypukła podpierścienia w ciele półuporządko- 
wanym, podobnie jak  w ciele uporządkowanym, wyznacza pierścień walu- 
acyjny tego ciała. Jednak w tym  przypadku nie zawsze warunki (1)-(7) 
twierdzenia 7.1.1 są równoważne, co oznacza, że zagadnienie zgodności pier­
ścienia waluacyjnego z półporządkiem  trzeba traktow ać z większą ostrożno­
ścią.
Lemat 7.6.3. Załóżmy, że T  jest praporządkiem ciała K  oraz < jest T - 
-półporządkiem tego ciała. Niech A  będzie pierścieniem waluacyjnym ciała 
K. Na to, aby A  był podzbiorem wypukłym ciała K  względem <, potrzeba 
i wystarcza, aby ideał M a  był podzbiorem wypukłym ciała K  względem < .
D o w ó d .  Załóżmy, że A  jest podzbiorem wypukłym w K . Niech 0 < a < b, 
a € K, b € M a . Stąd b- 1  € A  oraz zgodnie z lematem 1.7.8.(3), mamy 
b- 1  <  a - 1 , a stąd a -1 € A. To oznacza, że a € M a .
Załóżmy teraz, że M a  jest podzbiorem wypukłym w K. Niech 
0 < a < b, a € K, b € A. Przypuśćmy, że a € A. W tedy b-1 <  a -1 
oraz a -1 € M a , a więc b-1 € M a , co jest sprzeczne z tym, że b € A. □
Mówimy, że pierścień waluacyjny A  ciała K  jest zgodny z T-półporządkiem 
P  zawartym w ciele K , gdy A  jest wypukły względem P . W tedy a <p b 
dla wszystkich a € A  n  P  oraz b € (K  \  A) n  P. W ypukłość pierścienia A  
jest równoważna wypukłości ideału M a ,  zatem  a <p b dla wszystkich 
a € M a  n  P  oraz b € (K  \  M a )  n  P . W aluację v ciała K  nazywamy 
zgodną z T-półporządkiem P , jeśli jej pierścień waluacyjny A v jest zgodny 
z tym  T -półporządkiem. Jeśli dla waluacji v a  wyznaczonej przez pierścień 
A  dany T -półporządek P  spełnia warunek a <p b VA(b) ^  VA(a) dla 
wszystkich dodatnich względem P  elementów ciała K , to  mówimy, że ten 
pierścień jest mocno zgodny z T-półporządkiem P  (oraz waluacja v jest moc­
no zgodna z P ). Zależność między zgodnością a mocną zgodnością przed­
stawia następujący lemat.
Lemat 7.6.4. Załóżmy, że T  jest praporządkiem ciała K  i < jest T-półpo­
rządkiem tego ciała. Jeśli pierścień waluacyjny jest mocno zgodny z <, to 
jest zgodny z <.
D o w ó d .  Niech v będzie waluacją wyznaczoną przez pierścień waluacyjny 
A  ciała K. Załóżmy, że a,b € K, 0 < a < b oraz b € A. Z mocnej zgodności 
wynika, że v(a) ^  v(b) ^  0, zatem  a € A. □
W  poniższym przykładzie pokazujemy, że wynikanie odwrotne nie za­
chodzi.
Przykład 7.6.5. Pokażemy, że w ciele funkcji wymiernych dwóch zmien­
nych istnieje pierścień waluacyjny zgodny, ale nie mocno zgodny z pew­
nym półporządkiem . Niech (M, P ) będzie ciałem uporządkowanym i niech 
F  =  M ( Y ) będzie ciałem funkcji wymiernych zmiennej Y  nad ciałem M. 
Rozważmy dwa porządki P ' i P " ciała F , gdzie P ' =  Pm (zob. przykład 
1.1.14) oraz P '' =  P0 + jest porządkiem  określonym wzorem (4.2). Zauważ­
my, że element Y  jest nieskończenie duży nad M  w porządku P ' oraz nie­
skończenie m ały w porządku P '' i dodatni w obu porządkach. Podobnie jak 
w przykładzie 1.1.14, rozszerzamy porządki P ' oraz P '' do porządków P^  
i P "  ciała K  =  F ( X ) =  M ( Y , X ). K orzystając z konstrukcji przedstawio­
nej w przykładzie 1.7.7, tworzymy półporządek S  ciała K. Przypomnijmy, 
że S  składa się z funkcji wymiernych stopnia parzystego względem X  do­
datnich w porządku P ' oraz z funkcji wymiernych stopnia nieparzystego 
względem X  dodatnich w porządku P^ . Zgodnie ze stwierdzeniem 7.6.2, 
otoczka wypukła A  =  conv(k,s)(M ) ciała M  jest pierścieniem waluacyjnym 
ciała K  zgodnym z półporządkiem  S. Zauważmy, że a <s  Y  <s  X  dla 
wszystkich a M , zatem  X , Y  /  A . Niech v oznacza waluację wyznaczoną 
przez A. Stąd wynika, że v(Y ) <  0, a więc v ( X Y ) =  v (X ) +  v(Y ) <  v (X ). 
Gdyby pierścień A  był mocno zgodny z półporządkiem  S, to X  <s  X Y , 
a stąd (Y — 1)X  =  Y X  — X  € S . Jednakże st x (Y — 1)X  jest nieparzysty 
i Y  <Pa 1, co daje sprzeczność.
W  powyższej konstrukcji F  =  M (Y ) można zastąpić dowolnym ciałem 
m ającym  dwa porządki P ' i P '' takie, że pewien element tego ciała jest 
nieskończenie duży względem P ' nad pewnym podciałem  zawartym w K  
i leży między 0 i 1 względem porządku P ' '.
W  następnych lem atach pokażemy, jak  w pewnych przypadkach można 
ominąć trudności wynikające z braku silnej zgodności. Podgrupę H  nazy­
wamy gęstą w grupie uporządkowanej G, jeśli dla dowolnych a,b € G, a < b 
istnieje x  € H  takie, że a ^  x  ^  b. Jeśli mamy na myśli gęstość podgru­
py addytywnej grupy ciała uporządkowanego, to  wprowadzona tu  definicja 
jest równoważna definicji podzbioru gęstego, k tóra pojaw iła się na początku 
rozdziału 4.
Lemat 7.6.6. Niech v : K  — > r  U {to} będzie waluacją zgodną z T - 
-półporządkiem P  ciała K . Jeśli podgrupa v ( T ) jes t gęsta w r ,  to waluacja 
v jest  mocno zgodna z P .
D o w ó d .  Niech <  oznacza relację porządku w ciele K  wyznaczoną przez 
półporządek P . Załóżmy, że 0 < a < b. Należy pokazać, że v(b) ^  v(a). 
Przypuśćm y nie wprost, że v(a) < v(b). Z założenia wynika, że istnieje ele­
ment c € T  taki, że v(a)  ^  v(c) ^  v(b). Założenie, że waluacja v jest zgodna 
z półporządkiem  P  oznacza, że A v jest wypukły w ciele półuporządkowa- 
nym ( K , P ). Jeśli v(a) < v(c), to  ac - 1  €  A v i bc- 1  € A v. Stąd bc- 1  < ac- 1 . 
Jeśli natom iast v(a)  =  v(c), to  v(c) <  v(b) i w tedy bc- 1  € M a v oraz 
ac - 1  € A v \  M v . Stąd również bc- 1  < ac- 1 . W  obu przypadkach b < a, co 
jest sprzeczne z przyjętym  założeniem. □
Powyższy lem at daje warunek wystarczający, ale nie konieczny mocnej 
zgodności waluacji z półporządkiem . Można pokazać, że jeśli pierścień walu­
acyjny A  jest całkowicie zgodny z praporządkiem  T , to  każdy T -półporządek 
zgodny z A  jest mocno zgodny z A  (zadanie 15). Taka sytuacja m a miej­
sce w przypadku iterowanego ciała szeregów formalnych. Jednak dla każ­
dego wachlarza T  tego ciała, grupa wartości żadnej waluacji zgodnej z T - 
-półporządkiem  nie spełnia założeń lem atu 7.6.6.
Konieczność rozróżniania zgodności i mocnej zgodności komplikuje ba­
danie związków pierścieni waluacyjnych z półporządkam i ciała. Aleksander 
Prestel pokazał, że w pewnych przypadkach, dzięki odpowiedniej modyfi­
kacji waluacji zgodnej z półporządkiem , można uzyskać mocną zgodność 
z półporządkiem . Dowód tego wyniku rozpoczynamy od pewnego lem atu 
technicznego. Niech A będzie podgrupą grupy uporządkowanej r .  Definiu­
jemy
A ' =  {5 € A :  V7er\A  \5\ < M }. (7.5)
Zbiór A ' składa się z elementów podgrupy A nieskończenie małych wzglę­
dem elementów, które nie należą do A. Przykład sytuacji, w której podgrupa 
A ' jest nietrywialna, stanowi grupa r  =  Z x Z z porządkiem leksykograficz- 
nym i jej podgrupa A =  2Z x Z. W  tym  przypadku A ' =  {0} x Z.
Lemat 7.6.7. Przy powyższych oznaczeniach zbiór A '  jes t podgrupą wypu­
kłą grupy r ,  grupa ilorazowa r  =  T /A 7 jes t uporządkowana oraz [r  : A] =  
[r : A], gdzie A  =  A /A '.
D o w ó d .  Załóżmy, że 5', 5" €  r ,  |A| <  \ J /;\ oraz 5" € A ' . Zgodnie z definicją 
zbioru A ', nierówności \5'\ <  \5''\ < \y \ zachodzą dla każdego 7  € r  \  A.
Zatem 5' € A ', czyli podzbiór A ' jest wypukły. Niech 5 € A ' i niech 7 
będzie dowolnym elementem zbioru r  \  A. Jeśli 5 , 7  > 0, to  5 < 7 , a zatem
0 < 7  — 5 € r  \  A, więc 5 < 7  — 5, co pociąga 25 <  7 . Pokazaliśmy, że jeśli 
5 € A ', to 25 € A '. Jeśli 5', 5'' € A '  i |5'| <  |5 ''|, to
|5' — 5''l <  |5'| +  |5''| <  2I5''I.
Z wypukłości zbioru A ' wynika, że 5' — 5'' €  A ', a więc A ' jest podgrupą. 
Zgodnie z twierdzeniem D.1.17, grupa ilorazowa r / A '  jest uporządkowana.
Rozważmy odwzorowanie x  : r  — > r / A  otrzym ane jako złożenie dwóch 
kanonicznych epimorfizmów r  — > r / A '  =  r  i r  — > r / A .  Oczywiście, 
A  C ker x. Załóżmy, że 7  € r  i x(Y) =  0 € r / A .  Stąd 7  +  A ' € A  lub 
równoważnie, 7  +  A ' =  5 +  A ' dla pewnego 5 €  A. Z definicji równości 
warstw 5' =  7  — 5 € A ', lecz A ' C A, a więc 7  =  5 +  5' €  A. To pokazuje, 
że k e rx  =  A. Na podstawie twierdzenia o izomorfizmie grup, grupy r / A
1 r / A  są izomorficzne, co kończy dowód. □
Jeśli v jest waluacją ciała K  wyznaczoną przez półporządek P , to  można 
zdefiniować nową waluację v' : K  — > TU{to} — > r / A ' U{^0} jako złożenie 
waluacji v i kanonicznego epimorfizmu r  na grupę ilorazową r / A ', który jest 
odwzorowaniem niemalejącym (zob. twierdzenie D.1.17).
Twierdzenie 7.6.8 (A. P reste l) . Załóżmy, że v : K  — > r  U {to} jest 
waluacją zgodną z T -półporządkiem P  i [r : v ( T )] =  2. Wtedy istnieje 
podgrupa wypukła A '  zawarta w r  taka, że dla r  =  r / A '  odwzorowanie 
v'  : K  — > r  U {to} zdefiniowane wzorem v'(a)  =  v (a) +  A ' jest waluacją 
mocno zgodną z półporządkiem P  oraz zachodzi równość [r : v ' ( T )] =  2.
D o w ó d .  Przyjmujemy, że A  =  v ( T ) i zbiór A ' jest zdefiniowany wzorem 
(7.5). Łatwo sprawdzić, że przekształcenie v'  otrzym ane jako złożenie wa­
luacji v i kanonicznego epimorfizmu r  — > r / A '  =  r  jest waluacją zgodną 
z półporządkiem  P . K orzystając z lem atu 7.6.6, wystarczy pokazać, że pod­
grupa v ' ( T ) jest gęsta w r .  Załóżmy, że 71,72  € r  i 7 1+ A ' <  72+ A ' w grupie 
ilorazowej r / A '.  Stąd 7 1 <  72. Jeśli jeden z elementów 7 i należy do v ( T ), to 
dowód jest zakończony. W  przeciwnym wypadku 7 1 ,7 2 € v ( T ). Podgrupa 
v ( T ) wyznacza dwie warstwy w grupie r ,  a więc 0 < 5  =  72 — 7 1 € v ( T ). 
Jednakże A ' <  (72 +  A ') — 7  +  A ') =  5 +  A ', a więc 5 €  A ' . Zatem istnieje 
element 7  €  r  \  v ( T ) taki, że 0 < 7  < 5. Stąd 72 =  7 1 +  5 > 7 1 +  7  > 7 1. 
Element pośredni 7 1 +  7  między 7 1 i 72 należy do v ( T ), gdyż 7 1 , 7  € v ( T ).
□
1. Niech K  będzie ciałem formalnie rzeczywistym, którego wszystkie po­
rządki są archimedesowe nad Q.  Pokazać, że A : X ( K ) — > M k  jest 
homeomorfizmem.
Wsk. Zob. wnioski 7.4.4.
2. Wykazać, że dla K  =  Q ({ ,Jp : p —liczba pierwsza}) przestrzeń punktów 
rzeczywistych M k  jest homeomorficzna ze zbiorem Cantora.
Wsk. Zob. przykłady 5.4.7 oraz skorzystaj z poprzedniego zadania.
3. Niech A będzie punktem  rzeczywistym ciała K.  Pokazać, że jeśli V\ jest 
waluacją dyskretną rangi 1, to  \Ord(A)\ =  2.
4. Pokazać, że jeżeli A  jest formalnie rzeczywistym pierścieniem waluacyj- 
nym ciała K,  to  v a ( ^  K * 2) =  2 rA .
5. Niech f  € K [ X ] będzie unormowanym wielomianem nierozkładalnym. 
Pokazać, że jeżeli waluacja v f  jest zgodna z porządkiem ciała K (X ), 
to  jest to albo porządek Pf+,Q, albo porządek Pf-,Q  (zob. przykład 
7.1.4.(4)).
6. Pokazać, że waluacja vo  (zob. przykład 6.3.8) jest zgodna z porządkami 
Poo, oraz P - o  (definicja w przykładzie 1.1.14) i tylko z nimi.
7. Niech v będzie waluacją ciała K  oraz niech w  będzie przedłużeniem 
tej waluacji na ciało K ((X )) skonstruowanym w przykładzie 6.3.11. 
Pokazać, że jeżeli v jest zgodna z porządkiem P  € X ( K ), to  w jest 
zgodna z porządkami P+,P-  € X ( K ((X ))) (definicje tych porządków 
w podrozdziale 1.2) oraz P+ =  P -  =  P.
8. Niech vn będzie waluacją ciała K n =  K ( ( X 1)) . . . ((Xn )) z przykła­
du 6.3.11. Dla danego P  € X (K ) wyznaczyć wszystkie te  porządki 
Q € X (K n ), z którym i vn jest zgodna i Q =  P.
9. Niech Av będzie punktem  rzeczywistym ciała uporządkowanego K  sto­
warzyszonym z waluacją v : K  — > r v U { ^ } .  Udowodnić prawdziwość 
następujących zdań:
(a) Jeżeli w : K ((X )) — > Z x r v U {œ } jest waluacją ciała K ( (X )) 
zdefiniowaną w przykładzie 6.3.11, to  Xw jest punktem  rzeczywi­
stym  ciała K ( (X )).
(b) Jeżeli P  e  X ( K ) jest porządkiem zgodnym z punktem  rzeczywi­
stym  Xv , to oba przedłużenia P+ oraz P_ porządku P  na ciało 
K ( (X )) są zgodne z Xw.
(c) Odwzorowanie p  : M K — > M k ((x )), p (Xv) =  Xw dla Xv e  M K ,
jest homeomorfizmem.
10. Niech (L, Q ) będzie rozszerzeniem ciała uporządkowanego (K, P ) oraz 
niech T  =  { V  П K  : V  e  Tq}.  Udowodnić prawdziwość następujących 
zdań:
(a) Jeśli (L ,Q)  nie jest rozszerzeniem archimedesowym ciała ( K , P ), 
to  T  jest topologią dyskretną i TP C T .
(b) Jeśli K  jest gęste w (L, Q), to  TP =  T .
11. Niech K  będzie ciałem o charakterystyce О i niech A  C K  będzie pier­
ścieniem waluacyjnym w tym  ciele. Pokazać, że następujące warunki są 
równoważne:
(a) Pierścień waluacyjny A  ma dokładnie jedno rozszerzenie w każdym 
rozszerzeniu algebraicznym ciała K .
(b) Pierścień waluacyjny A  ma dokładnie jedno rozszerzenie w każdym 
skończonym rozszerzeniu ciała K .
(c) Pierścień waluacyjny A  ma dokładnie jedno rozszerzenie w każdym 
skończonym rozszerzeniu Galois ciała K .
(d) Pierścień waluacyjny A  ma dokładnie jedno rozszerzenie w alge­
braicznym domknięciu ciała K .
12. Pokazać, że każdy półporządek ciała liczb algebraicznych jest archime­
desowy nad Q.
13. Udowodnić twierdzenie 7.2.8.
14. Podać dowód stwierdzenia 7.5.1.
15. Niech T  będzie praporządkiem  ciała K.  Pokazać, że jeśli pierścień wa- 
luacyjny A  ciała K  jest całkowicie zgodny z praporządkiem  T,  to  A  jest 
mocno zgodny z każdym T -półporządkiem  tego ciała.
16. W yznaczyć A  =  conv(K,S) (M ) w ciele K  z przykładu 7.6.5.
17. Zbadać, czy waluacja vœ ciała K  =  F (X ) zdefiniowana w przykładzie
6.3.8 jest mocno zgodna z półporządkiem  S  z przykładu 7.6.5.

R O Z D Z IA Ł  8
W okół 17. prob lem u H ilb erta
Spośród słynnych problemów przedstawionych przez D. H ilberta na Mię­
dzynarodowym Kongresie M atematyków w Paryżu w 1900 roku siedemna­
sty miał następującą postać.
17. problem Hilberta. Niech f  €  R[ X1, . . . ,  X n] będzie wielomianem nie- 
ujemnie określonym, tzn. f  (a1, . . . ,  an) >  0 dla a1, . . .  ,an €  R. Czy f  jest 
sumą kwadratów elementów ciała R ( X 1, . . . ,  X n)?
Pozytywnej odpowiedzi na to  pytanie udzielił E. A rtin  w 1927 roku. W arto 
wspomnieć, że praca nad tym  problemem zaowocowała powstaniem teo­
rii ciał uporządkowanych. W  tym  rozdziale przedstawimy rozwiązanie 17. 
problemu H ilberta (twierdzenie 8.2.1), choć nie będzie to  oryginalne roz­
wiązanie A rtina. W ykorzystam y twierdzenie podane przez S. Langa na po­
czątku lat pięćdziesiątych minionego wieku (twierdzenie 8.1.4), które czyni 
rozwiązanie bardziej przejrzystym . Udowodnimy je w pierwszym podroz­
dziale. Ponieważ twierdzenie Langa oparte jest na ideach przedstawionych 
przez A rtina, nazwaliśmy je twierdzeniem A rtina-Langa. Z twierdzeniem 
tym  mocno związana jest tzw. zasada transferu Tarskiego, k tóra jest waż­
nym narzędziem w rzeczywistej geometrii algebraicznej. Słabszą wersję tej 
zasady wyprowadzimy jako bezpośredni wniosek z tego twierdzenia.
Już A rtin w odpowiedzi na pytanie postawione przez H ilberta zastąpił 
ciało R dowolnym podciałem  ciała R m ającym  dokładnie jeden porządek. 
Do dziś powstało wiele uogólnień 17. problemu H ilberta i część z nich znala­
zła rozwiązanie. W  naszym rozwiązaniu ciało R zastąpim y dowolnym ciałem 
rzeczywiście domkniętym. Inną wersję rozważanego problemu rezygnującą 
z rzeczywistej domkniętości ciała współczynników Czytelnik znajdzie w za­
daniach. Odpowiedź na pytanie H ilberta prowokuje do zadania następują­
cych dwóch pytań:
(a) Co można powiedzieć o wielomianach nieujemnie określonych na pew­
nych podzbiorach przestrzeni Rn?
(b) Kiedy zam iast sumy kwadratów funkcji wymiernych można wziąć 
sumę kwadratów wielomianów?
Odpowiedź na te pytania Czytelnik znajdzie w kolejnych częściach tego 
rozdziału.
W  tym  rozdziale wielokrotnie występować będzie n -krotny iloczyn kar- 
tezjański ciała K. Standardowym  oznaczeniem jest K n . Jednak dla n  =  2 
nastąpi kolizja, gdyż dotychczas K 2  oznaczało zbiór kwadratów ciała K . 
Przyjm ijm y zatem, że K n oznaczać będzie n-krotny iloczyn kartezjański, 
gdzie n  jest dowolnym znakiem różnym od 2 , natom iast 2-krotny iloczyn 
kartezjański zapisywać będziemy w postaci K  x K. Zbiór kwadratów ciała 
K  w dalszym ciągu zapisywać będziemy jako K 2 .
8.1. P u n k ty  ciał funkcyjnych
Skończenie generowane przestępne rozszerzenie L ciała K  nazywać będzie­
my ciałem funkcyjnym  nad ciałem K. Jeśli L  =  K (a 1 , . . . , a m) , to  sto­
pień przestępny tr.degK (L) ciała L  nad ciałem K  jest skończony. Jeśli 
tr.degK (L) =  s , to L  jest skończonym rozszerzeniem ciała K ( y 1 , . . .  ,7 s), 
gdzie (7 1 , . . .  ,7 s) jest bazą przestępną L  nad K. Liczbę s nazywać będzie­
my wtedy stopniem ciała funkcyjnego L  nad ciałem K.
Załóżmy, że A : L  — > M  U { ^ }  jest punktem  oraz K  jest podciałem  za­
równo ciała L, jak  i ciała M . P unk t A będziemy nazywać K -punktem , jeśli 
A\k  =  idK .
Lemat 8.1.1. Niech L będzie ciałem funkcyjnym nad ciałem K. Jeśli A  
jest właściwym pierścieniem waluacyjnym ciała L zawierającym ciało K , 
to tr.degK (k(A)) <  tr.degK (L) — 1.
D o w ó d .  Niech 7 1 , . . .  ,7 s € A  będą takie, że k (y 1 ) , . . . ,  k (y s) tworzą układ 
algebraicznie niezależny nad k (K ). Ponieważ K  C A, więc k \ k  jest mono- 
morfizmem indukującym  monomorfizm
k  : K [X u . . , X s] —^  k (K ) [X i , . . . ,X s], 
k(£  an ...isX 11 ...Xss) =  £  K(at l ..AsX . . X ] s.
Układ 7 1 , . . .  ,7 s jest układem  algebraicznie niezależnym nad K, bo gdyby 
f  (y 1 , .. . ,7s) =  0 dla pewnego niezerowego f  € K [X 1 , . . . ,X s], to wtedy mie­
libyśmy K(f  ) ( k ( y 1 ), ..., k( 7 s)) =  0, co byłoby sprzeczne z wyborem układu 
7 1 , . . . ,7s . Stąd tr.degK (k(A)) <  tr.degK (L). Ponieważ każdy element pier­
ścienia K [y1 , . . . , 7s] jest postaci f  (y 1 , .. . ,7s) dla pewnego f  € K [X 1 , . . . ,X s], 
więc z podobnych powodów jak  wyżej K [y1 , . . . ,  7s] O M a  =  0. Oznacza to,
że K ( y i , . . . , Ys) C A. Przypuśćmy, że t r .deg^(k(A)) =  t r .deg^ (L) =  s. 
W tedy (y i , . . . ,  Ys) jest bazą przestępną nad K  i L  jest rozszerzeniem alge­
braicznym ciała K ( y i , . . .  ,Ys). W ybierzmy 3  € L \  A. W tedy 3 - 1 € M a . 
Niech f  =  X n +  an- X n- 1 +  . . .  +  a i X  +  ao € K  (y i , .. . ,Y s)[X] bę­
dzie wielomianem minimalnym elementu 3  nad ciałem K  (y i ,. .. ,Ys). Stąd 
3  =  —an- 1 — . . .  — a \ 3 - n + 2  — a 0 3 - n + 1 € A, co jest sprzeczne z wyborem 
elementu 3. Zatem t r .deg^(k(A)) < t r .deg^ (L) . □
Twierdzenie 8.1.2. Niech L będzie formalnie rzeczywistym ciałem funkcyj­
nym nad ciałem rzeczywiście domkniętym R. Wtedy dla każdego 
S € L, ó =  0 , istnieje R-punkt X : L  — > R  U {to} taki, że X(5) =  ^ , 0 .
D o w ó d .  Niech t r .deg^ (L) =  s. Zastosujemy indukcję względem s. Niech 
s =  1. Element S albo jest algebraiczny nad R  (wtedy S € R), albo jest prze­
stępny nad R. Załóżmy, że m a miejsce ta  druga sytuacja. W tedy ciało M  =  
R(ó) jest izomorficzne z ciałem funkcji wymiernych R ( X ) o współczynnikach 
z R. Zatem przy utożsam ieniu X  z S możemy przyjąć, że L  jest skończonym 
rozszerzeniem ciała M  =  R ( X ) . Rozważmy formę śladu TT(y) =  trL/M (y 2) 
dla y  € L. Niech {g\ , . . .  ,gn) dla pewnego n  € N i g\ , ...,gn € R ( X ) będzie 
diagonalizacją formy T r . Bez zmniejszania ogólności możemy założyć, że 
g i , . . . , g n € R[X  ]. Niech d \ < . . .  < dk będą wszystkimi pierwiastkami wie­
lomianów g \ , . . .  ,gn w ciele R. Dodatkowo oznaczmy d0  =  —to, dk+\  =  to. 
Niech Q będzie dowolnym porządkiem ciała L  oraz niech P  =  Q n  M. 
Przypuśćmy, że dj 0 - \ < X  < dj 0 (względem porządku P ). W tedy £i =  
sgnP(gi) =  sgnp*2(gi (c)) dla dowolnego c € (dj 0 - i ,d j 0 ), bo na tym  odcin­
ku wielomiany gi są stałego znaku. Zatem liczba przedłużeń porządku P
n n
na ciało L  jest równa sgnPTr =  sgnP(gi) =  ei i jest większa lub
i=l  i=l
równa 1, bo Q jest przedłużeniem P  (zob. twierdzenie 3.3.5). W ybierzmy 
c € (dj 0 - 1 ,dj 0 ), c =  0 . P unkt Xc : M  — > R U {to} jest R-punktem  zgodnym 
z porządkiem  Pc+ =  {(X  — c)lh : h € M, h(c) > 0} ciała M  (zob. przykład 
7.1.4). Ponieważ
n n
sgnPc+ Tr =  J 2  sgnPc+ (gi) = J 2  £i > 1,
c i= 1  c i= 1
więc porządek Pc+ ma przedłużenie do pewnego porządku Q' ciała L. 
Z twierdzenia 7.1.19 punkt Xc można przedłużyć do punktu  X ciała L  zgod­
nego z Q'. Ponadto X(ó) =  X(X ) =  Xc(X ) =  c =  to, 0 . Jeśli S € R, ó  =  0 , to 
Xc spełnia warunki tezy dla dowolnego c R.
Załóżmy teraz, że s > 1 oraz twierdzenie jest prawdziwe dla ciał funk­
cyjnych stopnia <  s. Niech X 1, . . . ,  X s będzie bazą przestępną L  nad R. 
W  rzeczywistym domknięciu R'  ciała L  (względem dowolnego porządku 
ciała L) rozważmy algebraiczne domknięcie N  ciała R (X \ , . . . ,  X s_ i). Ciało 
N  jest również rzeczywiście dom knięte (zob. twierdzenie 3.1.6), natom iast 
ciało F  =  L  ■ N , kompozyt ciała L  oraz N , jest ciałem funkcyjnym nad N  
stopnia 1. Zależność między zdefiniowanymi tu  ciałami pokazuje następują­
cy diagram.
R  C R (X i , . . . , X s _ i ) C R (X i , . . . ,X s ) Q L
n m
N  C F  =  N  ■ L
I n 
R '
Istnieje zatem  N -punkt i  : F  — > N  U {to} taki, że i (S )  =  0, to . Niech 
i 1 =  i \ l  oraz niech A  =  A ^ 1 . Ponieważ ciało k(A)  można utożsamić z pod- 
ciałem ciała N , więc jest formalnie rzeczywiste. Na podstawie lem atu 8.1.1 
ciało k(A)  jest ciałem funkcyjnym nad R  stopnia <  s. Założenie indukcyj­
ne gwarantuje więc istnienie R -punktu p : k(A)  — > R  U {to} takiego, że 
p ( i 1 (S)) =  0, to . P unkt A =  p o i 1 jest szukanym punktem . □
Powyższe twierdzenie można sformułować w znacznie silniejszej formie. 
W  jego dowodzie wykorzystamy następujący prosty lemat.
L e m a t 8 .1 .3 . Jeśli A : L  — > K  U {o o } jest  punktem ciał formalnie rzeczy­
wistych, y 1 , . . .  ,Yn € L  oraz A  ^ =  to , to A(j f ) =  to  dla i = 1, . . .  ,n.
D o w ó d .  Na podstawie stwierdzenia 7.1.18 pierścień waluacyjny A \  jest 
pierścieniem wypukłym  względem pewnego porządku Q ciała L. Ponieważ 
0 Yi <Q i i  +  . . .  +  i n  € Aa, więc y 2  €  Aa . Zatem A ( y ) =  to . □
T w ie rd z e n ie  8 .1 .4  (A rtina-L anga). Niech L  będzie formalnie rzeczywi­
s tym ciałem funkcyjnym nad ciałem rzeczywiście domkniętym R. Jeśli
S1 , .. . ,Sn € L, to istnieje taki R-punkt  A, że A(ói) =  to  dla i =  1, . . . , n .  
Ponadto, jeśli P  jest  dowolnym porządkiem ciała L  oraz ^  < P . . .  <P Sn , 
to A można tak wybrać, by A (^) <  . . .  <  A(ón ) .
D o w ó d .  Załóżmy, że S1 < P . . .  < P Sn . Niech Yj =  \JSj+1 — Sj , j  =  
1 , . . .  , n  — 1. Na podstawie wniosku 1.6.7 ciało L (y1, . . . ,  Yn- 1) jest formal­
nie rzeczywistym ciałem funkcyjnym nad ciałem R. Zastosujmy twierdzenie 
8.1.2 dla tego właśnie ciała oraz elementu
S =  ¿2 +  . . .  +  5“n +  77 c xo +  ... +
1 .. n (Sj — S 1 ) ^  ^  (Sn — Sn-1)2 .
Otrzym ujem y R -punkt A; : L (y1, . . . ,  Yn- 1) — > R U {to} taki, że A;(S) =  to . 
Na podstawie lem atu 8.1.3, A/(Si) =  to  dla i =  1, ...,n, A' ( s ,+^- S ,) =  to  dla 
j  =  1, ...,n — 1. W tedy również A;(Sj+1 — Sj ) =  0 oraz A;(Si+ 1) — A/(Si) =  
A' (Yi)2  > 0. W ystarczy teraz wybrać A =  A; lL . □
Z twierdzenia A rtina-L anga wynika natychm iast następujący wniosek.
W niosek 8.1.5. Niech L  będzie formalnie rzeczywistym ciałem funkcyj­
nym nad ciałem rzeczywiście domkniętym R  oraz niech P  będzie porządkiem 
ciała L. Jeśli p  =  (S1, . . . ,  Sm) jes t  nieosobliwą formą kwadratową nad cia­
łem L  oraz Sm+1, ...,Sn € L*, Sm + 1  <P . . .  < P Sn , to istnieje
R-punkt  A : L  — > R  U {to} taki, że A(Si) =  0, to  dla i =  1, ...,n, oraz 
A(Sm+1) < . . . < A ( S n )  i sgnp (p) =  sgn((A(S1),..., A(Sm))).
D o w ó d .  Ciąg (S1, ...,Sm) nie musi być różnowartościowy. Niech (y1 , ...,Ys) 
oznacza ciąg wszystkich param i różnych elementów poprzedniego ciągu. For­
mę p  zapiszmy w postaci p  =  k 1 x  (y 1 ) + . . .  +  k s x  (ys). Kolejność elementów 
Y1 , ...,Ys w formie p  nie gra roli, możemy więc założyć, że
Y1 <P ... <P Yr <P 0 < p  Yr+1 <P ... <P Ys.
W tedy na podstawie twierdzenia 8.1.4 istnieje R -punkt A : L  — > R  U {to} 
taki, że A(yO = 0 ,  to  dla i = 1 , . . .  ,s,  A(Sm+ 1) <  . . .  <  A(Sn ) oraz
A(Y1) < p  ... < p  A(Yr) < p  A(0) =  0 < p  A(Yr+1) < p  ... < p  A(Ys),
a to  oznacza, że sgnP (p) =  sgn((A(S1) , ..., A(Sm))). □
Kolejnym wnioskiem z twierdzenia A rtina-L anga jest słaba wersja zna­
nej z teorii modeli zasady transferu Tarskiego. Można pokazać, że jest ona 
równoważna z twierdzeniem A rtina-Langa.
W niosek 8.1.6 (słaba zasada transferu Tarskiego). Niech K  będzie upo­
rządkowanym ciałem funkcyjnym nad ciałem rzeczywiście domkniętym R.
Niech (yi , ...,yn) £ K n będzie rozwiązaniem układu
i — 1 k
(8.1)f i (X l , ..., X n ) =  0, f i  £ R [ X l , ..., Xn], i = 1 , .., k\  9j (X 1 , ..., X n) > 0, gj £ R [X l , ..., X n], j  = 1 , ...J
Wtedy istnieje (x1, . .. ,xn) £ Rn , które jest również rozwiązaniem tego ukła­
du.
D o w ó d .  Ciało L  =  K (p '9i(Vi, ...,Vn) , . . , k 9 i(Vi, ...,Vn)) jest także ciałem 
funkcyjnym nad R. Jest ono również formalnie rzeczywiste, bo pod pier­
wiastkami znajdują się elementy nieujemne ciała K. Z twierdzenia A rtin a - 
Langa wynika istnienie R -punktu A : L — > R  takiego, że A(yr ) =  to  dla r =  
1, ...,n. W tedy
gj  (A(y i ) , ..., A(yn )) =  A(gj  (y i , ..., yn)) =  A ^ ^ Jgj  (y i , . . , y n)^ > 0
oraz
f i (A(yi),...,A(yn)) =  A(fi (y i, . . . ,yn )) =  0, 
co oznacza, że (A(yi ) , ..., A(yn)) £ Rn jest rozwiązaniem układu (8.1). □
Twierdzenie 8.1.7. Niech R  będzie ciałem rzeczywiście domkniętym, L  =  
R ( X i , . . . ,X n) =  R ( X ), f i , . . . , f 2r £ R [X i , . . . ,X n] \{ 0 }  oraz p  =  (f i , . . . , f '2r ) 
formą kwadratową nad L. Każdemu x  =  (x i , . .. ,xn ) £ R n przyporządkujmy 
formę p x =  (f i ( x ) , ..., f 2r (x)) nad R. Jeśli sg n (^x) =  0 dla wszystkich takich 
x  £ Rn , dla których f i (x) •... • f 2r (x) =  0, to istnieje m  £ N takie, że m  x p  
jest formą hiperboliczną.
D o w ó d .  Przypuśćmy, że m  x p  nie jest hiperboliczna dla żadnego m £ N. 
W tedy z zasady lokalno-globalnej (zob. twierdzenie 2.5.5) istnieje porzą­
dek P  ciała L  taki, że sgnP (p) =  0. Z wniosku 8.1.5 istnieje R -punkt 
A : L  — > R  U {to} taki, że A(Xi) =  0, to  dla i =  1, ...,n, A(fj ) =  0, to  
dla j  =  1 ,. . . ,2r, oraz sgn(px(x)) =  sgnp(p) =  0, gdzie A(X) =  
(A (X i),...,A (X n)) i px (x ) =  (fi(A (X i),...,A (X n )),...,f2 r (A (X i),..., A(Xn))). 
O trzym aliśmy sprzeczność. □
8.2. 17. problem  H ilb erta
K orzystając z wyników przedstawionych w poprzednim podrozdziale, mo­
żemy teraz podać rozwiązanie 17. problemu Hilberta.
Twierdzenie 8.2.1 (A rtina). Niech R  będzie ciałem rzeczywiście domknię­
tym oraz niech f  € R [ X 1, . . .  , X n]. Jeśli f  (a1, . . .  ,an ) >  0 dla wszyst­
kich a 1 , . . . ,an € R, to istnieją takie h 1 , . . . , h m € R ( X 1, . . .  , X n), że
f  = h 2 + . . . + hm.
D o w ó d. Załóżmy, że wielomian f  spełnia założenia i nie jest sumą kwadra­
tów funkcji wymiernych. W tedy, na podstawie twierdzenia 1.3.12, istnieje 
porządek P  ciała R ( X 1, . . . ,  X n) taki, że f  <p  0. Ponieważ R ( X 1, . . . ,  X n ) 
jest ciałem formalnie rzeczywistym, więc na podstawie twierdzenia 8.1.4 
istnieje R-punkt A : R (X 1 , . . . , X n) — > R  U { c }  taki, że A ( f ) <  0 
oraz A(Xi) =  c  dla i = 1 , . . . , n .  W  rezultacie otrzymujemy sprzeczność 
f ( A ( X 1 ) , . . . , A ( X n ) )  = A ( f ) <  0. □
W  dowodzie twierdzenia A rtina można zam iast twierdzenia A rtina-L anga 
zastosować słabą zasadę transferu Tarskiego (zob. zadanie 1).
Teza twierdzenia A rtina rodzi następujące naturalne pytanie: Czy ist­
nieje ograniczenie na liczbę składników w przedstawieniu wielomianu nie- 
ujemnie określonego f  za pomocą sumy kwadratów funkcji wymiernych?
A. Pfister pokazał, że liczba ta  nie przekracza 2n . W  języku form kwadra­
towych nierówność ta  jest równoważna inkluzji
£ K * 2  c  D k (2n x (1 )) dla K  =  R (X 1 ,...,X n ).
Po raz kolejny pojawia się forma Pfistera, tym  razem nad ciałem funkcji wy­
miernych n  zmiennych i o współczynnikach z ciała rzeczywiście dom knięte­
go. Do dowodu nierówności Pfistera potrzebna nam będzie szczególna w ła­
sność form Pfistera (nie tylko formy 2n x (1)) nad tym  ciałem. W  dowodzie 
tej własności wykorzystamy następującą wersję twierdzenia Tsena-Langa.
Twierdzenie 8.2.2 (T sena-L anga). Niech L  będzie ciałem algebraicznie 
domkniętym, M  =  L (X 1, . . . ,Xn ) oraz niech p  € M  [Y1 , ...,Ym] będzie formą  
stopnia d. Jeżeli m  > dn , to istnieje y  =  (y 1 , . . . ,ym) € M m \  {(0,..., 0)} 
takie, że p(y) =  0.
Dowód twierdzenia pomijamy, gdyż wymaga on dosyć zaawansowanych 
narzędzi z zakresu algebry przemiennej, trudnych do zaprezentowania w tym  
podręczniku. Pełną wersję oraz dowód tego twierdzenia Czytelnik znajdzie 
w podręczniku [8, Chap. 11].
W  sformułowaniu twierdzenia 8.2.2 występuje pojęcie formy stopnia d. 
W  związku z tym, że w tej chwili użyjemy twierdzenia jedynie dla form kwa­
dratowych, podanie definicji formy dowolnego stopnia odłożymy do podroz­
działu 8.4, gdzie będzie ona istotnie wykorzystywana.
W niosek 8.2.3. Jeżeli L  jest  ciałem algebraicznie domkniętym, n  >  1 oraz 
M  =  L ( X 1, . . . ,X n), to każda n-krotna forma Pfistera nad ciałem M  jest  
uniwersalna.
D o w ó d .  Niech p  będzie n-kro tną formą Pfistera nad ciałem M  oraz niech 
a € M *. Na podstawie twierdzenia T sena-Langa forma ý  =  p  b  {—a) jest 
izotropowa oraz a € D M (p),  gdyż d im ý  =  2n +  1 >  2n (zob. stwierdzenie 
2.2.3). □
Twierdzenie 8.2.4. Jeśli R  jes t  ciałem rzeczywiście domkniętym oraz 
K  =  R ( X 1, . . . ,Xn ), to dla każdejn-krotnej  formy Pfistera p  =  {{a1, . . . ,  an )) 
nad K  mamy K * 2  C D K p.
D o w ó d .  Jeżeli p  =  {{a1, . . .  ,an )) jest izotropowa nad K,  to  przedstawia 
wszystkie elementy ciała K  (zob. stwierdzenie 2.2.3), co od razu gwarantuje 
prawdziwość tezy. Możemy zatem  założyć, że p  jest nieizotropowa. Niech 
b =  b\ +  ... +  b2m € E K * 2  dla pewnego m  € N. W  celu pokazania, że 
b € D K p  zastosujemy indukcję względem m.  Dla m  =  1 teza jest oczywista. 
Załóżmy teraz, że m  =  2, b =  b2  +  b2, b1 b2  =  0. Ciało K  jest formalnie 
rzeczywiste, zatem  i =  \J—1 €  K .  D la a  =  b1 +  ib2  ciało M  =  K (a) 
jest rozszerzeniem kwadratowym ciała K  i M  =  R ( i ) ( X 1, ..., X n). Ciało 
L  =  R(i) jest algebraicznie dom knięte (zob. twierdzenie 3.1.4), a więc na 
podstawie wniosku 8.2.3 forma p  jest uniwersalna nad M.  Zatem w 2n- 
-wymiarowej przestrzeni współrzędnych K 2  nad ciałem K  istnieją wektory 
u, v takie, że
p m  (u +  av) =  a,
tzn.
p(u)  +  2 a f v (u, v) +  a 2p(v) =  a,  (8.2)
gdzie jest funkcjonałem dwuliniowym stowarzyszonym z formą p.  Ele­
ment a  jest elementem algebraicznym stopnia 2. nad ciałem K  i zachodzi 
równość
a 2  — 2b1a  +  b =  0. (8.3)
Po wyliczeniu a 2  z (8.3) i podstaw ieniu do (8.2) otrzymujemy 
p(u) — p(v)b  =  (1 — 2 f v (u,v)  — 2 b1 p(v))a.
Ponieważ a  € L  \  R,  więc
p (u ) =  bp(v), 2 f v (u,v)  — 1 =  —2 b1 p(v).
Gdyby p(v) =  0, to  z nieizotropowości formy p  wynikałoby, że v =  (0 ,..., 0) 
i a  =  p (u ) € K, co nie jest prawdą. Zatem p(v) =  0, b =  i na podstawie 
wniosku 2.3.4 mamy b € D k p, co kończy rozważania dla m  =  2. Załóżmy 
zatem , że m > 2 oraz twierdzenie jest prawdziwe dla sumy co najwyżej 
m  — 1 kwadratów. Bez zmniejszania ogólności rozważań wystarczy wykazać 
prawdziwość tezy dla b =  1+c, gdzie c =  b2 + ...+ 00 . Na podstawie założenia 
indukcyjnego forma p  =  (1) ±  p ' przedstaw ia c, a więc c =  c0 +  c1, gdzie 
co € K, c1 € D k p ' . Rozważmy 2n+1-krotną formę Pfistera
0  =  p ® (1, —b) =  (1) ±  p ' ±  ( - b)p  =  (1) ±  0 ' .
Zauważmy, że forma 0 ' =  p ' L  ( - b)p  przedstawia c1 — b =  —1 — c0 i na 
podstawie twierdzenia 2.3.6 istnieją d1, ...,dn € K * takie, że
0  =  ((—1 — c0,d1, ...,dn)) .
Zatem 0  = x  L  (—1 — c0)x, gdzie x  =  ((d1, . . .  ,dn)) . Na mocy założenia 
indukcyjnego 1 +  c0 € DK x, a to  oznacza, że (1 +  c0)x =  X. Stąd 0  = 
(1 +  c2)x  L  (—1 — c0)x jest formą izotropową, a więc hiperboliczną (zob. 
wniosek 2.3.4.(2)) i na podstawie stwierdzenia 2.2.8 mamy p  =  bp oraz 
b € D K p. □
Twierdzenie 8.2.5. Niech R  będzie ciałem rzeczywiście domkniętym oraz 
niech f  €  R [X 1, ..., X n]. Jeśli f  (a 1 , ..., an) >  0 dla wszystkich a 1 ,..., an € R, 
to istnieją h 1 , . . . ,  hm € R (X 1 , . . . ,  X n) , m  <  2n takie, że f  =  h 2 + . . .  +  hm .
D o w ó d .  Z twierdzenia A rtina 8.2.1 wynika, że wielomian f  jest sumą 
kwadratów funkcji wymiernych. W ystarczy zatem  zastosować twierdzenie
8.2.4 dla formy Pfistera 2n x (1) nad ciałem R (X 1, . . . ,X n) . □
Nasuwa się naturalne pytanie, czy oszacowanie liczby składników w po­
wyższym twierdzeniu przez 2n jest najoszczędniejsze. Dla dowolnego ciała 
K , niekoniecznie formalnie rzeczywistego, definiuje się tzw. liczbę Pitagorasa 
p (K ) jako najm niejszą liczbę natu ralną n  taką, że każda suma kwadratów 
elementów ciała K  jest sumą co najwyżej n  kwadratów, jeśli taka liczba 
istnieje lub c  w przeciwnym przypadku. Z twierdzenia 8.2.5 wynika, że 
p (R (X 1 , . . .  , X n )) <  2n . Istnieje hipoteza, że p (R (X 1 , . . .  , X n)) =  2n . Łatwo 
pokazać, że p (R (X )) =  2. W  1971 roku Cassels, Ellison i Pfister pokazali, 
że p (R (X 1, X 2)) =  4. Dowód tego faktu jest jednak bardzo skomplikowany. 
Dotychczas nie uczyniono żadnych postępów, by móc sprawdzić tę  hipotezę 
dla n > 2 . W iadomo jedynie, że p (R (X 1 , . . . ,  X n )) >  n  +  2 dla n  >  2.
Oryginalny 17. problem H ilberta dotyczył wielomianów globalnie nie- 
ujemnie określonych, tzn. nieujemnie określonych na całej przestrzeni R n . 
W  uogólnionej wersji, k tórą teraz przedstawimy, rozpatryw ane będą wie­
lomiany nieujemnie określone jedynie na pewnych podzbiorach przestrzeni 
R n . Niech S  =  {g 1 , ...,gs } C R [X 1 , ..., X n] \  {0}. O ciele R  w dalszym ciągu 
zakładać będziemy, że jest rzeczywiście domknięte. Niech
W s  =  {x  =  (x 1 , . .. ,xn) € Rn : g1 (x) >  0, ...,gs(x ) > 0}
oraz niech Ts  będzie podpółpierścieniem ciała R (X 1 , ..., X n) generowanym 
przez podzbiór S  U R (X 1 , . . . ,X n)*2  U {0}, tzn. elementami TS są skończone 
sumy funkcji wymiernych postaci
gl 1 ■ . . .  ■ gess h2, gdzie h € R (X 1 , . . . ,X n) , £1 , ...,£s =  0,1.
Zbiory postaci W s  odgrywają ważną rolę w rzeczywistej geometrii alge­
braicznej i nazywane są bazowymi zbiorami semialgebraicznymi. N atom iast 
zbiór T* =  TS \  {0} jest praporządkiem  ciała R (X 1 , . . . ,X n ) , o ile —1 €  TS 
(zob. stwierdzenie 1.6.2).
Twierdzenie 8.2.6. Jeśli f  € R [X 1 , . . . ,X n] jest wielomianem nieujemnie 
określonym na zbiorze Ws , tzn. f (x 1 , . . . ,xn ) >  0 dla (x 1 , . . . ,x n) € Ws , to 
f € Ts .
D o w ó d .  Możemy oczywiście założyć, że wielomian f  jest niezerowy. Jeżeli 
—1 € Ts , to  Ts  =  R (X 1 ,...,X n ), gdyż g =  ( ) 2 +  (—1) ( 1 - 1  ) 2 € Ts  dla 
każdego g € R (X 1 , ..., X n) i dalej nie ma czego dowodzić. Możemy zatem 
założyć, że —1 €  Ts  i T* jest praporządkiem . Rozważmy (s +  1)-krotną 
formę Pfistera
p  =  ((—f , g 1 , .. .,gs))
oraz przypuśćmy, że f  €  T* . W tedy twierdzenie 1.3.12 gwarantuje istnie­
nie porządku P  ciała R (X 1 , . . . ,X n) takiego, że {g 1 , . . . ,  ,gs} C T* C P  
oraz f  €  P. Zatem sgnp(p) =  2s+1. N atom iast na podstawie wniosku
8.1.5 istnieje R -punkt X : R (X 1 , ..., X n ) ^  R  U {to} taki, że X(Xi) =  t o , 
X(f ) =  0, X(gj ) =  gj  (X(X 1 ) , . . . ,  X(X n)) > 0 dla i =  1, . . ,n , j  =  1, ...s, oraz 
sgnp (<p ) =  sgn((( X( f ), X(g1) , ..., X(gs)))) . W tedy
(X(X1) , . . . ,  X(Xn)) € W s, X(f ) =  f  (X(X 1 ) , . . . ,  X(X n)) > 0
oraz
sgnp (tp) =  sgn((( X( f ), X(g1) , ..., X(gs)))) =  0.
Otrzym aliśmy sprzeczność. □
Uwagi 8.2.7. 1. Zauważmy, że jeśli w twierdzeniu 8.2.6 wybierzemy 
S  =  %, to otrzym am y twierdzenie 8.2.1.
2. W prost z określenia zbiorów W s  oraz T s  mamy
W s =  { x € R n : eTs f  (x) > 0}.
Prawdziwa jest inna wersja twierdzenia 8.2.6 dla funkcji wymiernych 
(zadanie 8), z której wynika następująca równość:
| g  € R ( X 1 , . . . ,Xn)  : (x € W s , g(x)  =  0) = ^  f ( x )g (x )  > 0 j  =  T s .
Stwierdzenie 8.2.8. W  przypadku powyższych oznaczeń W s  jest  zbiorem 
pustym wtedy i tylko wtedy, gdy —1  € T s  .
D o w ó d .  Implikacja = ^  jest oczywista.
Przypuśćm y teraz, że —1 €  Ts . W tedy TS jest praporządkiem  ciała 
R ( X 1, ..., X n ) i istnieje porządek P  tego ciała zawierający T S . W  szcze­
gólności gj > P 0 dla j  =  1 ,...,s . Z twierdzenia 8.1.4 istnieje R-punkt 
A : R ( X 1, ..., X n ) — ► R  U {to} taki, że A(Xi) =  TO,A(gj) >  0 dla i =
1, . . . , n , j  =  1 ,...,s . W tedy gj (A(X1) , ..., A(Xn)) =  A(gj) >  0, a to  oznacza, 
że(A (X 1),...,A (X n)) € W s i W s =  ®. □
Nasuwa się pytanie, czy funkcje wymierne h 1, . . .  , h m występujące w te ­
zie twierdzenia 8.2.1 można zastąpić wielomianami. Dla n  =  1 jest to moż­
liwe, niezależnie od stopnia wielomianu, lecz dla n  >  2, poza jednym  wy­
jątkiem , gdy n  =  2 i stopień wielomianu jest równy 4, nie jest to  możliwe 
(zob. twierdzenie 8.4.1). Pierwszy przykład wielomianu, który jest nieujem- 
nie określony na R x R, a nie jest sumą kwadratów wielomianów podał 
T.S. M otzkin w 1967 roku. Przykład M otzkina jest następujący:
f  (X,  Y ) =  1 +  X 4 V 2  +  X 2 V 4  — 3 X i Y i .
Łatwo pokazać, że wielomian f  jest nieujemnie określony, a nie jest su­
m ą kwadratów wielomianów. Odsyłamy Czytelnika do zadań, gdzie znaj­
dzie również inne przykłady podobnego typu. Podobnie można zapytać, czy 
funkcje wymierne występujące w definicji zbioru T s  można zastąpić wielo­
mianami. Problem  ten  będziemy dyskutować w następnym  podrozdziale.
8.3. T w ierdzen ie  o dod atn iości
Zakładam y w dalszym ciągu, że R  jest ciałem rzeczywiście domkniętym
i S  =  {g1, . . . ,gs} C R [ X 1, . . . ,X n] \  {0}. W  poprzednim  podrozdziale wśród
elementów generujących Ts  występują kw adraty funkcji wymiernych. Teraz 
zajmiemy się modyfikacją problemu z twierdzenia 8.2 .6, polegającą na zastą­
pieniu podpółpierścienia T s  podpółpierścieniem M S pierścienia R [ X 1, . . . ,Xn] 
generowanym przez S  U {g2 : g € R [X 1, ..., X n]}. Innymi słowy, elementami 
M S są skończone sumy wielomianów postaci
g ?  • . . .  • g f  g 2 , gdzie g € R [ X 1 , . . .,Xn], £ 1 , ...,£s =  0,1.
W ielomianowy odpowiednik twierdzenia 8.2.6 wymaga jednak znacznych 
przygotowań oraz przypom nienia pewnych faktów z teorii pierścieni. O wy­
stępujących tu  pierścieniach nie zakładamy, że są pierścieniami całkowitymi.
Lemat 8.3.1. Jeżeli S  jes t  podzbiorem multiplikatywnym pierścienia A  
(tzn. 1 € S , S  • S  C S ) oraz a jest  ideałem A  rozłącznym z S ,  to istnieje 
ideał pierwszy q pierścienia A  taki, że a C q oraz q n  S  =  0.
D o w ó d .  Niech R  będzie rodziną ideałów pierścienia A  zawierających a 
i rozłącznych ze zbiorem S . Rodzina R  jest niepusta, częściowo uporząd­
kowana przez relację zawierania i spełnia założenia lem atu Kuratow skiego- 
Zorna. Pokażemy, że element maksymalny q tej rodziny spełnia warunki 
tezy, tzn. jest ideałem pierwszym. Niech a,b € A  \  q. W tedy ideały q +  (a) 
oraz q +  (b) nie należą do R .  Istnieją zatem  s 1 € q +  (a) n  S , s2 € q +  (b) n  S . 
W tedy s 1 s2 € (q +  (a))(q +  (b)) C q +  (ab) oraz s 1s2 € S . Stąd q +  (ab) =  q, 
czyli ab €  q. □
Lemat 8.3.2. Jeżeli p jes t minimalnym ideałem pierwszym pierścienia A,  
to dla dowolnego x  €  p istnieje s € A  \  p oraz k  >  0 takie, że s x k =  0.
D o w ó d .  Niech x  € p oraz S  =  { s x k : k € N U {0}, s € A  \  p}. Zbiór S  
jest zbiorem m ultiplikatywnym zawierającym A  \  p oraz x.  Jeśli 0 €  S ,  to 
na podstawie poprzedniego lem atu istnieje ideał pierwszy p; rozłączny z S . 
W tedy p; C p oraz x  € p \  p; , co jest sprzeczne z minimalnością ideału p.
□
W niosek 8.3.3. Jeżeli a jes t  ideałem pierścienia A  i p jes t  ideałem pier­
ścienia A  minimalnym w rodzinie ideałów pierwszych zawierających a, to 
dla dowolnego x  €  p istnieje s € A  \  p oraz k  >  0 takie, że s x k € a.
D o w ó d .  Zastosować poprzedni lem at do pierścienia ilorazowego A/a .  □
W  dalszej części tego podrozdziału zakładamy, że rozważane pierścienie 
zawierają ciało Q. Podzbiór M  pierścienia A  nazywamy modułem kwadra­
towym, jeśli
(1) M  +  M  C M ,  (2) VaeA a2M  C M ,  (3) 1 € M.
Ponieważ każda dodatnia liczba wym ierna jest sumą czterech kwadratów 
liczb wymiernych, założenie o pierścieniu A  implikuje, że dla m odułu kwa­
dratowego M  pierścienia A  mamy Q M  C M.  Zauważmy, że zdefiniowany 
wcześniej zbiór M S jest m odułem  kwadratowym pierścienia R [ X 1, . . . ,X n], 
w dodatku zamkniętym  ze względu na mnożenie. Również częściowy półpo- 
rządek ciała K  zawierający 1 po dołożeniu 0 jest m odułem  kwadratowym 
w ciele K.  Jak  zobaczymy poniżej, po krótkich przygotowaniach, każdy mo­
duł kwadratowy M  pierścienia A  wyznacza częściowy półporządek ciała 
ułamków K  pierścienia A / p  dla pewnego ideału pierwszego p pierścienia A.
Lemat 8.3.4. Niech M  będzie modułem kwadratowym pierścienia A. Wtedy 
zbiór a =  M  n  —M  jest ideałem pierścienia A  oraz —1 € M  M  =  A.
D o w ó d .  Z definicji a oraz własności m odułu kwadratowego mamy 
a +  a C a, —a =  a, 0 € a, oraz a 2 a C a dla wszystkich a € A.
Stosując powyższe własności oraz równość a =  ( a+r1) +  (—1) ( o i1) , na­
tychm iast otrzymujemy, że aa C a dla wszystkich a A.
Ponadto  jeśli już wiemy, że a jest ideałem pierścienia A,  to
—1 € M  1 € a a =  A  M  =  A.
□
Lemat 8.3.5. Niech M  będzie modułem kwadratowym, a a -  ideałem pier­
ścienia A. Następujące warunki są równoważne:
(1) V (m 1 +  m 2  € a = ^  m 1 , m 2  € a),
mi ,m2 <EM
(2) (M  +  a) n —( M +  a) =  a.
D o w ó d .  (1) = ^  (2). Załóżmy, że spełniony jest warunek (1). Zawieranie 
(M  +  a) n  — (M  +  a) ^  a jest oczywiste. Aby udowodnić zawieranie C, 
załóżmy, że a =  m 1 +  b1 =  — ( m 2  +  b2) dla pewnych m 1 , m 2  € M  oraz
b1, b2  €  a. W tedy m 1 +  m 2 =  —bi — b2  € a. Z (1) mamy m i  , m 2  € a, a to 
oznacza, że a =  m 1 +  b1 € a +  a C a.
(2) = ^  (1). Niech m 1 , m 2  € M ,  m 1 +  m 2  €  a. W tedy m 1 € M  C M  +  a, 
—m i  =  m 2  +  (—( m1 +  m.2)) € M  +  a, a stąd m 1 € ( M  +  a) n  —(M  +  a) =  a. 
Podobnie postępujemy dla m 2. □
Ideał a spełniający każdy z warunków ostatniego lem atu nazywamy ide­
ałem M-wypukłym.
U w a g a  8 .3 .6 . Jeśli M  jest m odułem  kwadratowym pierścienia A, to  ide­
ał a =  M  n  —M  jest M -wypukły. Jest to najm niejszy M -wypukły ideał 
pierścienia A.  Uzasadnienie pozostawiamy Czytelnikowi (zob. zadanie 10).
W n io s e k  8 .3 .7 . Niech M  będzie modułem kwadratowym, a a -  M-wypukłym  
ideałem pierścienia całkowitego A.
(1) M  =  (M  +  a ) /a  jest  modułem kwadratowym pierścienia A / a  takim, 
że M  n  —M  =  {0}.
(2) Jeśli ponadto a jes t  ideałem pierwszym i K  jes t  ciałem ułamków pier­
ścienia A /a , to
(a) M  =  K *2M  jest  modułem kwadratowym ciała K,
(b) M * =  M  \  {0} jes t częściowym półporządkiem ciała K,
(c) M * jest praporządkiem ciała K ,  gdy M  ■ M  ę  M.
D o w ó d .  (1). Oczywiste jest, że M  jest modułem kwadratowym pierścienia 
A/a ,  natom iast równość M  n  —M  =  {0} wynika wprost z definicji ideału 
M -wypukłego.
(2a). W ystarczy pokazać, że M * +  M * C M * i z tego w łatw y spo­
sób wynikać będzie cała teza. Niech a i =  ( = )  • m i  € M *, gdzie ai =
ai +  a, bi =  bi +  a € A/a ,  bi €  a oraz m i  =  m i +  a € M  dla i =  1 , 2 . 
W tedy
a 1 +  a 2  =  (^af)  • m  +  ^ • m 2  =  (ajb2 m 1 +  a 2 b \m 2 ) € M .
(2b). Pozostaje do pokazania, że dla a 1 oraz a 2  wybranych powyżej ele­
ment a 1 +  a 2  jest różny od 0 w ciele K.  Przypuśćm y zatem , że a 1 +  a 2  =  0, 
tzn. a2 b2 m 1 +  a2 b2 m 2  €  a. W tedy M -wypukłość ideału a implikuje 
a‘1 b‘^ m 1 , a ‘^b2 m 2  € a, co jest sprzeczne z wyborem a i .
Stwierdzenie (2c) jest oczywiste. □
Lemat 8.3.8. Jeśli M  jest modułem kwadratowym pierścienia A  oraz a =  
M  n  —M, to każdy ideał p pierścienia A  minimalny w rodzinie ideałów 
pierwszych zawierających a jest M-wypukły.
D o w ó d .  Niech m 1 , m 2  € M  oraz m 1 +  m 2  € p. Z wniosku 8.3.3 mamy 
s (m 1+ m 2)k € a dla pewnych k € Nu{0}, s € A \p. W tedy s 2 (m 1 + m 2 )k € a. 
Zastępując ewentualnie k liczbą k +  1 możemy założyć, że k jest liczbą 
nieparzystą. Stosując wzór dwumianowy Newtona, mamy
s ‘2 (m 1 + m 2 )k = ^  s2 ( k j  m l m ^ 1 .
Zauważmy, że jeśli k jest liczbą nieparzystą, to  dokładnie jedna z liczb i ,k  — i 
jest parzysta. Stąd s ^ m \ m k~% € M  dla wszystkich i =  0, ...,k. Ponieważ 
a jest M -wypukły, więc s 2  (k)m \ m k~l € a, w szczególności s 2 m k € a. Skoro 
a C p i p jest ideałem pierwszym, to  m 1 € p. Podobnie postępujemy z m 2 .
□
Po tych przygotowaniach zajmiemy się analizą zbioru M s . Przypom nij­
my, że S  =  {g1 , ...,gs} C R [X 1 , ..., X n] \  {0}, a elementami M S są skończone 
sumy wielomianów postaci
gt 1 ■ . . .  ■ gSss g2, gdzie g € R [X 1 , . . . ,X n], £1 , ...,£s =  0,1.
Rozpoczniemy od udowodnienia odpowiednika stwierdzenia 8.2.8.
Stwierdzenie 8.3.9. Zbiór W S jest zbiorem pustym wtedy i tylko wtedy, 
gdy —1 € M s  .
D o w ó d .  Implikacja „ ^ = ” jest oczywista. Przypuśćm y teraz, że —1 € M S . 
W tedy na podstawie lem atu 8.3.4 zbiór a =  M S n —M S jest właściwym ide­
ałem pierścienia R[X 1 , ..., X n]. Niech p będzie minimalnym ideałem 
w rodzinie ideałów pierwszych zawierających a. Uzasadnienie, że taki ide­
ał istnieje pozostawiamy Czytelnikowi (zadanie 11). Na podstawie lem atu
8.3.8 ideał p jest M S-wypukły. Ponieważ M S ■ M S C M S , więc na podstawie 
wniosku 8.3.7 podzbiór M s  (zdefiniowany jak  w tym  wniosku) ciała ułam ­
ków K  pierścienia ilorazowego R [X 1 , ...,X n] /p jest praporządkiem  ciała K. 
Niech P  będzie porządkiem ciała K  zawierającym M s  . Ciało R  zanurza się 
w ciało K  poprzez złożenie odwzorowań naturalnych
R ^  R [X 1 , . . . ,X n] R [X 1 , . . . ,X n ] /p ^  K,
zatem  K  jest ciałem funkcyjnym nad ciałem rzeczywiście dom kniętym  R. 
Ponadto §j  =  gj +  p > P 0 , j  =  1 ,..,s . Na podstawie twierdzenia 8.1.4 
istnieje R -punkt A : K  — > R  U {to} taki, że A(Xi +  p) =  to, A(gj) >  0 
dla i =  1 , . . . , n , j  =  1 ,...,s . W tedy gj (A(X1) , ..., A(Xn)) =  A(g-) >  0, a to 
oznacza, że (A(X1) , ..., A(Xn)) € W S . □
Udowodnimy teraz twierdzenie, które jest odpowiednikiem twierdzenia
8.2.6, nazywanym w literaturze obcojęzycznej Positivstellensatz.
T w ie rd z e n ie  8 .3 .1 0  (o dodatniości). Niech S  =  {g1, . . . ,gs} będzie skoń­
czonym podzbiorem R [X 1, . . . ,X„\ \  {0} oraz niech W S i M S będą zbiorami 
zdefiniowanymi odpowiednio w podrozdziale 2  i na początku tego podrozdzia­
łu. Jeżeli f  €  R [X 1, ...,X n], to
(1) f  > 0 na zbiorze W S <=^ istnieją takie p ,q  € M S , że p f  =  1 +  q;
(2) f  >  0 na zbiorze W S <=^ istnieją takie m  €  NU{0} oraz p,q  € M S , 
że p f  =  f 2m +  q;
(3) f  =  0 na zbiorze W S istnieje takie m  €  N U{0}, że —f 2 m € M S .
D o w ó d .  Ponieważ w każdym ze stwierdzeń implikacja „ ^ =  ” jest oczywi­
sta, więc wystarczy uzasadnić implikacje „ = ^ ” .
(1). Niech S'  =  S  U { —f }. Jeżeli f  > 0 na zbiorze W S , to W S/ =  0, 
a więc na podstawie twierdzenia 8.3.9 mamy —1 € M s ' . Ponieważ M s ' =  
M S — f M S , więc —1 =  q — p f ,  tzn. p f  =  1 +  q dla pewnych p,q € M S .
(2). Załóżmy, że f  >  0 na zbiorze W s . Niech
S ' =  S  U { Y f  — 1, —Y f  +  1} C R[X1, . . . ,Xn, Y ].
Dla uproszczenia zapisu przyjmijmy x  =  (x 1, . . . ,x n), (x ,y )  =  (x1, . . . ,xn ,y),  
X  = ( X 1 , . . . ,Xn) .  W tedy
W s ' =  {(x, y) € Rn+1 : g j (x) >  0, i =  1,..., s, y f  (x) =  1}
oraz jeżeli wielomian f  potraktujem y jako wielomian należący do R [ X , Y ], 
to  f  (x ,y)  =  f  (x) >  0 na zbiorze W S' . Stosując (1) do większego zbioru 
zmiennych, mamy
p'(X ,  Y ) f  ( X ) =  1 +  q'(X,  Y) dla pewnych p ' , q' € M S' .
Zastąpm y w tej równości Y  przez . Mnożąc obie strony otrzym anej rów­
ności przez f 2m , dla odpowiednio dużej liczby naturalnej m , otrzymujemy 
równanie wielomianowe
p ( X  ) f  ( X  ) =  f  ( X  )2m +  q ( X ),
gdzie
p ( X ) =  f  ( X ) 2mp' ( x , j X )  , q ( X ) =  f  ( X ? mq' ( x , j X )  .
Do zakończenia dowodu tego punktu  wystarczy pokazać, że p,q  £ M S dla 
odpowiednio dużego m.  Ponieważ p ' (X, Y ) £ M S>, więc jest skończoną sumą 
wielomianów postaci
g(X,  Y  )2g 1 (X  )£1 • . . .  • gs( X  ( Y f  ( X ) -  1 ) ^  ( - Y  f  ( X ) +  1)£s+2,
gdzie ei =  0,1, g ( X , Y ) £ R [ X , Y ]. Po podstawieniu Y  =  j h  składniki 
z es+1 =  1 lub e s + 2  =  1 znikają. W  każdym z pozostałych składników 
pojawi się (po sprowadzeniu do wspólnego mianownika) mianownik postaci 
f  ( X )2k, k  =  s ty  g, spowodowany naszym podstawieniem  w g(X ,  Y ). Zatem
f  (X  )2kg ( X ■ j h )  £ R [ X , Y ]2. W ystarczy dobrać m  większe od s ty p ' .
Podobnie postępuje się z q'(X,  Y ).
(3). Przypuśćm y teraz, że f  =  0 na zbiorze M s . Możemy zastosować 
stwierdzenie z poprzedniego punktu  zarówno do f , jak  i do - f .  Mamy zatem
P1 ,f =  f 2mi +q 1 , - P 2 f  =  f 2 m 2  +q 2  dla pewnych pi, qi £ M s , mi  > 0, i  =  1,2.
Mnożąc stronam i obie te  równości, otrzymujemy
- P 1 P2 f 2  =  f 2(mi+m2) +  f 2mi q2  +  f 2m2 q1 +  q1 q2 .
Stąd ostatecznie
- f 2 m =  P1 P2 f 2 +  f 2 m iq2  +  f 2 m2 q1 +  q q  £ M s  dla m  =  m 1 +  m 2 ,
gdyż zbiór M s  jest zamknięty na dodawanie i mnożenie oraz zawiera R[X]2.
□
Uwaga 8.3.11. Jeżeli f  > 0 na W S, to  z punktu  (1) poprzedniego twier­
dzenia wynika, że f  =  1 +  p dla pewnych P,q £ M S i w dodatku p(x) =  0 
dla x  £ W S , gdyż wtedy p ( x ) f  (x) =  1 +  q(x) >  0. Jeśli natom iast za­
stosujemy punkt (2) poprzedniego twierdzenia do S  =  $, to  otrzym uje­
my kolejny dowód twierdzenia 8.2.1, gdyż jeśli f  >  0 na R n i f  =  0, to 
istnieją p,q  £ ^  R [ X 1, ..., X n]2, p =  0, takie, że p f  =  f 2m +  q. W tedy 
f  =  pjpm  +  p  £ E R [ X 1 , . . . ,Xn}2. W  dodatku gdy f (x) =  0, to  również 
p(x) =  0. Jest to  dokładniejsza informacja niż w twierdzeniu 8.2.1, ponieważ 
we wszystkich mianownikach w przedstawieniu wielomianu f  za pom ocą su­
my kwadratów funkcji wymiernych występuje ten  sam mianownik, którego 
zbiór zer jest podzbiorem zbioru zer wielomianu f .
Dotychczas we wszelkich próbach przedstawienia wielomianów nieujem- 
nie określonych za pom ocą elementów pewnego m odułu kwadratowego mu­
sieliśmy dopuścić funkcje wymierne. Okazuje się, że gdy R  =  R oraz zbiór 
W  S jest zwarty, to  sytuacja, jak  zobaczymy poniżej, jest znacznie lepsza. 
Wcześniej znowu zrobimy pewne przygotowania.
M oduł kwadratowy M  pierścienia A  nazywamy archimedesowym, jeśli dla 
każdego a € A  istnieje n  € N takie, że n  +  a € M.  Nie możemy się spodzie­
wać, że każdy m oduł kwadratowy jest archimedesowy. Zdefiniujmy zatem 
podzbiór pierścienia A, który „mierzy” odstępstwo m odułu kwadratowego 
od archimedesowości. Niech
A M =  {a € A  : istnieje n  € N takie, że n  ±  a € M }.
W łasności zbioru A m , które wykorzystamy w dalszych rozważaniach, za­
wiera następujące stwierdzenie.
S tw ie rd z e n ie  8 .3 .12 . Niech M  będzie modułem kwadratowym pierścienia 
A  oraz niech a , a 1, . . .,an € A. Wtedy:
(1) a € A m  4 y a2  € A m  ;
m
(2) 2  a2  € A M = y  ai € A M dla i =  1,..., m;
i= 1
(3) A M jest podpierścieniem pierścienia A;
(4) M  jest  archimedesowy A M =  A.
D o w ó d .  (1). ( ^ = ) .  Jeśli a2  € A M , to  n  — a2  € M  dla pewnego n  € N oraz 
n  ±  a =  ^ ( (n  — 1) +  (n — a 2) +  (a ±  1)2) € M,  
a to  oznacza, że a € A m .
(= y ) .  Jeśli a € A M , to  n  ±  a € M  dla pewnego n  € N oraz
n 2  — a2  =  ((n +  a)(n 2  — a2 ) +  (n — a)(n 2  — a 2 )) =
=  21n((n +  a) 2 (n — a) +  (n — a) 2 (n +  a)) € M.
Oczywiście, n 2  +  a 2  € M.  Zatem a 2  € A M .
m m
(2). Jeśli ^  a2 € A M , to  n  — a2  € M  dla pewnego n  € N oraz
j = 1  j i= 1
m m
n — a 2  =  (n — ^2 a j  +  ^2 a 2  € M.  
j = 1 j = 1 ,j=i
Ponieważ n  +  a 2  € M ,  więc a 2  € A M i na podstawie (1) mamy ai € A M .
(3). To, że A M z działaniem dodawania tworzy podgrupę addytywnej 
grupy pierścienia A  wynika wprost z definicji zbioru A m . Również mamy 
Q+ C M  C A M , a stąd Q C A M . Zauważmy, że
a € A M = ^  3 n  ±  a € M  = ^  3 4n ±  a € M  = ^
nGN nGN
= ^  ^ (4 n  ±  a) € M  = ^  1 a € A M .
Stąd po zastosowaniu (1) oraz równości
ab =  1 ((a +  b)2 — (a — b)2),
wynika zamkniętość A m  ze względu na mnożenie.
Równoważność (4) jest oczywista. □
W niosek 8.3.13. Dla modułu kwadratowego M  pierścienia R [X i , . . . ,X n], 
gdzie R  jest ciałem rzeczywiście domkniętym, następujące warunki są rów­
noważne:
(1) M  jest archimedesowy,
n
(2) 3 k — E  X2 € M,
kGN i=1
(3) 3 k ±  X i € M, i = 1,...,n.
kGN
D o w ó d .  (1) = ^  (2). Oczywiste.
(2) = ^  (3). W ynika wprost z tw ierdzenia 8.3.12.(2).
(3) = ^  (1). Z założenia mamy X 1,. . . ,X n € A m . Ponieważ każdy
dodatni element ciała R  jest kwadratem , więc R+ C M  C A m , a stąd 
R  C A M . Skoro A M jest pierścieniem (zob. twierdzenie 8.3.12.(3)), to  A M =  
R [X 1, . . . ,X n], co oznacza, że M  jest archimedesowy. □
Dla S  =  {g 1 , ...,gs} C R [X 1, ..., X n] \  {0} niech WS oraz M S będą zdefi­
niowane jak  poprzednio.
Twierdzenie 8.3.14. Załóżmy, że WS jest zwartym podzbiorem Rn .
(1) Zbiór M S jest archimedesowym modułem kwadratowym pierścienia 
R [X n  ..., X n}.
(2) Jeśli f  € R [X 1,. . . ,X n] oraz f ( x 1 , . . . ,x n) > 0 dla (x 1 , . . . ,x n ) € W S , 
to f  € M s  .
D o w ó d .  (1). Ponieważ zbiór W s  jest zwarty i każda funkcja wielomianowa 
na zbiorze zwartym jest ograniczona, więc istnieje k  € N takie, że wielomian
n
k —Y1 X i  przyjmuje wartości dodatnie na zbiorze W s . Zatem, na podstawie
i= 1
twierdzenia 8.3.10, istnieją takie p,q € M S , że
n
p (k — ^  X i )  =  1 +  q.
i= 1
W tedy
n n
(1 + q)(k — 2^ X i ) =  p (k — 2^ X i2)i € m s .
i=l i=l
n
Niech S'  =  S  U {k — X 2 }. Na podstawie wniosku 8.3.13 m oduł kwadra-
i= 1
towy M Si jest archimedesowy. Zatem dla każdego g €  R [X 1, . . . ,X„\  istnieje 
takie m  €  N, że m  +  g € M Si, tj.
n
m  +  g =  h 1 +  h2(k — ^  X 2) dla pewnych h 1 , h i € M S .
i= 1
W tedy
n
(m  +  g)(1 +  q) =  h 1(1 +  q) +  p(k — ^  X i )2hi  € M s .
i= 1
W  szczególności istnieje takie m  € N, że (m — q)(1 +  q) € M S . Stąd
m 2  , . .. , f m  \ 2
m  +  —  — q =  (m — q)(1 +  q ) ^ y  — ^  € M s .
Mnożąc powyższe przez k i dodając (1 +  q)(k — X 2) € M S oraz
i=ln
q Y l  X 2  € M S , otrzymujemy
i=l
k ( ?  +  l ) 2 — Ž  € M s  .
Ponieważ liczbę natu ralną k można było wybrać tak , aby była podzielna 
przez 4 , więc na podstawie wniosku 8.3.13 m oduł M S jest archimedesowy.
(2). Niech S ' =  S U{—f } . W tedy M S/ =  M S —f M S . Ponieważ M S d  M S/ 
i na podstawie (1) m oduł M S jest archimedesowy, więc M Si jest również
archimedesowym modułem kwadratowym. Skoro f  przyjmuje wartości do­
datnie na zbiorze W S , to  W S' =  0 i na podstawie stwierdzenia 8.3.9 
mamy —1 € M s' . Zatem —1 =  q — f p  dla pewnych q,p € M s , czyli 
f p  — 1 =  q € M S . Ponieważ M S jest archimedesowy, więc istnieje k € N 
takie, że 2k — 1 — p2f  € M S . W tedy
2k — p =  (2k — 1 — p2 f ) +  p (p f  — 1) +  1 € M S .
Zauważmy, że
k 2f  +  k 2r — 1 =  (k — p )2( f  +  r ) +  2k (p f  — 1 ) +  rp (2k — p) +  (2k — 1 — p2 f ).
Stąd (po podzieleniu obu stron powyższej równości przez k 2) wynika, że jeże­
li dla dodatniej liczby wymiernej r mamy f  +  r € M s , to f  +  (r — -p-) € M s . 
Ponieważ M s  jest archimedesowy i istnieje takie r € Q, r > 0, że f + r  € M s , 
więc stosując tę implikację odpowiednio wiele razy, otrzymujemy liczbę wy­
m ierną r < 0 taką, że f  +  r € M s  oraz f  =  ( f  +  r) +  (—r) € M s , co kończy 
dowód. □
W arunek (2) w powyższym twierdzeniu stwierdza, że każdy wielomian 
dodatni na pewnym bazowym zbiorze semialgebraicznym W  zwartym 
w topologii euklidesowej może być przedstawiony w postaci sumy kwadratów 
wielomianów pomnożonych przez pewne wielomiany definiujące zbiór W .
8.4. Form y ternarne stop n ia  4. oraz tw ierdzen ie  H ilb erta
Po zakończeniu dowodu 17. problemu H ilberta zwróciliśmy uwagę, że 
w przedstawieniu nieujemnie określonego wielomianu za pomocą sumy kwa­
dratów funkcji wymiernych funkcji na ogół nie możemy zastąpić ich wielo­
mianami. Odpowiedzi na pytanie, kiedy to  jest możliwe, a kiedy nie nad 
ciałem liczb rzeczywistych R, udziela kolejne twierdzenie H ilberta, które­
go dowód będzie głównym celem tego podrozdziału. Problem  nieujemnej 
określoności oraz przedstawienia za pomocą sumy kwadratów wielomianów 
wygodniej jest przedstawiać w języku form. Przypomnijmy, że wielomian 
h ( X 1, . . . ,X n ) o współczynnikach z ciała K  nazywamy formą (wielomianem 
jednorodnym ) stopnia d, jeśli jest sumą jednomianów stopnia d. Jeśli ciało K  
jest nieskończone, to  jest to  równoważne z tym , że dla każdego a K  mamy 
h ( a X 1, ...., a X n ) =  adh ( X 1, ..., X n ). Formę h  stopnia d możemy poddać tzw. 
dehomogenizacji przez wstawienie X n =  1, otrzym ując wielomian stopnia 
co najwyżej d, ale zmiennych X 1, . . . ,X n -1 . Opiszemy teraz proces odwrot­
ny. W ielomian f  (X 1, . . . ,X n -1 ) stopnia d można poddać tzw. homogenizacji,
otrzym ując formę h n  zmiennych stopnia e >  d określoną następująco
h (X 1 , . . . ,X n )  =  X n f  ( X , . . . , X X- 1 )  .
X n X n
Zauważmy, że jeśli forma h  o współczynnikach z ciała uporządkowanego 
jest nieujemnie określona (jest sumą kwadratów form), to  jest stopnia pa­
rzystego i wielomian f  otrzym any z h  przez dehomogenizację także jest 
nieujemnie określony (jest sum ą kwadratów wielomianów). Prawdziwa rów­
nież jest zależność odwrotna. Jeśli forma h stopnia parzystego jest wyni­
kiem homogenizacji wielomianu f ,  który jest nieujemnie określony (sumą 
kwadratów wielomianów), to  h  jest nieujemnie określona (sum ą kwadratów 
form). Od tego m omentu zakładamy, że rozważamy wielomiany nad ciałem 
R. Oznaczmy symbolami Vnjd oraz Xn,d zbiór form stopnia d i n  zmien­
nych odpowiednio nieujemnie określonych (nad R) oraz będących sumami 
kwadratów form. Oczywiste jest zawieranie Xn,d C P n d . O ba zbiory są stoż­
kami dodatnim i w przestrzeni liniowej F n^  wszystkich form stopnia d i n  
zmiennych, tzn.
P n,d +  Pn,d C Pn,d, ^ n,d +  ^n,d C ^n,d
oraz
aPn,d C P n,d, a^n,d C ^ n,d dla a > 0 .
Ponieważ wymiar przestrzeni F n^  równy jest N  =  (n+d - 1) , przestrzeń 
F nd  można utożsamiać z przestrzenią R N przez przyporządkowanie for­
mie ciągu jej współczynników (w z góry ustalonym  porządku jednomia- 
nów). Przy takim  utożsam ieniu stożki Pn>d oraz Xn,d są podzbiorami do­
m kniętymi w zwykłej topologii przestrzeni R N. Niech A n,d =  P n,d \  ^ n,d. 
Sprawdzenie, że A n,d =  0, tzn. Xn,d =  Pn,d dla n  =  2 lub d =  2, jest 
nietrudne i pozostawiamy je Czytelnikowi (zadanie 12). Dla jakich jesz­
cze n  oraz d € 2Z zachodzi równość A n,d =  0? Ponieważ formę n  zmien­
nych można potraktować jako formę m  zmiennych dla m  >  n, więc jeśli 
h € A n,d, to h € A m,d dla m  >  n. Również, jeśli h € A n,d oraz e >  d 
jest liczbą parzystą, to X f - d h ( X 1 , ..., X n ) € A n,e. Form a h ( X , Y , Z ) =  
Z 6 +  X 4Y 2 +  X 2Y4 — 3 X 2Y 2Z 2 powstaje przez homogenizację wielomianu 
z zadania 3, z którego wynika, że h € A 3,6. Podobnie z zadania 4 wynika, 
że r(X , Y, Z, W ) =  W 4 +  X 2Y 2 +  Y 2Z 2 + ’Z 2X 2 — 4 X Y Z W  €  A 4,4. Zatem 
A n,d =  0 dla (n, d) =  (3, 6), (4, 4), a stąd i wcześniejszych rozważań mamy
A n,d =  0 dla (n >  3 A d >  6) V (n =  4 A d =  4).
W  1888 roku D. Hilbert opublikował następujące twierdzenie.
Twierdzenie 8.4.1. Każda nieujemnie określona forma stopnia Ą. trzech 
zmiennych (nad ciałem R j jest sumą kwadratów pewnych form kwadrato­
wych.
Bezpośrednio z tego twierdzenia oraz rozważań dokonanych wcześniej 
wynika następujący wniosek.
W niosek 8.4.2. Jeśli n  =  2 lub d =  2, lub n  =  3 oraz d =  4, to A n,d =  $.
Dokładne sformułowanie twierdzenia H ilberta mówi, że każda forma 
w jest sumą co najwyżej trzech kwadratów. Oryginalny dowód Hil- 
berta  jest dosyć trudny i używa pojęć z teorii krzywych algebraicznych 
oraz języka m atematycznego z końca XIX wieku. Do chwili obecnej powsta­
ło kilka niezależnych dowodów używających języka geometrii algebraicznej. 
Przytoczenie któregokolwiek z nich wykraczałoby poza zakres tego pod­
ręcznika. Na szczęście w literaturze można znaleźć w miarę elementarne 
dowody, ale z ich pom ocą nie uda się uzyskać ograniczenia liczby składni­
ków do trzech w przedstawieniu formy z P 3,4 za pomocą sumy kwadratów. 
W  2002 roku A. Pfister zaprezentował dowód twierdzenia H ilberta z ogra­
niczeniem liczby składników do czterech. Rozumowanie Pfistera jest ele­
m entarne i Czytelnik znajdzie je na następnych stronach. W  2010 roku 
A. Pfister oraz C. Scheiderer uzupełnili to  rozumowanie, otrzym ując pełne 
twierdzenie H ilberta. Dowód nadal jest elementarny, co jednak nie oznacza, 
że jest łatwy. Wcześniej, bo w 1977 roku, pojawił się dowód tego twierdzenia 
w słabszej wersji. M.-D. Choi oraz T.Y. Lam udowodnili twierdzenie Hil­
berta  bez oszacowania liczby kwadratów. Dowód jest bardzo elementarny, 
jeśli nie liczyć wykorzystania twierdzenia K reina-M ilm ana z teorii zbiorów 
wypukłych, które pozwala przedstawić każdy element stożka P3,4 za pomocą 
sumy tzw. form ekstremalnych.
Zajmijmy się teraz przygotowaniami do dowodu podanego przez Pfistera 
w 2002 roku. Pierwszy z lematów dotyczy nieujemnie określonych wielomia­
nów jednej zmiennej.
Lemat 8.4.3. Jeśli p,q € R[X ],q =  0, st q < 2 oraz wielomiany p i q są 
nieujemnie określone, to forma kwadratowa (1,q) przedstawia p nad R [X ], 
tzn. istnieją w, u € R [X ] takie, że p =  w 2 +  u2q.
D o w ó d. Bez zmniejszania ogólności możemy założyć, że wielomiany p 
oraz q są unormowane. Jeśli st q =  0, to  q =  1 i teza jest prawdziwa, gdyż 
każdy wielomian w R [X ] nieujemnie określony jest sumą dwóch kwadratów
(zob. zadanie 2). Załóżmy zatem, że st q > 0. Skoro q jest wielomianem 
nieujemnie określonym, to  mamy st q =  2 i q =  X 2 +  a dla pewnego a >  0 
po ewentualnym podstawieniu X  — a0 w miejsce X , co również nie zmniejsza 
ogólności rozumowania. Ze znanego wzoru (zob. 2.1)
(w2 +  qu^)(w‘2 +  qu2) =  ( w w  +  qu1 U2)2 +  q(w1U2 — U1W2)2
wynika, że jeśli forma kwadratowa {1 ,q ) przedstawia nad R [X ] wielomiany 
p 1 oraz p2, to również przedstaw ia p 1p2. W ielomian nieujemnie określony 
jest iloczynem wielomianów postaci (X  — b)2 oraz (X  +  b)2 +  c,c > 0, 
wystarczy więc tylko pokazać, że {1 ,q ) przedstawia wielomiany tej postaci. 
Dla wielomianu p =  (X  — b)2 jest to  oczywiste. Przypuśćm y zatem , że 
p =  (X  +  b)2 +  c,c > 0. Rozważmy dwa przypadki.
Przypadek I. b =  0, a > c. Niech a  =  ^/1 — a , 3  =  . Mamy wtedy
(a X  )2 +  3 2q =  a 2 X 2 +  /32X 2 +  /32a =  X 2 +  c =  p.
Przypadek II. b =  0 lub a <  c. Rozważmy wielomian
h =  (1 — X  )(b2 +  c — a X ) — b2.
Zauważmy, że h(0) =  c > 0, h(1) =  —b2 <  0. Z twierdzenia W eierstrassa
3.4.1 wynika istnienie d € (0,1] takiego, że h(d) =  0. Jeśli d < 1, a tak  na 
pewno jest, gdy b =  0, to  dla wielomianu
p — dq =  (1 — d )X 2 +  2bX +  b2 +  c — da
wyróżnik
A =  4(b2 — (1 — d)(b2 +  c — da)) =  —4h(d)
jest równy 0, więc p —dq =  w 2 dla pewnego w €  R [X ]. Stąd p =  w 2 + (\fd)2q. 
Jeśli natom iast d =  1, to  b =  0 oraz p — q =  c — a >  0, tzn. p =  (^ c  — a)2 +  q.
□
Lemat 8.4.4. Jeśli G €  R[X, Y, Z ] jest nieujemnie określoną formą stopnia
4 . oraz G (1,0,0) =  0, to G ( X ,Y ,Z ) =  X 2G2( Y ,Z ) + 2X G 1(Y ,Z ) +  G o(Y ,Z ) 
oraz formy G2, G0 i G2G0 — G2 są nieujemnie określone.
D o w ó d .  Niech G ( X ,Y ,Z ) =  a X 4 +  X 3G3 +  X 2G2 + 2X G 1 +  Go, gdzie 
Gi =  Gi (Y, Z ) € R[Y, Z ] jest formą zerową lub formą stopnia 4 — i dla 
i =  0,1,2,3,  a € R. W tedy a =  G (1 ,0,0) =  0. Gdyby forma liniowa G3 była 
niezerowa, to  dla pewnych wartości zmiennych Y  oraz Z  przyjmowałaby
wartości dodatnie, a wtedy dla wartości zmiennej X  „bliskich —to ” forma 
G, jako wielomian stopnia 3. zmiennej X ,  przyjmowałaby wartości ujemne. 
Zatem G3 jest formą zerową i G m a postać jak  w tezie lem atu. Nieujemna 
określoność form G2, G0 i G2G0 — G \  jest oczywista. □
Lemat 8.4.5. Jeśli g(X, Y ) =  X 2g2(Y ) +  2 X g l ( Y ) +  g0(Y) e  R[X, Y ], 
s tgi <  4 — i dla i =  0,1,2,  jest wielomianem nieujemnie określonym, 
to wielomiany g2,g0 i g2g0 — g2 są również nieujemnie określone oraz 
wielomian g jest sumą trzech kwadratów w R[X, Y ].
D o w ó d .  Pokazanie, że nieujemna określoność g pociąga nieujemną okre­
śloność g2,g0 oraz g2g0 — g2 pozostawiamy Czytelnikowi.
Jeżeli g2 =  0, to  g1 = 0  oraz g =  g0 jest sumą dwóch kwadratów już w R [F ]. 
Załóżmy zatem, że g2 =  0. Na podstawie lem atu 8.4.3 istnieją w, u €  R[X] 
spełniające równość
2 2 2 w +  u g2 =  g2go — gi,
tj.
w 2 +  g2 =  g2(go — u 2). (8.4)
Ponieważ wielomian g2 jest sum ą dwóch kwadratów w R [F ], można więc go 
przedstawić w C [F ] w postaci
g2 =  (S1 +  iS2)(S1 — iS2), S1 ,S2 € R [F ], st Si <  1. (8.5)
Podobnie
w 2 +  g2 =  (w +  ig1)(w — ig{). (8.6)
W ielomian s 1 + iS 2 jest albo wielomianem stałym , albo wielomianem stopnia
1., zatem  dzięki jednoznaczności rozkładu w C [F ] z równości (8.4), (8.5) 
oraz (8.6), przy odpowiednim wyborze znaku przed w, wielomian s 1 +  is2 
jest dzielnikiem wielomianu w +  ig1 w C [F ]. W tedy g2 dzieli wielomian 
(w +  ig 1) ( s 1 — is2) =  (w s1 +  g s )  +  i (—w s2 +  g 1S1) oraz
^  +  m Sl ^  =  u ,Sl +  giS2 ^  r [ f ].
g2 g2
W  dodatku prawdziwe są równości
h2 +  h2 =  4 2 (w2 +  g2)(s2 +  s2) =  go — u2 (8.7)
g2
oraz
h , Sl +  h2S2 =  —wSlS2 +  +  wS1S2 +  ^  +  S2) =  gy, (8.8)
g2 g2 g2
co kończy dowód, gdyż z równości (8.7) oraz (8.8) wynika
u 2 +  (h i +  s i X  )2 +  (h2 +  S2X  )2 =  u 2 +  h 2 +  h2 +  2giX  +  g2X 2 =  g.
□
Teraz już możemy przystąpić do dowodu twierdzenia H ilberta podanego 
przez Pfistera.
Twierdzenie 8.4.6. Jeżeli F  =  F (X , Y, Z ) € P3,4, to F  jest sumą czterech 
kwadratów w R[X, Y, Z ].
D o w ó d .  Niech F (X , Y , Z ) € P 3,4. Funkcja wym ierna -jest
ciągła na R 3 \  {0}, a więc przyjmuje swoje minimum równe m  >  0 na sferze 
jednostkowej S 2 C R 3. Stosując ortogonalną zamianę zmiennych, możemy 
założyć, że F (1 ,0 ,0) =  m. W tedy forma
G (X, Y, Z ) =  F (X , Y, Z ) -  m (X 2 +  Y 2 +  Z 2)2
na sferze jednostkowej, a więc również w R 3, jest nieujemnie określona oraz 
G(1, 0, 0) =  0. Zatem na podstawie lem atu 8.4.4 mamy
G (X , Y, Z ) =  X 2G2(Y, Z ) +  2X G i(Y , Z ) +  Go(Y, Z )
i formy G2, G0 oraz G2G0 — G 2 są nieujemnie określone. W ystarczy pokazać, 
że wielomian
f  (X, Y ) =  F (X , Y, 1) =  g(X, Y ) +  (X 2 +  Y 2 +  1)2,
gdzie g ( X , Y ) =  G (X ,Y ,  1), jest sumą czterech kwadratów. To jednak wy­
nika z poprzedniego lem atu, gdyż g(X, Y ) =  X 2g2(Y ) +  2X g 1(Y ) +  go(Y), 
gdzie gi (Y ) =  Gi (Y, 1), i =  0,1,2,  jest wielomianem nieujemnie określonym, 
zatem  g jest sumą trzech kwadratów. □
Analizując dowód poprzedniego twierdzenia, otrzymujemy następujący 
wniosek.
W niosek 8.4.7. Jeżeli F  =  F (X , Y, Z ) € P3,4 oraz F  ma nietrywialne zero, 
to F  jest sumą trzech kwadratów w R[X, Y, Z ].
1. Podać dowód 17. problemu H ilberta, wykorzystując słabą zasadę tran s­
feru Tarskiego zam iast twierdzenia A rtina-Langa.
2. Niech R  będzie ciałem rzeczywiście domkniętym. Pokazać, że jeśli wie­
lomian f  ( X ) £ R [X ] jest nieujemnie określony, to  f  jest sumą dwóch 
kwadratów wielomianów w pierścieniu R [X ].
3. Niech f  (X, Y ) =  1 +  X 4Y 2 +  X 2Y 4 -  3 X 2Y 2 £  R[X, Y].
(a) Pokazać, że wielomian f  jest nieujemnie określony, tzn. f  (x,y)  >  0 
dla wszystkich x ,y  £  R.
(b) Rozważyć równość
(1 +  X 2) f  =  (1 -  X 2Y 2)2 +  X 2(1 -  Y 2)2 +  X 2Y 2(1 -  X 2)2
i przedstawić f  jako sumę czterech kwadratów funkcji wymiernych 
nad R .
(c) Udowodnić, że f  nie jest sumą kwadratów wielomianów pierścienia 
R[X , Y ].
Wsk. (1) Średnia geometryczna jest mniejsza lub równa średniej a ry t­
metycznej. (3) Jeśli f  ( X , Y ) =  E  f i ( X , Y )2, to  st f i <  3. W ielomiany 
f  (X, 0) oraz f  (0, Y ) są stałe, zatem  f i =  ai +  (bi +  ciX  +  djY )X Y .  
Porównać współczynniki przy X 2Y 2.
4. W ykonać polecenia z poprzedniego zadania w stosunku do wielomianu 
g(X, Y, Z ) =  1 +  X 2Y 2 +  Y 2Z 2 +  Z 2X 2 -  4X Y Z  £ R[X, Y, Z].
5. Udowodnić ogólniejszą wersję 17. problemu Hilberta.
Niech K  będzie ciałem uporządkowanym oraz niech R  będzie jego rze­
czywistym domknięciem. Jeżeli f  £ K [ X 1 , . . . ,X n] jest nieujemnie okre­
ślony nad R, tzn. f ( x 1 , . . . ,x n ) >  0 dla wszystkich x 1 , . . . ,x n £ R, 
to  istnieją elementy dodatnie a1 ,. . . ,am £ K  oraz funkcje wymierne 
g1 , ...,gm £ K ( X 1 , . . . ,X n ) takie, że f  =  a ^  +  ... +  amg2m.
Wsk. Zbiór elementów postaci a1g1 +  ... +  amgm , a1 , . . . ,am £ K, 
g1 , ..., gm £ K ( X 1 , . . . ,X n ), jest praporządkiem  ciała K ( X 1 , ..., X n ). Sko­
rzystać z drugiego twierdzenia A rtina-Schreiera, a następnie wzorować 
się na dowodzie oryginalnego 17. problemu Hilberta.
6. Niech K  będzie podciałem  ciała R. Pokazać, że jeżeli f  £ K [ X 1 , ..., X n] 
jest nieujemnie określony nad K, tzn. f ( x 1 , . . . ,x n) >  0 dla wszystkich
x 1 , . .. ,xn € K, to istnieją elementy dodatnie a1 , ...,am € K  oraz funkcje 
wymierne g 1 , ...,gm € K (X b . . . ,X n ) takie, że f  =  a 1 g j  +  ... +  amg2m. 
Wsk. Zbiór K n jest gęstym podzbiorem przestrzeni Rn . Skorzystać 
z poprzedniego zadania.
7. Udowodnić następującą wersję 17. problemu H ilberta dla funkcji wy­
miernych. Niech R  będzie ciałem rzeczywiście domkniętym. Jeżeli 
h € R ( X 1 , . . . ,X n) jest nieujemnie określona, tj. h (x 1 , . .. ,xn) >  0 dla 
wszystkich x 1 , . . . ,x n € R, gdzie jest określona, to istnieją elementy 
g 1 , . . . , g m € R ( X 1 , .. . , X n) takie, że h =  g \  +  . . .  +  g2m.
8. Udowodnić wersję twierdzenia 8.2.6 dla funkcji wymiernych. Niech 
h € R ( X 1 , ..., X n ) będzie funkcją wym ierną nieujemnie określoną na 
zbiorze WS , tzn. h (x 1, . .. ,xn) >  0 dla wszystkich X  =  (x 1 , ..., xn) €  W S , 
takich, że h ( X ) jest określona. W tedy h € TS .
9. Niech a będzie ideałem pierścienia A  oraz niech p będzie minimalnym 
ideałem pierwszym zawierającym a. Pokazać, że p +  a jest minimalnym 
ideałem pierwszym pierścienia ilorazowego A / a.
10. Pokazać, że jeśli M  jest m odułem  kwadratowym pierścienia A, to  a =  
M  n  —M  jest M -wypukłym ideałem pierścienia A  i jest to najm niejszy 
M -wypukły ideał pierścienia A. Pokazać również, że przekrój ideałów 
M -wypukłych jest ideałem M -wypukłym.
11. Niech p będzie ideałem pierścienia A  =  R [X 1 , . . . ,X n] zawierającym ide­
ał a tego pierścienia. Pokazać, że w rodzinie ideałów pierwszych pier­
ścienia A  zawartych w p oraz zawierających a istnieje ideał minimalny. 
Wsk. W ym iar K rulla pierścienia A  jest skończony.
12. Pokazać, że Pn,2 =  S n,2 oraz P 2,d =  U2,d dla d parzystych.
13. Pokazać, że jeśli h € A n,d, e >  d oraz e jest liczbą parzystą, to 
X e-d h ( X 1 , . . . ,X n) € A n,e oraz h € A m d dla m  >  n.
14. Niech S  =  { 1 — X 2 — Y 2 }, f  =  X Y  +  4. Pokazać, że
(a) f  > 0 na zbiorze W s  ,
(b) f  M s , zapisując ten wielomian za pom ocą generatorów zbioru 
M s  .
15. Niech S  =  { X  — Y  +  1, —X  +  Y  + 1 } , f  =  X Y  +  4.
(a) Pokazać, że f  > 0 na zbiorze W s .
(b) Znaleźć p ,q  € M S takie, że p f  =  1 +  q.
(c) Czy f  € M s ?
16. Niech S  =  { X 3 — Y 2, 1 — X } , f  =  X . Pokazać, że
(a) f  >  0 na zbiorze W s ,
(b) f  €  M s .
Znaleźć p,q  € M S oraz m  >  0 takie, że p f  =  f 2m +  q.

ROZDZIAŁ 9
Specja lne k lasy  cia ł
W ielu osobom równość a2+b2 =  c2 jednoznacznie kojarzy się z twierdzeniem 
Pitagorasa. Równość ta  odzwierciedla pewien fakt geometrii euklidesowej, 
ale również pewną własność arytm etyczną ciała liczb rzeczywistych ozna­
czającą, że dla dowolnych a, b R równanie a2 +  b2 =  x 2 ma rozwiązanie. 
We wcześniejszych rozdziałach kwadraty oraz sumy kwadratów istotnie de­
cydowały o własnościach ciała. Jest to  wystarczający powód, aby poddać 
dokładniejszej analizie te ciała, których własności w jakiś sposób związane 
są z równaniem Pitagorasa. C iała pitagorejskie, gdyż o takie ciała chodzi, 
potraktujem y bardziej szczegółowo w podrozdziale 9.2, ale one będą wielo­
krotnie pojaw iały się również w rozdziale 10 , zawierającym  charakteryzacje 
ciał o specjalnych własnościach.
9.1. C ia ła  euklidesow e
Definicja 9.1.1. Ciało K  nazywamy ciałem pitagorejskim, jeśli każda suma 
kwadratów elementów tego ciała jest kwadratem  w tym  ciele, tzn. K 2 =  
K 2. Ciało formalnie rzeczywiste K  nazywamy ciałem euklidesowym, jeśli 
\K  * /K  *2| =  2.
Łatwo zauważyć, że warunek definiujący ciało pitagorejskie jest równo­
ważny warunkowi
V 3 a2 +  b2 =  c2,
a,bEK cEK
który z kolei można zastąpić pozornie słabszym warunkiem
V 3 1 +  a2 =  b2.
aEK bEK
Przykładam i ciał pitagorejskich są R oraz C. Pierwsze z nich jest formal­
nie rzeczywiste, drugie zaś nie. Każde ciało rzeczywiście dom knięte jest 
ciałem pitagorejskim, a nawet euklidesowym, natom iast ciało Q oczywi­
ście nie jest pitagorejskie. Ciało pitagorejskie jest ciałem formalnie rzeczy­
wistym, jeśli J2 K *2 =  K *2. Jeżeli ciało K  nie jest formalnie rzeczywiste
i char(K ) =  2 , to jest ciałem pitagorejskim wtedy i tylko wtedy, gdy jest 
kwadratowo domknięte, tzn. K  =  K 2. Faktycznie, w dowolnym ciele cha­
rakterystyki różnej od 2 , każdy element jest różnicą dwóch kwadratów, ale 
w przypadku ciała pitagorejskiego, które nie jest formalnie rzeczywiste, —1 
jest kwadratem . Zatem każdy element tego ciała jest kwadratem . Jeżeli 
char(K ) =  2, to  K  jest ciałem pitagorejskim, gdyż 1 +  x 2 =  (1 +  x )2, 
ale nie musi być kwadratowo dom knięte (zob. zadanie 2). Udowodnimy te ­
raz twierdzenie orzekające, że ciała euklidesowe są szczególnymi ciałami pi- 
tagorejskimi, blisko związanymi z ciałam i kwadratowo domkniętymi. Cały 
podrozdział poświęcimy głównie tym  dwom klasom ciał.
Twierdzenie 9.1.2. Dla ciała K  następujące warunki są równoważne:
(1) K  jest ciałem euklidesowym,
(2) K  jest ciałem pitagorejskim mającym dokładnie jeden porządek,
(3) i =  \J—1 €  K  oraz K (i) jest  ciałem kwadratowo domkniętym,
(4) char(K ) =  2 oraz K  ma kwadratowo domknięte rozszerzenie kwadra­
towe,
(5) K  jest  ciałem formalnie rzeczywistym, lecz żadne jego kwadratowe 
rozszerzenie nie jest  formalnie rzeczywiste.
D o w ó d .  (1) = ^  (2). Jeżeli K  jest ciałem euklidesowym, to  K * /K * 2 =  
{K *2 , —K *2}. Pokażemy, że P  =  K * 2 jest porządkiem ciała K.  Łatwo za­
uważyć, że P  jest podgrupą grupy K * o indeksie równym 2 oraz —1 €  P. 
Pozostający do pokazania warunek P  +  P  C P  jest oczywisty, gdyż równość 
a 2 +  b2 =  —c2 € —K * 2 U {0} dla pewnych a,b ,c  € K  jest w ciele formalnie 
rzeczywistym niemożliwa.
(2) = ^  (3). Niech L  =  K (i) .  Wzorować się będziemy na uzasadnieniu 
przypadku (3a) w dowodzie twierdzenia 3.1.4. Każdy element ciała K  jest 
kwadratem  w K (i) ,  gdyż
Elementy ± a  +  \ / a2 +  b2 są nieujemne w jedynym  porządku ciała K.  Zatem
( i \[—a)2 , gdy a < 0
(s fa j2 , gdy a ^  0
^ 2 ( a  +  ) , s j 2 ( - a  +  V a 2 +  b2) € K
i jeśli b =  0, to
a +  bi (V2>(a +  V a 2 +  b2) +  i s g n ( b ) ^ ^ ( - a  +  V a 2 +  b2) j  € K (i)
Implikacja (3) (4) jest oczywista.
(4) = ^  (1). Niech L  będzie kwadratowo dom kniętym rozszerzeniem 
kwadratowym ciała K. Ponieważ char(K ) =  2, więc L  =  K ( \ f a) dla pew­
nego a € K * \  K *2. Niech N  : L * — > K * będzie zwykłą funkcją normy, tzn. 
N (x +  y ^ a )  =  x 2 — ay2. Ponieważ L  jest kwadratowo domknięte, więc dla 
dowolnych x ,y  € K  istnieją s , t  € K  takie, że x  +  y \ f a =  (s +  t ^fa)2. W tedy
x 2 — ay2 =  N (x +  y f a )  =  N ((s +  t f a ) 2) =  (N (s  +  t f a ) ) 2 € K 2.
W  szczególności dla x  =  0 otrzymujemy —a € K *2 i dowolna sum a kwadra­
tów ciała K  jest kwadratem  w K, tzn. ciało K  jest pitagorejskie. Jest ono 
również formalnie rzeczywiste, gdyż w przeciwnym razie nie m iałoby roz­
szerzenia kwadratowego. Ponieważ dowolny element b € K * jest kwadratem  
w ciele L, więc istnieją x ,y  € K  takie, że
b =  (x +  y-f a ) 2 =  (x2 +  ay2) +  2x y f a .
Stąd b =  x 2 € K *2 lub b =  ay2 € —K *2, a to oznacza, że K */ K *2 =
K *2 U —K *2.
(2) = ^  (5). W ystarczy zastosować twierdzenie 1.6.6.
(5) = ^  (1). Załóżmy (5). Skoro każde rozszerzenie kwadratowe L  =  
K (\fa ) ,  a € K *2 jest nierzeczywiste, to  na podstawie twierdzenia 1 .6.6 oraz 
twierdzenia A rtina-Schreiera (twierdzenie 1.3.12) mamy
—a =  x 2 +  ... +  x 2n dla pewnych x 1 , . . . ,xn € K.
W ybierzmy powyższe przedstawienie elementu —a z minimalnym n. 
W  szczególności wszystkie x i są niezerowe. Przypuśćmy, że n  >  2. W te­
dy x2 +  x2 €  K *2 i na podstawie założenia ciało L  =  K  ( ^ x 2[ +  x2^ nie 
jest formalnie rzeczywiste oraz
—(xi +  x2) =  y2 +  ... +  y 2m dla pewnych y i , ..., ym € K.
Ciało K  jest formalnie rzeczywiste, a więc jest to  niemożliwe. Zatem n  =  1 
i a € —K *2. Pokazaliśmy, że K */ K *2 =  { K *2, —K *2}. □
C iała kwadratowo domknięte, choć nie są formalnie rzeczywiste, to  jak 
pokazuje powyższe twierdzenie, są „bliskie” ciałom euklidesowym. Z tego 
też powodu zajmiemy się ich własnościami.
Lemat 9.1.3. Jeżeli K i , i € I, są kwadratowo domkniętymi podciałami cia­
ła L, to p| K i jest ciałem kwadratowo domkniętym. 
iei
D o w ó d .  Załóżmy, że K i , i € I, są kwadratowo domkniętymi podciałam i
ciała L  oraz a € K  =  p| K i . W tedy dla każdego i € I  istnieje takie ai € K i ,
iei
że a =  a2. Stąd ai € K  dla każdego i € I. □
W niosek 9.1.4. Dla dowolnego ciała K  istnieje najmniejsze kwadratowo 
domknięte podciało L algebraicznego domknięcia K  ciała K  zawierające cia­
ło K. Ponadto L jest rozszerzeniem Galois ciała K.
D o w ó d .  Niech R  będzie rodziną wszystkich podciał algebraicznego do­
mknięcia K  ciała K  zawierających K, które są kwadratowo domknięte. 
Rodzina R  jest niepusta, bo K  € R .  Z poprzedniego lem atu wynika, że
L  =  H M  jest szukanym ciałem. Obraz każdego K -zanurzenia ciała 
m e n  __
z rodziny R  w K  jest znowu elementem rodziny R .  Stąd druga część tezy.
□
Ciało L  z poprzedniego wniosku będziemy nazywali kwadratowym do­
mknięciem ciała K  i oznaczali symbolem K kd. N astępne stwierdzenie podaje 
sposób konstrukcji kwadratowego domknięcia.
Stwierdzenie 9.1.5. Dla dowolnego ciała K  ciało K kd ma postać K kd =  
U K i , gdzie {K i } jest ciągiem podciał K i ciała K  określonych następująco:
i^0
K 0 =  K, K i+1 =  K i ({ ^ a  : a € K *}) dla i >  0.
D o w ó d .  Ciało L  =  U K i jest kwadratowo domknięte, a więc K kd C L .
i^0
Inkluzja odw rotna jest oczywista. □
Z twierdzenia 9.1.2 wynika, że jeśli K  jest ciałem euklidesowym, to 
K kd =  K (y —T). Okazuje się, że jeśli ciało K  nie jest euklidesowe, to  je­
go kwadratowe domknięcie musi już być nieskończonym rozszerzeniem tego 
ciała. Twierdzenie, które o tym  mówi, jest analogiczne do twierdzenia 3.1.8. 
Rolę algebraicznego domknięcia odgrywa w nim kwadratowe domknięcie, 
a rolę ciała rzeczywiście domkniętego -  ciało euklidesowe.
Twierdzenie 9.1.6. Niech L  =  K kd będzie ciałem charakterystyki różnej 
od 2. Jeżeli 1 <  [L : K ] <  ^ ,  to [L  : K ] =  2, K  jest ciałem euklidesowym 
oraz L  =  K  (\ f —1).
D o w ó d .  Ze stwierdzenia 9.1.5 oraz wniosku 9.1.4 wynika, że L  jest roz­
szerzeniem Galois ciała K  oraz [L : K ] =  2n dla pewnego n £ N. G rupa 
G ( L /K ) jest 2-grupą, m a nietrywialne centrum  (zob. [6], s. 30), z którego na 
podstawie lem atu Cauchy’ego możemy wybrać automorfizm a rzędu 2. Cia­
ło L  jest rozszerzeniem kwadratowym ciała M  =  L a . Ponadto  z twierdzenia
9.1.2 ciało M  jest euklidesowe i V —1 £  M. W ystarczy pokazać, że K  =  M. 
Przypuśćmy, że tak  nie jest. W tedy rozszerzenie M / K  jest nietrywialnym 
rozszerzeniem Galois, gdyż {id^, a } jest podgrupą norm alną grupy G ( L /K ). 
Jak  poprzednio, M  jest rozszerzeniem kwadratowym pewnego podciała E, 
ale w takim  przypadku L  jest rozszerzeniem kwadratowym ciała E ( \ — T). 
Na podstawie twierdzenia 9.1.2 ciało E ( \ / —1) jest euklidesowe, a to jest 
niemożliwe, bo zawiera ^£—1. □
W niosek 9.1.7. Jeśli ciało K  nie jest ciałem euklidesowym i nie jest kwa­
dratowo domknięte oraz char(K) =  2 , to [Kkd : K ] =  to .
Przykłady 9.1.8. (1) Jeżeli K  jest ciałem skończonym charakterystyki róż­
nej od 2, to \K */ K *2 \ =  2 (zob. zadanie 9 w rozdziale 2), a stąd wynika, że 
ciało K  m a dokładnie jedno rozszerzenie kwadratowe w swoim algebraicz­
nym domknięciu. Jeśli K  =  Fpk, to  tym  jedynym  rozszerzeniem kw adrato­
wym jest Fp2 k . Zatem ze stwierdzenia 9.1.5 mamy K kd =  U Fp2« k .
nGN
(2) Ze stwierdzenia 9.1.5 wynika, że a £ K kd w tedy i tylko, gdy K (a) 
jest rozszerzeniem pierwiastnikowym stopnia 2. ciała K, tzn. istnieje taki 
ciąg podciał K 0 =  K  < K i < ... < K s algebraicznego domknięcia ciała K, 
że K i+i jest rozszerzeniem kwadratowym ciała K i dla i =  0, ...,s — 1, oraz 
K (a) C K s . Zatem ciało Qkd jest zbiorem liczb algebraicznych znanych jako 
konstruowalne za pomocą cyrkla i linijki (zob. [5] lub [6]).
Twierdzenie 9.1.9. (1) Jeśli L oraz R  są podciałami pewnego ciała N,
L jest kwadratowo domknięte oraz R  jest rzeczywiście domknięte, to 
ciało L  n R jest ciałem euklidesowym.
(2) Jeśli (K, P ) jest ciałem uporządkowanym, R P jego rzeczywistym do­
mknięciem, to M P =  K kd n R P C K  jest minimalnym rozszerzeniem 
euklidesowym ciała K  oraz M p2 n K  =  P.
(3) Każde minimalne rozszerzenie euklidesowe ciała formalnie rzeczywi­
stego K  jest postaci K kd n R p dla pewnego P  £ X (K ).
D o w ó d .  (1). Ciało M  =  L  n R  jest formalnie rzeczywiste. Jeśli a £ M, 
a £  —M *2, to  a =  x 2 dla pewnego x £ R, ale L  jest kwadratowo domknięte, 
a więc również x  £ L. Zatem \M * /M *2 \ =  2 i M  jest ciałem euklidesowym.
(2). Z (1) wynika, że M p  jest ciałem euklidesowym. Niech teraz M  bę­
dzie rozszerzeniem euklidesowym ciała K  zawartym w M p . Jego jedynym 
porządkiem jest oczywiście M  n  M p?. Z twierdzenia 9.1.2 wynika, że cia­
ło M (y— 1) C K kd jest kwadratowo domknięte, a zatem M (y— 1) =  K kd 
i M  =  M p . Wykazaliśmy minimalność M p .
(3). Załóżmy, że M  jest minimalnym rozszerzeniem euklidesowym ciała 
K. Niech M 0 będzie algebraicznym domknięciem K  w M. Jeśli a € Mp, to 
istnieje x € M  takie, że a =  ± x 2. Z tej równości wynika, że x  jest algebra­
iczny nad K , a więc x  € M 0. To oznacza, że M 0 jest ciałem euklidesowym, 
M 0 =  M  i M  C R p  dla P  =  M*2 n  K  € X ( K ) . Równość M  =  K kd n  R p  
wynika z minimalności M. □
Definicja 9.1.10. Ciało M P z poprzedniego twierdzenia nazywamy eukli­
desowym domknięciem ciała uporządkowanego (K, P ) .
Twierdzenie 9.1.11. Euklidesowe domknięcie ciała uporządkowanego (K, P ) 
jest wyznaczone jednoznacznie z dokładnością do rosnącego K-izomorfizmu.
Dowód.  Niech M  =  K kd n  R p C K  oraz M ' =  K kd n  R'p C K  będą 
euklidesowymi domknięciami ciała ( K ,P ), gdzie Rp  oraz Rp  są rzeczy­
wistymi domknięciami (K, P ) . Z wniosku 3.3.3 wynika istnienie rosnące­
go K -izomorfizmu $  : R p  — > R p , który następnie można przedłużyć do 
K -izomorfizmu $ ' : R p (\ / —1) — > R p (V —1) algebraicznych domknięć cia­
ła K. Z minimalności kwadratowego domknięcia wynika, że $'(Kkd) =  Kkd, 
a więc $ (M ) = M '. □
Przykład 9.1.12. Elementami euklidesowego domknięcia ciała Q są rzeczy­
wiste liczby algebraiczne, które wyrażają się przez pierwiastniki stopnia 2. 
Warto zauważyć, że w ciele C znajdują się jeszcze inne domknięcia euklideso­
we ciała Q. Rozważmy ciała uporządkowane (Q^v/2), P 1) oraz (Q^v/2),P 2) , 
gdzie P 1 oraz P2 są różnymi porządkami ciała Q (v/2). Oczywiście, euklide­
sowe domknięcia obu ciał są różne, ale oba są euklidesowymi domknięciami 
ciała Q.
9.2. C ia ła  pitagorejskie
W poprzednim podrozdziale zajmowaliśmy się ciałami euklidesowymi, któ­
re są szczególnymi przykładami ciał pitagorejskich, gdyż mają dokładnie
jeden porządek. Teraz zajmiemy się własnościami dowolnych ciał pitagorej- 
skich. Jak  wcześniej zauważyliśmy, ciała pitagorejskie, które nie są formal­
nie rzeczywiste m ają charakterystykę równą 2 lub są kwadratowo domknię­
te. Nas interesować będą głównie formalnie rzeczywiste ciała pitagorejskie. 
Przypomnijmy, że K  jest formalnie rzeczywistym ciałem pitagorejskim, jeśli 
J2 K *2 =  K * 2 . Zacznijmy od przykładu.
P r z y k ła d  9 .2 .1 . Ciało K ((X )) jest formalnie rzeczywistym ciałem pita- 
gorejskim wtedy i tylko, gdy K  jest formalnie rzeczywistym ciałem pita- 
gorejskim (zob. stwierdzenie 1.2.1 oraz wniosek 1.2.2). Zatem jeśli K  jest 
formalnie rzeczywistym ciałem pitagorejskim, to  L  =  K ((X 1))...((X n)) jest 
formalnie rzeczywistym ciałem pitagorejskim. Ponadto  jeśli K  jest ciałem 
euklidesowym, to  \L*/L*2 \ =  2n+1 oraz \ X (L)| =  2n .
Rodzina ciał euklidesowych nie jest zam knięta ze względu na przekroje. 
W  przypadku ciał pitagorejskich jest inaczej.
S tw ie rd z e n ie  9 .2 .2 . Jeśli K i , i € I , są formalnie rzeczywistymi ciałami 
pitagorejskimi zawartymi w pewnym ciele L, to K  =  p|ieI K i jest  formalnie  
rzeczywistym ciałem pitagorejskim.
D o w ó d .  Form alna rzeczywistość K  jest oczywista. Jeżeli a,b € K *, to  dla 
każdego i € I  istnieje taki element ci € K * , że a2 +  b2 =  c2. Z ostatniej
równości wynika, że dla i , j  € I  mamy ci =  ±Cj. Zatem Cj € p| K*  dla
iei
każdego j  € I  oraz a2 +  b2 € K * 2 . □
Z następującego twierdzenia wynika, że rodzina formalnie rzeczywistych 
ciał pitagorejskich jest „domknięciem” ze względu na przekroje rodziny ciał 
euklidesowych.
T w ie rd z e n ie  9 .2 .3 . Ciało K  jes t  formalnie rzeczywistym ciałem pitagorej­
skim wtedy i tylko wtedy, gdy jest przekrojem pewnej niepustej rodziny ciał 
euklidesowych.
D o w ó d .  Implikacja „ ^ = ” wynika z poprzedniego stwierdzenia oraz twier­
dzenia 9.1.2. Załóżmy zatem , że K  jest formalnie rzeczywistym ciałem pi­
tagorejskim. Niech R  będzie rodziną wszystkich euklidesowych domknięć 
(względem wszystkich P  € X ( K )) ciała K  zawartych w K  oraz niech
L  =  M .  Pokażemy, że K  =  L. Inkluzja „C” jest oczywista. Przy-
m  e n
puśćmy, że K  =  L. Ponieważ L C K^d, więc istnieje taki element a € K *,
że K  =  K ( \ fa )  C L. Niech M p  € R  będzie euklidesowym domknięciem 
(K , P). W tedy
a =  (V a )2 € K * n  L*2 C K * n  M p2 =  P.
Stąd a € f |  P  = J2 K *2 =  K *2, co jest sprzeczne z K  =  K ( ^ a ) .  □
p eX (k )
Definicja 9.2.4. Pitagorejskim domknięciem  ciała K  nazywamy przekrój 
wszystkich pitagorejskich podciał algebraicznego domknięcia K  ciała K  za­
wierających K .  Jest ono najm niejszym  podciałem  pitagorejskim ciała K  
zawierającym K .  Oznaczać go będziemy K pd.
Jeżeli K  nie jest ciałem formalnie rzeczywistym i char(K ) =  2 , to oczy­
wiście K pd =  K kd. Jeśli natom iast K  jest formalnie rzeczywiste, to  z dowodu 
poprzedniego twierdzenia wynika, że K pd jest przekrojem wszystkich eukli­
desowych domknięć ciała K.
W niosek 9.2.5. Jeśli K  jes t  ciałem formalnie rzeczywistym, to każdy po­
rządek ciała K  przedłuża się na K pd.
D o w ó d .  Każdy porządek P  € X ( K ) przedłuża się na domknięcie euklide­
sowe M p  ciała ( K , P ). Zatem teza wynika z twierdzenia 9.2.3. □
O statni wniosek rodzi naturalne pytanie o liczbę przedłużeń porządku 
na pitagorejskie domknięcie. Odpowiedź Czytelnik znajdzie w dalszej części 
tego podrozdziału.
Uwaga 9.2.6. Podobnie jak  w przypadku kwadratowego domknięcia, ist­
nieje sposób konstrukcji pitagorejskiego domknięcia K pd. Jeśli K 0 =  K,  
K i+1 =  K i({V  1 +  a2 : a € K * } ) , i  >  0, to K pd =  U K ^ Uzasadnienie
ip-0
pozostawiamy Czytelnikowi.
W  literaturze można spotkać wiele charakteryzacji ciał pitagorejskich. 
Jedną z nich jest charakteryzacja w języku teorii Galois, a inną charakte­
ryzacja w języku teorii form kwadratowych. Przedstawim y obie. Zacznijmy 
od tej pierwszej, k tóra pochodzi od J. Dillera oraz A. Dressa.
Twierdzenie 9.2.7. Ciało K  charakterystyki różnej od 2 jes t  ciałem pi­
tagorejskim wtedy i tylko wtedy, gdy nie ma rozszerzeń cyklicznych stopnia 
Ą. Ponadto jeśli K  jes t  ciałem formalnie rzeczywistym i nie jest  pitagorej- 
skim, to ma rozszerzenie cykliczne stopnia Ą. w pitagorejskim domknięciu 
Kpd ciała K .
D o w ó d .  Przypuśćmy, że K  jest ciałem pitagorejskim i ma rozszerzenie cy­
kliczne E  stopnia 4., tzn. E  jest rozszerzeniem Galois ciała K  oraz G ( E / K ) 
jest grupą cykliczną rzędu 4. Niech a będzie generatorem  grupy G ( E /K ). 
Rozszerzenie E / K  ma dokładnie jedno ciało pośrednie L  =  K(\fa) ,  które
jest ciałem elementów stałych automorfizmu a 2 i E  =  L { ^ b +  c dla
pewnych b,c € K.  Niech a  =  \Jb +  c / a .  Generatorem  grupy G (E /L ) jest 
a 2, a więc a 2 (a) =  - a .  To z kolei sprawia, że aa(a) € L, gdyż
a 2( a a (a ) )  =  a 2( a ) a ( a 2(a)) =  - a a ( - a )  =  aa  (a).
Ponieważ a\L jest generatorem  grupy G ( L / K ), więc (a ( a ) ) 2 =  a ( a 2) =  
b — c^fa. Stąd
( a a ( a ) ) 2 =  a 2a ( a 2) =  b2 — c2a € K  n  L 2.
Czytelnik łatwo sprawdzi, że K  n  L 2 =  K 2 U a K 2. Jeżeli ( a a ( a ) ) 2 € K 2, to 
aa  (a) € K,
a (a )a 2(a ) =  a (a a (a )) =  a a (a )
oraz a 2(a) =  a. Otrzym aliśmy sprzeczność, gdyż a 2(a) =  —a.
Jeżeli natom iast ( a a ( a ) ) 2 € a K 2, to  b2 — c2a =  x 2a dla pewnego x € K.  
Stąd a =  b2(x2 +  c2) - 1 € K 2, gdyż K  jest pitagorejskie. Znowu sprzeczność, 
gdyż wtedy L  nie jest rozszerzeniem kwadratowym ciała K.  To kończy do­
wód implikacji ( = ^ ) .
Załóżmy teraz, że K  nie jest ciałem pitagorejskim. Niech b =  1 +  a2 €  K 2 
oraz niech L  =  K ( / b ) ,  E  =  K  ^ \ j b +  . Element b +  / b  nie jest kwa­
dratem  w ciele L, bo N (b +  V b) =  b2 — b =  ba2 € K 2, gdzie N oznacza 
normę rozszerzenia L /K .  Zatem [E : K ] =  4 i wielomianem minimalnym
elementu \Jb +  / b  jest f  =  X 4 — 2bX2 +  ba2 € K [ X ], którego pierwiastkami
są a  =  \Jb +  / b ,  —a, (3 =  , —@. Ponieważ wszystkie one należą do E
oraz są param i różne (bo char(K  =  2), więc E  jest rozszerzeniem Galois 
ciała K.  Pokażemy, że E / K  jest rozszerzeniem cyklicznym. Niech a będzie 
takim  K -automorfizmem ciała E,  że a (a )  =  3. W tedy
b — / b  =  3 2 =  a ( a 2) =  a(b +  / b )  =  b +  a ( /b ) .
Stąd a(Vb)  =  —\[b oraz
3 a (3 ) =  a(a)a(3 ) =  a(a@) =  a(aVb)  =  —aVb  =  —aft.
Zatem a (3 ) =  —a  i a 2(3) =  a ( —a) =  - f i .  Oznacza to, że a 2 =  id, 
rząd a  równy jest 4 i G ( E / K ) jest grupą cykliczną. Do zakończenia dowo­
du wystarczy zauważyć, że jeśli K  jest ciałem formalnie rzeczywistym, to
Z twierdzenia 9.2.7 wynika wiele ciekawych wniosków, z których pierwszy 
znany jest pod nazwą twierdzenia D illera-D ressa i wyraża własność ciał 
pitagorejskich o nazwie going down.
T w ie rd z e n ie  9 .2 .8  (J. Diller, A. Dress). Jeżeli ciało L  jest skończonym  
rozszerzeniem ciała K  i L  jest ciałem pitagorejskim, to K  jes t  również cia­
łem pitagorejskim.
D o w ó d .  Przypuśćmy, że L  jest, a K  nie jest ciałem pitagorejskim. Zatem 
char(K ) =  2. Rozszerzenie L / K  jest skończone, a więc możemy wybrać ciała 
pośrednie M i c  M 2 takie, że M 2 jest pitagorejskie, M i nie jest pitagorejskie 
i pomiędzy nimi nie ma ciał pośrednich. Z twierdzenia 9.2.7 wynika, że 
istnieje rozszerzenie cykliczne E  stopnia 4. ciała M \  zawarte w domknięciu 
pitagorejskim ciała M \,  które z kolei jest zawarte w M 2. Ciało E  zawiera 
rozszerzenie kwadratowe ciała M \ . Zatem między M \  i M 2 znajduje się ciało 
pośrednie i otrzymujemy sprzeczność. □
W n io s e k  9 .2 .9 . Jeżeli K  nie jes t  ciałem pitagorejskim, to rozszerzenie 
K p d /K  jest nieskończonym rozszerzeniem Galois i G (K pd/ K ) jest  grupą 
beztorsyjną.
D o w ó d .  Nieskończoność rozszerzenia K pd / K  wynika z twierdzenia 9.2.8. 
Obraz dowolnego pitagorejskiego rozszerzenia L  ciała K  poprzez dowolne 
K -zanurzenie a  : L ^  K  jest znowu pitagorejskim  rozszerzeniem ciała K ,  
zatem  K pd / K  jest rozszerzeniem Galois. Przypuśćmy, że a € G (K pd / K ) ma 
rząd skończony. W tedy K pd/ K ^ d jest skończonym rozszerzeniem i Kp^ d, na 
podstawie twierdzenia 9.2.8, jest ciałem pitagorejskim. Zatem K pd =  K °d 
i a  =  id . □pd
W n io s e k  9 .2 .10 . Niech L  będzie kwadratowo domkniętym oraz skończo­
nym rozszerzeniem ciała K , char(K ) =  2. Jeśli ^ f—1 € K , to ciało K  jest  
kwadratowo domknięte, natomiast jeśli \ — l  €  K , to K  jest ciałem euklide­
sowym.
□
D o w ó d .  Z twierdzenia 9.2.8 ciało K  jest pitagorejskie. Jeśli \ — 1 € K, 
to  K  jest kwadratowo domknięte, gdyż char(K ) =  2. Jeśli \ f —1 €  K, to 
K ( \ / —1) jest kwadratowo domknięte i na podstawie twierdzenia 9.1.2 ciało 
K  jest ciałem euklidesowym. □
Kolejny wniosek potwierdza własność going down dla ciał euklidesowych.
W niosek 9.2.11. Jeśli L jest euklidesowym oraz skończonym rozszerzeniem 
ciała K, to K  jest również ciałem euklidesowym.
D o w ó d .  Na podstawie twierdzenia 9.1.2 ciało L^y— 1) jest kwadratowo 
dom knięte i na podstawie poprzedniego wniosku ciało K  jest euklidesowe, 
gdyż jest formalnie rzeczywiste. □
Wcześniej zauważyliśmy, że każdy porządek ciała przedłuża się na jego 
pitagorejskie domknięcie. Teraz możemy odpowiedzieć na pytanie o liczbę 
przedłużeń.
W niosek 9.2.12. Jeśli K  jest ciałem formalnie rzeczywistym oraz nie jest 
pitagorejskie, to każdy porządek ciała K  przedłuża się na K pd na nieskoń­
czenie wiele sposobów.
D o w ó d .  W niosek 9.2.5 gwarantuje, że każdy porządek ciała K  przedłu­
ża się na K pd. Pokażemy, że zbiór takich przedłużeń dowolnego porządku 
jest nieskończony. Na podstawie wniosku 9.2.9 grupa G(Kpd/ K ) jest nie­
skończona. Niech P  € X (Kpd) będzie przedłużeniem porządku P0 € X (K ). 
W ystarczy pokazać, że odwzorowanie G(Kpd/ K ) — > X (Kpd), a — > a (P ) 
dla a € G(Kpd/ K ), jest różnowartościowe. Załóżmy, że a i ( P ) =  a2(P ). 
Niech a =  a 1 o a - 1 . W tedy a (P ) =  P, tzn. a jest odwzorowaniem rosnącym 
względem porządku P. Niech x  € K pd. Element x  jest algebraiczny nad K  
i an (x) jest pierwiastkiem wielomianu minimalnego elementu x  nad K  dla 
każdego n  € N. Zatem istnieje i €  N takie, że a i (x) =  x. Jeśli x <p a(x), to 
x <p a(x) <P ... <P a i - 1(x) <P a%(x) =  x, co nie jest możliwe. Podobnie 
postępujemy, jeśli a(x ) <P x. Zatem a(x ) =  x  i a =  id, a to oznacza, że 
ai =  a2. □
Z powyższych rozważań wynika, że jeżeli formalnie rzeczywiste ciało K  
nie jest pitagorejskie, to K pd jest nieskończonym, algebraicznym rozszerze­
niem ciała K. Zauważmy również, że Qpd jest najm niejszym  ciałem pitago- 
rejskim.
Po twierdzeniu D illera-D ressa nasuwa się pytanie, czy ciała pitagorej- 
skie m ają własność going up, tzn. czy skończone rozszerzenie ciała pitagorej- 
skiego jest pitagorejskie. Tu odpowiedź jest jednak negatywna, gdyż nawet 
rozszerzenie kwadratowe ciała pitagorejskiego nie musi być pitagorejskie. 
Kiedy takie rozszerzenie jest pitagorejskie rozstrzyga następne twierdzenie.
T w ie rd z e n ie  9 .2 .13 . Rozszerzenie kwadratowe L  =  K (\fa )  ciała K  jest 
ciałem pitagorejskim wtedy i tylko wtedy, gdy D K (1,d) =  K *2 u  d K *2 dla 
d €  {1 , a} .
D o w ó d .  ( = ^ ) .  Jeśli L  jest ciałem pitagorejskim, to  na podstawie twier­
dzenia 9.2.8 ciało K  jest pitagorejskie, zatem  D K (1,1) =  K *2 =  K *2u  1K *2. 
Ponieważ K *2 U a K *2 C D K (1, a) , więc pozostaje do udowodnienia inkluzja 
przeciwna. Niech b € D K (1, a) . Stąd 0 =  b =  x 2 +  y 2a =  x 2 +  (y^ a)2 € L *2. 
Oznacza to, że b =  ( u + w ^/a)2 =  (u2+aw 2)+ 2uw ^/a dla pewnych u, w € K. 
Stąd u =  0 lub w =  0, a więc b € K *2 U a K *2.
( ^ = ) .  Dowód w tę  stronę wymaga odrobinę więcej wysiłku. Pokażemy 
najpierw, że jeżeli a  =  u +  w \[a € L  oraz N L/ K (a) =  1, to  a  € K *L *2. 
W ybierzmy (x, y) € K  x  K, które nie jest rozwiązaniem układu równań 
liniowych
{(1 +  u)x — awy =  0wx  +  (1 — u)y =  0 .
Jest to możliwe, gdyż macierz współczynników tego układu jest niezerowa. 
Niech 0 =  x  +  y \ f a oraz /3 =  0 +  aa(0), gdzie a jest nietrywialnym  K -auto- 
morfizmem ciała L. W tedy 3  =  ((1 +  u)x — awy) +  (wx +  (1 — u)y)^Ja =  0, 
aa (3 ) =  3  oraz
3  3 2 Ts* t  *2
a  =  0 (3 ) =  N L/K  (3) € .
Załóżmy teraz, że K  jest ciałem pitagorejskim oraz D k  (1, a) =  K *2 U a K *2. 
W ystarczy pokazać, ż e 0  =  7  =  1 +  (s +  t ^/a)2 € L *2. Zauważmy, że
NL/ K (y) =  (1 — s2 +  at2)2 +  (2s)2 € K *2. Niech zatem  NL/ K (7 ) =  z 2. W tedy
NL/ K (^ ) =  1 i na podstawie wcześniejszych rozważań Y, a więc również 7  
należy do K *L *2. Jeśli 7  =  r u 2 dla r € K *, u  € L *, to r € (L*2 +  L *2) n  K. 
Lecz wtedy
r = (u 1 +  w 1^ a)2 +  (u2 +  w2^ a)2 =  (u f  +  u2) +  (w2 +  w^)a € K *2 U a K *2
oraz y  € L *2 U aL*2 C L *2, co ostatecznie kończy dowód. □
W niosek 9.2.14. Dla formalnie rzeczywistego ciała pitagorejskiego K  na­
stępujące warunki są równoważne:
(1) Każde formalnie rzeczywiste rozszerzenie kwadratowe ciała K  jest 
pitagorejskie.
(2) D K (1, a) =  K*2 U aK*2 dla każdego a £ K * \  —K*2.
(3) Praporządek K*2 jest wachlarzem.
D o w ó d .  Równoważność (1) (2) wynika z twierdzenia 9.2.13 oraz faktu,
że jedynym  nierzeczywistym rozszerzeniem kwadratowym ciała K  jest ciało
K  ( V —1).
(3) (2). Praporządek K*2 jest wachlarzem wtedy i tylko wtedy, gdy
dla każdego a £ K * \  —K*2 mamy K*2 U aK*2 =  K*2 +  aK*2 =  D K (1, a) 
(zob. twierdzenie 1.5.6). □
C iała pitagorejskie formalnie rzeczywiste można charakteryzować w ję­
zyku form kwadratowych następująco.
Twierdzenie 9.2.15. Niech K  będzie ciałem formalnie rzeczywistym. Na­
stępujące warunki są równoważne:
(1) K  jest ciałem pitagorejskim.
(2) Dla każdej formy kwadratowej p  nad ciałem K , jeśli k x p  jest formą 
izotropową dla pewnego k £ N, to p  jest formą izotropową.
(3) Dla każdej formy kwadratowej p  nad ciałem K , jeśli k x p  jest formą 
hiperboliczną dla pewnego k £ N, to p  jest formą hiperboliczną.
(4) Dla każdych form kwadratowych p  oraz ý  nad ciałem K, jeśli
k x p  = k x ý  dla pewnego k £ N, to p  = ý .
(5) Dla każdych form kwadratowych p  oraz ý  nad ciałem K, jeśli
dim (p) =  dim (ý) oraz sgnP (p) =  sgnP (ý) dla każdego P  £ X (K ),
to p  =  ý .
D o w ó d .  (1) = ^  (2). Niech p  =  (ai , . . . ,  an ). Jeśli k x p  jest izotropowa, 
to  istnieją x i i , . . . ,x in , . . . ,xki , . . . ,xkn £ K, nie wszystkie równe zero i takie, 
że
a ix 2i +  ... +  anx jn +  ... +  a ix \ i  +  ... +  anx kn =  0.
Ciało K  jest formalnie rzeczywistym ciałem pitagorejskim, a więc istnieją 
x i , . .. ,xn £ K, nie wszystkie równe zero i takie, że x 2 =  x ‘l i +  ... +  x ‘l i , i =  
1, ... , n. W tedy
aix 2 +  ... +  anx 2n =  0, 
co oznacza, że p  jest formą izotropową.
(2) (3). Zastosujemy indukcję względem n  =  dim (p). Dla n  =  1
forma k x p  nad ciałem formalnie rzeczywistym jest nieizotropowa (a więc 
nie jest hiperboliczna) dla każdego k € N. Jeśli n  =  2, to  hiperboliczność 
jest równoważna izotropowości i teza wynika z założenia. Załóżmy zatem , że 
p  =  (a\ , . . . ,  an ) ,n  > 2 , i teza jest prawdziwa dla form wym iaru mniejszego 
od n. Niech k x p  będzie formą hiperboliczną. Zatem jest ona również izo­
tropow a i z (2) mamy p  =  ^  ±  (1, —1). W tedy k x p  = k x ^  ±  k x(1 ,  —1). 
Na podstawie twierdzenia W itta  o skracaniu (twierdzenie 2.1.4) forma k x 
też jest hiperboliczna, zatem  z założenia indukcyjnego forma ^  jest hiper­
boliczna i w konsekwencji p  jest hiperboliczna.
(3) (4). W ynika bezpośrednio ze stwierdzenia 2.2.8.(2).
(4) = ^  (5). W  prosty sposób wynika z wniosku 2.5.6.
(5) (1). Niech a =  x 2 +  ... +  Xb Formy p  =  (1) oraz ^  =  (a) m ają
te  same wymiary i te  same sygnatury w każdym porządku ciała K. Zatem
na podstawie (5) są izometryczne, a to  oznacza, że a € K *2. Pokazaliśmy, 
że każda suma kwadratów w ciele K  jest kwadratem , co kończy dowód 
twierdzenia. □
W  rozdziale 7 pokazaliśmy, że każde ciało formalnie rzeczywiste zawiera 
formalnie rzeczywisty pierścień waluacyjny. W  związku z tym  nasuwa się 
naturalne pytanie: Jaki jest związek między własnością „być ciałem p ita­
gorejskim” („być ciałem euklidesowym”) dla ciała i ciała reszt względem 
formalnie rzeczywistego pierścienia waluacyjnego tego ciała? Odpowiedzi 
udzielą dwa kolejne twierdzenia.
Twierdzenie 9.2.16. Niech A  będzie formalnie rzeczywistym pierścieniem 
waluacyjnym ciała K.
(1) Jeśli K  jest ciałem pitagorejskim, to ciało reszt k(A ) jest ciałem 
pitagorejskim.
(2) Jeśli A  jest 2-henselowski i ciało reszt k(A ) jest pitagorejskie, to K  
jest ciałem pitagorejskim.
D o w ó d .  (1). Załóżmy, że K  jest ciałem pitagorejskim. Mamy pokazać, 
że dla dowolnego x  € k (A ) istnieje y € k (A ) takie, że 1 +  x 2 =  y 2. Jeśli 
x  =  n(a), a € A, to  istnieje b € K  takie, że 1 +  a2 =  b2. Oczywiście, b € A  
oraz 1 +  x 2 =  n(b)2.
(2). Załóżmy, że pierścień A  jest 2-henselowski i ciało reszt k (A ) jest 
pitagorejskie. Mamy pokazać, że 1 +  a2 € K *2 dla dowolnego a € K *. 
Ponieważ 1 +  a2 =  a 2( (a )2 +  1), bez ograniczenia ogólności możemy założyć, 
że a € A. Niech b € A  będzie taki, że 1 +  n(a)2 =  n(b)2. W tedy b € A *
(gdyż k (A ) jest ciałem formalnie rzeczywistym) i 1 +  a2 — b2 € M a . Zatem 
na podstawie lem atu 7.2.9
1 +  a2 =  b2(1 +  b- 2(1 +  a2 — b2)) € b2(1 +  M A) ę  K *2.
□
Twierdzenie 9.2.17. Niech A  będzie formalnie rzeczywistym pierścieniem 
waluacyjnym ciała K  oraz A  C K. Warunkiem koniecznym i wystarczają­
cym, aby K  było ciałem euklidesowym jest, by pierścień A  był 2-henselowski, 
ciało k (A ) było euklidesowe i grupa T a -  2-podzielna.
D o w ó d .  Załóżmy, że K  jest ciałem euklidesowym. Stąd K  jest ciałem pi- 
tagorejskim, P  =  K *2 jest jedynym  porządkiem ciała K , 1 +  M a ^  K *2 
i A  jest pierścieniem 2-henselowskim. Z poprzedniego twierdzenia wynika, 
że K(A)jest ciałem pitagorejskim. Ponieważ każdy element ciała K  jest kwa­
dratem  lub minus kwadratem , więc Ta jest 2-podzielna. Zatem z wniosków 
7.1.13 ciało k (A ) ma jeden porządek i z tw ierdzenia 9.1.2 ciało k (A ) jest 
ciałem euklidesowym.
Załóżmy teraz, że A  jest pierścieniem 2-henselowskim, k (A ) jest ciałem eu­
klidesowym i grupa T a jest 2-podzielna. W tedy z wniosków 7.1.13 ciało K  
m a jeden porządek, a z poprzedniego twierdzenia K  jest ciałem pitagorej- 
skim. Zatem na podstawie twierdzenia 9.1.2 ciało K  jest ciałem euklideso­
wym. □
9.3. C ia ła  su p errzeczyw iste  oraz superpitagorejsk ie
W  rozdziale 5. Czytelnik spotkał się z ciałami spełniającym i SAP. Były to 
ciała, których przestrzeń porządków była dosyć „skromna” w tym  sensie, że 
gdy \K */ J f K *2 \ < <x, to  \ X (K )| przyjmowała wartość dolnego oszacowania 
w (1.7) w rozdziale 1.4. W  tym  podrozdziale zajmiemy się ciałam i z możliwie 
najbogatszą pod względem liczby elementów przestrzenią porządków.
Definicja 9.3.1. Ciało formalnie rzeczywiste K  nazywamy ciałem super- 
rzeczywistym, jeśli X) K *2 jest wachlarzem, tj. każda podgrupa P  grupy K * 
taka, że [K* : P ] =  2, ^  K *2 C P  oraz — 1 €  P  jest porządkiem ciała K. 
Jeśli ponadto K  jest pitagorejskie, to nazywamy go ciałem superpitagorej- 
skim .
W prost z definicji 9.3.1 oraz rozważań w poprzednich rozdziałach wyni­
kają następujące wnioski.
W nioski 9.3.2. Załóżmy, że K  jest ciałem superrzeczywistym.
(1) Istnieje formalnie rzeczywisty pierścień waluacyjny A  С K  ciała K  
całkowicie zgodny z K *2, którego ciało reszt k (A) ma co najwyżej 
dwa porządki. Jeśli w dodatku K  jest superpitagorejskie, to A  jest  
pierścieniem 2-henselowskim.
(2) Ciało K  ma co najwyżej dwa punkty rzeczywiste.
(3) Jeśli \ K * / J f K * 2\ =  2n , to K  jes t  superrzeczywiste wtedy i tylko wte­
dy, gdy \ X ( K )\ =  2n -1 .
D o w ó d .  (1). Zastosować twierdzenie 7.5.4 oraz uwagę 7.5.5. Gdy K  jest 
superpitagorejskie, to  A  jest 2-henselowskim pierścieniem na podstawie le­
m atu  7.2.9.
(2). Zastosować stwierdzenie 5.1.10 oraz 7.5.2.
Implikacja (3) wynika wprost z definicji ciała superrzeczywistego oraz 
uwagi 1.5.2. □
Przykłady 9.3.3. Jeśli ciało F  jest superrzeczywiste, to  K  =  F ( ( X )) 
jest również superrzeczywiste. W  szczególności ciała R ((X 1))...((X n)) oraz 
Q (y /2 )( (X 1)). . .( (X n )) są superrzeczywiste. Pierwsze z nich jest superpita­
gorejskie i ma tylko jeden punkt rzeczywisty, podczas gdy drugie nie jest 
pitagorejskie i m a dwa punkty rzeczywiste.
Dla ciał superrzeczywistych oraz superpitagorejskich istnieje odpowied­
nik twierdzenia 9.2.16.
Twierdzenie 9.3.4. Niech A  będzie formalnie rzeczywistym pierścieniem  
waluacyjnym ciała K .
(1) Jeżeli A  jest całkowicie zgodny zJ2  K *2, to K  jest ciałem superrzeczy­
wistym wtedy i tylko wtedy, gdy k (A) jest  ciałem superrzeczywistym.
(2) Jeśli A  jes t  pierścieniem 2-henselowskim, to K  jes t  ciałem superpi- 
tagorejskim wtedy i tylko wtedy, gdy k (A) jest  ciałem superpitagorej- 
skim.
D o w ó d .  W ynika z wniosku 7.1.10 oraz twierdzenia 9.2.16. □
Dla ciał superpitagorejskich istnieje również odpowiednik twierdzenia 
D illera-D ressa (tw. 9.2.8) potwierdzający dla tych ciał własność going down. 
Zacznijmy od przypadku rozszerzenia kwadratowego.
Stwierdzenie 9.3.5. Niech L  =  K (\ fa ) będzie formalnie rzeczywistym, 
kwadratowym rozszerzeniem ciała K. Wtedy L jest ciałem superpitagorej- 
skim wtedy i tylko wtedy, gdy K  jest ciałem superpitagorejskim.
D o w ó d .  Załóżmy najpierw, że K  jest ciałem superpitagorejskim . W te­
dy każdy element w K * \  —K *2, w szczególności element —a, jest sztywny. 
Zatem na podstawie twierdzenia 9.2.13 ciało L  jest pitagorejskie. Należy 
pokazać, że L *2 jest wachlarzem. Niech zatem  L *2 < S  < L *, [L* : S ] =  2, 
— 1 €  S. Uzasadnimy, że podgrupa S  jest porządkiem ciała L. Ponieważ 
K *2 jest wachlarzem, więc P  =  S  fi K  jest porządkiem ciała K. Ponadto 
a =  (V a)2 € L *2 f  K  C P  i na podstawie twierdzenia 1.6.6 porządek P  ma 
dwa przedłużenia P 1 oraz P 2 =  o(P \ ) na ciało L, gdzie a jest nietrywialnym 
K -automorfizmem ciała L. Pokażemy, że P i f  P 2 =  L *2 ■ P. W ystarczy poka­
zać, że P i f  P 2 C L *2 ■ P, gdyż przeciwna inkluzja jest oczywista. Rozważmy 
a  =  x  +  y ^ a € P1 f  P2. W tedy
N L/ K (a) =  a  ■ a (oi) =  x 2 — ay2 € P 1 f  P 2 f  K  c  P.
Stąd Nl / k (a) € K *2, gdyż —a jest sztywny i a € P. Jeśli NL/ K (a) =  b2, 
b € P, to  NL/ K (a P - 1) =  1. Pow tarzając rozumowanie z dowodu twierdzenia 
9.2.13, możemy wykazać istnienie elementu ¡3 € L * takiego, że
b- i  3 2a  ■ b =  —---- —r - .
n l / k  (3 )
Oczywiście N l/k (3 )  € P  i w tedy a  € L *2 P. Równość P1 f P 2 =  L *2 P  ozna­
cza, że L *2 ■ P  jest trywialnym  wachlarzem ciała L. Ponieważ L *2 ■ P  C S, 
więc S  jest porządkiem ciała L.
Załóżmy teraz, że L  jest ciałem superpitagorejskim . W tedy z twierdzenia 
9.2.8 wynika, że ciało K  jest pitagorejskie. Do zakończenia dowodu w ystar­
czy pokazać, że każde formalnie rzeczywiste rozszerzenie kwadratowe ciała 
K  jest pitagorejskie (zob. wniosek 9.2.14). Niech M  =  K (V d)  będzie formal­
nie rzeczywistym kwadratowym rozszerzeniem ciała K. Jeżeli d € —a K *2 , 
to  d € —L *2 (gdyż L *2 f  K  =  K *2 U a K *2) i ciało L (v d )  jest formalnie 
rzeczywiste, a więc na podstawie pierwszej części dowodu również pitago­
rejskie. Stąd na podstawie twierdzenia 9.2.8 podciało M  ciała L(Vd) jest 
pitagorejskie. Pozostaje rozważyć przypadek d =  —a. Niech Q € X (L) oraz 
P  =  Q f  K.  W tedy a € P. Rozważmy podgrupę S  =  L *2 ■ P  grupy L *. 
Gdyby —1 € S, to mielibyśmy a 2 € —P  dla pewnego a  =  x  +  y\fa.  Jednak 
wtedy x 2 +  ay2 € —P, xy  =  0, a to  jest niemożliwe. Zatem —1 € S  i na 
podstawie twierdzenia 1.5.6 podgrupa S  jest praporządkiem  ciała L. Stąd
X ( L / S ) jest zbiorem porządków ciała L, które są przedłużeniem P, a więc 
S  =  Pi n  P2, P i , P2 £ X (L), J a  £ P i , —J a  £ P2 (zob. twierdzenie 1.6.6) 
oraz L * =  S  U —S  U J a S  U —J aS. Z tego wynika, że
D k  (1, —a) = N L/ K (L*) =
=  N l / k (S) U N l / k (—S ) U N l / k ( j a S )  U N l / k (—J S ) =  K *2 U —a K *2 
i na podstawie twierdzenia 9.2.13 ciało M  =  K ( J —a) jest pitagorejskie.
□
A teraz udowodnimy zapowiedziane wcześniej twierdzenie w przypadku 
ogólnym.
Twierdzenie 9.3.6. Niech L będzie skończonym rozszerzeniem ciała K. 
Jeśli L jest ciałem superpitagorejskim, to K  również jest ciałem superpita- 
gorejskim.
D o w ó d .  Załóżmy, że L  jest ciałem superpitagorejskim . Udowodnimy, że 
K *2 jest wachlarzem, stosując indukcję względem n  =  [L : K ] >  2. Jeśli 
n  =  2, to teza wynika ze stwierdzenia 9.3.5. Załóżmy, że n > 2. Stosując 
założenie indukcyjne, możemy przyjąć, że między K  a L  nie ma ciał po­
średnich. Pokażemy, że L *2 n  K * =  K *2. Inkluzja D jest oczywista. Gdyby 
istniało a £ L *2 n  K * \  K *2, to K  C K ( J a )  C L, co przeczy wcześniejszym 
założeniom. Zatem udowodniliśmy żądaną równość L *2 n  K * =  K *2. Ponie­
waż L  jest ciałem superpitagorejskim , więc L *2 jest wachlarzem i również 
K *2 jest wachlarzem (zob. zadanie 22 w rozdziale 1 ). □
9.4. Zadania
1. Niech F  będzie podciąłem  kwadratowo domkniętego ciała K  oraz niech 
K 0 będzie algebraicznym domknięciem ciała F  w ciele K. Pokazać, że 
K 0 jest ciałem kwadratowo domkniętym.
2. Pokazać, że ciało F 2((X )), chociaż pitagorejskie, nie jest kwadratowo 
domknięte.
3. Pokazać, że jeśli E / K  jest skończonym rozszerzeniem Galois i E  jest 
ciałem pitagorejskim, to  2-podgrupa Sylowa grupy G ( E /K ) jest ele­
m entarną 2-grupą.
Wsk. W ykorzystać twierdzenia 9.2.7 oraz 9.2.8.
4. Niech K  będzie ciałem formalnie rzeczywistym. Pokazać, że jeśli a =  id 
jest automorfizmem ciała K  oraz K / K a jest rozszerzeniem algebraicz­
nym, to  dla każdego P  € X ( K ) mamy a (P ) =  P.
Wsk. Porównaj dowód wniosku 9.2.12.
5. Niech K  będzie ciałem pitagorejskim. Pokazać, że następujące warunki 
są równoważne:
(a) Ciało K  jest superpitagorejskie.
(b) Dla każdych ai , . . . , a n € K  * takich, że ai aj  € —K  * 2 dla 
i , j  =  1 , . . .  ,n, spełniony jest warunek:
D K {ai , . . . ,  an ) =  ai K * 2 U . . .  U an K *2.
(c) Dla każdych a i , . . .  ,an € K  * prawdziwa jest implikacja:
{ai , . . . ,  an ) jest izotropowa = ^  3 aiaj  € —K *2.
i,je { i ,...,n]
(d) Dla każdych ai , . . . ,  an ,bi , . . .  ,bn € K  * takich, że
aiaj ,bibj  € —K * 2, i , j  = 1 , . . . , n ,  
prawdziwa jest implikacja:
{ a i , . . . , a n ) = { b i , . . . ,b n ) 3 V a K  *2 =  bT ^ K  *2.
t eS(n) i=i,...,n
Wsk. Zob. zadanie 21 w rozdziale 1.
6. Pokazać, że jeśli K  jest ciałem pitagorejskim, to
D k {1 , a) =  H  {P  € X (K ) : a € P }.
7. Załóżmy, że K  jest ciałem pitagorejskim  oraz 1 <  \X (K )| <  to . W yka­
zać, że K  m a pitagorejskie rozszerzenia kwadratowe.

ROZDZIAŁ 10
G eom etryczn e w ła sn o śc i c ia ł uporządkow anych
10.1. T w ierdzenie spektralne
W  podstawowym kursie algebry liniowej każdy student spotyka się z twier­
dzeniem spektralnym  nazywanym też czasem twierdzeniem o osiach głów­
nych. Dotyczy ono diagonalizowalności endomorfizmów samosprzężonych 
przestrzeni euklidesowej, tzn. dodatnio określonej przestrzeni dwuliniowej 
nad ciałem R. Standardowy dowód tego twierdzenia bez większych zmian 
może być powtórzony nad dowolnym ciałem rzeczywiście domkniętym. Moż­
na zapytać, czy prawdziwa jest jakaś wersja tego twierdzenia, gdy ciało rze­
czywiście dom knięte zastąpim y innym ciałem, a przestrzeń euklidesową -  
inną przestrzenią dwuliniową. Na kilku następnych stronach omówimy ten 
problem dokładniej. Zacznijmy od przypom nienia definicji endomorfizmu 
samosprzężonego. Na początek zakładam y jedynie, że występujące poniżej 
ciała m ają charakterystykę różną od 2 .
Definicja 10.1.1. Niech (V, £) będzie przestrzenią dwuliniową. Endomor- 
fizm ^  przestrzeni V  nazywany endomorfizmem samosprzężonym  przestrze­
ni (V, £), jeżeli dla wszystkich v ,w  € V  zachodzi równość
(*) £ W v ) , w ) =  £(v, $ (w )).
Uwaga 10.1.2. W arunek (*) można wyrazić w sposób macierzowy następu­
jąco. Niech C  będzie macierzą funkcjonału dwuliniowego £ w pewnej bazie 
przestrzeni V  oraz niech A  będzie macierzą endomorfizmu ^  przestrzeni V  
w tej samej bazie. Równość (*) zachodzi wtedy i tylko wtedy, gdy A fC  =  
CA.
Przykład 10.1.3. Niech A  będzie K -algebrą oraz niech w A. Endo- 
morfizm
^ w : A  — ► A, ^ w(z) =  w z  dla z € A
K -przestrzeni liniowej A  jest endomorfizmem samosprzężonym przestrzeni 
dwuliniowej [A,a]K dla dowolnego a  € A.
Przykład 10.1.4. Niech (V, £) będzie nieosobliwą przestrzenią dwuliniową 
nad ciałem K. Jeżeli ^  jest endomorfizmem samosprzężonym tej przestrzeni, 
to  (V, £') również jest przestrzenią dwuliniową, gdzie
£'(v ,w ) = £(&(v ) ,w ) dla v , w € V.
Łatwo zauważyć, że przestrzeń dwuliniowa (V, £') jest nieosobliwa wtedy 
i tylko wtedy, gdy ^  jest automorfizmem przestrzeni V. Niech C  oraz D  bę­
dą macierzami odpowiednio £ oraz £' w pewnej bazie B  przestrzeni V. Jeśli 
A  jest macierzą ^  w bazie B , to  zachodzi równość D  =  A*C. Łatwo stąd 
wyliczyć A  =  (D C - 1)t =  C - 1D, gdyż macierze C  oraz D  są symetryczne. 
Obserwacja ta  pozwala opisać wszystkie endomorfizmy samosprzężone nie- 
osobliwej przestrzeni dwuliniowej (V, £) . Mówi o tym  następne stwierdzenie.
Stwierdzenie 10.1.5. Niech (V, £) będzie nieosobliwą przestrzenią dwuli­
niową nad ciałem K  oraz niech C będzie macierzą £ w bazie B przestrze­
ni V . Endomorfizm ^  przestrzeni V  jest endomorfizmem samosprzężonym 
przestrzeni dwuliniowej (V,£) wtedy i tylko wtedy, gdy istnieje macierz sy­
metryczna D taka, że macierz A  endomorfizmu ^  w bazie B ma postać 
A  =  C - 1D.
D o w ó d .  W arunek konieczny wynika z poprzedniego przykładu. Przypuść­
my teraz, że macierz A  endomorfizmu ^  w bazie B  ma postać A  =  C - 1D 
dla pewnej macierzy symetrycznej D. W tedy A*C =  (C - 1D )*C =  D* =  
D  =  CA. Oznacza to, że ^  jest endomorfizmem samosprzężonym przestrze­
ni dwuliniowej (V, £). □
W niosek 10.1.6. Jeśli przestrzeń dwuliniowa (V,£) ma bazę ortonormalną, 
tzn. taką bazę ortogonalną B  =  (v 1, . . .  ,vn) , że £(v 1 , v 1) =  . . .  =  £(vn ,vn) =  
=  1, to macierz £ w tej bazie jest macierzą jednostkową. Wtedy endomorfizm 
^  przestrzeni V  jest endomorfizmem samosprzężonym przestrzeni dwulinio­
wej (V, £) wtedy i tylko wtedy, gdy macierz endomorfizmu ^  w bazie B jest 
symetryczna.
Przypomnijmy, że endomorfizm ^  przestrzeni V  nazywamy endomorfi- 
zmem diagonalizowalnym, jeżeli istnieje baza przestrzeni V  złożona z wek­
torów własnych tego endomorfizmu lub równoważnie, w pewnej bazie prze­
strzeni V  macierz endomorfizmu ^  jest diagonalna. Jeżeli ^  jest endo­
morfizmem diagonalizowalnym nad ciałem K, to  jego wielomian charak­
terystyczny rozkłada się na czynniki liniowe w K [X ], tzn. jest postaci
(X  — a 1)ei . . .  (X  — ak)ek. Nie jest to oczywiście warunek równoważny, gdyż 
^  : K  x K  — > K  x K, ^ ( x ,  y) =  (x +  y, y) m a wielomian charakterystyczny 
równy (X  — 1)2, ale endomorfizm ^  nie jest diagonalizowalny, niezależnie 
nad jakim  ciałem jest rozpatrywany. Pojęcie endomorfizmu diagonalizowal- 
nego ma swój odpowiednik w języku macierzy. Będziemy mówili, że macierz 
A  jest diagonalizowalna, jeżeli A  jest macierzą endomorfizmu diagonalizo- 
walnego. Oznacza to  istnienie takiej macierzy nieosobliwej Q, że Q - 1AQ  
jest m acierzą diagonalną.
Przykład 10.1.7. Niech f  € K [ X ] oraz niech A  =  K [ X ] / ( f ). Rozważmy 
endomorfizm ^  przestrzeni liniowej A  (nad K ) taki, że ^ (v )  =  t v  dla v € A, 
gdzie t  =  X  +  ( f ). W tedy wielomian charakterystyczny endomorfizmu ^  
jest równy (—1)st  ^f .  Zatem jeśli wielomian f  w rozkładzie na czynniki nie- 
rozkładalne nad K  m a czynnik stopnia większego od 1, to  endomorfizm ^  
nie jest diagonalizowalny. N atom iast jeśli f  =  (X  — a 1) . . .  (X  — an ), gdzie 
a1 , . . .  ,an są różnymi elementami ciała K , to endomorfizm ^  jest diagona­
lizowalny. W  szczególności jeśli f  =  X 2 — b € K [ X ], to  endomorfizm ^  jest 
diagonalizowalny wtedy i tylko wtedy, gdy b € K *2.
Do tej pory nie wskazywaliśmy związku między problemem diagonalizo- 
walności a koniecznością ograniczenia się do ciał uporządkowanych.
Lemat 10.1.8. Załóżmy, że każdy endomorfizm przestrzeni liniowej K  x K, 
którego macierz w pewnej bazie tej przestrzeni jest symetryczna, jest diago- 
nalizowalny, tzn. każda macierz symetryczna stopnia 2. nad ciałem K  jest 
diagonalizowalna. Wtedy:
(1 ) —1 € K  *2,
(2) £  K *2 =  K *2,
(3) char K  =  0.
W  szczególności ciało K  jest formalnie rzeczywistym ciałem pitagorejskim.
D o w ó d .  Przypuśćmy, że istnieje i € K  takie, że i2 =  —1. W tedy endo- 
morfizm przestrzeni K  x K  o macierzy równej
1 i 
i —1
m a wielomian charakterystyczny równy X 2, a więc nie jest diagonalizowalny. 
Od razu z tego wynika, że char K  =  2 . Niech a, b K. Rozważmy
endomorfizm przestrzeni K  x  K , który w pewnej bazie ma macierz równą
2a b
b 0 .
Jak  łatwo obliczyć, wartości własne tego endomorfizmu są równe a± \ / a2 +  b2. 
Ponieważ endomorfizm ten  jest z założenia diagonalizowalny, jego w arto­
ści własne muszą należeć do K. Stąd \ / a2 +  b2 € K , tzn. a2 +  b2 € K *2 
i ciało K  jest pitagorejskie. W arunek (3) wynika z dwóch poprzednich, gdyż 
w przypadku char K  =  p > 0 mielibyśmy — 1 =  (p — 1) € J 2 K *2 =  K*2. 
W arunki (1) oraz (2) oznaczają, że ciało K  jest formalnie rzeczywistym cia­
łem pitagorejskim □
Uwaga 10.1.9. Niech V  będzie n-wymiarową przestrzenią liniową V  nad 
ciałem K  z bazą B = (v1, . . . ,  vn). W  przestrzeni V  możemy określić s tan ­
dardowy funkcjonał dwuliniowy £ wzorem:
(n n \  n^  Xivi , ^  yj vj  I =  ^  XiVi . (10.1)
i=1 j =1 J i=1
Tak określona para (V, £) jest nieosobliwą przestrzenią dwuliniową, a baza B
jest jej bazą ortonorm alną. Przestrzenie te są nieizotropowe dla wszystkich 
n  € N wtedy i tylko wtedy, gdy ciało K  jest formalnie rzeczywiste. W  takim  
przypadku przestrzeń (V, £) jest to taln ie dodatnio określona, tzn. jest dodat­
nio określona względem dowolnego porządku ciała K . Jeśli natom iast ciało 
K  jest formalnie rzeczywistym ciałem pitagorejskim, to  forma kwadratowa 
związana z funkcjonałem £ przedstawia jedynie kw adraty ciała K  i dowolną 
bazę ortogonalną C =  (w1, . . .  ,wn) przestrzeni (V, £) można przekształcić 
w bazę ortonorm alną, zastępując każdy z wektorów wi wektorem w i/ x i , 
gdzie x i jest elementem ciała K  takim , że x 2 =  £(wi ,w i). Łatwo można 
pokazać (zob. zadanie 2), że jeśli n  wymiarowa przestrzeń dwuliniowa nad 
formalnie rzeczywistym ciałem pitagorejskim jest totalnie dodatnio okre­
ślona, to ma bazę ortonorm alną i jest izometryczna z przestrzenią (V, £) 
zdefiniowaną powyżej.
Definicja 10.1.10. Niech £ będzie funkcjonałem dwuliniowym przestrzeni 
V . Endomorfizm T przestrzeni liniowej V  nazywamy ortogonalnie diagona- 
lizowalnym (ortonormalnie diagonalizowalnym), jeżeli istnieje baza ortogo­
nalna (baza ortonorm alna) przestrzeni dwuliniowej (V, £), złożona z wekto­
rów własnych tego endomorfizmu, tzn. baza, w której endomorfizm T ma 
macierz diagonalną.
Uwaga 10.1.11. Niech (V, £) będzie przestrzenią dwuliniową i niech ^  bę­
dzie endomorfizmem przestrzeni V . Niech A  oraz C  będą macierzami odpo­
wiednio ^  oraz £ w pewnej bazie B przestrzeni V. Niech C będzie dowolną 
bazą przestrzeni V  oraz niech Q będzie m acierzą przejścia od bazy B do ba­
zy C. W tedy Q - 1AQ  oraz QłCQ  są macierzami odpowiednio endomorfizmu 
^  oraz funkcjonału dwuliniowego £ w bazie C. Macierze te  są diagonalne 
wtedy i tylko wtedy, gdy baza C jest bazą ortogonalną złożoną z wektorów 
własnych endomorfizmu ^ .  Zatem endomorfizm ^  jest ortogonalnie diago- 
nalizowalny wtedy i tylko wtedy, gdy istnieje macierz nieosobliwa Q taka, 
że Q - 1AQ  oraz QtCQ  są macierzami diagonalnymi.
Ponadto jeśli B jest bazą ortonorm alną (tj. C  =  I ), to C jest bazą or- 
tonorm alną wtedy i tylko wtedy, gdy macierz Q jest macierzą ortogonalną 
(tzn. Qf'Q =  I ). W  tym  przypadku endomorfizm ^  jest ortonorm alnie dia- 
gonalizowalny wtedy i tylko wtedy, gdy istnieje macierz ortogonalna Q, dla 
której macierz Q - 1 AQ  jest diagonalna.
Definicja 10.1.12. Mówimy, że macierz A  nad ciałem K  jest ortogonalnie 
diagonalizowalna, jeśli istnieje macierz ortogonalna P  nad ciałem K, dla 
której macierz P - 1A P  jest diagonalna. Mówimy, że ciało K  m a własność osi 
głównych, jeśli każda macierz sym etryczna A  nad ciałem K  jest ortogonalnie 
diagonalizowalna.
Następne stwierdzenie podaje warunki równoważne na to, aby ciało K  
m iało własność osi głównych. Na podstawie lem atu 10.1.8 od razu musimy 
założyć, że K  jest formalnie rzeczywistym ciałem pitagorejskim.
Stwierdzenie 10.1.13. Niech K  będzie formalnie rzeczywistym ciałem pi­
tagorejskim. Następujące warunki są równoważne:
(1) Ciało K  ma własność osi głównych.
(2) Każda macierz symetryczna nad ciałem K  jest diagonalizowalna.
(3) Wielomian charakterystyczny dowolnej macierzy symetrycznej nad 
ciałem K  rozkłada się nad tym ciałem na czynniki liniowe.
(4) Każda macierz symetryczna nad ciałem K  ma w K  wartość własną.
(5) Każdy endomorfizm samosprzężony totalnie dodatnio określonej prze­
strzeni dwuliniowej nad ciałem K  jest ortonormalnie diagonalizowal- 
ny.
(6) Każdy endomorfizm samosprzężony totalnie dodatnio określonej prze­
strzeni dwuliniowej nad ciałem K  jest ortogonalnie diagonalizowalny.
D o w ó d .  Implikacje (1) = ^  (2) = ^  (3) = ^  (4) są oczywiste.
Pokażemy prawdziwość implikacji (4) (5). Niech (V, £) będzie to­
talnie dodatnio określoną przestrzenią dwuliniową nad ciałem K . Na pod­
stawie uwagi 10.1.9 jest to równoznaczne z tym, że przestrzeń ta ma bazę 
ortonormalną. Niech ^ będzie endomorfizmem samosprzężonym tej prze­
strzeni. Pokażemy istnienie bazy ortonormalnej przestrzeni (V,, £) złożonej 
z wektorów własnych endomorfizmu ^ . Zastosujemy indukcję względem 
n  = dim V. Przypadek n  = 1 jest oczywisty, gdyż dowolny unormowa­
ny wektor przestrzeni V  tworzy szukaną bazę. Załóżmy teraz, że n  > 1 
oraz dla każdej totalnie dodatnio określonej przestrzeni dwuliniowej nad 
K  wymiaru mniejszego od n  oraz każdego endomorfizmu samosprzężone- 
go tej przestrzeni istnieje baza ortonormalna złożona z wektorów własnych 
tego endomorfizmu. Niech ^ będzie endomorfizmem samosprzężonym prze­
strzeni dwuliniowej (V, £) oraz niech dim V  = n. Macierz endomorfizmu ^ 
w bazie ortonormalnej przestrzeni (V, £) jest symetryczna, a więc z założenia 
istnieje wektor niezerowy v1 € V  oraz a € K  takie, że ^ (t ą ) =  av1. Ponie­
waż ciało K  jest pitagorejskie, a przestrzeń jest totalnie dodatnio określona, 
wektor ten można unormować. Zatem możemy założyć, że £(v i , v i ) = 1. 
Niech U = lin(v1)^.  Przestrzeń ta z funkcjonałem xU jest przestrzenią 
dwuliniową totalnie dodatnio określoną. Pokażemy, że jest endomor­
fizmem przestrzeni U. Niech w € U. Wtedy £(v1 , ^ (w)) =  £('&(v1 ) , w ) =  
£(av1 , w ) =  a£(v1 , w ) =  0, tzn. ^ (w ) € U. Ponieważ dim U = n  — 1, więc 
z założenia indukcyjnego istnieje baza ortonormalna (v2, . . .  ,v n) przestrze­
ni dwuliniowej (U,^iuxU) złożona z wektorów własnych endomorfizmu . 
Wtedy (v 1, . . . ,  vn ) jest szukaną bazą.
Implikacja (5) = ^  (6) jest oczywista.
Pozostaje do wykazania implikacja (6) = ^  (1). Niech A  będzie macie­
rzą symetryczną stopnia n  nad ciałem K .  Rozważmy funkcjonał dwuliniowy
n 
£ : K n x  K n — ► K, i ([x 1 , . . , x n ]t , [y 1 , . . . ,yn ]t) =  ^ Xiyi. 
i=1
Przestrzeń (K n ,£ ) jest totalnie dodatnio określona, a endomorfizm ^ okre­
ślony wzorem
$([x 1 , ..., Xn]t) =  A [x 1 , ..., x n ]t
jest endomorfizmem samosprzężonym tej przestrzeni dwuliniowej. Z założe­
nia istnieje baza ortogonalna B  tej przestrzeni złożona z wektorów własnych 
endomorfizmu ^ . Niech C będzie bazą powstałą z B  przez unormowanie 
każdego z wektorów tej bazy. Baza C jest wtedy bazą ortonormalną złożoną 
z wektorów własnych endomorfizmu ^. Macierz P , której kolumny tworzą 
wektory bazy C , jest macierzą ortogonalną oraz P - 1A P  jest macierzą dia-
gonalną. Pokazaliśmy, że macierz A  jest ortogonalnie diagonalizowalna, co 
kończy dowód twierdzenia. □
T w ie rd z e n ie  10 .1 .14  (spektralne, o osiach głównych). Ciało rzeczywiście 
domknięte ma własność osi głównych.
D o w ó d .  Dowód niczym się nie różni od tego znanego dla ciała R. Niech R  
będzie ciałem rzeczywiście domkniętym. Na podstawie stwierdzenia 10.1.13 
wystarczy pokazać, że każda macierz sym etryczna ma w R  wartość własną. 
Twierdzenie 3.1.4 gwarantuje, że ciało L  =  R ( \ — 1) jest algebraicznie do­
mknięte. Dla elementu a  =  a +  b \[—1 zastosujemy standardowe oznaczenie 
sprzężenia a  =  a — by— !.  Podobnie dla v =  [a1, . . . , a n] € L n niech 
v =  [ a \ , . . . ,  a n]. Niech A  będzie macierzą sym etryczną stopnia n  nad cia­
łem R  oraz niech T będzie endomorfizmem przestrzeni L n , którego macierzą 
w bazie standardowej (e1, . . .  ,en) jest właśnie A. Oczywiście, endomorfizm 
T ma wartość własną a  € L. Niech v =  [ a i , . . . , a n] € Ln będzie wekto­
rem własnym odpowiadającym  wartości własnej a. Pokażemy, że a  € R. 
W ektor V jest wektorem własnym odpowiadającym  wartości własnej <5, bo 
T(v) =  A v  =  A v  =  A v  =  (zv) =  VV. W  przestrzeni Ln określmy funkcjonał 
dwuliniowy
n
£ : L n x  L n — ► L, £ ( [x i ,...,X n ] , [yi, ...,Vn]t ) =  ^ Xiyi.
i=1
Endomorfizm T jest endomorfizmem samosprzężonym tej przestrzeni dwu- 
liniowej. Zatem
0 =  £(v, T (v)) — £(T(V), v) =  £(v, av) — £(av, v) =  (a  — a)£(v, v).
n
Ponieważ v =  d, więc £(V, v) =  |a i |2 =  0. Zatem a  — a  =  0, a to  oznacza,
i=1
że a  € R. □
W n io s e k  10 .1 .15 . Jeśli {R i : i € I } jes t  niepustą rodziną podciał rze­
czywiście domkniętych pewnego ciała algebraicznie domkniętego, to ciało 
K  =  p|{R i ; i € I } ma własność osi głównych.
D o w ó d .  Ponieważ ciało K  jest formalnie rzeczywistym ciałem pitagorej- 
skim jako przekrój ciał rzeczywiście domkniętych (zob. stwierdzenie 9.2.2), 
więc możemy zastosować stwierdzenie 10.1.13. Niech A  będzie macierzą
sym etryczną nad ciałem K. Ponieważ każde z ciał R i m a własność osi głów­
nych, wszystkie wartości własne macierzy należą do każdego z tych ciał, 
a zatem  również do ciała K. □
Nasuwa się pytanie, czy jedynie ciała, które są przekrojam i ciał rzeczy­
wiście domkniętych m ają własność osi głównych. Pełna odpowiedź na to 
pytanie zaw arta jest w następnym  twierdzeniu.
Twierdzenie 10.1.16. Niech K  będzie ciałem o charakterystyce różnej od
2. Następujące warunki są równoważne:
(1) K  jest ciałem formalnie rzeczywistym i jest przekrojem wszystkich 
ciał rzeczywiście domkniętych zawierających K, zawartych w alge­
braicznym domknięciu K  ciała K.
(2) K  ma własność osi głównych.
D o w ó d .  Na podstawie wniosku 10.1.15 warunek (1) implikuje (2). Załóżmy 
teraz, że ciało K  ma własność osi głównych. Lem at 10.1.8 gwarantuje, że K  
jest formalnie rzeczywistym ciałem pitagorejskim. Niech
R (K ) =  P| {R; K  C R c  K , R  — rzeczywiście domknięte}.
Rozważmy a € R (K ) oraz formę p  =  S y l^ ( f ), gdzie f  jest wielomianem 
minimalnym elementu a nad K. Na podstawie stwierdzenia 3.3.7 mamy 
p  =  (a1 , . . . ,  an ) dla pewnych a1 , . . .  ,an € J2 K  *2. Ponieważ ciało K  jest 
pitagorejskie, więc p  =  ( 1 , . . . ,  1), tzn. przestrzeń V  =  K [X ] / ( f ) z funkcjo­
nałem  dwuliniowym wyznaczonym przez formę p  ma bazę ortonorm alną. 
Mnożenie przez X  +  ( f ) jest endomorfizmem samosprzężonym tej przestrze­
ni dwuliniowej, ale jest diagonalizowalny jedynie, gdy f  rozkłada się na 
czynniki liniowe. Zatem a € K. □
10.2. U ogóln ion e p rzestrzen ie euklidesow e
Celem tej części jest wyznaczenie możliwie najszerszej klasy ciał, dla których 
można rozważać geometrię podobną do geometrii euklidesowej nad ciałem 
liczb rzeczywistych, bez u tra ty  najbardziej istotnych własności tej ostatniej. 
Decyzja, które cechy są istotne, jest zawsze dyskusyjna i zależy od gustu 
i upodobań wybierającego. W  dalszej części tego podrozdziału przedstaw ia­
my pewną propozycję klasy przestrzeni, które m ają wiele cech wspólnych 
z przestrzeniam i euklidesowymi. Bardziej precyzyjne badania struk tu r al­
gebraicznych związanych z różnymi geometriami można znaleźć w książce
[11]. Rozpoczynamy od przypom nienia kilku pojęć geometrycznych.
Z geometrią euklidesową wiążą się dwa podstawowe i ściśle powiązane 
z sobą pojęcia prostopadłości (prostych, odcinków, wektorów itp.) i odległo­
ści punktów (długości wektorów). Związek tych dwóch pojęć zawarty jest 
m.in. w znanym twierdzeniu, że przekątne prostokąta m ają równe długości. 
Ten fakt może być podstaw ą zdefiniowania 4-argumentowej relacji jedna­
kowej odległości punktów, bez definiowania samej odległości. To wystarczy 
do sformułowania tzw. aksjom atu odkładania, który w geometrii afinicznej 
stwierdza, że dla każdej pary punktów A, B  i dla każdej prostej istnieją 
punkty C, D  należące do tej prostej takie, że odległość między A  i B  jest 
taka sama, jak  odległość między C  i D . Zagadnienia te  zostaną omówione 
dokładniej w drugiej części tego podrozdziału. Najpierw zbadam y pojęcia 
prostopadłości i jednakowej długości w przestrzeniach liniowych.
Niech V  będzie przestrzenią skończenie wymiarową nad ciałem K  o cha­
rakterystyce różnej od 2. Relacja prostopadłości w tej przestrzeni jest defi­
niowana za pomocą niezerowego, symetrycznego funkcjonału dwuliniowego 
£ : V  x V  — > K , w oczywisty sposób
u L  v £(u, v) =  0 dla wszystkich u ,v  € V .
Aby zdefiniować relację jednakowej długości wektorów (ozn. ~ ) , przyjm uje­
my
u ~  v (u +  v) L  (u — v ) dla wszystkich u ,v  € V.
Korzystam y tu  z innego znanego faktu, że przekątne równoległoboku są 
prostopadłe wtedy i tylko wtedy, gdy jego bokami są wektory jednakowej 
długości.
Uwaga 10.2.1. Zanotujm y kilka prostych własności relacji jednakowej d łu­
gości wektorów, których udowodnienie zostawiamy Czytelnikowi (zadanie 4). 
D ruga z nich wyraża wspominane wyżej twierdzenie o jednakowej długości 
przekątnych w prostokącie. Jeśli (V, £) jest przestrzenią dwuliniową i u ,v  € V, 
to
(1 ) u ~  v £(u, u ) =  £(v ,v ) ,
(2) u L  v u +  v ~  u — v,
(3) u ~  —u,
(4) u ~  v = ^  au ~  av dla wszystkich a € K.
W arto zauważyć, że zgodna z intuicją równoważność relacji jednakowej 
długości wektorów z równością odpowiednich wartości funkcjonału dwulinio- 
wego £ wynika w naturalny sposób z przyjętej wyżej definicji prostopadłości 
wektorów.
Definicja 10.2.2. Mówimy, że w przestrzeni dwuliniowej (V, £) spełniony 
jest aksjomat odkładania, jeśli dla każdego wektora v € V  i dla każdej 
podprzestrzeni jednowymiarowej U ę  V  istnieje wektor tak i u € U, że 
v ~  u.
Lemat 10.2.3. Jeśli w przestrzeni dwuliniowej (V, £) nad ciałem K  o cha­
rakterystyce różnej od 2 z niezerowym funkcjonałem £ spełniony jest aksjo­
mat odkładania i dim V  >  2, to
(1 ) funkcjonał dwuliniowy £ jest nieizotropowy,
(2) macierz funkcjonału £ w pewnej bazie ortogonalnej przestrzeni V  jest 
niezerową macierzą skalarną,
(3) K  jest formalnie rzeczywistym ciałem pitagorejskim,
(4) istnieje c € K *, że £(v , v ) € cK *2 dla wszystkich v € V  \  {0}.
D o w ó d .  (1). Przypuśćmy, że w przestrzeni V  istnieje wektor izotropowy u. 
Oczywiście, £(w, w ) =  0 dla każdego w €  lin(u). Gdyby w przestrzeni istniał 
wektor v € V  taki, że £(v , v) =  0, to podprzestrzeń lin(u) nie zawierałaby 
żadnego wektora jednakowej długości z v. Stąd wynika, że każdy niezero- 
wy wektor przestrzeni V  jest izotropowy. W tedy 0 =  2£(w +  v ,w  +  v) =  
=  1  (£(w, w ) +  2£(w, v) +  £(v , v)) =  £(w, v) dla wszystkich w ,v  € V , co jest 
sprzeczne z nietrywialnością funkcjonału £.
(2). Niech B = (v 1, . . . ,  vn) będzie bazą ortogonalną przestrzeni V . Zgod­
nie z aksjom atem  odkładania, dla każdego i = 2 , . . .  ,n  podprzestrzeń lin(vi ) 
zawiera wektor w i jednakowej długości z v 1. W ektory v 1 ,w 2, ...,wn również 
tworzą bazę ortogonalną, a macierz funkcjonału £ w tej bazie ma postać 
d iag (c ,. . .  ,c ), gdzie c =  £(v1, v1) =  0.
(3). Z punktu  (2) wynika, że macierz funkcjonału w pewnej bazie ortogo­
nalnej v1, . . .  ,vn ma postać diag(c, . . . ,  c) dla pewnego c € K  *. K orzystając 
z aksjom atu odkładania wnioskujemy, że dla każdego układu x 1, . . .  , x n € K  
istnieje taki element y € K , że długości wektorów w =  x 1v 1 +  . . .  +  x nvn 
i yv 1 są równe, a stąd cx2 +  . . .  +  cx“n =  cy2 . Dzieląc obustronnie przez 
c, stwierdzamy, że suma kwadratów elementów ciała K  jest kwadratem, 
a więc ciało jest pitagorejskie. Ponadto, jeśli nie wszystkie x 1 , . . . , x n są 
równe zero, to  wektor w jest niezerowy, zatem  y =  0, a to oznacza, że ciało 
K  jest formalne rzeczywiste, gdyż suma kwadratów elementów niezerowych 
w ciele K  jest różna od zera.
Stwierdzenie (4) jest oczywiste. □
Z poprzedniego lem atu wynika, że jeśli w przestrzeni dwuliniowej (V, £) 
jest spełniony aksjom at odkładania, to  funkcjonał kwadratowy wyznaczo-
ny przez £ przedstawia jedną klasę kwadratów reprezentowaną np. przez 
element c =  0. Rozważmy nowy funkcjonał dwuliniowy Z =  1 £. Łatwo 
zauważyć, że relacje prostopadłości i jednakowej odległości zdefiniowane 
w zbiorze wektorów przestrzeni V  za pomocą funkcjonału £ będą takie sa­
me, jak  podobne relacje zdefiniowane za pomocą funkcjonału Z. To oznacza, 
że geometryczne własności przestrzeni (V, £) oraz (V, Z) będą jednakowe. 
Jednak ze względu na fakt, że funkcjonał kwadratowy związany z funk­
cjonałem Z przedstawia tylko kw adraty ciała K  wygodniej stosować go 
w dalszych rozważaniach. Takie funkcjonały będziemy nazywać euklidesowy­
m i . Zauważmy, że w przestrzeni z funkcjonałem euklidesowym £ spełniony 
jest aksjom at odkładania. Rzeczywiście, jeśli u ,v  € V  \  {9}, to  £(u ,u ) =  a2 
oraz £(v , v ) =  b2 dla pewnych a,b € K *. W tedy u  ~  f v i f v €  lin{v}. 
W  dalszym ciągu przestrzeń dwuliniową z euklidesowym funkcjonałem dwu- 
liniowym, nazywanym często iloczynem skalarnym, będziemy oznaczać (V, o). 
D la u ,v  € V  będziemy pisali uov  zam iast o(u, v ) . W  takiej przestrzeni każdą 
bazę ortogonalną można unormować.
Każdy izomorfizm przestrzeni przeprowadzający bazę ortonorm alną na 
bazę ortonorm alną jest izometrią. Stąd otrzym ujemy następujący wynik 
stw ierdzający m.in., że wymiar jest niezmiennikiem klasyfikującym funk­
cjonały euklidesowe spełniające aksjom at odkładania.
S tw ie rd z e n ie  10 .2 .4 . Niech K  będzie formalnie rzeczywistym ciałem pita- 
gorejskim.
(1) Jeśli V  jes t  przestrzenią liniową nad K , to istnieje funkcjonał dwu­
liniowy £ : V  x  V  — > K  taki, że w przestrzeni (V, £) jest  spełniony 
aksjomat odkładania.
(2) Jeśli w każdej z przestrzeni (V, £) oraz (W, Z) nad ciałem K  jest speł­
niony aksjomat odkładania i zbiory wartości odpowiadających funk­
cjonałów kwadratowych są równe, to przestrzenie są izometryczne 
wtedy i tylko wtedy, gdy dim V  =  dim W .
D o w ó d .  (1). Niech ( v p . . . , v n ) będzie dowolną bazą przestrzeni V  oraz 
niech funkcjonał dwuliniowy £ : V  x  V  — > K  będzie zdefiniowany wzorem
n
£(u , v ) = Y ,  x iVi
i=1
n n
dla wszystkich wektorów u  =  ^  x ivi , v =  ^ yivi € V . Aby pokazać, że
i=1 i=1
w przestrzeni dwuliniowej (V, £) spełniony jest aksjom at odkładania, wy­
starczy zauważyć, że dla niezerowych wektorów u, v V  elementy a =
f (u ,u ) , b =  £(v,v) są kw adratam i w ciele K , zatem  w =  y  f v € lin(v) oraz 
u ~  w.
(2). W ynika z punktu  (4) poprzedniego lem atu. □
Teraz możemy przystąpić do zdefiniowania długości wektora (jako od­
powiednika odległości punktów). Oczywiście, funkcja długości powinna być 
zgodna z relacją jednakowej długości wektorów. Dla własności metrycznych 
minimalnym wymaganiem jest warunek mówiący, że jeśli trzy  punkty są 
współliniowe, to  jeden z nich leży między dwoma pozostałymi w tym  sen­
sie, że suma odległości od punktu  pośredniego do obu punktów końcowych 
jest równa odległości tych punktów końcowych. W  wersji wektorowej ozna­
cza to, że suma długości wektorów równoległych (tzn. liniowo zależnych) 
jest równa długości sumy (gdy wektory są zgodnie skierowane) lub różnicy 
(w przypadku zwrotów przeciwnych) tych wektorów i pomnożenie wektora 
przez skalar modyfikuje długość wektora w wiadomy sposób. Te wymagania 
można przyjąć jako podstawę definicji długości (normy) wektora. Okazuje 
się, że z tych własności wynikają dalsze ograniczenia klasy ciał o dobrych 
własnościach geometrycznych.
Najpierw pokażemy, że istnienie w przestrzeni normy jest związane 
z uporządkowaniem addytywnej grupy ciała skalarów. Dla uproszczenia sfor­
mułowań porządek P  addytywnej grupy ciała K  (niekoniecznie zgodny 
z mnożeniem) zawierający jedynkę będziemy nazywać porządkiem addytyw- 
nym . Łatwo zauważyć, że w ciele o charakterystyce 0 porządek addytywny 
jest zamknięty na mnożenie przez dodatnie liczby wymierne (zob. zadanie 
8). Jeśli ustalony jest pewien porządek addytywny, to można zdefiniować 
wartość bezwzględną (zob. definicja D.1.11) i funkcję pierwiastkową. P ier­
wiastek kwadratowy, jeśli istnieje, nie jest wyznaczony jednoznacznie. Jeśli 
jednak w ciele K  dany jest porządek addytywny P , to  warunek \fa  € P  okre­
śla pierwiastek jednoznacznie. Taki pierwiastek będziemy oznaczać sq rp . 
Pierw iastek i wartość bezwzględna są powiązane równością sqrP (a2) =  \a \p .
Niech (V, o) będzie przestrzenią dwuliniową z euklidesowym iloczynem 
skalarnym. Przekształcenie \ \ • \ \ : V  — > K  będziemy nazywać normą wek­
tora lub funkcją długości, jeśli spełnione są warunki:
(1) ^u,veV (\\U\\ =  \\v \\ U ~  V).
(2) jeśli wektory u ,v  € V  są równoległe, to \\u\\+\\v\\ € {\\u+v\\,  \\u—v\\}.
(3) jeśli v € V  i a € K , to  \\av\\ € {a\\v\\, —a\\v\\}.
Stosowane w tym  podrozdziale i w rozdziale drugim określenie „nor­
m a” , jako uogólnienie pojęcia długości wektora, różni się od pojęcia normy 
występującego w pozostałych rozdziałach.
Uwaga 10.2.5. Z definicji normy natychm iast wynikają jej dalsze własno­
ści:
(1 ) —u ~  u, więc || — u|| =  ||u ||.
(2) ||9 || =  ||0u || =  ± 0 ||u || =  0. Z nieizotropowości funkcjonału wynika, 
że u ~  9 wtedy i tylko wtedy, gdy u =  9.
(3) Jeśli || • || jest norm ą i c € K *, to  odwzorowanie A • flc : V  — > K  
zdefiniowane wzorem flu flc =  c ||u || dla wszystkich u € V  jest również 
normą. Normy fl • fl i || • || takie, że flvfl =  c||v || dla v € V  nazywamy 
równoważnymi.
Lemat 10.2.6. Załóżmy, że w przestrzeni dwuliniowej (V, o) nad formalnie 
rzeczywistym ciałem pitagorejskim K  z euklidesowym iloczynem skalarnym 
jest określona norma || • ||.
(1) Dla każdego niezerowego wektora u € V  zbiór
Pu =  {a € K* : ||au || =  a ||u ||}
jest porządkiem addytywnym ciała K.
(2) Jeśli u jest niezerowym wektorem przestrzeni V , to ||au || =  ||u || 
dla każdego a € K , gdzie | ^ Pu oznacza wartość bezwzględną względem 
porządku Pu .
(3) Jeśli u ,v  € V  są wektorami niezerowymi i ||u || =  ||v ||, to Pu =  Pv .
(4) Jeśli u ,v  € V , c € K * i u =  cv, to Pu =  C ^ P - u.
D o w ó d .  (1). Ustalm y niezerowy wektor u € V . Pokażemy, że Pu +  Pu C 
Pu oraz K * =  Pu U —Pu. Jeśli a,b € Pu, to ||au || +  ||bu|| =  (a +  b)||u ||. 
Jednakże ||au || +  UbuH € { ||(a  +  b)u H, ||(a  — b)u H}, gdyż wektory au i bu 
są równoległe. Przypuśćmy, że (a +  b)||u || =  ||(a  — b)u|| =  ± (a  — b)||u ||. 
Stąd a =  0 lub b =  0, co jest sprzeczne z wyborem elementów a, b. Zatem 
a +  b =  ± (a  +  b). Gdyby a +  b =  —(a +  b) , to  2(a +  b) = 0 ,  a stąd —b =  a € Pu 
i 2a ||u || =  ||au || +  || — buH =  ||au || +  UbuH =  (a +  b)||u || =  0, co pociąga 
a =  0. Stąd wynika, że (a +  b)||u || =  ||(a  +  b )u ||, tzn. a +  b € Pu . Załóżmy, 
że a € Pu , a =  0, co pociąga ||au || =  —a | |u | | . Ale ||au || =  || — auH, więc 
—a € Pu . W  ten  sposób pokazaliśmy, że Pu jest porządkiem addytywnej 
grupy ciała K. Fakt, że 1 € Pu jest oczywisty.
(2). Jeśli a € Pu , to ||au || =  a ||u ||,  a w przeciwnym przypadku ||au || =  
—a ||u ||.  Stąd ||au || =  ^p ^^ ||u ||.
(3). Załóżmy, że ||u || =  ||v || i przypuśćmy, że Pu =  Pv . Bez ogranicze­
nia ogólności można przyjąć, że istnieje a € Pu \  Pv , tzn. ||au || =  a ||u || 
oraz ||av || =  —a ||v ||. Z aksjom atu odkładania istnieje b € K  takie, że
\\bu\\ =  \\av\j =  — ajjvjj. Jeśli b € Pu , to  — ajjvjj =  \\bu\\ =  b\\u \\, a więc 
—a =  b € Pu , co jest sprzeczne z wyborem a. Jeśli b € Pu , to  b =  a € Pu 
i znowu otrzym ujemy sprzeczność.
(4). Załóżmy a € Pu i c € K * . Jeśli c € Pv , to  \\acv\j =  jjaujj =  ajjujj =  
ajjcvjj =  acjjvjj, zatem  ac € Pv . Jeśli c € Pv , to —c € Pv i podobnie jak 
poprzednio \\acv\j =  jjaujj =  ajjujj =  ajjcvjj =  a ( —c)\\v\\, a więc ac € Pv , 
a stąd a(—c) € Pv . Zatem w obu przypadkach mamy Pu Q \c \-} Pv . Teraz 
wystarczy zastosować uwagę D.1.2.(2). □
W arto zauważyć, że przekształcenie x — > cx , gdzie c € K *, jest auto- 
morfizmem addytywnej grupy ciała K . Dlatego obraz cP  dowolnego porząd­
ku P  tej grupy jest również porządkiem. Jeśli ponadto P  jest porządkiem 
addytywnym  ciała, tzn. 1 € P  i c- 1 € P , to cP jest również porządkiem 
addytywnym. Jeśli porządki addytyw ne Pu i Pv nie są porządkami ciała, to 
dla różnych wektorów u, v € V  mogą być różne.
Niech P  będzie porządkiem addytywnym  ciała K . Jeśli o jest funkcjona­
łem euklidesowym, to v o v jest kwadratem  w ciele K . Łatwo sprawdzić, że 
przekształcenie \ \ • \ \ : V  — > K  zdefiniowane wzorem \\v\j =  sqrP (v o v) jest 
norm ą w przestrzeni V . Tak określoną funkcję nazywamy normą standar­
dową wyznaczoną przez iloczyn skalarny i porządek addytywny ciała. Dla 
każdego niezerowego wektora u € V  mamy Pu =  jjujj- 1P . W  szczególności 
Pu =  P , gdy jju jj =  1 .
Pokażemy, że każda norma jest równoważna z pewną norm ą standardo­
wą.
Lemat 10.2.7. Załóżmy, że w przestrzeni dwuliniowej (V, o) nad formalnie 
rzeczywistym ciałem pitagorejskim K  z euklidesowym iloczynem skalarnym 
jest określona norma fl • fl. Istnieją norma U-!! równoważna z fl • fl i addytywny 
porządek P  ciała K  takie, że \\v\j =  sqrP (v o v) dla każdego v € V , tzn. jj-jj 
jest normą standardową.
D o w ó d .  Z euklidesowości funkcjonału o wynika, że u o u =  1 dla pewnego 
wektora u € V . Oznaczymy c =  flufl i zauważmy, że c =  0. Zgodnie z punk­
tem  (3) definicji normy, mamy flc- 1u fl € {c- 1 flufl, —c- 1 flufl} =  {1, —1}.
Definiujemy nową normę j j - j j  =  ec- 1 fl • fl, dobierając współczynnik 
e € {1, —1} w taki sposób, aby jjujj =  1. Zgodnie z punktem  (1) poprzednie­
go lem atu zbiór P  =  {a € K * : jjaujj =  ajjujj} jest addytywnym  porządkiem 
w K .
Z aksjom atu odkładania wynika, że dla każdego v € V  istnieje taki 
wektor v0 €  lin(v), że \\vo\j =  jjujj =  1. Zgodnie z lematem 10.2.6.(3), oba 
porządki addytyw ne Pv0 i P  są równe. Oczywiście, v =  av0 dla pewnego
a € K *, a więc ||v || =  ||avo|| =  \a\pVQ ||vo|| =  \a\p. Jednakże sqrP (v o v) =  
sq rp (a2(vo o vo)) =  \a\p. □
Z powyższych rozważań wynika, że możliwość zdefiniowania normy wek­
to ra  jest nieodłącznie związana z istnieniem pewnego porządku addytyw- 
nego w ciele. Przestrzeń liniową z euklidesowym iloczynem skalarnym nad 
ciałem pitagorejskim z addytywnym  porządkiem  i norm ą standardow ą bę­
dziemy nazywać uogólnioną przestrzenią euklidesową.
Niech V  będzie uogólnioną przestrzenią euklidesową. Załóżmy, że u ,v  € V  
są równoległymi wektorami niezerowymi. Jeśli ||u || +  ||v || =  \ \u +  v ||, to  mó­
wimy, że wektory u  i v są zgodnie skierowane, a gdy ||u || +  ||v || =  \\u — v ||, to 
takie wektory nazywamy przeciwnie skierowanymi. Dla uproszczenia sfor­
mułowań przyjmujemy, że wektor zerowy jest zarówno zgodnie, jak  i prze­
ciwnie skierowany z każdym wektorem.
Z punktu  (2) definicji normy wynika, że para niezerowych wektorów 
równoległych jest albo zgodnie, albo przeciwnie skierowana.
L e m a t 10 .2 .8 . Niech (V, o) będzie uogólnioną przestrzenią euklidesową 
z normą standardową wyznaczoną przez porządek P  i niech u ,v  € V  bę­
dą wektorami niezerowymi.
(1) Wektory u i v są zgodnie skierowane wtedy i tylko wtedy, gdy wektory 
u, —v są przeciwnie skierowane.
(2) Wektory u i v są zgodnie skierowane wtedy i tylko wtedy, gdy istnieje 
element a € Pu taki, że v =  au.
(3) Relacja zgodnego skierowania jest relacją równoważnościową w zbio­
rze wektorów niezerowych.
(4) Jeśli wektory u i v są zgodnie skierowane, to ||v || +  \\u — v|| =  ||u || 
lub | |u |\ +  \\v — u \\ =  | |v| \.
D o w ó d .  (1). Jeśli wektory u, v są zgodnie skierowane, to  ||u || +  \ \ — v|| =  
||u || +  ||v || =  \\u +  v|| =  \\u — (—v)| | , zatem  wektory u, —v są przeciwnie 
skierowane. Odwrotnie, jeśli u, —v są przeciwnie skierowane, to  ||u || + 1|v|| =  
||u || +  \ \ — v|| =  \\u — (—v)| |  =  \\u +  v)||, a więc u ,v  są zgodnie skierowane.
(2). Z definicji zgodnego skierowania wynika, że wektory u  i v są równole­
głe, zatem  v =  au dla pewnego a € K *. Przypuśćmy, że a € Pu. Z założenia, 
że te  wektory są zgodnie skierowane otrzym ujemy ||u || +  11au || =  \\u +  au\\. 
Jeśli 1 +  a € Pu, to mamy ||u || — a\\u| | =  ||u || +  \ \ — au\\ =  ||u || +  11au|| =  
\\u +  au\ \ =  (1 +  a) ||u || , a stąd 1 — a =  1 +  a, a więc a =  0, co jest sprzecz­
ne z wyborem a. Jeśli 1 +  a € Pu, to  1 — a =  — (1 +  a), co również daje 
sprzeczność. Zatem a € Pu .
Załóżmy teraz, że a € Pu i obliczamy ||u || +  ||v || =  ||u || +  ||au || =  
(1 +  a ) ||u || =  ||(1 +  a )u || =  ||u  +  v ||. W  tych obliczeniach korzystamy z faktu 
1 +  a € Pu , k tóry wynika z addytywności porządku Pu .
(3). W ystarczy pokazać przechodniość relacji zgodnego skierowania. Za­
łóżmy, że dane są takie trzy  niezerowe wektory u ,v ,w  € V, że wektory 
w parach u ,v  i v ,w  są zgodnie skierowane. Z punktu  drugiego wynika, że 
istnieją takie a,b € Pv , że u =  av oraz w =  bv. Z wyboru a,b wynika, że 
a +  b € Pv , a stąd ||u || +  ||w || =  ||av || +  ||bv|| =  a ||v || +  b ||v|| =  (a +  b)||v || =  
||(a  +  b)v|| =  ||u  +  w ||, zatem  również wektory u, w są zgodnie skierowane.
(4). Z punktów (1) i (3) wynika, że wektory u ,v  są zgodnie skierowane 
z wektorem u — v lub z wektorem v — u . W  pierwszym przypadku mamy 
||v || +  Hu — v|| =  ||u ||, a w drugim ||u || +  ||v — u|| =  ||v ||. □
Zauważmy, że zbiór niezerowych wektorów podprzestrzeni jednowymia­
rowej dzieli się na dwie klasy abstrakcji względem relacji zgodnego skiero­
wania, które w tradycyjnej afinicznej terminologii geometrycznej kojarzone 
są z półprostymi.
Zbadamy teraz wpływ własności porządku addytywnego na własno­
ści geometryczne uogólnionej przestrzeni euklidesowej. Rozważmy ciało K  
z ustalonym  porządkiem addytyw nym  P. Podobnie jak  wcześniej, definiuje­
my relację <  następująco: a < b b — a € P , oraz wartość bezwzględną
wyznaczoną przez tę  relację. Przypomnijmy, że znany w geometrii warunek
||u  — v|| <  ||u || +  M  dla wszystkich u ,v  € V
nazywamy nierównością trójkąta. Zauważmy, że nierówność tró jkąta  można 
zapisać w równoważnej postaci ||u  +  v|| <  ||u || +  ||v ||, gdyż || — v|| =  ||v ||. 
Najpierw pokażemy, że nierówność tró jkąta  jest równoważna własności mó­
wiącej, że w trójkącie prostokątnym  długości przyprostokątnych nie prze­
kraczają długości przeciwprostokątnej.
Lemat 10.2.9. Jeśli < jest porządkiem addytywnym formalnie rzeczywiste­
go ciała pitagorejskiego K  i (V, o) jest uogólnioną przestrzenią euklidesową 
z normą standardową || • |  to warunek
Vu,vev (u o v =  0 = ^  M  <  Hu — v ||) (10.2)
zachodzi wtedy i tylko wtedy, gdy w przestrzeni V  spełniona jest nierówność 
trójkąta.
D o w ó d .  Zauważmy, że dowolna para wektorów równoległych spełnia nie­
równość tró jkąta . Załóżmy, że spełniony jest warunek (10.2). Niech u, v będą
dowolnymi nierównoległymi wektorami przestrzeni V . W ybierzmy a € K  
tak , aby wektor w =  au +  (1 — a)v był prostopadły do wektora u — v. 
Poszukiwany element a spełnia równanie (au +  (1 — a)v) o (u — v) =  0, zatem
0 =  (a(u — v) +  v) o (u — v) =  a(u — v) o (u — v) +  v o (u — v). (10.3)
Ponieważ przestrzeń nie zawiera wektorów izotropowych, równanie (10.3) 
m a rozwiązanie w ciele K . Intuicyjnie, wektor w  jest wysokością tró jkąta  
utworzonego z wektorów u , v , u  — v poprowadzoną do podstaw y u — v. Za­
uważmy, że
(u — w) o (—w) =  (u — au — (1 — a)v) o (—w) =  (a — 1 )(u  — v) o w =  0.
K orzystając z (10.2), mamy \\u — w\\ <  ||u ||. Podobnie ||v — w\\ <  ||v ||.
Z równości u — w  =  (1 — a)(u — v) oraz v — w  =  —a(u — v) wynika, że 
wektory u — w  i v — w  są równoległe. Jeśli wektory u — w  oraz v — w są 
przeciwnie skierowane, to
\\u  — v \\ =  \\(u — w) — (v — w ) \\ =  \\u  — w \\ +  \\w — v \\ <  \| u | \ +  \\v \\.
Jeśli wektory u —w  oraz v —w  są zgodnie skierowane, to na podstawie lem atu 
10.2.8.(4) prawdziwa jest co najm niej jedna z równości \\u — w\\ +  \\v — u\\ =  
\\v — w\ \ lub \\v — w\ \ +  \\u — v\\ =  \\u — w\\. K orzystając z faktu, że wartości 
normy są nieujemne, w pierwszym przypadku mamy
\\v — u\\ <  \\u — w\\ +  \\v — u\\ =  \\v — w\\ <  \\v\\ < \\u\\ +  \\v\\.
Podobnie pokazujemy w drugim przypadku, że \\u — v\\ <  \\u\\ +  \\v\\.
Załóżmy teraz, że zachodzi nierówność tró jką ta  oraz wektory u ,v  € V  są 
prostopadłe. Z uwagi 10.2.1.(2) mamy \\u — v\\ =  \\u +  v\\. Stosując warunek 
tró jkąta , wykonajmy następujące obliczenia
2| | u \\ =  \| 2u| \ =  \\(u +  v) — (v — u ) \\ <  \\u  — v \\ +  \\u  +  v \\ =  2 ||u  — v | \.
Dalej wystarczy zastosować fakt, że addytywny porządek jest zgodny z mno­
żeniem przez dodatnie liczby wymierne (zob. zadanie 8). □
Twierdzenie 10.2.10. Niech K  będzie formalnie rzeczywistym ciałem pi- 
tagorejskim oraz niech < będzie porządkiem addytywnym ciała K . Jeśli 
(V, o), dim V  >  2, jest  uogólnioną przestrzenią euklidesową z normą stan­
dardową \ \ • \ \, to następujące warunki są równoważne:
(1) Dla wszystkich wektorów u ,v  € V  spełniona jest nierówność trójkąta
\\u +  v \ \< \\u \ \  +  \\v\\.
(2) Dla wszystkich wektorów u, v € V  spełniona jest nierówność Schwarza
I u o v I <  | I I u  I I ' 11 v I I
(3) Relacja < jes t  półporządkiem ciała K .
D o w ó d .
(3) = ^  (2). Jeżeli jeden z wektorów u  lub v jest zerowy, to  nierów­
ność w (2) jest prawdziwa. Niech u, v będzie parą wektorów niezerowych. 
W  szczególności normy tych wektorów są niezerowe. Oznaczmy a =  IIuII, 
c =  I I v 11 oraz b =  u o v. W tedy
I I a2 v — bu 11 2 =  (a2 v — bu) o (a2v — bu) =
=  a4(v o v) — 2a2b(u o v) +  b2(u o u) =  
=  a4c2 — 2a2b2 +  b2a2 =  a2((ac)2 — b2).
Stąd wynika, że element
(ac)2 — b2 = (  I I a2v — bu I I '
jest kwadratem w ciele K . Oczywiście, IacI + b  >  0, zatem korzystając 
z (3), mamy
(ac)2 — b2 IacI2 — \bI2
0 <  ( I acI + ' bI »(lac | + |&|)2 = |acI — I b| = ' ac I -  I bI’
co jest równoważne z (2).
(2) =^  (1). Załóżmy, że u, v są prostopadłymi wektorami niezerowymi 
przestrzeni V . Korzystając z (2), mamy
I I u  | | =
1
I I ul I
u o (u — v)
1
11 u I I
u I Iu — v 11 = I Iu — v 11.
To pokazuje, że spełniony jest warunek (10.2) lem atu 10.2.9, który jest rów­
noważny z nierównością tró jkąta.
(1) = ^  (3) Załóżmy, że zachodzi nierówność tró jkąta . Zgodnie z lema­
tem  10.2.9, długość różnicy wektorów prostopadłych jest nie mniejsza od 
długości tych wektorów. Przypuśćmy, że relacja <  nie jest zgodna z mno­
żeniem przez kwadraty ciała K . Niech a,b € K  oraz a > 0 i —ab2 > 0. 
Załóżmy, że u \ , u 2 są różnymi, prostopadłym i i unormowanymi wektorami. 
Rozważmy wektory v =  (a — ab2)u\  oraz w =  2abu2. Oczywiście, wektory 
v i w  są prostopadłe, zatem  a — ab2 =  \ \v\ \ <  \ \v — w \ \ =  \ a +  ab2 \. Jeśli
2
a +  ab2 >  0, to  a — ab2 <  \a +  ab2 \ =  a +  ab2, a stąd 2ab2 >  0, 
co jest sprzeczne z założeniem. Jeśli a +  ab2 < 0, to  —a — ab2 >  0 i wtedy 
a — ab2 <  \a +  ab2\ =  —a — ab2. Zatem 2a <  0, a to również daje sprzeczność.
□
Łatwo pokazać, że w jednowymiarowej, uogólnionej przestrzeni euklide­
sowej nad ciałem z dowolnym porządkiem addytywnym  nierówność tró jkąta  
i nierówność Schwarza są zawsze spełnione. Dlatego założenie o wymiarze 
co najm niej 2 w powyższym twierdzeniu jest konieczne.
Z twierdzenia 10.2.10 wynika, że przestrzeń euklidesowa ma zadowala­
jące własności geometryczne, gdy funkcja długości w tej przestrzeni jest 
wyznaczona przez pewien półporządek. Można zapytać, jaka własność geo­
m etryczna przestrzeni euklidesowej charakteryzuje te  porządki addytywne, 
które są porządkami ciała. Odpowiedź na to  pytanie wygodnie sformułować, 
posługując się term inologią geometrii afinicznej.
Przestrzenią afiniczną nazywamy trójkę (A, V, C ), gdzie A jest zbiorem 
niepustym  zwanym zbiorem punktów, V  jest przestrzenią liniową nad ciałem 
K , a C  jest funkcją przekształcającą A x A w V, która spełnia warunki:
(1) A B  +  B C  =  AC  dla wszystkich A , B , C  € A.
(2) dla każdego punktu  A  €  A i dla każdego wektora v € V  istnieje 
dokładnie jeden punkt B  €  A taki, że A B  =  v.
W ymiarem  przestrzeni afinicznej jest dim V . Z w arunku (2) wynika możli­
wość zdefiniowania działania +  : A x V  — > A w taki sposób, że B  =  A  +  v 
jest jedynym  punktem  takim , że A B  =  v. Jeśli A 0 , A \ , . . . ,  A n  jest układem  
punktów przestrzeni afinicznej i a0 ,a \ , . . .  ,an  € K, a0 +  a \  +  . . .  +  an  =  1,
n
to  punkt B  =  A 0 + 2_^ ai A 0 A i nazywamy środkiem ciężkości tego układu
i= 1
n
i oznaczamy B  =  ^ a i A i . W spółczynniki a0 ,a \ , . . .  ,an  nazywamy układem
i= 0------ C  C
wag. Jeśli wektory A 0 A \ , . . . , A 0 A n  są liniowo niezależne, to  dla każdego 
środka ciężkości tych punktów układ wag jest wyznaczony jednoznacznie.
Jeśli U jest jednowymiarową podprzestrzenią przestrzeni V , to  L =  
A  +  U =  {A  +  u €  A : u € U } nazywamy prostą w przestrzeni afinicznej 
A przechodzącą przez punkt A . Dowolny wektor niezerowy u € U nazywa­
my wektorem kierunkowym tej prostej. Dwie proste są równoległe, gdy ich 
wektory kierunkowe są równoległe. Przez dwa różne punkty A, B  €  A prze­
chodzi dokładnie jedna prosta i ma ona postać L(A, B ) =  A + lin (A B ). Taka 
prosta jest zbiorem wszystkich środków ciężkości układu A, B  z dowolnymi 
wagami x ,y  € K, x  +  y =  1, tzn. L (A, B) =  {(1 — x )A  +  x B  €  A : x € K } .
Mówimy, że A , B , C  £ A są współliniowe, jeśli istnieje prosta £ Q A taka, że 
A , B , C  £ £. W  przeciwnym przypadku mówimy, że te  punkty są niewspół- 
liniowe. Więcej informacji na tem at przestrzeni afinicznych można znaleźć 
w podręczniku [3].
Jeśli V  jest uogólnioną przestrzenią euklidesową, to w przestrzeni afinicz- 
nej (A, V, C ) można zdefiniować dalsze pojęcia geometryczne. Dwie proste 
w przestrzeni afinicznej uważamy za prostopadłe, jeśli m ają punkt wspólny 
i ich wektory kierunkowe są prostopadłe. Odległość punktów A  i B  definiu­
jem y jako normę wektora A B . Tak zdefiniowana odległość spełnia aksjomat 
odkładania, tzn. dla każdej pary punktów A ,B  £ A i dla każdej prostej £ ę  A 
istnieją punkty C ,D  £ £ takie, że odległość A  i B  jest równa odległości C 
i D. Aksjomat ten  jest afinicznym odpowiednikiem wersji wektorowej aksjo­
m atu  odkładania z definicji 10.2.2. S trukturę (A, V, C , o) taką, że (A, V, C ) 
jest przestrzenią afiniczną i (V, o) jest uogólnioną przestrzenią euklidesową 
nazywamy uogólnioną euklidesową przestrzenią afiniczną.
Mówimy, że punkt C jest położony między punktami A  i B  jeśli punkty 
A, B, C  są współliniowe, param i różne i wektory C A  i C B  są przeciwnie 
skierowane.
Lemat 10.2.11. Niech (A, V, C , o) będzie uogólnioną euklidesową przestrze­
nią afiniczną nad ciałem K. Niech P  będzie porządkiem addytywnym ciała K  
i niech || • || będzie standardową normą w przestrzeni V  nad ciałem K . Niech 
A, B ,C  £ A oraz u =  AB . Punkt C jest położony między punktami A  i B  
wtedy i tylko wtedy, gdy istnieje taki element x  £ K, że 0 <Pu x <Pu 1, 
C  =  A  +  xu  =  (1 — x)A  +  x B  oraz Pu =  | |u | |_ iP.
D o w ó d .  Załóżmy, że punkt C  jest położony między A  i B . Stąd wynika, 
że punkty A, B, C  leżą na jednej prostej, a u =  A B , AC, C B  są wektorami 
kierunkowymi tej prostej.
Z założenia wynika, że wektory C A  i C B  są przeciwnie skierowane, za­
tem  wektor A B  jest zgodnie skierowany z dokładnie jednym  z nich. P rzy­
puśćmy, że C B  i A B  są przeciwnie skierowane. Z lem atu 10.2.8 wynika, 
że istn ieją x , y  £ Pu takie, że C B  =  —y A B  i C A  =  xA B .  Stąd mamy 
A B  =  AC  +  C B  =  —(x +  y)AB, co pociąga x  +  y =  —1 £ Pu , a to  prze­
czy założeniu, że Pu jest porządkiem addytywnym. Dlatego wektory C B  
i A B  muszą być zgodnie skierowane. Podobnie jak  poprzednio, C B  =  yA B  
i C A  =  — xA B ,  dla pewnych x ,y  £ Pu . Ponownie mamy A B  =  AC  +  C B  =  
(x +  y )A B . Stąd x + y =  1 oraz x  <Pu x  +  y =  1. W  ten  sposób otrzymujemy 
C  =  A  +  ~—C  =  A  +  x ABB =  (1 — x)A  +  x B .
Załóżmy teraz, że C  =  (1 — x )A + x B  =  A  +  x A B  i 0 <Pu x <Pu 1. Stąd
wynika, że punkty A , B , C  są współliniowe, a więc C A  =  —AC  =  —x A B
i x  € Pu , a to oznacza, że wektory A B  i C A  są przeciwnie skierowane. 
Podobnie C  =  (1 — x )A + x B  =  B  +  (1 — x )B A  i 0 <Pu 1 — x <Pu 1, co 
pociąga C B  =  —B C  =  —(1 — x )B  A  =  (1 — x )A B , zatem wektory AlB  i C B  
są zgodnie skierowane. To pokazuje, że punkt C  leży między A  i B . □
Odcinkiem wyznaczonym przez punkty A, B  nazywamy zbiór oznaczany 
przez A B , złożony z wszystkich punktów położonych między A  i B  wraz 
z tymi punktami. Łatwo zauważyć, że
A B  =  {(1 — x )A + x B  € A : 0 < P— x ^ P—  1}.'  PAB PAB J
W geometrii afinicznej znane jest następujące twierdzenie (często na­
zywane w literaturze aksjomatem Pascha): Jeśli punkty A , B , C  dwuwy­
miarowej przestrzeni afinicznej nie są współliniowe i prosta t  przecina od­
cinek A B  (bok trójkąta A B C ), to t  przecina również przynajmniej jeden 
z pozostałych boków tego trójkąta. Hilbert przyjął ten warunek jako jeden 
z aksjomatów geometrii euklidesowej. Założenie, że wymiar przestrzeni jest 
równy 2 można zastąpić wymaganiem, aby prosta t  była zawarta w płasz­
czyźnie wyznaczonej przez punkty A ,B ,C .
Badanie związku aksjomatu Pascha z uporządkowaniem ciała rozpoczy­
namy od nieco słabszego warunku. Niech (A, V, , o) będzie uogólnioną 
euklidesową przestrzenią afiniczną nad ciałem K  z zadanym porządkiem 
addytywnym. Załóżmy, że punkty A, B, C € A nie są współliniowe oraz 
B ' € L (A ,B )  i C ' € L (A ,C ) . Jeśli proste L ( B ,C ) i L (B ' ,C ') są równo­
ległe oraz wektory A B  i A B ' są zgodnie skierowane, to również wektory 
AC  i A C ' są zgodnie skierowane. Warunek ten będziemy nazywać słabym 
aksjomatem Pascha.
C
B'
Twierdzenie 10.2.12. Niech (A,V, ~^, o) będzie uogólnioną euklidesową 
przestrzenią afiniczną nad ciałem K , dim V  > 2 . Niech P  będzie porządkiem 
addytywnym ciała K  i niech || • || będzie standardową normą w przestrzeni 
V . Wtedy następujące warunki są równoważne:
(1) Przestrzeń V  spełnia słaby aksjomat Pascha.
(2) Pu =  P  dla każdego niezerowego wektora u € V.
(3) P  jest porządkiem ciała K .
D o w ó d .  (3) = ^  (2). Dla dowolnego u € V  i a € P  mamy ||au || =  
=  sqrP (au o au) =  |a| sqrP (u o u) =  a ||u ||,  a więc a € Pu. To pokazuje, że 
P  U Pu i z uwagi D .1 .2 .(2) otrzymujemy równość tych porządków.
(2) = ^  (1 ). Załóżmy, że A , B , C , B ' , C  spełniają założenia słabego ak­
sjom atu Pascha. Musimy pokazać, że wektory A C  i A C  są zgodnie skiero­
wane. Istnieją x , y  € K * takie, że A B 1 =  x A B  oraz A C ' =  y A C . Z rów­
noległości prostych L ( B , C ) i L (B ' ,C ')  wynika, że ich wektory kierunkowe 
są zależne, zatem  B C '  =  z B C  dla pewnego z € K  .Z  definicji przestrzeni 
afinicznej otrzymujemy A B  +  B C  +  C A  =  6 oraz B B 1 +  B ' C  +  B 'A  =  d. 
Mnożąc pierwszą z tych równości przez z i odejmując od drugiej, otrzy­
mujemy (x — z)A B  — (y — z)—C  =  6. Stąd x  =  z =  y, gdyż wektory - B  
i A C  są liniowo niezależne, co wynika z niewspółliniowości punktów A, B , C . 
Ponieważ zgodnie z (2) mamy P—b =  P—c =  P , więc x  € P—b pocią­
ga x  =  y € P—c , a to oznacza, że B C  =  y B C  jest zgodnie skierowany 
z wektorem A C .
(1) = ^  (3). W ystarczy pokazać, że zbiór P  jest zamknięty ze względu na 
mnożenie. Rozważmy nierównoległe wektory u ,v  € V  takie, że ||u || =  ||v || =  
1. Załóżmy, że x , y  € P  =  Pu =  Pv i oznaczmy w  =  yv. Ustalam y punkt A  
i definiujemy punkty B  =  A  +  u, C  =  A  +  w, B '  =  A  +  x u  oraz C  =  A  +  xw. 
Łatwo zauważyć, że wektory B C  =  w ~  u  i B C '  =  xw  ~  x u  =  x(w  ~  u) są 
równoległe oraz wektory A B  =  u  i A B ' =  x u  są zgodnie skierowane, zatem  
na podstawie (1) również B C  =  w  i A C '  =  xw  są zgodnie skierowane, to 
oznacza, że x  € Pw. Z definicji porządków Pw i Pv wynika, że
||(xy)v || =  HxwH =  xHwH =  xHyvH =  xyHvH, 
a stąd x y  € Pv =  P . □
Twierdzenie 10.2.13. Niech (A ,V , c , o), dim V  =  2, będzie uogólnioną 
euklidesową przestrzenią afiniczną nad ciałem K . Przestrzeń  A spełnia ak­
sjomat Pascha wtedy i tylko wtedy, gdy P  jes t  porządkiem ciała.
D o w ó d .  Załóżmy, że P  jest porządkiem ciała. W tedy P  =  Pu dla każ­
dego niezerowego wektora u € V . Rozważmy tró jkąt utworzony przez nie-
współliniowe punkty A, B ,C  €  A. Oznaczmy <  relację wyznaczoną przez 
porządek P .
Jeśli prosta £ przechodzi przez jeden z punktów A , B , C , to od razu 
widać, że przecina 2 boki tró jką ta  A B C . Dlatego dalej zakładamy, że żaden 
wierzchołek tego tró jką ta  nie leży na prostej £. Załóżmy, że prosta £ przecina
P rosta  £ jest równoległa do boku tró jkąta.
Jeśli prosta £ jest równoległa do prostej L(A, B), to  przecina prostą 
L (B , C ) w pewnym punkcie E , gdyż przestrzeń ma wymiar 2 oraz proste 
L(A, B) i L (B , C ) nie są równoległe. W  tym  przypadku mamy C D  =  sC A  
oraz C E  =  yC B  dla pewnych s ,y  € K  i 0 < s <  1. Z równoległości 
wektorów DE, A B  mamy D E  =  z A B  dla pewnego z € K . Zauważmy, że 
C B  =  CA  +  A B  oraz C E  =  CD  +  D E . Mnożąc pierwszą z tych równości 
przez z i odejmując od drugiej, otrzym ujemy (y — z )C B  =  (s — z)C A . Stąd 
y — z =  s — z =  0, bo wektory C B  i C A  są liniowo niezależne, co wynika 
z niewspółliniowości punktów A , B , C . Zatem 0 < y < 1, bo s =  y, a to 
oznacza, że punkt E  należy do odcinka B C . Podobny wynik otrzymujemy, 
gdy prosta £ jest równoległa do prostej L (B, C )
Załóżmy teraz, że prosta £ nie jest równoległa do żadnego boku tró jkąta  
A B C  i nie przecina odcinka A B . Oznaczmy przez E, F  odpowiednio punkty 
przecięcia prostej £ z prostym i L (B , C ) oraz L(A, B). Takie punkty istnieją, 
bo przestrzeń ma wymiar 2 .
C
P rosta  £ nie jest równoległa do boku tró jkąta.
Punkty D, E , F  są współliniowe jako punkty przecięcia prostej £ z pro­
stymi zawierającymi boki trójkąta A B C . Stąd wynika, że E  = (1— x )D + x F  
dla pewnego x  € K . Jednakże E  = (1 — y )B  + yC, y € K ,  gdyż E  jest 
punktem przecięcia prostej £ z prostą L (B , C ). Należy pokazać, że E  na­
leży do odcinka B C , tzn. 0 < y < 1. Z przyjętych założeń wynika, że 
w każdej z trójek A, D, C  oraz A, B , F  punkty są współliniowe, a więc ist­
nieją s , t  € K  takie, że D  = (1 — s )A  + sC  oraz F  = (1 — t )A  + t B . Ponadto 
0 < s < 1, gdyż D  należy do odcinka A C , oraz t  < 0 lub t  > 1, gdyż F  nie 
należy do odcinka A B .
Po odpowiednich podstawieniach mamy
(1 — y )B  + y C  = E  = (1 — s + x s  — x t )A  + x t B  + (s — x s )C.
Z faktu, że punkty A , B , C  nie są współliniowe wynika, że przedstawienie 
punktu E  jest jednoznaczne, co prowadzi do układu równań
1 — s + x s  — x t  = 0, x t  = 1 — y, s — sx  = y, 
którego rozwiązanie ma postać
1 — s t — 1
x  = ------- , y  = st — s t — s
Rozważmy 2 przypadki. Jeśli t > 1, to 0  < s < 1 < t, zatem t  — 1 >  0, 
t — s > 0, a stąd y > 0, gdyż relacja < jest porządkiem ciała K .  Podobnie 
0 < t  — 1 < t  — s, a stąd y < 1.
Jeśli t < 0, to t  < 0 <  s , zatem 1 — t  > 0, s — t  > 0, a stąd y > 0 
oraz 1 — y  = >  0. W obu przypadkach 0 < y < 1, a więc zgodnie
z lematem 10.2.11, punkt E  leży między B  i C .
Pokażemy teraz, że z aksjomatu Pascha wynika warunek (1) poprzednie­
go twierdzenia, tzn. słaby aksjomat Pascha. Rozważmy punkty A , B , B ' ,C, 
C ' takie, jak w sformułowaniu tego aksjomatu. Należy pokazać, że wektory 
A C  i A C ' są zgodnie skierowane. Dla uproszczenia oznaczeń przyjmijmy 
u  = A B  i u ' =  A B ' .
Zgodnie z lematem 10.2.8.(2), istnieje x  € Pu takie, że u ' =  xu.
Prosta £ przechodząca przez punkty B ' i C ' jest równoległa do prostej 
zawierającej punkty B  i C , zatem musi przecinać prostą L(A , C ), bo wymiar 
przestrzeni jest równy 2. Jeśli x  <pu 1, to punkt B ' leży między A  i B , zatem 
prosta £ przecina bok A B  trójkąta A B C . Na podstawie aksjomatu Pascha 
punkt C ' przecięcia prostych £ i L (A, C ) należy do boku A C  tego trójkąta, 
a to oznacza, że wektory A C  i A C ' są zgodnie skierowane.
Jeśli x >Pu 1, to  x  =  \x \Pu oraz x  — 1 € Pu . Stąd i z lem atu 10.2.6.(4) 
mamy
x - 1  € Pvi oraz 1 — x - 1  =  x - 1 (x — 1) € \x \p^Pu =  Pu'.
W ykazaliśmy więc, że punkt B  leży między punktam i A  i B ' , gdyż A B  =  
x - 1A B ' i 0 <Pu' x - 1  <Pu' 1. Stosując podobnie jak  poprzednio aksjom at 
Pascha do tró jkąta  A B 'C ' , ponownie stwierdzamy, że wektory A C  i A C ' są 
zgodnie skierowane. Teza wynika z twierdzenia 10.2.12. □
Istnienie w uogólnionej przestrzeni euklidesowej normy spełniającej na j­
prostsze intuicje geometryczne wymaga istnienia porządku addytywnego 
w ciele. W ażna w zastosowaniach normy nierówność tró jką ta  wymaga, aby 
porządek addytyw ny z nią związany był półporządkiem  ciała. Z kolei ak­
sjom at Pascha jest spełniony wtedy i tylko wtedy, gdy ten  półporządek jest 
porządkiem. Te fakty pokazują, że z aksjom atu Pascha wynika nierówność 
tró jkąta . W ykazane w stwierdzeniu 1.7.6 istnienie półporządków, które nie 
są porządkami, dowodzi, że nie zawsze nierówność tró jką ta  pociąga aksjo­
m at Pascha. Jednak w uogólnionych euklidesowych przestrzeniach afinicz- 
nych nad ciałem, w którym  każdy półporządek jest porządkiem, te  dwa 
warunki są równoważne. Różne charakteryzacje takich ciał przedstawiamy 
w następnym  podrozdziale.
10.3. Praporządki sp ełn ia jące  w arunek Pascha
W  poprzednim  podrozdziale pokazaliśmy, że każda uogólniona przestrzeń 
euklidesowa nad ciałem K  spełniająca warunek tró jką ta  spełnia warunek 
Pascha wtedy i tylko wtedy, gdy każdy półporządek ciała K  jest porząd­
kiem. C iała skalarów uogólnionych przestrzeni euklidesowych są pitagorej- 
skie. W  tym  podrozdziale zbadam y sytuację ogólniejszą. Podam y algebra­
iczną charakteryzację dowolnych ciał formalnie rzeczywistych, w których 
każdy półporządek jest porządkiem. Takie ciała będziemy nazywać ciała­
mi paschowskimi. Aby zachować zgodność z zakresem rozważań zawartych 
w innych rozdziałach wspom niana charakteryzacja będzie również obejmo­
wała praporządki. Przyjmujemy, że praporządek T  ciała K  spełnia warunek 
Pascha, jeśli każdy T -półporządek ciała K  jest porządkiem. Na początku 
pokażemy, że każdy wachlarz tryw ialny spełnia warunek Pascha.
Lemat 10.3.1. Jeśli T  jest wachlarzem trywialnym, to każdy T-półporządek 
jest porządkiem.
D o w ó d .  Niech S  będzie T -półporządkiem  w ciele K . Jeśli S  =  T , to  T  i S  
są porządkami. Załóżmy, że T  C S  i a £ S  \  T . W tedy —a £ S  iw  szczegól­
ności —a £ T , a stąd T  [a] =  T + a T  jest praporządkiem  zawierającym T  i od 
T  różnym. Ponieważ [K * : T ] <  4, więc T [a] jest porządkiem. K orzystając 
z faktu, że S  jest T -półporządkiem, mamy T [a] =  T  +  T a  C S  +  T S  C S . 
Gdyby istniał element b £ S  \  T [a], to  —b £ T [a] C S, co pokazuje, że 
T  [a] =  S. □
L e m a t 10 .3 .2 . Niech S  będzie T-półporządkiem w ciele K  oraz niech 
v : K  — > r  U{to} będzie waluacją mocno zgodną z S  taką, że [r : v (T )] =  2. 
Jeśli kanoniczny obraz praporządku T  jest porządkiem w ciele reszt k (A v), 
to S  jes t  porządkiem w K .
D o w ó d .  Stosując konstrukcję podobną do użytej w twierdzeniu 7.1.7, 
przyjmujemy oznaczenia T v =  T  A T  =  T  ■ k - 1 (T ). W iadomo, że T v jest 
praporządkiem  w ciele K  i zgodnie z twierdzeniem B aera-K rulla
\ X ( K / T v)| =  \X ( k (A v) / T ) |[ r  : v (T )] =  2,
a więc T v jest wachlarzem trywialnym  (zob. uwaga 1.5.2). Przypomnijmy, że 
T  A T  =  T (1 +  M v). Pokażemy, że (1 +  M v) ■ S  C S. Niech m  £ M v, a £ S . 
Przypuśćmy, że (1 — m )a £  S , zatem  a K s  ma. Z założenia waluacja v jest 
mocno zgodna z S , a więc v (a) >  v (ma) =  v(m) +  v (a), a stąd v(m) <  0, 
co jest sprzeczne z wyborem m  £ M v. W  ten  sposób otrzymujemy
T v ■ S  =  T  ■ ((1 +  M v) ■ S ) C T  ■ S  C S.
Dlatego S  jest T v-półporządkiem. Ponieważ tryw ialny wachlarz T v spełnia 
warunek Pascha, S  jest porządkiem. □
T w ie rd z e n ie  10 .3 .3 . Niech T  będzie praporządkiem ciała formalnie rze­
czywistego K . Wtedy następujące warunki są równoważne:
(1) T  spełnia warunek Pascha.
(2) Dla każdej waluacji v : K  — > r  U {to} zgodnej z T  spełnione są 
warunki:
(a) [r : v (T )] <  2, _
(b) jeśli [r  : v ( T )] = 2 ,  to T  jest porządkiem ciała reszt k (A v).
(3) T  nie zawiera się w żadnym nietrywialnym wachlarzu.
(4) T  nie zawiera się w żadnym wachlarzu o indeksie 8 .
D o w ó d .  Równoważność (3) (4) natychm iast wynika z twierdzenia
1.5.6. Udowodnimy teraz implikacje (1) = ^  (3) = ^  (2) = ^  (1).
W ynikanie (1) = ^  (3) otrzymujemy ze stwierdzenia 1.7.6 mówiące­
go, że istnienie nietrywialnego wachlarza w X ( K /T ) pozwala skonstruować 
T -półporządek, który nie jest porządkiem ciała.
Aby udowodnić (3) = ^  (2), rozważmy waluację v : K  — > r  U {to} 
z formalnie rzeczywistym ciałem reszt, zgodną z praporządkiem  T. Niech 
Q 5  T  będzie dowolnym wachlarzem w ciele reszt k (A v) waluacji v. Niech 
T ' =  T  A Q =  T  ■ k - 1 (Q ). Zgodnie z twierdzeniem 7.1.7.(1) oraz wnio­
skiem 7.1.10, praporządek T ' jest wachlarzem w K  całkowicie zgodnym 
z A v . Zauważmy, że każdy element a € T ' m a postać a =  bc, gdzie b € T, 
c € K- 1(Q), stąd  v(a) =  v(b) +  v(c) =  v(b). Zatem v(T ') =  v (T ). Z twier­
dzenia B aera-K rulla  mamy \X (K /T ')\ =  \X (k (A v) /Q ) \[r : v(T)]. Z (3) 
otrzymujemy, że \X (K /T ')\ < 2. Stąd [r : v (T )] < 2 i jeśli [r  : v (T )] =  2, 
to  \X (k (A v) /Q ) \ =  1, a więc Q jest porządkiem w ciele reszt k (A v). Stąd 
wynika, że T  jest porządkiem w k (A v), gdyż w przeciwnym przypadku, 
biorąc jako wachlarz Q część wspólną dwóch porządków zawierających T , 
otrzym am y sprzeczność.
Pozostaje do udowodnienia implikacja (2) = ^  (1). Załóżmy, że ciało 
zawiera T -półporządek S, który nie jest porządkiem. Na podstawie twier­
dzenia 7.6.2 otoczka wypukła A s ciała liczb wymiernych w ciele K  względem 
półporządku S  jest formalnie rzeczywistym pierścieniem waluacyjnym oraz 
S  =  k (S  n A g ) jest półporządkiem  archimedesowym w ciele reszt. Zatem 
S  jest porządkiem (zob. lem at 7.6.1). Niech vS : K  — > r S U {to} będzie 
waluacją wyznaczoną przez pierścień AS. Z (2) wynika, że [ rS : vS (T )] < 2. 
Z twierdzenia 7.1.7 otrzymujemy, że T  A S  jest praporządkiem  w K . Jeśli 
r S =  vS (T ), to dla każdego a € S  istnieje x € T  takie, że v (a) =  v(x). 
Ponieważ S  jest T -półporządkiem, więc x - 1a € S  n Ag U k - 1 (S ), a stąd 
a =  x  ■ (x - 1a) € T  A S  .T o  wraz z oczywistym zawieraniem T  A S  U S  
pokazuje, że S  =  T  A S , czyli S  jest porządkiem. Możemy więc założyć, że 
[Ts : v (T )] =  2. Z twierdzenia Prestela 7.6.8 istnieje waluacja „ilorazowa” 
v : K  — > rU { to }  mocno zgodna z półporządkiem  S  taka, że [r : v (T )] =  2. 
K orzystając z (2), stwierdzamy, że kanoniczny obraz T  praporządku T  
w ciele reszt waluacji v jest porządkiem. Stosując poprzedni lemat, koń­
czymy dowód. □
Twierdzenie 10.3.4. Niech K  będzie ciałem formalnie rzeczywistym i niech 
T  będzie praporządkiem tego ciała. Wtedy następujące warunki są równoważ­
ne:
(1) praporządek T  spełnia warunek Pascha,
(2) 0 € T  +  Ta  +  Tb +  T ( —ab) dla wszystkich a,b € K *,
(3) praporządek T  spełnia warunek SAP,
(4) T  nie zawiera się w żadnym wachlarzu o indeksie 8.
D o w ó d .  (1) = ^  (2). Przypuśćmy, że0  /  M  =  T + T a + T b + T  (—ab), a więc 
zgodnie ze stwierdzeniem 1.7.13, zbiór M  jest częściowym T -półporządkiem  
zawartym w pewnym T -półporządku P . Jednak T  spełnia warunek Pas­
cha, zatem  P  musi być porządkiem, co jest niemożliwe, gdyż a, b, —ab € P , 
a więc —1 € P  i otrzymaliśmy sprzeczność.
(2) = ^  (3). Zgodnie z twierdzeniem 5.3.2, wystarczy pokazać, że pod- 
baza Harrisona jest dom knięta ze względu na przekroje. Ustalm y a,b € K *. 
Z (2) wynika, że istnieją t i , t2, t 3, t4 € T  takie, że i i  +  t 2a +  t 3b — t4ab =  0. 
Przyjm ijm y c =  t 2a +  t3b =  —t i +  t4ab. Jeśli c =  0, to ab =  t- i t i € T , 
a więc H T (a) =  H T (b) =  H T (a) n H T (b). Niech c =  0. Łatwo zauważyć, 
że H T (a) n H T (b) C H T (c). Rozważmy P  € H T (c), tzn. —t i +  t 4ab =  
c € P , a więc ab =  t - i ( t i +  c) € P  . Z  równości c =  t 2a +  t 3b mamy 
a =  (t2 +  aba- 2t 3) - i c € P  i podobnie b =  (abb- 212 +  t3) - i c € P , zatem 
P  € HT (a) n HT (b). To pokazuje, że H T (a) n HT (b) =  H T (c).
(3) = ^  (4). Przypuśćmy, że istnieje wachlarz T ' o indeksie 8 zawierający 
T . Łatwo sprawdzić, że jeśli sgnP. jest sygnaturą wyznaczoną przez porządek 
Pi € X ( K /T ') dla i =  1, 2, 3, 4, to  sgnP4 =  sgnPlsgnP2sgnPg. Stąd wynika, 
że porządek P4 nie może być oddzielony żadnym  elementem ciała K  od 
porządków Pi , P2, P3, co jest sprzeczne z (3).
Implikacja (4) = ^  (1) jest konsekwencją twierdzenia 10.3.3. □
10.4. C iała  sp ełn ia jące  SA P
Praporządki spełniające SAP pojawiły się w podrozdziale 5.3. Ich definicja, 
jak  i warunki jej równoważne, m iały charakter topologiczny. Dalsze charak­
teryzacje takich praporządków wyrażone za pomocą innych pojęć można 
znaleźć w podrozdziale 10.3. Kilka wyników przedstawionych niżej doty­
czy ciał spełniających SAP, tzn. takich ciał, w których praporządek J2 K * 2  
spełnia SAP. Rozpocznijmy od zestawienia wynikających z twierdzeń 10.3.3
i 10.3.4 różnych własności charakteryzujących ciała spełniające SAP.
Twierdzenie 10.4.1. Niech K  będzie ciałem formalnie rzeczywistym. Wte­
dy następujące warunki są równoważne:
(1) Ciało K  spełnia SAP.
(2) Ciało K  spełnia warunek Pascha.
(3) Dla każdej waluacji v : K  — > r  U {to} z formalnie rzeczywistym 
ciałem reszt spełnione są warunki:
(a) [r  : 2r] < 2 ,
(b) jeśli [r : 2r] =  2, to ciało reszt k(A v) ma dokładnie jeden
porządek.
(4) Ciało K  nie zawiera żadnego nietrywialnego wachlarza.
(5) Ciało K  nie zawiera żadnego nietrywialnego wachlarza o indeksie 8.
(6) Każde dwa rozłączne skończone zbiory porządków ciała K  można roz­
dzielić pewnym elementem tego ciała.
(7) Każdy układ trzech porządków ciała K  można oddzielić elementem 
tego ciała od dowolnego innego porządku.
D o w ó d .  Równoważność warunków (1)-(5) wynika z twierdzeń 10.3.3 
oraz 10.3.4.
Implikację (1)=^ (6) otrzym ujemy bezpośrednio z definicji SAP, bo każ­
dy skończony zbiór porządków jest domknięty.
Implikacja (6)=^ (7) jest oczywista.
(7)=^ (5). W ystarczy zauważyć, że jeśli T  jest wachlarzem o indeksie 
8, to  zbiór X ( K / T )  składa się z 4 porządków i nie można żadnego z nich 
oddzielić od trzech pozostałych. □
Z przytoczonego twierdzenia wynika, że ciała spełniające SAP pojawia­
ją  się w wielu, często dosyć odległych, kontekstach. Mimo że nie widać 
bezpośredniego związku między własnościami przestrzeni porządków ciała, 
własnościami waluacji ciała i pewnymi własnościami geometrycznymi prze­
strzeni liniowych nad ciałem, to  jednak wszystkie te własności okazują się 
równoważne. Na szczególną uwagę zasługuje równoważność SAP i warun­
ku Pascha. Pokażemy teraz, że ciała spełniające SAP mogą być również 
scharakteryzowane przez własności form kwadratowych.
Twierdzenie 10.4.2. Ciało formalnie rzeczywiste spełnia SA P  wtedy i tyl­
ko wtedy, gdy dla dowolnych a1 , . . . , a n € K * istnieją c € K * oraz liczba 
naturalna k takie, że 2k((a1 , . . . ,  an )) =  2n+k - 1 {1 , c).
D o w ó d .  Zgodnie ze stwierdzeniem 2.5.3.(7), sgnP ( ((a1 , . . .  ,an ))) =  2n 
wtedy i tylko wtedy, gdy P  € H ( a 1) f i . . .  n H (an). D la pozostałych porząd­
ków sygnatura jest równa zero. Ciało K  spełnia SAP wtedy i tylko wtedy, 
gdy istnieje c € K * takie, że H ( a 1) f  . . .  f  H(an ) =  H (c). Stąd wynika, że
sygnatury form Pfistera ((a1 , . . . ,  an )) i ((1, . . . ,  1, c)) są równe dla wszyst-
n— 1
kich porządków. Tezę twierdzenia otrzymujemy z wniosku 2.5.6 do zasady 
lokalno-globalnej Pfistera (twierdzenie 2.5.5). □
Przypomnijmy, że forma kwadratowa jest całkowicie nieokreślona, jeśli 
dla każdego porządku ciała wartość bezwzględna sygnatury tej formy jest 
mniejsza od jej wymiaru. Aby uprościć sformułowanie twierdzenia, przyj­
mijmy definicję. Mówimy, że forma kwadratowa p  jest slabo izotropowa, 
gdy istnieje liczba naturalna m  taka, że forma m x p  jest izotropowa. 
Łatwo zauważyć, że forma p  =  (a1 , . . . , a n ) jest słabo izotropowa wtedy 
i tylko wtedy, gdy istnieją s 1, . . .  , sn € Yś  K* 2  takie, że a 1s 1 + . . .  + ansn = 0. 
Oczywiście, forma słabo izotropowa jest całkowicie nieokreślona. Wynikanie 
odwrotne charakteryzuje ciała spełniające SAP.
Twierdzenie 10.4.3. Cialo formalnie rzeczywiste spelnia SA P  wtedy i tyl­
ko wtedy, gdy każda całkowicie nieokreślona forma kwadratowa nad K  jest 
slabo izotropowa.
Dowód.  Przypuśćmy, że ciało K  spełnia SAP i istnieje całkowicie nieokre­
ślona forma kwadratowa p  =  (a1 , . . . ,  an ), która nie jest słabo izotropowa. 
Dzieląc w razie potrzeby formę p  przez a 1, możemy założyć, że a 1 = 1. To 
oznacza, że zbiór
TO
M  =  U  D(m x  p ) = a 1 ^  K* 2  + . . .  + an ^  K* 2
m= 1
zawiera 1, a nie zawiera zera, a więc jest częściowym półporządkiem. Ze 
stwierdzenia 1.7.13 wynika, że istnieje półporządek S  zawierający zbiór M . 
Gdyby zbiór S  był porządkiem, to sygnatura formy p  względem S  byłaby 
równa jej wymiarowi, wbrew założeniu. To pokazuje, że K  ma półporzą- 
dek, który nie jest porządkiem, a więc nie spełnia warunku Pascha, co jest 
sprzeczne z założeniem, że K  spełnia SAP.
Załóżmy teraz, że każda całkowicie nieokreślona forma kwadratowa nad 
K  jest słabo izotropowa. Wybierzmy a,b € K *. Forma (1,a,b, —ab) jest 
całkowicie nieokreślona, a więc istnieją s 1, s 2, s3,s 4 € K* 2  takie, że 
s 1 + as 2  + bs3  — abs4  = 0. Postępując podobnie jak w dowodzie twier­
dzenia 10.3.4, pokazujemy, że H (a ) =  H (b) lub H (a ) n H (b) =  H (c), gdzie 
c =  — s 1 + abs4, co jest równoważne z SAP. □
Uwaga 10.4.4. Porównajmy dwa następujące warunki charakteryzujące 
formy słabo izotropowe. Rozważmy dwie klasy ciał pitagorejskich:
klasa K 1 składa się z ciał K  spełniających warunek
V V (forma (a1 , . . . , a n ) jest izotropowa
nEN,n> 1  ai,...,an<EK
V 3 aiaj € P ) (10.4)
P ( K )  i=j
oraz klasa K 2  składa się z ciał K  spełniających warunek
V V (forma (a1 , . . . , a n ) jest izotropowa
n<EN,n> 1  ai,...,an£K
^  3 V aiaj  € P ). (10.5)
i=j PeX(K)
Mimo pozornego podobieństwa, warunki te odnoszą się do dwóch skraj­
nie odmiennych klas ciał pitagorejskich formalnie rzeczywistych. W arunek
(10.4) mówi, że dla ciał należących do K 1 forma jest izotropowa wtedy
i tylko wtedy, gdy dla każdego porządku ciała istnieją elementy diagonalne 
formy, które m ają różne znaki w tym  porządku, co oznacza, że forma jest 
nieokreślona. Ta własność charakteryzuje ciała spełniające SAP. N atom iast 
warunek (10.5) mówi, że dla ciał należących do K 2  forma jest izotropowa 
wtedy i tylko wtedy, gdy istnieją dwa elementy diagonalne formy, które m ają 
różne znaki w każdym porządku, tzn. że forma zawiera podformę izotropo­
wą o wymiarze 2. Ta własność charakteryzuje ciała superpitagorejskie (zob. 
rozdział 9, zadanie 5).
Twierdzenie 10.4.5. Jeśli R  jest ciałem rzeczywiście domkniętym, to każ­
de formalnie rzeczywiste rozszerzenie algebraiczne ciała funkcji wymiernych 
R (X ) spełnia warunek Pascha, zatem również spełnia SAP.
D o w ó d .  Niech K  będzie rozszerzeniem algebraicznym ciała R (X ) i niech 
w : K  — > r  U {to} będzie nietrywialną waluacją tego ciała z formalnie 
rzeczywistym ciałem reszt. Rozważmy zacieśnienie v tej waluacji do ciała 
R (X ) i oznaczmy przez r v grupę wartości tej waluacji.
Zgodnie z twierdzeniem 5.4.5, ciało R (X ) spełnia SAP, zatem  na pod­
stawie twierdzenia 10.4.1 mamy \r v : 2 r v\ < 2. Z twierdzenia 6.7.4 wynika, 
że grupa ilorazowa r / r v jest torsyjna, a więc na podstawie wniosku D.1.25 
indeks podgrupy 2 r  w r  nie przekracza 2. W ystarczy pokazać, że przy za­
łożeniu \r  : 2 r \ =  2 ciało reszt waluacji w ma dokładnie jeden porządek. 
Załóżmy, że S  jest pewnym porządkiem ciała k (A v). Rozważmy porządek 
P  ciała R (X ) zawierający praporządek S  =  R (X )*2 A S  =  R (X )*2 • k - 1  (S ) 
(zob. wniosek 7.1.9). Zgodnie z opisem wszystkich porządków ciała R (X ) 
zawartym w uwadze 4.2.3, możliwe są trzy  przypadki:
(a) porządek P  jest wyznaczony przez przekrój, który nie jest główny.
(b) istnieje element c € R  taki, że P  =  Pc+ lub P  =  Pc- .
(c) P  =  P^  lub P  =  P _TO.
W  przypadku (a) porządek P  jest archimedesowy nad R  i waluacja v 
jest zgodna z P , zatem  grupa wartości zarówno waluacji v, jak  i w jest 
tryw ialna, wbrew przyjętem u założeniu.
W  pozostałych przypadkach, zgodnie z przykładem  7.1.4, porządek P  
wyznacza punkt Xc : R (X ) — > R  U {to}, gdzie c € R  lub c =  to  i pierścień 
waluacyjny A c =  A \ c jest zgodny z P . Oczywiście, pierścienie A v i A c są 
podzbiorami wypukłymi ciała uporządkowanego (R (X ) ,P ) oraz A v C Ac, 
gdyż ranga pierścienia A c jest równa 1.
Z twierdzenia 6.2.10 wynika, że istnieje punkt i  : R  — > k(A v) U {to} 
taki, że Xv =  i  o Xc.
R (X ) k (A v) U {to}
R  U {to}-
Xv
Ponieważ ciało reszt Xv pokrywa się z ciałem reszt punktu  n  określo­
nego na ciele rzeczywiście dom kniętym  R, więc zgodnie ze stwierdzeniem 
7.1.14 samo jest rzeczywiście domknięte. Ponieważ ciało K  jest algebra­
icznym rozszerzeniem ciała R (X ), ciało reszt waluacji w jest algebraicz­
nym rozszerzeniem ciała rzeczywiście domkniętego k (Av) i jest również rze­
czywiście domknięte, a to  oznacza w szczególności, że ma jeden porządek. 
W  ten sposób pokazaliśmy, że spełniony jest warunek (3) twierdzenia 10.4.1, 
co kończy dowód. □
Przedstawiam y teraz dwa wyniki dotyczące praporządków o skończonym 
indeksie spełniających SAP. Zauważmy, że jeśli \ X ( K / T )| <  3, to  T  spełnia 
SAP.
Twierdzenie 10.4.6. Jeśli T  jest praporządkiem ciała formalnie rzeczywi­
stego K  i n  =  \ X ( K / T )\ <  oo, to T  spełnia S A P  wtedy i tylko wtedy, gdy 
\K  * /T  \ =  2n .
D o w ó d .  Zgodnie z twierdzeniem 5.3.2, praporządek T  spełnia SAP wtedy 
i tylko wtedy, gdy wszystkie podzbiory dom knięto-otwarte należą do pod- 
bazy Harrisona. Zatem T  spełnia SAP wtedy i tylko wtedy, gdy określone 
w podrozdziale 5.1 przyporządkowanie aT -— > HT (a) jest bijekcją zbio­
ru K * /T  na rodzinę wszystkich zbiorów dom knięto-otwartych B t (K ). Jeśli
zbiór porządków jest skończony, to  jego topologia jest dyskretna i każdy 
jego podzbiór jest domknięto-otwarty. A więc zbiór K * / T  jest równoliczny 
z rodziną wszystkich podzbiorów zbioru X ( K / T ) .  □
W  podrozdziale 1.4 pokazaliśmy, że jeśli K * : T | =  2n , to  prawdzi­
we są nierówności n  <  X (K /T ) |  <  2n - 1 . W artości skrajne charakteryzują 
praporządki spełniające SAP i wachlarze. W  szczególności do pierwszej ka­
tegorii należą skończone rozszerzenia ciała liczb wymiernych, a do drugiej 
ciała superpitagorejskie. W iadomo również, że jeśli T  nie jest wachlarzem, 
to  X (K /T ) |  <  3 • 2n-3 (zob. rozdział 1, zadanie 36).
W  rozdziale 5. wprowadziliśmy pojęcie rangi łańcuchowej określającej 
największą długość łańcucha utworzonego z elementów podbazy Harriso­
na. Dla wachlarzy niebędących porządkami ranga łańcuchowa jest równa
2. Dla praporządków spełniających SAP mamy następujące uzupełnienie 
stwierdzenia 5.3.6.
T w ie rd z e n ie  10 .4 .7 . Jeśli T  jes t  praporządkiem ciała formalnie rzeczywi­
stego K  i n  =  X ( K / T )| <  to, to T  spełnia S A P  wtedy i tylko wtedy, gdy 
ranga łańcuchowa tego praporządku jes t  równa n.
D o w ó d .  Jeśli przestrzeń porządków X ( K / T ) jest skończona i praporzą- 
dek T  spełnia SAP, to każdy podzbiór tej przestrzeni należy do podbazy 
Harrisona. W  takiej przestrzeni m aksym alna długość łańcucha podzbio­
rów jest równa liczbie elementów tej przestrzeni. Załóżmy teraz, że ran­
ga łańcuchowa jest równa n, tzn. istnieją a0, a 1 , . . . , a n € K * takie, że 
0 =  H T (a0) C H T (a1) C ... C H T (an ) =  X ( K / T ). Dla każdego i = 1 , . . .  ,n  
istnieje dokładnie jeden porządek Pi € H T (aj) \  H T (ai - 1), tzn. że elemen­
ty  ai - 1 ,a i m ają jednakowe znaki we wszystkich porządkach należących do 
X (K /T ) , z wyjątkiem  P i . Stąd wynika, że H T (bi ) =  X ( K /T )  \  {Pi }, gdzie 
bi =  ai - 1ai . Łatwo sprawdzić, że dla dowolnych i 1 , . . .  , i k € { 1 , . . .  ,n }  ma­
my {Pi i , . . . ,P ik } =  h t (—bh . . . h k) . □
Jednym  z celów tego podrozdziału jest pokazanie, że każda przestrzeń 
boolowska jest homeomorficzna z przestrzenią porządków pewnego ciała. 
Rozpoczynamy od pokazania, że dla każdej liczby naturalnej n  istnieje ciało 
spełniające SAP, które ma dokładnie n  porządków.
L e m a t 10 .4 .8 . Jeśli wielomian f  stopnia m  o współczynnikach rzeczywi­
stych ma n  <  m  pierwiastków rzeczywistych i wszystkie są jednokrotne, 
to istnieje liczba rzeczywista e > 0 taka, że dla każdej liczby rzeczywistej 
c € (—e,e) wielomian f  +  c ma n  pierwiastków rzeczywistych.
D o w ó d .
Załóżmy, że a1 , . . .  ,an € R są wszystkimi rzeczywistymi pierwiastkami 
wielomianu f . Z jednokrotności tych pierwiastków wynika, że pochodna wie­
lomianu f  jest różna od zera w pewnym otoczeniu każdego punktu  a*. Zatem 
istnieje taka liczba 5 > 0, że pochodna f ' ma stały  znak, a wielomian jest 
funkcją monotoniczną w przedziale (a*-5 ,  ai +5) dla wszystkich i = 1, . . .  ,n.  
Definiujemy przedziały D * = [a* +  5 , ai+ 1 — 5] dla i =  1, . . .  , n  — 1, oraz 
D 0 =  (—to  , a1 — 5], Dn = [an +  5 , to ).
Oczywiście, f  nie zeruje się w żadnym  z przedziałów D *, a więc e* =  
m in{\f(x)\ : x € D*} > 0. Przyjm ując e =  m in{eo,. . .  ,en }, mamy f  (x) >  e
lub f  (x) <  —e dla wszystkich x € D 0 U . . .  U Dn . Załóżmy, że c € R, \c\ <  e. 
Jeśli f  (x) >  e, to f  (x) +  c > 0 i podobnie f  (x) <  —e, to  f  (x) +  c < 0. Zatem 
wielomian f  +  c nie ma żadnego pierwiastka w zbiorach D *. Rozważmy 
teraz otoczenie (a* — 5, a* +  5) pierwiastka a*. W artości wielomianu na 
końcach tego przedziału m ają różne znaki, zatem  również znaki wartości 
przyjmowanych przez wielomian f  +  c na końcach tego przedziału są różne. 
Ponieważ wielomian f  +  c, podobnie jak  f , jest monotoniczny w otoczeniu 
pierwiastka a*, więc w każdym przedziale (a* — 5 , a* +  5) istnieje dokładnie 
jedno miejsce zerowe wielomianu f  +  c. □
Twierdzenie 10.4.9. Dla dowolnych liczb naturalnych m ,n  i takich, że 
n  <  m  i m  = n  (mod 2) istnieje rozszerzenie ciała liczb wymiernych stopnia 
m, które ma n porządków.
D o w ó d .  Pokażemy, że istnieje wielomian nierozkładalny w Q [X ] stopnia 
m, który ma dokładnie n  pierwiastków rzeczywistych. Niech m  =  n  +  2s. 
Rozważmy wielomian g =  (X  — a1) . . .  (X  — an) (X 2 s +  b), gdzie a1 , . . . ,  an , b 
są param i różnymi liczbami całkowitymi oraz b > 0. W ielomian ten  m a n 
pierwiastków jednokrotnych. Z poprzedniego lem atu wynika, że dla w ystar­
czająco dużej liczby pierwszej p wielomian f  =  g +  1  € Q [X ] ma również 
dokładnie n  pierwiastków rzeczywistych. Z kryterium  Eisensteina wynika,
że wielomian p f  =  pg +  1 jest nierozkładalny nad ciałem liczb wymier­
nych. Niech a  będzie rzeczywistym pierwiastkiem wielomianu p f . Zgodnie 
z twierdzeniem 3.3.5, liczba przedłużeń naturalnego porządku ciała Q na 
ciało L  =  Q (a) jest równa n. Ponadto z twierdzenia 5.4.6 wynika, że ciało 
L  spełnia SAP. □
Na zakończenie udowodnimy zapowiadane już twierdzenie o reprezen­
tacji nieskończonych przestrzeni boolowskich jako przestrzeni porządków 
pewnego ciała.
Twierdzenie 10.4.10 (Craven). Każda nieskończona przestrzeń boolowska 
jest homeomorficzna z przestrzenią porządków pewnego ciała formalnie rze­
czywistego.
D o w ó d .  Niech Y  będzie dowolną nieskończoną przestrzenią boolowską. 
Jeśli ciężar przestrzeni Y  jest równy m, to  Y  jest homeomorficzna z do­
m kniętym  podzbiorem kostki C antora {1, —1}m . Niech R  będzie ciałem 
rzeczywiście dom kniętym o mocy m. Ciało takie można otrzym ać jako rze­
czywiste domknięcie ciała funkcji wymiernych m zmiennych nad Q. Z twier­
dzenia 5.1.5 wynika, że przestrzeń porządków pewnego algebraicznego roz­
szerzenia K  ciała R (X ) jest homeomorficzna z kostką C antora o ciężarze m. 
W  twierdzeniu 10.4.5 pokazaliśmy, że takie ciało K  spełnia SAP. Rozważ­
my podprzestrzeń Y ' przestrzeni X  (K ) homeomorficzną z Y  .Z  twierdzenia 
5.3.8 wynika, że istnieje formalnie rzeczywiste algebraiczne rozszerzenie L 
ciała K  takie, że przestrzeń porządków ciała L  jest homeomorficzna z Y ' , 
a więc również z Y , co kończy dowód. □
10.5. T w ierdzenie R o lle ’a dla w ielom ianów  
i funkcji w ym iernych
W  rozdziale trzecim  udowodniliśmy twierdzenie Rolle’a dla funkcji wymier­
nych o współczynnikach w ciele rzeczywiście domkniętym. W  tym  podroz­
dziale scharakteryzujem y ciała uporządkowane, w których zachodzi tw ier­
dzenie Rolle’a dla wielomianów, oraz ciała uporządkowane, w których za­
chodzi to twierdzenie dla funkcji wymiernych.
Mówimy, że ciało uporządkowane (K ,P ) spełnia twierdzenie Rolle’a dla 
wielomianów, gdy dla każdego wielomianu f  € K [X ], jeśli f  (a) =  f  (b) dla 
pewnych a,b € K , a <P b, to  istnieje taki element c € K, a <P c <P b, 
że f ' (c) = 0 .  W  tym  przypadku mówimy również, że ciało K  spełnia
twierdzenie Rolle’a dla wielomianów względem porządku P . Zauważmy, 
że rozważania można ograniczyć do przypadku, gdy a, b są pierwiastkami 
wielomianu f .
Załóżmy, że A  jest pierścieniem waluacyjnym ciała K . Przypomnijmy, że 
jeśli M a  oznacza jedyny ideał maksymalny tego pierścienia, to  kanoniczny 
epimorfizm pierścieni k  : A  — > A / M a  =  k(A) jest zdefiniowany wzorem 
n(a) =  a +  M a .  Dla uproszczenia oznaczeń przyjmujemy a =  n(a) dla 
a € A  oraz jeśli f  =  anX n +  an - 1 X n - 1 +  . . .  a 1 X  +  a0 € A P [X], to  f  =  
an X n +  a n - i X n 1 +  . . .  a iX  +  ao.
Przed sformułowaniem głównego twierdzenia tego podrozdziału udowod­
nimy jeszcze pewien lem at techniczny. Niech L  będzie skończonym rozszerze­
niem algebraicznym ciała K  oraz niech B  C L  będzie rozszerzeniem pierście­
nia waluacyjnego A  C K . Przypomnijmy, że f  =  f  (B /A )  =  [k(B) : k(A)] 
nazywamy stopniem  ciała reszt, a e =  e (B /A )  =  [ r#  : rA] nazywamy in­
deksem rozgałęzienia. Dla pierścieni henselowskich udowodnimy pewien fakt 
nawiązujący do nierówności zawartej w stwierdzeniu 6.7.3.
Lemat 10.5.1. Niech A  będzie pierścieniem henselowskim ciała K  i niech 
B  będzie rozszerzeniem A  w skończonym rozszerzeniu L  ciała K . Jeśli 
chark(A)  =  0 i liczba pierwsza p dzieli e (B /A )  lub f  (B /A ) ,  to p jest  dziel­
nikiem liczby [L : K].
D o w ó d .  Przyjmijmy, że w  : L  — > r B U {to} jest waluacją wyznaczoną 
przez pierścień B  i v =  w \K . W tedy rA  jest grupą wartości waluacji v.
Załóżmy najpierw, że liczba pierwsza p  dzieli e =  | r #  : Ta\ .  Z elem entar­
nej teorii grup wiadomo, że istnieje tak i element 7  € T # , że rząd elementu 
Y +  rA  w grupie ilorazowej r B/ r a  jest równy p. Ustalm y a  € L  takie, 
że w (a) =  y . Niech a0 będzie wyrazem wolnym wielomianu minimalnego 
elementu a  nad ciałem K . Zgodnie z lematem 7.2.3 dla pierścienia hense- 
lowskiego i waluacji w mamy v(a0) =  m w (a) ,  gdzie m  =  [K (a) : K ], więc 
m w (a)  € rA . Stąd p jako rząd w (a) +  rA  jest dzielnikiem liczby m. Jed­
nakże [L : K ] =  [L : K (a )][K (a ) : K ] =  [L : K (a)]m , a więc [L : K ] jest 
również liczbą podzielną przez p .
Załóżmy teraz, że f  =  [k(B) : k(A)] jest liczbą podzielną przez p. 
Z twierdzenia Abela wynika, że istnieje a  € B  takie, że n(A)(a)  =  k(B ). 
Na podstawie stwierdzenia 6.7.2 wielomian minimalny g elementu a  nad 
ciałem K  jest unormowany i ma współczynniki w A . Z wniosku 7.2.6 otrzy­
mujemy g =  gf  dla pewnego wielomianu nierozkładalnego g1 € k(A )[X ] 
i liczby naturalnej s. Oczywiście, st g =  st g =  s st g1 oraz g 1 (a )s =  g(a)  =  0. 
W  ten  sposób pokazaliśmy, że g 1 jest wielomianem minimalnym elementu
a, zatem  [K (a) : K ] =  s[«(A )(a) : k(A)] =  s f . Stąd wynika, że s f  \[L : K ] 
i p \ f , a więc również [L : K ] jest liczbą podzielną przez p. □
W ynik zawarty w powyższym lemacie jest konsekwencją twierdzenia 
Ostrowskiego, mówiącego, że przy powyższych założeniach e f  =  [L : K ]. 
Jednak dowód tego twierdzenia jest bardziej skomplikowany.
W zorując się na podstawowych faktach rachunku całkowego, możemy 
zdefiniować (formalną) całkę oznaczoną dla wielomianów o współczynni­
kach w ciele formalnie rzeczywistym. Mianowicie, jeśli f  =  n=o aiX i jest
wielomianem o współczynnikach w ciele K  i a, b K , to
b. n
f  (X  )dX  =  £  —O — (bi+i — ai+l).
a i=0 i +  1
Łatwo sprawdzić, że całka sumy i różnicy wielomianów jest równa odpo­
wiednio sumie i różnicy całek tych wielomianów. Ponadto  g =  f  f  (u)du jest
a
wielomianem o współczynnikach w ciele K  i pochodna tego wielomianu jest 
równa f .
Niech (K , P ) będzie ciałem uporządkowanym. Przypomnijmy, że A P =  
conv(^ ; p )(Q) jest najm niejszym  pierścieniem waluacyjnym ciała K  zgod­
nym z porządkiem P . Ciało reszt tego pierścienia jest archimedesowe, a więc 
zgodnie z twierdzeniem 4.4.3, może być traktow ane jako podciało ciała liczb 
rzeczywistych. Przy tym  założeniu punkt rzeczywisty k : K  — > R U {to} 
oraz waluacja v : K  — > U {to} są wyznaczone przez pierścień walu-
acyjny A p .
Twierdzenie 10.5.2. Jeśli P  jest porządkiem ciała K , to następujące wa­
runki są równoważne:
(1) Ciało uporządkowane ( K , P ) spełnia twierdzenie Rolle’a dla wielo­
mianów.
(2) A P jest henselowskim pierścieniem waluacyjnym z rzeczywiście do­
mkniętym ciałem reszt i nieparzyście podzielną grupą wartości walu- 
acji.
(3) Dla każdego wielomianu f  € A P [X], jeśli f  ma pierwiastek /3 € R 
o krotności nieparzystej, to wielomian f  ma pierwiastek b K  taki, 
że K(b) =  3 .
Aby uprościć zapis, w dalszej części tego podrozdziału będziemy pisać 
A  zam iast A p .
D o w ó d .  (1) = ^  (3). Załóżmy, że f  e  A [X ] i liczba nieparzysta m  jest 
krotnością pierwiastka 3  e  R wielomianu f . W ielomian ten  przedstawiamy 
w postaci f  =  Yn =m s i(X  — 3 )i e  R [X ], gdzie Si e  k (A ) , sm =  0. Bez 
ograniczenia ogólności można przyjąć, że 3  =  0, w razie potrzeby zastępując 
f  wielomianem f  (X —1). Załóżmy, że k jest najm niejszą liczbą parzystą taką, 
że sk =  0 (jeśli dla wszystkich parzystych k zachodzi sk =  0, to  zastępujem y 
wielomian f  wielomianem X f ).
W tedy dla każdej dodatniej liczby rzeczywistej e mamy
er n . ek+ 1
I i (e) =  J  f  (X )d X  =  J  siu idu =  2sfc7^ 7+ 1 )  +  ek+2h i (e),
—  — i=m
dla pewnego wielomianu h 1 €
Podobnie
^  _  m + 2
h (e )  = ( X  — 3 )1  ( X ) d X  =  2sm ------—  +  6 m+3 h 2 (e),
J (m  +  2)
P- €
dla pewnego wielomianu h 2  € R [X ].
Jeśli przyjmiemy oznaczenie
h ( e ) =  j  X f  (X )d X ,
¡3- e
to  I 2 (e) =  I 3 (e) — 3 h (e)- Łatwo sprawdzić, że
I 2(e) =  j  (x, gdy k > m  +  1 
Uje)  =  \ % ,  gdy k  =  m  +  1 .
Zatem wybierając wystarczająco m ałe e0, otrzym am y Ii(e) =  0, 
I 2(e) =  0 i
I 2 (e)
eo <
Ii(e)
3  — h(e)
Ii(e)
dla wszystkich 0 <  e <  e0  oraz 3  jest jedynym  pierwiastkiem wielomianu 
f  w przedziale (3 — e0 , 3  +  e0).
W ybierzmy takie p,q € Q, że 3  — e0  < p < 3 < q < 3  +  e0  i zdefiniujmy
I i (p,q) = j  f  ( X ) d X  I 3 (p,q) = j  X f  (X)dX.
p p
Zauważmy, że
pjTt0 p+to
Ił  (p,q) / f  ( X  )dX  + / f  ( X  )dX / f  ( X  )dX.
P-to P-to
Z ciągłości całki względem granic całkowania wynika, że lim I 1 (p,q) =  
=  Ii(eo) =  0, gdy p ^  ¡3 —eo, q ^  ¡3+ e0. Podobnie lnn h(p,q)  =  h ( e 0) =  0. 
To pokazuje, że jeżeli p będzie wybrane wystarczająco blisko 3 — e0, a q
w ystarczająco blisko 3  +  e0, to  I 1 =  I 1 (p,q ) =  0, I 3 =  I 3(p,q ) =  0 oraz 
\3 — (I 3/ I 1) \ > e0. Dla tak  wybranych p, q definiujemy całki formalne
Ponieważ J 1 =  I 1 =  0 i J3 =  I 3 =  0, więc J 1 i J3 są odwracalne w pierścieniu 
waluacyjnym A  oraz J3/ J 1 =  I 3/ I 1 €  (3  — e0, 3  +  e0).
Definiujemy wielomian g =  (t — J3/ J 1) f  (t )dt € K [X ]. Łatwo zauwa-
żyć, że g (p ) =  0 oraz g (q) =  -  Ą / J ł ) f  (t )dt =  J3 -  (Ą / J ł )Jł  =  0,
zatem  stosując twierdzenie Rolle’a do wielomianu g , otrzym ujemy element 
b € K  taki, że p < b < q i g' (b) =  (b — J3/ J ł ) f  (b) =  0. Gdyby b =  J3/ J ł , 
to  J3/ J ł =  b € [p, q] C (3  — e0, 3  +  eo), co daje sprzeczność. Stąd wynika, 
że f  (b) =  0, f  (b) =  0 oraz b € [p, q] C (3  — e0, 3  +  e0), a więc b =  3, gdyż 
zgodnie z wyborem e0, element 3  jest jedynym  pierwiastkiem wielomianu f  
w otoczeniu 3 .
(3) = ^  (2). Z (3) i twierdzenia 7.2.5 natychm iast wynika, że pierścień A  
jest henselowski. Niech 3  € R będzie elementem algebraicznym nad cia­
łem reszt k (A ) C R. W tedy istnieje wielomian unormowany f  € A [X ] 
taki, że f  jest wielomianem minimalnym elementu 3  nad ciałem k(A). 
Z w arunku (3) i z faktu, że wielomian f , jako minimalny, ma pierwiast­
ki jednokrotne wynika, że wielomian f  ma pierwiastek b w ciele K  taki, że 
b =  3 . Zatem 3 € k(A), a więc ciało k (A ) jest rzeczywiście domknięte, gdyż 
jest algebraicznie domknięte w R. Rozważmy nieparzystą liczbę natu ralną m  
i element 7  € T^, y  > 0 oraz wybierzmy tak i element a € A,  że v (a) =  7 . 
Z założenia wielomian g =  X m — a ma pierwiastek b w ciele K , gdyż 0 
jest m -krotnym  pierwiastkiem wielomianu g =  X m € R [X ]. Oczywiście, 
7 / m  =  v (a) / m  =  v(b) € T^. To pokazuje że grupa jest nieparzyście 
podzielna.
Jł = j  f  ( X  ) dX J3 =  |  X f  ( X  )dX.
p p
p
(2) = ^  (1). Niech a,b € K, a < b będą pierwiastkami wielomia­
nu f  € K [ X ]. Należy pokazać, że pochodna tego wielomianu m a pier­
wiastek między a i b. Zastępując f  wielomianem f  ((b — a ) X  +  a), moż­
na założyć, że a =  0 i b =  1. W ielomian f  można przedstawić w po­
staci f  =  X (X  — 1 ) ^ i s iX i dla pewnych si € K . Dzieląc wielomian f  
przez s =  m axi{|si |p } , możemy założyć, że f  € A[ X ] i f  =  0. Ponieważ 
f  (0) =  f  (1) =  0, pochodna wielomianu f  m a pierwiastek rzeczywisty fi 
w przedziale (0,1) o nieparzystej krotności m  (por. wniosek 3.4.7). Ponie­
waż ciało reszt k (A ) jest rzeczywiście domknięte, fi € k (A ). Stąd wyni­
ka, że dla pewnego wielomianu h 1 € k (A )[X ] zachodzi f  =  (X  — fi)mh 1 
i dwumian X  — /3 nie dzieli h 1 oraz m  +  st h 1 < st f '. Na podstawie twier­
dzenia 7.2.5 istnieje dzielnik g € A [ X ] wielomianu f ' stopnia m  taki, że 
g =  (X  — (3)m . W ielomian g musi mieć czynnik nierozkładalny h stopnia 
nieparzystego. Niech c będzie pierwiastkiem takiego czynnika w pewnym 
algebraicznym domknięciu ciała K . Ponieważ stopień rozszerzenia K ( c ) / K  
jest liczbą nieparzystą, zgodnie z lem atem  10.5.1, zarówno stopień rozgałę­
zienia i stopień ciała reszt dowolnego rozszerzenia pierścienia waluacyjnego 
A  w K (c) są nieparzyste. Lecz równocześnie są one potęgam i dwójki, gdyż 
ciało k (A ) jest rzeczywiście domknięte, a grupa wartości waluacji jest nie­
parzyście podzielna. Zatem obie liczby są równe 1 i dlatego c € K . Ponie­
waż zgodnie ze stwierdzeniem 6.2.15, pierścień A  jest całkowicie domknięty 
i współczynnik wiodący wielomianu h jest odwracalny w A , więc c € A . Za­
tem  c =  (3 €  (0,1). Ze zgodności pierścienia waluacyjnego A  z porządkiem 
P  wynika, że odwzorowanie k jest niemalejące, zatem  c jest pierwiastkiem 
wielomianu f ' między 0 i 1, co kończy dowód. □
Zauważmy, że jeśli ciało uporządkowane (K, P ) jest archimedesowe 
i spełnia twierdzenie Rolle’a dla wielomianów, to jest rzeczywiście domknię­
te. Pokażemy teraz, że spełnianie twierdzenia Rolle’a jest własnością ciała 
niezależną od wyboru pewnego porządku.
W niosek 10.5.3. Jeśli ciało formalnie rzeczywiste spełnia twierdzenie Rol- 
le'a dla wielomianów względem pewnego porządku, to spełnia to twierdzenie 
względem wszystkich swoich porządków.
D o w ó d .  Jeśli ciało K  spełnia twierdzenie Rolle’a dla wielomianów wzglę­
dem pewnego porządku P , to  zgodnie z warunkiem (2) poprzedniego twier­
dzenia, pierścień A p  jest henselowski. Na podstawie wniosku 7.2.11 pierścień 
waluacyjny A p  jest zgodny z każdym porządkiem ciała K . Stąd wynika, że 
jeśli ciało spełnia twierdzenie Rolle’a dla wielomianów dla jednego porząd­
ku, to  spełnia to  twierdzenie dla wszystkich porządków ciała. □
W niosek 10.5.4. Załóżmy, że ciało K  spełnia twierdzenie Rolle’a dla wie­
lomianów. Każde uporządkowane rozszerzenie algebraiczne ciała K  spełnia 
twierdzenie Rolle’a dla wielomianów i ciało K  jest superpitagorejskie.
D o w ó d .  Załóżmy, że ciało K  spełnia twierdzenie Rolle’a dla wielomia­
nów. Jeśli A  jest pierścieniem henselowskim ciała K  i jego ciało reszt jest 
rzeczywiście domknięte, to rozszerzenie A  w dowolnym formalnie rzeczywi­
stym  algebraicznym rozszerzeniu ciała K  m a również te  własności. Ponadto 
zgodnie z twierdzeniem 6.7.4 i wnioskiem D.1.10, grupa wartości rozsze­
rzenia waluacji jest nieparzyście podzielna. Pierwsza część wniosku wynika 
z faktu, że warunki punktu  (2) twierdzenia 10.5.2 są spełnione dla każdego 
uporządkowanego rozszerzenia algebraicznego ciała K . D ruga część twier­
dzenia wynika z twierdzenia 9.3.4, gdyż pierścień A P jest henselowski i jego 
ciało reszt jest rzeczywiście domknięte. □
Następny wniosek wynika z pewnego faktu wykorzystanego w dowodzie 
implikacji (2) = ^  (1) twierdzenia 10.5.2.
W niosek 10.5.5. Jeśli ciało K  spełnia twierdzenie Rolle’a dla wielomia­
nów i a,b są różnymi pierwiastkami wielomianu f  € K [X ], a < b, to pochod­
na f ' ma pierwiastek c należący do ciała K , który leży w przedziale (a, b) 
dla dowolnego porządku tego ciała. W  szczególności (a — c)(c — b) € K * 2 .
D o w ó d. W  dowodzie twierdzenia zauważyliśmy, że pochodna wielomianu 
f  ((b — a)X  +  a) m a pierwiastek c taki, że 0 < c <  1. W tedy d =  (b — a)c +  a 
jest pierwiastkiem wielomianu f ' i 0 < c < 1 dla każdego porządku ciała 
K  (gdyż pierścień waluacyjny A P jest zgodny z wszystkimi porządkami 
ciała). Zatem c leży między a i b niezależnie od przyjętego porządku ciała. 
Ponieważ zgodnie z twierdzeniem 9.2.16 ciało K  jest pitagorejskie, jedynymi 
elementami totalnie dodatnim i są kwadraty tego ciała. Stąd wynika druga 
część tezy. □
W niosek 10.5.6. Niech K  będzie ciałem spełniającym twierdzenie Rolle’a 
dla wielomianów. Wtedy każdy wielomian stopnia nieparzystego o współ­
czynnikach w K  ma pierwiastek w K . W  szczególności każdy element ciała 
K  ma pierwiastek dowolnego stopnia nieparzystego w K .
D o w ó d .  Niech f  € K [X ] będzie wielomianem stopnia nieparzystego. Dzie­
ląc w razie potrzeby f  przez najwyższy współczynnik, możemy założyć, że
f  jest unormowany. Niech m  będzie stopniem wielomianu f  i niech c będzie 
współczynnikiem o najmniejszej wartości waluacji. Zastępując wielomian 
f  wielomianem c- m f  ( cX ), możemy przyjąć, że współczynniki wielomianu 
należą do pierścienia waluacyjnego i f  € R [X ]. Ponieważ f  m a stopień 
nieparzysty, więc ma pierwiastek b € R o krotności nieparzystej. Zatem 
z twierdzenia 10.5.2.(3) wynika, że f  m a pierwiastek w ciele K . □
Przykład 10.5.7. Niech R 0 będzie pewnym rzeczywiście dom kniętym pod- 
ciałem ciała liczb rzeczywistych i niech K  =  R 0((X )) będzie ciałem szeregów 
formalnych nad R 0. W  przykładzie 6.3.10 ustaliliśmy, że A  =  Ro[[X]] jest 
pierścieniem waluacyjnym tego ciała, R 0 jest ciałem reszt tego pierścienia, 
a Z -  grupą wartości waluacji wyznaczonej przez ten  pierścień. W  przy­
kładzie 7.2.7 pokazaliśmy, że jest to  pierścień henselowski. Niech R  będzie 
ustalonym  rzeczywistym domknięciem ciała K  i niech B  będzie jedynym  
rozszerzeniem pierścienia waluacyjnego A  w ciele R. Rozważmy rodzinę N  
wszystkich podciał L  ciała R  takich, że dla każdego a £ L  stopień rozszerze­
nia K (a) / K  jest nieparzysty. Rodzina N  jest niepusta, gdyż K  £ N . Łatwo 
zauważyć, że suma dowolnego łańcucha ciał zawartego w N  jest ciałem na­
leżącym do N . Zatem z lem atu K uratow skiego-Zorna w rodzinie N  istnieje 
element maksymalny L*. Oczywiście, B * =  B  n  L * jest jedynym  rozszerze­
niem pierścienia waluacyjnego A  w ciele L* i pierścień ten  jest henselowski. 
Ciałem reszt pierścienia B * jest R 0, a grupa wartości r  waluacji wyzna­
czonej przez B* jest zaw arta w Q (zob. twierdzenie 6.7.4). Przypuśćmy, że 
grupa wartości waluacji wyznaczonej przez pierścień waluacyjny B* ciała 
L* nie jest nieparzyście podzielna, tzn. istnieje liczba naturalna, nieparzy­
sta  n  taka, że n r  =  r .  Ustalm y 7  £ r  \  n r  i element a £ L* o waluacji
7 . Równanie Z n — a =  0 ma rozwiązanie b w ciele R  i w (b) =  n v (a). To 
oznacza, że b £ L* i L*(b) jest właściwym rozszerzeniem ciała L* należącym 
do rodziny N , co jest sprzeczne z wyborem L*. Z twierdzenia 10.5.2.(2) 
wynika, że ciało L* spełnia twierdzenie Rolle’a. Łatwo zauważyć, że L* nie 
jest rzeczywiście domknięte, gdyż nie zawiera pierwiastków kwadratowych 
elementów dodatnich ciała K  niebędących kwadratam i.
Mówimy, że ciało uporządkowane (K,  P ) spełnia twierdzenie Rolle ’a dla 
funkcji wymiernych, gdy dla każdej funkcji wymiernej f  £ K (X ), jeśli 
f  (a) =  f  (b) dla pewnych a,b £ K, a <P b i funkcja f  jest określona 
w przedziale [a, b], to  istnieje c £ K , a <P c <P b takie, że f  ' (c) =  0.
Twierdzenie 10.5.8. Ciało uporządkowane spełnia twierdzenie Rolle’a dla 
funkcji wymiernych wtedy i tylko wtedy, gdy jest rzeczywiście domknięte.
D o w ó d. Załóżmy, że ciało uporządkowane (K , P ) spełnia twierdzenie Rol- 
le’a dla funkcji wymiernych. W  szczególności ciało to  spełnia twierdzenie 
Rolle’a dla wielomianów, a więc spełnia również warunek (2) twierdzenia 
10.5.2, tzn. pierścień A  =  A P jest henselowski z rzeczywiście domkniętym 
ciałem reszt i nieparzyście podzielną grupą wartości waluacji. Ponadto  grupa 
wartości waluacji jest 2-podzielna. Aby to  wykazać, rozważmy y  €  r ,  Y >  0 
i element a € P  n M a , v(a) =  y . Funkcja wym ierna X(X+2—“ jest określo­
na w przedziale [—a - i , 0] i zeruje się w punktach końcowych. Z założenia 
wynika, że jej pochodna X -XX 2y2a— ma miejsce zerowe w ciele K , co za­
chodzi wtedy i tylko wtedy, gdy wyróżnik A  =  16 +  8a- i  =  d2 dla pewnego 
elementu d w ciele K . Ponieważ a- i  € A,  więc Y(a- i ) < 0. Stąd otrzym uje­
my —2v(d) =  —v(A ) =  —v(16 +  8a- i ) =  — min(v(16), v (a - i )) =  v(a) =  y  , 
zatem  y  € 2rA. Z twierdzenia 7.2.12 wynika, że ciało K  jest rzeczywiście 
domknięte. □
10.6. Zadania
1. (K ryterium  Sylwestera). Niech (V, £) będzie przestrzenią dwuliniową 
nad formalnie rzeczywistym ciałem pitagorejskim  K , dim V  =  n  i niech 
A  będzie macierzą funkcjonału dwuliniowego w pewnej bazie przestrze­
ni V . Pokazać, że funkcjonał £ jest euklidesowy wtedy i tylko wtedy, 
gdy det A k € K * 2  dla wszystkich k  =  1, . . . n ,  gdzie A k jest macie­
rzą otrzym aną z macierzy przez odrzucenie ostatnich n  — k  wierszy 
i kolumn.
2. Niech K  będzie formalnie rzeczywistym ciałem pitagorejskim oraz niech 
(V, £) będzie totalnie dodatnio określoną przestrzenią dwuliniową nad 
K .  Pokazać, że
(a) dla każdego v € V  istnieje x  € K  taki, że £(v,v) =  x 2;
(b) przestrzeń dwuliniowa (V, £) ma bazę ortonorm alną;
(c) przestrzeń (V, £) jest izometryczna z przestrzenią dwuliniową roz­
ważaną w uwadze 10.1.9.
3. Niech P  będzie ustalonym  porządkiem ciała K .  Załóżmy, że każdy en- 
domorfizm samosprzężony dowolnej dodatnio określonej (względem P ) 
przestrzeni dwuliniowej nad ciałem K  jest ortogonalnie diagonalizowal- 
ny. Pokazać, że
(a) \K * /K * 2\ = 2 ;
(b) K  jest przekrojem  wszystkich rzeczywistych domknięć ciała upo­
rządkowanego (K , P ) zawartych w ustalonym  algebraicznym do­
mknięciu K  ciała K ;
(c) żadne skończone właściwe rozszerzenie Galois ciała K  nie jest for­
malnie rzeczywiste.
4. W ykazać własności relacji jednakowej długości z uwagi 10.2.1.
5. Pokazać, że naturalny porządek ciała liczb wymiernych jest jedynym  
porządkiem addytywnym  tego ciała.
6. Niech d € Z będzie liczbą całkowitą, bezkwadratową i niech <  będzie 
naturalnym  uporządkowaniem Q. Pokazać, że
(a) P  =  { a + b\fd € Q(Vd) : a > 0 lub (a =  0 Ab > 0)} jest porządkiem 
addytywnym  ciała Q (\/d );
(b) jeśli d < 0 i a +  b ^ d  € P , to  (a +  bV d)- 1 € P  a > 0;
(c) \(a +  b \fd )- l ')\p =  \a +  bVd\—1 wtedy i tylko wtedy, gdy a +  bVd  
i (a +  b ^ d )- 1  m ają te  same znaki względem porządku P .
7. Pokazać, że każde ciało o charakterystyce równej zero nieizomorficzne 
z ciałem liczb wymiernych ma nieskończenie wiele porządków addytyw- 
nych.
8. Pokazać, że jeśli P  jest porządkiem addytywnym  w ciele K , to aP  =  P  
dla każdej dodatniej liczby wymiernej a , tzn. porządek addytywny jest 
zgodny z mnożeniem przez dodatnie liczby wymierne.
9. Pokazać, że porządek addytywny P  ciała K  jest porządkiem wtedy 
i tylko wtedy, gdy \x\P \y\P =  \xy\P dla wszystkich x , y  € K .
10. Pokazać, że porządek addytyw ny P  ciała K  jest porządkiem wtedy 
i tylko wtedy, gdy
Vx,yeK(x2 <  y2 \x \p  <  \y\P).
11. Pokazać, że dla każdej liczby naturalnej n  >  2 oraz dla każdej liczby 
k € { 0 ,1 , . . . ,  n  — 1} istnieje ciało K  i praporządek T  C K  taki, że 
\K * : T\ = 2 n i \X (K /T ) \  =  (n — k)2k.
Wsk. Rozważyć ciało szeregów formalnych.
D o d a tek
Relację binarną < określoną w zbiorze A  nazywamy porządkiem liniowym 
(lub porządkiem), jeżeli dla wszystkich a,b,c € A  spełnione są warunki. 
(P1) Jeśli a < b oraz b < c, to a < c.
(P2) Zachodzi dokładnie jedna z relacji: a < b, a =  b, b < a.
W łasności (P1) oraz (P2), to  odpowiednio własności przechodniości oraz 
trichotomii.
Relacja <  wyznacza relację „słabego” porządku liniowego <  zdefiniowa­
ną następująco: a <  b (a =  b lub a < b ) . Relacja ta  charakteryzuje 
się następującym i własnościami:
(SP1) a <  a.
(SP2) Jeśli a <  b oraz b <  a, to a =  b.
(SP3) Jeśli a <  b oraz b <  c, to  a <  c.
(SP4) a <  b lub b <  a dla każdych a, b.
W łasności (SP1), (SP2), (SP3) oraz (SP4) to  odpowiednio własności zwrot- 
ności, antysymetrii, przechodniości oraz spójności.
Relacja „słabego” porządku, tzn. relacja <  spełniająca własności (SP1), 
(SP2), (SP3) oraz (SP4), wyznacza relację porządku <  w oczywisty sposób: 
a < b  (a <  b i a =  b) .
Zbiory uporządkowane (A, <) i (B, -<) nazywamy podobnymi, jeśli ist­
nieje bijekcja f  : A  — > B  taka, że a < b f  (a) -< f  (b) dla wszystkich
a, b A .
Dla elementów a i b zbioru uporządkowanego (A, < ) takich, że a < b, 
zbiory
(a, b) =  {x  € A; a < x  < b} oraz [a, b] =  {x €  A; a <  x  <  b}
nazywamy odpowiednio odcinkiem (lub przedziałem) otwartym oraz odcin­
kiem (lub przedziałem) domkniętym  o końcach a oraz b. Definiujemy rów­
nież odcinki o „nieskończonych” końcach:
(—to , a) =  {x  € A  : x  < a} , (b, to ) =  {x  € A  : b < x } 
oraz ich „domknięte” wersje:
(—to , a] =  {x  € A  : x  fi a} , [b, to) =  {x  € A  : b fi x }
Podzbiór B  zbioru A  (uporządkowanego za pomocą relacji < )  nazy­
wamy podzbiorem wypukłym , jeżeli dla wszystkich a, b € A, a < b, zbiór 
A  zawiera odcinek [a, b.] Przekrój dowolnej niepustej rodziny podzbiorów 
wypukłych jest oczywiście podzbiorem wypukłym. Zatem dla dowolnego 
C C A  przekrój rodziny wszystkich podzbiorów wypukłych zbioru A  za­
wierających C  jest najm niejszym  podzbiorem wypukłym  zbioru A  zawiera­
jącym  C . Podzbiór ten  nazywamy otoczką wypukłą zbioru C  w zbiorze A  
i oznaczamy conv^(C ). Z tej definicji łatwo wynika (zadanie 1), że
conv^(C ) =  < x  € A  : 3 a fi x  fi b> =  M [a, b].
I a’beC ) a,beC,a<b
Definicja D.1.1. Grupę abelową G, w której określono relację liniowego po­
rządku <  , nazywamy grupą uporządkowaną, jeśli dla wszystkich a,b ,c  € G 
spełniony jest warunek:
a < b = ^  a +  c < b +  c.
W  definicji grupy uporządkowanej na ogół nie jest wym agana abelowość. 
Jednak przyjmujemy to założenie, gdyż tylko w takim  kontekście używamy 
grup uporządkowanych.
W prost z definicji grupy uporządkowanej wynikają następujące własno­
ści relacji <:
a < b = ^  —b < —a, (D.6)
a < b i c < d = ^  a +  c < b +  d, (D.7)
a =  0 = ^  a < 0 lub 0 < a, (D.8)
Przytoczone własności m ają oczywiste odpowiedniki dla relacji <  .
Uwagi D.1.2.
1. Uporządkowanie grupy G wyznacza podzbiór P  C G elementów więk­
szych od zera. Zbiór ten  ma następujące własności P  +  P  C P  oraz
P  U —P  =  G \  {0}. Łatwo pokazać, że dla dowolnego podzbioru P  m a­
jącego te własności relacja <  zdefiniowana następująco:
a < b b — a £ P
jest relacją liniowego porządku, z k tórą grupa G jest grupą uporząd­
kowaną (zob. zadanie 4). Relację < , jak  również zbiór P  zdefiniowany 
powyżej, będziemy nazywać porządkiem w grupie G.
2. Załóżmy, że P\, P2 C G są porządkami grupy G takimi, że P\ C P2 . 
Gdyby a £ P2 \  P1, to  —a £ P1 oraz —a +  a =  0 £ P2, co jest sprzeczne 
z definicją porządku. To pokazuje, że jeśli P1 C P2, to  P1 =  P2 .
3. Jeśli a > 0, to  na =  a +  . . . +  a >  0 dla dowolnego n  £ N. Podobnie
n
na < 0 dla każdego a < 0. Oznacza to, że grupa uporządkowana jest 
beztorsyjna.
Przykład D .1.3. Jeśli H  jest podgrupą grupy uporządkowanej G, to  H  
z porządkiem indukowanym z G jest również grupą uporządkowaną.
Przykłady D.1.4. N astępujące grupy są grupam i uporządkowanymi:
(1) G rupa tryw ialna.
(2) Dowolna podgrupa addytywnej grupy R, w szczególności grupa Z.
(3) M ultiplikatywna grupa R+ liczb rzeczywistych dodatnich.
(4) G rupa addytyw na C liczb zespolonych z porządkiem:
a +  bi < c +  di a < c  lub (a =  c i b < d ) .
Przykład D.1.5. Niech G 1, . . . ,  Gn z relacjami odpowiednio < 1, . . . ,  <n 
będą grupam i uporządkowanymi. G rupa G\ x  . . .  x Gn z relacją:
(x i , . . . , x n) < (y i , . . . , V n) 3 xi  =  y i , . . . , X i - i =  yi - i, Xi <i yi .
i
jest grupą uporządkowaną. Relację <  nazywamy porządkiem leksykogra- 
ficznym. W  szczególności jeśli G jest grupą uporządkowaną, to  grupa Gn 
jest również grupą uporządkowaną. W  grupie abelowej wolnej G skończonej 
rangi każda baza wyznacza rozkład grupy G na sumę prostą grup izomor­
ficznych z Z, a zatem  i porządek leksykograficzny indukowany przez ten 
rozkład. Podobnie każda baza skończenie wymiarowej przestrzeni V  nad 
ciałem K  wyznacza rozkład grupy addytywnej tej przestrzeni na sumę pro­
stą  grup izomorficznych z grupą addytyw ną ciała K. Jeśli char K  =  0, to 
grupa addytyw na K  może być uporządkowana (zob. rozdział 10, zadanie 7),
więc każda baza przestrzeni V  wyznacza pewien porządek grupy addytywnej 
tej przestrzeni.
Przykład D.1.6. Jeśli G wraz z relacją <  jest grupą uporządkowaną, to 
G wraz z porządkiem „przeciwnym” <' : x  <  y y < x, jest również
grupą uporządkowaną.
W ażną rolę, m.in. w teorii waluacji, odgrywają grupy abelowe, w których 
elementy można „dzielić” przez pewne liczby naturalne. G rupę abelową G 
nazywamy n-podzielną, n  € N, jeśli
V 3 ny  =  x.
x^G y^G
Jeśli A  c  N jest podzbiorem multiplikatywnym, tzn. A  ■ A  C A, to grupę 
abelową G  nazywamy A-podzielną, jeżeli G jest n-podzielna dla każdego 
n  € A. Będziemy mówili, że G jest grupą podzielną, jeśli jest N-podzielna, 
natom iast jeśli A  jest zbiorem liczb nieparzystych, to  G będziemy nazywali 
grupą nieparzyście podzielną.
Przykłady D.1.7. (1) G rupa liczb wymiernych Q jest podzielna, natom iast 
grupa liczb całkowitych Z nie jest p-podzielna dla żadnej liczby pierwszej p.
(2) Niech A  c  N będzie zbiorem m ultiplikatywnym, tzn. A  ■ A  C A. W tedy
i k
Z [A] =  |  : k € Z ,n  € A
jest podgrupą grupy addytywnej ciała Q i jest grupą A-podzielną.
Niech G będzie grupą abelową oraz niech A  c  N będzie zbiorem multi- 
plikatywnym. G rupę G potraktujem y jako Z-moduł i konstruujem y grupę
G [A] =  G  ®Z Z [A].
Twierdzenie D.1.8. Niech G będzie grupą oraz niech A  C N będzie pod­
zbiorem multiplikatywnym.
(1) G[a] jest  grupą A-podzielną.
(2) Każdy element grupy G[a] jest  postaci x  ® n , gdzie x  € G ,n  € A.
(3) Odwzorowanie i : G  — > G[a], i(x) =  x  ® 1, jest  homomorfizmem  
grup. Ponadto, jeśli G jest grupą beztorsyjną, to i jest  monomorfiz- 
mem grup.
(4) Jeśli G' jes t  grupą A-podzielną oraz p  : G — > G' jes t  homomorfiz­
mem grup, to istnieje dokładnie jeden homomorfizm p '  : G[a] — > G' 
taki, że p ' o i =  p.
(5) Jeśli ponadto G wraz z relacją < jest grupą uporządkowaną, to 
w G a ] można wprowadzić porządek <', przyjmując dla m ,n  € A  
oraz x ,y  € G
1 / 1x  G — < y G — m  ■ x  < n ■ y. 
n m
Porządek <' jest jedynym takim porządkiem grupy G\a], że 
x < y i(x) <’ i(y).
Niezbyt skomplikowany dowód pozostawiamy Czytelnikowi jako zadanie 
(zadanie 15).
G rupę Ga]  nazywamy otoczką A-podzielną grupy G.
Lemat D.1.9. Jeśli G jest grupą beztorsyjną i H  jest je j taką podgrupą n- 
-podzielną, że grupa ilorazowa G /H  jest torsyjna, to G jest grupą n-podzielną.
D o w ó d .  Załóżmy, że x  G G i m  G N jest rzędem elementu x  +  H  w grupie 
G /H . W tedy m x G H  .Z  n-podzielności grupy H  wynika, że istnieje taki 
element y G H, że m x  =  ny. Załóżmy, że 1 < k =  N W D (m ,n) i n  =  kn' 
oraz m  =  km ' dla pewnych m', n' G N. W tedy k(m 'x  — n'y) =  m x — ny  =  0 
i z beztorsyjności grupy G mamy m 'x  =  n'y G H , a to  oznacza, że rząd 
x  +  H  jest mniejszy od m  i mamy sprzeczność. Zatem N W D (m ,n) =  1, 
a więc istnieją takie k ,l G Z, że km  +  In =  1. Stąd otrzymujemy x  =  
km x  +  lnx  =  kny  +  lnx  =  n(ky  +  lx), tzn. x G nG.  □
W niosek D.1.10. Niech A  będzie podzbiorem multiplikatywnym zbioru liczb 
naturalnych. Jeśli G jest grupą beztorsyjną i H  jest je j taką podgrupą A- 
-podzielną, że grupa ilorazowa G /H  jest torsyjna, to G jest grupą A-podzielną.
Definicja D .1.11. Wartością bezwzględną w grupie uporządkowanej G na­
zywamy funkcję \ ■ \: G — > G określoną wzorem:
{ x, jeśli x  > 0—x, jeśli x < 0
Czytelnikowi pozostawiamy pokazanie (zadanie 11), że w tym  przypad­
ku, podobnie jak  w przypadku wartości bezwzględnej w R , m ają miejsce 
własności:
\ x  \ K a —a < x  < a, (D.9)
\ \x  \ — \ y \\<\ x  +  y \^\ x  \ +  \ y \ . (D.10)
Stwierdzenie D.1.12. Niech A  i B  będą podgrupami grupy uporządkowanej 
G. Wtedy:
(1) convc(A ) =  {x £ G : 3 | x  \ K a}.
a^A
(2) convc(A ) jest podgrupą grupy G.
(3) Jeśli A  oraz B  są podgrupami wypukłymi, to A  C B  lub B  C A.
D o w ó d .  Dowody własności (1) oraz (2) pozostawiamy Czytelnikowi jako 
zadanie (zadanie 6).
(3). Przypuśćmy, że A C B  oraz B  C A. W ybierzmy t £ A \B , z £ B \A .  
W tedy z własności trichotom ii 0 < | t |< | z \ lub 0 < | z |< | t \ . Oznacza to, 
że t , z  £ A  lub t , z  £ B . Otrzym aliśmy sprzeczność. □
Pokazaliśmy, że rodzina podgrup wypukłych grupy uporządkowanej two­
rzy łańcuch. Rangą grupy uporządkowanej G nazywamy liczbę właściwych 
podgrup wypukłych grupy G, jeśli zbiór podgrup wypukłych tej grupy jest 
skończony lub to  w przeciwnym razie.
Przykład D.1.13. Jedyną właściwą podgrupą wypukłą grupy liczb całko­
witych Z jest podgrupa tryw ialna {0}. Zatem ranga grupy Z jest równa 1.
Przykład D.1.14. Podgrupy {0}n - i  x Z 1 , i =  0 , . . . , n ,  grupy Zn 
(z porządkiem leksykograficznym) są podgrupam i wypukłymi. Są to  wszyst­
kie podgrupy wypukłe tej grupy (zadanie 7), a więc ranga grupy Zn równa 
jest n .
Definicja D .1.15. Homomorfizm 0 grupy uporządkowanej (G i, < i)  w gru­
pę uporządkowaną (G2, < 2) nazywamy niemalejącym, jeśli dla wszystkich 
x ,y  £ G 1 prawdziwa jest implikacja:
x <i y 0 (x) < 2 0 (y).
W arunek z powyższej definicji jest równoważny pozornie słabszemu w arun­
kowi:
0 ^  x  = ^  0 < 2 0(x),  dla x £ G 1.
Niemalejący monomorfizm 0 jest rosnący, tzn. x < 1 y = ^  0(x) < 2 0(y).  
Mówimy, że grupy uporządkowane (G 1, < 1) oraz (G2, < 2) są izomorficzne, 
jeśli istnieje rosnący izomorfizm grupy uporządkowanej (G 1, < 1) na grupę 
uporządkowaną (G2, < 2 ) .
Stwierdzenie D.1.16. Jeśli 0 : G 1 — > G2 jest homomorfizmem niemale­
jącym grup uporządkowanych G 1 oraz G2, to ker(0) jest podgrupą wypukłą 
grupy G 1 .
D o w ó d .  Jeśli x ,y  € ker(^) oraz x  <  z <  y, to 0 =  0(x) <  0(z) <  0(y) =  0. 
Zatem z € ker(0). □
Niech H  będzie podgrupą wypukłą grupy uporządkowanej G. W  grupie 
ilorazowej G /H  określmy relację <  następująco:
x  +  H  <  x ' +  H  ^ ^ 3  x +  h <  x '. (D.11)
hen
Twierdzenie D .1.17. Grupa G /H  wraz z relacją <  jest grupą uporząd­
kowaną. Epimorfizm kanoniczny k : G — > G/H,  k(x ) =  x  +  H, jest
homomorfizmem niemalejącym.
D o w ó d. Sprawdzenie poprawnej określoności, zwrotności, przechodnio- 
ści, spójności relacji <  oraz jej zgodności z działaniem  w grupie G /H  nie 
stwarza większych kłopotów (zadanie 13). Pokażemy jedynie, że <  jest an- 
tysym etryczna. Przypuśćmy, że x  +  H  <  x ' +  H  oraz x ' +  H  <  x  +  H. 
Istnieją zatem  takie elementy h ,h ' € H, że x  +  h <  x ', x ' +  h ' <  x. Stąd 
h <  x ' — x <  —h ' . Z wypukłości podgrupy H  mamy —x  +  x ' € H, tzn.
x  +  H  =  x ' +  H.
W prost z definicji porządku w grupie G /H  wynika, że k jest homomorfi-
zmem niemalejącym. □
Twierdzenie D.1.18 (o homomorfizmie grup uporządkowanych). Jeśli 
ý  : G — > G\ jest homomorfizmem niemalejącym grup uporządkowanych 
oraz H  jest taką wypukłą podgrupą grupy G, że H  ę  ker(ý), to istnieje do­
kładnie jeden taki homomorfizm niemalejący ý  : G /H  — > G\, że ý  =  ý ◦ k .
D o w ó d .  Ze standardowego twierdzenia o homomorfizmie grup wynika 
istnienie i jednoznaczność homomorfizmu ý. Jest on określony wzorem 
ý (x  +  H ) =  ý(x).  Pozostaje jedynie sprawdzenie, że ý  jest homomorfizmem 
niemalejącym. Przypuśćmy, że x  +  H  <  x'  +  H.  Zatem istnieje tak i ele­
ment h £ H,  że x  +  h <  x ' . Ponieważ homomorfizm ý  jest niemalejący, więc 
ý(x  +  H ) =  ý(x) =  ý(x  +  h) <  ý(x')  =  ý(x ' +  H ). □
W niosek D.1.19. Jeśli ý  jest homomorfizmem niemalejącym określonym 
na grupie uporządkowanej G , to grupy uporządkowane im(ý) oraz G / ker(ý) 
są izomorficzne.
Niech H  będzie wypukłą podgrupą grupy uporządkowanej G. Przypo­
rządkowanie F  ^  k(F ) określa wzajemnie jednoznaczne odwzorowanie 
między zbiorem podgrup grupy G zawierających H  a zbiorem podgrup gru­
py G/H.  Ponadto F  jest podgrupą wypukłą grupy G wtedy i tylko wtedy, 
gdy k(F ) jest podgrupą wypukłą grupy G/H.  Rzeczywiście, jeśli F  jest 
podgrupą wypukłą grupy G zawierającą H , to  k(F ) jest jądrem  niemaleją- 
cego homomorfizmu G / H  — > G / F  (istniejącego na podstawie twierdzenia 
o homomorfizmie), a więc jest podgrupą wypukłą. Jeśli natom iast k(F ) jest 
podgrupą wypukłą grupy G / H , to  F  jest podgrupą wypukłą, gdyż jest 
jądrem  niemalejącego homomorfizmu, który powstał ze złożenia dwóch nie- 
malejących homomorfizmów G — > G / H  oraz G / H  — > (G / H ) / k(F ) . 
Łańcuch podgrup wypukłych grupy G można podzielić na dwie części. Jed­
ną złożoną z podgrup wypukłych grupy G zawartych w H  (i są to  wszystkie 
podgrupy wypukłe grupy uporządkowanej H ) oraz drugą złożoną z podgrup 
wypukłych grupy G zawierających H.  Z rozważań tych wynika następujący 
fakt.
Twierdzenie D.1.20. Jeśli H  jest wypukłą podgrupą grupy uporządkowa­
nej G, to
ranga G =  ranga H  +  ranga G/H.
Twierdzenie D.1.21. Załóżmy, że H  jest podgrupą grupy uporządkowanej 
G oraz G /H  jest grupą torsyjną.
(1) ranga G =  ranga H.
(2) Jeśli 3 jest automorfizmem grupy G oraz 3\h  =  idH , to 3 =  idG.
(3) Jeśli ponadto grupa H  jest grupą podzielną, to G =  H.
D o w ó d .  (1). Niech Z H oraz Z g  oznaczają rodziny podgrup wypukłych, 
odpowiednio grupy H  oraz grupy G. Pokażemy, że odwzorowanie
Y : Z h  — ► Z G, Y (W ) =  convG(W ) dla W  e Z h
jest wzajemnie jednoznaczne. Jeśli H 1 e  Z h , to  H 1 =  H  n Y (H 1). Stąd Y 
jest odwzorowaniem różnowartościowym. Niech teraz G 1 e  Z g . Oczywiście, 
H 1 =  G 1 n H  e Z h . Pokażemy, że G 1 =  Y (H 1). Inkluzja Y (H 1) ę  G 1 jest 
oczywista. Załóżmy teraz, że x e  G 1 . Z założenia istnieje takie n e  N, że 
n\x\ e  H. W tedy 0 ^  \x\ ^  n\x\, zatem  \x\ e  convG(G l n H ) =  Y (H 1). 
Ponieważ Y (H l ) jest podgrupą, więc x e  Y (H l ).
(2). Dla dowolnego x e  G istnieje takie n e  N, że nx e  H. W tedy 
nx  =  3 (n x ) =  n 3 (x ) . Ponieważ grupa G jest beztorsyjna jako grupa upo­
rządkowana, więc x  =  3 (x ) .
(3). Niech g G G. W tedy ng G H  dla pewnego n  G N. Z podzielności 
grupy H  wynika istnienie h G H  takiego, że ng =  nh. W szystko ma miejsce 
w grupie uporządkowanej, czyli beztorsyjnej, a więc g =  h G H. Pokazali­
śmy, że G C H. □
Na zakończenie pokażemy, że przy pewnych założeniach porządek w pod­
grupie grupy uporządkowanej oraz obrazie epimorficznym tej grupy upo­
rządkowanej wyznaczają porządek w tej grupie. Niech
F  : 0 — ► G i - U  G —U  G2 — ► 0
będzie ciągiem dokładnym  grup uporządkowanych. Zatem homomorfizmy 
i oraz n są niemalejące, a podgrupa i (G 1) jako jądro homomorfizmu n 
jest podgrupą wypukłą grupy G.
Twierdzenie D.1.22. Jeśli przy powyższych oznaczeniach ciąg F  jest roz­
szczepialny, to grupa uporządkowana G jest izomorficzna z grupą G2 x G 1 
wyposażoną w porządek leksykograficzny.
D o w ó d .  Niech s : G 2 — > G będzie takim  homomorfizmem, że n o s =  
id c 2. Czytelnik sprawdzi bez trudu , że odwzorowanie
fi : G — > G2 x G 1 , fi(x ) =  (n (x ) , i - 1 (x — (s o n )(x ))) dla x G G,
jest izomorfizmem grup (jest to standardow y fakt z teorii grup). Sprawdzi­
my, że fi jest odwzorowaniem niemalejącym. Niech x  G G, 0 <  x. Jeśli 
x G i (G 1) , to  fi(x) =  (0 ,x) >  (0, 0), gdyż i jest odwzorowaniem niemale­
jącym . Jeśli natom iast x G i (G 1) , to  n(x) >  0 i fi(x) =  (n (x ) , *) > (0,0), 
gdyż w tym  wypadku pierwsza współrzędna decyduje o znaku fi(x ) . □
Uwaga D.1.23. Jeśli w ciągu dokładnym  F  grupa G2 jest izomorficzna 
z grupą Zn , to ciąg ten  jest rozszczepialny, a więc prawdziwa jest teza 
powyższego twierdzenia.
Na zakończenie tego podrozdziału przedstawimy jeszcze kilka faktów 
dotyczących dowolnych grup abelowych (niekoniecznie uporządkowanych).
Twierdzenie D.1.24. Niech H  będzie podgrupą grupy beztorsyjnej G oraz 
niech [G : H ] <  to . Wtedy dla dowolnego n G N grupa G /nG  jest skoń­
czona wtedy i tylko wtedy, gdy grupa H / n H  jest skończona i jeśli obie są 
skończone, to \G/nG\ =  \H/nH\ .
D o w ó d .  Rozważmy ciąg homomorfizmów grup
0 a  (nG n H ) / n H  A  G / H  A  G / H  A  G / ( H  +  nG) a  0, (D.12)
gdzie poszczególne odwzorowania są określone następująco:
t  (ng +  n H ) =  g +  H  dla ng € H,
u(g +  H ) =  ng +  H  dla g € G,
¡i(g +  H ) =  g +  (H  +  nG) dla g € G.
Odwzorowanie t  jest poprawnie określone, gdyż jeśli ng +  n H  =  
n g1 +  n H  dla ng, ng1 € H, to  istnieje tak i element h € H, że n(g — g1) =  nh. 
Ponieważ grupa G jest beztorsyjna, a więc g — g1 =  h, zatem  g +  H  =  g1 +  H. 
Pozostawiamy Czytelnikowi sprawdzenie, że ciąg (D.12) jest dokładny. 
Rozważmy teraz drugi ciąg homomorfizmów grup
0 a (nG  n H ) / n H  A  H / n H  A  G /nG  A  G / ( H  +  nG) a  0, (D.13)
gdzie tym  razem poszczególne odwzorowania są określone następująco:
0(g +  n H ) =  g +  n H  dla g € nG n H,
•0(h +  n H ) =  h +  nG  dla h € H,
n(g +  nG)  =  g +  (H  +  nG)  dla g € G.
Również w tym  przypadku Czytelnik łatwo sprawdzi poprawność określenia 
tych odwzorowań oraz dokładność tego ciągu. Z dokładności ciągu (D.12) 
oraz założenia mamy \(nG  n H) / nH\  < oo, a z dokładności ciągu (D.13)
otrzym ujemy \H/nH\  < to \G/nG\ < to.
Załóżmy teraz, że G /nG  jest grupą skończoną. W tedy z dokładności ciągu 
(D.12) mamy \(n G n H) / nH\  =  \G/ (H  +  nG)\, co wobec dokładności ciągu 
(d.13) daje \H/nH\  =  \G/nG\. □
W niosek D.1.25. Niech H  będzie podgrupą grupy beztorsyjnej G oraz niech 
G /H  będzie grupą torsyjną. Jeśli grupa H / 2 H  jest skończona, to grupa
G /2G  jest również skończona i \G /2 G \ < \H/2H\.
D o w ó d .  Przypuśćmy, że \G /2 G \ >  \H/2H\  i rozważmy liczbę n  taką, że 
\G /2 G \ > n > \H/2H\.  Niech x 1, . . . , x n € G będzie układem  reprezen­
tantów  różnych warstw w grupie G /2G . Podgrupa H  ma skończony indeks 
w grupie G' generowanej przez H U { x 1, . . . ,  x n }. Zatem z twierdzenia D.1.24 
\G//2 G / \ =  \H/2H\.  Jednakże x 1, . . .  , x n reprezentują różne warstwy w gru­
pie ilorazowej G '/2G '. Stąd n  < \G'/2G'\ =  \H/2H\ < n, co daje sprzecz­
ność. □
W  literaturze m atem atycznej ciało liczb rzeczywistych jest definiowane na 
wiele sposobów. Jednym  z nich jest podejście aksjomatyczne, w którym  licz­
by rzeczywiste są elementami ciała uporządkowanego ciągłego w sensie De- 
dekinda. Często spotykana jest również konstrukcja ciała liczb rzeczywistych 
jako uzupełnienia ciała liczb wymiernych za pom ocą przekrojów Dedekin- 
da. W  poprzednich rozdziałach wielokrotnie odwołujemy się do ciała liczb 
rzeczywistych, dlatego w tym  dodatku przedstawiamy konstrukcję nieza­
leżną od teorii ciał uporządkowanych. Jej podstaw ą jest znana konstrukcja 
uzupełnienia przestrzeni metrycznej za pomocą ciągów Cauchy’ego.
Rozważmy pierścień Q°° =  QN wszystkich ciągów liczb wymiernych. 
Działania w Q 00 są określone w naturalny sposób:
(ara)raCN i  (bn )raCN =  (an i  bn )raCN
(ara)raCN ' (bn )nCN =  (anbn)nCN.
Elem entam i neutralnym i dodawania i mnożenia są odpowiednio -  ciągi stałe 
0 =  (0)neN oraz 1 =  (1)neN. Mówimy, że ciąg (an)neN € Q 0 0  jest ciągiem 
Cauchy’ego, jeśli dla każdej dodatniej liczby wymiernej e istnieje liczba na­
tu ra lna  n 0 taka, że dla wszystkich liczb naturalnych n  i m  większych od 
n 0 mamy \am — an \ < e. Mówimy, że ciąg liczb wymiernych (an )neN jest 
zbieżny do zera, gdy dla każdej dodatniej liczby wymiernej e istnieje liczba 
natu ra lna  n 0 taka, że dla wszystkich liczb naturalnych n  większych od n 0 
mamy \an \ < e.
Lemat D.2.1.
(1) Każdy ciąg Cauchy’ego jest ograniczony przez pewną liczbę całkowitą.
(2) Każdy ciąg monotoniczny i ograniczony jest ciągiem Cauchy’ego.
(3) Każdy ciąg zbieżny do zera jest ciągiem Cauchy’ego.
(4) Jeśli ciąg Cauchy’ego nie jest zbieżny do zera, to prawie wszystkie 
wyrazy tego ciągu są większe od pewnej liczby wymiernej dodatniej 
lub prawie wszystkie wyrazy tego ciągu są mniejsze od pewnej liczby 
wymiernej ujemnej.
(5) Jeśli ciąg Cauchy’ego (an )neN nie jest zbieżny do zera i każdy wyraz 
tego ciągu jest niezerowy, to ciąg ( a - 1)neN jest ciągiem Cauchy’ego.
D o w ó d. (1). Z definicji ciągu Cauchy’ego, dla e =  1, istnieje taka liczba 
n 0 €  N, że \an — an 0 + 1 \ < 1 dla wszystkich n > n 0. W tedy \an \ < \an0 +1\ +  1.
Stąd \an \ < M  dla wszystkich n €  N, gdzie
M  =  max{\a i \ , . . . ,  \ano\, \ano+i\} +  1.
Jeżeli liczba M  nie jest całkowita, możemy zastąpić ją  liczbą całkowitą 
leżącą między M  a M  +  1.
(2). Przypuśćmy, że ciąg (an)neN niemalejący i ograniczony z góry nie 
spełnia warunku Cauchy’ego. To znaczy istnieje e € Q, e > 0, takie, że dla 
każdej liczby n  € N zachodzi ai — ak >  e dla pewnych l > k > n . Ponieważ 
ciąg jest niemalejący, więc ai — an =  (ai — ak) +  (ak — an) > ai — ak > e . 
K onstruujem y ciąg wskaźników (ln)n^N następująco. Przyjm ujem y l1 =  1. 
Jeśli mamy już ln , to  jako ln + 1  wybieramy taką liczbę natu ra lną  większą od 
ln , że aln+i — aln >  e. Dla dowolnego n  € N mamy
n— 1
aln — all =  ^  (ali+1 — ali) >  (n — 1)e.
i= 1
Stąd wynika, że aln >  a 1 +  (n — 1)e, co jest sprzeczne z ograniczonością 
ciągu.
Dowód dla ciągów nierosnących i ograniczonych z dołu przebiega podob­
nie.
(3). Niech e € Q, e >  0. Jeżeli ciąg (an)neN jest zbieżny do zera, to 
\an \ < 2 dla wszystkich liczb naturalnych n  większych od pewnej liczby n 0 . 
Stąd dla dowolnych m ,n  > n 0  mamy \an — am \ < \an \ +  \am \ < e.
(4). Z faktu, że ciąg (an )neN nie jest zbieżny do zera wynika, że istnieje 
dodatnia liczba wymierna e taka, że dla dowolnie dużej liczby naturalnej 
można znaleźć liczbę n  większą od niej taką, że \an \ >  e. Jednakże z warunku 
Cauchy’ego wynika, że istnieje n 0  € N takie, że \am — an \ < 2 dla wszystkich 
m ,n  € N, m ,n  > n 0 . Niech n 1 > n 0  i \ani \ >  e. Jeśli ani > 0, to  ani >  e 
oraz \an — ani \ < 2 , a stąd an =  ani +  (an — an i ) >  e — 2 =  2 dla wszystkich 
n > n 0 . Podobnie jeśli ani < 0, to  ani <  —e oraz \an — an i \ < 2, a stąd 
an =  ani +  (an — an i ) <  — e +  2 =  — 2 dla wszystkich n > n 0 .
(5). Jeśli ciąg Cauchy’ego (an)neN nie zawiera wyrazów zerowych i nie 
jest zbieżny do zera, to  \an \ >  d dla pewnej ustalonej liczby wymiernej 
dodatniej d oraz dla wszystkich liczb naturalnych n . Z w arunku Cauchy’ego 
dla dowolnie wybranej liczby wymiernej dodatniej e istnieje n 0  € N takie, 
że \an — am \ < ed2  dla wszystkich m , n >  n 0 . W tedy
1 —1 — 1 1 \ am an \ ed
\a— — am \ =  K \ \ am \ < 1 2  =  e 
dla wszystkich m , n >  n 0 . □
Lemat D.2.2.
(1) Zbiór C  (Q) wszystkich ciągów Cauchy’ego jest podpierścieniem pier­
ścienia
(2) Zbiór J  ciągów zbieżnych do zera jes t  ideałem maksymalnym pier­
ścienia C  (Q).
(3) Pierścień ilorazowy C ( Q ) /J  jes t  ciałem.
(4) Przyporządkowanie a -— > (a)neN +  J  jest zanurzeniem ciała Q 
w ciało C ( Q ) / J .
D o w ó d. (1). W ystarczy zastosować znane z analizy m atem atycznej dowo­
dy pokazujące, że suma, różnica i iloczyn ciągów Cauchy’ego jest ciągiem 
Cauchy’ego.
(2). Fakt, że suma ciągów zbieżnych do zera jest ciągiem zbieżnym do 
zera jest oczywisty. Ponieważ ciąg Cauchy’ego jest ograniczony, więc iloczyn 
ciągu Cauchy’ego i ciągu zbieżnego do zera jest ciągiem zbieżnym do zera, 
a to oznacza, że J  jest ideałem pierścienia C (Q). Przypuśćmy, że istnieje 
ideał J 1 =  J  i J  C J 1. Ustalm y ciąg (an)neN € J 1 \  J . Definiujemy ciąg 
(bn)neN następująco:
b =  /  an, gdy an =  0
bn =  1, gdy an =  0 .
Ponieważ ciąg (an)neN nie jest zbieżny do zera, więc prawie wszystkie jego 
wyrazy są niezerowe, zatem  (bn )neN — (an)neN € J  C J i ,  a stąd  (bn)neN =  
(an)neN +  ((bn)neN — (an )neN) € J 1 i wszystkie jego wyrazy są różne od zera. 
To oznacza, że ideał J 1 zawiera element odwracalny pierścienia, a więc jest 
całym pierścieniem.
W arunki (3) i (4) są oczywiste. □
Ciało otrzym ane jako pierścień ilorazowy C ( Q ) /J  nazywamy ciałem 
liczb rzeczywistych i oznaczamy R. Elem entam i tego ciała są warstwy wy­
znaczone przez ciągi Cauchy’ego względem ideału ciągów zbieżnych do zera. 
Przyjm ujem y oznaczenie [an]neN =  (an )neN +  J . Elementy ciała R reprezen­
towane przez stałe ciągi liczb wymiernych utożsam iam y z liczbami wymier­
nymi i w tym  sensie mówimy, że ciało liczb rzeczywistych jest rozszerzeniem 
ciała liczb wymiernych. W szystkie ciągi zbieżne do zera wyznaczają element 
zerowy ciała R. Liczbą rzeczywistą dodatnią nazywamy liczbę reprezentowa­
ną przez ciąg, w którym  prawie wszystkie wyrazy są większe od pewnej 
ustalonej liczby wymiernej dodatniej. Liczbą rzeczywistą ujemną nazywa­
my liczbę reprezentowaną przez ciąg, w którym  prawie wszystkie wyrazy są 
mniejsze od pewnej ustalonej liczby wymiernej ujemnej. Zauważmy, że jeśli
dwa ciągi reprezentują tę  samą liczbę rzeczywistą niezerową, to  ich różnica 
jest ciągiem zbieżnym do zera więc definicja liczby dodatniej lub ujemnej 
nie zależy od wyboru ciągu reprezentującego. Niech P, N  oznaczają od­
powiednio zbiory wszystkich liczb rzeczywistych dodatnich oraz ujemnych. 
Z lem atu D.2.1.(4) wynikają natychm iast następujące własności.
W niosek D.2.3.
(1) N  =  —P  =  { —a  : a  € P } ,
(2) P  U N  =  R*,
(3) P  +  P  ę  P ,
(4) P  • P  ę  P .
W  zbiorze liczb rzeczywistych istnieje naturalny porządek zdefiniowany 
następująco:
a  < 3  3  — a  € P.
Przyjm ujem y również a  < 3  (a  < 3  V a  =  3)-
Z poprzedniego wniosku wynika, że tak  zdefiniowany porządek jest zgod­
ny ze struk tu rą  algebraiczną ciała liczb rzeczywistych, tzn. (R, < ) jest cia­
łem uporządkowanym w sensie określonym w rozdziale pierwszym. W arto 
zauważyć, że jeśli [an]neN <  [bn]neN, to  an < bn dla prawie wszystkich 
n € N, lecz jeśli an < bn dla prawie wszystkich n € N, to  [an]neN < [bn]neN.
Lemat D.2.4. Ciało liczb wymiernych jest gęste w ciele liczb rzeczywistych.
D o w ó d .  Rozważmy liczby rzeczywiste [an]neN <  [bn]neN. W tedy istnieje 
liczba wym ierna dodatnia d taka, że bn — an > d dla wszystkich n  większych 
od pewnej liczby n 1. Z w arunku Cauchy’ego wynika, że istnieje n0 > n 1 
takie, że \an — an 0 + 1 \ < |  oraz \bn — bn 0 + 1 \ < | , a stąd an < an 0 +1 +  |  oraz 
bn > bn 0 + 1 — d dla wszystkich n > n 0. Nierówność an 0 + 1 +  |  > bn 0 + 1 — |  
jest równoważna bn 0 +1 — an 0 +1 < 2^  <  d, co jest sprzeczne z wyborem d. 
Zatem istnieje liczba wym ierna c taka, że an 0 + 1 +  |  < c < bn 0 +1 — | . 
Z poprzednich nierówności an < c < b n dla wszystkich n > n 0. Ciąg stały, 
którego wszystkie wyrazy są równe c, reprezentuje liczbę wymierną leżącą 
między [an]neN a [bn]neN. n
Z udowodnionego właśnie lem atu wraz z lematem 4.1.1 wynika, że ciało 
liczb rzeczywistych jest archimedesowym rozszerzeniem ciała liczb wymier­
nych.
Lemat D .2.5. Każda nieujemna liczba rzeczywista ma rzeczywisty pierwia­
stek kwadratowy.
D o w ó d .  Rozważmy najpierw  liczbę rzeczywistą a  większą od 1 reprezen­
towaną przez ciąg Cauchy’ego (an)neN. Istnieje liczba wym ierna d > 0 taka, 
że prawie wszystkie wyrazy tego ciągu są większe od 1 +  d. Bez szkody 
dla poprawności dowodu można odrzucić wyrazy niespełniające tej nierów­
ności i założyć, że wszystkie wyrazy ciągu są większe od 1 +  d. Zgodnie 
z lem atem  D.2.1, ciąg jest ograniczony z góry przez pewną liczbę natu ra l­
ną M . Dla dowolnej liczby n  € N wybieramy liczbą natu ra lną  kn taką, że 
k 2n <  n 2 an < (kn +  1)2. Definiujemy ciąg liczb wymiernych bn =  n . Niech 
n 1 będzie najm niejszą liczbą natu ralną taką, że n? < d.
Z przyjętych założeń, dla n  >  n i, wynikają następujące nierówności:
Aby udowodnić, że ciąg (bn )neN spełnia warunek Cauchy’ego, ustal­
my dowolną liczbę wymierną dodatnią e. Z w arunku Cauchy’ego dla ciągu
kich m , n  > n 2. Ze wzoru (D.15) istnieje liczba n 3  taka, że \bn — an \ < 2? 
dla wszystkich n  > n 3. Stąd dla wszystkich m , n  > n 0  =  max^[n1 , n 2 , n 3} 
otrzymujemy
K orzystając z (D.14), mamy \bn — bm \ < bn +bm < e .
W  ten  sposób pokazaliśmy, że ciąg (bn)neN wyznacza pewną liczbę rze­
czywistą /3. Bezpośrednio z (D.15) wynika, że ciąg (an — bn)n N^ jest zbieżny 
do zera. Zatem 3  jest pierwiastkiem kwadratowym liczby a .
Jeśli liczba a  =  [an]neN spełnia 0 < a  ^ 1, to  istnieje liczba 0 < d < 1 
taka, że prawie wszystkie wyrazy ciągu (an)neN są większe od d. Zauważmy, 
że dla ciągu cn =  ad? zachodzi nierówność cn > 1 +  1—d dla n € N, a więc 
spełnia on założenia przyjęte w pierwszej części dowodu, a zatem  istnieje 
ciąg (bn)neN, który reprezentuje pierwiastek kwadratowy liczby rzeczywistej 
[cn]ngN. W tedy [dbn]neN jest pierwiastkiem kwadratowym liczby a . □
1 ^  bn ^  b2n ^  an < M . (D.14)
Ponadto
\an — b2n\ ^
kn +  1 2kn + 1 <  ^ (2 M  +  1). (D.15)n 2  nn
(an)n^N wynika, że istnieje taka liczba n 2  € N, że \an — am \ < 2d dla wszyst
\bn — bm\ ^  \bn — an \ +  \an — am \ +  \am — bm\ < 2e.
Lemat D .2.6. Każdy niepusty zbiór liczb rzeczywistych ograniczony z góry 
ma kres górny. Każdy niepusty zbiór liczb rzeczywistych ograniczony z dołu 
ma kres dolny.
D o w ó d .  Każdy zbiór zawierający element największy m a kres. Dlatego 
wystarczy rozważyć zbiór A  niepusty i ograniczony z góry, niezawierają- 
cy elementu największego. Ponieważ ciąg Cauchy’ego reprezentujący pewne 
ograniczenie górne zbioru A  jest ograniczony z góry przez pewną liczbę cał­
kowitą M , więc dla każdej liczby naturalnej n  zbiór ograniczeń górnych tego 
zbioru zawiera liczby wymierne postaci J r , gdzie k  jest pewną liczbą całko­
witą. Taką liczbą jest np. 2 M . Zatem dla każdej liczby naturalnej n  można 
wybrać najm niejszą liczbę całkowitą kn taką, że 2% jest ograniczeniem gór­
nym zbioru A . To oznacza, że prawie wszystkie wyrazy dowolnego ciągu 
reprezentującego element zbioru A  są mniejsze od kn oraz istnieje co naj­
mniej jeden element reprezentowany przez ciąg, którego prawie wszystkie 
wyrazy są większe lub równe ^2—^ .
Łatwo zauważyć, że 2^+1 ^  2 +  =  kn , zatem  cn =  kn jest ciągiem
nierosnącym i ograniczonym z dołu, a więc jest ciągiem Cauchy’ego. Bez­
pośrednio z konstrukcji wynika, że liczba rzeczywista y  =  [cn]neN jest ogra­
niczeniem górnym zbioru A . Aby pokazać, że Y jest kresem górnym tego 
zbioru, pokazujemy, że jest to  najmniejsze ograniczenie górne. Przypuśćm y 
że /3 < y  gdzie /3 =  [bn]neN jest również ograniczeniem górnym. W tedy ist­
nieje dodatnia liczba wym ierna d taka, że bn +  d < cn dla prawie wszystkich 
n  € N. Ustalm y n 0  € N takie, że gny <  d. Istnieje [an]neN € A  taki, że dla
w ystarczająco dużych n  €  N mamy an > cno — > cn — d > bn , bo ciąg
(cn )ngN jest nierosnący, co daje sprzeczność.
Dowód drugiej części lem atu jest podobny. □
W niosek D.2.7. Ciało liczb rzeczywistych jest ciągłym domknięciem ciała 
liczb wymiernych.
D o w ó d .  Niech (D ,G )  będzie nietrywialnym  przekrojem Dedekinda cia­
ła Q. Przekrój ten  jest właściwy. Łatwo pokazać, że kres górny zbioru D  
i kres dolny zbioru G w ciele R są równe i (convR(D), R \  convR(D)) jest 
przekrojem  głównym ciała R. □
K orzystając z faktu, że w skonstruowanym powyżej ciele liczb rzeczywi­
stych każdy podzbiór ograniczony ma odpowiedni kres, udowodnimy teraz 
znane twierdzenie W eierstrassa. W ynik ten  jest krokiem w kierunku dowo­
du, że ciało liczb rzeczywistych jest rzeczywiście domknięte. W arto zwrócić
uwagę, że w twierdzeniu W eierstrassa 3.4.1, zawartym w podrozdziale 3.4, 
zakładamy, że ciało jest rzeczywiście domknięte.
Lemat D.2.8. Jeśli f  jest wielomianem o współczynnikach rzeczywistych 
i istnieją a, 3  € R, a  < /3 takie, że f  (a ) f  (3) < 0 ( tzn. f  (a), f  (3) mają 
przeciwne znaki) , to istnieje y  € (a ,3 ) C R takie, że f  (y ) =  0.
D o w ó d .  Dla ustalenia uwagi możemy przyjąć, że f (a) <  0 <  f (3). Roz­
ważmy zbiór A  =  {y  €  [a, 3] : f  (y) >  0} . Zbiór ten  jest niepusty i ograniczo­
ny z dołu przez a . Niech y0 będzie kresem dolnym zbioru A. Przypuśćmy, że 
n =  f  (Y0) =  0. Z twierdzenia Bezout otrzym ujemy f  =  (X  — Y0)g +  n. Załóż­
my, że i  > 0 jest ograniczeniem wielomianu g na zbiorze [a, 3]. Niech e =  ^ . 
D la dowolnego y  €  (Y0 — e,Y0 +  e) mamy \g(Y)(Y — Y0) \ < \g(Y)\\Y — Y0\ <  \n \. 
Gdy n > 0, to  f  (y) >  0 dla wszystkich y0 — e < y  3  Y0, co jest sprzeczne 
z założeniem, że wielomian f  tylko na zbiorze A  przyjmuje wartości do­
datnie. Jeśli n < 0 i Y0 < Y < Y0 +  e, to  f  (y) <  0; znów otrzym uje­
my sprzeczność, gdyż zgodnie z definicją kresu dolnego wielomian f  powi­
nien przyjmować wartość dodatnią dla co najm niej jednej liczby między Y0 
i Y0 +  e. □
W niosek D.2.9. Każdy wielomian o współczynnikach rzeczywistych stop­
nia nieparzystego ma pierwiastek w zbiorze liczb rzeczywistych.
D o w ó d. Bez zmniejszenia ogólności dowód można ograniczyć do wielomia­
nów unormowanych. Niech f  =  X n +  a n-1 X n-1 +  . . .  +  a 1X  +  a 0 € R [X ] 
będzie takim  wielomianem. Oznaczmy i  =  max{1, \a0\ , \ a 1 \ , . . . , \ a n - 1 \}. 
Załóżmy, że 3 €  R, \3 \ > n i . W tedy
an- i  . . a i  +  ao
~ 3 ~  +  ■■■ + 3n-T + 3 ™
<  \an - l\ +  +  Ia l| +  Jao[ <  .
<  \3\ +  ■■■ + \3\n - 1 +  \3\n <  3  ■
Ponieważ f  (3) =  3 n ( 1 +  ^ j - 1  +  . . .  +  3 0 —1  +  30”^ i wyrażenie w nawiasiean — 1 _i_ _i_ _3n  1 ^  3”
jest dodatnie, więc dla 3 > n i  mamy f  (3 ) > 0 oraz f  (—3 ) < 0. Teraz 
wystarczy zastosować poprzedni lemat. □
Twierdzenie D.2.10. Ciało liczb rzeczywistych jest rzeczywiście domknię­
te.
Dowód.  Z lematu D.2.5 i wniosku D.2.9 wynika, że spełniony jest warunek
(3) twierdzenia 3.1.4, co pokazuje, że ciało liczb rzeczywistych jest rzeczy­
wiście domknięte. □
D.3. Zadania
1. Pokazać, że jeżeli C  jest podzbiorem zbioru uporządkowanego A, to
conv^(C ) =  < x  € A  : 3 a ^  x  ^  b > = 1 1  [a, b].
I a’^ C J a,bed,a<b
2. W ykazać prawdziwość własności (D.6) oraz (D.7).
3. Udowodnić prawdziwość następujących zdań:
(a) K ażda grupa abelowa beztorsyjna może być uporządkowana.
(b) G rupa addytyw na ciała o charakterystyce równej 0 może być upo­
rządkowana.
(c) G rupa m ultiplikatywna ciała F 2( X 1, . . . ,  X n) może być uporządko­
wana.
Wsk. Jeżeli G jest grupą beztorsyjną, to  G® ZQ jest przestrzenią liniową 
i każda jej baza wyznacza pewien porządek na tej przestrzeni liniowej.
4. Niech G będzie grupą abelową uporządkowaną oraz niech G+ =  
=  {x  € G : x  > 0}.
(a) G+ +  G+ C G+.
(b) G =  —G+ U {0} U G+.
(c) Jeśli P  jest podzbiorem dowolnej grupy abelowej G takim , że
P  +  P  C P  oraz G =  —P  U {0} U P,
to  w grupie G można zdefiniować porządek liniowy < taki, że 
P  =  G+.
5. Wykazać, że addytyw na grupa liczb wymiernych ma dokładnie 2 po­
rządki.
6. Udowodnić punkty (1) oraz (2) stwierdzenia D.1.12.
7. Pokazać, że podgrupy {0}n * x Z*, i = 0 , . . . , n ,  są wszystkimi pod­
grupam i wypukłymi grupy Zn (z porządkiem leksykograficznym).
8. Pokazać, że jeżeli ((a, b), (c, d)) oraz ((a, b), (e, f )) są bazami grupy abe- 
lowej wolnej Z x Z  oraz (c, d) =  (e, f ), to bazy te wyznaczają w tej grupie 
różne porządki leksykograficzne.
9. Pokazać, że jeśli G =  G 1 x  . . .  x Gn (z porządkiem  leksykograficznym), 
to  ranga G  =  ranga G\  ^ +  . . .  +  ranga Gn .
Wsk. Rozważyć rzutowanie grupy G  na grupę G 2  x  ... x  Gn i zastosować 
indukcję oraz twierdzenie D.1.20.
10. Niech G =  Zn oraz n  >  2.
(a) G rupa G może być uporządkowana na nieskończenie wiele sposo­
bów.
(b) Dla dowolnego k  <  n  grupa G ma porządek rangi k.
Wsk. (a) Zob. zadanie 8. (b) G rupę Zn-k  można zanurzyć w grupę 
addytyw ną ciała Q ( X 1, . . . ,  X n - k ), gdzie ( X 1, . . . ,  X n -k ) jest układem  
liczb rzeczywistych algebraicznie niezależnych nad Q.
11. W ykazać prawdziwość własności (D.9) oraz (D.10) wartości bezwzględ­
nej.
12. Opisać wszystkie homomorfizmy niemalejące określone na grupie Zn 
(z porządkiem leksykograficznym).
13. Wykazać, że relacja porządku w grupie ilorazowej (zob. (D.11)) jest po­
prawnie określona, zwrotna, spójna i przechodnia oraz zgodna z dzia­
łaniem.
14. Pokazać, że jeśli abelowa n-podzielna grupa G jest beztorsyjna, to ele­
ment y € G taki, że n  • y  =  x  jest jednoznacznie wyznaczony przez 
x  € G.
15. Udowodnić twierdzenie D.1.8.
16. Załóżmy, że a jest dodatnią liczbą wymierną. Rozważmy ciąg liczb wy­
miernych zdefiniowany rekurencyjnie x 1 =  a, oraz x n + 1  =  a+Xn dla 
i € N. Pokazać, że:
(a) (xn )neN jest ciągiem Cauchy’ego;
(b) ciąg (xn)neN jest zbieżny do a;
(c) jeśli a jest liczbą bezkwadratową, to  [xn]neN nie jest liczbą wy­
mierną.
17. Pokazać, że ciąg an = ^2П=о k  spełnia warunek Cauchy’ego. Wykazać, 
że [a]neN nie jest liczbą wymierną.
18. Pokazać, że między dwoma różnymi liczbami rzeczywistymi znajduje 
się liczba niewymierna.
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