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Resumo Na presente dissertac¸a˜o estudamos alguns exemplos cla´ssicos de pro-
cessos estoca´sticos e suas propriedades dando especial destaque ao
movimento Browniano (ou processo de Wiener) e processos derivados
deste. Analisamos uma aplicac¸a˜o nos Seguros onde e´ proposta a mo-
delac¸a˜o das indemnizac¸o˜es agregadas por um processo de difusa˜o por
saltos. Com base na transformada conjunta de Laplace da distribuic¸a˜o
do processo de difusa˜o por saltos e o seu processo integrado, esti-
mamos as indemnizac¸o˜es agregadas acumuladas quando o montante
das indemnizac¸o˜es segue uma mistura de duas distribuic¸o˜es exponen-
ciais. Partindo de uma aplicac¸a˜o nume´rica, comparamos os resulta-
dos dos valores me´dios e da variabilidade das indemnizac¸o˜es agregadas
quando sujeitas a uma taxa de juros determin´ıstica e uma taxa de juros
estoca´stica, e para diferentes valores dos paraˆmetros daquela mistura.

Abstract The aim of this dissertation is to study some classic examples of
stochastic processes and their properties, emphasizing the Brownian
motion (or Wiener process) as well as the processes derived from it.
We analyze an application for Insurance using a jump diffusion process
for the the aggregate accumulated claims and assuming that jump size
follows a mixture of two exponential distributions. For a particular
application, we compare the average and the variance of the aggre-
gate accumulated claims taking into account both deterministic and
stochastic interest rates, and for different values of the parameters of
the mixture distribution.
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Cap´ıtulo 1
Enquadramento geral
1.1 Introduc¸a˜o
Ao estudar Probabilidades evidenciamos as experieˆncias aleato´rias para as quais, con-
trariamente a`s determin´ısticas, na˜o se conseguem prever com exactida˜o qual sera´ o seu
objecto ou resultado a partir de um conjunto de condic¸o˜es conhecidas. Constru´ımos enta˜o
modelos matema´ticos para experieˆncias que, embora mantendo esse conjunto de condic¸o˜es
f´ısicas de realizac¸a˜o inaltera´veis, podemos predizer o resultado dentro de um conjunto de
possibilidades distintas.
Algumas das ferramentas que servem de apoio a` Teoria das Probabilidades sa˜o as noc¸o˜es
de espac¸o de probabilidade e de varia´vel aleato´ria, e a Teoria dos Conjuntos.
E´ fa´cil perceber que a questa˜o de manutenc¸a˜o das condic¸o˜es em que se realizam as
experieˆncias aleato´rias e´ um entrave a` modelac¸a˜o de muitos feno´menos aleato´rios. Na
realidade, muitas vezes na˜o e´ poss´ıvel, nem sequer deseja´vel, supor que as condic¸o˜es se
manteˆm inaltera´veis.
Para a classe de feno´menos aleato´rios que evoluem no tempo, ou que dependem de
um determinado paraˆmetro real, genericamente designado por 1 t, o objectivo e´ construir
1A notac¸a˜o t deve-se a que, em muitas situac¸o˜es, este paraˆmetro tem o significado de tempo, embora
existam feno´menos em que o paraˆmetro t na˜o esteja relacionado com nenhuma medida temporal.
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modelos matema´ticos em que na˜o so´ o resultado da experieˆncia seja imprevis´ıvel como
tambe´m as condic¸o˜es da realizac¸a˜o possam variar, produzindo eventuais alterac¸o˜es nos
valores poss´ıveis para os resultados da experieˆncia e para a sua distribuic¸a˜o. Esses modelos
sa˜o definidos por processos estoca´sticos.
De uma forma informal, diremos que um processo estoca´stico e´ um modelo matema´tico
utilizado para o estudo de feno´menos aleato´rios que evoluem com um paraˆmetro e tem
como resultados poss´ıveis func¸o˜es a`s quais chamamos trajecto´rias.
Historicamente, atribui-se a Galton (1822-1911) o primeiro estudo de um processo es-
toca´stico a propo´sito da sobreviveˆncia dos nomes de famı´lias em Inglaterra. Muitos outros
nomes esta˜o tambe´m ligados a` Teoria dos Processos Estoca´sticos como Einstein, Erlang,
Kolmogorov, Markov, sem deixar de referir Doob, as obras de Blanc-Lapierre, ale´m dos
trabalhos de Fisher, Feller, Wiener e Levy.
Sa˜o muitas as aplicac¸o˜es dos processos estoca´sticos em diferentes domı´nios da cieˆncia
tais como F´ısica, Biologia, Engenharia, Economia, Actuariado, Seguros, etc.
O Actuariado (ou Cieˆncia Actuarial) tem como objectivo a ana´lise de riscos e expectati-
vas, combinando conhecimentos espec´ıficos de Matema´tica Financeira e Estat´ıstica [12],[3].
Os Seguros poder-se-a´ dizer que resultam de operac¸o˜es usando te´cnicas de Actuariado e
tomam a forma jur´ıdica de um contrato entre o segurador e o segurado mediante o paga-
mento de um pre´mio que cobre uma indemnizac¸a˜o no caso de um preju´ızo resultante de
um acontecimento imprevisto.
Na presente dissertac¸a˜o iremos analisar uma aplicac¸a˜o dos processos estoca´sticos nos
Seguros. Recentemente muitos trabalhos teˆm sido elaborados com o objectivo de analisar
a modelac¸a˜o de flutuac¸o˜es do mercado usando processos de difusa˜o (ver, por exemplo,
refereˆncias contidas em [7]). No campo dos Seguros, a Teoria dos Processos Estoca´sticos
tem sido de grande utilidade para o ca´lculo de pre´mios com taxas de juros constantes,
[9],[8]. Nesta dissertac¸a˜o analisamos a modelac¸a˜o do montante das indemnizac¸o˜es agre-
gadas quando sujeito a uma taxa de juro determin´ıstica e a uma taxa de juro estoca´stica.
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1.2 Generalidades sobre processos estoca´sticos
Dada a existeˆncia de muitas definic¸o˜es de processo estoca´stico, com mais ou menos
formalismos, optamos pela definic¸a˜o a seguir por ser de fa´cil interpretac¸a˜o.
Definic¸a˜o 1.2.1 (Processo estoca´stico) Seja S um espac¸o amostral e T um qualquer
subconjunto de R. Se, para qualquer t ∈ T , a func¸a˜o X(ω, t), com ω ∈ S, definir uma
varia´vel aleato´ria, enta˜o a` famı´lia de func¸o˜es aleato´rias X = {X(ω, t) : ω ∈ S, t ∈ T}
chamamos processo estoca´stico.
Um processo estoca´stico sera´ pois uma famı´lia de varia´veis aleato´rias indexadas no
tempo. Por simplificac¸a˜o de escrita, omitiremos o elemento ω, como habitualmente se faz
na literatura especializada, e denotaremos o processo X por {X(t), t ∈ T}. Se o espac¸o T
do paraˆmetro temporal t for cont´ınuo temos um processo estoca´stico de tempo cont´ınuo, e
se T for um espac¸o discreto temos um processo estoca´stico de tempo discreto. Para cada
ωi ∈ S, o conjunto de valores {X(ωi, t), t ∈ T} e´ chamado realizac¸a˜o do processo ou func¸a˜o
amostra do processo e a sua representac¸a˜o gra´fica por trajecto´ria.
Uma vez que o processo estoca´stico e´ uma colecc¸a˜o de varia´veis aleato´rias, para fazer
a sua caracterizac¸a˜o ha´ que especificar todos os poss´ıveis vectores de varia´veis aleato´rias
que o constituem e o seu comportamento probabil´ıstico conjunto.
Sejam ti ∈ T , i = 1, 2, · · ·, k, os instantes em que se definem as varia´veis X1, · · · , Xk. O
processo estoca´stico X = {X(t), t ∈ T} fica caracterizado se se conhecerem as func¸o˜es
de distribuic¸a˜o conjunta FX1,X2,··· ,Xk(x1, · · · , xk), para qualquer k e qualquer escolha de
ı´ndices t1, t2, · · · , tk. Em particular, se o espac¸o de estados do processo X for discreto, X
sera´ enta˜o caracterizado por todas as func¸o˜es massa de probabilidade conjunta.
Para algumas func¸o˜es e´ fa´cil construir e especificar algumas delas. No entanto, existem pro-
cessos u´teis que obedecem a certas propriedades que permitem que o conjunto de func¸o˜es,
a definir para a caracterizac¸a˜o de X , seja bastante restrito. Por exemplo, a me´dia, a
variaˆncia e a covariaˆncia sa˜o paraˆmetros usados normalmente para caracterizar varia´veis e
vectores aleato´rios, mas tambe´m podem caracterizar processos estoca´sticos.
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Definic¸a˜o 1.2.2 (Primeiros e segundos momentos de um processo estoca´stico)
Dado o processo X = {X(t), t ∈ T} define-se, para quaisquer t1, t2 ∈ T ,
• a func¸a˜o me´dia: mX(t1) = E[X(t1)];
• a func¸a˜o de auto-correlac¸a˜o: RX(t1, t2) = E[X(t1)X(t2)];
• a func¸a˜o de auto-covariaˆncia: CX(t1, t2) = RX(t1, t2)−mX(t1)mX(t2);
• o coeficiente de correlac¸a˜o: ρX(t1, t2) = CX(t1,t2)√
CX(t1,t1)CX(t2,t2)
.
Definic¸a˜o 1.2.3 (Processo reais de segunda ordem) Diz-se que um processo estoca´stico
{X(t), t ∈ T} e´ de segunda ordem se, para todo t ∈ T , E[X2(t)] < +∞.
Definic¸a˜o 1.2.4 (Processos estaciona´rios de segunda ordem) Diz-se que um processo
estoca´stico X = {X(t), t ∈ T} e´ estaciona´rio de segunda ordem se as func¸o˜es mX(t) e
CX(t, t+ h), com h ∈ T , sa˜o independentes de t.
Exemplo 1.2.1 Consideremos uma varia´vel aleato´ria Y uniformemente distribu´ıda no
intervalo (0,1), Y _ U(0, 1). Definindo o processo estoca´stico {X(t), t ≥ 0}, com X(t) =
eY t, para t ≥ 0, tem-se
• func¸a˜o densidade de X(t): fX(t)(x) = fY (ln(x/t))
∣∣∣d ln(x/t)dx ∣∣∣ = 1x , se x ∈ (t, te);
• mX(t) = E[eY t] =
∫ 1
0
eyt× 1dy = t(e− 1), para t ≥ 0;
• RX(t, t+ s) = E[e2Y × t(t+ s)] = t(t+ s) e2−12 , para s, t ≥ 0.
• CX(t, t+ s) = t(t+ s) e2−12 − [t(e− 1)× (t+ s)(e− 1)] para s, t ≥ 0.
• E(X2(t)) = RX(t, t) = t2 e2−12 .
• V ar[X(t)] = CX(t, t) = t2 e2−12 − [t(e− 1)]2.
Da Definic¸a˜o 1.2.4 conclu´ımos que o processo dado na˜o e´ estaciona´rio de segunda ordem
pois a func¸a˜o me´dia mX(t) depende de t, sendo no entanto um processo real de segunda
ordem.
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Definic¸a˜o 1.2.5 (Processo com incrementos independentes) Um processo estoca´stico
de tempo cont´ınuo {X(t), t ≥ 0} diz-se de incrementos independentes se X(0) = 0 e, para
quaisquer instantes t0 < t1 < · · · < tk, as k varia´veis aleato´rias X(t1)−X(t0), · · · , X(tk)−
X(tk−1) sa˜o independentes.
Desta definic¸a˜o resulta que, para um processo de incrementos independentes, as varia´veis
X(t′)−X(t) e X(t) sa˜o independentes quando se toma 0 < t < t′.
Definic¸a˜o 1.2.6 (Processo com incrementos estaciona´rios) Um processo estoca´stico
de tempo cont´ınuo {X(t), t ≥ 0} diz-se de incrementos estaciona´rios se as varia´veis
aleato´rias X(t2+ h)−X(t1+ h) e X(t2)−X(t1), com t1 e t2 quaisquer tal que ti+ h ≥ 0,
i = 1, 2, teˆm a mesma distribuic¸a˜o.
Notemos que garantir queX(t2+h)−X(t1+h) eX(t2)−X(t1) teˆm a mesma distribuic¸a˜o
na˜o significa que estas varia´veis sa˜o iguais.
Proposic¸a˜o 1.2.1 Se X = {X(t), t ≥ 0} e´ um processo de incrementos independentes e
estaciona´rios enta˜o existe uma constante σ na˜o negativa tal que
V ar[X(t)−X(s)] = σ2|t− s|, ∀t, s ≥ 0.
Demonstrac¸a˜o. Vamos designar f(t) = V ar[X(t)], a qual satisfaz a equac¸a˜o funcional f(t1 +
t2)=f(t1) + f(t2). De facto, considerando os instantes 0 < t1 < t2 < t1 + t2,
• porque X tem incrementos estaciona´rios, enta˜o as varia´veisX(t2)−X(0) eX(t1+t2)−X(t1)
sa˜o identicamente distribu´ıdas, e portanto, V ar[X(t1 + t2)−X(t1)] = V ar[X(t2)];
• porque X tem incrementos independentes, enta˜o as varia´veis X(t1+ t2)−X(t1) e X(t1) sa˜o
independentes; logo V ar[X(t1+t2)−X(t1)+X(t1)] = V ar[X(t1+t2)−X(t1)]+V ar[X(t1)].
Consequentemente, V ar[X(t1+t2)] = V ar[X(t2)]+V ar[X(t1)], ou seja f(t1+t2) = f(t1)+f(t2).
Sabe-se da teoria das equac¸o˜es funcionais que, para uma func¸a˜o f(t) ≥ 0 que satisfac¸a a equac¸a˜o
funcional acima referida, existe uma constante c ≥ 0 tal que f(t) = ct. A func¸a˜o f(t) = V ar[X(t)]
esta´ nestas condic¸o˜es. Tomando c = σ2 vem f(t) = σ2t e portanto, para t > s, tem-se
V ar[X(t)−X(s)] = V ar[X(t− s)−X(0)] = V ar[X(t− s)] = σ2(t− s),
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como se queria provar.
Exemplo 1.2.2 Os processos de Poisson, usados em geral na modelac¸a˜o de ocorreˆncias no tempo
a uma taxa me´dia constante µ por unidade de tempo, sa˜o um tipo de processos estoca´sticos com
espac¸o de paraˆmetro cont´ınuo e espac¸o de estados discreto que possui incrementos independentes
e estaciona´rios. Trata-se de processos muito importantes, na˜o so´ como modelos para va´rios
feno´menos bem como base a partir dos quais va´rios processos estoca´sticos podem ser constru´ıdos.
Em termos matema´ticos, diz-se que um processo estoca´stico de valores inteiros {N(t), t ≥ t}
e´ um processo de Poisson com intensidade µ se for um processo de contagem do nu´mero de
acontecimentos em [0, t] satisfazendo as seguintes condic¸o˜es:
1. o nu´mero de acontecimentos ocorridos em intervalos disjuntos sa˜o independentes (ou seja,
o processo e´ de incrementos independentes)
2. o nu´mero de acontecimentos ocorridos no intervalo [t, t+h] depende so´ de h e e´ independente
de t (ou seja, o processo e´ de incrementos estaciona´rios)
3. a probabilidade de ocorreˆncia de pelo menos um acontecimento no intervalo de durac¸a˜o dt
e´ µdt+ o(dt), com dt→ 0 e µ > 0;
4. a probabilidade de ocorreˆncia de dois ou mais acontecimentos no intervalo de durac¸a˜o dt e´
um infinite´simo de ordem inferior a dt, pelo que na˜o ha´ possibilidade de ocorrerem dois ou
mais acontecimentos simultaneamente.
Definic¸a˜o 1.2.7 (Processo de Markov) Um processo estoca´stico {X(t), t ∈ T} diz-se de
Markov se satisfaz a propriedade markoviana dada por
P [X(tn) ≤ xn |X(t), t ≤ tn−1 ] = P [X(tn) ≤ xn |X(tn−1) ]
para tn−1 < tn.
Por outras palavras, a probabilidade de assumir um comportamento futuro, quando o estado
presente do processo e´ conhecido, na˜o e´ alterada pelo conhecimento adicional do seu passado.
Assim, num processo de Markov, o futuro do processo e´ independente do passado. Sempre que
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o espac¸o de estados de um processo de Markov for discreto diremos que estamos perante uma
cadeia de Markov; se o o espac¸o de estados e do paraˆmetro for cont´ınuo, e o processo satisfazer
certas condic¸o˜es adicionais, diremos que o processo de Markov e´ um processo de difusa˜o.
Exemplo 1.2.3 Imaginemos uma part´ıcula que se move em saltos discretos de tamanho unita´rio.
Inicialmente a part´ıcula esta´ na origem. Assumindo que os saltos unita´rios, Zn, dados em cada
instante n = 1, 2, · · · , sa˜o independentes e identicamente distribu´ıdos com P (Zn = 1) = P (Zn =
−1) = 12 , resulta que a posic¸a˜o Xn da part´ıcula no instante n sera´ dada por
Xn = Xn−1 + Zn.
O processo {Xn, n ∈ N} assim obtido e´ uma cadeia de Markov conhecido por passeio aleato´rio
simples.
Definic¸a˜o 1.2.8 (Processo gaussiano) Um processo estoca´stico {X(t), t ∈ T} e´ um processo
gaussiano se o vector aleato´rio (X(t1), · · · , X(tn)), para qualquer n natural, tiver uma distribuic¸a˜o
multinormal.
Tal significa que, em processos gaussianos, todos os seus vectores de dimensa˜o finita sa˜o
gaussianos, isto e´, para n ∈ N e ∀t1, ..., tn ∈ T , X = (X(t1), · · · , X(tn)) e´ um vector aleato´rio
gaussiano. Recordamos tambe´m que se X e´ um vector aleato´rio com distribuic¸a˜o N(µ;Σ) enta˜o
qualquer transformac¸a˜o afim deX,Y = AX, tem distribuic¸a˜o gaussiana dada porN(Aµ;AΣA′),
onde A e´ uma matriz de constantes reais e Σ e´ a matriz de covariaˆncias do vector X.
Definic¸a˜o 1.2.9 (Processo estoca´stico em tempo homoge´neo) Um processo estoca´stico {X(t), t ∈
T} e´ um processo em tempo homoge´neo se a sua func¸a˜o densidade de transic¸a˜o p(x, x0, t, t0) de-
pende unicamente de (x, x0, t− t0)
1.3 Objectivos e organizac¸a˜o da dissertac¸a˜o
A presente dissertac¸a˜o tem como principal objectivo estudar um conjunto de diferentes tipos
de processos estoca´sticos e mostrar uma aplicac¸a˜o da Teoria dos Processos Estoca´sticos no campo
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dos Seguros. Concretamente, apresentamos uma abordagem detalhada de va´rios processos de
difusa˜o e estudamos uma aplicac¸a˜o seguindo o trabalho de Jang [7].
Basicamente, aquele autor usa o processo de difusa˜o por saltos para modelar o montante
de indemnizac¸a˜o agregada acumulada, quando sujeito a uma taxa de juro estoca´stica, e deriva
uma expressa˜o expl´ıcita da transformada de Laplace conjunta da distribuic¸a˜o de um processo de
difusa˜o por salto e do seu processo integrado, assumindo que o tamanho dos saltos segue uma
mistura de duas distribuic¸o˜es exponenciais. Com base nessa transformada de Laplace, consegue
enta˜o derivar os momentos da quantidade de indemnizac¸a˜o agregado acumulado ate´ ao instante
t.
Nesta dissertac¸a˜o discutimos essa aplicac¸a˜o e estendemos a ana´lise apresentada por Jang
investigando a influeˆncia dos paraˆmetros da mistura e das duas distribuic¸o˜es exponenciais nos
valores da esperanc¸a e da variaˆncia do montante de indemnizac¸a˜o agregada acumulada.
A dissertac¸a˜o esta´ dividida em mais treˆs cap´ıtulos para ale´m deste.
• Neste primeiro cap´ıtulo comec¸a´mos por apresentar uma breve introduc¸a˜o aos processos
estoca´sticos focando propriedades importantes que os caracterizam.
• No Cap´ıtulo 2 abordaremos va´rios processos de difusa˜o, definindo-os e caracterizando-
os. Estudaremos alguns dos seus processos derivados mostrando e provando algumas pro-
priedades relevantes.
• No terceiro cap´ıtulo destacaremos a aplicac¸a˜o proposta por Jang, [7], e providenciaremos
va´rios exemplos nume´ricos para a me´dia e a variaˆncia dos pre´mios agregados acumulados.
• No Cap´ıtulo 4 concluiremos a dissertac¸a˜o com uma descric¸a˜o suma´ria do trabalho realizado.
Cap´ıtulo 2
Processos de difusa˜o
2.1 Processo de Wiener
O processo de Wiener, tambe´m conhecido por movimento Browniano, tem um papel funda-
mental na Teoria dos Processos Estoca´sticos. E´ aplicado em variad´ıssimas a´reas de estudo tais
como Financ¸as e com vasto interesse nos Seguros [7].
O processo de Wiener foi descoberto em 1827 pelo botaˆnico ingleˆs Robert Brown. Brown verificou
que uma part´ıcula submersa num l´ıquido com ga´s apresentava movimentos irregulares devido ao
impacto das mole´culas desse l´ıquido sobre esta part´ıcula, movimentos esses que so´ seriam vistos
ao microsco´pio [11]. O movimento dessa part´ıcula e´ caracterizado pelo movimento Browniano.
Uma outra interpretac¸a˜o f´ısica para o movimento Browniano seria fixarmos uma unidade de
tempo e, a cada unidade desse tempo, lanc¸ar uma moeda ao ar e fazer a part´ıcula mover uma
unidade para direita ou para a esquerda se sair cara ou coroa, respectivamente, resultando assim
num passeio aleato´rio. Acelerando esse passeio aleato´rio obte´m-se o movimento Browniano. De
que modo aceleramos esse passeio aleato´rio? Tornando a unidade de tempo por deslocamento e
a unidade de deslocamento suficientemente pequenas, como a seguir ilustramos.
Seja Y a varia´vel aleato´ria que representa o nu´mero de transic¸o˜es que a part´ıcula faz para
a direita apo´s n deslocamentos. Nestas circunstaˆncias, Y tem uma distribuic¸a˜o binomial de
paraˆmetros n e p, pois a varia´vel Y resulta da soma de n varia´veis com distribuic¸a˜o de Bernoulli
em que cada varia´vel toma valores 0 ou 1 com probabilidade 1− p e p, respectivamente. Concre-
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tamente,
Y =
n∑
i=1
Si
com
Si =
 0 11− p p
Podemos dizer que a posic¸a˜o da part´ıcula, apo´s nδ unidades de tempo, e´ dada por X(nδ) =
(2Y − n)ε, sendo ε a distaˆncia percorrida em cada δ unidades de tempo. Assim, para p = 1/2,
teremos E[X(nδ)] = E[(2Y − n)ε] = 0 e V ar[X(nδ)] = nε2. Ale´m disso, para n suficientemente
grande, pelo Teorema Limite Central, resultara´ que
X(nδ) = (2Y − n)ε ≈ N(0, nε2).
Generalizando, a posic¸a˜o da part´ıcula apo´s t unidades de tempo sera´ dada por X(t) = (2Y −
t/δ)ε, mantendo-se a aproximac¸a˜o a` distribuic¸a˜o normal
X(t) ≈ N(0, ε2 t
δ
),
com δ suficientemente pro´ximo de zero (ja´ que toma´mos nδ = t e n suficientemente grande).
Para simplificar, consideremos que existe σ > 0 tal que ε = σ
√
δ. Assim, t = ε2/δ. Fazendo δ
decrescer para zero vira´, implicitamente, que ε tambe´m decrescera´ para zero (de modo a ε2/δ = t)
e, por outro lado, o processo {X(t), t > 0} resultara´, no limite, num processo {W (t), t > 0} com
espac¸o de estados cont´ınuo e tal que
W (t) = lim
δ↓0
X(t) _ N(0, σ2t).
Este resultado limite de um passeio aleato´rio simples e´ uma especial caracter´ıstica do movi-
mento Browniano ou processo de Wiener.
Definic¸a˜o 2.1.1 (Processo de Wiener) Um processo estoca´stico {W (t), t > 0} e´ chamado
movimento Browniano ou processo de Wiener se:
1. W (0) = 0
2. {W (t), t > 0} tem incrementos independentes e estaciona´rios
3. W (t) tem distribuic¸a˜o normal de me´dia nula e variaˆncia σ2t, para todo t > 0.
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Figura 2.1: Representac¸a˜o das deslocac¸o˜es de uma part´ıcula em movimento Browniano pro-
jectadas no plano.[Imagem extra´ıda de Cite:pt.wikipedia.org/wiki/Movimento browniano]
Ao processo definido por B(t) = W (t)σ da´-se o nome de movimento Browniano padra˜o (ou
standard). B(t) segue uma distribuic¸a˜o normal com paraˆmetros E[B(t)] = 0 e V ar[B(t)] =
σ2t
σ2
= t.
Ao processo definido por W1(t) =W (t) + c, com c constante real, onde c e´ o valor de W1(0),
da´-se o nome de movimento Browniano iniciado em c . W1(t) tem uma distribuic¸a˜o normal
de paraˆmetros E[W1(t)] = c e V ar[W1(t)] = σ2t, ∀t ≥ 0. Uma generalizac¸a˜o deste processo
e´ considerar W2(t) = W (t) + C, com C varia´vel aleato´ria independente de W (t), ∀t; assim,
E[W2(t)] = E[C] e V ar[W2(t)] = σ2t+ V ar[C].
Propriedade 2.1.1 Seja W = {W (t), t ≥ 0} um processo de Wiener. Enta˜o,
1. W e´ um processo gaussiano e Markoviano;
2. a func¸a˜o densidade conjunta de qualquer vector aleato´rio de dimensa˜o k do processo W,
(W (t1), · · · ,W (tk)), e´ dada por
f(W (t1),··· ,W (tk))(w1, · · · , wk; t1, · · · , tk) = g(w1; t1)
k∏
j=2
g(wj − wj−1; tj − tj−1)
onde
g(w; t) =
1√
2piσ2t
exp
{
− w
2
2σ2t
}
, ∀w ∈ <;
3. a func¸a˜o de auto-covariaˆncia e de auto-autocorrelac¸a˜o de W coincidem e sa˜o dadas por
CW (t, s) ≡ RW (s, t) = σ2min (t, s) , ∀s, t ≥ 0,
donde o processo de Wiener na˜o e´ estaciona´rio de segunda ordem.
Uma segunda definic¸a˜o equivalente para processo de Wiener e´ a que se segue.
Definic¸a˜o 2.1.2 (Processo de Wiener) Um processo estoca´stico em tempo cont´ınuo e espac¸o
de estados cont´ınuo W = {W (t), t ≥ 0} e´ um movimento Browniano se
1. W (0) = 0;
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2. E[W (t)] = 0;
3. W e´ um processo gaussiano;
4. CW (s, t) = σ2min(s, t), ∀s, t ≥ 0, onde σ e´ uma constante.
Esta definic¸a˜o tem a vantagem de ser baseada em condic¸o˜es de serem mais fa´ceis de trabalhar na
pra´tica. Torna a averiguac¸a˜o de um dado processo ser um movimento Browniano ou na˜o mais
simples do que se trabalharmos com a Definic¸a˜o 2.1.1.
Exemplo 2.1.1 Verifiquemos se X = {X(t), t ≥ 0}, com X(t) = tW (1/t) e X(0) = 0, e´ um
processo de Wiener, onde {W (t), t ≥ 0} e´ um movimento Browniano.
Recorreremos a` Definic¸a˜o 2.1.2.
X(0) = 0, pelo que a primeira condic¸a˜o esta´ verificada.
Sendo E[W (t)] = 0, ∀t ≥ 0, vem
E[X(t)] = E[tW (1/t)] = tE[W (1/t)]
= t× 0 = 0 ,
pelo que a segunda condic¸a˜o esta´ verificada. Tambe´m a quarta condic¸a˜o e´ va´lida:
CX(s, t) = E[X(s)X(t)]− E[X(s)]E[X(t)] = E[sW (1/s)tW (1/t)]
= s t CW [1/s, 1/t] = stσ2min(1/s, 1/t)
= σ2min(t, s).
Mais ainda, o processo V = {W (1/t), t ≥ 0} e´ gaussiano porque resulta do processo de Wiener por
uma transformac¸a˜o no paraˆmetro, sendo que V e´ um sub-processo deW (V ≡ {W (t), 0 < t < 1}).
X e´ um processo gaussiano pois qualquer vector X = (X(t1), · · · , X(tn)) de X e´ uma trans-
formac¸a˜o afim de um vector gaussiano V = (W (1/t1), · · · ,W (1/tn)) de V dada por X = AV
onde A e´ uma matriz diagonal em que os n elementos da diagonal sa˜o t1, · · · , tn.
Observemos que X(t) ∼ N(0, tσ2).
Exemplo 2.1.2 Consideremos agora o processo estoca´stico X = {X(t), t ≥ 0}, onde X(t) =
B(t)|B(t) ≥ 0, para t ≥ 0, onde {B(t), t ≥ 0} e´ o movimento Browniano padra˜o.
X na˜o e´ um processo de Weiner ja´ que na˜o e´ um processo gaussiano. De facto, basta verificar
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que a func¸a˜o densidade de probabilidade de X(t), para qualquer t ≥ 0, na˜o e´ a func¸a˜o densidade
de uma normal. Como B(t) segue uma distribuic¸a˜o normal de me´dia nula e variaˆncia t, enta˜o
P [B(t) ≥ 0] = 1/2 e, portanto,
fX(t)(x) =
fB(t)(x)
P [B(t) ≥ 0]
=
fB(t)(x)
1/2
= 2fB(t)(x)
=
2√
2pit
exp
(
−x
2
2t
)
, para x ≥ 0.
Exemplo 2.1.3 Consideremos o processo estoca´stico X = {X(t), t ≥ 0}, onde X(t) = B2(t),
∀t ≥ 0, e {B(t), t ≥ 0} um movimento Browniano padra˜o. X na˜o e´ um processo de Weiner pois
E[X(t)]=E[B2(t)]=V ar[B(t)] = t (falha a segunda condic¸a˜o da Definic¸a˜o 2.1.2.)
Exemplo 2.1.4 Para o processo estoca´stico X = {X(t), t ≥ 0}, onde X(t)=B(t) + B(t2),
com {B(t), t ≥ 0} movimento Browniano padra˜o, e´ fa´cil verificar que X na˜o e´ um movimento
Browniano.
Na realidade, tendo em conta as propriedades do valor me´dio, resulta que
E[X(t)] = E[B(t)] + E[B(t2)] = 0
e, portanto,
CX(t, t+ s) = E[(B(t) +B(t2))((B(t+ s) +B((t+ s)2))]− 0
= E[B(t)B(t+ s)] + E[B(t)B((t+ s)2)] + E[B(t2)B(t+ s)] + E[B(t2)B((t+ s)2)]
= min(t, t+ s) + min(t, (t+ s)2) + min(t2, (t+ s)) + min(t2, (t+ s)2)
= t+min(t, (t+ s)2) + min(t2, (t+ s)) + t2
= 2t+ t2 +min(t2, (t+ s))
Pelo que a quarta condic¸a˜o da Definic¸a˜o 2.1.1 na˜o se verifica e, portanto, o processo dado X =
{X(t), t ≥ 0} na˜o e´ um processo de Wiener.
Exemplo 2.1.5 Seja X = {X(t), t ≥ 0} um processo gaussiano com X(0)=0, E[X(t)]=µt
e RX(t, t + r)=2t + µ2t(t + r), para todo t, r ≥ 0. Nestas condic¸o˜es, o processo estoca´stico
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Y = {Y (t), t ≥ 0}, onde Y (t) = X(t)− µt, e´ um movimento Browniano.
Observemos que
E[Y (t)] = E[X(t)]− µt = µt− µt
= 0
Logo,
CY (t, t+ r) = E[(X(t)− µt)(X(t+ r)− µ(t+ r))]
= E[(X(t)X(t+ r)]− µ(t+ r)E[X(t)]− µtE[X(t+ r)] + µtµ(t+ r)
= RX(t, t+ r)− µ2t2 − µ2tr − µ2t2 − µ2tr + µ2t2 + µ2tr
= 2t+ µ2t(t+ r)− µ2t2 − µ2tr − µ2t2 − µ2tr + µ2t2 + µ2tr
= 2t = 2min(t, t+ r) ,
pelo que a quarta condic¸a˜o da Definic¸a˜o 2.1.1 e´ verificada com σ2 = 2.
Y (0) = 0 e Y (t)=X(t)− µt = AX(t) +B com A matriz identidade e B matriz diagonal em que
os n elementos da diagonal sa˜o µt. E´ uma transformac¸a˜o linear de um processo Gaussiano, logo
Y (t) e´ Gaussiano de paraˆmetros µt e σ2X).
2.2 Processos de Difusa˜o
Definic¸a˜o 2.2.1 (Processo de Difusa˜o) Um processo estoca´stico {X(t), t ≥ 0}, markoviano
em tempo cont´ınuo e espac¸o de estados cont´ınuo em [a, b]1, e´ um processo de difusa˜o se
1. lim
ξ→0+
1
ξ
P [|X(t+ ξ)−X(t)| > δ |X(t) = x ] = 0, para todo δ > 0, x ∈ (a, b);
2. a me´dia e a variaˆncia infinitesimal do processo, definidas por
m(x; t) = lim
ξ→0+
1
ξ
E
[
X(t+ ξ)−X(t) ∣∣ X(t) = x]
e
v(x; t) = lim
ξ→0+
1
ξ
E
[
(X(t+ ξ)−X(t))2 ∣∣ X(t) = x] ,
respectivamente, sa˜o func¸o˜es cont´ınuas de x e de t.
1O espac¸o de estados do processo pode ser qualquer intervalo da forma [a, b], (a, b], [a, b) ou (a, b).
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Proposic¸a˜o 2.2.1 O processo de Wiener e´ um processo de difusa˜o.
Demonstrac¸a˜o. Seja W = {W (t), t ≥ 0} um processo de Wiener. Enta˜o, pela Definic¸a˜o 2.1.1
al´ınea 3, resulta evidente que W e´ um processo com espac¸o de estados cont´ınuo, sendo cont´ınuo
no tempo ja´ que T=[0,+∞[. Pela Propriedade 2.1.1, W e´ Markoviano.
Resta provar que o processo de Wiener satisfaz as condic¸o˜es 1 e 2 da Definic¸a˜o 2.2.1.
Comecemos por verificar a primeira condic¸a˜o. Atendendo a que no processo de Wiener os in-
crementos sa˜o independentes, W (0) = 0, e W (t + ξ) −W (t) segue uma distribuic¸a˜o N(0, σ2ξ),
resulta que
lim
ξ→0+
1
ξ
P
[|W (t+ ξ)−W (t)| > δ ∣∣ W (t) = w] =
= lim
ξ→0+
1
ξ
P
[|W (t+ ξ)−W (t)| > δ ∣∣ W (t)−W (0) = w]
= lim
ξ→0+
1
ξ
P [|W (t+ ξ)−W (t)| > δ]
= lim
ξ→0+
1
ξ
P
[∣∣∣∣W (t+ ξ)−W (t)σ√ξ
∣∣∣∣ > δσ√ξ
]
= lim
ξ→0+
1
ξ
(
2− 2φ
(
δ
σ
√
ξ
))
.
onde φ denota a func¸a˜o de distribuic¸a˜o da distribuic¸a˜o N(0, 1). Sabe-se, da Teoria das Prob-
abilidades, que φ(x) e´ diferencia´vel tal que a sua derivada coincide com a func¸a˜o densidade da
distribuic¸a˜o; logo φ′(x) = 1√
2pi
e−x2/2. Assim, aplicando a Regra de L´Hoˆpital no levantamento
das indeterminac¸o˜es,
lim
ξ→0+
1
ξ
(
2− 2φ
(
δ
σ
√
ξ
))
= lim
ξ→0+
2
δ2
σ2ξ
(
1− φ
(
δ
σ
√
ξ
))
σ2
δ2
=
2σ2
δ2
lim
x→+∞x
2(1− φ(x)) = 2σ
2
δ2
lim
x→+∞
1− φ(x)
x−2
=
2σ2
δ2
lim
x→+∞
− 1√
pi
e−x2/2
−2x−3
=
σ2
δ2
√
pi
lim
x→+∞
x3
ex2/2
= 0 ,
como quer´ıamos provar.
Para verificar a validade da segunda condic¸a˜o teremos que calcular a me´dia e a variaˆncia infinites-
imal do processo {W (t), t ≥ 0}. Novamente, tendo em conta que os incrementosW (t+ξ)−W (t)
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do processo sa˜o independentes e seguem uma distribuic¸a˜o N(0, σ2ξ), resulta
E
[
W (t+ ξ)−W (t) ∣∣ W (t) = x] = E [W (t+ ξ)−W (t)] = 0
e
E
[
(W (t+ ξ)−W (t))2 ∣∣ W (t) = x] = E [(W (t+ ξ)−W (t))2] = σ2ξ
Assim, temos
m(x; t) = lim
ξ→0+
1
ξ
E
[
W (t+ ξ)−W (t) ∣∣ W (t) = x] = lim
ξ→0+
0 = 0
v(x; t) = lim
ξ→0+
1
ξ
E
[
(W (t+ ξ)−W (t))2 ∣∣ W (t) = x] = lim
ξ→0+
σ2 = σ2
Consequentemente, os paraˆmetros infinitesimais do processo de Wiener sa˜o func¸o˜es constantes e,
portanto, sa˜o func¸o˜es cont´ınuas de x e de t.
Do exposto conclu´ımos que o processo de Wiener {W (t), t ≥ 0} e´ um processo de difusa˜o.
Proposic¸a˜o 2.2.2 Seja X = {X(t), t ≥ 0} um processo de difusa˜o em tempo homoge´neo com
m(x; t) = m(x) e v(x; t) = v(x) e espac¸o de estados [a, b] e Y = {Y (t), t ≥ 0}, com Y (t) =
g(X(t)), t ≥ 0, onde g e´ uma func¸a˜o estritamente mono´tona em [a, b] e g ∈ C2(]a, b[)2, enta˜o Y
e´ um processo de difusa˜o com paraˆmetros infinitesimais dados por:
mY (y) = mX(x)g′(x) +
1
2
vX(x)g′′(x) (2.1)
vY (y) = vX(x)[g′(x)]2 (2.2)
onde x = g−1(y).
Observemos que a func¸a˜o g na˜o deve ser dependente do paraˆmetro temporal, t do processo.
2.2.1 Processo de Wiener com impulso
Definic¸a˜o 2.2.2 (Processo de Wiener com impulso) Chamamos processo de Wiener com
impulso3, ou ainda, movimento Browniano com impulso ao processo em tempo homoge´neo cujos
2Diz que uma func¸a˜o f pertence a` classe Ck(I) se as derivadas sucessivas de f ate a` ordem k existem e
sa˜o cont´ınuas em I
3Da traduc¸a˜o, em ingleˆs, de Wiener process with drift
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paraˆmetros infinitesimais sa˜o constantes, m(x; t) = µ e v(x; t) = σ2.
Nestas condic¸o˜es, diremos que µ e´ o coeficiente (ou paraˆmetro) de impulso e σ2 e´ o coeficiente
(ou paraˆmetro) de difusa˜o.
Um exemplo concreto de um processo de Wiener com impulso, resulta da transformac¸a˜o afim
de um movimento Browniano padra˜o. Na realidade, prova-se que para o processo {Y (t), t ≥ 0},
com Y (t) = σB(t) + µt, onde {B(t), t ≥ 0} e´ um movimento Browniano padra˜o e µ e σ > 0 sa˜o
constantes reais, os paraˆmetros infinitesimais do processo dados de acordo com a Definic¸a˜o 2.2.2.
Observemos que, neste caso, poder´ıamos escrever que Y (t) = g(X(t)) com g(x, t) = σ(x) + µt, a
qual na˜o e´ func¸a˜o apenas de t, pelo que na˜o poder´ıamos aplicar as fo´rmulas (2.1) e (2.2).
Observemos tambe´m que Y (t) = σB(t) + µt e´ uma transformac¸a˜o afim da varia´vel B(t) com
distribuic¸a˜o N(0, t), logo Y (t) continua sendo uma varia´vel aleato´ria com distribuic¸a˜o normal
N(µt, σ2t).
Proposic¸a˜o 2.2.3 O processo de Wiener com impulso Y = {Y (t), t ≥ 0}, dado por Y (t) =
σB(t) + µt, onde e´ B = {B(t), t ≥ 0} e´ um movimento Browniano padra˜o, e´ um processo gaus-
siano com incrementos independentes e estaciona´rios e tem a mesma func¸a˜o de auto-covariaˆncia
do processo de Wiener {σB(t), t ≥ 0}.
Demonstrac¸a˜o. O processo Y e´ gaussiano porque qualquer vector Y = (Y (t1), · · · , Y (t1)) de Y
se pode escreve por meio de uma transformac¸a˜o linear de vectores do processo gaussiano B do
seguinte modo: Y = AB+C, onde A e´ a matriz diagonal em que todos os elementos da diagonal
sa˜o constantes e iguais a σ e e C = [µt · · ·µt]T . Consequentemente, Y e´ gaussiano.
Ale´m disso, para qualquer t, s ≥ 0,
Y (t+ s)− Y (t) = σ(B(t+ s)−B(t)) + µs
pelo que os incrementos do processo Y coincidem, a menos de uma constante, com os incrementos
do movimento Browniano {σB(t), t ≥ 0}. Como os incrementos de um movimento Browniano
sa˜o independentes e estaciona´rios, assim tambe´m os incrementos do processo Y o sera˜o. Por outro
lado, como Y (0) = σB(0) + µ× 0 = 0 enta˜o:
E[Y (t+ s)Y (t)] = E [(Y (t+ s)− Y (t) + Y (t))Y (t)] = E[Y (t+ s)− Y (t)]E[Y (t)] + E[Y 2(t)]
= E[Y (s)]E[Y (t)] + E[Y 2(t)] = µsµt+ σ2t+ µ2t2
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e, por conseguinte, a func¸a˜o de auto-covariaˆncia do processo Y sera´ dada por:
CY (t, t+ s) = E[Y (t+ s)Y (t)]−E[Y (t+ s)]E[Y (t)] = µ2st+ σ2t+ µ2t2 − µ(t+ s)µt
= σ2t = CσB(t, t+ s), para t, s ≥ 0.
2.2.2 Movimento Browniano Geome´trico
Definic¸a˜o 2.2.3 (Movimento Browniano Geome´trico) Chamamos movimento Browniano
geome´trico ao processo de difusa˜o cujos paraˆmetros infinitesimais sa˜o dados por
m(x; t) =
(
µ+
σ2
2
)
x e v(x; t) = σ2x2.
Exemplo 2.2.1 Seja {X(t), t ≥ 0} um processo de Wiener com coeficiente de impulso µ e coe-
ficiente de difusa˜o σ2. Consideremos o processo {Y (t), t ≥ 0}, com Y (t) = eX(t), o qual e´ usado
em Matema´tica Financeira na modelac¸a˜o de prec¸os de acc¸o˜es, taxas de juros e outras varia´veis
financeiras e econo´micas para certos stocks. O processo assim obtido, atrave´s da exponencial de
um movimento Browniano com impulso, corresponde a um movimento Browniano geome´trico.
De facto, nessas circunstaˆncias, podemos escrever Y = g(X(t)), tomando g(x) = ex, func¸a˜o que
na˜o depende de t, e´ estritamente crescente e pertencente a` classe C2(R); logo, resulta va´lida a
aplicac¸a˜o das fo´rmulas (2.1) e (2.2) para a determinac¸a˜o dos paraˆmetros infinitesimais do pro-
cesso {Y (t), t ≥ 0}. Vem,
mY (y) = m(x)g′(x) +
1
2
v(x)g′′(x) = µex +
1
2
σ2ex
= µy +
1
2
σ2y = y
(
µ+
1
2
σ2
)
(2.3)
vY (y) = v(x)[g′(x)]2 = σ2(ex)2
= σ2y2 (2.4)
Assim, as condic¸o˜es da Definic¸a˜o 2.2.3 esta˜o verificadas e, por conseguinte, {Y (t), t ≥ 0} e´ um
movimento Browniano Geome´trico.
Proposic¸a˜o 2.2.4 O processo {Y (t), t ≥ 0}, com Y (t)=eX(t) e {X(t), t ≥ 0} movimento
Browniano com impulso, na˜o e´ um processo gaussiano.
Demonstrac¸a˜o. Para lnY (t) = X(t) a func¸a˜o densidade de Y (t) no ponto y > 0 e´ dada por:
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fY (y) = fX(ln y)× 1
y
=
1√
2piσ2ty
e−
(ln y−µt)2
2σ2t ,
que e´ a func¸a˜o densidade de uma distribuic¸a˜o lognormal de paraˆmetros µt e σ2t.
Podemos generalizar a definic¸a˜o do movimento Browniano geome´trico.
Definic¸a˜o 2.2.4 A um processo estoca´stico {Y (t), t ≥ 0}, com Y (t)=Y (0)eX(t) damos o nome
de movimento Browniano geome´trico em que Y(0) e´ uma constante positiva e {X(t), t ≥ 0} e´
um processo de Wiener com impulso.
Propriedade 2.2.1 A func¸a˜o densidade de transic¸a˜o do movimento Browniano geome´trico,
definida por
p(y, y0; t, t0) = fY (t) |Y (t0)=y0(y)
= lim
∆y→0+
P (y < Y (t) ≤ x+∆y | Y (t0) = y0)
∆y
satisfaz a chamada equac¸a˜o de avanc¸o de Kolmogorov dada por
∂p
∂t
+
∂
∂y
[mY (y)p]− 12
∂2
∂x2
[vY (y)p] = 0 (2.5)
Tendo em conta (2.3) e (2.4), temos que (2.5) corresponde a` equac¸a˜o diferencial parcial
∂p
∂t
+ (µ+
1
2
σ2)
∂
∂y
(yp)− σ
2
2
∂2
∂y2
(y2p) = 0 .
No caso particular de t0 = 0 prova-se que a soluc¸a˜o desta equac¸a˜o diferencial parcial, que satisfaz
a condic¸a˜o inicial
lim
t→0+
p(y, y0; t, 0) = σ(y − y0) ,
e a func¸a˜o densidade de transic¸a˜o p(y, y0; t, 0) e´ dada por
p(y, y0; t, 0) =
1√
2piσ2ty
exp
(
−
(ln yy0 − µt)2
2σ2t
)
,
para y, y0 > 0 e t > 0.
Proposic¸a˜o 2.2.5 O movimento Browniano geome´trico e´ um processo Markoviano cuja func¸a˜o
densidade de transic¸a˜o p(y, y0; t, t0) e´ homoge´nea no tempo, ou seja, p(y, y0; t, t0) e´ func¸a˜o de y,
y0 e da amplitude de tempo t− t0.
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Demonstrac¸a˜o. Tomemos o caso geral do movimento Browniano geome´trico ser dado pelo processo
{Y (t), t ≥ 0}, com Y (t)=Y (0)eX(t) onde Y(0) e´ uma constante positiva e {X(t), t ≥ 0} e´ um
processo de Wiener com impulso. Comecemos por mostrar que {Y (t), t ≥ 0} e´ Markoviano. De
facto, fazendo xi = ln yiy0 , vem
P [Y (tk+1) ≤ yk+1 | Y (t1) = y1, Y (t2) = y2, · · · , Y (tk) = yk] =
= P [Y (0)eX(tk+1) ≤ yk+1 | eX(t1) = y1, eX(t2) = y2, · · · , eX(tk) = yk]
= P [X(tk+1) ≤ ln yk+1
y0
| X(t1) = x1, X(t2) = x2, · · · , X(tk) = xk]
= P [X(tk+1) ≤ xk+1 | X(t1) = x1, X(t2)−X(t1) = x2 − x1, · · · , X(tk)−X(tk−1) = xk − xk−1]
= P [X(tk+1)−X(tk) ≤ xk+1 −X(tk) | X(t1) = x1, · · · , X(tk)−X(tk−1) = xk − xk−1]
= P [X(tk+1)−X(tk) ≤ xk+1 − xk | X(tk) = xk]
= P [X(tk+1) ≤ xk+1 | X(tk) = xk]
= P [Y (tk+1) ≤ yk+1 | Y (tk) = yk] .
Logo, o movimento Browniano geome´trico e´ um processo Markoviano.
Para verificar que {Y (t), t ≥ 0} e´ homoge´neo no tempo basta atender a que o processo de Wiener
com impulso {X(t), t ≥ 0} e´ de incrementos independentes e estaciona´rios. Temos:
Y (t) = Y (0)eX(t) = Y (0)eX(t)−X(t0)+X(t0) = Y (0)eX(t0)eX(t)−X(t0) = Y (t0)eX(t)−X(t0) .
Por conseguinte, as seguintes igualdades em distribuic¸a˜o sa˜o observadas:
Y (t)
∣∣
Y (t0)=y0 = y0e
X(t)−X(t0)
∣∣∣Y (0)eX(t0)=y0
= y0eX(t)−X(t0)
= y0eX(t−t0)
donde
p(y, y0; t, t0) = fY (t) |Y (t0)=y0(y) = fy0eX(t−t0)(y) = p(y, y0; t− t0).
Proposic¸a˜o 2.2.6 O movimento Browniano geome´trico na˜o e´ um processo com incrementos
independentes e estaciona´rios.
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Demonstrac¸a˜o. Partindo dos pressupostos assumidos na demonstrac¸a˜o da Proposic¸a˜o 2.2.5 e
considerando duas varia´veis aleato´rias Z1 = Y (t + s) − Y (t) = Y (0)[eX(t+s) − eX(t)] e Z2 =
Y (t)−Y (0)=Y (0)[eX(t)−1] podemos verificar que os dois incrementos do processo {Y (t), t ≥ 0}
na˜o tem a mesma distribuic¸a˜o, para todo o t, s > 0. Para tal basta, por exemplo, encontrar dois
instantes t e s, tal que E(Z1) 6= E(Z2). Uma vez que X(t) tem distribuic¸a˜o N(µt, σ2t2), a sua
func¸a˜o geradora de momentos sera´ dada por:
MX(t)(a) = exp
(
µta+
1
2
σ2ta2
)
(2.6)
Consequentemente,
E(Z1) = E
[
Y (0)
(
eX(t+s) − eX(t)
)]
= Y (0)
[
MX(t+s)(1)−MX(t)(1)
]
= Y (0)
[
exp
(
µ(t+ s) +
1
2
σ2(t+ s)
)
− exp
(
µt+
1
2
σ2t
)]
e
E(Z2) = E
[
Y (0)
(
eX(t) − 1
)]
= Y (0)
[
MX(t)(1)− 1
]
= Y (0)
[
exp
(
µt+
1
2
σ2t
)
− 1
]
Por exemplo, para t = 1 e s = 2, no caso particular de µ = σ = 1, temos
E(Z1) = Y (0)
[
exp
(
2µ+ σ2
)− exp(µ+ 1
2
σ2
)]
6= E(Z2) = Y (0)
[
exp
(
µ+
1
2
σ2
)
− 1
]
.
Ale´m disso, as varia´veis Z1 e Z2 na˜o sa˜o independentes, ja´ que esta˜o correlacionadas:
Cov[Z1, Z2] = E[(Y (t+ s)− Y (t))(Y (t)− Y (0))]−E[Y (t+ s)− Y (t)]E[Y (t)− Y (0)]
= E[Y (t+ s)Y (t)− Y (0)Y (t+ s)− Y (t)2 + Y (0)Y (t)]−
−E[Y (t+ s)]E[Y (t)] + Y (0)E[Y (t+ s)] + E[Y (t)]2 − Y (0)E[Y (t)]
= RY (t+ s, t)−E[Y (t+ s)]E[Y (t)]− V [Y (t)]
Para o ca´lculo do valor me´dio e da variaˆncia de Y (t)) usamos o facto de Y (t) = Y (0)eX(t) e
a func¸a˜o geradora de momentos de X(t) dada por (2.6).
Concretamente, temos
E[Y (t)] = E[Y (0)eX(t)] = Y (0)MX(t)(1) = Y (0) exp
{
(µ+
1
2
σ2)× t
}
,
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V ar[Y (t)] = E[Y 2(t)]− E[Y (t)]2 = Y (0)2
(
E[e2X(t)]− E[eX(t)]2
)
= Y (0)2
(
MX(t)(2)−M2X(t)(1)
)
= Y (0)2e2(µt+σ
2t) − e2µt+σ2t
= Y (0)2e2tµ+σ
2t(eσ
2t − 1)
e
RY (t+ s, t) = E[Y (t+ s)Y (t)] = Y (0)2E[eX(t+s)eX(t)] = Y (0)2E[eX(t+s)−X(t)+X(t)eX(t)]
= Y (0)2E[eX(t+s)−X(t)]E[e2X(t)] = Y (0)2E[eX(s)]E[e2X(t)]
= Y (0)2MX(s)(1)MX(t)(2)
= Y (0)2 expµs+
1
2
σ2s+ 2µt+ 2σ2t
Consequentemente,
Cov[Z1, Z2] = Y (0)2eµs+
1
2
σ2s+2µt+2σ2t − Y (0)eµt+ 12σ2tY (0)eµ(t+s)+ 12σ2(t+s) −
−Y (0)2(e2µt+2σ2t − e2µt+σ2t) 6= 0
Sendo assim, o movimento Browniano geome´trico, na˜o tem incrementos independentes.
2.2.3 Movimento Browniano Integrado
Definic¸a˜o 2.2.5 (Movimento Browniano Integrado) Se {Y (t), t ≥ 0} e´ um movimento
Browniano com impulso, ao processo {Z(t), t ≥ 0} com Z(t) = Z(0)+ ∫ t0 Y (s)ds, damos o nome
de movimento Browniano integrado.
Proposic¸a˜o 2.2.7 O movimento Browniano integrado e´ um processo Gaussiano.
Em termos dos incrementos do movimento Browniano integrado o processo na˜o e´ simples.
Propriedade 2.2.2 Os incrementos do movimento Browniano integrado na˜o sa˜o nem indepen-
dentes nem estaciona´rios.
Demonstrac¸a˜o. Consideremos a situac¸a˜o particular em que o movimento Browniano integrado
{Z(t), t ≥ 0} esta´ definido em termo de um movimento Browniano com coeficiente de impulso
nulo e coeficiente de difusa˜o unita´rio e Z(0) = 0. Por outras palavras,
Z(t) =
∫ t
0
Y (s)ds ,
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sendo {Y (t), t ≥ 0} um movimento Browniano padra˜o.
Nestas condic¸o˜es, E[Y (t)] = 0 e, usando o teorema de Fubini4
E[Z(t)] = E
[∫ t
0
Y (s) ds
]
=
∫ t
0
E[Y (s)] ds =
∫ t
0
0 ds = 0
Para verificar se os incrementos do movimento Browniano integrado sao independentes, vamos
estudar a correlac¸a˜o entre os incrementos Z(t) e Z(t+ s)− Z(t). Como,
E[Z(t+ s)Z(t)] = E
[∫ t+s
0
Y (u)du
∫ t
0
Y (v)dv
]
= E
[∫ t
0
∫ t+s
0
Y (u)Y (v)du dv
]
=
∫ t
0
∫ t+s
0
E[Y (u)Y (v)]du dv
=
∫ t
0
(∫ v
0
min(u, v)du+
∫ t+s
v
min(u, v)du
)
dv
=
∫ t
0
(∫ v
0
u du+
∫ t+s
v
v du
)
dv
= t2(t/3 + s/2) , (2.7)
enta˜o
Cov[Z(t+ s)− Z(t), Z(t)] = E[(Z(t+ s)− Z(t))Z(t)]− E[Z(t+ s)− Z(t)]E[Z(t)]
= E[Z(t+ s)Z(t)− Z2(t)]− 0 = E[Z(t+ s)Z(t)]− E[Z(t+ 0)Z(t)]
= t2(t/3 + s/2)− t3/3 6= 0
donde as varia´veis Z(t+ s)− Z(t) e Z(t) na˜o sao independentes.
Tambe´m os incrementos na˜o sa˜o estaciona´rios pois Z(t + s) − Z(t) e Z(s), correspondendo a
intervalos de tempo de igual amplitude s, na˜o tem a mesma distribuic¸a˜o. De facto, comparando
os seus momentos simples de segunda ordem, temos, usando (2.7) para escolhas convenientes de
tempo,
E[Z2(s)] = E[Z(s+ 0)Z(s)] = s3/3
4No espac¸o de Probabilidades designamos por L2 o espac¸o de Hilbert as v.a. X com norma L2, dado
por E([(X)2])
1
2 finita, enta˜o se verifica
∫ t
0
E[Y (s)2]ds = E[
∫ t
0
[Y (s)2]]ds
24 CAPI´TULO 2. PROCESSOS DE DIFUSA˜O
e
E[(Z(t+ s)− Z(t))2] = E[Z2(t+ s)]− 2E[Z(t+ s)Z(t)] + E[Z2(t)]
= E[Z((t+ s) + 0)Z(t+ s)]− 2E[Z(t+ s)Z(t)] + E[Z(t)2]
= (t+ s)2(t+ s)/3− 2t2(t/3 + s/2) + t3/3
6= s3/3
como queriamos demonstrar.
2.2.4 Ponte Browniana
Definic¸a˜o 2.2.6 (Ponte Browniana) Seja {B(t), t ≥ 0} um movimento Browniano padra˜o.
O processo estoca´stico condicional {Z(t), t ≥ 0} onde Z(t) = B(t) | B(1) = 0 e´ chamada de
ponte Browniana ou processo de Wiener atado.
Proposic¸a˜o 2.2.8
A ponte Browniana e´ um processo de difusa˜o gaussiano; logo, tambe´m e´ um processo de Markov.
Consideremos um movimento Browniano padra˜o {B(t), t ≥ 0} com B(s) = bs. Nestas
condic¸o˜es, porque os incrementos de um movimento Browniano padra˜o sa˜o independentes, a
distribuic¸a˜o de B(t) condicional a` ocorreˆncia de B(s) = bs se pode escrever em termos de uma
distribuic¸a˜o normal. De facto, para todo 0 < t < s, resulta
donde se pode provar que, para 0 < t < s,
B(t)
∣∣
B(s)=bs _ N
(
bst
s
,
t(s− t)
s
)
. (2.8)
Assim, se tomamos uma ponte Browniana {Z(t), t ≥ 0}, onde Z(t) = B(t) | B(1) = 0, de
(2.8) com s = 1 e bs = 0, podemos deduzir que
Z(t) _ N(0, t(1− t)).
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Ale´m disso, e´ poss´ıvel determinar a func¸a˜o de autocovariaˆncia da ponte Browniana. Se 0 < t ≤
r < 1
CZ(t, r) = E[Z(t)Z(r)]− E[Z(t)]E[Z(r)] = E[Z(t)Z(r)]− 0
= E[E[Z(t)Z(r)|Z(r)]] = E[Z(r)E[Z(t)|Z(r)]]
= E[Z(r)
Z(r)t
r
] =
t
r
E[Z2(r)]
=
t
r
r(1− r) = t− tr
= min(t, r)− tr
Com base nas propriedades observadas para o processo {Z(t), t ≥ 0} acima, uma segunda
definic¸a˜o de ponte Browniana foi esclarecida a qual e´ u´til na verificac¸a˜o se um novo processo e´
uma ponte Browniana.
Definic¸a˜o 2.2.7 (Ponte Browniana) Se {Z(t), t ≥ 0} e´ um processo gaussiano com func¸a˜o
me´dia nula e func¸a˜o de autocovariaˆncia
CZ(s, t) = min(s, t)− st
diremos que {Z(t), t ≥ 0} e´ uma ponte Browniana.
Exemplo 2.2.2 Seja {B(t), t > 0} um movimento Browniano padra˜o. Sabendo que o processo
estoca´stico {Z1(t), 0 < t < 1}, definido por Z1(t) = B(t) − tB(1), e´ um processo Gaussiano,
verifiquemos que se trata de uma ponte Browniana, tendo em conta a Definic¸a˜o 2.2.7.
Pelas propriedades do movimento Browniano padra˜o, temos que a func¸a˜o me´dia do processo
{Z1(t), 0 < t < 1} e´ dada por
mZ1(t) = E[Z1(t)] = E[B(t)− tB(1)] = E[B(t)]− tE[B(1)] = 0− t× 0 = 0 ,
e a func¸a˜o de autocovariaˆncia e´ dada por
CZ1(t, s) = E[Z1(t)Z1(s)]− 0 = E[(B(t)− tB(1))(B(s)− sB(1))]
= E[B(t)B(s)− sB(t)B(1)− tB(1)B(s) + tsB(1)B(1)]
= Cov[B(t)B(s)]− sCov[B(t)B(1)]− tCov[B(1)B(s)] + tsCov[B(1)B(1)]
= min{t, s} − st− ts+ ts× 1
= min{t, s} − ts .
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Por conseguinte, as condic¸o˜es da Definic¸a˜o 2.2.7 esta˜o satisfeitas e, portanto, o processo
{Z1(t), 0 < t < 1}
e´ uma ponte Browniana.
Exemplo 2.2.3 Consideremos o processo {Z2(t), 0 < t < 1} tal que Z2(t) = (1 − t)B
(
t
1−t
)
,
com 0 < t < 1, Z2(1) = 0 e {B(t), 0 < t < 1} e´ um movimento Browniano padra˜o. Nestas
condic¸o˜es, o processo {Z2(t), 0 < t < 1} e´ uma ponte Browniana. Na realidade, primeiramente
constatemos que {Z2(t), 0 < t < 1} e´ um processo gaussiano pois e´ a transformac¸a˜o afim de um
processo de Wiener o qual e´ Gaussiano.
Usando ainda as propriedades do movimento Browniano padra˜o, observamos, em segundo lugar,
que
E[Z2(t)] = (1− t)E[B t1− t ] = (1− t)× 0 = 0
E, por u´ltimo, que
CZ2(t, s) = E[Z2(t)Z2(s)] = E
[
(1− t)B
(
t
1− t
)
× (1− s)B
(
s
1− s
)]
= (1− t)(1− s)E
[
B
(
t
1− t
)
B
(
s
1− s
)]
= (1− t)(1− s)min
(
t
1− t ,
s
1− s
)
= min t(1− s), s(1− t)
= min (t− ts), s− st = min t, s− ts.
Portanto, {Z2(t), 0 < t < 1} e´ uma ponte Browniana.
Exemplo 2.2.4 Seja {Z(t), 0 ≤ t ≤ 1} uma ponte Browniana e defina-se
Y (t) =
∫ t
0
Z(r)dr, ∀ 0 ≤ t ≤ 1 .
Nestas condic¸o˜es, temos que a func¸a˜o me´dia do processo {Y (t), 0 ≤ t ≤ 1} e´ nula ja´ que
E[Y (t)] = E
[∫ t
0
Z(r)dr
]
=
∫ t
0
E[Z(r)]dr =
∫ t
0
0 dr = 0
no entanto, a func¸a˜o de autocovariaˆncia na˜o satisfaz a condic¸a˜o exigida na Definic¸a˜o 2.2.7. De
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facto, temos
CY (t, t+ s) = E[Y (t)Y (t+ s)] = E
[∫ t
0
Z(u)du
∫ t+s
0
Z(v)dv
]
=
∫ t
0
∫ t+s
0
E[Z(u)Z(v)]du dv
=
∫ t
0
∫ t+s
0
CZ(u, v)du dv
=
∫ t
0
(∫ v
0
(min(u, v)− uv)du+
∫ t+s
v
(min(u, v)− uv)du
)
dv
=
∫ t
0
(∫ v
0
(u− uv) du+
∫ t+s
v
(v − uv) du
)
dv
=
∫ t
0
(
(1− v)
∫ v
0
u du+ v
∫ t+s
v
(1− u) du
)
dv
=
∫ t
0
(
(1− v)v
2
2
+ v((t+ s)− (t+ s)
2
2
− v + v
2
2
))
)
dv
=
t2
2
×
[
(t+ s)− (t+ s)
2
2
]
6= min(t, t+ s)− t(t+ s) = t(1− (t+ s))
Donde se conclui que {Y (t), 0 ≤ t ≤ 1} na˜o e´ ponte Browniana.
2.2.5 Processo de Ornstein-Uhlenbeck
Na pra´tica, o processo de Wiener na˜o se mostrou adequado a` modelac¸a˜o do deslocamento das
part´ıculas para valores de t pequenos ja´ que, por exemplo, na˜o permite o ca´lculo da velocidade
instantaˆnea pois o movimento Browniano na˜o e´, em parte alguma, diferencia´vel.
Em 1930, Unlenbeck e Ornstein propuseram um novo modelo em que a velocidade da part´ıcula
e´ influenciada, em parte, pelo choque com outras part´ıculas pro´ximas e depende da resisteˆncia
de fricc¸a˜o do meio em que circundam de tal modo que o efeito desta resisteˆncia e´ proporcional a`
velocidade.
Definic¸a˜o 2.2.8 (Processo de Ornstein-Uhlenbeck) Seja {B(t), t ≥ 0} um movimento Brow-
niano padra˜o. O processo {U(t), t ≥ 0}, com U(t) = e−αtB
(
σ2e2αt
2α
)
, para t ≥ 0, e α constante
positiva e´ designado por processo de Ornstein-Uhlenbeck.
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Reparemos que o processo {U(t), t ≥ 0} e´ um caso particular da transformac¸a˜o U(t) =
g(t) × B(f(t)) onde f(t) e´ uma func¸a˜o na˜o negativa, cont´ınua e estritamente crescente, para
t ≥ 0, e g(t) e´ uma func¸a˜o real cont´ınua. Assim, o processo de Ornstein-Uhlenbeck e´ uma
transformac¸a˜o somente em func¸a˜o de t do movimento Browniano padra˜o o qual e´ Gaussiano; logo,
o processo de Ornstein-Uhlenbeck tambe´m e´ Gaussiano. E, sendo Gaussiano, a sua distribuic¸a˜o
fica completamente determinada pela sua func¸a˜o me´dia e pela sua func¸a˜o de auto-covariaˆncia
dadas, respectivamente por
mU (t) = E[U(t)] = E
[
e−αtB
(
σ2e2αt
2α
)]
= e−αtE
[
B
(
σ2e2αt
2α
)]
= 0
e
CU (t+ s, t) = E[U(t+ s)U(s)] = E
[
e−α(s+t)B
(
σ2e2α(t+s)
2α
)
× e−αtB
(
σ2e2αt
2α
)]
= e−α(2t+s)CB
(
σ2e2α(t+s)
2α
,
σ2e2αt
2α
)
= e−α(2t+s)min
(
σ2e2α(t+s)
2α
,
σ2e2αt
2α
)
= e−α(2t+s)
σ2e2αt
2α
=
σ2e−αs
2α
(2.9)
(2.10)
E´ tambe´m conhecido um resultado geral sobre os paraˆmetros infinitesimais associados a pro-
cessos da forma do processo de Ornstein-Uhlenbeck.
Proposic¸a˜o 2.2.9 Seja {X(t), t ≥ 0} um processo tal que X(t) = g(t)×B(f(t)), onde {B(t), t ≥
0} e´ um movimento Browniano padra˜o, f(t), t ≥ 0, e´ uma func¸a˜o na˜o negativa, cont´ınua e
estritamente crescente, e g(t), t ∈ R, e´ uma func¸a˜o cont´ınua. Nestas condic¸o˜es, o processo
{X(t), t ≥ 0} e´ um processo Gaussiano cujos paraˆmetros infinitesimais sao dados por:
m(x; t) = (g′(t)/g(t))x e v(x; t) = g2(t)f ′(t) , com x ∈ R, t ≥ 0.
O processo de Ornstein-Uhlenbeck {U(t), t ≥ 0} acima referido esta´ nas condic¸o˜es da
Proposic¸a˜o 2.2.9 com
f(t) =
σ2e2αt
2α
e g(t) = e−αt .
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Consequentemente, os paraˆmetros infinitesimais do processo de Ornstein-Uhlenbeck sa˜o dados
por
mU (u; t) =
−αeαt
e−αt
× x = −αx
e
vU (u; t) = e−2αt × σ2e2αt) = σ2.
Definic¸a˜o 2.2.9 (Processo de Ornstein-Uhlenbeck) A um processo estoca´stico {U(t), t ≥
0} cujos paraˆmetros infinitesimais sa˜o dados por mU (u; t)=−αx e vU (u; t)=σ2, com constantes
reais α > 0 e σ2 > 0 chamamos de processo de Ornstein-Uhlenbeck.
Proposic¸a˜o 2.2.10 O processo de Ornstein-Uhlenbeck e´ um processo de difusa˜o Markoviano,
com incrementos estaciona´rios e na˜o independentes.
Demonstrac¸a˜o. O processo de Ornstein-Uhlenbeck e´ um processo de Markov pois e´ uma trans-
formac¸a˜o de escala do paraˆmetro tempo do movimento Browniano padra˜o o qual e´ Markoviano.
Por outro lado, atendendo a` (2.9),
Cov[U(t+ s)− U(t), U(t)− U(0)] =
= E[(U(t+ s)− U(t))(U(t)− U(0))]− 0
= E[U(t+ s)U(t)]− E[U(t+ s)U(0)]−E[U(t)U(t)]−E[U(0)U(t)]
= CU (t+ s, t)− CU (t+ s, 0)− CU (t, t)− CU (t, 0)
=
σ2
2α
[e−αs − e−α(t+s) − 1 + e−αt] 6= 0
Contrariamente ao movimento Browniano , os incrementos U(t+s)−U(t) e U(t)−U(0) do
processo de Ornstein-Uhlenbeck {U(t), t ≥ 0} na˜o sa˜o independentes. Ale´m disso, {U(t), t ≥ 0}
e´ um processo estaciona´rio no sentido lato, pois a expressa˜o (2.9) para CU (t+ s, t) na˜o depende
de t, logo os incrementos do processo sa˜o estaciona´rios, U(t) − U(s) tem a mesma distribuic¸a˜o
que U(t)− U(0) que por sua vez e´ gaussiana.
Falta provar que e´ um processo de difusa˜o. Tendo em conta que o processo e´ Markoviano,
cujos paraˆmetros infinitesimais sa˜o func¸o˜es cont´ınuas de x e de t, o processo {U(t), t ≥ 0} e´ um
processo de difusa˜o.
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Se modelarmos o deslocamento da part´ıcula por um movimento Browniano {X(t), t ≥ 0} e
considerarmos que U(t) e´ a velocidade da part´ıcula no instante t, enta˜o podemos escrever que a
posic¸a˜o X(t) no instante t e´ dada por
X(t) = X(0) +
∫ t
0
U(s)ds .
Assim, temos que
E[X(t)−X(0)] = E[
∫ t
0
U(s)ds] =
∫ t
0
E[U(s)]ds = 0
e
V ar[X(t)−X(0)] = E[(X(t)−X(0))2]− 0
= E[
∫ t
0
U(s)ds×
∫ t
0
U(r)dr]
= E[
∫ t
0
(
∫ t
0
U(s)U(r)ds)dr]
=
∫ t
0
(
∫ t
0
E[U(s)U(r)]ds)dr]
=
∫ t
0
(
∫ t
0
Cov[U(s), U(r)]ds)dr
=
∫ t
0
∫ t
0
σ2
2α
e−α|s−r|ds dr
=
σ2
2α
∫ t
0
(∫ r
0
eα(s−r)ds+
∫ t
r
eα(r−s)ds
)
dr
= (σ2/α3)× (αt− 1 + e−αt)
Como e−αt = 1− αt+ 12(αt)2 − 16(αt)3 + . . ., temos que V ar[X(t)−X(0)] ∼ σ2t2/(2α) para
valores pequenos de t, e σ2t/(α2) para valores elevados de t. Este resultado para a modelac¸a˜o do
deslocamento de uma part´ıcula e´ mais realista do que considerar que a sua variaˆncia e´ sempre
proporcional a t, como considera o movimento Browniano padra˜o.
Tendo em conta a Definic¸a˜o 2.2.8 podemos deduzir que o processo de Wiener pode ser consid-
erado como um processo de Ornstein-Uhlenbeck tomando o limite quando α decresce para zero.
E, de modo inverso, considerando o processo de Ornstein-Uhlenbeck {U(t), t ≥ 0}, consegue-se
provar que com B(0) = 0 e
B(t) =
√
σ2
2αt
U
(
1
2α
ln
(
2αt
σ2
))
, ∀t > 0 ,
{B(t), t ≥ 0} e´ um movimento Browniano.
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Exemplo 2.2.5 Consideremos o processo {X(t), t ≥ 1} tal que
X(t) = exp(1/t)B (exp(−1/t)) , ∀t ≥ 1
onde {B(t), t ≥ 1} e´ um movimento Browniano padra˜o . Nestas circunstaˆncias, o processo
{X(t), t ≥ 1} e´ um processo de Wiener porque corresponde a uma transformac¸a˜o de escala de
um movimento Browniano; logo, tambe´m sera´ um processo Gaussiano. A sua func¸a˜o me´dia e´
dada por:
E[X(t)] = E [exp(1/t)B (exp(−1/t))] = exp(1/t)E [B (exp(−1/t))] = 0
e a sua func¸a˜o de autocovariaˆncia e´
CX(t, t+ s) = exp
(
1
t
+
1
t+ s
)
E
[
B
(
exp
(
−1
t
))
B
(
exp
(
− 1
t+ s
))]
= exp
(
1
t
+
1
t+ s
)
CB
(
exp
(
−1
t
)
, exp
(
− 1
t+ s
))
= exp
(
1
t
+
1
t+ s
)
×min
(
exp
(
−1
t
)
, exp
(
− 1
t+ s
))
= exp
(
1
t
+
1
t+ s
)
× exp
(
1
t
)
= exp
(
1
t+ s
)
Uma vez que CX(t, t + s) e´ func¸a˜o dos instante t e s, conclu´ımos que {X(t), t ≥ 1} na˜o e´ um
processo estaciona´rio.
Ale´m disso, porque X(t) e´ da forma g(t)×B(f(t)) com f(t) = g(−t) = exp(−1/t) nas condic¸o˜es
descritas na Proposic¸a˜o 2.2.9, podemos deduzir que {X(t), t ≥ 1 e´ um processo com paraˆmetros
infinitesimais
mX(x; t) =
− 1
t2
exp
(
1
t
)
exp
(
1
t
) x = − x
t2
e
vX(x; t) = exp
(
2
t
)
exp
(
−1
t
)
× 1
t2
=
exp(1/t)
t2
Uma vez que estes paraˆmetros infinitesimais na˜o esta˜o nas condic¸o˜es da Definic¸a˜o 2.2.9, quaisquer
que sejam as constantes positivas α e σ2 que se tomem, conclu´ımos que {X(t), t ≥ 1} na˜o e´ um
processo de Ornstein-Uhlenbeck.
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2.2.6 Ru´ıdo Branco
Definic¸a˜o 2.2.10 (Ru´ıdo Branco Gaussiano) Um processo estoca´stico {X(t), t ≥ 0} com
func¸a˜o me´dia nula e func¸a˜o de auto-covariaˆncia dada por
CX(t1, t2) = σ2δ(t2 − t1) ,
onde δ(x) e´ a func¸a˜o delta de Dirac e´ definida por δ(t) = 0 para t 6= 0 e δ(0) =∞ tal que∫ +∞
−∞
δ(t) dt = 1 ,
designamos de ru´ıdo branco Gaussiano
Consideremos o processo {X(t), t ≥ 0} definido, simbolicamente, por
X(t) = lim
ε→0+
W (t+ ε)−W (t)
ε
(2.11)
onde {W (t), t ≥ 0} e´ um movimento Browniano com µ = 0 e σ2 > 0. Nestas condic¸o˜es, o
processo {X(t), t ≥ 0} e´ um ru´ıdo branco Gaussiano pois esta´ de acordo com a Definic¸a˜o 2.2.10.
De facto5, a func¸a˜o me´dia do processo e´ dada por
E[X(t)] = lim
ε→0+
E[
W (t+ ε)−W (t)
ε
]
= lim
ε→0+
1
ε
0 = lim
ε→0+
0
= 0
pois os incrementos W (t + ε) −W (t) de um movimento Browniano teˆm distribuic¸a˜o Gaussiana
de valor me´dio igual a zero. E, para a func¸a˜o de auto-covariaˆncia temos que
CX(t1, t2) =
= lim
ε→0+
1
ε2
×E[(W (t1 + ε)−W (t1))× (W (t2 + ε)−W (t2))]
= lim
ε→0+
1
ε2
[CW (t1 + ε, t2 + ε)− CW (t1 + ε, t2)− CW (t1, t2 + ε) + CW (t1, t2)]
= lim
ε→0+
σ2
ε2
[min(t1 + ε, t2 + ε)−min(t1 + ε, t2)−min(t1, t2 + ε) + min(t1, t2)]
Assim, se t1 + ε < t2 enta˜o
CX(t1, t2) = lim
ε→0+
σ2
ε2
× [(t1 + ε)− (t1 + ε)− t1 + t1] = lim
ε→0+
σ2
ε2
× 0 = 0
5Assumimos que podemos permutar a ordem entre o limite e o operador E (de esperanc¸a).
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E, se t1 = t2,
CX(t1, t2) = lim
ε→0+
σ2
ε2
× [(t1 + ε)− t1 − t1 + t1] = lim
ε→0+
σ2
ε
=∞ .
Logo
CX(t1, t2) = σ2δ(t2 − t1).
Assim, tomando a expressa˜o (2.11), o ru´ıdo branco Gaussiano pode ser interpretado como a
derivada de um movimento Browniano. Para facilitar a sua interpretac¸a˜o, vamos denotar o ru´ıdo
branco Gaussiano por {dW (t), t ≥ 0} ou ainda {W ′(t)dt, t ≥ 0}.
Definic¸a˜o 2.2.11 (Derivada Generalizada) Seja f uma func¸a˜o com derivada cont´ınua em
(0, t). A derivada generalizada da func¸a˜o W (t), onde {W (t), t ≥ 0} e´ um movimento Browniano,
e´ dada por ∫ t
0
f(s)W ′(s)ds = f(t)W (t)−
∫ t
0
W (s)f ′(s)ds
Definic¸a˜o 2.2.12 (Integral Estoca´stico) Seja f uma func¸a˜o com derivada cont´ınua em [a, b],
com a ≥ 0. O integral estoca´stico e´ dado por∫ b
a
f(t)dW (t) = f(b)W (b)− f(a)W (a)−
∫ b
a
W (t)df(t) (2.12)
onde {W (t), t ≥ 0} e´ um movimento Browniano.
Notemos que usando (2.11) tambe´m podemos derivar a expressa˜o (2.12) para o integral es-
toca´stico. Na realidade, de (2.11) podemos escrever Vimos enta˜o∫ b
a
f(t)dW (t) = lim
ε→0+
∫ b
a
f(t)
W (t+ ε)−W (t)
ε
dt (2.13)
Assim, usando a fo´rmula
W (t+ ε)−W (t)
ε
=
d
dt
(
1
ε
∫ t+ε
t
W (s)ds
)
e por integrac¸a˜o por partes, obtemos∫ b
a
f(t)dW (t) = lim
ε→0+
{[
f(t)
1
ε
∫ t+ε
t
W (s)ds
]b
a
−
∫ b
a
f ′(t)
(
1
ε
∫ t+ε
t
W (s)ds
)
dt
}
donde, sendo W (t) uma func¸a˜o continua e pela regra de l’Hopital,
lim
ε→0+
1
ε
∫ t+ε
t
W (s)ds = lim
ε→0+
d
dε
∫ t+ε
t
W (s)ds = lim
ε→0+
W (t+ ε) =W (t)
resultando enta˜o de (2.12) a expressa˜o (2.12).
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Proposic¸a˜o 2.2.11 O integral estoca´stico e´ uma combinac¸a˜o linear de varia´veis aleato´rias gaus-
sianas seguindo tambe´m uma distribuic¸a˜o Gaussiana, de valor me´dio zero e variaˆncia σ2
∫ b
a f
2(t)dt.
Seja {X(t), t ≥ 0} um processo estoca´stico em tempo cont´ınuo, espac¸o de estados cont´ınuo e
com paraˆmetros infinitesimais mX(x; t) e vX(x; t). Prova-se que esse processo pode ser represen-
tado da seguinte forma:
X(t) = X(0) +
∫ t
0
m[X(s); s] ds+
∫ t
0
√
v[X(s); s] dB(s) ,
onde {B(t), t ≥ 0} e´ um movimento Browniano padra˜o. Assim, X(t) sera´ a soluc¸a˜o da equac¸a˜o
diferencial estoca´stica
dX(t) = m[X(t); t] dt+
√
v[X(t); t] dB(t)
Quando sujeito a` condic¸a˜o X(t) = x, a equac¸a˜o estoca´stica e´ equivale a` equac¸a˜o
dX(t) = m[x; t] dt+
√
v[x; t] dB(t)
ou, ainda,
d
dt
X(t) = m[x; t] +
√
v[x; t]
d
dt
B(t).
Cap´ıtulo 3
Uma Aplicac¸a˜o nos Seguros
3.1 Seguros: Origem e Principais Conceitos
Como os Seguros sa˜o baseados no conceito de divisa˜o de riscos, quando se abordam as suas
origens e´ habitual recorrer-se ao cla´ssico caso dos comerciantes da Babilo´nia do se´culo XIII a.C..
Os comerciantes, preocupados com o risco de perder algum camelo na travessia do deserto quando
se deslocavam para mercados vizinhos, formavam acordos nos quais quem perdesse um camelo
nestas travessias, por desaparecimento ou morte, recebia ouro pago pelos demais comerciantes.
Na verdade, sinais primitivos de preocupac¸a˜o do homem em se segurar sa˜o encontrados desde
a pre´-histo´ria. No in´ıcio dos tempos o homem era no´mada e, como tal, os riscos eram maiores.
Na˜o bastava proteger-se dos animais e das pragas bem como dos terramotos, raios, chuva ou de
outras cata´strofes semelhantes.
Com o passar dos tempos surge a vida em grupos onde o homem se comec¸a a fixar em
regio˜es que lhes proporcionam seguranc¸a e condic¸o˜es de sobreviveˆncia. Neste contexto, nasce
o mutualismo, o qual pode ser definido como um grupo de pessoas com interesse em comum
constituindo uma reserva econo´mica para dividir o risco de um acontecimento na˜o previsto. Essa
pra´tica foi proibida pela Igreja na Idade Me´dia pois, segundo o clero, so´ a vontade divina podia
minorar as desgrac¸as infortunas do homem.
O seguro mar´ıtimo pode ser considerado como um dos mais antigos e base para a realizac¸a˜o de
outros seguros. O primeiro contrato de seguro mar´ıtimo, com emissa˜o de apo´lice, foi redigido em
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italiano em 1347, em Geˆnova. Com o inceˆndio de 1667 em Londres, surge a primeira companhia de
seguros ”contra inceˆndios”, em 1684, criando assim o primeiro seguro contra inceˆndios do mundo.
A mais tradicional companhia de seguros do mundo (Lloyd’s) nasceu tambe´m em Inglaterra, em
1690, origina´ria de uma taberna e de um jornal dedicado a relatar acontecimentos mar´ıtimos.
Para definir Seguros podemos recorrer a` definic¸a˜o dada por Fenaseg, Federac¸a˜o Nacional
das Empresas de Seguros Privados e de Capitalizac¸a˜o, do Brasil, que diz que os Seguros sa˜o
operac¸o˜es que tomam forma jur´ıdica de contratos em que uma das partes (Segurador) se obriga
para com a outra (Segurado), mediante o recebimento de uma importaˆncia estipulada (Pre´mio),
a compensa´-la (Indemnizac¸a˜o1 por um preju´ızo resultante de um poss´ıvel acontecimento (Sinistro
ou Reclamac¸a˜o2) incerto (Risco) indicado no contrato.
Assim, no aˆmbito dos Seguros, temos va´rios termos ba´sicos interligados. Sa˜o eles:
Definic¸a˜o 3.1.1 (Segurador) O segurador e´ a entidade jur´ıdica, legalmente constitu´ıda, para
assumir e gerir os riscos especificados no contrato de seguro. E´ ele que emite a apo´lice e, no
caso de ocorreˆncia de sinistro e na posse do pagamento do pre´mio, sera´ o responsa´vel pela in-
demnizac¸a˜o de acordo com as coberturas contidas na apo´lice.
Definic¸a˜o 3.1.2 (Segurado) O segurado e´ a pessoa, f´ısica ou jur´ıdica, em nome de quem se
faz o seguro. O segurado transfere para a seguradora, mediante pagamento do pre´mio, o risco de
um acontecimento aleato´rio a atingir ou bem do seu interesse.
Definic¸a˜o 3.1.3 (Indemnizac¸a˜o ou Perda) A indemnizac¸a˜o corresponde ao que a Seguradora
paga ao segurado pelos preju´ızos decorrentes de um sinistro. A indemnizac¸a˜o nunca e´ superior a`
importaˆncia segurada.
Definic¸a˜o 3.1.4 (Pre´mio) O pre´mio e´ o prec¸o ou custo do seguro especificado no contrato.
O seu valor depende do prazo do seguro, resulta da aplicac¸a˜o de uma percentagem sobre a im-
portaˆncia segurada e sera´ usado para cobrir as indemnizac¸o˜es, despesas administrativas e gerar
lucro para a seguradora.
Definic¸a˜o 3.1.5 (Risco) O risco representa a probabilidade de um acontecimento inesperado
ocorrer gerando preju´ızos, necessidades econo´micas, danos materiais ou pessoais.
1Na literatura da Teoria do Risco, o termo usado e´ Perda (em ingleˆs, loss)
2Da traduc¸a˜o do ingleˆs de claim.
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Inicialmente a Teoria do Risco estava associada a unidades de riscos individuais sendo que o
comportamento de toda a carteira era deduzido como a soma dos resultados individuais. Com o
desenvolvimento no campo estoca´stico os resultados, outrora obtidos atrave´s de modelos deter-
min´ısticos, passam a ser incorporados como valores esperados nos modelos probabil´ısticos.
Em geral, a Teoria do Risco trata da ana´lise de riscos do ramo na˜o-vida (inceˆndios, cata´strofes
naturais, etc). Um dos seus principais objectivos e´ o estudo do afastamento que existe entre os
resultados financeiros e os esperados e ainda dos me´todos que evitam consequeˆncias na˜o desejadas
resultantes desse afastamento. Na Teoria do Risco e´ considerada como base de estudo uma carteira
de seguros, tambe´m conhecida por um conjunto de apo´lices, que sa˜o agrupadas de acordo com
certas caracter´ısticas. Suponhamos que N e´ o nu´mero de indemnizac¸o˜es de uma carteira e Xi
o montante individual da indemnizac¸a˜o i e ainda que as indemnizac¸o˜es sa˜o independentes entre
si com a mesma distribuic¸a˜o e independentes de N . Enta˜o, em cada per´ıodo, podemos definir
S = X1 + X2 + . . . + XN , um montante aleato´rio que conhecida as distribuic¸o˜es de X e N se
consegue obter, em geral e por aproximac¸a˜o, a sua distribuic¸a˜o.
Os Seguros recorrem a` Teoria do Risco com vista a estabelecer modelos probabil´ısticos ad-
equados a` modelac¸a˜o de indemnizac¸o˜es que possam advir da ocorreˆncia, em geral rara, de um
dado feno´meno aleato´rio e assim estabelecer o valor do pre´mio a cobrar por cada apo´lice de se-
guro. Na realidade, e´ essencial para a actividade de qualquer Seguradora estimar a perda que
uma dada carteira de cliente lhe proporcionara´. Interessara´ tambe´m modelar os valores mais
elevados (valores ma´ximos) do preju´ızo produzido pelas apo´lices que constituem a sua carteira
de seguros. Da´ı o contributo fundamental da Teoria de Valores Extremos no desenvolvimento de
modelos mais adequados([?],[6]). Na presente dissertac¸a˜o na˜o iremos abordar a modelac¸a˜o dos
valores extremos. Tradicionalmente, no aˆmbito dos Seguros, o foco reside no ca´lculo de valores
esperados de diferentes varia´veis aleato´rias de interesse.
Em termos simples e exemplificando, se uma Companhia de Seguros possui uma carteira
(conjunto) de clientes da qual recebe, por ano, uma me´dia de 50 reclamac¸o˜es, e cada reclamac¸a˜o
representa uma me´dia de 1000 euros de indemnizac¸a˜o (ou perda), a indemnizac¸a˜o total (tambe´m
chamada de indemnizac¸a˜o agregada ou perda agregada) esperada para essa carteira tera´ um valor
estimado de 50 × 1000 = 50000euros. Possuindo um total de 250 apo´lices, estima-se enta˜o que
o valor me´dio do pre´mio devera´ ser superior a (indemnizac¸a˜o total)/(nu´mero de apo´lices)= 200
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euros por apo´lice, a fim de cobrir as despesas comerciais e administrativas com a criac¸a˜o da
apo´lice e originar uma margem de lucro para a Seguradora.
Existem dois tipos de modelos de risco: o modelo de risco Individual e o modelo de risco
Colectivo. Nos modelos de risco individual estima-se o valor total de indemnizac¸o˜es utilizando a
distribuic¸a˜o do valor de indemnizac¸a˜o de cada apo´lice e a distribuic¸a˜o do nu´mero de ocorreˆncias de
cada apo´lice. No modelo de risco colectivo definem-se grupos de clientes segundo um dado crite´rio
e estima-se o valor total de indemnizac¸o˜es utilizando a distribuic¸a˜o do valor de indemnizac¸o˜es
dos grupos de apo´lices (clientes) e a distribuic¸a˜o do nu´mero de grupos de apo´lices.
Face a` dificuldade de obtenc¸a˜o das distribuic¸a˜o de probabilidade do nu´mero de indemnizac¸o˜es
e do valor de indemnizac¸o˜es de cada apo´lice individualmente, o modelo colectivo e´, geralmente,
o mais usado sendo esse o que iremos considerar. No modelo colectivo na˜o e´ necessa´rio inferir
sobre caracter´ısticas individuais das apo´lices.
Assim, de acordo com o modelo do risco colectivo, a soma dos montantes das indemnizac¸o˜es
(indemnizac¸a˜o agregada) e´ dada por
S =
N∑
i=1
Xi (3.1)
onde N representa o nu´mero aleato´rio de sinistros e Xi a severidade do sinistro i ou ainda os mon-
tantes de pagamentos individuais. E´ comum assumir-se que N segue uma distribuic¸a˜o de Poisson
ou Binomial Negativa, independente da varia´vel Xi, e a indemnizac¸a˜o agregada S seja modelada
por uma distribuic¸a˜o de Poisson composta ou por uma Binomial Negativa composta. Grande
parte da literatura em Risco Actuarial diz respeito ao estudo da distribuic¸a˜o de probabilidade da
varia´vel aleato´ria S.
O ca´lculo do valor me´dio e a variaˆncia das indemnizac¸o˜es agregadas associadas a um modelo
de risco colectivo para um per´ıodo, esta´ relacionado com as distribuic¸o˜es adoptadas para N
(tambe´m conhecida por distribuic¸a˜o de frequeˆncia) e para X (tambe´m designada por varia´vel de
severidade). Nomeadamente, temos
E[S] = E(
N∑
i=1
Xi) = E(E[S|N ]) = E(E[X]N)
= pE[N ]
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(produto entre o no esperado de indemnizac¸o˜es pelo montante esperado das indemnizac¸o˜es indi-
viduais) e
V ar[S] = E(V ar[S|N ] + V ar(E[S|N ] = E(NV ar[X]) + V ar(pN)
= E[N ]V ar(X) + p2V ar[N ]
A distribuic¸a˜o de S e´ obtida usando o Teorema da probabilidade total, ou seja
F (S) = P [S ≤ x] =
∞∑
n=0
P [S ≤ x|N = n]P [N = n]
=
∞∑
n=0
P [
n∑
i=1
Xi ≤ x]P [N = n]
Exemplo 3.1.1 Consideremos o nu´mero aleato´rio de sinistros N como sendo uma varia´vel
aleato´ria com distribuic¸a˜o de Poisson de paraˆmetro λ e seja X, a severidade do sinistro i, uma
varia´vel aleato´ria com distribuic¸a˜o exponencial de paraˆmetro unita´rio. Para o ca´lculo do valor
me´dio das indemnizac¸o˜es agregadas podemos usar a definic¸a˜o de func¸a˜o geradora de momentos
de S. Logo,
MS(r) = E[erS ] = E[EerS |N ]
= E[(MX(r))N ] = E[exp(N log(MX(r))]
= MN (log(MX(r))
da´ı que MS(r) = P1−qMX(r) e, portanto,
MX(r) =
∫ ∞
0
erxe−xdx =
∫ ∞
0
erx−xdx =
∫ ∞
0
ex(r−1)dx
= (1− r)−1, r < 1
Como MN (r) = expλ(er − 1) enta˜o MS(r) =MN (log(MX(r)) = expλ(e− log(1−r)−1) = e
λ
1−r−1 e,
como tal, usando as propriedades da func¸a˜o geradora de momentos de S no ca´lculo do seu valor
me´dio3, vem
E[S] = λeλ−1.
3E[Xn] = d
n
dtnMX(t)|t = 0.
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3.2 Processo de Difusa˜o por Saltos nos Seguros
Na a´rea das aplicac¸o˜es dos processos estoca´sticos, va´rios trabalhos de investigac¸a˜o teˆm sido
elaborados como o objectivo de modelar diversas varia´veis associadas a flutuac¸o˜es do mercado.
Em particular, encontramos diversas aplicac¸o˜es dos processos de difusa˜o nas a´reas do Actuariado
e da Gesta˜o Financeira (ver refereˆncias contidas em [7]). No campo dos Seguros, damos eˆnfase
a um trabalho recente de Jang onde e´ proposto um modelo para as perdas agregadas com taxas
de juros estoca´sticos usando um processo de difusa˜o por saltos e onde se assume que o tamanho
dos saltos segue uma mistura de duas distribuic¸o˜es exponenciais.
3.2.1 Definic¸a˜o
Definic¸a˜o 3.2.1 (Processo de difusa˜o por saltos) Diremos que um processo estoca´stico {X(t), t ≥
0} e´ um processo de difusa˜o por saltos se X(t) apresenta a seguinte estrutura
dX(t) = (b+ aX(t))dt+ σ
√
X(t) dB(t) + dC(t) ∀t ≥ 0. (3.2)
onde
• a, b e σ sa˜o constantes tais que b ≥ 0, a ∈ R e σ ≥ 0;
• {B(t), t ≥ 0} e´ movimento Browniano padra˜o;
• {C(t), t ≥ 0} e´ um processo estoca´stico com
C(t) =
N(t)∑
i=1
Y (i) (3.3)
designado por processo de saltos puros, onde N(t) representa o nu´mero de saltos ate´ ao
instante t;
• Y (i), i = 1, 2, · · · , e´ o tamanho do salto i.
Se considerarmos que Y (i) representa o montante da reclamac¸a˜o i, ou seja, o valor da i-e´sima
indemnizac¸a˜o, e N(t) o nu´mero de reclamac¸o˜es ocorridas ate´ ao instante t, vamos encontrar aquilo
que na Teoria do Risco Actuarial Cla´ssico, se designa por processo de perdas ou indemnizac¸o˜es
agregadas, a uma taxa de juro nula e assumindo um modelo de risco colectivo com Yi, i = 1, 2, · · · ,
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independentes e identicamente distribu´ıdos com func¸a˜o de distribuic¸a˜o F . Por outras palavras, o
processo de indemnizac¸o˜es agregadas e´ definido pelo processo {C(t), t ≥ 0}, com C(t) dado pela
expressa˜o 3.3, similar a (3.1).
Trivialmente, e´ evidente que o processo {X(t), t ≥ 0}, que satisfaz a equac¸a˜o diferencial
estoca´stica (3.2) com a = b = σ = 0, e´ dado por X(t) = C(t). Assim, condicionado a` escolha
desses valores a = b = σ = 0 o processo que satisfaz a equac¸a˜o (3.2) corresponde ao processo de
indemnizac¸o˜es agregadas com uma taxa de juro nula.
Se δ representar uma constante associada a` taxa de juro, temos que
M(t) =
N(t)∑
i=1
Y (i) exp(δ(t− si)), t ≥ 0, (3.4)
com si o instante em que ocorre a reclamac¸a˜o i, representa o montante de indemnizac¸a˜o agregado
acumulado ate´ ao instante t quando sujeito a essa taxa de juro (determin´ıstica). Se tomarmos o
caso particular de N(t) = N , observamos que M(t) satisfaz a equac¸a˜o diferencial estoca´stica
dM(t) = δM(t)dt
ja´ que
dM(t) =
N∑
i=1
Y (i) d(exp(δ(t− si))) =
N∑
i=1
Y (i)δ exp(δ(t− si)) dt = δM(t)dt .
No caso geral, prova-se que M(t) dado pela expressa˜o indicada em (3.4) satisfaz a equac¸a˜o
diferencial estoca´stica
dM(t) = δM(t)dt+ C(t) ,
a qual tem a estrutura de um processo de difusa˜o com salto (3.2) com b = 0, a = δ e σ = 0
Para considerar uma taxa de juro estoca´stica para o montante de indemnizac¸o˜es agregadas
acumuladas ate´ ao instante t, que denotaremos por L(t), Jang([7]) propo˜e o processo de difusa˜o
por saltos {L(t), t ≥ 0}, o qual tem uma estrutura mais gene´rica que o processo {M(t), t ≥ 0}
e satisfaz a equac¸a˜o diferencial estoca´stica
dL(t) = µL(t)dt+ σ
√
L(t)dB(t) + dC(t)
.
Esta tem a estrutura da equac¸a˜o (3.2) com b = 0 e a = µ.
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Para efeito do ca´lculo dos pre´mios de seguro, interessara´ obter os momentos de L(t). Para
obter uma expressa˜o para E[L(t)] vamos supor que as chegadas das reclamac¸o˜es N(t) proveˆm de
um processo de Poisson de taxa ρ, N(t) sa˜o independentes de Y (i), i = 1, 2, · · · .
3.2.2 A Transformada de Laplace
A transformada de Laplace e´ uma func¸a˜o usada em muitas a´reas, principalmente da Engen-
haria, como ferramenta auxiliar na resoluc¸a˜o de equac¸o˜es diferenciais. Existem duas transfor-
madas de Laplace, a Unilateral e a Bilateral. Concentraremo-nos na primeira que e´ largamente
empregue no estudo de sistemas lineares invariantes no tempo e na resoluc¸a˜o de equac¸o˜es difer-
enciais.
Definic¸a˜o 3.2.2 (Transformada de Laplace) Seja g(t) uma func¸a˜o definida para todos os
valores positivos de t. Chamamos transformada de Laplace da func¸a˜o g a` func¸a˜o G(s) =
∫ +∞
0 g(t)
e−stdt, definida para todos os valores s ∈ C para os quais este integral impro´prio seja convergente.
Observemos que G(s) = E[e−sX ], com X varia´vel aleato´ria cont´ınua e func¸a˜o densidade de
probabilidade g. A transformada conjunta de Laplace da distribuic¸a˜o do vector (X(t), ψ(t)) e´
definida por
E(e−υX(t) × e−εψ(t) | X(0)) = G(X,ψ)(υ, ε) = GX(υ)Gψ(ε)
Esta ultima igualdade so e´ va´lida se os dois processos forem independentes.
Jang ([7]) deriva a transformada conjunta de Laplace da distribuic¸a˜o do vector (X(t), ψ(t)),
onde {X(t), t ≥ 0} e´ o processo de difusa˜o por salto satisfazendo (3.2) e {ψ(t), t ≥ 0} e´ o seu
processo integrado (ou seja, ψ(t) =
∫ t
0 X(s) ds), obtendo o seguinte resultado.
Proposic¸a˜o 3.2.1 Para υ ≥ 0 e ε ≥ 0, a transformada conjunta de Laplace da distribuic¸a˜o do
vector (X(t), ψ(t)) e´ dada por
E
[
e−υX(t) × e−εψ(t) | X0
]
= exp[−k1(t)X(0)] exp
[
−ρ
∫ t
0
[1− g(k1(s))] ds
]
k
2b/σ2
2 , (3.5)
onde
• g(u) =
∫ +∞
0
e−uydF (y) e´ a transformada de Laplace da distribuic¸a˜o F ;
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• k1(t) =
υ
[(√
a2+2σ2ξ+a
)
+
(√
a2+2σ2ξ−a
)
e−
√
a2+2σ2ξ,t
]
+2ξ
(
1−e−
√
a2+2σ2ξ,t
)
σ2υ(1−e−
√
a2+2σ2ξ,t)+
√
a2+2σ2ξ−a+
(√
a2+2σ2ξ+a
)
e−
√
a2+2σ2ξ,t
• k2(t) =
2
√
a2+2σ2ξ exp
(
−
√
a2+2σ2ξ+a
2
t
)
σ2υ
(
1−e−
√
a2+2σ2ξ t
)
+
√
a2+2σ2ξ−a+
(√
a2+2σ2ξ+a
)
e−
√
a2+2σ2ξ t
Considerando a func¸a˜o de distribuic¸a˜o F , espec´ıfica para o tamanho dos saltos, dada por uma
mistura de duas exponenciais, ou seja, dada por
F (y) = β1α1e−α1y + β2α2e−α2y, α1, α2 ≥ 0, β1 + β2 = 1
enta˜o a transformada de Laplace de F sera´ dada por:
g(u) =
∫ +∞
0
g(y)e−uydt
=
∫ +∞
0
(β1α1e−α1y + β2α2e−α2y)e−uydy
= β1α1
∫ +∞
0
e−α1y−uydy + β2α2
∫ +∞
0
e−α2y−uydy
=
β1α1
α1 + u
+
β2α2
α2 + u
E
[
e−υX(t) × e−εψ(t) | X0
]
= exp[−k1(t)X(0)] exp
[
−ρ
∫ t
0
[1− g(k1(s))] ds
]
k
2b/σ2
2 , (3.6)
E
[
e−υX(t) × e−εψ(t) | X0
]
= exp[−k1(t)X0]e−ρtk22b/σ2(t)× ka3(t)× kb4(t)× kc4(t)× kd5(t) ,
onde:
• k3(t) = (
√
a2+2σ2ε−a)(α1e
√
a2+2σ2ε t+υ)+(
√
a2+2σ2ε+a)(υe
√
a2+2σ2ε t+α1)+(2ε+α1σ2υ)(e
√
a2+2σ2ε t−1)
2
√
a2+2σ2ε(α1+υ)
• k4(t) = (
√
a2+2σ2ε+a)(α1e−
√
a2+2σ2ε t+υ)+(
√
a2+2σ2ε−a)(υe−
√
a2+2σ2ε t+α1)−(2ε+α1σ2υ)(e−
√
a2+2σ2ε t−1)
2
√
a2+2σ2ε(α1+υ)
• k5(t) = (
√
a2+2σ2ε−a)(α2e
√
a2+2σ2ε t+υ)+(
√
a2+2σ2ε+a)(υe
√
a2+2σ2ε t+α2)+(2ε+α2σ2υ)(e
√
a2+2σ2ε t−1)
2
√
a2+2σ2ε(α2+υ)
• k6(t) = (
√
a2+2σ2ε+a)(α2e−
√
a2+2σ2ε t+υ)+(
√
a2+2σ2ε−a)(υe−
√
a2+2σ2ε t+α2)−(2ε+α2σ2υ)(e−
√
a2+2σ2ε t−1)
2
√
a2+2σ2ε(α2+υ)
• a = (
√
a2+2σ2ε−a+σ2ε)α1β1
α1(
√
a2+2σ2ε−a+σ2υ)+(√a2+2σ2ε+a)υ+2ε
ρ√
a2+2σ2ε
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• b = (σ2υ−
√
a2+2σ2ε−a)α1β1
(
√
a2+2σ2ε−a)υ−2ε−α1(σ2υ−
√
a2+2σ2ε−a)
ρ√
a2+2σ2ε
• c = (
√
a2+2σ2ε−a+σ2ε)α2β2
α2(
√
a2+2σ2ε−a+σ2υ)+(√a2+2σ2ε+a)υ+2ε
ρ√
a2+2σ2ε
• d = (σ2υ−
√
a2+2σ2ε+a)α2β2
(
√
a2+2σ2ε−a)υ−2ε−α2(σ2υ−
√
a2+2σ2ε−a)
ρ√
a2+2σ2ε
Na pra´tica podemos precisar de usar distribuic¸o˜es de salto que na˜o sejam soma de expo-
nenciais, mas sim distribuic¸o˜es como Pareto, Gumbel ou mesmo Fre´chet, para o caso de termos
perdas extremas ou taxas de juro extremas. Nesses casos na˜o e´ poss´ıvel obter uma expressa˜o
para a distribuic¸a˜o conjunta da transformada de Laplace do vector (X(t), ψ(t)) sendo utilizada
uma abordagem nume´rica para o ca´lculo das indemnizac¸o˜es agregadas.
3.2.3 Momentos da Distribuic¸a˜o do Processo
Vamos derivar os momentos do processo {X(t), t ≥ 0} usando a expressa˜o expl´ıcita da
transformada conjunta de Laplace da distribuic¸a˜o do vector (Xt, ψt) obtida acima.
Fixando ξ = 0 Jang provou que:
E
[
e−υX(t) | X0
]
= exp[−k1(t)X0]e−ρtk22b/σ2 × ka3(t)× kb4(t)× kc5(t)× kd6(t) ,
onde, por exemplo, vem que,
k3(t) =
(
√
a2 − a)(α1e
√
a2+υ) + (
√
a2 + a)(υe
√
a2 + α1) + (α1σ2υ)(e
√
a2 − 1)
2
√
a2
Calculado para todos os termos, derivando em ordem a υ
tomando υ = 0, vem:
E[X(t)|X(0)] = eatX(0) +
(
β1ρ
α1
+
β2ρ
α2
+ b
)
eat − 1
a
Para o calculo da variaˆncia basta obter o segundo momento de X(t) derivando a expressa˜o
anterior em ordem a υ = 0, donde se obte´m:
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V ar[X(t)|X(0)] = e
at − 1
a
(
σ2
(
eatX0 +
b
2
eat − 1
a
)
+
+
2a+ α1σ2
2
(
2aeat + α1σ2(eat − 1)
2a
+ 1)(
β1ρ
aα21
− σ
2β1ρ
a(α1σ2 + 2a)α1
) +
+
2a+ α2σ2
2
(
2aeat + α2σ2(eat − 1)
2a
+ 1)
+ (
β2ρ
aα22
− σ
2β2ρ
a(α2σ2 + 2a)α2
)
)
Assumindo que X0 = 0,b = 0 e a = µ obteremos
E[L(t)] =
(
β1ρ
α1
+
β2ρ
α2
)
eµt − 1
µ
V ar[L(t)] =
eµt − 1
µ
(
2µ+ α1σ2
2
(
2µeµt + α1σ2(eµt − 1)
2µ
+ 1
)(
β1ρ
µα21
− σ
2β1ρ
µ(α1σ2 + 2µ)α1
)
+
2µ+ α2σ2
2
(
2µeµt + α2σ2(eµt − 1)
2µ
+ 1
)(
β2ρ
µα22
− σ
2β2ρ
µ(α2σ2 + 2µ)α2
))
Podemos ainda obter a esperanc¸a e a variaˆncia dos montantes de indemnizac¸o˜es agregados
acumulados ate´ ao instante t quando sujeitos a uma taxa de juro determin´ıstica se considerarmos
σ = 0 e µ = δ. Obtemos enta˜o o processo atra´s denotado por {Mt, t ≥ 0} e
E[Mt] =
(
β1ρ
α1
+
β2ρ
α2
)
eδt − 1
δ
V ar[Mt] =
(
2β1ρ
α21
+
2β2ρ
α22
)
e2δt − 1
2δ
3.3 Resultados de uma Aplicac¸a˜o
Considerando o processo de difusa˜o por saltos {Mt, t ≥ 0} e {Lt, t ≥ 0} estudados, vamos
agora determinar o valor me´dio do montante de indemnizac¸o˜es agregadas acumuladas a uma taxa
de juro determin´ıstico (E[Mt]) e a sua variaˆncia (V ar[Mt]) assim como para uma taxa de juro
estoca´stica (E[Lt] e V ar[Lt]). Para uma ana´lise de resultados vamos fixar os paraˆmetros µ, δ, ρ
e t com os valores considerados por Jang ([7]), i.e.,
µ = δ = 0.05, ρ = 50 e t = 1
e vamos fazer variar os restantes com os valores
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• α1 = 0.1, 0.01, 0.001 α2 = 0.9, 0.09, 0.009
• β1 = 0.7, 0.5, 0.3 β2 = 1− β1
Nas Tabelas 3.1, 3.2 e 3.3 encontram-se discriminados os valores obtidos quando α1 = 0.001,
α1 = 0.01 e α1 = 0.1, respectivamente.
alpha1 alpha 2 beta1 mu=delta rho t sigma E(Lt) Var(Lt)
0,001 0,009 0,7 0,05 50 1 0 37598,8 74009164,6
0,001 0,009 0,7 0,05 50 1 0,5 37598,8 74013983,9
0,001 0,009 0,7 0,05 50 1 0,7 37598,8 74018610,5
0,001 0,009 0,7 0,05 50 1 1 37598,8 74028441,9
0,001 0,009 0,5 0,05 50 1 0 28483,9 53234662,2
0,001 0,009 0,5 0,05 50 1 0,5 28483,9 53238313,2
0,001 0,009 0,5 0,05 50 1 0,7 28483,9 53241818,2
0,001 0,009 0,5 0,05 50 1 1 28483,9 53249266,3
0,001 0,009 0,3 0,05 50 1 0 19369,1 32460159,9
0,001 0,009 0,3 0,05 50 1 0,5 19369,1 32462642,6
0,001 0,009 0,3 0,05 50 1 0,7 19369,1 32465026,0
0,001 0,009 0,3 0,05 50 1 1 19369,1 32470090,6
0,001 0,09 0,7 0,05 50 1 0 36060,7 73623537,9
0,001 0,09 0,7 0,05 50 1 0,5 36060,7 73628160,0
0,001 0,09 0,7 0,05 50 1 0,7 36060,7 73632597,3
0,001 0,09 0,7 0,05 50 1 1 36060,7 73642026,6
0,001 0,09 0,5 0,05 50 1 0 25920,4 52591951,1
0,001 0,09 0,5 0,05 50 1 0,5 25920,4 52595273,5
0,001 0,09 0,5 0,05 50 1 0,7 25920,4 52598463,0
0,001 0,09 0,5 0,05 50 1 1 25920,4 52605240,7
0,001 0,09 0,3 0,05 50 1 0 15780,1 31560364,3
0,001 0,09 0,3 0,05 50 1 0,5 15780,1 31562386,9
0,001 0,09 0,3 0,05 50 1 0,7 15780,1 31564328,7
0,001 0,09 0,3 0,05 50 1 1 15780,1 31568454,9
0,001 0,9 0,7 0,05 50 1 0 35906,9 73619681,6
0,001 0,9 0,7 0,05 50 1 0,5 35906,9 73624284,1
0,001 0,9 0,7 0,05 50 1 0,7 35906,9 73628702,4
0,001 0,9 0,7 0,05 50 1 1 35906,9 73638091,4
0,001 0,9 0,5 0,05 50 1 0 25664,0 52585524,0
0,001 0,9 0,5 0,05 50 1 0,5 25664,0 52588813,5
0,001 0,9 0,5 0,05 50 1 0,7 25664,0 52591971,5
0,001 0,9 0,5 0,05 50 1 1 25664,0 52598682,2
0,001 0,9 0,3 0,05 50 1 0 15421,2 31551366,3
0,001 0,9 0,3 0,05 50 1 0,5 15421,2 31553343,0
0,001 0,9 0,3 0,05 50 1 0,7 15421,2 31555240,6
0,001 0,9 0,3 0,05 50 1 1 15421,2 31559272,9
Figura 3.1: Tabela de valores de E[Lt] e V ar[Lt] para diferentes situac¸o˜es de α2, β1 e β2
quando α1 = 0.001
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alpha1 alpha 2 beta1 mu=delta rho t sigma E(Lt) Var(Lt)
0,01 0,009 0,7 0,05 50 1 0 5298,0 1125718,3
0,01 0,009 0,7 0,05 50 1 0,5 5298,0 1126397,4
0,01 0,009 0,7 0,05 50 1 0,7 5298,0 1127049,4
0,01 0,009 0,7 0,05 50 1 1 5298,0 1128434,7
0,01 0,009 0,5 0,05 50 1 0 5411,9 1175057,8
0,01 0,009 0,5 0,05 50 1 0,5 5411,9 1175751,5
0,01 0,009 0,5 0,05 50 1 0,7 5411,9 1176417,4
0,01 0,009 0,5 0,05 50 1 1 5411,9 1177832,6
0,01 0,009 0,3 0,05 50 1 0 5525,9 1224397,2
0,01 0,009 0,3 0,05 50 1 0,5 5525,9 1225105,5
0,01 0,009 0,3 0,05 50 1 0,7 5525,9 1225785,5
0,01 0,009 0,3 0,05 50 1 1 5525,9 1227230,4
0,01 0,09 0,7 0,05 50 1 0 3759,9 740091,6
0,01 0,09 0,7 0,05 50 1 0,5 3759,9 740573,6
0,01 0,09 0,7 0,05 50 1 0,7 3759,9 741036,2
0,01 0,09 0,7 0,05 50 1 1 3759,9 742019,4
0,01 0,09 0,5 0,05 50 1 0 2848,4 532346,6
0,01 0,09 0,5 0,05 50 1 0,5 2848,4 532711,7
0,01 0,09 0,5 0,05 50 1 0,7 2848,4 533062,2
0,01 0,09 0,5 0,05 50 1 1 2848,4 533807,0
0,01 0,09 0,3 0,05 50 1 0 1936,9 324601,6
0,01 0,09 0,3 0,05 50 1 0,5 1936,9 324849,9
0,01 0,09 0,3 0,05 50 1 0,7 1936,9 325088,2
0,01 0,09 0,3 0,05 50 1 1 1936,9 325594,7
0,01 0,9 0,7 0,05 50 1 0 3606,1 736235,4
0,01 0,9 0,7 0,05 50 1 0,5 3606,1 736697,6
0,01 0,9 0,7 0,05 50 1 0,7 3606,1 737141,3
0,01 0,9 0,7 0,05 50 1 1 3606,1 738084,2
0,01 0,9 0,5 0,05 50 1 0 2592,0 525919,5
0,01 0,9 0,5 0,05 50 1 0,5 2592,0 526251,8
0,01 0,9 0,5 0,05 50 1 0,7 2592,0 526570,7
0,01 0,9 0,5 0,05 50 1 1 2592,0 527248,5
0,01 0,9 0,3 0,05 50 1 0 1578,0 315603,6
0,01 0,9 0,3 0,05 50 1 0,5 1578,0 315805,9
0,01 0,9 0,3 0,05 50 1 0,7 1578,0 316000,1
0,01 0,9 0,3 0,05 50 1 1 1578,0 316412,7
Figura 3.2: Tabela de valores de E[Lt] e V ar[Lt] para diferentes situac¸o˜es de α2, β1 e β2
quando α1 = 0.01
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alpha1 alpha 2 beta1 mu=delta rho t sigma E(Lt) Var(Lt)
0,1 0,009 0,7 0,05 50 1 0 2067,9 396883,9
0,1 0,009 0,7 0,05 50 1 0,5 2067,9 397148,9
0,1 0,009 0,7 0,05 50 1 0,7 2067,9 397403,4
0,1 0,009 0,7 0,05 50 1 1 2067,9 397944,1
0,1 0,009 0,5 0,05 50 1 0 3104,7 654461,7
0,1 0,009 0,5 0,05 50 1 0,5 3104,7 654859,7
0,1 0,009 0,5 0,05 50 1 0,7 3104,7 655241,7
0,1 0,009 0,5 0,05 50 1 1 3104,7 656053,6
0,1 0,009 0,3 0,05 50 1 0 4141,6 912039,6
0,1 0,009 0,3 0,05 50 1 0,5 4141,6 912570,5
0,1 0,009 0,3 0,05 50 1 0,7 4141,6 913080,1
0,1 0,009 0,3 0,05 50 1 1 4141,6 914163,0
0,1 0,09 0,7 0,05 50 1 0 529,8 11257,2
0,1 0,09 0,7 0,05 50 1 0,5 529,8 11325,1
0,1 0,09 0,7 0,05 50 1 0,7 529,8 11390,3
0,1 0,09 0,7 0,05 50 1 1 529,8 11528,8
0,1 0,09 0,5 0,05 50 1 0 541,2 11750,6
0,1 0,09 0,5 0,05 50 1 0,5 541,2 11819,9
0,1 0,09 0,5 0,05 50 1 0,7 541,2 11886,5
0,1 0,09 0,5 0,05 50 1 1 541,2 12028,1
0,1 0,09 0,3 0,05 50 1 0 552,6 12244,0
0,1 0,09 0,3 0,05 50 1 0,5 552,6 12314,8
0,1 0,09 0,3 0,05 50 1 0,7 552,6 12382,8
0,1 0,09 0,3 0,05 50 1 1 552,6 12527,3
0,1 0,9 0,7 0,05 50 1 0 376,0 7400,9
0,1 0,9 0,7 0,05 50 1 0,5 376,0 7449,1
0,1 0,9 0,7 0,05 50 1 0,7 376,0 7495,4
0,1 0,9 0,7 0,05 50 1 1 376,0 7593,7
0,1 0,9 0,5 0,05 50 1 0 284,8 5323,5
0,1 0,9 0,5 0,05 50 1 0,5 284,8 5360,0
0,1 0,9 0,5 0,05 50 1 0,7 284,8 5395,0
0,1 0,9 0,5 0,05 50 1 1 284,8 5469,5
0,1 0,9 0,3 0,05 50 1 0 193,7 3246,0
0,1 0,9 0,3 0,05 50 1 0,5 193,7 3270,8
0,1 0,9 0,3 0,05 50 1 0,7 193,7 3294,7
0,1 0,9 0,3 0,05 50 1 1 193,7 3345,3
Figura 3.3: Tabela de valores de E[Lt] e V ar[Lt] para diferentes situac¸o˜es de α2, β1 e β2
quando α1 = 0.1
Pelas tabelas vemos que as companhias de seguros tera˜o o mesmo valor me´dio para os mon-
tantes das reclamac¸o˜es agregadas, se considerarmos uma taxa de juro determin´ıstico ou estoca´stico
desde que o coeficiente de difusa˜o seja igual ao coeficiente de impulso. Pore´m, a variabilidade
aumenta ligeiramente se a taxa de juro passa a ser estoca´stica.
As maiores variabilidades sa˜o encontradas quanto maior for o valor me´dio para os montantes das
reclamac¸o˜es agregadas.
Para cada valor de α1 observamos que a variabilidade dos montantes de indemnizac¸a˜o e´ menor
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quando α2 toma valor 0.9. Tal sugere que o melhor modelo para o tamanho dos saltos, no sentido
de obter a menor variabilidade, e´ quando α1 e α2 tomam o maior valor entre os treˆs propostos
para cada α.
A` medida que o α1 aumenta, a me´dia e a variabilidade do montante de indemnizac¸o˜es diminui.
Observamos tambe´m que quanto menor for o β1, menor sera´ a me´dia e a variabilidade de L(t),
sendo β1 o peso de uma das exponenciais na mistura.
Cap´ıtulo 4
Concluso˜es
Muitos dos problemas reais sa˜o modelados usando a teoria de processos estoca´sticos. Para
a realizac¸a˜o deste trabalho, comec¸a´mos por introduzir alguns conceitos ba´sicos em processos es-
toca´sticos, tais como estacionaridade, independeˆncia, incrementos e alguns exemplos cla´ssicos de
processos estoca´sticos. A partir da definic¸a˜o do movimento Browniano, ou processo de Wiener,
processo Gaussiano, Markoviano, de incrementos independentes e estaciona´rios, constru´ımos al-
guns processos derivados deste (processos de difusa˜o), a saber, movimento Browniano integrado,
movimento Browniano Geome´trico, Ponte Browniana, Processo de Ornstein-Uhlenbeck e Ru´ıdo
Branco. Conclu´ımos que tanto o movimento Browniano Integrado, a Ponte Browniana e o Pro-
cesso de Ornstein-Uhlenbeck sa˜o processos de Markov Gaussianos, sendo o movimento Brown-
iano Integrado e o movimento Browniano Geome´trico de incrementos na˜o independentes nem
estaciona´rios; por outro lado, o processo de Ornstein-Uhlenbeck apesar de ser de incrementos
independentes na˜o e´ estaciona´rio.
Para aplicac¸a˜o aos Seguros, fizemos uma breve abordagem aos conceitos de Seguros e Teoria
de Risco, entre os modelos de risco individuais e colectivos para o ca´lculo dos montantes das
indemnizac¸o˜es agregadas. Um pequeno exemplo de ca´lculo dos montantes das indemnizac¸o˜es
agregadas para o modelo de risco colectivo foi conseguido usando a func¸a˜o geradora de momentos.
Ainda, dentro da aplicac¸a˜o aos Seguros e seguindo o trabalho de Jang ([7]), modela´mos um
processo usando o processo de difusa˜o por saltos, a transformada conjunta de Laplace e uma
mistura da distribuic¸a˜o exponencial, e ainda os momentos dos montantes dos pre´mios acumulados
e agregados ate´ o instante t, considerando uma taxa de juro estoca´stica. Verifica´mos que se
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considerarmos o coeficiente de difusa˜o igual ao coeficiente de impulso, os valores me´dios dos
montantes das reclamac¸o˜es agregadas e acumuladas sao iguais e que ao maior valor me´dio dos
montantes das reclamac¸o˜es agregadas e acumuladas esta´ associada a maior variabilidade.
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