MIXED HODGE STRUCTURES ASSOCIATED TO GEOMETRIC VARIATIONS

DONU ARAPURA
In [A] , I gave a construction of a mixed Hodge structure on the cohomology of a geometric variation of Hodge structure as a subquotient of the mixed Hodge structure on the total space. I will refer to this as the naive mixed Hodge structure. The primary aim of this note is to show that Morihiko Saito's theory of mixed Hodge modules yields the same mixed Hodge structure. A secondary aim is to clarify the proof of lemma 3.13 of [A] . This is done in the appendix. My thanks to Mark de Cataldo for pointing out the need for clarification.
Mixed Hodge modules
We summarize the key results about mixed Hodge modules that we need. Further details can be found in Saito's original papers [S1, S3] , as well as [BZ, PS] . We work over C throughout.
(S1) To each variety S, there is an Abelian category M HM (S) of mixed Hodge modules. When S is smooth, an object of this category consists of a bifiltered regular holonomic D-module (M, W, F ) together with a filtered perverse sheaf (K, W ) which corresponds, after tensoring with C, to (M, W ) under Riemann-Hilbert. There are Abelian subcategories M H(S, n) p ⊂ M HS(S) of pure polarizable Hodge modules of weight n. For a point pt = Spec C, M HM (pt) coincides with the category of graded polarizable rational mixed Hodge structures, and M H(pt, n) p with the subcategory of pure polarizable Hodge structures of weight n. (S2) The forgetful functor from M HM (S) to the category of perverse sheaves extends to a functor rat : D b M HM (S) → D b constr (S) to the derived category of Q-sheaves with constructible cohomology. Note that truncation on D b M HM is compatible with the perverse t-structure [BBD] and not the usual t-structure. Author partially supported by the NSF.
(S5) Let f : X → Y be a projective morphism with relatively ample line bundle ℓ. If M ∈ M H(X, n) p , then the hard Lefschetz theorem holds:
Given a smooth variety π : U → pt and an admissible variation of mixed Hodge structure with local system L, we get a mixed Hodge structure on H i (U, L) as follows. Let M be the corresponding mixed Hodge module, then take H i−dim U (π * M) ∈ M HS(pt). We will call this Saito's mixed Hodge structure. This can be made bit more explicit following [S2] . Let E = L ⊗ O U be the corresponding vector bundle with its Gauss-Manin connection ∇ and Hodge filtration F • ⊂ E. We can choose a smooth compactification j : U → X such that D = X − U is a divisor with normal crossings. For each half open interval I of length one, there is a unique extension of (E, ∇) to a vector bundle (Ē I ,∇ I ) with a logarithmic connection on X such that the eigenvalues of the residues lie in I [De2] . SetĒ =Ē [0,1) . The de Rham complex
cit.]. The filtration F extends to a filtration F • ⊂Ē since the variation of mixed Hodge structure was assumed to be admissible. By Griffiths' tranversality, we can filter the de Rham complex by
Then
Theorem 1 (Saito) . For a suitable filtration W ,
becomes a cohomological mixed Hodge complex in the sense of [De3] .
For curves, this goes back to Steenbrink and Zucker [SZ] . The filtrations on this complex determines Saito's mixed Hodge structure in the usual way [De3, sect. 8.1]. Saito [S2] (and also [S3, sect. 3] ) first produces a mixed Hodge module
. The filtration W is rather difficult to describe in general. When (X, D) is replaced by a polydisk with its standard normal crossing divisor, W can be characterized uniquely by local conditions, which can be roughly stated as follows (see [S2, p. 355] for a more precise account):
(1) The filtration coincides with the given weight filtration (up to shift) on X − D.
(2) The associated graded Gr W Rj * L[dim X] decomposes into a sum of intersection cohomology complexes with respect to the stratification determined by D.
(3) The normalized variation maps V ar induce isomorphisms between various relative monodromy filtrations. For constant coefficients, the last condition is vacuous, and the first two force W = τ on Rj * Q. Thus the above cohomological mixed Hodge complex reduces to the one given by Deligne [De3] . Therefore: Corollary 1. Satio's mixed Hodge structure on H * (U, Q) agrees with Deligne's.
From now on let f : X → Y be a smooth projective morphism of smooth quasiprojective varieties. We recall two results Theorem 2 (Deligne [De1] ). The Leray spectral sequence
In particular E pq 2 ∼ = Gr p L H p+q (X) for the associated "Leray filtration" L.
Theorem 3 ([A]
). There exists varieties Y p and morphisms Y p → Y such that
It follows that each L p is a filtration by sub mixed Hodge structures. When combined with the earlier isomorphism, we get a mixed Hodge structure on H p (Y, R q f * Q) which we will call the naive mixed Hodge structure. On the other hand, R q f * Q carries a pure hence admissible variation of Hodge structure, so we can apply Saito's construction.
Theorem 4. The naive mixed Hodge structure on H p (Y, R q f * Q) coincides with Saito's.
Proof. Note that R i f * Q are local systems and hence perverse sheaves up to shift. More specifically,
Deligne [De1] actually proved a stronger version of the above theorem which implies that
(non canonically) in D b constr (X). By (S5) and [loc. cit.], we have the corresponding decomposition
. Note that the Leray filtration is induced by the truncation filtration
Therefore we have an isomorphism of mixed Hodge structures
where the right side is equipped with Saito's mixed Hodge structure. Under this isomorphism, L p maps to
The theorem now follows.
Appendix A. Erratum to [A] I will clarify the proof of [A, lemma 3.13] , which contained a hidden assumption about the behaviour of filtered acyclic resolutions under décalage. I will freely use the notation from [A] . To simplify terminology, assume that complexes are always bounded below, and filtrations are biregular. Given a sheaf F on a space X, let G • (F ) denote its canonical flasque resolution, constructed by Godement [G] : 
The following was already observed in [De3] .
) is a filtered acyclic resolution. (Here acyclicity is with respect direct image, and Γ in particular.)
is a filtered acyclic resolution of (F • , Dec(F • )).
Proof. The fact that Dec commutes with G • follows from exactness of G • . The rest follows from the previous corollary.
The following should be viewed as a replacement for [A, lemma 3.3] .
is a filtered acyclic resolution of (F , (S • (Y • , F )).
Proof. The fact that S • commutes with G • follows from the last part of the lemma. The rest follows from corollary 1.
Note that a filtered quasi-isomorphism ( Dec(F B) ). (This can be deduced from [De3, Prop 1.3.4] .) Thus Dec is well defined on the filtered derived category.
I will indicate the corrected proof of [A, lemma 3.13] below; referring to the original notation and giving only the modifications.
Proof of lemma 3.13. Let (I • , Σ • ) = (G • (F ), S • (X • , G • (F ))). This gives a filtered acyclic resolution of F with respect to both S(X • , F ) and Dec(S(X • , F )) by the above discussion. As in [A] , we obtain a map of filtered complexes (f * I, τ ) → (f * I, Dec(f * Σ)) = (f * I, f * (Dec(Σ))) These complexes are filtered acyclic, and the map induces a morphism Rf * (F , τ ) → Rf * (F , Dec(S(X • , F ))) in the filtered derived category of sheaves on Y . Applying RΓ yields a morphism in the filtered derived category of abelian groups, which results in a map of spectral sequences E 1 (RΓ(F , τ ) ) → E 1 (RΓ(F , Dec(S(X • , F ))))
L 2 (f, F ) → E 2 (X • , F ) as required. The vertical identifications and the proof of naturallity are the same as in [A] .
