We consider the Sherrington-Kirkpatrick model of spin glasses with ferromagnetically biased couplings. For a specific choice of the couplings mean, the resulting Gibbs measure is equivalent to the Bayesian posterior for a high-dimensional estimation problem known as 'Z2 synchronization'. Statistical physics suggests to compute the expectation with respect to this Gibbs measure (the posterior mean in the synchronization problem), by minimizing the so-called Thouless-Anderson-Palmer (TAP) free energy, instead of the mean field (MF) free energy. We prove that this identification is correct, provided the ferromagnetic bias is larger than a constant (i.e. the noise level is small enough in synchronization). Namely, we prove that the scaled ℓ2 distance between any low energy local minimizers of the TAP free energy and the mean of the Gibbs measure vanishes in the large size limit. Our proof technique is based on upper bounding the expected number of critical points of the TAP free energy using the Kac-Rice formula.
Introduction and main results
Computing expectations of a high-dimensional probability distribution is a central problem in computer science, statistics, and statistical physics. While a number of mathematical and computational techniques have been developed for this task, fundamental questions remain unanswered even for seemingly simple models.
Consider the problem of estimating a vector x ∈ {+1, −1} n from the observation Y ∈ R n×n given by
Here W is an unknown noise matrix, which is distributed according to the Gaussian orthogonal ensemble (GOE). Namely, W = W T ∈ R n×n where (W ij ) 1≤i≤j≤n are independent centered Gaussian random variables with off-diagonal entries having variance 1/n and diagonal entries having variance 2/n. (In what follows, we will write W ∼ GOE(n).) The parameter λ ∈ (0, ∞) is assumed to be known and corresponds to a signal-to-noise ratio.
This problem is known as Z 2 synchronization [Sin11] and is closely related to correlation clustering [BBC04] . It has applications to determining the orientation of a manifold [SW11] , and as a simplified model for the two-groups stochastic block model [HLL83] and for topic models [Ble12, GJM18] . Z 2 synchronization is known to undergo a phase transition at λ = 1: for λ < 1, no estimator can achieve a correlation with the true signal x which is bounded away from zero. Viceversa, for λ > 1, there exist estimators that achieve a strictly positive correlation, see e.g. [MS16, DAM16] .
In this paper, we consider the regime λ > 1 and study the optimal estimator. Notice that -even in absence of noise-the vector x can be determined from the observation Y only up to a sign. In order to resolve this ambiguity, we set as our goal to estimate the n × n matrix of relative signs X = xx
T . An estimator will be a map X : R n×n → R n×n , Y → X(Y ). We will see that the optimal X is approximately of rank one, i.e. X(Y ) ≈ m ⋆ m By the symmetry of the problem, it is reasonable to consider Bayes estimation with respect to the uniform prior 1 . Namely, we assume x ∼ Unif({+1, −1} n ), and try to minimize the matrix mean square error, defined by MMSE n (λ) = inf
Decision theory immediately implies that the minimum of MMSE n (λ) is achieved by the posterior mean,
The asymptotics of the Bayes risk lim n→∞ MMSE n (λ) was calculated in [DAM16] .
Computing the posterior expectation requires summing functions over x ∈ {+1, −1} n , an example of the high-dimensional integration problem mentioned above. While exact integration is expected to be intractable, a number methods have been developed that attempt to compute the posterior expectation approximately. Two main strategies are Markov Chain Monte Carlo (see, e.g., the surveys in [Dia09, Sin12, ADFDJ03] ) and variational inference (e.g., [WJ08, MM09, BKM17] ). Markov Chain Monte Carlo usually requires a large number of steps to get an accurate approximation. Further, despite remarkable mathematical progresses, Markov chain mixing is well understood only in simple cases.
Variational inference attempts to compute the marginals of a high-dimensional distribution by minimizing a suitable 'free energy' function. This approach is usually faster than MCMC, leading to a broad range of applications, from topic modeling [Ble12] to computer vision, and inference in graphical models [KF09] . Of course, its accuracy relies in a crucial way on the accuracy of the free energy construction. For instance, several applications make use of the so-called 'naive mean field' free energy [Ble12] . However, it was shown in [GJM18] that, for topic modeling (and even the simpler Z 2 synchronization problem), naive mean field can return wrong information about the posterior distribution. Theorem 1.3 of this paper confirms this conclusion, by showing that naive mean field does not compute the correct posterior mean for Z 2 synchronization when λ is a large enough constant.
Methods from spin glass theory [MPV87] can overcome these limitations. Consider the Gibbs measure of the Sherrington-Kirkpatrick (SK) model of spin glasses [KS78] , with ferromagnetic bias aligned with x, G β,λ (σ) = 1 Z n (β, λ) exp{β σ, Y σ /2} = 1 Z n (β, λ) exp{βλ σ, x 2 /2 + β σ, W σ /2}.
It is easy to check that the posterior distribution of x given observation Y is given by the biased SK measure with 2 β = λ p(σ|Y ) = G λ,λ (σ) ∝ exp λ σ, Y σ /2 .
Following the statistical physics terminology, we shall refer to the variables σ 1 , . . . , σ n as 'spins'. For the SK model, naive mean field is known to be a poor approximation of the actual free energy, which explains the failures mentioned above. In 1977, Thouless, Anderson and Palmer [TAP77] proposed a variational formula for the SK free energy, whose decision variables m = (m 1 , . . . , m n ) ∈ [−1, 1] n encode the expectation of the spins σ. This variational formula is known as the TAP free energy, and its first-order stationarity conditions are known as the TAP equations. The relationship between the TAP equations and the Gibbs measure has been studied in the physics and mathematics literature for the last 40 years, and still presents a number of outstanding challenges. A brief overview is presented in Section 2.
Explicitly, the TAP free energy for the SK model (4) is the function F β,λ : [−1, 1] n → R, defined by
where Q(m) = m 
The first two terms in Eq. (6) correspond to the naive mean field free energy, while the term −β 2 (1 − Q(m)) 2 /4 is known as 'Onsager's correction,' and is the main innovation introduced in [TAP77] . Indeed, heuristically, TAP free energy can be understood using Plefka's expansion [Ple82] , which provides a series expansion of the log partition function. The first three terms of the expansion correspond to F β,λ (m), and the others are expected to be negligible as n → ∞.
Statistical physics suggests an ambitious general conjecture on the role of the TAP free energy, namely, the Gibbs measure (4) is a convex combination of a number of pure states (each pure state G α β,λ is a probability measure on {+1, −1} n of the form G α β,λ (σ) ∝ G β,λ (σ) 1 σ∈Ωα ), which are in correspondence with the local minima of F β,λ . Namely, each pure state α corresponds to a local minimum m α . We refer to Section 2 for pointers to this line of work.
Understanding the geometry of the critical points of the TAP free energy F β,λ would help us elucidate the structure of the Gibbs measure G β,λ . A remarkable sequence of papers within the statistical mechanics literature [BM80, PP95, CGPM03, CLPR03, CLPR04, CLR05] computed the expected number of critical points of the TAP free energy for the SK model (λ = 0) using non-rigorous but sophisticated tools from physics. More precisely, these authors obtain the exponential growth rate of this expectation, as a function of the free energy (the value of F β,λ (m)), a quantity that is known as the 'complexity' of the spin model. In our first main result, we prove rigorously that the formula given by [CLR05] is indeed an upper bound for the expected number of critical points, in the general setting λ ≥ 0. To the best of our knowledge, a similar rigorous calculation of the complexity was only obtained so far for the p-spin spherical model, which is significantly simpler because of the spherical symmetry [AAČ13] .
In the context of the Bayesian model (5), the above picture simplifies. The model is known to be replica symmetric [DAM16] , and hence we expect the global minimum of F λ,λ to correspond to the posterior expectation. Our second main result proves this conjecture for all λ larger than a big enough constant. This implies that minimizing the TAP free energy is a viable approach to optimal estimation in the present model.
While the relevance of TAP free energy for statistical inference was pointed out several times in the past (see Section 2), this is the first rigorous result confirming this connection.
The complexity of the TAP free energy
For U ⊆ R 4 and V ⊆ (−1, 1), define the number of critical points of F β,λ with m in the region defined by U and V by
where Q, M, A, E are the functions
Note that at any point m where ∇F β,λ (m) = 0, we have from Eq. (7) that F β,λ (m) = E(m).
S(q, ϕ, a, e; µ, ν, τ, γ),
where
and
The main proof strategy of Theorem 1.1 is to calculate E[Crit n (U, V n )] using the Kac-Rice formula [AT09, Theorem 11.2.1]. This is the same strategy as pioneered by Auffinger, Ben Arous andČernỳ in [AAČ13] (building on early insights by Fyodorov [Fyo04] ) in the context of the spherical p-spin model. However, several new challenges arise. First of all, we cannot adopt [AT09, Theorem 11.2.1] directly because of a degeneracy of the conditional Hessian. We present a proof for the Kac-Rice upper bound with degeneracy in Appendix A.
We then evaluate the Kac-Rice formula to leading exponential order. As usual, the most difficult step requires to evaluate the expected determinant of the Hessian. In the spherical model, this is distributed as the determinant of a Wigner matrix, shifted by a term proportional to the identity, and an exact formula was given in [AAČ13] . A slightly more complicated calculation arises for the p-spin spherical model with biased coupling, see [AMMN18] , where the Hessian is a low-rank deformation of a Wigner matrix, shifted by a term proportional to the identity. In the present case, the Hessian is distributed as a low-rank deformation of a Wigner matrix plus a diagonal matrix, which depends on the point m ∈ [−1, +1] n . Unlike in earlier work, the bulk of the spectral distribution of the Hessian depends now on the point m (instead of m 2 ). We give an upper bound of the expected determinant of the Hessian using free probability theory in Appendix B. Finally, we use this expression to upper bound the exponential growth rate of E[Crit n (U, V n )] using Sanov's Theorem and Varadhan's Lemma in Appendix C. We refer to Section 3 for details of the proof. ] because of the singular behaviors of the TAP free energy at zero and at the boundary, which are subtle to deal with using the Kac-Rice formula. Instead, the behaviors of F β,λ near zero and near the boundary can be easily analyzed by direct arguments.
Indeed, m = 0 is always a critical point of F β,λ . In one interesting case β > 1 and λ = 0, it can be easily shown that, F β,λ is strongly convex over D η ≡ {m ∈ [−1, 1] n : Q(m) ≤ η} with high probability, so that there are no other critical points of F β,λ inside D η . In another interesting case, namely when β = λ are large enough, the critical points inside D η have high function value with high probability (see Lemma E.1), so that they are not relevant.
Near the boundary, ∇F β,λ diverges due to the entropy term. It is easy to show that there are no critical points of F β,λ within region {m : | m ∞ − 1| ≤ exp(−n 2/3 )} with high probability for sufficiently large n (see Lemma 4.4 for the proof of the case β = λ). Remark 1.2. It is interesting to specialize Theorem 1.1 to λ = 0 (the SK model with zero-mean couplings), and analytically maximize over ϕ (the value of the magnetization), which is equivalent to setting ν = ϕ = 0. Finally we replace the variable a by ∆ via a = β 2 q(1 − q) + 2q∆. This results in the reduced expression
S 0 (q, ∆, e; µ, τ, γ) = ∆ 
is then replaced by minimization over (λ CLPR , u CLPR ).
Notice that the expression of [CLPR03] involves one extra parameter (denoted by B). However, the authors set it to 0 on the basis of physical considerations motivated by the 'Plefka's criterion' [Ple82] . Remark 1.3. Still considering (for the sake of simplicity) the case λ = 0, denote by H SK (σ) = − σ, W σ /2 (where σ ∈ {+1, −1} n ) the Hamiltonian of the SK model. Substituting m = σ in Eq. (6), we obtain the following lower bound on the ground state energy:
Note that (1/n) min σ∈{−1,+1} n H SK (σ) concentrates exponentially around its expectation by Gaussian concentration [BLM13] . Using Markov's inequality and the fact that local minima of F β,0 (m) occur in the interior of [−1, +1] n (see Lemma 4.4), we get the following lower bound on the expected ground state energy
(Here S 0,⋆,β (q, ∆, e) is given by Eq. (14).) In [CGPM03] , Cavagna, Giardina, Parisi, and Mézard identify F 1RSB (β) with the 'one step replica symmetry breaking' (1RSB) formula for the free energy of the SK model. Hence, our result provides an alternative route to prove the celebrated 1RSB lower bound -first established by Guerra in [Gue03]-in the zero temperature (β = ∞) case.
Bayes estimation in Z 2 synchronization
We now return to the Z 2 synchronization model of Eq. (1). As mentioned above, the posterior distribution of x given observation Y is given (under the uniform prior) by the biased SK Gibbs measure (4) with β = λ, cf. Eq. (5). Accordingly, we fix β = λ throughout this section. Given the relation between TAP free energy and the Bayes posterior, it is natural to consider the estimator
Our next theorem provides a characterization of the landscape of the TAP free energy F λ,λ for λ a sufficiently large constant, implying in particular that x TAP (Y ) is close to the Bayes optimal estimator. More precisely, we show that any critical point m for which F λ,λ (m) is below a certain constant energy value is such that mm T ≈ X Bayes . This implies that any such mm T also asymptotically achieves the Bayes risk MMSE(λ). This result suggests that a good minimizer of F λ,λ can be computed by applying a gradient based optimization algorithm, provided the initialization has a value of F λ,λ below a constant.
There exists a constant λ 0 > 0, such that for any constant λ > λ 0 , we have C λ,n = ∅ with high probability, and
We refer to Section 4 for the proof of this theorem.
Remark 1.4. Since the TAP free energy is non-convex we do not know whether it can be optimized efficiently. However, the papers [DAM16, MV17] develop an approximate message passing (AMP) algorithm that attempts to construct the solution of the TAP equation (7). The algorithm is iterative, and proceeds as follows, with m −1 = 0:
Here v 1 (Y ) is the principal eigenvector of Y with unit norm, and c 0 (λ) is a suitable normalization (see [MV17] ). Building on earlier work by Bolthausen [Bol14] , as well as on [DAM16] , it is shown in [MV17] that the iterates m k asymptotically achieve the Bayes risk, for any λ > 1,
Together with Theorem 1.2, this result implies that the algorithm is constructing an approximation of x TAP (Y ): The TAP free energy (6) may be contrasted with the "mean field free energy"
whose stationary points satisfy the mean field equations
Notice that the mean field equations omit the Onsager correction term −λ
To clarify the importance of this correction term, we establish the following negative result for critical points m of F MF . Theorem 1.3. Denote S λ,n = {m ∈ (−1, 1) n : ∇F MF (m) = 0}. There exists a constant λ 0 > 0 and a constant ε(λ) > 0 for every λ > λ 0 , such that
The proof of this theorem is presented in Section 5.
Notations
We use boldface for vectors and matrices, e.g. X for a matrix and x for a vector. For a univariate function f : R → R and a vector x = (x 1 , x 2 , . . . , x n ) T ∈ R n , we reload the function f :
T . For example, we write
We denote B n (x, r) to be the Euclidean ball in R n centered at x ∈ R n with radius r.
Related literature
The Sherrington-Kirkpatrick (SK) model [KS78] is a mean field model of spin glasses. The asymptotics of its log-partition function lim n→∞ n −1 log Z n (β, λ) (cf. Eq. (4)) was first computed using the replica method [Par79, Par80, Par83] , and is expressed using the so-called Parisi's formula. Thouless, Anderson, and Palmer [TAP77] proposed a variational principle in terms of the TAP free energy of Eq. (6).
The relationship between the Gibbs measure (4) (and the partition function) and the TAP free energy have been studied in physics literature [BMY84, CGPM03, DDY83] . The local minimizers of the TAP free energy are interpreted as the local magnetizations of pure states. As a partial confirmation of this prediction, Talagrand [Tal10] and Chatterjee [Cha10] proved that the TAP equation holds for local magnetizations at high temperature (up to a small error term). Bolthausen [Bol14] derived an iterative algorithm for solving the TAP equations at high temperature. This is an instance of a broader class of iterative algorithms that are now known as approximate message passing (AMP), see e.g. [BM11] . At low temperature regime, Auffinger and Jagannath [AJ16] proved that the TAP equations are satisfied -approximately-by local magnetizations of pure states. Recently, Chen and Panchenko [CP17] proved that the minimum of the TAP free energy (under a suitable constraint on m) coincides indeed with the normalized log partition function n −1 log Z n (β, λ) up to an error vanishing as n → ∞.
The exponential growth rate of the expected number of critical points of the TAP free energy is also known as 'annealed complexity.' It was first computed by Bray and Moore in [BM80] using the replica method, while an alternative 'supersymmetric' approach was developed in [CGPM03] . The two methods give equivalent formal expressions, which correspond to the function S 0 of Eq. (15). These two papers however report different result for the overall complexity as a function of the free energy, which result from two different ways to set the Lagrange parameters in S 0 . This discrepancy was further investigated in [CLPR03] and [CLR05] which suggest that the specific choice should depend on the value of the free energy. This is consistent with the prescription of our Theorem 1.1.
So far, the annealed complexity function has been computed rigorously only for the spherical p-spin model [AAČ13] . For the same model, Subag [Sub17] used the second moment method to show that the typical number of critical points coincides with its expected value for energies in a certain interval. As mentioned above, the main technical challenge in extending these results to the SK model is to compute the conditional expectation of the absolute value of the determinant of the Hessian. (Let us mention that -apart from using non-rigorous methods-all of the physics derivations drop this absolute value, without justification.) Our calculation of this quantity relies on tools from free probability theory [Voi91, Bia97, CDMFF11] .
The Z 2 synchronization problem has proven a useful testing ground for comparing different approaches. The Bayes risk was computed in [DAM16] . In particular, a non-trivial correlation with the signal can only be achieved for λ > 1. The ideal threshold λ = 1 is achieved both by spectral methods [BAP05] and semidefinite programming [MS16, JMRT16] . However, neither of these approaches achieves the Bayes optimal error.
Variational methods based on free-energy have been the object of recent interest within the statistics literature. Zhang and Zhou [ZZ17] study mean field variational inference applied to the stochastic block model. They prove optimal error rates in a regime that is equivalent to the λ → ∞ regime for Z 2 synchronization. In the opposite direction, [GJM18] shows that for λ ∈ (1/2, 1), the minimizer of the mean field free energy does not approximate the Bayes posterior mean. Replacing the mean field with the TAP free energy solves this problem.
Proof of Theorem 1.1
In this section we prove Theorem 1.1. There are several key technical results that are needed in the proof. We defer the proof of those results to various appendices.
By symmetry with respect to the sign change for any coordinate
we may assume without loss of generality throughout the proof of Theorem 1.1 that x = 1. Let f n (m) = nF β,λ (m) be the scaled TAP free energy. Then f n and its gradient and Hessian are given by
Kac-Rice formula
We prove the following statement in Section A, using a version of the Kac-Rice formula.
Proposition 3.1. Fix any β > 0 and λ ≥ 0. Denote by p m (0) the Lebesgue density of g n (m) at 0. Then for any δ ≡ δ n > 0 and any
Determinant of Hessian and density of gradient
We next analyze the expectation on the right side of (29) using techniques from random matrix theory. The proof of the following result is deferred to Section B.
The quantity p m (0) in (29) may also be evaluated as follows.
Lemma 3.3.
Proof. First, we observe that
where v ∼ N (0, I n ) and Y ∼ N (0, 1/n) are independent. As a consequence, by (27),
and the form of p m (0) follows by first writing the density of g n (m) conditional on βY , and then integrating over the law of βY .
Combining Proposition 3.1, Proposition 3.2, and Lemma 3.3 above, we have the following immediate corollary.
Corollary 3.4. Fix β > 0, λ ≥ 0, and η, b ∈ (0, 1). There exist n 0 ≡ n 0 (β, λ, η, b) and
Variational upper bound
We next analyze the integral T (U, V n ) in Corollary 3.4 using large deviations techniques. Let P be the space of Borel probability measures on (−1, 1). For ρ ∈ P, define
Here, A(ρ) may equal ∞ and E(ρ) may equal −∞. For ρ ∈ P such that Q(ρ) > 0 and for y ∈ R, define the extended real-valued functional
Note that log[1/(1 − x 2 )] grows at a slower rate than arctanh(x) 2 as x → ±1, so J(ρ, y) < ∞ always, and J(ρ, y) > −∞ if and only if
2 ρ(dx) < ∞. These functionals extend the previous definitions upon identifying m ∈ (−1, 1) n with the empirical distribution of its coordinates. We establish the following upper bound in Section C.
. Let V n and T (U, V n ) be as in Corollary 3.4, let π 0 be the uniform distribution on (−1, 1), and let H( · |π 0 ) be the relative entropy to π 0 . Then
Proof of Theorem 1.1
Finally, we conclude the proof of Theorem 1.1 by analyzing the optimization problem in Proposition 3.5 over y and ρ.
Let ρ ϕ,q be the law of tanh(z) where z ∼ N (βλϕ, β 2 q). Note that
is the density function of the law ρ ϕ,q . Then
Note further that
and H(ρ|π 0 ) = log 2 +
, where f (x) is the density of ρ. We hence obtain
where the second line applies some algebra to simplify
Then, combining this with Corollary 3.4 and Proposition 3.5,
where P(q, ϕ, a, e) = {ρ ∈ P : (Q(ρ), M (ρ), A(ρ), E(ρ)) = (q, ϕ, a, e)}.
Recalling u(q, a) from (12) and introducing Lagrange multipliers for these constraints, we have
Here,
is a suitably defined exponential family density with base measure h ϕ,q (x)dx, and I as defined in (13) is the normalizing constant for this density. Thus inf ρ∈P F (ρ; µ, ν, τ, γ) = − log I with the infimum achieved at ρ = ρ µ,ν,τ,γ , and Theorem 1.1 follows.
Proof of Theorem 1.2
Throughout the proof, we write F as shorthand for F λ,λ . Let q ⋆ be the largest real solution of the equation
for G ∼ N (0, 1). Note that when λ > 1, we have q ⋆ > 0 [DAM16, Lemma 4.2]. Denote
and recall
Recall C λ,n the set of critical points of F with energy below −λ 2 /3, and define
n to be the pre-image of (Q, M, F ) at a neighborhood of (q ⋆ , ϕ ⋆ , e ⋆ ):
The following shows that ∅ = C + λ,n ⊆ Γ ε with high probability: Proposition 4.1. There exists λ 0 < ∞ such that for any λ ≥ λ 0 and ε > 0, for some constants n 0 ≡ n 0 (λ, ε) and c 0 ≡ c 0 (λ, ε), with probability at least 1 − e −c0n for all n ≥ n 0 , we have:
Proof of Proposition 4.1
Recall that in Theorem 1.1, for λ > 0, choosing β = λ, taking η, b ∈ (0, 1), and taking closed sets
The following proposition bounds the function S ⋆ (q, ϕ, a, e) for (q, ϕ) in a small neighborhood of (q ⋆ , ϕ ⋆ ). Its proof is contained in Section D.
Proposition 4.2. For any λ > 0, we have
Furthermore, there exist constants c 0 , λ 0 > 0 and a function c(λ) > 0 such that for any λ ≥ λ 0 and any
Note that for c 0 , λ 0 as above and λ ≥ λ 0 , this implies
with the supremum uniquely attained at (q ⋆ , ϕ ⋆ , a ⋆ , e ⋆ ).
The following result localizes any critical point of F satisfying Theorem 4.1 to the above neighborhood of (q ⋆ , ϕ ⋆ ). Its proof is in Section E. Proposition 4.3. Fix any positive integer k. Then there exist λ 0 , C 0 > 0 and functions c 0 (λ), n 0 (λ) > 0 such that for all λ ≥ λ 0 and n ≥ n 0 (λ), with probability at least 1 − e −c0(λ)n , any m ∈ C + λ,n also satisfies
Finally, the following elementary lemma shows that with high probability, there are no critical points with any coordinate outside the set V n in Theorem 1.1.
Lemma 4.4. There exist constants n 0 , and c 0 > 0 so that for n ≥ n 0 , with probability at least 1 − e −c0n , all points m ∈ (−1, 1) n satisfying g n (m) = 0 also satisfy
Proof. Note that when g n (m) = 0, we have
With probability at least 1 − e −c0n for n ≥ n 0 and some n 0 > 0 and c 0 > 0, we have W op ≤ 3, and hence arctanh(m) ∞ ≤ 2λ 2 + 3λ √ n. Applying tanh(x) ≤ 1 − e −2x for x ≥ 0, with probability at least 1 − e −c0n , we have
Proof of Proposition 4.1. According to Lemma 4.4 and Proposition 4.3, there exist constants λ 0 , C 0 and functions c 0 (λ), n 0 (λ) such that for λ ≥ λ 0 and n ≥ n 0 (λ), the following happens with probability at least
According to Theorem 1.1, we have lim sup
According to Proposition 4.2, for λ ≥ λ 0 with λ 0 large enough, we have
Therefore, there exists n 0 (λ, ε) large enough so that for n ≥ n 0 (λ, ε),
Accordingly, by Markov's inequality, we have
Combining the above statements concludes that C 
for n ≥ n 0 with some constant c 0 and n 0 . Accordingly, we have F (m ⋆ ) ≤ F (x) ≤ −λ 2 /2 + 3λ/2 ≤ −λ 2 /3 for λ ≥ 9 and n ≥ n 0 with probability at least 1 − e −c0n . Taking −m ⋆ in place of m ⋆ if necessary, we ensure M (m ⋆ ) ≥ 0.
Proof of Theorem 1.2
In this regime, [DAM16] showed that MMSE n (λ) converges to a limiting value which admits the following characterization.
Proposition 4.5 ([DAM16]
). Let λ > 0 be a fixed constant. Let q ⋆ be the largest nonnegative solution to the equation
The value q ⋆ is monotonically increasing in λ, with q ⋆ = 0 when λ ≤ 1 and q ⋆ ∈ (0, 1) when λ > 1. Combining Proposition 4.1 and Proposition 4.5, we immediately derive that any local minimizer of the TAP free energy asymptotically achieves the Bayes risk, and hence is close to the Bayes posterior mean.
Proof of Theorem 1.2. Note that C λ,n is compact. Hence, when C λ,n = ∅, the maximum value of mm T − X Bayes 2 F over C λ,n can be attained by some m ∈ [−1, 1] n . We denote m ⋆ ∈ R n to be the following m ⋆ = a random element within the set arg max m∈C(λ,n) mm
For this definition of m ⋆ , we have m ⋆ is independent of x conditional on Y .
By Proposition 4.1, for any constants ε, δ > 0, for sufficiently large n, with probability at least 1 − δ, we have C λ,n = ∅, and
Denoting the above good event to be E. Then we have
As m ⋆ is independent of x conditional on Y , we have
Then Proposition 4.5 implies, for all n ≥ n 0 (λ, ε, δ),
Then by the definition of m ⋆ , we have
so that (20) holds.
Proof of Theorem 1.3. Let m ⋆ be any critical point of the TAP free energy F = F λ,λ , and let m be any critical point of F MF . By the conditions 0 = ∇F (m ⋆ ) and 0 = ∇F MF (m), we have
For constants C 0 , t > 0 to be chosen later, consider the event E where
and B n (0, 1) denotes the unit ball around 0.
Then by Lemma E.2, for some constant c 0 , C 0 > 0 and for any t sufficiently large, E holds with probability at least 1 − e −c0n . Define the (random) index set
As m/ √ n ∈ B n (0, 1) and similarly for m ⋆ , we have on E that |I|/n ≥ 1
Then taking the difference of (41) and (42) and applying the lower bound tanh ′ (x) ≥ c(λ, t) for all |x| ≤ 2λ 2 + λt and a constant c(λ, t) > 0, we have
. Summing over i ∈ {1, . . . , n} and using the trivial bound m 2 ⋆,i ≤ 1 for i / ∈ I, we obtain
Suppose λ is sufficiently large such that the conclusion |Q(m ⋆ ) − q ⋆ | < q ⋆ /4 from 4.1 holds with probability 1 − δ/4. Choose t large enough such that 2C 0 /t 2 < q ⋆ /2, so |I|/n > 1 − q ⋆ /2 on the event E. Note also that with probability 1 − e −c0n for some constant c 0 > 0, we have Y op ≤ λ + 3. Then on a combined event of probability 1 − δ/2, for any critical points m ⋆ and m as above, we obtain
for some constant c(λ) > 0.
Consider now any global minimizer m ⋆ of F . Note that −m ⋆ is also a global minimizer of F , so on this combined event, we also have
On the other hand, note that
where the last inequality holds with probability at least 1 − e −n by the fact that W , xx T ∼ N (0,
Combining this with (43) and setting ε(λ) = c(λ) 2 /8, with probability at least 1 − δ, for any critical point m of F MF we obtain
A Proof of Proposition 3.1
Fix n and write as shorthand g ≡ g n and H ≡ H n . For any measurable T ⊆ (−1, 1) n , define
We wish to apply the Kac-Rice formula [AT09, Theorem 11.2.1] for E[Crit(T )]. The statement of [AT09, Theorem 11.2.1] does not directly apply in our setting, as g(m) and H(m) = ∇g(m) do not admit a joint density on R n × R n(n+1)/2 . (Conditional on H(m), the gradient g(m) is deterministic.) We will instead adapt the proof presented in [AT09] 
To prove this lemma, we apply the following result from [AT09] : Define the smoothed delta function
which integrates to 1 over R n .
Lemma A.2. Suppose g : (−1, 1) n → R n is deterministic and continuously differentiable, and T ⊂ (−1, 1) n is compact. Suppose furthermore that there are no points m ∈ T satisfying both g(m) = 0 and det ∇g(m) = 0, and also no points m ∈ ∂T satisfying g(m) = 0. Then
Proof. See [AT09, Theorem 11.2.3].
The below verifies that the conditions required for Lemma A.2 hold almost surely.
Lemma A.3. Let g ≡ g n be defined by (27), and let T ⊂ (−1, 1) n be compact with 0 / ∈ T and ∂T having Lebesgue measure 0. Then the conditions of Lemma A.2 hold with probability 1.
Proof. Let us first verify that with probability 1, no point m ∈ ∂T satisfies g(m) = 0. Fix C 0 > 0 and consider the event E = { W op < C 0 }. As T is compact and does not contain 0, it belongs to
n \ (−2δ, 2δ) n for some (n, T )-dependent quantity δ > 0. Since ∂T has Lebesgue outer measure 0, for any ε > 0 there exists a countable collection of balls {B(m i , r i ) :
where each B(m i , r i ) is the open ball of radius r i around m i . Taking ε < δ n so that r i < δ for each i, we may assume without loss of generality that each center m i belongs to K δ (because otherwise the ball has empty intersection with K 2δ and therefore with T ). On the event E, g(m) is L-Lipschitz over K δ for some (n, δ, C 0 )-dependent quantity L > 0. Hence
Observe that for each fixed m i , the vector g(m i ) has a multivariate normal distribution with covariance
Then the density of g(m i ) is bounded as ϕ i (x) ≤ (2πβ 2 δ 2 ) −n/2 , and for some C = C(β) > 0 not depending on ε, δ, we have
As ε > 0 is arbitrary, the above probability must be 0. Then
.
Next, let us verify that with probability 1, no point m ∈ T satisfies both g(m) = 0 and det H(m) = 0. Define the set S = m ∈ (−1, 1) n :
and suppose first that T ∩S = ∅. Note that for any r > 0, we may construct a maximal packing {B(m i , r/2) : i ∈ I} where m i ∈ T for each i. Namely these balls do not intersect, and no additional ball B(m, r/2) with m ∈ T may be added to the packing. Then {B(m i , r) : i ∈ I} is a finite cover of T , and a volume argument shows |I| ≤ C/r n for an n-dependent constant C > 0. As T is compact and S is closed, T is included in the set
for some (n, T )-dependent δ > 0. Fixing C 0 > 0 and defining the event E = { W op < C 0 }, we have on E that g(·) and det(H(·)) are both L-Lipschitz over m ∈ U δ for some L = L(n, δ, C 0 ) > 0. Hence
Consider a fixed index i, and let v and A be such that
for g, H as defined in (27) and (28). Since m i ∈ U δ , the conditions of Lemma A.4 below are satisfied for some quantities c 0 ≡ c 0 (n, δ, λ, β) > 0 and C 0 ≡ C 0 (n, δ, λ, β) > 0. Then we obtain, for all r sufficiently small and some C > 0 independent of r,
Applying this and |I| ≤ C/r n to the above, and taking r → 0 followed by C 0 → ∞, we obtain Lemma A.4. For any (n-dependent) quantities c 0 , C 0 > 0, there exist C ≡ C(n, c 0 , C 0 ) > 0 and ε 0 ≡ ε 0 (n, c 0 , C 0 ) > 0 such that the following holds: Let v ∈ R n , m ∈ (−1, 1) n , and A ∈ R n×n be any deterministic vectors/matrices such that A is symmetric, A op < C 0 , Am − v 2 > c 0 , and m 2 > c 0 . Let W ∼ GOE(n). Then for all ε ∈ (0, ε 0 ), P W m + v 2 < ε and | det(W + A)| < ε and W op < C 0 < Cε n+1/(3n) .
Proof. Throughout the proof, C and c > 0 denote arbitrary (n, c 0 , C 0 )-dependent constants that may change from line to line. Note that W m + v has a multivariate normal distribution with covariance
Then the density of W m + v is bounded by an n-dependent constant, so P[ W m + v 2 < ε] < Cε n . Hence it suffices to show
for any deterministic w satisfying w + v 2 < ε < ε 0 . For this, define a deterministic orthogonal matrix O ∈ R n×n such that its first column is m/ m 2 , and the span of its first two columns contains m and Am + w. Seť
Then, rotating coordinates and denoting by e i the ith standard basis vector,
Conditional on m 2W e 1 =w, the first column (and also first row) ofW +Ǎ is deterministic and given by
where the last equality holds by construction of O for some scalars α 1 , α 2 which satisfy α (1) =W (1) +Ǎ (1) and H (12) =W (12) +Ǎ (12) the lower-right (n−1)×(n−1) and (n − 2) × (n − 2) submatrices of W + A, and expanding the determinant along the first column,
For sufficiently small ε 0 , the given conditions and w + v 2 < ε 0 imply α 2 1 + α 2 2 > c. We consider two cases:
• Case 1: |α 1 | < ε 1/3 . Then α 2 2 > c for a constant c > 0. For W op ≤ C 0 and A op ≤ C 0 , we have H
(1) op ≤ 2C 0 and hence | det(H (1) )| ≤ (2C 0 ) n−1 . Combining with | det(W +Ǎ)| < ε, we have | det H (12) | < Cε 1/3 for some constant C > 0. Also, W op < C 0 and A op ≤ C 0 imply H (12) < 2C 0 . Hence
op < 2C 0 (45) for a constant C > 0 and sufficiently small ε. Writing the spectral decomposition H (12) = U ΛU T where Λ = diag(λ 1 , . . . , λ n−2 ), and applying the change of variables dH
, the joint density of ordered eigenvalues λ 1 , . . . , λ n−2 of H (12) is given by
where the integral is over the orthogonal group of dimension n − 2. This density is bounded by an n-dependent constant over the set
and the Lebesgue volume of this set is bounded by Cε 1/(3n) since at least one coordinate |λ i | is less than Cε 1/(3n) . Then the right side of (45) is at most Cε 1/(3n) for a constant C > 0.
• Case 2: |α 1 | ≥ ε 1/3 . Considering separately the events | det H (12) | < ε 1/3 and | det H (12) | ≥ ε 1/3 , and handling the first event by the argument of Case 1 above, we obtain
For the probability on the right side, let us further condition on all entries ofW exceptW 22 . We have
where const denotes a quantity that does not depend onW 22 . Then, when |α 1 | ≥ ε 1/3 and | det H (12) | ≥ ε 1/3 , the quantity det(W +Ǎ)/ε is conditionally normally distributed with variance at least 2ε −2/3 /n. This normal distribution has density upper bounded by Cε 1/3 , so
Combining these cases yields (44) as desired.
Proof of Lemma A.1.
to be a closed hyperrectangle. By Lemma A.2, Lemma A.3, Fatou's Lemma, and Fubini's Theorem,
Denoting by p m the density of g(m), we have 
Finally, we generalize the above inequality to a general Lebesgue measurable set E ⊆ V δ . This follows by standard measure theory machinery, and we sketch the proof in the following.
For any Lebesgue measurable set E ⊆ V δ , define ν 0 (E) = E[Crit(E)] and ν(E) = 1{m ∈ E}D(0, m)dm. Define T ≡ {T ⊆ V δ : T is closed hyperrectangle}. Let ν ⋆ be the outer measure generated by the set function ν : T → R, i.e. for any E ⊂ V δ ,
Note that we have shown ν 0 (T ) ≤ ν(T ) for any closed hyperrectangle T ∈ T . Then for any Lebesgue measurable set E ⊆ V δ ,
The inequality (i) is given by the definition ν 0 (E) = E[Crit(E)], the nonnegativity and additivity of Crit( · ), and the linearity of expectation. The inequality (ii) is given by ν 0 (T i ) ≤ ν(T i ) for each T i ∈ T . The equality (iii) is given by the definition ν ⋆ .
Since D(0, m) is bounded over m ∈ V δ , we have that ν is absolutely continuous with respect to Lebesgue measure, and ν ⋆ (E) = ν(E) for any Lebesgue measurable set E ⊆ V δ by a standard argument. This concludes the proof.
B Proof of Proposition 3.2
The following lemma is standard, and can be found for example in [BM11, Lemma 11].
Lemma B.1. Let W ∼ GOE(n), and x, y ∈ R n . Denote by P ⊥ x = I − xx T / x 2 2 the projection orthogonal to x. Then we have
In other words, for any continuous integrable function, we have where
and 
We expect ν m to approximate the bulk spectral distribution of Z(m) for large n [Pas72] . Denote i = √ −1 and let log denote the complex logarithm with branch cut on the negative real axis. For ε > 0, let l ε (x) = log |x − iε| = Re log(x − iε).
where λ 1 (Z), . . . , λ n (Z) are the eigenvalues of Z.
Recall L(m) as defined in (30). We prove Proposition 3.2 via the following three lemmas. We defer the proofs of the first two to Sections B.1 and B.2. 
Lemma B.3. For any β > 0 and m ∈ (−1, 1) n , there exists a constant C ≡ C(β) > 0 depending only on β such that for any ε > 0,
Lemma B.4. For any ε > 0, any t > 0, any m ∈ (−1, 1) n , and all n ≥ 1, 
The result follows from observing that l ε is differentiable, with derivative at each x ∈ R satisfying
Proof of Proposition 3.2. Taking ε = n −0.11 , we obtain from Lemmas B.2, B.3, and B.4, for some constants C, c, n 0 > 0, all n ≥ n 0 , and all t > 0,
Then, setting c n = nL(m) + Cn max(0.89,b) ,
the last line holding for sufficiently large n 0 and C 0 .
In the remainder of this section, we prove Lemmas B.2 and B.3.
B.1 Proof of Lemma B.2
We first establish an analogue of Lemma B.2 for a matrix of the form D − βW .
Lemma B.5. Fix β > 0 and a ∈ (0, 1/9), and let ε = n −a . Then there exist constants C ≡ C(β, a) > 0 and n 0 ≡ n 0 (β, a) > 0 such that for all n ≥ n 0 , the following holds: Let D ∈ R n×n be any real symmetric matrix, let H = D − βW where W ∼ GOE(n), and let ν = µ D ⊞ σ β . Then
By the results of [Pas72] , the Stieltjes transform
of the above measure ν satisfies, for each z ∈ C + , the fixed-point equation
with (d i ) i≤n denoting the eigenvalues of D. We first provide a quantitative estimate of the approximation of the spectral law of H by ν, in terms of their Stieltjes transforms at points z ∈ C + where Im z n −1/9 .
Lemma B.6. Fix β > 0, let D ∈ R n×n be any real symmetric matrix, and let H and ν be as in Lemma B.5. For z ∈ C + , denote the Stieltjes transforms of H and ν aŝ
If n ≥ 40 max(β/ Im z, 1) 9 , then
Proof. We follow the approach of [Pas05, Theorem 3.1], applying integration by parts and the Poincaré inequality. Fix z ∈ C + and denote η = Im z. Denote the resolvents of H and D as
As G D (z) is deterministic, this yields
We use integration by parts on the term
Consider indices i, j, k ∈ [n]. If j < k, then setting X as the matrix with (j, k) and (k, j) entries equal to 1 and remaining entries 0, we have
For z ∈ C + with Im z = η, we have |G H (z) ij | ≤ 1/η. Then (53) yields
Similar arguments yield the same identity when j = k. Then applying G H (z) kj = G H (z) jk and summing over j, we obtain
Denoting δ(z) =ĝ(z) − Eĝ(z) and substituting the above into (52),
Multiplying on the right by
Now multiplying on the right by
Tr, and rearranging,
Let us bound this remainder r(z). Noting (X − zI) −1 op ≤ 1/ Im z for any real-symmetric X, observing Im z + β 2 Eĝ(z) ≥ Im z, and applying | Tr X| ≤ n X op , we obtain
For II, applying these bounds and Cauchy-Schwarz,
We apply the Poincaré inequality to bound Var(ĝ(z)). For i.i.d. N (0, 1) variables ξ 1 , . . . , ξ k and f : R k → C with bounded partial derivatives,
For j < k, a computation similar to (54) yields
Combining the above,
Finally, we compare (55) with the fixed-point equation (51) satisfied by g(z) to obtain a bound on Eĝ(z) − g(z): Denoting (x) + = max(x, 0), we have
the last step applying |1 − x| ≥ (1 − |x|) + and Cauchy-Schwarz. Taking the imaginary part of (51) and rearranging,
We have
Similarly, taking imaginary parts of (55) and rearranging,
Applying √ a + b ≤ √ a + √ b and the above bounds to (58), we obtain
we verify from (57) that
Then the above implies
Proof of Lemma B.5. Denote byν the empirical spectral measure of H, and byĝ(z) its Stieltjes transform. Let t n = n( D op + β + 1). Then we have
For ε = n −a where a ∈ (0, 1/9), we may apply Lemma B.6 to get
for some (β, a)-dependent constants C, n 0 > 0 and all n ≥ n 0 . Reversing the above steps, we may write
so combining the above yields
To bound r 1 , note that since ν = µ D ⊞ σ β , we have sup{|x| : x ∈ supp(ν)} ≤ D op + 2β. Applying log |x − it n | − log t n = Re log(x − it n ) − Re log(−it n ) = Re x x − it n for somex ∈ R with |x| ≤ |x|, we obtain
A similar argument holds forν. Indeed, for all t > 0, we have
see e.g. [DS01, Theorem II.11]. Let E be the event where H op ≤ D op + 2β + 1. Then we have
Note that, by (61),
for a constant c ≡ c(β) > 0 and n ≥ n 0 (β) > 0. Then
Combining this bound with Eq. (60), we obtain |r 1 | ≤ log( D op + 1) + log n for sufficiently large n 0 and all n ≥ n 0 . Then the lemma follows from (59).
We now apply this result to establish Lemma B.2.
Proof of Lemma B.2. Fix m and denote H = D − βW , so that Z = H + ∆. Lemma B.5 gives
From (49), the operator norm of ∆ can be bounded by
and m 2 ≥ √ nη. Accordingly, we have
Note that ∆ is given in Eq. (49), which has rank at most 8. Suppose it has r + positive eigenvalues and r − negative eigenvalues, where r + + r − ≤ 8 (it is possible that r + or r − is zero). Denote the eigenvalues of
We apply the following bounds (we use the convention that, if k = 0, the set {1, 2, . . . , k} = ∅):
• For i ∈ S ≡ {1, . . . , r + } ∪ {n + 1 − r − , . . . , n} ∪ {k − r − + 1, . . . , k + r + }, we have
• The rest of the eigenvalues of Z satisfy, by Weyl's eigenvalue interlacing, 
B.2 Proof of Lemma B.3
Fix λ > 0 and m ∈ (−1, 1) n , and write as shorthand ν ≡ ν m . Lemma B.3 follows from several properties of ν and its support:
Lemma B.7. The Stieltjes transform g(z) of ν extends continuously from C + to C + ∪ R. Denoting this extension also by g(z), the measure ν admits a continuous density given by
At each z ∈ R, letting z 0 ∈ R denote the closest point where f (z 0 ) = 0, we have Proof. We note that (51) holds also for z ∈ R by continuity, where g(z) for z ∈ R is the continuous extension defined in Lemma B.7. Fix any z ≤ 0, and consider the function
defining the right side of (51). Let p 1 < . . . < p k be the distinct values among
Then F (g) is a rational function with poles p 1 , . . . , p k . The equation g = F (g) is rearranged as a polynomial equation of degree k + 1, and hence it as most k + 1 complex roots counting multiplicity. From the graph of F (g), there is at least one real root between p j and p j+1 for each j = 1, . . . , k − 1. Furthermore, when z ≤ 0, we have p 1 > 1 − Q(m) and
Then from the graph of F (g) on g ∈ (0, p 1 ), the equation g = F (g) has at least two real roots in this interval, counting multiplicity. So all k + 1 roots of g = F (g) are real, there is exactly one root in each interval (p j , p j+1 ), and exactly two roots in (0, p 1 ). In particular, g(z) is real. Then by Lemma B.7, the density of ν is 0 for all z ≤ 0, so ν is supported on [0, ∞). The upper bound d max + 2β follows from sup{|x| :
Lemma B.9. At z = 0, the Stieltjes transform g(0) is the smallest real root of (51) and satisfies
Proof. From the proof of Lemma B.8, the equation g = F (g) has exactly one root g ∈ (p j , p j+1 ) for each j = 1, . . . , k − 1 and exactly two roots g ∈ (0, p 1 ) counting multiplicity. From the graph of F , this implies F ′ (g) > 1 for each root g ∈ (p j , p j+1 ), and also the two roots g 1 ≤ g 2 in (0, p 1 ) satisfy F ′ (g 1 ) ≤ 1 and F ′ (g 2 ) ≥ 1, with F ′ (g 2 ) = 1 if and only if g 1 = g 2 . At any z < 0, since z / ∈ supp(ν), g(z) is analytic in a neighborhood of z and is given by (50). Differentiating (50) in z, we verify g ′ (z) > 0. On the other hand, differentiating (51) in z, we obtain
Thus F ′ (g(z)) < 1. This holds for all z < 0, so we must have F ′ (g(0)) ≤ 1 at z = 0 by continuity. Then g(0) is the smallest real root to g = F (g) at z = 0. Since 1 − Q(m) is one such root by (65), we have 0 < g(0) ≤ 1 − Q(m).
To prove the bound on log(x)ν(dx), we write for any T > 0
For each t ∈ (0, T ), applying (51), we have
Then −ig(it) = B ′ (t) for
We next take T → ∞, using |g(iT )| ≤ sup x (1/|x − iT |) ≤ 1/T from Eq. (50). Applying a Taylor expansion of log(x − iT ), we have
(In the first equation, we use the fact that ν has bounded support, cf. Lemma B.8, and in the second we use the definition of B, together with |g(iT )| ≤ 1/T .) Combining the above, we obtain log(x)ν(dx) = B(0). Finally, note that for F as defined in the proof of Lemma B.8, the equation g = F (g) is equivalent to 0 = R ′ (g) where
Recall that either g(0) = 1−Q(m), or g(0) < 1−Q(m) and these are the two roots of this equation 0 = R ′ (g) in (−∞, p 1 ). Since R(g) → ∞ when g → −∞, we obtain in both cases
Proof of Lemma B.3. For any x > 0,
The result follows from Lemma B.9, Lemma B.8, and the density decay condition (64) at the smallest edge of ν in the case where 0 ∈ supp(ν).
C Proof of Proposition 3.5
We equip P with the topology of weak convergence and the corresponding Borel σ-algebra. The proof applies Sanov's Theorem and Varadhan's Lemma, with modifications to handle the technicality that J(ρ, y), A(ρ), and E(ρ) are not (weakly) continuous over ρ ∈ P.
Lemma C.1.
(a) For any constants η > 0 and β > 0, there exists a constant C ≡ C(β, η) < ∞ such that J(ρ, y) ≤ C + y 2 /(4β 2 ) for all ρ ∈ P with Q(ρ) ≥ η.
Proof. For (a), we apply the inequality (c + 1)a 2 + (c −1 + 1)b 2 ≥ (a + b) 2 with c = 2, a = arctanh(x) − βλϕ + β 2 (1 − q)x − yx, and b = yx. Recalling g(x; ϕ, q, y) from Eq. (31), this yields log g(x; ϕ, q, y) ≤ log 1
By the boundedness of M (ρ) and Q(ρ) and the comparison of log 1/(1 − x 2 ) and arctanh(x) 2 as x → ±1, we see that for ϕ = M (ρ) and q = Q(ρ), the first two terms above are together upper-bounded by an η-dependent constant. Then
for a constant C ≡ C(β, η) < ∞. For (b), fix y, y 1 , y 2 , . . . ∈ R such that y i → y and ρ, ρ 1 , ρ 2 , . . . ∈ P such that ρ i → ρ weakly, Q(ρ) > 0, and Q(ρ i ) > 0 for all i. Then Q(ρ i ) → Q(ρ), so there is a lower bound η > 0 on all Q(ρ i ), as well as a finite upper bound on all y 2 i . Fix a constant α ∈ R and define f i,α (x) = max(α, log g(x; M (ρ i ), Q(ρ i ), y i )) and f α (x) = max(α, log g(x; M (ρ), Q(ρ), y)). Then f i,α and f α are uniformly bounded above and below over all i. Furthermore, there is a value δ > 0 such that f i,α (x) = f α (x) = α for all x < −1 + δ and x > 1 − δ and all i.
The left side is independent of α. As x → g(x; M (ρ), Q(ρ), y) is bounded above, the monotone convergence theorem yields for the right side lim α→−∞ f α (x)ρ(dx) = log g(x; M (ρ), Q(ρ), y) ρ(dx). Then lim sup i J(ρ i , y i ) ≤ J(ρ, y), so J is upper semi-continuous.
Lemma C.2. Fix any α ∈ (0, ∞), and suppose ρ, ρ 1 , ρ 2 , . . . ∈ P are such that ρ i → ρ weakly and
Proof. As x 2 and h(x) are continuous and bounded over (−1, 1), it suffices to show
For any δ ∈ (0, 1) such that −1 + δ and 1 − δ are continuity points of ρ, we have by weak convergence
x arctanh(x) ρ(dx).
and similarly for ρ i . As I δ x 2 ρ i (dx) → I δ x 2 ρ(dx) also by weak convergence, this yields
Taking δ → 0 yields the claim.
Proof of Proposition 3.5. Let ρ n denote the empirical measure of m 1 , . . . , m n iid ∼ π 0 , where π 0 is the uniform distribution on [−1, 1], and let Y n ∼ N (0, β 2 /n) be independent of ρ n . Then
By Sanov's Theorem, ρ n satisfies a large deviation principle (LDP) with rate n and rate function ρ → H(ρ|π 0 ). From the form of the normal density, Y n satisfies an LDP also with rate n and rate function y → y 2 /(2β 2 ). Then (ρ n , Y n ) satisfies the LDP with rate function R(ρ, y) = H(ρ|π 0 ) + y 2 /(2β 2 ), and in particular, for any closed S prod ⊆ P × R we have lim sup
We now follow an argument similar to Varadhan's Lemma, see e.g. [DZ10, Lemma 4.3.6]. Note that
Note that Ψ(α) is compact, by compactness of sub-level sets of H( · |π 0 ). We claim that Ξ(α) is closed: Suppose (ρ, y), (ρ 1 , y 1 ), (ρ 2 , y 2 ), . . . ∈ P × R are such that (ρ i , y i ) → (ρ, y) and (ρ i , y i ) ∈ Ξ(α) for all i. Then M (ρ i ) → M (ρ) and Q(ρ i ) → Q(ρ) by weak convergence. In particular Q(ρ) ≥ η, so J is well-defined at ρ and J(ρ, y) ≥ lim sup i J(ρ i , y i ) ≥ −α by the upper semi-continuity established in Lemma C.1(b). Applying (a − b) 2 ≥ (a 2 /2) − b 2 and log 1/(1 − x 2 ) ≤ arctanh(x) 2 /(8β 2 ) + c for a constant c ≡ c(β) < ∞, we have log g(x; ϕ, q, y) ≤ c + arctanh(x)
Since y i → y < ∞, the above bound and the conditions J(
2 ρ(dx) ≤ κ for all i and some κ < ∞. Then Lemma C.2 implies A(ρ i ) → A(ρ) and E(ρ i ) → E(ρ). As U is closed, this implies (Q(ρ), M (ρ), A(ρ), E(ρ)) ∈ U , so Ξ(α) is closed as desired. Now fix δ > 0. By semi-continuity of R and J and finiteness of these functionals on Ψ(α) ∩ Ξ(α), for each (ρ, y) ∈ Ψ(α) ∩ Ξ(α) there exists an open neighborhood O ρ,y ⊂ P × R such that Q is strictly positive on O ρ,y and inf
By compactness of Ψ(α) ∩ Ξ(α), we may take a finite collection (ρ 1 , y 1 ), . . . ,
Clearly R 1 ≤ −α. Applying (67) and (68),
By Holder's inequality, for any κ > 1,
Note that O is open, so Ξ(α) \ O is closed, and R(ρ, y) > α outside O. Then again applying (67) and Lemma C.1(a), for κ ∈ (1, 2) and some C ≡ C(β, η) < ∞,
Choosing κ = 3/2 and combining with (66), we obtain lim sup
Taking δ → 0 and α → ∞ concludes the proof.
D Proof of Proposition 4.2
Denote ξ ∼ N (λ 2 ϕ ⋆ , λ 2 q ⋆ ). Note that ϕ ⋆ = q ⋆ implies E{f (−ξ)} = E{e −2ξ f (ξ)} whence E{tanh(ξ) 2 } = E{tanh(ξ)}. Applying Gaussian integration by parts, we may verify from (38) and (33) that
Then S(q ⋆ , ϕ ⋆ , a ⋆ , e ⋆ ; µ, ν, τ, γ) is a convex function of (µ, ν, τ, γ), with derivative with respect to (µ, ν, τ, γ) equal to 0 at (µ, ν, τ, γ) = 0. Thus S ⋆ (q ⋆ , ϕ ⋆ , a ⋆ , e ⋆ ) = 0 follows. In the remainder of this section, we establish Eq. (35). Note that q ⋆ → 1 as λ → ∞ (see, e.g. [DAM16, Lemma 3.2]). Throughout the proof, we assume λ 0 is large enough such that the conditions of the proposition guarantee (q, ϕ) ∈ [1/(1 + ε), 1] 2 for ε ≡ 0.01. Denote S + (q, ϕ, a) = 1 4λ 2 q 2 [a − λ 2 ϕ 2 − λ 2 (1 − q)q] 2 , and S − (q, ϕ, a, e; µ, ν, τ, γ) = −qµ − ϕν − aτ − [u(q, a) − e]γ + log I, so that S = S + + S − and S ⋆ (q, ϕ, a, e) = S + (q, ϕ, a) + inf µ,ν,τ,γ S − (q, ϕ, a, e; µ, ν, τ, γ).
Denote Q(x) = tanh 2 x, M (x) = tanh x, A(x) = x tanh x, and U (x) = log[2 cosh(x)].
Step 1. Upper bound S + . Noting a ⋆ = λ 2 ϕ 2 ⋆ + λ 2 q ⋆ (1 − q ⋆ ), we have
By the inequality (x 1 + x 2 + x 3 ) 2 ≤ (1 + ε) 2 x 2 1 + (2 + 2/ε) 2 x 2 2 + (2 + 2/ε) 2 x 2 3 , and the conditions q, ϕ ∈ [1/(1 + ε), 1] and ε = 0.01, we have 
To bound E[e τ (A−EA) ], note that A(x) = x tanh(x) is L a -Lipschitz. Indeed, simple calculus shows that sup t A ′ (t) = A ′ (A −1 (1)) = A −1 (1), whence L a = A −1 (1) ≤ 1.2. Applying Gaussian concentration of measure, see e.g. [BLM13, Theorem 5.5], we have
Similarly, to bound E[e γ(U−EU) ], note U (x) = log[2 cosh(x)] is 1-Lipschitz. Hence we have
Step 3. Upper bound S − . Set α = 1 + ε and κ = (3 + 3ε)/ε, where ε = 0.01 as above. By Holder's inequality 2 /10 to be determined, and we take τ, µ, ν, γ to be
Then, as long as
we have |µ|, |ν| ≤ 1/(2κ), and according to Eq. 
where {g i } i∈ [n] i.i.d.
∼ N (0, I n ) and B n (0, 1) is the n-dimensional unit ball centered at 0.
Proof. Let N (ε) = {v 1 , . . . , v |N (ε)| } be an ε-net of B n (0, 1), with |N (ε)| ≤ (3/ε) n . That is, for any v ∈ B n (0, 1), there exists v ⋆ ∈ N (ε), such that v − v ⋆ 2 ≤ ε. Then, for any u ∈ B n (0, 1), there exists a sequence {u j } j≥0 ⊆ N (ε), such that u = ∞ j=0 ε j u j . As a consequence, for any vector g, we have
and hence sup u∈B n (0,1)
We fix ε = 1/3 throughout the proof. First, we show that for any χ ≥ 4 and δ ≤ 1, we have (for ε = 1/3) P sup
1{| g i , u | ≥ χ} ≥ 16/(δχ 2 ) ≤ exp{−n/δ}.
For a fixed u with u 2 = 1, applying the Chernoff-Hoeffding inequality and denoting φ(χ) = P(|G| ≥ χ) for G ∼ N (0, 1), we have for all t > φ(χ)
1{| g i , u | ≥ χ} ≥ t ≤ exp{−nD kl (t φ(χ))}, where for a, b ∈ (0, 1), we define D kl (a b) = a log(a/b) + (1 − a) log((1 − a)/(1 − b)) to be the relative entropy of Bernoulli distribution with parameters a and b. Taking union bound over u ∈ N (ε) and applying φ(χ) ≥ φ(χ/ u 2 ),
exp{−nD kl (t φ(χ/ u 2 ))} ≤ exp{n[−D kl (t φ(χ)) + log(3/ε)]}.
Applying ε = 1/3 and φ(χ) ≤ 2 exp{−χ 2 /2}, we have −D kl (t φ(χ)) + log(3/ε) = t log(φ(χ)) − t log t + (1 − t) log[1 + (t − φ(χ))/(1 − t)] + log 9 ≤ t log(φ(χ)) − t log t + (t − φ(χ)) + log 9
≤ t(2 − χ 2 /2) + 3. Now take t = 16/(δχ 2 ) ≥ φ(χ) for χ ≥ 4 and δ ≤ 1. Then −D kl (t φ(χ)) + log(3/ε) ≤ −1/δ. This proves Eq. (84). Applying Eq. (84) with χ j = λ/[2(2ε) j ] (requiring λ ≥ 8 so that χ j ≥ 4) and δ j = (2ε) j ≤ 1 for j ≥ 0, we have P sup
Finally, taking a union bound over j ≥ 0 and applying ∼ N (0, 1/n). Note for any m ∈ (−1, 1) n , we have m − 1 2 / √ n ≤ 2. According to Lemma E.2, there exist constants C 0 , c 0 , λ 0 , and n 0 such that for any n ≥ n 0 and λ ≥ λ 0 , we have 
Moreover, by a simple Chernoff bound, we have (denoting φ(λ) = P(|G| ≥ λ) ≤ 2 exp{−λ 2 /2} for G ∼ N (0, 1))
[G1] i | ≥ 0.001λ} ≥ 3φ(0.001λ) ≤ exp{−nφ(0.001λ)},
