Geometric modeling of biomolecules plays an essential role in the conceptualization of biolmolecular structure, function, dynamics, and transport. Qualitatively, geometric modeling offers a basis for molecular visualization, which is crucial for the understanding of molecular structure and interactions. Quantitatively, geometric modeling bridges the gap between molecular information, such as that from X-ray, NMR, and cryoelectron microscopy, and theoretical/mathematical models, such as molecular dynamics, the Poisson-Boltzmann equation, and the Nernst-Planck equation. In this work, we present a family of variational multiscale geometric models for macromolecular systems. Our models are able to combine multiresolution geometric modeling with multiscale electrostatic modeling in a unified variational framework. We discuss a suite of techniques for molecular surface generation, molecular surface meshing, molecular volumetric meshing, and the estimation of Hadwiger's functionals. Emphasis is given to the multiresolution representations of biomolecules and the associated multiscale electrostatic analyses as well as multiresolution curvature characterizations. The resulting fine resolution representations of a biomolecular system enable the detailed analysis of solvent-solute interaction, and ion channel dynamics, whereas our coarse resolution representations highlight the compatibility of protein-ligand bindings and possibility of protein-protein interactions.
Introduction
In the past two decades, an enormous amount of experimental data collected from biological systems has paved the way for the transition from the traditional qualitative description to quantitative analysis in biomolecular sciences. A fundamental ingredient of quantitative biology is geometric modeling. Aided by increasingly powerful high performance computers, geometric modeling has become an essential apparatus not only for the visualization of biological data, but also filling the gap between structural information and theoretical models of biological systems. [1, 2] Especially, the annotation of biomolecular surfaces together with physical features, such as electrostatics and lipophilicity, contributes tremendously to the molecular recognition in protein-protein interaction and rational drug design. The definition of molecular surfaces is of essential importance in geometric modeling. One of the first visualization models is the Corey-Pauling-Koltun (CPK) model proposed in 1953, [3, 4] in which the atoms of a molecule are represented as space-filling three-dimensional (3D) spheres with van der Waals radii. Unlike the cumbersome atomic and molecular orbital models, which are based on quantum mechanical theory of atoms and molecules, the space-filling surface representations are much simpler. Therefore, they have been widely applied to molecular biosciences. Another simplified model for macromolecules is the backbone model, [5] which depicts helices and strands as flat or coiled ribbons, and only retains the sequence of C a atoms. This model is suitable for illustrating the biomolecular structural constitutions. In many situations, the visualization of macromolecular surfaces is of crucial interest. For example, the visualization of electrostatic potentials on protein surfaces sheds light on biomolecular structure, function, and interaction, including ligand-receptor binding sites, protein specification, drug effect, macromolecular assembly, protein-nucleic acid and protein-protein interactions, and enzymatic mechanism. [6] [7] [8] In the past, several molecular surface models have been developed. Among them, the van der Waals surface (vdWS) is straightforward and is defined as the parts of the atomic surfaces that form the geometric boundary of the CPK model. Another commonly used surface representation is the solvent accessible surface (SAS) defined as the trajectory of the center of a probe sphere moving around the vdWS. [9] It is known that both vdWs and SASs are nonsmooth at intersection areas where two or more atoms join together. To remove these nonsmooth regions, the solvent excluded surface (SES), also known as the Connolly surface [10] or molecular surface, was introduced. [11] The SES is created by tracing the inward moving surface of a probe sphere rolling around the vdWS. Basically, it has two major parts, the contact areas formed by the subsets of the vdWs surface and the re-entrant surfaces, which contain toroidal patches and concave spherical triangles. Connolly developed the dot surface representation for vector-type display and derived analytical expressions for the re-entrant surface. [10] The SES is very popular and has been applied to protein-protein interactions, [12] protein folding, [13] protein surface topography, [14] DNA binding and bending, [15] macromolecular docking, [16] enzyme catalysis, [17] drug classification, [18] and solvation energies. [19] The SES model is also used in implicit solvent theories, [20, 21] molecular dynamics, [22] and ion channel transport. [21, 23, 24] Computationally, efficient algorithms for computing SES are developed or introduced, such as alpha-shapes, [25] and marching tetrahedra. [26] All the aforementioned surface models admit geometric singularities, namely, cusps, sharp corners, and self-intersections, [10, [27] [28] [29] which tend to induce instability in numerical simulations and require advanced mesh generation algorithms. Additionally, geometric singularities hinder the curvature estimation of any given molecular surface. To avoid the geometric singularities, the molecular skinning surfaces use only spherical and hyperboloid patches, resulting in continuous normal vector fields on the whole surface. [30] Another class of smooth surface models are molecular Gaussian surfaces. [1, 31] They represent atoms by Gaussian functions and the surface is defined as a level set function. Gaussian surfaces might not be completely smooth and require further treatments in geometric modeling. [1, 32] Spherical harmonic expansion has been used in molecular surface generation. [33] Through truncation on different numbers of harmonic polynomial series, it attains a multiresolution description of the molecular surface. From the physical point of view, molecule models should be a continuous representation of their electron density distribution. Thus molecular surfaces are associated with isocontours extracted from these electron density distribution. The electron density isosurfaces [34] and molecular faces [35] belong to this category. These surfaces are based on quantum mechanical principles and thus may be expensive to construct. Another issue is that the electron density distributions of molecule vary with the molecule's interacting environment.
One of the first curvature-driven partial differential equations (PDEs) was proposed for biomolecular surface formation in 2005. [36] In this approach, atomic coordinates and radii are incorporated in a hypersurface function to define curvaturecontrolled surfaces via geometric flows. The surface is obtained by extracting a certain isovalue from the steady state and is free from geometric singularities. With the consideration of the surface energy minimization, the variational formulations of biomolecular surfaces were introduced in 2006. [37, 38] A surface energy functional is constructed in this approach, and a mean curvature flow equation can be derived from the variational principle for biomolecular surface evolution and formation. The surface generated from this approach is called the minimal molecular surface (MMS) and has been applied to many small compounds and proteins. [37] [38] [39] Surface generation using the PDE transform was introduced recently. [32] In chemical and biological systems, molecules function in aqueous environments and the solvation process is of paramount importance. To take into account the nonpolar solvation effects, a variational solvation model was proposed [40] and validated with experimental data of tens of compounds. The solvation of most biomolecules involves electrostatic interactions and thus a full solvation model involving polar solvation effects is required. Differential geometry-based solvation models were proposed. [41] [42] [43] [44] A series of variational multiscale models has been introduced [41, 45] for the structure, function, and dynamics of biomolecular systems, including ion channels, viral infection, proteinprotein interaction, and protein-ligand interaction. In these models, the total energy functional is built for systems that are either at equilibrium or far from equilibrium. Using the variational principle, coupled systems of governing equations are derived and biomolecular surfaces can be obtained from the surface evolution equation [i.e., the generalized Laplace-Beltrami (LB) equation]. Unlike the MMS, which can be viewed as a geometric (curvature) driven surface, the formation of the biomolecular surface in variational multiscale models is driven by both geometric and potential effects. Surface evolution and formation can be carried out in either the Eulerian representation or Lagrangian representation. Both representations are important due to their respective advantages in certain theoretical models and computations. Computationally, the Eulerian representation is desirable for finite difference type of settings, in which each node of the volumetric Cartesian grid is associated with a particular value. The Lagrangian representation is typically associated with finite element and boundary element approaches. Triangle meshes is usually used for the surface mesh. Very often, these two representations are interconvertible and the structural information in one representation can be transformed into another. [43] In our recent work, we have presented mathematical models and computational techniques for geometric modeling in the Eulerian representation. [46] An emphasis was about the processing and treatment of cryo-electron microscopy data. Techniques for extracting biomolecular surface features, namely, electrostatic maps, curvatures, concave regions, and convex regions, have been proposed. [46] With a given surface, the surface meshing and volumetric meshing [47, 48] are important tasks as in the continuum mechanical analysis. [49] [50] [51] Many elegant methods have been developed, including the probabilistic methods for centroidal Voronoi tessellations, [52, 53] the optimal Delaunay triangulation and graph cut-based variational surface reconstruction, [54] and other surface remeshing enhancement methods and technologies, [47, [55] [56] [57] [58] to generate high-quality triangle surface meshes that are low-noise, low-memory cost, near 60 for majority of element angles and aligned with the physical features. Feature-preserving methods for biomolecular surface meshing were proposed. [1, 2] The Delaunay triangulation implemented in TetGen [59] was used for volumetric meshing. [1, 60] Trace technique and triangulated manifold meshing method were also used for molecular surface mesh generation. [61, 62] The Hadwiger integrals, namely, volume, area, mean curvature, and Gaussian curvature are also important geometric quantities in the Minkowski functional space. Curvature of a surface is a measure of how much it deviates from being flat. [63] Curvature has been used to analyze the stereospecificity of biomolecular surfaces [64] and membrane bending energy.
In general, curvatures are useful geometric descriptors for shape characterization. [60] The objective of the present work is to present theoretical models and computational algorithms for the geometric modeling of macromolecules in the Lagrangian representation. We present a family of differential geometry-based surfaces obtained from a variational multiscale framework. These surfaces differ in their detailed considerations of physical, chemical, and biological interactions. Total free energy functionals are constructed to put microscopic descriptions of biomolecules and continuum descriptions of solvent on an equal footing. By using the variational principle, governing equations for different components are derived. We illustrate the construction of multiresolution biomolecular surfaces from our variational multiscale paradigm. The selection of appropriate resolutions highlights desirable chemical and biological features. Techniques for surface extraction and finite element meshing are discussed. Biomolecular surfaces are further characterized by various Minkowski measures, including volume, area, mean curvature, and Gaussian curvature, which are potentially important to protein-protein interaction, protein-ligand binding, and protein-DNA/RNA specification.
This article is organized as follows. Section Theory and Models is devoted to the theory and formulation of variational multiscale models for macromolecular systems. We first briefly review the variational derivation of the mean curvature model which generates the MMS. This variational approach is extended to including nonpolar and polar interactions. A density functional approach for ionic species is also discussed. Coupled governing equations are derived to describe multiresolution surfaces and associated electrostatic maps. In section Algorithms and Techniques, the realization of our multiscale and multiresolution representations is demonstrated. Numerical algorithms and computational methods for surface meshing and volumetric mesh generation are presented. Techniques for the estimation of various curvatures, such as Gaussian, mean, maximum principal, and minimum principal curvatures, are provided. To illustrate these methods and algorithms, we carry out extensive numerical experiments in Section Numerical Experiments. This article ends with a conclusion.
Theory and Models
In this section, we discuss the differential geometry-based multiscale surface generation. The MMS is constructed by using the variational principle applied to a surface free energy functional. When the nonpolar energy is considered, surface formation is governed by geometric and potential driven flows. For a more realistic solvation process, multiscale models of the biomolecular system at equilibrium or nonequilibrium state are developed. Generalized LB, generalized Poisson-Boltzmann (PB), and generalized Nernst-Planck equations are derived to describe the surface evolution, electrostatic potential distribution, and charged species concentrations, respectively.
Minimal molecular surface
Minimal surfaces, such as the shapes of soap bubble films and of tensile membranes in architecture, are omnipresent in nature and man-made materials, as the result of surface free energy minimization to reach a stable equilibrium. Based on the energy minimization principle, the MMS is introduced to remove geometric singularities in traditional molecular surfaces, that is, vdW surface, SAS, and SES. Numerically, geometric singularities cause the computational instability. Physically, geometric singularities do not exist in biomolecular systems as atomic or molecular electron densities overlap.
In our variational models, a hypersurface function S r ð Þ is defined to describe the biomolecular surface. It is convenient to set S r ð Þ51 for the region inside the macromolecule and S r ð Þ50 for the solvent domain. Under the action of the LB flow described below, the hypersurface function S r ð Þ will gradually become continuous and carry the geometric shape of the biomolecule. The final MMS is obtained by isosurface extraction from S r ð Þ. We define c as the surface tension and Area as the enclosed area of the biomolecular surface. The computational domain is represented by X 2 R 3 . The surface free energy can be expressed as [41] G surface 5gArea 5g
where coarea formula from the geometric measure theory [65] has been used to describe the surface area as a volume integral. The energy minimization process can be done through the Euler-Lagrange equation. By introducing an artificial time t, a generalized LB equation is obtained, [38, [41] [42] [43] oS ot 5jrSj r Á g rS jrSj ! ;
where S5S r; t ð Þ depends on the artificial time t. The MMS can be extracted from the steady-state solution under the constraint that the surface encloses vdWS. [38] Surfaces derived from nonpolar solvation analysis
The solvation process is of fundamental importance to the quantitative description and analyses of biomolecular systems, because almost all important biological processes, such as DNA replication, transcription and translation, protein folding, protein-protein interaction, and protein-ligand binding, occur in aqueous environment. Solvation free energy, which can be measured experimentally, is the major physical observable for a solvation process. Typically, solvation free energy consists of two parts, the polar contribution and the nonpolar contribution. The nonpolar energy can be further divided into three components, including surface energy, energy for creating a solute cavity in the solvent, and solvent-solute interaction. [66] [67] [68] [69] FULL PAPER
where c is the same surface tension as we aforementioned, "Area" and "Vol" are, respectively, the solute surface area and volume, p is the hydrodynamic pressure, and U denotes the solvent-solute nonelectrostatic interactions. The integration is over the solvent domain X s . Usually, the solvent has multiple species. Therefore, the solvent-solute interaction potential U can be rewritten as the summation of all the interactions between the solvent species and the solute molecule,
where q a is the density of the ath solvent component, and U a is the interaction potential of the ath component of the solvent. In the aqueous environment, each solvent species interacts with solute and other solvent species. Especially for charged ions, they can form ion-water clusters and constantly influence each other. To take the general correlations into account, the interaction potential is further elaborated as
where U aj is the interaction potential between the jth atom of the solute and the ath component of the solvent, and U ab is the interaction potential between the ath and the bth components of the solvent. In principle, U a can take any desirable form. In the past, the Lennard-Jones potential was used to approximate the solvent-solute nonelectrostatic interactions. [42, 43] The solvent-solvent interaction can be represented by the van der Waals potential as well. The potential U ab r ð Þ can be expressed in an integral form,
where E ab is the well-depth parameter, and r a and r b are the radii of the ath and bth solvent component.
Using the hypersurface function S defined in the previous section, the nonpolar energy can be expressed as
Note that the term 12S r ð Þ is the indicator function of the solvent domain. By means of the Euler-Lagrange equation, we have
With an artificial time, the above condition can be turned into the following generalized LB equation [38, [41] [42] [43] oS ot 5jrSj r Á g rS jrSj 2p1U
The surface for nonpolar solvation models can be obtained by extracting a certain isovalue from the steady-state solution of the above generalized LB equation.
Surfaces derived from full solvation analysis
In most situations, the solvation process involves also a polar contribution due to the electrostatic interactions. In the equilibrium state, the polar energy can be estimated based on the PB theory. Since Sharp and Honing introduced the variational formulation of PB theory in 1990, [70] several similar approaches have been discussed in the literature. [41, 71, 72] The total polar solvation energy can be written as an integral equation. In this work, we modify the Boltzmann distribution of the ath solvent species as
where k B is the Boltzmann constant, T is the temperature, q a0 and q a , respectively, denote the reference bulk concentration and the concentration distribution of the ath solvent species, U is the electrostatic potential, and q a denotes the charge valence of the ath solvent species, which is zero for an uncharged solvent component. The new term l a0 is a relative reference chemical potential which reflects the difference in the equilibrium concentrations of different solvent species, that is, q a 6 ¼ q b , given that q a0 5q b0 . In section Surfaces derived from charge transport analysis, it can be seen that Boltzmann distribution (10) occurs naturally as an equilibrium condition. Here, U a is the interaction potential of the ath component of the solvent as described in the section Surfaces derived from nonpolar solvation analysis.
With the new Boltzmann distribution formulation, the total polar energy functional can be represented as,
where U is the electrostatic potential, E s and E m are the dielectric constants of the solvent and solute, respectively, and q m represents the fixed charge density of the solute. Specifically, one has the form of q m 5 X j Q j d r2r j À Á , with Q j denoting the partial charge of the jth atom in the solute.
The total solvation energy functional is the combination of polar energy (11) and nonpolar energy (7), 
We emphasize that the interactions 12S ð ÞU are not omitted here, but embedded in Boltzmann distribution. If we assume FULL PAPER WWW.C-CHEM.ORG k B T >> q a U1U a 2l a0 , the Boltzmann term can be approximated by
Therefore, the interactions have already been accounted for in our modified Boltzmann distribution. However, the decomposition of the total solvation energy into the polar and nonpolar parts is by no means unique. The interactions will influence the concentration distributions, especially for the charged species. [41, 42] Once the total energy functional in Eq. (12) has been determined, the variational principle is applied to derive governing equations,
Equations (14) and (15) are obtained by the minimization of the total solvation free energy functional with respect to S and U, respectively. A coupled system, including a generalized LB equation and generalized PB equation, is obtained,
where the potential driven term V 1 is given by
and E S ð Þ5 12S ð ÞE s 1SE m is a generalized permittivity function. For the generalized LB, an artificial time is introduced as discussed in the earlier work. [38, [41] [42] [43] These coupled equations are called the LB and PB (LB-PB) equations. The numerical experiments demonstrated good predictions compared with the experimental results. Thus, this model can be used to describe the solvation at equilibrium. The generalized potential in Eq. (5) takes into consideration of the interactions between solvent species and those between solvent and solute. Therefore, Eqs. (16) and (17) should be able to capture the detailed microstructural characteristics such as size effect and ionic double layer effect, [73] as is the classical density functional theory. [74, 75] Surfaces derived from charge transport analysis
Charge transport is a common phenomenon in complex physical, chemical, and biological systems and engineering devices, such as fuel cells, solar cells, battery cells, nanofluidics, transistors, and ion channels. These systems are usually far from equilibrium, and thus the models for the equilibrium state as we have discussed in the above section cannot be used. On the other hand, as a response to the perturbation, a nonequilibrium system might evolve toward the equilibrium driven by spatial gradients. In this section, a chemical potential-related free energy is considered to describe multispecies mixing. For simplicity, the flow stream velocity and chemical reaction are not considered. With the consideration of the entropy of mixing and osmotic effect, the chemical potential-related free energy is expressed as [76] 
where
is the entropy of mixing, and 2k B T q a 2q a0 ð Þ is a relative osmotic term. [77] The total free energy for a charge transport system can be expressed as the summation of the nonpolar energy, polar energy, and chemical-related free energy,
The total free energy functional (20) is a function of the surface function S, electrostatic potential U and the ion concentration q a . By applying the variational principle with respect to S, U, and q a , one has
where l gen a is the relative generalized potential of species a, and vanishes at equilibrium. Therefore, we have at equilibrium
In case of nonequilibrium, Fick's first law says that the relative generalized potential l (23) and (22), a coupled system is obtained,
where q a U1U a can be identified as a form of the potential of the mean field. Here, the external potential term V 2 is expressed as
Note that the same technique of introducing the artificial time for the generalized LB equation is used. This coupled system is called the LB Poisson-Nernst-Planck (LB-PNP) model.
Algorithms and Techniques
In this section, we present a collection of computational tools for converting the above defined implicit surfaces to explicit surfaces, and for the subsequent evaluation of important global and local geometric properties and electrostatic maps on these surfaces. Initial data downloaded from the Protein Data Bank (PDB) are used as inputs of the LB, LB-PB, and/or LB-PNP models.
Multiresolution representations
The coupled systems of LB-PB or LB-PNP are multiscale models. Partial charges in the protein molecules are explicitly described as point charges using Dirac delta functions. The charged species in the solvent are described in terms of concentrations, which either follow Boltzmann distributions or are governed by the Nernst-Planck equation. These different representations reduce the number of degrees of freedom and, at the same time, maintain certain accuracy. The multiscale surfaces can be extracted from the solution of the generalized LB equation. Appropriate initial conditions for the geometric flow equation can lead to multiresolution representations of different geometric and topological features.
For the generalized LB equation, the initial condition is set as an enlarged vdWS in a 3D domain. Under the biological constraint, the hypersurface is evolved according to the generalized LB equation. With appropriate preprocessing [21] of the data from the PDB, we obtain atom positions r i 5 r i;x ; r i;y ; r i;z À Á ; i51; Á Á Á ; n, atom radii r i ; i51; Á Á Á ; n and also the atomic charge information. Here, n is the total number of the protein atoms. It is useful to define two sets,
and
where g > 1 is a parameter which can be adjusted to give different initial conditions. The initial value of S r; t ð Þ is set to
We also set S r; t ð Þ51 8r 2 D v as a constraint. Usually, for the same number of iterations, a larger g parameter gives a "thicker" surface, which means that the fine structures are merged and a "coarser" representation of the molecular surface is obtained. A large g parameter can help us omit atomic details and focus on desirable molecular (global) features relevant to certain protein-protein interactions or protein-ligand bindings.
Another way to generate multiresolution representations is to adjust the number of iterations in solving the generalized LB equation. Instead of reaching the steady state, we stop the iteration earlier [i.e., selecting a finite total evolution time t t in S r; t t ð Þ]. This procedure with different choices of t t enables us to achieve different resolutions.
Yet another approach for multiresolution surfaces is to extract different isovalues [i.e., selecting C in S r; t t
ð Þ5C] of a given hypersurface function S r; t t ð Þ ½ as illustrated in our earlier work. [36] Typically, a lager C value gives rise to a higherresolution molecular surface, whereas a smaller C leads to highlighting global surface features. The "coarse" resolution can be useful if one needs to capture some global characteristics of the protein, like holes, concave subdomains, and convex regions. As the surface electrostatic distribution is calculated simultaneously, this multiscale multiresolution models can have a great potential in analyzing the protein-protein interaction and protein-ligand binding.
Lagrangian representations and surface extraction
Representing 3D regions using an indicator function as in the above definitions requires intrinsically a large amount of memory storage, which scales as a cubic function of the resolution in each dimension. The difficulty can be alleviated by using adaptive data structures such as the octree. However, the implicit representation can still be inefficient to generate exact sample points and their geodesic neighborhoods on such surfaces. Thus, for geometric processing tasks that involve evaluation of properties that depend on a local neighborhood of a point on the surface, such as curvature, it is far more efficient to first convert the implicit representation to an explicit one, that is, a Lagrangian representation.
Another advantage of the Lagrangian representation is that the sampling points can move with the surface when it undergoes geometric deformation, or simply a smoothing process. In contrast, implicit indicator functions are sampled on regular grid points fixed in 3D space, that is, Eulerian. In addition, the Eulerian representations are prone to grid alignment artifacts in geometry processing procedures.
The shape of a nondegenerate smooth 3D object can be defined through its boundary surface. In geometric modeling, such a representation using boundary surfaces is called boundary representation, or B-rep for short. [78] The curved 2D
surface is often tessellated into a collection of faces (2D cells) connected through common edges (1D cells) or vertices (0D cells). For efficient cell incidence and adjacency queries, there are a number of popular B-rep data structures mostly designed based on the connectivity information of each edge. We will discuss one such structure, the halfedge data structure, in the next subsection. Here, we first introduce the basic concepts and the commonly used face-based triangle mesh data structures, which are also the basic forms of most common standard file formats for the Lagrangian surface representations.
Triangle meshes
Triangle meshes are the de facto standard in geometry processing. Mathematically, it can be defined as a specific type of 2D simplicial complex. A 2D simplicial complex can be defined as a 3-tuple V; E; F ð Þ, where V5 v 0 ; v 1 ; … f gis a set of vertices,
É is a set of (counterclockwise oriented) triangles, each with three vertices as its corners. All edges of the triangles in F must also be in E, and all vertices of the edges in E must be in V as well. The simplicial complex provides the connectivity information of the cells. If the triangles incident to each vertex form a disk-like topology, the simplicial complex represents a 2D manifold. Assigning 3D coordinates to each vertex, using the straight line segment linking the pair of vertices to represent each edge, and using the flat triangle formed by the three vertices to represent each face, we can embed the simplicial complex in the 3D Euclidean space. It is called a geometric realization of such a simplicial complex, assuming no self-intersection among the triangles. Such a geometric realization is called a triangle mesh.
Given any closed smooth two-manifold embedded in the 3D Euclidean space (i.e., the boundary surface of a regular 3D object), it can always be approximated by such a triangle mesh, just as a smooth function can always be approximated by piecewise linear functions. A typical file storing such data simply consists of a list of vertex coordinates (three floating point numbers per vertex) followed by a list of triangles (three vertex indices per triangle).
Marching cubes
If a 3D function S is nondegenerate (i.e., all of its critical points are non-degenerate), its level set surface M5 rjS r ð Þ50 f g is indeed a 2D manifold. Marching cubes method [79] is a standard procedure for surface extraction from implicit functions stored on regular grids. First, all the intersection points of the surface with grid edges are found and stored as the list of vertices, by checking whether each grid edge has end points with different signs for the function. The exact location is calculated assuming that the function values are linearly interpolated along each grid edge. Then, the algorithm "marches" through all the cubes, adding triangles to the triangle list by connecting the surface vertices in the cube. The connectivity within each cube is constructed by checking a lookup table for all possible 2 8 cases indexed by the signs at the eight corners. The number of cases is reduced to 15 by symmetry in practice.
Dual contouring
An alternative method called dual-contouring [80] extracts an isosurface of the implicit function by first generating surface vertices in the interior of each volume cell (of a regular grid or an adaptive octree), followed by constructing a polygon per edge that intersects the isosurface.
Finite element meshing
For finite element analysis of molecular surfaces, it is often not enough to have just a triangle mesh, but necessary to also produce one with high-quality element shapes. One practical approach is to go through a remeshing process on the results of the marching cubes method or its variants, where the geometric locations of the sample points (vertices) can be optimized and/or the topological connectivity is also optimized so that the mesh quality is improved for the target application. This process leads to a semiregular mesh with most of its vertices neighboring six triangles. Alternatively, meshes with wellshaped triangles can be directly produced through a constrained 3D Delaunay refinement if an implicit surface is given in the form of a level set of a 3D function. [81] Another requirement for performing finite element analysis on meshes is that incidence relations (e.g., face-edge, or edgevertex) and adjacency information (e.g., face-face, edge-edge, or vertex-vertex) should be performed with constant time complexity. Such incidence/adjacency information is essential in constructing differential operators, solving differential equations, evaluating geometric quantities, or even simply reducing geometric noise. To provide such efficient query capability, a large number of data structures have been proposed, including winged edge, halfedge, and combinatorial maps.
Halfedge data structure is among the most popular ones in computer-aided geometric design and in geometry processing. It is based on the observation that each edge is adjacent to exactly two polygon faces for a manifold surface, so the connectivity information for each edge-face pair (halfedge) can be stored in a fixed length array. Other incidence/adjacency FULL PAPER WWW.C-CHEM.ORG information can then be restored from the connectivity of halfedges in constant time. In the implementation details of halfedge data structure, each edge in the mesh is split into two halfedges with opposite orientations. Each halfedge stores the references to its incident face, incident vertex, and opposite halfedge. Each face and vertex store one reference to one of its incident halfedges. Traversal from each element to another element is achieved through halfedges.
Although halfedge data structure is widely used for representing surface meshes, it is not designed for volumetric meshes. Volumetric meshes are defined as the polyhedral representation of the object's inside volume. From the data structure point of view, the main difference between volume mesh and surface mesh is whether it includes 3D cell information. Volumetric meshes can be described by combinatorial maps, which provide a way to describe the volume structure using darts (extension of halfedge from edge-face pair to edge-facecell triple) and maps between darts. There are a number of existing tools to generate volumetric meshes. In this work, we compare two of them, which produce good polygon shapes and provide enough information to reconstruct the combinatorial maps to query the adjacency information. In our implementation, we used a compact data structure designed for combinatorial maps in 3D. [82] Surface area and surface enclosed volume Surface area evaluation for surfaces in Lagrangian representation is straightforward. One only needs to sum up all the triangle areas. The process is essentially akin to taking the Riemann sum for evaluating the definite integral of a continuous function. Thus, it converges to the actual surface area, provided that the underlying surface is continuous.
To evaluate the volume of the 3D object/region enclosed by a surface, one may take the integral of the flux of one third of the coordinates field across the surface boundary. This can be proved by the divergence theorem (Gauss's law), as the divergence of one third of the coordinates field is 1. Alternatively, it can be computed by summing up the signed volumes of all tetrahedra formed by boundary triangles and the origin of the 3D coordinate system.
The accuracy of the above surface area and the volume estimates depends on the extracted mesh quality. If one computes these values on a coarse mesh, one will end up with results with a large deviation from the true value of the underlying smooth surface. However, as the discretization on the original surface becomes finer, the values of the computed area and volume will become closer to the real values of the objects that the meshes represent.
Electrostatic analysis on surface meshes
To compute the areas of different regions defined by certain properties, such as electrostatics, associated to surface points, we can get a rough and quick estimate by classifying entire triangles into such regions, and sum up the triangle areas in each region. For example, to compute the area of the regions with positive polarity, we can classify each triangle with at least two positive vertices into such regions. For our specific analysis of protein data models, we can classify the surface of the protein model as positive charge regions, negative charge regions, and neutral regions. Different types of regions of the surface with different charge densities could be used to analyze the chemical and physical properties of the protein surface.
For improved accuracy, we can compute the fractional area within a triangle, assuming linear interpolation of the indicator function stored at each vertex. For instance in Figure 1 , given the triangle with vertices v i , v j , and v k , if both v i , v j are with positive charge density, and v k is with negative charge density, we can compute the proportion of the negative parts of edge v i v k and edge v j v k . If the proportions are s and t, respectively, the area of the negative part within the triangle would be stA (in red), where A is the total area of the triangle. The rest part would be the area for the positive part (in blue). However, once our mesh refines, the computed area difference between the results produced by the above two methods will diminish.
Curvature analysis
Curvature is an important measure describing the rate of change of the normal field near a surface point when moving along different tangent directions. For smooth 2D surfaces, it can be represented as a two-by-two matrix, that is, the Jacobian of the normal field with respect to motions in the 2D tangent plane. It is often necessary to estimate a smooth curvature tensor field through averaging within geodesic disks around the point of interest, as the direct evaluation of normal change rate would end up with Dirac-like functions as the normals change abruptly across triangle edges. Furthermore, molecular surfaces with geometric singularities do not give rise to valid curvature analysis.
Another approach to get such curvature measurements would be to use differential geometry theorems establishing equivalent expressions to directly estimate Gaussian and mean curvatures (two invariants of the curvature tensor under the rotation of the coordinate systems within the tangent plane). In the following, we introduce the concepts of first fundamental form and second fundamental form [38, 43] and use them to derive common curvature descriptors used to analyze the surface properties. For a parameterization x u; v ð Þ5 x u; v ð Þ; y u; v ð Þ; z u; v ð Þ ð Þ T on surface M (Fig. 2) , we form a basis x u ; x v ð Þ for the tangent space T P M spanned by the two tangent vectors at point P.
Here, we have
The first fundamental form is defined by the inner products between the basis vectors (namely, x u and x v )
The above equations can be written in a matrix form,
The first fundamental form provides a way to measure distance-related quantities on surface M, such as length, angle, and area. Let du and dv be infinitesimal changes in u and v direction, respectively, in the UV parameter domain. For a point P u 0 ; v 0 ð Þ on surface, we have Taylor's expansion at the first-order approximation
The length induced by du; dv ð Þon surface would be
The same analysis also works for area. The area of a parallelogram with corners u 0 ; v 0 ð Þ, u 0 1du; v 0 ð Þ , u 0 ; v 0 1dv ð Þ and u 0 1du; v 0 1dv ð Þ can be approximated by
where g5det I P ð Þ is the Gram determinant. The unit normal vector associated with point P on M is determined by the cross product of the basis
By defining the normals, we introduce a very important concept called the Gauss map n Á ð Þ of the surface M, which maps each point P on the surface M to the unit normal n P ð Þ at the point, seen as a point on the unit sphere. It encodes all the geometric information related to the local shape around a point. As the normal at a point on the unit sphere centered at the origin is simply the point itself, the corresponding points on the surface and the unit sphere share the same normal. Figure 3 illustrates the concept of the Gauss map. We show the image of a curve on the surface patch under the Gauss map, along with the images of three sample points on that curve.
For instance, under the Gauss map, all the points of a flat plane are mapped to a single point on the unit sphere. The points on a cylinder will be mapped to a circle. The tangent planes of the point and of the image under the map are parallel to each other. By using the Taylor expansion, we have
A tangent vector w5 du; dv ð Þ T 2 T P M is mapped to another tangent vector n u du; n v dv ð Þunder Gauss map, both of which can be regarded as in the same tangent plane. We rewrite the mapping for the tangent vectors as the derivative of the Gauss map
where n u and n v are the images of the two basis vectors x u and x v , respectively, on the tangent plane, which can be expressed in the basis of the tangent plane itself 
Thus, Eq. (42) in the matrix form representing the mapping from T P M to T P M with the basis
With a careful examination, we can see that
where L; M, and N are defined as
The second matrix on the right hand side is a bilinear form in the tangent plane called the second fundamental form, which encodes the local shape variation around a point on surface:
One can evaluate the two eigenvalues of the shape operator dn5I 21 II. These two eigenvalues are referred to as the principal curvatures. The larger eigenvalue is called the maximum curvature j 1 and the smaller one is called the minimum curvature j 2 . The eigenvectors associated with eigenvalues are called the principal directions. We can define Gaussian curvature K and mean curvature H as follows:
The above two formulas can be transformed to another useful representation of K and H:
These two pairs of curvatures are important indicators of the local shape around a point on surface. We show their combinations in Table 1 to illustrate the common surface types and their associated Gaussian curvature and mean curvature values.
For a triangle mesh, the Gaussian curvature for a vertex is often estimated by the angle defect and the neighborhood area around that vertex. [83] The discrete estimates of the Gaussian curvature is formulated as follows
where K i is the estimated Gaussian curvature at vertex i, and N i is a neighborhood of vertex i, represented by the set that contains all the triangles incident to vertex i, including their vertices and edges. Here, h j is the angle at vertex i within Table 1 . The eight local surface types.
Pit Valley Saddle valley triangle t j , and A i is the neighborhood area around the vertex, evaluated as one third of the area of N i . The average mean curvature for the neighborhood around a vertex is estimated from the mean curvature normal, which is the product of H and n. It can be estimated by using the LB operator applied to the surface description, [83] which is essentially an estimate of the trace of the Hessian of the local description of the surface as the distance field from the tangent plane. Intuitively speaking, the mean curvature normal is equal to the gradient of area, which represents the per unit area change around a surface point when a small perturbation is added onto the location of the point,
where A is the small area around the point on surface. For triangle mesh representation, the mean curvature normal can be evaluated for each vertex on the mesh. Figure 4 is an example showing how to compute the mean curvature normal on a triangle mesh. The left chart is a triangle with the top vertex v and height h. The fastest way to change the triangle area fixing the bottom two vertices is by changing v along vector h direction. This is the gradient of the triangle area with respect to the change of vertex v. Under the same argument for the subset of the triangle mesh in the right chart, each triangle around a vertex v has its fastest direction to change the area. The weighted sum of these vectors, which is the mean curvature normal integrated in the neighborhood, is the fastest way to change the total area around vertex v. The right part of the figure shows the red mean curvature normal computed around a vertex with five neighbor triangles. The discretized mean curvature (H i ) value at vertex i can be computed using the cotangent formula [83] :
where H i n i is the mean curvature normal, and the normalized version of the right hand side, n i , is one commonly used estimate for the unit surface normal at vertex i. Here, A i is the area controlled by the vertex i and N i is the set of neighboring vertices of vertex i. Moreover, v i and v j are the coordinates of vertex i and j, and a ij and b ij are the opposite angles of the same edge in the two triangles incident to the edge. The angles used in the cotangent formula are illustrated in Figure 5 .
Numerical Experiments
In this section, we demonstrate geometric modeling of biomolecules using our multiscale, multiresolution models. We create volumetric data from our theoretical models and multiresolution biomolecular surfaces are extracted. Surface meshes and volumetric meshes are constructed for these biomolecules. With this structural information, the geometric features, such as Gaussian curvature, mean curvature, minimum and maximum curvatures, and shape index are evaluated. The electrostatic potential distribution is also obtained from our models. The combination of electrostatics, curvature, and multiresolution offers a powerful tool for analyzing protein-protein interaction and protein-ligand binding. We also use the toonshading technique for the visualization and analysis. Six proteins from the PDB, namely 1HEW, 1ADS, 1BYH, 1EJN, 2WEB, and 1MAG data, are used in our numerical experiments.
Multiscale multiresolution surfaces
In multiscale multiresolution model, we adjust the initial conditions by choosing different g. In our test, we choose g as 1. 
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With the small parameter, a surface with much atomic detail is generated. In contrast, when g52:0, the surface is much "thicker" with less atomic detail but with more salient global features. Note that the fine resolution surface can also be generated with a longer integration time, whereas the coarse resolution surface can be extracted at an earlier time of integration. Different applications of biomolecular surfaces necessitate multiple resolutions of representation. For example, in ion channels, the radius of the pore is relatively small within the scale of few angstroms. The structure at atomic level contributes to the selectivity of the ion channel. A surface with more atomic detail is preferred. On the other hand, for proteinligand binding and protein-protein interaction, it is not the detailed atomic shape that matters. Instead, properties such as concave or convex regions are more important. Especially, in drug design, the drug molecule binds to the protein just as a key to its lock. Detection and analyses of the concave surface area of a protein provides a way to screen the potential candidate drugs. 
Except for the surface generation, the coupled system of LB-PB or LB-PNP also delivers information of electrostatic potential distribution. The results are rendered on the surfaces of proteins as shown in Figure 7 .
Surface mesh generation
In our multiscale multiresolution model, the structural information of a protein is stored in volumetric data, and the surface of a protein can be extracted with a certain isovalue, see Figure 8 . Basically, we use two methods for surface generation from the volumetric data. One is the marching cubes method. The other is the Delaunay-refinement-based method.
In the marching cubes method, we visit each cell once to extract the connectivity information of triangle meshes within the cell. A precomputed lookup table is used, and the algorithm is of linear complexity in terms of the grid size. In our tests, even for Cartesian grid with dimensions up to 200*200*200, it takes only up to a few seconds to generate the surface mesh on a regular PC. However, the marching cubes algorithm generally suffers from an excessive number of skinny triangles, which cannot be avoided due to the lack of element quality control. Many triangles have acute angles less than 30 . The overall shapes contain terracing artifacts, which are unnecessary for the preservation of the object shape. Figure 9 illustrates the mesh for protein 1HEW generated by the marching cubes algorithm. The Delaunay-based algorithm is available from the Computational Geometry Algorithms Library (CGAL). [84] This method provides adjustable Delaunay triangulation parameters for angular bound, radius bound, and distance bound. Angular bound is for the minimum angle of mesh triangles. Radius bound is for the radius of the maximum surface Delaunay ball, which circumscribes a mesh triangle and is centered on the surface. Distance bound is for the maximum distance between the circumcenter of a surface triangle and the center of the surface Delaunay ball. The mesh quality and the computational time are directly associated with these parameters. In our tests, we set the angular bound to 30, the radius bound to 0.8, and the distance bound to 0.8 to extract the surface mesh. It also takes a few seconds to extract the surface with relatively good mesh qualities. An example is given in Figure  10 .
To quantitatively compare the performance of the above two methods, the angle distribution of the generated mesh is considered. Figure 11 presents the angle histogram calculated from the two meshes in Figures 9 and 10 . It can been seen that the marching cubes method produces many sharp angles, while Delaunay-based algorithm delivers a surface mesh with guaranteed lower bound of 30 for angles. We also count numbers of vertices and triangles for the two meshes. In Figure 9 , 45,208 vertices and 90,412 triangles are used. In contrast, the Delaunay-based method result has only 32,755 vertices and 65,506 triangles at a similar accuracy.
In the CGAL library, [84] remeshing algorithm is also available for improving the mesh quality. Figure 12 demonstrates the remeshed surface triangles based on the marching cube results. From the angle distribution, it is seen that the mesh quality is improved. The numbers for vertices and triangles are reduced to 31,603 and 63,202, respectively. This kind of highquality mesh is necessitated to guarantee the computational accuracy if the finite element methods are to be applied.
Volumetric meshing
The two popular libraries, CGAL and TetGen, [59] provide algorithms for volumetric meshing based on the generated triangle surface meshes. The algorithm in the CGAL library is implemented through constrained Delaunay triangulation on sampling points. The library employs a restricted Delaunay triangulation process to generate edges and facets. The mesh is continuously refined until there is no cell with facets violating the predefined criteria. The constrained Delaunay triangulation algorithm in the CGAL library is controlled by five parameters, namely angular bound, triangle size bound, triangle distance bound, the surface Delaunay ball center, cell radius edge ratio bound, cell size bound, which can be tuned to achieve desirable meshing quality. The angular bound is for the minimum angle of the surface mesh triangle. The maximum surface Delaunay ball Figure 10 . Mesh generated from Delaunay-based algorithm for protein 1HEW. The left chart is surface mesh structure. The right chart is the detailed mesh structure from the enlarged upper surface region. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] Figure 11 . Comparison of the meshed quality for Marching cubes method and Delaunay-based algorithm, the horizontal axis represents angle degree, the vertical axis represents ratio percentage of the vertices number. The left chart is the angle distribution from Marching cubes method. The right chart is the angle distribution from Delaunay-based algorithm. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary. com.] radius is for controlling triangle size bound. The triangle distance bound restricts the maximum distance between triangles' circumcenters. The cell radius edge ratio bound is for the maximum ratio of the circumradius of a cell to its shortest edge. The maximum cell circumradius is adjusted by cell size bound. These parameters control the mesh quality and determine the computational cost. In our tests, we set the five parameters as 30, 1.8, 1.8, 2, and 1.4, respectively. The right cutaway view in Figure 13 demonstrates the cross-section mesh structure generated by constrained Delaunay triangulation algorithm for protein 1HEW.
The tetrahedralization algorithm provided by the TetGen library also has tunable parameters to control the mesh quality. These parameters include the maximum volume bound on tetrahedra and the cell radius edge ratio bound. We set them as 1 and 1.4 in the test of protein 1HEW. The cross-section mesh structure generated by the TetGen library is illustrated in the left image of Figure 13 .
Curvature characterization
Curvatures describe the geometric features of a protein surface. Surface features can be usually characterized by the Gaussian curvature, mean curvature, maximum, and minimum curvatures. The Gaussian curvature measures the intrinsic metric properties of a surface and can be used to distinguish the peak and pit region from the saddle ridge and saddle valley region. In contrast, mean curvature describes the extrinsic properties of a surface. Positive mean curvature is found in regions such as peaks, ridges, and noisy dots. For the pits and valleys area, the mean curvature assumes negative values. The maximum and minimum curvatures are of fundamental importance. They can be combined with each other to form different surface indices, which provide information about the geometric features. The Gaussian curvature and mean curvature are the product and average of the two parameters, respectively. Another set of shape descriptors, the shape index, and curvedness, are also functions of the maximum and minimum curvatures.
In Figure 14 , we present the calculated estimates for Gaussian curvature, mean curvature, and maximum and minimum curvature for four protein data. It can be seen that these parameters capture the geometric features very well. For instance, the Gaussian curvature estimates with large positive value indicate the tips and pits areas very well. Here, we make use of our potential driven molecular surface, which is free from geometric singularities. But even this kind of surface may still contain too much atomic detail. Global features such as the concave area with biological application in protein-ligand binding cannot be derived straightforwardly from it. Therefore, Figure 12 . Remeshing results for protein 1HEW based on the structure from Marching cubes method. The left chart is the surface structure after remeshing algorithm. The right is the angle distribution. The horizontal axis represents angle degree, and the vertical axis represents ratio percentage. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] Figure 13 . Volumetric meshing results on 1MAG. Left: Generated by TetGen; Right: Generated by CGAL. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] the multiscale multiresolution model is used. Using protein 1HEW as an example, we compare the surface generated from different initial conditions. In Figure 15 , the smaller parameter (g 5 1.3) is used, thus revealing more atomic structures. When we use larger parameter (g 5 2.0), the resulting protein surface highlights global features, as shown in Figure 16 . It is seen that the latter choice of parameter removes a lot of the surface fluctuations and produces much smoother curvature values. Thus, the global structures of the protein emerge as salient features.
With the consideration that the minimum curvature can be a potential candidate for the indication of concave area, the toon-shading technique, that is, shading with fewer colors, is used on the protein surface with more visible global features. We set two thresholds j 2min and j 2max with j 2 representing the minimum curvature. If a vertex's j 2 value is smaller than j 2min , the vertex is rendered as red. When the vertex's j 2 value is larger than j 2max , the blue color is assigned to it. All the vertices with a j 2 value between j 2min and j 2max assume a grey color. In this way, one can easily tune these two parameters to set proper thresholds to distinguish the valley from other regions on surface. By changing j 2min and j 2max values, we can create a series of pictures by moving one parameter toward zero gradually while keeping the other parameter unchanged. After setting one parameter to zero, we keep it unchanged and move the other parameter toward zero. Through this process, we can observe how the areas below threshold (j 2min or above threshold j 2max ) expands. The results are demonstrated in Figure 17 . Another advantage of using the toonshading technique is that we can quantify the change of the interested area when we adjust the threshold values. This is demonstrated in Table 2 . The distribution of j 2 values is demonstrated in Figure 18 . Overall, the minimum curvature is distributed around 0.03.
Electrostatic analysis
The electrostatic information can be obtained from the coupled systems of LB-PB or LB-PNP. In these models, the calculated electrostatic distribution is stored in the volumetric format. That is, the data are on the Cartesian grid with each node associated with an electrostatic value. For each vertex on the protein surface mesh, the trilinear interpolation is used on the surrounding eight grid points to evaluate the electrostatic value. The results on four proteins, namely 1ADS, 1BYH, 1EJN, and 2WEB, are demonstrated in Figure 19 .
The toonshading method again is used to identify the regions with positive, negative, or neutral electrostatic potential values. The protein 1HEW is used here, and the basic results are demonstrated in Figure 20 and Table 3 . We also analyze the distribution of the electrostatic potential and present the results in the histogram Figure 21 . Clearly, the overall surface of protein 1HEW is positively charged.
Conclusions
Molecular geometric modeling is fundamental for the conceptual understanding of biomolecular structures and interactions. Molecular boundary or molecule shape is a crucial component in molecular geometric modeling. The traditional molecular surface definitions are ad hoc in origin and admit geometric singularities, which lead to computational difficulties in molecular dynamics, energy estimations, and curvature calculations. Additionally, traditional geometric models are usually detached from physical modeling, which leads to extra parameterizations for the entire theoretical model. The present work presents a variational multiscale strategy for the unified geometric and physical modeling of aqueous biomolecular systems. We first discuss a variational model for the surface tension effect of a biomolecule in solvent. The Euler-Lagrange variation of the surface energy functional gives rise to the LB equation which determines the MMS of a biomolecule in solvent. Additionally, we take into consideration of cavitation and solvent-solute interactions to obtain a nonpolar solvation model. The addition of electrostatic energy in the energy functional gives us a full solvation model. At a nonequilibrium setting, we further employ Fick's laws to define a concentration flux and characterize flow motion. We use geometric measure theory to embed a 2D surface into the 3D Euclidean space via a hypersurface function, which separates the microscopic region of the biomolecule from the macroscopic domain of the solvent. In all of our models, the generalized LB equation comes up with the geometric definition of the biomolecular surfaces. The LB equation is complemented by the generalized PB and Nernst-Planck equations to describe, respectively, the electrostatic potential and solvent density in aqueous environment.
From the hypersurface function and its governing generalized LB equation, we introduce three approaches for multiresolution analysis of biomolecular surfaces. The first method is Based on the new multiresolution surface representations, two commonly used surface extraction methods, the marching cubes algorithm and the Delaunay-based method in CGAL are discussed. The marching cubes method is relatively straightforward and fast. But its resulting meshes suffer from skinny triangles. The Delaunay-based method incorporates adjustable parameters to control the mesh quality and the resulting high quality meshes are suitable for finite element modeling and curvature characterization. Alternatively, CGAL's remeshing functions can be used to improve the mesh quality of surfaces generated from the marching cubes algorithm. Once the surface mesh is obtained, volume mesh generation techniques are employed. The volume mesh structures provide the necessary information for finite element or finite volume analysis. In this work, a constrained Delaunay triangulation algorithm is implemented.
In protein-protein and protein-ligand interactions, geometric features and electrostatic potential distributions play important roles. Especially in rational drug design, the drug binds to the regions of the protein with complementary electrostatic potential and matching (concave) curvatures. We compute electrostatic potentials associated with multiresolution surfaces. The resulting electrostatic maps are displayed in both continuous scales and discrete levels labeled with different pseudocolors.
We carry out curvature characterization of various surface features, such as peak, pit, ridge, flat valley, saddle ridge, minimal surface, and saddle valley. These features are associated with appropriate signs of Gaussian curvature and mean curvature. We also develop minimum principle curvature descriptor and maximum principle curvature descriptor for identifying concave and convex regions, respectively. The utility of these curvature methods is amplified when they are performed hand-in-hand with our multiresolution surface representations. 
