Abstract-The paper deals with estimating transfer functions of stable linear time-invariant systems under stochastic assumptions. We adopt a nonparametric minimax approach for measuring estimation accuracy. The quality of an estimator is measured by its worst case error over a family of transfer functions. The families with polynomially and exponentially decaying impulse response sequences are considered. We establish nonasymptotic upper bounds on accuracy of the least squares estimator for finite impulse response approximation. It is shown that attainable estimation accuracy is determined essentially by the rate at which the "true" impulse response tends to zero. Lower bounds on estimation accuracy are presented. An adaptive estimator which does not exploit any a priori information about the "true" system, is developed.
I. INTRODUCTION

S
UPPOSE we observe the input and output of a linear time-invariant stable system (1) where is a noise sequence, and . With the backward shift operator , the model (1) can be rewritten as where is the transfer function. Our goal is to estimate from the data This problem is the subject of considerable literature under different assumptions on input, noise, and quality specifications. In what follows we assume that the input and the noise are sequences of random variables on a common probability space . Many different methods have been developed for estimation of transfer functions, including methods based on spectral analysis and time-domain analysis. The latter are based on finite parametric models. In practice, it is not reasonable to assume that the "true" model is finitely parameterizable. In this context the purpose of system modeling Manuscript received August 5, 1996 ; revised August 29, 1997. The author is with the Department of Statistics, The University of Haifa, Mount Carmel, 31905 Haifa, Israel.
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is to obtain finitely parameterized model that provides a "good" approximation to observed data, rather than to estimate parameters of the "true" system. In Ljung and Yuan [18] and Ljung and Wahlberg [19] asymptotic properties of the least squares estimator for finite impulse response (FIR) approximation have been studied. It is shown there that dimension of the model should increase with the number of observations in order to ensure convergence. Expressions for asymptotic variance of the estimator are also derived. In the closely related problem of autoregressive approximation similar results have been obtained for estimators using various order selection procedures (see, e.g., Shibata [23] , An et al. [1] , Bhansali [3] , Hannan and Kavalieris [10] , and Gerencsér [7] ). These methods select among a collection of parametric models the model that minimizes a certain information criterion. For survey of model selection methods the reader is referred to Hannan and Deistler [9] . In the context of nonparametric regression estimation, the problem of model selection was addressed, for example, in Efroimovich and Pinsker [6] and Polyak and Tsybakov [22] for estimators based on orthogonal series, and in Barron, Birge, and Massart [2] for minimum contrast estimators on sieves.
In this paper, we study rates of convergence in nonparametric estimation of transfer functions. As distinguished from Ljung and Yuan [18] and Ljung and Wahlberg [19] , we emphasize nonparametric minimax approach to the problem in question. It is assumed that the transfer function to be estimated belongs to a certain family, and quality of an estimator is measured by its worst case error over the family. With this approach, estimation accuracy and order of the optimal model are determined essentially by the rate at which the "true" impulse response sequence tends to zero. There is a duality between estimation of a transfer function and estimation of the corresponding sequence :i f is an arbitrary estimate of based on the data , then is estimated as Let be a family of transfer functions; then the quality of an estimator is measured by its uniform (with respect to the family ) -risk where denotes the standard norm in the Banach sequence space .
0018-9448/98$10.00 © 1998 IEEE Of course, we are interested in the optimal (or, minimax) estimate such that where is taken over all possible estimates. However, the problem of constructing minimax estimates is hardly tractable. Typically, in nonparametric estimation one is interested in asymptotically optimal,o ri noptimal in order estimates where or respectively.
We will consider the following two families of transfer functions:
(2) and
The family is comprised of exponentially stable linear systems with stability margin . The family allows slower decay of the impulse response, and defines a wider class of bounded-input-bounded-output (BIBO) stable systems. In particular, is a family of strictly stable linear systems with The family may be appropriate for description of FIR structures of unknown high order. Moreover, in the time series context, one can think of as being the normalized cross-covariance function between and , provided that is a white noise sequence. Thus defines a long memory dependence between input and output sequences.
The goal of this paper is twofold. First, we establish nonasymptotic upper bounds on accuracy of the least squares estimator for FIR approximation. Lower bounds for the families in question are derived. It is shown that the least squares estimator of "properly" chosen order is optimal in order over , and optimal in order over whenever and . It turns out that the "proper" choice of heavily depends on parameters of the underlying family. In practice, specifying the family presents severe difficulties. Therefore, it is of interest to develop estimators that do not use a priori information on the family and behave "well" over a wide range of families rather than over a single one. In what follows, such estimators are referred to as adaptive. The second goal of the paper is to construct such an estimator. Our construction uses ideas from the general adaptation scheme proposed by Lepskii [15] for nonparametric regression. We prove that our adaptive estimator is optimal in order over , provided and ; furthermore, it is optimal in order over for and near-optimal within -factor for . The developed adaptive estimator can be regarded as certain order selection procedure.
The rest of the paper is organized as follows. In Section II, we derive upper bound on FIR approximation by least squares methods. In Sections III and IV, the quality of the least squares estimator is analyzed over and , respectively, and corresponding lower bounds are obtained. In Section V, we construct the adaptive estimator. In Section VI we present numerical examples, and Section VII contains concluding remarks. Proofs of technical results are deferred to the Appendix.
II. LEAST SQUARES FIR APPROXIMATION For a natural number let
The estimate indexed by is defined as follows: (4) where (5) is the identity matrix, and is defined in Assumption 1 below.
Note that the vectors can involve inputs for ; in this case, the inputs are assumed to be replaced by zero in (5) . In our analysis, however, we do not assume that for . In this section, we focus on deriving an accurate upper bound on the estimation error measured in -norm. We analyze estimation acacuracy under the following assumptions on the input and noise sequences.
Assumption 1: is a sequence of independent and identically distributed (i.i.d.) centered random variables, .
is a sequence of independent random variables, independent of , , . Assumptions 1 and 2 seem to be very restrictive. Observe, however, that in the case of the active experiment, the input sequence can be chosen to satisfy Assumption 1. Otherwise, prewhitening can be applied (see, e.g., Brockwell and Davis [4, Ch. 7] ). As for the noise sequence ,i ti s more realistic to allow some dependence. We use Assumption 2 to avoid additional technicalities; the basic results on the rates of convergence already appear in our simple setting.
Theorem 1: Let Assumptions 1 and 2 hold, , if , and
Then for the estimate (4) and (5) one has (7) where is an absolute constant and and are given by (8)
Remark 1: The accuracy of the transfer function estimates is limited by two factors. First, we approximate the system by an FIR model. The resulting approximation error (second and forth terms in the right-hand side of (7)) becomes smaller as the order of the approximating FIR model increases. Second, we estimate parameters of the approximating model. The resulting estimation error (third term in the right-hand side of (7)) grows as the order of the approximating model increases. The order is viewed as a "smoothing parameter" that controls the tradeoff between the approximation and estimation errors. The first term in the right-hand side of (7) is due to the use of a regularized version of the least squares estimator.
Remark 2: For closely related results dealing with almost sure convergence see [10, (17) and (18) Here denotes the standard operator norm on matrices. Lemma 2: Under Assumptions 1 and 2 one has (19) where is given by (8) , and (20) The proofs of Lemmas 1 and 2 are given in the Appendix.
Let us choose , and let be given by (15) . Observe that (6) implies (16) for defined above; therefore, Lemma 1 can be applied. Using Lemmas 1 and 2 we conclude from (11) that where stands for the characteristic function of a set, and is an absolute constant.
On the other hand, in view of (18) Combining the above inequalities, and taking into account (6), (19) , and (20) completes the proof of Theorem 1.
III. ESTIMATION ACCURACY OVER
We are now able to establish rates of convergence on estimation accuracy for the family (see (2)). Define (21) where and are given by (8)- (10), and
The order defined in (21) (24) is necessary to ensure stability of . We also need the condition along with (25) to guarantee that satisfies (6) . Observe that is greater than only if and is small enough. This situation corresponds to essentially "nonsmooth," nearly unstable transfer functions.
Proof: The proof is based on Theorem 1; we should verify its applicability. where is given by (22) . Substituting (21) into (32) shows that the statement of the theorem holds in the case of and . Now assume that ; by definition we have and . It is evident that , and this inequality along with the previous one implies the first part of the theorem.
2) If , then by definition
The proof is similar to the proof above. Observe that if then and
In this case, the second part of the theorem follows from this inequality and the fact that . Thus Theorem 2 shows that the accuracy of the least squares estimator depends heavily on the underlying family of transfer functions and on the accuracy measure used. For example, our theorem implies that the rate of convergence in -norm over the family of strictly stable transfer functions is equal to . The faster tends to zero, the closer the rate of convergence is to the "parametric" rate . Note that the constant can be large whenever decreases slowly, and a "strong" accuracy measure is used. In particular, if and , then , and can be made arbitrarily large by selecting appropriately. Observe that this case corresponds to essentially "nonsmooth," nearly unstable transfer functions. For large the rate of convergence is very poor:
. Now we address the question of whether rates of convergence faster than upper bounds in Theorem 2 can be achieved. To establish a lower bound on estimation accuracy over the family we use a more stringent assumption on the noise sequence .
is a sequence of independent Gaussian random variables, independent of . and using similar arguments we obtain (34).
Theorems 2 and 3 show that the least squares estimator associated with the choice (21) is optimal in order over the family provided ,o r . We conjecture that in the case of , a phenomenon similar to that discovered by Donoho and Johnstone [5] holds. It was shown in [5] that linear estimators cannot achieve the optimal rate of convergence in estimating the mean of a multivariate normal distribution when belongs to an -ball, the error is measured in -norm, and .
IV. ESTIMATION ACCURACY OVER
Now we analyze estimation accuracy of the least squares estimator over the family in (3 
where (41) Then the risk for is upper-bounded as follows:
•i f then (43) where is an absolute constant. . These relations combined with (7) and (44) for some otherwise Setting and proceeding as in Theorem 3, we obtain (47) for the case of . Thus the least squares estimator of Section II with order defined in (39) is optimal in order on every sequence from the family .
V. ADAPTIVE ESTIMATOR
The results in Sections III and IV show that the optimal order is essentially determined by the underlying family of transfer functions. In this section we propose an estimator which adapts, in a sense, optimally to the "smoothness" of the underlying transfer function.
Define (50) and let . Observe that defined in such a way does exist; since always satisfies condition (51). Note that does not depend on the underlying family of transfer functions. The only "design" parameter is and it will soon be specified. The order admits the following interpretation. It is the minimal order such that does not differ "significantly" from the estimates with larger order . The threshold in the righthand side of (51) is the sum of two terms. The first is twice the doubled "typical value" of the estimation error for order . The additional logarithmic factor takes into account possible deviations of the estimation errors from their "typical values." Define (53)
Observe that , where is defined in (22) . 
where is an absolute constant, and and are defined in Theorem 2.
Remark 5:
Compare the accuracy of our adaptive estimator with that of the least squares estimator in Section III. Theorem 6 asserts that for a fixed on every family with unknown and satisfying (24), (25), (55), and (56) adaptive estimator possesses the same accuracy bound as the least squares estimator of Section III. Thus the adaptive estimator is optimal in order for and over a wide range of families given by (24) , (25), (55), and (56). In this sense, the "optimal" adaptation is possible.
Proof: The main idea of the proof is the following. By (11) and (13) for any fixed one has (59) where are defined in (14) . First, we derive an upper bound on the set where each of the random components on the right-hand side behaves "typically" and obtain the rates of convergence in (57) and (58). Then we prove that the aforementioned set is of "large" probability, so that influence of the "bad" set is negligible.
1) We start with some notation. Let, as before, be given by (15 The proof of the lemma is given in the Appendix.
2) First, we set (62) We assume that ; the proof in the case of is similar. Let be given by (21) with replaced by .I t follows from (25) that .
The th entry of the vector is given by so On the set it follows from (60) that
Note that where is defined in (53). Therefore,
Taking into account (50) we obtain
Let be given by (23) . The previous inequality immediately implies that (63) On the other hand, it follows from (28) and (31) that (64) where is given by (22) . In view of (61) and (62) we have for every Now we bound from above. We have
Here we have taken into account Lemma 2 (recall that and are defined in (8)- (10)). It follows from Lemma 1 and (56) that Hence (65) for every . In view of (27) and (30) , and with unknown parameters and . Assume that is large enough so that (40) is satisfied (73) and (74) where is defined in (41). Then for the estimate given by (51) and (52), where , one has
Here is an absolute constant, and is given by (40). Remark 6: Inequality (73) implies that in (39) is greater than whenever , and greater than whenever . Under these conditions, the least squares estimator outperforms the trivial one (see proof of Theorem 4). Inequality (74) allows to bound from above for all the error caused by the regularization term . Proof: The proof is similar to that of Theorem 6 and is therefore omitted.
We see that the upper bound on the convergence rate for our adaptive estimator in the case is identical to the rate for the least squares estimator in Section IV, which knows the parameters and .I f then the rate of convergence of our estimate is only slightly worse than in the case of known class parameters (a factor of instead of appears).
VI. NUMERICAL EXAMPLES
A small numerical study was conducted to illustrate the behavior of the adaptive estimator in Section V. We demonstrate here that the estimator performs well for various model structures. Computations were done using the Matlab programming language and the System Identification Toolbox [17] .
Deriving the adaptive rule (51) we focused on obtaining optimal in order estimates. In particular, constants appearing in the right-hand side of (51) ensure our theoretical results, but they are not tight. In practice, anyhow, the constant factors are as crucial as orders of convergence. Therefore, we have implemented the following, slightly different adaptive rule.
Let , , and For we used the standard least squares estimator (function arx of the Identification Toolbox). Define as the minimal such that for all one has (75) (cf. (51)). The adaptive estimate is given by .I n our implementation we start with the estimate of the maximal order and compute lower order estimates until the condition (75) is satisfied. Note that the arithmetic cost of computing all estimates of order less than is at most . The adaptive rule (75) depends on the "design" parameter . Recall that the threshold controls "fluctuations" of stochastic components of the error. The greater is, the lower is the order of the finite impulse response approximant and the "smoother" the resulting estimate. In all experiments we used . The number of observations is equal to 1000, the input was a sequence of independent random variables taking values and with equal probability, and the noise was a sequence of independent Gaussian standard random variables. Under these conditions, .
Below we present numerical results on input-output data generated by different model structures. The test transfer functions we chose are representative of typical linear systems. For each test transfer function, we present graphs of the impulse response , its estimate , and the corresponding frequency function amplitudes and .
Example 1 (Oscillating Behavior):
The input-output data were generated by the the following ARX model In this case, the adaptive rule chooses . The corresponding FIR approximation is given by Fig. 1(a) displays the original impulse response sequence and its estimate . Fig. 1(b) shows the corresponding amplitudes and .
Example 2 (Low-Pass Behavior):
The data were generated by the following ARX model
In this case, our procedure chooses , and the corresponding FIR approximant is given by , where is a sequence of independent random variables taking values and with equal probabilities. In this case, the adaptive estimator yields , and the corresponding FIR approximant is given by Fig. 1(e) and (f), respectively, displays estimates of the impulse response and amplitude of the frequency response. Thus the developed adaptive estimator demonstrates reasonable behavior in estimating impulse response functions for a variety of transfer functions without a priori information about the transfer function to be estimated.
VII. CONCLUDING REMARKS
In conclusion, we would like to discuss some extensions, connections to related work in the control literature, and directions in which future research may evolve. 1) We have treated the case when the input and the noise are sequences of independent random variables. This condition imposed on is used to derive the exponential inequality for probability of large deviations of sample covariances (see proof of Lemma 1). A similar exponential inequality can be proved, for example, if forms a sequence of -dependent random variables, or under certain mixing conditions. We also need in this case a certain analog of Lemma 4 (cf. the Appendix) for dependent random vectors.
As for the noise sequence, it is more realistic to suppose that is generated by a linear system, for example, and is a sequence of independent random variables.
2) The adaptive estimator of Section V can be regarded as a model order selection procedure. It seems to be interesting to apply similar ideas for the problem of autoregressive approximation. It should be also noticed that we do not estimate the "true" order of the system. In fact, our results show that if the "true" order of the system is unknown, then there is no difference between estimation of the FIR and the infinite impulse response (IIR) sequences. Indeed, the lower bounds demonstrate that essentially "nonparametric" rates of convergence are achieved on finitely parameterized transfer functions.
3) The topic of transfer function estimation (system identification) is widely covered in the control literature, although often under different assumptions. In particular, in the framework of worst case identification the noise is assumed to be deterministic and to belong to a given noise set (see, e.g., Tikku and Ljung [24] and references therein). The above deterministic approach allows to derive "hard" bounds on the estimation accuracy. However, for some natural noise sets (such as unknown but bounded noises) these bounds are very conservative. Contrary to this, our approach is purely stochastic and it is within the standard framework of system identification [16] .
4) It is natural to consider transfer functions on the unit circle, and to assume that they are members of the Hardy classes . This strongly suggests measuring quality of estimation in -norm, and deriving the appropriate rates of convergence. Observe that the results for estimation of transfer functions in are a straightforward extension of those presented in this paper due to the isometry between and . As one of the referees suggested, another interesting way to measure quality of estimation is to use -induced norms on systems.
APPENDIX
A. Proof of Lemma 1
The matrix is the sample autocovariance matrix of the sequence . It is nonnegative definite and symmetric [4, p. 214 
