Assessing regional trends in groundwater quality can be a difficult task. Data are often scattered in space and time, and the inertia of groundwater systems can create natural, seemingly persistent changes in concentration that are difficult to separate from anthropogenic trends. Here, we show how statistical methods and software for joint analysis of multiple time series can be integrated into a roadmap for trend analysis and critical examination of data quality. Ordinary and partial Mann-Kendall (MK) tests for monotonic trends and semiparametric smoothers for multiple time series constitute the cornerstones of our procedure. The MK tests include a simple and easily implemented method to correct for serial dependence, and the associated software is designed to enable convenient handling of numerous data series and to accommodate covariates and nondetects. The semiparametric smoothers are intended to facilitate detection of synchronous changes in a network of stations. A study of Swedish groundwater quality data revealed true upward trends in acid-neutralizing capacity (ANC) and downward trends in sulphate, but also a misleading shift in alkalinity level that would have been difficult to detect if the time series had been analysed separately.
Introduction
The awareness of large-scale and diffuse changes in the state of the environment is increasing, and this calls for efficient methods to evaluate multiple time series of data that can be more or less intercorrelated. The basic principles for analysing such data have long been known in the statistical community (e.g., Brockwell and Davis 1996) and in several applied sciences, such as signal processing and econometrics (Griliches and Intriligator 1983; Scharf 1990) . In environmetrics, analysis of joint trends in multiple time series of data was addressed more then twenty years ago (Hirsch and Slack 1984; Loftis et al. 1991) , and there is a vast literature on methods used to model and unveil spatio-temporal patterns (Cameron and Hunter 2002; Finkenstadt et al. 2006; Fuentes 2002 ; Thompson et al. 2001) . Nevertheless, there is substantial room for improving the procedures currently applied to evaluate environmental monitoring data collected in networks of stations. For instance, it is worth noticing that the EU guidance on ground water monitoring (Grath et al. 2007) does not address the fact that observations that are considered correct at the time of the sampling can be deemed erratic when more data have been collected and subjected to a thorough retrospective analysis. Here, we demonstrate how joint assessment of a large number of data series on groundwater quality can be facilitated by establishing a roadmap for regional trend analysis and providing methods and software that help coordinate exploratory analyses and formal trend testing.
The core of the proposed roadmap for trend assessment is composed of a package of nonparametric trend tests of Mann-Kendall (MK) type and a response surface methodology that aims to explore the presence of synchronous level shifts and trends in multiple time series of data. The procedure also includes algorithms and software for multiple MK tests developed to enable automated testing for trends in user-defined groups of input data. In addition, it shows how serially correlated data and observations below the limit of quantification can be accommodated in both ordinary and partial MK tests. Response surfaces in our method are estimated using a smoothing technique that can easily be tailored to the structure of the collected data . In particular, we report how this technique can be applied when the data represent sampling sites that can be linearly ordered along some gradient.
To examine the performance of our strategy in assessment of regional trends, we used a dataset comprising groundwater quality data from a total of 77 stations in Sweden. This dataset is of considerable interest in itself, because all investigated sites have been regularly sampled at least since 1980. However, it can also help determine what tools or combinations of tools that play a crucial role in the detection of regional trends and how critical assessment of data quality can be fully integrated into the statistical analysis. Figure 1 shows that we made assessment of data quality a recurrent element in the analysis and that hypothesis testing and fitting of response surfaces are also performed repeatedly. The significance tests focus on the presence of monotonic trends. The response surfaces that are fitted to multiple series of observed data illustrate how the expected response varies over time and across sampling sites. The initial outlier filtering focuses on individual observations that differ strongly from the great majority of the other observations in the same time series. Conventional criteria, such as the number of standard deviations from the mean, can be applied to identify observations that need to be removed or corrected prior to the trend assessment.
Roadmap for trend assessment
Thereafter, univariate MK tests and nonparametric smoothing techniques are used as exploratory tools. More specifically, we propose the following:
visual inspection of p-values for time series that are ordered with respect to sample means or other user-defined station characteristics (see the case study);
(ii) tests for joint trends in groups of samples determined by user-defined factors or classes;
(iii) visual inspection of response surfaces in search of synchronous trends and level shifts in multiple data series .
After each step, data quality is assessed, and erroneous data are removed or corrected.
Next, we proceed to a more formal trend analysis in which we also take into account the impact of covariates and serial correlation. In the MK tests, covariates can be considered by adjusting the inputs prior to the tests or by performing partial trend tests (Libiseller and Grimvall 2002) . In our response surface methodologies, the trend surface and the impact of covariates are estimated simultaneously . Finally, we ascertain whether the detected trends remain significant after corrections are made for covariates and serial correlation. In the MK tests, this can be done by reorganizing the given data into new series with longer time steps. When response surfaces are fitted to observed data, uncertainty estimates involving block resampling can reduce the impact of statistically dependent observations.
Significance tests for trends

Ordinary and partial MK tests
Ordinary MK tests for monotonic trends are based on pairwise comparisons of all observations y 1 , …, y n in a time series, and the test statistic is given by 
Multivariate MK tests and automated grouping of data
The presence of a regional trend implies that sites exhibit similar, albeit not identical, trends, and this requires tests in which the evidence of increasing (or decreasing) trends is pooled for various groups of time series data. We propose significance tests based on sums of MK statistics T 1 , …, T m for individual time series:
If the data are organized in a matrix where the rows represent years and the columns represent stations, seasons, or other groups, the null hypothesis of no trend implies that all permutations of the rows are equally probable. The columns, however, can be statistically dependent, and this can be taken into account when the variance of T is estimated (Hirsch and Slack 1984 
Handling of censored data
Observations below the limit of quantification (or detection) carry information that can and should be exploited in trend tests when the measurement techniques have changed over time (Helsel 2005a) . We regard all observations as intervals, i.e., pairs of real numbers. If the measured response has been quantified, the lower and upper limits of the interval coincide, or else these limits are set to zero and the limit of quantification, respectively.
If for i < j. In our response surface methodology, we substitute censored observations for half the limit of quantification. Hirsch and Slack (1984) were the first to consider the impact of serial correlation on the results of MK tests. For data collected over several seasons, those investigators suggested that the raw data should be organized in a matrix in which each column represents a season, and that a sum test could be used to assess the overall trend. This idea can easily be extended to take into account serial correlation over periods longer than one year. For example, a dataset comprising observations y 1 , …, y 2n made on 2n consecutive years can be recoded as 
Adjustment for serial correlation
Response surface methodology
Multiple time series of data can be visualized by 3D plots in which the two horizontal axes represent time and the vector component, and the vertical axis represents the observed response (see Fig. 10 ). Our response surface methodology is based on the idea that, after suitable ordering of the series and an optional adjustment for covariates, the observed responses can be approximated by a smooth function surface. The shape of the response (i.e., the temporal trend in the different vector components) is modelled in a nonparametric fashion, whereas the impact of covariates is modelled parametrically .
A roughness penalty approach is used along with cross-validation to adapt the degree of smoothing to the data. One smoothing parameter is employed to tune the smoothing over time, and another determines the smoothing across vector components. Explicit roughness penalty expressions have been derived for time series representing different seasons or several classes on a linear or circular scale. Here, we pay special attention to data sets representing several sampling sites that are ordered with respect to the average response at the different sites. Uncertainty bounds for the estimated response surfaces and for trend lines representing the mean response at all sites are determined by a bootstrap technique involving residual resampling. Further details about our response surface methodology have been published by our research group .
Datasets
Observational data
The Geological Survey of Sweden is responsible for the national monitoring of groundwater quality. Samples are normally taken 2-6 times a year, and they are subjected to analysis focused on major inorganic ions, conductivity, and temperature (SGU 2008).
We investigated data from a total of 77 sites in ten hydrogeological regions (Fig. 2) where sampling has been done regularly at least since 1980. In particular, we examined the concentration of sulphate and the buffering capacity measured as alkalinity and acidneutralizing capacity (ANC). The ANC levels were computed according to
Because the results raised questions about data quality (see below), we also examined sulphate, alkalinity, and ANC levels in Swedish surface waters. In those analyses, we used long time series of water quality data collected at the mouths of 37 rivers. Further information about the national river mouth programme can be found at the website of the Swedish University of Agricultural Sciences (SLU 2008 ).
Finally, it should be mentioned that, since July 1992, the same laboratory has been responsible for the chemical analysis of both surface and groundwater samples collected in the national environmental monitoring programme. Before that time, the groundwater samples were analysed at two other laboratories that were commissioned from May 1980 to June 1984 and from July 1984 to June 1992, respectively. 
Artificial data
Artificial groundwater quality data were generated using autoregressive (AR) models with constant or linear mean functions. The variance of the generated data was set to one, whereas the 1-step correlation was varied from 0 to 0.4 and the slope from 0 to 0.2. The sample size was varied from 20 to 40.
Software
MK tests
The 
Semiparametric smoothing
Our smoothing methodology is implemented in a VisualBasic macro denoted Multitrend 
Results
Impact of serial correlation
Adjustments of test statistics for serial correlation are performed to achieve better agreement between actual and nominal significance levels when the underlying data are statistically dependent. On the other hand, if data are independent, such adjustments will inevitably reduce the power of the test. As expected, our method to reorganize the given data into a larger number of shorter samples led to considerable trade-off between the accuracy of the nominal significance level and the power of the test. However, our simulations also showed that it is possible to achieve a satisfactory compromise between desirable and undesirable effects, provided the time series formed in the reorganization are at least 10 data points long. Figure 3 shows that the loss of power was relatively small when a twenty-year time series was split into two ten-year series, each with a time step of two years, whereas the loss was more substantial when the original series was split into four five-year series, each with a time step of four years. Further simulations (not shown) demonstrated that a fortyyear time series could be split into four ten-year series without substantial loss of power.
The actual and nominal significance levels of our test are identical if the autocorrelation range does not exceed the time step of the new series formed by reorganizing the original data. However, Figure 4 shows that, even if the underlying data are generated from a first order autoregressive process with a theoretically infinite autocorrelation range, our method substantially reduces the error in the nominal significance levels. 
Alkalinity and ANC trends in groundwater
A search for outliers in the reported concentrations of major cations and anions revealed that there were obvious errors in the chemical composition of 148 of the 5,557 samples considered in the present study, and hence those samples were omitted from the trend analysis. Moreover, we excluded all data from seven of the 77 investigated sites, because both the MK statistics for temporal trends and visual inspection of collected data clearly indicated local pollution, presumably from road salt.
When ordinary univariate MK tests were again employed to examine the presence of trends in alkalinity levels, and the investigated sites were ordered according to median alkalinity, the striking pattern evident in Figure 5 emerged. As can be seen in the figure, we found significant downward trends at sites with low alkalinity and upward trends at sites with high alkalinity. The downward trends were not anticipated, because the acid deposition in Sweden has decreased considerably over the past two decades, and low alkalinity groundwaters are found primarily in aquifers with relatively short residence times. In addition, the downward trends in groundwater were contradicted by upward trends in river water. When we performed MK tests for trends in alkalinity in 37 Swedish sampling sites, as expected, we observed the strongest upward trends in low alkalinity rivers located in regions that were previously exposed to considerable sulphur deposition. To further elucidate the existence of acidification trends in groundwater, we also examined time series of ANC levels. Figure 6 shows the achieved significance levels. In contrast to the results for alkalinity, the most significant upward trends in ANC were discerned for groundwaters with low to medium buffering capacity. In addition, we noted that there was generally good agreement between the ANC trends in groundwater and river water (not shown). Considering that both alkalinity and ANC are integrative measures of buffering capacity, we expected the two parameters to be strongly intercorrelated. However, as seen in Figure 7 , there was also a pronounced shift in the lowest alkalinity levels in 1984, when the task of analysing the groundwater samples was taken over by a new laboratory. Accordingly, we concluded (i) that the alkalinity levels recorded during different time periods were not fully comparable, and (ii) that the ANC levels computed in the present study constituted a more reliable indicator of trends in buffering capacity. Further analysis of the ANC data revealed pronounced serial correlation for many of the investigated time series. Therefore, we also computed the achieved significance levels in MK tests where we suppressed the effect of serial correlation by reorganizing the data into biannual time series. However, as can be seen in Figure 8 , there was still clear evidence of upward trends in ANC. The strongest trends prevailed in waters with low to medium alkalinity in southern Sweden, whereas there were weak or nonexistent trends in northern Sweden.
Chloride is sometimes used as an indicator of soil water movement, because, correctly or not (Bastviken et al. 2007; Schlesinger 1997) , it is considered to be inert in soil.
Accordingly, we undertook partial MK tests of ANC levels, using chloride as a covariate.
Furthermore, we computed ANC-to-chloride ratios that we tested for trends. Compared to the ordinary MK tests, the partial tests produced results that were almost the same, albeit slightly less significant. There were considerably fewer significant trends in the ANC-tochloride ratios, because the formation of such ratios increased the coefficient of variation of the data that were analysed for trends.
In summary, our trend assessment provided strong evidence of upward ANC trends in the areas where acid deposition has decreased over the past decades. However, there was considerable variation between the sampling sites. 54_18  16_103  70_104  13_107  70_102  33_202  68_9  37_54  5_14  20_1  13_1  17_10  39_116  47_1  3_14  29_8  69_1 Figure 9 illustrates the results of MK tests for sulphate trends. Apparently there were many downward trends but only a few upward trends. Closer examination of the test results revealed that there were several statistically significant downward trends in southern Sweden, particularly in hydrogeological region B (see Fig. 2 ), whereas the trends in Northern Sweden were weak or nonexistent. The trends detected in region B were expected, because (i) the sulphur deposition in that part of Sweden has decreased significantly over the past decades, and (ii) shallow moraines on a primary bedrock enable rapid response to changes in deposition. Furthermore, the results of our analysis were concordant with the pronounced downward trends that were revealed when we analysed river water data from the same region .   74_6  27_1  47_1  27_7  19_15  74_1  70_104  23_11  38_14  16_101  54_103  65_7  3_54  84_1  12_1  60_42  41_1 Further examination of the sulphate levels in region B showed that the average concentration in that area decreased at about the same rate over the entire study period.
Sulphate trends
However, there was substantial variation between sites, which is illustrated by the trend surface in Figure 10 . Inasmuch as repeated assessments of data quality constitute an important part of our roadmap, we also searched for inexplicable level shifts in the reported sulphate concentrations. We noted that the major changes in sulphate levels seemed to be caused by natural dilution processes, because they normally coincided temporally with natural fluctuations in conductivity and other major ions. However, inspection of raw data and deviations from the fitted response surfaces also indicated a substantial serial correlation in the analysed time series. Consequently, we repeated the MK tests on data that had been reorganized in series with longer time steps. Figure 11 presents the results obtained when the impact of serial correlation for up to two years was suppressed. As can be seen, many significant downward trends remained. Using chloride as a covariate had approximately the same effect on the sulphate trends as on the ANC trends. Also, compared to the ordinary MK tests, the partial tests produced results that were almost the same, although slightly less significant, and there were considerably fewer significant trends in the sulphate-to-chloride ratios.
To summarize, the sulphate data produced strong evidence of downward trends, especially in region B. However, there was no simple explanation for the spatial pattern of all downward and upward trends.
Groundwater monitoring programmes aim to detect human impacts that can be rather small compared to the weather-driven fluctuations and random measurement errors that influence individual observations. Accomplishment of that objective requires statistical methods that strongly suppress purely random variation, and the standard procedure is to pool data from several sampling sites and focus the statistical analysis on overall patterns in large amounts of data. We have now gone one step further by emphasizing the need for a sequence of coordinated statistical analyses that are integrated into a roadmap for simultaneous assessment of trends and data quality. The proposed collection of MK tests proved to be an efficient tool to detect relatively small upward or downward shifts in substantial amounts of data, and our response surface methodology provided valuable information about the timing of water quality changes at different sites.
Our study also showed that assessment of data quality should be repeated at all stages of the statistical data analysis. In particular, we found that examination of patterns in achieved significance levels of MK tests can effectively reveal spurious trends caused by long-lasting measurement errors. Our response surface methodology forms a natural complement to the MK tests by providing information about synchronous level shifts that may indicate changes in sampling and laboratory practices. However, it is important to note that none of the mentioned methods will separate long-lasting systematic measurement errors from actual trends. Therefore, trend analysis is also a matter of judging the plausibility of the extracted spatio-temporal patterns in the state of the environment.
The role of judgments can be illustrated with our analysis of alkalinity and ANC data.
The MK tests for trends in alkalinity played a key role, because they revealed an unexpected pattern in the achieved significance levels (p-values). Furthermore, simple scatter plots showed that there was a shift in the alkalinity-to-ANC ratios of acidic samples in 1984 when a different laboratory was engaged to analyse water samples.
However, we also judged that the computed ANC trends were much more plausible than the alkalinity trends. In our recent study of trends in Swedish surface waters , it was our response surface methodologies that played the most decisive role. The fitted surfaces revealed unexpectedly synchronous trends and level shifts in samples that had been taken at geographically separated sites but were analysed in the same laboratory. This observation triggered investigations that eventually led to the judgment that many time series of total nitrogen and phosphorous levels were more extensively influenced by changes in the laboratory than by actual changes in the environment. Furthermore, it is noteworthy that in both the groundwater and surface water studies the ordering of stations with respect to median concentrations helped reveal remarkable spatio-temporal patterns in the analysed data.
Standardization or normalization of environmental quality data is sometimes done to clarify temporal trends in the human impact on the environment. For example, river water quality can be normalized with respect to water discharge, and air quality with regard to various meteorological covariates (Hussian et al. 2004; Libiseller et al. 2003) . Here, we compared the results obtained using ordinary MK tests and partial MK tests with chloride as covariate. In addition, we formed ANC-to-chloride and sulphate-to-chloride ratios that were subsequently analysed by ordinary MK tests. As pointed out, the use of partial tests and especially the calculation of ratios, resulted in fewer significant test results. This was expected in the present study, because (i) the peaks and troughs in ANC, sulphate, and chloride were not particularly synchronous, and (ii) the trends in chloride were generally weak at the investigated sites. In other studies, partial MK tests may provide more important information.
Serial correlation is another issue that needs to be considered in any assessment of temporal trends in environmental data. It is well known that even a moderately large autocorrelation can make the actual significance level considerably higher than the nominal level. A few years ago, Yue and Wang (2004) conducted a comprehensive review of the methods that have been used to adjust achieved significance levels with respect to serial correlation. In short, those authors concluded that all existing procedures have substantial shortcomings and that adjustment factors should be derived from detrended data series. We found that a simple generalization of the idea behind Hirsch and Slack's trend test for seasonal data is a viable alternative to the techniques currently in use. In particular, our method has the advantage that it can be applied to any of the MK tests proposed in the present article. Furthermore, it is not restricted to specific parametric forms of trend functions and autocorrelation functions. The performance of our method was satisfactory for autocorrelation ranges up to one tenth of the total length of the current study period.
The handling of censored data is yet another topic that needs to be addressed. We used the concepts reported by Helsel (2005a and b) and applied them to ordinary and partial MK tests, and to estimation of Theil slopes (Sen 1968; Theil 1950 ).
In conclusion, we have presented a set of statistical methods that address the most common problems encountered in trend analysis of groundwater quality, and we have integrated those techniques into a roadmap for such investigations. In addition, we have developed a software package that greatly facilitates joint analysis of multiple time series of data. Our case study revealed both actual trends and artificial level shifts that would have been difficult to detect if the time series had been analysed one by one.
