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Estimating the mixing density of a mixture distribution remains
an interesting problem in statistics literature. Using a stochastic ap-
proximation method, Newton and Zhang [1] introduced a fast recur-
sive algorithm for estimating the mixing density of a mixture. Un-
der suitably chosen weights the stochastic approximation estimator
converges to the true solution. In Tokdar et al. [2] the consistency of
this recursive estimation method was established. However the proof
of consistency of the resulting estimator used independence among
observations as an assumption. Here, we extend the investigation of
performance of Newton’s algorithm to several dependent scenarios.
We first prove that the original algorithm under certain conditions
remains consistent when the observations are arising form a weakly
dependent process with fixed marginal with the target mixture as the
marginal density. For some of the common dependent structures where
the original algorithm is no longer consistent we provide a modifica-
tion of the algorithm that generates a consistent estimator.
1. Introduction. Stochastic approximation (SA) algorithms which are stochas-
tic optimization techniques based on recursive update, have many applications
in optimization problems arising in different fields such as engineering, machine
learning etc. A classical and pioneering example of an SA can be found in Robbins
and Monro [3] where a recursive method is introduced for finding the root of a
monotone function h, when values of h are observed convoluted with errors. For a
monotone non-increasing function h, suppose we observe the value of h at a point
xn, as yn = h(xn)+ n. Here n’s are i.i.d errors with mean zero. The Robins–Monro
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2 GUHA AND ROY
stochastic algorithm iteratively approximate the root of h as
(1.1) xn+1 = xn + wn(yn − α0),
wherewn is a sequence of weights satisfyingwn > 0,
∑
nwn =∞ and
∑
nwn
2 <∞.
Under (1.1), the sequence {xn} approaches the true root x0, such that h(x0) = α0.
Subsequent developments include rate of convergence, optimum step-size, con-
vergence under convexity etc (see Chung [4], Fabian et al. [5], Polyak and Juditsky
[6] ). Also see Sharia [7],Kushner [8] for recent developments such as adaptively
truncating the solution in some domain. More generally, for a predictable sequence
Rt(Zt) with Rt(z0) = 0; z0 ⊂ Rm the recursive solution is a limit to the recursion
Zt = Zt−1 + γt(Zt−1)[Rt(Z(t−1)) + t(Zt)]; t = 1, 2, . . .(1.2)
where Z0 ⊂ Rm is the initial value, γt(Zt−1) possibly state dependent matrix of
step sizes, and t(Zt) is a mean zero random process. The idea of stochastic ap-
proximation was cleverly used in a predictive recursion (PR) algorithm in Newton
and Zhang [1] for finding the mixing component of a mixture distribution.
Mixture models are popular statistical models that provide a nice compromise
between the flexibility offered by nonparametric approaches and the efficiency of
parametric approaches. Mixture models are increasingly used in messy data sit-
uations where adequate fit is not obtained using conventional parametric mod-
els. Many algorithms, mostly variants of expectation maximization (EM) algorithm
and Markov chain Monte Carlo (MCMC) algorithms, are currently available for fit-
ting mixture models to the data. Specifically, these algorithms would fit a marginal
model of the form
(1.3) mf =
∫
Θ
p(x|θ)dF (θ).
to the dataX1, . . . , Xn assuming a form of the mixing kernel p(x|θ).A related prob-
lem is recovering (estimating) the mixing distribution F . The problem of estimating
the density f of F (with respect to some dominating measure µ) in a nonparamet-
ric set up is a challenging exercise and can be numerically taxing when full like-
lihood procedures (such as nonparametric MLE or nonparametric Bayesian) are
used. However the full likelihood procedures generally enjoy desirable large sam-
ple properties, such as consistency.
3Let X ∈ χ be a random variable with distribution p(x|θ), where θ ∈ Θ is the
latent variable and f(θ) be the mixing density. Let ν and µ be the sigma-finite mea-
sures associated with χ and Θ.
The recursive estimation algorithm Newton and Zhang [1] for estimating f(θ)
then starts with some initial f0(θ) which has the same support as the true mixing
density f(θ). The update with each new observation Xi is given by
(1.4) fi(θ) = (1− wi)fi−1(θ) + wi p(Xi|θ)fi−1(θ)
mi−1(Xi)
where mi−1(x) =
∫
Θ p(x|θ)fi−1(θ)dµ(θ) is the marginal density of X at the ith iter-
ation based on the mixing density fi−1 obtained at the previous iteration.
From equation (1.4) calculating the marginals on both sides, we have the associ-
ated iterations for the marginal densities as
(1.5) mi(x) = mi−1(x)
{
1 + wi(
∫
p(x|θ)p(Xi|θ)fi−1(θ)dµ(θ)
mi−1(x)mi−1(Xi)
− 1)}.
One way to connect the PR update to SA algorithm is to minimize the Kullback–
Leibler distance between the proposed marginal and the true marginal and consid-
ering the minimizer of the corresponding Lagrange multiplier (Ghosh and Tokdar
[9]; Martin and Ghosh [10]). The support of f0 can be misspecified. In such cases
PR estimate can be shown to concentrate around the nearest KL distance of the
true marginal in the space of proposed mixture densities (Tokdar et al. [2]). Simi-
lar result can be found for general posterior consistency such as developments in
Kleijn and van der Vaart [11] where posterior consistency under misspecification
was shown under conditions like convexity.
The PR algorithm is computationally much faster than the full likelihood meth-
ods. Ghosh and Tokdar [9], and later Tokdar et al. [2] have established consistency
of Newton’s predictive recursion algorithm, thereby putting it on solid theoreti-
cal footing. Some subsequent developments on rate of convergence can be found
in Martin and Ghosh [10], Martin and Tokdar [12]. Later developments focus on
application on semiparametric model, predictive distribution calculation in Hahn
et al. [13], Martin and Han [14]. Like the proof of original SA algorithm the proving
the consistency for the recursive estimate of the mixture distribution depends on
a Martingale difference sum construction. Because the algorithm depends on the
order of Xi’s, the resulting estimator is not a function of sufficient statistics, the
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consistency of the PR solution cannot be drawn from the consistency of frequen-
tist and Bayesian method (e.g using DP mixture model; see Ghosal et al. [15], Lijoi
et al. [16] ). In Ghosh and Tokdar [9] and Tokdar et al. [2] the martingale based
method from Robbins and Monro [3] was adapted in density estimation setting
in a novel way to show the almost sure convergence of the estimator in the weak
topology and Kullback–Leibler (KL) divergence. The PR solution was shown to be
the Kullback–Leibler divergence minimizer between the true marginal and the set
of proposed marginals.
There are two key assumptions in the existing proof of consistency: one is that
the observations are independent and also they have a fixed marginal. These as-
sumptions significantly limit the scope of application for the PR algorithm. The
main result of this paper is that the PR recursion continues to provide consistent
solution even under weakly dependent stationary processes as long as the depen-
dence decays reasonably fast. This vanishing dependence can be connected with
and can be quantified by the information theoretic quantities such as mutual infor-
mation. We use a novel sub-sequence argument to tackle the dependence among
the observations and prove the PR algorithm when such vanishing dependence is
present. At the same time we derive a bound for the convergence rate for PR al-
gorithm under such dependence. As a special case, we later consider the example
of general M dependent cases, where the consistency of recursive estimate holds
under weaker conditions. Finally, for non-stationary processes where the condi-
tional distribution of Xi given lags Xi−1, . . . , Xi−k is a mixture with a kernel that
depends on i, the existing PR algorithm is no longer applicable. For such scenarios,
we propose a modified algorithm and show that it consistently estimates the mix-
ing density. In all the cases we show the convergence under misspecification and
concentration around the nearest KL distance point.
The arrangement of this article is the following. In Section 2, we provide the
background and basic framework for martingale based argument, which will later
be used in proving the main Theorems. Section 3 presents the main results regard-
ing convergence and the rates for weakly dependent cases. In Section 4, we con-
sider the special case of M - dependent sequences and Section 5 contains modified
kernel based algorithm and related results.
52. Preliminaries. Our notation and some of the techniques will follow the orig-
inal martingale argument of Robbins and Monro [3] and the developments for the
independent case in Ghosh and Tokdar [9] and particularly that of Tokdar et al.
[2]. Thus, for convenience, we first introduce the notation and the main techniques
used in the proof of consistency of the PR estimator in Tokdar et al. [2]. The discus-
sion will also illustrate the need for generalization of the techniques to the depen-
dent case. Later in Section 3, we will create the tools needed for dependent case.
Tokdar et al. [2] first established KL divergence based recursive formulation and
used the KL iteration along with martingale techniques to show convergence of
the recursive estimators for the mixing density and that of the marginal density
to their corresponding true values. Specifically, if Kn =
∫
f log(f/fn)dµ(θ) and
Fi = σ(X1, . . . , Xi) is the σ− algebra generated by the first i observations, then
following recursion was established:
(2.1) Kn −K0 =
n∑
i=1
wiVi −
n∑
i=1
wiMi +
n∑
i=1
Ei
where
Mi = −E
[
1− m(Xi)
mi−1(Xi)
|Fi−1
]
,
Vi = (1− m(Xi)
mi−1(Xi)
) +Mi,
Ei =
∫
R(Xi, θ)f(θ)dµ(θ),
R(Xi, θ) = w
2
i (
p(Xi|θ)
mi−1(Xi)
− 1)2R(wi( p(Xi|θ)
mi−1(Xi)
− 1))
andR(x) is defined through the relation log(1+x) = x−x2R(x) for x > −1. The re-
mainder term R satisfies 0 ≤ R(x) ≤ max{1, ( 11+x)2}/2. The corresponding recur-
sion for the KL divergence of the marginal densities, K∗n =
∫
mlog(m/mn)dν(x), is
then
(2.2) K∗n −K∗0 =
n∑
i=1
wiV
∗
i −
n∑
i=1
wiM
∗
i +
n∑
i=1
E∗i
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where
gi,x(θ) =
p(x|θ)fi−1(θ)
mi−1(x)
,
hi,x′(x) =
∫
gi,x′(θ)p(x|θ)dµ(θ),
R∗(Xi, x) = w2i (
hi,Xi(x)
mi−1(x)
− 1)2R(wi[ hi,Xi(x)
mi−1(x)
− 1]),
V ∗i = (1−
∫
hi,Xi(x)
mi−1(x)
m(x)dν(x) +M∗i ,
M∗i =
∫
χ
∫
χ
hi,x′(x)
mi−1(x)
m(x)m(x′)dν(x)xν(x′)− 1,
E∗i =
∫
χ
R(Xi, x)m(x)dν(x).
The main idea was to recognize that
∑n
i=1wiVi ,
∑n
i=1wiV
∗
i are mean zero square
integrable martingales and hence almost surely convergent,
∑n
i=1wiMi,
∑n
i=1wiM
∗
i
are positive, and
∑n
i=1Ei,
∑n
i=1E
∗
i have finite limits almost surely. Putting these
facts together Tokdar et.al. (2009) established that Kn and K∗n necessarily converge
to zero limits almost surely, thereby establishing consistency of the predictive re-
cursion sequences fn and mn in weak topology.
The proof relies critically on independence of Xi and also assumed that the true
marginals at each i are same and equal to m(x). The main contributions of this
paper are twofold:
1. To show that the PR recursion continues to be consistent under weakly de-
pendent processes where the fixed marginal distribution at each i is a mixture
with respect to a fixed kernel. The consistency is obtained under additional
conditions on the kernel and the parameter space.
2. To suggest a modification of the usual algorithm when the conditional dis-
tribution of the current observation given past observations is a mixture of
Markovian kernels (possibly depending on the index of the observation) that
depend on past observations and establish consistency of such an updating
scheme.
3. Main result. Some of the desirable properties of the PR recursion continue
to hold under some mild forms of dependence as well. If the process has a fixed
marginal which is a mixture and the serial dependence dies off relatively fast, then
7it is still possible to consistently estimate the true mixing density using the predic-
tive recursion algorithm. The ideas are formalized in the following.
Suppose, the parameter θ lies in a compact subset Θ of an Euclidean space. For
our proof we will need to control the expectation of ratios of K(≥ 1) fold product
of densities at two different parameter values. To that end, suppose there exists a
closed convex-hull Θˆ ⊇ Θ and a finite set ΘH = {θj , j = 1 . . . nH} ∈ Θˆ, and a
compact set χc ⊂ χ such that p(x|θ) is well defined for θ ∈ Θˆ, and
C1. For any x /∈ χc there exists θx1 , θx2 ∈ ΘH such that supθ,θ′∈Θ{ p(x|θ)p(x|θ′)} ≤
cu
p(x|θx2 )
p(x|θx1 ) , for some universal upper bound cu > 1.
C2. inf
x∈χc,θ∈Θ
p(x|θ) > a > 0.
C3. sup
x∈χc,θ∈Θ
p(x|θ) < b <∞.
Without loss of generality, we can assume that 0 < a < 1 < b. Under C1—C3, the
ratio of the marginals boils down to the ratio at the finite set ΘH and a function of a
and b. For most common problems, such as location mixture and p(x|θ) a finite set
ΘH exists that satisfies the assumption. This condition can be seen as a generaliza-
tion in Monotone Likelihood Ratio property in higher dimension. This condition
is satisfied in a general multivariate normal mean mixture with known covariance
matrix, where the mean parameter is in a closed subset of Rd, and the set Θˆ can be
large convex-hull containing the closed set Θ, ΘH can be the corner points of Θˆ and
χc = Θˆ.
PROPOSITION 1. Under C1–C3 , for any two distribution f1 and f2 on compact Θ,
the ratio of the marginal under mixing f1 and f2 can be bounded by the following function
(3.1)
mf1(Xi)
mf2(Xi)
≤ A1(Xi) = cu
∑
θk,θl∈ΘH
p(Xi|θk)b
p(Xi|θl)a .
PROOF. Given in the appendix.
REMARK 1. For finite Θ the result in Proposition 1 holds trivially using Θ in place
of ΘH .
In the presence of dependence, where Xi’s have same marginal m PR algorithm
can be applied if the dependence decreases rapidly as the distance between Xi’s
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grows within the sequential order in which the Xi enter the algorithm. We assume
the following α-mixing type condition for the stationary sequence
supiE
[ ∫
(
p(Xi+n|X1, . . . , Xi)
m(Xi+n)
− 1)2m(Xi+n)d(.)
] ≤ c20ρ2n(3.2)
where c0 > 0 and ρ < 1.
The conditions given in equation(3.2) implies exponential decay of mutual in-
formation H(·, ·) between Xi+n and Xi = {X1, · · · , Xi}, given by H(Xi+n,Xi) =∫
(log p(Xi+n|X
i)m(Xi)
m(Xi+n)m(Xi)
) p(Xi+n|Xi)m(Xi)d(·). This condition becomes if and only if,
in case we have uniformly bounded and uniformly bounded away from zero condi-
tional densities, and we haveHa(·, ·) by replacing log p(Xi+n|X
i)m(Xi)
m(Xi+n)m(Xi)
by | log p(Xi+n|Xi)m(Xi)
m(Xi+n)m(Xi)
|
in H(·, ·). This result can be summarized in the following proposition.
PROPOSITION 2. Under the condition of equation (3.2) supiH(Xi+n,X
i) ≤ c20ρ2n
for c0 > 0, ρ < 1 given in Equation (3.2). Moreover, if infi,np(Xi+n|Xi) > 0 and
supi,np(Xi+n|Xi) < ∞ and if supiHa(Xi+n,Xi) < ρ2n then equation (3.2) is satisfied
for some c0 > 0.
PROOF. Given in the appendix.
We show that under the conditions mentioned in Tokdar et al. [2] and some mi-
nor additional conditions, the sequence of mixing densities fn converges to true
mixing density f even when the observations are dependent. We assume the fol-
lowing conditions .
B1 wi ↓ 0, and wi ∼ i−α, α ∈ (0.5, 1].
B2 For θl1 , θl2 ∈ ΘH for E[(
∏n1
l=1
p(Xjl |θl1 )
p(Xjl |θl2 )
)2] ≤ b2n10
∏n1
l=1E[(
p(Xjl |θl1 )
p(Xjl |θl2 )
)2], for some
b0 > 0 and where j′ls ∈ {1, . . . n} and are distinct, and n1 ≤ n.
B3 supθ1,θ2,θ3∈ΘˆEθ3 [(
p(xi|θ1)
p(xi|θ2))
2] < B <∞
B4 The map θ → p(x|θ) is bounded and continuous for x ∈ χ.
We can now state our main result which shows that the solution to the New-
ton’s recursion algorithm continues to be consistent under dependence under our
assumptions. The first result, Theorem 3.1 shows the result for the cases where sup-
port of the mixing density is finite. General results under general support for the
mixing distribution can be established (Theorem 3.2) even in the dependent cases,
but we need to assume slightly stronger set of assumptions.
9THEOREM 3.1. Assume f0 has same support as f . Then underB1, B2, B3, B4,C1, C2, C3
for finite Θ, the estimator fn from equation (1.4) converges to the true mixing density f
with probability one, as n the number of observations goes to infinity, for dependent se-
quence of Xi’s satisfying condition of equation 3.2.
Proof of Theorem 3.1. Here we will be considering martingale sequences where
the index corresponding to each sequence goes far apart gradually. We denote the
position of the i th term in j th sequence by (j)i. We assume (j)1 ≥ jK ,K > 1, an
integer; (1)1 = 1 and term for each j−1 sequence appearing with same multiplicity
between first appearance of indexes corresponding to j − 1 th and j th sequence.
In particular for K = 2 we have term allotted to construct the martingale sequence
by the following rule
B˜1︷︸︸︷
(1)1 ,
B˜2︷︸︸︷
(1)2 ,
B˜3︷︸︸︷
(1)3 ,
B˜4︷ ︸︸ ︷
(1)4, (2)1,
B˜5︷ ︸︸ ︷
(1)5, (2)2,
B˜6︷ ︸︸ ︷
(1)6, (2)3, (3)1 . . . ,
B˜f(i)︷ ︸︸ ︷
(1)i1 , (2)i2 , . . . , (i+ 1)1
(3.3)
and jK ≤ (j)1 ≤ (j + 1)K .
The main idea would be rearrange the sum such that, we can have a martingale
difference quantity which converges almost surely. Using the weak dependence,
we will show that the each of the means are less than zero plus a small order quan-
tity which is summable with probability one.
Choosing K suitably, we can show that with probability one finitely many mar-
tingale sum is relevant for our calculation.
Martingale decomposition
Let Rn be the number of sums constructed if we consider upto i = n. Clearly,
Rn ≤ n. If i th index appears in l th sum, by Flast,i we denote the sigma field
generated by X1, X2, . . . , Xi′ , where ith index appears after i′th for constructing l
th martingale. We denote the index i′ by ilast.
Let Ψ(i, j) be the index of i th term of the j the sequence and therefore Ψ(i, j)last =
Ψ(i − 1, j) (for example Ψ(1, 2) = 5 for K = 2 in equation 3.3), and let nj be the
number of terms upto index n for the j th sequence. For example in equation 3.3
11 = 1, 12 = 0, n2 = 0 for n ≤ 4, 52 = 1 and so on. From equation (1.4), similar to
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equation (2.1)
Kn −K0 =
Rn∑
j=1
S
(n)
v,j −
Rn∑
j=1
S
(n)
M,j +
n∑
i=1
S∆i +
n∑
i=1
Ei.(3.4)
We have
S
(n)
v,j =
nj∑
i=1
vΨ(i,j);
S
(n)
M,j =
nj∑
i=1
wΨ(i,j)MΨ(i,j);
vΨ(i,j) = wΨ(i,j)
(
(1− m(XΨ(i,j))
mΨ(i,j)−1(XΨ(i,j))
)− E[(1− m(XΨ(i,j))
mΨ(i,j)−1(XΨ(i,j))
)|Flast,Ψ(i,j)
])
;
MΨ(i,j) = E
[ m(XΨ(i,j))
mΨ(i,j)last(XΨ(i,j))
− 1|Flast,Ψ(i,j)
]
;
S∆Ψ(i,j) = wΨ(i,j)E
[ m(XΨ(i,j))
mΨ(i,j)−1(XΨ(i,j))
(
mΨ(i,j)−1(XΨ(i,j))
mΨ(i,j)last(XΨ(i,j))
− 1|Flast,Ψ(i,j)
]
.
At first we show the convergence of
∑Rn
j=1 S
(n)
v,j ,
∑
Ei and further decompose
Mi,j .
Convergence of
∑Rn
j=1 S
(n)
v,j
As E[(S(n)v,j )
2] ≤ 2∑w2iE[1 + (A1(Xi))2] < b′0 where b′0 > 0 is an universal con-
stant, we have S(n)v,j ’s squared integrable martingale with filtration σ(X1, · · · , XΨ(nj ,j)),
and therefore converges almost surely. Thus, outside a set of probability zero S(n)v,j ’s
converges for all j, as j varies over a countable set.
Next, we will show that only finitely many martingale sequence in
∑Rn
j=1 S
(n)
v,j
will have significant contribution with probability one. From Lemma 1 (given in
Appendix) ,
P (sup
n
|S(n)v,j | >

js
infinitely often) ≤ −2limn0↑∞
∞∑
j=n0
P (sup
n
|S(n)v,j | >

js
)
≤ −2limn0↑∞
∞∑
j=n0
C ′0j
−K(2α−1)+2s−1 → 0,
where C ′0 > 0 is a constant, and choosing s > 1 and K large enough such that
−K(2α− 1) + 2s− 1 < −1.
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Hence, outside a probability zero set, supn |S(n)v,j | < js for all but finitely many
j’s and S(n)v,j ’s converge. For such ω ∈ Ω for which the above convergence happens,
for any 1 > 0, we can choose n1 such that for j > n1(ω), supn |S(n)v,j | < js and∑∞
j=n1(ω)
supn |S(n)v,j | < 1.
Outside a set of probability zero, we can choose n2(ω) = n2 large for j ≤ n1(ω) =
n1 such that
∑n1(ω)
j=1 |S
(n′2)
v,j − S(n2)v,j | < 1, n′2(ω) > n2(ω). Without loss of generality,
we can select n2 > ψ(1, n1).
Finally,
|
Rn′2∑
j=1
S
(n′2)
v,j −
Rn2∑
j=1
S
(n2)
v,j | ≤
n1∑
j=1
|S(n′2)v,j − S(n2)v,j |+ |
∑
j>n1
(S
(n′2)
v,j − S(n2)v,j )|
≤ 1 +
∑
j>n1
supn≤n2 |S(n)v,j |+
∑
j>n1
supn≤n′2 |S
(n)
v,j | ≤ 31.
As 1 > 0 is arbitrary, outside a set of probability zero we can show that the tail
sum is less than 31 for
∑Rn
j=1 S
(n)
v,j , and choosing 1 going to zero over a sequence,
we have
∑Rn
j=1 S
(n)
v,j as a Cauchy sequence with probability one and therefore con-
verges with probability one.
Convergence of
∑
Ei
Using the expression for A1(x), we have,
E(
∑
i>i′0
|Ei|) ≤
∑
i>i′0
4w2iE(1 +A1(xi))
2 <∞
as wi(
p(Xi|θ)
mi−1(Xi) − 1) > −wi > −12 for i > i′0 for some i′0 > 1, as wi ↓ 0. Hence,∑
i>i′0
Ei converges almost surely from Proposition 4 (given in Appendix). Hence,∑
Ei converges almost surely.
Decomposing Mψ(i,j)
To simplify the notation we considerMi˜ for some i˜. We have from equation (3.2),
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Mi˜ =
∫
(
m(x)
mi˜last(x)
− 1)m(x)ν(dx) +
∫
(
m(x)
mi˜last(x)
− 1)(pi˜,last(x)
m(x)
− 1)m(x)ν(dx)
≥ K∗
i˜last
+
∫
(
m(x)
mi˜last(x)
− 1)(pi˜,last(x)
m(x)
− 1)m(x)ν(dx).
(3.5)
Here, i˜last = i˜′ the index appears before i˜ in the sequence containing the term
corresponding to Xi˜. Let, pi˜,last be the conditional density of Xi˜ given X1, . . . , Xi˜′ .
We have
δi˜ = |
∫
(
m(x)
mi˜last(x)
− 1)(pi˜,last(x)
m(x)
− 1)m(x)ν(dx)| ≤√∫
2(A1(x)2 + 1)m(x)ν(dx)
√∫
(
pi˜,last(x)
m(x) − 1)2m(x)ν(dx).
Let δi˜(Xi˜) =
√∫
(
pi˜,last(x)
m(x) − 1)2m(x)ν(dx). Now, δi˜i˜ = E[δi˜′(Xi˜)] ≤ c0ρ(˜i−i˜
′) and√∫
2(A1(x)2 + 1)m(x)ν(dx) ≤ b′0 for some b′0 > 0.
By construction of the sequences, l gap appears at most (l+1)K time. Hence,
∑
δi˜
i˜
≤
c0b
′
0
∑
l l
Kρl−1 < ∞. Hence,∑ δi˜(Xi˜) converges absolutely with probability one
and hence, converges with probability one.
Convergence of
∑n
i=1 S
∆
i
Next we prove,
∑n
i=1 S
∆
i converges almost surely. As it is enough to show
∑
E(|E[wi( m(x)mi−1(x)−
m(x)
milast (x)
)|Flast,i]|) ≤
∑
E(wi| m(x)mi−1(x) −
m(x)
milast (x)
|) converges.
The main idea is that for index corresponding to wi, the ilast and i is approxi-
mately O(i1/K) apart. Writing ( mi−1(x)milast (x)
− 1) as the i − 1 − ilast fold product and
bounding the expectation of the linear and cross products of A1(Xi)’s we can show
the convergence. Details of this part is given in the appendix.
Combining the parts
Given that
∑Rn
j=1 S
(n)
v,j ,
∑
Ei,
∑n
i=1 S
∆
i ,
∑
δi converge with probability one to fi-
nite quantities and K∗i > 0, we have K
∗
i converging to zero in a sub sequence
with probability one, as L.H.S in (3.4) is finite, because otherwise from the fact∑
wi =∞, RHS will be −∞.
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Therefore, as K∗n ≥ 0,
∑
wiK
∗
i has to converge, as all other sequences converge
and therefore K∗i converges to zero in a subsequence almost surely. Now, using
finiteness of Θ, the proof follows as Kn converges and over that subsequence fn
has to converge to f , as otherwise K∗n cannot converge to zero in that subsequence
(Ghosh and Tokdar [9]).
In particular, if K∗nk(ω) → 0 and if fnkj → fˆ 6= f in some sub-subsequence of nk
then corresponding marginal mnkj converges to mˆ 6= m weakly. But, as K∗nk → 0,
mnk converges tom in Hellinger distance and also weakly, which is a contradiction.
Hence, fnkj → f and therefore Kn → 0. Hence, we have fn → f with probability
one.
REMARK 2. If condition B2 is replaced by
B2′. supθ1,θ2,θ3∈ΘˆEθ3 [(
p(Xi|θ1)
p(Xi|θ2))
j ] < bj3, for some b3 > 0,
then the proof of Therem (3.1) holds.
REMARK 3. If infθp(x|θ) > 0 and supθp(x|θ) < ∞ then B2,B3 and B2′ are
satisfied.
As mentioned earlier, consistency of the recursive algorithm can be established
in much more generality, even under mild dependence, provided we can assume a
slightly stronger condition. The following theorem gives the general result.
THEOREM 3.2. Assume f0 has same support as f . Then under B1, B2′, B3, B4,
C1, C2, C3 for compact Θ, the estimate Fn from equation (1.4) converges to F in weak
topology with probability one, as n the number of observations goes to infinity, for depen-
dent sequence of Xi’s under the condition from equation 3.2.
PROOF. Given in Appendix.
3.1. Misspecification of support . Under the set up of 3.2, we can state the fol-
lowing result when the support of f0(θ) is misspecified and not as same as true
mixing density f(θ). Suppose k˜ be the minimum KL distance between m(·) and
mˆ(·)’s where, mˆ(x) = ∫ p(x|θ)fˆ(θ)µ(dθ) and fˆ ranges over all density that has
same support as f0(θ). Let K∗i be the KL distance between m and mi. Assume,
KL(m, m˜) = k˜ < ∞ and m˜(x) = ∫ p(x|θ)f˜(θ)µ(dθ), where f˜(θ) has same support
as f(θ) and assume f˜ is unique.
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THEOREM 3.3. Under B1, B2′, B3, C1, C2, C3 for compact Θ and unique f˜ , the
estimate Fn from equation (1.4), K∗n from equation 2.2 converges to k˜ with probability
one as n goes to infinity, for weakly dependent sequence of Xi’s under the condition from
equation 3.2.
3.2. The effect of dependence parameter ρ. Even though it is not clear how the ρ
effects the convergence, we can derive some insight from the following proposition.
PROPOSITION 3. Under the setting of Theroem 3.1, for n > m we have
|Km −Kn| ≤
cn∑
cm
wlb˜0l
Kρl + Em,nr
where b˜0 > 0,E
m,n
r is free of ρ and goes to zero asm goes to infinity and, cm = m1/K ,cn =
(n+ 1)1/K .
PROOF. This proof follows from the expression in the proof of 3.1 and is given
in the appendix.
REMARK 4. Under Proposition 3 we have an upper bound as an increasing function
of ρ and one would expect the convergence to be faster for smaller values of ρ. The derivation
of the function follows from simple algebra and given in the appendix.
Later, we consider example of AR(1) sequence with various values of 0 < ρ < 1. We
detect that the convergence is faster for smaller ρ and with larger values of ρ it takes more
time to converge.
3.3. Convergence rate of the recursive algorithm. Convergence of PR type algo-
rithm has been explored in recent works such as Martin and Tokdar [12] where
the fitted PR marginal shown to be in ∼ n−1/6 radius Hellinger ball around the
true marginal almost surely. Martin [17] establishes a better bound for finite mix-
ture under misspecification. PR convergence rates are similar to nonparametric rate
in nature and in current literature does not have the minimax rate (upto logarith-
mic factors) such as the rates shown in Ghosal and Van Der Vaart [18] and sub-
sequent developments. The convergence rate calculations ([12], [17]) follow from
the super martingale convergence theorem from Robbins-Siegmund (Robbins and
Siegmund [19], Lai [20]) for independent cases and yield a rate similar to Genovese
and Wasserman [21].
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In presence of dependence, we use the subsequence construction technique de-
scribed in equation 3.3 and the following developments given in the proofs of
Theorems 3.1 and 3.2 and we show almost sure concentration in n−(1−γ′)/2 ra-
dius Hellinger ball around the true marginal for γ′ > 34 , which is slower than
the rates for independent case. The result is stated in the following Theorem. Let
K˜∗n = K∗n − k˜.
THEOREM 3.4. For unique f˜ , wi ∼ i−γ , γ ∈ (3/4, 1) under the setting of Theorem
3.3, for γ′ ∈ (γ, 1), n−γ′+1K˜∗n → 0 with probability one and H(mf˜ ,mn) = o(n−(1−γ
′)/2)
if mmf˜ is bounded away from zero and infinity, where H
2(f, g) =
∫
(
√
f − √g)2d(·) the
Hellinger distance between densities.
PROOF. Given in the Appendix.
3.4. Some illustrative example. Example 1. AR(1). We consider a two point mean
mixture of two normal distribution, where one of then is independent over i and
other distribution has a AR(1) structure. In particular, Z1,i ∼ AR(1), with pa-
rameter r, and with marginal N(0, 1). We have, X1,i = µ1 + Z1,i, µ1 = 0, and
X2,i ∼ N(2.5, 1) are independent. We have Xi = IiX1,i + (1 − Ii)X2,i, where Iis
are independent Bernoulli(.3). We consider r values .3, .7, .99 and .999 and inves-
tigate the effect on the convergence. Here ρ is a monotone function of r. A typical
example is given in Figure 1, where we see the higher the value of ρ the slower
the convergence. Even for moderate value of ρ, the effect is negligible but for very
strong dependence the effect on convergence is very stark. We use wi = 1/(i+ 1).
Example 2. A continuous mixture. Next we consider a continuous mixture in the mean
with error term following an AR(1) dependence. That is Xi = θi + ei where ei
follows a AR(1) with parameter 0.7 and θi ∼ N(0, 1), truncated in [-3,3]. Using an
uniform(-3,3) as an initial value of f0, the fitted value using different number of
observations given in Figure 2 left panel. The true mixing density is given in solid
blue. Solid and dashed black show the fit using n = 1000, 2000, respectively. We
use wi = 1/(i+ 1).
Example 3. An irregular mixture with AR(1) error. Consider the last example with
an irregular mixture. That is θi ∼ .5δ{0} + .5N(4, 1). The normal distribution is
truncated at [-8,8] and Θ = [−8, 8]. Using a continuous uniform f0 on [-8,8] the
fitted density is given in Figure 2 right panel for n = 100, where the probability
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FIG 1. The AR 1 example for the general dependent case. Top panel shows r = .3 and r = .7 in left and right
panel, respectively. Bottom panel shows r = .99 and r = .999 in left and right panel, respectively. True value
of p is .3 . The heavily dependent cases r = .99 and r = .999 show slower convergence.
around zero in the interval (-.5,.5) is 0.45 close to the true value at zero 0.5. The
true mixing distribution is given by the solid line and the fitted by the recursive
algorithm is given by the dotted line. We use wi = 1/(i+ 1).
Example 4. Gaussian process path with linear drift.
a) Constant drift. Consider the following example, where we observe from the fol-
lowing two independent latent processes. Suppose,X(t) ∼ GP(−1,K ) withK (t1, t2) =
.1e−(t1−t2)2/10 and Y (ti) = Zia1(ti) + X(ti) where X(t) and Z(t) are independent
and a1(ti) = 3 and Zi ∼ Bernoulli(.3) independent of X(t). That is whenever ob-
served the observations are contaminated with a bias term with some probability.
Hence, we have the i th observation is from Gaussian process path with a drift
which is -1 with probability 0.7 and 2 with probability 0.3. We use wi = 1/(i+ 1).
Using known support i.e support at −1 and 2 for the drift we can plot the pre-
dictive recursion update for the probability at zero in Figure 3 left panel. Suppose,
we start with a continuous support on [−3, 3] and uniform f0 then the predictive
recursion solution after 1000 is given in right panel.
b) Linear drift. A similar setting as in part (a) is considered with Y (ti) = Zia1(ti) +
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FIG 2. The AR 1 example with continuous mixture. Left panel shows with θi ∼ N(0, 1)1[−3,3], middle and
right panel shows irregular mixture example. We have n = 1000, 2000 (dashed and solid, respectively) for the
regular case. We have for irregular mixture: n = 500, 1000 (dashed and solid respectively),n = 5000 in the
right panel. True mixture is given by blue and the fitted ones are given by black.
FIG 3. Example 4(a) in Weak-dependent case. Left panel shows the convergence of the mixing density under
true discrete support where index in the X axis is the number of observations used. Right panel shows the fitted
mixing density if f0 is Unif [−3, 3] which gives mass around the true discrete support.
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FIG 4. Example 4(b) in Weak-dependent case. Brownian motion with linear drift. Top left, middle and right
panel shows the estimated mixing densities for the slope, intercept and the joint mixing density. Bottom panel
shows the marginal mixing densities for the case when the support for the initial distribution does not contain
the true intercept.
X(ti),X(t) ∼ GP(0,K ) andK (t1, t2) = .1e−(t1−t2)2/10, where the drift is given by
a1(t) = α + βt/100 and the observed points are at ti’s, ti = 1, · · · , 2000, and α =
5, β = 2. Figure 4 top panel shows the fitted marginal and joint mixing densities
for the slope and intercept parameters α and β by the SA algorithm, where initial
density is uniform on the rectangle [−6, 6]× [−6, 6]. We have concentration around
0 and 5 for intercept parameter, and, 0 and 2 for the slope parameter. We use wi =
1/(i+ 1).
Figure 4 bottom panel shows the marginal fit when the starting density is uni-
form on [−3, 3] × [−6, 6] and the support does not contain the true intercept pa-
rameter. In that case the mixing density for intercept concentrates around 0 and 3,
corresponding to nearest KL distance point.
4. M -dependent processes. Important special cases of the weakly dependent
processes assumed in the previous section are theM -dependent processes. Heuris-
tically if the process is M dependent that is Xi Xi+h are independent for all i and
h ≥ q = M for some known positive integer q, then considering q different se-
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quence of Xi’s each constructed by q gap X ′is sequences gives us consistent esti-
mate for each case and hence, we should expect that the original SA based algo-
rithm should work. Moreover, for M -dependent cases some of the assumptions
of Theorem 3.1 could be relaxed. Hence we present the case of M -dependent pro-
cesses separately.
Consider an M -dependent sequence {Xi}i∈Z with marginal distribution Xi ∼
m(x) of the form (1.3). Form the definition of the process, Xi Xi+h are independent
for all i and h ≥ q for some positive integer q. An example of such a process would
be a (q − 1)th order moving average, MA(q − 1), defined as
xi = ei + ψ1ei−1 + · · ·ψqei−q−1, i ∈ Z
where (ψ1, . . . , ψq) are fixed parameters and {ei} are independent mean zero ran-
dom variables with density me(y). Let the marginal density of Xi be of the mixture
form (1.3).
A1 wi > 0,
∑∞
i=1wj+iq =∞ for j = 1, 2, . . . , q and
∑∞
i=1w
2
i <∞.
A2 The map F 7→ ∫ p(x|θ)f(θ)dθ is injective; that is the mixing density is identi-
fiable from the mixture
∫
p(x|θ)f(θ)dθ.
A3 The map θ → p(x|θ) is bounded and continuous for x ∈ χ.
A4 For θ1, θ2 and θ3 in Θˆ,
∫ {p(x|θ1)p(x|θ2)}kp(x|θ3)ν(dx) < B for some B > 0 and for
k ≤ 4q.
Under the assumed conditions we have the following result.
THEOREM 4.1. LetX1, . . . , Xn be a sample form a q-dependent process with marginal
densitym of the form (1.3) with mixing density f . Assume A1,A2, A3, A4 and C1–C3 hold
and Θ is compact. Then the estimator Fn from equation (1.4) converges to the true mixing
density F with probability one in weak topology.
The main idea of the proof is to break the observed sequence in to q subsequences
and then to apply arguments similar to that of Theorem 3.2.
Proof of Theorem 4.1. For j ≤ q, define lj(q, n) = max{l : j + ql ≤ n}. Also
let for each j the subsequences {Xj+ql, l = 1, . . .} be denoted by {Xj,l}. Note that
by construction {Xj,l, l = 1, . . .} are iid with marginal distribution m(·). Let Fj,l =
σ〈X1, . . . , Xj,l〉 denote the σ−field generated by all Xi’s upto and including Xj,l.
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Also let the marginals mj+ql generated during the iterations be denoted by mj,l
and the weights wj+ql be denoted by wj,l. Similar to equation (2.1)
Kn −K0 =
q∑
j=1
Sj,n −
q∑
j=1
Qj,n +
n∑
i=1
wiDi +
n∑
i=1
Ei.(4.1)
Here
Sj,n =
lj(q,n)∑
l=1
wj,lVj,l,
Vj,l = (1− m(Xj,l)
mj+ql−1(Xj,l)
)− E[(1− m(Xj,l)
mj+ql−1(Xj,l)
)|Fj,l−1
]
,
Mj,l = E[(−1 + m(Xj,l)
mj,(l−1)(Xj,l)
)|Fj,l−1],
Qj,n =
lj(q,n)∑
l=1
wj,lMj,l,
Di = E[
m(Xi)
mi−1(Xi)
(
mi−1(Xi)
mi−q(Xi)
− 1)|Fj,l−1]; i = j + ql,
Ei =
∫
R(Xi, θ)f(θ)dµ(θ),
where R(Xi, θ) is defined as in (2.1). First we show that Kn converges with prob-
ability one and K∗n converges to zero in some subsequence with probability one.
Then we show convergence of K∗n. A brief outline of the first part is the following.
We show that the each Sj,n is a martingale with respect to filtration Fj,lj(q,n) and
can be shown to be square integrable with uniformly bounded variance. Hence,∑q
j=1 Sj,n converges to S∞ which is finite almost surely. We need to show the con-
vergence of remainder term ∆n =
∑n
i=1wiDi and the error term Tn =
∑n
i=1Ei. We
simplify some of the expressions first.
From (1.5),
mi−1(Xi)
mi−q(Xi)
=
q−1∏
j=1
[1 + wi−j(
∫
p(Xi|θ)p(Xi−j |θ)fi−j−1(θ)dµ(θ)
mi−j−1(Xi)mi−j−1(Xi−j)
− 1)].
We have
|(
∫
p(Xi|θ)p(Xi−j |θ)fi−j−1(θ)dµ(θ)
mi−j−1(Xi)mi−j−1(Xi−j)
− 1)| ≤ 1 +A1(Xi−j)(4.2)
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by using triangle inequality and using Proposition 1 on p(Xi−j |θ)mi−j−1(Xi−j) .
By Holder’s inequality and assumption A4, we have
E[
r∏
j=1
A21(Xi−j)] ≤ (cunHb/a)2qB
for r = 1, . . . , q − 1. Thus
E(|1− mi−1(Xi)
mi−q(Xi)
|2) ≤ wi−q3q(cunHb/a)2qB.
Similarly, we can bound E(| m(Xi)mi−1(Xi) |2) < (cunHb/a)2B.
Convergence of ∆n
By Cauchy-Schwartz we haveE|wiDi| ≤ Cw2i−q whereC > 0 is a constant. Thus,∑n
i=1 |wiDi| converges almost surely as it has a finite expectation hence the infinite
sum
∑
wiDi is absolutely convergent with probability one and hence, convergent
with probability one (see Proposition 4 in Appendix). Therefore, ∆n → ∆∞, a finite
random variable, with probability one.
Convergence of Tn
Next we show Tn converges with with probability one. Note that E[|Ei|] 
2w2i
∫
E
[(
( p(Xi|θ)mi−1(Xi) − 1)2
]
for i > i′0 for some positive integer i′0 as wi → 0 as i ↑ ∞.
Applying condition A4, we have E[|Ei|] < 2(2(cunHb/a)2B + 2)w2i and hence∑
i>i′0
E[|Ei|] converges and hence,
∑
i>i′0
Ei and Tn converges with probability
one.
Convergence of
∑q
j=1 Sj,n
Similarly, E[V 2j,l] ≤ 2(1 + n2HB) and Sj,n is a martingale with filtration Fj,lj(q,n)
and E[S2j,n] ≤
∑
2w2j,l(1 + n
2
HB) <∞ and hence, Sj,n converges almost surely to a
finite random variable as it is an square integrable martingale.
Combining the parts
From equation (4.1) we have convergence of
∑q
j=1Qj,n → Q∞ < ∞ with prob-
ability one. This statement holds as in L.H.S in (4.1) is a fixed quantity subtracted
from a positive quantity and
∑q
j=1 Sj,n,
∑n
i=1wiDi and
∑n
i=1Ei converges with
probability one. As Qj,n =
∑lj(q,n)
l=1 wj,lMj,l and Mj,l >
∫
log m(x)mi−q(x)m(x)ν(dx) =
K∗i−q ≥ 0; i = j + ql. Hence, any Qj,n can not diverge to infinity. Moreover, as
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i=1wj+iq = ∞ for j = 1, 2, . . . , q , Mj,l has to go zero in some subsequence al-
most surely. Next we show convergence of K∗n.
Convergence of K∗n
Analogously, replacing Vi andMi by V ∗i andM
∗
i from the above derivation, from
equation (2.2) we get
K∗n −K∗0 =
q∑
j=1
S∗j,n −
q∑
j=1
Q∗j,n +
n∑
i=1
wiD
∗
i +
n∑
i=1
E∗i(4.3)
where S∗j,n the martingale sequences, which converges due to squared integra-
bility.
S∗j,n =
lj(q,n)∑
l=1
wj,lV
∗
j,l,
V ∗i = (1−
∫
hi,Xi(x)
mi−1(x)
m(x)ν(dx))− E[1−
∫
χ
hi,Xi(x)
mi−1(x)
m(x)ν(dx)|Fj,l−1]; i = j + ql,
M∗i = E[
∫
χ
h
(q)
i,Xi
(x)
mj,l−1(x)
m(x)ν(dx)− 1|Fj,l−1];h(q)i,x′(x) =
∫
p(x′|θ)p(x|θ)fi−q(θ)dµ(θ)
mi−q(x′)
,
Q∗i =
lj(q,n)∑
l=1
wj,lM
∗
j,l,
D∗i = E[
∫
χ
h
(q)
i,Xi
(x)
mj,l−1(x)
m(x)ν(dx)− 1|Fj,l−1]−
E[
∫
χ
hi,Xi(x)
mi−1(x)
m(x)ν(dx)− 1|Fj,l−1]; i = j + ql,
R∗(Xi, x) = w2i (
hi,Xi(x)
mi−1(x)
− 1)2R(wi[hi,Xi(x)mi−1(x)− 1]),
E∗i =
∫
χ
R(Xi, x)m(x)ν(dx).
Also,
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E[
∫
h
(q)
i,Xi
(x)
mi−q(x)
m(x)ν(dx)− 1|Fi−q] =
∫
χ
∫
χ
(
h
(q)
i,x′(x)
mi−q(x)
m(x)m(x′)ν(dx)ν(dx′)− 1)
= Efi−q [(
∫
p(x|θ)
mi−q(x)
m(x)ν(dx))2]− 1
≥ (Efi−q [
∫
p(x|θ)
mi−q(x)
m(x)ν(dx)])2 − 1 = 1− 1 = 0.(4.4)
As a result Q∗j,n converges as ki ≥ 0. Also
∑n
i=1E
∗
i converges. The proof of
martingale squared integrability and convergences of the reminder term
∑n
i=1E
∗
i ,∑n
i=1wiD
∗
i follows similarly to the first part and given in the appendix.
Combining the parts
From the fact K∗i = KL(m,mi) converges almost surely as i goes to infinity and
it converges to zero in a subsequence almost surely, we have it converging to zero
almost surely. Therefore, the marginal mi(x) convergence to m(x) in L1 metric and
the convergence is in weak topology almost surely (given in the appendix).
4.1. Misspecified support. For misspecified support, suppose k˜ be the minimum
minimum KL distance between m(·) and mˆ(·)’s where, mˆ(x) = ∫ p(x|θ)fˆ(θ)µ(dθ)
and fˆ ranges over all density that has same support as f0(θ). Let K∗i be the KL
distance between m and mi. Assume, KL(m, m˜) = k˜ <∞which is achieved at the
unique f˜ .
THEOREM 4.2. Assume A1 − A4 and C1, C2, C3 hold. Then for the estimate Fn
from equation (1.4), K∗n from equation 2.2 converges to k˜ with probability one as n goes to
infinity.
PROOF. Given in the appendix.
4.2. Convergence rate of the recursive algorithm. Assume, F the space of mixing
density is compact and KL(m,mfˆ ) for Fˆ ∈ F (or equivalently fˆ ), is minimized
for some f˜ in F and the minimum value is k˜. We have K∗i = KL(m,mi) and
K˜∗i = K
∗
i − k˜. From Theorem 4.2, 3.3 we know that K∗i ,
∑
iwiK˜
∗
i converge and
K˜∗i converges zero almost surely. Also in Theorem 4.1, 3.2 we have k˜ = 0. This
minimizer is related to the Gateaux differential of KL divergence (Patilea [22]).
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Assuming wi−1wi = O(1), from the proof of 4.1 we can conclude that c
′
1
∑
wiK˜
∗
i−q ≤∑
iwi−q+1K˜
∗
i−q ≤ c′
∑
wiK˜
∗
i−q <∞with c′ > 0, c′1, i = q+ jl, l = 1, 2, . . . converges
with probability one.
Let an =
∑n
i=1wi, a0 = 0. Hence, for i = j + ql for Theorem 4.2
aiK˜
∗
i = ai−1K˜
∗
i−1 + wiK˜
∗
i−1 + aiwiV
∗
j,l − aiwiM∗j,l + aiwiD∗i + aiE∗i
(4.5)
and
anK˜
∗
n − a0K˜∗0 =
∑
wiK˜
∗
i−1 +
q∑
j=1
lj(q,n)∑
l=1
aiwiV
∗
j,l −
q∑
j=1
lj(q,n)∑
l=1
aiwiM
∗
j,l +
n∑
i=1
aiwiD
∗
i +
n∑
i=1
aiE
∗
i .(4.6)
Let wi = i−α, α ∈ (3/4, 1) and ai ∼ i−(α−1), w′i = aiwi ∼ i−(2α−1). For M de-
pendent case, from the proof of Theorem 4.1, writing w′i instead of wi we can show
the almost sure convergence S∗j,l. Convergence of
∑
aiwiD
∗
i and
∑
i aiE
∗
i also fol-
low in similar fashion. From the fact wi−1wi = O(1) the term
∑
iwiK˜
∗
i−1 converges
with probability one. Hence following A1, we have aiwiM∗j,l going to zero in a sub-
sequence with probability one for all j as l goes to infinity, and anK˜∗n converging
with probability one. Hence, we can state the following result.
THEOREM 4.3. For unique f˜ , wi ∼ i−γ , γ ∈ (3/4, 1), under the setting of Theorem
4.2, for γ′ ∈ (γ, 1), n−γ′+1K˜∗n → 0 with probability one andH(mf˜ ,mn) = o(n−(1−γ
′)/2),
if mmf˜ is bounded away from zero and infinity.
PROOF. Follows from the discussion following equations 4.5 and 4.6 and the
relation between KL and Hellinger distance.
4.3. Some illustrative example. Example 1. A simple 2-dependent case. For the first
case, consider the following scenario with x1,i ∼ N(0, 1). We define, z1,i = x1,i+x1,i+12
and construct Z ∼ p1z1 + (1− p1)(z1 + 3). This construction gives us a 2 dependent
case. Using wi = (1 + i)−1, p1 = 0.6 the solution of p1 is given in the left and middle
panel of figure 5, where we use the known support (left panel) and use Unif [−6, 6]
as a starting f0, i.e. a continuous mixing density as a starting point (middle panel).
25
FIG 5. 2-dependent cases. Example 1: middle and left panel. Middle panel shows the true mixing distribution
in blue and the fit in black for n = 1000 (dashed), n = 5000(solid). Exaple 2 is given in right panel.
Example 2. Later, we construct a strong dependent sequence where value observed
at each even point of time is strongly dependent on the previous value and any
other two pair is independent. Consider a sequence x2i = x2i−1 = p1N(0, 1) +
(1 − p1)N(3, 1) with p1 = 0.65. Here each observations is twice observed and the
sequence is 2-dependent. The right panel of figure 5 shows the estimate from (1.4)
converges to the true value.
5. Dependent Kernel . Our primary focus is to explore the scope of possi-
ble modification in case of dependence. Consider the setup where Xi is generated
given the previous X1, . . . , Xi−1 in a conditional manner and the marginal of Xi’s
may not be same. For such cases we propose the following dependent kernel based
update. The dependence may be through parameter that is θi = (θ,X1, . . . , Xi−1).
One such case occurs where Xi’s have auto regressive (AR) structure.
Here we incorporate the dependence through kernel which bases on the condi-
tional distribution as follows
(5.1) qi =
pi−1(Xi|θ)fi−1(θ)∫
Θ p
i−1(Xi|θ)fi−1(θ)dθ
and
(5.2) fi(θ) = (1− wi)fi−1(θ) + wi p
i−1(Xi|θ)fi−1(θ)∫
Θ p
i−1(Xi|θ)fi−1(θ)dµ(θ) .
Here, pi−1 is the conditional density of Xi given X1 = x1,X2 = x2,. . . ,Xi−1 = xi−1
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and θ . The corresponding marginal density for the true mixing density f(θ) is
mi−1,f =
∫
p(x|X1, . . . , Xi−1, θ)f(θ)dθ.
5.1. KL representation . The KL representation extends naturally in the de-
pendent case. Suppose, the support is known. Writing, fifi−1 as
fi
f
f
fi−1 for (5.2) we
have the same expression as before replacing p(x|θ) by the conditional distribution
pi−1(x|θ) = p(x|X1, . . . , Xi−1, θ). Hence,
(5.3) Kn −K0 =
n∑
i=1
wiv
(1)
i −
n∑
i=1
wiM
(1)
i +
n∑
i=1
E
(1)
i .
Here
Kn = KL(f, fn),
M
(1)
i = E(
mi−1,f (Xi)
mi−1,fi−1(Xi)(Xi)
− 1|Fi−1),
v
(1)
i = (1−
mi−1,f (Xi)
mi−1,fi−1(Xi)
) +M
(1)
i ,
Ei =
∫
R(Xi, θ)f(θ)dµ(θ),
R(Xi, θ) = w
2
i (
pi−1(Xi|θ)
mi−1,fi−1(Xi)
− 1)2R(wi( p
i−1(Xi|θ)
mi−1,fi−1(Xi)
− 1))
Under some condition over the KL distance, the consistency of the new estima-
tor follows from the martingale based argument.
5.2. Consistency of the new estimator. Following the KL divergence based ap-
proach, it can be shown that the 5.1 can be used to find the mixture for finite θ under
the following conditions.
AA1 wi > 0,
∑∞
i=1wi =∞ and
∑∞
i=1w
2
i <∞.
AA2 Let F be the mixing distribution, then the map θ → ∫ pi(x|θ)d(F (θ) is always
injective.
AA3 For θ1, θ2 and θ3 in Θ, E[
∫ {pi(x|θ1)
pi(x|θ2)}2pi(x|θ3)ν(dx)] < B˜ for some B˜ > 0.
AA4 infiKL(mi−1,f1 ,mi−1,f2) > 0 with probability one, if f1 6= f2. Also assume
that given any  > 0 such that ‖f1 − f2‖∞ > , there exists δ > 0 such that
infiKL(mi−1,f1 ,mi−1,f2) > δ with probability one.
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Here AA1–AA3 is similar to the condition on the marginal distribution Tokdar
et. al (2009). Condition AA4 is quite strong and offers a well separation of all possi-
ble conditional distributions under true and an alternative mixing distribution, in
terms of KL distance. It is not clear, whether this condition is necessary. Later we
discuss a case where violation of this separation condition causes the algorithm to
fail.
If f0 has same support as f , under AA1-AA4 the following result can be stated.
THEOREM 5.1. Under AA1-AA4, for finite Θ, fn → f almost surely for equation
(5.2).
PROOF. This proof is similar to earlier proofs and that of Tokdar et. al (2009)
for the independent case. We leave some of the details for appendix. By AA3 we
show that Tn =
∑n
i=1E
(1)
i converges almost surely to E∞ a finite quantity. Also
Sn =
∑n
i=1wiv
(1)
i is squared integrable martingale and hence converges to some
well defined S∞ almost surely.
By Jenson inequality M (1)i ≥ KL(mi−1,f ,mi−1,fi−1) ≥ 0. Thus,
∑n
i=1wiM
(1)
i has
to be finite and hence Kn converges almost surely.
As
∑
wi = ∞ and thus, corresponding M (1)i goes to zero in some subsequence
nk(ω) almost surely, where ω represents any particular sequence. Let fnk be the cor-
responding mixing measures. By finiteness of Θ, it has a converging subsequence
converging towards some mixing measure fˆ .
By condition AA4, M (1)nk > KL(m
nk−1,f ,mnk−1,fnk−1) > δ infinitely often, if fˆ 6=
f . Thus, the limiting measure is f andKn → 0. Again, by the finiteness of Θ, fn → f
almost surely.
5.3. Misspecification of the support . Suppose, under misspecification f˜ has the
density/mass function of the unique probability distribution on Θ, which mini-
mizes the KL distance. That is the KL distance from mi−1,f is minimized for the
corresponding mi−1,f˜ with probability one, over all i.
Assume
AA4M infiKL(mi−1,f ,mi−1,f1)−KL(mi−1,f ,mi−1,f˜ ) > 0 with probability one, if f1 6=
f˜ . Also assume that given any  > 0 such that ‖f1−f˜‖∞ > , there exists δ > 0
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such that infiKL(mi−1,f ,mi−1,f1)−KL(mi−1,f ,mi−1,f˜ ) > δ, with probability
one.
THEOREM 5.2. Under AA1-AA4, AA4M for misspecified support and for finite Θ,
fn → f˜ almost surely for equation (5.2).
PROOF. Writing, fifi−1 as
fi
f˜
f˜
fi−1 for (5.2) we have the same expression as before
replacing p(x|θ) by the conditional distribution pi−1(x|θ) = p(x|X1, . . . , Xi−1, θ).
Hence,
(5.4) K˜n − K˜0 =
n∑
i=1
wiv˜
(1)
i −
n∑
i=1
wiM˜
(1)
i +
n∑
i=1
E˜
(1)
i .
Here
K˜n = KL(f˜ , fn),
M˜
(1)
i = E(
mi−1,f˜ (Xi)
mi−1,fi−1(Xi)
− 1|Fi−1),
v
(1)
i = (1−
mi−1,f˜ (Xi)
mi−1,fi−1(Xi)
) +M
(1)
i ,
E˜i =
∫
R(Xi, θ)f˜(θ)dµ(θ),
R(Xi, θ) = w
2
i (
pi−1(Xi|θ)
mi−1,fi−1(Xi)
− 1)2R(wi( p
i−1(Xi|θ)
mi−1,fi−1(Xi)
− 1)).
Convergence of Tn, Sn follows similar to proof of Theorem 5.1. Now,
M˜
(1)
i = E[
mi−1,f˜ (Xi)
mi−1,fi−1(Xi)
− 1|Fi−1] ≥
∫
log(
mi−1,f˜ (x)
mi−1,fi−1(Xi)
)mi−1,f (x)ν(dx)
= KL(mi−1,f ,mi−1,fi−1)−KL(mi−1,f ,mi−1,f˜ )
= K˜∗i−1(·)− k˜i(·) ≥ 0.
Here K˜∗i (ω), k˜i(ω) are KL distances given X1, . . . , Xi−1 with the true data generat-
ing conditional distribution.
Given that K˜n ≥ 0,
∑n
i=1wiv˜
(1)
i and
∑n
i=1 E˜
(1)
i converges with probability one,∑n
i=1wiM˜
(1)
i has to converge and K˜
∗
n(.) − k˜(.) converges to zero with probability
one in some subsequence as
∑
wi = ∞. Therefore K˜n converges with probability
one.
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We claim that, fn converges to f˜ and K˜∗n(·)− k˜n(·) converges to zero, with prob-
ability one. As, K˜∗n(.) − k˜n(.) converges to zero with probability one in some sub-
sequence, in that subsequence fnk converges to f˜ and K˜nk converges to zero. This
step follows, because if fnk does not converge to f˜ , then we can find a further sub-
sequence where it converges to fˆ 6= f˜ and over that subsequence K˜∗n(·) − k˜n(·) is
bounded away from zero (with probability one), by AA4M , resulting a contradic-
tion. Hence, fn converges to f˜ and K˜n converges to zero almost surely.
5.4. Some relevant examples . First we consider one normal mixture case and
a binomial mixture case (example 1). Later we construct an example where the
procedure may not work (example 2) if AA4 is not satisfied. In all examples we
used wi = (1 + i)−γ ; γ = 1.
Example 1 :
Ex 1.1.Consider the scenarioXi’s have a location mixture with a common AR struc-
ture present in mean. That is
Xi = ZiN(θi, 1) + (1− Zi)N(θi + 2, 1), with θi = ρxi−1.
A case with values ρ = 0.4, Zi = Bernoulli(p1), p1 = 0.65 is given in Figure 6 left
panel where solution from (5.2) converges to the true value p1 = 0.65.
Ex 1.2. Next, consider a Binomial mixture where the probability of success depends
on the previous observation in a linear structure
Xi ∼ p1Bin(20, θi) + (1− p1)Bin(20, θi + α2), with θi = α1 + βθˆi−1,
where θˆi−1 =
xi−1
20 , α1 = .2, α2 = 0.5, β = 0.1 and p1 = 0.65. In Figure 6 middle
panel, the convergence is demonstrated.
Example 2: A case where conditional distributions are not well separated:
Though it is not clear if the condition AA4 is necessary for Theorem 5.1, this
example presents a case where the violation of AA4 may have caused the algorithm
to fail.
We consider the same setup of example 1 but instead we look at the mixture of
two AR structures. Let
Xi ∼ p1N(θi,1) + (1− p1)N(θi,2, 1), with θi,1 = ρ1xi−1θi,2 = ρ2xi−1,
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FIG 6. Left panel shows the convergence of the modified algorithm to the true value in AR process in Example
1; middle panel shows the convergence in the Binomial mixture case; right panel shows that algorithm does not
converge to the true value when AA4 is violated in Example 2. True value p1 = 0.65
with p1 = 0.65, ρ1 = 0.4 and ρ2 = 0.1. For Xi−1 near zero the two mixing compo-
nents of Xi are close and AA4 does not hold. It can be seen in Figure 6(right panel)
the solution from equation (5.2) does not converge to the true value.
5.5. Comment. We establish a natural alternative SA algorithm for dependent
cases which works under conservative conditions. More general dependent sce-
narios or less conservative condition might be possible. It is not clear if AA4 can be
relaxed and would be interesting to see if it is necessary or there are cases one can
do away with AA4.
6. Discussion. We have established the convergence of predictive recursion al-
gorithm under various dependence scenarios. Also, we have developed some con-
vergence rate for the dependent cases we discussed. The established theoretical de-
velopment provides justification for using the original algorithm in many cases, as
well as provide an alternative approach in non stationary case. Under stationarity
but misspecification about dependence structure the original algorithm continues
to work and has been proved to be robust to M -dependent case and fast decreas-
ing dependence. Best possible non parametric rate for dependent cases may be an
interesting problem to explore and conditions for feasibility of minimax rate needs
to be studied.
The proposed theoretical development justifies the possible use of stochastic ap-
proximation even when we have error in observations coming from an moving av-
erage or auto regressive mean zero distribution, if certain conditions are satisfied.
It is well known that stochastic approximation or predictive recursion algorithm
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does not give a posterior estimate. However, similar extension for posterior con-
sistency under the misspecification of independence under condition analogous to
equation (3.2) may be explored.
A. Appendix. We first prove a simple proposition which we use throughout
the proofs. This is a standard result from probability theory, which we restate and
prove for convenience.
PROPOSITION 4. LetZ1, Z2, . . . be a sequence of random variables such that
∑∞
i=1E(|Zi|) <
∞. Then∑ni=1 Zi converges surely and the limit is finite almost surely.
PROOF. Let Ω be the probability space corresponding to the joint distribution.
For some ω ∈ Ω, if∑ |Zi(ω)|converges then∑Zi(ω) converges. Let Z∞ be the limit
of
∑ |Zi(ω)|which is defined to be infinity at some ω incase∑ |Zi(ω)| diverges.
By Monotone Convergence Theorem, E(Z∞) =
∑∞
i=1E(|Zi|) < ∞. Hence Z∞
is finite with probability one. Therefore,
∑∞
i=1 |Zi| converges with probability one
and hence
∑∞
i=1 Zi converges with probability one.
A.1. Proof of Proposition 1.
PROOF. Note that mf1 (Xi)mf2 (Xi)
≤ p(Xi|θ1)p(Xi|θ2) ≤ A1(Xi), where at θ2 and θ1, p(Xi|θ) is
minimized and maximized, respectively whenXi /∈ χc (note that p(x|θ) continuous
function on a compact set).
If Xi ∈ χc then mf1 (Xi)mf2 (Xi) ≤
b
a ≤ A1(Xi).
A.2. Proof of Proposition 2.
PROOF. By expanding equation (3.2) and using the fact (x − 1) ≥ log x the first
part follows.
The latter part follows from the fact that c′1 <
| log(x)|
|x−1| < c
′
2 for some c
′
1, c
′
2 > 0, for
x bounded away from zero and infinity and x 6= 1.
A.3. Proof of weak dependent scenario. Theorem 3.1. First we prove a lemma
related to the convergence of
∑Rn
j=1 S
(n)
v,j .
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LEMMA 1. From equation (3.4), P (supn |S(n)v,j | > js ) ≤ C ′0−2j−K(2α−1)+2s−1,
for C ′0 > 0, some universal constant not depending on j.
PROOF. From the derivation after equation (3.4) and using Proposition 1,E[v2Ψ(i,j)] ≤
E[2w2Ψ(i,j)(1 + A1(XΨ(i,j))
2] ≤ c′′0w2Ψ(i,j), for some universal constant c
′′
0 > 0, using
condition A4. From the martingale construction of the equation 3.3 , Ψ(1, j) > jK .
By construction, the coefficients belonging to each block B˜l is less for the higher the
index j is, that is if Ψ(l1, j1) and Ψ(l2, j2) is in B˜l then wΨ(l1,j1) > wΨ(l2,j2) if j2 > j1.
Hence, E[(S(n)v,j )
2] ≤ c′′0j−1
∑
l≥Ψ(1,j) l
−2α < c′0j−1Ψ(1, j)
−2α+1 < C ′0j−1j−2Kα+K ,
where c
′′
0 , c
′
0, C
′
0 are universal constants.
Finally, using Doob’s maximal inequality,
P (sup
n
|S(n)v,j | >

js
) = limn0↑∞P ( sup
n<n0
|S(n)v,j | >

js
) ≤ C ′0−2j−K(2α−1)+2s−1.
Convergence of
∑n
i=1 S
∆
i
Let nH be the cardinality of ΘH . Note that AE(Xi) = E[A1(Xi) + 1] = (nH +
1)cubb
′
1/a <∞, whereE[ p(Xi|θl)p(Xi|θk) ] < b′1. For anym-fold productE(
∏
i1,...,im
(A1(Xi1)+
1)) < bm0 (nH + 1)
mb′1
m(cub/a)
m = (b′u)m.
mi−1(Xi)
milast(Xi)
=
i−2∏
j=ilast
(1 + wj(
∫
p(Xj |θ)p(Xi|θ)fj(θ)dθ
mfj (Xi)mfj (Xj)
− 1)).
Note that
∫
p(Xj |θ)p(Xi|θ)fj(θ)dθ
mfj (Xi)mfj (Xj)
≤
∫
p(Xj |θ1)p(Xi|θ)fj(θ)dθ
mfj (Xi)p(Xj |θ2)
≤ A1(Xj), where at θ2 and θ1,
p(Xj |θ) is minimized and maximized, respectively when Xj /∈ χc . If Xj ∈ χc then∫
p(Xj |θ)p(Xi|θ)fj(θ)dθ
mfj (Xi)mfj (Xj)
≤ b
∫
p(Xi|θ)fj(θ)dθ
amfj (Xi)
≤ A1(Xj).
Hence,
|wi m(Xi)
mi−1(Xi)
(
mi−1(Xi)
milast(Xi)
− 1)| ≤ wi(
∑
j1∈Si
wj1A1(Xi)(A1(Xj1) + 1)+
∑
j1 6=j2∈Si
wj1wj2A1(Xi)(A1(Xj1) + 1)(A1(Xj2) + 1)+
· · ·+
∑
j1 6=j2 6=jm∈Si
wj1wj2 · · ·wjmA1(Xi)(A1(Xj1)+1)(A1(Xj2)+1)..(A1(Xjm)+1)+ ..
whereSi be the set {ilast, .., i− 2}.
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Coefficients for the A1(Xi)A1(Xj) is bounded by
∑∞
t=2w
t
ilast
< c1w
2
ilast
, c1 > 0.
Similarly, the coefficient for any m fold product is bounded by c1wmilast .
Each of the expectation for the m fold product inside the summation is bounded
by b′u
m, with we have d = i − 2 − ilast,
(
d
m
)
many terms for m fold product. As d
is order of i1/K , we have order of im/K many terms for m th summation. Choosing
i > N0 and K large enough we have, wilast < C
′i−α1 , .5 < α1 < α, and i
(α1−1/K)
b′u
>
iα2 with .5 < α2 < α1, C ′ > 0.
Hence,
∑
i>N0
E|S∆i | ≤ C ′
∑
i
i−ilast−2∑
d=2
i−d(α1−1/K)(b′u)
d ≤
∑
i
C1i
−2α2 <∞
with C1 > 0, which completes the proof using Proposition 4.
Addressing Remark 2
Note that∫
p(xj |θ)p(xi|θ)fj(θ)dθ
mfj (xi)mfj (xj)
≤
∫
p(xj |θ)p(xi|θ1)fj(θ)dθ
mfj (xj)p(xi|θ2)
≤ A1(xi)
where p(xi|θ) minimized and maximized at θ2 and θ1 for xc ∈ χc, similarly for
xi 6∈ χc.
Therefore, replacing A1(Xjl)’s by A1(Xi) in
m(Xi)
mi−1(Xi)(
mi−1(Xi)
milast (Xi)
− 1) , we have
m−fold products ofA1(Xi)’s and by conditionB2′ their expectations are bounded
by b′3
m, b′3 > 0. Therefore, rest of the proof holds.
A.4. Proof of Theorem 3.2. For the marginal we can have a analogous KL de-
composition. We have,
K∗n −K∗0 =
Rn∑
j=1
S
∗,(n)
v,j −
Rn∑
j=1
S
∗,(n)
M,j +
n∑
i=1
S∆∗i +
n∑
i=1
E∗i .(A.1)
Here
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(A.2)
S
∗,(n)
v,j =
nj∑
i′=1
v∗Ψ(i′,j)
S∗,nM,j =
nj∑
i′=1
wΨ(i′,j)M
∗
Ψ(i′,j)
v∗i = wi
(
(1−
∫
hi,Xi(x)
mi−1(x)
m(x)ν(dx))− wiE[1−
∫
χ
hi,Xi(x)
mi−1(x)
m(x)ν(dx)|Flast,i]
)
M∗i = E[
∫
χ
h
(ilast)
i,Xi
(x)
milast(x)
m(x)ν(dx)− 1|Flast,i];h(ilast)i,x′ (x) =
∫
p(x′|θ)p(x|θ)filast(θ)dµ(θ)
milast(x
′)
S∆∗i = wiE[
∫
χ
h
(ilast)
i,Xi
(x)
milast(x)
m(x)ν(dx)− 1|Flast,i]− wiE
[
[
∫
χ
hi,Xi(x)
mi−1(x)
m(x)ν(dx)− 1|Flast,i]
]
.
The proof of Theorem 3.1 is completed by showing the convergence of Kn and
showing thatK∗n converging to zero over a subsequence as in that case Θ was finite.
In case of Theorem 3.2, the first part, i.e the converging of Kn and K∗n going to zero
in some subsequence, hold same as in Theorem 3.1. Therefore, we just need to show
the almost sure convergence of K∗n to complete the proof as it will imply that K∗n
converges to zero with probability one. Then using Proposition 5 (given later), we
have convergence in weak topology.
Convergence of
∑Rn
j=1 S
∗,(n)
v,j
From earlier calculation, |1 − ∫ hi,Xi (x)mi−1(x)m(x)ν(dx)| ≤ 1 + A1(Xi). Hence we can
follow the proof of Theorem 3.1 and the convergence of
∑Rn
j=1 S
∗,(n)
v,j follows exactly
same as the convergence of
∑Rn
j=1 S
(n)
v,j from the Proof of Theorem 3.1. As, S
∗,(n)
v,j
squared integrable martingales each of them converges almost surely. From Lemma
3, we can show only finitely many martingale make contribution in tail sum with
probability one as
∑
j P (supn |S∗,nv,j | > js ) < ∞ and supn |S∗,nv,j | < js for all but
finitely many j’s with probability one with s > 1.
Hence, we can show that
∑Rn
j=1 S
∗,(n)
v,j is Cauchy almost surely and therefore, con-
vergent almost surely.
Convergence of
∑
S∆i
∗
For index i suppose ilast = i′ < i be the index of the last term prior to i in that
35
sequence. Let,
∆∗(Xi, x) = wi|
h
(i′)
i,Xi
(x)
mi′(x)
− hi,Xi(x)
mi−1(x)
| ≤ wi{
∫
θ
|p(Xi|θ)p(x|θ)fi′(θ)
mi−1(Xi)mi−1(x)
(
mi−1(x)mi−1(Xi)
mi′(Xi)mi′(x)
−1)|dµ(θ)
+
∫
θ
| p(Xi|θ)p(x|θ)
mi−1(Xi)mi−1(x)
fi′(θ)(
fi−1(θ)
fi′(θ)
− 1)|dµ(θ)}
and let
∫
∆∗(Xi, x)m(x)ν(dx) = ∆∗(Xi).
Note that
mi−1(x)
milast(x)
=
i−2∏
j=ilast
(1+wj(
∫
p(Xj |θ)p(x|θ)fj(θ)dθ
mfj (x)mfj (Xj)
−1)) ≤
i−2∏
j=ilast
(1+wj(A1(Xj)+1)).
Hence, in the m fold products A1(Xjl)’s where the index jl appears at most twice
in (mi−1(x)mi−1(Xi)mi′ (Xi)mi′ (x) − 1). In S
∆∗
i as we will be considering with products of terms
like p(Xi|θi1 )p(Xi|θi2 )
and p(x|θj1 )p(x|θj2 )
where θi1 , θi2 , θj1 , θj2 are in ΘH . Let qi = i − i′. Using B2′
and Holder’s inequality, expectation of any l fold such product would be bounded
by bl3. The number of such products of A1(·) is less than qli, qi = o(i1/K+) for any
 > 0. Also, l fold product contains (nH + 1)l many terms for which expectation
can be bounded by bl3. Hence, E[|S∆i ∗|] ≤ E|∆∗(Xi)| ≤ Cwi
∑∞
l=1 i
−l(α1−1/K)b˜l3 <
C1i
−2α1 for some universal constants, C,C1 and b˜3 greater than zero, for .5 < α1 <
α and large enough K. Thus,
∑
E[|S∆i ∗|] 
∑
i−2α1 , where for sequences {an}n≥1,
{bn}n≥1,an, bn > 0, an  bn implies that an ≤ C ′0bn for some C ′0 > 0. Hence,
∑
S∆i
∗
converges with probability one.
Convergence of
∑
wiM
∗
i
Note that
M∗i =
∫
[
∫
χ
h
(ilast)
i,x′ (x)
milast(x)
m(x)ν(dx)− 1]m(x′)dx′ +
∫
δ∗i (x
′)(
pi,last
m(x)
− 1)m(x′)ν(dx′)
= I + II
where δ∗i (x
′) is the quantity in the parenthesis from the first term. Using Cauchy-
Schwartz inequality and from condition B2 the expectation of the second term is
bounded by C ′ρi−ilast from some universal constant C ′ > 0. Number of time i −
ilast = l is less than (l + 1)K where K is related to the martingale construction in
equation 3.3. Therefore, the sum over all i is absolutely convergent from II .
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Now, I is greater than zero as given in the following Lemma 2 . Hence,
∑
wiM
∗
i
either converges or diverges to +∞. Given that LHS in equation A.1 cannot be
−∞ and the other terms in RHS in A.1 converges, ∑wiM∗i has to converge with
probability one.
LEMMA 2. Under the set up of Theorem 3.2
∫
χ[
∫
χ
h
(ilast)
i,x′ (x)
milast (x)
m(x)ν(dx)−1]m(x′)ν(dx′) ≥
0 where
h
(ilast)
i,x′ (x)
milast (x)
is defined in equation A.3
PROOF. The result follows from the following:∫
χ
[
∫
χ
h
(ilast)
i,x′ (x)
milast(x)
m(x)ν(dx)− 1]m(x′)ν(dx′) =
∫
χ
[
∫
χ
h
(ilast)
i,x′ (x)
milast(x)
m(x)ν(dx)ν(dx′)]− 1
= Efilast [(
∫
χ
p(x|θ)
milast(x)
m(x)ν(dx))2]− 1
≥ (Efilast [
∫
p(x|θ)
milast(x)
m(x)ν(dx)])2 − 1 = 1− 1 = 0.
LEMMA 3. From equation (A.1), P (supn |S(∗,n)v,j | > js ) ≤ c′0j−K(2α−1)+2s−1, for
c′0 > 0, some universal constant not depending on j.
PROOF. From the fact, that |1 − ∫ hi,Xi (x)mi−1(x)m(x)ν(dx)| ≤ 1 + A1(Xi) we have
E[v∗Ψ(i,j)
2] ≤ E[2w2Ψ(i,j)(1+A1(X2Ψ(i,j))] ≤ c0w2Ψ(i,j) for some fixed c0 > 0. Therefore,
the rest of the proof is same as in Lemma 1.
Convergence in weak topology. We formally state the result for convergence
of Fn of F in weak topology.
PROPOSITION 5. Under the settings of Theorem 3.2, Fn converges to F in weak
topology with probability one.
PROOF. Fn be the probability distribution for fn. Fn is supported on a compact
subset of a finite dimensional Euclidean space and hence tight. Suppose Fn con-
verges to Fˆ weakly over a subsequence nk(ω). Let mˆ be the marginal for Fˆ 6= F . As
p(x, θ) is bounded and continuous (assumption A3) mnk(ω)(x) converges to mˆ(x)
pointwise. For convenience write l = nk.
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Next, we show that the mnk(ω)(x) converges to mˆ(x) in L
1 norm. This follows by
Scheffe’s Theorem. We have ml converging to mˆ in L1, and therefore in Hellinger
distance with l = nk. As, mi converges to m almost surely in Kullback Leibler dis-
tance and therefore in Hellinger norm, which is a contradiction as Fˆ 6= F . Hence,
Fn converges to F weakly in every subsequence.
A.5. Proof of Proposition 3. From equation (3.4)
|Kn −Km| ≤
Rn∑
j=1
|S(m,n)v,j |+
Rn∑
j=1
S
(m,n)
M,j + |
n∑
i=m
S∆i |+ |
n∑
i=m
Ei|,
where first term is the sum of absolute values Cauchy difference between index m
and n over all constructed martingale sequences upto index n. The second term
is analogous differences for the subtracted mean. Now, using (3.5) and the fol-
lowing calculation after that
∑Rn
j=1 S
(m,n)
M,j =
∑n
i=mwi
∫
( m(x)milast (x)
− 1)m(x)ν(dx) +∑(n+1)1/K
l=m1/K
wlb˜0l
Kρl−1 for some b˜0 > 0. Using the fact Km converges as m goes to
infinity, each of the term goes to zero as m goes to infinity we have for cm = m1/K ,
cn = (n+1)
1/K , |Km−Kn| ≤
∑cn
cm
wlb˜0l
Kρl+Em,nr whereE
m,n
r =
∑n
i=mwi
∫
( m(x)milast
−
1)m(x)ν(dx) +
∑Rn
j=1 |S(m,n)v,j |+ |
∑n
i=m S
∆
i |+ |
∑n
i=mEi| and this step concludes the
proof.
A.6. Proof of Proposition 4.2. From the derivation of equation (4.1) using f˜(θ)
instead of f(θ), i.e writing log fifi−1 = log
fi
f˜
− log fi−1
f˜
, we have
K˜n − K˜0 =
q∑
j=1
S˜j,n −
q∑
j=1
Q˜j,n +
n∑
i=1
wiD˜i +
n∑
i=1
E˜i.(A.3)
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Here
S˜j,n =
lj(q,n)∑
l=1
wj,lV˜j,l,
V˜j,l = (1− m˜(Xj,l)
mj,l−1(Xj,l)
)− E((1− m˜(Xj,l)
mj,l−1(Xj,l)
)|Fj,l−1
)
,
M˜j,l = E((−1 + m˜(Xj,l)
mj,l−1(Xj,l)
)|Fj,l−1),
Q˜j,n =
lj(q,n)∑
l=1
wj,lM˜j,l,
D˜i =
m˜(Xi)
mi−1(Xi)
(
mi−1(Xi)
mi−q(Xi)
− 1); i = j + ql,
E˜i =
∫
R(Xi, θ)f(θ)dµ(θ),
Now, M˜j,l ≥
∫
log m˜(x)mj,l−1(x)m(x)ν(dx) = KL(m,mj,l−1)−KL(m, m˜) = KL(m,mj,l−1)−
k˜ > 0. Convergence of S˜j,n,
∑
wiD˜i,
∑
E˜i follows from the proof of 4.1. Thus, sim-
ilarly each Q˜j,n has to converge and hence, KL(m,mj,l−1) − k˜ converges to zero
in some subsequence with probability one. Convergence of KL(m,mj,l−1) follows
from the proof of Theorem 4.1 and completes the proof.
A.7. Proof of Theorem 3.3. From the proof of Theorem 3.1, we decompose
log fifi−1 = log
fi
f˜
− log fi−1
f˜
, like in Theorem 4.2 proof and have an equation anal-
ogous to 3.4
K˜n − K˜0 =
Rn∑
j=1
S˜
(n)
v,j −
Rn∑
j=1
S˜
(n)
M,j +
n∑
i=1
S˜∆i +
n∑
i=1
E˜i(A.4)
which is derived by using f˜(θ) instead of f(θ).
Analogous to equation (3.5) we have,
M˜i˜ =
∫
(
m˜(x)
mi˜last(x)
− 1)m(x)ν(dx) +
∫
(
m˜(x)
mi˜last(x)
− 1).(pi˜,last(x)
m(x)
− 1)m(x)ν(dx).
Using argument similar to Theorem 4.2, KL(m,mj) − KL(m, m˜) goes to zero in
some subsequence with probability one, as j goes to infinity. Convergence ofKL(m,mi)
is essentially same proof as in Theorem 3.2. Together they complete the proof.
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A.8. Proof of Theorem 5.1. We prove the following parts used in the main
manuscript.
Convergence of S(1)n =
∑n
i=1wiv
(1)
i
Let nH be the cardinality of Θ. Note that,
mi−1,f˜ (X)
mi−1,fi (X) =
∑
θ1,θ2∈Θ
pi(Xi|θ1)
pi(Xi|θ2) . Hence,
E[(v
(1)
i )
2] ≤ 4E[1 + ( mi−1,f˜ (X)
mi−1,fi (X))
2] < 4(1 + b′), and E[(S(1)n )2] ≤
∑
4w2i (1 + b
′) < ∞
for some universal constant b′ > 0, using AA3 and Cauchy-Schwartz inequality.
Hence, S(1)n is a square integrable martingale and converges surely (to a finite ran-
dom variable).
Convergence of
∑n
i=1E
(1)
i
We write w2i x
2R(wix) ≤ w2i x2 + 2w
2
i
(1+wix)2
as x = ( p
i−1(Xi|θ)
mi−1,f (Xi)
− 1) > −1. This step
follows by breaking cases by |x| ≤ 1and |x| ≥ 1 and assuming wi < 1 without loss
of generality.
Now, writing |x| ≤ cu
∑
θ1,θ2∈Θ
pi(Xi|θ1)
pi(Xi|θ2) , cu ≥ 1 and |
1
1+wix
| ≤ 2 for i > i′0
such that for i > i′0, wi < 1/2, and hence we have,
∑
i>i′0
E[|E(1)i |] ∼
∑
w2i < ∞.
Hence,
∑n
i=i′0
|E(1)i | converges almost surely and therefore
∑n
i=1E
(1)
i converges al-
most surely.
A.9. Proof of Theorem 3.4. From the proof of Theorem 3.3 and 3.2,
∑
wiK˜
∗
ilast
converges where ilast = ψ(l− 1, j) if i = ψ(l, j). By construction i− ilast  i1/K and
wilast
wi
= O(1). Hence,
∑
wiK˜
∗
i−1 converges almost surely. Let, ai =
∑i
j=1wj , a0 = 0.
Then, from A.1,
anK˜
∗
n − a0K˜∗0 =
n∑
i=1
wiK˜
∗
i−1 +
Rn∑
j=1
Sˆ
∗,(n)
v,j −
Rn∑
j=1
Sˆ
∗,(n)
M,j −
n∑
i=1
aiS
∆∗
i +
n∑
i=1
aiE
∗
i .
(A.5)
Here
Sˆ
∗,(n)
v,j =
nj∑
i′=1
vˆ∗Ψ(i′,j),
Sˆ∗,nM,j =
nj∑
i′=1
aΨ(i′,j)wΨ(i′,j)M
∗
Ψ(i′,j),
vˆ∗i = aiwi(1−
∫
hi,Xi(x)
mi−1(x)
m(x)ν(dx))− wiE[1−
∫
χ
hi,Xi(x)
mi−1(x)
m(x)ν(dx)|Flast,i].
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Writing w′i = aiwi = i
−α′2 , α′2 = 2α − 1 > 0.5, from the proof of Theorem 3.2, it
can be shown that
∑n
i=1 aiS
∆∗
i ,
∑n
i=1 aiE
∗
i ,
∑Rn
j=1 S
∗,(n)
v,j converge almost surely. We
already established that
∑
wiK˜
∗
i−1 converges almost surely. Hence,
∑Rn
j=1 Sˆ
∗,(n)
M,j has
to converge almost surely and would imply that aΨ(i′,j)wΨ(i′,j)M∗Ψ(i′,j) goes to zero
over a subsequence.
As, anK˜∗n converges to a finite number for each ω outside a set of probability
zero, and an ∼ n1−γ , then n1−γ′K˜∗n goes to zero with probability one for γ′ > γ. The
conclusion about the Hellinger distance follows as Kullback Leibler divergence is
greater than squared Hellinger distance and KL(mf˜ ,mi) ∼
∫
χ log
mf˜ (x)
mi(x)
m(x)ν(dx)
(as
mf˜
m is bounded away from zero and infinity).
A.10. Proof of Theorem 4.1. line
Convergence of S∗j,n
We show that S∗j,n is a square integrable martingale. Note that
hi,Xi (x)
mi−1(x) ≤ A1(Xi).
From A4, E[
( ∫ hi,Xi (x)
mi−1(x)m(x)ν(dx)
)2
] < B using Holder’s inequality. Thus, we have
E
[
(S∗j,n)
2
] ≤∑ 2w2i (B + 2) <∞which proves our claim.
Convergence of
∑
E∗i
Note that
E[
∑
i>i′0
|E∗i |] 
∑
w2iE[(
∫
hi,Xi(x)
mi−1(x)
m(x)dν(x))2 + 2] <∞
wherew1 < 1/2 for i > i′0, from A4 and A1 and from the factwi ↓ 0 andwi(
∫
χ
h
(q)
i,Xi
(x)
mj,l−1(x)
m(x)ν(dx)−
1) > −wi and E[A1(Xi)2] < ∞ (following A4). Hence,
∑
i>i′0
E∗i and
∑
iE
∗
i con-
verges with probability one.
Convergence of
∑
wiD
∗
i
Let,
∆(Xi, x) = wi|
h
(q)
i,Xi
(x)
mi−q(x)
− hi,Xi(x)
mi−1(x)
| ≤ wi{
∫
θ
(|p(Xi|θ)p(x|θ)fi−q(θ)
mi−1(Xi)mi−1(x)
(
mi−1(x)mi−1(Xi)
mi−q(Xi)mi−q(Xi)
−1)|dµ(θ)
+
∫
θ
| p(Xi|θ)p(x|θ)
mi−1(Xi)mi−1(x)
fi−q(θ)(
fi−1(θ)
fi−q(θ)
− 1)|)dµ(θ)}
and
∫
∆(Xi, x)m(x)ν(dx) = ∆j(Xi).
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From the fact
mi−1(Xi)
mi−q(Xi)
=
q−1∏
j=1
[1 + wi−j(
∫
p(Xi|θ)p(Xi−j |θ)fi−j−1(θ)dµ(θ)
mi−j−1(Xi)mi−j−1(Xi−j)
− 1)]
and we have
|(
∫
p(Xi|θ)p(Xi−j |θ)fi−j−1(θ)dµ(θ)
mi−j−1(Xi)mi−j−1(Xi−j)
− 1)| ≤ 1 +A1(Xi).
Similarly
p(Xi|θ)p(x|θ)
mi−1(Xi)mi−1(x)
≤ A1(Xi)A1(x).
The part |mi−1(Xi)mi−1(x)mi−q(Xi)mi−q(x) − 1| of R.H.S for ∆(Xi, x) can be bounded by the sum
of 1 ≤ q′ ≤ 2q − 2 fold product of (1 + A1(Xi)) and (1 + A1(x′))’s multiplied
by coefficient less than wq
′
i−q. Similarly. for |fi−1(θ)fi−q(θ) − 1| we have 1 ≤ q′ ≤ q − 1
fold products of 1 + A1(Xi)’s. Hence, integrating with respect to m(x) and taking
expectation we have a universal bound for any such product term from Holder’s
inequality. Hence, E[∆(Xi)] ≤ Buw2i−q for i > q, for some universal constant Bu >
0. As, E
(∑
i |wiD∗i |
) ∑iw2i <∞,∑wiD∗i converges absolutely with probability
one. Therefore, it converges with probability one.
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