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Exploiting the relative entropy of coherence, we isolate the coherent contribution in the energetics of a driven
non-equilibrium quantum system. We prove that a division of the irreversible work can be made into a coher-
ent and incoherent part, which provides an operational criterion for quantifying the coherent contribution in
a generic non-equilibrium transformation on a closed quantum system. We then study such a contribution in
two physical models of a driven qubit and kicked rotor. In addition, we also show that coherence generation is
connected to the non-adiabaticity of a processes, for which it gives the dominant contribution for slow-enough
transformation. The amount of generated coherence in the energy eigenbasis is equivalent to the change in
diagonal entropy, and here we show that it fulfills a fluctuation theorem.
Introduction- The characterization of irreversibility and
entropy production has been a central issue of statistical me-
chanics since the inception of the theory and is by now at
the heart of modern approaches to non-equilibrium thermody-
namics. For quantum systems [1], fluctuation theorems [2–
4] have been experimentally tested [5, 6] and employed to
study irreversibility and to quantify its emergence [7], even
in the dynamics of closed systems, driven by external agents
that perform work [8–10] or extract it [11–13]. Understanding
how irreversibility emerges from microscopic laws is not only
a fundamental issue [14, 16–19], it is also a highly pragmatic
one. This is particular evident in the current effort to develop
thermal machines from small quantum systems [20–23].
The role played by quantum coherence in thermodynamic
settings have been investigated extensively in the past few
years [24, 25] but to our knowledge this role lacks a formal
clarification. The aim of this letter is to provide precisely this.
Specifically, we will take advantage of the recently intro-
duced measures to quantify coherence [26, 27] and employ
the so called relative entropy of coherence to derive quantita-
tive relations between coherence generation and irreversibil-
ity. Specifically, we will separate two contributions to the
irreversible work produced by a finite time driving, one due
to the generation of coherence and a second one due inco-
herent transitions. Remarkably, we show that the each of
the contributions fulfills a fluctuation theorem. Furthermore,
we introduce a measure for the non-adiabaticity where the
very same coherent contribution can be isolated again, and
for which it gives the leading term in slow processes. We
will exclusively focus on generic unitary quantum process,
where systems are driven far from an initial equilibrium state
ρ0 by an external driving described by some suitable Hamil-
tonian. Here, the system is assumed to be closed, and the
time evolution operator Uτ,0[λ] is generated by the Hamil-
tonian H[λ(t)], which depends on a work parameter λ(t),
changed from λ(0) = λi to λ(τ) = λf in the time in-
terval [0, τ ]. The instantaneous Hamiltonian can be written
as H[λ(t)] =
∑
n n(t) |n(t)〉 〈n(t)|, and it changes from
Hi ≡ H[λi] at t = 0, intoHf ≡ H[λf ] at the final time t = τ .
Defining the family of free energies βFβ,λ = − lnZ(β, λ),
with the partition function Z(β, λ) = Tr
{
e−βH[λ]
}
, and the
instantaneous equilibrium state, ρβλ = e
β(Fβ,λ−H[λ]), we can
write the initial state as ρ0 = ρ
βi
λi
and its time evolved (out
of equilibrium) counterpart as ρτ = Uτ,0[λ]ρ0U
†
τ,0[λ]. As we
are assuming no energy dissipation during the process, the in-
crease in the average energy of the system can be interpreted
as work done on it by the driving agent,
〈w〉 = Tr {Hfρτ} − Tr {Hiρ0} (1)
=
∑
n
(ρnn(τ)n(τ)− ρnn(0)n(0)) (2)
where, from now on, every time we write a density matrix
element, we understand it is evaluated in the instantaneous
energy basis, ρnm(t) = 〈n(t)| ρt |n(t)〉. The initial pop-
ulation is, then ρnn(0) = exp{βi(Fβi,λi − n(0))}, while
ρnn(τ) can be expressed as ρnn(τ) =
∑
m ρmm(0)Pm→n(τ)
[28], in terms of the transition probability Pm→n(τ) =
|〈n(τ)|Uτ,0[λ] |m(0)〉|2.
Irreversible work and coherence - The energetic devia-
tion between the actual unitary evolution ρ0 → ρτ and the
quasi-static isothermal one is known as irreversible work. We
would like to stress that the term can be misleading, but in
this context we assume that, by definition, the irreversible
work is energy which is not recoverable. An isothermal trans-
formation (unlike, e.g., the adiabatic one) is not unitary and
would bring the system through a path on the manifold of
equilibrium states up to a final state with the same initial in-
verse temperature βi, and final Hamiltonian, ρB ≡ ρβiλf =
exp{βi(Fβi,λf−Hf )}, see the sketch in Fig. 1. The work per-
formed in this isothermal process is given by the free energy
change, ∆F = Fβi,λf − Fβi,λi ≡ FB − Fi, and comparing
the actual and ideal works, we obtain the so called irreversible
work (and entropy),
〈Sirr〉 = βi〈wirr〉 := βi(〈w〉 −∆F ) = D(ρτ ||ρB)
where the last equality expresses the irreversible entropy as
the Kullback-Leibler divergence between the actual final state
ρτ and the final reference state ρB , D(ρτ ||ρB) = −S(ρτ ) −
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2Tr {ρτ ln ρB}, with S(ρ) being the Von Neumann entropy
S(ρ) = −Tr {ρ ln ρ}.
The irreversible work can be decomposed into two contri-
butions, coming from i) unwanted transitions (or, more pre-
cisely, from the difference in populations between ρτ and ρB),
and ii) the coherence generated by the unitary driving during
the actual process (ρB , instead, is fully incoherent). Let us
first state our first result which we will then prove:
〈Sirr〉 = C(ρτ ) +D(∆τ [ρτ ]||ρB) (3)
where, the amount of coherence denoted by C, is quantified
by the relative entropy of coherence of ρτ which is defined as
C(ρτ ) = minσ∈IτD(ρτ ||σ) (4)
where Iτ is the set of incoherent states in the final energy basis
{|n(τ)〉}. The second term in Eq. (3), instead, quantifies the
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FIG. 1. (Color online). Upper panel - Sketch of the process. The
system starts at t = 0 in the state ρ0, corresponding the red point
(βi, λi) on the manifold of equilibrium states (here represented as a
plane). The red horizontal line on the plane gives the set of instan-
taneous equilibrium states at the same temperature. As time goes
on, λ is changed from λi to λf and the system goes out of equi-
librium. The distance (measured with the relative entropy) between
ρτ and the equilibrium state at B = (βi, λf ) gives the irreversible
work. A portion of this distance (in orange in the plot) is due to
the coherence generated during the process. Lower panel - Irre-
versible work and coherence produced for a spin undergoing the pro-
cess experimentally studied in Ref. [6], generated by the Hamilto-
nian H(t) = ~ω(t)[σx cosϕ(t) +σy sinϕ(t)], with ϕ(t) = pit/2τ ,
with ω(t) = ωi(1 − t/τ) + ωf t/τ (we take, here, ωf = 2ωi). The
main plot shows both the irreversible work and the coherence as a
function of the process duration τ (for βi~ωi = 1), while the inset
gives the instantaneous time dependence for ωiτ = 1, βi~ωi = 2.
population mismatch between the final state ρτ and the equi-
librium state ρB . This population difference is expressed in
terms of the dephasing map in the instantaneous energy basis,
∆τ , where for t ∈ [0, τ ],
∆t[ρ] :=
∑
n
|n(t)〉 〈n(t)| ρ |n(t)〉 〈n(t)| . (5)
To prove Eq. (3), we notice that the minimum in Eq. (4) is
achieved by σ = ∆τ [ρτ ] [27] so that
C(ρτ ) = D(ρτ ||∆[ρτ ]) = S(∆[ρτ ])− S(ρτ ) . (6)
Since S(ρτ ) = S(ρ0) ≡ S(∆0[ρ0]), the amount of coherence
generated in the process, C(ρτ ), coincides with the produc-
tion of diagonal entropy, as introduced by Polkovnikov [29].
Then,
βi〈wirr〉 = D(ρτ ||ρB) = −S(ρτ )− Tr {ρτ ln ρB}
= −S(ρ0)− Tr {ρτ ln ρB}
= C(ρτ )− S(∆[ρτ ])− Tr {ρτ ln ρB}
= C(ρτ ) +D(∆τ [ρτ ]||ρB) . (7)
This equality has a simple physical interpretation: it simply
tells us that the amount of irreversible work performed on the
system (and, loosely speaking, the amount of irreversibility)
can either go into coherence generation, or it can produce non-
equilibrium populations (with respect to ρB).
All the steps of the proof above could be repeated for any
intermediate time t ∈ [0, τ ], so that Eq. (3) can be generalized
as follows:
βi〈wirr(t)〉 = C(ρt) +D(∆t[ρt]||ρβλ(t)) (8)
where the irreversible work generated up to time t is defined
as the average work performed up to t minus the “instanta-
neous free energy difference”, 〈wirr(t)〉 = Tr {ρtH[λ(t)]} −
Tr {ρ0Hi} − (Fβi,λ(t) − Fi). Eq. (8) tells us that the decom-
position of the irreversible entropy production into a coherent
and and incoherent contributions can be performed at any time
during the process.
Physical Examples - To gain some insight into this de-
composition, we will now focus on studying it in two phys-
ically motivated examples. First, we consider the example
of a finite time unitary process performed on a qubit. In
particular, we focus on the process experimentally realized
in Ref. [6], for which we calculated the irreversible work
and the fraction of it that is due to coherence generation.
The results are reported in Fig. (1). In Fig. 2, we consid-
ered the more sophisticated example of a quantum kicked
rotor [30], describing a particle freely evolving on a circle,
Hˆ0 =
pˆ2
2 with pˆ = −i∂θ, and θ ∈ [0, 2pi), brought far from
its initial equilibrium state by a series of kicks at intervals T ,
H(t) = H0 + V (θ)
∑
n∈Z δ(t− nT ). In particular, we focus
on V (θ) = k cos(θ), leading to the standard quantum map
[31]. The state after the τ th kick will be ρτ = Uτρ0Uτ †, with
Uˆ = e−iHˆ0T e−iV (θˆ), and with the initial equilibrium state
3ρ0 = exp{−βiH0}/Z0. Since the Hamiltonian is periodic,
the irreversible work coincides with the average work itself,
〈wirr(τ)〉 ≡ 〈w(τ)〉 = Tr {H0(ρτ − ρ0)}. The kicks give
rise to a spreading of the particle distribution in momentum
space. After such a diffusive transient, and due to quantum
interference, a relaxation process takes place, giving rise to a
localization in momentum space over a width ξp [33], and (on
average over quick fluctuations) to a saturation of the system’s
energy. Quantum coherence is essential for such a localiza-
tion process to occur, and, indeed, C(ρt) is generated during
the process. The lower panel of Fig. 2 shows the amount of
coherence generated as a function of the kick strength, evalu-
ated in the localized (long time) regime, while the upper panel
displays the ratio C/〈Sirr〉, giving the fraction of irreversible
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FIG. 2. (Color online). Upper panel - Fraction of the (irreversible)
work that goes into the generation of quantum coherence, shown as
a function of the kick strength k, for different values of the temper-
ature β−1 and with T = 0.25. The dots give the average saturation
value, estimated by a long-time average (performed over a time win-
dow ∆τ > 3000 ), while the filled region has half width given by
the standard deviation of the fluctuations. The precise meaning of the
average and fluctuation estimation can be understood from the inset,
which displays the same ratio as a function of the number of kicks τ ,
for the specific case k = 9.5 β−1 = 0.1. After an initial diffusion
stage, a saturation regime is reached where fluctuations with τ are
observed (for both coherence and average work) around the average
values reported in the main plot and with an amplitude given by the
shaded region (which tends to shrink with increasing the initial tem-
perature). Lower panel - Average saturation value of the coherence
generated in the process as a function of k, for T = 0.25 and dif-
ferent temperatures. The remaining irregular behavior of C (and of
〈wirr〉) can be explained as in Ref. [32].
work that is used to produce coherence. More coherence is
generated at lower temperatures, but C and β〈wirr〉 scale dif-
ferently with βi so that the ratio decreases when the tempera-
ture is lowered. A simple estimate in terms of the localization
parameter gives 〈w〉 ∼ ξ2p , while C ∼ ln(1 + βξ2p), with
ξp ∼ k2 (for large k’s).
Non-adiabaticity - By looking at Fig. (1), one sees that the
coherent contribution goes to zero with increasing the process
duration τ . This is not an accident, and further insights are
gained by studying the energetic deviation from the adiabatic
process (rather than from the isothermal one). To this end, we
start by recalling the meaning of an ideal quantum adiabatic
process. Starting from the same initial equilibrium state ρ0,
the adiabatic state is ρA := UAρ0U
†
A, where UA describes a
process in which λi changes into λf with an infinitely slow
rate, UA = limτ→∞ Uτ,0[λ]. Under the premises of the
quantum adiabatic theorem [34, 35], the system undergoes a
transition-less evolution, and ρA =
∑
n ρA,nn |n(τ)〉 〈n(τ)|,
with ρA,nn = ρnn(0). Generally, this is not a thermal state.
However, in Ref. [36], it has been shown that, if this is the
case, then one can express the non-adiabatic part of the work,
also called inner friction [37], in terms of the non-adiabaticity
parameter A := D(ρτ ||ρA), given by the relative entropy be-
tween ρτ and ρA. This is an operationally useful quantity in
itself, which can serve as an entropic quantifier of the devia-
tion from the adiabatic evolution [38]. It can be relevant, e.g.,
to evaluate the performance of control methods giving rise to
shortcuts to adiabaticity [39–43].
During the actual process, the state of the system is un-
able to follow the instantaneous adiabatic state, as signaled
by a non zero A, due to either the generation of coherence or
unwanted diabatic transitions. Indeed, as we did before for
the irreversible work, two contributions can be isolated in the
non-adiabaticity parameter A as well, giving
A = C(ρτ ) +D(∆τ [ρτ ]||ρA) (9)
where, again,C(ρτ ) measures the amount of coherence gener-
ated by the driving, while D(∆τ [ρτ ]||ρA) is the contribution
to non-adiabaticity given by population changes. The proof
of this relation is exactly the same as in Eq. (7), with the only
change of ρA in place of ρB in every step.
In fact, for slow enough (but yet non-adiabatic) processes,
it is the coherence that gives the leading contribution in Eq.
(9). To show that this is indeed the case, let us consider a slow
enough evolution between t = 0 and t = τ , so thatUτ,0[λ] can
be approximated by its adiabatic series expansion in powers of
1/τ [34]. To second order in τ−1, one has
A = C(ρτ ) +O
(
1
τ2
)
. (10)
The proof of this approximate relation goes as follows. Up to
second order in the adiabatic series, the transition probability
is given by [40]
Pm→n(τ) ≈ δmn + P (2)m→n(τ) . (11)
4Using this approximation, we can express the diagonal en-
tropy of the actual final state, S(∆[ρτ ]), in the form
S(∆τ [ρτ ]) = −
∑
n
ρnn(τ) ln ρnn(τ)
≈ −
∑
n
ρnn(τ) ln
(
ρnn(0) +
∑
m
ρmm(0)P
(2)
m→n(τ)
)
= −
∑
n
ρnn(τ) ln ρnn(0)
−
∑
n
ρnn(τ) ln
(
1 +
∑
m
ρmm(0)
ρnn(0)
P (2)m→n(τ)
)
≈ −
∑
n
ρnn(τ) ln ρnn(0)−
∑
n
∑
m
ρmm(0)P
(2)
m→n(τ)
For the second order transition probabilities, the sum rule∑
n P
(2)
m→n(τ) = 0 holds, and therefore
S(∆τ [ρτ ]) ≈ −
∑
n
ρnn(τ) ln ρnn(0) = −Tr {ρτ ln ρA}
As a result,
A = −S(ρτ )− Tr {ρτ ln ρA}
≈ −S(ρi) + S(∆[ρτ ]) ≡ C(ρτ ) ,
which completes the proof of Eq. (9). This relation implies
that, as we start to deviate from the adiabatic evolution (that
would lead to the incoherent state ρA), the non-adiabaticity
parameter A becomes non-zero due to coherence production,
while diabatic transitions give sub-leading contributions.
In the limit τ → ∞, A is zero (by definition), and, thus,
C(ρτ ) needs to decay as τ increases, as in Fig. (1). The fact
that βi〈wirr〉 persists in the long τ limit, instead, is fully at-
tributable to the second, population term in Eq. (3).
As a final note, for cyclic processes we have ρA ≡ ρB ≡ ρ0
and therefore the non-adiabaticity parameter coincides with
〈Sirr〉.
Fluctuation relations - In close analogy with the analy-
sis performed by Esposito and Van der Broeck [2], we now
show that the separation of the irreversible entropy into a con-
tribution due to coherence generation and another one due to
the production of a population mismatch with respect to the
reference equilibrium state leads to three integral fluctuation
theorems. Adopting the (by now standard) two measurement
framework, one imagines to measure energy at t = 0 obtain-
ing the result n(0), and again, at time t = τ , obtaining m(τ)
[4]. We can, then, define three stochastic variables that take
the values
snm := βi[(m(τ)− n(0))− (FB − Fi)] , (12)
pnm := ln ρmm(τ)− ln ρB,mm , (13)
cnm := snm − pnm = ln ρnn(0)− ln ρmm(τ) . (14)
If these are distributed according to the probability density
P (α) =
∑
n,m
ρnn(0)Pn→m(τ) δ(α−αnm) , for α = s, p, c ,
then it is a matter of a simple algebra to show that
〈s〉 ≡ 〈Sirr〉 , 〈p〉 ≡ D(∆τ [ρτ ]||ρB) , 〈c〉 ≡ C(ρτ ) , (15)
where the average values are calculated as 〈α〉 = ∫ αP (α)dα.
Indeed, s is just the usual stochastic variable giving irre-
versible work divided by the initial temperature, p describes
the final population mismatch, while c is the difference be-
tween the previous two. (Notice that n is a dummy index in
pnm and that, accordingly, the summation over n in P (p) is
un-effective).
These three variables, whose averages combine as 〈s〉 =
〈p〉+ 〈c〉, satisfy the fluctuation relations
〈e−s〉 = 〈e−c〉 = 〈e−p〉 = 1 . (16)
The division of the irreversible entropy production in the
two ‘basic’ contributions due to coherence and to popula-
tion imbalance generation is, thus, in some sense, ‘natural’
in this stochastic framework, as the two parts satisfy inde-
pendent fluctuation theorems as well. In particular, since
C(ρτ ) coincides with the increase in Polkovnikov’s diagonal
entropy, the relation 〈e−c〉 = 1 provides a fluctuation theo-
rem for it which is quite remarkable and suggests an inter-
esting, uniquely quantum aspect to certain transformations in
non equilibrium thermodynamics.
Conclusions - Let us summarize our results. We have
shown, using the concept of relative entropy of coherence,
that a uniquely coherent contribution to the energetics of a
driven quantum system can be identified. Given the current
interest and development of thermodynamics of non equilib-
rium quantum systems, this is an important result and can be
used to analyze in detail the role of coherence in thermody-
namic transformations. We have illustrated our result with
two physical examples. Furthermore, we have shown that
this coherence term appears also in the quantification of non-
adiabaticity and that, up to second order in the adiabatic ex-
pansion, the coherence is actually a measure of the deviation
from adiabatic evolution. Furthermore, in this framework, co-
herence generation coincides with the increase in diagonal en-
tropy, and, thus, our analysis clarifies the role of the latter in
quantum thermodynamics. Finally we have shown that the
coherence itself obeys a fluctuation theorem.
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