Precise v sin / values have been measured for more than 60 F and G dwarfs. Spanning the range of 5-80 km s~1, they are primarily useful for calibrating cross correlations up to about 50 km s _1 . We compare our values to older ones from photographic spectra and find that most of the older data are adequate but have fairly large errors. However, the rotational-velocity catalog of Uesugi and Fukuda is contaminated with erroneous data and is therefore suspect as a source of stellar rotational information.
able information. The concept is simple: correlate the spectrum of a program star against that of the template. The position of the correlation peak indicates the relative radial velocity, and the breadth of the peak is interpreted as due to rotational broadening.
In practice, it's not quite that simple. It is not always clear just what the breadth of the peak is. Even after that difficulty is dealt with, one must transform the breadth to a y sin /. This can be done by artificially broadening a narrowlined spectrum, or by obtaining spectra of stars of known v sin /. The latter method is to be preferred, as one then calibrates against actual stars and can determine not just v sin /, but also its uncertainty, which can be as important. Also, other broadening mechanisms, such as macroturbulence, are present, and can be important, especially in hotter or evolved stars (Gray 1984) . The line breadth alone can then lead to an overestimate of v sin /. Such errors are perpetuated if the cross-correlation procedure is calibrated against older data from photographic spectra (e.g., Noci et al. 1984) .
However, "known" v sin i values are, in fact, problematic, since nearly all were determined by visual inspection of photographic spectrograms. The available standards among the Fdwarfs ( Slettebak et al. 1975 ) are too few to help much. In the course of carrying out another stellar-rotation program, it became clear that extant v sin i values were too imprecise to calibrate the cross-correlation procedure. The goals of this program were, then, to ( 1 ) determine precise v sin / values for a number of bright F and G dwarfs, mostly near the equator; (2) assess the accuracy of the older, visual v sin / values to see if systematic errors are present; and (3) assess the importance of other broadening mechanisms in the presence of rotation to see how they limit the accuracy of the cross-correlation method.
II. OBSERVATIONS AND DATA ANALYSIS
Cross correlation is an appropriate technique for measuring stellar rotation when rotation is the dominant linebroadening mechanism. For example, the intrinsic breadth of solar absorption lines is about 7 km s -1 , but the solar v sin i is only about 2 km s~1 so that rotational broadening is subtle. In practice, rotational broadening of lines becomes obvious on a well-resolved spectrum when v sin / ^ 5 kms -1 . The stars for this study (Table I ) G2V  F8V  F8V  F8V  F6V   F8V  G5V  F6V  F7V  F4V   F6V  GOV  G1.5V  F5V  F6V   F9IV  F6IV  F6V  F6V  F5V   F7V  F6V  F5V  GOV  F3-4V   F5V  F3V  F6IV  F8V  F7V   F6III  F5IV  F7V  F2V  F8V  F5V  F8III-IV  F5IV  F6V  F0V   -F5IV  -F8.5IV-V  -F3-5IV-V  -G5V  -F3V   198390 7973  204121 8205  -206860 8314  -208703 8376  -210027A 8430A ¿ Peg   210302 8447  r PsA  211976 8514  -212697 8544 53 Aqr B  212698 8545 53 Aqr A  212754A 8548A 34 Peg A   215648A 8665A  222368 8969  t Peg  i Psc   F5IV  F3IV  F4V  F7V  F8V   F5V  F5V  GOV  F5IV  F5V   F6V  F6V  G2V  GlV  F7V F6III-IV F7V ( Enard 1982) , which is fed by the 1.4 m coudé auxiliary telescope (Klim and Ziebell 1982) . A bare Reticon recorded the spectrum in the single-pass mode of the CES at a nominal resolving power of 100 000. Typical signal-to-noise ratios were 100 or more. The data were reduced at La Silla with standard ihap routines. The spectra were centered near 6430 Á with pixel spacing of 30 mÁ and a bandpass of about 50 Á. The instrumental profile (IP) of the CES was measured by observing the À 6328 line of a He-Ne laser. A Gaussian gives an adequate representation of this profile. Model profiles (see below) were convolved with the IP to avoid the problems that occur when an IP is removed from a stellar profile in the presence of noise. The IP was tested by fitting models to solar flux profiles that were obtained with the CES; we found v sin /<1.7 km s -1 (Table II) , in excellent agreement with the true apparent v sin i of the Sun.
The method of analysis follows that in Soderblom ( 1982, Paper I) . First, specific intensity profiles were computed for 50 equally spaced intervals on the stellar disk from the center to the limb. This code uses subroutines from ATLAS8 (Kurucz 1986) and line-blanketed atmospheres from ATLAS6 (Kurucz 1979). These were then passed to the broadening program, which also uses 50 annuli of equal projected width. Each of these is divided into segments in proportion to their circumference. Each segment is assigned a velocity that is the sum of rotation and macroturbulence. As in Paper I, the radial-tangential model of macroturbulence (S) is used (Gray 1978) , in which a segment is assigned a velocity either tangential to the stellar surface or directed radially away from it. A full semicircle is used, and each segment is given both a radial and tangential velocity. This step is repeated ten times for each segment so that the effective number of grid points is 100 000. Additionally, the model profiles are systematically distorted in the line core because the segments nearest the rotation axis are all aligned. To reduce this effect, those segments were subdivided into ten smaller segments, with the results scaled appropriately.
These model flux profiles are computed for a wavelength spacing of 2 mA, which simplifies the comparison to observations of almost any spacing. Two lines in these spectra were fitted: Fe i /16430 and Ca IA 6439. The log gf values for these lines were adjusted to match the strength of solar features, while the other necessary atomic parameters are well determined. The choice of log g, and [Fe/H] will determine the appropriate model atmosphere to use. However, for most of these stars the rotational broadening is so dominant that the choice of atmosphere is of no discernable consequence, so that 7^=6000 K, log g = 4.5, and [Fe/ H] =0.0 have been used. We have also used a microturbulent velocity of 1.0 km s -1 . These model profiles are then scaled to match the observed profile. More appropriate parameters and atmospheres have been used for the slower rotators (y sin /5 10 km s~1 ).
The actual determination of v sin / was done by visual matching of models to observations, using both the profile itself and the power spectrum of the profile. The uncertainty of individual fits is determined from the quality of the data and the closeness of match between the model and the observations. For the better data, it is easily possible to discern differences in fit for Ay sin z 5 0.5 km s _ 1 when y sin i S 25 km s" 1 , and to 1 km s~1 for larger v sin / values. The predominance of y sin / values to the nearest 0.5 or 1 km s" 1 is due to this. The overall uncertainty results from these uncertainties and the agreement between the v sin z determined from the different lines. In general, when an individual line gave a high-quality result the fits to the different lines agreed well, indicating that the estimates of uncertainty are reasonable. An extra measure of uncertainty has been added to account for error in T eff and the other line-formation parameters (see Paper I), but in this case the observational errors dominate.
In Paper I, macroturbulence was considered, and it was found that a constant value of approximately 3.0 km s~1 was adequate to fit solar-type stars. In this case we are considering a much broader range of v sin z, and the stellar temperatures are higher as well. In a number of cases it was clearly necessary to use relatively high values of 5 to match the wings of the observed profiles. Although we could not determine E to high precision (typically + 1 km s -1 ), we have Tables I and II. We have continued to determine u sin /by visual matching of the models and observations. It may be possible to extract this information more optimally through, say, a maximumentropy technique. However, real stellar lines are inevitably blended, which systematically depresses the wings. The gain to be had by going to a more sophisticated method is minimal given the high precision of the results, and is offset by the risk of substantial systematic errors.
After fitting the ESO data, two problems were apparent. First, only rather imprecise v sin / values could be determined for the most rapidly rotating stars because the lines are so shallow. Second, for one star (HR 3759) there was a major disagreement between our v sin / value and that of Kraft ( 1967 ) . To check this value, and to ensure that we had not confused HR 3759 with HR 3579 (another F dwarf), additional data were obtained at Kitt Peak National Observatory in April and July 1988. The fiberoptic echelle was fed by the coudé feed telescope at a nominal resolving power of about 50 000. The IP was determined from thorium comparison lines, and the feature fitted was the 6122 Á line of Ca I. Examination of these new data showed that the original ESO observation of HR 3759 was clearly wrong, for reasons unknown, and that Kraft's v sin i was close to the correct value. The value in Table I is based on the Kitt Peak data.
The program stars and the measured v sin / and S values are listed in Table I . The spectral types and colors are from the Bright Star Catalog (Hoffleit and Jaschek 1982) . A few of the program stars turned out to be unsuitable as v sin / standards. Some had v sin / < 5 km s~1 and some had double-lined spectra. The results from those cases are listed in Table II . The effective temperatures listed were determined from the (B -V) color using the calibration of Popper ( 1980) . Additional stars of appropriate v sin /have been taken from Paper I and Pallavicini and Soderblom (1989) . (However, we excluded HD 57853 because it exhibits lineprofile variability due to either spots or duplicity.) The "Source" column in Table I lists an "E" for ESO data (this paper and Pallavicini and Soderblom ( 1989) ), "L" for Lick data (Paper I), and "K" for Kitt Peak data (this paper).
III. DISCUSSION a) Error and Uncertainty
We have already mentioned how our error estimates were made. We have tried to be conservative, but are they realistic? In an earlier study (Paper I) we concentrated on determining v sin / values for old solar-type stars. Significant differences were found between those values and earlier derivations by Smith (1978) . To understand this, Gray (1984) independently determined precise v sin / values for some of the stars in both samples.
Gray found that the values in Paper I agreed with his. The scatter seen was entirely consistent with the quoted uncertainties in both papers. On the other hand, Gray found that Smith's values were systematically about 1.6 km s~1 higher than his. Benz and Mayor (1984) found the same result. Thus both the scale and uncertainty of the values of Paper I appear to be correct (but see Smith (1988) for some comments on this issue).
Gray found a slight systematic difference between his v sin / values and those of Paper I of 0.5 km s~\ This is not a significant difference, but he suggested that it might be due to different methods of determining the macroturbulence (S). As noted above, we prefer to fit the models to a few selected profiles that appear to be the least contaminated by blends. Also, we fit the models to both the profile itself and its power spectrum. This allows some subjective allowance to be made for blends in the wings of the lines.
Gray's methodology is significantly different. He first extracts a number of profiles from the reduced spectrum, and then forms an average Fourier transform of them. He removes the effects of the instrumental profile and the diskcenter specific intensity profile to leave a stellar-broadening function. This is then fitted with models to derive v sin / and S. This process has the potential for overestimating S. Stellar absorption lines inevitably contain weak blends. These especially affect the line wings, depressing them below their true level. Averaging lines or transforms of lines only makes matters worse because this is a systematic effect, not just noise. Depressing the wings mimics the effects of macroturbulence.
It is these different methodologies that may account for some differences between our results and Gray's. He is able to determine S more precisely than we do, but the accuracy of either scale is difficult to assess. In Sec. IV we found good agreement between our results and those of Kraft ( 1967) , reinforcing the accuracy of our data. We found large disagreements with other datasets, for reasons we elaborate upon there.
bjMacroturbulence in Fand G Dwarfs Three decades ago, Abt (1958) pointed out the difficulty of distinguishing between rotational and macroturbulent line broadening. More recently, Gray has presented a series of papers in which he shows how these two effects can be disentangled from data of high resolution and high signal-tonoise.
One of his conclusions is that H increases systematically with stellar temperature (Gray 1984) . Among the F stars, rotation also increases with temperature in general so that v sin / and S are correlated to some extent. Our results substantiate Gray's. We found ourselves forced to use large S values to match the broad wings of the earliest stars. Rotation alone cannot produce such profiles because it has definite geometric bounds that result in profiles with no wings. We have found a few mid-F stars for which low S values fit well, but there are not enough of them, nor are our S values precise enough, to contradict Gray's findings.
c) The Methodology of Cross Correlation Tonry and Davis (1979) discuss in some detail procedures for cross correlating spectra. It is particularly straightforward to extract a radial velocity by such means, and this has proven to be a powerful tool for studying the motions of heavenly bodies.
Inferring the presence of broadening is more difficult. It is obvious when it's there, but hard to quantify. In general, one fits some function to the main peak of the cross correlation. Gaussian fits are easily done, and a width parameter results in a natural way. One can also fit, for example, a parabola.
The functional form that is fitted must be appropriate to the physical process being studied. This creates problems in studying rotation because rotation is a manifestly non-Gaussian process. If the rotation is just resolved, a Gaussian fit is probably appropriate since the instrumental broadening dominates, but when rotation dominates, the best procedure is not obvious. Something like a parabola may be appropriate, but the derived width will depend on the zero level of the correlation, which in turn depends on how the spectrum is handled before cross correlating. We experimented with several of the possible schemes that one could imagine for fitting the correlation peak. The simplest was to fit a Gaussian to the main peak only, allowing the base of the Gaussian to be at any level. This has the advantage of using only the shape of the correlation peak, without making any assumptions about where the base should be. The second method was to fit a Gaussian plus straight line. A third was to fit a parabola to the peak with a straight line for the remainder. Before doing this, the observed spectrum was flattened with a second-order curve, set to zero continuum level, and then "pinched" at the ends with a cosine times an exponential. This last procedure ensured a smooth transition at the ends of the spectrum, even if a portion of an absorption line was present.
Both methods using Gaussians gave equally good results up to about 50 km s~1 in y sin / (Fig. 1 ) , with an rms scatter of only 1.0 km s~l. This scatter does not take any account of intrinsic uncertainty in the cross-correlation widths, and suggests that our error estimates may be somewhat too large. What are more important for constructing a calibration are the relative errors, if we are to properly weight the measurements. We are more confident of the relative uncertainties than of absolute ones.
We found that Gaussians fitted the correlation peaks well up to y sin/£50 kms -1 , about an order of magnitude greater than the instrumental resolution. Gaussians did not fit well at higher v sin / values. Part of the problem is that the instrument only records 40-50 Â of spectrum. This is sufficient for narrowlined stars, but not if the line breadth starts to become a significant fraction of the bandpass. Lower-resolution spectra covering more wavelength would be likely to produce better results for rapidly rotating stars.
The tightness of our calibration curve (Fig. 1) is partly due to the high signal-to-noise of these observations. Greater Fig. 1 . Relationship between observed usin i and Gaussian width parameter (7 for stars in Table I . The rms scatter is 1.0 km s -'. uncertainty will prevail under conditions of actual use. As we will demonstrate below, in constructing a calibration a dataset of homogeneous quality should be used. We hope to have provided such data. The relation between line breadth and y sin / will be different for stars of different temperature, due to differing influences of macroturbulence. This is small, however, compared to the dominance of rotation, and can be ignored.
d) Binaries in Our Sample
We found three double-lined spectroscopic binaries as part of this study (Table II) . One of these, HR 6985, appears to be a first detection on our part. Previous photographic determinations of y sin / did not resolve these stars, and led to spuriously high values.
The relative rotation rates of the components in HR 6985 and HR 7213 seem reasonable. For example, the relative line strengths of HR 6985 A and B were virtually identical, indicating stars of similar mass. Their v sin / values are also comparable.
HR 6493 is more interesting. The Bright Star Catalog indicates spectral types of F2 and F6 for components A and B. The rotation rates differ by more than a factor of 3, which is probably reasonable (see Fig. 1 of Kraft 1967) . Evidently, the stars do not rotate in synchronization with the orbit, even though the period is relatively short (26.3 days).
IV. AN EXAMINATION OF ARCHIVAL DATA ON STELLAR ROTATION
Most of the data that have been used to study stellar rotation, particularly for stars of type F and earlier, have come from the use of photographic spectra. The usual technique is to visually compare the stellar spectrum to v sin / standards. How reliable are these "classical" data? Are there significant errors that affect the conclusions drawn? We compare our results to four other datasets: Kraft ( 1967) ; the Bright Star Catalog; and the rotational-velocity catalogs of Uesugi and Fukuda ( 1982) and Bernacca and Perinotto ( 1970) .
a) Kraft
Our results and those of Kraft ( 1967 ) agree very well ( Fig.  2(a) ). The rms scatter about the line of equality is 3.1 km s~ *. The only exception star is HR 7460, but in this instance Kraft misquoted Wilson ( 1966) , who gave the y sin / values as " > 55." Kraft borrowed a number of v sin / values from Wilson, but there is no discernable difference between their scales. For the few stars they have in common, Kraft's results agree well with Slettebak (1955) , which is usually taken to define the standard v sin / scale. Curiously, Kraft attributes the v sin i for HR 6987 to Slettebak, who lists no value for that star. b) Uesugi and Fukuda Uesugi and Fukuda (1982) have attempted to compile published rotational data into a single catalog. However, their results are grossly at odds with ours ( Fig. 2(b) ). This seems to occur for two reasons. First, they took Wilson's ( 1966) results and scaled them by various factors, ostensibly to bring them onto the standard scale of Slettebak. These determinations were better left alone.
The second problem is the use of the data tabulated by Huang ( 1953 ) . This is potentially the largest single source of line breadths for stars, but the data are suspect and usually Herbig reported that this feature appeared broad even when other absorption lines were sharp. Furthermore, as Bernacca and Perinotto ( 1970) discuss, Huang used a variable "fudge factor" to translate line breadth into v sin i. The catalog of Uesugi and Fukuda is heavily contaminated by Huang's data and so portions of it should be regarded as suspect. Analyses that use these data (e.g., Fukuda 1982) are also suspect. Even worse, these errors may be perpetuated if these catalog entries are used to calibrate cross correlation (e.g., Societal. 1984).* c) The Bright Star Catalog
The latest edition of the Bright Star Catalog (Hoffleit and Jaschek 1982) includes v sin i values. These were drawn primarily from a preliminary edition of the Uesugi and Fukuda catalog, but, despite this, the values are not too bad (Fig.  2(c) ). The rms scatter is 5.0 km s -1 , somewhat inferior to Kraft (1967) . *Noci etal. ( 1986) claim to use Uesugi and Fukuda ( 1982) for calibration, but their tabulated values bear little resemblance to those in the catalog. Finally, we compare our results to the catalog of Bernacca and Perinotto ( 1970) . These authors resisted the temptation to include Huang's (1953) data and explain why in some detail. As a result, their values are reasonably good (Fig.  2(d)) , with a scatter of 4.4 km s " 1 . They treat upper limits to v sin / in a manner that is appropriate for a statistical study, but values for individual stars can be misleading.
V. CONCLUSIONS
We have observed more than 60 stars that can be used as standards for calibrating cross-correlation studies. They are mainly useful for the v sin i range of 8-50 km s -\ and are, in general, conveniently located throughout the sky. Some of the methodology of cross correlations is discussed.
We selected our sample primarily from Kraft ( 1967) , and find that his results are reasonably precise and accurate. Other tabulations of v sin i are not as good. The Bright Star Catalog and the rotational-velocity catalog of Bernacca and Perinotto ( 1970) have values on a consistent scale, but they 545 show much more scatter than a homogeneous dataset such as Kraft's. The catalog of Uesugi and Fukuda ( 1982) is significantly contaminated by the erroneous data of Huang (1953) and also suffers from mistreatment of other data. It should probably not be used even as a qualitative indicator of a star's rotation. It is to be hoped that future studies using higher-quality data will clarify some of the issues of stellar rotation. However, much of the photographic data, particularly if obtained at high dispersion, are perfectly adequate.
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Note added in proof: Dr. G. H. Herbig was kind enough to draw our attention to the paper of Boesgaard and Tripicco ( 1986, Astrophys. J. 303,724) , which illustrates the doublelined nature of HR 6985 and points out the remarkable lithium abundances of this pair. Boesgaard and Tripicco also show that HR 6985 is a double-lined star, and therefore should be removed as a rotational standard from Table I. 
