

















文 書構 造 に着 目 したニ ュー ラル文書 要約*
小平 知範
修論要旨
要約 を構築 す る主な 目的は,読 み手 が文書 すべて を読 むこ とな くそ の文書 を理解
で きるよ うにす るこ とである.特 にニ ュース要 約で は,ス マー トフォ ンユーザ は画
面のサ イズが限 られて いるので,表 示 で きる限 られ た量 の要約 を読み たい.こ れ ら
の 目的 を達成 す るため に,ポ ー タブル デバ イス 向けの要約 システ ムは重要 な情報 を
含んだ要約 を限 られた要約 長 の中で生 成 しな けれ ぼな らない.
要約 タスクに は抽 出型 と抽 象型 の2つ のアプローチが ある.抽 出型 ア プロー チは
要約 を作 るため に文書 の一部(文 や句,単 語 な ど)を 選ぶ.抽 象型 ア プローチ は文
書 に現 れ ない単語 も使 って要 約 を生 成す る.抽 出型 アプ ローチ は元 の文書 か ら出
力す る表現 を直接抽 出す るので,抽 象型 アプローチ よ り文法的 な要約 を作 るこ とが
で きる.し か し,そ れで は元 の文書 に現れない単語 を選ぶ ことがで きな い.
抽象型要約 は機械翻 訳 タス ク とは異な り,お お よその 出力 は入力 の文書か ら得 る
ことがで きる.ま た,抽 象型要約 で は主 にEncoder-Decoderとい う機構 を用 い る.
Encoder-Decoderモデル におい て入力 系列 は ソー ス,出 力 系列 はターゲ ッ トと呼
ばれる.Encoder-Decoderは,ソー ス(文 書)の 情報 を読 み取 るRNNのEncoder
と,そ の情 報 をも とに ターゲ ッ ト(要約)を 生成 して い くDecoderを組 み合 わせ た
ものであ る.入 出力 ともに系列の場合 はsequence-to-sequenceと呼ばれる.
Sequence-to-sequenceを基 に,要 約 中 に入力の文書 に現れ ない単語 を含む抽 象型
文要約 タスクに取 り組 まれて いる.CNN/DailyMailデータセ ッ トは様 々な長 さ
の文 で構成 された要 約 が含 まれてい るので,構 造化 された要約 を生成 するため に要
約の構 造情報 の注釈 を簡単 につ ける ことがで きない.そ のため,彼 らのモデル は構
造的な要 約の生成 がで きない.
そ こで,本 研究 ではニ ュース要約 の ための構造的 な要約(3行 要約)の 生成 に着 目
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し,我 々はCNN/DailyMai1データセ ッ トと同量 の要約 データセ ッ トをLivedoor
Newsから構 築 した.LivedoorNewsは3行要約 とニ ュー スを公 開 して いるので,
このデー タセ ッ トを用いた解析 は容易 である.
3行 要約 の生成 を解析 するため に,我 々はニ ュー ラル ネ ッ トを用 いたモデル を用
いた.モ デルを改善 するために,我 々は彼 らのモデル を基 に新 しい機構 を提案 す る.
我 々の貢献 は以下で ある.
●3行 要約 のみ を含む新 しい 日本語ニ ュー スの要約 デー タセ ッ トを構 築 した.
● デー タセ ッ トに対 して,要 約 の構造 の注釈付 け と解析 を行 った.
● このデー タセ ッ トの特徴 を基 に3行 要約 に適応 したモデルを提 案 した.
本論文 の構成 は以下の よ うになってい る.第1章 で は本研 究全体 の概要,貢 献 を
述 べ る.第2章 で は抽 出型 要約 と抽象型要約 について の関連研究 について述べ る.
第3章 で はニ ュー ラル要約 の学習について述 べ る.第4章 で は大規模3行 要約 デー
タセ ッ トの構築 について詳 しく述べ る.第5章 で は3行 要約 の要約構 造の分類 モデ
ル と3行 要約 の要 約構造 に適 したfine一七uningについて述 べる.第6章 で は,要 約
を構造情報 ごとに分類す る実験結果 について述 べ る.第7章 で は.要 約 の実験 結果
について述 べる.第8章 で は,実 験 結果 に対す る考察 を述べ る.最 後 に第9章 で本






Incorporating Document Structure into Neural 
        Abstractive Summarization*
Tomonori Kodaira
Abstract
 Neural network-based approaches have become widespread for abstractive 
text summarization. Previous models prevent repetition of the same contents in 
the summary, but do not explicitly take its information structure into account. 
One of the reasons they failed to model information structure of the generated 
summary isthat the standard atasets, CNN / Daily Mail summarization tasks, 
 include summaries of variable lengths. Thus, it is not clear how the first sentence 
contributes to the following sentences, and so forth. To address the lack of the 
dataset for structured summarization, we introduce a new dataset containing 
summaries consisting of only three bullet points, and propose a neural network-
based abstractive summarization model considering information structure of 
the generated summary. Our contributions are as follows: 
   • We constructed a new summarization dataset, whose summaries are in 
     the form of three sentences. 
   • We annotated and analyzed the structure of summaries in the dataset. 
   • Our model generates a summary considering the type of summary.
* Master's Thesis
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第1章 は じめ に
要約 を構築 す る主 な 目的 は,読 み手が文書すべ てを読 む こ とな くその文書 を理解
で きる ようにす るこ とで ある.特 に,ス マー トフォンユーザ は画面 のサイズ が限 ら
れて い るので,表 示 で きる限 られた量 の要約 を読 みたい.こ れ らの 目的 を達成す る
ために,ポ ー タブルデバ イス向けの要 約 システムは重 要な情 報 を含 んだ要約 を限 ら
れ た要約長 の中で生成 しな けれ ぼな らな い.
要約 タス クには抽 出型 と抽象型 の2つ のア プローチがあ る.抽 出型ア プローチは
要約 を作 るた めに文 書の一部(文 や句,単 語 な ど)を 選ぶ.抽 象型 ア プロー チは文
書 に現 れない単語 も使 って要約 を生成す る.抽 出型 ア プローチ[1,2]は元 の文書 か
ら出力 す る表現 を直接 抽 出す るので,抽 象型 ア プロー チよ り文 法的な要約 を作 る こ
とがで きる.し か し,そ れで は元 の文書 に現 れない単 語 を選ぶ こ とがで きない.
抽 象型 要約 は機械 翻訳 タスク とは異 な り,お お よそ の出力 は入力の文書 か ら得 る
ことがで きる.ま た,抽 象型要約で は主 にEncoder-Decoderとい う機構 を用 いる.
Encoder-Decoderモデル に おいて入力 系列 は ソース,出 力系列 は ター ゲ ッ トと呼
ばれ る.Encoder-Decoderは,ソース(文 書)の 情 報 を読み取 るRNNのEncoder
ご
と,そ の情報 をも とにターゲ ッ ト(要 約)を 生成 してい くDecoderを組 み合 わせ た
もので ある.入 出力 とも に系列 の場合 はsequence一七()sequenceと呼ぼれ る.
要約 で は,話 の流 れの一貫性 を捉 えるた めに2文 間の意味的関係 を表現 す る修辞
構 造理論[3]が素性 として用 い られる.例 えば,要 約 の1文 目には基本的 な情報,2
文 目には1文 目に対 す る追 加情 報 が記述 されてい るな らば,2文 間 の関係 は"詳細"
(Elaboration)に当た る.本 研 究で はこの ような構 造 に着 目 して実験 を行 う.
Rushら[4]は,Sutskeverら[5]が提 案 したsequence-to-sequenceを基 に,要
約 中 に入 力 の文 書 に現 れ ない単 語 を含 む抽 象型 文要 約 タス ク に取 り組 ん だ.近 年
Rushら[4]の手法 をもとにNallapa七iらやSeeら[6,7]によってニ ューラルネ ッ ト
を用 いた抽 象型文書 要約 のア プ ロー チが提案 され た.彼 らの用 い たCNN/Daily
Mailデー タセ ッ トは様 々な長 さの文 で構 成 された要約 が含 まれて い るので,構 造
化 され た要約 を生成す るため に要約 の構 造情 報 の注釈 を簡単 につける ことがで きな
い.そ のため,彼 らのモデル は構 造的な要 約の生成がで きない.
そこで,本 研 究 で はニ ュース要約 のため の構造 的な要約(3行 要約)の 生 成 に着
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目 し,本 研 究 ではCNN/DailyMai1デー タセ ッ トと同量 の要約 デー タセ ッ トを
LivedoorNewsから構 築 した.LivedoorNewsは3行要 約 とニ ュー スを公開 して
い るので,こ のデー タセ ッ トを用いた解析 は容易で ある.
3行要 約の生成 を解析す るため に,本 研究 で はSeeら[7]のモデル を用 いた.本
研究 で は彼 らの モデル を基 に構築 したデー タセ ッ トに特化 したモデル を構築 した.
は じめに,構 築 したデータセ ッ トに対 して アノテーシ ョンを少量行 い構 造情報 の付
与 を行 な った.次 に,少 量の デー タセ ッ トを元 に構 造情 報 の 自動付 与 を行 な った.
最後 に,自 動付与 されたデー タを用 いてfinetuningすることによ り,3行要 約 に特
化 したモデル を作成 した.ま た,シ ステム要約 の特徴 を捉 えるために新 たに評価 指
標 を提案 した.
本研究 の貢献 は以 下であ る.
・3行 要約 のみを含 む新 しい 日本語ニ ュースの要約デー タセ ッ トを構築 した.
● データセ ッ トに対 して,要 約 の構 造の注釈付 け と解析 を行 った.
● このデー タセ ッ トの特徴 を基 に3行 要約 に適応 した モデル を提案 した.
●3行 要約 に着 目した評価 指標 の提案 を した.
本論文 の構成 は以下の よ うになって いる.第1章 で は本研 究全体 の概要,貢 献 を
述べ る.第2章 で は抽 出型要 約 と抽 象型 要約 について の関連研究 について述 べ る.
第3章 で はニ ュー ラル要約 の学習 について述 べる.第4章 では大規模3行 要約 デー
タセ ッ トの構築 について詳 し く述べ る.第5章 で は3行 要約 の要約構造 の分類 モデ
ル と3行 要 約の要約構 造 に適 した 丘ne一七uningについて述べ る.第6章 で は,要 約
を構 造情報 ご とに分類 す る実験 結果 について述べ る.第7章 で は.要 約 の実験結果
について述べ る.第8章 では,実 験結果 に対 す る考察 を述 べ る.最 後 に第9章 で本

















要約 の代表 的な評価 指標 としてROUGE[8]スコアが ある.ROUGEは 正解要約
とシステム要約間 で単 語の再現率 を元 にス コアを算 出す る.要 約 において は文書 中
の情報 を伝 えるこ とが重要 で あるため,正 解要約 とシステ ム要約 に対 す るn-gram





こ こ で,3は 正 解 要 約,grαm.は 正 解 要 約 中 に含 ま れ るn-gramを 示 す.ま た,
Oonntmat。h(gram.)はシ ス テ ム 要 約 と正 解 要 約 間 で 一 致 して い るn-gramの数 を
返 す関 数 で あ る.ま た,Oonnt(gramn)は正 解 要 約n-gramに含 まれ て い るrトgram
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の数 を返 す関数 で ある.
次 にROUGE-Lについて説 明する.二 つの要約 に対 してのLCS(Longes七Com-
monSequence)を算 出 し,よ り長 ければ似 ている とい う直感 の も と作 られた指標








ここで,Xは 正解要約,yは システム要約 であ る.LOS(X,Y)は二 つの要約 問の
LCSの長 さで ある.mは 正解要約 の長 さ,nは システム要 約の長 さを示 してい る.
再 現率 の計 算 には分母 を 鵬 とす るこ とで正解要約 の 内容 を どれ だ け出力 で きてい
るか を示 して お り,適 合率 では分母 を η とす ることで システ ム要約 の内容 が どれだ
け正 しいか を示 している.
2.3抽 出型要約の関連研究
抽 出型要約 にお けるベ ース ライ ン として用 い られ る手法 と してLEADが ある.
LEADは 入力文書中の文 を上か ら任意の数取 って くるものである.こ れ は,文 書 中
の重要 な内容 は文書 の先頭 に くるとい う仮定の も と用 い られて いる.単 純 であ りな
が ら精度 の高い手法で ある.
抽 出型要約 で はILP(整数 計画 法)を 用 い る手 法[2,9,10]があ る.ILPで は,
最大化 す るス コア と制約 が存在 す る.ス コアは選 ばれた要約 に含 まれ る単語の異 な
り数 や重 要度な どが用 い られ る.制 約 には,要 約後 の単 語数 や 同 じ単語 を使 う回数
な どが用 い られ る.こ の ようにあ る制約 のも とス コアを最大化す る ような文 を抽 出
し,要 約 を作成す る.
一例 と して ,Hirao[10]らは単 一文書要 約 をナ ップサ ック問題 として定 式化 して
い る.ナ ップサ ック問題 で は文書 中の文 に対 して重要 度 を定義 し,あ る一定の要約
長 内で重要度 が最 大 とな るよ うに要約 を生成 す る.し か し,ナ ップサ ック問題 では
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ナ ップサ ック問題 に冗長性 の制約 を設 けた.
2.4抽 象型要約の関連研究
抽 象 型 文 要 約 で は,Rushら[4]がsequence-t(>sequenceモデ ル(図2.4)を 使 っ
た 抽 象 型 要 約 を生 成 す る新 しい 要 約 手 法 を提 案 した.図2.4の よ うにsequellce一七ぴ
sequenceはエ ン コー ダ側 で 入 力 文 書 の情 報 を読 み取 り,デ コー ダ側 にお い て要 約 文
の 生 成 を 行 な って い る.彼 らはGigawordコー パ ス とDUC-2004に お い て,世 界
最 高 精 度 を達 成 した.い ず れ の コーパ ス も ニ ュー ス記 事 を含 ん で い る が,学 習 デ ー
タの 要 約 に は修 辞 構 造 の よ う な も の が な い の で そ れ を 考 慮 した 出 力 に は な っ て い
な い.
CNN/DailyMai1要 約 タ ス ク の 中 の 記 事 か ら複 数 文 で構 成 され て い る 要 約 を
出 力 す る タ ス ク に お い て,抽 象 型 文 書 要 約 に取 り組 ん だ研 究 が あ る.Nallapatiら
[6]はLargeVocabUlaryTric[11]やSwitchingPointer-Generator,階層 的 ネ ッ ト
ワー ク をAttentionEncoder.Decoderモデ ル に取 り入 れ,こ の タス ク に お い て の
改 善 モ デ ル を 提 案 した.LargeVocabularyTricは要 約 側 の 単 語 の ほ とん どは 入 力
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文書 か らくる とい う特徴 を利用 し,ミ ニバ ッチご とに語彙 を決 め るこ とで,低 頻度
の単語 も含めた大 きな語彙 を使 うことがで きる.ミ ニバ ッチ とは,ミ ニバ ッチ学習
における学習時 の勾配 の計算 と重 みの更新 をす るひ とまとま りの こ とである.オ ン
ライ ン学習 とは異な り1事 例 ご とに勾配 を計算 し重 み を更新す るのではな く,例 え
ば ミニバ ッチサ イ ズが32の 場 合32事 例 の順伝 播 が終わ った後,重 みの更新 を行
う.ミ ニバ ッチ に入 る事例数 は学習デー タか らラ ンダム に選ぼれ る.そ の際の損失
関数 の例 を以 下に示 す.
五(t,x;w)-k£(ち鋼(2・4・)
i=1
ここで,nは ミニバ ッチサイズ,`は1事 例 に対す る損失関数,9Ciは学習 デー タ,ち
は教 師デー タ,wは パ ラメー タで ある.SwitchingPointer-Genera七〇rはD coder
が1つ ず つ単 語 を出力 す る各 タイ ムス テ ップで単 語 を生成 す るか ソース側 の単
語 をコ ピー す るか を決 め る機 構 であ る.こ うす るこ とで,次 に生成 す る単 語 が未
知 語 の 際 にPointerが選 ば れ る こ とで,未 知 語 の生 成 が可 能 に な る.Attention
Encoder-DecoderはEncoder-Decoderモデルで は単語生 成時 に ソース側 の どの単
語 に注 目 して るかを入力 系列長 の長 さの確率分布 として与 える機構 を付 与 した もの
で あ る(4.1節).これ は,ソ ース側 とター ゲ ッ ト側 の単 語列 には必 ず対応 関係 が
あ り,デ コー ダは単語生成 時 にそれ らを明示的 に与 え るためで ある.階 層 的ネ ッ ト
ワークは,文 単位 で の要約 に含 め るかの情報量 や生成 してい る際 に どの文 に注 目 し
て い るか を捉 えるた めの文単位 と単 語単位 のA七tentionを組 み合わせ たも ので あ
る.彼 らは複数文要約 のための新 しいデー タセ ッ トを提 案 し,ベ ンチマーク を構 築
した.こ の研 究 における出力 は複数文で あるが,出 力 は必ず しも文書構造 を考 慮 し
たものではな く,出 力 も詳細 に分析 されて いない.
Seeら[7]はCNN/DailyMai1の要約 タス クにおい て世界最 高 精度 を達 成 し
た.彼 らはNallapa七i[6]らのモデル をベ ースに,HybridPointer-Generatorネッ
トワー ク とCoverage機構 を提案 した.HybridPointer-Genera七〇rはA七七en七ion
と語 彙の確率分布 を重ね合 わせ て 出力単語 を決定 す るもので あ る.2つ の分布 を重
ね 合わせ る ことで未知 語 を考 慮 で き,な おか つ ソー ス側 の単語 を 出力 しやす くな
る.SwitchingPointer-Genera七〇rはPointerが選 ばれ た際 に確 実 に ソー ス側 か ら
単 語 を選ぶ こ とがで きる.HybridPointer-Generatorは同時 にDecoderから出力
6
され た単語 生成確 率 とAttentionによる ソース側 の単語の確 率分布 を同時 に考慮す
るこ とがで きる.Coverage機構 はニ ュー ラルネ ッ トワー クを用 いた言語生成 に特
有 の,同 じ内容 の言語表 現 を繰 り返 し生成 して しまう問題 を解決す るための もので
ある.我 々のモデル は彼 らのモデ ルをベース と して いるた め,詳 細 な内容 は4節 に
て示 す.
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第3章 ニ ュー ラル文書要約モデル
本 研 究 の モ デ ル はA七ten七ionEllcoder-DecoderとHybridPointer-Genera七〇 ,
Coverage機構 を組 み合 わ せ たSeeら[7]の モ デ ル を も と に構 築 した.ま ず,こ れ
らの機 構 につ い て 説 明 を行 う.次 に3行 要 約 の た め の提 案 手 法 を説 明 す る.
3.1AttentionEncoder-Decoder
入力単 語列 は記事の トー ク ン,出 力単語列 は要約 の トー クンで ある.Encoder側
は1層 の双 方向LSTM[12]を用 い,Decoder側には順 方 向のLSTMを 用 い る.
Encoderによって生成 され るEncoderの隠れ 層 をhiと す る.そ れぞれ の ステ ッ
プtで,Decoderは出力 の前単 語 の単 語埋 め込 みベ ク トル とDecoderの状態 ♂
を渡 す.単 語埋 め込 み ベ ク トル は学 習時 には正 解 の要約 を前単 語 と して用 い,テ
ス ト時 にはDecoderによって生成 された前単 語 を用 い る.A七七entionの分布atは





ここでvは 重み ベ ク トルであ り,WhとWsは 重み行列,baは バイアスベ ク トル
で あ り,そ れぞれ学習 可能パ ラメー タで ある.At七entionの分布 は タイム ステ ップ
tにおけるEncoderの隠れ層の重 要度 を示す確率分布 として表 され る.文 脈 ベ ク ト
ル 蔵 は以下 によって計算 され る.
ん皇 Σ α1ん乞(3.13)
¢
この文脈 ベ ク トル をDecoderの状態stと 連結 し,2つ の線形 変換 を用 い語彙 分
布.Pv。cabが以下の計算 で生成 され る.
1『。ocα6=softmaxσ/'(V([5オ,ん真}十 う)十 うノ)) (3.14)
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ここでVとVノ は重 み行列,bとbノ はバ イアスベク トルで あ り,そ れぞれ学 習可
能 なパ ラメー タである.得 られ たPv。cαbの確率分布 か ら一番確 率 の高い単 語 ωtが
出力単 語 として選 ぼれ る.各 タイムステ ップ 孟にお けるロスは ターゲ ッ ト側 の単 語
媛 の負 の対数 尤度 で以 下の よ うに計算 される.
lOSSt=-109Pvocαb(‡ω*) (3.15)
また,全 体 の系列 に対 して のロスは以下であ る.
1・一 一 £i・SSt
t=0
ここで,Tは シス テム出力の単語数で ある.
(3.16)
3.2HybridPointer-GeneratorNetwork
HybridPointer-Genera七〇rはSeeら[7]に よ って 提 案 さ れ,A七 七en七ionと語 彙
分 布 を組 み 合 わ せ る も の で あ る.彼 ら のPoin七er-GeneratorはAtten七ionモデ ル
(4.1節)とPointerNe七work[14]を組 み 合 わ せ た も の で あ る.こ れ は ソー ス 側 の
単 語 分布 を タ ー ゲ ッ ト側 の単 語 分 布 と 同様iに考 慮 す る.こ うす る こ とでSwitching
Poin七er-Generator同様,ソ ー ス 側 に あ る見 た こ との な い 単 語 を考 慮 す る こ とが で
き,未 知 語 の 生 成 問題 に対 応 で きる.さ らに,ソ ー ス 側 の単 語 の 生 成 確 率 が 高 くな
り,ソ ー ス側 と同 じ単 語 を使 う こ とが 多 い要 約 タス ク で は 有 用 で あ る.
各 タイ ム ス テ ツ プtでPointer-Generatorモデ ル の生 成 確 率P9。n∈[0,1]は文 脈
ベ ク トル 域 とDecoderの状 態st,Decoderの入 力 で あ る単 語 埋 め 込 み ベ ク トル
銑 に よ って計 算 され る.
Pg。n一σ(礁 ん真+妙 『5オ+妙∫銑+bg) (321)
こ こで ベ ク トルVh。 とv。,Vxは 重 みベ ク トル,bgは ス カ ラー の バ イ ア スで あ り,
そ れ ぞ れ 学 習 可 能 パ ラメ ー タで あ る,σ は シグ モ イ ド関 数 で あ る ・Pg。nは単 語 分布
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pv。abかA七telltionの分布atの どち らを用い るかのsoftswitchとして用 い る.各
文書 において,こ れ らは拡張語 彙を作 り,そ れ はターゲ ッ トの語彙 とソースの語彙
との和集合 である.拡 張語彙の生成確 率 は以下で計算 され る.
P(ω)-Pg・nPv・cαb(w)+(1-Pg。n)Σ α1(3・22)
乞:ωを=ω
も し ω がout-of-vocabUlary(00V)ならば,pv。。αb(ω)は0であ り,ま たwが
ソー ス側 の単 語 に存 在 しな け れ ば Σ 甑=ω α1は0で あ る.
3.3CoverageMechanism
Seeら[7]はEIlcoder-Decoderモデル に お け る繰 り返 しの 問題 を解 決 す る た め に
Coverageモデ ル[15]を改 善 さ せ た.彼 らの モ デ ル で は,各Decoderの タ イ ム ス




♂ はタイ ムステ ップ ォまで にそれぞ れの単語 に対 して どれ だ け注 目 したか を示
す.ソ 一ー・…ス文書 の単 語 に対 す る分布 で あるcoverageベク トル は以 下 の ように用 い
られ る.
ε1-vTtanh佛 ん汁 肱5孟+ω 。cl+う。) (3.32)
ここで,ω。は重みベ ク トル であ り,学 習可能パ ラメー タで ある。彼 らは同 じ場所
への繰 り返 しのAttentionに対 してペ ナルテ ィを与 える目的 で,Coverageのmス





λ は同 じ場 所 への繰 り返 しのAttentionをどれだ け許容 す るか のパ ラメー タで あ
る.こ れ によ り,w。clではAt七entionが同 じ場所 を繰 り返 し指す こ とを防 ぐので,
同 じ内容 を出力す る ことを防 ぐこ とに繋 がる.
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第4章 要約デー タセ ッ トの構 築
本研究 はLivedoorNews1から日本語 の記 事 と要約 のペ ア を収集 した.こ の要
約 は人間の編集者 に よって書 かれてお り,3文 で構 成 されてい る.詳 細 は後 に示 す.
本研 究 は2014年1月 か ら2016年12月まで の期間 でデ ー タの収 集 を行 い,得 ら
れ た記 事 と要 約 は計215,560ペア となった.収 集 した デー タを分割 し,ト レーニ ン
グデー タとして213,160ペア,検 証 デー タとして1,200ペア,テ ス トデー タ として
1,200ペア とした.検 証デ ータ とテス トデ ータは2016年1月 か ら2016年12月の
期 間の ものか ら毎月100件ず っ抽 出 した.
4.1記 事の特徴
実際の記事 と要約例 を図4。12図4.23に示す.
それ ぞれ の記 事 に対 して,9つ のカテ ゴ リー(国 内,海 外,IT経 済,芸 能,ス
ポー ツ,映 画,グ ルメ,女 子,ト レン ド)か ら1つ のカテ ゴ リー が選 ぼれ,そ の カ
テ ゴ リーに対 す るい くつかのサ ブカテ ゴ リーか ら1つ のサ ブカテ ゴリーが選ばれて
い る.さ らに,特 定 の タグ(キ ー ワー ドや キー フ レーズ,よ り詳細 な カテ ゴ リー)
が付与 されてい る.収 集 したデー タはニ ュー スの記事 とタイ トル,抽 象型要 約 とよ
り短 いタイ トルが存 在す る.
このデー タセ ッ トは上記 の ような多 くの有用 な情報 を持つが,本 研究 で は記事 と




4http://news.1ivedoor.◎om/topics/detai1/12252068/(2018年1月11日閲 覧),記 事 を 付 録A.1に
示 す.
5http://news.livedoor.com/topics/detail/12244553/(2018年1月11日閲 覧),記 事 を 付 録A2に
示 す.
6ht七p://news.1ivedoor.◎01n/topics/detail/12302174/(2018年1月11日閲 覧),記 事 を 付 録A.3に
示 す.







図4.3文 書構造.左:並 列 タイプ.右:直 列 タイプ.
マク ドナル ドHPの 、各国の違いを紹介 している
並列4日 本はアメリカと似ているが、 より情報を多く載せようとい う意図がみえる
ドイツはバ ランスよく整理整頓 され、フランスはモダンさが感 じとれるという
ソニーのVRゴ ーグルが即完売 し、生産が追いつかない人気ぶ りだという
直列5米 投資銀行は25年に、VR・AR関 連の世界 市場が約9兆5000億円になると予測
10兆円市場はコンビニ全体の売上高 と同規模で、投資家も注 目しているそう
表4,1"並 列"と"直 列"タ イ プの 要約 例.
コンビニ3社 のボ ジ ョレー ・ヌー ヴ ォー を飲 み比べて いる
列挙型並列6 セブン イーレブンは多少渋味が強く、ファミリーマー トは多少酸味が強いそう
ローソンは後味がスッキ リし人気が高 く、予約分が完売した店舗 もあるという
ll体昌氏が23日の 「ジョブチュー ン」で星野仙一氏に殴 られた話を明かした
文分割型直列7 「投 げ終わ ってベンチ裏 に来いと言われて多少かわいがられまして」と暴露
「顔が腫れ過 ぎて降板 した」 と驚 きの事実を伝えた
表4.2列 挙型並列 と文分割型直列タイプの要約例.
4.23行 要約に対する文書構造 アノテーシ ョン
LivedoorNewsの要約 は3文 で構 成 されて いるため,出 力の構 造の解析が容易で
ある.そ こで,本 研 究で は要約 の一部 であ る検 証 デー タとテ ス トデー タに対 して要
約の文書構造 に対 して注釈 付 けを行 った.
それぞ れの要 約 に対 して話 の流れ に対応 す る一 つの タグ を付与 した.多 くの要約
は並列 タイ プと直 列 タイ プの2つ の種類 に分 け られ る(図4.3)."並列"と"直 列"
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タイ プの例 を表4.1に示す.最 初 の2文 は2種 類 とも特徴 が似 てお り,1文 目では
主な出来事 について記載 され,2文 目は1文 目に対 する追加情報 が記述 されてい る.
"並列"タ イ プは3文 目が2文 目 とは異な る1文 目に対 す る追加情 報 が書 かれて い
る.一 方,"直列,'タイ プは3文 目が2文 目に対す る追加情報 が書 かれ てい る.つ
ま り,"並列"タ イプは2文 目と3文 目には特 に順序 はな く,"直列"タ イ プは2文
目と3文 目は順序 には順序が ある.
2つ の タグ をア ノテ ー シ ョンす る中で,特 徴 的 な構 造 を してい る"列 挙型並列",
cc文分割型 直列',を追加 して,最 終的 に は4タ イ プに分 けた.追 加 した タグの例 を
それ ぞれ表4.2に示す.列 挙 はあ るもの を紹 介 す る時 に要約 の 中 に含 まれ るこ と
が多い.文 分割 は元 々の文が長 い場合 に要約 の 中に現 れる.こ れ らは,主 にスマー
トフ ォ ンで 閲覧 され る こ とを想定 して コ ンパ ク トに情報 を提 示 す る必要 が あ る
LivedoorNewsに特徴的 な要約 の例 である.
4.3ア ノテ ー シ ョンの結 果 と分析
アノテ ーシ ョンの結果 を表4.3に示す.表 の上部 は"並 列"と"直 列,,の2種類 の
タグのみで ア ノテー シ ョン した結果で あ り,下 部 は4種 類 の タグで ア ノテー シ ョン
した結果 である.表4.3に 示 す ように,検 証デ ータ とテス トデー タの いずれにおい
て も,約70%の 要約 は"並 列,,,残りは``直列"の タグが振 られる結果 にな った.表
4.3では"列 挙型 並列,'にタグづ けされ た中には単 に例 を並 べるだけの文 で はない も
のが存在 した.
"並列',と"直列,'に共 通す る特徴 として
,最初 の文 は主な出来事が記 されている.
お およそ2文 目は1文 目の内容 に対 して結 果の説明,詳 細 な情報,例 な どが書かれ
て いる.
一 方,こ のデータセ ッ トでは3文 目は様 々な役割 を している.((並列,,にタグ付 け
され た要約 で は,3文 目は1文 目に依存 してい る。一 方で"直 列,'にタグ付 け され
た要約 で は,3文 目の内容 は2文 目に依 存 して いる.つ ま り,要 約 システム は3文
目を生成 する際に タグ によって1文 目か2文 目の どち らに注意 を向 けるか決め なけ
れ ばな らない.
本研究 ではア ノテーシ ョンす る中で追加 した"列 挙型並列,'と"文分割型直列"と
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表4.33行 要約 に対 す る文書構造 ア ノテーシ ョンの結果.
なるデー タは少量 であるため,こ れ らをそれぞれ を"並 列',及び"直 列,'とみな し実
験 を行 う(表4.3).
本節 で行な ったア ノテーシ ョン結果 を元 に,次 章で は要約構 造付 きの検 証デー タ
を正解 デー タ とし,ト レーニ ングデー タに対 して要約構 造 自動分類 を行 う.
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「ルマン ドアイス」は、アイスク リームの中にミニタイプのク レープクッキー"ルマン
ド"をまる乙と入れ、食べやすいモナ力タイプに仕上げたスイーツ。四つ割 りタイプの
モナカにはルマン ドが4本入っており、ルマン ドのサクサク食感 を楽 しむことができ
r7_レ.s'_「 編h→ 一 顧rA.・tN-一"'rρ 一■r一r一 ツ 嗣n-4-Aメrtt'-」 一 一一'ノrk8暉"一 一r-.、
図4.1実 際の記 事例
ニュース トップ グルメ アイスクリーム 期間限定のイペン ト・商品 注目のグルメ












本章 で は,4章 に おいて作 成 及 び ア ノテ ー シ ョン した要 約構 造 デー タを用 いた
丘ne-tuning用の文書 要約 デー タの作 成 について述べ る.ま た,2つ の タイプそれぞ
れ のデー タを用 い て 丘ne-tuningするた め,2つ のモ デル どち らを出力す るか を判
定す るための 自動 分類器 の作 成 も行 う.要 約構 造 を捉 えるため に"並 列"と"直 列"
タイ プのデ ー タをfine-tuningでそれぞ れ使用 す る.し か し,タ イ プご とのデー タ
量 は少量 であ り,学 習 に用 い るには足 りてい ない.ま た,学 習用 に大量のデ ータに
対 して ア ノテー シ ョンを行 うには コス トが高 い.そ こで,本 研究 ではア ノテ ーシ ョ
ンした少量 のデー タを学習デ ータ として用い,タ グがついて ないデー タに対 して 自
動 タグづ けを行 う.
5.1要 約構造分類 モデル
ここで は,与 え られ た要約 に対 して"並 列"ま た は"直 列"ラ ベル を推定 するモデ
ル につ いて説 明 を行 う.要 約 の単語 列 をCCi,出力 ラベル をZと す る.本 研 究 で は
要約 の情 報 を捉 えるた め に,双 方向LSTMを エ ンコー ダ として用 い る.エ ンコー
ドす るこ とに よって得 られ るエ ンコーダの隠 れ状態 の系列 を 尻 とす る.順 方 向の
LSTMの 最 後 の 隠 れ 層(hAo「wα「d)と逆 方 向 のLSTMの 最 後 の 隠 れ層(hlαckωα「d)
を連結させたものを入力系列の情報として持つベクトル んを作成する.
ん 一[ん義o㌍ω叫 ん9ackwα「d] (5.11)
こ こで作 られ た ベ ク トル に対 して2種 類 の線 形 変 換 を適 用 し,2つ の ラ ベ ル そ れ ぞ
れ に2次 元 の ベ ク トル を構 築 す る.(図5.1).
Ypαrallel=softmax(Wph十bp)(5.12)
ysequence=softmax(1監ん十bs)(5・13)
ここで,ZlpαTαll。1とy。equ。n。.はそれぞ れ並列 と直列 に対 する2次 元のベ ク トルで,
1次元 目は対応 す るラベ ルで ない確 率,2次 元 目は対応 す る ラベル であ る確 率 を表




















5.2要 約構 造 に適 応 させ るfine-tuning
3章 で先行研究 の要約 モデルの説 明 を行 った.先 行研究 で用い られ たデー タセ ッ
トで は,出 力の文数 が様 々で要約 の文書構造 に着 目 したア プローチ があ ま りない.
しか し,本 研 究 で構築 したデー タセ ッ トで は要約 が3文 である こと と,要 約 の文書
構 造が2種 類で あるこ とが4章 で明 らかにな っている.
先行研 究 の要約 モ デル を学 習 した モデル は"並 列"と"直 列"の どち らの タイ プ
の要約 を出力 すれ ば良 いか とい う情報 を受 け取 らず に学習 を してい る.そ こで,ト
レーニ ング済み のモ デルに対 してfhユe-tuningを適用 す る ことでそ れぞれ の タイ プ
に適応 したモデルの構築 を行 う.
は じめに,全 ての トレーニ ングデー タを用い てモデルの学習 を行 う.次 に各 タイ
プに適 したモ デル を構築 す るため に 丘ne-tUllillgを行 う.4章 で説明 した要約 分類
モデルで推定 された各 タイプのデ ータを用 い,タ イ プごとに追 加学習 を行 う.
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5.3記 事 を入力と した自動分類モデル
finetuningによ り構 築 した2つ のモデル の どち らを要約 に用 い るかを決 めるた
め,同 様 のネ ッ トワー クを用 いて分類 モデル の作 成 を行 う.テ ス トデ ータを分類 す
る際 に は,正 解 で あ る要約 を入力 と して用 い る こ とがで きな いた め,記 事 を入力







トレーニ ングデー タと して要約 の学習 に用 い る検証 デー タの1,020件,検証 デー
タ として検証 データの残 りの180件,分 類対 象 は要約の学習 に用 いる トレーニ ング
デ ータを使用す る.
記事 と要約 の単語 分割 に は 形態 素解析 エ ンジ ンMeCabvO.9961を用い る.辞 書
にはIPAdic(v2。7.0)を使用 する.LSTMの 隠れ状態 の次 元数 を256次元,単 語埋
め込みベ ク トル を256次元 に設定 する.語 彙 サ イズ は2,350であ り,こ れ らは頻度
2以 上 の もの を選択 してい る.モ デル の学習時 にAdagrad[16}を学習率0.01で用
い た.
学習 に用 いるデ ー タは"並 列,'タイプが大半 を 占め るため,ア ンダーサ ンプ リン
グを適用 した.学 習で は小 さなデー タを用い るため,閾 値 を設 け確度 の高い ラベル
の獲得 を行 う.各 ラベルの分類 の適合率 が0.8以上 になる まで閾値 を調整 した.
また,5章 で説 明 した分類 モ デル を用 い て テス トデー タを事 前 に2つ の タイ プ
への分類 を行な った.分 類 す るデ ータ はテ ス トデー タであ るため,記 事 を入力,2
つの タイプを推定 す る.6章 同様 のパ ラメー タ設定で モデルの構 築 を行い,テ ス ト
デー タを分類 した.
6.2実 験結果
各 ラベル におけ る検 証デー タの精度 と要約 モデルの トレーニ ングデー タに対 して
分類 した結 果獲 得 した デー タ数 を表6.1に示 す.今 回 は適合 率 を高 く設定 したた




















表6.22種 類 の ラベル の分類結果.
れ53,809件,7,813件得 られ た.本 研 究 で は並 列 タイ プのデ ー タ量 が多 い結 果 と
なったが,比 較 のため直列 のデー タ数 と同数 だけを用 いる.
6.3記 事 を入力と した実験結果
テス トデー タにおいて記事 を入力 として要約 構造 分類実験 を した結果 を表6.2に
示す.2つ の ラベルの正解率 は0.50であった.直 列 タイプにお ける適合 率,再 現 率




3行要約 実験 で は3節 で説 明 したSeeら[7]のモデルを用 いた.実 験 において は,
Seeら[7]同様隠れ層 を256次元 に,単 語埋め込みベ ク トル を128次元 に設定 した.
語 彙サ イズ はソース側 とターゲ ッ ト側 それぞれ50,000とした.
記事 の頭 か ら400単語 のみ を使用 し,ト レー ニ ング及び テス トを行 った.こ れ
は,先行研 究 において重要 な内容が先頭付近 にあるとい う仮説 のも と行 った.ま た,
デ コー ド時 には70単 語以上生成す る場合 は70単 語で生成 を止 めた.モ デルの学習
時 にはAdagrad[16]を学習率0.15で使用 し,グ ラデ ィエ ン トク リッピング[17]の
最大 グ ラデ ィエ ン トL2ノ ルム を2.0とした.検 証デ ータを用 いて,100イテ レー
シ ョンご とにROUGE-Lで 評価 を行 い,ス コアが最 大 とな るモ デル を最終 的な モ
デル とした.
fue-tuningでは,6章 で得 られ た2つ のデ ー タを用 いた.す べて の トレーニ ン
グデー タで学 習 した先行研 究 の モデル をそれ ぞれ の タイ プに合 わせ て追 加学 習 を
行 った.
また,6。3節で行 な ったテス トデ ータを事前 に2つ の タイ プへの分類 した結果 を
用 い,2つ の タイプの どち らのモデル を用い るかを決 め るモデル(M'erge)も作成
し実験 を行 う.
7.2評 価 方法
評価 す るモデル は7.1で述べ た3つ のモデルで ある.本 研究 で はシステム出力の
要約 の評価 指標 と してROUGE-1とROUGE-2,ROUGE-LのF1スコアの平均 を
用 い る.評 価 対象 はすべ てのテス トデー タ(Ail),"並列"タ イプのみ(ParalZel),
"直列,,タイ プのみ(Sequence)の3つであ る.さ らに,シ ステ ム出力の各文 を評
価 す るため に正解要約 の3文 と1対1の ペアを作 る.こ こで作 られ るペア は3つ の
ペ アのROUGE-Lス コアの平均 が最 大 とな り,シ ステムの各文 が異 なる正解要約
内の1文 と対応す る.
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表7.1各 デー タでの評価結 果.
7.3実 験結果
本 節で は3つ のモ デル をROUGE[8]スコアで評価 した結果 を述 べ る.7.3.1節
で はシステ ム出力 と正解 要約全体 に対 してROUGE-1,ROUGE-2,ROUGE-Lを
計算 した結果 を示 す.7.3.2節で はシステム 出力 と正解要 約 それぞ れの文 を順 番 に
評価 した結 果 について 示す.7.3.3節で は システ ム出力 のそれ ぞ れの文 に対 して,
ROUGE-Lが最 大 となるペアを作 り,そ れ らのペア ごとの評価 結果 を示す.
7.3.2,7.3.3節で は1st,2nd及び3rd行はシステム要約 の各文 における評価 で あ
る.Aveの行 は1stと2nd,3γdのスコアの平均 を示 してい る.
7.3.1ROUGEに よる評価結 果
表7.1にROUGEに よ る評 価 結 果 を示 す.
表 のAllに つ い て 述 べ る.表7.5に おい て,提 案 モ デ ル がベ ー ス ライ ンの モ デ ル
よ り高 いROUGEス コ ア を達 成 して い る.Pαrαllelでは,す べ て の提 案 モ デ ル が
ベ ー ス ライ ン よ り高 い ス コ ア とな っ た.Sequenceにお い て はSequence_Trainモ
デ ル が ベ ー ス ラ イ ンの モ デ ル を大 き く上 回 って い る(ROUGE-1+2.31,ROUGE-2
十〇.66,ROUGE-L十〇.75).
7.3.2各文 に対す る評価結 果
順番 にシス テム要約 と正解要約 の文 でペア を作 り,評価 した結果 を表7。2,7.3,7.4
に示す.テ ス トデー タ全体 で評価 した際 にはMergeが3rdを除 いてよ り高い スコ
ア とな った(表7.2).また,"Parallel"タイ プのテス トデータにおいて も同様 の傾
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向 が 見 られ る(表7.3)."Sequence"タイ プ の テ ス トデ ー タで はParα19el_Train
が多 くの評 価 指標 で 高 い ス コ ア とな っ た.
7.3.3ROUGE-Lを 用 いてペ アを作成 し,各 文 に対 す る評価結果
ROUGE-Lを 用 い て シス テ ム 要 約 の3文 の ス コア の平 均 が 最 大 とな る よ うな ペ
ア を作 成 し,評 価 を行 な った結 果 を表7.5,7.6,7.7に示 す.
1stの結 果 に つ い て 述 べ る.こ の 列 はMergeの モ デ ル の ス コ ア が 優 位 で あ る.
表7。7で は ベ ー ス ラ イ ン の モ デ ル と比 べ る と,ROUGE-1,ROUGE-Lと も に1.00
近 く上 回 っ て い る.
続 い て,2ndの 結 果 に つ い て述 べ る.SequencenyTrainが総 合 的 に 見 て 高 い ス
コ ア を 出 して い る。 表7.7に お い て は ベ ー ス ラ イ ンの モ デ ル に 比 べ,ROUGE-1
は3.13,ROUGE-2は3.24,ROUGE-Lは2.21上回 って い る.Mergeは 表7.6で
ベ ー ス ラ イ ンの モ デ ル よ り1.00近く低 い ス コ アが 出て い る こ とが わ か る.
3rdの結 果 につ い て述 べ る.表7.57.6で は他 の2つ の モ デ ル と比 べ 高 い ス コ ア
を 達 成 して い る.表7.7で は今 まで の結 果 と は異 な り,ベ ー ス ラ イ ンの モ デ ル に お
い て 高 い ス コア が 出 て い る.
最 後 にAveの 結 果 に つ い て 述 べ る.3文 そ れ ぞ れ の 平 均 を 取 る と,
Sequence-_Trainがど の デ ー タ で も 一 番 高 い ス コ ア を 達 成 し て い る.ま た,
Pαrα99eZ--Trainにお い て も,ベ ー ス ラ イ ンの モ デル を上 回 る結 果 とな った.
全 体 的 な傾 向 と して は,1文 目か ら3文 目に 進 む に つ れ て全 体 的 にROUGEス コ
ア が 下 が る傾 向 に あ る.ま た,丘ne-tuningを行 った モ デ ル は べ 一 ス ライ ンの モ デ ル
よ り高 い結 果 とな る こ とが多 い.
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表7.21-1,2-2,3-3でペ ア を作 った,す べ て の テ ス トデ ー タに お ける評 価 結 果,





























表7.31-1,2-2,3-3でペ ア を作 っ た,"並 列"タ イ プの テ ス トデ ー タ に お け る評 価 結 果





























表7.41-1,2-2,3-3でペ ア を作 った,"直 列"タ イ プの テ ス トデ ー タに お ける評 価結 果.
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表7.5ス コアが最大 となるペアを作 った,す べてのテス トデータにお ける評価結果.





























表7.6ス コアが最 大 とな るペ アを作 った,"並 列"タ イ プのテス トデ 一ータにお
ける評価結果.


































7章 で は,通 常の 評価 方法(All)に加 え,1文 ご とにペ アを作 り評価 を行 った.
Allのよ うに評価 を して しま うと,文 の対応 が考 慮で きないため,Aveよ り高 めの
スコアが出て い る・例 えぼ,正 解要約 の1文 目のbi-gramとシステム要約 の3文 目
にbi-gramがあった と してもス コアが上 がるため,Allのス コアが高 くな って しま
う.文 ご とに評価 す る ことで,何 文 目が生成 しや すい また は しに くい とい うのが理
解で きる.
表7.5では,1stは4章 で述 べた通 り2つ の タイ プどち らも主な 出来事 が書 かれ
てい るためス コアが高い.し か し,2,3文 目とな ると1stに比 べ10.00以上の差が
開いてい る.2,3文 目は各 タイ プによって役割 が違 いモデルが どち らを出せばいい
のか認識で きないので,こ の よ うな結果 とな って いる と考 え られ る.し か し,こ れ
はEncoder-Decoderモデル にお ける長 文 を生成す る際 の特徴 で もあ るた め一概 に
は言 えない.
AglとAveの評価 結果 を見 る とSequence._7「rαinが一番 高いROUGEス コア
を出 して い る.こ れ はも とも との トレーニ ングデー タに は"並 列"タ イ プの要約 が
多い と推測 で きる(表4.3)た め,ス コアの変化 が大 きい と考 え られ る.モ デル を
"直列,'タイプで 丘ne-tuningする と,順 番 に前 の文 を考 慮 しなが ら生成す るよ うに
なるため,こ の よ うな結果 にな った と考 え られる.な ぜ な ら,も とも と"並列,,タ
イプが多 い トレーニ ングデー タで あるため,モ デル は3文 目生成時 には1文 目の内
容 を考慮 しつ つ,2文 目 と被 らな い内容 を出力 しよう とす るため必要 な情 報量 が多
く,今 まで の生成内容 を考慮 しきれていない と考 え られる.
8.2各 ペアごとの評価 について
本節で は,シ ス テム要約 をよ り詳 し く分析 す るため に,ペ アの組 み合 わせ ご とに
分 け,評 価 を行 った.そ の結 果 を表8.1に示す.一 番左 の列 はシステム要約 の各文
が何 文 目とペ アになったか を示 してい る.太 字 は行 内において1stと2nd,3rdの
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1st 2nd 3rd




213 100(8.3%)8.0318.3026。50 31.3210.3421.25 34.7315.4724。64
231 66(5。5%)41.4621.9528.09372217.9527.23 26,966.0218.08
312 64(5.3%)28,377.7819.26 34.1913.5623.36 34。6813.6022.76
321 61(5.1%)27,106.7418.15 33.3614.3623。53 32.1610.6721.85
表8.1各 ペアの組み合わせ ごとの評価結果
中で 一番低 いス コアを示 して いる.例 えば,`132'の場 合 システム要約 の1文 目 と
正解要約 の1文 目,シ ス テム要約 の2文 目と正解 要約の3文 目,シ ステム要約 の3
文 目と正解要約 の2文 目がペア とな った こ とを示 して いる.
結 果 を見 る と`123'が一番 多 くの割合 を 占め て い る.こ れ は"並 列,'タイ プ と
"直列,,タイ プの要約 が うまく生成 で きた事 例数 だ と考 え られ る.ま た,次 に多 い
`132'ではcc並列',タイ プの 事例 が生 成 で きた事例 数 だ と考 え られ る.な ぜ な ら,
"並列,,タイプの場合2 ,3文 目は順不 同であ るためで ある.
また,特 徴 と して は順番が異 なる文が低 いスコアを出 して いる.例 えば,`213'を
見 る と逆順 とな っている システム要約の2文 目 と正解要約 の1文 目のペ アが一番低
いス コアを出 してい る.こ れ は システ ム要約 の一番 目に主 な 内容 が来 るはずが,2
文 目に来 て しまってい る と考 え られ る.ま た,`312',`321'では,最 初 の2文 で本
来 の"並 列',の2,3文目の 内容 を生成 して しまって いる と推測で きる.
8.3評 価方 法
本研究 で は7章 で3通 りの評価 を行 な った.7.3.1節で は,要 約単 位 で の評 価,
7.3.2節で は3行 要約 とい う特徴 に基づ き各文 ご とで の評価,7.3.3節で はROUGE-
Lの ス コア に基 づいて文 ご とでの評価 を行 な った.要 約単位 の評価 で は,要 約全体
の 良さを測 るこ とがで きるが,各 文に対 す る評価 が行 えないため,文 ご とにペ アを
作成 し,評価 を行 な った.各 文 ごとの評価 を行 なった方が,理 解で きる ことが多 く,
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有用性 が高い.例 えば,1文 目の評価結果 が2,3文 目よ り高 く,文 構造 を捉 え きれ
ていない ことが明 らかにな った.
7.3.2節で は単 純 にシス テム要約 と正解 要約 の各文で順番 にペア を作 成,評 価 を
行 な い,7.3.3節で はROUGE-Lの ス コアを用い てペア を作 成 し評価 を行 な った.
システ ム出力 は必ず しも正解 要約通 りの順番 で 内容が構成 されてい る とは限 らない
ため,7。3.2節にお ける評価結果 では,ROUGE-2とROUGE.Lの評価 が低 い結果
とな ってい る.そ のた め,7.3.3節でROUGE-Lの ス コア を用 いて各文 に対応 す る
ペ アを作成す るこ とで,適 切 な評価 を行 うこ とがで きた.ま た,各 システム要約 ご
とに異 な るペ アを作成 す るこ とによ り,8.2節において システム が どの よ うな順番
で文 を出力 して いるかがわ かる ようにな った.
8.4分 析
8.4.1前 文 との 関 連 性
出力例 を表8.2に示 す.こ の例 の正解要 約 は,1文 目には 日本 人選手 が所 属す る
チームの試 合結果,2文 目にはその選手 の活躍 内容 とその賞賛,最 後 に選手の能力
の評価 を述 べて い る.2,3文 目で1文 目で 登場す る選手 に対す る賞賛 の内容 なの
で,"並列"タ イプの タグ をつ けた例で ある.
3つ の システ ム要約 の1文 目は どれ も試 合 結果 に関 して述 べ られ てい ない.し
か し,こ の情報 は記 事 中 には記 述 され てお らず,生 成 は難 しい.Parαlel_Trαin
に関 して は,選 手 を褒 め る内容 で は な く,責 め る 内容 が 書 か れ て い る.2文 目
では,Sequence_Trαinのみ,正 解 要約 と同等 の 内容 が書 かれ て い る.3文 目で
は,3シ ス テ ム ともに 同 じ内容 であ るが,正 解 とは違 う内容 が 出力 されて い る.
Sequence_Trαinの要約 で は,生 成 した2文 目で記事 の2文 目の 内容 を生成 で き
てい るの は,1段 落 目の情 報 が繋 が って いる と捉 え られてい る と考 え られる.モ デ
ル に入力 す る際 には,段 落情 報 が含 まれ て はいない.Sequence_Trainは"直列"
タイ プの前文 の関連性 を強 く考慮す るよ うにな ってい るためだ と考 え られ る.
出力例 を表8.3に示 す.こ の例 の正解要約 は,1文 目にあ る女優 に対す る話題,2
文 目にその話題 のエ ピソー ド,3文 目にそ のエ ピソー ドの追 加情 報が書かれて いる.
3文 目が2文 目の追 加情報 とな ってい るので,"直 列,'タイプの タグ をつ けた例 で
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あ る.
3つ の システム出力の1文 目では,正 解要約 と同等 の内容 が書 かれて い る.2,3
文 目で はSeguence_Trαin以外 の出力で は,一 貫性 が な く,異 な る情報 を伝 え る
要約 とな ってい る.Sequence--Trαinでは,全 体 の話 の流 れ と内容 が正解 要約 と
同等 の ものとな って いる.こ れは,3段 落 目の内容 が関連の ある内容で あるので,2
文 に分 けて出力 されてい るのがわか る.表8.2と同様 に段落 内の内容 を続 けて出力
してい るのがわ かる.
上記の例 の ように,"直列,,タイ プのデ ータを用 いてfine七uningするこ とに よっ
て,記 事 中の文間 の繋 が りを保 つ ようなモデル とな ってい るこ とがわ かる.
8.4.2記事 の入力長の制約
出力例 を表8.4に示 す.こ の例 の正解要約 は,1文 目に軽 自動車 の最新 装備 の話
題,2文 目に最新 の設備 を搭 載 した軽 自動車 の情報,3文 目に2文 目とは異 な る自
動 車の情 報が述 べ られてい る.正 解要約で述べ られ てい る情報 は記事 の5段 落以降
の内容で ある.
すべて のシステム出力 において,主 な話題 と して高齢者 に関連 したこ とが出力 さ
れてい る.こ れ は,ト レーニ ング時 に先頭400語のみ を用い る とい う実験 設定が あ
るため,こ のよ うに長い記事 の場合,前 半記 事 しか入力情報 と して 出現 しないか ら
で ある.ま た,ニ ュース記事で は前 半部分 で主な 出来事 が書 かれてい る ことが多い
ため,こ の よ うな記 事 に対応す るために は,前 半部分 が導 入部 分で あ り,後 半部分
に主要な情報 が書 かれて いるこ とを理解 しな ければな らない.例 えば,ト レーニ ン
グデー タの記事 を用意す る際 にの前段 階 として重要な段落 の抽 出,ま た は トレーニ
ングデー タの記 事中の文 に対 して トピックを割 り当て る等 の工程 が必要 となる と考
え られ る.
8.5注 目箇所 の誤 り
出力例 を表8.5に示 す.こ の例 の正解要約 は,1文 目にアルバムの発売 について,
2文 目にそ のアルバ ムの内容,3文 目にそのアルバムの特典 につ いて書 かれている.
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3つ の シ ス テ ム 要 約 の1文 目 は正 解 要 約 と同 等 の 内 容 が 出 力 さ れ て い る.
Pαralgel_Trainの2文目 で は ア ル バ ム の 内 容,3文 目で は特 典 に つ い て 書
か れて お り,1文 目の追 加 情 報 と して正 しい もの が確 認 で き る.Ooverαgeと
Sequence_Trainでは2,3文 目の出力 はあ る店舗 で の 限定 的な情 報 を述 べて お
り,1文 目の追加情 報 と して適 して いない内容 とな って いる.Pαrallel_Trαinで
は,"並列,,タイ プで 丘ne一七uningするこ とによ り,1文 目の追 加情 報 が記 載 されて
いる2,3段 落 目の 主要 な情 報 を抜 き出せ てい る と考 え られ る.SeqTtence_Train
の出力で は,2文 目に`TSUTAYA'の先着 特典,3文 目にはそ こでの レン タルが開
始 され る日が書 かれて い るため,"直 列,,タイプの要約構 造 で書 かれ てい る.し か
し,こ の記事で の主要な事柄 は アルバ ムの内容 で あるため不適 切で ある.表8.3で
も述 べ たよ うにSequence-.-Trαinでは隣接 す る関連 のあ る2文 か ら情 報 を引 き出
して くる例が多 く見 られ た.そ のた め,今 回の よ うな例 で は,適 切な要約 が生成で
きなか った と考 え られる.
8.5.1考 察
分析の結果,Sequencε_Trαinで学習す るこ とで,表8.3の ように隣接す る文 か
ら要約 を生成 で きる例 が多 くあ った.SeqlLence_TrαinはROUGEにお けるス コ
アも高 く,3行 要約 デー タセ ッ トで はその よ うな正 解要約 が多い と考 え られ る.そ
のため,要 約構 造分類 実験 に よって得 られ た"直 列"タ イ プの デー タは このデー タ
セ ッ トにおいて質 の高いデ ー タと言 える.
エ ラー例 か らわか るよ うに,記 事の情 報 を読み取 るには400単語 とい う制約 があ
り,い くつかの トピックが含 まれ る記 事が存在 するため,こ れ らの ような例で は提
案 したモデルで の要約 の生成 は難 しい.ト レーニ ングデー タ内の記 事 中の文 に付加
情報 を追 加 した り,冗 長 な文 を削 除す るな どの改 善が必要 である.ま た は,本 研究


















発揮 したと賞賛。 ヴォルフスブルク守備陣を翻弄 してみせた日本代表FWが 、その力
を発揮 したと伝 えた。




だが一方でCFモ デス トがチーム トップの得点をマークする活躍 を披露 してお り、
rCFを本職としていることはわかっていた」シュテーガー監督だったが、「どうして
も起用するため」、結果的に様々ポジションで試行錯誤を繰 り返す結果となっていた。
しかし今季 のケル ンは、開幕から4-4-2システムを採用 してお り、「今ははっきり
としている。彼 はCFと してプレーする」とシュテーガー監督は断言。ポカール1回
戦でも2ゴ ール し、代表戦期間中のテス トマッチでも連発。
そ してル ドネフスの負傷でつかんだ今季初先発のチャンスで、大迫は"キープカ、ス
ピー ド、視野の広さ、そ して得点の脅威を試合を通 じてみせていた"と エクスプレス
紙が賞賛す る活躍を披露 し、"ケルンのFW陣 のなかで、全ての要素をもっとも兼ね備
えた存在"と さえ評された。
ただ得点に関しては、 この日はカスティールスの好セーブでお預けとなって しまっ
たのだが、このまま本職のCFで この好調を維持 し、定位置確保取 りに向けて突き進
んでいきたい。
大迫 勇 也 が 所属 する ケルン は10日、 ヴォルフスブルク に0-0で 引き分け
た
地元 紙 は、 大迫 が ヴォルフスブルク守備 陣 を翻弄 し て みせ た と称賛
ケルンのFW陣 の なかで 、全て の要素 を もっとも兼ね備え た存在 と評した
Cσverage
ケルン の 地元 紙 エクスプレス は 、 大迫 勇 也 が 力 を 発揮 し た と伝 え た
2015年の ヴォルフスブルク 戦 で 大迫 の こと を 「素晴 らしい サッカー 選手 だ
」 と 擁護
「今 は はっきり と し て いる こと は わかっ て い た 」 と 語 っ て い た
ParalelTrah1一
ケル ン の 地元 紙 エクスプレス が 、 チーム トップ の 得点 ファン から の 厳 しい
声 を 浴び た
「CFを 本職 と し て いる こと は わかっ て い た 」 と 、 シュテーガー 監督 は
好 セーブ で お預け
昨季 の 大迫 勇 也 は 「今 は はっきり と し て いる 。 彼 はCFと して プレー
する 」 と も
Sequence_T【a血
ケルン の 地元 紙 エクスプレス は 、 ヴォルフスブルク 戦 で 大迫 勇 也 が その 力
を 発揮 し た と 伝え た
ヴォルフスブルク 守備 陣 を 翻弄 し て みせ た 日本 代表FWが 、 その 力 を 発
揮 し た と 賞賛







番組では 「ブランチタレント名鑑」のコーナーで、ゲス トの小池が女優 として大 き




をや りたいなら、そっちに重きを置いて、何かを手放 してや る覚悟 も必要」だとア ド
バイスしてくれたというのだ。
この話を聞いた鈴木あきえが 「中井貴一 さんは、なぜ小池 さんを見て 『女優 をやっ
た方がいい』 と、おっしゃったんですかね?」 と質問。 これに小池は 「女優をや りた
いんだけど、『バラエティー出身です し』『グラビア出身ですし』 と逃げる自分に、た
ぶん気づいていた。rそこを言い訳にすんな』とお叱 りだったとも思 う」と回想 した。
一方、小池は 「ブランチ」司会の谷原章介に対 しては 「特に何も教えて くれなかっ
た」とクレームをつけ、笑いを誘っていた。
10Hの 番組 で 小池 栄子 が 本気 で 女優 業 に 挑む こと に なっ た きっかけ を
明かし た
ドラマ で 共演 して い た 中井 貴一 が 「女優 を やっ た 方 が いい 」 と 助言 し
た そう
「何 か を 手放して やる覚悟 も 必要 」 だ と指摘 され た という
Cover包ge
小池 栄子 が 、本気 で 女優 の 道 に 出演 して い た 大物 俳優 の 言葉 を 明か した
「そっち に 重き を 置い て 、 何 か を 手放 して やる 覚悟 も 必要 」 と アドバイス
「女優 を や り たい なら 、 そっち に 重き を 置い て 、 何 も 教え て くれ なかっ
た 」 と 語 っ た
P凱rallelTrain一
10Hの 番組 で 小池 栄子 が 、 本気 で 女優 の 道 に 進む きっかけ と なっ た 大
物 俳優 の 言葉 を 明かし た
新 しく女優 を や り たい なら 、 そっち に 重き を 置い て 、 何 か を 手放し て や
る 覚悟 も 必要 と の こと
「そこ を 言い訳 に すん な 』 と お 叱 り だっ た と も
Sequence_Tlai且
10Hの 番組 で 小池 栄子 が 、 本気 で 女優 の 道 に 進む きっかけ と なっ た 大
物 俳優 の 言葉 を 明かし た
「バラエティー 出身 です し 」 と 逃げる 自分 に 、 「女優 を やっ た 方 が いい
」 と ア ドバイス



























最新 の 安全 装備 を搭載 した 軽自動車 を紹介 して いる
スズキ の スペーシア は ミニバン 並み の広 さ を備え て いるの が 魅力
ムーヴ は 基本 性能 を徹底的 に 上げ 、 走 りは コンパクトカー に 迫る ほど だ
という
Coverage
高齢 運転 者 が 関与 した 交通 事故 の 総 件数 が 関与 する 割合 へ の注目が 高
まっ て いる
緊急 時 の 自動 ブレーキ が 発表 した調査 に よる と、 高齢 運転 者 が 減少 する
搭載 に 欠か せ ない よう な地域 で は 難しい の が 現状 だ という
PaエalelTrain一
高齢 運転 者 が 関与 した 「高齢 運転 者 」 へ の 注目 が 高まって いる
高齢 者 が 関与 する割合 は 年々増加 し、 ドライバー の 注意 力不足 が挙げ ら
れる
搭載 車 で は非 搭載 車 に くらべ て 約6割 の 低減 効果 が ある という
Sequence_Tra加
高齢 運転 者 が 関与 した 安全 装備 を 搭載 した 軽自動車 を紹介 して いる
サイズ や 輪郭 から歩行 者 や クルマ を認識 して 検知 する に は 「デュアルカ
メラブレーキサポート」 との こと






代主題歌を網羅するベストアルバムの発売が決定 した。主人公 ・孫悟空が必殺技 ・か
めはめ波を放つイラス トと、30周年ロゴが組み合わされたアニバーサリー仕様 のジャ
ケットイラス トが公開されている。
「アニメrド ラゴンボール』放送30周 年記念 ドラゴンボール 神BEST」 と題
されたベス トアルバムは、1986年の初代 オープニ ング主題歌 「魔詞不思議ア ドベン
チャー!」 か ら劇場版、新作テ レビシリーズ 「ドラゴンボール超」の主題歌 までを、
CD2枚組で収録す る。2月24H発 売予定で、「ドラゴンボール」「ドラゴンボS-一一LルZ」
「ドラゴンボ 一ー・ル超」など、全7作 品のオープニング映像(「ドラゴンボールGT」 以




は先着特典として、ジャケット絵柄ステッカーと、ジャケ ットイラス トポー トレー ト
が抽選で5人 に当たるキャンペーン応募 はがきが配布 される。
また、TSUTAYAでは3月12Hか ら 「神BEST」のレンタルもスタ 一ート。同アル
バムを含むH本 コロムビアが リリースする 「ドラゴンボール」関連CDを レンタルし
て応募すると、抽選で 「神BEST」ジャケットイラストA4ポ ー トレイ トが5人 に当
たるキャンペーンも行われる。
アニメ 「ドラゴン ボール 」 の30周 年 を 記念 し て 、 ベス ト アルバム が24H
に 発売
歴代 の テレビ シリーズ や 劇場 版 の 主題歌 を 、CD2枚 組 で 収録 し て いる
購人 者 にB2告 知 ボスタ・一・が 配布 さ れ 、TSUTAYAで は キャンペーン が 始
まる
Coverage
「ドラゴン ボール 」 シリーズ の 歴代 主題歌 を 網羅 アルバム の 発売 が 決定 し
た
かめ はめ 波 を 放つ イラス ト と 、30周 年 ロゴ が 組み合わさ れ た アニバーサ
リー 仕様
ジャケット絵柄 ステッカー と 、 ジャケットイラス トポー トレー トが 抽選 で5人
に当たる キャンペーン 応募 はがき が 配布 さ れる
P翫ra皿elTrain一
ドラゴン ボール が 歴代 主題歌 を 網羅 する ベス トアルバム の 発売 が 決定 し た
「ドラゴン ボール 超 」 の 主題歌 まで を 、CD2枚 組 で 収録 し たDVDが 付属
購人 者 に は メーカー 特典 としてB2告 知 ポスター が 配布 さ れる
Sequence」上ain
アニメ 「ドラゴン ボール 」 シリーズ の 歴代 主題歌 を 網羅 する ベス ト アルバム
の 発売 が 決定
購人 者 に は 先着 絵柄 ステッカー と 、 ジャケ ットイラス トポートレー トが 抽選
で5人 に当たる キャンペーン 応募 はがき が 配布 さ れる




本研究 ではLivedoorNewsからデー タを収集 し,3行 要約 に注 目 したニ ュース文
書要約 デー タセ ッ トの構 築 を行 った.さ らに,3行 要約 の文書 構造 に着 目 したア ノ
テーシ ョンを行 な った.ま た,ア ノテー シ ョンで付 与 された タグの要 約構造 に適応
したモデルの検 討 を行 った.
本研究 で は,丘ne-tuningに用 いる分類器 とMergeモデル を構築す る際に用 いた
分類器 の どち らも,簡 単 な分類 器で あったが,記 事 にはカテ ゴ リ等 の情報 も付 与 さ
れてい るので,そ れ らを考 慮 する分類 モデルが必要 で ある.ま た,要 約モ デルも3
文 目のス コアが低 い結 果 とな ってい るため,モ デルの ネ ッ トワー クに要約構 造 を考
慮す るような構造 が必要 で ある.
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各国のマク ドナル ドで販売されているビックマックの単価 は、材料費や店の光熱費、店員の給料
といった各国の経済事情が集約 して決定 されているのです。 その単価 を比較 し指数化することで、
それぞれの国の経済力が推 し量れるのです。
これはマク ドナル ドが同じ商品 を全世界 に販売 しているからこそ出て きた考え方です。実 はこの
考 え方、なんとデザインの分野 にも転用がで きるのです。それが 「マク ドナル ドHPデ ザイン指
標」です。
マク ドナル ドは全世界で統一 したブラン ドイメージの基にほぼ同等の商品を販売 してい ます。そ
れ にも関わ らず各国のホームページのデザインは異な ってい るのです。この同一情報 に対す る表
現の違いを比較することで、それぞれの国のベーシ ックなデザインの思想 を推 し量ることがで き
るのです。
■ ドイツ(サ ムネイル左上)
たくさんの情報がバランスよく整理整頓 されてお り、見やすさと美 しさの両立が感 じとれます。
■フランス(サ ムネイル右上)
細い書体 で大きくといったUIグ ラフィクスの トレン ドを取 り入れてお り、モダンさが感 じとれ ま
す。
■イタリア(サ ムネイル左下)
豊かな色合いの写真 とにぎやかな商品ロゴで、大人の楽 しさが感 じとれ ます。
■アメリカ(サ ムネイル右下)
黒バ ックに商品を載せて太い書体 を重 ねることで、強 く明快 な感 じを受 けます。スマー トフォン




クなデザイ ンの思想が垣間見えます。この 「マク ドナル ドHPデ ザイン指標」を数年ほど観察 し、





円高への警戒感 、金利 の低 下、英 国のEU離 脱、中国経済 の失速 不安 な どで、秋 口に入る
まで株 式市場 は停滞 が続いていたが、 その 中でひ とり気 を吐 く株が ある。 い ったい どんな産
業 だろ うか。
「米 ゴール ドマ ン ・サ ックスは2025年にVR・AR関 連の世界 市場が950億 ドル(約9兆
5000億円)に 拡大す ると予想す る」(日本経済新聞2016年9月29日)。 記事 は任天堂、 ソ
ニー、バ ンダイナムコホールデ ィングス といったゲー ム関連株の堅調ぶ りを伝 えている。今、
投資家が注 目 して いるホ ッ トなテーマ。 それ が、ゲーム業界 にお ける 「仮想 現実(バ ー チャ
ル リア リテ ィ ・VR)」だ。
10月13日 、 ソニ ー ・インタラクテ ィブエ ンタテイ ンメ ン ト(SE)が 発売 した ゴ・一・一一・グル型
端末機器 「以下PSVR)」 は発売 と同時 に売 り切れ、話題 沸騰 中。発売 の前 にも3回 の予約
が設 け られ たが、全て 「瞬殺 」開始 と同時にほぼ完売。 生産が追いつかない人気ぶ りを見せ
てい る。
久 々の大型 ヒッ トの予感 に業界 もお祭 り気分 だが、よ く考 えてみ よう。 「10兆円市場 」 とい
えば コンビニ全体 の売 上高 と同規模 だ。そんな 巨大な市場が本当 にゲー ム産業 か ら生 まれ よ
うとしてい るのだ ろうか?も しそ うだ とすれば、「ゲーム」の枠 に留 まらない何 か凄 い起爆
力 が潜 んで いる?取 材は まず、rPSVR」 を実体験す ることか らス ター トした。
◆全視野 を埋め尽 くす仮想世界
助手席 に座 る と高速 で走 り始め る車。疾 走す る車の ドアを左手で押 し開 けてみる。路 上の
白線 が ビュンビュンと凄いス ピー ドで後方へ飛び去 ってい く。後 ろか ら追 いか けて くる車が
見 えた。背筋 がゾク ッとす る。
怪 しげなバイ クと車が近づ いた、 と思 った らい きな り銃 を乱射 して きた。慌 てて応 戦。銃
を握 り、弾 を装填 して相手の タイヤを狙 って撃ち返す… …従来の シ ューテ ィングゲーム とケ
タ違いに生 々 しい のは、360度、全方 向を映像 に取 り囲 まれているか ら。私が頭 を動かす と、
景 色はめ くるめ くほ ど変わ ってい く。 まさに現場 の リアル感。
「その実在感 こそ、PSVRの 魅 力であ り最大 の特徴 です」 とSIEグ ローバル商品企画部 ・
高橋泰生 氏(41)は 言 う。 これ まで はい くら巨大画面 であ って もフ レーム に囲 まれ ていて、
それが現実 と非現実 の 「境 」になっていた。 しか しPSVRは 視野全 てをゲーム世界が埋め
尽 くす。
「広 い視野角 が 臨場 感 を高めて い るだ けでな く、VRヘ ッ ドセ ッ トには頭の動 きや傾 きを
外部の専用 カメ ラが検 知す るLEDラ イ トを搭載。 さ らに、 ジャイロセ ンサーや加速度 セン
サ ーを組み合わせ る ことで頭 が どう傾 いたか、視線 を どこへ投 げたか、向 きや位 置 を正確 に
測定 し、映像 に反映 させてい きます」
開発 当初 は画面 に液 晶を使用。 しか し最終 的 に有機ELを 採用 しま した、 と高橋氏 は続 け
る。
rVRの特性 に最適 な素材 を と考 え、オ リジナル パネル を作 り上げ たのです。有機ELを 採
用 する ことで画面 の応答速 度を0.018秒未満 にす るこ とが可能 にな りま した。 プ レや残像感
のない、キ レの ある表現が実現で きました」
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VRに よる実在感や臨場感 を創 り出す上で、最 も大事にな ることとは何 で しょう?
「視覚情報 と体 の情報 とをマ ッチングさせ る ことですね。 目とい うの は実 はものす ご く繊細
な器官。 た った0.02秒ほ ど頭 の動 きに映像が 遅れ ただ けで も違 和感 につ なが って しま う。
そうした視 覚 と体 感のズ レが、rVR酔 い』 を生 んで しまうのです」
rVR酔い」 とは、初めて聞 く言葉 だ。
「車酔い の ような違 和感 や不快感 をいかに少な くで きるか。技術 陣が最 も注力 した点 なんで
す」 と高橋氏 は言 う。
「頭 に被 るVRヘ ッ ドセ ッ トも例 外ではあ りませ ん。 敢えて後 方に重 りを入れて、頭 の真 上
に重心が くる よう設計 しま した。装着感 や違 和感 を最大限滅 らす ため の工夫です。 ソフ トも
体の動 きと映像 との間 に違和が 生 じない ように、 コンテ ンツ制作サ イ ドと綿 密に詰めてい き
ました」
◆ 「399ドル タ・一・・一ゲ ッ ト」の狙 い
では、映像以外 では どうか。SIEならで は、の技術 はどこに活 か されているのか?
「360度、 あ らゆる方 向か ら立体 的に音が聞 こえて くる3Dオ ーデ ィオを独 自に開発。実在
感を際立 たせ る効果 があ ります」
もう一つ 、手 の動 きを伝 える コン トローラー も重要 だ。私 が コン トロー ラー を動 かす と、
映像 の中の手が滑 らか に動 いてい く。触 る、握 る、 ドアを開 ける、銃 を撃つ、 とい った動作
が映像 内で次 々に実現 されてい く。視覚、聴覚、触覚。 「仮想 の夢」か ら 「覚めな い」 よ う、
とことん作 り込 まれた、全 く新 しい娯楽 世界 がそ こにあ った。
と、ハイスペ ックで綿密 に作 り込 まれた新製 品だが、意外だ ったの はその値段。何 と4万
9980円(専用 カメラ含 む。PS4は別途)、競合他社のVRと 比べて も破格 の安 さだ。振 り返
れば1980年代 、 「VR」の言葉 が登場 した頃のヘ ッ ドマ ウン トデ ィス プレイは300万円も し
たの に……。
「PSVRの プロジェク トが始 まったのは2012年。その後 『399ドル』 ターゲ ッ トを設定 し
ました。普 及 させ るためにPS4の 本体価格(2万9980円 ～3万4980円)を 大 き く超 えな
いこ とを意識 して きました」
実 は低価格化 の背後 に社会の劇 的な変 化 もあ った。スマ ホの普及 に よって傾 きや動 きを感
知す るセ ンサー、デ ィスプ レイ等電 子部品の価格 が下が り、手軽 な価格 でのVRが 実現可能
になったとい う。
「いつかは一家 に一台、テ レビの よ うにPSVRを 行 きわ た らせ たい と真剣 に考 えてい ます。
なぜ な らゲーム に限 らず、VRが 表現す る実在感 こそ コ ミュニケー シ ョンツール の土台 にな
る、 と思 ってい るか らです」
◆VR文 化 を創 り出せ るか
例 えば北極 圏でオー ロラを体感 する コンテ ンツ。遠出が難 しくな った高齢者 も、海外旅行
の リアルな感動 をVRに よって楽 しめる 日が来 た。
「そのため にはゲー ムを しない人も違 和感無 く、 ご く自然 に使 えるツールであ ることが何 よ
りも大切 になるのです 」
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あたか もそ こにいる ような実在感 を伝 えるVR技 術 。その可能性 は、 とてつ もな く広 い。
「臨場感」は人間の コミュニケーシ ョンの全て に関わって くるか らだ。遠隔地の人 と顔 をつ き
あわせ た ような会話 も、新 しい家の間取 りを体感 する こともVRで 可能 になる。 医療 な ら手
術 のシ ミュ レー シ ョン、企 業では危険な作 業や特殊 な場所 を想定 した操作訓練 ……応用範 囲
は限 りない。
かつ て、「音楽 を持 ち歩 く」とい うまった く新 しい 「体験 文化」をウォー クマ ンに よって創
り出 した ソニ ・一・一。今後社 会で活用 の裾野 が大 き く広が りそ うなVR技 術 を、 「VR文化 」へ
と、 どのよ うに仕上 げてい くのか。全 てはPSVRの 展 開にかかってい る。
表A.2:直列 タイプの要約例.
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今年もボジョレー ・ヌーヴ ォー解禁!ま あ、昔ほ ど盛 り上がってはいないのだが、それでも出
来栄えが気になるところ。今年は、果実味を楽 しめる仕上が りになっているそうだ。
そこで、大手 コンビニ(セ ブ ンイ レブン ・ローソン ・ファミリーマー ト)各社が販売 している、ポ
ジョレー ・ヌーヴォーを飲 み比べてみた。って、 あれ?作 り手 は全部一緒。味に違いなんかあ
るのかな?
・各社のボジョレー
飲み比べたのは、次の3種 。セブン:ジ ョル ジュ デュブ ッフ 「ボージョレ ・ヴィラージュ ヌー
ヴォー<ク ー ・ド ・プレス>2016」2480円
ローソン:ジ ョル ジュ デ ュブッフ 「ボジ ョレー ・ヴィラージュ ヌーヴォー セ レクシ ョン プリュ
ス」3000円




当編集部7人 で飲み比べをしてみた ところ……。やっぱ り予想通 りの結果に。
・編集部 メンバーが1番 美味しいと感 じたボジョレー ・ヌーヴォー
セブン:サ ンジュン ・和才
ローソン:佐 藤 ・羽鳥
ファミマ:り ょう、せい じ ・Yoshio
意見がバ ラバ ラになった うえに、全員が 自分が1番 美味 しいと感 じた理由を 「飲 みやすい」 と評
した。 これはも う微々た る差で しかないように思 うのだが。あとは好みの問題。多少渋味が強い
もの(セ ブン)が好みか、多少後味がス ッキ リしたもの(ロ ーソン)が 好みか、それ とも多少酸味
が強いもの(フ ァミマ)が 好みかの違いしかない。
・結構売れているらしい
それでもローソンのボジ ョレー は人気が高 く、予約分完売で店舗在庫 を確保できなかったお店も.






TBS「ジョブチューン ～アノ職業の ヒミツぶっちゃけます!」(23日放送分)で は 「引退 した今
だからぶ っちゃけます!ス ペシャル」 と題 し、昨年引退 した元中日ドラゴンズ ・山本昌氏がゲス
ト出演。現役時代、星野仙一氏に殴 られたエピソー ドを明か し、周囲を驚かせた。
「記憶 に残 るケガ」を訊かれた山本氏は、2006年10月の日本 シリーズで骨折 しなが らも登板 し
たエピソー ドを披露。 「痛いことは痛いけど投げれちゃったもんだか ら」と振 り返 る。
すると山木氏は、1987年～1991年の星野仙一監督時代について 「投げ終わ ってベンチ裏 に来いと
言われて多少かわいがられ まして」と暴露。「顔が腫れ過ぎて降板 した」と驚 きの事実を伝えた。
「だいぶ殴 られた」 という山本氏 は 「5発目までは自分で数えて ましたけど、その後、覚 えてな
い。途中か ら温かくなるだけ」と苦笑い。 また殴 られた理由については 「井上(真 二)選 手に2木
ホームランを打たれた。そ した ら"お前、名前も知 らん選手にホームラン打たれやが って"っ て」
と説明 したが、山本氏は 「その年(井 上は)オ ールスター行 ってるし」 と心の中で反論 していた
とい う。
しか し、 「厳 しいだけ じゃない。叱 られれば次絶対使 って くれた」と星野氏の フォローを忘れな
かった山本氏。「いつも一番感謝 しています し、引退を決めた時も一番最初に電話 したのは星野監
督」と語 った。
表A.4文 分割型直列 の記事例.
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