The formation of a halogen-bond (XB) complex in the excited state was recently reported with a quadrupolar acceptor-donor-acceptor dye in two iodine-based liquids (J. Phys. Chem. Lett. 2017, 8, 3927-3932). The ultrafast decay of this excited complex to the ground state was ascribed to an electron transfer quenching by the XB donors. We examined the mechanism of this process by investigating the quenching dynamics of the dye in the S 1 state using the same two iodo-compounds diluted in inert solvents. The results were compared with those obtained with a non-halogenated electron acceptor, fumaronitrile. Whereas quenching by fumaronitrile was found to be diffusion controlled, that by the two XB compounds is slower, despite a larger driving force for electron transfer. A Smoluchowski-Collins-Kimball analysis of the excited-state population decays reveals that both the intrinsic quenching rate constant and the quenching radius are significantly smaller with the XB compounds. These results point to much stronger orientational constraint for quenching with the XB compounds, indicating that electron transfer occurs upon formation of the halogen bond.
Introduction
Although halogen bonds (XB) have been known of for a long time, their relevance to chemistry, biology and material sciences was realised relatively recently [1] [2] [3] [4] [5] [6] [7] [8] [9] . The halogen bond is often called the hydrophobic analogue of the hydrogen bond [5, 10] . It originates from the attractive interaction between the electron-rich nucleophilic part of the XB accepting molecule and the so-called σ-hole; i.e., the region of depleted electron density located at the pole of the halogen atom participating in the polar covalent bond [11] . Although sharing some similarities with H-bonds, halogen bonds exhibit distinct differences: they are hydrophobic and more directional than hydrogen bonds [12] , and their strength and length can be tuned by changing the nature of the halogen [13] . The exploitation of these features appears to be a powerful tool in various areas of molecular sciences, including supramolecular chemistry, catalysis and crystal engineering.
Up to now, the majority of XB studies have been carried out in the solid phase, where the bond can be easily identified using high-resolution X-ray diffraction on crystals. X-bonding interactions in the electronic excited state were considered in the context of solid-state, light-emitting materials [14] [15] [16] . In some cases, their main use was to enhance intersystem crossing to the triplet state via the heavy-atom effect [17] . In other cases, X-bonding interactions were exploited to tune the packing of chromophores by co-crystallising them with XB donors, and thus, to influence their fluorescence properties [18] [19] [20] , or to enhance the self-assembly of supramolecular light-responsive polymers [21] [22] [23] [24] [25] . However, in all these cases, the halogen bonds themselves did not lead to intrinsically different excited-state properties of the chromophores. Significantly less experimental work was reported in liquid solution, and in all these cases, XB interactions in the electronic ground state were considered. In some of these cases, the XB complexes were shown to have a high photoreactivity involving bond cleavage and radical formation that could be exploited in organic synthesis [26] [27] [28] . In another case, XB formation was, on the contrary, found to inhibit photoinduced intramolecular electron transfer (ET) in a donor-acceptor dyad, enhancing its fluorescence [29] . XB interactions were also shown to play a beneficial role in the regeneration process of the photo-oxidised sensitiser in dye-sensitised-solar cells [30] [31] [32] .
We recently reported on the observation of XB formation between an acceptor-donor-acceptor molecule (ADA, Figure 1 ) in the S 1 electronic excited state and two iodine-based XB donors, perfluorinated isopropyl iodide (HFIP) and perfluorinated iodobenzene (IFB, Figure 1 ), acting as solvents, using time-resolved IR (TRIR) spectroscopy [33] . S 1 ←S 0 excitation of ADA in polar solvents was shown to be followed by so-called excited-state symmetry breaking (ES-SB); i.e., a transition from a quadrupolar Franck-Condon S 1 state with an even distribution of the electronic excitation to a dipolar equilibrium S 1 state with a higher electronic density on one of the two D-A branches [34] . As a consequence of ES-SB, the terminal N atom on the most excited branch is more basic, favouring the formation of H-bonds in protic solvents and halogen-bond in HFIP and IFB [33] . ES-SB of ADA was evidenced by the presence of two CN stretching absorption bands in the TRIR spectra instead of a single one as observed in non-polar solvents. The splitting of these two bands was shown to reflect the extent of ES-SB and to increase with solvent polarity [34, 35] . H-bond and XB interactions were evidenced by the significantly larger band splitting than what was observed for non-protic or non-halogenated solvents of the same polarity. This larger splitting is consistent with an enhanced ES-SB due to the formation of a hydrogen or a halogen-bond on one side of ADA. XB formation was found to lead to a significant shortening of the excited-state lifetime of ADA, which was explained by the occurrence of an electron transfer (ET) between ADA in the S 1 state and the two XB donors, acting as electron acceptors, followed by an ultrafast charge recombination [33] . Here, we report on a detailed investigation of the ET quenching dynamics of ADA by HFIP and IFB in two inert solvents of different polarities and a comparison with a non-halogenated electron acceptor, fumaronitrile (FN, Figure 1 ), using TRIR and time-resolved fluorescence spectroscopy. Although FN is a weaker electron acceptor than HFIP, ET is significantly faster with the former. Analysis of the quenching dynamics using the Smoluchowski-Collins-Kimball (SCK) model revealed that the slower quenching with XB electron acceptors can be explained in terms of more severe orientational constraints. This is consistent with the requirement of a XB to be formed for ET to be operative with the halogenated compounds. This is, to the best of our knowledge, the first detailed study of a halogen-bond assisted photoinduced ET reaction. Figure 2 shows the absorption and fluorescence spectra of ADA in CHCl 3 and benzonitrile (BCN). The absorption solvatochromism of ADA depends mostly on the refractive index of the solvent, pointing to dispersion as the dominant solute-solvent interaction in the ground state, in agreement with its symmetric, quadrupolar character. As discussed earlier [33, 34] , the larger shift of the fluorescence spectrum observed by going from the medium polar CHCl 3 to the highly polar BCN reflects the dipolar character of the equilibrium S 1 state as a consequence of ES-SB. The fluorescence quantum yields and lifetimes in CHCl 3 and BCN are similar and are listed in Table 1 . The addition of HFIP or IFB has a negligible effect on the absorption spectrum apart from that due to refractive index changes. The S 1 ←S 0 absorption band of ADA in pure HFIP and IFB peaks at the same wavelength as that measured in a non X-bonding solvent of similar refractive index, suggesting negligible XB interactions in the electronic ground state [33] . On the other hand, emission is strongly quenched upon addition of HFIP and IFB in both CHCl 3 The excited-state dynamics of ADA in pure solvents, including pure HFIP and IFB, were already reported earlier [33] and are briefly summarised here. Figure 3A shows TRIR spectra recorded in the CN stretching region with ADA in solvents of increasing polarity at sufficiently long time delay after excitation to correspond to the relaxed S 1 excited state. In the non-polar cyclohexane, the spectrum consists of a single excited-state absorption (ESA) band due to the antisymmetric CN stretching mode. The presence of a single band is indicative of a symmetric S 1 state. ES-SB takes place in all polar solvents. The resulting TRIR spectra exhibit an intense band (ESA1) due to the antisymmetric CN stretching mode, and a weak one (ESA2) originating from the symmetric CN stretching mode, which is no longer IR forbidden. The increasing band splitting and relative intensity of ESA2 with solvent polarity reflect the increasing extent of ES-SB. Figure 3B,C shows TRIR spectra in the same frequency region measured with ADA in pure IFB and HFIP. The temporal increase of band splitting is clearly visible in IFB and reflects the equilibration of the S 1 state. Because of the short excited-state lifetime in IFB and especially in HFIP, the TRIR spectra at the longest time delay shown here do probably not correspond to the fully equilibrated S 1 state of ADA. Despite this, the width of ESA1, the band splitting and the relative intensity of ESA2 in these solvents are significantly larger than in non-halogenated solvents of the same polarity and are similar to those found in protic solvents where H-bonding is operative [33, 34] . These effects reflect the occurrence of a specific solute-solvent interaction; namely, X-bonding. The time-dependent shift of ESA1 reflects the formation of the halogen bond on the branch of ADA that bears most excitation and its equilibration upon reorientation of the surrounding solvent molecules, as discussed in detail in [33] . The excited-state lifetime of ADA, extracted from the analysis of the TRIR dynamics, amounts to 1.5 ps in HFIP and 12 ps in IFB, pointing to a strong quenching in these two solvents. In HFIP, the decay of ESA1 and ESA2 is accompanied by a full recovery of the ground-state population, as evidenced by the concomitant disappearance of the ground-state bleach. By contrast, in IFB, a small residual bleach remains after the full decay of ESA1 and ESA2. Additionally, the residual spectra show a very weak positive band at 2185 cm −1 , that was attributed to ADA in the triplet state [33] . The population of the T 1 state is due to intersystem crossing (ISC) from ADA in the S 1 state enhanced by the external heavy-atom effect. A triplet yield of 7% can be estimated from the relative amplitude of the residual bleach. Similar dynamics were observed by transient electronic absorption (TA) measurements [33] . No transient species other than the S 1 and the T 1 states of ADA was observed in either TRIR and TA spectra. The quenching was attributed to an ET from ADA in the S 1 state to HFIP and IFB, and the absence of quenching product bands was explained by an ultrafast charge recombination of the ensuing radical ion pair.
Results
To investigate this ET quenching in more detail, TRIR measurements were performed in CHCl 3 and BCN with varying concentrations of HFIP and IFB. The resulting spectra exhibit the same two ESA bands, at positions intermediate to those measured without quencher and those in pure quencher solvents. These spectra display little dynamics apart from the decay of the ESA and bleach bands. No other transient than the S 1 state can be observed. No triplet band could be detected with IFB. This indicates that ISC can only compete with ET quenching if the external heavy-atom effect is strong enough. This condition is apparently only fulfilled in pure IFB. Figure 4 depicts TRIR spectra recorded with ADA in CHCl 3 in the presence of 1 M FN. Here, contrary to HFIP and IFB, the decay of ESA1 and ESA2 is accompanied by the appearance of a new ESA band at 2100 cm −1 . This frequency is very similar to that of the CN stretch band of the reduced 1,4-dicyanobenzene [36] and is, thus, ascribed to the radical anion of FN. By analogy to the radical cation of 9,10-dicyanoanthracene [37] , the CN stretch band of the oxidised ADA is probably too weak to be observed. The 2100 cm −1 band of FN − decays entirely with a ∼40 ps time constant and is only visible at large FN concentrations where quenching is fast enough. The absence of any ET product band with HFIP and IFB as well as the full ground-state recovery suggest that charge recombination is faster with these two halogenated quenchers than with FN. To extract the time evolution of the population of ADA in the S 1 state from these data, the area of ESA1 was determined from a band-shape analysis of the TRIR spectra using the sum of three Gaussian functions (ESA1, ESA2 and bleach). Given the relatively narrow time-window of the TRIR experiments (0-2 ns), the full quenching dynamics could only be recorded at relatively high quencher concentrations (>0.3 M). The dynamics at lower quencher concentrations were investigated using time-resolved fluorescence. As the instrument response function of the time-correlated single photon counting (TCSPC) setup was about 200 ps, the fluorescence time-profiles mostly reflect the decay of the excited-state population and not the faster spectral dynamics associated with ES-SB and solvent relaxation. Figure 6A and Figures S6-S8 reveal that, for a given quencher concentration in CHCl 3 , the excited-state decay becomes faster by going from IFB to HFIP and to the non-halogenated FN. The same behaviour is observed in BCN (Figures S9-S11) . The fluorescence time profiles could be well reproduced by the convolution of the instrument response function with a single exponential decay.
However, the TRIR decays measured with higher quencher concentrations are non-exponential ( Figure 5) , as expected for a diffusion-assisted ET quenching process, when measured with a sufficiently high time resolution [38] [39] [40] [41] [42] . This is due to the different stages of the quenching; namely, the static, the transient and the stationary stages. Directly after excitation, quenching is static as it occurs with reactant pairs at near-optimal distance and mutual orientation, and thus, does not require any diffusion. Once these pairs have reacted, quenching takes place with pairs at sub-optimal distance/orientation and slows down with time (transient stage). This slowing down occurs until the rates of mutual approach of the reactants via diffusion and their disappearance upon quenching have equilibrated. As a consequence, the ET rate is time dependent and decreases from k 0 in the short-time (static) limit to k ∞ in the long-time (stationary) limit. Several approaches can be applied to analyse the quenching dynamics and to extract k 0 and k ∞ , one of the most advanced being the encounter theory [41, 43] . It accounts for both the time dependence of the reactant-pair distribution and the distance dependence of the ET reaction within the framework of Marcus theory. However, to be really insightful, this approach requires knowledge of a relatively large number of ET parameters, among which the driving force and the reorganisation energy. Without this information, the number of adjustable parameters is too large for such an analysis to give unambiguous results.
As several ET parameters of ADA and of the quenchers are not known precisely, k 0 was obtained by analysing the quenching dynamics measured by TRIR using the Smoluchowski-Collins-Kimball (SCK) model, whereas k ∞ was determined by a Stern-Volmer analysis of the slow quenching dynamics measured by time-resolved fluorescence at low quencher concentrations:
where τ f (0) and τ f (Q) are the fluorescence lifetimes without quencher and at quencher concentration [Q], respectively. The Stern-Volmer plots obtained with all three quenchers in both solvents at [Q] < 0.1 M, are linear, as shown in Figure 6B and Figure S12 . The k ∞ values obtained from a linear fit of Equation (1) are listed in Table 2 . The SCK model of diffusion-controlled reactions is a variant of that of Smoluchowski. In both models, one of the reactants (i.e., the excited one) is at a fixed position at the centre of a reaction sphere of radius R and the other (the quencher) diffuses with the mutual diffusion coefficient of the two reactants, D. In the Smoluchowski model [44] [45] [46] , the reaction occurs instantaneously as soon as the diffusing reactant penetrates the reaction sphere. In the SCK model [45] [46] [47] , the reaction has a finite rate constant, k 0 . The main difference between the SCK model and the encounter theory is that the ET rate is not distance dependent in the former.
According to the SCK model, the time evolution of the excited-state population is [38, 48, 49] :
where P(0) is the excited-state population at t = 0 after excitation, τ 0 is the excited-state lifetime in the absence of quencher, p = a[Q], q = b[Q] and:
with Avogadro's number N A . In principle, k 0 , R and D can be obtained from the fit of Equation (2) to the TRIR excited-state population decays. However, as R and D are closely associated, good fits of Equation (2) could be obtained with different pairs of R and D values. In order to eliminate the ambiguity on these two parameters, the diffusion coefficients of ADA and of the three quenchers were determined using NMR diffusion-ordered spectroscopy (DOSY, see Supporting Information for details). SCK analysis was only performed with TRIR time profiles measured at large enough quencher concentrations for the population decay to be complete within the temporal window of the experiments. Furthermore, this analysis was not carried out when the population decay was complete in less than about 100 ps. In such cases, occurring mostly with HFIP concentrations larger than about 1 M in CHCl 3 , quenching is so fast that some early ultrafast decay components might be missed with the 200-300 fs response function of the experiment. Moreover, excluded volume effects become important at high quencher concentrations and render analytical theories inaccurate [50] . Good fits to the data were obtained with HFIP and IFB in both solvents within the range of concentrations specified in Table 2 and using the experimental diffusion coefficients (Figure 7 and Figures S1-S4) . The fits to the ADA/FN data with the experimental D values were not as satisfactory (Figure 7 and Figure S5 ). Such deviations have already been observed in the SCK analysis of fluorescence quenching by intermolecular ET [51] [52] [53] [54] and were attributed to the neglect of the distance dependence of ET in the SCK model. The best-fit parameters are listed in Table 2 . Figure 7 . Best-fits of Equation (2) to the excited-state decays of ADA in CHCl 3 in the presence of HFIP, IFB and FN.
Discussion
The following trends can be deduced from Table 2: (i) The intrinsic ET rate constant, k 0 , decreases in the order, FN, HFIP, IFB, in the same way as k ∞ .
(ii) For a given quencher, k 0 is larger or equal in BCN than in CHCl 3 , contrary to k ∞ which is smaller in BCN. (iii) The quenching radius, R, is significantly larger for FN than for the halogenated acceptors. (iv) For a given quencher, R is larger in BCN than in CHCl 3 .
In order to rationalise these trends, we have first to consider the ET driving force [55] :
where E S 1 is the energy of ADA in the S 1 state; E ox (D) and E red (A) are the oxidation and reduction potentials of ADA and the quenchers, respectively; and C and S are corrections factors that account for the Coulombic interactions in the quenching product and for a solvent different from that used for the determination of the redox potentials, respectively. In a polar solvent like BCN, C and S can be neglected. Taking E S 1 = 2.85 eV, E ox (ADA) = 1.22 V versus SCE as determined by cyclic voltammetry ( Figure S13 ), and literature values for the reduction potential of HFIP (−1.0 V versus SCE [56] ) and FN (−1.36 V versus SCE [57] ), gives ∆G ET = −0.62 and −0.3 eV for the quenching by HFIP and FN in BCN. No literature value could be found for the reduction potential of IFB. In the less polar CHCl 3 , the ET driving forces can be estimated to be less exergonic than in BCN by about 0.25 eV. According to Marcus ET theory [58] , this range of moderate exergonicity corresponds to the normal region, where the ET rate constant is predicted to increase with driving force. Therefore, the observed increase of k 0 by going from CHCl 3 to BCN (trend ii), is totally consistent. On the other hand, the smaller k ∞ values measured in BCN can be accounted for by the higher viscosity of this solvent, which slows down diffusion. This can be seen by considering the diffusion rate constants, k d , calculated assuming reactants of the same size ( Table 1) .
The significantly smaller k 0 measured with IFB compared to HFIP in both solvents can probably be accounted for by a smaller driving force. Although its reduction potential is not known, IFB can be expected to be a weaker acceptor than HFIP, based on the fact that the σ-hole in IFB is significantly smaller and less positive than that in HFIP [33] .
However, the smaller k 0 found with HFIP relative to FN (trend i), despite a significantly larger driving force, is unexpected. It points to the involvement of another factor that affects ET and should be markedly different for FN and the halogenated quenchers.
Apart from the driving force, the parameters in Marcus theory that affect the ET rate constant are the reorganisation energy, λ, and the electronic coupling, V [58] . In principle, a difference in reorganisation energy between HFIP and FN larger than the difference in driving force, i.e., larger than 0.3 eV, could account for the smaller k 0 found with HFIP. This difference should mostly arise from the intramolecular reorganisation energy, λ i . However, considering that λ i is usually of the order of 0.3-0.4 eV for ET between organic molecules [59, 60] , a >0.3 eV increase due to only one of the two reactants would imply an unusually large reorganisation energy for the reduction of HFIP. Although this cannot be totally excluded, this does not seem highly probable.
The smaller k 0 found with HFIP is most likely associated with V. The magnitude of the electronic coupling depends not only on the distance between the reactants but also on their mutual orientation [61, 62] . Indeed, V is not isotropic, unless the reactants are spherical. In the case of FN, a relatively large distribution of orientations relative to ADA can be expected to give a significant π-orbital overlap [63] . For HFIP and IFB, V can be anticipated to be noticeably more anisotropic, because coupling requires a well defined orientation of the iodine atom, i.e., of the σ-hole, relatively to one of the CN ends of ADA. Therefore, the orientation-averaged value of V should be significantly smaller for the XB quenchers than for FN [64, 65] .
This explanation is consistent with trend iii; i.e., the smaller quenching radius R found for HFIP and IFB compared to FN. Given the strongly non-spherical shape of ADA, this radius cannot be considered literally but should reflect the anisotropy of V. Indeed, the quenching radius for a reactant pair for which any mutual orientation gives a significant coupling should be much larger than that for a reactant pair with severe orientational constraints [64, 65] . The smaller σ-hole of IFB compared to HFIP implies larger orientational constraints for IFB, and thus, results in a smaller R value in the SCK analysis. This is also consistent with a smaller ET driving force with IFB. In general, the penalty due to a weak driving force can be compensated by a larger electronic coupling. In the case of IFB, this translates into stronger orientational constraints; hence a smaller R.
The same argument explains trend iv; i.e., the smaller R values in CHCl 3 compared to BCN found with both XB quenchers. The weaker ET driving force in the less polar CHCl 3 requires larger V for ET to be operative, and thus a smaller R.
In summary, all the above trends in the SCK parameters obtained from the analysis of the TRIR decays are consistent with an ET between ADA in the S 1 state and the halogenated quenchers occurring predominantly through XB interaction (Figure 8 ). This interaction leads to a mutual orientation of the reactants that enable sufficient electronic coupling. As a consequence, the excited XB complex is very short lived because ET occurs rapidly upon its formation. This ET mechanism via a halogen bond explains why the HFIP and IFB data can be reproduced well within the SCK model, which assumes that quenching only takes place when the reactants are at a fixed distance R. For the same reason, the dynamics of bimolecular excited-state proton transfer reactions could be successfully reproduced in terms of the SCK model [66] [67] [68] . ET quenching of ADA by HFIP and IFB without XB formation cannot be excluded, but can be expected to be much less efficient. 
Materials and Methods

Chemicals
Gryko from the Institute of Organic Chemistry of the Polish Academy of Sciences in Warsaw and synthesised as described in [69] . All solvents and quenchers were purchased from Sigma-Aldrich or Acros Organics, were of 99.0% or higher purity, and were used as received.
Stationary Spectroscopy
Electronic absorption spectra were recorded on a Cary 50 spectrometer, whereas fluorescence spectra were measured on a FluoroMax-4 (Jobin Yvon) and corrected using a set of secondary emissive standards [70] .
DOSY NMR
The DOSY NMR measurements were performed at 25 • C on a Bruker 500 MHz 1 H NMR Larmor frequency spectrometer equipped with a DCH helium-cooled detection probe and a z-gradient coil with a maximum nominal gradient strength of 65 G cm −1 . The same procedure as described in [71] was applied.
Time-Resolved Fluorescence
Sub-nanosecond time-resolved fluorescence dynamics were measured using the time-correlated single photon counting (TCSPC) technique with the setup described in [72] . Excitation was carried out with a laser diode at 395 nm (LDH-P-C-400B, PicoQuant). The pulse duration was 60 ps and the full width at half maximum (FWHM) of the instrument response function was about 200 ps. The fluorescence was collected at magic angle relative to the polarisation of the excitation pulse and passed through an interference filter with 8 nm bandwidth centred at 450 nm.
Time-Resolved Infrared Spectroscopy
Time-resolved IR (TRIR) measurements were carried out with the same setup as described in [33, 37] . Excitation was achieved with 400 nm pulses generated by frequency doubling part of the output of a 1 kHz amplified Ti:Sapphire system (Solstice, Spectra-Physics). Probing was achieved with the output of an optical parametric amplifier (TOPAS-C, Light Conversion) connected to a difference-frequency mixing module (NDFG, Light Conversion) and polarised at magic angle relative to the pump pulse. Detection was performed with a 2 × 64 element MCT array (Infrared Systems Development) connected with a spectrograph (Triax190, 150 lines per mm, Horiba), resulting in a spectral resolution of 1.5 cm −1 . Sample handling and data acquisitions were the same as described in [33] .
Conclusions
The results presented here evidence that the ET quenching of ADA by HFIP and IFB proceeds with a different mechanism than the quenching by a conventional non-halogenated electron acceptor like FN. Despite larger driving force, the quenching by HFIP is significantly slower than with FN. Moreover, SCK analysis of the quenching dynamics points to a markedly shorter reaction radius than for FN. These differences can be explained by much stronger restrictions on the mutual orientation of the reactants for the halogenated quenchers. For quenching to be efficient, the iodine atom has to point towards one of the CN ends of ADA, whereas a much broader distribution of orientations permits a large coupling with FN. The orientations of the halogenated quencher where coupling to ADA is significant are the same as those which favour XB interactions.
Such a strong connection between halogen bond and ET implies that XB formation with an excited molecule should always be followed by an ET. Because of this, excited XB complexes can be expected to be generally short lived. This halogen-bond assisted ET quenching observed here with a quadrupolar A-D-A molecule should also occur with push-pull D-A dyes provided the electronic density on the A moiety in the excited state is sufficient to ensure strong electrostatic interactions with the σ-hole of the XB donor. The ET product could not be observed here due to ultrafast charge recombination to the neutral ground state. Further investigations are needed to find out whether such fast recombination is also a general feature of halogen-bond assisted ET or whether recombination can be slow enough for dissociation into free ions to be operative. 
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