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Résumé – Nous nous intéressons dans cet article à l’étude des formulations discrètes de la variation totale (TV) dîtes en “schémas décentrés"
qui ont été proposées pour les images en formulation locale dans [2] et pour les graphes en formulation non locale dans [7]. En particulier, nous
nous focalisons sur deux nouvelles formulations symétriques utilisant les normes `∞ et `2 respectivement pour lesquelles nous proposons un
algorithme d’optimisation dont nous illustrons les propriétés.
Abstract – In this paper, we are interested in the study of the discrete formulations of the Total Variation (TV) based on "upwind scheme" that
have been proposed for imaging problems in a local setting in [2] and in a non local setting for graphs and point-clouds in [7]. More precisely,
we focus on two new symmetric formulations using the `∞ and the `2 norms respectively and propose a dedicated optimization algorithm with
a study of its properties.
1 Introduction et motivation
Contexte Dans cet article nous nous intéressons à la formula-
tion discrète de la variation totale (TV) pour les images numé-
riques. Il s’agit d’un thème qui a été largement abordé dans la
littérature depuis les travaux fondateurs de Rudin-Osher-Fatemi
(ROF) [11] et qui reste encore aujourd’hui un domaine de re-
cherche très actif, dont on citera pour exemple parmi les plus
récentes contributions sa formulation non locale [9] et la varia-
tion totale généralisée (TGV) [1]. L’intérêt pratique de la va-
riation totale n’est plus à démontrer, avec de nombreuses appli-
cations aux problèmes d’imagerie : segmentation d’image [4],
inpainting et deconvolution [3], filtrage des images [8] et trai-
tement des nuages de points et des maillages [10].
Motivation Dans [2], une nouvelle formulation discrète de la
variation totale TVu est proposée, inspirée des schémas « dé-
centrés en amont » (ou upwind), utilisés en résolution numé-
rique des équations aux dérivées partielles par éléments finis.
Cette définition a été analysée récemment par Condat [5] qui
démontre que, si le schéma décentré proposé par [2] est ef-
fectivement « plus isotrope » que les formulations usuelles, il
souffre en contrepartie d’un manque d’invariance aux inver-
sions de contraste. Ainsi, TVu favorise l’apparition d’artefacts,
en particulier des points lumineux isolés, ce qui est très péna-
lisant pour des applications de débruitage par exemple. Pour
y remédier, Condat propose une nouvelle et élégante formu-
lation duale de la variation totale TVc qui s’affranchit de ce
défaut. Toutefois, le prix à payer est l’absence de formulation
explicite de TVc. Par ailleurs, ces approches ne vérifient pas la
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formule discrète de la co-aire. Ce principe, vérifié par la défi-
nition discrète usuelle de la TV anisotrope (notée par la suite
TV|1), permet de résoudre certains problèmes non convexes par
relaxation convexe, comme en segmentation par exemple [4].
Dans cet article, nous étudions deux formulations non lo-
cales de la variation totale, ce type de formulation étant initia-
lement proposé dans [7], qui reposent sur une définition symé-
trique combinant un schéma décentré en aval (downwind) avec
un schéma décentré en amont (upwind) exprimés en norme
`∞ et `2 respectivement. Nous proposons une manière efficace
d’exprimer ces normes permettant de résoudre des problèmes
d’optimisation convexes exploitant ce type de régularisation et
d’en illustrer les propriétés sur quelques exemples numériques.
Organisation de l’article Dans la section 2, nous rappelons
les définitions discrètes locales et non locales usuelles de la va-
riation totale pour des schémas centrés et décentrés avant d’in-
troduire les définitions symétriques étudiées. Nous nous inté-
ressons ensuite, en section 3, à l’optimisation de ces formu-
lations dans le cas d’un problème de débruitage. Les résultats
numériques sont suivis par une discussion en conclusion.
2 Formulations variationnelles discrètes
décentrées de la variation totale
Dans le paragraphe suivant, nous rappelons les notations stan-
dards liées à la formulation discrète de la variation totale non
locale pour les images définies sur graphe.
2.1 Notations
Un graphe G(V, E , ω) est défini par un ensemble de som-
mets V liés par des arcs E ⊆ V × V , et une fonction de poids
ω : E 7→ R+. On parle de graphe symétrique ou non-orienté
lorsque ω vérifie ω(v, u) = ω(u, v) ∀(u, v) ∈ E . En pratique,
cette relation est généralement vérifiée pour des applications
en imagerie, sauf éventuellement aux bords du domaine où il
existe des conditions particulières (par exemple, condition de
Neumann).
On considère dans la suite une image scalaire f définie sur
une grille régulière cartésienne Ω ⊂ Z2 : u : x ∈ Ω 7→ f(x) ∈
R. On note ∂Ω le bord du domaine. Le graphe à n-connexité as-
socié est noté G(Ω, E , ω) où E = {(x, x+ t), ∀ x ∈ Ω\∂Ω, t ∈
Nn} avec en pratique N2 = {(1, 0), (0, 1)} ou N4 = {(1, 0),
(−1, 0), (0, 1), (0,−1)}, et ω qui est constant.
Pour un champ p : E 7→ R associé à un graphe, le produit
scalaire 〈. , .〉 et la norme canonique ||.|| s’écrivent
〈p, q〉 =
∑
(v,u)∈E
p(v, u)q(v, u), ||p|| =
√
〈p, p〉. (1)
Nous définissons également la norme composée ||.||1,k :
||p||1,k :=

∑
v∈V
( ∑
u t.q (u,v)∈E
|p(v, u)|k
) 1
k
, si 1 ≤ k <∞∑
v∈V
max
u t.q (u,v)∈E
|p(v, u)| , si k =∞
(2)
qui sera utile pour unifier les différentes formulations de la
variation totale étudiées. La norme duale correspond alors à :
||p||∗1,k = max||q||1,k≤1
〈p, q〉 = ||p||∞,k∗ avec
1
k +
1
k∗ = 1. (3)
On note 1 (respectivement 0) les champs vectoriels où chaque
composante est égale à 1 (resp. 0).
L’adjoint d’un opérateur linéaire K est noté K∗, tel que :
〈Kp, q〉 = 〈p, K∗q〉.
On note (p)+ = max{0, p} et (p)− = min{0, p} les opé-
rateurs de seuillage appliqués à chaque composante de p. De
même, la notation p ≥ 0 signifie que chaque composante de p
est positive ou nulle.
La fonction caractéristique d’un ensemble C se note χC , et la
fonction indicatrice 1C . L’opérateur proximal d’une application
f est :
Proxf (x) := argmin
y
1
2 ||x− y||+ f(y). (4)
2.2 Les opérateurs de différentiation décentrés
Nous rappelons ici différents opérateurs de différences sur
graphe en suivant le cadre proposé dans [7]. Sans perte de gé-
néralité, et afin d’alléger les notations, nous considérerons par
la suite des graphes complets E = V × V , où l’absence d’une
arrête est simplement indiquée par un poids ω nul. L’opérateur
de différence centré s’écrit pour une fonction vectorielle sur G :
∇ωf : v ∈ V 7→
(√
ω(v, u)(f(u)− f(v))
)
u∈V
∈ RV . (5)
Les opérateurs de différences décentrés en amont et en aval
s’écrivent alors respectivement :
∇−ω f : v ∈ V 7→ (∇ωf(v))− (upwind)
∇+ω f : v ∈ V 7→ (∇ωf(v))+ (downwind)
(6)
L’adjoint de l’opérateur de différence noté ∇∗ω : RE → RV
s’écrit dans le cas général :
∇∗ωp(v) =
∑
u∈V
√
ω(u, v)p(u, v)−
∑
u∈V
√
ω(v, u)p(v, u). (7)
2.3 Formulations usuelles de la TV et propriétés
Formulation discrète de la co-aire Comme indiqué dans l’in-
troduction, une propriété importante vérifiée par la définition
continue de la variation totale est la formule de la co-aire, qui
permet notamment de lier la notion de périmètre à la TV d’une
image continue. En pratique, il est intéressant de vérifier que
la formulation discrète de la variation totale vérifie également
cette propriété, qui s’écrit dans notre cadre :
TV(f) =
∫
R
TV
(
χ{f≥t}
)
dt. (8)
Formulations de la TV La plupart des formulations discrètes
usuelles peuvent s’écrire sous la forme canonique suivante :
TVω|k(.) := ||∇ω.||1,k avec  ∈ { ,+,−}. (9)
Lorsque l’on considère la définition locale de la variation
totale scalaire sur le graphe en n-connexité G(Ω, E , ω) où ω =
1, on retrouve les définitions suivantes 1
• TV|2 avec n = 2 : la variation totale isotrope [11],
• TV|1 avec n = 2 : la variation totale anisotrope,
• TVu = TV−|2 avec n = 4 : la variation totale isotrope
upwind [2].
Notons que, parmi l’ensemble de ces définitions, seule TV|1
vérifie la formule de la co-aire discrète (8).
Dans le cadre plus général des formulations non locales (NL-
TV) où la fonction de poids ω est quelconque, nous retrouvons :
◦ TVω|2 : la variation totale isotrope non locale [9, 10],
◦ TVω|k, TV
−
ω|k et TV
+
ω|kavec k ∈ [1,∞) [7] .
Notons que parmi ces définitions, seules TVω|1 vérifient la co-
aire discrète définie en équation (8).
Biais des schémas décentrés La proposition suivante montre
que, contrairement aux formulations centrées usuelles TVω|k,
les schémas décentrés présentent un biais, sauf dans le cas par-
ticulier des graphes non-orientés avec k = 1.
Proposition 1 (Inversion de contraste). On a la relation d’in-
version de contraste suivante ∀ k ≥ 1 et ∀ω
TV−ω|k(−f) = TV
+
ω|k(f) 6= TV
−
ω|k(f). (10)
1. à des facteurs de normalisation près liés au choix du voisinage Nn.
Dans le cas particulier k = 1, les schémas décentrés vérifient
TVω|1 =
1
2TV
−
ω|1 +
1
2TV
+
ω|1 (11)
TV−ω|1(f) =
1
2TVω|1(f)−
1
2 〈f, ∇
∗
ω1〉 (12)
où le second terme est nul dans le cas d’un graphe non-orienté.
Démonstration. L’équation (10) est la conséquence immédiate
de la définition (6). L’équation (12) est une simple réécriture
utilisant la propriété 2 min(0, x) = x− |x|, où
∇∗ω1 =
∑
u
√
ω(u, v)−
√
ω(v, u)
est nul si ω est symétrique.
Cette propriété de non-invariance à l’inversion de contraste
est illustrée dans [5], qui montre que les structures claires ont
une valeur de TV−|2 plus faible que les pixels sombres, ce qui
est très dommageable pour des applications de débruitage.
2.4 Formulation décentrée symétrique
S’inspirant de la relation (11), qui montre que l’on peut éli-
miner le biais en définissant un schéma décentré symétrique,
nous nous intéressons maintenant à une définition symétrique
de la variation totale pour `∞ et `2.
Définition Nous proposons de considérer la formulation
TV±ω|k :=
1
2TV
−
ω|k +
1
2TV
+
ω|k pour k ∈ {2,∞}. (13)
Cette définition a été proposée dans [12] dans le cas k = ∞
mais n’a jamais été utilisée en pratique. On remarquera d’après
l’équation (11) que TV±ω|1 = TVω|1.
Propriétés La formulation symétrique (13) est une semi-norme
et vérifie la proposition suivante dans le cas k =∞.
Proposition 2 (Co-aire [12]). Une condition suffisante pour
que TV±ω|∞ vérifie la formule discrete de la co-aire (8) est que
ω(v, u) soit constant en chaque sommet v ∈ V .
En utilisant les définitions de la section § 2.1, et notamment
(3), on démontre la proposition suivante :
Proposition 3 (Formulation duale de TV±ω|k (13)).
TV±ω|k(f) = maxr1≥0,r2≥0
1
2 〈∇ωf, r1 − r2〉
− χ||r1||∞,k∗≤1 − χ||r2||∞,k∗≤1
où k∗ vérifie 1k +
1
k∗ = 1.
3 Application et Optimisation
Problème inverse Afin de démontrer l’intérêt pratique des
formulations décentrées symétriques étudiées auparavant, nous
nous intéressons aux problèmes inverses de type ROF [11] :
min
f
1
2 ||f − g||
2 + λTV±ω|k(f). (14)
Formulation duale En utilisant la proposition 3 on obtient le
problème primal-dual suivant :
min
f∈RV
max
r=(r1,r2)
1
2 ||f − g||
2 + 〈Kf, r〉 − χr∈Sk∗ , (15)
où K = λ2
[
∇ω;−∇ω
]
(de telle sorte que ||K||2 ≤ 16λ2 avec
le voisinage N4 et ω = 1 ) et où on note l’ensemble convexe
Sk∗ = {(r1, r2) : ri ∈ RE+ , ||ri||∞,k∗ ≤ 1 ∀ i ∈ {1, 2}}.
Algorithme Le problème (15) peut être résolu avec l’algo-
rithme de [3] en suivant ce schéma à l’itération t :
rt+1 = ProjSk∗ (r
t + γtKf̄ t)
f t+1 = Prox τt
2 ||.−g||2
(f t − τ tK∗rt+1)
f̄ t+1 = f t+1 + θt(f t+1 − f t)
où θt = 1/
√
1 + 2ρτ t, τ t+1 = θtτ t, γt+1 = γt/θt
avec les conditions et réglages de paramètres suivants : τ0,
γ0 > 0, θ0 ∈ [0, 1], f̄0 = g, ρ = 0.7/λ, τ0 = 0.99/||K||,
τ tγt||K||2 < 1.
L’opérateur proximal s’écrit (voir par exemple [3]) :
Prox τ
2 ||.−g||
2(f) =
1
1+τ (f + τg).
La proposition suivante exprime le projecteur sur Sk∗ comme
le projecteur des parties positives sur la boule unité de `k
∗
.
Proposition 4 (Projection sur Sk∗ ). Pour k∗ ∈ {1, 2},
ProjSk∗ (r1, r2) = (r̂1, r̂2) où r̂i(v) = Proj||.||k∗≤1 ((ri(v))+).
Démonstration. La projection sur Sk∗ est séparable en chaque
sommet v de sorte que pour x = ri(v) on cherche
argmin
y≥0,||y||k∗≤1
||y − x|| = argmin
y≥0
max
α∈RV+,β∈R+
L(y, α, β),
où α et β sont les multiplicateurs positifs du lagrangien :
L(y, α, β) = 12 ||y − x||
2 − 〈α, y〉+ β(
∑
u y(u)
k∗ − 1).
En écrivant les conditions d’optimalité au premier ordre, on
obtient les relations suivantes :
y(u) + β = x(u) + α(u) pour k∗ = 1
(1 + 2β)y(u) = x(u) + α(u) pour k∗ = 2
.
En utilisant la condition d’optimalité y(u) ≥ 0 ⇒ α(u) = 0,
un raisonnement par l’absurde montre alors que :
x(u) ≤ 0⇒ y(u) = 0
ce qui permet d’obtenir le résultat souhaité.
Ainsi, pour k∗ = 2, on retrouve le résultat de [2] avec
Proj||.||≤1(x) =
x
max{1, ||x||}
.
Pour k∗ = 1, la projection sur la boule `1 se calcule en com-
plexité linéaire (voir par exemple [6]).
f TV|1 avec N2 TVu = TV
−
|2,N4 [2] TV|∞,N4 TV|∞,N2
TVc,N4 [5] TV|2,N2 TV
±
|2,N4 TV
±
|∞,N4 TV
−
|∞,N4
FIGURE 1 – Régularisations de l’image f avec 103 itérations et λ = 6.
Image Image bruitée, 22.11 dB TVu, 28.57 dB TV±|2, 28.65 dB TV
±
|∞,N4, 28.62 dB
FIGURE 2 – Débruitage d’une image sur la même réalisation de bruit gaussien (d’écart-type σ = 20), avec 4000 itérations et
λ = 0.08. Les formulations proposées (TV±|k) ne souffrent pas du biais observé avec TVu, obtenant ainsi un meilleur PSNR.
4 Expérimentations et discussion
Étude de la préservation des bords En figure 1 est illustré
la régularisation d’une image synthétique composée des élé-
ments structurants des différentes formulations de TV étudiées.
Comme attendu, la formulation isotrope proposée TV±|2, à l’ins-
tar de TVu et TVc, améliore notablement le résultat obtenu
sur le disque, alors que TV|2 produit systématiquement du flou
dans une certaine direction. On observe le même phénomène
pour les autres formulations symétriques, à l’égard du carré
pour TV|1, et du losange pour TV
±
|∞ en comparaison avec TV|∞.
On notera enfin que TV±|∞ préserve mieux le contraste que les
autres approches.
Expérimentation sur le biais La figure 2 illustre dans le
cadre d’une application simple (problème de débruitage (14))
l’intérêt des formulations proposées (TV±|2 et TV
±
|∞) pour éli-
miner le biais des schémas décentrés (TVu). Comme annoncé
en section 2.2, on observe un biais se manifestant principale-
ment par des pixels isolés clairs non traités avec TVu, tandis
que les méthodes proposées n’en souffrent pas.
Conclusion Nous avons formulé deux schémas décentrés sy-
métriques pour la variation totale discrète sur graphe pondéré
et les algorithmes d’optimisation associés. Nous avons montré
qu’il s’agit de semi-normes formulées explicitement qui évitent
le biais observé sur TVu. De plus, TV±|∞ vérifie la formule de
la co-aire, ce qui est utile pour un certain nombre de problèmes
d’optimisation. Nos futurs travaux concernent l’extension de
cette analyse aux traitements non locaux des images couleurs.
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