Abstract-In real-world situations, a robot may often encounter "under-determined" situation, where there are more sound sources than microphones. This paper presents a speech separation method using a new constraint on the harmonic structure for a simultaneous speech-recognition system in under-determined conditions. The requirements for a speech separation method in a simultaneous speech-recognition system are (1) ability to handle a large number of talkers, and (2) reduction of distortion in acoustic features. Conventional methods use a maximum likelihood estimation in sound source separation, which fulfills requirement (1). Since it is a general approach, the performance is limited when separating speech. This paper presents a two-stage method to improve the separation. The first stage uses maximum likelihood estimation and extracts the harmonic structure, and the second stage exploits the harmonic structure as a new constraint to achieve requirement (2). We carried out an experiment that simulated three simultaneous utterances using impulse responses recorded by two microphones in an anechoic chamber. The experimental results revealed that our method could improve speech recognition correctness by about four points.
I. INTRODUCTION
Since people currently have increasing opportunities to see and interact with humanoid robots, e.g., the Honda ASIMO [1] , Kawada HRP [2] , and KOKORO Actroid [3] , verbal communication is critical in accomplishing symbiosis between human and humanoid robots in everyday life. For example, verbal communication is the most effective way of interaction when we ask a robot to do housework, or when a robot informs us about what happened today.
A robot's capabilities are quite unbalanced in verbal communication. Robots can speak very fluently and sometimes in a fully emotional way thanks to up-to-date text-to-speech systems. In contrast, they cannot hear well due to limited automatic speech recognition (ASR). Poor ASR is mainly caused by interfering sounds, e.g., other people speaking at the same time, air-conditioning, the robot's own cooling fans, and the robot's movements. In other words, robots or people usually hear a mixture of sounds and thus the robots' audition should separate speech signals from this mixture of sounds.
Research on robot audition has mainly focused on soundsource localization, sound-source separation, and the recognition of speech or other sound sources. The most common underlying assumption in robot audition is that the number of sound sources should not exceed the number of microphones. Independent Component Analysis (ICA) [4] for sound-source separation assumes that there are equal numbers of sound sources and microphones. Beamforming [5] usually assumes^Ɖ that the number of microphones is larger, i.e., an "overdetermined" situation. Robots working with humans often encounter an "underdetermined" situation, i.e., there are more sound sources than microphones. Since previous systems assume non-underdetermined conditions, robots that work in real situations need many microphones. However, deploying many microphones is unfavorable from the viewpoint of space needed to deploy these microphones, the cost in using a multi-channel synchronizer, and the satisfaction of working in real time. Furthermore, even though robots have many microphones, we cannot be sure that there are not more sound sources than microphones. This paper focuses on the method for under-determined speech separation that can be used for a simultaneous speechrecognition system. Generally speaking, a simultaneous speech-recognition system consists of a speech-separation module and a speech-recognition module, as shown in Fig. 1 . When we consider under-determined conditions, it is difficult to develop the speech-separation module because this module has more outputs than inputs.
There have been some methods for speech separation in under-determined conditions. Yılmaz et al. [6] used a time-frequency mask that was estimated by using histogram clustering assuming that at most one speech was dominant in each time-frequency region. Nakadai et al. [7] also used a time-frequency mask that employed an active direction pass filter assuming sparseness of talker directions. Lee et al. [8] estimated a mixing matrix and speech signals concurrently using a maximum a posteriori estimation. Bofill et al. [9] and Zhang et al. [10] introduced a two-stage approach, which meant the estimation of mixing matrix and that of the speech signals were done in series, assuming that each time-frequency region contains not more dominant sources than the number of microphones.
These methods use the characteristics of the power distri- When we use this characteristic, it is very important to estimate the dominant sources because one mis-estimation affects all separation results. There are two specific types of effects. The first is the lack of spectra in the misestimated source because the power of non-dominant sources is regarded to be zero. The second is the leakage noise of other sources that is derived from the residual power of the mis-estimated source.
We propose a method with constraints using the harmonic structure to improve the accuracy of dominant source estimation. Since most methods for under-determined speech separation do not effectively use the characteristics of human voices, the output sounds with these methods are likely to be too distorted to recognize. We use the L1-norm method, which can handle many sound sources, and add new constraints using the harmonic structure to maintain acoustic features and improve ASR results.
The rest of this paper is organized as follows: Section II focuses on under-determined speech separation, and describes problem setting, requirements, an L1-norm separation method, and problems with that method. Section III proposes an under-determined speech separation method that uses the constraints of the harmonic structure. Section IV presents the results of experiments, and Section V summarizes this paper.
II. UNDER-DETERMINED SIMULTANEOUS
SPEECH SEPARATION This section presents the problem settings, requirements, and an L1-norm method for separating under-determined speech, and we explain some problems with that method in simultaneous speech-recognition systems.
A. Problem Settings for Underdetermined Speech Separation
The problem settings of speech separation used in this paper are as follows. Note that N > M because we have considered under-determined conditions.
Input
M mixtures of N simultaneous utterances. Output Each speech signal of N talkers. Assumption Mixing matrix H is known.
We add a supplementary explanation to the assumption. Since our method is based on one of the L1-norm methods for separation [9] [11], which needs mixing matrix H, our proposed method also needs mixing matrix H. To satisfy this requirement, we can measure the transfer function in advance. If this is impossible, we can use the method to estimate the mixing matrix from observed signals [12] . 
Observed signal of microphone i in time frame t
Index of i-th dominant source
B. Requirements for Underdetermined Speech Separation
There are two main requirements for under-determined speech separation.
1) Ability to handle a large number of talkers 2) Reduction of distortion in acoustic features We will now discuss these two requirements.
1) Ability to Handle a Large Number of Talkers: Since our aim is to develop a system that can be used when there is a lot of sound, our method have to be able to handle many sources in each time-frequency region. Many separation methods for under-determined conditions have assumed that the number of dominant sources in one time-frequency is a small constant to simplify the separation. However, when the number of talkers increases, each time-frequency region contains more and more number of dominant sources. This means that a separation method must not have too strict assumption about the number of sources in each timefrequency region.
2) Reduction of Distortion in Acoustic Features: Since we aim at developing a system that can recognize simultaneous utterances, the separation results are used for ASR. Since the speech-recognition module calculates several values, called acoustic feature values, in order to recognize easily, our separation method must keep these acoustic features of the original speech signals. Since we use the Mel-Frequency Cepstrum Coefficient (MFCC) [13] as the feature value, separating the following two areas is especially important.
1) Time-frequency regions that have high power 2) Time-frequency regions that are low in frequency The former comes from the fact that MFCC is calculated by the sum of the power spectra of each frequency band, and the latter is comes from the fact that MFCC is calculated using mel-scaled frequency.
C. L1-Norm Method of Speech Separation
Let us first describe the speech mixing process. We modelize the sound-transfer function as a linear time-invariant function and use time-frequency expression to separate mixtures because this enables speech separation to be considered independently in each time-frequency region. Table I defines the basic variables used in this paper. Using the Short-time Fourier Transform (STFT), the speech-mixing process can be written in the time-frequency domain as follows.
To determine the proper STFT frame length, we use the knowledge by Yılmaz et al. [6] . Now, we will explain the L1-norm separation method [11] that is based on the assumption that the power distributions of speech signals are Laplacian distributions. This method also assumes that the number of dominant sources in one time-frequency region is at most M , i.e., the number of microphones. Note that we omit f and t from the formulas because the calculation will be done independently in each time-frequency region.
First, let us explain the separation method when M dominant sources are known. When the set of indices of these M dominant sources are expressed as
(1) can be written as follows by ignoring low-power speech signals, which indices are not in K.
Here,
is the part of the original mixing matrix, H, and
T represents the speech signals of dominant sources. Since H K is an M × M square matrix, we can separate mixtures as follows.
T and the separation result is represented asŝ
T . Next, we will explain how M dominant sources are chosen. This is based on the assumption that the speechpower distributions follow Laplace distributions. When each talker's distribution follows the same Laplace distribution independently, logarithm of joint probability is expressed as follows.
where s = [s 1 , s 2 , ..., s N ] T , λ is a positive parameter of the Laplace distribution, and C is a constant value. After an observation, since we can use Eq. (2), logarithm of posterior probability can be written as follows. where C ′ is an another constant value. When all elements are real numbers, s that maximizes Eq. (8) will beŝ ′ K when we choose K optimally. The most naive method to find optimal K is to calculateŝ K with all variation of K, and determine K that maximizes Eq. (8) as K opt . This is written as the combinatorial optimization problem as follows.
Since our method uses a time-frequency expression, elements are not always real numbers but they can be complex numbers. When the elements are complex numbers, the above combinatorial optimization does not theoretically maximize Eq. (8). However, Winter et al. [14] demonstrates that this combinatorial optimization can be solved much more quickly than a strict solution and the solution is similar to the strict one even when elements are complex numbers. Thus we use the above combinatorial optimization to obtain the solution in this paper.
We will now discuss the problem when we use this speech separation method in a simultaneous speech-recognition system. Since this method can handle at most M dominant sources in each time-frequency region, it can deal with speech mixtures that contain many utterances. However, even when the mixing matrix is known, the accuracy of dominant source estimation depends on the power distribution of the original speech signals [12] .
In addition, the accuracy of dominant source estimation. depends on the frequency, because the accuracy depends on the mixing matrix, and the mixing matrix depends on the frequency bin. Fig. 2 show the relation between frequency and accuracy, and the horizontal line plots the average accuracy. This experiment was carried out under the same conditions as those in Section IV, i.e. we simulated the situation where three simultaneous utterances were recorded by two microphones in an anechoic chamber, and separate it using Eq. (9) - (12) . The results of estimates were considered to be accurate only when all M , i.e. 2, dominant sources were correctly estimated. As Fig. 2 indicates, accuracy of dominant source estimation is much different between frequency bands with poor accuracy such as 0-200 Hz and 600-1000 Hz, and frequency bands with good accuracy such as 200-600 Hz and 2500-3200 Hz. Even when we use different impulse responses and different speeches to synthesize speech mixtures, separated results also have frequency bands with poor accuracy and ones with good accuracy.
As we have stated in Subsection II-B, we need a separation method that satisfies (1) ability to handle a large number of talkers and (2) reduction of distortion in acoustic features. This method satisfies requirement (1); however, it does not satisfy requirement (2) , because the poor accuracy of dominant source estimation makes spectrum lacks and leakage noise, and this interference greatly distorts the acoustic features. To improve the system's ASR results, it is necessary to reduce this interference.
III. UNDER-DETERMINED SPEECH SEPARATION USING HARMONIC STRUCTURE

A. Our Approach Using Harmonic Structure
We focus on the harmonic structure of speech sounds and separate speech mixtures with a new constraints using harmonic structure. There are four main reasons we focus on the harmonic structure.
1) Separation results with highly accurate estimates can be used to modify separation results with inaccurate estimates since the harmonic structure has an overtone structure. 2) We can extract the harmonic structure relatively easily because it does not overlap frequently since it has a sparse power distribution.
3) The proper separation of the harmonic structure, which has high power, is important since MFCC depends on high-power time-frequency regions. 4) The harmonic structure, most of which is contained in low-frequency areas, is important since MFCC is calculated using mel-scaled frequency. We present a method that is based on the L1-norm separation explained in Subsubsection II-C and we use this as a baseline. We found that this L1-norm separation method has a disadvantage in that the accuracy of dominant source estimation depends on the frequency, and that causes acoustic feature values to be distorted. We improve this situation using constraints that involve the harmonic structure, and obtain results with less distortion. Note that our method does not need harmonic structure as an additional input, because it can estimate the harmonic structure internally. Fig. 3 outlines our proposed method. First, we use the L1-norm method and obtain a tentatively separated sounds. Second, we extract the harmonic structure from these sounds. Finally, we separate the speech mixtures again, with constraints that involved the harmonic structure. We will refer to these two separations as first and second separations. The first separation is only done to obtain the tentatively separated sounds in order to extract the harmonic structure, and the second separation is done to obtain the output sounds.
B. Outline of Our Method
Our method divides the extraction of the harmonic structure into two phases: the first is the phase to estimate the fundamental frequency, and the second is the phase to estimate the harmonic structure. The reason we use this two-phase approach is that the tentative sound is the sound separated by the L1-norm method, i.e., sound with spectrum lacks and leakage noise. We improve the robustness for extracting the harmonic structure by using these two phases.
Another arrangement with our method is to make the second separation similar to the first one. Speech separation should be done quickly because our system will be deployed in robots. Since we make the second separation similar to the first, we can reuse the calculated results from the first separation, and reduce the additional cost in time to use the harmonic structure.
Since the essential part of our method is the second separation, we first introduce this separation, and after that, we introduce the method for extracting the harmonic structure robustly.
C. Separation with Constraints
This subsection introduces the separation method when the harmonic structure is already known. Since the harmonic structure has high power, we add constraints where the set of dominant sources, K, must include sources that have a harmonic structure in the time-frequency region. In other words, when we define P as the set of sources that has a harmonic structure in the time-frequency region, P ⊆ K must be true. When more than M harmonic structures exist in one time-frequency region, (|P | > M ), we cannot define K by using the above constraints. In this case, we can use constraints where sources without a harmonic structure in the time-frequency region are not included in K, i.e., K must be included in P (P ⊃ K).
Using the above constraints, the combinatorial optimization problem can be written as follows. 
wherê
The difference between this combinatorial optimization problem and the L1-norm method discussed in Subsection II-C is existence of Eq. (17) and (18). When we take into consideration the time-frequency region which does not have harmonic structure (P = φ), these constraints do not take effect; thus, we can reuse the separation results in the first separation. In addition, even when we consider timefrequency P = φ, we can omit the matrix operations in Eq. (14) by memorizing and reusing the calculation results in the first separation for each K. Fig. 4 shows the flow of the harmonic structure extraction. In this paper, we first estimate the fundamental frequency using the cepstrum and detect the existence of the harmonic structure. After that, we estimate the shape of the harmonic structure using the estimated fundamental frequency.
D. Extraction of Harmonic Structure Using Fundamental Frequency
1) Fundamental Frequency Estimation Using Cepstrum: Here, we introduce fundamental frequency estimation using the cepstrum. In this method, the fundamental frequencies in each time frame are estimated independently. By applying a Discrete Fourier Transform (DFT) to the logarithm power spectrum of one time frame, we obtain a quefrency expression. Since we have to handle human speech signals, we choose a quefrency whose values are maximized in the quefrency region corresponding to 80-350 Hz, which contains almost all the fundamental frequency. Since the quefrency value has a positive correlation to the harmonic structure, a large quefrency value means the existence of a harmonic structure.
2) Two-Threshold Method to Detect Existence of Harmonic Structure: Here, we introduce a method for detecting the existence of a harmonic structure. Since we extract the harmonic structure from sound that is separated by the L1-norm method, i.e., sound with spectrum lacks and leakage noise, it is difficult to detect the existence of a harmonic structure. If we have clean speech signals, we can use a simple threshold for the quefrency value because the quefrency value of time frame without a harmonic structure is quite small. In our case, however, we only have speech signals with interference. This means that the quefrency value of the time frame without a harmonic structure might be high because of leakage noise, and the quefrency value of the time frame with the harmonic structure might be low because of the lack of spectra. This paper proposes a method that uses two thresholds and the relation of the fundamental frequency between two consecutive time frames. The two thresholds are called T1 and T2 . T1 is large enough and T2 is small enough to detect the existence of the harmonic structure: if the quefrency value is more than T1 , we consider that the time frame has a harmonic structure, and if the quefrency value is less than T2 , we consider that the time frame does not have a harmonic structure. If the quefrency value is between T1 and T2 , we use the fundamental frequency to detect the existence of a harmonic structure. Details on this algorithm are below. Fig. 5 has a the flowchart for this method. First, we take a time frame whose quefrency value is more than T1 , and call this time frame Frame 1 . Next, we take an adjacent time frame whose quefrency value is between T1 and T2 , and call this time frame Frame 2 . Now, there are two possibilities for Frame 2 : the first is that while Frame 2 has a harmonic structure, the lack of spectra decreases the quefrency value of this frame. The second is that while Frame 2 does not have a harmonic structure, leakage noise increases the quefrency value of this frame. Since we cannot decide which is true by only using the quefrency value, we use the estimated fundamental frequencies of Frame 1 and Frame 2 . Since we know Frame 1 has a harmonic structure, if the fundamental frequencies of Frame 1 and Frame 2 are similar, Frame 1 and Frame 2 have a connected harmonic structure. On the other hand, if the fundamental frequencies of these two frames are different, Frame 2 does not a have harmonic structure and it contains leakage noise. This is how we detect the existence of a harmonic structure in Frame 2 . In addition, when this method finds Frame 2 has a harmonic structure, we overwrite variable Frame 1 with variable Frame 2 and apply this method recursively. This enables us to detect a harmonic structure when there is a large amount of interference.
3) Estimating Shape of Harmonic Structure: While a harmonic structure has an overtone structure, we can estimate the shape of the harmonic structure from the estimated fundamental frequency. We think about up to the Jth overtone of the fundamental frequency, and regard F frequency bins from center of each overtone are in the harmonic structure. Fig. 6 shows this estimation process visually. The black bold line means the estimated fundamental frequency, and the black thin lines indicate the overtones. We consider the areas surrounded by the blue lines to be time-frequency regions that have a harmonic structure. After estimating the harmonic structure, we separate the speech mixtures using the method we proposed in Subsection III-C.
IV. EXPERIMENTS
To verify improvements obtained with our proposed method, we carried out two experiments using synthesized sounds. Table II lists Our evaluations use two kinds of measurements: the first is the signal-to-noise ratio to establish whether our method can accurately separate mixed speech signals, and the second is ASR correctness to establish whether output sounds are suitable for ASR.
A. Evaluation Using Signal-to-Noise Ratio Fig. 8 shows the original signal, the separation results with the L1-norm method, estimated harmonic structure, and the separation results with our proposed method. It only shows the low-frequency region because most of the estimated harmonic structure is in the low-frequency region. The black in the lower left figure means the estimated harmonic structure, and blue means low power and red means high power in the other three figures. The results from the L1-norm method, 8(b) , indicate that since the accuracy of estimating the dominant source was poor in the 0-200 Hz region, there are some spectrum lacking in the areas surrounded by the black circles. Additionally, there is some leakage noise in the areas surrounded by the black rectangles. However, in the results obtained with our proposed method, 8(d) , the spectra in the black circles are recovered, and leakage noise in the black rectangles is reduced. This means that our method improves the accuracy of dominant source estimation and reduces the interference from other talkers. Fig. 9 has a histogram for the signal-to-noise ratio of the center talker. We can see that there is a peak for the L1-norm method near 6-7 dB, and there is a peak for our proposed method near 7-8 dB; thus, our method seems to improve the signal-to-noise ratio. However, when we take into consideration the 1-3 dB region, there are very few improvements. This is because our method cannot estimate the harmonic structure accurately when the output of L1-norm method is severely broken. Table III lists the average signal-to-noise ratio for each talker. When we take into consideration the center talker, the improvement with our method is about 0.8 dB, which is similar to the movement of the peak in Fig. 9 . However, when we take into account the left and right talkers, the improvements in the signal-to-noise ratio are only about 0.2 dB.
B. Evaluation Using Continuous Speech Recognition
Table IV lists the average ASR correctness. Note that our evaluation did not use isolated word recognition, but continuous speech recognition. In this table, "(c) optimum harmonic" means the correctness when a harmonic structure was given in all time frames. "(d) optimum all TF" means the correctness when dominant sources were given in all time-frequency regions; thus, this is the upper bound for ASR correctness under our experimental condition. The difference between the "(a) L1-norm method" and the "(d) optimum all TF", about 15-23 points, means there is room for improvement with the L1-norm method. The improvement with our proposed method can be seen in the difference between the "(a) L1-norm method" and the "(b) proposed method": when we take into consideration the left and center talkers, this is about four points, and when we take into account the right talker, it is about two points.
C. Discussion
These two evaluations demonstrated that our proposed method improves both signal-to-noise ratio and ASR correctness. However, the signal-to-noise ratio improvements with the left and right talkers were negligible. The reason is that our method improves the separation results only for the time-frequency region that have a harmonic structure, while signal-to-noise ratio is calculated from all time-frequency regions with equal weights.
In contrast to signal-to-noise ratio, the improvements to ASR correctness for the left and right talkers were nearly as much as that for the center talker, and these improvements are meaningful. We conclude that our approach, which puts emphasis on the harmonic structure, is a good way to separate mixed speech signals with less distortion of acoustic features.
V. CONCLUSIONS AND FUTURE WORK
We proposed a speech separation method that can be used to achieve a simultaneous speech-recognition system. Since the L1-norm method involves the problems where there are some frequency bands whose estimates of the dominant source are inaccurate, the separation results from the L1-norm method contain spectrum lacking and leakage noise. Such interference greatly distorts acoustic features; thus, the ASR results for these sounds are not good.
We focus on the fact that the harmonic structure has a high-power overtone structure, and we improve the estimation of the dominant source using the harmonic structure.
More concretely, first, we use the L1-norm method and obtain tentatively separated sounds. Second, we extract the harmonic structure from these sounds. Finally, we separate the speech mixtures again, with the constraint that the harmonic structure is always powerful. The experiment revealed that our proposed method improved the correctness of ASR by about four points compared to the baseline method.
In future work, we intend to add new constraints for voiceless consonants, which do not have a harmonic structure. Since voiceless consonants have high power in the high-frequency region, we can expect that new constraints will improve the high-frequency region, which our proposed method cannot do. Another area we need to tackle is the reverberation environment. Even though our experiments were carried out using impulse responses in an anechoic chamber, developing a method that works properly in a standard reverberation room is essential for robots that work in real environments.
In addition, we need to take into consideration the speechrecognition module. We expect that a recognition system that can place more stress on the harmonic structure can improve the ASR results since our proposed method could separate the harmonic structure very well. Another way is to use missing feature theory [15] , which would enable us to reduce the effect of interference or enable us to recover feature values that are distorted.
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