Introduction
Throughout this paper, I(R d ) (I sym (R d )) stands for the class of all infinitely divisible (all symmetric infinitely divisible) distributions on R d . The characteristic functionì ì(z), z 2 R d , of an infinitely divisible distribution ì 2 I(R d ) has the so-called representation as follows:
, where A is a symmetric non-negative definite d 3 d matrix, ª 2 R d and í is a measure (called the Lévy measure) on R d satisfying í(f0g) ¼ 0 and ð
The triplet (A, í, ª) is called the generating triplet of ì 2 I(R d ). Let C ì (z) ¼ logì ì(z) be the cumulant of ì 2 I(R d ). Summarizing the discussions in Rosinski (1991) and Rosiński (2001, 2002) , we use the following definition of type G distributions on R d . Definition 1.1. A probability measure ì 0 2 I sym (R d ) is said to be of type G if its Lévy measure í 0 is given by also holds and í is uniquely determined (see Maejima and Rosiński 2002 Maejima and Rosiński (2001) , and if we use the operator K,
. It was also shown in the paper that
where 
where º is a symmetric probability measure on the unit sphere S in R d , g î (r) is a jointly measurable function such that g î ¼ g Àî , º-almost everywhere for any fixed î 2 S, and g î (Á) is completely monotone on (0, 1) and satisfies
with c independent of î.
One of our purposes in this paper is to give a characterization of type G distributions by stochastic integrals with respect to Lévy processes. This is a probabilistic characterization, while Proposition 2.1 is an analytic characterization in terms of the Fourier transform of the probability distribution. As to the definition of stochastic integrals of non-random functions with respect to Lévy processes fX t g on R d , we follow the definition in Sato (2004 Sato ( , 2005 , whose idea is to define the integrals with respect to R d -valued independently scattered random measure induced by a Lévy process on R d . This idea was used in Urbanik and Woyczyński (1967) and Rajput and Rosinski (1989) 
We know that the class of all self-decomposable distributions can be characterized by stochastic integrals with respect to Lévy processes; ì is self-decomposable if and only if there exists a Lévy process fX t g such that
, and Jurek gave a stochastic integral characterization such that ì is s-self-decomposable if and only if ì ¼ L( Ð 1 0 t dX t ) for some Lévy process fX t g. However, only a few classes of infinitely divisible distributions were characterized in this way. Recently, Barndorff-Nielsen et al. (2006) found such characterizations for what they call the Goldie-Steutel-Bondesson class and the Thorin class. Our study is along the lines of this history.
The following result for the integrability of stochastic integrals is due to Sato (2005) , who studied more general stochastic integrals of matrix-valued integrands with respect to additive processes. We state without proof parts of Propositions 2.7 and 3.4 of Sato (2005) as the following lemma.
that is,
and
Define the inverse function of h by h Ã , namely, x ¼ h Ã (t) if and only if h(x) ¼ t. The stochastic integrals we need can be shown to be integrable as follows.
Proof. It is enough to show that f (t) ¼ h Ã (t) satisfies the conditions in Lemma 2.2 for every
we have (2.1). This completes the proof. h
(ii) The mapping G is many-to-one from I(R d ) into I sym (R d ), and one-to-one from
Proof. (i) Expressions (2.5) and (2.6) follow from Lemma 2.2.
and thus C G(ì) (z) is symmetric. This shows that the mapping G is from
can be shown by Remark 1.1. (iii) and (iv) can be proved using the same idea as Proposition 2.7(iii) and (iv) of Barndorff-Nielsen et al. (2006) .
(v) follows from (2.2)-(2.4) if we notice that Ð 1 0 h Ã (t)dt ¼ 0 and
The following theorem shows that each type G distribution admits the stochastic integral representation defined in Definition 2.1.
Theorem 2.5.
Then by Proposition 2.4(v), we have (1.1), and thus
Then by Definition 1.1 and Proposition 2.4(v) again, we see thatì ì ¼ L(
, completing the proof. h Corollary 2.6. Let H be a subclass of I(R d ) and let
where í ì is the Lévy measure of ì 2 I(R d ) and ì í is the infinitely divisible distribution with Lévy measure í. Then we have
, then the corollary above is nothing but Theorem 2.5. The corollary can be proved in the same way as Theorem 2.5. Also, we see from the discussions above that, as mappings from I sym (R d ) into I sym (R d ), the two mappings K and G are the same.
Lévy measures of distributions in
G m (R d ), m 2 N
In this section, we characterize Lévy measures of distributions in
For m 2 N, let ö m (x) be the probability density function of the product of m þ 1 independent standard normal random variables. Then we have the following. 
and define its inverse, 
where í 0 is the Lévy measure of some ì 0 2 G 0 (R d ).
Proof. We begin with the 'only if' part. Let m ¼ 1. Then, by definition,
for some Lévy measure í 0 whose distribution is in G 0 . Suppose the statement is true for some m 2 N. The Lévy measure í mþ1 of ì mþ1 2 G mþ1 (R d ) is given by
for some Lévy measure í m of a distribution ì m 2 G m (R d ). Then, by the induction hypothesis,
where the last two integrals are given by Lemma 3.1(iii) and (iv).
We now turn to the 'if part'. Let m ¼ 1. Then, by definition, if a Lévy measure í 1 is represented as
for some í 0 , the Lévy measure of some
Suppose that the 'if' part of the statement is true for some m 2 N. By the same calculation as above (from the bottom to the top), we have
for some Lévy measure í m having the representation (3.2). Then, by the induction hypothesis, ì m with the Lévy measure í m belongs to
The following is a G m -version of Proposition 2.1, and it characterizes Lévy measures of distributions in G m (R d ).
if and only if its Lévy measure í m either is zero or can be represented as
for some function g î on (0, 1) which has the same properties as in Proposition 2.1.
If we use here the facts that º(dî) ¼ º(Àdî), g î ¼ g Àî and ö mÀ1 (u) ¼ ö mÀ1 (Àu), then we have R where º is a symmetric probability measure on the unit sphere S in ì Proof. We see by Theorem 3.2 and Proposition 2.1,
This completes the proof. 
we have the assertion by Lemma 2.2. h
Proof. The proof is almost the same as that of Theorem 2.5. Let ì mÀ1 2 G mÀ1 (R d ) and ì m ¼ G(ì mÀ1 ). Also let í mÀ1 and í m be the Lévy measures of ì mÀ1 and ì m , respectively. Then by Proposition 2.4(v), we have
say. The finiteness of
À1 with a positive constant c z depending on z, we have
say, and
As to I 4 , note that for a 2 R,
This completes the proof of (4.1).
If we calculate the necessary cumulants, we have
This completes the proof of Theorem 4.4. h
The following is a goal of this section and a G m -version of Theorem 2.5. Namely, any ì 2 G m (R d ) has the stochastic integral representation defined in Definition 4.1.
Theorem 4.5.
Proof. The statement is an immediate consequence of Corollary 4.3 and Theorem 4.4. h
The case m ¼ 1
We conclude this paper with two statements for G 1 (R d ).
Proposition 5.1.
Proposition 5.2. S sym (R d ) is invariant under G-mapping and G 1 (R d ) is the largest class which is invariant under G-mapping.
These two propositions are given by Remark 2.1 above and Theorem 2.3 of Maejima and Rosiński (2001) .
