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Abstract
An infinite matrix is regular if it is a limit preserving transformation in the domain of
convergent sequences. A classical Hausdor theorem states that some matrices com-
posed of diagonal matrices and matrices, whose elements are defined as alternating
Newton symbols, are regular i the diagonal elements of the above diagonal matrices
are consecutive moments of a Stieltjes integral. In this paper an analogous theorem for
multiindex infinite matrices is proved. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
All matrices will be infinite with real elements.
A matrix which transforms each convergent sequence into a sequence con-
vergent to the same limit will be called regular.
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; m P n;
0; m < n:
8<: 1
On can check that d  dÿ1, see [2].
Any matrix of type k  dld, where l is diagonal with diagonal elements
l0; l1; . . ., is called a Hausdor matrix.
Hausdor theorem. A Hausdor matrix k is regular if and only if there exists a




xn dvx; n  0; 1; . . . ; 2
var
x20;1
vx <1; v0  v0 : lim
x!0
vx  0; v1  1; 3
i.e., ln are moments in the sense of the Stieltjes integral with respect to a gen-
erating function v of bounded variation on [0,1] satisfying the above boundary
conditions.
Definition. A t-index matrix Ct  ckmn3nt , t  3; 4; . . . ; is regular if for each







smn3nt  r implies limk!1 vk  r; 4




ckmn3nt smn3nt : 5






V : V 1 : Ct  Stÿ1 instead of 5;
W t : Ct1V 1 instead of 6:
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ÿ1lm for k P l P m      nt;
0 for remaining indices
8><>: 7
and a t-index matrix lt  lkmn3nt  to be diagonal in t indices that is
lkmn3nt :
(
lk if k  m      nt;
0 for remaining indices:
8
A t-index Hausdor matrix with t  3; 4; . . . is defined by
kt  dt1  dt1  lt: 9
Let us observe that if ln  1=n 1s then (3) and (9) correspond to a tra-






then (3) and (9) determine Cesaro summation for series with one or t ÿ 1 in-
dices, respectively, cf. [1,2].
The aim of this paper is to prove the following theorem which corresponds
to a postulate of Czy _z cf. [1, p. 608]:
Multiindex Hausdor theorem. Any t-index Hausdorff matrix kt defined by (7)–
(9) is regular if and only if there exists a function v which satisfies condition (3) of
the Hausdorff theorem and makes diagonal elements lk in (8) the moments of the




xk dvx; k  0; 1; . . .
This means that for
V : dt1  dt1  lt  Stÿ1
the implication (4) holds.
In all proofs of the Hausdor theorem known to us the regularity of
Hausdor matrices is not proved directly, cf. [1–4]. Instead it is checked that
the columns and rows Hausdor matrices satisfy three conditions whose system
is equivalent to the regularity postulate by virtue of the classical Toeplitz
theorem.
S. Kezska / Linear Algebra and its Applications 295 (1999) 201–221 203
Toeplitz theorem. A matrix C  cmn is regular if and only if the following three
conditions T1, T2 and T3 hold:












A more vivid way of expressing the above condition is perhaps the following
scheme:
c00 c01    c0n   






































The multiindex Hausdor theorem will also be proved by checking the system
of conditions of a generalized Toeplitz theorem for multiindex matrices.
Generalized Toeplitz theorem. A matrix C  ckmn3nt ; t  3; 4; . . . is regular if
and only if the following four conditions hold:

















jckmkn j < K;
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Tt4
8m    ntÿ1 9Nt > 08nt > Nt 8k P 0 : ckmnt  0
..
.




8m    ntÿ2 9Ntÿ1;t 8ntÿ1 > Ntÿ1;t; nt > Ntÿ1;t 8k P 0 : ckmnt  0
..
.








8m P 0 9M > 0 8n3 > M ; . . . ; nt > M 8k P 0 : ckmnt  0
..
.
8nt P 0 9Nt > 0 8m > Nt; . . . ; ntÿ1 > Nt 8k P 0 : ckmnt  0
9>=>; t ÿ 1relations:
Let us observe that Tt4 has no analogue in the classical Toeplitz theorem.
We can explain Tt4 by saying that only finite number of non-zero elements of C
may appear in planar or spatial (i.e. 2- or 3-dimension) ‘‘subspace’’ spanned on
lines parallel to the corresponding index axes. Moreover, the region in which
non-zero elements occur is the intersection of p  pt sets whose boundaries
consist of lines parallel to the axis of the first index k.
2. A proof of the multiindex Hausdor theorem
It is convenient to begin with a proof of the generalized Toeplitz theorem for
3-index matrices. Thus let us list the Tt1–Tt4 conditions if t  3:















0 8m P 0 9N > 0 8n P N 8k P 0 : ckmn  0;
T34
00 8n P 0 9M > 0 8m P M 8k P 0 : ckmn  0:
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Proof. (() Let us recall that limm!1;n!1 smn  r.
The following decomposition will be useful for us: S  S0  S00 where

































ckmn  r; by virtue of T32:
We must prove that
8e > 0 9W > 0 8k > W : jv0kj < e:
It is clear that
8e > 0 9H > 0 8m > H ; n > H : js0mnj < e=2K: 10
Furthermore T34
00 implies:
8n 2 0;H  9Mn > 0 8m > Mn 8k P 0 : ckmn  0
and T34
0 implies:


















































Let us put F : maxH ;Mmax;Nmax).
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where P  maxP1; P2; P3.
In view of T31 we have
























so that 8e > 0 9A > 0 8k > A: jv0kj < e:
()) Let us put
smn 
0 for m 6 m0 or n 6 n0;
1 for m  m0 and n  n0:






ckmnsmn  ckm0n0 :
Let us recall the assumption limk!1 vk  0 and make m0 and n0. Then we get
8mn P 0 ckmn ! 0 if k !1. Thus T31 was proved.




ckmn ! 1 for k !1:
This proves T32.
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Now we prove T34
00.
Recall that this condition has no analogue in the classical Toeplitz theorem.
Suppose that T34
00 fails. Form an increasing sequence mr r  0; 1; . . . such,




for m  mr and n  n0;
0 for all other m; n:
8<:
The condition limm!1;n!1 smn  0 is clearly satisfied. Hence vk0 P1
m0;n0 1  1 which is a contradiction.
It remains to prove 8n P 0 9M > 0 8m > M 8k P 0 : ckmn  0. Thus suppose
that 9n0 8M > 0 9m > M 9k P 0 : ckmn 6 0. Let mk denote a threshold of
zeroes for the index k, i.e. mk is such that ck;mk;n0 6 0 and ck;m;n0  0 for all
m > mk. If for some k0 no such index mk0 exists we get 9n0 P 0 9k0 P 0
8M > 0 9m > M : ckmn 6 0 and this is a contradiction with the above obser-
vation.
Let mkr be an increasing subsequence of the sequence mk. Define:





for m  mkr; r P 1 and n  n0; put smn  0 in the remaining cases. It is





vk1  ck1;mk0;n0 smk0;n0  ck1;mk1;n0 smk1;n0





vkr  r; cf : 11; 11b
..
.
vkr ! 1 with r!1 so that vk cannot be bounded, we have obtained a
contradiction and T34
00 has been proved.
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The proof of T34
0 is similar.
In order to check T33 we will prove at first thatX1
m0
n0














     jck;mi;njj
Dk;mi;nj





















In view of T34
0 and T3400 for suciently large u we have A
1;2
kmn  const and






since Dk;mu;nu !1 with u!1. After a simple calculation







and prove that the series in question is divergent.
Let us continue proving T33 and suppose thatX1
m0;n0
jckmnj  1 for k  k0:
Put
smn : sgn ck0;m;nDk0;m;n
; Dk0;m;n !1
with m!1 and n!1;where Dk0;m;n is defined as in (12) and so smn ! 0 if
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We suppose that 8kP1m0;n0 ckmnj j <1 but supk P1m0;n0 ckmnj j  1.
We construct two increasing sequences k1; k2; . . . and n1; n2; . . . We
assume that k1; . . . ; kr ÿ 1; n1; . . . ; nr have been already determined and








  < e for e : 1: 13













  < 1 14
because
P1
m0;n0 ckmnj j is convergent.




















  > r2  2r: 15
We put
smn : 1r sgnckr;m;n for m; n 2 nr  1; nr  1 ÿ 1
 0; nr [ 0; nr  nr  1; nr  1 ÿ 1 [ nr  1; nr  1 ÿ 1
 nr  1; nr  1 ÿ 1 and smn : 0 for m; n6 n1: 16






























r2  2r ÿ 2
by (15) and (16) and hence we get jvkrjP r.
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Thus vkr ! 1 with r!1 so that vk cannot be bounded and so it is not
convergent, which completes this proof. 
A proof of the generalized Toeplitz theorem of t-index matrices.



























Then we have limk!1 t00k  r by T2.
We have to prove that
8e > 0 9W > 0 8k > W : jv0kj < e:
We know that



























































































jckmnt  s0mnt j:
No serious problem is about maximum for the first sum. After applying
t ÿ 1 conditions in Tt4 consecutive t ÿ 1 sums are proved to be finite
and maxm;...;nt js0mn3nt j for this part of the sum can be established. Then we
apply
t ÿ 1 t ÿ 1
2
 
equalities at Tt4 which makes next tÿ12  sums finite and so forth. The above
estimate plus applying Tt4 in a similar way as Tt4 in the previous section allow















jckmnt j  e=2K:
Then by virtue of Tt3 we obtain
jv0kj < e=2 K  e=2K  e:
()) In order to get Tt1 it suces to define
mn3nt 
1 for m  m0;...;nt  nt0 ;
0 for remaining m; . . . ; nt:
(









so that Tt2 is satisfied.
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Now we show Tt4.
Suppose that this is not so. The existence of the threshold of zeroes may be
proved in the same way as it was for t  3. Then we can choose infinite and
increasing subsequences n3kr; . . . ; ntkr with
B  BkP maxn3kr; . . . ; ntkr and kr  1 > kr:
Let us put
smnt :
r ÿPrÿ1i0 ckr;m;n3ki;...;ntki  sm;n3ki;...;ntki
ckr;m;n3kr;...;ntkr
for n3  n3kr; . . . ; nt  ntkr, m  m0, r P 1 and smnt : 0 for the re-
maining cases.
A calculation similar to (11b) gives us vk0  0; vk1  1; . . . ; vkr  r; . . .
This means that it again cannot be bounded, we have obtained contradiction.
The relations 8n3;...;nt P 0 9B > 0 8m > B 8k P 0 : ckmnt  0 can be proved
analogously to the case t  3. This is the proof of Tt4.











   1:















  > r2  2r  2:



















jckr;z2;...;zt j < 1: 19







jckr;m;...;nt j ÿ Aÿ B P r2  2r
by (18) and (19).
In the last step we take smnt : 1r sgnckr;m;...;nt for suitable sets ofm; n3; . . . ; nt and then by virtue of (18) and (19) we obtain jvkrjP r for
r  0; 1; . . . ; which contradicts our assumption. 













lm;kÿm for k P m  n3      nt; lk;kÿm : Dkÿmlm
0 for all others k;m; . . . ; nt: 20
8<:





































k ÿ m! 
k ÿ m!
lÿ m!k ÿ l! 
k!
m!k ÿ m!








































lm;kÿm  Dkÿmlm 
Xkÿm
l0




Lemma 2. Any multiindex Hausdorff matrix k  d  d  lis regular if and only
if the following conditions p1–p3 are satisfied:
(p1) l0  1,
(p2) ln  ln ÿ lÿn and n  0; 1; . . . ; where ln ; lÿn are totally monotone so
that Dpln P 0 and D
plÿn P 0 for n; p  0; 1; . . . ;
(p3) limp!1 D
pl0  0.













dlkmntll  l0  d1k00l1  d2k00l2    




Let us observe that
d1k000  d1k11  0
..
. 23
dwk000      dwkww  0;
..
.
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By applying (23) and p1 to (22) we get a special case of Tt2, namely






kkmnt  l0  1:












jkkmnt ÿ kÿkmnt j;
where k : d  d  l and kÿ : d  d  lÿ.





















































Dkÿmlm  l0 :





jkkmnt j6l0  lÿ0
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and so a bound has been established which proves Tt3. At the beginning of
the proof of Tt1 let us recall that kk00  Dkl0. The formula limk!1 kk00  0































kkmnt  m!k ÿ m!
k!
 kk1;m;...;nt
m!k  1ÿ m!
k  1!
 kk1;m1;...;nt1
m 1!k ÿ m!
k  1! ;
kkmntk ÿ m  kk1;m;...;nt
k  1ÿ m!
k  1  kk1;m1;...;nt1
m 1
k  1 k ÿ m!;
k  1kkmnt ÿ kk1;m;...;nt  ÿmkk1;m;...;nt  m 1kk1;m1;...;nt1 25
and put
akm : kk00  kk11      kkmm
so that
ak1;m  kk1;00      kk1;mm:
(in the above sum we have all non-zero terms kk)
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We should evaluate the following dierence
akm ÿ ak1;m
 kk00 ÿ kk1;00|{z}  kk11 ÿ kk1;11|{z}      kkmm ÿ kk1;mm|{z}

















and by virtue of p2 we see that akm are non-increasing with respect to k,
akm ÿ ak1;m P 0:











Thus for fixed m    nt and k !1 there exist the limits of akm and of
kkmm  akm ÿ ak;mÿ1 and so we can put




m : limk!1 k

kmm:
Let us note that 8m P 0
X1
k0








k  1 k

k1;m1;...;m1
is convergent, butkk1;m1;...;m1 ! lm1 with k and
P1
k0m 1=k  1 is di-
vergent, so that lm1  0 for m > 0. Tt1 is proved.
The condition Tt1 is evident since kkmnt 6 0 only for m  n3     nt6 k.
) We have already shown that







for each k P 0 and if l0  1 for all k then we get p1.
We have Dkl0  kk00, cf. (20).
Furthermore, kk00 ! 0 with k !1 by virtue of Tt1, so that Dkl0 ! 0 with
k !1 which gives us p3.
It remains to derive p2
jlmpj6 jlm1;pj  jlm;p1j: 26

















     jlmw1;p1j  lm;p;w1:
































jm p ÿ 1;wj      jl0;mpwj
 l0;0;mpw:
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This means that the sequences in question are increasing and bounded so
that the following limits exist:
lmp : limw!1 l

mpw:
In view of (26) we have
jlmpj6 jlmpwj:
By passing with w to infinity we have
jlmpj6 lmp: 27
From the definitions of lmpw and lmp it follows directly that
lmp;w1  lm1;p;w  lm;p1;w
and
Dplm0  lmp: 28
Put
lm : 12 lm0  lm; lÿm : 12 lm0 ÿ lm  lm0 ÿ lm :
By virtue of Lemma 1, (27) and (28) we have
Dplm  12 lmp  lmpP 0;
Dplÿm  12 lmp ÿ lmpP 0:
This means that p2 is satisfied. 
The proof of a sequence ln is a moment sequence of positive measure on
0; 1 i it is totally monotone, is quite standard and available in the literature
(see [4]).
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