Prediction of stock index remains a challenging task of the financial time series prediction process. Though different non-linear prediction models are in use, their prediction accuracy does not improve beyond certain level. In order to improve the forecasting accuracy, this paper proposes a chemical reaction optimization based virtual data position (CROVDP) exploration method for financial time series prediction. From the given data points in the training set, CROVDPs are explored by the proposed method and incorporated to the original financial time series to enhance the prediction accuracy of a multilayer perceptron (MLP) based forecasting model. The effectiveness of the proposed method is compared with three deterministic methods such as linear, Lagrange and Taylor interpolation as well as two stochastic methods such as uniform and Gaussian method. To train and validate the models in presence of virtual data positions (VDP), ten real stock indices are used. Simulation results show that the models developed with the proposed CROVDP exploration method yields much better prediction accuracy than others. 
Introduction
Stock index prediction has been remains an interesting and difficult task for the financial firms, researchers, speculators, brokers and even common investors in the stock market. Stock market index is weighted by market value, and it reflects the performance of the stock market as a whole. These indices give a general indication of the behavior of the market toward different information. Stock index prediction is the process of making projection about future index value(s) of a stock market based on analysis of existing historical data. According to Efficient Market Hypothesis (EMH), at any time, the price of a stock market fully captures all known information about the stock. Practically new information occurs randomly which creates a random variation in the stock price. The future prices of a stock do not follow any patterns or trends and performs a random walk. The stock market is considered as dynamic, chaotic, noisy and influenced by many socio-economical as well as political factors, and even individuals psychology. Several underlying influencing input factors affect and increase the complexity of the prediction process. Hence the problem of stock index forecasting has been treated as nonlinear time varying functions which is quite difficult for mapping by the traditional linear forecasting methodologies. Successful stock market prediction achieves optimal forecasting accuracy incorporating minimal input data and least complex stock market model. The inherent noisy and non-stationary characteristics of financial data suggest that there is un-availability of complete information that could be extracted from the past and current behavior of the stock data to fully capture the non-linearity of the stock market. But the common assumption to map the non-linearity in such cases is that, large historical data incorporates all those behaviors. Along with the index prediction, predicting the correct change in the direction of the stock movement is also an important requirement for the common investors as well as business firms who have something to do with economical environments.
Several traditional methodologies have been applied to the stock market prediction in the past, but their prediction results were unsatisfactory for the strong nonlinear feature of the stock market. They have successfully been applied to different engineering, economic and social applications. However, these models were lacking with capturing the non-linearity of other types of time series, since they have developed to model certain types of problems.
Towards the end of 20th century, the class of linear forecasting models was replaced by different soft computing methodologies such as Artificial Neural Networks (ANN), Fuzzy set theory and a number of competitive evolutionary optimization techniques inspired from the behavior of nature. ANN has the ability to learn from examples and produce a generalized model in attempt to forecast the future value. They are able to represent both linear and non-linear relationships and learn these relationships directly from the modeled data. Because of their ability to learn complex nonlinear mapping and self-adaptation for various statistical distributions, ANNs have been applied to stock market prediction extensively. Due to their inherent capabilities to approximate any non-linear function with high degree of accuracy, ANN based tools have received wide popularity in the areas of data mining, pattern reorganization, image processing, robotics and solving many other artificial intelligence problems.
A number of studies have been made for forecasting the stock market behavior by adopting soft and evolutionary computational techniques. These techniques include ANN, fuzzy systems, rough set theory, genetic algorithm, etc. Gradient descent based Back Propagation (BP) learning has been used by many researchers for training neural based forecasting models. However, BP learning is characterized with several disadvantages such as slow convergence, sticking to local minima and premature convergence. Nowadays, an increasing number of efforts have focused on several derivative free optimization techniques such as genetic algorithm, particle swarm optimization, ant colony optimization, and artificial bee colony optimization. Combination of these optimization techniques with ANN based models form hybrid models, and they are found to be more efficient in approximating and generalizing financial time series. These techniques have been applied to large number of computationally complex problems including financial forecasting, pattern recognition, control, etc. and have justified themselves superior to their conventional counterpart with improved solutions.
Artificial chemical reaction optimization (CRO) is one of the recently established meta-heuristics for optimization proposed by Albert Lam and Li [1] . It is an evolutionary optimization technique inspired by the nature of chemical reaction. In a short period of time, CRO has been applied to solve many problems successfully, outperforming many existing evolutionary algorithms. There are few applications of CRO to multiple-sequence alignment, data mining, classification rule discovery and some benchmark functions and the efficiency has been demonstrated [2, 3] . This optimization method does not need a local search method to refine the search and includes both local and global search capability. Unlike other optimization techniques, CRO does not require many parameters that must be specified at beginning and only defining number of initial reactants is enough for implementation. As the initial reactants are distributed over feasible global search region, optimal solutions can be obtained with little iteration and hence significant reduction in computational time is achieved. The CRO has been successfully used to solve many complex problems in recent years and found to be outperforming many other evolutionary population based algorithms.
As mentioned earlier, ANNs are data driven and requires sufficient number of examples for training. Insufficient number of training examples reduces the generalization and approximation capability of the model which may leads to suboptimal solutions. In many real life situations sufficient amount of training data may not be available or if so, the correlation between the data points may not be strong. Particularly in case of financial time series, random variations occur in the movement of stock market due to several socio-economical factors. Such random fluctuations lead to sudden fall after a steady increase or a sudden rise after a gradual fall, which are difficult to predict from previous data points. At the fluctuation point, previous data points that are not too close adversely influence the prediction trend. Some researchers attempted to enrich the training volume by adopting the deterministic and stochastic schemes for generating artificial training examples. These schemes are developed for training back propagation neural network for approximating ordinary time series. The details of such schemes will be discussed in the Section 2. In the schemes attempted by the previous researches, artificial training examples are generated by manipulating existing training data and these schemes were validated in function approximation, solving toy problems as well as some benchmark functions. In these methods each training example consists of only artificial or natural data points. Since there is the chance of existence of noise in the artificial training examples, the overall performance of the system may hamper. There are some methods generating artificial training samples by local interpolation of consecutive data points. The coexistence of these artificial sample points with the original data may be able to retain the trend or changes a little. These schemes are claimed to be effective for time series analysis and suggested to adopt where computation cost is not concerned due to increase in volume of training samples. However, the stock movements, which can be visualized as financial time series do not behave like ordinary time series. The existing artificial training sample generation schemes which follow local interpolation may not be able to handle the random fluctuations which occur frequently in the stock movement.
This paper organizes as follows: Section 1 gives introduction to stock market forecasting and importance of VDPs for ANN training. Previous research works related to this area are discussed by Section 2. Section 3 describes the basics of chemical reaction optimization. Section 4 describes about the forecasting models. Section 5 explains about the data collection and preprocessing. The existing VDP exploration schemes are presented in the Section 6. Section 7 explains about the CROVDP exploration method which is the contribution of this article. The experimental results obtained for the simulation studies are presented and analyzed in Section 8. Finally, Section 9 gives the concluding remark followed by a list of references. The main contribution of this article is the proposed approach for exploring VDPs computed by an evolutionary based approach termed as CROVDP. The VDPs are incorporated to the original training sets with the hope of achieving improved prediction performance. In order to compensate the computational cost due to increase in training volume, the model is trained in an adaptive manner. Hence the computation cost reduced in a large extent without degrading the accuracy.
Previous works
ANN and its hybrid techniques have been widely used for forecasting of the stock indices. This section explores the research conducted earlier using soft computing and its hybrid tools for prediction of stock indices.
Earlier for stock trading multi layer perceptron (MLP) using back propagation (BP) algorithm were employed. Back propagation based neural networks (BPN) have been applied to map the relationship among the inputs and outputs of complex systems [4, 5] . Because of their ability to learn complex nonlinear mapping and self-adaptation for various statistical distributions, ANNs have been applied to stock market prediction extensively. The BP algorithm may be considered as the frequently used algorithm applied to train the neural network [6, 7] . But getting trapped to
