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The study of a particular two-dimensional system of second-order ordinary 
differential equations with nonlinear monotone coefficients led to the results 
in this paper. Systematic use of the Picone identity is made. The techniques 
when applied to scalar equations generalize a comparison result of Bobisud 
and Grimmer and Waltman, and further, can be applied to certain functional 
differential equations. The natural extension to higher dimensions is given. 
Finally, a comparison theorem for the original system is given along with its 
relationship to a corresponding boundary value problem. 
1. INTRODUCTION 
The results in this paper were motivated by the following system of differ- 
ential equations and boundary conditions: 
(yT’(r))’ + yg(T(y), q)) T(r) = 0, 
WY) u’(y))’ + rh(T(r), u(y)) u(y) = 0, 
(1) 
T’(0) = 0, T(R) = Tw > 0, u’(0) = 0, u(R) = 0, (2) 
where only solutions lying in the first quadrant of the T-u plane are of interest. 
The system arises in a mathematical model for the steady equilibrium of the 
cylindrical positive column of an electrical discharge in a gas. The properties 
of the functions g and h that generated this study are (i) g, > 0, gr < 0, 
h, < 0, h, > 0, g > 0 for u > 0 and (ii) h(T, U) = 0 is equivalent to 
u = f(T), where f  is a positive monotone increasing continuous function. 
Let (T(y, To , z+,), U(Y, T,, , z+,)) denote the solution to the initial value 
problem for (1) at Y  = 0 with T(0) = T,, , T’(0) = 0, u(O) = u. , u’(O) = 0 
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(if g and k are Lipschitz continuous, then Picard iteration on the integral 
equations for (1) with the previous initial conditions at 1’ =: 0 gives existence, 
uniqueness, and continuity with respect to initial values for that initial value 
problem). An attempt was made to study the geometry of the solution paths 
in the first quadrant. A major goal was to find conditions on two different 
initial positions (To1 , u,,r), (T,, , u&, which would ensure that the corres- 
ponding solution paths would not cross one another. This could have 
implications concerning existence and uniqueness of solutions to (1) and (2), 
e.g., if T,,, = T,, = T,, and no1 < ~,,a implies that the paths did not cross, 
then we would have that to each center temperature T,, there is at most one 
solution to system (l)-(2). Success was not achieved in this direction for 
system (l)-(2). However, in Section 3, partial success was achieved for the 
analogue of (l)-(2), which corresponded to the case of a glow discharge 
between two infinite flat plates, and much better success was achieved for the 
systems described in Section 4. A comparison theorem for (1) was found, 
and it is presented in Section 5. But first the scalar case is treated in Section 2, 
where a generalization of some comparison and uniqueness results of 
Bobisud [2] and Grimmer and Waltman [4] is given along with comments on 
functional differential equations of a similar sort. I mention here that all 
results are found through systematic use of the Picone identity [8, pp. 2-31. 
2. THE SCALAR SECOND ORDER EQUATION 
Here I consider the nonlinear equation 
NL(Y) (t> = (P(C r(t)) Y’(W + q(t, y(t)) y(t) = 0, a. < t < b, (3) 
together with corresponding differential inequalities. 
THEOREM 1. Let H hold where H: p and q are continuous, p is positive when 
a < t < b, and p is nondecreasing and q is nonincreasing in y  JOY nonnegative y. 
If yi is defined on [a, b] with yi , p( , yi) yi’ E Cl for i = 1, 2, 
(A) NL(y,) (4 < 0 < NL(y,) (t) for a < t < b, 
W ~(a, Y&N ~z’(4 n(a) - ~(a, Y&N Al’ Y&) t 0, 
(C) Y&) > 0 0~ y&4 = y&4 = 0 -c x’(a), and 
(D) there is a t > a, with 1 t - a 1 possibly small, such that yl(t) < y2(t) 
for a < t < t, then 
rdt) < Y&h a<t<y, (4) 
where 
y  = sup(t E [a, b]: y7(s) > 0 if a < s < t>. 
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Ifrdr> > 0, then rdr> < ~~(74 ah. Yrl and yl’ do not vanish simultaneously 
and one ofp, q is strictly monotone, then we again have yl(r) < y2(y). I f  (A), 
(B), and (C) hold, y,(a) = ~~(a), y,‘(a) = y2’(a),p is positive when t = a, and 
the initial value problem at t = afor (3) has unique solutions, then yl(t) < yz(t), 
a<t<y. 
Remarks. Usually D is not given in theorems of this type, but instead 
hypotheses that imply D. D is, of course, implied by either y,(a) < yz(a) or 
yr(a) = y,(a) and yl’(a) < ~~‘(a). I f  neither condition holds, then the con- 
ditions yl(a) = yz(a), yl’(a) = ya’(a), p E Cr and p positive when t = a, 
NL(YJ (4 > WYI) (4 imply D. 
When (3) has unique solutions, the only solution that vanishes simultane- 
ously with its derivative is the zero solution. Linear examples show that when 
yr(r) = 0, an additional condition beyond (A), (B), (C), and (D), such as p 
or 4 strictly monotone, is needed to obtain yl(r) < ya(y). 
Theorem 1 generalizes [2, Theorem 51 and [4, Theorem 21, and the proof 
of the last part of Theorem 1 proceeds much as for those theorems. Theorem 1 
seems to be the natural generalization of the comparison results for the linear 
equation (p(t) y’)’ + q(t) y  = 0 (cf. [6, Sect. X1.31). 
Proof. Suppose (4) is not true. By (D), there is a /3 E (a, y) such that 
~di9 = y2(P) and M) < y2(t>, a < t -=c B. Thus, rl’(P) 2 Ye’. Define 
W(t) = tY2ttYYlw) (p(t, Y&)) Y2’(G Yl(t) - p(t, r1(t)) YlV) Yz(t)) 
for a < t < /3. (C) and (D) imply that lim,,, W(t) exists, and I define W(a) 
to be this limit. (B), (C), and (D) show that W(a) > 0. On (a, ,L3] I have the 
identity 
W(t) = (P(4 Y2(9 - Ph Y&N) Ym + (sr@, Yl(Q - 4(4 Y2(W Y2v) 
+ P(h n(t)) (Y2YO - (Yz(tYYdtN r1YtY (5) 
+ Y2(9 NL(Y2) tt> - Yl@> (Y2tt)iYdt)>2 WY11 w 
Elementary arguments show that y2’(t) - (y2(t)/yl(t)) yl’(t) + 0, a < t < y. 
Also, p(t, n(t)) > 0, a < t < /3, and the remaining terms on the right-hand 
side of (5) are nonnegative. By integrating (5), I find that there is a number 
E > 0 such that IV@) 3 E + W(a + 8) for all sufficiently small 6 > 0. Letting 
6 -+ 0 gives IV@) > E + W(a) > 0. But then ya’(P) > yr’(p), a contradiction. 
Thus, no such B exists, and (4) is true. 
If  yl(r) > 0, the previous argument works where now ,G E (a, ~1. Hence, if 
yr(r) = y2(y), then yr(y) = y2(y) = 0. Suppose now that y1 and yl’ do not 
vanish simultaneously, that one of p and q is strictly monotone, and that 
Y,(Y) = Ye. Then rl(r> = 0, and y2’W d n’(r>. Now yl’(d f 0 implies 
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that yr’(r), y,‘(y) < 0. Thus, we find that lim,,, W(t) exists and is equal to 
zero. In this case I cannot argue that y%‘(t) - (ya(t)/yr(‘l(t))y,‘(t) 9 0, 
a < t < y, but I do have that yn’ $0 and ye(t) > 0, a < t < y. These 
facts coupled with the strict monotonicity of p or 9 show that the right-hand 
side of (5) is positive at least on some nontrivial subinterval of (a, y). As 
before, I find that there is a number E > 0 such that 
WY - 6) 3 E + W(a + 8) 
for all sufficiently small 6 > 0. Letting 6 ---f 0 gives 
ljnj W(t) 3 E + W(u) > 0, -f 
a contradiction. Thus, y,(y) < ya(y). 
To prove the last statement of the theorem, I consider the solutions u, , 
V n ) n = 1, 2 ,..., of (3), where u,(a) = V,(U) =x(u), u,‘(u) = yr’(u) - l/n, 
v,‘(a) = yr’(u) + l/n. I apply the theorem first to the pair ye , U, and then to 
the pair v, , yr for each n; with regard to (C), I have that if yr(u) = 0, then 
u,‘(u) = yi’(u) - l/n > 0 if n is sufficiently large. I find that yz(t) > nn(t) 
for a < t as long as un(t) exists and is positive and that v,(t) > yl(t) for 
a < t < y  as long as v,(t) exists. Let y  be the unique solution of (3) with 
initial values y(u) = yr(u), y’(u) = yi’(u), and let 1 be its right maximal 
interval of existence. I have lim,,, vJt) = lim,,, am = y(t) for each t E I 
(cf. [3, Chap. 2, Theorem 4.31). On I n [a, y) I have yl(t) <y(t) < y2(t), and 
thus y  and y’ are uniformly bounded on In [a, y). This fact is enough to 
assert that [a, y) C 1. 
COROLLARY 1. 1fy2 vanishes in [a, b], then so does y, . 
COROLLARY 2. Let H hold, and let y  be a solution of (3) with y(u) ) 0 or 
y(u) = 0 < y’(u). Then the distance from a to the Jirst zero of y  is a monotone 
increasing function of the slope at a. 
COROLLARY 3. Let H hold. Then the boundary value problem for (3) with 
y(a) = A > 0, y(b) = B > 0, has at most one solution that ispositive on (a, b). 
If, in addition, the initial value problem at t = a for (3) has unique solutions, 
then the assertion holds for A = 0. If we further add that one of p or q is strictly 
monotone, then the assertion holds for B = 0 us well. 
I now consider the more general differential equation 
NLF(y) (t) := (p(t;y)y’(t))’ + q(t;y)y(t) = 0, u<t<b, (6) 
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where p and 4 are functionals that for each t E [a, b] depend on the values of 
y(s) for s E [a, t], and where p, Q and y have the property that y, p( ; y) y’ E Cl, 
n( ; y) E C and p is positive for a < t < b. For example, p and 4 could involve 
evaluation of y at t, as will be seen in the applications. 
One may very well be interested in a boundary value problem for (6) with 
y(t) > 0, a < t < b, and y(b) = 0. Suppose that there is a positive Ci function 
oft, y = f(t), defined on [a, b] withf’(t) < 0 such that for each fixed t E [a, b], 
q(t;y) = 0 if and only if y(t) =f(t) and ~(t; y) (y(t) -f(t)) < 0 whenever 
y(t) #f(t); see Section 3 for an example. Then, by an integration of (6), one 
can show that if y(a) <f(a) and y’(a) < 0, where (y. E [a, b], then y’(t) < 0 
at least until y(t) = f(t). Further, if y(t) is a solution of (6) with y(a) >~(Lx) 
and y’(a) >, 0, then y’(t) > 0 for all t E (01, b]. Consequently, if y(t) is a solu- 
tion of (6) with y(b) = 0 and y(t) > 0, a < t < 6, then y’(t) < 0 for all 
t E [a, b], where 0 is the first time that y(t) equals f(t) when y(u) <f(u) and 
where cr = a when y(u) > f(u). In such cases the restriction to the interval on 
which min(yr’(t), yz’(t)) < 0 in the conclusion of Theorem 2 later is not a 
serious deficiency. Further, in Theorem 4 of [2] the hypotheses imply that 
min(y,‘(t), y,‘(t)) < 0 on the interval is of interest. Finally, this is also true 
in Theorem 2 when Q is nonnegative and ~~‘(a) < 0. 
THEOREM 2. Let p and q have the following monotonicity properties: If 
0 < Y,(S) < Y,(S) for a < s < t, whm y1 , y2 E C, then p(t; YJ < p(t; y2> and 
q(t; yl) 3 q(t; y2). If yi is dejned on [a, b] with yi , p(.; yi) yi’ E Cl and 
q(*; yi) E C for i = 1, 2, 
(A) NLW,) (t) < 0 < ~-WY,) (Ofor a < t < h 
W P(U; ~2)~2'(4~&) - P~Y,)Y~‘(~Y~W 2 0 and Y~Q> > 0, and 
(C) there is a t > a, with / t - a 1 possibZy small, such that yl(t) < y2(t) 
for a < t < t, then 
Y&) < Y2W for u<t<y, 
where 
y = sup{t E [a, b]: yr(s) > 0 and min(y,‘(s), y2’(s)) < 0 whenever u < s < t}. 
The proof of this theorem is nearly identical to the last proof and will not 
be stated. 
There are natural modifications of the preceding theory for the case of 
functional differential equations of the type 
(P(4 Yt) Y’W + dt, Yt> y(t) = 0, u<t<b, 
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where the notation is from [5]. Th e monotonicity properties of p and 4 
become: If 4, + E C([-r, 01, R) with 0 < +(19) < i/l(e) for --I < B < 0, then 
p(t, 4) < PC4 $1 and 444 $1 2 dt, $1. 
Bobisud [2] considered the equation 
Y” + f(f, Y) y’ + g(t, Y) y  = 0, a<t<b, (7) 
wheref and g are nonnegative and continuous and f is nondecreasing, whereas 
g is nonincreasing in y. Eq. (7) can be written as 
where 
MC Y) Y’)’ + qtt; -2) Y = 0, 
and 
P(C Y> = exp (IGtf 6, Y(S)) q 
4k Y) -= P(C Y) .dc r(t))* 
p has the monotonicity property of Theorem 2, whereas q may not. q does if f 
is independent of y  (however, Theorem 1 then applies) or if g is nonpositive. 
Thus, Theorem 2 extends Bobisud’s result for (7) to the case of nonpositive g 
and decreasing solutions. 
3. THE ANALOGUE OF (l)-(2) 
Here I consider the system 
T”(x) + g(T(4, u(x)> T(x) = 0, 
(T(x) u’(x)>’ + h(T(4, u(x)) U(X) = 0, 
(8) 
T’(0) x 0, T(X)= Tw>O, 
u'(0) = 0, u(X) = 0, (9) 
where, for the moment, g and h have the properties indicated in Section 1. 
Again I consider the solution (T(x, To , u,,), U(X, T,, , u,,)) to (8) with T’(0) = 0, 
T(0) = To, u'(O) = 0, u(O) = uo. Since g > 0 when u > 0, we see that 
T’(x) < 0 for x > 0 as long as the solution is in the first quadrant of the T-u 
plane. Thus, I can define a function U(t) = U(t, 2’s , u,,) by 
4x, T,, , 4 = VT@, T,, , u,,), To ,uo). 
Then T(x) satisfies the equation 
T" +g(T, U(T)) T = 0, 
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and I can integrate this equation to obtain 
TO l/2 
T'=- 2 
u 
g(s, U(s)) s ds 
i 
. 
T 
By using this expression for T’(x), I find that u(t) satisfies the following 
differential equation in self-adjoint form: 
gh U(s)) s ds 
Further, 
t < T,. (10) 
Wo) = uo, 
In this section I am interested in t decreasing from the right endpoint To in 
contrast to Section 2, and so I shall be concerned with appropriate analogues 
of the results in that section. 
Under hypothesis (ii) of the introduction one can show that for a solution 
to (8) and (9) I must have (dU/dt) > 0, T, < t < To (cf. [l, Theorem 2.11). 
Thus, only solutions of (10) with u0 < f( To) are of interest, and an integration 
of (10) shows that for such solutions (dU/dt) > 0 at least until (t, U(t)) leaves 
the set where h is positive. Now 
p(t; u) G t (l)Tog(s, U(s)) s ds)l’ 
has the monotonicity property of Theorem 2, whereas 
4(t; U) = h(t, U(t)) 
2 (iTog(s, U(s)) s ds)l” 
has the monotonicity property on the set where h is nonnegative. Further, 
q(t; 77) (U(t) -f(t)) < 0 when U(t) #f(t) andf(t) is monotone increasing. 
By previous methods I can prove Theorem 3, which follows. I note that 4 
is integrable on intervals with To as the right endpoint and (ii) of the intro- 
duction is not needed. 
THEOREM 3. Let g and h be Lipschitz continuous, let g be nondecreasing in u, 
let h be nonincreasing in u, and let g(T, u) > 0 for u > 0. If h(to , uol) > 0 and 
0 < uol < uo2 , then 
L7(t, To 3 u,,d < U(t, To , uo2) for t E (tl , ToI, 
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where f, :- inf{r > 0: h(s, U(s, T, , uol)) ;- 0 and U(s, T, , uul) : ’ 0 
whenever t < s < To}. I f  one of g and II is strictly monotone in u, theu 
W , To , ud < u(tl , To , G) ah. 
The interpretation for (8) is simply that if 0 < u,,i < ~,,a and A( T, , uOJ >a 0, 
then the path (l’(x, T,, u,,J, u(x, T, , uo2)) lies above the path 
(W, T,, , u,,), u(x, To , 01 , u )) at least while the latter path is in the set where 
h(T, U) > 0 and u > 0. In case h is nonnegative and strictly monotone in u 
in the first quadrant, then system (8)-(9) has the limited uniqueness property 
alluded to in the introduction. 
I point out that the special case of (8)-(9) m which g = 0 and h is linear in u 
has been thoroughly investigated [9], 
4. NONLINEAR SECOND ORDER SYSTEMS 
The previous theory will now be extended to systems of the form 
be, YW Yi’W’ + Qi(% Y(X)) Yi(4 = 0, i == 1, 2 ,..., 71, a < x < b, 
where nowy is a vector of dimension n. I will not prove this theorem. 
THEOREM 4. For each i = 1, 2 ,..., n let pi and qi be continuous, and let pi 
be positive for a < x < b. Let the integers in {I, 2,..., n} be divided into two 
disjoint sets Kl and K, , one of which may be empty, such that p, is nondecreasing 
in yj for nonnegative yj when i, j E Kl or i, j E K, , and pi is nonincreasing in yj 
for nonnegative yi when i E Kl , j E K, , or i E K, , j E Kl , and the opposite 
monotonicities hold when pi is replaced by qi . <f u, v  aye dejked on [a, b] with u, v, 
A(., 4 Ul’, pd., v) Vl’,..., p,(., 4 un’, Pn(., v) v,’ E Cl, 
(-9 (P~(x, 44) uiW>’ + qi(x> 44) G9 
G 0 < @4x, 44) %‘(X)>’ + Pi(X, v(x)> Vi(X) 
for a < x < b and i E Kl , where the opposite inequalities hold for i E K, , 
(B) A(a, v(a)) vi’(a) u,(a) - p& u(a)) ui’(a> vi(a) 3 0 for i E Kl , 
p,(a, u(a)) ui’(u) vi(a) - p,(a, v(a)) Z+'(U) U,(U) 3 0 for i E K, . 
(C) ui(a) > 0 when i E Kl and vi(a) > 0 when i E Kz , and 
(D) there is un f  > a, with 1 5 - a 1 possibly small, such that 
Ui(4 < Vi(X)> a<x<x, ieK, 
Ui(X) > Vi(X), a-=cx<x, iEK2, 
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then the inequalities in (D) hold for a < x < y, where 
y  = sup{% E [a, b] : uI(s) > 0 for i E RI , vi(s) > 0 for i E KS and 
min(ul(s), w$‘(s)) < 0 for i = l,..., n whenever a < s < x}. 
I f  each pi depends onty on yi and if (C) is replaced by 
(C’) ui(a) > 0 or u,(a) = v,(a) = 0 < u,‘(a) when i E RI and vi(a) > 0 
OY v,(a) = u,(a) = 0 < vi’(a) when i E K, , then y  can be taken as 
y  = sup{x E [a, b]: ui(s) > 0 for i E RI and 
q(s) > 0 for i E K, whenever a < s < x}. 
5. THE SYSTEM (l)-(2) 
Theorem 4 does not apply to the system (l)-(2); however, I do have the 
following. 
THEOREM 5. Let g and h be Lipschitz continuous with g nonincreasing in T 
and nondecreasing in u while h is nondecreasing in T and nonincreasing in u for 
T>O, -~<u<(:,Letg(T,u)>Oforu>Oandg(O,T)=O.Let T,, 
uz, u> T u,, be Pfunctions defined on 0 < r < r,, such that 
u,‘(r) < 0, u,‘(r) < 0, Tz(r) > 0, uz(O> > 0, 
and if u@) = 0 at some r” E [0, r,], then ut’(T”) < 0. Further let 
(rTu’)’ + v(T,, uz> T, b 0, (rT,uz)’ -t +“tt, uz) uz < 0, 
Wz’)’ + rg(Tz ,G> Tz < 0, (rTuu,‘)’ + rh(Tz , G) u, 3 0. 
If  (T(r), u(r)) is a solution to 
(rT’)’ + rg(T, u) T = 0, (rTu’)’ + rh(T, u) u = 0, 
with T’(O) = u’(O) = 0 so that for some possibly small r > 0 
Uz(T) < u(r) < U&), T,(r) < T(r) < T,(y) (11) 
when 0 < r < 7, then these inequalities hold for 0 < Y < min(r, , jirst zero of 
u(r)). 
Remarks. (i) The differential inequalities in the theorem can be un- 
coupled in applications where a priori upper and lower bounds for T are 
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known. For example, g(I’, U) >‘-- 0 for u >- 0 implies that T’(r) --: 0 at least 
as long as U(T) is positive, and we see that 7’” can replace T, in the last inequal- 
ity. When it is known that g(T(r), U(Y)) T( r is ) d ecreasing, it can be shown 
that T(r) 3 To + T"(0) G/2, and T,(r) can be replaced by To --~ T"(0) r?'2 
in the second inequality. (ii) A likely application of this theorem would be to 
show that (l)-(2) has a solution, and, as pointed out earlier, hypothesis (ii) 
of the introduction implies that for a solution U’(P) < 0, 0 < T :< R. Thus, 
the hypothesis of Theorem 5 requiring that Us’, U,,‘(Y) < 0 is not overly 
restrictive. 
Proof. Sinceg(0, T) = 0, I have that U(Y) = 0 and T(r) = T,, is a solution. 
Uniqueness of solutions now implies that U(T) and u’(r) cannot vanish simul- 
taneously unless u is identically zero. 
I shall have use for the following two Picone relations: 
= rTlz(g(Tz , if&) - g(Tl , cl)) -f- r(T,' - (T,/T,) T2')2 
+ Td(yT~')' + vtT1 > CA TJ 
- T,(TJT,)" ((yT2’)’ + v(T, > %) T2)> 
(12) 
i 
~(rT,u,'u, - ~Tp,'u,))' 
= m12(h(T2 , u2) - h(T, , al)) + r~;~(l; - T,) + YT~(z+ - (u+Ju~')~ 
+ MT+l') + ~h(Tl 9 zs,) 4 
- u2(+J2 ((YT~u~‘)’ + rh(T2 , 4 ~2). (13) 
I f  uI has a zero in [0, r,], then it has exactly one, and I label it r,; otherwise, 
let or = y0 . I f  u has a zero in [0, Y,,], then I label it r,; otherwise, let y2 = Y,, . 
Let 7 be maximal in (11) in the sense that at least one of the strict inequalities 
becomes an equality at r. I f  equality does not occur, let r = Y,, + 1. I wish 
to show that f  > min(r, , y2). 
First suppose that r < min(r, , or). 
Case (i). ul(r) = u(T). Then u,‘(f) > U’(T). In (13) let Tl = T, = T, 
u1 = in, = u, T, = T, , T, = T, , u2 = ii2 = ur . I have that 
m;"(T, - T,) = rd2(T - T,) > 0 
at some point of (0, Y); for otherwise, U(T) 2 u(0) together with (11) and 
~~‘(7) < 0 implies that U(F) > ZQ(T). Each of the remaining terms on the 
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right-hand side of (13) . is nonnegative. Thus, upon integrating (13), I have 
that there are E, 6 > 0 so that if f - 6 < r < f, then 
$ @T(r) U’(Y) z&) - rT,(r) zQ’(Y) U(Y)) > E. 
If F < Yi ) let r -+ f1 to obtain 
fu(F) (T(r) u’(f) - T,(F) ul’(F)) > 0. 
But -T(P) u,‘(f) > - T1(p) Us’, which shows that 
fu(F) T(f) (u’(P) - &‘(f)) > 0, 
or U’(T) > ul’(P), which is a contradiction. Next, suppose f = y1 . Then 
U(YJ = ur(ri) = 0, and letting r + ri in the previous inequality gives 
which is a contradiction. 
Case (ii). u,(f) = u(7). Then U’(P) > uU’(f). In (13) let Tl = T, , 
Tl = Tc , u1 = ii1 = u, , T2 = T, = T, u2 = & = u. From case (i) I have 
U(F) > ur(f) 3 ul(yl) > 0. Now I can argue that 
Ul’ - (24,/u,) us’ = 24,’ - (UJU) u’ qzk 0 
on (0, f). The remaining terms on the right-hand side of (13) are nonnegative. 
Integrating (13) from y = 0 to r = f gives 
h(f) ( Tu(P) u,‘(P) - T(r) u’(f)) > 0. 
From u,‘(f) < 0, I obtain T(F) u,‘(f) >, T,(f) u,‘(f), and hence U;(F) >u’(f), 
which is a contradiction. 
Case (iii). T,(f) = T(F). Then T,‘(F) > T(f). In (12) let Tl = rl = T, 
tii = u, T, = T, = T, , ziz = u, . I can argue that 
T,’ - (TJT,) T2’ = T’ - (T/T,) T,’ + 0 
on (0, T) and (12) leads to the contradiction AL’ < T’(F). 
Case (iv). T,(f) = T(F). This is again impossible. 
I now have f > min(r, , ri). If r, >, r0 , then I am done. Suppose that 
ri < y. and that ri < r < min(r, , ~a). 
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Case (i). Us = U(T). This case cannot occur because Us < 0 .< U(Y) 
for rr < r -< ra . 
Case (ii). u,(F) = u(F). I f  F = r2 and u(ra) = 0, then I can argue that 
r$“(T, --- lg) = ru;“(TzL - T) > 0 at some point of (0, F), which provides 
strict inequality when integrating (13); otherwise, 
ul’ - (Ul/U2) u2’ = uur - (U& 24’ + 0, 
0 < Y < F provides the needed strict inequality. 
Cases (iii) and (iv) are handled just as before. I conclude that 
f  > min(r, , ra). 
As a final note I will indicate how Theorem 5 pertains to the problem 
(l)-(2). Let S be a homeomorphic image of the standard unit square I x 1, 
I = [0, 11, lying in the first quadrant of the T-U plane with L, , L, , La and 
L, , respectively, the images of I x {0}, I x {I}, (0) x I and (1) x I. Suppose 
thatu(~,T,,u,)~Ofor(T,,u,)EL1,u(R,T~,u,)~Ofor(T,,zl,)EL,, 
T(R,T,,u,)--T,~Ofor(T,,u,)~L,,andT(li,T,,u,)--T,~Ofor 
(T,, , uu) EL, . Then (l)-(2) has a solution with (To , u,,) E S. This fact 
follows from the continuity of (T(r, T, , uO), U(Y, T,, , ~a)) with respect to 
(T,, , u,,) and from Miranda’s Theorem [7, p. 363-3661. The functions u, , uI , 
T, , and T, may provide the needed estimates for T(R, T,, , us) - T, and 
u(R, To , u,J on the boundary of S. Essentially, what I have presented is an 
analytic “shooting method.” 
An alternative method to Theorem 5 for providing the estimates on the 
boundary of S is contained in [I]. 
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