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Nakljucˇni slonji sprehodi
Povzetek
Obravnavamo nakljucˇni slonji sprehod, kjer so prirastki odvisni od celotne zgodo-
vine procesa. Izracˇunamo funkciji pricˇakovane vrednosti in variance procesa ter
ugotovimo, da nakljucˇni sprehod pri dolocˇeni vrednosti parametrov modela preide
iz difuznega v superdifuzni rezˇim. Obravnavamo konvergenco procesa in pokazˇemo,
da zanj velja krepki zakon velikih sˇtevil. Ugotovimo, da v difuznem rezˇimu in tudi
na tocˇki prehoda ustrezno normaliziran proces konvergira k normalni slucˇajni spre-
menljivki, v superdifuznem rezˇimu pa k nedegenerirani slucˇajni spremenljivki, ki pa
ni normalna.
Elephant random walks
Abstract
We consider the random elephant walk, where the increments depend on the whole
history of the process. We calculate functions of expected value and variance of the
process and see, that depending on the values of parameters, the process exhibits
diffusive and superdiffusive behaviour. We discuss the convergence of the process
and show, that the strong law of large numbers holds. In diffusive regime and also at
the transition point, the process, when suitably normalized, converges to a normal
random variable. However, this is not the case in superdiffusive regime, where we
have convergence to a non-degenerate, yet not normal random variable.
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1. Uvod
Nakljucˇni slonji sprehod je bil prvicˇ predstavljen leta 2004 v cˇlanku [1], katerega
avtorja sta Gunter M. Schu¨tz in Steffen Trimper. Je enostaven nakljucˇni sprehod,
kar pomeni, da lahko prirastki zavzamejo le vrednosti ±1 in eden redkih primerov
ne-Markovskega procesa, pri katerem lahko vse momente izracˇunamo eksplicitno. V
prvih letih po predstavitvi modela se je domnevalo, da proces pri vseh vrednostih
parametrov modela konvergira k normalni slucˇajni spremenljivki, a se je kasneje
izkazalo, da to velja le v difuznem rezˇimu in na tocˇki prehoda, ne pa tudi v su-
perdifuznem rezˇimu. Konvergenco v slednjem so uspesˇno obravnavali sˇele Cristian
F. Coletti, Renato Gava in Gunter M. Schu¨tz leta 2016 v [2], kjer so ugotovili, da
proces v tem primeru konvergira k nedegenerirani slucˇajni spremenljivki, ki pa ni
normalna. V nadaljevanju diplomskega dela bomo sledili predvsem cˇlankoma [1] in
[2], kjer so opisane osnovne lastnosti ter konvergence nakljucˇnega sprehoda. V delu
so dodani tudi grafi, ustvarjeni s pomocˇjo programskega jezika R, ki nam omogocˇajo
lazˇjo vizualizacijo lastnosti nakljucˇnega sprehoda. Zaradi korelacij med prirastki se
je proces v nekaterih primerih izkazal primeren za obravnavo koreliranih delcˇkov za-
poredij DNK v genomih, korelacije cˇrk v raznih tekstih ter gibanje cene vrednostnih
papirjev na borzah.
Slika 1.1. Primeri trajektorij
Zgornja slika nam prikazuje 6 simuliranih trajektorij nakljucˇnega slonjega sprehoda po
50.000 korakih pri vrednostih parametrov p = 0.5 in q = 0.5. Vloga slednjih v procesu je
razlozˇena v nadaljevanju. Pri tem konkretnem izboru parametrov je nakljucˇni slonji
sprehod kar enak enostavnemu simetricˇnemu nakljucˇnemu sprehodu.
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2. Opis nakljucˇnega sprehoda
V tem poglavju si bomo ogledali definicijo nakljucˇnega slonjega sprehoda in nje-
gove osnovne lastnosti. Pogledali si bomo parametre nakljucˇnega sprehoda ter opi-
sali njihovo vlogo v procesu. Izracˇunali bomo sˇe pogojne verjetnosti prirastkov
glede na zgodovino procesa in z njihovo pomocˇjo dobili verjetnosti, da se proces v
dolocˇenem cˇasu nahaja na tocˇno dolocˇenem polozˇaju.
Definicija 2.1 (Nakljucˇni slonji sprehod). Nakljucˇni slonji sprehod je enostaven
enodimenzionalni nakljucˇni sprehod z vrednostmi v celih sˇtevilih, kjer so prirastki
odvisni od celotne zgodovine procesa, od koder izhaja tudi ime nakljucˇnega spre-
hoda, saj naj bi imeli sloni zelo dober spomin. Nakljucˇni slonji sprehod (Xn)n≥0 se
zacˇne v cˇasu 0 v izhodiˇscˇnem polozˇaju X0. Z vsakim korakom se premaknemo za 1
gor ali dol, torej je polozˇaj v vsakem cˇasu n ≥ 1 dan z
Xn = Xn−1 + ηn,
kjer je ηn = ±1 slucˇajna spremenljivka, ki predstavlja nakljucˇni prirastek v cˇasu n
in ima naslednji lastnosti:
(1) Iz izhodiˇscˇnega polozˇaja X0 se z verjetnostjo q premaknemo gor ali dol z
verjetnostjo 1− q oziroma:
η1
d
=
(︃ −1 1
1− q q
)︃
.
(2) V cˇasu n za n ≥ 2 pa iz mnozˇice preteklih cˇasov {1, . . . , n− 1} nakljucˇno, z
enakomerno verjetnostjo 1
n−1 , izberemo cˇas j, prirastek ηn pa je nato odvisen
od preteklega prirastka ηj in ima naslednjo porazdelitev:
ηn
d
=
(︃ −ηj ηj
1− p p
)︃
.
Iz zgornjih lastnosti procesa ocˇitno sledi:
Xn = X0 +
n∑︂
k=1
ηk.
Iz definicije vidimo, da nam parameter p dolocˇa, koliksˇna je verjetnost, da bomo v
danem trenutku pot nadaljevali v isti smeri kot v nakljucˇno izbranem prirastku iz
preteklosti, zato mu pravimo tudi parameter spomina. V nakljucˇnem sprehodu ima
parameter p kljucˇno vlogo. Njegov vpliv na trajektorije lahko vidimo na sliki 2.1. Ko
je p majhen, bomo pot pogosteje nadaljevali v nasprotni smeri od prirastka, ki smo
se ga spomnili iz preteklosti, zato se od izhodiˇscˇnega polozˇaja ne bomo oddaljili
prevecˇ. Pri velikih vrednostih parametra p pa bomo pot pogosteje nadaljevali v
smeri izbranega preteklega koraka, zato bodo trajektorije bolj usmerjene, proces
pa se bo v vecˇini primerov oddaljeval od izhodiˇscˇnega polozˇaja. Poseben primer
nakljucˇnega sprehoda imamo pri vrednostih parametra p = 1
2
in p = 1. V prvem
primeru imamo enostaven simetricˇni nakljucˇni sprehod, saj je sprehod popolnoma
neodvisen od svoje zgodovine, v drugem pa je proces skoraj deterministicˇen, saj je
nakljucˇen le prvi korak, vsi ostali pa so mu enaki.
Zaradi lazˇje obravnave od sedaj naprej predpostavimo, da velja X0 = 0, torej
Xn =
n∑︂
k=1
ηk.
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Slika 2.1. Vpliv parametra p na trajektorije
Vidimo primere simuliranih trajektorij po 50.000 korakih pri razlicˇnih vrednostih
parametra p in fiksni vrednosti parametra q = 0.5. Zgoraj levo vidimo primer, ko p = 0,
torej ko pot zagotovo nadaljujemo v nasprotni smeri od koraka, ki smo se ga spomnili iz
preteklosti, zato so trajektorije v tem primeru najbolj razgibane. Zgoraj desno vidimo
trajektorije procesa pri p = 0.5 oziroma trajektorije enostavnega simetricˇnega
nakljucˇnega sprehoda, kjer so prirastki popolnoma neodvisni od zgodovine procesa. Levo
spodaj, pri vrednosti parametra p = 0.75, so prirastki zˇe mocˇneje korelirani in zato
trajektorije bolj usmerjene. Koreliranost je sˇe vecˇja na grafu desno spodaj pri vrednosti
parametra p = 0.98, ko je proces zˇe skoraj deterministicˇen, trajektorije pa podobne
premicam.
Definicija 2.2 (Filtracija). Na prostoru vseh mozˇnih izidov η1, . . . , ηn imamo sigma
algebro F ′n := 2{−1,1}n , naravna filtracija procesa pa je za n ≥ 1 dana z:
Fn := σ(η1, . . . , ηn).
V naslednji lemi si oglejmo, kaksˇna je pogojna verjetnost, da se bomo v dolocˇenem
cˇasu premaknili gor oziroma dol, cˇe zˇe poznamo vrednosti vseh preteklih prirastkov.
Lema 2.3 (Pogojne verjetnosti prirastkov). Pogojna verjetnost, da ηn zavzame vre-
dnost η = ±1 pogojno na Fn−1, je enaka:
(2.1) P(ηn = η | Fn−1) = 1
2(n− 1)
n−1∑︂
k=1
(︂
1 + (2p− 1) ηkη
)︂
za n ≥ 2.
Pogojna verjetnost, da η1 zavzame vrednost ±1 je enaka brezpogojni.
Dokaz. Dokaz sledi neposredno iz definicije slucˇajnega sprehoda, za lazˇjo predstavo
pogojne verjetnosti pa si oglejmo, kaj dobimo, ko je η = 1. Cˇe je tudi ηk = 1, je k-ti
cˇlen v vsoti enak p
n−1 , kar je ravno verjetnost, da bomo iz preteklih korakov nakljucˇno
izbrali ηk = 1 in pot nadaljevali v isti smeri. Pri ηk = −1, torej v nasˇem primeru
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nasprotnega predznaka kot η, je k-ti cˇlen v vsoti enak 1−p
n−1 , kar pa je verjetnost, da
bomo iz preteklih korakov izbrali ηk = −1 in pot nato nadaljevali v nasprotni smeri.
Podoben razmislek velja za η = −1. Ko na ta nacˇin sesˇtejemo vse cˇlene v vsoti,
dobimo ravno iskano pogojno verjetnost. □
Slika 2.2. Porazdelitev X1, X2, . . . , X40
Na zgornjem grafu so prikazane verjetnosti, da proces zavzame dolocˇen polozˇaj za vsak
cˇas do vkljucˇno cˇasa n = 40 pri vrednostih parametrov p = 0.75 in q = 0.5. Viˇsina
stolpca predstavlja verjetnost polozˇaja v dolocˇenem cˇasu. V ozadju vidimo dva najviˇsja
stolpca, ki predstavljata verjetnosti polozˇajev ±1 po prvem koraku. Ker je q = 0.5, sta
oba polozˇaja enako verjetna, stolpca pa visoka 0.5. Verjetnosti polozˇajev v cˇasu n = 40
predstavljajo stolpci v ospredju. Vidimo, da so polozˇaji okrog izhodiˇscˇa najbolj verjetni,
kar pa ni vedno res, saj so pri vecˇjih vrednostih parametra p zaradi vecˇje korelacije med
prirastki bolj verjetni polozˇaji, ki so od izhodiˇscˇa bolj oddaljeni.
2.1. Rekurzija verjetnosti. Iz pogojnih verjetnosti prirastkov v enacˇbi (2.1) lahko
dobimo rekurzivno zvezo med verjetnostmi P(X,n), da se proces ob cˇasu n nahaja
na polozˇaju X. V naslednji lemi si zvezo oglejmo podrobneje.
Lema 2.4. Verjetnost P(X,n) lahko izrazimo rekurzivno:
P(X,n) =
1
2
(︃
1− 2p− 1
n− 1 (X + 1)
)︃
P(X + 1, n− 1)
+
1
2
(︃
1 +
2p− 1
n− 1 (X − 1)
)︃
P(X − 1, n− 1).
Dokaz. Ker prirastki zavzamejo vrednosti ±1, obstajata dve mozˇnosti, kako v cˇasu
n pridemo v polozˇaj X. Prva mozˇnost je ta, da smo bili v cˇasu n − 1 v polozˇaju
X − 1 in je bil ηn = 1, torej smo se premaknili za 1 gor in priˇsli v polozˇaj X. Druga
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mozˇnost pa je, da smo bili v cˇasu n − 1 v polozˇaju X + 1 in je bil ηn = −1. Tako
dobimo:
P(X,n) = P(ηn = −1 | Fn−1)P(X + 1, n− 1)
+ P(ηn = +1 | Fn−1)P(X − 1, n− 1).
Ko za P(ηn = ±1 | Fn−1) uposˇtevamo enakost iz (2.1) in sˇe, da je vsota korakov
do cˇasa n − 1 ravno polozˇaj v cˇasu n − 1, v nasˇem primeru X ∓ 1, dobimo ravno
rezultat iz leme:
P(ηn = ±1 | Fn−1) = 1
2(n− 1)
(︄
(n− 1)± (2p− 1)
n−1∑︂
k=1
ηk
)︄
=
1
2
(︃
1± 2p− 1
n− 1 (X ∓ 1)
)︃
.
□
Slika 2.3. Porazdelitev X300 pri razlicˇnih vrednostih parametra p
Na zgornji sliki lahko vidimo porazdelitev slucˇajne spremenljivke X300, torej polozˇaj po
300 korakih pri razlicˇnih vrednostih parametra p in q = 0.5. Zgoraj levo vidimo
porazdelitev pri p = 0. Kot smo zˇe domnevali iz slike 2.1, tu sˇe enkrat vidimo, da so v
tem primeru najbolj verjetni polozˇaji blizu izhodiˇscˇa. Graf desno zgoraj pri p = 0.75 je
podobne oblike, opazimo pa, da je porazdelitev rahlo bolj splosˇcˇena. Levo spodaj vidimo,
da se vrh porazdelitve pri vecˇjih vrednostih parametra p, v tem primeru p = 0.85, zaradi
vecˇje korelacije med prirastki razdeli na dva dela. Desno spodaj, pri p = 0.95, je ta
korelacija sˇe vecˇja in posledicˇno polozˇaji dalecˇ od izhodiˇscˇa sˇe bolj verjetni.
S pomocˇjo rekurzivne zveze lahko izracˇunamo verjetnosti poljubnih polozˇajev v
poljubnih cˇasih. Na sliki 2.2 lahko vidimo, kaksˇne so verjetnosti, da nakljucˇni spre-
hod zavzame dolocˇene vrednosti za vsak cˇas do vkljucˇno cˇasa n = 40 pri vrednostih
parametra p = 0.75 in q = 0.50.
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Slika 2.4. Vpliv parametra p na porazdelitev X10
Preoblikovanje vrha v porazdelitvi Xn je bolj jasno vidno pri manjˇsih n, zato smo si na
zgornji sliki izbrali n = 10 in opazujemo porazdelitev X10 pri razlicˇnih vrednostih
parametra p in q = 0.5. Zgornja grafa nam prikazujeta primera, ko je p = 0.74 oziroma
p = 0.75 in ima porazdelitev le en vrh. Na spodnjih grafih pa se pri p = 0.76 oziroma
p = 0.77 vrh porazdelitve zaradi vecˇje korelacije med prirastki razdeli na dva dela.
Zgornji grafi nam dajejo slutiti, da ima vrednost parametra p = 0.75 v procesu
pomembno vlogo.
Kot zanimivost lahko omenimo, da si lahko mislimo, da korake delamo s frekvenco
∆t in dolzˇino ∆x. Enakost iz leme 2.4 v tem primeru izgleda tako:
P(x, t) =
1
2
(︃
1− 2p− 1
t−∆t (x+∆x)∆x
)︃
P(x+∆x, t−∆t)
+
1
2
(︃
1 +
2p− 1
t−∆t (x−∆x)∆x
)︃
P(x−∆x, t−∆t)
=
1
2
(︂
P(x+∆x, t−∆t) + P(x−∆x, t−∆t)
)︂
+
2p− 1
2(t−∆t)∆x
(︂
P(x−∆x, t−∆t)(x−∆x)
− P(x+∆x, t−∆t)(x+∆x)
)︂
.
Opazimo, da je izraz znotraj oklepaja v zadnjem izrazu ravno enak minus 1. diferenci
za spremenljivko 2∆x oziroma −2∆x ∂
∂x
[xP (x, t−∆t)]. Cˇe si mislimo, da lahko
verjetnosti P(x±∆x, t−∆t) razvijemo v Taylorjevo vrsto do cˇlenov drugega reda,
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dobimo
P(x, t) = P(x, t)−∆tPt(x, t) + ∆2xPxx(x, t) + ∆2tPtt(x, t)
+
2p− 1
t−∆t ∆
2x
(︃
− ∂
∂x
[︂
xP (x, t−∆t)
]︂)︃
,
Ko zgornji izraz delimo z ∆t in posˇljemo ∆x ter ∆t proti 0 tako, da je ∆
2x
∆t
≈ c,
dobimo naslednjo parcialno diferencialno enacˇbo za
”
gostoto“ P.
Pt = c
(︃
Pxx − 2p− 1
t
∂
∂x
[︂
xP
]︂)︃
Vrnimo se nazaj k diskretni verziji procesa. Slika 2.3 nam prikazuje verjetnostno
porazdelitev X300 pri razlicˇnih vrednostih parametra p. Vidimo lahko, da se pri
majhnih vrednostih parametra oblikuje en vrh, pri vecˇjih vrednostih parametra pa
se zaradi vecˇje korelacije med prirastki vrh razdeli na dva dela. Na sliki 2.4 vidimo,
da se v posebnem primeru, ko je n = 10, to zgodi pri vrednosti parametra p med
0.75 in 0.76.
3. Pricˇakovana vrednost in drugi momenti
V tem poglavju se bomo posvetili momentom nakljucˇnega slonjega sprehoda. Naj-
prej bomo izracˇunali funkcijo pricˇakovane vrednosti procesa in si ogledali njeno
asimptoticˇno vedenje. Kot smo zˇe omenili v uvodu, je nakljucˇni slonji sprehod eden
redkih ne-Markovskih procesov, kjer lahko eksplicitno izracˇunamo vse momente,
zato si bomo ogledali, kako jih eksplicitno izraziti s pomocˇjo rekurzivne formule. S
pomocˇjo dobljene formule bomo izracˇunali drugi moment in si zopet ogledali asimp-
toticˇno vedenje pri razlicˇnih vrednostih parametra p. Na koncu bomo s pomocˇjo
prvega in drugega momenta izpeljali sˇe asimptoticˇno vedenje variance in opazili,
da imamo pri razlicˇnih vrednostih parametra p dva razlicˇna rezˇima. Pri majhnih
vrednostih p imamo difuzni rezˇim, kjer varianca narasˇcˇa linearno s cˇasom, pri vecˇjih
pa superdifuzni rezˇim, saj varianca v tem primeru narasˇcˇa hitreje kot linearno.
3.1. Pricˇakovana vrednost. S pomocˇjo leme 2.3, kjer so dane pogojne verjetnosti
prirastkov, lahko izracˇunamo pogojne in brezpogojne pricˇakovane vrednosti prirast-
kov procesa (Xn)n≥0. Imamo naslednjo posledico.
Posledica 3.1. Za prvi korak v nakljucˇnem sprehodu velja
(3.1) E[η1] = 2q − 1,
za pogojno pricˇakovano vrednost ηn za n ≥ 2 pa dobimo:
(3.2) E[ηn |Fn−1] = 2p− 1
n− 1 Xn−1.
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Dokaz. Za dokaz (3.1) razpiˇsemo formulo za izracˇun pricˇakovane vrednosti slucˇajne
spremenljivke η1. Pri dokazovanju (3.2) pa uposˇtevamo formulo za pogojno verje-
tnost prirastkov v (2.1) in dobimo rezultat:
E[ηn |Fn−1] = (+1)P(ηn = 1 | Fn−1) + (−1)P(ηn = −1 | Fn−1)
=
1
2(n− 1)
(︄
n−1∑︂
k=1
(︂
1 + (2p− 1)(+1)ηk
)︂
−
n−1∑︂
k=1
(︂
1 + (2p− 1)(−1)ηk
)︂)︄
=
1
2(n− 1)
n−1∑︂
k=1
2ηk(2p− 1)
=
2p− 1
n− 1 Xn−1.
□
S pomocˇjo zgornje leme lahko pricˇakovano vrednost E[Xn] izrazimo rekurzivno,
saj po definiciji procesa velja Xn = Xn−1 + ηn, zato
E[Xn] = E[Xn−1] + E[ηn]
=
(︃
1 +
2p− 1
n− 1
)︃
E[Xn−1].
Za n ≥ 2 torej dobimo naslednjo zvezo
E[Xn] =
(︃
1 +
2p− 1
n− 1
)︃
E[Xn−1],
iteriranje zgornje rekurzije pa nam da
E[Xn] =
(︃
1 +
2p− 1
n− 1
)︃
· . . . ·
(︃
1 +
2p− 1
1
)︃
E[X1].
Ker za prvi korak velja E[X1] = E[η1] = 2q − 1, lahko pricˇakovano vrednost E[Xn]
izrazimo tudi eksplicitno in dobimo
E[Xn] = (2q − 1)
n−1∏︂
j=1
(︃
1 +
2p− 1
j
)︃
.
Vidimo, da parameter q dolocˇa le predznak pricˇakovane vrednosti E[Xn], za njeno
vedenje v cˇasu pa ima kljucˇno vlogo parameter p. Da bomo lahko kasneje lazˇje
analizirali vpliv parametra p na pricˇakovano vrednost E[Xn], definirajmo naslednje
zaporedje.
Definicija 3.2 (Zaporedje en). Definirajmo zaporedje (en)n≥1, kjer je e1 = 1, za
n ≥ 2 pa definirajmo
en :=
(︃
1 +
2p− 1
n− 1
)︃
en−1 oz. en =
n−1∏︂
j=1
(︃
1 +
2p− 1
j
)︃
.
Opomba 3.3. Opazimo, da lahko E[Xn] zapiˇsemo s pomocˇjo en:
(3.3) E[Xn] = (2q − 1)en.
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Cˇe produkt iz definicije 3.2 preoblikujemo, opazimo, da lahko cˇlene en izrazimo z Γ
funkcijo
en =
n−1∏︂
j=1
(︃
j + 2p− 1
j
)︃
=
Γ(n+ 2p− 1)
Γ(n)Γ(2p)
.
Pri dolocˇanju asimptoticˇnega vedenja zaporedja en in tudi v nadaljevanju nam bo
v pomocˇ asimptoticˇna lastnost gama funkcije, ki nam pove, da
(3.4)
Γ (n+ a)
Γ(n)
∼ na, za a ∈ R,
kjer oznaka ∼ v zapisu f(n) ∼ g(n) pomeni, da sta f(n) in g(n) asimptoticˇno enaki,
t.j. njuno razmerje f(n)
g(n)
konvergira proti 1, ko n −→∞. Zgornjo lastnost dokazˇemo
s pomocˇjo znane Stirlingove aproksimacije za funkcijo Γ:
Γ(x) ∼
√
2πxx−
1
2 e−x za x ∈ R.
Tako za a ∈ R dobimo:
lim
n→∞
Γ (n+ a)
Γ(n)na
= lim
n→∞
√
2π(n+ a)n+a−
1
2 e−(n+a)(︂√
2πnn−
1
2 e−n
)︂
na
= lim
n→∞
nn+a−
1
2
(︁
1 + a
n
)︁n+a− 1
2 e−a
nn−
1
2na
= e−a lim
n→∞
(︂
1 +
a
n
)︂n+a− 1
2
= e−aea = 1.
Za zaporedje en torej asimptoticˇno velja:
(3.5) en ∼ n
2p−1
Γ(2p)
.
Z zgornjo oceno (3.5) lahko tako ocenimo tudi asimptoticˇno vedenje pricˇakovane
vrednosti E[Xn] in pricˇakovane vrednosti prirastka E[ηn] za velike cˇase n in dobimo
(3.6) E[Xn] ∼ 2q − 1
Γ(2p)
n2p−1
ter
(3.7) E[ηn] ∼ (2q − 1)(2p− 1)
Γ(2p)
n2p−2.
Vidimo, da je pricˇakovana vrednost E[Xn] pri vrednosti parametra q = 12 vedno 0.
Pri ostalih vrednostih parametra q pa ima pri asimptoticˇnem vedenju pricˇakovane
vrednosti E[Xn] kljucˇno vlogo parameter spomina p. V primeru ko p = 12 , je pro-
ces (Xn)n≥0 po drugem koraku martingal, zato je pricˇakovana vrednost E[Xn] kar
pricˇakovana vrednost prvega koraka E[η1] = 2q−1. Cˇe je p > 12 , bomo pri nakljucˇno
izbranem koraku iz preteklosti pot pogosteje nadaljevali v isti smeri, zato bo kora-
kov z isto smerjo vedno vecˇ, pricˇakovana vrednost E[Xn] pa bo divergirala proti
±∞, odvisno od parametra q. Za vrednosti parametra p < 1
2
velja ravno obratno,
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zato vpliv prvega koraka na pricˇakovano vrednost E[Xn] s cˇasom izgine, le ta pa
konvergira proti 0.
Iz enacˇbe (3.7) opazimo, da ko proces ni skoraj popolnoma deterministicˇen (p <
1), pricˇakovana vrednost E[ηn] konvergira proti 0. Ker pa je ηn binarna slucˇajna
spremenljivka, porazdeljena na naslednji nacˇin:
ηn
d
=
(︃ −1 1
1− pn pn
)︃
, za nek pn ∈ [0, 1],
to pomeni, da E[ηn] = 2pn − 1 −→ 0, zato pn −→ 12 , ko n −→ ∞. To je zanimivo
predvsem zato, ker ne glede na vrednosti parametrov p in q velja, da ηn v porazdelitvi
konvergira k neki slucˇajni spremenljivki η∞, ki je porazdeljena kot:
η∞
d
=
(︃−1 1
1
2
1
2
)︃
.
Slika 3.1. Vpliv parametra q na trajektorije
Grafi nam prikazujejo simulirane trajektorije procesa po 50.000 korakih. Zgornja dva
grafa nam prikazujeta trajektorije pri vrednosti parametra p = 0.95. Graf zgoraj levo
nam prikazuje primer, ko q = 0, torej je bil prvi korak procesa negativen. Zaradi velike
vrednosti parametra p, so bili tudi naslednji koraki vecˇinoma negativni, zato vse
trajektorije lezˇijo pod 0. Podobna situacija je na zgornjem desnem grafu, kjer je q = 1 in
je bil prvi korak pozitiven. Spodnja dva grafa pa nam prikazujeta trajektorije v primeru,
ko p = 0. Vrednost parametra q vpliva na prvi korak, ker pa je p = 0, to pomeni, da bo
drugi korak zagotovo v nasprotni smeri prvega, zato je vpliv prvega koraka na
trajektorije procesa v tem primeru zanemarljiv.
Prej smo zˇe omenili, da je predznak pricˇakovane vrednosti E[Xn] odvisen od para-
metra q. Njegov vpliv na trajektorije nakljucˇnega sprehoda je izrazit predvsem pri
vecˇjih vrednostih parametra p, saj lahko takrat zˇe prvi korak zaradi velike korelacije
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med prirastki mocˇno dolocˇa smer trajektorije. Cˇe je na primer vrednost parametra
q velika, to pomeni, da bo prvi korak η1 zelo verjetno pozitiven, nadaljni prirastki
pa bodo zelo verjetno imeli isto smer, proces pa bo sˇel vedno bolj proti +∞. Po-
dobno velja za majhne vrednosti parametra q, ko je prvi prirastek η1 bolj verjetno
negativen. Na sliki 3.1 sta prikazana ekstremna primera, ko je q = 0 oziroma q = 1
pri majhni vrednosti parametra p = 0 ter vecˇji vrednosti p = 0.95.
3.2. Viˇsji momenti. Kot smo zˇe omenili, je nakljucˇni slonji sprehod eden redkih
ne-Markovskih procesov, za katerega lahko eksplicitno izrazimo vse momente. V tem
podpoglavju bomo pokazali, da obstaja eksplicitna zveza, s katero lahko moment
poljubnega reda izrazimo z momenti nizˇjih redov. Z zvezo si bomo kasneje pomagali
pri racˇunanju drugega momenta in variance Xn.
Definicija 3.4. Definirajmo k-ti moment Xn :
Mn,k := E
[︁
Xkn
]︁
.
V naslednji trditvi podamo rekurzivno zvezo, ki povezuje momente procesa. Kljub
temu, da je za momente viˇsjih redov rekurzija zelo zapletena, lahko simbolno vseeno
dobimo eksplicitno formulo za vse momente Mn,k.
Trditev 3.5. Momenti Xn se izrazˇajo z rekurzijo, v odvisnosti od prejˇsnjih momen-
tov in sicer takole:
Mn,k = fn−1,k + gn−1,kMn−1,k n ≥ 2,
kjer je funkcija gn−1,k dana s predpisom:
gn−1,k = 1 + k
2p− 1
n− 1 ,
fn−1,k pa je znana funkcija, odvisna od niˇzjih momentov. Cˇe zgornjo rekurzijo iteri-
ramo, dobimo eksplicitno formulo:
Mn,k =M1,k
n−1∏︂
m=1
gm,k +
n−1∑︂
j=1
[︄
fj,k
n−1∏︂
m=j+1
gm,k
]︄
.
Dokaz. V dokazu bomo zopet uporabili stolpno lastnost, zato si najprej oglejmo
E
[︁
Xkn
⃓⃓Fn−1]︁.
E
[︁
Xkn
⃓⃓Fn−1]︁ = E[︄ k∑︂
m=0
(︃
k
m
)︃
Xk−mn−1 η
m
n
⃓⃓⃓⃓
⃓Fn−1
]︄
=
k∑︂
m=0
(︃
k
m
)︃
Xk−mn−1 E [ηmn |Fn−1] ,
kjer je:
E [ηmn |Fn−1] =
{︃
1 , m je sod
E[ηn |Fn−1] , m je lih .
E[ηn |Fn−1] pa zˇe poznamo in sicer velja E[ηn |Fn−1] = 2p−1n−1Xn−1. Sledi:
E
[︁
Xkn
⃓⃓Fn−1]︁ = (︃k
0
)︃
Xkn−1 +
(︃
k
1
)︃
Xk−1n−1
2p− 1
n− 1 Xn−1 + . . .+
+
(︃
k
k
)︃(︃
1{k je lih}
(︃
2p− 1
n− 1
)︃
Xn−1 + 1{k je sod}
)︃
.
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Oglejmo si sedaj E
[︁
Xkn
]︁
= E
[︁
E
[︁
Xkn |Fn−1
]︁]︁
:
E
[︁
E
[︁
Xkn |Fn−1
]︁]︁
=Mn−1,k
[︃
1 +
(︃
k
1
)︃(︃
2p− 1
n− 1
)︃]︃
+
(︃
k
2
)︃
Mn−1,k−2 + . . .+
+
(︃
k
k
)︃(︃
1{k je lih}
(︃
2p− 1
n− 1
)︃
Mn−1,1 + 1{k je sod}
)︃
= gn−1,kMn−1,k + fn−1,k .
Tako dobimo funkciji gn−1,k in fn−1,k iz trditve, torej je res:
Mn,k = fn−1,k + gn−1,kMn−1,k , n ≥ 2.
Za dokaz eksplicitne resˇitve razpiˇsimo nekaj korakov rekurzije.
Mn,k = fn−1,k + gn−1,kMn−1,k
= fn−1,k + gn−1,k(fn−2,k + gn−2,kMn−2,k)
= fn−1,k + gn−1,k(fn−2,k + gn−2,k(fn−3,k + gn−3,kMn−3,k))
= fn−1,k + gn−1,kfn−2,k + . . .+ gn−1,k · . . . · g2,kf1,k + gn−1,k · . . . · g1,kM1,k
=M1,k
n−1∏︂
m=1
gm,k +
n−1∑︂
j=1
[︄
fj,k
n−1∏︂
m=j+1
gm,k
]︄
□
Opomba 3.6. V primeru drugega momentaMn,2 = E [X2n] opazimo, da je neodvisen
od zacˇetnega koraka in od parametra q, saj je E [X21 ] = 1 za katerikoli vrednosti
parametrov. Za rekurzivno zvezo v tem primeru dobimo:
E
[︁
X2n
]︁
= E
[︁
(Xn−1 + ηn)2
]︁
= E
[︁
X2n−1
]︁
+ 2E [Xn−1 E [ηn |Fn−1]] + E
[︁
η2n
]︁
= 1 +
(︃
1 +
2(2p− 1)
n− 1
)︃
E
[︁
X2n−1
]︁
,
torej imamo gn,2 =
(︂
1 + 2(2p−1)
n
)︂
ter fn,2 = 1.
Tako smo dobili rekurzino zvezo za drugi moment, v nadaljevanju pa nas bo zani-
malo predvsem njegovo asimptoticˇno vedenje, zato poskusimo dobiti sˇe eksplicitno
zvezo. Recept zanjo nam da trditev 3.5 in se v tem primeru glasi:
E
[︁
X2n
]︁
= E
[︁
X21
]︁ n−1∏︂
m=1
gm,2 +
n−1∑︂
j=1
[︄
fj,2
n−1∏︂
m=j+1
gm,2
]︄
=
n−1∏︂
m=1
(︃
1 +
2(2p− 1)
m
)︃
+
n−1∑︂
j=1
n−1∏︂
m=j+1
(︃
1 +
2(2p− 1)
m
)︃
.(3.8)
Da bi dobili lepsˇi izraz za E [X2n], si najprej oglejmo naslednji produkt:
n−1∏︂
m=j+1
(︃
1 +
2(2p− 1)
m
)︃
=
n−1∏︂
m=j+1
(︃
m+ 4p− 2
m
)︃
=
Γ(n+ 4p− 2)Γ(j + 1)
Γ(n)Γ(j + 1 + 4p− 2).(3.9)
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Prvi produkt v eksplicitni zvezi (3.8) za E [X2n] dobimo tako, da vstavimo j = 0, za
vsoto produktov pa se izkazˇe, da velja:
n−1∑︂
j=1
Γ(n+ 4p− 2)Γ(j + 1)
Γ(n)Γ(j + 1 + 4p− 2) =
n
3− 4p +
Γ(n+ 4p− 2)
(4p− 3)Γ(4p− 1)Γ(n) ,
kar lahko dokazˇemo s pomocˇjo matematicˇne indukcije. Opazimo, da dobljen izraz
ni definiran za vse vrednosti parametra p, zato najprej predpostavimo, da p ̸= 3
4
.
Za dokaz enakosti najprej preverimo bazo indukcije za n = 2, kjer na levi strani
dobimo:
Γ(2 + 4p− 2)Γ(1 + 1)
Γ(2)Γ(1 + 1 + 4p− 2) = 1,
na desni pa
2
3− 4p +
Γ(2 + 4p− 2)
(4p− 3)Γ(4p− 1)Γ(2) =
2
3− 4p +
(4p− 1)Γ(4p− 1)
(4p− 3)Γ(4p− 1)Γ(2)
=
2
3− 4p +
1− 4p
3− 4p
= 1,
torej trditev velja za n = 2. Sedaj pa poskusimo narediti sˇe indukcijski korak, kjer
predpostavimo, da enakost velja za naravno sˇtevilo n, ter poskusimo dokazati, da
velja tudi za n+ 1. Razpiˇsemo vsoto produktov za n+ 1 in dobimo:
Γ(n+ 1 + 4p− 2)
Γ(n+ 1)
n∑︂
j=1
Γ(j + 1)
Γ(j + 1 + 4p− 2)
=
(n+ 4p− 2)Γ(n+ 4p− 2)
nΓ(n)
(︄
n−1∑︂
j=1
Γ(j + 1)
Γ(j + 1 + 4p− 2) +
Γ(n+ 1)
Γ(n+ 1 + 4p− 2)
)︄
=
n+ 4p− 2
n
(︄
Γ(n+ 4p− 2)
Γ(n)
n−1∑︂
j=1
Γ(j + 1)
Γ(j + 1 + 4p− 2) +
n
n+ 4p− 2
)︄
=
n+ 4p− 2
n
(︃
n
3− 4p +
Γ(n+ 4p− 2)
(4p− 3)Γ(4p− 1)Γ(n)
)︃
+ 1
=
n+ 1
3− 4p +
Γ(n+ 1 + 4p− 2)
(4p− 3)Γ(4p− 1)Γ(n+ 1),
kjer smo na prehodu iz tretje v cˇetrto vrstico uposˇtevali indukcijsko predpostavko.
Enakost je tako dokazana za vsa naravna sˇtevila n ≥ 2.
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Vrnimo se k racˇunanju eksplicitne zveze za drugi moment E [X2n]. Sedaj lahko oba
cˇlena iz (3.8) sesˇtejemo, uposˇtevamo sˇe lastnost funkcije Γ iz (3.4) in dobimo:
n−1∏︂
m=1
(︃
1 +
2(2p− 1)
m
)︃
+
n−1∑︂
j=1
n−1∏︂
m=j+1
(︃
1 +
2(2p− 1)
m
)︃
=
Γ(n+ 4p− 2)
Γ(n)Γ(1 + 4p− 2) +
n
3− 4p +
Γ(n+ 4p− 2)
(4p− 3)Γ(4p− 1)Γ(n)
=
Γ(n+ 4p− 2)
Γ(n)Γ(1 + 4p− 2)
(︃
1 +
1
4p− 3
)︃
− n
4p− 3
=
n
4p− 3
(︃
(4p− 2)Γ(n+ 4p− 2)
Γ(n+ 1)Γ(1 + 4p− 2) − 1
)︃
∼ n
4p− 3
(︃
n4p−3
Γ(4p− 2) − 1
)︃
.
Iz pravkar izracˇunanega tako za p ̸= 3
4
dobimo asimptoticˇno vedenje E [X2n]:
E
[︁
X2n
]︁ ∼
⎧⎪⎪⎨⎪⎪⎩
n
3− 4p , p <
3
4
n4p−2
(4p− 3)Γ(4p− 2) , p >
3
4
.
V posebnem primeru, ko je p = 3
4
, pa se izraz iz (3.9) poenostavi v n
m+1
, zato za
E [X2n] dobimo:
E
[︁
X2n
]︁
= n+ n
n−1∑︂
j=1
1
j + 1
,
z uposˇtevanjem dobro znane lastnosti harmonicˇne vrste pa je asimptoticˇno vedenje
drugega momenta v tem primeru enako n lnn.
3.3. Varianca. S pomocˇjo asimptoticˇnega vedenja pricˇakovane vrednosti E[Xn], ki
smo jo izracˇunali v (3.6) ter pravkar izracˇunanega drugega momenta lahko dobimo
asimptoticˇno varianco V ar(Xn). V primeru, ko je p ≤ 34 , drugi moment narasˇcˇa
hitreje od kvadrata pricˇakovane vrednosti E[Xn]2, zato je asimptoticˇno vedenje va-
riance kar enako vedenju drugega momenta. Pri p > 3
4
pa je hitrost narasˇcˇanja
E[Xn]2 in E [X2n] enakega reda, razlikuje se le v koeficientu. Tako za varianco
V ar(Xn) = E [X2n]− E[Xn]2 dobimo
(3.10) V ar(Xn) ∼
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
n
3− 4p , p <
3
4
n lnn , p =
3
4(︃
1
(4p− 3)Γ(4p− 2) −
(2q − 1)2
Γ(2p)2
)︃
n4p−2 , p >
3
4
.
Iz pravkar izracˇunane asimptoticˇne variance vidimo, da ima nakljucˇni sprehod glede
na vrednosti parametra spomina p dva rezˇima. Pri p < 3
4
je proces (Xn)n≥0 difuzen,
saj varianca narasˇcˇa linearno pri p > 3
4
pa superdifuzen. Na prehodu med obema
rezˇimoma, pri p = 3
4
, varianca zˇe narasˇcˇa hitreje kot linearno, zato je proces mejno
superdifuzen.
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4. Konvergence
V zadnjem poglavju si bomo ogledali sˇe konvergence nakljucˇnega slonjega spre-
hoda. Najprej bomo definirali nekaj pomozˇnih procesov, ki nam bodo v nadaljevanju
pomagali pri obravnavi konvergenc. Za zacˇetek si bomo ogledali krepki zakon velikih
sˇtevil, nato skoraj gotovo konvergenco k nedegenerirani in nenormalni slucˇajni spre-
menljivki v superdifuznem rezˇimu, na koncu pa sˇe konvergenco k normalni slucˇajni
spremenljivki v difuznem rezˇimu ter tudi na tocˇki prehoda.
Pri obravnavi konvergence procesa Xn si bomo pomagali z martingali, zato po-
skusimo kaksˇnega skonstruirati. Slucˇajno spremenljivko Xn bi lahko normirali z
njeno pricˇakovano vrednostjo E[Xn] = (2q − 1)en, vendar bi problem nastopil, ko
je E[Xn] = 0, zato poskusimo normirati raje le z en, ki je vedno razlicˇen od 0. Po
normiranju dobimo martigal, saj velja:
E
[︃
Xn+1
en+1
⃓⃓⃓⃓
Fn
]︃
=
(︂
1 + (2p−1)
n
)︂
Xn
en+1
=
Xn
en
, za n ≥ 1.
Pricˇakovana vrednost dobljenega martingala je po (3.3) enaka 2q − 1, zato lahko to
konstanto odsˇtejemo in dobimo martingal s pricˇakovano vrednostjo 0.
Xn
en
− (2q − 1) = Xn − E[Xn]
en
Definicija 4.1. Definirajmo martingal (Mn)n≥0, kjer je M0 = 0, za n ≥ 1 pa:
Mn :=
Xn − E[Xn]
en
.
Lema 4.2. Proces (Mn)n≥0 iz prejˇsnje definicije je martingal glede na naravno fil-
tracijo procesa (Fn)n≥0.
Dokaz. Proces (Mn)n≥0 je integrabilen, saj za vsak n velja E [|Mn|] <∞. Poleg tega
za vsak n ≥ 1 velja martingalska lastnost:
E[Mn+1 |Fn] = (Xn − E[Xn])
en+1
+
E[ηn+1 |Fn]− E[ηn+1]
en+1
=
(Xn − E[Xn])
en+1
+
(2p−1)
n
Xn − (2p−1)n E[Xn]
en+1
=
(Xn − E[Xn])
en+1
+
(2p−1)
n
(Xn − E[Xn])
en+1
= (Xn − E[Xn])
(︂
1 + (2p−1)
n
)︂
en+1
=Mn.
□
V nadaljevanju si bomo pomagali tudi s kvadraticˇno variacijo martingala (Mn)n≥0.
Definicija 4.3 (Kvadraticˇna variacija). Kvadraticˇna variacija (⟨M⟩n)n≥0 martin-
gala (Mn)n≥0 z drugim momentom je predvidljiv proces, ki nastopi v Doobovi de-
kompoziciji procesa (M2n)n≥0.
18
Zaradi konveksnosti funkcije f(x) = x2 vemo, da je (M2n)n≥0 submartingal, zato
je proces kvadraticˇne variacije (⟨M⟩n)n≥0 nepadajocˇ. Po definiciji predvidljivega
procesa iz Doobove dekompozicije sledi, da je kvadraticˇna variacija procesa kar
enaka vsoti pogojnih varianc prirastkov martingala (Mn)n≥0:
⟨M⟩n =
n∑︂
j=1
(︂
E
[︁
M2j
⃓⃓Fj−1]︁−M2j−1)︂
=
n∑︂
j=1
(︂
E
[︁
(Mj −Mj−1)2 + 2MjMj−1 −M2j−1
⃓⃓Fj−1]︁−M2j−1)︂
=
n∑︂
j=1
E
[︁
(Mj −Mj−1)2
⃓⃓Fj−1]︁
=
n∑︂
j=1
V ar(Mj −Mj−1 |Fj−1).
Omenimo sˇe, da zaradi nekoreliranosti neprekrivajocˇih prirastkov martingalov za
m ≤ n velja
V ar(Mn −Mm) = E
[︁⟨M⟩n]︁− E[︁⟨M⟩m]︁,
iz cˇesar v posebnem sledi:
V ar(Mn) = V ar(Mn −M0) = E
[︁⟨M⟩n]︁,
saj je ⟨M⟩0 = 0. Oglejmo si, da zgornje res drzˇi. Neprekrivajocˇi prirastki martingala
so nekorelirani, saj je za m < n ≤ p < r koreliranost prirastkov (Mn − Mm) in
(Mp −Mr) enaka 0:
E
[︁
(Mn −Mm)(Mp −Mr)
]︁
= E
[︁
E
[︁
(Mn −Mm)(Mp −Mr)
⃓⃓Fp]︁]︁
= E
[︁
(Mn −Mm) E
[︁
(Mp −Mr)
⃓⃓Fp]︁]︁
= 0.
Sedaj lahko varianco V ar(Mn −Mm) zapiˇsemo kot
V ar(Mn −Mm) = V ar
(︁
(Mn −Mn−1) + (Mn−1 −Mn−2) + · · ·+ (Mm+1 −Mm)
)︁
,
ker pa so neprekrivajocˇi prirastki nekorelirani, je V ar(Mn −Mm) kar vsota varianc
V ar(Mi−Mi−1). Cˇe uporabimo stolpno lastnost pogojnega matematicˇnega upanja,
dobimo
V ar(Mn −Mm) =
n∑︂
k=m+1
V ar(Mk −Mk−1)
=
n∑︂
k=m+1
E
[︁
V ar(Mk −Mk−1 |Fk−1)
]︁
= E
[︁⟨M⟩n]︁− E[︁⟨M⟩m]︁.
Definicija 4.4. Definirajmo sedaj sˇe proces martingalskih razlik (Dn)n≥1, kjer je
Dn :=Mn −Mn−1.
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Zaradi martingalske lastnosti velja, da je E[Dj |Fj−1] = 0, zato lahko kvadraticˇno
variacijo martingala (Mn)n≥0 zapiˇsemo s pomocˇjo martingalskih razlik Dj kot
⟨M⟩n =
n∑︂
j=1
V ar(Dj |Fj−1) =
n∑︂
j=1
E
[︁
D2j
⃓⃓Fj−1]︁ .
S pomocˇjo zgornjih definicij si bomo pomagali pri obravnavi konvergenc, v nadalje-
vanju pa si najprej oglejmo krepki zakon velikih sˇtevil.
4.1. Krepki zakon velikih sˇtevil. V tem poglavju bomo dokazali, da za proces
(Xn)n≥0 za skoraj vse vrednosti parametrov p in q velja krepki zakon velikih sˇtevil
t.j.
Xn − E[Xn]
n
−→ 0 skoraj gotovo, ko n −→∞.
Opazimo, da lahko zgornji izraz zapiˇsemo s pomocˇjo martingala (Mn)n≥0 oziroma
vsote martingalskih razlik Dj:
Xn − E[Xn]
n
=
en
n
Mn =
en
n
n∑︂
j=1
Dj.
Da bi preverili krepki zakon velikih sˇtevil je torej dovolj gledati limitno obnasˇanje
zaporedja en
n
in vsote martingalskih razlik. Opazimo, da
en
n
=
1
n
n−1∏︂
j=1
(︃
1 +
2p− 1
j
)︃
=
n−1∏︂
j=1
(︃
j + 2p− 1
j + 1
)︃
=
n−1∏︂
j=1
(︃
1− 2(1− p)
j + 1
)︃
.
Vidimo, da za vsak cˇlen v zgornjem produktu velja j+2p−1
j+1
∈ [0, 1], zato je zapo-
redje en
n
nenarasˇcˇajocˇe in navzdol omejeno z 0. Zaradi monotonosti bi tako lahko
pricˇakovali konvergenco k 0. Da bi jo tudi dokazali, se spomnimo osnovne neenakosti
(1 + x) ≤ ex, ki velja za vsak x ∈ R. Tako dobimo:
en
n
=
n−1∏︂
j=1
(︃
1− 2(1− p)
j + 1
)︃
≤
n−1∏︂
j=1
e−
2(1−p)
j+1
= e−
∑︁n−1
j=1
2(1−p)
j+1 .
Vrsta
∑︁∞
j=1
2(1−p)
j+1
pa divergira za vse p < 1, zato v tem primeru en
n
−→ 0, ko
n −→∞.
Izrek 4.5 (Krepki zakon velikih sˇtevil). Za nakljucˇni slonji sprehod (Xn)n≥0 pri
katerikoli vrednosti parametra q in pri p ∈ [0, 1) velja:
lim
n→∞
Xn − E[Xn]
n
= 0 skoraj gotovo.
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Slika 4.1. Trajektorije pri p = 1
Na zgornji sliki lahko vidimo primer trajektorij procesa po 50.000 korakih pri vrednosti
parametrov q = 0.5 ter p = 1. Zaradi izbrane vrednosti parametra p je v procesu
slucˇajen le prvi korak, vsi ostali prirastki pa imajo vrednost enako prvemu. V zgornjem
primeru smo simulirali 6 trajektorij, vendar sta pri izbranih vrednostih parametrov
mozˇni le dve. Zgornja premica prikazuje trajektorijo procesa v primeru pozitivnega
prvega koraka, spodnja pa trajektorijo v primeru negativnega prvega koraka.
Opomba 4.6. V primeru, ko p = 1 je nakljucˇni sprehod trivialen, saj velja ηn = η1
za vsak n ≥ 1. Torej je proces odvisen le od prvega koraka in Xn = nη1, kar lahko
vidimo na sliki 4.1.
V pomocˇ pri dokazovanju krepkega zakona velikih sˇtevil nam bo tudi naslednja
lema.
Lema 4.7 (Kroneckerjeva lema). Naj bo (xn)n≥0 tako zaporedje realnih sˇtevil, da
∞∑︂
k=1
xk = S <∞.
Potem za zaporedje bn, kjer 0 < b1 ≤ b2 ≤ b3 . . . in bn −→∞, ko n −→∞, velja:
lim
n→∞
1
bn
n∑︂
k=1
xkbk = 0.
Dokaz leme 4.7. Najprej si oglejmo delno vsoto
∑︁k
j=1 xj in jo oznacˇimo s Sk. S
pomocˇjo sesˇtevanja po delih lahko zapiˇsemo
1
bn
n∑︂
k=1
xkbk = Sn − 1
bn
n−1∑︂
k=1
(bk+1 − bk)Sk.
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Sedaj si izberimo poljuben ε > 0. Ker zaporedje delnih vsot Sk po predpostavki
konvergira k S, si lahko izberemo dovolj velik N , da bo |Sk−S| < ε za vsak k > N .
Potem lahko desno stran iz zgornje enacˇbe razpiˇsemo kot
Sn − 1
bn
N−1∑︂
k=1
(bk+1 − bk)Sk − 1
bn
n−1∑︂
k=N
(bk+1 − bk)Sk
= Sn − 1
bn
N−1∑︂
k=1
(bk+1 − bk)Sk − 1
bn
n−1∑︂
k=N
(bk+1 − bk)S − 1
bn
n−1∑︂
k=N
(bk+1 − bk)(Sk − S)
= Sn − 1
bn
N−1∑︂
k=1
(bk+1 − bk)Sk − bn − bN
bn
S − 1
bn
n−1∑︂
k=N
(bk+1 − bk)(Sk − S)
Ko posˇljemo n −→∞, Sn konvergira k S, zato se prvi in tretji cˇlen pokrajˇsata. Ker
zaporedje bn divergira proti ∞, drugi cˇlen konvergira proti 0, saj je vsota tu fiksna.
Cˇetrti cˇlen pa lahko zaradi izbire N omejimo z ε:
1
bn
n−1∑︂
k=N
(bk+1 − bk)(Sk − S) ≤ bn − bN
bn
ε < ε.
Ker to lahko storimo za poljuben ε > 0, je s tem dokaz leme koncˇan. □
V nasˇem primeru je bn iz Kroneckerjeve leme
n
en
, ki je nepadajocˇe zaporedje in pri
p < 1 velja n
en
−→ ∞, ko n −→ ∞. Zaporedje xn pa je zaporedje enn Dn. V pomocˇ
pri dokazovanju nam bo sˇe naslednji izrek, ki povezuje konvergenco martingala s
konvergenco njegove kvadraticˇne variacije.
Izrek 4.8. Naj bo (Xn)n≥0 martingal z drugim momentom in (⟨X⟩n)n≥0 njegov
proces kvadraticˇne variacije. Cˇe je ⟨X⟩∞ := limn→∞⟨X⟩n <∞ skoraj gotovo, potem
(Xn)n≥0 konvergira skoraj gotovo.
Dokaz. V dokazu izreka bomo uporabili trik z lokalizacijo, kjer bomo martingal
najprej omejili, da bomo dobili proces z lepsˇimi lastnostmi. Najprej brez sˇkode za
splosˇnost predpostavimo, da je X0 = 0. Za c > 0 lahko nato definiramo naslednji
cˇas ustavljanja:
T c := inf{n; ⟨X⟩n+1 ≥ c},
ki je res cˇas ustavljanja, saj je (⟨X⟩n)n≥0 predvidljiv proces. Izberimo si sedaj tako
strogo narasˇcˇajocˇe zaporedje cm, da velja
c1 < c2 < c3 < . . . in lim
m→∞
cm =∞.
Za tako zaporedje velja, da T c1 ≤ T c2 ≤ . . . in
T cm
m→∞−−−→ ∞ skoraj gotovo,
saj je kvadraticˇna variacija omejena, zato prej ali slej dobimo dovolj velik cm, da
⟨X⟩∞ < cm, pripadajocˇi cˇas ustavljanja T cm pa je zato enak ∞. Iz tega sledi, da so
dogodki {T cm =∞} narasˇcˇajocˇi v m (oziroma {T c1 =∞} ⊆ {T c2 =∞} ⊆ . . .) in
lim
m→∞
P ({T cm =∞}) = P
(︄⋃︂
m
{T cm =∞}
)︄
= 1.
Oglejmo si sedaj ustavljeni martingal (XT c∧n)n≥0. Ker smo kvadraticˇno variacijo
ustavili prej, kot bi bila vecˇja od c, velja ⟨X⟩T c∧n ≤ c. Posledicˇno je ustavljen
martingal (XT c∧n)n≥0 omejen v L2-normi, torej konvergira skoraj gotovo za vsak
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c > 0. Sedaj se spomnimo, da za dovolj pozne cm velja T
cm(ω) = ∞ za skoraj vse
ω (oziroma P (
⋃︁
m{T cm =∞}) = 1), zato
lim
n→∞
XT cm∧n(ω) = lim
n→∞
Xn(ω) skoraj gotovo,
torej tudi martingal (Xn)n≥0 konvergira skoraj gotovo. □
Preden dokazˇemo krepki zakon velikih sˇtevil, si oglejmo sˇe cˇlene martingalskih
razlik Dj. Za j = 1 velja
D1 =M1 =
η1 − (2q − 1)
1
,
za j ≥ 2 pa
Dj =
(Xj − E[Xj])
ej
− (Xj−1 − E[Xj−1])
ej−1
=
ηj − E[ηj]
ej
− (Xj−1 − E[Xj−1])
j − 1
2p− 1
ej
.
Zaradi omejenosti ηj je Dj za vsak j ≥ 1 omejen po absolutni vrednosti, in sicer
velja:
(4.1) |Dj| ≤ 4
ej
.
Dokaz izreka 4.5. Spomnimo se, da lahko izraz v izreku zapiˇsemo s pomocˇjo vsote
martingalskih razlik kot
Xn − E[Xn]
n
=
en
n
n∑︂
j=1
Dj.
Videli smo zˇe, da za p < 1 zaporedje n
en
narasˇcˇa proti ∞, zato nam Kronecker-
jeva lema pove, da bo zgornji izraz konvergiral proti 0, cˇe bo le konvergirala vrsta∑︁∞
j=1
ej
j
Dj. Cˇe definiramo proces delnih vsot Sn :=
∑︁n
k=1
ek
k
Dk in uposˇtevamo, da
je (Mn)n≥0 martingal, potem za vsak n ≥ 2 velja
E[Sn − Sn−1 |Fn−1] = E
[︂en
n
Dn
⃓⃓⃓
Fn−1
]︂
=
en
n
(E[Mn −Mn−1 |Fn−1])
= 0,
torej je tudi Sn martingal, cˇleni v vsoti pa martingalske razlike. Zaradi omejenosti
martingalskih razlik Dj iz (4.1) lahko tako omejimo tudi martingalske razlike
ej
j
Dj.
Tako je pogoj za skoraj gotovo konvergenco Sn iz izreka 4.8 izpolnjen, saj kvadraticˇna
variacija ⟨S⟩n konvergira skoraj gotovo:
⟨S⟩n =
∞∑︂
j=1
E
[︄(︃
ej
j
Dj
)︃2 ⃓⃓⃓⃓
Fj−1
]︄
≤
∞∑︂
j=1
42
j2
<∞ skoraj gotovo.
Sledi torej, da vrsta
∑︁∞
j=1
ej
j
Dj konvergira skoraj gotovo, Kroneckerjeva lema pa
nam nato pove, da
lim
n→∞
en
n
n∑︂
j=1
Dj = 0 skoraj gotovo.
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Izraz pod zgornjo limito je ravno enak en
n
Mn, zato
lim
n→∞
Xn − E[Xn]
n
= 0 skoraj gotovo,
s tem pa je dokaz krepkega zakona velikih sˇtevil koncˇan. □
S pomocˇjo krepkega zakona velikih sˇtevil lahko dokazˇemo, da se pri netrivial-
nih vrednostih parametra p proces (Xn)n≥0 od izhodiˇscˇa skoraj gotovo oddaljuje
pocˇasneje kot linearno. Natancˇno formulacijo nam da naslednja posledica.
Posledica 4.9. Za nakljucˇni slonji sprehod (Xn)n≥0 pri katerikoli vrednosti para-
metra q in pri p ∈ [0, 1) velja:
lim
n→∞
Xn
n
= 0 skoraj gotovo.
Dokaz. Po (3.6) vemo, da
E[Xn]
n
∼ 2q − 1
Γ(2p)
n2(p−1),
zato je za p < 1 limita limn→∞
E[Xn]
n
= 0. Iz krepkega zakona velikih sˇtevil sledi, da
mora biti tudi limn→∞ Xnn = 0 skoraj gotovo. □
4.2. Superdifuzni rezˇim. V tem poglavju si bomo ogledali in dokazali skoraj go-
tovo konvergenco nakljucˇnega sprehoda (Xn)n≥0 v superdifuznem rezˇimu pri p > 34 .
Pri tem si bomo zopet pomagali z martingalom (Mn)n≥0 in tudi procesom njegove
kvadraticˇne variacije (⟨M⟩n)n≥0, ki je tesno povezana z varianco martingala (Mn)n≥0.
Ker je (Mn)n≥0 martingal s pricˇakovano vrednostjo 0, lahko zapiˇsemo
V ar(Mn) = E
[︁
M2n
]︁
= E
[︁⟨M⟩n]︁.
Poglejmo si torej proces kvadraticˇne variacije (⟨M⟩n)n≥0 bolj podrobno. Spomnimo
se, da je to nepadajocˇ predvidljiv proces, ki nastopi v Doobovi dekompoziciji sub-
martingala (M2n)n≥0 , izracˇunamo pa ga po naslednji formuli:
⟨M⟩n =
n∑︂
j=1
E
[︁
(Mj −Mj−1)2
⃓⃓Fj−1]︁ = n∑︂
j=1
E
[︁
D2j
⃓⃓Fj−1]︁ .
Najprej si oglejmo prvi cˇlen v vsoti, pri j = 1:
E
[︁
D21
⃓⃓F0]︁ = E[︁η21 − 2η1E[η1] + E[η1]2]︁
e21
= 4q(1− q).
Pri ostalih cˇlenih v vsoti, za j ≥ 2, pa si najprej oglejmo D2j :
D2j =
1
e2j
(︄
(1− 2E[ηj]ηj + E[ηj]2) +
(︃
(Xj−1 − E[Xj−1])
j − 1
)︃2
(2p− 1)2
)︄
− 2
e2j
(︃
(ηj − E[ηj])
(︃
(Xj−1 − E[Xj−1])
j − 1
)︃
(2p− 1)
)︃
.
Pri racˇunanju E
[︁
D2j
⃓⃓Fj−1]︁, lahko zaradi krepkega zakona velikih sˇtevil naslednji
pricˇakovani vrednosti
E
[︄
1
e2j
(︃
(Xj−1 − E[Xj−1])
j − 1
)︃2
(2p− 1)2
⃓⃓⃓⃓
⃓Fj−1
]︄
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in
E
[︄
2
e2j
(︃
(ηj − E[ηj])
(︃
(Xj−1 − E[Xj−1])
j − 1
)︃
(2p− 1)
)︃ ⃓⃓⃓⃓
⃓Fj−1
]︄
zapiˇsemo z neko funkcijo iz razreda O
(︂
1
e2j
)︂
. Za pricˇakovano vrednost preostalega
dela D2j pa s pomocˇjo ocene (4.1) za Dj dobimo
E
[︃
1
e2j
(︁
1− 2E[ηj]ηj + E[ηj]2
)︁ ⃓⃓⃓⃓Fj−1]︃ = 1
e2j
(︁
1− 2E[ηj]E[ηj |Fj−1] + E[ηj]2
)︁
∼ 1
e2j
(︃
1− 2(2p− 1)(2q − 1)
Γ(2p)j2(1−p)
(2p− 1)Xj−1
j − 1
)︃
+
1
e2j
(︃
(2p− 1)(2q − 1)
Γ(2p)j2(1−p)
)︃2
=
1
e2j
+O
(︃
1
e2j
)︃
,
kjer smo v drugi vrstici uporabili aproksimacijo za pricˇakovano vrednost E[ηj] iz
(3.7), saj nas bo zanimala ocena predvsem za velike j. Iz zgornjih ocen sledi, da
lahko vsak cˇlen v vsoti pri kvadraticˇni variaciji ⟨M⟩n, od drugega naprej, zapiˇsemo
kot
E
[︁
D2j
⃓⃓Fj−1]︁ = 1
e2j
+O
(︃
1
e2j
)︃
.
Za kvadraticˇno variacijo ⟨M⟩n torej dobimo
⟨M⟩n =
n∑︂
j=1
E
[︁
D2j
⃓⃓Fj−1]︁
= 4q(q − 1) +
n∑︂
j=2
[︃
1
e2j
+O
(︃
1
e2j
)︃]︃
.
Zaradi lastnosti funkcij iz razreda O
(︂
1
e2j
)︂
, bo najpomembnejˇsi del kvadraticˇne va-
riacije ⟨M⟩n vsota
∑︁n
j=2
1
e2j
, zato definirajmo naslednje zaporedje, ki nam bo dalo
aproksimacijo za kvadraticˇno variacijo ⟨M⟩n.
Definicija 4.10 (Zaporedje s2n). Definirajmo zaporedje (s
2
n)n≥1, kjer je s
2
1 := 4q(q−
1) in
s2n := s
2
1 +
n∑︂
j=2
1
e2j
za n ≥ 2.
Ker je kvadraticˇna variacija (⟨M⟩n)n≥0 nepadajocˇ proces, v primeru, da vrsta∑︁n
j=2
1
e2j
konvergira, to pomeni, da konvergira tudi ⟨M⟩n. Vsi cˇleni ej pa so deter-
ministicˇni, zato to pomeni, da takrat konvergira tudi E[⟨M⟩n] = V ar(Mn), iz cˇesar
sledi, da je varianca Mn koncˇna, martingal pa omejen v L2 normi. Oglejmo si torej
naslednjo lemo, ki nam pove kdaj zaporedje s2n konvergira.
Lema 4.11 (Konvergenca s2n). Zaporedje (s
2
n)n≥1 konvergira natanko tedaj, ko p >
3
4
.
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Dokaz. Najprej oznacˇimo cˇlene v vsoti 1
e2n
z bn. Pri dokazu si bomo pomagali z
Raabejevim kriterijem, zato si oglejmo naslednji izraz
R : = lim
n−→∞
n
(︃
bn
bn+1
− 1
)︃
= lim
n−→∞
n
(︃
e2n+1
e2n
− 1
)︃
= lim
n−→∞
n
(︄(︃
1 +
2p− 1
n
)︃2
− 1
)︄
= 4p− 2.
Po Raabejevem kriteriju je vrsta konvergentna, cˇe R > 1 in divergentna, cˇe R < 1,
kar ustreza p > 3
4
oziroma p < 3
4
. V primeru, ko pa je R = 1 (p = 3
4
) nam Raabejev
kriterij ne da odgovora, zato si oglejmo cˇlen en. Po oceni (3.5) za en dobimo
en ∼ n
1
2
Γ
(︁
3
2
)︁ = 2√n√
π
.
Za dovolj velike n velja 1
e2n
≥ 3
4n
, zato vrsta
∑︁∞
n=1
1
e2n
pri p = 3
4
divergira. □
Slika 4.2. Porazdelitev X300 pri p > 0.75
Grafi nam prikazujejo porazdelitev slucˇajne spremenljivke X300 pri vrednosti parametra
q = 0.5 in p > 0.75. Graf zgoraj levo nam prikazuje porazdelitev pri vrednosti parametra
p = 0.8. Vidimo, da je porazdelitev splosˇcˇena, a ima sˇe vedno en sam vrh. Ta se nato
razdeli na dva dela pri zgornji desni sliki, kjer je p = 0.9. Na spodnjih dveh grafih
vidimo, da se vrha porazdelitve pri vecˇjih vrednostih parametra p le sˇe bolj oddaljujeta.
Omejimo se najprej na primer, ko zaporedje s2n konvergira in je martingal (Mn)n≥0
omejen v L2, torej na primer, ko je p > 3
4
. Na sliki 4.2 lahko vidimo, kako je v tem
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primeru porazdeljena slucˇajna spremenljivka X300. Kot smo zˇe namigovali, zaradi
konvergence zaporedja s2n pri p >
3
4
sta varianca martingala (Mn)n≥0 in E[⟨M⟩∞]
koncˇna, saj
lim
n→∞
V ar(Mn) = lim
n→∞
E
[︁
M2n
]︁
= lim
n→∞
E
[︁⟨M⟩n]︁
= lim
n→∞
n∑︂
j=1
E
[︁
D2j
]︁
≤ 4q(1− q) + lim
n→∞
n∑︂
j=2
4
e2j
<∞,
zato si oglejmo naslednji izrek, ki nam bo dal nekaj zanimivih rezultatov.
Izrek 4.12. Naj bo (Xn)n≥0 martingal z drugim momentom (t.j. E [X2n] < ∞ za
vsak n) in (⟨X⟩n)n≥0 njegov proces kvadraticˇne variacije. Potem so ekvivalentne
naslednje trditve:
(1) supn E
[︁
X2n
]︁
<∞, t.j. (Xn)n≥0 je omejen v L2,
(2) limn→∞ E
[︁⟨X⟩n]︁ = E[︁ limn→∞⟨X⟩n]︁ = E[︁⟨X⟩∞]︁ <∞,
(3) (Xn)n≥0 konvergira skoraj gotovo in v L2 normi,
(4) (Xn)n≥0 konvergira v L2 normi.
Dokaz. (1)⇔ (2) : Cˇe je Xn omejen v L2, je omejen, tudi cˇe ga premaknemo za X0,
torej
E
[︁
(Xn −X0)2
]︁
= V ar(Xn −X0) = E
[︁⟨X⟩n]︁ <∞.
(1)⇒ (3): Ker je supn E [X2n] <∞, je (Xn)n≥0 enakomerno integrabilen, zato vemo,
da Xn −→ X∞ skoraj gotovo in v L1. Dokazati pa zˇelimo sˇe konvergenco v L2.
Najprej preverimo ali je X∞ iz L2:
E
[︁
X2∞
]︁
= E
[︃(︂
lim
n→∞
Xn
)︂2]︃
= E
[︂
lim
n→∞
X2n
]︂
≤ lim inf
n
E
[︁
X2n
]︁
<∞.
Iz tega sledi, da
E
[︁
(Xn −X∞)2
]︁ ≤ lim inf
m→∞
E
[︁
(Xn −Xm)2
]︁
= lim inf
m→∞
(︁
E
[︁⟨X⟩n]︁− E[︁⟨X⟩m]︁)︁
= E[⟨X⟩n]− E[⟨X⟩∞] −→ 0, ko n −→∞.
Ker je proces (⟨X⟩n)n≥0 nepadajocˇ, torej Xn konverira k X∞ tudi v L2.
Preostane nam dokazati sˇe implikaciji (3)⇒ (4) in (4)⇒ (1), ki pa sta ocˇitni. □
Izrek 4.13 (Skoraj gotova konvergenca). Za nakljucˇni slonji sprehod (Xn)n≥0 pri
katerikoli vrednosti parametra q in pri p ∈ (︁3
4
, 1
]︁
velja:
Xn
Γ(2p)−1n2p−1
− (2q − 1) −→ M∞ skoraj gotovo in v L2.
Limitna slucˇajna spremenljivka M∞ je nedegenerirana in ima pricˇakovano vrednost
0, a ni normalna slucˇajna spremenljivka.
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Slika 4.3. Vpliv parametra q na porazdelitev X300 pri p = 0.96
Zgornja slika nam prikazuje porazdelitev slucˇajne spremenljivke X300 pri vrednosti
parametra p = 0.96 in razlicˇnih vrednostih parametra q. Zgoraj levo vidimo primer, ko je
q = 0, kar pomeni, da je bil prvi korak negativen. Zaradi velike vrednosti parametra p in
posledicˇno visoke korelacije med prirastki je vrh porazdelitve dalecˇ na levi strani od
izhodiˇscˇa. Na grafu zgoraj desno je q = 0.25, zato je verjetnost, da bo prvi korak
pozitiven enaka 0.25, zaradi cˇesar se v porazdelitvi tudi desno od izhodiˇscˇa oblikuje
manjˇsi vrh. Podobno velja za spodnja grafa. Na levi strani je q = 0.75, na desni pa q = 1.
V izreku zopet vidimo, da ima kljucˇno vlogo pri konvergenci proces parameter p,
parameter q pa vpliva le na translacijo limitne slucˇajne spremenljivke. Vpliv para-
metra q na porazdelitev slucˇajne spremenljivke X300 pri veliki vrednosti parametra
p lahko vidimo na sliki 4.3.
Dokaz izreka 4.13. Videli smo zˇe, da
lim
n→∞
E
[︁⟨M⟩n]︁ <∞,
torej je izpolnjena druga tocˇka izreka 4.12, tretja pa nam pove, da zato martingal
(Mn)n≥0 konvergira skoraj gotovo in v L2 normi. Oznacˇimo limitno slucˇajno spre-
menljivko z M∞. Spomnimo se, da je E[Xn] = (2q − 1)en. Cˇe torej razpiˇsemo Mn
in uposˇtevamo asimptoticˇno vedenje en ∼ Γ(2p)−1n2p−1, dobimo
Xn − E[Xn]
en
∼ Xn
Γ(2p)−1n2p−1
− (2q − 1) −→ M∞ skoraj gotovo in v L2.
Tako smo dokazali prvi del izreka. Da bi videli sˇe, da limitna slucˇajna spremenljivka
M∞ res ni degenerirana, si oglejmo njeno varianco. Ker je (Mn)n≥0 omejen v L2,
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lahko uporabimo izrek o dominirani konvergenci in dobimo
V ar(M∞) = V ar
(︂
lim
n→∞
Mn
)︂
= lim
n−→∞
V ar(Mn)
= lim
n−→∞
n∑︂
j=1
E
[︁
D2j
]︁
=
∞∑︂
j=1
E
[︁
D2j
]︁
> 0,
torej je M∞ res nedegenerirana slucˇajna spremeljivka. Zaradi konvergence Mn k
slucˇajni spremenljivki M∞ v L2 (tudi v L1) lahko uporabimo izrek o dominirani
konvergenci. Ko uposˇtevamo sˇe, da je E[Mn] = 0 za vsak n, dobimo
E[M∞] = E
[︂
lim
n→∞
Mn
]︂
= lim
n→∞
E[Mn]
= 0.
M∞ je torej slucˇajna spremenljivka s pricˇakovano vrednostjo 0. Da pa limitna
slucˇajna spremenljivka M∞ ni normalna, nam nakazujejo zˇe slike, ki prikazujejo po-
razdelitev Xn v superdifuznem rezˇimu (npr. sliki 4.2 in 4.3). Eksplicitno izracˇunani
meri asimetrije in splosˇcˇenosti porazdelitve Xn v [3] nasˇe sume potrdita in povesta,
da M∞ res ni normalna slucˇajna spremenljivka. □
4.3. Difuzni rezˇim. V tem poglavju si bomo ogledali in dokazali konvergenco
polozˇaja Xn k normalni slucˇajni spremenljivki. Cˇe se spomnimo asimptoticˇnega
vedenja variance iz (3.10), domnevamo, da bo proces k normalni slucˇajni spremen-
ljivki konvergiral v difuznem rezˇimu, ko varianca narasˇcˇa linearno s cˇasom, vendar
se izkazˇe, da to velja tudi na tocˇki prehoda p = 3
4
, kjer je proces zˇe mejno super-
difuzen. Pri ugotavljanju konvergence in limitne porazdelitve Xn si bomo zopet
pomagali z martingalom (Mn)n≥0, ki ga bomo poskusili primerno normirati, da bi
dobili konvergenco Mn k standardni normalni slucˇajni spremenljivki N (0, 1).
Na sliki 4.4 lahko vidimo zvoncˇasto obliko porazdelitve X300 pri vrednosti para-
metra p ≤ 3
4
. Oblika porazdelitve nakazuje na to, da bi slucˇajna spremenljivka Xn
lahko konvergirala k normalni slucˇajni spremenljivki.
V prejˇsnjem poglavju smo zˇe obravnavali konvergenco v primeru, ko je p > 3
4
,
zato nam preostane sˇe primer, ko je p ≤ 3
4
. V tem primeru nam lema 4.11 pove,
da zaporedje s2n divergira, varianca V ar(Mn) in pricˇakovana vrednost kvadraticˇne
variacije E[⟨M⟩n] pa zato nista omejeni. Spomnimo se sˇe, da zaporedje s2n predstavlja
ravno kvalitativno najpomembnejˇsi del kvadraticˇne variacije ⟨M⟩n, zato dobimo
(4.2) ⟨M⟩n ∼ s2n skoraj gotovo,
torej je asimptoticˇno vedenje ⟨M⟩n in s2n enako. Spomnimo se, da je V ar(Mn) =
E[⟨M⟩n], zato bomo dobro oceno variance martingala (Mn)n≥0 dobili kar z E [s2n] =
s2n. Da bi dolocˇili asimptoticˇno vedenje slednjega zaporedja si bomo podrobneje
ogledali najpomembnejˇsi del zaporedja s2n, vsoto
∑︁n
j=2
1
e2j
. S pomocˇjo ocene za en iz
(3.5) in podobnega razmisleka kot v dokazu integralskega kriterija za konvergenco
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vrst pri p < 3
4
dobimo
n∑︂
j=2
1
e2j
∼ Γ(2p)2
n∑︂
j=2
1
j4p−2
∼ Γ(2p)2
∫︂ n
2
1
x4p−2
dx
∼ Γ(2p)
2
3− 4pn
3−4p,
pri p = 3
4
pa na podoben nacˇin
n∑︂
j=2
1
e2j
∼ π
4
lnn.
Slika 4.4. Porazdelitev X300 pri p ≤ 0.75
Grafi nam prikazujejo porazdelitev slucˇajne spremenljivke X300 pri vrednosti parametra
q = 0.5 in vrednostih parametra p ≤ 0.75. Zgoraj levo vidimo porazdelitev v primeru, ko
p = 0. Vidimo, da so najbolj verjetni polozˇaji blizu izhodiˇscˇa. Pri vecˇjih vrednostih
parametra p se porazdelitev malo bolj splosˇcˇi, kar lahko vidimo na spodnjem desnem
grafu, kjer je p = 0.75. Kljub temu pa pri vseh sˇtirih grafih opazimo zvoncˇasto obliko
porazdelitve, kar nakazuje na to, da bi slucˇajna spremenljivka Xn lahko konvergirala k
normalni slucˇajni spremenljivki.
Tako smo za vse vrednosti parametra p, kjer zaporedje s2n divergira, dobili njegovo
asimptoticˇno vedenje, za katerega velja:
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s2n ∼
⎧⎪⎪⎨⎪⎪⎩
Γ(2p)2
3− 4pn
3−4p , p <
3
4
π
4
lnn , p =
3
4
.
Dobili smo torej oceno za varianco martingala Mn, ki smo jo iskali, da bi martingal
lahko primerno normirali. Ko Mn normiramo s sn =
√︁
s2n, dobimo
(4.3)
Mn
sn
=
Xn − E[Xn]
ensn
.
Oglejmo si sedaj asimptoticˇno vedenje zgornjega izraza. V sˇtevcu nam ocena (3.6)
da asimptoticˇno vedenje E[Xn]
E[Xn] ∼ 2q − 1
Γ(2p)
n2p−1,
v imenovalcu pa za ensn po zˇe znanih ocenah za en in s
2
n dobimo
(4.4) ensn ∼
⎧⎪⎪⎨⎪⎪⎩
√︃
n
3− 4p , p <
3
4
√
n lnn , p =
3
4
.
Oglejmo si torej sedaj asimptoticˇno vedenje normiranega martingala iz (4.3). Za
dovolj velike n je Mn
sn
pri p < 3
4
priblizˇno enak
Xn −
2q − 1
Γ(2p)
n2p−1√︄
n
3− 4p
,
pri p = 3
4
pa
Xn −
2√
π
(2q − 1) n1/2
√
n lnn
.
Opomba 4.14. Oba zgornja izraza bi dobili tudi tako, da bi od Xn odsˇteli asimp-
toticˇne pricˇakovane vrednosti E[Xn] iz (3.6) in vse skupaj delili s korenom asimp-
toticˇne variance (oziroma asimptoticˇnim standardnim odklonom) iz (3.10).
Da bi videli, da zgornja dva izraza res konvergirata k standardni normalni slucˇajni
spremenljivki, si oglejmo naslednji izrek.
Izrek 4.15 (Konvergenca k normalni slucˇajni spremenljivki). Za nakljucˇni slonji
sprehod (Xn)n≥0 veljata naslednji dve trditvi.
• Cˇe p < 3
4
, potem
Xn −
2q − 1
Γ(2p)
n2p−1√︄
n
3− 4p
D−−→ N (0, 1).
31
• Cˇe p = 3
4
, potem
Xn −
2√
π
(2q − 1) n1/2
√
n lnn
D−−→ N (0, 1).
Pri dokazovanju izreka 4.15 si bomo pomagali s pomozˇnim izrekom 2.5 iz [5], ki
nam da zadostne pogoje za konvergenco k standardni normalni slucˇajni spremen-
ljivki. Pove nam, da cˇe je (Dn,j,Fn,j) trikotni nabor martingalskih razlik in veljata
predpostavki
(4.5)
n∑︂
j=1
E
[︁
D2n,j1{|Dn,j |>ε}
⃓⃓Fn,j−1]︁ P−−→ 0 za vsak ε > 0
ter
(4.6)
n∑︂
j=1
V ar (Dn,j |Fn,j−1) P−−→ 1,
potem
n∑︂
j=1
Dn,j
D−−→ N (0, 1).
Dokaz izreka 4.15. V nasˇem primeru lahko normirani martingal zapiˇsemo kot vsoto
cˇlenov Dn,j :=
1
sn
Dj za 1 ≤ j ≤ n, saj velja
Xn − E[Xn]
ensn
=
1
sn
n∑︂
j=1
Dj =
n∑︂
j=1
Dn,j.
Ker je sn dolocˇen deterministicˇno, velja Fn,j−1 = Fj−1 za vsak n, zato lahko prvo
predpostavko (4.5) iz pomozˇnega izreka zapiˇsemo kot
n∑︂
j=1
E
[︁
D2n,j1{|Dn,j |>ε}
⃓⃓Fj−1]︁ P−−→ 0 za vsak ε > 0.
Da bi dokazali, da zgornja vsota res v verjetnosti konvergira proti 0, si bomo ogledali
mnozˇico
{|Dn,j| > ε} =
{︃⃓⃓⃓⃓
1
sn
Dj
⃓⃓⃓⃓
> ε
}︃
in pokazali, da je za dovolj velike n prazna, indikatorji pod matematicˇnim upanjem
v vsoti pa zato enaki 0. Iz ocene (4.1) vemo, da lahko |Dj| skoraj gotovo navzgor
omejimo z 4
ej
, zaradi cˇesar velja
{|Dn,j| > ε} ⊆
{︃
4
ejsn
> ε
}︃
skoraj gotovo.
Iz definicije 3.2 zaporedja en vidimo, da so pri p ∈
[︁
1
2
, 3
4
]︁
vsi cˇleni ej ≥ 1, zato je
{|Dn,j| > ε} ⊆
{︂
4
sn
> ε
}︂
skoraj gotovo. Lema 4.11 nam pove sˇe, da zaporedje sn
pri p ≤ 3
4
narasˇcˇa proti ∞, slednja mnozˇica pa je zato za dovolj velike n prazna,
torej predpostavka v tem primeru drzˇi, saj so takrat vsi cˇleni v vsoti enaki 0.
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Pri p < 1
2
pa je zaporedje en nenarasˇcˇajocˇe, zato za vse j = 1, . . . , n velja ej ≥ en,
iz cˇesar sledi, da {|Dn,j| > ε} ⊆
{︂
4
ensn
> ε
}︂
skoraj gotovo. Po (4.4) velja, da
limn→∞ ensn =∞, zato je slednja mnozˇica za dovolj velike n zopet prazna.
Prva predpostavka (4.5) iz pomozˇnega izreka je torej izpolnjena za vse p ∈ [︁0, 3
4
]︁
.
Preostane nam pokazati le sˇe, da drzˇi tudi druga predpostavka (4.6), ki zahteva, da
n∑︂
j=1
V ar (Dn,j |Fj−1) P−−→ 1.
Posamezen cˇlen v zgornji vsoti lahko zapiˇsemo tudi drugacˇe in dobimo
V ar(Dn,j |Fj−1) = 1
s2n
V ar(Dj |Fj−1) = 1
s2n
E
[︁
D2j
⃓⃓Fj−1]︁ .
Zgornjo pricˇakovano vrednost pa smo zˇe srecˇali pri obravnavi kvadraticˇne variacije
(⟨M⟩n)n≥0, v (4.2) pa smo ugotovili, da zaradi asimptoticˇnih lastnostiDj in definicije
s2n velja
n∑︂
j=1
1
s2n
E
[︁
D2j
⃓⃓Fj−1]︁ −→ 1 skoraj gotovo, ko n −→∞.
Ker skoraj gotova konvergenca implicira konvergenco v verjetnosti, je izpolnjena
tudi druga predpostavka (4.6).
Tako lahko zakljucˇimo, da
n∑︂
j=1
Dn,j
D−−→ N (0, 1).
Cˇe vsoto razpiˇsemo
n∑︂
j=1
Dn,j =
1
sn
n∑︂
j=1
Dj =
Xn − E[Xn]
ensn
in uposˇtevamo sˇe asimptoticˇne lastnosti E[Xn] in ensn iz (3.6) ter (4.4) pri razlicˇnih
vrednostih parametra p, dobimo ravno izraza iz izreka, s cˇimer je dokaz koncˇan. □
Tako smo dokazali sˇe zadnji izrek diplomskega dela in videli, da slucˇajna spre-
menljivka Xn res konvergira k normalni slucˇajni spremenljivki za vse p <
3
4
in
presenetljivo tudi pri p = 3
4
, kjer varianca V ar(Xn) narasˇcˇa hitreje kot linearno ter
je proces zˇe mejno superdifuzen.
Slovar strokovnih izrazov
elephant random walk nakljucˇni slonji sprehod
triangular martingale difference array trikotni nabor martingalskih razlik
diffusive regime difuzni rezˇim
superdiffusive regime superdifuzni rezˇim
transition point prehodna tocˇka
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