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Introduction 
Let R be a one-dimensional reduced noetherian ring and let X be an indetermi- 
nate. There is a natural decomposition of the Picard group 
PicR[X,X-‘]zPicR$NPicRCBNPicR$LPicR, 
due to Weibel [lo, 111, where NPic R is the quotient Pit R[X]/Pic R and LPic R 
is isomorphic to the &tale cohomology H’(spec R, Z). It is well known that 
NPic R = 0 if and only if R is seminormal [3, 8, 91, 
The purpose of this paper is to study on the structure of LPic R and in 
particular when it vanishes. 
In Section 1 among other preliminary results on rank-one projective 
R[XJ']- mo u es, d 1 we recall some fundamental techniques from Bass and 
Murthy [2] and Weibel [lo] for computing LPic R, which play an important role 
throughout the present paper. 
In Section 2 we modify the definition of ‘anodal’ in Definition 2.6 (see [lo]). 
The main purpose of the section is to prove Theorem 2.9: LPic R = 0 if and only 
if R is anodal. This theorem is an extension of [6, 1.141 and [lo, 3.41. 
In Section 3 we consider the global-to-local property of anodality on R. The 
notion of ‘P-anodal’ is defined in Definition 3.1. Proposition 3.2 shows that, given 
a prime ideal P of R, the localization R, is anodal if and only if R is P-anodal. 
In Section 4 we study the structure of LPic R. Theorem 4.5 describes a 
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structure of LPic R by the natural decomposition 
LPic R G T(R) Cl3 LPic Rip, @ ’ ’ ’ CD LPic Rlp, , 
where pi are all minimal prime ideals of R. The term T(R) is isomorphic to Z” 
where s can be computed explicitly. As a consequence, in Corollary 4.13 we give 
a geometric characterization on R to be quasinormal (i.e. NPic R = LPic R = 0) 
when the integral closure of R in its quotient ring is a finite R-module, which is 
conjectured by Greco [4]. Some examples R with LPic R 2 Z” are given in 
Example 4.14 for an arbitrary integer s > 0. 
Notations and conventions 
All rings are assumed to be commutative noetherian with 1. 
The integral closure of a reduced ring A in its quotient ring will be denoted by 
A. For a ring extension A C B, we denote by c(BIA) the conductor ideal of A in 
B. An idempotent e of a ring A is called indecomposable if e = e, + e2 implies 
e, = 0 or e2 = 0 for any pair of idempotents e,, e2 E A with e,ez = 0. A set 
{e,, . . . , e,} of idempotents is said to be orthogonal if e, + * - * + e, = 1 and 
eie, = 0 for any i # j. The set of all nonzero indecomposable idempotents of A will 
be denoted by E(A). Thus the cardinal number of E(A) is equal to the number of 
connected components of A, which is denoted by h(A). For convenience sake we 
define h(0) = 0. 
We often identify A[X, XP’] with the group ring AZ of Z for short. Given a 
rank one projective AZ-module M, we write [M] for the isomorphism class of M. 
We may regard [M] as an element of Pit AZ. 
Throughout this paper we jix R to be a one-dimensional reduced noetherian ring. 
1. 
In section we rank-one projective RZ-modules whose 
classes contained in R. 
1.1. Given an integer LY and an element a E R with a - a*, a2 - a3 E R, we write 
M(a)” = (ax” + 1- a, a - a2, a2 - a3)RZ, 
the RZ-submodule of R[a]Z generated by aX* + 1 - a, a - a*, a2 - a3. The 
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product M(a)*M(a) ’ is defined as an RZ-submodule generated by all fg for 
f E M(a)” and g E M(a)‘. 
1.2. Proposition. (i) A4(a)“M(a)P = M(u)“+P. 
(ii) M(u)* = (aXa + 1 - a, Z)RZ where Z = c(R[u] lR). 
Proof. (i) Let J= (a - u2, u2 - u3)R be the ideal of R generated by u-u’, 
2 
a - u3. Notice that J C Z and a = u2 (mod J). From the definition it follows that 
M(u)“M(u)~ 3 (uX"+~ + 1 - a + f, J2)RZ 
where f= -(a - u2)(Xa - 1)(X’ - 1) E JRZ. On the other hand, for any b E J 
we have 
qux-‘* +P) + 1 - u)(uxa++P l-u+f)=b (modJ2RZ), 
and hence 
(ax- +p +l-u+f, J*)RZ>J, 
which shows that 
M(u)*M@)~ = (uX~+~ + 1 - a, J)RZ = M(u)“+~ 
as required. 
(ii) Put M = (aXa + 1 - a, Z)Rh. Since M(u)” C M, we have 
RZ = M(u)*M(u)-” C MM(u)-” . 
Notice that MM(u)-* C RZ because Z = c(R[u] lR) with a - u2 E I, which implies 
that MM(u)-” = RZ, and hence M = MM(u)-*M(u)” = M(u)* by (i). Cl 
We recall some results on LPic R from [2] and [lo], which are essential in the 
present paper. 
1.3. Given a ring A, the unit group of A is denoted by U(A). We write Z-Z(A) for 
the subgroup of U(AZ) consisting of all elements of the form e,X”’ + . . * + e,X”” 
(cxi E Z) where {e,, . . . , e,} = E(A). N ow let A be a ring such that R C A C Z? 
and let J be an ideal of R with JA = J. Suppose J contains a regular element of A, 
then R’ := R/J and A’ := A/J are both artinian rings, and therefore Pit R’Z = 
Pit A’Z = 0. The kernel Ker @ of the canonical homomorphism @ : LPic R-+ 
LPic A is isomorphic to the quotient group H(A’) IH(R’)H(A)’ G E” for 
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s = h(A’) - h(R’) - h(A) + h(R), 
where H(A)’ is the homomorphic image of H(A) in H(A’) by the canonical 
homomorphism AZ+ A’Z (see [2, Section 81 and [lo, Section 21). Take a subset 
{a,, . . . , a,} of A so that {a,, . . . , a,} (mod J) = ,?(A’), i.e. {al, . . . , a:} = 
E(A’) for residue class ai of ai modulo J. If we set 
M = (a,X”’ + + * f + a,X”“, J)RZ , 
then M is a rank one projective RZ-module with [M] E Ker @. Notice that 
H(A’) = { a;Xal + . . . + aAX”” 1 ui E Z}. The map of Weibel’s H-LPic sequence in 
[lo, 2.0, 5.31 gives 
(or a(aiX-“l + 1 - ai, J)RZ depending on the sign convention used in a). Since 
the elements a’XPcLi + 1 - al generate H(A’), the isomorphism Ker @ z H(A’) / 
H(R’)H(A)’ is given by one-to-one correspondence 
[M] t) a:.X”* + . . . + aAX”” (mod H(R’)H(A)‘) . 
In particular, M is free if and only if 
aiXal +. . . + a,‘,X”” E H(R’)H(A)’ . 
On the other hand, we have aj - a;, a; - a: E R (i = 1,. . . , n), and hence 
M(ai)ai are well defined for any (Y~ E Z. From Proposition 1.2 it follows that 
M(a,)“l = (a,X”’ + 1 - ai, J)RZ 
because a, - af E J C c(R[a,]lR). In other words, [M(ai)] (i = 1, . . . , n) generate 
Ker @, and further [M(ai)] = 0 if and only if alX + 1 - ai E H(R’)H(A)‘. It 
should be noticed that R is a direct product of normal domains, and hence 
LPic R = 0 (see [2, 5.101). So, when R is a finite R-module, if we set A = R, then 
Ker @ = LPic R. Thus in this special case LPic R is generated by [M(ai)] 
(i=l,..., n) defined as above. 
1.4. Proposition. Let a be an element of R such that a - a2, a2 - a3 E R and let 
I= c(R[a]lR). Then M(a) is free if and only if there is a set {u,, . . . , u,} C R 
satisfying the following: 
(i) theresidueclass{u~~R’:=RlI~i=1,...,m}of{u,,...,u,}isasetof 
orthogonal idempotents of R’, 
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(ii) auiPl +(l-a)u,=ei(modZ) (i=l,...,m+l, ~~=~,+~=O)forsome 
set {e,, . . . , emi1 } of orthogonal idempotents of R[a]. 
Proof. As is noticed in 1.3, M(a) is free if and only if a’X + 1 - a’ E 
H(R’)H(R[a])’ for R’ = R/Z and R[a]’ = R[a]lZ. This is equivalent to the exist- 
ence of a set {u:., . . . , u;} of orthogonal idempotents u: in R’ for ui E R such 
that 
(a’X + 1 - a’)( 2 uiX”l) = i eI.XPl 
i=l i=l 
(1) 
for some (Y~, pi E Z and some set {e, , . . . , e,} of orthogonal idempotents of R[a]. 
We may assume czi = czI - 1 + i in cy!, u:X’, where the terms with coefficient 0 
are admitted. Now the left hand side of (1) becomes 
= ,z (a’z4_, + (l- a’)u;)X++’ 
where ub = u;+~ = 0. The conclusion easily follows from (1). Cl 
1.5. Corollary. Zf M(a) is free, then R[a] = R[e,, . . . , e,] for some idempotents 
e, E E (i = 1, . . . , m). 
Proof. Let u, and ej be as in Proposition 1.4. Then 
j-l 
(l- Q.4; + c u: = i (a’Ll_, + (l- a’)&) 
i=l i=l 
=iei (lsjsm), 
and hence 
1 - a’ = (1 - a’) -g u; 
j=l 
= fj ((m + 1 - j)ej - (m - j)u;) , 
j=l 
which shows that R[a] C R[e,, . . . , e,]. The converse inclusion R[a] 3 
R[e,, . . . , e,] follows immediately from 
auiPl + (1 - a)u, = e, (mod Z) 
as required. 0 
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2. 
In this section we give an elementary characterization of one-dimensional 
noetherian rings A with LPic A = 0. Recall that R is assumed a one-dimensional 
reduced noetherian ring. 
2.1. Lemma. Let K be an artinian ring with E(K) = {e,, . . . , e,} and let K[e] be 
a simple extension over K by some indempotent e. Suppose e,, . . . , e, are 
decomposable (i.e. nonindecomposable) in K[e] and e,,, , . . , e, are indecom- 
posable. Then 
E(K[e]) = {eje, e,(l - e), ej 1 i = 1, . . , r, j = r + 1,. . . , m} . 
In particular, h(K[e]) = m + r. 
Proof. If we put K[x] = K[X] l(X - X’), then the canonical homomorphism 
f : K[x]+ K[e] is a well-defined surjection. Since K[x] and K[e] are both 
artinian, any indecomposable idempotent in K[e] is the image of some indecom- 
posable idempotent in K[x] by f. On the other hand, it is easy to see that 
E(K[x]) = {eix, e,(l - x) 1 i = 1, . . , m}. Thus 
f(E(K[x])) = {eie, e,(l - e) 1 i = 1, . . . , m} = E(K[e]) U (0) , 
and in particular e,e and e,(l - e) are both indecomposable in K[e] for i = 
1 3 . ’ . 3 m. This shows that e, is decomposable if and only if e,e # 0 and 
e,( 1 - e) # 0, and hence all nonzero indecomposable idempotents in K[e] are eie, 
e,(l - e) (i = 1, . . . , r) and ej (Z=r+l,. . . ,m), as required. •i 
2.2. Remark. The assumption ‘K is artinian’ is essential in Lemma 2.1 as follows: 
Let k be a field and let A be a reduced k-algebra with E(A) = {e,, e2, e3, e4}. 
Put B = k[e, + e,X, e2 + e,X] C A[X] and e = e, + e2. Then B is a one-dimen- 
sional reduced ring with h(B) = 1. However E(B[e]) = {e,, e2, e3 + e4}, and 
hence h(B[e]) = 3. 
2.3. Proposition. Let a be an element of R such that a - a2, a2 - a3 E R and let 
Z = c(R[a] lR). Then h(R[a] /Z) = 2h(RIZ). 
Proof. Let {ui, . . . , urn} be a subset of R such that the residue class 
(4,. . . , u;} modulo Z is E(RIZ). If some uj is indecomposable in R[a] /I, then 
we have one of following two cases: 
(1) u,a = ui (mod Z), 
(2) uj(l - a) = uj (mod I), 
because a - a2 E Z and the residue class a’ of a is an idempotent of R[a] /Z. Thus 
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uiR[a] = u,R + ujaR = ujR + uj(l - a)R = u,R (mod I) 
in both cases (1) and (2)) and hence uj E I, which contradicts to the hypothesis 
ui # 0. Therefore every ul (i = 1, . . . , m) is decomposable in R[a] /I. The conclu- 
sion now follows from Lemma 2.1 because R/Z is artinian. 0 
2.4. Corollary. Let A be a finite integral extension of R in R and let J be an ideal 
of R with JA = J. Let a be an element of A\R whose residue modulo J is a nonzero 
indecomposable idempotent in A/J. Suppose J contains a regular element of A, 
then h(RIZ) = 1 and h(R[a] /I) = 2 for Z = c(R[a] lR). 
Proof. Since J contains a regular element of A, the canonical homomorphism 
R[a] lJ--+ R[a] /I is well defined as a homomorphism of two artinian rings because 
J C I. In particular, the image of any indecomposable idempotent of R[a] lJ in 
R[a] /I is indecomposable in R[a] /I. Therefore the residue class a’ modulo Z is an 
indecomposable idempotent in R[a]lZ, and from Proposition 2.3 it follows that 
E(R[a]IZ) = {u$‘, u!(l- a’) 1 i = 1,. . . , m} 
for {u;, . . . , u;} = E(RIZ). S’ mce a’ is indecomposable, we have uia’ = a’ for all 
i=l,..., m, which shows that 
E(R[a]IZ) = {a’, u:(l- a’) 1 i = 1,. . . , m} and h(R[a]lZ) 5 m + 1. 
Again by Proposition 2.3 we have 
h(R[a] /I) = 2h(RIZ) = 2m . 
Thus 2m 5 m + 1 and m = 1 as required. 0 
2.5. Proposition. Let a be an element of R such that a - a2, a2 - a3 E R and let 
Z = c(R[a] IR). Suppose the radical of Z in R is a maximal ideal of R, then the 
following are equivalent: 
(i) M(a) is free, 
(ii) R[a] = R[e,, . . . , e,] for some idempotents e, E R, 
(iii) R[a] = R[e] for an idempotent e E R. 
Proof. (i)J(ii) This is nothing but Corollary 1.5. 
(ii) + (iii) By P roposition 2.3 we have h(R[a]lZ) = 2h(RIZ). Since R/Z is local 
artinian, h(R[a] /I) = 2, i.e. 
{a, 1 - a} (mod Z) = E(R[a] lZ) . 
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Thus for each e, in (ii) such that ei PO, ei #l (mod Z) we have a = e, (mod I) or 
1 - a = ei (mod I), which yields R[a] = R[e,] for some ei #O. 
(iii) + (i) Replace e by 1 - e if necessary to get a = e (mod I). The fact that 
M(a) is free immediately follows from Proposition 1.4. 0 
2.6. Definition. Let A C B be a ring extension. We call A unodul in B if for every 
a E B such that a - u2, u2 - u3 E A there is a set {e,, . . . , e,} of idempotents of 
e, E B with A[u] = A[e,, . . . , e,]. In particular, when A is anodal in A we say 
simply that A is anodal. 
2.7. Remark. The notion of ‘anodal’ was first introduced for integral domains in 
[6] under the name ‘u-closed’. Weibel in [lo] quoted the definition of [6] but 
recommended the name ‘anodal’ be used. In the present paper the word ‘anodal’ 
is retained but in the case where A is not an integral domain the definition is 
different from that of [lo] as follows: If k[t] C k[t] x k[t] is a diagonal inclusion of 
a polynomial ring k[t] over a field k, then k[(t, 0), (0, t)] = k[X, Y]I(XY) is 
anodal under the new definition but not anodal under the previous definition [lo, 
3.3.11. Let k[t, e] be a simple ring extension by an idempotent e over k[t]. Then 
k[t - t’, t2 - t”, e + t, et] is another example of an anodal ring under the present 
definition but not anodal under the previous definition. For other examples in 
relation to anodality see [4] and [7]. 
2.8. Lemma. Zf M is a projective RZ-module with M @)R R z RZ, then M BR A s 
AZ for some finitely generated R-subalgebra A of R. 
Proof. We may assume M C l?Z and RM = RZ. Since M is finitely generated, we 
can find a finitely-generated R-subalgebra A of R so that AM = AZ. Now 
consider the canonical surjection M gR A+ AM. This is an AZ-module homo- 
morphism between two projective AZ-modules of the same rank, which shows 
that the surjection is an isomorphism as required. 0 
2.9. Theorem. (Cf. [6, 1.141 and [lo, 3.41.) Let R be a one-dimensional reduced 
noetheriun ring. Then R is unodul if and only if LPic R = 0. 
Proof. First suppose R is not anodal. Then we can find an element a E R so that 
a - u2, u2 - u3ER and R[a]#R[e,,..., e,] for any idempotents e, E R. By 
Proposition 2.5, M(u) is not free, which shows that LPic R # 0. Conversely, 
suppose R is anodal. Let M be a rank-one projective RZ-module such that 
[M] E LPic R. Since M @R R is free, by Lemma 2.8 there is a finite R-subalgebra 
A of R such that M OR A = AZ, and hence we can apply 1.3 to M and A, namely 
M is isomorphic to M(u,)“’ . . . M(u,)“’ for ui E A and LYE Z with {a,, . . . , a,} 
(mod J) = E(A /.Z) w h ere J = c(AlR). If Z, = c(R[a,] lR), then by Corollary 2.4, 
h(RIZ,) = 1, and hence M(u,) is free for i = 1, . . . , n by Proposition 2.5, which 
means that M is free and LPic R = 0. 0 
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2.10. Remark. For any ring A, LPic A is also well defined and LPic A = 
LPic A red, where A red denotes the reduced ring induced from A [lo, 1.5.21. Thus 
by Theorem 2.9, if A is a ring such that Ared is a one-dimensional noetherian ring, 
then LPic A = 0 if and only if A red is anodal. 
2.11. Definition. (See [4].) A ring A is said to be quasinormal if the natural 
homomorphism Pit A -+ Pit A[X, X-‘1 is an isomorphism. 
2.12. Corollary. If A is a one-dimensional noetherian ring, then A is quasinormal 
if and only if A red is seminormal and anodal. 
Proof. A is quasinormal if and only if A red is quasinormal by [lo]. Thus this is an 
immediate consequence of Theorem 2.9. 0 
3. 
We devote this section to study the global-to-local property on R. 
3.1. Definition. Let A be a ring and let P be a prime ideal of A. We say that A is 
P-anodal if for every a E A such that a - a’, a2 - a3 E A there is a set 
{e,, . . . , e,} of idempotents ej with A,[a] = A,[e,, . . . , e,] where A,[a] = 
A[a] @‘A A,, the localization by P. 
3.2. Proposition. Let R be a one-dimensional reduced noetherian ring. For any 
prime ideal P of R the localization R, is anodal if and only if R is P-anodal. 
Proof. Notice that l? p := R 8 R, is the integral closure of R,. The ‘only if’ part 
easily follows from the definition. So we shall prove the ‘if’ part. Suppose R is 
P-anodal and a= blsEl?, such that a - a2, a2 - a3E R, where bEl? and 
s E R\P. Then tsb - tb2, tsb’ - tb3 E R for some t E R\P. Let I = Q, fl. . . rl Q, 
be a shortest primary decomposition in R of I = c(R[b] lR) with prime divisor Pi 
of Qi. Notice that I contains a regular element of R[b], and hence Pi (i = 
1 . . 3 n) are all height-one maximal ideals, which means that R/Z is a direct 
pioduct of n artinian local rings R/Qi. Therefore, if P Z Pi for all i = 1, . . . , n, 
then R,[a] = R, because PzfZ, and there is nothing to prove. Thus we may 
assume P=P,, ts$ZP,U**.UP, and tsEP,+Ifl***nP, for some r, which 
yields ta+lsacl ,@P, U . . . U P, and ta+lsa+’ E Q,,, n . . . fI Q, for sufficiently 
large integer CX. On the other hand, by the assumption that tsb - tb2, tsb2 - tb3 E 
R we have 
tt”s*+‘(tYb) - t(tasub)2 = t2”s2”(tsb - tb2) E R 
and 
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tt”s”+‘(t”s”b)’ - t(tasab)3 = t3%3a(tsb” - tb3) E R 
Put tY+l = u and t*s”b = c. Then 
tuc - tc2, tuc2 - tc3 E R 
and 
tu~P,U~4JP,, tu E Q,,, n . . . n (2, . 
Now consider the canonical homomorphism f, : R + R/Q, for i = 1, . . . , n. Then 
f.(a) (i = 1, . . . , r) is a unit in RIQi. Since Q, , . . . , Q, are pairwise coprime, we 
can choose u E R so that h(u) = h(tu)-’ (i = 1,. . . , r) and h(u) = 0 (j = r + 1, 
. . . ) n), which implies that tu = uPtP+‘up+’ (mod Z) for any integer /3 I 0. Thus 
u4t3u2(tuc - tc2) = u2t2uc - (u2t2uc)2 (mod Z) 
because u4t4u3 = u2t2u (mod Z). In a similar way we can verify that 
u6t5u3(tuc2 - tc3) = (u2t2uc)2 - (u2t2uc)3 (mod I) . 
From the assumption that R is P-anodal it follows that R,[u2t2uc] = 
R,[e,, . . . , e,] where u2t2uc = u2t2a+2s2a+1 b for all u, t, s E R\P. Thus R,[u2t2uc] 
= R,[b] = R,[a], which p roves that R, is anodal. 0 
3.3. Corollary. (Cf. [4, 4.71.) Zf R is a one-dimensional noetherian domain, then 
the following are equivalent: 
(i) LPic R = 0, 
(ii) LPic R, = 0 for every prime ideal P of R. 
Proof. (i) 3 (ii) This is an immediate consequence of Theorem 2.9 and Proposi- 
tion 3.2. 
(ii)+(i) Th’ f is 0110~s from Theorem 2.9 (see [5, 61). 0 
3.4. Remark. If we set R = k[X, Y]/(XY(X + Y - 1)) for any field k, then 
LPic R, = 0 for all prime ideals P of R, but LPic R = Z. (See [4, 4.121 and [lo, 
6.1.11.) 
Here we consider R from another point of view. Let k[ t] C k[ t] x k[ t] X k[ t] be 
a diagonal inclusion of a polynomial ring over a field k. Put x = (1 - t, t, 0) and 
y = (t, 0, t). Then xy(x + y - 1) = 0 and it is easy to see that k[x, y] z R. So we 
may identify R with k[x, y]. If a = (t, O,O), then a E R = k[t] x k[t] X k[t] with 
a - a2 = xy E R and a2 - a3 = xy2 E R. On the other hand, 
k[x, Y, al = k[(l, t, 01, (to, t), (t, 0, (01 ,
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and hence k[x, y, a] := R[a] does not contain any nontrivial idempotent, which 
shows that R is not anodal, i.e. LPic R # 0. But for any prime ideal P of R it is 
easy to see that R, is normal or isomorphic to the localization of an anodal ring 
k[(O, 9, (t, (31 = k[X, Yl IW> in Remark 2.7. Thus R is P-anodal for every 
prime ideal P of R. 
4. 
In this section we show that there is a natural decomposition of LPic R. The 
affirmative answer to the Greco’s conjecture on geometric characterization of 
quasinormality is given by using such a decomposition. Recall that R is assumed 
to be a one-dimensional reduced noetherian ring. 
4.1. Lemma. Let A be a ring such that R C A C R and let S be a multiplicative 
subset of A. Suppose A is a finite R-module, then the canonical homomorphism 
LPic R-+ LPic K’A is surjective. 
Proof. Let M be a projective S’AZ-module with [M] E LPic K’A. it is enough 
to show that there is a projective RZ-module M, such that [M,] E LPic R and 
M,BR S-IA E M. By Lemma 2.8 we can choose a finitely-generated S-IA- 
subalgebra C of s-‘A = S ‘R so that M @smIA C g CZ. We may assume that C is 
of the form C = S-‘B for some finitely-generated R-subalgebra B of Z?. Put 
Z = c(BIR) and .Z = c(BIA). Then Z C J and both ideals I, .Z contain a regular 
element of B. If A = Z?, there is nothing to prove and we may suppose I # B and 
.Z # B. Therefore, the natural homomorphism f : B/Z+ S-‘B/S-‘J is a well- 
defined surjection because B/J is a direct product of local artinian rings and every 
nonzerodivisor of a local artinian ring is always a unit. Notice that any indecom- 
posable idempotent of S-‘B/S-‘J is the image of some indecomposable idempo- 
tent of B/Z by f, and hence 
f(E(BIZ)) = E(S-‘B/S-‘J) U (0) . 
Thus we can take a subset D = {a,, . . . , a,} of B so that D (mod Z) = E(BIZ) 
and 
{ai/ 1 i = 1,. . . , m} (mod K’J) = E(S-‘B/S-‘J) (1% m In) 
where a,/1 E S-‘B. Recall that M(q)*’ is defined by 
M(q)’ = (u;X"~ + 1 - a;, a, - a;, a; - a;)RZ (q E Z) . 
If we apply 1.3 to K’A C S-‘B instead of R C A, then M can be represented as a 
product M = MT’ . . . Mzm of S’AZ-modules Mp’ := M(a,)*‘S-‘A (C Y’BZ). 
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Since the canonical surjection M(a,)*l @.R S-IA+ MP’ is clearly an isomorphism, 
which implies that 
Thus if we set M, = /~!(a,)“’ . . . Map, then [M,] E LPic R and M, aR S-‘A z 
M as required. 0 
4.2. Corollary. Let A be a finitely-generated R-subalgebra of R and let S be a 
multiplicative subset of A. If LPic R = 0, then LPic S-IA = 0. 
Proof. This is a special case of Lemma 4.1. 0 
4.3. Lemma. If p, is the minimal prime ideal of R defined as the kernel of a 
canonical surjection R-+ Re, for {e,, . . . , e,} = E(R), then the kernel Ker Gi of 
the canonical homomorphism 
Qi : LPic R[e,, . . . , ei_,]+ LPic R[e,, . . . , ei] 
(i=l,. . . 1 n-l,e,=O) 
is isomorphic to Z”I for 
si = h(Rlp, + Ji+l) - h(RIJi+,) + h(RIJi) - 1 
whereJ,=p,fI...np,. 
Proof. We set A, = R, Ai = R[e,, . . . , e,] and I,_, = c(A,IA,_~). Recall that by 
1.3, Ker Qi is isomorphic to Z’l for 
ti = h(AjlZi_,) - h(Ai~,lI,_,) - h(Ai) + h(A,_,) . 
We first prove the lemma in the special case where i = 1. Since pIeI = 0 and 
J,(l - e,) =O, i.e. (pl + J,)e, = J2, we have pI + J2 C Z,. Moreover, ae,, 
a(l-e,)ER for any aEZ,, and hence ae,EJ,, a(l-e,)Ep, because 
ae,(l - e,) = a(1 - el)el = 0. This shows that a = a(1 - e,) + ae, Ep, + J, and 
I,, = p1 + J2. If p, and J2 are coprime, i.e. p1 + J2 = R, then 
s1 = h(Rlp, + J2) - h(RIJ,) + h(R) - 1 = 0 
because h(Rlp, + J2) = h(0) = 0 and 
h(R) = h(R/p,) + h(RIJ,) = 1 + h(RIJ,) . 
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On the other hand, the assumption that I,, = R implies R = R[e,] and Ker @i = 0. 
Thus the lemma holds when i = 1 and p1 + J2 = R. Now suppose p, + J2 # R. 
Notice that 
h(R[e,] /I,,) - h(RIZ,) = h(RIZ,) = h(Rlp, + J2) 
by Proposition 2.3. Thus 
t, = h(R[e,]lZ,) - h(RlZ,) - h(R[e,]) + h(R) 
= h(R/p, + J2) - h(RIJ,) + h(R/J,) - 1 
Sl 
because 
h(R[e,]) = h(R/p,) + h(RlJ*) = 1 + h(RIJ,) 
and R/J, = R, which completes the proof in the case where i = 1. 
It remains to prove the general case. Since Rlp] G Rei and RIJ, z 
R(e, + * * * + e,), if we set B, = Rlp, X . . . X RIpI, then 
Ai = Bi x RIJ,,, = BipI x Rlp, x RIJ,,, . 
Thus Ker cD~ may be identified with the kernel of the canonical homomorphism 
LPic RIJ,* LPic (Rip, X RIJ,,,) for i = 1,. . . , n - 1. If ’ denotes taking residue 
classes modulo J,, then pj ( j = i, . . . , n) are all minimal prime ideals of R’ = RI 
Ji. Further we have R’lp: x R’IJ:,, G R’[e] for some idempotent e such that 
R’lp: z R’e and R’IJ:,, z R’( 1 - e). Thus we can apply the case i = 1 to Ker @, , 
and get 
si = h(R’lp; + J;+,) - h(R’IJ;+,) + h(F) - 1 
= h(Rlp, + J,+l) - h(RIJ;+,) + h(RlJj) - 1, 
which completes the proof of the lemma. 0 
4.4. If a maximal ideal P of R contains r distinct minimal prime ideals of R, then 
we write p(P) = Y - 1. We define T(R) = zPEMaxR p(P), where P runs over all 
maximal ideals Max R of R. Notice that T(R) <cc. 
4.5. Theorem. Let R be a one-dimensional reduced noetherian ring. Then there is 
a natural decomposition 
LPic R z T(R) CI3 LPic Rlp, C3. . .03 LPic Rip, 
124 T. Asanuma 
where pl, . . . , p, are all minimal prime ideals of R and T(R) is isomorphic to Z” 
for s = h(R) - n + T(R). 
Proof. Under the same situation as in Lemma 4.3 we have a split exact sequence 
where A, = R and Ai = R[e,, . . . , ei]. The fact that Q is surjective follows from 
Lemma 4.1. Thus there is a split exact sequence 
(2) 
where Ker @ z Z” with 
s = s1 + . . . + s,_l 
n-1 
= h(R) - rz + c h(Rlp, + Ji+l). 
i=l 
If we set Ker @ = T(R), then from the exact sequence (2) follows the natural 
decomposition LPic R z T(R)@ LPic A,_,. Moreover, since A,-, g Rip, X 
“‘x Rip,, we have 
LPic A,-, ~LPicRlp,03~**CI3LPicRlp,, 
and hence 
LPic R s T(R) C3 LPic Rlp, CE3 *. . @ LPic Rip, 
So in order to prove the theorem it is enough to show that 
n-1 
c h(Rlp, + J, + 1) = r(R) 
i=l 
by induction on ~12 2. If n = 2, then h(Rlp, + J2) := h(Rlp, + pz) is the number 
of P E Max R such that P > p1 + pz. On the other hand, for any P E Max R, we 
have p(P) = 1 if and only if P >pl + pz, and otherwise p(P) = 0, which shows 
that T(R) = h(Rlp, + p2). Now we consider the general case. Put R’ = RIJ, and 
pi = p,lJ, C RIJ, for i = 2, . . . , n. Then pi (i = 2, . . . , n) are all minimal prime 
ideals of R’. Apply the induction hypothesis to R’ to get 
n-1 
c h(R’lp: + J;+l) = T(R') . 
i=2 
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Notice that R’lpi + J:+l z RIpi + Ji+l, and hence the left-hand side of (3) M 
to 
n-1 
C h(R’~i + Ji+l) . 
i=2 
On the other hand, it is easy to verify that T(R) - QR’) is the number of 
Q E Max R such that Q contains some p1 + pi ( j = 2, . . . , n). This shows that 
h(R/p, + J2) = T(R) - T(R’) and hence 
n-l 
C h(R’Pi + Ji+l> = r(R) 9 
i=l 
which completes the proof by induction. 0 
4.6. Corollary. Zf R is local, then 
LPic R E LPic Rlp, $‘. . $ LPic Rlp, 
where pi (1,. . . , n) are all minimal prime ideals. 
Proof. Since h(R) - n + T(P) = 1 - n + p(P), we have T(R) = 0. The conclusion 
follows from Theorem 4.5. 0 
4.7. Corollary. The following are equivalent: 
(i) LPic R = T(R), 
(ii) LPic R, = 0 for every maximal ideal P of R. 
Proof. (i) + (ii) Suppose LPic R, # 0 for some maximal ideal P of R. We may 
assumeP>pi(i=l ,..., m)andPppi(j=m+l ,..., n,~~+~=R)forsome 
15mInwherep,(i=l,..., n) are all minimal prime ideals of R. By Corollary 
4.6 there is a natural decomposition 
LPic R, 2 LPic R,Ip,R, C3. . .$ LPic R,Ip,R, , 
and hence LPic RplpiR, # 0 for some i. Since R,IpiR, is a localization of Rip, by 
a prime ideal Plp, of Rlp,, we have LPic Rip, # 0 by Corollary 4.2. Thus 
LPic R # T(R) by Theorem 4.5. 
(ii)+(i) Conversely suppose LPic R # T(R), then LPic R/p, ZO for some i. 
Thus by Corohary 3.3 we can choose a maximal ideal P of R so that P 1 pi rd 
LPic Rb, #O where R’ = Rlp, and P’ = Plp,. Since R,lp,R, = Rk,, we faart 
0 # LPic RplpiRp, which shows that LPic R, # 0 because LPic RplpiRp is a 
direct summand of LPic R, by Corollary 4.6. The conclusion follows. 0 
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4.8. Remark. It is shown in [lo, 6.11 that if LPic R, = 0 for every prime ideal P 
of R, then LPic R z Hi,,(Spec R, Z), the Zariski cohomology group. Thus by 
Theorem 4.5 and Corollary 4.7 we have 
LPic R z Hi,,(Spec R, Z) g T(R) 
if LPic R/p = 0, i.e. R/p is anodal, for every minimal prime ideal p of R. 
4.9. Proposition. T(R) = 0 if and only if R satisfies the following two conditions: 
(i) For any distinct pair p, q of minimal prime ideals of R, the radical dfi is 
a maximal ideal, or a unit ideal. 
(ii) There are no polygons in Spec R, in the sense of [ 1, 1.71, i.e. a polygon in 
this case is a configuration of minimal prime ideals p, , . . . , p, and maximal ideals 
PI,. . . > P,form~2withp,CP,ifandonlyifi=jori=j+l(indicesmodm). 
Proof. We prove the proposition by induction on the number n of minimal prime 
ideals, say pl, . . . , p,, of R. It is easy to verify the case n = 2. Now let n > 2. By 
Theorem 4.5 we have s = h(R) - n + T(R) for T(R) g Z”. If we set J, = p2 fl 
. . . f’ P,,, R’ = R/J, and T(R’) E Z”‘, then s’ = h(R’) - n + 1+ T(R’). Without 
loss of generality we may assume h(R) = 1. Consider the difference s - s’ = 
T(R) - T(R’) - h(R’). Th en s - s’ = s, LO where s1 is as in Lemma 4.3. Let Ci 
(i= 1 > . . . > r) be a subset of {p2, . . . , p,} which is contained in some connected 
component of Spec R/J, (C Spec R). Then h(R’) = r and it is easy to see that 
s - s’>O if and only if p1 + (pi flp,) is contained at least two distinct maximal 
ideals of R for some pi, pi E C, (1 I t 5 r) where i may be equal to j. Suppose 
T(R) = 0. Then s = s’ = 0, and from the induction hypothesis it follows that R’ 
satisfies (i) and (ii). Further, if { pl, . . . , p, : P,, . . . , P,} is a polygon as is 
defined in (ii), then p2, . . . , p,~C,for some t andp,+(p,fIp,)CP,flP,, 
which yields s > s’ I 0, a contradiction. Thus there are no polygons in Spec R. 
Similarly, (i) also holds, which completes the proof of the ‘only if’ part. 
Conversely suppose T(R) # 0. If s’ > 0, then the proposition follows immediately 
from the induction hypothesis. Thus we may assume s > s’ = 0. Then we can take 
pi, pj E C, as above. If pi = p,, then {p,, pi} is counter example to (i). If pi #pi, 
then we can easily construct a polygon including pl, pi, pi as its minimal prime 
ideals because pi, pj are elements of a connected component of Spec R/J,. The 
conclusion follows by induction. Cl 
4.10. If the number of prime ideals of R lying over a prime ideal P of R is r, then 
we write v(P) = r - 1. For convenience sake we define A(R) = CPEMaxR v(P). 
4.11. Proposition. Let R be a one-dimensional noetherian domain with I? a jinite 
R-module. Then LPic R z Z” for s = A(R). 
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Proof. By 1.3 we have s = h(RIZ) - h(RIZ) for Z = c(&IR). Let Z = Q, fl . . . fl 
Q, be a shortest primary decomposition in R. Thus h(RIZ) = m. Put 
{u1,. . . > urn} = E(RIZ) so that Qi/Z is the kernel of the canonical homomorphism 
R/Z+ ui(RIZ) for i = 1, . . . , m. Since E(RIZ) is a set of orthogonal idempotents 
of R/Z, each u, is a sum of a finite number, say Ai, of indecomposable idempotents 
of R/Z, and hence v(P,) = Ai - 1 and 
where P, = a, the prime divisor of Qi. The conclusion follows. 0 
4.12. Corollary. Let R be a one-dimensional noetherian domain with R a finite 
R-module. Then LPic R = 0 if and only if A(R) = 0. 0 
4.13. Corollary. (Greco’s conjecture [4, 4.121.) Zf R is a one-dimensional reduced 
noetherian ring with R a finite R-module, then R is quasinormal if and only if R 
satisfies the following: 
(i) R is seminormal. 
(ii) Rlp is locally unibranch for every minimal prime ideal p of R, i.e. the 
canonical map Max Rlp -+Max R/p is bijective (see [4, 4.51). 
(iii) Two distinct components of Spec R meet in at most one closed point. 
(iv) Spec R does not contain polygons. 
Proof. Notice that NPic R = 0 if and only if R is seminormal [3, 8, 91. On the 
other hand, given a minimal prime ideal p of R, by Corollary 4.12, LPic R/p = 0 
if and only if A(R/p) = 0. From the definition of the locally unibranch it follows 
that A(Rlp) = 0 if and only if R/p is locally unibranch. Thus the corollary follows 
from Theorem 4.5 and Proposition 4.9. 0 
4.14. Example. Let k be a field and let fi, . . . , f,,, E k[X] irreducible pairwise 
coprime polynomials of positive degree for s > 0. 
(i) If we set R = k + fi . . . f,+,k[X], then A(R) = s and LPic R E iz”. 
(ii) If we set R = k[X, Y]/(Y(Y- f, *.. f,+I)), then LPic R z T(R) z iz” be- 
cause h(R) - 2 + Z(R) = s. 
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