Abstract. Conditions are established for oscillatory and asymptotic behavior for first-order matrix systems of ordinary differential equations, including Hamiltonian systems in the selfadjoint case. Asymptotic results of Hille, Shreve, and Hartman are generalized. Disconjugacy criteria of Ahlbrandt, Tomastik, and Reid are extended.
1. Introduction. The purpose of this paper is to establish conditions for oscillatory and asymptotic behavior for systems of linear homogeneous ordinary differential equations. A detailed definition of the systems involved is given in §2, and for background and motivation the reader may refer, for example, to [7] , [11] , or [15] . In §3 extensions are obtained of certain theorems of Hille [8] , Shreve [14] , and Hartman [7] on the asymptotic behavior of solutions, and partial converses of these are obtained in §4 for the selfadjoint case. Certain nonoscillation results of Reid ([9] , [10] ) are extended to an arbitrary non-self adjoint system in §2. In §4 several nonoscillation results for selfadjoint systems are obtained, including extensions of results of Tomastik [16] and Ahlbrandt [1] , [2] , by means of an associated Riccati equation.
Matrix notation is used throughout. Matrices of one column are called vectors; any square identity matrix is denoted by /; and the zero matrix of any dimension is denoted by 0. The hermitian conjugate (complex conjugate of the transpose) of a matrix H is denoted by H*, and H is called hermitian whenever H* = H. If H and K are n X n hermitian matrices, then H > K [H > K], indicates that H -K is positive definite [positive semidefinite]. The symbol / is used throughout to denote a fixed subinterval (a0, oo), a0 > -co, of the real line. A hermitian matrix H = H(t) will be called nondecreasing [increasing] on a nondegenerate subinterval J0 C J if for tx, t2 £ /q, i, < t2 implies that H(tx) < #('2) [HÇtJ < //(fj)]-A matrix has the properties of boundedness, continuity, differentiability, or integrability on a subinterval J0 if and only if each of its entries has the property on J0. The symbols £(/o) and <£(/") will denote the classes of matrices which on arbitrary compact subintervals of J0 aie Lebesgue integrable and absolutely continuous, respectively. If a is an accumulation point of J0, then we say that a matrix H(t) on J0 has a limit AT at a provided each entry of H(t) has the corresponding entry of AT as a limit at a. The integral ¡™H(s)ds is said to exist whenever each entry of f'bH(s)ds has a finite limit at co. The eigenvalues of a hermitian n X n matrix H(t) G t(J¿) are real, and will be denoted by \[H(t)], v = 1, 2, 3, . . . , n. It will always be understood that is the sum of the main diagonal entries of H, and also equals the sum of the eigenvalues of H.
\\H(ty\ < Xafff«] < ■•• <\,[/f(/)] for each t in J0. Each \[H(t)] is in £(/0) whenever H(t) is. If H(t) is
2. Formulation and reduction transformations. In this section we lay the groundwork and establish preliminaries for the later sections. An effort is made to present the problem in a quite general setting, and the main result of this section contained in Theorem 2.1 is established without variational techniques.
Consider the general matrix differential system
X'= A(t)X + B(t)Y, Y' = C(t)X + D(t)Y (2.1)
on / = (a0, oo), where A(t), B(t), C(/)» and D(t) are complex matrices in £(/) with sizes r X r, r X n, n X r, and n X n, respectively, and 0 < r < n. If X0(t) and Y0(t) arerXfc and n X k matrices, k > 1, then [y^] , or alternatively (X0, Y0), will denote a solution of (2.1) provided A"0(r) and Y0(t) are in &(J) and satisfy (2.1) a.e. (almost everywhere) on /. The formal adjoint of (2.1) is given by and its adjoint S' = -X$C* V0R, R'-V¿*B*X$-lS.
If a and b are distinct points in / and if either r = n or X0 and V0 are normalized to be Jr and /", respectively, at a, then b is a conjugate point (or an adjoint conjugate point) of a with respect to (2.1) if and only if it is such with respect to (2.7). Furthermore, if (2.1) is Hamiltonian, then (2.5a) and (2.5b) are identical. Taking V0 = X0, the resulting reduced system (2.7) is also Y= V^W (2.5a) (2.5b) (2.6a) (2.6b) (2-7) (2. 8) Hamiltonian. This special case of the following more general transformation shows that (2.1) and its adjoint can always be transformed to reduced systems such that boundary value problems are transformed to equivalent boundary value problems.
In (2.1) and (2.2) let C = C0 + C,. Suppose that (X0, Y¿) is an (r + n) X r solution of X' = AX + BY, Y' = CqX + DY (2. 9) and that ( U0, V0) is an (r + h) X n solution of its adjoint
such that (X0, Y0) and (U0, V¿) form a conjugate pair for (2.9) and (2.10), with X0 and V0 nonsingular on some subinterval J0 C J. Restricting / to J0 and transforming (2.1) and (2.2) by X = X0Z, Y= Y0Z+ V$~lW (2.11) and U = U0R + X$-*S, V = VqR (2.12) one obtains, as before, the reduced system Z' = GW, W = QZ (2.13) and its adjoint S' --Q*R, R' = -G*S, (2.14)
respectively, where G and Q are given by G = X^BVS-1 (2.15) and ß = FJC,*,,.
(2. 16) As before, by appropriate normalization of X0 and V0 at a e J0 if necessary, the transformation leaves the conjugate points of a in J0 unchanged. If (2.1) is Hamiltonian, C0 and C, are hermitian, and (X& Y¿) is self-conjugate, then taking ( U0, V0) = ( -Y0, X¿) yields a reduced Hamiltonian system, and for each t matrices G and Q have the same number of positive eigenvalues as B and Cv respectively. To see that the transformations (2.5)-(2.8) is a special case of the transformation (2.9)-(2.16), note that if C0 = 0 and Ct =C then (X0, 0) and (0, V0) form a conjugate pair for (2.9) and (2.10), where X0 and V0 are fundamental matrices for (2.5a) and (2.5b). Equations (2.11)-(2.14) are the same as (2.6a)-(2.8) in this case.
It is to be noted that if (X, Y) and (U, V) form a conjugate pair for (2.1) and its adjoint, then the images (Z, W) and (5, R) under transformations (2.11) and (2.12) form a conjugate pair for the reduced system (2.13) and its adjoint (2.14). Also, Z and R are nonsingular in J0 precisely where X and V are, respectively. The reduction transformations (2.11), (2.12) require a conjugate pair (X0, Y0), (i/o, V0) for (2.9) and (2.10) with X0 and V0 nonsingular on J0. However, for this it is sufficient that a solution (X0, Y0) of (2.9) exist with X0 nonsingular on J0, and sufficient conditions for this are established in Theorem 2.1 below. Let (Xq, Y0) be such a solution of (2.9), and let (Xv Yt) be another solution of (2.9) such that rn y, is a fundamental matrix of solutions for (2.9). Then *i ' -i is a fundamental matrix of solutions of (2.10), where *Jq = --*0 *0 '0> '0 = \ * 1 -■* 1 -*0 * 0/ and (2.17)
) is a solution of (2.10) such that V0 is nonsingular precisely where X0 is, and (X& Y0) and (Uq, K0) form a conjugate pair for (2.9) and (2.10).
The following theorem extends to the arbitrary system (2.1) certain results of Reid ([9] , [10]).
Theorem 2.1. Let a e J = (a0, co) and suppose that a has no conjugate points or adjoint conjugate points in {a, oo) with respect to (2.1). Then there exists an (n + r) X r solution (X, Y) of (2.1) such that X is nonsingular on some terminal interval (av oo) Q (a, oo). If b > a is a point at which X is singular, then for some constant unit vector tj, X(t)i\ = 0 on [a, b] . If (2.1) is Hamiltonian, (X, Y) may be taken to be self-conjugate.
Proof. Transform (2.1) and its adjoint by (2.6) with X0 and V0 normalized to be the respective identities at a. Then a has no conjugate points or adjoint conjugate points in (a, oo) with respect to the reduced system G = X?BV$-\ Z' = GW, w = qz, q -rçcr0.
Suppose that the only vector solution of (2.19) satisfying (zr) *") = (z(t)%, w(t)n.)
is a vector solution of (2.19) satisfying (2.20) for b = tv, in which case zy(i) = Z(/)tj" = 0 on [a, ty] since a has no conjugate points in (a, oo) with respect to (2.19). Without loss of generality we may assume that {t/"} converges. Then tj, -» t/, where tj is a constant unit vector. For any fixed t in (a, oo)
and as v -» oo the right-hand side of (2.21) tends to zero. Since t £E (a, oo) was arbitrary, Z(/)tj = 0 on (a, oo). The vector solution (Z(í)ti, JP(/)t/) = (0, w) of (2.19) satisfies (2.20) for all b > a, whence w m 0 on (a, oo). In particular, = 0, which contradicts the fact that tj is a nonzero vector. Therefore, Z(t) is nonsingular on some terminal interval (a" oo) Ç (a, oo). Furthermore, if Z is singular at b > a the above argument shows that Z(/)tj = 0 on [a, b] for some constant unit vector 17. The first member X of the corresponding solution (X, Y) of (2.1) also has these properties. Furthermore, if (2.1) is Hamiltonian, then (X, Y) is self-conjugate since X(a) = 0. On the other hand, suppose there exist nonzero vector solutions of (2.19) of the form (0, w) satisfying (2.20) for all b > a, and let (0, [£ ]) be a basis for these. The matrix Kx is an r X d constant matrix of rank d > 0 for some d < r. Let (L" 0) be a basis for the vector solutions of the adjoint system S'=-Q*R, R'=-G*S (2.22) satisfying 0 J, .0 0 for all b > a(r(b) = 0 on (a, 00)). Since a has no conjugate points or adjoint conjugate points in (a, 00) with respect to (2.19), we see that for fixed b > a all the solutions of the boundary value problem (2.19) and (2.20) are of the form (0, w), and all of the solutions of the boundary value problem (2.22) and (2.23) are of the form (s, 0). Consequently there are constant basis matrices for the solution sets of the respective problems. Furthermore, the problems have the same number of linearly independent solutions on [a, b], so these is self-conjugate. □ When r -nin system (2.1) the coefficient matrices are square, and considering the boundary condition (2.3), we have already noted that point a is a conjugate point of b if and only if b is a conjugate point of a with respect to (2.1). If no two distinct points of a nonirivial subinterval J0 are conjugate with respect to (2.1), the system is called disconjugate on JQ. The order of abnormality of (2.1) on a nontrivial subinterval [a, c], [a, c), or [a, oo) is the dimension of the space of vector solutions of the form (0, y) on that subinterval (i.e., the solutions which satisfy (2.3) for all b in the subinterval). The system is normal on the subinterval whenever it has order of abnormality zero there. The system is called oscillatory at oo, or simply oscillatory, if for any point a G J there is a point b > a that is conjugate to a. Conversely, the system is nonoscillatory provided there exists some terminal interval (a, oo) C J on which it is disconjugate.
The following well-known theorem [10] provides a partial converse to where G(t) and Q(t) are complex r X n and n X r matrices, respectively, in £(/). Results by Hartman on systems of "type Z" [71 where G and Q are complex valued continuous scalar functions, are extended to the system (3.1). The results of Hartman are based on a theorem by Wintner for the selfadjoint scalar equation of order two [17] . The method of proof of the following theorems involves an iteration scheme which has been applied to selfadjoint equations of order two, by Hille for the scalar equation [8] and by Shreve for the system corresponding to (3.1) with G(t) = / and Q(t) hermitian on J [14] . We have the following results. Then there exist linearly independent solution matrices (Xq, Y0) and (Xx, Yx) of (3.1) of sizes (r + n) X r and (r + n) X n, respectively, such that as t -» oo we have the following: 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Here the notation/(f) = 0(g(t)) as / -» oo, where /and g are nonnegative functions, means that there exist a point a G J and a constant Ma > 0 such that/(r) < Mag(t) for all t > a.
Proof of Theorem 3.1. A pair of integral equations equivalent to (3.1) is given by for t in [a, oo). When v = n -\, the integrand on the right in (3.18b) satisfies for t e [a, oo). Since by (3.21) the norm of the integrand of the second term on the right in (3.18b) is bounded by -T(t)k'(s)exp{k(s)} a.e. for s E [a, oo), uniformly for / G [a, oo), by the Lebesgue dominated convergence theorem we may let n -» oo throughout (3.18b) to deduce that Y(t) is a solution of (3.17). Then n0 = ß(') -ß(') r GWr(J) ds a.e.,
Jt
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and defining X(t) by
we have a solution (X(t), Y(t)) of (3.1) such that (3.5) is satisfied. Furthermore, using (3.19) and (3.24) we see that
This along with (3.24) establishes (3.6a)-(3.6c).
Since T(r) is a nonincreasing function (whose limit as t -* oo is zero) it is of bounded variation, and This establishes (3.6d). Therefore (X, Y) is the solution (Xq, Y0) of the conclusion.
To establish (ii) of the conclusion, we consider the integral equation and this together with (3.27) implies (3.7a) and (3.8a) hold for X.
For t2> tx > b, we have This tends to zero as f, -» oo, which implies that Y(t) tends to a constant limit as / -» oo. Since, from (3.28) and (3. t > b, we see that by choosing b large enough we may assume that this limit is nonsingular. Post multiplication of (X, Y) by the inverse of this constant limit yields a solution (Xx, Yx) of (3.1) such that Xx satisfies (3.7a) and (3.8a). In equation (3.34) replace (X, Y) by (Xx, Yx), tx by /, and allow t2 to tend to oo. The resulting inequality yields (3.8b) which implies (3.7b). This completes the proof. □
The proof of Theorem 3.2 proceeds in a similar manner and will be omitted. Partial converses to Theorems 3.1 and 3.2 are provided by Theorem 4.7 in the next section on Hamiltonian systems. is nonoscillatory. This result is also used in proving Theorems 4.2 and 4.3, which establish necessary conditions for nonoscillation of (4.1), extending results of Tomastik [16] and Ahlbrandt [1] . Theorems 4.4 and 4.5 establish sufficient conditions for nonoscillation of (4.1), and Theorem 4.6 provides partial converses to Theorems 3.1 and 3.2 on asymptotic behavior, extending results of Shreve [14] .
Let G(t) be an n x n matrix in £(/). If k(G; s) is the dimension of the space of constant vectors tj such that G(/)tj = 0 a.e. on [s, oo), then k(G; s) is nondecreasing in s, and koe(G) = lim^^A^G; s) will be called the degree of degeneracy of G. If kx(G) = 0, then G will be called nondegenerate. Note that there exists some terminal subinterval [s0, oo) such that k(G; s) = k^G) for í > s0. The space of constant «-vectors annihilated a.e. by G on [s0, oo) will be called the space of degeneracy of G and has dimension A:oe(G). and U = X¿~lS, V = X0R (4.8)
described in §2, where X0 is a fundamental matrix for X' = AX, (4.9) reduce the general systems (4.5) and (4.6) to (4.1) and (4.2), preserving the definiteness properties and oscillatory behavior of both systems, we see that the theorem actually applies to the more general systems. Proof of Theorem 4.1. (iii) «=> (iv): If (X0, Y0) is a solution as in part (iii), then (U0, Vo) defined by U0(t) = Y¿t), V0(t) = -X0(t) is a solution of (4.2) satisfying (iv). The argument is reversible.
(iii) <=> (v): Let (X0, YQ) be a solution of (4.1) as described in (iii). Then for t > d the matrix 5 defined by S(t) = Y0(t)X¿l(t) is nonsingular, absolutely continuous, and by differentiating and using the equations (4.1) we see that S satisfies (4.3). S is hermitian since (X0, Y0) is self-conjugate.
Conversely, suppose S is as in (v), and let X0 be a fundamental matrix for X' = GSX (4.10)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use in Id, oo). Then defining Y0(t) by Y0(t) = S(t)X¿(t), we see by direct verification that (X0, Y0) satisfies (4.1), both members are nonsingular in [</, oo), and since S is hermitian, (X0, Y0) is self-conjugate. By a parallel argument we see that (iv)<^(vi). Furthermore, by Theorem 2.2, (iii) =» (i) and (iv) => (ii). To complete the proof it remains, therefore to show that (i) => (iii). Let S, and S2 denote the spaces of degeneracy of G and Q, respectively. In view of the above argument, we assume henceforth that Sx n S2 = WSuppose next that S, and S2 are orthogonal, and let Ax and A2 be n X dx and n X d2 matrices whose columns form orthonormal bases for Sx and S2, respectively. Then dp = rankyi, = dim S", v = 1, 2. Since AfA2 = 0, for where tj, and o are nonzero vectors of dimension ¿/2 and dx, respectively, and a\ + dx < n. This is a contradiction. Therefore, W0(t) is nonsingular on some terminal subinterval, and the corresponding solution (X& y0) = (AZq, A W¿) of (4.1) is self-conjugate with both X0(t) and Y0(t) nonsingular on some terminal interval. Now consider the remaining case where S, n S2 = {0} and S, and S2 are not orthogonal. Let respectively. Then S,' n S2 = {0}, §,' n S2'x = {0}, and §2' n Six = {0}, and S,' and S2 have dimensions greater than zero since S, and S2 are not orthogonal. In fact, dim S2 = d2 > 0 and spans S2. Let the columns of A", = [$¿] form an orthonormal basis for S,', where rank Kx = dim §,' = d5 > 0, and where Kxx and A"12 are d2 X d5 and d3 X d5 matrices, respectively. We shall now show that ds = d2 < d3 and that Kxx and Kx2 both have rank d2, so that Kxx is invertible. Let a be a i/5-vector such that Kx2a = 0. Then Kxa = [*{,'"] is in S,' n S2 -{0}. Then Kxa = 0 and since Kx has rank d5, this implies that a = 0. Therefore Kx2 has rank </5, so d5 < ¿3. Now let a be a ¿5-vector such that A",,a = 0. Then Kxa = [^J is in S, n S2'x = {0}, whence a = 0 and so A",, has rank ds, whence d5 < d2. Suppose d5 < d2. Then for some d2-vector / =5*= 0, /*Ä",, = 0, whence [¿] is in S2 n S,'"1" = {0}. Then / = 0, a contradiction. Therefore d5 = d2, and AT,, is a square invertible matrix.
Since Ä",2 is a d3 X d2 matrix of rank d2, either d2 = d3 or there is a ¿3 X (</3 -¿y matrix A"^ whose columns are orthonormal such that KWKX2 = 0. Then 0 A",,
A"22 A",2 is a (d2 + d3) X d3 matrix whose columns are orthonormal. There is a (d2 + d3) X d2 matrix [^3I] whose columns are orthonormal such that A",, 0 A",,
•^32 -^22 *"l2 is unitary. Here A"3, is d2 X d2 and A"32 is d3 X d2. In fact, both A"3, and A"32 have rank d2 > 0. To see this, suppose that a is a rf2-vector such that Kna = 0. Then A> 0 is in S,'x n S2 = {0}, whence a = 0 since [jgp has rank d2. Thus A"32 has rank d2. Since K^2K32 = 0, as a consequence of the unitarity of the large partitioned matrix, we see that A"32 = KX2B for some nonsingular d2 X d2 matrix B. As a further consequence of unitarity of the large matrix, we have 0 = AT*, A*,, + K32KX2 = A*, A",, + B*KX2KX2, 
We again define S(t) for t > c by S(t) -W0(t)Z¿Xt), and observe that 5
is hermitian and satisfies (4.16) for c < e < /. As before, we find that either fPo(f) is nonsingular on some terminal subinterval of [c, oo), or for some e > c and some constant unit vector tj, tj*[-S'(t)]-q = 0 a.e. on [e, oo). Then Tj*ß,Tj s 0 a.e. on [e, oo), whence (i) Gx(t) and Qx(t) are hermitian matrices in £(./) and have the same number of positive eigenvalues at t G la, oo) as do G(t) and Q(t), respectively; and G, and G have the same degree of degeneracy.
(ii) System (4.32) is nonoscillatory iff (4.34) is nonoscillatory. If (X, Y) and (Z, W) are corresponding solutions of (4.32) and (4.34), respectively, on [a, oo), then X(t) is singular iff Z(t) is singular. (X, Y) is self-conjugate iff (Z, W) is self-conjugate. If G(t) > 0 a.e. on [a, oo), then (X, Y) is principal or nonprincipal iff (Z, W) is principal or nonprincipal, respectively.
Proof. We shall only verify that G and G, have the same degree of degeneracy. The rest of the proof follows directly from the properties of the transformation discussed in §2 and the definitions. for all t > b. By Lemma 4.2, since G2 is nondegenerate, G, is nondegenerate. The lemma is proved. □ If H and K are n X n hermitian positive semidefinite matrices, then HK has the same eigenvalues as L -HX/2KHX/2, where Hx/2 is the hermitian positive semidefinite square root of H [5] . This follows from the fact that if A and B are arbitrary n X n complex matrices, AB has the same eigenvalues as BA. Taking A = Hx/2 and B = HX/2K the above statement follows. Since L is hermitian positive semidefinite, it has nonnegative real eigenvalues in which case so does HK. Then \[L] = \[HK], 1 < v < n. This is the sense in which (4.49a) and (4.50a) following are to be interpreted. (iii) If (4.1) is nonoscillatory and, in addition, Q is nondegenerate, then the conclusion of (ii) holds with G, XN, and w0 interchanged with Q, YN, and wx, respectively.
Proof. According to Theorem 4.1, system (4.1) is nonoscillatory iff its reciprocal (4.2) is nonoscillatory. Therefore, it will suffice to establish (4.47a) and (4.47c) of (i) and the conclusion of (ii). The remainder of the theorem will follow from these by applying them to the reciprocal system (4.2).
We shall prove the theorem in three parts. Initially, suppose that (4.1) is nonoscillatory and that f ' G(s) ds -»oo as t -» oo.
(The latter condition implies that G is nondegenerate.) According to Theorem 4.1 there exists a self-conjugate solution (Xq, Y0) of (4.1) such that both members are nonsingular on some terminal subinterval [è, oo) Ç [a, oo). A, /' Gx(i) di oo as t -* oo since (JS£L, -w0) is principal. Therefore, the argument of the first part of the proof applies to system (4.59), establishing (4.47a) and the conclusion of (ii).
In this third and final part of the proof, it remains only to establish (4.47a) and (4.47c) under the hypothesis that (4.1) is nonoscillatory. We shall first establish (4.47a). Since the case in which G is nondegenerate has been treated, we assume that m, the degree of degeneracy of G, is positive. Then there exists an n x m matrix A, whose columns form an orthonormal basis for the space of degeneracy of G. If we consider Theorem 4.2 from the standpoint of testing for oscillation, we see that (4.47a) implies (4.47c). Also, the case v = n of (4.49a) implies the rest of (4.49) and (4.50). Therefore, increasingly stronger tests are provided by (4.47c), (4.47a), and (4.50a) with v = n. To see that these provide strictly stronger necessary conditions for nonoscillation, but that (4.50a) does not provide a sufficient condition for nonoscillation, consider the following oscillatory systems c' = f*-y. System (4.65.4) satisfies even (4.50a), yet it is oscillatory. The necessary condition for nonoscillation expressed by (4.47c) is equivalent to a result of Tomastik [16] , which is proved for G and ß positive definite. Theorem 4.2 therefore extends this result and presents a more algebraic proof as opposed to the geometric proof in that paper. The theorem also extends results of Ahlbrandt [1] , which are established under the additional hypothesis that (ii) If (4.1) w nonoscillatory and, in addition, G(t) is nondegenerate, then I -XN(t)iT0 is nonsingular on la, co). Let matrices @b(t) and Q,(t)for a < b < t be defined by Before proceeding with the proof, let us compare these last two theorems. Theorem 4.5 assumes that ß(0 is positive semidefinite as well as G(t). However, the remaining part of the hypothesis is weaker than that of Theorem 4.4. In fact, provided both are positive semidefinite, then the hypothesis of Theorem 3.1 implies that (4.84) holds and the hypothesis of This together with (4.111) yields (4.105c).
