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Abstract
In this paper, we propose a novel self-supervised repre-
sentation learning by taking advantage of a neighborhood-
relational encoding (NRE) among the training data. Con-
ventional unsupervised learning methods only focused on
training deep networks to understand the primitive char-
acteristics of the visual data, mainly to be able to recon-
struct the data from a latent space. They often neglected
the relation among the samples, which can serve as an
important metric for self-supervision. Different from the
previous work, NRE aims at preserving the local neigh-
borhood structure on the data manifold. Therefore, it is
less sensitive to outliers. We integrate our NRE component
with an encoder-decoder structure for learning to repre-
sent samples considering their local neighborhood informa-
tion. Such discriminative and unsupervised representation
learning scheme is adaptable to different computer vision
tasks due to its independence from intense annotation re-
quirements. We evaluate our proposed method for different
tasks, including classification, detection, and segmentation
based on the learned latent representations. In addition, we
adopt the auto-encoding capability of our proposed method
for applications like defense against adversarial example
attacks and video anomaly detection. Results confirm the
performance of our method is better or at least comparable
with the state-of-the-art for each specific application, but
with a generic and self-supervised approach.
1. Introduction
The widespread adoption of deep learning methods in
computer vision owes its success to learning powerful vi-
sual representations [3]; however, this was achievable only
with intensive manual labeling effort (which is extravagant
and not scalable). Therefore, unsupervised feature learning
[7, 16, 29, 30, 37, 38, 59, 61, 64] has recently been widely
adopted to extract data representation without the need for
such label information. This representation can be used for
different tasks of image [26] or video classification [23].
Unsupervised representation learning in the context of
 
E(X) Eφ(X)
92.2% 97.5%
Figure 1. Some samples from five classes of the Caltech dataset
(top), latent space visualization using a regular AE (i.e., E(X);
left), and our proposed AE that encodes the neighborhood rela-
tions (i.e., Eφ(X); right). With the same classifier, E(X) leads to
a classification accuracy of 92.2% and Eφ(X) 97.5%.
deep networks has often been defined by minimizing the
reconstruction error [34], such as in auto-encoders (AEs).
AEs have shown to be great tools for unsupervised rep-
resentation learning in a variety of tasks, including image
inpainting [43], feature ranking [54], denosing [57], clus-
tering [65], defense against adversarial examples [35], and
anomaly detection [48, 52]. Although AEs have led to far-
reaching success for data representation, there are some
caveats associated with using reconstruction errors as the
sole metric for representation learning: (1) As also argued
in [58], it forces to reconstruct all parts of the input, even if
they are irrelevant for any given task or are contaminated by
noise; (2) It leads to a mechanism that entirely depends on
single-point data abstraction, i.e., the AE learns to just re-
construct its input while neglecting other data points present
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in the dataset. The semantic relationship between neighbor-
ing samples in the dataset endure rich information that can
direct learning more representative features (overlooked in
current AE settings).
To overcome the above challenges and enhance the per-
formance of the popular encoder-decoder networks (i.e.,
AEs), in this paper, we propose a simple yet effective
encoder-decoder architecture using self-supervised learn-
ing strategies. The self-supervised component encodes the
neighborhood relations among the data points present in the
training set. This setting goes beyond looking at the recon-
struction of each data point separately, and self-supervises
the model such that the conceived latent space preserves
proper local neighborhood structures. Different from most
previous works [20, 34], which aim at preserving the
global Euclidean structure, our proposed Neighborhood-
Relational Encoding (NRE) aims at preserving the local
neighborhood structure on the data manifold. As a result,
we expect that NRE will be less sensitive to noise and out-
liers. Our proposed structure includes an encoder that also
encodes neighborhood relations, denoted by Eφ (as opposed
to E in regular AEs), and a decoder, D, which are jointly
learned (similar to an auto-encoder). Therefore, E encodes
the input sample X to a discriminative latent spaceR, from
which D must be able to retrieve the original sample. To
learn the neighborhood relations, Eφ requires to operate as
a kernel [18] and map close-by data points closely to each
other in the latent space (see Fig. 1).
In summary, the main contributions of this paper are
as follows: (1) We propose a new learning strategy for
Encoder-Decoder deep network by introducing NRE. To
the best of our knowledge, this article is the first to present
an encoding network that simultaneously learns kernels
(neighborhood cues) among inputs. (2) Leveraging the self-
supervision injected as a result of our NRE component, we
improve the performance of auto-encoders, which are pop-
ular tools of feature learning, (3) Our proposed scheme effi-
ciently learns the semantic concepts within the visual data,
and achieves state-of-the-art results on different applica-
tions, such as image classification, anomaly detection, and
defense against attacks from adversarial examples.
2. Related Work
Unsupervised learning through learning representation
space that successfully reconstructs samples is widely used
for a variety of tasks, including classification [26], de-
nosing [57], and in-painting [43]. Conventional methods
for unsupervised representation learning are usually based
on a pretext task such as reconstruction of static images
[38] or videos [59]. Learning to reconstruct data was used
for tasks like de-nsoing [57], in-painting [42], image refine-
ment for defense against adversarial example [53], and for
one-class classifiers [46, 51, 52]. This paper focuses on a
new way for training encoder-decoder networks incorporat-
ing self-supervised neighborhood constraints. In the follow-
ing, we briefly survey recent un/self-supervised representa-
tion learning and learn-to-reconstruct methods.
Un/Self-Supervised Representation Learning: Learning
with respect to a pretext task is the central idea for unsu-
pervised representation learning. As mentioned, learning-
to-reconstruct images is a common pretext task for unsu-
pervised feature learning [20]. Earlier works were based
on precisely reconstructing the input images. But recent
work tried constructing other modes of the data alongside
reconstructing images themselves. Some examples include
constructing an image channel from another one [64], col-
orizing gray-scale images [27, 63], and in-painting [43].
Other types of pretext tasks proposed for unsupervised
learning include understanding the correct order of video
frames [6, 36] or predicting the spatial relation between im-
age patches [12], e.g., jigsaw puzzle solving as a pretext
task was exploited by Noorozi and Favaro [37]. In another
work, Noroozi et al. [38] proposed to train an unsupervised
model by counting the primitive elements of images. Pathak
et al. [41] proposed a model to segment an image into fore-
ground and background. Some methods use external signals
that may come freely with visual data. For instance, some
methods use known motion cues like ego-motion [2, 21] or
sound [39] as sources for self-supervision. Most of these
works ignored the relationship between samples. Some re-
cent work [2, 41] tried to model the relation between video
patches as a pretext task. Conceptually, these works are
related to our work, but different from our method, these
pre-trained networks were developed for ad-hoc purposes,
and were not capable of being applied to other computer vi-
sion tasks. Additionally, we introduce more comprehensive
neighborhood cues to discover the intrinsic local manifolds.
Che et al. [9] proposed a method for unsupervised feature
learning using a similarity-aware auto-enocder that aims to
map similar samples close to each other. However, unlike
our method, they neglected the important relational infor-
mation among the samples.
Learning-to-Reconstruct: As discussed earlier, recon-
struction can be considered as a pretext task for un/self-
supervised representation learning. Many of computer vi-
sion tasks are dependent on this simple idea. There is a
wide range of applications, but we briefly go over the tasks
used for evaluation in this paper.
Sabokrou et al. [51, 52] used reconstruction errors and
the reconstructed video frames for end-to-end one-class
classification applied to anomaly detection. They analyzed
the reconstruction error for detecting anomalies [46] the re-
constructed (or refined) images to create better discrimina-
tion between normal and anomaly images [51]. MagNet
[35] and Defense-GAN [53] as two important baseline for
defense against adversarial attacks are based on refinement
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Figure 2. Overview of the proposed structure for self-supervised
feature learning. E + D are learned through a forward path and
back-propagation of the error. In the forward path, X ′ is retrieved
from the input X , but a relational loss (L(X,X0, X∞)) is back-
propagated to train the E +D networks. N and F are the modules
that identify X0 and X∞ from the dataset.
of adversarial examples using reconstruction techniques.
MagNet directly refines the adversarial examples using an
encoder-decoder trained on normal samples. Defense-GAN
refines the adversarial example using a GAN generator that
is trained only on normal images. The generator maps input
examples to its latent space and generates images from the
latent space that are hopefully free from the adversary.
3. Method
Our proposed approach for self-supervised representa-
tion learning is composed of three important components:
(1) The encoder network E ; (2) the decoder network D;
and (3) the objective function that incorporates the neigh-
borhood relational information. The joint network E + D
is trained as an encoder-decoder network based on the pro-
posed objective function. E provides a reduced representa-
tion R of its input sample X , with maximum information
preservation, which enables D to retrieve X from R. The
output of D is denoted by Xˆ . Our goal is to train this re-
construction so that X˜ is similar not only to X but also to
its neighbouring sample(s) X0, while being dissimilar to its
far-away sample(s), i.e., X∞. This infrastructure concludes
a self-supervised (and hence unsupervised) representation
(E(X)) that can be used for any image or video analysis
tasks. Encoding the neighborhood relations into the repre-
sentation makes the learned feature space more separable.
Fig. 2 shows a sketch of our approach. E and D are trained
to discover the relationship among the samples.
First, consider a setting that E +D defines an auto-
encoder (AE) that is pre-trained to only reconstruct the input
sample, i.e., reconstruct X and obtain X ′. Using this pre-
trained network, we propose a procedure to identify X0 and
X∞ based on the latent space of E +D, R, using the two
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Figure 3. A schematic sketch of procedures for reconstructing X
in 2D space. Suppose we have two classes of data (blue C1 and
red C2). Let X ∈ C2, but being mistakenly classified as C1.
Here, we analyze and apply terms of the loss function in (1) one by
one. Based on term Eq. (1),X is supposedly transferred to (recon-
structed as) X ′ using <1>; the second and third terms (<2> and
<3>) bring X ′ closer to X0 and farther from X∞, respectively.
As can be seen, the final reconstructed sample (X˜ = D(Eφ(X)))
may be put on the correct side.
modules, N and F , respectively. Then, we optimize the
network parameters of E and D jointly using a loss func-
tion L(X,X0, X∞), in which the neighborhood-relational
information is propagated with respect to sample X . We
denote our AE encoder that incorporates neighborhood in-
formation for building the latent space as Eφ. As the training
continues, Eφ +D learns to better encode neighborhood in-
formation into R and hence N and F can better uncover
close-by and far-away samples. After training the network,
R (i.e., Eφ(X)) provides a discriminative representation of
X . Furthermore, D (Eφ(X)) acts as a refiner for X regular-
izing the reconstructed X ′ by its neighbors, which can be
integrated as a pre-processing step for different classifica-
tion or regression tasks. X ′ is the reconstructed version of
X in the training phase, while X˜ is its reconstructed ver-
sion using the trained relational AE. Detailed descriptions
of each module and the overall training/testing procedures
are described in the following subsections.
3.1. Neighborhood-Relational Encoding (NRE)
Traditional unsupervised representation learning highly
depends on a pretext assumption, often defined on top of
the reconstruction power of the learned features. These
methods learn the spatial dependencies within the images
and hence the inter-relations among the data points are ne-
glected. As shown by methods that operate in the neighbor-
hood spaces, such as K-nearest neighbour [10], as a rule of
thumb, samples that are spanned close-by in the space of
all samples tend to belong to the same classes. Also, ker-
nel methods [55] suggest that modifying the representation
space based on the (positive-definite) similarities generally
leads to more dicriminative and separable spaces. Encoder-
decoder networks have also been investigated for such prop-
erties, e.g., in [51] where it was shown that samples can be
efficiently refined and be made more separable for anomaly
classification tasks. Inspired by the previous work, we pro-
pose an encoder-decoder AE deep network to learn repre-
sentations of the data through self-supervision derived from
the neighborhood cues in the data manifold.
To this end, we force D (Eφ(X)) to reconstruct X mind-
ful of its neighbor(s) X0, while trying to distant from
the far-away sample(s) X∞. Therefore, the parameters of
Eφ +D are learned using the following loss function:
L =λ1D(RA(X),RA(X ′))︸ ︷︷ ︸
<1>
+λ2D(RA(X ′),RA(X0))︸ ︷︷ ︸
<2>
+ λ3S(RA(X ′),RA(X∞))︸ ︷︷ ︸
<3>
, (1)
where X ′ = D(E(X)), λi∈{1,2,3} are scaled regularization
hyperparameters with λ1 + λ2 + λ3 = 1, X0 and X∞ are
calculated byN(X) and F (X), respectively. N(·) and F (·)
define functions that return the closest and the farthest sam-
ples to their inputs, respectively (defined in detail later). D
and S are two metrics for computing the distance and sim-
ilarity of two vectors, and Eφ(X) is the new representation
of X . To obtain the similarities and distances of samples
we use a pre-trained AE network. We denote the encoder
of this AE as A and its latent space as RA. S, D, and RA
are explained in more details in the following subsections.
After training this network,R = Eφ(X) will be a represen-
tation of X , which is forced be similar to the representation
of the closest sample(s) and dissimilar to far-away one(s).
Fig. 3 shows how sample X is refined in a 2D space with
respect to each term in the loss function, Eq. (1). As can
be seen, after refining, X moves closer to the center of its
correct class. Note that X0 and X∞ should be calculated
with respect to X ′, not X .
Neighboring Relation As shown in Fig. 2, there are two
important modules, D and F , with key roles that provide
side information for joint training of Eφ+D. As mentioned
earlier, D and F are defined to find the closet or most sim-
ilar sample(s) and far-away or most dissimilar sample(s),
respectively. There are several measures to infer the similar-
ity of two samples (e.g., images) in an unsupervised fashion.
Direct image similarity methods, such as SSIM [60], are too
high-level and often fail to evaluate the semantics of the im-
age. Hence, instead of directly working with images in the
original space, we compare them in the latent representation
space. To this end, an encoder network, A, is trained on all
unlabeled available samples to provide a discriminative rep-
resenting of the samples. The encoder unsupervisedly and
jointly with a decoder, is trained to form an auto-encoder.
Let X = {Xi}i=Zi=1 be our dataset with size Z and RA(Xi)
be the corresponding representation on Xi using A.
Under the above setting, X0, the closest sample to X ′ is
calculated using
X0 = N(X
′) = argmax
Xi∈X ,Xi 6=X′
S(RA(Xi),RA(X ′)), (2)
and X∞, the most dissimilar sample to X is defined as:
X∞ = F (X ′) = argmin
Xi∈X ,Xi 6=X′
S(RA(Xi),RA(X ′)). (3)
In addition, D(·, ·) = 1− S(·, ·) and S(·, ·) is a cosine simi-
larity measure computed by:
S(a,b) =
a · b
‖a‖‖b‖ =
∑n
i=1 aibi√∑n
i=1 a
2
i
√∑n
i=1 b
2
i
, (4)
where ai and bi are the ith components of vectors a and
b, respectively. Without loss of generality, we can select a
set of (more than one) similar and dissimilar samples. A
is composed of several convolutional, sub-sampling, and
fully connected layers There is a ReLU layer on top ofRA,
which forces all of its output values to be positive. Conse-
quently, always S(RA(Xi),RA(X ′)) is positive.
3.2. Training Eφ +D
These two networks are jointly trained. Training sample
X is fed to Eφ+D, which creates an outputX ′. The network
is optimized using the loss function L (Eq. (1)). This turns
X to a more discriminative sample based on the neighbor-
hood encoding scheme (see Subsection 3.1). Eq. (1) con-
siders only one nearby and one far-away sample, but for
robustness against outliers and to better discover the rela-
tionship of samples, the network can be trained using a set
of such samples (more than one). Therefore, the loss func-
tion could be re-written as follow:
L =λ1D(RA(X),RA(X ′))
+ λ2
T∑
i=1
D(RA(X ′),RA(X0i))
+ λ3
T∑
i=1
S(RA(X ′),RA(X∞i)),
(5)
where T is a hyperparameter denoting the number of se-
lected nearby/faraway samples. Generally, greater T con-
cludes better performance, but its side-effect is an expen-
sive training phase, and if a very large T is selected, then
the set of far-away and nearby samples may have common
elements, which is not desirable. Note that finding X0 and
X∞ is a time consuming task, which is proportional to the
the size of the training set. To cope with this, we cluster the
training samples into K clusters and the nearest neighbour
sample(s) are selected from the same cluster of X , and far-
away samples are randomly selected from clusters that have
faraway centers from the cluster to which X belongs. This
simple technique speeds up the training process drastically.
Furthermore, instead of training Eφ + D from scratch, the
wights of these networks are initialized based on an opti-
mized traditional encoder-decoder network.
The hyperparameters λi have a key role on the final per-
formance of the network and can be set dependent on appli-
cation. After a joint training of the Eφ+D, and with respect
to the values of λi∈{1,2,3}, the networks can be interpreted
as the following:
• ||X − D(Eφ(X))||2 < 1, ||X0 − D(Eφ(X))||2 < 2,
where 1 and 2 are small non-negative scalars. But
||X∞−D(Eφ(X))||2 > 3, where 3 is very larger than
1 and 2. As aforementioned, X0 and X∞ are close
to and far from X , respectively. Consequently, we can
say that with a high probability X0 and X come from
the same class and X∞ from another class. Accord-
ingly, D(Eφ(X)) is forced to be close to the samples
from the same class and away from samples of other
classes, leading to more separable samples in the re-
constructed space.
• Let Pc be the probability of an specific classifier label-
ing X as class c. We expect that Pc(Eφ(X))| 1
3 ,
1
3 ,
1
3
>
Pc(Eφ(X))|1,0,0. The subscripts |λ1,λ2,λ3 denote the
values of λ1, λ2, and λ3, respectively. This is because
Eφ is forced to map sample X to a latent-space with
enough neighborhood information that will result in a
more separable decoding.
• In a classification problem, if X belongs to the class c,
and λ2 and λ3 are selected large enough, it is expected
that Pc(D(Eφ(X + σ)))|λ1,λ2,λ3 > Pc(D(Eφ(X +
σ)))|1,0,0, where σ denotes noise element. Our model
considers the relation of sample X with its neighbors
to make the model robust against noise and outliers.
Similar concept is investigated in [19]. This charac-
teristic of our relational reconstruction is an effective
mechanism for defense against adversarial attacks. To
defend deep networks against adversarial example at-
tacks, reconstruction of adversarial examples using our
encoder-decoder formulation trained on original (clean
and normal) sample set is very useful. Similar argu-
ment can be found in recent defence mechanisms such
as MagNet [35] and defense-GAN [53].
• ||X − D(Eφ(X))|λ1,λ2 6=0,λ3 6=0||2 ≈ ||X −
D(Eφ(X))|1,0,0||2. This implies that although
our formulation (i.e., learning to reconstruct an
example with respect to neighborhood and relational
information) does not just focus on the reconstruction,
after training it is still able to efficiently reconstruct the
input samples (see Fig. 4). Furthermore, our formu-
lation does not over-emphasize on reconstruction loss
only and borrows information from the neighborhood
Figure 4. Several examples of reconstructed images from the orig-
inal MNIST sample (1st row) using a conventional AE (3rd row)
and our proposed encoder-decoder network (2nd row) . Conven-
tional network is optimized based on the reconstruction errors and
our network is trained to optimize the reconstruction error along-
side of neighborhood-relational information, Eq. (1).
embedding. Therefore, it reconstructs data based on
semantics instead of pixel value loss functions.
We know that the relational information contains im-
portant cues, but paying extra attention to them and not
properly preserving the context of samples (i.e., the recon-
struction error) may conclude adverse results. Normally,
the relational information is exploited besides context, as a
side-information. Accordingly, to create a trade-off between
these two sources of information, we set λ1 > λ2, λ3.
4. Experimental Results
In this section, the proposed method is evaluated on dif-
ferent datasets and tasks, to showcase its reliability and gen-
erality. The performance results are analyzed in details and
are compared with state-of-the-art techniques. To show the
adaptability and generality of the introduced framework for
a wide range of applications it is evaluated as (1) an auto-
encoder (R-AE), (2) a self-supervised (unsupervised) repre-
sentation learning method, (3) as a defense approach against
adversarial example attacks, and finally for (4) anomaly de-
tection. Our results are at least comparable or better than
state-of-the-art methods in each of these fields.
4.1. Setup
Several deep networks are exploited in our experiments,
which are explained in details in the supplementary mate-
rial1. The weights of network Eφ + D are initialized based
on the Adam optimizer and learning rate is set to 0.0001.
Depending on the task, λ1, λ2, and λ3 are selected and are
shown by a triplet (λ1, λ2, λ3), subscripted for each method.
All the reported results in this section are from our imple-
mentation using Tensor-Flow framework [1] and Python ran
on an NVIDIA TITAN X.
4.2. Unsupervised Learning with NRE
Conventional formulations of AE were widely used as a
popular tool for unsupervised feature learning. In the re-
1More details at: https://github.com/Sabokrou/NRE
Table 1. Compassion results of the accuracy for our method (NRE)
with conventional and widely-used auto-encoders. The best results
are typeset in bold. NRE is subscripted with the chosen hyperpa-
rameters (i.e., NREλ1,λ2,λ3 ).
Classifer L-SVM R-SVM
# of Epochs 40 100 40 100
AE [20] 0.969 0.969 0.961 0.972
DAE [57] 0.942 0.936 0.954 0.964
Context AE [42] 0.970 0.974 0.978 0.981
Split-Brain AE [64] 0.972 0.973 0.975 0.979
NRE0.5,0.2,0.3 (Ours) 0.977 0.978 0.981 0.984
cent years, new versions of AE such as split-brain [64], ad-
versarial auto-encoder [34], and context auto-encoder [42]
were presented. We evaluate the performance of our method
(NRE) on MNIST dataset [28] and compare the results with
these various types of AE. MNIST2 dataset includes 60,000
handwritten digits from ‘0’ to ‘9’, with 50,000 and 10,000
samples as training and testing data, respectively.
Results on MNIST To evaluate the performance of vari-
ous version of AEs, auto-encoders are trained with respect
to different policies (objective functions). After training
these networks, all training and testing samples are mapped
to the AE latent representation space based on trained auto-
encoders. Equally for each AE, a Support Vector Machine
(SVM) [56] classifier on top of the represented training
samples is trained and the classification accuracy on test set
is reported. The results are shown in Table 1. As can be
seen, the classification accuracy based on relational encod-
ing is better than other methods. For fair comparison, all
AEs are trained for 40 and 100 epochs. The classification is
done by both a Linear SVM (L-SVM) and one with an RBF
kernel (R-SVM). The hyperparameter of RBF is set as 0.01
and is fixed in all experiments.
Our proposed objective function is a more complex one
compared to the conventional AE, and therefore it will
achieve better results when it is trained for more epochs
(even more than 100 epochs). But for fairness, all methods
are trained for the same number of epochs.
4.3. Classification, Detection, and Segmentation
As mentioned before, unsupervised or self-supervised
representation is increasingly used for different applications
because of its advantage of not requiring labeled data. A
pretext task is often first trained to direct the ultimate net-
work to have proper initialization or even create the em-
bedding space for the subsequent task. We compare our
approach to the state-of-the-art methods, which all use vari-
ants of AlexNet [26]. We follow [64], for evaluating and
comparing our method with the others. We pre-trained our
2Available at http://yann.lecun.com/exdb/mnist/
Table 2. Performance of our self-supervised representation based
on NRE for classification, detection, and segmentation tasks. Clas-
sification and Fast R-CNN [17] detection results for the PASCAL
VOC 2007 [14] test set, and FCN [32] segmentation results on the
PASCAL VOC 2012 validation set, under the standard mean av-
erage precision (mAP) or mean intersection over union (mIOU)
metrics for each task. Classification, Det and Seg columns show
classification, detection, and segmentation results, respectively.
Classification Det Seg
Layers FC8 FC6-8 all all all
AlexNet [26] 77.0 78.8 78.3 56.8 48.0
Agrawal et al. [2] 31.2 31.0 54.2 43.9 –
Pathak et al. [42] 30.5 34.6 56.5 44.5 30.0
Wang et al. [59] 28.4 55.6 63.1 47.4 –
Doersch et al. [12] 44.7 55.1 65.3 51.1 –
K-means [25] 32.0 39.2 56.6 45.6 32.6
AE [20] 24.8 16.0 53.8 41.9 –
BiGAN [13] 41.7 52.5 60.3 46.9 35.2
Counting [38] – – 67.7 51.4 36.6
Owens et al. [39] – – 61.3 44.0 –
Pathak et al. [42] – – 61.0 52.2 –
Jenni et al. [22] – – 69.8 52.5 38.1
DeepCluster [7] – – 73.7 55.4 45.1
Noorozi & Favaro [37] – – 67.6 53.2 37.6
NRE0.5,0.25,0.25 (Ours) 55.9 71.2 74.4 54.7 51.1
network to learn the relational information on the ImageNet
dataset [11]. This dataset is very large, so finding X0 and
X∞ is very expensive and time-consuming. To end this, as
mentioned in Section 3.2, the dataset is divided to K = 400
clusters and then just the partition involving any specific
X is searched for finding its X0 and X∞ is randomly se-
lected from clusters with faraway centers from the cluster
of X . We evaluate the performance of our relational rep-
resentation on PASCAL VOC dataset [15] as a benchmark
set for classification tasks. This classication task involves
20 binary classication decisions regarding the presence or
absence of 20 object classes. We used the AlexNet archi-
tecture and embeded it as the decoder in our AE formu-
lation. We mirrored same architecture for the decoder by
converting the convolutional and sub-sampling layers to de-
convolutional and up-sampling layers.
Results on PASCAL VOC Several classifiers are trained
by freezing various parts of the AlexNet [26]. In the first
experiment, on top of FC6 and FC7, a linear classifier is
trained. In the second experiment, all three FC6, FC7 and
FC8 layers are trained in a supervised manner, where all
other layers were frozen. Finally, the entire network is ‘fine-
tuned’. Table 2 compares our results in comparison with the
state-of-the-art methods.
We further evaluated object detection and segmentation
tasks with the pre-trained AlexNet used as the initializa-
Figure 5. Some samples of adversarial examples created by FGSM
[40] attack ( = 0.2). First row: Original images; Second row:
reconstruction of the adversarial examples by our method; Last
row: the adversarial example.
tion for Fast R-CNN [17] and fully convolutional network
(FCN) [32], object detection and segmentation tasks, re-
spectively. For these tests, we replaced the supervised
trained AlexNet [26] with our self-supervised trained net-
work, as a pre-training for the specific task. Results con-
firm that the proposed method can be used as an efficient
approach for self-supervised feature learning. In all cases
(except for the segmentation task) our results are superior
to others by a considerable margin.
4.4. Defense Against Adversarial Attacks
Adversarial examples are means of fooling trained net-
works for specific computer vision and are a challenging
problem with respect to the safety of deep networks. Let
F be a classifier, which has correctly labeled X as Y , i.e.,
F(X) = Y . Adversarial attack is done by contaminating
X in a way that leads to creating its equivalent adversarial
example Xˆ , where ||X− Xˆ|| <  ( is a small non-negative
scalar) and F(Xˆ) 6= Y . This defines a vulnerability for the
classifier F [35, 53].
As a defense mechanism, MagNet [35] has proposed to
refine the adversarial example using an auto-encoder us-
ing the manifold distribution of the correct class. Here,
we show that our proposed encoder-decoder with NRE per-
forms better than MagNet. We evaluate our method and
MagNet [35] with respect to Fast Gradient Sign Attack
(FGSM) [40] attack with different values of . These exper-
iments are done on the MNIST dataset. We select 50,000
examples for the training set, 150 samples for training the
substitute network, and finally 9850 samples for testing. In
a black-box attack, the attacker does not have access to the
architecture and weights of target classifier. But it is pos-
sible to emulate the behaviour of target classifier using a
substitute network, learned on 150 samples. We trained a
CNN network as our target classifier and obtained an accu-
racy of 98.6%, alongside this classifier, a substitute CNN
classifier is trained on 150 samples with a 77% accuracy.
Table 3. Performance evaluation of NRE for refinement of adver-
sarial examples as a defense strategy against adversarial attacks
made by the black-box FGSM [40] attack. Best results in each
column are typeset in bold.
 0.01 0.1 0.2 0.3
MagNet [35] 0.9238 0.7655 0.614 0.4242
NRE0.6,0.2,0.2 (Ours) 0.9802 0.9056 0.8489 0.7166
Results of Defense Against Attacks We evaluate the per-
formance of NRE as a defense approach against the adver-
sarial examples and report the results in Table 3. This table
shows our results in comparison to MagNet [35] as a base-
line, which is based on reconstructing the adversarial sam-
ple. The architectures used for the auto-encoders of both
methods are the same, but are learned with different ob-
ject functions. A FGSM attack with different amounts of 
is used. Several adversarial examples and their reconstruc-
tions by NRE are shown in Fig. 5. Naturally, after the at-
tacks the accuracy of network is decreased. Our method and
MagNet are applied on adversarial examples to refine them
as a pre-processing step for the classifier. It can be seen that
the accuracy of our method for all values of  is better than
MagNet by a wide margin.
There are more types of attacks and defense strategies
against adversarial attacks, such DefenseGAN [53]. Ana-
lyzing all of these attacks and defense methods requires a
deep discussion, which is out of the scope of this paper.
Here, we briefly compared our method to the state-of-the-
art to showcase efficiency of our method.
4.5. Video Anomaly Detection
Detecting Anomalous events in videos (also refered to
as irregularity detection in visual data) is an important task
in different computer vision application. Recent state-of-
the-art methods for anomaly detection are often based on
encoder-decoder networks and analyzing the reconstruction
error. As the context of our network is very close to these
solutions for anomaly detection, we evaluate our method on
this task as well.
We evaluate our method on the UCSD Ped2 dataset [8],
which is a popular dataset for this task. We follow the eval-
uation criteria of [51]. Similar to [51], the frame-level accu-
racy is reported as the performance metric. In frame-level
measure, a frame is considered as anomaly, if at least one
of its pixels is detected as anomaly. The UCSD dataset
has two subsets, referred to as Ped1 and Ped2. They are
from different static-camera outdoor scenes, with 10 fps and
resolutions of 158×234 and 240×360, respectively. Mov-
ing objects in these videos are mainly pedestrians, and all
other objects like cars, wheelchairs, and bicycles are la-
beled as anomaly. To compare with the previous work on
this dataset, we evaluate our algorithm on Ped2.
Table 4. Frame-level anomaly detection comparisons on UCSD
Ped2 in terms of Equal Error Rates (EER).
Method EER Method EER
IBC [5] 13% RE [46] 15%
MPCCA [24] 30% Ravanbakhsh et al. [45] 13%
MDT [33] 24% Ravanbakhsh et al. [44] 14%
Bertini et al. [4] 30% Dan Xu et al. [62] 17%
Deep-Anomaly[50] 13.5% Sabokrou et al. [47] 19%
Li et al. [31] 18.5% Deep-cascade[49] 9%
AVID [52] 14% ALOCC[51] 13%
NRE0.6,0.2,0.2 17.5% NRE0.6,0.4,0 14%
Anomaly Detection Results For this experiment, we di-
vided the video frames into 2D patches of size 30×30. All
patches extracted from normal frames are considered for
our training. Note that training data only contains normal
patches. An encoder-decoder network with our objective
function on all training patches is trained (See subsection
3.2). When the training is completed, test patches are fed
to this encoder-decode network one by one. Similar to [46],
regular reconstruction error (||X − Xˆ||2) is used as a mea-
sure for detecting the anomalies. If this reconstruction error
is larger than a threshold, it means that the patch contains
something that was not seen during training (i.e., it is an
anomaly). Our method is very similar to [46], but with two
major differences: (1) We use only one auto-encoder but
[46] has exploited two auto-encoder; (2) Our auto-encoder
is learned based on relational-information, while [46] only
trained based on reconstruction error.
Table 4 reports the results of our method and other base-
line and state-of-the-art approaches. Last row shows the
results of our method with two different values for λ1, λ2,
and λ3. As can be seen, our method is comparable with
the state-of-the-art. NRE is a very simple method based on
the sole criteria of reconstruction error and neighborhood
relational encoding, while other methods (such as [47] and
[49]) are based on intensive spatio-temporal embedding of
video content. The experiments show the generality of the
proposed approach. We report our results with respect to
different values of λ1, λ2, λ3, and T = 1.
5. Discussion
The results confirm that the proposed neighborhood rela-
tional encoding method for learning unsupervised and self-
supervised representation can be adapted for a variety of
computer vision and image analysis tasks. There are several
challenges and interesting intuitions around NRE, which are
discussed in the following:
Values of λ: The objective function consists of three
terms, which can be adjusted depending on the target task.
Our results show that λ1 is very important on all types of
tasks. But for tasks such as de-nosing, in-painting, and gen-
erally enhancing the images, λ1 and λ2 show to be more
important than λ3. For classification and clustering tasks
that require creating discriminative embedding spaces equal
values of λ1 and λ2+λ3 often result in better performance.
The hyperparameter T : T is a very important hyperpa-
rameter for capturing the intrinsic neighborhood-relational-
information. Obviously, the larger it is selected to be, the
more robustness is added for the method against outliers.
However, if it is set to be very large, the concept of neigh-
borhood will be lost. Therefore, a compromise should be
made for each specific task.
Dynamic λs: Scheduling the values of λ1, λ2, and λ3 dur-
ing training can be very useful and lead to speed-ups in con-
vergence. This can be a very interesting direction for the
future work, as designing a good scheduling for gradually
changing of these parameters (while interacting with each
other) is not a straightforward task.
Metrics for finding similar or dissimilar images: The
main difficulty of the proposed method is finding the simi-
lar and dissimilar samples to any target image. We tested a
wide range of metrics and found that simple cosine similar-
ity in the latent space was enough for this purpose. Com-
paring images in their original space (pixel values) is not an
appropriate option here, as it neglects the important context
and semantics embedded in images. Better metrics can im-
prove the results and be developed for specific applications.
6. Conclusion
In this paper, we proposed a learning framework
for encoder-decoder networks (e.g., auto-encoders), and
adopted it for a wide range of computer vision tasks. Our
proposed method encodes the neighborhood-relations in-
formation into the AE and turns it to a kernel embed-
ding framework. Therefore, besides learning a reconstruc-
tion scheme, our AE preserves the local geometric mani-
fold. This leads to dicriminative neighborhood-guided self-
supervised representation learning that can be used in a va-
riety of applications, since it does not require label infor-
mation for training. We evaluated our models in differ-
ent related applications including self-supervise (unsuper-
vised) representation learning for classification, detection,
and segmentation, as well as defense against adversarial ex-
ample attacks and anomaly detection in videos. The results
suggest that our method is superior to, or at least compa-
rable with, the state-of-the-art specific to each application
while being much simpler.
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