Abstract. In this article we provide an experimental algorithm that in many cases gives us an upper bound of the global infimum of a real polynomial on R n . It is very well known that to find the global infimum of a real polynomial on R n , often reduces to solve a hierarchy of positive semidefinite programs, called moment relaxations. The algorithm that we present involves to solve a series of positive semidefinite programs whose feasible set is included in the feasible set of a moment relaxation. Our additional constraint try to provoke a flatness condition, like used by Curto and Fialkow, for the computed moments. At the end we present numerical results of the application of the algorithm to nonnegative polynomials which are not sums of squares. We also provide numerical results for the application of a version of the algorithm based on the method proposed by Nie, Demmel and Sturmfels for the problem of minimizing a polynomial over its gradient variety.
Notation
Throughout this paper, we suppose n ∈ N = {1, 2, . . .} and abbreviate (X1, . . . , Xn) by X. We let R[X] denote the ring of real polynomials in n indeterminates. We denote N0 := N ∪ {0}. For α ∈ N n 0 , we use the standard notation :
|α| := α1 + · · · + αn and X α := X
For a polynomial p ∈ R[X] we denote p = α pαX α (pα ∈ R). For d ∈ N0, by the notation R[X] d := { |α|≤d aαX α | aα ∈ R} we will refer to the vector space of polynomials with degree less or equal to d. Polynomials all of whose monomials have exactly the same degree d ∈ N0 are called d-forms. They form a finite dimensional vector space that we will denote by:
We will denote by s k := dim R[X] k and by r k := dim R[X] =k . For a matrix A ∈ R N×M we denote by A1, . . . , AM its columns, and we denote A T the transpose matrix. We use the notation SR N×N to refer us to the vector space of symmetric matrices N × N with entries in the ring R, that is to say:
For a matrix A ∈ SR N×N , the notation A 0 means that A is positive semidefinite, i.e. a T Aa ≥ 0 for all a ∈ R N . Let v1, . . . , vr ∈ R N we write span v1, . . . , vr to refer us to the real linear subspace generated by the vectors v1, . . . , vr.
Introduction and Preliminaries
Let f ∈ R[X]. Let us consider a polynomial optimization problem without constraints, that is to say we consider the problem of find the minimum if possible, and minimizers if possible of the following polynomial optimization problem:
(1) (P ) minimize f (x) subject to x ∈ R n The optimal value of (P ), i.e. the infimum of f (x) where x ranges over R n will be denoted by P * , that is to say:
In this paper we present an heuristic algorithm to find, in some cases, an upper bound U of P * , that is to say U ≥ P * and if possible points a ∈ R n such that f (a) = U . Let us first recall some preliminaries of basic concepts in semidefinite optimization that we will use in the final algorithm.
Definition and Notation 2.1. For n, m ∈ N0 a semidefinite program (in primal form) is a program of the following form:
(SDP ) ℓ,L minimize ℓ(x) subject to: (2) x ∈ R n and L(x) 0 where ℓ ∈ R[X]1 and L ∈ SR[X]
are given.
The optimal value of (SDP ) ℓ,L , that is to say the infimum over all x ∈ R n that ranges over all feasible solutions of (SDP ) ℓ,L is denoted by (SDP ) * ℓ,L ∈ {−∞} ∪ R ∪ {+∞}. Summarizing a semidefinite program is the cone of the positive semidefinite matrices intersected with a linear subspace. Semidefinite programs can also be seen as generalization of linear programs since a linear program is a semidefinite program (SDP ) ℓ,L where L is a diagonal matrix. Semidefinite programs are possible to solve efficiently and there are many softwares and packages that allows to solve them, in particular we will use SEDUMI and YALMIP, see 9.
Let us recall how to try to solve the polynomial optimization problem (P ) (1), by solving a hierarchy of very well known semidefinite programs called Moment Relaxation or Lasserre relaxation of certain degree. For this, let d ∈ N0 and let us define:
T as a basis for the vector space of polynomials in n variables of degree at most d. Then
Let us substitute for every monomial X α ∈ R[X] 2d a new variable Yα. This matrix has the following form:
Definition and Notation 2.3. Every matrix M ∈ R s d ×s d with the same shape than the matrix (4) is called a generalized Hankel matrix (or Moment matrix) of order d.
Let us shortly explain how the Lasserre relaxation transform the polynomial optimization problem (P ) (1) into a semidefinite program (2) . The idea is that, for every d ∈ N0 the problem (P ) is equivalent to the following problem:
T ∈ R s 2d , the vector with the coefficients of p.
Then the trivial inequalitiy p(x)
2 ≥ 0 for all x ∈ R n and for all p ∈ R[X] d can be written asp
for all x ∈ R n and for allp ∈ R s 2d , and this last equality can also be writen as
is not a matrix with linear entries, the next idea is to substitute every monomial X α for a new variable Yα in this way we will not have anymore an equivalent problem to (1) but a "relaxation" of the problem, that is to say the feasible set will be bigger and consequently by solving this relaxation problem we will get a lower bound of the infimum. For better introduction of the moment relaxation with more details we refer the reader to [3] , [5] , [12] and references therein.
Definition and Notation 2.4. Let (P ) be a polynomial optimization problem as in (1) and let k ∈ N0 ∪ {∞} such that f ∈ R[X] k . The Moment relaxation (or Lasserre relaxation) of (P ) of degree k is the following semidefinite optimization problem:
(y) 0 and y (0,...,0) = 1 the optimal value of (P k ) that is to say, the infimum over all
that ranges over all feasible solutions of (P k ) is denoted by P *
Let us remember some trivial properties of the Moment relaxations:
Proposition 2.5. Let (P ) be a polynomial optimization problem as in (1) and
The following holds:
(2) Every matrix of the form:
with ai ∈ R n for all i ∈ {1, . . . , N } and with
, and |α|≤k fαyα ≥ P * .
(3) If (P k ) has an optimal solution y ∈ R s k such that there exists N ∈ N and a1, . . . , aN ∈ R n and λ1 > 0, . . . , λN > 0 such that:
Then P * = P * k and a1, . . . , aN are minimizers of f .
Proof. For a proof of this Proposition we refer to [8, Proposition 3.9] .
Let us now, recall the Theorem 2.9 that will be use in the Algorithm 1. The Theorem 2.9 gives us a condition to detect optimality in an optimal solution of the Moment relaxation, that is to say
can be decomposed in a block matrix of the following form:
For the matrix M we define and denote its respective modified Moment matrix as it follows:
and M is well defined that is to say, it does not depend from the choice of W .
Proof. This useful result can be also found in [13] and in [8, Lemma 4.8] .
Definition 2.7. Let y ∈ R s k be a feasible solution of (P k ) and set d := k 2
. We say M := M d (y) is a flat matrix if the following condition holds:
. Note that M := M d (y) is a flat matrix if the following condition in the rank of M holds:
Theorem 2.9. Let f ∈ R[X] k and (P ) be the polynomial optimization problem without constraints defined in (1), and let y ∈ R s k be an optimal solution of the Moment relaxation (P k ) and set d := k 2 . Then the following conditions hold:
. . , λr > 0 and a1, . . . , ar ∈ R n such that:
and a1, . . . , ar are minimizers of f .
(2) If M d (y) is flat then P * = P * k , there exit λ1 > 0, . . . , λr > 0 and a1, . . . , ar ∈ R n such that:
Proof. The proof is in [8, Corollary 7.3 ].
Main ideas in the Algorithm
Let (P ) the polynomial optimization problem defined in (1) and
It is not always the case that M is flat or it is not always the more general case that M is a generalized Hankel matrix, in this case, in order to find the minimum P * and minimizers, we could try to increase k and solve again the Moment relaxation and hope that we get an optimal solution with M flat or M generalized Hankel. However the dimension of the problem could increase considerably and one frequently runs into numerical problems. Therefore in the Algorithm 1 we try to modify a little bit the optimal solution y to get a flat solution or a solution close to be flat, this way we try to avoid to increase k. A first try to get a flat optimal solution of (P k ) would be to add linear constraints into the Moment relaxation in order to restrict our set of feasible solutions to a set of flat feasible solutions or at least "close" to be flat. Let me explain shortly why this is in principle, a hard problem. As we have mentioned before, a first approach would be to try to describe the following program: minimize |α|≤k fαyα subject to:
However we can not add the constraints:
to our Moment relaxation since this condition is not linear due to the ai and the entries of the matrix are decision variables or unknows, and this can not be written, at least not in any obvious way, as a semidefinite program. In the same way, the program: minimize |α|≤k fαyα subject to:
is not a linear matrix since the entries of M d−1 (y) and the entries of W M d (y) are decision variables. Moreover to solve polynomial optimization problems without constraints already for degree 4 polynomials is NP hard [7] , so it is reasonable to expect that to convert these programs into a semidefinite program is hard. Nevertheless, we can modify a little bit the optimal solution y into y0 ∈ R s k in such a way that y0 is feasible solution of (P k ) and M d (y0) is approximately flat. Since y0 is a feasible solution of (P k ) the inequality |α|≤k fα(y0)α ≥ P * k holds. Moreover if M d (y0) is flat then by 2.5 (2) we know that |α|≤2d fα(y0)α ≥ P * . More precisely in this last case it holds that:
Reminder 3.1. Let us consider the following polynomial optimization problem, called the Least Squares Problem:
where A ∈ R m×n , b ∈ R m are given and m > n. Minimizers of this problem are called a least squares approximate solutions. Suppose the matrix A T A is non singular then the unique solution, denoted by x * A,b , of the least squares problem is given by:
For a proof of the Reminder 3.1 and more details about the topic we refer the reader to [11] and references therein.
Given a polynomial optimization without constraints (P ) (1), with f ∈ R[X] k and an optimal solution y ∈ R s k of the Moment relaxation (P k ), the next step in the algorithm is to build the closest matrix to M := M d (y), let us denoted it by BM ∈ R s d ×s d , with:
that is to say the first s d−1 columns of BM are the same as the first s d−1 columns of M , the last r d columns of BM belong to the real linear span of this columns and BM is the closed matrix to M in the sense that the column BM j for all j ∈ {s d−1 + 1, . . . , s d } is the closest vector to Mj which lies in the real linear span BM 1 , . . . , BM s k , that is to say BM j is the
is the least squares approximate solution of
The matrix BM holds the desired condition in the rank (8) , however it is not necessarily positive semidefinite, not even symmetric and also not generalized Hankel, that is to say is not a feasible solution of (P k ). So now we look for y0 ∈ R s k , such that E ∈ R is the smallest possible in the following inequality:
, we will solve the following program:
Note that in the program (PM ) the decision variables y0 ∈ R s k and E ∈ R. With the condition (12) we attempt to simultaneously control the rank of AM by minimizing the distance from AM to BM and at the same time we get a matrix with lower or equal rank than the original matrix M , since note the inequality (12) holds taking E := 1 and AM := M , there exists always a feasible solution. The Schur complement, defined in 3.2, will enable us to show that this condition is equivalent to the positive semidefiniteness of a matrix with linear entries and therefore we can conclude that (PM ) is a positive semidefinite program, possible to solve efficiently. Definition 3.2. Let us consider a matrix X ∈ SR m+l×m+l in block form:
Lemma 3.3. Let X ∈ S m×m be in block form (13) , where A is non-singular. Then,
Proof. For a proof of this lemma we refer the reader to [4, Lemma 1.7.6] Therefore applying Lemma 3.3 we got that:
The matrix (14) is linear in the variables E and the entries of the matrix AM , that is in y0 ∈ R s k . We could solve directly the semidefinite program (PM ) to get a lower bound of P * . However in practice if instead we consider the following semidefinite program for λ ∈ [0, 1] fixed, we get better bounds:
The optimal value of (P M,λ ) that is to say, the infimum over all:
that ranges over all optimal solutions of (P M,λ ) is denoted by P * M,λ .
Algorithm 1 based on Moment relaxations
Algorithm 1: Given (P ) (1), finding an upper bound U of P * , i.e U ≥ P * and if possible minimizers or potential minimizers Input: A polynomial optimization problem (P) (10) without constraints and an strategic λ ∈ [0, 1] Output: An upper bound U ≥ P * and if possible, points a1, . . . , ar such that f (a i ) = U . 1 Compute a feasible solution of the Moment relaxation (P deg f ) and denote it by
2 Take a maximum linearly independent subset of the first s d−1 columns of M and denote it by {M1, . . . , M l } and set C :
3 Define the folowing matrix using the definition of the solution of the least squares problem (11),
).
4 Finally define the following matrix:
where the decision variables are E and the entries of the matrix A M ∈ SR s d ×s d .
5 Solve the following positive semidefinite program:
Note that here the decision variables are E and the entries of the matrix
6 if AM is flat or ||AM − BM|| is small enough then was not flat. Note also that since y0 is a feasible solution of P k , U ≥ P * k and in case A M is flat we can even conclude by 2.5 (2) that:
Since we know that the Motzkin polynomial is nonnegative and f (±1, ±1) = 0 is not difficult to see that P * = 0. Let us use this polynomial to see how the Algorithm 1 works. An optimal solution z ∈ R s 6 of the Moment relaxation (P6), has the following Moment matrix: This matrix is neither flat nor M3(z) is a generalized Hankel matrix so we can not conclude optimality 2.9, in fact the optimal value is P * 6 = −∞ << P * = 0 stricly smaller than the minimum. Since the entries of the matrix M3(z) are very far to each other and working with this matrix could bring us numerical problems, so instead we take a random feasible solution of (P6), y ∈ R s 6 with moment matrix M := M3(y). Compute, as in the Algorithm 1, the matrices BM and TM and solve the semidefinite program (P M,1/60 ). We get after 66 iterations the optimal solution y0 ∈ R s 6 with Moment matrix: Moreover we get that U := |α|≤6 fαy0,α = 0.00156. It turns out that this matrix is flat and therefore is an upper bound of the minimum P * ≤ U . Moreover we can extract the . Let us see how the algorithm works with this polynomial f . An optimal solution z ∈ R s 6 of the Moment relaxation (P6), has the following Moment matrix: aqui Table 2 . Data of the Algorithm 1 for the polynomial x This matrix is neither flat nor M3(z) is a generalized Hankel matrix so we can not conclude optimality 2.9, in fact the value of this optimal solution is P * 6 = −177.5859 << P * = − 1 27 ≈ −0.0370 stricly smaller than the minimum. According to the Algorithm 1 we compute the matrices BM , TM associated to a feasible solution M and finally we solve the semidefinite program (P M, 1
100
) and we get the following matrix: We diagonalize this matrix to compute the rank and we get that the eigenvalues are: what implies, after rounding to the fourth decimal, that the rank AM = 6 and therefore AM is flat and since we got that U = |α|≤6 fαy0,α = −0.0305 then we can deduce: 
Algorithm 2 based on the Nie, Demmel and Sturmfels method
In the Algorithm 1 the starting matrix M := M d (y) was a Generalized Hankel matrix positive semidefinite associated to a feasible solution y ∈ R s d of the Moment relaxation (P degf ). If instead we start with a matrix associated to an optimal solution of the NDS relaxation, see the definition in 16 taken from [1] . Then by minimizing E in (12) we attempt to simultaneously minimize the distance of the new optimal solution A to M and at the same time we try to control the rank of the matrix A. In this section we see some experimental examples using this technique.
For p ∈ R[X] k denote dp := k − deg p and consider the following vector:
pV dp := (p1, pX1, pX2, . . . , pXn, pX 2 1 , pX1X2, . . . , pX1Xn, pX 2 2 , pX2X3, . . . , pX 2 2 , . . . , pX dp 1 , . . . , pXn−1X dp−1 n , pX dp n ) T Definition 6.1. For p ∈ R[X] k the localizing vector of p of degree k is the vector resulting from substituting every monomial X α such that |α| ≤ k in (15) for a new variable Yα. We denote this vector by
s dp 1 .
Providing that P * = f (x) for some x ∈ R n , by Calculus we know that the local and global minima are contained in the real gradient variety:
In [1] , it is considered to add to the problem (5) the constraints:
namely:
After linearization, or in other words, after substitute every monomial X α for a new variable Yα, this turned out into the following hierarchy of semidefinite programs.
Definition and Notation 6.2. Let (P ) be a polynomial optimization problem as in (1) such that there exists x ∈ R n with P * = f (x) and let k ∈ N0 ∪ {∞} such that f ∈ R[X] k . We call the NDS relaxation of (P ) of degree k to the following semidefinite optimization problem:
(P k,NDS ) minimize |α|≤k fαyα subject to:
the optimal value of (P k,NDS ) that is to say, the infimum over all y = (y (0,...,0) , . . . , y (0,...,k) ) ∈ R s k that ranges over all feasible solutions of (P k,NDS ) is denoted by P * k,NDS ∈ {−∞}∪R∪{∞}.
Let us remember a few properties about the convergence of this hierarchy of relaxations. For all the details about the convergence of the NDS relaxation hierarchy we refer to the reader to [1] .
Proposition 6.3. Let (P ) be a polynomial optimization problem as in (1) and
with ai ∈ V f for all i ∈ {1, . . . , N } and with N i=1 λi = 1 is the Moment matrix of a feasible solution y ∈ R s k of (P k,NDS ) and |α|≤k fαyα ≥ P * .
(3) If (P k,NDS ) has an optimal solution y ∈ R s k such that there exists N ∈ N and a1, . . . , aN ∈ V f and λ1 > 0, . . . , λN > 0 such that:
Then P * = P * k and a1, . . . , ar are minimizers of f .
Proof. For a proof of this Proposition we refer the reader to [8, Proposition 3.9] .
The Theorem 2.9 also holds for the polynomial optimization problems with constraints adding an extra condition that the nodes should belong to the semialgebraic set, in this case to the real gradient variety.
Theorem 6.4. Let f ∈ R[X] k and (P ) be the polynomial optimization problem without constraints defined in (1), and let y ∈ R s k be an optimal solution of the Moment relaxation (P k,NDS ) and set d := k 2
. Then the following conditions hold:
is Generalized Hankel and f ∈ R[X] k−1 then there exist λ1 > 0, . . . , λr > 0 and a1, . . . , aN ∈ R n such that:
In case a1, . . . , aN ∈ V f then P * = P * k,NDS , and a1, . . . , aN are minimimizers of (P ).
(2) If M d (y) is flat, then there exists λ1 > 0, . . . , λN > 0 and a1, . . . , aN ∈ R n such that:
If a1, . . . , aN ∈ V f then P * = P * k,NDS and a1, . . . , aN are minimimizers of (P ).
Proof. The proof is in [8, Theorem 7.1] M := A M and go to 3 Remark 6.5. In Algorithm 2 since y0 ∈ R s k is a feasible solution of (P k,NDS ) then it holds U ≥ P * k,NDS . Moreover if A M is flat then by 6.4 (2), there exits a1, . . . , aN ∈ R n and λ1 > 0, . . . , λN > 0 such that:
But in contrast with Algorithm 1 we need to check that a1, . . . , aN ∈ V f to apply 6.3 (2) in order to conclude: a nonnegative polynomial which is not sum of squares (see [9, 10] subject to x ∈ R 2 This polynomial attains the minimum in the NDS relaxation of degree 8, since we get the following optimal solution z ∈ R s 8 (17): 
Therefore with the NDS relaxation of degree 8 by Theorem 6.3 (1) we have:
Let us now use the Algorithm 2 to see if we can get an upper bound for the minimum and potential miminimizers starting with a moment matrix of lower dimension which is an optimal solution of the NDS relaxation of degree 6. Namely, we start with the moment matrix: with optimal value P * 6,NDS = −0.9333. After applying the Algorithm (2) we get the following results, see Table 3 . Here we obviously get that P * 6,NDS = −0.9333 ≤ P * M,λ,NDS , but we can no certify the belonging to any interval since unfortunately we do not get neither flat nor the truncated multiplication operators commute. 
Conclusions
For some polynomials, for example for nonnegative polynomials that are not sums of squares, sometimes one needs to solve a a moment relaxation of a very "big" degree to find the infimum. In that cases could be useful to use Algorithm 1 1 to get an idea of an "small" interval where the infimum belong to. In practice one can verify that the more iterations we apply in Algorithm 1 1 the better are the possibilities to get a flat solution and in consequence the better are the possibilities to find an interval where the infimum belong to.
The practical examples show that Algorithm 1 1 works better as Algorithm 2. This is not surprising since the latest has the bigger challenge of minimize a polynomial over a semialgebraic set, in this case, over its real gradient variety. The additional request to the semidefinite program to fulfill the linear conditions associated to the real gradient variety reduces the set of flat feasible solutions. However, one can also try to solve the problem of minimize a polynomial over an arbitrary semialgebraic set using the same ideas as in Algorithm 2 2.
Software
To find an optimal solution of the Moment relaxation and for the algorithm of extracting minimizers we have used the following softwares: • SEDUMI: developed by J. F. Sturm. It is a toolbox for optimization over symmetric cones. Published in the Journal Optimization Methods and Software in 1999. For more information see: http://sedumi.ie.lehigh.edu/.
• MATLAB and Statistics Toolbox Release 2016a, The MathWorks, Inc., Natick, Massachusetts, United States.
