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S u m m a r y
Accurate and fast power control is perhaps the most important aspect in W-CDMA, in particular 
on the uplink. This thesis describes the work carried out to evaluate and enhance the link-level 
performance of closed-loop power control (CLPC) for the UMTS-FDD uplink. Factors that 
influence the performance of the CLPC scheme amongst others include the round-trip delay, UE 
(User Equipment) speed, dynamic range of the handset, the level of diversity available at the 
receiver and the accuracy of SIR (Signal-to-Interference-plus-Noise Ratio) estimation and 
channel estimation. The above-mentioned performance improvement is obtained by focussing on 
the SIR measurement aspect of the power control scheme, and to this end, two new signal quality 
estimation techniques are proposed and evaluated. Based on the two algorithms, a further 
comparison is made to investigate the effects of SIR measurement before and after RAKE 
combining of the signal.
Firstly, an improved Eb/N0 estimator is proposed and its performance evaluated both in a 
stationary (Gaussian) as well as a Rayleigh channel. The improvement in the estimator’s 
performance is obtained by the addition of a smoothing filter to an existing algorithm (developed 
earlier at the University of Surrey). The improved algorithm, based on maximum likelihood 
estimation, is shown to improve the performance of CLPC with an average gain of 0.25 dB (i.e. 
the average gain for a range of UE speeds) in the power control error (PCE) in a narrowband 
channel, over the performance without the filter; the algorithm would also offer gains in the 
wideband channel when the SIR measurement is done before RAKE-combining of the signal.
The second algorithm is a traffic-based SIR measurement scheme, so-called because it uses a 
dedicated traffic channel for the SIR measurement, and hence specific to UMTS-FDD. Again, 
using the standard deviation of the PCE as the performance metric, it is shown that this scheme 
achieves gains in the PCE of up to 1.4dB (1.15dB on average) for the 4.75-12.2kbps speech 
service and up to 2.75dB (2.5dB on average) for 144kbps data, both in UMTS Vehicular 
environments. The gains achieved are with respect to the performance obtainable with the SIR 
measurement technique proposed by 3GPP (using dedicated pilot symbols), and they translate to 
improvements in the CDMA capacity at system-level. Furthermore, the algorithm, which 
currently assumes perfect blind rate detection, provides a higher improvement in the performance 
of CLPC for higher data rates (as the figures exemplify), which is an additional advantage since 
higher data-rate users cause more interference to the network by transmitting higher powers. 
Results obtained using the PCE performance metric also indicate that the higher path diversity 
available in W-CDMA (compared to narrowband systems) does not necessarily convert to
improved system performance, especially when combining weak taps in the channel, i.e. the 
performance either stays the same or somewhat degrades.
Finally, using the uncoded bit error rate (BER) as the performance metric, two further SIR 
measurement techniques, both based on variations of the two algorithms discussed earlier, are 
proposed and compared. The Pre-RAKE scheme, in which the SIR measurement is carried out 
before RAKE combining of the signal vs. the Post-RAKE scheme where the measurement is 
carried out after, are compared. The overestimation problem that occurs with the Pre-RAKE 
scheme is highlighted; hence, it is concluded that Post-RAKE schemes offer superior 
performance over their Pre-RAKE counterparts.
The work has highlighted several issues that need careful consideration as far as SIR 
measurement is concerned, whether it be for power control or any other radio resource 
management technique; the overestimation problem which occurs for low SIR values as well as 
the issue of the number of symbols available for the measurement, can contribute significantly to 
the SIR measurement error, degrading the performance of CLPC in turn. In addition, it is also 
useful to have an idea of how much the true SIR can vary within the duration of measurement. 
Last but not least, the little or no improvement in performance obtained when combining weak 
taps is attributed to the performance and robustness of the channel estimation algorithms 
employed; they tend to add more noise than signal power to the RAKE-combined signal when 
used to combine paths with low Eb/No values. The SIR measurement algorithms proposed and 
discussed in this thesis can be implemented directly in UMTS receivers. On the other hand, the 
knowledge and information contained herein and the logical approaches considered can lead to 
the development of new ideas as well as new algorithms.
Key Words: SIR Measurement, Signal Quality Estimation, Closed-Loop Power Control, Power 
Control Error, W-CDMA
A c k n o w l e d g m e n t s
The work for this thesis was carried out within my duration of stay (1998-2002) as a postgraduate 
researcher within the Mobile Communications Research Group at the Centre for Communication 
Systems Research (CCSR), University of Surrey.
I would like to thank my supervisors Prof. Rahim Tafazolli and Mr. Tony Jeans - Rahim, for 
initially offering me a place in his research group, which is now one of the largest of its kind in 
Europe, and also for the guidance and support he has given me in my time at Surrey. Technical 
discussions and suggestions provided by Tony have been of immense help; I thank him for his 
availability for such discussions as well as for proofreading this thesis in the end. Thanks are also 
due to my ex-supervisor Mr. Payam Taaghol who showed me initial directions in which to pursue 
this research.
Thanks to my colleagues in the Mobile Communications Research Group Dr. Nikos Dimitriou, 
Mr. Yusep Rosmansyah, Mr. Jonathan Rodriguez and Mr. Xinjie Yang for useful technical 
discussions. Thanks to Stephanie Evans, Emmanuelle Darut and Anne Rubin, the CCSR 
secretaries, who have always been there to help us out. Thanks to Adam Kirby and Chris Clarke 
who are in charge of computing the facilities in the Centre, and without whose support those long 
(and parallel!) simulation runs would probably not have been possible.
My sincere thanks to friend and fellow researcher Dr. Kanagasabapathy Narenthiran for relieving 
me of my financial worries in the final stages of this PhD. I would also like to thank my close 
friends Dr. Prasanna Perera and Mr. Shiraz Chanawala who have always been there to help me 
out; also from within CCSR, thanks to Abhaya Sumanasena, Kar Ann Chew, Shyamalie 
Thilakawardana, Khaldoon Al-Naimi and Abdus Owadally for friendship, support and help.
Thanks to all my relatives who have always been there for me and supported me, in particular Dr. 
& Dr. (Mrs.) Wimal Gunaratna who have provided me a home in the UK. Also, thanks to my 
sister Saranga for her patience, love and understanding. Last but not least, my gratitude and 
appreciation to my mother and father, for their love, understanding and constant support 
throughout my life -  this thesis is dedicated to them.
C o n t e n t s
Acknowledgments.........................  ................................   iii
Contents...................................................................................................... iv
List of Figures............................................  ix
List of Tables................................................................................................xi
Abbreviations.............................................................................................. xii
1 Introduction ..................................................................     01
1.1 Motivation for Work...............................................................................................01
1.2 Problem Identification............................................................................................02
1.3 Research Objectives.............................................................................................. 03
1.4 Contributions of Thesis.......................................................................................... 05
1.5 Structure of Thesis.................................................................................................. 06
2 The Mobile Propagation Channel................................................................ 09
i
2.1 Introduction..............................................................................................................09
2.2 Path Loss.................................................................................................................. 10
2.2.1 M odels........................................................................................................................10
2.2.2 The near-far effect.............................................................................. 13
2.3 Shadowing............................................................................................................... 13
2.3.1 The Log-normal Shadowing random variable.........................................................14
2.3.2 Modelling the Shadowing R V ................................................................................. 15
2.4 Fast (Rayleigh) Fading...........................................................................................18
2.4.1 Modelling Rayleigh Fading- The Narrowband Channel....................................... 19
2.4.1.1 Simulation Results.......................................................................................... 25
2.4.2 The Wideband Channel............................................................................................29
2.5 Chapter Summary................................................................................................... 31
Sum m ary.....................................     i
- iv -
3 CDMA Systems and Power Control..............................................................33
3.1 Introduction..............................................................................................................33
3.2 Spread Spectrum Techniques and CDMA Systems.....................................   34
3.2.1 The Evolution of Spread Spectrum Techniques....................................................34
3.2.2 Spread Spectrum: Definition...................................................................................34
3.2.3 Spread Spectrum Methods....................................................................................... 35
3.2.4 Direct Sequence CDMA..........................................................................................36
3.2.5 Properties of the Spreading Codes......................................................................... 38
3.2.5.1 PN Codes............................................................................................................38
3.2.5.2 Orthogonal Codes............................................................................................. 40
3.2.6 Advantages of CDMA.............................................................................................43
3.2.7 CDMA Capacity & Coverage.................................................................................45
3.3 Power Control in CDMA Systems.....................................................................49
3.3.1 Centralised and Distributed Power Control Schemes.......................................... 49
3.3.1.1 Centralised Power Control (CPC)...................................................................49
3.3.1.2 Distributed Power Control (DPC)...................................................................51
3.3.2 Objectives of Power Control...................................................................................52
3.3.2.1 Objectives in TDMA Systems......................................................................... 53
3.3.2.2 Objectives in CDMA Systems......................................................................... 54
3.3.3 Description of Power Control Schemes used in CDMA Systems.......................56
3.3.3.1 Open-Loop Power Control (OLPC).................................................................57
3.3.3.2 Closed-Loop Power Control (CLPC)............................................................. 59
3.3.3.3 Outer-Loop Power Control  ...................................................................62
3.3.3.4 Downlink Power Control..................................................................................64
3.3.4 Perfect and Imperfect Power Control...............................   65
3.4 Chapter Summary...................................................................................................68
4 The 3rd Generation Systems.......................  69
4.1 Introduction..............................................................................................................69
4.2 The Evolution of 3G Systems................................................................................69
4.3 The 3G Air Interfaces: The IMT-2000 Framework............................................ 70
4.3.1 Wideband Frequency Division Duplex Mode: UMTS-FDD.............................. 71
4.3.2 Time Division Duplex Mode: T D D ................................................  71
- v -
4.3.2.1 Wideband Time Division Duplex Mode: UMTS-TDD................................ 72
4.3.2.2 Narrowband (Low Chip Rate) TD D............................................................... 73
4.3.3 Multi-Carrier CDM A...............................................................................................74
4.3.4 Worldwide Spectrum Allocations for 3G.............................................................. 75
4.4 UMTS Services and Applications........................................................................76
4.5 UMTS System Architecture..................................................................................78
4.6 W-CDMA Physical Layer (L l/PH Y )...................................................................81
4.6.1 Interaction with the Higher Layers......................................................................... 8 1
4.6.2 Overview of LI Functions....................................................................................... 83
4.6.2.1 Spreading............................................................................................................84
4.6.2.2 Modulation..........................................................................................................87
4.6.2.3 Power Control.................................................................................................... 88
5 Signal Quality Estimation..........................   95
5.1 Introduction..............................................................................................................95
5.2 Performance Metrics for Estimators.....................................................................97
5.2.1 Expectation................................................................................................................97
5.2.2 Variance..................................................................................................................... 98
5.2.3 Confidence Interval.................................................................................................. 98
5.3 Conventional SQE M ethods..................................................................................98
5.3.1 Maximum Likelihood Estimation.......................................................................... 98
5.4 Subspace-Based (SB) SQE Methods....................................................................99
5.5 Performance Evaluation of Two SQE Algorithms for CDM A....................... 100
5.5.1 Eb/No Estimator 1.....................................................................................................100
5.5.2 Eb/No Estimator II................................................................................................... 102
5.5.3 Results......................................................................................................................102
5.5.4 Discussion............................................................................................................... 103
5.6 An Improved Eb/No Estimator.............................................................................105
5.6.1 The Algorithm.........................................................................................................105
5.6.2 Performance in a Gaussian Channel..................   107
5.6.3 Performance in a Time-varying Channel.............................................................108
5.6.4 Discussion/ Conclusion..........................................................................................110
5.6.4.1 Note on Steele’s Algorithm...........................................................................110
j5.7 Cramer-Rao Bounds I l l  ;
5.7.1 MVU Estimator.......................................................................................................112 j
5.7.2 CRLB Derivation................................................................................................... 113
5.8 Summary of Chapter.............................................................................................116
6 Performance of Closed-Loop Power Control in W-CDMA  ....................... 117
6.1 Introduction..................  117
6.2 Description of Link-Level Simulator.................................................................. 118
6.3 Suitable Performance Metrics............................................................................ 119
6.3.1 BER (Bit Error Rate)............................................................................................ 119
6.3.2 BLER (BLock Error R ate).................................................................................... 120
6.3.3 PCE (Power Control Error)................................................................................... 120
6.3.4 Outage Probability.................................................................................................. 121
6.4 SIR Measurement in W -CDMA......................................................................... 121
6.4.1 Current Status in 3GPP...........................................................................................121
6.4.2 Proposed Scheme for UMTS-FDD: Traffic-Based SIR M easurement 122
6.4.2.1 Simulation Results...........................................................................................124
6.4.2.2 Discussion.........................................................................................................127
6.5 The Causes of Imperfect Power Control............................................................129
6.5.1 Channel Estimation (CHEst) Errors..................................................................... 129
6.5.1.1 Delay Estimation...............................................................................   129
6.5.1.2 Estimation of the Complex G ain................................................................... 130
6.5.2 Round Trip Delay................................................................................................... 137
6.5.3 Power Control Command Rate (PCCR)...............................................................138
6.5.4 Dynamic Range of the Handset.....................  139
6.5.5 UE Step Size Resolution (Quantisation Error).................................................... 141
6.5.6 Return-Link Power Control Command Errors.................................................... 142
6.5.7 SIR Estimation Errors............................................................................................143
6.5.8 Level of Multi-Path Diversity at the Receiver.................................................... 144
6.5.9 UE Speed (Doppler)............................................................................................... 146
6.6 Chapter Summary................................................................................................. 146
- vii -
7 Comparison of SIR Measurement Techniques for C L P C  in W -C D M A ............... 149
7.1 Introduction............................................................................................................149
7.2 Simulation M odel................................................................................................. 149
7.3 SIR Measurement Schemes.................................................................................150
7.3.1 The Pre-RAKE Scheme (’Sum of Estimates’) ..................................................... 150
7.3.2 The Post-RAKE Scheme (Estimate of S u m )..................................................... 154
7.4 Simulation Results & Discussion....................................................................... 155
7.5 Chapter Summary & Conclusion........................................................................ 157
8 Conclusion................................................................................................................... 159
8.1 Thesis Summary................................................................................................... 159
8.2 Lessons Learned................................................................................................... 159
8.3 New Contributions................................................................................................161
8.4 Future W ork...........................................................................................................162
References................................................................  164
Appendix A: Wideband Channel Parameters............................................................ 176
A .l RMS Delay Spread..............................................................................................176
A.2 PDP and other Parameters for UMTS Vehicular Environments....................177
Appendix B: Simulation Parameters........................................................................... 178
Appendix C: List of Publications................................................................................. 180
■v?
- viii -
List of Figures
Fig. 2-1 Path Loss Model for UMTS Vehicular Environments....................................... 12
Fig. 2-2 Shadowing sampled at 500Hz (a) rc=20m, c=10dB (b) rc =20m, v=120km/h...... 17
Fig. 2-3 PDF of the Log-Normal Shadowing RV: v=120km/h, rc.=20m, <j=10dB............ 18
Fig. 2-4 Models for the realisation of correlated Gaussian Processes
(a) Filtering a WGN Process (b) Sum of Weighted Sinusoids (Jakes) Method 21
Fig. 2-5 Deterministic Simulation Model used for the Rayleigh Process........................... 23
Fig. 2-6 (a) The Rayleigh PDF (b) Fading envelope [dB]..................................................25
Fig. 2-7 Normalised Autocorrelation function for the Classical Spectrum.........................26
Fig. 2-8 Normalised LCR of the Channel...........................................................................28
Fig. 2-9 TDL Model for the Wideband Channel.................................................................30
Fig. 3-1 Direct Sequence, Frequency Hopping and Time Hopping Spread Spectrum 36
Fig. 3-2 Basic DS-CDMA Transmitter/Receiver................................................................36
Fig. 3-3 DS-CDMA concept description in the Time and Frequency Domains..................37
Fig. 3-4 Link Gain Geometry............................................................................................. 49
Fig. 3-5 Categorisation of Power Control Schemes in CDMA...........................................56
Fig. 3-6 Principle of Operation of Open-Loop Power Control..................................... 58
Fig. 3-7 Functions of conventional Closed-Loop Power Control....................................... 60
Fig. 3-8(a) Flowchart to representing operation of Outer-Loop PC, and
(b) Variation of Target SIR with UE Speed...........................................................63
Fig. 3-9 The notion of Perfect Power Control.................................................................... 66
Fig. 3-10(a) PCE in time, and (b) Its distribution, p=0, a -2 .5 1 ......................................... 67
Fig. 3-11 CDMA Capacity vs. the PCE (dB)......................................................................68
Fig. 4-1IMT-2000 CDMA Modes..................................................................................... 70
Fig. 4-2 UTRA-FDD Radio Frame and Slot structure .-.......... .-..     71
Fig. 4-3 The Radio Frame and Slot structure for the 1.28 Mcps TDD Option................... 73
Fig. 4-4 UMTS PLMN....................................................................................................... 78
Fig. 4-5 Radio interface protocol architecture around L I ...................................................82
Fig. 4-6 Relation between Spreading and Scrambling........................................  84
Fig. 4-7 OVSF Code Tree................................................................................................... 85
Fig. 4-8 I-Q/code Multiplexing and Complex Scrambling on the W-CDMA U L ...............88
Fig. 4-9 Illustration of how the UE Power is varied for PCA1 and PCA2.......................... 91
Fig. 4-10 UE Transmit Powers for PCA1 and PCA2 @ 20 km/h....................................... 91
Fig. 4-11 UL/DL CLPC and Outer-Loop PC -  graphical illustration................................. 94
Fig. 5-1 Mean and the Variance of the Estimation Error vs. ns, for the two algorithms .... 103
Fig. 5-2 Interference-plus-Noise power Distribution for Eb/No=6dB, n.y=80....................  107
Fig. 5-3 (a) Mean and (b) Variance of the Estimation Error [dB] vs. n s ............................ 108
Fig. 5-4 Performance in a Time-varying Channel...............................................................109
Fig. 5-5 PDF of Received Eb/No in AWGN as Estimated by our algorithm....................... 114
Fig. 6-1 Generic Simulation Model for Uplink CLPC......................................................  118
Fig. 6-2 Slot Structure and Proposed SIR Measurement Scheme....................................... 122
Fig. 6-3 Performance in a narrowband channel with power control, 57"=128, L=10.......... 125
Fig. 6-4 Proposed vs. 3GPP SIR Measurement Schemes -  comparison............................. 126
Fig. 6-5 Frame structure for uplink DPDCH/DPCCH (FDD Mode)................................. 131
Fig. 6-6 Frame Structure for Common Pilot Channel CPICH (FDD Mode)..................... 134
Fig. 6-7 Effect of Number of Paths used for RAKE Combining......................  136
Fig. 6-8 Transmitter Power Control Timing........................................................................138
Fig. 6-9 Power Control Dynamic Range for 2G and 3G Handsets......................................140
Fig. 6-10 Effect of Downlink PCC Errors on the PCE (a) Vehicular-A (b) Vehicular-B ... 143
Fig. 6-11 Uncoded BER Performance with L-Branch Diversity.......................................... 145
Fig. 7-1 CLPC Simulation Model....................................................................................... 150
Fig. 7-2 The Pre-RAKE Scheme.........................................................................................152
Fig. 7-3(a) 8kbps Speech Service (SF=128).....................................................................  156
Fig. 7-3(b) 144kbps Data Service (SF= 8 ) ........................................................................... 157
- x -
List of Tables
Table 3-1 Comparisons of UE Power Classes for GSM, IS-95 and UMTS........................ 54
Table 4-1 WARC-92 3G Spectrum and new allocations around 2GHz.............................. 76
Table A-l - Wideband Channel Parameters for UMTS Vehicular Environments.............. 177
Table B-l W-CDMA Simulation Parameters..................................................................... 178
Abbreviations
2G 2nd Generation
3G 3rd Generation
3GPP 3rd Generation Partnership Project
ADC Analogue-to-Digital Conversion
AICH Acquisition Indicator CHannel
ARIB Association for Radio Industries and Businesses
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BCH Broadcast CHannel
BPSK Binary Phase Shift Keying
BRD Blind Rate Detection
CATT China Academy of Telecommunications Technology
CDF Cumulative Distribution Function
CDMA Code Division Multiple Access
CHEst CHannel Estimation
CIR (C/I) Carrier-to-Interference Ratio
CLPC Closed-Loop Power Control
CN Core Network
CNB Core Network Bearer
CPC Centralised Power Control
CPCH Common Packet CHannel
CRC Cyclic Redundancy Check
CRLB Cramer-Rao Lower Bound
CS Circuit-Switched
DCA Dynamic Channel Assignment
DL Downlink
DPC Distributed Power Control
DPCCH Dedicated Physical Control CHannel
DPCH Dedicated Physical CHannel(s)
DPDCH Dedicated Physical Data CHannel
DS-CDMA Direct Sequence CDMA
Eqn. Equation
ETSI European Telecommunications Standards Institute
FCA Fixed Channel Assignment
FDD Frequency Division Duplex
FDMA Frequency Division Multiple Access
FEC Forward Error Correction
FER Frame Error Rate
FM Frequency Modulation
FTP File Transfer Protocol
GERAN GSM EDGE RAN
GGSN Gateway GPRS Support Node
GMSC Gateway MSC
GPRS General Packet Radio Services
GPS Global Positioning System
GSM Global System for Mobile communications
HLR Home Location Register
HO Handover
IF Intermediate Frequency
HR Infinite Impulse Response
IMT-2000 International Mobile Telephony 2000
IPI Interpath Interference
ISI Intersymbol Interference
ITU International Telecommunications Union
LI Physical Layer (Layer 1)
L2 RLC/M AC (Layer 2)
L3 RRC (Layer 3)
LCR Level Crossing Rate
LFSR Linear Feedback Shift Register
LOS Line-of-Sight
MAC Medium Access Control
MAI Multiple-Access Interference
MC-CDMA Multi-Carrier CDMA
Mcps Mega chips per second
MDC Macro Diversity Combining
ME Mobile Equipment
ML Maximum Likelihood
MLE Maximum Likelihood Estimation
MRC Maximal-Ratio Combining
MS Mobile Station
MSC Mobile services Switching Centre
MSE Mean-Square Error
MSS Mobile Satellite Systems
MUD Multi-User Detection (Detector)
MUX Multiplex
MVU Minimum Variance Unbiased
NLOS Non-LOS
ODMA Opportunity Driven Multiple Access
OLPC Open-Loop Power Control
OVSF Orthogonal Variable Spreading Factor
PA Power Amplifier
PC Power Control
PCA Power Control Algorithm .... — - -
PCC Power Control Command
PCCR Power Control Command Rate
PCE Power Control Error
P-CCPCH Primary Common Control Physical CHannel
PCPCH Physical CPCH
P-CPICH Primary Common Pilot CHannel
PDF Probability Distribution Function
PDP Power Delay Profile
PICK Paging Indicator CHannel
PLMN Public Land Mobile Network
PRACH Physical RACH
PS Packet-Switched
PSD Power Spectral Density
PSK Phase Shift Keying
PSTN Public Switched Telephone Network
QoS Quality-of-Service
RAB Radio Access Bearer
RACH Random Access CHannel
RAN Radio Access Network
RF Radio Frequency
RHS Right Hand Side
RL Radio Link
RLC Radio Link Control
RMS Root Mean Square
RNC Radio Network Controller
RRC Radio Resource Control
RRM Radio Resource Management
RTD Round-Trip Delay
RV Random Variable
SAP Service Access Point
SB Subspace-based
S-CCPCH Secondary Common Control Physical CHannel
SGSN Serving GPRS Support Node
SHO Soft Handover
SIR Signal-to-Interference-Plus-Noise Ratio
SNR Signal-to-Noise Ratio
SQE Signal Quality Estimation
SS Spread-Spectrum
TDD Time Division Duplex
TDL Tapped Delay Line
TDMA Time Division Multiple Access
TD-SCDMA Time Division-Synchronous CDMA
TIA Telecommunications Industry Association
TPC Transmit(ter) Power Control
TTA Telecommunications Technology Association
TX T ransmit/T ransmitter
UE User Equipment
UL Uplink
UMTS Universal Mobile Telecommunication System
USIM UMTS Subscriber Identity Module - - -
UTRA(N) UMTS Terrestrial Radio Access (Network)
VHF Very High Frequency
VLR Visitor Location Register
WAP Wireless Application Protocol
W-CDMA Wideband CDMA
WGN White Gaussian Noise
wrt with respect to
WSSUS Wide-Sense Stationary Uncorrelated Scatterers
- xiv -
Chapter 1
Chapter 1 - Introduction
Introduction
1 .1  M o t i v a t i o n  f o r  W o r k
Recent growth in technology in the field of spread spectrum communications coupled with its 
unique features (soft capacity, universal frequency reuse) and the increase in demand for mobile, 
multimedia and personal portable communications has seen Code Division Multiple Access 
(CDMA) become the chosen technology for the 3rd Generation (3G) standard for the Universal 
Mobile Telecommunications System, commonly known as UMTS. Proposals have been 
submitted by several bodies from different parts of the world including Europe, Japan, Korea, 
China and the US, which have subsequently been accepted by the ITU (International 
Telecommunications Union) and are in the process of being standardised within the IMT-2000 
(International Mobile Telephony 2000) CDMA framework. The proposals employ both pure 
and/or hybrid versions of the technology, the European equivalent being the popular W-CDMA 
(W=Wideband, due to the wider bandwidth being used compared to that used in the 2nd 
Generation systems).
At the time of writing this report, the long anticipated, world’s first commercial 3G services have 
been launched in the metropolitan areas of Tokyo, Japan [WEvolOla]. NTT DoCoMo’s W- 
CDMA-based FOMA (Freedom of Mobile Multimedia Access) went commercial as promised, 
on October 1st 2001 offering services such as voice, video, circuit-switched data (@64kbps on the 
uplink and 384kbps on the downlink), short messaging services as well as internet connectivity. 
Currently1, the coverage is limited, but full national coverage is planned for 2004. European 
counterparts followed up when Manx Telecom kick-started their 3G network on the on the Isle of 
Man on December 04, 2001. The fully operational 28-base station (BS) W-CDMA network, 
which is also the first in Europe, will be used by the 200 users on the island, mainly for video 
telephony and high-speed Internet access. The second UMTS network in Europe went live on the 
12th of December 2001 in Monaco. Based on 3GPP Release ‘99-compliant infrastructure
1 September 2002
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elements, the network initially comprised 7 BSs which covered the entire principality of Monaco; 
now it is being extended to 12 BSs and upgraded to the latest 3GPP standards [Mobil02s]. 
Applications running on the latter include video streaming, music entertainment and location- 
based services. Both the European systems are essentially pre-commercial [WEvol02].
Despite the delay in the roll-out of other commercial 3G networks by operators, due to the 
unstable worldwide economic climate [Mobil02s], high roll-out costs of some of the 3G 
technologies, and the widespread non-availability of dual-mode handsets, many experts in the 
industry believe that the 3G dream is here, and that it is here to stay. Operators are reiterating 
their continued support for 3G, the majority of them now planning to launch during 2003 or early 
2004 [Mobil02s]. Additionally on the bright side, the National Telecommunications and 
Information Administration (NTIA) in the US has taken positive steps towards allocating new 
spectrum in the 1700 and 2100MHz bands for their 3G systems, a country where new spectrum 
was originally unavailable for 3G technologies [Mobil02s]. Therefore, the opportunity to be 
involved in research in this field itself is a privilege, due to the constant technological advances 
that are being made, and the competitive nature of the associated research. The expected 
commercial success of the technology will be a giant step in the revolution in wireless personal 
communications, e.g. in realising the ‘anytime anywhere’ concept.
1 .2  P r o b l e m  I d e n t i f i c a t i o n
As mentioned in the previous section, CDMA has been chosen as the multiple access technology 
for 3G systems. The capacity of a cellular system is interference-limited; however, interference is 
not a major problem in FDMA and TDMA-based systems, where the orthogonality of the users is 
preserved, both in time and frequency -  hence they are primarily bandwidth-limited [Viter91], 
Despite the many advantages which have proven it to be a superior radio access technology over 
other contenders (these advantages are discussed in Chapter 3), CDMA systems have a capacity 
that is interference-limited [GunarOl] - in CDMA, all users share the same bandwidth 
simultaneously, therefore each user is potentially an interferer to another user in the system. This 
goes way back to the fundamental nature of the CDMA signal itself, where correlating the 
received wideband signal of a user with an identical pseudorandom sequence (i.e. identical to 
what was used at the transmitter) demodulates the signal. This collapses the signal to its original 
bandwidth, and also spreads any narrowband jammers or wideband interferers present within the
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occupied spectrum so that they now appear noise-like to the receiver2. By using many different 
code sequences, multiple users may be accommodated within the same spectrum.
The key issue, which for many years had been thought to preclude the use of CDMA for many 
applications was the so-called near-far effect. If an interfering signal falls within the spread 
bandwidth and its power is significantly greater than the desired CDMA signal, then the interferer 
would still remain sufficiently strong after despreading to prevent correct demodulation of this 
desired signal. For CDMA to operate successfully as a multiple-access technique, so that many 
subscribers can access the network simultaneously, all the accessing signals must be received at a 
similar (if not equal) power.
The solution to the problem has been the application of power control, whereby the cellular BS 
controls, in real time, the transmission power of the users’ mobile terminals (the reverse is also 
applicable for the downlink, where the mobile controls the power of the base station). In the 2nd 
Generation digital cellular system GSM, power control is used to reduce co-channel interference 
(i.e. that due to frequency re-use simultaneously in another cell) and prolong battery life; for 
CDMA however, power control is essential to the successful operation of the basic concept.
1 .3  R e s e a r c h  O b j e c t i v e s
In Section 1.2, power control was identified as one of the important ingredients in a CDMA 
system. It directly affects the capacity at system-level and the Quality of Service (QoS, i.e. the 
quality of the radio link) at link-level. Tight and fast power control is therefore the most 
important aspect in W-CDMA, in particular on the uplink [ToskaOO]. Analysing the performance 
of power control algorithms (PCAs) and optimising them is hence essential to maintain and 
increase the CDMA capacity. In addition to power control, the RAKE receiver and multiuser 
detection (MUD) are two important elements required in a CDMA system for its successful 
operation [Prasa98]. The RAKE receiver is used to combine the multi-path signals at the receiver; 
a RAKE finger is assigned to each multi-path, in which each signal of the desired user is 
correlated by a spreading code, which is time-aligned with the delay of the multi-path signal. 
After despreading, the signals are weighted and combined, giving a higher signal energy at the
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[Viter79], multiplication ONCE spreads the signal; multiplication TWICE followed by filtering 
recovers the original signal; DESIRED signal multiplied TWICE, undesired ONCE.
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RAKE output. MUD, also called joint detection and interference cancellation, reduces multiple 
access interference and hence increases system capacity. Rather than considering other users’ 
signals as interference, the optimum MUD3 detects all signals jointly, or interference from other 
signals would be removed by subtracting them from the desired signal. This is possible because 
the correlation properties between the signals are known (i.e. the interference is deterministic, not 
random) [Prasa98].
Amongst the performance metrics that can be utilised to evaluate the performance of PCAs is the 
power control error (PCE). Research has shown that the CDMA system capacity decays 
exponentially with the PCE [Prasa95, Beach98]. Hence, one of the objectives of power control is 
to minimise the standard deviation of the PCE. This is also one of the research objectives of this 
thesis.
In order to understand the sub-processes that contribute to the overall PCE, it is important to 
understand them and analyse their effect on the performance of the PCAs. Estimation errors, 
quantisation errors, and errors due to time delays are some of the contributory factors [GunarOl]. 
Signal quality estimation4 (SQE) is identified in this thesis as one such major sub-element that 
contributes to the PCE, and requires further investigation due to the following reasons:
■ The non-availability of much information in the public domain on SQE algorithms that 
can be applied for fast power control
■ SQE is currently an open topic in the W-CDMA standardisation work [TS 25.214] -  
hence there is much scope for investigating and improving the performance of any 
existing algorithms, as well as proposing new algorithms
■ Power control schemes which utilise SQE algorithms that measure the SIR (which is 
what is measured by the algorithms that are proposed in this thesis) are known to have 
superior performance over schemes that use absolute power-based measurements 
[Ariya94].
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reasonable number of users; hence a number of sub-optimum MUD receivers have been 
developed.
4 SQE algorithms discussed in this thesis essentially measure the Signal-to-lnterference-plus- 
noise Ratio (SIR) at bit level, more commonly known as Eb/N0 (or Et/lo)
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The issues addressed in this thesis are based on link-level simulations that investigate the 
performance of mobile users who are communicating in a power-controlled CDMA system. 
Several services that can be offered to them, as well as in different radio environments that they 
can be anticipated to be in, are considered in the analysis. The overall objective is to optimise the 
performance of power control by concentrating on the SQE aspect of it. To this end, new SQE 
algorithms are proposed and analysed in terms of their effect on the PCE as well as the user BER.
1 .4  C o n t r i b u t i o n s  o f  t h e  T h e s i s
The original contributions of this thesis are as follows:
□ A new traffic-based SIR measurement scheme is proposed for the W-CDMA (UMTS- 
FDD) uplink. The algorithm, which currently assumes blind rate (spreading factor) 
detection, shows much superior performance over the pilot-based SIR measurement 
scheme proposed by 3GPP [TS 25.214]. Furthermore, the algorithm shows higher 
performance gains for higher data rates, indicating that high data-rate users are even 
better power-controlled; this is an added advantage, since high data-rate users generally 
transmit higher powers, causing more interference to the network [BonekOO] and 
consequently degrading the CDMA capacity. The performance gains are clearly 
demonstrated (Chapter 6).
□ An improved Eb/N0 (SIR) estimator is proposed based on an existing algorithm -  the 
performance gain is obtained by the addition of a smoothing filter. The improved 
algorithm shows gains in the PCE in a narrowband channel. In the wideband channel, the 
smoothing filter proves useful if the SIR measurement is done before RAKE-combining 
of the signal (Chapters 5, 6 and 7).
□ A further comparison of SIR measurement schemes has been carried out in W-CDMA, 
using the proposed traffic-based SIR estimator. Two SIR measurement algorithms, one in 
which the processing is done before RAKE combining (The ‘Pre-RAKE Scheme’), and 
the other where it is done after RAKE combining are compared. The advantages and the 
disadvantages of the two algorithms are discussed. It is shown that Post-RAKE schemes 
are better suited for power control in W-CDMA over schemes that perform the estimation 
prior to the combining (Chapter 7).
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□ The effect of combining multi-path in vehicular environments has been investigated. The 
results show that the combining of weak taps does not significantly improve the 
performance of power control, due to channel estimation errors (Chapter 6).
□ A fully parameterised, event-driven simulator using the W-CDMA air interface 
parameters has been developed in MATLAB® software. Parameters such as the user data 
rate, user speed, radio environment and PCA can be input as required by the user, for 
performance evaluation. The simulator should prove to be a useful tool for further link- 
level analysis of the effects of imperfect power control in W-CDMA, and could be 
expanded to include functions such as channel coding and interleaving.
1 .5  S t r u c t u r e  o f  T h e s i s
The organisation of the thesis is as follows: This chapter (Chapter 1) outlines the motivation for 
the work carried out, and has also identified the problem at hand. The contributions of this thesis 
to the research community are summarised in Section 1.4, followed by a description of the 
structure of the thesis (in this section).
Chapter 2 discusses exclusively the mobile propagation channel. The multiplicative noise 
processes encountered in the channel, viz. path loss, shadowing and fast fading are discussed and 
models developed to simulate the individual processes. The models have been validated where 
necessary, against known analytical expressions (e.g. 1st & 2nd order statistics). In the case of fast 
fading, both the narrowband and wideband channels have been discussed. The processes 
identified and the respective models developed are incorporated in the link-level simulator 
developed, which is used in Chapters 7 & 8.
Chapter 3 can be subdivided into two: the discussion of Spread Spectrum (SS) systems (including 
CDMA) in Section 3.2, and power control (PC) techniques for CDMA in Section 3.3, In Section 
3.2, SS systems are defined and their evolution in the last fifty years summarised. Different types 
of SS techniques (e.g. frequency-hopping, time-hopping, direct-sequence) are discussed in 
Section 3.2.3. This is followed by an extensive description of Direct Sequence CDMA (DS- 
CDMA) systems in Section 3.2.4. Here, the types and properties of the spreading codes used are 
discussed in Section 3.2.5, the advantages of CDMA systems over existing digital and analogue 
cellular systems in Section 3.2; finally an expression for the CDMA capacity is derived. Under 
Section 3.3, the PC techniques used in CDMA are classified, and then explained. Open-Loop,
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Closed-Loop and Outer-Loop PC techniques are discussed in Sections 3.3.3.1-3, respectively. 
The notion of perfect power control is introduced in Section 3.3.4 and subsequently the PCE is 
defined. The behaviour of the PCE random variable is exemplified by simulation results, and the 
chapter concludes with a discussion of the dependence of the CDMA capacity on the PCE.
The first part of Chapter 4 concentrates on the evolution of the technologies for 3G systems in the 
mn up to their standardisation in 1998. The air interface proposals accepted for the 3G systems 
have been discussed extensively in Section 4.3, as well as the worldwide spectrum allocations for 
these systems. Based on the delay-sensitivity of the traffic, four QoS traffic classes have been 
defined for UMTS; these have been discussed in Section 4.4. In Section 4.5, the UMTS system 
architecture is described in terms of the elements in the Core Network (CN) as well as the Radio 
Access Network (RAN). The W-CDMA physical layer (LI) has been discussed in Section 4.6 ~ 
its interaction with the higher layers of the access network as well as some of the LI functions 
that are relevant to this work, e.g. spreading, modulation and the power control procedure, have 
been discussed.
Chapter 5 is on SQE. The metrics that can be used to test the performance of an estimator are 
discussed, followed maximum likelihood estimation (MLE) theory. The performance of two SQE 
algorithms (CODIT estimator and Steele’s algorithm) based on the MLE technique are evaluated 
and compared in Section 5.5; in Section 5.6, a new algorithm, based on the CODIT estimator is 
proposed and discussed; the improved estimator is shown to have a lower mean and variance in 
the estimation error over the original CODIT estimator as well as Steele’s algorithm. Finally, in 
Section 5.7, the Cramer-Rao bounds are derived for the proposed estimator. The estimators 
discussed in this chapter are all SIR-based.
Chapter 6 concentrates on the performance of closed-loop power control on the UMTS-FDD 
uplink. Here, a description of the link-level MATLAB® simulator used in the evaluations is 
given. The most significant contribution of this chapter is the description and performance 
evaluation of the proposed traffic-based SIR measurement scheme, which is discussed in Section 
6.4. In Section 6.5, factors that degrade performance of CLPC like channel estimation errors, 
round-trip delay and step-size quantisation errors, are discussed at length, supported by 
simulation results (where appropriate) and illustrative diagrams. These evaluations are carried out 
using the proposed SIR measurement scheme.
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In Chapter 7, the objective is to compare the performance of two further SIR measurement 
techniques that can be used to optimise the performance of the CLPC scheme in the UMTS-FDD 
uplink. Based on the traffic-based SIR measurement scheme proposed in Chapter 6, two SIR 
measurement algorithms, one in which the processing is done before RAKE combining (called 
the ‘Pre-RAKE Scheme’), and the other where it is done after RAKE combining (called the ‘Post- 
RAKE Scheme’) are proposed and compared. Using the uncoded BER as the performance metric, 
the advantages and disadvantages of the two schemes are discussed.
Chapter 8 concludes the thesis. Here, the work that has been carried out in the thesis is 
summarised, together with the important findings, i.e. issues related to SIR measurement for 
CLPC. The achievements of the work carried out are highlighted, conclusions drawn, and 
directions for future investigations are outlined.
Appendix A contains the parameter values for the wideband channel (power delay profile) as well 
as a summary of the models and their parameters used for path loss and shadowing. Appendix B 
contains a full list of simulation parameters used in the MATLAB® simulator that was developed, 
and finally Appendix C contains a list of publications generated by the author in the duration of 
this PhD.
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Chapter 2
The Mobile Propagation Channel
2 .1  I n t r o d u c t i o n
In this chapter, the distinctive noise processes that are encountered in the mobile propagation 
channel are discussed. The processes are identified, their behaviour analysed and simulation 
models are developed (and validated where appropriate). In particular, the path loss, shadowing 
and fast (Rayleigh) fading processes are discussed in Sections 2.2-2.4. In the case of fast fading, 
both the narrowband and wideband channels are discussed. The n e a r - f a r  effect, one of the main 
setbacks that limit the performance of CDMA systems (and to overcome which power control is 
crucial), is discussed in Section 2.2.2. The models thus developed will be incorporated in the link- 
level simulator used in Chapters 6 & 7.
The discussion of the mobile propagation channel is important in two respects. Firstly, it accounts 
for one of the main differences between fixed networks and mobile communication networks. 
Secondly, one of the main objectives of power control in CDMA systems is to mitigate the fading 
effects that take place due to the variations in the channel. The transmitted signal is impaired by 
the channel due to some form of n o i s e  p r o c e s s ,  of which there are two types [Saund99]:
" Additive Noise: Mainly thermal noise, generated at the receiver; external atmospheric 
effects may also contribute. So-called because it adds (linearly) to the signal 
■ Multiplicative Noise: This can be due to one or several of the following propagation 
mechanisms -  r e f l e c t i o n  (from smooth surfaces), a b s o r p t i o n  (by walls, trees and the 
atmosphere; these are sometimes known as t r a n s m i s s i o n  lo s s e s ) ,  s c a t t e r i n g  (from rough 
surfaces and rough ground, branches and leaves of trees), d i f f r a c t i o n  (from edges, such as 
building rooftops and hilltops) and r e f r a c t i o n  (due to the atmospheric layers and 
layered/graded material).
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The effects of multiplicative noise in the mobile channel can be observed and discussed under 
three distinct processes -  path loss, shadowing (or slow fading) and fast (Ricean or Rayleigh) 
fading. All three processes vary with the relative movement between the transmitter and 
receiver1, as well as the movements of the contributing objects that are present between them. We 
discuss these processes separately, next.
2 . 2  P a t h  L o s s
This can be simply understood by recalling that the in free-space propagation, the received power 
PR at a distance d from the source follows an inverse square law (e.g. Friis equation), i.e. for each 
doubling of path length, the path loss increases by a factor of two squared (6dB addition). In a 
mobile radio environment, the situation becomes more complicated as we have to take into 
account the operating frequency, and the fact that radio waves are reflected, scattered, diffracted 
and partially absorbed by the objects between the transmitter/receiver and also by the surface of 
the earth, resulting in a higher loss than in free space.
2.2.1 Models
Jansen and Prasad [Prasa95] use the approximation,
PR = kd~/] (2.1)
where PR and d are as defined above, k is a proportionality constant that depends on the transmit 
power, antenna gain and (3 is the path-loss law exponent. For free-space propagation, f3-2; in a 
practical mobile radio environment, it can vary from 3-5. Many path loss prediction models based 
on extensive studies exist today, and these models vary in their applicability over different terrain 
and environmental conditions. Some purport to have general applicability, while others are 
restricted to more specific situations. What is certain is that there is no model that stands out as
1 The best (and simplest) possible channel achievable in mobile propagation is the AWGN 
channel. In such a channel, there is no relative movement between the transmitter and the 
receiver, or the scatterers in their vicinity. The losses (path loss and shadowing) are fixed and 
hence the instantaneous as well as the average power of the channel would be constant.
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being ideally suited to all environments. Many models aim to predict the median path loss, i.e. the 
loss not exceeded at 50% of the locations and/or for 50% of the time.
E gli’s model, described in [Parso96], is based on measurements over irregular terrain between 
90-1000M Hz. He observed that the median signal strength followed an inverse fourth-power law 
with range from the transmitter, but observed that there was an excess loss over the loss predicted 
by the plane-earth propagation equation, the latter given by:
P r  _  _  f  h r h R  
— (jttCj r I -
P t { d
(2.2)
Here Pt is the power transmitted by the source and Pr is the power received (W); GT and GR are 
the transmitter and receiver antenna gains, respectively, and hT and hR, their respective heights. 
The excess loss is accounted for by a multiplicative factor (3 , where (f  in MHz):
40
v / y
Finally, E gli’s model for the median (i.e. 50%) path loss, Lj0, is given by:
(2.3)
Ls o =  G t G r
r hrhR
d ‘
P  (2.4)
and he found (3 to vary with the terrain irregularities. A limitation of this method is that it does 
not explicitly take diffraction losses into consideration. Despite this, the model introduces two 
important factors, viz. the fourth-power law mentioned earlier and the log-normal variation in 
median path loss (or signal strength) over a small area. The latter will be further discussed in 
Section 2.3.
One o f the most commonly used path loss models used for urban radio propagation is the model 
originally developed by Okumura et. al. [Okumu68]. This model was further adapted for 
computer simulation by Hata [Hata80]. The path loss in this model, L,„ is given by the 
expression:
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Lp — 69.55 +  2 6 .16 log10 ( / )  -1 3.82 log10 (hb ) -  A(hm ) +  (44.9 -  6.55 logi0 (hb)) log10 (d) (2.5)
Here, the frequency range is 150</<1500 (MHz), base station antenna height hk is 30</z/,<300m 
and the distance range d  is given by lcdclO km ; the function A(hm) in dB where h„, (in m) is the 
mobile antenna height is described separately for small/medium-sized cities and large cities. Over 
the restricted range o f parameters, Hata’s model provides a simple but a very accurate 
approximation to Okumura’s method.
The model used in our simulations for Vehicular environments is in fact adapted from Hata’s 
formula, which can be simplified to eqn. (2.6) when considering a carrier frequency o f 2GHz and 
a BS antenna height o f 15m, where R (km) is the BS-UE distance [ETSI98]. Using this model, the 
mean path loss incurred against distance is depicted in Fig. 2-1.
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F ig. 2-1 Path Loss Model for UMTS Vehicular Environments
/
12
Path loss is considered in the simulations throughout the thesis. The UE is assumed to be at a 
fixed  distance of 1km from the BS, and this has been done for two reasons -  firstly, to avoid any 
dynamic range limitations o f the UE affecting the performance o f CLPC (e.g. a UE on the edge of 
a cell); furthermore, for the duration o f the simulation in real time, only a small distance w ill be 
travelled by the UE, even at the high speeds that we have considered. This means that the change 
in the mean path loss will be small relative to the original path loss incurred - for example, at 120 
km/h, the distance travelled by the UE will be 0.5km, which would increase the mean path loss in 
eqn. (2.6) by only 6dB in the worst case, compared to the original path loss o f 128dB (see Fig. 2- 
1).
2.2.2 The N e a r-F a r  Effect
Consider a scenario that is relevant to this discussion, and also requiring the use o f stringent 
power control in a CDMA system -  two UEs trying to communicate with the same BS, one is 
close the BS, whilst the other is on the cell boundary, both transmitting the same power. 
Considering the signal attenuation due to path loss, a 60dB or more (depending on the 
environment and cell size) difference is possible between the received signal powers at the BS 
from the two mobiles, i.e. at the BS, the near-in UE appears as a wideband jammer with 60dB 
more power than the far-out jammer. Under these conditions, the signal o f the far-out UE w ill not 
be received (i.e. be ‘drowned’) at the BS by the near-in mobile. This is the familiar near-far 
problem, common to spread-spectrum multiple-access communication systems [Zieme95]. 
Occurring as a consequence of path loss, the problem is more dominant on the uplink (UE to BS 
link) as in the scenario just described, but can be present on the downlink (BS to UE) as well2. 
The main solution to the problem is the use of accurate power control.
2 .3  S h a d o w i n g
This is the phenomenon observed when a radio receiver is in the shadow region behind an 
obstruction. Shadowing cannot be explained by the effects of geometrical optics (e.g. reflection, 
refraction) since it would predict that no field whatsoever exists in the shadow region. The 
mechanism that describes it is diffraction. Diffraction is the bending o f waves around the
2 On the W-CDMA DL, each user is individually power-controlled. Hence, if the orthogonality of 
the codes is lost due to multi-path, which they do in practice, a near-far problem could arise at the 
UE receiver, but it will not be due to differences in the path ioss.
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edge/corner o f an obstruction [Parso96]. Shadowing occurs independent o f the UE-BS distance 
(i.e. the path loss) and variations o f the power at the receiver o f the order o f decibels can be 
observed, caused by the trees, buildings and other surrounding structures between the transmitter 
and receiver due to which diffraction takes place. It is important to understand how the 
shadowing varies, and to investigate whether it can be modelled as a RV, before actually 
developing a suitable simulation model.
2.3.1 The Lognorm al Shadowing Random Variable
The logarithm of the long-term (slow) variations in the signal statistics collected at a BS receiver, 
o f a UE moving at a fixed distance from it (e.g. in a circle) shows that the signal received can be 
modelled as a Normal RV (hence the term log-normal), with a mean value set by the mean path 
loss incurred, and a standard deviation which depends on the environment. The log-normal 
behaviour can be explained by considering that the shadowed user’s signal is a resultant o f the 
transmitted signal reflecting off/refracting through some random number o f objects such as 
buildings, hills and trees. These individual processes each attenuate the signal to some degree, 
and the final received signal is thus the product of many transmission efficiency factors. 
Therefore, the logarithm o f the received signal equals the sum of a large number o f factors. From 
the Central Limit Theorem, this sum tends to be Gaussian distributed under quite general 
circumstances [Hess98].
Furthermore, the shadowing experienced at the receiver will be correlated3, the level o f  
correlation depending on the distance travelled by the UE. Hence we define a correlation 
distance, rc, as the distance taken for the normalised autocorrelation to fall to e'1, where e=2.718  
[Saund99].
Okumura’s field measurement results indicated that the standard deviation o f shadowing 
increases somewhat with the carrier frequency and decreases somewhat as the environment 
becomes more open, but in summary the parameter is quite variable [Hess98]. Typical values 
taken by the parameter are [Golds94]:
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samples in that channel (e.g. channel model) are correlated.
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• 8-10 dB for terrestrial environments, and
• 3 dB for satellite environments
Typical values for rc are of the order o f a few tens or hundreds o f metres, with some evidence 
suggesting that rc is greatest for high UE-BS separation distances [Saund99]. This corresponds to 
widths o f the buildings and other obstructions which are found closest to the UE. The path profile 
changes most rapidly close to obstructions as the UE moves around the BS.
2.3.2 M odelling the Shadowing R V
W e now know that a model that simulates shadow fading would need to generate correlated 
samples, and in addition, the level o f correlation o f consecutive samples, in time, should vary 
with the UE speed (since rc depends on the speed). From [Taagh97J, the normalised 
autocovariance o f the shadowing process is equal to:
C( (T) = EICQKQ  + t)] -  {E[<r(T)]}2 = <T; 2 exp
^  V T  ^
V Yc J
(2.7)
where C f  T) denotes the autocovariance function o f the normally-distributed shadowing RV ((t), 
<7% its standard deviation (dB), v the velocity, r th e  sampling interval and rc as defined above. A 
more appropriate notation o f the above expression, independent of the velocity is:
(t ) -  (7 2 exp
r - \ d Q- d ,  lN
(2.8)
where | d(l- di | represents the distance between two consecutive samples or v t .  The covariance at 
zero lag is unity. Since the shadowing RV is zero-mean, the autocovariance is equal to the 
autocorrelation of the process.
W e model the correlated shadowing process as a first-order IIR filter [DimitOO]:
S(n) = a S ( n - l )  + J3W(n) (2.9)
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Here, S(n) is the n h shadowing sample (dB), and W(n) is a zero-mean Gaussian process. a  and(3 
are related to the UE speed, correlation distance and the standard deviation o f shadowing as 
follows:
a  = expr  -  VTX
r.
v 6 /
(2.10)
(3 = < jp a (2.11)
Some results generated using the model are shown in Fig. 2-2(a) and (b), where the path loss is 
fixed at -128dB  whilst the shadowing parameters are varied. In both cases, a sampling rate of  
500Hz has been used with the total duration considered 2s. In Fig. 2-2(a), the UE speed is varied 
while rc~20m and 0 =lOdB. Since the UE with the higher speed will travel the correlation 
distance rc faster, the shadowing is seen to vary faster at 120km/h than at 20km/h, due to the 
lower correlation o f consecutive samples at the higher speed. In Fig. 2-2(b), the standard 
deviation o f shadowing 0  is varied while v=120km/h and rc =20m are kept constant. The 0 =lOdB 
plot shows larger variations in the shadowing due to the higher standard deviation value.
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Fig. 2-2 Shadowing sampled at 500Hz (a) rc=20m, a=10dB (b) rc =20m, v=120km/h
Fig. 2-3 shows the PDF of the shadowing process for the parameters indicated with a path loss of  
-128dB (@ 1km) included and a sampling rate of 10Hz. The comparison with a Gaussian RV  
with the same mean and variance shows that our model well-approximates the log-normal RV  
that describes the shadowing process.
Hence, the results in Figs. 2-2 and 2-3 show the validity of our model to simulate the shadowing 
process.
It should however be noted that the model has not been validated to simulate the effects of  
shadowing in all environments. For example, “o n -o ff’ shadowing which occurs in urban 
environments due to the blocking o f line-of-sight4 (LOS), e.g. at street junctions, can result in
4 “on”=LOS state, “off”=non-LOS state
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abrupt path loss changes in the order of 30-40dB [Adach99]. However, since the work carried out 
in this thesis only considers vehicular environments, this has not been an issue.
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Mean Path Loss [dB]
Fig. 2-3 PDF of the Log-Normal Shadowing RV: v=120km/h, rc=20m, c=10dB
2 . 4  F a s t  ( R a y l e i g h )  F a d i n g
In addition to the fading losses described so far in this chapter, short-term variations of the radio 
signal, over the order of a few wavelengths of the carrier can be observed, giving rise to a third 
propagation regime called Rayleigh fading. To understand this phenomenon, picture a UE in a 
dense urban area; the height of the UE antenna is lower than the height of the BS. With the 
buildings and other obstructions between the transmitter and the receiver, there would be no LOS 
path5. Hence the UE receives signals mainly by way of scattering from the surfaces of buildings 
and by diffracting over and/or around them. This is multi-path propagation. The resulting signal
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is a superposition o f all the multi-paths, which, when added constructively will produce signal 
enhancements, and signal degradations when added destructively. This can also be explained by 
understanding that different paths will have different phases, due to the differences in their path 
lengths. The situation can be further categorised as:
•  Static Multi-Path: i.e. when the UE and BS are stationaiy with respect to each other. 
Then the relative phase differences between the multi-path components will be constant.
•  Dynamic Multi-Path: this is the situation when there is relative motion between the BS 
and the UE. Here, the relative phases o f the multi-paths vary with time, and this could be 
attributed to their Doppler shifts.
2.4.1 M odelling Rayleigh Fading -  The Narrowband Channel
Several models have been proposed in the past to describe the observed statistical characteristics 
o f the amplitude as well as the phase o f multi-path fading. A  commonly used model (and the one 
that w ill be used in this work) is the 2-dimensional model proposed by Clarke [Clark68] and Gans 
[Gans72]. In this model, it is assumed that the field incident on the UE antenna is composed o f a 
number o f horizontally-travelling plane waves o f random phase, these plane waves being 
vertically polarised with spatial angles o f arrival and phase angles which are random and 
statistically independent. Furthermore, the phase angles are assumed to have a uniform PDF in 
the interval (0,2tc), a reasonable assumption at VHF and above where small changes in path 
length result in significant changes in the RF phase.
Although this 2-D model explains almost all o f the observed properties of the amplitude and 
phase, it has some shortcomings - in particular, the observed envelope spectrum o f Clarke’s 
model showed differences at low frequencies [Parso96]; also the assumption o f uniform angle-of- 
arrival probability may be questionable over short distances where propagation is dominated by 
the effect o f particular local scatterers [Saund99]. Hence, for the sake o f completeness it is useful 
to mention the 3-dimensional model which was proposed, consequently, and quoted in the 
literature. This more recent model, due to Aulin [Aulin79], attempts to overcome this difficulty 
by generalising Clarke’s model so that the vertically-polarised waves do not necessarily travel 
horizontally, i.e. it is a 3-D model. Nevertheless, the 2-D model described before represents a
Chapter 2 - The Mobile Propagation Channel
5 Rayleigh fading is however the worst-case scenario, i.e. there is no LOS. When there is LQS, 
the multi-path propagation is less severe and the fading experienced then is known as Ricean
19
ij
j
j
Chapter 2 -  The Mobile Propagation Channel
good reference model for the long-term average Doppler spectrum, and is the model that has been 
used in this thesis for simulation purposes.
Some significant facts o f the fading envelope to be noted are:
•  The distribution o f the signal amplitude has a Rayleigh distribution (hence the name 
Rayleigh fading), p R( r ) ,  given by [Proak95]:
r2
P*(r) = (2*12)
where <T2 is the local mean power o f the signal6. Note that this distribution is defined 
(unlike the normal distribution) by a single parameter <72 ; we will use eqn. (2 .12) to 
validate the time-independent statistics o f the simulation model that we will be 
developing to emulate the fast fading.
• The distribution o f the phase (i.e. the relative phase differences o f the multi-path 
components) is uniform, as considered in the omnidirectional two-dimensional scattering 
model developed by Clarke and Gans.
•  Fades are observed over distances o f half-wavelengths, X/2 (k - carrier wavelength).
•  Signal degradations occur more often than signal enhancements, i.e. signal stays below  
its mean value for a longer duration than above it.
•  Fades with depths less than 20dB are frequent, with deeper fades in excess o f 30dB being 
less frequent but not uncommon.
These are in fact the 1st order statistics of the Rayleigh channel; factors like the mean, variance,
PDF o f the signal characterise the probability of, say, a deep fade to occur; i.e. at each given 
sampling instant, the fade level follows the same probability. Such factors are decided by the 
environment and are independent o f time and hence the user mobility.
6 cr2 is also the power of each quadrature Gaussian generator. The local mean power of the 
Rayleigh is given by £f/2/2]= <j2
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The magnitude o f a zero-mean complex Gaussian RV is Rayleigh-distributed. A well-known 
method for the design o f correlated Gaussian noise processes is to shape a white Gaussian noise 
process (WGN) by means o f a filter that has a transfer function which is equal to the square root 
o f the Doppler power spectral density o f the fading process (see Fig. 2-4(a)). Another method, 
which has received more attention recently, is based on Rice’s sum o f sinusoids, where a 
correlated Gaussian noise process is approximated by a sum of weighted and properly designed 
sinusoids. W e use a model based on the latter method, as proposed in [Patzo98]. The sum of  
sinusoids method was originally proposed by W illiam Jakes of Bell Laboratories, for simulation 
o f fading mobile radio channels7. The simulation technique, based on the isotropic scattering 
model proposed by Clarke mentioned earlier, has come to be known as the Jakes model and is 
widely used in the mobile communications industry [Pahla95]. The sinusoids in question here are 
effectively modelling the scatterers in the channel, which cause the multi-path propagation. The 
signal flow  diagram for such a model is shown in Fig. 2-4(b).
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Fig. 2-4 Models for the realisation o f correlated Gaussian Processes (a) Filtering a W GN  
Process (b) Sum o f Weighted Sinusoids (Jakes) Method
7 Hence the sum of sinusoids method (model) is also known as Jakes’ method (model)
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Denoting the instantaneous amplitude o f the Rayleigh-distributed RV as ^(0. whose distribution 
is given by eqn. (2 .12), we can write:
£ ( f )  =  | / l ( 0 |  (2.13)
M(t) =  M,(t) + jM2(t ) (2-14)
Here, ju(t) is a complex Gaussian process8 with uncorrelated real components ju/t), i - 1,2 and 
vari ance Var {fi(0 } =2Var {|l,(0 } =2  a 2.
As mentioned earlier, R ice’s sum o f Sinusoids method requires the computation of weights;
several weights need to be computed for each branch, i.e. i - 1,2. As shown in Fig. 2-5, and
0/,„ need to be computed; these parameters are adapted to the desired Doppler PSD function, and 
are therefore called Doppler coefficients, discrete Doppler frequencies, and Doppler phases, 
respectively. The computation o f these parameters is summarised next, a detailed description is 
available in [Patzo98].
From Fig. 2-5, the two real functions jufit) and jU2(t) can be written:
c,.„ c o s a r t j + e iu) i = i ,2  (2 .i5 )
«=i
Optimal Doppler coefficients9 can be obtained by:
c i n =  (7 ^ 2 /N ~  for all n =  1,2 , . . . ,  V,. (2.16)
The optimal discrete Doppler frequencies can be determined by:
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8 The Rice process, which is seen in the satellite channel, can be modelled by including a time- 
varying mean value in eqn. (2.14) to account for the LOS component.
9 The value of these coefficients for a given branch / (=1,2) would be the same by the value of A/,-
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fi.n =  /mn Sin
K
2 N ,
n —
where f milx is the maximum Doppler frequency.
(2.17)
'i,i
COS(2^ fj )
cos(2^2 + @2 1 ^  
cos(27Vf2 2i + ^ 2 2 ^
cos(2/Zjfj 2t + ®\ l )
Fig. 2-5 Deterministic Simulation Model used for the Rayleigh Process (based on Jakes Method)
The Doppler phases, which are uniformly distributed in the interval [0,2rc], can be simply 
generated using a random number generator with the same distribution. However, we generate
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deterministic values for the phases by considering the following standard phase vector 0 /  with N,- 
deterministic phase components as:
0/ =
r  1 2  N  ^
2k ------------- ,2 k ------------- , ...,2k
\ N ,+ 1 N ' + l N ;+1
(2.18)
Then the Doppler phases Qkn o f the TV,- sinusoids in the model are obtained from the so-called 
Doppler phase vector#/ in accordance with:
0 i= (0 itiA .  2, - A . n,) (2.19)
for i= l,2 . In eqns. (2.16)-(2.19), values of N( >7 [Patzo98] are sufficient for the computation of  
the weights that would enable satisfactory statistics to be obtained from the process described by 
eqn. (2.15) (from the Central Limit Theorem, as TV,- —>oo, the processes i - 1,2 tends to a
Gaussian-distributed RV with zero mean and variance o2).
Note that the model is a deterministic simulation model, for the reasons discussed next. The 
simulation model parameters ci>n, f iin and 0 fi„ are computed using eqns. (2.16)-(2.18) during the 
simulation setup. Afterwards, these parameters are known quantities and kept constant during the 
whole simulation run phase; this is also an advantage o f the method since it reduces the 
complexity and hence the processing required as far as modelling the fast fading is concerned. 
From the fact that all parameters are known quantities, it follows that jujt) itself is determined for 
all time and thus can be considered a deterministic function (hence a deterministic simulation 
model), whose statistical properties approximate that of a correlated Gaussian process. We shall 
show these desired statistical properties by means o f simulation results.
It is also noted that the deterministic processes jUi(t) and ju2(t) are uncorrelated if  and only if/i,„ ^  
fz ,m  for all n = l,2 , ... ,  N i  and m =l,2, ... ,  A). Hence different numbers o f sinusoids will need to be 
used for each branch, else some cross-correlation would exist [Patzo98].
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2 .4 .1 .1  S i m u l a t i o n  R e s u l t s
First we look at some first-order statistics of the channel, obtained using the model described in 
the previous section. As mentioned, these statistics are time-independent, hence do not vary with 
the UE speed, carrier frequency or time (i.e. long-term variations). The fading envelope is shown 
in Fig. 2-6 together with its distribution. The fading envelope shows a 50,000 sample window, 
taken at a carrier frequency f c o f 2GHz and a sampling rate of 3.84MHz for a UE moving at speed 
v=500 km/h. N \~ l and ^ 2=8 sinusoids were used for the channel and the average power was 
normalised to o 2= l. A simple calculation would show that, within the window shown, the mobile 
travels a distance o f 1.8m or 24 wavelengths. The PDF was obtained for 400 wavelengths o f the 
channel.
(a) (b)
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Fig. 2-6 (a) The Rayleigh PDF (b) Fading envelope [dB]
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Let us now look at the second-order statistics.
•  Autocorrelation o f the Branches
Autocorrelation is a measure o f the similarity o f two samples as the distance between the samples 
increase. The autocorrelation function (ACF) for a random process is given by the inverse Fourier 
transform o f the power spectral density (PSD). Hence the ACF is useful to view the effect o f the 
Doppler spread in the time domain. For the classical spectrum of Clarke and Gans, the result is:
p(T)  =  J 02(2fifmmT) (2.20)
where p ( f )  is the autocorrelation of the envelope r in eqn. (2 .12) when normalised by its power,
and is proportional t o / 02 (.) [Saund99, Parso96]. Here Jo(.) is the Bessel function of the 1st kind 
and zeroth order.
The theoretical and simulated plots for the normalised ACF shown in Fig. 2-7. The results show  
that there is good correlation between eqn. (2.20) and the ACF of our deterministic model (same 
simulation parameters as those for Fig. 2-6).
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Fig. 2-7 Normalised Autocorrelation function for the Classical Spectrum ,/c=2GHz, v=500 km/h
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The autocorrelation process leads us to another parameter, the coherence time of the channel, Tc. 
The coherence time is the time domain dual of the Doppler spread and is defined as the time over 
which the channel can be assumed constant; this is assured if the normalised ACF remains close 
to unity for the duration under consideration. To determine the proportionality constant, a level of 
coherence has to be defined as ‘close to unity’; a value of 0.5 is often assumed for this [Rappa96]. 
A useful approximation to the coherence time Tc of the classical channel is then (assuming a 
value of 0.5 and the uniform angle spread) [Rappa96]:
T  « ---------  (2.21)
16af
From eqn. (2.21), Tc = 193(_is for the parameter values considered, hence the number of samples 
required @3.84 MHz is calculated to be 742, which is seen to be correct for Tc from Fig. 2-7.
« Level Crossing Rate (LCR)
The LCR comes about as a direct consequence of the movement of the UE (i.e. the Doppler 
spectrum), and can be defined as the number of positive-going (or negative-going) crossings over 
a reference level in unit time, N R . For the classical spectrum, it can be written as:
N R = 4 2 n fmmPe-'’1 (2.22)
R R
where p  = — -  —----  (2.23)
(TV 2 Rrms
is the normalised reference level with respect to the RMS envelope level; N R is the number of 
crossings per second, R the instantaneous value of the reference level, and Rrms is the RMS 
(average) value of the envelope. Fig. 2-8 shows the analytical and simulated plots of the 
normalised LCR (NRlfmax), i.e. the number of crossings per wavelength vs. p .
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Fig. 2-8 Normalised LCR of the Channel using the same channel parameters as for the ACF 
Other parameters of interest for time-dependent statistics of the channel are:
• Average Fade Duration (AFD)
\
It is defined as the average time of a fade under a reference level [Parso96]. The AFD in time is 
given by B{ts } :
E{rRY
PAR) e( p) - l
N k
(2.24)
where Pr(R) is the overall fraction of time over which signal is below a level R, and the other 
variables have their usual meanings.
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• Fading Rate (FR)
The FR Fr is referred to as the rate at which the received signal experiences deep fades. Since 
deep fades occur approximately every half a wavelength,A/2, FR can be easily calculated as 
follows:
(2-25)
2.4.2 The Wideband Channel
The definition of the narrowband as well as the wideband channel includes the characteristics of 
both the signal and the channel. Although not defined yet, the modelling we have considered up 
to now is that of the narrowband channel. This essentially means that the path length differences 
between the rays arriving from the scatterers are small enough such that, although they lead to 
significant phase differences, the rays all arrive at essentially the same time, so all frequencies 
within the signal bandwidth are affected in the same manner. This is also known as ‘flat’ or 
frequency non-selective fading, since the channel imparts the same magnitude and phase 
distortion to all components of the transmitted signal at any instant in time. The narrowband 
channel is typical of what is seen in the satellite environments (both in the LOS and NLOS cases), 
where the scatterers are in the vicinity of the UE, resulting in a low RMS delay spread10. For a 
signal bandwidth not exceeding 10MHz, the satellite channel can be considered narrowband. This 
is however, not the case for terrestrial radio channels, hence the need to consider the wideband 
channel.
The wideband channel can also be defined both in the time as well as frequency domains. Again, 
considering the signal and channel characteristics, if we define the coherence bandwidth as the 
bandwidth over which the spectral components of the signal are affected in a similar way (i.e. flat 
fading), then the channel is deemed wideband when the signal bandwidth is greater than the 
coherence bandwidth of the channel. In the time domain, if the relative delays of the multi-path 
(instead, the RMS delay spread can be used here as well) are large compared to the chip, symbol 
or bit duration, then the channel is wideband [Saund99]. The physical effect imparted on the
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signal at the receiver due to the wideband channel is a process known as intersymbol or interpath 
interference (ISI or IPI), where the duration of the transmitted symbol is ‘extended’ at the 
receiver resulting in ambiguity of the demodulation of the symbol, due to the presence of energy 
from the previous as well the next symbol in the sequence. In TDMA systems, ISI is overcome 
using an equaliser, which is often a discrete-time filter11 intended to compensate for the amplitude 
and phase distortions of the channel [Pahla95]; for CDMA systems, the equivalent is the RAKE 
receiver. ISI12 due to one’s own multi-path (also known as ‘self-interference’ for obvious reasons) 
can however cause higher degradations in CDMA systems over the gains expected from multi- 
path diversity, especially for higher data rates as those envisaged in W-CDMA, e.g. it can cause a 
degradation of about 2dB for 2Mbps transmission in a 2-tap Rayleigh fading channel if an 
ordinary RAKE receiver is used, and the more multi-path components present, the higher the 
degradation [Holma99]. The level of degradation in this case would be related to a number of 
issues like the path delays, the data rate and the properties of the spreading codes.
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Fig. 2-9 TDL Model for the Wideband Channel
The standard method to model the wideband channel is using the tapped delay line (TDL) 
implementation, shown in Fig. 2-9. The wideband channel is then basically an FIR filter 
comprising multiple taps, where each tap is multiplied by a time-varying Rayleigh or Rice 
process rft), k - 1,2, ..., n. All taps are vector-summed at the receiver, hence the overall impulse 
response y at time t can be found from the input u by convolving the input time series u(t) with 
the impulse response of the channel as it appears at time t, h(t,T), i.e.:
10 This is a parameter used to characterise narrowband/wideband channels. See Appendix A for 
definition.
11 Viterbi equalisers are also used instead
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y ( t)  = u ( t)* h ( t ,T )  = jh ( t , r ) u ( t - T ) d T  (2.26)
—00
Each tap gain process considers the effect o f a range of scatterers within a discrete delay range 
lumped together, hence represents a narrowband channel. Therefore, each tap can be modelled as 
discussed in the narrowband case, assumed uncorrelated to each other by considering different 
sets o f  sinusoid numbers, e.g. for a 6 -tap TDL, possible sets are (7,8), (9,10), ... ,  (17,18). The tap 
gains are further normalised so that the gain o f the wideband channel is OdB.
Finally, we note that the standard TDL discussed in this section implicitly makes the wide-sense 
stationary, uncorrelated scattering (W SSUS) assumption o f the channel, the physical meaning o f  
which is valid for most radio transmission channels. It means that the signal variations on paths 
arriving at different delays are uncorrelated (discussed in the previous paragraph), and the 
correlation properties o f the channel are stationary13; that is, they do not change with time - also 
true since the taps have fixed delays and fading statistics [Pahla95, Saund99].
2 .5  C h a p t e r  S u m m a r y
This chapter encompassed the identification, definition and modelling o f the distinctive 
multiplicative noise processes present in the mobile propagation channel -  viz. Path Loss, 
Shadowing and Rayleigh Fading. For the case of path loss, commonly used models were 
discussed. The near-far effect, a consequence o f path loss and one that has a huge impact on the 
performance o f CDMA systems, was explained.
The process o f shadowing was discussed next. Shadowing is both correlated and the RV is log- 
normally distributed, and was modelled using a first-order IIR filter. Simulation results were used 
to validate the model under different scenarios using both 1st and 2nd order statistics.
12 The terms ISI and I PI have been used interchangeably, but both mean the same
13 A random process X(t) is WSS if its mean and ACF do not vary with a shift in the time origin, 
e.g. £{X(f)}= const, fs (-«>,«) and Rx/U,tz)= Rxx(h+t,tz+t), t,th tz e (-~,~) [BalabOO]
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Finally, Rayleigh fading was discussed extensively. The narrowband channel was modelled using 
Jakes method (sum of weighted sinusoids). The 1st and 2nd order statistics obtained using the 
simulation model were compared with analytical methods to test the model’s validity. Good 
correlation between the analytical and simulated results was obtained, confirming the validity of 
the model. Finally the wideband channel was defined and its tapped delay line implementation 
discussed for the purpose of modelling and simulating frequency-selective fading channels.
The channel models discussed and developed in this chapter are important since they will be 
integrated into our link-level simulator (with appropriate parameter values), which will be used in 
the evaluations in Chapters 6 & 7.
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Chapter 3
CDMA Systems and Power Control
3 .1  I n t r o d u c t i o n
Having discussed the nature of the mobile propagation channel and its effects, the objective of 
this chapter is to introduce the reader to Spread Spectrum (SS) techniques, in particular Direct 
Sequence CDMA (DS-CDMA), followed by power control (PC) techniques used in CDMA 
systems. Hence, the contents of this chapter can be broadly categorised under two headings -  SS 
systems (Section 3.2) and Power Control for DS-CDMA (Section 3.3).
In Section 3.2 an overview is given of the evolution of SS systems. In Sections 3.2.1-3, the 
concept of SS is described, defined, and different types of SS systems such as frequency-hopping 
(FH-SS) and DS-SS are explained. This is followed by an extensive description of DS-CDMA, 
the type that this thesis is also based on. In this context, the types of spreading codes used in such 
systems and their desired (and undesired) properties are discussed in Section 3.2.5, the 
advantages of CDMA systems over existing digital and analogue cellular systems are discussed in 
Section 3.2.6, and an expression for the capacity is derived in Section 3.2.7.
Section 3.3 is on Power Control. The objectives of PC in CDMA systems are discussed in Section 
3.3.2; the PC schemes used in CDMA are classified in Section 3.3.3 and these very schemes, viz. 
Open-Loop Power Control, Closed-Loop Power Control and Outer-Loop Power Control, are 
explained in the same section. The notion of perfect power control is introduced in Section 3.3.4 
and subsequently the power control error (PCE) is defined. The log-normal behaviour of the PCE 
is exemplified by simulation results, and the chapter concludes with a discussion on the 
dependence of the CDMA capacity on the PCE.
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3 . 2  S p r e a d  S p e c t r u m  T e c h n i q u e s  a n d  C D M A  S y s t e m s
3.2.1 The Evolution of Spread Spectrum Techniques
Now considered a mature technology, spread-spectrum (SS) techniques were originally proposed 
before the middle of the 20th century [Viter95], and used primarily since then in military 
communications. They were used then mainly for two purposes; to overcome the effects of strong 
intentional interference (jamming), and to hide the signal from the eavesdropper (covertness) 
[Viter95]. Some important milestones to be noted are:
• Claude Shannon and Robert Pierce introducing the basic ideas of CDMA in 1949 by 
describing the interference averaging effect and the graceful degradation of CDMA 
[Shann84]
• In 1956, the first unclassified discussion of SS systems was presented and a patent filed 
by Price and Green who developed a signal processing technique called the RAKE 
receiver, which exploited multi-path signals arriving at the receiver through the use of a 
diversity combiner [Schol95]
• The near-far problem first mentioned in 1961 by Magnuski [Schol95]
• The cellular application of SS was suggested by Cooper and Nettleton in 1978 [Coope78]
• Verdu formulated an optimum multi-user detector (MUD) for the AWGN channel in 
1986 [Verdu86]
• QUALCOMM Inc. investigated DS-CDMA techniques in the 1980s which led to the 
standardisation of the narrowband CDMA standard IS-95 in July 1993; later Qualcomm 
pioneered its commercial operation in 1996 [Prasa98].
3.2.2 Spread Spectrum: Definition
The definition of SS may be stated in two parts [Pickh82]:
■ Spread Spectrum is a means of transmission in which the data of interest occupies a 
bandwidth well in excess of the minimum bandwidth necessary to send the data
H The spectrum spreading is accomplished before transmission through the use of a code
that is independent of the data sequence. The same code is used in the receiver (operating 
in synchronism with the transmitter) to despread the received signal so that the original 
data may be recovered. This code is a periodic binary sequence that modulates the carrier 
directly, changes the state of the carrier, or controls the time interval at which the spread 
signal is transmitted.
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Although standard modulation techniques such as frequency modulation and pulse code 
modulation do satisfy the first part of this definition, they are not SS techniques because they do 
not satisfy the second part of the definition.
3.2.3 Spread Spectrum M ethods
Two commonly used techniques used in spreading the spectrum are discussed next, the first of 
which is the technique used in commercial SS systems that are currently deployed (e.g. IS-95, W- 
CDMA) in most countries. In direct-sequence spread-spectrum (DS-SS), the spectrum of a data- 
modulated signal is further modulated for a second time using a very wideband spreading signal. 
The second modulation is some form of digital phase modulation, chosen to have properties 
which facilitate the demodulation of the transmitted signal by the intended receiver, and which 
make the demodulation by an unintended receiver as difficult as possible. These same properties 
will also make it possible for the intended receiver to discriminate between the desired signal and 
jamming. If the spreading bandwidth is large compared to the signal bandwidth, the transmission 
bandwidth is dominated by the spreading signal and is nearly independent of the data signal 
[Zieme95]. The spreading signals are known as the spreading codes whose properties (i.e. 
correlation properties) can play a significant role in the performance of DS-SS systems, as will be 
discussed in this chapter as well as Chapter 4. CDMA and W-CDMA, which will be the focus of 
attention in this work, are therefore DS-SS techniques.
In the second method, the available channel bandwidth is subdivided into a large number of 
contiguous frequency slots, each slot having a width approximately equal to the width of the data 
modulation bandwidth. In any signalling interval, the transmitted signal occupies one or more of 
the available frequency slots. Typically, each carrier frequency is chosen from a set of 2k 
frequencies. -The spreading code in this case does not directly modulate the data-modulated 
carrier as in the DS-SS case, but is instead used to control the sequence of carrier frequencies. 
Because the transmitted signal appears as a data-modulated carrier which is hopping from one 
frequency to the next, this type of spread spectrum is called frequency-hopped spread spectrum 
(FH-SS). In the receiver, the frequency hopping is removed by mixing (down-converting) with a 
local oscillator signal which is hopping synchronously with the received signal [Proak95, 
Zieme95]. Although not considered a SS technique, the GSM system uses frequency hopping to 
reduce interference due to frequency-selective fading. By changing the transmission frequencies 
periodically (both on the UL and DL), FH procedures thus average the interference over the 
frequencies in one cell, which in turn leads to an improvement in the channel SIR [VogelOO].
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Similarly, the spreading code can be used to control the time of transmission, such systems 
known as time-hopping spread-spectrum (TH-SS). All three types are illustrated in Fig. 3-1.
Frequency
DS-SS
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FH-SS 
TH-SS
Time
Fig. 3-1 Direct Sequence, Frequency Hopping and Time Hopping Spread Spectrum
3.2.4 D irect Sequence Code Division M ultip le  Access: D S -C D M A
In DS-CDMA systems, the information signal is spread at baseband, and then the spread signal is 
carrier-modulated at a second stage, as shown in Fig. 3-2; the order in which the 
spreading/modulation is done is reversible [Pahla95], but usually the spreading takes place before 
carrier modulation (and the reverse operations take place at the receiver, e.g. carrier demodulation 
using a super-heterodyne receiver, followed by despreading). The carrier modulation/ 
demodulation and the spreading/despreading functions are isolated from each other; hence we can 
discuss the spreading and despreading operations at baseband. Fig. 3-3 illustrates the spreading 
and despreading operations in the time and frequency domains. A square pulse with
Fig. 3-2 Basic DS-CDMA Transmitter/Receiver
—
1  1 1  1 1
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duration Th represents a binary information digit in the time domain, and its Fourier transform is a 
sine pulse with zero crossings spaced by 1/ Th. The information signal is multiplied by a sequence 
of narrower pulses with time duration Tc and zero crossings spaced by 1/ Tc to form the spread- 
spectrum signal. The narrow pulses are the chips, and their amplitudes ±1. The bandwidth is 
expanded by the spreading factor N=Th/Tc. Because the transmitted power is spread over a 
bandwidth N  times wider than the information symbol rate, the spectral power density of the 
spread signal is N  times lower than it would be in non-spread transmission. The amplitudes of the 
chips are coded in a periodic random-appearing pattern referred to as the spreading code. Ideally, 
spreading codes are designed so that the chip amplitudes are statistically independent of one 
another. The types as well as the properties of CDMA spreading codes are discussed in Section 
3.2.5.
Interference may be introduced in the transmission of the spread signal through the transmission 
channel. This may either be a narrowband jammer or wideband interference from other SS 
systems. At the receiver end, the despreading operation using the same PN sequence that was 
used at the transmitter recovers the signal. Hence the desired signal is multiplied twice by the 
system, the undesired only once. Multiplication once spreads the signal bandwidth; hence any 
interference added by the channel will be made noise-like at the receiver. Multiplication twice 
followed by filtering (as in Fig. 3-2) recovers the original signal [Viter79].
Time Domain
<----  A  ►
X
j ¥ u i n r i _
Tc
-J lT L fU lT L
v--------v-------- '
N chips
Fig. 3-3 DS-CDMA concept description in the Time and Frequency Domains
Data
Frequency Domain
PN-Code
Modulated
Data
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3.2.5 Properties of the Spreading Codes
The importance of the code sequence to DS-CDMA (and SS systems in general) is difficult to 
overemphasize, for the type of code used, its length and its chip rate set bounds on the capability 
of the system that can be changed only by changing the code [Jabba98]. The spreading codes (or 
sequences) can be divided into PN codes (mentioned in the previous section) and orthogonal 
codes [Prasa98]. The desired properties of the codes as well as issues that need attention 
regarding their suitability for a given CDMA system are discussed next.
In the conventional CDMA detector (i.e. the matched filter), the signal spread at the transmitter is 
correlated with a replica of the same code at the receiver end; thus low correlation1 between the 
desired user and interfering users is important to suppress the MAI. Good autocorrelation 
properties are required for reliable initial synchronisation, since large sidelobes of the ACF might 
lead to erroneous code synchronisation decisions. Furthermore, good autocorrelation properties 
are important to reliably separate the multi-path components. The autocorrelation and cross­
correlation functions are connected in such a way that it is not possible to achieve good (high) 
autocorrelation and good cross-correlation (ideally zero) values simultaneously [Prasa98]. Having 
good autocorrelation properties is an indication of good randomness of a sequence, like that of 
white Gaussian noise; PN codes for example have such properties. On the other hand, they 
exhibit worse cross-correlation properties than deterministic codes [Prasa98]. The mode of 
operation of the CDMA system is also an important factor in selecting spreading codes. If it is 
synchronous, the transmission times of the spreading codes are the same, whereas if it’s 
asynchronous, the transmissions take place in a random fashion with no time-control. The CDMA 
downlink for example is synchronous, since the BS transmits all codes synchronous to a 
masterclock; hence completely orthogonal codes can be used on the DL, although the 
orthogonality can be lost in the presence of multi-path. The uplink of a cellular system is 
asynchronous, hence, from a performance point of view, PN codes are suitable for spreading DS- 
CDMA signals.
3.2.5.1 P N  C od es
PN codes (or “maximal length” or “m-sequence” for short), so-called because of their similarity 
to additive Gaussian noise in the sense that the sequences are random, can easily be generated by 
a linear feedback shift register (LFSR). For an LFSR sequence generator with n stages, the output
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sequence will always be periodic because, whatever the initial conditions of the shift register, 
after a finite number of clock pulses, the initial conditions must eventually be reproduced 
[Mille98]. Because the maximum number of different combinations of n binary digits is 2", the 
period cannot exceed 2". Because the all-zero condition, if reached, remains in the same state 
forever, it cannot appear in the shift register if the initial condition is not all zeros. Therefore, the 
maximum number of possible states is 2"-1. Those sequences that qualify as m-sequences posses 
the following properties [Mille98]:
■ The Balance Property: In a complete period P -2"-l of a PN sequence, the number of Is differ 
from the number of Os by at most 1.
* The Run Property: There are 2'1'1 runs of consecutive Is or Os, and half of the runs are of 
length 1, 1/22 of the runs are of length 2, 1/23 of the runs are of length 3, etc. There is one run 
(of zeros) of length n-1, and one run (of Is) of length n.
■ The Correlation Property: If a complete sequence is compared bit-by-bit with any shifts of the 
sequence, the number of agreements minus the number of disagreements is always -1, i.e. 
there is one more disagreement position than the number of agreement positions.
The usefulness of the PN sequences in a SS system depends to a large part on their ideal 
autocorrelation properties. PN sequences however are not orthogonal; that is, two different PN 
sequences of the same length have non-zero correlation. However, operations can be performed 
on them to modify the codes to be orthogonal to each other [Mille98] (one such method is to 
append a zero at the end of each PN sequence shift generated by an n-stage LFSR, then we have a 
set of 2"'1 orthogonal sequences). In the IS-95 air interface, three PN sequences are specified -  a 
long PN sequence (n=42) that is used to scramble the user data with a different code shift for each 
user for multiple access purposes, and two short PN sequences («=15) that are used to spread the 
quadrature components of the forward and reverse link waveforms, with different code shifts for 
different cells [Mille98]. . . ............ ...........
From the correlation property (discussed above), it is easily seen that the autocorrelation function 
of a PN code is two-valued, and periodic. However, the cross-correlation function between two 
such sequences of the same length is an entirely different matter. It can have high peaks; and to 
make matters worse, there is no simple method available to calculate the cross-correlation 
function between two PN codes except by brute force calculation and simulation [Mille98].
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1 Correlation between two sequences can be defined as the number of bit-by-bit position agreements minus
the number of disagreements [Mille98]. Autocorrelation is defined as the degree of correspondence
between a sequence and a phase-shifted replica of itself.
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To overcome the cross-correlation problem, Gold codes were proposed. Gold sequences are 
useful because of the large number of codes they supply2; sets of Gold codes can be defined by 
finding preferred pairs of m-sequences. In Gold’s theorem [Gold67], he showed that sequences 
generated by combining such “preferred pairs” gave cross-correlation peaks that are no greater 
than the minimum possible cross-correlation peaks between any pair of m-sequences of the same 
length. The Gold codes thus generated are not maximal except for the two original m-sequences 
used; however they have the same periodicity of the original m-sequences used. In W-CDMA, 
Gold codes are used for the complex scrambling operation on both links [TS 25.213]. Complex 
spreading (or complex scrambling) is a technique used to minimise the overall envelope 
variations (e.g. the peak-to-average power ratio) and achieve high efficiency of the power 
amplifier [Jabba98, Laird99], In W-CDMA, the peak-to-average power ratio is minimised 
because the complex scrambling codes are derived in such a way that the rotations between 
consecutive chips within one symbol duration are limited to ±90°, i.e. the full 180° rotation can 
happen only between consecutive symbols [Toska02].
Kasami codes are also important because they are binary sequence sets with very low cross­
correlation [Jabba98]. Small sets of Kasami sequences are optimal collections of binary 
sequences such that their maximal cross-correlation is smaller by a factor-of-two over that of 
Gold sequences, for even-valued sequence lengths; however, the family size of such sequences is 
much smaller than the family size of Gold sequences of the same length. The large set of Kasami 
sequences contains both the small set of Kasami sequences and a set of Gold codes as a subset; 
however its maximal cross-correlation is the same as that of Gold sequences [Fan96].
3 . 2 . 5 . 2  O r t h o g o n a l  C o d e s
Orthogonal functions are employed to improve the bandwidth efficiency of CDMA systems. Each 
mobile user uses one member of a set of orthogonal firnctionr representing the set of symbols 
used for transmission. The orthogonal functions have the following characteristic [Jabba98]:
M-1
^  <f>t (kT)<f>j Ck r ) = 0, i * j
k=o (3.1)
= M  i = j
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2 For an n-stage shift register, there can be only be (p(2"-l )ln PN sequences, yet a pair of n-stage shift 
registers can generate 2”+l different Gold sequences [Mille98]. Here, (p(2"~l) is Euler’s number. For n=10, 
cp(2"-l)/n=60, while 2"+l=l,025 Hence the increase in the total number of available sequences is drastic.
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where (pi(kx) and (pfkt) are the *'(h and / h orthogonal members of an orthogonal set respectively, M 
is the length of the set, and r is the symbol duration. While there are many different sequences 
that can be used to generate an orthogonal set of functions, the Walsh and Hadamard sequences 
make useful sets for CDMA. Walsh sequences are the rows of Hadamard matrices whose 
dimensions are powers of 2 and are orthogonal when correlated over their period [Mille98]. J.L. 
Walsh, who defined the Walsh functions, stated that the functions are orthogonal, normalised and 
complete. By “orthogonal” he meant that, if you multiply any two distinct functions and integrate 
(sum) them over the interval, the result is zero, i.e. eqn. (3.1). By “normal”, he meant that, if the 
two functions are one and the same, the integral of their product is unity. “Complete” meant 
something very mathematical whose discussion is beyond the scope of this work, but roughly it 
meant that the set of orthogonal functions can be used to approximate any given function within 
the defined interval as a linear combination thereof, such that the MSE in the interval tends to 
zero as the number of orthogonal functions increases. Some other features of the Walsh functions 
are:
• <pi(kv) takes on the values {+1,-1} except at the jumps, where it takes the value zero.
•  (piikr) has precisely i sign changes (zero crossings) in the interval (0, M) -  in fact, the 
Walsh functions are indexed according to the number of zero crossings, 0 to Af-1.
• Each function (pi(kt) is either odd or even with respect to the midpoint of the interval
Although the orthogonal functions are completely orthogonal for zero delay, for other delays, 
they have very bad cross-correlation properties, and thus are suitable only for synchronous 
applications [Prasa98], e.g. the downlink of cellular system; even then, the orthogonality can be 
lost due to the multi-path, hence an overlay code is required, for two reasons:
1) To suppress the multi-path interference
2) The bad autocorrelation properties of orthogonal codes
Therefore, the performance gain of the orthogonal Walsh codes depends on the channel profile, 
delay spread, and path loss [Prasa98]; for example, the performance gain attainable due to multi- 
path diversity on the W-CDMA DL is counteracted by interference generated due to the loss of 
orthogonality of the Walsh codes [ToskaOO].
Walsh functions can be constructed for block length N -2". The Hadamard matrix of desired 
length can be generated by the following recursive procedure [Jabba98]:
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Ht = [0], =
0 0 
0 1
H a =
0 0 0 0
0 1 0 1
0 0 1 1
0 1 1 0
h n h , 
H m W,
(3.2)
where N  is a power of 2 and the overscore denotes the binary complement of the bits in the 
matrix. We see that the length of a Walsh code is an even number of chips, and the number of 
codes is equal to the number of chips (e.g. there are 128 codes of length 128).
A method to generate variable-length orthogonal codes that preserve orthogonality between 
different data rates and spreading factors based on a modified Hadamard transformation has been 
presented in [Adach97]; in fact, it is merely another method to generate Walsh functions. 
Popularly known as OVSF (Orthogonal Variable Spreading Factor) codes, they were designed to 
support the varying data rates that are envisaged in W-CDMA. OVSF codes are further discussed 
in Chapter 4.
In the IS-95 system, Walsh sequences were used both on the UL and the DL. On the DL, they are 
used for channelisation, i.e. to distinguish a particular user. The Walsh sequence runs at the chip 
rate of 1.2288 Mcps, and at the highest symbol rate of 19.2 ksps, each coded symbol covers 64 
Walsh symbols. Thus, each coded symbol covers all of the 64 chips of one entire period of the 
Walsh sequence. For lower symbol rates, e.g. the synchronisation channel which runs at 4.8 ks/s, 
each symbol covers four periods of the Walsh code. On the UL, Walsh modulation is used to 
provide 64-ary modulation -  this is an encoder of (n,k) type, where the input to the encoder is k 
symbols (or bits), and the output is n symbols; the symbols are passed through a (64,6) Walsh 
encoder to select one of 26=64 Walsh sequences of order 64. The Walsh symbol rate is actually at 
a lower rate than the chip rate, and the Walsh-encoded symbols are further scrambled by a 42- 
stage long PN code (mentioned in Section 3.2.5.. 1), clocked at 1.2288 Mcps (the PN code is code­
shifted for each user, hence serves to distinguish users on the UL). The use of orthogonal codes in 
W-CDMA is very similar to that in IS-95, and is discussed in Chapter 4.
In summary, the most important selection criteria for spreading codes in CDMA are:
■ The correlation properties of the codes: for asynchronous systems, optimise the cross­
correlation properties of PN codes; optimise autocorrelation properties to improve 
acquisition performance.
■ Number of Codes: The number of codes that can be generated should be sufficient to 
accommodate the expected number of users in a cell.
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* Code Lengths: PN codes have an odd number of chips in contrast to orthogonal codes, 
which have an even number. When modifying (extending) the PN sequence, the extra 
chip should be chosen in a way such that the extension of the code sequence does not 
change the correlation properties.
3.2.6 Advantages of C D M A
■ Multiple-Access Capability: The SS contains signals of multiple users; if the cross­
correlation between the codes of the desired user and those of the other users is small, then 
after despreading the signal, the resulting information bandwidth will contain largely the 
power of the desired user’s signal and little of that of interfering users, provided that there are 
not too many interferers.
■ Frequency Reuse: One of the main advantages of CDMA is universal frequency reuse, i.e. a 
frequency reuse factor of one. Besides increasing the efficiency of the spectrum usage, it also 
eliminates the chore of planning for different frequency allocation for neighbouring users or 
cells.
■ Soft Capacity: In FDMA systems, the capacity in a service area is limited by the number of 
analogue channels available at a given point in time; in TDMA systems, this is set by the 
number of time slots available for a user to connect to the system. Such systems are said to 
have ‘hard capacity’, since not a single user more than the allocated channels or time slots 
can be accommodated; such additional users will experience call blocking and such blocked 
calls result in about 35% loss of capacity [QUALC92]3. However, in CDMA, the system 
capacity is interference-limited; this means that increasing the number of users in the system 
(beyond a given threshold) will decrease the signal-to-noise ratio (which comprises the 
receiver noise and MAI), but still maintain the link with a slight degradation in the QoS. This 
feature in CDMA can be exploited by service operators say, in peak hours when the required 
capacity may go up; thus by allowing a slightly higher BER (or lower QoS), the additional 
users can be accommodated. This is also an advantage in minimising dropped calls when the 
subscriber changes cells or sectors. However, it should be still stressed that there may be a 
hard limit on the capacity by, for example, the number of spreading codes available and
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borrows a channel from a pool of channels, which is returned at the end of the call. DCA schemes (and 
variations of it) have been proposed and implemented for TDMA systems, and have shown up to 100% 
improvement in capacity over FCA schemes [Garg99]
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capabilities of the receivers (for example, the DL capacity in W-CDMA is limited by the UE 
receiver architectures [ToskaOO]).
■ Soft Handover (SHO) and Softer HO: In CDMA systems, more than one BS can monitor a 
given UE signal, especially if the UE is approaching a cell/sector boundary. By measuring the 
received signal strength from the UE and identifying its target cell, the subscriber will be 
switched over to its new BS at the appropriate time by the radio network controller (RNC), 
relieving the former BS of the subscriber. During soft HO, a UE is simultaneously controlled 
by two or more cells belonging to different BSs of the same RNC (intra-RNC SHO) or 
different RNCs (inter-RNC SHO). In softer HO, a UE is controlled by at least two cells under 
one BS [Laiho02]. This method of monitoring a UE by multiple BSs in SHO and softer HO 
are only possible because the whole CDMA network operates on the one and the same 
frequency spectrum. Such ‘make-before-break’ connections of the user not only minimises 
the probability of a dropped call, but also makes the HO transparent to the user.
■ Lower Sensitivity to Interference: Since the signals transmitted by the users are spread, it is 
possible for CDMA systems to operate with a SNR much lower than narrowband systems. 
Hence, CDMA systems have a low sensitivity to interference.
■ Low Eb/No and Transmit Power Requirements: Because of the wide channel bandwidth 
used in CDMA, it is possible to use powerful, high redundancy error correction coding 
schemes, thereby decreasing the Eb/N0 requirement. The lower Eb/N0 increases the system 
capacity since the MAI would be reduced, and also reduces the transmitter power required to 
overcome the noise and interference; the latter also means that the UEs can transmit at lower 
powers, which allows them to operate over large dynamic ranges, reduces their unit cost and 
also prolongs battery life.
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■ Diversity Techniques
Time Diversity : Interleaving, Error Detection and Correction Schemes
Frequency Diversity : Wideband signal, 1.25 MHz for IS-95 and 5MHz
(minimum) for UMTS 
Space/Antenna Diversity : Dual cell site receive antennas, multi-path RAKE
receivers and multiple cell sites
A unique feature of CDMA is its ability to provide extensive path diversity; the employment of a 
RAKE receiver allows independent fading paths to be resolved and combined to enhance the
44
signal of the desired user, provided that the signals arrive more than one chip apart in time. This 
is a great advantage considering the hostile nature of a mobile channel.
3.2.7 C D M A  Capacity &  Coverage
It is an established fact that, together with functionalities such as power control, SHO and cell 
sectorisation, a multiple-cell CDMA system has a higher capacity compared to other analogue or 
digital technologies in commercial cellular radio. In [Viter91] it has been shown that a DS- 
CDMA system has an eighteen-fold increase in capacity over an analogue FM/FDMA system and 
a six-fold increase over a digital TDMA-based system. Also, in [Viter93] it has been shown that 
the Erlang capacity of a CDMA system is about twenty times that of an equivalent analogue 
system. Despite these many advantages, it is also well known that the CDMA coverage and 
capacity are interference-limited [ToskaOO]. The coverage aspect probably became more 
important with the advent of the 3rd Generation systems; this is because the various services 
envisaged in this system, from low to high data rates cannot all be supported in all environments 
(and with all user mobilities). The capacity and coverage aspects discussed in this section will 
mainly be in the context of the 3G systems, since this is only appropriate.
By definition, the CDMA capacity is soft if it is limited by the amount of interference in the air 
interface (as opposed to hardware limitations). Some of the factors that influence the capacity of 
the system are listed below :
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The activity factor for user j  : y,
Received signal power for user j  ; Pj
Wideband thermal noise power at BS : PN
The signal-to-noise+interference ratio at bit level required to meet a given QoS •: E\/N0
Processing Gain for user j, which is data-rate dependent : SFj
Total wideband power received (thermal noise+interference) at BS :
Power Ratio, (Other-cell Interference/Same-cell Interference) seen at the BS receiver : i
Orthogonality factor for the orthogonal codes for user j  (applicable to the DL) : a.j
Ratio, (Other-cell BS Power/S ame-cell BS Power) received by user j  (DL) : ij
Values for v,- are 0.67 for speech, assuming 50% voice activity, and 1.0 for data [ToskaOO]. We 
will look at the derivation for the UL and then state the equation for the DL, which is very 
similar. From CDMA basics, we can write the relationship for the signal-to-interference-plus- 
noise ratio at the chip-level to that at symbol-level (or bit-level) for user j  as follows [Viter91]:
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(E„ /N 0) ,  = S F . . (ReceivedPower of User ^ -----  (3.3)
Total Wideband Received Power - P}
P.
(.Eb / N 0) , = S F , . ------- L  (3.4)
1 J (I - P  )v\ l  total r j  '  j
Define the load factor for user j  as Pj-LjJtomi, substituting in eqn. (3.4), we can obtain for L(.
_  (Eh/ N q) j.v j
J S F j H E b/ N 0)j.Vj
The total received wideband interference, excluding the thermal noise, can be written as the sum 
of received powers from all N  users in the same cell, i.e. :
^ - • P W= I / ; = X V , , » ,  (3-6)
7=1 7=1
The noise rise is the ratio of the total wideband power to the wideband noise power, i.e. It0,ailPN ; 
hence it predicts the amount of noise rise over thermal noise due to interference. Substituting eqn. 
(3.6) we have,
Noise Rise = i&sL =  1----= — !—  (3.7)
Pn 1— l  . ^—^ UL
7=1
where we have defined the UL load factor tjUL as:
Vv l= 'L L! (3'8>
7=1
Note that the noise rise approaches infinity as tjUL approaches unity, and the CDMA system 
would reach peak capacity.
Additionally, other-cell interference has to be taken into account; then the UL load factor can be 
written:
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VuL =(1 + 0 - 2
y=l SF,  1 +  L
(3.9)
The derivation, when applied to a classical all-voice network like IS-95, where all N  users in the 
system have a low bit rate (corresponding to a high processing gain SF), it can be seen that:
S F
(Eh / N 0).v
•» 1 (3.10)
Substituting the approximation in eqn. (3.9), we can obtain the single-cell capacity of such a 
system as:
N  —■ I ul-SF
v.(l + i).(Eh / N 0)
(3.11)
The DL load factor, qDL can be defined on a similar principle as for the UL, the main differences 
being the orthogonality factor for the orthogonal codes (aj) which has to be taken into account, 
and the ratio of the same-cell to other-cell interference (ij), which varies with the user location 
[ToskaOO]. Typically, 0.4<a/<0.9, where an orthogonality of 1 corresponds to perfect 
orthogonality [ToskaOO]. tjDL is given by:
^ = X ^ ^ . [ ( © ) + U
7=1 SF,
(3.12)
The power control error also has a huge influence on the CDMA capacity (see Section 3.3), but 
has not been included in the derivation since it can be represented in the noise rise due to the 
inaccuracies in PC.
The capacity and coverage aspects affect the W-CDMA UL and DL in different ways due to the 
different characteristics inherent to the two links. Let us look at some possible limiting as well as 
aiding factors -  since the BS can transmit at a higher power than the UE, the UE transmit power 
may limit the UL range (hence coverage); on the contrary, more advanced receiver techniques
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can be employed at the BS which may aid in improving the UL soft capacity of the system, e.g. 
MUD and receiver antenna diversity; although the transmission power of the BS is much higher 
than that of the UE, this value (10W or more) is constant and is shared between all the users (plus 
the common channels) on the DL, whereas on the UL, each additional user has his own power 
amplifier. Therefore, the DL coverage can be expected to decrease with the number of users, even 
with a low load. Additionally, on the DL there may be a limitation with the orthogonal codes 
(hence the number of users that can be supported). How the different issues affect the system 
capacity and coverage have been evaluated in [ToskaOO, Laiho02] and we provide a brief review.
Capacity: The W-CDMA DL air interface capacity is less than the UL capacity. The main reason 
for this is that, more advanced receiver techniques can be employed at the BS compared to the 
UE. In UMTS, the DL capacity is expected to be more important than the UL capacity because of 
asymmetric downloading type of traffic. Other factors that influence the performance on the DL 
are multi-path diversity, available number of orthogonal codes in a cell/sector, and their mutual 
orthogonality. Unlike the UL, multi-path diversity does not necessarily enhance the performance 
on the DL due to degradation in performance by the loss of orthogonality of the orthogonal codes, 
which counteracts the diversity gain (DL transmit diversity at the BS is used instead to improve 
the performance). For a spreading factor SF, the number of orthogonal codes available within one 
scrambling code is SF. Although there can be a limitation due to this (for example in a favourable 
propagation environment, with no limitations in the hardware/network planning to support a high 
capacity), this is not a hard-blocking limitation; this is because a second (01* more) scrambling 
code can be taken into use on the DL, which gives a second set of orthogonal codes (which will 
not be orthogonal to the first set though).
Coverase: Coverage is important when the network is not limited by capacity. It is generally 
accepted that service coverage is uplink limited, but it is also fairly simple to identify scenarios 
where the service coverage is downlink limited (due to the previously mentioned point regarding 
the users sharing the BS power), e.g. a cell with asymmetric data services and a limited BS 
transmit power is one such scenario.
On the UL, for high data rates the coverage is lower, although LI design in W-CDMA allows 
high data rate users to operate at a lower Eb/N0 than their low data rate counterparts, requiring less 
UE power as a consequence. Multi-path diversity as well as antenna diversity also contribute to 
the coverage gain, the latter achieving a 3dB gain, even if the antenna branches are correlated 
(perfect channel estimation and maximal-ratio combining assumed). The BS baseband algorithm 
(channel estimation or CHEst, SIR measurement) performance would also have an influence on
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the required Eb/N0 and hence the capacity. For a load below 650 kbps, it has been shown in the 
evaluations of [ToskaOO, Laiho02] that the W-CDMA coverage is UL-limited.
To sumarise, capacity comes before coverage. Then, to understand which link (UL or DL) is 
limiting the network capacity is fundamental in being able to define a strategy for increasing
First we will introduce a method by which power control techniques that exist in the literature can 
be broadly categorised, both those which are applicable to CDMA as well as non-CDMA 
systems.
3.3.1 Centralised and Distributed Pow er Control Schemes
Power control in cellular radio systems (both narrow-band and wide-band) can be broadly 
categorized as centralised power control (CPC) and distributed power control (DPC) schemes. 
Both types attempt to perform some sort of power or SIR balancing of all the users in a cell/sector 
by means of an algorithm such that, they all either achieve a pre-determined common target SIR 
that is set by the network, or maximize the minimum SIR [Grand93]. The objective in doing so is 
to reduce the outage probability of the system.
In CPC schemes [Zand92a, Grand93], a centralised controller has the full knowledge of the 
parameters such as the link information (SIR values or link gains) of all the propagation paths, 
both intended UE-BS paths as well as unwanted interference paths, of all the users [Zand92a].
capacity.
3 .3  P o w e r  C o n t r o l  i n  C D M A  S y s t e m s
3 . 3 . 1 . 1  C e n t r a l i s e d  P o w e r  C o n t r o l  ( C P C )
Fig. 3-4 Link Gain Geometry
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CPC schemes apply the concept of C/I balancing and could be formulated as an eigenvalue 
problem. It involves the computation of the instantaneous link gain matrix (uplink or downlink). 
Problem Formulation
Assume a cellular system with Q mobiles in the system with universal frequency re-use (e.g. 
CDMA system) taking inter-cell as well as intra-cell interference into account. With reference to 
Fig. 3-4 above we define the normalized uplink gain matrix W={Wjj} (QXQ)\ here,
Wii-^-,i*j (3.13)
Cm
where Gy is the link gain between UE-, in cell y and BSj in cell x (hence the gain of the undesired 
user). Gii and Gjj will therefore be the desired link gains at BS-, and BSj respectively. Since Gy 
values will dynamically change in a mobile system (i.e. a random process), elements of W can be 
considered as stochastic variables. We also take the largest eigenvalue of W  to be A *.
Noting that Ga/Gu > 0 , it can be safely assumed that W is a matrix with non-negative elements 
and therefore has full rank (i.e. the matrix is square and non-singular) with probability one. We 
will also assume that there exists a target SIR, /<>, which is sufficient to achieve the required QoS 
and which can be achieved by all UEs in the system; a corresponding power vector P (QX1) 
which denotes the transmitter powers of all the UEs in the system is such that P >0 (i.e. all the 
elements are non-negative). Hence certain results about W  can be derived as follows [Zand92a, 
Grand93]:
i) W  has only one real positive eigenvalue for which the corresponding eigenvector 
is positive
ii) The minimum real A such that the inequality
X P  > WP 
which has solutions for P> 0 is X = X *
Then we compute the eigenvectors of W  as P * .  The UEs would then use the elements of P * as 
the transmitter powers to achieve J  <>
In a CPC scheme, W would be known by the central controller, which then computes its 
eigenvalues and the corresponding eigenvectors; the optimum transmitter powers are then 
assigned to the UEs.
Chapter 3 - CDMA Systems and Power Control
50
Chapter 3 - CDMA Systems and Power Control
The CPC schemes discussed in the above cited references often assume the availability of the link 
information and its exact exchange between the BS and the UE. However, in practical systems 
such as IS-95 [IS-95, IS-95B], GSM [Vogel99] and UMTS [ToskaOO], such information may not 
be readily available, and the exchange between the BS and the UE is limited to qualitative 
information depending on the SIR level achieved. In CDMA-based systems for example, this 
amounts to the BS (on the UL) or the UE (DL) making a hard decision as to whether to increase 
or decrease the transmit power of the UE, and sending a command on the return link to either the 
UE (UL) or BS (DL), at fixed time intervals. Therefore, although optimum CPC schemes provide 
an upper bound on the performance of all SIR-balancing algorithms, they are not applicable to 
practical systems due to their nature of operation and also the computational complexity involved 
in employing such schemes.
3 . 3 . 1 . 2  D i s t r i b u t e d  P o w e r  C o n t r o l  ( D P C )
As opposed to CPC schemes which are centrally administered, DPC schemes provide a pragmatic 
solution to the problem since their operation is based on localised measurements [Zand92b, 
Grand94, Fosch93], i.e. the measurements required to perform the SIR-balancing can be made 
locally at the UE and the BS, so there is no central controller needed. For the sake of 
completeness, we will discuss briefly some of the proposed algorithms in the literature.
Zander’s distributed balancing algorithm (DBA), discussed in [Zand92b] is used to solve the SIR 
balancing problem -  it can be described as follows:
Step 1 :Set P (0) = P0, P0 > 0, at t = 0
f  1 '\
Step 2 : Set f f '+l> = !+■ y8>0, l.(/)
Step 3: Repeat Step 2 for t < L
The transmitter power at each iteration, f>('+n, is derived from that of the previous iteration and 
the corresponding measured C/I vector, r / °  . The algorithm is shown to converge within L- 20 
iterations [Plosk99, Zand92b] for all positive power vectors P.
In [Yates95, Huang95], Yates describes an algorithm, which perceives the problem as a 
Minimum Transmitted Power (MTP) problem. The total transmitted uplink power is minimized 
subject to maintaining an individual target CIR for each mobile. This minimization occurs over
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the set of power vectors and base station assignments (i.e. handover) that provides acceptable 
connections for all users as long as such a feasible solution exists. The algorithm has been shown 
to converge for both the synchronous case and the asynchronous case. Both versions of the 
algorithm perform iterative power control while the asynchronous version allows users to perform 
these updates using outdated information on the interference caused by the other users; in this 
context, the concept of Interference Averaging has been proposed and discussed. The concept has 
been used in this work as well, although at link-level (see Section 5.5, Chapter 5).
A distributed algorithm employing varying target SIR values (i.e. dynamic) is discussed for the 
uplink of a TDMA/GSM-type system [Yates97a] and also for an IS-95-type CDMA system 
[Yates97b]. The idea is to reduce the target SIR instead of increasing the UE transmit power, 
under channel conditions where the interference is high or the link gain is low. In this way, the 
interference in the system is reduced and therefore users that were blocked before have a higher 
probability of being admitted to the system. Their results show that under these channel 
conditions, this graceful degradation of SIR (hence termed “Soft Dropping”) improves the call 
blocking and call dropping probability of the system (compared to one with a fixed target SIR) 
whilst minimising the transmit power rise of the UEs to maximum.
A problem identified with DPC schemes is a phenomenon known as the “party-effect” [Plosk99, 
DanOl]. The party-effect occurs when one user increases his transmission power and thereby 
increases the interference in the network; the other users then react by increasing their own 
powers to overcome the interference, which in turn will increase the interference to the first user 
and so on, creating a positive-feedback effect; solutions have been proposed to overcome this 
effect [DanOlj. Despite any such shortcomings, distributed SIR-based PC As have proven to be 
more effective than centralised PCAs and have been more widely accepted for real world 
implementation [Mohan99]. In the context of CDMA systems, closed-loop power control 
(CLPC), open-loop PC and outer-loop PC can all be .categorised, .as. DPC schemes (these three 
schemes are discussed extensively later in the chapter), since they all perform localised 
measurements, either at the UE or at the BS; the work in [Yates97b] for example is based on 
setting SIR targets, and is therefore an outer-loop scheme. Hence the work that has been carried 
out in this thesis falls under DPC.
3.3.2 Objectives of Power Control
Before understanding the importance and the objectives of the PC schemes used in CDMA 
systems, it is useful to look at the role played by power control in non-CDMA systems like GSM.
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3 . 3 . 2 . 1  O b j e c t i v e s  o f  P o w e r  C o n t r o l  i n  T D M A  S y s t e m s
Power Control in TDMA systems is not as crucial as it is in CDMA systems. The main purpose 
of PC in TDMA is to reduce co-channel interference, which exists due to a subscriber in a 
neighbouring cell transmitting a high power on the same frequency at the same time as the 
subscriber in the home cell (the co-channel interference will also depend on the frequency re-use 
distance, which in turn depends on the tolerable SIR, hence these parameters are inter-linked and 
selected when radio planning is done). In addition to this, PC also helps to reduce the battery 
consumption of the handset, thereby prolonging battery life. The transmit powers of the handsets 
in TDMA systems can also afford to be higher since, unlike in CDMA, each user in a given cell is 
isolated (i.e. orthogonal) in time and frequency. Therefore, as far as tackling the fast fading is 
concerned, by operating the UE at a higher transmit power threshold (say, 20dB above the 
channel), deep fades that occur due to the multi-path fading can be overcome (see Table 3-1 for a 
comparison of UE transmit powers). In addition, powerful coding schemes together with 
interleaving are also employed, for error protection.
On the renowned TDMA-based standard GSM, a feedback power control scheme together with 
radio link quality estimation operates for both the UL and DL. Two quality measurement 
parameters -  RXLEV and RXQUAL are used for this purpose; the former measures the received 
power [dBm] while the latter measures BER before error correction. Both the BS (UL) and the 
UE (DL) measures these parameters for each TDMA burst, average them over a 480ms period 
(102 GSM frames) and sends a channel report on the return link. Both parameters have upper and 
lower thresholds for both directions (hence 8 values in total). When these thresholds are exceeded 
on the UL (DL), the UE (BS) will adjust its power up or down in 2dB steps (except BCCH on the 
DL, which stays constant for comparative measurements to be made). 16 power levels are defined 
for this purpose and the UE can increase its power up-to its-maximum allowable, depending on its 
power class; the lowest level is 13dBm and the highest is 43dBm (20W) -  hence from Table 3-1, 
we see that a Class 1 handset has the maximum dynamic range of 30dB. Finally, both the BS and 
UE can vary their powers at 60ms intervals (or once in every 13 GSM frames), which is an 
update rate of 16.66Hz [Vogel99, Garg99].
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UE Power Class 1 2 3 4 5
GSM 20W
(43dBm)
8W 5W 2W 0.8W
(29dBm)
IS-95 (800 MHz) 1.25W 0.5W 0.2W - -
UTRA-FDD 2W
(33dBm)
0.5W 0.25W 0.125W 
(21 dBm)
Table 3-1 Comparisons of UE Power Classes for GSM, IS-95 and UMTS (Max. Peak
Transmission Power considered; similar classes exist for BSs) [Vogel99, 3GPP, IS-95]
3 . 3 . 2 . 2  O b j e c t i v e s  i n  C D M A
Tight and fast power control is probably the most important element in a CDMA system 
[ToskaOO]. The objectives and requirements placed on power control in a CDMA system 
therefore outnumber those placed on a TDMA or FDMA-based cellular system. The issues are 
discussed next.
1) To overcome the Near-far effect: The near-far effect is a consequence of path loss and 
was discussed in Chapter 2. Basically, it occurs when a user close to the BS, who is 
received with a higher power, ‘drowns’ the signal of a user far away from the BS (e.g. at 
the cell boundary) who is received with a weaker signal. Hence the near users will 
dominate the distant users. To achieve a considerable capacity, all signals, irrespective of 
distance, should arrive at the BS with the same power. The solution to this is the use of 
power control, which attempts to achieve a constant received power for each user. Hence, 
it is evident that the performance of TPC is one of the several dependent factors that 
decide the capacity of a CDMA system.
2) To overcome Slow and Fast fading: In addition to overcoming the near-far effect, 
power control schemes in CDMA attempt to overcome slow variations of the channel like 
shadowing as well as fast variations, Rayleigh fading. In the presence of Rayleigh fading, 
it is possible for the received signal to drop by over 30dB below its average value 
instantly. In such cases, the receiver (BS or UE) will not be able to detect or demodulate 
such a weak signal; such deep fades result in burst errors, where a frame (or several 
frames) of data may be lost; power control is used again to counteract this by 
commanding the UE (on the UL, BS on the DL) to increase its power inversely with the 
channel, so that the fluctuations in the power at the receiver end are much less compared 
to the actual variations of the channel. Coding scheme and interleaving will complement
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power control in this situation to randomise such errors, hence maintaining and 
improving the quality of the link (e.g. maintain a low BER).
3) To minimise MAI: As previously noted, interference is the most limiting factor in 
determining the capacity of a CDMA system. Unlike FDMA and TDMA capacities 
which are bandwidth-limited, CDMA capacity is interference-limited and is inversely 
proportional to the interference seen at the receiver [Viter91]. The effects discussed in 1) 
and 2) above result in unequal powers being received at the BS. The users’ spreading 
codes on the uplink are not mutually orthogonal due the uplink being asynchronous, i.e. 
users on the UL start transmitting in an uncoordinated fashion, resulting in the cross­
correlation of codes. Power control mitigates this effect by equalising the powers 
received by all users, thus reducing the MAI and increasing system capacity.
4) To reduce Inter-Cell Interference: When the power transmitted by the UE is controlled 
(by the BS) such that the users, specially those on the edge of the cell transmit only the 
minimum power required to maintain the QoS for the link, they will cause minimum 
interference to neighbouring cells.
5) To maintain the QoS of a link: Power control together with coding and interleaving 
work in a complementary fashion to maintain the required BER/FER of a given link over 
a wide range of UE speeds [Steel96]. At low speeds, when the channel correlation is 
high, the interleaving is not very effective and as a result, the decoder performance is 
minimum. Hence at low UE speeds it is the power control that takes care of the QoS of 
the link. However, the effectiveness of the PC reduces at higher speeds, when the fading 
rate of the channel increases (and correlation decreases); then the performance of the 
coding and interleaving improve, since the decoder sees the channel as memoryless. 
Therefore, at higher speeds, theJBER is taken care of by the coding and interleaving; 
hence the two schemes work in a complementary fashion.
6) To minimise Battery Consumption: If the power transmitted by the UE is no more than 
that required to meet the QoS, i.e. the target Eb/N0, then the battery life of the terminal is 
prolonged.
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3.3.3 Description of Power Control Schemes used in CDMA Systems
PC schemes in CDMA systems are DPC schemes, and can be categorised under several methods, 
e.g. based on the operation mechanism of the scheme, based on what purpose the scheme serves 
etc. Some of the methods are:
□ Based on how fast the scheme operates, and hence the type of channel fading (fast/slow) they 
aim to overcome, CDMA PC schemes can be classified as instantaneous PC and local-mean 
PC [Torri02],
□ Based on the mechanism, e.g. feedback type or not
□ Based on which link they operate on, i.e. the purposes of uplink power control and downlink 
power control in CDMA can be slightly different.
We discuss the schemes under the most commonly used categorisation (and probably the one that 
makes the schemes easiest to explain); it is based on the first two methods discussed above (see 
Fig. 3-5). Other power control techniques that do not fall within this categorisation will be 
discussed separately.
D S - C D M A  
P o w e r  C o n t r o l
L o c a l - M e a n  
P o w e r  C o n t r o l
3
O p e n - L o o p
In s t a n t a n e o u s  
P o w e r  C o n t r o l
Fig. 3-5 Categorisation of Power Control Schemes in CDMA [Torri02]
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3.3.3.1 O pen-L oop  P ow er C on tro l (O L PC )
It is so-called because the loop between the transmitter and the receiver is ‘open’, i.e. there is no 
feedback. OLPC has two main functions [Prasa98]:
1) To adjust the initial transmission power, e.g. at random access
2) Compensate for the slow fading, i.e. the variations due to path loss and shadowing
OLPC operation relies on the fact that the slow processes in 2) normally exhibit reciprocity, i.e. 
they are the same on the UL and DL for a given user [Viter91]. Hence, for example for UL 
OLPC, the UE measures the power it receives from the BS and adjusts its own transmit power in 
a quasi-inverse manner such that the total powers (DL received power + UL transmitted power) 
are kept constant; if the measured power is low, then the transmit power is high and vice versa. A 
generic equation to perform OLPC on either link is given by [Prasa98]:
Mean Output Power (dBm) + Mean Input Power (dBm)=offsetpower -I- parameters (3.14)
The parameters on the RHS of the equation will depend on factors like the cell size, effective 
radiated powers (ERP) of the cell, interference in the cell and the required Et/No for the user 
[Laiho02, Prasa98]. For UL OLPC, the pilot channel transmitted by the BS can be used for the 
measurements at the UE (e.g. the Primary Common Pilot in W-CDMA, P-CPICH). Note that 
additional parameter values need to be known at the receiver to perform OLPC, which are known 
by the network and broadcast on the broadcast channel BCH. The OLPC principle is depicted in 
Fig. 3-6. UE1 is at a distance d\ from the BS and UE2 is at a distance d2. Since d2 >d\, the signal 
received by UE1 has a smaller propagation loss. Assume that the mean input power of UE1 is 
-70dBm and the mean input power for UE2 is -90dBm. For the 800-MHz band (band class 0, IS- 
95 Cellular) mobilesrthe offset power in eqn. (3.14) is -73dB [Prasa98]; hence with no correction 
parameters, the UE transmit powers required to achieve equal powers at the BS can be calculated 
from eqn. (3.14) to be -3dBm for UE1 and +17dBm for UE2.
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Fig. 3-6 Principle of Operation of Open-Loop Power Control
One of the advantages of OLPC is that it incurs only half the delay compared to its CLPC 
counterpart in responding to the channel variations, i.e. only the time required for the signal to 
travel from the transmitter to the receiver; since the fading that it is expected to overcome is also 
slow-varying, this delay will have a negligible effect on the response time. A further advantage is 
that it is more bandwidth-efficient compared to CLPC, since there is no need to transmit PC 
commands on the retum-link. However, one of the main disadvantages of OLPC is that of the 
optimistic assumption it makes that the losses on the UL and the DL are the same; this is not true 
for the paired-band mode of operation (e.g. UMTS-FDD) where the fast fading on the two links 
will be uncorrelated.
In the 2nd Generation IS-95 systems, OLPC was used in parallel with CLPC. The motivation for 
such usage was to allow comer effects or other such environmental changes to be covered 
[ToskaOO]. In W-CDMA however, it is only used to set the initial powers for the PRACH 
preamble, UL DPCCH and the DL DPDCH channels [Laiho02]. The reason why OLPC is not 
used in parallel with CLPC in W-CDMA is because OLPC tends be very inaccurate, since it is 
difficult to measure large power dynamics accurately at the UE. The mapping of the actual 
received absolute power to be transmitted shows large deviations, due to variation in the
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component properties as well as to the impact of environmental conditions, mainly temperature 
[ToskaOO]. Furthermore, since CLPC in W-CDMA has almost double the command rate as IS-95, 
together with step sizes of up to 2dB (which would allow up to a 30dB correction range during a 
10ms frame), it has been concluded that OLPC does not need to operate simultaneously with 
CLPC as was the case with IS-95. However, it is used in the UMTS-TDD mode on the UL; since 
TDD operates in an unpaired band, the same frequency is used for the UL and DL transmissions, 
hence the UE makes use of the reciprocity of the channel to perform OLPC and adjust the power 
on the UL [ToskaOO]. Still, it is difficult to achieve tight power control on the UL since the UL is 
not continuously available in TDD mode [ToskaOO]. The update rates used for OLPC in TDD are 
100Hz (once in every 15 slots) and 200Hz (once in every 8 slots).
3.3.3.2 CIosed-Loop P ow er C on tro l (C LPC )
Why we need CLPC: Why do we need CLPC when OLPC is there? In addition to the 
measurement inaccuracies which exist at the UE (discussed in Section 3.3.3.1), there is a 
fundamental difference, which prevents it from tackling the fast fading in the paired-band mode. 
The minimum frequency separation between the UL and DL for the North American standard IS- 
95 (both Cellular and PCS) is 20MHz whereas for UMTS-FDD, it isl30MHz. In both cases, this 
separation is much greater than the coherence bandwidth of the channel, and therefore, unlike in 
the case of path loss and shadowing, the Rayleigh fading on the two links will be uncorrelated - 
hence the requirement for CLPC.
OLPC-CLPC differences: CLPC operation is different from OLPC in two respects; for one 
thing, there is a feedback connection between the transmitter and the receiver in CLPC, and the 
transfer of information between them is by means of power control commands (PCCs). Also, 
CLPC was originally proposed to overcome the fast fading (which would otherwise vary the 
instantaneous powers of the received signals at the CDMA receiver, thus increasing the MAI). It 
is therefore understandable that, compared to OLPC, it has to operate/as/ (hence also known as 
fast TPC by researchers). How fast it operates is indicated by the power control command rate 
(PCCR), which is generally a fixed parameter for the system.
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In addition to minimising the MAI, as mentioned in Section 3.3.2.2 it also maintains the QoS of a 
link over a range of speeds by complementing the coding and the interleaving at lower UE 
speeds. Since Rayleigh fading increases proportionally with speed and carrier frequency, it can be 
understood that CLPC will only be able to tackle the fast fading effectively over a range of 
speeds/fading rates. In fact, recent research has shown that for the CLPC to be effective, the 
PCCR should be at least 10 times the maximum Doppler frequency encountered in the system 
[Ariya93], i.e. PCCR > 10/„ where/,, is the maximum Doppler (Hz).
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Fig. 3-7 Functions of conventional Closed-Loop Power Control
A generic model that explains the functions of CPLC is shown in Fig. 3-7. The basic operation of 
the loop is as follows. The transmitter adjusts its power by a step size according to a PCC it 
receives on the retum-link. In conventional CLPC, the step size is usually fixed (ldB common), 
however in adaptive PC schemes it could be changed at the transmitter side. W-CDMA has also 
allowed for the step size to be changed if necessary, through higher layer signalling [Laiho02], 
and also for smaller step sizes to be emulated using a slower CPLC algorithm (the UMTS-FDD 
PCAs are discussed in Chapter 4). The PCC is a binary value, and a ‘0’ is generally interpreted as 
a ‘power down’ command whereas ‘1’ means ‘power up’. Once the transmitter power is varied 
and the signal transmitted, the receiver (usually after descrambling/despreading and demodulation 
operations) estimates the signal-to-noise plus interference ratio (SIR) of the received signal. The 
estimate is then compared with a target SIR that is set by the outer-loop power control scheme 
(the outer-loop is discussed in Section 3.3.3.3). If the estimated SIR is less than or equal to the 
target SIR, a PCC ‘ 1 ’ is generated, since it means that the instantaneous channel quality is less
than the required and that the transmit power needs to be increased. If the estimated SIR is greater 
than the target, a ‘O’ command is generated at the receiver, commanding the transmitter to reduce 
its transmit power. The PCC generated at the receiver end is then multiplexed with the data 
stream and transmitted on the retum-link to the transmitter, where after despreading and 
demodulation of the signal, the PCCs are recovered and the whole process is repeated.
The SIR can vary due to effects of the channel as well as the interference in the system; hence it 
is understandable that the loop compensates the fading in the channel to meet its QoS target, as 
well as reducing the transmitter power when the link is causing too much interference to other 
users in the network. Note that, although we have followed the loop for only one link, the same 
CLPC procedures are carried out at the other end to power control the return-link. The SIR 
measurement, PCC generation and transmitter power changes are all performed once for every 
duration between two PCCs (i.e. once for every 1/PCCR duration). For IS-95 (UL) the PCCR was 
800Hz, for UMTS-FDD4 it is 1500Hz for both links. Also note that the CLPC scheme is linked to 
L3 through the outer-loop power control, hence the radio resource management (RRM) schemes 
in the network can indirectly have some control over the CLPC, which is otherwise a completely 
physical layer procedure. Many factors affect the performance of CLPC like the round-trip delay, 
step size quantisation error, channel estimation (CHEst) errors, just to mention a few; these issues 
are discussed in Chapter 6. A few other points to be noted are:
Power Control Command Bits: As shown in Fig. 3-7, the PCC bits are multiplexed onto the 
data stream in some form. The method used in IS-95 is to “puncture” (overwrite) the forward link 
channel infrequently [Viter95], e.g. once in every 12 symbols. This obviously reduces the data 
rate (to 11/12 in this case). In UMTS-FDD, the PCC bits are code-multiplexed on the UL and 
time-multiplexed on the DL. Hence it is not feasible to increase the PCCR as it reduces the 
bandwidth efficiency of the system. However, a simple calculation would show that the 
bandwidth efficiency obtained with a 1500Hz rate in 5MHz in W-CDMA is more than twice that 
obtained by the 800Hz rate in 1.25MHz in IS-95.
It should also be noted that the PCC bits are multiplexed onto the data channel uncoded\ this is 
done to minimise the delays in the loop, which would otherwise degrade the performance of 
CLPC. The PCC bits are therefore more error-prone than the data stream, typical error rates being 
of the order 5% [Prasa98]. However, since the loop is of delta-modulation type (i.e. the power is 
continuously adjusted up or down), these rates are tolerable and have a minimal effect on the 
performance of the control loop [Viter95].
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SIR Measurement: This block performs the function of measuring the instantaneous SIR (or 
Eb/No); the measurement is performed once for every power control command period (once every 
1.25ms for IS-95 and once every 0.667ms for UMTS-FDD). This function is also performed after 
despreading, but before decoding the data, again to reduce the delays in the loop. Since the topic 
is one of the main areas of investigation in this thesis, some algorithms used to perform SIR 
measurement are proposed and presented in Chapters 5 and 6, together with performance results 
in W-CDMA.
3.3.3.3 O u ter-L oop  P ow er C on tro l
The outer-loop power control scheme in a CDMA system serves a slightly different purpose 
compared to OLPC and CLPC. Rather than adjusting the power of the transmitter directly, it 
adjusts the target SIR (discussed in Section 3.3.3.2) for the CLPC -  this is shown in Fig. 3.7 
together with the functions of the outer-loop. The outer loop has similarities to both CLPC and 
OLPC. It is similar to OLPC in that it operates at a much slower rate than CLPC, e.g. for the IS- 
95 UL, the update rate for the outer loop is once per 20ms frame (i.e. 50Hz) [Sampa97], whereas 
for W-CDMA it is 10-100Hz. It is similar to CLPC in the sense that it operates on a feedback 
mechanism, i.e. the link quality is continually monitored and the target and the target SIR varied 
accordingly -  see flowchart in Fig. 3-8(a). The mapping of the link quality (e.g. FER—^ target 
SIR) also has to be done according to some algorithm; this will be discussed later on in the 
section.
Why we need the Outer-Loop: The reason why we have the outer-loop function is because 
having a fixed target SIR designed for the “worst-case” would be a wastage of radio resources 
(e.g. power), as well as increase interference (and diminish capacity) in better radio propagation 
conditions. Hence the flexibility offered by the outer loop will be an even more important issue in 
3G systems, where a user may subscribe to several services simultaneously5.
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can be up to 800Hz theoretically, but only 100Hz in practice [ToskaOO, Laiho02]
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Fig. 3-8(a) Flowchart representing operation of Outer-Loop PC, and (b) Variation of Target 
SIR with UE Speed
According to what parameters the target SIR is varied will depend upon how those respective 
parameters influence for example, the FER. The multi-path diversity available at the receiver, the 
channel PDP, UE speed and service(s) being offered are main contributory factors [ToskaOO]. As 
shown in Fig. 3-8(b), higher UE speeds generally require a higher target SIR (in the same 
environment) to maintain the same QoS.
Estimating the Link Quality: Several possible methods exist that can be used to estimate the 
link quality for the outer loop -  the received average Eb/N0, average BER, FER and soft 
information from the Viterbi decoder or the Turbo decoder are possible techniques. The problem 
with some of these quantities is that they can give erroneous estimates of the link quality. The 
most simple and reliable method is the result of a CRC -  to detect whether there is an error or not. 
Its advantage is its simplicity and reliability in detecting frame errors, thus is suitable for services 
where errors are allowed to occur fairly frequently, e.g. non-real-time packet data services with 
10-20% FER, 1% FER speech, but not for high quality services like real-time video, which may 
require an FER < 10'3. In the latter type of services, errors occur very rarely (e.g. on average one 
in 40 seconds) and if the CRC was used to adjust the target SIR, the outer-loop performance 
would be very slow, and take time to converge. For such services, the soft frame reliability 
information has advantages. Soft information can be obtained from every frame even if there are 
no errors [ToskaOO].
5 In a multiservice scenario in W-CDMA, since all the multiplexed services of a user have one common 
CLPC, there can only be one target SIR, and this is set according to the service that requires the highest 
target [ToskaOO],
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Link Quality —> Target SIR Mapping: In addition to estimating the quality of the link, part of 
the outer-loop power control function is to map the link quality to target SIR, as indicated in Fig. 
3-8(a). An algorithm proposed in [Sampa97], using the FER as the link quality metric is 
summarised here.
For frame j  = 1,2,..., d o :
If CRCis OK
(Eb/ N 0)TU  + l) = (Eb/ N 0)TU ) - A  
else (frame is in error)
(Eb / N 0)r U  + 1) = (Eh / N q)t (j )  + KA
In the pseudocode, (E}/N0)t is the target SIR per bit; K> 1 is an integer that indicates the jump in 
target when a frame is in error, as a multiple of the step size (for the outer loop), A. It can be seen 
that in the steady state, the algorithm aims to keep the FER always less than or equal to l/(£+l). 
This is because on average, an upward jump will be followed by K downward steps; hence one 
frame is in error for every (AT+1) frames. Therefore, K should be chosen to be [l/(FERw/)-l], 
where FER,ef/ is the required FER (i.e. for a FER of 1%, K-\99). A takes typical values 0.3-0.5 dB 
[ToskaOO]. Other factors, like the dynamic range of the outer loop, also have to be taken into 
consideration when designing such algorithms, for example to make it ‘intelligent’ so that it does 
not increase the target SIR when the transmitter is transmitting at its maximum power.
In the IS-95 system, the outer-loop PC was only used in the UL since CLPC existed only for the 
UL; in UMTS-FDD, it is used for both links. On the UL it is implemented at the RNC, on the DL 
at the UE (i.e. within the mobile, however the required FER is signalled to the mobile from the 
RNC), and is an L3 (RRC) function [Laiho02, ToskaOO].
In this thesis, the outer-loop power control has not been modelled, sinc.e.a given simulation has 
been run in a fixed radio environment. However, when considering different services and 
different UE speeds, the target SIR has been set (manually) appropriately.
3.3.3.4 D ow nlink  Pow er C on tro l
As opposed to OLPC, CLPC and the outer-loop, which are PC techniques or algorithms, DL PC 
is more to do with the objectives of implementing these schemes on the DL. In addition to 
overcoming the fast/slow fading and reducing MAI as a result, DL power control is important to 
reduce inter-cell interference. For example in the IS-95 system, after the UE measures the power
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of the BS signal on the unmodulated pilot channel, it makes a reasonably good estimate of the 
received power and hence by how much it should increase/decrease its own power (OLPC 
mechanism). Hence if the BS signal is sufficiently strong, even if the user is on the edge of the 
cell, he will not need to increase his transmit power drastically (based on reciprocity of the 
channel), thus causing little or less interference to the neighbouring cells. Alternatively, if the BS 
is already transmitting a high power and users are continually requesting more power (e.g. 
through DL CLPC), it is most probable that such users are on the edge of the cell. In such cases, 
the BS can ignore such requests and allow the link quality (e.g. FER/BLER) to drop below the 
threshold, which would direct such users to adjacent cells or sectors.
The phenomenon is commonly referred to as cell breathing, and has some notable advantages; of 
equal importance to the mitigation of inter-cell interference is the fact that the BS can use this 
technique to direct users in its own cell/sector, to an adjacent one. An example of this is when the 
cell is operating at its maximum possible capacity, whereas its neighbouring cell(s) is at a lower 
capacity; in such a situation, the BS with the high load can reduce its transmitter power 
intentionally so that UEs on the edge of the cell, which will not be able to cope with the high 
FER, will switch to the adjacent cell. So we see that cell breathing can be used to effectively vary 
the size of the cell, both in terms of the number of users accommodated as well as its physical 
(geometrical) size.
Finally, note that downlink power control can actually create a near-far problem on the uplink.
3.3.4 Perfect and Imperfect Power Control
Perfect Power Control: One of the most questionable assumptions made by many CDMA 
researchers, is the so-called ‘perfect power control’ assumption. As mentioned earlier on in the 
chapter, power control is one of the most important elements in a-CDMA system, having a direct 
impact on the system capacity, coverage and performance. The effectiveness of a given PC 
scheme can be addressed from different perspectives, be it overcoming the near-far effect, the 
interference present in the system or the fast fading. Under perfect instantaneous power control, it 
can be expected that all users be received at the BS with equal powers or SIRs (assuming equal 
target SIRs for all users), and the standard deviation of the power control error (PCE) to be OdB 
with no interference in the system. Perfect power control can be assumed when comparative 
studies of a particular technique/algorithm are carried out, e.g. to analyse the technique with and 
without perfect power control, but it should also be realised that it is extremely difficult to 
achieve in practice, especially in a hostile fading environment.
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Perfect Power Control
Fig. 3-9 The notion of Perfect Power Control
Fig. 3-9 depicts a perfect instantaneous power control scenario, where the UE is able to track the 
variations of the Rayleigh perfectly by varying its transmit power, resulting in a OdB PCE.
Imperfect Power Control and the PCE: In real world implementations, PC algorithms will 
have limited accuracy, hence one of the main objectives of PC is to minimise the standard 
deviation of the PCE. The PCE can be defined as the SIR difference (in dB) between the target 
SIR (set by the outer-loop power control), and the received SIR (as measured at the receiver). The 
PCE can have a direct impact on the CDMA system capacity, and has been shown to have an 
exponentially decaying relationship with the PCE [Prasa95, Beach98, Mille96], i.e. the 
percentage capacity degradation is greater for smaller values of the PCE. The results obtained at 
link-level can hence be interpreted from a system-level perspective due to this relationship with 
capacity.
The mean of the PCE can be shown to be OdB with a standard deviation equal to that of the 
received SIR, and the PCE is well modelled by a log-normal RV [Viter95]. Power or Et/No can 
also be measured instead of the SIR. If SIR is the measurement done before despreading and 
Eb/No is that done after (i.e. at bit or symbol level), the standard deviation of the PCE calculated
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using either parameter would still be the same, since the parameters are linearly related by 
Eb/No6=iSF.SIR. In this thesis, it is the Eb/No that has been used throughout. A PCE error of ldB 
is interpreted as the standard deviation of ldB around the target SIR [Prasa95].
(a)
300 400 500PC Averaging Period No. 800
Fig. 3-10(a) PCE in time, and (b) Its distribution, p=0, 0=2.57 [GunarOl]
Fig. 3-10 shows the PCE in time, as well as its PDF. The results have been obtained for a UE 
travelling at 20 km/h in the Vehicular-A environment with W-CDMA LI parameters (see 
Appendices A & B for a full list of simulation parameters). The service considered here is the 
8kbps speech service (5F=128) with target Eb/No=7dB. The results show that the PCE can indeed 
be modelled as a zero-mean log-normal RV. Fig. 3-11 shows the relationship of the PCE with 
capacity.
The analysis carried out in [Beach98] is reproduced in Fig. 3-11, which shows that a ldB PCE 
can reduce the capacity by 30%. Different analyses, e.g. [Prasa95, Beach98, Steel96, Mille96] 
have produced somewhat different results for the Capacity-PCE relationship. Hence our analysis 
here is purely qualitative. However, they all indicate that the capacity degradation is exponential
6 Eb/N0 is assumed to represent the bit-energy to interference-plus-thermal-noise density ratio
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Fig. 3-11 CDMA Capacity vs. the PCE (dB) [Beach98]
with the PCE. On the basis of such results, it can be said intuitively that it is more advantageous 
to try to improve the performance of PC of relatively slow moving users (those with a PCE<ldB 
for example), than those who are already ineffectively power-controlled and moving at high 
speeds.
3.4 C h a p te r  S um m ary
This chapter has introduced SS systems and also discussed the many aspects of PC in DS- 
CDMA. It can be concluded that a DS-CDMA system can attain a higher capacity over its 
FDMA/TDMA counterparts, and power control plays a crucial role in deciding and augmenting 
this capacity.
Perfect power control is hard to achieve in practice, hence, under imperfect power control, one of 
the main objectives is to minimise standard deviation of the PCE -  this also forms the basis for 
most of the work carried out in this thesis.
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Chapter 4
The 3rd Generation Systems
4.1 In tro d u c tio n
The first part of this chapter concentrates on the evolution of the technologies for 3G systems in 
the run up to their standardisation in 1998. The air interface proposals accepted for the 3G 
systems have been discussed extensively in Section 4.3, as well as the worldwide spectrum 
allocations for these systems. Based on the delay-sensitivity of the traffic, four QoS traffic classes 
have been defined for UMTS; these are discussed in Section 4.4. In Section 4.5, the UMTS 
system architecture is described in terms of the elements in the Core Network (CN) as well as the 
Radio Access Network (RAN).The W-CDMA physical layer (LI) is discussed in Section 4.6 -  its 
interaction with the higher layers of the access network as well as some of the LI functions that 
are relevant to this work, e.g. spreading, modulation and the power control procedure.
4.2 T he E vo lu tion  of 3G  System s
During the 1990s, wideband CDMA techniques with a carrier bandwidth of 5MHz or more have 
been studied intensively. To this end, projects such as RACE (CODIT) and ACTS (FRAMES) 
spearheaded the European research activities in the run up to the standardisation of UMTS 
[Prasa98]. In July 1997, five proposals were received by ETSI, which were grouped in to five 
concept groups as W-CDMA, W-TDMA, TDMA/CDMA, OFDMA and ODMA (Opportunity 
Driven Multiple Access). In January 1998, ETSI decided between the technologies by selecting 
W-CDMA as the standard for the UTRA-FDD mode (paired frequency bands) and W- 
TDMA/CDMA for the unpaired TDD mode [ToskaOO].
Similar research activities were carried out in Japan, Korea and the USA. In Japan, ARIB 
(Association for Radio Industries and Businesses) evaluated WCDMA, WTDMA and ODMA as 
possible candidates and W-CDMA had already been chosen in 1997 for both FDD and TDD 
modes; since this process was completed in Japan before that of their European counterparts 
ETSI, it carried more weight in the ETSI selection process. The Korean Telecommunications 
Technology Association (TTA) had 2 proposals, TTA1 based on synchronous W-CDMA and 
TTA2 based on asynchronous W-CDMA; the former was similar to the ETSI/ARIB W-CDMA
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proposal while the latter was similar to cdma2000. In the US, cdma2000 has been proposed to the 
ITU (International Telecommunications Union) by the TLA. (Telecommunications Industry 
Association) as the path of evolution for the narrowband IS-95 CDMA systems. The cdma2000 
proposal is based partly on IS-95 principles with respect to synchronous network operation, 
common pilot channels, and so on, but is a wideband version with three times the bandwidth of 
IS-95, and hence backward compatible to IS-95. The ITU proposal contains further bandwidth 
options as well as a multi-carrier (MC-CDMA) option for downlink. The MC mode is a spectrum 
refarming approach, since it allows a 3rd Generation system to be deployed on the same frequency 
spectrum as an existing IS-95 network. This type of approach is foreseen in countries where there 
is no separate IMT-2000 spectrum [ToskaOl].
4.3 T he 3G  A ir In terfaces: T he IM T-2000 F ram ew ork
The CDMA-based standardisation work within ITU (International Telecommunications Union) is 
discussed in this section. Within the ITU, the 3G systems are called International Mobile 
Telephony 2000 (IMT-2000). Within the IMT-2000 framework, several different air interfaces 
are defined for the 3G systems, which are described next.
3 G  C D M A  Technologies
F D D T D D M u lt i - C a r r ie r
60MHz 60MHz
< ► < ► U L  & D L R F  Carriers
t m
3.75MHz 3X1.25 MHz
< ► < ►
Fig. 4-1 IMT-2000 CDMA Modes
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4.3.1 W ideband Frequency Division Duplex Mode: UMTS-FDD
This system follows the concept of Interim Standard 95 (IS-95), developed by Qualcomm and 
adopted by TIA in 1993. To accommodate larger multiple rates, an extended bandwidth per 
carrier (5MHz, paired band) is used. The frequency and bandwidth allocations are as follows:
■ UL: 1920-1980 MHz (60MHz total -  12 carriers)
■ DL: 2110-2170 MHz
The spreading factor (SF) varies between 4-256 (UL) and 512-4 (DL) [TS 25.201], and supports 
data rates between 8kbps and 2Mbps. The modulation is QPSK in both directions and the channel 
coding (FEC) schemes/rates are [Toska02]:
H 1/2 or 1/3 rate Convolutional Coding with constraint length 9, for Speech and low data 
rates with BER=10"3 requirement 
* 1/3 rate Turbo Coding for high data rates with BER=10'6 requirement
Radio Frame (10ms)<   ►
frame #i frame #i+l
] Time Slot (2560*TC)
r«------- ►
timeslot #0 timeslot #1 timeslot #2 timeslot #13 timeslot #14
Fig. 4-2 UTRA-FDD Radio Frame and Slot structure
The frame and slot structure is shown in Fig. 4-2. A radio frame is of 10ms duration and 
comprises 15 slots per frame; a time slot corresponds to 2560 chips (Tc = chip duration).
4.3.2 Time Division Duplex Mode: TDD
Here, there are two technologies:
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4.3.2.1 W ideband  T im e D ivision D uplex M ode: UM TS-TD D
In this mode, the 5MHz bandwidth is used for both directions (unpaired band) by alternating the 
direction of transmission. Since the UL and DL are divided in the time domain, it is possible to 
change the duplex switching point and move the capacity from UL to DL, or vice versa, 
depending on the capacity requirements for the two links. The modulation is QPSK in both UL 
and DL directions, SF values are 16-1 for both links [TS 25.201], and the FEC codes are the same 
as in UMTS-FDD (the ‘no coding* option is available in addition). The frequency bands allocated 
are1900-1920 and 2010-2025 MHz (20+15MHz in total).
The physical frame structure and channel bandwidth of both UTRA-FDD and UTRA-TDD are 
the same (see Fig. 4-2), i.e. both use a carrier bandwidth of 5MHz, chip rate of 3.84 Mcps, a 10ms 
frame length and 15 slots per frame. In the case of TDD, the physical content of the slots will be 
the TDD burst, whose direction and content will depend on the switching configuration and the 
burst format being used, respectively [TS 25.221]. Also a guard period is used at the end of each 
slot to avoid overlapping of UL and DL transmissions [HolmaOO].
Interference Considerations for UMTS-TDD: The use of the same frequency for both the UL 
and the DL, coupled with issues like BS synchronisation and different link asymmetries in 
different cells means that several interference scenarios can be described in UMTS-TDD. The 
cases are UE-BS/BS-UE interference, interference between UEs and between BSs for a given 
carrier, or between two operators [HolmaOO]. UE-to-UE Interference can take place when one 
UE is transmitting and the other (in another cell) is in receiving mode (usually between UEs on 
the cell borders). This occurs due to different link asymmetries being used between the UL and 
the DL in adjacent cells, on the same frequency or for different operators, and irrespective of 
whether the cells are frame-synchronised. UE-UE interference cannot be controlled since their 
locations cannot be controlled, hence cannot be avoided by network planning. BS-to-BS 
Interference occurs when the UE-UE scenario just discussed, is experienced between two BSs. It 
can arise between the BSs of one carrier, or those of different operators on adjacent frequencies. 
BS-BS interference depends heavily on path loss between the two BSs in question, hence can be 
controlled through radio network planning.
It has been found that the effects of BS-BS interference scenario are more critical than the other 
scenarios [HolmaOO]; therefore it is beneficial to synchronise the adjacent TDD cells of the same 
operator. Careful radio planning will also reduce the BS-BS interference. The collocation of two 
operators UTRA-TDD BSs in adjacent frequencies is feasible only if the networks are
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synchronised, and if identical splitting between UL and DL is used. If the BSs are not collocated, 
the synchronisation is not necessarily needed [HolmaOO].
4.3.2.2 N arro w b an d  (Low C hip R ate) TDD
In addition to UMTS-TDD proposed by 3GPP, CWTS (China Wireless Telecommunications 
Standard Group) of China have proposed a narrowband version (1.28Mcps/1.6MHz bandwidth) 
of TDD. Also known as TD-SCDMA (Time Division-Synchronous CDMA), the technology for 
which was developed by CATT (China Academy of Telecommunications Technology) and their 
proposal accepted by the ITU back in May 2000. More significantly, it was accepted by 3GPP as 
an official 3G standard in April 20011 [WEvolOlb]. The smaller chip rate will obviously result in 
a different physical layer channel structure and RF requirements compared to UTRA-TDD. The 
areas where most issues are common are the channel coding and MUXing as well as spreading 
[Toska02]. The spreading factors and channel encoders are common with 3.84 Mcps TDD. The 
frame structure, as shown in Fig. 4-3 consists of two identical 5ms sub-frames that include 7 time 
slots each. In the area of modulation, 1.28 Mcps TDD uses 8PSK, which is needed to fulfil the 
2Mbps requirements for IMT-2000 3G technologies.
Radio frame (1 0 m s )
M  ►
frame #i frame # i + l
\
subfram e (Sm s)
M -----------------------------►
subframe #1 subfram e #2
t im es lo t  # 0 t im es lo t  #1 t im es lo t  #2 t im es lo t  #6
Fig. 4-3 The Radio Frame and Slot structure for the 1.28 Mcps TDD Option
The chief proponents of TD-SCDMA, Siemens and China’s DaTang (the manufacturing arm of 
CATT) maintain that the technology has three main advantages over the other 3G standards 
[WEvolOlb]:
1 The specifications for this mode have been included in 3GPP Release 4
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■ It is more efficient in its use of spectrum (i.e. 1.6MHz bandwidth compared to 5, 2 X 5 
and 2 X 1.25 MHz, and offering rates up to 2Mbps)
■ It makes use of Smart Antennas
■ Offers Joint Detection and Terminal Synchronisation
The latter techniques improve transmission quality and enhance the ability of BSs to provide a 
full range of coverage options from macro to picocells. Where wideband TDD will mainly 
support asymmetric services in microcells and other private/indoor environments [HolmaOO], TD- 
SCDMA technology is expected to overcome these hurdles of small coverage and low mobility 
and offer symmetric as well as asymmetric services, acheving the same data rates as the other 3G 
technologies, within only 1.6MHz [NTDD_F02], which would be a great advantage. 
Furthermore, the equipment costs are expected to be low2. But perhaps the most significant aspect 
of TD-SCDMA is its ability to sit alongside existing GSM networks, which should reduce roll­
out costs for existing GSM operators [WEvolOlb],
4.3.3 M ulti-C arrier CDMA
Multi-Carrier (MC) CDMA, based on the cdma2000 MC option, is being standardised by 3GPP2. 
The MC mode was considered as the way for 3G evolution for operators with an existing IS-95 
(or IX) network, especially if a 3G network is to be deployed on the same frequency spectrum as 
an existing IS-95 network (due to lack of IMT-2000 spectrum).
The name for the MC mode comes from the downlink transmission direction, where instead of a 
single wideband carrier, multiple (up to 12) parallel narrowband CDMA carriers are transmitted 
from each BS. Each carrier uses the 1.2288 Mcps (IS-95) chip rate. The UL is ‘pure’ DS-CDMA, 
very similar to UTRA-FDD, with a chip rate that is a multiple of 1.2288 Mcps. The first ITU 
release of cdma2000 will adopt up to three carriers (hence known as 3X mode) at a chip rate of 
3.6864 Mcps (3.75MHz). As illustrated in Fig. 4-1, three narrowband IS-95/1X carriers, each 
with 1.25 MHz are bundled to form a multi-carrier transmission in the DL, with approximately 
3.75 MHz (3X) bandwidth in a 5MHz deployment. These carriers have partially overlapped 
spectral positions, which result in improved spectral efficiency [DimitOO].
Currently there does not seem to be commercial commitments for actually adopting the MC mode 
but instead the focus has been more on the further development of narrowband operation. The IX
2 For example the linearity required of the power amplifier is over a much wider bandwidth in the 
wideband mode, compared to the width required in TD-SCDMA. The expected cost of a BS will be within 
70% of the cost for other standards [NTDD_F02]
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development work has produced different versions of the specifications, with the latest work 
being done on the lXEv-DO as the data only system and lXEv-DV. lXEv-DO (DO = Data Only) 
is a data only system that uses a separate carrier from voice or other circuit-switched services 
while lXev-DV (DV = Data and Voice), uses the same carrier for mixed voice and packet data 
operation on the same carrier [Toksa02]. The lXEv-DO and lXEv-DV technologies have peak 
rate capabilities in the order 2.4 Mbps and 3 Mbps respectively; if there is need to extend the 
capabilities beyond that, then the wider bandwidth (e.g. MC/3X) is necessary.
4.3.4 W orldwide Spectrum Allocations for 3G
To support the proposed technologies, new spectrum has to be allocated. At its 1992 meeting, the 
World Administrative Radio Conference (WARC) of the ITU identified the frequencies around 
2GHz that were available for use by the 3G systems, both terrestrial and satellite. 155MHz of new 
radio spectrum was set aside for terrestrial 3G systems (plus 75MHz for the satellite component). 
The available spectrum and the corresponding geographical regions where it is available is 
summarised in Table 4-1. In addition to the original frequency bands allocated in WARC-92, 
more IMT-2000 spectrum has been identified; in May 2000, the following frequency bands were 
identified for IMT-2000 [Toska02]:
» 1710-1885 MHz
" 2500-2690 MHz
■ 806-960 MHz
Note that some of the new bands listed, especially those below 2GHz are partly used with 
systems like GSM; hence the main new spectrum in Europe for IMT-2000 will be 2500-2690 
MHz. While MC-CDMA can operate on the existing IS-95 spectrum, new spectrum has also been 
allocated very recently in the US for 3G systems [Toska02, Mobil02s], where IMT-2000 
spectrum was originally unavailable. 90 MHz around the 1700 and 2100 MHz bands has been 
made available for this purpose, as shown in Table 4-1.
Chapter 4 -  The 3rd Generation Systems
75
Chapter 4 -  The 3rd Generation Systems
Region Technology UL (MHz) DL (MHz) Total
(M Hz)
Comments
Japan, Korea UMTS-FDD 1920-1980 2110-2170 2 X 6 0 IMT-2000
Spectrum
Europe GSM 1800 
UMTS-FDD 
UMTS-TDD
1710-1785
1920-1980
1900-1920
1805-1880
2110-2170
2010-2025
2 X 7 5
2 X 6 0
20+15
IMT-2000
Spectrum
USA IS-95 PCS 1850-1910 1930-1990 2 X 6 0
3G 1710-1755 2110-2170 2 X 4 5 NEW
IMT-2000
Spectrum
Global 3G 2500-2690 190 NEW
IMT-2000
Spectrum
Table 4-1 WARC-92 3G Spectrum and new allocations around 2GHz
4.4 U M TS Services an d  A pplications
The best-known new feature of UMTS is the support of higher data rates [Toska02]. Circuit- 
switched (CS) data rates up to 384kbps, and packet-switched (PS) up to 2Mbps means that new 
services will be facilitated, such as real-time video and quick downloading of data (e.g. ftp) to 
mention a few. Hence, such diverse services will have different QoS3 requirements to be met. 
Initial UMTS networks will not implement all of the QoS requirements; hence delay-sensitive 
applications such as speech and video-telephony will be carried on CS bearers. Later it should be 
possible to support delay-critical services such as packet data with different QoS requirements, 
including those services/applications (e.g. killer applications) not yet discovered. To this end, in 
UMTS four QoS traffic classes have been identified [Toska02]. The classes are distinguished by 
how delay-sensitive the traffic is: the first class is very delay-sensitive whilst the last (i.e. 
background traffic) is the least delay-sensitive.
* Conversational Class: The best-known application here is the speech service over CS 
bearers. With the Internet and multimedia, a number of new applications will require this 
type, for example voice over IP (PS) and video telephony (CS). Real-time conversation is 
characterised by symmetric or nearly symmetric traffic and low end-to-end delay 
requirements (< 400ms), since the end-users are always human4 [Toska02].
3 In the context of UMTS, QoS refers to the collective effect of service performance that determines the 
degree of satisfaction of the end-user of the service [Laiho02]
4 However, typical values are 100-150ms for terrestrial systems
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■ Streaming Class: Multimedia streaming is the main application here. Streaming 
technologies are increasingly important with the growth of the Internet because most 
users do not have fast enough access to download large multimedia files quickly. With 
streaming, the client browser or plug-in can start displaying the data before the entire file 
has been transmitted. Streaming applications are very asymmetric and therefore typically 
withstand more delay than symmetric conversational services.
* Interactive Class: Here, the data traffic is of a request-response pattern. Applies when 
the end-user is a machine or a human, and is on-line requesting data from remote 
equipment (e.g. a server). Examples of applications are web browsing and interactive 
network games; a machine-to-machine example is automatic database enquiries.
■ Background Class: Background traffic is characterised by the fact that the destination is 
not expecting the data within a certain time, and no immediate response is required by the 
receiver. The delay may be seconds or even minutes, thus is more or less insensitive to 
delivery time. Examples are e-mail delivery, Short Messaging Service (SMS) and more 
recently Multimedia Messaging Service (MMS), which is an extension of SMS. As the 
name suggests, MMS contains not only text, but several elements such as text, voice, 
animated GIF images, JPG images, ringing tones and other applications. MMS transport 
is done using WAP transport and any bearer capable of WAP can be used. Hence, MMS 
is bearer independent, i.e. it is not limited to GSM or W-CDMA.
The conversational and streaming classes are typically transmitted as real-time connections over 
the W-CDMA Release’99 air interface, while the interactive and background classes are 
transmitted as non-real time packet data using packet scheduling [Toska02].
Another new and important feature in UMTS (e.g. compared to GSM) is that it allows negotiation 
of the properties of a radio bearer5 (RB). It also allows the change of bearer properties via a 
bearer renegotiation procedure, within the duration of a connection. Bearer negotiation is initiated 
by an application, while renegotiation may be initiated either by the application or by the network 
(e.g. during HO). An application-initiated negotiation is basically similar to a negotiation that 
occurs in the bearer establishment phase: the application requests a bearer depending on its needs, 
and the network checks the available resources and the user’s subscription and then responds. The 
user either accepts or rejects the offer. The properties of a bearer affect directly the price of the 
service.
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3 Within the UMTS network the UMTS bearer service consists of the Radio Access Bearer (RAB) service
and the Core Network Bearer (CNB) service. The UTRAN and GERAN are responsible for the RB service
and the Iu Bearer service. The SGSN, GGSN and the possible IP-based network between those network 
elements provide the CNB service.
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Attributes that define the characteristics of the transfer may include throughput, delay and data 
error rate. The bearer class, bearer parameters and parameter values are directly related to an 
application as well as to the networks that lie between the sender and the receiver.
4.5 U M TS System  A rch itec tu re
The UMTS system architecture is modular, in the sense that it is possible to have several network 
elements of the same type. In principle, the minimum requirement for a fully featured and fully 
operational network is to have at least one logical network element of each type (some elements 
being optional). The possibility of having more than one entity of the same type allows the 
UMTS system to be divided into sub-networks that are operational on their own, or with other 
sub-networks, and that are distinguished from each other with unique identities [Toska02]. Such a 
sub-network is called a UMTS PLMN (Public Land Mobile Network) and is illustrated in Fig. 4- 
4. Typically one PLMN is operated by a single operator, and is connected to other PLMNs as 
well as other types of networks, such as ISDN, PSTN and the Internet.
Fig. 4-4 UMTS PLMN
We describe the UMTS system architecture in terms of the elements in Fig. 4-4. Functionally the 
network elements are grouped into the RAN (UMTS Terrestrial RAN=UTRAN) that handles all 
radio-related functionality, and the CN, which is responsible for switching and routing calls and 
data connections to external networks. To complete the system, the User Equipment6 (UE) that 
interfaces with the user and the radio interface is defined.
From a specification and standardisation point of view, both UE and UTRAN consist of 
completely new protocols, designed on the needs of the W-CDMA radio technology. On the 
contrary, the definition of CN is adopted from GSM [Toska02]; an emerging alternative is an all-
6 The UE is used elsewhere in this thesis to refer in general to the handset (or mobile terminal)
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IP based CN, adopted from GPRS7. This gives the system with new radio technology a global 
base of known and rugged CN technology that accelerates and facilitates its introduction, and 
enables advantages such as global roaming. A short introduction of all the elements shown 
follows.
H The Mobile Equipment (ME) is the radio terminal used for radio communication over the 
Uu interface.
■ The UMTS Subscriber Identity Module (USIM) is a smartcard that holds the subscriber 
identity, performs authentication algorithms, and stores authentication and encryption 
keys and some subscription information that is needed at the terminal.
UTRAN also consists of two distinct elements:
* The Node B8 converts the data flow between the Iub and Uu interfaces. It also 
participates in radio resource management.
■ The Radio Network Controller (RNC) owns and controls the radio resources in its 
domain (i.e. of the Node Bs connected to it). RNC is the service access point for all 
services UTRAN provides the CN, for example management of connections to the UE.
The main elements of the GSM/GPRS CN (excluding those used to provide Intelligent Network 
services) are:
■ HLR (Home Location Register) is a database located in the user’s home system that 
stores the master copy of the user’s service profile. The service profile consists of, for 
example information on allowed services, forbidden roaming areas etc. It is created when 
a new user subscribes to the system, and remains stored as long as the subscription is 
active. For the purpose of routing incoming transactions to the UE (e.g. calls or short 
messages), the HLR also stores the UE location.
■ MSC/VLR (Mobile Switching Centre/Visitor Location Register) is the switch (MSC) and 
the database (VLR) that serves the UE in its current location for CS services. The MSC 
function is used to switch the CS transactions, and the VLR holds a copy of the visiting 
user’s service profile, as well as more precise information on the UE’s location within the 
serving system. The part of the network that is accessed via the MSC/VLR is often 
referred to as the CS domain.
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8 The term ‘Base Station’ (BS) used elsewhere in this thesis means exactly the same element as Node B
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■ GMSC (Gateway MSC) is the switch at the point where UMTS PLMN is connected to 
external CS networks. All incoming and outgoing CS connections go through GMSC.
■ SGSN (Serving GPRS Support Node) is the packet-domain equivalent to the MSC, and is 
connected to similar support systems, e.g. the HLR, giving access to the profile of each 
user. Its basic function is the delivery of data packets from and to the mobiles within its 
service area. It handles mobility management, tracking the user in the mobile network 
[DettmOl].
■ GGSN (Gateway GPRS Support Node) links the packet domain to the outside world, 
providing connectivity to the Internet and private data networks. Its functionality is close 
to that of the GMSC, but in relation to packet services. A GGSN in the CN behaves as a 
router and hides the PLMN-specific features from the external data network [DettmOl, 
Halon02].
The external network can be divided into two groups:
■ CS networks: These provide CS connections, like the existing telephony service. ISDN 
and PSTN are examples of CS networks.
■ PS networks: These provide connections for PS connections. The Internet is an example 
of a PS network.
The following main open9 interfaces between the logical network elements are defined: The Cu 
Interface is the electrical interface between the USIM smartcard and the ME; the interface 
follows a standard format for smartcards. The Uu Interface is the W-CDMA air interface. It is 
the interface through which the UE accesses the fixed part of the system; since there is fierce 
competition amongst handset manufacturers, it is probably the most important open interface on 
UMTS. The Iu Interface connects UTRAN to the CN; it corresponds to A (Circuit Switched) and 
Gb (Packet Switched) interfaces in GSM. The open Iu Interface gives UMTS operators the 
possibility of acquiring UTRAN and CN from different manufacturers. The open Iur Interface 
allows SHO between RNCs from different manufacturers, and therefore compliments the open Iu 
interface. The Iub Interface connects a Node B and an RNC. UMTS is the first commercial 
mobile telephony system where the Controller-Base Station interface is standardised as a fully 
open interface.
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4.6 W -C D M A  Physical L ay e r (L I /  PH Y )
LI of the radio interface has been typically the main discussion topic when different cellular 
systems have been compared against each other. The LI structure naturally relates directly to the 
achievable performance issues, when observing a single link between a LIE and a BS, and 
therefore defines the fundamental capacity limits. It is also important from the point of view of 
equipment complexity with respect to the baseband processing power, both at the UE and at the 
BS [Toska02]. The detailed descriptions in this section will be in the context of UMTS-FDD 
mode.
4.6.1 Interaction with the Higher Layers
As mentioned in Section 4.5, the Uu interface is the connection point between the UE and the 
RAN. The RAN is composed of Layers 1,2 and 3. LI is the lowest layer in the OSI Reference 
Model and it supports all functions required for the transmission of bit streams on the physical 
medium; it is based on the W-CDMA/TD-SCDMA technology. L2 is called the Data Link Layer 
and is split into two sublayers - Medium Access Control (MAC) protocol and the Radio Link 
Protocol (RLC). In the user plane, two additional service-dependent protocols exist: Packet Data 
Convergence Protocol (PDCP) and Broadcast/Multicast Control Protocol (BMC). L3 is the 
Network Layer, and consists of one protocol, called Radio Resource Control (RRC). The physical 
layer is controlled by RRC [Toska02].
Fig. 4-5 shows the UTRA radio interface protocol architecture around LI. The physical layer 
interfaces the MAC sub-layer of Layer 2 and the RRC Layer of Layer 3. The circles between 
different layers/sub-layers indicate Service Access Points (SAPs).
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equipment at the endpoints can be from two different manufacturers
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Fig. 4-5 Radio interface protocol architecture around LI
The physical layer offers different data transport services to the MAC layer via Transport 
channels. A transport channel is characterised by how and with what characteristics the 
information is transferred over the radio interface [TS 25.301]. The characteristics of a transport 
channel are defined by its transport format (or format set), specifying the physical layer 
processing to be applied to the transport channel in question, such as convolutional channel 
coding and interleaving, and any service-specific rate matching as needed [TS 25.302]. In UTRA 
the data generated at higher layers is carried over the air interface with transport channels, which 
are mapped in LI to different physical channels. Physical channels are defined in the physical 
layer. In UTRA-FDD, there are two types of transport channels [Toska02]: dedicated transport 
channels and common transport channels. There is only one of the former type, i.e. DCH, which 
carries all the information intended for a given user coming from above LI. In LI, the DCH is 
mapped into the physical channels DPDCH and DPCCH. There are six of the latter type, viz. the 
Broadcast Channel (BCH), Forward Access (FACH), Paging (PCH), Random Access (RACH),
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UL Common Packet Channel (CPCH) and the Downlink Shared Channel (DSCH)10. Such 
multiplexing/demultiplexing between LI and L2 is required since the W-CDMA LI is required to 
support variable bit rates as well be able to multiplex several services onto one connection.
The MAC layer, in turn offers services to the RLC sub-layer of L2 by means of Logical channels 
(one of the functions of the MAC is to map between logical channels and transport channels). A 
logical channel is characterised by the type of data transferred by the MAC, i.e. its concept is 
based on what is transported [TS 25.201, TS 25.301]. There are two groups of logical channels: 
Control Channels and Traffic Channels. Control channels are used to transfer control plane 
information Control channels are used to transfer control plane information (e.g. signalling), and 
the traffic channels are used for user plane information. The control channels are: the Broadcast 
Control Channel (BCCH), used channel used for broadcasting system control information; Paging 
Control Channel (PCCH) used to transfer paging information; Dedicated Control Channel 
(DCCH), a channel that transmits dedicated control information between a UE and the RNC, and 
the Common Control Channel (CCCH), used for transmitting control information between the 
network and the UEs. The CCCH is always mapped onto RACH/FACH transport channels. 
BCCH and PCCH are DL channels while DCCH and CCCH are bi-directional. The traffic 
channels are: the Dedicated Traffic Channel (DTCH) and the Common Traffic Channel (CTCH). 
DTCH is appoint-to-point channel, dedicated to one UE, for the transfer of user information. A 
DTCH can exist both in the UL and DL. CTCH is a point-to-multipoint channel for transfer of 
dedicated user information for all or a group of specified UEs; CTCH exists only on the DL.
4.6.2 Overview of L I Functions
The main functions the physical layer performs are summarised next [TS 25.302]. Those 
functions that are relevant to this thesis are subsequently expanded.
■ EEC encoding/decoding of transport channels
■ Measurements and indication to higher layers (e.g. FER, SIR, interference power, 
transmission power, etc.)
■ Macrodiversity distribution/combining and soft handover execution
■ Error detection on transport channels
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relevant only to L I; the Common Pilot Channel (CPICH) and Acquisition Indication (AICH) are not 
directly visible to higher layers, hence have no corresponding transport channels but are mandatory from 
the system function point of view, to be transmitted from every BS.
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■ Multiplexing of transport channels and demultiplexing of coded composite transport 
channels
■ Rate matching
■ Mapping of coded composite transport channels on physical channels
■ Modulation and spreading/demodulation and despreading of physical channels
■ Frequency and time (chip, bit, slot, frame) synchronisation
■ Closed-loop power control
H Power weighting and combining of physical channels;
■ RF processing
4.6.2.1 S pread ing
As discussed in Chapter 3, the concept of spreading is basic to DS-CDMA systems. In W- 
CDMA, spreading of the signal is performed under two distinct operations: The first is the 
channelisation operation, which transforms every data symbol into a number of chips, thus 
increasing the bandwidth of the signal. The number of chips per data symbol is the spreading 
factor, SF. The second operation is the scrambling operation, where a scrambling code is applied 
to the spread signal. Scrambling is used on top of spreading, so it does not change the bandwidth 
of the signal, as illustrated in Fig. 4-6. Since they have low cross-correlation properties, their 
purpose is to facilitate the separation of signals from different sources (transmitters) [Laiho02, 
Toska02J; by this rationale, it would not matter if the channelisation operation was done with an 
identical code for different transmitters. It is the scrambling operation that actually makes the 
PSD of the spread CDMA signal noise-like (i.e. randomisation), thus improving its anti-jam 
capability. Here again, long scrambling codes [TS 25.213] randomise better than the short ones.
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Fig. 4-6 Relation between Spreading and Scrambling
Channelisation: Transmissions from a single source are separated by channelisation codes, i.e. 
the connections within one cell/sector on the DL, the separation of the dedicated physical 
channels DPDCH and DPCCH on the UL. The channelisation codes in UTRA are based on the
84
Orthogonal Variable Spreading Factor (OVSF) technique. Originally proposed in [Adach97], it is 
in fact another method to generated Walsh functions (Walsh functions were discussed in Chapter
3). The use of OVSF codes allows the spreading factor to be changed and the orthogonality 
between different spreading codes of different lengths to be maintained. The codes are picked 
from a code tree, illustrated in Fig. 4-7. Each layer (SF) comprises a set of Walsh functions that 
are mutually orthogonal. Furthermore, any two codes of different layers are also orthogonal 
except for the case that one of the two codes is a mother code" of the other.
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Fig. 4-7 OVSF Code Tree
There are restrictions on how the code tree should be utilized when selecting the spreading codes. 
On the UL the rules are quite straightforward, e.g. for spreading the UL dedicated channels, the 
following procedure is followed [TS 25.213]:
■ The DPCCH is always spread by code C2 56,o.
■ When only one DPDCH is to be transmitted, DPDCHj is spread by code cd)i = C':SFtk
where SF is the spreading factor of DPDCHi and k= SF / 4
■ When more than one DPDCH is to be transmitted, all DPDCHs have spreading factors
equal to 4. DPDCH„ is spread by code C4,k, where k = 1 if n e {1, 2}, k -  3 if n e {3, 4],
and & = 2 if ft e {5,6}.
The rules are based on selecting orthogonal codes which have the best autocorrelation properties, 
and, as mentioned earlier, it can be seen that several users utilising the same service (SF/data rate)
11 For example, C2,o is a mother code of C4i0 and C4i[ and so on
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in a cell/sector may use the same OVSF code for spreading; hence no OVSF code planning is 
required. In the case of transmissions originating from a single source however (e.g. the DL), the 
situation is different, and the issue regarding the mother codes has to be taken into account 
[Adach97] as long as the codes are taken from the same code tree, i.e. a code tree used by one 
transmitting source (UE or BS). However, since one code tree is used with one scrambling code 
on top of the tree, different BSs (or UEs) may operate their code trees totally independent of each 
other without any coordination. The DL orthogonal codes are managed by the RNC in the 
network.
Scrambling: The objectives of scrambling were discussed in the beginning of the section. In 
addition, the complex scrambling operation on the W-CDMA UL helps reduce the peak-to- 
average power ratio (crest factor) of the handset power amplifier (PA) - in order to maintain and 
improve the power amplifier efficiency of the handset (which in turn is proportional to the 
terminal talk time), it is important to have a low crest factor for the PA [Jabba98, Laird99]. Since 
the data rates, and hence the transmitted power levels of DPDCH and DPCCH are typically 
different in the W-CDMA UL, with the dual-channel QPSK modulation (I-Q/code multiplexing) 
method employed, if complex scrambling was not used, the spreading (channelisation) alone 
would lead in extreme cases (i.e. at high data rates) to BPSK-type transmission when transmitting 
the branches independently [Toska02], thus increasing the crest factor. However, with the I- 
Q/code multiplexing coupled with complex scrambling solution (see Fig. 4-8), the PA efficiency 
remains the same as for normal balanced QPSK transmission, and irrespective of the power ratio 
between DPDCH and DPCCH. Furthermore, the complex scrambling codes are derived in such a 
way that the rotations between consecutive chips within one symbol duration are limited to ±90°. 
The full 180° rotation can happen only between consecutive symbols. This method further 
reduces the peak-to-average power ratio of the transmitted signal from the normal QPSK 
transmission [Tosak02].
In the UL direction there are two solutions: short and long scrambling codes. There are 224 short 
and 224 long UL scrambling codes [Laiho02]. The long scrambling sequences are constructed 
from position wise modulo 2 sum of 38,400 chip segments of two binary m-sequences generated 
by means of two generator polynomials of degree 25 [TS 25.213]; one m-sequence is the delayed 
version of the other. The resulting code is a truncated Gold sequence of period 10ms. The short 
scrambling code is of length is 256 chips. The long codes are used if the BS uses a RAKE 
receiver. If advanced multi-user detection (MUD) is used at the BS, short codes (length 256
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chips) are used to ease the implementation of advanced receiver structures [Toska02], The W- 
CDMA DL uses different scrambling codes to distinguish BSs12.
On the W-CDMA DL, only long codes are utilised. A total of 2,8-l = 262,143 scrambling codes 
can be generated, however not all the scrambling codes are used. This is because the cell search 
procedure would otherwise become too excessive. The scrambling codes are divided into 512 sets 
each of a primary scrambling code and 15 secondary scrambling codes [TS 25.213]. The 
scrambling codes must be allocated to the sectors in the network planning stage, in such a way 
that the code reuse distance is sufficient, so that no scrambling code confusion results at the UE 
[LeeOl]. However, because there is a large number of codes, this will be an easy task and will be 
accomplished automatically by the network planning tool. Only one scrambling code should be 
used per cell or sector to maintain the orthogonality between different DL code channels; 
however if a secondary code is introduced in the cell, then only those users not fitting under the 
primary scrambling code should use the secondary code, because the orthogonality is degraded 
most if the users are shared evenly between two different scrambling codes [Toska02].
4.6.2.2 M odu la tion
The UTRA modulation scheme is QPSK (except the 8PSK option for TDD). On the W-CDMA 
UL, this is achieved by a scheme known as I-Q/code multiplexing, done to minimise the audible 
interference caused at the UE side in discontinuous transmission (DTX) mode. For the case of the 
speech service, the speech coder can go into DTX mode during the silent periods of a 
conversation. In such situations, there will be no data transmitted on the dedicated data channel 
DPDCH. However, control information needs to be transmitted even in DTX mode, e.g. to 
maintain closed-loop power control, perform channel estimation etc.; hence DPCCH has to be 
transmitted. If the two channels were time-multiplexed, then it is possible for gaps to exist in the 
transmission, and these gaps result in audible interference13 to any other user-equipment close to 
the handset (e.g. hearing aids, pocket radios). Therefore the dedicated physical channels in the W- 
CDMA UL are I-Q/code multiplexed, as shown in Fig. 4-8, and this modulation scheme together 
with the complex scrambling (discussed in Section 4.6.2.1) results in a crest factor for the handset 
PA, which is not only the same as that achievable using ‘pure’ QPSK modulation, but also 
remains constant as a function of the power difference between DPDCH and DPCCH on the UL.
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as the scrambling code. The BSs are separated by different phase shifts (which are longer than the 
propagation delays expected) of the same code.
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Fig. 4-81-Q/code Multiplexing and Complex Scrambling on the W-CDMA UL14
On the W-CDMA DL however, ‘pure’ QPSK modulation is used, with time multiplexing of the 
DPDCH and DPCCH channels. Here, the I-Q/code multiplexing is not necessary since the BS is 
transmitting, hence audible interference in DTX mode would not cause any problems. 
Furthermore, the common channels have continuous transmission in any case [Toska02J and also, 
reserving a channelisation code for each user’s DPCCH would be a somewhat wastage of code 
resources. Since the I and Q branches have equal power, the complex scrambling operation does 
not provide any difference to the envelope variations as in the UL.
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4.6.2.3 Pow er C on tro l
The main PC schemes used in CDMA (CLPC, OLPC and Outer-Loop PC) were discussed in 
Chapter 3. All three schemes are used in W-CDMA for controlling the power of the dedicated 
channels; in addition, slow power control is used for the common channels.
The UL common channels in the W-CDMA UL are the PRACH and the PCPCH, which are used 
to carry the RACH and CPCH respectively. The UL dedicated channels are the DPDCH and 
DPCCH. The RACH uses OLPC while the PCPCH uses CLPC; hence the latter is always
13 For audio equipment not properly protected, this can be experienced in GSM systems @ 217Hz, which 
corresponds to the GSM frame frequency.
14 Note that, although not shown in the diagram, there can be up to six DPDCH channels (in parallel) on the 
UL; they are utilised in multi-code transmission which takes place for high data rates.
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associated with a DL DPCCH carrying TPC commands [Laiho02]. The DPCHs on the DL also 
use CLPC, whilst the common channels - PICH, AICH, Primary and Secondary CCPCH channels 
use slow power control.
Open-Loop Power Control: As mentioned in the previous chapter, the purpose of OLPC is to 
compensate for the average losses in the link, i.e. mainly path loss, but sometimes shadowing as 
well. On the W-CDMA UL, OLPC is used by the RACH and PCPCH to set the initial preamble 
powers, and also by DPCCH to set its own initial transmission power. The UL OLPC function is 
located both in the UE and the UTRAN, and requires certain control parameters being broadcast 
in the cell, in addition to measurements done by the UE and the BS. The UE measures the signal 
code power of the primary pilot P-CPICH on the DL - CPICH_RSCP, whilst the parameters 
transmit power of P-CPICH - CPICHJTx_power, the required C/I for the UL -  UL_required_CI 
are set by UTRAN, and the total wideband power at the receiver -  UL_intefferen.ee is measured 
at the BS. The power of the first transmitted PRACH (or PCPCH) preamble is hence given by 
[Laiho02j:
Preamble_Initial_Power = CPICHJTx_power -  CPICH_RSCP + UL_interference +
UL_required_CI (4.1)
The starting value (power) for the UL CLPC for DPCCH, DPCCHJnitial_power, is given 
according to eqn. (4.2) where DPCCH_Power_offset is a parameter calculated at in the RNC and 
provided to the UE for example at RRC connection setup [Laiho02]:
DPCCH Jnitial_power = DPCCH_Power_ojfset -  CPICH_RSCP (4.2)
The DL OLPC function is also located both in the UE and the UTRAN. For setting the power of 
the DL DPDCH, parameters such as the power of received CPICH (as measured by the UE and 
reported to UTRAN), the total carrier power (measured by the BS and reported to UTRAN), 
target Eb/N0 for the service, and the DL orthogonality factor a may be required. The powers for 
the DL common channels are determined by the network. For a given cell, they are usually set 
relative to the power of the pilot channel. As a rule of thumb, the P-CPICH is allocated about 5- 
10% of the total cell transmit power (30-33dBm typical); the powers of the other common 
channels (which may be varied dynamically) are set 5-8dB below this value [Laiho02].
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Closed-Loop Power Control: The objectives of CLPC and the operation of conventional CLPC j
in CDMA systems were discussed extensively in Section 3.3.3.2. For the dedicated channels on
the UL, DPDCH and DPCCH, two power control algorithms, denoted PCA1 and PCA2 have
been proposed in [BakerOO] and have subsequently been standardised in 3GPP [TS 25.214]. W-
CDMA allows the flexibility of selecting the power control step size for the UE (signalled by the
serving RNC), or the BS (DL case), that is optimum for some given scenario (e.g. speed, channel
PDP). Step sizes ldB and 2dB can be physically implemented at the UE; smaller sizes are
expected to increase the complexity of the handset - this is the very reason why PCA2 has been
proposed -  to emulate step sizes smaller than ldB. PCA1 is the conventional CLPC (similar to
what is used in IS-95 systems) where the power control step size is varied up or down at a
constant frequency (in this case, once in every UMTS slot), according to the target SIR. The work
carried out in this thesis is also mainly based on PCA1.
PCA2 was originally proposed to tackle the fading at very low speeds (e.g. < 3km/h) when a ldB 
step may be too high for the slow channel variations, and also at high speeds > 80km/h) when 
PCA1 may not be effective in tackling the fast fading [BakerOO]; in the latter case PCA2 has been 
shown to perform better than PCA1 by performing only average power control, i.e. by 
compensating only for the slow channel variations. In PCA2, the PC step size is fixed at ldB. The 
UE does not change its power until it has received five consecutive TPC commands (in five 
consecutive slots). At the end of the fifth slot, the UE adjusts its transmission power according to 
the following rule:
■ If all five estimated TPC commands are ‘power-down’ commands, reduce the transmit 
power of the UE by ldB
■ If all five estimated commands are ‘power-up’ commands, increase the power by ldB
■ Otherwise the UE transmit power is not changed
Note that the maximum PCCR of PCA2 will be 300Hz (otherwise it will be less), in which case 
the UE will increase/decrease its transmit power by ldB once for every five slots, which is 
equivalent to varying the power by 0.2dB in every slot -  hence the concept of smaller step size 
emulation is realised. Note further that UL CLPC could be completely turned off (deliberately) if 
required, by employing PCA2 and alternating (continuously) the PC command being sent on the 
DL - this is another objective of PCA2. The two algorithms are further clarified in the illustration 
of Fig. 4-9.
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Fig. 4-9 Illustration of how the UE Power is varied for PCA1 and PCA2
Note that, as shown in Fig. 4-9, the five-slot sets in PCA2 are aligned to the frame boundaries 
with no overlap between the sets. Some simulation results that show the transmit power variations 
for the two algorithms in the UMTS Vehicular-A environment are shown in Fig. 4-10 (they have 
been captured over the same channel conditions at the same instant in time in a simulation run).
Slot Number
Fig. 4-10 UE Transmit Powers for PCA1 and PCA2 @ 20 km/h [GunarOl]
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For optimum CLPC performance, handover/MDC (Macro Diversity Combining) is also necessary 
so that the terminal is linked with the strongest cell(s) [Laiho02]. In MDC, one or more cells 
participating in the HO start UL CPLC; each cell in question measures the SIR from the UE and 
generates TPC commands according to the standard CLPC procedure. The procedure for 
responding to several commands (from several cells) is as follows: the UE increases its transmit 
power (according to PCA1 or PCA2) only if all the cells with which the UE is communicating 
request an increase in the (UE’s) transmit power, i.e. even if one cell requests a ‘power-down’, 
then the terminal lowers its power level by the step size [Laiho02].
CLPC also exists on the W-CDMA DL for the dedicated channels; again the conventional 
procedure is followed at the UE to measure the received SIR, compare it with the target SIR and 
issue a PC command to be sent on the immediate UL DPCCH that follows. The outer-loop for the 
DL is implemented at the UE, however the target BLER is signalled by the RNC [Laiho02]. Also, 
the step size for DL PC is a network-controlled parameter that can take on the values 0.5, 1, 1.5 
or 2dB. However, if a UE is in SHO, all cells in the active set must use the same PC step size to 
avoid power driftingl5. As in the case for the UL, two variations of the CLPC scheme exist. 
Which algorithm is implemented at the UE is decided by the parameter DPC_MODE, which is a 
UE-specific parameter controlled by UTRAN [TS 25.214]. The UE shall check the parameter 
DPC_MODE and generate a TPC command as follows:
■ If DPC_MODE=0, the UE sends a unique TPC command in each slot and the command 
generated is sent in the first available TPC field in the UL DPCCH;
■ If DPC_MODE=l the UE repeats the same TPC command over three consecutive slots
(
Depending on the value of DPC_MODE, the BS estimates the transmitted TPC command TPCest 
over one or three slots to be ‘0’ or ‘1’, and updates the radio link power every slot or every third 
slot accordingly16. The DL PC varies the powers of DPDCH and DPCCH simultaneously, and by 
the same amount. However, the relative powers between the pilot, power control (TPC) and 
transport format indicator (TFCI) bits within a slot can be varied, to improve the DL signalling 
quality [Laiho02],
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15 Since the UE issues only one and the same TPC command to all cells in the active set, and since these 
PCCs commands can be received in error at the cell site (e.g. due to bad channel conditions), it is possible 
that different cells in the set interpret the PCC differently. This can result in a drifting of powers from 
different cells on the DL, which can result in performance degradation.
16 Note that in case of congestion (high load), the BS may be commanded by the RNC to ignore the ‘power- 
up’ commands from the UE.
92
When the service provided on DPCH is a non-real-time packet data service, a further algorithm 
known as the downlink limited power increase algorithm operates at the BS in parallel with the 
CLPC algorithm just discussed. Its purpose is to limit variations in the power levels that would 
degrade the quality of the real-time connections; its operation is described in [Laiho02].
The effects of step-size resolution on the performance of CLPC are discussed further in Section 
6.5.5 (Chapter 6). The dynamic range for the UL PC is around 80dB; for the DL it is 25dB. A 
high range for the UL is required since the users in the vicinity of the BS, as well as those on the 
cell border have to be effectively power-controlled to overcome the near-far effect (see also 
Section 6.5.4). On the DL, having a high dynamic range for the PC could have two negative 
effects. One is the power drifting described earlier, which can occur during SHO, In addition, in a 
given cell, it can create a near-far problem on the DL at the UE receiver. Again, this is discussed 
in Section 6.5.4, Chapter 6.
Quter-Loop Power Control: The outer-loop function was discussed extensively in Chapter 3. 
The update frequency of the outer-loop in W-CDMA is KMOOHz [Laiho02] and the update step 
size can be expected to vary around 0.1-1.0 dB. On the UL it is implemented at the serving RNC, 
and on the DL, at the UE (but the target BER/BLER is signalled to the UE by the RNC). In the 
UL, the quality is observed after MDC, and the target SIR is provided to all cells participating in 
SHO. RRC signalling is used to communicate between the RNC and the UE while the DCH-FP 
(Dedicated Channel Frame Protocol) is used for the interactive communication between the 
(serving) RNC [Laiho02].
Functions of CLPC and outer-loop PC together with the higher layer signalling involved are 
graphically illustrated in Fig. 4-11.
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Chapter 5
Signal Quality Estimation
5.1 In tro d u c tio n
SQE is an important aspect in radio resource management (RRM) of mobile radio systems. In this 
chapter, firstly the outcome of previous work on SQE methods is reviewed. For numerous 
reasons, the use of SIR-based SQE schemes are argued to have superior performance over power- 
based schemes. In Section 5.2, performance metrics that can be used to test the quality of an 
estimator are discussed, followed by a discussion of SIR-based SQE techniques that are available 
in the public domain. To this end, conventional algorithms based on maximum likelihood 
estimation (MLE) techniques are discussed in Section 5.3, followed by algorithms based on 
Subspace-based (SB) techniques in Section 5.4.
In Section 5.5, the performance of two SIR-based SQE algorithms (viz. Steele’s algorithm and the 
CODIT algorithm), whose operation is based on the MLE theory, are compared in a Gaussian 
channel. The comparison is made with respect to the mean and variance of the estimation error, 
for the two algorithms. The overestimation problem, which is common to both algorithms is 
highlighted, and the differences in the performance of the two algorithms are discussed. However, 
it is subsequently shown that the performance of the CODIT algorithm can be significantly 
improved by the addition of a smoothing filter to measure the noise+interference added to the 
system. The improvement in performance is demonstrated both in a Gaussian channel as well as a 
time-varying one. It is further argued why the improved CODIT estimator is preferred over 
Steele’s algorithm. Finally, in Section 5.7 we derive the Cramer-Rao Lower Bound (CRLB) for 
the improved estimator, where it is shown that a sample mean estimator (in dB) attains the bound, 
provided the bias error in the estimate is first removed.
The search for a good signal quality estimation technique is motivated by the fact that various 
algorithms require the knowledge of the SIR for optimal performance, if the SIR is not constant.
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The performance of diverse systems can be improved if knowledge of the SIR is available; hence 
it has become an important aspect in RRM techniques such as power control itself, handover and 
dynamic channel allocation [Golds94]. Past engineering practice has often used estimation of the 
total signal-plus-noise-plus-interference power instead of the estimation of the SIR, since it is 
much easier to measure the total power than the SIR ratio [PauluOO]. For the reasons listed below, 
it has been shown that SIR-based power control in CDMA systems have the potential for higher 
system performance over schemes based on absolute signal strength measurement [Ariya94].
1) SIR-based power control adapts to the interference levels in the system -  a high transmit 
power does not necessarily mean that the link quality is good, because the interference 
levels may be high.
2) Since the Eb/N0 is the SIR per bit, the SIR defines the QoS, but the absolute power has no 
direct relation with, for example the BER [Ariya93].
3) Since the interference can have short-term variations, both due to inaccuracies in the 
power control of the users against fading, as well as new users joining the system and 
existing users leaving [Ariya93], SIR-based power control can adapt to these variations; 
hence SIR-based power control is sensitive to the number of interferers in the system and 
will allow the UEs to transmit the minimum powers required to maintain the required link 
quality.
4) SIR-based power control can significantly reduce the transmit power of the UE compared 
to power control based on absolute power-based measurements [Adach95].
5) Availability of hardware that is cheaper, faster and more complex [PauluOO]. Therefore 
complex measurement algorithms (with more processing) can be developed for real-time 
SIR measurement.
6) Increasing demand for pushing system performance to achievable limits [PauluOO]
Surprisingly though, not much attention has been given to the SQE problem itself in CDMA 
cellular systems up to now1; very often researchers assume perfect SQE in their analyses. For 
UMTS, all power control schemes will be SIR-based [TS25_214]. However, the actual method of 
SIR measurement is currently1 an open topic in W-CDMA -  the issue has been left open to the 
baseband algorithm development teams of individual operators/vendors to develop SIR 
measurement algorithms that best suit the receiver implementation, as long as the performance 
requirements (e.g. FER/BER requirements for inner and outer power control loops) are met.
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5.2 P erfo rm an ce  M etrics fo r  E stim ato rs
In this section we will discuss some performance metrics that can be used to test the quality of an 
estimator, where quality means closeness to the true value in some sense. A general point that is 
worthwhile remembering is that, the degree to which we are able to make progress in formulating 
expressions and arriving at useful results is very much dependent upon what we know or what we 
are willing to assume about the properties of the process under examination.
estimate of r, where r is the random variable that we observe (e.g. Eb/No or SIR in our case); 
then, the expectation £[«(/")] is given by [SzajnOO]:
Here, p(r\a) is the conditional PDF. The possible outcomes of the expectation in eqn. (5.1) can be 
grouped into three classes. This also leads us to a type of error commonly found in estimators 
called bias errors.
i) If E[a(r)] =a, for all values of a (which is our desired or true value), we say that the estimate is 
unbiased - this means that the average value of the estimates is equal to the quantity that we are 
trying to measure (but the value of any specific estimate obtained from a simulation mn may not 
be equal to the true value).
ii) If E[a{rf\ =a+b where b is not a function of a, we say that the estimate has a known bias -  
thus the bias can always be eliminated by subtracting b from a(r) .
iii) E[a(r)]=a+b(a), we say that the estimate has an unknown bias -  because the bias depends on 
the unknown parameter, we cannot simply subtract it out.
5.2.1 EXPECTATION
The first measure of quality to be considered is the expectation of the estimate -  let a(r) be the
(5.1)
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5.2.2 VARIANCE
A second measure of the quality of the estimator is the variance of the estimation error -  it is 
defined as in eqn. (5.2), and provides a measure of the “spread” of the error [SzajnOO],
The confidence interval is a more descriptive alternative to describe the spread of an estimator, 
since it quantifies the measure of the spread with an associated probability; but it is generally 
difficult to obtain, especially for small samples [Balab92]. Let /z,[a(r)], h2[a(r)] be two 
functions of the estimator such that, with high probability, the interval (hj, h2) brackets the true 
value a. The difference hr h2 is the width of the confidence interval. The probability associated 
with the condition h2 ^ a < h l is called the confidence level and is usually denoted 1 —a  . Thus, 
a confidence interval and a confidence level are defined through [Balab92]:
#=0.05 corresponds to a “95% confidence level”. The proper interpretation of eqn. (5.3) is that, 
with probability 1 — a , the random interval defined by (hh h2) will bracket the true value.
5.3 C onventional SQ E  M ethods
Little information is available in the public domain on the topic of SQE itself. The basis of many 
such available algorithms follows from the theory of MLE. We discuss this next.
5.3.1 M aximum Likelihood Estimation
MLE is based on the simple idea that different PDFs generate different data samples, and that any 
given data sample is more likely to have come from a particular distribution than others 
[Gusta99]. Given the PDF of the data sample, this is equivalent to finding when the PDF of the 
measured signal is maximum. A sampled signal rk corrupted by Gaussian noise can be written:
(5.2)
5.2.3 CONFIDENCE INTERVAL
P{h2[a(r)]<Q<hl[a(r)]} = l - a (5.3)
98
Chapter 5 -  Signal Quality Estimation
rk = a + nk; k = 1,2,...,/T (5.4)
Here, nk are Gaussian random variables (RV’s) with zero mean and variance cr2 at the k[h 
observation. The likelihood function [Trees68] can be written as:
Solving eqns, (5.5) and (5.6), we get the MLE of a for a set of K observations (call juml) as:
The MLE given by eqn. (5.7) is the amplitude of our desired signal, and we see that it is given by
It is probably worthwhile noting here that, when applied to our work, the estimate f iml would
represent the mean of the Rayleigh channel (after power control) within a short period of time 
(e.g. a UMTS slot duration), which is what is required to be tracked by the closed-loop power 
control.
We evaluate the performance of two such algorithms in Section 5.5 in an AWGN channel and 
compare their performances, both in the context of CDMA systems.
SB algorithms have been discussed in [Ander97, Turkb98] for TDMA systems and in [MandaOO] 
for a CDMA system. In SB methods, an estimate of the SIR is arrived at from the eigenvalues of
(5.5)
The likelihood equation (maximum PDF) is given by eqn. (5.6):
3lnp (r  I a) _
(5.6)
da
(5.7)
the mean of the samples; hence the signal power is given by (juml )2 and the noise power is given 
by the variance of rk, <72.
5.4 Subspace-based  (SB) SQ E M ethods
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the covariance matrix of the received signal. The sharing of the entire available bandwidth by 
different users in a CDMA system results in a very different subspace structure compared to that 
in a TDMA system. The techniques are quite mathematical, but have the advantage that the SIR 
estimates can be arrived at without any prior information about the channel [Ander97, Turkb98, 
MandaOO].
However, the convergence rates of these algorithms are insufficient for our application. In 
[Ander97], the SB algorithm converges approximately after Is, and in [MandaOO], it takes 7 
frames for the SIR estimate to reach within 80% of the true SIR, when applied to an IS-95 type 
CDMA system (The IS-95 system has a frame duration of 20ms, hence the convergence time in 
question here is 140ms).
For our application, i.e. CLPC, we need the algorithms to converge to a good estimate within a 
much shorter time duration -  for W-CDMA, we need convergence within a slot duration 
(0.667ms) if CLPC is to operate effectively. Furthermore, SB methods are known to suffer from 
instability, especially when noise is present [KumiOO]. Therefore, due to the issues of complexity, 
slow convergence and possible instability, we will limit our interest in SB methods to reviewing 
and acknowledging the existence of such works. Moreover, in Section 5.5, we will show that the 
algorithms we will be looking at converge much faster, in addition to being simpler to implement 
(at the UE or the BS) for real-time SIR measurement.
5.5 P e rfo rm an ce  E valuation  of Tw o SQ E A lgorithm s fo r CDM A
Here we look at the performance of two SIR measurement algorithms in an AWGN channel -  one 
algorithm developed at Surrey [Taagh94] and another algorithm that appeared in the literature 
[Steel96]. Hence this is a relative comparison. Both algorithms perform real-time estimation (and 
can be employed at the UE or the BS), and are based on the MLE principle discussed in Section 
5.3.1.
5.5.1 Eb/No Estim ator I [Taagh94]
This estimator was originally proposed in the RACE II CDMA (CODIT) testbed. The Eb/No 
estimate at the output of the CDMA correlator for a QPSK modulated system is given by:
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Eh 
N ,
m 1 + m 2q
2(cf+cr*)
(5.8)
where JU, and JUQ are the mean of the magnitude of the ns despread symbols for the /  and Q 
channels, and given by eqns. (5.9) and (5.10) respectively.
/X, = —  £|JC, I
ns r=l
n s p
(5.9)
(5.10)
Here, xn is the nth despread symbol. The instantaneous interference+noise measurement for the /  
and Q branches, 0  2 and 0 q are given by eqns. (5.11) and (5.12); the factor of 2 in eqn. (5.8) 
denotes the spectral efficiency of QPSK.
°i2 = — S 1*; |2 -Vi 
nsti
<*q2= — E 1 V 2 -vqns%i
(5.11)
(5.12)
The basis of the algorithm can be summarised as follows: the mean of the composite signal 
corrupted by noise, will be the desired signal; this is because the noise will have a Gaussian 
distribution with zero mean (since we have assumed an AWGN channel). The square of this will 
give the power of the signal, JU2', iJ 2 follows from the definition of variance and represents the 
instantaneous noise+interference power. Finally, the estimate in eqn. (5.8) can easily be scaled 
according to the order of modulation and/or coding rate in order to obtain the Eb/No estimate. For 
example, for a channel coding rate of 1/3 and QPSK modulation, eqn. (5.8) can be written:
I n
N r
3 ( p f + / u 2e ) 
2(<7,2 +Og)
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5.5.2 Eb/No Estimator II [Steel96]
This estimator works by measuring the received signal (at the UE or BS) simultaneously at two 
stages, i.e. before and after despreading. Because the total received signal power is the sum of all 
the signals from the mobiles, it tends to be Gaussian distributed (due to the central limit theorem). 
If the desired signal is s(t), then s(t) will be mutually independent of (uncorrelated with) the noise 
component. If we denote the total average received power before correlation as E[R2(t)J 
(E==expectation), the output of the digital matched filter as Z(Th) (7), = symbol duration), the 
signal power after despreading as PR and the total noise power as E[nToTAL(0]2, then,
E[R?(t)]=PR + E[nT0TMlt) ]2 (5.13)
The noise h t o t a l  in eqn. (5.13) will be addition of the in-phase and quadrature branches. The 
mean of the magnitude of the output of the digital matched filter E[\Z(Th)\] can be shown to be 
the mean of the signal, and it contains no noise component as the mean of the noise (which has a 
zero mean Gaussian distribution) is zero [Steel96]. Hence E[\Z(Th)\]2 will give the signal power 
PR after correlation. Also the total average power (signal+noise) before despreading can be 
measured by calculating the mean of the square of this signal; this is E[R2(t)J in (5.13). Finally, 
the total noise plus interference power after the correlator will be reduced by the spreading factor 
SF to E[nToTAiIt)]2/SF. Hence we can write:
E. PR— L.  ------ a-----  /-< 14s)
No E[nTonL( t ) f / S F
Knowing the total power before despreading and the signal power after despreading, we can find 
the (noise + interference) power from eqn. (5.13); by substitution in (5.14) we can find Eb/N0.
5.5.3 Results
We evaluated the performance of both algorithms for a QPSK-modulated CDMA system in a 
Gaussian channel. This is done by calculating the algorithm’s mean and the variance of the 
estimation error for known input Eb/No values. These estimates are made for a range of ns values 
and two Eb/No values as shown in Fig. 5-1. In the 2nd algorithm [Steel96], for each set of ns 
symbols used for the estimate after despreading, an equivalent ns*SF samples (chips) of the 
signal were used before despreading.
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The relevance of this experiment is twofold - firstly, the performance in a stationary channel will 
allow us to inspect the convergence rates of the algorithms; additionally, in CDMA the composite 
of thermal noise and multiple access interference can be modelled as a white Gaussian process 
[Holtz93].
No. of Symbols (ns)
Fig. 5-1 Mean and the Variance of the Estimation Error vs. ns, for the two algorithms
In Fig. 5-1, all estimates are made after considering 25,000 iterations and SF -10. In general, it 
can be seen that the mean and the variance of the error increases with decreasing ns as well as 
decreasing Eb/No.
5.5.4 Discussion
Bias Errors (the overestimation problem): A close inspection of the mean error reveals that the 
first algorithm [Taagh94] (and from now on called CODIT) is slightly slower to converge than 
Steele’s [Steel96] method for low ns values; however, for high ns and low Eb/No (=4dB), Steele’s 
algorithm incurs a higher mean error - this has been reported in [KurniOO] as well. Recall from 
Section 5.2.1 that we call such errors bias errors, and they are characteristic of many estimation 
algorithms that we came across in the literature [Gunaw98, Mizug98]. The bias error in this case 
can be seen to be a function of, both, the true Et/No value that we are trying to measure, as well 
as ns. Does this make the error a known bias ? If we assume that we know the actual Et/No that
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we are trying to estimate, and also the value of ns, then it would be a known bias (since the 
expectation of the error is a function of both these parameters). But in a real system, ns would be 
related to the data rate (or spreading factor), and, we may not know the true Eb/No either, since 
the mobile propagation channel is random in nature and time-varying (unlike the stationary 
Gaussian). Hence, whether we have a known or unknown bias here, is debatable; for now, the 
issue will be left open for thought until Chapter 6, where we will be discussing SQE in the 
context of a system like UMTS.
The variance on the other hand, seems to be independent of the true Eb/No being measured for the 
CODIT scheme, whereas for Steele’s algorithm, it appears to be a function of both the Eb/No 
being measured, as well as ns.
In summary, it can be said that Steele’s algorithm converges faster than the CODIT estimator for 
high values of Et/No, whereas for low values of Et/No, the latter performs equally well or better. 
The only difference between the two schemes as far as the estimation techniques are concerned, 
is in the estimation of the total power -  Steele’s algorithm involves some chip rate processing 
while the CODIT estimator performs all operations after despreading (i.e. at symbol level). We 
will leave the final conclusion on which algorithm we choose (over the other) until we have 
discussed an improved Et/No estimator that we are proposing. The proposed estimator is 
discussed in Section 5.6 and the final conclusions on Steele’s algorithm and the proposed 
algorithm are drawn in Section 5.6.4.
Range of Required Ej/No: An issue can also be raised here as to what range of Et/No values we 
need to measure in a real CDMA-based system, since we have seen above that different levels of 
overestimation can occur in different algorithms for different Et/No values. With path diversity, it 
may be possible to operate a CDMA system at lower values of Et/No, but in that case, since the 
signal power on each path will be less, the channel estimation (CHEst) as well as SIR estimation 
will become inaccurate. Hence low operating E(/No values together with path diversity and 
powerful modulation/coding does not really benefit CDMA systems due to the combining losses 
that may be incurred for low operating Eb/No values [Ariya93]. Nevertheless, the W-CDMA 
physical layer has been optimised in such a way that it allows the system to operate at low Eb/No 
values, especially for higher data rate services. This has been achieved by employing more robust 
channel coding schemes (e.g. Turbo codes) as well as increased pilot power, for higher data rates 
-  typical values are 5-7dB for 8kbps speech and lower for higher data rates [ToskaOO].
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Hardware Errors: In addition to the errors incurred due the estimators themselves, hardware 
errors may add bias to the estimate [Mizug98], which occur mainly due to physical changes. For 
example, the analogue parts of the receiver (RF/IF implementation, ADC methods used) may 
change their characteristics depending on the temperature. However, these errors can be worked 
out independent of the SQE algorithm and the error they add is usually a known bias.
5.6 A n Im proved  Eb/No E stim a to r
In this section, we demonstrate a method by which the estimates in [Taagh94] can be improved 
(the work has been published in [GunarOO]). The improvement in performance is obtained by the 
addition of a smoothing filter for the interference+noise measurement, to the existing algorithm. 
The performance of the algorithm is compared initially in a Gaussian channel and then in a time- 
varying channel, the latter emulating system parameters for wideband CDMA (W-CDMA).
5.6.1 The Algorithm
The Eb/No estimate at the output of the CDMA correlator for a QPSK modulated system is given 
by [GunarOO]:
U, + ju0 
N 0 21(k)
where f l l and JUQ are as in eqns, (5.9) and (5.10), respectively; I{k)  is the long-term
interference+noise measurement for the klh iteration and the factor of two denotes the spectral 
efficiency of QPSK. The instantaneous interference+noise measurement I inst (k) used to estimate
— 2 2I(k)  is given by equation (5.16) where <7, and a Q represent the variance of the / and Q
channels respectively, calculated in eqns. (5.11) and (5.12). They represent the instantaneous 
interference+noise power measurement in the /cth iteration for the I and Q channels.
I„,,(k) = cyl2 + a a2 (5.16)
To estimate /(/c ) from I!nxt (k) ,  we use a moving average filter of window length L, given by:
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J . )  _  1  in s ,  ( k )  +  1  b u t  ( / < - ! )  +  .■■ +  I in s t ( / C - L + I )  ^  ^
L
The logic behind using the FIR filter in eqn. (5.17) is twofold. Firstly, let us inspect the a priori 
distribution of the interference-plus-noise power as measured by our estimator (before averaging), 
shown in Fig. 5-2. It can be seen that the linear estimate, l inst ( k ) , can be well approximated by a
normally-distributed random variable. Hence we can apply the MLE theory that we discussed in 
Section 5.3.1 to optimise the interference-plus-noise measurement using the FIR2 filter in eqn.
(5.17). If the noise power added to the system is constant, I(k)  will approach this value; if the
noise power is also varying, I(k)  will provide the average interference-plus-noise power 
estimate within the time duration considered.
Furthermore, interference+noise averaging is an appropriate notation in CDMA systems due to 
the fact that such estimates will make the system respond gradually to varying interference levels, 
since it takes the average interference+noise estimate over an appropriate time period, set by L. 
The concept has also been used at some system-level work carried out by Yates et al. in [Yates95, 
Huang95J.
2 The FIR filter can alternatively be modelled by a first-order IIR-type of the form:
I (k)=al (k  — 1) +(1- a) I  inst (Ic) , where a is the forgetting factor, and related to L by: 1/(1-a)
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Noise + Interference Power [W]
Fig. 5-2 Noise-plus-Interference power Distribution (before averaging) for Eb/No=6dB, ns=80
5.6.2 Performance in a Gaussian Channel
Here, the performance of our improved estimator is evaluated and compared with and without the 
smoothing filter in a Gaussian channel. This is done, as before, by inspecting the algorithm’s 
mean and the variance of the estimation error for a known E(/No value. The estimates are made 
for a range of ns values and two Eb/No values (viz. 6dB and lOdB) as shown in Figs. 5-3(a) and 5- 
3(b).
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No. of Symbols (ns)
Fig. 5-3 (a) Mean and (b) Variance of the Estimation Error [dB] vs. ns
In Fig. 5-3, all estimates are made after considering 25,000 iterations, with L=500. In general, it is 
seen that the mean and the variance of the error increases with decreasing ns as well as decreasing 
Eb/No. However, the gain in the accuracy of the estimate when the smoothing filter is employed is 
also clearly observed, especially for lower values of ns. A close inspection of the plots reveal that 
for Eb/No=6dB and ns=40, the percentage errors for the mean value with and without filtering are 
2.65% and 3.40% respectively, whilst for the error variance the respective values are 1.98% and 
9.53%. For Eb/No=6dB and ns=8Q the values are 1.65% and 2.04% for the error mean, 0.98% and 
4.66% for the error variance, respectively, with and without the filter (i.e. the dB error with 
respect to the true Eb/No). Hence the advantage of the smoothing filter is exemplified.
5.6.3 Performance in a Time-varying Channel
For the purpose of demonstrating the operation of the algorithm under fading conditions, we 
emulate fast (Rayleigh) fading for a CDMA-based system by considering a time-varying signal 
which remains constant for the coherence time Tc of Rayleigh fading. Tc is defined as the time 
over which the channel stays constant and is given by [Rappa96]:
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Tc = 9 / ( 1 6 / )  (5.18)
where f d is the Doppler shift (Hz). The Eb/No is caused to fluctuate by varying the signal power 
and the signal is sampled at a chip rate of 3.84Mcps. An estimate is made for each slot of duration
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Slot No.
Fig. 5-4 Performance in a Time-varying Channel
0.667ms. Such estimates are made, for example in closed-loop power control where the tracking 
of the fast fading is required [BakerOO]. The parameters above apply to the current UMTS W- 
CDMA standard. The performance of the algorithm with power control under correlated Rayleigh 
fading is will be discussed in Chapter 6.
The spreading factor SF is set to 32 which corresponds to 80 symbols per slot, hence ns=80. The 
Eb/No is varied once every 10 slots3 (see Fig. 5-4), therefore 7c=6.67ms and from eqn. (5.18), 
/ (/=26.86Hz. For a carrier frequency of 2GHz, this corresponds to a mobile speed of 14.5 km/h. 
The objective of this exercise was not to investigate the performance of the estimator with speed,
3 This has no relation to the length of the smoothing filter, L, but has been chosen that the accuracy of the 
estimates for the three cases can be compared over ten estimates for each value of Eb/No
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but rather to see its performance under varying channel conditions, as mentioned earlier. In the 
case of speed, there would be no direct relationship — at higher speeds, as long as the channel is 
constant over the measurement duration and there are sufficient symbols within this time for the 
measurement, the estimate should not be any worse or better. Results show that the estimates 
made with the averaging filter stay closer to the actual Eb/No and with smaller variations, 
compared to the estimates made without the filter.
5.6.4 Discussion/Conclusion
In this section, we have shown by the addition of a smoothing filter to an existing SQE algorithm, 
how its performance can be improved. The algorithm still remains relatively simple to implement, 
can easily be adapted to the modulation and coding scheme and can be applied to real-time SIR 
estimation in CDMA-based systems.
When applied to SIR-based closed-loop power control for example, the improvement in the Eb/N0 
estimation should result in more accurate power control command decisions, and hence more 
accurate power control. This would result in less interference being caused by a particular user to 
the system, which in turn would increase the CDMA capacity.
5.6.4.1 N ote on  S teele’s A lgorithm
Although we have not included any results here, the smoothing filter also improves the 
performance for Steele’s algorithm [Steel96]. However we opt for our estimator proposed in 
[GunarOO] due to the following reasons:
i) Complexity: From the point of view of complexity, Steele’s algorithm has an /V-fold 
(.N-SF, the spreading factor) increase in complexity [KurniOO] since some of the 
processing is performed at chip rate whereas in [GunarOO], all the processing is 
performed at symbol level (i.e. after despreading).
ii) Steele’s algorithm is essentially a Pre-RAKE scheme, meaning that it performs the 
Eb/No estimation before RAKE combining of the signal; this applies when we consider 
the wideband channel where it concerns the combining of the multi-path signals. 
However, in Chapter 7 we show that, in general, Post-RAKE schemes are superior to 
Pre-RAKE schemes [Gunar02]. The symbol-level estimator we proposed can be used in 
both schemes, however that given in [Steel96] cannot.
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For the reasons listed above, we will use the estimators proposed in [Taagh94] and [GunarOO] in 
the work that follows hereafter in this thesis.
5.7 C ram er-R ao  B ounds
In Section 5.5 we performed some relative comparisons on estimators. In this section, we look at 
an absolute comparison technique for the estimator in [GunarOO] (discussed in Section 5.6).
The CRLB allows us to place a lower bound on the variance of any unbiased estimator (hence the 
performance metric it uses is the variance, and the estimator in question has to be unbiased). At 
best, it allows us to assert that an estimator is a minimum variance unbiased (MVU) estimator; at 
worst, it provides a benchmark against which we can compare the performance of any unbiased 
estimator [Kay93],
Our objective here in performing the CRLB test is not necessarily to see if our algorithm achieves 
the CRLB, but rather to see how close it can get to this bound, and to see if this “closeness” can 
be considered satisfactory for our work. There are several reasons for this:
i) We are not in pursuit of a perfect estimator here, since, our objective is to apply
this estimator in the CLPC scheme in a CDMA system -  in such a system, errors
are added to the loop by numerous other mechanisms such as the round-trip delay
(RTD) in the loop, power control step size resolution, channel estimation (CHEst) 
errors etc. These errors will easily counteract any additional gain in the 
performance that we may achieve by employing a ‘perfect’ estimator (over an 
improved one), if such an estimator exists.
ii) The CRLB, in its basic form concerns unbiased estimators. We already know that 
our estimator has bias errors (although they have been reduced in the algorithm 
proposed in [GunarOO]) -  in fact, this is very much the case for many estimators we 
come across in practice (whether in SQE or other applications). For test purposes 
however (as in the case of the AWGN channel), we can assume that the bias has 
been removed - since the estimator’s bias depends on the sample size ns and the 
Eb/No being measured (as we have already observed many times), we can assume 
these parameters to be known in the AWGN channel and remove the bias 
accordingly. However, in a more realistic case like the Rayleigh channel this may
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not be possible, since, in practice, the instantaneous Eb/No will vary with time 
(however, a method may be derived to work out the average Eb/No for a given 
multi-path and then remove the bias [Gunar02], but this will only be an 
approximate solution).
Before we look at the CRLB test for our estimator, for the benefit of the reader we will briefly 
define an MVU estimator.
5.7.1 MVU Estim ator [Dough90]
Rearranging eqn. (5.2), we define the mean-square error (MSE) of a biased estimator as:
^ {[« (r)-a ]2}= var[a(r) -  a] + b2 (a) (5.19)
Hence the MSE of the estimator a is equal to the variance of a(r) plus the square of the bias 
resulting from utilising a as an estimator of a. Hence the MSE can be used as a test of the 
efficiency of the estimator. If b -0, then a is an unbiased estimator and the MSE reduces to the 
variance of a(r) .
Given two estimators of a, say ax and a2, a, is called a better (or more efficient) estimator than 
a2 if
E{[“ , (O  -  a ] 2 }<  B { [ a 2 (r) -  (5.20)
If we restrict ourselves to unbiased estimators, eqn. (5.20) reduces to
varfaj (r) -  a] < var[a2 (r) -  a] (5.21)
This raises a question as to how a “best” estimator can be found among several unbiased
estimators of the parameter a, and this leads us to the definition of the MVU -  an unbiased
estimator a is said to be an MVU estimator of a if, for any unbiased estimator a of a,
A
var [ a ] <  var [ a ]  (5.22)
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5.7.2 CRLB Derivation
Here we assume that the a priori distribution of the performance of our estimator (with r fixed) is 
known. We discussed in Section 5.3.1 that when the PDF is viewed as a function of the unknown 
parameter, it is termed the likelihood function. Intuitively, the “sharpness” of the likelihood 
function determines how accurately we can estimate the unknown parameter. This is effectively 
measured by the second derivative of the logarithm of the likelihood function at its peak, which is 
infact the curvature of the log-likelihood function [Kay93], Assuming that the PDF p(r\a) 
satisfies the condition:
3ln/?(r I a) 
da
= 0 (5.23)
for all r, the Cramer-Rao Lower Bound for a scalar parameter can be stated as follows [Kay93]: 
for an unbiased estimator, the variance o f the estimator a must satisfy,
var[a(r)-fl] > — 1
E
d2\np(r\a)
da2
(5.24)
Eqn. (5.24) measures the average curvature of the log-likelihood function where the derivative is 
evaluated at the true value of a and the expectation is taken with respect to p(r\a). Furthermore, 
an unbiased estimator may be found that attains the bound for all a if and only if
d\np(r I a) 
da
I(a) (g(r ) -a) (5.25)
for some functions g and I. That estimator, which is the MVU estimator, is a=g(r), and the 
minimum variance is 1 /1(a).
To derive a solution for our algorithm in [GunarOO], let us inspect the PDF of its estimated Eb/No 
in a stationary channel. Fig. 5-5 shows the PDF for Eb/No=6dB with ns-80 and L=100, with the 
bias removed.
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Eb/No [dB]
Fig. 5-5 PDF of Received Et/No in AWGN as Estimated by our algorithm (15,000 samples)
The plot shows that the received Eb/No is well approximated by a log-normal distribution, with 
the true Eb/No as the mean value. The result can be justified by recalling that, in a mobile 
channel, the received Eb/No after power control can also be modelled the same [Viter95] - when 
the received signal in a mobile channel is well power-controlled, the signal approaches that of a 
Gaussian channel since the channel variations are minimised [Prasa98]. Here, we already have a 
Gaussian channel (but without power control of course, since there is no need for it in a Gaussian 
channel) -  both cases amount to the same, hence give the same result for the PDF of the received 
Eb/No.
Since we have the above result, for the CRLB derivation we could model the observations of our 
estimator, r[&], in dB as:
r[k] = a + n[k]; k = l,2,...,K  (5.26)
where n[k] is WGN with zero mean and variance <72 (which models the variance of our 
estimator), a is the true Eb/No [dB] for which we are trying to determine the CRLB. p(r\a) is 
given in eqn. (5.5) and repeated here for convenience.
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p ( r  I <0 = I  } exP
( r [ k ] ~ a ) : 
2 a 2 (5.5)
It can be shown that
da <7 ^=1
(5.27)
which can be simplified to
3ln/?(r I a) K 5---- = — (r-a)
da <7
(5.28)
where r is the sample mean. Differentiating again,
3 2ln/?(r I a) K
da' <7
(5.29)
and noting that the second derivative is a constant, we have from eqn. (5.24)
var[a(r) -  a] >
K
(5.30)
as the CRLB for our estimator. Also, comparing eqns. (5.25) and (5.28) we see that the sample 
mean estimator attains the bound (i.e. a = r )  and must therefore be the MVU estimator. 
Assuming that the bias in our estimator has been removed, any estimate that satisfies the bound in 
eqn. (5.30) with equality is called an efficient estimate (note here that K used in the CRLB 
derivation and the smoothing filter length L used in [GunarOO] are different, the latter being used 
only for the noise+interference measurement in the estimate).
Let us look at this solution from a practical point of view. We stated earlier that the sample mean 
attains the CRLB for our estimator -  in a stationary channel we can work out the sample mean 
Eb/No for some value of K\ however, in a mobile channel where we apply our algorithm to CLPC 
in a CDMA-based system, this may not be possible. One feature of CLPC over OLPC (and even
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the Outer-Loop PC) is that it needs to work fast. An estimate has to be made for each slot (of 
length 0.667ms for W-CDMA) and a power control decision as to whether to increase or decrease 
transmitter power; in this situation, we are not in a position to take the sample mean of Eb/No 
[dB] over several slots, due to time constraints. Even if we were, it would not be an ML estimate 
(since the channel is randomly varying) and would therefore degrade the performance of CLPC. 
Hence for our application, K -\ offers the best solution. So it can be summarised that, the ‘best’ 
estimate our algorithm can make is limited by the variance of the algorithm itself, <72, for K= 1 
(assuming the bias has been removed).
5.8 S um m ary  of C h ap te r
In this chapter, we highlighted the importance of SQE for radio resource management techniques 
in a mobile communication system, in the context of a CDMA-based system. We approved the 
use of SIR-based measurement schemes, as they are superior to Power-based schemes for 
numerous reasons. In Section 5.2, we looked at performance metrics that can be used to test the 
quality of an estimator, viz. the expectation, variance and the confidence interval. In Section 5.3, 
we discussed MLE theory, which is used in conventional SQE techniques followed by subspace- 
based methods in Section 5.4. However, due to the slow convergence rates, complexity and 
possible instability, we confined ourselves to MLE-based techniques over SB methods.
In Section 5.5, we compared the performance of two SQE algorithms that utilise the MLE 
technique, both for CDMA-based systems, in a Gaussian channel. The overestimation problem, 
which is common to both algorithms, is highlighted, as well as other sources of errors like 
hardware. In its original form, the CODIT algorithm converges faster for low Eb/N0 values 
compared to Steele’s algorithm, but vice versa for high Eb/N0 values.
In Section 5.6, we proposed a new scheme where we significantly improved the estimates made 
by the CODIT algorithm, by the use of a smoothing filter to measure the noise+interference added 
to the system. The improvement in performance is demonstrated both in a Gaussian channel as 
well as a time-varying channel. We also discussed why the proposed algorithm is preferred over 
Steele’s algorithm.
Finally we derived the Cramer-Rao bounds for the proposed estimator. Since the PDF of the 
estimator is log-normally distributed, the CRLB derivation shows that a sample mean estimator 
(in dB) attains the bound, and therefore will be the MVU estimator, provided the bias is removed.
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Performance of Closed-Loop Power Control 
in W-CDMA
6.1 In troduction
This chapter concentrates on the performance of closed-loop power control on the UMTS-FDD 
uplink. A description of the link-level MATLAB simulator used in the evaluations is given in 
Section 6.2. Although the evaluations in the chapter are carried out using the standard deviation 
of the PCE as the performance metric, other suitable metrics are also discussed, in Section 6.3. 
The most significant contribution of this chapter is the description and performance evaluation of 
the proposed traffic-based SIR measurement scheme; this is discussed in Section 6.4. In Section 
6.5, aspects that degrade performance of CLPC like channel estimation errors, round-trip delay 
and step-size quantisation errors, are discussed at length, supported by simulation results (where 
appropriate) and illustrative diagrams. These evaluations are carried out using the proposed SIR 
measurement scheme.
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6.2 Description of Link-Level Simulator 
UE Transmitter BS Receiver
Fig. 6-1 Generic Simulation Model for Uplink CLPC
Fig. 6-1 shows the link-level model developed to simulate the uplink CLPC scheme for UMTS- 
FDD. The data channel DPDCH is generated using a random binary number generator. The pilots 
generated on DPCCH are of zero-phase and unit amplitude. Both channels generate BPSK-valued 
symbols which are then channelised using the prescribed OVSF (Orthogonal Variable Spreading 
Factor) codes [TS 25.213], SF=256 for DPCCH, and SF= 8 or SF=\2S for DPDCH depending on 
the service being considered. After channelisation, the real-valued spread signals are weighted by 
gain factors, (3C for DPCCH and (3d for all (if more than one) DPDCHs (this has not been shown in 
Fig. 6-1, but appropriate values have been used -  see Appendix B). The spread signal is then 
summed (this is called I-Q code multiplexing) and treated as a complex-valued stream of chips 
and then further scrambled using a 38,400-chip complex-valued Long Code of duration 10ms [TS 
25.213], The signal is then sampled at the UMTS chip rate of 3.84Mcps. The UL channel is either 
wideband or narrowband (depending on the simulation scenario) with path loss and shadowing 
included. Multiple-Access Interference (M A I) is modelled as complex Gaussian noise [GunarOl]. 
Assuming that there are many users in the system, this is a good approximation on the UL  
considering the asynchronous operation; specifically, we set the total M A I power to be ten times
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the thermal noise at the receiver, which corresponds to a reverse-link ‘cell-loading factor’ of 90% 
[Mille98]. At the BS receiver, the reverse operations are carried out (descrambling and 
despreading). With regard to channel estimation (CHEst), it is assumed that the delay estimation 
and phase estimation of the multi-path is perfect. The pilots, which are corrupted by noise, are 
used to estimate the channel gain. This is done using the method of one-slot pilot averaging on 
DPCCH (CHEst is discussed extensively in Section 6.5). After symbol recovery, the paths are 
RAKE-combined after which SDR. measurement is carried out on DPDCH (the SIR measurement 
method is discussed extensively in Section 6.4). The estimated SIR is then compared with a 
target SIR that is set by the outer-loop power control. Consequently a PC command is generated 
and sent on the dedicated control channel DPCCH on the DL. The return-link channel is actually 
not modelled in our simulator, but has been shown in a dashed box since we have accounted for it 
by including return-link PC command errors in some of the simulation scenarios. When the PC 
commands are received at the UE, the power of both DPDCH and DPCCH are stepped up or 
down (depending on the PC command, or the pattern of commands received) by a fixed step of 
ldB; the decision will also depend on which PCA is employed at the UE - PCA1 or PCA2 (the 
PCAs were discussed in Chapter 4). Likewise, the loop is repeated, and each iteration of the 
simulator represents one slot (0.667ms). In practice, if  the UE is in soft handover (SHO), it would 
receive several PC commands from all the BSs in the active set, in which case further processing 
needs to be done before a PC decision is made. Uncoded BER calculations are also performed on 
DPDCH after RAKE combining of the signal; some of these results have been presented in 
Chapter 7. Please refer to Appendices A &  B for a full list of simulation parameters used.
6.3 Suitable Performance Metrics
6.3.1 BER (Bit Error Rate)
The BER is a good performance metric to investigate the QoS at link-level. The uncoded BER 
will be a good reflection of the performance of the power control scheme, irrespective of the 
Doppler experienced. Hence it shows good correlation with the PCE; simulations in Chapter 7 
have used the transport channel BER (which is the average BER on DPDCH data) [TS 25.215], 
as the performance metric. I f  we consider the coded BER (i.e. the BER after decoding, when 
coding together with interleaving is included), then there is good correlation between the BER 
and the PC as long as the PC is effective. However, at high mobile speeds when the effectiveness 
of the PC may be reduced, that of the coding and interleaving combined may improve. This is due
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to the lower correlation of the channel at higher speeds, which together with interleaving appears 
as a memoryless channel to the decoder (the Viterbi decoder which is used with convolutional 
coding is optimum in a memoryless channel), hence maintaining or improving the user’s BERs at 
high fading rates. Hence power control together with coding and interleaving work in a 
complementary fashion to maintain the required BER over a wide range of speeds [Steel96]. 
Since coding and interleaving have not been included in our simulator, we do not use the coded 
BER in comparisons.
6.3.2 BLER (BLock Error Rate)
This is another link performance metric introduced and used in UMTS; it is the metric used by 
the outer-loop power control to adjust the target SIR [BakerOO], and is defined as the long-term 
average block error rate calculated for transport blocks [Laiho02]. The transport block is 
considered erroneous if  it has at least one bit error; the latter can be worked out with high 
reliability through the CRC. Hence, it is the ratio between the number of received transport 
blocks resulting in a CRC error and the total number of received transport blocks, within the 
measurement period [TS 25.215]. The BLER is not used in this thesis for two reasons - for one 
thing the outer-loop adjustments are not performed dynamically in our simulator; also the BER is 
a sufficient metric for the evaluation of CLPC performance when the PCE is not used as the 
metric (e.g. in Chapter 7).
6.3.3 PCE (Power Control Error)
One of the main objectives of PC is to minimise the standard deviation of the PCE. The PCE was 
defined in Chapter 3 to be the SIR difference (in dB) between the target SIR (set by the outer- 
loop power control), and the received SIR (as measured at the receiver). The PCE can have a 
direct impact on the CDM A system capacity. In Chapter 3, we also showed the CDM A capacity 
to have an exponentially decaying relationship with the PCE. The results obtained at link-level 
can hence be interpreted from a system-level perspective due to this relationship with capacity.
The mean of the PCE can be shown to be OdB with a standard deviation equal to that of the 
received SIR, and the PCE is well-modelled by a log-normal RV [Viter95]. Power or Eb/No can 
also be measured instead of the SIR. I f  SIR is the measurement performed before despreading, 
and Eb/No is that done after (i.e. at bit or symbol level), the standard deviation of the PCE
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calculated using either parameter would still be the same, since the parameters are linearly related 
by Et/No1=5F.SIR. In this thesis, it is the Eb/No that has been used throughout. A PCE error of 
ldB is interpreted as the standard deviation of ldB around the target SIR [Prasa95].
It is noted that the PCE values obtained throughout this chapter using the proposed SIR 
measurement scheme are in close agreement with values obtained in similar works [DimitOO, 
Adach99].
6.3.4 Outage Probability
Although not used in this thesis, the outage probability can be used as a performance metric at 
link-level as well as system-level evaluations. It is defined as the probability that a CDM A  
channel does not have sufficient bandwidth to accommodate a user for a given frame interval and 
still satisfy the interference constraints [Garg97].
6.4 SIR Measurement in W - C D M A
Before describing the proposed scheme, it is beneficial to discuss where 3GPP presently stand on 
the issue.
6.4.1 Current Status in 3GPP
Currently, all power control schemes for W -CDM A are SIR-based [TS 25.214], viz. the fast 
(closed-loop) PC for the U L and DL. The outer-loop power control uses a quality estimator such 
as a CRC check to adjust the target SIR for the closed-loop [ToskaOl]. The only recommendation 
made by 3GPP on the subject is that of SIR measurement being performed using the dedicated 
pilot bits on DPCCH (again both for the UL and the DL). However, they fully support any other 
schemes that may be advantageous as long as the performance requirements (e.g. inner and outer 
power control loops) are met or exceeded. This makes SIR measurement in W -CDM A an open 
topic, the issue being left open to the baseband algorithm development teams of individual 
operators/vendors to develop SIR measurement algorithms that best suit the receiver 
implementation.
1 The E|/No is assumed to represent the bit-energy to thermal-noise-plus-interference density ratio
Chapter 6 -  Performance of Closed-Loop Power Control in W-CDMA
121
Chapter 6 -  Performance of Closed-Loop Power Control in W-CDMA
6.4.2 Proposed Scheme for UMTS-FDD: Traffic-Based SIR Measurement
The main disadvantage of the pilot symbol-based scheme proposed in 3GPP, as we shall see, is 
that the pilot bits on DPCCH (both on the U L and DL) are few in number -  for the UL, a 
maximum of 8 pilots are available, but on average 6 or less per slot, depending on the slot format 
used [TS 25.211]. When used for SIR measurement, this results in a high variance in the SIR 
estimate [SampaOl].
To overcome the problem to some extent, we propose a traffic-based SIR measurement scheme, 
as depicted in Fig. 6-2.
T  =  T.slot T = 0
DPCCH
DPDCH
N Pilot b its
< — T  =  TPiiot —
_  .  i 
n s  D ata  b its
BS End
Perform SIR 
Measurement
Fig. 6-2 Slot Structure and Proposed SIR Measurement Scheme for Uplink DPDCH/DPCCH
In the proposed scheme for the UMTS-FDD uplink2, instead of using the pilot bits, we use the 
data bits on DPDCH. The FDD-mode uplink slot structure is such that the pilot bits are 
transmitted first (in time); our scheme uses the same duration of time on DPDCH (see Fig. 6-2) as 
the time occupied by the pilot symbols in the slot; Tpn„,, so that, in the worst case, there is no loss 
of time in performing the SIR measurement and generating a TPC command to be sent on the 
next immediate DL slot in the next frame. This is known as achieving 1-slot TPC delay (see also 
Section 6.5.2), and is done to reduce the delay in the loop, which would otherwise degrade the PC 
performance. The number of bits to use for SIR measurement on DPDCH, ns, depends on the 
following:
2 The concept is applicable to the FDD downlink as well, however the analysis in this thesis has been 
carried out for the uplink
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1) The DPDCH Data Rate (or the spreading factor, SF): SF can vary between 4 and 256, the 
lower the spreading factor, the higher the data rate and the more symbols available for 
SIR measurement, which in turn improves the estimation accuracy and consequently, 
CLPC performance (as we shall see).
2) The Time occupied bv the Pilot Bits on DPCCH - TPiiot: This is done to make the 
performance comparison fair, so that we consider the same time duration for SIR 
measurement on DPDCH in our scheme, as the time that would have been considered if  
the scheme proposed by 3GPP was used (note that Tpuot is set by the number of pilot bits 
being transmitted in the slot).
The data rate on DPCCH we know is fixed at SF-256, hence only 10 control bits (in total) exist 
in a slot (out of these, a maximum of 8 could be pilot symbols). We take advantage of the fact 
that the data rate on DPDCH varies, and is usually higher than on DPCCH; only in the worst case 
(from the point of view of SIR estimation) when SF=256, would the performance of SIR 
estimation3 on both DPDCH and DPCCH be equal. Hence, we can anticipate the performance of 
our proposed scheme to improve for higher data rates, whereas not much difference in 
performance should be expected from the 3GPP-recommended scheme, and this is indeed so, as 
we shall prove from simulation results.
On the second point regarding the duration of measurement, a period greater than TPi[0, can be 
used for the SIR measurement as long as it does not add delays to the closed-loop, and 1-slot TPC 
delay is achieved (if a 2-slot delay is permissible and does not significantly affect the loop’s 
performance, then the SIR measurement period could be increased still further, thus making the 
estimate more accurate). From an implementation point of view, this issue will also depend on the 
performance capabilities of the DSP chip implementing the algorithm. In the simulation results 
presented in this thesis, for fairness we-have considered a measurement duration no longer than 
TPilot for the proposed scheme.
The SIR (Eb/No) measurement is performed using the algorithm discussed in Chapter 5 
[GunarOO], eqn. (5.15), which has been adapted for the BPSK-valued despread symbol sequence 
on DPDCH as in eqn. (6.1). The smoothing filter averages the noise+interference measurement 
for the kth slot over a window length L as in eqns. (6.2)-(6.3).
3 Note that the terms SIR Measurement and SIR Estimation are used interchangeably in the thesis, but they 
both mean the same; furthermore it is the Eh/N0 that is estimated in all cases.
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DPDCH I DPDCH (k  )
(6.1)
I  D P D C H  ( k )  = (6.2)
L
2
D P D C H (6.3)
Hdpdch and ctdpdch are estimated in the same way as discussed in Chapter 5, i.e. by operating on 
ns despread symbols, and is repeated in eqn.s (6.4) and (6.5) for convenience.
6.4.2.1 Simulation Results
The simulation results contained in this chapter are based on the channel parameters contained in 
Appendix A  and the W -CDM A air interface parameters contained in Appendix B. Since there are 
many parameters involved in these simulations, they have been included in the appendices; it is 
important therefore that the reader refers to these values when inspecting any results presented in 
this chapter, as well as in Chapter 7.
a) Narrowband Channel: Fig. 6-3 shows the performance of CLPC in a narrowband Rayleigh 
channel, considering the UMTS physical layer parameters for the 8kbps speech service (57*=128) 
and using the proposed SIR measurement scheme. fdTp is a generic representation of the 
efficiency of the power control scheme where fd is the Doppler (Hz) and T p is the inverse of the
(6.4)
(6.5)
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Fig. 6-3 Performance in a narrowband channel with power control, 57*=128, L=10
PC command rate (i.e. 1/1500), and this parameter has been used throughout this chapter in 
performance comparisons; the speeds considered are 20-120 km/h, ns= 12, and L=10 has been 
used which was found by simulation to be optimum. The results show an average gain of 0.25 dB 
in the PCE for the range of speeds considered, exemplifying the performance gain obtained using 
the smoothing filter. From Fig. 3-11, this would increase the capacity by ~2 users/MHz/cell (or 
10 additional users per cell, for W -CDMA).
b) Wideband Channel: In the wideband channel, it was found that the smoothing filter did not 
provide an optimum solution when SIR measurement was performed after RAKE combining of 
the signal. Recall that the filter was a M LE solution to the noise+interference statistics, which 
were Gaussian-distributed (discussed in Chapter 5). When the SIR measurement is performed 
after RAKE combining, the statistics of the noise+interference were seen to change (i.e. not 
normally-distributed); this can be expected since the data symbols are weighted during the 
channel estimation and maximal-ratio combining (MRC) processes, resulting in a different set of
125
Chapter 6 -  Performance of Closed-Loop Power Control In W-CDMA
statistics at the RAKE receiver output. Hence, for all simulations in the wideband channel when 
the SIR measurement is done Post-RAKE (i.e. in the rest of this chapter), the smoothing filter has 
not been employed, i.e. L= l.
fdTp fdTp
Fig. 6-4 Proposed vs. 3GPP SIR Measurement Schemes -  Comparison in the wideband channel
Fig. 6-4 shows the performance of the proposed traffic-based scheme vs. the pilot-based scheme 
in the wideband channel. Note that the SIR measurement for the pilot-based scheme is also 
perfonned by the algorithm described in eqns. (6.1)-(6.5), with ns-  Npn„, and L= l.
The radio environments that are considered throughout this thesis are those specified in [ETSI98], 
and are summarised in Appendix A. The simulation parameters used in deriving the results are 
summarised in Appendix B; the PCA considered is PCA1 for UMTS-FDD [TS 25.214], which 
changes the UE power once in every slot (no soft handover assumed).
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The results show that the proposed SIR measurement scheme outperforms the pilot-based SIR 
measurement scheme for both services considered in the UMTS Vehicular-A environment. 4 out 
of 6 available paths have been used for RAKE combining and the SIR measurement is performed 
after RAKE combining of the signal (it is shown in Section 6.5.1 that 4 paths offer the best 
performance for the simulation scenario and parameters considered); also ns= 12 and ns=\92  for 
57^=128 and SF- 8 respectively, which correspond (in time) to 6 pilots on DPCCH. Gains in the 
PCE of up to 1.4dB (1.15dB on average) for the speech service, and 2.75dB (2.5dB on average) 
for the 144kbps data service can be observed for the range of speeds considered 20-120 km/h, 
which is a huge improvement. I f  the performance of the traffic-based estimators alone are 
compared for the two services, the gain for SF= 8 over 57^=128 is 1.5 dB (maximum). The 
corresponding gain in the case of the pilot-based scheme alone is very little, O.ldB (maximum) 
over the range of speeds.
6.4.2.2 Discussion
The accuracy of SIR estimation is very important for CLPC as the BS makes a hard decision as to 
whether to increase or decrease the power of the UE (UL case), based on this estimate. In 
analysing the results, it is important to note that the PCE [dB] can be considered as the composite 
of two errors [Steel96]:
a) The error in the Eb/N0 estimate
b) The error due to all the other dynamics in the loop, like the step-size quantisation errors, 
return-link PC command errors etc. (these errors are discussed in detail under Section 6.5).
Another way of expressing the point would be to say that, the lower bound of the PCE is limited 
by the error in the SIR estimate. Hence, by improving the SIR (or Eb/N0) measurement, the PCE 
is also reduced in two respects -  firstly, it is reduced due to the reduction in the error of the Eb/No 
estimate (alone). Then, it is further reduced due to the improvement in PC that takes place, due to 
the improvement in the Ei/N0 estimation. This is the reason why the PCE using the traffic-based 
scheme improves for the higher data rate case (by up to 1.5dB).
A high standard deviation in the SIR estimate results due to the few pilot symbols available per 
slot in the pilot-based scheme. This dominates the PCE irrespective of the UE speed, and the data 
rate (since we assume six pilots per slot for both services). The slight gain in performance seen in
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the pilot-based scheme for the higher data rate is due to the improvement in the channel 
estimation (and probably SIR estimation), which can also be logically explained as follows: the 
power ratio for DPCCH/DPDCH=-3dB for SF~ 128 and -6dB for SF=S\ the processing gain for 
DPDCH at 12.2 kbps can be worked out to be 25dB while for 144 kbps it is 14dB (approx.). 
Hence the reduction in the processing gain for DPDCH is lldB  while the corresponding 
reduction in DPCCH relative power (and hence the power in the pilots) is only 3dB (from -3dB  
to -6dB). Therefore the gain in the control channel relative to the data channel is higher at higher 
data rates, resulting in more energy for better channel estimation (this is a basic feature in the 
UMTS physical layer that improves performance for high data rates).
The multi-rate concept in W -CDM A allows data rate of a physical data channel (both common 
and dedicated channels) to be varied on a frame-by-frame basis. L I (physical layer) is required to 
support such variable-bit-rate transport channels to offer bandwidth-on-demand services, and to 
be able to multiplex several services (of a single user) to one connection [ToskaOO]. In addition, 
such flexibility will also increase throughput [SharmOl]. The interface between the physical layer 
and the higher layers regarding the multi-rate concept was discussed in Chapter 4.
What is relevant and important here from the point of view of our proposed SIR measurement 
scheme is that SF could vary within the duration of a connection. This in turn would set the 
number of data bits present on DPDCH in period TPuoh ns, and this parameter needs to be known 
by our algorithm. It should also be noted here that the Transport Format Combination Indicator 
(TFCI) information that is transmitted on uplink DPCCH cannot be utilized in working out the 
data rate (and hence ns) on DPDCH in this case, since this information is decoded by the receiver 
only at the end of a frame. We know that CLPC operates 15 times within a frame, hence for our 
application, the data rate needs to be detected at the beginning of the frame.
The solution is to use some form of blind rate detection (BRD), which allows the receiver to work 
out the data rate at the start of the frame (preferably within the first slot). Many BRD algorithms 
exist, with varying levels of complexity and performance [KimOO]. The detection capabilities of 
low-complexity algorithms based on M LE techniques [SharmOl] would suffice for our 
application, which have detection error rates (i.e. the probability that the BRD algorithm would 
detect the data rate in error) of the order of 10'3 with 20 base rate symbols available (base rate is 
the lowest data rate in the multi-rate system) [SharmOl]. To explain why these detection error 
rates would suffice for our application, assume that a rate detection error is represented by a
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return-link PC command error. In Section 6.5.6, it is shown that retum-link errors up to 10% have 
a negligible effect on the PCE; hence a rate of 0.1% would have almost no effect on the 
performance. In the simulations carried out in this thesis, it is assumed that the receiver has 
perfect knowledge of the data rate being used.
6.5 The Causes of Imperfect Power Control
In Chapter 3 we discussed the hypothetical assumption of perfect power control made by 
researchers. In this section we discuss issues that influence the perfonnance of CLPC, which 
consequently results in imperfect power control; some issues are discussed extensively with 
illustrations as well as simulation results.
6.5.1 Channel Estimation (CHEst) Errors
Although discussed here under a subheading, channel estimation itself is a broad topic on which 
much work has been done, especially in the context of W-CDMA. The performance of the well- 
known RAKE receiver architecture, which is widely used in CDM A systems for diversity 
combining, is known to be heavily dependent on the accuracy of CHEst [KelleOl]. We will tiy to 
limit ourselves to the essence of the topic, while touching upon commonly used techniques; we 
will also discuss how the UMTS physical layer has been designed (both UL and DL) to aid the 
estimation of the time-varying radio channel.
The topic can be categorised and discussed under a) Delay Estimation, and b) Complex Gain 
estimation; we discuss these next.
6.5.1.1 Delay Estimation
Delay estimation involves estimating the delays of the received multi-path signals (both at the BS 
and the UE). It is performed by a path searcher (or matched filter), which searches the code space 
for new multi-path signals. Codes of users and their respective multi-path signals are detected 
when the partial autocorrelation is high, which are then assigned to RAKE fingers. In W -CDMA, 
the matched filter can achieve a V4 -V2 chip resolution with an update rate of the order of some tens 
of milliseconds [ToskaOO]. The RAKE finger (or correlator) then tracks the multi-path signal that
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has been identified and assigned to it by the searcher. Correlators are assigned and deactivated 
according to the birth-death process (i.e. the appearing and disappearing of multi-paths). The 
coarse resolution obtained by the matched filter is refined and tracked by the correlator, which 
operates on a delay-locked loop [KelleOl], The update rates are of the order of < 1ms for the 
correlation receiver [ToskaOO]. On the DL, the correlator operates on CPICH (Common Pilot 
Channel) for each cell in the active set [KelleOl],
The classical technique for estimating the propagation delay, as mentioned earlier is the Matched 
Filter receiver, which has been shown to be sub-optimum in an asynchronous multi-user 
environment. Variations of the Multiple Signal Classification (MUSIC) algorithm have also been 
studied and shown to be insensitive to the near-far effect in asynchronous DS-CDMA systems 
[RodriOl],
6.5.1.2 Estimation of the Complex Gain
The estimation of the phase and amplitude (or the complex gain) follows delay estimation. This is 
conventionally done with the aid of pilot symbols or pilot tones transmitted, which have a known 
phase, and sometimes known transmitted power (i.e. known by the receiver). In UMTS, the code­
multiplexed (MUXed) pilots on the FDD U L (see Fig. 6-5) and the time-MUXed pilots on the 
FDD D L  are examples of the former, while the code-MUXed CPICH on the FDD DL is an 
example of a pilot tone [RoeOl]. In the IS-95 system too, a pilot tone was transmitted for phase 
reference on the DL. However, no coherent detection was used on the UL. The advantage of 
using pilots symbols for channel estimation is that, a lower operating Eb/No can be achieved for a 
given link (the disadvantage being that it is overhead). Hence, this new feature in W -CDM A will 
result in an overall increase of coverage and capacity on the UL [ToskaOO],
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Fig. 6-5 Frame structure for uplink DPDCH/DPCCH (FDD Mode) 
Some methods commonly used for CHEst are discussed below.
Pilot Averaging:
The method is applicable to the DPCCH (on the UL/DL) or CPICH. Pilot averaging is essentially 
a low-pass filter. I f  the received signal at the BS after despreading, for the nlU symbol in the kib 
slot for the Ith path (say) is given by:
r, (n, k ) — ^ 2 S (k )^  (n, k) exp j(j)(n, k) +  w(n , k) (6.6)
Here S(k) is the transmitted power in the kth slot (constant over the slot duration), <%,(n,k) the 
complex path gain of path I at the nlh symbol position and w (n ,k) represents the noise after 
despreading (assumed to be zero-mean with variance No/SF). The phase of the pilots is known 
and assumed to be (f>(n,k) =0, (n= 1,2, ...,Npiiol). The channel estimate for path I in slot k given by 
this method can be written:
 ^ 1 AWor-l
l / ( /0 = ——  2J t{n,k) (6.7)
NPilot n=0
Since the phase of the pilots is known, the phase change and gain due to the Rayleigh can be 
estimated from eqn. (6.7) and the phase error in the data symbols recovered by multiplying eqn.
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(6.6) with the complex conjugate of the estimate in (6.7). In [Jamal96, NivaOO], pilot averaging 
has been shown to be effective in W -CDM A for fade rates up to //fe r= 0.16 w here// is the 
Doppler (Hz).
Most channel estimation schemes involve linear filtering of consecutive primary channel 
estimates, such as the estimate in eqn. (6.7). Using these primary estimates, the data symbols 
between the pilot groups can be coherently detected. In general, the problem can be analysed as 
the solution of eqn. (6.8), where the channel estimate for symbol n in slot (k-nB) is given by:
where Wn(nB) =  [w (n ,0 ),... ,w (n ,m )] are the (m+1) filter coefficients associated with the
channel estimates from (m+1) slots. Here, nB is the number of slots to buffer. From an 
implementation point of view, nB is a crucial parameter since it determines the amount of memory 
needed for buffering despread data symbols.
A much-cited CHEst algorithm based on linear filtering of such primary estimates, is one 
proposed in [Adach98], called the W MSA (weighted multi-slot averaging) channel estimation 
filter. In this scheme, pilot symbols (which are time-MUXed with data) are used to obtain the 
primary estimates, which are then used in an FIR filter with 2K  taps; this extends the observation 
window over 2K  slots (K  is varied according to the fading rate of the channel, together with the 
filter coefficients). The authors have shown by computer simulation that an Eb/N0 gain of 0.8dB 
can be obtained by this method, over the linear interpolation technique (discussed next).
CHEst by Linear Interpolation :
As discussed earlier, Linear Interpolation can be described as an extension of the pilot averaging 
method, and involves linearly filtering two consecutive primary channel estimates [Eriks99]. 
Hence the estimate for the n,h symbol in the (k - l ) st slot can be obtained as:
m
(6.8)
channel estimate for symbol n. The vector X  = [ £ (k ) , . . . f f ( k  — m)] contains the primary
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(6.9)
(N  Sl()t N Pjlot 1)
Here, NSi(,i is the number of symbols in a slot. As can be seen from eqn. (6.9), linear interpolation 
requires that one slot is buffered; hence a certain amount of memory is needed.
Wiener Filter Approach :
The Wiener Filter is an FIR filter with coefficients that are adjusted to minimise the MSE. Hence 
it is an optimal solution from a minimum MSE (MMSE) perspective. Comparing with eqn. (6.8), 
it can be shown that the optimum FIR filter coefficients are given by:
Eqn. (6.10) is known as the Wiener-Hopf equation [Ifeac97]; here, is a [(m+?) x (m +1)] 
autocorrelation matrix between all the (m+1) primary channel estimates, R ^  is a cross­
correlation vector of length (m+1), between the channel for symbol n in slot (k-nB) and the (m+1) 
primary channel estimates. Thus, in order to compute the optimum filter coefficients one has to 
know the correlation function for the channel. The autocorrelation function for the Rayleigh 
channel is given by:
of the channel. Such parameters can be estimated in a receiver, however, the accuracy of such 
estimates should be kept in mind since, consequently, they can have an effect on the Wiener filter 
channel estimator. Also, from an implementation point of view, the matrix inversion needed in 
order to compute the Wiener-Hopf equation is the most complex and time-consuming part -  this 
is especially true when the number of primary channel estimates (m+1) is large. One purpose of 
averaging, as in eqn. (6.7), therefore, is to reduce the number of filter coefficients and hence the
(6.1 0)
p f (,T) = J0\ (6.1 1)
where f m is the maximum Doppler and J0(.) is the Bessel function of the first kind and 0th order. 
Hence, the velocity of the UE (or the Doppler) has to be known to know the correlation structure
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complexity of the filter. Without averaging, and using the same number of pilot groups, the 
dimension of the matrix to be inverted would be NPii0, times larger [Eriks99j.
Traffic-Based Schemes :
Traffic (or data) based channel estimation schemes have been proposed in the recent past to aid 
the conventional pilot-based schemes, and we discuss it briefly here for the sake of completeness. 
Since the pilot symbols transmitted are an overhead, several pilot-plus-data-aided techniques have 
been proposed to reduce the transmitted pilot power [KimOO, Lee98]. Some of the proposed 
schemes assume that the receiver knows the data rate (or spreading factor used) - an assumption 
that may not hold true in W -CDMA. The multi-rate concept in W -CDM A [ToskaOO] allows a 
user’s data rate to be varied on a frame-by-frame basis, hence for the schemes mentioned above, 
some form of blind rate detection will have to be employed.
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Fig. 6-6 Frame Structure for Common Pilot Channel CPICH (FDD Mode)
Although not relevant to our simulations, it is worth discussing here some points regarding CHEst 
on the FDD DL -  here we have a choice between time-MUXed pilot bits on the dedicated 
physical channel (DPCCH), and the code-MUXed CPICH pilot tone (transmitted at 30kbps, 
SF=256 -  see Fig. 6-6). There are two distinct advantages in using the CPICH for CHEst over the 
dedicated pilots:
1) It is transmitted continuously -  this means that there is less delay between the channel 
estimates and the data symbols we are combining using the channel estimates, or at least 
more filtering could be done than on the DL-DPCCH pilots
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2) The CPICH power is generally higher than the DPCCH pilot power -  about 6dB higher 
than the DPCH [RoeOl], hence better channel estimation could be performed.
Another important function performed by the primary CPICH is that, it is used for handover 
measurements and cell selection/reselection by the UE. Furthermore, in addition to aiding CHEst 
for dedicated channels, CPICH is used to provide the phase reference for common channels on 
the D L when they are not associated with the dedicated channels or not involved with adaptive 
antenna techniques [ToskaOO]. However, there may be occasions when the DL-DPCCH is 
preferred for CHEst over the CPICH; for example on a cell edge, it maybe more effective since it 
is power-controlled, whereas CPICH is not [Aziz02].
A Note on Chip-Rate vs. Symbol-Rate Processing : The baseband algorithms that we have 
discussed in this section under CHEst assumed that the processing is done at symbol-level, i.e. 
descrambling/despreading is performed b e f o r e  CHEst and MRC. However, chip-level combining, 
where M RC is followed by despreading is also possible. The performance of both schemes are 
the same under perfect CHEst, perfect path search and assuming that the fading channel is 
constant over a symbol period [Aziz02]; however, symbol-level processing generally involves 
less computations, especially when at high SF. Also channel estimation is hard to achieve at the 
chip rate -  usually it is estimated at the symbol level and interpolated to the chip rate. In the work 
carried throughout this thesis, the processing and combining has been performed at symbol-level.
Finally, in our simulations throughout this thesis, we have assumed that the delays of the multi­
paths are integer multiples of the UMTS chip duration and that the correlators are permanently 
locked on to these paths (i.e. perfect delay estimation). Channel estimation is performed using the 
pilot averaging technique -  the gain (amplitude) of the channel after power control is estimated 
for each slot using this method, however it is assumed that the phase change due to the channel is 
recovered perfectly. The effects of CHEst can also be discussed using the PCE as the 
performance metric. Shown in Fig. 6-7 are some interesting results.
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Fig. 6-7 Effect of Number of Paths used for RAKE Combining
The results shown here are for the 8kbps speech service (SF=128) in the UMTS Vehicular-A &  B 
environments, for the range of speeds 20-120km/h. Here, we see that although we talk about the 
capability of W -CDM A to obtain better multi-path diversity, what these results show is that this is 
not necessarily true, at least not in practice. The results show that the PCE does not necessarily 
improve when the path diversity is higher. In our simulations, the UMTS power delay profiles 
(PDPs) for the vehicular environments with up to 6 paths (see Appendix A) have been used to 
emulate the wideband channel4 -  these PDPs are exponential in nature and this plays a crucial 
part in the explanation of these results. With exponential PDPs, the delayed multi-paths have very 
low average SNR (Signal-to-Noise Ratio) or Eb/N0 values. In such cases, the channel estimates
4 It should be noted here that in all cases, the 6 multi-paths specified in the UMTS channel model are 
generated -  what differs is the number o f taps that are actually used for RAKE combining of the signal (if 
we only generated the paths that we wanted to RAKE-combine, then the channel transfer function would 
altogether be different).
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made at the receiver also become noisy and, as a result, add more noise than signal energy to the 
maximal-ratio-combined (M RC’d) signal. The CHEst errors would hence be propagated in the 
loop, and we see that the performance degrades (if not remains unchanged) somewhat after the 4ll‘ 
tap. The results for Vehicular-B are worse than for Vehicular-A, and this can be expected since 
the former is a harsher environment. Although this degradation is not significant, what these 
results show is that weak taps5 do not contribute to the diversity gain. The topic will also be 
discussed under the effect of Diversity on the performance, in Section 6.5.8.
6.5.2 Round Trip Delay
The round-trip delay (RTD) is also a major source of error in the PC loop [Torri97]. It will 
depend on the BS-UE distance, e.g. a UE 15km away from the BS will incur a delay of 100p.s. In 
mobile-satellite systems (MSS) its significance is even higher, where the RTD can be several 
times the order of coherence time of the channel, e.g. typically 10ms for a LEO constellation. 
Therefore CLPC schemes are not considered to be very effective in tackling fast fading in mobile 
satellite environments.
However, as far as terrestrial 3G systems are concerned, provision has been made in UMTS to 
minimise the effect of the RTD on PC. Hence, in order to maximise the cell radius distance 
within which 1-slot TPC delay can be achieved (1 slot=0.667ms), the frame timing of an uplink 
DPCH (Dedicated Physical Channel) is delayed by 1024 chips (i.e. 40% slot duration) from that 
of the corresponding D L DPCH measured at the UE [TS 25.214]. A  diagram of the TPC timing 
scheme is shown in Fig. 6-8.
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Fig. 6-8 Transmitter Power Control Timing
6.5.3 PC Command Rate (PCCR)
Previous research on 2G CDM A systems has shown, that for CLPC to tackle the multi-path 
fading effectively, the PC command rate should be at least 10 times the maximum Doppler 
frequency [Ariya93, Gunaw98]. Hence, the higher the PCCR the better the performance that can 
be expected from the CLPC scheme. Some of the early research projects that carried out the 
fundamental research on 3G Systems in the ‘90s (e.g. FRAMES, RACE I &  II) have proposed 
and evaluated the performance of CLPC schemes with adaptive (or variable) PCCRs, some of 
which have shown improved performance over conventional fixed-rate schemes [Toska97, 
Beach98]. However, they have not been adopted for UMTS; one reason for this could be the 
overhead involved -  increasing the PCCR increases overhead, thereby reducing bandwidth 
efficiency. For UMTS-FDD, the PCCR has been almost doubled to 1500Hz, from the 800Hz 
PCCR on the IS-95 uplink. In line with the PCCR > 10/m findings discussed earlier (fm - max.
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Doppler), this should prove sufficient to tackle fade rates of up to 80km/h. Despite the use of the 
higher carrier frequency of 2GHz (which would incur a higher Doppler shift for a given UE  
speed), it is expected that the availability of better multi-path diversity and other advanced 
receiver techniques like multi-user detection (M UD) would reduce the stringent requirements 
imposed on PC in W -CDM A [Prasa98]. Furthermore, the bandwidth efficiency obtained with a 
1500Hz rate in 5MHz in W -CDM A is more than twice that obtained by the 800Hz rate in 
1.25MHz in IS-95.
6.5.4 Dynamic Range of the Handset
The dynamic range of the handset is another source of TPC errors [Mille96, GunarOl]. Consider a 
scenario where the UE is far away from the home BS, already transmitting a high power to 
overcome the path loss; it may not be capable of following the ‘up-down’ commands received 
from the BS if already transmitting at maximum power. Hence this degrades the performance of 
the closed loop.
An idea of the dynamic range required by CLPC on the FDD-UL (hence the dynamic range of a 
W -CDM A handset) can be obtained by considering the following distance-related worst-case 
scenario -  assume a UE that is close to its home BS at a distance d, =100m (hence incurring little 
path loss) and then at a distance d2 =20km from the same BS, (e.g. on the edge of the cell, hence 
incurring a high path loss). Let the transmit powers of the UE in the two cases be Ptxi and Ptxi 
respectively, and the path loss exponent a=3.5. I f  we assume perfect average PC, then, in both 
cases, the received powers at the BS from the UE should be equal, hence:
P  d ~ a = P  d  ~ar TX\U\ TX 2 2
P r , \«
l TX 2
P1 TX 1
d 2
dx\ 1 /
(6.1 2)
Substituting values for d, and d2 in eqn. (6.12), we see that the required dynamic range for a W- 
CDM A handset is around 80dB.
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This large dynamic range is required in W -CDM A since it is imperative that PC overcomes as 
accurately as possible, the near-far effect, which we know can significantly affect the 
performance of CDMA.
In the DL, a large dynamic range can be used if we can assume that the orthogonal codes used 
remain perfectly orthogonal. This may be theoretically possible, but in practice we know that the 
orthogonality of the codes is lost due to multi-path and transmitter/receiver nonidealities 
[Prasa98]. Thus, using a large dynamic range on the DL could create a near-far problem for 
transmissions originating from a single source (i.e. the BS). Hence the dynamic range for the DL  
is of the order 25dB [TS 25.104],
Fig. 6-9 Power Control Dynamic Range for 2G and 3G Handsets
The UL dynamic range of the TPC set by the standard is a challenge from the perspective of 
UMTS terminal design. As depicted in Fig. 6-9, W -CDM A handsets are expected to operate 
between -5 0  and +21 dBm (Class 4 UEs) whereas for GSM, the dynamic range is around 30dB 
(+5 to +33dBm) [TS 25.101, WagenOO]. Hence, the dynamic range control for a W -CDMA  
handset is about 20,000 times larger than that for a GSM one. Since 3G handsets are required to 
be interoperable between the air interfaces, the issue will no doubt add to the complexity of their 
design.
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6.5.5 U E  Step Size Resolution (Quantisation Error)
This applies to both the UL and the DL, but here we are more concerned with the U L (hence the 
UE side). The quantisation error occurs due to the limited resolution that can be attained when 
stepping the transmit power up or down, i.e. the power change is not exactly equal to that required 
to counteract the fading and or the interference+noise. A significant amount of research has been 
done on the 2G CDM A systems (e.g. IS-95), to reduce this error. The techniques discussed in the 
literature can be broadly categorised under one of the two schemes discussed below (since CLPC 
operated only on the UL in IS-95, these analyses too were mainly done for the UL)
■ Adaptive Step-Size Algorithms [Steel96, Gunaw98, Kim98]: In these algorithms, one or 
more ‘memory bits’, i.e. past PC command decisions received by the UE on the DL, aid 
the change of power for the current iteration. The actual step size used for the current 
iteration is varied (adapted -  hence the name Adaptive Step-Size) according to these 
previous PC command patterns received, in such a way that the UE responds faster to the 
channel conditions, minimising in turn, the PCE and improving the instantaneous radio 
link quality. For example, [Kim98] utilizes an adaptive step size that varies exponentially 
with the previous and current PC command pattern. In [Steel96], up to seven previous PC 
command decisions were used to select the current step size, and their simulation results 
showed that performance gains of the order of 0.5dB were possible under certain 
conditions, over fixed-step schemes.
■ Adaptive-Step &  Predictive Algorithms [VisweOO, Gunaw99, Wen98]: Here, the idea is 
to predict the future behaviour of the channel based on past and current power or SIR 
measurements, and to use an adaptive step size accordingly to change the UE transmit 
power. PC algorithms based on least mean square (LMS) and recursive least squares 
(RLS) techniques have been proposed and shown to have superior performance over 
conventional schemes.
However, the consensus reached by the experts at 3GPP regarding the adaptive and predictive 
schemes discussed above is that, there is not much improvement in performance possible in 
practice using this kind of approach in W -CDMA, where better multi-path resolution is also 
available. In fact, this has been one of the conclusions arrived at in [Steel96]. Nevertheless, the 
work can be extended to say that certain step sizes are optimum for certain UE speeds and/or 
certain environments [Gunaw98, BakerOO], and this may hold true for W -CDM A as well. Hence,
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what UMTS has allowed is flexibility, to change the step size if the operator/vendor wishes, 
within the duration of a connection [TS 25.214]. The general approach therefore is to show that 
the system can be optimised to a certain condition using the step size and/or the PC algorithms 
(PCAs) specified, but not recommend a particular optimum value or PC scheme for any given 
situation.
The allowed step sizes for UMTS-FDD UL are ldB and 2dB. The implementation of step sizes 
smaller than ldB increases the complexity (and hence the cost) of the handset as well as reducing 
the accuracy of the step size [BakerOO]; hence an alternative PC algorithm (called PCA2) has 
been defined in 3GPP to emulate if  required, a smaller step size of 0.2dB [TS 25.214]. Both 
PCA1 and PCA2 will be discussed later on in this chapter.
Accuracy requirements are also imposed to minimize hardware errors, e.g. the maximum error in 
a single step change must be within ±50% of the nominal step size (i.e. ldB or 3dB for a single 
step change of 2dB) and the average deviation from the required step size (measured over 10 
consecutive steps) must be within ±20% of the nominal step size [BakerOO, TS 25.101].
6.5.6 Return-Link PC Command Errors
To avoid excessive delay in the loop, the PC commands are transmitted uncoded on the return 
link, thus suffering from an error probability that is considerably higher than that of the coded 
data. In [Viter95], these errors have been said to have a minimal effect on the performance of the 
PC loop, although it contradicts Gunawan [Gunaw98], who has shown that PC command error 
rates over 1% can result in a ldB loss in the SIR, and Adachi [Adach99] who reported a ldB loss 
for an error rate of 10% in a W -CDM A system. However in [Prasa98], typical reported error rates 
are of the order of 5%.
To derive some sense out of these somewhat contradicting reports, we were keen to investigate 
the problem ourselves. Shown in Fig. 6-10 are results derived from our own simulator on the 
issue. The service considered is 8-12.2kbps Voice Service (SF=128), in the UMTS Vehicular-A 
and B environments. Both these environments have exponential power delay profiles (PDPs) with 
up to 6 paths [ETSI98]. In our simulation, only the 4 strongest paths have been used for RAKE  
combining. For the Vehicular-A environment, the worsening in the PCE is, on average 0.06 and 
0.13dB for the 5% and 10% error rates, respectively (compared to 0% rate). For the Vehicular-B
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environment, a slightly higher error rate can be expected since it is a harsher environment. Here, 
incurring a 5% DL PC command error rate results in an average increase in the PCE of 0.07dB.
(a) (b)
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Fig. 6-10 Effect of Downlink PCC Errors on the PCE (a) Vehicular-A Env. (b) Vehicular-B Env.
Hence, the results show that retum-link errors do influence the performance, but it is not 
significant; this agrees with Viterbi’s comments in [Viter95].
6.5.7 SIR Estimation Errors
In Chapter 5 we discussed the importance of SIR measurement and the advantages of SIR-based 
PC over Power-based schemes. The limited amount of information available in the public domain 
coupled with the inadequate assumption of perfect SIR estimation that is made by many 
researchers, makes it a topic of relative importance in CDMA. Issues of concern, as highlighted
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earlier are the number of symbols available for the measurement, the rate of convergence of the 
estimator used (if at all) and an idea (roughly) of the value of SIR being measured.
Note that for purposes of modelling, SIR estimation errors can be modelled as return-link PC 
command errors, since this is what an SIR measurement error would amount to. Since the issue is 
one of the main areas of investigation in this thesis, results are presented from time to time under 
different subsections of this report, which show that SIR estimation errors can have a significant 
effect on the loop performance.
6.5.8 Level of Multi-Path Diversity at the Receiver
We mentioned earlier that it is expected W -CDM A would reduce the requirements on PC, due to 
its better multi-path resolution capability. Indeed, this is true in theory; even without PC, the BER 
can be expected to improve with L-branch diversity, according to [Proak95]:
BER (1  - J U )
L L- 1
k - Q
( L - 1  +  /Q! 
(L -1 )!L !
-tk
(1 +  jU) (6.13)
where M =
7c
i+rc
(6.14)
Here, P Ber is the uncoded BER and y c is the average SNR (or Eb/N 0) per branch. Fig. 6-11 
depicts the improvement possible in theory, with L-branch diversity. Although not shown, for 
sufficiently large values of y c (greater than lOdB), the BER varies approximately as (1 / y c ) 
raised to the power L. However, the following assumptions have been made in deriving the 
expression:
i) Uncorrelated Rayleigh Branches
ii) A ll Branches have equal Average SNR ( yc) values
iii) Ideal Maximal-Ratio Combining (MRC)
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Fig. 6-11 Uncoded BER Performance with L-Branch Diversity (analytical)
I f  the branches have a high cross-correlation, then the deep fades in the branches will occur 
simultaneously, thus reducing the diversity gain. By contrast, if the branch correlation is low, but 
they have very different mean powers (or SNRs, if you assume the average noise power at all 
branches is equal, which again is a reasonably good assumption), then the signal in a weaker 
branch may not be useful, even though it is less faded (below its mean) than the other signals 
[Saund99]. The latter we know is indeed the case with the UMTS channel models recommended ’ 
by ETSI [ETSI98], which have exponential PDPs. Finally, with increasing L, the SNR per path 
decreases, and it becomes difficult to perform ideal coherent RAKE combining.
We have already discussed the issue under channel estimation in Section 6.5.1, where we showed 
that the PCE does improve with multi-path diversity (see Fig. 6-7), but only up to about 4 paths, 
after which the performance either degrades, or stays the same. The low average SNR (or Eb/N0) 
of the weaker taps results in inaccurate channel estimation, and consequently results in non-
145
coherent RAKE combining; the noise thus added by the weaker taps (i.e. combining losses) 
results in the degradation of the closed-loop power control.
Hence, how many taps/which ones should be used for diversity combining in different 
environments, is another issue that may need to be addressed in W -CDMA. For the services, UE  
speeds and radio environments that have been considered in this thesis, the 4 strongest paths (out 
of 6 available) have been shown to produce the best results [GunarOl]. However, the objective of 
this exercise and discussion is not to say that 4 paths will always be optimum for the scenarios 
considered, but rather to give an insight into the problems that may need thought and 
consideration when designing and implementing baseband algorithms -  for example, more robust 
CHEst schemes may allow 5 or even 6 paths to be combined. This however, is an area of 
investigation outside the scope of this thesis.
6.5.9 U E  Speed (Doppler)
Although not discussed explicitly, the effect of the UE speed (or the Doppler shift) on CLPC has 
been illustrated in all the PCE plots which we have seen so far - a higher Doppler shift results in a 
higher fading rate and therefore, a degradation in the tracking capability of CLPC, resulting in a 
higher PCE. Previous research has concluded that, for PC to be effective under fast fading, the 
command rate should be at least 10 times the maximum Doppler shift expected [Ariya93, 
Gunaw98], i.e. f„Txi0l <0 .1 . Therefore, hypothetically CLPC can be expected to be effective for 
UE speeds of up to 80km/h in W -CDMA.
6 .6  Chapter Summary
The chapter has discussed many aspects regarding the operation of closed-loop power control. 
One of the main research contributions of this thesis, the proposed traffic-based SIR measurement 
scheme was introduced and its performance demonstrated in this chapter. The algorithm was 
shown to improve CLPC over the scheme proposed by 3GPP, especially for higher data rates. 
The smoothing filter employed in the algorithm was found not to be an optimum solution when 
the SIR is measured after RAKE-combining of the signal. Also, the effect of path diversity was 
analysed using the PCE as the performance metric. The conclusion was that the weak taps in the 
wideband channel do not contribute significantly (sometimes worsening the performance) in
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diversity combining. Factors other than SIR estimation that influence the CLPC performance, 
such as the round-trip delay, channel estimation, step-size quantisation error, return-link 
command errors and the dynamic range of the handset were discussed and some results presented; 
here it was also shown that return-link command error rates of up to 10% do not significantly 
degrade the performance of CLPC.
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Chapter 7
Comparison of S IR  Measurement Techniques 
for Power Control in W -C DM A
7.1 Introduction
The objective of this chapter is to compare the performance of SIR measurement techniques that 
can be used to optimise the performance of the CLPC scheme in the UMTS-FDD uplink. The 
motivation for this work stems partly from the fact that researchers apply such estimation 
techniques before [Steel96, AdachOO] or after RAKE combining of the signal. Based on the 
traffic-based SIR measurement scheme proposed in Chapter 6, two SIR measurement algorithms, 
one in which the processing is done before RAKE combining (from now on called the ‘Pre- 
RAKE Scheme’), and the other where it is done after RAKE combining (from now on called the 
‘Post-RAKE Scheme’) are proposed and compared; the overestimation problem that occurs with 
the former scheme is highlighted and the advantages and disadvantages of the two schemes are 
discussed. The performance metric used for the comparison is the uncoded BER. The work 
carried out in this chapter has been published in [Gunar02],
7.2 Simulation Model
The simulation model used is'clepicted ih‘Fig. 7 -1. It is the same as that used in Chapter 6, except 
for the difference in the SIR measurement techniques. Note that the BS receiver does not employ 
some kind of ‘switching’ mechanism to switch between the Pre-RAKE scheme and the Post- 
RAKE scheme, as the figure may suggest - it is only meant to illustrate that two such schemes 
exist, and only one of the two schemes will be used (at any one time) by the CLPC mechanism.
The PCA used is PCA1 [TS 25.214], in which the UE adjusts its power once in every 0.667ms 
slot. The channel models considered are the same as those considered in Chapter 6 with path loss, 
shadowing and fast fading (wideband channel).
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Fig. 7-1 CLPC Simulation Model
7.3 SIR Measurement Schemes
Both the Pre-RAKE scheme and the Post-RAKE scheme are based on the previously proposed 
traffic-based SIR measurement scheme, which utilises the DPDCH data symbols for SIR 
measurement. The two proposed schemes are discussed next.
7.3.1 The Pre-RAKE Scheme (‘Sum of Estimates’)
Basic Algorithm: In this scheme, the Eb/N0 of each multi-path is measured before the signals are 
RAKE-combined. The Eb/N0 estimate at the output of the CDMA correlator (after descrambling, 
despreading and de-multiplexing operations) for a BPSK-valued sequence is given by [Gunar02]:
A
No DPDCH
M DPDCH ^  j-j
I DPDCH (fc)
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The symbols and notations used in the algorithm are the same as those used in Chapter 6 and the 
operations involved are given by eqns. (6.2)-(6.5). For the Pre-RAKE scheme, the smoothing 
filter is utilised (L>1) since the Gaussian distribution of the noise+interference estimate holds 
(and therefore the MLE-based estimate holds).
Shortcomings: In Chapter 5 we showed how the performance of the algorithm depended on two 
factors, viz. the number of symbols available to carry out the estimation (ns) and the value of the 
actual Eb/No being measured. The overestimation problem, which occurs as a consequence, was 
discussed in [GunarOO, KumiOO], and is a problem generally faced by any SNR or SNR- 
dependent estimator.
In the wideband channel with a RAKE receiver, the Eb/N0 estimators must be able to deal with 
relatively low Eb/N0 values. Assume a RAKE receiver with N  fingers and MRC. I f  each multi- 
path component n, has an average Eb/N0 %, then the average Eb/N0 after the combiner is:
When power control is used to combat fading, the system will strive to keep the y  constant, say at 
y0 (this would in fact be the target Eb/N0 for CLPC). Thus, the average Eb/N 0 of the finger 
receiving the least power among the fingers being combined, can be bounded from above as 
[Eriks99]:
This would be the very case for weak taps, in a wideband channel that has an exponential PDP. 
As a consequence, SIR estimator must be able to operate at Et/No values less than 101ogIO(%)- 
101ogio(AO- This is further reduced by 3dB if  antenna diversity is used at the BS. Hence, 
intuitively it can be expected for the Eb/N0 estimation errors in the Pre-RAKE scheme to be 
higher than those in a Post-RAKE scheme. This is based on the simple reasoning that the RAKE- 
combined signal of a Post-RAKE scheme will have a higher Eb/N 0 value (hence a lower 
estimation error) than the Et/N0 values of the individual paths that are used for combining.
N
(7.2)
/!=1
(7.3)
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Therefore, some modifications (i.e. a weighting scheme) are proposed to the algorithm to reduce 
the overestimation problem.
Modifications to the Algorithm: Fig. 7-2 shows a block-diagram for the proposed Pre-RAKE 
scheme, with modifications to the basic algorithm described by eqns. (6.1)-(6.5). Perfect delay 
estimation of the paths is assumed, however Eb/N0 estimates of the individual paths are obtained 
before CHEst (channel estimation). The advantage in doing so (hence the advantage of the Pre- 
RAKE scheme) is that errors due to CHEst will not influence the final Eb/N0 estimate. The final 
estimate (and the one used by CLPC) is the summation of the individual estimates, which is 
equivalent to assuming perfect MRC.
Strongest Path
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Fig. 7-2 The Pre-RAKE Scheme
To a good approximation, the average M A I seen by each path would be the same [Steel96], and 
therefore the instantaneous interference+noise measurement for the kih slot is measured as the
Chapter 7 -  Comparison of SIR Measurement Techniques
average of the strongest paths1 of each antenna, A , at the receiver, as shown in Fig. 7-2. The 
measurement in eqn. (6.5) is calculated for D antennas and averaged as:
/,•„,,(&) is then used as the input to the smoothing filter in eqn. (6.2). The strongest paths available 
at each antenna have been used for the interference+noise power measurement so that the 
estimation errors are minimal. The instantaneous signal power is measured on all the paths that 
are used for RAKE combining, and are then summed.
To minimise the bias errors in the Eb/N 0 estimate, we use a weighting scheme, which uses further 
information available at the BS receiver. Its concept is as follows: if  the true average Eb/No we 
are trying to measure is (Ei/N0)True, and is known, then, we can reduce the estimation error 
incurred in measuring (Ef/Nohrue by weighting the estimate. Let the estimate of (ErfNofirue be 
(Ei/N0)Ext,True, then the required correction factor will be obtained by knowing the perfonnance of 
the algorithm in a Gaussian channel, e.g. the bias error for the algorithm in Fig. 5-3(a) in Chapter 
5. I f  the Eb/N 0 estimate for the Ith path before and after weighting are (E,/N0)Est.i and 
(Ei/No)pre-RAKE.i respectively, then to a good approximation,
will have a lower error in the estimate (on average), than the original estimate (Ei/N0)Est,i for that 
path. However, (E,/N0)True in eqn. (7.5) is unknown so far; if  (E,/N0)True is known, (Ef/N 0)ExtiTnw 
can be found by the use of a look-up table, and consequently (E , / N 0)p re-RAKE,i can be computed. To 
work out a suitable value for (Ef/N 0)True for every path I, we make use of the following 
information:
□ The Target Eb/N 0 (available at the BS receiver)
□ The average PDP of the multi-path, which will be tracked by the matched filter
□ The number of paths used for RAKE combining, P.
1 Although only the strongest path for Antenna 2 is shown, it performs the signal power measurement (and 
weighting) on all multi-paths that are used for combining, just as shown for Antenna 1
(7.4)
(E„/NQ)Pre-RAKE. I (7.5)
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Knowing the average PDP and considering that the interference seen by each of the taps is equal, 
it can be assumed that the ratio of the average Et/N0 values of the multi-path are set in the ratio of 
the average PDP, i.e.
V V
1*0 J 1*0 J > V
- (7.6)
jf here is the average power for path L It is well-known that the received Eb/N0 at the BS receiver 
of a user’s signal (after power control) is log-normally distributed with a mean value equal to the 
target Eb/N0 [Viter93]. Let the linear value of this target be (Ei/Noftarget- Under these 
circumstances, for a system with antenna diversity D at the receiver we can write:
= ( E b / N „ ) Tmc„ (7.7)
/=!
Note that eqn. (7.7) holds on average, i.e. not for instantaneous values of (Ef/N0)b Using eqns.
(7.6) and (7.7), (E//N0)i can be found for each path /; this average value is used as (Ei/N0)Tme in 
eqn. (7.5).
Equations (6.1)-(6.5), (7.4) and (7.5) are calculated using ns DPDCH data symbols, once for 
every slot (0.667ms) of a UMTS radio frame, with window length L=10, while (7.6) and (7.7) 
need updating when the average PDP and/or (ErfNoftarget changes. It should be noted that these 
modifications to the Pre-RAKE scheme have been proposed to reduce the effect of the bias errors, 
which occur due to overestimation.
7.3.2 The Post-RAKE Scheme (‘Estimate of S u m ’)
The Post-RAKE scheme is relatively simple; in fact it is exactly the same as the scheme used in 
Chapter 6. Here, no weights are used since the Eb/N0 value being measured is high; the smoothing 
filter in eqn. (6.2) is also omitted (i.e. L = l) since the interference+noise measurement after 
RAKE combining is not normally distributed, hence did not optimise the estimate. This can be 
explained by noting that, since MRC is an interference suppression technique itself, the 
interference+noise statistics of the RAKE-combined signal differ from the statistics of the Pre-
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RAKE estimates (this was also discussed in Section 6.4.2.1). Therefore, in the Post-RAKE 
scheme, eqns. (6.1)-(6.5) are computed once every 0.667ms using ns symbols with L=l.
7.4 Simulation Results &  Discussion
The simulations to compare the performance of the two algorithms have been carried out in the 
Vehicular-A environment. Two services have been considered, viz. the 8kbps speech service 
(.S /A^S) and 144kbps data (SF -8); the air-interface and the channel parameter values used are 
stated in Appendices A &  B. Two further points need mentioning:
□ Choice of Performance Metric (BER): Up to now, most of the results that have been 
presented in this thesis was using the PCE metric. So why are we using the BER now? We 
noted that in the Pre-RAKE scheme, we weight the Eb/No estimate by a correction factor to 
reduce the error in the estimate. Since the PCE itself is the standard deviation of the Eb/N0 
about the target value, if  we use the PCE at the performance metric in this scenario, we would 
obtain erroneous results since we are somewhat modifying the PCE ourselves by weighting it 
-  if  the weight is accurate, it would reduce the PCE, on the contrary if  it was inaccurate, it 
would worsen the PCE. I f  we apply weighting to both SIR measurement schemes (i.e. Pre- 
RAKE &  Post-RAKE), the PCE may prove to be valid, but under such circumstances, it 
would not prove to be a useful metric. The issue takes us back to the discussion in Section 
6.4.2.2, where we stated that the PCE is a composite of two errors -  the error due to the 
inaccuracies of CLPC plus the error in the estimator itself, which is estimating the PCE. The 
two errors are generally inseparable. At the end of the day, what we are interested in finding 
out here is if the weighted Pre-RAKE scheme will, on average, generate more accurate PCCs 
than the non-weighted Post-RAKE scheme. The BER would be a good reflection of this.
□ UE Speed: The speed considered is 30 km/h. Since we are using the uncoded BER as the 
performance metric, it is important to consider a speed at which CLPC tackles the fading 
effectively, so that the results are meaningful. Hence any difference in the BERs would be 
solely due to the effect of the SIR measurement scheme on CLPC (if we considered a high 
speed at which the power control is not very effective anyway, then, the results may be 
indiscriminate of the performance of the SIR measurement scheme, and hence its effect on 
CLPC may not be captured).
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The uncoded BER vs. the target Eb/N0 is shown in Fig. 7-3 for the two services considered, 
employing the two SIR measurement schemes. The results indicate that CLPC using the Post- 
RAKE scheme outperforms CLPC using the Pre-RAKE scheme for all values of target Eb/N0 
considered, and for both services. The results could be explained by noting the overestimation 
that occurs in the Pre-RAKE scheme, especially for the weaker multi-paths - despite the 
weighting scheme used to circumvent the problem to some extent, it results in unnecessary 
‘power down’ commands being generated at the BS. Subsequently, the UE keeps lowering its 
power even when the true Eb/N0 at the receiver is low, resulting in a higher BER.
The improvement for the higher data rate is higher due to two reasons: firstly there are more 
symbols ns for SIR measurement, which improves the SIR measurement and consequently the 
performance of CLPC, specially in the case of the Post-RAKE scheme. Secondly, the L I 
parameters for higher data rates are such that channel estimation improves [ToskaOO].
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Fig. 7-3(a) 8kbps Speech Service (57'=128)
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Fig. 7-3(b) 144kbps Data Service (SF= 8)
7.5 Chapter Summary &  Conclusion
In this Chapter we have proposed and investigated the performance of two SIR measurement 
schemes that can be applied to CLPC in W -CDMA. Measurement algorithms for both schemes 
were proposed. The advantage of the Pre-RAKE scheme is that it is not affected by the channel 
estimation errors, since it assumed perfect MRC. However, this is marred by the overestimation 
of the SIR of the individual paths, resulting in a degradation of the power control performance 
and hence the link quality of the user concerned. The Post-RAKE scheme on the contrary is 
simpler to implement (less processing), and allows better estimation of the SIR despite the 
channel estimation errors being included in the estimate. Hence, it is concluded that SIR 
measurement schemes that operate after RAKE combining are better suited for CLPC in W - 
CDM A over schemes that perform the measurement prior to the combining.
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Chapter 8
Conclusion
8.1 Thesis S u m m a r y
This thesis has evaluated the link-level performance of a power-controlled user in the W -C D M A  
system under multi-path fading. The main objective was to evaluate and improve the performance 
of CLPC on the UM TS-FDD uplink, by concentrating on the SQE (or SIR measurement as known 
in 3GPP) aspect of the power control scheme.
To this end, an improved SIR measurement scheme was proposed and shown to have an improved 
performance in a Gaussian channel. The enhanced performance was obtained by the addition of a 
smoothing filter to an existing algorithm. Based on M LE theory, the algorithm provides an 
optimum estimate of the noise+interference power when its PDF has a Gaussian distribution. 
Furthermore, an optimised solution was proposed for the wideband channel where the SIR 
measurement was performed on a traffic channel. The scheme showed improvements in the 
standard deviation of the PCE of 1.4dB for the 8kbps speech service, and up to 2.75dB for the 
144kbps data, both in UMTS Vehicular environments. The gains achieved are with respect to the 
performance obtainable with the SIR measurement technique proposed by 3GPP (i.e. using 
dedicated pilot symbols), and they translate to improvements in the C D M A  capacity at system- 
level. Furthermore, a comparison was carried out between Pre-RAKE and Post-RAKE SIR  
measurement for CLPC; here, both schemes have advantages as well as disadvantages, but it was 
shown that Post-RAKE schemes have superior performance over'Pre-RAKE schemes. Finally, the 
effect of channel estimation on the link-level performance was also discussed.
8.2 Lessons Learned
On SIR Measurement: Here, it is important to be able to relate the speed o f convergence of the 
SQE algorithm to the application/system where it is to be used. CLPC (or fast TPC) in W -C D M A  
requires fast convergence for two reasons. Firstly, because one of its objectives is to track the fast 
(Rayleigh) fading for a range of speeds (up to « 80 km/h) - hence it is important that the SIR 
variations of the fading envelope are tracked rather than averaged out within this speed range. 
Secondly, convergence is required within less than one UMTS slot, i.e. less than 0.667ms;
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therefore the speed of convergence is of utmost importance. For example, SQE algorithms based 
on subspace-based techniques (discussed in Chapter 5) were said to have convergence rates of a 
few IS-95 frames (i.e. over 100ms) for voice-oriented services, which are clearly insufficient for 
our application.
Another important point to note is that, the more appropriate parameters to associate with when 
referring to the convergence of SQE algorithms, is the data rate and the time duration being 
considered for the measurement, as opposed to the time duration only. The latter has been used, 
for example in [Steel96, Turkb98]. This is because, as has been shown time and again in this 
thesis, the mean and the variance of the estimation error depends on the number of symbols 
available for estimation. This could prove to be even more relevant in 3G systems like W -C D M A , 
where different data rates for different services are envisaged. Indeed we have shown this to be 
true in the case of the traffic-based SIR estimator proposed and discussed in Chapter 6, where the 
PCE gain was shown to be higher for higher data rates.
Together with the data rate, it is also useful to have an idea of what range of Eb/N 0 values are 
expected to be measured by the SIR measurement algorithm. We have explicitly shown in this 
thesis that the lower Eb/No values incur higher estimation errors; hence some method to 
circumvent the problem may be required, e.g. to remove the bias when the true Eb/N0 (and 
therefore the bias error) is a known quantity. On the contrary, it is not an easy task to work out the 
true Eb/N 0 values received in the mobile propagation channel1, especially the instantaneous values 
(if this was possible, there would be no need for SQE algorithms, or to correct their bias errors!). 
The bias error was shown to vary as a function of the data rate as well as the true Eb/N 0 being 
measured, and results in overestimation of the Eb/N0; it is collectively known as the 
overestimation problem, and was discussed in Chapter 5.
On the PCE: Since the PCE is also a quantity that is measured, it also contains a component of 
the SIR measurement error. Therefore, when specifying a PCE value (e.g. one obtained from a 
link-level simulation, which can be used as a known parameter in a system-level simulation), it is 
important to have an idea of what level of accuracy is delivered by the SQE algorithm used in the 
PCE measurement. Strictly speaking, the SIR measurement error and the PCE are inseparable -  
the former lays the lower bound on the latter.
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measurement scheme. This was however an average correction, not instantaneous.
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8.3 N e w  Contributions
In summary:
□ A  new traffic-based SIR measurement scheme was proposed for the W -C D M A  (UM TS- 
FDD) uplink. The algorithm, which currently assumes blind rate (spreading factor) 
detection, shows much superior performance over the pilot-based SIR measurement 
scheme proposed by 3GPP [TS 25.214]. Furthermore, the algorithm shows higher 
performance gains for higher data rates, indicating that high data-rate users are even better 
power-controlled; this is an added advantage, since high data-rate users generally transmit 
higher powers, causing more interference to the network and consequently degrading the 
C D M A  capacity. The performance gains were clearly demonstrated in Chapter 6.
□ An improved Eb/N 0 (SIR) estimator was proposed based on an existing algorithm -  the 
performance gain was obtained by the addition of a smoothing filter. The improved 
algorithm shows gains in the PCE in a narrowband channel. In the wideband channel, the 
smoothing filter proves useful if  the SIR measurement is done before RAKE-combining 
of the signal (Chapters 5, 6 and 7).
□ A  further comparison of SIR measurement schemes has been carried out in W -C D M A , 
using the proposed traffic-based SIR estimator. Two SIR measurement algorithms, one in
which the processing was done before RAKE combining (The ‘Pre-RAKE Scheme’), and©
the other where it was done after RAKE combining were compared. The pros and cons of 
the two algorithms were discussed. It was shown that Post-RAKE schemes are better 
suited for power control in W -C D M A  over schemes that perform the estimation prior to 
the combining (Chapter 7).
□ The effect of combining multi-path in Vehicular environments has been investigated. The 
results showed that the combining of weak taps does not significantly improve the 
performance of power control, due to the channel estimation errors incurred (Chapter 6).
□  A  fully parameterised simulator using the W -C D M A  air interface parameters has been 
developed in MATLAB® software for the evaluation work carried out in this thesis. 
Parameters such as the user data rate, user speed, radio environment and the PCA can be 
input as required by the user, for performance evaluation2. The simulator should prove to 
be a useful tool for further link-level analysis of the effects of imperfect power control in 
W -C D M A , and could be expanded to include functions such as channel coding and 
interleaving.
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An additional contribution of this thesis (in the context of W -CDM A) is that, it has promulgated a 
significant amount of information, where there was originally almost none. As mentioned earlier 
on in this report, the 3GPP specifications on SIR measurement are currently open, the only 
recommendation made being that the SIR measurement be performed using the pilot symbols 
transmitted [TS 25.214]. In this thesis we have proposed several SIR measurement algorithms, as 
well as schemes in which those algorithms could be utilised. We have compared the performance 
of the proposed schemes and discussed the important issues; furthermore, we have shown that the 
proposed traffic-based estimator performs much better than the pilot-based method proposed by 
3GPP. The algorithms we have proposed and discussed can directly be implemented on DSP chips 
for real-time SIR measurement. Also, this thesis would serve as a guide/handbook for baseband 
algorithm developers (at operator and vendor companies in cellular radio), as well as those in 
academia. Finally, for the persevering researcher, it forms the basis for the formulation of novel 
ideas and developments to come.
8.4 Future W o r k
■ The most useful research that remains to be done which would complement this thesis is 
the adaptation of an existing BRD algorithm into the already developed simulator. Several 
algorithms, mainly based on M LE techniques have been discussed in [KimOO, SharmOl]. 
Algorithms with medium complexity would suffice for our application, which have been 
shown to achieve detection error rates of 10'3. I f  each error in detecting SF was 
represented by a PCC error (on the DL), then this PCC error rate would worsen the PCE 
by an amount that is negligible. We showed by simulation results in Section 6.5.6 that 
PCC error rates of 5% and 10% would increase the PCE by 0.06dB and 0.13dB, 
respectively (in the Vehicular-A environment). Therefore, a PCC error rate of 0.1% (and 
hence a detection error rate of 103) can be expected to have no effect on the PCE.
■ Another area of investigation is the applicability of the proposed traffic-based estimator to 
other U L channels to which CLPC is applied, e.g. the U L CPCH, as well as the FD D-DL  
DPCH.
* Since the simulator can be augmented to perform additional functions, the performance of 
SIR-based CLPC with coding and interleaving could be investigated. Since power control 
works with coding and interleaving in a complementary fashion, the effect on the BER  
over a range of UE speeds can be investigated.
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■ The performance of CLPC can also be investigated in Urban and Pedestrian 
environments; in particular, it will be useful to see how CLPC tackles “on-off’ 
shadowing. This occurs particularly at street junctions, when for example, a LOS path 
suddenly becomes available as the UE moves a few centimetres around a corner, and can 
increase the signal power by around 30dB (or vice versa if  the UE is moving in the 
opposite direction). For this purpose, the correlated shadowing model that has been used 
in this work may need to be modified in order to simulate the “on-off’ effect.
Also, the fast fading models considered in this work are WSSUS type; it will also be 
useful to see the impact on CLPC performance when more recently developed models 
such as “birth-death” propagation models are used in the channel, which reflect real 
conditions more accurately.
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Appendix A
W ideband Channel Parameters
A.l R M S  Delay Spread
The mean relative powers of the taps are specified by the PDP for a given channel. Usually the 
PDP is discretised in the delay dimension to yield n individual taps of power Plt P2, ..., Pn (say), 
where each tap-gain process may be Rayleigh or Rice distributed.
A  frequently used measure of the severity of the of the severity of time-dispersive channels is the 
RMS delay spread, defined as the square root of the second central moment of the PDP [Hess98] 
and is given by:
T'RMS ~  J  P  ^ A ' i  ^0  ( A . l )
where PT is the total power in the channel, given by eqn. (A.2) and t 0 is the mean delay , 
corresponding to the ‘centre of gravity of the profile’ [Saund99] and given by eqn. (A.3) below.
PT = X  P> (A.2)
1 = 1
P>T< (A.3)
rT i=l
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A.2 P D F  and other Parameters for U M T S  Vehicular Environments
Environment Tap Average 
Power [dB]
Relative 
Delay [ ns]
Relative Delay 
[Chips]
Vehicular-A 1 0.0 0 0
2 -1.0 310 1
3 -9.0 710 3
4 -10.0 1090 4
5 -15.0 1730 7
6 -20.0 2510 10
Vehicular-B 1 -2.5 0 0
2 0.0 300 1
3 -12.8 8900 34
4 -10.0 12900 49
5 -25.2 17100 65
6 -16.0 20000 76
Table A -l - Wideband Channel Parameters for UMTS Vehicular Environments [ETSI98]
■ The wideband channel is modelled using the TD L model described in Section 2.4.2 (Chapter
2) using the parameter values in Table A -l.
■ Path loss (in vehicular environments) has been modelled using the model adapted from 
Hata’s formula for a carrier frequency of 2GHz and a BS antenna height of 15m, and given 
by eqn. (2.6). Throughout the thesis, the path loss is calculated using this equation assuming 
that the UE is at a fixed distance of 1km from the BS. The reasons for this were discussed in 
Section 2.2.1.
■ Correlated log-normal shadowing is modelled as a first-order HR filter, given by eqn. (2.9). 
For the vehicular environments considered in this thesis, the standard deviation and 
correlation distance of shadowing are lOdB and 20m respectively [ETSI98].
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Appendix B -  Simulation Parameters
Appendix B
Simulation Parameters
PARAM ETER VALUE
Chip Rate 3.84 Mcps
Data Rates (Services) 8 kbps (Speech), SF= 128
Considered 144 kbps data, SF= 8
DPDCH Nd= 20 for SF= 128 
Nj=320 for SF= 8
DPCCH Np=6, SF= 256
DPCCH/DPDCH Power Ratio -3dB (SF=128) 
-6dB (SF= 8)
Channelisation Codes DPDCH -  OVSF Code Cl2g. 32 or Q  2 
DPCCH -  OVSF Code C256.0
Scrambling Code 38400 chip Long Code
Frame Length 10ms (15 slots)
UE Speeds 20-120 km/h
PC Command Rate 1500Hz
PC Step Size ldB
RTD 1 slot
Dynamic Range of handset 80dB
Channel Estimation 1-Slot Pilot Averaging
BS Receiver Diversity MRC-RAKE with Antenna Diversity (D=2)
No. of Paths used for RAKE  
Combining
unless specified, 4 (out of 6 available)
Receiver Noise Density -169 dBm/Hz
Max. Transmit Power of UE +33 dBm
BS Antenna Gain + 13 dBi
UE Antenna Gain OdBi
Cable Losses 2dB
SIR Measurement Parameters Ns= 12, L=1 for SF=128 (Post-RAKE) 
Ns= 192, L=1 for SF=8 (Post-RAKE) 
N s=\2, L=10 for SF=128 (Pre-RAKE) 
Ns= 192, L=10 for SF= 8 (Pre-RAKE)
No. of wavelengths of the 500 (minimum) @ 20 km/h, more at higher
Rayleigh considered, X speeds
Target Eb/N0 @ the BS (varied 7-7.3dB for 8kbps Speech
with UE Speed) 6-6.3dB for 144kbps Data
Table B -l W -CDM A Simulation Parameters
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■ Interference: M A I has been modelled as a complex Gaussian noise process. This is a 
good approximation on the uplink when there are many users in the system; specifically, 
the total M A I power has been set to be 10 times the receiver noise, which corresponds to 
a reverse-link ‘cell loading factor’ of 90% [Mille98].
■ Number of Wavelengths: X (carrier wavelength) in our simulator sets the time duration 
for which the simulation will be run. Here, care must be taken to make sure that a value is 
set for X so that sufficient statistics can be obtained to derive meaningful results 
(obviously, the higher the value of X, the bigger the time duration considered and the 
longer the simulation runtime). To obtain sufficient statistics from the Rayleigh (e.g. to 
work out the standard deviation of the PCE), at least 500 wavelengths of the channel have 
been considered. Where the BER is also a parameter being investigated, the value of X 
should allow sufficient bit errors to occur in addition to satisfying the required channel 
statistics. Hence it must be understood that the value of X used will depend on the data 
rate (service) being considered as well as the UE speed (assuming that the other air- 
interface parameters are fixed, which they are).
■ DPDCH is transmitted with Nj data symbols per slot whilst DPCCH contains Np pilots 
per slot.
■ Pre-RAKE SIR measurement has only been performed in Chapter 7; in all other 
simulations in the wideband channel (Chapters 6 &  7), Post-RAKE SIR measurement has 
been performed.
H The smoothing filter has been utilised (i.e. L>1) in Pre-RAKE SIR measurement (Chapter
7) as well as in the case of simulations in the narrowband Rayleigh (Chapter 6).
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