The goal of the Dynamic Buchberger Algorithm is to compute a Gröbner basis quickly by adjusting the term ordering as the computation proceeds. A known problem concerns the size and number of linear progams to be solved when refining the ordering. This paper describes two methods for reducing both their size and number.
Two earlier publications have considered this approach. One described a dynamic algorithm as an application of normal cones for Newton polytopes, but the authors did not implement it [10] . The other discussed an implementation that initially chooses a partial ordering, then refines it during the first few iterations [4] .
Surprisingly, the research ended there! Aside from one unpublished preprint [9] , nothing more appeared for twenty years, despite ample opportunities for investigation.
One interesting problem appears in the conclusion of [4] :
In a number of cases, after some point is reached in the refining of the current order, further refining is useless, even damaging. …The exact determination of this point is not easy, and an algorithm for its determination is not given.
Essentially, the refinement was accomplished via linear programming, and the number and/or size of the programs grows unmanageable. The previous approach refined until a predetermined point, continuing as a static algorithm. While this does keep the linear programs manageable, it blocks subsequent, useful refinement -and it forces prior, unnecessary refinement.
The present work contributes two new criteria that guide the refinements more carefully. They detect when refinement will clearly fail, allowing the algorithm to stop refinement and restart when it may be useful. Based on simple, geometric insights, they significantly reduce both the number and the size of the associated linear programs.
Background
We typically follow the vocabulary and notation of [4] , with some modifications. Section 2.1 reviews the traditional, "static" Buchberger algorithm. Section 2.2 describes the dynamic algorithm and its first implementation, concluding with geometric considerations which prove helpful later.
Gröbner bases and the static Buchberger algorithm
Let n ∈ N + , K a field, and R = K [x 1 , . . . , x n ]. We call a product of powers of the variables of R a term, and denote the ideal of R generated by any F ⊆ R as F . We denote the exponent vector of a term by its name in boldface; so, if n = 4 and t = x 2 1 x 3 x 20 4 , then t = (2, 0, 1, 20). An ordering σ on the set T n of all terms of R is admissible if it is compatible with divisibility and multiplication. By "compatible with divisibility," we mean that t | u and t = u implies that t < σ u, and by "compatible with multiplication," we mean that t < σ u implies that tv < σ uv. These criteria guarantee useful computational properties, such as 1 < t for all t, transitivity, and finiteness of strictly decreasing sequences. We only work with admissible orderings, so henceforth we omit the qualification.
We write T for the set of all term orderings of R, and denote orderings by Greek letters μ, σ , and τ . For any nonzero p ∈ R we write lt σ ( p) and lc σ ( p) for the leading term and leading coefficient of p with respect with σ . If the value of σ is clear from context or does not matter, we simply write lt ( p) and lc ( p). For any F ⊆ R, we write lt σ (F) = {lt σ ( f ) : f ∈ F}.
Let I be an ideal of R, and G ⊆ I . We call G a Gröbner basis of I if G = I and for every p ∈ I there exists g ∈ G such that lt (g) | lt ( p). This property depends on the ordering; if σ, τ ∈ T , it is quite possible for G to be a Gröbner basis with respect to σ , but not with respect to τ .
It is well known that every polynomial ideal has a finite Gröbner basis, regardless of the choice of ordering. Actually computing a Gröbner basis requires a few more concepts. Let p, r ∈ R. We say that p reduces to r modulo G if there exist {i 1 , . . . , i } ⊆ {1, . . . , #G} such that r 0 = p, r k+1 = r k − t k g k , t k lt (g k ) is a term of r k , and r = r . If r = 0 or there no longer exists g ∈ G such that lt (g) divides a term of r , we call r a remainder of p modulo G. The well-ordering guarantees that every sequence of reductions terminates.
Definition 1 Let f, g ∈ R, with f = 0. If g = 0, the S-polynomial of f and g is
otherwise, the S-polynomial of f and 0 is spoly ( f, 0) = f .
Proposition 1 (Buchberger's Characterization, [3]) G is a Gröbner basis of I if and
only if spoly ( f, g) reduces to zero modulo G for every f, g ∈ I \ {0}.
Buchberger's Characterization of a Gröbner basis leads naturally to the classical, static Buchberger algorithm to compute a Gröbner basis, by adding to the basis G the remainders of its S-polynomials modulo G.
The dynamic algorithm
One way to generalize the Buchberger algorithm is to allow the term ordering to change, as in the algorithm of Fig. 1 . Rather than require an ordering as input, it chooses an ordering, both at the outset of computation, and each time it adds a new polynomial to the basis. Typically, we should like the algorithm to choose orderings that "optimize" the computation in some way, as we shall presently explain. The algorithm will terminate [9, 10] , and returns both the basis and the ordering.
The only implementation until now has been that of [4] , which added another innovation. While our choice of τ in step 2d is free, changing the leading terms of G can have two detrimental effects. First, a Gröbner basis must satisfy Buchberger's Characterization, so the possibility that σ changes value in line 2d makes it necessary to recompute P in line 2e. Another detrimental effect is on strategies that identify useless pairs in P; a pair that is useless for one value of σ might become necessary for another. We can avoid this by allowing only refinement of the order, preserving the known leading terms. As this article proposes criteria to control the refinement, we now consider refinement in some detail.
To choose an ordering, Caboara identified potential leading terms of r ∈ R, which are terms t of r for which there exists an ordering σ such that lt σ (r ) = t. For any ideal, we have a finite set of equivalence classes of all term orderings; for any subset G of the ideal, and any σ, τ in a given equivalence class, lt σ (g) = lt τ (g) for each g ∈ G.
We call each equivalence class a cone associated to G, and denote by C (σ, G) the cone associated to G that contains a specific ordering σ . This cone turns out to be a normal cone of the affine Newton polyope of G [10] .
Suppose we want to find σ such that lt σ (r ) = t. A vector will suffice to describe σ , and for each u ∈ supp (r ) \ {t}, we have t > u iff σ (t − u) > 0. We also need σ k > 0 for each k, which gives us a system of linear inequalities,
So, any solution for y gives us a (partial) ordering σ that guarantees lt σ (r ) = t. (Here, t k and u k denote the kth entry of t and u, respectively. To avoid confusion with the variables of the polynomial ring, we typically use y's to denote the unknown values of linear programs.) We can solve this system using techniques from linear programming.
Proposition 2 (Propositions 1.5, 2.3 of [4])
The cone C (σ, G) can be described using a union of systems of linear inequalities, with one system for each g ∈ G.
An obvious optimization is that if u | t and u = t, the corresponding linear inequality is trivial, and we can ignore it. Proposition 3 (The Divisibility Criterion; Proposition 2.5 and Corollary of [4] ) Let r ∈ R\{0} and t, u ∈ supp (r ). If u divides t properly, then t > τ u for every τ ∈ T . In other words, u is not a potential leading term of r .
Caboara also proposed a second criterion based on the notion of refinement, which we now describe with some precision. If C (τ, G ∪ {r }) ⊆ C (σ, G), we say that τ refines σ . This preserves the property lt τ (g) = lt σ (g) for all g ∈ G, allowing an implementation to discard line 2e. Proposition 4 (The Refining Criterion; Proposition 2.6 of [4] ) Let G = {g 1 , . . . , g } R and t 1 , . . . , t be potential leading terms of g 1 , . . . , g , respectively. Let U k denote the subset of potential leading terms of g k whose linear inequalities are consistent with those generated by the choice of t j = lt g j for j = 1, . . . , k − 1. The system
Note that U k is empty if and only if the choice of t 1 , . . . , t k−1 was itself inconsistent; otherwise, the cone associated to {g 1 , . . . , g k−1 } is nonempty, and any ordering within will favor some term of g k .
Example 1 Suppose g 1 = x + y, g 2 = x 3 + y 2 , and we have chosen lt (g 1 ) = x. Then U 2 = x 3 , as the choice of y 2 would entail an inconsistent linear inequality. In this case, no comparisons are necessary.
In light of Proposition 4, we compare t k with other potential leading terms u that are consistent with the previous choices; we call such u compatible leading terms. 1 Refining the cone in this way allows us to warm-start the simplex algorithm from a previous solution, reducing the overhead from linear programming. In some cases, this forfeits some better choices [9] , and refinement requires us to track the linear inequalities as we add polynomials, but it saves us the cost of cold-starting the simplex algorithm after rebuilding the same inequalities on each iteration.
To facilitate this record-keeping, we define
a system of linear inequalities that guarantees our choice of leading terms for G. Naturally, the solution to this union of systems of linear inequalities is the intersection of the solutions of the individual systems. We sometimes shorten this notation to lp (σ, G). 2 4 , and select x 2 2 as its leading term, with σ = (3, 2, 1, 1). We have Termination is easier to see for a dynamic algorithm that refines the ordering; as the leading terms of the basis do not change, the argument is identical to that of the static Buchberger algorithm.
Speaking geometrically, the feasible region of these systems of linear inequalities forms an open, convex set that is an infinite cone. Adding polynomials to G sometimes splits some of the cones. (See Fig. 2 ). This gives a geometric justification for describing Caboara's approach as a narrowing cone algorithm. (Additional details can be found in [10] and [12] .) While a cone can split when we add a new polynomial, the cone containing the current ordering need not split, especially as termination nears. For this reason, it is not necessary to refine the cone every time a polynomial is added. The methods of the next section help detect this situation.
Exploiting the narrowing cone
This paper's main contribution is to give an accurate criterion for refinement. We propose two techniques to accomplish this: one uses cones known to be disjoint (Sect. 3.1); the other uses "boundary vectors" that detect and discard useless orderings (Sect. 3.2).
Disjoint Cones
The Disjoint Cones Criterion is based on the premise that by tracking inconsistent constraints of linear programs, we can avoid trying them again later.
Geometric motivation
Suppose we have computed k polynomials g 1 , . . . , g k , then compute more, g k+1 , . . . , g k+ . Let -C T be the nonempty cone defined by the selection of T = {t 1 , . . . , t k } as the leading terms of G = {g 1 , . . . , g k }, -C u be the nonempty cone defined by the selection of u = lt (g k+1 ), and -C T be the nonempty cone defined by the selection of T = {t 1 , . . . , t k+ } as the leading terms of G = {g 1 , . . . , g k+ }.
Observe that C T ⊆ C T . If the current ordering is σ ∈ C T , and C T ∩ C u = ∅, then it is impossible to refine the ordering in a way that selects u as the leading term of g k+1 , as this would be inconsistent with previous choices. On the other hand, it is possible to refine σ to an ordering τ . Now let -C v be the nonempty cone defined by the selection of v = lt (g k+ +1 ).
so we cannot refine σ to any ordering that selects v as the leading term of g k+ +1 . If we record the incompatibility of the cone C u , then we can check whether C v ⊆ C u , rather than going to the expense of building a linear program to check whether C v ∩ C T = ∅.
Implementation
A linear program could determine precisely whether C v ⊆ C u , but it would be costly to do this each time. We content ourselves with a method that is faster, if less accurate.
Proof L T , L U , and L V describe feasible regions C T , C U , and C V that, as above,
We implement this using a global variable, rejects. This is a set of sets of linear constraints; whenever L T is known to be consistent, but L T ∪ L U is not, we add L U to rejects. Subsequently, while creating the constraints in an extension L V of L T , we check whether L U is contained in L T ∪ L V ; if so, we can reject L V without incurring the burden of the simplex algorithm.
Currently, we add L U in its entirety to rejects; it might be better to add only that subset that creates the inconsistency. However, determining precisely which constraints cause the inconsistency would consume additional time, and the inconsistency might actually be due to a combination of constraints that, taken individually, are consistent with L T . We have chosen the path of simplicity for now. So the criterion we actually check is sufficient for the cones to be disjoint, but not necessary. With appropriate data structures, the complexity of determining subset membership is relatively small; with hashed sets, for example, the worst-case time complexity would be O (|rejects| × cost of hash function).
Boundary Vectors
Unlike the Disjoint Cones Criterion, the Boundary Vectors Criterion can prevent the construction of any constraints.
Geometric motivation
Let C (σ, G) be a cone associated with G, containing the ordering σ .
Definition 2
The closure of C (σ, G) is the feasible region obtained by rewriting lp (σ, G) as inclusive inequalities (≥ in place of >). Let d ∈ R be positive. We say that ω ∈ R n is a d-boundary vector of C (σ, G) if it is an extreme point of the intersection of the closure of C (σ, G) and the additional constraint n k=1 y k = d.
Remark 1 While d = 1 suffices, in practice we work with a subcone, and typically need d > 1.
As long as σ remains fixed, we keep d fixed, as well, so we can refer safely to "boundary vectors" without qualification, and write Ω σ,G for the boundary vectors of C (σ, G). If G and σ are not critical to the discussion, or if they are understood from context, we simply write Ω.
When d = 30, we have Ω = {(15, 7.5, 7.5) , (20, 5, 5) , (18, 4.5, 7.5)}.
Boundary vectors possess the desirable property of capturing all possible refinements of the term ordering.
Theorem 2 (Boundary Vectors Criterion) Let r ∈ R and Ω the set of boundary vectors of C (σ, G). Write t = lt σ (r ). If there exists τ ∈ C (σ, G) such that lt τ (r ) = u = t -that is, there exists τ that refines the order differently from σ -then there exists ω ∈ Ω such that ω (u − t) > 0.
The converse of Theorem 2 is not true in general. For example, let ω = (2, 1) , r = x 2 + x y + y 2 , u = x y, and t = y 2 . Even though ω (u − t) > 0, there is no ordering τ such that lt τ (r ) = x y, as y 2 < x y implies x y < x 2 .
Nevertheless, the theorem does imply a useful corollary:
Corollary 1 If we know the set Ω of boundary vectors for C (σ, G), then we can exclude from consideration any term u such that ω (t − u) > 0 for all ω ∈ Ω. That is, u is not a compatible leading term.
We turn now to the proof of Theorem 2. Figure 3 illustrates the intuition; here, τ and σ select different leading terms, and ω lies on the other side of τ from σ . By linearity, ω gives greater weight to lt τ (r ) than to lt σ (r ).
Proof (of Theorem 2) Suppose there exists τ ∈ C (σ, G) such that lt τ (r ) = u. By definition, τ (u − t) > 0. Consider the linear program defined by maximizing the Fig. 3 If lt τ (r ) = lt σ (r ), convexity and linearity imply that we can find a boundary vector ω such that ω would give lt τ (r ) more weight than lt σ (r ) Fig. 4 We approximate Ω with boundary vectors corresponding to points that maximize and minimize the variables. The cone has seven boundary vectors; four vectors maximize and minimize the variables, defining a "sub-cone" whose cross-section corresponds to the dashed line objective function y k (u k − t k ) subject to the closure of lp (σ, G)∪ y k = τ k . This is a convex set; the well-known Corner Point Theorem implies that a maximum of any objective function occurs at an extreme point. By definition, such a point is a boundary vector of C (σ, G). Let ω ∈ C (σ, G) be a boundary vector where y k (u k − t k ) takes its maximum value; then ω (u − t) ≥ τ (u − t) > 0.
Computing Ω can be impractical, as each useful constraint can add at least one new boundary vector, and need not eliminate any. Depending on how the cone refines, this could replace an old vector, or add new ones! In such circumstances, we approximate Ω instead by computing corner points that correspond to the maximum and minimum of each variable on a cross section of the cone with a hyperplane; selecting at most one solution for each extreme value, we obtain at most 2n vectors. Figure 4 illustrates the idea.
Approximating Ω brings its own disadvantage; inasmuch as some orderings are excluded, we risk missing some useful refinements. In fact, one can theoretically encounter a cross section where this approach excludes all refinements! We encounter this rarely in practice, as Table 1 will show. In addition, this approximate approach captures all, or nearly all, of the boundary vectors that we have computed explicitly for some simple cases.
Example 4
Continuing Example 3, maximizing y 1 , y 2 , and y 3 gives us the boundary vectors listed in that example. In this case, these are all the boundary vectors (the first constraint contributes nothing!), but we are not always so lucky.
Minimizing the number of constraints
While boundary vectors reduce the number of linear programs solved, the number of constraints in each program remains formidable. After all, we are still adding constraints for every term that passes the Divisibility Criterion. Can boundary vectors minimize the number of constraints?
We accomplish this by adding constraints only for those terms the boundary vectors identify as compatible leading terms. As we are not computing all the boundary vectors, the alert reader may wonder whether this is safe.
Suppose further that, when g k is added to the basis, the algorithm selects σ for the ordering.
For some choices of boundary vectors, the algorithm might not notice that μ ∈ C (σ, {g 1 , . . . , g k }); see Fig. 5a . Thus, it would not add the constraint (y 1 , . . . , y n ) · (t − u) > 0. A later choice of boundary vectors does recognize that μ ∈ C (τ, {g 1 , . . . , g k+ }), and even selects μ as the ordering. We can see this in Fig. 5b . In this case, the leading term of g k changes from t to u; the ordering has been changed, not refined! Buchberger's Characterization depends on the leading terms, so they must not change. Fortunately, we can detect this situation easily by monitoring the leading terms. When we discover such a change, we add the missing constraint to the system. This allows us to determine whether μ really does refine σ . If so, we will find a compatible ordering τ ∈ C (σ, G) ∩ C (μ, G); otherwise, the linear program will become infeasible, and we reject the choice of μ. If the narrowed cone splits later on, as in (b), and the algorithm moves into a subcone that does not contain σ , a subsequent choice of μ is possible, causing a change in the leading terms. We can try adding the previously-overlooked constraint, and continue if we find a feasible solution. The unlabeled dot could represent such a compromise ordering
Implementation
Since the constraints of lp (σ, G) have integer coefficients, it is possible to find integer solutions for the boundary vectors; one simply rescales rational solutions once they are found. However, working with exact arithmetic can be quite slow, and techniques of integer programming are very slow. For our purposes, floating-point approximations are both fast and suitable. On the other hand, using floating point introduces a problem when comparing terms. The computer will sometimes infer ω · (u − t) > 0 even though the exact representation would have ω · (u − t) = 0. We can get around this by modifying the constraints of the linear program to ω · (u − t) ≥ for some sufficiently large > 0. As we see in Figure 6 , the polygon no longer connects extrema, but points that approximate them. We might actually reject some potential leading terms u on this account, but on the other hand, we never waste time with terms that are incompatible with the current ordering.
This modified linear program is in fact useful for computing feasible points to the original linear program as well. is also feasible. Remark 2 In theory, any value of will do, but large values of shift the cone a fair distance from the origin, and most computer algebra systems require integer vectors for orderings, so we try to keep "small": 0.01 or smaller. In the linear program, we minimize the objective function y k , which computes a "small" vector. Let ω = dτ . We have ω k ≥ τ k ≥ for each k = 1, . . . , n, and
for each j ∈ J . We have shown that ω is a solution to the linear program, which means that the linear program is also feasible.
Based on Theorem 3, we take the following approach:
1. Replace each constraint a ( j) · y > 0 of lp (σ, G) with a ( j) · y ≥ , add constraints y k ≥ for k = 1, . . . , n, and take as the objective function the minimization of y k . We denote this new linear program as mlp (σ, G). (σ, G) . This gives us a vector τ that can serve as a weighted ordering for the terms already computed. 3. Identify some d ∈ R such that mlp (σ, G) intersects the hyperplane y k = d, giving us a cross-section K of the feasible region. This is trivial once we have a solution τ to mlp (σ, G), since we can put d = 1 + τ k . 4. Compute an approximation to Ω by maximizing and minimizing each y k on K .
Solve mlp
Algorithm compute_boundary_vectors (Fig. 7) gives pseudocode to generate a set of boundary vectors Ψ that approximates the set Ω of boundary vectors of C (σ, G). Once we have an approximation Ψ to the boundary vectors Ω, we use it to eliminate terms that cannot serve as leading terms within the current cone. Algorithm identify_clts_using_boundary_vectors (Fig. 8 ), accomplishes this by producing a list of compatible leading terms. If it finds one, then u is returned as a compatible leading term.
In Sect. 3.2.2, we pointed out that adding constraints only for the terms identified as potential leading terms by the use of boundary vectors can lead to an inconsistency with previously-chosen terms. For this reason, the algorithm not only tries to solve the linear program, but invokes algorithm monitor_lts (Fig. 9) to verify that previouslydetermined leading terms remain invariant. If the leading term of some g would change from t to u, the algorithm tries to find a compromise ordering by adding a constraint to guarantee t > u, then solves the system again. This will sometimes fail, in which case the algorithm tries a different leading term of the new polynomial.
Theorem 4 Algorithm monitor_lts of Fig. 9 terminates correctly.
Proof Termination is evident from the fact that G is a finite list of polynomials, so the while loop can add only finitely many constraints to L. Correctness follows from the fact that the algorithm adds constraints to mlp (τ, G) if and only if they correct changes of the leading term. Thus, it returns (True, μ) if and only if it is possible to build a linear program L whose solution μ lies in the non-empty set C (τ, G) ∩ C (σ, G) .
It remains to put the pieces together.
Theorem 5 Algorithm dynamic_algorithm_with_geometric_criteria of Fig. 10 terminates correctly.
Proof The only substantive difference between this algorithm and the dynamic algorithm presented in [4] lies in line 3(c)iii. In the original, it reads σ := RefineCurrentOrder ( f t+1 , F, σ ) . 2, 3, and 4 are critical to correctness and termination of the modified algorithm, as they ensure refinement of the ordering, rather than change. In particular, the compatible leading terms identified by boundary vectors are indivisible by previous leading terms; since refinement preserves them, each new polynomial expands lt (G) , and the Noetherian property of a polynomial ring applies.
Experimental results
The current study implementation, written in Cython for the Sage computer algebra system [13] , is available at www.math.usm.edu/perry/Research/dynamic_gb.pyx. This implementation follows [4] in using the sugar strategy to select critical pairs, and tentative Hilbert function to rank compatible leading terms. An explanation of their suitability appears in [4] . Additional information appears in [1, 8] (sugar) and [4, 10] (tentative Hilbert functions); we do not repeat it here. This version performs no special analysis of the polynomials to obtain an initial ordering.
At the present time, we are interested in structural data rather than timings. To that end, experimental data must establish that the methods proposed satisfy the stated aim of reducing the size and number of linear programs constructed; in other words, the algorithm invokes the refiner only when it has high certainty that it is needed. Evidence for this would appear as the number of linear programs the new criteria prevent the algorithm from constructing, the number that the new approach does construct, and the ratio of one to the other. We should also observe a relatively low number of failed linear programs. Table 1 summarizes the performance of this implementation on several benchmarks. Its columns indicate:
-the name of a polynomial system tested; -the number of linear programs;
-rejected using approximate boundary vectors, -rejected using disjoint cones, -solved while using the two new criteria, -solved while not using the new criteria, and -found incompatible; -the ratio of the linear programs solved using the new criteria to the number solved without them; and -the number of constraints in the final program, both using the new criteria, and not using them.
Both to emphasize that the algorithm really is dynamic, and to compare with Caboara's original results, Table 1 also compares:
-the size of the Gröbner basis generated by the dynamic algorithm, in terms of -the number of polynomials computed, and -the number of terms appearing in the polynomials of the basis; -the size of the Gröbner basis generated by Singular's std() function with the grevlex ordering, in the same terms.
The systems "Caboara i" correspond to the example systems "Es i" from [4] , some of which came from other sources; we do not repeat the details here.
The reader readily sees that the optimizations introduced in this paper accomplish the stated goals. By itself, the method of boundary vectors eliminates the majority of incompatible leading terms. In the case of dense polynomial systems, it eliminates the vast majority: far fewer linear programs are constructed, and they have far fewer constraints than they would otherwise. While the number of inconsistent linear programs Data for static algorithm included for comparison * This system was terminated when using only the Divisibility Criterion, as the linear program had acquired more than 1,000 constraints.q the algorithm attempted to solve (the "failed" column) may seem high in proportion to the number of programs it did solve ("solved"), this pales in comparison to how many it would have attempted without the use of boundary vectors; a glance at the "div only" column, which consists of terms that were eliminated only by the Divisibility Criterion, should allay any such concerns.
Remark 3
In two cases, the new criteria led the algorithm to compute more linear programs than if it had used the Divisibility Criterion alone. There are two reasons for this.
-One system (Caboara 2) consists exclusively of inhomogeneous binomials with many divisible terms. This setting favors the Divisibility Criterion. The other system (Caboara 5) also contains many divisible terms. -For both systems, the sample set of boundary vectors wrongly eliminates compatible terms that should be kept. While this suggests that the current strategy of selecting a sample set of boundary vectors leaves much to be desired, even in these cases the algorithm computes a smaller basis than the static, and with fewer S-polynomials.
It should not startle the reader that the dynamic algorithm performs poorly on the homogeneous Katsura-n systems, as Caboara had already reported this. All the same, boundary vectors and disjoint cones minimize the cost of the dynamic approach.
Many of our Gröbner bases have different sizes from those originally reported by Caboara. There are several likely causes: -The original report had typographical errors. We have verified and corrected this in some cases, but some results continue to differ. -Caboara's algorithm performed an analysis to determine the initial ordering (Procedure ComputeInitialOrder in [4] ), which we have not replicated. The algorithm selects its first ordering using the result of reducing spoly ( f, 0), where f is an input polynomial. -The static ordering used here may order the variables differently from [4] , which did not document this detail. For example, Caboara reports a basis of only 318 polynomials for Caboara 2 when using the static algorithm with grevlex, but Sage (using Singular) finds 553. -Several choices of leading term can have the same tentative Hilbert function, but one of the choices is in fact better than the others in the long run. The original implementation may have chosen differently from this one. In particular [4] gave a special treatment to the input polynomials, considering the possible leading term choices for all of them simultaneously, and not sequentially, one-by-one.
We conclude this section with a word on complexity. While the simplex algorithm is not intrinsic to our approach, we have chosen it to solve the linear programs that arise. The worst case time complexity of the simplex algorithm is exponential [11] , but all linear programs can be solved in polynomial time using interior-point or ellipsoid methods, and in most practical applications, the simplex algorithm outperforms these algorithms. The computation of boundary vectors requires additional invocations of simplex, but the large reduction in the number of terms considered more than compensates for this. The space requirements are negligible, as we need only 2n boundary vectors at any one time, and the reduction in the number and size of the linear programs means the algorithm needs to remember only a very few disjoint cones. Considering how rarely the disjoint cones are useful, it might be worthwhile not to implement them at all, but we have not observed them to be a heavy burden at the current time.
Conclusion, future work
We set out to reduce the size and number of linear programs used by a dynamic algorithm to compute a Gröbner basis. Geometric intuition led us to two methods that work effectively and efficiently. While the effect with the systems tested by Caboara was only moderate, and in rare cases counterproductive, the story was different with the dense benchmark systems. In these cases, the number of refinements approached insignificance, and we succeeded with systems that are too difficult for the older approach. The final Gröbner basis was always of a size significantly smaller than grevlex; only a few refinements occurred during the algorithm. An important task for the future is to look for an efficient way to compute the complete set of boundary vectors, or at least a more accurate one. In the simple examples that we have studied, the number of boundary vectors is actually quite small, so the cost of an explicit enumeration may not be very high at all, especially with an iterative approach, and the benefit of identifying all compatible leading terms may well be worth it. Inasmuch as the current technique of approximation works well, and it is not clear that the number of boundary vectors will always be small, we leave this as a task for the (near) future.
Traditional questions also deserve exploration. We have followed Caboara's approach and used the sugar strategy to select critical pairs. We expect the normal strategy to be useful only rarely, while signature-based strategies [5, 7] provide an intriguing opportunity to expand significantly the frontiers of the computation of Gröbner bases, and we are working towards such an approach. Another optimization would be to use sparse matrix techniques to improve the efficiency of polynomial reduction in a Gröbner basis algorithm, a la F4 [6] . Combining this with a dynamic algorithm is comparable to allowing some column swaps in the Macaulay matrix, something that is ordinarily impossible in the middle of a Gröbner basis computation.
A significant restraint imposed by many computer algebra systems is that a term ordering be defined by integers. As Sage is among these, this has required us to solve not merely linear programs, but pure integer programs. Integer programming is much more intensive than linear programming, and its effect was a real drag on some systems. There is no theoretical need for this; we plan to look for ways to eliminate this requirement, or at least mitigate it.
We also think it useful to develop "targeted" dynamic algorithms, which seek an efficient ordering of a certain type, such as an efficient elimination ordering, or an efficient block ordering. One can accomplish this by adding additional constraints to the program.
