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Let Wa be an irreducible aﬃne Weyl group with W0 the associated
Weyl group. The present paper is to study the second lowest two-
sided cell Ωqr of Wa . Let nqr be the number of left cells of Wa
in Ωqr. We conjecture that the equality nqr = 12 |W0| should always
hold. When Wa is either A˜n−1, n 2, or of rank  4, this equality
can be veriﬁed by the existing data (see 0.3). Then the main result
of the paper is to prove the inequality nqr  12 |W0| in all cases.
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
0.1. The two-sided cell Ωqr. Let W be a Coxeter group with S its distinguished generator set. In [7],
Kazhdan and Lusztig introduced the concept of left, right and two-sided cells in W in order to
construct representations of W and the associated Hecke algebra H(W ). In [10], Lusztig further in-
troduced a function a :W → N ∪ {∞} and proved that if W = Wa is an aﬃne Weyl group, then the
function a is constant on any two-sided cell of Wa and a(z) ν for any z ∈ Wa , where ν is half the
cardinal of the root system Φ associated to Wa .
Let W (i) = {w ∈ Wa | a(w) = i} for any i  0. It is known that the set W (ν) forms a single two-
sided cell of Wa , which consists of |W0| left cells (see [19, Theorem 5.2], [20, Theorem 1.1]), where
W0 is the Weyl group of Φ and |W0| is its cardinal. W (ν) is actually the lowest one with respect to
the partial ordering 
LR
in the set Cell(Wa) of all two-sided cells of Wa (see 1.2).
Let Wa be an irreducible aﬃne Weyl group (hence the Coxeter graph of Wa is connected). Then by
a result of Lusztig in [14, Theorem 4.8], there is a unique two-sided cell (written Ωqr) of Wa which is
the second lowest one in Cell(Wa) with respect to 
LR
. The present paper is concerned with Ωqr. First
let us propose a conjecture on the number nqr of left cells in Ωqr.
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nqr = 12 |W0|.
0.3. Some known cases. Conjecture 0.2 is true when Wa is either A˜n−1, n 2, or of rank  4. In fact,
when Wa = A˜n−1, we see by [16, Theorem 15.1] and [11, Theorem 3.4] that there is a bijection σ from
the set Cell( A˜n−1) to the set Λn of partitions of n. Then Ωqr = σ−1(λ) with λ = (n − 1,1). We have
nqr = n!/2 by [16, Theorem 14.4.5]. When the rank of Wa is  4, the result follows from Lusztig [10]
for the rank 2 cases, Bédard [2] for C˜3, Du [6] for B˜3, Zhang [31] for B˜4, Chen [5], Shi [23] for D˜4,
and Shi [24,26,27] for F˜4, C˜4.
0.4. Main result. The main result of the paper is to prove the inequality nqr  |W0|/2 (see Theo-
rem 5.10), obtaining an upper bound for the number nqr .
The proof of our result relies heavily on the properties of alcove forms and sign types for the
elements of Wa . The following objects and concepts play important roles in the proof: the sets
S(Φ)ad,reg, S(Φ)ad,qr and S(Φ)sad,qr (see 3.1, 3.4 and 5.5), the Wa-action on them (see 3.3 and 3.6),
the sign type decomposition for an element of Wa (see 2.12, the latter is worthy to be further stud-
ied).
Lusztig conjectured that any left cell L of Wa should be left-connected (see 5.3 and [1]). It is
desirable to verify the left-connectedness of L ⊂ Ωqr, but this might rely on the solution of Conjec-
ture 0.2.
0.5. Contents. The contents of the paper are organized as follows. We collect some known results
on cells of aﬃne Weyl groups Wa in Section 1. Then in Sections 2–4 we are concerned with alcove
forms and sign types for all elements of Wa . The results established in these sections are used in
Section 5 to prove the main result of this paper.
1. Some known results on cells in aﬃneWeyl groups
1.1. The relation x—–y. Let W = (W , S) be a Coxeter group with S its distinguished generator set.
Let  be the Bruhat–Chevalley order on W . For w ∈ W , we denote by (w) the length of w . Let
A = Z[u,u−1] be the ring of Laurent polynomials in an indeterminate u with integer coeﬃcients. Let
H(W ) be the associated Hecke algebra of W , which is a free A-module with an A-basis {Tw | w ∈ W },
subject to the multiplication rule:
TxT y = Txy, if (x) + (y) = (xy);
T 2s =
(
u−1 − u)Ts + Te for any s ∈ S (1.1.1)
where e is the identity element of W . H(W ) has another A-basis {Cw | w ∈ W } given by
Cw =
∑
yw
u(w)−(y)P y,w
(
u−2
)
T y (1.1.2)
where P y,w ∈ Z[u] for any y,w ∈ W is known as a Kazhdan–Lusztig polynomial. Those polynomials
satisfy the following properties: P y,w = 0 if y  w; Pw,w = 1; deg P y,w  (1/2)((w) − (y) − 1)
if y < w (see [7]). For any y,w ∈ W with (y)  (w), let μ(w, y) = μ(y,w) be the coeﬃcient of
u(1/2)((w)−(y)−1) in P y,w . We denote y—–w if μ(y,w) = 0. It is well known that
if x, y ∈ W satisfy y < x and (y) = (x) − 1, then y—–x. (1.1.3)
J.-y. Shi / Journal of Algebra 333 (2011) 161–179 1631.2. Cells. The preorders 
L
, 
R
, 
LR
and the associated equivalence relations ∼
L
, ∼
R
, ∼
LR
on W are deﬁned
as in [7]. The equivalence classes of W with respect to ∼
L
(respectively ∼
R
, ∼
LR
) are called left cells
(respectively right cells, two-sided cells). The preorder 
L
(respectively, 
R
, 
LR
) on W induces a partial
order on the set of left cells (respectively, right cells, two-sided cells) of W .
1.3. Aﬃne Weyl group. An aﬃne Weyl group Wa is a Coxeter group which can be realized geomet-
rically as follows. Let G be a connected, adjoint reductive algebraic group over C. We ﬁx a maximal
torus T of G . Let X be the group of characters T → C and let Φ ⊂ X be the root system of G with
Π = {α1, . . . ,αl} a choice of simple root system. Then E = X ⊗Z R is a Euclidean space with inner
product ( , ) such that the Weyl group (W0, S0) of G with respect to T acts naturally on E and pre-
serves its inner product, where S0 is the set of simple reﬂections si corresponding to the simple
roots αi , 1 i  l. We denote by Q the group of all translations Tλ (λ ∈ X ) on E: Tλ sends x to x+λ.
Then the semidirect product Wa = W0  Q is called an aﬃne Weyl group. Let K be the dual of the
type of G . Then we deﬁne the type of Wa by K˜ . Sometimes we denote Wa by Wa(K˜ ) (or even K˜ in
short) to indicate its type K˜ . There is a canonical homomorphism from Wa to W0 :w 
→ w .
Let −α0 be the highest short root in Φ . Set s0 = sα0 T−α0 with sα0 the reﬂection corresponding
to α0. Then Sa = S0 ∪ {s0} forms a distinguished generator set of Wa .
1.4. Some known results on cells. Lusztig deﬁned a function a :Wa → N which satisﬁes the follow-
ing properties.
(1) a(z) ν := |Φ|/2, for any z ∈ Wa (see [10, Corollary 7.3]).
(2) If x
LR
y then a(x) a(y). In particular, if x∼
LR
y then a(x) = a(y). So we may deﬁne a(Γ ) on a
left, right or two-sided cell Γ of Wa by a(x) for any x ∈ Γ (see [10, Theorem 5.4]).
(3) If a(x) = a(y) and x
L
y (respectively, x
R
y) then x∼
L
y (respectively, x∼
R
y) (see [12, Corol-
lary 1.9]).
(4) For any proper subset I of Sa , the subgroup WI generated by I is ﬁnite, let wI be the longest
element of WI . Then a(wI ) = (wI ). For any w ∈ WI , it makes no difference for the value a(w) when
w is regarded as an element of Wa or of WI (see [12, Corollary 1.9]).
For any w ∈ Wa , set
L(w) = {s ∈ Sa | sw < w} and R(w) = {s ∈ Sa | ws < w}.
(5) If x
L
y (respectively, x
R
y), then R(x) ⊇ R(y) (respectively, L(x) ⊇ L(y)). In particular, if
x∼
L
y (respectively, x∼
R
y), then R(x) = R(y) (respectively, L(x) = L(y)) (see [7, Proposition 2.4]).
(6) By the notation x = y · z (x, y, z ∈ Wa), we mean x = yz and (x) = (y) + (z). In this case,
we call x a left (respectively, right) extension of z (respectively, y), and call z (respectively, y) a left
(respectively, right) retraction of x.
If x = y · z then x
L
z and x
R
y. Hence a(x)  a(y),a(z) by (2). In particular, if I ∈ {R(x),L(x)},
then a(x) (wI ) (see [10, Proposition 2.4]).
(7) Call an element s ∈ Sa special, if the subgroup of Wa generated by Sa \ {s} is isomorphic to W0.
Note that s0 is always special. Let α˜ be the highest root in Φ . Write α˜ :=∑li=1 ciαi with ci ∈ Z for
1  i  l. It is well known that for any 1  i  l, the generator si is special if and only if ci = 1.
It is known that for any two-sided cell Ω = {e} (e ∈ Wa is the identity element) of Wa and any
special s ∈ Sa , the set Ys = {w ∈ Ω | R(w) = {s}} is non-empty and is a single left cell of Wa (see [15,
Theorem 1.2]).
(8) If W (i) (see 0.1) contains wI for some I ⊂ Sa , then {w ∈ W (i) | R(w) = I} forms a single left
cell of Wa (a consequence of (3), (4) and (6)).
(9) W (i) is a single two-sided cell of Wa if i ∈ {0,1, ν}, which can be described as follows:
W (0) = {e}. W (1) consists of all the non-identity elements of Wa each of which has a unique reduced
164 J.-y. Shi / Journal of Algebra 333 (2011) 161–179expression (see [9, Proposition 3.8]). W (ν) has three equivalent descriptions (see [19, Theorems 1.1,
2.3 and 2.4]):
(i) the set of all elements of Wa each of which has an expression of the form x · w J · y for some
x, y ∈ Wa and J = Sa \ {s} with some special s ∈ Sa (see (7));
(ii) the lowest two-sided cell of Wa with respect to the partial order 
LR
;
(iii) the set of all elements w of Wa whose alcove form Aw = (k(w;α))α∈Φ satisﬁes k(w;α) = 0 for
any α ∈ Φ (see 2.3).
(10) For any x ∈ Wa , let Σ(x) be the set of all left cells Γ of Wa satisfying that there exists some
element y ∈ Γ with y—–x, R(y)  R(x) and a(y) = a(x). Then the condition x∼
L
y in Wa holds if and
only if R(x) = R(y) and Σ(x) = Σ(y) (see [24, Theorem 2.1], [25, Theorem 1.4] and [26, Section 5]).
(11) If a left cell L and a right cell R are in the same two-sided cell of Wa , then L∩ R = ∅ (see [13,
Subsection 3.1 (k), (l)]).
1.5. The set Dk . Lusztig proved in [12, Subsection 1.3 (a)] that i(z) := (z)− a(z)− 2δ(z) 0 for any
z ∈ Wa , where δ(z) = deg Pe,z . Set
Dk :=
{
z ∈ Wa
∣∣ i(z) = k}. (1.5.1)
Then Lusztig proved the following
Proposition 1.6. (See [12, Proposition 1.4 (a) and Theorem 1.10].)
(1) The set D0 is a ﬁnite subset of Wa consisting of involutions (following Lusztig, we call the elements
in D0 distinguished involutions of Wa).
(2) Each left (respectively, right) cell of Wa contains exactly one element in D0 .
1.7. μ(x, y), D(1)1 and c(Wa). For x, y, z ∈ Wa , deﬁne hx,y,z ∈ A by CxC y =
∑
z hx,y,zCz . Let γx,y,z
(respectively, δx,y,z) denote the coeﬃcients of ua(z) (respectively, ua(z)−1) in hx,y,z . Springer got a
formula for the function μ(x, y) with x−1 = y in Wa as follows (see [22, Subsection 1.17] and [30]):
μ(x, y) = μ(x−1, y−1)= ∑
d∈D0
δx−1,y,d +
∑
f ∈D1
γx−1,y, f π( f ) (1.7.1)
where π( f ) denotes the leading coeﬃcient of the polynomial Pe, f . Let
D(1)1 :=
{
f ∈ D1
∣∣ L( f ) = R( f )}. (1.7.2)
Then D(1)1 is a ﬁnite subset of Wa by [22, Proposition 4.2]. Let
c(Wa) =max
{
(d), ( f )
∣∣ d ∈ D0, f ∈ D(1)1 }. (1.7.3)
Then according to (1.7.1), we get by [22, Subsection 1.20 and Proposition 4.2] the following
Lemma 1.8. Assume that x, y ∈ Wa satisfy x—–y and a(x) = a(y).
(1) Either x∼
L
y or x∼
R
y holds.
(2) If L(x) × R(x) = L(y) × R(y) in addition, then |(y) − (x)| c(Wa).
The result (1) in Lemma 1.8 is due to Springer (see [30]).
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Wa A˜n C˜n B˜n D˜n E˜6 E˜7 E˜8 F˜4 G˜2
a(Ωqr)
1
2 (n
2 − n) n2 − 2n + 2 n2 − n n2 − 3n + 3 25 46 91 16 6
Fig. 1.
1.9. The two-sided cell Ωqr. Let G and Wa be as in 1.3. Then the following result of Lusztig is
important to our purpose.
Theorem. (See [14, Theorem 4.8].) There exists a bijection c :u 
→ c(u) from the set U of unipotent conju-
gacy classes in G to the set Cell(Wa) of two-sided cells in Wa. This bijection satisﬁes the equation a(c(u)) =
dimBu , where u is any element in u, and dimBu is the dimension of the variety of Borel subgroups of G
containing u.
Bezrukavnikov recently proved that the bijection c in the above theorem is order-reversing:
a unipotent conjugacy class u is contained in the closure of a unipotent conjugacy class v in G if and
only if c(v)
LR
c(u) (see [3, Theorem 4]). According to the knowledge of unipotent conjugacy classes
in algebraic groups (see [4, Chapter 13]), we see by the above theorem that there is a unique low-
est two-sided cell W (ν) (see 0.1) and a unique second lowest two-sided cell (denoted by Ωqr, where
the subscript qr of Ωqr is the abbreviation of “quasi-regular” in 3.4) in an irreducible aﬃne Weyl
group Wa under the partial order 
LR
. The two-sided cell Ωqr has the form W (i) with i the second
largest number in {a(Ω) | Ω ∈ Cell(Wa)}. More precisely, we have Table 1 for the value a(Ωqr) by [4,
Chapter 13].
Fig. 1 illustrates the Coxeter graphs of types A˜l , B˜m , C˜n , D˜ p , E˜6, F˜4, G˜2, E˜7, E˜8 for l  1, m > 2,
n > 1 and p  4.
1.10. Deﬁne a set
SX =
⎧⎪⎨⎪⎩
{Sa \ {s1}, Sa \ {sn−1}}, if X = Cn,
Sa \ {sm}, if X = Bm,
Sa \ {s4}, if X = F4, (1.10.1)
Sa \ {s2}, if X = G2.
166 J.-y. Shi / Journal of Algebra 333 (2011) 161–179By [4, Chapter 13] and Table 1, we see that Ωqr ∩ W0 = ∅ if Wa ∈ { A˜l, D˜ p, E˜k | l  1, p  4, k ∈
{6,7,8}} and that w J ∈ Ωqr for any J ∈ SX .
2. Alcoves and sign types
Recall in 1.3 that E is a Euclidean space with inner product ( , ) spanned by an irreducible root
system Φ . Let Φ+ be a choice of positive system in Φ with Π = {α1, . . . ,αl} the simple system of Φ
contained in Φ+ . For any α ∈ Φ , denote by α∨ the coroot 2α/(α,α).
2.1. Alcoves. For α ∈ Φ+ and m ∈ N and k ∈ Z, we deﬁne a strip of E as follows
Hmα;k = Hm−α;−k =
{
v ∈ E ∣∣ k < (v,α∨)< k +m}.
Alcoves are connected components of E −⋃α∈Φ+; i∈Z Hα,i , where Hα,i := {v ∈ E | (v,α∨) = i} is a
hyperplane in E . Any alcove has the form
⋂
α∈Φ H1α;kα with some kα ∈ Z.
2.2. Admissible Φ-tuples. An alcove
⋂
α∈Φ H1α;kα of E is determined entirely by a Φ-tuple (kα)α∈Φ
or a Φ+-tuple (kα)α∈Φ+ over Z. So we can simply write (kα)α∈Φ or (kα)α∈Φ+ for an alcove⋂
α∈Φ H1α;kα . Note that not any Φ-tuple (kα)α∈Φ over Z gives rise to an alcove of E in the above
way. It is so if and only if the following conditions are satisﬁed.
(a) k−α = −kα for any α ∈ Φ;
(b) for any α,β,γ ∈ Φ with α∨ + β∨ = γ ∨, the following inequalities hold (see [29, Theorem 1.1]):
kα + kβ  kγ  kα + kβ + 1.
Let A (respectively, Aad) be the set of all Φ-tuples k := (kα)α∈Φ over Z satisfying condition (a)
(respectively, conditions (a)–(b)).
Any Φ-tuple k := (kα)α∈Φ in A is determined uniquely by the Φ+-tuple k+ := (kα)α∈Φ+ . So we
can identify k with k+ and denote both by k.
We have Aad ⊂ A. Call an element in Aad an admissible Φ-tuple. We identify Aad with the set of
all alcoves in E .
2.3. Alcove form of an element in Wa . The action of Wa on E induces a permutation on the alcove
set Aad which is simply-transitive (see [17, Proposition 5.1]). We know that A0 :=⋂α∈Φ H1α;0 is an
alcove in E . Then
w 
→ Aw := (A0)w
is a bijection from Wa to Aad. The action of Wa on Aad can be described in terms of admissible
Φ-tuples. Hence Aw := (k(w;α))α∈Φ , w ∈ Wa , can be determined uniquely by the following condi-
tions:
(a) k(e;α) = 0 for any α ∈ Φ , where e is the identity of Wa;
(b) k(si;±αi) = ∓1 and k(si;α) = 0 for 0 i  l and α ∈ Φ \ {±αi};
(c) Let w ′ = wsi for some 0 i  l. Then k(w ′;α) = k(w; (α)si) + k(si;α), where si = si if 1 i  l,
and s0 = sα0 (see [17, Proposition 4.2]).
Call both (k(w;α))α∈Φ and (k(w;α))α∈Φ+ the alcove form of w .
Remark 2.4. (1) The admissibility of a Φ-tuple over Z is a “local” property on all subsystems of Φ of
rank 2. In [17, Theorem 5.2], we deﬁned an admissible Φ-tuple k= (kα)α∈Φ by the requirements
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|α|2kα + |β|2kβ + 1 |α + β|2(kα+β + 1)
 |α|2kα + |β|2kβ + |α|2 + |β|2 + |α + β|2 − 1 (2.4.1)
for any α,β ∈ Φ with α + β ∈ Φ , where |v| denotes the length of a vector v in E . By [29, Theo-
rem 1.1], we see that an admissible Φ-tuple can be re-deﬁned by the condition 2.2 (b) in the place
of (2.4.1) for Φ being of classical type (that is, of type Al , Bm , Cn or Dp for l > 0 and m > 2 and
n > 1 and p > 3) since these two deﬁnitions are equivalent. In 2.2, we extend this deﬁnition of an
admissible Φ-tuple to the case of Φ being an irreducible root system of arbitrary crystallographic
type. The present deﬁnition of an admissible Φ-tuple is convenient to be used in the subsequent
discussion.
(2) By 2.2 (b), if we set kα∨ = kα , then it is convenient to replace the root system Φ by its coroot
systemΦ∨ = {α∨ | α ∈ Φ} as index setwhenwemention aΦ-tuple. So from now on, the admissibility
condition (b) of a Φ-tuple k= (kα)α∈Φ becomes:
(b′) for any α,β,γ ∈ Φ with α + β = γ , the following inequalities hold:
kα + kβ  kγ  kα + kβ + 1.
The root −α0 is now the highest root of Φ instead of the highest short root (see 1.3).
See Fig. 2 for the alcoves Aw = (k(w;α))α∈Φ+ of E with Φ of types A2 and B2, where we write
Aw = k(w;α+β)k(w;α) k(w;β) if Φ has type A2, and Aw =
k(w;α)
k(w;2α+β) k(w;β)
k(w;α+β)
if Φ has type B2.
2.5. Operations on Aad. Condition 2.3 (c) actually deﬁnes a set of operators {si | 0  i  l} on the
set Aad:
si : (kα)α∈Φ 
→
(
k(α)si + k(si,α)
)
α∈Φ.
Recall the deﬁnition for a left extension of an element x ∈ Wa in 1.4 (6). The following results on
the alcove form (k(w;α))α∈Φ of w ∈ Wa are known.
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w,w ′ ∈ Wa.
(a) R(w) = {s j ∈ Sa | k(w;α j) < 0}.
(b) (w) =∑α∈Φ+ |k(w;α)|, where |x| is the absolute value of x ∈ Z.
(c) If w ′ = s jw with 0 j  l, then
k
(
w ′;α)= k(w;α) + k(s j; (α)w−1) for any α ∈ Φ.
(d) If w ′ = ws j with 0 j  l, then
k
(
w ′;α)= k(w; (α)s j)+ k(s j;α) for any α ∈ Φ.
(e) w ′ is a left extension of w if and only if the inequalities k(w ′;α)k(w;α) 0 and |k(w ′;α)| |k(w;α)|
hold for any α ∈ Φ .
2.7. The set Ξ . Let Ξ be a set consisting of three symbols +, −, . Deﬁne a total order  on Ξ by
setting − << +. Also, deﬁne a composition “·” on Ξ by setting +·+ = −·− = +, +·− = −·+ = −
and x ·= · x = for any x ∈ Ξ .
2.8. Admissible sign types. A Φ-tuple X = (Xα)α∈Φ over Ξ is called a Φ-sign type (or a sign type in
short) if Xα ∈ Ξ and X−α = −Xα for any α ∈ Φ . Let S(Φ) be the set of all Φ-sign types. We see by
deﬁnition that any (Xα)α∈Φ ∈ S(Φ) is determined uniquely by the Φ+-sign type (Xα)α∈Φ+ . Hence
we may identify (Xα)α∈Φ with (Xα)α∈Φ+ .
Call X = (Xα)α∈Φ ∈ S(Φ) admissible, if
− ∈ {Xα, Xβ} ⇒ Xγ max{Xα, Xβ},
− /∈ {Xα, Xβ} ⇒ Xγ max{Xα, Xβ} (2.8.1)
for any α,β,γ ∈ Φ with γ = α + β . Let S(Φ)ad be the set of all admissible Φ-sign types.
In geometry, any hyperplane Hα;k divides the space E into three pairwise disjoint parts: H+α;k =
{v ∈ E | (v,α∨) > k} and H−α;k = {v ∈ E | (v,α∨) < k} and Hα;k . Then any admissible Φ-sign type
X = (Xα)α∈Φ can be identiﬁed with a connected component of E −⋃α∈Φ+;k∈{0,1} Hα;k , where for
any α ∈ Φ+ , we have Xα = + if X ⊂ H+α;1; Xα = − if X ⊂ H−α;0; Xα = if X ⊂ H1α;0.
Examples 2.9. (1) Write a Φ+-sign type X = (Xα)α∈Φ+ in the form Xα+βXα Xβ if Φ has type A2, and
Xβ
Xα+2β Xα
Xα+β
if Φ has type B2. See Fig. 3 for the admissible sign types of types A2, B2 regarded as the
connected components of E −⋃α∈Φ+;k∈{0,1} Hα;k .
(2) When Φ+ is of type G2, there are 49 admissible Φ+-sign types, see [18, Section 2] for the
detail.
Remark 2.10. (1) The admissibility of a Φ-sign type is a “local” property on all subsystems of Φ of
rank 2. In [18, Section 2], we deﬁned an admissible sign type by displaying all admissible sign types
of rank 2. In [28, Subsection 1.5], we re-deﬁned the admissibility of a Φ-sign type by the condi-
tion (2.8.1) in the case where Φ is of type An−1, noting that Φ∨ = Φ in this case. In the present
paper, we extend the deﬁnition in [28] to the case of Φ being an irreducible root system of ar-
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bitrary crystallographic type but with the index set Φ∨ in the place of Φ . Hence the sign types
of type B2 displayed in Fig. 3 was
Xβ
Xα+β Xα
X2α+β
in [18]. Though the deﬁnition given here coincides
with that in [18], the present deﬁnition is more convenient to be used in the subsequent discus-
sion.
(2) If Φ is an irreducible root system and if X = (Xα)α∈Φ+ ∈ S(Φ)ad contains a unique -entry
(say Xβ = for some β ∈ Φ+), then we claim that X(α)sβ = Xα for any α ∈ Φ \ {±β}. To prove the
claim, we need only to consider the case where (α)sβ = α, then we can reduce ourselves to the case
where Φ has rank 2 by (1). But the latter can be checked either by (2.8.1) or by a direct observation
on all the related cases in Example 2.9.
2.11. The map ψ . For any k= (kα)α∈Φ+ ∈ Aad, deﬁne a Φ+-sign type ψ(k) = (Xα)α∈Φ+ by setting
Xα =
{+, if kα > 0,
−, if kα < 0,, if kα = 0.
Then we have ψ(k) ∈ S(Φ)ad by 2.4 (b′) and (2.8.1). This deﬁnes a map ψ :Aad → S(Φ)ad, which is
surjective (see [18, Theorem 2.1]).
In geometry, for any X ∈ S(Φ)ad, ψ−1(X) is exactly all the alcoves of E contained in the connected
component of E −⋃α∈Φ+;k∈{0,1} Hα;k associated to X .
2.12. Sign type decomposition. By [18, Proposition 7.2], we see that there exists a unique element w
in ψ−1(X) for every X ∈ S(Φ)ad such that any x ∈ ψ−1(X) is a left extension of w , denote such an
element w by wX .
Any w ∈ Wa can be written uniquely in the form
w = wX1wX2 · · ·wXr (2.12.1)
for some Xi ∈ S(Φ)ad with Xi = ψ(wX1wX2 · · ·wXi ) for any 1  i  r. Call (2.12.1) the sign type de-
composition (or s.t.d. in short) of w .
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(a) (w) =∑ri=1 (wXi );
(b) R(w) = R(wXr );
(c) ψ(ww−1Xr · · ·w−1X j+1) = X j for any 1< j < r.
Proof. (a) follows by repeatedly applying Proposition 2.6 (e). Then (b) is a direct consequence of
Proposition 2.6 (a). Finally, (c) follows by the deﬁnition of s.t.d. 
By Proposition 2.6 (b)–(d), we get the following
Corollary 2.14. If w ′ = wx (respectively, w ′ = xw) with w ′,w, x ∈ Wa then k(w;α) − (x)  k(w ′;
(α)x−1) k(w;α) + (x) (respectively, k(w;α) − (x) k(w ′;α) k(w;α) + (x)) for any α ∈ Φ .
3. The set S(Φ)ad,qr
3.1. The sets S(Φ)ad,reg, S(Φ)ad,dom and S(Φ)ad,atd. A Φ-sign type X = (Xα)α∈Φ is called regular
(respectively, dominant, anti-dominant) if Xα is in {+,−} (respectively, {,+}, {,−}) for any α ∈ Φ+ .
Let S(Φ)reg (respectively, S(Φ)dom, S(Φ)atd) be the set of all regular (respectively, dominant, anti-
dominant) Φ-sign types and let S(Φ)ad,reg = S(Φ)reg ∩ S(Φ)ad, S(Φ)ad,dom = S(Φ)dom ∩ S(Φ)ad and
S(Φ)ad,atd = S(Φ)atd ∩S(Φ)ad. By (2.8.1), we see that X = (Xα)α∈Φ+ ∈ S(Φ)reg is in S(Φ)ad,reg if and
only if for any α,β,γ ∈ Φ with γ = α + β ,
the equation Xα = Xβ implies Xγ = Xα. (3.1.1)
Actually, the set S(Φ)ad,reg is in 1–1 correspondence with the set of Weyl chambers in the Eu-
clidean space E spanned by the root system Φ . In particular,∣∣S(Φ)ad,reg∣∣= |W0|. (3.1.2)
Thus the set S(Φ)ad,reg is in 1–1 correspondence with the left cells in the lowest two-sided cell W (ν)
(see [20, Corollary 1.2]).
Proposition 3.2. A regular Φ-sign type X = (Xα)α∈Φ is in S(Φ)ad,reg if and only if {Xαα | α ∈ Φ+} forms a
positive system of Φ , where Xαα is α if Xα = + and −α if Xα = −.
Proof. Note that a subset F of Φ forms a positive system if and only if the following two conditions
hold:
(i) {α,−α} ∩ F contains exactly one element for any α ∈ Φ;
(ii) for any α = β in F , the condition α + β ∈ Φ implies α + β ∈ F .
Then our result follows by (3.1.1). 
3.3. Wa-action on S(Φ)ad,reg. For any w ∈ Wa and any X = (Xα)α∈Φ ∈ S(Φ)ad,reg, we deﬁne Y =
(Yα)α∈Φ = (X)w by setting
Yα = X(α)w−1 . (3.3.1)
We see that if a set F is a positive system of Φ then so is the set (F )w . Hence Y ∈ S(Φ)ad,reg by
Proposition 3.2. This deﬁnes an action of Wa on the set S(Φ)ad,reg. The action of Wa can be factored
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transitive. Hence we can identify W0 with S(Φ)ad,reg as sets, where the identity element of W0
corresponds to the dominant regular sign type, while the longest element w0 of W0 corresponds to
the anti-dominant regular sign type. In general, if w ∈ W0 corresponds to Xw = (Xwα )α∈Φ then we
see by (3.3.1) that {α ∈ Φ+ | Xwα = −} is exactly the set of all positive roots which are sent into the
negative system Φ− by w−1.
3.4. The set S(Φ)ad,qr. A Φ-sign type X = (Xα)α∈Φ is called quasi-regular, if there exists a unique
γ ∈ Φ+ such that Xγ =  and Xβ =  for any β ∈ Φ+ \ {γ }. In this case, denote γ by γ (X). Let
S(Φ)qr be the set of all quasi-regular Φ-sign types and let S(Φ)ad,qr := S(Φ)qr ∩ S(Φ)ad.
For any X = (Xα)α∈Φ+ ∈ S(Φ)qr, deﬁne X+ = (X+α )α∈Φ+ and X− = (X−α )α∈Φ+ to be the Φ+-sign
types by setting X+α = X−α = Xα for any α ∈ Φ+ \ {γ (X)} and X+γ (X) = +, X−γ (X) = −.
Lemma 3.5. X = (Xα)α∈Φ+ ∈ S(Φ)qr is in S(Φ)ad,qr if and only if both X+ and X− are in S(Φ)ad,reg .
Proof. If X = (Xα)α∈Φ+ ∈ S(Φ)ad,qr then we have {Xα, Xβ} = {+,−} for any α,β ∈ Φ with α + β =
γ (X) by (2.8.1). This implies X+, X− ∈ S(Φ)ad,reg again by (2.8.1). Conversely, if X+, X− ∈ S(Φ)ad,reg
then X+γ (X) = + and X−γ (X) = −. If α,β ∈ Φ satisfy α+β = γ (X) then + ∈ {X+α , X+β } and − ∈ {X−α , X−β }
by (2.8.1). This implies {Xα, Xβ} = {+,−} by the fact Xα = X+α = X−α and Xβ = X+β = X−β . Hence
X ∈ S(Φ)ad,qr. 
3.6. Wa-action on S(Φ)ad,qr. By Lemma 3.5, we can deﬁne two maps φ+, φ− :S(Φ)ad,qr →
S(Φ)ad,reg by setting φ+(X) = X+ and φ−(X) = X− for any X ∈ S(Φ)ad,qr.
We claim that the union of the images of both φ+ and φ− covers the whole set S(Φ)ad,reg. For,
take any X ∈ S(Φ)ad,reg and any s = sβ with β ∈ Π ∪{α0}. Then X = Xw for some w ∈ W0 by 3.3. We
have Xw(β)w = −Xsw(β)w and Xswδ = Xwδ for any δ ∈ Φ+ \ {±(β)w}. Hence by Lemma 3.5, there is some
Y ∈ S(Φ)ad,qr such that {φ+(Y ),φ−(Y )} = {Xw , Xsw} (more precisely, we have γ (Y ) ∈ Φ+ ∩ {±(β)w},
and Xw = φ+(Y ) if and only if Xwγ (Y ) = +). This proves our claim.
Consider the set S(Φ)(0)ad,reg of all two-elements subsets {Y , Y ′} in S(Φ)ad,reg, where there ex-
ists some γ ∈ Φ+ such that Y ′α = Yα for any α ∈ Φ+ \ {γ } and Y ′γ = −Yγ . By Lemma 3.5, we see
that there exists a bijection φ :S(Φ)ad,qr → S(Φ)(0)ad,reg which sends X ∈ S(Φ)ad,qr to {φ+(X),φ−(X)}.
Under this bijection, we can identify X with the set {φ+(X),φ−(X)} and further identify S(Φ)ad,qr
with S(Φ)(0)ad,reg.
Recall the action of Wa on S(Φ)ad,reg deﬁned in 3.3. This induces an action of Wa on S(Φ)(0)ad,reg
and hence on S(Φ)ad,qr (so that φ is Wa-equivariant). For any X ∈ S(Φ)ad,qr and w ∈ Wa , the sign
type Y = (Yα)α∈Φ = (X)w satisﬁes Yα = X(α)w−1 for any α ∈ Φ . In particular, if X ∈ S(Φ)ad,qr satisﬁes
Xαi = for some 0 i  l then (X)si = X by Remark 2.10 (2). Unlike that on S(Φ)ad,reg, the action
of Wa on S(Φ)ad,qr is no longer transitive in general.
Lemma 3.7.
(1) If X ∈ S(Φ)ad,qr is dominant (respectively, anti-dominant), then γ (X) ∈ Π .
(2) Any Wa-orbit C in S(Φ)ad,qr contains a unique dominant (respectively, anti-dominant) sign type.
Proof. (1) The sign type X = (Xα)α∈Φ+ ∈ S(Φ)ad,qr has a unique -entry Xγ (X) . Suppose γ (X) /∈ Π .
Then there exist some α,β ∈ Φ+ with α + β = γ (X). If X is dominant (respectively, anti-dominant)
then Xα = Xβ = + (respectively, Xα = Xβ = −) by the assumption of X ∈ S(Φ)ad,qr, contradict-
ing (2.8.1). This proves (1).
(2) Let C be a Wa-orbit in S(Φ)ad,qr. Any X ∈ S(Φ)ad,qr can be identiﬁed with φ(X) ∈ S(Φ)(0)ad,reg.
By the transitivity of the Wa-action on S(Φ)ad,reg, we see that C contains some dominant and also
some anti-dominant sign types. Assume that both X and Y are dominant (respectively, anti-dominant)
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by (1). Since the Wa-action on S(Φ)ad,qr factors through W0, there exists some w ∈ W0 which
sends Φ+ \ {γ (X)} to Φ+ \ {γ (Y )}, and sends γ (X) into {±γ (Y )}. So w ∈ {e, sγ (X)}. This implies
γ (X) = γ (Y ) in either case, hence X = Y . 
4. Wa-orbits on S(Φ)ad,qr
4.1. Sign type X (i). Let X ∈ S(Φ)ad satisfying Xαi ∈ {+,} for some 0 i  l. Deﬁne X (i) = (X (i)α )α∈Φ
by setting
X (i)α =
{
X(α)si , if α = ±αi,−, if α = αi,
+, if α = −αi .
Lemma 4.2. In the above setup, we have X (i) ∈ S(Φ)ad .
Proof. Since X ∈ S(Φ)ad, there exists some w ∈ Wa with ψ(w) = X and si ∈ Sa \ R(w) by Propo-
sition 2.6 (a). Let w ′ = wsi . Then ψ(w ′) = X (i) by 2.3 (c) and Proposition 2.6 (a), this implies our
result. 
4.3. Increasing and decreasing operations. Call the operation X 
→ X (i) in Lemma 4.2 an increasing
operation on X at αi (or an increasing operation on X in short). In this case, we also call the reversing
operation X (i) 
→ X a decreasing operation on X (i) at αi (or a decreasing operation on X (i) in short). An
increasing operation on X at αi is applicable if and only if Xαi ∈ {+,}. Also, a decreasing operation
on X at αi is applicable if and only if Xαi = −. A resulting sign type for an increasing operation
on X at αi , when applicable, is always unique, while that for a decreasing operation on X at αi ,
when applicable, need not be unique in general, the latter is unique if and only if there exist some
α,β ∈ Φ satisfying α + αi = β and (Xα, Xβ) ∈ {(+,−), (,)}. More precisely, when (Xα, Xβ) is
(+,−) (respectively, (,)), the resulting sign type Y (i) for a decreasing operation on X at αi satisﬁes
Y (i)αi = + (respectively, Y (i)αi =) by (2.8.1). In general, for any X ∈ S(Φ)ad and any αi ∈ Π ∪{α0}, there
exists at most one X (i) ∈ S(Φ)ad which can be obtained from X by either an increasing operation or
a decreasing operation at αi and which contains the same number of -entries as X .
Lemma 4.4. Let X ∈ S(Φ)ad,qr (respectively, X ∈ S(Φ)ad,reg). Then there exists a sequence of Φ-sign types ξ :
X (0) = X, X (1), . . . , X (r) = Y in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) with some r  0, satisfying that
(i) X (i) is obtained from X (i−1) by an increasing operation;
(ii) Y = (Yα)α∈Φ is a dominant Φ-sign type, that is, Yα ∈ {+,} for any α ∈ Φ+ .
Proof. Our ﬁrst claim is that there exists a sequence of Φ-sign types ξ ′: X (0) = X, X (1), . . . , X (r)
in S(Φ)ad such that X ( j) is obtained from X ( j−1) by an increasing operation for every 1  j  r
and that X (r) is a dominant Φ-sign type. For, by the assumption of X ∈ S(Φ)ad, we can ﬁnd
some w ∈ Wa with ψ(w) = X . There exists some x ∈ Wa such that (wx) = (w) + (x) and
R(wx) = {s0} (see [15, Subsection 2.4]). Let x = s1s2 · · · sr be a reduced expression of x with si ∈ Sa
and deﬁne x j = ws1s2 · · · s j for any 0  j  r with the convention that x0 = w . Then the sequence
x0 = w, x1, . . . , xr = wx in Wa satisﬁes x−1i xi−1 := si ∈ Sa and (xi) = (xi−1) + 1 for every 1 i  r.
The corresponding Φ-sign types X ( j) := ψ(x j) for 0 j  r satisfy the required property. The claim is
proved.
If X ∈ S(Φ)ad,reg, then the sequence ξ ′ is clearly in S(Φ)ad,reg. Now assume X ∈ S(Φ)ad,qr. Let us
choose such a sequence of Φ-sign types with r smallest possible.
Our second claim is that the sequence ξ ′ is in S(Φ)ad,qr. For otherwise, there exists some 1 i  r
such that X ( j) ∈ S(Φ)ad,qr and X (l) ∈ S(Φ)ad,reg for any 0  j < i  l  r. Hence X (i−1)β =  andi
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Since X (i−1) ∈ S(Φ)ad,qr, we see by (2.8.1) and 4.1 that X (i−1)α = −X (i−1)γ for any α,γ ∈ Φ with
α + γ = βi . By 4.1 and Remark 2.10 (2), we see that
X (i) is obtained from X (i−1) by replacing the entries X (i−1)±βi = by X (i)±βi = ∓. (∗)
Now deﬁne the Φ-sign types Y (0), Y (1), . . . , Y (r−1) by setting Y ( j) = X ( j) for 0 j < i, and let Y (l)
be obtained from Y (l−1) by an increasing operation at βl+1 for i  l < r. We see by our construction
and by (∗) that the Y (h) ’s are well deﬁned and that for any i  h < r, the Φ+-sign type Y (h) is either
equal to X (h+1) or can be obtained from X (h+1) by replacing an entry X (h+1)γh =  by Y (h)γh =  for
some γh ∈ Φ+ . In particular, Y (r−1) is dominant. But this contradicts the minimality assumption on r.
The second claim is proved and hence our result follows. 
Lemma 4.5. For any X in S(Φ)ad,qr (respectively, in S(Φ)ad,reg), there exists a sequence of Φ-sign types ξ :
X (0) = X, X (1), . . . , X (r) in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) with some r  0 such that X ( j) can be
obtained from X ( j−1) by an increasing operation for every 1 j  r and that X (r) is anti-dominant.
Proof. Let X = (Xα)α∈Φ . Apply induction on the cardinal m+(X) of the set {α ∈ Φ+ | Xα = +}. If
m+(X) = 0 then X itself is anti-dominant and the result is obvious. Now assume m+(X) > 0. Since X
is in S(Φ)ad,qr (respectively, in S(Φ)ad,reg), there must exist some γ ∈ Π with Xγ = + by (2.8.1). Let
X ′ be the Φ-sign type obtained from X by an increasing operation at γ . Then X ′ is in S(Φ)ad,qr
(respectively, in S(Φ)ad,reg) with m+(X ′) = m+(X) − 1 by Lemma 4.2 and by the fact that X ′α ,
α ∈ Φ+ \ {γ } is a permutation of Xα , α ∈ Φ+ \ {γ } and that X ′γ = −. By inductive hypothesis, there
exists a sequence of Φ-sign types ξ ′: X (0) = X ′, X (1), . . . , X (r) in S(Φ)ad,qr (respectively, in S(Φ)ad,reg)
such that X ( j) can be obtained from X ( j−1) by an increasing operation for every 1  j  r and that
X (r) is anti-dominant. Then ξ : X, X (0) = X ′, X (1), . . . , X (r) is a required sequence. 
Lemma 4.6. For any dominant (respectively, anti-dominant) X in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) and
any N ∈ N, there exists some w ∈ ψ−1(X) with Aw = (k(w;α))α∈Φ such that |k(w;β)| > N for any β ∈ Φ+
with Xβ =.
Proof. First assume that X ∈ S(Φ)ad,qr is dominant (respectively, anti-dominant). We see by (2.8.1)
that there exists a unique γ ∈ Π such that Xγ = . We shall ﬁnd some w ∈ ψ−1(X) with
|k(w;α)| > N for any α ∈ Φ+ \{γ } as follows. Let kγ = 0 and kα = N+1 (respectively, kα = −(N+1))
for any α ∈ Π \ {γ }. Then let kβ = (N + 1)∑α∈Π\{γ } aα (respectively, kβ = −(N + 1)∑α∈Π\{γ } aα ) for
any β ∈ Φ+ \ {γ } with β =∑α∈Π aαα. Then we have k= (kα)α∈Φ+ ∈ Aad by 2.4 (b′). So there exists
a unique w ∈ Wa satisfying Aw = k. Clearly, w ∈ ψ−1(X) satisﬁes the required property.
Next assume X ∈ S(Φ)ad,reg dominant (respectively, anti-dominant). We can prove our result in
this case in the same way as above except that now k= (kα)α∈Φ+ ∈ ψ−1(X) is deﬁned by setting kα =
N + 1 (respectively, kα = −(N + 1)) for any α ∈ Π , and setting kβ = (N + 1)∑α∈Π aα (respectively,
kβ = −(N + 1)∑α∈Π aα ) for any β ∈ Φ+ with β =∑α∈Π aαα. 
Lemma 4.7. For any X ∈ S(Φ)ad,qr (respectively, X ∈ S(Φ)ad,reg), there exists a sequence ξ : X (0) =
X, X (1), . . . , X (r) in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) with some r  0 such that X ( j) is obtained
from X ( j−1) by a decreasing operation for every 1 j  r and that X (r) is dominant.
Proof. Let m−(X) be the cardinal of the set {α ∈ Φ+ | Xα = −}. Apply induction on m−(X)  0. If
m−(X) = 0 then the result is obvious. Now assume m−(X) > 0. By (2.8.1), there must exist some
αi ∈ Π with Xαi = −. Let si := sαi ∈ Sa . By (2.8.1) and the discussion in 4.3, we see that there exists
a unique Y ∈ S(Φ)ad,qr (respectively, in S(Φ)ad,reg) obtained from X by a decreasing operation at αi .
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in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) with r  0 such that X ( j) is obtained from X ( j−1) by a
decreasing operation for every 1 j  r and that X (r) is dominant. Hence X, X (0) = Y , X (1), . . . , X (r)
is a required sequence. 
Lemma 4.8. For any X ∈ S(Φ)ad,qr (respectively, X ∈ S(Φ)ad,reg) and any N ∈ N, there exists some
w ∈ ψ−1(X) with Aw = (k(w;α))α∈Φ such that |k(w;α)| > N for any α ∈ Φ with Xα =.
Proof. By Lemma 4.7 and its proof, we see that there exists a sequence of Φ-sign types ξ : X (0) =
X, X (1), . . . , X (r) in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) with r =m−(X) such that X ( j) is obtained
from X ( j−1) by a decreasing operation on X ( j−1) at some β j ∈ Π for every 1 j  r and that X (r) is
dominant. Let si := sβi ∈ Sa for 1 i  r. By Lemma 4.6, we see that there exists some xr ∈ ψ−1(X (r))
with Axr = (k(xr;α))α∈Φ such that |k(xr;α)| > N for any α ∈ Φ with X (r)α =. Set x j := x j+1s j+1 for
any 0 j < r. Then (x j) = (x j+1) + 1 and ψ(xl) = X (l) for any 0 j < r and 0  l  r. So w := x0
satisﬁes the required properties by Proposition 2.6 (d). 
Theorem 4.9. Assume that X, Y are in the same Wa-orbit of S(Φ)ad,qr (respectively, of S(Φ)ad,reg). Then Y
can be obtained from X by successively applying increasing (or decreasing) operations.
Proof. By symmetry, it is enough to show that Y can be obtained from X by successively applying
increasing operations. By Lemma 3.7, there exists a unique dominant sign type Z in the Wa-orbit con-
taining X . By Lemma 4.4, Z can be obtained from X by successively applying increasing operations.
Then by Lemma 4.7, Y can be obtained from Z by successively applying increasing operations. This
implies our result. 
Lemma 4.10.
(1) For any X ∈ S(Φ)ad,qr and any t ∈ N, there exists an element w ∈ ψ−1(X) such that ψ(wy) = (X)y for
any y ∈ Wa with (y) t and ψ(wy) ∈ S(Φ)ad,qr .
(2) For any X ∈ S(Φ)ad,reg and any t ∈ N, there exists an element w ∈ ψ−1(X) such that ψ(wy) = (X)y for
any y ∈ Wa with (y) t.
Proof. By Lemma 4.8, there exists some w ∈ ψ−1(X) such that |k(w;α)| > t for any α ∈ Φ with
Xα = . Then w satisﬁes the required property by Proposition 2.6 (d) and by the deﬁnition of the
Wa-actions on S(Φ)ad,qr and S(Φ)ad,reg (see 3.3 and 3.6 and 4.3). 
Let n(Wa) :=max{(wY ) | Y ∈ S(Φ)ad}.
Proposition 4.11. Let X ∈ S(Φ)ad,qr (respectively, X ∈ S(Φ)ad,reg). Fix some t ∈ N.
(1) There is some w ∈ ψ−1(X) with s.t.d.
w = wX1wX2 · · ·wXr (see 2.12),
for some r  t such that all the sign types Xi , r + 1 − t  i  r, are in S(Φ)ad,qr (respectively, in
S(Φ)ad,reg) and belong to the same Wa-orbit.
(2) If z ∈ ψ−1(X) has the s.t.d.
z = wZ1wZ2 · · ·wZu
with some u  t and Zi in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) for any u + 1 − t  i  u. Then
Zu+1−i = Xr+1−i for all 1 i  t.
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with Xα = . We claim that the element w satisﬁes the required property. By Corollary 2.14, we
see that the element y := ww−1X satisﬁes |k(y;α)|  (t − 1) · n(Wa) for any α ∈ Φ+ with Xα = .
Applying induction on t  1. We see that the element y has the s.t.d.
y = wY1wY2 · · ·wYr′
such that Y j is in S(Φ)ad,qr (respectively, in S(Φ)ad,reg) for any r′ + 1− (t − 1) j  r′ . Now
w = wY1wY2 · · ·wYr′ wX
is the s.t.d. of w . So our ﬁrst assertion follows. Then the second assertion is a consequence of the fact
Xi−1 = (Xi)w−1Xi for r + 2− t  i  r, the latter follows by Lemma 4.10.
(2) Apply induction on j  1 with 1  j  t . Since ψ(z) = ψ(w), we have Xr = Zu . Sup-
pose that we have proved that Zu+1−i = Xr+1−i for all 1  i < j with some 1  j  t . Then
wXr+2− j w Xr+3− j · · ·wXr = wZu+2− j w Zu+3− j · · ·wZu , denote this common element by y. Then Zu+1− j =
(X)y−1 = Xr+1− j by Lemma 4.10. So our result follows by induction. 
5. The main result
In this section, we shall prove the main result of the paper (i.e., Theorem 5.10). In this theorem,
we conclude that the number nqr of left cells of Wa in Ωqr is  |W0|/2, which gives an upper bound
for the number nqr.
Lemma 5.1. Let C be a Wa-orbit in S(Φ)ad,qr . If ψ−1(X)∩Ωqr = ∅ for some X ∈ C , then ψ−1(Y )∩Ωqr = ∅
for all Y ∈ C .
Proof. Let X, Y ∈ C . By Theorem 4.9, it suﬃces to show that if Y , Y = X , is obtained from X by an
increasing operation at αi , 0 i  l, then the condition ψ−1(X) ∩ Ωqr = ∅ implies ψ−1(Y ) ∩ Ωqr = ∅.
Take any x ∈ ψ−1(X) ∩ Ωqr and let y = xsi . Then (y) = (x) + 1 and y ∈ ψ−1(Y ). By 1.4 (3) and 1.9,
we have y ∈ Ωqr since y
R
x and y /∈ W (ν) . 
Recall the notation S(Φ)(0)ad,reg and the Wa-equivariant bijection φ :S(Φ)ad,qr → S(Φ)(0)ad,reg deﬁned
in 3.6.
Lemma 5.2. Each Wa-orbit C in S(Φ)ad,qr contains exactly |W0|/2 sign types.
Proof. Identifying each X ∈ S(Φ)ad,qr with the two-elements subset {φ+(X),φ−(X)} of S(Φ)ad,reg
in S(Φ)(0)ad,reg, we consider the union U (C) of two-elements subsets of S(Φ)ad,reg in C . We claim that
this union is disjoint. For otherwise, there would be some X = Y in S(Φ)ad,qr with Z := φ(X) =
φ′(Y ) for some , ′ ∈ {+,−}. We can ﬁnd some w ∈ Wa with (Z)w dominant. Since each of the
Φ+-tuples (X)w and (Y )w can be obtained from (Z)w by replacing some entry by , we conclude
that both (X)w and (Y )w are dominant. So (X)w = (Y )w by Lemma 3.7 and the fact (X)w, (Y )w ∈ C .
This would imply X = Y , a contradiction. The claim is proved. Now we have U (C) = S(Φ)ad,reg by the
fact that the action of Wa on S(Φ)ad,reg is transitive. So our result follows by (3.1.2). 
5.3. Left-connected set. A non-empty set K ⊂ Wa is called left-connected, if for any x, y ∈ K , there
exists a sequence of elements x0 = x, x1, . . . , xr = y in K with some r  0 such that xi−1x−1i ∈ Sa for
every 1 i  r.
Lemma 5.4. For any X ∈ S(Φ)ad,qr , the set ψ−1(X) ∩ Ωqr is either empty or left-connected. So the set
ψ−1(X) ∩ Ωqr is contained in a single left cell whenever it is non-empty.
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x, y ∈ K . Write Ax = (k(x;α))α∈Φ+ and Ay = (k(y;α))α∈Φ+ . Let N =max{|k(x;α)|, |k(y;α)| | α ∈ Φ+}.
By Lemma 4.8, we can ﬁnd some z ∈ ψ−1(X) with Az = (k(z;α))α∈Φ+ such that |k(z;α)| > N for any
α ∈ Φ+ with Xα = . Then z is a left extension of both x and y by Proposition 2.6 (e). So there
exists a sequence ξ : x0 = x, x1, . . . , xr = z, xr+1, . . . , xt = y in ψ−1(X) with some t  r  0 such that
xi−1x−1i ∈ Sa and (x j) = (x j−1) + 1 and (xl) = (xl−1) − 1 for every 1 i  t and 1 j  r < l  t .
Then z
L
x j
L
x and z
L
xl
L
y and hence z, x j ∈ Ωqr for every 0 < j < t by 1.4 (2), 1.9 and the fact
z /∈ W (ν) . That is, the sequence ξ lies inside the set K . So K is left-connected. Then the last assertion
follows since any left-connected subset in a two-sided cell of Wa is contained in a single left cell
by 1.4 (3). 
5.5. The set S(Φ)sad,qr. Let S(Φ)sad,qr be the set of all Φ-sign types X in S(Φ)ad,qr with Xγ = 
for some short root γ if Wa ∈ {B˜m, C˜n, F˜4, G˜2} and let S(Φ)sad,qr = S(Φ)ad,qr if Wa is of simply-
laced type (i.e., Wa ∈ { A˜l, D˜ p, E˜m | l  1; p > 3; m = 6,7,8}). Let S(Φ)lad,qr = S(Φ)ad,qr \ S(Φ)sad,qr.
Note that S(Φ)sad,qr (and also S(Φ)lad,qr whenever it is non-empty) is stable under the Wa-action. By
Lemma 3.7, we see that the number of Wa-orbits in S(Φ)sad,qr is 1 if Wa ∈ {B˜m, G˜2}, n−1 if Wa = C˜n ,
2 if Wa = F˜4, and |Π | if Wa is of simply-laced type.
Recall the notation wX deﬁned in 2.12 and n(Wa) preceding to Proposition 4.11 and c(Wa)
in (1.7.3).
Lemma 5.6. Let X ∈ S(Φ)ad,qr and w ∈ ψ−1(X) be with |k(w;α)| > N for any α ∈ Φ with Xα =, where
N  c(Wa)n(Wa). If x ∈ Wa satisﬁes x—–w, a(w) = a(x), and L(x) × R(x)  L(w) × R(w), then ψ(x) ∈
S(Φ)ad,qr is in the Wa-orbit containing X.
Proof. We need only to consider the case where x < w , for otherwise we would have either x = s · w
or x = w · s for some s ∈ Sa by [7, Subsections 2.3 (e)–(g)] and the result would be obvious. Since
N  c(Wa) · n(Wa), we see by Proposition 4.11 that w has the s.t.d. below:
w = wX1wX2 · · ·wXr (5.6.1)
where X j ∈ S(Φ)ad,qr for any r − c(Wa)  j  r. Again by Proposition 4.11, we see that all X j ,
r − c(Wa)  j  r, are in the same Wa-orbit. Then as a subexpression of (5.6.1), the element x has
a reduced expression which is obtained from (5.6.1) by deleting at most c(Wa) simple reﬂections by
Lemma 1.8 and the assumptions of a(x) = a(w) and L(x) × R(x)  L(w) × R(w). Hence there is
at least one (say wXk ) of the wX j ’s, r − c(Wa)  j  r, in the expression (5.6.1) whose factors are
all preserved under this deletion. That is, x has an expression of the form x = x′ · wXk · y′ for some
r − c(Wa) k  r and some x′, y′ ∈ Wa with (w) − (x) c(Wa). Let z = wXk+1wXk+2 · · ·wXr . Then
ψ(x) = (Xk)y′ = (X)z−1 y′ is in the Wa-orbit containing X by Lemma 4.10. 
Proposition 5.7. ψ−1(X) ∩ Ωqr = ∅ for any X ∈ S(Φ)sad,qr .
Proof. Assume that Xγ = for some short root γ ∈ Φ+ . By Lemma 4.8, we can take, for some N ∈ N
with N >mqr := |S(Φ)ad,qr|, some w ∈ ψ−1(X) to satisfy |k(w;α)| > N for any α ∈ Φ+ \ {γ }.
(1) First assume that Wa is not of simply-laced type.
When Wa = C˜n , we see by Lemma 4.5 that there exists some y ∈ Wa with Y := (X)y ∈ S(Φ)ad,qr
anti-dominant. By the assumption of Xγ = with γ short, we have Yαh = and Yα = − for some
short simple root αh (i.e., 1  h < n) and any α ∈ Φ+ \ {αh}. Let Z = (Y )sh−1sh−2 · · · s1s0. Let F :=
{α1i, β1 j | 1 i, j  n}, where α1i := α1 + · · · +αi and β1 j := α1 + · · · +α j−1 + 2α j + · · · + 2αn−1 +αn
with the convention that β1n := α1n . Then Zβ1,h+1 =; Zα = − for any α ∈ (Φ+\ F )∪{β1 j | 1< j  h};
Zα1i = Zβ1 j = + for any 1  i  n and for either h + 2  j < n or j = 1. Hence every z ∈ ψ−1(Z)
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the non-zero entries of Aw , we see that there exists a sequence x0 = w, x1, . . . , xr in Wa with some
0 r <mqr such that xr ∈ ψ−1(Z) and x−1i xi−1 ∈ Sa and (xi) = (xi−1) − 1 for every 1 i  r. This
implies w ∈ Ωqr.
When Wa is B˜m (respectively, G˜2), we see by Lemma 3.7 that there exists some y ∈ Wa with
Y := (X)y ∈ S(Φ)ad,qr such that Yα = − for any α in (Π \ {αm}) ∪ {α0} (respectively, in {α0,α1}).
By Theorem 4.9 and by the assumption on the non-zero entries of Aw , we see that there exists
a sequence x0 = w, x1, . . . , xr in Wa with some 0  r < mqr such that ψ(xr) = Y and x−1i xi−1 ∈ Sa
and (xi) = (xi−1) − 1 for every 1  i  r. Clearly, xr is a left extension of the element w J with
J = Sa \ {sm} (respectively, J = {s0, s1}) and hence xr ∈ Ωqr by 1.4 (4) and 1.10. This implies w ∈ Ωqr
by the facts w
R
xr
L
w J and a(w) < ν .
When Wa = F˜4, we have Π = {α1,α2,α3,α4} with α1, α2 long and α3, α4 short. We see by
Lemma 4.5 that there exists some y ∈ Wa with Y := (X)y ∈ S(Φ)ad,qr anti-dominant. By the as-
sumption of Xγ =  with γ short, we have Yαh =  and Yα = − for some h ∈ {3,4} and for any
α ∈ Φ+ \ {αh}. We can ﬁnd some Z ∈ S(Φ)ad,qr in the Wa-orbit containing Y such that Zαi = − for
0 i < 4. More precisely, Z = (Y )s0s1s2s3s2s1s0 if h = 4; Z = (Y )s0s1s2s3s2s1s0s4s3s2s1s0s3s2s1s3s2 if
h = 3. Hence every z ∈ ψ−1(Z) satisﬁes R(z) = Sa \ {s4} and so ψ−1(Z) ⊂ Ωqr by 1.10. By the same
argument as that in the above paragraph, we conclude that w ∈ Ωqr.
(2) Next assume that Wa is of simply-laced type, that is, Wa ∈ { A˜l, D˜ p, E˜k | l  1, p > 3, k =
6,7,8}. Let E be the set of all non-identity elements x ∈ W0 each of which has a unique reduced
expression. Let w0 be the longest element in W0. Then it is well known that the equation w0E :=
{w0x | x ∈ E} = W0 ∩ Ωqr holds by [7, Remark 3.3], [9, Proposition 3.8] and [14, Theorem 4.8] (see
also 1.10). Note that the set {ψ(x) | x ∈ W0 ∩ Ωqr} is contained in S(Φ)ad,atd and contains the set
S(Φ)ad,atd ∩ S(Φ)ad,qr. This implies that if X ∈ S(Φ)ad,qr is anti-dominant then any w ∈ ψ−1(X) is
a left extension of some element in w0E by Proposition 2.6 (e) and hence belongs to Ωqr by 1.4 (6)
and the fact w /∈ W (ν) . So by Theorem 4.9, we have ψ−1(Y ) ∩ Ωqr = ∅ for any Y ∈ S(Φ)ad,qr. 
The assumption “X ∈ S(Φ)sad,qr” is necessary for the validity of Proposition 5.7 (see Proposi-
tion 5.9).
5.8. A sequence connecting two left cells in Ωqr. By Proposition 1.6, we see that the number nqr
of left cells in Ωqr is ﬁnite. We claim that for any two left cells L, L′ in Ωqr, there is a sequence
of elements x0, x1, . . . , xr in Ωqr with some r  nqr such that x0 ∈ L and xr ∈ L′ and xi−1—–xi and
R(xi−1)  R(xi) for every 1  i  r. For, take any right cell R in Ωqr. Then L ∩ R = ∅ = L′ ∩ R
by 1.4 (11). Take any x ∈ L∩R . Then there is a sequence x0 = x, x1, . . . , xr in R (hence also in Ωqr) with
some r  0 such that xr ∈ L′ ∩ R and xi−1—–xi and R(xi−1)  R(xi) for every 1 i  r. By 1.4 (10), we
can require xi 
L
x j for any i = j with 0 i, j  r in the above sequence. In this case, we have r  nqr.
The claim is proved.
Proposition 5.9. If w ∈ Wa( X˜) satisﬁes X ∈ {Bm,Cn, F4,G2 | m > 2, n > 1} and ψ(w) ∈ S(Φ)lad,qr then
w /∈ Ωqr .
Proof. Recall the notation SX in (1.10.1). Notice the following three facts:
(a) The set S(Φ)lad,qr is stable under the Wa-action deﬁned in 3.6;
(b) w J ∈ Ωqr for all J ∈ SX (see 1.10);
(c) For any w ∈ Wa( X˜) with ψ(w) ∈ S(Φ)lad,qr, we have R(w) /∈ SX . This is because any w ∈ Wa( X˜)
with R(w) ∈ SX satisﬁes k(w;α) = 0 for any long root α in Φ+ .
Suppose that there is some Y ∈ S(Φ)lad,qr with ψ−1(Y ) ∩ Ωqr = ∅. By Lemma 4.8, we can take
x0 ∈ ψ−1(Y )∩Ωqr such that |k(x0;α)| > nqr · c(Wa) ·n(Wa) for any α ∈ Φ+ with Yα =. There exists
a left cell L of Wa in Ωqr which contains w J for some J ∈ SX by (b). Then by 5.8 and 1.4 (10),
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R(xi−1)  R(xi) for every 1 i  r.
By (a) and Lemma 5.6, we see that all the ψ(xi), 1  i  r, are in S(Φ)lad,qr. But the condition
xr ∈ L contradicts the fact (c). The result follows. 
Theorem 5.10. The two-sided cell Ωqr of Wa contains at most |W0|/2 left (respectively, right) cells.
Proof. Let C be a Wa-orbit in S(Φ)sad,qr. Then ψ−1(X) ∩ Ωqr = ∅ for all X ∈ C by Proposition 5.7. By
Lemma 5.2, we have |C| = |W0|/2.
For any X ∈ C and t ∈ N, we can ﬁnd some w ∈ ψ−1(X) such that if x0 = w, x1, . . . , xt is a se-
quence in Wa satisfying xi−1—–xi , a(xi−1) = a(xi) and L(xi−1) × R(xi−1)  L(xi) × R(xi) for every
1 i  t then ψ(x j) ∈ C for all 0 j  t . Actually, by Lemma 5.6, we can take w ∈ ψ−1(X) such that∣∣k(w;α)∣∣> N := t · c(Wa) · n(Wa) for any α ∈ Φ+ with Xα =. (5.10.1)
The number nqr of left (respectively, right) cells of Wa in Ωqr is ﬁnite by Proposition 1.6. So by
the same argument as that in 5.8, we see that for any w ∈ Ωqr and any left (respectively, right) cell L
of Wa in Ωqr, there exists a sequence x0 = w, x1, . . . , xr in Ωqr with some r  nqr such that xr ∈ L
and xi−1—–xi and L(xi−1) × R(xi−1)  L(xi) × R(xi) for every 1 i  r.
Fix X ∈ C and take w ∈ ψ−1(X) to satisfy (5.10.1) with t = nqr. Then we see by 5.8 and Lemma 5.6
that each left (respectively, right) cell L of Wa in Ωqr satisﬁes L ∩ (⋃Y∈C ψ−1(Y )) = ∅. Hence by
Lemma 5.4, this further implies that the two-sided cell Ωqr of Wa contains at most |W0|/2 left
(respectively, right) cells. 
Remark 5.11. I propose two possible ways to prove that the two-sided cell Ωqr of Wa contains exactly
|W0|/2 left cells.
(a) Let Dqr be the set of all the distinguished involutions in Ωqr. We need to describe the elements
in Dqr and then prove the equality |Dqr| = |W0|/2 by Proposition 1.6. In particular, I conjecture that
any d ∈ Dqr has the form d = x−1 ·w J ·x for some x ∈ Wa and J ∈ SX with X ∈ {Bm,Cn |m > 2, n > 1},
where w J x ∈ Ωqr satisﬁes sw J x /∈ Ωqr for any s ∈ J . Just as that in the case of the lowest two-sided
cell of Wa (see [19, Theorems 1.1, 2.3 and 2.4], [20, Proposition 4.3]), we need to give a certain
geometric interpretation for the elements w J x (see [8, Proposition 4.2]) and then to enumerate all
such kind of elements.
(b) Let C be a Wa-orbit in S(Φ)sad,qr. We need to prove that if X = Y in C then ψ−1(X) ∩ Ωqr
and ψ−1(Y )∩Ωqr belong to different left cells. Let m(Z) = #{α ∈ Φ+ | Zα = −} for Z ∈ S(Φ)ad,qr. We
may assume m(X)m(Y ) and prove the result by induction on m(X) 0. We see by 1.4 (7) that the
result is true when m(X) = 0.
Acknowledgment
I would like to thank the referee for many valuable comments on the original version of the paper.
References
[1] T. Asai, et al., Open problems in algebraic groups, in: Proc. Twelfth International Symposium, Tohoku Univ., Japan, 1983,
14 pp.
[2] R. Bédard, Cells for two Coxeter groups, Comm. Algebra 14 (7) (1986) 1253–1286.
[3] R. Bezrukavnikov, Perverse sheaves on aﬃne ﬂags and nilpotent cone of the Langlands dual group, Israel J. Math. 170
(2009) 185–206.
[4] R.W. Carter, Finite Groups of Lie Type: Conjugacy Classes and Complex Characters, John Wiley & Sons, Ltd., 1985.
[5] Chengdong Chen, The decomposition into left cells of the aﬃne Weyl group of type D˜4, J. Algebra 163 (1994) 692–728.
[6] J. Du, The decomposition into cells of the aﬃne Weyl group of type B˜3, Comm. Algebra 16 (7) (1988) 1383–1409.
[7] D. Kazhdan, G. Lusztig, Representations of Coxeter groups and Hecke algebras, Invent. Math. 53 (1979) 165–184.
[8] G. Lusztig, Hecke algebras and Jantzen’s generic decomposition patterns, Adv. Math. 37 (1980) 121–164.
J.-y. Shi / Journal of Algebra 333 (2011) 161–179 179[9] G. Lusztig, Some examples in square integrable representations of semisimple p-adic groups, Trans. Amer. Math. Soc. 277
(1983) 623–653.
[10] G. Lusztig, Cells in aﬃne Weyl groups, in: R. Hotta (Ed.), Algebraic Groups, Related Topics, in: Adv. Stud. Pure Math.,
Kinokuniya and North-Holland, 1985, pp. 255–287.
[11] G. Lusztig, The two-sided cells of the aﬃne Weyl group of type A˜n , in: V. Kac (Ed.), Inﬁnite Dimensional Groups with
Applications, in: Math. Sci. Res. Inst. Publ., vol. 4, Springer-Verlag, 1985, pp. 275–283.
[12] G. Lusztig, Cells in aﬃne Weyl groups, II, J. Algebra 109 (1987) 536–548.
[13] G. Lusztig, Leading coeﬃcients of character values of Hecke algebras, in: Proc. Sympos. Pure Math., vol. 47, Amer. Math.
Soc., Providence, RI, 1987, pp. 235–262.
[14] G. Lusztig, Cells in aﬃne Weyl groups, IV, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 36 (1989) 297–328.
[15] G. Lusztig, N.H. Xi, Canonical left cells in aﬃne Weyl groups, Adv. Math. 72 (1988) 284–288.
[16] J.Y. Shi, The Kazhdan–Lusztig Cells in Certain Aﬃne Weyl Groups, Lecture Notes in Math., vol. 1179, Springer-Verlag, 1986.
[17] J.Y. Shi, Alcoves corresponding to an aﬃne Weyl group, J. Lond. Math. Soc. (2) 35 (1987) 42–55.
[18] J.Y. Shi, Sign types corresponding to an aﬃne Weyl group, J. Lond. Math. Soc. 35 (2) (1987) 56–74.
[19] J.Y. Shi, A two-sided cell in an aﬃne Weyl group, J. Lond. Math. Soc. (2) 36 (1987) 407–420.
[20] J.Y. Shi, A two-sided cell in an aﬃne Weyl group, II, J. Lond. Math. Soc. (2) 37 (1988) 253–264.
[21] J.Y. Shi, A survey on the cell theory of aﬃne Weyl groups, Adv. Sci. China Math. 3 (1990) 79–98.
[22] J.Y. Shi, The joint relations and the set D1 in certain crystallographic groups, Adv. Math. 81 (1) (1990) 66–89.
[23] J.Y. Shi, Left cells in the aﬃne Weyl group Wa(D˜4), Osaka J. Math. 31 (1994) 27–50.
[24] J.Y. Shi, Left cells in aﬃne Weyl groups, Tôhoku Math. J. 46 (1994) 105–124.
[25] J.Y. Shi, The veriﬁcation of a conjecture on the left cells in certain Coxeter groups, Hiroshima Math. J. 24 (3) (1994) 627–
646.
[26] J.Y. Shi, Left cells in the aﬃne Weyl group of type F˜4, J. Algebra 200 (1998) 173–206.
[27] J.Y. Shi, Left cells in the aﬃne Weyl group of type C˜4, J. Algebra 202 (1998) 745–776.
[28] J.Y. Shi, Sign types associated to posets, J. Combin. Theory Ser. A 88 (1) (1999) 36–53.
[29] J.Y. Shi, On two presentations of the aﬃne Weyl groups of classical types, J. Algebra 221 (1999) 360–383.
[30] T.A. Springer, A letter to G. Lusztig, 1987.
[31] X.F. Zhang, Cells decomposition in the aﬃne Weyl group Wa(B˜4), Comm. Algebra 22 (6) (1994) 1955–1974.
