Abstract. This paper is concerned with a rigorous convergence analysis of a fully discrete Lagrangian scheme for the Hele-Shaw flow, which is the fourth order thin-film equation with linear mobility in one space dimension. The discretization is based on the equation's gradient flow structure in the L 2 -Wasserstein metric. Apart from its Lagrangian character -which guarantees positivity and mass conservation -the main feature of our discretization is that it dissipates both the Dirichlet energy and the logarithmic entropy. The interplay between these two dissipations paves the way to proving convergence of the discrete approximations to a weak solution in the discrete-to-continuous limit. Thanks to the time-implicit character of the scheme, no CFL-type condition is needed. Numerical experiments illustrate the practicability of the scheme.
1. Introduction
The equation and its properties.
In this paper, we propose and study a fully discrete numerical scheme for the following nonlinear fourth order equation on the bounded domain Ω " pa, bq, a ă b with no-flux boundary conditions: B t u "´`uu xxx˘x``Vx u˘x for t ą 0 and x P Ω.
(1) uu x " 0, uu xxx " 0 for t ą 0 and x P BΩ.
We assume that the potential V P C 2 pΩq is non-negative with bounded second derivative, V ě 0, Λ :" sup |V xx | ă 8,
a typical choice being V pxq " Λ 2 x 2 . Equation (1) belongs to the family of thin film equations,
Equations of this form are used as reduced models for laminar flow with a free liquid-air interface [30] . The case of linear mobility mpuq " u studied here is further used to describe the pinching of thin necks in a Hele-Shaw cell, hence (1) is often referred to as the Hele-Shaw flow.
The analysis of the fourth order degenerate problems in (4) is by no means trivial. There exists a rich literature on the existence and long-time behavior of solutions, see e.g. [6, 15, 2, 22, 5, 10, 12] . These results could not be obtained by straight-forward extension of the techniques for second order parabolic equations. The most decisive difference between second and fourth order is the lack of comparison principles for the latter. Instead, energy and entropy methods play a key role in the analysis. Naturally, classical parabolic theory applies in zones on which the solution u is strictly positive, yielding C 8 -regularity there. However, one is typically interested in solutions that are not strictly positive but have a compact, time-dependent support. For such solutions, one only has the regularity that is induced by the energy/entropy estimates, which is usually something of the type L 8 pr0, T s; H 1 pΩqq X L 2 pr0, T s; H 2 pΩqq, but no better. It is known that (4) carries a variety of structural properties: solutions conserve mass and non-negativity, there exists a large class of Lyapunov functionals [25] , and it can be written as a gradient flow in the energy landscape of the following (modified) Dirichlet functional,
E
V puq " Epuq`Vpuq, with Epuq " 1 2ˆΩ`B x u˘2 dx, Vpuq "ˆΩ V pxqupxq dx,
with respect to the L 2 -Wasserstein metric [18] . The two main a priori estimates for the wellposedness theory of (1) are obtained from the dissipation of E V , and from the dissipation of an auxiliary Lyapunov functional, namely the entropy, H r1s puq "ˆΩ u log u dx.
Formally, the respective estimates are immeditaly obtained from an integration by parts; for V " 0, one obtains´d dt Epuq "ˆΩ u x puu xxx q xx dx "ˆΩ u u 2 xxx dx,
d dt H r1s puq "ˆΩ log u puu xxx q x dx "ˆΩ u 2 xx dx.
Notice that energy dissipation does not provide L 2 pr0, T s; H 3 pΩqq-regularity, due to the degeneracy of the integrand in regions where u vanishes. In principle, the famous Bernis estimates [4] could be used to extract an L 2 pr0, T s; H 3 pΩqq-bound on u 3{2 , but we shall not discuss this ansatz here since these -quite delicate -estimates seem impossible to discretize.
In the numerical approximation of solutions to (1) , it is natural to ask for a structurepreserving discretization that inherits at least some of the properties listed above. A minimal criterion is to guarantee nonnegativity of solutions -which turns out to be already a challenge. Here, we try to push the structure preservation as far as possible, with a scheme that translates both the Lagrangian and the gradient flow nature of (1) from continuous to discrete, and which inherits simultaneously the Dirichlet energy and the entropy as Lyapunov functionals. We even obtain a discretized version of the estimate (7) , and that is the key element for the convergence analysis.
Our discretization ansatz is closely related to the one that has been introduced and analyzed recently by the authors [29] in the context of the fourth order quantum drift diffusion (QDD) equation, also known as Derrida-Lebowitz-Speer-Spohn (DLSS) equation:
This equation is a gradient flow in the L 2 -Wasserstein metric as well [19] . In place of E V , the flow potential is given by the perturbed Fisher information F V puq " Fpuq`Vpuq, with Fpuq " 2ˆΩ`B x ? u˘2 dx, and V as above. There exists a non-obvious connection between (8) and the linear heat equation [16] , that is best understood as a relation between F, H r1s and the L 2 -Wasserstein metric [27] . The main feature of the particular discretization of (8) used in [29] is the preservation of that relation, and that paves the way to a relatively complete analytical treatment of the resulting numerical scheme. In the context at hand, the connection between E and H r1s -that is, the origin of the relation (7) -is less obvious, but on grounds of the ideas developed in [29] , we are able to define a special discretization that admits a discretized version of (7).
Definition of the discretization.
We are now going to present a discretization for (1) that approximates weak solutions to (1) of finite positive mass M P R ą0 . Basically, we follow the ansatz from [29] , but we shall deviate in the discretization of the potential of the flow. First, the equation (1) is re-written in terms of Lagrangian coordinates: since each upt,¨q is of fixed mass M , we can introduce time-dependent Lagrangian maps Xpt,¨q : r0, M s Ñ Ω implicitly by ξ "ˆX pt,ξq a upt, xq dx, for each ξ P r0, M s.
For the moment, we ignore the ambiguity in the definition of Xpt, ξq outside of the support of uptq. Expressed in terms of X, and after elementary manipulations, the Hele-Shaw equation (1) becomes:
It is easily seen that equation (10) is the L 2 -gradient flow for
with respect to the usual L 2 -norm on L 2 pr0, M s; Rq. This directly reflects the gradient flow structure of (1) with respect to the L 2 -Wasserstein metric. Equation (10) is now discretized as follows. First, fix a spatio-temporal discretization parameter ∆ " pτ ; δq, where τ ą 0 is a time step size, and δ " M {K for some K P N defines an equidistant partition of r0, M s into K intervals rξ k´1 , ξ k s of length δ each, i.e., ξ k " kδ for k " 0, 1, . . . , K. Accordingly, introduce the central first and second order finite difference operators D 1 δ and D 2 δ for discrete functions defined either on the ξ k 's or on the interval midpoints ξ k`1{2 " pk`1{2qδ in the canonical way; see Section 2.1 for details.
At each time t " nτ , the Lagrangian map Xpt,¨q is approximated by a monotone vector
We will further use the convention that x 0 " a and x K " b. For brevity, introduce the vectors z n ∆ " zr x n ∆ s with entries
and z´1
and z K`1 2 " z K´1 2 by convention. These vectors approximate the function Z in (10) such that Zpnτ, κδq « z n κ . The fully discrete evolution for the x n ∆ is now obtained from the following standard discretization of (10) with central finite differences:
Note that there are infinitely many equivalent ways to re-write the right-hand side of equation (10) , and accordingly infinitely many (non-equivalent!) central finite-difference discretizations. Another one, having different properties, is studied in [31] . Our convergence result only applies to the particular form (12) , since only for that one, we obtain "the right" Lyapunov functionals that provide the a priori estimates for the discrete-to-continuous limit. Finally, we define a time-dependent, spatially piecewise constant density function u
By definition, the densities are non-negative and of time-independent mass,
Finally, we introduce the piecewise constant interpolation tu ∆ u τ : R ě0ˆΩ Ñ R ě0 in time by
and tu ∆ u τ p0q " u 0 ∆ . 1.3. Main results. For the statement of our first result, fix a discretization parameter ∆ " pτ ; δq. On monotone vectors x P R K´1 with densities z " zr xs, introduce the functionals
which are discrete replacements for the entropy and the modified Dirichlet energy functionals, respectively. Theorem 1. From any monotone discrete initial datum x 0 ∆ , a sequence of monotone x n ∆ satisfying (12) can be constructed by inductively defining x n ∆ as a global minimizer of
This sequence of vectors x n ∆ dissipates both the Boltzmann entropy and the discrete Dirichlet energy,
To state our main result about convergence, recall the definition (14) of the time interpolant. Further, ∆ symbolizes a whole sequence of mesh parameters from now on, and we write ∆ Ñ 0 to indicate that τ Ñ 0 and δ Ñ 0 simultaneously. 
For each ∆, construct a discrete approximation x ∆ according to the procedure described in Theorem 1 above. Then, there are a subsequence with ∆ Ñ 0 and a limit function u˚P Cpr0, T sˆΩq such that:
‚ tu ∆ u τ converges to u˚locally uniformly on r0, T sˆΩ, ‚ u˚P L 2 pr0, T s; H 1 pΩqq, ‚ u˚p0q " u 0 , ‚ u˚satisfies the following weak formulation of (1) with no-flux boundary conditions (2):
for any test functions ρ P C 8 pΩq with ρ 1 paq " ρ 1 p0q " 0, and η P C 8 c pp0, T qq, where the operator N is given by
Remark 3.
(1) Quality of convergence: Since tu ∆ u τ is piecewise constant in space and time, uniform convergence is obviously the best kind of convergence that can be achieved. [24] . Several practical schemes have been developed on grounds of the Lagrangian representation for this class of evolution problems, mainly for second-order diffusion equations [8, 9, 26, 32] , but also for chemotaxis systems [7] , for non-local aggregation equations [11, 13] , and for variants of the Boltzmann equation [20] .
Lagrangian schemes for fourth order equations are relatively rare. Alternative Lagrangian discretizations for (1) or related thin-film type equations have been proposed and analyzed in [14, 20] , but no rigorous convergence analysis has been carried out. We also mention two schemes [17, 29] for the quantum drift diffusion equation, that is formally similar to (1) . In [29] , the idea to enforce dissipation of two Lyapunov functionals has been developed, and was used to rigorously study the discrete-to-continuous limit. For the analysis here, we shall borrow various ideas from [29] .
A comment is in place on related Lagrangian schemes in higher spatial dimensions. Here, and also in our related works [31, 28, 29] , the most significant benefit from working on a onedimensional interval, is that the space of densities is flat with respect to the L 2 -Wasserstein metric; it is of non-positive curvature in higher dimensions, which makes the numerical approximation of the Wasserstein distance significantly more difficult. Just recently, a very promising approach for a truely structure-preserving discretization in higher space dimensions has been made [3] . There, a numerical solver for second order drift diffusion equations with aggregation in multiple space dimensions is introduced that preserves -in addition to the Lagrangian and the gradient flow aspects -also "some geometry" of the optimal transport. These manifold structural properties enable the authors to rigorously perform a (partial) convergence analysis. It is currently unclear if that approach can be pushed further to deal with fourth order equations as well.
Among the numerous non-Lagrangian approaches to numerical discretization of thin film equations, we are aware of two contributions [23, 34] in which the idea to enforce simultaneous dissipation of energy and entropy has been implemented. The discretization is performed using finite elements [23] and finite differences [34] , respectively. The discrete to continuous limit has been rigorously analyzed for both schemes. In difference to the convergence result presented here, certain positivity hypotheses on the limit solution are either assumed a priori [34] , or are incorporated in the weak form of the limit equation [23] . See, however, [21] for an improvement of the convergence result.
The primary challenge in our convergence analysis is to carry out all estimates under no additional assumptions on the regularity of the limit solution u˚. In particular, we would like to deal with compactly supported solutions of a priori low regularity at the edge of the support. Also, we allow very general initial conditions u 0 . Without sufficient a priori smoothness, we cannot simply use Taylor approximations and the like to estimate the difference between tu ∆ u τ and u˚. Instead, we are forced to derive new a priori estimates directly from the scheme, using our two Lyapunov functionals.
On the technical level, the main difficulty is that our scheme is fully discrete, which means that we are working with spatial difference quotients instead of derivatives. Lacking a discrete chain rule, the derivation of the relevant estimates turns out to be much harder than for the original problem (1) . For instance, we are able to prove a compactness estimate for u ∆ , but not for its inverse distribution function, although both estimates would be equivalent in a smooth setting. This forces us to switch back and forth between the original (1) and the Lagrangian (10) formulation of the thin-film equation.
1.5. Key estimates. We give a very formal outline for the derivation of the two main a priori estimate on the fully discrete solutions.
The first main estimate is related to the gradient flow structure of (1): it is the potential flow of the modified Dirichlet energy E V with respect to the Wasserstein metric W 2 . The consequences, which are immediate from the abstract theory of gradient flows [1] , are that t Þ Ñ E V puptqq is monotone, and that each solution "curve" t Þ Ñ uptq is globally Hölder-1 2 -continuous with respect to W 2 . In order to inherit these properties to our discretization, the latter is constructed as a gradient flow of a flow potential E V δ (which approximates E V in a certain sense) with respect to a particular metric on the space of monotone vectors (which is related to W 2 ). See Section 2.1 below for details. The corresponding fully discrete energy estimates are collected in Proposition 11. We are not able to give a meaning to the full energy dissipation relation (6) on the discrete side, but this is irrelevant to our analysis.
The second, equally important discrete estimate mimicks (7) . Unfortunately, the L 2 -norm of u xx is an inconvenient quantity to deal with, for two reasons. First, we need to perform most of the estimates in the Lagrangian picture, wherê
is algebraically more difficult to handle than the equivalent functional
which we shall eventually work with, see Lemma 12. Our discretization (12) is taylor-made in such a way that entropy dissipation yields a discrete version of (19) . Second, the formulation of an H 2 -estimate would require a global C 1,1 -interpolation of the piecewise constant densities u ∆ that respects positivity, which seems impractical. Instead, we settle for a control on the total variation of the first derivative B ξ p u ∆ of a simple C 0,1 -interpolation p u ∆ , see Proposition 13. This TV-control is a perfect replacement for the H 2 -estimate in (7), and is the source for compactness, see Proposition 17.
1.6. Structure of the paper. Below, we start with a detailed description of our numerical scheme as a discrete Wasserstein-like gradient flow and discuss structural consistency of our approach. In Section 3, we derive various a priori estimates on the fully discrete solutions. This leads to the main convergence result in Proposition 17, showing the existence of a limit function u˚for ∆ Ñ 0. This limit function satisfies the weak formulation of (1) stated in (17) ; this is shown in Section 4. Finally, we report on numerical experiments and discuss the observed rate of convergence in Section 5.
Definition of the fully discrete scheme
The main aim of this section is to interprete the discrete equations (12) as time steps in the minimizing movement scheme for a suitable discretization E V δ of the functional E V with respect to a Wasserstein-like metric on a finite-dimensional submanifold P δ pΩq of P 2 pΩq.
2.1.
Ansatz space and discrete entropy/information functionals. Fix K P N, let δ :" 1{K, and define ξ k " M k{K for k " 0, 1, . . . , K. For further reference, we introduce the sets of integer and half-integer indices I K " t0, 1, . . . , Ku, IK " t1, . . . , K´1u, and
) . K (i.e., on the intervals rξ κ´1 2 , ξ κ`1 2 s), and on the "inner" integer indices k P IK, respectively, with
If y " py λ q λPI 1{2 K is defined for half-integer indices λ P I 1{2 K instead, then these definitions are modified in the obvious way to have D 1 δ y and D 2 δ y defined for integers k P I K and half-integers κ P I 1{2 K , respectively; y needs to be augmented with additional values for y´1 2 and y K`1 2 in this case.
Next, we introduce the set of monotone vectors
Each x P x δ corresponds to a vector z " pz 1{2 , z 3{2 , . . . , z K´1{2 q of density values z κ via (11). Our convention is that z´1
For a function f : x δ Ñ R, its first and second differential, B x f : x Ñ R K´1 and B 2 x f : x Ñ R pK´1qˆpK´1q , respectively, are defined by rB x f p xqs k " B x k f p xq and by rB x f p xqs k " B x k B x f p xq. Further, f 's gradient ∇ δ f is given by ∇ δ f p xq " δ´1B x f p xq. For vectors v, w P R K´1 , the scalar product x¨,¨y δ is defined by
Example 4. Each component z κ of z " z δ r xs is a function on x δ , and
where e k P R K´1 is the kth canonical unit vector, with the convention e 0 " e K " 0.
The main object of interest is the finite-dimensional submanifold P δ pΩq of P 2 pΩq that consists of all locally constant density functions of the form u " u δ r xs, with u δ given in (13) , where x P x δ . To each density function u " u δ r xs P P δ pΩq we associate its Lagrangian map as the monotonically increasing function X " X δ r xs : r0, M s Ñ Ω that is piecewise linear with respect to pξ 0 , ξ 1 , . . . , ξ K q and satisfies Xpξ k q " x k for k " 0, . . . , K. The density u and its Lagrangian map X are related by
Remark 5. In one space dimension, the Wasserstein metric on P 2 pΩq is isometrically equivalent to the L 2 -norm on the flat space of Lagrangian maps, see e.g. [33] . Our norm } x´ y} δ is not identical but equivalent to the L 2 -norm between the Lagrangian maps X δ r xs and X δ r ys. Consequently, there exist K-independent constants c 1 , c 2 ą 0, such that
See [28, Lemma 7] for a proof.
Next, consider two functionals H r1s
δ , H r2s δ : x δ Ñ R given as follows:
Here H r1s δ is just the restriction of the the entropy H r1s to x δ , and H r2s δ is the restriction of the quadratic Renyi entropy
Using (20), we obtain an expicit representation of the gradients,
and -for further reference -also of the Hessians,
A key property of our simple discretization ansatz is the preservation of convexity. A conceptually different discretization is needed for the energy functional E from (5), which is identically`8 on P δ pΩq:
Substitution of the explicit representations (22) in the definition (24) yields
It remains to define a discrete counterpart for the potential V. A change of variables yields in the definition in (5) yields
Thus, a natural discretization V δ of V is given by
Discretization in time.
Next, the spatially discrete gradient flow equation
is discretized also in time, using minimizing movements. To this end, fix a time step with τ ą 0; we combine the spatial and temporal mesh widths in a single discretization parameter ∆ " pτ ; δq.
For each y P x δ , introduce the Yosida-regularized energy E V ∆ p¨; yq : (25) is now defined inductively from a given initial datum x 
Using (22) and (23), a straight-forward calculation shows that (26) is the precisely the numerical scheme (12) from the introduction. Equivalence of (26) and the minimization problem for E V ∆ is guaranteed at least for sufficiently small τ ą 0.
Proposition 7. For each discretization ∆ and every initial condition x 0 P x δ , the sequence of equations (26) can be solved inductively. Moreover, if τ ą 0 is sufficiently small with respect to δ and E V δ p x 0 q, then each equation (26) possesses a unique solution with E V δ p xq ď E δ p x 0 q, and that solution is the unique global minimizer of E V ∆ p¨; x n´1 ∆ q. Remark 8. In principle, the proof of Lemma 9 below provides a criterion on the smallness of τ ą 0 that would guarantee the unique solvability of (26). We shall not make this criterion explicit, since in practice, we observe that the Newton method applied to (26) and initialized with x n´1 ∆ always converges to "the right" solution x n ∆ , even for comparatively large steps τ and in rather degenerate situations; we refer the reader to our numerical results in Section 5.
The proof of this proposition is a consequence of the following rather technical lemma.
Lemma 9. Fix a spatial discretization parameter δ, and let C :" E V p x 0 q. Then for every y P x δ with E V δ p yq ď C, the following are true: ‚ For each τ ą 0, the function E V ∆ p¨; yq possesses at least one global minimizer x˚P x δ , and that x˚satisfies the Euler-Lagrange equation
‚ There exists a τ C ą 0 independent of y such that for each τ P p0, τ C q, the global minimizer x˚P x δ is strict and unique, and it is the only critical point of E V ∆ p¨; yq with E V δ p xq ď C. Proof. Fix y P x δ with E V δ p yq ď C, and define the nonempty (since it contains y) sublevel set
This implies that the differences x κ`1 2´x κ´1 2 " δ{z κ have a uniform positive lower bound on A C . It follows that A C is a compact subset in the interior of x δ . Consequently, the continuous function E V ∆ p¨; yq attains a global minimum at x˚P x δ . Since x˚P A C lies in the interior of x, it satisfies B x E V ∆ p x˚; yq " 0, which is the Euler-Lagrange equation. This proves the first claim. Since E V δ : x δ Ñ R is smooth, its restriction to the compact set A C is λ C -convex with some
Independently of y, we have that
Consequently, each such E V ∆ p¨, yq has at most one critical point x˚in the interior of A C , and this x˚is necessarily a strict global minimizer. Recall that u n ∆ " u δ r x n ∆ s P P δ pΩq defines a sequence of densitites on Ω which are piecewise constant with respect to the (non-uniform) grid pa, x 1 , . . . , x K´1 , bq. To facilitate the study of convergence of weak derivatives, we introduce also piecewise affine interpolations p z n ∆ : r0, M s Ñ R ą0 and p u n ∆ : Ω Ñ R ą0 . In addition to ξ k " kδ for k P I K , introduce the intermediate points ξ κ " κδ for κ P I 
Our convention is that p z s and p u n ∆ pxq " z K´1 2 for x P rx K´1 2 , bs. The definitions have been made such that
Notice that p u n ∆ is piecewise affine with respect to the "double grid" px 0 , x 1 2 , x 1 , . . . , x K´1 2 , x K q, but in general not with respect to the subgrid px 0 , x 1 , . . . , x K q. By direct calculation, we obtain for each k P IK that
Trivially, we also have that B x p u vanishes identically on the intervals pa, x 1 2 q and px K´1 2 , bq.
2.4.
A discrete Sobolev-type estimate. The following inequality plays a key role in our analysis. Recall the conventions that z´1
Proof. Define the left-hand side in (30) as pAq. Then:
ı .
Rearranging terms yields
pAq "´pAq´δ´3
and further using the identity pa 3´b3 q " pa´bqpa 2`b2`a bq,
Invoke Hölder's inequality and the elementary estimate ab ď 1 2 pa 2`b2 q to conclude that pAq ď 1 2¨δ
where we have used an index shift and the conventions z´1 , z K`1 2 " z k´1 2 in the last step 3. A priori estimates and compactness 3.1. Energy and entropy dissipation. Fix some discretization parameters ∆ " pτ ; δq. Below, we derive a priori bounds on fully discrete solutions p x n ∆ q 8 n"0 that are independent of ∆. Specifically, we shall prove two essential estimates: the first one is monotonicity of the energy E V δ , the second one is obtained from the dissipation of the auxiliary Lyapunov functional H r1s δ . We begin with the classical energy estimate.
Proposition 11. One has that E
Proof. The monotonicity (36) follows (by induction on n) from the definition of x n ∆ as minimizer of E V ∆ p¨; x n´1 ∆ q:
) Moreover, summation of these inequalities from n " n`1 to n " n yields
For n " 0 and n Ñ 8, we obtain the first part of (34). The second part follows by (26) . If instead we combine the estimate with Jensen's inequality, we obtain
which leads to (33).
The previous estimates were completely general. The following estimate is very particular for the problem at hand. 
for each N τ P N with N τ τ P pT, T`1q.
Proof. Convexity of H
for each n " 1, . . . , N τ . Summation of these inequalities over n yield
To estimate the right-hand side in (37), observe that H r1s δ p x 0 ∆ q ď H r1s by hypothesis, and that H r1s δ p x N ∆ q is bounded from below thanks to the convexity of s Þ Ñ s lnpsq and Jensen's inequality, which yieds for any x P x δ H r1s δ p xq "ˆΩ u δ r xs ln u δ r xs dx ě M lnˆM b´a˙.
We turn to estimate the left-hand side in (37) from below. Recall that E V δ " E δ`Vδ . For the component corresponding to V δ , we find, using (22) and (3),
The component corresponding to E δ is more difficult to estimate. Thanks to (22)& (23), we have that
Further estimates are needed to control the second sum from below. Observing that
and that 2ab ě´3 2 a 2´2 3 b 2 for arbitrary real numbers a, b, we conclude that
Now apply inequality (30).
3.2.
Compactness. The following lemma contains the key estimate to derive compactness of fully discrete solutions in the limit ∆ Ñ 0. Below, we prove that from the entropy dissipation (36), we obtain a control on the total variation of B x p u n ∆ . Several equivalent definitions of the total variation of f P L 1 pΩq exist. In case of piecewise smooth functions with jump discontinuities, the most appropriate definition is TV rf s " sup 
Further recall the notation
for the height of the jump in f pxq's value at x "x.
Proposition 13. For any T ą 0 and N τ P N with τ N τ P pT, T`1q, one has
Remark 14. The proof below yields forČ T the explicit valuě
Proof. Fix n. The function B x p u n ∆ is locally constant on each interval px k´1 2 , x k q, and equal to zero elsewhere. Therefore, the total variation of B x p u n ∆ is given by the sum over all jumps at the points of discontinuity,
The jumps can be evaluated by direct calculation:
This implies that
We substitute this into (40), use Hölder's inequality, and apply (30) to obtain as a consequence of elementary estimates that
We take both sides to the square, multiply by τ , and sum over n " 0, . . . , N τ . An application of the entropy dissipation inequality (36) yields the desired bound (39).
Convergence of time interpolants.
Lemma 15. There is a constant C ą 0 just dependent on E V and pb´aq, such that the following estimates hold uniformly as ∆ Ñ 0: The functions tu ∆ u τ and tp u ∆ u τ are uniformly bounded, and
Proof. For each n P N,
This gives (42). For proving (43), we start with the elementary observation that
Therefore,
which shows (43). Finally, (44) is a consequence of (42)&(43). First, note that
is uniformly bounded. Now apply the interpolation inequality
to obtain the uniform bound in (44).
Proposition 16.
There exists a function u˚: R ě0ˆΩ Ñ R ě0 that satisfies for any T ą 0
Furthermore, there exists a subsequence of ∆ (still denoted by ∆), such that the following are true:
tu ∆ u τ ptq ÝÑ u˚ptq in P 2 pΩq, uniformly with respect to time,
, M sq, uniformly with respect to t P r0, T s,
where X˚P C 1{2 pr0, T s; L 2 pr0, M sqq is the Lagrangian map of u˚.
Proof. From the discrete energy inequality (33) and the equivalence (21) of W 2 with the usual L 2 -Wasserstein metric W 2 , it follows by elementary considerations that
for all t, s P r0, T s. Hence the generalized version of the Arzela-Ascoli theorem from [1, Proposition 3.3.1] is applicable and yields the convergence of a subsequence of ptu ∆ u τ q to a limit u˚ in P 2 pΩq, locally uniformly with respect to t P r0, 8q. The Hölder-type estimate (49) implies u P C 1{2 pr0, 8q; P 2 pΩqq. The claim (48) is a consequence of the equivalence between the Wasserstein metric on P 2 pΩq and the L 2 -metric on X, see Remark 5. In addition, the limit function ui s bounded on r0, T sˆΩ, thanks to (44).
As an intermediate step towards proving uniform convergence of tp u ∆ u τ , we show that
For t P r0, T s, we expand the L 2 -norm as follows:
On the one hand, observe that
hich converges to zero as ∆ Ñ 0, using both conclusions from Lemma 15. On the other hand, we can use a change of variables to writê
We regroup terms under the integrals and use the triangle inequality. For the first term, we obtain
X˚pt,ξq
A similar reasoning applies to the integral involving u˚in place of tp u ∆ u τ . Together, this proves (50), and it further proves that u˚P L 8 pr0, T s; H 1 pΩqq, since the uniform bound on p u ∆ from (42) is inherited by the limit. Now the Gagliardo-Nirenberg inequality (88) provides the estimate
Combining the convergence in L 2 pΩq by (50) with the boundedness in H 1 pΩq from (42), it readily follows that p u ∆ ptq Ñ u˚ptq in C 1{6 pΩq, uniformly in t P r0, T s. This clearly implies that tp u ∆ u τ Ñ u˚uniformly on r0, T sˆΩ.
Proposition 17. In the setting of Proposition 16, we have that u˚P L 8 loc pR ě0 ; H 1 pΩqq, and
for any T ą 0 as ∆ Ñ 0.
Proof. Fix r0, T s Ď R ě0 . Remember that p u n ∆ is differentiable with local constant derivatives on any interval px κ´1 2 , x κ s for κ P IK Y I 1{2 K Y tKu, and it especially holds B x p u n ∆ pxq " 0 for all x P pa, a`δ{2q and all x P pb´δ{2, bq. Therefore, integration by parts and a rearrangement of the terms yields
Take further two arbitrary discretizations ∆ 1 , ∆ 2 and apply the above result on the difference tp u ∆1 u τ´t p u ∆2 u τ . Using that TV rf´gs ď TV rf s`TV rgs we obtain by integration w.r.t. time thatˆT
{2 .
This shows that tp u ∆ u τ is a Cauchy-sequence in L 2 pr0, T s; H 1 pΩqq -remember (39) and especially the convergence result in (47) -and its limit has to coincide with u˚in the sense of distributions, due to the uniform convergence of tp u ∆ u τ to u˚on r0, T sˆΩ.
Weak formulation of the limit equation
In the continuous theory a suitable weak formulation for (1) is attained by applying purely variational methods, see for instance [27, 19] . More precisely, the weak formulation in (17) is obtained by studying the variation of the entropy E along a Wasserstein gradient flow generated by an arbitrary spatial test function ρ, which describes a transport along the velocity field ρ 1 . The corresponding entropy functional is Φpuq "´R ρpxqupxq dx. It is therefore obvious to adapt this idea -similar as in [28, 29] -to show that tu ∆ u τ inherits a discrete analogue to the weak formulation (17) . Hence, we study the variations of the entropy E δ along the vector field generated by the potential Φp xq "ˆM 0 ρpX δ r xsq dξ for any arbitrary smooth test function ρ P C 8 pΩq with ρ 1 paq " ρ 1 pbq " 0. That is why we define vp xq " ∇ δ Φp xq, where
Later on, we will use the compactness results from section 3.3 to pass to the limit, which yields the weak formulation of our main result in Theorem 2. Therefore, the aim of this section is to show the following:
Proposition 18. For every ρ P C 8 pΩq with ρ 1 paq " ρ 1 pbq " 0, and for every η P C 8 c pR ą0 q, the limit curve u˚satisfiesˆ8
where the highly nonlinear term N from (18) is given by
The proof of this statement will be treated in two essential steps (1) Show the validity of a discrete weak formulation for tu ∆ u τ , using a discrete flow interchange estimate (2) Passing to the limit using Proposition 17.
For definiteness, fix a spatial test function ρ P C 8 pΩq with ρ 1 paq " ρ 1 pbq " 0, and a temporal test function η P C 8 c pR ą0 q with supp η Ď p0, T q for a suitable T ą 0. Denote again by N τ P N an integer with τ N τ P pT, T`1q. Let B ą 0 be chosen such that }ρ} C 4 pΩq ď B and }η} C 1 pRě0q ď B.
For convenience, we assume δ ă 1 and τ ă 1. In the estimates that follow, the non-explicity constants possibly depend on Ω, T , B, and E V , but not on ∆.
Lemma 19 (discrete weak formulation). For any functions ρ P C 8 pΩq with ρ 1 paq " ρ 1 pbq " 0, and η P C 
where we use the short-hand notation ρ 1 p xq :" pρ 1 px 1 q, . . . , ρ 1 px K´1for any x P x δ .
Proof. As a first step, we prove that both vectors ρ 1 p xq and vp xq nearby coinside for any x P x δ , i.e. it holds
for a constant C ą 0 that only depends on B and Ω. Hence, denote by X " X δ r xs the corresponding Lagrangian map of x and choose any k " 0, . . . , K, then one easily gets
First assume ξ P rξ k´1 , ξ k s, then a Taylor expansion for ρ 1 pXpξqq yields
for a certain r ξ k P rξ k´1 , ξ k s. Consequently the valitdity of´ξ
Similarly one proves the analogue statement for ξ P rξ k , ξ K´1 s, hence
Squaring the above term and summing-up over all k " 1, . . . , K´1 finally proves (58), due to px k`1´xk´1 q ď 2pb´aq and
Let us now invoke the proof of (57). a Taylor expansion of ρ for X, X 1 P X yields
Thanks to (58), the last term can be estimated as follows:
So combine (59) and (59), add ηppn´1qτ q and summing-up over n " 1, . . . , N , one attainšˇˇˇˇτ
where the right hand side is of order Opτ q`Opδ 1{2 q, due to (34) . An analog calculation replacing ρ with´ρ leads finally to (57).
The identification of the weak formulation in (54) with the limit of (57) is splitted in two main steps: In the first one, we estimate the term that more or less describes the error that is caused by approximating the time derivative in (54) with the respective difference quotient in (57),
The second much more challenging step is to prove the error estimate
which, heuristically spoken, gives a rate of convergence of
The first estimate in (61) is a consequence of Lemma 19:
Proof of (61). Using that ηpnτ q " 0 for any n ě N τ , we obtain after "summation by parts":ˆT
Finally observe that
using the energy estimate (34) . We conclude that
where we have used (57), keeping in mind that Φp
The proof of (62) is treated essentially in 2 steps. In the first one we rewrite the term Lemma 20) , and use Taylor expansions to identify it with the corresponding integral terms of (55) up to some additional error terms, see Lemmata 23-27. Then we use the strong compactness result of Proposition 17 to pass to the limit as ∆ Ñ 0 in the second step.
Lemma 20. With the short-hand notation ρ 1 p xq " pρ 1 px 1 q, . . . , ρ 1 px K´1for any x P x δ , one has that´@
where
Proof. Fix some time index n P N (omitted in the calculations below). Recall the representation of
δ p xqw ith corresponding gradients and hessians in (22) and (23) . Multiplication with ρ 1 p x ∆ q then yieldś
Observing that
Lemma 27. There is a constant C 7 ą 0 expressible in Ω, T and B such that
Proof. Since the product V x ρ x is a smooth function on the domain Ω, we can invoke the meanvalue theorem and find intermediate valuesx k , such thaťˇˇˇˇˇδ
The claim then follows by a change of variables.
This implies the desired inequality (62). l
We are now going to finish the proof of this section's main result, Proposition 18.
Proof of Proposition 18. Owing to (61) and (62), we know thaťˇˇˇˇˆT
To obtain (54) in the limit ∆ Ñ 0, we still need to show the convergence of the integrals to their respective limits, but this is no challenging task anymore: Note that (52) implies
hence pB x tu ∆ u τ q 2 converges to pB x u˚q 2 in L 1 pr0, T sˆΩq. Furthermore, we have that
in L 2 pr0, T sˆΩq. Here we used (83) and that tu ∆ u τ converges to u˚uniformly on r0, T sˆΩ due to (47). Hence, (83) and (84) suffice to pass to the limit in the second integral. Finally remember the weak convergence result in (46), tu ∆ u τ Ñ u˚in P 2 pΩq with respect to time, hence the convergence of the first and third integral is assured as well. l
Numerical results

5.1.
Non-uniform meshes. An equidistant mass grid -as used in the analysis above -leads to a good spatial resolution of regions where the value of u 0 is large, but provides a very poor resolution in regions where u 0 is small. Since we are interested in regions of low density, and especially in the evolution of supports, it is natural to use a non-equidistant mass grid with an adapted spatial resolution, like the one defined as follows: The mass discretization of r0, M s is determined by a vector δ " pξ 0 , ξ 1 , ξ 2 , . . . , ξ K´1 , ξ K q, with 0 " ξ 0 ă ξ 1 ă¨¨¨ă ξ K´1 ă ξ K " M and we introduce accordingly the distances (note the convention ξ´1 " ξ K´1 " 0)
for κ P I 1{2 K and k P IK, respectively. The piecewise constant density function u P P δ pΩq corresponding to a vector x P R K´1 is now given by upxq " z κ for x κ´1 2 ă x ă x κ`1 2 , with z κ " δ κ x κ`1 2´x κ´1 2 .
The Wasserstein-like metric (and its corresponding norm) needs to be adapted as well: the scalar product x¨,¨y δ is replaced by x v, wy δ " ÿ kPIK δ k v k w k and } v} δ " x v, vy δ .
Hence the metric gradient ∇ δ f p xq P R K´1 of a function f : x δ Ñ R at x P x δ is given by Otherwise, we proceed as before: the entropy is discretized by restriction, and the discretized information functional is the self-dissipation of the discretized entropy. Explicitly, the resulting fully discrete gradient flow equation attains the form
5.2. Implementation. Starting from the initial condition x 0 ∆ , the fully discrete solution is calculated inductively by solving the implicit Euler scheme (85) for x n ∆ , given x n´1 ∆ . In each time step, a damped Newton iteration is performed, with the solution from the previous time step as initial guess.
Numerical experiments.
In the following numerical experiments, we fix Ω " p0, 1q. 5.3.1. Evolution of discrete solutions. In a paper of Gruen and Beck [2] , the authors analyzed, among other things, the behaviour of equation (1) on the bounded domain p0, 1q with Neumannboundary conditions and the initial datum u 0 ε pxq " px´0.5q
4`ε , x P p0, 1q, with mass M " 0.0135,
with ε " 10´3. This case is interesting insofar as the observed film seems to rip at time t " 0.012. Figure 1 shows the evolution of u ∆ for K " 400 and τ " 10´7 at times t " 0, 0.0022, 0.012, 0.04, the associated particle flow is printed in figure 2/left. In figure 2 /right, we plot the L 1 pΩq, L 2 pΩq, and L 8 pΩq-norms of the differences |u ∆ pt,¨q´u r ∆ pt,¨q| at time t " 10´4. It is clearly seen that the errors decay with an almost perfect rate of δ 2 9K´2.
5.3.3.
Comparison with a standard numerical scheme. For an alternative verification of our scheme's quality, we use a reference solution that ist calculated by means of a structurally different discretization of (1). Specifically, we employ a finite-difference approximation with step sizes τ Figure 3 . Left: Rate of convergence, using K " 25, 50, 100, 200, 400 and τ " 10´7. The discrete solutions are compared with a reference solution of the scheme in (87), and the errors are evaluated at time t " 10´4. Right: Loss of mass preservation using a standard finite-difference scheme and u 0 ε of (86) with ε " 10´1, 10´3 and 10´5. the numerical approximation u n k « upt n ; x k q of (1) is obtained -inductively with respect to n -for given vector u n´1 " pu n´1 0
, . . . , u 
where u n " pu .
