Abstract. The segmentation of the lung tissues in chest Computed Tomography (CT) images is an important step for developing any Computer-Aided Diagnostic (CAD) system for lung cancer and other pulmonary diseases. In this paper, we introduce a new framework for validating the accuracy of our developed Joint Markov-Gibbs based lung segmentation approach using 3D realistic synthetic phantoms. These phantoms are created using a 3D Generalized Gauss-Markov Random Field (GGMRF) model of voxel intensities with pairwise interaction to model the 3D appearance of the lung tissues. Then, the appearance of the generated 3D phantoms is simulated based on iterative minimization of an energy function that is based on the learned 3D-GGMRF image model. These 3D realistic phantoms can be used to evaluate the performance of any lung segmentation approach. The performance of our segmentation approach is evaluated using three metrics, namely, the Dice Similarity Coefficient (DSC), the modified Hausdorff distance, and the Average Volume Difference (AVD) between our segmentation and the ground truth. Our approach achieves mean values of 0.994±0.003, 8.844±2.495 mm, and 0.784±0.912 mm 3 , for the DSC, Hausdorff distance, and the AVD, respectively.
INTRODUCTION
Lung segmentation from chest Computed Tomography (CT) is a precursor to develop any Computer-Aided Diagnostic (CAD) system for lung cancer and other pulmonary diseases [1] [2] [3] [4] [5] [6] [7] . However, accurate segmentation of the lung regions from CT medical images is a challenging task, especially in the case of pathological presence (e.g., cancer, pneumonia, etc.). Since in this paper we focus on the validation of any lung segmentation approach, below we will give a short overview of some of the related work on lung segmentation. In literature, lung segmentation techniques can be classified into four main categories: 1) signal thresholding methods, 2) deformable boundary-based methods, 3) shape-based methods, and 4) edge-based methods.
Signal thresholding segments the lung and its background from chest images by analyzing an empirical probability distribution, or histogram of pixel intensities in a region-of-interest. Hu et al. [8] proposed an iterative thresholding-based technique to obtain an initial lung region. Then, morphological opening and closing operations were used to refine the obtained initial segmentation. A similar approach was developed by Ross et al. [9] using the Otsu's method [10] to segment the lung fields as a step of lung lobe extraction, instead of using the iterative thresholding. Ye et al. [11] used a 3D adaptive fuzzy threshold to segment the lung from CT data followed by smoothing of the segmented lung contour using 1D Gaussian.
Deformable boundaries have also been recognized as one of the most powerful segmentation methods due to its ability to produce continuous segmentation of the lung. Itai et al. [12] used a 2D parametric deformable model approach to extract lung tissues. In their framework, the deformable boundary is initialized based on a threshold estimated from CT data, and the lung borders were used as an external force to constrain the deformable model evolution. Annangi et al. [13] introduced a variational level-set approach for lung segmentation from Posterior-Anterior (PA) chest X-ray images. Their approach integrated prior shape of the lung with probabilistic edge-and region-based statistics.
Shape-based approaches have also been exploited as powerful segmentation tools, whereby priori knowledge about the lung can be integrated into the segmentation work flow. Van Ginneken et al. [14] used an optimized Active Shape Model (ASM) to segment the lung fields. They compared the segmentation with an Active Appearance Model (AAM)-based segmentation and multi-scale resolution pixel classification, concluding that the latter gives the best results. Sun et al. [15] segmented the lungs using a 3D ASM matching method and a globally optimal surface-finding method to obtain a refined and smoothed segmentation. Besbes et al. [16] used a graph-based shape model with image cues based on boosted features to segment the lung fields from chest radiographs.
Edge-based techniques have also been employed for the detection of lung region in chest CT images. For example, Campadelli et al. [17] detected an initial outline of lung borders by using the first derivative of Gaussian filters taken at four different orientations. Then, an edge tracking procedure, using the Laplacian of Gaussian (LoG) operator at three different scales, is used to find a continuous external lung contour, which is further integrated with the initial outline to produce the final lung segmentation from PA chest radiographs. Korfiatis et al. [18] used the wavelet transform to highlight lung borders in 2D stack images. An optimal threshold, selected by the minimum error criterion [19] , is applied to the wavelet-processed 2D stacks to segment the lung. Finally, a morphological processing is used to refine the segmentation. For a more comprehensive review on lung segmentation, please see [20] .
Most of the above methods have been validated based on a ground truth that is obtained manually by a radiologist. However, this "gold standard" ground truth may not be accurate due to hand shaking and observer's variability. Additionally, several studies (e.g., [21] [22] [23] ) evaluated the accuracy and limitations of a number of commercial segmentation packages that have been released by CT vendors. To overcome these limitations, we introduce a validation approach that generates 3D realistic phantoms to validate our developed segmentation approach [24, 25] . To the best of our knowledge, we are the first authors who have introduced 3D realistic synthetic phantoms that simulate both appearance and 3D geometry of a real lung in order to validate segmentation approaches.
MATERIALS AND METHODS
We propose a framework to validate the accuracy of our previously developed MarkovGibbs Random Field (MGRF)-based lung segmentation approach [24, 25] . In this paper, we will focus on the validation of our segmentation method using 3D realistic synthetic phantoms. Details of our segmentation method are fully described in [24, 25] . For completeness, a short overview of our MGRF-based segmentation approach is given below.
Joint Markov-Gibbs Model of CT Lung Images
We have previously explored a framework for the precise segmentation of lung tissues from CT images [24, 25] . Our framework describes CT images, Gaussian Scale Space (GSS) data generation using Gaussian Kernels (GKs), and desired region (binary) maps (lung and the other chest tissues), using a two-level joint MGRF image model. The latter integrates two image features, namely the first-order visual appearance of the CT images and a second-order MGRF spatial interaction model. The first-order visual appearance of lung tissues in CT data signals is described by a Linear Combination of Discrete Gaussians (LCDG) [26] [27] [28] , which is a modified version of the Linear Combination of Gaussians (LCG)-approximation of the conditional marginal signal distributions [29] [30] [31] . In addition to the LCDG-intensity model, the spatial relationships between the lung voxels are also taken into account using the popular Potts model (MGRF with the nearest 26-pixel neighborhood, see Fig. 1 ) with bi-valued Gibbs potentials [31] . The goal of this paper is to validate our segmentation approach. Therefore, the joint MGRF model is used to describe both the original 3D phantom images and their generated filtered GSS data. Three filtered GSS phantoms were generated from the original 3D phantom using 3D GKs as described in [24, 25] . Once the segmentations of the original phantom and its GSS data are obtained, a Bayesian approach is used to fuse results such that the final decision for each voxel to be classified as lung or background will be based on a new estimated posterior probability [32] . The developed lung segmentation framework [24, 25] is implemented to utilize both the CPU and GPU. The main steps of our lung segmentation approach are summarized in Algorithm 1. For more details, please see [24, 25, 32] Algorithm 1 Basic Steps of Lung Segmentation Approach
• Step 1. Input (CPU): Read the original 3D data and generate the Gaussian filtered data in scale space by convolving the original image with the 3D GKs. • Step 2. Initialization (CPU): Use marginal intensity estimated using LCDG [26] [27] [28] to get an initial map. • Step 3. Iterative Refinement (GPU): Refine initial maps of original and Gaussian filtered data by iterating the following two steps: 1. Estimate the Gibbs potential for the map m.
2. Re-collect the empirical gray level densities for the current regions, reapproximate their densities, and update the map. • Step 4. Output (CPU): The final map for the original and Gaussian filtered images are fused together to get the final segmentation of the lung regions using the Bayesian fusion approach [24, 25] ).
Generation of the 3D Realistic Synthetic Phantoms
Since it is very difficult to obtain accurate manual segmentation of the lung tissues due to observers' variability and hand shaking, we have created realistic synthetic 3D phantoms [32] to evaluate the performance of our segmentation framework [24, 25] . The 3D phantom images were generated to mimic the visual appearance of real 3D CT data (Fig. 2) based on the integration of the Gibbs sampler and the MAP estimates for a pairwise energy function of a Generalized 3D Gauss-Markov Random Field (GGMRF) probabilistic model [33] . For completeness, basic steps for phantom generation are outlined in Algorithm 2.
PERFORMANCE EVALUATION
We use three metrics to evaluate the segmentation accuracy, specifically, the Dice Similarity Coefficient (DSC), the modified Hausdorff distance, and the Average Volume Difference (AVD) between the segmentation and the ground truth [34] . The DSC measures the similarity between the segmented and ground truth regions [34] :
Algorithm 2 Main Steps of 3D Phantom Generation • Step 1. Initialization: Generate an initial 3D phantom by selecting random grey level samples from real 3D CT chest data using Gibbs Sampler (Fig. 2,(A) ). • Step 2. Energy minimization: For each voxel of the constructed 3D phantom:
1. Define the voxel's 26-neighborhood, N, as shown in Fig. 1 . 2. Use a gradient descent optimization algorithm to get the MAP estimate ( q s ) of the grey level value (q s ) at the 3-D location s = (i, j, z) using the 3D GGMRF [33] :
where η s,r is the GGMRF potential, and ρ and λ are scaling factors. The parameter β ∈ [1.01, 2.0] controls the level of smoothing (e.g., smooth, β = 2, vs. relatively abrupt edges, β = 1.01). The parameter α ∈ {1, 2} determines the Gaussian, α = 2, or Laplace, α = 1, prior distribution of the estimator. where TP, FP, and FN stand for the True Positive, False Positive, and False Negative segmentation results, respectively (see Fig. 3 ). For a segmented region, SR, and its ground truth, GT, TP = |SR ∩ GT| is the area of their overlap, i.e., the number of the common points in SR and GT; FP = |SR − SR ∩ GT| is the number of points in the difference between SR and TP, and FN = |GT − SR ∩ GT| is the number of points in the difference between GT and TP. The closer the DSC to "1", the better the segmentation. Another metric, which is used to evaluate the segmentation accuracy, is the Hausdorff distance. Hausdorff distance from a set A 1 to a set A 2 is defined as the maximum distance of the set A 1 to the nearest point in the set A 2 [34] : where c and e are points of sets A 1 and A 2 , respectively, and d(c, e) is Euclidean distance between these points. The bidirectional Hausdorff distance, H Bi (GT, SR), between the segmented region SR and its ground truth GT is defined as: H Bi (GT, SR) = max{H(GT, SR), H(SR, GT)}. In this paper, we used the 95-percentile bidirectional modified Hausdorff distance as a metric that measures the segmentation accuracy. The smaller the distance, the better the segmentation. The ideal case with perfect segmentation is when the bidirectional Hausdorff distance is equal to 0. In addition to the DSC and MHD metrics, a volumetric metric is used to assess the accuracy of the segmentation. The AVD is calculated between the segmentation and the ground truth and is used to test the segmentation accuracy. The smaller the volume difference, the better the segmentation. 
EXPERIMENTAL RESULTS AND CONCLUSIONS
We used Algorithm 2 to simulate 3D realistic phantoms with the same scanning parameters of the data we had [24] , so the size of each 3D realistic phantom is 512 × 512 × 390. Experimental results are acquired by running Algorithm 1 on both CPU and GPU/CUDA. Regarding the CPU implementation, the algorithm is tested on a platform with 3.33 Intel Xeon CPU, and 48 GB RAM. All the GPU implementations are executed on an NVIDIA Tesla C1060 GPU card installed on a Linux machine with a 3.3 GHz Intel Xeon CPU and 48 GB RAM.
To test the accuracy of the developed segmentation approach, we generated five independent 3D lung phantoms. Then, our segmentation method [24, 25] was applied to the constructed phantoms to extract the lung tissue. Segmentation results for three phantoms are shown in Fig. 6 . The agreement between our automated segmentation results and the manually contoured ground truth is assessed using the Dice Similarity Coefficient (DSC), modified Hausdorff Distance (MHD), and the Average Volume Difference (AVD) metrics, as defined above in Section . Table 1 summarizes the statistics for the DSC, MHD, and AVD metrics obtained using our segmentation approach for all phantoms.
In conclusion, this paper introduces a new framework to generate 3D realistic synthetic phantoms that have the same geometry and appearance of real lung data. The generated phantoms can be used to evaluate the performance of any lung segmentation approach. The framework models the 3D appearance of the lung tissue based on using 3D GGMRF of voxel intensities with pairwise interaction. Then, the learned 3D-GGMRF image model is used to iteratively minimize the energy function to simulate the appearance of the generated 3D phantoms. The phantoms were subsequently used to validate our developed Joint Markov-Gibbs based lung segmentation approach. 
