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REMARKS ON CRITICAL POINTS OF PHASE FUNCTIONS AND
NORMS OF BETHE VECTORS
EVGENY MUKHIN AND ALEXANDER VARCHENKO
Dedicated to Peter Orlik on his sixtieth birthday
October 1998
Abstract. We consider a tensor product of a Verma module and the linear represen-
tation of sl(n + 1). We prove that the corresponding phase function, which is used in
the solutions of the KZ equation with values in the tensor product, has a unique critical
point and show that the Hessian of the logarithm of the phase function at this critical
point equals the Shapovalov norm of the corresponding Bethe vector.
1. Introduction
Let g be a simple Lie algebra with simple roots αi and Chevalley generators ei, fi, hi,
i = 1, . . . , n. Let V1, V2 be representations of g with highest weights λ1, λ2. The Knizhnik-
Zamolodchikov (KZ) equation on a function u with values in V1 ⊗ V2 has the form
κ
∂
∂z1
u =
Ω
z1 − z2
u, κ
∂
∂z2
u =
Ω
z2 − z1
u,
where Ω ∈ End(V1 ⊗ V2) is the Casimir operator. Solutions with values in the space of
singular vectors of weight λ1+λ2−
∑n
i=1 ljαj are given by hypergeometric integrals with
l =
∑n
i=1 lj integrations, see [SV].
For an ordered set of numbers I = {i1, . . . , im}, ik ∈ {1, . . . , n}, and a vector v in a
representation of g , denote f Iv = fi1 . . . fimv. The hypergeometric solutions of the KZ
equation have the form
u =
∑
uI,Jf
Iv1 ⊗ f
Jv2, uI,J =
∫
γ
Ωω˜I,Jdt1 ∧ · · · ∧ dtl,
where v1, v2 are highest weight vectors of V1, V2; the summation is over all pairs of ordered
sets I, J , such that their union {ik, js} contains a number i exactly li times, i = 1, . . . , n; γ
is a suitable cycle; ω˜I,J = ω˜I,J(z1, z2, t1, ..., tl) are suitable rational functions, the function
Ω = Ω(z1, z2, t1, ..., tl), called the phase function, is given by
Ω = (z1 − z2)
(λ1,λ2)/κ
l∏
j=1
(tj − z1)
−(λ1,αtj )/κ(tj − z2)
−(λ2,αtj )/κ
∏
16i<j6n
(ti − tj)
(αti ,αtj )/κ.
Here ( , ) is the Killing form and αti denotes the simple root assigned a the variable ti
by the following rule. The first l1 variables t1, . . . , tl1 are assigned to the simple root α1,
the next l2 variables tl1+1, . . . , tl1+l2 to the second simple root α2, and so on.
Define the normalized phase function Φ by the formula
Φ(λ1, λ2, κ) =
l∏
j=1
t
−(λ1,αtj )/κ
j (1− tj)
−(λ2,αtj )/κ
∏
16i<j6n
(ti − tj)
(αti ,αtj )/κ. (1)
We also substitute z1 = 0, z2 = 1 in the rational functions ω˜I,J and denote the result
ωI,J .
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Conjecture 1. If the space of singular vectors of weight λ1 + λ2 −
∑n
i=1 ljαj is one-
dimensional, then there is a region ∆ of the form ∆ = {t ∈ Rl | 0 < tσl < · · · < tσ1 < 1}
for some permutation σ, such that the integral
∫
∆
Φdt can be computed explicitly and it is
equal to an alternating product of Euler Γ-functions up to a rational number independent
on λ1, λ2, κ.
Example. The Selberg integral. Let g = sl(2). Let V1 and V2 be sl(2) modules with
highest weights λ1, λ2 ∈ C. Then the normalized phase function (1) has the form
Φ(λ1, λ2, κ) =
l∏
j=1
t
−λ1/κ
j (1− tj)
−λ2/κ
∏
16i<j6l
(ti − tj)
2/κ. (2)
Conjecture 1 holds for g = sl(2) according to the Selberg formula
l!
∫
∆
Φ(λ1, λ2, κ)dt1 . . . dtl =
l−1∏
j=0
Γ((−λ1 + j)/κ+ 1)Γ((−λ2 + j)/κ+ 1)Γ((j + 1)/κ+ 1)
Γ((−λ1 − λ2 + (2l − j − 2))/κ+ 2)Γ(1/κ+ 1)
,
where ∆ = {t ∈ Rl | 0 < t1 < · · · < tl < 1}. ✷
Using the phase function Φ and the rational functions ωI,J , one can construct singular
vectors in V1 ⊗ V2. Namely, if t
0 is a critical point of the function Φ, then the vector∑
ωI,J(t
0)f Iv1 ⊗ f
Jv2 is singular, see [RV]. The equation for critical points, dΦ = 0,
is called the Bethe equation and the corresponding singular vectors are called the Bethe
vectors.
Conjecture 2. If the space of singular vectors of a given weight in V1 ⊗ V2 is one-
dimensional, then the corresponding phase function has exactly one critical point modulo
permutations of variables assigned to the same simple root.
Example. The conjecture holds for g = sl(2). If (t1, . . . , tl) is a critical point of the
function Φ(λ1, λ2, κ) given by (2), then
σk(t) =
(
l
k
) k∏
j=1
λ1 − l + j
λ1 + λ2 − 2l + j + 1
,
where σ1(t) =
∑
tj, σ2(t) =
∑
titj , etc, are the standard symmetric functions, see [V],
so there is a unique critical point up to permutations of coordinates. ✷
The rational functions ωI,J(t) are invariant with respect to permutation of variables
assigned to the same simple root. Thus, Conjecture 2 implies that there is a unique
Bethe vector X .
The space V1⊗ V2 has a natural bilinear form B, called the Shapovalov form, which is
the tensor product of Shapovalov forms of factors.
Conjecture 3. The length of a Bethe vector X equals the Hessian of the logarithm of
the phase function Φ with κ = 1 at a critical point t0,
B(X,X) = det
(
∂2
∂ti∂tj
ln Φ(t0)
)
.
Example. The conjecture holds for g = sl(2), see [V]. ✷
In this paper we prove Conjectures 1, 2 and 3 for the case when g = sl(n+ 1), V1 is a
Verma module and V2 is the linear representation.
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2. The integral
Let
Φ˜n(α, β) = t
α1
1 (1− t1)
β1
n∏
j=2
t
αj
j (tj − tj−1)
βj . (3)
Theorem 1. Let αi > 0, βi > 0, i = 1, . . . n. Then∫
∆n
Φ˜n(α, β)dt1 . . . dtn =
n∏
j=1
Γ(βj + 1)Γ(αj + · · ·+ αn + βj+1 + · · ·+ βn + n− j + 1)
Γ(αj + · · ·+ αn + βj + · · ·+ βn + n− j + 2)
,
where ∆n = {t ∈ R
n | 0 < tn < · · · < t1 < 1}.
Proof : The formula is clearly true for n = 1.
Fix t1, . . . , tn−1 and integrate with respect to tn. We obtain the recurrent relation∫
∆n
Φ˜n(α, β)dt1 . . . dtn =
Γ(αn + 1)Γ(βn + 1)
Γ(αn + βn + 2)
×
×
∫
∆n−1
Φ˜n−1(α1, . . . , αn−1, β1, . . . , βn−2, βn−1 + βn + αn + 1)dt1 . . . dtn−1,
which implies the Theorem. ✷
3. The critical point
Let g = sl(n+1). Let V1 be a Verma module of highest weight λ, (λ, αi) = λi. Let V2
be the linear representation, that is the irreducible representation with highest weight ω,
(ω, αi) = δi,1.
The nontrivial subspaces of singular vectors of a given weight in the tensor product
V1 ⊗ V2 are one dimensional and have weights λ + ω −
∑k
i=1 αi, k = 0, . . . , n. The
computations for weights λ+ ω −
∑k
i=1 αi, k < n, are reduced to the case g = sl(k+ 1).
Consider the normalized phase function Φn(λ, κ) corresponding to the weight λ + ω −∑n
i=1 αi.
We have Φn(λ, κ) = Φ(λ, ω, κ), where Φ(λ, ω, κ) is given by (1). Note that
Φn(λ, κ) = Φ˜n(−λ1/κ, . . . ,−λn/κ,−1/κ, . . . ,−1/κ),
where Φ˜n is given by (3).
Theorem 2. The function Φn(λ, κ) has exactly one critical point t
n = (tn1 , . . . , t
n
n) given
by
tnj (λ1, . . . , λn) =
j∏
i=1
λi + · · ·+ λn + n− i
λi + · · ·+ λn + n− i+ 1
.
Proof : The computation is obvious if n = 1.
The equation ∂Φn/∂tn = 0 has the form
tnn =
λn
λn + 1
tnn−1.
Substituting for tnn in the equations ∂Φn/∂ti = 0, i = 1, . . . , n − 1 and comparing the
result with the equation dΦn−1 = 0, we obtain
tnk(λ1, . . . , λn) = t
n−1
k (λ1 . . . , λn−2, λn−1 + λn + 1), k = 1, . . . , n− 1.
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This recurrent relation implies the Theorem. ✷
4. The norm of the Bethe vector
Let V be a g module with highest weight vector v. The Shapovalov form B( , ) :
V ⊗ V → C is the unique symmetric bilinear form with the properties
B(eix, y) = B(x, fiy), B(v, v) = 1,
for any x, y ∈ V . The Shapovalov form on a tensor product of modules is the tensor
product of Shapovalov forms of factors.
Let g = sl(n + 1). Let V1 = Vλ be a Verma module of highest weight λ. Let V2 = Vω
be the linear representation. Then the space of singular vecors in Vλ ⊗ Vω of weight λ+
ω−
∑n
i=1 αi is one-dimensional and is spanned by the Bethe vector X
n(λ) corresponding
to the critical point of the function Φn(λ, κ). The Bethe vector has the form
Xn(λ) = xn0 ⊗ fn . . . f1v0 + x
n
1 ⊗ fn−1 . . . f1v0 + · · ·+ x
n
n ⊗ v0,
where xni ∈ Vλ and v0 is the highest weight vector in Vω. Here, x
n
0 = a
nvλ, where vλ is
the highest weight vector in Vλ and a
n is the value of the corresponding rational function
ω∅,(n,n−1,...,1)(t) =
1
t1 − 1
n−1∏
i=1
1
ti+1 − ti
at the critical point tn of function Φn(λ, κ), given by Theorem 2. For a description of all
other rational functions whose values at tn determine xn1 , ..., x
n
n, see [SV]. We have
an = (−1)n
n∏
k=1
(λk + · · ·+ λn + n− k + 1)
n−k+1
(λk + · · ·+ λn + n− k)n−k
.
Theorem 3.
B(Xn(λ), Xn(λ)) =
n∏
k=1
(λk + · · ·+ λn + n− k + 1)
2(n−k)+3
(λk + · · ·+ λn + n− k)2(n−k)+1
. (4)
Proof : We also claim
B(xnn, x
n
n) =
B(Xn(λ), Xn(λ))
λk + · · ·+ λn + n
. (5)
Formulas (4), (5) are readily checked for n = 1.
The vectors {v0, f1v0, f2f1v0, . . . , fn . . . f1v0} form an orthonormal basis of Vω with
respect to its Shapovalov form. Clearly, we have
B(Xn(λ), Xn(λ)) =
(
an(λ)
an−1(λ′)
)2
B(Xn−1(λ′), Xn−1(λ′)) +B(xnn, x
n
n),
where λ′ is the sl(n) weight, such that (λ′, αi) = λi+1, i = 1, . . . , n− 1.
The vector Xn is singular. In particular it means that eix
n
n = 0 for i > 1 and e1x
n
n =
−xnn−1. The vector x
n
n has the form x
n
n =
∑
σ b
n
σfσ(1) . . . fσ(n)v
n
λ , where the coefficients
bnσ are the values of the corresponding rational functions at the critical point given by
Theorem 2.
Let bn = bnσ=id. Then we have
B(xnn, x
n
n) = B(x
n
n, b
n f1 . . . fnv
n
λ) = −b
nB(xnn−1, f2 . . . fnv
n
λ) =
= −bn
an
an−1
B(xn−1n−1, f1, . . . fn−1v
n−1
λ′ ) = −
bn
bn−1
an
an−1
B(xn−1n−1, x
n−1
n−1),
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where xn−1n−1 is a component of the singular vector in Vλ′ ⊗ Vω.
The coefficient bn is the value of the function
ω(n,n−1,...,1),∅(t) =
1
tn
n−1∏
i=1
1
ti − ti+1
at the critical point tn, given by Theorem 2. We have
bn = (−1)n−1
an
λ1 + · · ·+ λn + n
n∏
k=1
λk + · · ·+ λn + n− k + 1
λk + · · ·+ λn + n− k
Now, formulas (4), (5) are proved by induction on n. ✷
Theorem 4.
B(Xn(λ), Xn(λ)) = det
(
∂2
∂ti∂tj
ln Φn(λ, κ = 1)(t
n)
)
,
where tn is the critical point of the phase function Φn(λ, κ) given by Theorem 2.
Proof : It is sufficient to prove the Theorem for λi > 0, κ < 0. We tend κ to zero and
compute the asymptotics of the integral
∫
∆n
Φndt.
On one hand, the integral is evaluated by Theorem 1. We compute the asymptotics
using the Stirling formula for Γ-functions.
On the other hand, the asymptotics of the same integral can be computed by the
method of stationary phase, since the critical point tn of the function Φn is non-degenerate
by Theorem 1.2.1 in [V]. Then the asymptotics of the integral is
(2piκ)l/2Φn(λ, κ)(t
n) (Hess(κ lnΦn(λ, κ)(t
n))−1/2 .
Note that κ ln Φn(λ, κ) = lnΦn(λ, 1), and
Φn(λ, κ)(t
n) =
n∏
k=1
(λk + · · ·+ λn + n− k + 1)
(λk+···+λn+n−k+1)/κ
(λk + · · ·+ λn + n− k)(λk+···+λn+n−k)/κ
.
Comparing the results we compute the Hessian explicitly and prove the Theorem. ✷
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