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Pénalisations de l'araignée brownienne
(Penalizations of Walsh Brownian motion)
Joseph Najnudel
24 juillet 2018
Résumé : Dans et artile, nous pénalisons la loi d'une araignée brownienne
(At)t≥0 prenant ses valeurs dans un ensemble ni E de demi-droites onour-
antes, ave un poids égal à
1
Zt
exp(αNtXt+γLt), où t est un réel positif, (αk)k∈E
une famille de réels indexés par E, γ un paramètre réel, Xt la distane de At
à l'origine, Nt (∈ E) la demi-droite sur laquelle se trouve At, Lt le temps loal
de (Xs)0≤s≤t à l'origine, et Zt la onstante de normalisation. Nous montrons
que la famille des mesures de probabilité obtenue par es pénalisations onverge
vers une probabilité limite quand t tend vers l'inni, et nous étudions quelques
propriétés de ette probabilité limite.
Abstrat : In this paper, we penalize a Walsh Brownian motion (At)t≥0 (also
alled Brownian spider), whih takes values in a nite set E of interseting rays,
with a weight equal to
1
Zt
exp(αNtXt+ γLt), where t is a positive real, (αk)k∈E
a family of real numbers indexed by E, γ a real parameter, Xt the distane from
At to the origin, Nt (∈ E) the ray on whih At is to be found, Xt the loal time
of (As)0≤s≤t at the origin, and Zt the normalization onstant. We show that the
family of the probability measures obtained by these penalizations onverges to
a limit probability measure as t tends to innity, and we study some properties
of this limit probability measure.
Mots-lé : pénalisation, temps loal, araignée brownienne.
Key words : penalization, loal time, Walsh Brownian motion.
lassiations AMS : 60B10, 60J65 (60G17, 60G44, 60J25, 60J55).
1 Présentation du problème et des prinipaux ré-
sultats obtenus
1.1 Introdution
Réemment, de nombreuses études de pénalisations du mouvement brownien
ont été eetuées, en partiulier par B. Roynette, P. Vallois et M. Yor (voir
[RVY03℄, [RVY06℄, [RVY05℄, [RVY06b℄, [RVY06a℄).
Dans [RVY05℄, les pénalisations étudiées sont des fontions de la valeur Xt at-
teinte par un mouvement brownien en un temps t, et de St, suprémum sur
1
[0, t] de e mouvement brownien. Plus préisément, on onsidère une famille
de mesures de probabilité (W(t))t≥0 sur C(R+,R) vériant, pour tout Λt ap-
partenant à la tribu Ft engendrée par (Xs)s∈[0,t] ((Xt)t≥0 étant le proessus
anonique de C(R+,R)) :
W
(t)(Λt) =
W[1Λtf(Xt, St)]
W[f(Xt, St)]
où St est le maximum de Xs pour s ∈ [0, t], W la mesure de Wiener, et f une
fontion de R
2
dans R+.
B. Roynette, P. Vallois et M. Yor montrent alors que pour ertains hoix de
la fontion f , il existe une mesure de probabilité W(∞) (dépendant de f) sur
C(R+,R) telle que pour tout s ≥ 0 et tout Λs ∈ Fs :
W
(t)(Λs) →
t→∞
W
(∞)(Λs)
Un des as où ette onvergene a lieu est elui où f(a, y) = exp(λy + µa) ave
λ, µ ∈ R.
Par un hangement de mouvement brownien, les résultats de [RVY05℄ peuvent
être adaptés au as où St est remplaé par Lt (temps loal en 0 de (Xu)u≤t),
et Xt par Lt − |Xt| ; en eet, le théorème d'équivalene de Lévy arme que
(St −Xt, St)t≥0 a même loi que (|Xt|, Lt)t≥0.
Dans es onditions, les poids exponentiels étudiés dans [RVY05℄ prennent la
forme :
1
Zt
exp(α|Xt| + γLt) où α et γ sont des paramètres réels, et Zt est la
onstante de normalisation.
Le but de notre artile est de généraliser l'étude de es pénalisations exponen-
tielles à toutes les araignées browniennes prenant leurs valeurs dans un ensemble
ni de demi-droites onourantes.
1.2 Quelques rappels et dénitions
Dans e paragraphe, nous allons dénir le adre général dans lequel on peut
onstruire les araignées browniennes (étudiées dans [BPY89a℄ et [Wal78℄), et
nous énonerons plusieurs propriétés de es proessus, utiles par la suite.
a) Soit (E, µ) un espae de probabilité ni ; on suppose µ({m}) > 0 pour tout
m ∈ E. Cet espae de probabilité est xé une fois pour toutes dans et artile ;
par onséquent, nous omettrons en général d'indiquer la dépendane en (E, µ)
des quantités et des mesures de probabilités que nous introduirons.
On onsidère, sur l'espae RE = {(0, 0)}∪ (R∗+×E), la distane d dénie par :
d((x, k), (y, l)) = |x− y|1k=l + (x + y)1k 6=l
Cette distane permet de onsidérer CE , espae des fontions ontinues de R+
dans RE , et de munir et espae de la tribu TE assoiée à la topologie de la
onvergene uniforme.
b) Nous désignons par (At = (Xt, Nt))t≥0 le proessus anonique (à valeurs
2
dans RE) assoié à l'espae (CE , TE) et nous notons, pour tout t ∈ R+, Ft la
sous-tribu de TE engendrée par (As)0≤s≤t.
Pour (x, k) ∈ RE, on peut alors onsidérer, sur CE , la mesure de probabilité
W(x,k), sous laquelle (At)t≥0 est une araignée brownienne issue de (x, k).
) Rappelons (voir [BPY89a℄) que ette araignée brownienne est un proes-
sus de Feller qu'il est possible de aratériser par son semi-groupe (Pt)t≥0 ; pour
toute fontion f borélienne bornée :
Ptf(x, k) = 2
∑
m∈E
µm
∫
R∗+
dypt(x+ y)f(y,m) +
∫
R∗+
dy(pt(x− y)− pt(x+ y))f(y, k)
ave µm = µ({m}) (notation onservée dans la suite de l'artile) et pt(a) =
1√
2πt
e−a
2/2t
.
d) Pour tout (x, k) ∈ RE , le proessus (Xt)t≥0, sous W(x,k), est un mouve-
ment brownien rééhi issu de x.
D'autre part, si T0 = inf{t ≥ 0, Xt = 0} et si I est l'ensemble des intervalles
d'exursion de (Xt)t≥T0 , Nt est onstant sur haque intervalle I ∈ I et on peut
don poser Nt = NI pour t ∈ I. On montre alors que onditionnellement à
(Xt)t≥0, les (NI)I∈I sont des variables aléatoires indépendantes de loi µ.
En partiulier, pour tout t ≥ 0, onditionnellement au fait que T0 ≤ t, Nt est
une variable aléatoire de loi µ, indépendante de (Xs)s≥0.
e) Dans notre étude de l'araignée brownienne, interviennent des proessus à
valeurs réelles appelés proessus bang-bang.
Par dénition, un proessus bang-bang de paramètre γ > 0 est un proessus
(Yt)t≥0, supposé issu de zéro dans et artile, et vériant l'équation diéren-
tielle stohastique :
dYt = −γ sgn(Yt)dt+ dβt
où β est un mouvement brownien standard.
Un tel proessus admet une probabilité invariante, égale à la loi d'une vari-
able exponentielle symétrique de paramètre 2γ, et son temps loal en zéro, pris
jusqu'à l'instant t, est p.s. équivalent à γt, quand t tend vers l'inni.
De plus, la propriété suivante nous sera utile par la suite : si (Y˜t)t≥0 est un
mouvement brownien ave drift γ > 0 issu de 0, et si on pose, pour tout t ∈ R+,
St = sup{Y˜s, s ∈ [0, t]}, alors le proessus (St− Y˜t)t≥0 est la valeur absolue d'un
proessus bang-bang de paramètre γ (voir [CS99℄).
Pour des disussions plus générales sur les proessus de e type, et en parti-
ulier sur leur semi-groupe, voir également [KS88℄.
1.3 Dénition des pénalisations étudiées et énoné des
théorèmes prinipaux de l'artile
Après avoir déni la loi de l'araignée brownienne, nous lui appliquons les hange-
ments de probabilité suivants : pour α = (αi)i∈E une famille de réels indexés
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par E, γ ∈ R et t ∈ R+, on pose
(α,γ)
W
(t) =
exp(αNtXt + γLt)
W(0,0)[exp(αNtXt + γLt)]
.W(0,0)
où Lt est le temps loal en 0 de (Xs)s≤t :
Lt = lim inf
ǫ→0
1
2ǫ
∫ t
0
1Xs≤ǫds
(en fait, la limite inférieure i-dessus est presque sûrement une limite).
Le but de notre artile est de prouver les théorèmes suivants :
Théorème 1 : Il existe une mesure de probabilité
(α,γ)
W
(∞)
(sur la tribu
F∞ engendrée par les Fs, s ∈ R+), telle que pour tout s ∈ R+ et tout Λs ∈ Fs :
(α,γ)
W
(t)(Λs) →
t→∞
(α,γ)
W
(∞)(Λs)
De plus, on a :
(α,γ)
W
(∞)(Λs) = W(0,0)[1ΛsM(α, γ,Xs, Ns, Ls, s)]
où la fontion M est donnée par le tableau suivant :
Conditions sur α, γ M(α, γ, x, k, l, s)
γ ≥ αm pour tout m et
γ > 0
eγ(l−x)−sγ
2/2
αm = max(α) = α¯ ssi
m ∈ J (J ⊂ E et J 6=
∅), α¯ > γ et α¯ > 0
eγl−sα¯
2/2
(
e−α¯x + α¯−γα¯ ∑
m∈J
µm
sinh(α¯x)1k∈J
)
γ = 0, αm ≤ 0 pour
tout m ∈ E
1
αm = 0 si m ∈ J (J ⊂
E et J 6= ∅), αm < 0
sinon, et γ < 0
eγl
(
1 + |γ|∑
m∈J
µm
x1k∈J
)
αm < 0 pour tout m ∈
E et γ < 0
eγl
(
1 +
1
α2
k
+
∑
m∈E
µm
αmγ∑
m∈E
µm
|αm|+|γ|
α2mγ
2
x
)
En partiulier, pour tout s, la restrition de (α,γ)W(∞) à Fs est équivalente à la
loi de l'araignée brownienne sur [0, s], et la famille (M(α, γ,Xs, Ns, Ls, s))s≥0
des densités obtenues est une Fs-martingale sous W(0,0).
Théorème 2 : Le proessus anonique (As)s≥0 sous (α,γ)W(∞) peut être dérit
de la manière suivante :
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- Si γ > 0 et γ ≥ αm pour tout m, (Xs)s≥0 est la valeur absolue d'un proessus
bang-bang de paramètre γ, et la loi de (Ns)s≥0 onditionnellement à (Xs)s≥0
est la même que sous W(0,0) : les variables (NI)I∈I (I étant l'ensemble des
exursions de X) sont indépendantes de loi µ.
- Si α¯ = max(α) > γ et α¯ > 0, (Xs)s≥0 est un proessus dont la loi a une
densité égale à
α¯−γ
α¯ exp(γL∞) par rapport à elle de la valeur absolue d'un
mouvement brownien ave drift α¯ (dont L∞ est le temps loal total sur tout
R+), et (Ns)s≥0 est obtenu en eetuant la même démarhe que pour l'araignée
initiale, puis en onditionnant le résultat par le fait que la dernière exursion
de (As)s≥0 se situe sur une branhe m vériant αm = α¯.
- Si γ = 0 et αm ≤ 0 pour tout m, (As)s≥0 est une araignée brownienne.
- Si γ < 0 et αm ≤ 0 pour tout m, on onsidère (Ys, Rs)s≥0 une araignée browni-
enne, e une variable exponentielle de paramètre |γ| indépendante de (Ys, Rs)s≥0,
τe l'inverse du temps loal de (Ys)s≥0 en e, (Yˆs)s≥0 un proessus de Bessel de
dimension 3 issu de 0 et indépendant des variables préédentes, V une variable
aléatoire (également indépendante des préédentes) dénie sur E, et vériant les
égalités suivantes pour m ∈ E :
P(V = m) =
µm∑
k∈J
µk
1m∈J
si J = {m ∈ E,αm = 0} est non vide, et
P(V = m) =
µm
(
|γ|
α2m
+
∑
k∈E
µk
|αk|
)
∑
k∈E
µk
|αk|+|γ|
α2
k
si J = ∅.
Dans es onditions, le proessus (Xs, Ns)s≥0 a même loi que (X˜s, N˜s)s≥0, ave
(X˜s, N˜s) = (Ys, Rs) pour s ≤ τe, et (X˜s+τe , N˜s+τe) = (Yˆs, V ) pour s ≥ 0.
Les Théorèmes 1 et 2 onstituent une étude asymptotique omplète des pé-
nalisations exponentielles données au début de la setion.
On remarque que dans le as où max{αm,m ∈ E} > 0 et γ = 0, la densité de
la restrition de
(α,0)
W
(∞)
à Fs (s ≥ 0), par rapport à elle de W(0,0), est le
produit d'une fontion de s par une fontion de As.
An de omprendre e résultat, on peut alors se demander pour quelles mesures
de probabilités sur CE une telle propriété a lieu. Le théorème suivant répond à
la question dans le as où les densités de probabilité sont susamment régulières.
Théorème 3 : Soit ν une mesure de probabilité dénie sur CE, diérente
de W(0,0).
On suppose que pour tout s ≥ 0, la densité de la restrition de ν à Fs par rapport
à elle de W(0,0) existe et s'érit sous la forme :
g(s,Xs, Ns) = h(s)fNs(Xs)
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ave fm ∈ C2(R+), f0(0) = fm(0) = 1 pour tout m ∈ E, et h ∈ C1(R+).
Dans es onditions, il existe β > 0 tel que h(s) = e−sβ
2/2
pour tout s ≥ 0,
et la mesure ν est une ombinaison linéaire à oeients positifs des mesures
(α(m),0)
W
(∞)
, où pour tout m ∈ E, α(m) est donné par α(m)m′ = β si m = m′ et
α
(m)
m′ = 0 sinon.
1.4 Interprétation heuristique des diérents as du Théorème
2
Les résultats donnés dans le Théorème 2 montrent que les proessus obtenus
dépendent de manière assez omplexe des paramètres α et γ dénis préédem-
ment. C'est pourquoi nous allons en donner une interprétation heuristique.
- Dans le premier as du théorème, γ > 0 est le plus grand des paramètres
de la pénalisation ; de e fait, son inuene domine elle des (αm)m∈E , et la loi
limite obtenue ne dépend que de γ.
Le proessus anonique, sous ette loi limite, a alors tendane à rester près de
l'origine, pour que son temps loal en zéro de (Xt)t≥0 soit asymptotiquement
plus grand.
Cette attration vers l'origine orrespond bien au omportement d'un proessus
bang-bang.
- Dans le deuxième as, l'inuene qui domine est elle du plus grand oe-
ient α¯ : le proessus anonique, sous la nouvelle loi de probabilité, reste (à
partir d'un ertain temps) dans une des branhes m ∈ E telles que αm = α¯.
De plus, la pénalisation exponentielle dominante est fortement liée à elle qui
transforme un mouvement brownien standard en un mouvement brownien ave
drift α¯, e qui explique l'intervention de e mouvement brownien ave drift dans
la loi de (Xt)t≥0.
- Dans le troisième as, on pourrait penser que la pénalisation a tendane à
empêher le proessus de trop s'éloigner de l'origine.
En réalité, la pénalisation étudiée est uniquement fontion de (Xt, Nt), et le fait
que l'on fasse tendre t vers l'inni annule, à la limite, l'eet de ette pénalisa-
tion ; le as est analogue à elui d'un pont brownien sur [0, t] (t tendant vers
l'inni) restreint à un intervalle xé [0, s] : e proessus tend, en loi, vers un
mouvement brownien (voir [RVY05℄).
- Dans le dernier as, la pénalisation du temps loal à l'origine (γ < 0) domine,
de sorte que le proessus étudié reste dans une même branhe à partir d'un
ertain temps ; d'où l'intervention d'un proessus de Bessel de dimension 3, qui
n'est autre qu'un mouvement brownien onditionné à rester positif sur tout R+.
1.5 Un petit guide de leture de l'artile
- Dans la suite de et artile, nous démontrons les trois théorèmes prinipaux,
dans l'ordre où ils sont énonés.
Plus préisément, nous eetuons une étude préalable de la quantité :
W(x,k)[exp(αNtXt + γLt)] dans la Setion 2, étude néessaire à la preuve du
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Théorème 1 qui est ahevée dans la Setion 3.
Les Setions 4 et 5 sont onsarées respetivement aux démonstrations des
Théorèmes 2 et 3.
- On trouvera dans les preuves i-dessous un ertain nombre d'études de as,
selon les valeurs des diérents paramètres. Une telle struture des démonstra-
tions paraît inévitable, ompte tenu du nombre assez important de es paramètres.
Dans [HY04℄ et [RVY05℄, on peut également voir des situations où interviennent
des distintions de as, analogues à elles renontrées dans et artile.
- Comme nous venons de l'évoquer i-dessus, un ertain nombre d'estimations
assez élémentaires (Propositions 2.1, 2.2, et 2.3, Lemmes 2.4, 3.1 et 3.2), se
ramenant assez rapidement à une étude du mouvement brownien, sont faites
préalablement aux démonstrations des Théorèmes 1 et 2.
Nous onseillons au leteur de faire une première leture rapide de es estima-
tions, puis de se onentrer sur les démonstrations des théorèmes prinipaux de
l'artile, quitte à revenir ensuite sur la preuve des résultats de la Setion 2 et
du Paragraphe 3.1.
2 Etude de l'expression W(x,k)[exp(αNtXt + γLt)]
2.1 Enoné des résultats obtenus
An de prouver l'existene de
(α,γ)
W
(∞)
, nous allons ommener par dénir
une expression qui majore Z(α, γ, x, k, t) = W(x,k)[exp(αNtXt + γLt)] tout en
étant équivalente à ette quantité quand t tend vers l'inni.
Pour ela, introduisons les deux quantités I(β, γ, x, t) et J(β, x, t) (β, γ ∈ R,
x, t ∈ R+), données par les égalités suivantes :
I(β, γ, x, t) = Ex[exp(β|Yt|+ γLt)1T0≤t]
J(β, x, t) = Ex[exp(βYt)1T0>t]
où, sous Px, (Yt)t≥0 est un mouvement brownien issu de x, Lt le temps loal en
zéro de (Ys)0≤s≤t, et T0 = inf{s ≥ 0, Ys = 0}.
De plus, posons :
J∗(β, x, t) =
√
2
πt3
x
β2
1β 6=0 +
√
2
πt
x1β=0 + 2 sinh(βx) exp(tβ
2/2)1β>0
et dénissons la quantité I∗(β, γ, x, t) par le tableau suivant :
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Conditions sur β et γ I∗(β, γ, x, t)
β, γ < 0
√
2
πt3
(
x
βγ +
|β|+|γ|
β2γ2
)
β = 0, γ < 0 1|γ|
√
2
πt
γ = 0, β < 0 1|β|
√
2
πt
β = γ = 0 1
β > 0, β > γ 1β−γ
√
2
πt +
2β
β−γ e
−βx+tβ2/2
γ > 0, γ > β 1γ−β
√
2
πt +
2γ
γ−β e
−γx+tγ2/2
γ = β > 0 γ
√
2t
π + 2(tγ
2 + 1)e−γx+tγ
2/2
Si on pose :
Z∗(α, γ, x, k, t) =
∑
m∈E
µmI
∗(αm, γ, x, t) + J∗(αk, x, t)
on a alors les trois propositions suivantes :
Proposition 2.1 : Pour tous β ∈ R et x ∈ R+ :
J(β, x, t) ≤ J∗(β, x, t) pour tout t ≥ 0.
J(β, x, t) est équivalent à J∗(β, x, t) quand t tend vers l'inni.
Proposition 2.2 : Pour tous β, γ ∈ R et x ∈ R+ :
I(β, γ, x, t) ≤ I∗(β, γ, x, t) pour tout t ≥ 0.
I(β, γ, x, t) est équivalent à I∗(β, γ, x, t) quand t tend vers l'inni.
Proposition 2.3 : Pour tous α ∈ RE, γ ∈ R, x ∈ R+ et k ∈ E :
Z(α, γ, x, k, t) ≤ Z∗(α, γ, x, k, t) pour tout t ≥ 0.
Z(α, γ, x, k, t) est équivalent à Z∗(α, γ, x, k, t) quand t tend vers l'inni.
Remarquons tout de suite que les Propositions 2.1 et 2.2 entraînent la Proposi-
tion 2.3.
En eet, on a :
Z(α, γ, x, k, t) = A1 +A2
ave
A1 = W(x,k)[exp(αNtXt + γLt)1T0≤t]
A2 = W(x,k)[exp(αNtXt + γLt)1T0>t]
où T0 = inf{s ≥ 0, Xs = 0}. D'après la propriété d) de l'araignée (donnée au
début de l'artile), onditionnellement au fait que T0 ≤ t, Nt est une variable
de loi µ, indépendante de (Xt, Lt). Comme, d'autre part, (Xs)s≥0 sous W(x,k)
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a même loi que (|Ys|)s≥0 sous Px, on a :
A1 =
∑
m∈E
µmI(αm, γ, x, t)
Par ailleurs, si (Xs)s≥0 ne s'annule pas avant t, il est évident que Lt = 0 et
Nt = k.
On a don A2 = J(αk, x, t), et il en résulte l'égalité suivante :
Z(α, γ, x, k, t) =
∑
m∈E
µmI(αm, γ, x, t) + J(αk, x, t)
qui entraîne la Proposition 2.3, en supposant vraies les Propositions 2.1 et 2.2.
Il nous reste don à démontrer es deux propositions, e qui est fait dans les
Paragraphes 2.2 et 2.3.
2.2 Preuve de la Proposition 2.1
Le prinipe de réexion implique :
J(β, x, t) = Ex[e
βYt1T0>t] = Ex[e
βYt1Yt>0]−Ex[eβYt1Yt>0,T0≤t]
= Ex[e
βYt1Yt>0]−Ex[e−βYt1Yt<0]
=
1√
2πt
∫ ∞
0
(e−((x−y)
2/2t)+βy − e−((x+y)2/2t)+βy)dy
Supposons β < 0 : De la majoration immédiate :
e−(x−y)
2/2t − e−(x+y)2/2t ≤ (x+ y)
2
2t
− (x− y)
2
2t
=
2xy
t
on déduit l'inégalité :
J(β, x, t) ≤
√
2
πt3
x
∫ ∞
0
yeβydy =
√
2
πt3
x
β2
= J∗(β, x, t) .
Par ailleurs, on a les enadrements suivants :
1− (x − y)
2
2t
≤ e−(x−y)2/2t ≤ 1− (x− y)
2
2t
+
(x − y)4
8t2
1− (x+ y)
2
2t
≤ e−(x+y)2/2t ≤ 1− (x+ y)
2
2t
+
(x+ y)4
8t2
e qui implique :
J∗(β, x, t) − J(β, x, t) ≤ 1√
2πt
∫ ∞
0
(x+ y)4
8t2
eβydy = x5t−5/2C(βx)
où, pour tout u < 0, C(u) = 1√
128π
∫∞
0 (1 + y)
4euydy est ni.
J∗(β, x, t) est don à la fois un majorant et un équivalent de J(β, x, t) quand
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t→∞ (x étant xé) : la Proposition 2.1 est don vraie pour β < 0.
Supposons β = 0 : On obtient ii
J(0, x, t) =
1√
2πt
∫ x
−x
e−y
2/2tdy
expression admettant bien omme majorant et omme équivalent :
J∗(0, x, t) =
√
2
πt
x
quand t tend vers l'inni.
Supposons β > 0 : On a l'égalité suivante :
1√
2πt
∫ ∞
−∞
(e−((x−y)
2/2t)+βy − e−((x+y)2/2t)+βy)dy
=
1√
2πt
∫ ∞
−∞
dze−(z
2/2t)+βz(eβx − e−βx) = 2 sinh(βx)etβ2/2
Or :
1√
2πt
∫ 0
−∞
(e−((x−y)
2/2t)+βy − e−((x+y)2/2t)+βy)dy = −J(−β, x, t)
D'où l'égalité :
J(β, x, t) = J(−β, x, t) + 2 sinh(βx)etβ2/2
quantité qui admet omme majorant et omme équivalent :
J∗(β, x, t) = 2 sinh(βx)etβ
2/2 +
√
2
πt3
x
β2
Nous venons don de prouver la Proposition 2.1 dans tous les as. 
2.3 Preuve de la Proposition 2.2
An de démontrer ette proposition, nous allons donner quelques résultats sur
la loi jointe de (|Yt|, Lt), lorsque (Yt)t≥0 est un mouvement brownien issu de x
et (Lt)t≥0 son temps loal en zéro.
Plus préisément, en notant (pour tout x ∈ R+), Px la loi d'un mouvement
brownien réel issu de x, (Yt)t≥0 le proessus anonique de C(R+,R) et Lt son
temps loal en 0, nous allons prouver le lemme suivant :
Lemme 2.4 : Ave les notations préédentes :
- Pour tout x ≥ 0, Px[Lt+|Yt| ∈ dz, Lt > 0] =
√
2
πt3 z(x+z) exp
(
− (x+z)22t
)
1z>0dz.
- Conditionnellement au fait que Lt > 0, Θt =
|Yt|
Lt+|Yt| est une variable uni-
forme sur [0, 1], indépendante de Lt + |Yt|.
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Autrement dit, on a, pour l, y > 0 :
Px(Lt ∈ dl, |Yt| ∈ dy) =
√
2
πt3
(l + x+ y) exp
(
− (l + x+ y)
2
2t
)
dydl
Preuve : En eetuant une intégration par rapport au premier et au dernier
temps d'annulation de (Ys)s≤t, et en appliquant la propriété de Markov au temps
T0 = inf{t ≥ 0, Yt = 0}, on obtient, pour tous y ∈ R+ et l > 0 :
Px(|Yt| ∈ dy, Lt ∈ dl) =
∫
s1+s2≤t
Px(T0 ∈ ds1)P0(|Yt−s1 | ∈ dy) ...
... P0( sup
0≤u≤t−s1
{u|Yu = 0} ∈ ds2(t− s2), Lt−s1 ∈ dl||Yt−s1 | = y)
Par un renversement du temps eetué sur le pont brownien :
Px(|Yt| ∈ dy, Lt ∈ dl)
=
∫
s1+s2≤t
Px(T0 ∈ ds1)Py(T0 ∈ ds2, Lt−s1 ∈ dl, |Yt−s1 | ∈ [0, dy])
=
∫
s1+s2≤t
Px(T0 ∈ ds1)Py(T0 ∈ ds2)P0(|Yt−s1−s2 | ∈ [0, dy], Lt−s1−s2 ∈ dl)
=
∫
s1+s2≤t
2dy√
2π(t− s1 − s2)
Px(T0 ∈ ds1)Py(T0 ∈ ds2)P0(Lt−s1−s2 ∈ dl|Yt−s1−s2 = 0)
Or la loi du temps loal d'un pont brownien sur l'intervalle de temps [0, t−s1−s2]
est onnue : 'est la loi (dite de Rayleigh) de la raine arrée d'une variable
exponentielle de paramètre
1
2(t−s1−s2) .
On en déduit :
Px(|Yt| ∈ dy, Lt ∈ dl) =
∫
s1+s2≤t
dydl
2le−l
2/2(t−s1−s2)√
2π(t− s1 − s2)3
Px(T0 ∈ ds1)Py(T0 ∈ ds2)
= 2dydl
∫
s1+s2≤t
Px(T0 ∈ ds1)Py(T0 ∈ ds2)Dl(t− s1 − s2)
= 2dydl
∫
s1+s2≤t
ds1ds2Dx(s1)Dy(s2)Dl(t− s1 − s2)
= 2dydlDx ∗Dy ∗Dl(t) = 2Dx+y+l(t)dydl
=
√
2
πt3
(l + x+ y) exp
(
− (l + x+ y)
2
2t
)
dydl
Da(u) désignant la densité de T0 en u sous Pa.
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Ces égalités impliquent le lemme annoné (voir également [Pit99℄ pour une autre
démonstration). 
Suite de la preuve de la Proposition 2.2
Ave les notations du Lemme 2.4, on peut érire :
β|Yt|+ γLt = (|Yt|+ Lt)(γ + (β − γ)Θt), e qui implique la formule suivante :
I(β, γ, x, t) = E
[√
2
πt3
∫ ∞
0
z(x+ z) exp
(−(x+ z)2
2t
+ zUβ,γ
)
dz
]
où Uβ,γ = γ + (β − γ)Θt est une variable uniforme sur [β, γ] (ou bien [γ, β] si
γ < β).
Nous allons à présent distinguer plusieurs as, selon les valeurs de β et γ.
Supposons β, γ < 0 : Dans e as, le théorème de onvergene monotone
prouve que E[
∫∞
0
z(x+z)e−((x+z)
2/2t)+zUβ,γdz] roît versE[
∫∞
0
z(x+z)ezUβ,γdz]
quand t tend vers l'inni.
Or pour φ ∈ R∗−,
∫∞
0 z(x+ z)e
φzdz = xφ2 +
2
|φ|3 .
On en déduit que si β 6= γ :
E
[∫ ∞
0
z(x+ z)ezUβ,γdz
]
=
1
γ − β
∫ γ
β
(
x
φ2
+
2
|φ|3
)
dφ
=
1
γ − β
[
−x
φ
+
1
φ2
]γ
β
=
x
βγ
+
|β|+ |γ|
β2γ2
et que ette dernière égalité se prolonge en fait au as où β = γ.
Il en résulte que I(β, γ, x, t) admet omme majorant et omme équivalent :
I∗(β, γ, x, t) =
√
2
πt3
(
x
βγ
+
|β|+ |γ|
β2γ2
)
quand t tend vers l'inni.
Supposons β = 0, γ < 0 : On a, pour tout z :
E[ezUβ,γ ] =
1
|γ|
∫ 0
γ
eφzdφ =
1− eγz
|γ|z
D'où :
I(β, γ, x, t) =
1
|γ|
√
2
πt3
∫ ∞
0
(x+ z)e−(x+z)
2/2tdz
− 1|γ|
√
2
πt3
∫ ∞
0
(x + z)e−((x+z)
2/2t)+γzdz
On a
∫∞
0
(x + z)eγzdz < ∞, don le deuxième terme de l'expression i-dessus,
négatif, est dominé par t−3/2 quand t tend vers l'inni.
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Par ailleurs,∫ ∞
0
(x+ z)e−(x+z)
2/2tdz =
[
−te−(x+z)2/2t
]∞
0
= te−x
2/2t
admet t omme majorant et omme équivalent quand t tend vers l'inni.
Ces deux propriétés permettent d'en déduire que I(β, γ, x, t) admet omme ma-
jorant et équivalent :
I∗(β, γ, x, t) =
1
|γ|
√
2
πt
Supposons γ = 0, β < 0 : Par symétrie, e as est évidemment analogue au
as préédent.
Supposons β = γ = 0 : On a :
I(β, γ, x, t) =
√
2
πt3
∫ ∞
0
z(x+ z)e−(x+z)
2/2tdz
=
√
2
πt3
[
−tze−(x+z)2/2t
]∞
0
+
√
2
πt
∫ ∞
0
e−(x+z)
2/2tdz
= 2P(N ≥ x/√t)
où N est une variable gaussienne entrée réduite.
La Proposition 2.2 est don vraie dans e as puisque I∗(β, γ, x, t) = 1.
Supposons β > 0 et β > γ : On a :
E[ezUβ,γ ] =
1
β − γ
∫ β
γ
eφzdφ =
eβz − eγz
(β − γ)z
On en déduit :
I(β, γ, x, t) =
1
β − γ
√
2
πt3
∫ ∞
0
(x+ z)e−((x+z)
2/2t)+βzdz
− 1
β − γ
√
2
πt3
∫ ∞
0
(x+ z)e−((x+z)
2/2t)+γzdz
Pour tout φ > 0 :√
2
πt3
∫ ∞
0
(x + z)e−((x+z)
2/2t)+φzdz
=
√
2
πt3
[
−te−((x+z)2/2t)+φz
]∞
0
+ φ
√
2
πt
∫ ∞
0
e−((x+z)
2/2t)+φzdz
=
√
2
πt
e−x
2/2t + 2φe−φx+tφ
2/2 − φ
√
2
πt
∫ ∞
0
e−((x−z)
2/2t)−φzdz
ave ∫ ∞
0
e−((x−z)
2/2t)−φzdz ≤
∫ ∞
0
e−φzdz =
1
φ
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Don la quantité i-dessus admet
√
2/πt + 2φe−φx+tφ
2/2
omme majorant et
omme équivalent quand t tend vers l'inni.
On peut en partiulier en déduire que le seond terme de I(β, γ, x, t), négatif,
est négligeable devant le premier quand t tend vers l'inni (quel que soit le signe
de γ), e qui permet de prendre :
I∗(β, γ, x, t) =
1
β − γ
√
2
πt
+
2β
β − γ exp(−βx+ tβ
2/2)
omme majorant et équivalent de I(β, γ, x, t).
Supposons γ > 0 et γ > β : Ce as est analogue au préédent.
Supposons γ = β > 0 : On a ii :
I(β, γ, x, t) =
√
2
πt3
∫ ∞
0
z(x+ z)e−((x+z)
2/2t)+γzdz
Or∫ ∞
0
(z(x+ z)− γtz − t)e−((x+z)2/2t)+γzdz =
[
−tze−((x+z)2/2t)+γz
]∞
0
= 0
On en déduit :
I(β, γ, x, t) =
√
2
πt
∫ ∞
0
(γz + 1)e−((x+z)
2/2t)+γzdz
Par ailleurs, on a :√
2
πt
∫ ∞
0
e−((x+z)
2/2t)+γzdz = 2e−γx+tγ
2/2 −
√
2
πt
∫ ∞
0
e−((x−z)
2/2t)−γzdz
quantité équivalente et inférieure à 2e−γx+tγ
2/2
.
La quantité −γx
√
2
πt
∫∞
0 e
−((x+z)2/2t)+γzdz est don négative et équivalente à
−2γxe−γx+tγ2/2.
D'autre part, d'après un alul préédemment eetué,
γ
√
2
πt
∫∞
0 (x+ z)e
−((x+z)2/2t)+γzdz est équivalent et inférieur à
γ
√
2t
π + 2tγ
2e−γx+tγ
2/2
(voir l'étude du as β > 0 et β > γ).
En additionnant les trois termes évalués i-dessus, on obtient don à nouveau :
I∗(β, γ, x, t) = γ
√
2t
π
+ 2(tγ2 + 1) exp(−γx+ tγ2/2)
omme majorant et équivalent pour I(β, γ, x, t). 
Nous venons don d'ahever la preuve des Propositions 2.1 et 2.2, qui entraînent
la Proposition 2.3.
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3 Preuve de l'existene de la mesure
(α,γ)
W
(∞)
3.1 Quelques lemmes tehniques
L'objet de la Setion 3 est de prouver le Théorème 1. Pour ela, nous aurons
besoin de deux lemmes, dont le premier est le suivant :
Lemme 3.1 : Pour tous β, γ ∈ R, il existe D(β, γ) tel qu'on ait, pour tout
t ≥ 1 et tout x ≥ 0 :
J∗(β, x, t) ≤ D(β, γ) sinh((β+ + 1)x)I∗(β, γ, 0, t)
Preuve : Fixons β et γ dans R, x dans R+, et supposons t ≥ 1.
- Si β < 0 et γ < 0, J∗(β, x, t) =
√
2
πt3
x
β2 et I
∗(β, γ, 0, t) =
√
2
πt3
|β|+|γ|
β2γ2 , e qui
implique :
J∗(β, x, t) =
xγ2
|β|+ |γ|I
∗(β, γ, 0, t)
- Si β < 0 et γ = 0, I∗(β, γ, 0, t) = 1|β|
√
2
πt ≥ 1|β|
√
2
πt3 , et don :
J∗(β, x, t) ≤ x|β| I
∗(β, γ, 0, t)
- Si β < 0 et γ > 0, I∗(β, γ, 0, t) ≥ 1γ−β
√
2
πt ≥ 1γ−β
√
2
πt3 , d'où :
J∗(β, x, t) ≤ x
(
γ − β
β2
)
I∗(β, γ, 0, t)
- Si β = 0 et γ < 0, J∗(β, x, t) =
√
2
πtx et I
∗(β, γ, 0, t) = 1|γ|
√
2
πt , d'où :
J∗(β, x, t) = |γ|xI∗(β, γ, 0, t)
- Si β = γ = 0, I∗(β, γ, 0, t) = 1 ≥ 1√
t
≥
√
2
πt , et :
J∗(β, x, t) ≤ xI∗(β, γ, 0, t)
- Si β = 0 et γ > 0, I∗(β, γ, 0, t) ≥ 1γ−β
√
2
πt , d'où :
J∗(β, x, t) ≤ x(γ − β)I∗(β, γ, 0, t)
- Si β > 0 et γ < β, J∗(β, x, t) =
√
2
πt3
x
β2 + 2 sinh(βx)e
tβ2/2
et I∗(β, γ, 0, t) ≥
1
β−γ
√
2
πt3 +
2β
β−γ e
tβ2/2
.
On en déduit que :
J∗(β, x, t) ≤ max
(
x(β − γ)
β2
, sinh(βx)
β − γ
β
)
I∗(β, γ, 0, t)
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Or x ≤ sinh(βx)β , d'où :
J∗(β, x, t) ≤ max
(
β − γ
β3
,
β − γ
β
)
sinh(βx)I∗(β, γ, 0, t)
- Si β > 0 et γ = β, on a I∗(β, γ, 0, t) ≥ β
√
2
πt3 + 2e
tβ2/2
.
On obtient don :
J∗(β, x, t) ≤ max
(
x
β3
, sinh(βx)
)
I∗(β, γ, 0, t)
≤ max
(
1
β4
, 1
)
sinh(βx)I∗(β, γ, 0, t)
- Si β > 0 et γ > β, on a I∗(β, γ, 0, t) ≥ 1γ−β
√
2
πt3 +
2γ
γ−β e
tβ2/2
d'où :
J∗(β, γ, x) ≤ max
(
x
γ − β
β2
, sinh(βx)
γ − β
γ
)
I∗(β, γ, 0, t)
≤ max
(
γ − β
β3
,
γ − β
γ
)
sinh(βx)I∗(β, γ, 0, t)
Le Lemme 3.1 est don prouvé dans tous les as. 
Il est utilisé pour démontrer le lemme suivant :
Lemme 3.2 : Pour tous α ∈ RE, γ ∈ R, il existe H(α, γ), ψ(α) ∈ R+
tels que pour tous x ∈ R+, k ∈ E, et t ≥ 1 :
Z∗(α, γ, x, k, t) ≤ H(α, γ) exp(ψ(α)x)Z∗(α, γ, 0, 0, t)
Preuve : On observe, tout d'abord, que quels que soient β et γ, il existe C(β, γ)
tel que pour tous x, t :
I∗(β, γ, x, t) ≤ C(β, γ)(1 + x)I∗(β, γ, 0, t)
(en fait, I∗(β, γ, x, t) ≤ I∗(β, γ, 0, t) dès que sup(β, γ) ≥ 0).
On en déduit que pour tous α = (αm)m∈E ∈ RE , γ ∈ R, t, x ∈ R+ :∑
m∈E
µmI
∗(αm, γ, x, t) ≤ C(α, γ)(1 + x)
∑
m∈E
µmI
∗(αm, γ, 0, t)
≤ C(α, γ)(1 + x)Z∗(α, γ, 0, 0, t) (*)
où C(α, γ) = max{C(αm, γ),m ∈ E}.
A présent, posons δ(α) = max{α+m,m ∈ E}, ν = min{µm,m ∈ E} (ν > 0
puisque µm > 0 pour tout m ∈ E), et D(α, γ) = max{D(αm, γ),m ∈ E}.
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Si t ≥ 1, le Lemme 3.1 permet d'obtenir les inégalités suivantes :
J∗(αk, x, t) ≤ D(αk, γ) sinh((α+k + 1)x)I∗(αk, γ, 0, t)
≤ D(α, γ) sinh((δ(α) + 1)x)
∑
m∈E
µm
ν
I∗(αm, γ, 0, t)
≤ D(α, γ)
ν
sinh((δ(α) + 1)x)Z∗(α, γ, 0, 0, t)
On en déduit, en utilisant l'inégalité (*) :
Z∗(α, γ, x, k, t) ≤
(
D(α, γ)
ν
+ C(α, γ)
)
exp[(δ(α) + 1)x]Z∗(α, γ, 0, 0, t)
e qui ahève la démonstration du Lemme 3.2. 
Ce lemme nous permettra d'ahever la preuve du Théorème 1, e que nous
faisons dans le paragraphe suivant.
3.2 Preuve du Théorème 1
Soient α ∈ RE , γ ∈ R, s ≥ 0 et Λs ∈ Fs. En utilisant la propriété de Markov
au temps s, on obtient, pour tout t ≥ s :
(α,γ)
W
(t)[Λs] = W(0,0)
[
1Λs
eαNtXt+γLt
W(0,0)[e
αNtXt+γLt ]
]
= W(0,0)
[
1Λs
W(0,0)[e
αNtXt+γLt|Fs]
W(0,0)[e
αNtXt+γLt]
]
= W(0,0)
[
1Λse
γLs
W(0,0)[e
αNtXt+γ(Lt−Ls)|Xs, Ns]
W(0,0)[e
αNtXt+γLt ]
]
= W(0,0)
[
1Λs exp(γLs)
Z(α, γ,Xs, Ns, t− s)
Z(α, γ, 0, 0, t)
]
On sait que exp(γLs)
Z(α,γ,Xs,Ns,t−s)
Z(α,γ,0,0,t) est équivalent à exp(γLs)
Z∗(α,γ,Xs,Ns,t−s)
Z∗(α,γ,0,0,t)
quand t tend vers l'inni, Ls, Xs, Ns étant xés.
Or Z∗(α, γ, x, k, u) =
∑
m∈E
µmI
∗(αm, γ, x, u) + J∗(αk, x, u) pour tous x, k, u,
don d'après les expressions de I∗ et J∗ données preédemment, on a les équiv-
alents suivants :
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Conditions sur α, γ Equivalent de Z∗(α, γ, x, k, u) quand u→∞
γ ≥ αm pour tout
m, γ = αm ssi m ∈
J , J sous-ensemble non
vide de E, et γ > 0
2
( ∑
m∈J
µm
)
uγ2e−γx+uγ
2/2
γ > αm pour tout m ∈
E et γ > 0
( ∑
m∈E
2γµm
γ−αm
)
e−γx+uγ
2/2
αm = max(α) = α¯
ssi m ∈ J (J sous-
ensemble non vide de
E), α¯ > γ et α¯ > 0
euα¯
2/2
(
2α¯
α¯−γ
( ∑
m∈J
µm
)
e−α¯x + 2 sinh(α¯x)1k∈J
)
γ = 0, αm = 0 si m ∈
J (sous-ensemble non
vide de E) et αm < 0
sinon
∑
m∈J
µm
γ = 0, αm < 0 pour
tout m ∈ E
√
2
πu
( ∑
m∈E
µm
|αm|
)
αm = 0 sim ∈ J (sous-
ensemble non vide de
E), αm < 0 sinon, et
γ < 0
√
2
πu
( ∑
m∈J
µm
|γ| + x1k∈J
)
αm < 0 pour tout m ∈
E et γ < 0
√
2
πu3
( ∑
m∈E
µm
|αm|+|γ|
α2mγ
2 + x
(
1
α2
k
+
∑
m∈E
µm
αmγ
))
On en déduit que l'expression exp(γLs)
Z(α,γ,Xs,Ns,t−s)
Z(α,γ,0,0,t) onverge, quand t tend
vers l'inni, vers M(α, γ,Xs, Ns, Ls, s).
Par ailleurs, si t ≥ s+ 1, on a, d'après le Lemme 3.2, les inégalités :
Z(α, γ,Xs, Ns, t− s) ≤ Z∗(α, γ,Xs, Ns, t− s)
≤ H(α, γ)eψ(α)XsZ∗(α, γ, 0, 0, t− s)
De plus :
Z(α, γ, 0, 0, t) ≥ 1
2
Z∗(α, γ, 0, 0, t)
pour t assez grand, puisque Z(α, γ, 0, 0, t) est équivalent à Z∗(α, γ, 0, 0, t) quand
t tend vers l'inni.
D'autre part, pour t assez grand :
Z∗(α, γ, 0, 0, t− s)
Z∗(α, γ, 0, 0, t)
≤ 2M(α, γ, 0, 0, 0, s) ≤ 2
Il en résulte que pour t assez grand :
eγLs
Z(α, γ,Xs, Ns, t− s)
Z(α, γ, 0, 0, t)
≤ 4H(α, γ) exp(ψ(α)Xs + γLs)
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Ce majorant étant intégrable sous W(0,0), on en déduit le Théorème 1, par
onvergene dominée. 
4 Etude du proessus assoié à
(α,γ)
W
(∞)
Dans ette setion, nous allons prouver le Théorème 2 en distinguant plusieurs
as, selon l'expression de la martingale (M
(α,γ)
s )s≥0,
M
(α,γ)
s = M(α, γ,Xs, Ns, Ls, s) étant la densité de la restrition de
(α,γ)
W
(∞)
à Fs, par rapport à elle de W(0,0) (nous noterons plus simplement Ms ette
densité s'il n'y a pas d'ambiguité possible).
4.1 Cas où γ ≥ α
m
pour tout m et γ > 0
Sous W(0,0), (Y˜s = Ls −Xs)s≥0 est un mouvement brownien. La densité de la
loi de (Y˜u)0≤u≤s sous (α,γ)W(∞), par rapport à elle d'un mouvement brownien
sur [0, s], est don égale à Ms = exp(γY˜s − sγ2/2).
Par onséquent, (Y˜s)s≥0 est un mouvement brownien ave drift γ sous (α,γ)W(∞),
et (Xs)s≥0 peut être obtenu à partir de (Y˜s)s≥0 grâe à l'expression : Xs =(
sup
u∈[0,s]
Y˜u
)
− Y˜s.
On en déduit que (Xs)s≥0 a même loi que la valeur absolue d'un proessus
bang-bang de paramètre γ.
Par ailleurs, Ns n'intervient pas dans l'expression de Ms, don le proessus
(Ns)s≥0, sahant (Xs)s≥0, a même loi sous (α,γ)W(∞) que sous W(0,0).
4.2 Cas où max{α
m
, m ∈ E} > max(γ, 0)
Dans e paragraphe, nous posons α¯ = max{αm,m ∈ E} et nous notons J
l'ensemble (non vide) des éléments m de E tels que αm = α¯. Commençons tout
d'abord par étudier le as partiulier suivant :
a) Cas partiulier : γ = 0 et il existe m ∈ E tel que J = {m}
On a dans e as :
Ms = e
−sα¯2/2
(
e−α¯Xs +
1
µm
sinh(α¯Xs)1Ns=m
)
pour tout s ≥ 0.
Considérons à présent un proessus (Yt, Rt)t≥0 sur RE déni de la manière
suivante :
- (Yt)t≥0 est la valeur absolue d'un mouvement brownien ave drift α¯.
- Soit I l'ensemble des intervalles d'exursion de (Yt)t≥0. Conditionnellement à
(Yt)t≥0, (Rt)t≥0 est onstant sur haque intervalle I ∈ I (Rt = RI pour t ∈ I),
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ave RI = m p.s. si I est l'unique intervalle d'exursion non borné de (Yt)t≥0,
et ave les autres (RI)I∈I indépendants de loi µ.
Montrons alors que
(α,0)
W
(∞)
est la loi du proessus (Yt, Rt)t≥0.
Pour ela, observons que si t > 0, k ∈ E et si F est une fontionnelle mesurable
bornée de C([0, t],RE) dans R, on a :
E[F ((Ys)s≤t)1Rt=k] = E[F ((Ys)s≤t)P(Rt = k|(Ys)s∈R+)]
= E[F ((Ys)s≤t) (1k=m1∀s≥t,Ys>0 + µk1∃s≥t,Ys=0)]
= E[F ((Ys)s≤t)(1k=mP(∀s ≥ t, Ys > 0|Yt)
+ µkP(∃s ≥ t, Ys = 0|Yt))]
ompte tenu de la propriété de Markov de (Ys)s≥0.
Comme Yt = |B(α¯)t | où (B(α¯)t )t≥0 est un mouvement brownien ave drift α¯,
on a :
P(∃s ≥ t, Ys = 0|Yt) = E[P(∃s ≥ t, B(α¯)s = 0|B(α¯)t )||B(α¯)t |]
Or P(∃s ≥ t, B(α¯)s = 0|B(α¯)t ) est égal à 1 si B(α¯)t ≤ 0 et à e−2α¯B
(α¯)
t
si B
(α¯)
t ≥ 0 :
le premier as est évident et le deuxième résulte du fait que (e−2α¯B
(α¯)
t∧T0 )t≥s est
une martingale bornée si T0 = inf{t ≥ s,B(α¯)t = 0}.
Compte tenu des densités en Yt et en −Yt de la loi de B(α¯)t :
P(∃s ≥ t, Ys = 0|Yt) = P(B(α¯)t = −Yt|Yt) + e−2α¯YtP(B(α¯)t = Yt|Yt)
=
e−α¯Yt
eα¯Yt + e−α¯Yt
+ e−2α¯Yt .
eα¯Yt
eα¯Yt + e−α¯Yt
=
e−α¯Yt
cosh(α¯Yt)
et don
P(∀s ≥ t, Ys > 0|Yt) = 1− e
−α¯Yt
cosh(α¯Yt)
=
sinh(α¯Yt)
cosh(α¯Yt)
On en déduit, en utilisant la densité de la loi de (Ys)s≤t par rapport à elle du
mouvement brownien rééhi :
E[F ((Ys)s≤t)1Rt=k] = E
[
F ((Ys)s≤t)
(
1k=m
sinh(α¯Yt)
cosh(α¯Yt)
+ µk
e−α¯Yt
cosh(α¯Yt)
)]
= W(0,0)
[
F ((Xs)s≤t) cosh(α¯Xt)e−tα¯
2/2
(
1k=m
sinh(α¯Xt)
cosh(α¯Xt)
+ µk
e−α¯Xt
cosh(α¯Xt)
)]
= W(0,0)
[
F ((Xs)s≤t)1Nt=ke
−tα¯2/2
(
e−α¯Xt +
1
µm
sinh(α¯Xt)1Nt=m
)]
= (α,0)W(∞)[F ((Xs)s≤t)1Nt=k]
Nous avons don montré que la loi de ((Ys)s≤t, Rt) et elle de ((Xs)s≤t, Nt) sous
(α,0)
W
(∞)
sont égales.
Par ailleurs, la loi onditionnelle de (Rs)s≤t sahant ((Ys)s≤t, Rt) peut être
dérite de la manière suivante : si It est l'ensemble des intervalles d'exursions
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de (Ys)s≤t, I0 l'élement de It ontenant t, et pour tout I ∈ It, RI = Rs ave
s quelonque dans I, alors RI0 = Rt p.s., et les variables (RI)I∈It\I0 sont in-
dépendantes de loi µ.
On déduit de ette desription que la loi de (Rs)s≤t sahant ((Ys)s≤t, Rt) est
égale à elle de (Ns)s≤t sahant ((Xs)s≤t, Nt) sous W(0,0), et don également
sous
(α,0)
W
(∞)
, puisque la densité de
(α,0)
W
(∞)
par rapport àW(0,0) ne dépend
que de Xt et Nt.
Sous
(α,0)
W
(∞)
, on a don d'une part l'égalité des lois de ((Ys)s≤t, Rt) et de
((Xs)s≤t, Nt), d'autre part l'égalité des lois onditionnelles de (Rs)s≤t sahant
((Ys)s≤t, Rt) et de (Ns)s≤t sahant ((Xs)s≤t, Nt) : il en résulte l'égalité des lois
de (Xs, Ns)s≤t et de (Ys, Rs)s≤t.
Le résultat annoné au début du paragraphe est don démontré, e qui ahève
la démonstration du Théorème 2 dans le as partiulier a).
De plus, e résultat entraîne les faits suivants, valables pour tout s ≥ 0 sous la
probabilité
(α,0)
W
(∞)
:
- Conditionnellement à Fs et au fait que Xt ne s'annule pour auun t ≥ s,
L∞ − Ls est nul.
- Conditionnellement à Fs et au fait que Xt s'annule pour au moins un t ≥ s,
L∞ − Ls est une variable exponentielle de paramètre α¯. En partiulier, L∞ est
une variable exponentielle de paramètre α¯.
Ces propriétés résultent du fait que le mouvement brownien ave drift α¯ est
un proessus fortement markovien dont le temps loal total en zéro est une vari-
able exponentielle de paramètre α¯.
Remarque : Si E = {−1, 1}, µ1 = µ−1 = 1/2 et m = 1, le proessus
(XtNt)t≥0, qui est un mouvement brownien sous W(0,0), est un mouvement
brownien ave drift α¯ sous (α,0)W(∞).
Cela se vérie aussi bien ave la martingale (Ms)s≥0 qu'ave la desription du
proessus (Yt, Rt)t≥0 donnée i-dessus.
Nous pouvons à présent traiter le as suivant, plus général :
b) Cas où il existe m ∈ E tel que J = {m}, mais où γ < α¯ n'est
pas néessairement nul
On a maintenant :
Ms = exp(γLs − sα¯2/2)
(
e−α¯Xs +
α¯− γ
α¯µm
sinh(α¯Xs)1Ns=m
)
D'autre part, sous
(α,0)
W
(∞)
, L∞ est une variable exponentielle de paramètre
α¯ ; on peut don dénir la mesure de probabilité suivante :
ν =
α¯− γ
α¯
exp(γL∞).(α,0)W(∞)
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(sous laquelle L∞ est une variable exponentielle de paramètre α¯− γ).
Montrons que ν est exatement la mesure (α,γ)W(∞) que nous étudions, elle-i
étant don absolument ontinue par rapport à
(α,0)
W
(∞)
.
Pour prouver e résultat, xons s ≥ 0 et Λs ∈ Fs. On a :
ν(Λs) =
(α,0)
W
(∞)
[
α¯− γ
α¯
1Λse
γLseγ(L∞−Ls)
]
= (α,0)W(∞)
[
α¯− γ
α¯
1Λse
γLs (α,0)W
(∞)[eγ(L∞−Ls)|Fs]
]
= W(0,0)
[
α¯− γ
α¯
1Λse
γLs−sα¯2/2
(
e−α¯Xs +
1
µm
sinh(α¯Xs)1Ns=m
)
(α,0)
W
(∞)[eγ(L∞−Ls)|Fs]
]
Par ailleurs, si T0 = inf {u ≥ s,Xu = 0} et si t ≥ s, on a :
(α,0)
W
(∞)[T0 ≤ t,Λs] = W(0,0)[M (α,0)t .1T0≤t.1Λs ]
puisque {T0 ≤ t} et Λs sont Ft-mesurables.
De plus, {T0 ≤ t} et Λs sont également FT0∧t-mesurables, don d'après le
théorème d'arrêt :
(α,0)
W
(∞)[T0 ≤ t,Λs] = W(0,0)[M (α,0)T0∧t 1T0≤t1Λs ]
= W(0,0)[M
(α,0)
T0
1T0≤t1Λs ]
En faisant tendre t vers l'inni, on a, par onvergene monotone :
(α,0)
W
(∞)[T0 <∞,Λs] = W(0,0)[M (α,0)T0 1T0<∞1Λs ]
= W(0,0)[M
(α,0)
T0
1Λs ]
puisque T0 <∞ p.s. sous W(0,0).
Il en résulte :
(α,0)
W
(∞)[T0 <∞,Λs] = W(0,0)[1ΛsW(0,0)[M (α,0)T0 |Fs]]
= (α,0)W(∞)
[
1Λs
W(0,0)[M
(α,0)
T0
|Fs]
M
(α,0)
s
]
= (α,0)W(∞)
[
1Λs
W(0,0)[e
−(T0−s)α¯2/2|Fs]
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
]
Or, onditionnellement à Fs, T0 − s est le temps d'atteinte de zéro d'un mou-
vement brownien issu de Xs. On en déduit :
W(0,0)[e
−(T0−s)α¯2/2|Fs] = e−α¯Xs
et
(α,0)
W
(∞)[T0 <∞,Λs] = (α,0)W(∞)
[
1Λs
e−α¯Xs
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
]
22
autrement dit :
(α,0)
W
(∞)[T0 <∞|Fs] = e
−α¯Xs
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
La loi onditionnelle de L∞ −Ls, sahant la tribu engendrée par Fs et l'événe-
ment {T0 < ∞}, a été dérite à la n de l'étude du as a). On déduit de ette
desription l'égalité suivante :
(α,0)
W
(∞)[eγ(L∞−Ls)|Fs] =
α¯
α¯−γ e
−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
e−α¯Xs + 1µm sinh(α¯Xs)1Ns=m
Il en résulte :
ν(Λs) = W(0,0)
[
1Λse
γLs−sα¯2/2
(
e−α¯Xs +
α¯− γ
α¯µm
sinh(α¯Xs)1Ns=m
)]
= W(0,0)[1ΛsM
(α,γ)
s ]
On a don l'égalité herhée :
ν = (α,γ)W(∞)
qui implique le Théorème 2 dans le as b).
) Cas général
Une fois le Théorème 2 prouvé dans le as partiulier b), il est faile de l'é-
tendre au as général α¯ > max(γ, 0).
En eet, dans e as, la loi de (Xt, Nt)t≥0 est une moyenne des lois données en
b), ave une pondération
µm∑
k∈J
µk
pour haque m ∈ J .
On en déduit que le proessus anonique sous
(α,γ)
W
(∞)
peut être dérit de la
même manière qu'en b), sauf que sa dernière exursion se situe sur une branhe
quelonque appartenant à J , hoisie aléatoirement à l'aide de la mesure µ : ei
orrespond exatement à l'énoné du Théorème 2.
4.3 Cas où γ < 0 et α
m
≤ 0 pour tout m ∈ E
Dans e as, on a :
Ms = e
γLs(1 + θNsXs)
où les (θk)k∈E , positifs, dépendant de α, sont tels que :∑
k∈E
µkθk = |γ|
Nous allons tout d'abord supposer qu'il existe m ∈ E tel que θk = |γ|µm si k = m,
et θk = 0 si k 6= m.
Dans es onditions :
Ms = e
γLs
(
1 +
|γ|
µm
Xs1Ns=m
)
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Considérons alors des réels positifs l et s, une variable aléatoire Fτl-mesurable
bornée Y (τl étant l'inverse, pris en l, du temps loal de (Xt)t≥0), et une fon-
tionnelle F mesurable bornée de C([0, s],RE) dans R.
On a, lorsque t ≥ 0 :
(α,γ)
W
(∞) [1τl≤tY F ((Xτl+u, Nτl+u)0≤u≤s)]
= W(0,0)
[
M
(α,γ)
t+s 1τl≤tY F ((Xτl+u, Nτl+u)0≤u≤s)
]
= W(0,0)
[
M
(α,γ)
(t+s)∧(τl+s)1τl≤tY F ((Xτl+u, Nτl+u)0≤u≤s)
]
= W(0,0)
[
M
(α,γ)
τl+s
F ((Xτl+u, Nτl+u)0≤u≤s)1τl≤tY
]
en utilisant le théorème d'arrêt pour la deuxième égalité.
Le théorème de onvergene monotone entraîne alors, en faisant tendre t vers
l'inni :
(α,γ)
W
(∞) [1τl<∞Y F ((Xτl+u, Nτl+u)0≤u≤s)]
= eγlW(0,0)
[
eγ(Lτl+s−Lτl )
(
1 +
|γ|
µm
Xτl+s1Nτl+s=m
)
F ((Xτl+u, Nτl+u)0≤u≤s)Y
]
ompte tenu du fait que τl <∞ p.s. sous W(0,0).
D'après la propriété de Markov de l'araignée, (Xτl+u, Nτl+u)0≤u≤s est indépen-
dant de Fτl sous W(0,0) et a même loi que (Xu, Nu)0≤u≤s.
On en déduit :
(α,γ)
W
(∞) [1L∞≥lY F ((Xτl+u, Nτl+u)0≤u≤s)]
= exp(γl) (α,γ)W(∞)[F (Xu, Nu)0≤u≤s]W(0,0)[Y ]
En partiulier, pour F et Y égaux à 1, on obtient :
(α,γ)
W
(∞)[L∞ ≥ l] = exp(γl)
On a don les aratéristiques suivantes :
- L∞ est une variable exponentielle de paramètre |γ|.
- Conditionnellement à L∞ ≥ l, (Xs, Ns)0≤s≤τl est une araignée brownienne
arrêtée en τl, et (Xτl+s, Nτl+s)s≥0 a pour loi
(α,γ)
W
(∞)
; de plus, es deux pro-
essus sont indépendants.
On déduit de e qui préède que onditionnellement à L∞ = l, (Xs, Ns)0≤s≤τl
est enore une araignée arrêtée en τl, et (Xτl+s, Nτl+s)s≥0 est un proessus de
loi
(α,γ)
W
(∞)
, onditionné par le fait qu'il ne s'annule qu'au temps zéro, les
deux proessus étant enore indépendants.
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Pour déterminer la loi du deuxième proessus, onsidérons s ≥ 0, Λs ∈ Fs,
l ≥ 0 et t ≥ s. On a :
(α,γ)
W
(∞)[Λs, τl ≤ t] = W(0,0)[M (α,γ)t 1Λs1τl≤t]
= W(0,0)[M
(α,γ)
τl∨s 1Λs1τl≤t]
d'où
(α,γ)
W
(∞)[Λs, τl <∞] = W(0,0)[M (α,γ)τl∨s 1Λs ]
et don :
(α,γ)
W
(∞)[Λs, L∞ ≤ l] = W(0,0)[(M (α,γ)s −M (α,γ)τl∨s )1Λs ]
= W(0,0)
[(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)
1Ls≤l1Λs
]
= W(0,0)[Ls ≤ l]W(0,0)
[
1Λs
(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)
|Ls ≤ l
]
Comme
(α,γ)
W
(∞)[L∞ ≤ l] = 1− eγl, on a :
(α,γ)
W
(∞)[Λs|L∞ ≤ l]
=
W(0,0)[Ls ≤ l]
1− eγl W(0,0)
[
1Λs
(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)
|Ls ≤ l
]
=
W(0,0)[Ls ≤ l]
1− eγl W˜s(l)
[
1Λs
(
eγLs
(
1 +
|γ|
µm
Xs1Ns=m
)
− eγl
)]
où W˜s(l) est la loi de (Xu, Nu)u≤s onditionné par l'événement {Ls ≤ l}.
Quand l tend vers zéro,
W(0,0)[Ls≤l]
1−eγl tend vers
1
|γ|
√
2
πs .
D'autre part, si Ls ≤ l et si (Xs, Ns) est xé, eγLs
(
1 + |γ|µmXs1Ns=m
)
− eγl
tend vers
|γ|
µm
Xs1Ns=m quand l tend vers zéro.
Cei permet de démontrer :
(α,γ)
W
(∞)[Λs|L∞ = 0] = W˜s(0)
[
1Λs
√
2
πs
Xs
µm
1Ns=m
]
où W˜s(0) est la loi d'une araignée sur [0, s], onditionnée par sa non-annulation
en dehors du temps 0 ; sous W˜s(0), (Xu)u≤s est un méandre brownien de durée
s.
On en déduit que sous
(α,γ)
W
(∞)
, et onditionnellement au fait que Xs > 0
pour tout s > 0, (Xs)s≥0 est un proessus de Bessel de dimension 3, et Ns = m
pour tout s.
On a don la desription de (Xt, Nt)t≥0 dans le as où un seul des θk préédem-
ment donnés est nul.
Le as général est simple à étudier à présent ; en eet, il sut de faire une
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moyenne pondérée des mesures préédemment dérites pour haun des m ∈ E
(ave la pondération
µmθm
|γ| ).
Remarque : Dans le as étudié i-dessus (γ < 0 et αm ≤ 0 pour tout m), on
peut vérier diretement, à partir de l'expression de Ms, que la loi du proessus
(Xu)u≤s a une densité eγLs(1 + |γ|Xs) par rapport à la loi d'un mouvement
brownien rééhi sur [0, s].
La validité de la desription de (Xs)s≥0 donnée dans le Théorème 2 peut alors
se déduire du Théorème 1.1. de [RVY05℄ (appliqué à la fontion φ(y) = |γ|eγy)
et du théorème d'équivalene de Lévy.
Par ailleurs, dans le as où θk > 0 ssi k = m, on a :
(α,γ)
W
(∞)[Nt 6= m] = W(0,0)[eγLt1Nt 6=m] →
t→∞
0
e qui donne une preuve rapide du fait que l'exursion non bornée de (As)s≥0
se situe presque sûrement sur la demi-droite d'indie m.
4.4 Cas où γ = 0 et α
m
≤ 0 pour tout m ∈ E
Ce as est le plus simple de tous :
(α,0)
W
(∞)
est exatement la loi d'une araignée
brownienne, puisque M
(α,0)
s est onstante et égale à 1.
A présent, nous venons d'ahever la preuve du Théorème 2 dans tous les as
possibles. 
Remarque : Le Théorème 2 indique diérents omportements possibles pour
le proessus limite, selon les valeurs des réels αm (m ∈ E) et γ.
Cette distintion de as généralise elle que B. Roynette, P. Vallois et M. Yor
obtiennent dans [RVY05℄ lors de l'étude des pénalisations exponentielles du
mouvement brownien. Une distintion de as du même type apparaît également
dans les résultats prouvés par Y. Hariya et M. Yor dans [HY04℄.
Par ailleurs, il pourrait être intéressant d'étudier d'autres pénalisations de l'araignée
brownienne, liées par exemple aux temps passés par l'araignée dans les dif-
férentes branhes, dont la loi jointe, sur un intervalle de temps xe, est dérite
en [BPY89b℄.
5 Preuve du Théorème 3
Soit ν une mesure de probabilité vériant les onditions de l'énoné du Théorème
3.
La famille des variable aléatoires (g(s,Xs, Ns))s≥0 est une martingale sous
W(0,0), e qui implique les résultats suivants, ompte tenu du semi-groupe de
l'araignée brownienne :
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- Pour tous x ∈ R∗+, s ≥ 0 et m ∈ E, ∂g∂s (s, x,m) + 12 ∂
2g
∂x2 (s, x,m) = 0.
- Pour tout s ≥ 0, ∑
m∈E
µm
∂g
∂x (s, 0,m) = 0.
La première égalité donne :
h′(s)fm(x) +
1
2
h(s)f ′′m(x) = 0
Comme h(s) est non nul pour tout s, on en déduit :
f ′′m(x) = −
2h′(s)
h(s)
fm(x)
e qui implique que C = h
′(s)
h(s) ne dépend pas de s.
Si on suppose C > 0, f ′′m(x) est négatif pour tout x, et f
′
m est déroissante.
Comme fm est une fontion positive, la limite de f
′
m(x) quand x tend vers l'in-
ni est positive, et fm est roissante : pour tout x, fm(x) ≥ fm(0) = 1.
On en déduit que f ′′m(x) = −2Cfm(x) ≤ −2C, e qui est ontraditoire ave la
positivité de fm.
Si on suppose C = 0, toutes les fontions fm (m ∈ E) sont anes et posi-
tives : fm(x) = 1 + λmx où λm ≥ 0.
Or, pour tout s ≥ 0, ∑
m∈E
µm
∂g
∂x (s, 0,m) = 0, e qui implique
∑
m∈E
λmµm = 0,
d'où λm = 0 pour tout m.
La mesure ν est alors égale à W(0,0), e qui est exlu dans l'hypothèse du
Théorème 3.
Nous venons don de prouver que C est stritement négatif, notons le −β2/2,
ave β > 0.
Comme h(0) = 1 (puisque f0(0) = 1), on a h(s) = e
−sβ2/2
omme annoné, et
f ′′m(x) = β
2fm(x).
On en déduit qu'il existe δm et λm ∈ R tels que :
fm(x) = δm exp(−βx) + λm sinh(βx)
pour tout x ≥ 0 ; omme fm(0) = 1, δm = 1 pour tout m.
Par ailleurs, fm(x) ≥ 0 pour tout x ≥ 0, don λm ≥ 0 pour tout m.
De plus, on doit avoir, pour tout s ≥ 0, ∑
m∈E
µm
∂g
∂x(s, 0,m) = 0, e qui im-
plique
∑
m∈E
µmf
′
m(0) = 0, soit
∑
m∈E
µm(1 − λm) = 0 et
∑
m∈E
µmλm = 1.
On en déduit que ν est une moyenne pondérée des mesures (α
(m),0)
W
(∞)
, la
pondération étant µmλm, e qui ahève la preuve du Théorème 3. 
Les proessus assoiés aux mesures vériant l'énoné du Théorème 3 peuvent
être onsidérés omme des généralisations du mouvement brownien ave drift.
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