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Povzetek
Naslov: Napovedovanje vecˇ tocˇk cˇasovnih vrst z nevronskimi mrezˇami z
dolgim kratkorocˇnim spominom
Napovedovanje prihodnjih vrednosti cˇasovnih vrst je izvedljivo tako s sta-
tisticˇnimi pristopi kot s strojnim ucˇenjem. Slednje po letih raziskav ponuja
sˇtevilne tehnike, protokole in napovedne modele za napovedovanje tako ene
kot vecˇ prihodnjih vrednosti cˇasovno zbranih podatkov. Pri napovedova-
nju vrednosti cˇasovnih vrst navadno govorimo o napovedovanju ene tocˇke,
saj je napovedovanje vecˇ cˇasovnih tocˇk v prihodnost bolj zapleteno. Za
vecˇtocˇkovno napovedovanje se moramo namrecˇ spopasti z viˇsjo akumulacijo
napovednih napak. Splosˇno je sprejeto, da vecˇ tocˇk vnaprej kot napovemo,
vecˇja bo napovedna napaka bolj oddaljenih tocˇk.
V delu smo iskali optimalne kombinacije tehnik obdelav cˇasovnih vrst in
parametrizacije razlicˇnih napovednih modelov. Napovedovali smo vecˇ tocˇk
vnaprej razlicˇno pogostih dogodkov iz podatkov spletnega oglasˇevanja na
druzˇabnih omrezˇjih. Poudarek smo namenili razlicˇnim arhitekturam nevron-
skih mrezˇ z dolgim kratkorocˇnim spominom (LSTM). Napovedi tehnik, ki
uporabljajo nevronske mrezˇe, smo zˇeleli primerjati z napovedmi statisticˇnega
in za napovedovanje cˇasovnih vrst priznanega napovednega modela ARIMA
ter napovedmi regresijskega modela XGBoost. Slednjega smo uporabili, ker
v zadnjem cˇasu podaja izredno dobre rezultate na razlicˇnih tekmovanjih
sˇtevilnih podrocˇij strojnega ucˇenja. Predpostavili smo, da bodo arhitekture
LSTM dajale najbolj natancˇne napovedi.
S poskusi in analizo rezultatov smo ugotovili, da najbolj natancˇne napo-
vedi vseh pogostosti dogodkov po pricˇakovanjih vracˇajo nevronske mrezˇe
z dolgim kratkotrajnim spominom. Po natancˇnosti se jim predvsem pri
pogostih dogodkih priblizˇajo le napovedi modela XGBoost, napovedi mo-
dela ARIMA pa so v povprecˇju najmanj natancˇni. Pomembno vlogo pri
natancˇnosti rezultatov ima uporaba obdelav podatkov. Pri vseh velikostih
oken sta se dobro obnesli logaritemska preslikava in normalizacija, pri vecˇjih
napovednih oknih pa predvsem odstranitev sezonskosti. Ugotovili smo tudi,
da z vecˇanjem napovednega okna napovedni modeli pri posameznih skupinah
napovedne tocˇnosti ne izgubljajo.
Kljucˇne besede
podatkovna znanost, umetna inteligenca, analiza cˇasovnih vrst, obdelava cˇasov-
nih vrst, napovedovanje vecˇ tocˇk cˇasovnih vrst, nevronske mrezˇe z dolgim
kratkorocˇnim spominom, spletno oglasˇevanje
Abstract
Title: Multi-step time series forecasting with long short-term memory neural
networks
Predicting future values of time series is possible using statistical ap-
proaches and machine learning. After years of research, the latter offers
numerous techniques, protocols, and predictive models for predicting one as
well as numerous future values of time-collected data. When predicting time
series values, we usually talk about predicting one point, as predicting more
than one future time point is a more complex problem. For predicting more
than one point, we must face a higher accumulation of the predictive er-
rors. It is generally accepted that the more points predicted beforehand, the
greater the predictive error of the more distant points.
In the thesis, we were looking for optimal combinations of the time series
processing techniques and parameterization of different predictive models.
We predicted several points of predetermined events with different frequency
based on online advertising data on social networks. We focused on var-
ious architectural neural networks with long short-term memory (LSTM).
We wanted to compare the predictions of techniques using neural networks
with the predictions of the statistical ARIMA predictive model recognized for
predicting time series, as well as the predictions of the XGBoost regression
model. The latter was used due to the fact that it has lately given very good
results in various competitions of numerous fields of machine learning. We
assumed that LSTM architectures will provide the most accurate predictions.
Based on the experiments and results analysis, we established that neural
networks with long short-term memory give the most accurate predictions
of all frequency of events. Considering the accuracy, the closest to the men-
tioned neural networks are only XGBoost model predictions, while ARIMA
model predictions are on average the least accurate. Data processing plays
an important role in accuracy of the results. Logarithmic transformation and
normalization performed well for all window sizes, and for larger predictive
windows the removal of seasonality was the best option. We also established
that predictive accuracy is not lost by increasing predictive window sizes in
individual groups of the predictive models.
Keywords
data science, artificial intelligence, time series analysis, time series prepa-
ration, multi-step time series forecasting, long short-term memory neural
networks, online advertising
Poglavje 1
Uvod
Cˇasovne vrste so ena izmed najbolj splosˇnih oblik zbranih podatkov. Pred-
stavljajo zaporedje podatkov, izmerjenih v zaporednih, po navadi enako raz-
maknjenih, cˇasovnih trenutkih. Nekaj pogostejˇsih primerov cˇasovnih vrst,
s katerimi se srecˇujemo dnevno, so meteorolosˇki podatki, financˇni podatki,
podatki o prometu, dnevniˇske meritve senzorjev, odcˇitki porab virov, obiska-
nosti in aktivnosti na spletnih straneh ipd.
Napovedovanje cˇasovnih vrst s strojnim ucˇenjem je izvedljivo s sˇtevilnimi
pristopi, med katere sodijo tudi statisticˇni napovednimi modeli, regresijski
modeli in nevronske mrezˇe [1, 2, 3, 4]. Poleg napovedovanja zgolj ene cˇasovne
tocˇke vnaprej je mozˇno tudi vecˇtocˇkovno napovedovanje. Uspesˇna implemen-
tacija vecˇtocˇkovnega napovedovanja je sicer kompleksnejˇsa, saj se moramo
spopasti z akumulacijo napak in posledicˇno mozˇno nizˇjo natancˇnostjo rezul-
tatov [5, 6].
V okviru magistrskega dela smo ugotavljali, kako uspesˇni so za napove-
dovanje vecˇ tocˇk cˇasovnih vrst vnaprej razlicˇni modeli in pristopi. Primer-
jati smo zˇeleli rezultate napovedovanja klasicˇnih pristopov k napovedovanju
cˇasovnih vrst z napovedmi regresijskega pristopa in razlicˇnih arhitektur ne-
vronskih mrezˇ. Iz rezultatov smo zˇeleli ugotavljati dejavnike, ki vplivajo na
tocˇnost napovednega modela pri posamezni konfiguraciji. Napovedi smo pri-
dobivali iz priznanega in za napovedovanje cˇasovnih vrst pogosto uporablje-
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nega [7] integriranega avtoregresijskega modela s premikajocˇimi sredinami
(ARIMA). Za modele z nevronskimi mrezˇami smo uporabljali razlicˇne arhi-
tekture nevronskih mrezˇ z dolgim kratkorocˇnim spominom (LSTM), kot pred-
stavnika regresijskih modelov pa ogrodje XGBoost. Slednji poleg cˇasovnih
in sistemskih prednosti proti nevronskim mrezˇam [8] v zadnjem cˇasu dosega
sˇe izjemne rezultate na tekmovanjih iz razlicˇnih podrocˇij strojnega ucˇenja [9,
10, 2]. Za referencˇne rezultate smo uporabljali vztrajnostni model.
V poskusih smo na zgrajenem evalvacijskem ogrodju natancˇnost in cˇasovno
uspesˇnost napovedi v osnovi primerjali na vecˇ oglasˇevalskih kampanjah z
druzˇabnega omrezˇja Twitter. Podatkovna zbirka je zajemala anonimizirane
cˇasovne vrste vecˇ dnevniˇskih datotek s sˇtevilnimi meritvami uporabniˇskih in-
terakcij z oglasˇevano vsebino. Meritve posamezne skupine oglasov zajemajo
enako dolge vzporedne cˇasovne vrste (znacˇilke), zajete v urnih intervalih.
Meritve posamezne kampanje so zajemale razlicˇno pogoste dogodke. V delu
smo ocenjevali uspesˇnosti napovedi kombinacij razlicˇno obdelanih cˇasovnih
vrst s pogostimi, srednje pogostimi in redkimi dogodki. Iz istih vrst smo na-
povedi zbirali z razlicˇno parametriziranimi napovednimi modeli, za razlicˇna
sˇtevila socˇasno napovedanih cˇasovnih tocˇk vnaprej. Implementirano ogrodje
smo uporabili tudi na dodatni domeni s financˇnimi podatki.
Magistrsko delo je razdeljeno na osem poglavij. V nadaljevanju prvega
poglavja pregledamo sorodna dela s podrocˇja vecˇtocˇkovnega napovedovanja
cˇasovnih vrst. V drugem poglavju predstavimo teoreticˇne osnove cˇasovnih
vrst ter opiˇsemo njene komponente in tehnike za analizo. V tretjem po-
glavju predstavimo teoreticˇne osnove v delu uporabljenih napovednih mode-
lov. Tehnike obdelav cˇasovnih vrst, s katerimi lahko potencialno izboljˇsamo
napovedno tocˇnost, smo predstavili v cˇetrtem poglavju. V petem poglavju so
predstavljene tehnike vecˇtocˇkovnega napovedovanja cˇasovnih vrst, v sˇestem
opiˇsemo poskuse, predstavimo izdelano evalvacijsko ogrodje in uporabljene
podatke oglasˇevalskih kampanj na druzˇabnem omrezˇju Twitter. Sedmo po-
glavje predstavi rezultate poskusov, zakljucˇek v osmem poglavju pa rezultate
sˇe povzame in poda koncˇne ugotovitve magistrskega dela.
1.1. PREGLED SORODNIH DEL 3
1.1 Pregled sorodnih del
Cinar in sodelavci so z uporabo povratnih nevronskih mrezˇ (angl. recur-
rent neural network, RNN), tipa sekvenca-v-sekvenco (angl. sequence-to-
sequence), poskusˇali modelirati periode v univariatnih in multivariatnih cˇasov-
nih vrstah [3]. Resˇitev so realizirali z uporabo bidirektnega modela nevron-
skih mrezˇ z dolgim kratkorocˇnim spominom (angl. Long Short-Term Memory
neural networks, LSTM). Rezultati so se izkazali za obcˇutno boljˇse kot pri
modelih, zasnovanih na modelu ARIMA in nakljucˇni gozdovi (angl. random
forests).
Model LSTM je rezultate modela ARIMA premagal tudi pri napovedova-
nju financˇnih podatkov [11]. Z uporabo LSTM-ja je avtor dobil kar do 87 %
boljˇse rezultate kot z uporabo modela ARIMA. Ugotovljeno je bilo tudi, da
vecˇje sˇtevilo ucˇenj modela (epochs) ni vplivalo na viˇsjo natancˇnost napovedi.
Teoreticˇna in prakticˇna primerjava razlicˇnih metod in strategij za napove-
dovanje vecˇ cˇasovnih tocˇk vnaprej je pokazala, da so vecˇizhodni pristopi na-
povedovanja vedno boljˇsi od kombinacij eno izhodnih ter da k boljˇsi tocˇnosti
napovedanih tocˇk pomembno vpliva odstranitev sezonskosti [5].
Nasprotno pa sta Zhang in Nawata najviˇsjo natancˇnost napovedi vecˇ tocˇk
cˇasovnih vrst s podatki o razsajanju gripe dosegla z rekurzivno hibridno me-
todo v arhitekturi LSTM s sˇestimi nivoji [4]. V delu sta primerjala sˇtiri
pristope za vecˇtocˇkovno napovedovanje. Najbolje se je, kot zˇe omenjeno,
izkazala neposredno rekurzivna hibridna metoda, sledili sta rekurzivna me-
toda in vecˇizhodna metoda. Najslabsˇa je bila navadna rekurzivna metoda.
V nadaljnji raziskavi so model LSTM primerjali z modelom ARIMA. Podat-
kom so dodali sˇe zunanje znacˇilke in v rezultatih ugotovili, da je LSTM za
vsa sˇtevila napovedanih tednov vnaprej podajal natancˇnejˇse napovedi kot
ARIMA [12].
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LSTM se je kot najboljˇsi model izkazal tudi v primerjavi napovedi razlicˇ-
nih modelov in pristopov za napovedovanje vrednosti obsezˇnih financˇnih
cˇasovnih vrst [13]. V raziskavi je LSTM premagal nakljucˇna drevesa, glo-
boke nevronske mrezˇe in klasifikator logisticˇne regresije. Povratne nevronske
mrezˇe, v katere spada tudi LSTM, so se za najuspesˇnejˇse pri napovedovanju
dolgih cˇasovnih napovedi vnaprej izkazale tudi v podobnih delih [6, 14].
Za uspesˇno podajanje napovedi je navadno potrebna tudi ustrezna ob-
delava podatkov. V raziskavi [15] so predstavljene tehnike odstranjevanja
sezonskosti in trenda, logaritemske transformacije ter normalizacije podat-
kov. Rezultati so pokazali, da se je metoda z uporabo modela LSTM in
ustrezno obdelavo podatkov tekmovanj CIF2016 [16] in NN5 [17] ponovno
izkazala za boljˇso, kot nekatere klasicˇne napovedne metode. Na tekmovanju
CIF2016 je bila zmagovalna resˇitev prav uporaba LSTM-ja, z odstranjeno
sezonskostjo v obdelavi podatkov.
Primerjava napovedi z modeli ARIMA, regresijo s podpornimi vektorji
(angl. support bector regression, SVR) in XGBoost je pokazala, da najboljˇse
napovedi za vsa sˇtevila vnaprej napovedanih vrednosti cen goriva vedno daje
XGBoost [18]. XGBoost se kot najboljˇsi algoritem ob primerjavi s klasicˇnimi
napovednimi modeli izkazuje tudi v drugih raziskavah [19, 20].
Arhitektura LSTM sekvence-v-sekvenco (angl. encoder-decoder LSTM )
je XGBoost premagal po natancˇnosti napovedi vecˇ dnevnih podatkov o za-
sedenosti zˇelezniˇskega prometa [21]. XGBoost je v raziskavi splosˇno arhi-
tekturo LSTM-ja premagal zgolj pri napovedovanju pogostejˇsih dogodkov v
podatkih, tj. podatkih z viˇsjimi vrednostmi podatkov.
Brownlee [1] sˇtevilne pristope k napovedovanju vecˇ tocˇk cˇasovnih vrst
predstavi s prakticˇnimi primeri. V knjigi nazorno predstavi implementacije
razlicˇnih napovednih modelov. Na primerih so prikazani modelom specificˇne
priprave podatkov in pristopi za evalvacijo rezultatov. Pomemben pouda-
rek nameni implementaciji razlicˇnih arhitektur LSTM (vanilla, enocoder-
decoder, konvencionalne nevronske mrezˇe . . . ). Na primerih je prikazano
napovedovanje ene in vecˇ tocˇk univariatnih ter multivariatnih cˇasovnih vrst.
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Za izboljˇsanje iterativnega vecˇtocˇkovnega napovedovanja, ki deluje na
nadgrajevanju testne mnozˇice z napovedanimi vrednostmi, so avtorji razi-
skave [22] navadno ucˇenje mesˇali s pristopom imitacijskega ucˇenja. Ucˇno
mnozˇico so uporabili kot demonstrirane vrednosti, ki so sluzˇile odpravljanju
napak vecˇtocˇkovnega napovedovanja. Resˇitev je predstavljal meta algoritem,
imenovan podatki kot demonstratorji (angl. data as demonstrator, DaD).
Algoritem generira sinteticˇne ucˇne primere, ki predstavljajo popravke nepra-
vilno napovedanih vrednosti tocˇk, torej vrednosti, s katerimi bi nepravilno
napovedane tocˇke preslikali v pravilne. Z implementiranim pristopom, so bili
rezultati vecˇtocˇkovnih napovedi vrednosti v dinamicˇnem modeliranju sistema
in napovedovanju tekstur videov izrazito boljˇsi od klasicˇnega pristopa.
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Poglavje 2
Analiza cˇasovnih vrst
Cˇasovna vrsta (angl. time series) je nabor podatkov, ki so zbrani v zapore-
dnih cˇasovnih trenutkih. Zaradi tipicˇno samodejnega zbiranja podatkov so
cˇasovni razmiki med zajetimi vrednostmi spremenljivk navadno enaki (npr.
vsako uro, dan, teden, mesec itd.). Pri cˇasovnih vrstah je kljucˇnega pomena
uposˇtevanje vrstnega reda podatkov.
Vecˇino lastnosti cˇasovnih vrst se najhitreje vidi zˇe z vizualizacijo. Tipicˇna
vizualizacija cˇasovne vrste ima na abscisni osi prikazan cˇas zajema, na ordi-
natni osi pa opazovane vrednosti v posamezni cˇasovni tocˇki. Primer tovr-
stnega izrisa cˇasovne vrste je na sliki 2.1. Slika prikazuje eno izmed cˇasovnih
vrst ene skupine oglasov iz nabora podatkov s Twitterja, ki smo jih upora-
bljali v poskusih.
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Slika 2.1: Vizualizacija cˇasovne vrste
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2.1 Komponente cˇasovne vrste
Cˇasovne vrste sestavljajo sistematicˇne in nesistematicˇne komponente [23].
Med sistematicˇne komponente sˇtejemo raven, trend, ciklicˇnost in sezonskost
cˇasovne vrste, med nesistematicˇne pa sˇum. Komponente, ki smo jih iz
cˇasovne vrste s slike 2.1 izlocˇili z metodo dekompozicije programskega orodja
StatsModels.TSA [24], so prikazane na sliki 2.2.
2.1.1 Trend
Trend v cˇasovnih vrstah predstavlja osnovno smer razvoja pojava v cˇasu.
Lahko je linearen, pogosteje pa je nelinearen [23]. Dolocˇamo ga lahko na
vecˇ nacˇinov, najlazˇje s prostorocˇno metodo, tj. branjem iz vizualizacije.
Vrednostno pa ga dolocˇamo z razlicˇnimi statisticˇnimi testi, kot so metoda
drsecˇih sredin, regresija po metodi najmanjˇsih kvadratov, z modificiranim
Dickey-Fullerjevim testom (podrobneje opisan v poglavju 2.1.6) in drugimi.
2.1.2 Sezonskost
Sezonskost v cˇasovnih vrstah predstavlja ponavljajocˇe vzorce nihanja podat-
kov v cˇasu. Vzorci se ponavljajo v fiksnih in znanih frekvencah, so pred-
vidljivi, najvecˇkrat pa so posledica zunanjih dejavnikov (npr. ura v dnevu,
letni cˇas itd.). Sezonskost se najhitreje opazi iz dekomponirane cˇasovne vrste,
navadno pa zˇe iz same vizualizacije cˇasovne vrste. Orodja za dekompozicijo,
kot je StatsModels.TSA [24], znajo sama zaznati frekvenco sezonskosti.
2.1.3 Ostanek
Ostanek je v cˇasovnih vrstah nihanje podatkov, ki ne spadajo v nobeno
drugo komponento. Ostanek sestavljajo nakljucˇen sˇum, osamelci, anoma-
lije (nenavadno odstopajocˇe vrednosti podatkov) in prehodne spremembe.
Nastaja lahko nakljucˇno, zaradi napak v meritvah, izrednih dogodkov itd.
Posledicˇno ga ni mogocˇe predvideti ter nadzorovati.
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2.1.4 Ciklicˇnost
Ciklicˇnost je v cˇasovnih vrstah neperiodicˇno nihanje podatkov okoli trenda.
Dolzˇine ciklov niso dolocˇene, a navadno zavzemajo daljˇsa cˇasovna obdobja,
navadno vsaj dve leti. Zaradi te lastnosti komponento ciklicˇnosti navadno
interpretiramo kot del trenda in ne sezonskosti.
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Slika 2.2: Z metodo dekompozicije orodja StatsModels.TSA [24] v svoje
komponente razstavljena cˇasovna vrsta s slike 2.1. Razvidno je, da ima vrsta
skoraj linearen trend in sezonskost s 24-urno frekvenco.
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2.1.5 Model cˇasovne vrste
Cˇasovno vrsto lahko predstavimo kot aditiven ali multiplikativen model svo-
jih komponent [23]. Oba primera sta graficˇno prikazana na primeru 2.1.
Aditiven model cˇasovne vrste je linearen in predstavlja vsoto komponent,
ki jo lahko opiˇsemo z enacˇbo 2.1. Spremembe skozi cˇas so tako konsistentno
sestavljene z enako velicˇino. V primeru linearne sezonskosti, ima model enako
frekvenco in amplitudo.
yt = Trendt + Sezonskostt + Ciklicˇnostt +Ostanekt (2.1)
Razstavljena cˇasovna vrsta na sliki 2.2 je razstavljena po aditivnem mo-
delu. Cˇe bi sesˇteli komponente trenda, sezonskosti in sˇuma, bi dobili opazo-
vano vrsto.
Multiplikativen model cˇasovne vrste ni linearen in predstavlja zmnozˇek
komponent, kot je prikazano z enacˇbo 2.2. Spremembe s cˇasom zato narasˇcˇa-
jo ali padajo, posledicˇno sta tudi frekvenca in amplituda sezonskosti s cˇasom
narasˇcˇajocˇi ali padajocˇi.
yt = Trendt · Sezonskostt · Ciklicˇnostt ·Ostanekt (2.2)
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Primer 2.1 Vizualizacija aditivnega in multiplikativnega modela.
Na sliki 2.3 je opazno absolutno odstopanje sezonskosti in ostanka od kom-
ponente trenda. To pomeni, da vrednosti niso odvisne od ravni trenda, torej
je model cˇasovne vrsta aditiven.
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Slika 2.3: Aditiven model cˇasovne vrste, s prikazom vsote komponent
cˇasovne vrste, ki se prilegajo originalni vrsti. Podatki so pridobljeni s plat-
forme Kaggle [25].
Na sliki 2.4 je opazna relativna odvisnost sezonskosti in sˇuma od komponente
trenda. Z vecˇanjem vrednosti trenda so nihanja ostalih komponent vse bolj
intenzivna. Vse omenjene znacˇilnosti so lastnosti multiplikativnega modela
cˇasovne vrste.
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Slika 2.4: Multiplikativen model cˇasovne vrste, s prikazom produkta kom-
ponent cˇasovne vrste, ki se prilegajo originalni vrsti. Podatki so pridobljeni
s standardnega seta podatkov programskega okolja R [26].
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2.1.6 Stacionarnost cˇasovne vrste
Stacionarnost cˇasovne vrste je lastnost, ki nam pove, ali so lastnosti cˇasovne
vrste pogojene s cˇasom opazovanja. Stacionarna cˇasovna vrsta je vrsta, ki
ima konstantno povprecˇje, varianco in avtokorelacijo. To pomeni, da imajo
razlicˇne sekcije cˇasovne vrste podobne lastnosti in da v vrsti ni periodicˇnih
nihanj. Stacionarnost cˇasovne vrste lahko preverjamo z razlicˇnimi pristopi,
kot so ocˇitnost iz vizualizacij, intervalna analiza in statisticˇni testi.
Intervalna analiza
Z intervalno analizo cˇasovno vrsto razdelimo na vecˇ delov in v vsaki izracˇuna-
mo povprecˇje ter varianco. V stacionarni cˇasovni vrsti izracˇunane vrednosti
med seboj ne smejo izrazito odstopati.
Modificiran Dickey-Fuller test
Modificirani Dickey-Fullerjev test (angl. Augmented Dickey-Fuller test, ADF)
je preprosta metoda za ugotavljanje stacionarnosti cˇasovnih vrst [27]. Deluje
na principu avtoregresijskega modela, ki z zamikanjem cˇasovne vrste opti-
mizira kriterije za ocenjevanje prisotnosti stacionarnosti v cˇasovnih vrstah.
Cˇasovna vrsta je stacionarna, cˇe en sam zamik vrednosti ne spremeni nje-
nih statisticˇnih lastnosti [28]. Nicˇelna hipoteza testa zato predpostavlja, da
je v cˇasovni vrsti prisoten enotni koren, kar pomeni, da cˇasovna vrsta ni
stacionarna in da vsebuje trend.
Rezultat testa zajema statisticˇni rezultat, kriticˇne vrednosti pri dolocˇenih
stopnjah zaupanja in vrednost p. Cˇe je vrednost pmanjˇsa od dolocˇene stopnje
znacˇilnosti, lahko nicˇelno hipotezo zavrnemo (vrsta je stacionarna).
Druga mozˇnost za ugotavljanje stacionarnosti, ki jo uporabimo tudi ta-
krat, ko je vrednost p blizu dolocˇene pomembnostne stopnje, je primerjava
vrednosti statisticˇnega rezultata s kriticˇnimi vrednostmi. Bolj kot je stati-
sticˇna vrednost negativna, vecˇja je verjetnost, da je vrsta stacionarna. Cˇe je
vrednost manjˇsa od katere kriticˇne tocˇke, nicˇelno hipotezo zavrnemo.
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Primer 2.2 Ugotavljanje stacionarnosti cˇasovnih vrst z uporabo ADF-testa.
Tabela 2.1 prikazuje izracˇunani vrednosti ADF-testov, p-vrednosti in pragov-
nih vrednosti ADF-testa izbranih cˇasovnih vrst.
Cˇasovna vrsta
s slike 2.1
Cˇasovna vrsta
s slike 2.4
ADF-vrednost −6, 36 0,82
p 0,00 0,99
Kriticˇne vrednosti
1 % −3, 49 −3, 48
5 % −2, 89 −2, 88
10 % −2, 58 −2, 58
p < 0, 05←− dolocˇena stopnja znacˇilnosti DA NE
∃x ∈ Kriticˇne vrednosti: ADF-vrednost < x DA NE
Vrsta je stacionarna DA NE
Tabela 2.1: Z metodo adfuller orodja StatsModels. [24] izracˇunane vrednosti
ADF-testa izbranih cˇasovnih vrst.
Cˇasovna vrsta s slike 2.1: Ker je vrednost p manjˇsa od dolocˇene sto-
pnje znacˇilnosti (0,05) lahko zakljucˇimo, da je vrsta stacionarna (zavrzˇemo
nicˇelno hipotezo testa). Stacionarnost cˇasovne vrste 2.1 potrjuje tudi stati-
sticˇna vrednost ADF-testa, ki je manjˇsa od pragov vseh kriticˇnih vrednosti.
Cˇasovna vrsta s slike 2.4: Vrednost p je viˇsja od stopnje znacˇilnosti,
zato lahko nicˇelno hipotezo sprejmemo (vrsta ni stacionarna). To potrjuje
tudi primerjava ADF-vrednosti s kriticˇnimi vrednostmi. Vrednost je namrecˇ
viˇsja od vseh pragov kriticˇnih vrednosti.
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2.1.7 Avtokorelacija
Serijska korelacija ali avtokorelacija (angl. autocorrelation) je korelacija vred-
nosti cˇasovne vrste z zakasnjenimi vrednostmi same sebe. Z njo ugotavljamo
mocˇ notranje odvisnosti cˇasovne vrste. Korelacija za vsako preverjano tocˇko
poda vrednosti na intervalu [−1, 1], kjer vrednost 1 pomeni popolno kore-
lacijo, vrednost −1 pa popolno anti-korelacijo. Cˇe se opazovani vrednosti
gibljeta v isti smeri, govorimo o pozitivni korelaciji, cˇe v nasprotni, pa o ne-
gativni. Bolj so vrednosti blizu nicˇle, sˇibkejˇsa je korelacija. Z avtokorelacijo
lahko hitro ocenimo parameter avtoregresijskega modela (poglavje 3.2.2).
Za avtokorelacijo je znacˇilen izris grafa, kot je na sliki 2.5.
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Slika 2.5: Prikaz avtokorelacije cˇasovne vrste s slike 2.1.
Tudi iz avtokorelacije lahko razvidimo, ali je cˇasovna vrsta stacionarna ali
ne. Visoki koeficienti avtokorelacijske funkcije, ki padajo proti nicˇ zelo pocˇasi
(navadno zaradi prisotnosti trenda), nakazujejo, da cˇasovna vrsta ni stacio-
narna. Cˇe od praga zaupanja, dolocˇenega iz standardne napake, odstopa le
nekaj koeficientov, je cˇasovna vrsta najverjetneje stacionarna. Iz avtokorela-
cijskega grafa je ob medsebojno podobnem nihanju podatkov mozˇno opaziti
prisotnost sezonskosti.
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Primer 2.3 Ugotavljanje stacionarnosti iz avtokorelacijskega grafa.
V primeru na sliki 2.5 je razvidno, da je cˇasovna vrsta stacionarna, saj iz
obmocˇja zaupanja odstopa zelo malo vrednosti. Hkrati vrednosti okoli nicˇle
nihajo dinamicˇno, brez vztrajnega, pocˇasnega bliˇzanja. Iz periodicˇno valujocˇe
oblike grafa je v opazovani cˇasovni vrsti razvidna tudi prisotnost sezonskosti.
Na sliki 2.6 se vidi, da cˇasovna vrsta iz vizualizacije na sliki 2.4 ni stacio-
narna. Prvi pogoj za domnevo je ta, da iz obmocˇja zaupanja odstopa veliko
zacˇetnih vrednosti. Prav tako se vrednosti proti nicˇli spusˇcˇajo vztrajno in
pocˇasi.
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Slika 2.6: Prikaz avtokorelacije cˇasovne vrste iz vizualizacije na sliki 2.4.
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Poglavje 3
Napovedni modeli
V delu smo uporabljali sˇest napovednih modelov iz sˇtirih kategorij:
• Naivni napovedni modeli
• Klasicˇni (statisticˇni) napovedni modeli
• Napovedni modeli z regresijo
• Napovedni modeli z nevronskimi mrezˇami
Od naivnih napovednih modelov smo uporabljali vztrajnostni model kot
predstavnika klasicˇnih, statisticˇnih, modelov za napovedovanje cˇasovnih vrst,
integriran avtoregresijski model z drsecˇimi sredinami (ARIMA). Od regresij-
skih napovednih modelov smo v delu uporabljali ogrodje XGBoost, upora-
bljali pa smo sˇe tri razlicˇne arhitekture napovednega modela z nevronskimi
mrezˇami z dolgim kratkorocˇnim spominom (LSTM).
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3.1 Naivni napovedni modeli
3.1.1 Vztrajnostni model
Najbolj naiven model za napovedovanje cˇasovnih vrst, ki zgolj predpostavlja,
da bo prihodnost enaka preteklosti, je vztrajnostni model (angl. persistence
model). Njegova napoved je zamik vrednosti za n cˇasovnih tocˇk, uporablja
pa se ga predvsem za primerjavo z napovedmi drugih napovednih modelov.
Je deterministicˇen, izredno hiter in ne potrebuje obdelovanja podatkov. Za
vrednost zamika (n), se navadno uporablja eno cˇasovno tocˇko, kar pomeni,
da pricˇakujemo, da bo naslednja cˇasovna tocˇka enaka prejˇsnji tocˇki.
Cˇe imamo cˇasovno vrsto X = {x0, x1, . . . xT} in smo na tocˇki xt, kjer t ∈
{0, 1, . . . , T}, lahko vztrajnostni model z enim cˇasovnim zamikom predsta-
vimo z enacˇbo 3.1.
yt = xt−1 (3.1)
Splosˇneje pa lahko model z vrednostjo zamika n opiˇsemo z enacˇbo 3.2.
yt = xt−n (3.2)
Primer napovedi vztrajnostnega modela, ki je napovedoval 24 cˇasovnih tocˇk
vnaprej z eno cˇasovno tocˇko zamika, v cˇasovni vrsti s slike 2.1, je na sliki 3.1.
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Slika 3.1: Z vztrajnostnim modelom (n = 1) napovedanih 24 tocˇk cˇasovne
vrste s slike 2.1.
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3.2 Klasicˇni (statisticˇni) napovedni modeli
3.2.1 ARIMA
Integrirani avtoregresijski model z drsecˇimi sredinami (angl. autoregressive
integrated moving average, ARIMA) je dolgo veljal za najpomembnejˇsi mo-
del za napovedovanje cˇasovnih vrst [29]. Sestavljen je iz avtoregresijskega mo-
dela (angl. autoregression, AR), integracijskega modela I in modela drsecˇih
sredin (angl. moving average MA).
Model je bil ustvarjen kot nadgradnja avtoregresijskega modela z drsecˇimi
sredinami (angl. Autoregressive moving average, ARMA), ki v osnovi deluje
le na stacionarnih vrstah. ARIMA z integracijskim delom I podatke diferen-
cira in s tem nestacionarne vrste spreminja v stacionarne, kar pripomore k
natancˇnosti napovedi. Za napovedovanje gleda v zgodovino cˇasovne vrste in
nove vrednosti napoveduje na podlagi preteklih avtokorelacij in stohasticˇnih
napak.
3.2.2 Avtoregresijski model
Avtoregresijski model za napovedovanje vrednosti uporablja odvisno raz-
merje (regresijo) med trenutnimi in zakasnelimi vrednostmi v opazovani cˇasov-
ni vrsti. V modelu se sˇtevilo zakasnelih (predhodnih) vrednosti oznacˇuje s
parametrom p, splosˇni model pa oznacˇimo kot AR(p).
Avtoregresijski model cˇasovne vrsteX z odlogom p predstavlja enacˇba 3.3.
Xt = c+
p∑
i=1
αiXt−i + ϵt, (3.3)
kjer je c konstanta, αi parametri, ϵt pa sˇum.
3.2.3 Model drsecˇih sredin
Model drsecˇih sredin nove vrednosti napoveduje na podlagi linearne kombi-
nacije napak, dobljenih pri napovedih drugih modelov.
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V modelu se sˇtevilo odlogov napak oznacˇuje s parametrom q, splosˇni model
pa oznacˇimo kot MA(q).
Model drsecˇih sredin z odlogom napak q predstavlja enacˇba 3.4.
Xt = µ+
q∑
i=1
Θiϵt−i + ϵt, (3.4)
kjer je µ pricˇakovana vrednost Xt, Θi parametri, ϵt in ϵt−i pa sˇumi.
3.2.4 Avtoregresijski model z drsecˇimi sredinami
Avtoregresijski model z drsecˇimi sredinami nove vrednosti napoveduje v kom-
binaciji z modeloma AR(p) in MA(q). Model oznacˇimo kot ARMA(p, q) in
ga lahko zapiˇsemo z enacˇbo 3.5.
Xt = c+
p∑
i=1
αiXt−i +
q∑
i=1
Θiϵt−i + ϵt (3.5)
3.2.5 Diferenciacija
Z diferenciacijo transformiramo nestacionarne cˇasovne vrste v stacionarne.
Postopek iterativno odvaja trenutno opazovano vrednost od predhodne vred-
nosti, vse dokler diferencirana cˇasovna vrsta ni stacionarna. Postopek dife-
renciacije lahko zapiˇsemo z enacˇbo odvodov vrednosti.
Enacˇba 3.6 predstavlja diferenciacijo prvega reda.
y′t = yt − yt−1 (3.6)
Vrsta je navadno stacionarna zˇe po prvi diferenciaciji [30]. Cˇe ni, posto-
pek diferenciacije ponavljamo. Diferenciacijo drugega reda bi tako zapisali z
enacˇbo 3.7.
y′′t = y
′
t − y′t−1
= (yt − yt−1)− (yt−1 − yt−2)
= yt − 2yt−1 + yt−2
(3.7)
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V praksi cˇasovnih vrst za dosego stacionarnosti skoraj nikoli ni treba
diferencirati vecˇ kot dvakrat [27]. Diferenciacijo d-tega reda z operatorjem
odklona (B) lahko sicer na splosˇno zapiˇsemo z enacˇbo 3.8.
y
(d)
t = (1−B)dyt (3.8)
Druga metoda diferenciacije pri cˇasovnih vrstah je sezonska diferenciacija.
Pri njej od trenutno opazovane vrednosti odsˇtevamo vrednost, ki je v prete-
klih vrednostih na sezonsko dolocˇenem zamiku (npr. prejˇsnja ura, dan, teden
itd.). Sezonsko diferenciacijo lahko zapiˇsemo z enacˇbo 3.9.
y′t = yt − yt−m, (3.9)
kjer m predstavlja dolzˇino sezone (zamika).
3.2.6 Parametrizacija
Model ARIMA nove vrednosti napoveduje v kombinaciji modela ARMA
in diferenciacije, s katero odpravlja nestacionarnost cˇasovnih vrst. Model
oznacˇimo kot ARIMA(p, d, q), kjer posamezen parameter predstavlja:
• p – red avtoregresivnih odlogov,
• d – sˇtevilo diferenciacij za odpravo ne stacionarnosti,
• q – sˇtevilo odlogov stohasticˇnih napak.
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3.3 Napovedni modeli z regresijo
3.3.1 Ucˇenje ansamblov
Ucˇenje ansamblov (angl. ensemble learning) je proces, ki zdruzˇuje napovedno
mocˇ vecˇ napovednih modelov v enega, z namenom povecˇanja natancˇnosti
napovedi. Navadno se s tehniko zdruzˇuje napovedna drevesa. Pri ucˇenju
ansamblov je pomembna ustrezna kombinacija napovedi. Najpogosteje je
za diskretne izhode uporabljena tehnika glasovanja vecˇine. Najbolj pogosto
uporabljeni tehniki ustvarjanja ansamblov sta t. i. bagging in boosting [31].
Zdruzˇevanje zagonske kopice
Zdruzˇevanje zagonske kopice (angl. bootstrap aggregating ali bagging), je
preprosta tehnika, ki izboljˇsuje stabilnost in tocˇnost algoritmov strojnega
ucˇenja. Iz ucˇne mnozˇice izbere nekaj nakljucˇnih primerov, na katerih se
izvede ucˇni algoritem. Z vecˇ izbranimi mnozˇicami ustvarimo vecˇ dreves, ki
nato sodelujejo pri skupni, koncˇni, napovedi. Bagging zmanjˇsuje varianco in
pripomore k izogibanju prenasicˇenja modelov (angl. overfitting). Tehnika je
graficˇno prikazana na sliki 3.2.
Podatki
Del podatkov 1 Del podatkov 2 Del podatkov n...
Drevo 1 Drevo 2 Drevo n
Slika 3.2: Shema tehnike bagging.
Spodbujevanje
Spodbujevanje (angl. boosting) je tehnika, ki se v nadzorovanem strojnem
ucˇenju (angl. supervised learning) uporablja na podoben nacˇin, kot bagging.
Razlika med tehnikama je v tem, da bagging ucˇne algoritme zdruzˇuje zapo-
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redno, na podlagi utezˇenih ucˇnih podmnozˇic v prejˇsnjih iteracijah. Zaradi
te lastnosti za boosting velja, da lahko sˇibka ucˇenja spreminja v mocˇna [32].
Tehnika je graficˇno prikazana na sliki 3.3.
Podatki
Prirejeni podatki 1
Drevo 1
Prirejeni podatki 2
Drevo 2
...
Drevo n
učenje iz napak učenje iz napak
Slika 3.3: Shema tehnike boosting.
Gradientno spodbujevanje
Gradientno spodbujevanje (angl. gradient boosting) je nadgradnja spodbuje-
vanja, ki tehniki doda funkcionalnost zmanjˇsanja napake sekvencˇno poveza-
nih modelov z uporabo gradienta. Metoda iz podane testne mnozˇice znanih
vrednosti parov vhod–izhod (X, y) poiˇscˇe tak napovedni model F , da bo
preko skupne distribucije vseh parov (X, y) pricˇakovana vrednost kriterijske
funkcije (izgube) minimizirana [33].
Model za primer x ∈ X vrne napoved yˆ = F (x). Iz napovedi lahko s
funkcijo h(x) izracˇunamo rezidualni vektor, kar je prikazano z enacˇbo 3.10.
Z njim se napovedane vrednosti popravijo v resnicˇne vrednosti (y). Funkcija
rezidualnega vektorja sluzˇi ublazˇitvi napak zacˇasnega modela F (X).
y = F (x) + h(x)
h(x) = y − F (x)
(3.10)
Postopek se za natancˇnejˇse napovedi (manjˇso napako) v gradientnem
spodbujanju ponavlja tako, da vsak naslednji model (odlocˇitveno drevo) v
sekvenci kot vhodne podatke prejme rezidualni vektor prejˇsnjega modela.
Shematicˇno je gradientno spodbujevanje prikazano na sliki 3.4.
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Podatki
resnične vrednosti – napovedane vrednosti1
napovedane vrednosti1
Drevo 1
resnične vrednosti – napovedane vrednosti2
napovedane vrednosti2
Drevo 2
...
Slika 3.4: Shema modela gradientnega spodbujevanja.
Koncˇna napoved gradientnega spodbujevanja je vsota napovedi modelov
v ansamblu. Napoved lahko prikazˇemo z enacˇbo 3.11.
yˆ =
∑
Fi(X) (3.11)
3.3.2 XGBoost
Ekstremno gradientno spodbujanje (angl. extreme gradient boosting, XGBo-
ost) je odprtokodni algoritem za strojno ucˇenje, ki ob ustrezni uporabi daje
izjemno natancˇne napovedne rezultate na sˇtevilnih tako klasifikacijskih kot
regresijskih podrocˇjih strojnega ucˇenja [8, 2, 34]. Zasnovan je kot napoved-
ni model z gradientnim spodbujevanjem, ki ansambel gradi z odlocˇitvenimi
drevesi. Algoritem je zaradi sistemskih optimizacij, skalabilnosti in vzpored-
nega izvajanja cˇasovno in pomnilniˇsko ucˇinkovitejˇsi od sorodnih tehnik in
algoritmov [35]. Napovedna drevesa so v XGBoostu razdeljena na regresij-
ska in klasifikacijska, osnovna naloga algoritma pa je optimizacija vrednosti
objektivne funkcije [10].
Regresijska drevesa
Za napovedovanje cˇasovnih vrst se uporabljajo regresijska drevesa, katerih
listi podajajo sˇtevilske vrednosti v napovednem prostoru. Algoritem je spo-
soben tudi ucˇenja iz multivariatnih cˇasovnih vrst.
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Drevesa so zgrajena na pohlepnem principu, kar pomeni, da tocˇke razde-
litve izbirajo na podlagi rezultatov cˇistosti ali tako, da zmanjˇsajo izgubo.
Aditivni model
Drevesa se v aditivnem modelu algoritma XGBoost dodajajo po eno naen-
krat, z dodajanjem pa se obstojecˇe modele pusti taksˇne, kot so. Za zmanjˇseva-
nje izgube se ob dodajanju dreves uporablja gradientni spust. Da lahko izve-
demo proces gradientnega spusta, modelu po izracˇunu izgube dodamo novo
drevo, ki s parametriranjem zmanjˇsa izgubo (sledimo gradientu). Tovrsten
pristop se imenuje spusˇcˇanje s funkcijskim gradientom (angl. functional gra-
dient descent) oz. spusˇcˇanje s funkcijami. Izhod za novo drevo se nato doda
izhodu obstojecˇega zaporedja dreves.
V ucˇenju se dodaja dolocˇeno sˇtevilo dreves oz. se ucˇenje ustavi, ko izguba
dosezˇe sprejemljivo raven ali se na zunanjem naboru podatkov za preverjanje
vecˇ ne izboljˇsa.
3.3.3 Ocenjevanje pomembnosti znacˇilk
Za razliko od metod, ki nove vrednosti napovedujejo pretezˇno na osnovi
vektorsko zbranih podatkov, zna XGBoost inteligentno zaznati in ocenje-
vati pomembnosti znacˇilk ucˇne mnozˇice. Pomembnost posameznih znacˇilk
se izracˇuna iz treh metrik [8]:
• Pridobitev (angl. gain) – relativni prispevek znacˇilke k modelu,
izracˇu-nan tako, da se za vsako drevo v modelu uposˇteva prispevek
te znacˇilke. Viˇsja vrednost v primerjavi z drugo znacˇilko pomeni, da je
pomembnejˇsa za ustvarjanje napovedi.
• Kritje (angl. cover) – relativno sˇtevilo opazovanj, povezanih s to
znacˇilko.
• Frekvenca (angl. frequency) – odstotek, ki predstavlja relativno sˇtevilo
uporabe znacˇilke v drevesih.
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3.3.4 Regularizacija
XGBoost podpira parametre regularizacije, s katerimi kompleksne modele
kaznuje in jih tako zmanjˇsa na enostavnejˇse. Algoritem nadzoruje, ali se bo
dolocˇeno vozliˇscˇe razdelilo na podlagi pricˇakovanega zmanjˇsanja izgube po
razcepu. Vecˇja vrednost parametra vodi do manj razcepov. Regularizacija
pripomore k preprecˇevanju prenasicˇenja modelov.
3.3.5 Delo z redkimi podatki
XGBoost vkljucˇuje algoritem z zavedanjem pomanjkanja (angl. sparsity-
aware algorithm). Z njim iˇscˇe optimalne razdelitve podatkov. Kot pove zˇe
samo ime, se algoritem zaveda tako redkih kot manjkajocˇih podatkov.
3.3.6 Utezˇena kvantilna skica
Vecˇina algoritmov, ki temeljijo na odlocˇitvenih drevesih, zna tocˇke razdeli-
tev vozliˇscˇ najti, ko so ta enako utezˇena. Vozliˇscˇ pa ne znajo razdeljevati,
ko imamo opravka z razlicˇno utezˇenimi podatki. XGBoost ima algoritem
utezˇene kvantilne skice (angl. weighted quantile sketch), s katerim ucˇinkovito
upravlja z utezˇenimi vozliˇscˇi [2].
3.3.7 Vzporedno izvajanje in uporaba pomnilnika
XGBoost za vzporedno izvajanje samodejno izkoriˇscˇa razpolozˇljiva jedra pro-
cesorjev, graficˇne kartice, svoje operacije lahko, predvsem za izredno velike
podatkovne zbirke, izvaja tudi razporejeno na vecˇ naprav. To je mogocˇe, ker
v sistemski zasnovi uporablja blocˇne strukture podatkov. Uporaba blocˇnih
struktur je boljˇsa tudi zato, ker je s tem omogocˇena ponovna raba podatkov
v naknadnih iteracijah, brez ponovnega racˇunanja.
XGBoost lahko s funkcionalnostjo optimiziranja razpolozˇljivega prostora
na disku in maksimiranja njegove uporabe ucˇenje izvaja tudi na tako velikih
podatkovnih zbirkah, ki jih sicer ne bi zmogli shraniti na sistemski pomnilnik.
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3.4 Napovedni modeli z nevronskimi mrezˇami
Umetna nevronska mrezˇa (angl. artificial neural network, v nadaljevanju ne-
vronska mrezˇa) predstavlja model za obdelavo informacij, ki deluje po vzoru
biolosˇkega zˇivcˇnega sistema [36]. Kot taka se izvajanja opravil samodejno
ucˇi na podlagi realnih primerov. Osnovni namen nevronske mrezˇe je, da med
ucˇenjem sama ugotovi pravila za optimalno povezavo vhodnih podatkov z
izhodnimi.
Nevronsko mrezˇo sestavljajo med seboj povezane pragovne funkcije, ki
jih imenujemo umetni nevroni (v nadaljevanju nevron). Vsaka umetna nev-
ronska mrezˇa ima en vhodni nivo, en izhodni nivo in vsaj en skriti nivo nevro-
nov. Sˇtevilo skritih nivojev dolocˇamo sami, navadno pa se sˇtevilo nastavlja
glede na velikost podatkov, oz. glede na izkusˇnje in rezultate zˇe izvedenih
poskusov [36]. Premalo plasti lahko ne zajame vseh nelinearnosti v podat-
kih, prevecˇ plasti pa lahko izgublja vpliv utezˇi na povezavah med nivoji.
Vsak nevron ima en ali vecˇ vhodov in en izhod. Vhodi v posamezen nevron
predstavljajo razlicˇno utezˇeni izhodi iz drugih nevronov. Vrednost izhodnega
signala iz nevrona dolocˇa aktivacijska funkcija.
3.4.1 Ucˇenje nevronske mrezˇe
Nevronska mrezˇa se resˇevanja problema ucˇi z nastavljanjem utezˇi na izhodnih
povezavah nevronov v skritih nivojih. V postopku vzvratnega razsˇirjanja na-
pake (angl. back propagation) skusˇa z optimizacijskim algoritmom iterativno
minimizirati izhodno kriterijsko funkcijo in s tem izboljˇsati tocˇnost napo-
vedi [37]. Dokler nevronska mrezˇa iz podanega vhoda ni sposobna napove-
dati izhoda znotraj dolocˇene ravni napake, se utezˇi neprestano spreminjajo.
Lahko se sicer zgodi, da mrezˇa zaide v lokalni minimum, kjer se utezˇi umirijo,
vendar so napovedi tovrstne mrezˇe vseeno dalecˇ od idealnih.
V prilagodljivih nevronskih mrezˇah (mrezˇe, ki nimajo fiksno nastavljenih
utezˇi) uporabljamo za ucˇenje najpogosteje tehniko nadzorovanega ali nenad-
zorovanega ucˇenja.
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Nadzorovano ucˇenje
Nadzorovano ucˇenje (angl. supervised learning) je tehnika ucˇenja, ki izhodni
enoti pove, kaksˇen naj bi bil zˇelen izhodni signal [37]. Vsak vzorec ucˇnih
primerov v nadzorovanem ucˇenju predstavlja par, ki ga sestavljajo vhodni
in iz njih pricˇakovanih izhodni podatki. Algoritem za nadzorovano ucˇenje
analizira ucˇne podatke in izdela sklepno funkcijo, ki jo lahko uporabimo za
preslikavo novih primerov. Nadzorovano ucˇenje skusˇa minimizirati napako
med zˇelenimi vrednostmi in dobljenimi izracˇuni.
Nenadzorovano ucˇenje
Nenadzorovano ucˇenje (angl. unsupervised learning) je samoorganizirana
tehnika ucˇenja, ki temelji na lokalnih informacijah. Ucˇenje poteka samo-
stojno, s prilagajanjem in dolocˇanjem strukturnih znacˇilnosti vhodnih po-
datkov. Uporablja algoritme, ki izdelujejo zakljucˇke o neoznacˇenih podatkih.
Posledicˇno lahko tovrstno ucˇenje samo odkrije obnasˇanje, ki za dolocˇeno oko-
lje ni bilo predvideno.
3.4.2 Umeten nevron
Kot zˇe omenjeno, so glavni gradniki nevronske mrezˇe umetni nevroni. Nevron
si lahko predstavljamo kot biolosˇki nevron. Vsak nevron ima vsaj en vhod in
en izhod. Vhod sestavljajo utezˇene vrednosti iz izhodov nevronov prejˇsnjega
nivoja. Umeten nevron poleg vhoda in izhoda sestavljata sˇe sesˇtevalnik in
aktivacijska funkcija z izhodom.
Nevron lahko na vhod prejme parameter, imenovan prag, ki predstavlja
nivo signala, pri katerem se nevron sprozˇi. Prag se v nevron navadno podaja
kot utezˇ nultega vhoda, z vrednostjo −1. Sesˇtevalnik sesˇteje zmnozˇke vhodov
z njihovimi pripadajocˇimi utezˇmi. Vsoto iz sesˇtevalnika (t. i. aktivacijo)
normaliziramo z aktivacijsko funkcijo. Izhodni signal nevrona predstavlja
rezultat aktivacijske funkcije, ki je posredovan nevronom v naslednjem nivoju
nevronske mrezˇe.
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Cˇe ima k. nevron n vhodnih signalov (x1, x2, . . . , xn) s pripadajocˇimi
utezˇmi (wk1, wk2, . . . , wkn), pragom Θk in aktivacijsko funkcijo φ, lahko izracˇun
vrednosti izhodnega signala prikazˇemo s shemo na sliki 3.5 oz. z enacˇbo 3.12.
x1
x2
xn
wk1
wk2
wkn
...
∑ ϕ yk
Seštevalnik Aktivacijska
funkcija
-1 Θk
Slika 3.5: Model umetnega nevrona.
yk = φ
(
n∑
i=1
xiwki −Θk
)
(3.12)
3.4.3 Aktivacijska funkcija
Aktivacijska funkcija je funkcija, ki normalizira aktivator in s tem nastavi
vrednost izhodnega signala iz nevrona. Poznamo vecˇ vrst aktivacijskih funk-
cij, med najbolj uporabljene v regresijskih problemih pa sodi t. i. sigmoidna
funkcija [37, 38]. Ime ima po znacˇilni krivulji funkcije, ki ima obliko cˇrke S.
Nima nicˇelnega srediˇscˇa funkcije, najvecˇji gradient pa ima pri vhodnih vre-
dnostih blizu 0. Pri drugih vrednostih je gradient skoraj 0, kar zelo upocˇasni
ucˇenje. Funkcija posledicˇno prinasˇa t. i. problem izginjajocˇih gradientov.
Logisticˇna sigmoidna funkcija
Najbolj osnovna sigmoidna funkcija je logisticˇna sigmoidna funkcija, ki vhod
preslika na vrednosti na intervalu [0, 1]. Funkcija za izracˇun je z enacˇbo 3.13,
krivulja pa prikazana na sliki 3.6.
φ (v) =
1
1 + e−v
(3.13)
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Hiperbolicˇna tangentna funkcija
Posebna oblika sigmoidne funkcije, ki se uporablja predvsem pri nevronskih
mrezˇah, je t. i. hiperbolicˇna tangentna funkcija (angl. hyperbolic tangent
function, tanh) [39]. Tanh vhod preslika v vrednost na intervalu [–1, 1], s
cˇimer preslikane negativne vrednosti ohranja negativne. Formula tanh akti-
vacijske funkcije je prikazana z enacˇbo 3.14, krivulja preslikave pa je prika-
zana na sliki 3.6.
tanh (v) =
sinh (v)
cosh (v)
=
e2v − 1
e2v + 1
(3.14)
ReLU
Kot alternativo se v praksi pogosteje uporablja pragovna linearna funkcija
(angl. rectified linear unit, ReLU) [40]. ReLU je polprepustna funkcija,
ki ohranja zgolj pozitivne vrednosti. Vhod preslika v vrednosti na intervalu
[0,∞). Funkcija je prikazana z enacˇbo 3.15, krivulja funkcije pa je na sliki 3.6.
φ (v) = max (0, v) (3.15)
6 4 2 0 2 4 6
v
0.0
0.2
0.4
0.6
0.8
1.0
Sigmoidna aktivacijska funkcija
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1.00
tanh aktivacijska funkcija
6 4 2 0 2 4 6
v
0
1
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3
4
5
6
ReLu aktivacijska funkcija
Slika 3.6: Krivulje sigmoidne, tanh in ReLU aktivacijske funkcije za v na
intervalu [-6, 6].
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3.4.4 Kriterijska funkcija
Kriterijska funkcija (angl. cost function ali loss function) je funkcija, ki
poda vrednost odstopanja izhoda nevronske mrezˇe od pravilne resˇitve (v
nadaljevanju napako). Poznamo vecˇ kriterijskih funkcij, najbolj splosˇna v
regresijskih napovednih modelih pa je t. i. srednja kvadratna napaka (angl.
mean squared error, MSE).
MSE
MSE izracˇuna povprecˇje kvadratov razlik med resnicˇnimi in napovedanimi
vrednostmi. Rezultat funkcije je vedno pozitiven, popolno ujemanje pa ima
vrednost 0. MSE velikim napakam daje viˇsjo tezˇo in s tem velja za strozˇjo kri-
terijsko funkcijo [41]. Matematicˇno lahko kriterijsko funkcijo MSE zapiˇsemo
z enacˇbo 3.16.
MSE =
1
n
n∑
i=1
(yi − y˜i)2 , (3.16)
kjer n predstavlja sˇtevilo elementov v napovedi, y napovedano vrednost in y˜
resnicˇno vrednost.
RMSE
Priljubljena kriterijska funkcija za evalvacijo napovedi je tudi korenjena sred-
nja kvadratna napaka (angl. root mean squared error, RMSE), ki predstavlja
korenjeno vrednost MSE in jo kot tako predstavimo z enacˇbo 3.17. RMSE
se v strojnem ucˇenju navadno uporablja za primerjavo napovednih napak
razlicˇnih napovednih modelov.
RMSE =
√
MSE =
√ 1
n
n∑
i=1
(yi − y˜i)2, (3.17)
kjer n predstavlja sˇtevilo elementov v napovedi, y napovedano vrednost in y˜
resnicˇno vrednost.
32 POGLAVJE 3. NAPOVEDNI MODELI
3.4.5 Optimizacijski algoritem
Optimizacijski algoritem je funkcija, ki iterativno posodablja utezˇi na sinap-
sah nevronske mrezˇe, z namenom manjˇsanja vrednosti kriterijske funkcije
(napake). Tipicˇno kot vhodni parameter prejme vrednost hitrosti ucˇenja.
SGD
Najpreprostejˇsa optimizacijska funkcija nevronskih mrezˇ je nakljucˇni gradi-
entni spust (angl. stochastic gradient descent, SGD) [37]. Funkcija aktivne
utezˇi posodablja s trenutnim, z vrednostjo hitrosti ucˇenja pomnozˇenim, gra-
dientom. Enacˇba 3.18 prikazuje korak stohasticˇnega gradientnega spusta.
Wt = Wt−1 − η ∂L
∂Wt−1
, (3.18)
kjer so W vrednosti utezˇi, η hitrost ucˇenja, ∂L
∂Wt−1
pa parcialni odvod krite-
rijske funkcije L po vrednostih utezˇi prejˇsnjega koraka (gradient).
ADAM
Optimizacijski algoritem, ki konvergira hitreje kot SGD ter uposˇteva drsecˇe
sredine in varianco gradienta, je t. i. ocena prilagodljivega trenutka (angl.
adaptive moment estimation, ADAM) [42].
ADAM prilagodi stopnjo ucˇenja za vsako utezˇ v nevronski mrezˇi z oceno
prvega in drugega trenutka gradienta. Prvi trenutek predstavlja drsecˇe pov-
precˇje (m), drugi pa varianco (v) gradienta. Vrednosti ADAM izracˇuna po
formuli 3.19.
mt = β1mt−1 + (1− β1)gt
vt = β2vt−1 + (1− β2)g2t ,
(3.19)
kjer gt predstavlja gradient v cˇasovnem intervalu t, vrednosti β1 in β2 pa
parametra razpada trenutkov gradienta, navadno z vrednostima β1 = 0, 9 in
β2 = 0, 999.
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Izracˇunanim ocenam se v naslednjem koraku odstrani pristranskost. Koncˇne
ocene so izracˇunane po enacˇbi 3.20.
mˇt =
mt
1− βt1
vˇt =
vt
1− βt2
(3.20)
Vrednosti novih utezˇi se z algoritmom ADAM nastavijo po enacˇbi 3.21.
Wt = Wt−1 − η mˇt√
vˇt + ϵ
, (3.21)
kjer so W vrednosti utezˇi, η hitrost ucˇenja, ϵ pa hiperparameter algoritma,
ki preprecˇuje deljenje z 0.
3.4.6 Naprej povezana nevronska mrezˇa
Za naprej povezano nevronsko mrezˇo (angl. feedforward neural network),
oz. usmerjeno nevronsko mrezˇo velja, da je vsak nevron enosmerno povezan
z vsemi nevroni v naslednjem nivoju. Naprej povezana nevronska mrezˇa
ima vhodni in izhodni nivo ter vsaj en vmesni, skriti nivo. Sˇtevilo skritih
nivojev dolocˇimo s konfiguracijo mrezˇe. Cˇe ima nevronska mrezˇa vecˇ skritih
nivojev, lahko za tako mrezˇo recˇemo, da uporablja globoko ucˇenje (angl.
deep learning). Naprej povezane nevronske mrezˇe se navadno uporabljajo za
klasifikacijske probleme [43].
Ko mrezˇa prejme podatke na vhod, se aktivirajo nevroni vhodnega ni-
voja, ki na osnovi vhodnega vektorja utezˇijo svoje izhode. Nato se aktivirajo
nevroni prvega skritega nivoja, ki utezˇijo svoje izhode, signal pa aktivira
naslednje nivoje nevronske mrezˇe. Informacije vnaprej povezani nevronski
mrezˇi potujejo enosmerno od vhoda proti izhodu, zato je vsak nivo nevronov
odvisen zgolj od predhodnega nivoja.
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Primer 3.1 Primer naprej povezane nevronske mrezˇe je graficˇno prikazan
na sliki 3.7.
Na sliki nevronska mrezˇa na vhodni nivo (obarvan modro) prejme vektor vho-
dnih vrednosti dolˇzine n (V HOD1, V HOD2, . . . , V HODn).
Izhod vhodnega nivoja nato po utezˇenih povezavah (sive pusˇcˇice) potujejo do
prvega skritega nivoja, izhod prvega skritega nivoja pa z novimi utezˇmi na
povezavah do drugega skritega nivoja. Skrite nivoje na sliki gradijo oranzˇno
obarvani nevroni. Drugi skriti nivo svoj izhod po na novo utezˇenih povezavah
posreduje nevronom izhodnega nivoja (obarvan zeleno).
Izhod iz izhodnega nivoja nevronov predstavlja vektor koncˇnih napovedi dolˇzine
m (IZHOD1, IZHOD2, . . . , IZHODm). V klasifikacijskem problemu vsak
izhod predstavlja verjetnost, da so na vhod prejeti podatki predstavniki dolocˇe-
nega razreda, pri regresijskem pa vrednosti sekvence.
VHOD1
VHOD2
VHOD3
VHODn
f
f
f
f
f
f
f
f
f
f
f
f
f
f
IZHOD1
IZHOD2
IZHOD3
IZHODm
SKRITI NIVOJIVHODNI NIVO IZHODNI NIVO
... ...
... ...
... ...
Slika 3.7: Shema naprej povezane nevronske mrezˇe.
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3.4.7 Povratna nevronska mrezˇa
Primer mrezˇe s funkcionalnostjo zavedanja stanj iz prejˇsnjih cˇasovnih ko-
rakov je t. i. povratna nevronska mrezˇa (angl. recurrent neural network,
RNN) [44]. Pri njej imajo nevroni svoje izhode povezane na svoje vhode.
Zato lahko recˇemo, da ima povratna nevronska mrezˇa lasten spomin (notran-
je stanje), ki hrani informacije iz prejˇsnjih cˇasovnih korakov. Za razliko od
naprej povezanih nevronskih mrezˇ, lahko povratne mrezˇe uporabljajo svoje
notranje stanje za obdelavo zaporedja vhodov. Zato so primerne za napove-
dovanje sekvencˇnih podatkov, kamor sodijo tudi cˇasovne vrste.
Nevron povratne cˇasovne vrste v vsakem cˇasovnem koraku prejme izhod
samega sebe (notranje stanje) iz prejˇsnjega cˇasovnega koraka. Predhodno
vrednost nato uporabi kot zacˇetno tocˇko v novem cˇasovnem koraku. Nevron
povratne cˇasovne vrste ht je shematsko prikazan na levi strani slike 3.8. Na
sliki xt predstavlja vhodno vrednost, yt izhodno vrednost, ut pa povratno
sinapso izhoda v naslednji cˇasovni korak.
Cˇe ima nevron ht vecˇ cˇasovnih tocˇk vhoda (x0, x1, . . . , xt), vecˇ cˇasovnih
tocˇk notranjega stanja (u0, u1, . . . , ut) in vecˇ cˇasovnih tocˇk izhoda (yt, y1, . . .
, yt), lahko za vecˇ cˇasovnih tocˇk raztegnjen nevron shematsko prikazˇemo kot
graf brez ciklov. Primer prikaza raztegnjenega nevrona povratne cˇasovne
vrste je na desni strani slike 3.8.
ht
xt
yt
ut h0
x0
y0
h1
x1
y1
 h2
x2
y2
= ht
xt
yt
...u0 u1 Ut-1
Slika 3.8: Na levi strani slike je predstavljen nevron povratne nevronske
mrezˇe s ciklom. Na desni strani je isti nevron raztegnjen po cˇasu.
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Povratna nevronska mrezˇa v vsakem cˇasovnem koraku prejme vektor vhodnih
vrednosti x, izracˇuna skriti vektor h in vrne izhodni vektor y. Trenutno
notranje stanje nevrona (ht) matematicˇno izracˇunamo z enacˇbo 3.22.
ht = f (ht−1, xt) , (3.22)
kjer ht−1 predstavlja prejˇsnje notranje stanje nevrona, xt pa trenutno vhodno
stanje.
Enacˇbo lahko z uporabo aktivacijske funkcije φ in ob uporabi pristranskega
vektorja (angl. bias), ki sluzˇi preprecˇevanju prenasicˇenja (angl. overfitting)
bh, predstavimo tudi z enacˇbo 3.23.
ht = φ (Whhht−1 +Wxhxt + bh) , (3.23)
kjer Whh predstavlja matriko utezˇi na skritih nivojih, Wxh pa matriko utezˇi
na vhodnem nivoju.
Izracˇun izhodne vrednosti z uporabo pristranskega vektorja by je prikazan z
enacˇbo 3.24.
yt = φ (Whyht + by) , (3.24)
kjer Why predstavlja matriko utezˇi na izhodnem nivoju.
Problem izginjajocˇega gradienta
Tudi povratna nevronska mrezˇa se ucˇi z vzvratnim razsˇirjanjem napake, zato
obstaja mozˇnost za nastanek problema izginjajocˇega gradienta (angl. vani-
shing gradient problem) [37]. Z dolgorocˇnim vzvratnim racˇunanjem gradienta
napake ob uposˇtevanju utezˇi, bo gradient postajal vse manjˇsi. Cˇe vrednost
gradienta postane izredno nizka, se utezˇi na sinapsah prenehajo posodabljati.
Problem odpravlja posebna arhitektura povratnih nevronskih mrezˇ z dol-
gim kratkorocˇnim spominom.
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3.4.8 LSTM
Nevronska mrezˇa z dolgim kratkorocˇnim spominom (angl. long short-term
memory neural network, LSTM) je specificˇna vrsta povratne nevronske mrezˇe,
ki ima sposobnost ucˇenja dolgorocˇne odvisnosti [1, 37, 44]. Zˇe v osnovi je
namrecˇ zgrajena tako, da si lahko zapomni informacije za daljˇsa cˇasovna
obdobja. Kljucˇnega pomena za resˇevanje problema v nasˇem delu je tudi
lastnost, da LSTM zˇe v osnovi omogocˇa podporo za delo s sekvencami. V
postopku ucˇenja bere en cˇasovni korak vhodne sekvence naenkrat in z njim
posodobi svoje notranje stanje, ki kasneje sluzˇi kot kontekst za podajanje
napovedi.
Za razliko od drugih arhitektur RNN-ja, LSTM odpravlja pomanjkljivost
izginjajocˇega graditenta [37]. To pocˇne s posebno zasnovanimi nevroni v
skritem nivoju, imenovanimi pomnilniˇski bloki. Pomnilniˇski blok je prikazan
na sliki 3.9.
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Slika 3.9: Pomnilniˇski blok modela LSTM.
Pomnilniˇska celica
Podobno kot pri RNN-ju zaporedno sami vase vezani nevroni, so pri LSTM
pomnilniˇski bloki zaporedno vase povezane t. i. pomnilniˇske celice. Posa-
mezno LSTM pomnilniˇsko celico, ki je graficˇno prikazana na sliki 3.10, se-
stavljajo 4 nivoji nevronske mrezˇe (rumeno obarvani pravokotniki), tocˇkovne
operacije (oranzˇno obarvani krogi in elipsa) in vektorji prenosa podatkov.
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Slika 3.10: LSTM-pomnilniˇska celica z locˇenim prikazom notranjega stanja,
vrat in koraki posodobitve notranjega stanja celice.
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Notranje stanje (C) pomnilniˇske celice tecˇe skozi celotno verigo pomnilni-
sˇkega bloka, vmes pa nad njim celice izvajajo manjˇse linearne interakcije. Tok
notranjega stanja skozi celotno celico je predstavljen na sliki 3.10a. Stanje
tecˇe od vhoda Ct−1, mimo mnozˇilnika in sesˇtevalnika do izhoda Ct.
Vrata pomnilniˇske celice so struktura, ki uravnavajo dodajanje ali odstran
jevanje informacij iz notranjega stanja celice. Zgrajene so iz sigmoidnega ni-
voja nevronske mrezˇe (na sliki 3.10 rumen pravokotnik s simbolom σ) in
usmerjenega mnozˇilnika (na sliki 3.10 oranzˇen krog s simbolom ×). Sigmo-
idni nivo na izhodu vrne vrednost iz intervala [0, 1]. Vrednost pove, koliko
vsake komponente bo uposˇtevano pri spremembi notranjega stanja. LSTM
pomnilniˇska cela ima tri vrata, ki sˇcˇitijo in nadzorujejo notranje stanje.
Notranje stanje celice osnovne arhitekture LSTM, se s cˇasom zaporedno spre-
minja po vrstnem redu naslednjih vrat in postopkov:
1. Pozabljiva vrata so v LSTM-ju vrata, ki dolocˇajo, katere informacije
bodo izbrisane iz notranjega stanja. S pozabljanjem se odstranjuje
zastarela stanja, s cˇimer se preprecˇuje nekontrolirana rast stanja in se
s tem izogiba eksploziji gradienta. Odlocˇitev sprejme sigmoidni nivo,
imenovan nivo pozabljivih vrat (angl. forget gate layer). Vrata iz
vhodne vrednosti (xt) in izhoda celice iz prejˇsnjega cˇasovnega koraka
(ht−1) vrnejo vrednosti med 0 (zavrzi) in 1 (ohrani v celoti) za vsako
vrednost notranjega stanja (Ct−1). Pozabljiva vrata so na sliki 3.10b,
matematicˇno pa so predstavljena z enacˇbo 3.25.
ft = σ (Wf · [ht−1, xt] + bf ) , (3.25)
kjer σ predstavlja sigmoidno aktivacijsko funkcijo,Wf matriko utezˇi na
vratih, bf pa pristranski vektor (angl. bias).
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2. Vhodna vrata so v LSTM vrata, ki dolocˇajo, katere informacije bodo
shranjene v notranje stanje. Odlocˇitev najprej sprejme sigmoidni nivo,
imenovan nivo vhodnih vrat (angl. input gate layer), ki dolocˇi, kate-
re vrednosti se bodo posodobile. Nato tanh nivo ustvari vektor novih
kandidatov vrednosti (Cˆt), ki bi lahko bile dodane v notranje stanje.
Vhodna vrata predstavlja enacˇba 3.26, graficˇno pa slika 3.10c.
it = σ (Wi · [ht−1, xt] + bi)
Cˆt = tanh (Wc · [ht−1, xt] + bC) ,
(3.26)
kjer σ predstavlja sigmoidno aktivacijsko funkcijo, tanh aktivacijsko
funkcijo s hiperbolicˇnim tangensom, Wi in WC matriki utezˇi na vratih,
bi in bC pa pristranska vektorja.
3. Celica svoje staro stanje posodobi po nastavitvi izhodnega signala vhod-
nih vrat. Staro stanje (Ct−1) se pomnozˇi z izhodom pozabljivih vrat
(ft), cˇemur priˇstejemo sˇe produkt izhodnih vrednosti vhodnih vrat. Po-
sodobitev je predstavljena na sliki 3.10d, matematicˇno pa z enacˇbo 3.27.
Ct = ft · Ct−1 + it · Cˇt (3.27)
4. Izhodna vrata so v LSTM-ju vrata, ki dolocˇajo, katere informacije
bodo na izhodu iz celice. Odlocˇitev najprej sprejme sigmoidni nivo,
imenovan nivo izhodnih vrat (angl. output gate layer), ki dolocˇi, katere
vrednosti stanja celice (Ct) bodo poslane na izhod. S funkcijo tanh
preslikano stanje celice, je nato pomnozˇeno sˇe z izhodom sigmoidnega
nivoja, s cˇimer na izhod dobimo le izbrane vrednosti. Matematicˇno je
izracˇun izhoda prikazan z enacˇbo 3.28, graficˇno pa na sliki 3.10e.
ot = σ (Wo · [ht−1, xt] + b0)
ht = ot · tanh (Ct) ,
(3.28)
kjer σ predstavlja sigmoidno aktivacijsko funkcijo, tanh normalizacijsko
funkcijo s hiperbolicˇnim tangensom in Wo matriko utezˇi na vratih.
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3.4.9 Arhitekture LSTM-ja
Elemente LSTM-ja lahko sestavljamo v vecˇ arhitektur [1, 45]. V delu smo
uporabljali naslednje tri arhitekture:
Osnovna arhitektura LSTM (angl. vanilla LSTM ) je arhitektura, ki ima
zgolj en skriti nivo LSTM-enote in en naprej povezan izhodni nivo, ki podaja
napovedi. Sluzˇi kot osnova, ki jo nadgrajujemo v drugih arhitekturah.
Sestavljena arhitektura LSTM (angl. stacked LSTM ) je arhitektura, ki
enega na drugega zlozˇi vecˇ skritih LSTM nivojev. Skriti nivo mrezˇe tako
sestavlja vecˇ nivojev LSTM, kjer ima vsak od njih vecˇ pomnilniˇskih celic. Z
vecˇanjem sˇtevila skritih plasti poglabljamo nevronsko mrezˇo, kar teoreticˇno
pripomore k viˇsji natancˇnosti napovedi. Dodatni skriti nivoji zdruzˇujejo
naucˇeno predstavitev napovedi iz prejˇsnjih nivojev in ustvarijo nove predsta-
vitve na visoki ravni abstrakcije. Prikaz arhitekture je na sliki 3.11.
Vhod LSTM LSTM Izhod... Gosto povezana plast
Slika 3.11: Shema sestavljene arhitekture LSTM.
Arhitektura sekvence-v-sekvenco LSTM (angl. encoder-decoder LSTM )
je arhitektura, ki na izhodu namesto napovedane vrednosti ene znacˇilke vracˇa
napovedi vseh znacˇilk sekvence. Sestavljena je iz modela za branje in kodi-
ranje vhodne sekvence in modela, ki prebere kodirano vhodno sekvenco in
ustvari napovedi. Prikaz arhitekture je na sliki 3.12.
Vhod Kodirni model Dekodirni model Gosto povezana plast Izhod
Slika 3.12: Shema arhitekture sekvenca-v-sekvenco LSTM.
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Poglavje 4
Obdelava cˇasovnih vrst
V delu smo poleg uporabe razlicˇnih napovednih modelov uporabljali tudi
razlicˇne kombinacije obdelav podatkov, s katerimi smo poskusˇali izboljˇsati
napovedno tocˇnost. Poleg splosˇnih, statisticˇnih tehnik obdelav podatkov,
kamor sodijo normalizacija, standardizacija in logaritemska preslikava, smo
uporabili sˇe cˇasovnim vrstam specificˇne tehnike, kot sta odstranitev trenda
in sezonskosti. Statisticˇne tehnike vhodne podatke skalirajo v znane, lahko
tudi omejene skale. Posebej uporabno je podatke skalirati takrat, ko vredno-
sti obsegajo visoke medsebojne razlike in ko so vrednosti zajete v razlicˇnih
merskih enotah [27].
Poleg modifikacij obstojecˇih podatkov, je pomembno tudi ustrezno obrav-
navanje morebitno manjkajocˇih podatkov. Predvsem v cˇasovnih vrstah, kjer
so podatki zbrani v dolocˇenih intervalih, ki so lahko med seboj tudi po-
membno odvisni, so manjkajocˇe vrednosti lahko usodne za ustreznost na-
povedi. Z razlicˇnimi tehnikami lahko manjkajocˇe vrednosti prirejamo oz.
celoten proces ucˇenja prilagodimo tako, da manjkajocˇe vrednosti ne morejo
vplivati na napovedovanje.
Zbrani podatki lahko vsebujejo anomalije – izjemno odstopajocˇe vredno-
sti z visoko verjetnostjo, da so posledica nepravilnosti v zajemanju. Te z
razlicˇnimi pristopi in tehnikami odpravljamo na podoben nacˇin kot manj-
kajocˇe vrednosti.
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4.1 Normalizacija
Normalizacija je statisticˇni postopek, s katerim vrednosti neke skale presli-
kamo v drugo, znano, omejeno skalo. Z normalizacijo skusˇamo zagotoviti, da
problem konvergence ne bo imel velike variance.
Vhodne podatke se s tehniko Min-Max skalira na interval [0, 1], kjer 0
predstavlja najmanjˇso vrednost iz vhodnega seta, 1 pa najvecˇjo. Tovrstno
normalizacijo lahko opiˇsemo z enacˇbo 4.1. Na sliki 4.1 je normalizirana
cˇasovna vrsta s slike 2.1.
xˆt =
xt − xmin
xmax − xmin , (4.1)
kjer je xt trenutni element vhodne sekvence, xmin najmanjˇsi element vhodne
sekvence in xmax navecˇji element vhodne sekvence.
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Slika 4.1: Normalizirana cˇasovna vrsta s slike 2.1.
4.1.1 Inverzna normalizacija
Z inverzno normalizacijo normalizirane podatke vrnemo v skalo izvorne mnozˇice.
To storimo z enacˇbo 4.2.
xt = xˆt · (xmax − xmin) + xmin, (4.2)
kjer xˆt predstavlja trenutni element normalizirane sekvence, xmin najmanjˇsi
element originalne sekvence in xmax navecˇji element originalne sekvence.
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4.2 Standardizacija
Podobno kot normalizacija, je tudi standardizacija tehnika, ki vrednosti pre-
slika v drugo skalo. Standardizacija v strojnem ucˇenju sluzˇi izboljˇsanju
ucˇnega procesa, saj izboljˇsa numericˇne vrednosti optimizacijskega problema.
Podatke preslika tako, da je povprecˇna vrednost izhoda 0 in da je njegova va-
rianca enotna. Standardizacijo lahko matematicˇno predstavimo z enacˇbo 4.3.
Na sliki 4.2 je standardizirana cˇasovna vrsta s slike 2.1.
xˆt =
xt − µ
σ
, (4.3)
kjer xt predstavlja trenutni element vhodne sekvence, µ srednjo vrednost
vhodne sekvence in σ standardni odklon vhodne sekvence.
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Slika 4.2: Standardizirana cˇasovna vrsta s slike 2.1.
4.2.1 Inverzna standardizacija
Z inverzno standardizacijo standardizirane podatke vrnemo v skalo izvirne
mnozˇice. To storimo z enacˇbo 4.4.
xt = xˆt · σ + µ, (4.4)
kjer xˆt predstavlja trenutni element standardizirane sekvence, σ standardni
odklon originalne sekvence in µ srednjo vrednost originalne sekvence.
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4.3 Logaritemska preslikava
Logaritemska preslikava vrednosti vhodne sekvence preslika z logaritemsko
funkcijo, kar sluzˇi k stabilizaciji variance v podatkih [27] in spremembi mul-
tiplikativnih cˇasovnih vrst v aditivne [23]. Logaritemska preslikava je defini-
rana le za pozitivne vrednosti vecˇje od 0. Da lahko preslikavo uporabljamo
tudi pri vrstah z negativnimi vrednostmi, lahko tako vrsto s priˇstetjem ab-
solutne vrednosti najnizˇje vrednosti v vrsti povecˇane za 1, spremenimo v po-
zitivno in vecˇjo od 0. Logaritemsko preslikavo lahko matematicˇno zapiˇsemo
z enacˇbo 4.5.
xˆt =
⎧⎨⎩log(xt), xmin > 0log (xt + abs(xmin) + 1) , xmin ≤ 0 , (4.5)
kjer xˆt predstavlja trenutni element vhodne sekvence, xmin pa njen najmanjˇsi
element.
4.3.1 Inverzna logaritemska preslikava
Z inverzno logaritemsko preslikavo preslikane podatke vrnemo v skalo iz-
vorne mnozˇice. Cˇe smo izvorno vrsto povecˇali, moramo inverzu vrednost
zdaj odsˇteti. Inverzna logaritemska preslikava je prikazana z enacˇbo 4.6.
xt =
⎧⎨⎩exp(xˆt), xmin > 0exp(xˆt − abs(xmin)− 1), xmin ≤ 0 , (4.6)
kjer xˆt predstavlja trenutni element logaritemsko preslikane sekvence, xmin
pa najmanjˇsi element originalne sekvence.
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4.4 Odstranitev trenda
Napovedni modeli v teoriji boljˇse napovedne rezultate dajejo v stacionarnih
cˇasovnih vrstah [1, 27]. Kot je opisano v poglavju 2.1.6, je vrsta stacionarna
takrat, ko med drugim ne vsebuje trenda. Tega lahko odstranjujemo na
vecˇ nacˇinov, od katerih sta najpreprostejˇsi metodi odsˇtetje trenda s tehniko
dekompozicije cˇasovne vrste in tehnika z diferenciranjem.
4.4.1 Diferenciranje
Tehnika z diferenciranjem vsako cˇasovno cˇasovno tocˇko obdelane cˇasovne
vrste izracˇuna tako, da vrednosti trenutne cˇasovne tocˇke (xt) diferencira z
vrednostjo neke prejˇsnje tocˇke. Komponento iz cˇasovne vrste navadno odstra-
nimo zˇe z diferenciacijo prvega reda [1]. Za odstranjevanje trenda kot peri-
odo zamika vrednosti navadno vzamemo vrednost 1. Z diferenciranjem lahko
odstranjujemo tudi komponento sezonskosti. V tem primeru moramo za vre-
dnost periode zamika uporabiti frekvenco, s katero se vzorci v cˇasovni vrsti
ponavljajo. Matematicˇno je diferenciranje predstavljeno v poglavju 3.2.5.
Slika 4.3 predstavlja cˇasovno vrsto s slike 2.1 s tehniko diferenciranja odstra-
njenim trendom.
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Slika 4.3: Cˇasovna vrsta s slike 2.1 z odstranjenim trendom po metodi
diferenciranja, ob prikazu novega trenda.
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4.4.2 Vrnitev trenda v cˇasovno vrsto
Da cˇasovno vrsto z odstranjenim trendom s tehniko diferenciranja povr-
nemo v resnicˇne vrednosti, moramo poznati zadnjo realno vrednost origi-
nalne cˇasovne vrste, ki smo ji komponento prej odstranjevali. Prvi cˇasovni
tocˇki diferencirane cˇasovne vrste priˇstejemo zadnjo realno vrednost originalne
cˇasovne vrste, vsem naslednjim tocˇkam pa priˇstevamo vrednosti zˇe povrnje-
nih vrednosti prejˇsnjih cˇasovnih tocˇk.
Cˇe smo za interval diferenciacije vzeli vecˇjo vrednost (n ≥ 0), moramo po-
znati zadnjih n vrednosti originalne cˇasovne vrste, ki jih za inverz priˇstejemo
prvim n vrednostim vrste z odstranjeno komponento. Naslednje tocˇke sesˇtevamo
z za n predhodnimi vrednostmi zˇe inverznih vrednosti.
Vrnitev s prvim redom odstranjenega trenda lahko matematicˇno predsta-
vimo z enacˇbo 4.7.
xt =
⎧⎨⎩xˆt + ot, 0 ≤ t < n;xˆt + xt−n, t ≥ n; (4.7)
kjer xˆt predstavlja trenutno tocˇko cˇasovne vrste z odstranjenim trendom, ot
pa trenutno vrednost zadnjih realnih vrednosti iz originalno obdelane cˇasovne
vrste.
4.5 Odstranitev sezonskosti
Podobno kot trend lahko iz cˇasovnih vrst za teoreticˇno natancˇnejˇse napovedi,
odstranimo tudi sezonskost [1]. Sezonskost lahko iz vrste odstranimo z dife-
renciranjem, navadno pa jo odstranimo z neposrednim odsˇtetjem (pri mul-
tiplikativnih modelih deljenjem) komponente. Slika 4.4 predstavlja cˇasovno
vrsto s slike 2.1, z odstranjeno sezonskostjo po tehniki odsˇtetja komponente.
4.5. ODSTRANITEV SEZONSKOSTI 49
dan
 01
 ob
 18
:00
dan
 02
 ob
 06
:00
dan
 02
 ob
 18
:00
dan
 03
 ob
 06
:00
dan
 03
 ob
 18
:00
dan
 04
 ob
 06
:00
dan
 04
 ob
 18
:00
dan
 05
 ob
 06
:00
dan
 05
 ob
 18
:00
dan
 06
 ob
 06
:00
0
20
40
60
80
100
te
vi
lo
 k
lik
ov
 n
a 
og
la
s
tevilo klikov na oglas v Twitter skupini, z odstranjeno sezonstkostjo
AppClicks
Seasonal
Slika 4.4: Cˇasovna vrsta s slike 2.1 z odstranjeno sezonskostjo z metodo
odsˇtetja komponente, ob prikazu nove sezonskosti. Komponentp sezonskosti
smo pridobili z orodjem StatsModels.TSA [24].
4.5.1 Vrnitev sezonskosti v cˇasovno vrsto
Cˇasovni vrsti z odstranjeno sezonskostjo, glede na metodo odstranitve, le-to
povrnemo ali z inverzno diferenciacijo ali priˇstetjem (mnozˇenjem) originalne
komponente sezonskosti. Cˇe je bila originalna komponenta sezonskosti polno
periodicˇna, tj. da je zadnja perioda enako dolga kot prva, lahko razsˇirjeni
cˇasovni vrsti (npr. napovedanim prihodnjim tocˇkam cˇasovne vrste) sezon-
skost vrnemo iz komponente sezonskosti izvorne cˇasovne vrste. Cˇe je bil
model originalne cˇasovne vrste aditiven, sezonskost vrnemo s priˇstetjem kom-
ponente po enacˇbi 4.8, cˇe pa je bil multiplikativen, pa z mnozˇenjem.
yt = yˆt + st (4.8)
Vrnitev sezonskosti je za lazˇje razumevanje prikazana sˇe na primeru 4.1.
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Primer 4.1 Vrnitev sezonskosti v napovedane vrednosti cˇasovne vrste.
Napovedujemo 180 tocˇk cˇasovne vrste, izdelane s sinusno funkcijo (sin).
Ucˇna mnozˇica zajema 720 cˇasovnih tocˇk. Vrsta ima opazno periodicˇno kom-
ponento sezonskosti, s frekvenco 360 tocˇk. Zaradi izbire funkcije sin se kom-
ponenta sezonskosti povsem prilega originalni cˇasovni vrsti. Vrsta je sesta-
vljena z aditivnim modelom, zato bo cˇasovna vrsta z odsˇteto sezonskostjo
nicˇelna (vse vrednosti bodo 0). Graficˇno je primer prikazan na sliki 4.5.
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Slika 4.5: Cˇasovna vrsta z njeno (solezˇno) komponento sezonskosti, vrsta
z odstranjeno komponento sezonskosti in iz vrste z odstranjeno sezonskostjo
izmiˇsljenih 180 cˇasovnih tocˇk, ki predstavljajo napovedane tocˇke.
Napovedani vrsti sezonskost vrnemo tako, da napovedanim vrednostim
priˇstejemo za sˇtevilo tocˇk napovedi zacˇetnih tocˇk komponente sezonskosti ori-
ginalne vrste. V nasˇem primeru smo 180 izmiˇsljenim napovedanim vredno-
stim priˇsteli prvih 180 vrednosti komponente sezonskosti originalne cˇasovne
vrste, kot je prikazano na sliki 4.6.
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Slika 4.6: Napovedana cˇasovna vrsta, za dolzˇino napovedane cˇasovne vrste
odrezan zacˇetek komponente sezonskosti originalne vrste in njuna vsota.
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4.6 Obdelava manjkajocˇih podatkov
Pri cˇasovnih vrstah se lahko, tako kot pri vseh zbirkah podatkov, zgodi,
da v podatkih manjkajo vrednosti. Ker so cˇasovne vrste zbrane v cˇasovnih
intervalih, lahko manjkajocˇi podatek predstavlja velik problem [1].
Obstaja vecˇ tehnik, ki naslavljajo manjkajocˇe vrednosti v cˇasovnih vr-
stah [46, 47, 48]. Najlazˇja je ta, da se od celotnih podatkov uporablja le del,
ki nima manjkajocˇih vrednosti. Slabost tehnike je, da lahko z njo izgubimo
pomemben del podatkov. Drugi pristop je prirejanje manjkajocˇih vredno-
sti, kamor sodijo razlicˇne tehnike glajenja, interpolacije in zlepljanja. Tudi
te metode sicer niso popolne, saj ne uposˇtevajo korelacij med znacˇilkami in
lahko zato ne posnemajo morebitnih kompleksnih vzorcev.
Obstaja sˇe vecˇ tehnik, ki korelacije med znacˇilkami uposˇtevajo. Mednje
sodijo npr. spektralna analiza [49], matricˇno dokoncˇevanje s faktorizacijo [50]
in druge.
4.7 Obdelava anomalij
Zaznava in obdelava anomalij v cˇasovnih vrstah sta pomembni zato, ker
lahko izrazito odstopajocˇe vrednosti mocˇno negativno vplivajo na pravilnost
napovedovanja [1]. Anomalije so lahko tocˇkovne, sekvencˇne ali kontekstne.
Pri kontekstnih je odstopanje posledica podatkom domenskega razloga [51].
Anomalije se lahko sistematicˇno zaznavajo s tehnikami odstopanja vrednosti
izven omejenega obmocˇja, nadzorovanim ucˇenjem, kjer algoritem sam oceni
veljavnost vrednosti, opazovanjem trenda cˇasovne vrste, najpreprosteje pa
ponovno z vizualizacijo cˇasovne vrste.
Anomalije izstopajocˇih tocˇk lahko odpravljamo na enak nacˇin, kot se
prirejajo vrednosti manjkajocˇih vrednosti (glajenje, interpolacija, zlepki).
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4.8 Priprava struktur za nadzorovano ucˇenje
Cˇasovne vrste je za ucˇenje napovednih modelov, ki uporabljajo nadzorovano
ucˇenje, treba oblikovati v ustrezno zbirko vzorcev. Vsak vzorec v strukturi
vsebuje komponento vhodnih podatkov in komponento njim pripadajocˇih iz-
hodnih podatkov. Struktura nadzorovanega ucˇenja pove, kaj se bo model
naucˇil in na kaksˇen nacˇin bomo naucˇeni model uporabljali kasneje za poda-
janje napovedi.
Komponento vhodnih podatkov navadno oznacˇimo z X, komponento iz-
hodnih podatkov pa z Y .
Velikost komponente vhodnih podatkov predstavlja sˇtevilo trenutni tocˇki
predhodnih cˇasovnih tocˇk, iz katerih napovedujemo trenutno vrednost, veli-
kost komponente izhoda pa predstavlja sˇtevilo vnaprej napovedanih cˇasovnih
tocˇk. Cˇasovne tocˇke v vzorcih splosˇne predelave pripravljamo po principu
drsecˇega okna. Vsak vzorec predstavlja za eno cˇasovno tocˇko zamaknjen
nabor vrednosti originalne cˇasovne vrste. Napovedni model se bo iz po-
danih primerov naucˇil vhode preslikati v izhode, kar lahko predstavimo z
enacˇbo 4.9.
Y = f(X) (4.9)
Cilj nadzorovanega ucˇenja je, da se model naucˇi najboljˇse mozˇne presli-
kave f , ki bo znala iz nove vrednosti mnozˇice X napovedati ustrezno mnozˇico
Y .
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4.8.1 Priprava za napovedovanje vecˇ tocˇk vnaprej
Za iz N vzorcev podatkov in n predhodnih tocˇk napovedovanih h tocˇk, bo
dimenzija matrike X [(N − n − h) × n], matrika Y pa [(N − n − h) × h].
Cˇasovno vrsto z vzorci y, ki jo predelamo v strukturi X in Y , lahko pred-
stavimo z enacˇbama 4.10 in 4.11, graficˇno pa sta na primeru prikazani na
sliki 4.7.
X =
⎡⎢⎢⎢⎢⎢⎣
y1 y2 . . . yn
y2 y3 . . . yn+1
...
...
...
...
yN−n−h yN−n−h+1 . . . yN−h
⎤⎥⎥⎥⎥⎥⎦ (4.10)
Y =
⎡⎢⎢⎢⎢⎢⎣
yn+1 yn+2 . . . yn+h
yn+2 yn+3 . . . yn+h+1
...
...
...
...
yN−h+1 yN−h+2 . . . yN
⎤⎥⎥⎥⎥⎥⎦ (4.11)
4.8.2 Priprava struktur za modele LSTM
Priprava podatkov za ucˇenje nevronske mrezˇe LSTM v predelavi cˇasovne vr-
ste v strukturo za nadzorovano ucˇenje zahteva sˇe dodatno dimenzijo. Vhodna
strukturaX za napovedne modele LSTM mora biti namrecˇ tridimenzionalna,
dimenzije pa sestavljajo:
1. Vzorci – izrezana sekvenca originalne cˇasovne vrste.
2. Cˇasovne tocˇke – vsaka cˇasovna tocˇka zajema eno tocˇko vrednosti v
vzorcu. Vsak vzorec zajema vecˇ cˇasovnih tocˇk.
3. Znacˇilke – vsaka znacˇilka predstavlja vrednost v cˇasovni tocˇki. Vsaka
cˇasovna tocˇka zajema eno ali vecˇ znacˇilk.
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Oblika vhodne strukture X za napovedne modele LSTM z n predhodnimi
tocˇkami in F znacˇilkami mora biti oblike:
[sˇtevilo vzorcev, n, F ].
Cˇe uporabljamo klasicˇne arhitekture LSTM, s katerimi napovedujemo zgolj
h cˇasovnih tocˇk ene znacˇilke, je stuktura Y dvodimenzionalna, z obliko:
[sˇtevilo vzorcev, h],
cˇe pa napovedujemo z arhitekturami sekvence-v-sekvenco, je struktura tridi-
menzionalna, z obliko:
[sˇtevilo vzorcev, h, F ].
Primer 4.2 Slika 4.7 prikazuje strukturo za ucˇenje modelov LSTM s cˇasovno
vrsto v, ki zajema 120 cˇasovnih tocˇk (T ). Vsaka cˇasovna tocˇka zajema po-
datke F solezˇnih cˇasovnih vrst – znacˇilk, zajetih ob istih cˇasovnih trenutkih.
Iz osmih predhodnih cˇasovnih tocˇk (n = 8) napovedujemo tri naslednje cˇasovne
tocˇke (h = 3).
Izvorno cˇasovno vrsto s tehniko drsecˇega okna na podlagi podanih sˇtevil pred-
hodnih in vnaprejˇsnjih tocˇk, predelamo v vzorce. Z enacˇbo 4.12 lahko izra-
cˇunamo, da smo dobili 110 vzorcev.
sˇtevilo vzorcev = dolzˇina(v)− n− h+ 1
sˇtevilo vzorcev = 120− 8− 3 + 1 = 110
(4.12)
Rezultat predelave cˇasovne vrste v vzorce za ucˇenje LSTM napovednega mo-
dela, sta stukturi X in Y z oblikama:
Oblika strukture X: [110, 8, F]
Oblika strukture Y pri osnovnih arhitekturah: [120, 3]
Oblika strukture Y pri arhitekturah sekvenca-v-sekvenco: [120, 3, F]
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Slika 4.7 v osnovi prikazuje predelavo cˇasovne vrste v strukturi za uporabo v
arhitekturah sekvenca-v-sekvenco. Ostale arhitekture in algoritmi bi v struk-
turi Y kot elemente vsebovali zgolj vrednosti izbrane znacˇilke (in ne vektorja
vseh znacˇilk).
Vsako cˇasovno tocˇko (Tt), ki predstavlja vektor znacˇilk, za uvedbo dodatne
dimenzije transponiramo.
T1 T2 T3 T4 T5 T6 T7 T8 T9
T2
T3
T4
T3 T4 T5 T6 T7 T8 T9 T10
T4 T5 T6 T7 T8 T9 T10 T11
T5 T6 T7 T8 T9 T10 T11 T12
T10 T11
T11
T12
T13
T12
T13
T14
X Y
...
T109 T110 T111 T112 T113 T114 T115 T116 T117
T110 T111 T112 T113 T114 T115 T116 T117 T118
T118 T119
T119 T120
Vzorec 1
Vzorec 2
Vzorec 3
Vzorec 4
Vzorec 109
Vzorec 110
T1
T2
T3
T4
T5
T6
T7
T8
T9
...
T119
T120
Slika 4.7: Splosˇen primer razdelitve cˇasovne vrste s 120 cˇasovnimi tocˇkami
(Tt) v strukturi nadzorovanega ucˇenja X in Y z osmimi predhodnimi in tremi
vnaprejˇsnjimi cˇasovnimi tocˇkami.
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4.8.3 Priprava struktur za modele XGBoost
V delu uporabljeni napovedni modeli znajo iz naucˇenih modelov zˇe v osnovi
podajati napovedi vecˇ tocˇk vnaprej naenkrat. Izjema je le XGBoost, ki zna
napovedi podajati le iz znanih vrednosti strukture X. Te lahko dobimo tako,
da z v pripravi struktur nadzorovanega ucˇenja uporabljenim drsecˇim oknom,
vrednosti zamaknemo sˇe za sˇtevilo napovedanih cˇasovnih tocˇk vnaprejkrat.
Prvi del strukture uporabimo za ucˇenje modela XGBoost, zadnji del, kjer
vrednosti na izhodu ne moremo vecˇ uporabiti, pa uporabimo za podajanje
napovedi. Prikaz priprav struktur za ucˇenje modela XGBoost in strukture
za podajanje napovedi je na primeru 4.3.
Primer 4.3 Priprava strukture za modele XGBoost iz cˇasovne vrste z osmimi
cˇasovnimi tocˇkami.
Iz treh cˇasovnih tocˇk (n = 3) napovedujemo po dve cˇasovni tocˇki vnaprej
(h = 2). Priprava strukture je graficˇno prikazana na sliki 4.8.
S tehniko drsecˇega okna pripravimo matriko vhodnih vrednosti tako, da vsaki
cˇasovni tocˇki kot dodatne znacˇilke pripnemo njenih n naslednjih tocˇk. Iz-
hodna matrika vsebuje tocˇke, ki so od vsake zadnje tocˇke v vrsticah vhodne
strukture zamaknjene za h mest.
Dimenzija izhodne strukture bo vsebovala zgolj dolzˇina(v) − n − h vzorcev,
matrika vhodne strukture pa bo od nje vedno daljˇsa za h vzorcev.
Model XGBoost bo iz izhodne strukture napovedal cˇasovni tocˇki T9 in T10,
torej h = 2 tocˇk iz originalne cˇasovne vrste vnaprej.
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Slika 4.8: Primer priprave strukture za ucˇenje modela XGBoost in priprave
strukture za podajanje napovedi vecˇ tocˇk.
Poglavje 5
Metode za napovedovanje vecˇ
tocˇk cˇasovnih vrst
V prejˇsnjem poglavju nasˇteti napovedni modeli, v osnovi napovedujejo zgolj
po eno cˇasovno tocˇko vnaprej. Uspesˇna implementacija vecˇtocˇkovnega napove-
dovanja je namrecˇ kompleksnejˇsa, saj se moramo spopasti z akumulacijo na-
pak in posledicˇno nizˇjo natancˇnostjo rezultatov [5, 6, 22].
Vecˇtocˇkovna napoved cˇasovne vrste pomeni, da iz znanih cˇasovnih tocˇk
[x1, x2, . . . , xN ] napovemo naslednjih h tocˇk [xN+1, xN+2, . . . , xN+H ]. Za prido-
bivanje tovrstnih napovedi poznamo vecˇ pristopov, ki so zasnovani na sˇtirih
metodah [52].
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POGLAVJE 5. METODE ZA NAPOVEDOVANJE VECˇ TOCˇK
CˇASOVNIH VRST
5.1 Neposredna metoda
Neposredna metoda zajema razvoj locˇenega modela za vsako napovedano
tocˇko. Arhitekturo, ki z neposredno metodo napovedovanja iz vhodne cˇasovne
vrste X dolzˇine N napoveduje H cˇasovnih tocˇk vnaprej iz d predhodnih tocˇk,
lahko matematicˇno predstavimo z enacˇbo 5.1 ali s primerom na sliki 5.1.
xt+1 = model1(xt, xt−1, . . . , xt−d+1) + wt+1
xt+2 = model2(xt, xt−1, . . . , xt−d+1) + wt+2
. . .
xt+h = modelh(xt, xt−1, . . . , xt−d+1) + wt+h,
(5.1)
kjer je t ∈ {d, d+ 1, . . . , N −H}, h ∈ {1, 2, . . . , H}, w pa predstavlja napako
posameznega modela, motnje ter sˇum.
Učna množicaMODEL1 xt+1
Učna množicaMODEL2 xt+2
Učna množicaMODEL3 xt+3
xt+1 xt+2 xt+3
Slika 5.1: Neposredna metoda za napovedovanje treh cˇasovnih tocˇk vnaprej.
Metoda ne uporablja nobenih priblizˇnih vrednosti za izracˇun napovedi, zato
ni nagnjena k akumulaciji napak. To pa je hkrati tudi slabost, saj so napove-
dane vrednosti zato medsebojno neodvisne, tj. se vsaka tocˇka racˇuna samo
iz znanih podatkov in se ne uporablja pri napovedih naslednjih tocˇk [5]. Sla-
bost je tudi ta, da pri napovedovanju visokega sˇtevila cˇasovnih tocˇk vnaprej
zgradimo enako veliko napovednih modelov, katerih ucˇenje je lahko racˇunsko
in cˇasovno zahtevno.
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5.2 Rekurzivna metoda
Rekurzivna metoda definira le en napovedni model, ki iterativno napove-
duje po en cˇasovni korak v prihodnost naenkrat. V metodi se prva napoved
izracˇuna iz resnicˇnih podatkov, vse nadaljnje vrednosti pa imajo podatke za
ucˇenje nadgrajene z napovedano tocˇko iz prejˇsnje iteracije. Model lahko ma-
tematicˇno predstavimo z enacˇbo 5.2, shematicˇno na primeru pa na sliki 5.2.
xt+1 = model (xt, xt−1, xt−2, . . . , xt−d+1) + wt+1
xt+2 = model (xt+1, xt, xt−1, . . . , xt−d+1) + wt+2
. . .
xt+h = model (xt+h−1, xt+h−2, . . . , xt+1, xt, xt−1, . . . , xt−d+1) + wt+h,
(5.2)
kjer je t ∈ {d, d+ 1, . . . , N −H}, h ∈ {1, 2, . . . , H}, w pa predstavlja napako
posameznega modela, motnje in sˇum.
Učna množicaMODEL xt+1
Učna množicaMODEL xt+2
Učna množicaMODEL xt+3
xt+1 xt+2 xt+3xt+1
xt+2 xt+1
Slika 5.2: Rekurzivna metoda za napovedovanje treh cˇasovnih tocˇk vnaprej.
Slabost metode je, da se lahko zaradi uporabe napovedanih vrednosti kot
vrednosti vhoda v model naslednjih iteracij, napovedna napaka prenasˇa in
potencialno vecˇa. Posebej nestabilne so napovedi, kjer je sˇtevilo napovedanih
tocˇk (h) vnaprej vecˇje od sˇtevila predhodnih cˇasovnih tocˇk (d) [5].
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5.3 Neposredno rekurzivna hibridna metoda
Neposredno rekurzivna hibridna metoda zdruzˇuje neposredno in rekurzivno
metodo. Kot neposredna metoda, se za vsako napovedano cˇasovno tocˇko
ustvari nov model, ki mu s tehniko rekurzivne metode vhod nadgradjujemo
z zˇe napovedanimi tocˇkami v prejˇsnjih iteracijah. Tehnika lahko uporablja
oceno vhoda. Cˇe posamezna napovedana vrednost iz prejˇsnjih iteracij ni
ocenjena kot dobra, je ni nujno vkljucˇiti v vhod trenutnega modela. Model
lahko matematicˇno predstavimo z enacˇbo 5.3, primer za napovedovanje treh
tocˇk v prihodnost pa je na sliki 5.3.
yt+1 = model1 (xt−1, xt−2, . . . , xt−n) + wt+1
xt+2 = model2 (xt+1, xt−1, . . . , xt−n) + wt+2
. . .
xt+h = modelh (xt+h−1, xt+h−2, . . . , xt+1, xt−1, . . . , xt−d+1) + wt+h,
(5.3)
kjer je t ∈ {n, n+ 1 . . . , N −H}, h ∈ {1, 2, . . . , H}, w pa predstavlja napako
posameznega modela, motnje ter sˇum.
Učna množicaMODEL1 xt+1
Učna množicaMODEL2 xt+2
Učna množicaMODEL3 xt+3
xt+1 xt+2 xt+3xt+1
xt+2 xt+1
Slika 5.3: Neposredno rekurzivna hibridna metoda za napovedovanje treh
cˇasovnih tocˇk vnaprej.
Metoda ima teoreticˇni potencial za odpravo posamezne omejitve kombini-
ranih pristopov. Cˇe se ocena vhoda uporablja, lahko odpravimo linearno
narasˇcˇujocˇe modele, prav tako pa se manjˇsa tudi verjetnost za akumulacijo
napak.
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5.4 Vecˇizhodna metoda
Prej nasˇteti modeli delujejo po principu vecˇ vhodov z enim izhodom. Pose-
bej za napovedi vecˇjega sˇtevila cˇasovnih tocˇk vnaprej, kjer je verjetnost za
visoko akumulacijo napak vecˇja, tehnike izgubljajo uporabnost [52]. Zato je
bila razvita vecˇizhodna metoda, ki se izogiba modeliranju enojnih izhodov
in s tem sˇe stohasticˇne odvisnosti med napovedanimi vrednostmi, ki lahko
napovedno napako vecˇajo [53].
Vecˇizhodna metoda predpostavlja en model, ki napove celotno zaporedje
tocˇk cˇasovne vrste naenkrat. Model, zgrajen po tej metodi, je kompleksnejˇsi,
saj se lahko naucˇi odvisnostne strukture med vhodi in izhodi ter tudi med
izhodi samimi. Ta lastnost lahko prinese pocˇasnejˇse ucˇenje in zahteva vecˇjo
kolicˇino ucˇnih podatkov, prinese pa lahko tudi prenasicˇenja rezultatov. Mo-
del lahko matematicˇno predstavimo z enacˇbo 5.4, slika 5.4 pa prikazuje upo-
rabo metode za napovedovanje treh tocˇk vnaprej.
xt+1, xt+2, . . . xt+H =model (xt, xt−1, xt−2, . . . xt−d+) + w, (5.4)
kjer je t ∈ {d, d+ 1, . . . , N −H}, model funkcija preslikave Rd → RH ,
w ∈ RH pa vektor sˇuma.
Učna množicaMODEL xt+1 xt+2 xt+3
Slika 5.4: Vecˇizhodna metoda za napovedovanje treh cˇasovnih tocˇk vnaprej.
Metoda se izogiba predpostavke o pogojni neodvisnosti, ki jo uporablja
neposredna metoda, in tudi akumulacije napak, ki jo povzrocˇa rekurzivna
metoda. Vseeno pa zˇelja po ohranitvi stohasticˇnih odvisnosti omejuje mozˇna
sˇtevila tocˇk, ki jih je mogocˇe napovedati z isto strukturo modela [5].
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Poglavje 6
Opis poskusov
V magistrskem delu smo zˇeleli ugotoviti, katere kombinacije obdelav podat-
kov in parametrizacij napovednih modelov dajejo najbolj natancˇne napovedi
vecˇ tocˇk cˇasovnih vrst vnaprej. Z analizo rezultatov smo ugotavljali dejav-
nike, ki vplivajo na napovedne tocˇnosti posameznih konfiguracij poskusov.
Za samo izvajanje poskusov in njihovo ocenjevanje smo razvili strukturi-
rano evalvacijsko ogrodje. Z ogrodjem smo analizirali, filtrirali in pripravljali
podatke, vanj implementirali vecˇ napovednih modelov, z njim pridobivali
napovedi in jih na koncu analizirali ter ocenjevali.
Poskuse smo izvajali na podatkovni zbirki oglasˇevalskih kampanj na druzˇa-
bnem omrezˇju Twitter. Uspesˇnosti implementiranih modelov smo zˇeleli prever-
jati na razlicˇno pogostih dogodkih. Z analizo cˇasovnih vrst smo zato izbrali
tri znacˇilke, kjer vsaka izmed njih predstavlja cˇasovno vrsto z razlicˇno po-
gostimi dogodki. Podatke smo za napovedovanje obdelovali s kombinacijami
standardizirane normalizacije (v nadaljevanju normalizacija), logaritemske
preslikave, odstranitvijo trenda (diferenciacijo) in sezonskosti.
Cˇasovne tocˇke smo napovedovali z vztajnostnim modelom, modeloma
ARIMA in XGBoost ter tremi arhitekturami modela LSTM (osnovna, se-
stavljena in sekvenca-v-sekvenco).
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Z vsakim napovednim modelom smo ocenjevali napovedne natancˇnosti
za vse kombinacije obdelav podatkov (16 kombinacij) pri vseh kombinacijah
vrednosti parametrov posameznega modela. Pri vsaki kombinaciji smo po-
skus izvedli za vsako izbrano sˇtevilo napovedanih cˇasovnih tocˇk vnaprej. Za
splosˇno oceno natancˇnosti posameznih napovedanih vrednosti smo kot kri-
terijsko funkcijo uporabljali korenjeno srednjo kvadratno napako – RMSE.
Za napovedovanje vecˇ tocˇk cˇasovnih vrst vnaprej smo pri vseh nenaivnih
modelih uporabljali vecˇizhodno metodo napovedovanja.
Poskuse smo izvajali v dveh korakih. V prvem koraku smo s tehniko
sprehoda naprej v vseh izbranih cˇasovnih vrstah pri vsakem sˇtevilu napove-
danih cˇasovnih tocˇk vnaprej iskali najboljˇse kombinacije obdelav podatkov
in parametrizacije napovednih modelov. Z analizo rezultatov smo ugotavljali
dejavnike, ki so na posamezne napovedi vplivali. V drugem delu poskusov
pa smo z v prvem koraku pridobljenimi najboljˇsimi konfiguracijami obdelav
podatkov in parametrizacij napovednih modelov napovedovali prihodnje vre-
dnosti istih cˇasovnih vrst. Napovedi smo nato ponovno analizirali in ocenili.
Predpostavili smo namrecˇ, da bo konfiguracija rezultata z najnizˇjo vredno-
stjo RMSE iz prvega dela poskusov, dala najboljˇse mozˇne rezultate pri istem
napovednem modelu in isto velikem napovednem oknu tudi v drugem delu
poskusov.
Nicˇelna hipoteza poskusov je bila, da bodo vsaj pri viˇsjem sˇtevilu na-
povedanih cˇasovnih tocˇk vnaprej najboljˇse rezultate dajali modeli LSTM,
njim primerljive rezultate XGBoost, najmanj natancˇne rezultate pa bo da-
jala ARIMA.
6.1 Evalvacijsko ogrodje
V okviru magistrskega dela smo razvili evalvacijsko ogrodje, s katerim lahko
med drugim analiziramo, vizualiziramo ter obdelujemo podatke, z razlicˇnimi
napovednimi modeli napovedujemo vecˇ tocˇk cˇasovnih vrst vnaprej in prido-
bljene napovedi ocenjujemo z razlicˇnimi tehnikami.
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6.1.1 Modularnost
Komponente evalvacijskega ogrodja so glede na specificˇne funkcionalnosti
razdeljene modularno. V grobem se ogrodje deli na:
1. modul z nastavitvami,
2. modul s skupnimi funkcijami,
3. modul napovednih modelov,
4. modul za vrednotenje rezultatov in
5. modul s poskusi.
Modul z nastavitvami zajema definicije zunanjih knjizˇnic in splosˇne nasta-
vitve za izrabo strojne opreme, modul s skupnimi funkcijami pa univerzalne
funkcije za delo s podatki, vizualizacijami in upravljanjem z datotekami.
Komponente sledijo dolocˇenim pravilom in strukturam. Izhodi in vhodi
posameznih komponent so med seboj univerzalno kompatibilni – npr. napo-
vedni modeli v modulu imajo skupni aplikacijski programski vmesnik (angl.
application programming interface, API), ki dolocˇa imena javnih metod in
struktur vhodnih ter izhodnih podatkov. Izhod posameznega omenjenega
modula je nato od vrste napovednega modela neodvisno kompatibilen z vho-
dom v modul za vrednotenje napovedi ipd.
Ogrodje je s svojo zasnovo zmozˇno strukturno neodvisnega napovedovanja
vrednosti iz razlicˇnih virov podatkov. V komponente smo za obe fazi posku-
sov implementirali funkcionalnosti, ki ponujajo sˇtevilne pristope za nalaganje
podatkov iz datotek, njihovo osnovno obdelavo, ter razdelitev in predelavo v
ustrezne oblike podatkov.
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6.1.2 Programska orodja
Evalvacijsko ogrodje je zasnovano v programskem jeziku Python 3.7 [54],
sama koda pa je bila izdelana z orodjem Jupyter notebook [55]. Za analizo
in obdelavo podatkov smo uporabljali knjizˇnjici Pandas [56] in Numpy [57],
za dekompozicijo cˇasovnih vrst pa sˇe knjizˇnico Statsmodel TSA [24].
Implementirani napovedni modeli so zasnovani na odprtokodnih knjizˇni-
cah. Modeli ARIMA so zgrajeni s knjizˇnico PyFlux [58], LSTM s knjizˇnico
Keras [59], XGBoost [60] pa z istoimensko knjizˇnico. Evalvacijsko ogrodje
lahko napovedi izvaja vzporedno s pomocˇjo knjizˇnice Joblib [61].
6.1.3 Izvajanje poskusov
Poskusi se v evalvacijskem ogrodju izvajajo znotraj modula za evalvacije.
Posameznem naboru podatkom specificˇne datoteke so organizirane v locˇene
direktorije znotraj omenjenega modula. V vsakem direktoriju so tudi same
datoteke s podatki.
Za sistemsko ustreznejˇse izvajanje poskusov smo razvili programsko skrip-
to, ki izrablja zgolj module evalvacijskega ogrodja. Skripta sluzˇi dlje tra-
jajocˇim izvajanjem obsezˇnejˇsih poskusov. Tudi skripta je neodvisna od po-
datkov, na katerih poskuse izvajamo. Za specificˇne nastavitve, osnovnejˇse
obdelave podatkovnih zbirk in sam nabor vrednosti hiperparametrov napo-
vednih modelov namrecˇ skrbi konfiguracijska datoteka.
Konfiguracijska datoteka
Parametrizacija posameznih modulov, konfiguracija osnovnih obdelav podat-
kov, hiperparametrizacija napovednih modelov in osnovna nastavitev perfor-
mancˇnih lastnosti potekajo preko datoteke v formatu za izmenjavo objek-
tnega zapisa JavaScript (angl. JavaScript Object Notation, JSON). S kon-
figuracijsko datoteko nastavljamo poti do datotek s podatki, dnevniˇskim
belezˇenjem izvajanja (angl. log file) in direktorija za hranjenje rezultatov.
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Nastavljamo lahko imena in vrednosti uporabljenim podatkom specificˇnih
identifikacijskih atributov (angl. index attributes). Mozˇna je nastavitev ad-
ministrativnih podatkov za preglednejˇse oznacˇevanje napovedi.
V datoteki dolocˇimo seznam vrednosti sˇtevil cˇasovnih tocˇk za napove-
dovanje vnaprej seznam znacˇilk, ki jih napovedujemo, omogocˇene tehnike
obdelav podatkov ter nabor vrednosti posameznega parametra vsakega im-
plementiranega napovednega modela.
Datoteke z rezultati
Ogrodje napovedane vrednosti vsakega implementiranega napovednega mo-
dela shranjuje v datoteke z vejico locˇenimi vrednostmi (angl. Comma-separa-
ted values, CSV). Vrstica posameznega rezultata vsebuje podatke o identi-
fikaciji napovedane cˇasovne vrste, identifikaciji uporabljenega napovednega
modela, uporabljeni konfiguraciji poskusa in vrednosti sˇtevila vnaprej napo-
vedanih cˇasovnih tocˇk. V vsakem rezultatu shranjujemo sˇe konfiguracije
vsake v ogrodje implementirane obdelave podatkov, seznam napovedanih
cˇasovnih tocˇk in izmerjeni cˇas za ucˇenja modela ter podajanjem njegove na-
povedi. Element vsakega rezultata je sˇe v poskusih izracˇunana ocena tocˇnosti
napovedi – vrednost RMSE.
Koncˇni rezultat obeh faz poskusov v delu sta datoteka z rezultati iskanja
optimalnih rezultatov in datoteka z rezultati napovedi.
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6.2 Podatki
V delu smo za poskuse uporabljali anonimizirane podatke oglasˇevalskih kam-
panj na druzˇabnem omrezˇju Twitter.
Podatki so zajemali izvoz dnevniˇskih datotek 159 skupin oglasov (znacˇilka
campaign), ki so skupaj sestavljale 173 ciljnih oglasˇevalskih skupin (znacˇilka
group, v nadaljevanju skupina). V vsaki skupini je bilo v urnih intervalih
zbranih 57 solezˇnih cˇasovnih vrst – znacˇilk.
Od cˇasovnih podatkov so skupine zbirale samo uro zajema v dnevu (znacˇil-
ka hour), za zaporedno razvrstitev podatkov pa sˇtevec ur aktivnosti kam-
panje (znacˇilka runHours). Ker posamezna v ogrodju uporabljena orodja
zahtevajo tudi polno datumsko umestitev podatkov, smo omenjeni znacˇilki
kombinirali v datumski zapis formata Unix. Vsaka oglasˇevalska skupina pred-
stavlja samostojno skupino solezˇnih cˇasovnih vrst, ki smo jih uporabljali za
ucˇenje modelov in podajanje napovedi. Vse skupine so podatke zajemale
120 ur, kar je tocˇno 5 dni. Podatki niso vsebovali praznih vrednosti, njihove
vrednost pa so bila zgolj pozitivna sˇtevila.
6.2.1 Izbor znacˇilk
Od vseh znacˇilk smo najprej odstranili tiste, ki so v vseh razpolozˇljivih sku-
pinah zajemale konstantne vrednosti. Za nadaljnjo obdelavo podatkov smo
s tem ohranili 46 znacˇilk, ki so izpisane v tabeli 6.2. Zbirka podatkov po-
leg predhodno nasˇtetih identifikacijskih podatkov skupine oglasov, vsebuje
sˇe statisticˇne podatke o uporabniˇski interakciji z oglasom. V to kategorijo
sodijo fizicˇne interakcije, kot so kliki (znacˇilke Clicks, AppClicks, UrlClicks
in druge), odzivi na oglas (znacˇilke Follows, Likes, Retweets, Unfollows in
druge) in meritve ogledov videooglasov (znacˇilke VideoTotalViews, Video-
Views). Podatki vsebujejo tudi statisticˇne podatke o dogodkih, ko je upo-
rabnik izvedel ciljno aktivnost oglasa (znacˇilke AppInstalls, Follows, Conver-
sions in druge), podatke o strosˇkih oglasˇevanja (znacˇilke GrpSpent, SpentUsd
in druge) in druge meritve ter statisticˇne izracˇune.
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6.2.2 Izbor znacˇilk za napovedovanje
V poskusih smo napovedovali sˇtevilo klikov na oglase (AppClicks), sˇtevilo
ogledov oglasov z multimedijsko vsebino (MediaViews) in sˇtevilo konverzij
(Conversions). Znacˇilke so bile izbrane na podlagi pogostosti dogodkov, ki
jih zajemajo. Kliki na oglase pri oglasˇevanju na druzˇabnem omrezˇju Twitter
predstavljajo cˇasovno vrsto s povprecˇno pogostimi dogodki, ogledi oglasov
vrsto z zelo pogostimi dogodki, konverzije pa cˇasovno vrsto z redkimi do-
godki. Primeri izrisov cˇasovnih vrst, katerih vrednosti smo napovedovali v
poskusih, so na sliki 6.1.
6.2.3 Izbor skupin za napovedovanje
Od vseh 173 Twitter skupin, smo za poskuse izbrali nakljucˇnih 10, ki so
skozi celoten cˇas zajemanja na izbranih znacˇilkah vsebovale dogajanje. To
pomeni, da niso imele daljˇsih obdobij enakih vrednosti in da je znacˇilka z
redkimi dogodki vsebovala vsaj nekaj dogajanja. Osnovne lastnosti izbranih
cˇasovnih vrst so opisane v tabeli 6.1.
AppClicks MediaViews Conversions
ID stacionarna razpon povprecˇje stacionarna razpon povprecˇje stacionarna razpon povprecˇje
1 NE [16, 167] 75,80 NE [170, 1773] 715,43 DA [0, 3] 0,39
2 NE [0, 163] 59,99 NE [0, 8726] 2788,78 DA [0, 4] 0,49
3 DA [6, 113] 44,16 DA [88, 1782] 589,12 DA [0, 2] 0,13
4 DA [11, 320] 119,73 DA [118, 2138] 886,13 DA [0, 2] 0,33
5 DA [0, 137] 62,12 DA [3, 5762] 2281,59 DA [0, 3] 0,38
6 DA [1, 199] 41,19 DA [19, 3485] 674,33 DA [0, 2] 0,27
7 DA [0, 109] 22,12 DA [0, 1836] 246,60 DA [0, 5] 0,52
8 DA [0, 33] 5,29 DA [13, 1484] 221,32 DA [0, 1] 0,07
9 DA [0, 11] 3,45 DA [7, 213] 79,45 DA [0, 1] 0,06
10 DA [2, 163] 51,46 DA [19, 1337] 458,25 DA [0,2] 0,18
Tabela 6.1: V poskusih uporabljene izbrane skupine oglasov.
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Znacˇilka Sˇtevilo Povprecˇje Stand. dev. Min Max
runHours 20760 592.22 600.77 4 3165
AppClicks 20760 79.07 305.39 0 9381
AppInstalls 20760 5.53 20.56 0 1241
BilledEngagements 20760 41.83 244.98 0 5614
ClickRate 20760 1.05 2.81 0 32.93
Clicks 20760 61.56 298.06 0 8939
ConversionRate 20760 0.14 3.32 0 300
Conversions 20760 0.81 3.74 0 214
CostPerResultUsd 20760 0.9 1.55 0 43.73
CpnSpent 20760 77.52 380.19 0 5998.24
CpnSpentD 20760 893.99 4787.86 0 75782.82
Engagements 20760 134.18 532.03 0 30166
Followers 20760 0.1 0.44 0 15
Follows 20760 0.1 0.44 0 15
GrpSpent 20760 76.17 380.39 0 5998.24
GrpSpentD 20760 878.71 4789.78 0 75782.82
Impressions 20760 2856.88 9299.63 0 541117
Leads 20760 35.29 146.26 0 9380
Likes 20760 0.91 4.59 0 304
LinkClicks 20760 43.84 269.75 0 6125
MediaEngagements 20760 34.82 192.59 0 11764
MediaViews 20760 763.11 4230.58 0 305087
RateUsd 20760 0.81 0.42 0.01 1.27
Replies 20760 0.02 0.17 0 7
ResultRate 20760 1.61 48.91 0 6500
Results 20760 8.59 25.3 0 1241
Retweets 20760 0.12 0.96 0 67
Spent 20760 76.17 380.39 0 5998.24
SpentUsd 20760 5.35 18.97 0 1229.33
TotalEngagements 20760 134.18 532.03 0 30166
Unfollows 20760 0.02 0.16 0 4
UrlClicks 20760 43.84 269.75 0 6125
Video3s100pctRate 20760 15.81 19.11 0 150
Video3s100pctViews 20760 417.01 2297.43 0 162759
VideoContentStarts 20760 1650.83 10261.57 0 731856
VideoCtaClicks 20760 7.27 38.53 0 661
VideoMrcViews 20760 747.05 4143.98 0 299270
VideoTotalViews 20760 747.05 4143.98 0 299270
VideoViews100 20760 338.32 3432.45 0 258995
VideoViews25 20760 1017.5 8445.52 0 613617
VideoViews50 20760 627.61 5745.31 0 424966
VideoViews75 20760 447.38 4378.58 0 327952
active 20760 1 0.02 0 1
bidAmount 20760 48.11 385.14 0.03 5310
dow 20760 3.13 2.03 0 6
hour 20760 11.57 6.91 0 23
Tabela 6.2: Seznam znacˇilk podatkovnega seta Twitter. Stolpec Stand.
dev. predstavlja standardno deviacijo, Min najmanjˇso vrednost posamezne
znacˇilke in Max najvecˇjo vrednost.
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Slika 6.1: Primer izbrane cˇasovne vrste Twitter oglasˇevalske skupine, ka-
tere vrednosti smo napovedovali v poskusih. Za cˇasovno vrsto so prikazane
znacˇilke s povprecˇno pogostimi dogodki (AppClicks), zelo pogostimi dogodki
(MediaViews) in redkmi dogodki (Conversions).
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6.2.4 Razdelitev podatkov na ucˇno in testno mnozˇico
V poskusih smo za vsako izbrano cˇasovno vrsto (X) in za vsako sˇtevilo na-
povedanih tocˇk vnaprej (h) posebej pripravili ucˇno in testno mnozˇico tako,
da je bila dolzˇina testne mnozˇice enaka sˇtevilu napovedanih tocˇk vnaprej,
velikost ucˇne pa ostanek. Delitev lahko prikazˇemo z enacˇbo 6.1, primer 6.1
pa prikazuje razdelitev cˇasovne vrste s slike 2.1.
ucˇnamnozˇica = {X1, X2, . . . , Xdolzˇina−h}
testnamnozˇica = {Xdolzˇina−h+1, Xdolzˇina−h+2, . . . , Xdolzˇina}
(6.1)
Primer 6.1 Razdelitev cˇasovne vrste za napovedovanje 24 tocˇk vnaprej.
Cˇasovna vrsta X s slike 2.1 zajema 120 ur podatkov. Po prikazu delitve
z enacˇbo 6.1 za testno mnozˇico vzamemo zadnjih 24 cˇasovnih tocˇk cˇasovne
vrste, za ucˇno mnozˇico pa ostalih 96. Razdelitev je prikazana v enacˇbi 6.2,
graficˇno pa na sliki 6.2.
ucˇnamnozˇica = {X1, X2, . . . , X120−24=96}
testnamnozˇica = {X120−24+1=97, X98, . . . , X120}
(6.2)
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Slika 6.2: Cˇasovna vrsta s slike 2.1, razdeljena na testno in ucˇno mnozˇico,
kjer testna mnozˇica vsebuje 24 tocˇk.
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6.3 Iskanje optimalne konfiguracije
V prvem koraku poskusov smo analizirali in iskali najboljˇse kombinacije obde-
lav podatkov in parametrizacij posameznih napovednih modelov.
Za vrednotenje uspesˇnosti napovednih modelov obstaja vecˇ tehnik. Pri
ocenjevanju modela za napovedovanje cˇasovnih vrst nas zanima uspesˇnost
modela na podatkih, ki niso bili uporabljeni za njegovo ucˇenje. To lahko
dosezˇemo tako, da razpolozˇljive podatke razdelimo na del, ki bo uporabljen
za pripravo modela (ucˇna mnozˇica), in del, ki bo uporabljen za primerjavo z
napovedanimi vrednostmi (testna mnozˇica). Pomembno pri delitvi cˇasovnih
vrst je, da ohranimo zaporedje podatkov.
6.3.1 Vrednotenje s sprehodom naprej
Obstaja vecˇ nacˇinov za vrednotenje in ocenjevanje uspesˇnosti napovednih
modelov. V poskusih smo uporabljali eno od najbolj splosˇnih metod, vre-
dnotenje s sprehodom naprej (angl. walk forward validation).
Sprehod naprej je tehnika za vrednotenje napovednega modela, ki name-
sto uporabe celotne ucˇne mnozˇice naenkrat to deli na manjˇse kose in s tem
vrednotenje izvede v vecˇ iteracijah. V vsaki iteraciji z ucˇno mnozˇico podat-
kov naucˇi model in z njim napove naslednjo vrednost. Napoved shrani za
koncˇno vrednotenje, ucˇni mnozˇici naslednje iteracije pa pripne naslednji ele-
ment iz testne mnozˇice. Postopek se nato ponavlja sˇe z dolocˇenim sˇtevilom
ponovitev. Koncˇne napovedane vrednosti se na koncu primerjajo z resnicˇnimi
vrednostmi testne mnozˇice. Rezultat sprehoda naprej lahko sluzˇi kot ocena
konfiguracije uporabljenega napovednega modela.
Poznamo zasidrano in nezasidrano metodo sprehoda naprej. Pri zasidrani
metodi, se ucˇna mnozˇica z vsako iteracijo nadgrajuje z vrednostmi testne
mnozˇice. Nezasidrana metoda poleg dodajanja vrednosti iz testne mnozˇice,
stari ucˇni mnozˇici sˇe odstrani zacˇetek tako, da je dolzˇina ucˇne mnozˇice v vseh
iteracijah enaka. Sprehod naprej z zasidrano metodo je prikazan na sliki 6.3.
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Slika 6.3: Prikaz delovanja sprehoda naprej z zasidrano metodo.
Z uporabo vrednotenja s sprehodom naprej poleg splosˇne ocene robustnosti
modela dobimo sˇe oceno verjetnosti, da bo model dobro deloval tudi pri
napovedovanju na neznanih podatkih. V poskusih smo uporabljali zasidrano
metodo prilagojenega sprehoda naprej.
Sprehod naprej v poskusih
Ker smo v poskusih napovedovali tudi po vecˇ cˇasovnih tocˇk vnaprej in
cˇasovne vrste obdelovali z razlicˇnimi tehnikami, smo morali osnovni algo-
ritem sprehoda naprej nekoliko spremeniti.
Sprehod naprej v nasˇih poskusih je na vhod prejel neobdelano cˇasovno
vrsto, seznam omogocˇenih kombinacij obdelav cˇasovne vrste, vrednost sˇtevila
vnaprej napovedanih cˇasovni tocˇk, napovedni model, njegovo parametrizacijo
in vrednost sˇtevila korakov sprehoda naprej. Algoritem je iz cˇasovne vrste
najprej vzel neobdelano ucˇno mnozˇico in jo z izbranimi obdelavami predelal v
novo, obdelano cˇasovno vrsto. To je nato razdelil na ucˇno in testno mnozˇico
ter zacˇel s sprehodom naprej. V vsakem koraku je najprej parametriziral
napovedni model in z njim napovedal vecˇ tocˇk vnaprej. Napovedane tocˇke
je za globalno vrednotenje nato z inverzno obdelavo pretvoril v vrednosti
izvorne oblike, jih sesˇtel in vsoto shranil za koncˇni izracˇun napake. Za koncˇno
vrednotenje napovedi je bilo v vsakem koraku sprehoda naprej treba sesˇteti
sˇe enako sˇtevilo cˇasovno solezˇnih cˇasovnih tocˇk iz neobdelane testne mnozˇice.
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Na koncu vsake iteracije je algoritem ucˇni mnozˇici pripel vrednost iz ob-
delane testne mnozˇice in sprehod ponovil.
Rezultat sprehoda je bila za sˇtevilo korakov sprehoda naprej dolga vr-
sta sesˇtetih vrednosti napovedi. Sesˇtete napovedane tocˇke smo s kriterijsko
funkcijo RMSE primerjali s sesˇtetimi tocˇkami neobdelane testne mnozˇice.
Postopek sprehoda naprej za vecˇ cˇasovnih tocˇk je prikazan v algoritmu 1.
Algoritem 1: Sprehod naprej za vecˇ cˇasovnih tocˇk
Vhodni podatki:
X← izbrana cˇasovna vrsta
f← kombinacije obdelave cˇasovne vrste
h← sˇtevilo vnaprej napovedanih tocˇk
m← napovedni model
p← parametrizacija modela
w← sˇtevilo korakov sprehoda naprej
1 napovedi← []
2 resnicˇne vsote← []
3 X testna← zadnjih (h+w) elementov iz X ▷ Neobdelana testna mnozˇica
4 X obdelana← f(X) ▷ Obdelava cˇasovne vrste
5 W testna ← zadnjih (h+w) elementov iz X obdelana ▷ Obdelana testna mnozˇica sprehoda
6 W ucˇna ← X obdelana− W testna ▷ Obdelana ucˇna mnozˇica sprehoda
7 for (i = 0; i < w; i = i+ 1) do
8 m← m(W ucˇna, p) ▷ Ucˇenje napovednega model
9 y obdelana← napoved modela m za h tocˇk vnaprej ▷ Napoved tocˇk vnaprej
10 y← f’(y obdelan) ▷ Inverzna obdelava napovedi
11 napovedii ←
∑h
j=0 yj ▷ Dodajanje sesˇtetih napovedi
12 resnicˇne vsotei ←
∑h
j=0X testna(i+j) ▷ Dodajanje sesˇtetih resnicˇnih tocˇk
13 W ucˇna← W ucˇna+ W testnai ▷ Dodajanje elementa testne mnozˇice v ucˇno mnozˇico
14 return RMSE(napovedi, resnicˇne vsote)
6.3.2 Izvedba poskusa
Vsako izbrano cˇasovno vrsto skupine oglasov smo najprej razdelili na ucˇno in
testno mnozˇico. Za ocenjevanje konfiguracije s sprehodom naprej smo upo-
rabili le ucˇno mnozˇico. V gnezdenih zankah smo za vsako izbrano cˇasovno
vrsto iterativno napovedovali izbrane znacˇilke. Vsako znacˇilko smo z vsakim
napovednim modelom postopoma napovedovali za vsa izbrana sˇtevila napo-
vedanih cˇasovnih tocˇk vnaprej.
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V fazi napovedovanja vsakega sˇtevila cˇasovnih tocˇk vnaprej smo cˇasovne
vrste obdelali z vsemi mozˇnimi kombinacijami obdelav in vrednosti napove-
dovali iz vseh mozˇnih parametrizacij vsakega napovednega modela. V vsaki
iteraciji gnezdenih zank smo izvedli vrednotenje s sprehodom naprej, ki je
vrnilo vrednost napovedne napake RMSE. Po koncˇanem poskusu vsake ve-
likosti napovednega okna smo iz rezultatov poiskali in v posebno strukturo
shranili tisti rezultat vsakega napovednega modela, ki je imel najnizˇjo vre-
dnost RMSE.
Ker smo poskuse izvajali s pomocˇjo evalvacijskega ogrodja, smo z upo-
rabo njegovih modulov in funkcionalnosti rezultate napovedi vseh kombinacij
obdelav podatkov ter modelov dobili v datoteke CSV. Koncˇni rezultat po-
skusa je nabor najboljˇsih konfiguracij vsakega napovednega modela, s pripa-
dajocˇimi tehnikami obdelav podatkov, za vsako sˇtevilo napovedanih cˇasovnih
tocˇk vnaprej. Omenjene rezultate evalvacijsko ogrodje poiˇscˇe iz datotek z re-
zultati in jih shrani v dodatno datoteko CSV.
Postopek izbora optimalnih parametrov lahko predstavimo z algoritmom 2.
Na sliki 6.4 je prikazana razdelitev cˇasovne vrste s slike 2.1 na v prvem delu
poskusov uporabljeni ucˇno in testno mnozˇico podatkov za sprehod naprej ter
ostanek, ki smo ga v drugi fazi poskusa uporabili za evalvacijo napovedi iz
najboljˇse konfiguracije prvega dela poskusa.
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Slika 6.4: Razdelitev cˇasovne vrste s slike 2.1 na mnozˇice uporabljene v
poskusih.
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Algoritem 2: Iskanje optimalnih parametrov s sprehodom naprej
Vhodni podatki:
w← sˇtevilo korakov sprehoda naprej
cˇasovne vrste← seznam izbranih cˇasovnih vrst
tocˇke vnaprej← seznam sˇtevil vnaprej napovedanih cˇasovnih tocˇk
kombinacije obdelav← seznam kombinacij obdelav podatkov
napovedni modeli← seznam napovednih modelov
parametrizacije← slovar mozˇnih parametrizacij posameznega napovednega modela
1 najboljsˇe konfiguracije← []
2 forall X ∈ izbrane cˇasovne vrste do
3 len← dolzˇina vrste X
4 forall m ∈ napovedni modeli do
5 forall h ∈ tocˇke vnaprej do
6 ocene← []
7 forall f ∈ kombinacije obdelav do
8 W← prvih (len− h) elementov iz X ▷ Mnozˇica za sprehod naprej
9 forall p ∈ parametrizacijem do
10 napaka← Algoritem 1(W, h, m, p, w) ▷ Sprehod naprej po algoritmu 1
11 ocene← ocene+ {p, f, napaka} ▷ Dodajanje konfiguracije in napake
12 najboljsˇa← ocenemin(napaka) ▷ Izbira najboljsˇe konfiguracije modela
13 najboljsˇe konfiguracijeX,m,h ← najboljsˇa ▷ Dodajanje najboljsˇe konfig.
14 return najboljsˇe konfiguracije
6.3.3 Uporabljena parametrizacija
Vsako od izbranih znacˇilk smo v izbranih cˇasovnih vrstah napovedovali za 6,
12 in 24 cˇasovnih tocˇk vnaprej. Izbrana sˇtevila ustrezajo smiselnosti napo-
vedovanja v poskusih uporabljenih, relativno kratkih, cˇasovnih vrstah. Viˇsje
vrednosti bi lahko privedle do majhnega prileganja modelov (angl. under-
fit). Koncˇne mozˇne vrednosti parametrov napovednih modelov smo kot pri-
porocˇilo za nadaljnje poskuse z optimalnejˇsimi cˇasovnimi zahtevnostmi ome-
jili, dolocˇili pa smo jih na podlagi boljˇsih rezultatov sˇtevilnih poskusov s
polnimi nabori vrednosti, opisanih v nadaljevanju.
Obdelava podatkov
Vrste smo pred napovedmi obdelali s kombinacijo logaritemske preslikave, od-
stranitve trenda in sezonskosti ter normalizacije. Zaradi kombiniranja tehnik
evalvacijsko ogrodje strogo uposˇteva pravilni vrstni red obdelav.
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Kot prvo obdelavo podatkov ogrodje uporablja logaritemsko preslikavo.
Preslikava je prva zato, ker multiplikativne modele cˇasovnih vrst predeluje v
aditivne [23], ki jih v ogrodju uporabljeno orodje StatsModels.TSA po ugo-
tovitvah prepozna in uspesˇno razstavi vecˇkrat, kot multiplikativne. Sledita
odstranitev sezonskosti in trenda. Sezonskost smo iz vrst odstranjevali z
odsˇtetjem izlusˇcˇene komponente, trend pa pa z diferenciacijo prvega reda.
Sezonskost smo pred trendom odstranjevali zato, ker odstranitev sezonsko-
sti v cˇasovnih vrstah ohranja trend. Z zadnjo obdelavo podatkov v vrsti,
normalizacijo, smo podatke s preslikavo omejili na interval [0, 1].
Iz obdelanih podatkov smo nato z napovednimi modeli zbirali napovedi,
ki jih je bilo za koncˇno oceno treba primerjati z resnicˇnimi vrednostmi v
izvorni obliki. Napovedane vrednosti smo zato vracˇali v izvorno obliko. V
nasprotnem vrstnem redu smo tako vrednosti najprej inverzno normalizirali
po enacˇbi 4.2, jim vrnili trend po enacˇbi 4.7, sezonskost po enacˇbi 4.8 in jih
na koncu sˇe eksponirali po enacˇbi 4.6.
Posamezne obdelave lahko tudi nismo uporabili, vrstni red ostalih kompo-
nent pa je vseeno moral ostati nespremenjen. Evaluacijsko ogrodje podatke
obdeluje po vrstnem redu, ki je prikazan na sliki 6.5.
Podatki
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Napovedni model
Inverzna normalizacija Vrnitev trenda
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 sezonskosti
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Napovedi v 
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Slika 6.5: Vrstni red obdelav podatkov.
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Vztrajnostni model
Vztrajnostni model, ki je sluzˇil le referenci rezultatom drugim modelom, smo
parametrizirali samo z nastavljanjem sˇtevila zakasnelih tocˇk. Kot mozˇno
vrednost parametra smo dolocˇili vrednosti 1. S to vrednostjo napovedana
vrednost predstavlja, da bo napovedana vrednost enaka vrednosti iz prejˇsnje
cˇasovne tocˇke.
ARIMA
Modelu ARIMA smo parametrizirali vrednosti p, d in q. Nabori mozˇnih
vrednosti vsakega parametra so prikazane v tabeli 6.3.
Parameter Opis Mozˇne vrednosti
p parameter AR modela 1, 2, 3, 4, 5
d Stopnja diferenciacije 0, 1
q parameter MA modela 0, 1, 2
Tabela 6.3: Parametri napovednega modela ARIMA
XGBoost
Napovednim modelom XGBoost smo parametrizirali globino, sˇtevila dreves
in hitrost ucˇenja. Nabor vrednosti parametrov je v tabeli 6.4.
Parameter Opis Mozˇne vrednosti
max depths Vrednosti globin dreves 1, 2, 5, 10
n estimators Najvecˇje sˇtevilo dreves 20, 30, 50, 70
learning rate Vrednosti hitrosti ucˇenja modela 0,1, 0,2, 0,3, 0,5
Tabela 6.4: Parametri napovednega modela XGBOOST
XGBoost uporablja nadzorovano ucˇenje. Z dodatnim parametrom n steps in
smo zato nastavljali sˇe vrednost sˇtevila zakasnelih tocˇk za ustrezno vzorcˇenje
podatkov. Mozˇne vrednosti parametra so bile 3, 6 in 12.
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LSTM
Vsem arhitekturam LSTM smo parametrizirali sˇtevilo nevronov, velikosti
vzorcev, vrednosti sˇuma, stopnje ucˇenja in vrednosti L2-regularizacije. Pa-
rametrizirani so bile tudi aktivacijske, kriterijske in optimizacijske funkcije.
Vrednost sˇtevila ponovitev ucˇenja smo zaradi ugotovitev v cˇlanku [11] para-
metrizirali samo z eno vrednostjo. V poskusih uporabljene mozˇne vrednosti
posameznega parametra so prikazane v tabeli 6.5.
Parameter Opis Mozˇne vrednosti
neurons Sˇtevilo nevronov v skritih nivojih 30, 50, 80
batch sizes Velikosti vzorcev v mrezˇo poslanih vrednosti ucˇne mnozˇice 24, 48, 72
epochs Sˇtevilo ponovitev ucˇenja modela 5
learning rates Vrednosti hitrosti ucˇenja modela 0.01, 0.1
noises Vrednosti umetnega sˇuma pri ucˇenju modela 0, 0.0005, 0.005
l2 regularizers Vrednosti L2 regularizatorja 0, 0.0005, 0.0008
losses Imena kriterijskih funkcij MSE
optimizers Imena optimizacijskih funkcij ADAM
activations Imena aktivacijskih funkcij ReLU
Tabela 6.5: Parametri napovednega modela LSTM
Tudi LSTM uporablja nadzorovano ucˇenje. Osnovno cˇasovno vrsto smo
morali zato v vsakem poskusu najprej vzorcˇiti v ustrezno strukturo. Za pri-
pravo smo uporabljali razlicˇna sˇtevila vhodnih (zakasnelih) vrednosti. Sˇtevila
smo v evalvacijskem ogrodju nastavljali s parametrom n steps in. V poskusih
smo za sˇtevilo vhodnih vzorcev uporabili vrednosti 3, 6 in 12.
Poleg parametriacije samega napovednega modela, evalvacijsko ogrodje
omogocˇa nastavljanje parametrov za samo napovedovanje modelov LSTM.
Ker so nevronske mrezˇe stohasticˇne, je na istih podatkih z isto parametri-
zacijo dobro izvesti vecˇ poskusov in napovedane cˇasovne tocˇke povprecˇiti. V
poskusih smo za vecˇkratno izvedbo ucˇenja in podajanja napovedi uporabljali
parameter num runs, katerega vrednost je bila 20.
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V modelih LSTM smo uporabljali tudi tehniko zgodnjega ustavljanja
(angl. early stopping), s katero smo preprecˇevali prenasicˇenje modelov in
predolgo ucˇenje v primeru nezaznanega napredka. Za vrednost praga od-
mevov zgodnjega ustavljanja, po katerih napredek ni zaznan, smo dolocˇili
vrednost 3.
6.4 Napovedovanje vrednosti
Drugi korak poskusov je predstavljal napovedi vrednosti z najboljˇsimi kom-
binacijami parametrizacij napovednih modelov in obdelav podatkov, prido-
bljenimi v prvem koraku poskusa. Datoteka CSV, v kateri zgrajeno evalva-
cijsko ogrodje shranjuje napovedi, vsebuje tudi stolpec s parametrizacijami
napovednih modelov in stolpce s podatki o obdelavi cˇasovnih vrst. Za na-
povedovanje smo tako iz datotek z rezultati napovednih modelov za vsako
skupino pri vsakem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej prebrali naj-
boljˇso parametrizacijo in njej pripadajocˇe obdelave podatkov. S kombinacijo
smo nato napovedali enako sˇtevilo cˇasovnih tocˇk v prihodnost.
V prvem koraku poskusov smo za izvajanje sprehoda naprej cˇasovni vrsti
vzeli zgolj za sˇtevilo napovedanih cˇasovnih tocˇk vnaprej skrajˇsano cˇasovno
vrsto (postopek je opisan v poglavju 6.2.4). V drugem delu poskusa se ta
mnozˇica uporablja kot ucˇna mnozˇica, s katero smo ucˇili napovedne modele in
iz njih pridobivali napovedi. Ostanek, za sˇtevilo cˇasovnih tocˇk vnaprej dolg
izrez, smo uporabili za vrednotenje napovedi.
Iz ocen napovedanih vrednosti smo pricˇakovali, da bodo najbolj natancˇne
napovedi dajali napovedni modeli, ki uporabljajo katero izmed arhitektur
LSTM. Tem bi bila, glede na uporabo in uspesˇnost na sˇtevilnih tekmovanjih,
enaka ali vsaj primerljivo dobra napovedna tocˇnost modela XGBoost, naj-
slabsˇa od nenaivnih metod pa naj bi bila napovedna tocˇnost modela ARIMA.
Napovedno tocˇnost vztajnostnega modela smo uporabljali zgolj za referenco
in nas v koncˇni primerjavi nenaivnih modelov ni zanimala.
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Poglavje 7
Rezultati
Rezultate prvega dela poskusov so predstavljale najboljˇse kombinacije obde-
lav podatkov in parametrizacij napovednih modelov sprehodov naprej, pri
posamezni oglasˇevalni skupini in posameznem sˇtevilu napovedanih tocˇk vna-
prej. Iz njih smo v drugi fazi napovedovali cˇasovne tocˇke v prvi fazi neupo-
rabljenih delov podatkov.
Pri iskanju najboljˇsih konfiguracij smo v izbranih skupinah Twitter oglasˇe-
valskih kampanij s postopkom sprehoda naprej preizkusˇali vse mozˇne kombi-
nacije izbranih obdelav podatkov in parametrizacij napovednih modelov. Pri
posameznem napovednem modelu so nas zanimali vplivi parametrov in ob-
delav podatkov na napovedno tocˇnost. Ker nas je zanimala predvsem dobra
kombinacija obojega, smo poleg analize celotnih rezultatov sprehoda naprej
dodatno analizirali sˇe najboljˇse rezultate in na podlagi ugotovitev priporocˇili
parametrizacijo za morebitne nadaljnje poskuse.
Pri vsakem napovednem modelu smo za vsako sˇtevilo napovedanih cˇasov-
nih tocˇk vnaprej izlusˇcˇili rezultat, ki je imel najnizˇjo vrednost RMSE. Rezul-
tat je predstavljal najuspesˇnejˇso kombinacijo obdelav podatkov in parametri-
zacijo napovednega modela pri sprehodu naprej. Ker smo predpostavljali, da
bo najboljˇsa uporabljena konfiguracija dajala dobre rezultate tudi za napoved
novih vrednosti, smo to shranili in z njo v drugi fazi poskusov napovedovali
prihodnje vrednosti istih cˇasovnih vrst.
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7.1 Izbira optimalnih parametrov
V delu smo iz desetih oglasˇevalskih kampanij napovedovali tri skupine do-
godkov. Napovedovali smo 6, 12 in 24 cˇasovnih tocˇk vnaprej. Uporabljali
smo sˇtiri tehnike predobdelav podatkov in pri vsakem napovednem modelu
parametrizirali vsak mozˇen parameter z vsaj dvema vrednostma (uporabi in
ne uporabi). Ker smo zˇeleli oceniti vse mozˇne kombinacije, smo sprehod na-
prej ponavljali po metodi mrezˇnega iskanja (angl. grid search). Sˇtevilo vseh
kombinacij (N) lahko za vsak napovedni model izracˇunamo po enacˇbi 7.1.
N = ng · nh · 2nf · nc, (7.1)
kjer ng predstavlja sˇtevilo skupin, nh sˇtevilo izbranih tocˇk za napoved vna-
prej, nf sˇtevilo izbranih obdelav podatkov in nc sˇtevilo kombinacij parame-
trov napovednih modelov.
Ker smo v poskusih pri vseh desetih skupinah oglasov (ng = 10) za tri
velikosti napovednih oken (nh = 3) uporabljali vse sˇtiri kombinacije obdelav
podatkov (nf = 4), smo po enacˇbi 7.2 z vsakim napovednim modelom izvedli
vsaj 480 sprehodov naprej (tj. 48 sprehodov naprej na posamezno skupino).
Nobdelav = ng · nh · nf
Nobdelav = 10 · 3 · 24 = 480
(7.2)
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Ker vrednost Nobdelav zˇe samo z dvema kombinacijama parametrov napo-
vednega modela eksponentno naraste, smo za hitrejˇse, a vseeno kakovostne
rezultate nadaljnjih poskusov parametre omejiti na tiste, ki v zˇe izvedenih
poskusih ocenjeno vracˇajo najboljˇse rezultate. Splosˇni model za izbiro dobrih
rezultatov poskusa smo definirali z naslednjim postopkom:
1. Vrednost RMSE je nizˇja od dolocˇene vrednosti!
Vrednost meje je bila dolocˇena glede na zˇe izvedene poskuse in splosˇno
oceno vrednosti RMSE slabih rezultatov. Ohranili smo samo rezultate,
ki so imeli RMSE manjˇsi od dolocˇene meje. Ta je bila v delu prikazanih
rezultatih nastavljena na 1000.
2. Vrednost RMSE je manjˇsa od povprecˇne vrednosti RMSE!
Izlocˇitev je bila izvedena nad vsako oglasˇevalsko skupino posebej.
Rezultatov z RMSE nad povprecˇno vrednostjo je bilo navadno vecˇ od
tistih z manjˇso.
3. Obdrzˇi le najboljˇsih 30 %!
Kot koncˇne najboljˇse rezultate ohranimo tiste, ki so v posamezni sku-
pini v 30 % najboljˇsih rezultatov ostanka.
Dobljene ostanke najboljˇsih rezultatov smo nato analizirali in iz njih
izlusˇcˇili uporabljene obdelave podatkov ter parametre modelov. Iz koncˇnih
rezultatov smo za vsako skupino oglasov pri vsakem sˇtevilu napovedanih
cˇasovnih tocˇk vnaprej za vsak model iz rezultatov sprehoda naprej izbrali
rezultat z najnizˇjo vrednostjo RMSE in ga v drugi fazi poskusa uporabili za
napovedovanje naslednjih vrednosti istih cˇasovnih vrst.
V nadaljevanju bomo podrobneje prikazali analizo poskusov za napove-
dovanje vecˇ tocˇk cˇasovnih vrst pogostih dogodkov in na podlagih enakih
procedur povzetke rezultatov poskusov za napovedovanje pogostih in redkih
dogodkov.
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7.2 Pogosti dogodki
Kot je predstavljeno v poglavju 6.2.2, smo za napovedovanje pogostih do-
godkov uporabljali znacˇilko z meritvami klikov na oglas (AppClicks).
7.2.1 ARIMA
Cˇasovna zahtevnost
V fazi iskanja optimalnih parametrov smo ugotovili, da cˇasovna zahtevnost
uporabe napovednega modela ni velika, in smo zato poskuse tudi na osta-
lih skupinah izvajali z vsemi mozˇnimi kombinacijami. Skupno smo tako v
posamezni skupini izvedli 1440 sprehodov naprej.
Posamezni sprehod naprej je trajal med 0,45 in 8,61 sekunde. Povprecˇno
je model za sprehod naprej porabil 6,37 sekunde. Cˇasi se z vecˇanjem sˇtevila
tocˇk za napoved vnaprej niso opazno spreminjali. Vsota v rezultatih izmerje-
nih cˇasov je bila 1 dan, 1 uro, 29 minut in 18 sekund. Poskuse smo vzporedno
izvajali na 32 jedrih procesorjev, skupni cˇas sprehodov naprej je bil 43 minut
in 20 sekund.
Najboljˇsa parametrizacija
Model ARIMA smo parametrizirali s parametri v tabeli 6.3. S postopkom za
selekcijo najboljˇsih rezultatov, opisanim v prejˇsnjem poglavju, smo iz vseh
rezultatov izbrali le najboljˇse pri posameznem sˇtevilu napovedanih cˇasovnih
tocˇk vnaprej. Enak postopek je uporabljen tudi pri ostalih modelih v nada-
ljevanju. Tabela 7.1 prikazuje najpogostejˇse vrednosti parametrov najboljˇsih
rezultatov sprehoda naprej modela ARIMA.
Za vsa sˇtevila napovedanih cˇasovnih tocˇk vnaprej je bil pri vseh skupi-
nah oglasov v dobrih rezultatih najvecˇkrat uporabljen model ARIMA(3, 0, 1).
Parametrizacija nakazuje, da diferenciacija cˇasovnih vrst v povprecˇju dobrih
rezultatov ni bila uporabljena.
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h=6 h=12 h=24
Sˇt. pogojem ustreznih vzorcev 810 610 396
p 3 3 3
d 0 0 0
q 1 1 1
Tabela 7.1: V dobrih rezultatih povprecˇno najvecˇkrat uporabljene vrednosti
parametrov napovednega modela ARIMA pri posameznem sˇtevilu napove-
danih cˇasovnih tocˇk vnaprej.
Tabela 7.2 prikazuje unijo parametrov, ki jih je uporabljalo najboljˇsih
30 % dobrih napovedi vsake skupine posebej.
parameter h=6 h=12 h=24
p [2] [2] [5]
d [0] [0] [0]
q [1] [0,2] [0]
Tabela 7.2: Unija vrednosti parametrov modela ARIMA pri posameznem
sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h), izbrana iz 30 % najboljˇsih
elementov dobrih rezultatov vsake izbrane skupine.
Tako v tabeli 7.2 kot tudi pri pregledu rezultatov napovednih modelov
v nadaljevanju je opaziti, da vecˇina parametrov najboljˇsih rezultatov ne za-
jema najpogostejˇsih parametrov. Vrednosti parametrov v tabeli pogostih
parametrov, kot je tabela 7.1, lahko zato interpretiramo kot parametre, ki
nam bodo v izbranih skupinah hitro dali dobre rezultate. Vrednosti paramet-
rov v tabeli unij najboljˇsih parametrov, kot je tabela 7.2, pa kot parametre,
ki bodo z daljˇsim procesom dali verjetno najbolj natancˇne napovedi v isti do-
meni podatkov. Pri trajajocˇih poskusih bi unije vrednosti parametrov lahko
uporabljali kot edine mozˇne vrednosti parametrov in s tem do rezultatov
priˇsli hitreje, kot z uporabo celotnih naborov vrednosti.
90 POGLAVJE 7. REZULTATI
Najboljˇse obdelave podatkov
Slika 7.1: Vsote absolutnih normaliziranih vrednosti RMSE iz rezultatov
modela ARIMA za posamezno obdelavo podatkov pri posameznem sˇtevilu
napovedanih cˇasovnih tocˇk vnaprej (h).
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Statistika uporabe posamezne obdelave podatkov v dobrih rezultatih na-
povednega modela ARIMA je prikazana v tabeli 7.1. V tabeli vrednost L
predstavlja logaritemsko preslikavo, vrednost N normalizacijo, T predstavlja
odstranitev trenda, S pa odstranitev sezonskosti.
Za sˇest napovedanih cˇasovnih tocˇk vnaprej z modelom ARIMA, je iz
rezultatov razvidno, da so najbolj natancˇne rezultate dosegali poskusi, ki niso
uporabljali nobene transformacije. Primerljivo dobro napovedno tocˇnost je
dosegala sˇe uporaba normalizacije. Slabe rezultate napovedovanja sˇestih tocˇk
vnaprej v modelu ARIMA so dajale vse transformacije, ki so v kombinacijah
obdelav podatkov uporabljale logaritemsko transformacijo.
Nasprotno je bila logaritemska transformacija prisotna pri dobrih rezul-
tatih napovedovanja 12 cˇasovnih tocˇk vnaprej z modelom ARIMA. Najbolje
sta se namrecˇ odrezali kombinaciji logaritemske preslikave z odstranitvijo se-
zonskosti in samostojna logaritemska transformacija. Najmanj natancˇne so
bile transformacije, ki so odstranjevale trend.
Najboljˇse rezultate za napovedovanje 24 tocˇk vnaprej z modelom ARIMA
je imela kombinacija logaritemske preslikave in normalizacije. Tudi v teh pos-
kusih je uporaba odstranitve trenda dajala slabe rezultate. Pri posameznih
transformacijah je bila napovedna napaka celo tako visoka, da med dobre
rezultate ni bil zajet noben element, ki bi transformacijo uporabljal. Med
tovrstne transformacije sodita kombinacija odstranitve trenda in sezonskosti
ter enaka kombinacija ob souporabi normalizacije. Najslabsˇi rezultat zajetih
dobrih rezultatov poskusa je imela sicer odstranitev trenda.
Skupno so bile v modelu ARIMA, gledano na vrednosti RMSE in sˇtevilo
pojavitev v najboljˇsih rezultatih, najuspesˇnejˇse neuporaba transformacij,
normalizacija, logaritemska transformacija in odstranitev sezonskosti. Kot
manj uporabna se je izkazala odstranitev trenda. To je bilo razvidno zˇe
iz najpogostejˇsih in najboljˇsih parametrizacij modela, ki so za parameter
d vedno uporabljali vrednost 0. Slaba uvrstitev odstranitve trenda je bila
pricˇakovana tudi zato, ker je bila vecˇina razpolozˇljivih kampanj in iz njih
izbranih skupin stacionarnih.
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7.2.2 XGBoost
Cˇasovna zahtevnost
Tudi pri XGBoost smo v fazi iskanja optimalnih parametrov ugotovili, da
cˇasovna zahtevnost uporabe napovednega modela ni velika, celo manjˇsa od
zahtevnosti modela ARIMA. Poskuse smo zato na vseh skupinah izvajali z
vsemi mozˇnimi kombinacijami parametrov in obdelav podatkov. Skupno smo
v posamezni skupini izvedli 3072 sprehodov naprej.
Posamezni sprehod naprej je potreboval med 0,25 in 4,98 sekunde, pov-
precˇno v vseh testih pa 0, 92 sekunde. Povprecˇni cˇasi so se z viˇsanjem sˇtevila
napovedanih cˇasovnih tocˇk vnaprej minimalno nizˇali. Vsota v rezultatih iz-
merjenih cˇasov je bila 22 ur, 7 minut in 58 sekund. Poskuse smo vzporedno
izvajali na 32 jedrih procesorjev, skupni cˇas poskusa je bil 38 minut in 42
sekund.
Najboljˇsa parametrizacija
Model XGBoost smo parametrizirali s parametri v tabeli 6.4. Tabela 7.3
prikazuje povprecˇno najpogostejˇse vrednosti parametrov v vseh dobrih re-
zultatih sprehoda naprej, ki bi v hitrih poskusih domenskega problema z
visoko verjetnostjo dali dobre rezultate.
h=6 h=12 h=24
Sˇt. pogojem ustreznih vzorcev 5599 4542 2368
max depth 5 5 5
n estimators 50 50 50
learning rate 0,3 0,3 0,2
n steps in 6 6 6
Tabela 7.3: V dobrih rezultatih povprecˇno najvecˇkrat uporabljene vre-
dnosti parametrov napovednega modela XGBoost pri posameznem sˇtevilu
napovedanih cˇasovnih tocˇk vnaprej.
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Za nizˇja in srednja sˇtevila napovedanih cˇasovnih tocˇk vnaprej, je bila pri
vseh skupinah oglasov najvecˇkrat uporabljena parametrizacija, ki je upora-
bljala srednje velike globine dreves in sˇtevila zakasnelih tocˇk v predpripravi
podatkov ter viˇsje sˇtevilo dreves in vrednosti hitrosti ucˇenja.
Tabela 7.4 prikazuje unijo parametrov, ki jih je uporabljalo vsaj najboljˇsih
30 % dobrih napovedi vsake skupine, pri posameznem sˇtevilu napovedanih
cˇasovnih tocˇk vnaprej. Vrednosti parametrov v tabeli bi znale v obsezˇnejˇsih
testih dati najbolj natancˇne rezultate.
parameter h=6 h=12 h=24
max depth [1, 10] [2] [5, 10]
n estimators [50] [30, 50] [30, 50]
learning rate [0,1] [0,1] [0,1]
n steps in [3] [3] [3]
Tabela 7.4: Unija vrednosti parametrov modela XGBoost pri posameznem
sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h), izbrana iz 30 % najboljˇsih
elementov dobrih rezultatov vsake izbrane skupine.
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Najboljˇse obdelave podatkov
Slika 7.2: Povprecˇja normaliziranih absolutnih vrednosti RMSE iz rezul-
tatov modela XGBoost, za posamezno obdelavo podatkov pri posameznem
sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h).
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Statistika uporabe posamezne obdelave podatkov v modelu XGBoost je pri-
kazana na sliki 7.2.
Za sˇest napovedanih cˇasovnih tocˇk vnaprej je iz rezultatov razvidno, da
najvecˇ dobrih rezultatov uporablja kombinacijo normalizacije z odstranitvijo
sezonskosti. Najboljˇse rezultate poskusa sta v povprecˇju uporabljali norma-
lizacija in kombinacija normalizacije z odstranitvijo trenda ter sezonskosti.
Ostale transformacije, ki so uporabljale odstranitev trenda, so se sicer po-
novno izkazale za najslabsˇe.
Transformacije, ki so uporabljale odstranitev sezonskosti, so se uvrstile
med najboljˇse pri napovedovanju 12 cˇasovnih tocˇk vnaprej z modelom XGBo-
ost. Najboljˇsa, cˇeprav z malim vzorcem rezultatov, je bila kombinacija loga-
ritemske preslikave z odstranitvama sezonskosti in trenda. Najslabsˇe so bile
ponovno ostale kombinacije, ki so uporabljale odstranitev trenda.
Odstarnitev trenda se je v modelu XGBoost izkazala kot povsem naustre-
zna za napovedovanje 24 tocˇk v prihodnost. Vrednosti RMSE so bile namrecˇ
tako visoke, da so bili s postopkom izbire dobrih rezultatov vsi rezultati z
uporabo odstranitve trenda izlocˇeni. Sicer pa je bila najboljˇsa transformacija
modela za napovedovanje 24 tocˇk vnaprej normalizacija.
Skupno so bile v modelu XGBoost, gledano na povprecˇne vrednosti RMSE
in sˇtevilo pojavitev v najboljˇsih rezultatih, najuspesˇnejˇse transformacije, ki
so uporabljale normalizacijo ali odstranitev sezonskosti, najslabsˇe pa tiste,
ki so odstranjevale trend.
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7.2.3 Osnovni LSTM
Cˇasovna zahtevnost
LSTM so zasnovani na nevronskih mrezˇah, ki so znane po vecˇji cˇasovni zah-
tevnosti [36]. Tudi v nasˇih poskusih so za ucˇenje porabile obcˇutno vecˇ cˇasa
kot druge tehnike. S celotnim naborom parametrov smo na dveh nakljucˇnih
skupinah sprehod naprej izvedli na vseh 7776 kombinacijah obdelav podatkov
in parametrov. Ker je poskus za posamezno skupino cˇasovno trajal vecˇ dni,
smo glede na zˇe zbrane rezultate pri naslednjih skupinah izbrali optimiziran
nabor parametrov.
Posamezni sprehod naprej je trajal med 19 sekundami in 3 minutami.
Povprecˇno je model za sprehod naprej porabil minuto in 14 sekund. Cˇas
sprehoda naprej se je nizˇal z viˇsanjem sˇtevila napovedanih tocˇk. Povprecˇni
cˇas za napovedovanje sˇest tocˇk je porabil minuto in 25 sekund, za 12 tocˇk
minuto in 16 sekund, za 24 tocˇk vnaprej pa 59 sekund. Skupaj so vsi poskusi
z omejenim sˇtevilom parametrov modela osnovne arhitekture LSTM porabili
28 dni, 20 ur in 42 sekund. Poskuse smo izvajali na 32 jedrih procesorjev,
skupni cˇas sprehodov naprej je bil 21 ur, 46 minut in 15 sekund.
Najboljˇsa parametrizacija
Modele osnovne arhitekture LSTM smo parametrizirali s parametri v ta-
beli 6.5. Tabela 7.5 prikazuje povprecˇno najpogostejˇse vrednosti parametrov
v vseh dobrih rezultatih sprehoda naprej.
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h=6 h=12 h=24
Sˇt. pogojem ustreznih vzorcev 1999 1572 1101
neurons 50 50 50
batch sizes 48 48 48
epochs 5 5 5
learning rates 0,01 0,001 0,01
l2 regularizers 0,0008 0,0008 0,0008
noises 0,0005 0 0,0005
n steps in 6 6 6
Tabela 7.5: V dobrih rezultatih povprecˇno najvecˇkrat uporabljene vrednosti
parametrov napovednega modela LSTM z osnovno arhitekturo, pri posame-
znem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej.
Vecˇina povprecˇno najpogostejˇsih vrednosti parametrov je ocˇitno neodvi-
sna od sˇtevila cˇasovnih tocˇk, ki jih napovedujemo. Predpostavimo lahko,
da so bile najpogostejˇse parametrizacije modela v dobrih rezultati poskusa
tiste, ki so uporabljale srednje velika sˇtevila nevronov, velikosti vzorcev in
sˇtevila zakasnelih tocˇk pri predpripravi podatkov. Pozitivno sta na rezultate
vplivala sˇe prisotnost sˇuma in viˇsja vrednost L2-regularizatorja.
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Tabela 7.6 prikazuje unijo parametrov, ki jih je uporabljalo vsaj najboljˇsih
30 % napovedi na vsaki skupini, pri posameznem sˇtevilu korakov vnaprej.
parameter h=6 h=12 h=24
neurons [80] [80] [50, 80]
batch sizes [72] [48, 72] [72]
epochs [5] [5] [5]
learning rates [0,001] [0,001] [0,01]
l2 regularizers [0,0008] [0,0008] [0,0008]
noises [0, 0,0005] [0, 0,0005] [0, 0,0005]
n steps in [6] [3] [3]
Tabela 7.6: Unija vrednosti parametrov modela osnovne arhitekture LSTM
pri posameznem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h), izbrana iz
30 % najboljˇsih elementov dobrih rezultatov vsake izbrane skupine.
Vecˇina vrednosti parametrov najboljˇsih rezultatov je identicˇna pogostim
parametrom. Nekoliko viˇsji sta le vrednosti sˇtevila nevronov in vzorcev.
Najboljˇse rezultate je dajala uporaba manjˇsega sˇtevila zakasnelih cˇasovnih
tocˇk za predpripravo podatkov in pri vseh sˇtevilih napovedanih cˇasovnih tocˇk
vnaprej sˇe neuporaba sˇuma.
7.2. POGOSTI DOGODKI 99
Najboljˇse obdelave podatkov
Slika 7.3: Povprecˇja normaliziranih absolutnih vrednosti RMSE iz rezulta-
tov modela osnovne arhitekture LSTM za posamezno obdelavo podatkov pri
posameznem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h).
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Statistika uporabe posamezne obdelave podatkov v modelu osnovne arhitek-
ture LSTM je na sliki 7.3.
Povprecˇno najboljˇse rezultate za napovedovanje sˇestih cˇasovnih tocˇk vna-
prej v modelu osnovne arhitekture LSTM je dajala kombinacija logaritemske
preslikave, odstranitve trenda in sezonskosti. Na splosˇno so se kot uspesˇne
transformacije izkazale tiste kombinacije, ki so uporabljale odstranitev sezon-
skosti. Najvecˇ dobrih rezultatov je uporabljalo kombinacijo normalizacije,
vendar rezultati v povprecˇju niso dali dobrih rezultatov. Najslabsˇe sta se za
napovedovanje sˇestih tocˇk vnaprej izkazali uporaba logaritemske preslikave
in kombinacija logaritemske preslikave z odstranitvijo trenda.
Odstranitev sezonskosti je na dobre rezultate vplivala tudi pri napovedo-
vanju 12 tocˇk vnaprej. Dobre rezultate je dajala sˇe neuporaba transforma-
cij. Najslabsˇi rezultati napovedovanja 12 tocˇk vnaprej z modelom osnovne
arhitekture LSTM so bili ponovno pri transformacijah, ki so uporabljale od-
stranitev trenda.
Pri napovedovanju 24 tocˇk vnaprej je imela kombinacija normalizacije z
odstranitvijo trenda in sezonskosti tako visoke vrednosti RMSE, da transfor-
macija ni bila zajeta v nobenem elementu dobrih rezultatov modela. Naj-
boljˇsa transformacija je bila kombinacija logaritemske preslikave z odstrani-
tvijo sezonskosti, najslabsˇa pa neuporaba transformacij.
Skupno je bila v modelu osnovne arhitekture LSTM, gledano na pov-
precˇne vrednosti RMSE in sˇtevilo pojavitev v najboljˇsih rezultatih, naju-
spesˇnejˇsa transformacija kombinacija logaritemske preslikave z odstranitvijo
sezonskosti. Odstranitev sezonskosti je tudi samostojno transformacija, ki
v modelu osnovne arhitekture LSTM daje dobre rezultate. Slaba in tudi
povsem neprimerna pa je za napovedovanje sˇtevila klikov na oglas uporaba
odstranitve trenda.
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7.2.4 Sestavljni LSTM
Modele sestavljene arhitekture LSTM smo parametrizirali s parametri v ta-
beli 6.5.
Cˇasovna zahtevnost
S celotnim naborom parametrov smo na dveh nakljucˇnih skupinah sprehod
naprej izvedli z vsemi 7776 kombinacijami obdelav podatkov in parametrov.
Ker je poskus cˇasovno trajal vecˇ kot tri dni, smo glede na rezultate poskusa
za nadaljnje teste izbrali omejeno sˇtevilo najboljˇsih parametrov.
Posamezni sprehod naprej je trajal med 30 sekundami in 9 minutami.
Povprecˇno v vseh testih je model za sprehod naprej porabil 2 minuti in 3
sekunde. Cˇasi se med sˇtevili napovedanih cˇasovnih tocˇk ponovno razlikujejo.
Za napovedovanje sˇestih tocˇk vnaprej je sprehod vnaprej povprecˇno porabil
2 minuti in 22 sekund, za 12 tocˇk 10 sekund manj in za 24 tocˇk vnaprej
minuto in 38 sekund. Vsota v rezultatih izmerjenih cˇasov je bila 53 dni, 20
ur in 42 sekund. Poskuse smo vzporedno izvajali na 32 jedrih procesorjev,
skupni cˇas sprehodov naprej je bil 1 dan, 15 ur, 8 minut in 46 sekund.
Najboljˇsa parametrizacija
Tabela 7.7 prikazuje povprecˇno najpogostejˇse vrednosti parametrov v vseh
najboljˇsih rezultatih sprehoda naprej, tabela 7.8 pa unijo parametrov, ki jih je
uporabljalo vsaj najboljˇsih 30 % napovedi na vsaki skupini, pri posameznem
sˇtevilu korakov vnaprej.
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h=6 h=12 h=24
Sˇt. pogojem ustreznih vzorcev 2192 1786 1233
neurons 50 50 50
batch sizes 48 48 48
epochs 5 5 5
learning rates 0,01 0,01 0,01
l2 regularizers 0,0008 0,0008 0,0008
noises 0 0 0,0005
n steps in 6 6 6
Tabela 7.7: Povprecˇno najvecˇkrat uporabljene vrednosti parametrov v do-
brih rezultatih napovedi z modelom LSTM s sestavljeno arhitekturo, pri po-
sameznem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej.
parameter h=6 h=12 h=24
neurons [80] [30] [30, 50]
batch sizes [24, 48] [72] [48, 72]
epochs [5] [5] [5]
learning rates [0,001] [0,001] [0,001]
l2 regularizers [0,0008] [0,0008] [0,0008]
noises [0, 0,0005] [0] [0]
n steps in [6] [3] [6, 12]
Tabela 7.8: Unija vrednosti parametrov modela sestavljene arhitekture
LSTM pri posameznem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h), iz-
brana iz 30 % najboljˇsih rezultatih vsake izbrane skupine.
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Kot pri osnovni arhitekturi LSTM, je tudi pri sestavljeni vecˇina para-
metrov neodvisna od sˇtevila napovedanih cˇasovnih tocˇk vnaprej. Pri viˇsjih
napovedih je opaziti zgolj pogostejˇso rabo viˇsje vrednosti stopnje sˇuma (no-
ises). Iz tabele 7.7 lahko predpostavimo, da je najvecˇ parametrizacij v naj-
boljˇsih rezultatih modela uporabljalo srednje velika sˇtevila nevronov, veli-
kosti vzorcev ter sˇtevila zakasnelih tocˇk. Uporabna je tudi viˇsja vrednost
L2-regularizatorja, manj uporabna pa je prisotnost sˇuma.
Najboljˇse obdelave podatkov
Statistika uporabe posamezne obdelave podatkov v modelu sestavljene arhi-
tekture LSTM je na sliki 7.4.
Za napovedovanje sˇestih cˇasovnih tocˇk vnaprej, je najbolj natancˇne re-
zultate dajala kombinacija logaritemske preslikave, odstranitve trenda in se-
zonskosti. Sledili sta kombinacija logaritemske preslikave z normalizacijo in
odstranitvijo sezonskosti ter logaitemska transformacija z odstranitvijo se-
zonskosti. Normalizacija je na splosˇno zajeta v skoraj vseh transformacijah,
ki so dajale boljˇse rezultate. Slabo so se v povprecˇju izkazale transforma-
cije, ki so odstranjevale trend, najslabsˇe rezultate pa sta dajali logaritemska
preslikava in logaritemska transformacija v kombinaciji z normalizacijo.
Pri napovedovanju 12 cˇasovnih tocˇk vnaprej s sestavljeno arhitekturo
LSTM, je bila povprecˇno najbolj natancˇna transformacija odstranitev sezon-
skosti. Nasprotno kot pri napovedovanju sˇestih tocˇk vnaprej, je kombinacija
logaritemske transformacije in normalizacije pri napovedovanju 12 dosegala
dobre rezultate. Sledile so sˇe ostale transformacije z odstranitvijo sezonsko-
sti, najslabsˇe pa so bile ponovno transformacije z odstranitvijo trenda.
Odstranitev trenda je slabsˇe rezultate dajala tudi pri napovedovanju 24
tocˇk vnaprej. Kombinacije normalizacije z odstranitvijo trenda in sezonskosti
med dobre rezultate niti niso bile zajete. Najbolj natancˇne napovedi sta
povprecˇno sicer dajali normalizacija in odstranitev sezonskosti.
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Rezultat z najboljˇsim povprecˇnim normaliziranim RMSE je dosegla kom-
binacija normalizacije in odstranitve trenda, ki je zajemala le en rezultat. Ta
sicer v primerjavi z najboljˇsimi vrednostmi nizˇje uvrsˇcˇenih povprecˇnih RMSE
ni bil dober, zato tudi transformacije ne sˇtejemo kot dobre in uporabne za
napovedovanje 24 tocˇk vnaprej z modelom sestavljene arhitekture LSTM.
Sestavljena arhitektura LSTM je povprecˇno najboljˇse napovedi podajala
z logaritemsko preslikavo v kombinaciji z odstranitvijo sezonskosti. Odstra-
nitev trenda pri napovednem modelu ni dala dobrih rezultatov.
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Slika 7.4: Povprecˇja normaliziranih vrednosti RMSE iz rezultatov modela
sestavljene arhitekture LSTM, za posamezno obdelavo podatkov pri posame-
znem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h).
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7.2.5 Sekvenca-v-sekvenco LSTM
Cˇasovna zahtevnost
S celotnim naborom parametrov smo na dveh nakljucˇnih skupinah sprehod
naprej izvedli z vsemi 7760 kombinacijami obdelav podatkov in parametrov.
Ker je poskus cˇasovno trajal vecˇ kot tri dni, smo glede na rezultate poskusa
za nadaljnje teste izbrali omejeno sˇtevilo najboljˇsih parametrov.
Posamezni sprehod naprej je trajal med 30 sekundami in 9 minutami.
Povprecˇno v vseh testih je model za sprehod naprej porabil 2 minuti in 22
sekund. Z vecˇanjem sˇtevila napovedanih cˇasovnih tocˇk se je cˇas izvajanja
sprehoda naprej ponovno nizˇal. Za napovedovanje sˇestih in 12 tocˇk je model
povprecˇno porabil 2 minuti in 32 sekund, za 24 tocˇk pa minuto in 55 sekund.
Skupaj bi vsi poskusi z omejenim sˇtevilom parametrov modela arhitekture
sekvenca-v-sekvenco LSTM porabili 61 dni, 6 ur in 11 sekund. Poskuse smo
vzporedno izvajali na 32 jedrih procesorjev, skupni cˇas sprehodov naprej je
bil 1 dan, 21 ur, 32 minut in 37 sekund.
Najboljˇsa parametrizacija
Modele arhitekture LSTM sekvenca-v-sekvenco smo parametrizirali s para-
metri v tabeli 6.5. Tabela 7.9 prikazuje povprecˇno najpogostejˇse vrednosti
parametrov v vseh najboljˇsih rezultatih sprehoda naprej, tabela 7.10 pa unijo
parametrov, ki jih je uporabljalo vsaj najboljˇsih 30 % napovedi vsake sku-
pine, pri posameznem sˇtevilu korakov vnaprej.
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h=6 h=12 h=24
Sˇt. pogojem ustreznih vzorcev 2230 1808 928
neurons 50 50 50
batch sizes 48 48 48
epochs 5 5 5
learning rates 0,01 0,01 0,001
l2 regularizers 0,0008 0,0008 0,0008
noises 0 0,0005 0,0005
n steps in 6 6 6
Tabela 7.9: Povprecˇno najvecˇkrat uporabljene vrednosti parametrov v
dobrih rezultatih napovednega modela LSTM z arhitekturo sekvenca-v-
sekvenco pri posameznem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej.
parameter h=6 h=12 h=24
neurons [50] [30,80] [30]
batch sizes [24] [48] [48]
epochs [5] [5] [5]
learning rates [0,01] [0,001, 0,01] [0,01]
l2 regularizers [0,0008] [0,0008] [0,0008]
noises [0, 0,0005] [0, 0,0005] [0, 0,0005]
n steps in [3] [3, 6] [12]
Tabela 7.10: Unija vrednosti parametrov modela sestavljene arhitekture
LSTM pri posameznem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h), iz-
brana iz 30 % najboljˇsih rezultatih vsake izbrane skupine.
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Tudi arhitektura sekvence-v-sekvenco LSTM je v najboljˇsih rezultatih
uporabljala podobne parametre kot ostali arhitekturi LSTM. Iz tabele 7.9
lahko povzamemo, da model najbolje napoveduje s srednje velikim sˇtevilom
nevronov, velikostjo vzorcev in sˇtevilom zakasnelih tocˇk. V dobrih rezultatih
pogosto uporablja tudi viˇsjo vrednost sˇuma in hitrosti ucˇenja.
Najbolj natancˇne napovedi so model vecˇkrat parametrizirale s pogostim
vrednostim podobnimi vrednostmi. Iz tabele 7.10 je razvidno, da smo boljˇse
rezultate dobivali z nizˇjimi sˇtevili nevronov in predvsem z razlicˇnim sˇtevilom
zakasnelih cˇasovnih tocˇk pri pripravi podatkov. Vrednost parametra n steps in
je bila v najboljˇsih rezultatih napovedovanja vseh znacˇilk navadno polovico
manjˇsa od sˇtevila napovedanih cˇasovnih tocˇk vnaprej (n steps in = h
2
).
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Najboljˇse obdelave podatkov
Slika 7.5: Povprecˇja normaliziranih absolutnih vrednosti RMSE rezulta-
tov modela arhitekture sekvenca-v-sekvenco LSTM za posamezno obdelavo
podatkov pri posameznem sˇtevilu napovedanih cˇasovnih tocˇk vnaprej (h).
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Statistika uporabe posamezne obdelave podatkov v modelu arhitekture
sekvenca-v-sekvenco LSTM je na sliki 7.5.
Podobno kot pri ostalih arhitekturah modela LSTM je tudi v arhitek-
turi sekvence-v-sekvenco LSTM najboljˇse rezultate za napovedovanje sˇestih
cˇasovnih tocˇk vnaprej dajala logaritemska preslikava s kombinacijama norma-
lizacije z odstranitvijo sezonskosti ter z odstranitvijo trenda in sezonskosti.
Tudi ostale transformacije so imele podobne rezultate kot ostali arhitekturi.
Odstranitev sezonskosti je bila prisotna v vecˇini boljˇsih transformacij, odstra-
nitev trenda pa pri slabsˇih. Najslabsˇi metodi sta bili logaritemska preslikava
in kombinacija logaritemske preslikave z normalizacijo.
Najboljˇse rezultate je pri arhitekturi sekvenca-v-sekvenco LSTM za napo-
vedovanje 12 cˇasovnih tocˇk vnaprej dosegala kombinacija logaritemske pre-
slikave z normalizacijo. Najvecˇ najboljˇsih rezultatov poskusa je kot edino
transformacijo vsebovalo normalizacijo. Slabe rezultate so dajale transfor-
macije, ki so vsebovale odstranjevanje trenda.
Kombinacija odstranitve trenda je pri modelu sekvence-v-sekvenco LSTM
za napovedovanje 24 cˇasovnih tocˇk vnaprej imela tako visoke vrednosti RMSE,
da dolocˇene transformacije niso bile zajete v naboru najboljˇsih rezultatov.
Najboljˇsi rezultat je sicer z enim rezultatom dosegla prav odstranitev trenda,
vendar je z najvecˇjim vzorcem prevladovala normalizacija. Slabo so se za
napovedovanje 24 tocˇk vnaprej odrezale logaritemska preslikava, neuporaba
transformacij in predvsem odstranitev sezonskosti.
Skupno je bila v modelu arhitekture sekvenca-v-sekvenco LSTM, gledano
na povprecˇne vrednosti RMSE in sˇtevilo pojavitev v najboljˇsih rezultatih,
najuspesˇnejˇsa transformacija normalizacija. Med najboljˇsimi rezultati so bile
vecˇkrat tudi transformacije, ki so kombinirale odstranitev sezonskosti z nor-
malizacijo ali logaritemsko preslikavo. Pri srednje velikem sˇtevilu napoveda-
nih cˇasovnih tocˇk je dobre rezultate dajala tudi logaritemska preslikava, ki
je sicer dajal najslabsˇe rezultate. Uporaba odstranitve trenda pri modelu ni
dajala posebej dobrih rezultatov.
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7.2.6 Povzetek iskanja optimalne konfiguracije
Cˇasovne zahtevnosti
Na sliki 7.6 so prikazani povprecˇni cˇasi napovednih modelov za izvedbo posa-
meznega sprehoda naprej. Iz vizualizacije je razvidno, da je model XGBoost
vse sprehode naprej izvedel v zelo podobnem cˇasu, vsekakor pa povprecˇno hi-
treje kot vsi drugi napovedni modeli. Cˇasovne zahtevnosti sledijo pricˇakovani
razvrstivti, prikazani z enacˇbo 7.3. Najbolj nepredvidljivo cˇasovno zahtev-
nost je imela sestavljena struktura LSTM, ki je posamezne teste izvajala tudi
po devet minut.
ARIMA XGBoost osnovni LSTM sestavljen LSTM sekvenca v sekvenco LSTM
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Slika 7.6: Primerjava cˇasovnih zahtevnosti posameznih sprehodov naprej.
tARIMA ≤ tXGBoost < tLSTM
tosnovni LSTM < tsestavljen LSTM < tsekvenca v sekvenco LSTM
(7.3)
Najboljˇse obdelave podatkov
Razvrstitev v poskusih uporabljenih transformacij glede na vrstni red uspesˇnosti
v posameznih modelih je prikazan v tabeli 7.11. Koncˇno mesto predstavlja
mesto uporabnosti transformacije v vseh poskusih skupaj.
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transformacija ARIMA XGBoost osnovni LSTM sestavljen LSTM sekvenca-v-sekvenco LSTM koncˇno mesto
N 2 2 4 3 4 1
L + N + S 4 6 3 2 1 2
L + S 8 4 1 1 3 3
N + S 7 1 2 4 3 3
S 6 8 5 2 2 4
BREZ 1 11 10 5 6 5
L + N 3 10 7 12 5 6
L + T + S 14 3 11 7 3 7
L 5 8 11 8 8 8
L + N + T + S 11 5 8 11 8 9
L + N + T 10 9 11 10 7 10
T + S 12 7 9 12 7 10
L + T 9 14 7 9 10 11
T 13 12 6 13 6 12
N + T 9 13 12 6 11 13
N + T + S 15 8 13 14 9 14
Tabela 7.11: Razvrstitev transformacij glede na uspesˇnost v vseh najboljˇsih
rezultatih poskusov s sprehodom naprej, za napovedovanje znacˇilke App-
Clicks. Posamezna vrednost predstavlja zaporedno mesto, ki ga je transfor-
macija v napovednem modelu skupno dosegla pri vseh sˇtevilih napovedanih
cˇasovnih tocˇk vnaprej.
Iz tabele je razvidno, da je najvecˇ najboljˇsih rezultatov v vseh napovednih
modelih uporabljalo normalizacijo. Ta je dobre rezultate dajala zaradi umi-
ritve relativno razgibanega variiranja vrednosti dogajanj v cˇasovnih vrstah
pogostih dogodkov, iz katerih smo podajali napovedi. Iz enakih razlogov je
bila med boljˇsimi transformacijami prisotna tudi logaritemska preslikava.
Ker smo napovedovali vecˇ cˇasovnih tocˇk vnaprej, je bila pricˇakovano
uspesˇna sˇe uporaba odstranitve sezonskosti. Ta je bila pri vsakem modelu pri-
sotna med najboljˇsimi transformacijami napovedovanja sˇestih in 12 cˇasovnih
tocˇk vnaprej. Vecˇina solezˇnih cˇasovnih vrst razpolozˇljivih oglasˇevalskih kam-
panj in iz njih v poskusih izbranih oglasˇevalskih skupin je bila stacionarnih.
Cˇasovne vrste opaznejˇsega trenda zato niti niso vsebovale. Iz tabele je zato
pricˇakovano razvidno sˇe to, da se je odstranitev trenda v naboru dobrih re-
zultatov vedno umesˇcˇala na zadnja mesta.
Skupno najslabsˇe transformacije v poskusih so bile tiste, ki so kombi-
nirale normalizacijo z odstranitvijo trenda, najslabsˇa transformacija je tej
kombinaciji dodala sˇe odstranitev sezonskosti.
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7.2.7 Napovedi vrednosti
Na podlagi kombinacij parametrov modelov in obdelav podatkov najboljˇsih
rezultatov sprehodov naprej, smo v drugi fazi poskusov napovedovali v prvi
fazi poskusov odstranjene konce cˇasovnih vrst. Na izrisih rezultatov ni pri-
kazanih napovedi vztrajnostnega modela. V rezultatih smo namrecˇ zˇeleli
primerjati zgolj rezultate nenaivnih napovednih modelov.
Sˇest cˇasovnih tocˇk vnaprej
Primerjava rezultatov napovedi sˇestih cˇasovnih tocˇk vnaprej med modeli je
na sliki 7.7. Arhitekture LSTM so vsaj v eni arhitekturi v vecˇini izbranih
skupin premagale druge modele. Model ARIMA je dal boljˇse rezultate le pri
eni skupini, enkrat je modele LSTM premagal sˇe model XGBoost.
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Primerjava RMSE - 6 napovedanih asovnih to k vnaprej
ARIMA
XGBoost
osnoven LSTM
sekvenca v sekvenco LSTM
sestavljen LSTM
Slika 7.7: Primerjava vrednosti RMSE napovednih modelov, pri napovedo-
vanju znacˇilke AppClicks za sˇest cˇasovnih tocˇk vnaprej.
Tabela 7.12 prikazuje povprecˇne normalizirane vrednosti RMSE vsakega
modela, pri napovedovanju sˇestih cˇasovnih tocˇk vnaprej. Iz tabele je raz-
vidno, da so povprecˇno vse arhitekture LSTM vracˇale boljˇse rezultate, kot
modela ARIMA in XGBoost.
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Model Povprecˇna vrednost RMSE
sestavljen LSTM 0,182
sekvenca-v-sekvenco LSTM 0,198
osnovni LSTM 0,306
XGBoost 0,639
ARIMA 0,666
Tabela 7.12: Povprecˇne normalizirane vrednosti RMSE posameznega napo-
vednega modela, pri napovedovanju sˇestih cˇasovnih tocˇk znacˇilke AppClicks
vnaprej.
12 cˇasovnih tocˇk vnaprej
Primerjava rezultatov napovedi 12 cˇasovnih tocˇk vnaprej med modeli je na
sliki 7.8. Iz primerjave na sliki se ponovno razvidi, da so arhitekture LSTM
v veliki vecˇini dajale najbolj natancˇne napovedi, kar dokazuje tudi statistika
povprecˇnih normaliziranih vrednosti RMSE v tabeli 7.13. V dveh skupinah
je najbolj natancˇno napoved sicer podal XGBoost, ARIMA pa je bila v vseh
poskusih slabsˇa od vsaj ene arhitekture LSTM. Najbolj natancˇne napovedi
12 cˇasovnih tocˇk je povprecˇno najvecˇkrat vrnil model sekvence-v-sekvenco
LSTM, sledila pa mu je sˇe sestavljena arhitektura. Osnovno arhitekturo
LSTM je v natancˇnosti premagal XGBoost, kot najmanj natancˇen model pa
se je ponovno izkazala ARIMA.
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Slika 7.8: Primerjava vrednosti RMSE napovednih modelov, pri napovedo-
vanju znacˇilke AppClicks za 12 cˇasovnih tocˇk vnaprej.
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Model Povprecˇna vrednost RMSE
sekvenca-v-sekvenco LSTM 0,295
sestavljen LSTM 0,336
XGBoost 0,357
osnovni LSTM 0,472
ARIMA 0,842
Tabela 7.13: Povprecˇne normalizirane vrednosti RMSE posameznega na-
povednega modela, pri napovedovanju 12 cˇasovnih tocˇk znacˇilke AppClicks
vnaprej.
24 cˇasovnih tocˇk vnaprej
Primerjava rezultatov napovedi 24 cˇasovnih tocˇk vnaprej med modeli je na
sliki 7.9. Tudi tu je vsaj ena izmed arhitektur LSTM v vecˇini skupin dajala
najbolj natancˇne napovedi. V dveh skupinah je sicer najboljˇso napoved dala
ARIMA, v v eni pa XGBoost.
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Slika 7.9: Primerjava vrednosti RMSE napovednih modelov, pri napovedo-
vanju znacˇilke AppClicks za 24 cˇasovnih tocˇk vnaprej.
Povprecˇna uspesˇnost napovednih modelov pri napovedovanju 24 cˇasovnih
tocˇk vnaprej je v tabeli 7.14. Povprecˇno najboljˇsi model za napovedovanje
24 cˇasovnih tocˇk vnaprej je bil model LSTM z osnovno arhitekturo, ki sta
mu sledili sˇe ostali arhitekturi LSTM. Najslabsˇa je bila ponovno ARIMA.
116 POGLAVJE 7. REZULTATI
Model Povprecˇna vrednost RMSE
osnovni LSTM 0,203
sekvenca-v-sekvenco LSTM 0,293
sestavljen LSTM 0,312
XGBoost 0,437
ARIMA 0,696
Tabela 7.14: Povprecˇne vrednosti RMSE posameznega napovednega mo-
dela, pri napovedovanju 24 cˇasovnih tocˇk znacˇilke AppClicks vnaprej.
7.2.8 Povzetek napovedovanja
Pri napovedovanju srednje pogostega sˇtevila dogodkov, klikov na oglas (App-
Clicks) so ne glede na sˇtevilo napovedanih cˇasovnih tocˇk vnaprej najbolj
tocˇne napovedi vracˇali napovedni modeli LSTM. Med njimi je bila arhi-
tektura sekvence-v-sekvenco najboljˇsa pri napovedovanju sˇestih in 12 tocˇk
vnaprej, ter drugi najuspesˇnejˇsi model pri napovedovanju 24 tocˇk vnaprej.
Dobro se je obnesel tudi model XGBoost. Ker je ucˇenje LSTM stohasticˇno,
lahko napovedna tocˇnost mocˇno variira. Napovedi LSTM bi posledicˇno lahko
bile izraziro boljˇse, lahko pa tudi slabsˇe. Pri posameznih skupinah je opaziti,
da je napovedna napaka istih skupin pri napovedovanju viˇsjih sˇtevil cˇasovnih
tocˇk vnaprej nizˇja od napovedi nizˇjih.
Najslabsˇe napovedne tocˇnosti je pri napovedovanju vseh sˇtevil cˇasovnih
tocˇk vnaprej imela ARIMA. Njena napovedna tocˇnost je bila, predvsem pri
vrstah z vecˇjim razponom vrednosti, tudi sˇtirikrat slabsˇa od najboljˇsih re-
zultatov iste skupine.
ARIMA XGBoost osnoven LSTM sestavljen LSTM sekvenca v sekvenco LSTM
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asovna zahtevnost napovednih modelov za podajanje ene napovedi
Slika 7.10: Cˇasovne zahtevnosti modelov pri podajanju napovedi.
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Cˇasovna zahtevnost napovedovanja, prikazana na sliki 7.10 je po razvr-
stitvi od najhitrejˇsega do najpocˇasnejˇsega modela enaka, kot pri sprehodu
naprej. Najhitrejˇsa nenaivna metoda je XGBoost, ki ji sledi ARIMA, vse
arhitekture LSTM pa so v povprecˇju vsaj 15-krat pocˇasnejˇse kot povprecˇna
napoved XGBoost modela.
Napoved od 1 do 24 cˇasovnih tocˇk vnaprej
Na eni izmed izbranih skupin smo izvedli sˇe poskus napovedovanja od 1 do 24
cˇasovnih tocˇk vnaprej. Koncˇna primerjava rezultatov na slikah 7.11 in 7.12
prikazuje primerjave vrednosti RMSE napovednih modelov pri napovedova-
nju posameznega sˇtevila napovedanih tocˇk vnaprej.
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Slika 7.11: Primerjava vrednosti RMSE napovednih modelov pri napove-
dovanju znacˇilke AppClicks od 1 do 24 cˇasovnih tocˇk vnaprej.
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Slika 7.12: Pimerjava vrednosti RMSE napovednih modelov pri napovedo-
vanju znacˇilke AppClicks od 1 do 24 cˇasovnih tocˇk vnaprej z linijsko pred-
stavitvijo.
Iz obeh predstavitev je razvidno, da z vecˇanjem sˇtevila tocˇk napovedna
tocˇnost ne slabi. Lastnost je sˇe opazna na sliki 7.12, kjer je pri viˇsjih sˇtevilih
napovedanih cˇasovnih tocˇk napovedna napaka celo nizˇja , kot pri manjˇsih
sˇtevilih. Lastnost je dobro vidna tudi v vizualizaciji dejanskih napovedi
nekaterih sˇtevilih napovedanih cˇasovnih tocˇk vnaprej na sliki 7.14.
Uspesˇnost posameznega napovednega modela je z vsoto normaliziranih
vrednosti RMSE prikazana na sliki 7.13.
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Slika 7.13: Vsota normaliziranih vrednosti RMSE posameznega napove-
dnega modela, pri napovedovanju od 1 do 24 cˇasovnih tocˇk vnaprej.
Povprecˇno najboljˇsa LSTM-arhitektura je bila osnovna arhitektura. Re-
zultati so sledili pricˇakovani razvrstitvi napovednih modelov nicˇelne hipoteze,
predvsem v predpostavki, da bo najmanj natancˇne napovedi vracˇal model
ARIMA.
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Slika 7.14: Resnicˇne napovedane vrednosti cˇasovnih vrst v poskusu napo-
vedovanja od 1 do 24 cˇasovnih tocˇk vnaprej. Prikazane so napovedi 3, 6, 12,
21 in 24 cˇasovnih tocˇk vnaprej.
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7.3 Zelo pogosti dogodki
Za napovedovanje zelo pogostih dogodkov smo uporabljali znacˇilko z meri-
tvami ogledov medijskih oglasov (MediaViews). Podatki so za razliko od
srednje pogostih vsebovali viˇsje vrednosti podatkov, viˇsje skoke in padce ter
opaznejˇso sezonskost.
Najboljˇse obdelave podatkov
Razvrstitev v poskusih uporabljenih transformacij glede na vrstni red uspesˇnosti
pri posameznem modelu je prikazan v tabeli 7.15. Koncˇno mesto predstavlja
zaporedno mesto uporabnosti transformacije v vseh poskusih skupaj.
transformacija ARIMA XGBoost osnovni LSTM sestavljen LSTM sekvenca-v-sekvenco LSTM koncˇno mesto
N + S 3 5 1 1 3 1
N 1 9 2 3 4 2
S 2 1 6 5 5 2
L + N 3 8 4 3 2 3
L + N + T + S - 9 4 2 1 4
L + S 1 2 5 9 7 5
N + T + S 4 6 5 4 9 6
L 2 4 9 9 5 7
BREZ 2 3 10 6 10 8
L + N + T - 8 3 7 6 8
L + N + S 2 7 9 9 6 9
T + S 5 7 7 8 8 10
T 5 10 9 9 5 11
L + T - 12 6 11 11 12
L + T + S 6 11 11 10 10 13
N + T 6 13 8 12 12 14
Tabela 7.15: Razvrstitev transformacij glede na uspesˇnost v vseh najboljˇsih
rezultatih poskusov s sprehodom naprej za napovedovanje znacˇilke Media-
Views. Posamezna vrednost predstavlja zaporedno mesto, ki ga je transfor-
macija v napovednem modelu skupno dosegla pri vseh sˇtevilih napovedanih
cˇasovnih tocˇk vnaprej.
Iz tabele je razvidno, da je najvecˇ najboljˇsih rezultatov v vseh napove-
dnih modelih uporabljalo kombinacijo normalizacije z odstranitvijo sezon-
skosti. Posamicˇno sta se transformaciji uvrstili na drugo mesto. Uporaba
normalizacije je bila pricˇakovano dobra, saj je bil pri vecˇini cˇasovnih skupin
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razpon vrednosti napovedane znacˇilke velik. Znacˇilka je imela tudi opazno
komponento sezonskosti, zato uporaba odstranitve le-te v boljˇsih rezultatih
ne presenecˇa. Najslabsˇe rezultate v poskusih so ponovno dosegale transfor-
macije z odstranitvijo trenda. Tudi pri sˇtevilu ogledov medijskih oglasov
ta ni bil pogosto prisoten. Najslabsˇa je bila kombinacija normalizacije in
odstranitve trenda.
Primerjava natancˇnosti napovedi posameznih modelov
Primerjave napovednih tocˇnosti posameznih modelov so za sˇest napovedanih
cˇasovnih tocˇk vnaprej prikazane na sliki 7.15, za 12 na sliki 7.16 in za 24 na
sliki 7.17.
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Slika 7.15: Primerjava vrednosti RMSE napovednih modelov, pri napove-
dovanju znacˇilke MediaViews za sˇest cˇasovnih tocˇk vnaprej.
Za napovedovanje sˇestih cˇasovnih tocˇk vrednosti zelo pogostih dogodkov
so povprecˇno najboljˇse rezultate vracˇali modeli LSTM. Dobre napovedi je
nekajkrat dajala tudi ARIMA, pri dveh skupinah pa je najboljˇso napoved
vrnil XGBoost. Povprecˇno najbolj natancˇne napovedi je med vsemi skupi-
nami dajal model LSTM s sestavljeno arhitekturo, temu sta sledila LSTM z
arhitekturo sekvence-v-sekvenco in LSTM z osnovno arhitekturo. XGBoost
je dajal modelom LSTM primerljive rezultate, povprecˇno najslabsˇi model za
napovedovanje sˇestih tocˇk zelo pogostih dogodkov pa je bila ARIMA. Njena
povprecˇna natancˇnost je bila trikrat slabsˇa od najboljˇsega modela.
122 POGLAVJE 7. REZULTATI
sk
up
in
a 
1
sk
up
in
a 
2
sk
up
in
a 
3
sk
up
in
a 
4
sk
up
in
a 
5
sk
up
in
a 
6
sk
up
in
a 
7
sk
up
in
a 
8
sk
up
in
a 
9
sk
up
in
a 
10
0
500
1000
1500
2000
2500
3000
3500
R
M
SE
Primerjava RMSE - 12 napovedanih asovnih to k vnaprej
ARIMA
XGBoost
osnoven LSTM
sekvenca v sekvenco LSTM
sestavljen LSTM
Slika 7.16: Primerjava vrednosti RMSE napovednih modelov, pri napove-
dovanju znacˇilke MediaViews za 12 cˇasovnih tocˇk vnaprej.
Skoraj enako razvrstitev napovednih modelov smo dobili tudi pri napo-
vedovanju 12 cˇasovnih tocˇk vnaprej. Pri tem poskusu je le XGBoost vracˇal
bolj natancˇne napovedi, kot osnova arhitektura LSTM.
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Slika 7.17: Primerjava vrednosti RMSE napovednih modelov, pri napove-
dovanju znacˇilke MediaViews za 24 cˇasovnih tocˇk vnaprej.
Pri napovedovanju 24 cˇasovnih tocˇk vnaprej je po natancˇnosti vodila
osnovna arhitektura LSTM. Sledita ji sˇe ostali arhitekturi LSTM, model
XGBoost in kot zadnje uvrsˇcˇen model ARIMA.
Povzetek
Pri napovedovanju zelo pogostih dogodkov je najboljˇse rezultate dajala arhi-
tektura sekvence-v-sekvenco LSTM, ostali arhitekturi in XGBoost niso veliko
zaostajali. Pri vseh sˇtevilih napovedanih tocˇk vnaprej je v povprecˇju naj-
slabsˇe napovedi dajala ARIMA.
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Kot najboljˇsi tehniki obdelav podatkov sta se pri vseh sˇtevilih napove-
danih cˇasovnih tocˇk izkazali normalizacija in odstranitev sezonskosti. Dobre
rezultate sta imeli kot samostojni transformaciji, kombinacija obeh pa je bila
celo transformacija z najboljˇsimi napovedmi v poskusu. Omenjeni transfor-
maciji sta se obnesli dobro predvsem zaradi lastnosti napovedane znacˇilke,
tj. visokih vrednosti podatkov in opazne sezonskosti. Normalizacija je vi-
soke vrednosti in variance umirila, sezonskost pa je odstranjevala izrazito
ponavljajocˇa gibanja vrednosti.
7.4 Redki dogodki
Za napovedovanje redkih dogodkov smo uporabili znacˇilko z meritvami sˇtevila
konverzij (Conversions). Cˇasovne vrste so vecˇinoma vsebovale obdobja z
nicˇelnimi vrednostmi in posamezne skoke na nizke vrednosti.
Najboljˇse obdelave podatkov
Razvrstitev v poskusih uporabljenih transformacij glede na vrstni red uspesˇ-
nosti pri posameznem modelu je prikazan v tabeli 7.16. Koncˇno mesto pred-
stavlja zaporedno mesto uporabnosti transformacije v vseh poskusih skupaj.
Pri napovedovanju redkih dogodkov je bila najboljˇsa transformacija nor-
malizacija. Razpon vrednosti podatkov izbranih skupin pri znacˇilki Conver-
sion je nizek, zato normalizacija podatkov ni drasticˇno spreminjala. Pred-
vsem pri modelu ARIMA je zato opazno visoko mesto dosegla neuporaba
obdelav podatkov. Podobno velja tudi za logaritemsko transformacijo. Po-
novno so se slabo odrezale transformacije z odstranitvijo trenda. Najslabsˇa
transformacija, katere rezultati pri vecˇini napovednih modelov niti niso bili
uvrsˇcˇeni v koncˇni izbor, je bila kombinacija odstranitve trenda in sezonskosti.
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transformacija ARIMA XGBoost osnovni LSTM sestavljen LSTM sekvenca-v-sekvenco LSTM koncˇno mesto
N 1 2 1 1 2 1
L + N 2 3 3 2 1 2
BREZ 1 4 1 6 - 3
L 3 1 4 3 6 4
N + S 1 6 2 4 5 5
L + N + S 6 4 4 5 3 6
L + S 5 5 6 4 4 7
L + N + T 9 6 5 9 7 8
L + T 8 12 6 7 5 9
N + T 8 8 6 12 8 10
L + T + S 11 14 7 7 7 11
L + N + T + S 10 10 8 11 9 12
S 4 7 - 10 - 13
N + T + S - 9 9 7 - 14
T 7 11 - 8 - 15
T + S - 13 - 13 - 15
Tabela 7.16: Razvrstitev transformacij glede na uspesˇnost v najboljˇsih
rezultatih poskusov s sprehodom naprej za napovedovanje znacˇilke Conver-
sions. Posamezna vrednost predstavlja zaporedno mesto, ki ga je transfor-
macija v napovednem modelu skupno dosegla pri vseh sˇtevilih napovedanih
cˇasovnih tocˇk vnaprej.
Primerjava natancˇnosti napovedi posameznih modelov
Primerjave napovednih tocˇnosti posameznih modelov, so za za sˇest napove-
danih cˇasovnih tocˇk vnaprej prikazane na sliki 7.18, za 12 na sliki 7.19 in za
24 na sliki 7.20.
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Slika 7.18: Primerjava vrednosti RMSE napovednih modelov, pri napove-
dovanju znacˇilke Conversions za sˇest cˇasovnih tocˇk vnaprej.
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Pri napovedovanju sˇestih tocˇk vnaprej so najboljˇse rezultate v povprecˇju
dajali modeli LSTM. Uspesˇnosti LSTM se je pri napovedovanju sˇestih tocˇk
redkih dogodkov priblizˇala tudi uspesˇnost modela ARIMA, kar dvakrat slabsˇa
od nje pa je bila uspesˇnost modela XGBoost.
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Slika 7.19: Primerjava vrednosti RMSE napovednih modelov, pri napove-
dovanju znacˇilke Conversions za 12 cˇasovnih tocˇk vnaprej.
Podobna razvrstitev natancˇnosti napovednih modelov velja tudi pri napo-
vedovanju 12 cˇasovnih tocˇk vnaprej. Arhitekture LSTM so dajale povprecˇno
najboljˇse rezultate, tem sledi ARIMA, najslabsˇi model pa je bil ponovno
XGBoost.
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Slika 7.20: Primerjava vrednosti RMSE napovednih modelov, pri napove-
dovanju znacˇilke Conversions za 24 cˇasovnih tocˇk vnaprej.
Tudi pri napovedovanju 24 cˇasovnih tocˇk vnaprej prevladuje uspesˇnost
LSTM, ki jo v sestavljeni arhitekturi LSTM premaga ARIMA. Najboljˇsa
arhitektura modela LSTM je bila osnovna arhitektura, ki je povprecˇno na-
tancˇnost modela XGBoost premagala za trikrat.
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Povzetek
Pri napovedovanju redkih dogodkov je najboljˇse rezultate dajala arhitektura
sekvence-v-sekvenco LSTM. Precej dobro se je, za razliko od napovedovanja
pogostejˇsih dogodkov, odrezala tudi ARIMA. Model XGBoost je pri vseh
sˇtevilih napovedanih cˇasovnih tocˇk vnaprej v povprecˇju dajal najslabsˇe re-
zultate in se s tem izkazal za najmanj primernega za napovedovanje redkih
dogodkov.
Kot najboljˇse tehnike obdelav podatkov so se izkazale funkcijske trans-
formacije, ki podatke preslikujejo v druge skale. Zaradi redkosti dogodkov
in nizkih razponov med najnizˇjimi in najviˇsjimi vrednostmi v podatkih, so
povprecˇno najboljˇse napovedi dajali modeli z uporabo normalizacije in lo-
garitemske transformacije ter kombinacije obeh metod. Ker transformaciji
vrednosti nista drasticˇno spreminjali, je podobne rezultate pricˇakovano do-
segala tudi neuporaba transformacij. Prisotnost sezonskosti je bila zaradi
redkosti podatkov manj in tudi povsem nezaznavna. Vseeno je odstranitev
sezonskosti v povprecˇju ponovno premagovala transformacije z odstranitvijo
v vrstah sˇe manj prisotnega trenda.
Poglavje 8
Zakljucˇek
V delu smo za napovedovanje vecˇ tocˇk cˇasovnih vrst vnaprej klasicˇni na-
povedni model ARIMA in regresijski napovedni model XGBoost primerjali
z modelom nevronskih mrezˇ z dolgim kratkorocˇnim spominom (LSTM). Z
obsezˇnimi poskusi smo iskali optimalne kombinacije parametrizacij napove-
dnih modelov in tehnik za obdelavo podatkov. Poudarek v delu smo namenili
predvsem razlicˇnim arhitekturam napovednega modela LSTM. Cilj, ki smo
ga zˇeleli dosecˇi, je bil, da bodo najboljˇse napovedne tocˇnosti primerjanih
modelov imele prav izbrane arhitekture LSTM.
Z napovednimi modeli smo v cˇasovnih vrstah podatkovne zbirke Twit-
ter oglasˇevalskih kampanj napovedovali razlicˇno velika okna v prihodnost.
Na izbranih skupinah smo uspesˇnost napovednih modelov primerjali pri treh
razlicˇno pogostih dogodkih. Kot pogoste dogodke smo napovedovali klike
na oglase, kot zelo pogoste dogodke oglede medijskih oglasov in kot redke
dogodke konverzije. Pri vsaki izbrani pogostosti dogodkov posebej nas je
zanimalo, kaksˇne kombinacije logaritemske preslikave, normalizacije podat-
kov, odstranitve trenda in sezonskosti iz cˇasovnih vrst vplivajo na napovedne
tocˇnosti implementiranih napovednih modelov.
127
128 POGLAVJE 8. ZAKLJUCˇEK
Oglasˇevalske skupine, iz katerih smo podajali napovedi, so v urnih inter-
valih zbirale pet dnevne podatke o aktivnosti oglasa. Zaradi relativno kratkih
cˇasovnih vrst, smo posamezne znacˇilke podatkov v delu napovedovali za 6,
12 in 24 cˇasovnih tocˇk (ur) vnaprej.
V prvi fazi poskusov smo s kombinacijo tehnike mrezˇnega iskanja (angl.
grid search) in prilagojenega sprehoda naprej (angl. walk forward) iskali
optimalne kombinacije obdelave podatkov s parametrizacijami napovednih
modelov za napovedovanje vecˇ tocˇk cˇasovnih vrst vnaprej.
V analizi rezultatov smo ugotovili, da v povprecˇju daje med vsemi im-
plementiranimi modeli najbolj natancˇne napovedi vecˇ cˇasovnih tocˇk vnaprej
uporaba nevronskih mrezˇ z dolgim kratkorocˇnim spominom. Implementi-
rane arhitekture LSTM so namrecˇ v vecˇini primerov premagale tako klasicˇne
napovedne modele, kot tudi regresijski model XGBoost, ki v zadnjem cˇasu
velja za enega boljˇsih pri napovedovanju cˇasovnih vrst. Med arhitekturami
je povprecˇno najboljˇse napovedi podajala arhitektura sekvence-v-sekvenco
LSTM, pri napovedovanju vecˇjega sˇtevila tocˇk vnaprej pogostih podatkov pa
osnovni LSTM. XGBoost je povsem primerljive rezultate dajal predvsem pri
napovedovanju pogostih dogodkov, slab pa je bil pri napovedovanju redkih
dogodkov.
Ugotovili smo, da so na napovedne tocˇnosti vseh modelov za vse pogosto-
sti dogodkov najbolje vplivale transformacije, ki so uporabljale logaritemsko
transformacijo in normalizacijo. Uporaba logaritemske preslikave in norma-
lizacije je imela pozitivne ucˇinke predvsem zaradi manjˇsanja variance po-
datkov cˇasovnih vrst. Dobre rezultate so dajale tudi transformacije, ki so
uporabljale odstranitev sezonskosti. Ta je imela dober vpliv predvsem pri
napovedovanju vecˇjega napovednega okna, kjer je vpliv sezonskosti tudi opa-
znejˇsi. Najslabsˇe rezultate smo pri vecˇini poskusov dobili z odstranjevanjem
trenda. Trenda vecˇina tako razpolozˇljivih, kot tudi v delu izbranih cˇasovnih
vrst sicer niti ni vsebovala, vseeno pa se je transformacija pri vseh poskusih
vedno razvrsˇcˇala med najslabsˇe.
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V koncˇni fazi poskusov smo iz najboljˇsih kombinacij obdelav podatkov
in parametrizacij napovednih modelov podali napovedi cˇasovnih tocˇk vsake
izbrane skupine oglasov. Ponovno so se kot najbolj natancˇni izkazali modeli
LSTM, opazna pa je bila tudi dobra natancˇnost napovedi vecˇ cˇasovnih tocˇk
vnaprej.
Na podlagi rezultatov napovedovanja izbranih cˇasovnih vrst oglasˇevalskih
kampanj druzˇabnega omrezˇja Twitter smo ugotovili sˇe, da z ustrezno para-
metrizacijo napovednih modelov ob vecˇanju napovednega okna napovedna
natancˇnost posameznih skupin ne upada. Napovedne tocˇnosti vecˇjih napo-
vednih oken so bile pri tovrstnih skupinah povsem primerljive, v vecˇini prime-
rov s to lastnostjo pa celo natancˇnejˇse od napovedi manjˇsih oken. Lastnost
je bila prisotna predvsem v skupinah, ki so svojo testno mnozˇico zacˇele z
vrednostjo, ki je bila precej viˇsja ali nizˇja od zadnje vrednosti ucˇne mnozˇice
(visok skok ali padec).
Podobno lastnost je imel tudi cˇas napovedovanja razlicˇno velikih napo-
vednih oken. Ta je bil pri vsakem napovednem modelu ne glede na sˇtevilo
cˇasovnih tocˇk, ki smo jih z njim napovedovali z vecˇizhodno metodo, priblizˇno
enak. Pri arhitekturah LSTM je bil cˇas ucˇenja in napovedovanja vecˇjega
sˇtevila cˇasovnih tocˇk povprecˇno celo krajˇsi od napovedovanja manjˇsega. Ra-
zlog za to je bil v manjˇsem sˇtevilu vzorcev v strukturah ucˇnih mnozˇic. Napo-
vedna tocˇnost pa kot smo ugotovili v prejˇsnjem odstavku, vseeno ni upadala.
Za napovedovanje vecˇ tocˇk cˇasovnih vrst vnaprej, kljub cˇasovni potra-
tnosti modela, predlagamo uporabo nevronskih mrezˇ z dolgim kratkorocˇnim
spominom.
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