We elucidate the importance of the consistent treatment of gravity-model specific non-linearities when estimating the growth of cosmological structures from redshift space distortions (RSD). Within the context of standard perturbation theory (SPT), we compare the predictions of two theoretical templates with redshift space data from COLA (COmoving Lagrangian Acceleration) simulations in the normal branch of DGP gravity (nDGP) and General Relativity (GR). Using COLA for these comparisons is validated using a suite of full N-body simulations for the same theories. The two theoretical templates correspond to the standard general relativistic perturbation equations and those same equations modelled within nDGP. Gravitational clustering non-linear effects are accounted for by modelling the power spectrum up to one loop order and redshift space clustering anisotropy is modelled using the Taruya, Nishimichi and Saito (TNS) RSD model. Using this approach, we attempt to recover the simulation's fiducial logarithmic growth parameter f . By assigning the simulation data with errors representing an idealised survey with a volume of 10Gpc 3 /h 3 , we find the GR template is unable to recover fiducial f to within 1σ at z = 1 when we match the data up to kmax = 0.195h/Mpc. On the other hand, the DGP template recovers the fiducial value within 1σ. Further, we conduct the same analysis for sets of mock data generated for generalised models of modified gravity using SPT, where again we analyse the GR template's ability to recover the fiducial value. We find that for models with enhanced gravitational non-linearity, the theoretical bias of the GR template becomes significant for stage IV surveys. Thus, we show that for the future large data volume galaxy surveys, the self-consistent modelling of non-GR gravity scenarios will be crucial in constraining theory parameters.
I. INTRODUCTION
The accelerated expansion of the universe has been the focus of strenuous research since its discovery almost 20 years ago [1, 2] with the concordance model of cosmology performing very well in explaining observational data on large scales. Most of this success is based on a homogenous and isotropic solution within Einstein's GR. This standard model (Λ Cold Dark Matter -LCDM) assumes that GR is the valid theory of gravity at large scales. Additionally, GR does just as well locally, having passed all tests within the solar system with flying colours. Further, a recent remarkable measurement made by the LIGO consortium has also confirmed the existence of gravitational waves [3] , an early GR predicted phenomena. On the other hand, theoretically the standard model of cosmology leaves a lot to be desired with an ubiquitous and vastly dominant dark energy component having to be introduced. A natural explanation for this energy has lead to the largest fine tuning problem in physics [4, 5] and the resulting search for a more natural solution has brought researchers to the tricky task of modifying GR [6] [7] [8] [9] [10] [11] [12] [13] [14] .
A common feature of these modifications is the introduction of an additional fifth force sourced by the modified theory's additional degree of freedom. To deal with observational constraints, these modifications make use of the so called screening mechanisms, shielding matter from the fifth force at small scales (See [15] [16] [17] for reviews). This vastly diminishes the distinguishability of these models at small scales, while the unscreened fifth force outside the screened regime makes them very different from GR. The large scale structure (LSS) of the universe has thus become an ideal laboratory for testing the phenomenology of modifications to gravity, a fact widely discussed in the literature [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] .
One of the most powerful sources of cosmological information is the signal encoded in anisotropic galaxy clus-
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Whether the GR treatment gives biased results for the constraints on modified gravity model parameters or not depends on the approach used in RSD modelling and also the precision of the measurements. Clearly, if the errors in the measurements are larger than the bias introduced by the inaccurate modelling of RSD, there is no immediate call to change the RSD modelling. This condition should be tested before the analysis pipeline is applied to real data. For the TNS model [51] , which has been used to measure f σ 8 using the power spectrum measurements of the BOSS survey [52] , this has been done only for f (R) gravity. Using this model, it was shown that the standard GR template gives a biased estimation of the model parameter assuming an ideal survey with a volume of 10Gpc 3 /h 3 at z = 1 [53] . On the other hand, in [54] they find that with their analysis of the redshift space power spectrum for the braneworld model of gravity by Dvali, Gabadadze and Porrati (DGP) [8] , negligible model bias is found. In that work the authors employ the growth rate estimation pipeline of [49] . It is clear that a general way to deal with this systematic is needed, especially in preparation for stage IV surveys such as the Dark Energy Spectroscopic Instrument (DESI) 2 and the ESA/Euclid survey 3 , which will significantly reduce observational uncertainties.
It is worth mentioning that if one is able to analyse the data in a model dependant way without cost then the answer to the above question is clear. In a previous work [55] we presented a code which includes model specific non-linearities when constructing the TNS redshift space power spectrum, giving us access to a wide variety of theoretical templates. The non-linearities are constructed in the context of standard Eulerian perturbation theory (SPT) (See [56] for a comprehensive review).
In this work we present predictions generated using the framework described in [55] as well as further investigate the issue of model bias, extending the work of [54] , and providing a means of quickly testing the validity of constraining non-GR models using the standard GR template. In addition, our aim is to assess the level and scales at which theoretical modelling bias becomes important and starts to affect the results in a significant way. We do this first in terms of taking the analysis to increasing non-linear scales. With respect to non-linear scales, the errors on f σ 8 depend sensitively on the maximum k used in the analysis. By including smaller scales the predictions of each template become more unique and so model bias becomes more pronounced. The maximum scale we can include depends on the redshift [57] and so there is also a redshift dependency on the systematic given our theoretical approach. Lastly, we stress-test the GR template to obtain a limit at which it becomes significantly biased due the enhanced small-scale dynamics induced by MG. We do this by increasing the modification to gravity at non-linear scales in MG mock data.
This paper is organised as follows: In Sec.II we review the relevant theory behind the theoretical templates used to fit the RSD. In Sec.III we test the realm of validity of the framework using results from both LCDM and DGP N-body simulations as well as MG-PICOLA simulations [58] . We then conduct an MCMC estimation of f using both the standard GR template and the full MG template for varying inclusion of scales. This is done using a suite of 20 1Gpc 3 /h 3 MG-PICOLA simulations. The same analysis is then done for mock data generated using SPT in order to mimic an ideal survey. We do this for varying levels of fifth force interactions. Finally, we summarise our results and highlight future work in Sec.IV.
II. THEORETICAL TEMPLATE FOR GROWTH ESTIMATION
A. The Perturbative Treatment : SPT Our starting point will be perturbations in a universe described by the Friedman-Robertson-Walker (FRW) metric in the Newtonian gauge:
The evolution of matter and velocity perturbations within the Hubble horizon, under the quasi-static approximation are given by the Euler and continuity equations. Specifically, we consider the evolution of the density contrast
where ρ m (x) andρ are the matter densities at a given point and the background respectively. We also consider the evolution of the peculiar velocity field v p (x). At the scales of interest (ie. well above the scales of virialised, collapsed objects), the cosmic velocity filed is to a good approximation curl-free (see eg. [59] [60] [61] ), thus as a potential flow it can be fully characterised by the divergence only part of the vector. In our analysis we will use the velocity divergence, here defined as:
where H(a) is the Hubble function. As usual convention, we choose to work in the Fourier space, where the many SPT expressions become simpler. Beyond linear order, mode coupling terms are introduced and in Fourier space the equations are given by (see eg. [56] )
the prime denoting a scale factor derivative w.r.t cosmic time and the mode coupling kernels, α and β, are given by
At linear order, α = β = 0. Gravity enters the perturbation's evolution through the Poisson term including the Newtonian Potential Φ. We can parametrise a wide range of modifications to gravity by writing out the Poisson term as [55, 62] 
where Ω m (a) = 8πGρ m /3H 2 . The function S(k) is the non-linear source term up, to the third order given by [55] 
The functions µ(k, a), γ 2 (k, k 1 , k 2 ; a) and γ 3 (k, k 1 , k 2 , k 3 ; a) encode the modification to gravity. Particularly,
contain the non-linear part of the information about the theory of gravity, in particular about the screening mechanism. These functions will completely specify the difference between theoretical templates used to estimate the growth parameter later on. In Appendix A we specify the form of these functions for the Vainshtein screened DGP model of gravity [8] .
Classically, the approach of SPT is to solve eq.(2.4) and eq.(2.5) perturbatively, with n-th order solutions given by
where k 1...n = k 1 + ... + k n and F i (k 1 , k 2 ...) and G i (k 1 , k 2 ...) are the i th order kernels which we solve perturbatively for. Using the numerical algorithm described in [63] we can do this for the perturbations up to any order in a general way. With the perturbative solutions up to 3rd order we can construct the 1-loop power spectrum
where P 0 (k) is the linear power spectrum defined as
and
where
Eq.2.11 describes the first order contribution to the power spectrum using the density and velocity divergence fields as our expansion variables. The inclusion of the higher order loop terms has been shown to improve the prediction of theory [64] , an improvement more pronounced at higher redshift [57] . The regime of applicability of SPT with a required percent-level precision was assessed by comparing with N-body simulations. Presently, the best estimates are given by [64] , who found
is the dimensionless power spectrum which is a function of time, and thus so are the scales of SPT applicability. This being said, it is well known that SPT suffers from convergence problems, with higher loop contributions being of comparable size to lower ones, a problem that worsens at late times [57] . This problem is evident from the 1-loop power spectrum expressions. Mode coupling introduces an integral over all scales producing a small scale dependency. Errors in the small scale regime thus sneak into our large scale predictions when we go beyond linear theory. This makes comparisons to data limited with the loss of very constraining small scale information. A number of analytical treatments have been proposed in the literature [65] [66] [67] [68] [69] [70] [71] which all go a way to improving the match with N-body simulations in the mildly non-linear regime. The effective field theory of large scale structure (EFToLSS) [72, 73] has also made great improvements to the range of validity of theoretical predictions albeit with the aid of N-body simulations. This makes it impractical for our general approach.
So far we have discussed theoretical predictions for clustering statistics in real space. All depth information of the universe is confined to redshift space and so next we will discuss how to construct the redshift space power spectrum.
B. A non-linear Model for RSD
As mentioned in the introduction, RSD arises from the non-linear mapping between real and redshift space due to contamination of the redshift distances by the contribution from the line-of-sight component of galaxy peculiar velocities. First modelled by Kaiser [33] , the anisotropy was described as a squashing effect along the line of sight because of coherent infall velocities at large linear scales.
where µ is the cosine of the angle between the line of sight and k while P δδ (k) is the linear matter power spectrum, and b = δ g /δ m is the linear density bias parameter, δ g being the galaxy density contrast 4 . If we move to smaller scales we find that virialised motion causes a broadening in the velocity distribution. This results in a damping effect. This highly non-linear effect was coined the Fingers of God (FoG) and is usually modelled phenomenologically [74] [75] [76] [77] [78] [79] [80] .
We will focus our attention on the TNS model of RSD mentioned in the introduction. This model has proven to be quite successful in reproducing simulation data [53, 81, 82] and is founded on SPT. Further it has enjoyed a lot of success in the context of survey data comparisons with the WiggleZ Dark Energy Survey [83] and the Vipers survey [84] . For these reasons it is the natural choice for our analysis. We quote the TNS power spectrum as
where P δδ , P δθ and P θθ are all at 1-loop order. The correction terms, A and B are given by
The cross bispectrum B σ is given by
, where σ v is treated as a free parameter quantifying the dispersion in velocities (expressed in RSD displacement units Mpc/h), is not treated perturbatively but rather phenomenologically. We choose to take an exponential form [85] . Again, this term provides the small scale damping of the power spectrum due to random, small scale, motion.
The main feature of this model is the inclusion of the A and B correction terms which account for higher-order interactions between the density and velocity fields. This gives the model good predictive power at weakly nonlinear scales, as shown by N -body comparisons [51, 53, 81] . In GR these terms have been shown to enhance the power spectrum amplitude at the BAO scale and have a non-negligible effect on the acoustic features of the power spectrum [51] . In modified gravity theories the B term is generally expected to be enhanced because of its linear growth dependance while the A term involves the 2nd order perturbations so it is not obvious how it will change. In [86] the authors show that these correction terms can be significantly different if the model of gravity is changed, specifically between GR and the f (R) model by Hu and Sawicki [6] .
With the inclusion of galaxy bias, Eq.(2.16) gives a prediction for an observable that can be measured from ongoing and upcoming surveys. In its presented form, one can still perform a valid comparison with matter statistics from N-body simulations. This being said, a comment on its realm of validity should also be noted: because it relies on SPT, it also suffers from a restricted realm of validity due to divergences in the PT scheme. Within the context of GR, this expression has been computed up to 2-loop order in the resummed PT scheme [53, [87] [88] [89] [90] [91] which has a larger range of validity over the basic SPT treatment. The standard SPT treatment still gives us a good working range of scales in the quasi non-linear regime which will be the regime for our basic test of model bias.
In the next section we present template comparisons using different data sets, highlighting when model bias becomes an issue at the level of matter statistics.
III. RESULTS
Our main goal here is to highlight the importance of model-specific non-linearities and biases that need to be accounted for in cosmological parameters estimation from galaxy spectroscopic surveys. We focus on the logarithmic growth rate, f , as the main parameter of interest. Thus, inspired by the approach presented in [44] , we will fix the amplitude of linear density perturbations, or equivalently σ 8 , to the fiducial value. We will be dealing with data for which all cosmological parameters (ie. Ω m , Ω DE , H 0 etc) are already known a priori, and therefore choose to keep all of them fixed during the analysis. Allowing them all to vary would just decrease the statistical significance of the estimates and fixing them does not introduce systematics. In this way we end up with only two free parameters {σ v , f } where σ v is the 1-dimensional velocity dispersion in the TNS model which needs to be fit to data.
In this work we focus on GR and the normal branch of the DGP model (nDGP) with Ω rc = 0.438 where
2 and r c is the cross over scale (See Appendix A). The choice of the nDGP model as our guinea pig is motivated by its phenomenology, enriched by the non-linear screening Vainshtein mechanism. We assume a LCDM background in nDGP so the difference between nDGP and LCDM appears only in the structure growth. f is derived from the linear versions of Eq.2.4 and Eq.2.5 (the right hand side as well as γ 2 and γ 3 being set to 0) and because
, the only free parameter is Ω rc and so we will opt to parametrise f by Ω rc . Since Ω rc > 0, a lower bound for f is also imposed. Otherwise the priors for both σ v and f are flat. For clarity, Fig.1 shows the relationship between f and Ω rc at z = 0.5 and z = 1. We note that f (Ω rc = 0) corresponds to the logarithmic growth in LCDM. To get an estimate of f we consider the multipoles of Eq.2.16. These are modelled as
where P (µ) denote the Legendre polynomials and P
(S)
T N S (k) is given by eq.(2.16). In order to get a robust estimation of higher order multipoles, simulations with large volumes and high mass resolution are required. Since our simulations are limited in size and resolution we will limit our modelling and analysis to the monopole and quadrupole.
In P
T N S (k, µ) we normalise the constituents to the fiducial values of the linear growth F 1 by using the following factor
with σ As stated earlier, f and σ v are treated as free parameters and we fit the first two TNS multipoles to the data with the aim of recovering our fiducial value for f . To do this we perform an Markov Chain Monte Carlo (MCMC) analysis using the following likelihood function
where Cov , is the covariance matrix between the different multipoles. Expressions for the covariance components can be found in Appendix C of [51] . For our analysis we do not consider non-Gaussianity in the covariance (See [92] for justification of this treatment) but include the effect of shot-noise assuming the number density of an ideal future surveyn g = 4 × 10
. Further, we use linear theory to estimate the covariance matrix components. This approximation has been checked to work well within k ≤ 0.3h/Mpc for the LCDM simulations used in [51] . Given this, we have found it sufficient for our purposes to check that the covariance of both the density and velocity divergence fields are the same in both our LCDM and nDGP simulations within the scales of interest. Using the scaled covariance (the so-called decoherence function, see [93] ) we have estimated that they agree to sub percent levels at k ≤ 0.2h/Mpc.
We consider two redshifts, z = 1 and z = 0.5. This is to give an idea of the trade off between enhanced nonlinearity but decreased realm of validity of SPT at lower z. For both these redshifts, we assume in the MCMC analysis that the errors are those characteristic for a survey with a volume of V s = 10h −3 Gpc 3 which is conservatively smaller than the upcoming Dark Energy Spectroscopic Instrument (DESI) [94] which is further around 3 times smaller than the Euclid spectroscopic survey [95] . Our number density,n g = 4 × 10 −3 h 3 /Mpc 3 and volume are comparable to that of the BOSS MGS sample [96] or DESI's BGS [94, 97] .
Since we are only presented with 1Gpc 3 /h 3 box realisation of a full N-body run, using solely this data set could hamper our analysis through uncertainties connected with cosmic variance that become severe at the box-scale. Observing this we decided to eliminate that potential caveat by using an additional 20 × 1Gpc 3 /h 3 box realisations as our data set. We do this by employing a rather inexpensive modified gravity COLA approach (hereafter MG-PICOLA) recently presented in [58] . MG-PICOLA is based on a parallel COLA implementation (PICOLA) (see [98] for details). As we have mentioned MG-PICOLA is relatively computationally inexpensive, but this advantage comes at the price of significantly limited accuracy (when compared to a same resolution N-body run) in the non-linear regime of structure formation. We have carefully performed many tests to ascertain that MG-COLA is sufficiently accurate for the purpose of the analysis presented in this work. The reader is referred to Appendix B for the details of the MG-PICOLA tests we have performed.
A. Real and Redshift Space: Theory vs Simulations
Here we provide comparison of our full N-body measurements and MG-PICOLA measurements to the SPT predictions. To begin, we compare the real space N-body auto and cross real space power spectra with the SPT 1-loop predictions. This provides a measure of the non-linearity captured by SPT as well as realm of validity of the PT treatment. We then compare the TNS multipoles to MG-PICOLA measurements.
Real Space Comparisons: N-body
We use cosmological N-body simulations of the nDGP model and LCDM and compare them to SPT predictions to gain an idea of the range of validity of the theoretical modelling. These simulations were run using the AMR code ECOSMOG [99] . The background cosmology is taken from WMAP9 [100] : Ω m = 0.281, h = 0.697, and n s = 0.971. The box length is 1024Mpc/h with 1024 3 dark matter particles used and a starting redshift of 49. This design sets the resulting mass resolution at m p ∼ = 7.8 × 10
10 M h −1 and the Nyquist fluid approximation limit of k N yq ∼ = πh/Mpc. The most refined AMR grid were at level 16, setting a maximal force resolution at = 1024/2 16 = 0.015Mpc/h. The initial conditions were generated using MPGrafic 5 and both nDGP and LCDM simulations begin with the same initial seeds. The linear theory power spectrum normalisations was set to be σ 8 = 0.844. The nDGP simulation uses Ω rc = 1/4r 2 c H 2 0 = 0.438. We choose to use a high σ 8 with these specific combination of nDGP parameters to obtain a model that would be characterised by noticeable deviations from the GR fiducial linear growth rate and at the same time would have strong enough small scale non-linearities. In this way we can expect that our nDGP bed-test should contain a signal strong enough to be detected by RSD analysis.
We use the Delaunay Tesselation Field Estimator (DTFE) method implemented in publicly avilable DTFE code by [101] . The DTFE code employs the Delanay Tesselation Field Estimation, a method described in details in [102, 103] , which assures that the resulting smooth fields have the highest attainable resolution, are volume weighted and have suppressed sampling noise. The fields are then smoothed using top-hat filtering and we proceed to obtain density P δδ (k) = δ(k)δ * (k) and velocity divergence P θθ (k) = θ(k)θ * (k) power spectra following the method of [104, 105] . It is well known that energetic processes connected to the highly non-linear physics of galaxy formation affect the cosmic density field up to scales even of tens of Megaparsecs. Thus our simplistic N-body only approach could introduce some additional scatter and bias in the analysis. However, as recently shown by [106] with a use of the state-of-the-art galaxy formation simulation, the EAGLE suite [107] , the energetic baryonic processes have a negligible impact on both velocity and density fields on the scales we consider in this study. Hence, we can be assured that our analysis will not be affected by the fact that we ignore baryons completely in our modelling. On the other hand, Fig.3 shows the decline in the accuracy of the SPT approach at later times. Again for the nDGP simulation, now at z = 0.5, we find agreement at 1(3)% level up to k = 0.12(0.18), 0.18(0.2)h/Mpc for P δδ and P δθ respectively. P θθ is found to be very noisy around the 1-3% band within 0.1 ≤ k ≤ 0.2. Given this, we consider scales up to a k max = 0.147h/Mpc at z = 0.5. The stated ranges of applicability of our SPT modelling in nDGP are found to be very similar to the GR simulation comparisons.
In Fig.4 we have plotted the ratio of the real space spectra in nDGP to LCDM simulations for z = 0.5 and z = 1 along with the linear predictions as dotted and dashed lines. This figure captures the effects of modified gravity on the real space spectra and growth. We note that the density spectra remain very much the same as we proceed into the quasi non-linear regime. On the other hand we find that the DGP velocity spectra becomes more suppressed as we go to smaller scales. This scale dependence is expected as larger fifth force enhancements to the velocity field can effectively reduce the correlation between particle velocities, an effect that is larger at lower redshift where there is more non-linear structure growth. In Fig.5 we further elucidate this point where we have plotted the ratio of velocity and cross spectra to their linear predictions for both LCDM and nDGP simulations. A first point is that clearly non-linearity becomes very important in the scales considered. Secondly, the nDGP simulation shows an enhanced non-linearity (and hence suppression of velocity correlations) over the LCDM simulation.
These results are consistent with previous results found for other MG simulations such as in Fig.4 and Fig.7 of [108] and Fig.7 and Fig.8 of [58] ). They found a pattern of a constant boost at the linear scales (reflecting enhanced growth rate) with the scale-dependance beginning to be suppressed closer to non-linear scales. At non-linear scales the 5th force in nDGP theories starts to be screened effectively by the Vainshtein mechanism, recovering the Newtonian value inside most of the virialised structures (see also [109] 1.00 
The ratio of the N-body real space auto velocity (red) and cross spectra (green) to their linear predictions in LCDM (circles and pluses) and in nDGP (triangles and crosses) at z = 0.5 (left) and z = 1 (right).
Redshift Space Comparisons : MG-PICOLA
Next we take a look at the predictive power of the TNS multipoles, providing the realm of validity of the RSD modelling. The MG-PICOLA multipoles are measured using the distant-observer approximation 6 and averaged over three line of sight directions. We further average over 20 MG-PICOLA simulations each of 1Gpc 3 /h 3 volume thus ignoring the mode covariance at and above box-size scales. This should correspond to an ideal survey with a resulting volume of 20Gpc 3 /h 3 . Fig.6 shows the monopole and quadrupole predictions at z = 1 for three different values of σ v where we have fit using 32 k-bins up to k max = 0.195h/Mpc. The reduced χ 2 red = −2 ln L/N dof is shown in brackets, where N dof is the total degrees of freedom at that k max which equals twice the number of bins minus the number of parameters. In this case N dof = 62(= 32 × 2 − 2), since we have 2 parameters. Similarly, Fig.7 shows the same results at z = 0.5 where we have fit using 24 k-bins (N dof = 46) up to k max = 0.147h/Mpc as dictated by the real space power spectra comparisons. We find that the fit of PT is comparable between GR and nDGP simulations at both redshifts, although GR does slightly better at small scales at z = 0.5. The quadrupole also does worse than the monopole over both models at z = 0.5 which we can attribute to the increased dependency on the velocity auto power spectrum for which the theoretical template does worse in reproducing (See Fig.3 ).
As was done with the power spectra, we identify the scale at which deviations from theory are within the 1(3)% region. We do this using the values of σ v with the lowest χ 2 shown in Fig.6 and Fig.7 . This will be used to set a maximum Fourier mode for our statistical analysis. For the nDGP simulation at z = 1 we find agreement at 1(3)% level up to k = 0.24(0.25)h/Mpc for P 0 . P 2 is significantly noisier around the 1% deviation region but matches PT up to k = 0.16h/Mpc within 3%. Similarly, for z = 0.5 we find a theory-data agreement of 1(3)% up to k = 0.147(0.2)h/Mpc for P 0 while a much worse k = 0.09(0.1)h/Mpc for P 2 . Since P 2 's contribution to Eq.3.3 is significantly smaller than P 0 because of their respective errors, we decide to use k max = 0.147h/Mpc at z = 0.5 and k max = 0.195h/Mpc at z = 1 for the MCMC analysis, despite the poor quadrupole fit. In the case of GR the range of validity is found to be similar.
By having assessed and compared the range of validities of SPT for both a LCDM and nDGP cosmologies, we have gained a handle on how enhanced dynamics due to fifth force interactions degrade SPT's performance. Our comparisons indicate that the non-linearity generated by Ω rc = 0.438 is mild enough not to significantly effect the range of validity. We caution however, this may not be the case for other models of gravity characterised by a larger degree of deviation from GR dynamics. Next we will test the capabilities of the theoretical templates when matching to the MG-PICOLA multipoles.
B. Template Performance
We begin by explicitly defining the theoretical templates. The GR template here means that we use the TNS model for the RSD where we set µ = 1, γ 2 = γ 3 = 0 but treat f as a free parameter parametrised by Ω rc . On the other hand, for the DGP template, we use µ, γ 2 , γ 3 as given in Appendix A to model the non-linearity in the DGP model properly. It is a common practice to use a GR template to estimate f (eg. [52] ).
Our main intention in this work is to robustly assess whether using GR-only based RSD modelling (in other words, a model ignorant of any possible deviations from the GR picture of structure formation) on a non-GR universe is an accurate enough procedure to allow for a recovery of the fiducial value of the growth rate parameter f from the data. Note that the DGP template encompasses a pure-GR scenario (by setting Ω rc = 0) and so we should observe no biasing in using the DGP template for the GR data. Further, we want to determine on what scales and what amplitudes biasing becomes significant. As we fix the linear growth of density perturbations, F 1 , both theoretical templates are equivalent on linear scales but as we include increasingly non-linear scales in the analysis the templates deviate producing the bias. This bias may be masked with the freedom of the TNS damping parameter σ v , although the model specific non-linearities act beyond pure damping of small scale power and so σ v cannot perfectly substitute for incorrect perturbation modelling. In other words, model bias should still be expected at some level.
Our analysis follows the techniques described in [110] , with the MCMC algorithm walking in {σ v , Ω rc } parameter space. In order to measure when non-linearities become an issue in terms of theoretical modelling we complete the analysis for varying values of k max up to the upper bounds found in the previous subsection. By going to higher k-modes we suppress the statistical errors. Fig.8 shows the results at z = 0.5. On the left hand side we present the 1σ(68% C.L) and 2σ(95% C.L) contours for the DGP template (green) and GR template (blue) for a matching up to k max = 0.147h/Mpc using 24 bins. The marginalised statistics are shown in the side panels and the fiducial value, Ω rc = 0.438, is marked as a dashed line. We note a slight offset of the best fit values of Ω rc , although the fiducial value remains in the 1σ region for both templates. There is also an offset in the best fit σ v which can be interpreted as the GR template's use of this parameter to compensate for non-linear effects in the DGP-PICOLA simulations. On the right of Fig.8 , we see the marginalised best fit values for f (Ω rc ) with their 2σ errors for varying scale inclusion (k max = 0.110, 0.135, 0.147h/Mpc with GR template's values shifted slightly for better visualisation). Note that as we push to higher k max the errors become smaller, as expected. We here remind the reader that there is a lower bound on f imposed by Ω rc ≥ 0. As can be seen in both plots, the GR template comfortably accommodates the data within 68% (for k max = 0.147h/Mpc) within the templates' validity regime. Fig.9 shows the results at z = 1 this time matching up to a k max = 0.195h/Mpc. It is in this case that we find the GR template struggling to capture the full shape of the multipoles and in the left hand plot we see that the fiducial parameter lies outside the 1σ region and just within the 2σ region. On the other hand, the DGP template is centred around the fiducial value. On the right hand side of Fig.9 we show the results for an analysis similar to that of the left hand side but for a larger survey with a volume of V s = 20Gpc 3 /h 3 , which is the estimated volume of the Dark Energy Spectroscopic Instrument (DESI) [94] . In this case the GR template fails to capture the fiducial at the 2σ level implying that inadequate theoretical modelling for such a large survey could introduce a significant error in parameter inference. Fig.10 shows the improvement in constraints as we increase k max . We have included an annotation with the same analysis done for a larger survey with a volume of V s = 20Gpc 3 /h 3 fitting up to k max = 0.195h/Mpc. We see that the DGP template does consistently well in reproducing the fiducial while the GR begins to fail at around k max = 0.171h/Mpc.
As a consistency check of our analysis, we make use of the GR simulations at z = 1. Again, by assuming a survey volume of V = 10Gpc
3 /h 3 , we repeated the analysis and obtained constraints on Ω rc using the DGP template, as well as a constraint on f using the GR template without the induced prior on f coming from our parametrisation using Ω rc . Fig.11 shows the results. Both contours recover the fiducial parameters within 1σ.
As seen from the left panel of Fig.11 , the nDGP model with Ω rc = 0.438 can be excluded with high significance ( 2σ) by a survey with a volume V s = 10Gpc 3 /h 3 fitting up to k max = 0.171h/Mpc, if our universe is described by GR. To quantify this, we computed the following quantity using the N-body measurements
where Cov
, is the covariance matrix between the multipoles assuming an ideal survey of V s = 10Gpc 3 /h 3 . We also computed the same quantity using SPT. Fig.12 shows the results up to k max = 0.2h/Mpc at z = 0.5 and z = 1. The results clearly shows that our ability to distinguish between LCDM and nDGP increases with k max . Also we find that the χ 2 from SPT is very similar to those obtained from simulation. This indicates that the TNS model is capable of providing the same level of significance of deviations from LCDM as the full non-linear treatment, making it a good estimator of structure formation in this range of scales.
We have compiled the template results in Table.I, Table.II and Table. III. Being model dependant, we can expect that both the scales affected as well as the magnitude of theoretical bias will in general depend on the specific phenomenology of a given gravity model. Therefore, if one wants to precisely estimate the importance of such theoretical bias for a given set of real galaxy spectroscopic data, one would need to run N-body simulations for each model under consideration and then perform a similar analysis as in the previous section. This is obviously not practical and in this section we provide a means of getting a first indication of whether or not model bias is an issue for a given model, in other words, whether or not the model can be safely encompassed by the GR template within the relevant range of scales.
We proceed as follows. First, multipole data is produced for a given model of gravity using SPT up to some valid k max . Then the covariance matrix for this data is computed as was done for the N-body data using the parameters of an ideal survey. Finally, this data is given Gaussian errors using the covariance matrix. This provides an easily produced, idealistic, simulated mock data set which can be done for any model of gravity described by the framework discussed in the first section. A statistical analysis as done in the previous section can then be performed on this data. Here we do this for the nDGP model with the same fiducial model parameter previously used, Ω rc = 0.438 but with σ 8 = 0.87. All other cosmological parameters are the same as the nDGP N-body simulation. We choose a fiducial σ v = 5.5Mpc/h and use the ideal survey parameters V s = 10Gpc 3 /h 3 andn g = 4 × 10 −3 h 3 /Mpc 3 . Only z = 1 is considered in this section and because SPT underestimates the non-linear effects we extend our statistical analysis to k max = 0.2h/Mpc to include more non-linear scales.
In addition to including more scales in the analysis one can also ask for which models does the model-bias systematic become important, or how much enhanced dynamics induced by modified gravity is needed to detect a significant deviation from the GR template. One could investigate this by creating mock data for larger values of Ω rc although this becomes quite unrealistic. In fact the value of Ω rc = 0.438 is already ruled out by BOSS LOWZ and CMASS data to within 2σ (See [54] ), with the authors placing an upper bound of 0.36. What we choose to do instead is rescale the non-linear mode mixing which governs the change of the scalar field's non-linear derivative interactions -the source of screening. The rescaling is done by introducing the parameter α. We will scale γ 2 by α and γ 3 by α 2 in the Euler equation's non-linear source term S(k) (Eq.2.8). This is equivalent to enhancing the nDGP second order mode mixing term by α (See [62] for details). Then, by setting α = 1 we obtain the usual nDGP model but for values larger than unity the model changes to one with enhanced non-linearities. By tuning α we will be able to test the capabilities of the GR template to cover model non-linearities given an idealistic survey. Note this approach is not meant to represent a realistic or viable model but rather to be illustrative. Fig.13 show the results of the MCMC analysis for α = 1. The left hand plot shows the 1σ and 2σ contours for a matching done up to k max = 0.2h/Mpc. We see that in this case both templates well recover the fiducial Ω rc although the GR template fails to recover the fiducial σ v as expected. The right hand plot shows that the templates are comparable in their best fit value for f as well as their 2σ constraints at all values of k max . We direct the reader again to Fig.9 which shows both best fits for Ω rc when comparing to the N-body data. In contrast to results presented in Fig.13 , we find the values as being substantially smaller than the fiducial value. As mentioned this may reflect a combined effect of insufficient statistics due to box size and also a use of too high a k max , where the PT-based templates begin to fail. The lower-than-fiducial preferences of both templates in Fig.9 would be consistent with a break down of SPT. This is because the loop corrections begin to over predict the power spectrum as SPT breaks down and so to compensate theory prefers a smaller value of Ω rc . Further, the breakdown of SPT for GR cosmologies at z = 1 has been shown to be around k max = 0.147h/Mpc [51, 57] . This is curious as it would be noticed in Fig.2 and Fig.6 . Fig.11 suggests that if the offset is indeed due to a theoretical breakdown, it is not to a sufficient extent to push the fiducial value out of the 1σ region. In any case, we expect more light to be shed on this issue with more data.
Finally, Fig.14 illustrates that if we set α = 15 the GR template completely fails to recover the fiducial value even at large (more linear) scales, with Ω rc = 0.438 still lying outside the 2σ errors for k max = 0.1h/Mpc (right hand side plot). This is an extreme case with the non-linearities becoming far too important at linear scales. Fig.15 shows the deviation between the templates for σ v and Ω rc set to fiducial values, clearly indicating when the enhancement enters the linear regime and away from σ v 's ability to suppress it. With α = 13 we note 1-2% deviations at scales as large as k = 0.05h/Mpc. The bias starts to become important out of σ v 's reach at α = 10 (See Fig.6 for an indication of σ v 's impact range). 
IV. SUMMARY AND CONCLUSIONS
The work presented here was motivated by the question of whether constraints of the growth rate derived with a GR PT-template give an unbiased measurement of growth for the case of a universe described by a modified gravity. This question is very relevant in the context of the next stage of cosmological surveys. We have here provided a first level analysis of the theoretical model bias systematic and have presented a method for quick assessment of the model specific significance of this systematic.
Firstly, we compared nDGP MG-PICOLA simulation data with the GR and nDGP theoretical predictions for the redshift space power spectrum. We used the TNS model of RSD which has been validated against both GR and modified gravity simulations [51, 86] . This was done at the level of dark matter clustering and only the first two multipoles were considered. Idealised future survey parameters were adopted in the analysis. We found out that the small-scale velocity damping term σ v included in the TNS model provides a flexibility through which the template can, to some extent, accommodate the enhanced small-scale clustering of the nDGP model. This was clearly indicated by higher values of σ v attained by the GR-template fit.
Both templates perform well in recovering the simulation's fiducial parameter at low redshift. We point out that the real space analysis done in [54] concluded that no nDGP model bias is evident at redshifts up to z = 0.57 which is consistent with our results at z = 0.5. That being said, a full comparison of our results is difficult as there are a number of differences between their analysis and the one done here. In particular the use of different RSD models, the modelling of survey errors and their inclusion of galaxy bias which provides more fitting freedom to the GR template. We do find that at high redshift the GR prediction becomes increasingly biased and the difference between the two templates is greater. Using V s = 20Gpc 3 /h 3 , which will be realisable with stage IV surveys, we find systematically biased estimates of the GR template, with it failing to recover the fiducial parameter to within 2σ at z = 1. This apparent bias might be due to specific limitations intrinsic to the SPT approach. The current analysis is left suggestive with robustness sought in additional theoretical modelling (for example including galaxy bias) or fuller treatment of non-linear scales such as using the EFT approach [72, 73] . We leave for future work such analysis tailored for the detailed specifications of future generation galaxy surveys. Nonetheless, what is clear is that for the V s = 20Gpc 3 /h 3 case the 1σ regions of both templates do not intersect which implies that the template's predictions are inconsistent at that level. Again, the inclusion of galaxy bias may relieve this.
In our second analysis we created mock data from SPT predictions by adding Gaussian noise generated using the errors derived from an idealised survey. Two data sets were created at z = 1 using varying levels of model dependent non-linearity. This was done to simulate modified gravity models which have an enhanced non-linear source term. We find that by increasing the non-linear contributions to the higher order density and velocity perturbations, the GR template fails to recover the fiducial Ω rc , with the model bias being unimportant up to a non-linear contribution of around 10 times the base value. Above this the GR predictions become very biased and at 15 times the base non-linearity the GR template fails to recover the fiducial value even at scales of k = 0.1h/Mpc. This exercise provides an indication on what scales and at what level of enhanced small-scale clustering a modified gravity model has to be consistently treated in RSD modelling in order to avoid significant theoretical biases that otherwise would diminish the desired accuracy of growth rate estimates. On this note, the creation of mock data can be done for any model of gravity within the framework discussed in [55] giving an avenue for assessing the importance of theoretical model bias in growth rate estimation from a given data set. The data quality of stage IV surveys indicates that this test will be important and is essential if we wish to put trusted constraints on modified gravity parameter space.
In future analyses, the inclusion of higher multipoles would reduce the statistical errors and so further highlight model bias. On the other hand, we have only dealt with dark matter statistics and in a real survey galaxy bias needs to be included. This increases the degrees of freedom of the theoretical templates and gives the GR prediction more ability to cover the model bias systematic. The effect galaxy bias inclusion is left to a future work. We conclude that if the model exhibits sufficient non-linearity then model bias becomes an issue for modified gravity constraints using upcoming spectroscopic surveys such as DESI. This effect is more prominent at higher redshifts where we benefit from an increased spatial range of applicability of our theoretical template. Further, the improvement of theoretical predictions, such as through the EFToLSS [72, 73] , will more loudly call for proper theoretical treatment of modified gravity models before attempts to obtain robust constraints are made.
Finally, we comment on the analysis contained in this work which validate the use of MG-PICOLA [58] to check theoretical predictions. In Appendix B we perform a number of tests which show that the COLA approach to modified gravity consistently gives the correct non-linear predictions within SPT's realm of validity, up to an additional damping. This can be well captured by the TNS models extra degree of freedom, and with loose constraints on σ v one may even push to smaller scales, with EFT approaches say, and perform similar data-theory analyses. 
