Abstract. We study synchronizing automata with the shortest reset words of relatively large length. First, we refine the Frankl-Pin result on the length of the shortest words of rank m, and the Béal, Berlinkov, Perrin, and Steinberg results on the length of the shortest reset words in one-cluster automata. The obtained results are applied to computation aimed in extending the class of small automata for which the Černý conjecture is verified and discovering new automata with special properties regarding synchronization. In particular, a new class of slowly synchronizing automata on a ternary alphabet is constructed and a conjecture on cn-extendable sets in synchronizing automata is disproved.
Introduction
We deal with deterministic finite automata A = Q, Σ, δ , where Q is the set of the states, Σ is the input alphabet, and δ : Q × Σ → Q is the (complete) transition function. The cardinality n = |Q| is the size of A, and if k = |Σ| then A is called k-ary. The rank of a word w ∈ Σ ′ is |Qw|, and the rank of A is the minimal rank of a word over A. We are interested in the length of a shortest reset word for A (there may be more than one word of the same shortest length). We call it the reset length of A. The famous Černý conjecture states that every synchronizing automaton A with n states has a reset word of length ≤ (n − 1) 2 . This conjecture was formulated by Černý in 1964 [9] , and is considered the longest-standing open problem in combinatorial theory of finite automata. So far, the conjecture has been proved only for a few special classes of automata and a cubic upper bound has been established (see Volkov [23] for an excellent survey). In [18] we have verified the conjecture for all binary automata with n < 12 states.
In this paper we prove some new results improving known bounds and extending the class of automata for which the Černý conjecture is verified. In particular, we strengthen the FranklPin result on the length of the shortest words of rank m, and the Béal, Berlinkov, Perrin [6, 5] , and Steinberg [21] results on one-cluster automata. These are refinements of a rather technical nature. The motivation for these refinements is to make computations in this area more effective. This allows to extend the studies reported in [22, 2, 3, 18] . In particular, we search for synchronizing automata with relatively large reset length. We improve the algorithm from [18] which takes a set of (k − 1)-ary automata with n states and generates all their nonisomorphic one-letter extensions. To perform an exhaustive search over the k-ary automata with n states with some property, we need to progressively run the algorithm k − 1 times starting from the complete set of non-isomorphic unary automata. However, in each run, if we know that any extension of an automaton A cannot have the desired property, we can safely drop A from further computations. Since the number of generated automata grows rapidly, suitable knowledge saves a lot of computational time and extends the class of the automata investigated. In this study, we concentrate on automata of arity k > 2.
Theoretical Base for Computation
Through the paper, if not stated otherwise, A denotes a (deterministic, finite) automaton, Σ its alphabet, Q its set of the states, and n = |Q| its size. Words are always the words over Σ (that is, elements of Σ * ). A word w is said to compresses a set M ⊆ Q if |M w| < |M |. In such a case M itself is called compressible.
Frankl-Pin Sequences
Suppose that M ⊆ Q and u = a 1 . . . a ℓ is a shortest word compressing M , that is, such that |M u| < |M |. Let M i = M a 1 . . . a i−1 for 1 ≤ i ≤ ℓ + 1. Then, there are x ℓ , y ℓ ∈ M ℓ such that x ℓ a ℓ = y ℓ a ℓ . For ℓ > i ≥ 1, we define x i , y i ∈ M i by x i a i = x i+1 and y i a i = y i+1 . This defines x i and y i uniquely, since otherwise u would not be a shortest word compressing M . By the same reason the subsets M i are of the same cardinality for i ≤ ℓ, and together with the pairs R i = {x i , y i } they satisfy the following conditions:
In [20] , J.-E. Pin used this observation to bound the length of a word u compressing M . He suggested a certain combinatorial estimation that was proved subsequently by Frankl. (We quote the result in a restricted form sufficient for our aims). Theorem 1. (P. Frankl [11] ) Let Q be an n-element subset, M 1 , . . . , M ℓ be a sequence of its msubsets (for some 1 < m < n), and R 1 , . . . , R ℓ be a sequence of pairs contained in Q. If the conditions 1 and 2 above are satisfied, then
We say that a sequence (M i , R i ), (1 ≤ i ≤ ℓ) of m-subsets M i and pairs R i satisfying conditions 1 and 2 is an m-subset Frankl-Pin sequence. If all the pairs R i belong to a set P of pairs, we will say that this sequence is over P . From what we said it follows that a shortest word compressing M cannot be longer than the length of the Frankl-Pin sequence starting from M . Hence summing up the binomial coefficient in Theorem 1 we obtain, in particular, the bound (n 3 − n)/6 for the length of a shortest reset word. In spite of many efforts to improve it, it is still the best bound known in the literature.
In order to improve it, we introduce the following technical notions. Let P be an arbitrary set of compressible pairs in A. By a synchronizing height h(P ) of P we mean the minimal h such that for each pair {x, y} ∈ P there exists a word w of length h such that xw = yw. We make use of the observation that if the synchronizing height is smaller than the maximal length of a Frankl-Pin sequence over P , then we can improve the Pin's estimation from [20] . Proposition 1. Let P be a set of compressible pairs in A, h(P ) the synchronizing height of P , and p(P ) the maximal length of a Frankl-Pin sequence over P . Then, for every compressible m-subset M of Q (2 ≤ m ≤ n), there is a word compressing M whose length does not exceed
Proof. (In the first part of the proof we modify the Pin's argument mentioned above; see [20, Proposition 3.1] ). Let u = a 1 . . . a ℓ be a shortest word such that either |M u| < |M | or {x k , y k } ∈ M u for some {x k , y k } ∈ P . First observe, that if |u| = 0, then it means that M contains a pair from P , and consequently, there is a word w compressing M of length |w| ≤ h(P ). Since, by Theorem 1, n−m+2 2 ≥ p(P ), w has the required length. Thus, we may assume that |u| ≥ 1.
with {x, y} ∈ P , we have that M ℓ contains two distinct states x ℓ , y ℓ such that either x ℓ a ℓ = y ℓ a ℓ , or x ℓ a ℓ = x and y ℓ a ℓ = y. For ℓ > i ≥ 1 we define R i = {x i , y i } ⊆ M i by x i a i = x i+1 and y i a i = y i+1 . The sequence (M i , R i ) is a Frankl-Pin sequence. Indeed, condition 1 holds by definition. For condition 2, assume that R i ∈ M j for some 1 ≤ j < i ≤ ℓ. Then, for word u ′ = a 1 . . . a j−1 a i . . . a ℓ we have xu ′ = xu and yu ′ = yu, and u ′ is shorter than u, which is a contradiction.
We extend the sequence (M i , R i ) as follows. Let (T i , P i ) be a Frankl-Pin sequence over P with
) is a Frankl-Pin sequence of length ℓ + p(P ). Indeed, condition 1 trivially holds. For condition 2 it is enough to observe that, by the definitions of M i and (T i , P i ), for i > ℓ, R
. Thus |u| ≤ n−m+2 2 − p(P ). If |M u| < |M | we are done. Otherwise, {x ′ , y ′ } ∈ M u for some {x ′ , y ′ } ∈ P and we must append to u a word compressing {x ′ , y ′ }, which has length at most h(P ). As a result we obtain a word w of length at most n−m+2 2 − p(P ) + h(P ), as required.
⊓ ⊔
Our result is to be applied in concrete situations, when we can find a relatively large set of compressible pairs with small synchronizing height. In order to estimate the minimal length of FranklPin sequence we have the following auxiliary result. Given words w 1 , . . . , w k we define P (w 1 , . . . , w k ) to be the set P of pairs (x, y) such that xw i = yw i for some 1 ≤ i ≤ k. Given k, choose words w 1 , . . . , w k so that P (w 1 , . . . , w k ) is of maximal cardinality. Denote this cardinality by p(k).
Proposition 2. If A = Q, Σ, δ is an n-state automaton of rank r, then for each 2 ≤ m ≤ r there exists an m-subsets Frankl-Pin sequence of length p = p(⌊(r − m + 3)/2⌋).
Proof. Fix m ≤ r, and let c = ⌊(r − m + 3)/2⌋. Choose w 1 , . . . , w c so that P = P (w 1 , . . . , w c ) has cardinality p = p(c). Fix some ordering of pairs in P denoting P = (P i ), 1 ≤ i ≤ p, P i = {x i , y i }.
We proceed to define corresponding (M i ). To this end, let w be a word of rank r, and let S = Qw. Then S is not compressible, and in particular, no pair (x, y) ∈ P is contained in S.
Given a pair P i = {x i , y i }, let T i consists of all elements x ∈ S such that xw k = x i w k or xw k = y i w k for some 1 ≤ k ≤ c. Note that, since S is not compressible, for every k, there is at most one x such that xw k = x i w k . Similarly, there is at most one x such that xw k = y i w k . Moreover, since x i w k = y i w k for some k, the cardinality |T i | ≤ 2c − 1, and consequently the
We define
. Since P j = P i , the remaining case for P j ⊆ M i is when |P j ∩ S ′ i | = 1 and one of x i or y i belongs to P j . Then, take k with x j w k = y j w k . It follows that there is x ∈ S ′ i such that either xw k = x i w k or xw k = y i w k , which contradicts the fact that S ′ i ⊆ S \ T i . Consequently, P j ⊆ M i . This proves that (P i , M i ) is a FranklPin sequence over P of required length.
⊓ ⊔
In the case of |Σ| = 1 we have the following more specific result, which may be used to estimate the reset length, when one letter of the automaton is known. Corollary 1. If A is a unary automaton of rank r, and P is the set of all compressible pairs in A, then for each 2 ≤ m ≤ r there exists an m-subsets Frankl-Pin sequence over P of length p(P ) = |P |. Moreover, |P | ≥ 1 2 n( n r − 1), and h(P ) = n − r. Proof. We have Σ = {a} in this case, and each word is of the form w = a h . It follows that for each set w 1 , . . . , w k , there is h ≤ n− r such that P (w 1 , . . . , w k ) = P (a h ). Note that a n−r compresses each compressible pair. Consequently, taking w 1 = a n−r , we see that for every k, p(k) is the cardinality of the set P of all compressible pairs, and the first part of the result follows from Proposition 2. The set P , in this case, is the union of equivalence classes of the relation determined by the letter a with the condition: q, p ∈ Q are in the relation if and only if qa n−r = pa In our computation, given an automaton A of rank m, we can bound the reset length of a synchronizing extension by applying successively m − 1 times either Proposition 1 or Proposition 3, depending on which bound is smaller for the given rank. It can be demonstrated that the best results are achieved when each time we take a word of the minimal rank m, and check which of the propositions gives a better bound. It turned out that first, for larger ranks, Proposition 3 gives a better bound, and then Proposition 1 becomes more effective. Also note that, when applied to get a bound on the length of a shortest reset word, the Pin's result gives an exponential estimate, while our result gives a polynomial bound.
One-cluster Automata
Our next aim is to generalize the results on one-cluster automata obtained by Béal, Berlinkov, Perrin [6, 5] and Steinberg [21] . Recall that an automaton A = Q, Σ, δ is one-cluster, if it has a letter a ∈ Σ such that for every pair q, s ∈ Q there are k, m ≥ 1 such that qa k = sa m . This means that the graph of transformation induced by a is connected. In particular, it has a unique cycle C ⊆ Q with the property Ca m = C for every m ≥ 0, and there is ℓ ≥ 0 such that Qa ℓ = C. The least such ℓ is called the level of A. Steinberg proved the following: Theorem 2. (B. Steinberg [21] ) Let A be a synchronizing one-cluster automaton with n states, level ℓ and cycle C of prime length p. Then A has a reset word of length at most n − p + 1 + 2ℓ + (p − 2)(n + ℓ).
We generalize this result for non-prime lengths of the cycle. Our proof is similar to that of Steinberg, but we use a different crucial lemma that does not use the fact that p is prime. Assuming that A = Q, Σ, δ is a synchronizing one-cluster automaton with n states, level ℓ and cycle C of length m, we use here the notions and notations of [21] . In particular, we consider the matrix representation π : Σ ′ → M n (Q) defined by π(w) q,r = 1 if qw = r, and 0, otherwise. Given S ⊆ Q we define [S] to be the characteristic row vector of S in Q, [S] T its transpose, and
In fact, we will consider only subsets S ⊆ C, so |S|/|C| = k/m for some k ≤ m, and γ S is a column vector of Q n with entries 1 − k/m and −k/m only. Now, by [C]wγ S we denote the product of corresponding matrices; in particular, the word w represents in this notation the matrix π(w), and the whole product is an element of Q. In [21] and earlier papers, the following fact (not difficult to see) is used
If this difference is larger than zero then the preimage of S by the word w has more elements in the cycle C than S itself, and in consequence w compresses C. So, in general, we are looking for short words w for which [C]wγ S > 0. In order to formulate our crucial lemma we define the number D(m, k) as follows. Let [14] , where in particular the rank of the matrix generated by cyclic transforms of a vector is considered. Lemma 1. Let A = Q, Σ, δ be a synchronizing one-cluster automaton with n states, level ℓ and cycle C of length m. Let S be a subset of Q of cardinality |S| = k > 0, and
Proof. First note, that by definition,
The summands are (as it is easy to check; see [21] ) the characteristic vectors of preimages
Hence,
In order to compute the sum on the right hand side, we observe that, for each 0 ≤ j ≤ m,
This is so, because for every q ∈ Q and s ∈ C, there is 0 ≤ j ≤ m − 1 such that qa ℓ+j = s, and for all 0 ≤ i, j ≤ m − 1, and q ∈ Q, if qa ℓ+j = qa
Combining this with (3) 
Now, since the sum of the coordinates in each v i −d is equal to
as required. ⊓ ⊔ Theorem 3. Let A be a synchronizing one-cluster automaton with n states, level ℓ and cycle C of length m > 3. Then A has a reset word of length at most
Proof. We modify suitably the argument used in the proof in [21] . Let S be a proper subset of Q with 0 < k = |S| < m. We wish to show first that there exists a short word w ∈ Σ * with [C]wa ℓ+j γ S = 0 for some 0 ≤ j ≤ m − 1. If this holds for the empty word, we are done. Otherwise,
Since A is synchronizing, there exists a word u resetting to a state in C ∩ S(a ℓ )
To find u short enough with this property, let
. By the standard ascending chain condition (see [21, Lemma 2] ; cf. also [19, 10, 16] ), we infer that there exists a word w satisfying [C]wa ℓ+j γ S = 0 for some j, whose length |w| ≤ dim C ⊥ − dim W + 1. By Lemma 1, we get |w| ≤ n − D(m, k) + 1. Moreover, by the same lemma,
Thus, as in [21] , we may find a sequence of words u 1 , u 2 , . . . , u m−1 such that starting from an arbitrary one-element set
and the length of |u k | ≤ n + ℓ + m − D(m, k). In particular, the word u = u m−1 . . . u 2 u 1 has the property Cu = {q}, and since Qa ℓ = C, the word a ℓ u is synchronizing. Since the suffix of this word is u 1 = wa ℓ+j , we may replace u 1 by a shorter word u
is also synchronizing. For the length (using the inequalities obtained in the preceding paragraph) we have
Taking into account that D(m, 1) = D(m, m − 1) = m we obtain the required result.
⊓ ⊔
We note that it is only the last line why we need to assume m > 3. For m < 3 our proof yields exactly the bounds of Theorem 2: 2n + 3ℓ − 2 for m = 3, and n + 2ℓ − 1 for m = 2 (which are of course very useful in our computations). Concerning the number D(m, k), Ingleton [14] showed that the dimension of the vector space generated by the transforms of a vector
In case, when m is prime, g(x) = 1, and D(m, k) = m for all k. Substituting this we obtain the result of Steinberg [21] . In general, what makes our estimation better than (n + m + ℓ − 2)(m − 2) + (2n − m − 1) + ℓ obtained by Béal, Berlinkov and Perrin [5] , and (2n − 3)(m − 2) + n − m + 2 + 2ℓ announced in Steinberg [21] is the summand − m−2 k=2 D(m, k). For small m, this summand can be easily computed, and a number of letters can be omitted while proving the Černý conjecture for the automata with a fixed number of states (see Table 1) ). In particular, if A is a synchronizing one-cluster automaton with cycle C of length m < 8, then A satisfy the Černý conjecture. But also for larger cycles many cases can be settled just by using Theorem 3.
While computing bounds for reset length for automata with more than 2 letters it happens that the partial automaton is not one-cluster, but it has a one-cluster transformation. The proof of Theorem 3 does not require a to be a single letter. Hence, taking into account the length of a one-cluster transformation we may generalize our result as follows:
Corollary 2. Let A = Q, Σ be a synchronizing automaton with n states, such that there exists a word w of length s inducing a one-cluster transformation with level ℓ and cycle C of length m > 2. Then A has a reset word of length at most
The Algorithm
We describe some details of the algorithm that we use in searching for interesting examples of synchronizing automata. Note that the number of automata grows very quickly with the number of letters (see [3] ). To overcome this, we exclude a priori a large part of automata from generation process. To do so, we apply the results developed in the previous section.
Such algorithm is useful not only for verifying the Černý conjecture, but for investigating various conjectures in the area. Our goal is to exhaustively search over the automata with given size n and arity k and to report all those with a long reset length, say with a reset length longer that a predefined threshold. For example, setting threshold = (n − 1) 2 verifies the Černý conjecture for the fixed n and k.
Obviously, we are interested only in irreducible synchronizing automata, that is those for which removing any letter results with a non-synchronizing automaton. Also, it is well known [23] that to verify the Černý conjecture it is enough to consider only strongly connected automata (those with the underlying digraph strongly connected), so a special attention is paid to this class.
Sieving Procedure
As we have already mentioned we generate all k-ary automata with n states running successively the algorithm described in [18] for arities i = 2, . . . , k. For each automaton A generated by the algorithm, we apply the sieving procedure (Algorithm 1). The procedure checks if an automaton should be reported, and whether it should be kept for the next (i + 1)-th run of the algorithm.
Algorithm 1 Sieving Procedure
Require: A -a generated automaton with n states on k letters. Require: threshold -the bound restricting reset length.
1: procedure Sieve(A)
Compute the minimal rank m, a word u of this rank, and the set of all compressible pairs P . 9:
Compute the bound from successive applications of Proposition 1 and Proposition 3 for A.
10:
if the bound is not larger than threshold then return end if 11:
TA ← the transition semigroup of A 12:
for all t ∈ TA such that t is a one-cluster transformation do 13:
if
First we check if A is synchronizing (line 2). If so, we check if it is irreducible synchronizing and if its reset length is larger than threshold (lines 3-6), so we could report it.
If A is not synchronizing, then it is a potential candidate for further processing in the next run of the algorithm. Using the methods from Section 2 we check if all its irreducible synchronizing extensions of A have reset length not larger than threshold.
We compute the minimal rank m of A, a word u of this rank, and the set of all compressible pairs P (line 8). This can be done by a standard BFS algorithm on the power automaton, in the same manner as computing a shortest reset word. It can be seen (as we have mentioned in the remark following Proposition 3) that using the minimal rank and a shortest word of this rank yields the best bound from Proposition 1 and Proposition 3. Hence we apply successively both the propositions for r = m, . . . , 2 (line 9). To use Proposition 1 we need also to know h(P ), which is the maximum synchronizing height over the pairs from P , and p(P ), which is the length of a Frankl-Pin sequence over P . The value of h(P ) is easily computable having P . However, there is no known effective algorithm finding a longest r-subsets Frankl-Pin sequence over P , and a brute-force algorithm has potentially at least double exponential running time. Hence we use the following greedy algorithm to compute such a sequence: We pick a pair P i ∈ P whose states are involved in the least number of the other pairs from P . We remove P i from P . Then we try to find M i ⊆ Q in a similar greedy manner. If M i of the size r is found, then we append (P i , M i ) to the sequence. We continue this process until P is empty. If the bound is not larger than threshold, then we skip the automaton (line 10).
For further estimations, we compute the transition semigroup T A of A [12] (line 11). For each transformation in T A we store the length of the shortest words inducing it. Then for each one-cluster transformation we check the bound from Corollary 2 (lines 12-14).
Finally, since we are interested only in irreducible synchronizing automata, we skip also A if the set of the transformations induced by the letters a ∈ Σ is a reducible set of generators. This is done at the end, since this procedure has high computational cost. Table 2 illustrates savings in computation resulted due to using various exclusions in the sieving procedure. It contains the numbers of automata remaining after exclusions based on the results named in the first column. The second and the third columns contain numbers for the two selected cases of computation with different threshold, n, and k. Table 2 . The numbers of non-synchronizing automata remaining for the next run in case I) threshold = n 2 − 5n + 9, n = 7, k = 2; II) threshold = (n − 1) 2 , n = 6, k = 3. 
Further Exclusions
In the last k-th run we do not need to store automata for the next run. Also the number of automata in the last run is usually the largest compared to the previous runs. Hence we may use further additional checks to reduce the number of generated automata. In this subsection we present some facts that are useful to this aim.
Proposition 4. For a binary synchronizing automaton A, if both transformations t generated by the letters satisfy t 2 = a or t 2 is the identity transformation, then A has a reset word of length at most 2n − 2.
Proof. Let Σ = {a, b}. Consider a shortest reset word w. It has no two the same consecutive letters, so it is of the form w = (ab) m or w = (ab) m a. Obviously, Since w is synchronizing, either a or ab collapses Q, that is |Qab| < |Q|, and the same can be said for any Q ′ = Q(ab) t . It follows that m ≤ n − 1 and |w| ≤ 2n − 2.
⊓ ⊔ Proposition 5. Let A = Q, Σ, δ be a k-ary synchronizing automaton of size n ≥ 5. If the Černý conjecture is true for all k-ary automata of size less than n, and A is not strongly connected, then A has a reset word of length at most n 2 − 4n + 5.
Proof. Let X Q be the sink component of A. There is a word w which maps every state from Q \ X to X such that |w| ≤ 1 + 2 + · · · + |X| = |X|(|X| + 1)/2. Let v be the shortest reset word synchronizing X, |v| ≤ (n − 1 − |X|) 2 . Then wv resets A and
For 1 ≤ |X| ≤ n − 1 and n ≥ 5 the expression yields the maximum n 2 − 4n + 5 for |X| = 1.
⊓ ⊔
We note that in our algorithm we are able to utilize those special results on the Černý conjecture that refer to a part of the automaton. The results referring to the structure properties not preserved by restrictions of the alphabet are difficult to use. This concerns, in particular, the general result of [13] . Nevertheless, we are able to apply successfully a very special case of [13] , which we describe now.
A pair of states x, y ∈ Q is called twin in A = Q, Σ, δ , if xa = ya or {xa, ya} ⊆ {x, y} for each letter a ∈ Σ. In such a case the equivalence relation whose the only nontrivial block is {x, y} is a congruence, and the factor automaton is synchronizing if A is synchronizing. Formally we define A ′ = Q ′ , Σ, δ ′ to be the automaton obtained by identifying the twin states x and y as follows: Q ′ = (Q ∪ {z}) \ {x, y}, and
Then we have Proposition 6. Let A be a strongly connected synchronizing automaton. If A has two twin states x, y, and a reset word of length r, then the factor automaton A ′ is strongly connected, synchronizing, and has a shortest reset word of length r − 1 or r.
Proof. Any state p ∈ Q is reachable from x, and x is reachable from p. Hence the same holds for p ∈ Q ′ and z, and so, A ′ is strongly connected. Obviously, a word synchronizing A also synchronizes A ′ . Let w be a shortest reset word for A ′ . If w is not a reset word for A, then Qw = {x, y}. Since A is synchronizing there exists a ∈ Σ such that xa = ya, as otherwise {xa, ya} = {x, y} for all a ∈ Σ. So wa is a reset word for A of length |w| + 1.
Thus we can skip the automata with a twin pair (which is easily recognizable). Similarly, as in Proposition 5, one can observe that if A is an automaton of size n with a twin pair, and the Černý conjecture is true for all automata of size less than n, then A has the reset length at most n 2 − 4n + 5.
Results
We have verified that the Černý conjecture is true for automata with n ≤ 5 states, regardless of the alphabet size. For n = 6 we checked automata up to k = 5 letters, for n = 7 up to 4 letters, and for n = 8 up to 3 letters. Our computation confirms, in particular, all results stated in [22] . It is especially important, since it remains unclear whether the results announced in [22] are based on partial computation or on unknown ideas. Anyway, no clue is given how and on what base the generation of automata is restricted, while it is apparent that it is impossible to perform this computation with brute force approach. For n = 8 and k = 3 we checked 20,933,723,139 automata. Without using parallelism, the computation would take 1.25 years of one CPU core. Compare this with the number 572,879,126,392,178,688 of ICDFA automata that one would need to generate applying the technique described in [2] . Our computation was focused on discovering new interesting examples automata and gaps in reset lengths sequences. Some of the results are presented below.
Slowly Synchronizing Automata on a Ternary Alphabet
Automata with reset lengths close to the Černý bound (n − 1) 2 are referred to as slowly synchronizing. The authors of [3] constructed a few series of such automata over binary alphabets. Yet, until now, no series of synchronizing automata with reset length n 2 + O(n) have been presented for larger alphabets. We have discovered two new series of ternary irreducible slowly synchronizing automata. They turn out to be related to the digraph W n (see [3] ).
Let Q n = {v 1 , . . . , v n }, n ≥ 3, and Σ = {a, b, c}. Let M n = Q n , Σ, δ n and M ′ n = Q n , Σ, δ ′ n be the automata shown in Figure 2 . The transition functions δ n and δ ′ n are defined as follows: In determining the reset length of the series we applied a technique, which is alternative to that of [2, 3] . Our method is based on analyzing the behavior of the inverse BFS algorithm finding the length of the shortest reset words (see [17] ) and is suitable, in general, for a more mechanical way to establish the reset length of concrete automata. (In particular, it works fine for automata defined in [3] ). The description of the method and proofs based on it will be presented in the extended version of the paper.
For a synchronizing automaton A = Q, Σ, δ with n > 1 states, we define the sequence of families (L i ) of the subsets of Q. Let L 0 be the family of all the singletons, whose are a common end of more than one edge with the same label. We will define
We define L i to be the set of all non-visited sets from L ′ i .
The proof of the following lemma in a more general form can be found in [17, Theorem 1], but we include it the for the sake of completeness.
Lemma 2. There exists a shortest reset word w such that for any suffix u of w of length i, {q}u −1 ∈ L i for some q ∈ Q. The smallest i such that Q ∈ L i is the reset length of the automaton.
Proof. If w is a shortest reset word, then it synchronizes the automaton in a state q, which is a common end of more than one edge with the same label. Hence the statement holds for i = 0 with any of the shortest reset words.
Let i ≥ 1 be the smallest integer such that the statement does not hold. Get a shortest reset word w satisfying the statement for i − 1. So w = uav, where |v| = i − 1. By the assumption, there is S = {q}v −1 ∈ L i−1 for some q ∈ Q. By the definition of L i , it follows that Sa −1 must be visited, since it is not in L i . Since w is a shortest reset word, clearly Sa −1 cannot be a singleton, so there is
is also a synchronizing word. If j < i then |v ′ | < |av| and w ′ is a shorter word -a contradiction. Otherwise {q ′ }v ′ −1 ∈ L i , and the statement holds for i with w ′ -a contradiction again. If Q ∈ L i then it means that there exists a shortest reset word w of length i. Hence i is the reset length.
⊓ ⊔ Theorem 4. For n ≥ 3, the automata M n and M ′ n are irreducible synchronizing. The first has reset length n 2 − 3n + 3, and the second has reset length n 2 − 3n + 2.
Proof. One easily verifies that the word acb(a n−2 cb)
synchronizes M n , and has the length 3 + (n − 2 + 2)(n − 3) = n 2 − 3n + 3. Also the word cb(a n−2 cb)
synchronizes M ′ n , and has the length n 2 − 3n + 2.
We show that there is no shorter reset word for M n . By Lemma 2, it is sufficient to show what is the smallest i such that Q n ∈ L i , which is the length of the shortest reset words. Here only v 2 is a common end of more than one edge with the same label, so L 0 = {{v 2 }}.
We claim that 
is visited by the assumption of L (i−1)n+4 . Consider the sets obtained from T 1 . Only
. . , v 2+i } observe that in the next step it results either in T 3 or in itself. Only the action of a −1 applied to T 3 results in a non-visited set, so
Now, if i = 0 then only the action of a may result in a non-visited set containing {v 1 }, but in the next step all of the three actions produce visited sets from it. So after the next n − 3 − i steps by the action of a we finally have L (i+1)n = {{v 2 , . . . , v 3+i }}.
From the claim it follows that Q n does not appear in L for i ≤ (n − 3)n, and L (n−3)n = {{v 2 , . . . , v n−1 }}. Then applying (acb) −1 or (bcb) −1 results in Q n , and there is no shorter such word as is easily verified. Hence L (n−3)n+3 = {{Q n }} and so i = (n − 3)n + 3 = n 2 − 3n + 3 is the such that Q n ∈ L i .
The proof for the automaton M ′ n follows exactly in the same way, with the two following exceptions: T 2 = {v n , v 1 , . . . , v 2+i }, and finally we apply (cb)
to the set from L (n−3)n , resulting in Q n .
It remains to show that removing any letter in M n (M ′ n ) results in a non-synchronizing automaton. Indeed, removing the letter a results in unconnected states v 3 , . . . , v n−1 . The only synchronizing pairs of states are (v 1 , v n ) under a, and (v 1 , v 2 ) under b. Observe that it is not possible to map the pair (v n−1 , v n ) to (v 1 , v n ): Only a maps a state from Q n \ {v 1 , v n } to {v 1 , v n }, and it maps exactly one such state. However both v 1 and v n are mapped by a to Q n \ {v 1 , v n }. Hence removing the letter b results in a non-synchronizing automaton. Removing the letter c makes v 1 unreachable from the other states, hence no pairs can be synchronized except (v 1 , v n ) and (v 1 , v 2 ).
⊓ ⊔
Our computation did not show any other possible series of slowly synchronizing automata with such large reset lengths. So we formulate the following: Conjecture 1. Up to isomorphism, there exist exactly two synchronizing irreducible ternary automata of size n ≥ 9 with the reset length ≥ n 2 − 3n + 2, namely M n and M ′ n . For k > 3,each synchronizing irreducible k − ary automaton of size n ≥ 9 has the reset length less than n 2 − 3n + 2.
We note that, for n < 9, k > 2 there exist other irreducible synchronizing automata with the reset length equal or greater than n 2 − 3n + 2; they however do not generalize to a series.
Gaps in the Sequence of Possible Reset Lengths
Trahtman [22] has observed that for each n = 6, . . . , 10 there is an integer m < (n − 1) 2 such that no binary automaton of with n states has a reset length in [m, (n − 1) 2 − 1]. He observed also that for n ≤ 7 automata on 3 or 4 letters do not fill this gap. In [2, 3] Ananichev, Gusev and Volkov gave arguments allowing to conjecture that for n ≥ 7 it is the interval [n 2 − 3n + 5, n 2 − 2n] forming a gap in the sequence of possible reset lengths of binary automata. They have observed also that for n = 9 the second gap appears: [53, 55] . Recently [18] we have confirmed the existence of both two gaps for n ≤ 11 and discovered the existence of the third gap, [78, 79] , for binary automata with n = 11 states. It seems, on the one hand, that with growing n there should be more and more gaps in the sequence of possible reset lengths for binary automata. But it is still far from clear what can be the role of automata with more than 2 letters here.
We have partial experimental results concerning gaps for irreducible automata of arity k ≥ 3. They suggests that the maximal reset length for k-ary automata decreases as k is growing (for example, see Table 3 ). Yet, we have discovered an automaton with n = 9 states on the ternary alphabet with reset length 53, while there is no binary automaton with the same reset length; it falls in the second gap discovered in [2] . Also we have found a ternary automaton with n = 11 states with reset length 79, falling in the third gap discovered in [18] . Moreover, for any considered arity for n ≤ 8 we found that there is only one gap in the sequence of possible reset lengths of irreducible synchronizing automata (of course, in this case the sequence starts from k). It seems we need more experiments to state any reasonable conjecture here. Table 3 . The exact numbers irreducible synchronizing, strongly connected, nonisomorphic automata with 7 states on k letters, whose reset length ℓ ≥ 27. 
Hardly Extendable Subsets
Many partial results towards the solution of the Černý conjecture uses the so-called extension method [10, 16, 21, 8] . This method is to look for a sequence of (short) words w 1 , . . . , w n−1 such that S 1 = {q} for some q ∈ Q, and S k+1 = S k w
Then, necessarily, S n = Q, and the word w n−1 . . . w 2 w 1 is synchronizing. In other words, we try to extend subsets of Q, starting from a singleton, rather that to compress subsets starting from Q. In connection with this method we say that S ⊆ Q is m-extendable if there is a word w of length at most m with |Sw −1 | ≥ |S|. For example, for automata whose underlying digraph is Eulerian, Kari [16] proved that any subset is n-extendable. This implies that such automata satisfy the Černý conjecture.
Unfortunately, it is not true, in general, that each subset in each synchronizing automaton is nextendable. In [7] Berlinkov constructed a series of synchronizing automata with subsets that are not cn-extendable for any constant c < 2. However, it remained open whether each subset (in a strongly connected synchronizing automaton) is 2n-extendable. Importance of this question comes from the fact, that it would imply a quadratic upper bound for the length of the shortest reset words, and many proofs of the Černý conjecture for special cases rely on the fact that subsets are extendable by short words. Here we present a series of automata, whose subsets are not cn-extendable for any constant c.
For m ≥ 3 let n = 2m − 1. Let A n = Q n , {a, b}, δ n be the automaton shown in Figure 2 . Q n = {v 1 , . . . , v 2m−1 } and δ n is defined as follows:
A n is strongly connected as is easily verified. Define Q U = {v m+1 , . . . , v 2m−1 } and Q D = {v 1 , . . . , v m }. We show that A n is synchronizing by a word of length 2m 2 − 2m + 2 = (n 2 + 3)/2. Proof. Let w = a 1 . . . a k be a shortest word of length k such that |Sw A similar series can be defined for each even n ≥ 6 (see Figure 3) . 
The Generalized Černý Conjecture
Pin [20] proposed the following generalization of the Černý Conjecture: For every 0 < k, n, if there is a word of rank ≤ n − k, then there is such a word of length ≤ k 2 . Pin proved this for k ≤ 3. However, Kari [15] found a celebrated counterexample (Figure 4 ) to this conjecture for k = 4, which is a binary automaton K with 6 states. In view of this, a modification of this generalized conjecture was proposed restricting it to k being the rank of the considered automaton (see for example [1] ). However this seems to be a quite radical restriction. In our computations, we have found no other counterexample to Pin's conjecture except for trivial extensions and modifications. This may suggest that Kari construction works due to the number of involved states small enough, and is, in fact, an exception. By a trivial extension of an automaton over alphabet Σ we mean one obtained by adding letters to Σ that acts either as the identity transformation or as any letter in Σ. So a trivial extension has the same number of the states and the transition semigroup, and trivial extensions of the Kari automaton K are counterexamples to the Pin's conjecture, for k = 4, as well. By a disjoint union of two automata A = Q, Σ, δ and A ′ = Q ′ , Σ, δ ′ we mean the construction when the automata have the same alphabet Σ, and disjoint sets of states Q, Q ′ , and the union is simply A = Q ∪ Q ′ , Σ, δ ∪ δ ′ . If we take a disjoint union of K with any permutation automaton (one whose letters act like permutations, or in other words, one of rank equal to its size), then again we get a counterexample to the Pin's conjecture, for k = 4. Yet, in all these automata the failure is caused by the same Kari construction on the set of the 6 states. We have discovered no other counterexample. This may be treated as an experimental evidence for the conjecture we state below. Consider the smallest class of automata containing K and closed on taking trivial extension and disjoint union with permutation automata. Let us call automata in this class Kari-like automata (for an example, see Figure 4 ). Then we have Conjecture 2. For every k, if an automaton A has a word of rank at most n − k, then there is such a word of length at most k 2 , unless A is a Kari-like automaton and k = 4 (in which case there is a word of rank n − 4 of length k 2 + 1 = 17).
By our computations, this conjecture has been verified for all k-ary automata of size n for n ≤ 10 and k = 2, n ≤ 8 and k ≤ 3, and n = 6, k = 5.
Aperiodic Synchronizing Automata
In [23] Volkov mentioned that although a quadratic upper bound for the reset length of aperiodic synchronizing automata has been proved, the largest reset length for known aperiodic automata does not exceed n + ⌊n/2⌋ − 2 for n ≥ 7. This length is reached by a series of binary automata constructed by Ananichev [4] . In this connection it is worth noting that we have verified that n + ⌊n/2⌋ − 2 is the largest reset length of aperiodic automata for 1 < n ≤ 10, k = 2, and 1 < n ≤ 7, k = 3. Since this verification involves a huge number of aperiodic automata we are fairly sure that the following counterpart of the Černy conjecture holds.
Conjecture 3. Every synchronizing aperiodic automaton A with n > 1 states has a reset word of length at most ≤ n + ⌈n/2⌉ − 2.
In this connection, it may be also interesting to know that we have discovered a series of irreducible ternary aperiodic automata that reaches the bound in the conjecture. They have a quite simple definition: Q = {0, 1, . . . , n − 1}, Σ = {a, b, c}, δ(i, a) = i + 1 for 0 ≤ i < n, δ(i, b) = i − 1 for 1 < i ≤ n, δ(⌊n/2⌋, c) = 0, and δ(i, x) = i, otherwise (x ∈ Σ).
