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In this dissertation, optimal switching in switched systems using adaptive dynamic programming
(ADP) is presented. Two applications in power electronics, namely single-phase inverter control and
permanent magnet synchronous motor (PMSM) control are studied using ADP. In both applications,
the objective of the control problem is to design an optimal switching controller, which is also
relatively robust to parameter uncertainties and disturbances in the system.
An inverter is used to convert the direct current (DC) voltage to an alternating current (AC)
voltage. The control scheme of the single-phase inverter uses a single function approximator, called
critic, to evaluate the optimal cost and determine the optimal switching. After offline training of
the critic, which is a function of system states and elapsed time, the resulting optimal weights are
used in online control, to get a smooth output AC voltage in a feedback form. Simulations show the
desirable performance of this controller with linear and nonlinear load and its relative robustness to
parameter uncertainty and disturbances. Furthermore, the proposed controller is upgraded so that
the inverter is suitable for single-phase variable frequency drives. Finally, as one of the few studies
in the field of adaptive dynamic programming (ADP), the proposed controllers are implemented on
a physical prototype to show the performance in practice.
The torque control of PMSMs has become an interesting topic recently. A new approach based
on ADP is proposed to control the torque, and consequently the speed of a PMSM when an unknown
load torque is applied on it. The proposed controller achieves a fast transient response, low ripples
and small steady-state error. The control algorithm uses two neural networks, called critic and
iv
actor. The former is utilized to evaluate the cost and the latter is used to generate control signals.
The training is done once offline and the calculated optimal weights of actor network are used in
online control to achieve fast and accurate torque control of PMSMs. This algorithm is compared
with field-oriented control (FOC) and direct torque control based on space vector modulation
(DTC-SVM). Simulations and experimental results show that the proposed algorithm provides
desirable results under both accurate and uncertain modeled dynamics.
v
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Chapter 1
INTRODUCTION
Optimal control is an approach to determine the control decisions that will cause a process to
satisfy the physical constraints and at the same time minimize (or maximize) some performance cri-
terion [38]. One systematic approach to solve the optimal control problem is dynamic programming.
Dynamic programming is based on Bellman’s principle of optimality, which states that [47]:
An optimal policy has the property that no matter what the previous decision (controls) have
been, the remaining decisions must constitute an optimal policy with regard to the state resulting
from those previous decisions.
Dynamic programming approach incorporates two components. The first one, is the discrete-
time dynamic model of the system and the second component is a cost function, which depends
on system states and, possibly, decisions at each state. Dynamic programming solves the problem
offline and backward in time. This solution is usually saved in look-up tables and is used in online
control. The major disadvantage of dynamic programming is the so-called curse of dimensionality
[38]. This issue refers to the fact that as the problem size increases, the size of system states and
decisions increase, which leads to exponential growth in computational load. This exponential
growth quickly overwhelms the computational resources and makes it difficult or impossible to
solve the problem in reasonable time.
1.1. Adaptive Dynamic Programming
In order to deal with the challenges of dynamic programming, another approach called adaptive
(approximate) dynamic programming (ADP) or reinforcement learning (RL) is proposed in literature
[4, 22, 27, 31, 39, 46, 48, 52, 71, 88]. Reinforcement learning is the modification of actions based
on interactions with the environment [58]. In ADP, the idea behind RL is utilized to solve the
optimal control problem. ADP typically uses two neural networks called critic and actor, to solve
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the optimal control problem. The critic network approximates the optimal cost-to-go and the actor
network approximates the optimal policy. ADP is inherently an iterative approach; therefore, the
optimal cost-to-go and optimal policy are obtained iteratively. There are two well-known iterative
approaches in the literature, which are used in ADP, called value iteration and policy iteration. Value
iteration (VI) starts with a guess on initial value function, updates the policy with the value function,
uses a recursion to find the next value function and so on. On the other hand, policy iteration (PI),
starts with a stabilizing policy, solves a Lyapunov equation to find the corresponding value function,
updates the optimal policy and so on. Both VI and PI have advantages and disadvantages. For
instance, in order to find the value function at each step, PI solves a Lyapunov equation, which
is referred to as full backup, however VI uses a recursion, which is referred to as partial backup.
Therefore, the computational load of PI is higher than VI. On the other hand, since PI starts the
algorithm with a stabilizing policy, all the evolving policies under PI are stabilizing. However, this
is not the case for VI generally. The research in [26], proposes some conditions that give VI the
property of having evolving stabilizing policies like PI.
1.2. Switched Systems
A switched system is comprised of several modes (subsystems) with different dynamics such
that at each time instant, only one mode can be active. In order to control such systems, one should
determine not only the time of the switching, but also the mode to switch to [27]. ADP has shown
great promises in solving optimal control problem in switched systems. Both VI and PI algorithms
are used in the literature to control switched systems [25, 66, 78]. As mentioned before, since VI
leads to lower computational load compared to PI, in this study, we will use VI to solve optimal
switching problems.
1.3. Single-Phase Inverter
In recent years, fossil fuel limitations, climate changes, and economic restrictions have increased
the need for other sources of energy. Distributed generation (DG) systems based on renewable
energy sources such as wind turbines, photovoltaics, and micro-turbines have proved to be a decent
2
substitution for other sources of energy. The output voltage of DG sources are generally direct
current (DC) and this voltage needs to be inverted to alternating current (AC) voltage since electrical
transmission and loads typically need AC power, [63]. Another application of DC to AC conversion
is in uninterruptible power supply (UPS) units. These units are generally used to supply high quality
output with desired amplitude and frequency to critical loads such as life support systems, data
storage units and telecommunication systems. Control of UPS must be capable to ensure that the
output voltage has a low total harmonic distortion (THD) with negligible steady state error. Also it
is crucial that the inverter be stable under both linear and nonlinear loads. Finally, since the system
parameters usually change as the system ages, relative robustness to parameter uncertainties is a
key factor in designing the inverter controller, [43]. One of the most common inverter topologies
is voltage source inverter (VSI). VSI is a switched circuit and a common method of controlling it
is the Pulse Width Modulation (PWM) technique. There has been different PWM-based control
methods in literature [1, 21, 32, 34, 49, 59, 85]. However, our method is not PWM-based and has
variable switching frequency.
output voltage individual harmonic content and THDv when feeding
linear and non-linear loads.
This paper is organised as follows: Section 2 presents the
discrete-time model of the single-phase inverter used in UPS
applications. Section 3 presents the design methodology applied to
the multi-loop control strategy, showing the relationship between
relative stability and robustness for parameter uncertainties, and
also sets the multiple resonant controller gains using the quality
energy standards for UPS. Section 4 shows experimental results
obtained from a 2 kVA pulse-width modulated (PWM) inverter
prototype to validate both transient and steady-state performance.
Conclusions are drawn in Section 5.
2 Description of the system and the discrete-time
model
Fig. 1a shows the single-phase PWM inverter and the loads
considered in this paper. The plant for this power electronic
converter can be modelled as a linear time invariant system,
composed of an output LC filter and the load [16].
Fig. 1b shows th block diagram that describes the multi-loop
control strategy. It also shows the effects of its digital
implementation from the small-signal model of the plant, as
proposed in [17].
Fig. 1b shows the transfer function Gv(s) that relates the output
voltage Vo(s) to the voltage at the terminals of the power bridge
Vab(s) and Gi(s) that relates the inductor current IL(s) to Vab(s). In
addition, Zo(s) is the transfer function that relates the output
voltage to the output current Io(s); therefore, it corresponds to the
output impedance of the open-loop system. Finally, Gii(s) is the
transfer function that relates the inductor current to the load
curr nt. All the described transfer functions depend on the LC






where L is the inductance and rL is the series winding resistance.
To mod l the capa itor, the effect of the equivalent eries





F rthermore, to carry out the robustness analysis in the next section,
in Gv(s) and Gi(s) the three kinds of linear loads are considered:
resistive, inductive, and capacitive; then the dynamics of these





where ZL(s) corresponds to RL for resistive load, sLL for inductive
load, 1/(sCL) for capacitive load, and for the no load condition
ZL(s) =∞.
Then, from Fig. 1b, the transfer functions Gv(s) and Gi(s) are

















The transfer functions that relates the feedback variables to the load

















The transport delays shown in the block diagram of Fig. 1b
represents the delays that occur between the time instants at which
samplings are carried out and those at which the control action is
updated. These delays are given by Ti and Tv. For this particular
paper, Ti = Tv = Td, being Td = Ts/2 and Ts, the sampling period.
To obtain the transfer functions of the plant in the discrete-time
domain, Gv(s) and Gi(s) functions are discretised using the






















Note that the Vdc input voltage gain is included in (8) and (9).
As it can be seen in Fig. 1b, the zero-order hold of the digital
implement tion does not affect Zo(s) and Gii(s); thus, in order to
approximate these transfer functions in the discrete-time domain, it
is proposed the use of the first-order hold (FOH) discretisation
method that allows achieving high correlation between the
frequency response characteristics of the continuous and its
discrete-time-domain transfer function, as analysed in [19]. Then,
Fig. 1 Physical and mathematical representation of the system
a Single-phase PWM inverter typical loads and variables used in the control strategy
b Block diagram of the control strategy for the inverter in Fig. 1a
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Figure 1.1: Single phase voltage source inverter circuit (picture adapted from [7]).
There are some challenges with single-phase inverter control, which we aim at solving them.
The first challenge is the switching loss in the system. In PWM-based approaches, switching
frequency is usually fixed, therefore in order to get a desirable output with low THD, high switching
frequency is chosen which leads to high losses. We want to use ADP to design an inverter with
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variable switching frequency and reach a low THD output with lower number of switching and
hence, lower losses.
Another challenge with inverters is that, system parameters change after some time. Therefore,
the controller should be relatively robust to parameter uncertainty. This issue is considered in this
work and ADP is used to solve this problem.
A single phase UPS inverter is shown in Fig. 1.1. It consists of a power stage, an output LC
filter and the load, which is denoted by ZC. By suitable switching of four switches {S1,S2,S3,S4},
we aim at inverting the input DC voltage to a desired output AC voltage. The desired output AC
voltage is defined as Vout(t) =Vm sin(wt), where w is the angular frequency and t is time. The aim
of the optimal controller is to determine the appropriate switching such that, the capacitor voltage
(VC) tracks the desired output voltage.
Two cases are considered for the inverter output. First, a controller is designed to convert a
DC voltage to an AC voltage with a specified amplitude and frequency. Secondly, the controller is
modified such that the user can choose the amplitude and frequency of the output on the fly.
1.3.1. Inverter Switching Problem Formulation
Let us define the switched system with M modes with the following nonlinear equation
xk+1 = fi(xk),k ∈ Z+, i ∈I , (1.1)
where xk ∈ Rn is the state vector at discrete time instances shown by non-negative integer k.
Subscript i represents one of the M modes of the system and the system dynamics are given by







where γ ∈ (0,1] is the discount factor which is used to ensure the boundedness of the cost. Q :
Rn×Rn → R+ is a continuous, positive definite function, which penalizes the tracking error
between actual system states and desired system states. The optimal value function is defined as
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the cost-to-go from current state at current time instant, if optimal decisions are made from current







where x∗0 := x0 and x
∗
k , ∀k = 0,1,2, ... is the optimal trajectory under optimal switching. If the
optimal value function is obtained, then at each time instant, the optimal mode can be selected. In
Chapter 2, value iteration is utilized to find the optimal value function and hence, the optimal mode.
The contents of Chapter 2 are published in [36].
1.4. Permanent Magnet Synchronous Motor Control
Permanent Magnet Synchronous Motors (PMSMs) are increasingly used in variable speed
industrial drives. In contrast to induction motors, the PMSMs do not have the copper loss associated
with rotor in induction motors. This copper loss reduction significantly improves the efficiency
of PMSMs compared to induction motors. The high efficiency and high torque-inertia ratio of
the variable speed PMSMs, along with high power density and low rotor losses have made these
motors the preferred solution in industry [64]. In order to control the speed, torque or position of
the PMSMs, a power electronic converter interfaces the power supply and motor [37, 90, 93]. As
seen in Fig. 1.2, the three-phase two-level inverter has 6 switched. There are 8 combinations for
these switches in which six of them are active, which means they produce a non-zero voltage on
motor terminals, and two combinations lead to zero voltages.
Field oriented control (FOC) and direct torque control (DTC) are the two main control ap-
proaches of alternate current (AC) servo drives. A typical FOC scheme consists of two inner current
loops and one outer speed loop. Proportional-integral (PI) controllers are commonly used to regulate
the motor currents. In order to avoid large overshoots, the bandwidth of these current controllers is
limited, which leads to the slow dynamic response of the motor, [54]. Furthermore, the PI gains
play a crucial role in the steady state behavior of the motor under FOC, therefore fine tuning of the

















Figure 1.2: Three phase voltage source inverter connected to motor.
vector modulation (SVM) is used to realize the appropriate voltage, which is applied to the motor.
This method can provide voltage vectors with adjustable amplitude and phase, [75].
DTC, on the other hand, utilizes another approach for the control. In classical DTC, based
on two hysteresis comparators and a switching table, a suitable voltage vector is applied on the
motor for the whole sampling time [91]. Although DTC provides a faster dynamic response
compared to FOC, it has major disadvantages such as increased torque and stator flux ripples, [54].
Furthermore, DTC requires high sampling frequency for digital implementation of the controller,
which in turn, demands more powerful digital signal processors (DSPs) and increases the cost of
implementation [62]. In recent years, there has been many studies to address the disadvantages of
the classical DTC, [77]. One of these approaches utilizes DTC with SVM. Unlike DTC, which uses
one of the available fixed voltage vectors, with a fixed amplitude and phase, for the duration of the
control cycle, any arbitrary voltage vector can be generated and applied to the motor, when DTC is
augmented with SVM (i.e., DTC-SVM). This voltage vector, which has an adjustable amplitude
and phase, is generated using multiple vectors during the sampling time. This approach leads to a
reduction in torque and flux ripples [33, 44, 45].
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FOC has a desirable steady state behavior, on the other hand DTC has a better transient response
compared to FOC. The main issue with DTC is the torque ripples during steady state condition. In
this thesis, ADP framework is used to design a controller which leads to desirable performance
for both transient response and steady-state response. Also an important objective of this work is
achieving good torque control under parameter uncertainty.
1.4.1. PMSM Control Problem Formulation
Compared to the inverter control, which only needs the critic network, the PMSM control utilizes
both critic and actor networks. Therefore, the general optimal control formulation is presented
in this subsection. Interested readers are referred to [22] for a more complete derivation of this
approach.







where xk ∈ Rn and uk ∈ Rm are the system states with dimension n, and the control vector with
dimension m, respectively. Moreover, Q : Rn→ R+ penalizes the states and R ∈ Rm×m penalizes
the control. Furthermore, γ ∈ (0,1] is the discount factor, which is used to ensure the boundedness
of the cost. The discrete-time nonlinear dynamics is defined as
xk+1 = f (xk)+g(xk)uk,k ∈ {0,1,2, ...},x(0) = x0, (1.5)
where f : Rn→ Rn is a smooth function which represents the internal dynamics of the system and
g : Rn→Rn×m, is the input gain function. The objective is to find the sequence of ‘optimal’ control,
denoted with u∗k ,k ∈ {0,1,2, ...} such that the cost function in (1.4) is minimized subject to system
dynamics in (1.5).
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One can write the cost-to-go from current time to infinity, as a function of current state and







It is possible to write the above equation in a recursive form as
V (xk,{uh}∞h=k) = Q(xk)+uTk Ruk + γV (xk+1,{uh}∞h=k+1)
= Q(xk)+uTk Ruk + γV ( f (xk)+g(xk)uk,{uh}∞h=k+1), (1.7)
Function V ∗(xk) is called the value function which is the optimal cost-to-go from current state at
current time to infinity, if the optimal control sequence is applied on the system. Considering the
relation given by (1.7), one can find the value function and optimal control sequence based on
Bellman principle of optimality [38] as follows










u∗(xk) = argin fuk∈Rm
(
Q(xk)+uTk Ruk + γV
∗( f (xk)+g(xk)uk)
)




γR−1g(x)T ∇V ∗( f (x)+g(x)u∗(x)),∀x ∈ Rn, (1.10)
V ∗(x) = Q(x)+u∗(x)T Ru∗(x)+ γV ∗( f (x)+g(x)u∗(x)),∀x ∈ Rn, (1.11)
Therefore, the optimal control and optimal value function can be obtained using (1.10) and
(1.11). In Chapter 4, value iteration is used to solve this control problem.
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1.5. Structure of the Thesis
The contents of this thesis are organized in five chapters. Chapter 1 corresponds to a brief
introduction of this research and the applications that are studied in this work. The problem
formulations are also presented in this chapter. Chapter 2 delves into the problem of optimal control
of an inverter. Simulations and experimental results are presented in this chapter. Some preliminaries
on PMSM control such as space vector pulse width modulation (SVPWM), field-oriented control
(FOC) and direct torque control (DTC) are presented in Chapter 3. Chapter 4 presents the optimal
control of a PMSM and compares this approach to FOC and DTC methods both in simulations and
experiments. Finally, in Chapter 5 the main conclusions of this thesis, as well as some potential
future research are pesented.
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Chapter 2
Design and implementation of an optimal switching controller for uninterruptible power supply
inverters using adaptive dynamic programming
A new approach based on adaptive dynamic programming is proposed to control single phase
uninterruptible power supply inverters. The control scheme uses a single function approximator,
called critic, to evaluate the optimal cost and determine the optimal switching. After offline training
of the critic, which is a function of system states and elapsed time, the resulting optimal weights are
used in online control, to get a smooth output AC voltage in a feedback form. Simulations show the
desirable performance of this controller with linear and nonlinear load and its relative robustness to
parameter uncertainty and disturbances. Furthermore, the proposed controller is upgraded so that
the inverter is suitable for single phase variable frequency drives. Finally, as one of the few studies
in the field of adaptive dynamic programming (ADP), the proposed controllers are implemented on
a physical prototype to show the performance in practice.
2.1. Introduction
Uninterruptible power supply (UPS) units are generally used to supply high quality output with
desired amplitude and frequency to critical loads such as life support systems, data storage units
and telecommunication systems. Control of UPS must be capable to ensure that the output voltage
has a low total harmonic distortion (THD) with negligible steady state error. Also it is crucial that
the inverter be stable under both linear and nonlinear loads. Finally, since the system parameters
usually change as the system ages, relative robustness to parameter uncertainties is a key factor in
designing the inverter controller, [28, 43, 71].
One of the most common inverter topologies is voltage source inverter (VSI). There are many
control approaches for this inverter such as proportional-resonant (PR) control [34], dead beat
control [18], and hysteresis control [56] in the literature. Also, there has been investigations on more
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complicated designs to have a better quality output voltage such as sliding mode control [11, 43],
repetitive control, [16], multi-loop control, [67, 82], dq-frame current control, [49] and adaptive
control, [80]. Most of the control approaches in the literature are based on pulse width modulation
(PWM) technique. In this technique, achieving low total harmonic distortion (THD) is dependent
on the switching frequency. Therefore, a trade-off is made between switching frequency and THD.
Note that it is desirable to get a certain THD with least possible switching frequency due to the
losses associated with switching, [55].
Variable-switching-frequency approaches are also proposed in the literature. In [41], a finite
control set model predictive control (FCS-MPC) is proposed in which, for a specific number of
switching combinations, a cost function is optimized. The key idea in FCS-MPC stems from limited
number of switching combinations. At each step, the cost function is evaluated for all the switching
combinations and the switching corresponding to the lowest cost is applied. The drawback of this
approach is the trade-off between calculation load and prediction horizon. In [89], hysteresis MPC
is proposed. In this method, the reference inverter current is estimated by extrapolation techniques.
One drawback of this approach is the sensitivity of extrapolations to parameters. [40].
One of the promising fields of control theory is optimal control [38, 47, 68]. This method has
been used successfully in inverter circuits. In [19], an optimal control problem, with dwell-time
constraints, is solved numerically and the switching commands are generated based on a PWM-
based approach. Robustness to initial conditions or system parameters is not guaranteed in this
method because of the open loop nature of the design. In [74], linear quadratic regulator (LQR)
method is used to trigger the appropriate switching for the inverter. In this approach, particle swarm
optimization is utilized to optimize the penalizing matrices. In [20], LQR is used to design the
multiple resonant controller gains. However, due to trial and error in choosing the weights, the
system performance is greatly effected by these weights.
Adaptive dynamic programming (ADP) is a powerful tool for solving optimal control problems,
[31, 39]. ADP is chosen in this research for two main reasons. First, we want to design an optimal
variable switching frequency approach, which has lower number of switching, and hence, lower
switching losses compared to PWM-based approaches. Second, we aim to design a controller,
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which is relatively robust to parameter uncertainties. In our method, the first step is approximating
the value function (i.e. optimal cost-to-go) from current time to final time. The second step,
which leads to an optimal control in a feedback form, is the direct result of Bellman principle of
optimality, [38]. In ADP design, value function and optimal control are approximated by two neural
networks called ‘critic’ and ’actor’, respectively, [22]. For switched systems, such as voltage source
inverters, motivated by [23], the optimal infinite-horizon problem is solved only by using the critic
network. In order to find the optimal switching schedule in online control, the critic network is
trained offline [23]. The main difference between this work and FCS-MPC is the fact that, we are
actually solving an infinite horizon problem, however FCS-MPC solves a one-step ahead problem.
If FCS-MPC aims for longer horizons, the calculation load will be higher, however as will be seen
in following sections, the calculation load in our approach is very low.
A thorough research in the literature yielded two works of [79] and [24], which are close to this
study. In [79], an ADP-based approach is proposed for single phase inverters. The output of the
actor network is restricted between the negative and positive input DC voltage. Afterwards, the
continuous optimal control is discretized to actual values of negative and positive DC voltage by a
hard limiter. In our work, however, no actor network is needed and the optimal switching modes are
determined directly utilizing only one function approximator (critic). Also in [24], ADP is used in
DC buck converters, however in that study the reference to be followed is fixed and the controller is
more straightforward than tracking a harmonic reference signal done in this research.
Single phase inverters are typically designed to produce a fixed frequency output, which is
desired for a specific application. However, it is also desired to design an inverter which can be used
as a single phase variable frequency drive. With this type of inverter, the user can choose the output
frequency of the inverter. This kind of inverter can be used with single phase AC motors to change
the speed of the motor, [76]. Therefore, a part of this study is dedicated to designing an inverter
which can incorporate both variable frequency and variable amplitude. This kind of inverter can be
used in speed control of single phase induction motors with V/f technique, [13].
Compared to [35], which reports earlier results of this research, there are multiple improvements
and new results in this study. First, the proposed controller is compared with a PWM-based sliding
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mode controller as well as the FCS-MPC controller in order to show the effectiveness of ADP.
Secondly, as one of the few studies in ADP, the proposed controller is implemented on a physical
prototype and desirable results, especially in dealing with parameter uncertainty, are obtained
in practice. Finally, the proposed controller is upgraded in order to achieve the capability of
incorporating variable frequency and amplitude. With this upgrade, the inverter can actually be used
as a single phase variable frequency drive (VFD).
As for organization of this study, Section 2.2 gives a brief introduction to single phase VSI.
Afterwards, the optimal problem is formulated in Section 2.3, followed by simulation results in
Section 2.4. In section 2.5, the proposed controller is modified to incorporate variable frequency
and amplitude. The DC-AC inverter with the proposed controller is implemented and the results are
provided in Section 2.6, followed by concluding remarks in Section 2.7.
output voltage individual harmonic content and THDv when feeding
linear and non-linear loads.
This paper is organised as follows: Section 2 presents the
discrete-time model of the single-phase inverter used in UPS
applications. Section 3 presents the design methodology applied to
the multi-loop control strategy, showing the relationship between
relative stability and robustness for parameter uncertainties, and
also sets the multiple resonant controller gains using the quality
energy standards for UPS. Section 4 shows experimental results
obtained from a 2 kVA pulse-width modulated (PWM) inverter
prototype to validate both transient and steady-state performance.
Conclusions are drawn in Section 5.
2 Description of the system and the discrete-time
model
Fig. 1a shows the single-phase PWM inverter and the loads
considered in this paper. The plant for this power electronic
converter can be modelled as a linear time invariant system,
composed of an output LC filter and the load [16].
Fig. 1b shows the block diagram that describes the multi-loop
control strategy. It also shows the effects of its digital
implementation from the small-signal model of the plant, as
proposed in [17].
Fig. 1b shows the transfer function Gv(s) that relates the output
voltage Vo(s) to the voltage at the terminals of the power bridge
Vab(s) and Gi(s) that relates the inductor current IL(s) to Vab(s). In
addition, Zo(s) is the transfer function that relates the output
voltage to the output current Io(s); therefore, it corresponds to the
output impedance of the open-loop system. Finally, Gii(s) is the
transfer function that relates the inductor current to the load
current. All the describ d transfer functions depend on the LC
filter parameters. Particularly, the L inductor is modelled by the





where L is the inductance and rL is the series winding resistance.
To model the capacitor, the effect of the equivalent series





Furthermore, to carry out the robustness analysis in the next section,
in Gv(s) and Gi(s) the three kinds of linear loads are considered:
resistive, inductive, and capacitive; then the dynamics of these





where ZL(s) corresponds to RL for resistive load, sLL for inductive
load, 1/(sCL) for capacitive load, and for the no load condition
ZL(s) =∞.
Then, from Fig. 1b, the transfer functions Gv(s) and Gi(s) are

















The transfer functions that relates the feedback variables to the load

















The transport delays shown in the block diagram of Fig. 1b
represents the delays that occur between the time instants at which
samplings are carried out and those at which the control action is
updated. These delays are given by Ti and Tv. For this particular
paper, Ti = Tv = Td, being Td = Ts/2 and Ts, the sampling period.
To obtain the transfer functions of the plant in the discrete-time
domain, Gv(s) and Gi(s) functions are discretised using the






















Note that the Vdc input voltage gain is included in (8) and (9).
As it can be seen in Fig. 1b, the zero-order hold of the digital
implementation does ot affect Zo(s) and Gii(s); thus, in order to
approximate these transfer functions in the discrete-time domain, it
is proposed th se of the first-order hold (FOH) discretisation
method that allows achieving high correlation between the
frequency response characteristics of the continuous and its
discrete-time-domain transfer function, as analysed in [19]. Then,
Fig. 1 Physical and mathematical representation of the system
a Single-phase PWM inverter typical loads and variables used in the control strategy
b Block diagram of the control strategy for the inverter in Fig. 1a
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Figure 2.1: Single phase voltage source inverter circuit (picture adapted from [7]).
2.2. Single Phase Voltage Source Inverter
A single phase UPS inverter is shown in Fig. 2.1. It consists of a power stage, an output LC
filter and the load, which is denoted by ZC. The figure also shows the loads that are going to be
considered in this research, including a nonlinear rectifier load. In order to find the state space
representation of the circuit, we consider the load to be resistive RL for now. The inductor current
(IL) and capacitor voltage (VC) are chosen as the state variables, i.e., x := [IL,VC]T . By this choice,
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where rL is the internal resistance of the inductor. Table 2.1, shows different switching combinations
of unipolar single phase VSI. It is seen that in 2.1, i ∈ {−1,0,1}, therefore the switched system has
three modes.
By suitable switching of four switches {S1,S2,S3,S4}, we aim at inverting the input DC voltage
to a desired output AC voltage. The desired output AC voltage is defined as Vout(t) =Vm sin(wt),
where w is the angular frequency and t is time. The aim of the optimal controller is to determine the
appropriate switching such that, the capacitor voltage (VC) tracks the desired output voltage. Since
the proposed approach is in discrete-time form, a proper sampling time is chosen to discretize the
time and the forward Euler integration is used as
xk+1 = xk +∆tFi(xk), (2.2)
where xk is the state at discrete time k.
2.3. Optimal Switching Using ADP
In this section, ADP is going to be used to solve the optimal control problem and find the
optimal switching schedule. Let us define the switched system with M modes with the following
nonlinear equation
xk+1 = fi(xk),k ∈ Z+, i ∈I , (2.3)
where xk ∈ Rn is the state vector at discrete time instances shown by non-negative integer k.
Subscript i represents one of the M modes of the system and the system dynamics are given by
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Table 2.1: Switch states of the unipolar single phase inverter
Switch State S1 S2 S3 S4 Vab
1 ON OFF OFF ON +Vdc
2 OFF ON ON OFF −Vdc
3 ON OFF ON OFF 0
4 OFF ON OFF ON 0













where γ ∈ (0,1] is the discount factor which is used to ensure the boundedness of the cost.
Q : Rn×R→ R+ is a continuous, positive definite function, which penalizes the tracking error
between actual capacitor voltage and desired voltage. VCk and Vdesk denote the actual capacitor
voltage and desired output voltage, respectively.
Since the cost function, and hence, the cost-to-go depends on states and time, therefore, the
optimal value function, V ∗ : Rn×R→R+ is defined such that it takes the current states and current
time as well. Therefore, states and time, at current instant, are fed to the optimal value function
and the optimal cost is obtained, if optimal decisions are made from current instant onwards, [24].







kQ(x∗k , tk), (2.5)
where x∗0 := x0 and x
∗
k , ∀k = 0,1,2, ... is the optimal trajectory under optimal switching and tk is the
time at the kth step. This equation can be written recursively as:
V ∗(xk, tk) :=Q(xk, tk)+ γV ∗( fi∗(xk,tk)(xk), tk+1),∀xk ∈ R
n,∀k ∈ Z+, (2.6)
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where i∗(xk, tk) is the optimal mode, tk+1 = tk +∆t, and ∆t is the sampling time. Using Bellman
principle of optimality [38] we have
V ∗(xk, tk) :=min
i∈I
(
Q(xk, tk)+ γV ∗( fi(xk), tk+1)
)
,∀xk ∈ Rn,∀k ∈ Z+, (2.7)




Q(xk, tk)+ γV ∗( fi(xk), tk+1)
)
,∀xk ∈ Rn,∀k ∈ Z+, (2.8)
Interested readers are referred to [46] for more complete derivation of (6) to (9). Therefore, in
order to use (2.8), the value function at the next state and instant (xk+1, tk+1) is evaluated and the
optimal mode is the one that minimizes the corresponding value function. It is seen that optimal
value function plays a crucial role in solving the optimal control problem. In order to learn the value
function in a compact set, called region of interest, neural networks are utilized. The validity of
approximation is guaranteed as long as the states and time remain in the region of interest. This
closed set for state and time are denoted with Ωx and Ωt , respectively.
In order to solve (2.7), Value iteration is utilized. V 0(xk, tk) is chosen as an initial guess for
V ∗(xk, tk) then the following equation is used for updating V ∗(xk, tk),
V j+1(xk, tk) := min
i∈I
(
Q(xk, tk)+ γV j( fi(xk), tk+1)
)
,∀xk ∈Ωx,∀tk ∈Ωt , (2.9)
where j is the iteration index. After convergence of the iterations, the optimal value function is
obtained in the desired region of interest. According to [23], convergence of (2.9) to the optimal
value function is guaranteed, if the initial guess is a continuous function such that 0≤V 0(xk, tk)≤
Q(xk, tk),∀xk ∈Ωx,∀tk ∈Ωt . V 0(xk, tk) = 0 satisfies this condition and is chosen as the initial guess
for starting the iterations. In this work, linear-in-parameter function approximator, is used to
approximate the value function, which leads to
V (xk, tk) =W T Φ(xk, tk),∀xk ∈Ωx,∀tk ∈Ωt , (2.10)
16
where W ∈ Rl is the critic weights matrix, Φ(xk, tk) ∈ Rn×R→ Rl is the set of smooth basis
functions which are chosen by the user and l is the number of neurons. Therefore, we can implement
value iteration scheme in (2.9) with the help of function approximators in (2.10). At each iteration
a new set of weights are obtained and the iteration is continued until convergence of the weights.
Substituting (2.10) in (2.9) we get
W j+1
T
Φ(xk, tk) := min
i∈I
(




,∀xk ∈Ωx,∀tk ∈Ωt . (2.11)
Suitable number of random samples for xks and tk are fed to (2.11) and least square is utilized for
solving the equation for each W j. Interested readers are referred to [27] for further discussion on
finding weights with least square. After convergence of the weights, the final weight matrix W ∗
is used in (2.10) to approximate the optimal value function. After offline learning of W ∗, online
control is achieved in a feedback form by the following equation:
i∗(xk, tk) :=argmin
i∈I
W ∗T Φ( fi(xk), tk+1),∀xk ∈Ωx,∀tk ∈Ωt . (2.12)
Equation (2.12) states that in order to find the optimal switching at each instant initially, the next
state, which is found by the model for each switching mode, and the next time instant, which
is tk +∆t are fed to the neural network. Then the optimal switching schedule is the one that
minimizes W ∗T Φ( fi(xk), tk+1), for all system modes. The reason for dropping Q(xk, tk) in (2.12) is
its independency to the modes (i).
2.4. Implementation on Voltage Source Inverter
In this section, the proposed controller based on ADP is implemented on the single phase VSI
and the performance of this controller with different loads is investigated. Also relative robustness
of the controller is shown by some simulations. In order to do a comparison with a PWM-based
method, the circuit parameters, given in Table 2.3, are chosen from [43].
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Table 2.3: Parameters of the single phase inverter shown in Fig. 2.1 (adapted from [43].)
Parameter Value
Input Voltage, Vdc 275 V
Output Voltage, Vac 120
√
2V
Base Frequency, fr 50 Hz
Sampling Time, Ts 16 µs
Output Filter Inductance, L 250 µH
Inductor Resistance, rL 0.2 Ω
Output Filter Capacitance, C 100 µF
Rated Resistance, RL 30 Ω
Non-linear Reference Load Resistance, Rs 80 Ω
Non-linear Reference Smoothing Resistance, R1 0.5 Ω
Non-linear Reference Load Capacitance, Cc 400 µF
2.4.1. Neural Network Training
As discussed in Section 2.3, the region of interest for states and time (Ωx and Ωt) must be selected
to do the training. Using similar or close range for the data usually leads to better approximations in
the training stage of neural networks, [42]. As seen in Table 2.3, VCmax = 120
√
2V and some trial
and error lead to ILmax = 20A. Moreover, the period of the desired harmonic voltage (i.e. 0.02s), is
a good choice for the range of change of time. The following normalization is used to bring states
and time to a similar region,
IL = aĨL,VC = bṼC, t = τ t̃, (2.13)
where a = 20, b = 120
√
2 and τ = 0.02, and the normalized quantities are denoted with the added ‘



















ĨL,ṼC ≤ 1.5} and Ωt = {t̃ ∈ R : 0≤ t̃ ≤ 1.5}. In order to have better generalization near the bound-
aries, the training region is selected such that the maximum value of the normalized states, which is
1, is inside the region of interest. The basis functions are chosen from the set {cos(r1wt)x1r2x2r3 ,
sin(r4wt)x1r2x2r3}, where non-negative integers ris, i = 1, ...,4 are selected as r1 = {0,1,2,3},
0≤ r2 + r3 ≤ 4, and r4 = {1,2,3} which leads to 105 neurons. Note that these basis functions are
chosen based on the Weierstras approximation theorem and the fact that the desired reference is a
trigonometric function. Nevertheless, the user may choose other types of basis functions as these are
design parameters and choices. In order to use batch learning algorithm [23], 4000 random states
and time for training are picked. Using least square method, (2.11) is iterated for γ = 0.3. Fig. 2.2
shows the weights converging after 8 iterations which approximately took 9 seconds on a desktop
computer with Intel Core i-5-6500, 3.2GHz processor and 16GB of RAM, running MATLAB 2018a.
The history of weights, including the final weights, can be found in [3].
















Figure 2.2: History of weights during learning iterations for fixed amplitude and frequency
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2.4.2. Performance With Different Loads
A linear resistive load RL = 30Ω is chosen for the first simulation. The obtained converged
weights are used in (2.12) and the simulation is done for initial condition of x0 = [0,0]T . The output
voltage and output current are shown in Fig. 2.3. The THD of the voltage is 0.7% and the maximum
switching frequency is 11.1kHz, however for the same THD, the switching frequency of [43] is
13.42kHz. Note that if 13.42kHz is chosen as the maximum switching frequency for ADP-based
controller, the THD will reduce significantly to only 0.4%. Fig. 2.4 shows the active modes. Parts
of the figure are magnified to verify the variable switching frequency nature of the method.




























Figure 2.3: Output voltage and output current for a linear resistive load
If the states and time continue to be inside the region of interest, the controller is reliable. Fig.
2.5.a shows the output voltage of the proposed controller for different initial states, which include
x0 = [0A,0V ]T , x0 = [0A,−20V ]T and x0 = [0.183A,20V ]T when the load is a linear resistance as
before. Satisfactory response is obtained after a fast transient. Note that in order to ensure that
the time remains in the desired region of interest, the remainder of it, devided by the period, i.e.,
20























Figure 2.4: Active modes for a linear resistive load
τ/ fr is used. The reasoning behind this is that if everything else is fixed, the switching policy is
periodic in time, with the period τ/ fr. As mentioned in section 2.1, the FCS-MPC only considers
one step ahead, while the proposed method takes into account the infinite horizon. In order to do
a comparison, the same initial conditions are chosen for simulation of FCS-MPC with the results
given in 2.5.b. Comparison of the proposed scheme (Fig. 5.a) with FCS-MPC (Fig. 5.b) shows the
better performance of the ADP-based scheme.
A nonlinear rectifier load, based on EN-62040 Standard as a typical load for UPS systems, [69],
is chosen for the second case. Fig. 2.1 shows this load with parameter values given in Table 2.3.
Because of its nonlinearity, this load typically causes harmonic distortions in the output voltage [1].
Fig. 2.6 shows the output voltage, output current and the error between desired reference and
obtained output. For the same switching frequency as [43], i.e. 13.42kHz, The THD of the output
voltage is calculated to be 0.9%, therefore the IEEE standard 1547 is easily met, for nonlinear
rectifier load (i.e.,THD≤ 5%) [1]. Note that if we decide to have the same THD of [43], which is
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Figure 2.5: Output voltage of linear resistive load with different initial conditions for ADP (Fig.
5.a) and FCS-MPC (Fig. 5.b)
1.51%, the maximum switching frequency of ADP-based controller will be 11.5kHz.
Note that, the system is trained for a resistive load. But, in online control when nonlinear load
is considered, the system dynamics change. However, the proposed controller has been effective
in handling these variations, thanks to its feedback nature. In other words, the feedback controller
has rejected the ‘disturbance’ on the system, which is caused by the change in the load. Finally, it
may be noted that this research has not studied the effect of disturbance on the controller design
theoretically. Therefore such a performance is not guaranteed for significantly more considerable
and intense disturbances.
2.4.3. Sensitivity to System Parameters
In order to see the effect of parameter uncertainties on performance of the controller, three
scenarios are considered in this section. In both scenarios, the nominal values of parameter are used
22

































Figure 2.6: Output voltage, current and voltage error of nonlinear load
in offline stage to train the network, however in online control, there will be changes in system
parameters and simulations will be done ‘without re-tuning’ the controller. Hence, the controller is
‘kept in the dark’ for the purpose of evaluating its capability in handling such uncertainties.
Initially a step change is applied in the load from no load to RL = 30Ω and the effect is analyzed.
As seen in Fig. 2.7, at t = 0.025s the load has increased from zero to 30Ω. It is observed that
the system tracks the reference voltage properly, despite the sudden change in the load. The
second scenario considers the case when there is a 30% mismatch between system parameters in
training and online control. For this case, training is performed with L = 250µH, rL = 0.5Ω, and
C = 100µF as given in Table 2.3, however, online control is obtained with L = 175µH, rL = 0.35Ω,
and C = 70µF . Fig. 2.8 shows the desirable tracking with THD of 1.2%. Therefore, relative
robustness to parameter and load uncertainty has been demonstrated by these simulations. Note that
the switching policy is obtained using the parameter values used in the training (i.e., L = 250µH,
23
rL = 0.5Ω, and C = 100µF). However, the states are propagated with the actual values of the
parameters (i.e. L = 175µH, rL = 0.35Ω, and C = 70µF).


























Figure 2.7: Output voltage and current for linear resistive load with a step change from no load to
RL = 30Ω
As the final numerical analysis on sensitivity, let us consider the effect of change of the input
DC voltage on the output. Suppose the input DC voltage changes as follows

VDC = 275V if 0s≤ t ≤ 0.045s
VDC = 220V if 0.045s≤ t ≤ 0.1s
VDC = 320V if 0.1s≤ t ≤ 0.2s
(2.15)
The disturbance in line voltage should be rejected by the inverter. The output waveform with the new
input DC voltage is shown in Fig. 2.9.a, which demonstrates a desirable tracking of the reference. In
order to observe the superior performance of the proposed feedback controller, the switching policy
for the case of constant input voltage of 300V is applied to the system under changing input DC
24



















Figure 2.8: Output voltage of linear resistive load when there is a mismatch in system parameters
voltage. Let us call this case “open-loop controller”. Fig. 2.9.b shows the response of the open-loop
controller under DC voltage disturbances. It is seen that without feedback, the output voltage can
not track the desired reference correctly.
Finally, it should be noted that this research does not claim that the controller is robust to
structured or unstructured uncertainty. However, because of feedback nature of the controller, it is
seen in numerical examples that uncertainties and disturbances are managed to some extent. As
stated before, a desired performance under more significant uncertainties is not guaranteed.
2.5. Single Phase Variable Frequency Drive
Up to this point, the proposed inverter is “single purpose”, in the sense that it can invert the input
DC voltage to an AC voltage with a fixed frequency and amplitude. In this section, it is shown that
with some modifications on the critic, the controller is capable to incorporate variable frequency
and amplitude. Therefore, it can be a “multi purpose” inverter in which, the user can define the
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Figure 2.9: A. Output voltage of the feedback controller under changing input DC voltage B. Output
voltage of the open-Loop controller under changing input DC voltage
frequency and amplitude of the output voltage on the fly. This kind of inverter can be used in single
phase variable frequency drives (VFD).
In order to see the performance of the previously designed controller with variable frequency
and amplitude, let us first consider a scenario in which, the amplitude and frequency of the desired




2, fr = 50Hz if 0s≤ t ≤ 0.05s
Vm = 0.8×120
√
2, fr = 50Hz if 0.05s≤ t ≤ 0.1s
Vm = 1.2×120
√
2, fr = 60Hz if 0.1s≤ t ≤ 0.15s
Vm = 120
√
2, fr = 35Hz if 0.15s≤ t ≤ 0.2s
(2.16)
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Fig. 2.10 shows the output voltage for the case when the previously trained critic network is
used to generate the switching policy. As seen in the figure, the output voltage can not track
the reference. This performance is not surprising because the network is trained for a specified
frequency fr = 50Hz and amplitude Vm = 120
√
2.





















Figure 2.10: Output voltage for variable frequency and amplitude when only states and time are fed
to the critic network
Motivated by [24] in a different context and for a different concern, an approach is proposed for
solving this problem. Since in this case, amplitude and frequency are variable, these parameters also
are parts of the set of parameters on this the value function depends. Therefore, they also should
be fed to the critic network. Therefore, the optimal value function V ∗ : Rn×R×R×R→ R+ and
cost function term Q : Rn×R×R×R→ R+ are not only dependent on states and time, but also
on amplitude, denoted by Vm and angular frequency, denoted by ω . Therefore, (2.7) and (2.8) are
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modified as follows:














Both equations should hold for ∀xk ∈ Rn,∀wk ∈ R,∀Vmk ∈ R,∀k ∈ Z+. It should be noted that the
logic behind (2.17) is the fact that all the states, time, amplitude and frequency values, when chosen
from their respective region of interest, should satisfy this equation.
The basis functions are chosen from the set {Vm cos(r1wt)x1r2
x2r3,Vm sin(r4wt)x1r2x2r3} with non-negative integers r1 = {0,1,2,3}, 0 ≤ r2 + r3 ≤ 5, and r4 =
{1,2,3} are selected. This selection leads to 147 neurons. Based on the normalized states and time
as before, and the range of changes for frequency and amplitude, regions of interest for training




∈R2 :−1.5 < ĨL,ṼC < 1.5}, Ωt = {t̃ ∈R : 0 < t̃ < 1.5},Ωw = {w̃ ∈
R : 0 < w̃ < 4π}, and ΩVm = {Vm ∈ R : 0 <Vm < 1.5}. Using value iteration to solve (2.17), the
iteration given by (2.11) is replaced with
W j+1critic
T









∀xk ∈Ωx,∀tk ∈Ωt ,∀wk ∈Ωw,∀Vmk ∈ΩVm
(2.19)
The number of 100000 random states, time, amplitude and frequency points are chosen for
training and the iterative learning given by (2.19) is used with γ = 0.5 using least square. Note that
since value function is dependent on four parameters, more points are needed for accurate training.
Fig. 2.11 shows the converged weights for this case. The history of weights, including the final
weights, can be found in [3]. It takes 12 iterations which lasts almost 4 minutes to do the training
with the same desktop computer. Although it takes a relatively longer time for training, there is
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no need to retrain the system again for other parameters, as long as the parameters remain in their
respective regions used in training. After the offline training, we can use the following equation in
online control:
i∗(xk, tk,wk,Vmk) := argmin
i∈I
W ∗TcriticΦ( fi(xk), tk+1,wk,Vmk)
∀xk ∈Ωx,∀tk ∈Ωt ,∀wk ∈Ωw,∀Vmk ∈ΩVm
(2.20)


















Figure 2.11: History of weights during learning iterations for variable amplitude, frequency, and
phase angle
This equation is the same as (2.12), except it takes into account the desired frequency and
amplitude. Therefore, the same logic behind (2.12) can be extended to (2.20). Using the same
scenario as (2.16), the output voltage is given in Fig. 2.12. It is observed that the tracking is
desirable and the performance is significantly better than before, i.e., compared with Fig. 2.10.
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Also, the sharp point at t = 0.05s is magnified to show the fast transition of the response.



























Figure 2.12: Output voltage for variable frequency and amplitude when states, time, amplitude,
frequency and phase angle are fed to the critic network
This result is interesting since the system is trained once for a range of change of the four
parameters, including amplitude and frequency and then it is used in control. In other words, there
is no need for retraining, to incorporate the changes in the parameters. Therefore, After the training
is done, in online stage, the user can change the frequency and amplitude to get the desired output
voltage (as long as the parameters remain in their respective regions used in training).
2.6. Experimental Results
In order to show the effectiveness of the proposed method, a single phase inverter is built
and tested. Due to safety issues in the lab environment, a low power inverter is designed for the
experiment. The experimental platform consists of a full bridge MOSFET, gate drivers, op-amp
circuits for measuring voltage and current, and an LC filter. The proposed controller is implemented
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on a TMS320F28379D floating point digital signal controller from Texas Instrument.Table 2.5
shows the parameters of the implemented circuit and the schematic figure can be found in [3].
Fig. 2.13 shows the implemented circuit on a PCB connected to the micro-controller. In order
to do a fair comparison, a multi-loop PWM-based controller proposed in [60], which is relatively
straightforward to implement is chosen and the same hardware is utilized for its implementation.
Figure 2.13: Implemented circuit of the single phase inverter
The capacitor voltage and inductor current are measured by the help of op-amps and then fed
to the analog-to-digital converter channels of the digital signal controller. Moreover, the elapsed
time is measured by utilizing the CPU timer of the digital signal controller. In other words, the
CPU timer measures the time difference between current instant and the next instant. Also in order
to prevent overflow, the CPU timer in reset at the start of each instant. This elapsed time is used
to calculate tk+1 in (2.12). In online control, the computational load of the switching policy is
calculating three scalar values and then comparing them. These scalar values are computed using
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the pre-calculated optimal weight, W ∗critic and basis functions Φ(x, t). The basis functions are chosen
from the set {cos(r1wt)x1r2x2r3,sin(r4wt)x1r2x2r3}, where non-negative integers ris, i = 1, ...,3 are
selected as r1 = {0,1,2}, 0≤ r2 + r3 ≤ 2, and r4 = 1, which leads to 19 neurons.
Table 2.5: Parameters of the implemented single phase VSI shown in Fig. 2.1
Parameter Value
Input Voltage, Vdc 10 V
Output Voltage, Vac(max) 5 V
Fundamental Frequency, fr 50 Hz
Sampling Time, Ts 20 µs
Output Filter Inductance, L 5 mH
Inductor Resistance, rL 0.02 Ω
Output Filter Capacitance, C 20 µF
Rated Resistance, RL 100 Ω
Fig. 2.14 shows the output voltage of the single phase voltage source inverter for a resistive load.
It is seen that the output voltage is relatively smooth with frequency of 50Hz and the amplitude of
5V as desired. Using the FFT function of the oscilloscope, the THD is calculated to be 0.3%, which
is a desired result.
In order to test the performance of the controller under nonlinear load, the rectifier load with
R1 = 4.3Ω, Rs = 1kΩ and Cc = 20µF is chosen. Fig. 2.15 and Fig.2.16 show the output voltage
and output current of the nonlinear load, respectively. The THD of the output voltage is 0.35%.
Fig. 2.17 shows the no load to full load transition. A 100Ω resistor is used as the full load. It is
seen that the transition is pretty smooth and the output is not distorted when it goes under full load.
In order to show the effectiveness of the proposed controller in dealing with parameter uncer-
tainties, during online control, the filter capacitor is changed to 4.5µF . Note that the scheduler
is still using the 20µF value to find the switching schedule. Fig. 2.18 shows the output voltage
under this parameter mismatch. It is seen that although there is a big difference between the trained
parameter and actual parameter during online stage, the output voltage is acceptable.
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The same scenario of parameter mismatch is applied on a multi-loop PWM-based approach,
proposed in [60]. In order to have a fair comparison, the same components are used for imple-
mentation of this controller. Fig. 2.19 shows the output voltage and it is seen that under the same
conditions, the ADP controller results in a much better output voltage. It is important to note that
the comparison is made with a special class of PWM-based inverters (i.e. multi-loop inverter), and
certainly it does not mean that all PWM-based methods would result in an undesirable performance
with this scenario.
As mentioned in section 2.5, with some modifications in the critic network, it is possible to
upgrade the proposed inverter to the one which can be used as a single phase VFD .Next this capabil-
ity is evaluated experimentally. The basis functions are chosen from the set {Vm cos(r1wt)x1r2x2r3 ,
Vm sin(r4wt)x1r2x2r3} with non-negative integers r1 = {0,1,2}, 0≤ r2 + r3 ≤ 2, and r4 = {1}. This
selection leads to 24 neurons. After training the new network, the converged weights are used in
the experiment. Fig. 2.20 shows an experiment in which the user has changed both the frequency
and amplitude. It is observed that after a very fast transient period, the output voltage reaches the
desired reference with specified frequency and amplitude.
2.7. Conclusion
A non-PWM variable-switching-frequency method based on adaptive dynamic programming
is proposed to convert DC voltage to AC voltage. The critic network is trained once offline and
the converged weights are used in online control to determine the optimal switching schedule.
The performance of the controller under different loads is analysed both with simulations and
experiments. Finally, the controller is modified and the inverter is upgraded to be used as single
phase VFD and the results are shown both numerically and experimentally.
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Figure 2.14: Experimental result of the output voltage for a linear resistive load with THD=0.3%
Figure 2.15: Experimental result of the output voltage for a nonlinear load with THD=0.35%
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Figure 2.16: Experimental result of the output current for a nonlinear load
Figure 2.17: Experimental result of the output voltage for no-load to full-load
35
Figure 2.18: Experimental result of the output voltage of ADP controller with parameter mismatch
Figure 2.19: Experimental result of the output voltage of PWM controller with parameter mismatch
36




Preliminaries on Permanent Magnet Synchronous Motor Control
Due to high performance, reliable operation and simple structure of Permanent magnet syn-
chronous motors (PMSMs), they are widely used in different applications such as robotics, electric
vehicles, appliances, etc. In this chapter, after defining Clarke and Park transformations, the PMSM
dynamic model is presented. Then space vector pulse width modulation (SVPWM), which is widely
used in PMSM control, is introduced. Finally the two common PMSM control approaches, namely
field-oriented control (FOC) and direct torque control (DTC) are presented.
3.1. Clark and Park Transform
Let ia, ib, and ic be the instantaneous balanced three-phase currents, [9]. Then,
ia(t)+ ib(t)+ ic(t) = 0. (3.1)






3 + ic(t)e j
4π
3 ), (3.2)
where the three-phase currents are now the projections of the vector ī on each winding axes. Other
three-phase quantities such as voltages and flux linkages can be shown as a space vector as well.
The space vector defined in (3.2) can be expressed in a Cartesian coordinate system, which is
fixed to stator. The real part of this coordinate system (α) is chosen identical to one of the winding
axes, such as phase ‘a’. The imaginary axis of this coordinate system is shown with β . The real
part of the space vector is equal to the direct axis component, iα , and the imaginary part is equal to
the quadrature axis component, iβ . Fig. 3.1 shows the current space vector and its projections on













Figure 3.1: Current space vector and its projections
The transformation from three-phase abc to a stationary 2-phase αβ system is commonly known


















Fig. 3.2, shows the transformation of three-phase currents to stationary two-phase currents.
Another Cartesian coordinate system is also used to express the three-phase components. This
coordinate system is fixed on the rotor and rotates at an angular speed of ωs = dθsdt as shown in Fig.
3.3. θs is the angle between the real axis of the stationary reference frame and the real axis of the
rotating reference frame (d). The imaginary axis of this coordinate system is shown with q. The
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Figure 3.2: transformation of three-phase currents to stationary two-phase currents. (Picture adapted
from [73])










Fig. 3.4, shows the transformation of stationary two-phase currents to rotating dq current.
3.2. Permanent Magnet Synchronous Motor
A permanent magnet synchronous machine (PMSM) is an electrical machine in which the rotor
excitation field is provided by permanent magnets. The stator is constructed in a similar way as in
AC induction machines. In order to analyze a PMSM, the most convenient way is to consider the
motor parameters on a rotating reference frame fixed on the rotor. This can be done by transforming
the three-phase components to dq components using the Clarke and Park transformations in (3.3)
and (3.4). Note that in (3.4), θs should be the electrical angle of the rotor, which is equal to Pθm,
where P is the number of rotor pole pairs and θm is mechanical angle of the rotor. The dynamic









Figure 3.3: dq rotating frame









where vd , vq, and id , iq are the stator voltage and current in dq reference frame. Rs is the stator wind-
ing resistance, Ld , Lq are stator winding inductance in dq coordinates, ωm is the rotor mechanical
speed, and λm is the magnetic flux linkage of the rotor permanent magnets. The torque balance






(τem− τ f − τL), (3.6)
where J is the rotor and load inertia, τ f , and τL are friction and load torques, respectively. The





Depending on the location of the magnets on the rotor, PMSMs can be divided into two main
categories, the surface-mount PMSM (SPMSM) and Interior PMSM (IPMSM). In a typical SPMSM,
the magnets are fixed to the exterior of the rotor, however in an IPMSM, the magnets are embedded
into the rotor [29]. Fig. 3.5 shows the cross section of these two types of PMSMs.
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Figure 3.4: transformation of stationary two-phase currents to rotating dq current. (Picture adapted
from [73])
Figure 3.5: surface-mount PMSM and Interior PMSM, (Picture adapted from [29])
The location of magnets in SPMSM and IPMSM leads to different characteristics in these motors.
In order to identify the difference between SPMSM and IPMSM, let us define magnetic saliency.
Magnetic saliency describes the relationship between the rotor’s main flux (d axis) inductance and
the main torque-producing (q axis) inductance. The magnetic saliency varies depending on the
position of the rotor to the stator field, where maximum saliency occurs at 90 electrical degrees from
the main flux axis (d axis). Since the magnetic saliency is limited for SPMSM (Ld ≈ Lq), it can
only generate the magnetic torque. However, the magnetic saliency is relatively high in IPMSMs
(Lq > Ld), therefore they can generate both magnetic and reluctance torque, [29].
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3.3. Space Vector Pulse Width Modulation
In this section space vector modulation (SVM) is introduced. The contents of this section are
from [15]. Let us consider the three-phase inverter in Fig. 1.2. There are six switches in this inverter
topology, which can generate eight unique voltage vectors. For instance, if switch S1 is on, then S2
is off and the switching state of the first leg is T1 = 1. Conversely, if T1 = 0, then S1 is off and S2 is


















The three-phase voltages, voltage vectors and two-phase voltages in stationary αβ coordinate
system corresponding to each switching state are presented in Tab. 3.1
Table 3.1: Voltage vectors generated by a two-level VSI































































V̄7(0,0,0) 0 0 0 0 0 0
V̄8(1,1,1) 0 0 0 0 0 0
Fig. 3.6 shows the generated voltage vectors corresponding to Tab. 3.1. The area between each
voltage vector is called a sector. Suppose a reference voltage vector V̄r is calculated by the control
algorithm. This voltage can be synthesized using the two neighboring active voltage vectors. In
order to have a fixed sampling interval, zero vectors are also used. The sampling time Ts is divided
43
into three time durations, tx, ty, and t0. If the sampling time is Ts, and the reference voltage is in
sector 1 as shown in Fig. 3.6, it can be expressed as
TsV̄r = txV̄1 + tyV̄2 + t0V̄0, (3.9)
This means that, in order to realize a voltage vector located in sector 1, V̄1 is applied for tx seconds,
V̄2 is applied for ty seconds, and V̄0 is applied for t0 seconds. The switching time duration for tx, ty,














t0 = Ts− tx− ty
(3.10)
Figure 3.6: Basic voltage vectors and a reference voltage vector in a complex plane, (Picture adapted
from [15])
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Equation (3.10) can also be used in other sectors. One should only determine in which sector the
voltage vector is located and calculate α as the angle between the voltage vector and the immediately
previous basic vector. A common switching pattern for two consecutive Ts is presented in Tab. 3.3.
Table 3.3: SVM sequence and timing
Sector Voltage Vector Sequence Voltage Vector Timing
I V̄7→ V̄1→ V̄2→ V̄8→ V̄2→ V̄1→ V̄7 t02 → tx→ ty→ t0→ ty→ tx→
t0
2
II V̄7→ V̄3→ V̄2→ V̄8→ V̄2→ V̄3→ V̄7 t02 → ty→ tx→ t0→ tx→ ty→
t0
2
III V̄7→ V̄3→ V̄4→ V̄8→ V̄4→ V̄3→ V̄7 t02 → tx→ ty→ t0→ ty→ tx→
t0
2
IV V̄7→ V̄5→ V̄4→ V̄8→ V̄4→ V̄5→ V̄7 t02 → ty→ tx→ t0→ tx→ ty→
t0
2
V V̄7→ V̄5→ V̄6→ V̄8→ V̄6→ V̄5→ V̄7 t02 → tx→ ty→ t0→ ty→ tx→
t0
2
VI V̄7→ V̄1→ V̄6→ V̄8→ V̄6→ V̄1→ V̄7 t02 → ty→ tx→ t0→ tx→ ty→
t0
2
Fig. 3.7 shows the pulse patterns for three phases, when the voltage vector is located in sector 1.
It corresponds to the first row of Tab. 3.3.
Figure 3.7: Pulse pattern of voltage vector located in sector 1
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3.4. Field-Oriented Control
Field-oriented control (FOC) or vector control is one of the most common control methods of
PMSMs. In electrical machines, the torque is proportional to the outer product of two magnetic flux
linkage vectors, i.e. the rotor and the stator magnetic flux linkage vectors. In a separately excited DC
machine, the two magnetic fields are provided by the stator, or field winding and rotor, or armature
winding. Also in these machines, a commutation system locates these fields perpendicular to each
other, which maximizes the generated torque. In AC machines, the two fields, which generate
the torque, are generally neither independent, nor perpendicular. Also there is no mechanical
commutator to position these fields, orthogonal with respect to each other. The main objective of
FOC is to make the two magnetic fields independent and perpendicular to each other. Therefore, the
performance of the AC machine resembles to the performance of the separately excited DC machine.
FOC transforms the three-phase currents of the AC machine into two perpendicular currents, which
act similar to the field current and armature current in a DC machine, [75].
In this subsection, FOC is presented for surface-mounted PMS motors. Note that in a SPMSM,
since (Ld ≈ Lq), according to (3.7), id does not contribute to the torque and the torque is a linear
algebraic function of iq. Therefore, torque control is equivalent to the control of iq, with a coefficient
of 32Pλm. As seen in (3.5), if id = 0, then iq is related to vq with a linear differential equation.
Therefore, keeping id = 0, linearizes the q-axis voltage equation of the machine so a linear controller
can be designed to control iq. Furthermore, if id = 0, the only current component would become
iq and the maximum torque would be generated in the machine. Fig. 3.8 shows the FOC block
diagram. This block diagram is for the speed control of a SPMSM. It is seen that the outer loop is
the speed control loop and there are two inner loops. One for controlling iq and the other one for
controlling id . Note that as stated before, i∗d = 0.
3.5. Direct Torque Control
This section presents the direct torque control (DTC) as another common approach for PMSM
control. The information in this section are gathered from [75]. As mentioned before, in AC
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Figure 3.8: Block Diagram of the FOC with SVM, (Picture adapted from [15])






λmλs sinδ , (3.11)
where λm is the rotor flux linkage, λs is the stator flux linkage, and δ , which is called the load
angle, is the angle between these two fluxes.
In a PMSM, the rotor flux linkage depends on magnet poles and is fixed for a specific machine.
The magnitude of the stator flux linkage is also assumed to be constant as a constant stator flux is a
common practice in many motor control approaches in order to achieve fast dynamics. Therefore,
the torque only depends on a single variable δ . Note that λm and λs are rotating vectors. λm rotates
with the rotor speed, and since rotor has a large time constant, its speed can not change rapidly.
Therefore, the speed of the stator flux should change rapidly in response to the motor command in
order to change δ .
The voltage equation of a PMSM in space vector can be written as





where V̄s, īs, and λ̄s are stator voltage, current, and flux linkage vectors. The first term on the
right hand side is the voltage drop on the stator windings and the second term is the induced voltage
in stator windings. For high voltage and high speed operation, it is possible to simplify (3.12) and
consider stator voltage vector as V̄s ≈ ddt λ̄s, which yields ∆λ̄s ≈ V̄s∆t. This simple equation states
that a certain flux linkage deviation vector, can be obtained by applying a specific voltage vector to
the stator winding for a short time interval. Note that since ∆t is a scalar quantity, ∆λ̄s and V̄s have
the same direction. Fig. 3.9 shows this concept. As mentioned before, the voltage vector V̄s that
causes ∆δ is parallel to ∆λ̄s. The voltage vector must be produced by the inverter and applied on
the motor for the duration of ∆t.
Figure 3.9: Load angle and torque adjustment by voltage vector. (Picture adapted from [75])
It can be proved that the torque dynamics depends on the rotation speed of the stator flux linkage
vector with regard to the magnet flux linkage vector, which means changing the load angle δ as fast
as possible. Therefore, it is ideal to keep the voltage vector V̄s, perpendicular to λ̄s, to get the fastest
rotation of λ̄s. Note that the three-phase inverter can generate six non-zero voltage vectors as shown
in Fig. 3.6. These voltage vectors are not perpendicular to λ̄s in general. Therefore, a compromise
is to choose a voltage vector which has an angle to λ̄s as close as possible to 90◦. There are always
two pairs of voltage vectors that better satisfy this condition. Looking at Fig. 3.10, it is seen that in
order to increase δ , to increase the torque, V̄3 or V̄4 are good choices. Also, in order to decrease δ ,
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to decrease the torque, V̄1 or V̄6 should be selected. Therefore, the desirable voltage is dependent on
the sector, in which λ̄s is located.
Figure 3.10: Voltage vector options to cause fast dynamics for either increasing or decreasing the
developed machine torque. (Picture adapted from [75])
It is also desired to keep the magnitude of λ̄s constant to improve machine dynamics. In Fig.
3.10, if V̄3 and V̄4 are applied to the motor, they increase the torque, but at the same time increase
and decrease the magnitude of λ̄s, respectively. Similarly, if V̄1 and V̄6 are applied to the motor to
decrease the torque, V̄1 increases and V̄6 decreases the magnitude of λ̄s. Therefore, it is better to
choose a voltage vector that creates the least change in the magnitude of λ̄s. In order to limit the
changes in the stator flux linkage value, a commanded value of flux linkage a flux linkage band
with upper and lower limits are selected. As shown in Fig. 3.11, when a voltage vector is applied to
the machine, the flux linkage changes inside the band until it reaches the limits. At this instant, the
inverter switches to another voltage vector.
Fig.3.12 shows the block diagram of the DTC method. The torque and flux linkage magnitude
commands, T ∗e and λ
∗
s are compared with their estimated values and the errors are fed to hysteresis
controllers to generate the torque and flux linkage flags, τ and φ , respectively. The flags and the
stator flux linkage position, are fed to a switching table to determine the suitable voltage vector. An
outer loop similar to FOC can be considered for speed control.
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Fig.3.13 shows the torque and flux linkage hysteresis controllers. These controllers accept the
error as the input and provide the flag of 0 or 1 at the output, depending on the current and previous
error values. The hysteresis band of ∆T and ∆λ are selected as the acceptable deviation of the
estimated values from the commanded values. If the error is within the band, the controller output
will be the same. However, if the input goes beyond the band, the output will change, as follows

τ = 1, if ∆Te > ∆T2
τ = 0, if ∆Te <−∆T2
φ = 1, if ∆λs > ∆λ2
φ = 0, if ∆λs <−∆λ2
(3.13)
Figure 3.11: Flux linkage band and consecutive voltage vectors in DTC (Picture adapted from [75])
The switching table is presented in Tab.3.5. The inputs to this table are torque and flux flags
(τ,φ ) and the sector number (k).
As seen in Fig.3.12, It is required to estimate the torque and flux of the machine. In order to
calculate these parameters, the three-phase currents and voltages are transformed to two-phase fixed
coordinates (α,β ) and the following relations are used
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P(λα iβ −λβ iα) (3.16)
Note that the value of δs determines the sector (k), which is used in the switching table in Tab.3.5.
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Figure 3.13: Hysteresis controllers: (a) torque controller and (b) flux linkage controller. (Picture
adapted from [75])
Table 3.5: DTC Switching Table





3.6. Direct Torque Control with Space Vector Modulation
The conventional DTC approach with hysteresis controllers and switching table provides fast
machine dynamics and does not need to sense the rotor position (sensorless). However, it suffers
from serious drawbacks. Due to the small hysteresis bands, the sampling period should be very
short. This sampling period, typically is 10 times shorter than that of FOC. On the other hand,
the estimation of torque and flux should be very accurate to get the best result. If wider bands
are chosen, to increase the sampling period, then motor torque, flux linkage and current ripples
can become high and degrade the machine performance. These issues can be avoided by using PI
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controllers instead of hysteresis controllers and using space vector modulation instead of a switching
table. The information in this section are gathered from [75]. Fig.3.14 shows the block diagram of
DTC-SVM.
Figure 3.14: DTC-SVM block diagram (Picture adapted from [75])
The reference voltages, V ∗α and V
∗
β
are calculated as follows









where Ts is the sampling time and
∆λα = λ
∗











Optimal Torque Control of Permanent Magnet Synchronous Motors Using Adaptive Dynamic
Programming
A new approach based on adaptive dynamic programming (ADP) is proposed to control perma-
nent magnet synchronous motors (PMSMs). The objective of this chapter is to control the torque
and consequently the speed of a PMSM when an unknown load torque is applied to it. The proposed
controller achieves a fast transient response, low ripples and small steady-state error. The control
algorithm uses two neural networks, called critic and actor. The former is utilized to evaluate the
cost and the latter is used to generate control signals. The training is done once offline and the
calculated optimal weights of actor network are used in online control to achieve fast and accurate
torque control of PMSMs. This algorithm is compared with field oriented control (FOC) and direct
torque control based on space vector modulation (DTC-SVM). Simulations and experimental results
show that the proposed algorithm provides desirable results under both accurate and uncertain
modeled dynamics.
4.1. Introduction
In recent years, there has been an increasing attention to permanent magnet synchronous motors
(PMSMs) because of their undeniable advantages, such as high power density, high torque to inertia
ratio and reliability [57, 75]. The performance of a PMSM highly depends on the quality of its
control scheme. In many applications such as electric vehicles (EVs) and robotics, it is necessary to
achieve precise control of the motor. The control should be satisfactory in the presence of system
parameter uncertainties as well as external disturbances.
Field oriented control (FOC) and direct torque control (DTC) are the two main control ap-
proaches of alternate current (AC) servo drives. A typical FOC scheme consists of two inner current
loops and one outer speed loop. Proportional-integral (PI) controllers are commonly used to regulate
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the motor currents. In order to avoid large overshoots, the bandwidth of these current controllers is
limited, which leads to the slow dynamic response of the motor, [54]. Furthermore, the PI gains
play a crucial role in the steady state behavior of the motor under FOC, therefore fine tuning of the
gains is necessary [5, 51]. In order to control a PMSM through power inverters, typically space
vector modulation (SVM) is used to realize the appropriate voltage, which is applied to the motor.
This method can provide voltage vectors with adjustable amplitude and phase, [75].
DTC, on the other hand, utilizes another approach for the control. In classical DTC, based
on two hysteresis comparators and a switching table, a suitable voltage vector is applied on the
motor for the whole sampling time [91]. Although DTC provides a faster dynamic response
compared to FOC, it has major disadvantages such as increased torque and stator flux ripples, [54].
Furthermore, DTC requires high sampling frequency for digital implementation of the controller,
which in turn, demands more powerful digital signal processors (DSPs) and increases the cost of
implementation [62]. In recent years, there has been many studies to address the disadvantages of
the classical DTC, [77]. One of these approaches utilizes DTC with SVM. Unlike DTC, which uses
one of the available fixed voltage vectors, with a fixed amplitude and phase, for the duration of the
control cycle, any arbitrary voltage vector can be generated and applied to the motor, when DTC is
augmented with SVM (i.e., DTC-SVM). This voltage vector, which has an adjustable amplitude
and phase, is generated using multiple vectors during the sampling time. This approach leads to a
reduction in torque and flux ripples [33, 44, 45].
Recently, there has been research on more advanced control approaches for PMSMs, such as
sliding mode control (SMC) [12,53,84], model predictive control (MPC) [6,10,54,70,83], adaptive
control [30, 61], fuzzy control [8, 17], and neural network control [14, 86]. Each of these controllers
offers some improvement in the performance of PMSMs. In [12], a digital sliding mode controller
is designed to track the desired motor speed, and a digital observer is utilized to estimate the rotor
position and velocity. The authors in [54] have designed a model predictive controller for direct
speed control of a PMSM. Although the results show great improvement, one disadvantage of
this approach is the need for load torque observer. It may be noted that the load on the motor is
typically unknown and varying, in reality. Therefore, it is desired to develop a controller with good
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robustness toward an uncertain load. In [10], the authors have pursued an MPC-based approach
in which, instead of applying one voltage vector during the control cycle, they apply two voltage
vectors and calculate their respective duty cycle, i.e. the percentage of sampling period for which, a
specific voltage vector is applied. Since in this approach, the torque and flux need to be estimated,
this approach is not relatively robust to parameter uncertainties. An adaptive speed controller is
proposed in [61] in which, the controller is divided into two parts, one for stabilization of the error
dynamics and the other one for dealing with parameter uncertainties. An artificial neural network
(ANN) is used in [86] to control the speed of a PMSM. In this approach, the inner current loops
remain like classical FOC, however instead of a PI controller for the outer loop speed controller, an
ANN is used to generate the reference current.
Recently, adaptive dynamic programming (ADP) has been used extensively in different appli-
cations to solve different optimal control problems [36, 39, 72, 92]. Usually, there are two neural
networks in an ADP design. The first one is called the ‘critic’, which approximates the value func-
tion (i.e. optimal cost-to-go) and the second neural network is called the ‘actor’, which generates
the optimal control based on the optimal value function and system states. ADP also has been used
in the control of PMSMs in [50, 81]. In [81], a single artificial neural network based on ADP is
designed which substitutes the outer loop PI speed controller in classical FOC. There are some
disadvantages to this approach. First, the inner current loops are still FOC-base PI controllers,
therefore the dynamic response of the control is not fast compared to other approaches such as
DTC. Secondly, at each sampling time, there is a need for three consecutive speed error values,
instead of only the error at that specific sampling time. In a simultaneous but independent research,
the authors in [50], have designed a neural network controller which substitutes the inner loop PI
current controllers in the classical FOC to deal with a decoupling inaccuracy issue of FOC. This
controller has some relative robustness to parameter uncertainties.
The proposed approach in this research, for PMSM control, consists of two steps. The first step
is done offline, such that based on a cost function and the system dynamics, the critic and actor
network weights are calculated using value iteration (VI), [22]. Then the actor weights are used in
the online control to find the suitable control input in a feedback form. Therefore, the computational
56
load in the online control stage is as low as evaluating a few algebraic functions (a feed forward of
the actor). The control inputs are the voltages applied to the SVM block.
The contribution of this work utilizing ADP for optimal control of PMSMs. This controller
leads to a fast dynamic response as well as desirable steady state performance. The strength of this
controller is observed more clearly when there are parameter uncertainties and load disturbances in
the system. Moreover, after doing the offline training, the calculation load of this controller is as
low as evaluating a polynomial function, which is extremely low compared to many other methods,
including DTC or MPC. The low complexity of online implementation of this controller makes it a
potential candidate for many applications. The proposed controller is compared with classical FOC
and DTC-SVM, both in simulation and experiment, to show its superior performance.
As for organization of this chapter, Section 4.2, provides the dynamic equations of a PMSM.
Afterwards, the optimal control using ADP in its general form is formulated in Section 4.3. In
Section 4.4, the proposed ADP-based controller is simulated on a PMSM. The proposed controller
is implemented on a physical prototype and the experimental results are provided in Section 4.5,
followed by concluding remarks in Section 4.6.
4.2. Dynamics of PMSM
It is common to write the machine model of a PMSM in the dq synchronous coordinates [75].










cos(θe) cos(θe− 2π3 ) cos(θe +
2π
3 )















where f can be a phase voltage, a phase current or a phase flux linkage. Also θe is the rotor
electrical angle between phase “a” of the stationary abc reference frame and the “d-axis” of the
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rotor reference frame and is calculated as
θe = Pθm, (4.2)
where θm is the rotor mechanical angle and P is the number of pole pairs. After transforming motor















= f̄ (x̄)+ ḡū (4.3)
where vd , vq, and id , iq are the stator voltage and current in dq reference frame. Rs is the stator wind-
ing resistance, Ld , Lq are stator winding inductance in dq coordinates, ωm is the rotor mechanical
speed, and λm is the magnetic flux linkage of the rotor permanent magnets. The torque balance






(τem− τ f − τL), (4.4)
where J is the rotor and load inertia, τ f , and τL are friction and load torques, respectively. The





Finally, it may be mentioned that x̄, denoting the state vector in (4.3), is composed of id and iq.
Moreover, the control vector is denoted with ū and is composed of voltages vd and vq.
4.3. Optimal Control Using ADP
In this section, the optimal control problem is formulated and its solution using ADP is presented.








where xk ∈ Rn and uk ∈ Rm are the system states with dimension n, and the control vector with
dimension m, respectively. Moreover, Q : Rn→ R+ penalizes the states and R ∈ Rm×m penalizes
the control. Furthermore, γ ∈ (0,1] is the discount factor, which is used to ensure the boundedness
of the cost. The discrete-time nonlinear dynamics is defined as
xk+1 = f (xk)+g(xk)uk,k ∈ {0,1,2, ...},x(0) = x0, (4.7)
where f : Rn→ Rn is a smooth function which represents the internal dynamics of the system and
g : Rn→Rn×m, is the input gain function. The objective is to find the sequence of ‘optimal’ control,
denoted with u∗k ,k ∈ {0,1,2, ...} such that the cost function in (4.6) is minimized subject to system
dynamics in (4.7).
One can write the cost-to-go from current time to infinity, as a function of current state and







It is possible to write the above equation in a recursive form as
V (xk,{uh}∞h=k) = Q(xk)+uTk Ruk + γV (xk+1,{uh}∞h=k+1)
= Q(xk)+uTk Ruk + γV ( f (xk)+g(xk)uk,{uh}∞h=k+1),
(4.9)
Function V ∗(xk) is called the value function which is the optimal cost-to-go from current state at
current time to infinity, if the optimal control sequence is applied on the system. Considering the
relation given by (4.9), one can find the value function and optimal control sequence based on
Bellman principle of optimality [38] as follows











u∗(xk) = argin fuk∈Rm
(
Q(xk)+uTk Ruk + γV
∗( f (xk)+g(xk)uk)
)




γR−1g(x)T ∇V ∗( f (x)+g(x)u∗(x)),∀x ∈ Rn, (4.12)
V ∗(x) = Q(x)+u∗(x)T Ru∗(x)+ γV ∗( f (x)+g(x)u∗(x)),∀x ∈ Rn, (4.13)
where ∇V (x) is defined as ∂V (x)/∂x. Therefore, theoretically the Bellman equation gives the
solution to the optimal control problem. However, because of the curse of dimensionality [38], it
is not practically possible to solve this optimal control problem for most nonlinear systems. One
approach of solving this optimal control problem is by the value iteration (VI)-based ADP. In this
approach, the value function and optimal control are approximated as functions of system states in a
compact set, which is called region of interest, Ω. The value update and policy equation relations
are given as
V i+1(x) = Q(x)+ui(x)T Rui(x)+ γV i( f (x)+g(x)ui(x)),∀x ∈Ω, (4.14)
ui(x) =−1
2
γR−1g(x)T ∇V i( f (x)+g(x)ui(x)),∀x ∈Ω, (4.15)
The approximation is found by starting from an initial guess for the value function as V 0(x),∀x ∈Ω.
Then one uses (4.15) to find u0(x),∀x ∈Ω. At the next step, (4.14) is utilized to find V 1(x),∀x ∈Ω
and so on. The process is repeated until the iterations converge. There are two points regarding this
approach. First, it is important to analyze the convergence condition. In other words, what should
be the initial guess of V 0(x),∀x ∈ Ω, such that the iterations converge to an optimal value? This
topic is investigated in [22] and it is shown that if V 0(.) is smooth and 0≤V 0(x)≤ Q(x),∀x ∈Ω,
then the iterations converge to the optimal solution. The second point regarding the iterations, is
solving (4.15). It is seen that on two sides of this equation, ui(x) appears. Therefore, a system of
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nonlinear equations with ‘m’ equations and ‘m’ unknowns should be solved. It is proposed in [22]
that in order to solve this system of nonlinear equations, one can use another set of iterations with
index ‘ j’ as follows
ui, j+1(x) =−1
2
γR−1g(x)T ∇V i( f (x)+g(x)ui, j(x)),∀x ∈Ω, (4.16)
Therefore, in order to find ui(x), one can start with a random initial guess for ui,0(x) and then iterate
through (4.16) until convergence. It is proved in [22] that under the following conditions, this
iteration will converge:
) The norm of matrix R−1 is small enough.
) The norm of matrix valued function g(x) is small enough, ∀x ∈Ω.
Note that continuous-time state equations are utilized to realize a dynamical system. The
presented approach is based on discrete-time dynamics, therefore the system equations are dis-
cretized with a sampling time. If the sampling time is small enough, then the two conditions for the
convergence of ui(x) can be satisfied.
In order to implement this approach, the critic and actor neural networks are utilized. For these
two networks, linear-in-weight neural networks are used as follows
V (x)'W Tc φ(x),∀x ∈Ω, (4.17)
u(x)'W Ta σ(x),∀x ∈Ω, (4.18)
where φ : Rn→Rnc and σ : Rn→Rna are the basis functions and positive integers nc and na are the
number of neurons in the critic and actor, respectively. Finally, Wc ∈ Rnc and Wa ∈ Rna×m denote
the network weights, which will be determined through the training. Note that for each iteration of
value function V i(x), a corresponding critic weight W ic is calculated.
Therefore, in order to solve an optimal control problem with ADP and using critic and actor
networks, one starts with choosing a large number of random states from the region of interest.
These random states will be used for training the critic and actor networks. The training algorithm
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starts with initializing the value function V 0(x). This initialization should be done for all the
randomly selected states. The critic weights, W 0c , can be obtained by using least square method
applied on the input-target pairs (x,V 0(x)). At the next step, optimal control corresponding to V 0(x)
should be calculated. This is done by initializing u0,0(x) and iterating (4.16) until u0(x) is achieved.
After calculating u0(x) for all the randomly selected states, (4.14) is used to calculate V 1(x), which
leads to the calculation of W 1c . If the conditions of convergence, which are stated above, are met,
then the iterations will converge after κ iterations. The optimal critic weight W ∗c is calculated from
the input-target pair (x,V κ(x)). The final step is to calculate the optimal actor weights, W ∗a , which
is obtained from the input-target pair (x,uκ(x)). In the online control stage, W ∗a is used to find the
optimal control u∗(x) at each sampling time. Interested readers are referred to [22, 23, 87] for more
details on stability and convergence analysis.
4.4. Implementation on PMSM
In this section, the presented ADP-based optimal controller is applied on a Surface Mount-
PMSM and its performance is compared with FOC and (PI-based) DTC-SVM, [44]. Also relative
robustness of ADP-based controller under parameter uncertainties is shown by some simulations
and it is compared with robustness of FOC and DTC-SVM. Fig. 4.1 shows the control block
diagram and the PMSM parameters are given in table 4.1.
4.4.1. Neural Network Training
The first step in training the neural networks is defining the cost function. As seen in (4.6),
the cost function has two terms, Q(x) and R. Our objective is tracking torque, while guaranteeing
maximum torque per ampere (MTPA) criteria. Motivated by [65], Q(x) can be considered as



























Figure 4.1: PMSM control block diagram using actor neural network





where K1, K2, and K3 ∈ R are design parameters. Design parameter K1 is the weight penalizing the
error between the reference and actual torque, K2 penalizes id , serving the purpose of maximizing
MTPA, and K3 penalizes the control input. There are two important points to be considered in
training. First, as seen in (4.19), the objective is tracking the reference torque, therefore this value
is needed to find the control signals. In order to consider the effect of reference torque on the
control signal, the inputs to the critic and actor are augmented, by adding the reference torque to
system states. This way the controller can “learn” how to react when the reference torque changes.
Secondly, according to equations (4.14) and (4.15), the right hand side needs the next state xk+1.
It is observed in (4.3) that in order to find the next state, the speed ωm is needed. Therefore, ωm
is added to the inputs of critic and actor as an “exogenous” input. Therefore, the optimal value
function and optimal control are functions of discrete-time states (x = [id, iq]T ), reference torque
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Table 4.1: Motor and Control System Parameters
Parameter Value
Motor type Surface Mount-PMSM
Pole pairs, P 5
Permanent magnet flux, λm 0.015 Wb
Stator resistance, Rs 1.2 Ω
Stator inductance, Ld = Lq = Ls 0.003 H
Rated speed, nrated 3000 rpm
Rated torque, τrated 0.64 N.m
Rated output, Pout 0.2 kW
Rated current, Irated 2.5 A(rms)
Maximum speed, nmax 6000 rpm
Maximum torque, τmax 1.91 N.m
Maximum current, Imax 7 A(rms)
DC bus voltage, Vdc 100 V
Rotor moment of inertia, J 30×10−6 kg.m2
Sampling time, Ts 40 µS
(τ∗em), and motor mechanical speed (ωm) . Equations (4.14), (4.15), (4.17), (4.16), and (4.18) are
modified as















γR−1g(x)T ∇V i( f (x,ωm)+gui, j(x,τ∗em,ωm)),∀[xT ,τ∗em,ωm]T ∈Ω, (4.23)
V (x,τ∗em,ωm)'W Tc φ(x,τ∗em,ωm),∀[xT ,τ∗em,ωm]T ∈Ω, (4.24)
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u(x,τ∗em,ωm)'W Ta σ(x,τ∗em,ωm),∀[xT ,τ∗em,ωm]T ∈Ω, (4.25)
As mentioned in Section 4.3, the region of interest (Ω) for the states should be selected for the
training. If elements of the input vector to the networks assume values within comparable ranges,
the approximations will have better results, [42]. Therefore, the maximum values of current, speed
and torque are used to normalize the states
id = Imax ĩd, iq = Imax ĩq,τ∗em = τmaxτ̃
∗
em,ωm = ωmmaxω̃m, (4.26)
where the normalized quantities are denoted by ‘ ∼ ’ notation. Therefore, the region of interest is
selected as
Ω = {[ĩd, ĩq, ω̃m, τ̃∗em]T ∈ R:−1.5≤ ĩd, ĩq, ω̃m, τ̃∗em ≤ 1.5}. (4.27)
This selection makes sure that the maximum value of the normalized states, which is 1, is well
inside the training set, therefore better generalization is achieved near the boundaries of the variation
of the states.
Since linear-in-weight neural networks are used for critic and actor, basis functions φ and σ
should be chosen in (4.17) and (4.18). Motivated by Weierstras approximation theorem, the basis
functions are chosen as
φ(η) = [1,ηT ,(η⊗η)T ,(η⊗ (η⊗η))T ]T ,
σ(η) = [1,ηT ,(η⊗η)T ]T ,
η = [x,τ∗em,ωm],
(4.28)
where η⊗η , is the non-repeating polynomials built from multiplying elements of vector η by those
of η . Since η ∈ R4, there is 35 neurons for the critic network and 15 neurons for the actor network.
These basis function are design parameters, therefore, one can make another choice. The number of
10000 random states are selected from the region of interest to do the batch learning algorithm [22].
The training is done by K1 = 30, K2 = 0.5, K3 = 100, and γ = 0.5. Fig. 4.2 shows the weights
converging after 12 iterations, which took almost 45 seconds on a desktop computer with Intel Core
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i-5-6500, 3.2 GHz processor, and 16 GB of RAM, running MATLAB 2018a.






















Figure 4.2: History of critic weights during learning iterations
After training and obtaining the weights, the actor weights are calculated using the least square
method. The history of critic weights and optimal actor weights can be found in [2]. Thanks to the
obtained actor weights, the only computations required in online stage of the control is to calculate
W ∗a σ(η), which will lead to control signals vd and vq. These voltages are then applied on the motor
by the SVM block. The pseudocodes for offline actor weight calculation and online control are
brought in Appendix A.
4.4.2. Comparative simulation
In this section, the calculated actor weights in previous section are used to do simulations on the
motor and compare the results with FOC and PI-based DTC-SVM. The PI gains of the speed loop
are selected to be identical for all three control algorithms, so that the difference in the performance
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is only due to the difference in their torque tracking capability. In the first simulation, the motor
shaft rotates at its nominal speed, i.e., 3000 rpm, and a load torque is applied on it. Fig. 4.3 shows
the motor speed with three control algorithms, when a load torque of 0.6 N.m is applied on the
motor at t = 1s. It is seen that the results for three controllers are very close but ADP is showing a
slightly better performance, both in reaching the desired speed from standstill and after the load
torque is applied. These two parts of the figure are magnified so that the transient response of each
algorithm can be seen clearly.



























Figure 4.3: Speed response simulation of three controllers when a load torque is applied on the
motor at rated speed
Fig. 4.4 shows the generated torque of motor under three control algorithms. It is seen that all
three approaches have a fast torque dynamic, however the DTC-SVM algorithm has more torque
ripple compared to the other two approaches. Table. 4.3, shows the calculated integral time absolute
error (ITAE) for the three algorithms. It is seen that the ITAE of ADP is slightly better than those of
FOC and DTC-SVM.
The second simulation considers parameter uncertainties in the motor. In order to evaluate the
performance of the algorithms in handling uncertainties, the controllers are tuned using nominal
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Figure 4.4: Torque response simulation of three controllers when a load torque is applied on the
motor at the rated speed of 3000 rpm
values, however in online control, the parameters of the motor with uncertainties are used for
simulation. In other words, for instance, in ADP, all the trainings are done with the nominal
parameters of Table 4.1, but the motor simulations are done with parameters of Table 4.5. This way
the controller has not learned how to react to new parameters. This test can be used to demonstrate
the relative robustness of each algorithm. Again the motor response is tested when it is rotating at
the rated speed and a load torque of 0.6 N.m is applied at t = 1s. It is seen in Fig. 4.5 that before the
load is applied, all three controllers can track the desired speed, however when the load is applied
at t = 1s, only ADP is capable of tracking the reference. A poor performance for DTC-SVM was
expected, given its model dependency. However, FOC is not explicitly dependent on the parameters
like stator reluctance and resistance as well as permanent magnet flux. Therefore, one may expect
an acceptable performance from FOC under such modeling imperfections. But, as see in this
figure, FOC also fails, once the load torque is applied. The reason for the poor performance of
FOC approach is that, the current loop PI gains are tuned based on the motor nominal parameters.
Therefore, when the motor parameters have changed to the parameters in Table.4.5, the PI controller
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Table 4.3: ITAE of motor torque when a load torque of 0.6 N.m is applied after one second on the
motor at the rated speed of 3000 rpm




Table 4.5: Motor Parameters with uncertainties
Parameter Value
Permanent magnet flux, λ̂m 0.012 Wb
Stator resistance, R̂s 5.7 Ω
Stator inductance, L̂s 0.001 H
Rotor moment of inertia, Ĵ 40×10−6 kg.m2
of FOC cannot deal with the uncertainties.
In conclusion of the simulation study, one sees that ADP provides significantly better results in
dealing with parameter uncertainties. However, It should be noted that the ADP controller is not
analytically designed to be robust to parameter uncertainties and it is not claimed here that ADP is
robust to structured and unstructured uncertainties. However, because of the feedback nature of
the controller and its learning capability, it is seen in simulations that uncertainties are managed to
some extent. If the uncertainties are more significant, the desirable performance is not guaranteed.
4.5. Experimental results
In this section, the proposed ADP approach is implemented on a hardware testbed and its perfor-
mance is compared with FOC and DTC-SVM, experimentally. Fig. 4.6 shows the experimental
setup. The PMSM model parameters are the same as Table. 4.1. A BLDC motor is used as a
load to apply external step torque on PMSM motor shaft. The Texas Instrument development kit
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Figure 4.5: Speed response simulation of three controllers when a load torque is applied on the
motor at rated speed with parameter uncertainties
TMDSHVMTRINSPIN, with a microcontroller TMS320F28069M is used to implement controllers.
This microcontroller has a 90 MHz clock, 16 PWM channels and 16 channels of 12-Bit analog
to digital converters (ADC). It is also capable of doing floating point operations very fast, which
makes it a suitable processor for this application. The experiments in this section are done under
both nominal motor parameters and parameter uncertainties.
4.5.1. Comparative experiment under nominal condition
The same actor weights, which were obtained in simulation are used for the experiments in this
section. It should be noted that, in order to have a fair comparison, the PI gains of the speed loop
are considered the same for all three algorithms. In the first experiment, the motor is running at
2000rpm and a step load of 0.7N.m is applied on the motor at t = 2.3s. Fig. 4.7, shows the response
of each algorithm. Two sections of the figure are magnified to show the transient response and
steady state response of the speed. It is observed that ADP and DTC-SVM are faster than FOC in
reaching the desired speed after the torque is applied. However, DTC-SVM shows more ripples
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Figure 4.6: PMSM control experimental setup
during steady state.
For the above experiment, the torque is also measured using a torque sensor, namely, FUTEK
FSH02564 . Fig. 4.8 shows the generated torque for each algorithm. The vertical dashed lines show
the time duration of the transient response of the torque. This time duration for FOC, DTC-SVM,
and ADP is 0.4521s, 0.0462s, and 0.039s, respectively. It is seen that the torque response dynamics
for FOC is slower than ADP and DTC-SVM.
Table 4.7 shows the ITAE of speed and torque for each algorithms, as points at a slightly better
performance for ADP. Therefore, not only the dynamic response of ADP is fast, but also its torque
ripples are comparable with FOC. So both transient and steady state responses are satisfactory with
ADP. The cost function, defined in (4.6), with Q and R as (4.19) and (4.20) is calculated for FOC,
DTC-SVM and ADP as 0.54, 0.56, 0.51, respectively. Although the costs are close, ADP has the
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lowest cost among the all three approaches.
Figure 4.7: Speed response experiment of three controllers when a load of 0.7 N.m is applied at
2000 rpm
Table 4.7: ITAE of motor torque and speed when a load torque of 0.7 N.m is
applied at 2000 rpm





Figure 4.8: Torque response experiment of three controllers when a load of 0.7 N.m is applied at
2000 rpm
In the next experiment, the capability of each algorithm in tracking a desired speed under full
load of 0.7 N.m is analyzed. The desired speed is given by

ωre f = 500rpm if 0s≤ t ≤ 0.5s
ωre f = 1000rpm if 0.5s≤ t ≤ 3s
ωre f = 2000rpm if 3s≤ t ≤ 6s
(4.29)
As seen in Fig. 4.11, DTC-SVM shows high ripples in tracking the desired response. Both FOC
and ADP are able to track the desired reference.
4.5.2. Comparative experiment with parameter variations
In order to show the response of each control algorithm in the presence of parameter uncertainties,
it is assumed that the information about the motor parameters are incorrect. These incorrect
parameters are considered as Rs = 3.6Ω, Ls = 0.001H, and λm = 0.005Wb. Therefore, controllers
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are designed based on the incorrect parameter values. However, the actual values are used for the
experiment. For ADP, these perturbed parameters are used to obtain the new actor weights. Fig. 4.9
shows the speed response of each algorithm when a load of 0.7 N.m is applied at t = 3.2s. It is seen
that because of the parameter uncertainties, DTC-SVM can not track the desired speed either before
or after the load is applied. This was expected since DTC-SVM is dependent on motor parameters.
However, ADP and FOC still show good performances.
The measured torque is also shown in Fig. 4.10. The vertical dashed lines show the time
duration of the transient response of the torque. This time duration for FOC, DTC-SVM, and ADP
is 0.3621s, 0.3702s, and 0.012s, respectively. It is observed that, the torque dynamics of DTC-SVM,
which was fast with nominal parameters, is now slower under parameter uncertainties. However,
the time duration for FOC and ADP has not changed significantly.
Figure 4.9: Speed response experiment of three controllers under parameter uncertainties when a
step load of 0.7 N.m is applied at 2000 rpm
Table 4.9 shows the ITAE of speed and torque for each algorithms. The cost function for FOC,
DTC-SVM and ADP as 0.5418, 0.5482, 0.5413, respectively.
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Figure 4.10: torque response experiment of three controllers under parameter uncertainties when a
step load of 0.7 N.m is applied at 2000 rpm
The speed tracking of three algorithms when the motor is under the load of 0.7 N.m is also
investigated. The reference speed is as (4.29). Fig. 4.12 shows superior performance of ADP
compared to FOC and DTC-SVM under parameter uncertainties. It is observed that neither FOC
nor DTC-SVM can track the desired speed in this case.
All in all, the experiments have also verified the results demonstrated in the simulations. These
experiments justifies the relative robustness of ADP to parameter uncertainties. However, as stated
before, if the parameter uncertainties are more significant, there is no guarantee to achieve a desired
performance.
4.6. Conclusion
An ADP-based control approach is proposed in this section to achieve fast and accurate torque
control in a PMSM. The critic and actor weights are trained once offline and the calculated optimal
actor weights are utilized in online control. The simulations and experimental results show that
while the advantages of ADP over popular practices, namely, FOC and DTC-SVM are small in the
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Table 4.9: ITAE of motor torque and speed under parameter uncertainties
when a load torque of 0.7 N.m is applied at 2000 rpm




case of perfect modeling of the dynamics, the improvements are significant under the case of having
modeling uncertainties which is a reality in any application.
Figure 4.11: Speed response experiment of three controllers when motor is under the load of 0.7
N.m
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Figure 4.12: Speed response experiment of three controllers under parameter uncertainties when
motor is under the load of 0.7 N.m
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Chapter 5
Conclusions and Future Work
5.1. Conclusions
This work has presented a detailed investigation on the optimal control of single-phase DC-
AC inverters and three-phase permanent magnet synchronous motors (PMSMs). An ADP-based
controller is presented and it has been implemented for the previously mentioned applications.
For the case of a single-phase inverter, a non-PWM variable-switching-frequency method based
on adaptive dynamic programming is proposed to convert DC voltage to AC voltage. The critic
network is trained once offline and the converged weights are used in online control to determine the
optimal switching schedule. The performance of the controller under different loads is analysed both
with simulations and experiments. Finally, the controller is modified and the inverter is upgraded to
be used as single phase VFD and the results are shown both numerically and experimentally.
After a brief introduction to the PMSM control problem and explanation of field-oriented control
(FOC) and direct torque control (DTC) as two common control approaches for AC machines, the
optimal control of a PMSM is presented. An ADP-based control approach is utilized to achieve fast
and accurate torque control in a PMSM. The critic and actor weights are trained once offline and the
calculated optimal actor weights are utilized in online control. The simulations and experimental
results show that while the advantages of ADP over popular practices, namely, FOC and DTC-SVM
are small in the case of perfect modeling of the dynamics, the improvements are significant under
the case of having modeling uncertainties which is a reality in any application.
5.2. Future Work
Considering the developed work in this thesis, some suggestions can be made for the future
work. The first suggestion can be the design and implementation of an ADP-based controller for the
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three-phase inverter. One important issue is connecting the inverter to the grid, which can be further
studied.
Controlling a PMSM using an ADP-based approach, during field weakening operation can be
another topic for further research. This work has only considered the case of normal operation of a
PMSM without field weakening. This work can also be extended such that the software identifies
the motor parameters, and calculates the optimal weights automatically. Therefore, the user only
connects the motor to the board and the software does the rest.
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Appendix A
Motor Control Algorithms Using Adaptive Dynamic Programming
Algorithm 1: The pseudocode for the offline training of actor and critic weights
Initialization :Choose the following:
Scaling factors according to (4.26).
n̄ random state η [q] ∈Ω,∀q ∈ {1,2, ..., n̄}
Basis functions φ(η), σ(η).
Q and R according to (4.19), (4.20).
βv and βu as convergence tolerances.
1 Set i = 0.
2 Initialize V i(η [q]) = 0,∀q ∈ {1,2, ..., n̄}.
3 Find W ic from input-target pair (η
[q],V i(η [q])).
4 Set j = 0.
5 Initialize ui, j(η [q]) with a random value.
6 Calculate ui, j+1(η [q]) from (4.23).
7 If ||ui, j+1(η [q])−ui, j(η [q])||< βu, proceed to the next step, otherwise set j = j+1 and go
back to step 6.
8 Calculate V i+1(η [q]),∀q ∈ {1,2, ..., n̄} from (4.21).
9 If ||V i+1(η [q])−V i(η [q])||< βv, proceed to the next step, otherwise go back to step 3.
10 Find W ∗a from input-target pair (η
[q],ui(η [q])).
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Algorithm 2: The pseudocode for the online implementation of motor control
Initialization :Save the optimal actor weights W ∗a .
Save actor basis function σ(η).
1 Read motor currents ia and ib.
2 Read rotor position θm and calculate the rotor speed ωm.
3 Calculate dq currents from ia and ib using (4.1).
4 Pass the error between desired speed and actual speed to a PI controller to get the reference
torque.
5 Use (4.26) to normalize the currents, speed and torque.
6 Calculate vd and vq using W ∗a σ(η)
7 Feed vd and vq to the SVM block to generate the appropriate switching.
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