Abstract. We consider dynamical system τ : [0, 1] → [0, 1] and its stochastic perturbationsq N (τ (x), .), N ≥ 1. Using Fourier approximation we construct a finite dimensional approximation P N to a perturbed Perron-Frobenius operator. Letf be an invariant density of τ and f * N be a fixed point of P N . We show that {f * N } converge in L 1 tof .
Introduction
Invariant measures of dynamical systems play important role in understanding the chaotic nature of dynamical systems. Let (I, B, λ) be a normalized measure space, where I = [0, 1], B is a Borel σ-algebra of subsets of I, λ Lebesgue measure in (I, B). Let τ : (I, B, λ) → (I, B, λ) be a deterministic dynamical system. The Frobenius-Perron operator P τ of τ is a linear operator P τ : L 1 (I, B) → L 1 (I, B) defined by (1.1)
f(x)dλ(x), for any A ∈ B. It is well known [Boyarsky and Góra, 1997] that the fixed points of the Frobenius-Perron operator P τ are the invariant densities of absolutely continuous invariant measures of τ. Moreover, if τ is Markov with respect to a partition {I 1 , I 2 , ......, I q } of I, then the Frobenius-Perron operator P τ is a finite dimensional matrix and it is relatively easier to study the absolutely continuous invariant measures of τ provided they exist [Boyarsky and Góra, 1997] . A non Markov dynamical system can be weakly approximated by Markov maps Góra, 1997, 2001; Billings and Bollt, 2001] .
Physical systems are usually subjected to small perturbations from external noise or roundof errors. There are well-known results [Lasota and Mackey, 1994; Boyarsky and Góra, 1997] that study the stability of absolutely continuous invariant measures for measurable transformations. Consider the stochastically perturbed dynamical system x → τ (x) + ξ where ξ is a additive noise which is applied once per each iteration. Let P(x, y) be the transition density of a transition from point x to y induced by noise ξ. In [Bollt et al., 2008] E. Bollt at. al. proposed a numerical method based on basis Markov partitions to approximate density functions of stochastically perturbed dynamical system x → τ (x) + ξ. In this paper we consider Fourier approximation of ξ and obtain a finite approximation of the Frobenius-Perron operator associated to the perturbed system. We present a convergence analysis of our method.
The paper is organized in the following way. In Section 2 invariant measures of stochastic perturbations of dynamical systems are discussed. In Section 3 we introduce a family of stochastic perturbation of dynamical systems and we show that the time evolution of densities of stochastic perturbations are given by linear operators. In Section 4 we present a matrix representation of operators in Section 3. We present stability and convergence analysis of our method in Section 5. Numerical examples are presented in Section 6.
Stochastic perturbation and invariant measure
] be a piecewise monotonic mapping (see [Boyarsky and Góra, 1997] ) on a partition P = {0 = b 0 , b 1 , . . . , b q = 1} and P τ : L 1 → L 1 be the Frobenius-Perron operator of τ defined in (1.1). For piecewise monotonic transformation τ the Frobenius-Perron operator P τ has the following representation.
(2.1)
Let (·) be the standard one dimensional variation of a function and BV (I) be the space of functions of bounded variations on I equipped with the norm
We consider Lasota-Yorke (see [Lasota and Yorke, 1973] ) maps τ : [0, 1] → [0, 1] such that |τ | > 2 and for every nonnegative density function f ∈ BV ([0, 1]) there exist constants β > 0 and 0 < α < 1 such that
It was proved in [Lasota and Yorke, 1973 ] that Lasota-Yorke map τ satisfying 2.2 has an invariant densityf of bounded variation and thus, an absolutely continuous invariant measurê µ =f · λ.
For small r > 0, let w : R → R + be a bounded function satisfying the following conditions:
r −r w(t)dλ(t) = 1. It is easy to see that w becomes Dirac's delta function as r → 0. Let q(x, y) be a kernel defined by
,
. The Markov process with transition density p(x, ·) = q(τ (x), ·) is called a stochastic perturbation of the map τ.
It is proved by Góra in [Góra, 1984] 
Treating [0, 1] as a circle and defining q(x, y) = w(y − x) (mod 1), we show that the factor of 2 in the above inequality does not occur.
where g * h is the convolution of g and h defined by
Proof.
Proof. For a fix integer q ≥ 1 and a partition 0 = t 0 < t 1 < . . . < t q = 1, we have
The time evolution under the densities of the stochastic perturbation p(x, ·) = q(τ (x), ·) of τ is given by
and (2.7)
Proof. From inequality (2.7), { P n pert f} n≥1 is uniformly bounded in BV. By Helly's Theorem, {P n pert f} is relatively compact, which implies by Kakutani-Yoshida Theorem, that
for some f * ∈ L 1 (0, 1). It is easy to see that f * is a fixed point of P pert and that it is of bounded variation. [Lasota and Yorke, 1973] ) map such that |τ | > 2 and for every nonnegative density function f ∈ L 1 ([0, 1]) there exist constants β > 0 and 0 < α < 1 such that
If the above kernel q(x, y) satisfies (2.3), then the stochastic perturbation p(x, .) = q(τ (x), .) of the map τ has an invariant density f * .
Proof. The proof follows from Lemma 2.1, Lemma 2.2 and Lemma 2.3.
In the following section we consider a family q N (·, ·), N ≥ 1 of doubly stochastic kernels and corresponding stochastic perturbations p 1] . They will be constructed in such a way that the corresponding operator P pert are finite dimensional. We will prove the existence of invariant probability measures µ N of the stochastic perturbations p N (x, ·) = q N (τ (x), ·) of the map τ. Our main objective is to show that the limit points (limit measures) µ of the set {µ N : N ≥ 1} are of the form µ =f · λ, wheref is the invariant density of τ.
Family of stochastic perturbations and invariant measures
Now, we define a family of probability densitiesq N (x, y), N = 1, 2, . . . as follows: let {g N } N ≥1 be a sequence of C 2 nonnegative functions with support in [−1/2, 1/2] such that g N is symmetric with respect to y axis, g N (−1/2) = g N (1/2) for all N ≥ 1 and which converges to Dirac's delta function as N → ∞. Each g N , which can be also seen as a 1−periodic on the whole real line, can be approximated by its partial Fourier sum arbitrary close in the supremum norm. Let
where S can be chosen independently of N, be an approximation obtained from Fourier approximation by shifting it up by a small constant c S to ensure h N ≥ 0 on [−1/2, 1/2]. We have c S → 0 as S → ∞. We can also make h N converge to Dirac's delta
h N (t)dt. Define a family of functions w N :
Now we define a family of probability densities q N (x, y), N = 1, 2, . . . as follows:
(a s,N (cos(2sπx) cos(2sπy) + sin(2sπx) sin(2sπy))
3)
The family of transition densities p N (x, ·) = q N (τ (x), ·) induces a family of stochastic perturbation of the map τ.
The time evolution of the densities of the stochastic perturbation p
Thus, (3.5)
From Section 2 we have (3.6)
Thus, by Theorem 2.4, for each N ≥ 1, the operator P N has a fixed point f * N .
Matrix representation of P N
Let us define: Thus, q N (x, y) = K m,n=0 A mn u n (x)v m (y), The kernel q N (·, ·) defined above satisfies the following properties:
is measurable as functions of two variables, (3) For every x ∈ I we have I q N (x, y)dy = 1, (4) For every y ∈ I we have I q
A mn u n (x)v m (y), (7) Let B(x, r) = {y : |x − y| < r} and c N (x, r) = I\B(x,r) q n (x, y)dy. Then for any r > 0,
for y ∈ I, where,
Thus, any initial density f is projected by the operator P N into the vector space ∆ N spanned by the functionsv n , n = 0, . . . , K, that is,
We are interested in finding the matrix representation of the operator P N . Assuming that a given density f(x) belongs to the space ∆ N , we can expand it in the basis,
Let B denote a matrix of integrals, . Proof. All we need to show is the following:
On the other hand
In this way we have arrived at a representation of the operator P N f by a matrix D of size (K + 1) × (K + 1) with respect to the basis {v k } K k=0 , the elements of which read, (4.6)
Stability and convergence
Recall from Section 3
The convergence is uniform on relatively compact subsets of L 1 .
Proof. It can be shown that for each N ≥ 1, Q N 1 = 1. Let f ∈ L 1 and > 0. Since continuous functions are dense in L 1 , there exists a continuous function g in I such that g − f 1 < 3 . Since g is continuous it is uniformly continuous in [0, 1] . Thus,
Now,
This proves (c 0 , c 1 , . . . , c N ) . [Lasota and Yorke, 1973] ) map such that |τ | > 2 and for every nonnegative density function f ∈ L 1 ([0, 1]) there exist constants β > 0 and 0 < α < 1 such that
is relatively compact in L 1 and any limit point of {f * N } N ≥1 is a τ invariant densityf.
Proof. By inequality (2.7),
Thus, the set {f * N } N ≥1 is uniformly bounded in variation. By Helly's Theorem, {f *
Using Lemma 5.1 and the definition of P N it is easy to see that P τf =f .
Examples
Our approximation method uses as "building blocks" trigonometric functions which have the same values at 0 and at 1. Therefore, the method is not best suited to approximate densities which do not have this property. To go around this deficiency we use a symmetrization of the map.
Example 6.1. For 0 < α < 1, 0 < p ≤ 1, q > 0, consider the deterministic dynamical system
It can be shown that τ 1 -invariant probability density is
where for our values of constants β = − 1 2 [Schweiger, 1983] . Let τ 2 : [0, 1] → [0, 1] defined by τ 2 (x) = 1 − τ 1 (1 − x). τ 2 is conjugated to τ 1 by homeomorphism h(x) = 1 − x. It can be easily proved that τ 2 -invariant density is f 2 (x) = f 1 (1 − x), where f 1 is τ 1 -invariant. 
