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The units in cubic number fields together with the uniform distribution 
theorem are used to prove the following theorem. Let 1, /II, /$ be a basis 
for a real cubic number field. Let C > 0 be a given constant. Let ts 
equal the number of solutions in integers 4, pI,pz of the inequalities 
0 < q/% --pi < C/q”” (i = 1, 2), 1 5 q I B. Then Ia = O(1) or there is 
a constant C’ > 0 such that IB - C’ log B (B -+ co). The stumbling blocks 
for generalizing this result to higher dimensions are discussed. 
1. INTRODUCTION 
Let PI,. . . , B, be n real numbers. Let $(q) > 0 be a decreasing 
function (as q + co) and set o(q) = q$(q)“. Let &.,(p,, . . . , &, o) be the 
number of solutions in integers q, pl,. . . , pn of the inequalities 
O < 4Bi-Pi < 11/(q) (i=l,...,n) 
l<qlB. 
It is known [8] that for almost all (pi,. . . , &), 
&@l, . . .,B”,4 - j6o”dt (B--t 00). 6% 
1 
Thus there is the problem of deciding, for a specifically given n-tuple, 
whether this result is valid. 
Let 1, /II,. . ., p,, be a basis of a real algebraic number field of degree 
m = n+ 1. Schmidt [9] showed that if o(q) tends to infinity then (A) does 
indeed hold (see also [I], [6]). It is well known ([3]; page 79) that if 
* This research was partially supported by National Science Foundation grant 
w-3990. 
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o(q) = C and C is sufficiently small, then there are only finitely many 
solutions and so (A) is not valid in this case. There is then the problem of 
computing asymptotically the number of solutions when o(q) - C and 
C is large enough to guarantee an infinite number of them. Lang [6] 
showed in the case that m = 2, that (A) holds but with a constant C’ 
depending discretely on C in front of the integral. Thus the abnormality 
of these n-tuples for small C persists for larger C, although in a mild 
form. 
It is the purpose of this paper to prove the corresponding result when 
m = 3. In Section 6 we indicate (in the totally real case) what the missing 
ingredients are for generalizing the result to higher dimensions. 
Specifically we prove 
THEOREM 1. Let 1, PI, bz be a basis for a real cubic number jield. Let 
C > 0 be a given constant. Let A, = AB(B1, Bz, C) equal the number of 
solutions in integers q, pl, pz of the inequalities 
* 0 < 4Pl--Pl < w'2, 0 < 482-P2 < clq'~2 
** l<q<B. 
Then either 1, = O(1) or there is a constant C’ > 0 such that 
Al N C’ log B (B --) co). 
Of course if C 2 1 then 1, is not bounded. There is a dual theorem. 
THEOREM 2. Let PI, p2, C be as in Theorem 1. Let A, equal the number 
of solutions in integers ql, q2, p of the inequalities 
0<q1B1+q2B2-P-wq2 
1 I 41, q2 I B 
where q = max (ql, q2). Then either A, = O(1) or there is a constant 
C” > 0 such that 
43 - C” log B (B + a). 
We prove Theorem 1 only; the proof of Theorem 2 is similar. The 
proof follows Lang’s scheme [6] of looking at the norm of certain elements 
in the number field and in that way reducing the problem to counting 
units in the field. But here we cannot count all the units or even some 
obvious subset of them; we must show that the uniform distribution 
theorem ([3]; page 64) applies to the conditions we have. 
Lang, in his theorem, was able to give an error term of O(1). We give 
no error term. This is because none is known in the uniform distri- 
bution theorem for the numbers we apply it to. They are the log or ratio 
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of logs of certain algebraic numbers. This is further discussed in Section 7. 
Also one of the major stumbling blocks to generalizing the result to 
higher dimensions is the verification of the hypothesis of the associated 
uniform distribution theorem. 
The proof breaks up into two cases. Let K be the field of Theorem 1. 
(I) K is totally real. 
(II) K has a complex embedding. 
These numbers for the cases will be used from now on. 
We denote by Z, Q, R, C the rational integers, rational numbers, real 
numbers and complex numbers respectively. C1, Cz,. . . and cl, c2. . . 
denote constants depending only on the initial data. The phrase 
“sufficiently large” means larger than an unspecified but easily computable 
constant depending only on the initial data. 
2. THE REDUCTION TO COUNTING UNITS 
Let r,, = identity, rl, r2 denote the three distinct embeddings of 
Kinto C. Set, for a E K, ria = f#) (i = 0, 1, 2). (So in Case II, ~6’) = cl(l) 
-where the bar denotes complex conjugation). We take from Schmidt [9] 
the following lemma. 
LEMMA 1. There is a basis ao, al, a2 of K/Q such that 
up+ up& + ctp/?2 = 0 (i = 1,2) 
cp a2 (1) 
A= 
i 1 
is nonsingular. 
ai2’ a2 (2) 
ao+c& +a& = 1. 
(1) 
(2) 
(3) 
Proof. From ([S] ; page 4) we have that 
<a, P> = Tr@$>, for Q, /I E K, 
is a nondegenerate bilinear form on K as a Q space. So let ao, ar, a2 
be the associated dual basis of K/Q of 1, /II, p2. Let A, be the matrix 
with rows 
(&) (9 (0 
0,al ,a21 (i = 0, 1,2) 
and B, be the matrix with rows 
(@, /?I’), fly)) (i = 0 1 2) 99. 
Then we have in particular A\B, = Z (Z = identity matrix, t denotes the 
transpose matrix). Since (A\)-’ = (A;‘)’ we have A,& = I. This last 
relation gives (1) and (3). Finally (2) follows since extending ro, rl, t2 
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to the normal closure of K/Q we see they permute the rows of A, in such 
a way that all possible 2 x 2 minors defined by the last two columns of 
A, appear in the place of A in A,, so one of them nonsingular implies 
they all are, hence A is nonsingular. This completes the proof of Lemma 1. 
Let A4 be the free Z-module of rank 3 generated by Mu, c~i, c+ So for 
r E M write 
5 = wo +Pl% + Pz”z 
with q, pi, p2 E Z. We view M as being in l-l correspondence with the 
possible solutions of *. Now for i = 1,2 we have 
<(i) = qag)+P a(O+p 
1 1 
2 $0 cI 
and so by (1) for i = 1,2 
- p = @(q/I, --pl)+cP’(qp -p ) 2 2 2. (4) 
Now let o be the order associated with M (see [2]; page 88); that is 
o={cr~K:crMcM}. 
Clearly o is a subring of the integers of K, of rank 3 as a Z-module. Let 
U be the group of units of o. Define an equivalence relation in M by: 
r1 N rz if and only if there is a i E U such that cl = iTz for rl,Tz E M. 
If Q E M is an equivalence class, then for all 5 E R, IN{] is the same 
and we denote this value by NR (N denotes the “norm” of K/Q). 
LEMMA 2. There are at most a jinite number of classes Sz c M which 
yield solutions to *. 
Proof. We first recall the well known fact (see [2] ; page 90) that there 
are only finitely many classes R in M with NQ below a given value. Thus 
it suffices to show that if r E M satisfies * then r has bounded norm. 
By * and (4) 
/WI = 1t11t”‘l)t’2’l s Itl<c,/d < ~2 
(note that * is used for both of the last two inequalities). So Lemma 2 
is proved. 
Hence it suffices to show the following: 
Let n G M be a fixed equivalence class. Then the number of c E R 
yielding solutions to * and ** is either bounded or asymptotic to C1 log B 
(B + o3) for some Cl > 0. 
Now from the Dirichlet theorem ([2] ; page 112) we know that U has 
the following form: in Case 
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(I) there are two multiplicatively independent units [i, c2 > 1 in U 
such that 
u = { X’i;‘} (VI, v2 E a, 
(II) there is a cl > 1 in U such that 
u = (kc;‘} (h E z>* 
In both cases we write a typical element of Uin the form c’ (so in Case I 
v is the vector (vi, v2) and in Case II v = vi). So letting &, > 0 be any 
element of IR, we have 
Q = (wro> ((I) v E Z2 or (II) v E Z). 
Hence we must see which units satisfy * and **. 
3. SETTING UP THE UNIFORM DISTRIBUTION PROBLEM 
We continue with the notation of the previous section. If S c M is a 
subset, set A,(s) = number < E S satisfying * and **. We will concern 
ourselves with A,(Q’), where R+ = ([“&}, the positive elements of $2. 
The negative elements, a-, in R would correspond to negative de- 
nominators in * and hence as we will show in Lemma 5, A,(X) = O(1). 
We will need 
LEMMA 3: There are only finitely many 5 = qa, +plul +p2a2 E R with 
q = 0. 
Proof. Suppose q = 0. Then 
NQ = IN</ = I.f(p,, ~211 
is fixed, where f is a homogeneous polynomial of degree 3 in 2 variables 
with rational coefficients. It is a well known theorem of Thue (see [7]; 
page 154) that this equation can be satisfied for at most a finite number 
of PI9 P2. 
We must now set up some notation. Let <, = [“<. be a typical element 
of a+. Write 
5, = dvao+ply~1+P2va2- 
Set 
Yiv = 4vPi - Piv (i = 1, 2). 
Then we have derived before, (4), 
(P, 552’>’ = - A(Y,,, Y2YY 
where A is given in (2). Set 
6iv = 4Z'2Yiv (i = 1,2) 
(5) 
(6) 
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for qy > 0. Then &(a’) = number of r, E Q+ such that 
0 < dl,, 6Z” < c 
1 I qy I B. 
Now for qy # 0 set 
(so for qy large and (7) holding, K: is close to l-see (3)). We have 
5” = 4Y4 
and 
&=l+E, 
4v 
where 
5 = %Ylv+~2Y2v- 
Now t, = (“tf,, = q,K; so for qv > 0 
6, = qyyiv = #2Jp2j”/2yi” (i = 1, 2). 
Set 
?iv = C”Yiv (i = 1,2) 
and 
K, = (yK;- 112 
and we obtain 
6, = Vliv (i = 1, 2). 
(7) 
(8) 
(9) 
(10) 
(11) 
tw 
(13) 
(14) 
(15) 
LEMMA 4. Let Ak(n’) be the number of solutions to (i), (ii), (iii) and (iv) 
below : 
(i) <, is suficiently large 
(ii> l~lyl, lflzyl 5 10ti”2C = C2 
(iii) 0 < fllV, qzV < CK;’ 
(iv) 1 5 r, I 2B. 
Then 
n&2+)+0(1) I A:@+) I &&2+)+0(l). 
Proof. We first note that by (i) and Lemma 3 we have qv # 0. Then 
from (i) and the definition <, = r<,, of <, we have that [” is large, so by 
(ii) and (13) we have yiV is small (i = 1, 2). So by (11) E, is small and 
thus from (10) we may assume 
3 < K: I 3/2 (qy # 0 implies IqvI 2 1). 
From this and (9) we have in fact that qy is large and positive. In this 
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situation (15) yields that (iii) is equivalent to (7). And finally, by (iv) 
t?” = 5K’ 5 2rc:- ‘B I 4B. 
This all shows that with a bounded number of exceptions all the {, 
satisfying (+0-(v) of the lemma satisfy (7) and (8) with the B in (8) replaced 
by 4B; hence the right hand inequality is true. 
Conversely assume (7) and (8). Then with a bounded error we may 
assume qv is large. So from (7), (lo), (11) and (12) we see K: is close to 1 
and so by (9) <, is large. Again by (15), (iii) and (7) are equivalent. Thus 
from the above and (iii) we have (ii) is true. Finally using (8) 
t, = qyIc: < 2q, I 28 
using the fact that K; is close to 1. Thus the lemma is proved. 
We also obtain 
LEMMA 5. ,l,(Cl-) = O(1). 
Proof. This follows the proof of Lemma 4. Namely, again we may assume 
qv is large, so again rc{ is close to 1 and so by (9) r, > 0. But in R-, r, = 
-r&, -=c 0 (we chose {,, > 0). 
COROLLARY. It suffices to show that 
A&2+) N Cl log B. 
Proof. This is immediate from Lemmas 4, 5 and the statement following 
the proof of Lemma 2. 
4. THE UNIFORM DISTRIBUTION PROBLEM 
One essential point in the proof of our theorem is that we may view 
K, as a constant. In this section we apply the uniform distribution theorem 
to count when in Lemma 4, (iii) CK;~ is rep1act.l by a constant, and then 
we show that this is all right. Here, however, we change our parameter 
from B to v1 and then in the next section put the B back. First we need 
the following lemma to guarantee the irrationality of certain quantities. 
LEMMA 6. Let a E K be any irrational element. Then aaC1)’ # 1. 
Proof. Assume that au(‘)* = 1. Let G be the galois group of the splitting 
field of K/Q. Since a is irrational, K = Q(a) ([K: Q] = 3, a prime) and 
so G can be viewed as a subgroup of the permutation group of a, a(l), a(‘). 
Moreover the order of G is 3 or 6 and hence G must contain the 3-cycle 
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(cc, u(l), cd’)). A pp ying this to our relation we get 1 
uuu)~ = ufouw = (pa2 = 1. 
These may be solved to yield c( 9 = 1. Since K is real, u = f 1 contradicting 
the irrationality of u. 
LEMMA 7. Let #h be the number of solutions of the inequalities 
0 -c Vl”, fl2” < G (16) 
and 
1 I vi I N. 
Then 
#INN Cd O’-+m) 
where C, > 0 is some constant. The similar statement holds for (16) and 
1 s-v, IN. 
Proof. We prove only the first statement. 
With A as in (2), set A, = -(ilk Then from (6) and (13) we have 
A2(Vl”Y r2J = (Plv, P2”) (17) 
where 
piy = j42pb (i = 1,2). 
We now must consider the two cases separately. 
(I) So K is totally real. Let cp: R2 --f R2 be the linear map defined by A, 
(it is an isomorphism by Lemma 1). We wish to find the number of 
(qiV, n2Jf lying in the square indicated in Figure 1. Applying cp to this 
region, we wish to find the number of (plV, p2Jf lying in some parallelo- 
gram-see Figure 2. Now 
~1v~zv = WC,)“(Nl,)” = f 1 
so these points are restricted to lie on one of the four branches of the 
hyperbolas x1x2 = f 1. Thus there are real numbers 0 < t, I t, such 
that (pi”, p2Jf lies in the parallelogram if and only if 
tz < IPlvl < t1 (18) 
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where to, t, depend only on which of the four branches the point lies. 
We note that we might have to = tl so no points are counted, as in the 
branches with x1 < 0 in Figure 2. So we have a number of cases depend- 
ing on which curve we are on and this depends on the signs of plv and pZY. 
But first we manipulate (18) a little. It is true if and only if 
1% to < 1% [PlYI < lois ti 
or 
log t, < VI log 1[:‘2@‘1+ v2 log 1~;‘2@‘/ < log t,. 
Now 
log Ic:“[‘,‘)l and log )[$‘2~i1)l 
are linearly independent over Q since otherwise we would have a relation 
5;‘#)2v1 g($l)2Y2 = 1 
for some integers vr, v2 not both zero. Then setting a = CT’ [y in Lemma 6 
we have u is irrational since cl, c2 are independent units and aacl)* = 1 
and this contradicts Lemma 6. 
Thus setting 
0 = (logli:‘251”I)/(loglr:‘2r’:‘l> 
we have 8 is irrational and (18) is equivalent to 
t, < v,%+v, < I3 
for some obvious real numbers t2, t, (which again may depend on which 
of the four curves the point lies). 
Since 8 is irrational we may apply the uniform distribution theorem to 
obtain the desired result. But we must be careful since t2, t, may change 
with vl, v,; but they do so in a regular way. We note that 
plv = p’~~“~‘,‘)Y1 ~(:)YZ 
and so since cl, C2 > 0 the sign of plv depends only on the signs of [(ll)“’ 
and [$l)v*. Similarly the sign of p2” depends only on the signs of c(12)v1 and 
‘z.2 * V(2)v2 In particular if vl and v2 have a given parity then these signs are 
fixed and so the curve stays fixed. Hence there are four cases. For example 
if vl is even and v2 is odd we wish to count the number of vi, vi satisfying 
t2 < 2v;e+2v;+1 < t, 
for fixed t2, t3 or (tz - 1)/2 I vi0 + v; < (t3 - 1)/2 where 1 I vi 5 N/2. 
The uniform distribution theorem applies in all cases. 
(II) So K has a complex embedding. Thus for all a E K, p = a(‘). In (17) 
we note that qlV, qzV are real and z = pZY. Moreover the first row of 
A2 is the complex conjugate of the second (see (2)). 
Define rp: R2 + C by composing A, with projection onto the first 
coordinate cp: R2 * C 2 3 C. Then rp is R-linear. Moreover rp is 
I3 
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nonsingular. To see this suppose 
a b 
A, = 
( 1 z 5 
and X = (xi, XJ E R2. Then cp(X) = ax, +bx,. If X # 0 and cp(X) = 0 
we would have a/b E R. In our case a/b = a\‘)/a$‘) (and b # 0). Let 
K(l) = r,K (where rrcx = a(l)). Then q(X) = 0 implies 
a\‘)/a(,‘) E K(l) n R = Q. 
But ail), crl’), ai’) is a basis of @‘)/Qso in particular a\‘)/c&‘) is irrational. 
So cp is nonsingular as desired. 
Again we wish to find the number of (qlV, q2,,)’ lying in the square of 
Figure 1. Applying cp, we see we wish to find the number of plV lying in 
some parallelogram-see Figure 3. Now setting i1 = [, vl = v we recall 
pl” = yp. 
I 
FIG. 3 
Hence lplyl = 1 since 
1 = INcl = l~{“‘t;‘2’I = 1((“‘r”‘l = l~1/2~(1)12. 
Set p0 = cl/z[(l). So lpOl = 1 and we wish to count the number of pOy 
lying in some nice subset of the unit circle in C. Moreover by Lemma 6 
p. is not a root of 1. So our result follows again from the uniform distri- 
bution theorem, 
This completes the proof of Lemma 7. 
LEMMA 8. Let #N be the number of solutions of(i), (ii), (iii) in Lemma 4 
such that 1 I vr 5 N. Then for some C, > 0 
#N N C,N (N + 00). 
Also the result holds if we consider 1 I -vi < N. 
Proof. As in the proof of Lemma 4, (i), (ii) imply K; is close to 1. In 
fact from (10) and (14) 
CK;’ = cr,“2(1 +&“/q”y 
= crj + o(q; ‘> 
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where C, = C& ‘I2 and “0” is uniform in Y (see the proof of Lemma 4). 
Hence we wish to count the number of v with 5, and qy large and 
and 1 5 v1 s N. 
0 < ?lw tlzv < G + w?;‘) (19) 
We analyze the proof of Lemma 7. Let cp be as defined in each case 
there 
rp:R2+R2(=C). 
Let 1 be the square in R2 
w: 0 < x, y < c#j. 
Then ~0 maps W into a parallelogram 9 and so maps a+ O(q; ‘) into 
p+O(q;l) Hence we want to count the number of vl, 1 I vr I N 
such that 
We applied, in Lemma 7, the uniform distribution theorem to certain 
sequences in certain intervals; these intervals are now perturbed by 
O(q;‘). Now clearly qV -+ co (as v1 --) co yielding solutions), hence the 
next lemma suffices. 
LEMMA9.&?ty,(V= 1,2 ,... )b e a sequence of real numbers uniformly 
distributed mod 1. Let x, > 0 be any sequence tending to zero. Let I be 
any interval contained in R of length 111. Set FN = number of v, m in Z 
such that yy +m E I+ 0(x,) and 1 I v I N. Then FN - IZ IN(N --) 00). 
We note that if an error term had been given for the uniform distribution 
of the y, and information had been given concerning how rapidly x, tends 
to zero we could derive an error term for FN. 
Proof of Lemma 9. For any given E > 0 there is an NO(e) such that 
n > No(a) implies x, < E. Let I, = interval I increased on either side by 
length E. Let FN(e) = number of points yV +m E I,, 1 I v I N. Then 
F, 5 FivW +N&) 
and this is true for all N and E. Hence as N + co 
lim sup FN/N I lim sup (FN(~)/N+No(&)jiV) = lIeI, 
since the y, were assumed to be uniformly distributed. Since this is true 
for all E > 0 we have 
lim sup F,/N I III. 
The proof that lim inf F,/N 2 111 is similar. This completes the proof 
of Lemma 9 and so of Lemma 8 also. 
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5. PROOF OF THE THEOREM 
As noted in the last section, all that remains to be done to prove 
Theorem 1 is to take the result of Lemma 8, change the range 1 I v1 5 N 
(or 1 5 -vl I N) to I I <, I 2B, and show this gives 
##-2’) - Cl log B(C1 > 0). 
Hence we need to solve for <, in terms of vl. 
LEMMA 10. There exists a constant C, # 0 such that for all v satisfying 
conditions (i), (ii) and (iii) of Lemma 4 we have 
log r, = VlC, +0(l) (VI + r!I 00). (20) 
Proof. As noted in Lemma 8 the set of v giving solutions to (i), (ii), (iii), 
is with a finite number of exceptions those giving a solution to (19). Since 
the validity of (20) for a sequence insures its validity for any subsequence, 
it suffices to show the following: Let C, > 0 be a constant. Then the set 
of v such that 
0 < 4-lw t12v < G 
satisfies (20). 
Recall that 5, = (‘To and so it suffices to show (20) with 5, replaced 
by c’. Now in Case II this is obvious since 
log 5’ = log [;’ = v1 log [i. 
So we restrict our attention to Case I. Examining the proof of Lemma 7 
we see we have for all v satisfying our conditions 
v1 log (@‘g’l+ v2 log It;;“&l’l = O(1) (VI + *co). 
Hence 
log r’ = vi log 51 +v, log (2 
= Vl log cl- ( log Ir:‘“i’,“l log ~~;/y’,“~ v1 +0(l) > log (2 
where 
= V,CT +0(l) 
c, = log ii - ;z; /;;::;i::J log r*. 
2 2 
Now C, = 0 implies 
det 
log Cl loI3 (2 
logl~‘,“l 1oglr’:‘l = O 
but this latter is the regulator of o which is not zero ([I]; page 115). 
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COROLLARY. 5, is large if and only if v1 is large and has the same sign 
as C,. 
We are now in a position to combine Lemmas 8 and 10 to complete 
the proof of Theorem 1. By the corollary of Lemmas 4 and 5 we must 
show 
n;(n+) N Cl log B. 
Also by the corollary above we may restrict the sign of vi to that of C,. 
Now let N = IC,/-l log B. Then 
1 I 5, I 2B 
implies 
0 5 log c, S log B+o(l) 
implies by Lemma 10 and the definition of N 
O(1) I vie, 5 IqV+O(l) 
implies 
Hence 
O(1) I Iv11 I N+O(l). 
M-J’) 5 #N+ql). 
The lower bound is similar and so there are constants c3, c4 such that 
Hence 
Letting N (hence B) tend to infinity and using Lemma 8 we have 
where 
lim !!TiE!2 = C 
B-+m log B l 
C1 = IC,I-‘C,, as desired. 
6. HIGHER DIMENSIONS 
There are two basic problems with the generalization of this method 
to fields of degree > 3. It is the purpose of this section to discuss these 
problems. We will, however, restrict our attention to a rotally real field 
K of degree m = nf 1 over Q. The notation set up before carries over 
in an obvious way to the present situation. 
We first concern ourselves with Lemma 7, where the actual counting 
was done. We still would have 
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where A, is a nonsingular matrix and 
piv = ~4yW (i=1,2,...,n) 
and 
iv = r;’ . . .I:“. 
So we need to count the number of (prV,. . . , pnJf for 1 < v1 I N, lying 
in some parallelepiped in R”. Again 
PlY. * - pnv=+l 
and we may view our problem as that of computing the number of integers 
Vl,. - ., v, such that 1 I v1 I N and 
VlX, + . . . +v,x, 
lies in some nice region in R”- ‘, where 
(i = 1,. . .) n). (21) 
Let A be the additive abelian subgroup of R”-I generated by X,, . . . , X,. 
If A were a lattice then the problem would be to prove that vlXl is 
uniformly distributed mod A. This would be the case if the coordinates 
of Xl with respect to X,, . . . , X,, were linearly independent with 1 over Q. 
A simple calculation shows that these conditions is the following con- 
jecture : 
CONJECTURE. The n real numbers det (X,, . . . , X,J, det (Xl, Xs,. . . , X,), 
. . ., det (Xl,. . . , X,-,) are linearly independent over Q, where the Xi are 
given by W, Cl,. . . , L > 1 are a baris of the units of the totally real field 
K and a, a(‘), . . . , a(“) denote the conjugates of an ct E K. 
In the case m = 3 of the paper we simply had 
x, = log I[:“#‘l and XZ = log I~~‘“~~“~ 
and the assertion was easy to establish. However if m = 4 we would need 
the three 2 x 2-minors of 
( 
log ]{:‘“[$“I log I[:‘“&r’l log Ir:‘“;‘,“1 
log l[y3(\2’l log I#“&“1 log Ir:‘“r;“‘I ) 
(22) 
to be linearly independent over Q. We note that the above matrix is a 
piece of the regulator matrix for K modified by elementary row operations 
and thus has rank = 2 and so at least one minor is nonzero. Suppose in 
(22) kl # 0, k2, k3 are integers such that 
k, det(X,, X2) + k2 det(X,, X3) + k, det(X,, X1) = 0. 
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Then 
det(k,Xr - kZX3, k,X,- k,X,) = 0. 
One checks immediately that 
GGk2 and i$‘[;“’ 
are independent units. So it would suffice to show: Let Ii, cz be any two 
independent units in a totally real field of degree 4 over Q. Then 
log Ir:‘“rYJ 1% IG’“t;‘:‘l 
1% JtlY”rl”l 1% IG’“rY’l 
is nonsingular. 
Now let us suppose that the analogue of Lemma 7 has been proved. 
Lemma 10 would then be valid as stated. But one key point in the proof 
was that <, and qy had the same order of magnitude for those v satisfying 
our conditions. To do this we had to have that qY # 0 (see Lemma 4) 
and this was proved in Lemma 3 by applying Thue’s theorem. The cor- 
responding result to Lemma 3 is trivially not true in higher dimensions 
(see [2]; page 299). However Lemma 3 is much more than we need. 
Assuming Lemma 7 and hence Lemma 10 we see the v satisfying our 
conditions form a one parameter family and so for these v, probably 
4” # 0. 
7. WHAT HAPPENED TO THE ERROR TERM? 
The error term disappeared in Lemma 7 (the rest of the proof could 
be altered to produce one if we had one in Lemma 7) when we applied the 
uniform distribution theorem to, say in Case I, 
e = loi3 16:“ry 
1% Ir:‘“cYl 
Applying the result ([q; page 28); if one had a good “type” for 0, i.e. 
irrationality measure, one could give an error term in Lemma 7. 
Suppose 8 has type < g (so g = an increasing function such that 
1q0-pI c l/qg(q) has only a finite number of solutions). Then from [6] 
( 
N 
#N = CSN + 0 j (g(t)1’2/t”2) dt . 
1 1 
Then we would obtain 
( 
CL, IogB 
& = C'logB+o 
I 
(g(t)1'2/t"2) dt 
1 
. 
So if for example g(t) = t”’ (’ m t erms of diophantine approximations 
a rather crude type) we would have an error of 0 (log3’4 B). However the 
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best type so far known for numbers like 8 have the order of magnitude 
(see [4] ; page 175) 
g(t) = p2 + Et 
much too crude to give an error term. 
Finally the same analysis using [I] would yield an error term in the 
higher dimensional case if one could obtain a sufficiently good linear 
independence measure for the determinants of the conjecture of the last 
section. 
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