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e Maria José de Paula Castanho.
Aos colegas de pós-gradução, meu muito obrigado pela grande ajuda
dentro e fora da sala de aula.
Finalmente, agradeço ao meu orientador, professor Jurandir Ceccon,
pela paciência (Deus sabe que ele precisou!) e por estar sempre
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“ Sabe-se que há um número infinito de mundos, simples-
mente porque há um espaço infinito para que os haja. Toda-
via, nem todos são habitados. Assim, deve haver um número
finito de mundos habitados. Qualquer número finito divi-
dido pelo infinito é tão perto de zero que não faz diferença,
de forma que a população de todos os planetas do Uni-
verso pode ser considerada igual a zero. Daı́ segue que a
população de todo o Universo também é zero, e que quais-
quer pessoas que você possa encontrar de vez em quando




Neste trabalho, analisamos a regularidade L∞ de minimizantes para o funcional








restrito ao conjunto EF = {u ∈ W 1,20 (Ω,Rk) :
∫
Ω
F (u)dx = 1}, em que Ω
é um subconjunto aberto e limitado de Rn, F e G são funções contı́nuas e ho-
mogêneas de graus 2∗ e 2, respectivamente. Previamente algumas condições são
estabelecidas para a existência desses minimizantes. Além disso, supondo F eG
funções de classe C1 e definindo f(u) =
1
2∗
∇F (u) e g(u) = 1
2
∇G(u), alguns
resultados sobre a existência de soluções não triviais para o sistema −∆u = f(u) + g(u) em Ω,u = 0 sobre ∂Ω
são demonstrados.
Palavras-chave: Minimização não suave; regularidade; potenciais elı́pticos; ex-
poente crı́tico de Sobolev.
iii
Abstract
In this work, we analyse the L∞ regularity of minimizers for the functional Φ :








constrained to the set EF = {u ∈ W 1,20 (Ω,Rk) :
∫
Ω
F (u)dx = 1}, where Ω
is bounded open subset of Rn, F and G are homogeneous continuous functions
of degree 2∗ and 2, respectively. Previously some conditions are established for
existence of these minimizers. Moreover, assuming F and G are C1 functions
and setting f(u) =
1
2∗
∇F (u) and g(u) = 1
2
∇G(u), some results about existence
of nontrivial solutions to the system −∆u = f(u) + g(u) em Ω,u = 0 sobre ∂Ω
are demonstrated.
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Em 1983, no artigo intitulado ”Positive Solutions of Nonlinear Elliptic Equations
Involving Critical Sobolev Exponents”, Brezis e Nirenberg [7] investigaram a existência de
soluções para o problema 
−∆u = |u|2∗−1 + λu em Ω,
u > 0 em Ω,
u = 0 sobre ∂Ω
(1)
em que 2∗ =
2n
n− 2
e Ω é um subconjunto aberto limitado de Rn, com n ≥ 3.
O método para determinar soluções de (1) consiste em mostrar a existência de pontos































Segundo [7], as soluções do problema (2) estão associadas ao primeiro autovalor do
operador Laplaciano, dado por
λ1 = inf
{






|∇u|2dx,∀u ∈ W 1,20 (Ω)
}
.
Isto é, o problema (2) possui solução quando 0 < λ < λ1 e não admite solução quando λ < 0
e Ω é estrelado ou λ ≥ λ1.
Uma possı́vel generalização para o problema (1) é dada por −∆pu = |u|p
∗−2u+ λ|u|p−2u em Ω,
u = 0 sobre ∂Ω
(3)
Introdução 2
















restrito ao conjunto {u ∈ W 1,p0 (Ω) :
∫
Ω
|u|p∗dx = 1}. Assim, foi possı́vel mostrar que o










|∇u|pdx,∀u ∈ W 1,p0 (Ω)
}
.
Além disso, o problema (3) não admite solução quando λ ≤ 0 e Ω é estrelado ou λ ≥ λ1.
Esse tipo de problema tem sido explorado recentemente no caso vetorial dado por −∆u = f(u) + g(u) em Ω,u = 0 sobre ∂Ω (5)
em que u = (u1, · · · , uk), ∆u = (∆u1, · · · ,∆uk), f(u) = 1
p∗
∇F (u) e g(u) = 1
p
∇G(u), onde
F,G : Rk → R são funções de classe C1 homogêneas de graus p∗ e p, respectivamente. O caso
particular em que G(t) =< At, t >, sendo A uma matriz simétrica kxk, tem sido discutido
na literatura, como por exemplo em [1], [3] e, mais recentemente, em [12]. Note que quando
tomamos k = 1 e p = 2 em (5) retornamos ao problema (1).
Procedendo como no caso escalar, veremos que as soluções desse problema para o








restrito ao conjuntoEF = {u ∈ W 1,20 (Ω,Rk) :
∫
Ω
F (u)dx = 1}, em que |∇u|2 :=
∑k
i=1 |∇ui|2.
No capı́tulo dois deste trabalho estaremos interessados em obter condições necessárias
e/ou suficientes para que o conjunto XF = {u ∈ EF : Φ(u) = cF}, em que cF = infu∈EF Φ(u),
seja não vazio, supondo apenas que as funções F e G sejam contı́nuas. Nossa principal re-
ferência é o trabalho de Barbosa e Montenegro [2]. Observamos que:
i) para n ≥ 4, se G(t0) > 0 para algum ponto de máximo de F sobre a esfera Sk−1, então
XF é não vazio;







, em que k(n, 2) é a constante ótima
de Sobolev e ϕ1 ∈ W 1,20 (Ω) é uma autofunção associada ao autovalor λ1, então XF é não
vazio.
Introdução 3
Posteriormente, mostraremos que alguns resultados de [7] podem ser estendidos para o caso ve-
orial. Mais especificamente, provaremos que as desigualdades 0 < MG = max|t|=1G(t) < λ1
são condições suficientes para a existência de soluções não triviais de (5) no caso p = 2. Esta
conclusão segue quase imediatamente do método dos multiplicadores de Lagrange aplicado
ao problema de minimização anterior. Além disso, afirmamos que a positividade de G é uma
condição necessária para a existência de soluções em um domı́nino estrelado. Para isso, como
no caso escalar, faremos uso da Identidade de Pohozaev. E, por último, forneceremos um exem-
plo em que o sistema (5) não admite solução positiva quando MG ≥ λ1.
No capı́tulo 3 iremos investigar estimativas a priori para o conjunto XF . Mais preci-
samente, iremos mostrar que XF tem regularidade L∞. Observamos que para o caso k = 1,
Brezis e Nirenberg provam que XF é não vazio se, e somente se, cF < k(n, 2)−2 em (2).




−2, onde MF = max|t|=1F (t). Então, dividiremos a análise da regulari-
dade em dois caso: cF < M
−2/2∗
F k(n, 2)




Para o caso em que cF < M
−2/2∗
F k(n, 2)
−2 estabeleceremos uma limitação uniforme
em XF . Para isso, será introduzido o conceito de solução ”ultra fraca”para o problema
−∆u · u = cFF (u) +G(u) em Ω,
já que F e G não são diferenciáveis.
No segundo caso, mostraremos que se (um) ⊂ XF é tal que um ⇀ u0 fracamente em
W 1,20 (Ω,Rk), segue que:
i) se u0 6= 0, então ‖um‖L∞(Ω,Rk) ≤ C e u0 ∈ L∞(Ω,Rk);
ii) se u0 = 0, então ‖um‖L∞(Ω,Rk) →∞.
Para estabelecer estas convergências faremos uso do Teorema da Concentração da Compacidade
e do Lema de Brezis-Lieb, ambos demonstrados no capı́tulo 1. A principal referência utilizada
aqui é Ceccon e Montenegro [8].
Capı́tulo 1
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1.1 Espaços de Sobolev e Soluções Fracas
Nesta seção definiremos Espaços de Sobolev e apresentaremos algumas propriedades
relevantes para o desenvolvimento do trabalho. Algumas demonstrações serão omitidas para
facilitar a leitura ou por serem resultados bem conhecidos da teoria. Além disso, introduzire-
mos o conceito de solução fraca e demonstraremos caracterı́sticas importantes a respeito das
mesmas.
Teorema 1.1 Sejam (um) ⊂ Lp(Ω) uma sequência e u ∈ Lp(Ω) uma função tais que
‖um − u‖Lp(Ω) → 0. Então, existe uma subsequência (umk) tal que:
i) umk(x)→ u(x) q.t.p. em Ω;
ii) |umk(x)| ≤ h(x) para todo k ∈ N e q.t.p. em Ω, com h ∈ Lp(Ω).
Demonstração. Consulte [4], Teorema IV.9, página 58.
Lema 1.2 Se u ∈ Lp(Ω) ∩ L∞(Ω) para algum p <∞, então ‖u‖L∞(Ω) = limq→∞ ‖u‖Lq(Ω).
Demonstração. Pela desigualdade de interpolação, temos que ‖u‖Lq(Ω) ≤ ‖u‖p/qLp(Ω)‖u‖
1−p/q
L∞(Ω).
Desde que limr→0 ar = 1 e limr→0 a1−r = a para qualquer a > 0, segue que lim supq→∞ ‖u‖Lq(Ω) ≤
‖u‖L∞(Ω).
Por outro lado, considere o conjunto Ωε = {x : |u(x)| > ‖u‖L∞(Ω) − ε} para algum ε > 0.
É claro que |Ωε| > 0, logo ‖u‖Lq(Ω) ≥ (‖u‖L∞(Ω) − ε)|Ωε|1/q. Fazendo q → ∞ encontramos
lim infq→∞ ‖u‖Lq(Ω) ≥ (‖u‖L∞(Ω) − ε). Como ε é arbitrário, segue o resultado.
4
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Definição 1.3 (Notação de multi-ı́ndice)
i) Um vetor da forma α = (α1, ..., αn), com αi ∈ N,∀i ∈ N é chamado multi-ı́ndice de
ordem |α| = α1 + · · ·+ αn.
ii) Considere uma função ϕ ∈ Ck(Ω) e um multi-ı́ndice α, com |α| ≤ k, e k ∈ N. Definimos
Dαϕ(x) =
∂|α|ϕ(x)








Definição 1.4 (Derivada fraca) Sejam u, v ∈ L1loc(Ω). Dizemos que v é a α-ésima derivada





vϕdx,∀ϕ ∈ C∞c (Ω).
Definição 1.5 (Espaços de Sobolev) Sejam Ω ⊂ Rn um aberto, 1 ≤ p ≤ ∞ e k um inteiro não
negativo. O espaço de Sobolev
W k,p(Ω)
é o conjunto formado por todas as funções u ∈ Lp(Ω) tais que existem as derivadas fracas
Dαu ∈ Lp(Ω), para qualquer multi-ı́ndice α com |α| ≤ k.









se 1 ≤ p <∞,∑
|α|≤k ‖Dαu‖∞ se p =∞
Teorema 1.7 O espaço de Sobolev W k,p(Ω), 1 ≤ p ≤ ∞, com a norma acima é um espaço de
Banach.
Demonstração. Consulte [4], Proposição IX.1, página 150.
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Teorema 1.8 O espaço de Sobolev W k,p(Ω), 1 < p <∞, com a norma acima é reflexivo.
Demonstração. Consulte [4], Proposição IX.1, página 150.
Definição 1.9 Denotaremos por W k,p0 (Ω) o fecho do conjunto C∞c (Ω) no espaço W k,p(Ω) com
respeito à norma ‖.‖Wk,p(Ω).
Teorema 1.10 (Aproximação global por funções suaves até a fronteira) Assuma que Ω é limi-
tado com ∂Ω ∈ C1 e suponha que u ∈ W k,p(Ω) com 1 ≤ p < ∞. Então existem funções
(um) ∈ C∞(Ω) tais que
um → u em W k,p(Ω).
Demonstração. Consulte [9], Teorema 3, página 252.










, para i = 1, · · · , n.
Demonstração. Consulte [4], Proposição IX.4, página 155.
Teorema 1.12 (Regra da Cadeia) Sejam f ∈ C1(R), f ′ ∈ L∞(R) e u ∈ W 1,2(Ω). Então a
função composta f ◦ u ∈ W 1,2(Ω) e
D(f ◦ u) = f ′(u)Du.
Demonstração. Consulte [4], Proposição IX.5, página 155.





Teorema 1.14 Assuma 1 ≤ p < n. Existe uma constante C, dependendo somente de p e n, tal
que
‖u‖Lp∗ (Rn) ≤ C‖∇u‖Lp(Rn) (1.1)
para toda u ∈ C∞c (Rn).
Demonstração. Consulte [9], Teorema 1, página 263.
Definição 1.15 Denotaremos porD1,p(Rn) o fecho do conjunto C∞c (Rn) com respeito à norma
‖∇ · ‖Lp(Rn).
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Definição 1.16 Seja k(n, p) a menor constante satisfazendo desigualdade (1.1). Tal constante
é chamada de Constante Ótima de Sobolev e a desigualdade (1.1), com C = k(n, p), é deno-
minada Desigualdade Ótima de Sobolev.
Segundo [16], a igualdade na definição anterior ocorre se considerarmos funções da
forma
u0(x) = αω(β(x− x0)),









As funções u0 são chamadas de Funções extremais para a desigualdade ótima de Sobolev.
Teorema 1.17 Sejam Ω ⊂ Rn um aberto limitado, com fronteira de classe C1, 1 ≤ p < n e
u ∈ W 1,p(Ω). Então u ∈ Lp∗(Ω) e além disso
‖u‖Lp∗ (Ω) ≤ C‖u‖W 1,p(Ω).
Demonstração. Consulte [9], Teorema 2, página 265.
Teorema 1.18 (Desigualdade de Poincaré) Sejam Ω ⊂ Rn, um aberto limitado, 1 ≤ p < n e
u ∈ W 1,p0 (Ω). Então, existe uma constante C = C(n, p, q,Ω) tal que
‖u‖Lq(Ω) ≤ C‖∇u‖Lp(Ω)
para todo 1 ≤ q ≤ p∗.
Demonstração. Consulte [9], Teorema 3, página 265.
Observe que, pelo teorema acima, a expressão ‖∇·‖Lp(Ω) define uma norma emW 1,p0 (Ω) quando
Ω é um aberto limitado.
Definição 1.19 Sejam X e Y espaços de Banach, com X ⊂ Y . Dizemos que X está imerso
compactamente em Y e denotamos por X ⊂⊂ Y , se
i) existe uma constante C tal que
‖x‖Y ≤ C‖x‖X ,∀x ∈ X;
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ii) se (xm) é uma sequência limitada em X , então existe uma subsequência (xmj) conver-
gente em Y .
Teorema 1.20 (Rellich-Kondrachov) Sejam Ω ⊂ Rn um aberto limitado, com fronteira de
classe C1 e 1 ≤ p < n. Então
W 1,p(Ω) ⊂⊂ Lq(Ω), com q ∈ [1, p∗).
Demonstração. Consulte [9], Teorema 1, página 272.
Agora, considere o seguinte problema: −∆u = f(x, u) em Ωu = 0 sobre ∂Ω. (1.2)





f(x, u)φdx,∀φ ∈ W 1,20 (Ω). (1.3)
Pelo Teorema 1.17 toda solução fraca de (1.2) está em L2∗(Ω). Porém, os próximos
teoremas apresentam condições para que esse espaço possa ser “melhorado“ em algum subcon-
junto de Ω.
Teorema 1.22 Seja u ∈ W 1,20 (Ω), u ≥ 0, uma solução fraca de (1.2) e f uma função tal que
|f(x, u)| ≤ C(1 + |u|2∗−1). Então u ∈ Lβ2∗(Ω), com 1 < β < 2∗
2
.
Demonstração. Para cada l > 0 defina
Fl(u) =
 uβ, se u ≤ l;βlβ−1(u− l) + lβ, se u > l;
e
Gl(u) =
 u(2β−1), se u ≤ l;(2β − 1)l(β−1)2(u− l) + l(2β−1), se u > l.
Logo,
F ′l (u) =
 βuβ−1, se u ≤ l;βlβ−1, se u > l;
e
G′l(u) =
 (2β − 1)u(β−1)2, se u ≤ l;(2β − 1)l(β−1)2, se u > l.
Assim, obtemos as seguintes propriedades:
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i) Gl(u) ≤ uG′l(u);
Para u ≤ l observe que 2β − 2 > 0. Logo (2β − 2)u(2β−1) ≥ 0, isto é,
u(2β−1) ≤ u(2β − 1)u2(β−1).
Se u > l, como −2β + 2 < 0 segue que (−2β + 2)l2β−1 ≤ 0. Assim,
(2β − 1)l2(β−1)u− (2β − 1)l2β−1 + l2β−1 ≤ (2β − 1)l2(β−1)u,
ou seja,
(2β − 1)l2(β−1)(u− l) + l2β−1 ≤ (2β − 1)l2(β−1)u.
ii) c[F ′l (u)]
2 ≤ G′l(u), para alguma constante c independende de l;
Para ambos os casos basta tomar 0 < c < 1/2, então cβ2 − 2β + 1 ≤ 0 quando 1 < β <
2∗/2.
iii) uGl(u) ≤ [Fl(u)]2;
É claro que o caso u ≤ l é satisfeito. Vamos mostrar que o mesmo acontece para u > l.
Basta ver que, a desigualdade acima é equivalente a
(β2 − 2β + 1)l2(β−1)u2 − 2(β2 − 2β + 1)l2β−1u+ (β2 − 2β + 1)l2β ≥ 0,
a qual é verdadeira sempre que β2 − 2β + 1 ≥ 0, que por sua vez é válida para todo β.
iv) Fl(u), Gl(u) ∈ W 1,20 (Ω);
Basta observar que Fl e Gl são funções C1(R) com derivadas limitadas, portanto, pela
regra da cadeia, Fl(u), Gl(u) ∈ W 1,20 (Ω).






Como ∇(η2Gl(u)) = 2η∇ηGl(u) + η2G′l(u)∇u, aplicando a propriedade (i), a desigualdade














































Além disso, a hipótese fornece que Gl(u)f ≤ C3(1 + u2
∗−1Gl(u)). Assim, escolhendo ε sufici-































































































e, como β < 2
∗
2
, temos que u ∈ Lβ2
∗
loc (Ω).
Para os pontos x0 ∈ ∂Ω a argumentação anterior ainda se aplica, basta considerar funções da
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forma η = η|Ω, em que supp(η) = B(x0, R), e observar que η2Gl(u) e ηFl(u) ainda estão em
W 1,20 (Ω). Portanto u ∈ Lβ2
∗
(Ω).





fφdx, ∀φ ∈ W 1,20 (Ω), φ ≥ 0,
é suficiente.











onde λ = min(1, Nα−1) e Λ = max(1, Nα−1).
Demonstração. Consulte [15], Lema 1.
Lema 1.24 Seja α um expoente positivo e ai, bi, i = 1, ..., N, números reais tais que 0 < ai <












onde C depende somente de N,α e βi, com γi = (α− βi)−1.

































Tome ε = (α/2Nβ)β/α, portanto
azβ ≤ (1/2N)zα + (2Na)α/(α−β). (1.6)
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A conclusão segue imediatamente do Lema 1.23.
Teorema 1.25 Seja u ∈ W 1,20 (Ω) satisfazendo∫
Ω
A(x, u,∇u)∇φ+B(x, u,∇u)φdx = 0, ∀φ ∈ W 1,20 (Ω), (1.7)
onde A = A(x, u, p) e B = B(x, u, p) estão definidas para todos os valores de u, p e todos os
pontos x ∈ Ω. Além disso, elas satisfazem desigualdades da forma
|A| ≤ a|p|α−1 + b|u|α−1 + e,
|B| ≤ c|p|α−1 + d|u|α−1 + f,
pA ≥ |p|α − d|u|α − g,
onde 1 < α < n é um expoente fixo, a é uma constante positiva, e b, c, d, e, f e g são funções
mensuráveis positivas com
b, e ∈ L
n
(α−1) (Ω); c ∈ L
n
(1−ε) (Ω); d, f, g ∈ L
n
(α−ε) (Ω) com 0 < ε < 1.
Então, para x ∈ Ω e B(x, 2R) ⊂ Ω, temos que
‖u‖L∞(B(x,R)) ≤ CR
−n




‖∇u‖Lα(B(x,R)) ≤ CR−1(‖u‖Lα(B(x,2R)) + kR
n
α ),
em que C e k são constantes que não dependem de u e ∇u.
Demonstração. Seja x ∈ Ω e suponha primeiro que R = 1. Considere a função
ū = |u|+ k, x ∈ B(x, 2),
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|A| ≤ a|p|α−1 + b̄|ū|α−1,
|B| ≤ c|p|α−1 + d̄|ū|α−1,
pA ≥ |p|α − d̄|ū|α.
(1.8)
com b̄ = b+ k1−αe, d̄ = d+ k1−αf + k−αg. Além disso, as normas de b̄ e d̄ são limitadas,
‖b̄‖Ln/(α−1)(B(x,2)) ≤ ‖b‖Ln/(α−1)(B(x,2)) + 1, ‖d̄‖Ln/(α−ε)(B(x,2)) ≤ ‖d‖Ln/(α−ε)(B(x,2)) + 2.
O restante da prova depende de uma escolha apropriada da função teste na relação (1.7). Para
q ≥ 1 e l > k fixos, defina as funções
Fl(ū) =
 ūq, se k ≤ ū ≤ l,qlq−1ū− (q − 1)lq, se l ≤ ū,
e
Gl(u) = sign(u){Fl(ū)F ′l (ū)α−1 − qα−1kβ}, −∞ < u <∞,
onde q e β estão relacionados por αq = α + β − 1. Evidentemente Fl é continuamente di-
ferenciável como função de ū e Gl é suave por partes como função de u. Agora, considere
η ∈ C∞c (B(x, 2)), não negativa, e tome como função teste em (1.7)
φ = ηαGl(u).
No conjunto onde |u| 6= l − k temos que
∇φ = αηα−1∇ηGl + ηαG′l∇u,
com
G′l =
 q−1β(F ′l )α, se |u| < l − k,(F ′l )α, se |u| > l − k,
Portanto, usando (1.8) e o fato de que |Gl| ≤ Fl(F ′l )α−1 e |∇u| = |∇ū| temos
∇φA+Bφ ≥ ηαG′l{|∇u|α − d̄|ū|α} − αηα−1|∇ηGl|{a|∇u|α−1 + b̄|ū|α−1}
−ηα|Gl|{c|∇u|α−1 + d̄|ū|α−1}
≥ |ηF ′l∇ū|α − αa|∇ηFl||ηF ′l∇ū|α−1 − αb̄|∇ηFl||ηF ′l ū|α−1
−cηFl|ηF ′l∇ū|α−1 − d{q−1β|ηF ′l ū|α + ηFl|ηF ′l ū|α−1},
válida sempre que |u| 6= l − k. A última desigualdade pode ser simplificada fazendo vl =
vl(x) = Fl(ū). Desde que ūF ′l ≤ qFl segue que
∇φA+Bφ ≥ |η∇vl|α − αa|∇ηvl||η∇vl|α−1 − αqα−1b̄|∇ηvl|(ηvl)α−1
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−cηvl|η∇vl|α−1 − (1 + β)qα−1d̄(ηvl)α. (1.9)
No conjunto onde |u| = l − k temos ∇φ = αηα−1∇ηGl e ∇u = ∇ū = 0 q.t.p., então (1.9)
















Os termos do lado direito da desigualdade acima podem ser estimados usando a desigualdade




b̄|∇ηvl|(ηvl)α−1dx ≤ ‖b̄‖Ln/(α−1)(B(x,2))‖∇ηvl‖Lα(B(x,2))‖ηvl‖α−1Lα∗ (B(x,2))
≤ C‖∇ηvl‖Lα(B(x,2))‖∇(ηvl)‖α−1Lα(B(x,2))
≤ C{‖∇ηvl‖αLα(B(x,2)) + ‖∇ηvl‖Lα(B(x,2))‖η∇vl‖α−1Lα(B(x,2))}.
Aqui C denota uma constante (que geralmente muda de acordo com as estimativas) que não

























≤ C‖ηvl‖εLα(B(x,2)){‖∇ηvl‖α−εLα(B(x,2)) + ‖η∇vl‖
α−ε
Lα(B(x,2))}.
Escrevendo z = ‖η∇vl‖Lα(B(x,2))/‖∇ηvl‖Lα(B(x,2)), ς = ‖ηvl‖Lα(B(x,2))/‖∇ηvl‖Lα(B(x,2)), e
substituindo em (1.10) juntamente com as quatro estimativas acima, encontramos
zα ≤ C[zα−1 + qα−1(1 + zα−1) + ςε(zα−1 + zα−ε) + (1 + β)qα−1ςε(1 + zα−ε)].
Aplicando o Lema 1.24 e simplificando o resultado, obtemos (desde que 1 + β ≤ (α + 1)q)
z ≤ Cqα/ε(1 + ς),
ou, em termos das funções originais
‖η∇vl‖Lα(B(x,2)) ≤ Cqα/ε(‖ηvl‖Lα(B(x,2)) + ‖∇ηvl‖Lα(B(x,2))). (1.11)
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Novamente pela desigualdade de Sobolev, segue finalmente que
‖ηvl‖Lα∗ (B(x,2)) ≤ Cqα/ε(‖ηvl‖Lα(B(x,2)) + ‖∇ηvl‖Lα(B(x,2))). (1.12)
Agora, sejam h e h′ números reais satisfazendo h′ < h ≤ 2. Escolha η tal que η = 1 em
B(x, h′), 0 ≤ η ≤ 1 em B(x, h), nula fora de B(x, h) e, além disso, máx|∇η| = 2(h − h′)−1.
Substituindo essa função em (1.11) e (1.12) segue imediatamente que
‖∇vl‖Lα(B(x,h′)) ≤ Cqα/ε(h− h′)−1‖vl‖Lα(B(x,h)) e (1.13)
‖vl‖Lα∗ (B(x,h′)) ≤ Cqα/ε(h− h′)−1‖vl‖Lα(B(x,h)). (1.14)
Façamos l → ∞ na equação (1.14). Desde que vl → ūq, pelo Teorema da Convergência
Monótona obtemos
‖ū‖Lα∗ (B(x,h′)) ≤ Cqα/ε(h− h′)−1‖ūq‖Lα(B(x,h)). (1.15)
Note que isto é válido devido a finitude da norma presente no lado direito. Finalmente, (1.15)
pode ser simplificado tomando
p = αq = α + β − 1, κ = α∗/α = n/(n− a),
dessa forma
‖ū‖Lκp(B(x,h′)) ≤ [C(p/α)α/ε(h− h′)−1]α/p‖ū‖Lp(B(x,h)). (1.16)
A conclusão desejada segue por iteração dessa desigualdade. Defina, para ν = 0, 1, 2, ...,
pν = κ
να,
e hν = 1 + 2−ν , h′ν = hν+1, portanto (1.16) torna-se




onde K = 2κα/ε. Por iteração segue





desde que ambas as séries convergem. A desigualdade acima nos diz que u ∈ Lq(B(x, 1))
para todo 1 < q ≤ ∞. De fato, se u não fosse limitada, o conjunto Ωε = {x : u(x) >
C‖ū‖Lα(B(x,2)) +ε} teria medida positiva, daı́ limq→∞‖ū‖Lq(B(x,1)) ≥ (C‖ū‖Lα(B(x,2)) +ε) con-
tradizendo a desigualdade acima. Então, fazendo ν → ∞, e observando que ‖ū‖L∞(B(x,1)) ≤
lim ‖ū‖Lpν (B(x,hν)), do Lema 1.2 resulta
‖ū‖L∞(B(x,1)) ≤ C‖ū‖Lα(B(x,2)).
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Como ū = |u|+ k, concluı́mos que
‖u‖L∞(B(x,1)) ≤ C{‖u‖Lα(B(x,2)) + k}
Isto prova a primeira parte do teorema no caso R = 1. A segunda parte segue imediatamente
tomando q = 1, h′ = 1, h = 2 em (1.13). O caso geral R 6= 1 pode ser obtido do caso particular
R = 1 por uma simples mudança de variável.
Observe que se u ≥ 0 no teorema acima, então a condição∫
Ω
A(x, u,∇u)∇φ+B(x, u,∇u)φdx ≤ 0, ∀φ ∈ W 1,20 (Ω), φ ≥ 0,
é suficiente.
1.2 Teorema da Concentração de Compacidade
O principal objeto desta seção é fornecer uma demonstração para o Teorema da Concen-
tração de Compacidade, que nos será útil no capı́tulo três. Para isso, precisamos generalizar al-
guns conceitos da seção anterior (dentre eles a desigualdade de Sobolev), e introduzir o conceito
de convergência fraca em medida, o qual também será necessário adiante.
Definição 1.26 Dizemos que uma funçãoH : Rk → R é homogênea de grau q quandoH(ρt) =
ρqH(t) para todo ρ > 0 e t ∈ Rk.
Definição 1.27 Denotaremos por Ek o espaço W 1,20 (Ω,Rk) := W
1,2
0 (Ω)× · · · ×W
1,2
0 (Ω) mu-





































Definição 1.28 Seja F : Rk → R uma função contı́nua e homogênea de grau 2∗. Além disso,
assuma F positiva em Rk\{0}. Definamos





: u ∈ Ek, ‖u‖Ek = 1
}
e





: u ∈ D1,2(Rn,Rk), ‖u‖D1,2(Rn,Rk) = 1
}
.
Lema 1.29 kF (Ω) = kF (Rn).
Demonstração. Como W 1,20 (Ω,Rk) ⊂ W 1,2(Rn,Rk) segue que kF (Ω) ≤ kF (Rn). Para a de-
sigualdade contrária considere uma sequência (um) ⊂ C∞c (Rn,Rk) com
∫
Rn F (um)dx = 1 tal
que ‖um‖2
∗
D1,2(Rn,Rk) → kF (R
n). Por translação e contração podemos assumir que supp(um) ⊂
Ω, então um ∈ W 1,20 (Ω,Rk), logo kF (Ω) ≥ limm→∞ um = kF (Rn).
Teorema 1.30 Considere uma função F como na definição 1.28. Então
i) kF (Rn) = M1/2
∗
F k(n, 2), onde k(n, 2) é a constante ótima de Sobolev escalar e MF é o
valor máximo da F sobre Sk−1 = {t ∈ Rk : |t| = 1}, com |t| = (
∑k
i=1 |ti|2)1/2;
ii) kF (Rn) é atingido em aplicações da forma u = t0v0, onde t0 ∈ Sk−1 é um ponto de
máximo da F e v0 é uma função extremal para k(n, 2). Além disso, todas as funções
extremais para kF (Rn) são dessa forma.
Demonstração. (i) Como F (t/|t|) ≤MF , pela homogeneidade da F temos que F (t) ≤MF |t|2
∗



















































Considere agora a aplicação u0 = t0v0 ∈ Ek onde t0 ∈ Sk−1 satisfazendo MF = F (t0) e v0


























(ii) Em particular, u0 = t0v0 é uma aplicação extremal para kF (Rn). Além disso, toda aplicação
extremal para kF (Rn) tem essa forma. De fato, se u é uma aplicação extremal então u satisfaz
(1.17) com igualdade em todos os passos. Porém, o segundo passo corresponde a desigualdade
de Minkowski, logo existe t1 ∈ Sk−1 e uma função v1 ∈ W 1,2(Rn) tal que u = t1v1. Final-
mente, da primeira igualdade deduzimos que F (t1) = MF , e, da terceira, que v1 é uma função
extremal para k(n, 2).
Lema 1.31 Seja F : Rk → R, k ≥ 1, uma função positiva em Rk\{0}, contı́nua e homogênea
de grau 2∗. Então, para todo ε > 0, existe um C(ε) tal que, para todo a, b ∈ Rk, vale
|F (a)− F (b)− F (a− b)| ≤ ε|a− b|2∗ + C(ε)|b|2∗ .
Demonstração. Se b = 0, o resultado é óbvio. Então, considere b 6= 0.
Suponha, por absurdo, que exita um ε0 > 0 tal que, para todo n ∈ N existam an e bn em Rk que
verifiquem a desigualdade








. Dividindo a desigualdade acima por |bn|2
∗ , podemos reescrevê-la como
|F (cn)− F (1n)− F (cn − 1n)| − ε0|cn − 1n|2
∗
> n, (1.18)




Vamos dividir a análise dessa desigualdade em dois casos.
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Caso 1) |cn| → ∞.















)∣∣∣∣− ε0) > n. (1.19)
Agora, observe que:
1) |cn| − 1 ≤ |cn − 1n| e, portanto, |cn − 1n| → ∞ quando n→∞;
2) Pelo item (1) podemos considerar |cn − 1n| ≥ 1, logo


































0 e εo > 0.
Caso 2) |cn| < C <∞.
Por (1.18) e pela homogeneidade, continuidade e positividade da F , temos que
n < |F (cn)− F (1n)− F (cn − 1n)| − ε0|cn − 1n|2
∗
≤ |F (cn)− F (1n)− F (cn − 1n)|
≤ F (cn) + F (1n) + F (cn − 1n)
≤ MF |cn|2
∗
+MF +MF |cn − 1n|2
∗
≤ C1.
Novamente chegamos a uma contradição quando n→∞.
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Teorema 1.32 (Brezis-Lieb) Seja F : Rk → R, k ≥ 1, uma função contı́nua e homogênea de





uma sequência limitada e









Demonstração. Considere as funções
f εm = (|F (vm)− F (vm − v)− F (v)| − ε|vm − v|2
∗
)+.
Tomando a = vm e b = v no Lema anterior, temos que |f εm| ≤ C(ε)|v|2
∗ . Como v ∈ L2∗(Ω,Rk)
já que ‖v‖2∗
L2∗ (Ω,Rk) ≤ lim infm→∞ ‖vm‖
2∗
L2∗ (Ω,Rk) ≤ lim infm→∞
∫
Ω
F (vm)dx < C, então, pelo
Teorema da Convergência Dominada de Lebesgue, segue que
∫
Ω
f εmdx → 0 quando m → ∞.






|F (vm)− F (vm − v)− F (v)| ≤ εC
com C = supm ‖vm − v‖2
∗
2∗ <∞. Fazendo ε→ 0 o resultado segue.
Definição 1.33 Sejam J : X → R um funcional e X um espaço de Banach. Dizemos que J
é fracamente semicontı́nuo inferiormente se para toda sequência (um) ⊂ X , com um ⇀ u,
tivermos J(u) ≤ lim infm→∞ J(um).
Teorema 1.34 Seja L : Rn ×R×Ω→ R uma função limitada inferiormente. Suponha ainda,
que L satisfaça
|L(y, z, x)| ≤ C(1 + |y|q + |z|q),∀(y, z, x) ∈ Rn × R× Ω̄





é fracamente semicontı́nuo inferiormente em W 1,q(Ω), sendo 1 < q <∞.
Demonstração. Consulte [9], Teorema 1, página 446.
Agora, considere o espaço
B(Ω,R) := {u : Ω→ R : u é contı́nua e limitada em Ω}
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e o subespaço
K(Ω) = {u ∈ B(Ω,R) : supp(u) ⊂⊂ Ω}.
Defina C0(Ω) = K(Ω) com respeito a norma ‖.‖∞. Então, dada uma medida finita µ em Ω,
defina o funcional linear contı́nuo T : C0(Ω)→ R por




Finalmente, podemos definir a norma de uma medida. Para isso, sejaM(Ω) o espaço vetorial






Definição 1.35 (Convergência fraca de medidas) Dizemos que uma sequência de medida (µm) ⊂
M(Ω) converge fracamente para a medida µ ∈M(Ω), e denotamos por µm ⇁ µ, quando
〈µm, u〉 → 〈µ, u〉,∀u ∈ C0(Ω).
Teorema 1.36 Toda sequência limitada em M(Ω) possui subsequência fracamente conver-
gente emM(Ω). Além disso, se µm ⇁ µ emM(Ω), então (µm) é limitada e
‖µ‖ ≤ lim inf
m→∞
‖µm‖.
Demonstração. Consulte [17], Teorema 1.39, página 27.
Exemplo 1.37 Um exemplo importante desse Teorema, que nos será útil no próximo resultado
e no capı́tulo 3, são as medidas definidas por integrais. De fato, considere uma sequência (um)





















L2∗ (Ω) < C,
para alguma constante C. De forma completamente análoga, se definirmos µm = |∇um|2dx,
concluiremos que (µm) é limitada emM(Ω). Portanto, ambas possuem subsequências fraca-
mente convergentes emM(Ω).
Estamos prontos agora para demonstrar o Teorema da Concentração de Compacidade.
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Teorema 1.38 (Concentração de Compacidade) Sejam Ω ⊂ Rn aberto, n ≥ 3, F : Rk → R
uma função contı́nua homogênea de grau 2∗, k ≥ 1 e um uma sequência limitada em Ek.
Assuma F positiva em Rk\{0}, um ⇀ u em Ek e
|∇um|2dx ⇁ µ, F (um)dx ⇁ ν
onde µ e ν são medidas finitas não negativas em Rn. Então, existe um conjunto no máximo
contável (xi)i∈τ ⊂ Ω e números reais positivos (µi)i∈τ e (νi)i∈τ tais que
i) MF
2




ii) µ ≥ |∇u|2dx+
∑
i∈τ µiδxi;
iii) ν = F (u)dx+
∑
i∈τ νiδxi ,
sendo k(n, 2) a constante ótima de Sobolev escalar e δxi a medida de Dirac, definida por
δxi(E) =
 1 se xi ∈ E,0 se xi 6∈ E,
a qual também é conhecida como medida atômica, sendo xi seus átomos.
Demonstração. Primeiramente mostraremos (i).
Como (um) ⊂ Ek é tal que um ⇀ u, segue que ‖um‖Ek ≤ C. Usando o fato de que
W 1,20 (Ω,Rk) ⊂ ⊂ L2(Ω,Rk), temos que
um → u, q.t.p. em Ω (a menos de subsequência).
Agora, defina as sequências de medidas
ωm := F (um)dx− F (u)dx e λm := |∇(um − u)|2dx.
Note que podemos escrever
ωm = F (um − u)dx+ fn,
em que
fn = F (um)dx− F (u)dx− F (um − u)dx −→ 0
por Brezis-Lieb. Em relação à medida λm, se considerarmos υm := um−u, como um é limitada
em Ek, segue que (υm) também o é. Logo, a sequência de medidas (λm) é limitada. E assim,
pelo Teorema 1.36, λm ⇁ λ para alguma medida λ. Além disso, como υm também é limitada
em L2∗(Ω,Rk), pelo Teorema 1.30, podemos garantir que ωm ⇁ ω, devido a homogeneidade e
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continuidade da F , para alguma medida ω.
Afirmação: A medida ω pode ter, no máximo, um número enumerável de átomos. De fato, seja









ou seja, o valor da medida ω sobre o conjunto de átomos. Defina, para k ∈ N, o conjunto
Mk =
{





Uma vez que ω é finita, podemos afirmar que
∑
να < ∞, donde segue que Mk é finito. E
assim, o conjunto
⋃∞
k=1MK é enumerável, ou seja, o conjunto de átomos é enumerável. Denote
por {xi : i ∈ I} tal conjunto.
Agora, usando o Teorema da Decomposição de Lebesgue, podemos decompor ω da seguinte
forma
ω = ω0 +
∑
i∈I
νiδxi como ω0(E) =
 ω(E) se E ⊂ Ω\{xi; i ∈ I},0 se E ⊂ {xi; i ∈ I}.
O próximo passo será comparar as medidas ω e λ. Assim, dada ϕ ∈ C∞c (Ω), temos que













































































|ϕ|2dλ,∀ϕ ∈ C∞c (Ω). (1.21)
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Agora, considere um átomo xi da medida ω. Tome ε > 0 suficientemente pequeno e ϕε ∈































































Como anteriormente, fixe xi e considere 0 ≤ φε ≤ 1 em C∞c (Ω), φε(xi) = 1 e φε ≡ 0 em
Bc(xi, ε). Daı́, como |∇vm|2dx ⇁ λ e |∇um|2dx ⇁ µ, fazendo φ = φε em (1.22) e tomando o















Finalmente, fazendo ε→ 0, pelo Teorema da Convergência Dominada, temos









Provaremos agora a afirmação (ii).
Primeiro, note que µ ≥ |∇u|2dx. De fato, dada 0 ≤ φ ∈ C∞c (Ω), considere o funcional





Como L(y, z, x) = |y|2 é estritamente convexa em y e φ é positiva, segue que φ|∇u|2 é convexa,
assim, temos que fφ é fracamente semicontı́nuo inferiormente pelo Teorema 1.34. Logo, como


















Seja E ⊂ Ω um conjunto mensurável qualquer. Assim, χE ∈ L2(Ω), uma vez que Ω tem
medida finita. Logo, como χE é uma função não negativa e limitada, da teoria da medida
sabemos que existe uma sequência uniformemente limitada 0 ≤ φm ≤ M em C∞c (Ω) tal que


























Provamos assim que µ ≥ |∇u|2dx. Juntando isso ao fato de que as medidas |∇u|2dx e
∑
i µiδxi





Finalmente, provaremos a afirmação (iii).
Comecemos mostrando que ω0 << λ, ou seja, dadoE ⊂ Ω tal que λ(E) = 0, então ω0(E) = 0.
Antes, porém, note que é suficiente considerarmos E ⊂ Ω\{xi : i ∈ I} uma vez que ω0
é uma parte de ω que não apresenta átomos. Assim, tome E ⊂ Ω\{xi : i ∈ I} tal que∫
E
dλ < k(n, 2)−2M
−2
2∗
F . Considerando, novamente, uma sequência uniformemente limitada





































Seja E ⊂ Ω\{xi : i ∈ I} tal que λ(E) =
∫
E
dλ = 0. Como a desigualdade (1.23) vale nesse
caso também, segue que ω0(E) = 0, donde obtemos que ω0 << λ. O próximo passo é provar
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que ω0 ≡ 0. Antes, porém, note que isso já ocorre no conjunto {xi : i ∈ I}. Como ω0 << λ,




fdλ, ∀E ⊂ Ω\{xi : i ∈ I} mensurável.
Em particular, para E = {y}, em que y ∈ Ω\{xi : i ∈ I}, obtemos




Como λ tem, eventualmente, mais átomos do que ω, pode ocorrer que λ({y}) 6= 0 e, neste






















































Portanto, f(y) = 0 para quase todo ponto y ∈ Ω\{xi : i ∈ I}. De qualquer forma f(y) = 0
q.t.p. em Ω\{xi : i ∈ I}. Logo, como ω0(E) =
∫
E
fdλ = 0, segue que ω0 = 0. E assim, temos
que ω contém apenas átomos. Por outro lado, sabemos que ωm = F (um) − F (u)dx ⇁ ω e
F (um)dx ⇁ ν, então ω = ν − F (u)dx. E, como ω = ω0 +
∑
i∈I νiδxi , temos que





Existência de Minimizante e Solução
Fraca Não Trivial
2.1 Existência de Minimizante
Antes de entrarmos diretamente no assunto desta seção, precisamos definir o primeiro
autovalor λ1 e mostrar que ele realmente é atingido para alguma função u ∈ W 1,20 (Ω), em que

















Demonstração. Considere uma sequência (um) ⊂ H tal que
∫
Ω
|∇um|2dx→ λ1. Pela definição
de ı́nfimo, para todo k > 0 existe um n0(k) ∈ N tal que∫
Ω
|∇um|2dx ≤ λ1 + k, ∀m ≥ n0.
Assim, ‖um‖W 1,20 (Ω) ≤ C. Pela reflexividade de W
1,2
0 (Ω) temos que existe uma subsequência
que converge fracamente para algum u0 ∈ W 1,20 (Ω), isto é,
um ⇀ u0 em W
1,2
0 (Ω).
Da análise funcional, sabemos que
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Por outro lado, comoW 1,20 (Ω) ⊂⊂ L2(Ω), existe uma subsequência de (um) que converge forte
para algum u1 em L2(Ω). Provaremos que u0 = u1 q.t.p. em Ω. De fato, seja ϕ ∈ L2(Ω)∗ então
ϕ ∈ W 1,20 (Ω)∗, pois
|ϕ(u)| ≤ ‖ϕ‖L2(Ω)∗‖u‖L2(Ω) ≤ ‖ϕ‖‖u‖W 1,20 (Ω).
Como ϕ(um)→ ϕ(u1) em L2(Ω) e ϕ(um)→ ϕ(u0) em W 1,20 (Ω), segue que
‖ϕ(u0)− ϕ(u1)‖L2(Ω) ≤ ‖ϕ(u0)− ϕ(um)‖L2(Ω) + ‖ϕ(um)− ϕ(u1)‖L2(Ω) → 0
quando m→∞. Portanto, ϕ(u0) = ϕ(u1) para toda ∀ϕ ∈ L2(Ω). Pelo teorema de Banach,






logo u0 = u1 q.t.p. em Ω. De modo que um → u0 em L2(Ω). Daı́, como
∫
Ω




|u0|2dx = 1, ou seja, u0 ∈ H.










com u0 ∈ H.
Observe que λ1 é o menor autovalor positivo do sistema −∆u = λu em Ω,u = 0 sobre ∂Ω. (2.4)
De fato, seja u uma solução do sistema acima. Assim,
−∆u · u = λu · u.
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Agora, sejam F , G : Rk → R funções homogêneas de graus 2∗ e 2, respectivamente.
Assuma também que F (t) ≥ 0 para todo t ∈ Rk\{0}. Recordando que Ek = W 1,20 (Ω)× · · · ×
W 1,20 (Ω), estamos interessados em olhar o seguinte problema de minimização: mı́nimo de Φ(u)restrito a u ∈ EF
em que EF = {u ∈ Ek :
∫
Ω












e o conjunto correspondente por
XF := {u ∈ EF : Φ(u) = cF}.
Além disso, definamos
MG := max|t|=1G(t),













Lema 2.3 O ı́nfimo cF é finito quando MG < λ1.



























Pelo Lema acima, faz sentido procurarmos funções u ∈ EF tais que Φ(u) = cF . Nosso objetivo
neste capı́tulo é mostrar que, com as hipóteses devidas, isso de fato acontece.
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Para a desigualdade contrária escolha t0 ∈ Sk−1 tal que G(t0) = MG e ϕ1 ∈ W 1,20 (Ω) uma






















Observe que se estivéssemos considerandoG ∈ C1, então λ1,G seria o menor autovalor positivo
do sistema  −∆u = λg(u) em Ωu = 0 sobre ∂Ω (2.5)
em que g(u) =
1
2
∇G(u). De fato, se u é uma autofunção associada a um autovalor λ, então
−∆u · u = λg(u) · u.
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Assim,















Vamos caracterizar a coercividade de Φ sobre Ek em termos de G e λ1.
Lema 2.5 O funcional Φ é coercivo sobre Ek se, e somente se, MG < λ1.
Demonstração. Pelo Lema 2.4 é suficiente mostrar que Φ é coercivo se, e somente se λ1,G > 1.
Assuma que Φ é coercivo sobre Ek, então existe uma constante 0 < a < 1 tal que
Φ(u) = ‖u‖2Ek − 1 ≥ a‖u‖
2
Ek















Φ(u) = ‖u‖2Ek −
∫
Ω
G(u)dx ≥ ‖u‖2Ek ≥ a‖u‖
2
Ek






Φ(u) = ‖u‖2Ek −
∫
Ω







Isto encerra a demonstração.




Φ(u) < kF (Rn)−2,
então a restrição Φ|EF admite um ponto de mı́nimo.
Demonstração. Seja (um) ⊂ EF uma sequência minimizante para cF . Pela coercividade de Φ,
temos que (um) é limitada em Ek. Assim, pela reflexividade, existe uma subsequência tal que
um ⇀ u
para alguma função u em Ek.
Por Rellich-Kondrachov,
um → u








F (um)dx = c, logo,










sendo que∇u · ∇v :=
∑k
i=1∇ui∇vi.































Além disso, a desigualdade de Sobolev fornece(∫
Ω





|∇(um − u)|2dx. (2.8)



























F (um − u)dx
)2/2∗























quando m → ∞, desde que G(u) ≤ MG|u|2. De fato, como um → u em L2(Ω,Rk), segue
pelo Teorema 1.1 que para cada 1 ≤ i ≤ k, uim → u q.t.p. em Ω e |uim| ≤ gi com gi ∈ L2(Ω).
Assim, G(um)→ G(u) q.t.p. em Ω e |G(um)| ≤ MGg com g ∈ L2(Ω,Rk). O resultado segue
























= kF (Rn)2(cF − Φ(u)),



























Pelo Lema de Fatou, temos∫
Ω




F (um)dx = 1.
Mas, por hipótese kF (Rn)2cF < 1, logo∫
Ω
F (u)dx = 1.









|∇u|2dx = cF − Φ(u)











|∇(um − u)|2dx = 0.





















com u ∈ EF = {u ∈ Ek :
∫
Ω
F (u)dx = 1}.
No próximo Teorema faremos uso da seguinte fórmula para o cálculo de integrais:










sendo Sr a esfera em Rn de raio r.
Demonstração. Consulte [9], Teorema 5, página 629.
Para facilitar a notação iremos supor que 0 ∈ Ω. Isto pode ser feito, já que o problema é
invariante por translações.
Teorema 2.8 Sejam n ≥ 4, F,G : Rk → R funções contı́nuas homogêneas de graus 2∗ e 2,
respectivamente e F positiva em Rk\{0}. Se G(t0) > 0 para algum ponto de máximo t0 de F
sobre Sk−1, então o funcional Φ|EF admite um ponto de mı́nimo.




Φ(u) < kF (Rn)−2.

















, sendo ϕ ∈ C∞0 (Ω), tal que
ϕ(x) =
 0 se |x| > 2δ,1 se |x| < δ,
com δ > 0.









(ε+ |x|2)(2−n)/2 − (n− 2)xiϕ(ε+ |x|2)−n/2,
temos que ∫
Ω












Iremos mostrar a integrabilidade de cada uma das integrais do lado direito e obter uma
estimativa para a primeira delas.

























é integrável em Rn.
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sendo Sr a esfera de Rn de raio r. Considerando o volume da esfera unitária |S1| = C e












































































































Para a segunda integral em (2.9), veja que (ε+ |x|2)1−n ≤ |x|2(1−n), portanto∣∣∣∣∫
Ω
ϕ(ε+ |x|2)1−nx · ∇ϕdx
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De todas essas estimativas, encontramos∫
Ω
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Vamos separar a análise em dois casos.






























































































= C4 − C5ln(ε).




















Por outro lado sabemos que h(x) =
1
(1 + |x|2)(n−2)/2
é uma função extremal para a desigual-





























De modo que, para n > 4, obtemos
S − k(n, 2)−2M−2/2
∗
F ≤
















































para ε > 0 suficientemente pequeno.
Da mesma forma, para n = 4, temos que
S − k(n, 2)−2M−2/2
∗
F ≤





































para ε > 0 suficientemente pequeno. Então, para todo n ≥ 4 vale
S < k(n, 2)−2M
−2/2∗
F = kF (R
n)−2.





























= S < kF (Rn)−2.
Para a conclusão desejada basta aplicar o Lema 2.6.
Teorema 2.9 Sejam n = 3 e F,G : Rn :→ R funções homogêneas contı́nuas de graus 2∗ e 2,
respectivamente. Assuma F positiva em Rk\{0}. Além disso, considere w0 ∈ W 1,20 (Ω) uma





dx = 1, e








Se G(t0) > λ para algum ponto de máximo t0 ∈ Sk−1 de F , então o funcional Φ|EF admite um
ponto de mı́nimo.








































A conclusão segue pelo Lema 2.6.
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2.2 Existência de Solução Fraca Não Trivial
Nesta seção iremos considerar o seguinte problema: −∆u = f(u) + g(u) em Ω,u = 0 sobre ∂Ω (2.13)
onde u = (u1, · · · , uk), ∆u = (∆u1, · · · ,∆uk), k ≥ 1, f(u) = 1
2∗
∇F (u) e g(u) = 1
2
∇G(u),
em que F,G : Rk → R são funções de classe C1 homogêneas de graus 2∗ e 2, respectivamente,
com F positiva em Rk\{0}.
Para determinar soluções de (2.13) faremos uso do chamado ”método variacional”, o
qual consiste em reescrever o problema de forma fraca, associar um funcional a esse problema e
estudar a existência de pontos crı́ticos para esse funcional. Para isso, precisaremos do seguinte
lema:
Lema 2.10 (Multiplicador de Lagrange) Sejam F eG funcionais de classeC1 sobre um espaço
de Banach X . Suponha, para x0 ∈ X , que tenhamos G(x0) = C e que x0 é um ponto de
extremo local para F quando restrito ao conjunto
C = {x ∈ X : G(x) = C}.
Então,
i) G′(x0)v = 0, para todo v ∈ X , ou
ii) Existe µ ∈ R tal que F ′(x0)v = µG′(x0)v, para todo v ∈ X .
Demonstração. Consulte [14], Teorema 1.25, página 20.
Estamos prontos para demonstrar dois teoremas sobre existência de soluções.
Teorema 2.11 Sejam n ≥ 4, F,G : Rk → R funções de classe C1 com F homogênea de grau
2∗ e G homogênea de grau 2. Assuma F positiva em Rk\{0}. Se MG < λ1 e G(t0) > 0 para
algum ponto de máximo de F sobre Sk−1, então o sistema (2.13) possui uma solução fraca u
não trivial.
Teorema 2.12 Sejam n = 3 e F,G : Rn :→ R funções de classe C1 homogêneas de graus 2∗ e
2, respectivamente. Assuma F positiva em Rk\{0}. Além disso, considere w0 ∈ W 1,20 (Ω) uma





dx = 1, e
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Se MG < λ1 e G(t0) > λ para algum ponto de máximo t0 ∈ Sk−1 de F , então o sistema (2.13)
admite uma solução fraca u não trivial.
Demonstraremos apenas o caso em que n ≥ 4, o outro caso é análogo, basta usar o
Teorema 2.9 no lugar de 2.8.
Demonstração. Pelo Teorema 2.8, o funcional ΦG|EF admite um minimizante u. Em particular,









para toda ϕ ∈ W 1,20 (Ω,Rk). Além disso,
µ = cF ,


















f(u) · udx =
∫
Ω








Usando a hipótese de que MG < λ1, pelo Lema 2.5, temos que µ > 0. Finalmente, segue que
v = µ
1
1− 2∗ u é uma solução fraca não trivial de (2.13).
Da teoria clássica de equações elı́pticas, temos que toda solução fraca de (2.13) está emW 2,2(Ω,Rk)∩
C1,α(Ω,Rk). Para a regularidade C1,α consulte [10], Corolário 1.1, e para W 2,2 consulte [9],
Teorema 4, página 317.
Provaremos agora um resultado acerca da não existência de soluções em domı́nios estrelados
assumindo a negatividade de G. Para isso, como no caso clássico, faremos uso da Identidade
de Pohozaev.
Lema 2.13 (Identidade de Pohozaev) Assuma que Ω tem fronteira suave. Seja u ∈ W 2,2(Ω,Rk)∩
C1(Ω,Rk) uma solução fraca do sistema −∆u = h(u) em Ω,u = 0 sobre ∂Ω
em que h(u) = ∇H(u) para alguma H ∈ C1(Rk) com H(0) = 0. Então,∫
∂Ω
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Demonstração. O sistema acima é equivalente a −∆ul = hl(u) em Ω,u = 0 sobre ∂Ω
em que hl(u) =
∂H
∂ul
(u) com l = 1, · · · , k. Como u é uma solução fraca, as igualdade são





(∆ul)(x · ∇ul)dx =
∫
Ω
hl(u)(x · ∇ul)dx (2.14)
Reescrevamos esta expressão como
Al = Bl
para l = 1, · · · , k.















































































(ν(x) · x)ds (2.15)
Por outro lado, considere a função γ : [−1, 1]→ ∂Ω de classe C1, com γ(0) = x. Como u ≡ 0
sobre ∂Ω, temos que ul(γ(t)) = 0 para todo t. Assim, ul(γ(t))′ = ∇ul(γ(t))γ′(t) e então
∇ul(x)γ′(t) = 0. Portanto, ∇ul(x) é perpendicular ao espaço tangente Tx∂Ω. Logo, existe
α ∈ R tal que ∇ul(x) = αν(x). Entretanto, como ν é unitário, segue que α = ±|∇ul(x)| logo




|∇ul|2(ν(x) · x)ds. (2.16)
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De (2.15) e (2.16), deduzimos que
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Definição 2.14 Dizemos que um conjunto aberto Ω ⊂ Rn é estrelado com respeito à origem se
para cada x ∈ Ω, o segmento
{λx : 0 ≤ λ ≤ 1},
está em Ω.
Proposição 2.15 Assuma que ∂Ω é C1 e Ω é estrelado com respeito à origem. Então
x · ν(x) ≥ 0, para todo x ∈ ∂Ω,
em que ν(x) denota o vetor normal unitário em x.
Demonstração. Desde que ∂Ω é C1, se x ∈ ∂Ω então para cada ε > 0 existe um δ > 0 tal que
|y − x| < δ e y ∈ Ω implicam que ν(x) · (y − x)
|y − x|




ν(x) · (y − x)
|y − x|
≤ 0.





ν(x) · (λx− x)
|λx− x|
≥ 0.
Teorema 2.16 Assuma que ∂Ω é C2. Sejam F,G : Rk → R funções de classe C1 com F
homogênea de grau 2∗, positiva em Rk\{0}, e G homogênea de grau 2. Se G é negativa em









Como F e G são homogêneas de classe C1, sabemos que f(u) · u = F (u) e g(u) · u = G(u).
Logo,
h(u) · u = F (u) +G(u).
Seja u ∈ Ek uma solução fraca de (2.13), então u ∈ W 2,2(Ω,Rk) ∩ C1,α(Ω,Rk). Aplicando o
Lema anterior na função H acima, encontramos∫
∂Ω
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Como Ω é estrelado, x · ν(x) ≥ 0 sobre ∂Ω. Em particular, o lado esquerdo de (2.17) é não
negativo. Portanto, se G é negativa em Rk\{0}, então o lado direito é negativo a menos que
u ≡ 0.
Para finalizar esta seção daremos um exemplo de uma função G para a qual o sistema (2.13)
não admite soluções positivas quando λ1,G ≤ 1.
Exemplo 2.17 Seja F : Rk → R uma função C1 com F homogênea de grau 2∗ e positiva





i em que βi > 0, para i = 1, · · · , k. Se MG ≥ λ1, então o sistema (2.13)
não admite uma solução fraca positiva, isto é, soluções cujas coordenadas são funções não
negativas e não nulas.
Demonstração. Suponha que u ∈ Ek é uma solução positiva de (2.13) e considere ϕ ∈ W 1,20 (Ω)
uma autofunção positiva associada ao autovalor λ1. Pela observação (2.5), temos que u1 =
t0ϕ ∈ Ek é uma autofunção associada a λ1,G e é claro que u1 tem todas as entradas positivas.
Então ∫
Ω
∇u · ∇u1dx =
∫
Ω
f(u) · u1 + g(u) · u1dx
e ∫
Ω











g(u1) · udx =
∫
Ω
f(u) · u1 + g(u) · u1dx ≥
∫
Ω





0 ≥ (1− λ1,G)
∫
Ω
g(u1) · udx ≥ 0.
Se λ1,G = 1 então
∫
Ω
f(u) · u1dx = 0.
Se λ1,G 6= 1 então
∫
Ω
g(u) · u1dx = 0.
De qualquer forma temos uma contradição, já que ambas as integrais são não nulas.
Capı́tulo 3
Limitação Uniforme dos Minimizantes de
Funcionais Não Suaves
No capı́tulo anterior mostramos que, sob hipóteses convenientes, o conjunto
XF = {u ∈ EF : Φ(u) = cF}
é não vazio. Neste capı́tulo estamos interessados em estimativas a priori para o conjunto XF .
Isto é, iremos supor que XF 6= ∅ e, mesmo não assumindo regularidade sobre as funções F e
G, mostraremos que os elementos de XF têm regularidade L∞(Ω,Rk). Iniciaremos mostrando
uma estimativa superior para cF independente de Ω. De fato, escolha um ponto de máximo t0
de F sobre a esfera Euclidiana Sk−1 com G(t0) ≥ 0 e considere aplicações da forma t0u ∈ Ek






















































Para uma função G qualquer e n > 4 encontramos a estimativa acima fazendo ε → 0 nas
estimativas das páginas 39 e 40, Teorema 2.8.







−2, respectivamente. Também, mostraremos que, uma função minimizante
u ∈ Ek satisfaz o seguinte sistema não linear
−∆u · u = cFF (u) +G(u), em Ω. (3.1)
47
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em um adequado sentido, definido aqui como ultra fraco.
Teorema 3.1 Seja Ω um aberto limitado do Rn com n ≥ 3 e F,G : Rk → R funções contı́nuas





então XF ⊂ L∞(Ω,Rk) e, além disso, existe uma constante C > 0 tal que
‖u‖L∞(Ω,Rk) ≤ C






Antes de começarmos a demonstração deste Teorema precisamos introduzir a definição
de solução ultra fraca.
Definição 3.2 Uma aplicação u ∈ Ek é dita ser uma solução ultra fraca de (3.1) se∫
Ω







para toda função ϕ ∈ L∞(Ω) tal que uϕ ∈ Ek. Denotaremos aqui∇u · ∇v =
∑k
i=1∇ui · ∇vi
para aplicações u = (u1, · · · , uk) e v = (v1, · · · , vk).
Observe que na definição acima, a classe de funções teste ϕ depende da solução u e
contém o espaço C1(Rn).
Lema 3.3 Todo minimizante u ∈ XF é uma solução ultra fraca de (3.1).











Note que f está bem definida para ε > 0 pequeno o suficiente e atinge seu mı́nimo em t = 0.
Assim, se f é diferenciável em t = 0, então f ′(0) = 0. Por outro lado, pela homogeneidade de





























(1 + tϕ)2∗F (u)dx)2/2∗
de modo que f é diferenciável e, além disso,
















Como u ∈ XF temos que
∫
Ω











Isto conclui a prova.
Lema 3.4 Para cada u ∈ XF , temos |u| ∈ W 1,20 (Ω) e para qualquer função não negativa









Demonstração. Por densidade é suficiente provar o lema para funções não negativas η ∈ C1(Rn).







Pela regra da cadeia temos que vε ∈ W 1,2(Ω) e, além disso, segue que∫
Ω
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logo, ∫
Ω





∇ui · ∇(uiv−1ε η)dx =
∫
Ω
∇u · ∇(uv−1ε η)dx.




∈ Ek. Para isto, considere uma sequência uim ∈ C∞(Ω), com i = 1, · · · , k, de
modo que
uim → ui em L2(Ω)
e
Duim → Dui em L2(Ω).





















































































































































Pelo Lema 3.3, segue que∫
Ω







Agora, usando a homogeneidade e continuidade de F e G e a desigualdade de Sobolev, temos
























F (u)v−1ε ≤ F (u)|u|−1, |G(u)|v−1ε ≤ |G(u)||u|−1
já que |vε| > |u|.
Por outro lado, temos que vε converge para |u| em W 1,2(Ω) quando ε→ 0, já que∫
Ω
|vε − |u||2dx =
∫
Ω
[(|u|2 + ε)1/2 − |u|]2dx =
∫
Ω
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temos que g(vε)→ g(|u|).
Usando o fato de que g(vε) → g(|u|) no lado esquerdo de (3.4) e o Teorema da Convergência









Por último, escolha (um) ⊂ C1c (Ω,Rk) tal que um converge para u em W 1,2(Ω,Rk). Então,












Finalmente, usando que |um| ∈ Cc(Ω), temos que |u| ∈ W 1,20 (Ω).
Observe que o Lema acima continua válido para um conjunto Ω′ tal que Ω ⊂⊂ Ω′, basta
estender |u| para W 1,20 (Ω′) e observar que na demonstração consideramos η ∈ C1(Rn).
Proposição 3.5 Seja Ω um aberto limitado do Rn, n ≥ 3, e F,G : Rk → R funções contı́nuas
homogêneas de graus 2∗ e 2, respectivamente, k ≥ 1. Assuma F positiva em Rk\{0}. Então,
XF ⊂ L∞(Ω,Rk).
Demonstração. Seja u ∈ XF . Por continuidade e homogeneidade de F e G, existe uma cons-
tante C > 0 tal que
|cFF (t)|t|−1 +G(t)|t|−1| ≤ C(|t|2
∗−1 + 1)
para todo t ∈ Rk. Como u satisfaz (3.3) e a desigualdade acima, basta aplicar o Teorema 1.25
com α = 2, a = 1, d = |u|2∗−2, b = c = e = f = g = 0 em um conjunto Ω′ tal que Ω ⊂⊂ Ω′
para obter a conclusão desejada. Note que d está em L
n
2−ε (Ω) para algum 0 < ε < 1. De fato,






logo, (2∗− 2) n
2− ε
< β2∗. Assim,
pelo Teorema 1.22, d ∈ L
n
2−ε (Ω).
Já provamos que toda u ∈ XF está em L∞(Ω,Rk). Mostraremos agora que é possı́vel obter
uma limitação uniforme para XF fazendo uso do Teorema 1.25.
Prova do Teorema 3.1: Restante.
Demonstração. Suponha por absurdo que a conclusão seja falsa. Assim, existe uma sequência
(um) ⊂ XF tal que
Mm = ‖um‖L∞(Ω,Rk) →∞
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quando m→∞. Pela definição de supremo essencial, para qualquer m ∈ N fixado, existe












se y ∈ Ωm = {y ∈ Rn : xm +M2/(2−n)m y ∈ Ω},
0 se y ∈ Rn\Ωm.








F (um)dx = 1.
Daı́, concluı́mos que
1) vm ⇀ v em W 1,2(Rn,Rk).





















Além disso, usando a homogeneidade e continuidade de F e G, a desigualdade de
Holder e observando que
∫
Ω
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Isto juntamente com a primeira desigualdade fornece uma limitação para (vm).
Como W 1,2(Rn,Rk) é reflexivo, temos que (vm) possui uma subsequência fracamente
convergente.
2) vm → v em Lqloc(Rn,Rk) para cada 1 ≤ q < 2∗.
Como (vm) é limitada em W 1,2(Rn,Rk) basta aplicar Rellich-Kondrachov.
3) vm → v q.t.p. em Rn,
































F (vm − v)dx ≥ 0,
logo ∫
Rn
F (v)dx ≤ 1. (3.7)
O próximo passo será mostrar que a função v é não nula. O Lema 3.4 fornece∫
Ω







Podemos reescrever esta desigualdade em termos de vm como∫
Ωm









Pela homogeneidade e continuidade de F e G, podemos encontrar uma constante C0,
independente de m, tal que∫
Ωm








Finalmente, usando (3.5) e o Teorema 1.25 com α = 2, encontramos
1
2






Limitação Uniforme dos Minimizantes de Funcionais Não Suaves 55
para algum C independente de m e m suficientemente grande. Então, fazendo m→∞, pelo
item 2), temos que v é não nula.
Por outro lado, seja ϕ ∈ C1c (Rn) uma função não negativa e considere
ϕm(x) = ϕ(M
2/(n−2)
m (x− xm)). Da definição de vm, temos∫
Rn

















Assim, pelo Lema 3.3,∫
Rn









Como vm é limitada e vm → v q.t.p., pelo teorema da convergência dominada, o lado direito
da igualdade acima converge para cF
∫
Rn F (v)ϕdx, já que M
−4/(n−2)










para toda função não negativa ϕ ∈ C1c (Rn). Considere uma função não negativa
ϕ ∈ C1c (B(0, 2)) tal que ϕ ≡ 1 sobre B(0, 1). Seja ϕj(x) = ϕ(x/j). Note que ϕj converge













desde que o limite exista. Porém, do lado direito, usando o Teorema da Convergência










































































































Rn F (v)dx, concluı́mos que∫
Rn
F (v)dx > 1
Mas isto contradiz (3.7) e, portanto, vale a tese.
Teorema 3.6 Seja Ω um aberto limitado do Rn com n ≥ 3 e F,G : Rn → R funções
homogêneas contı́nuas de graus 2∗ e 2, respectivamente, k ≥ 1. Assuma F positiva em





Então (um) ⊂ L∞(Ω,Rk) e, além disso:
i) se u0 6= 0, então existe uma constante C > 0 tal que
‖um‖L∞(Ω,Rk) ≤ C
para todo m e u0 ∈ L∞(Ω,Rk);
ii) se u0 = 0, então existe um único ponto x0 ∈ Ω tal que
um → 0 em L∞(Ω\B(x0, δ),Rk)
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para todo δ > 0. Além disso, existe uma sequência (xm) ⊂ Ω convergindo para x0 e







se y ∈ Ωm = {y ∈ Rn : xm +M2/(2−n)m y ∈ Ω},
0 se y ∈ Rn\Ωm
com Mm = ‖um‖L∞(Ω,Rk), convergindo para a k-aplicação v0 = t0w0 em D1,2(Rn,Rk),
onde t0 é um ponto de máximo de F em Sk−1 e w0 é uma função extremal para k(n, 2).
Demonstração. Parte i)
Como um ⇀ u0 em Ek, temos que (um) é limitada em Ek, então, por Rellich-Kondrachov e
pelo Teorema 1.1, temos
um ⇀ u0 em W
1,2
0 (Ω,Rk);
um → u0 em Lq(Ω,Rk), (1 ≤ q < 2∗);
e
um → u0 q.t.p. em Ω.
Seja j ∈ Γ e ε > 0. Escolha uma função corte ϕε ∈ C1c (B(xj, 2ε)) satisfazendo 0 ≤ ϕε ≤ 1,
ϕε ≡ 1 em B(xj, ε) e |∇ϕε| ≤ C/ε para alguma constante C > 0 independente de ε.
Tomando ϕ = ϕε em (3.2), temos∫
Ω







Fazendo m→∞ na igualdade acima e recordando que µm = |∇um|2dx e νm = F (um)dx são
























G(u0)ϕεdx. A última convergência foi obtida
pela convergência em L2(Ω,Rk), o Teorema 1.1 e o Teorema da Convergência Dominada de
Lebesgue.



















+ µj = cFνj
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Portanto, µj = cFνj . Desde que cF > 0, segue que µj > 0 se, e somente se, νj > 0. Além
















Claramente, isto implica que Γ é um conjunto finito, desde que µ é uma medida limitada. A














≥ cF > 0.
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e, por Brezis-Lieb e pelas hipóteses sobre F , segue que um converge para u0 em L2
∗
(Ω,Rk).
Como podemos ver, a última conclusão conduz a limitação uniforme de (um). De fato,
considere uma subsequência e suponha por absurdo que
Mm = ‖um‖L∞(Ω,Rk) →∞
quando m→∞. Como na demonstração do Teorema 3.1, escolha xm ∈ Ω satisfazendo (3.5)







se y ∈ Ωm = {y ∈ Rn : xm +M2/(2−n)m y ∈ Ω},
0 se y ∈ Rn\Ωm.
Assim, para R > 0 fixo, o Lema de Fatou fornece∫
B(0,R)

















































então v ≡ 0 em Rn. Entretanto, vimos na demonstração do Teorema 3.1 que v é não nula.
Finalmente, como ‖um‖L∞(Ω,Rk) ≤ C e um → u0 q.t.p. em Ω temos que u0 ∈ L∞(Ω,Rk).
A demonstração do item (ii) do Teorema 3.6 será dividida em duas partes. Provaremos
primeiro que (um) converge para 0 longe do ponto de concentração x0.
Prova do Teorema 3.6 Parte ii): Parcial.
Demonstração. Primeiro, as condições (um) ⊂ XF e u0 = 0 em Ω implicam que
‖um‖L∞(Ω,Rk) →∞
quando m→∞, a menos de subsequência. De fato, por Relllich-Kondrachov, existe uma
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Teorema 3.1, temos que cF = M
−2/2∗
F k(n, 2)










































































Então, existe j ∈ Γ tal que νj = 1 e νi = 0 para todo i ∈ Γ, com i 6= j. Fazendo x0 = xj ∈ Ω,





F (um)dx = 1
para todo δ > 0. Em particular, x0 ∈ Ω é o único ponto de concentração de (um).
O argumento final consiste em provar que para cada x̃0 ∈ Ω e δ > 0 tal que x0 /∈ B(x̃0, 2δ),
temos
u→ 0 em L∞(Ω ∩B(x̃0, δ),Rk)
quando m→∞. Em ordem para estabelecer essa convergência, invocamos o Lema 3.4, o fato











F (um)dx = 0
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Por fim, mostraremos que (vm) converge para v0 = t0w0 em D1,2(Rn,Rk), para algum ponto
de máximo t0 ∈ Sk−1 e uma função extremal w0 para k(n, 2).
Prova do Teorema 3.6: Parte ii): Restante.





e, além disso, existe uma subsequência
Mm = ‖um‖L∞(Ω,Rk) →∞














quando m→∞, e ∫
Rn
F (vm)dx = 1.
Argumentando exatamente como na demonstração do Teorema 3.1, concluı́mos que vm
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fornece ∫
Rn
F (v0)dx = 1.
Assim, por Brezis-Lieb e as hipóteses sobre F , deduzimos que vm converge para v0 em
L2
∗











De acordo com o Lema 1.30, temos v0 = t0w0 para algum ponto de máximo t0 ∈ Sk−1 e uma
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[10] M. Guedda. L. Véron. Quasilinear elliptic equations involving critical Sobolev
exponents. Nonlinear Anal, 13: 879-902, 1989.
63
Referências Bibliográficas 64
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