A point process is R-independent, if it behaves independently beyond the minimum distance R. We investigate uniform positive lower bounds on the avoidance functions of R-independent point processes of the same intensity. We characterise those intensities by the existence of Shearer's point process, the unique R-independent point process with an R-hardcore. Shearer's point process is intimately related to the hard-sphere gas with radius R, the unique Gibbsian point process with an R-hard-core. The continuum Lovász Local Lemma is a sufficient condition on the intensity and R to guarantee uniform exponential lower bounds on the avoidance function for all R-independent point processes of this intensity. Hence, the continuum Lovász Local Lemma guarantees the existence of Shearer's point process. Because it is also a lower bound on the radius of convergence of the hard-sphere gas, we recover classic bounds by Ruelle via an inductive approachà la Dobrushin.
Introduction
Let (X , δ) be a complete, separable metric space. Let B b X be the bounded Borel sets. A point process (short PP) on X is R-independent, if events of this PP based on Borel sets having mutual distance greater than or equal to R are independent. Examples of R-independent PPs are finite range dependent thinnings of Poisson PPsà la Matérn [12, 19, 20] , Poisson cluster PPs with an offspring distribution bounded by R/2 [3, 1] and determinantal and permanental PPs with a kernel of bounded range R.
C. Temmel
Shearer's PP, CLLL and hard spheres every simple PP is a Bernoulli random field (short BRF) indexed by X .
For a PP ξ ∈ C(M ) and a bounded Borel set B ∈ B b X , the avoidance probability (or void probability) is the probability to encounter no points in this set: P(ξ( Corollary 1 (to corollary 11). Let ξ be an isotropic PP on R d with intensity less than m d . Then the empty space function F has an exponential lower bound of the form:
F (r) := P(ξ(S(0, r)) = 0)
Both m d and α d only depend on d.
Besides a uniform lower bound on the empty space function F , this yields an upper bound on the J function [23] , another common statistic.
Our sufficient conditions are also able to handle anisotropic PPs, intensity measures containing atoms and inhomogeneous spaces with a controlled growth on the unit scale. Their common form is: if the intensity measure is locally small enough, then the avoidance function has uniform exponential lower bounds. See section 2.6 for the various conditions. They are all extensions of the Lovász Local Lemma (short LLL) [6] , the first such statement for BRFs on graphs.
More general, each measure in M b X , for which C(M ) = ∅, falls exactly one of the following two phases: Either there is a PP in C(M ) with an avoidance function vanishing on some bounded Borel set of positive intensity measure (zero phase), or there is a uniform positive lower bound on the avoidance functions of PPs in C(M ), which is attained by the avoidance function of a unique PP in this class (positive phase). See sections 2.2 and 2.6.
A configuration of points is r-hard-core, if its points have mutual distance at least r, i.e., ∀x, y ∈ ξ : δ(x, y) ≥ r. A PP ξ is r-hard-core, if its realisations are almost-surely so. A PP which is both r-hard-core and R-independent must have r ≤ R. Classic examples, with r < R, are Matérn's hard-core constructions [12, 19, 20 ]. Shearer's PP is the unique point process which is both R-hard-core and R-independent. It only exists for small intensity measures. The intensity measures for which it exists encompass the positive phase and characterise the boundary between the positive and zero phase. Section 2.4 discusses Shearer's PP in detail. Section 2.5 recalls the hard-sphere model, the unique Gibbs PP with range 1 interaction and a 1-hard-core. Shearer's PP has an intimate relationship with the hard-sphere model: the avoidance function of Shearer's PP and the partition function of the hard-sphere model have the same combinatorial structure. This extends the following identification from the discrete setup [17] to the PP case:
Shearer's PP exists for a given Borel measure M , iff the cluster expansion of the hard-sphere model converges uniformly and absolutely at negative fugacity −M . This allows the interpretation of the continuous LLL as a lower bound on the radius of convergence of the high-temperature expansion of the hard-sphere model. This yields an inductive improvementà la Dobrushin [5] of a classic lower bound via cluster expansion techniques by Ruelle [16] . The cluster expansion view in section 5.2 allows a non-traditional view on the avoidance probabilities of Shearer's PP, yielding simpler proofs of various properties. Furthermore, this allows the derivation of even more powerful sufficient conditions than the continuous LLL: we have not followed this route here, as the main cases of interest are already present in the literature on the hard-sphere model [7, 8, 22] .
Finally, another motivation to search for an exponential lower bound of the avoidance function is that such a lower bound is a necessary condition for stochastic domination by a Poisson PP. See section 2.7.
Results

Forms of 1-independence
We differentiate between two forms of 1-independence. The informal definition of 1-independence in the introduction is strong 1-independence of a PP ξ:
where Aξ and Bξ are the projections of ξ onto A and B respectively. All the examples in the introduction are strong 1-independent. We also have weak 1-independence of a PP ξ:
i.e., Palm probabilities for events at distance more than one away from the base point reduce to normal probabilities. Strong 1-independence implies weak 1-independence (c.f. proposition 17). We extend C(M ) to be the class of weak 1-independent simple PPs with intensity M . Mixtures of random shifts of strong 1-independent PPs [11, section 5] are examples of weak, but not strong, 1-independent PPs.
Minimising the avoidance function
Our main result extends a dichotomy by Shearer [18] about the avoidance function of 1-independent BRFs to PPs.
Either there is a PP with zero avoidance probability on some bounded Borel set ( zero phase)
or there is a unique PP minimising the (conditional) avoidance probabilities uniformly in space and the class ( positive phase) 
2.3
The generating function of weighted 1-hard-core configurations A configuration C ⊆ X is 1-hard-core, if its points have mutual distance at least one, i.e., ∀x, y ∈ C : δ(x, y) ≥ 1. If G is a graph with natural metric d G and we regard (X , δ) = (V (G), 2d G ), then the 1-hard-core configurations are exactly the graph-theoretic stable or independent sets of G. Let H(.) be the indicator function of 1-hard-core configurations.
Definition 3. The generating function of weighted 1-hard-core configurations Z (short GF) is
The function Z is well-defined (c.f. proposition 19). The second expression in (5) integrates over 
The functions Z and z play a key role in the remainder of this paper. We discuss their various properties in section 5.
Shearer's point process
We describe the strong 1-independent PPs with 1-hard-core. For a given M ∈ M b X , there is at most one such PP. We call it Shearer's PP, as it generalises the discrete construction first introduced by Shearer [18] .
Proposition 4 (Shearer's PP).
If there exists a strong 1-independent PP and 1-hard-core PP η M with intensity M , then
and it is unique. The set of intensity measures, for which such a PP exists, is
If Shearer's PP exists for a given intensity measure, then it has the minimal (conditional) avoidance probabilities within the class of weak 1-independent point processes with the same intensity measure:
The proof of proposition 5 is in section 6.1. The relation between Shearer's PP and theorem 2 is as follows. First, we look at those intensity measures in M sh X , for which the avoidance function of Shearer's PP is positive:
In this case, Shearer's PP is the unique PP µ from the positive phase (4b): While we have a complete description of the key properties of Shearer's PP, such as its avoidance function (7a) and moments (42), and other nice properties such as stability of its law under independent thinning (only the intensity changes, see section 6.2), we are not able to construct Shearer's PP explicitly. In particular, Shearer's PP does not coincide with any of Matérn's constructions, the hard-sphere model in section 2.5 and is neither a determinantal nor permanental point process. See section 9 for details.
The hard-sphere model
There is another simple point process with a 1-hard-core related to the function Z. It is the hard-sphere model, a spatial Gibbs point process [16 X is given by the following probability on a M -measurable subset E of configurations:
The normalising factor of the hard-sphere model, called the partition function, is the function Z, evaluated at negative fugacity. We evaluate Z at −M in (10) because an alternating sign is already integrated in the definition of Z (5).
The hard-sphere model has the worst interaction among all Gibbs point processes with interaction of range < 1. Its name stems from the interpretation of a configuration as the collection of centres of non-overlapping open spheres with radius 1/2, representing the hard cores of atoms.
The analysis of the hard-sphere model centres on the partition function and derived quantities, in particular ratios (reduced correlations) and its logarithm (free energy). Lower bounds on Z and z, as in section 2.6, play a key role in the low fugacity case.
The shape of the positive phase
This section discusses the shape of M + X and sufficient conditions on M to lie therein. An overview is given in figure 1 on page 8. A first result is
The proof of proposition 8 is in section 6.2. Conceptually, independent thinning of Shearer's PP preserves the two key properties of 1-independence and 1-hard-core, while decreasing the intensity. An alternate proof via cluster expansion is in corollary 24.
We present several sufficient conditions for a measure to lie in M 
The first condition is a generalisation of the symmetric Lovász Local Lemma [6] and Dobrushin's condition [5] respectively. It demands a uniform polynomial growth bound in the radius r of the number of elements of B 1 X needed to partition an open sphere S(x, r).
and
Our second condition is a generalisation of the asymmetric Lovász Local Lemma [6] . It resembles a continuous Kotecký-Preiss condition [10] . 
Exact bounds are possible in the one dimensional cases. We present them in another work [22] .
A stronger version of the hypothesis (13a) is
From hypothesis (14) we derive a classic result for uniqueness of the global Gibbs measure of the hard-sphere model for small fugacities [16, (5 .2) 
Equation (15) yields a bound on the free energy of the hard-sphere model at fugacity −λL, that is Z:
It is so in the case of finite graphs, but already fails for a connected infinite graph.
Under the same growth condition as in the homogeneous LLL (12a), a slight loss of precision allows to sharpen the positive lower bound in the positive phase (4b) to exponential lower bounds: 
Stochastic domination and association
A PP ϕ stochastically dominates a PP ξ, if ϕ contains almost surely all of ξ's points. A necessary condition for stochastic domination is that ϕ's avoidance function is smaller than ξ's avoidance function.
In the context of 1-independent BRFs on locally finite discrete spaces, the existence of Shearer's PP is equivalent to uniform stochastic domination by a Bernoulli product field [11, 21] , and hence also exponential uniform lower bounds on the avoidance function. The present work is part of our effort to extend this result to the case of general PPs.
Stochastic domination of Shearer's PP by a Poisson PP would allow for its easy simulation and a more explicit construction. In particular, in the light of previous work on thinnings and stochastic domination [15] and the intrinsic coupling of Shearer's PP in section 6.2, stochastic domination needs only to be established for the largest intensities for which Shearer's PP exists.
Another interesting facet of Shearer's PP related to stochastic domination is the association of its avoidance function (a kind of dual to the correlation in [9] ). For Shearer's PP, we have negative association:
whereas, for the hard-sphere model, we have positive association:
This in contrast to the Poisson PP, whose avoidance function always has the same shape, both as 1-independent PP and Gibbs PP. The result (17a) follows from proposition 23, while (17b) follows from the spatial submultiplicativity of Z(A B, −M ).
3 Notation and setup
Basics
Instead K denotes all subsets of S, whose cardinality lies in K. For a set S, let S n be the Cartesian product of n copies of S, with
We consider empty products to evaluate to 1 and empty sums to 0.
Structure of the space
Let X be a complete, separable metric space (short csms) with metric δ. Let S(x, r) be the open sphere of radius r centred at x. Let U(x) be the open unit sphere around x.
Let B X be the Borel σ-algebra induced by δ. An element A ∈ B X is bounded (short bdd), if it is contained in a sphere of finite radius. The bounded Borel sets B b X form an algebra. For A ∈ B X , its diameter is diam(A) := sup{δ(x, y) : x, y ∈ A} .
The Borel sets of less than unit diameter are B X is crucial for several of the proofs, as induction over the value of κ is exhaustively used. We care about the structure of (X , δ) mostly at the level of B For sets A, B ∈ B X , their distance is defined as
Definition 13. A dissecting system {A i,n } i∈[kn],n∈N is a sequence of nested, finite and eventually separating partitions of X. Nested means, that A i,n ∩ A j,n−1 ∈ {A i,n , ∅}. Eventually separating means that, for every x, y ∈ X , there exists n := n(x, y) ∈ N with A n (x) = A n (y).
For each x ∈ X and n ∈ N, let A n (x) be the unique element of the finite partition (A i,n ) i∈[kn] containing x. Every csms has a dissecting system [2, Prop A2.1.V]. Thus, every B ∈ B X has also a dissecting system. If B ∈ B κ X , then by intersecting the dissecting system with a unit-diameter partition of B, one obtains a dissecting systems of at most diameter one sets.
Configurations
Let C X be the space of boundedly finite configurations of X , that is
A configuration C ∈ C X is 1-hard-core, if ∀x, y ∈ C : δ(x, y) ≥ 1. We have the indicator function H of 1-hard-core configurations:
We call C s X the set of 1-hard-core configurations. Sets in B κ X contain only a finite number of points from a 1-hard-core configuration:
Measures
Let M b X be the space of boundedly finite Borel measures on X . For M ∈ M b X , we derive the following measures:
For λ > 0 and M ∈ M b X , let λM be λ-scaling of M defined by (λM )(B) := λM (B).
A set difference operator
The set difference operator ∆ acts on a set function φ by:
The empty difference is the identity:
The iterated differences are
with ∆({A}) := ∆(A) and ∆(∅) := id.
Proposition 14. Iterated differences are invariant under permutations of their arguments and have the canonical form:
Proof. For n = 0, we have
For n = 1, we have
We proceed by induction over n. For n → n + 1, we have
An inequality
We make several times use of the inequality:
4 About 1-independent point processes
We state key properties of 1-independent point processes. We prove proposition 15, show the relation between the strong 1-independence of the PP and the 1-multiplicativity of its avoidance function in proposition 16, show that strong 1-independence implies weak 1-independence in proposition 17, and prove the fundamental inequality between avoidance probabilities in proposition 18.
For a PP ξ, let ξ • be its support PP, i.e., the PP obtained by collapsing multiple points at the same location. For a Borel set A, let Aξ be the restriction of ξ to A. The PP ξ is simple, if it has almost sure no multiple points, i.e., it realises on boundedly finite sets and not multisets of points in X . The normal and factorial moment measures of order n of ξ are defined on B ∈ B 
Hence, N is boundedly finite.
Let ϕ be the Poisson PP with intensity N and ξ := ϕ • . It only rests to verify that ξ has intensity M . This is trivial for the atoms of size 1 of M . On the diffuse part of M , ϕ is simple, whence the intensity of ξ is M , too. For B ⊆ B b X and atoms smaller than one, we have
Proposition 16. A PP is 1-independent, iff its avoidance probability is onemultiplicative.
The necessity is evident, and the sufficiency follows from the fact that the avoidance probability determines the law of the PP [4, Cor 9.2.XIII].
Proposition 17. Let ξ be a strong 1-independent PP with intensity M . For M -almost every x ∈ X and ∀E event of (X \ U(x))ξ :
Proof. Let A, B ∈ B b X with δ(A, B) > 1. Let E ∈ σ(Aξ) be an event. Strong 1-independence (2) allows us to factorise the Campbell measure C as follows:
Hence, the Palm density on σ(Aξ) is
As the σ(Aξ), for A ∈ B b X with A ∩ U(x) = ∅, generate σ((X \ U(x))ξ), we conclude.
Proposition 18 (Fundamental inequality (short FI)). Let ξ ∈ C(M ) with avoidance function Q. We have
Proof. Weak 1-independence (3) implies that
Properties of the functions Z and z
This section contains facts about and properties of the functions Z and z. Many of them would be trivial, if we know that Z equals the avoidance function of Shearer's PP. We need these properties to establish the existence of Shearer's PP first, though.
Basic properties
We have the integral bound
Proposition 19. The function Z is well-defined.
Proof. We show that Z(B) is a convergent series: for k ≥ l we have
Proof. The sum only counts the constant term at index n = 0 in (5), respectively only the case C = ∅.
Proposition 21. The function Z is 1-multiplicative.
Proof. Let C ∈ C s X be a 1-hard-core configuration. Every point in C is contained in at most one of A or B. Let A, B ∈ B b X with δ(A, B) ≥ 1. As H is onemultiplicative, we have
Thus, each integral in (5) splits as follows
Cluster expansion and monotonicity
Cluster expansion takes the logarithm of a generating function. It is a classic technique from statistical mechanics [16, section 4.4] . It improves our understanding of the functions Z and z by a non-probabilistic view.
Proposition 22 (Cluster expansion).
We have Z(B) > 0, iff
is a convergent series, with P(x 1 , . . . , x n ) ∈ N 0 well-defined. Likewise, under the same condition,
is a convergent series.
Proof. We do a cluster expansion of the partition function of a hard-sphere gas with radius one at negative fugacity [13] and apply Penrose's identity [14] , too see that the coefficients P(x 1 , . . . , x n ) have the desired properties.
Some background about the quantity P(x 1 , . . . , x n ): For {x 1 , . . . , x n }, form a graph G with vertices [n] and edges given by: (i, j) ∈ G, iff δ(x i , x j ) < 1. If G is connected, then one sums in the cluster expansion over the term
Penrose showed that this quantity counts the cardinality of a subset of the spanning trees of G. Let P(x 1 , . . . , x n ) be this number, if G is connected, and 0 otherwise. We only use the non-negativity of P(x 1 , . . . , x n ).
Proposition 23. The functions Z and z are monotone in all their arguments.
Proof. The cluster expansion (32a) implies that − log Z(B) is a sum over integrals over non-negative integrands. Hence, it is monotone in both the integration domain and the measure. The same holds for the cluster expansion of z (32b). 
Continuity properties
Proposition 25 (Linear continuity in measure). We have
Proof. Let ε ∈ R with τ := |ε| < 1/M (B).
Proof. Apply proposition 25 to see that
Proposition 27 (Continuity in space). Let B ∈ B b X be a continuity set of M , i.e., M (cl(B) \ B) = 0. The function Z is continuous for sequences (B n ) n∈N of bounded Borel sets decreasing to B and with M (B 1 ) > 0:
Proof. First, let A, B ∈ B b X with A ⊆ B and M (B) > 0. We have
We bound the difference
n−1 using the above
=M (B \ A) exp(2M (B))/M (B) .
For a descending sequence (B n ) n∈N with M (B 1 ) > 0, the continuity of M implies that
0 .
The fundamental equality and telescoping
Proposition 28 (The fundamental equality (short FE)).
Proof. By (20) , there is at most one point lying in A and we split accordingly:
Proof. Rewriting of the FE (35).
Proof. Telescope the ratio.
Behaviour under the set difference operator
We apply the set difference operator from section 3.5 to the function Z.
Proposition 31. If M ∈ M sh X , then Z is completely monotone, i.e., all iterated differences are non-negative:
Proof. We proceed by induction over n. For n = 0, the fact that M ∈ M sh X implies that ∆(∅)Z(B) = Z(B) ≥ 0 .
For n = 1, the monotonicity in space of Z in proposition 23 implies that
We applied the FE (35). For x ∈ A n+1 , we let B x := B\U(x) and, for i ∈ [n + 1], we let A (22), this reduces the degree of the iterated difference by at least one:
≥0 by the induction hypothesis
and B be a disjoint elements of B κ X . We have
By (20), for a 1-hard-core C ⊆ B A, n = |I(C)| ≤ κ(B n i=1 A i ) < n is a contradiction. Whence, the integrand H(C)[I(C) = [n]] = 0 and so is the whole expression.
Proof. We fill up missing zero terms by (39) and then apply (40) and (30):
Shearer's point process
This section is about Shearer's PP. We start with its uniqueness and characterisation in proposition 34 and show its existence in proposition 35. Together they prove proposition 4. Section 6.1 shows its minimality for the avoidance probabilities, leading to a proof of proposition 6. Finally, section 6.2 discusses intrinsic couplings between Shearer's PP at different intensities and the down-set properties of M 
Its avoidance function is Z and η M is the unique PP in C(M ) on 1-hard-core configurations.
Proof. If all the factorial moment measures of η M are finite and known, then the shape of the avoidance function is [2, (5.4.10)]
The uniqueness follows from the fact that the avoidance function determines the distribution of a simple PP [4, Cor 9.2.XIII].
For a simple PP, the factorial and the normal moment measures of the same order coincide [4, page 70] . As a first step, we claim that
We prove (42) by induction over n. If n = 1 and
For the induction step from (n − 1) to n, we see that (20) and (27) 
Second, we prove (41). Let k := κ(B) ∈ N and {A j } k j=1 be a, possibly countable, partition of B into elements of B 1 X . We have 3. continuity in space at ∅: see (34) combined with the fact that ∅ is a continuity set of M and Z(∅) = 1.
4. the resulting process is a.s. boundedly finite: Let {A i,n } i∈[kn],n∈N be a dissecting system of B ∈ B κ X by elements of B 1 X . Let
Recall that B κ X is a generator of B X . Thus, there exists a simple PP η M on X with avoidance function Z on B It rests to show, that the PP η M is simple, strong 1-independent, is 1-hardcore and has intensity measure M . Simpleness follows from almost sure 1-hard-core configurations.
Strong 1-independence: By proposition 21, the function Z is 1-multiplicative and proposition 16 applies.
1-hard-core realisations: We have
We want to show that η M (A) ∈ {0, 1}. To see this, we construct a second PP ϕ A on cl(A) and show that cl(A)η M = ϕ A . The second PP ϕ A is defined in the following way: choose no point with 1 − M (cl(A)) or one point with probability M (cl(A)) and distributed according to M (dx)/M (cl(A)). The avoidance function of ϕ A is ∀B ∈ B cl(A) :
The avoidance functions of ϕ A and cl(A)η M coincide and the two PPs have the same law. As ϕ A is almost surely 1-hard-core, so is cl(A)η M .
Let S be a countable dense subset of X . Define the countable set of closed sets of intersections of open unit spheres by
If δ(x, y) < 1, then there is n ∈ N with δ(x, y) ≤ 1 − 1 n . Density of S implies that there are s, t ∈ S with δ(x, s) ≤ and there is at least one A ∈ S containing both x and y. Let d := inf{δ(x, y) : x, y ∈ η M } be the infimum over mutual distances in η M . Hence,
Intensity measure: As in the proof of almost sure stability, we construct a PP ϕ A with the same law as cl(A)η M . Hence,
The extension to B ∈ B b X is via linearity of expectations.
Minimality of the avoidance function
Proof of proposition 5. The minimality of the avoidance function (8b) is a direct consequence of the conditional minimality (8a). We prove (8a) in two steps. 
X -partition of A B. For x ∈ A, let A(x) be the unique partition element containing x. We apply the FI (28b) twice to get
and, for x ∈ A,
We show the well-definedness of the above expressions in the second half of the proof. For x ∈ A and y ∈ A(x), we have A(x) ⊆ U(y) and κ(B \ A(x)) ≤ k − 1. Hence, we may apply the inductive hypothesis to the integrand of the second FI application and the second factor of the integrand of the first FI application.
For x ∈ A, the inductive hypothesis implies that Q(B \ A(x)) > 0 and we apply the FE (36) to the second expression:
We substitute this in the first expression, multiply and see that this implies that Q(B) > 0, apply the FE (36) and obtain
Intrinsic coupling
In this section we prove proposition 8 as a corollary to an intrinsic coupling between Shearer's PP at different intensities by independent thinning. 
Proofs of the lower bounds and sufficient conditions
This section contains the proofs of the sufficient conditions and lower bounds in section 2.6.
Proof of proposition 9. We first prove (12c). The condition (12a) implies that for every r > 0 and x ∈ X : κ(S(x, r)) ≤ K r+1 . We omit the proof, which is via induction on the integer part of r. Hence, for all B ∈ B 
X -partition of A B. For x ∈ A, let A(x) be the unique partition element containing x. We apply the FE (36) twice to get
For x ∈ A and y ∈ A(x), we have A(x) ⊆ U(y) and κ(B \ A(x)) ≤ k − 1. Hence, we may apply the inductive hypothesis to the integrand of the second FE application and the second factor of the integrand of the first FE application.
For x ∈ X , let k x := κ(U(x)). Thus, for x ∈ A, the second expression is bounded as
We substitute this in the first expression and obtain
Proof of proposition 10. We prove (13b) in two steps. First, only for A, B ∈ B κ X . Assuming that (13b) holds in this case, the second step is as follows. Without loss of generality, let A, B ∈ B b X with A ∩ B = ∅. Take sequences (A n ) n∈N and (B n ) n∈N of elements of B κ X exhausting A and B respectively. Conclude the second step by applying the monotonicity for z from proposition 23: For x ∈ A, the second expression is bounded as
Proof of corollary 11. A sufficient condition for (13a) to hold in the setting of corollary 11 is (see (14)):
This is equivalent to
The last line holds (by exp(
The global maximum of f is at 1/V 1 . Thus, we can take every λ with
Applying proposition 10, we get
where α is the unique solution of
Proof of proposition 12. We show that
The statement of (16) follows from (43) by telescoping (37).
Let N := (1 + α)M . We use the FE (36) and the monotonicity of z in M from proposition 23:
Vanishing avoidance probability
We show that, for each M ∈ M > X , there is a strong 1-independent point process in C(M ) with zero avoidance probability on bounded Borel set of positive Mmeasure.
Proof of proposition 7. If M has an atom of size one at x, then by proposition 15 there exists at least one ξ ∈ C(M ). For this ξ, we have P(ξ({x}) = 0) = 0. For the remainder of the proof, we assume that all atoms of M are smaller than one.
By proposition 25, f is continuous. Let Λ be the smallest root of f . As f (0) = 1 and f (1) < 0, we know that 0 < Λ < 1.
For a yet unspecified measure N , we take the following three independent PPs:
• A Poisson PP ϕ of intensity M on X \ B.
• A Poisson PP ϑ of intensity N on B.
• Shearer's PP η ΛM of intensity ΛM on B.
We construct our target PP ξ in the following way:
The resulting PP is strong 1-independent and has zero avoidance probability on B: P(ξ(B) = 0) = P(η ΛM (B) = 0, ϑ(B) = 0) ≤ P(η ΛM (B) = 0) = 0 . It rests to construct the measure N , check that it is finite on B and is the intensity of ξ. Let A be the atoms of M in B and D := B \ A be the diffusive domain of M in B.
We let the diffuse part of N coincide with (1 − Λ) times the diffuse part of M on D. Hence, it is finite. Because neither η ΛM nor ϕ have multiple points in D, we get, for A ∈ B b X with A ⊆ B:
For an atom x ∈ A, we need
Using (25), this is equivalent to
As M (A) ≤ M (B) < ∞ and all atoms are less than one, we have
Hence, the atomic part of N is finite, too:
What Shearer's PP is not
In this section, we show that Shearer's PP does not coincide with any of several well known constructions of hard-core PPs. In particular, Shearer's PP does not coincide with any of Matérn's constructions [12, 19, 20] , the hard-sphere model in section 2.5 and is neither a determinantal nor permanental point process.
Model 38 (Matérn I hard-core). Let ϕ be a Poisson(N ) PP. Fix a radius R. Delete all points having at least another point at distance less than R. The resulting PP is the Matérn I hard-core PP with radius R.
Model 39 (Matérn II hard-core). Let ϕ be a marked Poisson(N ) PP with iid marks uniformly distributed in [0, 1]. Fix a radius R. Delete all points (x, l) with l ≥ max{g : (y, g) ∈ ϕ, δ(x, y) < R}. The resulting PP is the Matérn II hard-core PP with radius R.
Model 40 (Matérn III hard-core). Let ϕ be a marked Poisson(N ) PP with iid marks uniformly distributed in [0, 1]. Fix a radius R. A point (x, l) inhibits a point (y, k), if δ(x, y) < R and l ≤ k. A marked point (x, l) is uninhibited, if l is minimal among the marks of points less than R away from x. Apply the following thinning procedure until the point configuration stabilizes: for every uninhibited point, delete all the points it inhibits. Uninhibited points only contribute once to the thinning and every R-connected cluster of points contains an uninhibited point. Hence the point configuration stabilizes under the thinning procedure and the resulting PP is the Matérn III hard-core PP with radius R.
Both the Matérn I and II hard-core PPs with radius R are R-stable and 2R-independent.
Proposition 41. If (X , δ) is 1-connected and has diameter more than 1, and the intensity is positive, then Shearer's PP is not equivalent to any of Matérn's I, II or III hard-core constructions.
Proof. The constraints on the space imply that there are points {x, y, z} such that δ(x, y) := r xy < 1, δ(y, z) := r yz < 1 and δ(x, z) = r xz ≥ 1. This only leaves Matérn hard-core PPs with radius R ∈]r xy ∨ r yz , r xz ]. Without loss of generality, we reduce this situation further to the graph G = (V := {x, y, z}, E := {l := {x, y}, r := {y, z}}), inducing the metric space (V, 2d G ). We have atomic intensities (n x , n y , n z ) for the simple Poisson PP underlying the Matérn hardcore construction. Let (m x , m y , m z ) be the positive target intensity of the construction. In the following three cases we fix the radius of the hard-core constraint to 1 and show that we do not have one-independence for the marginals at x and z. This implies that n y > 0. For one-independence, we need n x (1 − n y ) 2 n z = m x m z = n x (1 − n y )n z , which implies that n y = 0, a contradiction to m y > 0.
Matérn II: The comparison between the uniform labels on neighbouring sites of the labelled, simple Poisson PP underlying the Matérn II hard-core construction yields probabilities of 1/2 for a decision in a vertex's favour. We have
For one-independence, we need n x (1 − n y 2 ) 2 n z = m x m z = n x (1 − 3n y 4 )n z , which implies that n y = 0, a contradiction to m y > 0.
Matérn III: An uninhibited point x inhibits a point at a neighbouring site with probability 1/2. We have m x = n x (1 − n y 2 + n y n z 4 ) m z = n z (1 − n y 2 + n y n x 4 ) .
This implies that n x , n z ∈]0, 1[. For one-independence, we need n x n z (1 − n y 2 + n y n z 4 )(1 − n y 2 + n y n x 4 ) = m x m z = n x (1 − n y 4 )n z , which is impossible as the lhs is always bigger than the rhs.
Proposition 42. If (X , δ) is 1-connected and has diameter more than 1, and the intensity is positive, then Shearer's PP is not the hard-sphere model.
Proof. Let A ∈ B Hence, N can not be a fugacity measure and induce the right first moment in the hard-sphere model simultaneously.
Proposition 43. If (X , δ) is 1-connected and has diameter more than 1, and the intensity is positive, then Shearer's PP is not determinantal.
We omit the permanental case, as permantal PPs exhibit attraction, which runs counter to the hard-core repulsion of Shearer's PP.
Proof. In a determinantal PP, the higher moments are determined by the determinant of a matrix with entries from a bivariate kernel K : X 2 → R. In our case, the kernel K may only take the form: We calculate the correlation function of n points, i.e. the Radon-Nikodyn derivative of the n-th factorial moment measure of η M with respect to M n , depending on the 1-connected graph structure of the n points. The correlation function only takes values 1 and 0, for 1-disconnected graphs and graphs containing at least one 1-edge, respectively.
For n = 1, we get 1 = det K(x, x) = a. For n = 2, we get 0 = a 2 − b Satisfying the constraints for n = 3 means that both a − b = 0 and a(a + c) − 2b 2 = 0, leading to either a = b = c = 0, a contradiction to a = c, or a = b = 0 with c = 2 −1/3 , a contradiction to c = 0. The 11 equations from the isomorphism classes of graphs on 4 vertices also yield non-satisfiability already on their own.
