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PREFACE 
This dissertation entitled "Some Statistical Methods in Bioinformatics" is 
submitted to the Aligarh Muslim University, Aligarh, India, for the Partial 
fulfillment of the degree of Master of Philosophy in Statistics. It embodies 
literature survey work carried out by me. I have tried my best to include 
sufficient and relevant materials in a systematic way. 
This dissertation consists of five chapters. 
CHAPTER 1 deals with the Introduction to Bioinformatics. The chapter 
which deals with terms that relate bioinformatics to biology and lead to 
different branches in bioinformatics. Finally, it describes the aim, scope and the 
present scenario of bioinformatics. 
CHAPTER 2 deals with the types of genome and introduction to genomic 
sequence analysis. The regulation of a gene depends on the binding of 
transcription factors to specific sites located in the regulatory region of the 
gene. We investigate a code based on position weight matrices to detect 
transcription factor binding sites. Also some results have been discussed in 
detail. 
CHAPTER 3 deals with the DNA Micro array and the statistical analysis of 
micro array data. Chapter also deals with such topics as hierarchical clustering, 
k-means clustering, and neural network etc. 
CHAPTER 4 deals with the Phylogenetic tree estimation. Distance, Tree 
reconstruction: Ultra metric case. In this chapter we present an algorithm for 
simultaneously substitution rate estimation and phylogenetic tree 
reconstruction. The algorithm iterates between the EM algorithm for estimating 
substitution rates and the generalized NJ (Neighbor Joining) method for tree 
reconstruction. Preliminary results of the approach are encouraging. 
CHAPTER 5 consists of the analysis of one DNA sequence. It deals with 
simulation shotgun sequence, contigs, modeling DNA, modeling signals in 
DNA and the analysis of patterns. Apart from these, overlaps counted and 
overlaps not counted have been discussed extensively. 
A comprehensive list of references, arranged in alphabetical order is also 
provided at the end of dissertation. 
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CHAPTER! 
PRELIMINARIES AND BASIC RESULTS 
1.1 Introduction 
The word "Bioinformatics" is a shortened form o f biological information'. An 
unprecedented wealth of biological data has been generated by the Human 
Genome Project (HGP) and sequencing projects in other organisms. It defines 
Bioinformatics as the field of science and information technology merges to 
form a single discipline. The mathematical, statistical and computing methods 
that aim to solve biological problems using DNA and amino acid. The field has 
been fuelled by the increase in DNA data generation leading to the massive 
data sets already generated, in particular the data from the human and other 
genome projects. Instead, at this stage the main utility of mathematics in the 
field is in the creation of tools that investigators can use to analyze data. For 
example, biologists need tools for finding genes in genomic DNA, and for 
estimating differences in how genes are expressed in different tissues. Hence 
bioinformatics is primarily concerned with the creation and application of 
information based methodologies to the information contained therein. 
1.2 Human Genome Project 
The Human Genome Project (HGP) was an international scientific research 
project with a primary goal to determine the sequence of chemical base pairs 
which make up DNA and to identify and map the approximately 20,000-
25,000 genes of the human genome from both a physical and fimctional 
standpoint. A parallel project was conducted outside of government by the 
Celera Corporation. The mapping of human genes is an important step in the 
development of medicines and other aspects of health care. 
The Human Genome Project originally aimed to map the nucleotides contained 
in a human haploid reference genome (more than three billion). The "genome" 
of any given individual (except for identical twins and clones organisms) is 
unique; mapping "the human genome" involves sequencing multiple variations 
of each gene. The project did not study the entire DNA found in human cells; 
some heterochromatic areas (about 8% of the total genome) remain un-
sequenced. 
1.3 DNA Structure and Sequencing 
The genetic material of all living organisms, the substance of heredity, is DNA. 
In 1953, British scientists James Watson and Francis Crick used x-ray 
crystallography to discover that DNA is in the form of a double helix of 
molecules in pairs of chemical bases held together by weak bonds (Watson & 
Crick, 1953). The four chemical bases are purines (adenine, abbreviated [A], 
and guanine, [G]) and pyrimidines (cytosine [C] and thymine [P]). The bases 
form pairs only between A and T and between G and C so one can deduce the 
base sequence of each single strand from its partner. The combination of 
oxygen, carbon, nitrogen, and hydrogen differs for each base. Each base is 
attached to a "deoxyribose," or sugar molecule, and to a phosphate molecule, 
creating a nucleotide. The nucleotides are linked in a certain order, or sequence, 
through the phosphate group. The precise order and linking of the bases within 
the DNA (i.e., 3 the genotype) determines what proteins that gene produces, 
and ultimately the phenotype of the organism. 
In the simplest sense, a gene is a linear sequence of nucleotides that encode 
information for the corresponding linear sequence of amino acids that form a 
protein. The information in DNA is first transcribed to a messenger ribonucleic 
acid (mRNA), which is then decoded by ribosomes and other factors, 
translating the nucleotide code into amino acid code. The linear amino acid 
sequence folds into a three-dimensional conformation for a functional protein. 
1.4 Sequencing and Analysis 
First chromosomes (of up to a couple of hundred million bases) are divided 
into smaller pieces, or "sub cloned." A template is created from the shorter 
piece to generate fragments, each differing only by a single base; this changing 
of the base is the mutagenesis. That single base is used as an identifier during 
template preparation of sequence reaction. Using florescent dyes, the fragments 
can be identified by color when the fragments arc separated by a process called 
gel electrophoresis. The base at the end of 4 each fragment is now identified 
("base-calling") to help recreate the original sequences of A, T, C, and G for 
each sub cloned piece. A four-color histogram (chromatograph) is created to 
show the presence and location for each of the bases. Finally, the short 
sequences in blocks of about 500 bases (called the "read length") are assembled 
by computer into long, continuous stretches for analysis of errors, gene-coding 
regions, and other distinctions. 
1.5 Microarrays 
"Sequencing" is the determining of the order of nucleotides (the base 
sequences) in a DNA or RNA or the order of amino acids in a protein. 
Analyzing these sequences provides the funcfional identification of genes. The 
analysis of whole genomes can be performed through DNA microarrays. This 
technique, described in Kohane, Kho and Butte (2003) and Bowtell & 
Sambrook (2003), is applied to many endeavors, such as high-throughput 
genotyping, comparative genomic hybridizafion, monitoring of gene 
expression, and detection of single nucleotide polymorphisms. Such procedures 
can help determine the effect of gene expression, map disease loci, demonstrate 
chromosomal aberrations, and categorize tumor expression patterns. 
1.6 Basics of Bioinformatics 
(i) Data Acquisition 
Data acquisition is primarily concerned with accessing and storing the data 
generated from the biological experiments. The data generated by various 
sequencing projects have to be retrieved in the appropriate format, and be 
capable of being linked to all the information related to the DNA samples, such 
as the species, tissue type, and quality parameters used in the experiments. The 
data are organized in different database so that the researchers can access 
existing information and submit new entries as when they are produced. 
Examples of such database are the Entrez Genome of National Center for 
Biotechnology Information (NCBI) and the protein Data Bank. 
Remark: 
(1) Entrez is an integrated database search and retrieval system that extracts 
information from DNA and protein sequence data, population sets, whole 
genome, macromolecular structures. Entrez provides extensive links within and 
between database records. In their simplest form, these links may be simple 
cross-references between a sequence and the abstract of the paper in which it is 
reported or between a protein sequence and its coding DNA sequence or 
perhaps its 3D structure. 
(2) Entrez Genome can be accessed via 'all databases' link on NCBI, followed 
by clicking on 'Genomes' link. This provides all genomes, their genomic 
information, various features, and all the genome sequences. The Entrez 
genome contains chromosome, plasmid, and draft sequences separately under 
sub-headings of Archaea, Bacteria, Eukaryote, and versus on the left side 
menu. This provides the public access to 486 complete genomic sequences of 
prokaryotes and eukaryotes. 
(ii) Tool and Database Development 
Many laboratories generate large volumes of data such as DNA sequence, gene 
expression information, 3D molecular structure, and high-throughout 
screening. Consequently, they must develop effective database for storing and 
quickly accessing data. The other aim is to develop tools and resources that aid 
in the analysis of data. 
Many of these databases are best built using relational database architecture, 
usually based on the Oracle or Sybase. Most critical for the bioinformatics 
specialist is to have a strong working relationship with the researchers who will 
be using the database and the ability to understand and interpret their needs into 
functional database capabilities. 
(iii) Data Integration 
Once information has been analyzed, a researcher must often associate or 
integrated it with the related data from other database. For example, a scientist 
may run a series of gene expression analysis experiments and observe that a 
particular set of 100 genes is more highly expressed in a cancerous lung tissue 
than in a normal lung tissue. Such information helps the researcher to narrow 
down the list to a smaller set of genes. An understanding of database 
architecture and the relationship between the various biological concepts in the 
database is the key to effective data integration. 
1.7 Scope Areas of Bioinformatics 
Bioinfonnatics can be applied to several fields. We shall now take a look at 
some these areas. 
(i) Genome and Sequence Analysis 
Bioinformatics as a concept was introduced describe the task of handling, 
presenting, and analyzing large amounts of sequence data. As a consequence, it 
is currently almost an everyday activity in most molecular biology labs to 
screen these sequence databases to find the sequence homologous of a 
particular gene. This is not only to find homologous within a species but also to 
look for similar genes in other organisms, thus called orthologous. Sequence 
similarities are also used to cluster organisms according to their evolutionary 
relatedness and thus to create phylogenetic trees, an important tool in 
taxonomy. In parallel with the DNA sequencing efforts, the determination of 
the location of genes on chromosomes is today performed in large scale 
projects for a number of organisms. 
(ii) From Sequence to 3D Structure Prediction 
The function of most macromolecular is closely linked to their 3D structure, 
which may be most apparent for proteins and some RNA molecules. Since the 
protein structure ultimately carries the information about the enzymatic active 
site or surface site for protein-protein interactions, knowledge about the protein 
structure will be fijndamcntal importance for the pharmaceutical industry in the 
future. 
(iii) Analysis of Genome-wide Biomedical Data and Functional 
Genomics 
These technologies make it possible to simultaneously study the expression of 
thousands of genes, either at the transcript or at the protein level; the thousands 
of possible protein-protein interactions in a cell; phenotypic analysis of 
thousands of mutants; etc. All these data, regardless of the type and format, 
have to be handled, presented, and analyzed efficiently. Statisticians are 
already exploring this challenge for the clustering of similarly regulated genes. 
This clustering information is currently being evaluated as a potentially usefiil 
way of predicting the functions of functionally uncharacterized genes a 
research area called functional genomics. Ultimately, the prediction of gene 
function will involve a more complex procedure-the integrated analysis of 
many types of large scale molecular data into one tentative function for the 
studied gene. Identifying these sequences by automated computer methods, 
which is more difficult than finding clear similarities between the encoded 
proteins, will be a challenge that can provide extremely useful information. 
(iv) Database Building and Management 
The type of infomiation being generated, analyzed and finally data have to be 
presented to the scientific community on the internet. The presentations of 
these data are challenging the problems that arise extend from the formalism of 
data submission to the intelligent and clear ways of presentation. 
(v) Microarray experiment 
There are usually two types of microarrays-the complimentary DNA and 
oligonucleotide chips. In the former cDNA are generated in the laboratory by 
reverse transcription so that they include the protein coding part of the genome 
and spotted on either glass slides or nylon membranes with known sequences. 
The microarray is then exposed to the mixture of the two DNA samples for 
hybridization. When mRNA for a gene is more abundant in the cancer than in 
the normal cell, for example, the array spot corresponding to that will show a 
red colour but otherwise green colour. 
This approach is to use short probe called "match" probe on the order of 20 
bases long and to use the 10-20 different probes for each gene. Each matching 
a different small segment of the messenger ribonucleic acid (mRNA). In 
addition one generally uses the same number of mismatch probe, which consist 
of the match probes with one base changed in each. A probe and mismatch are 
called probe pair and generally 10-20 probe pair per gene. The use of mismatch 
probes also allows for a test whether this probe-set represents an expressed 
gene. 
(vi) Clinical Application 
The clinical applications of bioinformatics can be viewed in the immediate, 
short and long-term spans. The HGPs for sequencing human chromosomes 
were completed in 2003, producing a database of all the variations in sequences 
that distinguish us all. Basic bioinfomiatics tools are already accessed in certain 
clinical situation to aid in diagnosis and treatment plans. For example, PubMed 
is accessed freely for biomedical journals cited in Medition, and online 
Mendelian Inheritance in Man-a search tool for human genes and genetic 
disorders is used by clinicians to obtain infonnation on genetic disorders in the 
clinic or hospital setting. 
Remark: 
PubMed is a free search engine for accessing the MEDLINE database of 
citations and abstracts of biomedical research articles. The core subject is 
medicine, and PubMed covers field related to medicine, such as nursing and 
other allied health disciplines. It also provides very full coverage of the related 
biomedical sciences, such as biochemistry and cell biology. It is offered by the 
United States National Institutes of Health as part of the Entrez information 
retrieval system. 
1.8 Different types of Bioinformatics Data 
1.8.1 Single Sequence or Structure Data 
(i) Protein structural data: 
Protein structure analysis is an old field. The first protein structure was 
determined decades before the first DNy\ sequence. The protein structural 
database has grown more slowly than the sequence database. X-ray 
crystallography and nuclear magnetic resonance (NMR) are powerful methods 
for detennining structural features. 
(ii) Protein Sequence Data: 
The amino acid content of a protein can be determined directly or through the 
translation of an open reading frame in a DNA sequence. Raw sequence data 
are being produced at a rapid rate. 
(iii) ESTs Data: 
ESTs data for an organism is an extremely useful starting point for discovery 
oriented explanation of gene expression. ESTs data are partial sequence of 
cDNA; cDNA clones are DNA strands built using cellular messenger 
ribonucleic acid (mRNA) as templates. mRNA level respond to change in a cell 
or its environment; mRNA levels are tissue dependent, and they change during 
the life cycle of the organism. 
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(iv) Single Metabolite Data: 
It has become possible to enhance the yield and rate of metabolic production by 
restructuring or deregulating metabolic network. The related experimental data 
may be on concentration or flux of a particular product. 
1.8.2 Genomic Scale Data 
(i) Genome Sequence Data: 
Genome sequence data has several very large-scale genome sequencing 
projects have either been completed or expected to be completed. Few 
important sequencing projects are: Microbials Genomes, Model Organisms, 
Plant Genome, Pathogenic Protozoan Genome and Human Genome. The 
completion of the human genome sequencing projects in April 2003, by a 
consortium of 16 public laboratories, is a major achievement in biology. The 
number of protein coding regions in the human genome is estimated to be 
around 31,000. This leads to a variety of possible combination leading to a 
number of possible proteins. 
(ii) Proteome Data: 
A typical proteomics experimentation generates a wide spectrum of data. 
Proteomics attempts to characterize the identity, interaction, localization, 
function and structure of all protein that are present in a biological samples at a 
given time. There is first the information on sample source and the treatment 
this sample has received. Second, there are the experimental conditions for 
achieving sample separation normally done by 2D gel electrophoresis. Next, 
there is the digital image of a stained 2D gel. Location of the excised spots in a 
micro titer plate and the subsequent digestion of these spots with enzymes 
require lot of care. Digests are then placed on a MALDI-TOF target. Thus at 
each stage, a large number of different data sets are generated. 
(iii) Transcriptome Data; 
The most cellular regulation is achieved by changes in mRNA levels. The 
entire mRNA transcript compliments in a cell or tissue is referred as 
transcriptome. DNA microarray is a popular device for transcriptome analysis. 
Use of software packages help in transforming the microarray data into a 
matrix. 
(iv) Single-Nucleotide Polymorphism (SNP) Data: 
It has become evident that there is a substantial variation in the DNA sequences 
between two individuals at many points throughout the genome. The sequence 
variation occurs at discrete, single-nucleotide positions referred to as SNPs, 
which are estimated to occur at a frequency of approximately one per 1000 
nucleotides. SNPs are biallelic polymorphism, that is, the nucleotide identity at 
these polymorphic positions is generally constrained to one of two possibilities 
in humans. A wide variety of approaches to genotyping have been developed in 
recent years; amongst the most promising technologies being developed is 
matrix-assisted laser desorption-ionization-time-of-flieght (MALDI-TOF) mass 
spectrometry (MS). 
(v) Metabolomics/ Metabonomics Data: 
Unlike transcripts and proteins, metabolites (which can be regarded as the 
ultimate gene products) so far, have been largely ignored. Complete set of 
metabolites in a cell may be termed as metabolome. The study of metabolome 
when conducted by NMR is referred as metabonomics, otherwise it is known 
as metabolomics. 
1.9 Genes and Genomes 
Genomic DNA is tightly and orderly packed in the process called DNA 
condensation to fit the small available volumes of the cell. In eukaryotes, DNA 
is located in the cell nucleus, as well as small amounts in mitochondria and 
chloroplasts. In prokaryotes, the DNA is held within an irregularly shaped body 
10 
in the cytoplasm called the nucleotide. The genetic information in a genome is 
held within genes, and the complete set of this infonnation in an organism is 
called its genotype. A gene is a unit of heredity and is a region of DNA that 
influences a particular characteristic in an organism. Genes contain an open 
reading frame that can be transcribed, as well as regulatory sequences such as 
promoters and enhancers, which control the transcription of the open reading 
frame. 
In many species, only a small fraction of the total sequence of the genome 
encodes protein. For example, only about 1.5% of the human genome consists 
of protein-coding exons, with over 50% of human DNA consisting of non-
coding repetitive sequences. The reasons for the presence of so much non-
coding DNA in eukaryotic genomes and the extraordinary differences in 
genome size, or C-vahie, among species represent a long-standing puzzle 
known as the "C-value enigma". However, DNA sequences thai do not code 
protein may still encode functional non-coding RNA molecules, which are 
involved in the regulation of gene expression. 
1,10 Use of Discrete Probability Distribution 
(i) Binomial distribution 
The binomial random variable is the number of success in a fixed number n of 
independent Bemaulli trials with the same probability of success for each trial. 
The number of heads in some fixed number of tosses of a coin is an example of 
a binomial random variable. It is denoted by V. The probability of V is given by 
the fonnula 
PKCv) = (;)p>'(i-pr>', y = 0,1,2,.... 
(ii) Poisson Distribution 
The random variable Y has a Poisson distribution with parameter (k > 0) if 
P(y) = e-^Xy/yU y = 0,1,2,... 
(iii) Uniform Distribution 
A random variable Y has the uniform distribution if the possible values of Y 
=a, a + l,....,a + b — 1. For two positive integers a and b with b>\ and the 
probability that Y takes and specified one of these b possible values is b that is, 
Py(}0= b~'^, y = a,a + b - 1 
(iv) Geometric Distribution 
Suppose that a sequence of independent of Bernaulli trial is conducted, each 
trial having probability p of success. The random variable of interest is the 
number Vof trials before the first failure. The possible values of 7 are 0, 1,2, --
-—. If F = y there must have been y successes followed by one failure it 
follows that 
Py(^')=il-P)py, y = 0,i,2,... 
(v) Exponential Distribution 
A continuous random variable having this distribution has range (0,oo) and 
density function 
f^ix)=Xe-^, x>Q 
The cumulative distribution function F(X) is found by integration as 
Fyix) = 1 - e-^*, x>Q 
1.11 Markov Model 
It has been found that biological sequence can be modeled as Markov model. 
This model is that of a stochastic process in which the probability for a given 
12 
nucleotide to occur at any given position depends on the nucleotide occupying 
the p- previous positions. Such a representation is called pth order Markov 
model and the parameters in the model are the "transition probabilities" 
associated with the Markov model. Markov model gene prediction algorithm 
evolved into more flexible hidden Markov model algorithm and generalized 
hidden Markov model. 
1.12 Hidden Markov Model (HMM) 
Hidden Markov model is similar to a Markov chain. An Hidden Markov model 
with some discrete time Markov model is extra features. The main additional 
that when a state is visited by the Markov chain, the state "emits" a letter from 
a fixed time independent alphabet. Letters are emitted via a time independent, 
but usually state-dependent, probability distribution over the alphabet. When 
the hidden Markov model runs there is, first, a sequence of state visited, which 
are denoted by ql,q2 and second, a sequence of emitted denoted by 
01,02 
There are three algorithms. 
(i) Given the parametersA, efficiently calculate 
Prob(0/A). 
That is, efficiently calculate the probability of some given sequence of 
observed outputs. 
(ii) Efficiently calculate the hidden sequence Q = qi.q2.-.QT of states that is 
most likely to have occurred, givenO. That is, calculate 
argmax Prob iQ\0). 
(iii) Assuming a fixed topology of the model, find the parameters 
X = (^P.B.TT) that maximize Prob(0|A). 
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1.12.1 Applications of Hidden Markov Model 
(1) Modeling Protein Families 
(2) Multiple Sequence Alignments 
(3) Pfam 
(4) Gene Finding 
Pfam is a web-based resource maintained by the Sanger Center. Pfam is a large 
collection of multiple sequence alignments and hidden Markov models 
covering many common protein domains and families. Pfam uses the basic 
theory described above to determine protein domains in a query sequence. A 
protein usually has one or more functional domains, namely portions of the 
protein that have essential function and thus have low tolerance for amino acid 
substitutions. 
Remark: 
Domains are the basic structural classification unit of a protein. A domain is 
defined as an evolutionary unit. A region in a protein can be considered as a 
domain if it has the following features: 
(1) Regions that display significant levels of sequence similarity. 
(2)The minimal part of a gene that is capable of performing a function. 
(3) A region of a protein with an experimentally assigned function. 
1.13 Generalized Hidden Markov Model (GHMM) 
These are structurally and operationally the same as the HMM except the 
parameter's which are interpreted as probabilities in defining HMM are 
allowed to be negative. We have the necessary and sufficient condifion for two 
GHMM (thus for two HMM) as representing the same process and we also 
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have a method for finding the smallest possible GHMM equivalent to given 
one. 
1.14 Markov Chains and Markov Processes 
A Markov chain is a discrete-time process for which the future behavior, given 
the past and the present, only depends on the present and not on the past. A 
Markov process is the continuous-time version of a Markov chain. Many 
queuing models are in fact Markov processes. 
1.14.1 Markov Chains 
A Markov chain, studied at the discrete time points 0, 1, 2... are characterized 
by a set of states S and the transition probabilities p.^  between the states. Here, 
p^j is the probability that the Markov chain is at the next time point in state /, 
given that it is at the present time point at state i. The matrix P with elements 
Pj.- is called transition probability matrix of the Markov chain. The definition of 
the PJ. implies that the rows sums ofP are equal to 1. Under the condition that: 
All states of the Markov chain communicate with each other. 
(i) The Markov chain is not periodic, 
(ii) The Markov chain does not drift away to infinity, 
The probability ^^{n) that the system is in state i at time point n coverages to a 
limit TTj as n tends to infinity. These limifing probability, or equilibrium 
probabilities, can be computed from, a set of so-called balance equations. The 
balance equations balance the probability of leaving and entering a state in 
equilibrium. 
1.14.2 Markov Processes 
In a Markov process we also have a discrete set of states S. However, the 
transition behavior is different from that in a Markov chain. In each state there 
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are a number of possible events that can cause a transition. The event that 
causes a transition from state / to/, wherey ^ i, takes place after an exponential 
amount of time, say with parameter^,-.•. In this model transitions take place at 
random points in time. 
1.15 Multiple Hypothesis Testing 
In DNA microarray experiments one is ollen interested in detecting gene that 
show differential expression between two samples one taken from diseased 
individuals say having turner and other from normal individuals. The null 
hypothesis to be tested is then that there is number different gene expression 
between the two cases. For each of the thousand of genes, represented as rows, 
one can t-test with usual p-value cut off .05. But this would lead a very high 
value of the probability (type I error) that at least one test amongst thousand 
independent tests is false positive. 
1.16 Gene Prediction 
A gene is the functional unit is the genome of an organism. It includes 
regulatory sequences and a reading frame between a start and a stop codon, 
which defmes the sequence corresponding to the amino acid sequence of a 
protein. The structure of a gene can differ from organism to organism and there 
are major types: those with a continuous frame and those with an interrupted 
reading frame (exons, introns). In depth analysis of sequence of the known 
genes has resulted in several features (genetic element) normally present in 
gene. The extended and variable length regions such as exons and introns are 
called content and are recognized by methods that are called content censors. 
Remark: 
Codons are triplets of nucleotides that together specify an amino acid residue in 
a polypeptide chain. Most organisms use 20 or 21 amino acids to make their 
polypeptide, which are proteins or protein precursors. 
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Because there are 4 possible nucleotides, adenine (A), guanine (G), cytosine 
(C), and thymine (T) in DNA, there are 64 possible triplet to recognize only 20 
amino acids plus the translation termination signal. Because of this redundancy, 
all but two amino acids are coded for by more than one triplet. Different 
organisms often show particular preferences for one of the several codons that 
encode the same given amino acid. 
Different Approaches 
(1) Oligonucleotide usage method 
(2) Neural Network method 
(3) Markov Model 
(4) Midden Markov Model, Generalized IIMM 
(5) Discrimination and Classification 
(6) Searching Sequence method 
1.16.1 Features for Gene Prediction in Prokaryotes 
The features for gene structure in prokaryotes act as the key criteria to identify 
protein-coding genes in them. The gene structures of prokaryotes, which are 
used in prediction, particular in ab initio method are discussed. 
(i) Promoter elements 
The sequence in DNA which defines the start of a gene is called a promoter. 
There are two regions that are important in the definition of a prokaryotic 
promoter (the - 3 5 region and the —10 region, also known as the Prib-now 
box). 
(ii) Transcription start site 
Protein coding genes generally start with codon 'ATG', which is known as start 
codon, and it codes for methionine. In prokaryotes, in some cases start codon is 
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TTG or GTG. So any series of non-stop codons can be translated 
computationally into an amino acid sequence. Such a region is called ORF 
starting with ATG, TTG, or GTG. 
(iii) Order Reading Frames (ORFs) 
Since stop codons are found in uninformative nucleotide sequences, 
approximately once every 21 codons (3 out of 64), a run of 30 or more triplet 
codons that does not include a stop codon in itself can be a probable gene. The 
presence of a set of sequences around which ribosomes assemble (during 
translation) at the 5' end of each ORF serves as a hallmark for identification of 
protein-coding genes in prokaryotes. This sequence patch is known as 
ribosome-loading sites (called Shine-Delgamo sequence) that has a consensus 
sequence 5'-AGGAGGU-3'. 
(iv) Translation stop site 
This includes TAA, TAG, and TGA. 
(v) Translation sequences 
A vast majority of prokaryotic protein-coding gene operons contain specific 
signals for the termination of transcription called intrinsic terminators. Intrinsic 
terminators have two prominent structural features: 
(i) a sequence of nucleotides that include an inverted repeat and 
(ii) a run of roughly six uracils immediately following the inverted repeats. 
1.16.2 Features for Gene Prediction in Eukaryotes 
The other genomic elements that researchers have discovered are: start and stop 
codons, splice site, promoters, and terminators of transcription etc. Local sites 
such as these are called signals and method for detecting them can be called 
signal censors. Genomic DNA signals can be contrasted with extended and 
variable length regions such as exons and introns, which are recognized by 
different methods that may be called content sensors. Method, which predict 
gene structure based only on general features of genes, are referred as ab initio 
method. Ab initio gene prediction encompasses the class of "statistical 
learning" algorithm that are used in silico gene recognition. (C4^  initio method 
attempts to predict genes based on the statistical properties of the given DNA 
sequence. This method attempts to extract information regarding gene locations 
using statistical patterns inside and outside of the gene regions as well as 
typical patterns at their boundaries. An initio gene identification method 
searches for certain signals of protein-coding genes. This method is applicable 
for both prokaryotes and eukaryotes).There are various approach: 
(i) Content Sensors 
These classify a DNA region into different types, e.g., coding versus non-
coding. Similarity based approaches are often called extrinsic, in position to 
others that try to capture of the intrinsic properties of the coding/non-coding 
sequences. 
(ii) Extrinsic content sensors 
These sensors basically perform similarity searching between a genomic region 
and a protein or DNA sequence present in a database. Basic tools needed for 
similarity searching between sequences are local alignment methods like 
Smith-Waterman algorithm, fast heuristic approaches such as FASTA and 
BLAST. Database like swiss-Prot or PIR serve as the source for the most 
widely used protein sequences for such a purpose. Again, a good similarity 
score will not enable exact identification of the gene structure since 
homologous proteins do not share all their domains. Under such an assumption, 
similarity with genomic DNA can also serve as a valuable source of 
information on intron/ exon location. There are two approaches for such a 
purpose: intra-genomic comparisons provide useful information regarding 
mukigenic families, represenfing a huge percentage of the exisfing genes. 
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(iii) Intrinsic content sensors 
In prokaryotes, it is still common to locate gene by just looking for long ORFs. 
To discriminate coding from non coding regions in eukaryotes, content sensors 
use statistical models of the nucleotide frequencies and dependencies present in 
codon structure. The most commonly used statistical models are known as 
Markov models, popularized for gene finding. Other content sensors include 
sensors for CpG islands, with are regions that often mark the beginning of the 
genes where the frequency of the dinucleotide CG is not as low as it is in the 
rest of the genome, and sensors for repetative DNA, such as human ALU 
sequences. 
(iv) Signal sensors 
The basic signal is a simple consensus sequence or an expression that describes 
a consensus sequence along with allowable variations. More sensitive sensors 
can be designed using weight matrices in place of the consensus. In which each 
position in the pattern allows a match to any residue. Different costs are 
associated with matching each residue in each position. The score returned by a 
weight matrix sensor for a candidate sites is the sum of the costs of the 
individual residue matches over that site. Such sensors have a natural 
probabilistic interpretation in which the score returned is a log likelihood ratio 
under a simple statistical model in which each position in the site is 
characterized by an independent and distinct distribution residues. More 
sophisticated types of signal sensors, such as neural networks, are extensively 
used. 
(v) Eukaryotic Promoter 
Hukaryotic promoters are extremely diverse and are difficult to characterize. In 
eukaryotic, the transcriptional complex can cause the DNA to bend back on 
itself, which allows for the placement of regulatory sequences far from the 
actual site of transcription. Many eukaryotic contain a TATA box, which in 
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turn binds a TATA-binding protein that assists in the tbrmation of the RNA 
polymerase transcriptional complex. 
Remark: 
(i) In transcription, the codons of a gene are copied into messenger RNA by 
RNA polymerase. This RNA copy is then decoded by a ribosome that reads the 
RNA sequence by base-pairing the messenger RNA to transfer RNA, which 
carries amino acids. Since there are 4 bases in 3-letter combinations, there are 
64 possible codons (4" combinations). These encode the twenty standard amino 
acids, giving most amino acids more than one possible codon. There are also 
three 'stop' or 'nonsense' codons signifying the end of the coding region; these 
are the TAA, TGA and TAG codons. 
(ii) Polymerase is enzymes that synthesize polynucleotide chains from 
nucleoside triphosphates. The sequence of their products are copies of existing 
polynucleotide chains which are called templates. These enzymes function by 
adding nucleotides onto the 3' hydroxyl group of the previous nucleotide in a 
DNA strand. Consequently, all polymerases work in a 5' to 3' direction. In the 
active site of these enzymes, the incoming nucleoside triphosphate base-pairs 
to the template: this allows polymerases to accurately synthesize the 
complementary strand of their template. Polymerases are classified according 
to the type of template that they use. 
1.17 Alignment 
DNA sequence coding similar proteins may be expected to be similar. This will 
be true of two proteins in the same organism but also of those in two closely 
related organisms. The latter may differ through evolutionary mutations. On the 
other hand, the non-coding sequence may differ widely. We have seen, only 
certain mutations that change an exon, those that still produce a viable protein, 
are permissible. Mutations of the introns may often be much more random 
because they do not affect production of the protein in this way. In order to 
compare such sequences, the DNA must be aligned. Then one can decide if 
such an alignment would be likely to have arisen by chance or because the 
sequences are related to the comparison of two (or more) DNA or protein 
sequences. For example- The original sequence 
c g g I a t g c c a 
whereas the two decendents might be 
c g g g t a t c c aa 
and 
cctaggtcca 
1.17.1 Pairwise Sequence Alignment 
Comparison of protein and DNA sequences is one of the foundation of 
bioinformatics. Before we can make comparative statement about nucleic and 
protein sequences, a sequence alignment is needed. The basic concept of 
selecting an optimal sequence alignment is simple. The two sequences are 
matched up in an arbitrary way. The quality of the match is scored then one 
sequence is moved with respect to the other and the match is scored, again until 
the best alignment is found. When the best is required, we need a mathematical 
method for optimization. There are two strategies for alignment. 
(i) Global alignment 
The alignment of two sequences along their whole length is referred as global 
alignment. The global alignment assumes that the two sequences to be aligned 
are known. The algorithm for global alignment is called the Needleman-Wunch 
algorithm. 
(ii) Local alignment 
Normally we search with one sequence against a sequence database looking for 
unknown sequences or searching a very long DNA sequence for partial 
segments that a query sequence. For these applications, short homologous 
segments provide of sequence homology. This approach is referred as local 
alignment. The version of the dynamic programming algorithms that performs 
local alignment of two sequence is known as the Smith-Waterman algorithm. 
1.17.2 Multiple Sequence Alignment 
We describe above to compute multiple sequence alignment for a family of 
sequence. The sequence to be aligned are used as the training data, to train the 
parameters of the model. For each sequence the vitcrbi algorithm is then used 
to determine a path most likely to have produced that sequence. These paths 
can then be used to construct an alignment. Amino acids are aligned if both are 
produced by the same match state in their paths. Indels ate then inserted 
appropriately for insertion and deletions. 
Consider the sequence CAEFDDH and CDAEFPDDH. Suppose the model has 
length 10 and their most likely paths through the model are 
mQm^m2m2mid^df,m'jmQmqm^Q 
and 
mQinj^m2m2m^d^m(^m-ymQm^miQ 
respectively. Then the alignment induced is found by aligning positions that 
were generated by the same match state. 
mo m-i m^ m-i m^ d^ d^ m-j triQ m^ m^Q 
C A E F D D H 
I I I I I I I 
C D A E F P D D H 
rUQini I'l 1712 ^ 3 ^ 4 ^S ^ 6 ^ 7 ^ 8 ^ ^ 1 0 
This leads to the alignment. C-AEF-DDH 
C D -AEF-P- DDH. 
Remark: 
Tiic Vilcrbi algorithm is a dynamic programming algorithm for finding the 
most likely sequence of hidden states - called the Viterbi path - that results in a 
sequence of observed events, especially in the context of Markov information 
sources, and more generally, hidden Markov models. The forward algorithm is 
a closely related algorithm for computing the probability of a sequence of 
observed events. 
The algorithm makes a number of assumptions. 
(i) First^vboth the observed events and hidden events must be in a sequence. 
This sequence often corresponds to time. 
(ii) Second, these two sequences need to be aligned, and an instance of an 
observed event needs to correspond to exactly one instance of a hidden event. 
(iii) Third, computing the most likely hidden sequence up to a certain point / 
must depend only on the observed event at point /, and the most likely 
sequence at point / - 1. 
These assumptions are all satisfied in a first-order hidden Markov model. 
1.18 The Analysis of one DNA Sequence 
1.18.1 Shotgun Sequence 
This technical consideration makes it possible to sequence very long pieces of 
DNA all at once. Instead, many overlapping small pieces are sequenced each 
on the order of 500 bases. After this is done the problem arises of assembling 
these fragments in to one long "contig ". One difficulty is that the locations of 
the fragments within the genome and with respect to each other are not 
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sequenced. So that there will be many overlaps between them, the fragments 
can be matched up and assembled. This method is called Shotgun sequencing. 
It is customary to say that n-times (or nX coverage) is obtained if, when the 
length of the original (long) sequence is G, the total length of the fragments 
sequenced is nG. 
1.18.2 Contigs 
We show a collection of N = 17 fragments with their locations above the 
original DNA sequence. It is assumed that overlapping fragments can be 
recognized and used to determine a collection of "contigs" of which there are 7. 
These contigs are then taken as the best possible reconstruction of the original 
DNA sequence. We assume initially that there are N fragments, each of length 
L, and that the original full-length DNA sequence, which we call here the 
genome, is of length G. Therefore, the coverage a is given by 
The length G is assumed to be much more larger than L, so that end effects are 
ignored . 
The fragments are assumed to be taken at random from the original full-length 
sequence, so that if end effects are ignored, the left hand ends of the fragments 
are independently distributed with a common uniform distribution over [0,G]. 
This implies that any such left hand end falls in an interval (x, x+h) with 
probability h/G and that the number of fragments whose left hand end falls in 
this interval has a binomial distribution with mean Nh/G. If A^  is large and h is 
small, then distribution is approximately Poisson with mean Nh/G- The 
number Y of fragments whose left hand end is located within an interval of 
length i to the left of a randomly- chosen point therefore has a poisson 
distribution with mean a, so that the probability that at least one fragment 
arises in this interval is 
1 - pro/?(r = 0) = 1 - e " ^ 
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1.19 Modeling DNA 
The structure of DNA can be thought of as long sequences of nucleotides. 
These sequences arc organized in to coding sequences or genes. Most 
eukaryotoc genes have one further level of organization: with each gene, the 
coding sequences are usually interrupted by stretches of non coding sequences. 
Intergenic regions and introns have different statistical properties from those of 
exons. By capturing these properties in a model we can construct statistical 
procedures for testing whether, the model is based on a set of "training data" 
taken from already characterized sequences. In the simplest model it is 
assumed that the nucleotides at the various sites are independent and identically 
distributed. If this is case, the difference between coding and non coding DNA 
could be captured in the difference between the frequencies of the four 
nucleotides in to two different cases. These distributions can then be estimated 
from the training data. 
1.20 Modeling Signals in DNA 
Genes contain "Signals" in the DNA to indicate the start and end of the 
transcribed region, the exon/ intron boundaries, as well as other features. 
A Signal is a short sequence of DNA having a specific purpose, each such 
signal would consist of a unique DNA sequence that did not appear anywhere 
in the DNA except where it serves its specific purpose. DNA sequences that 
perform the same signal function. We call these "members" of that signal. In 
practice, some but not all members of a signal are known. Our aim is to use 
known members to assess the probability that a new uncharacterized DNA 
sequence is also a member of the signal. 
We assume that all members of the signal of interest have the same length, 
which we denote by n. This assumption is not too restrictive, since the 
members of many signals do have the same lengths, and for those that do not 
we can capture portions of them with this model, which is often sufficient. To 
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model the properties of any signal we must have a set of "training data" these 
are extensive data in which members of the signal are known 
(i) Weight matrices: Independence 
(ii) Markov Dependence 
(iii) Maximal Dependence Decomposition 
1.21 The Analysis of Patterns 
It serves to illustrate some non- intuitive results about patterns in sequences 
that arise in simple cases involving independence. 
Suppose we are interested in some word. For example-^a^Q.This following 
two questions of iid DNA sequence of length N. What is the mean number of 
times that this word arises in a segment of length N?" What is the mean length 
between one occurrence of this word and the next? We will call these two 
questions and the parallel questions about variances "number of occurrence" 
and "distance between occurrences" questions respectively. 
The analysis of nucleotide sequences leads to a focus on an "alphabet" of size 
4. We use this example throughout, words other than gaga and words of 
arbitrary length will also be considered later. The analysis, assume that the 
nucleotide types at different sites are independent. In view of the fact that 
dependencies appear to exist between nucleotides at adjoining sites, the 
possible reasons are: 
One is that there might be some a priori regions to suspect that the word gaga 
occurs significantly more often that it should if the nucleotides were generated 
in a lid fashion. To test for this it is necessary to discuss probabilistic aspects 
of the frequency of this word under the iid assumption and other words such as 
gggg.gagCj and gaag is often different from those of word gaga, even under 
the iid assumption. 
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A second reason has been discussed by Bussemaker et al. (2000). Here the aim 
is to discover promoter signals by looking for DNA patterns common to 
upstream regions of genes. This is done by creating a dictionary of words of 
different length, each with an assigned probability. Any word that occurs more 
frequently than expected in these regions is a candidate for such a sequence. 
Here the analysis becomes very complicated, there are no word that is of priori 
interest and indeed no word length that can be defined in advance as being 
specifically sought. 
1.21.1 Counting conventions 
How to count the number of times that any word occurs in a DNA sequence. 
Suppose for example that the word of interest is gaga. If overlapping 
occurrences of gaga are all relevant and counted, then in the sequence 
t a t g a g a g a t c c g a g a 
this word is counted as occurring in positions 4-7, 6-9, and 13-16, a total of 
three times. Thus even though two of these words overlap in posifions 6 and 7, 
both are counted. If second and higher overlapping words are not counted, the 
word is counted as occurring only twice, namely in positions 4-7, and 13-16. A 
more precise definition of the non-overlap accounting is given later, but it is 
already clear that the number of times that any given word is counted depends 
on which of the two possible overlap counting conventions is adopted. 
1.21.2 Notation and assumptions 
We consider some specified word w=iV|W2..iVjf_0f arbitrary length k. Here 
each Wj is one of the four nucleotidesa, g. c, andt, so that for example in the 
word gaga, ivj is g, W2 is a, and so on. We call w, the jth letter of w. 
Several results depend on the "self-overlapping" properties of w. We define an 
indicator function Cj to be equal to 1, if the first j letters of w are the same and 
on the same order as, the last j letters of w, and 0 otherwise. We consider 
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throughout a DNA sequence of length A', and say that w occurs at site n in this 
sequence if it occupies sites n — k -^- l,n — k + 2.....,n. The possible values 
of n arej^ , k-\- i,..,N. We assume that the nucleotide types at the various sites 
in the sequence are independent, with the nucleotidesa, ^ , c, and having 
respective probabilities p^ p^ p^ . and p^. at any site .We define n (w) as the 
probability that w occupies any fc consecutive sites; under the independence 
assumption this is simply the product of the probabilities of the various letters 
comprising w. The probability of the sequence defined by the first j letters of 
w, for example, that is of the sequence WiW2----Wj, is denoted n (WiW2----Wj), 
with a similar definition for other sequence of letters. 
1.22 Phylogenetic Tree Estimation 
The construction, or more accurately the estimation, of phylogenetic trees is of 
interest in its own right in evolutionary studies. It is also useful on many other 
ways, for example in the prediction of gene function; aspects of this area of the 
emerging field of phylogenetic are discussed by Eisen (1998). 
We use the expression "tree estimation" rather than the more commonly used 
"tree reconstruction", since the latter expression can be taken to imply an error-
free process leading to the correct tree. A phylogenetic tree is binary if each 
node expects the root connects with either one or three branches, while the root 
of which there can be at most one, connects With two branches. A tree without 
a root is called an unrooted tree. 
The evolutionary relationships between a set of species is represented by a 
binary tree and, we consider only binary trees. "Species" may refer either to 
organisms or to sequences such as protein or DNA. It is required that the set of 
"species" have a common ancestor, so that while one would not construct a tree 
relating a hemoglobin protein to a ribosomal protein. It would be natural to 
construct a tree relating the various hemoglobins. 
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The following are examples of rooted phylogenetic trees. The first relates five 
different species and the second relates five different hemoglobins. The 
unlabeled nodes represent common ancestors of the children nodes below 
them. 
Dog fox bear tiger lion 
1.23s Distances 
We define the distance between species in terms of years since their most 
recent common ancestor. If this distance were known, no other distance 
measure would be needed. This distance is seldom if ever known and surrogate 
distances are used instead. The use of surrogates will affect the accuracy of tree 
reconstruction. 
Let S be a set of points. The standard requirements for a distance measure on S 
are that for all x and y in S, 
ii)d{x,y}>Q, 
(ii) dix,y) = 0 If and only if x = y, 
{ui)d{x,y) = d(y,x),'dn6 
(iv) for all :^ ,y and z mS-
dix,y)^d{x.z)-\-diz,y). 
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A distance measure d(. , . ) on a set of species is said to be tree-derived, if there 
is a tree with these species at the leaves that the distance d(x,y) between any 
pair of leaves x and y is the sum of the lengths of the edges joining them. This 
distance satisfies the tree requirements above. However, not all distance 
measure on a set S are tree derived, since a tree derived measure must satisfy 
certain further requirements, as demonstrated by the unrooted tree shown. 
The distance in this tree must satisfy the strict inequality 
dix,z) < dix.y) + diy.z). For a tree derived distance measure the strict 
inequality must hold for all species x,y and z in the tree. 
For rooted trees joining extant sequences there are further requirements. In the 
rooted tree shown, 
The distance between x,_y and z must satisfy equation dix.y) = d(x,z) and 
the further requirements d(y.z) < d{x,y), diy,z) < dix,z). Any distance 
measure on a set S that satisfies the requirements that of the tree distances 
between any three members of the set, two are equal and are greater than the 
third and it is said to be ultrametric. The basic concept of distance plays a 
crucial role in all types of cluster analysis. For real value a and b a distance 
function d is defined as the absolute value of their difference 
d(a.b)--\a-b\ = V(Q - fc)-
The properties of a distance function should be in line with our intuition. That 
is, if a = b, then d(a.a) = 0 and if Q t^ b, then d[a,b) > 0. Hence the 
distance measure should be definitive in the sence that dia.b) = 0 if and 
only if a = b. Since the square is symmetric, it follows that 
d{a. b)^\a-b\= ^f(a - hfH{h - af=\b - a! = d{b,a) 
In other words, d(a,fa) = d{b,Q), the distance between a and b equals that 
between b and a. Furthermore, it holds for all points c between a and h that 
d(a,b) = d(a,c) -j-dic.b). For all points c not between a and b, it follows 
that d(a,b') < d(a.c) + d(c.b'). That is, for all real c it holds that 
d{a,b)^d{a,c) + d{c,b). 
Directly going from a to 6 is shorter than via c. Finally, the distance between 
two points a and b should increase as these move further part. 
CHAPTER-II 
GENETIC NETWORK 
2.1 Genome 
2.1.1 Introduction 
The genome is the entirety of an organism's heredity information. It is encoded 
either in DNA or, for many types of virus in RNA. 
The genome includes both the genes and the non-coding sequences of the 
DNA. The term was adapted in 1920 by Hans Winkler, Professor of Botany at 
the University of Hamburg Germany. Some organisms have multiple copies of 
chromosomes, diploid, triploid, tetraploid and so on. In haploid organisms, 
including cells of bacteria, archaea, and in organelles including mitochondria 
and chloroplasts, or viruses, that similarly contain genes, the single or set of 
circular and linear chains of DNA (or RNA for some viruses), likewise 
constitute the genome. The term genome can be applied specifically to mean 
that stored on a complete set of nuclear DNA but can also be applied to that 
stored within organelles that contain their own DNA, as with the 
"mitochondrial genome" or the "chloroplast genome". Even in species that 
exist in only one sex, what is described as "a genome sequence" may be a 
composite read from the chromosomes of various individuals. In general use, 
the phrase "genetic makeup" is sometimes used conversationally to mean the 
genome of a particular individual or organism. 
Both the number of base pairs and the number of genes vary from one species 
to another, and there is only a rough correlation between the two (an 
observation known as the C-value paradox). At present, the highest known 
number of genes is around 60,000, for the protozoan causing trichomoniasis 
almost three times as many as in the human genome, 
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2.2 Types 
Most biological entities that are more complex than a virus sometimes or 
always carry additional genetic material that which resides in their 
chromosomes. In some contexts, such as sequencing the genome of a 
pathogenic microbe, "genome" is meant to include information stored on this 
auxiliary material, which is carried in plasmids. In such circumstances then, 
"genome" describes all of the genes and information on non-coding DNA that 
have the potential to be present. 
In Eukaryotes such as plants, protozoa and animals, however, "genome" carries 
the typical connotation of only information on chromosomal DNA. So 
although these organisms contain chloroplasts and mitochondria that have their 
own DNA, the genetic information contained by DNA within these organelles 
is not considered part of the genome. The DNA found within the chloroplast 
may be referred to as the "plastome". 
2.3 Transcription and translation 
A gene is a sequence of DNA that contains genetic information and can 
influence the phenotype of an organism. Within a gene, the sequence of bases 
along a DNA strand defines a messenger RNA sequence, which then defines 
one or more protein sequences. The relationship between the nucleotide 
sequences of genes and the amino-acid sequences of proteins is determined by 
the rules of translation, known collectively as the genetic code. The genetic 
code consists of three-letter 'words' called codons formed from a sequence of 
three nucleotides (e.g. ACT, CAG, TTT). 
In transcription, the codons of a gene are copied into messenger RNA by RNA 
polymerase. This RNA copy is then decoded by a ribosome that reads the RNA 
sequence by base-pairing the messenger RNA to transfer RNA, which carries 
amino acids. Since there are 4 bases in 3-letter combinations, there are 64 
possible codons (4^  combinations). These encode the twenty standard amino 
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acids, giving most amino acids more than one possible codon. There are also 
three 'stop' or 'nonsense' codons signifying the end of the coding region; these 
are the TAA, TGA and TAG codons. 
2.4 Polymerase 
Polymerases are enzymes that synthesize polynucleotide chains from 
nucleoside triphosphates. The sequences of their products are copies of existing 
polynucleotide chains which are called templates. These enzymes function by 
adding nucleotides onto the 3' hydroxyl group of the previous nucleotide in a 
DNA strand. Consequently, all polymerases work in a 5' to 3' direction. In the 
active site of these enzymes, the incoming nucleoside triphosphate base-pairs 
to the template: this allows polymerases to accurately synthesize the 
complementary strand of their template. Polymerases are classified according 
to the type of template that they use. 
In DNA replication, a DNA-dependent DNA polymerase makes a copy of a 
DNA sequence. Accuracy is vital in this process, so many of these polymerases 
have a proofreading activity. Here, the polymerase recognizes the occasional 
mistakes in the synthesis reaction by the lack of base pairing between the 
mismatched nucleotides. If a mismatch is detected, a 3' to 5' exonuclease 
activity is activated and the incorrect base removed. In most organisms DNA 
polymerases function in a large complex called the replisome that contains 
multiple accessory subunits, such as the DNA clamp or helicases. 
RNA-dependent DNA polymerases are a specialized class of polymerases that 
copy the sequence of an RNA strand into DNA, They include reverse 
transcriptase, which is a viral enzyme involved in the infection of cells by 
retroviruses, and telomerase, which is required for the replication of telomeres, 
Telomerase is an unusual polymerase because it contains its own RNA 
template as part of its structure. 
sTranscription is carried out by a DNA-dependent RNA polymerase that copies 
the sequence of a DNA strand into RNA. To begin transcribing a gene, the 
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RNA polymerase binds to a sequence of DNA called a promoter and separates 
the DNA strands. It then copies the gene sequence into a messenger RNA 
transcript until it reaches a region of DNA called the terminator, where it halts 
and detaches from the DNA. As with human DNA-dependent DNA 
polymerases, RNA polymerase II, the enzyme that transcribes most of the 
genes in the human genome, operates as part of a large protein complex with 
multiple regulatory and accessory subunits. 
2.5 Introduction to Genomic Sequence Analysis 
2.5.1 Gene Expression 
The responsibility of ensuring the transmission of the traits of a eukaryote 
individual through generations is taken up by the nucleus of the organism's 
cell, which contains the Deoxyribonucleic acid or DNA. DNA is also present in 
prokaryotes that do not possess the nucleus, and carries out the same task, 
transmission of the genetic information heritage. In some cases the genetic 
information is encoded by RNA. One way or the other total description of an 
organism's build up is written in each cell, with the four letter alphabet (A, C, 
G, T for DNA or A, C, G, U for RNA). 
Precisely, the alphabet is given by the bases that are grouped as Purines and 
Pyridines. The Purines are represented by Adenine and Guanine (A, G), while 
the Pyridines include Cytosine and Thymine (C, T). As, Cs, Gs and Ts are 
attached to sugar phosphate molecules, which are the building blocks of the 
DNA backbone. As always pair with Ts, and Gs with Cs, forming a hydrogen 
bond, holding the two strands to make the double helix. The nature of bonding 
between the bases results in two complementary strands wound opposite to 
each other. The order of the bases codes the genetic build up of an organism. It 
specifies its cell's function and the way of communication with the 
environment. 
2.6 Transcription and Translation of a Gene 
A cell needs proteins that play the role of molecular machines. 
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(1) Proteins are made up of amino-acids. A protein is a line of amino-acids, like 
a "string of beads". 
(2) Amino-acids are lined up into a protein in "protein factory"-organelles 
(cellular "organs") called ribosomes. There are 20 different amino-acids. 
(3) Since each "string" (protein) has its own combination of "beads" (amino 
acids). 
Gene expression is a two- stage process, involving transcription and translation, 
by which protein are produced. Transcription is the initial step where genetic 
information in the DNA is copied to a single-stranded molecule mRNA 
(messenger RNA). It is carried out in the following manner: 
(1) The DNA helix un-twists a portion of its length which contains the 
information for a protein that is needed. Protein regulators turn on a gene that is 
a gene expressed. There are different levels of "being turned on", and these are 
called expression levels, 
(2) RNA polymerase ("a sack of lettersc/f, ^ ', 1/, C"), with the help of 
regulators, attaches to one DNA strand. "Sack" will lign up into a strand, called 
messenger ribonucleic acid (mRNA). 
(3) For each letter on the DNA strand, RNA polymerase will donate a letter, in 
the antiparallel way: for A will give U for Q-C etc. These letters from "the 
sack" will lign up into a strand, called messenger ribonucleic (mRNA). 
This new single-stranded molecule mRNA is the carrier of information which 
is required in ribosomes. Once it is finished, it will leave the nucleus and make 
its way into the "protein factory". 
2.7 The Evolution of Transcriptional Regulation 
Transcriptional regulation is one of the most challenging tasks of genome 
analysis. It comprises different fields of science, resulting in an exciting 
interplay of biophysics, bioinformatics, evolutionary and molecular biology, 
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The process of gene transcription is controlled by a complex machinery of TFs. 
A cell must respond to extra and intra-cellular signals correctly, in order to 
function properly. These responses are in the form of protein levels produced, 
which are under tight control of transcriptional regulation. Empirical evidence 
show that the complexity of different organisms relies heavily on regulatory 
reorganization and development. Although number of genes in higher 
organisms also increases, quantitative difference can not account for immense 
difference complexity. Fruit fly is estimated of heaving about 13000 genes, 
nematode (a worm) has about 18000 genes, mouse about 30000 and human is 
said to have about 35000 genes, according to the Human Genome Project. It 
turned out that changes in gene expression play a crucial role in genotype-
phenotype relationship in all organisms. 
Loss or gain of TFBSs happens due to mutations. Mutations can affect a single 
base, in which case they are called point mutations, or sequence segments. 
These are known as segmental mutations. We are concerned with point 
mutations, since they seem to be major cause of promoter sequence alteration. 
Point mutations can occur in different ways; as substitution (replacement of 
one base by another), as deletion (deletion of one or more bases) and as 
insertions (insertion of one or more bases). Mutation may or may not affect the 
organisms phenotype, which in turn may influence the individual's ability to 
survive or reproduce. This capability of survival and reproduction is measured 
by fitness of a genotype. Now, fitness may be improved by a mutation (like a 
TFBS gain), and these are advantageous mutations. On the other hand. Fitness 
may be reduced due to a mutation (like a TFBS loss), and such mutations are 
denoted as deleterious, 
2.8 Information integration 
Eukaryotic genomes comprise 10^ — 10* genes, and only some genes are 
expressed at certain time point, therefore controlling this differential gene 
expression demands an extraordinary complex set of specific interactions 
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among transcription factors. It includes processes like transcriptional initiation, 
mRNA and protein stability, intracellular trafficking etc. For every eukaryotic 
gene encoding relevant information, transcriptional initiation appears to be one 
of the primary determinants, if not the only one of the overall gene expression 
profile. 
All proteins that regulate transcription directly or indirectly influence the 
frequency with which the UNA polymerase complex assembles onto the basal 
promoter. Genes encoding transcription factors possess some of the most 
complex expression profiles, while those of constitutive ones are much simpler. 
The inputs that a promoter integrates are diverse, eventually reaching the 
promoter in the form of TFs that bind certain sequence motifs (TFBSs) of the 
DNA strand almost always in front of a gene, altering rates of transcriptional 
initiation. 
2.9 Thermodynamics of Transcription Factor binding 
A TFBS is 10-15 bases long in prokaryotes, and / =5-8 bases long in 
eukaryotes d= (a^, ^2' '^/)- Experiment have revealed that TF-binding to 
TFBS is specific, thus it can be quantified via specific binding energies 
(2.9.1) 
The energy matrix has been determined from single-base substitution 
experiments on TFs; 
2 1 
^A.2 ^ii l 
^C2 ^C.l 
^G.2 ^G,l 
^T.2 ^TA 
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A 
C 
G 
T 
A few points could be generalized: 
(i) Positions i = 1,2,..., / contribute independently tof .^ 
(ii) There is typically one preferred base a," at each position i. 
(iii) Mismatch energies e^ ~^a' ^^ typically in the range l-3k^T. 
(iv) The energy difference between optimal specific and unspecific binding is 
approx IS/fegf. 
An introduced a two-state approximation for individual base energy 
contributions to the specific energy: 
^a^i-^ali^^jCLui'^O.l} (2-9.2) 
Which leads to 
Eid)=E*+d6 (2.9.3) 
Where d stands for the number of mismatches between a anda *, so called 
Hamming distance. If the optimal binding site looks likeTTTTCC, motif 1 
CTTTCC (d = 1) will have lower energy than the motif 2 CTAACC (d = 3) 
thus binding the TF much better. The model is known in physics as the Potts 
model. 
Given the energies, we would like to determine the corresponding probabilities. 
For that purpose, we write the likelihood of a state a 
K = E x p ( ^ ) (2.9.4) 
The partition function 
/ = Z„ex7;(0) (2.9.5) 
And arrive at the probability of state: 
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Pa=^- (2.9.6) 
Therefore, an efficiency criterion must be introduced, that the TF will bind an 
optimal binding site with a finite probability. Genome sequencing, we known 
that the length number A^  of bases of the trivial genome is of the orderlO^, that 
of bacteria 10^ and of humans 10^, Using the efficiency, we can estimate the 
energy shift between optimal and unspecific bindingfQ; 
e x p ( ^ ) > / . e x p ( ^ ) ^ > l o g i V (2.9.7) 
The first condition to the rest of DNA sequence and estimates the minimal 
length of a TFBs. The second condition refers to mutations of an optimally 
binding TFBS. Yet promoter contain several binding sites, and a collection of 
these sites is called a module. 
2.10 Module 
A module is defined as a cluster of binding sites that influence the total 
transcription profile. A single module typically contains about 6 to 15 bases 
and binds 4 to 8 different TFs. 
Delefion of a single module eliminates a specific aspect of the expression 
profile without disrupting the remainder. Also, predictable artificial expression 
profiles can be obtained by experimentally combining modules from different 
promoters. In a cell, there are n = 10^ of different TF floating around. If we 
observe specific binding probability as a function of Hamming distance d, with 
a threshold p which divides binding sites into groups, ftinctional and 
disfunctional. 
The threshold value follows from the condition; 
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n exp (2.10.1) 
Yielding: 
fefir, p = -S_logn (2.10.2) 
Knowing that the assembly of TFs bound to their corresponding TFBS 
results in transcription, and therefore in enhanced levels of gene expression, we 
can try to estimate expression levels as a function of the logarithm of the 
number of TFs: 
^Ogtlthreshold - II. kgT (2.10.3) 
Even within experimentally well-studied promoters, we should assume that 
some binding sites remain uncharacterized. Bases that do not fall into TF 
binding motifs generally assumed to be nonfunctional with respect to 
transcription and are denoted as background. 
Sequence comparisons (or the average sequence of multiple binding sites 
of the same TF), yield a so called consensus sequence that captures most of the 
weight matrix, PWMs ( position weight matrix) are constructed from count 
matrices, that simply count how many bases were detected at each position of a 
TFBS for all trials. 
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Here is an example where at the first position, out of 40 experiments, and A 
was detected all 40 times, at the second position and A was found 35 times, a C 
twice, etc. . 
IN order to detect a TFBs signal, we need a Null-model for comparison. 
Therefore, Markov model for background sequences is introduced: 
PQ (oi, a2,...., a.v) = rijt ^0 (%), % = A C, G, T (2.10.4) 
Where Po(^ *r3 i^  background frequency of letter a at k^ * position. 
On the other hand, the Markov model for a TFBS is of the form 
Q(a^,a2 ...ttf) = Ofc^Cflfc), flfe = A C,G,T (2.10.5) 
Where <?(ajt) is frequency of letter a at position/c, obtained from count 
matrices for a particular TF. 
Of course, the probability model for a TFBS is different from the background 
distribution. The difference between PQ and Q is of exponential form: 
(?(a) = Po(a)exp(5(a)), (2.10.6) 
Where S(a) is score matrix S^ .^/f which looks very much like an energy. The 
score of a motif is given by the sum of individual base scores. 
S(d)=I,i=,s(a„k). (2.10.7) 
What is the correct interpretation of the score5(d). Is it related to the fitness 
under a population genetics model? Although the score resembles energy, is its 
connection to the concept of energy straight forward? 
There is no signal framework for promoter evolution, due to the lack of a 
reading frame, the low density of functionally important bases, and the ability 
of many binding sites to operate in a position-independent manner. It seems 
that background located between binding sites should be free to vary. 
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Assumed that the background mutates with neutral evolutionary rates, two 
bases (say a and b) are replaced by each other with rates that are linked to the 
stationary distribution. 
Pal^a-,b =Pbf^b^a (2.10.8) 
Or in the other words, a detailed balance condition is fulfilled in nature. The 
rates {/i) and equilibrium distributions {p) are very well known. For example-
it is well known fact that difference parts of the genome mutate according to 
different rates. Basically, neural evolution is a random process, a process 
evolving without any selection. 
Fitness F is defined as the growth rate of a subpopulation A/^  compared to the 
rest of the populafion 
PM,^^ (2.10.9) 
dt 
Therefore it is proportional to the population size M, F^ logW, and it is a 
function of a statesa,F(a), where d describes a sequence of genomic bases (A, 
C, G, T). According to Kimura-ohta, a state a will transform into a state b and 
vice versa, with a substitution rate UaUb"' obeying detailed balance. 
^a^t^ = ha-^t^M i -exp[-4(F(^-F(^)] 
a^b t*a-^i> l-exp[-4M(F(F)-PCa))I ^ ^ 
This formula is a clear interpretation: the mutation rate of an event that results 
in a fitness advantage will be higher than/z. The enhancement factor - is 1 if 
there is no fitness difference Af = 0. There is an obvious scaling variable 
contained in the above formula: AMAF. Fitness difference between the final 
and initial state is scaled. Now, the stationary distribution can be computed 
from the equilibrium condition: 
Q(^)^S-.S = Q (^)^b%a^ (2.10.11) 
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Yielding deviation from the background distribution: 
Qid) = Po(5)exp (-4MF(5)) (2.10.12) 
Since fitness depends on the quality of genetic material, we can make an 
assumption that score S (di) is directly related to the fitness advantage, recalling 
equation is 
5(a) = 4MF(5) (2.10.13) 
Fitness is defined as a nonnegative quantity, furthermore up to an additive 
constant. Therefore we can construct a fitness landscape, in which evolutionary 
processes take place, very much like some energy landscape. The difference 
would be that sequence tends to climb up the fitness hills, while physical 
bodies tend to roll down into the energy landscape valleys, 
2.11 Genomes and genetic variation 
In this section, a genome does not capture the genetic diversity or the genetic 
polymorphism of a species. For example, the human genome sequence in 
principle could be determined from just half the information on the DNA of 
one cell from one individual. To learn what variations in genetic information 
underlie particular traits or diseases requires comparisons across individuals. 
This point explains the common usage of "genome" (which parallels a common 
usage of "gene") to refer not to the information in any particular DNA 
sequence, but to a whole family of sequences that share a biological context. 
Although this concept may seem counter intuitive, it is the same concept that 
says there is no particular shape that is the shape of a cheetah. Cheetahs vary, 
and so do the sequences of their genomes. Yet both the individual animals and 
their sequences share commonalities, so one can learn something about 
cheetahs and "cheetah-ness" from a single example of either. 
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2.12 Sequencing and mapping 
The Human Genome Project was organized to map and to sequence the human 
genome. Other genome projects include mouse, rice, the plant Arabidopsis 
thaliana, the puffer fish, bacteria like E. coli, etc. The first DNA-genome 
project to be completed was the Phage 0-X174, with only 5386 base pairs, 
which was sequenced by Fred Sanger in 1977. The first bacterial genome to be 
completed was that of Haemophilus influenza, completed by a team at The 
Institute for Genomic Research in 1995. 
The development of new technologies has dramatically decreased the difficulty 
and cost of sequencing, and the number of complete genome sequences is 
rising rapidly. These new technologies open up the prospect of personal 
genome sequencing as an important diagnostic tool. Whereas a genome 
sequence lists the order of every DNA base in a genome, a genome map 
identifies the landmarks. A.genome map is less detailed than a genome 
sequence and aids in navigating around the genome. 
2.13 Genome evolution 
Genomes are more than the sum of an organism's genes and have traits that 
may be measured and studied without reference to the details of any particular 
genes and their products. Researchers compare traits such as chromosome 
number (eukaryotic), genome size, gene order, and codons usage bias. 
Duplications may range from extension of short tandem repeats, to duplication 
of a cluster of genes, and all the way to duplications of entire chromosomes or 
even entire genomes. Such duplications are probably fundamental to the 
creation of genetic novelty. 
Horizontal gene transfer is invoked to explain how there is often extreme 
similarity between small portions of the genomes of two organisms that are 
otherwise very distantly related. Horizontal gene transfer seems to be common 
among many microbes. Also, eukaryotic cells seem to have experienced a 
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transfer of some genetic material from their chloroplast and mitochondrial 
genomes to their nuclear chromosomes. 
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CHAPTER-III 
MICRO ARRAY DATA 
3.1 Introduction 
Microarrays are a tool for measuring, in a given sample, the mRNA levels for 
thousands of genes simultaneously. A sample can be either a single cell, or a 
population of cells. In most cases samples consist of many cells because of the 
technical difficulties of performing single cell assays. When expression of a 
gene is evident from a sample consisting of a population of cells, then at least 
one cell in the sample must be expressing that gene. Among these, whole 
genome expression profiling, facilitated by the development of DNA 
microarray (Schena et al; 1995; Lockhart et al., 1996) represents a major 
advance in genome wide functional analysis. In a single assay, the 
transcriptional response of each gene to a change in cellular state can be 
measured, whether it is disease, a process such as cell division, or response to a 
chemical or genetic perturbation (DeRisi et al., 1997; Hellaret al., 1997; Cho et 
al., 1998; Holstege et al., 1998; Spellman, 1998). 
Genomics facilities have been established in major research institutions to 
produce inexpensive, customized microarrays that are accessible to researchers 
in broad range of fields. For tracking integrating, qualifying and ultimately 
deriving scientific insight from the experimental results, various tools are 
required. Current methodologies to analyzed gene expression data can be 
divided into three categories: class discovery, gene identification and class 
prediction. Here we address several aspects related to the management and 
analysis of the deluge of microarray data. 
3.2 DNA Microarray 
In DNA microarray, DNA fragments derived fi-om individual genes are placed 
in an ordered array in a solid support. These arrays are then hybridized with 
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radioactive or fluorescent cDNA probes prepared from total cellular mRNA by 
reverse transcription. Following washing, the hybridization of the cDNA 
probes to each element is quantities using either a phospho-rimager for 
radioactive probes or a scanning confocal microscope for fluorescent probes. 
Most microarrays fall into one of the two main categories. One is the "spotted 
array" and the other is the "probe-set array". 
(i) Spotted arrays 
Spotted microarrays are either glass slides or nylon filters which are printed 
with thousands of "spots" where each spot contains millions of identical 
"probes" for a particular gene. A probe for a gene consists of a piece of single 
stranded DNA sequence which either has the same sequence or is 
complementary to a segment of that gene's mature messenger ribonucleic acid 
(mRNA) (of course the nucleotide "t" in DNA is replaced with "u" in 
mRNA).The length of the probes on spotted arrays range from around 70 
nucleotides to the fiill length of mRNAs. Which can be thousands of 
nucleotides long? A typical array will have thousands of such spots 
representing thousands of genes. 
There are two predominant approaches to selecting probes. The first is to 
choose them from libraries of cDNA clones. These are the libraries from which 
databases of EST's are constructed, EST is small piece of the sequence of the 
cDNA clones in the library and by aligning them to known genes using BLAST 
(Basic Local Alignment Search Tool), BLAST is a widely used method for 
assessing which nucleic acid or protein sequences in a large database have 
significant similarity to a given query sequence. We can obtain fiinctional 
information about many of them. Currently we can get functional information 
in this way about half of the cDNA clones in a typical library coming from a 
human tissue. 
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(ii) Probe -set arrays 
The Affymatrix, or probe set, approach is to use short probes, called "match" 
probes on the order of 20 bases long, and to use a set of 10 to 20 different 
probes for ^ach gene, each matching a different small segment of the mRNA. 
In addition one generally uses the same number of "mismatch" probes, which 
consist of the match probes with one base changed in each. A probe and its 
mismatch are called a "probe pain" (denoted PM and MM for "perfect match" 
and "mismatch"). And generally, there are 10 to 20 probe pairs per gene. The 
mismatch probes allow for some estimation of the stray signal coming from 
cross hybridization and any other factors not due to the true signal. 
For each probe pair, the PM intensity contains the true signal as well as the 
stray signal. The MM probe is intended to measure the stray signal. The MM 
probe is intended to measure the stray signal, and the difference of the PM and 
MM measurements ( PM-MM) a measure of the " true" signal, it is however, 
far from ideal, as MM will contain also some true signal, and might not 
represent accurately the true stray signal. On the other hand there are multiple 
probe pairs, generally 10-20, so one can hope that some of these effects will 
tend to average out. Therefore the summary value for an entire probe set should 
be some kind of average over the individual PM-MM values. 
3.2.1 Microarray Technologies 
Three styles of arrays are used most commonly. Nitrocellulose filter arrays are 
prepared by robotic spotting of purified DNA fragments or lysates of bacteria 
containing cDNA clones and the filter arrays are hybridized with radioactive 
cDNA probes. Oligonucleotide synthesis in conjunction with photolithographic 
masking techniques and are hybridized with fluorscent cDNA probe at a time. 
In order to compare the mRNA expression profiles of two samples, therefore 
two probes are generated and hybridized to separated arrays. The relative 
hybridization of the two probes to each array element is determined indirectly 
by mathematical normalization of the two data set. A third type of microarray 
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is fabricated by robotic spotting of PCR fragments from cDNA, clones onto 
glass microscope slides. These cDNA microarrays are simultaneously 
hybridized with two fluorescent cDNA probes, each labeled with a different 
fluorescent dye (typically Cy3 or Cy5). Therefore the relative mRNA 
expressive in two samples is directly compared for each gene on the 
microarray. 
3.3 The Statistical Analysis of Microarray Data: One Gene 
3.3.1 Introduction 
A microarray experiment in effect consists of thousands of single gene 
experiments run in parallel, so that in assessing which genes are differentially 
expressed between two samples one is conducting thousands of statistical tests 
in parallel. Because the analysis of the many gene case relies on an 
understanding of the single gene case, 
3.3.2 Determining whether a Gene is expressed 
We start with the most basic question of whether a given gene is expressed in a 
given sample. We set the null hypothesis HQ to be that the gene is not 
expressed, then with appropriate negative controls we can construct a method 
which accepts or reject HQ with appropriate error rate control. As discussed, 
failure to reject HQ does not allow any conclusions about the statement that the 
gene is not expressed; it simply means there was not enough evidence to 
conclude the gene is expressed; Negative controls can be gene specific, such as 
scrambling some proportion of the bases in probe (s) for each gene, or we can 
be probes from a completely different species, not similar to any gene in the 
species being investigated. If the gene is actually expressed we should see a 
greater amount of hybridization to the perfectly matching probe than to the 
negative controls. With replicate measurements, a difference of the means of 
the two groups can be tested. 
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For Affymatrix arrays, there are gene specific negative controls provided by 
the mismatch probes. Since there are multiple and mismatch probes for each 
gene, we can apply a statistical test to determine whether there is a higher 
overall expression level from the match as opposed to the mismatch probes. 
This method is used by affymatrix to assign "Present (P)" and "Absent (A)". 
Several caveats are in order when applying this method. 
(i) The first is that an A means something much less precise than a P. The 
method controls the type 1st error rate only, so there is no control over the 
possibility of making a false A call. An A call should therefore be taken only as 
there being insufficient evidence that the gene is present. 
(ii) The second caveat regards the way in which the null hypothesis must be 
formulated in order to apply a MAS (marker-assisted selection) 5.0 Wilcoxon 
test. The null hypothesis assumes complete equality of the distribution of the 
match and mismatch probe intensities. For example-call a gene present due to 
the fact that it's PM and MM intensities have very different variances but do 
not have different means. 
(iii) Since this method is applied to be single array it does not take into 
account biological variability. Several replicate arrays from the same 
conditions can however be combined to give one P-value for the hypothesis 
that the gene is not expressed. 
(iv) This is not multiple testing corrections done to the wilcoxon P-value. 
Therefore even if no genes are expressed approximately 5% of them will be 
given P-calls anyway. 
3.3.3 Testing for Differential Expression 
Using microarray is to find genes that are differentially expressed between two 
different samples. For example-In normal versus disease cells. 
Affymatrix provides a differential expression algorithm in the MAS 5.0 suite 
which is based on the Wilcoxon test and is similar in spirit to the method 
52 
described in the previous section for making tlie "P" and "A" calls. This 
method utilizes only one array per condition. As such, the differential 
expression method suffers from the same caveats as the "is expressed' method. 
In such cases unless some normalization is made, there will be a tendency for 
all genes to be found to be differential expressed. Another issue is how to 
handle one-versus two sided tests and as a result the significance measure 
returned is not a well defined P-value. Alternatively there are more standard 
approaches which use the summary values and not the individual probe values 
between themselves and this approach utilize replicate arrays per condition. 
3.4 Two-Class Data 
3.4.1 The choice of Test Statistic: One Gene 
In this section we discussion permutation methods to test whether the 
expression level in two conditions differ for any specific gene. 
(i) First recall that, in contrast to the situation arising in parametric hypothesis 
testing procedures, there is no theoretical "best" test statistic to use in a 
permutation procedure. The t-statistic and t' statistic, the Mann-Whitney 
statistic or the ratio r of the average expression levels in the two groups are 
often used. 
The null hypothesis distribution of r is the t distribution 
M) = -——Ty;;;!)?!'-"^ <f < +«' 
nnT 1 + 
n 
with m + n - 2 degrees of freedom, and this enables a convenient assessment 
of the significance of the observed value t of r, defined as 
t = ^ , , and one then computes the statistics^^ defined by 
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r ' = ^ , where yl = ^ , ff = ^ 
vCi+B m n 
(ii) These observation leads to the null hypothesis tested by a permutation 
procedure is that the complete probability distribution of any observation in the 
first condition is same as that as the complete distribution for any observation 
in the second condition. Use of t, t' and r as the permutation statistic implies 
that a difference in the means of the observation in the two groups is of primary 
interest. Since equality of these two means is not the exact hypothesis being 
tested in a permutation procedure. 
(Hi) When the number of observations m in the first condition is equal to the 
number n in the second, the permutation distribution of t and t' are identical. 
Since the null hypothesis tested in the permutation procedure is identity of 
distributions of the two groups of observations, use of statistic t' which is 
defined to handle cases where the variances of observations in the two groups 
differ, is illogical. 
(iv)For the case of single gene the use of t as the permutation test statistic is 
equivalent to the use of the average of the observations in either condition. Use 
of this average rather than t involves significant saving in computation, when 
carrying out permutation procedures for many genes. 
3.4.2 Parametric and Non-Parametric Tests 
We consider the data in one row only of the data matrix. Following this we 
shall consider the single gene case of a direct comparison design where the data 
came as a set of ratios. 
How to formulate a null hypothesis about the gene expression level in the two 
experimental conditions. Two possible null hypothesis are: "The means that are 
the same in both groups "and" The distributions are the same in both groups". 
How we formulate the null hypothesis determines which methods we may 
apply to the type I error rate. 
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There is a gain in using tiie latter formulation in that it will allow permutation 
methods to be applied, and there are often no apparent alternatives to 
permutation methods which do not make troublesome assumption. For 
example- if we are willing to believe that the distribution of the genes intensity 
in each of the two conditions is normal, with equal variances then we can apply 
a standard t-test such as to test for equality of means. If the respective variances 
in test and control groups are possibly not equal, the test statistic t' defined 
could be used. However normality may rarely be assumed. Since a population 
from which the samples are drawn (e.g-breast cancer cells) can be a mixture of 
more basic types of samples (e.g.-different types of breast cancer), mixture of 
distributions are possible. Because the normality assumption might not be 
justified, the observed value of t (or t') statistics should not be referred to t-
tables for significance. Instead, the statistic t is often used as the basis for a 
permutation test; the value of this statistic is calculated for all ( j 
permutation of the data, and the null hypothesis is rejected if the observed 
value of this statistic is a sufficiently extreme member of the various 
permutation values. 
3.4.3 The ANOVA Approach 
This ANOVA concept is the partition of a total amount of variation in a body 
of data into meaningful components, with an eventual assessment of the 
significance of the amount of variation in these various components. This 
concept has ,been used frequently in the analysis of Microarray data. Normally 
ANOVA is used for the analysis of Microarray data in multigene context. 
However, it is convenient to introduce ANOVA briefly in the simpler one-gene 
context. Here we consider the one-gene analysis of Wolfinger et al. (2001), 
intended largely as a preliminary to a multi-gene analysis^^^Zor any gene^, 
Wolfinger et al, set up the model. 
\ 
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This model is in the form of the mixed model. Here X^i^ is the intensity for the 
gth gene, in the ith array and in the kth condition. The random variable >l, 
refers to arrayi, the parameter T;; to condition /c (=1, 2) and the random variable 
Dj^  to interaction between array i and condition k. The notation reflects the 
fact that conditions are regarded as fixed effects and random effects. We are 
interested in testing the hypothesis T^ =0, k=l, 2 which can be accomplished 
via the methods of section. 
The simplest ANOVA can be regarded as a generalization of the two sample 
equal variance t-test, and we shall approach ANOVA through this 
generalization. The two sample t-test tests for equality of the means of two 
groups, the model adopted for the test is that 
^0 = l^i + Eij,i = 1,2.. 
Where the Xij are assumed to be independent and the Eij are assumed to be 
NID (0,a^) random variables. The null hypothesis being tested is /ij = fi2-
This model is also written in the form 
Xij = / i+ a, +Eij,t = 1,2.. 
We know that // as an overall mean and a^  as a deviation from this overall 
mean characteristic of group j . In this form the model is overparametriized. 
There are three parameters in the model when only two are necessary. 
3.5 Relevance of Transcriptome Analysis 
Although post transcriptional mechanisms are important in regulating the 
expression of many genes, most cellular regulation is achieved by changes in 
mRNA levels. Four aspects of genome-wide gene expression analysis are 
particularly appealing. First is their feasibility DNA microarray make it easy to 
measure, in a single hybridization, the mRNA abundance of every gene for 
which either a clone or sufficient DNA sequence information exists. Second 
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there is biologically rational connection between the function of a gene product 
and its expression pattern. Natural selection has acted to optimize 
simultaneously the functional properties of the product encoded by a gene and 
the program that dictates where, when and in what amounts the product is 
made. As a rule, each gene is expressed in the specific cells and under the 
specific conditions in which its product makes a contribution to fitness. 
Therefore even subtle variations in the expression pattern of genes can be 
related to corresponding differences in the encode. Third promoters and the 
regulatory systems that act upon the function as transducers, integrating diverse 
kinds of information about the identity, environment, and internal state of a 
cell. Thus, a diversity of information that is difficult or impossible to measure 
is transformed into a signal that can readily be measured systematically using 
DNA microarrays. Finally the set of genes expressed in cell determines how 
the cell is built, what biochemical and regulatory systems are operative, and 
what it can and can not do. 
3.6 Management and Analysis of Data 
Gene expression from a number of microarray experiments wide variety of 
systems, including studies of expression in human cancer, rodentmodels of 
disease, expression in the model plants and expression in a variety of animals, 
and microbial species are being regulatory collected central to such a system is 
a database that stores all data related to microarray process. We also need an 
interface for data entry that guides users through the microarray process from 
RNA procurement to data analysis. Image analysis is a crucial step in the 
microarray process. A system should be designed for the rapid, reproducible 
and computer aided analysis of microarray images and the quantification of 
gene expression. Before the intensity values measured can be compared, 
normalization is a necessity. Data filtering is also required to reduce the data 
set by removing poor or questionable data, in addition to data needed 
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uninteresting or irrelevant to the analysis. Normalized and filtered expression 
data are readv for analvsis. y y , 
3.6.1 Data Analysis 
In gene expression, studies fall under the topics of : class discovery, gene 
identification and class prediction. Class discovery refers to identifying 
previously unknown samples subtypes, whereas, class prediction methods are 
used to classify a new independent sample based on a prediction scheme. Gene 
identification corresponds to selecting over expressed and under expressed 
genes subsets from a given samples. 
(a)Class Discovery 
Gene Expression in the experimental samples has a complex multivariate 
relationship exploratory graphical methods such as cluster analysis and 
multidimensional scaling are used to gain insight into these multivariate 
patterns. Under these methods samples are partitioned into clusters based on 
some similarities measure calculated from the gene expression vectors. 
Cluster Analysis 
The expression pattern for each gene on an array across n experimental 
samples can be expressed by a point in n-dimentional space, with each 
coordinate specified by an expression measurement in one of the n samples. In 
order to determine the proximity of points in this gene expression space (a 
measure of similarity in the expression patterns of the corresponding genes), 
one must first define a metric that quantities the distance between any two of 
these points. In the clustering algorithms that have been implemented thus far, 
the most commonly used metric is essentially the standard correlation of the 
two data vectors (Eisen et al., 1998). This metric is well suited to gene 
expression data because it corresponds well to the intuitive idea of coordinate 
regulation of two genes (Eisen et al., 1998). 
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The second step in the statistical treatment of array data is to apply one of 
many clustering algorithms. Clustering algorithms fall under two major 
categories depending upon whether or not the number of desired grouping or 
clusters is prespecified. Under hierarchical clustering the number of clusters is 
unspecified and generated from the observed data. Alternatively, with K-means 
clustering (Tavazoie et al., 1999), the number of clusters (K) is specified priori. 
These methods are given below 
(i) Hierarchical Clustering 
Gene clusters can be found by a variety of measures. Some of these are based 
on a "Distance" between any pairs of genes. One popular from a distance is 
based on correlation calculations. If the expression levels of two genes are 
taken in n individuals, an estimate of the correlation between these levels can 
be obtained using the estimator. This is a biased estimator of the true 
correlation, the bias being of order n"^ Since in Microarray analysis the value 
of n is often small, this is a significant bias. Given an estimator r of the 
correlation between expression levels of two genes, a distance between these 
genes can be defined in various ways. If the sign of r is deemed not to be 
important, two possible distances are 1—|r| and log|r|. These are both 0 when 
r= ±1, indicating that genes that are judged to be perfectly correlated are taken 
as having no distance betweeb them. When r=0, the distance is 1 and the latter 
infinite. 
Tree estimation with many species is sensitive to small changes in distance 
measures, so that any gene cluster formed using a correlation-based distance, 
especially with a small value of n.The hierarchical method is unsupervised, in 
that the number of cluster is not fixed in advance. 
(ii) K-means Clustering 
K-means clustering is an alternative clustering algorithm where the number of 
clusters K is prespecified arbitrarily. Similar to hierarchical clustering, clusters 
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are found in an iterative manner based on a distance measure. K-means 
algorithms have all been applied to cell cycle data in yeast and have revealed 
several broad classes of cell cycle-regulated genes (Tavazoie et al., 1999; 
Tamayo et al., 1999). The difference in the various algorithms produces views 
of the data that differ in detail with respect to the assignment of genes or 
samples to particular clusters. A reasonable approach, therefore, is to use a 
variety of different algorithms, each emphasizing distinct orderly features of 
the data. 
3.6.2 Gene Identification 
This method provides a statistical approach to identify gene subsets (for 
example, a few hundred) that are differentially expressed in various diseased 
groups. To determine whether there is an association between the expression 
level of a single gene and disease group, a test statistic such as a two-sample t-
test could be calculated in the presence of two groups. This test statistic will be 
calculated for every gene, and genes are ranked based on the observed test 
statistic or the corresponding p-values 
3.6.3 Class Prediction 
Class prediction methods are used to derive a classification rule that can 
discriminate between groups of observations. Class prediction is, in a sense, 
discriminate analysis applied in the context of the very large number of 
variables relating to samples. The classification rule is derived from a training 
data set and is then used to classify a test data set. Two independent and 
comparable data sets should be used for class prediction. Different methods can 
be used to develop classification rules such as Fisher's linear discriminate 
function or quadratic classification function. 
3.7 Principal Component and Microarrays 
In the microarray, k (the number of observations) is the number g of genes 
considered on an array, and this is typically thousands. Since one of the aims in 
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a microarray analysis is to reduce the number of genes considered to those 
mainly relevant to the question at hand, a principal components analysis allows 
a significant reduction when the aim is to decide which genes have the largest 
variation in expression level. 
Principal component is a set of k-dimensional vectors and the main aim of a 
principal components analysis is to replace k-dimensional random vectors by 
vectors of a small number (usually two or three) quantity with as little 
information loss as possible. Suppose that k = 2 and that the variance-
covariance matrix J] of Jf^  and X2 is 
[9.1 3.0] 
I3.O 1.1-1 
With the variance-covariance matrix, X^ and X2 are highly positively 
correlated, and a sample of date points. 
sOne of the computational problems of the procedure outlined in the 
microarray is that the matrix defined a scalar random variable, maximum 
likelihood estimation starts with the calculation of a likelihood. Given n iid 
random vectors Xj = {Xj^^, X^^, ,Aj '^, (/ = 1,2,...., n), all having 
multivariate normal distribution with mean vector yi and variance-covariance 
matrix^], this likelihood is 
L(/i,z)=n?=x ,; ,,e~^(y;-/i)'rH^; -/^> 
- 0 0 < Xyp < +CO. (3.7.1) 
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The maximum likelihood estimator of n is the vector of averages, 
(Jpj,J?2, ,J?t)'. The maximum likeHhood of X, denoted by £, is a matrix 
2^ 
P' whose pth diagonal element is if^ , defined by 
*^  n 
Where (p, q) element dp^ of 2 is defined, 
Op^ -^ ;; , (3.7.3) 
These estimator are biased, and as the scalar case are usually replaced by 
the unbiased estimators 
dl = ?y^J2lM.^ (3.7.4) 
n 
and 
^^  n 
With the convention, and given the observed values {XiyXj2>--'^jk)'' C)~l' 
2... n) of these random vectors, the estimate of// is, as expected the vector of 
averages {x^,Xi,....,x^', and the esfimate of 2] is a matrix S whose pth 
diagonal element is s^ is defined as, 
*^  n - 1 
the (p, q) element s^^ of this matrix is defined. 
Suppose that the total variation in the data can be reasonably represented by 
some small number a of principal components c-^C2 ,Ca • ^^ practice, 
calculation of principal components is often carried out until, say, 90% of the 
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total variation has been explained. If two principal components achieve this 
aim, we may calculate 
^ij -^'^j ^ ^ ^2j == ^'^) (^^^ ^^ ^ ^^se a=2) 
These principal components have been called "eigengenes" (Speed (2003)). 
Suppose that the first principal component is X^J^M where the Oj are the 
coefficients in that component and A:, is the expression level for gene 
unrestricting attention to those genes for which |ail>c, for some chosen cut-off 
value c. One use for the principal component techniques is as a preliminary 
step in the formation of clusters of genes. Formation of clusters of many 
thousands of genes can present visual problems, so that selecting a subset of 
genes on which to concentrate, for example those genes with a high coefficient 
weighting in the first principal component. 
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CHAPTER-IV 
PHYLOGENTIC TREE ESTIMATION AND RELATIVE TOPICS 
4.1 Introduction 
The construction, or more accurately the estimation, of phylogenetic trees is of 
interest in its own right in evolutionary studies. It is also useful on much other 
way, for example in the prediction of gene liinction; aspects of this area of the 
emerging field of phylogenetic are discussed by Eisen (1998). 
We use the expression "tree estimation" rather than the more commonly used 
"tree reconstruction", since the latter expression can be taken to imply an error-
free process leading to the correct tree. A phylogenetic tree is binary if each 
node expects the root connects with either one or three branches, while the root 
of which there can be at most one, connects with two branches. A tree without 
a root is called an unrooted tree. 
The evolutionary relationships between a set of species is represented by a 
binary tree and, we consider only binary trees. "Species" may refer either to 
organisms or to sequences such as protein or DNA. It is required that the set of 
"species" have a common ancestor, so that while one would not construct a tree 
relating a hemoglobin protein to a ribosomal protein. It would be natural to 
construct a tree relating the various hemoglobins. 
The following are examples of rooted phylogenetic trees. The first relates five 
different species and the second relates five different hemoglobins. The 
unlabeled nodes represent common ancestors of the children nodes below 
them. 
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(i) 
Dog Fox Bear Tiger Lion 
The lengths of the edges represent evolutionary time, so the longer an edge is 
the longer is the evolutionary time separating the nodes at the ends of the edge. 
The node at the top, the root represents a common ancestor to all species in the 
tree. In this example the leaves represent extant species, so they are all at the 
same vertical height. This may not be so in a tree with extinct species, where 
the leaves are at possibly different levels, as in the following example 
(ii) 
Apatosaurus 
Human Dog 
An unrooted tree shows the evolutionary relationship between the species at the 
leaves but does not indicate the direction in which evolutionary time between 
the internal nodes. Each node connects one or three edges in an unrooted tree. 
An example of an unrooted tree with five leaves is as follows; 
5 i V 54 
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Given a set of species, there is some (unknown) phylogenetic tree connecting 
the numbers and giving their true evolutionary relationship. 
4.2 Distances 
We define the distance between species in terms of years since their most 
recent common ancestor. If this distance were known, no other distance 
measure would be needed. This distance is seldom if ever knovm and surrogate 
distances are used instead. The use of surrogates will affect the accuracy of tree 
reconstruction. 
I.et S be a set of points. The standard requirements for a distance measure on S 
are that for all x and y in S, 
(i)d(.r,y)>0, 
(ii) d(x,y) = 0 if and only if j = y, 
(iii) rf(.v,y) = rf(y,.v), and 
(iv) for all x.y and z in S. 
d(x,y) < dix,z) + d(,z,y}. 
A distance measure rf(.,.) on a set of species is said to be tree-derived, if there 
is a tree with these species at the leaves that the distance d (x, v) between any 
pair of leaves x and y is the sum of the lengths of the edges joining them. This 
distance satisfies the tree requirements above. However, not all distance 
measure on a set S are tree derived, since a tree derived measure must satisfy 
certain further requirements, as demonstrated by the unrooted tree shown, 
- . ' 
66 
The distance in this tree must satisfy the strict inequality 
d(x,z) < d(x,v) + d(y,2). For a tree derived distance measure the strict 
inequality must hold for all species x,y and z in the tree. 
For rooted trees joining extant sequences there are further requirements. In the 
rooted tree shown, 
The distance between x,y and z must satisfy equation d(x,y) = d(x, z) and 
the further requirements d{y,z) < d(x, y), d(y,z) < dix^ z). Any distance 
measure on a set S that satisfies the requirements that of the tree distances 
between any three members of the set, two are equal and are greater than the 
third and it is said to be ultrametric. The basic concept of distance plays a 
crucial role in all types of cluster analysis. For real value a and b a distance 
function d is defined as the absolute value of their difference 
dia,b) = \a-b\ =^jXa-bf 
The properties of a distance function should be in line with our intuition. That 
is, if fl = i, then di_a,a) = 0 and if a ^ b, then d(_a,b) > 0. Hence the 
distance measure should be definitive in the sence that d{a,b) = 0 if and 
only if rt = i). Since the square is svmmetric, it follows that 
d{a,h) ^ \a -h\ =^{a-hf=^!{h- af=\h - a\ = d(h.a) 
In other words, d(,a,b) = dib,a), the distance between n and b equals that 
between b and a. Furthermore, it holds for all points c between a and h that 
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d(,a,b) = d(a,c) + d{c,b). For all points c not between a and b, it follows 
that d(a,6) < d(a,c) + rf(c,&). That is, for all real c it holds that 
d(a,b') <d(ia,c)-^d(c,b). 
Directly going from a to 6 is shorter than via c. Finally, the distance between 
two points a and b should increase as these move further apart. 
Example 1: 
Let a = 1 and b =3 then, obviously, the distance rf(l,3) = 2. The number 
c = 2 is between a and b, so that dCtS) = 2 = 1 + 1 = d(t2) + d(2,3) and 
the triangle inequality becomes equality. 
We define a distance for vectors gene expressions such as a = (ai,Q2,-"»o„) 
and i = (ii 2^ >^ 7i)- We shall concentrate mainly on the Euclidian 
distance, which is defined as the root of the sum of the squared differences 
The distance measure satisfies the above properties of definiteness, symmetry, 
and the triangle inequality. Although many other, but often highly similar, 
distance functions are available we shall mainly concentrate on Euclidian 
distance because it is applied most frequently in bioinformatics. 
Example 2: 
Suppose that a = (fli^z M ^ O and b = (p^,b2)H^,5)- Then 
d(a,b) = V(ai - &i)-+(fl2 - b2f^->J\l - 4)2+(l - 5)' 
=V9 + 16 - V25=5. 
Since the differences are squared it is immediate that d(a,b) = dib, a), the 
distance from a to 6 equals that from b to a. For c - {ci,C2) = (2, 2) we have 
that d[a,c)=\l2, dib.c) = \^ (22+3^) = Vl3 . Hence, 
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So that the triangle inequality is strict. This is in line with our intuitive so that 
the road directly from <^  to b is shorter than from « to i via c. 
4.3 Tree Reconstruction: The Ultrametric Case 
In this section, we prove that if an ultrametric distance measure between 
species is given, then there is a unique rooted tree joining these species that 
gives these distances. This tree is found using a constructive method that 
dilYers from the well-known UPGMA (unweighted pair group method using 
arithmetic averages) algorithm discussed. 
We assume that a set of species Si,S2,..,s^ is given with an ultrametric 
distance measure d(x,y) between all pairs of species ,v and \', We first 
construct the correct tree relating two species and show it is unique. We then 
show that if we can reconstruct the tree correctly and uniquely for m species 
s^,S2,...,s„j for some m > 2, we can do this also for m + 1 
speciessi,S2,...,s^+i. 
The first step is the construction of a tree relating s^ and s-,. Both s^^ and s-y 
must be equidistant from the root, so there is clearly a unique solution. Now 
suppose there are m + 1 speciesm > 2. By the induction hypothesis, we can 
assume that the tree can be uniquely reconstructed for s-^,S2,....s,^. Consider 
the root of the tree and two edges emanating from it. The species Si,S2, -,s„^ 
divided into two sets, the set Si consisting of the species down the left edge 
from the root and set 5^ consisting of the species down the right edge from the 
root. Let x be any element of s^ and y be any element of s j^. 
X e S; • V t S-f 
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Now consider species s^+^ and the three distance between x,y and s^ .^^ . The 
ultrametric property implies that there are three possibiHties depending on 
which pair of these three is equidistant from the third. These possibilities are 
(1) d(s^_+^,x) = ^(s„,+i,y), 
(2) d(s^,+^,y) = d(x,y), and 
(3)^(5^,+i,.v)= d(x,y'). 
If (1) holds, d(x,y} is strictly less thand(s^+i,x) = rfCs„,+i,y). In this case, 
we replace s„,^^ follows; 
vNew root 
r = old root 
Where a = d(s^,^^,x)/2 and b = d(s^^^^,x) - d(x,y)/2. Since 
d(x,y) < dis^^j^i.x), b is positive, as required. 
For any species z in s^ or s^ ,, d(z, old root)= d(x, y)/2. Thus the distance 
from s„,+i to z in new tree is n + I) 4- rf(;Y,y)/2, and it is required to show that 
this is equal to rf(s„,+pz). Now in the new tree 
d (5„,+1, x)=a-^b + ^ ^ , (4.3.1) 
So it is sufficient to show that d(_s^+^,x) = d(s„,^i,z) for all z in Si and Sp.. 
Suppose^ e Si, by the induction hypothesis, the tree does give the correct 
distance for x,y and 2, so dCx.z) < d(x,y). therefore, 
d(^x,z) < d(x,y) < d(s^^-^,x), the second inequality from (3). Therefore by 
the ultrametric property, <^(5,^+I,A') = rf(5„,4.i,z) as desired. 
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In case (2), d (s„-,+i, y) = d (x, y). The ultrametric property then shows that 
ri(5„j+i,.v) < rf(.v,y). since .v is in s^  and _v is in s^, 
d(x, v) = d(x, z) for any z in s^. (4.3.2) 
Therefore d (s^^+i, v) < d{x, z) for all z in s^, and 
ri(s^,+i,2) = d{x.2) for all z in s^. (4.3.3) 
Thus 5^ 3+1 is equidistant from every member of 5^. There are two possibilities: 
either s,,,+i is also equidistant from every member of s^  or it is not. If 5„, + i is 
equidistant from every member of Sj;,, we add s^+i to the tree. 
Here a = d(Srn+i/x)/2 and b = rf(5f„+i,:v)/2 - a. Since 
d(Srr.^i,x) < fl('^ni+i'30 '^  follows that i > 0 as it must be. 
4.4 Tree Reconstruction: the Neighbor-Joining Approach 
In this section we show that given any tree-derived distance measure on a set of 
species, a tree can be constructed giving this distance measure. This method 
was introduced by Saitou and Nei (1987). 
5(x,y) = (N-^)d(x,y)-Z,^,yid{x,z) + d(y,z)), (4.4.1) 
Where A' is the number of species. The function 6(x,v) is not a distance 
measure because it may take negative values. 
Theorem: Suppose 5 is a set of species and rf is a tree-derived distance on 5 
obtained from an unrooted tree. If x and y are such that S(x,v) is minimum, 
then X and y are neighbors. 
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Proof: Consider four species as in the following tree: 
We have 5(i.]) = -d{i,k) - d(z, /) - d(j, A') - d(J. I) 
and 
5{i,k) = -dQJ) - d{i, I) - d{k,j) - d{k.l) 
so that 
8ii,k)- S{i,j) ^ -d{i.j) - d{k,l) ^ d{i.k) ^ dij.l). 
Therefore, Sii/x) - 6(i,j) > 0, so that S(i/K) > S(i,j). Every leaf in an 
(unrooted) four-leaf tree has a neighbor. Therefore, any value of 5 arising for a 
pair of non-neighbor .v and 3' is greater than that for neighbors .v and z. 
Suppose now that A^  > 4. In this case not all species have neighbors in the 
sense defined above. Suppose i and / are such that S(i,f) is minimum, but i 
and /• are not neighbors. If I has a neighbor k, then 
S{i, k) - 5{i,j) = {N - 4)d(i- A') -{N- ^)d{i,j) - 2 , , , ; , d{i, z) -
J,,^ij,dik,z) + Zz^Lj dii.z') + l.^ij dij.z) 
= iN- A)diU k) - (iV - 4)d(iJ) - (diij) + Ez..M ^(^^)) - (^(^V) + 
Y.z^i,j.kd(k,z)) + (d(i, k) + T,^^i,j,hdCi, z)) + (d(J, k) + l^^ij.k d(j, z)) 
= (N - 2)dii, k) - C/V - 2)daj) - l^.uj.k d{k,z) + l,^,,.;,d(J,z) 
= Iz^i.j.MH, k) + d(j,z) - diij) - dik.z)). (4.4.2) 
Therefore, 6{i, k) < S(L,J), contradicting the minimality assumption on S(i,f). 
It follows that neither i nor / can have a neighbor if S(i,j) is minimal. 
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4.5 Modeling, Estimation, and Hypothesis Testing 
4.5.1 Estimation and Hypothesis Testing 
Suppose that a phylogenetic tree has been estimated by one of the methods 
discussed in section or by some other reasonable method. Given any internal 
node in a phylogenetic tree, there is a set of leaves that is contemporary species 
that descend from that node. We call any such as set of leaves a monophyletic 
group. A tree reconstructed from a set of species can be thought of as a set of 
predictions of monophyletic groups. Suppose that the investigator is a priori 
interested in the possible existence of some monophyletic group, and this 
monophyletic group does arise in a given tree estimation process. 
Naturally one may also: 
How much confidence can be placed in the claim that this represents a true 
monophyletic group? How much confidence can be placed in the estimate of 
the entire topology of the tree? 
Any tree estimation method implicitly or explicitly assumes certain properties 
of the evolutionary process leading to the leaves of the tree from which the 
evolutionary reconstruction is made. If these assumptions are incorrect, a 
misleading assessment of monophyletic groups and the overall tree topology 
can arise. If several different estimation procedures really are on similar but 
nevertheless incorrect implicit assumptions about the evolutionary process, or 
if resampling estimates are based on the same, but incorrect, evolutionary 
assumptions, consistency of a monophyletic group or of the tree topology from 
one estimation procedure to another does not add confidence to the claim that 
this represents a true group or topology. Thus the fact that { Elephant, Elephant 
Shrew, Hyrax, Sea Caw} forms a monophyletic group in all four of the tree 
estimation examples does not mean that we can assign any particular measure 
of confidence to the statement that Elephant, Elephant Shrew, Hyrax, Sea Caw 
really do form a monophyletic group. This is the first and most important point 
to make when assessing the accuracy of evolutionary tree estimation. 
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4.5.2 Phylogenetic Models and Hypothesis Testing 
In this section we discuss aspects of iiypothesis testing in the context of 
phylogenetic tree construction. The derivation of tests of hypothesis in this 
area, and the analysis of properties of these tests. We discuss is the —2 log X 
test statistic. It is tempting to use this statistic in cases where various 
parameters of the phylogenetic tree if interest have been estimated by 
maximum likelihood, since this test statistic is a function of thee ratio of two 
maximum likelihoods. 
Suppose that a set of aligned DNA sequences from a collection of species is 
given, and we wish to test the (alternative) hypothesis that these data are 
significantly better explained by the Kimura model than the Kimura model 
does not explain the data better than the Jukes-cantor model. It is important to 
note two aspects of this test. First, the two hypothesis are nested, since the 
Jukes-Cantor model is a special case of the Kimura model. Thus the "nesting" 
requirement of the —2 log A testing method is met. Second, if the actual 
topology of thee phylogenetic tree, which can loosely be thought of as an 
unknown parameter, is also estimated as part of the maximizing procedure, 
then the requirement that the parameters of interest will be real numbers is not 
met. Because of this, the asymptotic null hypothesis distribution of - 2 log X 
might not be chi-square. 
Whelan and Goldman take the topology of the phylogenetic tree as given and 
carry out a random procedure of DNA substitution at the various sites in a 
DNA sequence, assuming that the substitution process is described by the 
Jukes-Cantor model. Then find the maximum of the likelihood Jukes-Cantor 
model and the Kimura model, and from this they compute -2 log X. This 
procedure is then replicated a large number of times, and from these replicates 
an accurate assessment of the null hypothesis distribution of - 2 log X can be 
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found. It is found that this distribution is very close to that of chi-square with 
one degree of freedom. It is therefore reasonable to assume in this case, where 
the topology of the tree is given, that the - 2 log X statistic has an 
approximately chi-square distribution with one degree of freedom under the 
null hypothesis. Suppose that for a given set of data we do not reject the null 
hypothesis when carrying out this test. Second suppose that the null hypothesis 
is the Jukes-Cantor model and the alternative hypothesis is the Felsenstein 
model with stationary probability values equal to the observed values in the 
data. Then either model is nested within the other and we have no theoretical 
support for the claim that the null hypothesis distribution of - 2 log ?, is chi-
square. Whelan and Goldman (1999) show that the null hypothesis distribution 
of - 2 log X is not close to a chi-square with three degree of freedom, and that 
in fact negative value of - 2 log A can arise an impossibility for a random 
variable truly having a chi-square distribution. The chi-square distribution of 
- 2 log X is an asymptotic one, relating to an indefinitely sample size. With a 
sufficiently large sample size one might expect that the true tree topology will 
be inferred, so that the problem just menfioned would not arise. 
4.6 Tree Reconstruction: Parsimony 
We described the cost calculation for the case of DNA sequence when unit 
cost is made for each nucleotide substitution. A central step in the procedure is 
to allocate sequences to the internal nodes in the tree. For any such set of 
sequence allocations the total cost of the tree is the sum of the costs of the 
various edges, where the cost of an edge joining two nodes or a node and a leaf, 
is the number of substation needed to move from the sequence at one to the 
sequence at the other. 
In principle the optimal tree is found in two steps. First, all possible tree 
topologies must be listed, including the allocation of the species from which 
the data are found to the leaves. Second, for nay such choice the labeling of the 
internal nodes of the tree that minimizes the cost of the tree must be found. 
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This second step is accomplished by Fitch's algorithm (Fitch (1971)). This 
algorithm provides the optimal set of internal nodes for a fixed topology. Once 
these are found the minimum "cost" of a tree with a given fixed topology can 
be found. The final tree is that which, over all choice of topology has overall 
minimum cost. 
For trees joining a small number of species the optimal tree can be found by 
complete enumeration of all possible tree topologies. For three species there is 
only one form the topology with three choices for the labeling of the species 
x,y and z. Once again complete enumeration is straightforward. Although 
complete enumeration methods are possible when the number of species is 
small, the number of possible trees increases extremely rapidly as the number 
of species increases of species increases and complete enumeration, and 
complete enumeration is not possible with more than a small number of 
species. When there are s species at the leaves of a rooted tree there are 
1 X 3 X 5 X X (25 - 3) = (25 - 3) !/2^~' (s - 2)! essentially different 
tree topologies. For 20 species this is about 8 x 10"^ topologies. Some 
researchers use parsimony methods to reconstruct trees with as many as 500 or 
more species and this requires the use of heuristic methods. 
4.7 Sequence Based Reconstruction: Maximum Likelihood 
We discuss the maximum likelihood estimation of the phylogenetic tree leading 
to a number of contemporary species from some common ancestor species, 
given genetic data from the contemporary species and some continuous-time 
evolutionary model such as one of those discussed.The uses of maximum 
likelihood estimators in evolutionary trees were given by J.Felsenstein, A. 
Edwards, and E.Thompson. The general idea behind maximum likelihood 
estimators is the observation that 
?{Model\Data) = P(Model and Data)/?{Data) 
= P{Data\Model)PiData) 
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Where P(Model\Data') is proportional to P(DQtfl\jV/ode/):tiierefore we can 
ad hoc justify estimating a model by finding the model that maximizes the 
conditional probability P(,Data\Model), which is also called the likelihood of 
the data. 
One advantage of the maximum likelihood estimator is that it allows an 
"algorithmic" way of incorporating model view of sequence evolution. 
Namely, specify the model as a stochastic model which yields the joint 
probability distribution of characters. For example, let p^  = p,(9,r) be the 
probability of the i''' character, where d denotes the various parameters of the 
stochastic model and T is the tree topology. Then the log-likelihood of an 
observed data set with /j the frequency of the i^'^ character is given by 
For example, the maximum likelihood estimation (MLE) method for 
Cavender-Farris trees is as follows: Given set S of sequences generated on an 
unknown Cavender-Farris tree, find a CF tree {T,{^^g]) such that 
pr[S\{T, {Ag,})] is maximized. 
Note that the MLE method depends upon the model; thus, the MLE method for 
.lukes-Cantor trees is different than the MLE method for CF trees, and both are 
different methods than for the rates-across-sites MLE method. For many 
problems, maximum likelihood estimators are statistically consistent 
estimators. Unfortunately, consistency properties only hold for a rather 
restricted class of MLEs and evolutionary tree estimators do not fall into this 
class. Therefore, the consistency of evolutionary tree MLE must be proved 
separately for each evolutionary model class. 
77 
4.8 Maximum Likelihood Estimation of Phylogenetic Tree Rates 
4.8.1 Introduction 
Current efforts to reconstruct the tree for different organisms demand the 
inference of phylogenies from thousand of DNA sequence. The first author is 
at a university where the tree of life for files is investigated and the second 
author is at a university where the tree of life for fungi is considered. For such 
large data sets the tree space is enormous and identification of the optimal tree 
is a major challenge. 
The evolution of homologous DNA sequences can be described by continuous 
time Markov chains on a phylogenetic tree. A continuous time Markov chain is 
characterized by a substitution rate matrix, and the phylogenetic tree 
summarizes the relationships between the species in terms of edge lengths 
(time since divergence) and common ancestors. The DNA sequences are only 
observed in the leaves, and the information on the phylogenetic tree, 
substitution events (time and type) and edge lengths is missing. The transition 
matrix P(t) for a continuous matrix Markov process can be written as exp((?t), 
where Q is a parameterized substitution rate matrix. In order to estimate the 
rate parameters and edge lengths for a fixed tree and based on the observed 
data, one can use the expectation maximization (EM) algorithm. The 
continuous time Markov process gives rise to a distance measure between any 
sets of sequences. Pairwise distances can be used, together with the neighbor 
joining (NJ) algorithm, to reconstruct the phylogenetic tree that relates the 
sequences. The generalized neighbor joining (GNJ) algorithm improves the NJ 
algorithm by using distance measure based on subtree rather than pairwise 
distances. 
In this paper, we describe an algorithm that simultaneously estimates the 
substitution rate matrix and reconstructs the phylogenetic tree. The algorithm 
between the EM algorithm for rate matrix estimation and the GNJ (Generalized 
Neighbor Joining) algorithm for phylogenetic tree reconstruction. 
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4.9 The Expectation Maximization (EM) algorithm 
4.9.1 Two Sequences 
Consider the somewhat unreasonable situation where we have access to the 
complete observation (the hidden model or the complete data model) of the 
evolution of a single site. The state of the process at time t is denoted.Y(t), and 
we have observed the process from time t = 0 to time t = T. In this paper, the 
size a of the state is 4 corresponding to the four nucleotides5]{>i, G, C,T], but 
our method can also be applied to protein-coding sequences where the state 
space is of the size 61 because there are 61 sense codons. 
We now described the likelihood for a complete observation of a continuous-
time Markov process with substitution rate matrix Q. Suppose the evolution of 
a single site has been completely observed from time t = 0 to time t = T and 
is given. We model the evolution in ternis of a continuous-time Markov 
process with substitution rate matrix q. Recall that a rate matrix has non-
negative off-diagonal entries and each row sums to zero. Let Q(a,b) be the 
entry of Q in the ath column and the bth row. The waiting time in a state a is 
exponentially distributed with parameter -Q(a.a) and the probability of 
substituting a with b is proportional to Q{a,b). Thus, the likelihood for the 
complete observation is given by 
^gyc,iX',.(/3-',)HC>(2,2xr-^K(;(3,3X.,-,,)g^j^2)e(l,3)g(3,2), 
Where indices 1,2,3,4 corresponds to A, G, C,T. 
More generally, if the rate matrix is parameterized by d,Q = QQ, and with 
X =[xit):0 < t < T), the maximum likelihood estimation problem for a 
complete observation is: 
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m aximize L(9;x) = [R..-. U,.a fat ( :^'^ ^"'-][Uaer fa Wy''^] (4.9.1) 
Subject to &. 
Here f^^(d)md f^{d) are functions from R"^  -* R+ = {x £ R:x > 0} such 
that fat id) = Qe(a,a),f;(d) = eKp{Qe{a,a)) for deO c E^,r(a) is the 
total time spent in state a, and N{a, h) is the number of substitutions of a with 
h. Thus, the log-Hkelihood for a complete observation becomes 
logmx)=^l,,^Ti,a)qs{a,a) +laeeli,,a^{a>b)lo9Q6(.a,b). (4.9.2) 
Note that the complete log-likelihood is linear in the total time spent in a state 
and the number of substitutions between states. The complete log-likelihood 
function is analytically tractable. Indeed, in most Markov processes of 
sequence evolution the maximum likelihood estimates can be found 
analytically from a complete observation. 
Consider for example the general time reversible (GTR) model, let 
T(a,(i^^,lla^a — ^' ^cnote the stationary distribution of the Markov chain. 
This distribution can be estimated from the nucleotide frequencies in a single 
sequence. The GTR model has substitution rate matrix 
^12^2 ^13^3 ^14^4 
^12^1 • ^2 3^3 ^24^4 
^14^1 ^24^2 ^34^3 • 
(4.9.3) 
Where the diagonal elements are such that each row sums to zero and the 6 
unknown parameters are d - i6i2>^i2'^U'^''3'^zi'^2i)- ^ simple calculation 
shows that the complete log-likelihood (2) is maximized for 
N{a,b-¥N{b,a) 
^^^ jrj(a)+71 JibY a<b. 
The problem is, however, that the DNA sequences are only observed in the 
leaves, whereas information on substitution events (time and type) and edge 
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lengths is missing. For two sequences we only observe the beginning state x(0) 
and the final state x(T) of the process. We have a missing data problem in the 
sense that we only have access to part of the data. 
The expectation Maximization (EM) algorithm is a broadly applicable 
approach for missing data problems. The algorithm is an iterative procedure 
with two steps in each iteration, the Expectation Step (E-step) and the 
Maximization Step (M-stcp). The algorithm approaches the problem of solving 
the actually observed log-likelihood by proceeding iteratively in terais of the 
complete log- likelihood. As the complete log-likelihood is unobservable, it is 
replaced by its conditional expectation given the observed data 
y = {x(0),r(r)}. In the E-step of the (,k + l)'th iteration, the function 
G(d] d^y = EQk[\o^L(d;x)\y] is calculated, and in the M-step a new 
parameter value d'^'^^ is obtained as the value of d that maximizesG(0; d'^). 
For the GTR model (3) the M-step becomes 
Egk[N(a,b) I xiQUiT)] + Egk[N{b,a) \ A'(0),.<r)] 
"' K,E,, [7(a) I x{JS),x{T) + n,E,,[nh) \ .x:(0),.i(T)]]' 
The algorithm converges to a local maximum likelihood estimate of the 
observed data. 
Since the complete log-likelihood is linear in the time spent in a state and the 
number of transitions between states, and the expectation is a linear operator, 
all we need in the E-step is to calculate conditional expectations of these two 
quantities given the observed data. The conditional expectations are provided 
in the following theorem. 
Theorem 1: Consider a continuous time Markov process (x(t): 0 < t < r} 
on a finite state with rate matrix Q. Denote the transition Pit) = exp (_Qt). we 
have the following conditional expectations: 
1. Time spent in state a 
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A,-A;) 
£[r(a)ix(0) = i,xiT) = j] = f"^P,MPajCr-t)dt/P,^(T). 
I. Number of transitions between states Q and b 
E[N{a,b)\x(0) = i,x(T) = j] = Q{a,b) f^P,,(t)P^^(T- t)dt/P,^(T). 
The transition probability matrix P(t) = exp ((?t) with entries 
Pab^T) ^ PC^ir) = b\Xio) = a) is calculated using an eigenvalues 
decomposition of Q. Let U be the orthogonal matrix with eigenvalues as 
columns and D; the diagonal matrix of corresponding eigenvectors such that 
Q = UDiU~^. In the most general case some of the eigenvalues and 
eigenvectors are complex. Conditional expectations are now, found from 
j PJf)PJT-t)dt 
Even when the eigenvalues are complex, the },j integrals are easy to evaluate. 
In the case of multiple sites that are identically distributed and evolve 
independently we can summarize the data in a frequency table v(i,j) that 
summarizes the number of sites with .v(o) = 1 and xiT) = j . In this case the 
complete log-likelihood conditional on the observed data becomes 
G(9, 9^) = ZljV(iJ)E,f<[logL(9; x)\x(0) = i,x(T) = j]. 
The linearity in the time spent in a state and the number of jumps between 
states in maintained and the EM-algorithm remains simple. Indeed, the 
conditional expectations are given by theorem 1 and the M-step for the GTR 
model becomes 
_ lil}v(u)(5^].:[N(a,b) x{o)=i.x(.T)=i] + E^k[i^'(.b.a)\ xio)=i.x(f)=j)\ 
°^ ~ liljvii.fiintBQklna) x{0')=i.x{T)=jhnaEQ!i[T(.b)\x{0) = :.x{T)^j:] 
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We assume Pit) = exp(.Qt) ,t and Q are confounded. 
Indeed, Qt = (2Q)/(t/2), which means that twice the rate at half the time has 
the same results. To avoid confounding, the rate matrix is calibrated such that 
time corresponds to expected changes per site. This means that 
4.9.2 Multiple sequences 
Now consider the case of multiple sequences related by an unrooted 
phylogenetic tree with n leaves (terminal nodes), n terminal edges, n - 2 
internal nodes and n - 3 internal edges. The single site complete log-likelihood 
becomes 
2n-3 / 
where 7"'(a) is the total time spent in state a on edge i and ^'(a,b) is the 
number of transitions from a to i on edge i. Letting v = (v''^,..., v") be the 
observed data at the leaves and letting a(i),d{Q be the ancestral and 
descendant values at the two ends of the edge with descendant i we get from 
the Markov property 
2>;-3 r 
i = l a{i).d(i) 
+ 
ael 
YY^^^G,b)logQ%a,b)\a{i),d(i) V(«(0,rf(Oiv)-
Here P^k{a{i),d{i)\y) is the probability of observing the ancestral value a{i) 
and descendant value d (i) at the edge with descendant node i given the data y. 
These probabilities are calculated using Felsenstein's peeling algorithm. In the 
E-step we therefore need to calculate conditional mean values on each edge. 
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Conditioning on n(Q and d(i), the conditional mean values are determined by 
Theorem 1. 
In this paper we consider the case where the rate matrix is the same on all 
edges, but the length varies between edges. For example, the rate matrix Q 
could be the GTR rate matrix (3) calibrated. The rate matrix on each edge i is 
then given by Q^ = vv,(2; ,i = 1,2, ...,272 - 3, where w, is the length of the 
edge with descendant node i. The M-step is slightly more complicated for 
multiple sequences compared to pairwise sequences. 
4.10 Generalized neighbor-joining 
We will consider binary trees, meaning that all terminal nodes are of degree 
one and all internal nodes are of degree three. Given a tree, its edge lengths are 
said to be additive if the distance between any pair of leaves is the sum of 
lengths of the edges on the path connecting them. Homogeneous finite-state 
continuous time Markov models satisfy 
Define the maximum likelihood distance [5] between a pair of leaves (i,;} by 
d(i,j) = argmaxM |Py(^) y(^)(t)| 
5=1 
Where v' = (v'(l),..., v'OV)) ^^  the DNA sequence of length N observed at 
leaf i. Suppose the leaves i and / are connected by node k. Using (4) and 
consistency of maximum likelihood we get (i,j) ^ tj^ -f-t-, . Extending this 
argument to a general phylogenetic tree we see that maximum likelihood 
distances based on continuous time Markov chains between leaf sequences 
should be close to additive if there is enough data to obtain reliable estimates of 
the pairwise distances. 
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4.10.1 Saitou-Nei neighbor-joining method 
Given a binary tree T with additive edge lengths, we can reconstruct it from the 
pairwise distances d(i,j) of its leaves [ij] using the neighbor-joining method 
of Saitou and Nei (1987). Firstly, pick a cherry (t,;} in the tree, i.e. leaves that 
have the same parent node /. Secondly, remove the leaves i and / from the set 
of leaves and add I, defining its distances to any other leaf/c by 
dO,k)=^^(d(i,k) + d(j,k)-d(iJ)) 
And edge lengths w, and Wj of edges with descendant nodes i and ;', 
respectively, by 
w, ^-IdiiJ) + —^Z,.,,,.^(d(i.k) - d{j,k))] (4.10.1) 
w^ = d ( U ) - H V (4.10.2) 
Repeat the procedure until the number of leaves n is 3. The main problem is 
picking the cherry, and a solution was suggested in Saitou and Nei and 
modified by Studier and Keppler. 
Theorem 2 (Cherry picking criterion [17, 18]) Let rf be an additive tree metric 
and define the n x ri-matrix B with entries 
B(iJ)^(n-2)d(iJ)-Y^d(J,k). 
Then the pair of leaves ( r j"*) that minimizes 6 is a cherry in the tree F. 
4.10.2The generalized neighbor-joining method 
It is natural to ask if we can generalize the neighbor-joining method based on 
pairwise distances to distances on subtrees. Here, a sub tree is a set of leaves 
and a sub tree distance is the sum of the lengths of the edges on the path 
connecting the subtree leaves. Distances based on sub trees are expected to be 
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more accurately determined than pairwise distances because of the following 
reasons. They are calculated from more data, and we include more conditions 
to the calculation. (When we calculate pairwise distances via MLEs, we 
assume that each path containing a pair is independent, while they are not 
independent because each path shares some branches with the other.) Pachter 
and Speyer show that binary trees with additive edge lengths are indeed 
determined from distances based on subtrees. Let fl be set of leaves in the tree 
r and let be the set of all m- subsets of 12. Then we denote /)(/?) for 
the subtree distances of the subtree containing/? £ 
Theorem 3 (Subtree distance condition [13]) let T be binary tree with additive 
edge lengths. Letm, 2<.m<,{n+ l)/2, be the size of each subtree. The tree 
r is uniquely determined from the set W (/?): /? e f j j . 
Pachter and Speyer do not describe how to reconstruct the tree and calculate 
the edge lengths from the sub tree distances. The tree reconstruction can be 
found in [11] and it's a two-stage procedure. 
Theorem 4 (Equivalent topologies [11]) suppose that [l,j] is a pair of leaves 
in the set of leaves Q with n = |y}| and suppose that2 <.m<.n- 2. Define the 
pairwise distance 
^{i,}) = ^^MnxiLj)-^ DaU.A}). (4.10.3) 
^ m-2 ' 
The tree T based on the additive tree matrix d has the same topology as the tree 
r based on the additive tree matric D. 
We can thus find the topology of the tree F by using the cherry picking 
criterion in Theorem 2 on the pairwise diij). Using equations (5) and (6) we 
can also find the edge lengths vVj for any edge ,^ in the tree T. 
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Theorem 5 (Map between edge lengths) Let r,T , m and n as in Theorem 4. 
and let Lj(e) denote the set of leaves in the component of V-e (or equivalently 
T — e) that contains leaf; after removing an edge e. 
1. Let gj, i = n + 1, ...,2n — 3, denote the internal edges of T with lengths w, 
and let e, be the corresponding internal edges of T with lengths d;,. Then 
Wi = iZTT, 1 = ? i + l , . . . , 2 r j - 3 , 
rUa(*il-2]+(lic(«il-2l' 
^ jn—2 ' ^ Tfi—2 ' 
where a and c are the leaves on opposite sides of the edge e,. 
2. Denote the terminal edges o f f by e^ , ,.,,e„ with corresponding edges 
Si....Jn in r. Let 
2n-3 
.^= 1 «-ri'i'r> 
)=n+l 
Then 
l^i\ 
Wn/ 
pi-CA 
= .4 where A ~ 
m-2 
W-d 
2('^-3U- (m-l)(n-2y 
U-2/ 
-l)(n-2y) 
Here, / is the identity matrix and / is the matrix consisting entirely of Is. 
The running time for computing the sub tree distances is 0(^Ln^) where L is 
the length of the alignment and the computation of the distance matrix 3^ is 
0(n^) (both steps are trivially parallelizable). The subsequent neighbor-
joining is 0(n^) and edge weight reconstruction is 0(n^). It is interesting to 
note that for fixed L the running time of the algorithm is 0(n^) for both w = 2 
and m = 3. 
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4.11 The EMGNJ algorithm 
Suppose we wish to estimate the GTR model. The EMGNJ algorithm consists 
of two main parts, reconstructing a tree via the GNJ method and improving 
GTR rates via the EM algorithm. We iterate these steps until it converges. 
Algorithm 6 (The EMGNJ algorithm). Suppose we have n DNA sequences and 
an integer 2 < m < n - 2. 
Input: n DNA sequence and an integer 2 < m < n — 2. 
Output: The GTR rates and a phylogenetic tree. 
1. Estimate stationary distribution fi-om empirical frequencies. 
2. Reconstruct tree using MJOIN under the Jukes-Cantor (JC69) model. 
3. Estimate GTR substitution rates and edge lengths from current tree. 
4. Reconstruct tree using MJOIN and current GTR rates. 
5. If likelihood is not improved return current rate and GTR rates; otherwise go 
to 3. 
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CHAPTER-V 
THE ANALYSIS OF ONE DNA SEQUENCE 
5.1 DNA sequencing, Sequencing, and Nucleotides 
The term DNA sequencing refers to sequencing methods for determining the 
order of the nucleotide bases-Adenine (A), Guanine (G), Cytosine (C), and 
Thymine (T)-in a molecule of DNA. In short we write and speak a, g, c, and t. 
The knowledge of DNA sequences has become indispensable for basic 
biological research, other research branches utilizing DNA sequencing, and in 
numerous applied fields such as diagnostic, biotechnology, forensic biology 
and biological systematic. The rapid speed of sequencing attained with modern 
DNA sequencing technology has been instrumental in the sequencing of the 
human genome, in the Human Genome Project. Related projects, often by 
scientific collaboration across continents, have generated the complete DNA 
sequences of many animal, plant, and microbial genomes. 
Sequencing 
In genetics and biochemistry sequencing means to determine the primary 
structure (or primary sequence) of an unbranched biopolymer. Sequencing 
results in a symbolic linear depiction known as a sequence which succinctly 
summarizes much of the atomic-level structure of the sequenced molecule. 
Nucleotide 
Nucleotides are molecules that when joined together, make up the structural 
units of RNA and DNA. In addition, nucleotides play central roles in 
metabolism. In that capacity, they serve as sources of chemical energy 
(adenosine triphosphate and guanosine triphosphate), participate in cellular 
signaling (cyclic guanosine monophosphate and cyclic monophosphate), and 
are incorporated into important cofactors of enzymatic reactions (coenzyme A, 
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flavin adenine dinucleotide, flavin mononucleotide, and nicotinamide adenine 
dinucleotide phosphate). 
5.2 Shotgun Sequencing 
Though the technical considerations make it possible to sequence very long 
pieces of DNA all at once. Instead, many overlapping small pieces are 
sequenced each on the order of 500 bases. After this is done the problem arises 
of assembling these fragments in to one long "contig". Since the locations of 
the fragments within the genome and with respect to each other are not 
sequenced. So that there will be many overlaps between them, the fragments 
can be matched up and assembled. This method is called Shotgun sequencing. 
It is customary to say that n-times (or nX coverage) is obtained if, when the 
length of the original (long) sequence is G, the total length of the fragments 
sequenced is nG. 
Two strategies have been used to sequence the entire human genome 
(International Human Genome Sequencing Consortium (2001), Venter et al. 
(2001). Under one strategy the genome is partitioned into pieces whose lengths 
are on the order of 100,000 bases and whose locations in the genome are 
known. Then shotgun sequencing is performed on each piece, with high 
coverage, in the 8X range. The greater coverage also helps eliminate errors 
occurring in sequencing the fragments. A competing strategy is to adopt a 
"whole genome shotgun" approach, in which the entire genome is broken into 
small fragments, each of length approximately 500 bases. The human genome 
has been sequenced using a combination of the two methods. 
5.2.2 Contigs 
We show a collection of N = 17 fragments with their locations above the 
original DNA sequence. It is assumed that overlapping fragments can be 
recognized and used to determine a collection of "contigs" of which there are 7. 
These contigs are then taken as the best possible reconstruction of the original 
DNA sequence. We assume initially that there are N fragments, each of length 
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L, and that the original full- length DNA sequence, which we call here the 
genome, is of length G. therefore, the coverage 'a' is given by 
a = NL/G 
The length G is assumed to be much larger than L, so that end effects are 
ignored. 
The fragments are assumed to be taken at random from the original full-length 
sequence, so that if end effects are ignored, the left hand ends of the fragments 
are independently distributed with a common uniform distribution over [0,G]. 
This implies that any such left hand end falls in an interval (x, x+h) with 
probability h/G and that the number of fragments whose left hand end falls in 
this interval has a binomial distribution with mean Nh/G. If N is large and h is 
small, then distribution is approximately Poisson with mean Nh/G. The number 
Y of fragments whose left hand end is located within an interval of length Lto 
the left of a randomly- chosen point therefore has a poisson distribution with 
mean a, so that the probability that at least one fragment arises in this interval is 
l-probiY= 0) = 1 - e - ^ 
Now four endeaver must be to find. 
(i) The mean proportion of the genome covered by contigs ? 
The mean proportion of the genome covered by onr or more contigs is the 
probability that a point chosen at random is covered by at least one contig. This 
is the probability that at least one fragment has its left-hand end in the interval 
of length L immediately to the left of this point, which is 1 - e~° as given 
above. In order for this probability to be 0.99 it is necessary to have a = 4.6, so 
that the sum of the fragment lengths is then not quite five times the genome 
length. 
(it) The mean number of contigs ? 
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Each contig has a unique rightmost fragment, so that the formula for the mean 
of a binomial distribution given table 
Distribution 
Bemaulli 
Binomial 
Uniform 
Geometric 
Negative Binomial 
Poisson 
Mean 
P 
np 
a + (b - l ) / 2 
p/(i-p) 
m/p 
I 
Variance 
P(l-P) 
np(l-p) 
(b- - 1)/12 
P/C^-PY-
m(l- p)/p-
l 
This table show that the mean number of contigs is the number of fragments 
multiplied by the probability that a fragment is the right most member of a 
contig. This probability is e~^, thus 
Mean number of contigs=jVe ^=Ne' •SL: (5.2.1) 
Here gives some values for this mean for different coverage in the case 
G = 100,000 and L = 500. The mean number of contigs 
a 
Mean 
number 
of contigs 
0.5 
60.7 
0.75 
70.8 
1 1.5 
73.6 66.9 
2 
54.1 
3 
29.9 
4 5 
14.7 6.7 
6 
3.0 
7 
1.3 
as a function of ci, increases and then decreases. The reason for this is that if 
there is a small number of fragments, there must be small number of contigs, 
while a large number of fragments tend to form a small number of large 
contigs. 
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The mean number of contigs is maximized when N = G/L or equivalently, 
when a = 1 that is with IX coverage. In the example in table one contig is 
expected after 8X coverage. However, the expression for the mean number of 
contig becomes inaccurate in this range, since with 8X coverage end effects 
become important. 
(iii) The mean contig size ? 
The mean contig size is found by considering the left-hand ends of a succession 
of fragments starting with the initial left-hand fragment on a given contig. The 
distance from the left-hand end of the first fragment to the left-hand end of the 
second fragment has a geometric distribution. Which is approximated by the 
exponential distribution with parameter }. = N/G. This second fragment will 
overlap the first one if this distance is less than the length of the first fragment. 
This occurs with probability 
i; ^"/tf-'-M.v (5.2.2) 
= 1 - e'"". With p(= 1 - e~"') equals e~" - 1. 
The number of successively overlapping fragments before such a non overlap, 
has a geometric distribution whose mean with p = (1 - e'^") = e~° - 1 
If ?i-fragments from a contig then total length of the contig is the length L of 
the final fragment together with the sum of the ?: - 1 random distances 
between the ;left-hand end of any given fragment and the left-hand end of the 
next fragment to the right. 
The mean of this distribution is 
•>Q • l _g - -^ - i • ;. g ^ ' i - 1 
This shows that the mean of these random distances is 
1 L 
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And the mean of S is, 
£(5) = F(A0.F(A') 
Where S is the mean of a sum of a random number of random variables, shows 
that the mean total distances is 
-L. S — 1 
Upon adding the length L of the last contig to this, the mean contig size is 
found to be 
-a 
^ - = ^ = L ^ (5.2.3) 
In this case if L = 500, a = 2 then mean contig size is 
i ^ = 5 0 0 ( ^ ) 
=1600 
5.3 Modeling DNA 
The structure of DNA can be thought of as long sequences of nucleotides. 
These sequences are organized in to coding sequences or genes. Most 
eukaryotoc genes have one further level of organization: with each gene, the 
coding sequences are usually interrupted by stretches of non coding sequences. 
Intergenic regions and introns have different statistical properties from those of 
exons. By capturing these properties in a model we can construct statistical 
procedures for testing whether the model is based on a set of "training data" 
taken from already characterized sequences. In the simplest model it is 
assumed that the nucleotides at the various sites are independent and identically 
distributed. If this is the case, the difference between coding and non-coding 
DNA could be captured in the difference between the frequencies of the four 
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nucleotides in to two different cases. These distributions can then be estimated 
from the training data. 
The statistical test for Markov independence is an associate test in a 4 x 4 
table. In this case r = c = 4, and 5^ ;. is the number of times that a nucleotide of 
type ";" is followed by a nucleotide of type "A'" in the DNA sequence of 
interest. In this case the null hypothesis of independence becomes the null 
hypothesis of no association in the table. 
Table (1): The number of times a nucleotide of one specified type follows one 
of another specified type. 
Nucleotide at site i a 
9 
c 
t 
Total 
Ni 
a 
ni 
T 9 
>31 
^41 
.v.i 
icleotidt 
9 
V'l2 
/ '^  '^  
^32 
>4: 
y.2 
; at site i + 1 
c 
1^5 
V23 
'^ 33 
^ 3 
y.2 
t 
v.. 
v., 
>'34 
Y.. 
1^ 
V ' 
Total 
.Vl. 
) ' : . 
.V3, 
.^4. 
_v 
Tests of this type show that the nucleotide at adjoining DNA sites are often 
dependent, and a first-order Markov model fits real data significantly better 
than the independent Markov model both in introns and in exons. 
5.4 Modeling Signals in DNA 
5.4.1 Introduction 
Genes contain "Signals" in the DNA to indicate the start and end of the 
transcribed region, the exon/ intron boundaries, as well as other features. 
95 
A Signal is a short sequence of DNA having a specific purpose, each such 
signal would consist of a unique DNA sequence that did not appear anywhere 
in the DNA except where it serves its specific purpose. DNA sequences that 
perform the same signal function. We call these "members" of that signal. In 
practice, some but not all members of a signal are known. Our aim is to use 
known members to assess the probability that a new uncharacterized DNA 
sequence is also a member of the signal. 
We assume that all members of the signal of interst have the same length, 
which we denote by n. 7'his assumption is not too restrictive, since the 
members of many signals do have the same lengths, and for those that do not 
we can capture portions of them with this model, which is often sufficient. To 
model the properties of any signal we must have a set of "training data" these 
are extensive data in which members of the signal are known 
(l)Weight matrices: Independence 
(2)Markov Dependence 
(3)Maximal Dependence Decomposition 
5.4.2 Weight matrices: Independence 
We consider here a test of whether the nucleotide at position 'A ' in a signal is 
independent of the nucleotide at position '6 ' . It is natural to generalize the test 
described in connection with that data in table (5.1). which test for 
independence at adjacent sites. In this generalization "site f is replaced by 
"position a in the signal" and "site i + 1' is replaced by "position b in the 
signal" and Ik is interpreted as the number of times in the training data that 
nucleotide ; occurs at position a in the signal and nucleotide k occurs at 
position b in the signal. This test is then performed for all pairs ' a ' and 'i?'. 
Suppose that as a result of this or some other testing procedure independence 
can be assumed. A 4 x fL matrix is then constructed whose (i,j) entry is the 
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proportion of cases in tiie training data for which the i'"''- nucleotide occurs at 
the j'''^ position of a signal. This is referred to as weight matrix and is denoted 
by M. The set of training data is assumed to be sufficiently large that the 
proportions in this matrix can be taken as probabilities. An example-for the 
case n = 5 is given in table (5.2). The entries in column / in this matrix give 
probability for the four nucleotides at position / in the signal. 
The matrix M defines a probability prob(S/M) for any sequence S of length 
n. Weight matrices is used in many context. 
Table: weight matrix of 4x5 tables 
Nucleotide a 
9 
C 
t 
Total 
1 
0.33 
0.22 
0.31 
0.14 
1 
Position 
2 
0.34 
0.27 
0.18 
0.21 
1 
3 
0.19 
0.23 
0.34 
0.24 
1 
4 
0.20 
0.24 
0.30 
0.26 
1 
5 
0.21 
0.21 
0.25 
0.33 
1 
5.4.3 Markov Dependence 
If the nucleotide at the sites in a signal are not independent, a possibility is that 
there are independencies of the first order Markov type. Under this hypothesis, 
the first position of the signal gas a probability distribution determined by 
overall nucleotide frequencies. Nucleotide at each subsequent position have a 
probability distribution depending on the nucleotide at the previous position as 
determined by a 4 x 4 Markov chain transition probability matrix whose (i j ' j 
element is the probability of the /'''"• nucleotide in position k, given the f" 
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nucleotide in position k - 1. The elements in this matrix are estimated from the 
training data. 
5.4.4 Maximal Dependence Decomposition 
Suppose we wish to model a signal of length n. The first step is to find one 
position which has the greatest influence on the others. We construct an n x n 
table whose (i.j) entry is the observed value of the chi-square statistic obtained 
from 4 x 4 table such as table (5.1) but that compares the nucleotide at a fixed 
position ;' with those at a fixed position /. If the hypothesis of independence is 
true, we expect to find about one significant value out of 20, If type I error is 
5%, thus if only a few of the observed chi-square values are significant but not 
highly significant. We might conclude that the positions in the signal can be 
taken as independent. If more than a few are significant or if there are values 
with high levels of significance, then we would conclude that the nucleotides at 
the various positions are not independent. 
1 
2 
3 
4 
5 
1 
34.2' 
7.1 
37.2' 
2.8 
2 
34.2* 
0.4 
72.4' 
4.5 
3 
7.1 
0.4 
15.3 
98.3' 
4 
37.2' 
72.4' 
15.3 
14.2 
5 
2.8 
4.5 
98.3' 
14.2 
Total 
81.3 
111.5 
121.1 
139.1 
119.8 
98 
An example n = 5 in which many of the chi-square values are significant at the 
5% level. The row with the greatest sum gives an indication of which position 
has the greatest influence on the other n - 1 positions. In this example position 
4 has the greatest row total, so we take it as the position with greatest influence. 
In this we saw that we split on position 4. 
5.5 The Analysis of Patterns 
5.5.1 Introduction 
It serves to illustrate some non- intuitive results about patterns in sequences 
that arise in simple cases involving independence. 
Suppose we are interested in some word. For example-gaga.This following two 
questions of iid DNA sequence of length N. What is the mean number of times 
that this word arises in a segment of length N?" What is the mean length 
between one occurrence of this word and the next? We will call these two 
questions and the parallel questions about variances "number of occurrence" 
and "distance between occurrences" questions respectively. 
The analysis of nucleotide sequences leads to a focus on a "alphabef of size 4. 
We use this example throughout, words other than gaga and words of arbitrary 
length will also be considered later. The analysis, assume that the nucleotide 
types at different sites are independent. In view of the fact that dependencies 
appear to exist beUveen nucleotides at adjoining sites, the possible reasons are: 
One is that there might be some a priori regions to suspect that the word gaga 
occurs significantly more often that it should if the nucleotides were generated 
in an iid fashion. To test for this it is necessary to discuss probabilistic aspects 
of the frequency of this word under the iid assumption and other words such 
3sgggg,gagc, and gaag is often different from those of word gaga, even 
under the iid assumption. 
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A second reason has been discussed by Bussemaker et al. (2000). Here the aim 
is to discover promoter signals by looicing for DNA patterns common to 
upstream regions of genes. This is done by creating a dictionary of words of 
different length, each with an assigned probability. Any word that occurs more 
frequently than expected in these regions is a candidate for such a sequence. 
Here the analysis becomes very complicated, there is no word that is of priori 
interest and indeed no word length that can be defined in advance as being 
specifically sought. 
5.5.2 Counting conventions 
How to count the number of times that any word occurs in a DNA sequence. 
Suppose for example that the word of interest is gaga. If overlapping 
occurrences of gaga are all relevant and counted, then in the sequence 
t a t g a g a g a t c c g a g a 
This word is counted as occurring in positions 4-7, 6-9, and 13-16, a total of 
three times. Thus even though two of these words overlap in positions 6 and 7, 
both are counted. If second and higher overlapping words are not counted, the 
word is counted as occuring only twice, namely in positions 4-7, and 13-16. A 
more precise definition of the non-overlap accounting is given later, but it is 
already clear that the number of times that any given word is counted depends 
on which of the two possible overlap counting conventions is adopted. 
5.5.3 Notation and assumptions 
We consider some specified word W=H-I iiv..H\. 
Of arbitrary length k. Here each u--, is one of the four nucleotides a, g, c, and t, 
so that for example in the word gaga, vv% is g, IVN is a, and so on. We call TV^  the 
jth letter of w. 
Several results depend on the "self-overlapping" properties of w. We define an 
indicator function EJ to be equal to 1, if the first j letters of w are the same and 
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on the same order as, the last j letters of w, and 0 otherwise. We consider 
throughout a DNA sequence of length N, and say that w occurs at site n in this 
sequence if it occupies sites n - k •+ 1, n - k + 2, n. The possible values 
of n are k, k + 1,.., iV. We assume that the nucleotide types at the various sites 
in the sequence are independent, with the nucleotides a, g, c, and having 
respective probabilities v^ p^ p^ and p, at any site .We define 7t(w) as the 
probability that w occupies any k consecutive sites ; under the independence 
assumption this is simply the product of the probabilities of the various letters 
comprising w. The probability of the sequence defined by the first j letters of 
w, for example, that is of the sequence vvi^ vv'2....u';, is denoted n( 
uvLU'2....vV;),with a similar definition for other sequence of letters. 
5.6 Long Repeats 
Suppose that we are interested in one specific nucleotide, say nand whether 
there is significant evidence of long repeated sequences of this nucleotide. We 
wish to test the null hypothesis that nucleotides occur at random against the 
alternative that there is a tendency for long repeats of a. We discuss a test of 
randomness tailored to the "repeats" alternative hypothesis. 
Consider a long DNA sequence of length jY, where A' is assumed to be so 
longer then end effects can be ignored. Suppose that the null hypothesis is 
probability that the nucleotide a occurs at any site in this sequence is some 
known value p. We call the occurrence of ci at any site a "success" and the 
occurrence of any other nucleotide at any site a "failure". 
Suppose that the DNA sequence is scanned fi-om left to right and consider the 
situation immediately following a failure. There will then be a sequence of 
successes, possibility of length o (if the next nucleotide is cg.or t). Assuming 
that the null hypothesis is true, equation 
Pyiy)=a-P)p^' y-0,1,2,.... 
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Show that the length Y of this sequence has the geometric distribution 
P^.(v) = probiV = y) = (1 - p)py y=0, 1,2.... (5.6.1) 
This equation follows that 
probO',r:a. > y) = ^ - a - Pn^' 
This equation shows that if n independent such sequences are given and 7 ,^^ ,. is 
the length of the longest of these then, 
probO\r:ax > y) = 1 - (1 - p-y (5.6.2) 
f F ,^^ , is used as test statistic, the /'-value for any observed value y^,^^. of F ,^^ ,. 
can be calculated directly from equation (ii) once an approximately value of n 
is chosen. Now any sequence of successes (of length 0 or more) must be 
preceded by failure. Under the null hypothesis is there will be approximately 
(1 - p)N such failures, so that there will also be approximately (1 ~p]N 
sequences of successes of length o or more. This is the value use for n, this 
implies that 
?-value^ 1 - (1 - p-^ ""''^ .v)(i-p).v ^3_^3^ 
^ 
If A'= 1000,000 and p =-; and the observed length \'„,Q,. of the longest repeated 
sequence of ^ is 10, the approximately iP-value is 
P - v a l u e ^ : l - ( l - f )^>^'^°'^'^^° 
= 0.0690272 (5.6.4) 
Thus given an observed value of 10) for y ,^^ ,. the null hypothesis would not be 
rejected with any conventionally used type I error. 
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The exponential approximation shows that the expression (5.7) is well 
approximated, when N is large and 1 - p)iY„.. -u-...' < 1, by 
F-value^l-e"^'~^^''p-'"''^ (5.6.5) 
In case, A'=l00,000 and p =-then 
- ( l - - i l 0 0 . 0 0 0 1 ,. 
P-value^l-e ' '-'•"'^' 
1 — e •; 
^ 0.0690275 
We assumed that in this calculation that should be (1 - p) N. This number is a 
random variable having a binomial distribution with parameters A' and (1 - p). 
Thus when A'=l00,000 and (l -p) - -, a precise calculation for the null 
hypothesis probability that F ,^^ ,. > 10 from equation 
P{A)^l%,PiB.)PiA\B.) 
100.000 flO0.Q00\ f^y / l ' s.cioo.ooo-r"; r r , TJ\ 
(5.6.7) 
This expression reduces to 
TslOO.OCO 
I- 4 4 J J 0.0690276 
This agrees to seven decimal place accuracy with the approximate value found 
from equation (5.8). 
Geometric distribution shows that the expression 
P-value^ l-e~' • ' ^ (5.6.8) 
and exact calculation is 
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pro&ci;,,, > r) = 1 - (1 - pyy (5.6.9) 
Provided that one uses the expressions i.i„,^,_. and a^ ,^ ,. for the mean and 
variance approximation for F ,^^ ,. given in equation. 
TO;:..) = ^ ^ ^ ^ ^ - 7 (5.6.10) 
n i k , , ) = ^ + f; (5.6.11) 
These expression are repeated here 
(5.6.12) r ' ":a.v 
<^Lx = 
\ 
6 1 
••—J O f f 11 1 
- l o g p : 
Jog pi" 1: (5.6.13) 
We consider a collection of single nucleotide repeated sequences, some of 
which might be of a, some of g, some of c, and some of t. We consider first the 
case when the probability that any specified nucleotide arises at any site is '/4. 
This corresponds to the case p = 1/4 in the expression (xii). In this case 
Smythe (2004) has shown that when end effects are ignored, the mean and 
variance of the length of the longest repeated sequence, where this sequence 
can be either of a, ^, c, t are given by 
Y-rlogn 1 -7 n ^ , 1 , ^ ^ , ^x 
^r.ax ^^  - — ^ + -- ^^ar ^^  7^—77+ - 5.6.14 
Thus the mean exceeds the value in (5.6.13)and (5.6.14)for the case p = 1/4 
by 1 while the variance is as given in equation (5.6.13)and (5.6.14). 
5.7 Overlaps Counted 
5.7.1 Number of Occurrences 
Suppose first that overlaps are counted. We continue to focus on the word 
gaga, and defines Yi (N) as the number of times that the word gaga occurs in 
a nucleotide of length A'. We assume that nucleotides in the sequences are 
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generated independently, with any given nucleotide arising at any site with 
probability 0.25. Here find the mean and variance of F, (A') under these 
assumptions: 
Define the indicator variable Ij by /.• = !, if the word gaga finishes in position 
/, = 0, if it does not. Then the total number of times Yi(N} that the word gaga 
occurs in a sequence of length A' can be represented as /^  + /^  + • • • + /y. The 
mean of } \ (N) is 
£a:%iij) = iu^(^j) (5.7.1) 
The mean of /, is the probability that gaga finishes in posifion j , namely 
1/256. Equation (1) shows that the mean number of times that the word 
gagaarises in a sequence of length iV is 0, if A' < 4 while for A' > 4 
Mean of 
]\ (AO = ^ (5.7.2) 
Variance of\\(N) = £ ( / . + /j -f ••• 4- I^:f - ( ^ ) = Now, 
^(/4 4-/5+"- + /^ )^=E( /J 4-/5^  4--"4-/J) + 2(A^-4)terms of the form 
E{IjIj^^) + 2{N-5) terms of the form E{Ijfj^^) + 2{N-6) terms of the 
form £(//^+3 ) + {N- 6)(N - 7) terms of the form 
Eil.l,),\j-k>3\ (5.7.3) 
This calculation assume that A' > 6 and we make this assumption from now on. 
The case A' < 5 is easily handled separately. 
Since the only possible values of /,• are 0 and 1 if follows that If = /, thus the 
first term on the right hand side (3) is £"(74 + /^  4- •• + /y)- This is the mean 
V-3 
number of times that the word ga<ja occurs, namely 77-. 
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It is impossible for the word gaga to finish at both positions / and ; -f 1 must 
be zero. So that 7,/,^, = 0 similar /./._. = 0 and so on. Next, IJ.^^ = ^ unless 
the word gagaga finishes both in position / and / + 2, in which case it take 
the value 1. This happens if and only if the word gagaga occupies positions 
y - 3.; - 2,j - 1,/,;' + 1 and /' -f 2. The probability is 
1 
t096 ' 
So that the third term on the right hand side is 
r096 
Finally when \j - k > 31, Ijl^ is zero unless the word gaga finishes both in 
positions ; and also in position k. The probability is 
256-^ 65536 
and the right hand side is 
{A'-6.;<: 'A'-": 
Then addition of these various terms show that 
Variance of 1. (A') = h -^ ^ + • - ( )" 
256 4096 6 5 5 3 6 ^256"^ 
:31.V-895 
6^53 6 
= 0.004288JY-0.01366 (5.7.4) 
The complete distribution of Vi(AQ is complicated when N is large, \\{N) has 
an approximate normal distribution. 
5.7.2 Distance Between Occurrences 
We develop the analysis in detail for the case k = 4, with all nucleotides 
having probability 1/4. Formula for the mean and variance for the distance 
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between successive occurrences of when w is of arbitrary length k, and with 
arbitrary nucleotide probabilities. 
Given that the word w is of length 4, and occurred at some site i, it can next 
occur at site i + v, (y=l, 2, 3), only if £^_.. = 1. Define Y-^ to be the distance 
until the next occurrence of w after site ;, and for notational convenience. Let 
p[y) = pV;(y) be the probability that v; = v. Then, as explained 
piv) = 5,_,4-^- - 2 p pa)^4.;-y4^-^- (5.7.5) 
For y = 1, 2, 3, while if y > 4 
p(y) = 4-' - 4 - ^ 2 j r ; p ( / ) - 2)^-3PC/)^4.;-y4^"-' (5.7.6) 
Let E be the event thatw arise at site i + y and F be the event that w arise at 
site i -j- V but not at any between sites i and i + v. For each / = 1,2 Y - 1, 
let A, be the event that w arise at site i + j and i + y, and does not occur 
anywhere between i and i + j . Then 
E -^ FuA^UA.U ....UA,._^. 
and the term on the right are all disjoint, therefore 
piy) = probiF) = prob{E) - Slr^ ^ prob(Aj) 
The event £ has probability 4"'^ . The probability of (A.-), for / < v - 4 is 
pfj)^"^, since the events that w occurs at sites ; + j and i + v are independent. 
Similar we have show that the final on the right hand side of (2) gives the 
probabilities of(Aj), for which j = y - 3, v - 2, and y - 1. 
We now find the pgf (probability generating function) q{t) of the distance 
between successive occurrences of w. Multiplying throughout in equation 
(5.7.5) and (5.7.6) by t-', we get for example 
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1 6 4 
6 ^ 4 16 
2 5 6 236 
Z56 256 r v /^ 4 16'^ 64*^^ '^  
We now sum these equations over all possible values of y. The sum of the 
terms on the left hand sides is, by definition q(t). The sum of the terms on the 
right-hand side is 
g ; ^ I • ? ; ^ 2 I - 1 ^ 3 | -"" . ^ ' ^ ( J ^ j (^2^ , ^ 2 ^ 2 , ^i 
16 64 2 3 6 ( 1 - 0 2S6(l-i) (j^-Ti^^^S^O'^W 
Equating these two sums and solving for q(t), we find that 
r r ( l - t i (256T64f3 t - r l6 f2 f^4 .4 f j^ r - ; ' (^  • • ^ 
Differentiating of the generating function (3) with respect to f, together with 
use of equation 
/' = (^?(0)f: . i ' ihen 
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£(}; ) = 256. (5.7.8) 
And variance of V^  is, 
y(Y ^ ^ y f f-(l-f)(fe-^g2H16g;r^-r4f^r-j } 
|/(V;) =512S^liU}4^' - 67328 (5.7.9) 
While the mean of V; is independent of the word of interest, the variance 
depends on this word for the words gaga, gggg, gaag, and gage. 
5.8 Overlaps Not Counted 
5.8.1 Introduction 
Let /?i be the first occurrence of some word in a sequence, R^be the next 
occurrence does not overlap with the first, R^^ the next that does not overlap 
with R-^ and so on. This gives a sequence of occurrences R. ,R^,...., Rr,- Which 
we refer to as the recurrences of the word (with R^ called the first recurrence). 
There are practical reasons why overlapping words should not be counted. For 
example, restriction endonucleases are enzymes that cut a chromosome 
whenever a "recognition" sequence specific to that enzyme is encountered in 
that chromosome. A property of these enzymes is that they do not cut the DNA 
twice in immediate succession in the sense that if a DNA sub-sequence is 
attgagagaacc and the recognition sequence of a restriction 
endonuclease is gaga, then the DNA sequence will be cut at position 7 in the 
sub-sequence above but not also at position 9. This implies that cuts in the 
DNA occur as recurrent events. 
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5.8.2 Distance between Recurrences 
Let \\ be the random number of sites between successive recurrences of w. Tiie 
mean t^; = E{\\') of \\ is i-i = Sv=i ifi, where / . is the probability that the first 
recurrence of w occurs at site n. We find 1.1 by considering the probability u^ ^ 
that any recurrence of w occurs at site n. 
Theorem: i/,, —* {.r^ as n —* +co 
Proof: Suppose that w occurs at site n. Then w either occurs at site ?! as a 
recurrence (probability u,.) or at some site n - k + j (j = 1,2 k - 1) as a 
recurrence. Given that w the first / letters of w are the same as the last / letters 
(so that f; = 1) and the last k-j letters occur at sites 
n - k + j + 1, u - k + i -\- 2,..., n. Thus since the probability that w occurs at 
site n is ,T(IVJ, 
jr(vr) = u,, + SjJ^£}^(») + iW},2 - •V\';,)ii,,_^^; (5.8.1) 
Letting n -> GO and using the result of theorem, we get 
// = E{y\) - K u ' ) ) - ^ +Z%l^^jin(w,iV2 - - v ^ ; ) ) " ' (5.8.2) 
This equation can also be written in the form 
^i ^ E{Y,) = (J7(u0)-^ + (Jr(w))-^ I ? r^ f ; J r (u ; . iH ; .2 - - u ' ^ . (5.8.3) 
Our main observation is that the right-hand side in equation (5.8.3) is the same 
as that in equation 
EiY,) = (JT(uO)-^ + (n(w))-'IJ;zis,R(w,^,w.^, ...AV,). 
Sothat£'(y,) = EiX). 
We illustrate the argument leading to equation (1) with the words at a and atg. 
If the word atn finishes at site ?i, either it does so as a recurrent event or it 
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finishes at site n - 2 as a recurrent event, with the letters ta then occupying 
sites f! - 1 and ii. This gives 
}ytD^ = u.,, + ».p^i/i,_- (5.8.4) 
Letting n — cc and using theorem, we get 
H = (p:p:)-'+ p-\ (5.8.5) 
For the word atg^a corresponding argument gives PaPzPa = f^ i ^^^ hence 
Define J/Q = 1 and i^ (fj = Sj^o";^''- Multiplying throughout in equation 
(5.8.1) by r*"' and summing both sides over n = k,k + 1 we get 
^ ^ - ( u ( t ) - l ) / l ( t ) , (5.8.6) 
Where 
hiT) = l+lplejrT(w^^,w^^, w,)r^-^ (5.8.7) 
This leads to 
1/(0=^'-^"'-'^^^""'^" (5.8.8) 
a-r.ih(r;; 
Now we see that /J is the probability that the word of interest occurs for the 
first time at site /'. Then by definition, qit) = ST=1/J^'- Also if the word of 
interest occurs at site lu it must do so either for the first time at site 1 and then 
recur ?! - 1 sites later, for the first time at site 2 and then recur ?! - 2 sites later, 
and so on, or occur for the first time at site n. This implies that 
But the left-hand side in this equation is the coefficient of t""' in u[t] - 1, while 
the right-hand side is the coefficient of t'^  in u{t)q{t). Thus form 
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uit) ~ 1 = uiOq(t). From this equation oCt) = 1 - (u[t)) \ This equation 
together with the expression (8) for u(t), leads immediately to the expression 
- n — (5.8.9) 
' f--^(l-t)(;T(»•il-^(l + I7~J ;^;r(u•;+l^ v;+2 
for q(t). 
5.8.3 Number of Recurrences 
We define Y-{N) as the number of recurrences of w in a DNA sequence of 
length iV. Then recurrent event theory shows that the mean E(Y-(N)) of y f^jV) 
satisfies the asymptotic relationship 
E{Y,{N)y--, (5.8.10) 
Where j.i is the mean number of sites between successive recurrences of w. 
This equation implies thai E(y^(\^))i.i-^M, which resembles A' - /c -f 1. 
However, it is possible to find an exact expression for E(\\ihO) when 
considering recurrences of words. We illustrate this with the word gaga, for 
which equation (5.27) becomes 
PIPI = f'. +PaPg^in-2 (5.8.11) 
And for which ^^  = (1 -t- PaPg)/PaPs)- ^^^^ indicator fiincfion J^^ is defined as 
1 if the word gaga arises at site n as a recurrent event and 0 otherwise, then 
£(/,.} = Uy^ and the mean number of recurrences of gaga, namely 
£'(S"T:=4^n) ^ -n r4"n - If terms of order {PaPc,)''' (which are extremely 
small)are ignored, difference equation methods 
F 0 ^ ( A 0 ) = - ^ ^ ^ ( i V - 3 + ^ ^ ^ ) . (5.8.12) 
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In general, if small terms of order c'^' are ignored, (where 0< c < 1 and the 
value of c depends on the word of interest), the expression for E(y^{N)) for 
any word is 
E(Y,iN)) ^'-(N-k+l+ ^^^-f^J^(>^J^^^^J^^'''^^A (5.8.13) 
Where lu is the mean number of sites between successive recurrences of the 
word of interest. This is identical to the expression given by Regnier (2000). 
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