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Abstract
The so-called δ′-interaction as a particular example in Kurasov’s distri-
bution theory developed on the space of discontinuous (at the point of sin-
gularity) test functions, is identified with the diagonal transmission matrix,
continuously depending on the strength of this interaction. On the other
hand, in several recent publications, the δ′-potential has been shown to be
transparent at some discrete values of the strength constant and opaque be-
yond these values. This discrepancy is resolved here on the simple physical
example, namely the heterostructure consisting of two extremely thin layers
separated by infinitesimal distance. In the three-scale squeezing limit as the
thickness of the layers and the distance between them simultaneously tend to
zero, a whole variety of single-point interactions is realized. The key point is
the generalization of the δ′-interaction to the family for which the resonance
sets appear in the form of a countable number of continuous two-dimensional
curves. In this way, the connection between Kurasov’s δ′-interaction and the
resonant-tunneling point interactions is derived and the splitting of the res-
onance sets for tunneling plays a crucial role.
Keywords:
Transmission in one-dimensional quantum systems
Resonant tunneling through single-point barriers
Point interactions
Splitting effect
Preprint submitted to Annals of Physics August 7, 2018
1. Introduction
Starting with the pioneering work by Berezin and Faddeev [1], various ex-
actly solvable models described by the Schro¨dinger operators with singular
zero-range potentials have been studied within the theory of selfadjoint ex-
tensions of symmetric operators. These models are specified by the potentials
defined on the sets consisting of isolated points and therefore in the literature
they are usually referred to as “point interactions” (see monographs [2, 3, 4]
for details and references). According to this theory, all the selfajoint exten-
sions of the kinetic energy operator form a four-parameter family [5, 6], so
that there are different ways to define the limit Schro¨dinger operator being
appropriate for a given physical system. A whole body of literature (see,
e.g., [7, 8, 9, 10, 11, 12, 13, 14], a few to mention), including the very re-
cent studies [15, 16, 17, 18, 19, 20, 21, 22] with references therein, has been
published where the one-dimensional Schro¨dinger operators were defined via
distributions and corresponding two-sided boundary conditions at the points
of singularity. The advantage of this “point” approach is the possibility to
get the resolvents of these operators in an explicit form, to find their spectra,
to compute scattering coefficients, etc.
On the other hand, the distributional part of Schro¨dinger operators can be
treated as the limit of regularized potentials. Within this approach different
asymptotic methods are used for realizing limit point interactions. Particu-
larly, in dimension one, the regularized stationary Schro¨dinger equation
−ψ′′(x) + Vε(x)ψ(x) = Eψ(x), (1)
where the prime stands for the derivative with respect to the spatial co-
ordinate x and ψ(x) is the wavefunction of a particle with energy E, has
been used. The potential Vε(x) is supposed to depend on the squeezing
parameter ε > 0, so that in the limit as ε → 0, the function Vε(x) is
confined to one point. Using the asymptotic approach, most of papers
[23, 24, 25, 26, 27, 28, 29, 30] have been devoted to studying the interac-
tions of the point dipole type which are realized in the limit Vε(x)→ γδ′(x)
in the sense of distributions (γ ∈ R is a coupling constant). In addition, the
Schro¨dinger operators with (aδ′ + bδ)-like potentials have been investigated
in a series of publications [13, 14, 31, 32, 33].
In the important work [7], Kurasov has developed the distribution theory
based on the space of discontinuous at the point of singularity (say, at x = 0)
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test functions. Within this theory, it is possible to define rigorously, as a par-
ticular example, a point interaction referred in the following to as Kurasov’s
δ′-interaction, which is determined by the one-parameter transmission matrix(
ψ(+0)
ψ′(+0)
)
= Λ
(
ψ(−0)
ψ′(−0)
)
, Λ =
(
θ 0
0 θ−1
)
, θ =
2 + γ
2− γ (2)
where the parameter γ ∈ R \ {±2} serves as a coupling constant of this in-
teraction. This transmission matrix has widely been used by many authors
(see, e.g., [13, 15, 16, 17, 18, 19, 20]). On the other hand, beginning from
the paper [27], for a whole class of conventional approximations of the δ′-
potential, Golovaty and coworkers have rigorously established the existence
of discrete resonance sets in the γ-space on which the tunneling through this
point barrier appears to be non-zero, whereas beyond these sets the sys-
tem is fully opaque. Moreover, on the resonance sets they have developed
the procedure how to compute the transmission matrix for this tunneling.
This type of point interactions may be referred to as resonant-tunneling δ′-
potentials. Note that the only common feature of Kurasov’s δ′-interaction
and the resonant-tunneling δ′-potential is that the transmission matrices of
both these interactions are of the diagonal form. In this regard, it is impor-
tant to develop an approach within which both these types of interactions
could somehow be connected. Therefore the goal of the present paper is to
realize both these types of interactions within a unique description starting
from the same profile of the potential Vε(x) in Eq. (1).
It is fascinating that the connection between Kurasov’s δ′-interaction and
the family of resonant-tunneling δ′-potentials can be described on the basis
of the most simple physical system. We show that Kurasov’s δ′-potential
emerges from the realistic heterostructure consisting of two thin parallel plane
layers separated by some distance in the limit as both the thickness of layers
and the distance between them simultaneously tend to zero in a certain
way. In other squeezing limits, the limit one-point interactions are proved
to depend crucially on the relative coming up to zero of the thickness and
the distance. As a result, a whole variety of single-point interactions occurs
in this limit depending on the way of convergence. Surprisingly, within this
approach, it is possible to realize both the Kurasov δ′-interaction and the
family of γδ′-potentials with countable sets in the γ-space at which a non-zero
resonant tunneling takes place. The key point is that we have to extend the
family of δ′-potentials to wider class of interactions for which the resonance
sets become curves instead of points. Another surprising point is that the
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δ-potential discovered by Sˇeba in [23] can also be realized under a certain
way of squeezing.
In general, one can consider the structure consisting of arbitrary N sep-
arated layers. Then the potential in Eq. (1) can be expressed as a piece-
wise constant function depending on barrier heights or well depths hj ∈ R,
widths lj, j = 1, N , and the distances between the layers rj , j = 1, N − 1,
such that |hj | → ∞ and lj , rj → 0 as ε → 0. Using the power-connecting
parametrization hj = ajε
−µj , rj = cjε
τj (cj > 0) with positive powers
µ1, . . . , µN and τ1, . . . , τN−1, where aj ∈ R may be called characteristic in-
tensities of the layers, the potential Vε(x) can be represented in the form of
the function Vε(l1, . . . , lN ; a1, . . . , aN ;µ1, . . . , µN ; τ1, . . . , τN−1; x). The prob-
lem to be solved is the finding of the conditions on the parameters a1, . . . , aN
and µ1, . . . , µN ; τ1, . . . , τN−1 at which all the possible families of point inter-
actions can be realized in the limit as ε→ 0.
The most simple situation appears if µ1 = . . . = µN ≡ µ and τ1 =
. . . = τN−1 ≡ τ . The two cases of a double- and a triple-layer structures
(N = 2, 3) have been analyzed in detail in the recent work [34]. Here the
parameter µ controls the same rate of shrinking the layers, whereas the pa-
rameter τ describes the rate of decreasing the distance between the layers.
Various families of single point interactions have been realized on different
two-dimensional {µ, τ}-sets. In the present work we assume the different
shrinking of two layers, i.e., µ1 ≡ µ and µ2 ≡ ν, so that the power-like
connection occurs here between the three parameters: µ, ν and τ . On the
other hand, to keep things simple, we restrict ourselves only to a double-layer
structure, but enlarge the number of squeezing parameters from two to three.
In this (three-dimensional) space, we will find the open sets where Kurasov’s
δ′-interaction as well as Sˇeba’s δ-potential [23] are defined. Within these
sets, under approaching their limiting sets, the splitting of these interactions
into countable families of one-point interactions is shown to occur and the
description of this phenomenon is the key point of the present paper.
The paper is organized as follows. In Section 2 we present the piece-
wise constant potential for the double-layer structure and the transmission
matrix for this system. The conditions for the resonant tunneling through
the double-layer system in the limit as the layer thickness squeezes to one
point are derived in Section 3 in a general form. In Section 4 we introduce
a two-scale power-connecting parametrization of the layer parameters and
describe the splitting of three types of point interactions. The additional
parametrization of the distance between the layers is present in Section 5 for
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the visualization of the splitting effect and Sˇeba’s transition. The paper is
concluded by Section 6 in which we summarize the results with the discussion
of possible extensions.
2. Finite-range potential and its transmission matrix
Consider the system consisting of two separated layers described by the
piecewise constant potential
V¯ (h1, h2, l1, l2, r; x) =


h1 for 0 < x < l1,
h2 for l1 + r < x < l1 + r + l2,
0 for −∞ < x < 0, l1 < x < l1 + r,
l1 + r + l2 < x <∞,
(3)
where hj ∈ R (hj > 0, barrier; hj < 0, well), lj > 0 (layer thickness), r > 0
(distance between layers), j = 1, 2. The transmission matrix Λ¯ for Eq. (1)
with this potential is defined by the relations
(
ψ(x2)
ψ′(x2)
)
= Λ¯
(
ψ(x1)
ψ′(x1)
)
, Λ¯ =
(
λ¯11 λ¯12
λ¯21 λ¯22
)
. (4)
It connects the boundary conditions of the wave function ψ(x) and its deriva-
tive ψ′(x) at x = x1 = 0 and x = x2 = l1 + r + l2. The notations with the
overhead bars have been introduced for the finite-range quantities. Explic-
itly, the elements of the Λ¯-matrix that corresponds to the potential (3) are
given by
λ¯11 = [cos(k1l1) cos(k2l2)− (k1/k2) sin(k1l1) sin(k2l2)] cos(kr)
− [(k1/k) sin(k1l1) cos(k2l2) + (k/k2) cos(k1l1) sin(k2l2)] sin(kr), (5)
λ¯12 = [(1/k1) sin(k1l1) cos(k2l2) + (1/k2) cos(k1l1) sin(k2l2)] cos(kr)
+ [(1/k) cos(k1l1) cos(k2l2)− (k/k1k2) sin(k1l1) sin(k2l2)] sin(kr), (6)
λ¯21 = − [k1 sin(k1l1) cos(k2l2) + k2 cos(k1l1) sin(k2l2)] cos(kr)
− [k cos(k1l1) cos(k2l2)− (k1k2/k) sin(k1l1) sin(k2l2)] sin(kr), (7)
λ¯22 = [cos(k1l1) cos(k2l2)− (k2/k1) sin(k1l1) sin(k2l2)] cos(kr)
− [(k/k1) sin(k1l1) cos(k2l2) + (k2/k) cos(k1l1) sin(k2l2)] sin(kr), (8)
where
kj :=
√
E − hj , j = 1, 2, k :=
√
E . (9)
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3. Squeezing limit: Resonance conditions
The squeezing limit of the system given by the potential (3) means that
lj, r → 0 but |hj| → ∞, j = 1, 2. Therefore if the matrix elements (5) - (8)
are finite in the squeezing limit, we adopt the following notations:
Λ¯→ Λ =
(
λ11 λ12
λ21 λ22
)
, λ¯ij → λij , i, j = 1, 2, (10)
where the limit elements are denoted without overhead bars. Next, having
accomplished the limit procedure, we set x1 = − 0 and limlj ,r→0 x2 = +0.
3.1. Two particular cases of point interactions
Consider some trivial cases of the convergence of the λ¯ij-elements given
by Eqs. (5) - (8) in the limit as l1, l2, sin(kr)→ 0. The first of these is a δ-like
profile of the layers. In this case, we have to assume in the squeezing limit
that hjlj = αj ∈ R, j = 1, 2. Then kj →
√−hj → √−αj/lj and, as a
result, the limit transmission matrix becomes
Λ =
(
1 0
α1 + α2 1
)
, (11)
which describes the δ-interaction with the coupling constant that equals the
algebraic sum of the layer intensities.
The second case, which also follows from Eqs. (5) - (8), concerns with a
double-well structure (hj ≤ 0). Here the transmission across the system
occurs perfect (Λ = ±I, I is the identity matrix) if sin(kjlj) → 0 or if
k1 = k2 and cos(kjlj)→ 0. As a result, we obtain the following two types of
conditions on the system parameters:
√
−h1 l1 = mpi,
√
−h2 l2 = npi and h1 = h2,
√
−h1 l1 = (n+ 1/2)pi (12)
with m,n = 0, 1, . . . .
3.2. Three types of resonant-tunneling point interactions
The arguments kjlj of the trigonometric functions in Eqs. (5) - (8) must be
finite under the squeezing of the widths l1 and l2. Therefore since |hj| → ∞,
then |kj| → ∞, j = 1, 2. We assume that kjlj → Aj , where Aj ’s are required
to be zero or finite non-zero (either real or imaginary) constants. For the
realization of resonant-tunneling (connected) point interactions, the elements
6
of the limit Λ-matrix must be finite in the squeezing limit. As can be seen
from the explicit representation (5) - (8), the element λ¯21 appears to be the
most singular term in this limit. Hence, we have to assume the following
limit:
λ¯21 → α, (13)
where α ∈ R is an arbitrary constant. There are two ways of cancellation of
divergences in the element λ¯21 as the layers are squeezed to zero and three
types of connected point interactions can be realized as follows.
(i): One of the ways of cancellation of divergences in the λ¯21-element [see
Eq. (7)] that provides the limit (13) is the asymptotic equation
tan(kr)
k
=
l1
A1
cotA1 +
l2
A2
cotA2 . (14)
It follows from this equation that sin(kr) → 0 as l1, l2 → 0 and therefore
using this limit in Eq. (7), we find that α = 0 in Eq. (13). Using next the
resonance condition (14), one can find the asymptotic representation of the
diagonal elements of the Λ¯-matrix. Thus, inserting this condition into the
expressions (5) and (8) for λ¯11 and λ¯22, we obtain the following three asymp-
totic representations:
λ¯11 , λ¯
−1
22 →
cosA1 − (A1/kl1) sinA1 tan(kr)
cosA2
=
cosA1
cosA2 − (A2/kl2) sinA2 tan(kr) = −
A1l2 sinA1
A2l1 sinA2
. (15)
(ii): The second way of cancellation of divergences in the λ¯21-element is
to assume the equation
l1
A1
cotA1 +
l2
A2
cotA2 = 0. (16)
In this case the limit (13) reduces to
A1A2
l1l2
sinA1 sinA2
sin(kr)
k
→ α . (17)
For a given α ∈ R, from this limit we find the second dependence of sin(kr)
on the widths l1, l2:
sin(kr)
k
=
αl1l2
A1A2 sinA1 sinA2
. (18)
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Similarly, using the resonance condition (16) as well as the dependence (18),
we find the limit diagonal elements of the Λ-matrix in the second case of
cancellation of divergences:
λ¯11 , λ¯
−1
22 →
cosA1
cosA2
= − A1l2 sinA1
A2l1 sinA2
. (19)
(iii): Finally, the third type of resonant-tunneling point interactions can
be realized on the same resonance set defined by Eq. (16), however, for this
type we assume that the limit sin(kr) → 0 proceeds faster (as a function of
l1, l2) than in the asymptotic representation (18). The limit diagonal elements
λ11 and λ22 are given in this case by the same formulae (19).
4. A power-connecting representation of the layer parameters
One of the ways to study the convergence Λ¯ → Λ as l1, l2 → 0 is the
connection of lj and hj , j = 1, 2, through the squeezing parameter ε > 0
using two positive powers µ and ν as follows
l1 = ε, l2 = ηε
1−µ+ν (0 < η <∞), h1 = a1ε−µ, h2 = a2ε−ν. (20)
Here the coefficients aj ∈ R, j = 1, 2, are characteristic quantities of the
system, so that they may be called the intensities of layers. Inserting the
parametrization (20) into the potential V¯ [see Eq. (3)] and the matrix Λ¯, we
replace the notations as V¯ (x) → Vε(x) and Λ¯ → Λε. Because of the limit
l2 → 0, the inequality 1− µ+ ν > 0 is necessary. We assume µ > 1 because
for µ < 1 the transmission is trivially perfect and the case µ = 1 reduces to
the δ-potential with the transmission matrix (11).
4.1. Sets of the existence of the distribution δ′(x)
One can prove that the parametrized function Vε(x) converges in the sense
of distributions to the derivative delta potential γδ′(x) with the coupling
constant γ given below. This convergence takes place on the sets Bj , j =
0, 1, 2, shown in Fig. 1 in the case if r = 0 and a1 + ηa2 = 0 with arbitrary
positive η. and defined by
B0 := {µ = ν = 2},
B1 := {1 < µ < 2, ν = 2(µ− 1)},
B2 := {µ = 2, 2 < ν <∞},
(21)
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2
Figure 1: Schematics of the Ω-set and its limiting (boundary) sets: point B0, lines B1
and B2, defined by Eqs. (21) and (22).
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which are the limiting sets of the open set
Ω := {1 < µ < 2, 2(µ− 1) < ν <∞}. (22)
The coupling constant γ of the δ′-potential is the set function of Bj’s:
γ = γ(Bj) =
a1
2


1 + η for B0,
η for B1,
1 for B2.
(23)
In the limit as ε → 0, from Eqs. (9) and (20) we get the asymptotic
representation
k1 →
√− a1 ε−µ/2, k2 →
√− a2 ε−ν/2,
A1 =
√− a1 ε1−µ/2, A2 = η
√− a2 ε1−µ+ν/2. (24)
On the sets (21) and (22), the asymptotic formulae (24) provide the finiteness
of the arguments of the trigonometric functions in Eqs. (5) - (8), so that all
the expressions (14) - (19) can be used in the following in the parametrized
form. Thus, the resonance condition (14) can be rewritten as
tan(kr)
k
=
εµ/2√−a1 cot
(√−a1 ε1−µ/2)+ εν/2√−a2 cot
(
η
√−a2 ε1−µ+ν/2
)
, (25)
well defined on the sets Ω and Bj , j = 0, 1, 2. This representation defines
the equation with respect to the intensities a1 and a2 that depends on the
rate of the distance shrinking either to r = 0 (single-point interactions) or to
r = npi, n ∈ N (double-point interactions). In the present work, we restrict
ourselves to the case of single-point interactions and therefore assume either
r ≡ 0 or r → 0.
4.2. Resonance conditions and their splitting
For the first type of point interactions we assume that r → 0 in such a
way that for any c > 0,
sin(kr)
k
ε1−µ → c. (26)
Then on the Ω-set and its limiting sets B0, B1, B2, the resonance condition
(14) rewritten in the asymptotic form (25) reduces to
c =


− (1/a1 + 1/ηa2) for Ω,
cot
√−a1/
√−a1 + cot(η
√−a2 )/
√−a2 for B0,
cot(η
√−a2 )/
√−a2 − 1/a1 for B1,
cot
√−a1/
√−a1 − 1/ηa2 for B2.
(27)
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Similarly, for the second type of point interactions we assume that r → 0 in
such a way that for any c0 > 0,
sin(kr)
k
ε2(1−µ) → c0. (28)
The comparison of the limits (26) and (28) results in c = 0 in Eqs. (27) for the
second type of interactions. For the third type the r → 0 limit is performed
in such a way that c0 = 0 in (28), so that for this type c = c0 = 0. Note also
that the linearization of the right-hand side in (27) for B0 with respect to a1
and a2 results in the corresponding right-hand expressions for B1, B2 and Ω.
Thus, the analysis of the resonance sets for all the three types is based on
Eqs. (27) with c ≥ 0. The resonance sets for the Ω-set as solutions to the first
equation (27) are illustrated by Fig. 2 for both c > 0 (two red curves) and
c = 0 (green line). The solution with c > 0 plotted by the two (red) curves
σK,0 and σK,1 forms the resonance set ΣK = σK,0 ∪ σK,1. The resonance
curve σK,0 appears to be “pinned” to the origin a1 = a2 = 0. It can be
considered as a background branch of the resonance set and therefore we call
it the zeroth resonance curve. In the limit as c→ 0, the curve σK,1 vanishes
“escaping” to infinity, while the zeroth branch straightens to the line (green
in Fig. 2)
σL := {(a1, a2) ∈ R2 | a1 + ηa2 = 0}, (29)
called in the following the resonance set for the second and the third types
of interactions.
Next, as follows from the set of Eqs. (27) for both the cases with c > 0
and c = 0, while approaching the limiting sets Bj , j = 0, 1, 2, within the
open set Ω, the splitting or furcation of the resonance sets ΣK (c > 0) and σL
(c = 0) happens and this effect is clearly illustrated by Figs. 3 - 5. As shown
in these figures, each of Eqs. (27) for Bj , j = 0, 1, 2, admits a countable set
of solutions in the form of curves on the {a1, a2}-plane. These resonance
curves can be numbered by n = 0, 1, . . . and we denote them as σc,n(Bj) for
c ≥ 0, which depend on the boundary sets Bj , j = 0, 1, 2. Hence the total
resonance sets become as the set functions:
Σc(Bj) := ∪∞n=0 σc,n(Bj), j = 0, 1, 2. (30)
The set of the curves with n = 1, 2, . . . may be considered as the detachment
from the zeroth curves σc,0(Bj). The comparison of Figs. 3 - 5 with Fig. 2
clearly illustrates the splitting of the resonance sets ΣK and σL into Σc>0(Bj)
11
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2
Figure 2: Two disconnected curves (σK,0 and σK,1, red lines) as a solution of Eq. (27)
for the Ω-set with c = 1/2 and η = 1 forming the resonance set ΣK . The curve σK,0
corresponds to the two barrier-well configurations with h1h2 < 0 (a1a2 < 0) of the poten-
tial (3), while the curve σK,1 describes the resonance related to the double-well structure.
The point lying on the line σK,1 with the coordinates a1 = a2 = − 2/c (shown with the
empty ball) corresponds to the symmetric double-well system with perfect transmission
(Λ = − I). They belong to the family with the conditions (12). The line σL (a1+ηa2 = 0,
green) intersects the zeroth resonance curve σK,0 only at the origin a1 = a2 = 0. The co-
ordinates of the asymptotic (dashed) lines are a1 = −1/c and a2 = −1/ηc. When c → 0,
the curve σK,0 remains pinned to the origin a1 = a2 = 0 straightening to the line σL
(σK.0 → σL as c→ 0), while the second resonance curve σK,1 vanishes escaping to infinity.
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Figure 3: The first three (marked with n = 0, 1, 2 resonance curves σc>0,n(B1) (red)
and σc=0,n(B1) (blue) as solutions to Eq. (27) for B1 plotted at η = 1 with c = 1/2
and c = 0, respectively. The curve σc>0,2(B1) (red) is depicted partially. The points
(−1/c, dn−1) with n = 1, 2 are shown with the filled (black) balls. The points shown as
the intersection of the first detached resonance curves σc>0,1(B1) (red) and σc=0,1(B1)
(blue) with the σL-line (a1 + ηa2 = 0, green) belong to the resonance sets Σγδ′(B1) for
the potential γδ′(x), where γ = ηa1/2 [see Eq. (23) for B1] and a1’s are solutions to the
equation
√
ηa1 cot
√
ηa1 = 1+ca1 [see Eq. (27) for B1] with c = 1/2 (red) and c = 0 (blue).
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Figure 4: The first four (marked with n = 0, 1, 2, 3 resonance curves σc>0,n(B1) (red)
and σc=0,n(B1) (blue) as solutions to Eq. (27) for B2 plotted at η = 2 with c = 1/2
and c = 0, respectively. The curve σc>0,3(B2) (red) is depicted partially. The points
(dn−1,−1/ηc) with n = 1, 2 are shown with the filled (black) balls. The points shown
as the intersection of the first detached resonance curves σc>0,1(B2) (red) and σc=0,1(B2)
(blue) with the σL-line (a1 + ηa2 = 0, green) belong to the resonance sets Σγδ′(B2) for
the potential γδ′(x), where γ = a1/2 [see Eq. (23) for B2] and a1’s are solutions to the
equation
√− a1 cot
√− a1 = 1 − ca1 [see Eq. (27) for B2] with c = 1/2 (red) and c = 0
(blue).
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Figure 5: The first five (marked with n = 0, 1, 2, 3, 4) pairs of the resonance curves
σc>0,n(B0) (red) and σc=0,n(B0) (blue) as solutions to Eqs. (27) for B0 at η = 1 with
c = 1/2 and c = 0, respectively. The values a1 = b˜n, d˜n, s˜n (not shown) correspond to
a2 = bn, dn, sn placed vertically. The characteristic points (b˜0, d0) and (d˜0, b0) for n = 1,
(b˜0, d1), (d˜0, b1), (b˜1, d0) and (d˜1, b0) for n = 2, (b˜1, d1) and (d˜1, b1) for n = 3 that belong
to the set Σc>0(B0) can be seen as the intersection of the corresponding vertical and
horizontal lines depicted with the dashed lines. The two points (d˜0, d1) and (d˜1, d0) shown
with the black filled balls and lying on the curve σc=0,2(B0) are the limits of the pairs
(b˜0, d1), (d˜0, b1) and (b˜1, d0), (d˜1, b0) as c→ 0, respectively.
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and Σc=0(Bj), respectively. Here the zeroth curves σc>0,0(Bj) are deformed
a bit if compared with the σK,0-curve shown by the red line in Fig. 2. The
location of the split resonance sets on the {a1, a2}-plane for each set Bj is
described below. The characteristic points on this plane are given in terms
of the (n + 1)th root (denoted by bn = bn(η), bn|η=1 =: b˜n, n = 0, 1, . . .) of
the equation
cot
(
η
√
− b
)
= c
√
− b , − ∞ < b < 0, (31)
and the points
dn = dn(η) := − [(n + 1/2)pi/η]2, dn|η=1 =: d˜n
sn = sn(η) := − (npi/η)2, sn|η=1 =: s˜n (32)
being the solutions of the equations cos(η
√−aj ) = 0 and sin(η√−aj ) = 0
(j = 1, 2), respectively. Note that the root bn, n = 1, 2, . . ., is found in the
interval − [(n+1/2)pi/η]2 < bn(η) < − (npi/η)2, where bn → dn as c→ 0. The
intersection of the σL-line with the resonance sets Σc(Bj) defines the discrete
point set for the γδ′-potential, where the coupling constant γ is given by
Eqs. (23) with a1 = −ηa2 and c ≥ 0 satisfying Eqs. (27). In Figs. 3 - 5, the
red curves belong to c > 0 and the blue ones to c = 0.
Description of the resonance sets Σc(B1) plotted in Fig. 3: For the B1-
set, the zeroth resonance curve is located in the region {−1/c < a1 ≤ 0, 0 ≤
a2 <∞} ∪ {0 ≤ a1 ≤ ∞, b0 < a2 ≤ 0}. The asymptotics of the curves with
n = 1, 2, . . . are (a1 → −∞, a2 → bn−1) and (a1 → +∞, a2 → bn). Each of
these curves passes through the points (−1/c, dn−1) and (0, sn).
Description of the resonance sets Σc(B2) plotted in Fig. 4: For the B2-set,
the zeroth resonance curve is located in the region {b˜0 < a1 ≤ 0, 0 ≤ a2 <
∞} ∪ {0 ≤ a1 < ∞, −1/ηc < a2 ≤ 0}. The asymptotics of the curves with
n = 1, 2, . . . are (a1 → b˜n, a2 → +∞) and (a1 → b˜n−1, a2 → +∞). Each of
these curves passes through the points
(
d˜n−1, −1/ηc
)
and (s˜n, 0).
Description of the resonance sets Σc(B0) plotted in Fig. 5: For the B0-set,
the zeroth resonance curve is located in the region {b˜0 < a1 ≤ 0, 0 ≤ a2 <
∞}∪{0 ≤ a1 <∞, b0 < a2 ≤ 0}. The asymptotics of the σc,n(B0)-curves are
(a1 → b˜n, a2 → +∞) and (a1 → +∞, a2 → bn), n = 0, 1, . . .. Each detached
curve passes through the characteristic points (s˜i, sj) with i + j = n and
(b˜i, dj), (d˜i, bj) with i+ j = n− 1.
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4.3. Splitting of the first type of interactions
Using the parametrization (20), from the asymptotic representation of
the diagonal elements of the Λ¯-matrix given by the limits (15), we obtain the
following expressions for θ := λ11 = λ
−1
22 :
θ =


1 + ca1 = (1 + ηca2)
−1 = − a1/ηa2 for Ω,
(cos
√−a1 − c
√−a1 sin
√−a1) / cos (η
√−a2 )
= cos
√−a1 [ cos (η
√−a2 )− c
√−a2 sin (η
√−a2 )]−1
= −√a1/a2 sin√−a1/ sin(η√−a2 ) for B0,
(1 + ca1)/ cos (η
√−a2 )
= [cos (η
√−a2 )− c
√−a2 cos (η
√−a2 )]−1
= a1/
√−a2 sin(η
√−a2 ) for B1,
cos
√−a1 − c
√−a1 sin
√−a1 = cos
√−a1/(1 + ηca2)
=
√−a1 sin
√−a1/ηa2 for B2
(33)
in the limit as ε → 0 for the first type of interactions (c > 0). This single-
point interaction realized on the Ω-set under the assumption (26) is referred
in the following to as the resonant-tunneling δ′K-interaction. Setting here
θ = − a1
ηa2
=
2 + γ
2− γ , (34)
we obtain the limit transmission matrix Λ in the form of (2). Under the
assumption (34), we obtain Kurasov’s δ′-interaction with the intensity γ ∈
R \ {±2} defined in the distributional sense on the space of discontinuous at
x = 0 test functions. For this case one can find the resonance values of a1
and a2 as functions of the strength γ:
a1 =
2γ
c1(2− γ) and a2 = −
2γ
ηc1(2 + γ)
. (35)
The barrier-well structure corresponds to the interval −2 < γ < 2 (a1 >
0, a2 < 0 for −2 < γ < 0 and a1 < 0, a2 > 0 for 0 < γ < 2), whereas
beyond this interval (2 < |γ| < ∞), we have the double-well configuration.
The boundary conditions beyond the resonance set ΣK are of the Dirichlet
type: ψ(±0) = 0.
Thus the effect of splitting the δ′K-interaction occurs while approaching
the limiting Bj-sets from the Ω-set. On these sets, the limit transmission ma-
trix Λ is of the form (2) where the element θ is determined by Eqs. (33) defined
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on the resonance sets Σc>0(Bj), j = 0, 1, 2. We denote these point interac-
tions as δ′c>0(Bj) in despite of they are no more the point dipoles (double-well
configurations are present together with barrier-well ones). Schematically, we
denote this type of splitting as the mapping δ′K → δ′c>0(Bj), j = 0, 1, 2. Sim-
ilarly, outside the resonance sets Σc>0(Bj), the limit point interactions satisfy
the Dirichlet boundary conditions ψ(±0) = 0.
4.4. Splitting of the second and the third types of interactions
Similarly, using the parametrization (20) in Eqs. (18) and (19), we get the
representation of the diagonal elements of the limit Λ-matrix for the second
type of interactions (θ := λ11 = λ
−1
22 ):
θ =


1 for Ω,
cos
√−a1/ cos(η
√−a2 )
= −
√
a1/a2 sin
√−a1/ sin(η
√−a2 ) for B0,
1/ cos(η
√−a2 ) = a1/
√−a2 sin(η
√−a2 ) for B1,
cos
√−a1 =
√−a1 sin
√−a1/ηa2 for B2
(36)
and
λ21 = α = c0
√
a1a2


η
√
a1a2 for Ω,
sin
√−a1 sin(η
√−a2 ) for B0,√−a1 sin(η
√−a2 ) for B1,
η
√−a2 sin
√−a1 for B2,
(37)
where a1 and a2 satisfy the resonance conditions (27) with c = 0 being defined
on the resonance sets σL (for Ω) and Σc=0(Bj), j = 0, 1, 2.
The transmission matrix for the point interaction realized on the Ω-set
corresponds to the potential αδ(x). In the following we denote this point
interaction as the δS-interaction, which is defined on the line σL. While
approaching the limit sets Bj, the splitting of the δS-interaction occurs re-
sulting in the point interactions with the transmission matrix of the form
Λ =
(
θ 0
α θ−1
)
where the elements θ and α are given by Eqs. (36) and
(37), respectively. We denote these split interactions as (δ−δ′)c=0(Bj) and
thus one can use the mapping notation: δS → (δ−δ′)c=0(Bj), j = 0, 1, 2.
For the third type of interactions c0 = 0 and therefore α = 0. According
to Eq. (36) for Ω, the transmission matrix on the Ω-set is identically the unit
(Λ = I) and therefore the realized interactions on this set are reflectionless.
In the following we denote them as IR, while the point interactions realized
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on the limit Bj-sets can be denoted by δ
′
c=0(Bj). Thus, one can use the
mapping notation: IR → δ′c=0(Bj), j = 0, 1, 2.
As follows from Eqs. (33) and (36), for the nth curve passing through the
points (0, sn) in Fig. 3, (s˜n, 0) in Fig. 4, (s˜i, sj), i+ j = n, and
(
d˜2j+1, d2j+1
)
,
2j + 1 = n, i, j = 0, 1, . . ., in Fig. 5, we have θ = (−1)n resulting in the
perfect transmission for the first and the third types of point interactions.
These points, which are indicated in the figures with the empty balls, satisfy
the conditions (12).
5. Geometric representation of the splitting effect
The power-connecting parametrization (20) can be extended by adding a
power parameter for the distance r. To this end, we introduce the additional
(third) power τ that describes the rate of shrinking the distance r to one
point, setting
r = cετ , c ≥ 0, τ > 0. (38)
Then, adding the third dimension τ to the {µ, ν}-plane, the dihedral angle
formed by the sets Bj × {0 < τ < ∞}, j = 0, 1, 2, can be considered. The
cut off this angle with the plane τ = µ−1 forms the trihedral angle with the
vertex at the point P1 as shown in Fig. 6. In the limit as ε→ 0, the trihedral
angle surface appears to be the region where δ′(x) can be defined in the sense
of distributions. Therefore we denote this surface by Sδ′ and the notations
of its elements indicated in Figs. 6 and 7 will be explained below.
5.1. Point interactions in the interior of the trihedral angle: Sˇeba’s transition
Consider first the volume interior of the trihedral angle that consists of
the volume regions V1 := Ω×{µ−1 < τ < 2(µ−1)} and V2 := Ω×{2(µ−1) <
τ < ∞}, and the plane QS := Ω × {τ = 2(µ − 1)} separating these regions
(see Fig. 7). The point interactions realizing on these sets appear to be
quite different. In the volume set V1, the point interactions are separated
with the boundary conditions of the Dirichlet type ψ(±0) = 0 and therefore
the transmission in this region is zero. Contrary, the point interactions in
the volume region V2 are reflectionless (they are denoted by IR) with the
resonance set σL. Note that beyond the σL-set, the point interactions are
fully non-transparent. Thus, in the interior of the Sδ′ -surface, the QS-plane
with partial transmission serves as a transition region from the set V1 of
opaque behavior to the volume V2 of perfect transmission.
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Figure 6: Schematics of the trihedral angle surface Sδ′ formed by vertex P1, edges
K1, L1, N1∪P2∪N2 (line N1 and point P2 shown in Fig. 7), and planes Q1∪K2∪Q2 (line
K2 shown in Fig. 7) and O1 ∪L2∪O2. The interior of the angle is volume set V1 ∪QS ∪V2
(plane QS shown in Fig. 7).
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Figure 7: Schematics of plane QK with its boundary sets (point P1, lines K1 and L1)
and plane QS with its boundary sets (point P2, lines K2 and L2). The edges K1, L1 and
N1 ∪ P2 ∪N2 form the trihedral angle surface Sδ′ with vertex at point P1.
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In physical terms, the point interactions realized in the volume region
V exhibit the transition of transmission that occurs on the resonance σL-
set while varying the rate of increasing distance r between the layers in the
potential (3). For sufficiently slow squeezing this distance [µ − 1 < τ <
2(µ − 1)], the limit point interaction is opaque, for intermediate shrinking
[τ = 2(µ − 1)] the interaction becomes partially transparent (δ-well) and
for fast shrinking [2(µ − 1) < τ < ∞] the transmission is perfect. In other
words, the plane QS separates the region V1 of full reflection and the region
V2 of perfect transmission. Therefore the point interaction realized on the
plane QS may be called the resonant-tunneling δS-interaction and that in the
region V2 the resonant-tunneling reflectionless IR-interaction.
Consider now the situation when the thickness of both the layers in the
potential (3) squeezes first to zero forming the δ-profiles located at x = 0
and x = r, and then the r → 0 limit is carried out. As a result, within
the parametrizations (20) and (38) at η = 1 we get the following asymptotic
representation for the potential (3):
Vε(x)→ ε1−µ [a1δ(x) + a2δ(x− r)] = (c/r)ϑ [a1δ(x) + a2δ(x− r)] (39)
with ϑ := (µ − 1)/τ in the limit as r → 0. This potential has the same
form used in [23] (see Theorem 3 therein). The transmission matrix of this
interaction can be computed and, as a result, we find
Λr =
(
1 + cϑr1−ϑa1 r
(c/r)ϑ
(
a1 + a2 + c
ϑr1−ϑa1a2
)
1 + cϑr1−ϑa2
)
. (40)
It follows from this matrix that on the line a1 + a2 = 0 at ϑ = 1/2 [on the
plane τ = 2(µ− 1)] we have in the limit as r → 0 the resonant δ-interaction
with the limit transmission matrix Λr→0 =
(
1 0
−ca21 1
)
, i.e., the result
established by Sˇeba [23], which agrees with Eqs. (36) and (37) on the Ω-set
for c0 = c.
In its turn, at ϑ = 1 (on the plane τ = µ − 1) the r → 0 limit of
the matrix (40) reduces to the limit Λ-matrix with the diagonal elements
(33) for Ω corresponding to Kurasov’s δ′K-interaction. Here the cancellation
procedure of divergences in the off-diagonal term results in the resonance
condition (27) on Ω with η = 1. At this condition for all ϑ ∈ (0, 1/2) the
limit Λ-matrix is the unit, while for ϑ ∈ (1/2, 1) the limit point interactions
are separated satisfying the Dirichlet conditions ψ(±0) = 0. In physical
22
terms, the value ϑ = 1/2 may be called a “transition” point (at which the
transmission is partial) separating the opaque interaction from that with
perfect transmission. Thus, all the results obtained above for the potential
(39) appear to be in agreement with those obtained for both the planes QK
and QS: at ϑ = 1 we have the resonance set defined by Eq. (27) for Ω (η = 1)
on the plane QK , while at ϑ = 1/2, i.e., on the plane QS, the strength of the
δS-interaction is α = − ca21 describing the bound state with κ :=
√−E =
−α/2 (E < 0). Note that the point interactions with full reflection also
occur on the boundaries of the volume set V1: line N1 := B0 × {1 < τ < 2}
and planes Q1 := B1 × {µ− 1 < τ < 2(µ− 1)} and O1 := B2 ×{1 < τ < 2}.
5.2. Splitting of the interactions of the first type
Using the parametrization (38) in Eq. (26), we find that the point inter-
actions of the first type are realized on the plane τ = µ− 1. More precisely,
the δ′K-interaction is realized on the plane set QK := Ω × {τ = µ − 1} and
its splitting occurs at the vertex P1 := B0 × {τ = 1} and on the edges
K1 := B1×{τ = µ−1} and L1 := B2×{τ = 1}. Therefore for the first type
one can write the following transitions:
QK →W, ΣK → Σc>0(W), δ′K → δ′c>0(W), W = P1(B0), K1(B1), L1(B2).
(41)
5.3. Splitting of the interactions of the second type
Using the parametrization (38) in Eq. (28), we find that the point inter-
actions of the second type are realized on the plane τ = µ− 1 if c0 = c. Here
the δS-interaction is realized on the plane set QS and its splitting occurs at
the vertex P2 := B0 × {τ = 2} and on the edges K2 := B1 × {τ = 2(µ− 1)}
and L2 := B2 × {τ = 2}. Therefore for the first type one can write the
following transitions:
QS →W, σL → Σc=0(W), δS → (δ−δ′)c=0(W), W = P2(B0), K2(B1), L2(B2).
(42)
5.4. Splitting of the interactions of the third type
For the third type of interactions c0 = 0 in Eq. (28). In this case, the
parametrization (38) in Eq. (28) leads to the existence of point interactions
in the volume set V2, which is found above the QS-plane. The resonance set
for these interactions is the same as for the δS-interaction, i.e., σL, but now
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α ≡ 0. Hence, due to Eq. (36) for Ω, this family of resonant tunneling point
interactions appears to be reflectionless and we denote it by IR. The splitting
of these interactions occurs on the limit sets of V2: edge N2 := B0×{2 < τ <
∞} and planes Q2 := B1×{2(µ−1) < τ <∞} and O2 := B2×{2 < τ <∞}.
The diagonal elements of the limit Λ-matrix are defined by Eqs. (36) for Bj ,
j = 0, 1, 2. Thus, one can write the mappings:
V2 →W, σL → Σc=0(W), IR → δ′c=0(W), W = N2(B0), Q2(B1), O2(B2).
(43)
6. Concluding remarks
We have studied the pointwise convergence of the transmission matri-
ces for the double-layer system in the squeezing limit as both the thickness
of the layers and the distance between them tend to zero simultaneously.
Using the {µ, ν, τ}-parametrization defined by Eqs. (20) and (38) that deter-
mines the three-scale squeezing of the system, the three types of single-point
interactions with resonant-tunneling behavior have been realized. The corre-
sponding resonance sets and the transmission Λ-matrices have been derived,
treating thus the reflection-transmission properties of the double-layer sys-
tem. In particular, on the plane QK we have defined Kurasov’s δ
′
K-interaction
[7] for which the diagonal element θ in the transmission matrix (2) is given
by Eq. (34). Under approaching the limiting sets of this plane, the countable
splitting of the δ′K-interaction occurs that describes the resonant tunnel-
ing through the system. Unexpectedly, it has been found that Sˇeba’s δS-
interaction introduced in the work [23] can also be included into the scheme
developed in the present paper.
For convenience of the presentation, we have used the three-dimensional
diagram for these powers illustrated by Figs. 6 and 7, where the whole variety
of the sets corresponds to the family of single-point interactions realized on
these sets. These sets determine how rapidly the squeezing of the distance
between the layers proceeds in comparison with shrinking the thickness of
the layers. The results can be summarized as follows.
• The realization of (both connected and separated) point interactions
occurs in the trihedral angle V ∪ Sδ′ , where Sδ′ is the surface on which
the δ′-potential is well defined in the sense of distributions.
• The QK-interaction realized on the plane QK is identified by the trans-
mission matrix of the type (2) where the element θ is given by Eq. (34).
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The resonance set ΣK for this interaction, being a solution to Eq. (27)
for Ω, consists of two curves σK,0 and σK,1 on the {a1, a2}-plane as
illustrated by Fig. 2.
• The plane QS splits the volume region V into the set V1 of separated
(opaque) interactions satisfying the Dirichlet conditions ψ(±0) = 0
and the set V2 of the reflectionless interactions denoted by IR. The δS-
interaction realized on the set QS is defined by the transmission matrix
with the elements (36) and (37) for Ω. The resonance sets for both the
δS- and IR-interactions are determined by the line σL.
• The splitting phenomenon occurs as the (µ, ν, τ)-points on the open
sets QK , QS and V2 are approaching their limiting sets. These limits
can schematically be presented as the mappings
QK → K1, L1, P1; QS → K2, L2, P2; V2 → Q2, O2, N2.
The zeroth resonance sets σK,0 ⊂ ΣK and σL as single curves passing
through the origin a1 = a2 = 0 split into countable sets. The splitting
of these sets are schematically described as mappings by Eqs. (41) -
(43). The comparison of Fig. 2 with Figs. 3 - 5 graphically illustrates
the splitting effect. Similarly to the limit σK,0 → σL, the continuous
transformation Σc>0 → Σc=0 takes place as c → 0, despite the sets
K1, L1 and P1 are disconnected from K2 ∪ Q2, L2 ∪ O2 and P2 ∪ N2,
respectively.
• In the case when the potential (3) parametrized by Eqs. (20) and (38)
converges to the distribution γδ′(x) defined on the Sδ′-surface, the reso-
nance sets Σc(Bj) are restricted to the countable point sets Σγδ′(Bj) =
Σc(Bj) ∩ σL.
The splitting phenomenon described in the present paper seems to occur
for any multi-layer system. Thus, in the case of N layers separated equidis-
tantly and determined by intensities a1, . . . , aN (as described in Introduc-
tion), the N -dimensional Sδ′-hypersurface for the existence of the distribu-
tion δ′(x) could be defined. In the (N + 1)-dimensional open set surrounded
by this surface, the δ′K-, δS- and IR-interactions should be realized and their
countable splitting on some limiting sets located on the Sδ′-hypersurface
seems to take place. Therefore the approach developed here can be a start-
ing point for further studies on the realization of point interactions in one
dimension using a more general analysis.
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