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The classification methods that are employed operate
on a similarity concept that converges the disarrayed
fields of clustering algorithms and graph-theoretic
concepts into an understandable, assort focalized order.
In this thesis there is an outline of concrete groupings of
properties in which such categorization may be discussed
and specific conditions described.
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In our modern world of science and materialistic
consciousness, we have created an information-handling
problem. For example, there has been an explosion in the
number of technical and scientific journals that are in
circulation today. Publishers have estimated that in
constant print are approximately 70,000 journals which
produce 2.5 million articles yearly. When we couple this
volume with reprints in 50 different languages, the result
is a problem. How can we make this information available
to managers, professors, and students in the most efficient
way? The banking industry has a problem in handling an
estimated 20 billion checks that pass through its
institutions each year, which are processed five times each
on the average. Also, the U.S. Post Office Department has
its hands tied processing about 90 billion pieces of mail
per year and is expected to handle 178 billion pieces by
1990. There are other problems in handling information,
ranging from the Stock Market to maintaining a library.
One would agree that there is a need for advanced
information systems in dealing with these problems.
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Of course the computer has been responsible for
maintaining the problem in a controlled state. Computer
Scientists believe that artificial intelligence techniques,
or the examination of intellective faculties by way of
computational models, can be used to help effectively
manage our information-handling problem. It is vitally
important that a pattern recognition system have certain
qualities associated with its development. Basic
principles that are being explored today are: cluster¬
seeking concepts, cluster algorithms, graph-theoretic
concepts, clique-finding algorithms, etc.
There have been significant contributions in the
field of cluster concepts. Ball [13] experiments with many
of these efforts. Also, Tanimoto [108] explores the
problem of developing a cluster of terms in a document
collection.
Borko [21] uses the principle of factor analysis in
developing clusters for a 90 X 90 correlation matrix.
Salisbury and Stiles [100] utilize the B-coefficient to
subdivide profiles into specific sets.
Parker-Rhodes and Needham [94, 95, 93] define a G-R
Clump, which is an iterative procedure possessing graph-
theoretical relations. Dale and Dale [30] have also
experimented with this technique.
There are many clustering methods, particularly in
the construction of classification systems, that operate on
data that are in the form of a dissimilarity coefficient on
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a set of objects. Many have been proposed for this scheme.
Some include Sokal and Sneath [104] along with Dale and
Williams [31] who use the Dissimilarity Coefficient Scheme.
There have been many papers that apply to this method but
there are some persons who have attempted to construct a
mathematical framework within the properties of
dissimilarity. They are Bonner [20], Watanabe [111],
Estabrook [42] , and Johnson [67] just to name a few. Our
goal in this paper is to classify clustering algorithms
along with graph-theoretic concepts and give a concrete
direction in which the research of graph-theoretics is
heading. A detailed up-to-date bibliography consisting of
116 articles and books is provided to aid further research
on the topic.
CHAPTER II
CLUSTERING-THEORETIC CONCEPTS AND SIGNIFICANCE
IN PATTERN RECOGNITION
Cluster algorithms that were mentioned in the
previous chapter are generally derived on the concept of
similarity measures using distances. These algorithms
prove to be helpful when the sample patterns are
characterized by numerical values expressed in terms of
vectors. The clusters are then determined by intraset
distances among the clusters that are kept to a minimum,
and the intraset distances between the clusters are kept as
large as possible.
Another approach to cluster-seeking is to make use of
graph theory. What transpires here is that a pattern graph
is constructed from a sample pattern, which in turn forms
the nodes of the graph. For example, a node P is connected
to node Q by an edge. If the patterns which correspond to
these nodes are related, we say that pattern Xp and Xq are
similar and the similarity measure is s(Xp, Xq) which is
greater than a prescribed threshold of the variable v.
From this, it is possible to generate a similarity matrix
called V, whose each element is either 0 or 1. The
4
5
similarity matrix is an important aspect in construction of
a pattern graph.
The first person to suggest graph-theoretic
definitions of a cluster was Kuhns [77]. He defines the
maximal complete subgraph of a graph as a cluster.
Sparck-Jones [106] reports on an extension of the
clustering work that was done by Needham. She produced
clusters from a database of about 700 terms using four
definitions of clusters, which were termed as strings,
stars, cliques, and clumps.
Gotlieb and Kumar [52] use cliques for defining
clusters. They use the Library of Congress's subject
heading list to develop clusters of terms rather than a
document collection from which one can develop a term-term
matrix.
When statistical properties are being considered, the
Mahalanobis distance is a useful similarity measure:
D = (L-m) 'C“l (L-m) (Equation 1.1-1),
where C is the Covariance Matrix of a pattern population, m
is the mean vector, and L is a variable pattern. There are
measures of similarity that are not related to measures.






The above represents the cosine of the angle between
the vectors L and m. It is maximum when L and m are
associated in the same direction in accordance with the
origin. When clusters develop along the axisr this scheme
is most useful. Equation (1.1-2) also has a binary
variation that should be noted. This scheme has been
helpful in information retrieval, nosology, and taxonomy.
It is referred to as the Tanimoto Measure given by
s{L,M) = ^ ^ (Equation 1.1-3).
L'L + M'M - L'm
The similarity measures that will be discussed are
typical ones that may be used in the development of an
automatic pattern recognition system. Generally, the
Euclidean similarites are given because of their simplicity
in regards to the concept of proximity.
When a similarity measure has been selected, we must
find a way to divide the given data into cluster domains.
The criteria that can be used may be classified as the
heuristic scheme, or the minimization or maximization of a
performance index.
Under the heuristic approach, there is a set of rules
which utilize a productively chosen measure of similarity
in order to assign patterns to a cluster domain.
In the performance-index approach, a procedure
minimizing or maximizing a chosen performance index is
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used. A common index that is used is the sum of the




Here is the number of cluster domains, Sj represents the




represents the sample mean vector of the set Sj.
In the above Equation (1-1.5), Nj represents the
number of samples in Sj. The index of Equation (1.1-4)
gives the overall sum of the squared errors between the
samples of a cluster domain and their corresponding mean.
Common indices used today are the average squared distances
between samples in a cluster domain, the average squared
distances between samples in different cluster domains,
indices based on the the scatter matrix concept, and
minimum- and maximum-variance indices. There are countless
other performance measures which have also been used over
the years. The performance of a particular cluster-seeking
algorithm is the result of how the designers extract
information from the data that is being analyzed, leading
to an analysis of cluster algorithms.
CHAPTER III
OVERVIEW OF GENERAL CLUSTERING ALGORITHMS
Surprisingly, there has been a recent explosion in the
amount of available information pertaining to cluster
algorithms. Two main ideologies persist today with
researchers' interest in approaching new concepts in regard
to cluster algorithms. They are Fuzzy Set Theory (FST) and
Hierarchical Cluster Methodology (HCM). FST can be defined
as a branch of mathematics that encompasses the nature of
relations that lack clarity. HCM can be explained as
consisting of a group of related series governed by a known
criterion.
Under FST, the bulk of relevant and interesting
materials were produced in 1986. The research efforts
discussed in this paper are; M. A. Ismail [61] creates a
self-organizing soft clustering algorithm; J. C. Bezdek and
R. J. Hathoway [16] ponder the aspects of local convergence
of Fuzzy C-Means Algorithms; also Bezdek, along with M. M.
Trivedi [17] discusses low-level segmentation of aerial
images with fuzzy clustering; B. B. Devi and V. V. S.
Sarma [35] introduce a Fuzzy Multistage Evolutionary (FUME)
clustering technique mainly in the use of large databases;
M. A. Ismail and S. Z. Sleim [62] report on the local
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optimality of the Fuzzy Isodata clustering algorithm;
Bezdek, Cannon and Dave [15] interject an efficiency
implementation into Fuzzy C-Means clustering algorithms;
and finally Y J. Li [79] describes an automatic
recognition of automobile's type by cluster analysis
method.
Ismail's [611 interests lie in FST. He creates a
self-organizing soft clustering algorithm. He states that
in soft clustering, patterns may be classified to one,
some, or all existing clusters. This basically means that
hand and fuzzy clustering can be considered as special
cases of soft clustering. Ismail uses an unusual algorithm
for a self-organizing soft clustering algorithm. The
algorithm starts with a specific number of clusters that is
not always the same as the desired number of clusters. A
comprehensive set of procedures to allow for cluster
splitting, cluster lumping, and cluster rejection is
included into the algorithm. The dynamics of these
procedures is based on the underlying geometrical
properties of the data. It also takes the form of newly-
developed fuzzy measures that do not assume familiarity of
the user with the data set.
Bezdek and Hathaway [16] describe Fuzzy C-Means
algorithms. Much understanding has recently been gained
concerning global convergence properties pertaining to the
Fuzzy C-Means family of clustering algorithms. Bezdek and
Hathaway prove a local convergence property, that is, a
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property relating to interation sequences started near a
solution. Specifically, a simple result is proved which
shows that whenever an FCM algorithm is started near a
minimizer of the corresponding objective function, the
iteration sequence must converge to that particular
minimizer. Their results guarantee that once captured by
the local neighborhood of a minimizer, the succeeding
iterate sequence will not escape. Thus, infinite
oscillation of such a sequence cannot occur. They also go
on to discuss briefly the rate of convergence of the
sequence to such a point.
Bezdek is probably one of the most influential
individuals in the field of FST which is evident by the
number of papers he has written. He also teams up with
M. M. Trivedi [17] and develops a low-level segmentation of
fuzzy techniques. They describe a methodology that is
based on fuzzy clustering principles. This approach
utilizes region-growing concepts and a pyramid data
structure for hierarchical analysis of aerial images.
Bezdek and Trivedi assume that measurement vectors
corresponding to perceptually homogeneous regions cluster
together in the measurement space. The Fuzzy C-Means (FCM)
clustering algorithm is used in the formulation.
Utilization of fuzzy partitioning allows a correspondence
to be derived between the cluster membership function
values and the classes which make up a region. Thus,
cluster membership values are used to split mixture regions
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into smaller regions at a higher resolution level. The
usefulness of this methodology is evaluated using a three-
channel landsat image. The results show that the FCM
clustering can be used in the single-level segmentation,
and the cluster membership function values that are derived
using this algorithm can be utilized as indicators of
region homogeneity.
Devi and Sarma [35] explore the possibilities of a
multi-stage scheme for clustering in a large database,
similar to speech data. They achieve a procedure by
clustering a small subset of the entire sample set in each
stage and treating the cluster centers as samples, together
with another subset of samples which were not considered
previously as input data to the next stage. This process
is continued until the whole sample set is exhausted. The
clustering is accomplished by constructing a fuzzy
similarity matrix and using fuzzy techniques proposed here.
Their procedure is illustrated by an efficient scheme for
voice-unvoiced silence classification of speech.
Ismail and Sleim [62] deal with convergence
properties of a fuzzy algorithm. In 1973, Bezdek proved
the convergence of the Fuzzy Isodata clustering algorithm.
Two sets of conditions were derived and it was found that
they were necessary and sufficient for a local minimum
point. They address this foundation and explore the
properties of the underlying optimization problem. The
notions of reduced objective functions and improving
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feasibility directions are used to examine this method.
Also, based on certain derived properties of the problem, a
new stopping criterion for the Fuzzy Isodata is proposed.
Bezdek, Cannon and Dave [15] are concerned with an
efficient implementation of FCM algorithms. They report
the results of a numerical comparison of two versions of
Fuzzy C-Means clustering algorithms. In particular, they
propose and exemplify an Approximate Fuzzy C-Means (AFCM)
implementation based on replacing the exact variates in the
FCM equation with integer-values or the real-valued
estimates. This approximation allows AFCM to use a look-up
table approach for computing Euclidean distances and for
exponentiation. The basic effect of this implementation is
that the CPU time during each iteration is lessened to
about one-sixth of the time that is required for a literal
implementation of the algorithm, while not harming the
overall quality of terminal clusters produced. These two
implementations are tested with numbers on a mine-band
digital image, and a pseudocode subroutine is given for the
convenience of persons who may be interested in specific
applications. Their results suggest that AFCM can be used
to accelerate FCM processing whenever the feature space is
composed of tuples which possess a finite number of
integer-valued coordinates.
Last but certainly not least, Y. J. Li [79]
introduces an automatic recognition system for automobile
types by a fuzzy cluster method. Li's method for automatic
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recognition does not require exact measuring equipment, so
the cost is very low. The recognition of an automobile is
accurate and fast, requiring about two seconds. Components
used are a general-purpose computer, fuzzy similarity
matrix concepts for the recognition program, and area taken
as a characteristic parameter.
The other classification of clustering algorithms is
HCM or Hierarchical Cluster Methodology. The researchers
in this category are mainly interested in applications of
HCM as it applies to the behavioral sciences as well as
biology. L. Hubert [59] states a set-theoretical approach
to the problem of hierarchical clustering; M. F. Janowitz
[63] describes monotone equivariant cluster methods; K. M.
Ramachandranan and M. A. L. Thathachar [98] consider
asymptotic behavior of a hierarchical system of learning
automata; M. Krivanek [75] investigates the computational
complexity of hierarchical overlapping clustering; A. R.
Gilpin [48] uses a personal computer in implementing
cluster analysis techniques using the Concor Algorithm; and
H. Nicolau Bacelar [10] studies the affinity coefficient in
cluster analysis. All of the above results are discussed
under HCM.
Hubert [59] describes a set-theoretic approach to the
problem of generating hierarchical subset systems. His
paper is partially expository in that he presents
clustering methods that are similar to the clustering
concepts that Jardine and Sibson [65] detail. The latter
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sections of his paper interpret a number of proposed
strategies using a set-theoretic approach to ideas
introduced by Jardine and Sibson, with an emphasis on
several schemes that have an underlying graph-theoretic
rationale. It should be noted that much of the material
previously discussed can be rephrased within the
terminology currently available in hypergraph theory.
Janowitz [63] reports on a characterization of
equivariant cluster methods within a framework of a general
model focused toward situations in which input data are
only of ordinal significance. His approach consists of
replacing R^sup^ + and the set of reflexive symmetrical
relations in numerical clusters by an abstract semilattice
and a partially ordered set, and characterizing the
clustering in terms of residual mappings. The above
information is a direct result of the work done by Jardine
and Sibson [65]. Janowitz suggests certain agglomerative
monotone equivariant clustering algorithms, the result of
which are independent of prior labeling of clustered
objects. These algorithms are intermediate between single
and complete linkage. Another paper by Janowitz [64] gives
full understanding of the results.
Ramachandran and Thathachar [98] consider learning
automata arranged in a two-level hierarchy. The automata
operate in a stationary random environment and update their
action probabilities according to the linear-reward - ^
varepsilon penalty algorithm at each level. Unlike
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some hierarchical systems proposed, no information transfer
exists from one level to another, and yet the hierarchy
possesses good convergence properties. Based on weak
convergence concepts for large time and small values of
parameters in the algorithm, the evolution of the optimal
data probability can be represented by a diffusion whose
parameters are computable explicitly.
For years there have been complex problems in
addressing hierarchical overlapping clustering. Krivanek
[75] investigates computational complexity of the problem
of the approximation of a given dissimilarity measure on a
ultrametric on ^ x ^ and by
Dn . He also concludes
finite
Robinson
that the underlying decision problems are NP-complete.
There have been a great deal of programs that perform
hierarchical clustering analysis on mainframe computers but
few on the personal computer. Gilpin [48] introduces a
program which can perform hierarchical clustering analysis
of 30 objects on an Apple II computer. The input into the
program is similarity data in the form of a correlation
matrix. The program also produces a dendrogram.
Bacelar's [10] paper is based on the affinity
coefficient between distributions defined by Matusita
(1955). Bacelar describes an algorithm of hierarchic
cluster analysis of VL (Validity Linkage) for a data matrix
of type P = (p/sub ij/), describing nominal variables. The
basic affinity between a pair (V/sub j/, V/sub j'/) is
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given by a/sub jjV = (V sub j/, V /sub j'/) = Sigma square
root p/sub ij/p/sub ijV/ (P/sub j/p/sub j'/)* The
probabilistic affinity a/sub jj' is the cumulative
distribution function value for j-th and j'-th column of P
and the extension to a couple of classes (C, C is a * (C,
C) = (a/sub M *(Cf C')) sub square root alpha beta /,
where a/sub M *{C, C) = max (a/* sub jj'//V/sub j’/epsilon
C, alpha = card C, beta = card C. The expression a*/sub
jjV can be approximated by the cumulative distribution
function of the standard normal distribution.
Clustering algorithms is the key to hundreds of
active research methodologies. In pattern recognition it
has been found that these algorithms generally fall into
two categories: FST (Fuzzy Set Theory) and HCM
(Hierarchical Cluster Methodology). In describing ongoing
research in both classes, it is hoped that the reader will
understand the direction in which the cluster algorithm
research is moving.
CHAPTER IV
GRAPH-THEORETIC CONCEPTS AND SIGNIFICANCE
Similarity Measure
The use of a similarity measure as well as cluster
algorithm methodology is important in the overall graph-
theoretic concept. In the use of FST and HCM, one cannot
escape the fact that some type of similarity measure is
needed in building a viable pattern recognition system.
Similarity measure has previously been discussed, but now
we turn to specific applications of similarity measures and
matrices in general. Similarity concepts that will be
explored are as follows: a new method to group parts and
establish GT cells-production flow analysis and
classification coding cluster analysis is studied by Bian,
Huang, Li, Wang, and Xia [18]. Hosier and Taube [88]
discuss weighted similarity measure heuristics for the
group technology machine clustering problem. Also, Lunt
and Tiller [80] construct a program called SIMINDEX which
is used to convert sent data into similarity matrices.
Willett [115] establishes the use of nearest neighbors for
the implementation of single linkage document
classifications; and lastly, Chatham and Noreault [24]
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design a procedure for the estimation of term term
similarity coefficients.
Bian, Huang, Li, Wang, and Xia [18] study the
establishment of part families using the key machine and
the key parts methods of production flow analysis.
Component groups are formed later by connecting key
component analysis with cluster analysis. These possess
good technological similarity, but shape similarity is not
as good. They bring difficulties of design of tooling and
fixture to the part family. On the basis of the above
study, a key part-attribute similarity matrix cluster
analysis method is proposed. It gives the component groups
good technological
similarity.
similarity and also good shape
One unresolved problem in group technology is the
task of clustering machines of machining centers into
meaningful cells. Mosier and Taube [88] address this
problem. The above grouping is important in realizing the
potential benefits of GT. Studies have shown that many of
the benefits of group technology, both quantifiable and
unquantifiable, show that machine "cells" are responsible
for the complete manufacture of a "family" of parts. There
have been a variety of procedures proposed for performing
this clustering of machines.
There has been an increase in the popularity of
cluster analysis and the multidimensional techniques for
assessing the degree of perceived relationships among
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objects and concepts. Although a number of methods are
available for assessing interobject or concept similarity,
the stimulus sorting method, in which subjects sort a set
of stimuli into a number of unrestricted groups, appeals to
many researchers.
Lunt and Tiller 180] introduce an interactive program
named SIMINDEX which allows the user to directly input the
names of objects grouped together by subjects. From this
input, the program generates a stimuli * stimuli
concurrence matrix, in which the value of each cell (i, j)
in the matrix is the number of subjects sorting objects i
and j into the same group. SIMINDEX is written in Fortran
77, and was developed and implemented on a Digital VAX
11/780 machine.
In identifying sets of nearest neighbors, best match
search algorithms provide an efficient procedure. These
sets contain similarity data that are contained in a full
interdocument similarity matrix and may be used for the
generation of hierarchic document classifications, as those
arising from the use of the single Linkage Clustering
Method. Willett [115] concludes his study of the
implementation of single Linkage Document Classification by
stating that cluster-based retrieval experiments based on
the above classifications are shown to give results that
may be comparable to the effectiveness of a full similarity
matrix.
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Chatham and Noreault [24] agree that term document
clustering has been shown effective in improving the
performance of Information Retrieval Systems. The problem
that they address is that of incorporating certain
clustering techniques into operational systems, while
reducing the cost of calculating the matrix of similarity
measures. They also suggest a procedure that estimates a
similarity measure. This procedure results in a
substantial reduction in computational effort and a low
error in the estimated similarity measures.
The book Self-Organization and Associative Memory by
Kohonen [73] is interesting in that it encompasses topics
relating specifically with patterns to build machines with
intelligent information-handling capability. There are
eight chapters with plenty of figures and bibliographical
materials. A third of the material is devoted to Kohoner's
book titled Associative Memory—A System-Theoretical
Approach [72] . Topics that are discussed in the book are
matrix pseudo inverse, Tanimoto similarity, continuous¬
valued logic or fuzzy sets, perception, learning matrix and
holographic memory and adoptive filters.
Threshold Matrix
Threshold matrices have been significant in our
understanding of graph-theoretic concepts. Without these
types of procedures, it would be difficult if not
impossible to discriminate in using the computer. A
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collection of threshold concepts that may be applied to
graph-theoretic methods will be explored. Applications
that will be explained are as follows: R. F. Garrett, V.
Murgai, S. Raaen, and M. Strongin [46] explore core-level
and valence-band photoemission of granular platinum films.
B. F. Edwards and A. R. Kerstein [39] investigate the
question of "Is ithere a lower critical dimension for
chemical distance?” M. Chen, V. Jipson, W,. Y. Lee, E . E.
Marinero, and W. Pamler [25] report on metal atom
segregation within an oxide matrix. A. Ahorony, Y. Gefen,
A. Kapitulnik, and M. Murat [3] define and propose fractal
eigendimensionalities for percolation clusters. Finally,
J. N. Morse [87] experiments with reducing the size of the
nondominated set.
Photoemission and resistivity measurements have been
made on Pt clusters imbedded in an aroorphors silicon
dioxide matrix. No important changes in the Pt 4f/sub
7/2/or 5d/sub 5/2/ core-level shifts or in the density of
states per Pt atom at the Fermi level are seen at the
percolation threshold. Garrett, Murgai, Raaen, and
Strongin [46] speculate that most of the Pt 4flsub
7/2/core-level shift can be explained as a Coulomb effect
which is due to the finite cluster. They also state that
because of the large core-level shift, there may also be
change transfer from the Pt clusters to the silicon matrix.
Estimates of the tractional dimension phi for
chemical distance [shortest-path distance) between points
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on a percolation cluster are inferred from computations of
the first-passage velocity nu (p) on square (d=2) and
simple cubic (d=3) bond lattices with bonds randomly
assigned time delay b with probability P, else the time
delay a<<b. Edwards and Kerstein [39] state that the
computations, implemented on strips in a manner analogous
to the Hansfer Matrix for Conductivity, yields estimates of
phi that are based on a new scaling law, nu (p/sub c/).
Chen and Jipson, along with Lee, Marinero and Pamler
[25] report on atom segregation in metals. This occurs in
an oxide matrix as a result of absorption of short excimer
laser pulses at 249 nm. This segregation phenomenon is
investigated by the example of AU-Teo/sub 2/ thin films on
glass substrates using transient reflectivity and
transmissivity techniques as well as ESCA analysis. ESCA
depth profiles show drastic modification of the film
composition upon a laser exposure.
The (TMF) or transfer matrix of fractals is described
on a simple fractal model for clusters at the percolation
threshold and is used to analyze computer simulation
clusters. The eigenvalues of the TMF yield fractal
dimensionalities of internal structures representing
corrections to the leading power-law behavior. The
eigenvectors contain information on these corrections, as
well as on the asymptotic distribution of basic shapes.
The above is proposed by Aharony, Gefen, Kapitulnik, and
Murat [3].
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Morse [87] explains the Multicriterion Simplex
Methods which have encouraged model builders to consider
matrix criteria. When conflicting objectives are
simultaneously considered, there is no such thing as an
optimum solution. A preferred class of basic feasible
solutions called the nondominated set results. Since this
set can be extremely large, some means of pruning must be
found. Another mechanistic aid to the decision maker (DM)
based on cluster analysis is presented in this paper. The
idea is to portray the nondominated set N by a representing
subset. Cluster analysis partitions N into groups of
relatively homogenous elements. In this research, the
author adds a very general evaluative criterion minimum
redundancy. Since there is a threshold of resolution
beyond which DM cannot perceive the difference between two
similar solution vectors, there is little point in wasting
time processing all of N in the search for a final
solution.
Clique-Finding Algorithms
In developing graph-theoretic concepts, clique¬
finding algorithms have been instrumental in solving
certain problems. Scientific studies of clique-finding
algorithms may be partitioned into two parts; PACOM and
GENECOM. These two acronyms refer to Parallel
Computational Complexity Concepts, and General
Computational Complexity Concepts, respectively. Clique-
24
finding algorithms are applied to these methods in
addressing new concepts and producing camparability and
hopefully viable results.
Clique-finding algorithm concepts have been
significant in addressing NP-complete problems, edge
finding, parallel computations, intersection graphs, etc.
The researchers that are discussed are as follows: A. A.
Bertossi and M. A. Bonuccelli [14] are interested in
producing parallel algorithms on interval graphs. Di
Helmbold and E. Mayr [57] introduce several parallel
algorithms for graph problems. Phan Dinh Dieu, Le Tuan
Hoa, and Le Cong Thanh [37] explore average polynomial time
complexity of certain NP-complete problems. E. Balas [11]
ponders a fast algorithm for finding an edge-maximal
subgraph with TR-formative coloring. Also, Balas along
with Chang Sung Yu [12] , describes a new branch and bound
procedure for finding a maximum clique in an arbitrary
graph. G. L. Monma and V. K. Wei [84] intersect graphs of
paths in a tree. A polynomial algorithm for constructing
the clique graph of a line graph is investigated by B.
Hedman [56]. Lastly, J. Jarosz and J. R. Jaworowski [66]
investigate the computer structure (CT) computer tree of
parallel computations under PACOM.
There are two reports that represent today's research
interest as it applies to clique-finding algorithms.
Helmbold and Mayr [57] present several parallel algorithms
for perfect graph problems. Their basic result is a
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deterministic NC Algorithm resolving the two-processor
scheduling problem. An NC algorithm is introduced for
transitively-oriented comparability graphs. By combining
these two results, an MC algorithm is obtained for the
matching problem on co-comparability graphs and the nearly
co-comparability graphs. Also, transitive orientation
algorithms give NC algorithms for many further problems,
like identifying permutation graphs and finding the maximum
weighted clique and optimal coloring in comparability
graphs.
Jarosz and Jaworowski [66] explain the computer tree
in relation to PACOM. A computer tree is a non-standard
structure which is composed of many processing elements
which form a binary tree. They prove that every problem
that belongs to the polynomial-time hierarchy can be solved
on CT in polynomial time. An 0 (n/sup 3/) algorithm for
the maximal clique decision problem is presented as an
example of the real power of parallel computations on CT.
Now we turn to the General Computational Complexity
concepts. These methods also encompass parallel
algorithms. Bertossi and Bonuccelli [14] state that
parallel algorithms are used in finding a maximum weighted
clique, a maximum weighted independent set, a minimum
clique cover and a minimum weighted dominating set of an
interval graph. In finding a Hamiltonian Circuit and
minimum bandwidths of a proper interval graph, a parallel
26
algorithm is given. For faster results, a Shared Memory
Model (SMM) of a parallel computer is used.
Dieu, Hoa and Thanh [37] define ClinqueN(n) to be the
problem clique that is restricted to the set of graphs G =
(V, E) such that mod E mod <C or= N(mod v mod). They prove
that when N(n) = (n/sup epsilon /) , epsilon a rational
number, 0 epsilon 2, clique N(n) is an NP-complete
problem, and, under the notion of a uniform distribution on
the set of instances, the clique is resolved in average
polynomial time.
Also, Balas [11] considers the class of triangulated
graphs. A specific TR is assumed to be the class of
triangulated graphs. The TR-formative edge coloring is a
green/red coloring of the edges of a graph such that the
green graph is triangulated and the red graph has no
triangles. Balas also gives an 0 (mod V mod /sup 5/)
algorithm for locating a maximum-weight clique in any graph
K = (V, E) with a known TR-formative edge coloring. The
paper provides an 0 (Delta mod E mod) algorithm, where
Delta is the greatest vertex for locating an edge-maximal
subgraph with a TR-formative edge in an arbitrary graph K.
This can be used to construct enumeration techniques for
locating maximal-weighted cliques in an arbitrary graph.
Balas and Yu [12] describe locating a maximum clique
in an arbitray graph. They investigate a new type of
branch and bound procedure for location of cliques in an
arbitrary graph L = (V, E) . The two main components, both
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0 (mod V mod + mod E mod) time complexity, are an algorithm
mod + mod E mod) time complexity, are an algorithm for
finding a maximal triangulated induced subgraph of G, and
an algorithm for finding a maximal K-chromatic induced
subgraph of G. Balas and Yu also discuss computational
experience on randomly generated graphs with up to an
incredible 400 vertices and 30,000 edges.
The intersection graph for a group of sets is
received by pairing each set with a vertex of the graph and
adjoining two vertices by an edge at the exact time when
their adjacent sets have no empty intersection.
Intersection graphs, usually in many contexts, such as
scheduling conflict events, have been studied. Monma and
Wei [84] present a unified framework for examining several
classes of intersection graphs arising from groups of paths
in a tree. They classify four categories of graphs which
are defined by considering paths to be the sets of vertices
or the edges making up the path, and by allowing the tree
to be directed or undirected. In the former case, only
directed paths are acknowledged. Two other classes are
obtained by requiring the directed tree to be rooted. His
results are a characterization of these graphs in terms of
their "clique-tree", representing a unified recognition
algorithm.
Hedman [56], in describing his polynomial algorithm
for constructing the clique graph of a line, only considers
finite, undirected, connected graphs without loops or
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multiple edges. He explains that a clique of a graph K is
a maximal complete subgraph of K. The clique graph M(G) of
graph G is the intersection graph of the edges of G. Now
we say that L (m(G)) is the clique graph of the line graph
of G. His paper presents a five-step algorithm for
producing L(m(G)).
Clique-finding algorithms are of interest to
researchers in helping solve and understand problems
associated with construction of algorithms as well as the
overall pattern recognition system. In viewing current
clique-finding algorithms, we note that they tend to fall
into the category of either PACOM (Parallel Computational
Complexity Concepts) or GENCOM (General Computational
Complexity Concepts) as applied to clique-finding
algorithms. Specific PACOM and GENCOM procedures were
discussed and topics described.
CHAPTER V
APPLICATIONS OF GRAPH-THEORETIC ALGORITHMS
Since 1977, there have been significant contributions
made in the field of graph-theoretic algorithm
applications. It has been found that graph-theoretic
applications tend to fall generally into two classes:
cluster method applications (CMA), and shape decomposition
applications (SDA).
Under cluster method applications, there are six
individuals who have been responsible for recent ongoing
research as applied to graph-theoretics. Z. Chen [26]
explores clustering with a K-nearest neighbor threshold
method in producing an edge construction procedure.
W. H. E. Day [32] investigates validity of clusters formed
by graph-theoretic cluster methods. S. K. Dronamraju [38]
introduces software modularization, an unsophisticated
clustering approach. V. V. Raghavan and C. T. Yu [97]
assess the characteristics of certain graph-theoretic
clustering methods, and P. B. Slater [103] studies
structuring N-way trip distribution matrices using
standardization and hierarchical clustering procedures.
Slater [103] built N-way trip distribution matrices
using a benchmark and a hierarchical clustering approach.
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He states that trip distribution matrices can be used to
consider functional relationships between origin-
destination zones and mode of travel. Tables are
standardized so that likeness can be compared across zones
and modes of differing overall size. Graph-theoretic
clustering procedures are then applied to the standardized
tables to generate groups that possess strong interacting
units. He clarifies this method with a resolution of a 2-
way journey-to-work for Los Angeles and a 3-way mode-
specific table for New York City.
Also, Day [33] experimented with graph-theoretic
cluster methods in hopes of proving authenticity of
clusters which are found by these techniques. His
illustration is as follows; Let J be a finite set of
objects that will be classified, also let k be a loopless
labeled undirected graph, with point set R, in which two
points are adjoining if the objects they embody are similar
with respect to a specific criterion. Day defines a
cluster method as being a function RHO that maps G into a
set RHO (G) of subsets of R, the clusters associated with
G. Graph-theoretic criterion to measure the validity of
clusters formed by such methods is described in his paper.
Using several of these criteria, a sequence of flat cluster
graph-theoretic concepts of internal coherence are
classified. His basic issues of cluster validity are
illustrated by using Jardine and Sisbon's [65] B/Sub K/Flat
Cluster procedures.
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Z. Chen [26] presents a K-nearest neighbor threshold
method of edge constructions. Chen explores a new graph
theoretic method which can employ a network flow technique
to cope with the chaining problem associated with the data.
He uses a computer experiment to show the applicability of
his method.
More recently, V. V. Raghavan and C. T. Yu [97]
report on a likeness of the stability characteristic of
some graph-theoretic clustering methods. Assessing the
stableness of a cluster method involves the measurement of
the extent to which the generated clusters were affected by
perturbations in the input data. A measure which specifies
the disturbance in a set of clusters as the least number
of operations required to restore the set of changed
clusters to the original ones is adopted. A number of
well-known graph-theoretic clustering methods are compared
in terms of their stableness as determined by this measure.
Specifically, they show that among the clustering methods
in any of several families of graph-theoretic procedures,
clusters defined as the connected parts are the most stable
and clusters which are specified as the maximal complete
subgraphs to those producing broader clusters show to be as
stable as any method in the previous stages. Raghavan and
Yu also derived the lower and upper bounds for the measure
of stability when clusters are defined as the connected
parts.
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Finally, under graph-theoretic cluster method
applications, S. K. Dronamraju [38] develops a software
modularization of a simple clustering approach. Dronamraju
investigates the application of a graph-theoretic
clustering algorithm to the modularization (structuring) of
an unstructured, "spaghetti" program represented by its
decision graph.
Work being done today in graph-theoretic shape
decomposition procedures is the newest idea in which
researchers have turned out interesting articles. Leading
this crusade is a lady by the name of L. G. Shapiro.
R. M. Haralick, along with Shapiro [54] reduces two-
dimensional shapes by graph-theoretic clustering. Also,
Shapiro [102] composes a model for structural shape
description and matching. C. Guerra and G. G. Pieroni
[53] produce a graph-theoretic method for decomposing two-
dimensional polygonal shapes into meaningful parts.
Haralick and Shapiro [54] investigate the
decomposition of two-dimensional shapes by graph-theoretic
clustering. They describe a technique for transforming a
two-dimensional shape into a double relation whose clusters
represent the simple parts of the shape. The binary
relation can be defined on the set of boundary points of
the shape or on the set of line segments of a piecewise
linear approximation to the boundary. The logical
association includes all pairs of vertices such that the
line segment joining the pair lies entirely interior to the
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boundary of the shape. This graph-theoretic clustering
method determines dense regions, which are local regions of
high compactness, and forms clusters by joining together
those dense regions having a high enough overlap. Using
this approach on hand drawn colon shapes copied from an X-
ray and on hand printed characters, the parts determined by
the clustering often compare well to decompositions that a
human being might make.
Shapiro [102] investigates shape description and
recognition problems in scene analysis. Her advances in
shape description is a formal model of shape existing of a
set of primitives, their properties, and their inter¬
relationships. The primitives are the simple parts and
imposition of the shape which can be derived through a
graph-theoretic clustering procedure. The interrelation¬
ships are two-ternary relations on the primitives: the
imposition relation which relates two parts that join the
intrusion to the protrusion between them. Using this
model, a shape comparison procedure which uses a tree
search will look ahead to find mappings from prototype
shape to a candidate shape has been developed. A SNOBO 14
implementation has been used to test the program on hand¬
printed character data with good results.
A graph-theoretic method for decomposing two-
dimensional polygonal shapes into mean parts was repeated
by Guerra and Pieroni [53]. As discussed earlier, Haralick
and Shapiro experiment with decomposition of two-
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dimensional shapes. Guerra and Pieroni use their findings
to create a new procedure for shape decomposition. It
produces non-overlapping shape parts with a significant
decrease in execution time.
The classification of graph-theoretic applications
are viewed as CMA and SDA, which refer to cluster method
applications and shape decomposition applications. In
cluster method applications, there was a discussion of
specific researchers' current interest, and how they are
helping in developing more viable clustering procedures.
Those discussed were Chen's edge construction; Day's
investigation of the validity of cluster methods;
Dronamraju's introduction of software modularization; and
Raghavan's and Yu's exploration of trip distribution
applications.
The most prevalent researcher in shape decomposition
applications as applied to graph-theoretic concepts is
Shapiro. Her model of shape description and matching has
been discussed. She also, with the help of Haralick,
describes a method of transformation of a two-dimensional
shape into a binary relation. Guerra and Pieroni follow
with a procedure which produced non-overlapping shape parts
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