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Given L-qubit states with the fixed spectra of reduced one-qubit density matrices, we find a
formula for the minimal number of invariant polynomials needed for solving local unitary
(LU) equivalence problem, that is, problem of deciding if two states can be connected by
local unitary operations. Interestingly, this number is not the same for every collection of
the spectra. Some spectra require less polynomials to solve LU equivalence problem than
others. The result is obtained using geometric methods, i.e. by calculating the dimensions
of reduced spaces, stemming from the symplectic reduction procedure.
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I. INTRODUCTION
We consider a quantum system consisting of L isolated qubits with the Hilbert space H =
(C2)⊗L. We assume that states are normalized to one and neglect a global phase. In this way
the space of pure states is isomorphic to the complex projective space P(H). In the following,
by [φ] ∈ P(H) we will denote a state corresponding to a vector φ ∈ H. Each qubit is located
in a different laboratory and the available operations are restricted to the local unitaries described
by the group K = SU(2)×L. Two states are called locally unitary equivalent (LU equivalent)
if and only if they can be connected by the action of K, that is, belong to the same K-orbit.
The problem of local unitary equivalence of states can be in principle solved by finding the set
of K-invariant polynomials, i.e. polynomials that are constant on K-orbits (see10,11 for another
approach). When the number of qubits is large this, however, becomes hard as the number of
polynomials grows exponentially with the number of constituents of the system. The problem of
LU equivalence for bipartite and three-qubit pure states was recently studied form the symplecto-
geometric perspective16,17 (see also13). In particular, the connection with the symplectic reduction
was established. The current paper can be seen as a generalization of these ideas to an arbitrary
number of qubits.
Among the K-invariant polynomials there are L polynomials {tr (ρ2l ([φ]))}Ll=1, where ρl([φ])
are the reduced one-qubit density matrices. Consequently, for two LU equivalent states [φ1,2] ∈
P(H) the spectra of the corresponding reduced one-qubit density matrices are the same. If we
denote by Ψ the map which assigns to [φ] ∈ P(H) the shifted spectra of its reduced one-qubit
density matrices, i.e. Ψ([φ]) = {diag(−λ1, λ1), . . . , diag(−λL, λL)}, where λi = 12 − pi and
{pi, 1 − pi} is the increasingly ordered spectrum of ρi([φ]), then the states satisfying the above
necessary condition form a fiber of Ψ. Fibers of Ψ are connected collections of K-orbits8. More-
over, the image, Ψ(P(H)), is a convex polytope7. The polynomials {tr (ρ2l ([φ]))}Ll=1 restricted
to a fiber of Ψ are constant functions. Therefore, typically, for two states [φ1] and [φ2] with
α := Ψ([φ1]) = Ψ([φ2]), where α denote the collection of spectra of one-qubit density matrices,
some additionalK-invariant polynomials are needed to decide the LU equivalence. The number of
these polynomials is given by the dimension of the reduced space Mα := Ψ−1 (α) /K (see16,17).
Interestingly, dimMα may not be the same for every α ∈ Ψ(P(H)), that is, some collections
of spectra of reduced one-qubit density matrices require less additional polynomials to solve LU
equivalence problem than others. In particular, if the fiber Ψ−1 (α) contains exactly one K-orbit,
2
i.e. dimMα = 0, no additional information is needed and any two states [φ1,2] ∈ Ψ−1 (α) are LU
equivalent.
In this paper we find the formula for the dimension of the reduced space Mα = Ψ−1(α)/K,
for any α ∈ Ψ(P(H)) and for an arbitrary number L of qubits. Our result is obtained in two
steps. First, we consider the points αgen ∈ Ψ(P(H)) which belong to the interior of the polytope
Ψ(P(H)). In this case the map Ψ is regular and the calculation is rather straightforward. The
dimension of Mαgen does not depend on αgen. Moreover, dimMαgen +L is equal to the cardinality
of the spanning set of K-invariant polynomials. For points αb ∈ Ψ(P(H)) which belong to the
boundary of Ψ(P(H)) the problem requires more advanced methods and turns out to be more
interesting. In particular, for a large part of the boundary of Ψ(P(H)) we have dimMαb = 0. We
also observe that for αb ∈ Ψ(P(H)) corresponding to the {ρl([φ])}Ll=1 such that k matrices are
maximally mixed dimMαb = dimMαgen − 2k.
II. HOWMANY INVARIANT POLYNOMIALS ARE NEEDED TO DECIDE LU
EQUIVALENCE OF 4-QUBIT STATES?
In this section we briefly discuss the considered problem and present the main results of the
paper on the 4 qubits example.
Recently, the problem of finding dimMα was considered for three qubits17. In particular it was
shown that for points in the interior of the polytope Ψ(P(H)), dimMα = 2, whereas for points on
the boundary dimMα = 0. The uniform behaviour of dimMα on the boundary of Ψ(P(H)) in case
of three qubits is, as already indicated in ref.17, a low dimensional phenomenon. As we explain in
section III, for an arbitrary number of L qubits the boundary consists of three parts characterized
by a different behaviour of dimMα. The first part is the polytope Ψ(P(H˜)) that corresponds to a
system with one qubit less, that is, H˜ = (C2)⊗(L−1). The second corresponds to changing one of
the non-trivial inequalities (6) into an equality. The third represents situations when k one-qubit
density matrices are maximally mixed. The clear distinction between these parts of the boundary
can be seen already in the four qubits case.
The four-qubit polytope Ψ(P(H)) is a 4-dimensional convex polytope spanned by 12 vertices
(see appendix for the proof and the list of vertcies). The dimension of the reduced space in the
interior of Ψ(P(H)) is dimMαgen = 14 (see formula (8)). In figure 1 the above mentioned three
different parts of the boundary are shown. In particular, in figure 1(a) we see that for 3-dimensional
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face of Ψ(P(H)) corresponding to three qubits, dimMα = 2 in the interior and dimMα = 0 on
the boundary which agrees with results of ref.17. On the other hand, inside the 3-dimensional face
shown in figure 1(b) corresponding to one of {ρi}4i=1 being maximally mixed we have dimMα =
12. The boundary of this face contains: 2-dimensional faces corresponding to two of {ρi}4i=1
being maximally mixed - dimMα = 10, 1-dimensional faces - three of {ρi}4i=1 are maximally
mixed and dimMα = 8, and finally, the vertex denoted by vGHZ when all one-particle reduced
density matrices are maximally mixed - dimMα = 6. Therefore, as mentioned in the introduction,
dimMαb = dimMαgen−2k. Finally, in figure 1(c) we see the 3-dimensional face of Ψ(P(H)) with
dimMα = 0.
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FIG. 1. Three parts of the boundary of Ψ(P(H)). The numbers denote dimMα. If the number is missing,
dimMα = 0. The vertices are defined in appendix.
In the next sections we show how to calculate dimMα for any point of Ψ(P(H)) for an arbitrary
number of qubits.
III. LU EQUIVALENCE OF QUBITS AND THE REDUCED SPACESMα
We start with a rigorous statement of the problem and the solution of its easy part. For a detailed
description of symplecto-geometric methods in quantum information theory see for example2,15–18.
Let H = (C2)⊗L be the L-qubit Hilbert space and denote by P(H) the corresponding complex
projective space. It is known that P(H) is a symplectic manifold with the Fubiny-Study sym-
plectic form ωFS . The action of K = SU(2)×L on P(H) is symplectic, i.e. it preserves ωFS .
Consequently, there is the momentum map for this action. In the considered setting this map is
given by
µ : P(H)→ ik
4
µ([φ]) =
{
ρ1([φ])− 1
2
I, . . . , ρL([φ])− 1
2
I
}
,
where k is the Lie algebra of K, {ρl([φ])}Ll=1 are the reduced one-qubit density matrices, I is 2× 2
identity matrix and i2 = −1. The map µ is equivariant, i.e. for any g ∈ K
µ([gφ]) =
{
ρ1([gφ])− 1
2
I, . . . , ρL([gφ])− 1
2
I
}
= (1)
=
{
g
(
ρ1([φ])− 1
2
I
)
g∗, . . . , g
(
ρL([φ])− 1
2
I
)
g∗
}
= gµ([φ])g∗ = Adgµ([φ]), (2)
where g∗ is the Hermitian conjugate of g and AdgX := gXg∗, for anyX ∈ ik. The equivariance of
µ implies that K-orbits in P(H) are mapped onto adjoint orbits in ik. Consequently, the necessary
condition for two states [φ1,2] ∈ H to be on the same K-orbit in P(H) is µ(K.[φ1]) = µ(K.[φ2]).
On the other hand, adjoint orbits in ik are determined by the spectra of matrices {ρl([φ])}Ll=1. The
characteristic polynomial wl(ν) for ρl([φ]) reads
wl(ν) = ν
2 − tr
(
ρl([φ])− 1
2
I
)
ν +
((
tr
(
ρl([φ])− 1
2
I
))2
− tr
(
ρl([φ])− 1
2
I
)2)
. (3)
Using tr (ρl([φ])) = 1, equation (3) reduces to
wl(ν) = ν
2 − tr (ρ2l ([φ]))− 12 . (4)
One can thus say that the necessary condition for two states [φ1,2] ∈ P(H) to be on the same
K-orbit in P(H) is that
∀l tr (ρ2l ([φ1])) = tr (ρ2l ([φ2])) .
Let it+ be the positive Weyl chamber in ik, i.e.
it+ =

 −λ1 0
0 λ1
 , . . . ,
 −λL 0
0 λL
 : λi ∈ R+
 . (5)
We define the map Ψ : P(H)→ it+ to be
Ψ([φ]) := µ(K.[φ]) ∩ it+ =
{
ρ˜1([φ])− 1
2
I, . . . , ρ˜L([φ])− 1
2
I
}
,
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where each ρ˜l([φ]) is a diagonal 2×2 matrix whose diagonal elements are given by the increasingly
ordered spectrum σ (ρl([φ]) = {pl, 1 − pl} of ρl([φ]), that is, 12 ≥ pl ≥ 0. The shifted spectrum,
i.e. the spectrum of ρl([φ])− 12I is given by {−λl, λl}, where
0 ≤ λl = 1
2
− pl ≤ 1
2
.
Under these assumptions the image Ψ(P(H)) is known to be a convex polytope, defined by the
following set of inequalities6
∀l 0 ≤ λl ≤ 1
2
, and
(
1
2
− λl
)
≤
∑
j 6=l
(
1
2
− λj
)
. (6)
Note that the polytope Ψ(P(H)) gives 1-1 parametrization of µ(P(H)), that is, of all available ad-
joint K-orbits. Moreover, for each point α ∈ Ψ(P(H)) the set Ψ−1(α) is a connected K-invariant
stratified symplectic space12. We will next briefly describe the structure of this space12. Note
that isotropy groups of points belonging to a fixed K-orbit are conjugated. First, one can decom-
pose P(H) according to the conjugacy classes of isotropy groups, i.e. into sets of points, whose
isotropies are conjugated. This decomposition divides P(H) into sets of orbits characterized by the
same isotropy type. These sets are in general non-connected, thus performing the decomposition
further into connected components, one obtains the stratification
P(H) = ∪Sν .
There exists an unique highest dimensional stratum Smax, which is open and dense. Moreover, it
can be shown that for each α ∈ Ψ(P(H)) the set µ−1(α)∩Sν is smooth and that the decomposition
µ−1(α) = ∪νµ−1(α) ∩ Sν , (7)
gives the stratification of µ−1(α). Let Kα be the isotropy subgroup of α with respect to the adjoint
action, i.e. Kα = {g ∈ K : Adgα = α}. Because µ−1(α) is invariant to the action of Kα, one has
that the reduced space Mα = Ψ−1(α)/K ∼= µ−1(α)/Kα. The stratification given by (7) induces
the stratification of Mα in a natural way. What is more, every Mα also has an unique highest
dimensional stratum Mmaxα . If µ
−1(α) ∩ Smax 6= ∅ then
Mmaxα = (µ
−1(α) ∩ Smax)/K.
Therefore it is clear that the dimension of the highest dimensional stratum inMα, or more precisely
dimMα + L is the number of K-invariant polynomials needed to decide LU equivalence of states
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satisfying Ψ([φ]) = α. The problem of finding dimMα is essentially different for points α in the
interior and on the boundary of Ψ(P(H)). Using (6) the boundary of Ψ(P(H)) can be divided into
three parts
Case 1: k of λls are equal to 12 .
Case 2: At least one of the inequalities
(
1
2
− λl
) ≤∑j 6=l (12 − λj) is an equality.
Case 3: k of λls are equal to 0.
By the permutation symmetry of inequalities (6), it is enough to consider one example for each of
these cases. In the remaining two paragraphs of this section we find dimMα for the interior and
the boundary points satisfying the condition of the first case.
A. Interior of Ψ(P(H))
For the points α in the interior of the polytope Ψ(P(H)) the calculation of dimMα turns out to
be rather straightforward.
To begin, let us denote by P(H)max the union of K-orbits of maximal dimension in P(H). The
principal isotropy theorem1 implies that this set is connected, open and dense. In order to calculate
the maximal dimension of K-orbits in P(H) we use the following fact (see ref.17)
Proposition 1. Assume that dimΨ(P(H)) = dimt+. Then a generic K-orbit has dimension of the
group K.
For L-qubits, L ≥ 3, one easily checks that the polytope Ψ(P(H)) given by inequalities (6), is
L-dimensional. On the other hand, for the Weyl chamber defined by (5), we have dimt+ = L.
Therefore, by proposition 1 the K-orbits belonging to P(H)max have dimension of the group
K = SU(2)×L, i.e 3L. Moreover, Ψ(P(H)max) contains the interior of the polytope Ψ(P(H))
(see ref.5) and for α in the interior of the polytope Ψ(P(H)) the set Ψ−1(α) ∩ P(H)max is the
highest dimensional stratum of Ψ−1(α) (see ref.12). Hence
dimMα = dim(Ψ
−1(α)/K) = (dimP(H)− dimΨ(H))− dimK =
=
((
2L+1 − 2)− L)− 3L = 2L+1 − 4L− 2. (8)
Note that already in the case of three qubits we have dimMα = 2, that is, one needs 3 + 2 = 5,
K-invariant polynomials to decide LU equivalence of states whose spectra of reduced density
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matrices are the same and belong to the interior of Ψ(P(H)). The exponential growth of dimMα,
which for large L is of order 2L, can be seen as a usual statement that the number of K-invariant
polynomials needed to distinguish between genericK-orbits grows exponentially with the number
of particles.
B. Calculation of dimMα for case 1
The Case 1 is once again straightforward. To see this note that when the first k of λl’s are equal to
1
2
inequalities (6) reduce to the inequalities for the polytope of L− k qubits. Moreover, a generic
state belonging to Ψ−1(α) is of the form φ1⊗φ2 where φ1 is a k-qubit separable state and φ2 is an
arbitrary state of L− k qubits. Therefore, using (8), we get
dimMα =
((
2L−k+1 − 2)− (L− k))− 3(L− k) = 2L−k+1 − 4(L− k)− 2.
In the next two sections we find dimMα for cases 2 and 3.
IV. CALCULATION OF dimMα FOR CASE 2
In this section we show that dimMα = 0 for α’s satisfying assumptions of case 2.
Assume that one of the inequalities
(
1
2
− λl
) ≤∑j 6=l (12 − λj) is an equality, e.g.
−λ1 +
L∑
i=2
λi =
1
2
L− 1. (9)
Using the fact that states mapped by Ψ onto α are K-orbits through states mapped by µ onto α,
i.e. Ψ−1(α)/K = µ−1(α)/Kα, one can, if more convenient, use map µ instead of Ψ to calculate
dimMα. It turns out that this is the case for the considered α’s, as we have the following:
Proposition 2. Let φ ∈ H be such that µ([φ]) satisfies (9). Let ξ = [ξ1, . . . , ξL] be a vector
perpendicular to the plane given by (9). Then φ is an eigenvector of X = X1⊗ I⊗ . . .⊗ I+ . . .+
I ⊗ I ⊗ . . .⊗XL, where Xl = diag{ξl,−ξl}.
In order to prove this, we will use the fact characterizing the image of the differential of the
momentum map4:
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Proposition 3. The image of dµ|[φ] : T[φ]M → ik is equal to the annihilator of k[φ], the Lie algebra
of the isotropy subgroup K[φ] ⊂ K.
Proof. (Proposition 2) The Lie algebra of K is a real vector space equipped with the inner product
given by 〈A|B〉 = −1
2
tr(AB). The matrices
Xk = iI⊗ I⊗ ...⊗ σx ⊗ I⊗ ...⊗ I,
Yk = iI⊗ I⊗ ...⊗ σy ⊗ I⊗ ...⊗ I,
Zk = iI⊗ I⊗ ...⊗ σz ⊗ I⊗ ...⊗ I,
where σx,y,z are Pauli matrices, form an orthogonal basis of k. The matrix representing the collec-
tion
{
ρ1([φ])− 12I, . . . , ρL([φ])− 12I
}
is of the form:
(ρ1([φ])− 1
2
I)⊗ I ⊗ . . .⊗ I + . . .+ I ⊗ . . .⊗ I ⊗ (ρL([φ])− 1
2
I).
Note that dµ|[φ] is the map that transports vectors tangent to P(H) at the point [φ] to the tangent
space to k, Tµ([φ])k ∼= k. Assume that α := µ([φ]) belongs to Ψ(P(H)) and that spectra of the
corresponding matrices {ρl([φ])}Li=1 are nondegenerate.
In this case the Lie algebra kα of the isotropy subgroup Kα ⊂ K is given by the diagonal
matrices in k, the set of which we denote by t. On the other hand by the equivariance of the
momentum map (1) we have k[φ] ⊂ kα = t. In other words, states [φ] mapped by µ to α ∈ Ψ(P(H))
with non-degenerate spectra of {ρl([φ])}Li=1 can have isotropy given by at most t. As the off-
diagonal matrices in the image of dµ|[φ] are orthogonal to t, by proposition 3, in order to find k[φ]
we need to find matrices in t orthogonal to (annihilated by) diagonal matrices from dµ|[φ]. Note
that since Ψ(P(H)) ⊂ t and dimΨ(P(H)) = dimt, for α inside Ψ(P(H)) the diagonal matrices in
Tµ([φ])k, for [φ] ∈ P(H)max, span the space t and hence the isotropy k[φ] = 0. On the other hand,
for α satisfying (9) the space Tµ([φ])k∩ t 6= t. In order to find matrices in t orthogonal to Tµ([φ])k∩ t
note that any element of t can be written as
∑L
k=1 akZk. The inner product of two matrices of this
type reads
〈
L∑
k=1
akZk|
L∑
k=l
blZl〉 = −1
2
L∑
k=1
ak
L∑
k=l
bltr (ZkZl) = a· b
i.e. is equal to the standard inner product of vectors a = [a1, . . . , aL] and b = [b1, . . . , bL] in
RL. The vectors a corresponding to the diagonal matrices from the image of dµ|[φ] are tangent to
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Ψ(P(H)) at the point µ([φ]) satisfying (9). Therefore, if ξ = [ξ1, . . . , ξL] is a vector perpendicular
to the plane given by (9) then the corresponding operator X = X1 ⊗ I ⊗ . . .⊗ I + . . .+ I ⊗ I ⊗
. . . ⊗ XL, where Xl = diag{ξl,−ξl} is the element of the Lie algebra of the isotropy group k[φ].
Consequently Xφ = λφ, for some λ.
The vector v = [−1, 1, . . . , 1] is perpendicular to the plane given by (9). The corresponding
operator X reads
X = X1 ⊗ I ⊗ . . .⊗ I + . . .+ I ⊗ . . .⊗ I ⊗XL, (10)
where X1 = diag{−1, 1}, X2 = . . . = XL = diag{1,−1}. By proposition 2 we need to consider
eigenspaces of X . We have the following:
Proposition 4. The matrix X , defined by (10), is a diagonal 2L×2L matrix. The eigenvalues of X
are the integers chosen from−L to L with the step 2, that is σ(X) = {−L, −L+2, . . . , L−2, L}.
The multiplicity of eigenspaceH−L+2k is dimH−L+2k =
(
L
k
)
.
Proof. The matrices Xl are diagonal and their spectra are σ(Xl) = {−1, 1}. Consequently, the
matrix X is also diagonal and its eigenvalues are sums of eigenvalues of Xl’s. One can easily
verify that the eigenvalues of X belong to the set σ(X) = {−L, −L + 2, . . . , L − 2, L}. To see
this note that the eigenvalue −L + 2k arises as a sum of eigenvalues of {Xl}Ll=1, where k out of
L eigenvalues of Xl’s are positive (+1) and L − k negative (−1). Therefore the multiplicity of
H−L+2k is dimH−L+2k =
(
L
k
)
.
As a direct consequence of proposition 4 we need to consider L + 1 eigenspaces of X . In the
following we describe the structure of these spaces and show that only one of them, that is,H−L+2
contains states [φ] for which µ([φ]) consists of diagonal matrices whose diagonal elements satisfy
(9). The result is obtained in two steps. First in proposition 5 we determineH−L+2k and show that
condition (9) is not satisfied for k ∈ {0, . . . , L} \ {1}. Then in proposition 6 we prove that for
H−L+2 condition (9) is satisfied.
Denote by DLk the subspace of (C2)
⊗L spanned by separable states of L qubits such that k out
of L qubits are in the ground state |0〉 and the remaining L − k qubits are in the excited state |1〉,
for example, D32 = SpanC{|001〉, |010〉, |100〉}. Assume that DLk = {0} if k > L.
Proposition 5. States which belong to eigenspace H−L+2k are of the form φ = p0|0〉 ⊗ ψ1 +
p1|1〉 ⊗ ψ2, where ψ1 ∈ DL−1k and ψ2 ∈ DL−1k−1 . The reduced one-qubit density matrices for any
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φ ∈ H−L+2k are diagonal. For any φ ∈ H−L+2k condition (9) is equivalent to (L− k− 1)||φ||2 =
L− 2.
Proof. We first determine vectors spanning eigenspace H−L+2k of X . The eigenvalue −L + 2k
arises as the sum of eigenvalues of {Xl}Ll=1 with k out of L eigenvalues equal to (+1) and L − k
equal to (−1). Note, however, that matrix X1 = diag{−1, 1}, whereas X2 = . . . = XL =
diag{1,−1}. Therefore, the eigenvalue −L + 2k corresponds to separable states with either the
first qubit in the ground state |0〉 and the remaining L − 1 qubits in a state from DL−1k or with the
first qubit in the excited state |1〉 and the remaining L − 1 qubits in a state from DL−1k−1 . Thus the
generic state belonging toH−L+2k can be written as
φ =
(L−1k )∑
l=1
al|0〉 ⊗ el +
(L−1k−1)∑
l=1
bl|1〉 ⊗ fl,
where {ei} and {fi} are the separable states spanning DL−1k and DL−1k−1 respectively. It is straight-
forward to see that the reduced one-qubit density matrices of φ are diagonal. The first one is of the
form:
ρ1([φ])− 1
2
I =
∑(L−1k )l=1 |al|2 − 12 0
0
∑(L−1k−1)
l=1 |bl|2 − 12
 ,
and hence
λ1 =
(L−1k−1)∑
l=1
|bl|2 − 1
2
. (11)
We now show that (9) is equivalent to (L− k− 1)||φ||2 = L− 2. As matrices ρl([φ]) are diagonal,
the (ρl([φ]))11 entry of each ρl, which is equal to λl +
1
2
, is the sum of |bj|2 and |aj|2 coefficients
corresponding to vectors with the l-th qubit in the excited state |1〉. Consequently, in the sum∑L
l=2 (ρl([φ]))11, each |bj|2 coefficient occurs L − k times and each |aj|2 coefficient L − k − 1
times. Therefore,
L∑
l=2
λl = (L− k − 1)
(L−1k )∑
i=1
|ai|2 + (L− k)
(L−1k−1)∑
i=1
|bi|2 − 1
2
(L− 1) = (12)
= (L− k)||φ||2 −
(L−1k )∑
i=1
|ai|2 − 1
2
(L− 1).
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Using (11)
−λ1 +
L∑
i=2
λi = (L− k − 1)||φ||2 − 1
2
L+ 1.
Hence equation (9) reads
(L− k − 1)||φ||2 = L− 2.
Using fact 5 one easily finds that for normalized state, i.e. when ||φ|| = 1 condition (9) can be
satisfied only when k = 1. The following proposition ensures that indeed this is the case.
Proposition 6. The reduced one-qubit density matrices of states φ ∈ H−L+2 are diagonal and
satisfy condition (9).
Proof. The eigenspaceH−L+2 is L-dimensional. Any vector φ ∈ H−L+2 can be written as
φ = c1|1〉 ⊗ |1 . . . 1〉+ c2|0〉 ⊗ |01 . . . 1〉+ c3|0〉 ⊗ |101 . . . 1〉+ . . .+ cL|0〉 ⊗ |1 . . . 110〉, (13)
that is, φ is a linear combination of separable state where all qubits are in the excited state and the
states for which the first and one additional qubits are in the ground state (while other are in the
excited state). Assume that φ is normalized, i.e.
∑L
k=1 |ci|2 = 1. It is straightforward to calculate
ρl([φ])− 1
2
I =
 |cl|2 − 12 0
0 −1
2
+
∑L
k 6=l |ck|2
 , i ∈ {2, . . . , L},
ρ1([φ])− 1
2
I =
 −12 +∑Lk=2 |ck|2 0
0 |c1|2 − 12
 .
Note that we can assume that |c1|2 ≥
∑L
k=2 |ck|2. This means that for all i ∈ {1, . . . , L} we
have
(
ρl([φ])− 12I
)
11
≤ 0 as required. It is also easy to see that condition (9) is equivalent to
L∑
k=2
|ck|2 =
L∑
k=2
|ck|2,
and is satisfied.
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By proposition 6, states mapped by Ψ onto α’s satisfying (9) belong to K-orbits through φ ∈
H−L+2. On the other hand states φ ∈ H−L+2 are KC-equivalent to L-qubit W state, where
KC = SL(2,C)×L is complexification of K = SU(2)×L and
[W ] = |01 . . . 1〉+ |101 . . . 1〉+ . . .+ |1 . . . 10〉.
This can be easily seen by changing |0〉 ↔ |1〉 on the first qubit of (13). It was shown in ref.17 that
the variety KC.[W ] is spherical, i.e. reduced spaces stemming from the restriction Ψ|
KC.[W ] are
zero-dimensional. Therefore:
Theorem 7. Let α ∈ Ψ(P(H)) be such that at least one of the inequalities (1
2
− λl
) ≤∑j 6=l (12 − λj)
is equality. Then dimMα = 0.
V. CALCULATION OF dimMα FOR CASE 3
As we showed in section III, for points α in the interior of Ψ(P(H)) the dimension of the
reduced space is
dimMαgen = 2
L+1 − 4L− 2.
In the following we show that for α = (α1, . . . , αL) ∈ Ψ(P(H)) with matrices α1 = . . . = αk = 0
dimMα =
(
2L+1 − 4L− 2)− 2k = dimMαgen − 2k. (14)
This means that the dimension dimMα drops by 2 every time one of the reduced density matrices
becomes maximally mixed. The argument for this is based on the existence of stable states which
we discuss first.
A. Stable states
In the following we assume that K˜ is any compact semisimple group acting in the symplectic
way on the complex projective space P(H), where H can be, for example, the Hilbert space of L
qubits. We will denote by µ˜ the corresponding momentum map and assume that µ˜−1(0) 6= ∅. Let
G˜ = K˜C be the complexification of K˜. Following ref.5 we denote
X(µ˜) = {[φ] ∈ P(H) : G˜.[φ] ∩ µ˜−1(0) 6= ∅}.
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It is known that the setX(µ˜) is an open dense subset of P(H). Moreover the setG.µ˜−1(0) ⊂ X(µ˜)
is also an open dense subset of P(H) (see ref.14). We will use the following terminology, typical
for geometric invariant theory:
1. [φ] is unstable iff [φ] /∈ X(µ˜),
2. [φ] is semistable iff [φ] ∈ X(µ˜).
Among semistable states we distinguish the class of stable states. By definition, a semistable state
[φ] is stable if and only if µ˜([φ]) = 0 and dimK˜.[φ] = dimK˜. Note that since for [φ] ∈ µ˜−1(0)
one has dimK˜C.[φ] = 2dimK˜.[φ] (see ref.8), the condition dimK˜.[φ] = dimK˜ can be phrased as
dimG˜.[φ] = dimG˜. Remarkably, the existence of a stable state implies that almost all semistable
states are stable, in particular almost all states in µ˜−1(0) are stable5. Note that since G˜.µ˜−1(0) is
open and dense in P(H) and a generic G˜-orbit in G˜.µ˜−1(0) has dimension dimG˜ we get
dimP(H) = dimG˜.µ˜−1(0) = dimG˜+ dim
(
G˜.µ˜−1(0)
)
/G˜. (15)
One of the central results in the geometric invariant theory reads8
(
G˜.µ˜−1(0)
)
/G˜ = µ˜−1(0)/K˜. (16)
Hence, under the assumption of stable states existence and using (15) and (16) we get
µ˜−1(0)/K˜ = dimP(H)− 2dimK˜. (17)
As we will see formula (17) plays a major role in showing (14).
B. The strategy for showing (14)
Let K = K1 × K2, where K1 = SU(2)×k and K2 = SU(2)×(L−k). We first consider the
natural action of K1 on the first k qubits in P(H), whereH = (C2)⊗L. The momentum map µ1 for
this action gives the first k reduced density matrices. Therefore, µ−11 (0) consists of all states with
the first k reduced density matrices maximally mixed, but no assumption is made on the spectra
of the remaining (L − k) matrices. In the following we assume that there exists a stable state for
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K1-action on P(H) (see lemma 8 for proof). Under this assumption and using formula (17) the
dimension of dimµ−11 (0)/K1 is
dimµ−11 (0)/K1 = dimP(H)− 2dimK1 = 2L+1 − 6k − 2.
Recall that µ−11 (0)/K1 is a stratified symplectic space and we consider the highest dimensional
stratum which is a symplectic manifold. Removing K1 freedom does not affect K2 action, i.e. the
actions of K1 and K2 commute. Therefore, we can consider action of K2 on the highest dimen-
sional stratum of µ−11 (0)/K1. The momentum map µ2 for K2 action on µ
−1
1 (0)/K1 gives the re-
maining L−k reduced density matrices. Moreover, using inequalities (6) with λ1 = . . . = λk = 0
it is straightforward to see that the image of the corresponding map Ψ2 is L− k dimensional poly-
tope. Using fact 1 and formula (8), for a point inside of this polytope, e.g. when λk+1, . . . , λL 6= 0,
the dimension of Ψ2-fiber is
((
dimµ−11 (0)/K1
)− (L− k))− dimK2 = ((2L+1 − 6k − 2)− (L− k))− 3(L− k)
= 2L+1 − 4L− 2k − 2.
But the Ψ2-fiber is exactly the reduced space we look for, i.e. the one which corresponds to
λ1 = . . . = λk = 0 and λk+1, . . . , λL 6= 0. Therefore, as promised
dimMα = dimMαgen − 2k = 2L+1 − 4L− 2k − 2.
In order to complete the above reasoning we now show that an appropriate stable state indeed
exists.
Lemma 8. Let K1 = SU(2)×k, k ≤ L. If L ≥ 5 then the L-qubit state
[φ] = (|0 . . . 0〉+ |1 . . . 1〉) + (|110 . . . 0〉+ |001 . . . 1〉) + (|1010 . . . 0〉+ |0101 . . . 1〉) +
+ . . .+ (|10 . . . 01〉+ |01 . . . 10〉) ,
is K1-stable. For L = 4
[φ] = α (|0000〉+ |1111〉) + (|1100〉+ |0011〉) + (|1010〉+ |0101〉) +
+ (|1001〉+ |0110〉) , α ∈ R \ {1,−3},
is K1-stable.
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Proof. We need to show that the first k reduced density matrices of [φ] are maximally mixed and
that dimK1.[φ] = dimK1. Note first that if the state [φ] is stable with respect to K = SU(2)×L
action it is also stable with respect toK1 ⊂ K action. Therefore, we will show that [φ] isK-stable.
The state [φ] consists of L ≥ 5 pairs of separable states. In each pair the second vector is the
first vector with the swap |0〉 ↔ |1〉 performed on every qubit. The first pair is GHZ state. In the
remaining pairs the first vector is such that the first and one additional qubits are in the excited
state |1〉 while the remaining L−2 qubits are in the ground state |0〉. The construction ensures that
µ([φ]) = 0. What is left is to calculate the dimension dimG.[φ], where G = KC = SL(2,C)×L.
This is equivalent to calculating the dimension of the tangent space T[φ]G.[φ] which is generated
by the action of Lie algebra g = sl(2,C)×L on [φ]. More precisely let
E12 =
 0 1
0 0
 , E21 =
 0 0
1 0
 , H =
 1 0
0 −1
 ,
be the basis of sl(2,C). Let
E
(l)
12 = I⊗ I⊗ . . .⊗ E12 ⊗ I⊗ . . .⊗ I,
E
(l)
21 = I⊗ I⊗ . . .⊗ E12 ⊗ I⊗ . . .⊗ I,
H(l) = I⊗ I⊗ . . .⊗H ⊗ I⊗ . . .⊗ I.
Our goal is to show that vectors {E(l)12φ,E(l)21φ,H(l)φ}Ll=1 are linearly independent and orthogonal
to φ. Denote by |00...0〉 ⊗ |1〉l a separable state whose l-th qubit is in the excited state |1〉 and
remaining qubits are in the ground state |0〉 (e.g. a 5 - qubit state |00 . . . 0〉 ⊗ |1〉2 = |01000〉 and
a 6 - qubit state |00 . . . 0〉 ⊗ |1〉1 ⊗ |1〉4 ⊗ |1〉6 = |100101〉). It is straightforward to verify that
E
(1)
21 φ = |00 . . . 0〉 ⊗ |1〉1 +
L∑
l′=2
|11 . . . 1〉 ⊗ |0〉l′ ,
E
(l)
21φ = |00 . . . 0〉 ⊗ |1〉l + |11 . . . 1〉 ⊗ |0〉1 +
∑
l′ 6=l
|00 . . . 0〉 ⊗ |1〉1 ⊗ |1〉l ⊗ |1〉l′ , l ≥ 2.
Moreover, the action of E12 gives vectors that can be obtained from the above set of vectors by
preforming the swap operation on every qubit. The vectors obtained by the action of E21 are
linearly independent, because each vector from this group contains a unique separable state of the
form |00...0〉 ⊗ |1〉l (an analogous argument can be applied to the set of vectors obtained by the
action of E12). We next examine the linear independence of vectors from groups E
(l)
12 and E
(l)
21 .
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First, note that E(l)12φ, l ≥ 2 are linearly independent from all vectors E(l)21φ, because they consist
of separable states of the form |11 . . . 1〉⊗ |0〉1⊗|0〉l⊗|0〉l′ that do not appear in the vectors E(l)21φ
(it is not true in the 4 - qubit case, but we will return to this problem later). The last thing to show
is the linear independence of the vector E(1)12 φ = |11 . . . 1〉 ⊗ |0〉1 +
∑L
l′=2 |00 . . . 0〉 ⊗ |1〉l′ from
the vectors E(l)21φ, l ≥ 2. Note that this vector is orthogonal to E(1)21 φ. Assume that E(1)12 φ can be
expressed as the linear combination of the remaining vectors
E
(1)
12 φ =
L∑
l=2
λlE
(l)
21φ. (18)
We will show that this leads to a contradiction. To this end, let us calculate the sum
L∑
l=2
E
(l)
21φ =
L∑
l=2
|00 . . . 0〉 ⊗ |1〉l + (L− 1)|11 . . . 1〉 ⊗ |0〉1 +
∑
l
∑
l′ 6=l
|00 . . . 0〉 ⊗ |1〉1 ⊗ |1〉l ⊗ |1〉l′ =
= E
(1)
12 φ+ (L− 2)|11 . . . 1〉 ⊗ |0〉1 +
∑
l
∑
l′ 6=l
|00 . . . 0〉 ⊗ |1〉1 ⊗ |1〉l ⊗ |1〉l′ .
Using (18) we get
L∑
l=2
(1− λl)E(l)21φ = (L− 2)|11 . . . 1〉 ⊗ |0〉1 +
∑
l
∑
l′ 6=l
|00 . . . 0〉 ⊗ |1〉1 ⊗ |1〉l ⊗ |1〉l′ (19)
On the other hand,
L∑
l=2
(1− λl)E(l)21φ =
L∑
l=2
(1− λl)|00 . . . 0〉 ⊗ |1〉l +
L∑
l=2
(1− λl)|11 . . . 1〉 ⊗ |0〉1+
+
∑
l
(1− λl)
∑
l′ 6=l
|00 . . . 0〉 ⊗ |1〉1 ⊗ |1〉l ⊗ |1〉l′ . (20)
Thus, comparing the coefficients by |11 . . . 1〉 ⊗ |0〉1 and |00 . . . 0〉 ⊗ |1〉l in equations (19) and
(20), we get
L∑
l=2
(1− λl) = L− 2, ∀l 1− λl = 0 (21)
This is a contradiction, because the first equation (21) is equivalent to
∑L
l=2 λl = 1, which cannot
be satistied by λl = 1 for all l (which is implied by the second equation (21)). Clearly for any
l ∈ {1, . . . , L} we also have 〈E(l)12 |φ〉 = 0 = 〈E(l)21φ|φ〉. We are left with vectors H(l)φ. It
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is straightforward to see that 〈H(l)φ|φ〉 = 〈H(l)φ|E(l)21φ〉 = 〈H(l)φ|E(l)12φ〉 = 0. The matrix of
coefficients for {H(l)φ} is given by
C ′ =

1 1 . . . . 1
1 1 −1 . . . −1
1 −1 1 −1 ... −1
1 −1 −1 1 −1 ... −1
. . .
. . .
1 −1 −1 . . −1 1

in the basis {(|00...0〉−|11...1〉), (−|110...0〉+|001...1〉), (−|1010...0〉+|0101...1〉), . . . , (−|10...01〉+
|01...10〉)}. By direct calculation one checks that detC ′ 6= 0. Therefore the dimension of G.[φ]
is equal to the dimension of G, which is 6L and φ is K-stable. In the case of 4 qubits we need to
consider a slightly different state
[φ] = α (|0000〉+ |1111〉) + (|1100〉+ |0011〉) + (|1010〉+ |0101〉) +
+ (|1001〉+ |0110〉) , α ∈ R \ {1,−3}.
It can be shown by similar calculation that this state is K - stable.
VI. SUMMARY
Given spectra of one-qubit reduced density matrices, we found the formula for the minimal
number of polynomials needed to decide LU equivalence of L-qubit pure states. As we showed
this number is the same for spectra belonging to the interior of the polytope Ψ(P(H)). This is
not the case on the boundary where the behaviour of dimMα is not uniform. In particular, for a
large part of the boundary of Ψ(P(H)) we have dimMαb = 0. We also observed that for αb ∈
Ψ(P(H)) corresponding to the {ρl([φ])}Ll=1 such that k matrices are maximally mixed dimMαb =
dimMαgen − 2k.
The methods used in this paper can be in principle applied to L-particle systems with an ar-
bitrary finite-dimensional one-particle Hilbert spaces. The argument for points in the interior of
Ψ(P(H)) can be used mutatis mutandis in this case. We note, however, that inequalities describing
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the polytope Ψ(P(H)) are much more complicated when H 6= (C2)⊗L (see ref.9) and therefore
the problem for boundary points is of higher computational complexity. Nevertheless, one should
expect that, similarly to the qubit case, there is a large part of the boundary characterized by
dimMα = 0.
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Appendix: Vertices of the polytope Ψ(P(H)) for L qubits
In order to find vertices of the polytope Ψ(P(H)), it is more convenient to view the inequalities
describing the polytope in terms of the minimal eigenvalues of the reduced one-qubit density
matrices (remembering that the shifted spectra are given by λi = 12 − pi). As proven in6 these
inequalities read:
pi ≤
∑
j 6=i
pj , i = 1, . . . , L , (A.1a)
pi ≥ 0 , i = 1, . . . , L , (A.1b)
pi ≤ 1
2
, i = 1, . . . , L , (A.1c)
where each pi denotes the minimum eigenvalue of the reduced one-qubit density matrix describing
i-th qubit, ρi. The general algorithm of finding the vertices of the polytope given by a set of
inequalities is to choose the set of L of the inequalities, write them as a set of equations and check
whether there exists a unique solution3. If obtained solution satisfies the remaining 2L inequalities
then it defines a vertex of Ψ(P(H)). The following fact describes the structure of vertices of
Ψ(P(H))
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Proposition 9. Vertices of the polytope Ψ(P(H)) in the case of L qubits are given by equations
pi = 0 or pi =
1
2
, i = 1, . . . , L (A.2)
such that the number of indecies i for which pi = 12 belongs to {0, 2, 3, ..., L}, that is, |{i : pi =
1
2
}| ∈ {0, 2, 3, ..., L}.
Proof. First note that each vertex of this form can be obtained by picking |{i : pi = 12}| equations
from (A.1c) and L − |{i : pi = 12}| linearly independent equations from (A.1b). One easily
checks that in each case 2L remaining inequalities are trivially satisfied. Thus, points described by
conditions (A.2) are indeed vertices of Ψ(P(H)). A single exceptional case occurs when |{i : pi =
1
2
}| = 1, e.g. p1 = 12 . Then by (A.1a) we get p1 = 12 ≤ 0, which is a contradiction. We will now
show that these are all solutions. We achieve our goal by considering all remaining possibilities of
choosing L out of 3L inequalities. Before we proceed let us introduce some useful notation. Any
choice of L out of 3L inequalities (and turning them into equalities) is uniquely given when the
following three auxiliary sets are specified:
I1 = {i : ith inequality of the form (A.1a) was chosen},
I2 = {i : ith inequality of the form (A.1b) was chosen},
I3 = {i : ith inequality of the form (A.1c) was chosen}.
We have |I1| + |I2| + |I3| = L, where |I| denotes the number of elements of the finite set I . We
have already covered cases when I1 = ∅. What remains to be checked are three possibilities:
I2 = ∅ or I3 = ∅ and the case when each Ii is non-empty. Firstly, let us consider the case when
I3 = ∅. If additionally I2 = ∅, one can check by direct calculations that the set of L equations
from I1 gives pi = 0 for all i. Next, if the set I2 is non-empty, i.e. we choose some number of
pi’s equal to zero and combine these conditions with the equations from I1, our problem either
reduces to a problem analogous to the previous case with I2 = ∅, or there exists such i ∈ I1 that
reads pi =
∑
j 6=i pj with pi = 0. Because all pi’s are positive or equal to zero, we obtain in both
cases that pj = 0 for all j. One of the last things to check is the case when the only empty set is
I2, i.e. I2 = ∅, I3 6= ∅ and I1 6= ∅. If, in addition |I3| = k > 1, there exists such i ∈ I1 that reads
pi =
∑
j 6=i pj =
∑
j /∈I3 pj +
k
2
. This implies that pi > 12 , which is a contradiction. Now, if |I3| = 1
from the same equation we get that for all j /∈ I3 pj = 0 and pi = 12 . This is a contradiction,
because we assumed that |I3| = 1. This argument remains also true in the case when all sets are
non-empty.
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By the above fact, the number of the vertices of the polytope Ψ(P(H)) for L qubits is the
number of ways to place k out of L pi’s equal to 12 and the remaining pis equal to zero on L places:
V =
(
L
0
)
+
(
L
2
)
+ ...+
(
L
L
)
=
N∑
k=0
(
L
k
)
−
(
L
1
)
= 2L − L.
Moreover, to find the L − 1 dimensional faces of the polytope, one has to change one of the
inequalities (A.1a), (A.1b), (A.1c) into equality and find vertices that satisfy this condition (the
minimal number of vertices sufficient to span such face is L). In this way, for L ≥ 4 qubits, one
obtains that there are 3L such faces.
1. The 4 qubits example
The four-qubit polytope is a 4-dimensional convex polytope spanned by 12 vertices (in terms
of λ’s):
|{i : pi = 12}| Vertices in terms of λi = 12 − pi
0 vSEP = {diag(−12 , 12), diag(−12 , 12), diag(−12 , 12), diag(−12 , 12)}
2
vB1 = {diag(0, 0), diag(0, 0), diag(−12 , 12), diag(−12 , 12)}
vB2 = {diag(0, 0), diag(−12 , 12), diag(0, 0), diag(−12 , 12)}
vB3 = {diag(0, 0), diag(−12 , 12), diag(−12 , 12), diag(0, 0)}
vB4 = {diag(−12 , 12), diag(0, 0), diag(0, 0), diag(−12 , 12)}
vB5 = {diag(−12 , 12), diag(0, 0), diag(−12 , 12), diag(0, 0)}
vB6 = {diag(−12 , 12), diag(−12 , 12), diag(0, 0), diag(0, 0)}
3
v4 = {diag(0, 0), diag(0, 0), diag(0, 0), diag(−12 , 12)}
v3 = {diag(0, 0), diag(0, 0), diag(−12 , 12), diag(0, 0)}
v2 = {diag(0, 0), diag(−12 , 12), diag(0, 0), diag(0, 0)}
v1 = {diag(−12 , 12), diag(0, 0), diag(0, 0), diag(0, 0)}
4 vGHZ = {diag(0, 0), diag(0, 0), diag(0, 0), diag(0, 0)}
TABLE I. The vertices of the four-qubit polytope Ψ(P(H)).
The 3-dimensional faces can be divided into three groups obtained by: (1) changing one in-
equality from (A.1a) into equality: the face is spanned by vSEP and three vBj vertices, (2) choosing
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one λi = 0: the face is spanned by three vBj vertices, three vj vertices and vGHZ, (3) choosing one
λi =
1
2
: the face is spanned by vSEP, three vBj vertices and one vj vertex.
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