Stationary plasmas in Vlasov theory by MONTAGNA, CHIARA PAOLA
UNIVERSITA’ DEGLI STUDI DI PISA
DIPARTIMENTO DI FISICA
CORSO DI DOTTORATO IN FISICA APPLICATA
(XIX CICLO)
STATIONARY PLASMAS IN VLASOV THEORY
Candidata
Dott.ssa Chiara Paola Montagna
Relatore
Prof. Francesco Pegoraro
2
Contents
Introduction 5
1 The equilibrium problem 11
1.1 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 One-dimensional limit . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Distribution functions . . . . . . . . . . . . . . . . . . 12
1.2.2 Charge neutrality . . . . . . . . . . . . . . . . . . . . . 13
1.2.3 Ion distribution function . . . . . . . . . . . . . . . . . 14
1.2.4 Electron distribution function . . . . . . . . . . . . . . 14
1.2.5 Macroscopic quantities . . . . . . . . . . . . . . . . . . 16
1.2.6 Magnetic field . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.7 Ampe`re’s equation . . . . . . . . . . . . . . . . . . . . 18
1.3 Tangential equilibria . . . . . . . . . . . . . . . . . . . . . . . 21
2 Analytical solutions 23
2.1 Quasi-homogeneous solutions . . . . . . . . . . . . . . . . . . 25
2.2 Linear perturbation . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.1 Ampe`re’s equation . . . . . . . . . . . . . . . . . . . . 29
2.2.2 Orderings . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3 Spatial profiles . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Quadratic perturbation . . . . . . . . . . . . . . . . . . . . . . 32
2.3.1 Periodic solution . . . . . . . . . . . . . . . . . . . . . 32
2.3.2 Hyperbolic solution . . . . . . . . . . . . . . . . . . . . 36
2.4 Generic polynomial perturbations . . . . . . . . . . . . . . . . 39
2.5 Spatial gradients . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.6 Double potential well . . . . . . . . . . . . . . . . . . . . . . . 47
2.6.1 Upward well . . . . . . . . . . . . . . . . . . . . . . . . 49
2.6.2 Downward well . . . . . . . . . . . . . . . . . . . . . . 67
3
3 Numerical implementation 75
3.1 Distribution function integration . . . . . . . . . . . . . . . . . 75
3.2 Ampe`re’s equation . . . . . . . . . . . . . . . . . . . . . . . . 76
3.3 Spatial profiles . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4 Code validation . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4.1 Linear perturbation . . . . . . . . . . . . . . . . . . . . 81
3.4.2 Quadratic perturbation . . . . . . . . . . . . . . . . . . 82
3.4.3 Polynomial perturbation . . . . . . . . . . . . . . . . . 85
3.4.4 Double potential well . . . . . . . . . . . . . . . . . . . 86
3.4.5 The Harris pinch . . . . . . . . . . . . . . . . . . . . . 88
4 Numerical solutions 93
4.1 Finite ε solutions . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.1.1 Quadratic h (pz) . . . . . . . . . . . . . . . . . . . . . . 93
4.1.2 Quartic g (pz) . . . . . . . . . . . . . . . . . . . . . . . 102
4.2 New configurations . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2.1 Periodic solutions . . . . . . . . . . . . . . . . . . . . . 105
4.2.2 Harris-like solution . . . . . . . . . . . . . . . . . . . . 118
Conclusions 125
A Jacobian Elliptic Functions 127
B Fortran routines 131
B.1 Integration routine QROMB . . . . . . . . . . . . . . . . . . . 131
B.2 Integrands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
B.3 Differential equation solver . . . . . . . . . . . . . . . . . . . . 138
B.4 Spatial profiles . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4
Introduction
There are two conventional approaches to the description of the dynamics
of a plasma: the macroscopic or fluid description, and the kinetic or statis-
tical description [1]. The macroscopic approach considers thermodynamic
quantities as average properties of the whole system, while the statistical
description takes into account the details of the distribution functions of
the various species in phase space. Vlasov theory is kinetic theory in the
limit of collisionless plasma. Collisionality can be neglected in high temper-
ature laboratory plasmas as well as in dilute astrophysical ones because in
these systems the typical dynamical length scales are much shorter than the
mean free paths of the particles. A distribution function is introduced for
each species in the plasma, that gives the probability to find a particle in
a point in phase space, namely in a certain position with a certain veloc-
ity. The fundamental dynamics of the system is regulated by the Vlasov
equation (collisionless Boltzmann equation) for the evolution of the distribu-
tion functions coupled to Maxwell’s equations for the electromagnetic fields.
This nonlinear system of equations relates self-consistently the fields to their
source terms that are given by the moments of the distribution functions
in velocity space. This description can be good also for other multiparticle
systems, such as galaxies, where the interactions are governed by gravity and
the stars act as population (see [2], [3]), or for any general relativistic system
[4].
In this work stationary solutions of the coupled Vlasov-Maxwell system will
be explored, in order to find interesting equilibrium configurations in plas-
mas. The best known plasma equilibrium configuration is the Harris pinch
[5], which is also the most commonly used as starting point for simulations of
the dynamics of the system, once the equilibrium has been perturbed. This
is a one dimensional configuration, in the sense that every physical quantity
depends on one spatial coordinate only, that describes an isothermal plasma
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confined by a variable magnetic field (see section 3.4.5 for details). Other
classes of equilibria have been explored in [6], [7], [8], [9], [10], [11], [12],
that show more complex current, temperature and/or density spatial pro-
files. These stationary solutions of the Vlasov-Maxwell system are of interest
because both for astrophysical and laboratory plasmas [13] the nonlinear
dynamics and the stability are strongly affected by the initial equilibrium
conditions, in particular by density and temperature gradients as well as by
pressure inhomogeneities and anisotropy of the distribution functions (see for
example [14], [15], [16], [17]).
Within a kinetic description, the equilibrium inside a plasma rests essentially
on the balance between the magnetic and the kinetic pressure. So it is ulti-
mately the pressure tensor that determines the self-consistent magnetic field
for any configuration. The pressure tensor itself has contributions from tem-
perature and particle density, and they can be very different ranging from
isothermal equilibria such as the Harris pinch to homogeneous plasmas with
constant density. In particular, isothermal equilibria with a spatially varying
density are frequently considered because, amongst other reasons, they are
expected to be more resilient to the long term dissipative effects of particle
collisions. In addition, they lead to physical models that are relatively simple
to solve algebraically, although such models are often affected by divergences
(as e.g., in isothermal stellar systems) or by unphysical boundary conditions.
On the other hand plasma equilibria with spatially varying temperature dis-
tributions are of great interest as temperature gradients are known to affect
the dynamics of magnetically confined plasmas, giving rise to new instabil-
ities [18] or modifying important plasma processes such as tearing [19] and
magnetic reconnection in general [20].
For example, concerning astrophysical plasmas, there is strong evidence for
spatially bifurcated current sheets in the Earth’s magnetotail, confirmed by
observation of the European Space Agency mission CLUSTER [21], which
aims at investigating the Earth’s magnetic environment and its interaction
with the solar wind. These plasma configurations have been described [22]
as equilibria that differ from the Harris pinch because the maximum of the
magnetic field variation, corresponding to the maximum current, does not
coincide with the region of lowest magnetic field. The equilibria showing cur-
rent sheets to model the magnetotail can be obtained with the same method
followed in this work, i.e. by means of modifying the distribution functions
of the species present in the plasma from the Harris-like shifted maxwellians.
As described in [23], the stability properties of such magnetic configuration
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are in some cases different from those of a single-peaked current sheet. It
turns out in fact that bifurcated current sheets tend to be more stable to the
tearing instability, while the response to the lower hybrid ion drift instability
is very similar to that of a Harris current sheet. Multi-peaked current pro-
files can be found within our one-dimensional theory, and some of them are
described in sections 4.1.1 and 4.2.1.
Another interesting issue concerning magnetic current sheets in the Earth’s
magnetotail, explored in [24], is that pressure anisotropy, which turns out
to be a fundamental property of the stationary plasmas described in this
work, has a strong effect on the behaviour of the system: two-dimensional
equilibrium current sheets in fact can have peaks or minima in the region of
weak magnetic field depending indeed on the pressure anisotropy value.
For what concerns laboratory plasmas, the main application of a theory of
equilibrium plasmas is in view of the complete understanding of the confine-
ment properties of the various experimental apparates. It is well known since
the first studies on the tearing instability [20] that in collisionless regimes the
rate of magnetic reconnection depends on the ratio of the electron temper-
ature gradient to the density gradient, which determines the rate at which
energy is exchanged between the mode and the resonating electrons. In par-
ticular the electron temperature gradient has a stabilizing effect which has
also been proven experimentally on the Alcator experiment [25]: the ampli-
fication of the m = 2 mode into a disruptive instability could be avoided by
inducing a local rise of the electron temperature.
Theoretical works such as the one presented here can prove very useful in
determiming a basic framework of fundamental confinement profiles which
should exist before instabilities and other such phenomena come into play.
Of course none of the solutions presented here is a real reproduction of what
happens inside a real machine, but the interesting features that appear could
lead the way for more accurate studies and applications to the real world of
laboratory plasmas. It is also worth pointing out that at least some qualita-
tive conclusions on the dynamics of a cylindrical plasma, which is the most
common geometry to be found in laboratory plasmas, could be drawn even
considering a cartesian geometry as is done in this work. The nature of solu-
tions in Z-pinch-like, which are reproduced here, and tokamak-like equilibria
should in fact be very similar, as shown in [6].
As an alternative to Harris-like magnetic configurations, that confine the
plasma by means of a current sheet corresponding to the minimum of the
magnetic field amplitude, two-dimensional equilibrium configurations have
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been proposed [26] that show a magnetic well, instead of a depression. Such
configurations have also been obtained in this thesis, and are described in
sections 2.3.2 and 4.1.1.
It is important to notice that the applications can be diverse, and depending
on the plasma parameters the results can vary a lot. Astrophysical plasmas
and laboratory plasmas are very different for what concerns the order of
magnitude of the various variables taken into account: typically, the density
in astrophysical plasmas ranges from 10 to 104 cm−3, while magnetically
confined plasmas may have densities up to 1016 cm−3; the magnetic field
magnitudes can vary a lot as well, being usually much stronger in laboratory
than in space plasmas; and the temperatures are normally much lower in
astrophysical plasmas, around 103 to 105 K while they can reach 108 K in
fusion experiments. This results fundamentally in a very different range of
characteristic length scales, which are very long for space plasmas, around
hundreds of meters, and very short in laboratory plasmas, of the order of
magnitude of tens of centimeters. The aim of this work is to provide a
general overview on what conditions of pressure, temperature and density
can be found inside a plasma at equilibrium.
Chapter one explains the method adopted to find stationary solutions of the
Vlasov-Maxwell system. A very generic distribution function that satisfies
Jeans’ theorem and is therefore a solution of stationary Vlasov equation
(see [27]) is chosen for the electrons, while the ions are supposed to be at
rest. The current density to be used inside Ampe`re’s equation is evaluated
as the first order moment of the electron distribution function in velocity
space. The self-consistent vector potential and magnetic field are found, and
consequently all the spatial profiles of the physically interesting quantities.
Chapter two is devoted to the study of the limit of small spatial inhomo-
geneities. Analytical solutions are obtained for various choices of the elec-
tronic distribution function. Homogeneous configurations can be found in
this limit; soliton-like solutions are obtained as limiting cases of periodic so-
lutions. Equilibria where the same magnetic field configuration is produced
by different temperature and density profiles are found as well, which prove
very interesting for future studies of stability. In such cases in fact it should
be easier to separate the effects due to each of the two.
In chapter three a numerical approach to the solution of this problem is de-
scribed. Integrals are performed through a standard modified trapezoidal
integration routine, while Ampe`re’s equation is solved using a deferred cor-
rection technique and Newton iteration.
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The solutions obtained numerically are analyzed in chapter four, alongside
with their properties and some considerations. It turns out that it is possible
to create a very wide variety of configurations, from periodic to isothermal.
Difficulties arise when trying to construct homogeneous solutions, which can-
not be obtained as exact solutions of the Vlasov-Maxwell system due to the
structure of the distribution function.
9
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Chapter 1
The equilibrium problem
1.1 Basic equations
The ultimate aim of any study on stationary plasmas would ideally be to
find three dimensional electromagnetic field configurations that solve self-
consistently the full system of the coupled Vlasov and Maxwell equations.
The stationary Vlasov equation governs the behaviour in phase space (x,v)
of the distribution functions fs (x,v) of each species s with charge qs and
mass ms present in the plasma:
v · ∇fs (x,v) + qs
ms
[
E (x) +
v
c
×B (x)
]
∇vfs (x,v) = 0. (1.1)
The first two moments of the distribution functions in velocity space are, for
each species, the particle density ns (x) and the current density js (x):
ns (x) =
∫ +∞
−∞
fs (x,v) d
3v, (1.2)
js (x) = qs
∫ +∞
−∞
vfs (x,v) d
3v. (1.3)
These quantities provide the source terms for stationary Maxwell’s equations,
that describe the spatial behaviour of electric and magnetic fields E (x) and
B (x):
∇ · E (x) =∑
s
qsns (x) ∇× E (x) = 0
∇ ·B (x) = 0 ∇×B (x) = 4pi
c
∑
s
js (x) .
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1.2 One-dimensional limit
The full three dimensional system proves very hard to solve even with the
most powerful numerical techniques. Two dimensional solutions can be found
in particular geometries [28] or under strict assumptions regarding the dis-
tribution functions [29]. Therefore the study presented here is devoted only
to the so called one-dimensional configurations: all the physical quantities,
while having three spatial dimensions, vary only along one direction, which
is chosen to be the x one.
Boundary conditions will be imposed in order to obtain solutions that have
significant physical meaning. In most cases it is assumed that the plasma is
limited in space, by some physical means that is not our scope to investigate.
Therefore boundary conditions for the system of equations that define the
equilibria will be given as fixed values for the fields at some point in space,
which represent the edge of the system we want to investigate.
1.2.1 Distribution functions
The distribution functions for electrons and ions are constructed following
Jeans’ theorem [27]: any distribution function that depends only on sin-
gle particle constants of motion and satisfies the appropriate positivity and
integrability constraints solves the stationary Vlasov equation (1.1). In a
one-dimensional configuration, the plasma particle constants of motion are
given by the total energy E and the canonical momenta along the directions
of invariance py and pz:
E =
1
2
mv2 + qΦ,
py = mvy +
q
c
Ay,
pz = mvz +
q
c
Az.
Here m and q are respectively mass and charge of the particle, Φ is the scalar
potential and A is the vector potential.
A general expression for the distribution functions is obtained by introducing
two arbitrary functions of pz, g and h. Spatial inhomogeneities are allowed for
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both pressure and density, independently from one another. The distribution
functions are modified maxwellians times a common density distribution:
fs (Es, pzs) =
ns
pi3/2 v3ths
g2 (pzs) exp
[
−h2 (pzs) 2Es
v2thsms
]
. (1.4)
For each species ns is a reference density and vths =
√
2Ts/ms a reference
thermal velocity with its corresponding temperature Ts.
The distribution functions are expressed as functions of the energy and the
canonical momentum along z only in order to obtain a current density with a
single nonzero component. Configurations with a single nonzero component
of the current density can be a good approximation of common tokamak
equilibria. One of the most important magnetic configurations that can be
found in those machines, in fact, consists of a strong guide field superimposed
on the much smaller self-consistent component. The strong guide field is
along the toroidal direction, that corresponds in our system of cartesian
coordinates to the z axis. Any self-consistent field in that direction would be
generated by a current along y, but it would be negligible when confronted to
the guide field [6].Thus it is assumed here that the self-consistent magnetic
field has no z component, and consequently we do not allow for any current
in the y direction. Of course, equilibrium configurations can indeed exist
that have currents in two directions and consequently two-dimensional self-
consistent magnetic fields; but they will not be dealt with in this work.
1.2.2 Charge neutrality
In order to avoid the nonlinear coupling of Poisson’s equation for the scalar
potential Φ and Ampe`re’s equation for the vector potential A, only charge
neutral configurations are considered in this work. This allows us to set
the electrostatic field to zero, as well as the scalar potential Φ. With this
choice the whole Maxwell system reduces to Ampe`re’s equation, which in one
dimension is an ordinary differential equation of the second order:
d2A
dx2
= −4pi
c
∑
s
js (x) . (1.5)
Moreover, the energy of the particles reduces to the kinetic energy thanks to
the assumption Φ = 0:
E =
1
2
mv2.
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1.2.3 Ion distribution function
From a technical point of view it turns out that imposing the neutrality con-
dition is algebraically more involved if non-isothermal configurations are to
be explored, unless, for the sake of simplicity, we assume a cold ion distribu-
tion. If ions are at rest, their position is a constant of motion and their kinetic
energy is null. Therefore their distribution function is obtained substituting
Ei = 0 in (1.4):
fi (Ei, pzi) =
ni
pi3/2v3thi
g2 (pzi) .
As the density distribution is the same for ions and electrons, the ionic dis-
tribution function can be written as
fi (x,v) = ne (x) δ
3 (v) .
This distribution assures neutrality everywhere in the plasma and no net ion
current:
ni (x) =
∫ +∞
−∞
d3vfi (x,v) =
∫ +∞
−∞
d3vne (x) δ
3 (v) = ne (x) ,
ji (x) = qi
∫ +∞
−∞
d3vvfi (x,v) = qi
∫ +∞
−∞
d3vvne (x) δ
3 (v) = 0.
1.2.4 Electron distribution function
As ions are at rest, the current density that appears into Ampe`re’s equation
(1.5) comes only from electrons. Their distribution functions reads, from
(1.4) and dropping the subscripts,
fe (E, pz) =
n0
pi3/2 v3the
g2 (pz) exp
[
−h2 (pz) 2E
v2theme
]
. (1.6)
The reference density will be called n0 and the reference temperature T0 from
now on; moreover, normalized variables will be used in the following, defined
by
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vˆ =
v
vthe
,
Aˆz =
e
mecvthe
Az.
For the canonical momentum the dimensionless variable reads pˆz = vˆz−Aˆz =
pz/ (mevthe).
The distribution function (1.6) is by construction always positive, thus it
makes physical sense and gives a positive particle density. The arbitrary
functions g (pz) and h (pz) have to be chosen as to avoid divergences at large
velocities: the gaussian term must be dominant there. A reduced form of the
distribution can be introduced by integrating over the gaussian variables vx
and vy, and only the vz dependence is retained:
Fe (vz, Az) =
∫ +∞
−∞
dvxdvyfe (E, pz) = (1.7)
=
n0
pi3/2 v3the
∫ +∞
−∞
dvxdvyg
2 (pz) e
−h2(pz)vˆ2 =
=
n0
pi1/2vthe
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z .
Such a generic form for the electronic distribution function allows for many
different configurations of the system in phase space. The distribution is
gaussian at large velocities, thus avoiding any divergence problem, but in its
bulk it can present interesting features.
For example some of the distribution functions that will be described later
on turn out to have more than one peak in velocity space, and in general
this carachteristic is allowed by the assumptions made so far. Whenever this
happens, the system is developing a strange way to carry the plasma current,
namely it is using more than one single beam to do it. The system may be
two-stream unstable due to multiple beams; the possibility of a rise of such
an instability can be checked by evaluating the partial derivative of Fe with
respect to vz. Partial derivation yields
∂Fe
∂vz
=
n0√
pivthe
e−h
2vˆ2z
(
2gg′
h2
− 2g
2hh′
h4
− 2g
2hh′vˆ2z
h2
− 2g2 vˆz
vthe
)
.
15
The distribution function is single peaked if this expression has only one
zero: for each different choice of g and h it is possible to check if fe (E, pz) is
two-stream unstable or not.
The system can be two-stream unstable also if the electron velocity distri-
butionis single peaked, due to the presence of the background neutralizing
ions; but in that case, this instability, that is sometimes also called Buneman
instability, would be intrinsic in the presence of a plasma current, and not
due to a relatively strange way to achieve it, by means of a double beam.
1.2.5 Macroscopic quantities
The system as a whole is characterized by the macroscopic quantities that
are physically interesting. To our purpose the most important ones are par-
ticle and current densities, temperature and the components of the pressure
tensor. These are in fact involved in maintaining the equilibrium as well as in
determining its stability. All of them are obtained from the moments of the
electronic distribution function with respect to v. The integral of fe (x,v) in
velocity space gives the particle density as a function of the vector potential,
see (1.2):
ne (Az) =
∫ +∞
−∞
dvzFe (vz, Az) =
n0√
pi
∫ +∞
−∞
dvˆz
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z . (1.8)
The current density is the first order moment of the distribution function,
see equation (1.3). Since fe (x,v) is even in the gaussian variables vx and
vy, the only nonzero component of the current density is the z one, which is
given by
jez (Az) = −e
∫ +∞
−∞
dvzvzFe (vz, Az) = (1.9)
= −en0vthe√
pi
∫ +∞
−∞
dvˆzvˆz
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z .
The second order moments give the components of the pressure tensor Πij:
Πij (Az) = me
∫ +∞
−∞
d3v (v − Ve)i (v − Ve)j fe (E, pz) .
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Here Ve is the flow velocity, defined by
Ve =
∫+∞
−∞ d
3vfe (v)v
ne
= − je
ene
.
Obviously the only nonzero component of the flow velocity is the z one, as is
for the current density je. For what concerns the pressure tensor, from the
symmetry in the variables vx and vy of the distribution function it follows
that off-diagonal terms are zero. The pressure tensor is therefore diagonal,
but not isotropic. The asymmetry inside the distribution function between
vz and the other two velocity coordinates reflects in an intrinsic anisotropy
of the system: the three diagonal terms of Π are in fact given by
Πxx (Az) = Πyy (Az) = me
∫ +∞
−∞
v3thedvz
Fe (vz, Az)
h2 (pz)
=
=
n0T0√
pi
∫ +∞
−∞
dvˆz
g2 (pz)
h4 (pz)
e−h
2(pz)vˆ2z , (1.10)
Πzz (Az) = me
∫ +∞
−∞
dvz (vz − Vez)2 Fe (vz, Az) =
=
2n0T0√
pi
∫ +∞
−∞
dvˆz
(
vˆz − Vez
v2the
)2
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z .
These cannot be equal unless h2 = 2 (vz − Az)2, but this would lead to an
unphysical configuration: anisotropy cannot be avoided with our choice of
distribution functions. The level of anisotropy of the system can be evaluated
by confronting the two different values of the diagonal terms of the pressure
tensor. The difference is between the component which is parallel to the
current density and the two perpendicular ones: therefore the notations Π‖
and Π⊥ will be used to denote the different components of the pressure tensor
from now on.
The temperature is evaluated making use of the equation of state for ideal
gases. Similarly to the pressure tensor, a perpendicular and a parallel (to
the current density) effective temperature will be defined, so that
T‖ =
Π‖
ne
, (1.11)
T⊥ =
Π⊥
ne
.
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This notation is widely used in literature as to indicate that the effective
temperature acting along one or the other direction can be different.
All of the quantities defined so far can be made dimensionless on their refer-
ence values: respectively, the particle density on n0, the current density on
en0vthe, the components of the pressure tensor on n0T0 and the temperature
on T0. Dimensionless quantities will be denoted by hats.
1.2.6 Magnetic field
Configurations that have no electrostatic field, like the ones considered in this
work, are said to be purely magnetic, in the sense that it is only the magnetic
field profileB (x) that characterizes the equilibrium. It has been shown in the
previous section that the current density has a single nonzero component in
the framework we are considering. It descends then from Maxwell’s equations
that the magnetic field itself has only one spatially varying component, which
is given by the solution of the ordinary differential equation
4pi
c
jez =
dBy
dx
. (1.12)
A constant component can be added at will along the direction of the current
density, therefore the general expression for the magnetic field reads
B (x) = Bzez +By (x) ey.
1.2.7 Ampe`re’s equation
All the assumptions made so far end up in reducing our problem to the
solution of Ampe`re’s equation (1.12). Introducing the vector potential A (x)
defined by B = ∇×A, that in our case reduces to
By = −dAz
dx
,
Ampe`re’s equation reads
d2Az
dx2
= −4pi
c
jez (Az) . (1.13)
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This is a second order ordinary differential equation that gives as result the
vector potential as a function of the spatial coordinate corresponding to the
self-consistent equilibrium magnetic field.
Dimensionless variables are introduced normalizing lengths on the electron
skin depth λe = c/ωpe and the current density on n0evthe; the magnetic field
normalization comes consequently:
xˆ =
x
λe
,
jˆez =
jez
n0evthe
,
Bˆy =
e
mecvtheλe
By =
2e2
√
pin0
m
3/2
e c2vthe
By.
Ampe`re’s equation becomes (derivatives are intended in respect to the di-
mensionless variable xˆ)
Aˆ′′z = −jˆez
(
Aˆz
)
. (1.14)
This equation has the structure of a one-dimensional dynamic problem for a
particle whose motion is described by Aˆz (xˆ). The position is represented by
the vector potential and the time by the spatial coordinate; the force term
is given by the negative of the current density. The effective potential inside
which the ’particle’ moves is given by the integral of the current density:
V
(
Aˆz
)
=
∫ Aˆz
0
dxjˆez (x) . (1.15)
Integration of the whole equation of motion gives the energy equation
1
2
Aˆ′z
2 + V
(
Aˆz
)
= C. (1.16)
C is an integration constant that represents the total energy of the particle.
This equation can be integrated easily by quadrature, in fact
dxˆ =
dAˆz√
2
[
C − V
(
Aˆz
)] .
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Ampe`re’s equation 1.14 is equivalent to the Hamiltonian system

q′ =
∂H
∂p
p′ = −∂H
∂q
,
where the coordinate is the z component of the vector potential: q = Aˆz,
and the corresponding momentum p is its derivative; the Hamiltonian of the
system reads
H (q, p) =
p′ 2
2
+ V (q) .
This is indeed the Hamiltonian of a particle travelling in the one dimensional
potential V (q), if the coordinates in phase space are the position q and the
canonical momentum p. In our case, phase space includes the coordinates
Aˆz and Aˆ
′
z ∼ −By.
Given the effective potential V
(
Aˆz
)
, the isocontours H
(
Aˆz, Aˆ
′
z
)
= C can
provide a qualitative description of the general features and behaviour of
the solutions, giving important hints. In the following chapters, different
solutions will be provided that correspond to different shapes of the potential
barrier V (Az), and this heuristic argument will be used as a first attempt
to the understanding of their properties. Moreover, by choosing carefully
the form of the potential well it is possible to produce solutions with the
desired behaviour, for example periodical, or asymptotycally constant, as it
has actually been done for some of the solutions described in the following.
It is also worth to notice that the effective potential V (Az) has a nontrivial
physical meaning. In a time independent configuration the electron fluid
momentum balance equation takes the form
1
c
J×B = ∇ ·Π.
Integration of this equation in the one dimensional case gives
d
dx
(
1
2
A′z
2 +Πxx
)
= 0.
Comparing with (1.16) we obtain, apart from additive constants,
V (Az) = Πxx (Az) . (1.17)
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The effective potential is indeed the xx component of the pressure tensor,
apart from an additive constant. The whole energy equation (1.16) can
be rewritten in terms of the magnetic field By (x) = −A′z (x) and the xx
component of the pressure tensor Πxx = Π⊥:
d
dx
(
1
2
B2y +Π⊥
)
= 0. (1.18)
The kinetic energy of the particle is the square of the magnetic field, while its
potential energy is the xx component of the pressure tensor. This is useful
when trying to construct equilibria with certain features: by observing the
second order moment of the distribution function we can infer information
on how the magnetic field will behave without having to solve the whole
equation. The conservation equation (1.18) can also be used as a test for
consistency once we have solved Ampe`re’s equation and found the solution
for the magnetic field.
It is also noticeable that the only component of the pressure tensor involved in
maintaining the equilibrium field is the xx one, while this is not the direction
of anisotropy of the distribution function, which is indeed parallel to the
current density along z. This is a good reason to define the temperature of
the system as the only one involved in maintaining the equilibrium, namely
T‖.
1.3 Tangential equilibria
All the equilibria explored in this work share the essential characteristics of
the so-called tangential equilibria, i.e. equilibrium configurations in which
the magnetic field and the bulk plasma velocity are always (by construction in
our case) perpendicular to the direction of their gradients. Especially Harris-
like solutions, that involve a current sheet corresponding to a region where
the magnetic field reverses, have been widely described in the frame of the
magnetohydrodynamic (MHD) theory in terms of tangential discontinuities
[30], [31], [32]: the surface where the magnetic field is null determines a
boundary layer across which density and pressure can be discontinuous. Such
equilibrium configurations are especially important for space physics: the
Earth’s magnetotail can at first approximation be described by a similar
structure. Within any MHD treatment the details of the transition region
cannot be explored if its size is of a few ion gyroradii. The Vlasov-Maxwell
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theory developed here allows to describe the whole x domain handling strong
gradients that develop on the small scale of the electron skin depth with no
need to introduce any spurious discontinuity.
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Chapter 2
Analytical solutions
Analytical solutions for the stationary Vlasov-Maxwell system can be found
if the dependence of the current density on the vector potential is known.
The function jez (Az) is obtained from the integral that defines the current
density (1.9):
jez (Az) = −e
∫ +∞
−∞
dvzvzFe (vz, Az) =
= −en0vthe√
pi
∫ +∞
−∞
dvˆzvˆz
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z .
This integral has in general no analytical expression, except if h (pz) = H is a
constant. In this trivial case the equilibrium is indeed isothermal: the particle
density and the xx component of the pressure tensor read respectively
ne =
n0√
pi
∫ +∞
−∞
dvˆz
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z =
n0√
piH2
∫ +∞
−∞
dvˆzg
2 (pz) e
−H2vˆ2z ,
Π⊥ =
n0T0√
pi
∫ +∞
−∞
dvˆz
g2 (pz)
h4 (pz)
e−h
2(pz)vˆ2z =
n0T0√
piH4
∫ +∞
−∞
dvˆzg
2 (pz) e
−H2vˆ2z .
From these two equations it is straightforward to observe that the tempera-
ture T = Π⊥/ne = T0/H
2 is a constant.
It is thus not possible to find any exact analytical solution that shows nonuni-
form temperature [33]. It can be useful to adopt a perturbative approach at
first, to gain some insight on the problem, while exact numerical solutions
will be explored later.
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The arbitrary function h (pz) is written as a constant H plus a much smaller
term depending on pz:
h (pz) = H
[
1 + εh˜ (pz)
]
. (2.1)
ε is a small positive parameter, such that ε
∣∣∣h˜ (pz)∣∣∣≪ 1 holds everywhere in
space and for all values of vz within the main body of the distribution. For
the sake of simplicity we can set H = 1 without loss of generality. Taylor
expansion in powers of ε gives for the distribution function
fe (E, pz) =
n0
(
√
pivthe)
3 g
2 (pz) e
−h2(pz)
2E
mev
2
the ∼
∼ n0
(
√
pivthe)
3 g
2 (pz) e
− 2E
mev
2
the
[
1− 2h˜ (pz) 2E
mev2the
ε+ h˜2 (pz)
2E
mev2the
(
4E
mev2the
− 1
)
ε2
]
,
and for its reduced form
Fe (vz, Az) =
n0√
pivthe
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z ∼
∼ n0√
pivthe
g2 (pz) e
−vˆ2z
[
1− 2h˜ (pz)
(
1 + vˆ2z
)
ε+ h˜2 (pz)
(
3 + 3vˆ2z + 2vˆ
4
z
)
ε2
]
.
The expressions above show that the Taylor expansions of both forms of the
distributions are not positive definite everywhere in phase space. Their sign
depends both on the variable pz and on the parameter ε. The small parameter
will always be chosen appropriately, but for every configuration there will be
regions in phase space where the Taylor expanded distribution function is
not well defined, namely where the small approximation limit cannot be
trusted anymore. In those regions where the Taylor expanded fe (E, pz) is
not positive definite even particle density, pressure and temperature may
become negative, thus attention must be paid as to keep the parameters
in the range where the theory makes sense. To address more specifically
this issue, we will consider only the bulk in velocity space of the reduced
distribution functions. It is reasonable to define the bulk of the velocity
distribution as the region vz ∈ [−5, 5]; the small parameter ε will always
be chosen as to keep the distribution function positive within this range of
velocities. It is in principle possible to set the distribution functions to zero
whenever they become negative, but this procedure carries along noticeable
algebraic complications. As this chapter is devoted to approximate solutions
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only, and taking also into account that the distribution functions considered
in this work are strongly depressed outside their bulk due to the gaussian
term, such a technique will not be adopted here. Integrals will be performed
on the whole real vz axis for the sake of simplicity, thanks once again to the
depressing gaussian term: contributions from the tails are very small and
thus can be neglected in the framework of an approximate theory.
All the physically interesting quantities are derived from the Taylor expanded
distribution functions. The integrals involved in the resolution of Ampe`re’s
equation (1.14) become easier within a perturbative approach, and are solv-
able in many cases. Some of them will be discussed in order to understand
better the class of equilibria we are dealing with.
2.1 Quasi-homogeneous solutions
Isothermal plasma equilibria with spatially varying density are in general
relatively simple on the algebraic side, thus many of them have been stud-
ied in detail. Among them are for example the well known Harris pinch [5],
which will be dealt with more extensively in section 3.4.5, alongside with the
cylindrical Bennet pinch [34] and the periodic Schmid-Burgk-Fadeev sheet
pinch [35], [36]. Many more isothermal configurations can be found in dif-
ferent geometries and with diverse properties [11], [37]. It would be of great
interest to find also configurations with uniform density in space, mostly in
view of plasma confinement. In fact, the more the plasma approaches homo-
geneity, the less unstable it is. In principle it would be even more appealing
to obtain configurations that show both density and temperature constant in
space; this is impossible to achieve, as the magnetic field must be varying in
space in order to mantain the plasma localized in some definite region. On
the other hand, it is interesting to explore configurations that present homo-
geneity of one of those two variables only, because in those cases it becomes
easier to distinguish the stabilizing or de-stabilizing effects that are due to
the only one parameter that is varying. The plasmas we are dealing with in
this work are strongly idealized; in a real machine, the most important aim is
to obtain variation length scales that are as big as possible, in order to avoid
strong gradients arising in the bulk of the plasma where they can be very
dangerous. Therefore, equilibria with gradient scales that are bigger than
the plasma typical dimensions may be very interesting for laboratory appli-
cation. A possible equilibrium configuration that has this characteristics is
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presented in section 2.2.
In the framework of this thesis, configurations show uniform density if the
electron particle density is constant. From equation (1.8) this quantity is
defined as
ne (Az) =
∫ +∞
−∞
dvzFe (vz, Az) =
n0√
pi
∫ +∞
−∞
dvˆz
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z .
The particle density results independent of Az if the integrand is a function
of the velocity only. This obviously cannot be achieved as the two arbitrary
functions h and g both depend on the canonical momentum pz ∼ vz − Az.
Another way to have a constant density would be to reduce the integral to a
gaussian one, by imposing the condition
g2 (pz)
h2 (pz)
dvˆz = d [h (pz) vˆz] .
This equation has an exact solution only with g2 (pz) = h
3 (pz) = H
3 con-
stant, but in such a case the distribution function would be a plain maxwellian,
not only isothermal but without any spatial dependence at all.
By means of the perturbative approach described above, homogeneity can
be recovered at least at first orders in the small parameter ε. The function
h (pz) is set constant but for a small perturbation as in equation (2.1) and
the relation
g2 (pz) = h
3 (pz) (2.2)
is imposed on g (pz), which is expanded in powers of ε as well. The distribu-
tion function has only one degree of freedom and reads
fe (E, pz) =
n0
pi3/2v3the
h3 (pz) e
−h2(pz)
2E
mev
2
the ,
while its reduced form which will be used in the following is
Fe (vz, Az) =
n0√
pivthe
h (pz) e
−h2(pz) vˆ2z . (2.3)
Note that in this particular case it must hold h (pz) > 0 to assure positivity of
the distribution function. This is not necessary for non-homogeneous config-
urations, but the condition imposed on g (pz) requires this further limitation.
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Taylor expansion to second order in ε gives for the reduced distribution func-
tion
Fe (vz, Az) ∼ (2.4)
∼ n0√
pivthe
e−vˆ
2
z
[
1 + h˜ (pz)
(
1− 2vˆ2z
)
ε+ h˜2 (pz) vˆ
2
z
(
2vˆ2z − 3
)
ε2
]
,
and for the electron density
ne =
∫ +∞
−∞
dvzFe (vz, Az) ∼
∼ n0 + n0√
pi
ε
∫ +∞
−∞
dvˆze
−vˆ2z
(
1− 2vˆ2z
)
h˜ (pz) + (2.5)
+
n0√
pi
ε2
∫ +∞
−∞
dvˆze
−vˆ2z
(
2vˆ2z − 3
)
vˆ2z h˜
2 (pz) .
It is well known that the Gaussian integration of 1− 2v2z is zero:
∫ +∞
−∞
dvze
−v2z
(
1− 2v2z
)
= 0.
It is thus straightforward to notice that homogeneity can be obtained at first
order in the small parameter ε if we have a function h˜ (pz) such that its terms
containing Az are either odd in or independent of vz. This is true for example
for polynomials of degree one or two, h˜ = piz with i = 1, 2. As first examples
these two homogeneous configurations will be analyzed.
2.2 Linear perturbation
The simplest homogeneous configuration is presented here. The arbitrary
function h (pz) is set to be a constant plus a linear perturbative term:
h (pz) = 1− εpˆz = 1 + ε
(
Aˆz − vˆz
)
. (2.6)
Such a definition for h (pz) inevitably brings along some restriction on the
validity of the theory, because this function is not positive for all values of
the canonical momentum. Attention must be paid as to keep the parameter
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ε small enough to let the distribution function be well defined in the regions
of interest in phase space. The distribution function reads
fe
(
v2, pz
)
=
n0
pi3/2v3the
(1− εpˆz)3 e−(1−εpˆz)
2
vˆ
2
.
Its reduced form, up to first order in ε, is obtained substituting for h (pz) in
equation (2.4):
Fe (vz, Az) ∼ n0√
pivthe
e−vˆ
2
z
[
1 + ε
(
1− 2vˆ2z
) (
Aˆz − vˆz
)]
. (2.7)
To let this reduced distribution function be positive definite in its velocity
bulk, namely in the region −5 ≤ vz ≤ 5 as described at the beginning of the
chapter, it is enough to choose ε < 10−3. With such a small ε, the reduced
distribution function is positive up to |Az| ∼ 10, as shown in figure 2.1.
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Figure 2.1: Bulk of the distribution function (2.7) normalized and divided by its
Gaussian term, ε = 10−3.
From equation (2.5) the particle density results ne = n0 + O (ε2), so this
configuration is homogeneous to first order in ε. The current density, given
by the first order moment of the distribution function in vz, is
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jez (Az) ∼ −en0vthe√
pi
∫ +∞
−∞
dvˆzvˆze
−vˆ2z
[
1 + ε
(
1− 2vˆ2z
) (
Aˆz − vˆz
)]
=
= −εen0vthe. (2.8)
The current density is constant as well as the particle density, and its first
nonzero term is of order ε. The difference with respect to the maxwellian
current-free equilibrium is thus small, as expected in a perturbative treat-
ment. Solving Ampe`re’s equation will provide the spatial behaviour of the
system.
2.2.1 Ampe`re’s equation
A constant current density as in (2.8) gives as Ampe`re’s equation the equation
of motion of a particle in a constant force field:
Aˆ′′z = ε.
The driving term is of order ε: the difference from a force-free motion is
small, the vector potential does not have a strong spatial dependence. This
shows clearly that this perturbative approach can provide only a small inho-
mogeneity limit of the theory.
From such an equation the vector potential results parabolic in space. Initial
conditions can be set arbitrarily, because the problem is invariant under
translation along the x coordinate. For the sake of simplicity it can be useful
to set the zero of B (x) at the center of the configuration: this is in fact
the lieu where it is most likely for instabilities to arise, as the ideal MHD
approximation fails near the null points of the magnetic field. The vector
potential is set to zero at x = 0 as well, so that initial conditions are written
as
Aˆz (0) = A0 = 0,
Aˆ′z (0) = −Bˆy (0) = 0.
Finally the solution for the vector potential reads
Aˆz (xˆ) = ε
xˆ2
2
.
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As expected, the spatially varying term is of order ε. Moreover, the function
Az (x) is not limited, as it goes to infinity for large values of | x |. This sets
definitely the validity limit for the approximations made so far: the term
εh˜ (pz) = ε
(
Aˆz − vˆz
)
must be small inside the bulk of the distribution, which
is around the maximum of the gaussian, thus at vz ∼ 0. This condition can
be fulfilled as said before only if εAˆz is small. This ultimately means that the
small perturbation limit can be trusted only in a region of space around x = 0
where the vector potential is small enough. More in detail, the approximation
is valid if εAˆz (xˆ) ≪ 1, thus it is necessary to remain in the region of space
defined by xˆ2 ≪ 2/ε2. The size of this region depends on the importance
of the perturbing term: the bigger ε, the smaller the region of validity of
the approximation. The initial amplitude A0 also plays an important role in
determining the validity of the small perturbation approximation: it holds in
fact Aˆz (x) > A0 for all values of xˆ. It can be interesting to evaluate how big
such a region can be. For a typical fusion magnetically confined plasma, the
density is around 1014 cm−3, yielding an electron skin depth of around 0.05
cm. Thus the region of validity of the small perturbation approximation is
roughly given by
x = xˆλe <
λe
ε
∼ 50 cm.
This length may be confronted with typical length scales of fusion plasmas,
that are of the same order of magnitude and even smaller: the small pertur-
bation approach thus may prove not bad if applied in such conditions.
The magnetic field results linear; it is not limited and of order ε like the
vector potential:
Bˆy (xˆ) = − dAˆz
dxˆ
= −εxˆ.
2.2.2 Orderings
In all the considerations on homogeneity made so far, pz had been considered
of order ε 0. Solving Ampe`re’s equation for a linear perturbation returned a
vector potential of order ε, making it essential to revise our theory in view
of this fact. For the sake of consistency it is necessary to perform all the
calculations up to second order in ε in this case where jˆez
(
Aˆz
)
= ε. Section
2.3.1 will show that this ordering problem can be solved in a more general
way by a proper rescaling of the spatial variable.
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Here the second order terms are evaluated for the physically relevant quanti-
ties, particle and current densities. The general properties of the equilibrium
remain unvaried, namely both ne (Az) and jez (Az) are constant up to second
order. This confirms what was found in the previous section.
To second order the reduced distribution function reads
Fe (vz, Az) ∼
∼ n0√
pivthe
e−vˆ
2
z
[
1 +
(
Aˆz − vˆz
) (
1− 2vˆ2z
)
ε+
(
Aˆz − vˆz
)2
vˆ2z
(
2vˆ2z − 3
)
ε2
]
.
Homogeneity is maintained as a property of the system: the second order
term of the electron density is given by
n(2)e =
n0√
pi
ε2
∫ +∞
−∞
dvˆze
−vˆ2z vˆ2z
(
2vˆ2z − 3
) (
Aˆz − vˆz
)2
=
3
2
n0 ε
2.
Nothing changes for the current density as well, which indeed has no second
order term at all:
j(2)ez = −
en0vthe√
pi
ε2
∫ +∞
−∞
dvˆzvˆze
−vˆ2z vˆ2z
(
2vˆ2z − 3
) (
Aˆz − vˆz
)2
= O
(
ε3
)
.
The second order corrections have been evaluated for the sake of consistency;
they do not change the behaviour of the system significantly and can be safely
neglected, but it is important to bear in mind that the ordering of the vector
potential must be kept under constant monitoring.
2.2.3 Spatial profiles
All the spatial profiles of the quantities under observation can be derived
from the solution of Ampe`re’s equation Az (x). Second order terms will be
maintained here for the sake of consistency.
As shown in section 2.2, the particle density is constant. Any temperature
inhomogeneity thus can derive only from a spatial dependence of the pres-
sure tensor components. From equations (1.10) and (2.3), the second order
expansion in powers of ε of the xx component of the pressure tensor reads
Π⊥ (x) =
n0T0√
pi
∫ +∞
−∞
dvˆz
e−h
2(pz)vˆ2z
h (pz)
∼
∼ n0T0√
pi
∫ +∞
−∞
dvˆze
−vˆ2z
[
1− h˜
(
2vˆ2z + 1
)
ε+ h˜2
(
1 + vˆ2z + 2vˆ
4
z
)
ε2
]
=
= n0T0
(
1− 2εAˆz + 5ε2
)
= n0T0
(
1− ε2xˆ2 + 5ε2
)
.
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This expression shows that the spatial inhomogeneity of this equilibrium is at
order ε2, thus very small in comparison to the main homogeneous component.
It proves then necessary to keep second order terms in order to obtain any
interesting result in this first test case. This behaviour is ultimately due to
the ordering of the vector potential itself in this peculiar configuration, as
already pointed out in section 2.2.2. The temperature of the system, defined
as T = Π⊥/ne in chapter 1, has the same profile as the pressure because the
constant particle density provides only a rescaling:
T (x) =
n0T0 (1− ε2xˆ2 + 5ε2)
n0 (1 + 9/4ε2)
∼ T0
(
1− ε2xˆ2 + 11/4ε2
)
.
The temperature profile is a downward parabola very slowly varying in space.
The temperature goes down to zero and eventually becomes negative at very
large | xˆ |. This behaviour is again due to the small perturbation approxi-
mation: inside the region of validity of the approximation defined in section
2.2.1, the temperature is bounded from below by
T > T0
(
1− 2ε+ 11/4ε2
)
,
which is positive for all values of ε.
2.3 Quadratic perturbation
The other simple homogeneous solution found in section 2.1 is obtained by
choosing as perturbing function h˜ (pz) a second degree polynomial. Depend-
ing on the sign of the perturbing term, the solution can be periodic or un-
limited; both situations will be studied in the following.
2.3.1 Periodic solution
A limited periodic solution is obtained when
h (pz) = 1− εpˆ2z = 1− ε
(
vˆz − Aˆz
)2
. (2.9)
Again this function is not positive for all values of vz and Az; the parame-
ter ε must be chosen appropriately so as to avoid the distribution function
becoming negative. It is worth noticing here that every time the solution to
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Ampe`re’s equation Az (x) is bounded, the validity of the small approxima-
tion approach is not limited to a certain region of space where the canonical
momentum pz (x) is small enough, but it can be extended to the whole do-
main. In such cases it is in fact always possible to choose the parameter ε
small enough to let the approximation be valid for any value of the spatial
coordinate x. As already pointed out, the above considerations do not hold
anymore for velocities vz that lie on the tail of the distribution: it is assumed
that only its bulk is taken into account.
The reduced electron distribution is given by
Fe (vz, Az) ∼ n0√
pivthe
e−vˆ
2
z
[
1−
(
1− 2vˆ2z
) (
vˆz − Aˆz
)2
ε
]
. (2.10)
Once again this reduced distribution is not positive for every velocity value.
The choice ε < 10−3 is enough to assure its good definition in the bulk of the
velocity distribution, as shown in figure 2.2.
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Figure 2.2: Reduced distribution function (2.10) normalized and divided by its
Gaussian term, ε = 0.001.
Up to first order in the small parameter particle and current densities read
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ne (Az) ∼ n0 (1 + ε) ,
jez (Az) ∼ 2εen0vtheAˆz. (2.11)
The particle density is effectively a constant, while the current density de-
pends linearly on the vector potential Az.
Ampe`re’s equation
The system equation is harmonic:
Aˆ′′z (xˆ) = −2εAˆz (xˆ) . (2.12)
The values of the fields at the center of the configuration are given as bound-
ary conditions. The magnetic field is set to zero and an initial amplitude is
given for the vector potential. For the sake of simplicity, the initial amplitude
A0 is set to 1, thus the initial conditions imposed on the solution read
Aˆz (0) = A0 = 1,
Aˆ′z (0) = −B0 = 0.
As well known the general solution to equation (2.12) is
Aˆz (xˆ) = A0 cos
(√
2εxˆ
)
− B0√
2ε
sin
(√
2εxˆ
)
.
With the above boundary conditions, it reduces to
Aˆz (xˆ) = cos
(√
2εxˆ
)
. (2.13)
The vector potential is sinusoidal, and the magnetic field has the same spatial
dependence. Both of them are periodic and limited.
For all these solutions obtained from a perturbative approach, the second
order derivative of the vector potential results of order ε. At order ε0 in fact
the current density is always zero, due to the parity of the Taylor expanded
distribution function, which is indeed even in vz as shown in equation (2.4). It
has been discussed in section 2.2.2 how this leads to the necessity of exploiting
calculations up to second order in the small parameter. A more general
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solution to this issue can be found in view of the expression (2.13) obtained
in this particular case for the vector potential: the characteristic variation
lengths of the problem can be rescaled to become of order ε1/2. The new
scale length is defined for this configuration as
x¯ =
√
2εxˆ.
With this choice the vector potential remains of order one. Such a substi-
tution would have solved the ordering problem also in the previous case;
here it turns out to be more natural because the spatial variable appears
always as
√
2εxˆ in the solution. Rescaling the spatial variable eliminates the
ε multiplying factor in the right hand side of Ampe`re’s equation.
Finally the expressions for the vector potential and magnetic field are
Aˆz (x¯) = cos x¯, (2.14)
Bˆy (x¯) =
√
2ε sin x¯.
Note that the magnetic field is a first order spatial derivative, thus it results
of order ε−1/2.
Spatial profiles
The spatial dependence of all the other quantities can be obtained from the
solution of Ampe`re’s equation. All the quantities vary periodically, except
for the particle density that remains constant.
Substituting (2.14) into (2.11) gives for the current density
jˆez (x¯) ∼ 2εen0vthe cos x¯.
Once again the pressure spatial profile will provide also that of the tempera-
ture, the particle density being a constant. The xx component of the pressure
tensor is given by
Π⊥ (x¯) ∼ n0T0
[
1 + 2ε
(
cos2 x¯+ 1
)]
,
from which derives the temperature
T (x¯) ∼ T0
[
1 + ε
(
2 cos2 x¯+ 1
)]
.
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The pressure tensor term and consequently the temperature are pi-periodic
because they depend quadratically on the vector potential. These quantities
are thus limited everywhere in space; they result both positive if

 1− ε
(
2 cos2 x¯+ 1
)
> 0,
1− 2ε
(
cos2 x¯+ 1
)
> 0.
To fulfill this requirement it is enough to choose ε < 1/4, which is well inside
the limit set in section 2.3.1 for the distribution function to be well defined.
The function T (x¯) has a maximum and a minimum each period. Its deriva-
tive is given by
Tˆ ′ (x¯) = ε sin 2x¯,
and it is positive if x¯ ∈ [0, pi/2] each period. In conclusion the temper-
ature has minima Tmin = T0 (1− 3ε) /2 for x¯ = kpi and maxima Tmax =
T0 (1− ε) /2 for x¯ = pi/2 + kpi, for any natural k.
2.3.2 Hyperbolic solution
The last example of homogeneous configuration is presented here. The mag-
netic field has an hyperbolic sine profile, but it must be remembered that
the theory can be trusted only where the small perturbation approximation
is valid.
This solution derives from the choice
h (pˆz) = 1 + εpˆ
2
z = 1 + ε
(
vˆz − Aˆz
)2
. (2.15)
As described in section 2.1, the condition g2 (pz) = h
3 (pz) is imposed. In
this case the distribution function is well defined everywhere in phase space
thanks to the positivity of h (pz), although this is not assured for its Taylor
expansion. The reduced distribution reads
Fe (vz, Az) ∼ n0√
pivthe
e−vˆ
2
z
[
1 +
(
1− 2vˆ2z
) (
vˆz − Aˆz
)2
ε
]
. (2.16)
This Taylor expansion is in fact positive definite in the bulk of the velocity
distribution only for very small values of ε, namely it must be smaller than
10−5 to let (2.16) be well defined for a big range of Aˆz values. It will be
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shown later that actually Aˆz results always positive, therefore the limitation
on the small parameter can be relaxed up to 10−4 for Aˆz ∈ [0, 8].
The reduced distribution Fe (vz, Az) is the same as in the previous section,
except for a minus sign in front of first order terms: therefore particle and
current densities read
ne
(
Aˆz
)
∼ n0 (1− ε) ,
jez
(
Aˆz
)
∼ −2εen0vtheAˆz.
Ampe`re’s equation
The governing equation for this system is
Aˆ′′z (xˆ) = 2εAˆz (xˆ) .
It admits solutions of the form
Aˆz (xˆ) = A0 cosh
(√
2εxˆ
)
− B0√
2ε
sinh
(√
2εxˆ
)
.
Initial conditions are given as Aˆz (0) = A0 = 1 and Bˆy (0) = B0 = 0, and the
rescaled length variable x¯ =
√
2εxˆ is introduced; the solution becomes
Aˆz (x¯) = cosh x¯.
The magnetic field is given by
Bˆy (x¯) = −
√
2ε sinh x¯.
It is plotted alongside with the vector potential in figure 2.3.
The vector potential is always bigger than 1 and it increases rapidly with
the spatial coordinate, which must be remembered scales as ε−1/2. The small
perturbation limit can be trusted until εA2z ≪ 1, so ultimately inside the re-
gion of space limited by cosh x¯≪ ε−1/2. Considered the limit imposed on the
small parameter, this is actually a very broad range; it must be remembered
though that to have a positive definite distribution, the vector potential must
not exceed a value around ten, so this last issue is the more stringent limi-
tation that has to be imposed on this solution. Again, considering a typical
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Figure 2.3: Dimensionless magnetic field and vector potential versus x¯, ε = 0.0001.
fusion plasma with electron skin depth λe ∼ 0.05 cm as in section 2.2, it is
possible to give some quantitative estimations on the validity of the theory.
We impose
Aˆz = cosh x¯ < 8,
which results in a spatial range of validity
x =
x¯λe√
2ε
< arccosh8
λe√
2ε
∼ 10 cm.
From Az (x) are derived the spatial dependencies of the other quantities: the
particle density is constant ne = n0 (1− ε), while current density, pressure
and temperature result
jez (x¯) = −2εen0vthe cosh x¯,
Π⊥ (x¯) = n0T0
(
1− 2ε cosh2 x¯
)
,
T (x¯) = T0
[
1− ε
(
2 cosh2 x¯+ 5
)]
.
The temperature profile is shown in figure 2.4. The temperature would be-
come negative at 2 cosh2 x¯ > 1/ε − 5: this is certainly avoided within the
limits of the approximation discussed above by choosing a proper ε.
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Figure 2.4: Temperature profile Tˆ (x¯), ε = 0.0001.
2.4 Generic polynomial perturbations
Interesting equilibrium configurations can be found if the function g2 (pz) is
set a multiple of h2 (pz), and expanded in powers of ε as well. In this way
the factor g2 (pz) /h
2 (pz) multiplying the reduced distribution, see equation
(1.7), can be expressed more easily, and calculations prove simpler. This
section is devoted to a parametric study of the configurations that can be
expected from this general choice.
The arbitrary functions that determine the form of the distribution are de-
fined as
h (pz) = 1 + εβpˆ
m
z ,
g2 (pz) = (1 + εαpˆ
n
z )h
2 (pz) ,
where n and m are positive natural numbers. As already pointed out in the
previous sections, the theory make sense only in regions of phase space where
the parameter ε is small enough to let positive defined quantities be so.
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The complete distribution function results
fe
(
v2, pz
)
=
n0
(
√
pi vthe)
3 (1 + εαpˆ
n
z ) (1 + εβpˆ
m
z )
2 e−(1+εβpˆ
m
z )
2
vˆ
2
.
Its integrated form, Taylor expanded to first order in the small parameter ε,
reads
Fe (vz, Az) =
n0√
pivthe
(1 + εαpˆnz ) e
−(1+εβpˆmz )
2vˆ2z ∼
∼ n0√
pivthe
e−vˆ
2
z
[
1 + ε
(
αpˆnz − 2βvˆ2z pˆmz
)]
.
All the interesting quantities are obtained as moments of the distribution
function, i.e. substantially by performing gaussian integrations of Fe (vz, Az)
in velocity space. It is thus necessary to express pz and its powers in terms
of the integration variable vz. It is well known that the power of a binomial
is given by
pˆmz =
(
vˆz − Aˆz
)m
=
m∑
k=0
(
m
k
)(
−Aˆz
)k
vˆ(m−k)z =
= vˆmz − P (1)m vˆm−1z Aˆz + . . .+ P (m−1)m vˆz ·
(
−Aˆz
)m−1
+
(
−Aˆz
)m
.
The integrations can be performed easily. The electron number density is
the zeroth order moment of the distribution function:
ne
(
Aˆz
)
= n0 + n0 ε
[
N (M
∗)
(
−Aˆz
)M∗
+ . . .+N (0)
]
.
The particle density as a function of the vector potential is a polynomial of
degree M∗ = max (m,n). Only the powers of
(
−Aˆz
)
of the same parity as
M∗ are present down to m∗ = min (m,n); from there below, all the powers
of both the parities of M∗ and m∗ are present. If it is the same, ne
(
Aˆz
)
will contain only term of that same parity and thus it will have definite
parity; otherwise, all the powers of
(
−Aˆz
)
from m∗ down to zero will be
present and the function ne
(
Aˆz
)
will not have symmetry properties. This
same behaviour will be common for all the integrals calculated to obtain the
subsequent moments of the distribution function, thus for current density,
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pressure tensor and consequently temperature. The first and last coefficient
for the particle density can be calculated: the higher grade term is given by
N (M
∗) =


α n > m
−β n < m
α− β n < m
.
By appropriately choosing the parameters α and β and the polynomial de-
grees m and n it is possible to a certain extent to decide how fast the particle
density varies with the vector potential. How these parameters combine de-
termines also the number of zeros and peaks of the function ne (Az), leaving
some freedom with respect to modelling its behaviour. The zeroth order
coefficient is given by
N (0) =


α
(n− 1)!!
2n/2
− β (m+ 1)!!
2m/2
m, n even
α
(n− 1)!!
2n/2
n even, m odd
−β (m+ 1)!!
2m/2
m even, n odd
0 n , m odd
.
The current density results
jez
(
Aˆz
)
= −en0vtheε
[
J (M
∗−1)
(
−Aˆz
)M∗−1
+ . . .+ J (0)
]
.
This polynomial behaves like ne
(
Aˆz
)
, with powers of the same parity down
to m∗. The higher order factor J(M∗ − 1) is given by
J (0) =


n
2
α n > m
−3
2
mβ m > n
nα− 3mβ
2
n = m
,
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while the zeroth order term, similarly to that of the particle density, is
J (0) =


α
n!!
2(n+1)/2
− β (m+ 2)!!
2(m+1)/2
m, n even
α
n!!
2(n+1)/2
n even, m odd
−β (m+ 2)!!
2(m+2)/2
m even, n odd
0 m, n odd
.
The pressure tensor terms can be calculated in the same way, and give for the
xx component anM∗ degree polynomial, with the same parity characteristics
seen so far for particle and current densities:
Π⊥
(
Aˆz
)
= n0T0 + n0T0ε
[
Π(M
∗)
(
−Aˆz
)M∗
+ . . .+Π(0)
]
.
The higher order coefficient is given by
Π(M
∗) =


α n > m
−3β n < m
α− 3β m = n
,
while the constant term reads
Π(0) =


α
(n− 1)!!
2n/2
− β (1−m) (m− 1)!!
2m/2
m, n odd
α
(n− 1)!!
2n/2
n even, m odd
−β (m− 1)!!
2m/2
(1−m) n odd, m even
0 m, n even
.
From ne (Az) and Π⊥ (Az) it is straightforward to derive the temperature as
a function of the vector potential Az:
T
(
Aˆz
)
=
Π⊥
(
Aˆz
)
ne
(
Aˆz
) =
= T0 + T0ε
{[
Π(M
∗) −N (M∗)
] (
−Aˆz
)M∗
+ . . .+Π(0) −N (0)
}
.
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It is plain to see that the parameters α and β, as well as the degrees of the
perturbing polynomials m and n can be chosen in many different ways, as to
have almost any desired combination for temperature and density gradients:
there can be a greater contribution form one or the other, they can be coun-
teracting, one of the two can be set constant while the other varies. This
gives in principle quite a wide range of equilibrium conditions to investigate.
The most important issue remains the solution of Ampe`re’s equation, by
means of which the spatial dependence of the vector potential is found.
Thanks to the simplified mono dimensional structure of the problem ad-
dressed, some hints on the form of the function Az (x) can be inferred by
studying the shape of the effective potential V (Az), obtained as the integral
of the current density:
V
(
Aˆz
)
= −ε
[
J (M
∗−1)
M∗
(
−Aˆz
)M∗
+ . . .+ J (0)Aˆz
]
.
This is another polynomial with the same parity characteristics as the others
seen so far. Symmetry properties of the solution to Ampe`re’s equation can
be derived from those of V (Az), namely if it is symmetric with respect to
Az, the function Az (x) will have definite parity. The behaviour at infinity
of the potential well is determined by the sign of the highest order term: if
V (Az) is positive at large Az, i.e. if J
(M∗−1) > 0 and M∗ is even, closed
orbits will be obtained for the trajectories Az (x).
This overview shows that a wide range of equilibria can be found within this
framework. Some interesting ones will be presented in the following, and
their peculiar features explored.
2.5 Spatial gradients
In this section an example is given of how the spatial gradients of particle
density and temperature of certain equilibrium configurations can be chosen
to be parallel or opposite, depending only the free parameters of the theory,
namely on the arbitrary functions h (pz) and g (pz). As described in the
previous section, they are both set as polynomials; we choose n = m = 1:
h (pz) = 1 + εβpˆz,
g2 (pz) = (1 + εαpˆz)h
2 (pˆz) .
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It is assumed that ε is small enough to assure positivity of g2 (pz) in the
regions of interest in phase space. The two parameters α and β, real numbers,
can be varied at will to change the spatial behaviours of the various quantities.
The reduced distribution function is, to first order,
Fe (vz, Az) ∼ n0√
pivthe
e−vˆ
2
z
[
1 +
(
α− 2βvˆ2z
) (
vˆz − Aˆz
)
ε
]
. (2.17)
Attention must be paid to its positivity, as it is not assured everywhere in
phase space. This is true also for the particle density, which reads
ne
(
Aˆz
)
= n0
[
1 + (β − α) Aˆzε
]
.
As described in section 1.2.7, the pressure gradient maintains the equilibrium
in the sense that
∇ ·Π = J×B
c
.
The gradient of the pressure tensor depends on those of particle density and
temperature because it is assumed that the plasma follows the ideal gas law.
All these quantities vary only along x, thus, remembering that the pressure
tensor is diagonal (see section 1.2.5),
∇ ·Π =∑
i
∂iΠij jˆ = ∂xΠxxxˆ = ne∂xT + T∂xnexˆ.
Density and temperature gradients can have different behaviours changing
the parameters α and β in such a way that the magnetic field remains the
same. This should be useful to detect how the two can contribute to onset
and development of instabilities.
Particle density gradient is given by
∇ˆne = dne
dxˆ
=
dne
dAˆz
Aˆ′z = n0 (β − α) Aˆ′zε.
It is of order ε, like all the others as will be seen later on: this shows again
that the equilibrium is not far from spatial homogeneity. The special case
α = β is that with constant density examined is section 2.2: with this choice
in fact ∇ne = 0, and it holds g2 (pz) = h3 (pz).
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The current density results
jez ∼ −en0vthe α− 3β
2
ε.
As in section 2.2, Ampe`re’s equation represents a motion in a constant force
field:
Aˆ′′z (xˆ) =
α− 3β
2
ε.
From the results of section 2.2.1 with the same initial conditions the vector
potential is
Aˆz (xˆ) = ε
α− 3β
4
xˆ2.
As expected it is of order ε, like the magnetic field which reads
Bˆy (xˆ) = −ε α− 3β
2
xˆ.
By normalizing lengths as described in section 2.3.1, both fields can be rewrit-
ten as:
Aˆz (x¯) =
α− 3β
4
x¯2,
Bˆy (x¯) = −
√
ε
α− 3β
2
x¯.
The magnetic field is linear in x. It depends on the parameters α and β only
through the combination α− 3β, so as long as this remains unvaried both α
and β can change without affecting the magnetic field configuration.
The xx component of the pressure tensor results
Π⊥ ∼ n0T0
[
1 + (3β − α) Aˆzε
]
.
Its gradient maintains the equilibrium and is given by
dΠ⊥
dxˆ
=
dΠ⊥
dAˆz
Aˆ′z = n0T0 (3β − α) Aˆ′zε.
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Unsurprisingly, the dependence of ∂xΠ⊥ from the parameters α and β is the
same as for the magnetic field: it holds in fact ∂xΠ⊥ = J×B and the current
density is constant.
The temperature profile for this equilibrium comes as a consequence:
T
(
Aˆz
)
∼ T0
(
1 + 2βAˆzε
)
.
Its gradient reads
∇ˆT = dT
dAˆz
Aˆ′z = 2T0βAˆ
′
zε.
It is easy to verify that ne∂xT + T∂xne = ∂xΠ⊥ as it should.
The expressions obtained for the gradients of particle density and temper-
ature show that it is possible to vary them at will without changing the
magnetic field, as long as the combination α− 3β remains constant: in fact,
∂xˆne = n0 (α− β) Bˆyε varies with α− β,
∂xˆT = −2T0βBˆyε varies with β.
Thus the same equilibrium magnetic field configuration can be obtained with
different density and temperature profiles. It is also possible to have counter
gradients, namely ne increases while T decreases, giving the same result for
pressure and magnetic field. Setting C = α− 3β, it holds
∂xne
By
> 0 β > −C/2,
∂xT
By
> 0 β < 0.
In the regions where the magnetic field is positive, both gradients are negative
if α > 3β, β > 0, ∂xT negative and ∂xne positive if α < 3β, β > 0 or both
positive if α < 3β, β < 0; the opposite where the magnetic field is negative.
A particular case is the one already examined of homogeneous plasma, where
α = β. Another special case is that of constant temperature, given by β = 0;
in this case the distribution function is, apart from multiplying constants,
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Fe ∼ e−v2z (1 + εαpz). The case α = 3β gives a current-free configuration
with no magnetic field.
As an example is considered the case 3β−α = 1: there are only contributions
from ∂xne for β = 0, equal contributions from the two gradients for β =
−1/4 and only contributions from the temperature for β = −1/2. The two
gradients bring opposite contributions to the pressure and consequently to
the magnetic field for β < −1/2 or β > 0, otherwise they act in the same
direction.
It must be observed here that for exact solutions, obtained outside the frame-
work of the perturbative approach followed so far, it is not possible to have
different density profiles corresponding to the same equilibrium pressure. Re-
calling that
ne
(
Aˆz
)
=
n0√
pi
∫ +∞
−∞
dvˆz
g2 (pz)
h2 (pz)
e−h
2(pz)vˆ2z ,
Π⊥
(
Aˆz
)
=
n0T0√
pi
∫ +∞
−∞
dvˆz
g2 (pz)
h4 (pz)
e−h
2(pz)vˆ2z ,
to have different ne (Az) with the same Π⊥ (Az), different g
2/h4 with the
same g, h and g2/h2 are needed, which is clearly impossible. The above con-
siderations are anyway meaningful because they prove that it is possible to
find very similar pressure profiles corresponding to different density and tem-
perature combinations: the perturbative treatment presented in this chapter
in fact well represents the exact solutions to the equilibrium problem at least
in some regions of phase space, where thus the reasoning above can be ap-
plied and it is possible to find very similar equilibria mantained by different
combinations of temperature and density profiles.
2.6 Double potential well
As a last example of equilibrium configurations obtained in the small inho-
mogeneity limit, the case of a double well effective potential for the trajectory
Aˆz (xˆ) is examined. Some interesting solutions can be found, either bounded,
unbounded r showing a soliton-like behaviour, depending on the choice of the
parameters in the theory.
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The shape of the effective potential descends directly from the choice of the
perturbing functions g (pz) and h (pz); to obtain a double well, they are taken
as
h (pz) = 1 + εβpˆ
2
z,
g2 (pz) =
(
1 + εαpˆ4z
)
h2 (pz) .
(2.18)
Note that both h (pz) and g (pz) are always positive, thus the distribution
function results well defined everywhere in phase space. Its reduced form
reads, Taylor expanded to first order in ε,
Fe (vz, Az) =
n0√
pivthe
(
1 + εαpˆ4z
)
e−(1+εβpˆ
2
z)
2
vˆ2z ∼ (2.19)
∼ n0√
pivthe
e−vˆ
2
z
{
1 +
(
vˆz − Aˆz
)2 [
α
(
vˆz − Aˆz
)2 − 2βvˆ2z
]
ε
}
.
It is plain to see that the positivity of this Taylor-expanded reduced distri-
bution is not easy to assess as it depends not only on the value given to the
small parameter ε, but also on the two free parameters α and β. On the other
hand, it is easy to imagine that given two values for the free parameters, it is
always possible to find an ε small enough as to let Fe (vz, Az) be well defined
in its velocity bulk.
The current density obtained from such a distribution is
jez
(
Aˆz
)
= en0vtheAˆz
[
3 (α− β) + 2αAˆ2z
]
ε, (2.20)
and the potential well is given by its integral (1.15). It reads
V
(
Aˆz
)
=
ε
2
Aˆ2z
[
3 (α− β) + αAˆ2z
]
.
The profile of the effective potential depends on how the parameters α and
β are chosen. The most interesting configurations are those showing three
extrema, which will be studied in the following. There are two of them:
a proper well, going to plus infinity at large
∣∣∣Aˆz∣∣∣, and a potential barrier
that on the contrary goes to minus infinity at large
∣∣∣Aˆz∣∣∣. They share many
properties, and both admit a soliton-like solution for Az (x).
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2.6.1 Upward well
To obtain an upward well with two minima, some conditions must be imposed
on the free parameters α and β. The polynomial V
(
Aˆz
)
goes to plus infinity
at large
∣∣∣Aˆz∣∣∣ if the coefficient multiplying the highest grade term is positive:
therefore it must hold α > 0. Moreover, two minima can be obtained only
if V ′
(
Aˆz
)
has three zeros. By definition (1.15) of V
(
Aˆz
)
, its derivative is
given by the current density:
V ′
(
Aˆz
)
= jˆez
(
Aˆz
)
= εAˆz
[
3 (α− β) + 2αAˆ2z
]
. (2.21)
It has three zeros if
α− β
α
< 0.
Remembering that α has been set positive, the condition to impose is α < β.
Summarizing, the potential well suits the requests whenever
0 < α < β. (2.22)
An example of such a potential well is plotted in figure 2.5.
Ampe`re’s equation describes the motion inside this potential:
Aˆ′′z (xˆ) = −ε
[
2αAˆ3z + 3 (α− β) Aˆz
]
. (2.23)
Second order differential equations of this kind are solved by the elliptical
functions of Jacobi [38], [39], which are described in more detail in appendix
A. The initial energy of the motion inside the potential well discriminates the
solutions into two classes, describing respectively particles that move inside
the whole well and particles that are trapped at the bottom of one of the two
small wells. As the central relative maximum of V
(
Aˆz
)
is zero, solutions
with positive energy belong to the first class, while solutions with negative
total energy belong to the second. Positive energy particles travel through
the center of the configuration, thus their trajectory Aˆz (xˆ) has zeros. On
the contrary, solutions with negative energy never reach Aˆz = 0 because
they are bound to remain inside one of the two lateral wells. The peculiar
trajectory that separates these two classes is a separatrix solution with zero
initial energy, that can be obtained as a limiting case of both positive and
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Figure 2.5: A double potential well obtained with ε = 10−5, α = 1 and β = 15.
negative energy solutions. All of these trajectories are limited and periodic
due to the shape of the effective potential.
The general form of the solution is
Aˆz (xˆ) = Ccn (λv, k) , v = xˆ− x0. (2.24)
There are infinite solutions depending on the boundary conditions, that fix
the four parameters C, λ, k and v0, of which only two are independent. The
initial conditions also determine the energy and thus ultimately the behaviour
of the solution. For equation (2.23) the relationships between the parameters
are given by
k2 =
λ2 + 3ε (β − α)
2λ2
,
C2 =
λ2 + 3ε (β − α)
2εα
.
(2.25)
Initial conditions are given as an amplitude for the vector potential A0, which
is set to 1 for the sake of simplicity, and the usual condition for the magnetic
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field to be equal to zero at the center of the configuration x = 0:
Aˆz (0) = A0 = 1,
Aˆ′z (0) = −B0 = 0.
(2.26)
Such initial conditions imply
v = xˆ− x0 = xˆ,
C = A0 = 1.
The other parameters come consequently. From (2.25),
λ2 = ε (5α− 3β) .
The vector potential Az (x) is real for any real or imaginary λ, but imaginary
ones introduce discontinuities in the solution. To avoid them λ is taken to
be real, so λ2 > 0 is imposed which results in
α >
3
5
β.
Together with the conditions (2.22) already set, the parameters α and β must
obey
0 <
3
5
β < α < β. (2.27)
The other parameter k is obtained substituting for λ in (2.25):
k2 =
2εα
2λ2
=
α
5α− 3β . (2.28)
As ε, α and λ2 are all positive, it holds k2 > 0 and k is real, thus providing
a real vector potential Az (x).
Now the solution to Ampe`re’s equation (2.24) can be written as
Aˆz (xˆ) = cn
(√
ε (5α− 3β) xˆ,
√
α
5α− 3β
)
.
As expected the spatial variable scales with
√
ε. It can be normalized as
x¯ = λx =
√
ε (5α− 3β) xˆ,
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finally giving as solution for the trajectory Aˆz (x¯):
Aˆz (x¯) = cn (x¯, k) , k
2 =
α
5α− 3β .
From the explicit form of the solution it is possible to evaluate the energy
associated to the motion inside the potential well V (Az). The energy of any
particle, which is constant along the trajectories, is given by
E =
1
2
Aˆ′z
2 + V
(
Aˆz
)
.
The total energy is easily calculated at x¯ = 0, where the initial conditions
(2.26) are set to Aˆ′z (x¯) = 0 and Aˆz (x¯) = 1. The energy of any trajectory is
thus given by
E = V
(
Aˆz = 1
)
= ε
4α− 3β
2
. (2.29)
The energy E of the particles is always greater than the minimum of the
potential V (Az), thus granting that the solutions have physical sense. There
are two solutions with energy equal to the minimum of V (Az), obtained for
α = 3/5 β. This sets λ = 0 and consequently Az (x) is constant: these
solutions represent indeed particles that remain at the bottom of one of the
two small wells and cannot move as they have no kinetic energy.
A solution has positive energy if
α >
3
4
β,
thus, recalling the conditions already imposed (2.27), for
3
4
β < α < β.
This condition reflects on the parameter k: whenever it is valid, it holds
k2 < 1 and the solution is given properly by the Jacobi elliptical function cn:
Aˆz (x¯) = cn
(
x¯,
√
α
5α− 3β
)
.
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This function is periodic, with period given by (see appendix A)
T = 4K (k) = 4
∫ pi/2
0
dθ√
1− k2 sin2 θ = 4
∫ pi/2
0
dθ√
1− α
5α−3β
sin2 θ
.
K (k) is the complete elliptic integral of the first kind. An estimate of the
period of these functions can be given by means of the existing tables of
elliptic integrals, which can be found for example in [39]. The function cnx
is limited between −1 and 1 for all values of k, therefore the vector potential
Az (x) as expected can be positive, negative or zero. A particle with positive
energy can in fact travel through the whole domain provided it remains inside
the big well. A plot of such a function Aˆz (x¯) is given in figure 2.6.
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Figure 2.6: Vector potential profile Aˆz (x¯) = cnx¯ obtained with α = 4 and β = 5.
On the contrary, particles have negative energy if the parameters obey the
relationship
0 <
3
5
β < α <
3
4
β.
Under this condition k is bigger than one, and the function cn (x, k) is not well
defined. It proves necessary to perform one of Jacobi’s real transformations
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(see [39] and appendix A) and use the reciprocal parameter κ to obtain the
solution to Ampe`re’s equation (2.23). The reciprocal parameter is defined by
κ2 =
1
k2
,
and Jacobi’s real transformations state that whenever k is bigger than one it
holds the equivalence
cn (x, k) = dn (κx, κ) .
Thus by rescaling the spatial variable x¯ = λκxˆ the solution to Ampe`re’s
equation in the case of negative energy can be written as
Aˆz (x¯) = dn (x¯, κ) , κ
2 =
5α− 3β
α
.
The parameter κ is smaller than one and the solution is well defined. The
function dnx is limited between two values that have the same sign, which
means that Az (x) is either always positive or always negative, and never
reaches Az = 0. This is consistent with what has been said so far, i.e. that
a particle with negative energy is trapped inside one of the two small lateral
wells and cannot travel through the center of the configuration. The function
dnx is periodic, and the period is once again a multiple of the complete elliptic
integral of the first kind K (κ):
T = 2K (κ) = 2
∫ pi/2
0
dθ√
1− κ2 sin2 θ = 2
∫ pi/2
0
dθ√
1− 5α−3β
α
sin2 θ
.
Obviously the period of every solution depends ultimately on its energy inside
the potential well. An example of negative energy solution for the vector
potential is shown in figure 2.7.
At last, the solution with zero initial energy corresponds to α = 3/4β, which
implies k = 1. This determines a soliton-like behaviour for the solution of
Ampe`re’s equation Aˆz (x¯). In this case in fact both Jacobi elliptic functions
cn (x, 1) and dn (x, 1) reduce to sechx = 1/ cosh x and therefore have infinite
period, corresponding to the fact that the particle takes infinite time to reach
the equilibrium position Az = 0. The expression for the vector potential in
dimensionless variables thus reduces to
Aˆz (x¯) =
1
cosh x¯
.
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Figure 2.7: Vector potential profile Aˆz (x¯) = dn (x¯, κ) obtained with α = 7 and
β = 10.
Unlike finite initial energy solutions, this function goes to zero at infinity,
and it has a single maximum in x = 0 where Aˆz (x¯) = 1. Such a vector
potential is shown in figure 2.8.
Spatial profiles
Current and particle densities, along with the components of the pressure
tensor and consequently the temperature, depend on powers of Az since the
distribution function does. Thus all these quantities are periodic, except in
the case of the solution with k = 1. The profiles are very similar for the cn
and dn branch, while the soliton-like solution is more peculiar.
The expressions of particle density and pressure as functions of the vector po-
tential Az are the same independently of the energy regime, and are obtained
as usual as moments of the distribution function Fe (vz):
ne
(
Aˆz
)
=
∫ +∞
−∞
dvzFe (vz, Az) =
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Figure 2.8: Vector potential profile Aˆz (x¯) = 1/ cosh x¯ obtained with α = 3 and
β = 5.
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= n0
{
1 + ε
[
αAˆ4z + (3α− β) Aˆ2z +
3
4
(α− 2β)
]}
,
Π⊥
(
Aˆz
)
= me
∫ +∞
−∞
dvz
Fe (vz, Az)
h2 (vz, Az)
=
= n0T0
{
1 + ε
[
αAˆ4z + 3 (α− β) Aˆ2z +
3
4
(α− 10β)
]}
.
The spatial profiles are obtained substituting in the expressions above the
solutions of Ampe`re’s equation Az (x).
For solutions with positive energy, the vector potential is Aˆz (x¯) = cn (x¯, k)
where k2 = α/5α − 3β. The expression for the electronic particle density
becomes
ne (x¯) = n0
{
1 + ε
[
αcn4 (x¯, k) + (3α− β) cn2 (x¯, k) + 3
4
(α− 2β)
]}
.
An exemplary profile is shown in figure 2.9, where we have set α = 4 and
β = 5. With this choice for the two free parameters, it turns out that the
Taylor expansion of the reduced distribution function (2.18) is positive in its
velocity bulk for ε < 10−4. It is obvious that the particle density ne (x) is
also positive in this conditions.
For what concerns the current density, it reads in normalized variables
jˆez (x¯) = ε
[
2αcn3 (x¯, k) + 3 (α− β) cn (x¯, k)
]
,
and an example is shown in figure 2.10.
The xx component of the pressure tensor, again in dimensionless variables,
is given by
Πˆ⊥ (x¯) =
1 + ε [αcn4 (x¯, k) + 3 (α− β) cn2 (x¯, k) + 3/4 (α− 10β)]
2
.
It is shown in figure 2.11; it is positive whenever ε is chosen properly.
Finally, the temperature reads
Tˆ (x¯) =
1− 2εβ [cn2 (x¯, k) + 3]
2
.
It is positive under the conditions exposed before. An example is plotted in
figure 2.12; all the plots shown so far are obtained with the same parameters,
set to α = 4, β = 5 and ε = 10−4.
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Figure 2.9: Particle density profile for positive energy solutions normalized on n0,
α = 4, β = 5, ε = 10−4.
-6 -4 -2 0 2 4 6
-0.0004
-0.0002
0.0000
0.0002
0.0004
x
j ez
Figure 2.10: Normalized current density profile for positive energy solutions,
α = 4, β = 5, ε = 10−4.
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Figure 2.11: Spatial profile of Πˆ⊥ for positive energy solutions, α = 4, β = 5,
ε = 10−4.
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Figure 2.12: Normalized temperature profile for positive energy solutions obtained
with α = 4, β = 5, ε = 10−4.
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Figure 2.13: Particle density profile normalized on n0 for negative energy solutions
with parameters α = 7, β = 10, ε = 10−4.
For negative energy solutions the vector potential is in the form Aˆz (x¯) =
dn (x¯, k), with k = (5α− 3β) /α. The profiles do not differ much from the
corresponding ones of the cn branch; the particle density results
nˆe (x¯) = 1 + ε
[
αdn4 (x¯, k) + (3α− β) dn2 (x¯, k) + 3
4
(α− 2β)
]
.
An example of such a particle density is shown in figure 2.13, with the free
parameters set as α = 7 and β = 10. With this choice, the Taylor-expanded
reduced velocity distribution is positive in its bulk for ε < 10−4.
The current density is shown in figure 2.14, and it reads
jˆez (x¯) = ε
[
2αdn3 (x¯, k) + 3 (α− β) dn (x¯, k)
]
.
The xx component of the pressure tensor is given by
Πˆ⊥ (x¯) =
1 + ε
[
αdn4 (x¯, k) + 3 (α− β) dn2 (x¯, k) + 3/4 (α− 10β)
]
2
,
and it is plotted in figure 2.15.
60
-6 -4 -2 0 2 4 6
-0.0002
-0.0001
0.0000
0.0001
0.0002
0.0003
0.0004
0.0005
x
j ez
Figure 2.14: Normalized current density profile for negative energy solutions,
obtained setting α = 7, β = 10, ε = 10−4.
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Figure 2.15: Normalized xx component of the pressure tensor for negative energy
solutions, obtained with α = 7, β = 10, ε = 10−4.
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Figure 2.16: Temperature profile normalized on T0 for negative energy solutions
obtained with α = 7, β = 10 and ε = 10−4.
Finally the expression for the temperature, which is shown in figure 2.16, is
Tˆ (x¯) =
1− 2εβ
[
dn2 (x¯, k) + 3
]
2
.
The parameters have been chosen as α = 7, β = 10 and ε = 10−4 for all the
plots of the quantities relative to negative energy solutions.
The soliton-like solution is interesting because it gives more insights on the
underlying physics. In this case there is only one parameter that determines
the behaviour of the solution, as the other is fixed by the condition k = 1.
The analytical expression for the magnetic field is
Bˆy (x¯) =
√
3εβ tanh x¯
2 cosh x¯
.
As usual, it scales with the square root of the small parameter due to the
renormalization of the spatial variable. It has a ribbon-like shape, with the
same value of zero at the center of the configuration and at infinity, as can
be seen in figure 2.17.
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Figure 2.17: Magnetic field configuration for the soliton-like solution, ε = 10−4
and β = 4.
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Figure 2.18: Particle density profile for the soliton-like solution, ε = 10−4 and
β = 4.
The xx component of the pressure tensor, that maintains the equilibrium,
must have this same characteristic, namely it must have the same value at
x = 0 and at infinity. This reflects straightforwardly in a condition on particle
density and temperature: it must hold ne (0)T (0) = ne (±∞)T (±∞).
The particle density is given by
nˆe (x¯) = 1 +
εβ
4
(
3
cosh4 x¯
+
5
cosh2 x¯
− 15
4
)
.
It has a maximum in x = 0 as shown in figure 2.18. This maximum must
be balanced by a minimum in the temperature to maintain the equilibrium
condition, expressed by the constancy of Π⊥ (x) +B
2
y (x) /8pi.
The current density reads
jˆez (x¯) =
3
4
εβ
(
2
cosh3 x¯
− 1
cosh x¯
)
.
It has a positive maximum in the center and two symmetrical wings, while
it goes to zero at infinity, as figure 2.19 shows.
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Figure 2.19: Current density profile for the soliton-like solution, ε = 10−4 and
β = 4.
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Figure 2.20: Normalized xx component of the pressure tensor for the soliton-like
solution, ε = 10−4 and β = 4.
For what concerns the pressure tensor, its xx component reads
Πˆ⊥ (x¯) =
1
8
[
4 + εβ
(
3
cosh4 x¯
− 3
cosh2 x¯
− 41
4
)]
.
The component of the pressure tensor that maintains the equilibrium has the
same value at the center and at infinity: it holds in fact
Π⊥ (0) =
1
8
[
4 + εβ
(
3− 3− 41
4
)]
=
1
8
(
4− 41
4
εβ
)
= Π⊥ (∞) .
This is shown in figure 2.20, as well as the two symmetrical peaks corre-
sponding to those of the magnetic field.
Finally the temperature is given by
Tˆ (x¯) =
1
2
− εβ
(
1
cosh2 x¯
+ 3
)
.
A plot of Tˆ (x¯) shows in figure 2.21 that the behaviour is as expected: a
minimum in the center of the configuration, balancing the maximum of the
particle density.
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Figure 2.21: Temperature profile for the soliton-like solution, ε = 10−4 and β = 4.
In all the plots shown for this configuration, the parameters for the plots are
set to ε = 10−4 and β = 4; with this choice for the small parameter, the
reduced distribution function results well defined in its velocity bulk.
2.6.2 Downward well
In this section is examined the other double well configuration that can be
obtained by choosing as arbitrary functions those given by equation (2.18).
The most interesting solution obtained in this case describes a system that
has two current sheets of opposite sign which mediate to zero at the center
where the magnetic field peaks, going to zero at infinity.
We remind here the expression for the effective potential:
V
(
Aˆz
)
= ε
Aˆ2z
2
[
αAˆ2z + 3 (α− β)
]
. (2.30)
This function goes to minus infinity at large
∣∣∣Aˆz∣∣∣ and is double-peaked if the
parameters satisfy the relationship
β < α < 0.
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Figure 2.22: Potential well V
(
Aˆz
)
. Parameters are given by ε = 10−5, α = −1,
β = −15.
Figure 2.22 shows a plot of this effective potential, with the same parameters
than in figure 2.5 but with opposite sign. The shape of the potential is indeed
the same turned upside down.
Exactly like in the previous section, Ampe`re’s equation reads
Aˆ′′z (xˆ) = −2εαAˆ3z + 3ε (β − α) Aˆz.
The solutions of interest are those inside the central well. Because of the
different ranges of the parameters α and β, they are given this time by
Jacobi’s elliptical function sn, described in appendix A:
Aˆz (xˆ) = Csn (λv, k) , v = xˆ− x0. (2.31)
The edge solution that has energy equal to the maximum of the potential
V
(
Aˆz
)
is the most interesting. It can be obtained as a limiting case of the
bounded solutions that are found inside the well, just like it was for the
soliton-like solution found in the previous paragraph. The parameters k and
C in equation (2.31) are defined by
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k2 = −λ
2 + 3ε (β − α)
λ2
C2 =
λ2 + 3ε (β − α)
εα
Recalling that K (k) is the complete elliptic integral of the first kind, initial
conditions are given in xˆ = K (k) /λ for the sake of simplicity. As usual they
represent an amplitude for the vector potential, and the location of a zero of
the magnetic field:
Aˆz
(
K (k)
λ
)
= A0 = 1,
Aˆ′z
(
K (k)
λ
)
= −B0 = 0.
Such boundary conditions fix C = 1 and v = xˆ; the other two parameters
read consequently:
λ2 = ε (4α− 3β) ,
k2 =
α
3β − 4α.
The solution is well defined on the real axis if λ is real and k lies between 0
and 1. This limits the range of the free parameters α and β:
λ2 > 0 ⇔ α > 3/4 β,
k2 ≥ 0 ⇔ α ≥ 3/4 β,
k2 ≤ 1 ⇔ α ≥ 3/5 β,
Summarizing, the solution makes sense if
3
5
β ≤ α < 0.
The bounded solutions look very similar to those analyzed in the previous
section. Therefore we focus now on the soliton-like solution that can be
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obtained within this framework by choosing the trajectory which has energy
equal to the maximum of the effective potential. To the motion inside the
potential well V (Az) is associated the energy
E
(
Aˆz
)
=
1
2
Aˆ′2z + V
(
Aˆz
)
.
As Aˆ′z (xˆ) = 0 for xˆ = K (k) /λ, the energy is the effective potential evaluated
at this point in space, where Aˆz (xˆ) = 1:
E
(
Aˆz
)
= V (1) =
ε
2
(4α− 3β) .
The expression is exactly the same as in the previous section, as the potential
well has the same shape. The effective potential has its maximum VM where
its derivative is null, i.e. where the current density is zero. This is true for
Aˆz = A¯z =
√
3 (β − α)
2α
.
Substituting into equation (2.30), the maximum of the effective potential is
given by
VM = V
(
A¯z
)
= −9
8
ε
(β − α)2
α
.
The soliton-like solution is that for which E
(
Aˆz
)
= VM , obtained when
α =
3
5
β.
This corresponds to k = 1, condition for which the Jacobi elliptical function
sn (x, k) reduces to tanhx. Finally the solution for the vector potential can
be written as
Aˆz (x¯) = tanh x¯,
where the spatial coordinate has been normalized on λ. Again the length
scale is of order
√
ε as to let the vector potential be of order 1. This solution
is plotted in figure 2.23.
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Figure 2.23: Hyperbolic tangent profile for the vector potential.
The expressions for particle and current densities, pressure and temperature
are exactly like in the previous section. By substitution of Az (x) they read
ne (x¯) = n0 + εn0
[
α tanh4 x¯+ (3α− β) tanh2 x¯+ 3
4
(α− 2β)
]
,
jez (x¯) = en0vtheε
[
3 (α− β) tanh x¯+ 2α tanh3 x¯
]
,
Π⊥ (x¯) = n0T0
{
1 + ε
[
α tanh4 x¯+ 3 (α− β) tanh2 x¯+ 3
4
(α− 10β)
]}
,
T (x¯) = T0
[
1− 2εβ
(
tanh2 x¯+ 3
)]
.
All these quantities are plotted in figures 2.24, 2.25, 2.26, and 2.27 respec-
tively, where parameters are set to ε = 10−5, α = −2 and β = −3.
At last figure 2.28 presents the magnetic field configuration.
Its analytical expression reads
Bˆy (x¯) = −
√
ε (4α− 3β)
cosh2 x¯
.
71
 1
 1.00001
 1.00001
 1.00002
 1.00002
 1.00003
 1.00003
 1.00004
 1.00004
 1.00005
-10 -5  0  5  10
n
e
x
particle density
Figure 2.24: Normalized particle density.
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Figure 2.25: Normalized current density.
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Figure 2.26: Normalized pressure Π⊥ (x).
It is easy to notice that the central maximum of the magnetic field, which
is due to the sudden change in the current configuration (see figure 2.25), is
balanced by the corresponding minimum of the xx component of the pressure
tensor. Both quantities reach a steady state at infinity, the magnetic field
going to zero while the pressure remains finite. Moreover it can be observed
that with this choice of parameters the temperature has a major effect in
determining the pressure behavior and thus in maintaining the equilibrium,
because it has a minimum in the center, corresponding to that of Π⊥ (x),
where the particle density on the contrary has its maximum.
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Figure 2.27: Temperature profile.
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Figure 2.28: Magnetic field configuration.
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Chapter 3
Numerical implementation
The previous chapter shows clearly how the algebra becomes very compli-
cated as soon as a non-maxwellian distribution function is taken into account.
This is the strongest limitation for an analytical treatment of the problem
of inhomogeneous non-isothermal plasma equilibria. To extend the work to
more realistic systems, with finite spatial inhomogeneities, calculations shall
be performed by means of numerical techniques.
3.1 Distribution function integration
The first complications arise when the integrals that give the moments of the
distribution functions are to be evaluated. These integrals provide the depen-
dence of particle and current densities and pressure tensor components from
the vector potential Az. The function that represents the current density
jez (Az) will then be put into Ampe`re’s equation that gives the spatial be-
haviour of the vector potential and consequently of all the physically relevant
quantities.
The distribution functions to be integrated are probability functions, thus
they are smooth and well behaved at infinity. Therefore it is not neces-
sary to use any particular attention for what concerns numerical integration:
standard routines work perfectly well. In this work a Romberg integration
method from Numerical Recipes [40] has been used; it is shown in appendix
B.1. This is a routine for integration on finite intervals, while the moments
of the distribution function are defined as integrals on the whole real axis. It
can be used in the circumstances under study because the distribution func-
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tions considered become very small at large values of the z velocity thanks
to the suppressing e−v
2
z term, therefore their integrals do not change signif-
icantly if the tails are cut. By properly choosing the integration interval
for the dimensionless variable vz/vthe the error due to the truncation of the
distribution function tails results smaller than the requested precision.
The integration method used is based on the trapezoidal rule extended to the
continuum limit. The basic extended trapezoidal rule evaluates the integral
of a function f (x) on the interval (a, b) by simple discretization and areas
summing. The interval is divided into N equispaced steps such that
xi = a+ ih, i = 0, . . . , N,
and the function f (x) has known values at the points xi:
fi = f (xi) , i = 0, . . . , N.
The integral is then evaluated roughly as
∫ xN
x0
f (x) dx = h
(
1
2
f0 + f1 + . . .+ fN−1 +
1
2
fN
)
+O
(
1
N2
)
.
By refining the mesh with approproate stepsizes that are submultiples of
h more accuracy can be achieved as some error terms are removed. The
continuum limit h → 0 is evaluated by polynomial interpolation: a fifth
order fit is performed on the values of the integral obtained with successive
refinements.
All the integrals depend only on the two arbitrary functions g (pz) and h (pz)
that enter the electron distribution function. Therefore a routine has been
set up where all the integrands are evaluated as functions of these two inputs.
In this way there is no need to recalculate the distribution functions explicitly
for every different configuration. This routine is shown in appendix B.2.
3.2 Ampe`re’s equation
The second fundamental issue is the solution of the dynamical equation (1.14)
for the vector potential:
Aˆ′′z (xˆ) = −jˆez
(
Aˆz
)
. (3.1)
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This is the core of the problem, from which all the properties of the various
equilibrium configurations descend. The second order ordinary differential
equation is solved by means of the NAG routine D02RAF [41]. The solution
is computed using a finite-difference technique with deferred correction allied
to a Newton iteration to solve the finite-difference equations [42].
The code solves a system of n nonlinear ordinary differential equation of the
first order over a given interval (a, b) with b > a. The system is written in
the form
y′i = fi (x, y1, . . . , yn) , i = 1, . . . , n.
Our second order equation (3.1) is equivalent to the system of first order
equations
{
A′z (x) = −By (x)
B′y (x) = jez (Az)
. (3.2)
The function jez (Az) that appears as right hand side of Ampe`re’s equation
is not known analytically: it is calculated by calls to the integration routine
described in the previous section by a dedicated subroutine called FCN:
...
SUBROUTINE FCN(X, EPS, Y, F, N)
IMPLICIT DOUBLE PRECISION (A-M,O-Z)
parameter(vmax=50.0D0)
parameter(pi=3.141592653D0)
DIMENSION Y(N),F(N)
EXTERNAL jintA
common A
A=Y(3)
call qromb(jintA,-vmax,vmax,j0)
F(1) = 0.0D0
F(2) = j0/sqrt(pi)*Y(1)
F(3) = Y(2)
901 FORMAT(2(3X,E12.4))
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RETURN
END
...
This subroutine supplies the derivatives fi that are to be used as right hand
sides in the system of first order differential equations 3.2.
Note that three equations appear in the subroutine FCN. In this way more
freedom is allowed in giving the boundary conditions. D02RAF solves a two
point boundary value problem, therefore it does not accept boundary condi-
tions on one side only. To solve our second order differential equation, two
boundary conditions are needed: they can be any two values of vector poten-
tial and/or magnetic field, at any two points inside the interval. It would be
interesting to have the possibility to give the solving routine boundary con-
ditions at one point only, e.g. both vector potential and magnetic field at the
beginning or at the end of the interval. To this aim the extra unknown func-
tion Y1 is inserted: another boundary condition becomes necessary, which
can be given anywhere and provides the possibility to choose freely where
to set the other two that are physically interesting on vector potential and
magnetic field. The function Y1 is given the value 1 at one point in space
as boundary condition, and its derivative is put to zero. The differential
equations system that is actually solved by D02RAF is then


Y ′1 (x) = 0
B′y (x) = Y1 (x) jez (Az)
A′z (x) = −By (x)
.
Boundary conditions must be given in the form
gi (y (a) , y (b)) = 0, i = 1, . . . , n,
where
y (x) = [y1 (x) , . . . , yn (x)]
T .
They are supplied by the subroutine G:
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...
SUBROUTINE G(EPS,YA,YB,BC,N)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION YA(N),YB(N),BC(N)
COMMON/Bound/A1,B1
BC(1) = YA(2) - B1
BC(2) = YA(3) - A1
BC(3) = YB(1) - 1.0
RETURN
END
...
In the case shown above, vector potential and magnetic field are set at the
beginning of the interval to the values of A1 and B1 respectively, while the
auxiliary function Y1 is set to 1 at the end of the interval.
Newton iteration in addition requires Jacobian matrices ∂fi/∂yj, ∂gi/∂yj (a)
and ∂gi/∂yj (b). The derivative of the current with respect to Az appears in
the first Jacobian, and must be calculated. This is another integral of the
same kind of the distribution function moments in velocity space, therefore
it can be evaluated using the same routines:
djˆez
dAˆz
= − 1
n0vthe
∫ +∞
−∞
vz
∂Fe (vz, Az)
∂Aˆz
dvz,
where (primes indicate derivatives with respect to pˆz)
∂Fe (vz, Az)
∂Aˆz
=
n0√
pivthe
e−h
2vˆ2z
h4
[
2h2gg′ − 2g2hh′
(
h2vˆ2z + 1
)]
.
The initial mesh is equispaced, and it can be refined by the integration al-
gorithm whenever needed; the tolerance is set to 10−4, and the solution is
computed in such a way that the error is approximately equidistributed on
the final mesh. The piece of code that prepares the work for the NAG rou-
tine and outputs the results for the functions Az (x) and By (x) is shown in
appendix B.3.
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3.3 Spatial profiles
Finally all this information is put together and the spatial dependence of
the particle and current densities, and of the xx component of the pressure
tensor is obtained. This is done simply by assigning to these quantities the
right values on the space mesh over which the solution to Ampe`re’s equation
Az (x) is given. The simple routines used to do so are presented in appendix
B.4. Alongside with the temperature many other interesting quantities can
be evaluated easily on the space mesh, such as mean electron velocity, or
the zz component of the pressure tensor that gives also an estimate of the
anisotropy of the system. A check on the validity of the results obtained
can be performed by verifying that the quantity Bˆy (x)
2 / (8pi) + Πˆ⊥ (x) is
constant.
3.4 Code validation
The quality of the integration code is checked by making sure that the ana-
lytical results obtained in the previous chapter are well reproduced. To do so,
the distribution function is taken as the Taylor expanded form of the original
distribution, with the expansion parameter ε set to an arbitrary finite value.
This implies using arbitrary functions h (pz) and g (pz) different from those
used in the corresponding linear treatment, and it is worth noting that in
general their dependence might not always be on the veriable pz but on the
two variables vz and Az separately. In the general case when both h (pz) and
g (pz) are expanded in powers of ε the reduced distribution function reads,
from equation (1.7),
Fe (vz, Az) = e
−vˆ2z
{
1 + 2ε
[
g˜ (pz)− h˜ (pz)
(
1− vˆ2z
)]}
.
Setting ε = 1, this distribution is equivalent to that obtained with the arbi-
trary functions H (pz) and G (vz, Az) defined by
H (pz) = 1,
G 2 (vz, Az) = 1 + 2
[
g˜ (pz)− h˜ (pz)
(
1− vˆ2z
)]
.
These are the functions that will be used in the following. Note that the
choice H (pz) = 1 implies that particle density and xx component of the
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pressure tensor are multiple one of the other, therefore there is no need to
evaluate them both as well as no need to evaluate the constant temperature.
Moreover it is important to point out that all the results obtained here have
a meaning only for the sake of validating the code: no new result is presented
here and it must be kept in mind that this is an extension of the perturbative
treatment to regions of parameters space where its reliability is not assured.
3.4.1 Linear perturbation
The case analyzed in section 2.2 is reproduced here. From equation (2.7) the
first order approximation of the reduced distribution function with ε set to
1 reads
Fe (vz, Az) =
n0√
pivthe
e−vˆ
2
z
[
1 +
(
1− 2vˆ2z
) (
Aˆz − vˆz
)]
.
Note that this distribution function is not well defined as it can become
negative for certain values of the z velocity. The same Fe (vz, Az) is obtained
with the choice
H (pz) = 1,
G 2
(
vˆz, Aˆz
)
= 1 +
(
1− 2vˆ2z
) (
Aˆz − vˆz
)
.
The integrals performed numerically give constant current and particle den-
sities, as it was predicted by analytical calculations (see equations (2.5) and
(2.8)). Numerical results are shown alongisde with their analytical counter-
parts in figure 3.1.
To solve Ampe`re’s equation the derivatives of the two functions g (pz) and
h (pz) with respect to Aˆz are needed, in order to evaluate the Jacobians (see
section 3.2). In this case they are given by
∂H (pz)
∂Aˆz
= 0,
∂G 2
(
vˆz, Aˆz
)
∂Aˆz
= 1− 2vˆ2z .
The differential equation to solve is
Aˆ′′z (xˆ) = 1,
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Figure 3.1: Nomralized particle and current densities versus Aˆz.
that gives a quadratic spatial profile for the vector potential and a linear
magnetic field. Boundary conditions are given for Az (x):
Aˆz (−1) = Aˆz (1) = 1.
With the above boundary conditions the expressions for the two fields are
Aˆz (xˆ) =
xˆ2 + 1
2
,
Bˆy (xˆ) = −xˆ.
Numerical results are shown in figure 3.2 alongside with their analytical coun-
terparts: they are well in accordance.
3.4.2 Quadratic perturbation
Periodic solution
The configuration found in section 2.3.1 is reproduced here. The reduced
distribution with ε = 1/2 reads
Fe (vz, Az) =
n0√
pivthe
e−vˆ
2
z
[
1− 1− 2vˆ
2
z
2
(
vˆz − Aˆz
)2]
,
and is obtained with
H (pz) = 1,
G 2
(
vˆz, Aˆz
)
= 1− 1− 2vˆ
2
z
2
(
vˆz − Aˆz
)2
.
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Figure 3.2: Normalized vector potential and magnetic field versus xˆ.
The current density had been found to depend linearly on the vector poten-
tial, while the particle density is constant. The results of numerical integra-
tion are shown in figure 3.3 and reproduce well the analytical calculations.
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Figure 3.3: Normalized particle and current densities versus Aˆz, quadratic per-
turbation, bounded solution.
To solve Ampre’s equation the derivatives of the two arbitrary functions are
supplied:
∂H
∂Aˆz
= 0,
∂G2
∂Aˆz
=
(
1− 2vˆ2z
) (
vˆz − Aˆz
)
.
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The boundary conditions Aˆz (0) = Aˆz (2pi) = 1 give the fields in the form
Aˆz (xˆ) = cos xˆ,
Bˆy (xˆ) = sin xˆ.
The solution obtained numerically gives the same results as shown in figure
3.4.
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Figure 3.4: Normalized vector potential and magnetic field versus xˆ, quadratic
perturbation, bounded solution.
Hyperbolic solution
The hyperbolic cosine solution of section 2.3.2 is revised here. The arbitrary
functions H (pz) and G (vz, Az) are set as
H (pz) = 1,
G2 (vz, Az) = 1 +
1
2
(
1− 2vˆ2z
) (
vˆz − Aˆz
)2
.
The resulting reduced distribution is that of equation (2.16) with ε = 1/2:
Fe (vz, Az) ∼ n0√
pivthe
e−vˆ
2
z
[
1 +
1− 2vˆ2z
2
(
vˆz − Aˆz
)2]
.
The current density is proportional to Az, while the particle density once
again is constant. Their numerical values are in good accordance with the
analytical ones, as shown in figure 3.5.
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Figure 3.5: Dimensionless particle and current densities versus Aˆz, quadratic
perturbation, unbounded solution.
The particle density results negative due to the fact that the reduced distri-
bution Fe (vz, Az) is not positive everywhere in phase space; it is indeed not
even well defined as a distribution, but remember that these results serve
only as tests for the reliability of the code.
If the boundary conditions are set to Aˆz (0) = 1, Aˆz (1) = cosh (2) the fields
read
Aˆz (xˆ) = cosh (2xˆ) +
133
200
sinh (2xˆ) ,
Bˆy (xˆ) = −2 sinh (2xˆ)− 133
100
cosh (2xˆ) .
They are plotted alongisde with their numerical counterparts in figure 3.6,
and the agreement is good.
3.4.3 Polynomial perturbation
One of the possible configurations from those described in general in section
2.5 is reproduced here. The arbitrary functions that give the right distribu-
tion functions as in equation (2.17) are
H (pz) = 1,
G2 (vz, Az) = 1 +
(
α− 2βvˆ2z
) (
vˆz − Aˆz
)
.
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Figure 3.6: Dimensionless vector potential and magnetic field versus xˆ, quadratic
perturbation, unbounded solution.
The current density is constant and the particle density depends linearly on
Az. Numerical results are in good accordance with the analytical ones, as
shown in figure 3.7.
To solve the equation of motion for the vector potential the derivatives of
the arbitrary functions H (pz) and G (vz, Az) are needed. They read
∂H (pz)
∂Aˆz
= 0,
∂G2 (vz, Az)
∂Aˆz
= 2βvˆ2z − α.
Boundary conditions are given as Aˆz (0) = 9 and Aˆz (2) = 0, therefore the
fields are given by
Aˆz (xˆ) =
α− 3β
2
xˆ2 − 19
2
xˆ+ 9,
Bˆy (xˆ) =
3β − α
2
xˆ+
19
2
.
The vector potential and magnetic field obtained numerically are shown in
figure 3.8, and are in good accordance with the analytical results.
3.4.4 Double potential well
The different equilibrium configurations obtained in section 2.6 are repro-
duced here. Particular attention will be put on the infinite-period solutions,
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Figure 3.7: Normalized current density versus Aˆz for a polynomial perturbation
with α = 1 and β = −3.
as they are peculiar and may be difficult to individuate for the numerical
solver. The reduced distribution function (2.19) is reproduced with
H (pz) = 1,
G2 (vz, Az) = 1 + α
(
vˆz − Aˆz
)4 − 2βvˆ2z (vˆz − Aˆz)2 .
Their derivatives, which will be needed by the differential equation solver,
read
∂H (pz)
∂Aˆz
= 0,
∂G2 (vz, Az)
∂Aˆz
= −4α
(
vˆz − Aˆz
)3
+ 4βvˆ2z
(
vˆz − Aˆz
)
.
Particle and current densities as functions of the vector potential Az obtained
numerically look like the analytical results, as can be seen in figure 3.9.
The solution to Ampe`re’s equation Az (x) obtained numerically for the cn
branch well reproduces the oscillating periodical behaviour expected; this
holds also for the dn branch. The most interesting limiting solution found
in the upward well is also well reproduced: numerical and analytical results
are plotted in figure 3.10.
By setting both α and β negative the potential well is turned upside down.
Moreover, for α = 3/5β the peculiar solution described in section 2.6.2 is
recovered. In figure 3.11 are shown the profiles for the vector potential and
the magnetic field computed numerically and analytically.
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Figure 3.8: Dimensionless vector potential and magnetic field versus xˆ for a poly-
nomial perturbation with α = 1 and β = −3.
3.4.5 The Harris pinch
As a last check on the validity of this code, the well known Harris pinch [5]
is reproduced in this section. To obtain this equilibrium configuration it is
not necessary to assume that ions are at rest, but in our treatment they are
considered so. Therefore here is descirbed the limit of the original Harris
pinch with ions at rest. The distribution function for the electrons is
fe (pz, E) =
n0
(
√
pivthe)
3 e
− 2E
mevthe e2u
∗pˆz .
This distribution function is a maxwellian shifted along z in velocity space.
The parameter u∗ represents the velocity shifting. The integrated form of
such a distribution reads
Fe (vz, Az) =
n0√
pivthe
e−vˆ
2
ze 2u
∗(vˆz−Aˆz). (3.3)
The two arbitrary functions thus are h (pz) = 1 and g (pz) = e
u∗pˆz .
Integrating (3.3) with the choice u∗ = 1 gives for particle and current densi-
ties
ne
(
Aˆz
)
= n0 e
−2Aˆz+1,
jez
(
Aˆz
)
= −en0vthee−2Aˆz+1.
88
-500
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 4500
 5000
-6 -4 -2  0  2  4  6
particle density - analytical
numerical
-2000
-1500
-1000
-500
 0
 500
 1000
 1500
 2000
-6 -4 -2  0  2  4  6
curren density - analytical
numerical
Figure 3.9: Normalized particle and current densities versus Aˆz, double potential
well with α = 7 and β = 8.
The results of numerical integration are shown in figure 3.12, where it is
clearly seen that the analytical predictions are well reproduced.
Ampe`re’s equation in dimensionless variables is given by
Aˆ′′z (xˆ) = e
−2Aˆz+1.
It is solved by Aˆz (xˆ) = 1/2 + ln cosh xˆ if Aˆz (0) = 1/2 and Bˆy (0) = 0
are chosen as initial conditions. The magnetic field has the characteristic
hyperbolic tangent profile, Bˆy (xˆ) = − tanh xˆ. Numerical results are shown
in figure 3.13, and they reproduce exactly the predicted behaviour.
This configuration describes a plasma confined by the magnetic field in the
region near x = 0. The particle density spatial profile is in fact, as plotted
in figure 3.14,
ne (xˆ) =
n0
cosh2 xˆ
.
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Figure 3.10: Dimensionless vector potential and magnetic field versus xˆ, infinite-
period solution Aˆz = 1/ cosh xˆ with α = 6 and β = 8.
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Figure 3.11: Normalized vector potential and magnetic field for the infinite-period
solution Aˆz = tanh xˆ with α = −6 and β = −10.
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Figure 3.12: Normalized particle and current densities versus Aˆz for the Harris
pinch configuration.
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Figure 3.13: Normalized vector potential and magnetic field versus xˆ, Harris
solution.
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Figure 3.14: Dimensionless particle density versus xˆ.
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Chapter 4
Numerical solutions
The most interesting results can be achieved by numerically integrating our
equations: exact solutions for Ampe`re’s equation can be found, and conse-
quently many different equilibrium configuration with diverse and interesting
features. The initial definition of the distribution function with two arbitrary
input functions that can be chosen at will proves very powerful in being able
to describe a wide variety of magnetic plasma equilibria.
4.1 Finite ε solutions
As a first step some of the configurations that have been treated analyti-
cally are analyzed without any perturbative approach. This can also show
how good the approximations were. Among the various configurations found
under the approximation of small inhomogeneities, only those that can be
extended to the whole domain in phase space will be reproduced here.
4.1.1 Quadratic h (pz)
One of the configurations that proved homogeneous at first order in the small
parameter ε can be extended to finite values of this parameter, thanks to the
good definition of the distribution function. It is the one described in section
2.3.2. By studying it without any approximation it is possible to verify if
homogeneity is still a property of the system, at least at some scale if not in
the whole space.
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The two arbitrary functions that determine the form of the distribution read
(see equation (2.15))
h (pz) = 1 +
(
vˆz − Aˆz
)2
,
g2 (pz) =
[
1 +
(
vˆz − Aˆz
)2]3
.
Note that the condition for homogeneity at first order g2 (pz) = h
3 (pz) is
imposed. The reduced form of the distribution function results
Fe (vz, Az) =
n0√
pivthe
[
1 +
(
vˆz − Aˆz
)2]
e
−
[
1+(vˆz−Aˆz)
2
]2
vˆ2z
.
It is plotted in figure 4.1.
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Figure 4.1: Normalized distribution function Fe
(
vˆz, Aˆz
)
.
The distribution function is well behaved, it goes to zero at large velocities
and it is single-peaked in vz, as can be seen in figure 4.2 where some snapshots
taken at different values of the vector potential Az are shown.
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Figure 4.2: Snapshots of Fe
(
vˆz, Aˆz
)
, with Aˆz = 4, 2, 0.2, 0.1.
The profiles for current and particle densities are obtained by integration
of the distribution function as described in section 3.1. They are shown in
figure 4.3.
The behaviour at infinity can be predicted analytically, and is well reproduced
by the numerical integrations: for large Az, the particle density becomes
constant while the current density goes to zero.
ne (Az) → n0√
pi
∫ +∞
−∞
dvˆzAˆ
2
ze
−Aˆ4z vˆ
2
z = n0,
jez (Az) → −en0vthe√
pi
∫ +∞
−∞
dvˆzvˆzAˆ
2
ze
−Aˆ4z vˆ
2
z =
= −en0vthe√
pi
1
Aˆ2z
∫ +∞
−∞
d
(
vˆzAˆ
2
z
)
vˆzAˆ
2
ze
−(vˆzAˆ2z)
2
= 0.
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Figure 4.3: Normalized particle and current densities versus Aˆz.
The current density can be evaluated at Aˆz = 0 as well: it is given by
jez (0) = −en0vthe
∫ +∞
−∞
dvˆzvˆz
(
1 + vˆ2z
)
exp
[
−
(
1 + vˆ2z
)
vˆ2z
]
,
which is equal to zero because the integrand is odd. The small parameter
expansion is valid around the minimum of the particle density, where jez (Az)
decreases almost linearly and the pressure, as shown in figure 4.4, is at its
maximum. The hyperbolic cosine solution for the vector potential described
in section 2.3.2 yields ne ∼ constant, jez ∼ −Az and Π⊥ ∼ −A2z, and for the
fields Az (x) ∼ x, By (x) ∼ −x2: these behaviours are reasonably reproduced
by the nonlinear solution near Az = 0, see also figure 4.5. The magnetic
field configuration described here is a sort of magnetic well resembling those
described in [12], characterized by the different parity of the magnetic field
in respect to the mean velocity, this being odd while By (x) is even. This
feature makes such an equilibrium structure quite peculiar and differentiates
it strongly from the Harris-like structures. It is possible to give an estimate
of the shear length of the structure dscribede here. For a typical laboratory
plasma with a reference density n0 of 10
14 cm−3, the variation length is on the
order of millimiters; in an astrophysical plasma the density is much smaller,
around 104, and consequently the characteristic length scale is of the order
of hundreds of meters.
The xx component of the pressure tensor, shown in figure 4.4, gives the
potential well (see equation(1.17)) in which the virtual particle described by
the trajectory Az (x) moves.
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Figure 4.4: Normalized xx component of the pressure tensor versus Aˆz.
This potential does not admit limited orbit, therefore the vector potential
must go to infinity at large x. We can imagine a particle with energy greater
than the maximum of the potential coming from −∞, slowing down as it
encounters the hill and reaching again its initial velocity value at x→ +∞.
Boundary conditions for such a trajectory could be for example Aˆz (0) = 2,
Aˆz (2) = 0.2 and then the solution can be extended until the asymptotic value
of By is reached. The fields are plotted in figure 4.5: the vector potential
increases almost linearly, while the magnetic field has a minimum in absolute
value corresponding to the maximum of Π⊥.
From Az (x) the spatial dependence of all the other interesting quantities is
derived. Particle and current densities, Π⊥ and temperature are shown in
figure 4.6.
In this case the most important part of the equilibrium balance comes from
the temperature: the pressure profile almost follows T (x), they both have
a maximum in x = 0 where ne (x) on the contrary has a minimum. Note
that the x dependence resembles much the Az dependence due to the almost
linear spatial behaviour of the vector potential. The mean electron velocity
shown in figure 4.7 is small with respect to the thermal velocity, reaching at
97
-5
-4
-3
-2
-1
 0
 1
 2
 3
 4
 5
-4 -2  0  2  4
vector potential
-1.1
-1.05
-1
-0.95
-0.9
-0.85
-0.8
-0.75
-4 -2  0  2  4
magnetic field
Figure 4.5: Normalized vector potential and magnetic field versus xˆ.
most a value of roughly 0.2 vthe.
We can evaluate the anisotropy of the system by comparing the two different
diagonal terms of the pressure tensor, Π⊥ that maintains the equilibrium and
Π‖. In this case they have a different behaviour only near x = 0, as shown in
figure 4.8: the zz component has a relative minimum corresponding to the
maximum of Π⊥.
A different magnetic configuration can be obtained by following a trajectory
that comes from +∞, reaches a minimum and bounces back because the
initial energy is smaller than the peak of the potential. The zero of the
’velocity’ is put at x = 0, giving as boundary conditions
Bˆy (0) = 0,
Bˆy (3) = 0.3.
As expected, the vector potential is even and goes almost linearly to +∞
for x → ±∞, with a wide minimum in x = 0; the magnetic field is odd
and decreases from an asymptotic value By (+∞) to its opposite. Both are
plotted in figure 4.9.
Pressure, temperature, particle and current densities are shown in figure 4.10:
again, the pressure almost follows the temperature, while the particle density
has an opposite profile. The two symmetric minima of the current density
cause the changes of concavity in the magnetic field profile.
This configuration, as well as the one described just before (see figure 4.6),
presents the interesting characteristic of a depleted plasma region around
x = 0, corresponding to a peak in temperature. Similar conditions have
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Figure 4.6: Dimensionless particle and current densities, temperature and pres-
sure versus xˆ.
been observed in the Earth auroral zone, and have been described as auroral
cavities [9]. Measurements obtained from the Viking Langmuir probe [43] and
from the Sondre Stromfjord incoherent scatter radar [44] observed density
depletion of 20 to 80 percent in a region approximately 1.4 kilometers wide.
The equilibria described here have a density depletion of around 20 precent
that extends for two to four λes: with a reasonable reference density of
around 10 cm−3, the variation lengths result of the order of one kilometer,
thus representing a good approximate model for what can be seen in auroral
plasmas.
The profiles of particle density, pressure and temperature do not differ much
from those of the previous solution, except that they are less peaked; the
current density changes parity due to the positivity of Az. The equilibrium
condition B2y/ (8pi)+Π⊥ = constant is pretty well verified: figure 4.11 shows
the relative deviations from the mean value calculated at each grid point.
The error is always smaller than 10−3.
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Figure 4.7: Mean velocity Vˆez versus xˆ.
The mean electron velocity, plotted in figure 4.12, takes small values as before
and changes parity following jez.
The pressure tensor components are very similar to those of the previous
configuration, anisotropy is again more pronounced near x = 0, as can be
seen in figure 4.13.
By choosing carefully the boundary conditions it is possible to individuate
the asymptotic solution for which By → 0 at infinity. This solution is ob-
tained if the initial energy is such that the particle reaches the top of the
potential at infinite time. A certain initial value for Az (xˆ) = A¯ is chosen
and the corresponding value of the effective potential Π⊥
(
A¯
)
is evaluated.
By imposing on the initial magnetic field the condition
Bˆ2y (xˆ) /2 = max
(
Πˆ⊥
(
Aˆz
))
− Πˆ⊥
(
A¯
)
,
the particle will have energy equal to the maximum of the effective potential
V (Az).
This solution is plotted in figure 4.14 and is obtained with initial conditions
Aˆz (0) = 1 and Bˆy (0) = 0.4207, extending to the right and shifting the x
coordinate as to put x = 0 at the beginning of the interval.
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Figure 4.8: Dimensionless diagonal terms of the pressure tensor.
The vector potential goes almost linearly to +∞ for x → −∞, while it
decreases asymptotically to 0 at large x: the effective potential in fact has
its maximum at Az = 0, see figure 4.4. The magnetic field, that represents
the velocity, is constant at −∞ and decreases towards the asymptotic value
of zero.
Particle density, current density, pressure and temperature are shown in fig-
ure 4.15: ne (x) has a maximum, then decreases until the asymptotic finite
value ne (Az = 0). Pressure and temperature have a very similar profile,
which balances the magnetic field: they increase from the constant value at
−∞ to their asymptotic value corresponding to Az = 0.
It can be interesting to observe that in this configuration, the plasma is
confined in a region just a little bigger that the current hole that surronds the
central region around x = 0. For what concerns particle and current densities,
this is very similar to the equilibrium corresponding to a central minimum of
the current profile found at JT-60U tokamak in Japan [45]. That confinement
regime is particularly interesting in view of the fact that it requires nearly
zero current in the bulk of the plasma to sustain the equilibrium. Even if the
main spatial features are similar, it must be pointed out that the length scales
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Figure 4.9: Normalized vector potential and magnetic field versus xˆ.
that appear here are very different from those related to that experiment:
the confinement region in JT-60U has a size of around tens of centimeters,
while in the equilibrium described here it is around 4λe wide, which means
roughly 10−1 cm.
The equilibrium condition is verified quite well, as shown in figure 4.16.
The mean z velocity profile follows that of the current density, as seen in
figure 4.17.
The system becomes anisotropic as soon as it becomes inhomogeneous in
space: the zz component of the pressure tensor has a maximum, then de-
creases to an asymptotic value, while the xx component is monotonically
increasing towards a different one. They are shown in figure 4.18.
4.1.2 Quartic g (pz)
The only other configuration whose small inhomogeneity limit can be ex-
tended to finite values of ε is the one described in section 2.6. It is obtained
by putting
h (pz) = 1 + β
(
vˆz − Aˆz
)2
,
g2 (pz) =
[
1 + β
(
vˆz − Aˆz
)2]2 [
1 + α
(
vˆz − Aˆz
)4]
.
The parameters α and β can be varied at will as far as they remain positive,
otherwise the distribution function would not be realistic. An exemplary
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Figure 4.10: Dimensionless particle and current densities, temperature and pres-
sure versus xˆ.
distribution function in its integrated form is plotted in figure 4.19, with
parameters set to α = 1 and β = 3.
The distribution function is well behaved and goes rapidly to zero at large
vz. For some values of Az it is double peaked in velocity, therefore it could
be subject to two-stream instabilities.
The current density as a function of the vector potential Az resembles much
that of the previous subsection, as shown in figure 4.20.
This is due to the fact that the two distribution functions are indeed very
similar. In particular they have almost the same behaviour at Az, vz → ∞,
as well as for Az, vz ∼ 0. The only substantial difference is in the factor
multiplying the exponential functions, which accounts for example for the
difference in the number of peaks in vz in the central region. Another im-
portant consequence is that the particle density in this case diverges at large
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Figure 4.11: Equilibrium condition (in dimensionless variables) Bˆ2y/2 + Πˆ⊥ =
constant.
Az:
ne (Az)→ n0√
pi
∫ +∞
−∞
(
1 + αAˆ4z
)
e−[(1+βAˆ
2
z)vˆz]
2
dvˆz = n0
1 + αAˆ4z
1 + βAˆ2z
→ +∞.
Since the current density jex (Az) is so similar to that of the previous section,
also the effective potential should not differ much. This is confirmed by figure
4.21, which shows the xx component of the pressure tensor as function of the
vector potential Az that represents indeed the effective potential V (Az).
The solutions to Ampe`re’s equation that are obtained from such a current
density are very similar to those analyzed in the previous section, therefore
they will not be shown here to avoid repetitions: the general behaviour is
that already described in section 4.1.1.
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Figure 4.12: Mean electron velocity Vˆez (xˆ).
4.2 New configurations
At last some completely new configurations are analyzed, as to show some
more interesting features and once again to confirm the wide variety of pos-
sible magnetic equilibria that can be found in this framework.
4.2.1 Periodic solutions
Periodic equilibria are of interest because they prove very useful as starting
points for simulations of dynamic processes inside the plasma. To obtain
them a suitable potential well must be found. A good choice can be for
example to start from the reduced distribution function
Fe (vz, Az) =
n0√
pivthe
β
α
e−α
2(vˆz−Aˆz)
4
vˆ2z
(
vˆz − Aˆz
)4
,
where
h2 (pz) = α
(
vˆz − Aˆz
)2
,
g2 (pz) = β
(
vˆz − Aˆz
)6
.
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Figure 4.13: Πˆ⊥ and Πˆ‖.
α and β are arbitrary parameters that must be positive in order to have
a well defined distribution function. Fe (vz, Az) is plotted in figure 4.22 for
α = β = 1.
This distribution function is not single peaked in velocity for every value
of Az: the snapshots in figure 4.23 show that there can be more nearby
maxima, one of which is much bigger at sufficiently large Az. The position
and intensity of the maxima depend also on the values of the parameters α
and β.
The resulting potential well can be found remembering that, apart from an
additive constant, it is the second order moment of the distribution function
Π⊥ (see equation (1.17)). In this case the potential well has a sort of funnel
shape, as shown in figure 4.24 for various values of the two parameters.
The profiles do not change very much with different choices of the parameters,
so we concentrate on the case where both α and β are set to one. To find
a periodic solution it is enough that the ’particle’ at time zero is inside the
potential well with a finite ’velocity’, because the well is infinite. Therefore
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Figure 4.14: Normalized vector potential and magnetic field versus xˆ.
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Figure 4.15: Dimensionless particle and current densities, temperature and pres-
sure versus xˆ.
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Figure 4.16: Bˆ2y/2 + Πˆ⊥.
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Figure 4.19: Normalized reduced distribution function, α = 1 and β = 3.
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β = 3.
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, α = 1 and β = 3.
we give as initial conditions for the vector potential and the magnetic field
Aˆz (0) = 0,
Bˆy (0) = −2.
The periodic solutions obtained are sketched in figure 4.25. The period is
T ∼ 16.7λe.
The check for consistency, equation (1.18), is well verified as shown in figure
4.26.
As all the quantities depend ultimately on the vector potential, they will all
have a periodic behaviour. Figure 4.27 shows particle density, pressure and
temperature.
Particle density has a much wider excursion than both temperature and
pressure. It is worth showing the latter two, see figure 4.28, as to distinguish
their behaviour.
The period for the particle density as well as for the xx component of the
pressure tensor is half the one for the fields; the current density has instead
the same period of Az (x). This must be true for any periodic solution: the
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Figure 4.22: Normalized reduced distribution function Fe (vz, Az).
particle density and Π⊥ in fact can be seen as integrals of squared functions
of Az, while the current density jez (Az) cannot, due to the presence of the
multiplying term vz. In more detail, we have
ne (x) =
n0√
pi
∫ +∞
−∞
dvˆz
g2 (vz, Az (x))
h2 (vz, Az (x))
e−h
2(vz ,Az(x))vˆ2z =
=
n0√
pi
∫ +∞
−∞
dvˆzA
2 (vz, x) e
−B2(vz ,x).
Here A (vz, x) = g (pz) /h (pz) and B (vz, x) = h (pz) vz are periodic functions
of x through the dependence of Az (x), so their period T is equal to that
of the vector potential. Their squares have a period half of that, thus the
density has period T/2. The same applies to the pressure, with the change
A (vz, x) = g (pz) /h
2 (pz). For the current density this argument cannot be
applied because of the vz multiplying factor inside the integral:
jez = −en0vthe√
pi
∫ +∞
−∞
dvˆzvˆz
g2 (vz, Az (x))
h2 (vz, Az (x))
e−h
2(vz ,Az(x))vˆ2z .
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parameters α and β.
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Figure 4.26: Equilibrium check: Bˆ2y/2 + Πˆ⊥ must be constant.
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Figure 4.28: Spatial profiles for normalized temperature and pressure.
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Figure 4.29: Normalized mean velocity and current density.
This cannot be seen as product of squared functions, therefore the period is
the same as that of Az (x).
The mean electron velocity is quite small, and it has very steep peaks when
it changes sign. This is due to the great amplitude of the particle density
variations. In figure 4.29 are shown the mean velocity and the current density;
their period is the same as for the vector potential, as it should.
The potential well under study has a parabolic behaviour near its bottom (see
figure 4.30), and the parabola that best fits this profile is y = 2x2/9+ 0.173.
Giving an accurate initial guess to the differential equation solver, it is pos-
sible to find quasi-sinusoidal solutions for the equilibrium fields, provided we
remain in the region where the parabola is a good approximation for the ef-
fective potential. An harmonic solution for the motion inside the best-fitting
parabola could be, for example,
Aˆz (xˆ) =
3
2
sin
(
2
3
xˆ
)
,
that has as initial conditions Aˆz (0) = 0 and Bˆy (0) = −1, and a period
T = 3pi. The same initial conditions given to the numerical solver result in
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Figure 4.30: Potential well and best-fitting parabola.
the fields plotted, alongside the sinusoidal ones, in figure 4.31.
It is clear that the approximation to a quadratic potential is not bad, resulting
in a solution very similar to a sinusoidal function. Again, the particle density
has a greater amplitude than pressure and temperature (see figure 4.32); the
profiles are more regular due to the quasi-harmonicity of Az.
The mean electron velocity looks similar to the previous case, just a bit
smoother, see figure 4.33.
4.2.2 Harris-like solution
In this section is obtained an equilibrium configuration that is very similar to
the Harris pinch: the magnetic field is created by a central current sheet and
confines the bulk of the plasma. Moreover this equilibrium shows nonuniform
temperature.
Consider the distribution function
fe
(
v2, pz
)
=
n0
pi3/2v3the
exp
[
− (α+ tanh pˆz) vˆ2
]
,
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Figure 4.31: Normalized vector potential and magnetic field, quasi-sinusoidal
solution.
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Figure 4.32: Dimensionless particle and current densities, temperature and pres-
sure, quasi-sinusoidal solution.
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Figure 4.33: Mean electron velocity Vˆez, quasi-sinusoidal solution.
obtained with the choice
g (pz) = 1,
h2 (pz) = α+ tanh pˆz, α > 1.
The integrated form of this distribution function is single-peaked in vz, as
can be seen clearly from figure 4.34.
The potential well in which the particle that represents the vector potential
moves has an hyperbolic tangent profile, whose amplitude varies depending
on the value of the parameter α. Some of the possible profiles are shown in
figure 4.35.
The parameter α is set to 2 from now on. We consider a particle coming
from −∞ that is reflected by the potential well. Initial conditions are given
as
Aˆz (0) = −4,
Bˆy (0) = −0.6.
The numerical solution is plotted in figure 4.36, shifting the x coordinates to
have Bˆy (0) = 0.
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Figure 4.34: Normalized distribution function, α = 2.
As expected the trajectory Az (x) reaches a maximum arriving with positive
velocity and bounces back. The magnetic field has an hyperbolic tangent
shape, resembling very much the Harris pinch [5]. Particle density, pressure
and temperature have all the same behaviour: they reach a maximum at x =
0, corresponding the the zero of the magnetic field, and are asymptotically
constant at infinity. They are shown in figure 4.37.
The current sheet typical of the Harris pinch can be well recognized. The
bulk of the plasma is confined near the center of the configuration, but the
particle density does not go to zero at infinity as is the case for the Harris
pinch. It is possible to change the asymptotic value of the particle density for
x→ ±∞ by adding a maxwellian pedestal to the distribution function, that
does not contribute to the current density. In such a way the whole plasma
could be confined inside the central region, so that ne (x)→ 0 at infinity.
The mean electron velocity is about one third of the thermal velocity; its
profile is shown in figure 4.38.
For what concerns the anisotropy of the system, Π⊥ (x) and Π‖ (x) have
almost the same behaviour, except that the latter is a bit wider, as seen in
figure 4.39.
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Figure 4.36: Normalized vector potential and magnetic field.
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Figure 4.37: Normalized particle and current densities, pressure and temperature
versus xˆ.
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Figure 4.38: Normalized mean electron velocity.
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Figure 4.39: Dimensionless diagonal components of the pressure tensor.
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Conclusions
In this thesis work a new approach to the study of the time-independent
one dimensional Vlasov-Maxwell coupled system is presented. The method
adopted seems useful because it allows for many different types of distribu-
tion functions, thanks to the little requirements necessary for the arbitrary
functions of the canonical momentum g and h that ultimately define its
shape. Another interesting quality, which is lost at higher dimensionality, is
that the behaviour of the fields can be inferred by simply looking at the xx
component of the pressure tensor, that represents the effective potential in
which a symbolic particle whose motion is described by Az (x) lives.
Many different solutions for the self-consistent magnetic field in a one-dimen-
sional time independent Vlasov-Maxwell system have been found. We have
shown various features of the configurations examined, especially concentrat-
ing on those which could influence the nonlinear stability. In particular, the
distribution functions we have described can be two-stream unstable. More-
over, the response to any perturbation can be very different depending on the
spatial profiles of ne, T and Π: especially near the null lines of the magnetic
field, these may influence strongly the behaviour of major instabilities such
as magnetic reconnection, or even suppress their onset.
More in detail, for what concerns the small inhomogeneity limit of the sys-
tem, solutions with constant particle density and inhomogeneous tempera-
ture can be found, which have been shown to represent an effective limit
of a finite inhomogeneity theory. Such solutions are of interest because the
effect of nonzero temperature gradients on onset of instabilities can be iso-
lated. Finite inhomogeneity solutions have been studied numerically due to
the complexity of the algebra involved. Many different distribution functions
have been taken into account and it turned out that a lot of equilibrium
magnetic field configurations are possible. In particular, Harris-like solutions
have been found, consisting substantially in a current sheet that creates a
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magnetic field which in turn confines the plasma. These solutions are new
and peculiar because they also show temperature gradients: it would be inter-
esting to confront how similar magnetic configurations to which correspond
different temperature and particle density profiles respond to external per-
turbation. Another class of equilibria which has been taken into account is
that of periodic configurations. They have the advantage that the boundary
conditions can be implemented more easily when simulating the nonlinear
dynamics of the system.
An interesting development could regard more strictly the modeling of the
Earth’s magnetotail, over which many efforts are being concentrated for what
concerns its long lasting structures. In particular, configurations, both one or
two dimensional, in which the plasma particle are allowed to flow across the
magnetic field discontinuity in Harris-like equilibria may be of great interest.
They would in fact resemble very much the shape of the magnetotail, whose
magnetic field has also a small component parallel to the gradient direction.
A tentative two-dimensional model has been proposed [46] where the mag-
netic field has a parabolic shape. One dimensional configurations that allow
particle flows parallel to the gradients are called rotational discontinuities,
and are widely described in the frame of the MHD theory [47]. Those struc-
tures are characterized by perpendicular flow velocities equal to the Alfve´n
speed, and involve a rotation of the tangential magnetic field while, unlike
in tangential discontinuities (see section 1.3), all the other quantities (pres-
sure, velocity and density) are continuous across the current layer. To our
knowledge, a kinetic treatment of such configurations, that allow for a flow
velocity perpendicular to the magnetic field, has never been carried out ex-
tensively; the only equilibrium that in principle allows for such a behaviour
is the Harris pinch, but no exact solutions have ever been found even in that
case.
Another future development of this research could consist of an extension to
higher dimensionality of the system. This would make impossible any ana-
lytical study, but numerical simulations can be extended to two dimensional
systems.
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Appendix A
Jacobian Elliptic Functions
We summarize here some of the properties of these functions that have been
used in section 2.6, as well as the basic definitions, following the treatment
in [39].
Consider the integral
x = F (ϕ, k) =
∫ ϕ
0
dθ√
1− k2 sin2 θ ,
where 0 ≤ k2 ≤ 1. We can associate an amplitude to this integral:
ϕ = F−1 (x, k) = am (x, k) ,
and define
sn (x, k) = snx = sinϕ,
cn (x, k) = cnx = cosϕ,
dn (x, k) = dnx =
√
1− k2 sin2 ϕ.
These above are the standard Jacobi elliptic functions; they are double peri-
odic meromorphic functions defined in the complex plane.
We can assume without loss of generality that 0 ≤ k2 ≤ 1; it is in fact
possible to always reduce to this case, with appropriate substitutions. For
negative k2, put
µ2 =
−k2
1− k2 µ
2
1 =
1
k2
v =
x√
µ1
,
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and it holds
sn (x, k) = |µ1| sn (v, µ)
dn (v, µ)
,
cn (x, k) =
cn (v, µ)
dn (v, µ)
,
dn (x, k) =
1
dn (v, µ)
.
For k > 1, define
µ2 = k−2, v = xk
and it holds
sn (x, k) = |µ| sn (v, µ) ,
cn (x, k) = dn (v, µ) ,
dn (x, k) = cn (v, µ) .
Thus elliptic functions whose parameter k is real can be expressed as func-
tions of elliptic functions whose parameter lies between 0 and 1.
Quarter-periods K and iK ′ are defined by
K (k) = K =
∫ pi/2
0
dθ√
1− k2 sin2 θ ,
iK ′ (k1) = iK
′ = i
∫ pi/2
0
dθ√
1− k21 sin2 θ
,
where k2 + k21 = 1.
Each of the Jacobi elliptic functions has three periods, one imaginary, one
complex and one real, and they are given by
snx 2iK ′, 4K + 4iK ′, 4K,
cnx 4iK ′, 2K + 2iK ′, 4K,
dnx 4iK ′, 4K + 4iK ′, 2K.
In figure A.1 are shown the three standard Jacobian elliptic functions for real
values of x.
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Figure A.1: Jacobian elliptic functions cnx, snx (dashed), dnx (dot-dashed) for
k2 = 1/2.
It is useful to note that
cn (0) = 1,
sn (0) = 0,
dn (0) = 1.
For what concerns derivatives, they read
dsnx
dx
= cnxdnx,
dcnx
dx
= −snxdnx,
ddnx
dx
= −k2snxcnx.
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Appendix B
Fortran routines
B.1 Integration routine QROMB
! ** ------------------------------------------
! ** C. P. Montagna - June 2008
! ** Solutions for 1D Vlasov- Maxwell
! ** equilibria
! ** ------------------------------------------
subroutine qromb(func,a,b,ss)
IMPLICIT DOUBLE PRECISION (A-d,f-H,O-Z)
parameter(eps=1.D-5,jmax=20,jmaxp=jmax+1,k=5,km=k-1)
dimension s(jmaxp), h(jmaxp)
! ** Returns as ss the integral of the function func
! ** from a to b. Integration si performed by Romberg’s
! ** method of order 2k (k=2 is Simpson’s rule).
! ** Parameters: eps is the fractional accuracy
! ** desired; jmax limits the total number of
! ** steps; k is the number of points used in the
! ** extrapolation.
! ** From Numerical Recipes.
h(1)=1
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do 11 j=1,jmax
call trapzd(func,a,b,s(j),j)
if (j.ge.k) then
call polint(h(j-km),s(j-km),k,0.,ss,dss)
if (abs(dss).lt.eps*abs(ss)) return
endif
s(j+1)=s(j)
h(j+1)=0.25D0*h(j)
11 continue
end
subroutine trapzd(func,a,b,s,n)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
! ** This routine computes the nth stage of refinement
! ** of an extended trapezoidal rule. func is input as
! ** the name of the function to be integrated between
! ** limits a and b, also inpu. When called with n=1,
! ** the routine returns the crudest estimante.
! ** Subsequent calls with n=2,3... (in sequential
! ** order) will improve the accuracy of s by adding
! ** additional interior points. s should not be modified
! ** between sequential calls.
! ** From Numerical Recipes.
if (n.eq.1) then
s=0.5D0*(b-a)*(func(a)+func(b))
it=1
else
tnm=it
del=(b-a)/tnm
x=a+0.5D0*del
sum=0.0D0
do 11 j=1,it
sum=sum+func(x)
x=x+del
11 continue
s=0.5D0*(s+(b-a)*sum/tnm)
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it=2*it
endif
return
end
subroutine polint(xa,ya,n,x,y,dy)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
parameter(nmax=20)
dimension xa(n),ya(n),c(nmax),d(nmax)
! ** Given arrays xa and ya, each of length n, and given
! ** a value x, this routine returns a value y and an
! ** error estimate dy. If P(x) is the polynomial of degree
! ** n-1 such that P(xa(i))=ya(i), i=1,...,n, then the
! ** returned value is y=P(x).
! ** From Numerical Recipes.
ns=1
dif=abs(x-xa(1))
do 11 i=1,n
dift=abs(x-xa(i))
if (dift.lt.dif) then
ns=i
dif=dift
endif
c(i)=ya(i)
d(i)=ya(i)
11 continue
y=ya(ns)
ns=ns-1
do 13 m=1,n-1
do 12 i=1,n-m
ho=xa(i)-x
hp=xa(i+m)-x
w=c(i+1)-d(i)
den=ho-hp
if (den.eq.0) pause
den=w/den
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d(i)=hp*den
c(i)=ho*den
12 continue
if (2*ns.lt.n-m) then
dy=c(ns-1)
else
dy=d(ns)
ns=ns-1
endif
y=y+dy
13 continue
return
end
B.2 Integrands
! ** ------------------------------------------
! ** C. P. Montagna - June 2008
! ** Solutions for 1D Vlasov- Maxwell
! ** equilibria
! ** ------------------------------------------
! ** Here all the functions to be integrated are
! ** defined from the two arbitrary functions g and h.
function nint(v_z,A_z)
IMPLICIT DOUBLE PRECISION (A-n,O-Z)
external gi,h
if (h(v_z,A_z).eq.0.) then
nint = 0.0D0
else
nint = gi(v_z,A_z)/h(v_z,A_z)*exp(-h(v_z,A_z)*v_z**2)
endif
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return
end
function jint(v_z,A_z)
IMPLICIT DOUBLE PRECISION (A-j,O-Z)
external gi,h
if (h(v_z,A_z).eq.0.) then
jint = 0.0D0
else
jint = v_z*gi(v_z,A_z)/h(v_z,A_z)*exp(-h(v_z,A_z)*v_z**2)
endif
return
end
function Pint(v_z,A_z)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
external gi,h
if (h(v_z,A_z).eq.0.) then
Pint = 0.0D0
else
Pint = gi(v_z,A_z)/((h(v_z,A_z))**2)*exp(-h(v_z,A_z)*v_z**2)
endif
return
end
function Pzint(v_z,A_z)
IMPLICIT DOUBLE PRECISION (A-n,O-Z)
external gi,h
if (h(v_z,A_z).eq.0.) then
Pzint = 0.0D0
else
Pzint = gi(v_z,A_z)/h(v_z,A_z)*exp(-h(v_z,A_z)*v_z**2)*v_z**2
endif
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return
end
function Djint(v_z,A_z)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
external gi, h,Dg,Dh
if (h(v_z,A_z).eq.0.) then
Djint = 0.0D0
else
Djint = v_z*exp(-h(v_z,A_z)*v_z**2)*(h(v_z,A_z)*Dg
1 (v_z,A_z)-gi(v_z,A_z)*Dh(v_z,A_z)*(1.0D0+h(v_z,A_z)*v_z**2
2 ))/h(v_z,A_z)**2
endif
return
end
function DPint(v_z,A_z)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
external gi, h,Dg,Dh
if (h(v_z,A_z).eq.0.) then
DPint = 0.0D0
else
DPint = exp(-h(v_z,A_z)*v_z**2)/h(v_z,A_z)**4*(Dg(v_z,A_z)-gi(v
1 _z,A_z)*Dh(v_z,A_z)*v_z**2-2.0D0*gi(v_z,A_z)*h(v_z,A_z)*Dh
2 (v_z,A_z))
endif
return
end
function nintA(v_z)
IMPLICIT DOUBLE PRECISION (A-N,O-Z)
external nint
common A
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nintA = nint(v_z,A)
return
end
function jintA(v_z)
IMPLICIT DOUBLE PRECISION (A-J,O-Z)
external jint
common A
jintA = jint(v_z,A)
return
end
function PintA(v_z)
IMPLICIT DOUBLE PRECISION (A-J,O-Z)
external Pint
common A
PintA = Pint(v_z,A)
return
end
function PzintA(v_z)
IMPLICIT DOUBLE PRECISION (A-J,O-Z)
external Pzint
common A
PzintA = Pzint(v_z,A)
return
end
function DjintA(v_z)
IMPLICIT DOUBLE PRECISION (A-J,O-Z)
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external Djint
common A
DjintA = Djint(v_z,A)
return
end
function DPintA(v_z)
IMPLICIT DOUBLE PRECISION (A-J,O-Z)
external DPint
common A
DPintA = DPint(v_z,A)
return
end
B.3 Differential equation solver
! ** ------------------------------------------
! ** C. P. Montagna - June 2008
! ** Solutions for 1D Vlasov- Maxwell
! ** equilibria
! ** ------------------------------------------
program ampereBC0
PARAMETER(N=3, M1=75000, M2=500000, IMESH=150000)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION ABT(N), WORK(M2), IWORK(M1)
DIMENSION X(imesh), Y(N,imesh)
COMMON/Bound/A1,B1
! ** This routine implements the NAG D02RAF
! ** to solve one dimensional Ampere’s equation
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! ** A’’=-j. It solves two coupled first order
! ** equations, for X and Y, with initial conditions
! ** at the beginning of the interval.
EXTERNAL FCN,G,JACEPS,JACGEP,JACOBF,JACOBG
DATA NOUT /6/
LWORK = M2
LIWORK = M1
NUMMIX = 0
NUMBEG = 2
IY = N
DELEPS = 0.0D0
IJAC = 1
MNP = 1000000
INIT = 1
TOL = 0.0001
WRITE(*,*) ’Posizione iniziale?’
READ *,x_A
WRITE(*,*) ’Posizione finale?’
READ *,x_B
WRITE(*,*) ’ Cond. contorno (A-,B-)?’
READ *,A1, B1
WRITE(*,*)’ Grid points (np)?’
READ *,NP
dx = (x_B-x_A) / (np - 1)
DO I = 1, NP
x(i) = (i - 1) * dx + x_A
END DO
DO i = 1, NP
Y(1,i) = 1.0D0
Y(2,i) = 0.0D0
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Y(3,i) = 0.0D0
END DO
IFAIL=111
CALL X04AAF(1, NOUT)
CALL X04ABF(1, NOUT)
CALL D02RAF(N,MNP,NP,NUMBEG,NUMMIX,TOL,INIT,X,Y,IY,ABT,FCN,G,IJA
1 C,JACOBF,JACOBG,DELEPS,JACEPS,JACGEP
2 ,WORK,LWORK,IWORK,LIWORK,IFAIL)
WRITE(*,*) ’ end of calculation ’
IF(IFAIL.EQ.0) THEN
WRITE(8,901) (x(i),-Y(2,i), i=1, np)
WRITE(9,901) (x(i),Y(3,i), i=1, np)
ELSE
WRITE(*,*) ’Non converge ’
ENDIF
901 FORMAT(2(3X,E12.4))
STOP
END
SUBROUTINE FCN(X, EPS, Y, F, N)
! ** This subroutine provides the right hand sides
! ** for the first order differential equations
! ** Y’(i)=F(i). X and Y are input, as well as N which is
! ** the number of equations. F is the output.
! ** EPS is the continuation parameter. This is 1 if
! ** continuation is not being used.
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! ** From NAG D02RAF Fortran Library Manual.
IMPLICIT DOUBLE PRECISION (A-M,O-Z)
parameter(vmax=50.0D0)
parameter(pi=3.141592653D0)
DIMENSION Y(N),F(N)
EXTERNAL jintA
common A
A=Y(3)
call qromb(jintA,-vmax,vmax,j0)
F(1) = 0.0D0
F(2) = j0/sqrt(pi)*Y(1)
F(3) = Y(2)
901 FORMAT(2(3X,E12.4))
RETURN
END
SUBROUTINE G(EPS,YA,YB,BC,N)
! ** This routine evaluates the boundary conditions, and
! ** places them in the array B. YA are the input values of
! ** Y(i) at the beginning of the interval; YB at the end.
! ** The output BC contains the boundary conditions in the form
! ** G(YA,YB)=0. BC is ordered as follows: first, the conditions
! ** involving only YA, then the mixed conditions and at last
! ** those involving YB only.
! ** EPS is the continuation parameter. This is 1 if
! ** continuation is not being used.
! ** From NAG D02RAF Fortran Library Manual.
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION YA(N),YB(N),BC(N)
COMMON/Bound/A1,B1
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BC(1) = YA(2) - B1
BC(2) = YA(3) - A1
BC(3) = YB(1) - 1.0
RETURN
END
SUBROUTINE JACEPS(X,EPS,Y,F,N)
! ** This subroutine evaluates the derivative
! ** of F in respect to the continuation parameter.
! ** We are not using it.
! ** From NAG D02RAF Fortran Library Manual.
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION F(N)
DO 701 I=1,N
F(I)=0.0D0
701 CONTINUE
RETURN
END
SUBROUTINE JACGEP(EPS,YA,YB,BCEP,N)
! ** This subroutine evaluates the derivative
! ** of BC in respect to the continuation parameter.
! ** We are not using it.
! ** From NAG D02RAF Fortran Library Manual.
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION BCEP(N)
DO 22 I=1,N
BCEP(I)=0.0D0
22 CONTINUE
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RETURN
END
SUBROUTINE JACOBF(X,EPS,Y,F,N)
! ** JACOBF evaluates the jacobians dF/dY. X and Y are input
! ** while F contains the derivatives as output.
! ** N is the number of equations.
! ** From NAG D02RAF Fortran Library Manual.
IMPLICIT DOUBLE PRECISION (A-J,O-Z)
PARAMETER(vmax=50.0D0)
parameter(pi=3.141592653D0)
DIMENSION F(N,N),Y(N)
external DjintA,jintA
common A
A=Y(3)
DO 40 I=1,N
DO 20 K=1,N
F(I,K)=0.0D0
20 CONTINUE
40 CONTINUE
call qromb(jintA,-vmax,vmax,j0)
call qromb(DjintA,-vmax,vmax,Dj0)
F(2,1) = j0/sqrt(pi)
F(2,3) = Dj0/sqrt(pi)*Y(1)
F(3,2) = 1.0D0
RETURN
END
SUBROUTINE JACOBG(EPS,YA,YB,A,B,N)
! ** JACOBG evaluates the jacobian of the boundary conditions
| ** dG/dYA and dG/dYB. YA and YB are input as the values of the Y(i)s
! ** at the initial and final points, A and B are output containing
! ** the derivatives. N is the number of equations.
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! ** From NAG D02RAF Fortran Library Manual.
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION A(N,N),YA(N),B(N,N),YB(N)
DO 40 I=1,N
DO 20 J=1,N
A(I,J)=0.0D0
B(I,J)=0.0D0
20 CONTINUE
40 CONTINUE
A(1,2) = 1.0D0
A(2,3) = 1.0D0
B(3,1) = 1.0D0
RETURN
END
INCLUDE ’/home/montagna/equilibri/codice/laura/all.f’
INCLUDE ’qromb.f’
INCLUDE ’integrandi.f’
INCLUDE ’/home/montagna/equilibri/codice/analitici/dw/e/funzioni.f
1’
B.4 Spatial profiles
! ** ------------------------------------------
! ** C. P. Montagna - June 2008
! ** Solutions for 1D Vlasov- Maxwell
! ** equilibria
! ** ------------------------------------------
program corrente
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! ** First order moment of the distribution function.
IMPLICIT DOUBLE PRECISION (A-Z)
parameter(vmax=50.0D0)
! parameter(n_0=1.0D0, v_the=1.0D0, e=1.0D0)
parameter(pi=3.141592653D0)
parameter(Amin=-5.0D0,Amax=5.0D0,DeltaA=1.D-2)
external jintA
common A
do A=Amin,Amax,DeltaA
call qromb(jintA,-vmax,vmax,j0)
! j_ez = -e*n_0*v_the/sqrt(pi)*j0
J = -j0/sqrt(pi)
write (1,1) A,J
enddo
1 format(2(3X,E12.4))
stop
end
include ’/home/montagna/equilibri/codice/harris/funzioni.f’
include ’qromb.f’
include ’integrandi.f’
program densita
! ** Zeroth order moment of the distribution function.
IMPLICIT DOUBLE PRECISION (A-Z)
parameter(vmax=50.D0)
parameter(n_0=1.0D0, v_the=1.0D0, e=1.0D0)
parameter(pi=3.141592653D0)
parameter(Amin=-5.0D0,Amax=5.0D0,DeltaA=1.D-2)
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external nintA
common A
do A=Amin,Amax,DeltaA
call qromb(nintA,-vmax,vmax,n0)
n_e = n_0/sqrt(pi)*n0
N = n0/sqrt(pi)
write (2,1) A,N
enddo
1 format(2(3X,E12.4))
stop
end
include ’/home/montagna/equilibri/codice/nuovi/10/prove/funzioni.f
1’
include ’qromb.f’
include ’integrandi.f’
program pressione
! ** Second order moment of the distribution function,
! ** xx component.
IMPLICIT DOUBLE PRECISION (A-Z)
parameter(vmax=50.0D0)
parameter(n_0=1.0D0, v_the=1.0D0, e=1.0D0,m_e=1.0D0)
parameter(pi=3.141592653D0)
parameter(Amin=-5.0D0,Amax=5.0D0,DeltaA=1.D-2)
external PintA
common A
do A=Amin,Amax,DeltaA
call qromb(PintA,-vmax,vmax,P0)
! P_xx = 1./2.*m_e*v_the**2*n_0/sqrt(pi)*P0
P = P0/(2.0D0*sqrt(pi))
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write (3,1) A,P
enddo
1 format(2(3X,E12.4))
stop
end
include ’/home/montagna/equilibri/codice/nuovi/10/prove/funzioni.f
1’
include ’qromb.f’
include ’integrandi.f’
program temperatura
! ** Evaluates the temperature as the ratio between pressure
! ** and density, which reads from files.
implicit double precision(a-h,n-z)
parameter(mp=300)
dimension x(mp),n(mp),P(mp),T(mp)
read(15,901) (x(i),P(i),i=1,mp)
read(4,901) (x(i),n(i),i=1,mp)
do i = 1,mp
T(i) = P(i)/n(i)
enddo
write (16,901) (x(i),T(i),i=1,mp)
901 FORMAT(2(3X,E12.4))
stop
end
program anisotropia
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! ** Second order moment of the distribution function,
! ** zz component.
implicit double precision(a-h,j,k-z)
parameter(vmax=50.D0)
parameter(pi=3.141592653D0)
parameter(Amin=-5.0D0,Amax=5.0D0,DeltaA=1.D-2)
parameter(MP=300)
dimension x(MP),A_z(MP),Pz(MP),j(MP),v(MP),Pzz(MP)
external PzintA
common A
read(9,901) (x(i),A_z(i), i=1,MP)
do i=1,MP
A=A_z(i)
call qromb(PzintA,-vmax,vmax,Pz0)
Pz(i) = Pz0/sqrt(pi)
enddo
read(7,901) (x(i),j(i), i=1,MP)
read(10,901) (x(i),v(i),i=1,MP)
do i = 1,MP
Pzz(i)= Pz(i)+j(i)*v(i)
enddo
write (13,901) (x(i),Pzz(i),i=1,mp)
901 format(2(3X,E12.4))
stop
end
include ’/home/montagna/equilibri/codice/nuovi/10/a/funzioni.f’
include ’qromb.f’
include ’integrandi.f’
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program velocita
! ** Evaluates the mean velocity as the ratio between
! ** current and particle densities, which reads from files.
implicit double precision(a-h,j,n-z)
parameter(mp=300)
dimension x(mp),j(mp),n(mp),v(mp)
read(4,901) (x(i),n(i),i=1,mp)
read(7,901) (x(i),j(i),i=1,mp)
do i = 1,mp
v(i) = j(i)/n(i)
enddo
write (10,901) (x(i),v(i),i=1,mp)
901 FORMAT(2(3X,E12.4))
stop
end
program check
! ** Evaluates the quantity B**2+P, which reads from files.
implicit double precision(a-h,n-z)
parameter(mp=300)
parameter(pi=3.141592653D0)
dimension x(mp),P(mp),B(mp),C(mp)
read(15,901) (x(i),P(i),i=1,mp)
read(8,901) (x(i),B(i),i=1,mp)
do i = 1,mp
C(i) = P(i)+((B(i))**2)/2.0D0
enddo
149
write (11,901) (x(i),C(i),i=1,mp)
901 FORMAT(2(3X,E12.4))
stop
end
150
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