A class of backward doubly stochastic differential equations BDSDEs are studied. We obtain a comparison theorem of these multidimensional BDSDEs. As its applications, we derive the existence of solutions for this multidimensional BDSDEs with continuous coefficients. We can also prove that this solution is the minimal solution of the BDSDE.
Introduction
Backward stochastic differential equations BSDEs in short were first introduced in 1 in order to give a probabilistic interpretation Feynman-Kac formula for the solutions of semilinear parabolic PDEs, one can see 2, 3 . Moreover, BSDEs have been considered with great interests because for their connections with mathematical finance 4 as well as stochastic optimal control and stochastic games 5, 6 . As we know, the comparison theorem is a very useful result in the theory of BSDEs, for example, it can be used to study viscosity solutions of partial differential equations. In 1992, Peng 2 gave the comparison of the onedimensional BSDE. In 1994, Christel Geiß and Ralf Manthey 7 proved the comparison theorems for stochastic differential equations in finite and infinite dimensions.
After they introduced the theory of BSDEs, Pardoux and Peng 8 in 1994 brought forward a new kind of BSDEs, that is a class of backward doubly stochastic differential equations BDSDEs in short with two different directions of stochastic integrals, that is, the equations involve both a standard forward stochastic integral dW t and a backward stochastic integral dB t . They have proved the existence and uniqueness of solutions to BDSDEs under uniformly Lipschitz conditions on coefficients. That is, for a given terminal time T > 0, under the uniformly Lipschitz assumptions on coefficients f, g, for any square In this paper, we will prove the comparison theorem of the multidimensional BDSDEs. Then we study the multidimensional BDSDEs with continuous coefficients as an application of the comparison theorem.
The paper is organized as follows: in Section 2 we introduce some preliminaries and notations; in Section 3 we prove the comparison theorem of multidimensional BDSDEs; at the end, we give the multi-dimension BDSDEs with continuous coefficients in Section 4.
Preliminaries: The Existence and Uniqueness of BDSDEs and an Extension of Itô Formula
Notation 1. The Euclidean norm of a vector x ∈ R k will be denoted by |x|, and for a d × k matrix A, we define A √ TrAA * , where A * is the transpose of A. We also define α, β as the inner product of α and β.
For a ∈ R k , let a i be the ith component of a; c ∈ R k×d , let c i be the ith row of c, let c i,j be an element for the ith row and the jth column of c. For a 1 , a 2 ∈ R k , we define
Let Ω, F, P be a probability space and let T be an arbitrarily fixed positive constant throughout this paper. Let {W t ; 0 ≤ t ≤ T } and {B t ; 0 ≤ t ≤ T } be two mutually independent standard Brownian motions with values in R d and R l , respectively, defined on Ω, F, P . Let N denote the class of P -null sets of F. For each t ∈ 0, T , we define
where for any process
Note that the collection {F t ; t ∈ 0, T } is neither increasing nor decreasing, and it does not constitute a filtration.
For any n ∈ N, let M 2 0, T; R n denote the set of classes of dP ⊗ dt a.e. equal ndimensional jointly measurable stochastic processes {ϕ t ; t ∈ 0, T } which satisfy i ϕ
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Similarly, we denote by S 2 0, T ; R n the set of n-dimensional continuous stochastic processes {ϕ t ; t ∈ 0, T } which satisfy iii ϕ 2 S 2 : E sup 0≤t≤T |ϕ t | 2 < ∞; iv ϕ t is F t -measurable, for any t ∈ 0, T . Obviously, M 2 0, T; R n and S 2 0, T ; R n are Hilbert spaces. Let
be jointly measurable and such that for any y,
H2 There exist constants C > 0 and 0 < α < 1 such that for any ω, t ∈ Ω × 0, T ,
Given ξ ∈ L 2 Ω, F T , P; R k , we consider the following backward doubly stochastic differential equation:
Note that the integral with respect to {B t } is a "backward Itô integral" and the integral with respect to {W t } is a standard forward Itô integral. The forward integrals were defined in 20 Da Prato and Zabczyk and 21 D. Nualart, and E. Pardoux. To see the backward one, for any s ≥ 0 let {h s } s≥0 be a stochastic process such that {h s } is F s measurable, and locally square integrable, that is, for any 0
h s 2 ds < ∞ almost surely. Since F s is a backward filtration with respect to B, so from the one-dimensional backward Itô's integral and relation with forward integral, for 0 ≤ T ≤ T , we have
, T; R k×d and satisfies BDSDE 2.5 . 
Proposition 2.2. Under conditions (H1) and (H2), BDSDE 2.5 has a unique solution
Y, Z ∈ S 2 0, T ; R k × M 2 0, T; R k×d . Proposition 2.3. Let α ∈ S 2 0, T ; R k , β ∈ M 2 0, T; R k , γ ∈ M 2 0, T; R k×l , δ ∈ M 2 0, T;
2.7
This two propositions were derived in 8 .
Comparison Theorem of Multidimensional BDSDEs
In this section, we will prove the comparison theorem of the multidimensional BDSDEs.
Firstly, we give the definition of the indicator function for the positive and negative parts. where
where C > 0, 0 < α < 1 are two constants. 
3.5
Obviously, φ ε y ∈ C 2 R and φ ε y is bounded, for all y ∈ R,
We set
Then y t , z t satisfy the following BDSDE: 
3.17
where L > 0 only depends on the Lipschitz constant C in iii . From iv we deduce We sum from 1 to k and get
By Gronwall's inequality, it follows that
So 
and iv for all ω, t, y, z
where C > 0, 0 < α < 1 are two constants. By the following example we can see, the comparison theorem is untenable at the above conditions. If m 2, f 1 y, z f 2 y, z f y, z Ay, g y, z 0, where A 2 × 2 is a constant coefficient matrix, obviously f, g satisfy ii and iv . We consider the following kdimensional BDSDEs: 0 ≤ t ≤ T y cos T − t sin T − t − sin T − t cos T − t .
3.30
Here f, g satisfy ii and iv does not satisfy ii and iv . Let T 2π, t ∈ 0, π/2 e A T −t cos t − sin t sin t cos t .
3.31
Obviously we cannot guarantee, for all ξ 1 ≥ ξ 2 , there is y 
The Multidimensional BDSDEs with Continuous Coefficients
In this section, we do not assume a Lipschitz property. Our main interest in this section is to study the multidimensional BDSDEs with continuous coefficients as an application of the comparison theorem obtained in Section 3. First, we give the definition of quasimonotonously increasing mapping 22 .
Definition 4.1. A mapping f : R k → R k is said to be quasi-monotonously increasing mapping, if for each j 1, 2, . . . , k, f j x ≤ f j y provided x j y j , and x l ≤ y l , l / j. We give our main result. 
