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Aufgabenstellung
Im Rahmen einer Projektarbeit wurde ein Multiast MPEG-Server entwikelt,
der MPEG-Video-Daten per RTP vershikt. Bisher wurde als Klient ein eigener,
in C++ implementierter MPEG-Klient verwendet.
Es existiert aber ein in Java geshriebener MPEG-Player, welher die Dar-
stellung von MPEG-Video-Daten auf der WWW-Oberähe gestattet
(http://rnvs.informatik.tu-hemnitz.de/~jan/MPEG/MPEG_Play.html).
Im Rahmen der Diplomarbeit soll das Zusammenspiel beider Komponenten
ermögliht werden. Dadurh wäre eine Video-Übertragung ohne spezielle Klien-
tensoftware möglih.
Im Rahmen der Diplomarbeit soll geprüft werden:
 ob das Versenden per RTP beibehalten werden kann. Dazu wären Anpas-
sungen am Java-Klienten erforderlih.
 inwieweit die Multiast-Tehnologie mit der Java-Tehnologie kompatibel
ist. Natürlih wäre die Verwendung von Multiast weiterhin sinnvoll. An-
derseits nden in Java-Applets aus Siherheitsgründen gewisse Einshrän-
kungen Anwendung.
 inwieweit weitere Streaming-Standards berüksihtigt werden können und
inwieweit diese zur vorhandenen Tehnik interoperabel sind.
Zusammenfassung
In dieser Arbeit wird das Real-Time Streaming Protool (RTSP) sowie das Real-
Time Transport Protool (RTP) analysiert. Die Syntax und Semantik von Prä-
sentations-Beshreibungen im Format des Session Desription Protool (SDP)
werden vorgestellt. Es wird eine kurze Einführung in das Format von MPEG-1-
Videosequenzen gegeben.
In der Analysephase wird der aktuelle Stand des Inline-MPEG-1-Players und
des Multiast MPEG-Servers untersuht. Ausgehend davon werden die Ziele der
Implementierung eines neuen Java-Applets sowie eines RTSP-Servers festgelegt
und beshrieben, in welhen Shritten diese erreiht werden sollen.
In der Implementierungsphase werden die Erstellung eines RTSP- und eines
RTP-Klienten in Java beshrieben. Es wird dargelegt, wie unter Verwendung die-
ser Klienten auf Basis des Inline-MPEG-1-Players ein Java-Applet erzeugt wurde,
daÿ MPEG-1-Videosequenzen von einem Medienserver empfangen und abspielen
kann. Es wird der Entwurf eines RTSP-Medienservers und dessen Implementie-
rung beshrieben.
Mit Abshluÿ dieser Arbeit steht ein einsatzbereites System aus RTSP-Server
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Mit der stetigen Weiterentwiklung von Übertragungsmedien für das Internet ste-
hen auh immer shnellere Zugänge zu diesem weltumspannenden Medium zur
Verfügung. Diese Entwiklung geht einher mit einer ständig wahsenden Anzahl,
aber auh Qualität von Webseiten. Beshränkte man sih Anfang der neunziger
Jahre, als das World Wide Web (WWW) entstand, auf die Darstellung von rei-
nem Text mit Hilfe der Hypertext Markup Language (HTML), war es mit der
Zeit möglih, Webseiten viel aufwendiger zu gestalten. Seither sind Bilder oder
kleinere Animationen von kaum einer Webseite mehr wegzudenken. Wollte man
gar ein Livebild einer Webam auf einer Weboberähe darstellen, wurde dies in
der Regel durh einzelne Bilder, die im Abstand mehrerer Sekunden übertragen
wurden, realisiert.
Komplexere Anwendungen auf einer Weboberähe, die in den letzten Jahren
entwikelt wurden, bspw. die Darstellung von dreidimensionalen Welten mit Hil-
fe von VRML oder die Wiedergabe von Streaming-Audio und -Video, bedürfen
hingegen einer zusätzlihen Software auf dem Client-Rehner, sogenannter Plug-
Ins im Webbrowser. Sind diese auf dem Client-Rehner niht installiert oder gar
für das auf dem Client-Rehner verwendete Betriebssystem niht verfügbar, kann
die Webseite nur unvollständig dargestellt werden.
Die Lösung dieser Probleme versprah die 1995 vorgestellte Programmierspra-
he Java. Diese verwendet zur Darstellung von übersetztem Quellode einen
plattformunabhängigen Byteode, der mit Hilfe eines plattformabhängigen Ja-
va Runtime Environments (JRE) interpretiert und ausgeführt wird. JRE's sind
für praktish jede Plattform und jeden Webbrowser verfügbar und werden teil-
weise sogar im Paket mit dem Webbrowser geliefert. JRE's sind somit weitaus
verbreiteter als einzelne, anwendungsspezishe Plug-Ins.
Nahteil der interpretierenden Arbeitsweise der JRE's ist aber die geringe Per-
formane der entwikelten Anwendungen. Dadurh wird der Kreis der möglihen
Einsatzbereihe der Programmiersprahe Java wiederum eingeshränkt. Der Inli-
ne-MPEG-1-Player von Dr.-Ing. Jörg Anders hat aber gezeigt, daÿ es mit derzeit
durhaus üblihen Rehnern möglih ist, unter Verwendung der Programmier-
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2sprahe Java, MPEG-Videosequenzen zu dekodieren und darzustellen. Somit ist
eine Darstellung dieser Videosequenzen auf einer Weboberähe möglih.
Zum Empfang der MPEG-Videosequenzen verwendet der Inline-MPEG-1-
Player das verbindungsorientierte Transportprotokoll TCP. Dieses Protokoll weist
aber gegenüber anderen Transportprotokollen gewisse Eigenshaften auf, die für
die Übertragung von Streaming-Video eher nahteilig sind. Dazu gehören bspw.
die fest im Protokoll verankerte Fehlerbeseitigung und Fluÿsteuerung. Aus diesem
Grund wurden in den letzten Jahren vershiedene alternative Transportprotokolle
entwikelt, die für die Übertragung von Streaming-Medien besser geeignet sind.
Eines dieser Protokolle, das Real-Time Transport Protool (RTP), soll deshalb im
Laufe dieser Arbeit untersuht und zur Anwendung gebraht werden.
Ein weiterer Nahteil des Einsatzes von TCP als Transportprotokoll in einer
Anwendung zur Übertragung von Streaming-Media stellt die fehlende Unterstüt-
zung von Optionen zur Aushandlung von Übertragungsparametern dar. Eben-
falls existieren keine Mehanismen zur Fernsteuerung des Medienservers. Diese
und weitere Probleme wurden durh das 1998 vorgestellte Real-Time Streaming




Zum Verständnis der Entsheidungen, die für den Transport der Videosequenzen
in den nähsten Kapiteln getroen wurden, ist ein grundlegendes Verständnis der
Funktionsweise von MPEG-Video notwendig. Aus diesem Grund gibt dieses Ka-
pitel eine kurze Einführung in den internationalen Standard IS 11172, bekannt
als MPEG-1. Die Bezeihnung MPEG steht sowohl für Moving Pitures Experts
Group, eine Gruppe gebildet unter der Shirmherrshaft der International Orga-
nization for Standardization (ISO) und der International Eletrotehnial Com-
mission (IEC), als auh für den Standard selbst.
Der internationale Standard IS 11172 ist ein fünfteiliges Dokument. Teil 1 des
Standards beshreibt das Format des Systemlayers. Dieser legt fest, wie Audio-
und Videoströme zu einem gemeinsamen Datenstrom kombiniert werden. Teil 2
des Standards beshreibt den Videolayer von MPEG, Teil 3 wiederum den Au-
diolayer. Teil 4 des Standards speziziert das Design von Tests, mit deren Hilfe
Enkoder und Dekoder auf Konformität mit den Teilen 1-3 der MPEG-Norm ge-
testet werden können. Teil 5 ist eine Referenzimplementierung der ersten drei
Teile.
MPEG-Video wurde speziell für die Komprimierung von Video-Sequenzen
entwikelt. Eine Video-Sequenz besteht typisherweise aus einer Serie von zeitlih
kurz aufeinander folgenden Bildern. Diese Bilder sind sih, ausgenommen bei
Szenenwehseln, meist reht ähnlih. Diese Eigenshaft maht sih MPEG-Video
zunutze, indem es mit Hilfe von Vershiebungsvektoren und Fehlerkorrekturen
ein Bild aus einem oder mehreren anderen rekonstruiert. Diese Kompressions-
Tehnik wird auh Interframe-Komprimierung genannt. Bei Szenenwehseln kann
diese Tehnik hingegen niht angewendet werden, so daÿ in diesen Fällen die
sogenannte Intraframe-Komprimierung zum Einsatz kommt. Diese beshreibt ein








































Abbildung 2.1: Layer eines MPEG Videostromes
2.1 Video-Layer
Eine MPEG-Videosequenz besteht aus sehs vershiedenen Layern, die in Abbil-
dung 2.1 dargestellt werden. Der äuÿerste Layer ist stets ein Sequene Layer. Der
in diesem enthaltene Sequene Header gibt u.a. Auskunft über die Bild-Breite
und -Höhe, Frame- und Bitrate der Videosequenz.
Auf den Sequene Header folgt in jedem Fall eineGroup-Of-Pitures, die durh
den nähsten Layer, den Group-Of-Pitures Layer deniert wird. Da das erste
Bild einer Group-Of-Pitures stets intraframe-kodiert ist, markiert dieselbe einen
Punkt für den wahlfreien Zugri innerhalb der Videosequenz.
Eine Group-Of-Pitures umfaÿt neben ihrem Group-Of-Pitures Header min-
destens ein Bild. Bilder werden deniert durh den Piture Layer.
2.2 I-, P- und B-Frames
MPEG kennt drei vershiedene Typen von Bildern, I-, P- und B-Frames. I-Frames
(intra-oded pitures) sind intraframe-komprimierte Bilder und somit unabhängig
von anderen Bildern der Videosequenz. Die beiden anderen Bildtypen sind in-
terframe-komprimiert. P-Frames (preditive-oded pitures) sind dabei abhängig
vom zeitlih vorausgehenden I- oder P-Frame, wohingegen B-Frames (bidiretio-
nally preditive-oded pitures) abhängig sind vom zeitlih vorausgehenden und
zeitlih nahfolgenden I- oder P-Frame. Durh diese gegenseitige Abhängigkeit
ist es notwendig, die einzelnen Frames in einer anderen Reihenfolge zu (de-)ko-
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(a)
I B P BBBBBBBB PP
1 2 3 4 5 6 7 8 9 10 11 120
(b)
I BP BB BBB BBB PP
1 2 34 5 6 78 9 10 11120
Abbildung 2.2: Frames einer Group-Of-Pitures in Display (a) und Stream (b)
order
B PBB
5 6 7 8
I B PBB





Abbildung 2.3: foreward-predition und bakward-predition
dieren, als sie dargestellt werden, man spriht dabei von der Stream order und
der Display order. Die Abbildung 2.2 zeigt den Untershied anhand der Bilder
einer Group-Of-Pitures.
2.3 Slies, Makroblöke und Blöke
Die grundlegenden Bausteine eines MPEG-Bildes sind die Makroblöke, deniert
im Maroblok Layer. Ein Makroblok besteht aus einem Array von 16x16 Hel-
ligkeitswerten (Luminane) und zwei Array's von jeweils 8x8 Farbwerten (Chro-
minane). Aufgrund des Kompressionsalgorithmus werden die 16x16 Helligkeits-
werte intern aber als vier Array's von 8x8 Helligkeitswerten dargestellt. Daraus
entstehen die sehs Blöke eines jeden Makroblokes, die im Maroblok Layer
auf den Maroblok Header folgen.
Ein MPEG-Bild besteht aber niht einfah aus einem Array von Makro-
blöken. Statt dessen werden in Raster san order aufeinanderfolgende Makro-
blöke zu Slies zusammengefaÿt, die jeweils an einer bestimmten Stelle im Bild
starten. Diese bilden den Slie Layer. Jeder Slie ist unabhängig von anderen Sli-
es kodiert. Dem Dekoder ist es somit möglih, bei Bitfehlern den nähsten Slie
Header in der Bitfolge zu suhen und dort den Dekodierprozess fortzusetzen. Die
Abbildung 2.4 zeigt ein Beispiel eines MPEG-Bildes, bestehend aus mehreren
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Abbildung 2.4: Beispiel einer Slie-Struktur eines Bildes
Slies, die durh vershiedene Farben dargestellt werden.
2.4 Kompression
Die einzelnen Luminane- und Chrominane-Blöke werden mit Hilfe der diskre-
ten Cosinus-Transformation (DCT) in Matrizen von Frequenzkoezienten, so-
genannte DCT-Blöke umgewandelt. Diese Blöke werden quantisiert, wodurh
eine Datenreduktion stattndet. Das anshlieÿende Zig-Zag-Sanning wandelt
die Blöke in einen fortlaufenden Zahlenstrom um, der mit Hilfe der Human-




Das Real-Time Streaming Protool wurde von RealNetworks, der Netsape Com-
muniations Corporation und der Columbia University mit Unterstützung zahl-
reiher anderer Firmen entwikelt und im Oktober 1996 der IETF vorgelegt. Im
April 1998 wurde RTSP als IETF Proposed Standard veröentliht.
3.1 Merkmale
Das Real-Time Streaming Protool (RTSP) wird benutzt, um einzelne oder meh-
rere zeitsynhrone Multimedia-Ströme, z.B. Audio- und Videoströme, aufzubau-
en und zu steuern. Es wird typisherweise niht dazu benutzt, die Datenströme
selbst zu transportieren, obwohl dies im Protokoll für bestimmte Situationen auh
vorgesehen ist.
RTSP ist ein Protokoll der Anwendungsshiht im OSI-Referenzmodell. Es
kann sowohl unter Verwendung von verbindungsorientierten (TCP [tp℄), als auh
verbindungslosen Transportprotokollen (UDP [udp℄ oder RDP [rdp℄) eingesetzt
werden. Bei RTSP spriht man deshalb niht von einer Verbindung zwishen Kli-
ent und Server, vielmehr verwendet das Protokoll eine Kennung zur Untershei-
dung vershiedener, gleihzeitig bestehender Sitzungen, den sogenannten Sessi-
on-Identier. Bei Verwendung eines verbindungsorientierten Transportprotokolls
wäre es sogar erlaubt, während einer Sitzung die Verbindung zum RTSP-Server
zeitweilig zu shlieÿen und später wieder aufzubauen, um mit dem Senden von
RTSP-Nahrihten fortzufahren.
Die Syntax und Arbeitsweise von RTSP wurde mit Absiht ähnlih der von
HTTP/1.1 [http℄ deniert, um Erweiterungen von HTTP wenn möglih auh für
RTSP nutzen zu können. Dennoh untersheiden sih RTSP und HTTP in einigen
wihtigen Eigenshaften:
 RTSP benutzt eine andere Protokoll-Kennung RTSP/1.0 anstatt HTTP/1.1.
7
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 RTSP deniert eine Reihe neuer Methoden, siehe Kapitel 3.3.
 ein RTSP-Server ist im Gegensatz zu einem HTTP-Server niht zustandslos,
sondern zustandsbehaftet. Er ist gezwungen, für jede aufgebaute Sitzung
einen Zustand zu speihern, vgl. Kapitel 3.4.
 Sowohl RTSP-Klient, als auh RTSP-Server können Anfragen senden. Bei
HTTP kann dies nur der Klient.
 RTSP benutzt den Zeihensatz ISO/IEC 10646 anstelle von ISO 8859-1 bei
HTTP.
 RTSP-Requests beinhalten stets eine absolute URL imGegensatz zu HTTP,
wo auh relative URL's erlaubt sind.
Eine Präsentation, die mit RTSP gesteuert wird, besteht typisherweise aus
einem oder mehreren Datenströmen, bspw. einem Video- und einem Audiostrom.
Sowohl die Präsentation als Ganzes, als auh die Ströme selbst werden durh
RTSP-URL's repräsentiert. Dabei werden die URL-Shemata rtsp und rtspu
verwendet, wobei das rtsp-Shema ein verbindungsorientiertes Protokoll, das
rtspu-Shema hingegen ein verbindungsloses Protokoll verlangt. Wird in der
URL kein Port angegeben, wird der Port 554
1
angenommen.
Beispielsweise identiziert die URL
rtsp://media.example.om:554/evs/ss2001
eine Präsentation auf dem RTSP-Server media.example.om, wobei dieser über
TCP auf dem Port 554 zu erreihen ist. Dabei ist zu bemerken, daÿ die Pfadkom-
ponenten der URL /evs/ss2001 niht zwingend etwas über die Dateisystem-
Struktur des Medienservers aussagen, sondern ausshlieÿlih die Präsentation
identizieren. Wie der RTSP-Server diese Pfadkomponenten auf Präsentationen
und Medienströme abbildet, wurde in der Spezikation des RTSP-Protokolls niht
festgelegt.
Beinhaltet die Präsentation beispielsweise einen Audiostrom mit der Stream-
ID audiotrak, wird die diesen Audiostrom identizierende RTSP-URL
rtsp://media.example.om:554/evs/ss2001/audiotrak
lauten.
Eine Präsentation wird durh eine Präsentations-Beshreibung deniert. Dar-
in wird festgelegt, aus welhen Strömen eine Präsentation besteht, sowie deren
Medientyp (Video, Audio et.), Transportprotokoll (RTP, H.320 et.), Medienfor-
mat (H.261 Video, MPEG Video et.), Sprahe, RTSP-URL usw. Da jeder Strom
1
Die Ports 554/tp, 554/udp, 8554/tp und 8554/udp wurden von der IANA für das Proto-
koll RTSP registriert.
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durh eine eigene RTSP-URL identiziert wird ist es möglih, die vershiedenen
Ströme auf einzelne Server zu verteilen und so eine Art Lastenverteilung herzu-
stellen. Soll zur Übertragung der Ströme IP-Multiast verwendet werden, muÿ in
der Präsentations-Beshreibung zusätzlih eine Multiast-Adresse und ein Port
angegeben werden.
3.2 Nahrihten
Teilnehmer einer RTSP-Sitzung kommunizieren mittels RTSP-Nahrihten mit-
einander, wobei zwishen Requests und Responses untershieden wird. Im Gegen-
satz zu HTTP, wo nur der Klient Requests an einen Server shiken kann, ist es
bei RTSP auh erlaubt, daÿ der Server Requests an den Klienten shikt.
RTSP ist ein textbasiertes Protokoll. Nahrihten bestehen analog zu HTTP
aus einer Startzeile, einer
2
oder mehr Kopfzeilen (Header), die durh eine Leerzei-
le abgeshlossen werden, und einem optionalen Nahrihten-Körper (Body). Die
einzelnen Zeilen werden durh CRLF
3
beendet. Beinhaltet die Nahriht einen
Nahrihten-Körper, wird dessen Länge durh eine Content-Length-Kopfzeile
angegeben. Bei Responses ist es auÿerdem erlaubt, das Ende des Nahrihten-




Die Startzeile eines Requests, die ein Klient an einen Server oder umgekehrt
shikt, besteht aus der RTSP-Methode, die auf die Präsentation oder den Strom
angewendet werden soll, die RTSP-URL und der RTSP-Protokoll-Version, jeweils
getrennt durh ein Leerzeihen.
Beispielsweise wird mit einem Request mit der Startzeile
DESCRIBE rtsp://media.example.om:554/evs/ss2001 RTSP/1.0
die Methode DESCRIBE auf die Präsentation /evs/ss2001 angewendet.
Eine Ausnahme stellt die Verwendung eines Sterns anstelle der RTSP-URL
dar. Dieser drükt aus, daÿ die RTSP-Methode niht auf eine Präsentation oder
einen Datenstrom angewendet werden soll, sondern auf den Server selbst. Ein
Beispiel dafür wäre folgende Startzeile:
OPTIONS * RTSP/1.0
2
das CSeq-Attribut ist in jeder Nahriht enthalten.
3
ein Paar von ASCII-Zeihen, Wagenrüklauf und Zeilenvorshub
4
Die Verbindung bei einem Request zu shlieÿen würde dem Empfänger niht erlauben, auf
den Request mit einem Response zu antworten.
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Um aufeinander folgende Request und dazugehörige Responses zuordnen zu
können, enthält jeder Request eine CSeq-Kopfzeile, die eine Sequenznummer ent-
hält. Diese Sequenznummer hat im ersten Request eines Klienten an einen Server
den Wert 1 und wird in jedem folgenden Request um eins erhöht. Muÿ ein Request
wiederholt werden, weil auf ihn keine Antwort empfangen wurde, wird dieselbe
Sequenznummer verwendet. Für die Requests eines Servers an einen Klienten
gelten die gleihen Regeln.
3.2.2 Responses
Mit einem Response antwortet ein Server auf den Request eines Klienten bzw. ein
Klient auf den Request eines Servers. Die Startzeile eines Responses wird auh
Statuszeile genannt und besteht aus der RTSP-Protokoll-Version, dem Statusode
und einer textlihen Phrase, die dem Statusode entspriht. Die Elemente der
Statuszeile werden durh ein Leerzeihen getrennt und die Statuszeile selbst wird
durh CRLF beendet.
RTSP verwendet, soweit wie möglih, die Statusodes von HTTP, deniert
aber zusätzlih eine Reihe weiterer. Statusodes bestehen aus drei Ziern, wobei






Eine vollständige Liste der von RTSP zusätzlih denierten Statusodes samt
textliher Phrase bendet sih in [rtsp℄.
3.3 Methoden
RTSP deniert eine Reihe von Methoden zum Anwenden auf eine Präsentation
und/oder auf einen einzelnen Datenstrom. Es gibt obligatorishe und optionale
Methoden. Die Tabelle 3.1 gibt einen Überblik über die in RTSP 1.0 denier-
ten Methoden, deren Rihtung und die Objekte, auf die sie angewendet werden
können.
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Methode Rihtung Objekt Unterstützung
DESCRIBE C ! S Pr, St empfohlen
ANNOUNCE C $ S Pr, St optional
GET_PARAMETER C $ S Pr, St optional
OPTIONS C $ S Pr, St erforderlih
(S ! C optional)
PAUSE C ! S Pr, St empfohlen
PLAY C ! S Pr, St erforderlih
RECORD C ! S Pr, St optional
REDIRECT C  S Pr, St optional
SETUP C ! S St erforderlih
SET_PARAMETER C $ S Pr, St optional
TEARDOWN C ! S Pr, St erforderlih
C: Client, S: Server, Pr: Präsentation, St: Stream
Tabelle 3.1: Methoden von RTSP
3.3.1 OPTIONS
Die OPTIONS-Methode von RTSP entspriht der von HTTP. Mit ihr ist es einem








Date: Sun, 21 Ot 2001 21:16:02 GMT
Publi: OPTIONS, DESCRIBE, ANNOUNCE, SETUP, TEARDOWN
Erhält ein Klient im Response auf einen OPTIONS-Request die Liste der vom
Server unterstützten RTSP-Methoden ist er angehalten, auh nur diese zu benut-
zen. Erhält er diese Liste niht und wendet eine vom RTSP-Server niht unter-
stützte Methode an, erhält er vom Server einen Response mit dem Statusode 501
(Not Implemented). Daraufhin ist er verpihtet, diese Methode ebenfalls niht
wieder in Verbindung mit diesem RTSP-Server einzusetzen.
3.3.2 DESCRIBE
Mit der DESCRIBE-Methode empfängt der Klient eine Beshreibung der Präsen-
tation. Indem der Klient einen Aept-Header in den Request einfügt, kann er
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bestimmen, in welhem Format er die Präsentations-Beshreibung erhalten möh-








Date: Sun, 21 Ot 2001 22:03:13 GMT





o=- 1001184151 1001184151 IN IP4 64.12.39.177
s=<No title>
















ANNOUNCE-Requests erfüllen zwei Aufgaben. Sendet ein Klient einen ANNOUNCE-
Request an einen Server, überträgt er damit eine Beshreibung einer Präsentation
oder eines Medienobjektes an ihn. Sendet hingegen ein Server einen ANNOUNCE-
Request an einen Klienten, aktualisiert er damit eine seiner Sitzungs-Beshrei-
bungen in Ehtzeit. Dies ist nützlih, wenn bspw. einer bereits stattndenden
Präsentation ein neuer Medienstrom hinzugefügt wird. In diesem Fall sollte die
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Präsentations-Beshreibung als Ganzes neu an die Klienten gesendet werden, an-
statt nur den hinzugekommenen Medienstrom zu annonieren. Auf diese Art und





Date: Sun, 21 Ot 2001 22:03:13 GMT





o=- 1001184151 1001184151 IN IP4 64.12.39.177
s=<No title>



















Mit einem SETUP-Request teilt der Klient dem Server die für ihn akzeptablen
Transportparameter mit. Beispielsweise könnte der Klient dem Server anbieten,
einen Datenstrom entweder per Uniast oder per Multiast zu empfangen. Der
Server wählt eine der Übertragungsmethoden aus und generiert einen Session-
Identier. Wurde im Request bereits ein Session-Identier mitgeshikt, verwen-













Ein PLAY-Request teilt dem Server mit, die Übertragung der angeforderten Da-
tenströme zu starten. Der Request muÿ den Session-Identier enthalten, den
der Klient im Response auf den ersten SETUP-Request mitgeteilt bekommen hat.
Zusätzlih kann ein optionales Range-Attribut angegeben werden, um einen be-
stimmten Ausshnitt des Datenstroms zu empfangen. Indem der Klient mehrere
aufeinander folgende PLAY-Requests an den Server sendet ist es ihm auh mög-









Date: Sun, 21 Ot 2001 21:16:20 GMT
Session: 232581-3
3.3.6 PAUSE
Ein PAUSE-Request wird vom Klienten an den RTSP-Server geshikt, um die
Übertragung einzelner oder aller Datenströme vom Server an den Klienten zeit-
weilig zu unterbrehen, je nahdem, ob im Request die URL der Präsentation
oder eines einzelnen Datenstromes angegeben wurde. Wird mit Hilfe dieser Me-










Durh einen darauf folgenden PLAY-Request kann der Klient dem Server mit-
teilen, die Datenübertragung fortzusetzen. In diesem Fall werden alle Datenströ-
me synhronisiert.
3.3.7 TEARDOWN
Beim Empfang eines TEARDOWN-Requests stoppt der Server die Übertragung des
durh die URL referenzierten Datenstroms. Handelt es sih um die URL der Prä-
sentation stoppt der Server die Übertragung aller durh SETUP-Requests ange-
forderten Ströme. Sobald alle durh SETUP-Requests angeforderten Datenströme









3.3.8 GET_PARAMETER und SET_PARAMETER
Mit der SET_PARAMETER-Methode können Parameter einer Präsentation oder ei-
nes Medienstroms gesetzt werden. Mit der GET_PARAMETER-Methode können die-
se Parameter abgefragt werden. Ausgeshlossen davon sind allerdings Transport-
Parameter, die ausshlieÿlih mit der SETUP-Methode vereinbart werden können.
Eine konkrete Syntax der Übergabe von Parametern wurde niht deniert.
3.3.9 REDIRECT
Sendet ein Server einen REDIRECT-Request an einen Klienten, informiert er ihn
damit über die Notwendigkeit eines Serverwehsels. Will der Klient zukünftig auf
die in der URL angegebene Ressoure zugreifen, muÿ er dafür eine Verbindung zu
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dem alternativen Medienserver aufbauen. Dieser wird durh eine obligatorishe
Loation-Kopfzeile angegeben. Optional kann eine Range-Kopfzeile angegeben











Ein an einen Server gesendeter RECORD-Request veranlaÿt diesen, die durh die
Präsentations-Beshreibung denierten Medienströme, bspw. eine Live-Konfe-
renz, aufzeihnen zu lassen. Der Server entsheidet dann, ob er die Daten unter
der Request-URL oder einen anderen URL speihert, die er im Response oenle-
gen muÿ.
3.4 Zustände
Das Zustandsdiagramm in Abbildung 3.1 beshreibt das Verhalten von RTSP
von der Initialisierung einer Sitzung bis hin zu deren Beendigung.
RTSP-Server, als auh Klienten, unterhalten pro Sitzung und Medienstrom
einen Zustand. Dies ist nötig, da der Nahrihten- und Datentransfer über unter-
shiedlihe Protokolle abgewikelt wird.
Zustandsänderungen erfolgen sowohl serverseitig, als auh klientseitig durh
den Empfang und die erfolgreihe Verarbeitung von Requests mit den RTSP-
Methoden SETUP, PLAY, RECORD, PAUSE und TEARDOWN.
RTSP-Requests und -Replys, in denen die URL einer Präsentation angegeben
wurde, wirken sih stets auf die in der Präsentation enthaltenen Medienströ-
me aus. Besteht eine Präsentation /movie bspw. aus den zwei Medienströmen




auf die Zustände beider Medienströme aus.
Die RTSP-Methoden OPTIONS, DESCRIBE, GET_PARAMETER, SET_PARAMETER












Abbildung 3.1: RTSP Zustandsdiagramm
3.5 Präsentations-Beshreibungen
RTSP deniert kein Format zur Beshreibung von Präsentationen. Es wird ledig-
lih die Verwendung des Session Desription Protool (SDP) im Zusammenhang
mit RTSP erläutert. Auf welhem Weg ein Klient eine Präsentations-Beshrei-
bung erhält wurde ebenfalls oen gelassen.
Die folgenden Kapitel geben einen Überblik über die in der Praxis eingesetz-
ten Protokolle zur Beshreibung von Präsentationen, sowie deren Verwendung im
Zusammenhang mit RTSP.
3.5.1 SDP
Das Session Desription Protool (SDP) ist ein Protokoll zur Beshreibung von
Multimedia-Sitzungen. Eine solhe Beshreibung besteht typisherweise aus dem
Namen und Zwek der Sitzung, dem Zeitpunkt, zu dem die Sitzung stattnden
wird, den Medien, aus denen die Sitzung besteht, sowie Informationen, wie diese
Medien zu empfangen sind. Zusätzlih können auh Kontaktinformationen oder
Informationen zur benötigten Bandbreite enthalten sein.
Ein RTSP-Klient empfängt eine SDP Präsentations-Beshreibung typisher-
weise im Response auf einen RTSP-DESCRIBE-Request, siehe Kapitel 3.3.2. Es ist
aber auh möglih, eine SDP Präsentations-Beshreibung per HTTP oder Email
zu verbreiten.
SDP ist ein textbasiertes Protokoll, es nutzt den Zeihensatz ISO/IEC 10646.
Damit ist es plattformunabhängig und ermögliht den Transport der Beshrei-
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bungen auf vielseitige Art und Weise, zum Beispiel per MIME E-Mail. Auÿerdem
ermögliht dies die Verwendung von einfahen Skript-Sprahen wie Tl/Tk zur
Erstellung und Verarbeitung der Beshreibungen.
Eine SDP Sitzungs-Beshreibung besteht aus einer Anzahl von Zeilen in der
Form <type>=<value>, wobei <type> immer in einzelnes Zeihen ist. Vor dem
Gleihheitszeihen sind keine Leerzeihen erlaubt.
Die erste Zeile einer Beshreibung beginnt immer mit einer 'v='-Zeile, durh
die der sitzungsspezishe Teil einer SDP-Beshreibung eingeleitet wird. Alle Ele-
mente dieses Teiles beziehen sih auf die gesamte Präsentation, gelten also für alle
Medien, soweit sie niht von entsprehenden Elementen einer Medienbeshreibung
übershrieben werden.
Beispiel für eine SDP-Beshreibung:
v=0
o=mhandley 2890844526 2890842807 IN IP4 126.16.64.4
s=SDP Seminar






m=audio 49170 RTP/AVP 0
m=video 51372 RTP/AVP 31
m=appliation 32416 udp wb
a=orient:portrait
Einige Elemente einer SDP-Beshreibung sind obligatorish, andere optional.
Die Reihenfolge, in der die Elemente in einer Beshreibung ersheinen müssen,
legt das Protokoll ebenfalls fest und ist in der Tabelle 3.2 ersihtlih.
Auf den sitzungsspezishen Teil der Beshreibung folgen optionale, medien-
spezishe Teile. Diese werden jeweils durh eine 'm='-Zeile eingeleitet und setzen
sih bis zum nähsten medienspezishen Teil bzw. dem Ende der SDP-Beshrei-
bung fort. Die Tabelle 3.3 gibt einen Überblik über die Elemente eines medien-
spezishen Teils einer SDP-Beshreibung.
Protokoll-Version
v=<version>
Eine SDP-Beshreibung beginnt stets mit einer 'v='-Zeile, durh die gleih-





o= Urheber und Sitzungs-ID
s= Sitzungs-Name
i= x Sitzungs-Informationen
u= x URI der Beshreibung
e= x Email-Adresse
p= x Telefonnummer
= x Informationen zur Verbingung
b= x Bandbreiten-Informationen
t= Zeitpunkt der Sitzung
r= x Wiederholungs-Intervall der Sitzung
z= x Zeitzonen-Anpassung
k= x Vershlüsselungs-Informationen
a= x sitzungs-spezishe Attribute
Tabelle 3.2: Sitzungsspezishe Elemente einer SDP-Beshreibung
Element optional Beshreibung
m= Name und Transport-Adresse
i= x Titel des Mediums
= x Informationen zur Verbindung
b= x Bandbreiten-Informationen
k= x Vershlüsselungs-Informationen
a= x medien-spezishe Attribute
Tabelle 3.3: Medienspezishe Elemente einer SDP-Beshreibung
Urheber und Sitzungs-ID
o=<username> <session id> <version> <network type> <address type>
<address>
Durh das obligatorishe Element 'o=' wird der Urheber der Beshreibung
(dessen Login-Kürzel und Rehneradresse), sowie eine Session-ID und -Versions-
nummer angegeben. Als <username> sollte dabei das Login-Kürzel des Urhebers
verwendet werden. <session id> muÿ eine global eindeutige ID zur Identizie-
rung der SDP-Beshreibung sein. Wie diese eindeutige ID zu erzeugen ist, ob-
liegt dem Urheber. Es wird allerdings empfohlen, einen Zeitstempel des Network
Time Protools [ntp℄ zu verwenden. <version> gibt eine Versionsnummer der
Beshreibung an, die bei jeder Änderung erhöht werden sollte. Es wird wiederum
die Verwendung des Network Time Protool's zur Erzeugung eines geeigneten
Wertes empfohlen. <network type> speziziert den Typ des Netzwerkes. Derzeit
ist nur das Kürzel 'IN' für das Internet deniert. <address type> gibt an, in
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welhem Format die darauf folgende Adresse <address> angegeben ist. Derzeit
sind die Kürzel 'IP4' und 'IP6' deniert. Für <address> ist entweder der Fully-
qualied domain name (FQDN) oder die IP-Adresse des Rehners anzugeben, auf
dem die SDP-Beshreibung erstellt wurde.
Sitzungs-Name
s=<session name>
Das 's='-Element muÿ genau einmal in jeder SDP-Beshreibung vorkommen.
Es legt den Namen der Sitzung fest.
Sitzungs-Informationen
i=<session information>
Mit einem 'i='-Element können Informationen zur Sitzung als Text ange-
geben werden. 'i='-Elemente können zusätzlih in jeder Medien-Beshreibung
enthalten sein, um Informationen zu den einzelnen Medien zu hinterlegen.
URI
u=<URI>
Mit dem optionalen Element 'u=' kann auf zusätzlihe Informationen zu die-




Mit den Elementen 'e=' und 'p=' können Kontaktinformationen der für die
Sitzung verantwortlihen Person hinterlegt werden. Diese Person muÿ niht zwin-
gend mit dem Urheber der SDP-Beshreibung übereinstimmen. Um Kontaktin-
formationen mehrerer Personen anzugeben, können die 'e='- und 'p='-Elemente
beliebig wiederholt werden.
Informationen zur Verbindung
=<network type> <address type> <address>
=<network type> <address type> <address>/<ttl>
=<network type> <address type> <address>/<ttl>/<number of addresses>
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Mit einem '='-Element werden Informationen über die Verbindung angege-
ben, die notwendig sind, um an der Sitzung teilzunehmen. Das Format der Felder
entspriht dabei dem Format der gleihnamigen Felder des 'o='-Elementes.
Eine Ausnahme stellt dabei das <address>-Feld dar. Soll zur Übertragung der
Sitzung IP-Multiast verwendet werden, kann zusätzlih zur Multiast-Adresse
ein TTL-Wert
5
angegeben werden. TTL-Werte müssen im Bereih von 0 bis 255
liegen. Durh zusätzlihe Angabe eines Wertes für <number of addresses> ist
es möglih, mehrere, aufeinander folgende Multiast-Adressen für die Sitzung zu
verwenden. Dies wird bei vershiedenen Enoding-Shemata benötigt, die eine
einzelne Quelle gleihzeitig in vershiedenen Qualitätsstufen kodieren. Dadurh
ist es möglih, ein Medium für untershiedlihe Bandbreiten anzubieten.
Bandbreiten-Informationen
b=<modifier>:<bandwidth-value>
Mit einem 'b='-Element kann angegeben werden, welhe Bandbreite die Sit-
zung voraussihtlih benötigt. Sie wird in KBits/s angegeben. Mit <modifier>
kann angegeben werden, worauf sih die Bandbreiten-Angabe bezieht. Bisher sind
zwei Kürzel deniert: 'CT' und 'AS'. 'CT' steht für Conferene Total` und be-
zeihnet die Summe der Bandbreiten für alle Medien der Sitzung. 'AS' steht für
Appliation-Spei Maximum` und bezeihnet hingegen die benötigte Band-
breite eines einzelnen Mediums.
Zeitpunkte, Wiederholungen, Zeitzonen
t=<start time> <stop time>
r=<repeat interval> <ative duration>
<list of offsets from start time>
z=<adjustment time> <offset> <adjustment time> <offset> ...
Ein obligatorishes 't='-Element bezeihnet die Anfangs- und Endezeiten der
Sitzung. Durh Angabe mehrerer solher Elemente können Sendetermine angege-
ben werden. Wird die Sitzung in regelmäÿigen Abständen wiederholt, kann dieser
Intervall mit einem 'r='-Element angegeben werden. Beispiel:
t=3034423619 3042462419
r=604800 3600 0 90000
Normalerweise werden die Zeiten in Sekunden angegeben. Für eine bessere
Lesbarkeit und um die Beshreibungen kompakter zu gestalten, können die Zeiten




r=7d 1h 0 25h
Um der Sommer- und Winterzeit vershiedener Länder gereht zu werden
kann durh ein 'z='-Element angegeben werden, zu welhen Zeitpunkten relativ
zur ersten Startzeit der Sitzung sih die Zeit eines Senders um welhen Betrag
ändert. Beispiel:




Mit einem 'k='-Element wird angegeben, daÿ die gesamte Sitzung oder ein-
zelne Medien der Sitzung nur vershlüsselt übertragen werden. Mit dem Feld
<method> kann angegeben werden, ob und wenn wie ein Shlüssel in der SDP-
Beshreibung enthalten ist oder auf welhe Art und Weise ein Sitzungs-Teilneh-
mer den Shlüssel erhält. Möglihe Werte sind:
 k=lear:<enryption key>
Angabe des Shlüssels im Klartext.
 k=base64:<enoded enryption key>
Angabe des Shlüssels, kodiert mit dem BASE64-Kodierungsshemata.
 k=uri:<URI to obtain key>
Angabe einer Adresse, unter der der Shlüssel zu erhalten ist.
 k=prompt
Der Shlüssel ist niht in der SDP-Beshreibung enthalten und es wurde
keine Angabe gemaht, unter welher Adresse der Shlüssel zu erhalten





'a='-Elemente sind Attribut-Elemente, die in erster Linie zur Erweiterung
von SDP gedaht sind. Es wird zwishen zwei Typen untershieden: Eigenshafts-
Attribute und Wert-Attribute.
Eigenshafts-Attribute sind binäre Attribute und haben das Format 'a=
<flag>'. Die Anwesenheit des Attributes drükt aus, daÿ die Sitzung bzw. das
Medium die entsprehende Eigenshaft besitzt. Beispiele:
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a=revonly
Wert-Attribute haben die Form 'a=<attribute>:<value>'. Somit können




m=<media> <port> <transport> <fmt list>
m=<media> <port>/number of ports> <transport> <fmt list>
Mit einem 'm='-Element und den darauf folgenden Elementen bis zum näh-
sten 'm='-Element oder dem Dateiende wird ein Medium einer Sitzung beshrie-
ben.
Das <media>-Feld gibt den Medien-Typ an. Derzeit sind die Werte audio`,
video`, appliation`, data` und ontrol` deniert.
Das Feld <port> gibt die Portnummer an, an die der Medienstrom gesendet
wird. Optional kann mit einem <number of ports>-Feld ein Bereih von Port-
Adressen angegeben werden. Beispielsweise verwenden Transport-Protokolle wie
RTP zwei aufeinander folgende Ports, den einen zur Übertragung der Daten, den
darauf folgenden für RTCP, siehe Kapitel 4.
Das dritte Feld <transport> gibt das zu verwendende Transport-Protokoll
an. Für Medienströme, die das RTP Audio/Video Prol benutzen, wird hier zum
Beispiel der Wert RTP/AVP angegeben. RTP steht dabei für das Transport-Proto-
koll und AVP für das zu verwendende RTP-Prol, siehe Kapitel 4.3.1.
Das letzte Feld <fmt list> ist eine Liste von Medien-Formaten. Für das
RTP Audio/Video-Prol ist dies eine Liste der unterstützten Payload-Formate.
Beispiel:
m=video 6970/2 RTP/AVP 32
beshreibt einen Videostrom, der unter Verwendung des Transport-Protokolls
RTP und dessen Audio/Video-Prols im Payload-Format 32 (MPV), siehe Kapi-
tel 4.3.2, an Port 6970 gesendet wird. Das RTCP-Protokoll verwendet den darauf
folgenden Port 6971.
3.6 Existierende Implementierungen
Eines der ersten Systeme, in denen das Real-Time Streaming Protool (RTSP)
Verwendung fand, war die von Real Networks entwikelte Streaming Media Plat-
form RealSystem G2. Es war ebenfalls eines der ersten Systeme mit einer Unter-
stützung der Synhronized Multimedia Integration Language (SMIL) [smil℄, eine
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auf XML [xml℄ basierende Sprahe zur Beshreibung des Layouts und des zeitli-
hen Verhaltens einer Präsentation. Für die in dieser Arbeit zu implementierende
Datenübertragung per RTSP ist SMIL jedoh weniger relevant und soll deshalb
niht weiter betrahtet werden.
Die von der Apple Computer, In. entwikelten Quiktime-Player und Quik-
time-Streaming-Server sind zwei weitere Produkte, die shon kurz nah der An-
erkennung von RTSP als IETF Proposed Standard eine Unterstützung für dieses
Protokoll boten.
Neben diesen kommerziellen Produkten gibt es inzwishen auh Open-Soure-
Projekte, die sih dem Thema RTSP angenommen haben. Apple Computer, In.
bietet bspw. den Darwin Open-Soure Streaming Server [darwin℄ an, der unter
Verwendung der Protokolle RTSP und RTP Quiktime- und AVI-Videoströme
streamen kann.
Ein weiteres, erwähnenswertes Open-Soure-Projekt ist die C++-Bibliothek
LIVE.COM Streaming Media [live℄, die eine Unterstützung der Protokolle RTSP
und RTP/RTCP bietet. Diese Bibliothek kann auÿerdem dazu benutzt werden,
MPEG-Video zu senden, zu empfangen und zu verarbeiten.
Mit dem Java Media Framework (JMF, siehe [jmf℄), daÿ in Zusammenarbeit
von Sun Mirosystems, In., Silion Graphis, In., der Intel Corporation und
IBM entwikelt wurde, ist es seit der Version 2.1.1, die im März 2001 fertig-
gestellt wurde, ebenfalls möglih, RTSP-Klienten in Java aufzusetzen. Nahteil
dieser Bibliothek ist aber eindeutig, daÿ zum Ausführen von Java-Applets, die
diese Bibliothek nutzen, das JMF auf der Klientmashine installiert sein muÿ.
Davon kann aber nur in den wenigsten Fällen ausgegangen werden. Auÿerdem
widerspriht dies dem Ziel dieser Arbeit, Videostreaming auf einer Weboberähe
ohne weitere Klientsoftware anzubieten. Aus diesen Gründen wird das JMF in





Um Multimedia-Anwendungen wie Videokonferenzen über das Netz betreiben
zu können, genügt es in der Regel niht, eine Netzverbindung aufzubauen, ggf.
benötigte Ressouren zu reservieren und die Nutzdaten ohne weitere Maÿnahmen
darüber zu vershiken.
Zum Transport muÿ der Datenstrom in Pakete aufgeteilt werden, die getrennt
vershikt werden, je nah Anwendung an einen oder mehrere Empfänger. An den
Empfängern müssen diese Pakete in der korrekten Reihenfolge zusammengesetzt
(Resequening) und unter Umständen mit anderen eintreenden Strömen syn-
hronisiert werden. Da reines UDP dies niht selbst leisten kann, werden die
Nutzdaten in das Real-Time Transport Protool (RTP) eingepakt. RTP küm-
mert sih dabei um die Kennzeihnung der übertragenen Nutzdaten und deren
Quellen, die Vergabe von Sequenznummern und Zeitstempeln an Datenpakete, die
Kontrolle der zur Verfügung stehenden Dienstqualität (QoS) sowie die Übertra-
gung von Informationen über die Teilnehmer, wobei die beiden zuletzt genannten
Dienste niht vom Datentransferprotokoll RTP selbst, sondern vom Kontrollpro-
tokoll RTCP (RTP Control Protool) bereitgestellt werden.
RTP garantiert niht, daÿ Datenpakete in der rihtigen Reihenfolge, synhron
oder überhaupt beim Empfänger eintreen. Das muÿ die Klientanwendung selbst
anhand der von RTP übermittelten Sequenznummern und Zeitstempel handha-
ben.
Anstatt das Real-Time Transport Protool sehr allgemein und exibel zu de-
nieren, um es später an die Übertragung neuer Medien anzupassen, sind in RTP
nur die Funktionen deniert, die in allen Anwendungsfällen gleih sind. Zusätz-
lih ist es ausdrüklih erlaubt, den RTP-Header zu verändern und zu erweitern.
Solhe Änderungen von RTP werden in Prole Speiations deniert, die für
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Abbildung 4.1: RTP Protokoll-Arhitektur
eine bestimmte Klasse von Anwendungen gelten. In sogenannten Payload Format
Speiations wird zusätzlih deniert, wie bestimmte Nutzdaten-Formate zum
Transport in RTP verpakt werden, siehe Kapitel 4.3. Abbildung 4.1 stellt einen
Überblik über die RTP Protokoll-Arhitektur dar.
4.2 RTP Header
V P X CC M PT Sequence number
Timestamp
Synchronization source (SSRC) identifier
List of contributing source (CSRC) identifiers
0 31302928272625242322212019181716151413121110987654321
Abbildung 4.2: Aufbau des RTP-Header's
Die Abbildung 4.2 zeigt den Aufbau des RTP Headers, so wie er in jedem RTP-
Datenpaket enthalten ist, wobei die Liste der Contributing soure identiers nur
enthalten ist, wenn sie von einem RTP Mixer eingefügt wurden. Die Felder des
Headers haben folgende Bedeutung:
V (version) In diesem Feld wird die RTP-Version angegeben. Die Versions-
nummer 2 entspriht der RFC 1889.
P (padding) Das Padding-Bit gibt an, ob nah den Nutzdaten im RTP-Paket
noh zusätzlihe Füllbytes folgen, die zum Beispiel bei bestimmten Vershlüsse-
lungsalgorithmen mit festgelegter Blokgröÿe benötigt werden. Das letzte Füll-
byte gibt dabei die Anzahl der Füllbytes an.
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X (extension) Das Extension-Bit gibt an, ob auf den RTP-Header noh eine
RTP Header Extension folgt. Mit dieser ist es möglih, neue Payload-Format un-
abhängige Funktionen, die zusätzlihe Informationen im RTP-Paket unterbringen
müssen, zu testen, ohne daÿ sie inkompatibel zu RTP-Anwendungen werden, die
diese Extensions niht verstehen.
CC (CSRC ount) Dieses Feld gibt die Anzahl der Contributing soure iden-
tiers am Ende des RTP Headers an.
M (marker) Die Bedeutung des Marker-Bits wird durh ein RTP-Prol de-
niert. Typisherweise werden damit wihtige Ereignisse im Datenstrom, zum
Beispiel Framegrenzen, angezeigt.
PT (payload type) Dieses Feld gibt den Typ der Nutzdaten im RTP-Paket
an. RTP-Prole denieren hierfür gültige Werte und verweisen gleihzeitig auf
entsprehende Payload Format Speiations.
Sequene number Die Sequenznummer erhöht sih für jedes gesendete Pa-
ket um eins und kann vom Empfänger dazu benutzt werden, den Verlust von
Paketen zu entdeken, sowie die Reihenfolge der Pakete wiederherzustellen. Die
Sequenznummer im ersten RTP-Paket wird zufällig gewählt.
Timestamp Der Zeitstempel im RTP-Header spiegelt den Zeitpunkt der Auf-
nahme des ersten Nutzdatenbytes des Paketes wider. Er stammt von einer Uhr,
deren Frequenz vom Format der Nutzdaten abhängt und in einem RTP-Prol
oder einer Payload-Format-Spezikation festgelegt wird. Der Anfangswert des
ersten RTP-Paketes ist eine Zufallszahl. Aufeinanderfolgende Pakete haben u.U.
identishe Zeitstempel, z.Bsp. wenn sie zum gleihen Videoframe gehören.
Synhronization soure identier (SSRC) Dieses Feld identiziert die
Quelle der Aufnahme. Diese Kennung wird zufällig gewählt mit der Absiht, daÿ
keine zwei Quellen innerhalb einer RTP-Sitzung die gleihe Kennung benutzen.
Contributing soure identiers (CSRC) Wurden durh einen RTP-Mixer
die Datenströme vershiedener Quellen zu einem gemeinsamen Datenstrom zu-
sammengemixt, enthält dieses Feld eine Liste der Kennungen der mitwirkenden
Quellen. Die Anzahl der Kennungen wird durh das Feld CC festgelegt. Sind mehr
als 15 Quellen an dem Datenstrom beteiligt, werden nur die ersten 15 aufgelistet.
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4.3 RTP Prole und Format-Spezikationen
Das RTP-Protokoll selbst wurde sehr allgemeingültig deniert. Daher sind neben
der allgemeinen Spezikation des Protokolls noh weitere Dokumente erforderlih,
um das Protokoll nutzen zu können: RTP Prole und RTP Format-Spezikatio-
nen.
Derzeit existiert nur ein weit verbreitetes RTP-Prol, das in der RFC 1890
denierte Prol für Audio und Video Konferenzen mit minimaler Kontrolle.
RTP Format-Spezikationen wurden hingegen shon mehrere beshrieben und
in RFC's festgelegt. Auf Grund der Tatsahe, daÿ der Inline-MPEG-1-Player,
auf dem diese Arbeit beruht, nur MPEG-Video dekodieren und sih diese Arbeit
somit auf den Transport von MPEG-Video beshränken kann, kommt nur das
in der RFC-2250 denierte RTP Payload-Format für MPEG1/MPEG2 Video in
Frage.
4.3.1 RTP-Prol für Audio und Video Konferenzen
Die RFC 1890 deniert ein Prol für Audio und Video Konferenzen mit minimaler
Kontrolle. Die Aushandlung von Parametern und die Kontrolle über die Teilneh-
mer der Konferenz wird in diesem Prol niht unterstützt. Ebensowenig ist es in
diesem Prol vorgesehen, daÿ die Verwendung des Prols über eine Portnummer,
Protokoll-Kennung o.ä. angezeigt wird.
1
Das Audio/Video-Prol (AVP) verwendet das in der RTP-Spezikation vor-
gesehene Format des RTP-Headers. Es werden auh keine zusätzlihen Felder an
den RTP-Header angehängt.
Für eine Reihe von Audio- und Videokodierungen wurden statishe Payload-
Typen festgelegt, siehe Tabelle 4.1. Zusätzlih dazu können dynamish Payload-
Typen deniert oder auh bei der IANA registriert werden.
Eine RTP-Quelle sendet einen Datenstrom immer nur mit ein und dem glei-
hen Payload-Typ aus. Sollen Datenströme mit vershiedenen Payload-Typen
(z.Bsp. Audio und Video) gesendet werden, muÿ dies in vershiedenen, parallel
existierenden RTP-Sitzungen erfolgen.
4.3.2 RTP Payload-Format für MPEG1/MPEG2 Video
Die ISO-Standards ISO/IEC 11172 und ISO/IEC 13818 denieren die Video-
Formate MPEG1 und MPEG2. Mit der RFC 2250 wird ein Verfahren beshrie-
ben, um MPEG1/2 Audio- und Videoströme unter Verwendung des Real-Time
Transport Protokolls (RTP) zu verpaken und zu transportieren.
Das im Kapitel 4.3.1 vorgestellte RTP-Prol deniert für MPEG Audio- und
Videoströme untershiedlihe Payload-Typen: 14 (MPA) und 32 (MPV). Ein wei-
1
SDP gibt Auskunft über das zu verwendende RTP-Prol, siehe Kapitel 3.5.1
29 4.3. RTP Prole und Format-Spezikationen
Payload Type Kodierung Audio/Video Frequenz
0 PCMU A 8000 Hz
1 1016 A 8000 Hz
2 G721 A 8000 Hz
3 GSM A 8000 Hz
5 DVI4 A 8000 Hz
6 DVI4 A 16000 Hz
7 LPC A 8000 Hz
8 PCMA A 8000 Hz
9 G722 A 8000 Hz
10 L16 A (2 Kanäle) 44100 Hz
11 L16 A 44100 Hz
14 MPA A 90000 Hz
15 G728 A 8000 Hz
25 CelB V 90000 Hz
26 JPEG V 90000 Hz
28 nv V 90000 Hz
31 H261 V 90000 Hz
32 MPV V 90000 Hz
33 MP2T V 90000 Hz
Tabelle 4.1: Statishe Payload-Typen des Audio/Video Prols
terer Indiz, ob es sih bei den Strömen um MPEG1 oder MPEG2 handelt wird
niht gesendet, dies geht aus den Daten selbst hervor.
MPEG Video
Die MPEG-Semantik wurde für relativ fehlerfreie Umgebungen konstruiert. Sie
weist vielseitige Abhängigkeiten der Daten innerhalb des Bitstromes auf, so daÿ
der Verlust von Daten während der Übertragung fehlerfrei übertragene Daten
ebenfalls unbrauhbar maht. Das in dieser Spezikation gezeigte Verfahren zur
Fragmentierung des Bitstromes wurde deshalb so gestaltet, daÿ unter Einbe-
ziehung einiger zusätzlih übertragener Informationen vielseitige Wiederherstel-
lungsmehanismen möglih sind.
Der Bitstrom wird nah folgenden Regeln fragmentiert:
 Ein MPEG Video-Sequene-Header steht stets am Anfang der Nutzdaten
eines RTP-Paketes.
 EinMPEG Group-Of-Pitures-Header steht stets am Anfang der Nutzdaten
eines RTP-Paketes oder er folgt direkt auf einen MPEG Video-Sequene-
Header.
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 Ein MPEG Piture-Header steht stets am Anfang der Nutzdaten eines
RTP-Paketes oder er folgt direkt auf einen MPEG Group-Of-Pitures-Hea-
der.
Jeder dieser elementaren Header muÿ stets komplett in einem RTP-Paket enthal-
ten sein, wodurh sih eine minimale Nutzdatenlänge von 261 Bytes ergibt.
MPEG-Bilder bestehen aus sogenannten Slies. Das Fragmentierungs-Verfah-
ren sieht vor, daÿ ein Slie stets am Anfang der Nutzdaten eines RTP-Paketes
beginnt
2
oder auf eine Anzahl komplett in diesem Paket enthaltenen Slies folgt.
Dadurh wird sihergstellt, daÿ nah dem Verlust eines RTP-Paketes shnell der
Anfang des nähsten Slies gefunden wird, ohne daÿ die Nutzdaten darauf folgen-
der RTP-Pakete durhsuht werden müÿten. Slies können über mehrere RTP-
Pakete aufgeteilt werden, solange die hier erwähnten Bedingungen erfüllt bleiben.
Am Anfang der Nutzdaten eines RTP-Paketes steht bei der Übertragung von
MPEG Video stets ein MPEG video-spezisher Header wie in Abbildung 4.3
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Abbildung 4.3: Aufbau des MPEG video-spezishen Header's
T, AN und N Diese Bits werden nur bei MPEG2-Video benutzt und sollen
hier niht weiter erläutert werden.
TR (Temporal-Referene) In diesem Feld wird die Temporal Referene des
aktuellen Bildes innerhalb einer Gruppe von Bilder (GOP) angegeben. Der Wert
liegt zwishen 0 und 1023 und ist konstant für alle Pakete eines Bildes.
S Ist dieses Bit gesetzt, beinhaltet das RTP-Paket einen MPEG Sequene-Hea-
der. Zu Beginn einer Videoübertragung verwirft der MPEG-Dekoder alle Pakete
bis zum Ersten, das dieses Bit gesetzt hat, da eine Dekodierung der Videodaten
ohne empfangenen Sequene-Header niht mögliht ist.
B Dieses Bit gibt an, ob das RTP-Paket den Beginn eines neuen Slies enthält.
E Durh dieses Bit wird markiert, ob das Ende der RTP-Nutzdaten auh das
Ende eines Slies ist.
2
evtl. nah vorhandenen Video-Sequene-, Group-Of-Pitures- oder Piture-Headern.
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P (Piture-Type) In diesen Bits wird der Typ des aktuell zu übertragenden




FFC (forward_f_ode) Diese vier Werte spiegeln die gleihnamigen Felder
des letzten Piture-Header's wieder.
All diese zusätzlihen Informationen ermöglihen zusammen mit dem festge-
legten Fragmentierungs-Verfahren eine Reihe von Strategien zur Fehlerbeseiti-
gung und Resynhronisierung.
Den Verlust von Paketen, in denen nur Slie-Fragmente enthalten waren, er-
kennt der Empfänger anhand einer niht fortlaufenden Sequenznummer innerhalb
des RTP-Headers. In diesem Fall wird der teilweise empfangene Slie verworfen
und auf den Empfang eines neuen Slies oder eines elementaren Headers gewartet.
Der Verlust eines Group-Of-Pitures- oder Piture-Header's erkennt der Emp-
fänger zusätzlih an einer unerwarteten Änderung der Temporal-Referene und
des Bildtypes
3
. In diesem Fall kann beim Empfang eines neuen Slies der Pi-
ture-Header aus den Informationen im video-spezishen Header wiederherge-
stellt werden.
MPEG Audio
Ein MPEG Audiostrom besteht aus einzelnen Audioframes. Diese können entwe-
der über mehrere RTP-Pakete fragmentiert werden, oder es werden wenn möglih
mehrere komplette Audioframes zu einem RTP-Paket zusammengefaÿt. In bei-
den Fällen enthalten die Nutzdaten des RTP-Paketes zu Beginn einen MPEG
audio-spezishen Header, wie in Abbildung 4.4 dargestellt. Im Falle der Frag-
mentierung eines Audioframes über mehrere Pakete enthält das Feld Fragment
oset dieses Header's den Oset der Audiodaten dieses Paketes innerhalb des
Audioframes, sonst besitzt das Feld des Wert 0.
0 31302928272625242322212019181716151413121110987654321
must be zero Fragment offset
Abbildung 4.4: Aufbau des MPEG audio-spezishen Header's
4.4 RTCP
Aufgrund der Tatsahe, daÿ RTP keine Kontrolle über die Übertragungsqualität
der Multimedia-Ströme bietet und dem Sender auh keine Informationen über die
3
Felder TR und P im video-spezishen Header
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Teilnehmer einer RTP-Sitzung liefert, wurde dem Datentransferprotokoll RTP
das Kontrollprotokoll RTCP zur Seite gestellt.
4.4.1 Eigenshaften
Die Hauptaufgabe des Kontrollprotokolls RTCP besteht darin, Informationen
über die Dienstqualität der Datenübertragung zu liefern. Dies ist ein wesentliher
Teil der Rolle von RTP als Transportprotokoll. Dem Sender ist es mit diesen
Informationen möglih, Übertragungsparameter anzupassen.
Eine weitere Aufgabe von RTCP ist die Identikation der Sitzungsteilneh-
mer. Durh eindeutige Zuweisung kanonisher Namen an jeden Benutzer ist es
möglih, mehrere Datenströme eines Teilnehmers (z.Bsp. Audio und Video) zu
synhronisieren.
In einer Sitzung mit vielen Teilnehmern ist es nötig, die zur Verfügung ste-
hende Bandbreite zum Senden von RTCP-Paketen sinnvoll auf alle Teilnehmer
aufzuteilen. Da jeder Teilnehmer einer RTCP-Sitzung RTCP-Pakete an jeden an-
deren shikt, ist es auh jedem möglih, die Anzahl der Sitzungsteilnehmer und
daraus die Senderate für RTCP-Pakete zu bestimmen.
Eine weitere, optionale Funktion von RTCP ist die Sitzungskontrolle. Diese
ist vor allem in lose kontrollierten Systemen, ohne Mitgliedshaftskontrolle oder
Parameteraustaush nützlih. Es ist möglih, per RTCP Email-Adressen, Tele-
fonnummern und Orte der Sitzungsteilnehmer zu übertragen.
4.4.2 Pakettypen
Die RTCP-Spezikation deniert fünf Pakettypen zur Übertragung vershiedener
Kontrollinformationen. Jedes Paket beginnt dabei mit einem Header, aus dem der
Typ und die Länge des Paketes hervorgeht, und endet an einer 32-Bit-Grenze. Da-
durh ist es möglih, mehrere RTCP-Pakete zu einem zusammengesetzten RTCP-
Paket zu vershmelzen, wobei das erste Paket eines zusammengesetzten Paketes
immer ein Sender- oder Reeiver-Report sein muÿ.
SR (sender report) und RR (reeiver report)
Empfänger in einer RTP-Sitzung senden in regelmäÿigen Abständen Informatio-
nen über die Empfangsqualität. Diese Informationen werden in einem von zwei
Pakettypen zusammengefaÿt, Sender reports und Reeiver reports. Welher der
beiden Pakettypen zum Einsatz kommt hängt davon ab, ob der Teilnehmer selbst
auh ein Sender ist oder niht. Die Abbildung 4.5 zeigt den Aufbau eines Sen-
der reports. Ein Reeiver report ist prinzipiell gleih aufgebaut, nur mit dem
Untershied, daÿ die 20 Bytes Sender-Info fehlen.
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V P RC SR=200 / RR=201 length
SSRC of sender
NTP timestamp, most significant word




SSRC_1 (SSRC of first source)
fraction lost cumulative number of packets lost
extended highest sequence number received
interarrival jitter
last sender report timestamp
delay since last sender report










Abbildung 4.5: Aufbau eines RTCP Sender-Report Paketes
SDES (soure desription)
Zur Identizierung von Teilnehmern einer RTP-Sitzung sendet jeder Teilnehmer
Informationen über sih selbst. Zu diesen Informationen gehören neben einem
kanonishen Namen auh optionale Angaben wie Email-Adresse, Telefonnummer,
geographishe Lage usw.
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Abbildung 4.6: Aufbau eines RTCP Soure desription Paketes
Wie in Abbildung 4.6 ersihtlih besteht ein SDES-Paket aus einem Header
und einer Anzahl von sogenannten Chunks, in denen die eigentlihen Informa-
tionen verpakt sind. Chunks haben eine variable Länge, beginnen aber stets
an einer 32-Bit-Grenze. Sie beinhalten einen Synhronization soure identier
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CNAME=1 length user and domain name ...
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NAME=2 length common name of source ...
0 31302928272625242322212019181716151413121110987654321
EMAIL=3 length email address of source ...
0 31302928272625242322212019181716151413121110987654321
PHONE=4 length phone number of source ...
0 31302928272625242322212019181716151413121110987654321
LOC=5 length geographic location of site ...
0 31302928272625242322212019181716151413121110987654321
TOOL=6 length name/version of source application ...
0 31302928272625242322212019181716151413121110987654321
NOTE=7 length note about the source ...
0 31302928272625242322212019181716151413121110987654321
PRIV=8 length prefix string ...prefix length
value string ......
Abbildung 4.7: Aufbau der gebräuhlihsten SDES-Items
(SSRC) gefolgt von einer Liste von Eigenshaften, sogenannten SDES-Items. In




Ist eine Quelle in einer RTP-Sitzung niht länger aktiv, shikt diese zuletzt
ein RTCP-Goodbye-Paket, um dies den anderen Sitzungsteilnehmern anzuzei-
gen. Optional kann die Quelle einen Grund angeben, wieso sie niht länger ver-
fügbar ist, bspw. Kamera-Fehlfunktion o.ä. Abbildung 4.8 zeigt den Aufbau
eines Goodbye-Paketes.
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V P SC BYE=203 length
SSRC/CSRC
length reason for leaving (optional) ...
...
Abbildung 4.8: Aufbau eines RTCP Goodbye Paketes
4
neue Pakettypen können bei der IANA registriert werden
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APP
Mit applikations-spezishen RTCP-Paketen können neue Funktionen entwikelt
und getestet werden, ohne neue Pakettypen registrieren lassen zu müssen oder die
Implementierung inkompatibel zu mahen. Die Abbildung 4.9 zeigt den Aufbau
eines applikations- spezishen RTCP-Paketes. Das Feld name dient dabei der
Untersheidung der Pakete vershiedener Anwendungen, wohingegen das Feld
subtype zur Untersheidung vershiedener, zu testender Funktionen gedaht ist.
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Dieses Kapitel beshreibt, ausgehend vom aktuellen Stand des Inline-MPEG-1-
Player's [mplay℄ von Dr.-Ing. Jörg Anders und des Multiast-Server's aus der
Studienarbeit, sowie der Kenntnis der in den vorherigen Kapiteln beshriebe-
nen Protokolle, welhe Entsheidungen während der Analyse dieser Programme




Der Inline-MPEG-1-Player von Dr.-Ing. Jörg Anders existiert derzeit in zwei
Varianten. Die erste Version empfängt und dekodiert aus Performanegründen
zunähst die komplette MPEG-Datei und spielt sie erst danah als Animation
ab. Bei der zweiten Version des Players wurde auf das Zwishenspeihern der
einzelnen Frames verzihtet, in der Honung, daÿ ein Java Just-In-Time-Compiler
shnell genug ist, um die MPEG-Frames gleihzeitig dekodieren und abspielen zu
können. In der Praxis hat siher aber gezeigt, daÿ der Player auf derzeit aktuellen
Rehnern nur 5 bis 7 Frames/s dekodieren und anzeigen kann. Damit ist er noh
weit entfernt von der niedrigsten, in MPEG-1 zulässigen Framerate von 23,976
Frames/s.
Einen Honungsshimmer gibt da aber ein Open-Soure-Projekt namens Su-
rePlayer [sure℄. Dabei handelt es sih um einen Inline-MPEG-1-Player, der eben-
falls auf dem Player von Dr.-Ing. Jörg Anders basiert. Neben der Integration
eines Audio-Dekoders [jl℄ und der Synhronisation von Audio und Video war es
diesem Projekt möglih, die Dekodiergeshwindigkeit des Players drastish zu er-
höhen. Von diesen Fortshritten soll das zu entwikelnde Java-Applet ebenfalls
protieren.
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5.1.2 TCP oder UDP
Alle bisher erwähnten Player empfangen die zu dekodierende und abzuspielende
MPEG-Datei über eine TCP-Verbindung. Diese Verbindung sorgt für einen gesi-
herten Transport des MPEG-Bitstromes, die MPEG-Daten kommen garantiert
und in der rihtigen Reihenfolge beim Empfänger an. Entsprehend sind in beiden
Playern keine weiteren Maÿnahmen getroen worden, um auf Übertragungsfehler
reagieren zu können.
Der Nahteil der Video-Übertragung mittels einer TCP-Verbindung besteht
darin, daÿ es niht möglih ist, bei temporären Netzproblemen Datenpakete zu
verwerfen. Das TCP-Protokoll würde statt dessen versuhen, das Paket wieder-
holt zu senden, was einer Live-Übertragung entgegensprehen würde. Aus diesem
Grund soll die Datenübertragung des zu entwikelnden RTSP-MPEG-Player's
auf dem Transportprotokoll UDP basieren. Diese zunähst logishe Entsheidung
bringt allerdings, neben der fehlenden Gewähr vor Paketverlust, auh noh das
Problem mit sih, daÿ UDP niht garantieren kann, daÿ die Datenpakete in der
rihtigen Reihenfolge beim Empfänger eintreen. Um dieses Dilemma zu lösen
bieten sih zwei Möglihkeiten: Entweder der Empfänger ist intelligent genug,
um niht zu sehr verspätet eintreende Pakete noh zu verarbeiten oder er be-
trahtet zunähst fehlende Pakete von vornherein als verloren. Das zu implemen-
tierende Java-Applet wird sih aus Performanegründen zunähst auf die zweite
Lösungsmöglihkeit beshränken.
5.1.3 Multiast
Bei der Entwiklung eines Videoplayers, der vorrangig auf Webseiten und da-
mit im Internet zum Einsatz kommen und die Videodaten bspw. einer einzelnen
Webam darstellen soll, liegt der Gedanke nahe, die Videodaten, wenn möglih,
per multiast-basierter Kommunikation zu verbreiten. Das Multiast-Protokoll
ist eine Erweiterung des IP-Protokolls [ip℄. Es ermögliht die Verteilung von Da-
ten an eine Gruppe von Empfängern. Die Voraussetzungen für die Nutzung von
Multiast sind:
 der Rehner muÿ ein multiast-fähiges Betriebssystem besitzen,
 die Multiast-Pakete müssen bis ins lokale Netz geroutet werden und
 dem Empfänger muÿ die Multiast-Adresse bekannt sein.
Ein multiast-fähiges Betriebssystem zeihnet sih dadurh aus, daÿ die Imple-
mentierung von TCP/IP im Betriebssystemkern die für Multiast notwendigen
Erweiterungen [mast℄ enthält.
Multiast-basierte Konferenzen haben den entsheidenden Vorteil, daÿ das
Datenvolumen den kleinstmöglihen Umfang hat. Jedes Paket wird nur einmal
vershikt, bzw. in jedem Netzsegment bendet sih nur eine Kopie eines jeden
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Paketes. Ein Nahteil dagegen ist, daÿ die ersten beiden Voraussetzungen niht
immer erfüllt sind. Niht jedes Betriebssysteme ist multiast-fähig und ein Groÿ-
teil des Internets ist niht über einen Multiast-Router erreihbar. Der potentielle
Benutzerkreis ist also eher klein.
Eine weitere Voraussetzung, die zur Nutzung multiast-basierter Kommuni-
kation in Java-Applets erfüllt sein muÿ, ist die Erlaubnis des Seurity Mana-
gers, der in praktish jedem Java-fähigen Webbrowser vorhanden ist, Multiast-
Sokets nutzen zu dürfen. Ein Seurity Manager ist ein meist vom Java Runtime
Environment bereitgestelltes Objekt, das entsheidet, ob potentiell bedrohlihe
Operationen erlaubt sind oder niht. Zu diesen Operationen gehören einerseits
das Erstellen von Datagramm-Sokets und das Senden und Empfangen von Data-
grammen, andererseits aber auh der Einsatz von Multiast-Sokets. Wie einige
Tests mit einem kleinen Java-Applet ergaben, verbieten die Seurity Manager
aller getesteter Webbrowser den Einsatz dieser Multiast-Sokets. Aus diesem
Grund wird in dieser Arbeit auf eine Unterstützung multiast-basierter Kommu-
nikation verzihtet.
5.2 Der Multiast MPEG-Server
Der in der Studienarbeit erstellte Multiast MPEG-Server hat die Aufgabe, eine
einzelne MPEG-Datei kontinuierlih an eine Multiast-Gruppe zu senden. Die
dafür notwendigen Angaben zur Multiast-Gruppe, MPEG-Quelldatei et. erhält
der Server beim Start mittels Kommandozeilen-Parameter.
Während des Sendens der MPEG-Sequenz analysiert der Server den Daten-
strom, um ihn nah den Vorgaben des RTP-Prols für Audio und Video Konferen-
zen und des RTP-Payload-Formats für MPEG1/MPEG2-Video in RTP-Pakete
zu unterteilen.
Die Routinen des RTP-Servers und die Methoden zum Analysieren der
MPEG-Datei wurden gemeinsam in einer Klasse CMPEGServer gekapselt. Die-
ses Konzept ist, im Nahhinein betrahtet, sehr unexibel und ermögliht niht
die Unterstützung vershiedener RTP-Formate unter gemeinsamer Nutzung der
grundlegenden Routinen des RTP-Protokolls. Aus diesem Grund wird dem zu
erstellenden RTSP-Server ein neues, eigenständiges und erweiterbares objektori-
entiertes Design zugrunde gelegt.
5.3 Phasen der Entwiklung
Die Entwiklung der Software soll in vier Meilensteinen erfolgen. Zunähst soll
ein Java RTSP-Klient entwikelt und mittels einer dafür zu entwikelnden Java-
Applikation getestet werden.
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Der zweite Meilenstein hat die Entwiklung eines RTP/RTCP-Klienten und
dessen Integration in den RTSP-Klienten zum Ziel.
Im dritten Meilenstein soll in den RTP-Klienten der MPEG-Videodekoder in-
tegriert werden. Um diesen testen zu können, soll der RTSP- und der RTP-Klient
zu einem Java-Applet vershmolzen werden, daÿ die empfangene und dekodierte
Videosequenz auf einer Weboberähe anzeigen kann.
Der vierte Meilenstein hat zum Ziel, auf Grundlage der Erfahrungen, die bei
der Implementierung des Multiast MPEG-Servers in der Studienarbeit gemaht
wurden, ein neues und erweiterbares objektorientiertes Konzept eines RTSP/




Aufgabe des zu entwikelnden RTSP-Klienten wird es sein, RTSP-Sitzungen auf-
zubauen und im Verlauf derselben, Requests an einen RTSP-Server zu shiken
und auf Nahrihten dieses RTSP-Servers zu reagieren. Weiterhin soll der Kli-
ent die Möglihkeit bieten, empfangene Präsentationsbeshreibungen zu analy-
sieren und die für den RTSP-Player daraus relevanten Daten über eine geeignete
Shnittstelle bereitzustellen.
6.1.1 Nahrihten
+parseHeader(in lines : BufferedReader)















Abbildung 6.1: Klassenhierarhie zur Abbildung von RTSP-Nahrihten
Wie in Kapitel 3 beshrieben gibt es zwei Typen von RTSP-Nahrihten: Re-
quests und Responses. Beide Typen haben einen ähnlihen, aber niht identishen
Aufbau. Neben einer, die beiden Typen untersheidenden ersten Textzeile beste-
hen beide aus Kopfzeilen und einem optionalen Body. Bei Empfang einer RTSP-
41
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Nahriht muÿ diese vom RTSP-Klienten geparst und in einer geeigneten Daten-
struktur gespeihert werden. Es liegt nahe, diese Daten und die dazugehörigen
Methoden zum Parsen in Klassen zu kapseln. Eine geeignete Klassenstruktur
zeigt die Abbildung 6.1. Dabei wurden die Methoden zum Parsen der Kopfzeilen
und des Body's in der abstrakten Basisklasse RtspMessage, die nahrihten-spezi-
shen Methoden zum Parsen der initialen Textzeile hingegen in den abgeleiteten
Klassen RtspRequest und RtspResponse implementiert.
Ein minimaler RTSP-Klient muÿ in der Lage sein, SETUP-, TEARDOWN- und
entweder PLAY- oder RECORD-Requests zu erzeugen. Unterstützt der Klient den
RECORD-Request, muÿ er ebenfalls den ANNOUNCE-Request implementieren. In den
in dieser Arbeit erstellten RTSP-Klienten wurden Methoden zur Generierung von
OPTIONS-, DESCRIBE-, SETUP-, PLAY-, PAUSE- und TEARDOWN-Requests implemen-
tiert. Auf Requests, die der RTSP-Klient vom RTSP-Server empfängt, antwortet
der Klient stets mit einem Response mit dem Status-Code 501 (Not Implemen-
ted).
6.1.2 Sitzungen






+sendPLAY(in npt : int)
+sendPAUSE()
+sendTEARDOWN()
#sendRequest(in request : RtspRequest) : RtspResponse
#sendResponse(in response : RtspResponse)
#handleRequest(in request : RtspRequest)
RtspSession
+ReliableRtspSession(in url : String)
#sendRequest(in request : RtspRequest) : RtspResponse
#sendResponse(in response : RtspResponse)
ReliableRtspSession
+UnreliableRtspSession(in url : String)
#sendRequest(in request : RtspRequest) : RtspResponse
#sendResponse(in response : RtspResponse)
UnreliableRtspSession
Abbildung 6.2: Klassenhierarhie des RTSP-Klienten
Das RTSP-Protokoll deniert, daÿ zur Kommunikation eines RTSP-Klienten
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mit einem Server sowohl verbindungsorientierte, als auh verbindungslose Trans-
portprotokolle zum Einsatz kommen können. Die Implementierung verbindungs-
orientierter und verbindungsloser Sokets in Java untersheidet sih grundlegend.
Senden und Empfangen von Daten über verbindungsorientierte Sokets wird aus-
shlieÿlih über Streams abgewikelt, wohingegen die verbindungslose Sokets
implementierenden Klassen Funktionen zum Senden und Empfangen einzelner
Datagramme anbieten. Es liegt nahe, diese Untershiede durh eine Implemen-
tierung in vershiedenen Klassen voneinander abzukapseln. Gleihzeitig gibt es
aber auh eine Reihe von Aufgaben, die unabhängig vom benutzten Transport-
protokoll implementiert werden können. Dazu gehören u.a. die Methoden zum
Zusammenstellen von Nahrihten und zur Verwaltung des Klient-Status. Des-
halb wurde sih für eine Klassenhierarhie, wie in Abbildung 6.2 dargestellt, ent-
shieden. Dabei sind alle transportprotokoll-unabhängigen Funktionen in der ab-
strakten Klasse RtspSession enthalten. Die Klasse ReliableRtspSession erbt
all diese Funktionen und implementiert zusätzlihe Routinen zur Kommunika-
tion mit dem RTSP-Server über ein verbindungsorientiertes Transportprotokoll.
Eine Klasse UnreliableRtspSession, die ebenfalls von der Klasse RtspSession
abgeleitet werden müÿte, könnte erstellt werden, um über ein verbindungsloses
Transportprotokoll mit dem RTSP-Server zu kommunizieren. Auf die Implemen-
tierung dieser Klasse wird jedoh zunähst verzihtet, da in der Regel eine TCP-
Verbindung zum Einsatz kommt.
Requests können durh Aufrufe der send*-Memberfunktionen der abstrakten
Basisklasse RtspSession gesendet werden. Diese Funktionen benutzen die abstrak-
te Funktion sendRequest(), um den Request zu vershiken und auf den dazuge-
hörenden Response vom RTSP-Server zu warten. Die Funktion sendRequest()
ist transportprotokoll-abhängig und muÿ deshalb in den abgeleiteten Klassen im-
plementiert werden.
Antwortet der Server niht innerhalb einer festgelegten Zeitspanne oder mit
einem Statusode ungleih 200
1
, werfen die send*-Routinen eine RtspProtool-
Exeption, um diese Fehler anzuzeigen. Eine RtspProtoolExeption wird
ebenfalls von der Klasse RtspSession erzeugt, wenn:
 send*-Routinen aufgerufen werden, die im aktuellen Zustand des Klienten
niht aufgerufen werden dürfen
2
,
 beim Parsen einer auf einen DESCRIBE-Request empfangenen Präsentations-
Beshreibung ein Fehler auftritt,
 der RTSP-Server niht das angeforderte RTP-Prol oder -Format unter-
stützt oder
1
Ein Statusode 200 bedeutet, daÿ die Request erfolgreih verarbeitet werden konnte.
2
beispielsweise darf sendPLAY() niht aufgerufen werden, wenn niht vorher erfolgreih ein
SETUP-Request gesendet wurde
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Abbildung 6.3: Sendevorgang eines RTSP-Requests
Ein RTSP-Klient muÿ ständig bereit sein, Requests von einem RTSP-Ser-
ver zu empfangen und zu beantworten. Aus diesem Grund erzeugt jede Instanz
von ReliableRtspSession einen Thread, der auf Nahrihten des RTSP-Server's
wartet. Handelt es sih dabei um einen Request, ruft er die Methode handle-
Request() auf, die die Aufgabe hat, einen entsprehenden Response mit Hilfe
der Routine sendResponse() an den Server zu senden. Empfängt der Thread
hingegen einen Response auf einen vorher an den Server gesendeten Request,
informiert der Thread den Aufrufer der entsprehenden send*-Routine darüber.
Die Abbildung 6.3 stellt dieses Szenario dar.
6.1.3 Präsentations-Beshreibungen
Der RTSP-Klient muÿ in der Lage sein, Präsentations-Beshreibungen, die er im
Response auf einen DESCRIBE-Request empfängt, zu analysieren. Wenn möglih
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RtspSession SdpSessionDescription
+getStreamCount() : int
+getStreamURL(in streamID : int) : String
+getStreamAddress(in streamID : int) : InetAddress
+getStreamMulticastTTL(in streamID : int) : byte
+getStreamMediaType(in streamID : int) : String
+getStreamPort(in streamID : int) : int
+getStreamTransportProtocol(in streamID : int) : String






Abbildung 6.4: Beziehung zwishen RTSP-Sitzung und Präsentations-Beshrei-
bung
sollte ein Klient auÿerdem in der Lage sein, vershiedene Protokolle von Beshrei-
bungen zu verstehen oder zumindest sollte es einfah möglih sein, die Liste der
unterstützten Protokolle zu erweitern. Aus diesem Grund sollen die Parser für
diese Protokolle getrennt vom eigentlihen RTSP-Klienten in separaten Klassen
implementiert werden. Damit der Klient ohne groÿartige Anpassungen auf all die-
se, evtl. sehr untershiedlihen Präsentations-Beshreibungen in der gleihen Art
und Weise zugreifen kann, wurde die Shnittstelle RtspSessionDesription de-
niert, die diese Parser-Klassen implementieren müssen. Die Klasse SdpSession-
Desription implementiert eine Parser-Klasse für das Session Desription Pro-
tool SDP. Die Abbildung 6.4 zeigt den zwishen den Klassen und Shnittstellen
bestehenden Zusammenhang.
6.1.4 URL's
Ein Problem bei der Implementierung des RTSP-Klienten in Java stellt die Ver-
wendung der RTSP-URL's dar. Die Programmiersprahe Java kennt eine Klasse
URL, die beliebige URL's parsen und repräsentieren kann. Bei der Instanziierung
der Klasse URL suht der entsprehende Konstruktor nah einem, dem in der
URL angegebenen Protokoll entsprehenden URLStreamHandler, der später die
Aufgabe hat, Verbindungen zu der in der URL beshriebenen Ressoure herzu-
stellen. Die Verbindung zwishen der Klasse URL und den protokoll-spezishen
URLStreamHandler'n stellt die Klasse URLStreamHandlerFatory her, von der
es in einem Java-Applet oder einer -Applikation genau eine Instanz geben darf.
Will man also die Klasse URL zur Repräsentation von RTSP-URL's benutzen ist
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es notwendig, sowohl einen RTSP-URLStreamHandler zu erstellen, als auh eine
URLStreamHandlerFatory zu erstellen und zu instanziieren, die diesen RTSP-
URLStreamHandler kennt. Aus objektorientierter Siht hat dieses Konzept si-
herlih Vorteile, im Falle der hier zu verwendenden RTSP-URL's in einem Java-
Applet maht es die Benutzung der Klasse URL aber unmöglih, da in der Regel
der Seurity Manager eines Webbrowsers die Verwendung eigener URLStream-
HandlerFatory's unterbindet. Aus diesem Grund wurde in dem in dieser Arbeit
entwikelten RTSP-Klienten eine eigenständige Klasse zur Repräsentation und
zum Parsen von RTSP-URL's entwikelt, die Klasse RtspURL.
6.1.5 Test-Applikation
Zum Test der korrekten Arbeitsweise des RTSP-Klienten wurde eine Java-Appli-
kation entwikelt, die es erlaubt, mit Hilfe der erstellten Klassen eine Verbindung
zu einem beliebigen RTSP-Server aufzubauen. Die Test-Applikation wurde in ei-
ner Klasse namens RtspConsole implementiert. Die Applikation verlangt beim
Aufruf als Argument eine RTSP-URL. Beispielsweise veranlaÿt der Aufruf
java RtspConsole rtsp://media.example.om/evs/ss2001
die Test-Applikation eine Verbindung zum RTSP-Server media.example.om auf-
zubauen. Danah können mit Hilfe der Befehle options, desribe, setup, play
und teardown die entsprehenden RTSP-Requests an den RTSP-Server geshikt
werden. Der Aufbau der gesendeten, aber auh empfangenen Requests, sowie der
empfangenen (und gesendeten) Responses werden angezeigt.
Der implementierte RTSP-Klient wurde mit dieser Test-Applikation in Ver-
bindung mit den RTSP-Servern RealServer Version 8.0.1.367 und QTSS/3.0.1
(Quiktime Streaming Server) erfolgreih getestet.
6.2 Der RTP-Klient
In Kapitel 4 wurden die Protokolle RTP und RTCP, sowie die Aufgaben, die diese
Protokolle zu erfüllen haben, beshrieben. Nun soll in Java ein Klient erstellt
werden, der diese Protokolle implementiert.
Auf der Grundlage der in Abbildung 4.1 dargestellten RTP-Protokollarhitek-
tur wurde eine Klassenhierarhie entwikelt, die in Abbildung 6.5 dargestellt wird.
Die drei Klassen RtpSession, RtpAvpSession und RtpAvpMpvSession bilden
dabei die drei Ebenen RTP-Protokoll, -Prol und -Format der RTP-Protokollar-
hitektur ab.
6.2.1 Realisierung der grundlegenden Aufgaben
Beim Empfang von RTP-Paketen hat das RTP-Protokoll die Aufgabe, die Pake-
te, unabhängig vom verwendeten Prol und Format, in der rihtigen Reihenfolge
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+RtpAvpSession(in port : int, in payloadType : int)
RtpAvpSession












Abbildung 6.5: RTP Klassenhierarhie
einem entsprehenden Dekoder bereitzustellen. Treen RTP-Pakete in falsher
Reihenfolge ein, erlaubt es das RTP-Protokoll, die Pakete zu verwerfen oder neu
zu ordnen. Ein Empfangspuer ist in jedem Falle notwendig, da niht davon aus-
gegangen werden kann, daÿ das Betriebssystem genügend Pakete zwishenpuert,
so daÿ die Pakete in der Geshwindigkeit empfangen werden könnten, in der der
Dekoder die Pakete dekodieren kann. Auÿerdem ist zu Erwarten, daÿ je nah
MPEG-Bildtyp mehr oder weniger RTP-Pakete in kurzer Zeitfolge eintreen.
Der Empfangspuer wurde der Einfahheit halber als Ringpuer von Referen-
zen auf empfangene RTP-Pakete implementiert und gestattet derzeit kein Rese-
quening. Sollte der Dekoder niht shnell genug die Pakete aus dem Empfangs-
puer abholen und der Ringpuer voll laufen, blokiert dadurh der Empfang
weiterer RTP-Pakete. Der Dekoder sollte also wenn möglih Methoden imple-
mentieren, die diese Situation verhindern oder zumindest in ihrer Häugkeit ein-
shränken.
Zusätzlih zum Empfang von RTP-Paketen hat die das RTP-Protokoll imple-
mentierende Klasse RtpSession die Aufgabe, die zur Kontrolle der zur Verfügung
stehenden Dienstqualität von allen RTP-Sitzungsteilnehmern gesendeten RTCP-
Pakete zu empfangen und in regelmäÿigen Abständen selbst RTCP-Pakete an alle
Sender zu senden. Diese Aufgaben, Empfang von RTP-Paketen, sowie Empfang
und Versand von RTCP-Paketen, laufen quasi parallel ab und wurden deshalb
durh drei Threads realisiert, die als Kindsklassen von RtpSession implementiert
wurden. Pro Instanz von RtpSession existiert je eine Instanz der drei Threads.
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6.2.2 Test der grundlegenden Aufgaben
Der Test der grundlegenden Aufgaben des RTP-Klienten auf korrekte Funktio-
nalität erfolgte wiederum mit der Test-Applikation, die für den Test des RTSP-
Klienten entwikelt wurde. Zusätzlih zu den RTSP-Nahrihten werden nun In-
formationen über empfangenen RTP-Pakete, sowie über empfangene und gesen-
dete RTCP-Pakete ausgegeben.
Der Test erfolgte unter Verwendung der gleihen RTSP-Server wie im Test
des RTSP-Klienten. Da sih diese auÿerhalb der TU-Chemnitz benden und
die IP-Filterregeln des URZ von auÿen kommende Datagramme grundsätzlih
blokieren, wurde der Test auf einem der niht durh diese Firewall betroenen
Rehner, dem rotuma.informatik.tu-hemnitz.de durhgeführt.
Der Test zeigte, daÿ, nah anfänglihen Shwierigkeiten aufgrund von Pro-
grammierfehlern, der RTP-Klient unabhängig vom verwendeten RTSP-Server
und RTP-Payload-Typ die RTP-Pakete problemlos empfangen und die Informa-
tionen im RTP-Header rihtig interpretieren kann. Auÿerdem konnte erfolgreih
gezeigt werden, daÿ der Klient RTCP-Pakete sowohl empfangen und interpretie-
ren, als auh selbst erzeugen und versenden kann.
6.2.3 Implementierung des RTP Prols
Die Prol-Ebene der RTP-Protokollarhitektur wird durh die Klasse RtpAvp-
Session repräsentiert. Sie implementiert das RTP-Prol für Audio und Video
Konferenzen (AVP) nah RTC 1890, vgl. Kapitel 4.3.1. Da dieses Prol keine
Änderungen am RTP-Header o.ä. vorsieht, reduziert sih die Implementierung
der Klasse auf die Denition von Bezeihnern für die festgelegten Payload-Typen,
siehe Tabelle 4.1.
6.2.4 Integration des MPEG-1-Videodekoders
Die Klasse RtpAvpMpvSession realisiert die RTP format-spezishen Erweiterun-
gen des RTP-Protokolls zum Empfang einer MPEG-1-Videosequenz. Dazu wurde
das in der RFC 2250 denierte RTP Payload-Format für MPEG1/MPEG2 Vi-
deo implementiert. Gleihzeitig wurden in diese Klasse die Funktionen zum Par-
sen und Verarbeiten der Videodaten integriert. Diese entsprehen gröÿtenteils
den Funktionen des Videodekoders aus dem Inline-MPEG-1-Player von Dr.-Ing.
J. Anders. Allerdings dekodieren diese Funktionen den Videostrom niht mehr re-
kursiv, sondern sie beshränken sih immer auf einen der MPEG Video-Layer. Das
ist notwendig, da zum Dekodieren die empfangenen RTP-Pakete niht erst wieder
zu einem fortlaufenden MPEG-Bitstrom zusammengefaÿt werden. Auÿerdem er-
mögliht erst diese Vorgehensweise einfahe Methoden zur Fehlerbeseitigung und
Resynhronisierung.
49 6.2. Der RTP-Klient
Der Dekoder läuft komplett im Kontext eines eigenen Threads ab, der
durh die run-Methode der Klasse RtpAvpMpvSession implementiert wird. Er
liest sequenziell die empfangenen RTP-Pakete aus dem durh die Basisklas-
se RtpSession bereitgestellten Empfangspuer aus. In den Paketen enthalte-
ne Sequene-, Group-Of-Pitures- und Piture-Header werden sofort mit Hilfe
der Memberfunktionen parseSequeneHeader, parseGroupHeader und parse-
PitureHeader analysiert. Dabei kommt die Klasse BitStream zum Einsatz. Die-
se basiert auf der Klasse io_tool aus dem Inline-MPEG-1-Player. Sie bietet im
Gegensatz zur Klasse io_tool, mit der man bitweise aus einer Datei lesen kann,
Funktionen an, um bitweise aus einem einzelnen oder mehreren Byte-Array's zu
lesen. Das Lesen aus mehreren Byte-Array's ist notwendig, um auf ein zeitspieli-
ges Vershmelzen mehrerer Slie-Teile, die auf aufeinanderfolgende RTP-Pakete
verteilt wurden, zu einem einzelnen Slie-Byte-Array verzihten zu können.
Stöÿt der Dekoder bei der Analyse eines RTP-Paketes auf den Beginn eines
MPEG-Slies, dessen Ende niht im gleihen RTP-Paket enthalten ist, liest er
die nähsten RTP-Pakete bereits aus dem Empfangspuer, bis er alle zu diesem
Slie gehörenden Pakete erhalten hat. Erst dann übergibt er diese an die Mem-
berfunktion parseSlie. Stellt er allerdings zuvor fest, daÿ aufgrund fehlender
RTP-Pakete Teile des Slies fehlen, verwirft er dieses Slie komplett. Dies ist die
einfahste implementierte Strategie zur Fehlerbeseitigung. Hingegen Slies, die
komplett in einem RTP-Paket enthalten sind, übergibt der Dekoder sofort an
parseSlie.
Daÿ ein empfangenes Slie, aufgrund eines zuvor empfangenen Piture-Hea-
ders, zum erwarteten Bild gehört, erkennt der Dekoder anhand der Temporal
Referene im video-spezishen Header eines RTP-Paketes. Gleiht diese niht
der Temporal Referene des zuletzt empfangenen Piture-Headers, ging ein Pi-
ture-Header verloren und der Dekoder verwirft das Slie. Theoretish könnten
zwar die Informationen des verlorenen Piture-Headers aus den Informationen
des, zusammen mit dem Slie empfangenen, video-spezishen Headers wieder-
hergestellt werden, doh wurde in der aktuellen Implementierung der Einfahheit
halber zunähst darauf verzihtet.
Um auszushlieÿen, daÿ, beim Verlust eines Slie-Headers, die Daten vershie-
dener Slies vermisht und falsh interpretiert werden, vergleiht der Dekoder zu-
sätzlih die Sequenz-Nummern aufeinanderfolgender RTP-Pakete. Empfängt der
Dekoder niht alle zu einem Slie gehörenden Pakete, die durh aufeinanderfolgen-
de Sequenz-Nummern gekennzeihnet sind, wird das Slie auh niht dekodiert,
sondern verworfen.
Das Ende eines Piture-Layer's zeigt ein gesetztes Marker-Bit im RTP-Hea-
der an. Damit ist es dem Dekoder möglih, ohne auf den MPEG Piture-Header
eines nahfolgenden Bildes warten zu müssen, zu erkennen, daÿ er ein Bild kom-
plett dekodiert hat. Daraufhin übergibt er dieses an das Player-Objekt. Dabei ist
zu bemerken, daÿ diese Bilder in der Stream-Reihenfolge an das Player-Objekt
übergeben werden. Das Player-Objekt ist somit dafür verantwortlih, die Bilder
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in der rihtigen Reihenfolge zu präsentieren.
Aufgrund der Tatsahe, daÿ bereits der Sender des Videostromes, diesen, wie
in Kapitel 4.3.2 beshrieben, an den Grenzen der MPEG Video-Layer auftrennt
und somit einfahe Methoden zur Resynhronisierung ermögliht, ist es dem De-
koder zusätzlih möglih, Methoden zur Performane-Verbesserung anzuwenden.
Infolge der interpretierenden Arbeitsweise von Java ist die maximale Auösung
und Bildwiederholfrequenz in Ehtzeit abspielbarer MPEG-Videosequenzen sehr
eingeshränkt. Zusätzlih wird die Dekodiergeshwindigkeit sehr von der Lei-
stungsfähigkeit des Klient-Rehners beeinusst. Aus diesen Gründen überspringt
der Dekoder während der Dekodierung des Videostromes bei nahezu vollem Emp-
fangspuer einzelne B-Frames, in der Honung, die wihtigeren I- und P-Frames
des MPEG-Videostromes komplett empfangen und rehtzeitig dekodieren zu kön-
nen.
6.2.5 Optimierungen
Ausgehend von der Version 3.4 des Inline-MPEG-1-Players wurden, während der
Integration des Dekoders in den RTP-Klienten, einige Optimierungen am Dekoder
vorgenommen. Diese basieren zum gröÿten Teil auf den Optimierungen, die im
SurePlayer-Projekt [sure℄ bereits erfolgreih angewendet wurden.
Während der Konstruktion eines MPEG-Frames aus den Helligkeits- und
Farbwerten von bis zu zwei Referenzframes, aber auh bei der Konvertierung
des MPEG-Farbmodelles YUV in das von Java benutzte Farbmodell RGB wird
massiv auf mehrdimensionale Array's zugegrien. Dabei ist zu bemerken, daÿ bei
jedem Zugri auf ein Array vom Java Runtime Environment sihergestellt wird,
daÿ keine Array-Grenzen übershritten werden. In diesem Falle würde das JRE
eine ArrayIndexOutOfBoundsExeption werfen.
Erfolgt der Zugri auf ein mehrdimensionales Array innerhalb einer Shleife
und ist der Index der ersten Array-Dimension dabei invariabel, prüft das JRE
diesen Index unnötigerweise bei jedem Shleifendurhlauf auf die Einhaltung der
Array-Grenzen. Erzeugt man sih jedoh vor dem Abarbeiten der Shleife eine
Referenz auf das dem Index entsprehende innere Array, prüft das JRE diesen
Index nur einmal. Dies hat eine Optimierung der Komplexität von O(n) auf O(1)
zur Folge. Diese Optimierung wurde an vershiedenen Stellen im MPEG-Dekoder
angewendet.
Eine weitere Möglihkeit, die Performane des Dekoders zu verbessern, be-
stand in der Finalisierung zeitkritisher Routinen. Zum Aufruf virtueller Metho-
den sind in Java mehr Byteode-Befehle notwendig als zum Aufruf nalisierter
Methoden. Auÿerdem ist es dem Compiler möglih, den Programmode nalisier-
ter Methoden als Ersatz zum Methodenaufruf direkt in der aufrufenden Methode
einzubetten (Inline-Methoden), wodurh der Byteode für den Methodenaufruf
vollständig entfällt.
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6.3 Der Player
Bevor der in den RTP-Klienten integrierte Videodekoder getestet werden konnte,
muÿte die aus dem existierenden Inline-MPEG-1-Player übernommene Applet-
Klasse so modiziert werden, daÿ sie in der Lage war, unter Verwendung des
RTSP- und des RTP-Klienten, Verbindungen zu einem RTSP-Server aufzubauen
und die nötigen Nahrihten an diesen zu senden, um die dekodierte Videosequenz
zu empfangen.
Dazu waren massive Änderungen nötig. Anstatt eines MPEG-Dateinamens
erhält das Applet als Parameter nun eine RTSP-URL, unter Verwendung de-
rer das Applet eine Verbindung zum RTSP-Server aufbaut. Nahdem es einen
DESCRIBE-Request an den RTSP-Server geshikt hat, erhält das Applet vom
RTSP-Klienten Informationen aus der empfangenen Präsentations-Beshreibung.
Diese durhsuht es nah einem MPEG Videostrom, den es abspielen kann.
Im Untershied zum Inline-MPEG-1-Player bietet das Applet zwei Shalter
auf der Oberähe, über die der Benutzer PLAY-, PAUSE- und TEARDOWN-Requests
an den RTSP-Server senden kann. Vor einem initialen PLAY-Request, bzw. vor
jedem PLAY-Request nah einem TEARDOWN-Request, shikt das Applet automa-
tish einen SETUP-Request um anzuzeigen, welhen Medien-Strom der Präsenta-
tion das Applet empfangen will.
6.3.1 Test des Players
Um das Player-Applet testen zu können, wurde der RTSP-Dämon rtspd [rtspd℄
von Prof. Shulzrinne benutzt. Dieser liegt im Quelltext vor und ist bereits in der
Lage, vershiedene Medien, u.A. MPEG-1, zu streamen. Aufgrund einer Reihe
von Programmierfehlern, die sih mit der Zeit herausstellten, aber auh aufgrund
der niht immer standard-konformen Implementierung und der ungeklärten Li-
zenzlage wurde der Server ausshlieÿlih zum Testen benutzt und später durh
eine eigene Implementierung eines RTSP-Servers ersetzt, siehe Kapitel 6.4.
Um zum Testen geeignete MPEG-1-Videosequenzen zu erhalten, wurden mit
Hilfe des frei erhältlihen MPEG-Enoders TMPGEn [ten℄ Trailer aktueller
Kinolme, die ebenfalls frei im Internet erhältlih sind und meist im QuikTime-
Format vorliegen, nah MPEG-1 konvertiert. Zum Test der Leistungsfähigkeit
des Applets wurden Videosequenzen mit vershiedenen Bildwiederholraten und
Auösungen erzeugt.
Der Test fand in einem lokalen Netzwerk statt, bestehend aus zwei Rehnern,
die über eine 100MBit-Verbindung miteinander vernetzt waren. Auf einem der
Rehner wurde der RTSP-Dämon installiert. Auf dem anderen Rehner wurde der
Player sowohl als Java-Applikation, als auh als Java-Applet unter Verwendung
vershiedener Just-In-Time-Compiler getestet.
Es stellte sih shon bei den ersten Tests heraus, daÿ die in Kapitel 6.2.5 be-
shriebenen Optimierungen des MPEG-Dekoders eine erheblihe Leistungssteige-
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rung zur Folge hatten. Unabhängig vom benutzen Just-In-Time-Compiler spielt
der Player nun MPEG-1-Videosequenzen mit einer Auösung von 240x128 Pixeln
und einer Bildwiederholfrequenz von 30 Frames/s störungsfrei ab. Bei einer Auf-
lösung von 320x168 Pixeln shat es der Player immerhin noh, 90-97 Prozent der
Frames zu dekodieren. Das entspriht einer Bildwiederholrate von 27-29.1 Fra-
mes/s. Die restlihen Frames wurden aufgrund eines beinahe vollen Empfangs-
puers des RTP-Klienten vom Dekoder ausgelassen und verworfen, um shnell
genug den Empfangspuer für den Empfang weiterer Frames zu leeren.
Erhöht man die Auösung der MPEG-1-Videosequenz auf 480x256 Pixel, ver-
wirft der Dekoder bis zu 60 Prozent der Frames. Da es sih dabei aber ausshlieÿ-
lih um B-Frames handelt und der Dekoder es shat, die wihtigeren I- und P-
Frames zu dekodieren, äuÿert sih diese Vorgehensweise nur in einem leihten
Rukeln. Fehler in den ausgegebenen Frames treten erst auf, wenn der Player
Slies von I- oder P-Frames vom RTSP-Server niht empfängt.
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6.4 Der RTSP-Server
6.4.1 Dämon
Ausgehend von dem in der Studienarbeit erstellten RTP-MPEG-1-Server wurde
der RTSP-Server komplett neu entworfen. Er wurde in C++ implementiert. Das
Herzstük des Servers stellt der RTSP-Dämon dar. Dieser wurde in einer Klasse
RtspDaemon gekapselt und hat die Aufgabe, auf eingehende Verbindungen von
RTSP-Klienten zu warten und deren Nahrihten wenn möglih zu verarbeiten
und zu beantworten oder sie an verantwortlihe Objekte weiterzuleiten. Beispiels-
weise kann der Dämon ohne weitere Hilfe auf OPTIONS-Requests antworten, kann
aber niht ohne Weiteres auf einen PLAY-Request reagieren. Diesen muÿ er an die
betreende RTSP-Sitzung weiterleiten.
Baut ein Klient eine neue Verbindung zum RTSP-Server auf, erstellt der Dä-
mon einen neuen Thread, der die Aufgabe hat, exklusiv für diese Verbindung
Nahrihten zu empfangen.
6.4.2 Nahrihten
Analog zum RTSP-Klienten kapselt der RTSP-Server Requests und Responses
in zwei Klassen RtspRequest und RtspResponse. Beide Klassen besitzen die ge-
meinsame Oberklasse RtspMessage, in der Routinen zum Parsen eingehender
Nahrihten und zum Erstellen von zu sendenden Responses enthalten sind. Re-
quest- und Status-Zeilen werden hingegen in den beiden abgeleiteten Klassen
geparst bzw. erstellt.
Analog zum in Java implementierten RTSP-Klienten verarbeitet der RTSP-
Server Requests mit den RTSP-Methoden OPTIONS, DESCRIBE, SETUP, PLAY,
PAUSE und TEARDOWN. Auf alle anderen Requests antwortet der Server mit ei-
nem Response mit dem Status-Code 501 (Not Implemented).
6.4.3 RTSP-Sitzungen
Empfängt der RTSP-Server von einem Klienten den ersten SETUP-Request, in-
itiiert dies eine neue Sitzung, die durh eine Sitzungs-ID gekennzeihnet wird.
Diese eindeutige Sitzungs-ID wird durh den Dämon bestimmt und zusammen
mit anderen, diese Sitzung betreenden Informationen, in einer Instanz der Klasse
RtspSession gespeihert. Der Dämon verwaltet diese Instanzen in einer doppelt
verketteten Liste, über die er in der Lage ist, eine eine Sitzung betreende RTSP-
Nahriht an die entsprehende Instanz weiterzuleiten.
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6.4.4 RTP-Sitzungen
In einem SETUP-Request fordert ein RTSP-Klient einen Medien-Strom, bspw.
einen MPEG-Videostrom an. Dadurh wird eine neue RTP-Sitzung initiiert, die
durh die abstrakte Klasse RtpSession dargestellt wird. Analog zur gleihna-
migen Klasse des RTP-Klienten stellt diese Klasse RTP-Prol- und -Format-
unabhängige Methoden bereit, die in abgeleiteten Klassen spezialisiert werden
müssen. Das Versenden der RTP-Pakete, sowie das Empfangen und periodishe
Senden von RTCP-Paketen wurde analog zum RTP-Klienten durh drei Threads
realisiert.
Die Audio/Video-Prol- sowie MPEG1/MPEG2-Format-spezishen Erwei-
terungen des RTP-Protokolls, siehe Kapitel 4.3.2, wurden in der akstrakten Klasse
RtpAvpMpvSession gekapselt. Diese Klasse erbt die Eigenshaften und Methoden
von RtpSession und deniert zusätzlih Strukturen, die zum Erstellen von RTP-
Paketen in diesem RTP-Format notwendig sind. Diese Klasse dient als Oberklasse
von Klassen, die, ausgehend von vershiedenen MPEG-Quellen, MPEG-Videose-
quenzen versenden sollen. Beispielsweise könnte diese Klasse derart spezialisiert
werden, daÿ sie Live-Bilder einer Webam gemäÿ den Vorgaben des RTP-Prols
und -Formates in einzelne RTP-Pakete aufteilt, die von Methoden der Basisklasse
RtpSession vershikt werden können.
Die in dieser Arbeit erstellte Version des RTSP-Servers beshränkt sih aber
auf den Versand von MPEG-1-Videosequenzen, die aus einer Datei gelesen wer-
den. Die dafür notwendigen Methoden wurden in der von RtpAvpMpvSession
abgeleiteten Klasse RtpAvpMpvFileSession implementiert. Die Hauptaufgabe
der Klasse besteht darin, gemäÿ den Vorgaben des RTP-Formates für MPEG1/
MPEG2-Video die in der MPEG-Datei enthaltene Videosequenz in RTP-Pakete
zu paken und die Flags des RTP- und des format-spezishen Video-Headers zu
setzen, siehe Kapitel 4.2 und 4.3.2.
Das RTSP-Protokoll sieht vor, daÿ dem RTSP-Klienten wenn möglih bereits
in der Präsentations-Beshreibung, die er im Response auf einen DESCRIBE-Re-
quest erhält, die Länge der Videosequenz mitgeteilt wird. Dieser Wert kann aus
einer MPEG-Datei nur indirekt aus der Framerate und der Anzahl der Frames
ermittelt werden. Da die Anzahl der Frames, genau wie die Länge der Sequenz,
niht direkt in der MPEG-Datei kodiert ist, ist es notwendig, die gesamte MPEG-
Datei zu sannen. Weiterhin ist es im RTSP-Protokoll vorgesehen, innerhalb ei-
ner Videosequenz beliebig vor- und zurükzuspringen. Diese Aufgabe kann der
MPEG-RTP-Server aber nur erfüllen, wenn er die Grenzen der Videolayer der
gesamten MPEG-Sequenz kennt. Ein Springen innerhalb einer MPEG-Videose-
quenz ist immer nur an den Anfang einer Group-Of-Pitures möglih.
Aus diesen beiden Gründen, Ermittlung der Länge einer Videosequenz und
Ermöglihen von Sprüngen, wurde eine Datenstruktur erstellt, die diese Infor-
mationen für eine MPEG-Videosequenz verwaltet und selbst in einer Datei ge-
speihert wird. Die Datenstruktur wurde durh Klassen implementiert, die in
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Abbildung 6.6: Datenstruktur zur Verwaltung von Informationen einer Videose-
quenz
Abbildung 6.6 dargestellt werden.
Die Klassen bieten Routinen, um die nötigen Informationen aus der MPEG-
Datei zu lesen und die Datenstruktur selbst in eine Datei zu speihern und wieder
einzulesen. Somit ist das zeitaufwendige Parsen der MPEG-Datei nur einmal
notwendig.
Jedes Element der Datenstruktur speihert Informationen über den Oset des
entsprehenden Elementes in der MPEG-Datei sowie die Länge des Elementes.
Auÿerdem wird für jeden Videolayer festgehalten, welhen Zeitraum der Layer
innerhalb der Videosequenz umfaÿt, indem die Normal-Play-Time des Beginns
und des Endes des Layers gespeihert wird.
Während der RTP-Server den MPEG-Videostrom vershikt, hangelt er sih
ausshlieÿlih von Element zu Element innerhalb der Datenstruktur. Dafür bietet
die Datenstruktur entsprehende Routinen. Anhand der Zeitinformationen in je-
dem Element der Datenstruktur weiÿ der RTP-Server, wann ein Teil der MPEG-
Datei an den RTP-Klienten vershikt werden muÿ.




Mit dem Java-RTSP-RTP-MPEG-Player wurde auf Basis der standardisierten
Protokolle RTSP und RTP eine Möglihkeit geshaen, ohne weitere Klientsoft-
ware Videosequenzen auf einer Weboberähe darzustellen. Mit dem entwikel-
ten RTSP-Server steht gleihzeitig ein erweiterbares System zum Streamen von
MPEG-Videosequenzen bereit.
7.2 Weiterführende Entwiklung
Aufgrund des, im Vergleih zum originalen Inline MPEG-1-Player, guten Lauf-
zeitverhaltens des RTSP-Players sind weitreihende Möglihkeiten der Erweiter-
barkeit, sowohl des RTSP-Servers, als auh des Java-Applets möglih.
7.2.1 MPEG-Audio
Eine naheliegende Erweiterung stellt die Integration eines MPEG-Audiodekoders
in das Java-Applet dar, ähnlih wie er im SurePlayer-Projekt [sure℄ bereits in-
tegriert wurde. Dafür wäre sowohl eine Erweiterung des RTSP-Servers, als auh
des RTSP-Klienten notwendig.
Im RTSP-Server müÿte der RTP-Server um eine Komponente erweitert wer-
den, die in der Lage wäre, auf Basis des im RTP-Format für MPEG1/MPEG2-
Video [mpv℄ beshriebenen Verfahrens, MPEG-Audiosequenzen in RTP-Pakete
zu paken.
Die Erweiterung des RTSP-Players hingegen fällt umfangreiher aus. Der
RTP-Klient müÿte um eine Komponente erweitert werden, die eine MPEG-Au-
diosequenz, die als Sequenz von RTP-Paketen empfangen wird, dekodieren kann.
Zusätzlih müÿte eine Möglihkeit geshaen werden, MPEG-Audio und -Video
zu synhronisieren.
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7.2.2 Live-Video
Eine wünshenswerte Anwendung des Java-Applets auf einer Weboberähe stellt
die Darstellung einer Live-Videosequenz, aufgenommen von einer Webam dar.
Die dafür notwendigen Erweiterungen betreen nur den RTSP-Server. Dieser
müÿte um eine Komponente erweitert werden, die die Daten von einer Webam
empfängt und nah den Vorgaben des RTP-Formats für MPEG1/MPEG2-Video
[mpv℄ in RTP-Pakete unterteilt.
Die Komponente müÿte eine Klasse implementieren, die von der Klasse Rtsp-
AvpMpvSession abgeleitet wird. Die rein virtuellen Methoden desribe() und
getNextRtpPaket() dieser Basisklasse müssen zwingend implementiert werden.
Die Methode desribe() dient dabei der Erzeugung einer Präsentations-Be-
shreibung, die Auskunft über den Videostrom gibt. Beispielsweise muÿ diese
Präsentations-Beshreibung eine Angabe zur MPEG-Framerate geben, mit der
die Bilder an den Klienten geshikt werden.
Die Methode getNextRtpPaket() wird von der Basisklasse RtpSession auf-
gerufen, um das nähste, an den RTP-Klienten zu sendende RTP-Paket zu erhal-
ten. Die von RtpSession abzuleitende Klasse muÿ also den Videostrom, den sie
von der Webam erhält, nah den Vorgaben des oben genannten RTP-Formates
in Pakete aufteilen und in aufeinanderfolgenden Aufrufen der Funktion getNext-
RtpPaket() an die Basisklasse liefern. Zusätzlih hat die Funktion getNextRtp-
Paket() die Aufgabe, eine Art Fluÿsteuerung zu implementieren. So sollte die
Funktion alle zu einem Bild gehörenden RTP-Pakete ohne Verzögerung an die
Basisklasse liefern, dann aber das Senden innerhalb eines Aufrufes der Funkti-
on blokieren, bis ein neues Bild von der Webam vorliegt oder der Zeitpunkt
gekommen ist, ein neues Bild von der Webam erzeugen zu lassen.
Wurde die Komponente fertig implementiert, muÿ der RTSP-Server noh um
eine Abbildung zwishen RTSP-URL und RTP-Klient erweitert werden. Dies ge-
shieht in der Methode handleSETUP() der Klasse RtspSession. So kann bspw.
festgelegt werden, daÿ URL's mit der Pfadkomponente /webam/ auf den RTP-
Klienten für Live-Video verweist. Eine RTSP-URL, die eine bestimmte Webam
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