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Abstract: In this paper we consider Markov chains of the following type: . . 
the state space is the set of vertices of a 
connected, regular graph, and for each vertex transitions are to the adJacent vertices, with equal probabilities. The 
proof is given that the mean first-passage matrix F of such a Markov chain is symmetric, when the underlying graph is 
vertex-transitive. Hence, we can apply results from a previous paper, in which we investigated general, finite. ergodic 
Markov chains, with the property F = F’. 
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1. Introduction 
In what follows G will be a finite, connected, undirected graph, without loops or multiple 
edges, which is regular; i.e., in every vertex of G the same number u of edges meet. u is called the 
ualency of G. 
The set of vertices of G is denoted by V(G), the set of edges by E(G). The vertices of G are 
labeled 1, 2,. . . , g; i.e. V(G)= (1, 2 ,..., g}. When the vertices i and j are connected by an edge, 
they are said to be adjacent. The adjacency matrix A of G is the g x g matrix whose elements are 
given by 
Ajj := 
( 
1, if vertices i and i are adjacent, 
0, otherwise. 
(1) 
Note that A is symmetric (G is undirected) with zeros on the main diagonal (G has no loops), 
and that the row (column) sums of A are equal to u. 
The random walk on G can now be described as follows. 
Definition 1.1. The random walk on G: Transitions are from one vertex to another on G, such that 
from a given vertex transitions are to the adjacent vertices with equal probabilities. 
This random walk, when started at i, is a Markov chain of vertices u0 = i, u,, I+, . . . in the state 
space V(G), with transition matrix 
P=A/u. (2) 
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Since A is symmetric, we have 
P=PT. (3) 
In a previous paper [7] we showed that for such a Markov chain the mean first-passage matrix F 
is symmetric, when the underlying graph is distance-regular. However, we noted by the example 
of the triangular prism that distance-regularity of a graph is not necessary for F = F’. 
In this paper, we prove F = FT for all oertex-transitive graphs, a subset of the regular graphs 
much larger than the set of distance-regular graphs. As in our previous paper several results 
depended solely on the symmetry of F, these results can be applied immediately to the random 
walk on a vertex-transitive graph. 
Outlines of this paper 
Section 2 contains results for general, finite, ergodic Markov chains with the property P = PT. 
More in particular we give sufficient and necessary conditions for P = PT to imply F = FT, and 
for P = PT together with F = FT to imply symmetry of the matrix S of second moments of the 
first-passage time. Section 3 summarizes results for general, finite, ergodic Markov chains, with 
the property F = FT, and we illustrate the theory by the example of the random walk on the 
triangular prism. In Section 4 vertex-transitive graphs are defined. In Section 5 we consider the 
random walk on these graphs and we prove both F = FT and S = ST. 
2. Finite, ergodic Markov chains with P = PT 
Definition 2.1. For a general, finite, ergodic Markov chain with g states, labeled (1, 2,. . . , g } and 
transition matrix P, we indicate by 
- fij the number of steps until the first arrival at j (or, first return to i), starting at i; 
- F the matrix with (i, j)th entry ej = E/ii, i.e. the mean first-passage matrix; 
- S the matrix with (i, j)th entry Sij = Ehj, i.e. the matrix of second moments of hi; 
- w= [WI, wz,..., w,], the unique stationary distribution, i.e. the unique solution of WP = w, with 
the condition Cf_,wi = 1; 
- B the g X g matrix, in which each row is the unique stationary distribution w; 
- 2 the fundamental matrix, i.e. Z = (I - P + B)-‘. 
Further we indicate by: 
- e a row vector with g entries one; 
- E a g x g matrix with all entries one; 
- I the g X g identity matrix, 
- X,,s the diagonal matrix, resulting from X, by setting off-diagonal entries equal to zero. 
We use the following results from Kemeny and Snell [6, pp. 70-831 which are valid for every 
finite, ergodic Markov chain: 
Z= (I- P+ B)-’ exists; (4) 
F is given P, the unique solution of the matrix equation X = P( X - X,,) + E; 6) 
F= (Z-Z+ EZ,,)F,,; (6) 
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S is, given P en F, the unique solution of the matrix equation 
S=P(X-X,,)+2F-E; 
S = F(2Z,,,F,, - I) + 2ZF- 2E(ZF),,; 
wFdp = e; 
wF = eZ,,, Fdp ;
FwT = ceT, where c = i Z,,; 
i=l 
ZeT=eT; 
&p = Fdg(2ZCi& - 0 
These relations are simplified when P has unit column sums. 
(7) 
(8) 
(9) 
00) 
(11) 
02) 
03) 
Theorem 2.2. If P has unit column sums, then 
w = (l/g>e, 
B = (l/g)E, 
Fdg = 81, 
z= (I- P+(l/g)E)_‘, 
F=g(l-Z+EZ,,). 
04 
05) 
(16) 
(17) 
(18) 
Proof. (14): As eP = e, (l/g)e satisfies both WP = w and Cf_twi = 1, i.e. (l/g)e is the unique 
stationary distribution w (cf. definition of w). (15) follows from (14) and the definition of B. (16) 
follows on substitution of (14) in (9). (17) follows on substitution of (15) in (4). (18) follows on 
substitution of (16) in (6). •J 
Now we give two theorems, which we need in the proof that F = FT and S = ST for the 
random walk on a vertex-transitive graph, but which have some interest of their own. 
Theorem 2.3. If P = PT then 
Z=ZT, 
F= FT, if and only if the entries of the main diagonal of Z are all equal, 
F= FT, if and only if the column sums of F are all equal. 
(19) 
(20) 
(20 
Proof. As P = PT, P has unit column sums. 
(19): Z is symmetric, being the inverse of the symmetric matrix I - P + (l/g)E (cf. (17)). 
(20): By (18) and (19) 
F-FT=g(I-Z+EZdp)-g(IT-ZT+Z&ET)=g(EZdg-ZdgE). 
Hence F = FT, whenever EZdg = ZdpE; that is, if and only if the entries of the main diagonal of 
Z are all equal. 
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(21): Substitution of (14) and (16) in (10) gives eF = g2eZ,,. Hence the column sums of F are 
all equal, if and only if the entries of the main diagonal of Z are all equal, i.e. (21) follows by 
(20). 0 
Theorem 2.4. If both P = PT and F = FT then 
Zdp = (s(F)/g2) .I, where s( F) is the common value of all column sums of F 
Sdp = (2s(F) -g)A 
FZ = ZF, 
FP = PF, 
S=S, if and only if the entries of the main diagonal of ZF are all equal, 
S=S, if and only if the column sums of S are all equal. 
(22) 
(23) 
(24) 
(25) 
(26) 
(27) 
Proof. (22): By (21) the columns sums of F are all equal. In the proof of (21) we noted 
eF = g2eZ,,, hence Z+. = (s( F)/g*) . I. 
(23) follows on substitution of (16) and (22) in (13). 
(24): As ZE = E (cf. (12)) and EZ = E (cf. (19)) we have by (18) and (22) 
FZ=g(Z-Z*+(s(F)/g’)EZ)=g(Z-Z2+(s(F)/g2)ZE)=ZF. 
(25): The column sums of F are all equal and so are row sums by F = FT, i.e. EF = FE 
( = s(F) - E). 
As FZ = ZF gives Z-IF = FZ-‘, i.e. 
(I-P+(l/g)E)F=F(I-P+(l/g)E), there follows PF=FP. 
(26): Substitution of (22) and (16) in (8) gives S = XF + 2ZF- 2E(ZF),,, where X = 
(2s( F)/g) - 1. Observing that F = FT, Z = ZT and FZ = ZF, we have 
S-ST=AF+2ZF-2E(ZF)dg-AFFT-2FTZT+2(ZF):gET 
= 2( ZF)‘,,E - 2E( ZF)+. 
Hence S = ST, whenever (ZF),,E = E( ZF),,; that is, if and only if the entries of the main 
diagonal of ZF are all equal. 
(27): From the proof of (26) we have 
S=XF+2ZF-2E(ZF)d,. 
Premultiplying by e and observing that eF = s( F)e and eZ = e, we obtain eS = Xs( F)e + 
2s( F)e - 2ge( ZF)d, = pe - 2ge( ZF),,, where p = (X + 2)s( F) is a constant. Hence the col- 
umn sums of S are all equal, if and only if the entries of the main diagonal of ZF are all equal, 
i.e. (27) follows by (26). 
3. Finite, ergodic Markov chains, with F = FT 
Definition 3.1. For a general, finite, ergodic Markov chain with g states, labeled { 1, 2,. . . , g}, we 
indicate by: 
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V ,k,, with k #j, the event that starting at i. the first arrival at k (or, first return to i) precedes the 
first arrival at j (or, first return to i); m,,, the total number of different states visited before the 
first arrival at j (or, first return to i), starting at i, nor counting the initial position as a visit to i; 
n rkj, with k fj, the number of visits to k (or, returns to i) before the first arrival at j (or, return 
to i), starting at i. The initial position is not counted as a visit to i. 
We summarize results proved in [7, Section 51 in the following theorem, which does not require 
that P = PT. 
Theorem 3.2. If F = FT then 
P(~ki)=(~,+Fkj-~k)/2F~j, (28) 
g cj+ Fkj-I;lk 
Emjj= c 
k=l 
2Fkj ’ 
(k+j) 
(29) 
Enikj = ( t;Ij + Fkj - ek )/Fkk 7 (30) 
var nikj = ( I;lj + Fkj - 4.,)(3Fk, - I;lj + tk - Fkk)/Fik. (31) 
Remark 3.3. Theorem 3.2 is valid for i = j and i = k. 
When moreover P has unit column 
corollary to Theorem 3.2. 
sums, i.e. Fkk = g, for all k (cf. (16)), we have the following 
Corollary 3.4. If F = FT and P has unit column sums then 
Enikj= (F;j+Fkj-4,)/g, 
Enikj = Enkij, 
Enikj + Enijk = 2Fkj/g, 
Enikj + Enjki = 2<j/g. 
For i = j, we obtain by (32) 
Eniki=l fOreVetyi, kE {I,..., g}. 
(32) 
(33) 
(34) 
(35) 
(36) 
Now we illustrate the theory, developed so far, by the example of the random walk on the 
triangular prism. 
Example. Consider the graph formed by the vertices and edges of the triangular prism, as shown 
in Fig. 1. 
Suppose that the vertices are labeled as indicated by the first number in parentheses, shown in 
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(1, 5. 5) (4, 2,2) 
(3.4. 3) (6,;. 6) 
Fig. 1. The graph of the triangular prism. 
Fig. 1. The transition matrix P of our random walk follows easily from Fig. 1 (cf. (1) and (2 
011100 
101010 
p=‘A=l 1 1 0 0 0 1 
3 310 0 0 11’ 
010101 
-0 0 1 1 1 o_ 
As P = PT, we can compute 2 by (17) and subsequently F by (18). ’ We obtain 
F= 
6 4,8 4,8 5,4 6,6 6,6 
4,8 6 4,8 6,6 5,4 6,6 
4,8 4,8 6 6,6 6,6 5,4 
5,4 6,6 6,6 6 4,8 4,8 
6,6 5,4 6,6 4,8 6 4,8 
6,6 6,6 5,4 4,8 4,8 6 
We see that the random walk on the triangular prism is a finite, ergodic Markov chain, with both 
P = PT and P= F’, hence we can apply all theory, developed so far. 
9) 
From F we obtain, for instance (cf. Definitions 2.1 and 3.1): 
for all i, Ef,, = I$ = g = 6; 
for all i, Ef,f = Sii = 2s( F) -g = 68,4 - 6 = 62,4 (cf. (23)); 
hence for all i, var hi = 62,4 - 36 = 26,4; 
P( V,,,) = i, P( VI,,) = $ and P( VI,,) = 5 (cf. (28)); 
J%,=L., p(v,,,) = % (cf. (29)); 
for all i, Emii = j$$ (cf. (29)); 
En,,, = EnsI = : and En,,, = $ (cf. (32) and (33)); 
for all i # k, Eniki = 1 (cf. (36)); 
var n154 = zi3, 24 var nil4 = $ and var ni5i = ‘j? (cf. (31)). 
In the next section, we show that the triangular prism is just an example of a vertex-transitive 
graph. In Section 5 we proof that the random walk on every connected, vertex-transitive graph is 
a finite, ergodic Markov chain with P = PT and F = FT. 
Hence, computations, like we performed here for the triangular prism, are possible for every 
connected, vertex-transitive graph. 
’ For this example there are more efficient methods to compute F from P, but to show them is not the aim of this 
paper. 
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4. Vertex-transitive graphs 
Before we define vertex-transitive graphs, we need some theory on (groups of) permutation 
matrices. 
We indicate by ‘p a function, which permutes the numbers (1, 2,. . . , g }. With each function 
(permutation) cp corresponds a g x g permutation matrix II, by the rule- ’ 
II;, := 
i 
1, if q(i) =j, 
0, if q(i) #j. 
For instance, permutation { ~(1) = 2, ~(2) = 3, ~$3) = l} corresponds with 
As we have g! permutations of { 1, 2,. . . , g}, there are g! distinct permutation matrices of sizes 
g x g. Obviously the product of two permutation matrices is again a permutation matrix, and 
every permutation matrix is orthogonal, i.e. III-’ exists and 17-l = IIT. 
We call (cp, II) a pair, if ‘p corresponds with II. It is easily verified that (cpl, II,) a pair and 
((Pi, II,) a pair implies (‘pi, ‘pZ, II, IT,) a pair and (cp;‘, II,‘) a pair. 
Lemma 4.1. Let X and Y be g X g matrices and (‘p, II) a pair, then Y = Il-“XIl if and onb if 
‘vCi).cCi) =Xij, foreveryi,jE{1,2 ,..., g}. 
Proof. Let q(i) = h and ‘p(j) = k. Then we have II;,, = 1 and II,, = 0, if I # h, and IIjk = 1 and 
IIlk = 0, if I #j. The (i, k)th entry of IIY is equal to &II;,& = Y,,. The (i, k)th entry of XII is 
equal to C,XJl,, = Xii. Consequently IIY = XII, if and only if Xjj = Y,, = YV(i).rp(j), for every 
i, jE{1,2 ,..., g}. 
Definition 4.2. By Per(X) we indicate the set of all permutation matrices satisfying I7X= XII, 
i.e. X = IT-‘X17. 
Remark 4.3. It is easily verified that Per(X) is a group by the ordinary rule of matrix 
multiplication, with neutral element I, and the inverse matrix II-’ as inverse element of 
17 E Per(X). 
Lemma 4.4. For every matrix X and every permutation matrix l7: l7X,,l7-’ = (IIXl?-I),,. 
Proof. Let T = Xdgr U= ITXd,17-‘, Y = IIXIII-’ and ((p, II) be a pair. As T = II-‘UI7, by 
Lemma 4.1 qj = TqCi)cpCj), i.e. 
qj= 
i 
xv(j),q(i)7 if j = i, 
0, if j# i. 
As X= IT-‘YZ7, by Lemma 4.1 Yj = XV(i),V(i), hence U = Ydg, i.e. 17X,,,I17-* = (IIXII-I),,. •I 
Lemma 4.5. Per(X) = Per( XT). 
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Proof. As every permutation matrix is orthogonal: 
IIEPer(X)~X=IITXII*X’=(IITXI7)T=XT=I7TXTI7=I7EPer(XT). 
Lemma 4.6. If, for every i, j E (1, 2,. . . , g}, Per( X) contains a mafrix, with (i, j)th entry one. 
then column sums and row sums of X are all equal. 
Proof. Let II E Per(X), with II;, = 1. 
(a) As II,i = 1 the jth column (sum) of XII equals the ith column (sum) of X. 
(b) IIX= XII gives eXII = eIIX= eX. hence the jth column sum of XII equals the jth 
column sum of X. 
From (a) and (b) follows that the ith and jth column sums of X are equal. As for every 
i, jE (1, 2 ,..., ‘g}, Per(X) contains a matrix with (i, j)th entry one, column sums are all equal. 
The lemma follows for row sums, observing that I7 E Per(X) implies II E Per( XT) (cf. 
Lemma 4.5); hence, by the first part of the proof. column sums of XT are all equal. 0 
Lemma 4.7. Given Y = II-‘XII, with l7 a permutation matrix, then: for every i, j E { 1, 2,. . . , g}. 
Per(X) contains a matrix, with (i, j)th entry one * for every h, k E (1, 2,. . ., g}, Per(Y) 
contains a matrix, with (h, k)th entry one. 
Proof. * . Let(y, II)beapairandlet h,, k,E{1,2 ,..., g},thentherearei,, j-,E{1,2 ,..., g} 
such that cp(i,) = h, and cp( j,) = k,. Per(X) contains a matrix, with (iO, j,)th entry one, this 
matrix we indicate by fi. 
From hX = Xfi follows Z?17YI17-’ = IIYII-‘I?, hence I17-‘fiIIY = YII-‘fin, i.e. n:= 
II-‘fin E Per(Y). As fi = II-‘fin, by Lemma 4.1 fi,O.,U = q,Ci,,‘,qtjOj= hiO.,” = 1. For h,, k, 
E (1, L.,g) we constructed n, such that Z? E Per(Y) and II,,.,_ = 1. The proof is complete 
as the construction is possible for arbitrary h, and k,. 
e. Y = II-‘XII gives X = (II-‘)-’ YT’. As II-’ is again a permutation matrix, we can 
apply the first part of the proof. Cl 
Now consider again the graph of the triangular prism (Fig. 1). By resp. A, 2 and 2 we denote 
the adjacency matrix that follows from the graph when all vertices are labeled by resp. the first, 
second and third number in parentheses. It is easily verified that 2 = A. However, 2 f A as for 
instance A,, = 0 and A,, = 1. By +Y resp. + (corresponding with fi resp. fi) we denote the 
function, which maps the first number in parentheses to the second resp. the third one. From the 
graph we immediately have Aii = i_+Ci),+Ci) = k+Cj).,+CiJ, for every i, j E (1, 2,. . . ,6}, hence by 
Lemma 4.1. A = @‘AZ? and 2 = T’AII. We noted 2 = A, hence h E Per(A), and 2 #A, 
hence fi P Per(A). 
In general when A and 2 are adjacency matrices of a graph G, based on different labeling of 
the vertices, 2 = II-‘An, for some II. As by Lemma 4.7, we have a property, that is shared by 
Per(A) and Per(a), the following definition of vertex-transitivity is independent of the labeling 
on which A is based, i.e. vertex-transitivity is really a property of the graph. 
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Definition 4.8. Let A be any adjacency matrix of a finite, undirected graph G, without loops or 
multiple edges, then G is oertex-trunsitioe, if for every i, j E V(G), Per(A) contains a matrix with 
(i, j)th entry one. 
Remark 4.9. Note that in Definition 4.8 we dropped the assumptions that G is connected and 
regular. 
Remark 4.10. Lemmas and definitions in this section have a direct interpretation by group theory 
and can be ‘doubled’ by considering abstract, finite groups rather than groups of permutation 
matrices; to spare space, we refrained from this interpretation and ‘doubling’. Readers interested 
in detailed analysis of the relation between graphs and finite groups of automorphisms can find it 
in [2] and [4]. 
Theorem 4.11. Every oertex-transitive graph T is regular. 
Proof. By Definition 4.8 and Lemma 4.6 row (column) sums of an adjacency matrix of T are all 
equal, i.e. T is a regular graph (cf. the introduction). 
Remark 4.12. A vertex-transitive graph is not necessarily connected. For instance a graph in 
which all vertices are isolated, i.e. its adjacency matrix is a zero matrix, is vertex-transitive by 
Definition 4.8. Hence results for finite, ergodic Markov chains can only be applied to the random 
walk on connected, vertex-transitive graphs. To determine whether or not a given graph is 
vertex-transitive, Definition 4.8 hardly has any practical value. It is, however, possible to 
construct vertex-transitive graphs: 
Given any group A of permutation matrices (group by the rule of matrix multiplication), and a 
set of generators a for A with the properties 
(i) IITE~II-‘EQ, 
(ii) I$5 Sz, 
then there is an associated vertex-transitive graph T, in which the vertices correspond with the 
elements of A and two vertices i and j are adjacent, whenever the corresponding elements Iii, 
II, E A satisfy 17;‘IIj E 0. 
A proof of the vertex-transitivity of the resulting graph and a detailed discussion of this 
so-called Cayley-graph construction is given in [3, pp. 106-1101. We demonstrate the construc- 
tion by an example. 
Example. Given the six 3 x 3 permutation matrices numbered II, = 13, 
flz=[H 8 81, &-[H i 81, K$=[! 8 i], 
&=[H ; ;I. &=[8 ; s]. 
The set A = { IT,, . . . , II6 } is a group. 
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Table 1 
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i i 
1 2 3 4 5 6 
1 1 2 3 4 5 6 
2 3 1 2 6 4 5 
3 2 3 1 5 6 4 
4 4 6 5 1 3 2 
5 5 4 6 2 1 3 
6 6 5 4 3 2 1 
The result 17, of the matrix multiplication II,-’ - III = IIT. Ilj is tabulated in Table 1, by 
specification of k-values, given the values of i and i. 
{ l7,, II,, n,) is easily verified to be a set of generators for A, which satisfies both conditions 
(1) and (2) for the Cayley-graph construction. The adjacency matrix of the associated vertex-tran- 
sitive graph is now easily derived from the table of k-values, by changing every 2, 3 and 4 into a 
one and every 1, 5 and 6 into a zero. The result is the adjacency matrix of the triangular prism 
(cf. Section 3). 
By the same method, we have 
Set of generators for A: Associated vertex-transitive graph is isomorphic to: 
{ fl7,, G* fls > Complete, bipartite graph, 
WL =,, K, =,> Octahedron, 
{ f17,, II,, II,, II,, fl,} Complete graph. 
PL fl,J Sexagon. 
Remark 4.13. It is not necessary that A is a group of all g! permutation matrices of size g X g. 
For instance in the previous example we can choose A = {III,, III,, II,} and 52 = {II,, IT,}, to 
arrive at the adjacency matrix of the triangle. 
Of course by analysing other groups of permutation matrices we can construct vertex-transitive 
graphs at will; moreover, [3] gives many examples of ‘families’ of graphs that are known to be 
vertex-transitive. In Biggs we can convince ourselves, that the set of vertex-transitive graphs is 
indeed much larger than the set of distance-regular graphs. Here, we note only that all graphs of 
n-dimensional regular polyhedra are vertex-transitive. 
5. Random walks on vertex-transitive graphs 
For a finite, ergodic Markov chain, we indicate by V, the matrix with (i, j)th entry var fij. Of 
course yj = var Aj = EA.5 - ( Ef;j)2 = Sij - I;;:; (cf. Definition 2.1); hence V= S - Fs,, where Kg 
is the matrix obtained from F by squaring each entry. 
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Theorem 5.1. For a finite, ergodic Markov chain H E Per( P ) implies: 
(a) II E Per(F), 
(b) II E Per(S), 
(c) I7 E Per(V). 
Proof. (a). By (5) F satisfies F = P( F- Fdg) + E. By Lemma 4.4 and IIP = Pl7, we have 
IIFII-’ = 17P( F- Fd$I-’ + IIEII-’ 
= P( IIFIL-’ - ( IIFII-‘)dg) + E, hence IIFII-’ 
equals the unique solution F of the matrix equation X = P( X - X,,) + E (cf. (5)) i.e. IIF = FLl. 
(b) By (7) S satisfies S = P(S - S,,) + 2F- E. By Lemma 4.4, HP = PII and IIFL!-’ = F, 
we have IISII-’ = P(I’ISII-’ - (IISII-I),,) + 2 F - E, hence IISI&-’ equals the unique solu- 
tion S of the matrix equation X = P( X - X,,) + 2 F - E (cf. (7)) i.e. I7.S = SII. 
(c) follows immediately by V= S - &. •l 
Theorem 5.2. The random walk on a connected, vertex-transitive graph T with adjacency matrix A 
is a finite, ergodic Markov chain with the properties 
(a) P = PT, 
(b) F= FT, 
(c) s = ST, 
(d) V= VT. 
Proof. (a) In the previous section we noted that T is a finite, connected, undirected, regular 
graph, hence (cf. the introduction) the random walk on T is a finite, ergodic Markov chain with 
the properties P = (l/v) A and P = PT. 
(b) As P = (l/v) A, II E Per(A) implies II E Per(P). Combining Definition 4.8 and Theorem 
5.1, we have: for every i, j E (1, 2,. . . , g }, resp. Per(A), Per(P), Per(F), Per(S) and Per( I’), 
contains a matrix with (i, j)th entry one. By Lemma 4.6 
(i) column sums of F are all equal, 
(ii) column sums of S are all equal. 
As we noted already P = PT, combining (i) and (21) gives F = FT. 
(c) Now we have established both P = PT and F = F’, combining (ii) and (27) gives S = ST. 
(d) follows immediately by V= S - &. 
By Theorem 5.2, we can apply all results from Sections 2 and 3 to the random walk on a 
vertex-transitive graph. We illustrated possibilities already in Section 3, by the example of the 
triangular prism. 
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