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A POINTWISE NORM ON A NON-REDUCED ANALYTIC SPACE
MATS ANDERSSON
Abstract. Let X be a possibly non-reduced space of pure dimension. We introduce
an essentially intrinsic pointwise Hermitian norm on smooth (0, ∗)-forms, in particular
on holomorphic functions, on X. We prove that the space of holomorphic functions is
complete with respect to the natural topology induced by this norm.
1. Introduction
Starting with papers by Pardon and Stern, [21, 22], in the early 90s, a lot of research on
the ∂¯-equation on a reduced singular space has been conducted during the last decades,
e.g., [14, 20, 23, 19, 15, 16, 5] and many others. In most of them estimates for solutions
are discussed. A pointwise, essentially unique, norm of functions and forms on a reduced
X is obtained via a local embedding of X in a smooth manifold U and a Hermitian norm
on U .
Only quite recently there has been some work about analysis on non-reduced spaces.
The celebrated Ohsawa-Takegoshi theorem has been generalized to encompass extensions
from non-reduced subvarieties X of a manifold Y defined by certain multiplier sheaves,
see, e.g., [12, 13]. In this case the L2-norm of a function (or form) φ on the subvariety is
defined as a limit of L2-norms of an arbitrary extension of φ over small neighborhoods
of X in Y . A pointwise, but not intrinsic, norm of holomorphic functions on a non-
reduced X is used by Sznajdman in [25], where he proved an analytically formulated
local Brianc¸on-Skoda-Huneke type theorem on a non-reduced X of pure dimension.
In this paper we introduce, given a non-reduced space X of pure dimension n, a
pointwise Hermitian norm | · |X on OX such that |φ|
2
X is a smooth function on the
underlying reduced space Z for any holomorphic φ. The norm is essentially canonical
where Z is smooth whereas the extension across Zsing may depend on some choices.
By definition there is, locally, an embedding
(1.1) i : X → U ⊂ CN ,
where U ⊂ CN is an open subset. This means that we have an ordinary embedding
j : Z → U and a coherent ideal sheaf J in U with zero set Z such that the structure
sheaf OX , the sheaf of holomorphic functions on X, is isomorphic to OU/J . Thus we
have a natural surjective mapping i∗ : OU → OX with kernel J .
Recall that a holomorphic differential operator L in U is Noetherian with respect to
J if LΦ = 0 on Z for Φ in J . It is well-known that locally one can find a finite set
L1, . . . , Lm of Noetherian operators such that LjΦ = 0 on Z if and only if Φ is in J . The
analogous statement for a polynomial ideal is a keystone in the celebrated Fundamental
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principle due to Ehrenpreis and Palamodov, see, e.g., [17]. Each Noetherian operator
with respect to J defines an intrinsic mapping L : OX → OZ by
(1.2) L(i∗Φ) = j∗LΦ.
We say that L is a Noetherian operator on X. It follows that locally there are Noetherian
operators L0, . . . ,Lm on X such that
(1.3) Ljφ = 0 in OZ , j = 1, . . . ,m, if and only if φ = 0 in OX .
Given Lj as in (1.3), following [25] let us consider
(1.4) |φ(z)|2 =
m∑
0
|Ljφ(z)|
2.
Clearly |φ| = 0 in a neighborhood of a point x if and only if φ = 0 there so (1.4) is
a norm. However, it depends on the choice of Lj . For instance, (1.3) still holds if Lj
are multiplied by any h in OZ that is generically nonvanishing on Z. The set of all
Noetherian operators on X is a left OZ -module, but it is not locally finitely generated
since each derivation along Z is Noetherian.
Our main result is the construction of an intrinsic coherentOZ -sheafNX of Noetherian
operators on X where Z is smooth; see Theorem 4.1 below for the definition and precise
statement. In particular, if L0, . . . ,Lm of local generators for NX , then (1.3) holds.
Given such a set we define our norm | · |X by (1.4). Clearly two sets of generators give
rise to equivalent norms.
At points where Z is smooth, and in addition OX is Cohen-Macaulay, one can repre-
sent OX as a freeOZ -module in a non-canonical way: In fact, if we have local coordinates
(z, w) such that Z = {w = 0}, then there are monomials 1, wα1 , . . . , wαν−1 such that
each φ in OX has a unique representative
(1.5) φˆ(z, w) = φˆ0(z)⊗ 1 + φˆ1(z)⊗ w
α1 + . . .+ φˆν−1(z) ⊗w
αν−1 ,
where φˆj are inOZ . Moreover, |·|X is the smallest norm that, up to a constant, dominates
(1.6) |φˆ0(z)|
2 + · · ·+ |φˆν−1(z)|
2
for all choices of coordinates and monomial bases, see Theorem 4.1 (iii).
In Section 6 we prove that each point x ∈ Zsing has a neighborhood V in X such that
NX |V∩Zreg admits a coherent extension to V. Unfortunately it is not clear whether these
extensions coincide on overlaps, but by a partition of unity we can extend our norm to
the entire space X.
In [4] sheaves E0,∗X of smooth (0, ∗)-forms and a ∂¯-operator on X were recently intro-
duced. The Noetherian operators extend to mappings E0,qX → E
0,q
Z and so our norm | · |X
extends to (0, q)-forms on X. In particular, if φ is a smooth function on X, then |φ|2X is
a smooth function on Z. One can thus discuss norm estimates for possible solutions to
the ∂¯-equation on X. However, in this paper we focus on the completeness of OX :
Theorem 1.1. Assume that φj is a sequence of holomorphic functions on X that is a
Cauchy sequence on each compact subset with respect to the uniform norm induced by
| · |X . Then there is a holomorphic function φ on X such that φj → φ uniformly on
compact subsets of X.
3This statement is well-known, but non-trivial, in the reduced case, see, e.g., [17,
Theorem 7.4.9].
The plan of the paper is as follows. In Section 2 we discuss a simple example that
illustrates the basic idea in the definition of NX where Z is smooth. The general con-
struction of NX relies on an idea due to Bjo¨rk, [11], to construct Noetherian operators
from so-called Coleff-Herrera currents. In Section 3 we recall the definition of such cur-
rents as well as some other basic facts that we need. The proof of Theorem 1.1 relies on
some further residue theory that we recall in Sections 7 and 8. In the latter section we
also provide a proof of Theorem 1.1 in case Z is smooth. For the general case we need
a kind of resolution of X that is described in Section 9, and in Section 10 the proof of
Theorem 1.1 is concluded.
Acknowledgement: I would like to thank Richard La¨rka¨ng and H˚akan Samuels-
son Kalm for valuable discussions on these matters.
2. A basic example
Let us first consider the simplest example of a non-reduced space, the space X with
underlying reduced space Z = {w = 0} ⊂ C2z,w defined by the ideal (w
m+1). Each
holomorphic function φ on X has a unique representative
φˆ(z, w) = φˆ0(z)⊗ 1 + φˆ1(z) ⊗ w + · · ·+ φˆm−1(z)⊗ w
m,
where φˆj are holomorphic on Cz. Let us therefore tentatively define the pointwise norm
(2.1) |φ(z)|20 = |φˆ0(z)|
2 + |φˆ1(z)|
2 + · · ·+ |φˆm(z)|
2, z ∈ Cz.
To see how (2.1) behaves under a change of coordinates, first notice that for k = 0, . . . ,m
we have Noetherian operators Lk : OX → OZ defined by Lkφ(z) = (∂
kφ/∂wk)(z, 0)/k!,
where Φ is any representative in C2z,w of φ. In what follows we will write φ rather than
Φ in this expression. Notice that φˆk(z) = Lkφ(z). If we introduce new coordinates ζb, ηb
such that w = ηb, z = ζb + bηb, where b is a constant, then the ideal is (η
m+1
b ), so it is
natural to consider the norm
(2.2) |φ(ζ)|2b = |Lb,0φ(ζ)|
2 + |Lb,1φ(ζ)|
2 + · · ·+ |Lb,mφ(ζ)|
2,
where Lb,kφ(z) = (∂
kφ/∂ηkb )(ζb, 0)/k!. Since
∂
∂ηb
=
∂
∂w
+ b
∂
∂z
,
we have that
(2.3) Lb,kφ(z) =
k∑
j=0
bj
(
k
j
)
∂kφ
∂zj∂wk−j
(z, 0).
Lemma 2.1. If we choose any distinct b0, · · · , bm, one of which may be 0, then the
OZ-module generated by Lbℓ,k, ℓ, k = 0, . . . ,m, coincides with the OZ-module generated
by ∂k/∂zj∂wk−j , 0 ≤ j ≤ k ≤ m.
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Proof. For fixed k ≤ m, let
xkj =
(
k
j
)
∂k
∂zj∂wk−j
φ, 0 ≤ j ≤ k.
It follows from the well-known invertibility of a generic Vandermonde matrix that xkj
can be expressed as linear combinations of Lbℓ,k, ℓ = 0, . . . , k. 
We define NX to be this OZ -module of Noetherian operators. In view of the second
set of generators it is coordinate invariant. In follows from the proof that NX is in fact
generated by Lbℓ,k, 0 ≤ ℓ ≤ k ≤ m. We get the pointwise norm
(2.4) |φ(z)|2X =
∑
0≤j,k≤m
|Lbj ,kφ(z)| ∼
∑
0≤j≤k≤m
∣∣∣ ∂kφ
∂zj∂wk−j
(z, 0)
∣∣∣2.
3. Some preliminaries
In this section we gather definitions and known results that will be used in this paper.
3.1. Coleff-Herrera currents. Assume that j : Z → U ⊂ CN is an embedding of a
reduced variety Z of pure dimension n. We say that a germ of a current µ in U of
bidegree (N,N − n) is a Coleff-Herrera current with support on Z, µ ∈ CHZU , if it
is ∂¯-closed, is annihilated by J¯Z (i.e., h¯µ = 0 for h in JZ) and in addition has the
standard extension property SEP. The latter condition can be defined in the following
way: Let χ be any smooth function on the real axis that is 0 close to the origin and 1
in a neighborhood of ∞. Then µ has the SEP if for any holomorphic function h (or
tuple h of holomorphic functions) whose zero set Z(h) has positive codimension on Z,
χ(|h|/ǫ)µ→ µ when ǫ→ 0. The intuitive meaning is that µ does not carry any mass on
the set Z ∩ Z(h). See, e.g., [1, Section 5] for a discussion.
Example 3.1 (Coleff-Herrera product). If f1, . . . , fN−n are holomorphic functions in U
whose common zero set is Z, then the Coleff-Herrera product
(3.1) ∂¯
1
f
:= ∂¯
1
fN−n
∧ · · · ∧∂¯
1
f1
can be defined in various ways by suitable limit processes. Its annihilator is precisely the
ideal J (f) = (f1, . . . , fN−n). Moreover, if A is a holomorphic N -form, then A∧∂¯(1/f)
is a Coleff-Herrera current. 
Proposition 3.2. If fj are as in Example 3.1, µ is in CH
Z
U and J (f)µ = 0, then there
is (locally) a holomorphic N -form A such that
(3.2) µ = A∧∂¯
1
f
.
The statements in Example 3.1 are due to Coleff-Herrera, Dickenstein-Sessa, and
Passare in the 80’s, whereas Proposition 3.2 is due to Bjo¨rk, [11]. Proofs and further
discussions and references can be found in [11] and [1, Sections 3 and 4].
Example 3.3. With the notation in Proposition 3.1, let Z ′ be the union of some irreducible
components of Z and assume that µ′ be in CHZ
′
U . Then clearly µ is in CH
Z
U and hence
there is an a such that µ′ = a∂¯(1/f). 
53.2. Embeddings of a non-reduced space. Let i : X → U ⊂ CN be a local embed-
ding of a non-reduced space of pure dimension n and consider the sheafHomOU (OU/J , CH
Z
U ),
that is, the sheaf of currents µ in CHZU such that J µ = 0. It is indeed a sheaf over
OX = OU/J so we can write HomOX (OX , CH
Z
U ). The duality principle,
(3.3) Φ ∈ J if and only if Φµ = 0 for all µ ∈ HomOU (OU/J , CH
Z
U ),
is known since long ago, see, e.g., [3, (1.6)].
Given a point x onX there is a minimal number Nˆ such that there is a local embedding
j : X → U ′ ⊂ CNˆz in a neighborhood of x. Such a minimal embedding is unique up to
biholomorphisms. Moreover, any embedding i : X → U ⊂ CN , factorizes so that, in a
neighborhood of x,
(3.4) X
j
→ U ′
ι
→ U := U ′ × U ′′ ⊂ CN , i = ι ◦ j,
where j is minimal, U ′′ is an open subset of Cmw′′ , m = N − Nˆ , ι(z) = (z, 0), and the
ideal in U is J = Jˆ ⊗ 1 + (w′′1 , . . . , w
′′
m). It follows from [4, Lemma 4] that the natural
mapping
(3.5) ι∗ : HomOX (OX , CH
Z
U ′)→HomOX (OX , CH
Z
U )
is an isomorphism, naturally expressed as µ′ 7→ µ = µ′⊗ [w′′ = 0]. Here [w′′ = 0] denotes
the current of integration over {w′′ = 0}.
Remark 3.4. The equivalence classes in (3.5) can be considered as elements of an in-
trinsic OX -sheaf ω
n
X of ∂¯-closed (n, 0)-form on X, introduced in [4], so that i∗ : ω
n
X →
HomOX (OX , CH
Z
U ) is an isomorphism. In case X is reduced, ω
n
X is the classical Barlet
sheaf, [10]. 
3.3. OX as an OZ-module. Let x ∈ X be a point where Z is smooth and let i : X → U
be a local embedding with coordinates (z, w) in U so that Z = {w = 0}. Then there is a
finite set of monomials 1, wα1 , . . . , wαν−1 such that each element φ in OX = OU/J has a
representative φˆ in OU of the form (1.5), where φˆj are in OZ . Given a minimal set of such
monomials the representation (1.5) is unique if and only if OX is Cohen-Macaulay at x,
see, e.g., [4, Proposition 3.1]. Notice however that even when OX is Cohen-Macaulay
this representation of OX as a free OZ -module is not unique; it depends on the choice
of coordinates (z, w), cf. Section 2, and in general also on the choice of minimal set of
monomials wαj . Also (1.6) depends on these choices.
3.4. Local representation of certain currents. Consider an open subset U = U ′ ×
U ′′ ⊂ Cnz ×C
N−n
w , let Z = {(z, 0), z ∈ U
′}, and let π : U → U ′ be the natural projection
(z, w) 7→ z. We let p = N − n, dz = dz1∧ . . .∧dzn, dw = dw1∧ . . .∧dwp and use the
short-hand notation
∂¯
dw
wm+1
= ∂¯
dw1
wm+11
∧∂¯
dw2
wm2+12
∧ . . .∧∂¯
dwp
w
mp+1
p
,
if m = (m1, . . . ,mp) ∈ N
p is a multiindex. It is well-known, and follows immediately
from the one-variable case, that if ξ(w) is any smooth function then
(3.6) ∂¯
dw
wm+1
.ξ =
(2πi)p
m!
( ∂
∂w
)m
ξ(0),
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where
(3.7)
( ∂
∂w
)m
=
∂|m|
∂wm11 · · · ∂w
mp
p
.
Assume that τ is a (N,N −n+ k)-current in U with support on Z that is annihilated
by all w¯j and dw¯ℓ. Then we have a (locally finite) unique representation
(3.8) τ =
∑
τ
τα(z)∧dz ⊗ ∂¯
dw
wα+1
,
where τα∧dz are (n, k)-currents on Z. In fact,
(3.9) (2πi)pτα∧dz = π∗(w
ατ),
cf. [4, (2.11)]. Clearly ∂¯τ = 0 if and only if ∂¯τα = 0 for all α. In particular, τ is a
Coleff-Herrera current if and only if all τα are holomorphic functions. We shall only
consider τ such that τα are smooth (0, ∗)-forms on Z.
3.5. Smooth functions and (0, q)-forms on X. The definitions and statements in
this subsection are from [4, Section 4]. Consider a local embedding i : X → U ⊂ CN as
before. If Φ is a smooth (0, ∗)-form in U , Φ ∈ E0,∗U , we say that i
∗Φ = 0, or Φ ∈ Ker i∗, if
Φ∧µ = 0, µ ∈ HomOX (OX , CH
Z
U ).
In case Φ is holomorphic, this is equivalent to that Φ ∈ J in view of the duality principle
(3.3). We let
E0,∗X := Φ ∈ E
0,∗
U /Ker i
∗.
be the sheaf of smooth (0, ∗)-forms onX. Thus we have a well-defined surjective mapping
i∗ : Φ ∈ E0,∗U → E
0,∗
X . By a standard argument one can check that this definition is
independent of the choice of embedding.
One can verify that where Z is smooth, Φ is in Ker i∗ if and only if it can be written
as a finite sum of terms of the form
(3.10) Φ1Ψ1 +Φ2Ψ¯2 +Φ3∧dΨ¯3,
where Φj are smooth forms, Ψ1 ∈ J and Ψ2,Ψ3 ∈ JZ .
If Z is smooth and we have local coordinates as in Section 3.3, then for each φ in E0,∗X
there is a representative φˆ in E0,∗U of the form (1.5) where φˆj(z) are in E
0,∗
Z . Moreover, if
the set of monomials is minimal and OX is Cohen-Macaulay, then the representation is
unique.
4. The sheaf NX where Z is smooth
Assume that we have an embedding
(4.1) i : X → U ⊂ CN
and that the underlying reduced space Z is smooth. As before X has pure dimension n
and p = N − n. Let x be a point on Z and let π : U → Z be a holomorphic submersion
onto Z in a small neighborhood V ⊂ U of x. By definition this means that there are
local coordinates (z, w) at x such that w1, . . . , wp generates JZ and π(z, w) = z. Our
7sheaf NX of Noetherian operators is defined in the following result which is our first
main theorem.
Theorem 4.1. Let X be a nonreduced space of pure dimension such that its underlying
space Z is smooth.
(i) Let (4.1) be an embedding and let π : U → Z be a local holomorphic submersion onto
Z. For each µ in HomOX (OX , CH
Z
U ) and each non-vanishing holomorphic n-form dz
there is a Noetherian operator L on X such that
(4.2) dz Lφ = π∗(φµ).
Together these L form a coherent OZ-module NX,π. Moreover, Lφ = 0 for all L in NX,π
in a neighborhood of a given point if and only if φ = 0 there.
(ii) If πℓ is a suitable finite number of generic holomorphic submersions, then the
associated OZ-modules NX,πℓ together generate a coherent OZ-module NX such that
NX,π ⊂ NX for any local submersion π.
(iii) Locally, where OX is Cohen-Macaulay, the resulting norm |φ|X , as defined in the
introduction, is the smallest norm that dominates, up to constants, any expression (1.6).
In other words, all mappings of the form φ 7→ π∗(φµ) together form a coherent OZ -
sheaf N̂X of KX -valued Noetherian operators and NX = N̂X ⊗ K
−1
X . The rest of this
section will be devoted to the proof of this theorem.
4.1. Proof of Theorem 4.1 (i). Assume that we have coordinates (z, w) in an open
set V ⊂⊂ U so that π(z, w) = z. Let µ be a current in HomOX (OX , CH
Z
U ). By the
Nullstellensatz there is a multiindex M such that wM+1µ = 0. Let
(4.3) µˆ =
1
(2πi)p
∂¯
dw
wM+1
.
In view of Proposition 3.2, possibly after schrinking V, there is a holomorphic function
a(z, w) such that
(4.4) µ = adz∧µˆ
in V. It follows that Φadz∧µˆ = Φµ = 0 if Φ is in J so that φadz∧µˆ is well-defined for
φ in OX . Let Φ be holomorphic in U such that φ = i
∗Φ. Then, cf. (3.6),
(4.5) dzLφ = π∗(φµ) = π∗(Φadz∧µˆ) = dz
1
M !
( ∂
∂w
)M
(aΦ)
∣∣∣
w=0
.
Thus φ 7→ Lφ is a Noetherian operator OX → OZ on X induced, cf. (1.2), by the
Noetherian differential operator
(4.6) LΦ =
1
M !
( ∂
∂w
)M
(aΦ)
in U . If ξ in OZ , then
dz ξLφ = ξπ∗(φµ) = π∗(φπ
∗ξµ)
and since π∗ξ is holomorphic in V, π∗ξµ is in HomOX (OX , CH
Z
U ). Thus NX,π is an
OZ -module.
For each µ and multiindex γ ≤M , define Lµ,γ by
(4.7) dz φ 7→ dz Lµ,γφ = π∗(w
γφµ).
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If ψ is in OX and ψ = i
∗Ψ, where Ψ =
∑
γ ψγ(z)w
γ , then
(4.8) L(ψφ) =
∑
ℓ
ψγLµ,γφ.
TheOX -sheaf HomOX (OX , CH
Z
U ) is coherent and thus locally generated by a finite num-
ber of elements, say, µ1, . . . , µν . We can assume that M is chosen such that w
M+1µ = 0
for each k. If µ = ψ1µ1 + · · ·+ ψ
νµν and dzLkφ = π∗(φµk), then
(4.9) Lφ = L1(ψ
1µ1) + · · ·+ Lν(ψ
νφ).
In view of (4.8) and (4.9) we see that the OZ -module NX,π is locally generated by the
finite set Lµk,γ , k = 1, . . . , ν, γ ≤M .
It follows from Section 3.4, cf. (3.9), that Lµk,γφ = 0 for all γ implies that φµk = 0.
By the duality principle (3.3) therefore φ = 0 if and only if Lφ = 0 for all L in NX,π.
Given our coordinate system (z, w) in V, each L in NX,π is uniquely expressed as
L =
∑
m≤M
cm(z)
( ∂
∂w
)m
.
It can thus be identified by the element (cm) in O
CM
Z , where CM := (M1+1) · · · (Mp+1)
is the number of multiindices m such that m ≤M . Moreover, this identification respects
the action of OZ . Thus NX,π is, via this identification, a finitely generated submodule
of OCMZ and therefore it is coherent. Thus part (i) of Theorem 4.1 is proved.
4.2. Independent submersions. We will now consider a generalization of the example
in Section 2. Let us assume that U ⊂ Cnz ×C
p
w and consider the space X ′ with structure
sheaf OΩ/I, where
I = 〈wM+1〉 := 〈wM1+11 , . . . , w
Mp+1
p 〉.
Notice that any local submersion π of U onto Z is biholomorphic to a trivial submersion
(ζ, η) 7→ ζ via the change of coordinates
(4.10) wk = ηk, k = 1, . . . , p, zj = ζj +
p∑
i=1
bjiηk, j = 1, . . . , n,
where bjk are holomorphic functions. We have
(4.11)
∂
∂ηk
=
∂
∂wk
+
n∑
j=1
(bjk +O(w))
∂
∂zj
.
Let Cm be the number of multiindices α = (α1, . . . , αn) such that |α| ≤ m. Fix a point
0 ∈ Z. Let L be a set of CmaxMi n-tuples b
l
· of holomorphic functions such that b
l
·(0, 0)
are generic points in Cn. For ℓ = (ℓ1, · · · , ℓp) ∈ L
p consider the associated change of
coordinates (and submersion πℓ) determined by bℓjk = b
ℓk
j . Let us denote the associated
derivatives ∂/∂ηk by ∂/∂η
ℓ
k. For γ ≤M we have the Noetherian operators( ∂
∂ηℓ
)γ
ψ :=
( ∂
∂ηℓp
)γp · · · ( ∂
∂ηℓ1
)γ1ψ.
on X ′. Here is the main result of this section.
9Proposition 4.2. Assume that m ≤M and |β| ≤ |M−m|. Then there are holomorphic
cβ,m,ℓ,γ for γ ≤M in a neighborhood of (0, 0) such that, for any ψ in OU/I,
(4.12)
∂
∂zβ∂wm
ψ =
∑
ℓ∈Lp
∑
γ≤M
cβ,m,ℓ,γ
( ∂
∂ηℓ
)γ
ψ.
We first consider the case when p = 1 and the tuples bℓ· are constant. Then we just
have one variable η = w.
Lemma 4.3. If we choose Cm generic constant n-tuples b
ℓ, then for each α with |α| ≤ m
there are unique dℓ,α such that
∂m
∂αz∂m−|α|w
ψ =
∑
ℓ
dℓ,α
( ∂
∂ηℓ
)m
ψ.
Proof. In view of (4.11) we have( ∂
∂ηℓ
)m
ψ =
( ∂
∂w
+
∑
j
bℓj
∂
∂zj
)m
ψ =
∑
|α|≤m
(bℓ)α
(
m
α
)
∂m
∂αz∂m−|α|w
ψ,
where
(bℓ)α = (bℓ1)
α1 · · · (bℓn)
αn .
We claim that the Cm×Cm-matrix B = (b
ℓ)α is invertible if the bℓ are generic. If n = 1
then B is the Vandermonde matrix from Section 2, and so the claim follows. In the
general case one can argue as follows: For given xα ∈ C
Cm , consider the polynomial
p(t) =
∑
|α|≤m
xαt
α
in Cnt . We get the action of the matrix B on xα by evaluating p(t) at the various points
bℓ. Now B(xα) = 0 means that p(t) vanishes at these Cm generic points, and hence
p(t) must vanish identically. This means that (xα) = 0 and since (xα) is arbitrary, B is
invertible. Now the lemma follows by taking
xα =
(
m
α
)
∂m
∂αz∂m−|α|w
ψ.

Proof of Proposition 4.2. Let us first assume that all bl· are constant. Then ∂/∂η
ℓ
k only
depends on ℓk ∈ L, cf. (4.11), so we can denote it by ∂/∂η
ℓk
k . Thus( ∂
∂ηℓ
)γ
ψ =
( ∂
∂η
ℓp
p
)γp · · · ( ∂
∂ηℓ11
)γ1ψ.
Notice that we can write the left hand side of (4.12) (in a non-unique way) as
(4.13)
∂
∂zβp∂wmp
· · ·
∂
∂zβ2∂wm2
∂
∂zβ1∂wm1
ψ,
where βj ≤Mj −mj. It follows from Lemma 4.3 that the proposition holds if p = 1. We
now proceed by induction over p. Assume that
(4.14) ω :=
∂
∂zβp−1∂wmp−1
· · ·
∂
∂zβ2∂wm2
∂
∂zβ1∂wm1
ψ
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is a linear combination of
(4.15)
( ∂
∂η
ℓp−1
p−1
)γp−1 · · · ( ∂
∂ηℓ11
)γ1ψ
for γi ≤Mi and various ℓi. By Lemma 4.3 we have that
∂
∂zβp∂wmp
ω
is a linear combination of ( ∂
∂η
ℓp
p
)γpω
for γp ≤Mp and (ℓp−1, . . . , ℓ1) ∈ L
p−1.
For the general case we will proceed by induction over M . First assume that M = 0.
Then (4.12) just states that ψ = ψ. Let us assume that we have proved the proposition
for each M ′ ≤M such that |M ′| < |M |. Let y be the tuple of all (∂/∂ηℓ)γψ for γ ≤M ,
ℓ ∈ Lp. Let x be the tuple of all
(4.16)
∂
∂zβ∂wm
ψ
for m ≤M , |β| ≤ |M −m|. Then
y = Bx+ Ex′.
where Bx is the terms obtained when expanding (∂/∂ηℓ)γψ by (4.11) and no derivative.
falls on any bℓ or any O(w). Each entry in x′ must then be of the form (4.16) where
m < M and |β| < |M − m|. It follows from the induction hypothesis that x′ is in
the module spanned by y. Therefore Ex′ = Dy for some holomorphic matrix D in a
neighborhood of (0, 0) and hence Bx = Dy − y. Notice that B(0, 0) is injective in view
of the constant case of the proposition. Hence it is injective and has a holomorphic left
inverse A in a neighborhood of (0, 0) and so x = A(Dy − y). 
4.3. Proof of Theorem 4.1 (ii). Let us assume that π is defined by local coordinates
(z, w) and for ℓ ∈ Lp let (ζℓ, η) be the local coordinates in Proposition 4.2 corresponding
to ∂/∂ηℓ and let πℓ be the induced local holomorphic submersion. Notice that dw∧dz =
Bℓdη∧dζ
ℓ, where Bℓ = 1 +O(η), hence invertible in OX′ , so that
(4.17) dη∧dζℓ = Aℓdw∧dz,
where Aℓ is the inverse of Bℓ. Notice that, cf. the argument for (4.5) above and (4.3),
(4.18) dz
( ∂
∂ηℓ
)m
ψ = dζℓ
( ∂
∂ηℓ
)m
ψ = cmπ
ℓ
∗(ψη
M−mµˆ∧dζℓ) =
cmπ
ℓ
∗(ψη
M−mAℓµˆ∧dζ) =
∑
γ≤m
Aℓ,γ(z)π
ℓ
∗(ψη
M−γ µˆ∧dζ).
Given µ in Hom (OX , CH
Z
U ) there is a holomorphic a, cf. (4.4), such that µ = aµˆ∧dζ.
From (4.5) we have
(4.19) π∗
(
φaµˆ∧dz
)
= dz
1
M !
( ∂
∂w
)M
(aφ).
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From Proposition 4.2 we have that
(4.20)
1
M !
( ∂
∂w
)M
(aφ) =
∑
ℓ∈Lp
∑
m≤M
cℓ,m
( ∂
∂ηℓ
)
(aφ).
Combining (4.18) with ψ = aφ, (4.19) and (4.20) we get
(4.21) π∗(φµ) =
∑
ℓ∈Lp
∑
m≤M
c′m,ℓ(z)π
ℓ
∗(φη
M−mµ).
In view of the last part of the proof of Theorem 4.1 (i) we thus have:
Lemma 4.4. Let µk be a finite set of generators for µ ∈ Hom (OX , CH
Z
U ). If L is defined
by dzLφ = π∗(φµ), then L belongs to the OZ-module generated by Lµk ,γ,ℓ, where
dz Lµk,γ,ℓφ = π
ℓ
∗(w
γφµk).
We conclude that, given an embedding, NX defined so far, is independent of coordi-
nates. It remains to see the independence of the embedding. Let us choose coordinates
(z, w) in our original embedding so that our embedding factorizes over a minimal em-
bedding as in Section 3.2 and write w = (w′, w′′). Then each µ in Hom (OX , CH
Z) has
the form µˆ⊗ [w′′ = 0]. Thus it can be written
µ = a(ζ, w′)
1
(2πi)p
∂¯
dw′
(w′)M+1
∧∂¯
dw′′
w′′
∧dz.
It follows that if the submersion π is represented by (4.10), then the fiber over z = ζ is
parametrized by η 7→ (z + b′η′ + b′′η′′; η′, η′′) so that
π∗(φµ)(z) = dz
∫
η
a(z, η′)φ(z + b′η′ + b′′η′′; η′, η′′)
1
(2πi)p
∂¯
dw′
(w′)M+1
∧∂¯
dw′′
w′′
∧dz =
dz
∫
η′
a(z, η′)φ(z + b′η′; η′, 0)
1
(2πi)p
′ ∂¯
dw′
(w′)M+1
and so we get the same result with b′jk(ζ, η
′, 0). Thus L, defined by dzLφ = π∗(φµ), oc-
curs already from a minimal embedding and so the proof of Theorem 4.1 (ii) is complete.
4.4. Generators for NX and the norm | · |X . From Lemma 4.4 we get:
Proposition 4.5. If µ1, . . . , µν generate Hom (OX , CH
Z
U ) in U , η1, . . . , ηp generate JZ
in U , and πℓ is a suitable finite set of submersions, then the operators φ 7→ Lµk,γ,ℓ,
defined as in Lemma 4.4, generate NX in U .
By the Nullstellensatz this is a finite set since ηγµk = 0 if γ is large. Here dz stands
for any holomorphic n-form on Z. We will now describe another set of generators in
terms of the µk and coordinates (z, w) in U .
Proposition 4.6. Assume that I = 〈wM+1〉 is contained in J . Let ak be holomorphic
functions such that µk = akµˆ∧dz, k = 1, . . . , ν, cf. (4.3), in U . Then the operators
φ 7→ Lm,β,kφ :=
∂(φak)
∂zβ∂wm
(·, 0), m ≤M, |β| ≤ |M −m|,
are independent of the choice of ak and generate the OZ-module NX in U .
12 MATS ANDERSSON
Proof. If akµˆ = a
′
kµˆ, then ak − a
′
k is in I by the duality principle for a complete inter-
section, and hence Lm,β,kφ are independent of ak (and of the choice of representative of
the class φ in O/J ). It follows from Proposition 4.2 that Lm,β,kφ are OZ -linear combi-
nations of (∂/∂ℓ)m(φak), and in view of (4.18) therefore of π
ℓ
∗(φµk). Hence Lm,β,k are
in NX by definition. By (4.19), applied to π
ℓ
∗(φη
γakµˆ), we see that each Lµk ,γ,ℓ is an
OZ -linear combination of the Lm,β,kφ, and hence Lm,β,k generate NX . 
We thus have
(4.22) |φ(z)|X ∼
ν∑
k=1
∑
m≤M
∑
|β|≤|M |−|m|
∣∣ ∂(φak)
∂zβ∂wm
(z, 0)
∣∣.
It follows from (4.22) that
(4.23) |ξφ|X ≤ C|φ|X ,
where C only depends on ξ ∈ OX . Notice that if in addition ξ is invertible in OX , then
|φ|X ∼ |ξφ|X since |φ|X = |ξ
−1ξφ|X . |ξφ|X .
4.5. Proof of Theorem 4.1 (iii).
Proposition 4.7. Let i : X → U be a local embedding i : X → U and assume that
OX is Cohen-Macaulay. Let µ be a column of Coleff-Herrera currents that generate
HomOX (OX , CH
Z
U ), (z, w) are coordinates in U , 1, . . . , w
αν−1 a basis for OX over OZ .
If φ in OX is represented by φˆ as in (1.5) and
(4.24) φµ =
∑
α
bγdz∧∂¯
dw
wγ+1
,
then
(4.25)
∑
j
|φˆj(z)| ∼
∑
γ
|bγ |.
Proof. Notice first that φµ =
∑
j φˆj(z)w
αjµ. Since
(4.26) µ =
∑
γ
µγdz∧∂¯
dw
wγ+1
,
cf. (3.8), it follows that each bγ is a holomorphic linear combination of the φˆj . That
is, there is a holomorphic matrix T that maps the tuple (φˆj) to the tuple (bγ). Thus
the right hand side of (4.25) is dominated by the left hand side. Since OX is Cohen-
Macaulay, see [4, Lemma 4.11], there is a holomorphic matrix S that takes (bγ) to (φj),
and therefore the reverse inequality in (4.25) holds. 
It follows from (3.9) that Lµ,γφ := π∗(φw
γµ) = (2πi)pbγ . Since Lµ,γ are in NX it
follows that (4.25) is dominated by |φ|X . In view of Proposition 4.5 a suitable finite sum
of expressions (4.25), corresponding to various submersions, will be ∼ |φ|X . Thus part
(iii) of Theorem 4.1 is proved.
13
4.6. Norm of smooth (0, ∗)-forms. Recall from Section 3.5 that φ∧µ is well-defined
for φ in E0,∗X and µ in Hom (OX , CH
Z
U ) and that φ∧µ = 0 for all such µ, by definition,
if and only if φ = 0. Let (z, w) be local coordinates defining the submersion π. Recall
that φ has a representative φˆ of the form (1.5) where φˆj are smooth (0, ∗)-forms on Z.
If we express µ in Hom (OX , CH
Z
U ) on the form (4.26) we see that
φ∧µ =
∑
α
bα(z)∧dz ⊗ ∂¯
dw
wα+1
,
where bα are smooth (0, ∗)-forms on Z. Thus the associated operator L in NX , defined
by
(4.27) dzLφ = π∗(φ∧µ).
for holomorphic φ, extends to an operator E0,∗X → E
0,∗
Z .
The natural action of holomorphic differential operator T in U on smooth functions in
U extends to an action on smooth (0, ∗)-forms. Formally by interpreting the derivatives
as Lie derivatives; in practice it just means that if Φ =
∑′
I,J ΦI,J∧dz¯I∧dw¯J in U , then
TΦ =
∑′
I,J TΦI,J∧dz¯I∧dw¯J . If T is Noetherian with respect to J , then its pullback
T φ(z) to Z is independent of the representative Φ of φ in E0,∗X . In fact, if Φ is in Ker i
∗
then TΦ = 0 on Z, cf. (3.10).
It follows from (4.5) and (4.6) that if L is in NX and φ is in E
0,∗
X , then Lφ is induced by
a Noetherian operator in U . Also other statements above about holomorphic φ extend
to φ in E0,∗X by the same proofs. In particular, if Lj is a generating set for the OZ -module
NX we get the pointwise norm
(4.28) |φ|2X =
∑
j
|Ljφ|
2
Z ,
where |Ljφ|Z is a norm of forms on Z induced by some Hermitian metric in ambient
space. If OX is Cohen-Macaulay then (4.28) is the smallest norm that (up to constants)
dominates each expression (1.6) obtained from the representation (1.5) of φ.
5. An example
Consider the 2-plane Z = {w1 = w2 = 0} in U ⊂ C
4
z1,z2,w1,w2 , where U the product of
balls {|z| < 1, |w| < 1} in C4, and let
J = 〈w21 , w
2
2, w1w2, w1z2 − w2z1〉.
Then O/J has pure dimension 2 and is Cohen-Macaulay except at the point 0 ∈ U , see,
[4, Example 6.9]. It is also shown there that HomO(O/J , CH
Z
U ) is generated by
µ1 = ∂¯
dw1
w1
∧∂¯
dw2
w2
∧dz1∧dz2, µ2 = (z1w2 + z2w1)∂¯
dw1
w21
∧∂¯
dw2
w22
∧dz1∧dz2.
Following the recipe in Proposition 4.6, µ1 only gives rise to the Noetherian operator 1.
However, µ2 gives rise to all Noetherian operators obtained by the action of
∂
∂w1
,
∂
∂w2
,
∂
∂z1
,
∂
∂z2
,
∂2
∂z1∂w1
,
∂2
∂z1∂w2
,
∂2
∂z2∂w1
,
∂2
∂z2∂w2
,
∂2
∂w1∂w2
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on (z1w2 + z2w1)φ. They are
(5.1) z1φ, z2φ, 0, 0, z2
∂
∂z1
, (1 + z1
∂
∂z1
)φ, (1 + z2
∂
∂z2
)φ, z1
∂
∂z2
φ, (z1
∂
∂w1
+ z2
∂
∂w2
)φ.
In view of the presens of 1 from the µ1, we can forget about zjφ and replace 1 + zj
∂
∂zj
by zj
∂
∂zj
. Thus we get that
|φ|2X ∼ |φ|
2 + |z|2
∣∣ ∂φ
∂z1
∣∣2 + |z|2∣∣ ∂φ
∂z2
∣∣2 + ∣∣z1 ∂φ
∂w1
+ z2
∂φ
∂w2
∣∣2.
5.1. Functions in X \ {0}. Let L0 = 1 and let L denote the right-most operator in
(5.1). If φ is a OX -function defined in Z \ {0}, then both L0φ and Lφ are holomorphic
functions in Z \ {0}. Thus they both have holomorphic extensions across 0 that we
denote by φ0(z) and h(z), respectively.
Notice that 1, w1 is a basis for OX over OZ where z1 6= 0, and similarly, 1, w2 is a
basis for OX over OZ where z2 6= 0. Notice that given any φ0 and h in U we get a
OX -function φ in U \ {0}, defined as
(5.2) φ = φ0 + (h/z1)w1, z1 6= 0; φ = φ0 + (h/z2)w2, z2 6= 0.
It is readily checked that Lφ = φ0 and Lφ = h. In other words, there is a 1 − 1
correspondence between X-functions φ in Z \ {0} and O
2
Z .
Lemma 5.1. The OX -function φ has an extension across 0 if and only if h(0) = 0.
Proof. If φ is defined in U then h = Lφ in U and then clearly h(0) = 0. Conversely, if
h(0) = 0, then h(z) = c1(z)z1+ c2(z) for some functions c1, c2 in U . It is readily checked
that indeed φ, defined by (5.2), coincides with
φ0(z) + c1(z)w1 + c2(z)w2
in U \ {0}. Thus φ extends across 0. 
In view of this lemma, if we take, e.g., h = 1 in (5.2), we get an OX -function φ in
U \ {0} that does not extend across 0.
6. Extension of NX across Zsing
Let x be a fixed point on Zsing.
Lemma 6.1. There is a neighborhood U of x and complete intersection Zf = {f1 = · · · =
fp = 0} in U that contains Z ∩ U and such that df := df1∧ . . .∧dfp is non-vanishing on
Zreg \ Z(f)sing. If x
′ ∈ U \ Z we can assume that x′ /∈ Z(f).
That is, Z(f) may have ”unnecessary” irreducible components, but df 6= 0 at each
point on Zreg that is not hit by any of these components. This is a well-known result
but we have found no good reference so we provide an argument.
Proof. In a small enough neighborhood U of x we can find a finite number of functions
g1, . . . , gm that generate JZ . For each irreducible component Z
ℓ of Z we choose a point
xℓ ∈ Zℓreg ∩ U . Notice that dgj span the annihilator of the tangent bundle at x
ℓ for
each ℓ. If f1, · · · , fp are generic linear combinations of the gj , then dfj span these spaces
as well for each ℓ, and fj define a complete intersection Z(f) that avoids x
′. Clearly
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Z ⊂ Z(f) and df 6= 0 at xℓ for each ℓ. It follows from [18, Theorem 4.3.6] that df is
nonvanishing on the regular part of the irreducible component of Z(f) that contain xℓ;
i.e., on Zℓreg \ Z(f)sing, for each ℓ. 
Let f and U be as in the lemma and let us write Z rather than Z ∩U etc. Since df is
generically non-vanishing on Z we can choose coordinates (ζ, η) = (ζ1, · · · , ζn; η1 · · · , ηp)
in U such that H = ∂f/∂η is generically invertible on Z. Let h = detH. If
(6.1) w = f(ζ, η), z = ζ,
then dw∧dz = hdη∧dζ and hence (z, w) are local coordinates at each point on Z\{h = 0}.
Notice that
(6.2)
∂
∂w
= H−1
∂
∂η
,
∂
∂z
=
∂
∂ζ
−G
∂
∂w
,
where G = ∂f/∂ζ is holomorphic. Since H = Θ/h, where Θ is holomorphic, therefore
(6.3) h
∂
∂w
= Θ
∂
∂η
, h
∂
∂z
= h
∂
∂ζ
−GΘ
∂
∂η
.
For a sufficiently large multiindex M = (M1, . . . ,Mp) the complete intersection ideal
〈fM+1〉 := 〈fM1+11 , . . . , f
Mp+1
p 〉 is contained in J . Possibly after shrinking the neigh-
borhood U of x there are generators µ1, . . . , µν for Hom (OX , CH
Z
U ) and holomorphic
functions ak in U , cf. Proposition 3.2, such that
(6.4) µk = ak
1
(2πi)p
∂¯
1
fM+1
∧dζ∧dη.
Notice that ak must vanish on the ”unnecessary” irreducible components of Z(f).
Proposition 6.2. With the notation above, the differential operators
(6.5) φ 7→ Lm,β,kφ :=
(
h
∂
∂w
)m(
h
∂
∂z
)β
(akφ), m ≤M, |β| ≤ |M −m|, k = 1, . . . , ν,
a priori defined on Zreg ∩ {h 6= 0}, have holomorphic extensions to Z. Moreover, they
belong to NX on Zreg and generate the OZ-module NX where h 6= 0.
Proof. It follows immediately from (6.3) that Lm,β,k have holomorphic extensions to
Z. Since (z, w) are local coordinates at a point on Zreg where h 6= 0 it follows from
Proposition 4.6 that Lm,β,k belong to NX . By a simple induction argument it follows
from the same proposition that they actually generate NX there. We have to prove that
Lm,β,k are in NX on Zreg where h = 0. Let x
′ ∈ Xreg be such a point and assume that
df 6= 0. For a generic choice of constant matrices b, c we have that df∧d(cζ + bη) 6= 0.
Thus we can choose new coordinates
w′ = f(ζ, η), z′ = cζ + bη
in a neighborhood V of x′. It follows that
(6.6) φ 7→
∂
∂(w′)m∂(z′)α
(φak), m ≤M, |α| ≤ |M −m|,
are in NX in V. Since z
′ = bz + cw, w′ = w, in V \ {h = 0}, we have
∂
∂w
=
∂
∂w′
+
∂z′
∂w
∂
∂z′
,
∂
∂z
=
∂z′
∂z
∂
∂z′
,
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so from (6.3) we get that
(6.7) h
∂
∂wj
= h
∂
∂w′j
+
∑
k
djk
∂
∂z′j
, h
∂
∂z
=
∑
k
d′jk
∂
∂z′j
,
where djk, d
′
jk have holomorphic extensions to V. Thus Lm,β,k are OZ -linear combina-
tions of (6.6), and hence in NX .
From now on we consider a point x′ ∈ Zreg where df = 0, i.e., some ”unneccessary”
component of Z(f) passes through x′. Then certainly h(x′) = 0. Let π be the projection
(z, w) 7→ z. By (6.1), (6.4), and (4.5),
(6.8)
1
γ!
dz
( ∂
∂w
)γ
(akφ) = π∗
(
φakdf∧dz∧f
M−γ 1
(2πi)p
∂¯
1
fM+1
)
, γ ≤M,
in V \ {h = 0}. Let v = (v1, . . . , vp) generate JZ at x
′ and assume first that dv∧dz 6= 0
so that (z, v)) are local coordinates in a neighborhood V of x′. Since J (f) ⊂ JZ , f = Av
for a holomorphic matrix A in V. At points z ∈ Z ∩ V \ {h = 0} both fj and vj are
minimal sets of generators for JZ so A is invertible there. Therefore also (z, v) define
the submersion π in V \ {h = 0}. Since fM−γdf∧dz = αdη∧dζ, where α is holomorphic,
the right hand side of (6.8) is π∗(φαµk) which is dζ times an element in NX in V. It
follows that the left hand side of (6.8) is dζ times Lφ, where L extends to an element in
NX in V.
Notice that if bℓ is a small constant n × p-matrix, then η′ = η, ζ ′ = ζ + bℓf is a
change of variables in V, possibly after shrinking our neighborhood V of x′. In fact,
dη′∧dζ ′ = dη∧(dζ + bℓdf) is nonvanishing if bℓ is small enough. Taking wℓ = f , zℓ = ζ ′,
we get that wℓ = w, zℓ = z + bℓw, and hence
dwℓ∧dzℓ = df∧d(ζ + bℓdf) = df∧dζ = hdη∧dζ,
where h is the same function as in (6.7). As in the the preceding step of the proof we
conclude that
φ 7→
( ∂
∂wℓ
)γ
(akφ), γ ≤M,
a priori defined in V\{h = 0}, have extensions to elements inNZ in V. By Proposition 4.2
there are a finite set of such bℓ and holomorphic dm,β,ℓ,k in a possible even smaller
neighborhood V of x′ such that
(6.9)
( ∂
∂w
)m( ∂
∂z
)β
(akφ) =
∑
ℓ
∑
γ≤M
dm,β,ℓ,γ
( ∂
∂wℓ
)γ
(akφ), m ≤M, |β| ≤ |M −m|.
It follows that all the operators on the left hand side of (6.9) are in NX in V.
Finally, if dv∧dζ = 0 at x′ we introduce new coordinates z′ = cζ+bη, w′ = w as before
so that dv∧dz′ 6= 0. From what we have just proved, then all( ∂
∂w′
)m( ∂
∂z′
)β
(akφ)
are holomorphic at x′. It now follows from (6.7) that Lm,β,k are in NX at x
′. Thus
Proposition 6.2 is proved. 
We can now formulate our main result of this section.
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Theorem 6.3. Assume that i : X → U ⊂ CN is an embedding. Given a point x ∈ Zsing
there is a neighborhood U ′ ⊂ U and a finite number of Noetherian differential operators
L1, . . . ,Lν in U
′ that generate NX on U
′ ∩ Zreg.
Clearly, such a set of Lk define a coherent extension of NX to U
′ ∩ Z.
Proof. Let (ζ, η) be global coordinates (ζ, η) in U . Proposition 6.2 provides a neighbor-
hood U ′ of x and set of Noetherian differential operators in U ′ that belong to NX in
U ∩Zreg and generate NX on U ∩ (Zreg \ {h = 0}, where h = det(∂f/∂η). Applying the
same proposition to a finite number of other global coordinate systems (or more simply,
letting η be other choices of p special coordinates among the given ones) we get a finite
number of Noetherian differential operators in a possibly smaller neighborhood U ′ of x
that belong to NX and generate NX U
′ ∩ (Zreg \ {df = 0}. That is, our differential
operators defined so far generate NX everywhere on Zreg ∩U
′ except on Zreg ∩Z(f)sing.
If we make the same construction for a finite number f1, . . . , f ν of complete intersec-
tions such that Z = Z(f1)∩ · · · ∩Z(f ν), see Lemma 6.1, we thus get a neighborhood U ′
of x and finite set of differential operators as desired. 
Example 6.4. Let Z = {f = 0} be a reduced subvariety of U ⊂ Cn+1ζ and that df 6= 0 on
Zreg. If X is defined by J = 〈f
2〉, then
µ = ∂¯
1
f2
∧dη∧dζ
is a generator for Hom (OX , CH
Z
U ). If we give ζ1 the role as η, then h = ∂f/∂η = ∂f/∂ζ1.
If we let
w = f, zj = ζj+1, j = 1, . . . , n,
then, since Θ = 1 in (6.3), Proposition 6.2 provides the operators
1,
∂
∂ζ1
,
∂
∂ζk
+
∂f
∂ζk
∂
∂ζ1
, k = 2, . . . , n+ 1.
They generate the same OZ -module as 1, ∂/∂ζk, k = 1, . . . , n+1, and by obvious invari-
ance they thus generate NX on Zreg, so there is no need to consider operators obtained
by other choices of η. Moreover, the coherent extension across Zsing is independent of
the choice of global coordinates ζ in U . 
6.1. Global pointwise norm on X. In Example 6.4 the extension of NX across Zsing
is invariant. We do not know whether this is true in general. In any case we can define a
global pointwise norm in the following way: Each point x ∈ Zsing has a neighborhood Ux
where we have a coherent extension by Theorem 6.3 and in Ux we thus have a pointwise
norm | · |X,x. We can choose a locally finite open covering {Uxj} of X, and a partition
of unity χj partition of unity subordinate to the covering and define the global norm
| · |2X =
∑
j
χj| · |
2
X,xj .
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7. Pseudomeromorphic currents
Let Y be a reduced analytic space. The OY -sheaf PMY of pseudomeromorphic cur-
rents on Y was introduced in [7, 5]. Roughly speaking, it consists of currents that locally
are finite sums of direct images (under possibly nonproper mappings) of products of sim-
ple principal value currents and ∂¯ of such currents. See, e.g., [9] for a precise definition
and basic properties. The sheaf PMY is closed under ∂¯ and under multiplication by
smooth forms. If τ is pseudomeromorphic in an open subset U ⊂ Y and W ⊂ U is a
subvariety then there is a well-defined current 1U\W τ in U obtained by extending the
natural restriction of τ to U \W in the trivial way. With the notation in Section 3.1,
1U\W τ = limǫ χ(|h|/ǫ)τ if h is a tuple of holomorphic functions with common zero set
W . Thus 1W τ := τ − 1U\W τ is a pseudomeromorphic current with support on W . If
W ′ ⊂ U is another subvariety, then
(7.1) 1W ′1W τ = 1W ′∩W τ.
We can rephrase the standard extension property, cf. Section 3.1: If τ has support on a
subvariety Z of pure dimension, then τ has the SEP with respect to Z if for each open
subset U ⊂ Y and subvariety W ⊂ U ∩ Z with positive codimension in Z, 1W τ = 0.
An important property is the dimension principle: If τ in PMY has bidegree (∗, p)
and support on a variety of codimension larger than p, then τ must vanish.
Recall that a current is semi-meromorphic if it is a smooth form times a meromorphic
function, considered as a principal value current. We say that a current α in U ⊂ CN
is almost semi-meromorphic, cf. [9], if there is a modification π : U˜ → U and a semi-
meromorphic current α˜ in U˜ such that α = π∗α˜. Notice that an almost semi-meromorphic
α is smooth outside an analytic set W of positive codimension in U .
Example 7.1. Coleff-Herrera currents in U ⊂ CN are pseudomeromorphic. Almost semi-
meromorphic currents are pseudomeromorphic and has the SEP on U . 
In general one cannot multiply pseudomeromorphic currents. However, assume that τ
is pseudomeromorphic and α is almost semi-meromorphic in U and letW be the analytic
set where α is not smooth. There is a unique pseudomeromorphic current T in U that
coincides with the natural product α∧µ in U \W and such that 1WT = 0. For simplicity
we denote this current by α∧µ. If α′ is another almost semi-meromorphic current in U ,
then the expression α′∧α∧τ means α′∧(α∧τ). The equality, [9, Propostition 4.12], that
(7.2) α′∧α∧τ = α∧α′∧τ.
always holds. However, in general it is not true that α′∧α∧τ = (α′∧α)∧τ .
Example 7.2. Let f be a holomorphic function with non-empty zero set, let α = 1/f ,
α′ = f , and let τ = ∂¯/1/f) (or any nonzero current with support contained in Z(f)).
Then both sides of (7.2) vanishes, but α′α = 1 and so (α′α)τ = τ . 
Assume that τ is pseudomeromorphic, α is almost semi-meromorphic, ξ is smooth,
and V is any subvariety. Then we have
(7.3) 1V α∧τ = α∧1V τ.
In particular: If τ has support on and the SEP with respect to Z, then also α∧τ has
(support on and) the SEP with respect to Z.
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8. Uniform limits of holomorphic functions
Let J be the ideal sheaf in U ⊂ CN so that OX = OU/J as before. Let Ek be
Hermitian vector bundles, E0 a trivial line bundle, with morphisms fk : Ek → Ek−1,
such that
(8.1) 0→ O(EN )
fN→ · · ·
f2
→ O(E1)
f1
→ O(E0)→ O(E0)/J → 0
is a free resolution of OΩ/J in U . In [6] was introduced a residue current R = Rp+ · · ·+
RN with support on Z, where Rk have bidegree (0, k) and take values in Hom (E0, Ek) ≃
Ek, such that fk+1Rk+1 − ∂¯Rk = 0 for each k, which can be written more compactly as
(f − ∂¯)R = 0
if f := f1 + · · · + fN . The current R has the additional property that a holomorphic
function Φ in U belongs to J if and only if the current ΦR = 0. In particular, φR is a
well-defined current for φ in OX . The assumption that X has pure dimension implies
that R has the SEP with respect to Z, see [5, Section 3] or [4, Section 6] for a proof.
Recall that φ is a meromorphic function on X if φ = g/h where h is not nilpotent, i.e.,
a representative of h does not vanish identically on Z, and g/h = g′/h′ if gh′−g′h = 0 in
OX . Because of the SEP the product φR is a well-defined pseudomeromorphic current
in U if φ is meromorphic on X. The following criterion for holomorphicity was proved
in [2].
Theorem 8.1. Assume that i : X → U has pure dimension and R is a current as above.
If φ is meromorphic on X, then it is holomorphic if and only if
(8.2) (f − ∂¯)(φR) = 0.
Remark 8.2. In [4] is introduced a notion of currents onX so that (8.2) can be formulated
as an intrinsic condition on X. 
To give the idea for the general case let us first sketch a proof of Theorem 1.1, relying
on Theorem 8.1, in case X is reduced.
Proof of Theorem 1.1 in case X is reduced. The statement is elementary on Xreg; more-
over it is clear that φj → φ where φ is weakly holomorphic and thus meromorphic on
X.
There is a (unique) almost semi-meromorphic current ω on X of bidegree (n, ∗) such
that i∗ω = R∧dz, where (z1, . . . , zN ) are coordinates in U , see [5, Proposition 3.3]. In
particular, ω has the SEP on X. Let π : X ′ → X be a smooth modification so that
ω = π∗ω
′, where ω′ is semi-meromorphic.
Since π∗φj → π
∗φ uniformly and X ′ is smooth, indeed π∗φj → π
∗φ in EX′ . Therefore
π∗φjω
′ → π∗φω′. Since φj are smooth, π∗(π
∗φjω
′) = φjω. Combining we find that
(8.3) φjω → π∗(π
∗φω′).
Since ω′ has the SEP, so have π∗φω′ and hence π∗(π
∗φω′). Moreover,
(8.4) π∗(π
∗φω′) = φω
on the open subset of X where φ is holomorphic, thus at least on Xreg. Since both sides
of (8.4) have the SEP and coincide outside a set of positive codimension we conclude that
they indeed coincide on X. Therefore (8.3) means that φjω → φω and applying i∗ we
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get φjR→ φR and hence (f − ∂¯)(φjR)→ (f − ∂¯)(φR). It now follows from Theorem 8.1
that φ is indeed holomorphic. 
For the rest of this section we will discuss the proof of the non-reduced case when Z
is smooth.
Lemma 8.3. Theorem 1.1 is true when Z is smooth and OX is Cohen-Macaulay.
Proof. Consider an open set U ⊂ X where we have coordinates (z, w), a basis wαℓ and
OX is Cohen-Macaulay. Then we have unique representatives in U , cf. Section 3.3,
φˆj =
∑
ℓ
φˆjl(z)⊗ w
αℓ
of φj in Theorem 1.1. By the hypothesis and Theorem 4.1 (iii) it follows that φˆjℓ is a
Cauchy sequence for each fixed ℓ, and hence we have holomorphic limits φˆℓ = limj φˆjℓ
for each ℓ. Let us define the function
φˆ :=
∑
ℓ
φˆℓ(z)⊗ w
αℓ
in U and let φ be its pullback to OX . Since the convergence holds for all derivatives of
φˆjℓ as well, it follows from (4.22) that |φj − φ|X → 0. 
The non-Cohen-Macaulay case is trickier. Let us first look at an example.
Example 8.4. Consider the space X in Section 5. If φj is a sequence as in Theorem 1.1,
it follows from Lemma 8.3 that φj has a holomorphic limit φ in X \ {0}. Let L be
the Noetherian operator in Section 5.1 and recall that Lφ is a well-defined function
on Z. By the hypothesis in Theorem 1.1, Lφj is a Cauchy sequence on Z and since
Lφj → Lφ in Z \ {0} we conclude that Lφj → Lφ uniformly in Z. Since Lφj(0) = 0
therefore Lφ(0) = 0, and thus φ is OX -holomorphic in X, cf. Lemma 5.1. It follows that
|φj − φ|X → 0 on X. 
We cannot see how the argument in Example 8.4 can be extended directly, so we have
to go back to the origins of our Lj which are the currents.
Proof of Theorem 1.1 when Z is smooth. The statement is local so we can fix a point
x ∈ X and an embedding i : X → U as usual. After possibly shrinking U we may assume
that we have a a Hermitian free resolution (8.1) and the associated residue current R in
U . We will use, [4, Lemma 6.2]:
Proposition 8.5. There is a trivial vector bundle F → U and an F -valued Coleff-
Herrera current µ such that its entries generate Hom (OX , CH
Z
U ), and an almost semi-
meromorphic current α = α0 + · · · + αn, where αk have bidegree (0, k) and take values
in Hom (F,Ep+k), such that
R∧dz = αµ, Rp+k∧dz = αkµ, k = 0, 1, . . . , n.
Moreover, α is smooth where OX is Cohen-Macaulay.
Let W be the subset of Z where OX is not Cohen-Macaulay. It is well-known that W
has at least codimension 2 in Z.
Lemma 8.6. If φ is holomorphic in X \W , then φ has a meromorphic extension to X.
21
It seems that this result should be well-known but we provide a proof since we could
not find a reference.
Proof. We can assume that we have coordinates (z, w) as usual in U . Let µ be the tuple
above and consider the representation (4.26). Fix a x′ ∈ Z where OX is Cohen-Macaulay
and a monomial basis 1, . . . , wαν−1 for OX over OZ in a neighborhood U
′ of x′. We then
have the M × ν-matrix T in U ′ that for each holomorphic φ in O(X ∩ U ′) maps the
coefficients of its representative φˆ in this monomial basis onto the coefficients of the
expansion (4.24) of φµ, cf. Section 4.5.
Notice that the entries in T are C-linear combinations of the coefficients of the repre-
sentation (4.26) of µ in U . Thus T has a holomorphic extension to Z (we may assume
that Z is connected). As pointed out in Section 4.5, T is pointwise injective in Z ∩ U ′
and hence, possible after reordering of the rows, T = (T ′ T ′′)t where T ′ is a ν×ν-matrix
that is invertible in U ′. Thus T ′ has a meromorphic inverse S′ in Z and if S = (S′ 0),
then ST = I.
Since φ is holomorphic outside W , it defines a tuple b in OMZ in Z \ W via the
representation (4.24) of φµ. Since W has at least codimension 2 the tuple b extends to
Z. Now
Φ˜ :=
∑
j
(Sb)j(z)w
αj
is a meromorphic function in U that defines a meromorphic function φ˜ on X, since
(Sb)j(z) are meromorphic on Z. Moreover, Φ˜ = φˆ in U
′ and so φ˜ coincides with φ
in X ∩ U ′. By uniqueness φ˜ = φ in U \ W and thus φ˜ is the desired meromorphic
extension. 
If φj is a Cauchy sequence in | · |X -norm and Z is smooth thus φj → φ uniformly on
compact subsets of X \W by Lemma 8.3 and φ has a meromorphic extension to X by
Lemma 8.6.
Lemma 8.7. With this notation φjR→ φR.
Proof. Choose a multiindex M such that I := 〈wM+1〉 ⊂ J . As before let a be an
F -valued holomorphic function in U such that µ = aµˆ, cf. (4.3). Recall that
(8.5) |φ|X = |φa|X′ ,
where OX′ = O/I. Define the F -valued OX′-functions ψj = aφj . It follows from the
hypothesis and (8.5) that ψj is a Cauchy sequence with respect to | · |X′ . Since OX′
is Cohen-Macaulay it follows from the proof of Lemma 8.3 that there is ψ in OX′ and
representatives ψˆj and ψˆ in U such that ψˆj → ψˆ in E(U). Let Φj be representatives of
φj in U . By Proposition 8.5 and (7.2) we have
(8.6) φjR = ΦjR = Φjαµ = Φjαaµˆ = αΦjaµˆ = α(Φja)µˆ = αψˆj µˆ,
where the fifth equality holds since both Φj and a are holomorphic, and the last equality
holds since both Φja and ψˆj are representatives in U of the class ψj in OX′ . Since
ψˆj → ψˆ in E(U), αψˆj µˆ→ αψˆµˆ = αψµˆ. By (8.6) thus
(8.7) φjR→ αψµˆ.
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Let Φ be a representative in U of φ. Since Φ, α and a are almost semi-meromorphic in
U , by (7.2),
(8.8) φR = ΦR = Φαµ = αΦµ = αΦaµˆ.
We claim that
(8.9) αΦaµˆ = α(Φa)µˆ.
In fact, both Φ and α are almost semi-meromorphic in U and smooth in a neighborhood
of each point on Z where OX is Cohen-Macaulay, cf. Lemma 8.3 and Proposition 8.5.
Therefore (8.9) holds in U \W , where W ⊂ Z has positive codimension in Z. Both sides
of (8.9) have the SEP with respect to Z, see Section 7, so (8.9) holds everywhere. The
right hand side of (8.9) is equal to αψµˆ, and so Lemma 8.7 follows from (8.7), (8.8), and
(8.9). 
Since φj are holomorphic, we have by Theorem 8.1 and Lemma 8.7 that 0 = ∇f (φjR)→
∇f (φR), and hence φ is holomorphic in view of Theorem 8.1. Now take L in NX . By
the hypothesis and definition of | · |X , Lφj is a holomorphic Cauchy sequence so it con-
verges to a holomorphic limit H. On the other hand we know that Lφj → Lφ where
OX is Cohen-Macaulay. Thus Lφj → Lφ uniformly. We conclude that |φj − φ|X → 0
uniformly. Thus Theorem 1.1 is proved when Z is smooth. 
9. Resolution of X
Assume that our X of pure dimension n is embedded in the smooth manifold Y of
dimension N as before, and let Z denote the underlying reduced space. There exists a
modification π : Y ′ → Y that is a biholomorphism Y ′ \ π−1Zsing ≃ Y \ Zsing and such
that the strict transform Z ′ of Z is smooth and the restriction of π to Z ′ is a modification
of Z. Such a π is called a strong resolution. Let J˜ be the ideal sheaf on Y ′ generated
by pullbacks of generators of J and consider the relative gap sheaf J ′ = J˜ [π−1Zsing],
which is coherent, cf. [24, Theorem 2]. In fact, one obtains J ′ by extending J˜ so that
one gets rid of all primary components corresponding to the exceptional divisor, and also
possible embedded primary ideals in Z ′ ∩ π−1Zsing. Thus J
′ is the smallest coherent
sheaf of pure dimension n that contains J˜ and such that OY ′/J
′ has support on Z ′.
We let X ′ denote the analytic space with structure sheaf OX′ = OY ′/J
′. Notice that
we have the induced mapping
(9.1) p∗ : OX → OX′ .
In fact, if φ ∈ J , then π∗φ ∈ J˜ ⊂ J ′ so that p∗ in (9.1) is well-defined. We say that
p : X ′ → X is a resolution of X. Notice that p∗ extends to map meromorphic functions
on X to meromorphic functions on X ′.
Lemma 9.1. Assume that φ′ is meromorphic on X ′ and holomorphic on X ′ \ V . Then
there is a unique meromorphic φ on X, holomorphic in X \ Zsing, such that φ
′ = p∗φ.
Proof. Since π is proper it follows from Grauert’s theorem that the direct image F =
π∗(OY ′/J
′) is coherent, and clearly it coincides with OY J outside Zsing ⊂ Y . Moreover,
it contains OX = OY /J since π∗π
−1φ = φ for φ in OX . Thus F/OX has support on
Zsing. Let h be a function that vanishes on Zsing but not identically in Z. Then
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hνF/OX = 0 if ν is large enough. If φ
′ is a section of OX′ , therefore g := h
νπ∗φ
′ is
holomorphic. Thus φ := g/hν is meromorphic and φ′ = p∗φ. 
Lemma 9.2. Let µ be a tuple of currents that generate the OX -module Hom (OX , CH
Z
Y ).
(i): There is a unique tuple µ′ of (N,N − n)-currents in Y ′ with support on Z ′ and the
SEP such that π∗µ
′ = µ.
(ii) A holomorphic function Φ′ defined in a neighborhood in Y ′ of a point on Z ′ is in J ′
if and only if Φ′µ′ = 0.
In view of (ii) thus φ′µ′ is well-defined for φ′ in OX′ . It is not necessarily true that µ
′
is ∂¯-closed. Let p0 = π|Z′ so that
(9.2) V := p−10 Zsing = π
−1Zsing ∩ Z
′.
Since π is a biholomorphism outside π−1Zsing it follows however that ∂¯µ = 0 there. In
the literature such a µ′ is often said to be a Coleff-Herrera current with poles at V ⊂ Z ′.
If h′ is holomorphic and vanishes to enough order on V then 0 = h′∂¯µ′ = ∂¯(h′µ′), and
hence h′µ′ is in Hom (OX′ , CH
Z′
Y ′).
Proof. Recall that µ is pseudomeromorhic, cf. Section 7. By [9, Theorem 2.15] there is
a current T in Y ′ such that π∗T = µ. Since π is a biholomorphism outside π
−1Zsing the
current T must be unique there, in particular it must have support on π−1Z, and the
SEP on Z ′ \ π−1Zsing. If W ⊂ Z
′ has positive codimension, therefore 1W\V T = 0. Let
µ′ = 1Z′\V T . It follows from (7.1) that 1Wµ
′ = 1(Z′\V )∩WT = 1W\V T = 0. Thus µ
′ has
support on Z ′ and the SEP. Moreover, π∗µ
′ = µ outside Zsing and hence everywhere by
the SEP.
Since J ′ has no embedded components, Φ′ is in J ′ if and only if Φ′ is in J ′ on Z ′ \V ′.
This in turn holds if and only if Φ = π∗Φ
′ belongs to J on Zreg which holds if and only
if Φµ = 0 on Zreg. However this holds if and only if Φ
′µ′ = 0 on Z ′ \ V which by the
SEP of µ′ holds if and only if Φ′µ′ = 0 on Z ′. 
Let R be a current in Y with support on Z and the SEP as in Section 8. Recall,
Proposition 8.5, that there is an almost semi-meromorphic current α in Y such that
R = αµ where µ is a tuple of Coleff-Herrera currents that generate Hom (OX , CH
Z
Y ).
Lemma 9.3. There is an almost semi-meromorphic current α′ in Y ′ such that R′ = α′µ′
and π∗R
′ = R.
Proof. There is a modification τ : V → Y such that α = τ∗γ, where γ is semi-meromorphic.
There is a modification V ′ → Y that factors over both V and Y ′. Thus we get an almost
semi-meromorphic α′ in Y ′ such that π∗α
′ = α. It follows that R′ = α′µ′ since this holds
outside V , cf. (9.2), and both currents have the SEP, cf. (7.3). 
10. Proof of Theorem 1.1
Lemma 10.1. Assume that Z is smooth and that L is a holomorphic differential operator
on X that belongs to NX in Z \W , where W has positive codimension. If Z(h) ⊃ W ,
then hrL is in NX for large enough r.
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Proof. Recall that the sheaf NX locally can be considered as a coherent submodule of
OνZ for some large ν. If L is not in NX , then M
′ = 〈J ,L〉/NX is a coherent sheaf with
support on W . By the Nullstellensatz hrM′ = 0 for large enough r. Thus hrL ∈ NX
for such r. 
In a neighborhood U ⊂⊂ X of a given point x ∈ Zsing we have a coherent extension of
NX , cf. Theorem 6.3, that we denote by NX as well. It is enough to prove Theorem 1.1
in U . Let L1, . . . ,Lm be generators for the NX in U , and let U
′ = π−1U .
Lemma 10.2. There are meromorphic differential operators L′j in X
′∩U ′ with poles on
V = p−10 Zsing such that L
′
j(p
∗φ) = p∗0(Ljφ) on U
′ ∩ Z ′ \ V . If h is a holomorphic in U ,
vanishes to high order on Zsing, and h
′ = π∗h, then h′Lj are in NX′.
Since Z ′ is smooth we have the well-defined OX′-module NX′ of Noetherian operators
on X ′.
Proof. Given a holomorphic differential operator T on U there is a holomorphic differ-
ential operator T˜ in U ′ = π−1U with values in a power NνY ′/Y of the relative canon-
ical bundle, and a holomorphic section s of NY ′/Y , vanishing on π
−1Zsing, such that
π∗(TΦ) = s−ν T˜ (π∗Φ). See, e.g., the discussion preceding [9, Corollary 4.26]. Thus
T ′ = s−ν T˜ is a meromorphic differential operator such that π∗(TΦ) = T ′(π∗Φ).
Let Lj be differential operators in U that define Lj and let L
′
j be meromorphic dif-
ferential operators in π−1U such that π∗(LjΨ) = L
′
j(π
∗Ψ). If Φ′ is in J ′ then L′Φ′ = 0
on Z ′ \ V and by continuity also on Z ′. Thus L′j are Noetherian with respect to J
′.
Now let L′j be the induced Noetherian operators on X
′. Since p is a biholomorphism of
non-reduced spaces outside V it follows that L′j must belong to NX′ there. If h vanishes
enough on Zsing thus h
′L′j and hence h
′L′j are holomorphic. After possibly modifying h
it follows from Lemma 10.1 that h′L′j are in NX′ . 
Lemma 10.3. After possibly shrinking U ∋ x there is a holomorphic function H in U ,
not vanishing identically on Z, such that
(10.1) |p∗(Hφ)(z′)|X′ ≤ C|φ(π(z
′))|X , z
′ ∈ Z ′ ∩ U ′.
Proof. Let N̂X′ be the OZ′-module generated by the h
′L′j. Then N̂X′ ⊂ NX′ with
equality outside Z(h′). Therefore NX′/N̂X′ is annihilated by H
′ = π∗H if H is a high
power of h. That is, if T is in NX′ , then H
′T is in N̂X′ and thus H
′T is an OX′-linear
combination of the h′L′j.
Fix a point x′ ∈ π−1(x)∩Z ′. Let Tℓ be a set of generators for NX′ in a neighborhood
V of x′. For any φ we have, with φ′ = π∗φ, and z′ ∈ V,
|H ′(z′)||φ′(z′)|X′ ∼
∑
ℓ
∣∣(H ′Tℓφ′)(z′)∣∣ .∑
j
∣∣(h′L′jπ∗φ′)(z′)∣∣ ≤
∑
j
∣∣π∗(Ljφ)(z′)∣∣ ∼ |φ(π(z′))|X .
On the other hand, if ν is large enough, |Tℓ((H
′)νφ′)| . |H ′Tℓφ
′| for each ℓ and hence
|(H ′)νφ′|X′ . |H
′||φ′|X′ . Denoting H
ν by H thus (10.1) holds for z′ ∈ V. Since π−1(x)
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is compact, (10.1) holds for all z′ in an open neighborhood of π−1(x). Hence the lemma
follows. 
Assume that φj is a sequence as in Theorem 1.1 and let φ
′
j = p
∗φj . It follows from
Lemma 10.3, and Theorem 1.1 in case that Z is smooth, see, Section 8, that there is a
holomorphic function ξ′ on X ′ ∩ U ′ such that H ′φ′j → ξ
′ uniformly in the | · |X′-norm.
Notice that ξ′/H ′ is meromorphic on X ′ ∩ U ′.
Lemma 10.4. With the notation above, φ′jR
′ → (ξ′/H ′)R′ in U ′.
Proof. Since ∂¯µ′ has support on V , ∂¯(g′µ′) = 0 for a suitable g′ = π∗g not vanishing
identically on Z ′. From Lemma 9.2 we conclude that g′µ′ is a tuple in Hom (OX′ , CH
Z′
U ′).
If (z, w) are coordinates in V ⊂ U ′ such that Z ′ ∩ V = {w = 0}, then g′µ′ = adz∧µˆ,
cf. (4.3), for a suitable holomorphic tuple a in V. Using (7.2) and Lemma 9.3 we can now
prove Lemma 10.4 in V in the same way as Lemma 8.7. By compactness Lemma 10.4
holds in U ′. 
By Lemma 9.1 there is a meromorphic ξ on X ∩ U such that ξ′ = p∗ξ. Define the
meromorphic function φ = ξ/H on X ∩ U . Clearly p∗φ = ξ′/H ′ so that
(10.2) π∗((ξ
′/H ′)R′) = φR
outside Z(H) ∩ Z. However, both sides of (10.2) has the SEP with respect to Z so the
equality holds in U . Since π∗(φ
′
jR
′) = π∗(p
∗φjR
′) = φjR we conclude from Lemma 10.4
that φjR→ φR. In view of Theorem 8.1 now Theorem 1.1 follows as in the smooth case
in Section 8.
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