In Heterogeneous Networks (HetNets), Integrating Device-to-Device communication (D2D) techniques presents as a promising solution for improving system performance by offloading traffic from heavily loaded macro cell (MC) to small cells (SCs). For instance, D2D can be used to offload traffic from heavily-loaded cells to light-loaded small cells. However, offloading new users may result in an unfair load distribution among small cells and consequently may affect the quality of service of some users. To achieve better performance and reduce blocking probability load balancing among small cells should be considered when we offload traffic from macro to small cells. In this paper, we consider a centralized offloaded relay selection scheme, in which a cellular provider can decide whether users can assist each other to relay their traffic to small cells. We propose a joint user-relay selection with dynamic load balancing scheme based on D2D communications using the Kuhn-Munkres (K-M) method. The offloading process considers the load from MC to SCs and among SCs. Compared to previous works, our simulation results show that the proposed scheme increases the number of admitted users in the system, and achieves a higher load balancing fairness index among small cells. Also, our scheme achieves a higher rate fairness index among users by adjusting the signal to interference plus noise ratio (SINR) threshold.
Introduction
The constant increase of multimedia applications as well as smartphone devices has resulted in consuming intensive resources [1] . This massive number of de-vices is expected to increase which referred to as the internet of things (IoT). Devices are requesting a massive amount of data rate from their providers. Meanwhile, existing cellular networks are in a challenge to offer a continuous increase in data rate demand because of insufficient available bandwidth, especially in populated areas. To adapt to such massive data traffic demand, several solutions have been proposed such as deploying low power nodes within the macro cell's coverage which called Heterogeneous Networks (HetNets) [2] . HetNets are a solution to improve the performance of the networks [3] . The concept of HetNets is an integration of different sizes of Small cells (SCs) such as Pico cell, femtocell, and relays to achieve higher data rate, guarantee the required quality of service (QoS) and offloading benefits. SCs are proposed to offload the traffic from the macro cell (MC), aiming to provide a higher data rate and improve coverage area. In additional, Device to Device (D2D) communication, is another technique that first introduced in 3GPP Release 12 and 13 [4] . D2D is based on enabling two close mobile users to communicate in a direct connection with each other without the need for a base station.
The concept of D2D was presented in several studies as a promising solution to increase network capacity [5] . In this concept, the user can relay other user's traffic to light loaded SC using its resource [6] [7] . By taking the benefit of these low power nodes, network providers can deploy a number of these nodes within the macro cell's regions or in the poor coverage area. SCs can reuse the macrocell block resource which expands the capacity and extends the coverage. There are two limitations of HetNets, firstly, although the HetNets have better performance regarding the throughput and continuous coverage, limitation of small cell radius and low power transmission are not benefiting it well. On the other hand, these limitations result in reducing the usage of available resources at SCs while the main BS is overloaded and shows the variance in load among all tiers [8] . Secondly, the limited relay selection and the unfair load distribution among tiers, it is exceptionally conceivable that for multi-tier HetNets, some of the small cells are highly overloaded while the others are lightly loaded. An increasingly disagreeable circumstance is that when the macro cell is intensely overloaded, because of the restricted inclusion served by the small cell, some users belonging to macrocell still cannot be served by it even they are close to an un-congested small cell using its resource allocation.
The circumstance may be surprisingly more terrible when there are a group of users that are positioned as crucial users, and their link is unsteady or demanding for other data services. Also, selecting the optimal user relay without considering the capacity of target SC may result in rejecting upcoming another user. To mitigate the data demand at the macro cell, the small cells with D2D relays should be deployed in the coverage of the macro cell. Offloading the traffic from high loaded tier to light loaded tier via small cells directly or using D2D is a successful method to accommodate new users and achieve better performance. However, Offloading scheme without considering the load of target SCs may complicate the issue more.
To address the problems above, load balancing is considered an efficient way to offload traffic from macro to small cell recognized as a suitable solution for LB issue in the literature [9] . The definition of load balancing first appeared in the computer field, where heavy load work distributed among machines. The core concept of load balancing is to equalize the loads at all tiers by redistributing this load to lightly loaded tier. In cellular networks, several techniques proposed in load balancing. We can classify these techniques in 4 categories 1) load balancing based on borrowing a channel from neighboring cell [10] [11] [12] ; 2) load balancing based on admission control [13] ; 3) load balancing based on cell coverage expansion; 4) load balancing based on relay technique (station relay, and user relay). Since, we focus on HetNets, relay selection, and D2D communication; our concern is more about relay traffic techniques using D2D communication concept. Precisely, we focus on the scenario where the users located outside the SCs are offloaded from the MC to the SCs via idle user relays.
In this regards, user relay selection and load balancing in the emerging D2D communications has attracted considerable attention. For instance, in [14] [15] [16] , the authors proposed a D2D relay selection scheme based on link information. Their goal was to find the relay with maximum quality link. In [17] , a matching theory based on relay selection was proposed considering the effect of channel estimation errors. Their work was focusing on comparing the matching approach with the Hungarian method. In [18] , a user relay selection algorithm aiming to motivate the user relay to move from a place to another using a critical payment algorithm proposed. Relay selection and transmission methods were presented in [19] using the Hungarian method; the goal was to improve the overall system throughput. In [20] , the authors discussed the relay selection, power allocation, and sub-channel allocation using the assignment method. They used an iterative Hungarian method, to sub-optimally solve the problem. Also, energy-efficient and relay selection algorithm called a PRS D2D was presented in [21] using matching theory as an optimization method to minimize the overall power consumption. The author in [22] , proposed an algorithm called two-hop relaying distributed load balancing which aims to maximize both the load balancing among base stations and the average user throughput.
In [23] , the authors presented two different schemes to offload data traffic and efficiently balanced the load based on the D2D communication as a relay. They aim to offload traffic from fully loaded MC to adjacent lightly loaded SCs using D2D communication. The probability of finding a user relay in the overlapped area between user coverage and SCs coverage modeled first. Then an algorithm of four different scenarios was presented to offload traffic from MC to SCs aiming to release a resource for upcoming new users [24] . However, in both papers, the LB and URS were not discussed in details. In [25] , the authors proposed a scheduling strategy for LB using D2D-based relay communications in a three-tier heterogeneous network. Their goal is to mitigate the interference among the users using the same frequency band. Also, they aim to maximize the number of users associated to MC with the fair capacity usage of the femtocells while 1) meeting the required SINR, 2) achieving higher throughput, and 3) better energy efficiency. However, they do not discuss the LB among cells in details.
Inspired by works proposed in [23] [24] [25] , a two-stage relay selection, and resource allocation algorithm proposed for device aided device in [26] . In the first stage, a Hungarian algorithm is used to allocate the optimal resource reuse for the user relay (UR), which based on minimizing the interference. Then, the optimal relay is selected from the subset to serve the user that requires a high data rate. This method was mainly developed to accommodate more users in the congested MC, and minimize the interference while guaranteeing minimum requirement. In [27] , the authors formulate the resource allocation jointly with the selection of D2D communication. The aim was to maximize the total sum rate if the system. In [28] , the authors proposed a design of online auction mechanism aiming to motivate the users to participate in D2D load balancing. The goal was to send traffic from loaded cell to light loaded cell.
In summary, the aforementioned works focused on resource allocation, and load balancing between MC and SCs. However, they focus on offloading traffic from congested MC to SC without considering the load among SCs. Offloading traffic could be considered as a solution to deal with traffic from macro to small cells; however, omitting the load balancing among SCs in multi-tier HetNets may result in decreasing the probability of admitting new users and increase the demand at the macro cell. Hence, the design of relay selection schemes able distributing the load among tiers in a proper way and guarantee QoS is of paramount importance to reduce the congestion at the MC. In this context, offloading traffic schemes which forward traffic from congested Macro tier to un-congested SC tier could be considered as a promising solution. However, considering the load balance among the SC will increase the probability of the admittance of the upcoming users regardless of its location. Therefore, these offloading schemes reduce the congestion at the MC, they are still not sufficient for the system.
Motivated by this, this paper presents a novel offloading scheme for HetNets using D2D communications, taking into account the LB among SCs. Precisely, the objective of this paper is to design a scheme to solve the NP-Hard problem with two disjoint sets matching. For this, we use the K-M method. The scheme aims to address the following two main issues: 1) Selecting the suitable UR in order to increase the probability of accepting upcoming new users within the coverage area. 2) Evenly distributing the traffic among small cells to avoid congestion.
The main contributions of this work are summarized as follows: 1) We formulate the relay selection and load balancing problem using D2D communication as a joint problem and model the issue as a bipartite graph problem. The problem involves the selection of each user and its relay and assigning them according to the best global selection. 2) We design a new utility function for solving the NP-Hard problem. The design of our function considers the user-relay link qualities as well as the SCs' capacity. 3) We adopt the K-M method with our matrix to select the optimal relay that maximizes the free resource at each SC for each user. 4) We develop a joint relay selection and load balancing scheme that maximizes both the number of offloaded users and the load balancing index among SCs.
The remainder of this paper is organized as follows: Section II shows the system model and problem formulation with specific constraints. Section III describes our proposed scheme based on the K-M algorithm while the results are presented in Section IV. Finally, section V concludes this work.
System Model and Problem Formulation
In this paper, we consider an up-link multi-tier HetNets consisting of a single MC overlaid with multiple SCs. The SCs are connected to the MC via a backhaul link based on optical fiber. The SCs are grouped in non-overlapping clusters [29] , as shown in Figure 1 . Without a lack of generality, we focus in our study on one of these clusters. Afterward, our proposed study is easily applicable to the rest of the clusters. We assume a scenario, where the MC offers a fraction of the available resource blocks (RBs) to the SCs, used to offload users when the MC is congested. We assume that this fraction is not used by the MC and is only kept for the SCs. We denote by N B the number of RBs within this fraction.
We study the case where the MC is congested and the SCs are not fully loaded. In this case, the MC tries to offload some of its users, located outside the range of SCs, to these SCs in order to be able to accept new upcoming users. Moreover, we consider that the idle users located within the range of each SCs, are willing to assist other users by acting as relays. In the rest of this paper, we denote these users by "relays". We assume that each relay can serve only one user at a time using the same RB and two-way relaying [30] . As a result, the uplink communication is affected by the interference coming from all users and relays in neighbor SCs that are using the same RB. Consequently, an offloaded user is expected A. Omran, M. Kadoch to be served by an SC via a D2D relay located in its neighborhood. This cooperation is important to offload the MC traffic to SCs to be able to serve upcoming MC users that might be out of the SCs range.
Hence, our objective is to select the users that will be offloaded, denoted by offloadable users (OUs). Let N OU be the number of users to be offloaded, i.e. Offloadable users and N R the number of available relays. Also, we denote N SC the number of SCs within the considered cluster. We aim to assign the maximum number of OUs to the SCs via the available relays while 1) respecting the SCs' loads limits, 2) balancing the load among the SCs. We assume that for each SC, its load is limited to max L users, i.e., a given SC is not able to serve more than max L users at a time. However, at the moment where MC is planning to offload some of the OUs, each SC is already serving a certain number of users. We de-
, the of number free spots in the j th SC. Table 1 describes all the notations used in the system.
Problem Formulation
Our main objective in this work is to maximize the number of served MC offloaded users using SCs via D2D communication in a balanced way, i.e., guaranteeing a high fairness index among SCs (in the evaluation of our solution, we use the Jain fairness index [31] ). Besides, we aim to optimally associate the relays with users in a way to reach our objective.
The final solution of this problem is an assignment matrix noted ∆ con- We propose to solve this problem by building a utility matrix denoted by C based on a newly designed utility function. This utility function takes into account the link quality between users and relays (to maximize the number of (2) indicates that a serving relay, cannot serve more than one user. The constraint in (3) indicates that a served user, cannot have more than one connection. The constraint in (4) indicates that a user cannot be assigned if the link distance is over the distance threshold th d and the link SINR is below the SINR threshold th γ . The constraint in (5) indicates that the number of served users in each SC cannot exceed the number of its available RBs. Note that this problem is a combinatorial problem, meaning that this problem is a non-deterministic polynomial-time hard (NP-hard) problem as the optimization variables , n m δ are binary。
Proposed Scheme
In this section we describe our proposed assignment solution for the problem (1), (5) . We utilize D2D communications associated with the K-M method [32] [33] in order to offload some of the users that are close to lightly loaded SCs. We aim to maximize the number of served users in the system. At the same time, we aim to select the users that maximize load fairness among SCs. In order to avoid high computational complexity, we first propose to reduce the space of feasible solutions by qualifying possible links. These links, between the offloadable users and the relays, are chosen such as the related distance and SINR are respecting certain conditions. Hence, we start our scheme by evaluating the link quality between MC users and relays to select the offloadable users and candidate relays.
Then, we build the user-relay link quality matrix denoted by M. In the next step, we prepare our utility function to construct the utility matrix, C, quantifying the load balance of all possible users to SC associations. Later, we formulate the final A. Omran, M. Kadoch selection using the KM algorithm. Finally, we check the assignments, results respect the constraints. If the constraints respect select as an optimal solution, otherwise, remove the users with the lowest link quality.
Nominating Users-Relays Candidate
The objective of this step is to reduce the number of possible links in order to avoid having huge feasible solutions. In fact, instead of considering all the possible user-relay links, we focus only on links that are likely to be selected. We call this operation as the nomination of user and relay candidates. For this reason, we adopt two link quality methods to nominate a user-relay link based on the distance and the SINR as described below: 1) Distance method: Given a predefined distance threshold th d , any link that has a range less than or equal to this distance threshold is indicated as a nominated link.
2) SINR method: given a predefined threshold SINR th γ , any link, that has an SINR greater than or equal to this threshold, is indicated as a nominated link. Based on the information reported from each user to the MC, and the exchanged information between MC and SCs through X2 interface, when the MC gets a certain congestion threshold, the determines the users that are located close to light loaded SCs and then makes a decision regarding the nominate of all the links between them and available relay.
Note that, the SINR estimation is performed based on the links distance as well as the information available at the MC.
In order to compute the SINR value for each user to SC link, relay to SC link, and user to relay link, we distinguish two types of users; directly associated users and relayed users. For users directly associated the SINR is calculated as:
where SINR b n j − is the signal to interference plus noise ratio for the n th served user occupying the b th resource block. N R is the total number of relays selected in all SCs to serve the users. N 0 is the system terminal noise. P is the transmitted power which is assumed to be the same for all users and relays. h is the channel gain where j indicates the corresponding SC where its superscript indicates the resource block at which the SINR is evaluated and its subscript indicates the users, relays, or SCs for the evaluated link. For users which are served via relays, we consider the minimum SINR of the two links , MC users -relays link and relays -SCs link. Since the SINR for user -relay link is not significative to the communication. considering Users have two relays and these relays are belong to the same SC or two different SC. When the link between user and first relay is better than the second relay, the communication link between the relay and SC for the second relay could be better than the first relay. Since, the SINR link quality for the relayed user is based on both links (user-relay link and relay-SC link), the link quality is calculate as follow:
where, SINR 
For the second link (relay-Sc link), the SINR is obtained as:
The list of all users and relays that have at least one qualified link are collected and named , respectively, as detailed in the first part of the proposed Algorithm 1.
Construct Bipartite Graph
We recall that our objective is to offload the MC users located outside the SCs Algorithm 1. Dynamic D2D load balancing scheme.
A. Omran, M. Kadoch while maintaining a balanced load among these SCs. In order to achieve this objective, we formulate our problem as a bipartite Graph as ( )
 where U, R, and E represent the set of offloadable users, relays, and edges, respectively, described as follows:
1) The set of offloadable users U: which consists of | n OU U u n N = ∈ elements, where n u denote the n th user and each th U has a vertices to at least one of the opposite sets.
2) The set of candidate relays R: which consists of 3) The set of edges E: denote the available free resources at the target SC and can be calculate as in next equation.
Based on the logic of bipartite graph, that each element in each set should has at least one edge to the opposite set. The following definition will describe the result of bipartite graph.
Definition: G′ is sub graph of the original graph G, where
and , U R ′ ′ and E′ are the selected elements from each set if U U ′ ⊆ , R R ′ ⊆ , and E E ′ ⊆ , and all of these vertices has value greater than zero.
Definition: For our bipartite graph ( )
as sum of all cost of all selected edges in G, and is discussed in the designation of our utility function. Since our objective is the relay selection and the need to distribute the load in a balanced way, we use a low complexity method called KM algorithm to find the optimal one to one matching.
To implement the assignment in our scenario, we design a new utility function , n m C that represents the cost value on the edges between each users and
Hence, we define the utility matrix that correspond to the cost of each association, 
Note that as
≤ , the KM algorithm will give more importance to the assignment than the free spots in a given SCs. Hence, the utility matrix C is designed in a way to consider the user-relay links quality as well as the SC available free spots. Note that the KM algorithm, we maximize the utility function while performing a one to one assignment. Hence, we need to give higher priority to the assignment than the SCs' state. Consequently, we propose that, in order to consider the user-relay link quality, the element By such design, the KM algorithm is applicable to our scenario and the relay selection that makes the SCs are equal in load can be obtained.
Optimal Assignment Matching and Fairness Assignment
We recall that, it is our aim to maximize the utility function matrix C that we defined in the subsection 3.2. In order to solve this problem, we choose the KM method since this algorithm optimizes the utility function while aiming to reach a maximum number of assignments. In the literature, the KM algorithm is used to solve assignment problems where a one-to-one matching solution is identified as the maximum cost of bipartite graph A of graph G [19] and maximum matching vertices. This corresponds in our case in maximizing the number of offloaded users while maintaining a balanced load among the SCs. Therefore, to find the user-relay assignment, we apply the KM algorithm on our utility matrix C. The KM method is summarized in the following steps.
1) Transforming the matrix C into a square matrix (this can be done by zero paddings).
2) Finding the smallest value in each row of C and subtract this value from the entire row.
3) Finding the smallest value in each column of C and subtract this value from the entire column.
4) Drawing a line to cover the rows and columns that have zeros.
5) If the number of covered rows and columns are equal to the size of the matrix, we obtain the optimal assignment. Otherwise, we proceed to the next step.
6) Finding the smallest value in all non covered elements in C and subtract the smallest value from the non covered rows and add this value to each covered columns. Go to step 4.
7)
If the number of covered rows and columns equal to the size of the matrix.
Then, the set of assignment of users and relays is achieved. Otherwise, repeat step 6 until reaching the final assignment.
However, the resulting solution does only satisfy the constraints (2) 
Complexity Analysis
If we perform an exhaustive search and compute the number of served users based on all possible link possibility, The computational complexity of the exhaustive search, ES C can be obtained by
In our proposed algorithm, the computational complexity is related to the complexity of the KM algorithm which is reduced to a polynomial time as follows [34] ( )
Hence, the proposed algorithm is efficient as it solves the problem in a polynomial time.
Computing the Fairness Index
In this paper, we used the Jain fairness index to evaluate the fairness among SCs and users. The following equation defines the fairness index (FI) number of users in each SCs and SCs N indicates the number of SCs in the cluster. 
The SCs can be balanced when the index value is equal to 1 (SCs have equal loads).
Case Study
We consider a scenario with a cluster consisting of three SCs as shown in Figure   3 . We assume 8
,candidate R N where the candidate relays are { } 1  2  3  4  5  7  8  9 , , , , , , , R R R R R R R R within the SCs that are ready to assist offloaded users. We assume 7 
In Figure 3 , the arrows indicate the links that meet the required distance and SINR link quality. We can see that: U have a unique relay, i.e., a relay that is not a candidate for another user.
3) 9 U has only one candidate relay that is also a candidate for 6 U .
From this setup, depending on the assignment algorithm, 9 U can not be offloaded because this user is competing with 6 U on 1 R .
When the random user relay selection (RRS) scheme is used, 6 U has a probability of 50% of not being offloaded. The nearest user relay selection (NRS) scheme results in the following assignment: 
As a result, the total number of offloaded users is 6 and the achieved fairness among SCs is 0.94.
The K-M method with aiming to minimize the global distance will results in the following assignment matrix: 
where, the total number of offloaded users is 7 and the achieved fairness among SCs is 0.90.
In our proposed scheme i.e., following Algorithms, we construct the utility matrix M N U × , then, after applying Algorithm, we obtain the user-relay assignment indicated by the gray boxes as follows: 
where, the total number of offloaded users is 7 and the achieved fairness among SCs is 0.95. It is clear from this example that, in all cases when the KM approach is used to solve the user-relay selection, we obtain the same number of offloaded users. However, our proposed utility function is able to achieve the maximum fairness among the SCs.
Numerical Results
In this section, we evaluate the performance of our proposed schemes, mainly the capability to admit more users into different SCs in a balanced way.
Simulation Parameters and Assumptions
We consider a cluster consisting of four SCs. We assume the coverage areas of the SCs to be non-overlapped circles covering together about 40% of the cluster area. The users are distributed randomly in the cluster area outside the SCs' coverage according to a Poisson Point Process with an average number of users ( users λ ) that varies between 10 to 60. The users located in the coverage area of the SCs are directly connected to their loaded SCs and represent the existing load. However, users outside the SCs coverage are considered to be MC users and candidates for offloading. In our simulation, we consider two different scenarios with the same simulation parameters but with different SC loads. In the first scenario, we assume a semi-balanced existing load in the four SCs, i.e., 12, 15, 10, and 11 users. In the second scenario, we assume significantly imbalanced load among the four SCs, i.e., 1, 15, 5, and 10 users. We consider that these two scenarios allow us to compare the efficiency of the different schemes in admitting new users while keeping a balanced load among the SCs. Table 2 lists the main simulation parameters related to the used channel models, transmitted power, distance, and SINR thresholds, etc. We assume that each SC has 30 RB that are reused in the other SCs. Each user can only occupy one block resource. Hence, the maximum number of users that can be accommodated by all SCs is 120. The Jain fairness index is used to evaluate the fairness among SCs as described in Equation (13) .
We compare the performance of our proposed schemes with three relay selection methods proposed in the literature as benchmarks: 1) Random User Relay Selection (Random RS), where each user can select a relay randomly from available candidate relays [25] [26] .
2) Nearest User Relay Selection (Nearest RS) where the relay with the minimum distance is selected as a serving relay [25] [26] .
3) Hungarian method min-dist approach, where the objective function is to minimize the global distance i.e., selecting the set of relays that minimizes the total user-relay distances.
Our proposed schemes based on the SINR as link quality is denoted by "Proposed D2D-SINR", and propose a scheme based on our algorithms but with a link quality based on the distance only and is called "Proposed D2D-dist".
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Results and Discussion
In Figure 4 (a) and Figure 4 (b), we highlight the total number of served users in the cluster after performing the assignment for both the first and second scenarios, respectively. The results in Figure 4 illustrate the different performance of the studied schemes i.e., the Random RS, Nearest RS, Proposed D2D-Dist, Proposed D2D-SINR, and K-M min-Dist. We clearly show that the two proposed D2D schemes, as well as the K-M min-Dist scheme, serve the same high number of users which is higher than the remaining two schemes. As the number of offloadable users increases, the advantage of using our proposed scheme, despite the optimization method, compared to the Random RS and the Nearest RS schemes prevails. The reason behind this result is related to the fact that the K-M algorithm always considers the global assignment. Hence, the K-M algorithm a maximizes the probability of accepting new users.
Despite the fact that using the K-M algorithm with different utility functions doesn't affect the number of admitted users, using any of our proposed schemes (i.e., D2D Dist or D2D SINR) not only admits more users in the system, but also results in the optimal relay selection which leads to distributing the load among SCs in a balanced way. we offload the maximum possible number of users and maintain the highest possible fairness index. Note that, the difference in performance among the different K-M schemes vanishes as the number of users increases compared to the number of available relays. The comparison of, Figure 5 (a) and Figure 5 (b) shows that, as the existing load becomes unbalanced, our proposed approaches provide more advantage in terms of load balancing index. For example, when the existing load is semi-balanced (scenario 1), the provided improvement using our proposed scheme is less than 1%. However, in the case of significantly imbalanced existing load (scenario 2), the provided improvement using our proposed schemes is between 4% and 5%.
As the existing load is more unbalanced, given that most users have more than one candidate relay belonging to different SCs, the importance of using our approach becomes more pronounced because the proposed schemes consider the relay selection as well as the load balancing jointly. Figure 5 (a) and Figure 5 (b) illustrates the fact that using our utility function with the K-M algorithm associated the users to the low loaded cell as the first order, the cells with low loaded traffic will get higher priority than the one that has a higher number of users. It also shows the difference between the previous load and new offloaded users respectively.
We clearly show that for all schemes, when one of the cells get overload, our algorithm removes the users that make the SC overloaded and keep them associated with MCs. Figure 6 (a) and Figure 6 (b) shows the offloading efficiency. This offloading efficiency is defined as the ratio between the number of actual offloaded users to the number of offloadable N OU . We show that our schemes based on the K-M approach performs the same and keeps admitting new users as long as there are enough available relays in the system. If the number of offloadable users exceeds the number of available relays, the offloading efficiency for all schemes decreases. Figure 7 (a) and Figure 7 (b) shows one of the important factors to be considered when comparing the different studied approaches, namely fairness among users. That is, we evaluate the fairness achieved among the rate of the individual users served by the system. Therefore, after deciding the offloaded users using each approach, we calculate the user fairness index as a function of the number of offloaded users as seen in Figure 7 . For the proposed D2D-SINR approach, we perform this comparison using different SINR thresholds ( 0 th γ = , 5, and 10 dB), aiming to control the quality of the link of the offloaded users before performing the user-relay association (see section 1). That is, the lower the threshold is, the more the candidate relays for each user. This threshold allows us to keep a balanced load among the SCs without sacrificing the link quality of the offloaded users. In other words, the utility function related to the balance among the SCs is related to users that have sufficiently good link quality to achieve an acceptable rate. In addition, Figure 7 illustrates the relative performance of the different schemes in terms of the rate fairness index among all admitted users. We first show that all schemes using the KM approach outperform significantly the Nearest RS and Random RS approaches. In addition, we show that by controlling the SINR threshold, we can adjust the performance of the proposed D2D-SINR approach such that we achieve both balanced load distribution among the SCs as well as fairness rate among all admitted users.
Proposed Solution Evaluation
We evaluate the performance of the proposed solution by performing Monte Carlo simulation where we run 10000 trials for different density of users and number of SCs (defined here as the ratio Offloaded users Total users directly served in the SCs ν = ), the efficiency of our utility function (defined as Fairness using our approach Best possible fairness η = ) increases, and J is the number od SCs. As the system gets more loaded Figure 8 shows that in the worst case scenario of having a limited number of users and SCs, our approach achieves not less than 85% of the maximum possible fairness.
As the system gets more congested with more SCs, our approach almost achieves the maximum possible fairness. Our simulations show that the worst achieved performance of our utility function in terms of achieving the maximum fairness takes place when we have a very limited number of SCs and very lightly loaded system.
Conclusion
In this paper, we proposed a joint user-relay selection and a load balancing scheme in order to offload macro-cell users in small cells. In our scheme, idle users are acting as relays and are assisting in offloading users based on Device-to-Device communications. We introduced a new utility function that takes into account the impact of the previous load and we used the K-M method to solve it. In the numerical result, we showed that our proposed scheme preserves the same number of users as the traditional approaches (i.e., using global minimization/maximizing of distance/SINR), while achieving a higher load fairness index among small cells, as well as a higher rate fairness index among users. The positive impact of our proposed schemes is even higher in the case of significant imbalanced initial load among small cells.
