This paper is concerned with linear-quadratic-Gaussian (LQG) control for a field-mediated feedback connection of a plant and a coherent (measurement-free) controller. Both the plant and the controller are multimode open quantum harmonic oscillators governed by linear quantum stochastic differential equations. The control objective is to make the closed-loop system internally stable and to minimize the infinite-horizon quadratic cost involving the plant variables and the controller output subject to quantum physical realizability (PR) constraints. This coherent quantum LQG (CQLQG) control problem, which has been of active research interest for over ten years, does not admit a solution in the form of separation principle and independent Riccati equations known for its classical counterpart. We apply variational techniques to a family of discounted CQLQG control problems parameterized by an effective time horizon. This gives rise to a homotopy algorithm, which is initialized with a PR (but not necessarily stabilizing) controller and aims at a locally optimal stabilizing controller for the original problem in the limit.
INTRODUCTION
Control by interconnection aims to achieve certain dynamic properties of a plant through its interaction with other systems without digital signal processing. This control paradigm is particularly important in application to quantum systems whose variables are noncommuting operators on a Hilbert space governed by the laws of quantum mechanics and quantum probability (H2001; S1994). Using coherent quantum controllers with direct or field-mediated coupling (JG2010; ZJ2011) to quantum plants provides a measurement-free feedback architecture, which avoids back-action effects and the loss of quantum information accompanying the process of measurement.
For open quantum harmonic oscillators (OQHOs), described by linear quantum stochastic differential equations (QSDEs) in the framework of the Hudson-Parthasarathy calculus (HP1984; P1992), the coherent quantum feedback leads to a fully quantum closed-loop system which is also organized as an OQHO (NY2017; P2017). Wellposedness (internal stability) and mean square performance criteria (quadratic cost minimization for the plant variables and controller output variables) for such quantum systems are similar in many respects to those in linear-quadratic-Gaussian (LQG) control theory for classical stochastic systems (KS1972) . However, an essential distinction is the presence of physical realizability (PR) constraints (JNP2008) , which reflect the preservation of canonical commutation relations (CCRs) for quantum system variables and the parameterization of their dynamics in terms of energy and coupling matrices. These PR conditions make the coherent quantum LQG (CQLQG) control setting (MP2009; NJP2009) a constrained covariance control problem which does not admit a solution in the form of the filtering-control separation principle and independent Riccati equations known in the classical case. Coherent quantum filtering problems (MJ2012; VP2013b), which are feedback-free versions of the control settings, also involve the PR constraints. In the absence of classical separation structure, the CQLQG control problem can be solved numerically by using the gradient descent (SVP2017) which employs Frechet differentiation of the mean square cost being minimized (VP2013a) and other variational and symplectic geometric techniques. This algorithm requires an internally stabilizing coherent quantum controller as an initial approximation, and the stabilization problem is also complicated by the PR constraints.
The present paper approaches the infinite-horizon CQLQG control problem as a limiting case of its discounted version, which employs (similarly to (B1965)) time averaging with an exponentially decaying weight specified by an effective time horizon (ETH). The discounted CQLQG control problem involves a relaxation of the internal stability constraint, which becomes inactive in the zero ETH limit and is essentially recovered as the ETH goes to infinity. We develop the first and second-order necessary conditions of optimality for the family of discounted problems, and use them for a zero-to-infinite horizon homotopy algorithm, similar to (MB1985; VP2018), which is initialized with a (not necessarily stabilizing) coherent quantum controller and aims at a locally optimal solution for the original problem in the limit.
The paper is organized as follows. Section 2 describes the class of quantum plants with coherent quantum feedback being considered. Section 3 discusses the parameterization of the closed-loop system in terms of energy and coupling matrices. Section 4 describes the infinite-horizon coherent quantum LQG control problem and revisits the first-order conditions of optimality. Section 5 specifies a family of CQLQG control problems with discounted mean square costs and provides first-order optimality conditions. Section 6 discusses second-order conditions of optimality and strongly locally optimal controllers for the discounted CQLQG control problems. Section 7 describes a class of normal solutions for this family of problems and a homotopy differential equation. Section 8 provides concluding remarks.
QUANTUM PLANT AND COHERENT QUANTUM CONTROLLER
Consider a quantum plant and a coherent quantum controller which are organised as OQHOs interacting with each other in a measurement-free fashion through bosonic fields. In addition to the field-mediated interaction, the plant and the controller also interact with external bosonic fields; see quantum Wiener processes w 1 , . . . , w m 1 and ω 1 , . . . , ω m 2 (with even m 1 , m 2 ) on symmetric Fock spaces (HP1984) F 1 , F 2 , respectively. These processes are assembled into the vectors
and have the Ito tables dwdw T = Ω 1 dt, dωdω T = Ω 2 dt, dW dW T = Ωdt, (2) with the quantum Ito matrices Ω 1 , Ω 2 , Ω given by
where I m is the identity matrix of order m, ⊗ is the Kronecker product of matrices, and J spans the subspace of antisymmetric matrices of order 2. The augmented quantum Wiener process W in (1) acts on the tensor-product Fock space F := F 1 ⊗ F 2 . As OQHOs, the plant and the controller are endowed with initial Hilbert spaces H 1 , H 2 and an even number n of dynamic variables x 1 (t), . . . , x n (t) and ξ 1 (t), . . . , ξ n (t) which are time-varying self-adjoint operators on the space
where H 0 := H 1 ⊗ H 2 is the initial plant-controller space. The plant and controller variables are assembled into the vectors
and satisfy the following CCRs with nonsingular matrices Θ 1 , Θ 2 ∈ A n , Θ ∈ A 2n (with A n the subspace of real antisymmetric matrices of order n):
The plant variables commute with the controller variables at every moment of time, that is, [x, ξ T ] = 0 (8) (in accordance with the block-diagonal structure of Θ in (7)), since these operators act initially (at time t = 0) on different spaces H 1 , H 2 , and the system-field evolution preserves the CCRs. The output fields y 1 , . . . , y p 1 and η 1 , . . . , η p 2 of the plant and the controller (which mediate their interconnection) are time-varying self-adjoint 2 operators on the space H assembled into the vectors y := (y k ) 1 k p 1 , η := (η k ) 1 k p 2 . The Heisenberg dynamics of the plant variables and the plant output are governed by linear QSDEs dx = Axdt + Bdw + Edη,
10) are given matrices. The feedthrough matrix D is formed from conjugate pairs of rows of a permutation matrix of order m 1 , so that p 1 is even and satisfies p 1 m 1 , with
and hence, D is of full row rank. The quantum Ito matrix Ω 1 of the plant output fields in (9), defined by dydy T = Ω 1 dt and computed as Ω 1 := DΩ 1 D T = I p 1 + i J 1 , has an orthogonal imaginary part J 1 := DJ 1 D T (12) (that is, J 2 1 = −I p 1 in view of J 1 being antisymmetric). The structure the matrices A, B, C, E of the quantum plant in (10) is discussed in Section 3. The first QSDE in (9) is driven by the external input field w and the controller output η which corresponds to the actuator signal in classical linear control theory (KS1972) . Similarly, the second QSDE in (9) for the plant output y resembles the equations for noise-corrupted observations with a "signal" part z := Cx.
(13) However, the quantum process y is qualitatively different from the classical observations because its entries are operator-valued, and the noncommutative quantum nature of the output fields y 1 , . . . , y p 1 makes them inaccessible to simultaneous measurement. This noncommutativity is seen from the relation [y(s), y(t) T ] = 2i min(s,t) J 1 for all s,t 0, whose right-hand side does not vanish. The dynamic variables and output fields of the coherent quantum controller satisfy the linear QSDEs dξ = aξ dt + bdω + edy,
Similarly to D in (9), (11), the controller feedthrough matrix d in (14) is also of full row rank and consists of conjugate pairs of rows of a permutation matrix of order m 2 , so that p 2 is even and satisfies p 2 m 2 , with dd T = I p 2 .
Accordingly, the quantum Ito matrix Ω 2 of the controller output fields in (14), which is defined by dηdη T = Ω 2 dt and computed as Ω 2 := dΩ 2 d T = I p 2 + i J 2 , has an orthogonal imaginary part
with J 2 2 = −I p 2 . In what follows, it is assumed that the matrix d (which quantifies the "amount" of noise ω in the controller output η) is fixed, while the matrices a, b, c, e in (15) can be varied as specified in Section 3. Similarly to (13), the drift vector ζ := cξ (18) in (14) plays the role of a "signal" part of the controller output η as a quantum noise-corrupted actuator process. The matrices b, e in (14) are the gain matrices of the controller with respect to the controller noise ω and the plant output y in (9). The combined set of QSDEs (9), (14) governs the fully quantum closed-loop system shown in Fig. 1 . In view of the analogy between the process ζ in (18) and the actuator signal in the classical LQG approach, the performance of the coherent quantum controller will be described by using the infinite-horizon and discounted mean square cost functionals in terms of an r-dimensional process
where F ∈ R r×n , G ∈ R r×p 2 are given matrices. The entries of Z are time-varying self-adjoint operators which are linear combinations of the plant variables and the controller output variables from (18) whose relative importance is specified by the weighting matrices F, G. It is assumed that G is of full column rank: (19) is not reducible to a smaller number of linear combinations of ζ 1 , . . . , ζ p 2 and all the entries of ζ will be penalized for large mean square values, similarly to the classical LQG control settings (KS1972) . In other respects, the matrices F, G in (19) are not subjected to physical constraints, and their choice is dictated by the control design preferences. The process Z in (19) can be expressed in terms of the combined vector X of the plant and controller variables in (6) governed by
where the QSDE is driven by the augmented quantum Wiener process W from (1) on the tensor-product Fock space F. The matrices A ∈ R 2n×2n , B ∈ R 2n×m , C ∈ R r×2n of the closed-loop system (21) are computed by combining the QSDEs (9), (14) with (18), (19) as
While the matrices F, G in (19) can be arbitrary, the matrices A , B of the QSDE in (21) are of specific structure (JNP2008) inherited by the fully quantum closed-loop system from the plant and controller. 3
ENERGY OPERATORS AND PHYSICAL REALIZABILITY OF THE CLOSED-LOOP SYSTEM
The plant-controller dynamics are specified by energy operators (the system Hamiltonian and the system-field coupling operators) which are quadratic and linear functions of the system variables. More precisely, the plant matrices A, B, C, E in (9) and the controller matrices a, b, c, e in (14) are given by
where use is made of the matrices J 1 , J 2 from (12), (17). Here, R 1 ∈ S n is the energy matrix of the plant (with S n the subspace of real symmetric matrices of order n), and M 1 ∈ R m 1 ×n , L 1 ∈ R p 2 ×n are the matrices of coupling of the plant with the external input field w and the controller output η, respectively. Similarly, R 2 ∈ S n is the energy matrix of the controller, and M 2 ∈ R m 2 ×n , L 2 ∈ R p 1 ×n are the matrices of coupling of the controller with the external input field ω and the plant output y. The energy and coupling matrices parameterize the individual Hamiltonians
and the vectors
ξ of coupling operators for the plant and controller.
Lemma 1. The energy matrix R ∈ S 2n of the closed-loop system (21) and the matrix M ∈ R m×2n of coupling between the system and the external input field W in (1) can be computed as
Here, R 1 , M 1 , L 1 and R 2 , M 2 , L 2 are the energy and coupling matrices of the plant and the controller, respectively.
Proof. Substitution of the matrices A, E, a, e from (23)-(26) into the matrix A in (22) yields
On the other hand, similarly to the structure of the matrices A, a in (23), (25),
(30) Since the matrix J in (4) is antisymmetric, the closed-loop system energy matrix R ∈ S 2n is uniquely recovered
, which leads to the first equality in (28) in view of the symmetry of R 1 , R 2 and antisymmetry of J 1 , J 2 . Here, S(N) := 1 2 (N + N T ) is the symmetrizer of matrices, and use is also made of the block diagonal CCR matrix Θ of the plant and controller variables from (7). By a similar reasoning, substitution of the matrices B, E, b, e from (23)-(26) into the matrix B in (22) yields
On the other hand, similarly to the structure of the matrices B, b in (23), (25), the coupling matrix M of the closed-loop system is obtained from B as M = − 1 2 B T Θ −1 , which leads to the second equality in (28). In accordance with physical realizability (PR) conditions for OQHOs (JNP2008; SP2012), the closed-loop system matrices A , B in (29), (31) satisfy
(32) Here, J = ImΩ from (4) is the CCR matrix for the combined quantum Wiener process W in (1), (2) in the sense that [dW , dW T ] = 2iJdt.
Lemma 1 (given above for completeness) can also be established by using the quantum feedback network formalism (GJ2009) which allows for calculation of global energy operators in terms of local parameters for arbitrary interconnections of quantum stochastic systems. In view of (28), the Hamiltonian of the closed-loop system is the following quadratic function of the plant and controller variables (6):
(33) Here, use is also made of the drift vectors z, ζ of the plant and controller outputs from (13), (18) and the commutativity (8) between the plant and controller variables, which implies [x, ζ T ] = 0, [z, ξ T ] = 0, [z, ζ T ] = 0. If the matrices L 1 , L 2 (which quantify the field-mediated coupling between the plant and the controller) vanish, then so also do the off-diagonal blocks of the energy and coupling matrices R, M of the closed-loop system in (28). In this case, the Hamiltonian H in (33) reduces to the sum of the Hamiltonians (27). 4
Since detΘ 2 = 0, the gain matrices b, e of an arbitrary coherent quantum controller in (25), (26) are related by linear bijections to the corresponding coupling matrices M 2 , L 2 . Moreover, the matrices a, c of such a controller are parameterized by the triple
(35) Here, the Hamiltonian part 2Θ 2 R 2 ∈ Θ 2 S n of the matrix a (in the sense of the symplectic structure specified by Θ 2 ) depends linearly on the energy matrix R 2 of the controller, while its skew Hamiltonian part − 1
In view of the condition det Θ 1 = 0, the matrices A, C of the quantum plant admit similar representations:
Regardless of a particular performance criterion, the relations (35), which couple the matrices a, c to b, e, make the optimization of the coherent quantum controller (14) qualitatively different from the classical optimal control problems. In particular, the second equality in (35) shows that the coherent quantum controller needs an "intake" of the external quantum noise ω (with b = 0) in order to produce a useful output η with a nonzero drift component ζ in (18). Since d is of full row rank due to (16), and J 2 , Θ 2 are nonsingular, the linear map R n×m 2 ∋ b → c ∈ R p 2 ×n in (35) is surjective, so that c can be assigned any value by an appropriate choice of b. In view of (35), the closed-loop system matrix A in (22) depends on the controller triple Π from (34) in a quadratic fashion:
This dependence complicates the problem of finding an internally stabilizing coherent quantum controller (which makes the matrix A Hurwitz). Such system stabilization under PR constraints is part of mean square optimal coherent quantum control problems.
INFINITE-HORIZON COHERENT QUANTUM LQG CONTROL PROBLEM
Similarly to the LQG paradigm for classical stochastic systems (KS1972), the averaged behaviour of OQHOs can be quantified in terms of mean square performance criteria. For the closed-loop system in (21), an infinite-horizon quadratic cost is provided by
Here, Eϕ := Tr(ρϕ) is the quantum expectation over an underlying density operator ρ := ρ 0 ⊗ υ on the systemfield space H in (5), with ρ 0 the initial quantum state of the plant and controller on H 0 , and υ is the field state on the Fock space F. Also,
is a time-varying positive semi-definite quantum variable whose expectation yields a nonnegative-valued integrand in (37). In view of the orthogonality of the subspaces S n , A n in the sense of the Frobenius inner product ·, · of matrices (HJ2007), (21), (37), (38) imply that (NJP2009)
where
with ImE(X (t)X (t) T ) = Θ the CCR matrix from (7). In what follows, the state υ of the input field W is assumed to be the vacuum state (P1992). Then, for any stabilizing controller and any initial system state ρ 0 with finite second moments, that is, 
where Σ := Ξ(0) = ReE(X (0)X (0) T ). In view of (39), (46), the mean square cost functional V coincides (up to the factor of 1 2 ) with the squared H 2 -norm of the transfer function for an auxiliary classical linear system with the state-space realization triple (A , B, C ) and also admits the following representations:
(48) Here, associated with any stabilizing controller is the infinite-horizon observability Gramian (KS1972) of the pair (A , C ):
which is the unique solution of the ALE
(50) Also, Γ := QP (51) is a diagonalizable matrix whose eigenvalues are the squared Hankel singular values (KS1972) for the state-space realization triple (A, B, C ). The matrix Γ will be referred to as the Hankelian of the closed-loop system. Now, the coherent quantum LQG (CQLQG) control problem (NJP2009) is formulated as the minimization V → inf, Π ∈ P (52) of the mean square cost (37) (computed in (39) or (48)) over the matrix triples (34) from the set P := {Π ∈ U : A in (36) is Hurwitz}, (53) which reflects the internal stability requirement. With the set U in (34) being regarded as a Hilbert space with the direct-sum inner product (r 1 , b 1 , e 1 ), (r 2 , b 2 , e 2 ) U := r 1 , r 2 + b 1 , b 2 + e 1 , e 2 , the functional V is Frechet differentiable on the open subset P ⊂ U. The U-valued Frechet derivative
with respect to the controller parameters is provided below (VP2013a, Lemma 3, Theorem 1). Theorem 2. Suppose the closed-loop system (21) is driven by vacuum fields, and the initial plant and controller variables in (6) satisfy (41). Then, for any stabilizing coherent quantum controller, described by (14), (35), the partial Frechet derivatives of the mean square cost V in (37) with respect to the matrices R 2 , b, e from (53) can be computed as
Here, A(N) := 1 2 (N − N T ) is the antisymmetrizer of matrices, the matrix J 1 is given by (12), and the Gramians P := (P jk ) 1 j,k 2 , Q := (Q jk ) 1 j,k 2 and the Hankelian Γ := (Γ jk ) 1 j,k 2 of the closed-loop system in (45), (49), (51) are partitioned into square blocks of order n.
The first-order necessary conditions of optimality for the CQLQG control problem (52) are obtained by equating to zero the Frechet derivative (54), so that ∂ Π V = 0 yields a set of nonlinear matrix algebraic equations consisting of ∂ R 2 V = 0, ∂ b V = 0, ∂ e V = 0 from (55)-(57) in combination with (46), (50), (51) which capture the dynamics of the closed-loop system. These equations for a locally optimal coherent quantum controller can be solved numerically by using the gradient descent (SVP2017), which requires a stabilizing controller as an initial approximation. The presence of the coherent quantum stabilization problem as part of the gradient descent solution of the CQLQG control problem motivates the following alternative approach which employs a relaxed version of the stability constraint.
DISCOUNTED CQLQG CONTROL PROBLEM
While the quadratic cost functional V in (37) and its representations (39), (48) are well-defined for Hurwitz matrices A , the following discounted version (B1965) of the mean square performance criterion applies to a wider class of coherent quantum controllers, where the matrix A is not necessarily Hurwitz. To this end, for a given T > 0, 6 consider a linear functional E T which maps a quantum process ϕ (which can also be a deterministic matrix-valued function of time) to the weighted time average
Here, the weighting function 1 T e −t/T is the density of the exponential probability distribution with mean value T which plays the role of an effective time horizon (ETH) for averaging Eϕ(t) over time t 0. In the framework of such averaging, the relative importance of the quantity of interest decays exponentially, with T specifying the decay time scale. Therefore, the time average in (58) is organised as the discounted cost functionals in dynamic programming problems (B1965) . In particular, if Eϕ(t) is right-continuous at t = 0, then lim T →0+ E T ϕ = Eϕ(0). Moreover, if Eϕ(t) is an analytic function of time t 0, then, by using the moments R + t k e −t dt = k! of the standard exponential distribution (or the Euler Gamma function at positive integers), it follows from (58) that
where I is the identity operator. This series is absolutely convergent for sufficiently small values of the ETH T in the sense that T <
, where the radius of convergence is computed through the Cauchy-Hadamard theorem. The differential operator on the right-hand side of (59) can also be obtained formally as
At the other extreme, the infinite-horizon average of ϕ is defined by
provided these limits exist. The second equality in (60), whose right-hand side is the Cesaro mean of Eϕ, follows from the integral version of the Hardy-Littlewood Tauberian theorem (F1971) since the integral in (58) is the Laplace transform (evaluated at s = 1 T ) of the function t → Eϕ(t). Therefore, the quantity V in (37) can be represented as the limit V = 1 2 E ∞ (Z T Z ) = lim T →+∞ V T of the discounted averages of the process Z T Z in (38):
In comparison with the infinite-horizon mean square cost functional V , its discounted version V T is applicable to arbitrary (not necessarily stabilizing) coherent quantum controllers for all sufficiently small values of T . Theorem 3. Suppose the closed-loop system (21) is driven by vacuum input fields and satisfies (41). Also, let the ETH T > 0 satisfy T < 1 2 max(0, ln r(e A )) ,
where r(·) is the spectral radius. Then the discounted mean square cost V T in (61) can be computed as
(63) Here, the matrix P T := ReE T (X X T ) (64) of the real parts of the discounted second moments of the system variables in (6) is a unique solution of the ALE
the Hurwitz matrix
A T := A − 1 2T I 2n (66) and the matrix Σ given by (44). Also, Q T is the observability Gramian of the pair (A T , C ) satisfying the ALE
and
Γ T := Q T P T (68) is the corresponding Hankelian.
Proof. The first equality in (63) is obtained by substituting (38) into (61). In view of (40), (43), the matrix P T in (64) can be computed as
7 from where the ALE (65) follows. Alternatively, (65) can be established by applying the Laplace transform to the Lyapunov ODE (42) and using the property that T P T is the Laplace transform R + e −st Ξ(t)dt of Ξ at s = 1 T , so that P T − Σ = T (A P T + P T A T + BB T ), which indeed leads to (65). However, (69) explicitly shows that the integrals are convergent since the matrix A T in (66) is Hurwitz due to (62). Similarly to (48), the second equality in (63) follows from the first one in combination with (67), (65) as
The last equality in (63) is obtained from the first equality in (70) in view of (68).
The representation of V T in (63) is similar to that of V in (39), (48). However, in contrast to the infinite-horizon mean square cost V , its discounted counterpart V T depends (affinely) on the initial covariance condition Σ from (44) which enters the ALE (65). Furthermore, the matrix P T also satisfies the Heisenberg uncertainty relation, similar to (47), with the property being inherited from Σ since P T + iΘ = +∞ 0 e tA T 1 T (Σ + iΘ) + BΩB T e tA T T dt 0 in view of (69). In particular, P T + iΘ ≻ 0 holds if and only if the matrix pair (A T , 1
is controllable. The latter suggests an interpretation of the term 1 T Σ + BB T in the ALE (65) as that obtained by appropriately augmenting the matrix B, which corresponds to additional input fields used in (VP2017).
Since the condition (62) (which is equivalent to the matrix A T in (66) being Hurwitz) does not require the matrix A itself to be Hurwitz, the discounted mean square cost V T is applicable to a wider class of coherent quantum controllers whose matrix triples (34) form the set
Such controllers will be referred to as T -stabilizing controllers. The set P T in (71) is an open subset of U which is monotonically decreasing with respect to T in the sense that P T 1 ⊃ P T 2 for all 0 < T 1 < T 2 . Since for any given controller, the matrix A T in (66) is Hurwitz (that is, the controller is T -stabilizing) for all sufficiently small T > 0, then
Therefore, smaller values of the ETH T lead to a relaxation of the internal stability requirement for the controller. At the other extreme (of large T ), the set lim T →+∞ P T = T >0 P T consists of all those coherent quantum controller parameters Π ∈ U which make the closed-loop system at least marginally stable, with r(e A ) 1. In this sense, the inclusion P ⊂ T >0 P T is "close" to being an equality.
The above considerations allow the infinite-horizon CQLQG control problem (52) to be approached as the "limiting case" of its discounted counterpart
as T → +∞, where the minimization of V T , computed in Theorem 3, is over the set (71) of T -stabilizing coherent quantum controllers.
Since the matrix A T in (66) differs from A by an additive term, which does not depend on the controller parameters, and the initial covariance Σ is also independent of Π from (34), the proof of the following theorem is similar to that of Theorem 2. 
Here, the Gramians P T := (P jk T ) 1 j,k 2 , Q T := (Q jk T ) 1 j,k 2 and the Hankelian Γ T := (Γ jk T ) 1 j,k 2 of the closedloop system in (65), (67), (68) are partitioned into square blocks A combination of (74)-(76) with (65), (67), (68) provides a set of first-order necessary conditions of optimality for the discounted CQLQG control problem (73) in the class of T -stabilizing controllers. If this problem is considered individually for a particular value of the ETH T > 0, then it is as complicated as its infinite-horizon counterpart (52) despite the above mentioned relaxation P T ⊃ P of the internal stability constraint. However, the family of these problems can be solved successively by starting from the limit at T → 0+ and evolving the solution as T varies from 0 to +∞. The smoothness of V T (Π) on the set {(T, Π) : T > 0, Π ∈ P T } allows this solution to be evolved according to a differential equation. This approach is similar to the homotopy method (MB1985) for solving sets of nonlinear equations (such as cross-coupled Riccati equations), depending on a scalar parameter, and employs the second-order Frechet derivatives of the cost being minimized. 8
SECOND-ORDER OPTIMALITY CONDITIONS AND STRONGLY LOCALLY OPTIMAL CONTROLLERS
The cost functional V T in (61) is invariant under the Lie group of symplectic similarity transformations (VP2013a; SVP2017) S σ : Π → (σ −T R 2 σ −1 , σ b, σ e) (77) of the coherent quantum controller parameters (34) for any symplectic matrices σ ∈ R n×n (in the sense that σ Θ 2 σ T = Θ 2 ): I n 0 0 σ T , whereby C Ξ(t)C T remains unchanged and so does C T C , Ξ(t) for any t 0, thus implying the invariance of V T = 1 2T R + e −t/T C T C , Ξ(t) dt in view of (63). The tangent subspace T (Π), generated by the group (77), and its orthogonal complement N (Π), which will be referred to as the normal subspace, can be represented as 
The symplectic invariance (78) 
(82) In addition to the first-order necessary conditions of optimality for the discounted CQLQG control problem (73), provided by Theorem 4, positive semi-definiteness of the Hessian operator
is a second-order necessary condition for the stationary point to be a local minimum of V T . The entries of ∂ 2 Π V T are the second-order partial Frechet derivatives of V T with respect to Π 1 := R 2 , Π 2 := b, Π 3 := e in the matrix triple Π := (Π k ) 1 k 3 from (34). More precisely, (83) are linear operators on appropriate matrix spaces. For example, ∂ 2 R 2 V T is a self-adjoint operator on S n , while ∂ e ∂ b V T : R n×p 1 → R n×m 2 and ∂ b ∂ R 2 V T : R n×m 2 → S n . Note that ∂ 2 Π V T is a self-adjoint operator acting on the Hilbert space U in (34) as
The positive semi-definiteness condition ∂ 2 Π V T 0 is understood in the sense of nonnegativeness of the second variation
for all δ Π := (δ Π k ) 1 k 3 ∈ U. We will now consider an algebraic identity which follows from the symplectic invariance of the functional V T . Lemma 5. For any T -stabilizing coherent quantum controller in (71), which is a stationary point of the discounted mean square cost V T (that is, ∂ Π V T = 0), the Hessian operator ∂ 2
where T (Π) is the tangent subspace given by (79).
Proof. Consider two one-parameter groups of linear transformations e λ ϑ , e µϖ on the set P in (53), with λ , µ ∈ R. Their infinitesimal generators ϑ , ϖ : P → U are specified by fixed but otherwise arbitrary Hamiltonian matrices g, h ∈ Θ 2 S n and map Π to the tangent subspace T 
These groups are subgroups of the symplectic transformation group described by (77) since e λ ϑ = S e λ g , e µϖ = S e λ h . Hence, the symplectic invariance of the discounted mean square cost V T implies that V T (Π) = V T (e λ ϑ (e µϖ (Π))).
(88) By differentiating both sides of (88) in λ , µ ∈ R (with Π ∈ P T being fixed), it follows that 0 = ∂ µ ∂ λ V (e λ ϑ (e µϖ (Π))) λ =µ=0 = ∂ µ ∂ Π V (e µϖ (Π)), ϑ (e µϖ (Π)) µ=0
The property (82) implies that ∂ T ∂ Π V T ∈ N (Π) for any Π ∈ P T . Therefore, in view of (94) and the invertibility of the Hessian operator ∂ 2 Π V T on the subspace N (Π T ) (due to the third relation in (92)), the equation (102) can be uniquely solved for ∂ T Π T , which leads to (95). The relations (96)-(98) are obtained by differentiating (74)-(76) of Theorem 4 in T , and (99)-(101) are established similarly by using (65)-(68).
The Hessian operator ∂ 2 Π V T in (83), whose inverse is used in (95), can be computed with the aid of (VP2013a, Lemmas 5, 8) (the resulting expressions are cumbersome and omitted for brevity).
We will now discuss the initial condition (93) for the ODE (95). For what follows, the partitioning of the matrix in (44) into square blocks of order n is denoted by Σ := (Σ jk ) 1 j,k 2 . Theorem 7. Suppose det Σ 22 = 0 in addition to the assumptions of Theorem 4. Then for any normal solution 0 < T → Π T ∈ P T of the discounted CQLQG control problem (73), the initial condition
(104) is the corresponding controller output matrix. Furthermore, if c 0 is of full column rank, then
Proof. In view of the ALEs (65), (67), the Gramians P T , Q T admit the truncated Taylor series expansions
(110) By substituting (106)-(110) into (68), it follows that In combination with the full column rank of G in (20), the full column rank of c 0 implies that Q ′ 22 ≻ 0 in (121). Therefore, substitution of (120)-(122) into (119) leads to e 0 = −Q ′−1 22 (Γ ′ 21 C T + Q ′ 21 BD T ) = −Q ′−1 22 (c T 0 G T (FΣ 11 + Gc 0 Σ 21 )C T + c T 0 G T FBD T ) = −Σ 21 C T − Q ′−1 22 c T 0 G T F(Σ 11 C T + BD T ), which establishes (105).
The higher-order terms T P ′ , 1 2 T 2 Q ′′ , 1 2 T 2 Γ ′′ in (106), (107), (111), which use (108), (110), (113), depend on the controller energy matrix R 2 . Its initial value R 0 2 can be found by considering further terms in the first-order optimality conditions in the proof of Theorem 7 (these calculations are cumbersome and omitted here for brevity). This completes the initial condition Π 0 for the numerical integration of the homotopy ODE (95) over T > 0. If the resulting normal solution has a finite limit Π ∞ := lim T →+∞ Π T , then it describes a marginally stabilizing coherent quantum controller. If this controller is stabilizing (that is, Π ∞ ∈ P), then it satisfies the first and second-order necessary conditions of optimality ∂ Π V = 0, ∂ 2 Π 0 for the infinite-horizon CQLQG control problem (52) since V T converges to V together with all its derivatives as T → +∞ uniformly over any compact subset of P.
CONCLUSION
We have outlined a homotopy method for numerical solution of the coherent quantum LQG control problem for linear quantum plants. In order to relax and then gradually tighten the internal stability requirement, the problem has been approached as a limit for a family of discounted CQLQG control problems parameterized by the effective time horizon. A class of strongly locally optimal solutions of these problems has been singled out which satisfy a zero-to-infinite horizon homotopy differential equation involving second-order Frechet derivatives of the discounted mean square cost. In comparison with the gradient descent, this ODE has the advantage that its initialization is free from the stability constraints.
