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We present a series of test beds for numerical codes designed to find apparent horizons. We consider
three apparent horizon finders that use different numerical methods: one of them in axisymmetry,
and two fully three-dimensional. We concentrate first on a toy model that has a simple horizon
structure, and then go on to study single and multiple black hole data sets. We use our finders to
look for apparent horizons in Brill wave initial data where we discover that some results published
previously are not correct. For pure wave and multiple black hole spacetimes, we apply our finders
to survey parameter space, mapping out properties of interesting data sets for future evolutions.
04.25.Dm, 04.30.Db, 95.30.Sf, 97.60.Lf
I. INTRODUCTION
The ability to find black holes, if they exist, in numer-
ically generated spacetimes is an important and difficult
problem in numerical relativity. Many algorithms have
been developed over the years, but few have been tested
extensively on numerically computed spacetimes, and
even fewer have been applied to full three-dimensional
(3D) spacetime constructions in Cartesian coordinates,
which is the most common choice for 3D numerical rela-
tivity. As we review below, black holes may exist through
topological construction or high concentrations of mass-
energy in the initial data, may form through collapse
of matter or pure gravitational waves, and may move
through the spacetime. The dynamical and numerical
properties of black holes in numerical relativity make this
a very challenging problem, yet one that must be solved
if we are to understand the physics of such simulations,
or even if we are to evolve the systems for long periods
of time. In this paper we investigate and compare the
properties of several algorithms developed to find black
holes on an extensive series of analytic and numerically
generated spacetimes. We show that due to the sensitive
nature of this problem, some previously published results
on the existence of apparent horizons in numerically gen-
erated spacetimes are incorrect. We also show examples
where finders could pass certain test-beds, but failed on
more complex cases, revealing coding errors, and also
how in some cases existing algorithms had to be modi-
fied in order to locate difficult-to-find horizons. Finally,
we use these newly developed horizon finders to map out
the parameter space of a series of black hole and gravita-
tional wave data sets not yet studied in preparation for
future numerical evolutions.
Black holes are defined by the existence of an event
horizon (EH), the surface of no return from which noth-
ing, not even light, can escape. The event horizon is the
boundary that separates those null geodesics that reach
infinity from those that do not. The global character
of such a definition implies that the position of an EH
can only be found if the whole history of the spacetime
is known. For numerical simulations of black hole space-
times in particular, this implies that in order to locate an
EH one needs to evolve sufficiently far into the future, up
to a time where the spacetime has basically settled down
to a stationary solution. Recently, methods have been
developed to locate an analyze event horizons in numeri-
cally generated spacetimes, with a number of interesting
results obtained [1–6].
In contrast, an apparent horizon (AH) is defined lo-
cally as the outer-most marginally trapped surface [7],
i.e. a surface such that the expansion of out-going null
geodesics is zero. An AH can therefore be defined on
a given spatial hypersurface. A well known result [7]
guarantees that if cosmic censorship holds and an AH is
found, then an EH must exist somewhere outside of it
and hence a black hole has formed.
Being able to find an AH has become a very important
issue in the numerical studies of black hole spacetimes.
An important reason for this is the development of the
so-called apparent horizon boundary condition (AHBC),
which excises singularity containing regions interior to
the AH in order to extend the evolution. The basic idea
behind this is the fact that since the interior of a black
hole is causally disconnected from the rest of the space-
time, one can in principle safely ignore it in a numerical
evolution, thus avoiding the problem of having to deal
with the singularity through the use of a pathological
time slicing. Several schemes are being currently imple-
mented to deal with such AHBC [8–10]. The AH can
also be used to determine important information about
the spacetime itself; its topology (e.g., multiple discon-
nected 2–spheres) and its geometry (e.g., its area and
local curvature) provide important details of the dynam-
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ics of the black holes present in the spacetime [1,11–13].
Here we will not deal with such issues, but rather with
the problem of finding the AH in a reliable way in the
first place.
Many different methods for locating AHs have been
developed in the past years, both for axisymmetric (2D)
and fully 3D spacetimes [14–25]. Since even in exact
black hole solutions the position of an AH usually has to
be determined numerically (with the exception of trivial
cases like a Schwarzschild or Kerr black hole), we have
found it very useful to develop several independent ap-
parent horizon finders (AHF), using different algorithms
and even written by different people. Comparing the re-
sults of these AHFs has allowed us both to make careful
studies of the horizon structures of a series of spacetimes,
and also to compare the performance of the different algo-
rithms. Our tests include simple toy spacetimes, single
and multiple black hole spacetimes, and pure gravita-
tional wave spacetimes. With respect to the latter, we
have in fact been able to show that some previously pub-
lished results are not correct.
When comparing the different AHFs we have concen-
trated both on the reliability with which they can lo-
cate an AH and also on the speed at which they can do
this. While speed is not such a fundamental consider-
ation when looking for AHs on one given spatial geom-
etry (it only needs to be done once, so one can afford
to wait), it becomes of crucial importance when trying
to locate them on an evolving spacetime, as will be re-
quired in any successful implementation of an AHBC. An
AHF that takes much longer than an evolution step to
locate an AH can not be used very often without having
a disastrous impact on the performance of an evolution
code.
A final word on our terminology: Since in this paper we
will not deal with the problem of finding event horizons,
from now on we will use the term ‘horizon’ to mean al-
ways a marginally trapped surface. As we will see in the
examples below, there can often be more than one such
surface. The AH will be by definition the outermost and
we will refer to those marginally trapped surfaces that lie
inside it as ‘inner horizons’.
II. FINDING APPARENT HORIZONS
A. Basic Equations
An AH is defined as the outer-most marginally trapped
surface [7], that is, a surface where the expansion of out-
going null geodesics vanishes. In order to find a mathe-
matical expression for this definition, let us start by con-
sidering a smooth spacelike hypersurface Σ embedded in
a spacetime (M, gµν) (in the following we will use the
Greek alphabet to denote spacetime indices on M , and
the Latin alphabet to denote spatial indices on Σ). Let
γij and Kij be the induced 3-metric and extrinsic cur-
vature of Σ, respectively. Let now S be a closed smooth
two-dimensional surface embedded in Σ, with unit out-
ward pointing normal vector sµ. The expansion H of a
congruence of null rays moving in the outward normal
direction to S can then be shown to be [26]
H = ∇isi +Kijsisj − trK, (1)
where ∇i is the covariant derivative associated with the
3-metric γij . An AH is then the outer-most surface such
that H = 0 is everywhere on the surface (and the surface
is smooth).
Let us now rewrite Eq. (1) by assuming that our surface
has been parameterized as a level set
F (xi) = 0. (2)
It is now straightforward to rewrite H in terms of the
function F and its derivatives. First, we write the unit
normal vector si as
si =
∇iF
|∇F | . (3)
Substituting this in Eq. (1) gives us
H =
(
γij − ∇
iF ∇jF
|∇F |2
)(∇i∇jF
|∇F | −Kij
)
= 0. (4)
Equation (4) is the basic equation to be solved when
looking for an AH. That is, one must find the outermost
closed 2-surface defined by F (xi) = 0 such that Eq. (4)
is satisfied.
B. Axisymmetric finder
In axisymmetry, we find the surface by assuming that
we have a 2-sphere enclosing the origin. We implement
this by taking
F = r −R(θ), (5)
and searching for the function R(θ) such that Eq. (1) is
zero when evaluated at r = R(θ).
Because our grid is symmetric across the axis, and be-
cause we know that F must be smooth across the axis
in axisymmetry, we can easily test whether an AH which
intersects the axis at a particular value of z exists. We
simply substitute F given above into Eq. (4) and inte-
grate the resulting equation for R from the axis using
R(θ = 0) = z and ∂θR(θ = 0) = 0 as boundary condi-
tions. When we reach θmax we calculate how closely we
have come to satisfying the condition ∂θR(θ = θmax) = 0
(θmax is either π/2 or π depending on whether we have
chosen equatorial plane symmetry or not). We integrate
R using many different starting values (i.e. values of z),
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and search for two neighboring values which bracket the
condition at θmax. Finally, we bisect until we reach the
desired precision.
This reduces the process of searching for the AH to a
one parameter search, namely the search for the proper
z value at which to start the integration. Because the
search space has been so greatly reduced, we can have a
high degree of confidence that we have found the AH and
not merely a trapped surface.
C. 3D minimization algorithm
Minimization algorithms for finding AH were among
the first methods ever tried. They were in fact the origi-
nal methods used by Brill and Lindquist [27] and by Epp-
ley [15]. More recently, a 3D minimization algorithm was
developed and implemented by the NCSA/WashU group,
applied to a variety of black hole initial data and 3D
numerically evolved black hole spacetimes [20,21,28–30].
Essentially the same algorithm was also implemented in-
dependently by Baumgarte et al. [23].
The basic idea behind a minimization algorithm is to
expand the parameterization function F (xi) in terms of
some set of basis functions, and then minimize the inte-
gral of the square of the expansion H2 over the surface.
At an AH this integral should vanish, and we will have
a global minimum. Of course, since numerically we will
never find a surface for which the integral vanishes ex-
actly, one must set a given tolerance level below which
a horizon is assumed to have been found. The only way
to be certain that this is a true horizon is to check if the
value of the integral keeps diminishing when we increase
either the resolution of the numerical grid, or the number
of terms in the spectral decomposition.
Minimization algorithms for finding AHs have a few
drawbacks: First, the algorithm can easily settle down
on a local minimum for which the expansion is not zero,
so a good initial guess is often required. Moreover, when
more than one marginally trapped surface is present (as
will be the case in several of the spacetimes considered
here) it is very difficult to predict which of these surfaces
will be found by the algorithm: The algorithm can often
settle on an inner horizon instead of the true AH. Again,
a good initial guess can help point the finder towards the
AH. Notice that for time-symmetric data one can usu-
ally overcome this problem by looking for a minimum of
the area instead, since for vanishing extrinsic curvature
the AH will be an extremal, and generically a minimal,
surface (of course, one can always think of cases where
there is more than one minimal surface, so we would still
need a good initial guess). Finally, minimization algo-
rithms tend to be very slow when compared with ‘flow’
algorithms of the type described in the next section. Typ-
ically, if N is the total number of terms in the spectral
decomposition, a minimization algorithm requires of the
order of a few times N2 evaluations of the surface inte-
grals (where in our experience ‘a few’ can sometimes be
as high as 10). Since the number of terms in the decom-
position is (lmax + 1)
2, the total time required grows as
lmax
4 (so eliminating as many terms as possible making
use of whatever symmetries there might be in our data
can have an enormous impact on the speed of the algo-
rithm).
For the specific minimization algorithm that we have
used for this work we start by parameterizing the surface
in the following way:
F (r, θ, φ) = r − h(θ, φ). (6)
The surface under consideration will be taken to corre-
spond to the zero level of F . The function h(θ, φ) is then
expanded in terms of spherical harmonics:
h(θ, φ) =
lmax∑
l=0
l∑
m=−l
√
4π almYlm(θ, φ). (7)
The overall factor of
√
4π has been inserted so that a00 is
the average (coordinate) radius of the surface, a10 is its
average displacement in the z-direction, and so on. We
also use a real basis of spherical harmonics, such that m
and −m stand for an angular dependence cos(mφ) and
sin(mφ) instead of exp(imφ) and exp(−imφ).
Given a trial function h, we construct F using Eq. (6)
and calculate the expansion H as a 3D function from
Eq. (4) using finite differences. We interpolate H onto
a two-dimensional grid in {θ, φ} at those points where
r = h(θ, φ). Finally, we calculate the surface integral
of H2. We then use a standard minimization algo-
rithm (Powell’s method in multi-dimensions [31]) to find
the values of the coefficients alm for which the integral
reaches its minimum.
Once we find a candidate horizon (that is, a surface
for which the integral of H2 is below a certain thresh-
old), we typically increase the number of terms in the
spherical harmonics expansion, and the 3D spatial reso-
lution of our numerical grid to see if the integral keeps
diminishing. If it does, the surface is a real horizon, but
if it reaches a limiting value different from zero, it is just
a local minimum of H2. In our experience this procedure
usually works very well except when we are in a situation
where we are close to a critical value of some parameter
for which an AH first forms. In such a case, the ex-
act critical value can not be determined very accurately
because of the inability of the algorithm to distinguish
between a real horizon and a very low local minimum.
This algorithm has been implemented in the Cac-
tus code for 3D numerical relativity [32], which is used
to compute the 3D results for the present paper. For
more details on the application of this algorithm see
Refs. [20,21,23,28].
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D. 3D fast flow algorithm
A second method that has been implemented in the
Cactus code is the “fast flow” method proposed by Gund-
lach [24]. The fast flow algorithm describes the horizon
using the same function (6) and the same decomposition
in spherical harmonics (7) as described above. Here we
do not discuss why this method is expected to work, but
limit ourselves to a brief definition of the algorithm, fol-
lowed by a few comments.
Starting from an initial guess for the alm, typically one
representing a large sphere inscribed into the numerical
domain, the algorithm approaches the AH through the
iteration procedure defined by
a
(n+1)
lm = a
(n)
lm −
A
1 +Bl(l + 1)
(ρH)
(n)
lm . (8)
where (n) labels the iteration step, ρ is some positive def-
inite function (“a weight”), and (ρH)lm are the Fourier
components of the function ρH . Various choices for the
weight function ρ and the constant coefficients A and B
parameterize a family of such methods. Here we use the
specific weight
ρ = 2 r2|∇F | [(gij − sisj) (g¯ij −∇ir∇jr)]−1 , (9)
where g¯ij is the flat background metric associated with
the coordinates (r, θ, φ), or (x, y, z). We use values of A
and B that depend on lmax through
A =
α
lmax(lmax + 1)
+ β, B =
β
α
. (10)
Here, we have used α = c and β = c/2, where c is a
variable step size, with a typical value of c ∼ 1. The iter-
ation procedure can clearly be seen as a finite difference
approximation to a parabolic flow, and the adaptive step
size is chosen to keep the finite difference approximation
roughly close to the flow limit to prevent overshooting of
the true apparent horizon. The adaptive step size is de-
termined by a standard method used in ODE integrators:
we take one full step and two half steps and compare the
resulting alm. If the two results differ too much one from
another, the step size is reduced.
The motivation for and history of this ansatz is dis-
cussed in [24]. Here we limit ourselves to a few iso-
lated comments to indicate how the method relates to
other methods. The method is clearly related to Jacobi’s
method for solving an elliptic equation, here the ellip-
tic equation H = 0, by transforming it into a related
parabolic equation. Going from the discrete equation (8)
to the continuum limit defined by c → 0, nc → λ and
lmax → ∞, with the continuous parameter λ replacing
the discrete iteration number n, we obtain
∂h(θ, φ, λ)
∂λ
= −
(
1 +
β
α
L2
)−1
ρ[h]H [h]. (11)
The method is called a “fast” flow for β > 0 because the
division by l(l + 1), corresponding to the inverse of the
Laplace operator L2 on the sphere, allows us to take very
large steps in λ even using an explicit difference method.
Very large here means that the number of iteration steps
to convergence is between 10 and 100, many fewer than
the number of grid points on the horizon. A method that
would be called “slow flow” in our terminology, defined
by β = 0 and ρ = |∇F |, was proposed by Tod [33]. It
reduces to curvature flow for Kab = 0. It should finally
be mentioned that the particular choice of ρ used here is
motivated by the AHF algorithm of Nakamura et al. [17],
but that ρ = 1 and ρ = |∇F | are workable choices, too.
III. TOY “BOWL” SPACETIMES
As a first test of our AHFs we consider a set of “toy”
spacetimes which do not satisfy the Einstein equations,
but which contain horizons. We chose spacetimes that
have the classical “bag of gold” geometry, i.e. they have
a maximal and a minimal surface with an essentially flat
interior, and an asymptotically flat exterior. We will refer
to these spacetimes as the “bowl spacetimes”. Here we
will only consider static versions of these spacetimes but
we should mention that time dependent generalizations
where the geometry starts from flat space and “collapses”
smoothly to a bag of gold are easy to construct.
Our ansatz for the spacetime metric is
ds2 = −dt2 + dr2 + [r − λf(r)]2 dΩ2, 0 ≤ λf < r,
(12)
where λ is the bowl strength parameter, and dΩ is the
standard flat space differential solid angle. We consider
two classes of static bowl metrics, the Gaussian bowl,
f(r) = fG = e
−(r−r0)
2/σ2 , (13)
and the Fermi bowl,
f(r) = fF =
1
1 + e−σ(r−r0)
. (14)
Notice that the bowl spacetimes defined above are not
completely regular at the origin. This could of course be
fixed by choosing instead of the Gaussian and Fermi func-
tions some other functions that satisfied the appropriate
boundary conditions at the origin. We feel, however, that
this is not really necessary as long as we use values of σ
and r0 such that fG and fF have very small values at
r = 0.
Each of these metrics has an extremal surface when
the following condition is satisfied
dgθθ
dr
= 0. (15)
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FIG. 1. We show Fermi bowl embeddings for values of λ
between 0 and 1.6 every 0.1, with r0 = 1.5 and σ = 5.0. The
“bag of gold” feature of the higher λ metrics is clear from the
embedding.
Since we have imposed Kij = 0, it is easy to see that
this is equivalent to the condition for the existence of a
horizon Eq. (4).
The Fermi bowl has an advantage over the Gaussian
bowl in that it is embeddable in a fictitious Euclidean flat
space for a wide range of λ, σ and r0, while the Gaussian
bowl is not. The reason for this is that for large r, the
angular metric of the Gaussian bowl approaches r2 too
quickly. Since r always measures proper radial distance,
we find ourselves in a situation where, far away, areal ra-
dius coincides with distance to the origin. As we come
in from infinity, the deviations in gθθ from its flat values
try to force the embedding away from a flat slice, but
this can not happen because our distance to the origin
would then be significantly affected, so the geometry is
not embeddable. The Fermi bowl, on the other hand,
avoids this problem by instead having an asymptotic an-
gular metric of the form (r − λ)2, which means that far
away the distance to the origin is larger than the areal
radius. This “extra” distance gives the embedding the
room it needs to accommodate the changes in gθθ in the
region r ≃ r0. In Fig. 1 we show the embeddings of
the Fermi bowl metric for the parameters r0 = 1.5 and
σ = 5.0, for a range of λ between 0 and 1.6. From this
figure it is intuitively clear why larger λ bowl spacetimes
have minimal surfaces at the “neck” of the bag of gold.
For our purposes here, we rewrite the bowl metrics in
Cartesian coordinates as
ds2 =
[
x2 + (1− λf/r)2 (y2 + z2)] dx2
r2
+
[
y2 + (1− λf/r)2 (x2 + z2)] dy2
r2
+
[
z2 + (1− λf/r)2 (x2 + y2)] dz2
r2
+
λf
r3
(2− λf/r) (xydxdy + xzdxdz + yzdydz) . (16)
Notice that even though the bowl spacetimes are spher-
ically symmetric by construction, we can hide this sym-
metry from the AHF by a simple rescaling of the coordi-
nates
x′ = dxx, y
′ = dyy, z
′ = dzz. (17)
(The di are scaling constants, not differential operators.)
Let us now return to the condition for the existence of a
horizon Eq. (15). From the form of the metric it is clear
that this condition takes the simple form
λf ′(r) = 1. (18)
For the Fermi bowl, this equation can in fact be solved
in closed form to find
r = r0 − 1
σ
ln
{
(λσ/2 − 1)± (λ2σ2/4− λσ)1/2} . (19)
Notice that from this we can easily see that a horizon
will first appear for
λ = 4/σ, r = r0. (20)
For the Gaussian bowl condition (18) can not be solved
in closed form but it can be solved numerically to arbi-
trary high accuracy by simple bisection. Doing this we
find that if we take for example r0 = 2.5 and σ = 1,
for the Gaussian bowl an AH first appears for λ = 1.165,
while for the Fermi bowl it appears for λ = 4. For larger
values of λ, we can also tabulate the positions of the hori-
zons. Table I shows the coordinate radius of the AH and
the inner horizon for different values of λ for the Gaussian
and Fermi bowls.
Our first test was to see how well our AHFs could
reproduce the results found by solving Eq. (18) in the
spherically symmetric case. This might seem like a very
trivial test, but it was while studying this case that we
discovered a weakness of the original implementation of
the fast flow algorithm. This weakness was not a pro-
gramming error, but rather an unexpected consequence
of the speed at which this algorithm can proceed. We
discovered that for spherically symmetric bowl space-
times that had a narrow (but still very evident) region of
trapped surfaces, the algorithm would just jump over the
whole trapped region and conclude that there was no AH.
The reason for this was that the step-size used by the al-
gorithm was just too big. Our first attempt at a cure was
to reduce the step-size by hand, but this made the finder
very slow and defeated the whole idea of a “fast flow”.
A much better solution in the end was to implement an
adaptive step-size routine as part of the algorithm. We
should stress the point that this type of situation, where
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Gaussian bowl
λ r inner horizon r apparent horizon
1.165 no 1.79
1.250 1.60 1.97
1.500 1.41 2.11
1.750 1.30 2.18
2.000 1.22 2.23
2.250 1.16 2.26
2.393 1.13 2.28 (pinch-off)
Fermi bowl
λ r inner horizon r apparent horizon
4.000 no 2.50
4.250 2.00 2.99
4.500 1.81 3.19
4.750 1.66 3.34
4.782 1.64 3.35 (pinch-off)
TABLE I. Coordinate radius of the inner and apparent
horizons for different values of λ for the Gaussian and Fermi
bowl spacetimes in the particular case when r0 = 2.5 and
σ = 1. In each case, we consider values of λ between the first
appearance of a horizon and the pinch-off, i.e. the value of λ
for which gθθ first has a zero.
we have a narrow shell of trapped surfaces with essen-
tially flat space both inside and out, can in fact occur in
real physical systems such as the Brill wave spacetimes
that will be discussed below. Although the constant step
size code had passed various other test-beds involving
black holes, this simple case led to important modifica-
tions of the algorithm that make the crucial difference
between success and failure of the method.
Apart from the problem we just mentioned, all three
AHFs performed very well in the spherically symmetric
case, finding the horizons in the correct positions, and
finding also the correct critical values of λ for which an
AH first forms. For example, for the Gaussian bowl with
r0 = 2.5 and σ = 1, the 2D finder determined the value
of λ for which a horizon first appears to be λ∗ = 1.166
(working on a 200×100 {r, θ} grid), while the 3D finders
determined it to be in the interval λ∗ ∈ [1.16, 1.17].
In order to have a more interesting test, we will now
rescale the z axis to have what in coordinate space will
appear to be an axisymmetric spacetime. This will still
allow us to compare all three AHFs. Later we will rescale
both the y and z axis (with different scaling factors) to
compare the minimization and fast flow algorithm in a
fully 3D situation. For the axisymmetric case we have
considered both oblate and prolate configurations. In
all cases we have studied the AHFs still find the correct
critical values of λ with about the same precision as in
the spherical case.
In Fig. 2 we show a visual test of the accuracy of the
position of the AH (found in this case with the mini-
mization algorithm with lmax = 8) on the x − z plane
for a prolate Gaussian bowl with λ = 1.5, r0 = 2.5,
l 403, ∆x = 0.10 803, ∆x = 0.05
fast flow minim. fast flow minim.
0 2.24 2.24 2.24 2.24
2 1.20× 10−1 1.20 × 10−1 1.20× 10−1 1.20 × 10−1
4 8.37× 10−3 8.40 × 10−3 8.37× 10−3 8.38 × 10−3
6 6.40× 10−4 6.50 × 10−4 6.40× 10−4 6.41 × 10−4
8 5.07× 10−5 4.97 × 10−5 5.12× 10−5 4.94 × 10−5
TABLE II. Spectral coefficients defining the apparent hori-
zon for a prolate Gaussian bowl with λ = 1.5, r0 = 2.5, σ = 1
and dz = 1.2, using lmax = 8.
σ = 1 and dz = 1.2. To check if the candidate surface
is really a horizon, we can evaluate the residual value of
the expansion H on the numerically found horizon, but
we also found the following more detailed test helpful
in distinguishing spurious from real apparent horizons.
Consider all the level sets of the function F (x). The
level set F = 0 corresponds to our candidate horizon,
and must have H = 0 everywhere up to numerical error
(i.e., the actual horizon surface must have both F (x) = 0
and H = 0). On each of the other level sets, we should
generically still be able to find lines on which H = 0, sep-
arating regions with H > 0 and H < 0. Linking up these
lines on different level sets, we obtain a set of surfaces
that we call “zeroes of the expansion”. Note that these
surfaces have no geometric meaning, but depend both on
the coordinate system and the candidate AH. A true AH
must coincide with one of these surfaces (numerically it
should follow one closely), while spurious AHs tend to
be intersected by them. In our 2D plots, the solid line
corresponds to the position of the AH F (xi) = 0, while
the dotted lines correspond to the zeroes of the expan-
sion H on the level surfaces of F , as just described. The
tick marks point in the direction of decreasing expansion,
that is, towards the trapped regions. For this particular
run we used a grid with 803 points and a resolution of
∆x = ∆y = ∆z = 0.05.
To quantify more the agreement between our two 3D
finders, in Table II we compare the spectral coefficients
found which each finder for two different resolutions.
From the table we can see how the coefficients found with
the different algorithms are closer for the higher resolu-
tion. The only exception is the coefficient of the l = 8
term for which the difference almost doubled (while still
being only off about 3%). A small difference is not sur-
prising, though, since this is the last coefficient in the
spectral decomposition, and there is no reason why the
errors associated with the truncation of the infinite series
should be the same for both algorithms (they have very
different termination criteria). In fact, if we increase lmax
to 12 we find that the agreement in the l = 8 coefficient
improves dramatically.
Fig. 3 shows a comparison of the horizons found with
our different finders for the same Gaussian bowl as above.
Notice how all three finders have found the same surface.
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FIG. 2. Position of the AH on the x− z plane for a prolate
Gaussian bowl with λ = 1.5, r0 = 2.5, σ = 1 and dz = 1.2.
The solid line is the AH, and the dotted lines are the zeroes
of the expansion H .
We have also studied many more axisymmetric configu-
rations, with both prolate and oblate horizons, and had
found similar results.
Up until now we have only discussed the reliability of
the different AHFs in locating the horizons. As was men-
tioned in the introduction, another important question is
how fast can horizons be located. For the particular ex-
ample considered above the 2D finder is very fast. For
example, for a solution of the initial data on an 8002
(ρ, z) grid, and an initial search of 100 different start-
ing points along the z−axis (which are then bisected to
a precision of 10−8 for the exact z value) the code took
about 1 minute on a single processor on an SGI Origin
2000 parallel computer. The 3D finders, not surprisingly,
are much slower. The minimization algorithm was in fact
somewhat faster than the fast flow method, taking ∼ 400
seconds against the ∼ 600 seconds of the fast flow algo-
rithm when running on 8 processors on the same machine
as above. This is somewhat deceptive, however, since
the minimization algorithm was running in axisymmet-
ric mode, that is, even though it worked on a full 3D grid
it did not consider any m 6= 0 terms in the expansion,
while the fast flow algorithm considered all the terms.
As a final test, we have considered several non-
axisymmetric configurations. Here we report results for
the particular case of a Fermi bowl with λ = 4.25,
r0 = 2.5, σ = 1, dy = 1.2 and dz = 0.8. For this
run we used a grid with 803 points and a resolution of
∆x = ∆y = ∆z = 0.06. This example illustrates clearly
the two main drawbacks of the minimization algorithm:
in the first place it is considerably slower than the fast
flow algorithm, taking ∼ 2000 seconds against the ∼ 300
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FIG. 3. Comparison of the AHs found with our three find-
ers for a prolate Gaussian bowl with λ = 1.5, r0 = 2.5, σ = 1
and dz = 1.2. The solid line corresponds to the 2D finder, the
dotted line to the fast flow finder, and the dashed line to the
minimization finder. All three lines lie on top of each other.
seconds of the fast flow (running again in the same ma-
chine and with the same configuration as above), and
in the second place the minimization algorithm had a
strong tendency to lock onto the inner horizon instead of
the AH. Since the bowl metrics are static, we could over-
come this problem by minimizing the area instead of the
expansion, which allowed us to lock onto the real AH (in
general one could presumably also have more that one
minimal surface but this is not the case in this example).
Notice that if after minimizing the area one gives the fi-
nal alm coefficients as initial guess and tries to minimize
the expansion H instead, the algorithm will not wander
anymore to the inner horizon but will instead stay in the
AH, so the problem is just one of having a good initial
guess. In an actual evolution the horizon location of the
previous find can be used as an initial guess [34], but if
the horizon spontaneously jumps out or changes topol-
ogy, as can happen when black holes are highly distorted
or merge, this will be of little value.
One might wonder why the fast flow algorithm is faster
in this case than in the axisymmetric configuration stud-
ied above. The reason is that for this configuration, the
AH is closer to the edge of the computational domain
(and therefore closer to the initial trial sphere) and the
finder converges to it sooner.
Fig. 4 shows again a visual test of the accuracy of the
position of the AH, as found with the minimization al-
gorithm with lmax = 8, on the x − y, x − z and y − z
planes. Again, the solid lines correspond to the position
of the horizon and the dotted lines to the zeroes of the
expansion H . The fact that the solid lines coincide with
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FIG. 4. Position of the AH on the x − y, x − z and y − z
planes for a Fermi bowl with λ = 4.25, r0 = 2.5, σ = 1,
dy = 1.2 and dz = 0.8. The solid line is the AH, and the
dotted lines are the zeroes of the expansion H .
a dotted line indicates that we have a true marginally
trapped surface. In Fig. 5 we compare the two differ-
ent 3D AHFs. The solid lines correspond to the exact
position of the horizon, the dashed lines to the position
found using the fast flow finder, and the dotted lines to
that found with the minimization finder. Again, we have
a very good agreement, though not as impressive as the
one found in the axisymmetric case. The minimization
finder has found the correct horizon to high accuracy,
but the fast flow finds a surface somewhat outside. This
seems to be a general property of our implementation of
the fast flow algorithm: it has a tendency to stop slightly
outside the real horizon if lmax is not large enough. If we
use lmax = 12 instead, keeping the same spatial resolu-
tion, the three lines become indistinguishable.
IV. BLACK HOLE DATA
We now turn to Cauchy data that contain a black hole
by construction. These initial data have throats that ei-
ther connect two asymptotically flat sheets identified by
an isometry operator (Misner type data), or that connect
one asymptotically flat region to as many asymptotically
flat sheets as there are black holes (Brill-Lindquist type
data). More important than the difference in the topol-
ogy of the initial data slice is whether the initial data is
time symmetric or not, and we discuss both cases below.
Some of these data sets are known analytically, while
others can be computed only by solving the Hamiltonian
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FIG. 5. Comparison of the AHs found with our two 3D
finders for a Fermi bowl with λ = 4.25, r0 = 2.5, σ = 1,
dy = 1.2 and dz = 0.8, using lmax = 8. The solid lines
correspond to the exact position of the horizon, the dashed
lines to the position found with the fast flow finder, and the
dotted lines to that found with the minimization finder.
and momentum constraints. In either case, the question
is not whether a black hole exists, but rather where is
the apparent horizon, and how many components does it
have. We apply the apparent horizon finders described
above to several of these spacetimes and compare their
ability to find the correct AH surfaces.
A. Time symmetric black hole data
1. Two black hole data
There are a number of two black hole initial data sets
of interest, and here we will consider the two must com-
monly used in numerical relativity known respectively as
the Misner and the Brill-Lindquist data sets.
The classic two black hole spacetime considered over
several generations of numerical relativists is provided by
the Misner data for time-symmetric, axisymmetric, equal
mass black holes [14,35–39]. The black holes in the Mis-
ner data are connected via throats to a single asymptot-
ically flat universe. The horizon structure of this initial
data system has been well studied, and provides impor-
tant tests of a horizon finder’s ability to distinguish be-
tween spacetimes with with a single distorted black hole
horizon or one with two disjoint apparent horizons.
The Misner initial data are parameterized by a dis-
tance parameter µ, related to the proper distance be-
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tween two throats.
Misner’s 3-metric takes the conformally-flat form [35]
dℓ2 = ψ4
(
dx2 + dy2 + dz2
)
, (21)
with the conformal factor ψ given by
ψ = 1 +
∞∑
n=1
1
sinh (nµ)
(
1
+rn
+
1
−rn
)
, (22)
where
±rn =
√
x2 + y2 + (z ± coth (nµ))2. (23)
The black holes are on the z-axis, with their centers at
z = ± cothµ and with throat radii a = 1/ sinhµ. As µ is
increased, the centers of the holes approach each other in
coordinate space, and their throat radii decrease. The net
effect is that larger values of µ correspond to the throats
being farther away from each other in proper distance,
scaled by the ADM mass M . Studies have shown that
beyond a certain critical value µ∗ = 1.36 the system goes
from a single horizon to two disjoint horizons [14]. Both
the 3D finders, working with a grid spacing of ∆x =
∆y = ∆z = 0.06 and lmax = 4, find a common AH in
the Misner data at µ = 1.3, but not at µ = 1.4 even
after doubling lmax and halving ∆x. The axisymmetric
finder, using a grid spacing of ∆r = 0.00375 and 400
angular zones, finds a much more precise critical value
of µ∗ = 1.364. Fig. 6 shows our standard visual test
for the position of the horizon for the case µ = 1.3 (as
found with the minimization algorithm with lmax = 8).
Notice how the horizon does coincide with a zero of the
expansion. We have also calculated the horizon area as
a coordinate-independent quantity. For the case µ = 1.3
we find an area of A ∼ 5.0× 102.
The Brill-Lindquist [27] initial data describe a time-
symmetric slice in which each black hole is connected via
a throat to its own asymptotically flat region. In con-
trast, both black holes in Misner data are connected to
the same opposite asymptotically flat region, so that the
slice is multiply connected. Misner data therefore have an
additional reflection-type isometry that is absent in Brill-
Lindquist data. Mathematically, Brill-Lindquist data can
be described as taking only the first term in the infinite
sum leading to Misner data. Brill-Lindquist data for two
black holes form a one-parameter family, but instead of
by µ they are more commonly parameterized by keeping
the naked masses of the two black holes fixed (the naked
masses are the ADM masses of the disconnected asymp-
totic regions) and varying their coordinate distance d.
In terms of this coordinate distance, the critical distance
for two black holes of naked mass one each is given as
d∗ = 1.56 by Brill and Lindquist [27], and d∗ = 1.53 by
Bishop et al. [16]. Both our 3D finders, working with a
grid spacing of ∆x = 0.04 and lmax = 4, find a common
AH in the Brill-Lindquist data at d = 1.5, but not at
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FIG. 6. Position of the AH on the x − z plane for Misner
data with µ = 1.4. The solid line is the AH, and the dotted
lines are the zeroes of the expansion H .
d = 1.6 even after doubling lmax and halving ∆x. Again,
the axisymmetric finder can determine the critical value
to much higher accuracy. Running with the same reso-
lution as that used for the Misner data it finds a critical
value of d∗ = 1.532 (consistent with the value of Bishop
et al.). In Fig. 7 we show our standard visual test for
the position of the horizon for d = 1.5 (as found with the
minimization algorithm with lmax = 8). For this horizon
we find an area of A ∼ 2.0× 102.
2. 3 Black Hole data
Both the Brill-Lindquist and Misner data generalize to
an arbitrary number of black holes with arbitrary masses.
This allows us to test the apparent horizon finders on
data that is not axisymmetric but is still time-symmetric.
The line element dl2 is given by (21) as before, and the
Brill-Lindquist conformal factor for N black holes is
ψ = 1 +
N∑
a=1
ma
2|~r − ~ra| . (24)
The Misner conformal factor is obtained by adding an
infinite sum of “mirror charges” [40].
Nakamura et al. [17] have tested a three-dimensional
AHF on a constellation of three equal mass black holes of
the Misner type – two asymptotically flat regions joined
by three wormholes – arranged in an equilateral trian-
gle. They parameterize the family by x = (coordinate
side length of the triangle) / (coordinate radius of the
throats), and find a common horizon for all three black
holes for x ≤ 6.2. We parameterize the same family by µ,
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FIG. 7. Position of the AH on the x − z plane for
Brill-Lindquist data with d = 1.5. The solid line is the AH,
and the dotted lines are the zeroes of the expansion H .
which for this setup is related to x as µ = cosh−1(x/
√
3),
with x = 6.2 corresponding to µ = 1.9483. Both our 3D
finders, working with a resolution of ∆x = 0.05 and us-
ing lmax = 6, clearly find a common horizon for µ = 1.9,
and clearly do not find one for µ = 2.0, so that we
estimate µ∗ ∈ [1.9, 2.0], corresponding to x∗ ∈ [5.9, 6.5].
Fig. 8 shows a comparison of the AHs found with our
two 3D finders for the case µ = 1.9, using in both cases
lmax = 6 and a resolution of ∆x = ∆y = ∆z = 0.1. Both
finders find the same surface to high accuracy. Fig. 9
shows a 3D representation of the coordinate location of
this horizon. The area of this horizon was found to be
A ∼ 3.8× 102.
Because Brill-Lindquist initial data are more easily ob-
tained, we have also looked for the maximal separation
for Brill-Lindquist data for the same setup. The three
black holes are at coordinate locations (d, 0, 0), (0, d, 0)
and (0, 0, d) in Cartesian coordinates, each with a mass of
one. This means that they are in an equilateral triangle
of side length
√
2d. The fast flow AHF, working in three
dimensions with a grid spacing of ∆x = ∆y = ∆z = 0.1
and lmax = 12, finds a common AH in the Brill-Lindquist
data at d = 1.4, but not at d = 1.5 even after doubling
lmax and turning off the matrix inversion step described
in [24]. We therefore estimate d∗ ∈ [1.4, 1.5], by criteria
which did give a correct bracketing for the 2 BH Mis-
ner and Brill-Lindquist data, and the 3 BH Misner data.
The minimization algorithm, working with the same res-
olution and with lmax = 6, finds the same results but is
now painfully slow, taking about 25 times longer than the
fast flow on exactly the same data. This is because the
black holes have been placed in such a way that there
are no reflection symmetries on the coordinate planes,
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FIG. 8. Comparison of the AHs found with our two 3D
finders for three equal mass Misner black-holes with µ = 1.9.
The solid line corresponds to the fast flow finder and the dot-
ted line to the minimization finder.
FIG. 9. 3D representation of the coordinate location of the
AH for three equal mass Misner black-holes with µ = 1.9
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FIG. 10. Comparison of the AHs found with our two 3D
finders for three equal mass Brill-Lindquist black-holes with
d = 1.4. The solid line corresponds to the fast flow finder and
the dotted line to the minimization finder.
and this forces us to work with all {l,m} terms in the
expansion. In contrast, the 3 Misner black holes above
were set up on the x−y plane and had reflection symme-
tries both on the x − y and x − z planes, which allowed
us to eliminate many terms from the expansion, result-
ing in making the minimization algorithm only 3 times
slower than the fast flow. Of course, we could have used
the same configuration for the Brill-Lindquist case, but
we wanted to test our finders in a situation with no spe-
cial symmetries. Fig. 10 shows a comparison of the AHs
found with our two 3D finders for the case d = 1.9 using
lmax = 6. Again, both finders find the same surface, ex-
cept close to the origin where there is a clear mismatch.
This mismatch is a consequence of a lack of resolution
in the spectral decomposition, and disappears if we in-
crease lmax to 9 (the fast flow ‘horizon’ moves in to lie on
top of the original horizon found with the minimization
algorithm). Fig. 11 shows a 3D representation of the co-
ordinate location of the same horizon. For this horizon
we have found the area to be A ∼ 4.5× 102.
B. Non time-symmetric black hole data
All the data sets considered so far are time-symmetric,
Kij = 0. In this case, Eq. (4) defining marginally trapped
surfaces reduces to a minimal surface equation that in-
volves only the three-metric. Allowing Kij 6= 0 intro-
duces a completely new qualitative feature. While min-
imal surface equations have been studied a great deal
FIG. 11. 3D representation of the coordinate location of
the AH for three equal mass Brill-Lindquist black-holes with
d = 1.4
in many different contexts, and while this is to a lesser
extent also true in the case of non-flat metrics, general
relativity with non-vanishing Kij introduces particular
velocity and potential terms about which little appears
to be known. For example, see [33] where it is pointed
out that the natural generalization of the mean curva-
ture flow method does not define a gradient flow and
the area does not necessarily decrease. Nevertheless, as
stated in [33], there is good reason to hope that such a
flow algorithm will still converge. Here we present exam-
ples that demonstrate that all three finders are able to
locate apparent horizons in black hole space times with
Kij 6= 0. Of course, Kij 6= 0 naturally arises during evo-
lution of the time-symmetric black hole data presented
above, but we will not study evolutions in this paper.
Analytically known black hole initial data which are
not time-symmetric include of course those obtained from
slicing a single Kerr black hole. These data are still ax-
isymmetric, and the horizon is a coordinate sphere. One
can break the axisymmetry (of the data on a slice, not
the spacetime!) by boosting the Kerr black hole in a di-
rection not parallel to its angular momentum. This is
done by writing the Kerr metric in Kerr-Schild form
gµν = ηµν + lµlν , (25)
where ηµν is flat and lµ is null (with respect to both ηµν
and gµν). In Cartesian coordinates (t, x, y, z), one applies
a Lorentz transformation to gµν , and carries out a 3+1
split on the surface t = 0. Explicit formulae are given
in [41]. We have found the apparent horizon, and have
obtained good agreement between the minimization and
fast flow finders, for values for the dimensionless angular
momentum of 0, 0.5 and 0.8, and for the same values
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of the boost speed, with all combinations of these two
parameters. Nevertheless, we felt that these initial data
still carried too much symmetry.
In the remainder of this section we will consider con-
formally flat initial data for moving and spinning black
holes that generalizes Brill-Lindquist data [42]. Similar
tests could be carried out for a generalization of Misner
type data [43]. The conformally flat line element is given
by (21). The extrinsic curvature is trace free, and there-
fore the momentum constraint does not depend on the
conformal factor. An explicit solution to the momentum
constraint that characterize a single black hole with given
momentum P i, and spin Si is
KijPS =
3
2r2
(P inj + P jni − (gij − ninj)P knk)
+
3
r3
(ǫiklSknln
b + ǫjklSknln
i), (26)
where ni is the unit radial vector. Since the momentum
constraint is linear in Kij , for N black holes we can solve
the momentum constraint by
Kij =
N∑
a=1
KijPS(a), (27)
where each term is defined by (26) with its own origin
~ra, momentum ~Pa, and spin ~Sa. These parameters cor-
respond to the ADM quantities in the limit that the sep-
aration of the holes is very large.
The Hamiltonian constraint is solved by splitting a reg-
ular function, u, from the conformal factor, compare (24),
ψ = u+
N∑
i=1
ma
2 |~r − ~ra| , (28)
∆δu+ β(1 + αu)
−7 = 0, (29)
where α = (
∑
ma/(2 |~r − ~ra|))−1, β = α7KijKij/8,
and u → 1 at infinity. A key feature of the “puncture
method” is that the resulting elliptic equation for u can
be implemented on R3 despite the apparent singularities
at the ~ra [42].
1. One black hole data
First we consider a single black hole at the origin with
mass m = 1 and momentum aligned with the z-axis.
For non-vanishing net momentum the fall-off as one ap-
proaches infinity is rather slow, and one has to place the
outer boundary of the grid sufficiently far away to ob-
tain, e.g., mass estimates close to the ADM mass (even
though a Robin boundary modeling a 1/r fall-off in the
conformal factor was used). In Fig. 12 we show the de-
pendence of the regular piece of the conformal factor, u,
on the location of the outer boundary for the 2D solver,
−32.0 −24.0 −16.0 −8.0 0.0 8.0 16.0 24.0 32.0
z
1.000
1.020
1.040
1.060
1.080
1.100
1.120
u
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0
z
1.075
1.080
1.085
1.090
1.095
u
FIG. 12. Regular part of the conformal factor, u, for a
single black hole with m = 1 and ~P = (0, 0, 1) for various
locations of the outer boundary. While the Robin boundary
condition assumes a 1/r fall-off, one clearly sees the influence
of the 1/r2 terms.
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FIG. 13. ADM mass integral (upper curve) and pseudo
Schwarzschild mass (lower curve) for a single black hole with
m = 1 and ~P = (0, 0, 1), data from the 3D solver with nested
boxes and central resolution of ∆ = 0.03125. The leftmost
piece of the curves is obtained for 5 nested boxes of sizes
[−1, 1]3 to [−16, 16]3, the other from 8 nested boxes of sizes
[−2, 2]3 to [−256, 256]3.
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∆z = 0.05. Note that u = 1 for ~P = 0. Even though ψ
has a pole at r = 0, the location of the outer boundary
affects the location of the apparent horizon, which in this
case intersects the z-axis at 0.433 for the boundary at 4.0
and at 0.436 for the boundary at 32.0.
In Fig. 13 we show how two different mass indicators
depend on radius for the 3D solver (we will discuss how
we calculate the masses in section V below). In 3D,
some sort of adaptivity is crucial for numerical efficiency.
While the approach to the mass at infinity is slow, per-
haps surprisingly so considering that the apparent hori-
zon is at about r = 0.5, note that in general there does
not exist a concept of local mass that would allow one to
compute the mass at infinity at finite r.
In Fig. 14 we show results for the 3D apparent horizon
finders for a sequence of linear momenta aligned with
the z-axis. Here we put the outer boundary at r = 16
which appears reasonable according to Fig. 12. In order
to achieve sufficient resolution near the apparent horizon,
the 3D data is computed on five nested boxes with a
refinement factor of 2, [−16, 16]3 to [−1, 1]3, 643 points
each, with smallest grid spacing of 2/64 = 0.03125. To
quantify the agreement between the two 3D finders, we
give various spectral coefficients for two resolutions in
Table III.
Note that with increasing momentum the apparent
horizon shrinks in these coordinates. However, the sur-
face area computed from the metric increases: for P z =
0, 1, 2, 3, 4, and 5, the surface areas divided by 16π as
found by the minimization algorithm at ∆ = 0.0625 are
1.000102, 1.19, 1.52, 1.85, 2.16, and 2.46, respectively.
Furthermore, the apparent horizon is offset from the
origin in such a way that it trails the “motion” of the
center (see also [44]). This, of course, is a coordinate de-
pendent notion. For the event horizon, as opposed to the
apparent horizon, one would expect that it is displaced
in the direction of the momentum because an observer
would find it harder to avoid falling into a black hole
that is moving towards her.
The trailing of the apparent horizon seems plausible
by the following argument. Note that the extrinsic cur-
vature is odd under reversal of momentum, Kij(−P ) =
−Kij(P ), while the conformal factor is even, ψ(−P ) =
ψ(P ), since the extrinsic curvature enters into the Hamil-
tonian constraint as KijK
ij . The expansion formula (4)
contains therefore an even term, ∇isi, where the change
in ψ amounts to a symmetric deformation. The remain-
ing term Kijs
isj (since trK = 0), is odd in P i and ni.
Since for P i = 0 and for concentric spheres of radius r,
the expansion H(r) has a zero at r = 1/2 with positive
slope, we expect to see the location of the horizon on
the positive z-axis to move to smaller z with increasing
P z > 0. For a rigorous argument one would have to take
the non-locality of the minimal surface equation into ac-
count.
The 2D results agree with the 3D results to within
FIG. 14. Position of the apparent horizon for a single
black hole at the origin with m = 1 and linear momentum in
the z-direction. For P z = 0.0, the AH is a sphere of radius
0.5. For P z = 1.0, 2.0, . . ., 5.0, the AH shrinks and is shifted
towards negative z (in these coordinates). In all cases we
used lmax = 8 and the result for the two 3D finders cannot
be distinguished.
m = 0 643, ∆ = 0.03125 323, ∆ = 0.06250
l fast flow minim. fast flow minim.
0 4.616×10−1 4.616×10−1 4.622×10−1 4.623×10−1
1 -2.601×10−2 -2.602×10−2 -2.624×10−2 -2.615×10−2
2 1.561×10−3 1.560×10−3 1.562×10−3 1.574×10−3
3 -9.020×10−5 -8.749×10−5 -1.251×10−4 -8.437×10−5
4 6.396×10−7 1.571×10−5 4.636×10−5 4.991×10−5
TABLE III. Spectral coefficients defining the apparent
horizon for a single black hole with m = 1 and ~P = (0, 0, 1)
for lmax = 8.
less than 1%, which would not be visible in Fig. 14. In
this case the initial data is obtained from an independent
numerical code in 2D and 3D. A simple test case which
is independent of numerical error in the initial data can
be obtained by setting u = 1 for non-vanishing Kij . For
the 2D data one can read off that for u = 1 the apparent
horizon is almost exactly an ellipse with radius 0.495 in
the y-direction, 0.499 in the z-direction, and an offset in
the z-direction of −0.061.
2. Two black hole data
We consider one particular example for non-time-
symmetric and non-axisymmetric black hole binary ini-
tial data. Such data was for the first time evolved
through a brief merger phase as indicated by the location
of the apparent horizon in [44]. Here we compare the 3D
finders for the example of [44] but with a separation such
that there is one common outermost marginally trapped
surface already at t = 0, Fig. 15: m1 = 1.5, m2 = 1,
~c1,2 = (0, 0,±0.5), ~P1,2 = (±2, 0, 0), ~S1 = (−0.5, 0.5, 0),
~S2 = (0, 1, 1). There are three grids [−12.8, 12.8]3 to
[−3.2, 3.2] with either 643 or 1283 points each, so that
the central resolution is ∆ = 0.1 or 0.05, respectively.
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FIG. 15. Position of the apparent horizon for a par-
ticular binary black hole initial data set that is neither
time-symmetric nor axisymmetric. Results for the 3D finders
for central resolution ∆ = 0.1 and 0.05 and for lmax = 6 and
8 are plotted on top of each other. The difference between
the finders hardly shows. The momenta ~Pa are chosen such
that in the x − z plane the upper hole “moves” to the right,
the lower to the left.
Clearly, there is a very large parameter space to study,
and even more interestingly, one can also study how vari-
ous black hole data sets evolve through a merger, an issue
that we hope to address in a future publication.
V. BRILL WAVE SPACETIMES
We finally turn to a rather difficult problem: determin-
ing whether or not a horizon exists, and if so, determining
its location, in a numerically generated initial data set.
This will be a common situation in simulations involving
gravitational collapse of matter or gravitational waves.
For this test, we turn to a sequence of pure wave space-
times, of a family originally considered by Brill [45], that
must be obtained numerically through solutions to the
constraint equations. If the waves are strong enough, an
apparent horizon must be present [46], but at what point
it appears as one increases the wave strength, or where
it will be located, is unknown a priori.
A. Initial data
Brill’s construction starts by considering an axisym-
metric metric of the form:
ds2 = Ψ4
[
e2q
(
dρ2 + dz2
)
+ ρ2dφ2
]
. (30)
Where both q and Ψ are functions of {ρ, z}. In order
to solve for Ψ, we first impose the condition of time sym-
metry, which implies that the momentum constraints are
identically satisfied. We then chose a function q and solve
the Hamiltonian constraint, which for the metric (30) be-
comes
∆δΨ+
1
4
(q,ρρ + q,zz)Ψ = 0, (31)
where ∆δ is the flat space Laplacian.
The function q is almost completely arbitrary, apart
from the fact that it must satisfy the following boundary
conditions
q |ρ=0 = 0, (32)
∂nρ q |ρ=0 = 0 for odd n, (33)
q |r→∞ = O
(
r−2
)
. (34)
Once a function q has been chosen, all that is left for
one to do is solve the elliptic equation (31) numerically.
This can be done in a variety of ways. Here we use two in-
dependent elliptic solvers: an axisymmetric solver based
on a semi-coarsening multi-grid solver, and a multi-grid
fully 3D solver (Bernd Bru¨gmann’s BAM) hooked up to
the Cactus [47] code recently developed at the Albert-
Einstein-Institut. Having two independent solvers with
different methods, in different coordinate systems, and
in different dimensions has allowed us to cross check our
results and has increased our confidence in our solution
of the elliptic problem.
Different forms of the function q have been used by
different authors [15,48–50]. Here we will consider two
such forms, the first one introduced by Eppley in his
pioneering work on Brill waves in the seventies [15,48],
and the second one introduced by Holz et al. in the early
nineties [49].
Before moving on to horizon finding in pure wave
spacetimes, we first comment on how to calculate the
gravitational mass of a given initial data set. Finding
the gravitational mass is a very useful tool in testing the
accuracy of our initial data. It provides us with a single
number that can be easily compared for different initial
data solvers and is a good indicator of the strength of a
gravitational wave. For strong wave spacetimes that col-
lapse to a black hole, the difference between the initial
mass of the wave and the mass of the final black hole is a
good indicator of the percentage of energy that was radi-
ated out to infinity. We have several ways of calculating
the initial mass of our spacetimes. The first method is to
use the ADM mass [51]
M =
1
16π
lim
r→∞
∮
gijgmn (gin,j − gij,n)√g dSm (35)
in appropriate coordinates.
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Of course, our numerical grid does not extend all the
way to infinity, so in practice we evaluate the integral
at a series of different finite radii and look at its behav-
ior as r increases. As it turns out, the mass calculated
using Eq. (35) converges only very slowly with r even
for a simple Schwarzschild black hole. A better way of
calculating the mass uses the fact that for large r (but
still small enough to be inside the computational grid)
the function q becomes essentially zero and the metric is
conformally flat. For conformally flat metrics the ADM
mass can be rewritten as [52]
M = − 1
2π
lim
r→∞
∮
~∇Ψ · d~S. (36)
Equations (35) and (36) are only equivalent in the limit
of infinite radius, but it turns out that for a Schwarzschild
black hole in isotropic coordinates, Eq. (36) gives in fact
the correct mass at any finite radius. Since once we are
in the region where q is very small the metric of our
Brill wave solutions approaches the Schwarzschild metric
rapidly, one finds that the masses obtained by using (36)
converge very fast as r increases.
A final way of calculating the mass is what we call the
‘pseudo Schwarzschild mass’. This mass estimate is ob-
tained by first finding the areal (Schwarzschild) radius R
of a series of coordinate spheres, finding the correspon-
dent metric component gRR (averaged over the coordi-
nate sphere) and then defining:
M =
R
2
(
1− 1
gRR
)
. (37)
In practice we find that for the spacetimes studied be-
low, the mass indicator (37) also converges very rapidly
with r.
B. Eppley data
Eppley considered a function q of the general form [15]
q = a
ρ2
1 + (r/λ)n
, (38)
where a, λ are constants, r2 = ρ2 + z2 and n ≥ 4. Notice
here that, for odd n the function q is not completely
smooth at the origin. Nevertheless, Eppley considered
mainly the particular case λ = 1, n = 5, and in order to
compare with his results we will do the same here.
Before looking for horizons, we must first convince our-
selves that we can solve for the conformal factor Ψ cor-
rectly, that is, that we can construct good initial data.
Our approach here is to solve the initial value problem in-
dependently in axisymmetry and in full 3D and compare
both results with those of Eppley. In particular, we will
look at the extracted masses for a sequence of solutions
a M (2D) M (3D) M (Eppley)
1 (4.8± 0.1) × 10−2 5.0× 10−2 (3.6± 0.2) × 10−2
2 (1.74± 0.02) × 10−1 1.8× 10−1 (1.1± .1) × 10−1
5 (8.83± 0.07) × 10−1 8.9× 10−1 (9± 0.5) × 10−1
10 3.22 ± 0.02 3.2 -
12 4.85 ± 0.02 4.9 -
TABLE IV. Masses for Brill wave initial data with a source
function q of the Eppley et al. type. Notice how our 2D
and 3D solvers agree remarkably well between each other,
but disagree with Eppley’s results.
with increasing amplitudes a. For our axisymmetric ini-
tial data we have used a grid of 8002 points with a resolu-
tion of ∆ρ = ∆z = 0.03125, and for the 3D data a grid of
1313 points with a resolution of ∆x = ∆y = ∆z = 0.08.
In Table IV we tabulate the values of the masses that
we find for different wave amplitudes. The masses that
we report here as those obtained by Eppley were read off
(by us) from Fig. 1 in Ref. [15] (modulo a conventional
factor of 2 in the amplitude a) and are thus not very ac-
curate. The error estimates for the 2D calculations were
determined from the difference of the masses obtained by
looking at the falloff of the conformal factor along the z
and ρ axis.
From Table IV we can see that the masses obtained
with our axisymmetric and 3D elliptic solvers agree re-
markably well between themselves, but are generally dif-
ferent from those reported by Eppley. For low ampli-
tudes, Eppley’s masses are lower than those that we find.
For an amplitude a ≃ 5, Eppley’s mass and ours co-
incide, but for larger amplitudes Eppley’s masses grow
much faster. In fact, Eppley reports that for a ≃ 8, the
geometry pinches off (the conformal factor has a zero)
and the mass becomes infinite but we see no evidence
of such behavior. Since our two independent initial data
solvers agree so well with each other, we are forced to
conclude that there must have been something wrong in
Eppley’s calculations. It must be pointed out here that
Eppley makes a very strong point of trying to calculate
the masses correctly, so we must conclude that the error
must have been in his solution for the conformal factor.
As an example of our initial data, in Fig. 16 we show the
conformal factor Ψ(ρ, z) for the case a = 10.
Having constructed the initial data, we will now look
for the presence of AHs. We have studied a series of
solutions with increasing amplitudes with all three of our
AHFs. Both our 3D finders find that an AH first appears
for a critical amplitude a∗ ∈ [10.8, 10.9]. For amplitudes
above a∗ we can find two horizons using the minimization
algorithm (the fast flow algorithm is not designed to look
for inner horizons). The 2D AHF can pin-point the value
of a∗ more precisely to a∗ ∈ [10.86, 10.87]. As we can see,
the agreement in the value of a∗ is remarkable.
It is of course not enough to agree on the value of
the critical amplitude above which AHs appear. We also
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FIG. 16. Conformal factor Ψ(ρ, z) for Brill wave initial data
with a source function q of the Eppley type and an amplitude
a = 10.
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FIG. 17. Position of the inner horizon and AH on the x−z
plane for a Brill wave initial data set using Eppley’s q function
with a = 12. The solid lines are the positions of the horizons,
and the dotted lines are the zeroes of the expansion H .
need to compare the positions of the horizons found by
the different AHFs. We have done this for many differ-
ent amplitudes and found good agreement between our
three AHFs. In Fig. 17 we show our standard visual
test for the position of both the inner horizon and the
AH for the particular case of a = 12. Notice how in
both cases the horizons coincide with zeroes of the ex-
pansion. Fig. 18 shows a comparison of the position of
the AH found with the different algorithms. Again, all
three finders locate the same surface. In this case we find
that the area of the AH is A ∼ 1.1 × 103. It is interest-
ing to see whether this result agrees with the Penrose
inequality [53] 16πM2/A ≥ 1. From Table IV we see
that the ADM mass in this case in M ∼ 4.85, which im-
plies 16πM2/A ∼ 1.07, so the inequality is comfortably
satisfied.
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FIG. 18. Comparison of the AHs found with our three find-
ers for a Brill wave initial data set using Eppley’s q function
with a = 12. The solid line corresponds to the 2D finder, the
dotted line to the fast flow finder, and the dashed line to the
minimization finder. All three lines lie on top of each other.
C. Holz data
Holz et al. considered a Brill wave source function q
of the form
q = a ρ2 e−r
2
. (39)
This form of the function q is perfectly regular at the
origin. An almost identical form of the function q was
also recently considered by Shibata [50]
qSh =
a
2
ρ2 e−r
2/2. (40)
(Note that Shibata has a different convention for q; this
is our convention.) One can see that Shibata’s results
can in fact be compared directly with those of Holz et al.
because the two metrics differ only by a factor of
√
2 in
the coordinates (and therefore also in the ADM mass),
which on rescaling can be absorbed into the conformal
factor (notice that multiplying the conformal factor by a
constant does not affect the equation for a horizon (4) for
vanishing extrinsic curvature). The strength parameter
a is the same in both cases.
Again, before looking for horizons, we will first test
our initial data solvers by comparing the solutions of our
2D and 3D elliptic solvers with the results of Holz et
al. [49,54]. As before, the 2D initial data was calculated
using 800 × 800 grid points and a resolution of ∆z =
∆ρ = 0.03125 and the 3D data using 1313 grid points
with a resolution of ∆x = ∆y = ∆z = 0.06. The values
of the masses we find for different wave amplitudes can
be seen in Table V. Notice how the values extracted from
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a M (2D) M (3D) M (Holz et al.)
1 (3.38 ± .04) × 10−2 3.4× 10−2 3.40× 10−2
2 (1.262 ± .009) × 10−1 1.3× 10−1 1.27× 10−1
5 (6.96 ± .03) × 10−1 7.0× 10−1 7.00× 10−1
10 2.912 ± .008 2.9 2.91
12 4.67 ± 0.01 4.7 4.68
TABLE V. Masses for Brill wave initial data with a source
function q of the Holz et al. type.
FIG. 19. Conformal factor Ψ(ρ, z) for Brill wave initial data
with a source function q of the Holz et al. type and an am-
plitude a = 10.
the 2D and 3D data agree remarkably well both between
themselves and with the masses of Holz et al. This gives
us great confidence in the accuracy of our initial data.
Fig. 19 shows in particular the conformal factor Ψ(ρ, z)
for the case a = 10.
Although we agree with Holz et al. on the initial data,
we disagree on the AHs. Our three AHF agree among
themselves, but disagree with the results reported in
Ref. [49]. Holz et al. claim that an AH first appears
for a critical amplitude a∗ = 7.5, and for larger ampli-
tudes they can find two horizons. Our own results are
qualitatively similar: a horizon first appears for a given
critical amplitude, and above that we can always find
two horizons. However, the value for that critical am-
plitude is different. Both our 3D finders indicate that
a∗ ∈ [11.8, 11.85], while the our 2D finder limits the in-
terval to a∗ ∈ [11.81, 11.82]. Shibata, on the other hand,
finds that the first AH appears for a ∼ 12, in complete
agreement with our results. The mass of the solution
corresponding to the critical amplitude turns out to be
M ≃ 4.5.
In Fig. 20 we show again our standard visual test for
the position the inner and apparent horizons for the par-
ticular case of a = 12. Fig. 21 shows a comparison of the
position of the AH found with our three different find-
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FIG. 20. Position of the inner horizon and AH on the x−z
plane for a Brill wave initial data set using Holz’ q function
with a = 12. The solid lines are the positions of the horizons,
and the dotted lines are the zeroes of the expansion H .
ers. The area of the horizon in this case turns out to be
A ∼ 1.1× 103. From Table V we see that in this case
the ADM mass is M ∼ 4.67, from which we find that
16πM2/A ∼ 0.997. The Penrose inequality appears to
be slightly violated, but this small violation could eas-
ily be caused by the inaccuracies in the determination of
both the mass and the area.
VI. CONCLUSIONS
In this paper we have developed a large number of test-
beds for apparent horizon finding algorithms in numeri-
cal relativity, and have applied them to three algorithms
of ours. There were several goals of this study. First,
in preparation for studies of a wide variety of datasets
it was important to verify that our algorithms are ro-
bust and that their coding is correct. As a result of this
extensive testing we are now very confident that our al-
gorithms, which had to be refined in several cases to find
difficult but known horizons, are correct and robust. Sec-
ond, through this study we have developed an extensive
series of quantitative tests for both developing and val-
idating future algorithms, that should be useful to the
community. Third, we used these refined horizon find-
ing algorithms to study a series of interesting black hole
and gravitational wave initial data sets in preparation for
numerical evolutions.
For the purpose of validating our own algorithms, we
have repeated virtually all quantitative test-beds in the
literature that have come to our attention. Here it was
important to have some simple numbers that can be com-
pared directly. For two of these test-beds (Brill wave
data), our results disagree with the published results.
We are confident that our results are the correct ones
both because our three finders agree with each other,
and because they agree with the literature for the other
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FIG. 21. Comparison of the AHs found with our three find-
ers for a Brill wave initial data set using Holz’ q function with
a = 12. The solid line corresponds to the 2D finder, the dot-
ted line to the fast flow finder, and the dashed line to the
minimization finder. All three lines lie on top of each other.
published test-beds.
At our disposal we had three apparent horizon finders,
two independent ones in three space dimensions without
symmetries, and one limited to axisymmetry. Both 3D
finders are an integral part of the Cactus numerical rel-
ativity framework [32], so that all the test-bed data can
be calculated, examined for horizons with either of the
two finders, and evolved forward in time within the same
code, just by changing parameters. The 2D finder was
also linked up with a 2D initial data solver. While the
fast flow 3D AH finder is generally much faster than the
minimization routine, it was crucial for the validation
process to have all three available to work on the same
data. We stress that Powell’s method, which was used
in the minimization algorithm, is probably not the best
for the minimization, but it is common and readily avail-
able for testing the basic AH finding strategy; more so-
phisticated minimization algorithms could accelerate the
minimization-based AH finder. The speed of the finders
will be crucial in determining whether full scale numerical
evolutions can be practically carried out or not, and even
the present generation finders can be taxing in terms of
computational time. The 2D initial data solver and ap-
parent horizon finder, although limited to axisymmetric
data, had the advantage of allowing for much higher nu-
merical precision, thus giving us more confidence yet in
our results.
We want to emphasize the importance of proper val-
idation through test-beds, of any new algorithm, espe-
cially for analysis tools such as horizon finders for which
standard techniques such as convergence tests will gen-
erally not reveal algorithm deficiencies or coding errors.
Validation on simple examples with lower symmetry, or
with analytically known horizons, is important but sim-
ply not sufficient. One could almost establish a variant
of Murphy’s law stating that every new test-bed calcula-
tion that is in some way more generic than previous ones
will reveal a new deficiency in a given finder. As AHs are
not known for completely general data sets, being able to
test two or three totally independent finders on the same
initial data was crucial to our development process, right
down to the process of eliminating typos in this paper.
On the one hand, we have included some physically in-
teresting data sets (black holes and Brill waves), on the
other hand we would like to stress that for the sole pur-
pose of testing an AHF, one can run it on data that do
not obey the constraints (“bowl” spacetimes).
Finding AHs in data without symmetries remains a
very difficult problem. For generic data, which are not
time-symmetric, no algorithm is known to always work.
Essentially, the problem is highly nonlinear, and can be
made arbitrarily difficult with sufficiently “bad” data (a
typical example of such behavior was discussed for the
“bowl” spacetimes). In fact there may not be any “best”
algorithm that is both fast and robust at the same time.
Further, in different cases one algorithm may work better
than another, or vice versa. For these reasons we continue
to use our various AH finders to confirm results.
As an aid to future development and validation efforts,
in this paper we have given simple numbers (critical sep-
arations, horizon areas and ADM masses) for families
of initial data that should provide useful and quantita-
tive testbed for other groups. However, in our opinion,
validation must also include detailed comparison of the
entire shape of the candidate AH with other algorithms,
for data which have no symmetries at all.
The horizon finders developed and refined on these
spacetimes are presently being applied to evolutions of
some of these datasets. These results will be presented
in future publications.
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