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Introduzione
A 30 anni dalla sua scoperta, avvenuta nel 1962, la “Green Fluorescent Pro-
tein” (GFP) era solo un tassello del complesso di bioluminescenza di una
comune medusa. Nel 1994, pero`, con la clonazione del gene da parte di
Chalfie, e la scoperta che la proteina mantiene la fluorescenza anche quando
espressa in altri organismi, la GFP venne alla ribalta, catturando l’attenzio-
ne del mondo scientifico. Oggi, la gran parte dei ricercatori di bioscienze usa
le proteine fluorescenti come uno strumento per studiare la localizzazione e
la dinamica di altre proteine.
Grazie alla presenza di un cromoforo all’interno della struttura, la GFP
e` in grado di assorbire luce blu ed emettere luce verde per fluorescenza. Inol-
tre, ed e` questa la caratteristica che rende la GFP cos`ı unica, la formazione
del cromoforo avviene tramite una modificazione post traduzionale, a partire
da tre amminoacidi della sequenza (Ser65-Tyr66-Gly67), che non necessita di
enzimi o cofattori esterni particolari, ma e` completamente autocatalizzata.
Sebbene per molti anni la GFP fosse rimasta unica nel suo genere, una
serie di proteine fluorescenti, diversamente colorate ma omologhe ad essa
furono scoperte in alcuni coralli, e clonate nel 1999. Queste proteine hanno
uno spettro spostato verso il rosso, dovuto al fatto che il cromoforo, partendo
dall’intermedio verde, va incontro ad ulteriori trasformazioni. La scoperta
suscito` notevole interesse, in quanto la disponibilita` di colori diversi accresce
le possibili applicazioni in biologia.
La conoscenza dettagliata del meccanismo di biosintesi del cromoforo e` di
fondamentale interesse scientifico, in quanto aiuterebbe a disegnare varianti
della GFP con le proprieta` desiderate. Inoltre, comprendere il ruolo catali-
tico dell’architettura della proteina, potrebbe facilitare l“esportazione” del
cromoforo in strutture diverse, ossia la formazione del cromoforo all’interno
di nuove architetture proteiche, preferibilmente con dimensioni ridotte.
Il presente lavoro di tesi mira a fornire un quadro delle conoscenze at-
tuali sulla formazione del cromoforo della GFP, il membro piu` studiato della
famiglia di proteine fluorescenti. Tale quadro verra` allo stesso tempo arric-
chito con risultati originali, ricavati per mezzo di simulazioni di dinamica
molecolare e ottimizzazioni geometriche.
Lo schema della tesi e` il seguente: nel primo capitolo vengono descritte
la struttura cristallografica della GFP e la struttura chimica del suo cro-
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moforo. Vengono poi mostrati i caratteristici spettri di assorbimento e di
emissione della proteina, e i due meccanismi competitivi di decadimento dal-
lo stato eccitato del cromoforo neutro. Infine sono presentati alcuni esempi
di applicazioni in campo biologico.
Nel secondo capitolo viene dato un quadro generale sul meccanismo di
formazione del cromoforo; alla luce di alcuni risultati, sia teorici che spe-
rimentali, vengono discussi i fattori che determinano la maturazione della
GFP. Grazie ad alcune mutazioni nel gene che codifica la proteina, e` possibi-
le ottenere varianti con un tempo caratteristico di formazione del cromoforo
dell’ordine di alcuni mesi, anziche´ di ore. Cio` ha permesso di confrontare le
strutture cristallografiche pre e post maturazione, ed avanzare alcune ipo-
tesi sulla biosintesi del cromoforo. Nell’ultima parte del capitolo vengono
analizzati i ruoli catalizzatori di alcuni residui particolarmente importanti.
Nel terzo capitolo vengono descritti sia la teoria su cui si basa la di-
namica molecolare, sia i metodi utilizzati. Grazie all’approssimazione di
Born-Oppenheimer e` possibile immaginare i nuclei come punti materiali che
si muovono nel potenziale generato dagli elettroni. Per la determinazione
dell’energia potenziale elettronica, vengono illustrati sia l’approccio quan-
tistico, con la descrizione dei metodi semiempirici e del funzionale ibrido
B3LYP, che quello classico, con i relativi campi di forze empirici. Si procede
poi a presentare le tecniche dinamica molecolare utilizzate durante le simu-
lazioni. Particolare attenzione e` dedicata all’umbrella sampling, la tecnica
che abbinata al Weighted Histograms Analysis Method (WHAM), permet-
te l’esplorazione dei profili di energia libera, e dunque la valutazione delle
stabilita` relative delle configurazioni molecolari. Infine viene presentato l’ap-
proccio QM/MM, che consente di trattare quantisticamente la regione del
cromoforo, mantenendo allo stesso tempo una descrizione classica per il resto
della proteina.
Il quarto ed ultimo capitolo descrive i risultati delle simulazioni. In par-
ticolare, alla luce dei risultati ottenuti, vengono discusse alcune ipotesi di-
battute in letteratura circa il ruolo della proteina nel favorire la ciclizzazione,
la tappa critica verso la formazione del cromoforo.
Capitolo 1
Proteine fluorescenti:
struttura, fotofisica ed
applicazioni
In questo capitolo descriveremo la struttura della GFP e del suo cromoforo.
Verranno presentati poi gli spettri di emissione e assorbimento della wild-type
GFP (wtGFP), e l’equilibrio tra i due stati neutro-anionico del cromoforo.
Vedremo come l’emissione sia dovuta ad un singoletto dello stato anionico.
Una volta eccitato, lo stato neutro puo` deprotonarsi ed emettere, o decadere
per conversione interna al fondamentale. Infine verranno dati dei cenni sulle
principali applicazioni in biologia molecolare delle proteine fluorescenti.
1.1 Struttura chimica del cromoforo
La prima ipotesi sulla composizione del cromoforo fu formulata da Shimo-
mura [1]. Isolando un frammento di proteina denaturata contenente il cro-
moforo, e confrontandone lo spettro d’assorbimento con un composto da
lui sintetizzato (Figura 1.1), dedusse, nel 1979, la struttura del cromoforo.
Il 4-(paraidrossibenzilidene)5-imidazolinone da lui proposto e` mostrato in
Figura 1.2.
Studi successivi confermarono la struttura e mostrarono che il frammento
contenente il cromoforo e` un esapeptide ciclizzato formato dai residui Phe64-
Ser65-Tyr66-Gly67-Val68-Gln69 della GFP [2].
1.2 Strutture cristallografiche
Nonostante le varianti della wtGFP presentino differenti proprieta` spettrali,
le caratteristiche strutturali rimangono tutte molto simili: 11 foglietti-β
formano le pareti di un β-barrel con un’altezza di 42 A˚ ed un raggio di 12
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Figura 1.1: Spettro d’assorbimento del peptide contenente il cromoforo (curve
continue) e del composto sintetizzato da Shimomura (curve tratteggiate) [1].
Figura 1.2: Struttura del cromoforo proposta da Shimomura. Sono indicati gli
angoli diedri φ e τ attorno ai quali il cromoforo puo` ruotare nello stato eccitato e i
tre possibili siti di protonazione.
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Figura 1.3: Vedute ortogonali della struttura cristallografica della GFP, in cui le
frecce rappresentano i foglietti-β. Il cromoforo, Arg96, Glu222 sono mostrati nella
rappresentazione a “palle e bastoncini” (in grigio il carbonio, in blu l’azoto, in rosso
l’ossigeno) [10].
A˚, attraversato diagonalmente da porzioni di α-elica. Il cromoforo si trova
perfettamente in mezzo, ed e` legato all’α-elica (Figura 1.3).
Rimanendo incapsulato all’interno del β-barrel, il cromoforo rimane pro-
tetto dal quenching di ossigeno molecolare [3] e dall’attacco di ioni OH−
[29].
Quasi tutti i 238 amminoacidi sono impiegati per la formazione dell’α-
elica e del β-barrel. Questo si traduce nell’impossibilita` di indicare quali
siano gli eventuali amminoacidi da eliminare per ridurre di volume la pro-
teina, pur mantenendo la capacita` di emettere fluorescenza. Con lo scopo di
trovare amminoacidi non strettamente necessari, sono state costruite varian-
ti della GFP che mancano degli amminoacidi terminali. Questi esperimenti
di delezione, basati sulla misura degli spettri di fluorescenza, hanno mostra-
to che quasi tutta la proteina (residui 2-232 o 7-229) e` richiesta per produrre
fluorescenza [5, 6]. Demidov et al [7] hanno recentemente mostrato che la
split GFP (Sezione 1.5) potrebbe contenere un cromoforo maturo ma non
in grado di emettere, in quanto esposto al solvente. Alla base di questa
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Figura 1.4: Diagramma schematico delle interazioni tra il cromoforo e l’ambiente
circostante nella variante Ser65Thr [8]. Le catene laterali sono rappresentate con
la lettera del corrispondente amminoacido ed il numero del residuo. I gruppi della
catena principale con il numero del residuo. Gli ossigeni delle acque sono indicati
con W ed il corrispondente indice all’interno della struttura 1EMA del Protein Data
Bank. I possibili legami idrogeno sono mostrati con linee tratteggiate, le distanze
in angstrom.
convinzione vi e` il fatto che la fluorescenza, in seguito al legame tra le due
parti della split GFP, e` acquisita con tempi molto piu` brevi (circa 1 min),
rispetto a quelli necessari per la formazione del cromoforo ex novo, di circa
1 h (capitolo 2).
Diversi residui polari e molecole d’acqua formano una rete di legami
idrogeno intorno al cromoforo. La Figura 1.4 mostra le interazioni a breve
raggio tra il cromoforo, la proteina circostante, ed il solvente nella GFP
Ser65Thr. Particolarmente importanti, come vedremo nel Capitolo 2, sono
le interazioni con Arg96 e Glu222.
1.3 Emissione ed assorbimento
Gli spettri di assorbimento e di emissione a temperatura ambiente della
wtGFP sono mostrati in Figura 1.5.
Oltre alla banda a 278 nm, comune alle proteine contenenti amminoacidi
aromatici, la wtGFP presenta una banda d’assorbimento principale a 398
nm, che e` circa 3 volte piu` alta di una banda secondaria a 475 nm. Queste
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Figura 1.5: Spettri di assorbimento (linea continua) e di emissione (linea
tratteggiata) della wtGFP a pH 7.4 [9].
due bande a lunghezza d’onda maggiore sono attribuibili alla presenza del
cromoforo. La loro altezza relativa dipende dalla concentrazione protonica:
aumentando il pH, infatti, la banda a 475 nm cresce, a spese della banda a
398 nm, e le altezze si invertono a pH 11, appena prima che la proteina si
denaturi.
Questo comportamento deriva da un equilibrio, nello stato fondamentale,
tra due stati del cromoforo con differente ionizzazione, dove lo stato che
assorbe a 398 nm (A) ha uno ione H+ in piu` rispetto allo stato che assorbe
a 475 nm (B). In particolare, il picco a 398 nm e` normalmente attribuito ad
una forma neutra (HOy, N, Ox, in Figura 1.2), mentre quello a 475 nm ad
una forma anionica (−Oy, N, Ox) [11].
L’eccitazione dello stato A porta allo spettro di fluorescenza di Figura
1.5, con un picco a 508 nm, lo stato B da` invece uno spettro leggermente
spostato verso il blu, con un picco a 503 nm [13]. In entrambi i casi la
fluorescenza e` dovuta all’emissione di uno stato eccitato di singoletto del
cromoforo anionico. Cio` e` suggerito dalla nota tendenza dell’anello fenolico
di Tyr66 a diventare maggiormente acido nello stato eccitato. Mentre l’ecci-
tazione del cromoforo anionico porta dunque direttamente alla fluorescenza,
l’eccitazione del cromoforo neutro conduce alla deprotonazione dello stato
eccitato e conseguente emissione dalla forma anionica, meccanismo noto col
termine excited-state proton transfer (ESPT).
Sebbene la specie fluorescente sia il cromoforo anionico in entrambi i
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Figura 1.6: Percorso di reazione dell’ESPT nella wtGFP. Il cromoforo a sinistra,
colorato in blu e rappresentato con un asterisco, rappresenta lo stato eccitato del
cromoforo protonato, dopo fotoeccitazione a 398 nm. Durante o dopo il trasfe-
rimento di un protone a Glu222, come mostrato a destra, il cromoforo anionico
emette un fotone nel verde [10].
casi, la configurazione dei residui circostanti risulta differente. Il tempo di
vita dello stato eccitato e` troppo breve per consentire un’equilibrazione, con
conseguente spostamento del picco d’emissione (da 503 a 508 nm). Lo stato
intermedio risultante dall’ESPT, chiamato I, contiene il cromoforo in un am-
biente piu` simile a quello di A che a quello di B. In particolare, I ha la catena
laterale di Thr203 come in A, cos`ı la transizione inversa risulta efficiente, in
quanto richiede solo un cambiamento dello stato di protonazione. Tuttavia,
dopo alcune ore di irradiazione a 398 nm, la forma neutra si fotoconverte
a quella anionica [18]. I dettagli del meccanismo ESPT sono stati studiati
con spettroscopia IR, che ha verificato che il residuo che riceve il protone e`
Glu222, secondo il percorso mostrato in Figura 1.6 [20].
1.4 Conversione interna e perdita di fluorescenza
La wtGFP ha una resa quantica di fluorescenza pari a 0.8 [25] (ossia l’80%
dei fotoni assorbiti viene riemesso per fluorescenza), mentre il cromoforo iso-
lato, in soluzione, pari a 10−3 [11]. A una temperatura di 77 K, comunque, il
cromoforo riacquista fluorescenza, indicando che la liberta` conformazionale
favorisce i processi non radiativi. [27]. Calcoli quantistici hanno rivelato
che, nel cromoforo cationico ( HOy, HN+, Ox), configurazioni con un angolo
diedro τ di 90◦ (vedi Figura 1.2) si trovano ad un minimo di energia per
lo stato eccitato, ad un massimo per il fondamentale [19]. La fotoisomeriz-
zazione cis-trans dell’anello fenolico del cromoforo e` stata dunque proposta
come meccanismo di conversione interna. Se nel decadimento dallo stato
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eccitato del cromoforo neutro, l’ESPT prevalga sulla fotoisomerizzazione, o
viceversa, dipende dai residui circostanti.
1.5 Alcune applicazioni
La GFP e` diventata uno strumento preziosissimo nel campo biotecnologico.
Il motivo fondamentale risiede nel fatto che il cromoforo e` prodotto attraver-
so una ciclizzazione interna che non richiede particolari enzimi o cofattori.
Di seguito e` riportata ua breve panoramica sulle principali applicazioni della
GFP in laboratorio.
1.5.1 Gene reporter
La prima applicazione della GFP e` stata come gene reporter [28]. L’espres-
sione di un gene puo` essere monitorata usando un gene della GFP che e`
sotto il controllo di un promoter di interesse. 1 La misura della fluorescenza
indica il livello di espressione del gene nelle cellule.
1.5.2 Imaging cellulare in vivo
In linea di principio, il gene di qualsiasi proteina puo` essere fuso alla se-
quenza codificante della GFP, tramite tecniche di subclonazione standard,
ed espresso in una cellula o in un organismo. Idealmente il risultato e` una
chimera che mantiene le stesse funzioni della proteina d’interesse, ma fluo-
rescente. In questo modo la GFP viene utilizzata come “etichetta” fluore-
scente per visualizzare eventi di dinamica cellulare o monitorare la posizione
di un’altra proteina [22]. Grazie allo sviluppo delle tecniche di microscopia
di fluorescenza, e` ora possibile localizzare i fluorofori con estrema precisione
(anche sotto il limite di diffrazione), ricavando preziose informazioni sulla
struttura subcellulare [14].
1.5.3 Fluorescence Resonance Energy Transfer (FRET)
Il FRET e` un trasferimento di energia non radiativo da un fluoroforo do-
natore eccitato ad un altro fluoroforo accettore che si trova in un raggio di
poche decine di A˚. Affinche´ il trasferimento avvenga, lo spettro di emissione
del donatore e quello di assorbimento dell’accettore devono sovrapporsi. In
queste condizioni, l’eccitazione del donatore puo` produrre emissione dall’ac-
cettore, anziche´ dal donatore stesso. Poiche` qualsiasi segnale biochimico che
cambia la distanza o l’orientazione tra i due fluorofori modula l’efficienza
del FRET, esso risulta una tecnica molto utile per studiare le interazioni
proteina-proteina [22].
1Per promoter si intende il segmento di DNA che regola l’espressione del gene stesso.
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Figura 1.7: Split GFP come indicatore di interazione proteina-proteina. La meta`
N-terminale (in blu) e quella C-terminale (in giallo) del sistema splicing VDE so-
no legate rispettivamente alla meta` N-terminale (in grigio chiaro) e a quella C-
terminale (in grigio scuro) della GFP. L’interazione tra le proteine A e B accelera
il ripiegamento del sistema splicing. Le due meta` della GFP sono infine unite da
un legame peptidico, creando la struttura a β-barrel (in verde), in cui il cromoforo
riacquista la fluorescenza.
1.5.4 Split GFP
Un altro metodo per monitorare l’interazione tra due proteine e` mostrato
in Figura 1.7 [24]. La proteina A e` legata al terminale N di un sistema
splicing, ovvero capace di catalizzare la propria rimozione da due frammenti
di proteine, unendoli con un legame peptidico. Il sistema splicing, a sua
volta, e` legato al terminale N della split GFP. La proteina B, invece, e`
legata al terminale C del sistema, che e` legato al terminale C della rimanente
GFP. Quando le due proteine interagiscono, le due meta` del sistema splicing
si trovano in prossimita` e si ripiegano correttamente. Le due parti della
split GFP si legano e vengono rilasciate. Una misura della intensita` di
fluorescenza, proporzionale al numero di cromofori in GFP intere, indica
quindi il numero di proteine interagenti.
Capitolo 2
Biosintesi del cromoforo
In questo capitolo verra` dato un quadro generale del meccanismo di forma-
zione del cromoforo. Verranno presentati alcuni risultati, sia sperimentali
che computazionali, sui fattori che determinano la formazione del cromo-
foro. Grazie ad alcune mutazioni, e` possibile ottenere delle varianti della
GFP a lenta maturazione. Cio` ha consentito il confronto delle strutture
cristallografiche pre e post ciclizzazione. Nell’ultima parte, ci soffermeremo
sul dibattito in letteratura circa il ruolo dei residui del cromoforo e del sito
attivo nel promuovere la maturazione della GFP.
2.1 Modificazioni post traduzionali della catena
principale
Per svolgere il proprio ruolo biologico, alcune proteine vanno incontro a
modificazioni post traduzionali. Sebbene molte di queste modificazioni ri-
chiedano enzimi particolari, alcune sono autocatalizzate.
Esistono molti esempi in natura in cui il ripiegamento della proteina e`
seguito da reazioni spontanee in cui si formano nuovi legami covalenti. Que-
ste modificazioni auocatalizzate possono essere considerate una proprieta`
intrinseca della sequenza amminoacidica, dato che non richiedono enzimi o
particolari cofattori esterni.
Le proteine fluorescenti derivate dalla GFP, in cui il cromoforo si for-
ma proprio grazie a modificazioni post traduzionali, costituiscono un esem-
pio. Un meccanismo analogo si ritrova negli enzimi Istidina Ammonia
Liasi (HAL), Fenilalanina Ammonia Liasi (PAL) e Tirosina Aminomutasi
(TAM), e porta alla formazione di una struttura eterociclica (4-methylidene-
imidazole-5-one, MIO).
Sia GFP che HAL/PAM/TAM, dopo il corretto ripiegamento vanno
incontro a tre fasi principali, il cui ordine rimane dibattuto (Figura 2.1):
• ciclizzazione del tripeptide in seguito all’attacco nucleofilico di una
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Figura 2.1: (A) Reazione proposta per l’anello MIO nella HAL. (B) Reazione pro-
posta per la formazione del cromoforo nella GFP. La fase di ciclizzazione iniziale e`
identica per entrambe le proteine [38].
Glicina (Gly67 nella GFP, Gly144 nella HAL) sul carbonio carbonilico
(Ser65 nella GFP, Ala142 nella HAL), con formazione di un eterociclo
a cinque membri
• deidratazione dello stesso carbonio
• ossidazione di Tyr66 (nella GFP) [13, 12, 30], deidratazione di Ser143
(nella HAL) [49, 38], con conseguente formazione del doppio legame
Cα–Cβ
Pertanto, nonostante la diversa architettura tridimensionale (Figura 2.2),
c’e` molta similarita` nelle modificazioni post traduzionali e negli anelli ete-
rociclici prodotti.
2.2 Percorsi cinetici e tempi caratteristici
Secondo il meccanismo inizialmente proposto da Cubitt et al [12], la dei-
dratazione seguirebbe immediatamente la chiusura dell’anello (Figura 2.3,
meccanismo A). In condizioni aerobiche, avverrebbe poi l’ossidazione del le-
game Cα66–Cβ66, e la conseguente coniugazione-pi dell’anello con il gruppo
fenolico di Tyr66. Questo meccanismo e` stato ipotizzato perche´ la massa
della GFP maturata in condizioni anaerobiche diminuisce di 1 (± 4) Da dopo
l’esposizione all’aria [12]. Cio` e` consistente con l’ossidazione della proteina
(2 Da) come ultima tappa della formazione del cromoforo. Questi dati, rica-
vati da esperimenti in vitro, rappresentano il principale argomento a favore
del meccanismo A (Figura 2.3).
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Figura 2.2: Struttura e sito attivo della GFP e della HAL. (A) β-barrel della GFP.
Sono mostrati il cromoforo (al centro), Arg96 (a sinistra), Glu222 (a destra), e l’α-
elica centrale (in rosa). (B) α-eliche della HAL mostrate intorno alla regione del
MIO [50].
Figura 2.3: I due meccanismi proposti per la formazione del cromoforo. (Nel riqua-
dro interno) L’anello formatosi in seguito alla ciclizzazione dei residui del cromoforo,
con la notazione per gli atomi utilizzata nel seguito [33].
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Di recente, e` stata considerata la possibilita` che la GFP potrebbe matu-
rare secondo un percorso alternativo (Figura 2.3, percorso B), in cui ossida-
zione e deidratazione sono essenzialmente invertiti [33]. Secondo il percorso
B, la catena principale si chiuderebbe a formare l’intermedio tetraedrico;
l’anello sarebbe poi ossidato ad una immina ciclica dall’ossigeno molecolare.
Nella terza ed ultima fase, l’eliminazione del gruppo ossidrilico attraverso
una molecola d’acqua, potrebbe procedere per mezzo di legami idrogeno con
il solvente [33].
La costante di maturazione del cromoforo e` stata misurata sia in vitro
che in vivo, misurando l’acquisizione di fluorescenza. In vivo, e` stato otte-
nuto un valore di circa 2h per la wtGFP [13], 27 min per la GFP Ser65Thr
[15]. Sorprendentemente, la maturazione in vitro della GFP Ser65Thr, pro-
cede con una costante di 122 min, quattro volte piu` lentamente [30]. Piu`
recentemente, la costante per la EGFP (GFP Phe64Leu Ser65Thr) e` stata
stimata di 1h [35].
La riacquisizione della fluorescenza e` stata monitorata anche dopo la
riduzione chimica del cromoforo maturo, che e` reversibile in seguito all’e-
sposizione all’ossigeno molecolare [16]. Per la GFP Ser65Thr sono stati
ottenuti tempi caratteristici dell’ordine di 108 min [30], simili a quelli ripor-
tati per la maturazione de novo (122 min), mostrando che l’ossidazione e` la
fase critica nella maturazione del cromoforo. Ad oggi, il piu` rapido processo
di ri-ossidazione riportato e` quello di una variante gialla chiamata Venus,
per la quale e` stata misurata una costante tempo pari a 2 min [17].
La velocita` della reazione di ciclizzazione non e` stata ancora misurata
direttamente. Assumendo un meccanismo sequenziale, la costante tempo
per la ciclizzazione nella GFP Ser65Thr e` stata stimata, a partire dalle
altre, in 4-5 min [30].
2.3 Alcuni risultati teorici
Siegbahn et al [42] hanno eseguito dei calcoli basati sul metodo B3LYP
(Capitolo 3) per studiare il meccanismo di formazione del cromoforo. Tali
calcoli hanno rivelato che la biosintesi del cromoforo, secondo il meccani-
smo inizialmente proposto [12], e` endotermica di circa 10 kcal/mol, indi-
pendentemente dal modello chimico utilizzato per i residui del cromoforo.
La reazione di ciclizzazione e` risultata ancora piu` endotermica, di circa 16
kcal/mol. Viceversa, un meccanismo in cui l’ossidazione di Tyr66 precede la
ciclizzazione e` risultato esotermico di 1.9 kcal/mol, e passa per un interme-
dio ciclizzato endotermico di solo 6.7 kcal/mol. Questo meccanismo, pero`,
e` stato in seguito abbandonato. Le strutture cristallografiche delle varianti
preciclizzate, come vedremo infatti nella prossima sezione, hanno mostrato
come la condensazione dell’anello sia la prima tappa verso la formazione del
cromoforo.
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Per trovare le conformazioni piu` stabili dello stato preciclizzato, sono
state condotte ricerche di minimi conformazionali, tramite metodi Monte
Carlo e di dinamica molecolare [31]. Tali ricerche hanno mostrato che le
conformazioni a piu` bassa energia della GFP preciclizzata presentano di-
stanze tra il carbonio carbonilico di Ser65 e l’azoto di Gly67 insolitamente
corte, sotto i 2.90 A˚ (la somma dei due raggi di Van der Waals e` 3.25 A˚). Tale
conformazione della proteina e` detta tight-turn. Una ricerca sul Cambrid-
ge Structural Database (CDS) ha mostrato che solo l’1.38 % delle molecole
contenenti l’esapeptide Phe-Ser-Tyr-Gly-Val-Gln sono caratterizzate da una
distanza corrispondente inferiore ai 3 A˚.
Tale distanza, nelle conformazioni della GFP ad energia minore, non
varia piu` di 0.01 A˚, mentre nell’esapeptide libero varia per piu` di 1.90 A˚.
La proteina pertanto restringe lo spazio delle configurazioni accessibili ai
residui nella regione del cromoforo e colloca i due residui coinvolti in stretta
vicinanza, in conformazione tight-turn. Nel Capitolo 4, vedremo come ca-
ratterizzare questo contributo in termini di potenziale di forza media lungo
la coordinata di reazione C65-N67 (Figura 2.3).
2.4 Conformazioni pre ciclizzazione
L’idea del tight-turn e` stata recentemente confermata dal confronto tra le
strutture a raggi X pre e post ciclizzazione. Barondeau et al [32] hanno
determinato la struttura cristallografica della variante che porta un’Alanina
anziche´ un’Arginina al residuo 96 (Arg96Ala). Questa sostituzione causa un
rallentamento notevole nella formazione del cromoforo, portando il tempo
necessario da minuti a mesi e consentendo di ricavare strutture pre e post
ciclizzazione.
Secondo l’ipotesi di compressione meccanica [31], il β-barrel della GFP
darebbe origine ad interazioni steriche che porterebbero l’energia dello stato
preciclizzato sopra quella dello stato ciclizzato. La formazione del cromoforo
sarebbe guidata dal rilassamento della conformazione a piu` alta energia. Al
contrario, la variante Arg96Ala rivela conformazioni favorevoli per i residui
del cromoforo, senza significative collisioni steriche. A parte il tripeptide,
le due strutture Arg96Ala, determinate indipendentemente, sono molto si-
mili (Figura 2.4). La catena laterale di Tyr66 presenta due conformazioni
distinte che vanno ad occupare parte della cavita` creatasi in seguito alla
mutazione: la proteina possiede due stati isoenergetici con bassa barriera di
interconversione.
Nonostante lo spostamento evidente dei residui che formano il cromofo-
ro, in cui l’ossigeno fenolico di Tyr66 si muove di 14 A˚, e gli atomi della
catena principale di 2.6-3.1 A˚, per il resto le strutture cristallografiche pre
e post ciclizzazione si sovrappongono molto bene (Figura 2.4). Ai tre lega-
mi idrogeno dell’elica centrale nella struttura matura (Leu60-Leu64, Val61-
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Figura 2.4: Sovrapposizione delle strutture della variante Arg96Ala. Sono visibili il
grosso cambiamento conformazionale di Tyr66 e la piccola differenza tra le catene
principali degli stati pre ciclizzazione (A in giallo, B in blu) e post ciclizzazione (in
verde) [32].
Ser65Thr, Val68-Phe71, (Figura 2.5 A) se ne aggiungono altri due nella
variante Arg96Ala (Thr62-Tyr66, Ser65Thr-Val68). La maggior parte delle
distorsioni da una α-elica canonica non sono dunque dovute alla formazione
del cromoforo, ma imposte precedentemente dal β-barrel.
Queste distorsioni eliminano potenziali ponti idrogeno, negli atomi coin-
volti nella formazione del cromoforo, che dovrebbero essere rotti durante la
ciclizzazione, ad un costo energetico.
Un angolo di 80 gradi dell’elica, centrato sul cromoforo, e` presente nelle
strutture preciclizzate e non (Figura 2.4). Cio` forza l’azoto N67 e il carbonio
Ser65Thr ad una distanza minore (3.0 e 3.2 A˚ nelle strutture preciclizzazio-
ne) della somma dei due raggi di Van der Waals (3.25 A˚), in conformazione
tight-turn. Tale inclinazione potrebbe essere importante nel consentire il
legame idrogeno di Arg96 con l’ossigeno carbonilico di Tyr66.
Barondeau et al hanno dimostrato che, in condizioni anaerobiche, la
struttura cristallografica della variante Ser65Thr Tyr66Gly e` quella dello
stato preciclizzato [32]. Anche questa struttura preciclizzata e` molto simi-
le, cromoforo a parte, alla wtGFP. All’interno dell’elica centrale, la rete dei
legami idrogeno e` ridotta rispetto ad una α-elica canonica (Figura 2.5 in bas-
so) e presenta le stesse interazioni della wtGFP (Figura 2.5 B). Come visto,
l’assenza di legami idrogeno nei residui formanti il cromoforo contribuisce
ad abbassare la barriera di interconversione tra i due stati. Le distorsioni
dalla α-elica stabile sono dunque mantenute nello stato ciclizzato, anziche´
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Figura 2.5: (A) Conformazione dell’elica centrale generata dalla GFP matura (PDB
id 1ema) [8]. Il cromoforo e` rappresentato con legami scuri. (B) Conformazione
dell’elica centrale della variante Ser65Gly Tyr66Gly (PDB id 1qyo) [32]. I legami
idrogeno sono rappresentati con linee tratteggiate. Gli atomi di carbonio sono
mostrati in verde, gli ossigeni in rosso, gli azoti in blu. (In basso) Schema dei
ponti idrogeno dell’elica centrale nella wtGFP e nella struttura Ser65Gly Tyr66Gly
preciclizzata a confronto con i ponti idrogeno in una α-elica canonica. Le interazioni
sono rappresentate da linee continue [32].
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Figura 2.6: Analisi strutturale della variante a lenta maturazione Arg96Met. (A)
Sovrapposizione delle strutture della variante Arg96Met (in giallo) e della wtGFP
(in verde), con cromofori identici (CRO) e simili conformazioni per la catena latera-
le mutata Arg96Met (in giallo) e per la Arg96 (in verde). (B) Residui del cromoforo
preciclizzato, mostrati con le densita` elettroniche, della struttura Arg96Met preci-
clizzata. (C) Sovrapposizione delle strutture preciclizzate delle varianti Arg96Met
(in blu) e Arg96Ala (in marrone), con differenti conformazioni per Tyr66, ma si-
mile spostamento verso la cavita` generata dalla mutazione Arg96 da parte della
catena principale del cromoforo. (D) Sovrapposizione delle struttura preciclizzata
Arg96Met (in blu), con la wtGFP matura. E` evidente lo spostamento da parte
della catena principale del cromoforo nelle varianti con la mutazione Arg96.
rilasciate. Cio` rappresenta un argomento a sfavore dell’ipotesi di compres-
sione meccanica, e sottolinea invece il ruolo del β-barrel nel creare una con-
formazione che favorisca la ciclizzazione. Nel Capitolo 4 riformuleremo il
contributo di compressione della proteina alla luce dei nostri risultati.
Wood et al [41] hanno introdotto la mutazione Arg96Met nella GFPsol
(GFP con le mutazioni Phe64Leu Ser65Thr Phe99Ser Met153Thr Val163Ala
che ne aumentano la solubilita` [30]). La strutture mature della Arg96Met e
della GFPsol sono quasi identiche: l’angolo dell’elica centrale, con le conse-
guenti distorsioni dall’α-elica canonica, e` conservato e le uniche differenze si
riducono a piccoli cambiamenti conformazionali nella regione del sito attivo
(Figura 2.6 A).
Anche in questo caso, il tempo di formazione di circa due mesi ha con-
sentito di ottenere delle strutture pre ciclizzazione di questa variante (Figura
2.6 B).
Le strutture preciclizzate delle varianti Arg96Met e Arg96Ala presentano
una buona sovrapposizione (Figura 2.6 C). Le uniche differenze significati-
ve sono lo spostamento di Gln94, imposto dalla posizione di Tyr66, e la
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differente conformazione di quest’ultimo. Il confronto tra la strutture pre
ciclizzazione e wtGFP matura (Figura 2.6 D) mostra che, prima della cicliz-
zazione, la catena principale dei residui formanti il cromoforo e` spostata di
circa 2 A˚ verso la cavita` creata in corrispondenza del residuo 96, e sono pre-
senti due legami idrogeno addizionali (Thr62-Tyr66, Ser65Thr-Val68), come
nella variante Arg96Ala [32]. Pertanto, le varianti Arg96Ala e Arg96Met, a
lenta maturazione, stabilizzano maggiormente i residui formanti il cromoforo
nello stato preciclizzato.
2.5 Il ruolo dei residui del cromoforo
Esaminiamo ora singolarmente il ruolo dei residui del cromoforo nella ma-
turazione della wtGFP.
2.5.1 Ser65
La sostituzione di Ser65 con altri amminoacidi, (Gly, Ala, Thr, Gln) preserva
la fluorescenza [23]. Questo residuo dunque non sembra essere determinante
nella biosintesi del cromoforo.
2.5.2 Tyr66
Sebbene il cromoforo della wtGFP comprenda il gruppo fenolico della Tyr66,
la proteina riesce a sintetizzare il cromoforo sostituendo a Tyr66 un qualsiasi
amminoacido aromatico (His, Phe, Trp) [13].
La spettroscopia di massa ha confermato una perdita di massa di 2
Da nella variante non fluorescente Tyr66Leu, suggeriscono che un gruppo
aromatico in posizione 66 non e` fondamentale per l’ossidazione [35].
Evidenza di un equilibrio chimico tra la specie idratata e quella dei-
dratata e` stata fornita dalle varianti GFPhal (Ser65Ala Tyr66S) e GFPhal
His148Gly (Figura 2.7) [36]. Le relative strutture cristallografiche hanno
rivelato un equilibrio tra le due popolazioni, con una presenza del 10 %
(GFPhal) o 85 % (GFPhal His148Gly) della forma idratata.
Nella wtGFP, il ruolo di Tyr66 potrebbe pertanto essere quello di spo-
stare l’equilibrio verso l’eliminazione della molecola d’acqua.
2.5.3 Gly67
La letteratura e` concorde sulla indispensabilita` di una Glicina in posizione
67. Tutte le mutazioni riportate di Gly67 hanno prodotto varianti non
fluorescenti della GFP [34].
Per investigare la crucialita` di Gly67 nella conformazione tight-turn, sono
state condotte ricerche conformazionali di minimi, sostituendo la Gly67 con
tutti gli amminoacidi naturali [31]. La distanza tra il carbonio carbonilico
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Figura 2.7: Equilibrio idratazione-deidratazione nelle varianti GFPhal e GFPhal
His148Gly.
di Ser65 e l’azoto ammidico del residuo 67, nella configurazione di minimo,
e` significativamente piu` corta se il residuo 67 e` una Glicina.
La sensibilita` verso la Tripsina, un enzima che scinde i legami peptidici,
e` legata alle fluttuazioni della proteina nello stato nativo [40], ed e` stata
utilizzata per confrontare la stabilita` di alcune varianti della GFP [39]. Dopo
una incubazione di 15 min, la EGFP rimane a lunghezza invariata per il
75 %, la variante Gly67Ala solo per il 17. La quasi completa digestione
di quest’ultima indica una forte destabilizzazione, dovuta all’interferenza
sterica del gruppo metile dell’Alanina introdotta.
A conferma che la biosintesi del cromoforo e` legata al ripiegamento della
proteina, nella variante Gly67Ala, l’efficienza della maturazione e` stata sti-
mata intorno all’8 %. Il cromoforo non puo` formarsi dunque in una proteina
cos`ı destabilizzata [39].
Gli angoli φ e ψ della Glicina nella struttura preciclizzata, −90◦ e −16◦ ,
collocano il residuo in una regione permessa del Ramachandran plot, confer-
mando che la conservazione della Glicina in posizione 67 non si deve tanto
alla sua flessibilita` conformazionale, quanto alla necessita` di mantenere il
legame idrogeno tra Arg96 e l’ossigeno carbonilico di Tyr66 [32].
2.6 Il ruolo catalitico del sito attivo
La cavita` che contiene il cromoforo all’interno del β-barrel e` circondata da
residui idrofilici e contiene alcune molecole d’acqua cristallografiche (Figura
2.10).
I residui del sito attivo maggiormente conservati nella famiglia delle pro-
teine fluorscenti, Arg96 e Glu222, si staccano da foglietti opposti del β-barrel
(Figura 2.9), e le loro catene laterali sono adiacenti al cromoforo, leggermente
sopra e sotto il piano dell’eterociclo (Figura 2.10).
Il carbossilato di Glu222 e il gruppo guanidinico di Arg96 si trovano ad
una distanza di 9 A˚ [8], e le loro cariche (positiva e negativa, rispettivamente)
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Figura 2.8: Modello schematico della GFP ripiegata (PDB id 1ema) [8]. Il
cromoforo e` mostrato in verde, Arg96 in blu, Glu222 in rosso.
Figura 2.9: Modello schematico della GFP ripiegata (PDB id 1ema) [8]. Il cromo-
foro (verde), Arg96 (blu) e Glu222 (rosso) sono rappresentati col modello a “palle
e bastoncini”.
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Figura 2.10: Modello del cromoforo (legami scuri) e dell’ambiente circostante (le-
gami chiari) generato dal PDB id 1ema [8]. Gli atomi di carbonio sono mostrati in
verde, gli ossigeni in rosso, gli azoti in blu.
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sono stabilizzate da ponti idrogeno. Esaminiamo in dettaglio i ruoli proposti
in letteratura per questi due residui.
2.6.1 Arg96
Sono due i potenziali contributi dibattuti in letteratura.
1. Arg96 potrebbe inibire stericamente alcune conformazioni della cate-
na laterale di Tyr66 che stabilizzerebbero la forma non ciclizzata [32].
Nella variante Arg96Ala, infatti, la catena laterale di Tyr66 si posizio-
na in una cavita` creatasi in seguito alla mutazione [32]. Per formare il
cromoforo, tale catena deve ruotare di circa 180◦ e l’ossigeno fenolico
deve spostarsi di 14 A˚. La variante Arg96Met, pero`, mostra che la
catena laterale della Metionina, preclude questa conformazione nella
struttura preciclizzata (Figura 2.6 C), provando che la conformazione
di Tyr66 non e` cruciale per una rapida maturazione [41].
A differenza della variante precicizzata Ser65Gly65 Tyr66Gly [32], con-
tenente Arg96, la variante Arg96Met presenta uno spostamento dei
residui che formano il cromoforo, dalla posizione nella struttura ma-
tura verso la cavita` dovuta al troncamento di Arg96 (Figura 2.6 D),
come pure visto per la variante Arg96Ala [32]. Cio` sembra suggerire
un ruolo sterico da parte di Arg96 nell’evitare questo spostamento, al
fine di promuovere la ciclizzazione.
Wood et al [41] hanno mostrato che l’unica sostituzione, in posizio-
ne 96, in grado di mantenere i tempi di fluorescenza della wtGFP e`
la Arg96Lys. Oltre a mantenere la carica di Arg96, la Lisina contiene
una catena laterale piu` lunga della Metionina e rappresenta meglio dal
punto di vista sterico l’Arginina. Il modello ottenuto con la sostituzio-
ne Arg96Lys nella variante preciclizzata Arg96Met non ha prodotto
apprezzabili collisioni di Van der Waals. Cio` suggerisce che nello stato
preciclizzato della variante Arg96Lys, i residui formanti il cromoforo
siano spostati come nella variante Arg96Met (Figura 2.6 D), anziche´
preorganizzati come nella variante Ser65Gly Tyr66Gly [32]. L’aumento
delle dimensioni del residuo, da Metionina a Lisina, non sembrereb-
be responsabile della drastica diminuzione del tempo di formazione,
escludendo un ruolo sterico per Arg96.
2. Le interazioni elettrostatiche di Arg96 potrebbero favorire la deproto-
nazione dell’azoto di Gly67 e stabilizzare gli intermedi anionici pro-
posti [36] durante la reazione di ciclizzazione. Il ruolo elettrostatico
e` sostenuto dal fatto che soltanto la Lisina, amminoacido con carica
positiva, preserva la fluorescenza in tempi rapidi [41]. Inoltre, a parti-
re dalla variante Arg96Ala, la fluorescenza puo` essere ripristinata con
la seconda mutazione Gln183Arg [41] che riporta una carica positiva
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nella regione del cromoforo, in consistenza con la natura a lungo raggio
e indipendente dall’angolo delle interazioni elettrostatiche.
La carica positiva di Arg96 stabilizzerebbe quella negativa dell’ossige-
no carbonilico di Tyr66 in una specie enolata intermedia (Figura 2.11)
[35]. In questo intermedio, il carbonio carbonilico di Tyr66 formerebbe
un doppio legame o con l’azoto deprotonato di Tyr66 o con il Cα66
deprotonato.
Tipicamente questi gruppi presentano valori di pKa superiori (intorno
a 15 per l’azoto [45] e sopra 20 per il carbonio [46]); nella GFP, il ponte
idrogeno tra Arg96 e l’ossigeno di Tyr66 avrebbe l’effetto di abbassare
il valore del pKa a 9.2, favorendo la deprotonazione [35].
Di recente, e` stata determinata la struttura anaerobica della GFPsol
Tyr66His His148Gly ridotta [48], che ha mostrato un anello planare
deidratato, con un Cα66 sp2 legato ad un tetraedrico Cβ66. Le den-
sita` elettroniche sono consistenti con un doppio legame Cα–C, e la
conseguente carica negativa su O66 (Figura 2.12, intermedio A).
A partire da questo risultato e` stato proposto un meccanismo d’ossi-
dazione, in cui l’ossigeno molecolare si legherebbe al Cα66 dalla stessa
parte di Arg96 (Figura 2.12, intermedio B). Questo residuo, altamen-
te conservato, fornirebbe interazioni elettrostatiche fondamentali per
l’ossidazione del cromoforo (Figura 2.12) [48].
2.6.2 Glu222
Come Arg96, anche Glu222 non e` strettamente necessario alla formazione
del cromoforo, dato che mutanti come E222G fluorescono [43].
Sniegowski et al [35] hanno costruito le varianti Arg96Met e Glu222Gln,
scoprendo che, al contrario che nella EGFP, la velocita` di formazione del
cromoforo cresce con il pH.
La mancanza di un effetto pH nella EGFP, al confronto con la variante
Glu222Gln, suggerisce un modello in cui il carbossilato di Glu222 agisce da
base, facilitando la deprotonazione di qualche gruppo della proteina [35].
Nella variante Arg96Met, e` stato ricavato un pKa di 6.5, attribuito all’a-
cido carbossilico di Glu222 [35], la cui forma basica catalizzerebbe la reazione
di ciclizzazione. Nella EGFP, a causa della vicinanza della carica positiva
di Arg96 (circa 9 A˚), la catena laterale di Glu222 potrebbe essere anionica
in tutto l’intervallo di pH 7–10, spiegando come mai non si ha dipendenza
dal pH durante la maturazione [35].
Se Glu222 ha un ruolo catalitico nella ciclizzazione del tripeptide, de-
ve trovarsi in prossimita` degli atomi reagenti. Nella struttura preciclizzata
Ser65Gly Tyr66Gly, invece, l’ossigeno del carbossilato e` distante 6.1 A˚ dal-
l’azoto N67 e 4.1 A˚ dal Cα66 [32]. Queste distanze sono troppo elevate per
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Figura 2.11: Catalizzazione da parte dei residui del sito attivo. La carica
positiva del gruppo guanidinico di Arg96 stabilizza i due possibili intermedi
anionici durante la formazione del cromoforo e ne abbassa i rispettivi pKa.
Il gruppo carbossilico di Glu222 funge da base in entrambi i percorsi. La
deprotonazione puo` avvenire per prima o sull’azoto di Gly67 (a sinistra), o
sul Cα66 (a destra). Entrambi gli intermedi possono poi procedere verso la
la ciclizzazione [35]. Figura da [47].
Figura 2.12: Meccanismo proposto nell’ossidazione della GFP [48].
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Figura 2.13: Conformazione ad energia piu` bassa per la GFP non matura. E`
mostrato il possibile percorso per il trasferimento del protone dal carbonio α di
Tyr66 al carbossilato di Glu222 [47].
un ruolo diretto come base: le interazioni potrebbero essere mediate da una
o due molecole d’acqua [35].
La reazione di ciclizzazione potrebbe iniziare o con una N-deprotonazione
di Gly67, che faciliterebbe l’attacco nucleofilico dell’azoto (Figura 2.11, sche-
ma sinistro) [36], o con una Cα-deprotonazione di Tyr66, che, seguita da un
trasferimento diretto di un protone dall’azoto di Gly67 al carbonio carboni-
lico di Ser65, porterebbe ad un intermedio critico per la fase d’ossidazione
(Figura 2.11, schema destro) [33].
Nelle struttura cristallografiche della GFP, una molecola d’acqua, vicina
alla sfera di Van der Waals di Cα66, forma un ponte idrogeno con Glu222 [8,
32, 33] e potrebbe mediare il trasferimento del protone (Figura 2.11, schema
destro). In particolare, nella struttura preciclizzata Ser65Gly Tyr66Gly, la
distanza della molecola di solvente con Cα66 e` di soli 3.3 A˚ [32].
In un recente studio Monte Carlo di ricerche di minimi conformazionali,
la rete di legami idrogeno e` risultata compatibile con l’astrazione di un pro-
tone dal Cα66 al carbossilato di Glu222 (Figura 2.13) [47]. Ad oggi, comun-
que, il meccanismo di trasferimento del protone rimane non completamente
svelato, e ulteriori studi sono necessari.
Capitolo 3
Teoria e metodi
In questo capitolo illustreremo la teoria ed i metodi alla base della dina-
mica molecolare. Inizieremo con l’approssimazione di Born-Oppenheimer,
che permette di separare il problema nucleare da quello elettronico. De-
scriveremo quindi alcuni metodi, sia di natura classica che quantistica, che
consentono di ricavare il potenziale elettronico. Verranno poi presentati al-
cuni dettagli sulle tecniche di simulazione, tra cui termostati e barostati, e
l’approccio QM/MM, che consente di trattare quantisticamente solo le re-
gioni di maggior interesse nella molecola. Particolare attenzione e` dedicata
all’umbrella sampling, che, combinato al metodo WHAM, e` stato utilizzato
per il calcolo dei profili d’energia libera.
3.1 L’approssimazione di Born-Oppenheimer
L’approssimazione di Born-Oppenheimer rappresenta il nostro punto di par-
tenza. Grazie alla separazione della funzione d’onda elettronica da quella
nucleare, e` possibile immaginare i nuclei come dei punti materiali che si
muovono classicamente nel potenziale interatomico generato dagli elettroni.
In un sistema di N elettroni ed M nuclei, la Hamiltoniana puo` essere
scritta, in unita` atomiche, come
H = −
N∑
i=1
1
2
∇2i −
M∑
A=1
1
2MA
∇2A −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B>A
ZAZB
RAB
(3.1)
dove MA e` il rapporto tra la massa del nucleo A e quella dell’elettrone, ZA il
numero atomico del nucleo A, riA la distanza tra l’elettrone i ed il nucleo A,
rij la distanza tra l’elettrone i e l’elettrone j, RAB la distanza tra il nucleo A
ed il nucleo B. In linea di principio, risolvendo l’equazione di Schro¨edinger
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per la funzione d’onda totale Ψ(ri,RA), il sistema sarebbe completamente
risolto. In pratica, questo modo di procedere e` impraticabile ed e` necessario
introdurre delle approssimazioni.
Nel 1923, Born ed Oppenheimer considerarono che, essendo i nuclei mol-
to piu` pesanti degli elettroni, e` ragionevole, fintanto che si considera il moto
elettronico, considerarli fissi e fattorizzare la funzione d’onda come
Ψ(ri,RA) = Ξ(RA)Φ(ri;RA) (3.2)
in cui Ξ(RA) descrive i nuclei, Φ(ri;RA) gli elettroni (dipendenti parame-
tricamente dalle coordiate nucleari). Con questa assunzione, il problema e`
riformulato in termini di due equazioni di Schro¨edinger separate:
HelΦ(ri;RA) = V (RA)Φ(ri;RA) (3.3)
dove
Hel = −
N∑
i=1
1
2
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B>A
ZAZB
RAB
(3.4)
e [
−
N∑
i=1
1
2
∇2i + V (RA)
]
Ξ(RA) = EΞ(RA) (3.5)
L’equazione (3.3) rappresenta il problema elettronico. Una volta ricavato
l’autovalore dell’energia V (RA), anch’esso dipendente in modo parametrico
dalle posizioni dei nuclei, il suo inserimento nell’equazione (3.5), permette
di ricavare il moto nucleare.
Nelle simulazioni di dinamica molecolare, anziche´ risolvere l’equazio-
ne (3.5), si approssima il moto dei nuclei classico (la lunghezza d’onda di
de Broglie dei nuclei e` piccola rispetto alle distanze medie). Nel contesto
newtoniano, le forze agenti sui nuclei sono date da
F i = −∇Vi(RA) (3.6)
3.2 I metodi semiempirici
Il metodo Self Consistent Field (SCF) o Hartree-Fock, come vedremo, cal-
cola gli orbitali atomici o molecolari usando la Hamiltoniana elettronica ed
una funzione d’onda che e` un singolo determinante di Slater (o il minimo
numero di determinanti che servono a riprodurre una funzione con la sim-
metria appropriata). L’ottimizzazione degli orbitali, per mezzo del principio
variazionale, porta ad un set di equazioni differenziali che sono normalmente
intrattabili, pertanto molte applicazioni del metodo fanno uso di un espan-
sione degli orbitali molecolari in termini di combinazioni lineari di orbitali
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atomici (LCAO). Se i coefficienti degli orbitali atomici sono scelti in modo
tale da ottimizzare l’energia totale, si ottengono gli orbitali LCAOSCF, per
i quali le equazioni sono state trovate da Roothaan.
Nonostante le approssimazioni fin qui introdotte, e le prestazioni sempre
piu` elevate dei calcolatori, molti problemi biomolecolari non sono affrontabili
col metodo LCAOSCF. Alcuni casi tipici sono:
• Grossi sistemi, contenenti centinaia di atomi
• Problemi computazionali dove e` necessario studiare centinaia o miglia-
ia di strutture
• Simulazioni di dinamica molecolare eseguite per esplorare profili di
energia libera
Qui, i metodi semiempirici possono essere di grande aiuto, dato che ri-
chiedono risorse computazionali di qualche ordine di grandezza minore ri-
spetto ai metodi quantistici ab initio. Si tratta di una “via di mezzo” tra
una trattazione puramente empirica del potenziale elettronico (meccanica
molecolare) e i metodi ab initio, sia per quanto riguarda l’applicabilita`, che
per i costi computazionali. Come la meccanica molecolare, fanno uso di
parametri derivati dagli esperimenti, come i secondi, sono di natura quan-
tistica. In questo senso possono essere visti come complementari, non in
competizione coi precedenti metodi. I costi computazionali ridotti derivano
dal trascurare molti integrali elettronici, e l’errore che cos`ı si commette e`
compensato dall’introduzione dei parametri empirici.
I metodi semiempirici possono essere applicati a sistemi con un numero
di atomi elevato, che non consente un approccio ab initio o DFT, per cui
i campi di forze mancano di una parametrizzazione (ligandi particolari), o
non consentono di osservare alcuni eventi (rottura di legami chimici).
Nonostante questi metodi possano essere utilizzati con grande accura-
tezza e costi ridotti, e` bene ricordare che:
1. L’accuratezza potrebbe essere diversa per diverse classi di composti.
2. I metodi semiempirici possono essere applicati solo a molecole conte-
nenti elementi che sono stati parametrizzati.
Possiamo a questo punto descrivere l’approssimazione di Hartree-Fock, su
cui la maggior parte dei metodi semiempirici si fonda.
3.2.1 Il metodo Hartree-Fock in sistemi closed-shell
Trovare soluzioni approssimate del problema elettronico e` stato uno dei pro-
blemi principali sin dalla nascita della meccanica quantistica. L’approssi-
mazione di Hartree-Fock, tradizionalmente, costituisce il primo passo verso
soluzioni piu` accurate.
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Per un sistema closed-shell ad N elettroni, la piu` semplice funzione d’on-
da antisimmetrica, che puo` essere usata per descrivere lo stato fondamenta-
le, e` un singolo determinante di Slater costruito a partire dagli N/2 orbitali
molecolari ψi(r)
|Ψ0〉 = |ψ1ψ¯1ψ2ψ¯2 . . . ψN ψ¯N 〉 (3.7)
dove ψi e ψ¯i indicano lo stesso orbitale molecolare occupato da due elettroni
con spin opposto. Introducendo le notazioni
(i|O|j) =
∫
ψ∗i (r1)O(r1)ψj(r1)dr1 ≡
∫
ψ∗i (1)O(1)ψj(1)dr1 (3.8)
(ij|kl) =
∫
ψ∗i (1)ψj(1)r
−1
12 ψ
∗
k(2)ψl(2)dr1dr2 (3.9)
e inserendo l’espressione (3.7) nell’energia elettronica, che per uno stato
normalizzato e` data da
E0 = 〈Ψ0|Hel|Ψ0〉 (3.10)
ricaviamo l’equazione
E0 = 2
N/2∑
a=1
(a|h|a) +
N/2∑
a=1
N/2∑
b=1
2(aa|bb)− (ab|ba) (3.11)
dove
h(1) = −1
2
∇21 −
M∑
A=1
ZA
r1A
(3.12)
e` l’energia cinetica e d’attrazione verso i nuclei per l’elettrone numero uno.
Consideriamo ora gli elettroni interni come facenti parte di un nucleo
non polarizzabile e rappresentiamo gli elettroni di valenza della molecola
per mezzo di combinazioni lineari di orbitali atomici φν :
ψi =
∑
ν
φνcνi (3.13)
Cerchiamo la “migliore” funzione d’onda a singolo determinante Ψ0, ovvero
quella per cui l’energia E0 raggiunge il minimo assoluto. Si tratta di mi-
nimizzare l’espressione (3.11) al variare dei coefficienti cνi, col vincolo che
le ψi formino un set ortonormale. Giungiamo cos`ı alle note equazioni di
Roothaan [61] ∑
ν
Fµνcνi =
∑
ν
Sµνcνiεi (3.14)
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dove
Fµν = Hµν +Gµν (3.15)
Hµν =
∫
φ∗µ(1)[−
1
2
∇21 −
M∑
A=1
VA(1)]φν(1)dr1 (3.16)
Gµν =
∑
λσ
Pλσ[(µν|λσ)− 12(µσ|νλ)] (3.17)
Sµν =
∫
φ∗µ(1)φν(1)dr1 (3.18)
Pλσ = 2
N/2∑
i=1
c∗iλciσ (3.19)
In queste equazioni, εi e` l’energia dell’orbitale molecolare ψi, (il cui signi-
ficato fisico e` la corrispondente energia di ionizzazione se l’orbitale e` occupa-
to). Hµν e` l’elemento di matrice dell’Hamiltoniana per l’elettrone numero 1,
ed include l’energia cinetica e l’energia potenziale nel campo elettrostatico
dei nuclei e degli elettroni interni. Quest’ultima e` scritta come somma di
energie potenziali VA(1) per i vari atomi A della molecola. Gµν e` l’elemento
di matrice del potenziale dovuto agli altri elettroni, e dipende dagli orbitali
molecolari attraverso la matrice densita` Pλσ.
L’energia degli elettroni di valenza e` data da
E0 =
1
2
∑
µν
Pµν(Hµν + Fµν) (3.20)
Per ottenere l’energia della molecola occorre sommare a quest’ultima il
contributo repulsivo tra i nuclei, ovvero
Etot = E0 +
1
2
∑
A<B
EcoreAB = E0 +
1
2
∑
A<B
ZAZB
RAB
(3.21)
dove ZA e` la carica di core dell’atomo A, e RAB e` la distanza internucleare
A−B.
Nonostante le approssimazioni fin qui introdotte, il metodo LCAOSCF e`
limitato dalle difficolta` computazionali. Una teoria che approssima ulterior-
mente il metodo e` la NDDO (Neglect of Diatomic Differential Overlap) [62].
Le approssimazioni NDDO sono alla base del metodo semiempirico PM3.
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Nel metodo PM3, i termini Fµν e EcoreAB non vengono calcolati analiti-
camente. Essi sono determinati o direttamente da dati sperimentali, o da
espressioni semiempiriche contenenti parametri numerici che possono essere
aggiustati in modo da riprodurre i dati sperimentali. L’introduzione dei pa-
rametri compensa sia l’approssimazione a singolo determinante, sia quelle
apportate dallo schema NDDO. Ulteriori dettagli sul metodo sono forniti in
Apperndice B.
3.3 Il metodo DFT B3LYP
La Teoria del Funzionale di Densita` (DFT) e` un approccio di straordinario
successo per la descrizione dello stato fondamentale delle molecole. L’idea
chiave e` quella di descrivere gli elettroni tramite la loro densita` anziche´ la
loro funzione d’onda, riducendo da 3N a 3 le variabili del sistema.
3.3.1 Lo schema di Kohn-Sham
Supponiamo di avere un sistema di N elettroni. Consideriamo, in parallelo,
un sistema diN elettroni non interagenti, sottoposti ad un potenziale esterno
VKS , scelto in modo tale da riprodurre, nel fondamentale, la stessa densita`
di carica n(r) del nostro sistema fisico. 1 Gli orbitali del nuovo sistema
saranno determinati allora dall’equazione
−1
2
∇2ψi + VKSψi = iψi (3.22)
dove il potenziale locale ad un elettrone VKS e` definito in modo che la densita`
elettronica del sistema non interagente
n =
N∑
i=1
|ψi|2 (3.23)
eguagli la densita` del sistema “reale”. Esprimiamo l’energia elettronica del
sistema “reale” (interagente) come
Eel = T0 +
∫
n(r)Vnuc(r)dr +
1
2
∫ ∫
n(r1)n(r2)
r12
dr1dr2 + EXC (3.24)
dove T0 e` l’energia cinetica del sistema non interagente, il secondo termine
e` l’energia d’interazione nucleare, il terzo termine l’energia di repulsione
coulombiana, e l’ultimo termine EXC il funzionale di scambio e correlazione.
L’equazione (3.24), di fatto, definisce l’energia di scambio e correlazione
di Kohn-Sham. EXC contiene tutti i dettagli dello scambio a due corpi, le
correlazioni elettroniche, ed una componente dell’energia cinetica. Tuttavia,
1Assumiamo che questo sia possibile. Per una dimostrazione rimandiamo a [75].
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grazie ai due teoremi di Hohenberg e Kohn [73], sappiamo che EXC dipende
unicamente dalla densita` elettronica, e che il potenziale di Kohn-Sham in
equazione (3.22) e` dato da
VKS = Vnuc + Vel + VXC (3.25)
dove
Vel =
∫
n(r2)
r12
dr2 (3.26)
e` il solito potenziale di Coulomb degli elettroni, e
VXC =
δEXC
δn(r)
(3.27)
rappresenta la derivata funzionale di EXC rispetto alla densita` n.
L’espressione (3.24) e` esatta, ma il funzionale EXC non e` noto. Molta
attenzione e` stata dunque rivolta (e lo e` tuttora) a trovare delle buone
approssimazioni per la quantita` EXC .
L’approssimazione piu` semplice, detta Local Density Approximation
(LDA), consiste nel considerare l’energia di scambio e correlazione in ogni
punto come quella di un gas di elettroni uniforme della stessa densita` n, con
densita` energetica di scambio e correlazione pari a XC(n). In questo modo,
il funzionale risulta
ELDAXC =
∫
XC(n)dr (3.28)
Le densita` energetiche di scambio e correlazione di un gas di elettroni in
funzione della densita` di carica sono state accuratamente ricavate da simu-
lazioni Monte Carlo [68]. L’approssimazione e` giustificata nel caso di densita`
lentamente variabili, perche´ rappresenta un espansione all’ordine zero della
densita` energetica in termini della densita` di carica. Da` dei buoni risultati
sulle grandezze geometriche del sistema anche in caso di densita` di carica
rapidamente variabile, ma tende a sovrastimare le energie di legame. Per
questo sono stati fatti dei tentativi di esplicitare la dipendenza dal gradiente
della densita` in EXC , tra cui il funzionale di Becke [69].
3.3.2 Il funzionale B3LYP
Un’approssimazione piu` adottata nello studio di composti organici e` quella
dei funzionali ibridi. L’approccio ibrido combina l’energia di scambio esatta
di Hartree-Fock con energie di scambio LDA, dipendenti dal gradiente, e con
termini di correlazione. Il piu` popolare funzionale ibrido e` B3LYP [64, 65,
66], che approssima l’energia di scambio e correlazione nel seguente modo:
EB3LY PXC = (1−A)ELDAx +AEHFx +BEBeckex (3.29)
+CELY Pc + (1− C)EVWNc
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dove ELDAx e` il funzionale LDA, E
HF
x l’energia di scambio di Hartree-Fock,
e EBeckex la correzione dovuta al gradiente della densita` nel funzionale di
Becke [64]. ELY Pc [71] e E
VWN
c [72] sono due funzionali di correlazione. I
coefficienti A, B, e C sono stati determinati con un fit sui calori sperimentali
di formazione di piccole molecole [70].
3.4 Campi di forze empirici: meccanica molecola-
re
Risolvere il problema elettronico in equazione (3.4) richiede, come visto,
grosse risorse di calcolo, e pone dei limiti sia sulle dimensioni massime del
sistema che sul tempo di simulazione. In questa sezione, ci occuperemo della
meccanica molecolare, in cui i gradi di liberta` elettronici vengono completa-
mente eliminati. I nuclei vengono fatti muovere nel potenziale interatomico
V (ri), la cui forma analitica va specificata in anticipo. L’approccio e` giu-
stificato dall’approssimazione di Born-Oppenheimer, senza la quale sarebbe
impossibile scrivere l’energia come sola funzione delle coordinate nucleari.
La costruzione del potenziale interatomico coinvolge due fasi:
1. La scelta della forma analitica. Un tipico approccio e` quello di utilizza-
re diverse funzioni, dipendenti da quantita` geometriche come distanze
o atomi.
2. La parametrizzazione della funzione che costituisce la forma analitica.
Questa fase e` molto importante e puo` essere tecnicamente elaborata.
Di solito vengono utilizzati come dati da riprodurre le geometrie e le
energie conformazionali di alcune molecole modello.
3.4.1 Il campo di forze AMBER 94
Le simulazioni di dinamica molecolare presentate in questo lavoro sono state
effettuate utilizzando una serie di programmi a cui ci riferiremo col nome di
AMBER 10 [76]. Il campo di forze implementato in AMBER 10, e da noi
utilizzato, e` AMBER 94 [52], la cui forma analitica e` la seguente:
V (ri) =
∑
legami
krij(rij − req)2 +
∑
angoli
kθijk(θijk − θeq)2
+
∑
diedri
∑
n
V ijkln
2
[1 + cos(nφijkl − γijkl)]
+
∑
i<j
{
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
qiqj
4piε0rij
}
(3.30)
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Figura 3.1: Geometria di una semplice catena di atomi. Sono illustrati la distanza
di legame r23, l’angolo di legame θ234, l’angolo diedro φ1234.
Termini covalenti
La Figura 3.1 illustra schematicamente la geometria di una catena di atomi.
Il primo termine dell’equazione (3.30) descrive le interazioni tra gli atomi
separati da una distanza di legame rij , per mezzo di un potenziale armoni-
co con una specificata distanza di riferimento req. Il secondo termine e` una
somma su tutti gli angoli di legame θijk, determinati da due vettori consecu-
tivi. Anch’essi contribuiscono in modo quadratico rispetto allo spostamento
dall’angolo di riferimento θeq. Il terzo termine dell’equazione (3.30) e` un po-
tenziale di torsione che modellizza la variazione di energia in funzione della
rotazione attorno al diedro φijkl. Piu` termini, con periodicita` di ordine n,
possono contribuire all’espansione.
I valori di req e θeq sono determinati dalle strutture cristallografiche,
quelli di krij e k
θ
ijk con calcoli sui modi normali, in modo da riprodurre le
frequenze vibrazionali sperimentali. I parametri torsionali derivano da dati
sperimentali sugli equilibri conformazionali delle molecole.
Termini non covalenti
L’ultimo termine dell’equazione e` quello non covalente, e comprende sia le
interazioni elettrostatiche che quelle di Van der Waals. Il suo contributo
e` non nullo solo tra coppie di atomi (i e j) che appartengono a molecole
diverse, o che sono nella stessa molecola ma separate da almeno tre legami.
La distribuzione di carica e` rappresentata da punti (posizionati sui nuclei)
con frazioni di carica. La determinazione delle cosiddette cariche parziali
42 CAPITOLO 3. TEORIA E METODI
avviene secondo il modello RESP [53]. Si sceglie un set di punti attorno
alla superficie di Van der Waals della molecola, nei quali viene calcolato
il potenziale elettrostatico Vi partendo dalla funzione d’onda Hartree-Fock,
calcolata con base 6-31G*. 2 Il metodo Hartree-Fock infatti sovrastima il
momento di dipolo, compensando cos`ı il fatto che le molecole nello stato
condensato sono piu` polarizzate che in vacuo. Le cariche parziali vengono
scelte in modo tale che il potenziale
Vˆi =
∑
j
qj
rij
(3.31)
(dove la somma e` su tutte le cariche parziali) da esse generato riproduca
quello Hartre-Fock calcolato.
χ2esp =
∑
i
(Vi − Vˆi)2 (3.32)
e` la quantita` che si vorrebbe fosse piccola. Anziche´ procedere direttamente
alla minimizzazione, pero`, si aggiungono ad essa delle funzioni penalita` del
tipo
χ2rstr = a
∑
j
[(q2j + b
2)−
1
2 ] (3.33)
sugli atomi interni, in modo da sfavorire cariche parziali troppo elevate in-
ternamente. La funzione da minimizzare, col vincolo che la carica totale sia
uguale a quella della molecola, e` dunque
χ2esp + χ
2
rstr. (3.34)
Le interazioni repulsive a breve raggio, dovute alla correlazione del moto
degli elettroni con lo stesso spin, e quelle attrattive a lungo raggio, dovute
alle fluttuazioni istantanee dei dipoli delle nuvole elettroniche, richiedono
un’espressione che possa essere calcolata rapidamente. La forma analitica
adottata in AMBER 94 (cos`ı come nella maggior parte dei campi di forze)
e` la funzione di Lennard-Jones, che per due atomi assume la forma
v(r) =
{
4ε
[(
σ
r
)12
−
(
σ
r
)6]}
(3.35)
Il potenziale di Lennard-Jones contiene due parametri: il diametro colli-
sionale σ (la distanza a cui l’interazione si annulla), e la profondita` della
buca ε, entrambi ricavati da simulazioni Monte Carlo su liquidi organici che
2L’acronimo 6-31G sottintende l’impiego di funzioni di base interne derivate da con-
trazioni di 6 Gaussiane, e doppie funzioni di base di valenza, derivate da contrazioni di 3
ed 1 Gaussiana. Il simbolo * indica l’utilizzo fino a funzioni di tipo d per i non idrogeni.
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riproducono il volume molecolare ed il calore di vaporizzazione. Mentre l’e-
sponente -6 della parte attrattiva riproduce l’energia di interazione tra due
dipoli, non ci sono forti giustificazioni teoriche alla base del -12, considera-
to che la meccanica quantistica prevederebbe un andamento esponenziale.
Una tale potenza e` ragionevole per i gas rari, ma piuttosto “ripida” per altri
sistemi. Il termine r−12 e` comunque usato, specie in grosse molecole, perche´
facilmente calcolabile come il quadrato di r−6. In sistemi poliatomici e` ne-
cessario calcolare le interazioni di Van der Waals tra differenti tipi di atomi.
Si assume pero` che i parametri per le interazioni incrociate siano ottenibili
da quelli monoatomici nel modo seguente:
σAB =
1
2
(σA + σB) (3.36)
AB =
√
εAAεBB (3.37)
dove A e B indicano due atomi differenti.
Le interazioni di Van der Waals per atomi separati da tre legami ven-
gono scalate di un fattore 2. Cio` e` giustificato dal fatto che questi atomi,
essendo molto vicini, risentono in modo maggiore dell’errore che si commette
approssimando l’andamento esponenziale con la piu` ripida funzione r−12.
3.5 L’algoritmo d’integrazione
Il “motore” di un programma di dinamica molecolare e` il suo algoritmo
d’integrazione per l’equazione (3.6). Conoscendo le posizioni e le velocita`
del sistema al tempo t, lo schema di integrazione da` le stesse quantita` al
tempo t + δt.
Naturalmente, uno schema del genere e` affetto da errori. In particolare,
distinguiamo tra
• Errori di troncamento, dovuti, come vedremo, ad un’espansione in
serie di Taylor, e pertanto intrinseci all’algoritmo.
• Errori di arrotondamento, dovuti alla particolare implementazione del-
l’algoritmo (ad esempio, il numero finito di bit nel calcolatore).
Uno dei piu` popolari metodi d’integrazione (implementato nel codice di
dinamica molecolare di AMBER 10) e` l’algoritmo velocity-Verlet [63], dove
posizioni r, velocita` v, ed accelerazioni a al tempo t+ δt sono ottenute nel
seguente modo:
r(t+ δt) = r(t) + v(t)δt+ (1/2)a(t)δt2 (3.38)
v(t+ δt/2) = v(t) + (1/2)a(t)δt (3.39)
44 CAPITOLO 3. TEORIA E METODI
Figura 3.2: Condizioni al contorno periodiche. Se una particella esce dalla cella, una
immagine la sostituisce. Nel calcolo delle interazioni, anche le particelle immagine
sono incluse.
a(t+ δt) = −(1/m)∇V [r(t+ δt)] (3.40)
v(t+ δt) = v(t+ δt/2) + (1/2)a(t+ δt)δt (3.41)
3.6 Condizioni al contorno
Indipendentemente dalla grandezza del sistema simulato, il numero di atomi
N in una simulazione e` molto piu` piccolo rispetto a quello contenuto in un
pezzo macroscopico di materia (che e` dell’ordine di 1023). In questo modo, il
rapporto tra il numero di atomi in superficie e quelli totali diventa molto piu`
grande che nella realta`, con una conseguente sovrastima degli effetti di su-
perficie. Una soluzione implementata in molti calcoli di dinamica molecolare
e` quella delle condizioni al contorno periodiche. Le particelle sono racchiuse
in una cella (un parallelepipedo o un ottaedro troncato), che e` replicata un
numero infinito di volte, riempiendo tutto lo spazio. La particella i interagi-
sce non solo con le particelle della sua cella, ma anche con le immagini delle
celle vicine. Quando nel corso della simulazione una particella “esce” dalla
cella, viene sostituita da una sua immagine che “entra” (Figura 3.2).
Le interazioni di Van der Waals grazie al loro andamento proporzionale
a r−6 a grandi distanze, possono essere troncate con l’uso di un cut-off rcut.
Se le dimensioni della cella in ogni direzione sono maggiori di 2rcut, e` facile
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vedere che la particella i interagira` solo con una delle particelle j (minimum
image criterion, Figura 3.2).
Un trattamento appropriato delle interazioni elettrostatiche, a lungo rag-
gio, richiederebbe invece l’uso di cut-off elevati, con notevoli sforzi compu-
tazionali. La soluzione implementata nel codice di dinamica molecolare di
AMBER 10 e` il Particle Mesh Ewald (PME), basato sul metodo della somma
di Ewald [56].
Il contributo elettrostatico delle particelle nella cella fondamentale con-
verge molto lentamente nello spazio dei vettori del reticolo. Possiamo pero`
trasformarlo nella somma di due serie che convergono molto piu` rapidamen-
te. Immaginiamo quindi ogni carica come neutralizzata da una distribuzione
di carica gaussiana di segno opposto. La nuova somma, comprendente an-
che la distribuzione, converge molto rapidamente, e puo` essere trascurata
oltre un certo cut-off. La rapidita` di convergenza decresce con la larghezza
della gaussiana. Aggiungiamo ora una seconda distribuzione di carica che
compensi esattamente quella aggiunta artificialmente in precedenza. Tra-
lasciando i dettagli, (per una trattazione completa rimandiamo all’articolo
[56]), il contributo di quest’altra distribuzione converge rapidamente nello
spazio dei vettori reciproci k, ma la rapidita` di convergenza cresce con la
larghezza della gaussiana. Chiaramente va cercato un compromesso tra le
convergenze nei due spazi.
La somma di Ewald e` un algoritmo computazionalmente molto costoso,
che scala come il quadrato delle particelle nella cella centrale. La soluzione
adottata da molti algoritmi, tra cui il PME, e` l’uso della Fast Fourier Tran-
sform (FFT), che scala come N lnN (dove N e` il numero di particelle). Il
metodo FFT richiede pero` che le coordinate delle cariche abbiano valori di-
screti. Ogni carica e` quindi distribuita su una griglia, in modo da riprodurre
il potenziale originario. Anche in questo caso un compromesso e` necessario:
piu` punti intorno alla carica riproducono meglio il potenziale, ma con un
aumento dei costi computazionali.
3.7 Dinamica molecolare nell’ensemble NPT
Al fine di riprodurre le condizioni di laboratorio, tutte le simulazioni so-
no state condotte a temperatura e pressione costanti. In questo paragrafo
vengono presentate le tecniche utilizzate per mantenere queste condizioni.
3.7.1 Temperatura costante
Dato un numero di particelle N , il valore “istantaneo” della temperatura e`
legato all’energia cinetica K attraverso la relazione
K =
N∑
i
|pi|2
2mi
=
kT
2
(3N −Nc) (3.42)
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dove Nc e` il numero di vincoli, e dunque 3N − Nc il numero di gradi di
liberta` del sistema.
Termostato di Berendsen
Chiaramente, la dinamica ottenuta dall’algoritmo velocity-Verlet riproduce
un ensemble a volume ed energia costanti (NVE). Un modo di aggiustare la
temperatura del sistema durante la dinamica, e` quello di riscalare le velocita`.
L’algoritmo prende il nome di termostato di Berendsen. Se la temperatura
istantanea al tempo t e` T (t), e le velocita` vengono moltiplicate di un fat-
tore d’accoppiamento λ, la variazione di temperatura associata puo` essere
calcolata come
∆T =
1
2
N∑
i
2
3
mi(λvi)2
Nk
− 1
2
N∑
i
2
3
miv
2
i
Nk
= (λ2 − 1)T (t) (3.43)
Accoppiamo il sistema ad un bagno esterno, fisso alla temperatura desi-
derata Tb. Il bagno agisce come una risorsa termica, fornendo o sottraendo
calore al sistema in modo appropriato. Le velocita` degli atomi vengono scala-
te ad ogni passo d’integrazione, in modo tale che la variazione di temperatura
nell’intervallo di tempo δt sia proporzionale alla differenza di temperatura
tra il sistema ed il bagno termico:
∆T =
δt
τ
[Tb − T (t)] (3.44)
L’accoppiamento λ risulta pertanto definito da
λ2 = 1 +
δt
τ
[
Tb
T (t)
− 1
]
(3.45)
e diminuisce al crescere di τ .
Termostato di Langevin
Nella teoria del moto browniano, ogni particella di massa m si muove come se
immersa in un bagno di particelle molto piu` piccole (un fluido viscoso), dalle
quali acquista una forza stocastica gaussiana ξ(t). Contemporaneamente,
parte dell’energia e` dissipata al fluido, in maniera proporzionale alla velocita`
v e al coefficiente d’attrito γ. L’equazione del moto browniano, per una
particella in una dimensione, e` dunque
mv˙ = −γmv + ξ(t) (3.46)
dove ξ(t) e` la forza stocastica, definita da
〈ξ(t)〉 = 0 (3.47)
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〈ξ(t)ξ(t′)〉 = 2mγkTδ(t− t′) (3.48)
Il bilanciamento tra la forza dissipativa e quella stocastica, che prende il
nome di teorema di fluttuazione e dissipazione mantiene la temperatura
costante.
Nelle simulazioni di dinamica molecolare, le forze devono pero` essere
discretizzate nel tempo. La variabile ξ e` allora sostituita da una forza sto-
castica equivalente g(t), costante nell’intervallo di tempo δt. Le equazioni
(3.47) e` (3.48) diventano allora
〈g(t)〉 = 0 (3.49)
〈g(ti)g(tj)〉 = (2mγkT/δt)δij (3.50)
dove δij e` la delta di Kronecker.
3.7.2 Pressione costante
A partire dal teorema del viriale e` possibile ricavare una formula che lega la
pressione p ad altre grandezze facilmente misurabili durante la simulazione:
pV = NkT +
1
3
〈∑
i<j
rij · Fij
〉
(3.51)
dove V e` il volume della cella, N il numero di particelle, e Fij e` la forza
esercitata sulla particella in posizione ri dalla particella rj . Il simbolo
〈〉
indica una media temporale. Il barostato di Berendsen [57] riscala sia le
distanze tra le particelle, che il lato della cella, di un fattore
µ =
[
1− δt
τp
(p− p0)
]
(3.52)
E` possibile dimostrare che questo corrisponde ad accoppiare il sistema ad
un bagno che, nell’intervallo di tempo δt, induce una variazione di pressione
pari a
∆p =
δt
τp
[pb − p(t)] (3.53)
3.8 Minimizzazione dell’energia potenziale
Eccezion fatta per i sistemi molto semplici, l’energia potenziale e` una fun-
zione multidimensionale complicata delle 3N coordinate cartesiane. Nella
modellizzazione molecolare si e` interessati ai punti di minimo dell’energia,
corrispondenti a stati stabili del sistema. Per avvicinarsi alle geometrie piu`
stabili del sistema (dalle quali iniziare la dinamica) sono stati usati due
algoritmi di minimizzazione, il “metodo del gradiente” e il “metodo delle
direzioni coniugate”, entrambi disponibili in AMBER 10.
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3.8.1 Il metodo del gradiente
Il punto d’inizio per ogni iterazione k e` dato dalla configurazione moleco-
lare allo stato precedente, rappresentata dal vettore 3N dimensionale Xk,
contenente le coordinate del sistema. Dalla posizione Xk, ci si muove lungo
la direzione del gradiente del potenziale, gk. Il versore spostamento risulta
definito da
sk = − gk|gk| (3.54)
Dopo aver stabilito verso “dove” muoversi, occorre conoscere di “quanto”
muoversi lungo il gradiente.
Una possibilita` e` quella di andare alla ricerca di tre punti tali che il punto
centrale sia ad energia intermedia rispetto agli altri due. A questo punto,
iterativamente, ci si restringe a distanze tra gli estremi sempre piu` piccole.
Una volta trovato il minimo lungo la direzione esplorata, il nuovo gradiente
sara` ortogonale al precedente (gk · gk+1 = 0).
Un’altra possibilita`, piu` veloce dal punto di vista computazionale, e` quel-
la di variare il passo λk lungo la direzione del gradiente. Il nuovo set di
coordinate sara` dato da
Xk+1 = Xk + λksk (3.55)
Se la prima iterazione porta ad una riduzione dell’energia, il passo e` aumen-
tato di un fattore moltiplicativo, finche´ l’iterazione non porta ad un aumento
dell’energia. Quando cio` avviene, si assume che il sistema abbia oltrepas-
sato il minimo e si ritorna indietro, stavolta con un fattore moltiplicativo.
ridotto.
In entrambi i casi, la ricerca del minimo avviene lungo una direzione
perpendicolare alla precedente (Figura 3.3). La discesa al minimo assume
percio` un carattere oscillatorio che diventa inefficiente in valli di energia
strette e in prossimita` del minimo. Al contrario, la minimizzazione procede
rapidamente in regioni lontane dal minimo, dove la direzione del gradiente e`
determinata dalle forze interatomiche maggiori, che vengono in questo modo
rilasciate.
3.8.2 Il metodo delle direzioni coniugate
L’idea di questo metodo e` che la convergenza al minimo puo` essere accelerata
se, a partire da Xk, scegliamo una direzione di ricerca che non “perda” la
minimizzazione precedente. Dallo sviluppo di Taylor intorno a Xk otteniamo
V (Xk + X) = V (Xk) + gk +
1
2
t
XAX (3.56)
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Figura 3.3: Il metodo del gradiente si avvicina al minimo con un percorso a “zig-
zag”, in cui la nuova direzione e` ortogonale alla precedente.
dove A e` la matrice delle derivate seconde del potenziale, calcolata in Xk
(Hessiano). Il gradiente vicino Xk sara`
g(Xk + X) = AX + gk (3.57)
Supponiamo di aver minimizzato lungo la direzione u e di trovarci in
Xk, il gradiente sara` ortogonale ad u:
gk · u = 0 (3.58)
Se ci muoviamo ora da Xk lungo una direzione v, il gradiente varia di
δ(gk) = Av (3.59)
Richiediamo allora che il gradiente rimanga perpendicolare ad u, che equi-
vale a imporre
tuAv = 0 (3.60)
Minimizzando lungo ciascuna delle 3N dimensioni, dopo 3N passi, si rag-
giunge il minimo. Il vantaggio, rispetto al metodo del gradiente, e` l’assenza
di comportamenti oscillanti.
Le ottimizzazioni geometriche quantistiche sono state invece effettuate
con il programma GAUSSIAN 03 [26]. L’algoritmo di ottimizzazione utiliz-
zato e` il Berny [74], una versione modificata del metodo del gradiente co-
niugato. Poiche´ il calcolo esplicito dell’Hessiano, a differenza di quello delle
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derivate prime, e` computazionalmente costoso, l’algoritmo, tramite sempli-
ci campi di forza di valenza, costruisce un Hessiano approssimato all’inizio
dell’ottimizzazione, ed utilizza le energie e le derivate prime calcolate lungo
l’ottimizzazione per aggiornarlo.
3.9 Protocollo di simulazione
In ogni simulazione effettuata, la fase di produzione dei dati e` stata prece-
duta da un protocollo di simulazione standard [55], necessario per portare
il sistema alla temperatura desiderata ed equilibrare le molecole d’acqua
aggiunte al soluto.
• l’energia del sistema e` inizialmente minimizzata per 1000 passi con
il metodo del gradiente, e per altrettanti passi con il metodo delle
direzioni coniugate, mantenendo dei restraint di 8 kcal/mol sugli atomi
della catena principale
• l’acqua e` equilibrata intorno al soluto in seguito a 20 ps di dinamica
molecolare ad una temperatura di 300 K ed una pressione di 1 atm,
mantenendo i restraint
• l’intero sistema e` minimizzato a volume costante, senza restraint
• ha inizio la procedura di riscaldamento, con 10 ps di dinamica mole-
colare a 50 K, seguiti da 20 ps a 150 K e 30 ps a 300 K
• segue una dinamica molecolare per un tempo di circa 800ps-1ns
Durante l’ultima fase di dinamica molecolare, la temperatura e la densita`
del sistema sono state monitorate, per verificare l’effettiva equilibrazione.
Per valutare la stabilita` delle strutture, durante quest’ultima fase ab-
biamo calcolato la Root Mean Square Deviation (RMSD) dalla struttura
iniziale, definita come
RMSD(t) =
N∑
1=1
√
[ri(t)− ri(0)]2
N
(3.61)
dove N e` il numero di atomi, e ri(t) la posizione dell’atomo i al tempo t. In
particolare, abbiamo verificato, che nel caso dei Cα, l’RMSD si stabilizzasse
a valori sotto l’angstrom.
Abbiamo inoltre calcolato le fluttuazioni medie per residuo, definite da
〈∆r2i 〉
1
2 =
√√√√ Nt∑
t=0
[ri(t)− 〈ri〉]2
Nt
(3.62)
verificando che riproducessero l’andamento di quelle derivate dalle strut-
ture a raggi X, analogamente a quanto trovato in altri studi di dinamica
molecolare sulle proteine fluorescenti [51].
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3.10 L’approccio QM/MM
Rispetto ai metodi di meccanica molecolare (MM), quelli di meccanica quan-
tistica (QM) hanno il vantaggio di includere gli effetti del trasferimento di
carica, la polarizzazione, la rottura e formazione di legami. Inoltre, i metodi
QM non si basano su una parametrizzazione, non sempre disponibile per
un particolare sistema di interesse (i ligandi biologici, ad esempio). D’altro
canto, cio` avviene a spese delle risorse temporali. Ma non solo. Sebbene
non perfetti, i campi di forze empirici sono stati continuamente raffinati da
decenni di utilizzo, consentendo di descrivere con successo la dinamica del-
le proteine. Lo stesso non e` necessariamente vero per i metodi QM, che
ad esempio non contengono le interazioni a lungo raggio di Van der Waals,
fattori critici nella stabilita` delle biomolecole.
Per questo i metodi QM e MM possono essere sfruttati in modo com-
plementare. I primi sono in grado di trattare reazioni chimiche, i secondi
di fornire l’ambiente biochimico per le reazioni stesse. L’accoppiamento
QM/MM consente di studiare quantisticamente i centri di reazione, mecca-
nicamente il resto, mantenendo bassi i costi computazionali. Questa suddi-
visione rende possibile la dinamica molecolare di sistemi intrattabili con un
puro approccio QM, e contemporaneamente permette lo studio di processi
per cui i classici potenziali MM non sarebbero appropriati. Nei due pa-
ragrafi seguenti illustreremo gli aspetti fondamentali dell’implementazione
QM/MM in AMBER 10.
3.10.1 Il potenziale ibrido QM/MM
Il sistema partizionato e` caratterizzato da una Hamiltoniana efficace Heff
che agisce sulla funzione d’onda elettronica Ψ, restituendo l’autovalore del-
l’energia Eeff :
HeffΨ(xe, xQM , xMM ) = Eeff (xQM , xMM )Ψ(xe, xQM , xMM ) (3.63)
dove xe, xQM , xMM , sono rispettivamente le coordinate degli elettroni, dei
nuclei QM e dei nuclei MM. La Hamiltoniana efficace consiste di tre compo-
nenti, una per la regione QM, una per la MM, ed una che descrive le intera-
zioni tra le due regioni. Se l’energia e` riscritta come il valore di aspettazione
di Heff , allora il termine MM, non dipendente dalle coordinate elettroniche,
puo` essere portato fuori dall’integrale:
Eeff = 〈Ψ|HQM +HQM/MM |Ψ〉+ EMM (3.64)
Naturalmente, mentre il termine EMM e` calcolato dalle posizioni degli
atomi MM, attraverso il campo di forze classico, il termine HQM e` valutato
in base al metodo quantistico scelto.
Il termine d’interazione HQM/MM e` piu` complicato. Esso include l’in-
terazione delle cariche parziali MM con la nuvola elettronica e con i nuclei
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QM. Se non ci sono legami covalenti tra gli atomi delle due regioni, questo
termine e` dato dalla somma di un contributo elettrostatico e di un termine
Lennard-Jones, ovvero
HQM/MM = −
∑
q
∑
m
[
qmhel(xe, xMM ) + zqqmhcore(xQM , xMM ) (3.65)
+
(
A
r12qm
− B
r6qm
)]
dove gli indici m e q si riferiscono rispettivamente ai nuclei MM e QM, qm e`
la carica sull’atomo m, zq la carica di core sull’atomo q, rqm la distanza tra
gli atomi m e q, A e B i parametri del potenziale di Lennard-Jones.
3.10.2 L’interfaccia QM/MM e gli atomi link
In molti casi (il cromoforo nella GFP e` un esempio), e` necessario tagliare
dei legami covalenti per separare la regione classica da quella quantistica.
Un modo per ripristinare le valenze e` dato dagli atomi link. Un atomo link,
tipicamente un idrogeno, e` posizionato a distanza di legame dall’atomo QM
(lungo la direzione QM/MM), ed e` trattato a tutti gli effetti come un atomo
QM del sistema. In questo modo, le sue coordinate sono funzione degli atomi
“reali”, e non si introducono ulteriori gradi di liberta` nel sistema.
Gli eventuali termini covalenti attorno agli atomi link sono trattati clas-
sicamente, finche´ esistono possibili interazioni che coinvolgono almeno un
atomo MM. Gli atomi link interagiscono con le cariche del campo MM esat-
tamente come fossero atomi QM; sono invece esclusi dalle interazioni di
Lennard-Jones.
3.11 Calcoli di energia libera
Una classe importante di problemi di modellizzazione molecolare richiede il
calcolo di variazioni di energia libera, in seguito a modifiche dello stato del
sistema. Esempi tipici sono la predizione della struttura di una proteina o
la predizione dell’effetto di una mutazione su un’energia di legame. Piu` in
generale, si e` spesso interessati allo studio dell’energia libera del sistema in
funzione di alcuni gradi di liberta`, mediando sugli altri.
3.11.1 Il potenziale di forza media
Il potenziale di forza media W(ξ) (Potential of Mean Force, PMF) lungo
una coordinata e` un concetto chiave in meccanica statistica. Esso e` definito
a partire dalla funzione di distribuzione media 〈ρ(ξ)〉,
W(ξ) =W(ξ∗)− kT ln
[
〈ρ(ξ)〉
〈ρ(ξ∗)〉
]
(3.66)
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dove ξ∗ eW(ξ∗) sono costanti arbitrarie. La funzione di distribuzione media
lungo la coordinata ξ e` ottenuta da una media secondo la distribuzione
canonica,
〈ρ(ξ)〉 =
∫
dR δ [ξ′(R )− ξ]e−U(R )/kT∫
dR e−U(R )/kT
(3.67)
dove U(R) rappresenta l’energia totale del sistema come funzione delle coor-
dinate R, e ξ′(R) e` una funzione dipendente da un numero arbitario di
gradi di liberta` del sistema (potrebbe essere un angolo, una distanza o una
funzione piu` complicata delle coordinate cartesiane del sistema).
3.11.2 Umbrella sampling
E` spesso impossibile calcolare il PMF da una semplice dinamica molecolare.
Per esempio, la presenza di elevate barriere d’energia lungo ξ puo` rendere
difficoltoso un accurato campionamento dello spazio configurazionale.
Per raggirare questo tipo di ostacoli, sono state sviluppate alcune speciali
tecniche che permettono di calcolare il PMF direttamente dalla dinamica
molecolare. Con l’Umbrella Sampling [58], il sistema microscopico e` simulato
in presenza di un potenziale artificiale, V (ξ). Le simulazioni biased sono
generate con l’energia potenziale [U(R) + V (ξ)]. Il potenziale artificiale
limita le variazioni della coordinata ξ in un piccolo intervallo attorno al
valore prescelto, aiutando ad ottenere un campionamento piu` efficiente in
questa regione, e permettendo il superamento di barriere energetiche non
accessibili a temperatura ambiente. Ad esempio, una scelta spesso adottata
per il potenziale e` la forma Vi(ξ) = 12K(ξ − ξi)2, centrata su successivi
valori di ξ. Poiche´ il campionamento e` confinato ad una piccola “finestra”,
solo una parte del PMF puo` essere estratto da esso. Per ottenere il PMF
sull’intero intervallo di interesse di ξ, e` necessario eseguire diverse finestre
di simulazioni, relative a differenti regioni di ξ. Alla fine, i risultati di ogni
finestra vengono ricombinati insieme per ottenere una stima di W(ξ).
La ricombinazione dei dati rappresenta il passaggio piu` importante della
procedura. Secondo l’equazione (3.67), la funzione di distribuzione biased,
ottenuta dal campionamento i-esimo, e`
〈ρ(ξ)〉(i) = e−Vi(ξ)/kT 〈ρ(ξ)〉 〈e−Vi(ξ)/kT 〉
−1
(3.68)
Il segmento di PMF ottenuto dalla i-esima finestra e` dunque
Wi(ξ) =W(ξ∗)− kT ln
[〈ρ(ξ)〉(i)
〈ρ(ξ∗)〉
]
− Vi(ξ) + Fi (3.69)
dove le costanti indeterminate Fi, definite da
e−Fi/kT = 〈e−Vi(ξ)/kT 〉 (3.70)
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rappresentano l’energia libera associata all’introduzione della finestra di
potenziale.
Un modo per ottenere le costanti Fi e` quello di aggiustare le Wi(ξ) di
finestre adiacenti in modo da farle sovrapporre [58]. Fatto cio`, il PMF per
l’intera regione di interesse e` generato unendo i variWi(ξ), e scartando i dati
superflui nella regione in cui i segmenti si sovrappongono. Questo modo di
procedere, pero`, richiede una significativa sovrapposizione tra le finestre, con
aumenti dei tempi di calcolo.
3.11.3 Il metodo WHAM
Il Weighted Histogram Analysis Method (WHAM) [59], utilizza tutte le in-
formazioni ottenute dai vari campionamenti, evitando un possibile spreco di
dati.
Consideriamo un umbrella sampling ad N finestre. L’idea e` quella di
costruire la funzione di distribuzione come una combinazione linare, dipen-
dente da ξ, delle N funzioni di distribuzione unbiased 〈ρ(ξ)〉unbiased(i) ottenute
dai campionamenti
〈ρ(ξ)〉 =
N∑
i=1
ci(ξ)〈ρ(ξ)〉unbiased(i) (3.71)
dove i coefficienti ci(ξ) sono scelti in modo tale da minimizzare l’errore
statistico σ2, ovvero
∂σ2[ρ(ξ)]
∂ci
= 0, ∀ξ (3.72)
e devono soddisfare la condizione di normalizzazione
N∑
i=1
ci(ξ) = 1 (3.73)
Con queste assunzioni e` possibile ricavare le equazioni WHAM [59]
〈ρ(ξ)〉 =
N∑
i=1
〈ρ(ξ)〉unbiased(i) ×
[
nie
−[Vi(ξ)−Fi]/kT∑N
j=1 nje
−[Vj(ξ)−Fj ]/kT
]
(3.74)
dove ni e` il numero di dati non correlati utilizzato per costruire la funzione
biased 〈ρ(ξ)〉(i). Le equazioni (3.68) e (3.70), ci permettono di ricavare le
singole funzioni di distribuzione unbiased
〈ρ(ξ)〉unbiased(i) = e+Vi(ξ)/kT 〈ρ(ξ)〉(i) e−Fi/kT (3.75)
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che sostituite nell’equazione (3.74) consentono di scrivere la funzione di
distribuzione come
〈ρ(ξ)〉 =
N∑
i=1
ni〈ρ(ξ)〉(i) ×
[
N∑
j=1
nje
−[Vj(ξ)−Fj ]/kT
]−1
(3.76)
Le costanti Fi necessarie all’equazione (3.76), sono determinate dall’equa-
zione (3.70)
e−Fi/kT =
∫
dξ e−Vi(ξ)/kT 〈ρ(ξ)〉 (3.77)
dove abbiamo utilizzato la stima ottimale della funzione di distribuzione.
Poiche´ la funzione di distribuzione stessa dipende dalle costanti {Fj}, le
equazioni WHAM (3.76) e (3.77) devono essere risolte in maniera autocon-
sistente, attraverso una procedura iterativa.
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Capitolo 4
Risultati e discussione
In questo capitolo esporremo i risultati delle simulazioni. A partire da calco-
li quantistici, verranno esaminate le stabilita` di alcuni intermedi di reazione
nella biosintesi del cromoforo, e verra` data una stima delle loro barriere ener-
getiche. Verranno poi discussi i profili di energia libera lungo la coordinata
di chiusura dell’anello, ricavati per mezzo della dinamica molecolare classica.
Infine e` presentato uno studio analogo della reazione di ciclizzazione in un
sistema diverso dalla GFP.
4.1 Il problema della ciclizzazione
La biosintesi del cromoforo e` una reazione spontanea, sui cui dettagli non
e` ancora stata fatta pienamente luce. Capire il ruolo dell’architettura della
proteina nel favorire questo processo, potrebbe fornire delle linee guida per
disegnare nuove proteine, con caratteristiche e strutture diverse, ma in grado
di fornire il supporto necessario alla maturazione del cromoforo.
In particolare, questo lavoro si inserisce in un progetto piu` ampio, il cui
fine e` quello di costruire una proteina piu` piccola della GFP che riesca a
sintetizzare il cromoforo. Questo aprirebbe le porte ad una nuova classe di
proteine fluorescenti: GFP con impatto quasi nullo sulla molecola ospite.
Uno degli aspetti piu` sorprendenti di questa proteina (Capitolo 2), e` la
sua capacita` di far procedere spontaneamente la condensazione dell’anello.
Col tempo si e` creato un accordo quasi unanime in letteratura nel considerare
questa tappa come la prima verso la formazione del cromoforo [12, 33].
La domanda a cui vorremmo poter rispondere e`: Perche´ la ciclizzazione
della catena principale e` una reazione cos`ı rara? O piu` in generale, quali
fattori fanno s`ı che la ciclizzazione si inneschi?
Come vedremo, si tratta di domande tutt’altro che banali. Il nostro
approccio e` stato quello di esaminare alcune ipotesi al momento discusse in
letteratura, utilizzando gli strumenti della dinamica molecolare, sia classica
che QM/MM.
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Figura 4.1: (A) Reazione di ciclizzazione che passa per gli intermedi neutri. (B)
Reazione di ciclizzazione, a seguito della deprotonazione di Cα66, che passa per i
due intermedi anionici.
4.2 Stabilita` degli intermedi di reazione
Un possibile ruolo dell’architettura della GFP e` quello di stabilizzare lo stato
intermedio ciclizzato, tappa fondamentale verso la biosintesi del cromoforo.
Il meccanismo proposto inizialmente per la ciclizzazione e` mostrato in
Figura 4.1 A [12]. Sniegowski et al [35] hanno pero` recentemente ipotizzato
che la deprotonazione di Cα66 (Capitolo 2), con la formazione di un inter-
medio anionico, potrebbe favorire la ciclizzazione, perche´ aumenterebbe la
planarita` degli atomi che formano l’anello (Figura 4.1 B).
Il nostro contributo e` stato quello di determinare l’energia in vacuo dello
stato ciclizzato del cromoforo, sia neutro che anionico, utilizzando sia il
metodo semiempirico PM3 che quello ibrido B3LYP/6-31G*. Come sistema
su cui effettuare i calcoli abbiamo utilizzato un modello minimale, ovvero il
tripeptide CH3-Ala-CH3 mostrato in Figura 4.2.
Prima di procedere alla discussione dei risultati, ricordiamo che per moti-
vi sterici (Capitolo 2), solo la Gly67, tra i residui del cromoforo, e` necessaria
alla ciclizzazione. Ci aspettiamo pertanto che la sostituzione di Gly67 con
un gruppo metile, con poco ingombro sterico, ed il taglio dell’anello fenolico
di Tyr66, non influenzino in maniera determinante le stabilita` relative.
4.2.1 Stabilita` dell’intermedio neutro
La Tabella 4.1 confronta i valori ottenuti con il semiempirico PM3 con quelli
gia` presenti in letteratura per il metodo B3LYP/6-31G* [42].
L’accuratezza del metodo B3LYP/6-31G* nel riprodurre strutture, pro-
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Figura 4.2: Il tripeptide di riferimento per i calcoli QM/MM. (A) Forma lineare;
(B) Forma ciclizzata
Metodo Neutro precicl. Neutro cicl.
PM3 2.0 0.0
B3LYP/6-31G* -16.2 0.0 [42]
Tabella 4.1: Energie relative (in kcal/mol) dell’intermedio ciclizzato del tripeptide
lineare, calcolate con i metodi PM3 e B3LYP/6-31G*
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Metodo Anione precicl. Anione cicl.
PM3 4.6 0.0
B3LYP/6-31G* -19.5 0.0
Tabella 4.2: Energie relative (in kcal/mol) dell’intermedio ciclizzato del tripeptide
anionico, calcolate con i metodi PM3 e B3LYP/6-31G*
prieta` vibrazionali, e entalpie di formazione di molecole organiche e` stata
dimostrata in molti lavori [65, 67]. In particolare, la differenza di energia
del tripeptide, tra stato ciclizzato e non, e` risultata in buon accordo a quella
trovata con metodi ab initio correlati [42].
Cio` ci porta a concludere che il metodo PM3 non riproduce correttamente
lo stato fondamentale del tripeptide.
4.2.2 Stabilita` dell’intermedio anionico
Abbiamo poi calcolato le differenze energetiche tra i due stati anionici in
vacuo, preciclizzato e non, con entrambi i metodi precedenti, al fine di va-
lutare se la ciclizzazione fosse piu` favorita negli intermedi anionici rispetto
che ai neutri (Figura 4.1).
I risultati con B3LYP/6-31G*, mostrati in Tabella 4.2, indicano inve-
ce che la ciclizzazione e` termodinamicamente sfavorita anche nello stato
anionico (da notare come anche in questo caso il metodo PM3 non predica
l’endotermicita`).
4.2.3 Minimizzazione lungo la coordinata C65-N67
Per riuscire a stimare la barriera della ciclizzazione sono state fatte delle mi-
nimizzazioni dell’energia in vacuo, ponendo dei vincoli lungo la coordinata
di reazione C65-N67, sia per l’intermedio neutro, che per l’intermedio anio-
nico. I metodi utilizzati sono stati sia il B3LYP/6-31G* che il semiempirico
PM3.
I profili energetici sono illustrati in Figura 4.3. In entrambi i casi, siamo
partiti sia dalla struttura ciclizzata (Figura 4.2 B) aumentando la distanza
C65-N67 (triangoli), sia da quella preciclizzata (Figura 4.2 A) diminuendo
la stessa distanza (cerchi). Si puo` notare come il metodo B3LYP/6-31G*,
a differenza del PM3, sia in grado di riprodurre il trasferimento del protone
da O65 a N67, quando si aumentano le distanze. Il metodo PM3, invece,
predice strutture ad energia artificialmente alta, dato che mantiene l’H67
su O65 anche a distanze maggiori di 2.5 A˚, quando risulta chiaramente piu`
stabile la struttura non ciclizzata.
La stima della barriera dell’energia di ciclizzazione sulla coordinata C65-
N67, ottenuta dall’intersezione delle due curve, risulta essere, per il neutro,
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Figura 4.3: Profili energetici in funzione della coordinata C65-N67 ricavati minimiz-
zando la struttura, sia aumentando la distanza C65-N67 (triangoli), a partire dalla
struttura ciclizzata, che diminuendo la distanza C65-N67 (cerchi), a partire dalla
struttura non ciclizzata. (In alto) Intermedi neutri. (In basso) Intermedi anionici.
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di 40.0 kcal/mol con B3LYP/6-31G* e di 24.1 kcal/mol con PM3. Per l’anio-
ne la stima e` invece rispettivamente di 30.8 e 17.6 kcal/mol. A queste stime
va comunque aggiunta l’energia necessaria per l’estrazione dell’H+ dall’azoto
N67. La distanza critica per il neutro e` di 1.95-2A˚ e 1.75-1.8A˚ per l’anione.
L’anione dunque sembra essere caratterizzato da una barriera di ciclizza-
zione piu` bassa, anche se comunque la reazione non e` endotermica. Tale
barriera rimane comunque molto elevata in entrambi i casi, indicando come
la proteina agisca da catalizzatore nello stabilizzare lo stato di transizione.
4.3 Barriere nella formazione del cromoforo
Determinare l’altezza delle barriere nella reazione di ciclizzazione, con e
senza il contributo della proteina, potrebbe rivelare se la GFP agisca da
catalizzatore, abbassando l’energia dello stato di transizione.
A questo scopo sono stati condotti alcuni umbrella sampling. Poiche´ la
rottura di un legame chimico e` piu` facile da riprodurre rispetto alla sua
formazione, abbiamo pensato di partire dalla forma ciclizzata e simulare
l’apertura dell’anello in vacuo.
Ancora una volta, il modello utilizzato e` stato il tripeptide minimale,
con coordinata di reazione la distanza tra N67 e H67 (Figura 4.2 B). L’idea
era quella di forzare H67 su N67, per consentire la formazione del legame,
e conseguentemente l’apertura dell’intermedio ciclizzato (Figura 4.2 A). Il
metodo utilizzato e` stato il semiempirico PM3.
Le costanti armoniche usate partono da 20 kcal/mol e crescono fino a 70
kcal/mol col decrescere della coordinata (3.00, 2.85, . . . , 0.60 A˚).
La Figura 4.4 A riporta le distanze N67-H67 relative ad un’umbrella
sampling. Anche variando le costanti e/o i centri delle finestre, le traiettorie
delle distanze N67-H67 sono risultate tutte del tipo mostrato.
Si puo` notare come il campionamento sia efficace in tutto l’intervallo che
va da 3 a 1.5 A˚. Sotto questa distanza, il sistema passa repentinamente dallo
stato ciclizzato a quello lineare, senza passare per l’intermedio. Cio` non ha
consentito di avere una stima dell’energia di barriera. Il corrispondente PMF
e` mostrato in Figura 4.4 B. Il grafico, per i motivi suddetti, da` solo un’idea
della profondita` della buca dello stato di ciclizzazione (almeno 35 kcal/mol).
Simulazioni simili alle precedenti sono state fatte per vedere se la barriera
dell’energia di ciclizzazione fosse minore per gli intermedi anionici. In tal
caso, nonostante i nostri calcoli con B3LYP/6-31G* abbiano mostrato che
la stabilita` relativa dei due stati sia simile a quella degli intermedi neutri, la
ciclizzazione anionica avverrebbe piu` facilmente rispetto a quella neutra.
Anche stavolta, pero`, i risultati a cui siamo giunti utilizzando la coor-
dinata di reazione N67-H67 (Figura 4.7) non hanno dato i risultati sperati:
sia in vacuo che in ambiente acquoso, sia nel pentapeptide che in proteina,
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Figura 4.4: (A) Intervallo di traiettorie campionate in funzione del tempo lungo
la coordinata di reazione N67-H67 del tripeptide in vacuo. (B) PMF lungo la
coordinata N67-H67 del tripeptide in vacuo.
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Figura 4.5: Confronto tra i PMF del tripeptide e della GFP lungo la coordinata
C65-N67, ricavati con il metodo semiempirico PM3.
si riesce a campionare o con H67 legato a N67, o con H67 legato ad O65 (i
due stati stabili), ma mai nei pressi dello stato di transizione.
Sempre allo scopo di ricavare la barriera di transizione della ciclizzazio-
ne, con e senza il contributo della GFP, abbiamo ripetuto l’umbrella sam-
pling adoperando come coordinata di reazione la distanza C65-N67. Mentre
il tripeptide e` stato trattato integralmente in maniera QM, nel caso della
proteina, la regione QM comprendeva soltanto gli atomi corrispondenti al
tripeptide stesso. Il resto del sistema invece e` stato descritto con il campo di
forze classico AMBER 94, utilizzando l’approccio ibrido QM/MM descritto
nel Capitolo 3.
La Figura 4.5 mette a confronto i PMF ricavati per il tripeptide e per la
GFP. Si possono notare il ruolo della proteina nell’impedire ai due atomi C65
e N67 di allontanarsi reciprocamente ed una stabilizzazione, di 10 kcal/mol
circa, degli stati a distanze sotto i 3 A˚.
La combinazione del metodo PM3 con la coordinata di reazione scelta,
non ha pero` portato all’intermedio ciclizzato corretto (Figura 4.6 B), ma
a quello mostrato in Figura 4.6 A. E` possibile vedere come H67 non si sia
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staccato da N67 e legato a O66, confermando che il metodo PM3 sovrastima
l’energia di legame per l’idrogeno.
D’altra parte, come visto nel Capitolo 2, i metodi semiempirici vengono
parametrizzati a partire da dati sperimentali su alcune classi di molecole.
E` probabile che ci sia un problema di trasferibilita` del metodo verso la
particolare reazione o gli intermedi coinvolti.
Questo ci ha suggerito di aggirare il problema, evitando di localizzare
esattamente lo stato di transizione, ma cercando di catturare il contributo
della proteina introducendo (come vedremo nella sezione seguente), degli
stati intermedi fittizi.
4.4 La compressione da parte della proteina
Secondo l’ipotesi di compressione meccanica [31, 38], interazioni steriche,
generate dall’architettura della GFP, porterebbero l’energia dello stato pre-
ciclizzato sopra quella dello stato ciclizzato. La formazione del cromoforo
sarebbe innescata dal rilassamento della conformazione iniziale.
Sebbene studi piu` recenti sembrino indicare che lo stato ciclizzato si tro-
vi ad una energia maggiore del preciclizzato [32], un ruolo dell’architettura
della proteina potrebbe essere comunque quello di esercitare una forza mec-
canica tra i due atomi che chiudono l’anello, C65 e N67, che non si avrebbe
senza l’architettura della proteina.
Lo strumento piu` adatto a descrivere questa compressione e` il potenziale
di forza media lungo la coordinata di reazione data dalla distanza tra C65
e N67.
4.4.1 Simulazioni con il campo di forze AMBER 94
Per iniziare, abbiamo voluto ricavare il PMF della GFP preciclizzata, e
confrontarlo con quello del pentapeptide contenente i residui del cromoforo.
Le coordinate iniziali per la GFP sono state prese da una struttura cri-
stallografica preciclizzata del Protein Data Bank (PDB id 2awj) contenen-
te la mutazione Arg96Met, che ritarda il tempo di maturazione da minuti
a mesi. L’Arginina in posizione 96 e` stata ripristinata graficamente. Il
pentapeptide invece e` stato modellizzato graficamente a partire dai residui
Leu64-Thr65-Tyr66-Gly67-Val68. (Figura 4.7).
In questa, ed in tutte le simulazioni di seguito presentate, le modalita`
con cui e` stato condotto l’umbrella sampling sono molto simili e per questo
verranno descritte solo una volta.
Sono state generate traiettorie, da 1ns, con una costante armonica K di
3 kcal/mol/A˚2, centrate ad intervalli di 0.15 A˚ lungo la regione di interesse
della coordinata C65-N67. Ogni finestra e` stata equilibrata per 50 ps, a
partire da quella precedente. Le equazioni autoconsistenti WHAM sono
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Figura 4.6: (A) Intermedio risultato dallo WHAM lungo la coordinata C65-N67
della GFP, utilizzando il metedo semiempirico PM3. (B) Intermedio ciclizzato
che si forma come prima tappa della maturazione del cromoforo. In entrambe le
strutture il resto della proteina non e` mostrato.
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Figura 4.7: Modello del pentapeptide contenente i tre residui che formano il cromo-
foro. Gli atomi sono mostrati secondo la colorazione standard (azzurro il carbonio,
rosso l’ossigeno, blu l’azoto, bianco l’idrogeno)
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Figura 4.8: (A) Traiettorie relative alle finestre centrate a 2.10 e 3.30 A˚. (B)
Istogrammi relativi alle finestre centrate a 2.10 e 3.30 A˚.
state iterate finche´ i cambiamenti nelle costanti Fi non risultavano inferiori
a 10−5 kcal/mol (Capitolo 3).
In Figura 4.8, mostriamo, a titolo d’esempio, due delle traiettorie ricavate
per il pentapeptide, con i relativi istogrammi ottenuti.
I profili finali sono mostrati in Figura 4.9. Si puo` notare come l’archi-
tettura della proteina forzi i due atomi a stare a stretto contatto, a distanze
intorno ai 3 A˚. Nel pentapeptdide, invece, il sistema puo` puo` esplorare re-
gioni a distanze C65-N67 maggiori, ed un secondo minimo, oltre a quello a
3 A˚ e` rilevabile a 3.9 A˚.
Il termine repulsivo del potenziale di Lennard-Jones tra i due atomi, pro-
porzionale a r−12, rende tuttavia impossibile qualsiasi tentativo “classico”
di esplorare il PMF a distanze inferiori ai 3 A˚. Cio` e` illustrato in Figura
4.10, dove e` evidente la repulsione tra le sfere di Van der Waals relative agli
atomi C65, O65, N67, H67.
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Figura 4.9: Potenziali di forza media per il pentapeptide e per la GFP lungo distan-
za intermolecolare C65-N67. In entarmbe le simulazioni e` stato utilizzato il campo
di forze empirico AMBER 94 [52]. (Riquadro interno) Confronto tra i PMF lungo
la coordinata C65-N67 della GFP, ricavati con il campo AMBER 94 e con il metodo
semiempirico PM3. Entrambi riproducono correttamente la distanza all’equilibrio
tra i due atomi di 3.2 A˚ osservata nelle strutture cristallografiche.
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Figura 4.10: Le sfere di Van der Waals che non consentono di campionare sotto i 3
A˚.
4.4.2 Modifiche al campo di forze
Se si vuole campionare a distanze inferiori ai 3 A˚, utilizzando la dinamica
molecolare classica, e` necessario apportare delle modifiche al potenziale, che,
per costruzione, non consente la simulazione di reazioni chimiche. L’idea e`
che, essendo in seguito interessati a confrontare PMF in vari casi, gli effetti
delle perturbazioni introdotte siano poco rilevanti e si cancellino, almeno
parzialmente.
Per testare la capacita` delle Hamiltoniane da noi modificate, di esplorare
lo spazio delle fasi di nostro interesse, abbiamo utilizzato il pentapeptide
come sistema modello (risparmiando risorse computazionali), posticipando
ad una fase successiva il confronto con la proteina.
La prima idea e` stata quella di modificare i raggi di Van der Waals degli
atomi che vorremmo far compenetrare maggiormente (C65, O65, N67, H67),
riducendoli ad un terzo (metodo denominato “reduced VdW”, Figura 4.11).
Questo modo di procedere sottostima le repulsioni a corto raggio degli altri
atomi, lasciando immutate le altre interazioni.
L’altra strada percorsa e` stata l’esclusione dal campo di forze dei termi-
ni di Lennard-Jones dei quattro atomi in questione. Abbiamo implementa-
to questa modifica con un accorgimento tecnico, ossia creando due legami
fittizi (con costante di forza nulla): C65-N67 e O65-N67 (Figura 4.11 B,
metodo denominato “bonds”). Infatti, il campo di forze utilizzato, come ge-
neralmente tutti i campi empirici, non prevede interazioni non covalenti tra
atomi coinvolti in un legame o in un angolo. In questo modo, pertanto, le
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Figura 4.11: (A) Modello del pentapeptide utilizzato per il metodo “reduced VdW”.
In marrone sono mostrati i residui relativi al cromoforo, in rosa i due residui estremi.
Le sfere di Van der Waals ridotte ad un terzo sono rappresentate in rapporto alle
distanze di legame. (B) Modello del pentapeptide utilizzato per il metodo “bonds”.
Sono mostrati in nero i due legami fittizi tra C65-N67 e O65-N67.
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repulsioni indesiderate del termine di Lennard-Jones scompaiono. Lo svan-
taggio rispetto al caso precedente e` che alcune interazioni non covalenti non
vengono prese in considerazione (quelle relative a terne di atomi contenenti
un legame fittizio, oltre a quelle tra C65 e N67).
I due metodi sono confrontati in Figura 4.12 in alto. A differenza del
metodo “reduced VdW”, il metodo “bonds”, a parita` di costante armonica
e tempo di simulazione, permette di esplorare il PMF a distanze fino a 2
A˚. Per questa ragione, soltanto quest’ultimo sara` utilizzato nel resto delle
simulazioni.
Per visualizzare come effettivamente le modifiche del metodo “bonds”
permettano di avere informazioni sul PMF a distanze C65-N67 molto piu`
ravvicinate, in Figura 4.12 in basso, e` stato confrontato il profilo ottenuto
col campo di forze AMBER 94 con quello modificato con il metodo “bonds”.
4.4.3 Confronto pentapeptide-GFP
In Figura 4.13 a sinistra, e` mostrato il profilo di energia libera lungo la
coordinata C65-N67 ottenuto per la proteina preciclizzata al confronto con
quello trovato in precedenza per il pentapeptide. Il confronto tra le due
curve suggerisce che esista una forza media esercitata dal β-barrel che tende
a comprimere l’anello. Si puo` osservare come in proteina vi sia uno minimo
poco sopra i 2 A˚, ad un energia di -8 kcal/mol rispetto allo stato di par-
tenza non ciclizzato (che si trova a 3.10 A˚). La configurazione analoga per
il pentapeptide si trova invece ad un energia di +1 kcal/mol. Identificando
questo stato con un ipotetico intermedio durante la formazione del cromofo-
ro, l’effetto della proteina sarebbe dunque quello di abbassarne l’energia. In
tal modo, la popolazione aumenterebbe di un fattore 10 rispetto al caso del
pentapeptide direttamente esposto al solvente (Figura 4.13 a destra), che
invece presenta stati maggiormente popolati intorno ai 3.10 A˚.
Pur ritenendo che la proteina eserciti una sorta di pressione sui due ato-
mi che ciclizzano, pensiamo che questo comunque non spieghi del tutto la
ciclizzazione; altrimenti, dati i rapporti tra le popolazioni, la ciclizzazione,
seppur con una efficienza dieci volte minore, dovrebbe innescarsi anche nel
pentapeptide. Una possibile spiegazione e` che, solo nel caso in cui il penta-
peptide sia circondato dalla proteina, l’intermedio ipotetico sia in grado di
completare il processo di maturazione.
4.4.4 Mimare l’α-elica: il pentapeptide ancorato
La forza esercitata dalla proteina, ed assente nel pentapeptide, potrebbe di-
pendere in qualche modo dal fatto che all’interno del β-barrel il pentapeptide
assume la conformazione caratteristica dell’elica, risultando cos`ı vincolato.
Per capire se questa potesse essere la causa, abbiamo fatto alcune simula-
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Figura 4.12: (In alto) Confronto tra i PMF, lungo la coordinata C65-N67 del pen-
tapeptide, ricavati con i due metodi ideati. Il metodo “reduced VdW”, a differenza
del “bonds”, non campiona a distanze inferiori ai 3 A˚. (In basso) Confronto tra
il PMF lungo la coordinata C65-N67 ricavato con il campo di forze AMBER 94
e quello da noi modificato secondo il metodo “bonds”. Quest’ultimo, a differenza
del precedente non contiene alcune interazioni di Lennard-Jones, permettendo di
esplorare il profilo di energia libera a distanze fino a 2 A˚.
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Figura 4.13: (A sinistra) Confronto tra i PMF lungo la coordinata C65-N67 in pro-
teina e nel pentapeptide. (A destra) Funzioni di distribuzione lungo la coordinata
C65-N67 relative al pentapeptide ed alla proteina.
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Figura 4.14: (A sinistra) PMF lungo la coordinata di reazione C65-N67 per la
proteina e per il pentapeptide ancorato. (A destra) PMF lungo la coordinata di
reazione C65-N67 per il pentapeptide e per il pentapeptide ancorato
zioni vincolando con dei restraint armonici di 8 kcal/mol i due Cα estremali
Cα64, Cα68 (Figura 4.7), tenendoli alla distanza di 5 A˚ come in proteina.
Utilizzando il metodo “bonds” lungo la coordinatata C65-N67, abbiamo
ricavato il PMF. I grafici in Figura 4.14 mostrano i risultati, confrontati
con quelli per la proteina e per il pentapeptide non vincolato. Questi dati
suggeriscono che l’elica della GFP impedisce agli atomi che ciclizzano di
portarsi a distanze sopra i 3 A˚. L’effetto e` leggermente sovrastimato rispetto
alla proteina, forse a causa di una costante armonica utilizzata per i restraint
troppo alta.
Si puo` notare come le due curve del pentapeptide si sovrappongano molto
bene a brevi distanze, segno che non vi e` nessun effetto di compressione da
parte dell’elica. Neanche ancorando il pentapeptide, dunque, si riproduce la
compressione esercitata dalla proteina, che piu` che dall’α-elica sembra essere
determinata dal β-barrel.
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4.5 La proteina HAL
La proteina Istidina Ammonia Liasi (HAL), un tetramero contenente 20036
amminoacidi, rappresenta un altro sistema in cui la reazione di condensazio-
ne dell’anello avviene spontaneamente, in ognuno dei quattro monomeri. Il
tripeptide che ciclizza e` costituito dai residui Ala142-Ser143-Gly144 (Sezione
2.1).
In questo sistema, l’ipotesi di compressione meccanica e` validata dal fatto
che, sostituendo la Fenilalanina in posizione 329 con una Glicina, la cicliz-
zazione non avviene. Viceversa, sostituendola con un’Alanina si ottiene una
struttura ciclizzata [38]. Poiche` Glicina ed Alanina sono entrambi neutri,
e differiscono solo per un gruppo metile, il ruolo del carbonio-β dell’Alani-
na nel promuovere la ciclizzazione dell’anello non puo` essere che sterico, da
“ancora” per la compressione meccanica (Figura 4.15).
Un’esplorazione della coordinata C142-N144 potrebbe pertanto rintrac-
ciare delle differenze, nel PMF delle due specie, che avvalorerebbero i risul-
tati trovati per la GFP.
Le coordinate iniziali della proteina sono state prese da una struttura
cristallografica del PDB contenente la variante non ciclizzante Phe329Gly
(PDB id 1gk2).
L’elevato numero di gradi di liberta` impedisce di utilizzare la proteina
intera nel corso delle simulazioni. In questo caso, la procedura di equilibra-
zione e` stata diversa da quella adottata regolarmente. Abbiamo dapprima
ritagliato la regione intorno al tripeptide di un monomero, racchiudendo cos`ı
427 amminoacidi (Figura 4.16). Dopo la fase di minimizzazione ed equili-
brazione delle acque, il sistema e` stato riscaldato gradualmente per 100 ps,
mantenendo pero` dei restraint di 8 kcal/mol/A˚2 sia sui Cα dei residui ta-
gliati che su quelli che erano a contatto con il monomero adiacente (Figura
4.16), in modo da tener conto dei tagli e mimare il resto della proteina. La
struttura e` stata quindi equilibrata per un nanosecondo.
Per non ripetere la lunga procedura di equilibrazione anche sulla forma
ciclizzante, le coordinate iniziali di quest’ultima sono state ottenute a partire
dalle precedenti, dopo aver ripristinato graficamente l’Alanina e controllato
che non fossero presenti dei clash sterici.
Prima di intraprendere le simulazioni vere e proprie, ci siamo voluti
assicurare che il ruolo della proteina fosse stato sufficientemente mimato,
ovvero che la struttura non si fosse discostata da quella cristallografica ini-
ziale. Abbiamo quindi confrontato quest’ultima con una struttura media,
ricavata dalla dinamica molecolare. Una semplice visualizzazione grafica
delle due catene principali suggerisce che i restraint simulino efficacemente
il resto della proteina (Figura 4.17 in alto). Cio` e` ulteriormente confermato
dalla RMSD (Capitolo 3) dei Cα, rispetto alla struttura iniziale, di soli 0.8
A˚ (Figura 4.17 in basso).
Appurato che la struttura si fosse conservata, siamo passati alla fase di
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Figura 4.15: Confronto tra la variante non ciclizzante Phe329Gly della proteina
HAL con la variante ciclizzante Phe329Ala, ricavata a partire da Phe329Gly do-
po aver ripristinato l’Alanina e minimizzato il sistema. (A) Variante Phe329Gly.
(B) Variante Phe329Ala, in cui e` visibile il ruolo da “ancora” per la compressione
meccanica di Ala329.
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Figura 4.16: Vedute ortogonali della variante Phe329Gly (non ciclizzata) della pro-
teina HAL (PDB id 1gk2). I quattro monomeri sono mostrati in bianco, grigio,
rosa, marrone. Sono visibili all’interno le quattro regioni del sito attivo compren-
denti il tripeptide Ala142-Ser143-Gly144. In verde e` mostrata la regione intorno al
sito attivo ritagliata per le simulazioni.
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Figura 4.17: (In alto) Sovrapposizione delle catene principali della struttura cri-
stallografica di partenza (in giallo) e di quella mediata su un nanosecondo di dina-
mica molecolare. (In basso) RMSD dei Cα rispetto alla struttura cristallografica di
partenza durante il nanosecondo di dinamica molecolare.
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Figura 4.18: PMF ricavati lungo la coordinata di reazione della distanza C142-
N144 della proteina HAL. In nero, la variante non ciclizzante Phe329Gly; In rosso
la variante ciclizzante Phe329Ala.
umbrella sampling, in maniera analoga a quanto fatto in precedenza per la
GFP.
I PMF della variante non ciclizzante Phe329Gly e di quella ciclizzante
Phe329Ala lungo la coordinata C142-N144 sono mostrati in Figura 4.18.
Si puo` notare come il minimo si trovi a distanze minori, e, nello stesso
tempo, come gli stati sotto i 2 A˚ siano piu` stabili nella specie che ciclizza.
Poiche´ nelle simulazioni senza restraint entrambe le varianti riportano un
minimo di energia libera intorno ai 3 A˚, con differenze minori di 0.05 A˚ (dati
non mostrati), riteniamo che il metodo riesca a catturare delle differenze
significative, non evidenziabili dalla semplice dinamica molecolare.
Conclusioni
Lo studio computazionale condotto in questa tesi e` stato motivato dall’in-
teresse di disegnare nuovi fluorofori per l’imaging biologico. Riuscire a sin-
tetizzare delle “mini-GFP”, ossia delle proteine fluorescenti con dimensioni
ridotte rispetto all GFP, consentirebbe di ridurre l’impatto biologico nei
confronti della molecola che si vuole visualizzare. E` evidente come questo
percorso passi per la conoscenza dettagliata del meccanismo di formazione
del cromoforo. L’approccio computazionale, in tal senso, puo` fornire delle
importanti linee guida.
La formazione del cromoforo nella GFP e` una modificazione post tra-
duzionale molto rara. Dopo circa un decennio, si e` giunti ad un accordo
unanime in letteratura nel ritenere la ciclizzazione (o condensazione) come
la reazione che inneschi il processo di maturazione della GFP. Il punto crucia-
le, su cui ulteriori studi dovranno concentrarsi, e` come mai la condensazione
dell’anello non si riproduca in altri sistemi.
Oggi sappiamo quali siano alcuni “ingredienti” di cui tener conto per
il disegno di una “mini-GFP”. In particolare, sappiamo che una Glicina in
posizione 67 e` strettamente necessaria, e ci sono forti evidenze che la matu-
razione sia catalizzata da un’Arginina in posizione 96 e da un Glutammato
in posizione 222. E` fondamentale inoltre che i due atomi che ciclizzano
siano vincolati a non poter esplorare regioni a distanze maggiori di 3 A˚
(tight-turn).
Riassumiamo di seguito i principali contributi ottenuti dai nostri calcoli
quantistici e dalle simulazioni di dinamica molecolare in cui e` stato applicato
il metodo WHAM.
Le stabilita` relative degli intermedi pre e post ciclizzazione sono state
calcolate in vacuo con il metodo DFT B3LYP/6-31G*. La reazione di con-
densazione dell’eterociclo risulta endotermica, sia partendo da una struttura
neutra, che, come recentemente suggerito, da una struttura in cui e` avve-
nuta la deprotonazione del carbonio α del residuo 66. Potrebbe essere utile
valutare le stabilita` relative degli intermedi ciclizzati che seguono invece la
deprotonazione di N67.
Abbiamo poi dato una stima dell’energia di attivazione della reazione di
ciclizzazione in vacuo, ricavando il profilo energetico in funzione della distan-
za C65-N67. Nel tentativo di valutare l’effetto della proteina sulla barriera
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energetica e sulle stabilita` relative, abbiamo adottato un approccio QM/MM
basato su PM3. Questo approccio tuttavia e` risultato impraticabile, data la
difficolta` di localizzare lo stato di transizione. Non e` stato dunque possibile
ricavare il profilo di energia libera ne´ lungo la coordinata N67-H67, ne´ lungo
quella C65-N67.
Per utilizzare l’approccio dinamico abbiamo allora percorso un’altra stra-
da. Partendo dal campo di forze classico AMBER 94, abbiamo modificato
le interazioni di Lennard-Jones degli atomi che chiudono l’anello. Questo ci
ha permesso di esplorare il profilo di energia libera altrimenti vietato dalla
repulsione tra le sfere di Van der Waals degli atomi. Confrontando i PMF
lungo la coordinata di reazione C65-N67 relativi a pentapeptide e GFP, ab-
biamo cos`ı concluso che l’architettura della proteina, esercitando una forza
sulla coordinata data dalla distanza dei due atomi che ciclizzano, abbassa
l’energia dello stato intermedio ciclizzato.
Volendo capire se l’origine di questa forza risiedesse nel fatto che in
proteina i due atomi sono vincolati a formare l’α-elica, abbiamo in parte
mimato il comportamento della proteina, ponendo dei restraint sui due Cα
estremi del pentapeptide. Ne e` risultato che i due atomi C65 e N67 non
riescono ad esplorare facilmente configurazioni a distanze superiori ai 3 A˚,
ma l’effetto di compressione rimane comunque assente. Per questo riteniamo
che l’elica centrale sia responsabile del tight-turn, ma non dell’effetto di
compressione.
Infine, abbiamo condotto un’analisi analoga in un altro sistema in cui
avviene la reazione di ciclizzazione, la proteina HAL. Confrontando la protei-
na nativa con una variante che non ciclizza, abbiamo ricavato che il metodo
predice, nella specie nativa, uno spostamento del minimo di energia libera di
circa 0.2 A˚ verso distanze minori. Quest’ultimo risultato ci porta a ritenere
che che questa analisi possa avere un ruolo predittivo, e potrebbe essere im-
piegata come uno strumento per rilevare se la ciclizzazione possa avvenire o
meno in proteine con architetture diverse.
Appendice A
Tabella degli amminoacidi
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Appendice B
Il metodo semiempirico PM3
B.0.1 Lo schema delle approssimazioni
Partendo dallo schema LCAOSCF, il metodo si basa sulle seguenti ulteriori
approssimazioni.
Approssimazione 1
Le funzioni d’onda φµ si considerano come ortonormali. La condizione di
ortonormalita` per le ψi si traduce dunque in∑
µ
c∗µicµj = δij (B.1)
Per orbitali differenti centrati sullo stesso atomo, la matrice di overlap
Sµν e` gia` nulla; Per orbitali su atomi differenti, l’approssimazione non e`
quantitativamente accurata, ma semplifica di molto l’analisi seguente.
Con questa approssimazione, gli elementi di matrice Pµµ corrispondono
alla popolazione elettronica dell’orbitale φµ e∑
µ
Pµµ = N (B.2)
dove N e` il numero degli elettroni di valenza.
Approssimazione 2
Tutti gli integrali a due elettroni (3.9) che dipendono dalla sovrapposizione
di densita` di carica di orbitali centrati su atomi differenti sono trascurati.
Ovvero, (µν|λσ) e` zero, a meno che µ, ν non appartengano allo stesso atomo
A e λ, σ non siano centrati nello stesso atomo B (che, ovviamente, potreb-
be coincidere con A). Gli integrali non nulli saranno a due centri, con un
elettrone associato ad ogni atomo.
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Siamo percio` in grado di riscrivere gli elementi di matrice Fµν dell’equa-
zione (3.15) come
Fµν = Hµν +
∑
B
∑
λ,σ
BPλσ(µν|λσ)− 12
∑
λ,σ
APλσ(µσ|νλ) (B.3)
(µ, ν entrambi su A)
Fµν = Hµν − 12
∑
σ
A
∑
λ
B(µσ|νλ) (B.4)
(µ su A, ν su B)
Approssimazione 3
L’ultima approssimazione riguarda l’elemento di matrice Hµν . Se gli orbitali
µ e ν sono centrati sullo stesso atomo A, possiamo scrivere
Hµν = 〈µ| − 12∇
2 − VA|ν〉 −
∑
B 6=A
〈µ|VB|ν〉 (B.5)
= Uµν −
∑
B 6=A
Vµν,B
dove Uµν e` l’elemento di matrice della Hamiltoniana di core locale.
Gli elementi fuori diagonale della Hamiltoniana di core tra orbitali ato-
mici di atomi diversi sono stimati dalla formula
Hµν = βµν = β0ABSµν (B.6)
dove Sµν e` l’integrale di overlap.
B.0.2 Parametrizzazione
Gli integrali ad un centro Uµν e (µν|λσ) sono determinati in modo che le
energie teoriche degli stati ionizzati dell’atomo corrispondente riproducano
i corrispondenti valori spettroscopici.
Gli integrali a due centri (µν|λσ), l’attrazione core-elettroni Vµν,B, e
la repulsione core-core EcoreAB sono determinati da espressioni parametriche.
β0AB e` un parametro dipendente solo dalla natura degli atomi A e B.
L’approccio per ricavare i parametri e` puramente empirico, basato sul
confronto tra proprieta` calcolate ed osservate per un set di molecole (calore
di formazione, variabili geometriche, momenti di dipolo, potenziali di ioniz-
zazione). Quando i risultati per una molecola particolare si rivelano inac-
curati, la parametrizzazione viene ripetuta includendo nel nuovo set alcuni
composti della molecola.
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