We establish an area formula for the spherical measure of intrinsically regular submanifolds of low codimension in Heisenberg groups. The spherical measure is computed with respect to an arbitrary homogeneous distance. Among the arguments of the proof, we point out the differentiability properties of intrinsic graphs and a chain rule for intrinsic differentiable functions.
Introduction
Research in the Analysis and Geometry of simply connected nilpotent Lie groups has spread into several directions, especially in the last decade. Carnot groups, or stratified groups equipped with a homogeneous left invariant distance, are an important class of these nilpotent groups, which are metrically different from Euclidean spaces or Riemannian manifolds, still maintaining a rich algebraic structure. The Heisenberg group H n represents one of the prominent models.
More specifically, we are interested in computing the spherical measure of submanifolds in H n with respect to a homogeneous distance of the group. For different classes of C 1 smooth submanifolds area formulas are available, [17] . The question has new difficulties, when we consider "intrinsic regular submanifolds" of H n , that need not be C 1 smooth, nor Lipschitz with respect to the Euclidean distance. These submanifolds in H n and their characterizations have been studied in several papers, [2] , [6] , [7] , [20] . They are called and for H-regular surfaces of low codimension equals ker Df (x), see [6, Proposition 3.29 ], or [14, Theorem 1.7] in the setting of homogeneous groups. More information on the notions involved in Theorem 1.1 is provided in Section 2.
The terminology "upper blow-up" goes back to [16] , where a Federer density was first computed with applications to sets of finite perimeter in stratified groups. Indeed, the Federer density is a suitable limit superior of the ratio between the measure we wish to differentiate and the gauge of the spherical measure with respect to a class of sets, see [15] for more information.
In our higher codimensional framework, the proof of the upper blow-up involves some new features. Three key aspects must be emphasized. First, the intrinsic differentiability of the parametrizing map φ (Theorem 2.7) is crucial in establishing the limit of the set (24) in the proof of the upper blow-up. Second, we prove an "intrinsic chain rule" (Theorem 2.2) that permits us to connect the kernel of Df with the intrinsic differential of φ, according to (26) . However, to make our chain rule work we have slightly modified the well known notion of intrinsic differentiability associated to a factorization (Definition 2.9). We will deserve more attention on this differentiability and the chain rule for next investigations, since they may have an independent interest. Third, we establish a delicate algebraic lemma for computing the Jacobian of projections between vertical subgroups, that are associated to two semidirect factorizations with the same horizontal factor (Lemma 3.1).
By combining Theorem 1.1 with an abstract measure theoretic area formula, see [15, Theorem 11] or [17, Theorem 7.2] , we arrive at the area formula for an H-regular surface, using µ and the spherical measure S 2n+2−k with respect to any homogeneous distance d. If the factors of the semidirect product are orthogonal, then the measure µ can be written in terms of the intrinsic partial derivatives of the parametrization φ of Σ as follows. Theorem 1.2. In the assumptions of Theorem 1.1, if in addition W is orthogonal to V, then for every Borel set B ⊂ Σ we have
where J φ φ is the natural intrinsic Jacobian of φ, introduced in Definition 2.14.
If the distance d is invariant under some classes of symmetries (Definition 2. 19) or it is multiradial (Definition 2.21), then the area formula simplifies (Theorem 4.2). Precisely, in these cases the spherical factor only depends on the distance and on the fixed scalar product on H n , becoming a geometric constant. We may denote it by ω d (2n + 1 − k) and include it in the spherical measure by defining S 2n+1−k d = ω d (2n + 1 − k) S 2n+1−k 0 . Thus, by the area formula (2), we have
for any Borel set B ⊂ Σ. For instance, the previous formula holds for the Cygan-Korányi distance and the sub-Riemannian distance. Some additional applications follow from our results. By a slight modification of the proof of Theorem 1.1, a standard blow-up theorem computing the centered density of µ at any point of Σ can be established (Theorem 3.2). By combining it with the measure theoretic area formula for the centered density [8, Theorem 3.1], we obtain an area formula for the centered Hausdorff measure of Σ, that extends the one of [6] to any homogeneous distance (Theorem 4.3). We finally provide the cases where spherical measure and centered Hausdorff measure do coincide (Corollary 4.4).
In conclusion, we wish to point out that our scheme to establish the area formula for intrinsic regular submanifolds has actually a more general scope. It may also include more general classes of stratified groups, although some of our tools are still missing. For this reason, these questions are the object of our subsequent investigations.
Definitions and preliminary results
The next sections will introduce notions, notations and basic tools that will be used throughout the paper.
2.1.
Coordinates in the Heisenberg group. The purpose of this section is to introduce the Heisenberg group, along with the special coordinates that allow us to identify H n with R 2n+1 . The Heisenberg group H n can be represented as a direct sum of two linear subspaces
with dim(H 1 )= 2n and dim(H 2 )= 1, endowed with a symplectic form ω on H 1 and a fixed nonvanishing element e 2n+1 of H 2 . We denote by π H 1 and π H 2 the canonical projections on H 1 and H 2 , which are associated to the direct sum.
We can give to H n a structure of Lie algebra by setting
Then the Baker-Campbell-Hausdorff formula ensures that (4) pq = p + q + [p, q] 2 defines a Lie group operation on H n . For t > 0, the linear mapping δ t : H n → H n such that
Given p ∈ H n , we denote by l p the translation by p. Any left invariant vector field on H n is of the form X v (p) = dl p (0)(v) for any p ∈ H n and some v ∈ H n , where we have identified H n with T 0 H n . Through the Baker-Campbell-Hausdorff formula, one can check that the Lie algebra of left invariant vector fields Lie(H n ) is isomorphic to the given Lie algebra (H n , [·, ·]).
We fix a symplectic basis (e 1 , . . . , e 2n ) of (H 1 , ω), namely ω(e i , e n+j ) = δ ij , ω(e i , e j ) = ω(e n+i , e n+j ) = 0 for every i, j = 1, . . . , n, where δ ij is the Kronecker delta. Thus, we have obtained a Heisenberg basis B = (e 1 , . . . , e 2n+1 ), that allows us to identify H n with R 2n+1 . The associated linear isomorphism is defined as
for p = 2n+1 j=1 x j e j . We can read the given Lie product on R 2n+1 as follows
then the group product takes the following form on R 2n+1
Taking into account (6) , in our coordinates we obtain the following basis of left invariant vector fields
They clearly constitute a basis (X 1 , . . . , X 2n+1 ) of Lie(H n ) such that X j (0) = e j for every j = 1, . . . , 2n+1. Any linear combination of X 1 , . . . , X 2n is called a left invariant horizontal vector field of H n .
2.2.
Metric structure. We fix a scalar product ·, · that makes our Heisenberg basis B = (e 1 , . . . , e 2n+1 ) orthonormal. In the sequel, any Heisenberg basis will be understood to be orthonormal. We denote by | · | both the Euclidean metric on R 2n+1 and the norm induced by ·, · on H n . The symmetries of the Heisenberg group are detected through the the isometry J : H 1 → H 1 , that is defined by the Heisenberg basis J(e i ) = e n+i and J(e n+i ) = −e i for all i = 1, . . . , n. It is then easy to check that p, q = ω(p, Jq) and J 2 = −I for all p, q ∈ H 1 .
A homogeneous distance d on H n is a function d : H n × H n → [0, +∞) such that d(zx, zy) = d(x, y) and d(δ t (x), δ t (y)) = td(x, y)
for every x, y, z ∈ H n and t > 0. Any two homogeneous distances are bi-Lipschitz equivalent. We also introduce the homogeneous norm x = d(x, 0), x ∈ H n , associated to a homogeneous distance d. Notice that this norm satisfies xy ≤ x + y and δ r x = r x for x, y ∈ H n and r > 0. By identifying T 0 H n with H n and by left translating the fixed scalar product ·, · on H n we obtain a left invariant Riemannian metric g on H n . Its associated Riemannian norm is denoted by · g . We may restrict the identification of T 0 H n with H n to the so called horizontal subspace, by identifying H 1 with
Then the horizontal fiber at p ∈ H n is H p H n = dl p (0)(H 0 H n ). The collection of all horizontal fibers constitutes the so-called horizontal subbundle HH n . If we restrict the left invariant metric g to the horizontal subbundle HH n , we obtain a scalar product on each horizontal fiber, that is the sub-Riemannian metric. This leads in a standard way to the so-called Carnot-Carathéodory distance, or sub-Riemannian distance, see for instance [9] . This is an example of homogeneous distance.
2.3. Differentiability and factorizations. Natural notions of differentiability are well known in H n and general Carnot groups, starting from the notion of Pansu differentiability, [18] . Throughout the paper Ω denotes an open subset of H n and d is a fixed homogeneous distance. Let f :
then we say that it is the horizontal partial derivative at x along X v , that is the unique left invariant vector field such that X v (0) = v. The above limit is denoted by X v f (x). Notice that X v is precisely a left invariant horizontal vector field. We say that f ∈ C 1 h (Ω, R k ) if for every x ∈ Ω and every horizontal vector field X ∈ Lie(H n ) the horizontal derivative Xf (x) exists and it is continuous with respect to x ∈ Ω.
A linear mapping L : H n → R k that is homogeneous, i.e. tL(v) = L(δ t v) for all t > 0 and v ∈ H n , is an h-homomorphism, that stands for "homogeneous homomorphism". If there exists an h-homomorphism L : H n → R k that satisfies
then it is unique and it is called the h-differential, or Pansu differential, of f at x. We denote it by Df (x). Notice that f ∈ C 1 h (Ω, R k ) if and only if it is everywhere Pansu differentiable and x → Df (x) is continuous as a map from Ω to the space of h-homomorphisms, see for instance [13, Section 3] .
When differentiability meets the factorizations of the Heisenberg group, the notion of intrinsic differentiability comes up naturally, see [20] for more information. Now we introduce some algebraic properties of factorizations in H n in order to define intrinsic differentiability and its basic properties. It is easy to realize that any homogeneous subgroup of H n is either horizontal or vertical. We also notice that normal homogeneous subgroups of H n coincide with vertical subgroups. Definition 2.3. Let M and V be a vertical subgroup and a horizontal subgroup of H n , respectively. We say that H n is the semidirect product of M and V and write
Definition 2.4. Let M, W and V be homogeneous subgroups of H n such that
The semidirect product W ⋊ V automatically yields the unique projections
for every x ∈ H n . If necessary, to emphasize the dependence on the semidirect factorization we will also introduce the notation π W,V W = π W and π W,V V = π V . The same holds for M ⋊ V. We define the following restrictions
then by the local compactness of H n , it is immediate to observe that there exists a constant c 0 ∈ (0, 1), possibly depending on M and V, such that for all m ∈ M and v ∈ V the following holds
Remark 2.2. Whenever two homogeneous subgroups W and V of H n satisfy
then one of them must be necessarily vertical and the other one must be horizontal.
We recall now definitions and results about intrinsic graphs of functions between two homogeneous subgroups. For more information, see [20] .
We denote by Φ : U → Σ, Φ(m) = mφ(m). We call Φ the graph map of φ.
Remark 2.3. The notion of graph is intrinsic, since both translations and dilations send intrinsic graphs to new intrinsic graphs, with respect to a different function.
Translating intrinsic graphs requires some preliminary notions. Definition 2.6. Let H n = W ⋊ V be a semidirect product. Let us consider x ∈ H n . We define σ x : W → W as follows
Given a set U ⊂ W and a function φ : 
as w → 0. The function L is called the intrinsic differential of φ atw, it is uniquely defined and we denote it by dφw.
Remark 2.5. By virtue of [2, Proposition 3.23], in our setting any intrinsic linear function is actually an h-homomorphisms. We also observe that the assumptionw ∈ U implies that 0 ∈ σ x −1 (U). In addition σ x −1 (U) is an open set, hence the limit (13) is entirely justified.
Remark 2.6. By [2, Proposition 3.25], condition (13) is equivalent to ask that for all
The following definition is a slight modification of the notion of intrinsic differentiability. 
The uniqueness of L allows us to denote it by d W,V x F . The terminology extrinsic differentiabilty arises from the fact that the subgroup V and the point x cannot be detected from the information we have on F . They are actually artifically added from outside. However, when the factor V as metric spaces replaces R k and v = F (w), hence in the numerator of (15) becomes d(F x −1 (w), L(w)), then extrinsic differentiability yields intrinsic differentiability. We have introduced this notion only to make sense of the following chain rule involving intrinsic differentiability. Somehow extrinsic and intrinsic differentiability compensate each other in the following theorem.
If in addition f (wφ(w)) = c for every w ∈ U and some c ∈ R, then we obtain (17) ker(Df (x)) = graph(dφ x W ).
Proof. Let us first show that F is extrinsically differentiable at x W with respect to (W, V, x). We define
Let us consider the last two addends separately:
as w → 0, by the Pansu differentiability of f at x and by the validity of
for all w = 0 and sufficiently small. It is indeed a consequence of the intrinsic differentiability of φ at x W . For the second addend, the previous intrinsic differentiability yields
as w → 0. This complete the proof of the first claim and also establishes formula (16) .
Let us now assume the constancy of w → f (wφ(w)) on U. Since we have proved that F is extrinsically differentiable at x W with respect to (W, V, x), being in this case F x −1 identically vanishing, we obtain
as t → 0. Due to the h-linearity, it follows that
We have proved the inclusion graph(dφ x W ) ⊂ ker(Df (x)) of homogeneous subgroups with the same dimension, hence formula (17) is established.
The notion of H-regular surface in H n was first given in [6] . We can characterize the metric tangent cone of an H-regular surface of codimension k. Definition 2.11. For any set A ⊂ H n , x ∈ A, the homogeneous tangent cone is given by the set
From [6, Proposition 3.29], we have the following characterization. Given an open subset Ω ⊂ H n , a function f ∈ C 1 h (Ω, R k ) and x ∈ Ω, we define the horizontal Jacobian
the norm is given through our fixed left invariant metric g.
As a consequence, we can also define the Jacobian with respect to V, namely
The next implicit function theorem is proved in [6, Theorem 3.27 ]. Its general version in the framework of homogeneous groups is given in [14, Theorem 1.3] . We say that Σ is a parametrized H-regular surface with respect to (W, V). We say that φ is the parametrization of Σ.
be such that f −1 (f (p)) = Σ for some p ∈ Ω, and suppose that for some horizontal subgroup V ⊂ H n it holds J V f (x) > 0 for all x ∈ Σ. If W ⊂ H n is any vertical subgroup such that H n = W⋊V, then Σ is a parametrized H-regular surface with respect to (W, V).
Proof. The proof follows by exploiting the local factorization given by the implicit function theorem of [6, Proposition 3.13] .
The proof of the following proposition is a simple application of Theorem 2.2. 
Proof. We consider x = wφ(w), so by Theorem 2.2 the function F = f • Φ is extrinsically differentiable at w with respect to (W, V, x) and
not be a isomorphism, then its image T would have linear dimension less than k. Then the previous equalities would imply that the image of D W f (x) would be contained in T , hence the same would hold for the image of Df (x). This conflicts with the fact that Df (x) is surjective.
We conclude this section by pointing out that the intrinsic graph in the implicit function theorem is suitably differentiable. 2.4. Intrinsic derivatives. In this section we recall some results about uniform intrinsic differentiability in Heisenberg groups. Throughout this section, we assume that H n is a semidirect product W ⋊ V with W orthogonal to V. The following proposition ensures that we can always find a Heisenberg basis which is adapted to this factorization. Proposition 2.8. Let H n = W⋊V be a semidirect product, where the horizontal subgroup V is spanned by an orthonormal basis v 1 , . . . , v k ∈ H 1 and W is orthogonal to V, hence k ≤ n. Then there exist v k+1 , . . . , v n , w 1 , . . . , w n ∈ H 1 such that (v k+1 , . . . , v n , w 1 , . . . , w n , e 2n+1 ) is an orthonormal basis of W and (v 1 , . . . , v n , w 1 , . . . , w n , e 2n+1 ) is a Heisenberg basis of H n .
If k < n, we pick a vector v k+1 ∈ S ⊥ 1 ∩ H 1 of unit norm and define w k+1 = Jv k+1 . It is easily observed that both w k+1 and v k+1 are orthogonal to S 1 , so that (v 1 , . . . , v k+1 , w 1 , . . . , w k+1 , e 2n+1 ) is a Heisenberg basis of
Indeed, the previous subspace has the structure of a 2k + 3-dimensional Heisenberg group. One can iterate this process until a Heisenberg basis of H n is found.
From now on, we assume that (v 1 , . . . , v n , w 1 , . . . , w n , e 2n+1 ) is the Heisenberg basis provided by Proposition 2.8. We can identify V with R k and W with R 2n+1−k through the following diffeomorphisms
. , x n , η 1 , . . . , η k , y k+1 , . . . , y n , z).
We identify any function from an open subset
Any h-homomorphism L : W → V can be associated as before to a map L : R 2n+1−k → R k , and so it can be identified with a k × (2n − k) matrix M L with real coefficients such that for every w ∈ R 2n+1−k L(w) = M L π(w) t , where π : R 2n+1−k → R 2n−k is the canonical projection on the first 2n − k components.
If U ⊂ W is an open set and φ : U → V is intrinsic differentiable at a point w ∈ U, we denote by D φ φ(w) the matrix associated to dφ w and we call it intrinsic Jacobian matrix of φ at w. If U ⊂ R 2n+1−k is an open set and ψ = (ψ 1 , . . . , ψ k ) : U → R k is a function, we define the family of 2n − k vector fields: 
exists and it is equal to (α 1,j , . . . , α k,j ). For all j = 1, . . . , 2n − k we denote it by
Uniform intrinsic differentiability has been characterized in various ways using intrinsic derivatives and the intrinsic Jacobian matrix. (i) φ is uniformly intrinsic differentiable on U.
(ii) φ ∈ C 0 (U) and for every w ∈ U there exist ∂ φ j φ(w) for j = 1, . . . 2n − k and the functions 
where we have defined I ℓ as the set of multiindexes
We have also introduced the minors Notice that diam(B(x, r)) = 2r for all x ∈ H n and r > 0. Definition 2.15 (Carathéodory's construction). Let F ⊂ P(H n ) be a non-empty family of closed subsets of H n , equipped with a homogeneous distance d. Let be α > 0. If δ > 0, and A ⊂ H n , we define
If F coincides with the family of closed balls, F b , with respect to the distance d, then
is the α-spherical measure of E. If in (18) we choose c α = 2 −α , then we use the symbol S α 0 . In the case F is the family of all closed sets and k ∈ {1, . . . , 2n + 1}, we define
where L k denotes the Lebesgue measure. Then the corresponding k-dimensional Hausdorff measure is given by
where H n is equipped with the Euclidean distance induced through the identification with R 2n+1 . These measures are Borel regular on subsets of H n . For our purposes, it is useful to recall a less known Hausdorff-type measure, first introduced in [19] . Given α ∈ [0, ∞), δ ∈ (0, ∞), we define the m−dimensional centered Hausdorff measure C α 0 of a set A ⊂ H n as 
We introduce now a crucial definition of density.
Definition 2.17. Let F b be the family of closed balls with positive radius in H n endowed with an homogeneous distance d. Let α > 0, x ∈ H n and µ be a Borel regular measure on H n . We call spherical α-Federer density of µ at x the real number
This density naturally appears in representing a Borel regular measure that is absolutely continuous with respect to the α-dimensional spherical measure. H p E (W ∩ B(z, 1) ).
When we deal with a homogeneous distance d that preserves some symmetries, then the spherical factor can become a geometric constant. The following definition detects those homogeneous distances giving a constant spherical factor. It extends [16, Definition 6.1] to higher codimension. Definition 2.19. Let d be a homogeneous distance on H n and let p = 1, . . . , 2n + 1. If p = 1 or p = 2n + 1, then d is called p-vertically symmetric. In the case 1 < p ≤ 2n, the p-vertical symmetry requires the following conditions. We refer to the fixed graded scalar product ·, · and we assume that there exists a family F ⊂ O(H 1 ) of isometries such that for any couple of p-dimensional subspaces S 1 , S 2 ⊂ H 1 , there exists L ∈ F that satisfies the condition L(S 1 ) = S 2 . Taking into account that H 1 and H 2 are orthogonal, we introduce the class of isometries
Then we say that d is p-vertically symmetric if the following holds:
• π H 1 (B(0, 1)) = B(0, 1) ∩ H 1 = {h ∈ H 1 : θ(|π H 1 (h)|) ≤ r 0 } for some monotone non-decreasing function θ : [0, +∞) → [0, +∞) and r 0 > 0, • T (B(0, 1)) = B(0, 1) for all T ∈ O.
More information on p-vertically symmetric distances can be found in [11] . For instance, the sub-Riemannian distance in the Heisenberg group is vertically symmetric. Vertically symmetric distances were already introduced in [16] .
The next theorem specializes to the Heisenberg group a general result from [11] .
Theorem 2.12. If p = 1, . . . , 2n+1 and d is a homogeneous p-vertically symmetric distance on H n , then the spherical factor β d (W) is constant on every p-dimensional vertical subgroup W ⊂ H n .
The previous theorem motivates the following definition.
Definition 2.20. If we have a class of p-dimensional homogeneous subgroups F for which β d (S) remains constant as S ∈ F , then we denote the spherical factor by ω d (p), without indicating the special class of subgroups. 
The function θ is also assumed to be coercive in the sense that θ(x) → +∞ as |x| → +∞.
is multiradial, then it is also p-vertically symmetric for every p = 1, . . . , 2n + 1.
A more general statement can be found in [17] . One may also check that both d ∞ and the Cygan-Korányi distance are multiradial.
It is also possible to find conditions under which the spherical factor has a simpler representation. The next theorem is established in [11] .
Theorem 2.14. If p = 1, . . . , 2n + 1 and d is a homogeneous distance in H n whose unit ball B(0, 1) is convex, then for every p-dimensional vertical subgroup W we have B(0, 1) ).
Low codimensional blow-up in Heisenberg groups
Our main result needs the following algebraic lemma.
Lemma 3.1. We consider two vertical subgroups M, W of H n and a k-dimensional horizontal subgroup V ⊂ H n such that
We introduce the multivectors
where (v 1 , . . . , v k ), (w 1 , . . . w 2n−k , e 2n+1 ) and (m 1 , . . . , m 2n−k , e 2n+1 ) are orthonormal bases of V, W and M, respectively. Then for every Borel set B ⊂ M, we have
where the projections π M,V M,W and π W,V W,M have been introduced in Definition 2.4. The norms of V ∧ M and V ∧ N are taken with respect to the Hilbert structure of Λ 2n+1 (H n ) induced by our scalar product on H n .
Proof. It is clearly not restrictive to relabel the bases of M and W as w k+1 , . . . , w 2n , e 2n+1 and m k+1 , . . . , m 2n , e 2n+1 . We define the isomorphisms i W :
We now notice that JΨ 1 (x) = V ∧ N g for every x = (x 1 , . . . , x 2n+1 ) ∈ R 2n+1 . It suffices to observe that
and use the explicit form of (19) . We define another map Ψ 2 : R 2n+1 → H n ,
and we observe in the same way that JΨ 2 (x) = V ∧ M g . We introduce the embedding q :
and the projection p :
For every z ∈ H n , we observe that
If we take any m ∈ M, then
We notice that Ψ −1 1 • Ψ 2 is a polynomial diffeomorphism, whose Jacobian matrix at x has the following form 
. As a consequence, taking into account that
the following equalities hold
We are now in the position to prove our main result.
Proof of Theorem 1.1. Let us consider x ∈ Σ. By formula (1), for any y ∈ Ω, taking t > 0 sufficiently small, we can write
We denote by ζ ∈ U the element such that
We now perform the change of variables
It is well known that σ x has unit Jacobian (see for instance [7, Lemma 2.20] ). Setting α(x) = J H f (x)/J V f (x), we obtain that 1 (B(y,t) )))
By the general definition of Federer density we obtain that
There exists R 0 > 0 such that for t > 0 and y ∈ B(x, t) we have the following inclusion
where the translated function φ x −1 is defined according to formula (11) and we have set
To see (23), we write more explicitly Λ 1/t (σ −1
It can be written as follows
as p → ∞. Up to extracting a subsequence, since y p ∈ B(x, t p ) for every p, there exists z ∈ B(0, 1) such that lim
For the sake of simplicity, we use the notation
Using the projection introduced in Definition 2.4, we set 1 (B(yp,tp) )) (ω) = 0. By contradiction, if we had a subsequence of the integers p such that
then by a slight abuse of notation, we could still call t p the sequence such that
for all p, where we have used the homogeneity of the intrinsic differential dφ ζ of φ, see Definition 2.7 for the notion of intrinsic differential. Indeed, by Theorem 2.7, the function φ is in particular intrinsic differentiable at ζ. Due to the intrinsic differentiability, taking into account (25) as p → ∞, it follows that ωdφ ζ (ω) ∈ B(z, 1).
It is now interesting to observe that the chain rule of Theorem 2.2 yields (26) graph(dφ ζ ) = ker(Df (x))) = M x .
As a consequence, ωdφ ζ (ω) ∈ B(z, 1) ∩ M x and then (27) ω = π W,V W,Mx (ωdφ ζ (ω)) ∈ π W,V W,Mx (M x ∩ B(z, 1)) = S z , that is not possible by our assumption. This concludes the proof of Claim 1. Now we introduce the density function 1 (B(yp,tp) )))
The sequence I p , defined in the following equality, satisfies the estimate
Analogously for J p , we find 1 (B(yp,tp) )))\Sz 1 (B(yp,tp) ))) (η) α(t p , η) dH 2n+1−k E (η).
Claim 1 joined with the dominated convergence theorem prove that J p → 0 as p → ∞, hence I p → θ 2n+2−k (µ, x). To study the asymptotic behavior of I p , we first observe that
as p → ∞. It follows that
Claim 2. We set M x = ker(Df (x)) and consider N x = m k+1 ∧ · · · ∧ m 2n ∧ e 2n+1 such that (m k+1 , . . . , m 2n , e 2n+1 ) is an orthonormal basis of M x . We have that
Since 
Due to (32) and (31), we have
hence establishing Claim 2. As a result, taking into account (28), we have proved that
Taking into account (9) and (27), we get π Mx,V Mx,W (η) = ηdφ ζ (η), hence our assumption on η can be written as follows
We conclude that η ∈ δ λ A 0 t for any t > 0 sufficiently small, therefore the limit (38) holds and the proof of Claim 3 is complete.
By Fatou's lemma, taking into account (36) and (37) we get
Claim 3 joined with (29) yield
Applying again (34), we obtain
Taking the limit as λ → 1 + and considering the opposite inequality (35), the proof is complete.
Adding some natural modifications in the proof of the previous theorem, we can also obtain the following "centered blow-up". 
Applications
Combining Theorems 2.11 and Theorem 1.1 we immediately get the following result. We are now in the position to prove Theorem 1.2.
Proof of Theorem 1.2. Since W and V are orthogonal, by Proposition 2.8 we can fix a Heisenberg basis (v 1 , . . . , v k , v k+1 , . . . , v n , w 1 , . . . w 2n , e 2n+1 ) such that V = span{v 1 , . . . , v k } and W = span{v k+1 , . . . , v n , w i , . . . , w n , e 2n+1 }. Our claim follows by representing the measure µ in terms of the intrinsic partial derivatives of the parametrization φ of Σ, arguing as in the proof [4, Theorem 6.1]. For the reader's convenience we report the main points of the proof. Taking into account Theorem 2.7, Σ = Φ(Ω) is the graph of a uniformly intrinsic differentiable function φ. Arguing as in the proof of [5, Theorem 4.1] Notice that J V g(Φ(m)) = 1 for every m ∈ U. By Definition 2.14, taking into account the form of Dg(Φ(m)) in (40), the proof is achieved.
We now restrict our attention to homogeneous distances with symmetries. Using both Theorem 2.12 and Proposition 2.13 we obtained simpler versions of the area formula. , we have
In the assumptions of the previous theorem, assuming in addition that W and V are orthogonal, equation (42) Finally, the area formulas (39) and (44) conclude the proof.
