Abstract. Given a compact Riemannian manifold (M n , g) and a fixed cohomology class, [α * ] ∈ H k (M ), we consider the existence of a minimizer α ∈ [α * ] of the generalized minimal surface energy M 1 + |α| 2 dV g . When k = 1, we prove the existence of unique minimizers for every cohomology class [α * ]. Next, when k > 1, we construct examples of singular solutions for finite cohomology class
Introduction
Given a compact Riemannian manifold (M n , g), α ∈ Λ k (M), Hodge theory studies the critical points of the energy
within a fixed cohomology class [α * ]. In [6] , [7] , [8] , and [9] , Robert and Lesley Sibner studied the nonlinear Hodge problem, which, given a function f : R + → R, studies the existence of critical points of the nonlinear Hodge energy E f (α) = M f (|α|)dV g over a fixed cohomology class. One important case of a nonlinear Hodge energy, which we will call the generalized minimal surface energy (GMS), is given by
This energy finds applications in several diverse settings.
(1) When α = du is an exact one form then the minimal surface energy is simply the area of the graph {(x, u(x))} ⊆ M × R. Thus, minimizers of the GMS energy correspond to graphical minimal surfaces in M × R. If α is not exact, minimizers of the GMS energy correspond multivalued minimal graphs in M × R whose equivariant gradient is the one form α. These graphs can be lifted to entire minimal surfaces over the universal coverM whose gradient is equivariant over the group of deck transformations of M. (2) In the case α = du ∈ Λ 1 (M), the energy M |du|dV g is known as the total variation, T V (du). Functions u ∈ L 1 (M) with T V (du) < ∞ are known as the functions of bounded variation. The space of BV functions has been extensively studied for its relevance to minimal hypersurfaces (see Giusti [5] ) and in image processing (see [1] ). As we will discuss in Section 4, many of these results can be generalized to the case where α ∈ Λ 1 (M) is not exact. We can also study the rescaled minimizers β t = t −1 α t ∈ [α * ]. We will see that β t minimizes the rescaled t − GMS energy, E t GM S (α) = M t −2 + |α| 2 dV g . With the aim of understanding the minimizers of the BV energy, we can study the limit as t → 0 and t → ∞. We prove Theorem 2. Given a compact Riemannian manifold (M n , g) and a cohomology class [α * ] ∈ H 1 (M), let β t be minimizers of the t-GMS energy Remark. Here, the W BV (weak BV) convergence is as described in section 4. In fact, we prove that the t − GMS energy Γ-converges (see [4] ) to the total variation as t → ∞. From Theorem 2, we see that the t − GMS minimizers provide a smooth one parameter family of forms which link the harmonic form and a BV minimizer of the cohomology class.
We next show that although a solution exists for every cohomology class in H 1 (M), for general k-forms this is not true. There are large cohomology classes in H k (M) where no GMS solution exists. Thus, the small cohomology existence result of [6] is optimal for higher degree differential forms. We prove this by constructing explicit families of solutions which become singular for finite cohomology class.
Theorem 3. There exists a metric on S k × S k , Λ > 0, and a cohomology class
such that a smooth GMS solution exists in the cohomology class
We also show that in the case k = 2, these explicit solutions minimize the Born Infeld energy. Using Theorem 3, we then show that Theorem 4. There exists a metric on S 2 × S 2 and a cohomology class
which contains no smooth minimizer of the Born Infeld energy.
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Preliminaries
As described above, we will be considering a compact Riemannian manifold (M n , g). [α * ] will be a fixed cohomology class, and we will be studying critical points of 
Lemma 5. A smooth form α ∈ [α * ] is a minimizer of the minimal surface energy over [α * ] iff it satisfies
Moreover, if such a minimizer exists, it is the unique minimizer in
Proof. We begin by calculating the first variation of energy to obtain the Euler Lagrange equation. We take variations of the form α(t) = α 0 + tdψ, which fixes the cohomology class. We calculate
Integrating by parts, we obtain the GMS equation
Thus, every minimizer will satisfy the given Euler Lagrange equation. To show the converse, we calculate the second variation and show that the energy is strictly convex. We again consider variations of the form α(t) = α 0 + tdψ.
The last inequality follows from the Cauchy Schwartz inequality. As the second variation is strictly positive, we obtain that the functional is strictly convex and any critical point must be its unique minimum over we see that
We now assume that
. By the definition of the GMS-energy, we can take a sequence of smooth form β n such that
Setting γ n = β n − α, we note that ∀t ∈ [0, 1],
By the convexity of the GMS-energy for smooth forms, we know that
Taking the limit as n → ∞, we find that
In particular, given that E GM S (α + tγ n ) are monotone increasing functions of t, we find that
On the other hand, we know from the calculation of the second variation that
Putting these two equation together, we find that lim n→∞ γ n = 0 and therefore α = β.
2.1.
Existence for small cohomology class. We next describe the results of Sibner [7] which prove existence of GMS solutions for small cohomology class. We begin by introducing some terminology from [7] . A nonlinear Hodge problem is one of the form d * (ρ(|α|)α) = 0.
Here, ρ : R + → R is a smooth function.
Definition 1. The function ρ is called admissible if there exist constants c and k(c) such that for 0 < x < c we have
The supremum Q ρ of such values c such that there exists such a k(c) is called the sonic value of ρ. If the Q ρ = ∞ and k can be chosen independent of c then ρ is called regular.
, the minimal surface equation is of the form
Furthermore, ρ GM S is admissible with Q ρ GM S = ∞. However, ρ is not regular.
These conditions serve as ellipticity conditions on the PDE, and allowed the Sibners to show existence for small cohomology class. 
(3) α t depends continuously on t in the topology of uniform convergence. Furthermore, if ρ is regular, then a solution exists for every cohomology class.
With respect to the GMS equation, we find that for any cohomology class [α * ] there exists T > 0 such that (1) For t < T , there is a unique solution of the minimal surface equation in the
However, as ρ GM S is not regular, it remains unclear whether T = ∞ or whether singularities can form in finite cohomology class. In the next section, we will show that for [α * ] ∈ H 1 (M) the answer is that a solution exists in every cohomology class. In contrast, in section 5, we construct counterexamples where singularities occur for finite cohomology class when k > 1.
Proof of Theorem 1
To prove the result, we will require the following two theorems from the theory of minimal surfaces. For the rest of the section we will write B ρ (p) for the ball of radius ρ in the manifold M, whileB ρ (p) will denote the ball of radius ρ in the manifold M × R.
Proof. We remark that the statement is a simple corollary of the monotonicity formula for minimal surfaces. To begin, using the Nash embedding theorem, we embed our manifold M ×R into Euclidean space R l . As Σ is a minimal surface, we find that there exists a constant Λ such that |H Σ | < Λ. Here, H Σ is the second fundamental form of Σ as an embedded surface in R l . We then apply the monotonicity formula to Σ ⊂ R l , found in Simon, 17.6, [11] , which states that if 0 < σ < ρ < R, then
We note that as σ → 0, the left hand side converges to ω n , the volume of the ndimensional unit ball. Furthermore, given that ρ < R, e Λρ ≤ e ΛR . Therefore, we find that
We next quote a theorem from Spruck [12] which gives C 0 gradient estimates on minimal surfaces in M × R. These estimates were originally proved for Euclidean space by Bombieri in [2] for low dimension and Simon in [10] for high dimension. In the following theorem, Spruck generalizes their results to the case of M × R.
where C is a constant which depends only on the sectional curvatures of M and an upper bound for ∆d 2 p on B ρ , where d p is the distance function from p. Proof of Theorem 1. We recall that by Theorem 6, it suffices to show
where α t ∈ [tα * ] is the GMS solution. Let p ∈ M. We take ρ < ρ 0 (from Theorem 7) such that 2ρ is less than the injectivity radius of M. Then B 2ρ (p) ⊂ M is simply connected. As α t is a closed 1-form, there exists a function u t : B 2ρ (p) → R such that α t B 2ρ (p) = du t . Furthermore, the GMS equation for α t states that
Thus u t defines a minimal graph over B 2ρ (p). We define Σ := {(x, u(x)|x ∈ B 2ρ (p)}. We set
Because α t minimizes the GMS energy in its cohomology class,
We now show that this implies that
Here, ǫ is taken from Theorem 7. We argue by contradiction. Assume that there exist x, y ∈ B ρ (p) such that u(x) − u(y) > ρ(1 + κ ǫρ n ). As u is a smooth function, we know that there exists a curve connecting (x, u(x)) and (y, u(y)) lying in Σ ∩ (B ρ (p) × R). We take m := ⌊ u(x)−u(y) ρ ⌋ points along the curve, given by
We note that by assumption, m > κ ǫρ n . Then, we take the m ballsB k :=B ρ ((x k , u(x k )); see figure 1. We note that, by construction, theB k are mutually disjoint and eachB k Figure 1 .
Furthermore, by Theorem 7, we know that |Σ∩B k | ≥ ǫρ n . Thus, using the definition of m,
a contradiction. Now, by shifting u t by a constant, we obtain a new functionũ t on B ρ such that u t ≥ 0 and supũ t < ρ 1 + κ ǫρ n . Then, applying Theorem 8, we find that there is a constant, C independent of p such that
Limits of GMS Solutions
We now prove Theorem 2. Given a cohomology class α * , we have, by Theorem 1, a 1-parameter family of solutions to the GMS equation α t ∈ [tα * ]. We rescale the GMS solutions by defining
We note that β t ∈ [α * ] for all t. Furthermore,
We now define the rescaled t − GMS energy to be
Thus, β t ∈ [α * ] minimizes the t − GMS energy iff α t minimizes the GMS energy in [tα * ]. We can study the limiting behavior as t → 0 and t → ∞. We begin by showing the first part of Theorem 2.
We evaluate to find
We multiply the equation by t
We rewrite the equation in local coordinates, setting β t = α * + df t .
We now recognize that tβ t = α t . Thus we obtain
We now recall from Statement 3 of Theorem 6 that as t → 0, α t converges uniformly to 0. Thus, by taking T small enough, we know that for any k, γ, there is a constant C such that for any t ∈ [0, T ], ||α t || C k,γ < C.
Thus, for t ∈ [0, T ], we obtain a uniform C k,γ bound on the coefficients in the PDE. Thus, by Schauder estimates, we obtain a uniform bound ||f t || C k+2,γ < C.
Applying Arzela-Ascoli, for any t n → 0, we find a convergent subsequence in C 2,γ with limit f 0 . Then, taking the limit of α t → 0 in the PDE, we find that f 0 satisfies
Thus, α * + df 0 = α H . As every sequence must have a subsequence which converges to f 0 , we obtain that f t → f 0 .
We now turn to the limiting behavior as t → ∞. In general, we cannot expect convergence of the sequence in a classical sense. However, we can define weak convergence in two equivalent ways: in the sense of currents or in the sense of BV functions. In this paper I will discuss the convergence in the sense of BV functions.
We will begin by defining the space of functions of bounded variation. The total variation of an L 1 function is defined to be
This allows us to define the space of bounded variation functions.
This space can be given both a strong and a weak topology. The strong topology is given by the norm
It can also be given a weak topology. For f k , f 0 ∈ BV (M), we say that
We now refer to [5] for the following two properties of BV (M).
(1) Compactness.
(2) Lower Semicontinuity.
(3) Density of smooth functions in the weak topology.
Because we are in the nontrivial [α * ] cohomology class, we will need to introduce the modified T V α * energy. To begin, we find a partition of unity (U i , φ i ). Then for a one closed form α * , we can find g i such that
We now define the T V α * energy to be
We remark that the lower semicontinuity property 2 applies to the T V α * energy as well.
This follows by applying the property to g i + f on each of the U i . We also note that in the case f ∈ W 1,1 ,
We are now ready to restate and prove the second half of Theorem 3.
Proposition 10. Let β t = α * + df t be the solutions of the t − GMS equation. Then for every sequence t k → ∞, there exists a subsequence t kn and a T V α * minimizer f ∞ such that f t kn
Proof. By property 1 of BV function, ∃t kn and f ∞ such that f t kn L 1 − → f ∞ . It remains to show that f ∞ is a minimizer of the T V α * energy and that T V α * (df ∞ ) = lim E t kn GM S (β t kn ). We show this in two steps.
First, we show that
GM S (β t kn ) The first inequality holds by the lower semicontinuity of the T V α * energy, while the first equality holds by the definition of the T V energy.
We now let c = lim inf E t kn GM S (β t kn ). We claim that inf f ∈BV (M ) T V α * (df ) = c, and thus T V α * (df ∞ ) = c and df ∞ is a minimizer of the T V α * energy. We prove by contradiction.
Assume that ∃g ∈ BV (M) and δ > 0 such that T V α * (dg) = b < c − 3δ. By property 3 of BV functions, we can find
On the other hand, c = lim inf E t GM S (α * + df t ), so E t GM S (α * + df t ) > c − δ for t large enough. As α * + df t minimizes the E t GM S energy by definition, we have reached a contradiction.
Remark. Our proof really shows that the E t GM S (α * +df )
. Γ-convergence is typically shown by proving the "lim sup" and "lim inf" inequalities. (See [4] .) These are the two inequalities show above.
Explicit Solutions on
We will construct an explicit family of GMS k forms on a metric conformal to the standard spherical metric on S k × S k . For clarity, we will write S k 1 × S k 2 to distinguish the two copies of S k . These solutions will exhibit singularities in finite cohomology class for k ≥ 2. We let g E = dξ
We will study k-forms which are solutions of the GMS equation with respect metrics which are in the conformal class [g E ]. In particular, we note that we can write dξ S k 2 in spherical coordinates dθ 2 +sin 2 (θ)dξ 2 S k−1 . We study metrics of the form g h = h −2 (θ)g E where h(θ) is a smooth positive function on [0, π] which has a unique maximum at θ = 0. We also require the compatibility condition that all of the odd derivatives h (2k+1) (0) = h (2k+1) (π) = 0 to ensure that h is smooth at θ = 0 and θ = π. This condition follows from the fact that a radially symmetric function h : R n → R is smooth at the origin iff its odd derivatives vanish at the origin.
We recall that the de Rham cohomology
where the cohomology classes are represented by
. We also note that we can calculate κ i by integrating over a submanifold homologous to a copy of S
Setting ω k as the volume of the unit sphere in Euclidean space, we find that
We now consider the k-forms κdV S k 2 , multiples of the standard volume form on the second S k factor. We note that such forms are harmonic in the conformal class [g E ] since harmonic k-forms are invariant under conformal change of metric in dimension 2k. We now look for GMS solutions in the cohomology class
Proof. We begin by decomposing the space
We can then decompose α into its orthogonal components
We first show that α i = 0 for 1 ≤ i ≤ k − 1. Assume that in local coordinates about a point p,
. As α i = 0, we know that for some j 1 . . . j i , γ j 1 ...j i (p) = 0. Choose an element φ ∈ SO(k) which fixes the point p and such that φ
.j i (p). (This can be done as long as
Thus, we find that φ * (α) = α. On the other hand, because φ is an isometry, φ * (α) is also a GMS solution. However, this contradicts the uniqueness of GMS solutions. Thus, α i = 0 for 1 ≤ i ≤ k − 1. Therefore, we obtain that
. We now claim that for i = 1, 2, f i depend only on the variable θ. Indeed, if p, q ∈ M are two points such that θ(p) = θ(q) but f i (p) = f i (q), then ∃φ an isometry of M which fixes the level sets of θ but φ(p) = q, which violates the uniqueness of GMS solutions, as described above. Thus,
We now apply the fact that α is closed.
Thus, ∃κ 1 such that f 1 ≡ κ 1 and
, we find that κ 1 = 0 and
We now calculate the actual GMS solution.
Theorem 12. Consider the manifold (S
,
Then the k-form
] has a GMS solution iff |κ| < κ * .
In Figure 2 , we plot |α c (θ)| for several values of c on the manifold (S 1 × S 1 , g h ) in the case where h 2 (θ) = 1 + cos 2 (θ). We see that as c grows to its maximal value of c * =
, the solution becomes singular. Proof. We note that by Proposition 11, any GMS solution is necessarily of the form
We write down the GMS equation for such forms.
However, because dV S k 2 is harmonic, we know that d * (dV S k 2 ) = 0. Thus, we find that the equation reduces to the ODE d dθ
We solve this ODE to find that ∃c such that
.
Thus, every GMS solution is necessarily of the form f c (θ)dV S k
2
. Additionally, from Proposition 11 we know that
From the definition of f c , we see that f c is well defined iff c 2 h 2k (θ) < 1 for all θ ∈ [0, π]. As h was chosen to attain its maximum at θ = 0, we find that f c is well
As κ c is a monotone, odd function of c, we find that the cohomology class has a solution iff ] has a GMS minimizer iff |κ| < κ * . Thus, to find a cohomology class with no minimizer, it will suffice to find an example where κ * < ∞. By definition,
As κ c is monotone in c, the monotone convergence theorem tells us that
We now examine under what conditions this integral will be finite. We recall that in choosing h we require that h ′ (0) = 0. However, we allowed h ′′ (0) = 0. If we choose h with h ′′ (0) = 0, we observe that the function 1 − (c * ) 2 h 2k (θ) ∼ θ around θ = 0. We then find that the function
Thus, the integral
is infinite in the case k = 1, but finite in the case k ≥ 2. This implies that for k ≥ 2, we do not have a minimizer in every cohomology class.
Application to the Born Infeld Energy
In this section, we discuss the relationship of the GMS energy to the Born Infeld energy in four dimensions. As mentioned in Section 1, Born and Infeld introduced the Lagrangian
When M is a three dimensional Riemannian manifold, the Born Infeld energy reduces to the GMS energy. This can be seen by taking normal coordinates at a point. With g = I, we find
Thus the energy reduces to
which is the GMS energy. In four dimensions, the Born Infeld energy is more complicated. However, in special cases it reduces the GMS energy, as we will discuss.
, the Born Infeld energy is given by
Proof. Once again, we take normal coordinates about a point. We calculate
Corollary 15. Let E BI be the Born Infeld energy, E H be the standard Hodge energy, and E GM S be the generalized minimal surface energy defined in Section 1. Then for all F ∈ Λ 2 (M),
we obtain that
The first inequality becomes equality iff
Clearly, any self-dual or anti-self-dual F satisfy this condition.
We now calculate the Euler Lagrange equation for the Born Infeld energy.
Proposition 16. F is a critical point of the Born Infeld energy in four dimensions
Proof. We take a variation of the form F (t) = F 0 + tdA.
We can decomposeF into its symmetric and antisymmetric components,F =F Sym +F aSym . We now note that because dA is antisymmetric, F Sym , dA ≡ 0. Thus, the expression reduces to F aSym , dA = 0. We now claim that ∀t
As this is a pointwise calculation, we reduce to normal coordinates, setting g −1 = I. Then, when t ∈ [0, ǫ] for small enough ǫ, we can expand the LHS as a series
As F 0 is antisymmetric, F n 0 is symmetric for even n and antisymmetric for odd n. Thus,
For each component of these matrices, this equation gives us a polynomial equation in t. As this identity holds on the interval [0, ǫ], the two polynomials must be equal and the identity necessarily holds for all t ∈ R. In particular, for t = 1, we obtain the identity
Returning to our Euler Lagrange equation, we find
As A is arbitrary, we obtain the equation
We now turn to the question of the existence of Born Infeld solutions in every cohomology class. We first show that self-dual and anti-self-dual F are always Born Infeld solutions. On the other hand, we use our results from Section 5 to show that there exist cohomology classes where the Born Infeld solution becomes singular.
Theorem 17. Every self-dual or anti-self-dual F is a solution of the Born Infeld equations.
Proof. We claim that in the (anti-)self-dual case,
We will study the expression at a point in normal coordinates. Our expression reduces to det(I − F )(I − F 2 ) −1 F . We begin by noting that in the (anti-)selfdual case, as described above in the proof of Corollary 15,
We now claim that in the (anti-)self-dual case,
We note that by the spectral theorem for antisymmetric matrices, we can pick special coordinates about p such that F (p) = F 12 dx 1 ∧ dx 2 + F 34 dx 3 ∧ dx 4 . Then 
Thus, (anti-)self-dual forms, which are necessarily harmonic, satisfy the Born Infeld equation.
We next turn to an example of a cohomology class where the Born Infeld solution is singular. We use the notation of Section 5. E BI (F ).
We now note that a similar proof can be repeated for E GM S to obtain
E GM S (F ).
We next show that this energy is not attained by any smooth form. Assume that ∃F ∈ [κ c * dV g ] such that E BI (F ) = E BI (F c * ).
Thus, F minimizes the E GM S energy. However, Theorem 5 shows that no such minimizer can exist. We conclude that E BI has no minimizer in [κ c * dV g ].
