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PROBABILISTIC WELL-POSEDNESS FOR THE CUBIC WAVE
EQUATION
NICOLAS BURQ AND NIKOLAY TZVETKOV
Abstract. The purpose of this article is to introduce for dispersive partial differential equa-
tions with random initial data, the notion of well-posedness (in the Hadamard-probabilistic
sense). We restrict the study to one of the simplest examples of such equations: the periodic
cubic semi-linear wave equation. Our contributions in this work are twofold: first we break
the algebraic rigidity involved in previous works and allow much more general randomiza-
tions (general infinite product measures v.s. Gibbs measures), and second, we show that the
flow that we are able to construct enjoys very nice dynamical properties, including a new
notion of probabilistic continuity.
1. Introduction
In [10] , we developed a general method for obtaining local existence and uniqueness of
semi-linear wave equations with data of super-critical regularity. In addition, in [11] we gave a
very particular example (based on invariant measures considerations) of global existence with
data of supercritical regularity. Our goal here is to make a significant extension of [10, 11]
by presenting a quite general scheme to get global well-posedness for semi-linear dispersive
equations with data of super-critical regularity. We also propose a natural notion of Hadamard
well-posedness in this setting. We decided to restrict our attention to a very simple example.
A further development of the ideas we introduce here will appear in a forthcoming work.
Let (M,g) be a 3d boundaryless Riemannian manifold with associated Laplace-Beltrami
operator ∆g. Consider the cubic defocusing wave equation
(1.1)
(∂2t −∆g)u+ u3 = 0, u : R×M → R,
u|t=0 = u0, ∂tu|t=0 = u1, (u0, u1) ∈ Hs(M)×Hs−1(M) ≡ Hs(M),
where Hs(M) denotes the classical Sobolev spaces on M . By using simple scaling considera-
tions one obtains that s = 1/2 is the critical Sobolev regularity associated to (1.1). It turns
out that this regularity is the border line of the deterministic theory, in the sense of local
well-posedness in the Hadamard sense (existence, uniqueness and continuous dependence on
the data). More precisely, we have the following statement.
Theorem 1. The Cauchy problem (1.1) is locally well-posed for data in Hs, s ≥ 1/2 (and
even globally for s ≥ 3/4). In the opposite direction, for s ∈ (0, 1/2), the Cauchy problem (1.1)
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is not locally well-posed in Hs. For instance one can contradict the continuous dependence by
showing that there exists a sequence (un) of global smooth solutions of (1.1) such that
lim
n→∞ ‖(un(0), ∂tun(0))‖Hs = 0
and
lim
n→∞ ‖(un(t), ∂tun(t))‖L∞([0,T ];Hs) =∞, ∀T > 0.
Moreover, one can also contradict the existence by showing that there exists an initial
datum (u0, u1) ∈ Hs such that for every T > 0 the problem (1.1) has no solution in
L∞([0, T ];Hs), if we suppose that in addition the flow satisfies a suitable finite speed of
propagation. Such a property is natural in the context of wave equations.
One may wish to compare the result of Theorem 1 with the classical Hadamard counterex-
ample in the context of the Laplace equation
(1.2) (∂2t + ∂
2
x)v = 0, v : Rt × S1x −→ R.
The equation (1.2) has the explicit solution
vn(t, x) = e
−√nsh(nt) cos(nx).
Then for every s, vn satisfies
‖(vn(0), ∂tvn(0))‖Hs(S1) . e−
√
nns −→ 0,
as n tends to +∞ but for t 6= 0,
‖(vn(t), ∂tvn(t))‖Hs(S1) & en|t| e−
√
nns −→ +∞,
as n tends to +∞. Consequently (1.2) in not well-posed in Hs for every s ∈ R which is the
analogue of the Hs, s < 1/2 result of Theorem 1. On the other hand (1.2) is well-posed in
analytic spaces which is the analogue of the s > 1/2 result in Theorem 1. Let us also observe
that one may show the ill-posedness of (1.2) in Sobolev spaces by an indirect argument based
on elliptic regularity. We are not aware of a similar indirect argument in the context of the
wave equation (1.1) for s < 1/2.
The well-posedness part of the Theorem 1 can be proved as in the works by Ginibre-
Velo [15] and Lindblad-Sogge [21], by invoking the Strichartz estimates for the wave equation
on a riemannian manifold due to Kapitanskii [17]. For s > 1/2 the well-posedness holds
in a stronger sense since the time existence can be chosen the same for all data in a fixed
bounded set of Hs and moreover the flow map is uniformly continuous on bounded sets of
Hs. In the case s = 1/2 the situation is more delicate since the existence time depends in a
more subtle way on the data. The global well-posedness part of Theorem 1 can be obtained
(following ideas by Bourgain [4]) by adapting the proofs of Kenig-Ponce-Vega [18], Gallagher-
Planchon [14] and Bahouri-Chemin [1] to the compact setting. We also refer to the works by
Roy [22] for further investigations in the direction of deterministic global well-posedness for
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(1.1) with rough data. The ill-posedness statement of Theorem 1 is proved in our previous
article [10], by using the approaches of Christ-Colliander-Tao [13] and Lebeau [20].
One may however ask whether some sort of well-posedness for (1.1) survives for s < 1/2.
In [10] we have shown that the answer is positive, at least locally in time, if one accepts
to randomize the initial data. Moreover, the method of [10] works for a quite general class
of randomizations. As already mentioned the approach of [11] to get global in time results
is restricted only to very particular randomizations. More precisely, it is based on a global
control on the flow given by an invariant Gibbs measure (see also [4]). In [10], Remark 1.5,
we asked whether the globalization argument can be performed by using other global controls
on the flow such as conservations laws. In the present work we give a positive answer to this
question.
Let us now describe the initial data randomization we use. We suppose that M = T3 with
the flat metric. Starting from (u0, u1) ∈ Hs given by their Fourier series
uj(x) = aj +
∑
n∈Z3⋆
(
bn,j cos(n · x) + cn,j sin(n · x)
)
, j = 0, 1, Z3⋆ = Z
3\{0}
we define uωj by
(1.3) uωj (x) = αj(ω)aj +
∑
n∈Z3⋆
(
βn,j(ω)bn,j cos(n · x) + γn,j(ω)cn,j sin(n · x)
)
,
where (αj(ω), βn,j(ω), γn,j(ω)), n ∈ Z3⋆, j = 0, 1 is a sequence of real random variables on a
probability space (Ω, p,F). We assume that the random variables (αj , βn,j , γn,j)n∈Z3⋆,j=0,1 are
independent identically distributed real random variables with a joint distribution θ satisfying
(1.4) ∃ c > 0, ∀ γ ∈ R,
∣∣∣ ∫ ∞
−∞
eγxdθ(x)
∣∣∣ ≤ ecγ2
(under the assumption (1.4) the random variables are necessarily of mean zero). Typi-
cal examples of random variables satisfying (1.4) are the standard gaussians, i.e. dθ(x) =
(2pi)−1/2 exp(−x2/2)dx (with an identity in (1.4)) or any family of random variables having
compactly supported distriution function θ, e.g. the Bernoulli variables dθ(x) = 12(δ−1 + δ1).
An advantage of the Bernoulli randomization is that it keeps the Hs norm of the original
function. The gaussian randomization has the advantage to ”generate” a dense set in Hs via
the map
(1.5) ω ∈ Ω 7−→ (uω0 , uω1 ) ∈ Hs
for many (u0, u1) ∈ Hs. Notice finally that we could relax the ”identical distribution” as-
sumption provided (1.4) is uniformly satisfied by the family of random variables.
Definition 1.1. For fixed (u0, u1) ∈ Hs, the map (1.5) is a measurable map from (Ω,F) to
H0 endowed with the Borel sigma algebra since the partial sums from a Cauchy sequence in
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L2(Ω;H0). Thus (1.5) endows the space H0(T3) with a probability measure which is direct
image of p. Let us denote this measure by µ(u0,u1). Then
∀A ⊂ H0, µ(u0,u1)(A) = p(ω ∈ Ω : (uω0 , uω1 ) ∈ A).
Denote by Ms the set of measures obtained following this construction and
Ms =
⋃
(u0,u1)∈Hs
{µ(u0,u1)} .
Let us recall some basic properties of these measures (see [10]).
Proposition 1.2. For any (u0, u1) ∈ Hs, the measure µ(u0,u1) is supported by Hs. Fur-
thermore, for any s′ > s, if (u0, u1) /∈ Hs′, then µ(u0,u1)(Hs
′
) = 0. In other words, the
randomization (1.5) does not regularize in the scale of the L2-based Sobolev spaces (this fact
is obvious for the Bernoulli randomization). Finally, If (u0, u1) have all their Fourier coef-
ficients different from zero and if the measure θ charges all open sets of R then the support
of µ is Hs (recall that the support of µ is the complementary of the largest open set U ⊂ Hs
such that µ(U) = 0).
As mentioned above, for fixed (u0, u1) the measure µ(u0,u1) depends heavily on the choice of
the random variables (αj(ω), βn,j(ω), γn,j(ω)). On the other hand for a fixed randomisation
(αj(ω), βn,j(ω), γn,j(ω)) the measure µ(u0,u1) depends largely on the choice of (u0, u1). For in-
stance, let us consider a gaussian randomisation , i.e. we suppose that (αj(ω), βn,j(ω), γn,j(ω))
are independent centered gaussian random variables. Then if (u0, u1) and (u˜0, u˜1) are given
by the Fourier expansions
uj(x) = aj +
∑
n∈Z3⋆
(
bn,j cos(n · x) + cn,j sin(n · x)
)
, j = 0, 1
and
u˜j(x) = a˜j +
∑
n∈Z3⋆
(
b˜n,j cos(n · x) + c˜n,j sin(n · x)
)
, j = 0, 1
then, following Kakutani [16], it is possible to prove that the associated measures µ(u0,u1) and
µ(u˜0,u˜1) are mutually singular if
(1.6)
∑
n
∣∣∣ b˜n,j
bn,j
− 1
∣∣∣2 + ∣∣∣ c˜n,j
cn,j
− 1
∣∣∣2 = +∞.
In other words, if (1.6) is satisfied then there exists a set A such that µ(u0,u1)(A) = 1 and
µ(u˜0,u˜1)(A) = 0. On the other hand if (1.6) is not satisfied and the all the coefficients are non
zero (or vanish pairwise simultaneously) then we have that µ(u0,u1) ≪ µ(u˜0,u˜1) ≪ µ(u0,u1) We
refer to the Appendix for more precise statements concerning the dependence of µ(u0,u1) on
(u0, u1) in the case of a gaussian randomisation.
We can now state our first result.
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Theorem 2. Let M = T3 with the flat metric and let us fix µ ∈Ms, 0 ≤ s < 1. Then, there
exists a full µ measure set Σ ⊂ Hs(T3) such that for every (v0, v1) ∈ Σ, there exists a unique
global solution v of of the non linear wave equation
(1.7) (∂2t −∆T3)v + v3 = 0, (v(0), ∂tv(0)) = (v0, v1)
satisfying
(v(t), ∂tv(t)) ∈
(
S(t)(v0, v1), ∂tS(t)(v0, v1)
)
+ C(Rt;H
1(T3)× L2(T3))
(S(t) denotes the free evolution defined by (2.2) below). Furthermore, if we denote by
Φ(t)(v0, v1) ≡ (v(t), ∂tv(t))
the flow thus defined, the set Σ is invariant by the map Φ(t), namely
Φ(t)(Σ) = Σ, ∀ t ∈ R.
Finally, for any ε > 0 there exist C, δ > 0 such that for µ almost every (v0, v1) ∈ Hs(T3),
there exists M > 0 such that the global solution to (1.7) previously constructed satisfies
v(t) = S(t)Π0(v0, v1) + w(t),
(Π0 is the orthogonal projector on constants), with
(1.8) ‖(w(t), ∂tw(t))‖H1(T3) ≤

C(M + |t|)
1−s
s
+ε if s > 0,
CeC(t+M)
2
if s = 0,
and
µ((v0, v1) ∈ Hs : M > λ) ≤ Ce−λδ .
Having established a large time (unique) dynamics on an invariant set of full measure
on Hs(T3), there are a few very natural questions to address, and the very first one is the
continuity of the flow. Let us recall that for any event B (of non null probability) the
conditionned probability P(·|B) is the natural probability measure supported by B, defined
by
P(A|B) = P(A ∩B)P(B)
Notice (see below), that the sequences constructed following the approach by Lebeau and
Christ-Colliander-Tao give an obstruction to the (deterministic) continuity of our flow. How-
ever, we are able to prove that it is still continuous in probability and consequently the super-
critical Cauchy problem (1.1) is well globally posed in the following Hadamard-probabilistic
sense
Theorem 3. Let us fix s ∈ (0, 1), let A > 0 and let BA ≡ (V ∈ Hs : ‖V ‖Hs ≤ A) be the closed
ball of radius A centered at the origin of Hs and let T > 0. Let µ ∈ Ms and suppose that θ
6 NICOLAS BURQ AND NIKOLAY TZVETKOV
is symmetric. Let Φ(t) be the flow of the cubic wave equations defined µ almost everywhere
in Theorem 2. Then for ε, η > 0, we have the bound
(1.9) µ⊗ µ
(
(V, V ′) ∈ Hs ×Hs : ‖Φ(t)(V )− Φ(t)(V ′)‖XT > ε
∣∣∣
‖V − V ′‖Hs < η and (V, V ′) ∈ BA ×BA
)
≤ g(ε, η),
where XT ≡ (C([0, T ];Hs) ∩ L4([0, T ] × T3))× C([0, T ];Hs−1) and g(ε, η) is such that
lim
η→0
g(ε, η) = 0, ∀ ε > 0.
Moreover, if in addition we assume that the support of µ is the whole Hs then there exists
ε > 0 such that for every η > 0 the left hand-side in (1.9) is positive.
In other words, as soon as η ≪ ε, among the initial data which are η-close to each other, the
probability of finding two for which the corresponding solutions to (1.1) do not remain ε close
to each other, is very small ! The last part of the statement is saying that the deterministic
version of the uniform continuity property (1.9) does not hold. A crucial element in the proof
is the ill-posedness result displayed in Theorem 1. It is likely that Theorem 3 also holds for
s = 0, modulo some additional technicalities.
In a forthcoming work, we show that similar results could be obtained for general manifolds
by modifying accordingly the randomization.
As mentioned in [10] it would be interesting to develop similar results in the case of the
nonlinear Schro¨dinger equation (NLS). In this case there are at least two difficulties compared
to the wave equation. The first one is that the smoothing in the nonlinearity is no longer
present in the case of NLS. The second one is that the deterministic Cauchy theory in the
case of NLS, posed on a compact domain is much more intricate compared to the nonlinear
wave equation or the NLS in the euclidean space (see e.g [3, 8]). One can however show that
in some cases one may at least control a.s. the first iteration at a super critical regularity
(see the appendix of [23]). Another approach based on subscribing the singular part of the
nonlinearity is developed in [5, 12]. Finally, let us mention that we obtained with Thomann
a first step toward similar results for the non linear Schro¨dinger equation in [9].
The remaining part of this paper is organized as follows. We complete this introduction
by introducing several notations. In the following section, we give the global existence part
of the proof of Theorem 2 for s > 0. Next, we construct an invariant set of full measure.
Section 4 is devoted to the possible growth of Sobolev norms for s > 0. We then consider
the case s = 0 is Section 5. Section 6 is devoted to the proof of Theorem 3. Finally in an
appendix, we collect the results on random series used in the previous sections. We also prove
statement giving a criterium for the orthogonality of two measures of Ms.
Notation. A probability measure θ on R is called symmetric if
∫
R
f(x)dθ(x) =
∫
R
f(−x)dθ(x)
for every f ∈ L1(dθ). A real random variable is called symmetric if its distribution is a
symmetric measure on R.
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2. Almost sure global well posedness for s > 0
Let us first recall the following local existence result.
Proposition 2.1. Consider the problem
(2.1) (∂2t −∆T3)v + (f + v)3 = 0 .
There exists a constant C such that for every time interval I = [a, b] of size 1, every Λ ≥ 1,
every (v0, v1, f) ∈ H1 × L2 × L3(I, L6) satisfying ‖v0‖H1 + ‖v1‖L2 + ‖f‖3L3(I,L6) ≤ Λ there
exists a unique solution on the time interval [a, a+ C−1Λ−2] of (2.1) with initial data
v(a, x) = v0(x), ∂tv(a, x) = v1(x) .
Moreover the solution satisfies ‖(v, ∂tv)‖L∞([a,a+τ ],H1×L2) ≤ CΛ, (v, ∂tv) is unique in the class
L∞([a, a+ τ ],H1 × L2) and the dependence in time is continuous.
Proof. By translation invariance in time, we can suppose that I = [0, 1]. Define the free
evolution S(t) by
(2.2) S(t)(v0, v1) ≡ cos(t
√
−∆)(v0) + sin(t
√−∆)√−∆ (v1)
with the natural convention concerning the zero Fourier mode. Then we can rewrite the
problem as
(2.3) v(t) = S(t)(v0, v1)−
∫ t
0
sin(t
√−∆)√−∆ ((f(τ) + v(τ))
3dτ .
Set
Φv0,v1,f (v) ≡ S(t)(v0, v1)−
∫ t
0
sin(t
√−∆)√−∆ ((f(τ) + v(τ))
3dτ.
Then for T ∈ (0, 1], using the Sobolev embedding H1(T3) ⊂ L6(T3), we get
‖Φv0,v1,f (v)‖L∞([0,T ],H1) ≤ C(‖v0‖H1 + ‖v1‖L2 + T sup
τ∈[0,T ]
‖f(τ) + v(τ)‖3L6)
≤ C(‖v0‖H1 + ‖v1‖L2 + sup
τ∈[0,T ]
‖f(τ)‖3L6) + CT‖v‖3L∞([0,T ],H1)
It is now clear that for T ≈ Λ−2 the map Φu0,u1,f send the ball (v : ‖v‖L∞([0,T ],H1) ≤ CΛ)
onto. Moreover by a similar argument, we obtain that this map is a contraction on the
same ball. Thus we obtain the existence part and the bound on v in H1. The estimate of
‖∂tv‖L2 follows by differentiating in t the Duhamel formula (2.3). This completes the proof
of Proposition 2.1. 
We can now deduce the global existence and uniqueness part in Theorem 2 in the case
s > 0.
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Proposition 2.2. Assume that s > 0 and let us fix µ ∈ Ms. Then, for µ almost every
(v0, v1) ∈ Hs(T3), there exists a unique global solution
(v(t), ∂tv(t)) ∈ (S(t)(v0, v1), ∂tS(t)(v0, v1)) + C(R;H1(T3)× L2(T3))
of the non linear wave equation
(∂2t −∆T3)v + v3 = 0
with initial data
v(0, x) = v0(x), ∂tv(0, x) = v1(x) .
Proof. We search v under the form v(t) = S(t)(v0, v1) + w(t). Then w solves
(2.4) (∂2t −∆T3)w + (S(t)(v0, v1) + w)3 = 0, w |t=0= 0, ∂tw |t=0= 0,
From Corollary A.4, if δ > 1 + 1p , we know that µ-almost surely
‖〈t〉−δS(t)(v0, v1)‖Lp(Rt;W s,p(T3)) < +∞.
Taking p large enough so that 3p < s and consequently W
s,p(T3) ⊂ L∞(T3), we deduce that
µ-almost surely,
(2.5)
g(t) = ‖S(t)(v0, v1)‖3L6(T3) ∈ L1loc(Rt),
f(t) = ‖S(t)(v0, v1)‖L∞(T3) ∈ L1loc(Rt).
The local existence in Proposition 2.2 now follows from Proposition 2.1 and the first estimate
in (2.5). We also deduce from Proposition 2.1, that as long as the H1 × L2 norm of (w, ∂tw)
remains bounded, the solution w of (2.4) exists. Set
E(w(t)) = 1
2
∫
T3
(
(∂tw)
2 + |∇xw|2 + 1
2
w4
)
dx .
Using the equation solved by w, we now compute
d
dt
E(w(t)) =
∫
T3
(
∂tw∂
2
t w +∇x∂tw · ∇xw + ∂tww3
)
dx
=
∫
T3
∂tw
(
∂2t w −∆w + w3
)
dx
=
∫
T3
∂tw
(
w3 − (S(t)(v0, v1) + w)3
)
dx.
Now, using the Cauchy-Schwarz and the Ho¨lder inequalities, we can write
d
dt
E(w(t)) ≤ C(E(w(t)))1/2‖w3 − (S(t)(v0, v1) + w)3‖L2(T3)
≤ C(E(w(t)))1/2(‖S(t)(v0, v1)‖3L6(T3) + ‖S(t)(v0, v1)‖L∞(T3)‖w2‖L2(T3))
≤ C(E(w(t)))1/2(g(t) + f(t)(E(w(t)))1/2)
and consequently, according to Gronwall inequality and (2.5), w exists globally in time. This
completes the proof of Proposition 1. 
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3. Construction of an invariant set, s > 0
The construction of the previous section yields the global existence on a set of full µmeasure
but it does not exclude the possibility to have a dynamics sending for some t 6= 0 the set of full
measure where the global existence holds to a set of small measure. Notice that in a similar
discussion in [11] the set of full measure where the global existence holds is invariant by the
dynamics by construction. Our purpose of this section is to establish a global dynamics on
an invariant set of full measure in the context of the argument of the previous section.
Define the sets
Θ ≡ ((v0, v1) ∈ Hs : ‖S(t)(v0, v1)‖3L6(T3) ∈ L1loc(Rt), ‖S(t)(v0, v1)‖L∞(T3) ∈ L1loc(Rt))
and Σ ≡ Θ +H1. Then Σ is of full µ measure for every µ ∈ Hs, since so is Θ. We have the
following proposition.
Proposition 3.1. Assume that s > 0 and let us fix µ ∈ Ms. Then, for every (v0, v1) ∈ Σ,
there exists a unique global solution
(v(t), ∂tv(t)) ∈ (S(t)(v0, v1), ∂tS(t)(v0, v1)) + C(R;H1(T3)× L2(T3))
of the non linear wave equation
(3.1) (∂2t −∆T3)v + v3 = 0, (v(0, x), ∂tv(0, x)) = (v0(x), v1(x)) .
Moreover for every t ∈ R, (v(t), ∂tv(t)) ∈ Σ.
Proof. By assumption, we can write (v0, v1) = (v˜0, v˜1) + (w0, w1) with (v˜0, v˜1) ∈ Θ and
(w0, w1) ∈ H1. We search v under the form v(t) = S(t)(v˜0, v˜1) + w(t). Then w solves
(∂2t −∆T3)w + (S(t)(v˜0, v˜1) + w)3 = 0, w |t=0= w0, ∂tw |t=0= w1,
Now, exactly as in the proof of Proposition 2.2, we obtain that
d
dt
E(w(t)) ≤ C(E(w(t)))1/2(g(t) + f(t)(E(w(t)))1/2),
where
g(t) = ‖S(t)(v˜0, v˜1)‖3L6(T3), f(t) = ‖S(t)(v˜0, v˜1)‖L∞(T3).
Therefore thanks to the Gronwall lemma, using that E(w(0)) is well defined, we obtain the
global existence for w. Thus the solution of (3.1) can be written as
v(t) = S(t)(v˜0, v˜1) + w(t), (w, ∂tw) ∈ C(R;H1).
Coming back to the definition of Θ, we observe that
S(t)(Θ) = Θ.
Thus (v(t), ∂tv(t)) ∈ Σ. This completes the proof of Proposition 3.1. 
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4. Bounds on the possible growth of the Sobolev norms, s > 0
In this section, we are going to follow the high-low decomposition method of Bourgain [6],
or more precisely the reverse of Bourgain’s method, as developed for instance in the work by
Gallagher and Planchon [14] (see also [18]) or Bona and the second author [2] and refine the
global well-posedness results obtained in the previous sections, to prove (1.8) when s > 0.
Notice that a similar strategy has been recently used by Colliander and Oh [12] in the context
of the well posedness of the cubic one-dimensional non linear Schro¨dinger equation below L2.
In the context of randomly forced parabolic-type equations, such sub-linear estimates appear
rather naturally (see the woork by Kuksin and Shirikyan [19])
Let us introduce the Dirichlet projectors to low/high frequencies. If a function u on the
torus is given by its Fourier series
u(x) = a+
∑
n∈Z3⋆
(
bn cos(n · x) + cn sin(n · x)
)
,
for N ≥ 0, an integer, we set
(4.1) ΠN (u) ≡ a+
∑
|n|≤N
(
bn cos(n · x) + cn sin(n · x)
)
, ΠN (u) ≡ (1−ΠN )(u).
We also set Π0(u) ≡ a. The goal of this section is to prove the following statement.
Proposition 4.1. Let 1 > s > 0 and µ ∈ Ms. Consider the flow of (3.1) established in the
previous section. Then for any ε > 0 there exist C, δ > 0 such that for every (v0, v1) ∈ Σ,
there exists M > 0 such that the global solution to (3.1) constructed in the previous section
satisfies
v(t) = S(t)Π0(v0, v1) + w(t), ‖(w(t), ∂tw(t))‖H1(T3) ≤ C(M + |t|)
1−s
s
+ε,
with µ(M > λ) ≤ Ce−λδ .
Proof. We only give the proof for positive times, the analysis for negative times being analo-
gous. For ε > 0, δ > 1/2 and δ˜ > 1/3, we introduce the sets
FN =
(
(v0, v1) ∈ Σ : ‖ΠN (v0, v1)‖H1 ≤ N1−s+ε
)
,
GN =
(
(v0, v1) ∈ Σ : ‖ΠN (v0)‖L4(T3) ≤ N ε
)
,
HN =
(
(v0, v1) ∈ Σ : ‖〈t〉−δS(t)(ΠN (v0, v1))‖L2(Rt;L∞(T3)) ≤ N ε−s
)
,
KN =
(
(v0, v1) ∈ Σ : ‖〈t〉−δ˜S(t)(ΠN (v0, v1))‖L3(Rt;L6(T3)) ≤ N ε−s
)
.
Lemma 4.2. Let δ > 1 and δ˜ > 1/3, There exists ε0 > 0 such that for any 0 < ε ≤ ε0, there
exists C, c > 0 such that for every N ≥ 1,
µ(F cN ) ≤ Ce−cN
2ε
, µ(GcN ) ≤ Ce−cN
2ε
, µ(HcN ) ≤ Ce−cN
ε
, µ(KcN ) ≤ Ce−cN
2ε
.
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Proof. For (u0, u1) ∈ Hs(T3), we have
‖ΠN (u0, u1)‖H1(T3) ≤ CN1−s‖(u0, u1)‖Hs .
Therefore according to (A.5)
µ(F cN ) ≤ Ce−cN
2ε
.
Next, using (A.4), we infer that
µ(GcN ) ≤ Ce−cN
2ε
.
On the other hand we have
‖ΠN (u0, u1)‖H0(T3) ≤ CN−s‖(u0, u1)‖Hs(T3).
Therefore using Remark A.3 and Corollary A.5, we obtain that
µ(KcN ) ≤ Ce−cN
2ε
, µ(HcN ) ≤ Ce−cN
2ε
.
This completes the proof of Lemma 4.2. 
Let us now define for N ≥ 1 an integer,
EN ≡ FN ∩GN ∩HN ∩KN .
According to Lemma 4.2, we have
µ(EcN ) ≤ Ce−cN
κ
, κ > 0.
Fix ε1 > 0. Then we fix ε > 0 small enough such that
(4.2)
1− s+ ε
s− 2ε ≤
1− s
s
+ ε1, ε <
s
2
.
Let us finally fix δ > 1/2, δ˜ > 1/3 such that
(4.3) (δ − 1
2
)s < 2δε, δ˜ < 1
We have the following statement.
Lemma 4.3. For every c > 0 there exists C > 0 such that for every t ≥ 1, every integer
N ≥ 1 such that t ≤ cN s−2ε, every (v0, v1) ∈ EN the solution of (3.1) with data (v0, v1)
satisfies
‖v(t)− S(t)Π0(v0, v1)‖H1(T3) ≤ CN1−s+ε.
In particular, thanks to (4.2), if t ≈ N s−2ε then
‖v(t) − S(t)Π0(v0, v1)‖H1(T3) . t
1−s
s
+ε1 .
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Proof. For (v0, v1) ∈ EN and we decompose the solution of (3.1) with data (v0, v1) as
v(t) = S(t)ΠN (v0, v1) + wN ,
where wN solves the problem
(4.4) (∂2t −∆T3)wN + (wN + S(t)ΠN (v0, v1))3 = 0, (w(0), ∂tw(0)) = ΠN (v0, v1).
Using the energy estimates applied in the previous sections, we get the bound
(4.5)
d
dt
E(wN (t)) ≤ C
(E(wN (t)))1/2(gN (t) + fN(t)(E(wN (t)))1/2),
where
gN (t) = ‖S(t)ΠN (v0, v1)‖3L6(T3), fN(t) = ‖S(t)ΠN (v0, v1)‖L∞(T3).
Integrating (4.5), we get
(4.6) E1/2(wN (t)) ≤ Ce
∫ t
0 fN (τ)dτ
(
E1/2(wN (0)) +
∫ t
0
gN (τ)dτ
)
.
We now observe that for (v0, v1) ∈ EN∣∣∣ ∫ t
0
gN (τ)dτ
∣∣∣ ≤ CN3(−s+ε)〈t〉3δ˜ ≤ CN3(−s+ε)+3δ˜(s−2ε) ≤ C,
provided
−s+ ε+ δ˜(s− 2ε) ≤ 0.
The last condition can be readily satisfied according to (4.3).
Next, we have (using Cauchy-Schwartz inequality in time) that for (v0, v1) ∈ EN ,∣∣∣ ∫ t
0
fN (τ)dτ
∣∣∣ ≤ ‖〈τ〉−δfN‖L2(R)〈t〉δ+ 12 ≤ CN−s+ε〈t〉δ+ 12 ≤ CN−s+ε+(δ+ 12 )(s−2ε) ≤ C,
provided −s+ ε+ (δ + 12)(s − 2ε) ≤ 0, a condition which is satisfied thanks to (4.3).
For (v0, v1) ∈ EN , we have
E1/2(wN (0)) ≤ C(‖ΠN (v0, v1)‖H1 + ‖ΠN (v0)‖2L4) ≤ CN1−s+ε
and coming back to (4.6), we get
E1/2(wN (t)) ≤ CN1−s+ε.
Recall that
v(t) = wN (t) + S(t)Π
N (v0, v1) = S(t)Π
0(v0, v1) + wN (t)− S(t)ΠNΠ0(v0, v1).
We have that for a solution to the linear wave equation the linear energy
‖∇xu‖2L2(T3) + ‖∂tu‖2L2(T3)
is independent of time and that if (u, ∂tu) is orthogonal to constants ((u, ∂tu) = Π
0(u, ∂tu)),
then this energy controls the H1(T3)-norm, we deduce for (v0, v1) ∈ EN ⊂ FN that
‖S(t)ΠNΠ0(v0, v1)‖H1(T3) ≤ CN1−s+ε
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and therefore
‖v(t) − S(t)Π0(v0, v1)‖H1(T3) ≤ CN1−s+ε .
This completes the proof of Lemma 4.3. 
Next we set
EN =
⋂
M≥N
EM ,
where the intersection is taken over the dyadic values of M , i.e. M = 2j with j an integer.
Thus µ(EN ) tends to 1 as N tends to infinity. Using Lemma 4.3, we obtain that there exists
C > 0 such that for every t ≥ 1, every N , every (v0, v1) ∈ EN ,
‖v(t)− S(t)Π0(v0, v1)‖H1(T3) ≤ C
(
N1−s+ε + t
1−s
s
+ε1
)
.
Finally, we set
E =
∞⋃
N=1
EN .
We have thus shown the µ almost sure bounds on the possible growths of the Sobolev norms
of the solutions established in the previous section for data in E which is of full µ measure.
This completes the proof of Proposition 4.1. 
5. Global existence, the case s = 0
In the previous sections, to prove global existence for s > 0 we used at some points the
Sobolev embeddings W ε,p ⊂ L∞ for ε > 0 and p large enough. This argument implied an
ε loss in the estimates. Here, such a loss is forbidden and we are going to follow instead a
probabilistic version of the strategy iniciated by Yudovich [24] to prove global existence for
two dimensional Euler equation (see also Brezis-Gallouet [7] and Burq-Ge´rard-Tzvetkov [8]
for similar ideas in the context of dispersive equations). Our goal in this section is to prove
the following statement.
Proposition 5.1. Let µ ∈ M0. Then there exists C > 0 such that for µ almost every
(v0, v1) ∈ L2(T3)×H−1(T3), there exists a unique global solution
v(t) ∈ S(t)Π0(v0, v1) + C(R;H1(T3)× L2(T3))
of the non linear wave equation (3.1). Moreover there exists M = M(v0, v1) > 0 such that
the solution furthermore satisfies
v(t) = S(t)Π0(v0, v1) + w(t), ‖(w(t), ∂tw(t))‖H1(T3) ≤ CeC(t+M)
2
,
with µ(M > λ) ≤ Ce−λδ for some δ > 0.
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Proof. Again, we shall only consider positive times. Let us notice that according to Propo-
sition A.1 (with p1 = p2 = j, δj =
2
j ), there exists C > 0 such that for any j ≥ 2, we
have
µ
(
(v0, v1) ∈ H0 : ‖〈t〉−δjΠ0S(t)(v0, v1)‖Lj (Rt×T3) > λ
) ≤ (C√j(δjj − 1)−
1
j
λ
)j
=
(C√j
λ
)j
.
On the other hand, according to Corollary A.2 (with p1 = 3, p2 = 6, δ = 1 >
1
3 ),
µ
(
(v0, v1) ∈ H0 : ‖〈t〉−1Π0S(t)(v0, v1)‖L3(Rt;L6(T3)) > λ
) ≤ Ce−cλ2 .
For any integer k ≥ 1, we set (notice that for the global existence part in the case s = 0
in Theorem 2, we only use the case k = 1, the other cases will only be used to prove the
invariance of our set by the flow),
Fj,k =
(
(v0, v1) ∈ H0 : ‖〈t〉−δjΠ0S(t)(v0, v1)‖Lj (Rt×T3) ≤ 2kC
√
j
)
and
Gj,k =
(
(v0, v1) ∈ H0 :
‖〈t〉−1Π0S(t)(v0, v1)‖3L3(Rt;L6(T 3)) + ‖Π0(v0, v1)‖H1 + ‖Π0v0‖2L4(T3) ≤ kj
)
.
Therefore we have
(5.1) µ(F cj,k) + µ(G
c
j,k) . e
−cjδ , δ > 0.
Next we set Ej,k = Gj,k ∩ Fj,k. For any (v0, v1) ∈ Ej,k, we write
v(t) = S(t)Π0(v0, v1) + w(t) , (w(0), ∂tw(0)) = Π0(v0, v1).
Using the energy estimate, already performed several times in the previous sections, we get
d
dt
E(w(t)) ≤ C(E(w(t)))1/2‖w3 − (Π0S(t)(v0, v1) + w)3‖L2(T3)
≤ C(E(w(t)))1/2
(
‖Π0S(t)(v0, v1)‖3L6(T3) + ‖Π0S(t)(v0, v1)‖Lj(T3)‖w2‖Lj˜(T3)
)
,
provided
1
j
+
1
j˜
=
1
2
.
On the other hand
‖v‖
L2j˜
≤ ‖v‖1−θ
L4
‖v‖θL6 ,
1− θ
4
+
θ
6
=
1
2j˜
⇒ θ = 6
j
and thus we obtain
d
dt
E(w(t)) ≤ C(E(w(t)))1/2
×
(
‖Π0S(t)(v0, v1)‖3L6(T3) + ‖Π0S(t)(v0, v1)‖Lj(T3)(E(w(t))
1
2
(1+ 6
j
)
)
.
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Consequently, as long as (E(w(t)))1/2 remains smaller than 2j , we have (E(w(t))) 3j ≤ C and
consequently by Gronwall inequality, for (v0, v1) ∈ Ej,k and t .
√
j,
(E(w(t)))1/2 ≤
Ce
∫ t
0 ‖Π0S(τ)(v0,v1)‖Lj (T3)dτ
( ∫ t
0
‖Π0S(τ)(v0, v1)‖3L6(T3)dτ + (E(w(0)))1/2
)
≤ Cj 32 ec‖(1−Π0)S(t)(v0 ,v1)‖Lj (0,t)×T3)×〈t〉
1− 1j
.
Next, we can write for t .
√
j and (v0, v1) ∈ Ej,k
‖(1 −Π0)S(t)(v0, v1)‖Lj(0,t)×T3) ≤ Cj
1
2δj ‖〈t〉−δj (1−Π0)S(t)(v0, v1)‖Lj (R×T3)
and consequently there exists a small α > 0 and a large j0 depending only on k such that
for j ≥ j0, t ≤ α
√
j and (v0, v1) ∈ Ej,k, as long as (E(w(t)))1/2 remains bounded by 2j and
t ≤ α√j, we have
(E(w(t)))1/2 ≤ Cj 32 e2C
√
j×|t| ≤ Cje2Cαj ≤ 2j .
From the usual bootstrap argument, we deduce that the bootstrap assumption (E(w(t)))1/2 ≤
2j remains satisfied for t ≤ α√j. Thus, we obtain that
∀k ≥ 1,∃α > 0,∃j0 > 0;∀ j ≥ j0, ∀ (v0, v1) ∈ Ej,k, (E(w(t)))1/2 ≤ 2j , t ≤ α
√
j.
Next, we set
Ejk =
⋂
N≥max(j,j0)
EN,k,
where the intersection is taken over the values of N ≥ max(j, j0). Thus, according to (5.1),
µ((Ejk)
c) ≤
∑
n≥max(j,j0)
Ce−cn
δ ≤ Ce−jδ
and consequently, the set Σk, defined as
Σk =
∞⋃
j=1
Ejk
is of full µ measure.
Let (v0, v1) ∈ Ejk. The solution is already defined up to time αmax(
√
j0,
√
j). For t ≥
αmax(
√
j0,
√
j), there exists a dyadic N ≥ max(j0, j) such that α
√
N ≤ t ≤ α√2N and we
deduce that the solution is defined up to time α
√
N2N with bounds
(E(w(t)))1/2 ≤ 22N ≤ Cec(1+t2).
Hence, the solution is globally defined. The above discussion also gives the claimed bound
on the possible growth of the Sobolev norms. Namely, we have that for every t ≥ 1, every
(v0, v1) ∈ Ejk,
(E(w(t)))1/2 ≤ Cec(j+j0+t2) .
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Thus we have the needed bound for every (v0, v1) ∈ Σk. This ends the proof of Proposition 5.1.

Let us now define a set of full measure invariant under the dynamics established in Propo-
sition 5.1. Set
Σ =
∞⋂
k=1
Σk.
Then Σ is of full measure. Coming back to the definition of Σk, we obtain that for every t there
exists k0 such that for every k, S(t)(Σk) ⊂ Σk+k0 which in turn implies that S(t)(Σ) = Σ.
It remains to observe that the argument of the proof of Proposition 5.1 implies that the set
Σ + H1 is invariant under the dynamics (and of full measure). This completes the proof of
Theorem 2.
6. Probabilistic continuity of the flow.
The purpose of this section is to prove Theorem 3. According to Proposition A.7, we have
that for any 2 ≤ p1 < +∞, 2 ≤ p2 ≤ +∞, δ > 1 + 1p1 , η ∈ (0, 1), α ∈ (0, 1) and β > 0,
µ⊗ µ
(
(V0, V1) ∈ Hs ×Hs : ‖〈t〉−δS(t)(V0 − V1)‖Lp1 (Rt;Lp2(T3)) > η1−α
or ‖〈t〉−δS(t)(Vj)‖Lp1 (Rt;Lp2 (T3)) > β log log(η−1), j = 0, 1
∣∣∣
‖V0 − V1‖Hs(T3) < η and ‖Vj‖Hs(T3) ≤ A, j = 0, 1
)
−→ 0,
as η → 0. Therefore, we can also suppose that
(6.1) ‖〈t〉−δS(t)(V0 − V1)‖Lp1 (Rt;Lp2 (T3)) ≤ η1−α
and
(6.2) ‖〈t〉−δS(t)(Vj)‖Lp1 (Rt;Lp2(T3)) ≤ β log log(η−1), j = 0, 1,
when estimate the needed conditional probability.
We therefore need to estimate the difference of two solutions under the assumptions (6.1)
and (6.2), in the regime η ≪ 1. Let
vj(t) = S(t)(Vj) + wj(t), j = 0, 1
be two solutions of the cubic wave equation with data Vj (and thus (wj(0), ∂twj(0)) = (0, 0)).
Applying the energy estimate, performed several times in this paper, we get the bound
d
dt
E1/2(wj(t)) ≤ C
(
‖S(t)(Vj)‖3L6(T3) + ‖S(t)(Vj)‖L∞(T3)E1/2(wj(t))
)
, j = 0, 1,
and therefore, under the assumptions (6.1) and (6.2),
(6.3) E1/2(wj(t)) ≤ CT eCT β log log(η−1) log log(η−1) ≤ CT [log(η−1)]CT β, t ∈ [0, T ],
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where here and in the sequel we denote by CT different constants depending only on T (but
independent of η).
We next estimate the difference w0 − w1. Using the equations solved by w0, w1, we infer
that
d
dt
‖w0(t, ·)− w1(t, ·)‖2H1(T3) ≤ 2
∣∣∣ ∫
T3
∂t(w0(t, x)− w1(t, x))(∂2t −∆)(w0(t, x)− w1(t, x))dx
∣∣∣
≤ C‖w0(t, ·)− w1(t, ·)‖H1(T3)‖(w0 + S(t)(V0))3 − w30 − (w1 + S(t)(V1))3 + w31‖L2(T3) .
Therefore using the Sobolev embedding H1(T3) ⊂ L6(T3), we get
d
dt
‖w0(t, ·)− w1(t, ·)‖H1(T3) ≤ C
(
‖w0(t, ·) −w1(t, ·)‖H1(T3) + ‖S(t)(V0 − V1)‖L6(T3)
)
(
‖w0(t, ·)‖2L6(T3) + ‖w1(t, ·)‖2L6(T3) + ‖S(t)(V0)‖2L6(T3) + ‖S(t)(V1)‖2L6(T3)
)
.
Therefore, using (6.3) and the Gronwall lemma, under the assumptions (6.1) and (6.2), for
t ∈ [0, T ],
‖w0(t, ·) − w1(t, ·)‖H1(T3) ≤ CT η1−α[log(η−1)]CT β eCT [log(η
−1)]CT β ≤ CT η1−α−CT β ≤ CT η1/2,
provided α, β ≪ 1. In particular by the Sobolev embedding
‖w0 −w1‖L4([0,T ]×T3) ≤ CT η1/2,
and therefore under the assumption (6.1),
‖v0 − v1‖L4([0,T ]×T3) ≤ CT η1/2 .
In summary, we obtained that for a fixed ε > 0, the µ⊗ µ measure of V0, V1 such that
‖Φ(t)(V0)− Φ(t)(V1)‖XT > ε
under the conditions (6.1), (6.2) and ‖V0 − V1‖Hs < η is zero, as far as η > 0 is sufficiently
small. Therefore, we obtain that the left hand side of (1.9) tends to zero as η → 0. This ends
the proof of the first part of Theorem 3.
For the second part of the proof of Theorem 3, we argue by contradiction. Suppose thus
that for every ε > 0 there exist η > 0 and Σ of full µ measure such that
∀V, V ′ ∈ Σ ∩BA, ‖V − V ′‖Hs < η =⇒ ‖Φ(t)(V )− Φ(t)(V ′)‖XT < ε.
Let us apply the previous affirmation with ε = 1/n, n = 1, 2, 3 . . . which produces full measure
sets Σ(n). Set
Σ1 ≡
∞⋂
n=1
Σ(n).
Then Σ1 is of full µ measure and we have that
∀ ε > 0, ∃ η > 0, ∀V, V ′ ∈ Σ1 ∩BA, ‖V − V ′‖Hs < η =⇒ ‖Φ(t)(V )− Φ(t)(V ′)‖XT < ε.
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In other words the (nonlinear) map Φ(t) from Hs to XT , restricted to Σ1 ∩BA, is uniformly
continuous. Therefore it can be extended in a unique way to a uniformly continuous map
on Σ1 ∩BA. Since we supposed that the support of µ is the whole Hs, we obtain that
Σ1 ∩BA = BA. Let us denote by Φ(t) the extension of Φ(t) to BA. We therefore have
(6.4) ∀ ε > 0, ∃ η > 0, ∀V, V ′ ∈ BA, ‖V − V ′‖Hs < η =⇒ ‖Φ(t)(V )−Φ(t)(V ′)‖XT < ε.
We have the following lemma.
Lemma 6.1. For V ∈ (C∞(T3)×C∞(T3))∩BA, we have that Φ(t)(V ) = (u, ut), where u is
the unique classical solution on [0, T ] of
(∂2t −∆)u+ u3 = 0, (u(0), ∂tu(0)) = V.
Proof. Let us first show that that first component of Φ(t)(V ) ≡ (Φ1(t)(V ),Φ2(t)(V )) is a
solution of the cubic wave equation. Observe that by construction, necessarily Φ2(t)(V ) =
∂tΦ1(t)(V ) in the distributional sense (in D′((0, T )× T3)).
We have that
V = lim
n→∞Vn ,
in Hs with Vn ∈ Σ1 ∩BA. We also have that
(6.5) (∂2t −∆)(Φ1(t)(Vn)) + (Φ1(t)(Vn))3 = 0,
with the notation Φ(t) = (Φ1(t),Φ2(t)). In addition,
Φ(t)(V ) = lim
n→∞Φ(t)(Vn) ,
in XT . We therefore have that
(∂2t −∆)(Φ1(t)(V )) = limn→∞(∂
2
t −∆)(Φ1(t)(Vn)),
in the distributional sense. Moreover, coming back to the definition of XT , we also obtain
that
(Φ1(t)(V ))
3 = lim
n→∞(Φ1(t)(Vn))
3,
in L4/3([0, T ] × T3). Therefore, passing into the limit n → ∞ in ((6.5)), we obtain that
Φ1(t)(V ) solves the cubic wave equation (with data V ). Moreover, since (Φ1(t)(V ))
3 ∈
L4/3([0, T ] × T3), it also satisfies the Duhamel formulation of the equation.
Let us denote by u(t), t ∈ [0, T ] the classical solution of
(∂2t −∆)u+ u3 = 0, (u(0), ∂tu(0)) = V,
defined by Theorem 1. Set v ≡ Φ1(t)(V ). Since our previous analysis has shown that v is a
solution of the cubic wave equation, we have that
(6.6) (∂2t −∆)(u− v) + u3 − v3 = 0, (u(0), ∂tu(0)) = (0, 0) .
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We now invoke the L4 − L4/3 non homogenous estimates for the three dimensional wave
equation. Namely, we have that there exists a constant (depending on T ) such that for every
interval I ⊂ [0, T ], the solutions of the wave equation
(∂2t −∆)w = F, (u(0), ∂tu(0)) = (0, 0)
satisfies
(6.7) ‖u‖L4(I×T3) ≤ C‖F‖L4/3(I×T3) .
Applying (6.7) in the context of (6.6) together with the Ho¨lder inequality yields the bound
(6.8) ‖u− v‖L4(I×T3) ≤ C
(‖u‖2L4(I×T3) + ‖v‖2L4(I×T3))‖u− v‖L4(I×T3) .
Since u, v ∈ L4(I × T3), we can find a partition of intervals I1, . . . , Il of [0, T ] such that
C
(‖u‖2L4(Ij×T3) + ‖v‖2L4(Ij×T3)) < 12 , j = 1, . . . , l.
We now apply (6.8) with I = Ij, j = 1, . . . , l to conclude that u = v on I1, then on I2
and so on up to Il which gives that u = v on [0, T ]. Thus u = Φ1(t)(V ) and therefore also
∂tu = Φ2(t)(V ). This completes the proof of Lemma 6.1. 
It remains now to apply Lemma 6.1 to the sequence of smooth data in the statement of
Theorem 1 to get a contradiction with (6.4). More precisely, if (Un) is the sequence involved
in the statement of Theorem 1, the result of Theorem 1 affirms that Φ(t)(Un) tends to infinity
in L∞([0, T ];Hs) while (6.4) affirms that the same sequence tends to zero in the same space
L∞([0, T ];Hs).
Appendix A. Random series
In this appendix, we collected the various results we need about random series. Most of
them are well known in slightly different contexts, and the proofs we give are essentially adap-
tations of the classical proofs. The conditioned versions of our estimates (see Section A.2),
though very natural do not seem to appear in the literature.
A.1. Basic large deviation estimates.
Proposition A.1. Let us fix µ ∈ Ms, s ∈ [0, 1) and let us suppose that µ is induced via the
map (1.5) from the couple (u0, u1) ∈ Hs. Then there exists a positive constant C such that
for every 2 ≤ p1, p2 ≤ q < +∞ and every δ > 1p1 ,
(A.1) µ
(
(v0, v1) ∈ Hs : ‖〈t〉−δ(1−Π0)S(t)(v0, v1)‖Lp1 (Rt;Lp2 (T3)) > λ
)
≤
(
C
√
q‖(u0, u1)‖H0(T3)(δp1 − 1)−
1
p1
λ
)q
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Proof. By definition, the left hand-side of (A.1) equals
p
(
ω ∈ Ω : ‖〈t〉−δ(1−Π0)S(t)(uω0 , uω1 )‖Lp1 (Rt;Lp2 (T3)) > λ
)
.
We decompose
Π0S(t)(uω0 , u
ω
1 ) =
∑
n∈Z3⋆
((
βn,0(ω)bn,0 cos(t|n|) + βn,1(ω)bn,1 sin(t|n|)|n|
)
cos(n · x)
+
(
γn,0(ω)cn,0 cos(t|n|) + γn,1(ω)cn,1 sin(t|n|)|n|
)
sin(n · x)
)
,
with ∑
n∈Z3⋆
(
|bn,0|2 + |cn,0|2 + |n|−2(|bn,1|2 + |cn,1|2)
)
≤ C‖(u0, u1)‖2H0(T3) .
Now, using the triangle inequality, by writing cos(n · x) and sin(n · x) as linear combination
of exp(±i(n · x)), we observe that it suffices to get the bound
p(ω : ‖〈t〉−δ
∑
n
dn(t)cng
ω
ne
in·x‖Lp1 (Rt;Lp2 (T3)) > λ) ≤
(C√q‖(cn)‖l2(δp1 − 1)− 1p1
λ
)q
,
where (gωn ) are independent real random variables with joint distribution satisfying (1.4) and
|dn(t)| ≤ 1. Using the Minkowski inequality, we can write for q ≥ p,
‖〈t〉−δ
∑
n
dn(t)cng
ω
ne
in·x‖Lq((Ω;Lp1 (Rt;Lp2(T3)))
≤ ‖〈t〉−δ
∑
n
dn(t)cng
ω
ne
in·x‖Lp1 (Rt;Lp2 (T3);Lq(Ω))
= ‖‖〈t〉−δ
∑
n
dn(t)cng
ω
ne
in·x‖Lq(Ω)‖Lp1 (Rt;Lp2(T3)) .
By using [10, Lemma 3.1], we get
‖〈t〉−δ
∑
n
dn(t)cng
ω
ne
in·x‖Lq((Ω;Lp1 (Rt;Lp2(T3)))
≤ ‖C√q
(∑
n
∣∣〈t〉−δdn(t)cnein·x∣∣2)1/2‖Lp1 (Rt;Lp2 (T3))
≤ C√q‖
∑
n
〈t〉−2δ |cn|2‖1/2Lp1/2(Rt;Lp2/2(T3))
≤ C√q
(∑
n
‖〈t〉−2δ‖Lp1/2(Rt)|αn|2
)1/2
≤ C√q(δp1 − 1)−1/p1
(∑
n
|αn|2
)1/2
and we conclude the proof of Proposition A.1 by using the Tchebichev inequality
p(ω : |A(ω)| > λ)) ≤ λ−q‖A‖qLq(Ω) .
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
For fixed p1, p2, we can optimize the estimate by taking
(A.2) C
√
q‖(u0, u1)‖H0(T3)
λ
=
1
2
⇔ q =
λ2‖(u0, u1)‖−2H0(T3)
4C2
,
and we deduce the following statement.
Corollary A.2. There exist C, c > 0 such that under the assumptions of Proposition A.1 for
every λ > 0,
µ
(
(v0, v1) ∈ Hs : ‖〈t〉−δΠ0S(t)(v0, v1)‖Lp1 (Rt;Lp2(T3)) > λ
)
≤ C exp
(
− cλ
2
‖(u0, u1)‖2H0(T3)
)
.
Remark A.3. Notice that the measure µ is a tensor product of two probability measures
µN and µ
N defined on the images of the projectors ΠN and Π
N respectively. As a conse-
quence, applying Corollary A.2 to the measure µN , we get that under the assumptions of
Proposition A.1 for every λ > 0,
(A.3) µ
(
(v0, v1) ∈ Hs : ‖〈t〉−δΠNS(t)(v0, v1)‖Lp1 (Rt;Lp2(T3)) > λ
)
= µN
(
(vN0 , v
N
1 ) ∈ ΠN (Hs) : ‖〈t〉−δS(t)(vN0 , vN1 )‖Lp1 (Rt;Lp2(T3)) > λ
)
≤ C exp
(
− cλ
2
‖ΠN (u0, u1)‖2H0(T3)
)
≤ C exp
(
− cλ
2
N−2s‖ΠN (u0, u1)‖2Hs(T3)
)
.
Notice now that if u0 and u1 are constant, the free evolution is
S(t)(u0, u1) = u0 + u1t.
Therefore we deduce the following statement.
Corollary A.4. Let us fix µ ∈ Ms, s ∈ [0, 1) and let us suppose that µ is induced via the
map (1.5) from the couple (u0, u1) ∈ Hs. Let us also fix 2 ≤ p1, p2 < +∞ and δ > 1 + 1p1 .
Then there exists a positive constant C such that for every λ > 0,
µ
(
(v0, v1) ∈ Hs : ‖〈t〉−δS(t)(v0, v1)‖Lp1 (Rt;Lp2(T3)) > λ
)
≤ C exp
(
− cλ
2
‖(u0, u1)‖2H0(T3)
)
.
Notice finally that using the Sobolev embeddings W σ,p(T3) ⊂ L∞(T3), σ > 3p , where the
W σ,p norm is defined by
‖u‖Wσ,p(T3) = ‖(1−∆)σ/2u‖Lp(T3),
we obtain also
Corollary A.5. Let us fix s > 0 and µ ∈ Ms Let 0 < σ ≤ s and let us suppose that µ
is induced via the map (1.5) from the couple (u0, u1) ∈ Hs. Let us also fix 2 ≤ p1 < +∞,
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2 ≤ p2 ≤ +∞ and δ > 1 + 1p1 . Then there exists a positive constant C such that for every
λ > 0,
µ
(
(v0, v1) ∈ Hs : ‖〈t〉−δS(t)(v0, v1)‖Lp1 (Rt;Lp2 (T3)) > λ
)
≤ C exp
(
− cλ
2
‖(u0, u1)‖2Hσ(T3)
)
.
Remark A.6. The same argument as in the proof of Proposition A.1 shows that for every
2 ≤ p < +∞ and s ≥ 0 there exist C, c > 0 such that under the assumptions of Proposition A.1
defining µ, for every λ > 0 and every integer N ≥ 0,
µ
(
(v0, v1) ∈ Hs : ‖ΠNv0‖Lp(T3) > λ
)
≤ C exp
(
− cλ
2
‖(u0, u1)‖2H0(T3)
)
,(A.4)
µ
(
(v0, v1) ∈ Hs : ‖(v0, v1)‖Hs(T3) > λ
)
≤ C exp
(
− cλ
2
‖(u0, u1)‖2Hs(T3)
)
.(A.5)
A.2. Conditioned large deviation estimates. The purpose of this section is to deduce
the following conditioned versions of our previous large deviation estimates:
Proposition A.7. Let µ ∈ Ms, s ∈ (0, 1) and suppose that the real random variable with
distribution θ, involved in the definition of µ is symmetric. Then for δ > 1+ 1p1 , 2 ≤ p1 <∞
and 2 ≤ p2 ≤ ∞ there exist positive constants c, C such that for every positive ε, λ,Λ and A,
(A.6) µ⊗ µ
(
((v0, v1), (v
′
0, v
′
1)) ∈ Hs ×Hs : ‖〈t〉−δS(t)(v0 − v′0, v1 − v′1)‖Lp1 (Rt;Lp2(T3)) > λ
or ‖〈t〉−δS(t)(v0 + v′0, v1 + v′1)‖Lp1 (Rt;Lp2(T3)) > Λ
∣∣∣‖(v0 − v′0, u1 − u′1)‖Hs(T3) ≤ ε
and ‖(v0 + v′0, u1 + u′1)‖Hs(T3) ≤ A
)
≤ C
(
e−c
λ2
ε2 + e−c
Λ2
A2
)
.
Proof. The proof of this result can be obtained by coming back to the original proof of Paley
and Zygmund’s of the Lp boundedness of random series on the torus. However, we will follow
a suggestion by J.P. Kahane and show that in fact, we can deduce it directly from the large
deviation estimates proved in the previous section. The basic result which will allow this
procedure, is the following lemma.
Lemma A.8. For j = 1, 2, let Ej be two Banach spaces endowed with measures µj . Let
f : E1 × E2 → C and g1, g2 : E2 → C be three measurable functions. Then
µ1 ⊗ µ2
(
(x1, x2) ∈ E1 × E2 : |f(x1, x2)| > λ
∣∣∣| g1(x2)| ≤ ε, |g2(x2)| ≤ A) ≤
sup
x2∈E2,|g1(x2)|≤ε,|g2(x2)|≤A
µ1(x1 ∈ E1 : |f(x1, x2)| > λ) ,
where by sup we mean the essential supremum.
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Proof. We may write
(A.7)
∫
E1
χ(|f(x1, x2)| > λ)χ(|g1(x2)| ≤ ε)χ(|g2(x2)| ≤ A)dµ1(x1)
≤
(
sup
X2∈E2,|g1(X2)|≤ε
|g2(X2)|≤A
µ1(x1 ∈ E1 : |f(x1,X2)| > λ)
)
χ(|g1(x2)| ≤ ε)χ(|g2(x2)| ≤ A)
for a.e. x2 ∈ E2. Here by χ(·) we denote the characteristic function of the corresponding
set. Now, we integrate the inequality (A.7) over x2 ∈ E2 with respect to µ2, to achieve the
claimed bound. This completes the proof of Lemma A.8. 
We shall also use the following lemma.
Lemma A.9. Let g1 and g2 be two independent identically distributed real random variables
with symmetric distribution. Then g1 ± g2 have symmetric distributions. Moreover if h is a
Bernoulli random variable independent of g1 then hg1 has the same distribution as g1.
The first part of the statement is straightforward if the distribution of g1 and g2 is absolutely
continuous with respect to the Lebesgue measure (in the analysis of g1 − g2 we do not need
the symmetry assumption on g1, g2). In the general case one may invoke a duality and
approximation argument. The second part of the lemma is straightforward.
Let us now turn to the proof of Proposition A.7. Define
E ≡ R× RZ3⋆ × RZ3⋆
equipped with the natural Banach space structure coming from the l∞ norm. We endow E
with a probability measure µ0 defined via the map
ω 7→
(
k0(ω),
(
ln(ω)
)
n∈Z3⋆ ,
(
hn(ω)
)
n∈Z3⋆
)
,
where (k0, ln, hn) is a system of independent Bernoulli variables.
For h =
(
x, (yn)n∈Z3⋆ , (zn)n∈Z3⋆
) ∈ E and
u(x) = a+
∑
n∈Z3⋆
(
bn cos(n · x) + cn sin(n · x)
)
,
we define the operation ⊙ by
h⊙ u ≡ ax+
∑
n∈Z3⋆
(
bnyn cos(n · x) + cnzn sin(n · x)
)
.
Let us first evaluate the quantity
(A.8) µ⊗ µ
(
((v0, v1), (v
′
0, v
′
1)) ∈ Hs ×Hs :
‖〈t〉−δS(t)(v0 − v′0, v1 − v′1)‖Lp1 (Rt;Lp2(T3)) > λ
∣∣∣
‖(v0 − v′0, v1 − v′1)‖Hs(T3) ≤ ε and ‖(v0 + v′0, v1 + v′1)‖Hs(T3) ≤ A
)
.
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Observe that, thanks to Lemma A.9, (A.8) equals
(A.9) µ⊗ µ⊗ µ0 ⊗ µ0
(
((v0, v1), (v
′
0, v
′
1), (h0, h1)) ∈ Hs ×Hs × E × E :
‖〈t〉−δS(t)(h0 ⊙ (v0 − v′0), h1 ⊙ (v1 − v′1))‖Lp1 (Rt;Lp2(T3)) > λ
∣∣∣
‖(h0⊙ (v0− v′0), h1⊙ (v1− v′1))‖Hs(T3) ≤ ε and ‖(h0⊙ (v0+ v′0), h1⊙ (v1+ v′1))‖Hs(T3) ≤ A
)
.
Since the Hs(T3) norm of a function f depends only on the absolute value of its Fourier
coefficients, we deduce that (A.9) equals
(A.10) µ⊗ µ⊗ µ0 ⊗ µ0
(
((v0, v1), (v
′
0, v
′
1), (h0, h1)) ∈ Hs ×Hs × E × E :
‖〈t〉−δS(t)(h0 ⊙ (v0 − v′0), h1 ⊙ (v1 − v′1))‖Lp1 (Rt;Lp2(T3)) > λ
∣∣∣
‖(v0 − v′0, v1 − v′1)‖Hs(T3) ≤ ε and ‖(v0 + v′0, v1 + v′1)‖Hs(T3) ≤ A
)
We now apply Lemma A.8 with µ1 = µ0 ⊗ µ0 and µ2 = µ⊗ µ to get that (A.10) is bounded
by
(A.11) sup
‖(v0−v′0,v1−v′1)‖Hs(T3)≤ε
µ0 ⊗ µ0
(
(h0, h1) ∈ E × E :
‖〈t〉−δS(t)(h0 ⊙ (v0 − v′0), h1 ⊙ (v1 − v′1))‖Lp1 (Rt;Lp2(T3)) > λ
)
We now apply Corollary A.5 (with Bernoulli variables) to obtain that (A.8) is bounded by
C exp(−cλ2
ε2
). A very similar argument gives that
µ⊗ µ
(
((v0, v1), (v
′
0, v
′
1)) ∈ Hs ×Hs :
‖〈t〉−δS(t)(v0 + v′0, v1 + v′1)‖Lp1 (Rt;Lp2(T3)) > Λ
∣∣∣
‖(v0 − v′0, v1 − v′1)‖Hs(T3) ≤ ε and ‖(v0 + v′0, v1 + v′1)‖Hs(T3) ≤ A
)
is bounded by C exp(−cΛ2
A2
). This completes the proof of Proposition A.7. 
Appendix B. Properties of the measures µ(u0,u1)
Via the choice of coordinates induced by the decomposition (1.3)
(u0, u1) ∈ Hs 7→ (a0, (bn,0, cn,0)n∈Z3∗ , a1, (bn,1, cn,1)n∈Z3∗) ∈
(
R× RZ3∗ × RZ3∗)2
the measure µ(u0,u1) can be seen as an infinite tensor product of probability measures on(
R× RZ3∗ × RZ3∗)2 ,
µ ∼ µ0,0 ⊗n∈Z3∗ µn,0,b ⊗n∈Z3∗ µn,0,c ⊗ µ0,1 ⊗n∈Z3∗ µn,1,b ⊗n∈Z3∗ µn,1,c
where
µ0,0, µn,0,b, µn,0,c, µ0,1, µn,1,b, µn,1,c
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are the distributions of the random variables
a0α0, bn,0βn,0, cn,0γn,0, a1α1, bn,1βn,1, cn,1γn,1
respectively. As a consequence, we will be able to apply the following result by Kakutani [16].
Theorem 4. Consider the infinite tensor products of probability measures on RN
µi =
⊗
n∈N
µn,i, i = 1, 2.
Then the measures µ1 and µ2 on R
N endowed with its cylindrical Borel σ-algebra are absolutely
continuous with respect each other, µ1 ≪ µ2, and µ2 ≪ µ1, if and only if the following holds:
(1) The measures µn,1 and µn,2 are for each n absolutely continuous with respect to each
other: there exists two functions gn ∈ L1(R, dµn,2), kn ∈ L1(R, dµn,1) such that
dµn,1 = gndµn,2, dµn,2 = kndµn,1
(2) The functions gn are such that the infinite product
(B.1)
∏
n∈N
∫
R
g1/2n dµn,2 =
∏
n∈N
∫
R
√
dµn,1
√
dµn,2
is convergent (i.e. positive).
Furthermore, if any of the condition above is not satisfied (i.e. if the two measures µ1 and µ2
are not absolutly continuous with respect to each other), then the two measures are mutually
singular: there exists a set A ⊂ RN such that
µ1(A) = 1, µ2(A) = 0
Theorem 4 implies the following statement concerning the measures we studied in this
paper in the context of the cubic wave equation (1.1).
Proposition B.1. Assume that the random variables (αj(ω), βn,j(ω), γn,j(ω)), j = 0, 1, n ∈
Z
3∗, used to obtain the randomisation as explained in the introduction are independent centered
gaussian random variables. Let
uj(x) = a0,j +
∑
n∈Z3∗
(
bn,j cos(n · x) + cn,0 sin(n · x)
)
, j = 0, 1,
u˜j(x) = a˜0,j +
∑
n∈Z3∗
(
b˜n,j cos(n · x) + c˜n,0 sin(n · x)
)
, j = 0, 1.
Then the measures µ(u0,u1) and µ(u˜0,u˜1) are absolutely continuous with respect to each other if
and only if neither of the coefficients (a, b, c, a˜, b˜, c˜) above vanishes (or then they must vanish
simultaneously, i.e. if a0,j = 0, then a˜0,j = 0, etc...and
1∑
j=0
(∣∣∣ a˜0,j
a0,j
∣∣∣− 1)2 + ∑
n∈Z3∗
(∣∣∣ b˜n,j
bn,j
∣∣− 1)2 + (∣∣∣ c˜n,j
cn,j
∣∣∣− 1)2 < +∞.
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Furthermore, of this condition is not satisfied, then the two measures µ(u0,u1) and µ(u˜0,u˜1) are
mutually singular.
Proof. Indeed, if g is a normalized gaussian random variable, the random variable αg is
a Gaussian random variable centered and variance α2, and eliminating the trivial contri-
butions when the coefficients vanish simultaneously, the result amounts to proving that if
µi = ⊗n∈Nµn,i, with µn,i Gaussian distribution of variance x2n,i, then the measures µ1 and µ2
are absolutely continuous with respect to each other if and only if∑
n
∣∣∣xn,1
xn,2
− 1
∣∣∣2 < +∞
in this case, we have
dµn,i =
1
xn,i
√
2pi
e
− t2
2x2
n,i dt
and
gn =
xn,2
xn,1
e
t2
2x2n,2
− t2
2x2n,1 .
Consequently,
(B.2)
∫
R
g1/2n dµn,2 =
∫
R
1√
2pixn,1xn,2
e
− t2
x2
n,2
− t2
x2
n,1 dt =
( 2xn,1xn,2
x2n,1 + x
2
n,2
) 1
2
=
( xn,1
xn,2
+
xn,2
xn,1
2
)− 1
2
and we deduce that if the infinite product (B.1) is convergent then necessarily the quotients
xn,1
xn,2
tend to 1. Now, writing
xn,2
xn,1
= 1 + εn, we have
( 2xn,1xn,2
x2n,1 + x
2
n,2
) 1
2
= 1− 1
4
ε2n +O(ε3n) .
Finally, by taking the logarithm, we conclude that the infinite product (B.1) is convergent if
and only if ∑
n
ε2n < +∞.

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