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Abstract—Transient frequency dips that follow sudden power
imbalances –frequency Nadir– represent a big challenge for
frequency stability of low-inertia power systems. Since low inertia
is identified as one of the causes for deep frequency Nadir, virtual
inertia, which is provided by energy storage units, is said to be
one of the solutions to the problem. In the present paper, we
propose a new method for frequency control with energy storage
systems (ESS), called dynamic droop control (iDroop), that can
completely eliminate frequency Nadir during transients. Nadir
elimination allows us to perform frequency stability assessment
without the need for direct numerical simulations of system
dynamics. We make a direct comparison of our developed
strategy with the usual control approaches –virtual inertia (VI)
and droop control (DC)– and show that iDroop is more effective
than both in eliminating the Nadir. More precisely, iDroop
achieves the Nadir elimination under significantly lower gains
than virtual inertia and requires almost 40% less storage power
capacity to implement the control. Moreover, we show that rather
unrealistic control gains are required for virtual inertia in order
to achieve Nadir elimination.
Index Terms—Electric storage, frequency control, frequency
Nadir, low-inertia power systems.
I. INTRODUCTION
The reduction of the systems inertia, which can be caused
by replacing conventional synchronous generation with re-
newable energy sources, is one of the biggest challenges for
frequency control in power systems [1]. Lower inertia causes
larger transient frequency deviations following sudden power
imbalances. Even if the system has adequate primary reserves
to keep the steady-state frequency within acceptable limits,
low inertia can lead to large transient frequency drops –
frequency Nadir– with unacceptable values. This inability to
keep frequency within certain limits is sometimes regarded
as the main reason for limiting further increase of renewable
penetration. [2], [3]. Fortunately, the recent advancements in
power electronics and electric storage technologies provide
the potential to mitigate this degradation through the use of
inverter-interfaced storage units that can provide additional
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frequency response. With proper controllers, fast inverter dy-
namics can ensure the provision of rapid response from storage
devices.
A straightforward –and commonly used– control approach
for energy storage systems (ESS) is to set energy storage units
to provide simple proportional power-frequency response, sim-
ilar to conventional synchronous generators. However, unlike
synchronous generators that produce a delayed response to
the control signal, the response of storage units is almost
instantaneous. This can help arrest the frequency drop during
the first few seconds after a disturbance, while generator
turbines are gradually increasing their power output. Moreover,
because of the absence of delays, smaller droop coefficients
(sharper power-frequency response) are accessible for energy
storage units, which makes them even more efficient dur-
ing sudden frequency disturbances. An impressive 200 MW
storage service has been procured by the National Grid in
the United Kingdom specifically for frequency response with
droop coefficient as low as 1% [4]. A drawback of such a
droop control method is that the energy storage units will
continue to provide their response for as long as the system
frequency is away from its nominal value, which can lead to
rather high requirements of storage capacity.
Another common control approach is to realize the, so-
called virtual inertia service, in which energy storage units
imitate the natural inertial response of synchronous machines,
thus compensating for the loss of physical inertia of a system.
Such a control strategy is especially efficient in reducing the
transient frequency drop following a sudden power imbalance.
An additional advantage of the virtual inertia is that it only
provides response for the duration of frequency transient –
usually several seconds, which can significantly reduce the ca-
pacity requirements as compared to the droop control strategy.
Both virtual inertia (derivative control) and droop (proportional
control) can be combined into a single control strategy, and
sometimes this combined strategy is referred to as virtual
inertia.
While such a combined service can be very effective in
improving the frequency transient performance, the energy
storage units have the potential of implementing more com-
plex control strategies. This provides the means for further
improvement of the overall frequency response. At the same
time, this also reduces the requirements on both power rating
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and energy capacity of the storage units. In this paper, we
show that a novel dynamic droop control strategy – called
iDroop [5]–[7] – outperforms both droop control and virtual
inertia, while still being a rather simple first-order control. We
demonstrate that by properly choosing the iDroop parameters,
it is possible to completely eliminate the frequency Nadir.
In fact, the frequency dynamics become first-order, so that
the response to a sudden imbalance is monotonic. Thus, the
system frequency steadily moves towards its final equilibrium
value, which is determined by the available primary reserves.
In addition to such an outstanding transient performance, the
iDroop control also reduces the required power rating and
energy capacity of the storage units, making it a much more
efficient control strategy.
The structure of the manuscript is as follows. In Section II,
we present the modelling approach and discuss the main chal-
lenges to low-inertia frequency control. Section III is dedicated
to the analysis of simple control approaches, namely droop
control and virtual inertia. Next, in Section IV, the iDroop
control strategy is presented and its benefits are discussed
in detail. The results are summarized and future research
directions are discussed in Section V.
II. MODELLING APPROACH
In this section we establish the basic model of a power
system that we use to study the dynamic performance of
different frequency control strategies. Since the issue of big
frequency deviations is most apparent for compact power
systems (including microgrids) [3], it is sufficient for the
purposes of the present manuscript to consider a single-area
approximation [8] that corresponds to the dynamics of the
system center of inertia (COI). Throughout the manuscript
we will use the small letters to denote the deviation of a
corresponding variable from its nominal value; for example
ω = Ω − Ω0 is the frequency deviation from the nominal
frequency (Ω0 = 60 Hz in this manuscript). Next, we use hat
to denote variables in the Laplace domain, e.g. ωˆ(s) is the
Laplace transform of the frequency deviation ω.
The block-diagram (in the Laplace domain) of an aggre-
gated power system together with frequency control blocks is
shown in Fig. 1. The system consists of an equivalent syn-
chronous machine with a turbine that has both primary (pro-
portional) and secondary (integral) frequency control loops.
An additional frequency control with transfer function cˆ(s) is
realized by a storage unit. The particular form of cˆ(s) depends
on the control strategy. The input to the system of Fig. 1 is
a power imbalance pˆL which can be the result of either load
or generation variation. The output of the system is ωˆ - the
frequency deviation from the nominal value.
The dynamic equations for the system in Fig. 1 in time
domain have the following form:
θ˙ = ω , (1a)
2Hω˙ = pm − pL − αLω + pb , (1b)
τTp˙m =− pm − αgω −KIθ , (1c)
E˙b = pb , (1d)
cˆ(s)
pˆm
+
ωˆpˆb 1
2Hs+ αL
1
τTs+ 1
pˆL
−αg
−KI
s
+
−
Fig. 1: Block diagram of an aggregated power system with
frequency control from generators and storage units.
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Fig. 2: Frequency response to a sudden loss of a generator
unit for two different values of the total system inertia with
primary control only from generators.
where the parameters are defined as: H - the inertia time
constant of the system, τT - the turbine time constant, αL
- the load-frequency sensitivity coefficient, αg - the aggregate
inverse droop of generators, and KI - the secondary frequency
control gain. The state variables are: ω - frequency deviation
from the nominal value, θ - the integral of the frequency
deviation, pm - the per unit turbine power deviation from the
nominal value, and Eb - the energy supplied from the storage
unit. pb is the storage unit power output.
We use the data from the Great Britain power system as a
reference in this manuscript, with values taken mostly from
[9] and [10]. According to [9], the value of inertia in 2025
under the high renewable penetration scenario will be as low
as 70 GVA s, which corresponds to an inertia constant of H =
2.19 s on a 32 GW basis. The maximum value of a sudden
power imbalance that the system should survive is ∆P =
1.8 GW according to [10]. Also, we assume that the aggregate
inverse droop of the generators is αg = 15 p.u. and the load
sensitivity coefficient is αL = 1 p.u.. The data is summarized
in Table I.
To offer a better insight of the importance of introducing
inverter-interfaced storage for improving frequency transient
performance in low-inertia power systems, we provide a plot of
TABLE I: Values of Power Systems Parameters
Parameters Symbol Value
System power base PB 32 GW
Maximum power imbalance ∆P 1.8 GW
Inertia time constant H 2.19 s
Turbine time constant τT 1 s
Load sensitivity coefficient αL 1 p.u.
Aggregate inverse droop of generators αg 15 p.u.
Secondary frequency control gain KI 0.05 s−1
1 All per unit values are on the system power base.
frequency deviations following a power disturbance pL. Fig. 2
illustrates the responses of the system frequency to a sudden
power imbalance (typically, a loss of a generating unit) for two
different values of system inertia with droop control executed
only by generators. The values of inertia are chosen according
to [9] - H1 = 4.06 s corresponds to the present lowest value
of the system inertia in Great Britain, while H2 = 2.19 s
corresponds to the expected inertia in 2025 under the high
renewable penetration scenario. Clearly, for the lower value of
inertia, the transient frequency dip is unacceptably low. Thus,
certain measures should be taken in order to reduce it.
A widely embraced approach to mitigate this problem is to
employ inverter-interfaced storage for frequency control [11].
Various control strategies can be used to provide the storage
output pb as a function of the frequency deviation ω. In the
Laplace domain, the power response to frequency variation
can be described as
pˆb(s) = cˆ(s)ωˆ(s) , (2)
with cˆ(s) specified by the transfer function of the correspond-
ing control strategy.
When designing frequency control strategies by energy stor-
age, constraints come not only from the system performance,
but also from economic factors. Therefore, power and energy
capacity requirements, the two main parameters that largely
affect the economy of storage units, should also be considered
as performance metrics when developing different control
strategies. We will define these two metrics as follows:
• Power requirement is the maximum amount of power
output from storage during the whole transient duration,
which can be quantified as:
pb,max = max
t≥0
pb(t) ;
• Energy capacity is the maximum amount of energy supply
from storage during the whole transient duration, which
can be quantified as:
Eb,max = max
t≥0
Eb(t) .
In order to make the analysis tractable, we assume KI = 0 in
(1) whenever evaluating pb,max analytically since secondary
frequency control is typically very slow (around 10 minutes)
and does not have a significant impact on the transient
frequency dynamics in the first several seconds after the
disturbance, which is where frequency Nadir is observed.
III. INVERTER-INTERFACED STORAGE FOR FREQUENCY
CONTROL
In this section we briefly analyze the traditional control
strategies for storage – droop control and virtual inertia. We
assess the performance of these two strategies from the point
of view of the improvement of transient frequency dynamics
as well as the required amounts of power and energy from
storage to improve the frequency Nadir.
The most common control strategy for inverter-interfaced
storage combines both droop control and virtual inertia and
can be represented by the following effective storage transfer
function cˆvi(s):
cˆvi(s) := −(mvs+ αb) , (3)
where αb is the inverse storage droop and mv the virtual
inertia constant. Notably, if mv = 0, then virtual inertia
reduces to droop control, i.e.,
cˆdc(s) := −αb , (4)
which only provides additional droop capability. It is common
in the literature to refer to the control strategy given by (3)
simply as ”virtual inertia”, hence our subscript ”vi” used for
cˆ. We will also use this convention whenever needed.
A. Nadir Elimination via Virtual Inertia
Fig. 3 shows the frequency dynamics following a step power
imbalance of ∆P = 1.8 GW, for the system described by
Fig. 1, under virtual inertia control from storage with αb = 0
and different values of mv. Note that although the steady-state
frequency deviation is always determined by the aggregate
inverse droop of the system as
ωvi(∞) = − ∆P
αL + αg + αb
, (5)
the frequency Nadir significantly depends on the choice of
the storage inertia constant mv. Obviously, one can entirely
remove the Nadir without affecting the steady-state frequency
deviation by tuning mv appropriately.
In fact, to achieve Nadir elimination, the storage control
parameters (αb,mv) should satisfy the following relation [7]:
αb ≤ (2H +mv)
τ−1T − 2
√
τ−1T αg
2H +mv
− αL . (6)
This condition can be better understood considering the case
with mv = 0, i.e., pure droop control from the storage. In
this case, a small H inherited by a low-inertia power system
can result in a negative right hand side in condition (6), which
means that there exists no feasible αb for Nadir elimination.
Therefore, droop control alone is unable to eliminate Nadir
and some amount of storage inertia mv is needed. It follows
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Fig. 3: Frequency deviations under virtual inertia control from
storage with αb = 0 and different values of mv.
from (6) that, given αb, the amount of mv needed to eliminate
Nadir must be sufficiently large, i.e.,
mv ≥ mv,min = τTβ2 − 2H , (7)
with
β =
√
αg +
√
αL + αg + αb .
If it is recognized that both αb and αL are much less than αg,
a linear approximation of the expression for mv,min in (7) can
be used without much loss of accuracy:
mv,min ≈ aαb + b , (8)
where a = 2τT and b = 4τTαg − 2H . The importance of
this linear approximation is that it represents a closed-form
expression that can be used to directly calculate the needed
storage inertia constant mv,min required to eliminate Nadir,
once inverse storage droop αb is determined. The latter can
be found from (5) by demanding some steady-state frequency
deviation once the size of the maximum power disturbance is
specified. Suppose the expected maximum magnitude of power
imbalance is ∆P and the demanded maximum frequency
deviation is ∆ω. Then one needs to choose
αb =
∣∣∣∣∆P∆ω
∣∣∣∣− αg . (9)
After that, the required storage inertia constant can be found
from (8):
mv,min = 2τT
∣∣∣∣∆P∆ω
∣∣∣∣+ 2τTαg − 2H . (10)
In the case where the right-hand side of (9) returns negative,
αb can be set to zero with the corresponding change in (10).
The significance of the above derivations lies in that the
frequency security of the system was certified by performing
only algebraic calculations, without the need to run explicit
dynamic simulations.
As an illustration, Fig. 4 shows the minimum virtual inertia
constant requirement mv,min for eliminating the Nadir as a
function of the inverse storage droop αb. Both the exact
solution from (7) and the linear approximation from (8) are
shown, thus demonstrating the minimal difference between the
two. One thing to note is that the mv,min required has rather
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Fig. 4: Minimum virtual inertia constant required to remove
Nadir as αb varies within 0 to 15 p.u..
high values, the equivalent of more than 30 times of the actual
system inertia (under the high renewable penetration scenario).
This leads to a very long settling time, as seen from the Fig. 3.
More importantly, high gain from a derivative term makes the
whole control strategy very sensitive to measurement noise and
delays. The detailed analysis of this issue is beyond the scope
of the present manuscript and is the subject of subsequent
publications.
B. Power and Energy Capacity Required by Virtual Inertia
To provide a better understanding of the role of the virtual
inertia storage constant in Nadir elimination, Fig. 5 shows
the effect of mv on the maximum frequency deviation ∆ω
and the required storage power capacity pb,max for different
chosen values of αb. 1 Clearly, for mv less than mv,min, fre-
quency deviation and power capacity are extremely sensitive
to variations in mv, yet, for mv greater than mv,min, they are
practically insusceptible to changes in mv. This implies that
mv = mv,min plays the role of a saturation point after which
an increase in power capacity does not provide any benefit to
a decrease in frequency deviation. This justifies the optimality
of Nadir elimination by setting mv = mv,min. Such a choice
makes the system critically damped.
The storage energy capacity required to execute the virtual
inertia and droop control is mostly dominated by the values
of αb used. For values of αb that are not very small, it can
be calculated as Eb,max = αb/KI. This suggests that higher
secondary control gains tend to reduce the required storage
energy capacity.
IV. DYNAMIC DROOP CONTROL
In this section we turn to an alternative control strategy,
the iDroop control [5], which is able to eliminate the Nadir
and overcome the drawbacks of virtual inertia discussed in
the previous section. In order to give the intuition behind the
iDroop control strategy, we first note that inverter-interfaced
storage units are potentially capable of executing a much wider
class of control strategies than droop and/or virtual inertia. The
1 For the purpose of fair comparison, in this paper, we refer the required
storage power and energy capacity to the value of the power disturbance, not
the system base power.
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Fig. 5: Effect of virtual inertia constant on maximum fre-
quency deviation and power capacity requirement, where
circles denote the points corresponding to mv = mv,min.
idea behind the iDroop approach is to provide an enhanced
response to frequency, only during the transient, in order to
eliminate the Nadir. Then, once the generator turbine is in
action, we withdraw the excessive control effort. This can be
achieved by combining the proportional and the lag element
in a single transfer function.
A. Nadir Elimination via Dynamic Droop
The endorsed control strategy can be described by the
transfer function:
cˆidroop(s) =
ν − αb
τis+ 1
− ν , (11)
where ν > 0 and τi > 0 are the tunable parameters. As
it was pointed out before, the virtue of iDroop is that it is
composed of a lag element in parallel with a proportional
element, of which the former can be used to cancel out the
turbine dynamics and the latter can be used to improve the
steady-state frequency deviation. This is exactly the intuition
behind the Nadir elimination tuning proposed in [7]. More
precisely, by tuning
ν = αb + αg and τi = τT , (12)
iDroop can successfully eliminate the Nadir since the transfer
function of iDroop turns into the form of
cˆ?idroop(s) =
αg
τTs+ 1
− (αg + αb) , (13)
− αg
τTs+ 1
+
1
2Hs+ αL
+
cˆ⋆iDroop(s)
αg
τTs+ 1
− (αg + αb)
pˆb pˆm
pˆL ωˆ−
Fig. 6: Cancellation of turbine dynamics using iDroop.
0 5 10 15 20
-450
-400
-350
-300
-250
-200
-150
-100
-50
0
Fig. 7: Comparison of frequency deviations under virtual
inertia and iDroop with Nadir elimination tuning to a step
power imbalance for αb = 0.
where the first term above cancels out the turbine dynamics
(Fig. 6) and thus makes the system effectively first-order.
This enables the frequency to evolve monotonously towards
its steady-state value in response to a step power perturbation.
Fig. 7 illustrates this by showing the dynamics of the frequency
following a step power perturbation for the case of no storage,
virtual inertia, and iDroop control from storage.
B. Power and Energy Capacity Required by iDroop
We show in Fig. 8 the dynamics of the storage power
output during the transient for two different control strategies:
virtual inertia (3) and iDroop (13), both with αb = 0. To
avoid confusion, we note that the storage power in Fig. 8 is
relative to the magnitude of the power disturbance, instead
of the system base power. It is clear that the iDroop approach
allows us to eliminate the Nadir with much less storage power
required than the virtual inertia approach. The additional
advantage lies in the fact that the time interval during which
the storage is active is significantly shorter for iDroop than
that for virtual inertia. The physical intuition behind this is
that iDroop provides a high proportional response initially, and
then gradually withdraws its participation, letting the turbine
pick up the total imbalance in the long run. Thus, we can
say that iDroop takes the full advantage of the system internal
control capabilities, providing just enough additional control
efforts to eliminate the frequency Nadir. We also note that, as
evident from Fig. 7, the initial rate of change of frequency
(RoCoF) is higher in the case of iDroop approach than that
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Fig. 8: Comparison of power and energy transient responses
under virtual inertia and iDroop with Nadir elimination tuning
for a step power imbalance for αb = 0.
of the simple virtual inertia control. This can be addressed
separately, if the limits on RoCoF are present, and will require
some additional tuning of the iDroop settings. We will address
this issue in subsequent publications.
Fig. 9 illustrates the storage power and energy requirements
for iDroop and virtual inertia control in a slightly different
way. This time, instead of setting αb to zero, we allow it to
vary in order to limit the maximum frequency deviation (in
the case of iDroop and virtual inertia with Nadir elimination
tuning, it is the same as the steady-state frequency). We then
plot the required storage power and energy as a function
of maximum frequency deviation ∆ω for different control
strategies, namely, pure droop control (mv = 0), virtual inertia
with mv = mv,min, and iDroop with ν = αb + αg and
τi = τT. The top panel shows that the pure droop control
is efficient when the constraints on the maximum frequency
deviation are not tight. Both iDroop and virtual inertia require
substantial storage power to be executed, with the iDroop
being superior. The curves for both iDroop and virtual inertia
start from the ∆ω values corresponding to αb = 0. Both
approaches effectively eliminate the Nadir, and the further
decrease in ∆ω is achieved by increasing αb. This leads to
a significant growth in the required storage energy capacity,
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Fig. 9: Storage capacity requirement under iDroop with ν =
αb + αg and τi = τT.
as seen from the bottom panel. In this case, since αb 6= 0,
storage units keep participating in balancing power even when
the frequency reaches its steady-state value until the secondary
control action returns the frequency back to its nominal value.
As in the case of virtual inertia, for non-negligible αb, the
required storage capacity by iDroop is Eb,max = αb/KI.
C. Robustness to Turbine Time Constant
We now steer from nominal performance towards robust-
ness performance. Particularly, we are interested in how the
frequency deviation changes when the parameter values of
iDroop are designed based on a model whose turbine time
constant is not exactly known. For this, we tune the iDroop
control (11) for a certain value of τi and then vary the turbine
time constant τT.
Fig. 10 shows the sensitivity of the maximum frequency
deviation to turbine time constant variation for αb = 0.
Notably, if the real turbine time constant is less than the one
used by iDroop, i.e., τT < τi (the turbine is faster than we
expect), then the maximum frequency deviation is the same
as predicted. However, if the turbine time constant is greater
that the one used by iDroop, i.e., τT > τi (the turbine is slower
than we expect), then there is a frequency Nadir present and
the maximum frequency deviation is greater than we expected
with the difference growing proportionally to the increase in
the turbine time constant.
It is evident from Fig. 11 that iDroop can successfully
eliminate Nadir even if τi > τT, which implies that certain
conservative estimates of the turbine time constant can be used.
However, this comes at a price of more power and energy
capacity requirements from storage, as opposed to the case
when the turbine time constant is known accurately.
D. Effect of Governor Dead-bands
We now numerically verify the performance of iDroop
in the presence of governor dead-bands, which makes the
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
-224
-222
-220
-218
-216
-214
-212
-210
Fig. 10: Maximum frequency deviation as a function of turbine
time constant for iDroop with ν = αb + αg and τi = 1 s.
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Fig. 11: Frequency deviation for different values of turbine
time constants τT under iDroop with ν = αb+αg and τi = 1 s.
turbine control non-linear. In the presence of governor dead-
bands ωdb, the turbine only starts reacting when the frequency
deviation ω is outside ±ωdb, which is assumed to be 36 mHz
(0.0006 p.u.). We have:
ϕωdb(ω) :=

−αg(ω + ωdb) ω ≤ −ωdb
0 −ωdb < ω < ωdb
−αg(ω − ωdb) ω ≥ ωdb
in (1c) instead of −αgω.
Fig. 12 compares how the Nadir elimination tuning of
virtual inertia and iDroop performs when the system, with
±36 mHz governor dead-bands, suffers from a step power
imbalance for αb = 0. Although the presence of dead-bands
tends to lower the steady-state frequency to some degree, it has
a minimal (if any) effect on the Nadir elimination performance
of both virtual inertia and iDroop.
V. CONCLUSIONS AND FUTURE WORK
We have presented an efficient strategy for frequency control
with energy storage that is capable of eliminating the fre-
quency Nadir following power disturbances. Such a control
can be especially effective for providing frequency security to
modest-sized power grids or microgrids, which are known to
suffer from excessively large frequency Nadirs. Our approach
is based on iDroop control, where the storage response to
frequency is tuned to make the system dynamics become
effectively first-order. We have demonstrated that the iDroop
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Fig. 12: Frequency deviations under virtual inertia and iDroop
control with Nadir elimination tuning for a step power imbal-
ance with ±36 mHz governor dead-bands considered.
approach is much more efficient than both regular droop
control and virtual inertia from storage. We have tested our
method on a rather simple, yet representative model of a
single-area power grid with first-order turbine dynamics of
a combined generator. The future research will need to con-
centrate on such important extensions, including multiple-area
systems, higher order turbine and generator models, system
robustness in response to frequency measurement noise and
delays. Finally, explicit consideration of the storage inverter
dynamics, especially the action of PLL (phase-locked loop)
for frequency measurements will be done to provide the final
verification of the practical performance of the developed
method.
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