Abstract-Virtual assembly environment (VAE) technology has the great potential for benefiting the manufacturing applications in industry. Usability is an important aspect of the VAE. This paper presents the usability evaluation of a developed multi-sensory VAE. The evaluation is conducted by using its three attributes: (a) efficiency of use; (b) user satisfaction; and (c) reliability. These are addressed by using task completion times (TCTs), questionnaires, and human performance error rates (HPERs), respectively. A peg-in-a-hole and a Sener electronic box assembly task have been used to perform the experiments, using sixteen participants. The outcomes showed that the introduction of 3D auditory and/or visual feedback could improve the usability. They also indicated that the integrated feedback (visual plus auditory) offered better usability than either feedback used in isolation. Most participants preferred the integrated feedback to either feedback (visual or auditory) or no feedback. The participants' comments demonstrated that nonrealistic or inappropriate feedback had negative effects on the usability, and easily made them feel frustrated. The possible reasons behind the outcomes are also analysed.
I. INTRODUCTION
In the manufacturing industry, virtual environment (VE) technology has the potential to interactively evaluate assembly-related engineering decisions through analysis, predictive models, visualisation and data presentation, and to factor the human elements and considerations into completed products very early in the development cycle, without needing a physical realisation of the products [1] - [6] . This could potentially lead to lower cost, higher quality product, and shorter time-to-market, thus improving the competitiveness of innovative products. Assembly is an interactive process involving an operator (user) and the handled objects, and hence assembly simulation environments must be able to react according to the user's actions in real time. Usability is considered as a multidimensional attribute of software quality and a key concept of human computer interaction [7] . Therefore, the research described in this paper evaluates the usability of our developed VAE, in which the multi-sensory feedback was integrated. The usability is assessed in its three attributes: (a) efficiency of use; (b) user satisfaction; and (c) reliability. These are addressed by using TCTs, questionnaires, and HPERs, respectively. This paper consists of seven sections. Section 2 presents the hardware configuration and software architecture of the developed multi-sensory VAE, on which the usability experiment is conducted. Section 3 and Section 4 describe the experimental hypotheses and experimental design, respectively. Section 5 presents the experimental results. Section 6 explains and concludes the hypotheses using the experimental data, and then analyses the experimental outcomes from the aspect of HPER. Finally, Section 7 concludes this paper.
II. EXPERIMENTAL PLATFORM
This section presents the hardware configuration and software architecture of the developed multi-sensory VAE, on which the usability evaluation experiment is conducted.
A. Hardware Configuration
The hardware configuration of the VAE consists of three major parts: the visualisation subsystem, the auralisation subsystem, and the real-time optical motion tracking system (See Figure 1) . The core of the visualisation subsystem is the Trimension's V-Desk 6, a fully integrated immersive L-shaped responsive workbench driven by Silicon Graphics Incorporated (SGI) desk-side Onyx2 supercomputer with four 250MHz IP 27 processors and an InfiniteReality-2E Graphics board. The Trimension's V-Desk 6 is integrated with StereoGraphics' CrystalEyes3 liquid crystal shutter glasses and the infrared emitter that is connected to the Onyx2 workstation. These are used to generate stereoscopic images of the virtual world; one from the user's left eye perspective, and the other from the right eye. When the user wears a set of CrystalEyes liquid crystal shutter glasses to view the virtual world, these images are presented to the corresponding eye, providing the user with depth cues that make the immersive experience realistic.
The auralisation subsystem is based on a sound server (i.e., Huron PCI audio workstation) [8] , which is a specialised digital signal processing (DSP) system. It employs a set of TCP/IP protocol-based procedures in terms of spatial network audio protocol (SNAP) [8] to allow VE host (i.e., visualisation subsystem) to transmit the attributes of the assembly scene, positional information of the user, and the sound-triggering events to the sound server through a local area network. The VE host sends packets specifying the auditory-related attributes of the scene and the events, such as collisions and motion Figure 1 . Infrastructure of the system platform between the manipulated objects, the position of the event, the position of the user, and the environmental attributes that are derived from the geometry of the assembly environment. From these packets, the auralisation subsystem generates a set of auralisation filters and sends them to the DSP boards. Based on an event-driven scheme for the presentation of objects' interaction, the DSP board samples and processes sound materials (i.e., data streams) with specified filters. The processed sound materials are then sent back to a set of headphones or an array of loudspeakers within the VE area in analogue form through coaxial cables. The auditory feedback in this platform is presented to the user using a pair of the Sennheiser HD600 headphones. The optical motion tracking system (i.e., Vicon's 612 workstation) [9] provides dynamic, real time measurement of the position (X, Y and Z) and the orientation (Azimuth, Elevation, and Roll) of the tracked targets such as the user's head and hands, and manipulation tools, using passive-reflective markers and high speed, high resolution cameras. It is connected to the VE host using the TCP/IP protocol over a local area gigabit Ethernet. A wand is used to support interactive object selection and virtual assembly operations. A virtual 3D pointer with raycasting and a virtual hand are used as the interaction metaphor for the assembly operation.
B. Software Architecture
The software environment is a multi-threaded system that runs on SGI IRIX platforms. It consists of the UserInterface/Configuration Manager, the World-Manager, the Input-Manager, the View-Manager, the SoundManager, the Assembly-Simulator, the CAD Translator, and the CAD Database (see Figure 2) . The UserInterface/Configuration Manager tracks all master processes to allow runtime configuration of different modules. Figure 3 shows the look and feel of the user interface.
The World-Manager is responsible for the administration of the overall system. It coordinates the visualisation, user's inputs, databases, assembly simulation, and visual and auditory feedback generation. The World-Manager fetches the user's inputs for manipulation, produces constrained motion using the Assembly-Simulator, and passes the corresponding data (e.g., the position and orientation information of the objects and the user) to the ViewManager and the Sound-Manager for visual and auditory feedback generation. The new data is used to update the scene graph and control the sound server via the SoundManager. The World-Manager also has the responsibility for synchronising various threads such as rendering and collision detection. Extensions to the OpenGL Optimiser have been made to view the scene using different display technologies (e.g., L-shaped Workbench, CAVE, and Reality Room). The View-Manager renders the scene to the selected display facility in an appropriate mode. Rendering is performed using parallel threads to provide real time response.
The Input-Manager manages user-object interactions, establishing the data flow between the user's inputs and the objects that are held by the World-Manager. It supports devices such as pinch gloves, wands and Vicon's optical motion tracking system, and so on. These inputs describe the user's actions/commands in the VE. Each device has a thread to process its own data. These threads run in parallel with the rendering threads to achieve low latency. Once the assembly objects are loaded into the scene graph via the CAD-Translator, the Input-Manager allows the user to select and manipulate the objects in the environment. The Sound-Manager gets the location data of the user, the positions of the collisions and motion (i.e., sound sources), and the parameters relating to sound signal modulation from the World-Manager and the Assembly-Simulator, and then uses the application programming interface (API) of the Huron audio workstation to manage the audio workstation via the local network using the TCP/IP protocol.
The Assembly-Simulator carries out collision detection between the manipulated object and its surrounding objects, supporting interactive constraint-based assembly operations. During object manipulation, the Assembly- Simulator samples the position of the moving object to identify new constraints between the manipulated object and the surrounding objects. Once new constraints are recognised, new allowable motion is derived by the Assembly-Simulator to simulate realistic motion of assembly objects. Parameters such as the accurate positions of the assembly objects are sent back to the WorldManager, which defines their precise positions in the scene. When a constraint is recognised, the matching surfaces are highlighted to provide visual feedback, and/or 3D auditory feedback is generated through the SoundManager and the sound server.
III. EXPERIMENTAL HYPOTHESES
There are several hypotheses in this research: 1) the use of visual feedback can lead to better usability than the neutral condition; 2) the use of 3D auditory feedback can lead to better usability than the neutral condition; and 3) the use of the integrated feedback can lead to better usability than either feedback used in isolation. The usability of the VAE is in terms of its three attributes as described in Section 1. The attribute of efficiency of use is evaluated by using task completion times, the attribute of user satisfaction is addressed by using questionnaires, and the attribute of reliability is assessed by using HPERs. TCTs and HPERs are expected to decrease by providing essential collision, interaction and constraint cues to the assembly task by using visual and/or auditory feedback. The subjective preference to and satisfaction with the VAE, with visual and/or auditory feedback is expected to be higher than without any feedback. It is expected that this could be shown by the visual and/or auditory feedback conditions having significant higher scores on the rating scales, by the questionnaires, as compared to the neutral condition, and the integrated feedback condition as compared to the conditions with either visual or auditory cues.
IV. EXPERIMENTAL DESIGN
This research evaluated the effects of auditory and visual feedback on the usability of the VAE, with the assumption that the usability could differ significantly between different feedback conditions. It is measured on the basis of objective and subjective means, where objective measures are the time taken to complete the assembly task and the number of performance failures, and subjective measures are the questionnaires for subjective ratings and preferences. There are two independent variables in the experiment: visual feedback and auditory feedback, which can each be present or absent. The variations of the independent variables form the different feedback conditions, namely, neutral condition (neither visual feedback nor auditory feedback), visual feedback condition, auditory feedback condition, and integrated feedback condition (visual plus auditory feedback). The dependent variables are the TCT and the HPER under each experimental condition, and subjective ratings and preferences.
A. Task Cases
A peg-in-a-hole and a Senior electronic box assembly task are used to evaluate the effectiveness of visual and/or auditory feedback on the usability of VAE.
The peg-in-a-hole assembly task is relatively simple but geometrically well defined. It has several phases: 1) Placement of the peg towards the upper surface of the plate (see Figure 4a) ; 2) Collision between the bottom surface of the peg and the upper surface of the plate (see Figure 4b ); 3) Constraint recognition (see Figure 4b ); 4) Constrained motion on the plate (see Figure 4c) ; 5) Alignment constraint between the peg cylinder and the hole cylinder (see Figure 4d ); 6) Constrained motion between two cylinders (see Figure 4e ); 7) Collision between the bottom surface of the peg ear and the upper surface of the plate (see Figure 4f) ; and 8) Constraint recognition (see Figure 4f ). Different realistic 3D localised sounds and/or colour intensity/modification of the colliding polygons are presented as the action cues for each of the aforementioned phases.
The Sener electronic box assembly task has been used to conduct the subjective evaluation. This case is from an aerospace company called Sener in Spain (see Figure 5) .The task involves several phases: (1) inspect the environment and identify the parts to be assembled: this allows a participant to be familiar with the assembly parts and the final assembly status ( Figure 6a ); (2) mount the supporting brackets and bolt them to the frame. This requires that the participant undertake some exploration and reasoning to perform the assembly operations ( Figure 6b ). It involves: (i) picking up a bracket and identifying its position; (ii) placing the bracket in the correct position; (iii) identifying and picking up the bolts; and (iv) bolting the bracket to the frame; (3) slide the electronic box into the brackets (Figure 6c ). This is expected to measure the performance when assembling large objects. It involves: (i) picking up the box and determining its correct orientation; and (ii) sliding the box into the brackets; (4) plug the pipes into the electronic box (Figure 6d ). This involves: (i) picking up the pipes and identifying their correct locations; and (ii) attaching the pipes to the box.
In comparison, the shapes of the mating parts in the peg-in-a-hole assembly task are very simple and geometrically well defined. Visual feedback can help the participants make a rough alignment between the axis of the peg and the axis of the hole, and auditory feedback can aid the participants to achieve precise cylindrical alignment. This makes the effects of different feedback cues contribute to the usability distinctively. Meanwhile, the peg-in-a-hole task only needs the participants to perform one pick-release operation, thus ruling out the time differences brought in by different participants when they take different times to release the previous parts and pick up the next ones in relatively complex tasks. It follows that the peg-in-a-hole assembly task is an appropriate case for accurately measuring the TCT and HPER, and performing the objective evaluation. The deficiency of the peg-in-a-hole assembly task is that it does not provide enough operations for participants to make a subjective evaluation. Complex assemblies such as the Sener electronic box task can provide participants with more operations and richer information. However, the multiple pick-release operations in the Sener electronic box case could bring in unpredictable time differences by different participants when they take different times to release the previous part and pick up the next one. This may introduce uncertainties and unforeseen outcomes in the experiment. Consequently, this experiment was conducted by using a complex case, the Sener electronic box case, for the purpose of subjective evaluation, and a relatively simple and well-defined peg-in-a-hole case for the purpose of objective evaluation. 
B. Experimental Measures
This experiment is a
¢ ¡ £
(two-factor) withinparticipants design with visual feedback (present versus absent) along with auditory feedback (present versus absent) being the within factors. For the four conditions (auditory ¡ visual), the presentation order was counterbalanced across participants and conditions, and determined by employing a ¤ ¥ ¡ ¦ ¤ Latin Square, providing sixteen different orders of feedback presentation. Each participant was randomly assigned to one of the orders. TCTs and HPERs data of the peg-in-a-hole assembly task, and questionnaires data of the Sener electronic box assembly task were recorded in this experiment. Considering the learning effects observed from the pilot study and alleviating the workload generated by the experiment, only data of the assembly TCT and HPER from the third and fourth trials were recorded and quantitatively analysed to calculate the average TCT and HPER under each condition, although under each condition each participant went through four trials.
C. Participants
16 participants from the students and staff of our research centre were invited to attend this experiment. All of them have normal or corrected normal visual acuity, normal colour vision, and normal hearing. They do not have any VE experience, but they may have varying computer experience from basic email and office processing to programming skills. They are healthy without any major cognitive deficits or physical limitations. No participants dropped out in the middle of the experiment, and all of them went through the experiment smoothly.
D. Experimental Procedures
Participants were randomly assigned to one of the sixteen orders of feedback presentation prior to their arrival. Upon arrival, each participant was asked to read and sign a consent form. They were then required to complete a questionnaire in order to assess standard demographic information, including any previous computer and VE experience of the participant. The participants' colour vision and hearing were then tested by simple means. Next, a briefing of the specifics of the two cases was given, and diagrams of the assembly parts and the processes of the two cases were shown. The participants were asked to complete the peg-in-a-hole assembly task as quickly as possible, and then were brought to the responsive workbench-based VAE to start the experiment. Each participant was required to complete the peg-in-ahole task four times and then the Sener electronic box task four times, once for each feedback condition. For the peg-in-a-hole assembly task, the number of performance failures of each participant under each feedback condition was counted, and the assembly TCT and HPER from the third and fourth trials under each feedback condition were recorded. For the Sener electronic box assembly case, when the participants completed the task under each feedback condition, they were required to complete the questionnaires which will be described in next paragraph.
E. Questionnaires
The usability attribute of user satisfaction was evaluated by using the questionnaires including 10-point rating scales of the overall satisfaction, the realism, perceived task difficulty and performance, ease learning, perceived system speed, and overall reaction to the received feedback. Participants answered each question with a value from 1 up to 10 inclusive, with 1 being the most negative answer and 10 being the most positive one. Additionally, after the participants completed the tasks under all conditions they were required to complete a set of 7-point rating scales and open-ended questions comparing the different feedback cues. The 7-point rating scales asked the participants to compare how well the different feedback cues helped them to complete the task, how they foresaw these cues helpful in a real design application, and which kind of feedback cues they preferred. Preferences were determined by asking participants to rank the four conditions in the order of his/her preference when all trials were completed. Finally, participants were asked to provide general opinions and comments about their experiences. The answers of the participants were recorded and analysed.
V. EXPERIMENTAL RESULTS
This section presents the experimental results, statistical analysis, including TCTs and HPERs data from the peg-in-a-hole assembly task, and data from the questionnaires of the Sener electronic box assembly task.
A. TCTs
Both two-way repeated measures analysis of variance (ANOVA) and post-hoc pair-wise t-test comparisons were conducted on the TCTs (see Figure 7 ) in order to find the effects of the four feedback conditions on the usability. Two-way repeated measures ANOVA on TCTs generated statistically significant results for auditory feedback , respectively. Pair-wise t-test comparisons of TCTs were conducted between the four feedback conditions. The analysis outcomes (one-tailed tests) are listed in Table I .
B. HPERs
The HPERs decrease from 0.44 under the neutral condition to 0.19 under the visual feedback condition and auditory feedback condition, and then to 0.03 under the integrated feedback condition (see Figure 8) . Two-way repeated measures ANOVA on HPERs generated statistically significant results for auditory feedback Figure 8 . HPER versus feedback conditions.
and visual feedback
, respectively. Pair-wise t-test comparisons of HPERs were conducted between the four feedback conditions, respectively. The analysis outcomes (one-tailed tests) are listed in Table II. However, there is no statistically significant difference between the visual feedback condition and the auditory feedback condition, since
C. Participants' Preferences and Satisfaction
With respect to the subjective evaluation, Figure 9 shows the totals for the top preferences of participants. Figure 10 indicates the helpfulness of the different feedback to the task completion from the results of the 7-point questionnaires. On one hand, from the data, the number of participants preferring the integrated feedback is larger than that preferring other feedback types. The number of participants preferring the neutral condition is smaller than the number preferring other feedback types. On the other hand, there are significant differences between the number of participants preferring the integrated feedback and the number of the participants preferring neutral feedback; between the number of participants preferring the integrated feedback and the number of the participants preferring either visual or auditory feedback used in isolation; between the number of participants preferring either visual or auditory feedback used in isolation and the number of the participants preferring neutral feedback.
VI. ANALYSIS AND DISCUSSION
This section uses the experimental data to explain and conclude the hypotheses described in Section 3, and then analyses the experimental outcomes from the aspect of HPER. 
A. Each Hypothesis Analysis
The two-way repeated measures ANOVA on the TCTs achieved statistically significant results for auditory feedback
, and on the HPERs also achieved statistically significant results for auditory feedback
. Furthermore, pair-wise t-test for TCTs and HPERs described in Section 5 also support the hypotheses described in Section 3.
In addition, from the participants' general opinions and comments about their task completion experience, nonrealistic or inappropriate feedback has a negative effect on the task completion, and easily makes them frustrated. Consistent with these results, frustration was much more frequently observed informally, when the participants completed the tasks under the neutral condition. Therefore, the use of visual and/or auditory feedback could lead to better usability of the developed multisensory VAE.
B. HPER Analysis
This subsection firstly describes the possible kinds of human errors within the context of information processing, and then analyses the possible reasons behind the above HPER outcomes from two aspects: the prevention of the human errors, and the timely recovery from the human errors. Finally, it concludes that the introduction of visual and/or auditory feedback to the VAE could improve the usability attribute of reliability.
Prevention of Human Errors:
Humans may make some errors in the processing of information when interacting with the confronted targets (e.g., world, environment, and various systems). These errors can be classified within a framework shown in Figure 11 . Within the context of information processing, a user may or may not correctly interpret the stimulus evidence which represents the confronted target; given a correct interpretation, the user then may or may not intend to carry out the right action to deal with the situation; finally, the user may or may not correctly execute the intention. According to [10] , there are several kinds of human errors: a) Mistakes result from misinterpretation, or the wrong choice of intentions, which actually result from the shortcomings of perception, memory, and cognition. The action does occur, but does not succeed in meeting the goal, since either the diagnosis is wrong or the rule for action selection is incorrect. There are two kinds of mistakes discriminated by [11] : 1) Knowledge-based-mistakes: this kind of errors is made in decision-making, owing to a failure to understand the situation (i.e., incorrect knowledge) and/or insufficient knowledge or expertise to interpret complex information. Such mistakes can often result from poor information display (i.e., feedback presentation), either presenting inadequate information or presented in a poor format. Knowledge-based mistakes are more likely to be performed with less certainty of the user. 2) Rulebased-mistakes: this kind of errors occurs when the users are somewhat much surer of their ground. They know or they believe they know the situation and therefore they invoke a rule or plan of action to deal with it. Rule-based mistakes are performed with confidence, although in a situation in which the rules do not apply. The probability of making rule-based mistakes is lower than knowledgebased mistakes [11] , since there are many more ways in which information acquisition and interpretation can fail through shortcomings of attention, working memory, logical reasoning, and decision making. b) Slips occur, where the right intention is incorrectly carried out. The user understands the situation and the goal, and has the correct formulation of the action, but unfortunately performs an incorrect action. There are three possible reasons: 1) the intended action (or action sequence) involves a slight departure from the routine and frequently performed actions; 2) some characteristics of either the stimulus environment or the action sequence itself are closely related to the current inappropriate (but more frequent) action; and 3) the action sequence is relatively automated and therefore not monitored closely by attention [10] . As a result, slips are more likely to occur when attention is directed away from the issues in question. c) Lapses occur, when the user does not carry out any action at all by the omission or the forgetting of the steps in a procedural sequence, such as maintenance or installation procedures [12] . d) Mode Errors occur, when a particular action, which is highly appropriate in one mode of operation, is performed in a different, inappropriate mode due to that the user has not correctly remembered the appropriate context [13] .
The outcomes of HPER are analysed using the aforementioned framework in Figure 11 as follows: 1) Mistakes: Under the neutral condition, without sufficient information the participants can not understand the situation well when performing the assembly task, such as detec-! Figure 11 . A framework of information processing context for representing human errors [10] tion of the collision between the manipulated object (e.g., the peg) and the surrounding objects (e.g., the base with a hole), and the recognition of the motion constraints. This shortcoming of perception (i.e., lack of feedback) causes misinterpretation, and incorrect diagnosis to the situation, therefore, the user has a higher probability of making this kind of errors. With the introduction of visual or auditory feedback into the VAE, the user can understand the situation better than that with no cues, and consequently, the probability of making this kind of error decreases. Furthermore, under the integrated feedback condition, the developed VAE provides the user with adequate feedback in two ways, which may complement each other (e.g., auditory sense can take from any direction and it is transient, visual sense tends to be more continuously available, but can only take from the direction where the person is gazing, and the short-term auditory store is longer than short-term visual store in human memory). As a result, the user can better interpret the situation and avoid the wrong choice of intentions, hence the probability of making this kind of errors is lower than either visual or auditory feedback used in isolation. Therefore, the order of the probability of making this kind of human error under these four feedback conditions is: integrated feedback S visual feedback auditory feedback S none feedback condition. 2) Slips: The visual and/or auditory feedback can intuitively prompt the user when his/her action (or action sequence) involves a slight departure from the routine and help the user timely amend the departure, so as to avoid this kind of errors. However, this is a double-edged sword, especially under the integrated feedback condition. On one hand, it can assist the user to timely recover from the deviations, on the other hand, it has the risk of distracting the user's attention from the task action (or action sequence) if inappropriately integrated. This research has paid much attention to this issue; the feedback is concomitant with the events, and different feedback modalities are seamlessly integrated. Therefore, the probability of making 'Slips errors' is the same order as the above one. 3) Lapses: Under neutral condition, without adequate feedback the user frequently forgets or omits some steps in the procedural sequence when performing the assembly task, and sometimes can not even continue the task. S/he frequently tries to pass the step by trial and error. For example, the user tried to align the axis of peg with the axis of the hole in the peg-in-a-hole case of this research (see Figure 4d ). Another example is that the user forgot to mate the bottom surface of the peg's ear with the top surface of the base (see Figure 4f) , and ended the assembly task incompletely. After the introduction of visual and/or auditory feedback into the VAE, the feedback indicates the alignment between the axis of peg and the axis of the hole, and prompts the user that the bottom surface of the peg's ear and the top surface of the base have not been mated yet, and need further actions. Certainly, under the integrated feedback condition, the developed VAE provides the user with more informative feedback in two complementary ways to reduce the 'Lapses' errors. Therefore, the probability of making 'Lapses errors' is the same order as the above one. 4) Mode Errors: The visual and/or auditory feedback can reduce this kind of errors. For example, before the user starts the assembly process, S/he needs to use the wand to point, select and fix the base (see Figure 4a) , and then should change to the assembly mode by pressing a button on the wand. The user can then start the assembly process by picking up the peg. If the base is not fixed before the user starts assembly process, when the peg collides with the base later, the base would move along with the peg, making it impossible to insert the peg into the hole of the base. Under neutral condition, owing to the lack of sufficient feedback this kind of mode errors frequently occurs. Visual and/or auditory feedback can prompt the user to change the manipulation to the appropriate mode. The probability of making the 'Mode Errors' is the same order as the above one.
From the above qualitative analysis of the HPERs, the contribution of the multi-sensory feedback to the prevention of human errors is in the order: integrated feedback ¡ visual feedback auditory feedback ¡ none feedback condition, which is consistent with the quantitative analysis of human errors by using HPERs. It is thus further concluded that the introduction of auditory and/or visual feedback improves reliability in one aspect.
Recovery from the Human Errors:
The multi-sensory feedback can also decrease the time that the developed VAE takes to recover from errors. Human errors can happen in any phases of task performance and incur the relevant consequences. Therefore, error recovery mechanisms aim to prevent errors in advance and recover the errors afterwards. Human error recovery should address the following aspects: 1) the information required in human-computer interface to make human errors evident; 2) human-computer interface resources to recover human errors; and 3) time frame in which the recovery procedures are effective [14] . The system design should avoid the errors by introducing feedback or creating recovery functions that make the errors harmless.
Under consideration of these three aspects, the developed VAE uses multi-sensory feedback to convey whether the user's activities are correct or not, which can aid the user to recover from errors, timely. For instance, in the peg-in-a-hole assembly task case, the user grasps the revolute key, moves it towards the base with a hole; the revolute key collides with the base and then stops. Without the aid of intuitive cues, it is quite difficult for the user to judge the mating state between the top planar surface of the base and the bottom surface of the revolute key, and hence the user has high probability of making operational mistakes in this process. The multimodal interaction metaphor provides visual feedback by changing the colours of the mating surfaces, and auditory feedback by activating a localised sound event, to signal the user whether or not the revolute key has been put and adjusted to the correct position and orientation. If the revolute key has been put to the wrong position and/or orientation, the user is warned of the wrong operation, and then the user can go backward ("undo") and recover from the error. If the revolute key has been put to the precise position and orientation, the collision between the revolute and the base is detected, and the constraint of the revolute key's motion is recognised. The user is then confirmed of the correct operation and prompted to go further. This means that the developed VAE improves the performance of error recovery through providing multisensory feedback. It is thus further concluded that the introduction of auditory and/or visual feedback improves reliability in another aspect.
In conclusion, the integration of multi-sensory feedback prevents human errors to occur, and hence the users make fewer mistakes. Furthermore, it timely and intuitively warns the user of the errors, and hence it takes less time for the user to recover from errors. This explains why the introduction of auditory and/or visual feedback into the VAE decreases HPER, and improves the usability attribute of reliability.
VII. CONCLUSION
A peg-in-a-hole and a Sener electronic box assembly task have been used to perform the usability evaluation experiments of a developed multi-sensory VAE, using sixteen participants. The outcomes show that the introduction of 3D auditory and/or visual feedback could improve its usability. They also indicated that the integrated feedback offer better usability than either feedback used in isolation. Most participants preferred the integrated feedback to either feedback or no feedback. The participants' comments demonstrate that nonrealistic or inappropriate feedback has negative effects on the usability, and easily made them feel frustrated. The possible reasons behind this are that the introduction of visual and/or auditory feedback into VAE provides more cues to collision detection, geometric constraints management involving recognition and deletion, and error indication and recovery. Besides these aspects, it also provides cues to aid the users when they identify and select the next assembly object from a collection of assembly components, identify assembly position, determine the assembly orientation of an object, reason and explore the various assembly options, and alleviate deviations or errors by warning the users timely. Therefore, on one hand, the introduction of intuitive feedback reduces the users' reaction times, response latencies, and mental workload for task complexity reasoning, problem solving and decision making, thus decreasing the TCTs. On the other hand, the intuitive feedback prevents the users' operation errors to occur by warning the users timely and intuitively, and hence the users make fewer mistakes, thus decreasing the HPERs.
Furthermore, the integrated feedback provides the users with adequate feedback in two ways, which complement each other when integrated seamlessly. For instance, the auditory sense can take from any direction and is transient; visual sense tends to be more continuously available, but can only take from the direction where s/he is gazing; and the short-term auditory store is longer than short-term visual store in human memory. As a result, the integrated feedback presents assembly task-related information in multiple modes to the users. This mechanism supports the expansion of short-term or working memory and problem solution in spatiallyorientated geometry tasks, and reduces the cognitive load of the users. However, inappropriate integrated feedback distracts the users' attention from the task action (or action sequence), thus having negative impacts on the usability.
For the future research, it requires determining whether the multi-sensory feedback has different effects in specific design and tasks, and determines the substitution of 3D auditory feedback for force feedback in the assembly and manipulation tasks in VEs, how the 3D auditory feedback should be presented to maximize its utility, and whether other factors such as the gender of the users, affect the effect of the usability improvement that multi-sensory can provide.
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