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Abstract
The numerical stability of the Backward Dierentiation methods for linear systems of Volterra integro-dierential equa-
tions with convolution kernel whose logarithmic norm is nonpositive, is analyzed. c© 2000 Elsevier Science B.V. All
rights reserved.
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1. Introduction
The stability analysis of numerical methods for Volterra integral and integro-dierential equations
(VIEs,VIDEs) is still an open problem. Namely, because of the hereditary character of the problem,
even the simplest numerical methods applied to a Volterra equation gives rise to a Volterra Discrete
Equation (VDE) that is a dierence equation with unbounded order and the theory of stability of
such discrete equations is not completely developed.
In this paper we consider the following system of VIDEs with linear convolution kernel
y0(t) = g(t) + Ay(t) +
Z t
0
k(t − s)y(s) ds; t 2 [0; T ];
y(0) = y0; y; g 2 Rd; A; k 2 Rdd
(1.1)
and the numerical methods based on the Backward Dierentiation Formula (BDF) [1] for its reso-
lution. The BDF methods fall into the more general class of the Direct Quadrature (DQ) methods
[1], i.e.
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X
j=0
jyn+1−j = h
X
j=0
j[g(tn+1−j) + Ayn+1−j] + h
X
j=0
jFn+1−j(tn+1−j); n> − 1;
Fn(t) = h
nX
l=0
wn; lk(tn − tl)yl:
(1.2)
Here j; j; j = 0; : : : ;  are the coecients of a linear multistep method for ordinary dierential
equations (see for example [10]) and wn; l are the weights of a quadrature formula.
In [12], by using the discrete analogy of the Paley{Wiener theorem, was performed a complete
analysis of the stability of (1.2), used in conjunction with a (; ) quadrature rule, and applied to
(1.1) with positive-denite kernels, i.e. kernels such that
R
Z 1
0
−k(t)e−z dt>0; R z> 0: (1.3)
In [8,9] the stability of some methods of type (1.2) applied to a particular scalar VIDE with con-
volution kernel of Hammerstein type whose linear part is positive denite has been analyzed; in [5]
both nonconvolution and convolution linear kernels are considered. In that paper it was not required
that the kernel is positive denite and dierent hypotheses were required which result to be very
restrictive in the case of convolution kernels. A rst attempt to have hypotheses on a convolution
linear kernel which are dierent from (1.3) and weaker than the ones in [5] was made by the author
in [14]. The main result in that paper concerns various stability properties of the rst-order BDF
method applied to (1.1) and also to the more general VIDE with nonconstant function A. In this
paper we continue our study and we give some sucient conditions for the boundedness of the
global error of some BDF methods of higher order applied to (1.1). The obtained conditions are
expressed directly in terms of the characteristics of the considered VIDE and do not require (1.3).
The main tool we use in this paper is the Liapunov technique which is based on the construction of
appropriate functionals. We refer to Crisci et al. [3,4] for the extension of Liapunov direct methods
to Volterra discrete equations. Finally, we prove a generalization of a result presented in [14] which
assures the stability of the implicit Euler methods without requiring the summability of the kernel.
2. Background
Let us consider the linear convolution VDE
xn+1 =
nX
j=m
Bn−j xj + Gn+1; xn; Gn 2 Rd; Bn 2 Rdd;
x0; : : : ; xm given n>m; m>0
(2.1)
and its homogeneous part
xn+1 =
nX
j=m
Bn−j xj x0; : : : ; xm given n>m; m>0: (2.2)
For the sake of completeness we recall the following denitions and results which will be useful to
prove the stability of some BDF methods in the next section.
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Denition 2.1 (Crisci et al. [5]). The zero solution of (2.2) is said to be
(1) stable if 8> 0; 9(; m) such that if k xj k6(; m); j = 0; : : : ; m then k xn k<; n>m;
(2) asymptotically stable if it is stable and limn!1 k xn k =0; 8(x0; : : : ; xm) from some neighbor-
hood of the origin DRdm+1 ;
(3) uniformly asymptotically stable with respect to the initial moment m if it is stable and (; m)
is independent on m.
Let !i : R+ ! R be continuous nondecreasing functions such that !i(0)= 0 and let V be a scalar
functional such that V : N  S ! R where S is a space of sequences with elements from Rd, then
the following theorem holds.
Theorem 2.1 (Crisci et al. [3, Theorem 3.1]). If the functional V satises
(i) V (n; x0; : : : ; xn) continuous w.r.t. x0; : : : ; xn;
(ii) V (m; x0; : : : ; xm) unif. continuous w.r.t. m in x0 =   = xm = 0 and V (m; 0; : : : ; 0) = 0;
(iii) V (n; x0; : : : ; xn)>!1(k xn k); n>m;
(iv) V (n+ 1; x0; : : : ; xn+1)− V (n; x0; : : : ; xn)6− !2(k xn+1 k); n>m; then the zero solution of (2:2)
is uniformly asymptotically stable.
Let Rn be the resolvent kernel or fundamental matrix of system (2.1) [6, p. 250], i.e. Rn is the
unique solution of the matrix dierence equation
Rn+1 =
nX
j=0
Bn−jRj; n>0; R0 = Id:
It is known that the solution of (2.1) can be expressed by means of the resolvent kernel in the
following way:
xn = Rn−mxm +
n−1X
l=m
Rn−l−1Gl+1
and moreover the following result holds.
Theorem 2.2 (Elaydi [7, Theorem 2]). Assume that
1X
n=0
k Bn k<1 (2.3)
then for the VDE (2:2) the following statements are equivalent:
(i) the zero solution of (2:2) is uniformly asymptotically stable;
(ii)
P1
n=0 k Rn k<1.
Finally it can be immediately proved that:
Lemma 2.1. If k Gn k6G; n>m and if the resolvent kernel satises
1X
r=0
k Rn k<1
then the solution of the complete VDE (2:1) is bounded.
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3. Stability of Backward Dierentiation methods
Consider the BDF methods, which, as we already wrote in the introduction, are a particular class
of methods (1.2) where j; j are the coecients of the th BD formulas for ordinary dierential
equations [10, p. 92] and assume that the coecients wn; l satisfy
9 m : wn; l = !n−l; l> m: (3.1)
The formulation of this method is
X
j=0
jyn+1−j = h0[gn+1 + Ayn+1] + h20
n+1X
l=0
wn+1; l kn+1−l; n> − 1; (3.2)
where y0; : : : ; y−1 are given starting values and gn = g(tn); kn = k(tn). Note that hypothesis (3.1)
is satised by various formulas like the repeated trapezoidal rule and any (; ) reducible rules [1,
p. 64]. We underline that the well-known Gregory quadrature formulas fall into the class of (; )
reducible ones.
In view of (3.1) the VDE representing the global error en = y(tn) − yn can be written in the
following form:
X
j=0
jen+1−j = h0Aen+1 + h20
nX
l= m
!n+1−lkn+1−lel + Gn+1(h);
Gn+1(h) = h0gn+1 + h20
m−1X
l=0
wn+1; lel + Tn+1(h); n> − 1;
(3.3)
where e0; : : : ; e−1 are given and Tn+1(h) represents the local truncation error.
The aim of this section is to give some conditions which assure the boundedness of the global
error k en k or, in other words, which assure the stability of the considered numerical methods (3.2).
Observe that if the usual hypotheses jTn(h)j6T; n>− 1; jwn; lj6w; n>− 1; − 16l6n, are
fullled and if in addition we assume that g(t) is bounded then the forcing term Gn+1 of (3.3) is
uniformly bounded with respect to n.
Now consider the following homogeneous VDE related to (3.3):
X
j=0
jen+1−j = h0Aen+1 + h20
n+1X
l=m
!n+1−lkn+1−lel;
n>m=maxf m;  − 1g;
(3.4)
where the starting values e0; : : : ; em are given by (3.3). Such an equation can be considered as the
homogeneous part of the VDE representing the global error, therefore the nal aim of this section
is to apply Lemma 2.1 to (3.4). First we prove the following result.
Theorem 3.1. Assume that
(i) k k(t) k is continuous in [0;1) and nonincreasing for t > t;
(ii)
R1
0 k k(s) k ds<1
then Eq. (3:4) can be put in form (2:2) with
P1
n=0 k Bn k<1.
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Proof. Taking into account that 0 = 1, (3.4) can be written as
C(h)en+1 =−
X
j=1
jen+1−j + h2
nX
l=m
!n+1−lkn+1−lel
with
C(h) = Id − h0A− h20!0k0 (3.5)
hence
en+1 =
nX
l=m
Bn−lel; n>m; e0; : : : ; em given
with
Bl =

C−1(h)[h20!l+1kl+1 − l+1]; 06l6 − 1;
h2C−1(h)0!l+1kl+1; 6l:
(3.6)
Put !=maxl>0!l, then
1X
l=0
k Bl k6 k C−1(h) k
(
X
l=1
jlj+ h20!
1X
l=1
k kl k
)
:
From (i) and (ii) we obtain
1X
l=0
k Bl k6 k C−1(h) k
(
X
l=1
jlj+ h0!
Z 1
t
k k(s) k ds+ h2
p+1X
l=1
k kl k
)
;
where p is such that ph< t < (p+ 1)h.
Theorem 3.1 together with Theorem 2.2 and Lemma 2.1 allow us to prove the following result
on the stability of BDF methods for  = 1; 2; 3. To this purpose we rst introduce some notation.
Since
P
j=0 j = 1 then there exist  constants a0; : : : ; a−1 such that
a0 = 0; aj+1 − aj = j+1; j = 0; : : : ; − 1; a−1 =−: (3.7)
Put
a(2) =
−1X
j=2
aj: (3.8)
Now assume that k k(t) k is nonincreasing for t>t and that there are a nite number of inter-
vals where k k(t) k is, respectively, increasing and nonincreasing. In the sequel we will denote,
respectively, by Mi 6= 0; i = 1; : : : ; M and mi; i = 1; : : : ; M the left end points of such intervals.
Let 1; 2 be the quantities:
1 = (1− a21)!0[k0] + 3!0 k k0 k a(2) + !
MX
i=1
k k(Mi) k −!
MX
i=1
k k(mi) k; (3.9)
2 = (1− a21)[A] + 3 k A k a(2) + !
Z 1
0
k k(s) k ds; (3.10)
where [  ] is the logarithmic norm related to any scalar product norm k  k.
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Theorem 3.2. Let k  k be any scalar product norm. Assume that jwn; lj6w; n>m;m6l6n;
jTn(h)j6T; n>m and moreover
(i) A and k0 are symmetric negative-denite matrices;
(ii) k k(t) k continuous in [0;1); nonincreasing for t > t and there are a nite number of intervals
where it is increasing;
(iii)
R1
0 k k(s) k ds<1;
(iv) 1< 0;
(v) k g(t) k6g; t>0.
If 260 then the global error of the BDF method (3:2) is bounded for every h. If 2> 0 it is
bounded for
h6− 1
2
:
Proof. Let us consider (3.4), that is the homogeneous part of the VDE representing the global error
of the BDF methods. First, we want to prove its uniformly asymptotical stability, i.e. we look for a
functional V (n; e0; : : : ; en); n>m which satises the hypotheses of Theorem 2.1.
Put
V (n; e0; : : : ; en) =
4X
i=1
Vi(n; e0; : : : ; en);
where the functionals Vi(n) are dened as follows:
V1(n) =
∥∥∥∥∥∥
−1X
j=0
ajen−j
∥∥∥∥∥∥
2
; n>m;
where aj are dened in (3.7).
V2(n) = h0 k a1( ~A+ h!0 ~k 0)en k2; n>m;
where ~A and ~k 0 are lower triangular matrices such that ~A ~A
T
= −A; ~k 0 ~kT0 = −k0 (see [11, p. 18,
Exercise 14] for the proof of their existence).
V3(n) = 2h k Q(h) k
−1X
j=2
jajj
nX
l=n+1−j
k el k2;
where
Q(h) = h0A+ h20!0k0;
V4(n) = h2!0
nX
l=m
k el k2
1X
j=n+1
k kj−l k; n>m: (3.11)
Hypotheses (i) and (ii) of Theorem 2.1 are immediately veried. Hypothesis (iii) is fullled by
putting
!1 :k en k2 R! h2!0 k k(h) k k en k2 <V4(n):
In order to verify (iv) we have to compute V (n). Let us compute Vi(n); i = 1; : : : ; 4.
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Put zn+1 =
P−1
j=0 ajen+j, then
V1(n) = hzn+1 + zn; zn+1 − zni
hence
V1(n) = h2zn+1 − (zn+1 − zn); zn+1 − zni:
From the denition of aj we have that
zn+1 − zn =
X
j=0
jen+1−j
and by recalling that
2ha; bi6 k a k2 + k b k2 (3.12)
we get
V1(n)6 2hzn+1; Q(h)en+1i+ k zn+1 k2 h20!
nX
l=m
k kn+1−l k
+ h20!
nX
l=m
k kn+1−l kk el k2 − k zn+1 − zn k2 : (3.13)
From the denition of zn+1 there results
a1en = zn+1 − en+1 −
−1X
j=2
ajen+1−j
hence
V2(n)6 (1− a21)[Q(h)] k en+1 k2 −2hQ(h)en+1; zn+1i
+2
*
Q(h)en+1;
−1X
j=2
ajen+1−j
+
+ [Q(h)] k zn+1 k2
−2
*
Q(h)zn+1;
−1X
j=2
ajen+1−j
+
+ [Q(h)]
∥∥∥∥∥∥
−1X
j=2
ajen+1−j
∥∥∥∥∥∥
2
:
Once again, by using (3.12), we get
V2(n)6 (1− a21)[Q(h)] k en+1 k2 −2hQ(h)en+1; zn+1i
+ k Q(h) k a(2)[ k en+1 k2 + k zn+1 k2 ] + [Q(h)] k zn+1 k2
+ 2 k Q(h) k
−1X
j=2
jajj k en+1−j k2 : (3.14)
It is easy to prove that
V3(n) = 2 k Q(h) k
−1X
j=2
jajj(k en+1 k2 − k en+1−j k2); (3.15)
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V4(n) = h20!
(
k e2n+1 k
1X
r=1
k kr k −
nX
l=m
k el k2k kn+1−l k
)
: (3.16)
From (3.13){(3.16) it turns out that
V (n)6 k zn+1 k2
(
h20!
nX
l=m
k kn+1−l k + k Q(h) k a(2) + [Q(h)]
)
+ k en+1 k2
(
(1− a21)[Q(h)] + 3 k Q(h) k a(2) + h20!
1X
l=1
k kl k
)
:
Since mi; i = 1; : : : ; M and Mi; i = 1; : : : ; M , are the left end points of the intervals where k k(t) k
is, respectively, nonincreasing and increasing, from (ii) and (iii) there results
V (n)61 k zn+1 k2 +2 k en+1 k2
with
1 = h0!
2
4Z 1
0
k k(s) k ds+ h
MX
i=1
k k(Mi) k −h
MX
i=1
k k(mi) k
3
5+ k Q(h) k a(2) + [Q(h)];
2 = (1− a21)[Q(h)] + 3 k Q(h) k a(2)
+ h0!
2
4Z 1
0
k k(s) k ds+ h
MX
i=1
k k(Mi) k −h
MX
i=1
k k(mi) k
3
5 :
Now let us prove 260. Namely
26 (1− a21)

h0[A] + h20!0[k0]
}
+ 3a(2)

h0 k A k +h20!0 k k0 k
}
+ h0!
2
4Z 1
0
k k(t) k dt + h
MX
i=1
k k(Mi) k −h
MX
i=1
k k(mi) k
3
5
6 h201 + h02:
The hypothesis of the theorem on 1 and 2, i.e.
1< 0; 260
or
1< 0; h6− 21
assures the nonpositivity of 2.
Since 162 there results
V (n)62 k en+1 k2 =− !2(k en+1 k)
which assures the last hypothesis of Theorem 2.1 is veried and hence the uniform asymptotic
stability of (3.4). From this result and in view of Theorem 2.2, we deduce the summability of the
resolvent kernel. Finally, by applying Lemma 2.1 and taking into account that Gn is bounded, we
obtain the boundedness of the solution of the complete VDE (3.3) representing the global error of
the method.
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Table 1
a1 a(2) !0 !
 = 1 0 0 1 1
Backward Euler
 = 2 −1=3 0 1=2 1
Trapezoidal
 = 3 −7=11 2=11 5=12 12=12
Third order Gregory
Remark 3.1. Theorem 3.2 gives sucient conditions for stability of BDF methods for 63. Namely
for >4 there results 1− a21 + a(2)> 0 and hypothesis (iv) of the theorem is not fullled.
Moreover we observe that a result analogous to Theorem 3.2 can be given for general DQ methods
(1.2) and the related expression for 1; 2 can be computed. Unfortunately, in the general case, the
value of 1 is positive, therefore no stability result for general DQ method can be obtained by
following this approach.
Example. Let us consider the scalar VIDE:
y0(t) = g(t) + y(t) +
Z t
0
k(t − s)y(s) ds; 60; y(0) = y0 (3.17)
with g(t)6g and the following examples of kernel:
(a) k(t) =−(t4 + 5t + 5)e−t
(b) k(t) =−(t4 − t3 − 2t + 2)=(t6 − t2 + 1)
(c) k(t) = e−t .
In order to illustrate the application of Theorem 3.2 we consider the BDF methods for
=1; 2; 3 used in conjunction with the quadrature formulas indicated in Table 1. The related values
of a1; a(2); !0; ! are also reported.
Application of Theorem 3.2 leads to the following stability condition for the methods mentioned
in Table 1.
Observe that for problem (a) we have reported stability conditions in both the cases 2< 0 and
2> 0. The second condition h6− (2=1), of course can be easily computed also for the case (b)
and (c).
The expression 1> 0 appearing in Table 2, obviously means that condition (iv) of Theorem
3.2 is not fullled, hence no sucient stability conditions can be derived in these cases. Moreover,
we observe that kernels (a) and (b) do not fall into the class of positive-denite kernels and the
well-known results contained in [12] cannot be applied in such cases.
Kernel (c) is of course of positive denite type. Our result in this case is more restrictive than
the one we would obtain by applying Theorem 7:3 of Lubich [12] for  = 1; 2, but it seems to be
less restrictive for  = 3, in particular for  with large absolute value.
Finally, we observe that the conditions 6 − 34; 6 − 3:303; 6 − 1 assure the asymptotical
stability of the homogeneous part of Eq. (3.17), respectively, in cases (a){(c). This can be easily
obtained by applying, for example, Corollary 2:1 of Crisci et al. [3].
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Table 2
Problem  Stability condition
(a) 1 6− 34 or h6 +344
2 6− 3068 or h6 8+30691
3 1> 0
(b) 1 6− 3:303
2 6− 3:71
3 1> 0
(c) 1 6− 1
2 6− 98
3 6− 2:62
Theorem 3.2 assures stability of a small class of numerical methods for VIDEs without requiring
the positive denitiveness [12]. Nevertheless it requires the summability of the kernel, which still
is a suciently restrictive hypothesis (for example Theorem 3.2 cannot be applied to the simple
case of constant kernels). In a recent paper we established a theorem which requires the sum-
mability of the derivative of the kernel, instead of the kernel itself. It is Theorem 3:5 in [14],
where we consider the only BDF methods of order one used in conjunction with the Implicit
Euler, Euler or Trapezoidal repeated quadrature rule. The expression of the global error of such
methods is
en+1 − en = hgn+1 + hAen+1 + h21kn+1e0 + h2w
nX
l=1
kn+1−lel + h22k0en+1 + Tn+1(h); (3.18)
where 1; w; 2, respectively, are
1 = 0; w = 1; 2 = 1;
1 = 1; w = 1; 2 = 0;
1 = 12 ; w = 1; 2 =
1
2 :
Since in [14] we were not able to treat inhomogeneous VDEs we assumed that the local truncation
error is constant (Tn(h)  T (h)). In this way, by subtracting (3.18) from the successive one, we
got a homogeneous equation. Now, in view of Lemma 2.1 and Theorem 2.2, we can remove this
hypothesis and we only need of the usual hypothesis of boundedness of the local truncation error.
Therefore Theorem 3:5 of Vecchio [14] can be easily read as:
Theorem 3.3. Assume that
(i) k0 is symmetric negative denite;
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(ii) [A] +
R1
0 k k 0(t) k dt60;
(iii) [− k0A] + (1+ k A k)
R1
0 k k 0(t) k dt60;
(iv) h6
−[−k 0A]−(1+kAk)
R1
0
kk0(t)k dt
(1−2)f[k20]+kk 0k
R1
0
kk0(t)k dtg
;
then the global error of the implicit Euler methods (3:18) is bounded.
Proof. Let us rewrite (3.18) in the following form:
en+1 − en = xn+1; (3.19)
xn+1 − xn = [hA− h2(w − 2)k0]xn+1 + h2wk0en+1 (3.20)
+ h2w
nX
l=1
(kn+1−l − kn−l)el + Gn(h) (3.21)
with
Gn = h1(kn+1 − kn)e0 + Tn+1(h)− Tn(h):
It can be easily seen that such system of VDEs can be put in form (2.2) and that if k 0(t) is summable
then hypothesis (2.3) of Theorem 2.2 is satised. Then the theorem can be proved along the lines
of the proof of Theorem 3.2. Here the functional V (n; e0; : : : ; em) coincides with the one used in the
proof of Theorem 3:5 of Vecchio [14].
Remark 3.2. As already observed in [14], this result generalizes the known stability result for the
Euler method applied to the classical test equation [2,13]
y0(t) = g+ y(t) + 
Z t
0
y(s) ds; ; 60; y(0) = y0: (3.22)
Note also that only when the method is applied to (3.22) in conjunction with the Implicit Euler
repeated quadrature formula, Theorem 3.3 stability conditions which are slightly more restrictive
than the known ones.
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