Abstract. In the neuromagnetic inverse problem, one is interested in determining the current density inside the human brain from measurements of the magnetic field recorded outside the head. From a numerical point of view, the solution of this inverse problem is challenging not only in terms of non-uniqueness and time complexity but also with respect to numerical stability. An efficient and robust computational technique is presented that finds the minimum p-norm solution of the neuromagnetic inverse problem. The approach is based on carefully combining a subspace trustregion algorithm for the solution of an unconstrained nonlinear optimization problem, automatic differentiation for the truncation-error free evaluation of first-and second order derivatives, and shared-memory parallelization using the OpenMP programming paradigm. Using actual measurements obtained from a head phantom model as well as realistic data sets of middle-latency auditory evoked field data (MAEF), it is demonstrated that a valid reconstruction of neuromagnetic activity is achieved for values of p less than 2.
1. Introduction. Magnetoencephalography (MEG) is an imaging technique measuring the weak magnetic field outside the head induced by the neuronal current flow inside the human brain [21] . An array of sensors called superconducting quantum interference devices (SQUIDS) is typically used to record the brain activity in real time on a millisecond timescale. The neuromagnetic activity, picked up by SQUIDS in the far-field measured at a distance of about 3-4 times the extension of a local region of electrical activity, can be modeled using current dipoles [29] . The scientific goal, mathematically formulated as an inverse problem [34] , is to locate the underlying sources of brain activity evoked by a specific stimulus and to specify the cortical dynamics as well as the interconnections of these generators.
There is no possibility to uniquely determine the origin of the measured signals. In general, source localization procedures of neuromagnetic activity are classified into two different groups: reconstruction with focal and spatial appearance. To simulate focal activity in the brain, a few current dipoles of unknown location and moment are used to represent the electrical sources [36] . Spatial activation, in contrast, is modeled as a vector field on a predetermined grid where each vector represents a current dipole. Using the spatial approach, the forward model becomes linear. However, these distributed source models typically employ many more source locations than sensors. Thus, the resulting numerical problem is highly underdetermined.
The minimal Euclidean norm is often taken as a possible solution to the underdetermined system. The major disadvantage of this solution is that the reconstructions appear very smeared. As was observed in [39] , general p-norms produce more focal reconstructions as p approaches 1. Such different behaviors in the level of focality might be critical in recordings of cortical primary sensory areas where a parallel map-ping of peripheral inputs are given. The primary auditory cortex (PAC) of humans for example, which is located on Heschl's gyrus, exhibits a tonotopic arrangement of cortical patches in a linear fashion from the high-frequency representation in the medial portion to the low-frequency representation in the lateral portion [41] . As a result, complex tones including a mixture of low-and high-frequency pure tones elicit different aspects of the PAC which in turn leads to different patterns of minimum p-norm reconstructions with different extensions along the cortical arrangement for a given timepoint. A major drawback of the minimum p-norm solution is its high computational effort [2, 43] . To tackle the underlying optimization problem, diverse approaches have been established including iterative least squares based algorithms [16, 25, 35, 42, 27] and Newton-type techniques [6] .
The aim of the present paper is to develop an effective approach to solve the p-norm minimization problem for large-scale problems. The approach is based on a subspace trust-region method involving first-and second-order derivatives computed by automatic differentiation. As opposed to numerical differentiation by divided differencing, this approach does not involve truncation error. Moreover, we show that the approach is efficient and scales to large problem sizes. The crucial computational ingredient is the fact that, ignoring constant factors, the evaluation of firstand second-order derivatives takes no more execution time than the evaluation of the underlying objective function. Execution times are further reduced by parallelizing the computation of the objective function and its derivatives using a moderate number of processors connected via shared memory. The approach is therefore interesting in the context of the emerging class of multi-core processors, witnessing a paradigm shift to parallel processing in computer architecture that will offer major challenges over the next years to come. The new contributions with respect to computational ingredients are the following. While automatic differentiation using first-order derivatives in a Newton-type optimization algorithm is previously investigated in [6] , we consider a trust-region optimization algorithm allowing to additionally make use of exact second-order derivatives in the present work. Furthermore, our new approach additionally involves shared-memory parallelization to reduce computing time.
To demonstrate the feasibility of the new approach, we use two sets of realistic MEG data. In particular, we reconstruct the neuromagnetic P30m component which represents the first positive deflection at about 30 ms of the middle-latency auditory evoked fields (MAEF). Source analyses [20, 33] as well as intracranial studies [26] suggest that this specific MAEF component originates from the medial portion of Heschl's gyrus where the PAC is located. The transient character of the P30m as well as the precise description of the anatomy and the location of the generators which have been validated by intracranial recordings suggest to use such realistic neuromagnetic data to study the influence of the parameter p of the distributed source model on the representation of MAEFs.
A differential pattern of excitation along the tonotopic axis of the PAC was achieved by using a frequency modulated up-chirp with an increasing instantaneous frequency from 100 Hz to 10 000 Hz and its temporally reversed counterpart, the downchirp [14, 33] . Due to the specific phase characteristics the up-chirp evokes a simultaneous excitation from high to low frequencies along the PAC while the down-chirp elicits a temporally dispersed activation pattern that starts in the high-frequency region followed by low-frequency activation a few milliseconds later. Therefore the minimum norm representation of the up-chirp is expected to be extended from the low-to the high-frequency aspects whereas the down-chirp exhibits some stronger focal minimum norm representation.
Since the tonotopic axis along the PAC provides an anatomically fixed tonotopic array of cortical patches from the medial (high frequency) to the lateral (low frequency) portion we expect some elongated representation of the up-chirp that elicites all frequencies simultaneously. In contrast, the down-chirp evokes the high frequency region a few milliseconds before the low frequency region of the same tonotopic array resulting in a more focal appearance at a certain point in time. Based on neuroanatomical knowledge we explore the behaviour of the reconstructions of the different values for p.
The organization of this note is as follows. In Sect. 2, the continuous mathematical model for the description of the magnetic field is summarized. The discrete formulations of the forward as well as of the inverse problem are sketched in Sect. 3. The computational ingredients making feasible the minimum p-norm solution for largescale problems are described in Sect. 4. The approach is investigated in detail for realistic MEG data in Sect. 5.
2. Mathematical Model. The mathematical model to describe the magnetic field around the head induced by the electrical activity of the brain is based on the Biot-Savart law [24] . It states that the magnetic field B at a point r around a conductor K produced by the electrical current density J in K is given by
where the integral is over all points r ′ of the volume V ′ of K and µ 0 denotes the magnetic permeability of vacuum. Assuming that the head can be represented by a sphere K, the radial component of the magnetic field around the sphere,
is caused by the so-called primary current density
The second part into which the current density J(r ′ ) in K is commonly partitioned [21] is called volume current densities, J v (r ′ ), and does not contribute to the radial component B r (r) around the sphere [6] .
We further assume that the primary current density in K arises from the sum of s current dipoles Q 1 , Q 2 , . . . , Q s at locations r Q 1 , r Q 2 , . . . , r Q s , respectively, which is expressed by
where δ denotes the Dirac delta function. Under these assumptions, the radial component of the magnetic field around the sphere K is given by
This equation represents the connection between an ensemble of s current dipoles Q 1 , Q 2 , . . . , Q s , in a spherical volume conductor K and the radial component B r of its resulting magnetic field around K. A more detailed derivation of the continuous mathematical model is carried out in [6] .
3. Discrete Formulation of Forward and Inverse Problem. Given an ensemble of current dipoles, the forward problem consists of computing the resulting radial component of the magnetic field. To this end, let
denote the vector whose entries describe the scalar components of s current dipoles Q 1 , Q 2 , . . . , Q s at locations r Q 1 , r Q 2 , . . . , r Q s , respectively, in a spherical volume conductor K. Furthermore, let
denote the vector representing the m radial components of the magnetic field B r (r 1 ), B r (r 2 ), . . . , B r (r m ) at locations r 1 , r 2 , . . . , r m , respectively, around the sphere K. Then, the discrete form of (2.1) is given by
where L = (l ik ) 1≤i≤m, 1≤k≤3s with
is called the leadfield matrix whose dimension is m × 3s. Here, e i ∈ R 3 denotes the ith Cartesian unit vector and e P (k) with
is used to project a vector to one of its three components. The entries of the leadfield matrix, l ik , describe the effect of the P (k)th component of a dipole Q ⌈k/3⌉ to the radial component of the magnetic field, B r , at location r i . In the forward problem, (3.1) is used to compute the radial components of the magnetic field at m points around the sphere K from a given ensemble of s current dipoles in K.
Given the radial components of the magnetic field, the inverse problem consists of determining the electrical activity resulting in that magnetic field. Assume that there are m measurements of the radial components of the magnetic field around the spherical conductor K. The inverse problem then estimates the 3s scalar components of the s current dipoles in K. In general, the number of measurements is much less than the number of locations where current dipoles are assumed, i.e., m ≪ s, so that the system (3.1) is highly underdetermined. To perform a numerically stable minimization, a Tikhonov regularization [22] is employed. More precisely, our formulation of the inverse problem is based on
where
in which 1 < p < 2 and the regularization parameter λ is determined by an Lcurve analysis [22] for p = 2. There is a unique solution of the problem (3.2)-(3.3). The minimum p-norm approach is not only challenging in terms of numerical stability but also in terms of computational complexity. It consists of a large-scale unconstrained nonlinear optimization problem where the number of free parameters, 3s, is proportional to the number of current dipoles imposed in the spherical volume conductor. The objective function (3.3) with p < 2 is for example also used in robust statistics [40] for parameter estimation. In addition, the p-norm received considerable attention in geophysics [9, 37] .
Computational Ingredients.
The aim is to develop a robust software tool for the solution of the minimum p-norm problem to reconstruct the focal activity in the brain from realistic neuromagnetic data. By using a combination of carefullyselected computational ingredients-in particular for the evaluation of derivativesthe tool is capable of tackling large-scale problems on standard desktop computers. It is implemented primarily in MATLAB 1 making use of its rich set of powerful functions and its concepts from linear algebra with vectors and matrices constituting the most fundamental data structures. The objective function (3.3) as well as its firstand second-order derivatives are written in Fortran making possible a combination of automatic differentiation and parallel computing.
4.1. Subspace Trust-Region Algorithm. The unconstrained nonlinear optimization problem described by (3.2) and (3.3) is solved by a trust-region method. For the minimization of a scalar-valued objective function f (q), the concept of a trustregion method is based on the following iterative scheme. Given an iterate q (n) at the current iteration n, construct the next iterate q (n+1) by adding to q (n) a trial step s
if the potential next iterate has a lower function value, i.e., if
). Here, the trial step s (n) is determined by a so-called trust-region subproblem. In each iteration n, the trust-region subproblem generates an approximation of f with a simpler model function f that captures the behavior of f in a neighborhood around the current point q (n) . This neighborhood N (n) in which we trust that f is a reasonable model for f is called the trust region. The trial step s (n) is then computed as the minimizer of the model f over the current trust region, i.e.,
A fast convergence is expected if the trust region is relatively large. However, if the trust region is too large the function f will no longer be adequately approximated by its model f . The actual definition of a trust-region method is concerned with the choice of the model f , the strategy to update the trust region, and the accurate solution of the trust-region subproblem (4.1). The reader is referred to [12, 28] for more details on trust-region methods. The standard approach consists of choosing f to be a quadratic approximation of f . However, the computational effort of such an approach is prohibitive for largescale problems because it involves several factorizations of the Hessian matrix of f . The key idea of the algorithm used in our implementation is to restrict the trustregion subproblem to a two-dimensional subspace [5] . So, the computational effort is shifted from the solution of the trust-region subproblem to the determination of the subspace. The two-dimensional subspace is given by s 1 , s 2 , where the first basis vector s 1 = g is the gradient of f and the second basis vector is either an approximate Newton direction or a direction of negative curvature. That is, s 2 satisfies either
Since the Hessian matrix H is symmetric positive definite in the neighborhood of a strong minimizer, the conjugate gradient method [23] is applicable to compute an approximate solution to the Newton system or a direction of negative curvature. Thus, the resulting subspace trust-region method involves the Hessian of the objective function solely in the form of Hessian-vector products. The main reason for choosing this approach implemented in MATLAB's optimization toolbox is to eliminate the need to compute and store the Hessian matrix explicitly. The actual implementation of the trust-region algorithm is based on the interior-reflective Newton method. The underlying theory and convergence properties are detailed in [11, 10] .
Hessians and Gradients by Automatic Differentiation.
In the solution of an unconstrained nonlinear optimization problem, the computation of firstand second-order derivatives is crucial in terms of computational efficiency. Moreover, the accuracy in the evaluation of the derivatives may also effect the convergence behavior of the optimization algorithm. Therefore, not only the choice of the algorithm, allowing the use of Hessian-vector products rather than setting up the full Hessian matrix explicitly, is essential. It is also important in practice to evaluate the derivatives accurately and efficiently.
In contrast to numerical differentiation by divided differences, our approach relies on derivatives without truncation error to evaluate the gradient g of the objective function f and its Hessian-vector products of the form Hv where v is some given vector. Automatic differentiation (AD) refers to a set of techniques that transforms a given computer program to evaluate a function f , for instance (3.3), at some point q into new programs to evaluate g and Hv at the same q. The AD technology exploits the fact that any program consists of a sequence of elementary functions like addition or multiplication as well as intrinsic functions such as sin(·) or exp(·). The chain rule is then used to accumulate the known derivatives of these functions in a mechanical way. There are different AD techniques to generate AD programs that, in exact arithmetic, compute the same numerical results but differ dramatically in time and storage. The two fundamental AD techniques are called forward and reverse mode.
The performance of AD-generated programs is best described in terms of the performance of the original program. Let T f and S f denote the time and storage, respectively, used by the original program to evaluate f . Similarly, let T g and S g represent the time and storage of the AD-generated program to evaluate the gradient g. For the evaluation of Hv, the time and storage of the second-order AD program are denoted by T Hv and S Hv . Theoretically, our implementation for the first-and second-order derivatives of the specific function (3.3) satisfies time ratios of
and storage ratios of
That is, the time and storage needed to evaluate the gradient and the Hessian-vector products by AD are, at most, constant multiples of the time and storage to evaluate the objective function. In particular, the time ratios are independent of the number of free variables, 3s, of the optimization problem. This is crucial for the solution of large-scale problems and differs from numerical differentiation that needs at least execution time scaling with the number of free variables, i.e., the ratios are given by T g /T f = Ω(3s) and T Hv /T f = Ω(3s). Table 4 .1 illustrates the ratios (4.3) for the objective function (3.3) in practice, showing an almost constant behavior of the timing ratios when increasing the number of free variables. Surprisingly, the execution time to evaluate a Hessian-vector product is less than the time to evaluate the gradient. From inspection of the actual ADgenerated code, it turns out that this unexpected behavior is caused by the data dependence analysis carried out by the AD software. The code for Hv is generated by first applying the scalar reverse mode to the code computing f , resulting in a gradient code evaluating g. In a second step, the scalar forward mode is applied to the gradient code. In an AD approach based on source-to-source transformation, it is possible to collect information about the way variables are used in a program. This data dependence analysis can then be used to optimize the code to be generated. In the second step of generating the code for Hv, the data dependence analysis detected whole parts of the gradient code to be irrelevant for computing Hv and removed those parts, leading to an extremely efficient code for computing Hessian-vector products. Finally, we stress that, when using AD, (4.3) holds for general scalar-valued functions-not just for (3.3)-whereas (4.4) is only valid for our specific implementation where we exploit the fact that the computation of the vector norm in (3.3) does not depend on the order of summing up the vector entries. Another advantage of AD is that it evaluates the derivatives of a function at exactly the point of interest. For instance, consider the function (3.3) which is non-differentiable for p = 1 at the point q = 0, potentially causing numerical instabilities using numerical differentiation. In AD, however, the derivatives remain numerically stable for p = 1 as long as the derivatives are evaluated at q = 0. More details on and applications of AD are reported in the books [18, 31] and the conference proceedings [19, 4, 13, 7] . The AD software TAF [17, 15] is used to transform the Fortran program implementing f into the derivative programs for computing g and Hv. A list of AD software for Fortran and other programming languages is available at www.autodiff.org.
Shared-Memory Parallelization.
We consider an approach to further reduce execution times by parallelizing the computation of the function, the gradient, and the Hessian-vector products. However, we do not parallelize the subspace trustregion algorithm. That is, from within a serial MATLAB program, three parallel codes to compute f , g and Hv are repeatedly executed via MEX interfaces. MEXfiles are dynamically linked subroutines produced from, say, Fortran source code that, when compiled, can be run directly from within MATLAB as if they were MATLAB built-in functions.
Since there are serial code segments in the trust-region algorithm that alternate with parallel code segments for evaluating f , g and Hv, a parallelization strategy using shared memory is attractive. OpenMP [30, 8] is currently the most widelyused programming paradigm for shared-memory parallelization. The class of sharedmemory processors offers the programmer a single address space that all processors share. That is, multiple processors communicate with each other via shared variables in memory, with all processors capable of reading from and writing to these variables. Parallelism is specified as compiler directives in only the three subroutines computing f , g and Hv. This parallel programming paradigm is also well suited for the emerging class of quad-and multi-core processors that combine four or more independent processors onto a single silicon chip or integrated circuit. Table 4 .2 shows the execution times of the AD-generated code for the computation of function, gradient, and Hessian-vector products using up to five independent threads. The execution times for first-and second-order derivatives relative to the time for the function are also given in the last two columns of the table. Four different numbers of free variables, 3s, are considered. The table demonstrates a decrease in execution time when increasing the number of threads for all number of free variables and for the three different computations f , g, and Hv. Compared to the computation of the function, the computation of the first-and second-order derivatives exhibit a better scaling behavior when increasing the number of threads. Therefore, the ratios in the last two columns decrease when increasing the number of threads for a fixed number of free variables. Figure 4 .1 concentrates on a subset of the data given in Table 4 .2. It shows the speedup of the computation of the Hessian-vector product for all four numbers of free variables. Here, the speedup for t threads is defined as the ratio of the execution time of the parallel code running with a single thread and the execution time of the same code using t threads. The speedup using up to five threads shows a moderate, yet satisfactory scaling for all numbers of free variables. This scaling behavior of function and derivative computation is consistent with expectation. AD augments a given code with additional statements for the computation of derivatives, closely matching the statements given in the original code Table 4 using the chain rule. With respect to parallelism, the granularity of an AD-generated code is therefore increased compared to the corresponding original code. In a careful OpenMP parallelization, the derivative computations can therefore potentially scale better than the computations carried out in the original function. There is, however, hardly any publication studying this behavior in more detail. In [32] , a similar behavior is reported for a computational fluid dynamics code and its first-order derivative code using message passing on a distributed-memory computer rather than using shared memory.
Sharing Variables via Nested Functions.
The interplay of the optimization algorithm, the objective function, and its derivatives play a key role in the approach. A sketch of the underlying software design interfacing these components for the solution of the optimization problem represented by (3.2) and (3. Here, given an initial guess q (0) , the trust-region algorithm is called parameterized with pointers to the two functions MyFunGrad and MyHessVecProd. The objective function f and its gradient g are evaluated at a current iterate q using the function MyFunGrad whose parameter list is prescribed by the software implementing the trustregion algorithm. The third output argument of MyFunGrad is necessary to pass the current iterate q to the function MyHessVecProd evaluating the Hessian-vector product Hv for some given vector v at the same point q where the function and its gradient are evaluated.
From inspection of the objective function (3.3), one observes that, aside from q, additional parameters need to be passed to MyFunGrad and MyHessVecProd. More precisely, the leadfield matrix L, the magnetic field b, the value indicating the norm p, and the regularization parameter λ have to be passed. A convenient way to provide these additional parameters is the use of nested functions. In MATLAB, it is possible to define functions within another function. These inner functions are said to be "nested" in the outer function. The scope of a local variable is normally restricted to the function where this variable is defined. That is, this variable is not accessible from outside of that function. A nested function, however, does share variables with all functions in which it is nested. In particular, a variable that has a value in an outer function can be read within a nested function. The code fragment above illustrates the use of nested functions. The key observation is that the two nested functions MyFunGrad and MyHessVecProd have access to the parameters L, b, p, and λ although they are passed neither as input arguments nor by global variables. Moreover, it would be possible to avoid the recomputation of the objective function f and its gradient g in the function implementing the Hessian-vector product. The reason is that MyFunGrad and MyHessVecProd share the same workspace and, so, the output arguments of MyFunGrad can be read from within MyHessVecProd.
5. Analysis of Realistic MEG Data. The goal of this work is to develop a software tool that can be used in neurology services to reconstruct the sources underlying the MEG data. Therefore, we carefully designed two sets of realistic data where we have a strong indication for the reconstructions. We discuss our reconstructions against the background of the results reported in other studies.
Recordings of Two Data Sets.
In the numerical experiments, we use recordings of human auditory evoked fields, MAEF, as a first set of data. A second data set consists of recordings obtained from a head phantom for validation of the physiological results.
We applied an optimal up-chirp stimulus with an increasing instantaneous frequency from 100 Hz to 10 000 Hz and its temporally reversed counterpart, the downchirp. The up-chirp was especially designed to compensate for phase delays between channels in the auditory pathway [14, 33] that occur due to the complex basilar membrane mechanics in the cochlea elicited by transient broadband signals like a click. On the basilar membrane the peak of the response evoked by a click occurs several milliseconds later in low-frequency channels than it does in high-frequency channels. This temporal delay of activation between channels is maintained throughout the stages of the auditory pathway up to the PAC. The optimal up-chirp compensates this spatialtemporal dispersion and thus excites simultaneously the different frequency regions along the tonotopic axis on Heschl's gyrus.
In contrast, the down-chirp, which is a temporally reversed up-chirp with the same duration and long-term power-spectrum as the up-chirp, elicits the greatest possible spread of activation of several milliseconds along the tonotopic axis beginning from high-frequency aspects towards the low-frequency region of the PAC. Thus, the peak of the P30m deflection evoked by the down-chirp exhibits some stronger focal minimum norm representation at a given timepoint around 30 ms.
Stimuli were generated digitally with a sampling frequency of 44.1 kHz and presented diotocally using a Soundblaster AWE-64 soundcard at a level of 40 dB Hearing Level via Etymotic Research drivers (ER-3). The inter-stimulus interval was set to 350 ms including randomized jitter of 50 ms.
The gradient of the magnetic fields were acquired with a Neuromag-122 whole head MEG system [1] inside a magnetically shielded room (IMEDCO, Switzerland) from a normal hearing subject who sat in an up-right position and was watching a silent movie of his own choice. Prior to averaging, single sweeps with a peak level of 1 000 fT/cm or with a gradient of 800 fT/cm per sample were rejected. For both stimuli (up-and down-chirp) about 1 200 single sweeps were averaged and used for reconstruction.
For the second data set, we applied a head phantom to validate the findings of the MAEF data described above. This phantom device (Neuromag, Finland) contains artificial dipoles to check system performance and calibration. The line elements of the phantom dipoles are arranged in an exact spherical geometry and the current elements are 7 mm long. The radius of the curvature is 89 mm. The minimum norm reconstructions shown in Fig. 5.3 are based on the evoked response of a sine wave cycle with about 200 averages. In the head coordinate system, the single dipole was located at the position (x, y, z) T = (56.3, 0, 32.5) T mm relative to the origin of the exact spherical arrangement which results in an effective distance of 65 mm relative to the center of the sphere. In contrast to the orientation of the primary auditory cortex on Heschl's gyrus which exhibits an extension from medial posterior to lateral anterior, the current element of the head phantom was arranged perpendicular to the x-y plane. Thus, the minimum norm solution is expected to show some elongated vertical reconstruction.
Numerical Experiments.
For the reconstructions of both data sets, a sphere on which the electrical activity of the brain is assumed was fitted to 7 points located on the head surface of the subject (nasion, praeauricular points, and four coil positions). In case of the physiological data set, the sphere representing the cortical surface was determined by reducing the radius by 2 cm and discretized using s = 16 020 current dipoles. For head phantom data the exact radius of 65 mm was used.
The influence of the number of dipoles on the model was investigated by reducing the grid size which did not change spatial relationships of the reconstructions.
The leadfield matrix is computed following [34] by software written by Paul Lewis and John Fowler, Los Alamos National Laboratory. The minimum p-norm solution for the physiological up-and down-chirp as well as for the head phantom was calculated for p = 2.0, 1.5 and 1.3. The regularization parameter λ was determined using an Lcurve analysis [22] for p = 2. In our experiments, this choice was appropriate since the influence of λ on the reconstructions was found to be quite weak. A perturbation of λ by 10% did not change the first significant digit of the magnitude of the reconstructions at more than 99% of the points for p = 1.3 and p = 1.5.
We consider the MAEF data set first. The reconstructions for the up-and downchirp were performed for the time samples at the peak response of the root-meansquare (RMS) of the MAEF. The arrows in Fig. 5 .1 illustrate these time samples of 48 ms and 41 ms for the up-and down-chirp, respectively. The delay of the P30m peak in the up-chirp condition is due to the phase choices of the stimulus. These phase relationships result in a synchronized activation along the basilar membrane in the cochlea and thus exhibits a larger neuromagnetic response compared to the down-chirp which in contrast elicits a strong dispersion of activity over time. This desynchronization of the down-chirp is also reflected in the broader width of the P30m. The convergence behavior of the trust-region method for the reconstructions of the up-and down-chirp is given in Table 5 .1. This table shows the number of iterations of the trust-region (TR) algorithm for p = 2.0, 1.5 and 1.3 needed for convergence using an initial guess q (0) = 10 −4 · (1, 1, . . . , 1) T and a tolerance of 10 −8 on the value of the objective function f (q) and on q. It also shows the number of iterations needed by the conjugate gradient (CG) method using a convergence tolerance of 0.1 in each iteration of the trust-region method. The number of CG iterations given in the table is the sum over all iterations of the trust-region method. These iteration numbers show that the problem is getting increasingly harder to solve when p is decreased.
The reconstructions of current dipoles resulting from our approach are depicted in Fig. 5 .2. The figure shows the intensity of the magnitudes of the current dipoles for the up-and down-chirp while varying norms from p = 2.0 to p = 1.3. In this figure, the nasion is located on the positive y-axis as schematically indicated and the right preauricular point is located on the positive x-axis (perpendicular to the plot). The plotted sphere represents the solution on the right side of the spherical model of the brain. For both stimuli, the reduction of the p-norm results in a more focal representation of the neuromagnetic activity. However, note the extended reconstruction of all up-chirp inverse solutions in contrast to the focal estimates elicited by the down-chirp that is found even for p = 1.3.
A similar behavior was observed for the reconstructions of the current dipoles based on the head phantom data which is shown in Fig. 5.3 . Here, the plotted sphere depicts the solution of the left side of the phantom model. As for the realistic chirp data, smaller p-norm results in a more focal representation. Due to the vertical orientation of the current element inside the head phantom, the reconstruction results in an elongated solution that is approximately perpendicular to the realistic up-chirp data. In order to assess the quality of the reconstructions of our approach for 1 < p < 2, the figure also contains the reconstruction for p = 1 using a different approach based on linear programming [3] . The reconstruction using p = 1 is extremely focal which does not reflect the physical properties of the current element in the head phantom. Inverse estimates based on different minimum p-norm solutions for the peak of the sinusoidal test signal applied using a spherical head phantom with a dipole of 7 mm length in a vertical arrangement. For p = 2.0, 1.5 and 1.3, the number of dipoles is s = 16 020 while for p = 1.0 this value is s = 3 120.
Validation and Discussion.
The computation of several minimum pnorm solutions with 1.3 ≤ p < 2 resulted in stable models with a maximum of the activation located above the temporal lobe. This mirrors the results of minimum norm reconstructions as given by commercial software (BESA, MEGIS Software GmbH, Gräfelfing, Germany) for the special case of p = 2. Furthermore, our reconstructions coincide with the solution based on the pseudoinverse for p = 2.
The broad distribution of activity as revealed by large p-values however, does probably not reflect a valid solution since the P30m component represents the initial activity of the primary auditory cortex and thus does probably not involve many contributions from different cortical areas. Interestingly, the calculation based on p = 1.3 does not result in a disappearance of the ellipsoidal representation given for the reconstructions of the activity evoked by the up-chirp. This observation is in line with the anatomical and electrophysiological knowledge of the primary auditory cortex which exhibits a tonotopic axis (high frequency to low frequency) from the medial to the anterior-lateral aspect on Heschl's gyrus [26, 41] .
Our reconstructions for the up-and down-chirp reflect the findings of [6, 39, 2] , showing that for decreasing p focality is enhanced. The phantom reconstructions show that a minimum 1-norm solution of an elongated source suggests an underlying focal activation. This seems to be a valid approach for compact source areas typically activated in the somatosensory cortex [38] . However, both, the analysis of the head phantom data as well as the realistic recordings of up-and down-chirps provide evi-dence that 1.3 < p < 2 results in a more valid reconstruction. While the chirp data allows just a rough qualitative inspection the phantom data supports the assumption that some p ≈ 1.3 seems to be the appropriate choice. On one hand it maintains the elongated representation due to the 7 mm current element; on the other hand the amount of ghost sources is reduced to a large extent.
6. Concluding Remarks. For the solution of the neuromagnetic inverse problem, we consider a novel computational scheme based on reconstructions with spatial appearance using the minimum p-norm approach. The overall idea is to carefully select computational ingredients to enable the solution of large-scale problems. To this end, we combine a subspace trust-region method, automatic differentiation, and parallel computing. More precisely, the trust-region method for the solution of the unconstrained nonlinear optimization problem involves the evaluation of the gradient of the objective function and Hessian-vector products. By avoiding the need to set up the Hessian matrix explicitly, it is possible to efficiently evaluate first-and second-order derivatives without truncation error. In particular, neglecting a constant factor, these derivative evaluations that dominate the overall execution time do not need more floating-point operations than the evaluation of the objective function. Together with a shared-memory parallelization, this property makes feasible the solution of large-scale reconstructions on the emerging class of multi-core processors.
The software tool implementing the minimum p-norm approach is shown to be useful for reconstructions of realistic MEG data. We investigate in detail the reconstructions for an up-and down-chirp and demonstrate that they both capture the behavior of the electrical activity of the brain. The reconstruction for a down-chirp agrees with known results indicating that its electrical activity exhibits spatial focality due to temporal dispersion, i.e., the high frequency is excited earlier compared to the low frequency aspect of Heschl's gyrus. On the other hand, the effect of increasing spatial focality when decreasing p should not carry over to the reconstruction of an up-chirp whose electrical activity is known to extend to larger regions due to the simultaneous excitation of all frequency regions. This behaviour is reflected in an elongated appearance for the p-norm reconstruction. This assumptions is supported by the additional analysis of the physical head phantom where the extension of the current element is reflected in the reconstruction results.
The efficient and robust software tool presented in this note enables to study the influences of model parameters like grid size, norm, and noise term systematically. However, since the speed of convergence is decreased when decreasing the value of the norm p, the resulting computing time for p ≈ 1.3 is still large. So, in addition to novel algorithmic components, the extension from a moderate parallelism as utilized in the present study to a significant larger number of processors still remains a challenge for the next years to come. work of Martin Bücker.
