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Introduction {#sec001}
============

Neuronal networks perform flexible computations on a wide range of time scales. While individual neurons operate on the millisecond time scale, behaviour time scales typically span from a few milliseconds to hundreds of milliseconds and longer. Building functional models that bridge this time gap is of increasing interest \[[@pcbi.1007606.ref001]\], especially now that the activity of many neurons can be recorded simultaneously \[[@pcbi.1007606.ref002], [@pcbi.1007606.ref003]\]. Many tasks and behaviours in neuroscience consist of learning and producing flexible spatiotemporal sequences, e.g. a 2-dimensional pattern with time on the x-axis and any other observable on the y-axis which we denote here in general terms as the "spatial information". For example, songbirds produce their songs through a specialized circuit: neurons in the HVC nucleus burst sparsely at very precise times to drive the robust nucleus of the arcopallium which in its turn drives motor neurons \[[@pcbi.1007606.ref004], [@pcbi.1007606.ref005]\]. For different motor tasks, sequential neuronal activity is recorded in various brain regions \[[@pcbi.1007606.ref006]--[@pcbi.1007606.ref010]\], and while the different tasks involve different sets of muscles, the underlying computation on a more fundamental level might be similar \[[@pcbi.1007606.ref011]\].

Theoretical and computational studies have shown that synaptic weights of recurrent networks can be set appropriately so that dynamics on a wide range of time scales is produced \[[@pcbi.1007606.ref012]--[@pcbi.1007606.ref014]\]. In general, these synaptic weights are engineered to generate a range of interesting dynamics. In slow-switching dynamics, for instance, the wide range of time scales is produced by having stochastic transitions between clusters of neurons \[[@pcbi.1007606.ref015]\]. Another example is sequential dynamics, where longer time scales are obtained by clusters of neurons that activate each other in a sequence. This sequential dynamics can emerge by a specific connectivity in the excitatory neurons \[[@pcbi.1007606.ref016], [@pcbi.1007606.ref017]\] or in the inhibitory neurons \[[@pcbi.1007606.ref018], [@pcbi.1007606.ref019]\]. However, it is unclear how the brain learns these dynamics, as most of the current approaches use non biologically plausible ways to set or "train" the synaptic weights. For example, FORCE training \[[@pcbi.1007606.ref020]--[@pcbi.1007606.ref022]\] or backpropagation through time \[[@pcbi.1007606.ref023]\] use non-local information either in space or in time to update weights. Such information is not available to the synaptic connection, which only has access to the presynaptic and postsynaptic variables at the current time.

Here, we propose to learn a spatiotemporal task over biologically relevant time scales using a spiking recurrent network driving a read-out layer where the neurons and synaptic plasticity rules are biologically plausible. Specifically, all synapses are plastic under typical spike-timing dependent Hebbian learning rules \[[@pcbi.1007606.ref012], [@pcbi.1007606.ref024]\]. Our model architecture decomposes the problem into two parts. First, we train a recurrent network to generate a sequential activity which serves as a temporal backbone so that it operates as a 'neuronal clock' driving the downstream learning. The sequential activity is generated by clusters of neurons activated one after the other: as clusters are highly recurrently connected, each cluster undergoes reverberating activity that lasts longer than neural time scale so that the sequential cluster activation is long enough to be behaviourally relevant. This construction allows us to bridge the neural and the behavioural time scales. Second, we use Hebbian learning to encode the target spatiotemporal dynamics in the read-out neurons. In this way, the recurrent network encodes time and the read-out neurons encode 'space'. As discussed above, we use the term 'space' to denote a temporally-dependent observable, be it spatial position, or phase, or a time-dependent frequency, or a more abstract state-space. Similar to the liquid state-machine, where the activity in a recurrent network is linearly read-out by a set of neurons, we can learn different dynamics in parallel in different read-out populations \[[@pcbi.1007606.ref025]\]. We also show that learning in the recurrent network is stable during spontaneous activity and that the model is robust to synaptic failure.

Results {#sec002}
=======

Model architecture {#sec003}
------------------

The model consists of two separate modules: a recurrent network and a read-out layer ([Fig 1A](#pcbi.1007606.g001){ref-type="fig"}). Learning happens in two stages. In the first stage, we learn the weights of the recurrent network so that the network exhibits a sequential dynamics. The ensuing recurrent neuronal network (RNN) effectively serves as a temporal backbone driving the learning of the downstream read-out layer. In the second stage, a target sequence is learned in the read-out layer.

![Model architecture.\
(A) The recurrent network consists of both inhibitory (in blue) and excitatory (in red) neurons. The connectivity is sparse in the recurrent network. The temporal backbone is established in the recurrent network after a learning phase. Inset: zoom of recurrent network showing the macroscopic recurrent structure after learning, here for 7 clusters. The excitatory neurons in the recurrent network project all-to-all to the read-out neurons. The read-out neurons are not interconnected. (B) All excitatory to excitatory connections are plastic under the voltage-based STDP rule (see [Methods](#sec013){ref-type="sec"} for details). The red lines are spikes of neuron *j* (top) and neuron *i* (bottom). When neurons *j* and *i* are very active together, they form bidirectional connections strengthening both *W*~*ij*~ and *W*~*ji*~. Connections *W*~*ij*~ are unidirectionally strengthened when neuron *j* fires before neuron *i*. (C) The incoming excitatory weights are *L*1 normalized in the recurrent network, i.e. the sum of all incoming excitatory weights is kept constant. (D) Potentiation of the plastic read-out synapses is linearly dependent on the weight. This gives weights a soft upper bound.](pcbi.1007606.g001){#pcbi.1007606.g001}

### Architecture {#sec004}

The recurrent network is organized in *C* clusters of excitatory neurons and a central cluster of inhibitory neurons. All excitatory neurons follow adaptive exponential integrate-and-fire dynamics \[[@pcbi.1007606.ref026]\] while all inhibitory neurons follow a leaky integrate-and-fire dynamics. The inhibitory neurons in the RNN prevent pathological dynamics. The aim of this module is to discretize time into *C* sequential intervals, associated with each of the *C* clusters. This is achieved by learning the weights of the recurrent network. The neurons in the excitatory clusters then drive read-out neurons through all-to-all feedforward connections. The read-out neurons are not interconnected. The target sequence is learned via the weights between the driver RNN and the read-out neurons.

### Plasticity {#sec005}

In previous models, the learning schemes are typically not biologically plausible because the plasticity depends on non-local information. Here, however, we use the voltage-based STDP plasticity rule in all the connections between excitatory neurons ([Fig 1B](#pcbi.1007606.g001){ref-type="fig"}). This is paired with weight normalization in the recurrent network ([Fig 1C](#pcbi.1007606.g001){ref-type="fig"}) and weight dependent potentiation in the read-out synapses ([Fig 1D](#pcbi.1007606.g001){ref-type="fig"}). Inhibitory plasticity \[[@pcbi.1007606.ref027]\] finds good parameters aiding the sequential dynamics ([S5 Fig](#pcbi.1007606.s005){ref-type="supplementary-material"}).

### Learning scheme {#sec006}

During the first stage of learning, all neurons in each cluster receive the same input in a sequential manner. As a result of this learning stage, the recurrent spiking network displays a sequential dynamics of the *C* clusters of excitatory neurons. Neurons within each cluster spike over a time interval (while all neurons from other clusters are silent), with the activity switching clusters at points *t* = \[*t*~0~, *t*~1~, ..., *t*~*C*~\] so that cluster *i* is active during time interval \[*t*~*i*−1~, *t*~*i*~\]. Thus, time is effectively discretized in the RNN.

During the second stage of learning, the read-out neurons receive input from a set of excitatory supervisor neurons. The discretization of time enables Hebbian plasticity to form strong connections from the neurons in the relevant time bin to the read-out neurons. For instance, if we want to learn a signal which is 'on' during \[*t*~*i*−1~, *t*~*i*~\] and 'off' otherwise, a supervisor neuron can activate the read-out neuron during that time interval so that connections from cluster *i* to the read-out neuron are potentiated through activity (who fires together, wires together). This means that, after learning, the read-out neuron will be activated when cluster *i* is activated. In general, the read-out layer learns a multivariate signal of time, i.e., the neurons in the read-out layer encode the *D* different dimensions of the target signal: *t* → *ϕ*(*t*) = \[*ϕ*~1~(*t*), *ϕ*~2~(*t*), ..., *ϕ*~*D*~(*t*)\].

A recurrent network that encodes discrete time {#sec007}
----------------------------------------------

We give here further details of the first learning stage, where a recurrent network is trained to produce a sequential dynamics. To this end, we initialize the weight matrix so that each synaptic weight between two neurons is non-zero with probability *p*. The weights that are zero remain zero at all times, i.e. the topology is fixed. We set the initial values of the non-zero weights in the recurrent network such that the dynamics is irregular and asynchronous (i.e., a balanced network, see [Methods](#sec013){ref-type="sec"} for details).

We stimulate the *C* clusters with an external input in a sequential manner ([Fig 2A](#pcbi.1007606.g002){ref-type="fig"}): neurons in cluster *i* each receive external Poisson spike trains (rate of 18 k*Hz* for 10 m*s*, assuming a large input population). After this, there is a time gap where no clusters receive input (5 m*s*). This is followed by a stimulation of cluster *i* + 1. This continues until the last cluster is reached and then it links back to the first cluster (i.e. a circular boundary condition). During the stimulation, neurons in the same cluster fire spikes together strengthening the intra-cluster connections bidirectionally through the voltage-based STDP rule \[[@pcbi.1007606.ref024], [@pcbi.1007606.ref028]\]. Additionally, there is a pre/post pairing between adjacent clusters. Neurons in cluster *i* + 1 fire after neurons in cluster *i*. The weights from cluster *i* to cluster *i* + 1 strengthen unidirectionally ([Fig 2B](#pcbi.1007606.g002){ref-type="fig"}). If the time gap between sequential stimulations is increased during the training phase, so that the gap becomes too long with respect to the STDP time window, then there is no pre/post pairing between clusters and the ensuing dynamics loses its sequential nature and becomes a slow-switching dynamics \[[@pcbi.1007606.ref012], [@pcbi.1007606.ref015]\] ([S1 Fig](#pcbi.1007606.s001){ref-type="supplementary-material"}). In slow-switching dynamics, clusters of neurons are active over long time scales, but both the length of activation and the switching between clusters is random. This is because the outgoing connections from cluster *i* to all other clusters are the same in a slow-switching network. To summarize, a connectivity structure emerges through biophysically plausible potentiation by sequentially stimulating the clusters of excitatory neurons in the recurrent network. When the gap between activation intervals is sufficiently small compared to the STDP window, the connectivity structure is such that intra-cluster weights and the weights from successive clusters *i* → *i* + 1 are strong.

![Learning a sequential dynamics stably under plasticity.\
(A) The excitatory neurons receive sequential clustered inputs. Excitatory neurons are grouped in 30 disjoint clusters of 80 neurons each. (7 clusters shown in the cartoon for simplicity) (B) The weight matrix after training (only the first five clusters shown) exhibits the learned connectivity structure, e.g., neurons within cluster 1 are highly interconnected and also project to neurons in cluster 2, same for cluster 2 to cluster 3, etc. The spectrum of the full weight matrix after training shows most eigenvalues in a circle in the complex plane (as in a random graph) with two other eigenvalues signifying the balancing of the network, and a series of dominant eigenvalues in pairs that encode the feedforward embedding. (C) Raster plot of the total network consisting of 2400 excitatory (in red) and 600 inhibitory (in blue) neurons. After learning, the spontaneous dynamics exhibits a stable periodic trajectory 'going around the clock'. The excitatory clusters discretize time (see zoom) and the network has an overall period of about 450 m*s*.](pcbi.1007606.g002){#pcbi.1007606.g002}

After the synaptic weights have converged, the external sequential input is shut-down and spontaneous dynamics is simulated so that external excitatory Poisson spike trains without spatial or temporal structure drive the RNN. Under such random drive, the sequence of clusters reactivates spontaneously and ensures that both the intra-cluster and the connections from cluster *i* to cluster *i* + 1 remain strong. In general, the interaction between plasticity, connectivity and spontaneous dynamics can degrade the learned connectivity and lead to unstable dynamics \[[@pcbi.1007606.ref029]\]. To test the stability of the learned connectivity, we track the changes in the off-diagonal weights (i.e. the connections from cluster *i* to cluster *i* + 1). After the external sequential input is shut-down, we copy the weight matrix and freeze the weights of this copy. We run the dynamics of the recurrent network using the copied frozen weights and apply plastic changes to the original weight matrix. This means that we effectively decouple the plasticity from the dynamics. Indeed, when the dynamics is sequential, the off-diagonal structure is reinforced. When the off-diagonal structure is removed from the frozen copied weight matrix, the dynamics is not sequential anymore. In this case, the off-diagonal structure degrades. We conclude that the connectivity pattern is therefore stable under spontaneous dynamics ([S2 Fig](#pcbi.1007606.s002){ref-type="supplementary-material"}).

We next studied how the spectrum of the recurrent weight matrix is linked to the sequential dynamics. In linear systems, the eigenvalues of the connectivity matrix determine the dynamics of the system. In a nonlinear spiking model, the relationship between connectivity and dynamics is less clear. The connectivity after learning can be seen as a low-dimensional perturbation of a random matrix. Such low-dimensional perturbations create outliers in the spectrum \[[@pcbi.1007606.ref030]\] and change the dynamics \[[@pcbi.1007606.ref031]\]. Here, we have carried out a similar spectral analysis to that presented in \[[@pcbi.1007606.ref015]\] (see [Fig 7](#pcbi.1007606.g007){ref-type="fig"} in the [Methods](#sec013){ref-type="sec"} and [S2 Fig](#pcbi.1007606.s002){ref-type="supplementary-material"} in the Supplementary material). The weight matrix has most of its eigenvalues in a circle in the complex plane ([Fig 2B](#pcbi.1007606.g002){ref-type="fig"}) with eigenvalues associated both with the balanced nature of the network, but, importantly, also with the sequential structure ([Fig 2B](#pcbi.1007606.g002){ref-type="fig"}). As the temporal backbone develops through learning (as seen in [S2 Fig](#pcbi.1007606.s002){ref-type="supplementary-material"}), it establishes a spectral structure in which the pairs of leading eigenvalues with large real parts have almost constant imaginary parts.

A simplified analysis of a reduced weight matrix (where nodes are associated with groups of neurons) shows that the imaginary parts of the dominant eigenvalues depend linearly on the strength of the weights from cluster *i* to cluster *i* + 1 (see [Methods](#sec013){ref-type="sec"}, [Fig 7](#pcbi.1007606.g007){ref-type="fig"}). Hence for this simplified linearised rate model, this results in an oscillatory dynamics where the imaginary part determines the frequency by which the pattern of activation returns due to the periodic excitation pattern. As shown in \[[@pcbi.1007606.ref015]\], these properties of the linear system carry over to the nonlinear spiking model, i.e., the imaginary parts of the eigenvalues with large real parts determine the time scales of the sequential activity ([S2 Fig](#pcbi.1007606.s002){ref-type="supplementary-material"}).

Under spontaneous activity, each cluster is active for about 15 ms, due to the recurrent connectivity within the cluster. A large adaptation current counteracts the recurrent reverberating activity to turn off the activity reliably. Therefore, as each cluster is spontaneously active in a sequence, the sequence length reaches behavioural time scales ([Fig 2C](#pcbi.1007606.g002){ref-type="fig"}). In summary, the network exhibits sequential dynamics, serving as a temporal backbone where time is discretized over behavioural time scales.

Learning a non-Markovian sequence {#sec008}
---------------------------------

After the sequential temporal backbone is learnt via the RNN, we can then learn a spatiotemporal sequence via the read-out neurons. To achieve this, during the second stage of training, the read-out neurons receive additional input from supervisor neurons and from interneurons ([Fig 3A](#pcbi.1007606.g003){ref-type="fig"}). The supervisor neurons receive an external Poisson input with rate modulated by the target sequence to be learned ([Fig 3B](#pcbi.1007606.g003){ref-type="fig"}).

![Learning a non-Markovian sequence via the read-out neurons.\
(A) Excitatory neurons in the recurrent network are all-to-all connected to the read-out neurons. The read-out neurons receive additional excitatory input from the supervisor neurons and inhibitory input from interneurons. The supervisor neurons receive spike trains that are drawn from a Poisson process with a rate determined by the target sequence. The read-out synapses are plastic under the voltage-based STDP rule. (B) The rate of the input signal to the supervisor neurons *A*, *B* and *C*. The supervisor sequence is *ABCBA* where each letter represents a 75 m*s* external stimulation of 10 k*Hz* of the respective supervisor neuron. (C) After learning, the supervisor input and plasticity are turned off. The read-out neurons are now solely driven by the recurrent network. (D) The read-out weight matrix *W*^*RE*^ after 12 seconds of learning. (E) Under spontaneous activity, the spikes of recurrent network (top) and read-out (bottom) neurons. Excitatory neurons in the recurrent network reliably drive sequence replays. (F) The target rate (top) and the rate of the read-out neurons (bottom) computed using a one sequence replay and normalized to \[0, 1\]. The spikes of the read-out neurons are convolved with a Gaussian kernel with a width of ∼ 12 m*s*.](pcbi.1007606.g003){#pcbi.1007606.g003}

As a first example, consider a target sequence composed of states *A*, *B*, *C* activated in the following deterministic order: *ABCBA*. This is a non-Markovian state sequence because the transition from state *B* to the next state (*A* or *C*) requires knowledge about the previous state \[[@pcbi.1007606.ref032]\], a non trivial task that requires information to be stored about previous network states, potentially over long time periods. Previous studies have proposed various solutions for this task \[[@pcbi.1007606.ref032], [@pcbi.1007606.ref033]\]. However, separating the problem of sequence learning in two stages solves this in a natural way.

The recurrent network trained in the first stage ([Fig 2](#pcbi.1007606.g002){ref-type="fig"}) is used to encode time. The underlying assumption is that a starting signal activates both the first cluster of the recurrent network and the external input to the supervisor neurons, which activate the read-out neurons.

After the training period, the interneurons and supervisor neurons stop firing ([Fig 3C](#pcbi.1007606.g003){ref-type="fig"}) and the target sequence is stored in the read-out weight matrix ([Fig 3D](#pcbi.1007606.g003){ref-type="fig"}). During spontaneous activity, clusters in the RNN reactivate in a sequential manner driving the learned sequence in the read-out neurons. Hence the spike sequence of the read-out neurons is a noisy version of the target signal ([Fig 3E](#pcbi.1007606.g003){ref-type="fig"}). Learning the same target signal several times results in slightly different read-out spike sequences each time ([S3 Fig](#pcbi.1007606.s003){ref-type="supplementary-material"}). The firing rates of neurons in the read-out corresponds to the target sequence ([Fig 3F](#pcbi.1007606.g003){ref-type="fig"}). In summary, our results show that the model is able to learn simple but non-trivial spatiotemporal signals that are non-Markovian.

Learning sequences in parallel {#sec009}
------------------------------

We next wondered how multiple spatiotemporal signals can be learned. We hypothesized that, once the temporal backbone is established, multiple spatiotemporal sequences can easily be learned in parallel. As an example, we learn two sequences: *ABCBA* and *DEDED*. Here, *D* and *E* denote two additional read-out neurons ([Fig 4A](#pcbi.1007606.g004){ref-type="fig"}). We assume that the model observes each sequence alternately for 2 seconds at a time ([Fig 4B](#pcbi.1007606.g004){ref-type="fig"}), although in principle it could also been shown simultaneously. After learning, the target sequences are encoded in the read-out weight matrix ([Fig 4C](#pcbi.1007606.g004){ref-type="fig"}). In a regime of spontaneous dynamics the learned sequences can be replayed ([Fig 4D](#pcbi.1007606.g004){ref-type="fig"}). An external inhibitory current to the read-out neurons can control which sequence is replayed. We conclude that multiple sequences can be learned in parallel. Each separate sequence requires a separate set of read-out neurons. As such, the number of read-out neurons required increases linearly with the number of target sequences.

![Learning sequences in parallel.\
(A) The recurrent network projects to two sets of neurons. (B) Two different sequences, *ABCBA* and *DEDED*, are learned by alternating between them and presenting each for 2 seconds at a time. (C) The read-out weight matrix after 24 seconds of learning. (D) Raster plot of spontaneous sequence reactivations, where an external inhibitory current is assumed to control which sequence is replayed.](pcbi.1007606.g004){#pcbi.1007606.g004}

Properties of the model: Scaling, robustness and temporal variability {#sec010}
---------------------------------------------------------------------

We investigate several scaling properties of the network. We first assess how the sequential dynamics in the RNN depends on the cluster size by increasing the number of excitatory neurons in each cluster (*N*~*C*~), preserving the ratio of excitatory to inhibitory neurons (*N*~*E*~/*N*~*I*~). To preserve the magnitude of the currents in the network, the sparseness of the connectivity (*p*) also varies with *N*~*C*~ such that *pN*~*C*~ is constant. The same training protocols are used for each network configuration as described in the Methods. For a fixed number of clusters *C*, the mean period of the sequential dynamics exhibited by the RNN is largely independent of cluster size *N*~*C*~ ([Fig 5A](#pcbi.1007606.g005){ref-type="fig"}). If we fix the number of neurons in the RNN, and in this way change the number of clusters *C*, the mean period of the sequential dynamics decreases with increasing cluster size *N*~*C*~. We conclude that the sequential dynamics is preserved over a wide range of network configurations. The time scales in the dynamics depend on the number of clusters and network size.

![Scaling, robustness and time variability of the model.\
(A) Change of the mean period of the sequential dynamics as the number of clusters grows with: (i) the total number of excitatory neurons kept constant (red line); (ii) the total number of neurons increasing with cluster size (blue line). Error bar shows a standard deviation. (B) Dynamics with varying level of external excitatory input for four different cluster sizes and *N*~*E*~ = 2400. The external input can modulate the period of the sequential dynamics by ∼ 10%. (C) Recall performance of the learned sequence *ABCBA* for varying cluster sizes and *N*~*E*~ = 30*N*~*C*~ under synapse deletion (computed over 20 repeats). The learning time depends on the cluster size: Δ~*t*~ = 960*s*/*N*~*C*~. (D) The *ABCBA* sequence is learned with a network of 120 excitatory neurons connected in one large chain and read-out neurons with maximum synaptic read-out strength increased to $W_{max}^{AE} = 75\mspace{360mu}\text{p}F$. The network is driven by a low external input ($r_{ext}^{EE} = 2.75\mspace{360mu}\text{k}Hz$). When, at *t* = 500 m*s* a single synapse is deleted, the dynamics breaks down and parts of the sequence are randomly activated by the external input. Top: spike raster of the excitatory neurons of the RNN. Bottom: spike raster of the read-out neurons. (E) (Left) Histogram of the variability of the period of the sequential activity of the RNN over 79 trials (Right) The standard deviation of the cluster activation time, *σ*~*t*~, increases as the square root of *μ*~*t*~, the mean time of cluster activation: $\sigma_{t} = 0.213\sqrt{\mu_{t}}$ (root mean squared error = 0.223 m*s*).](pcbi.1007606.g005){#pcbi.1007606.g005}

Another way to modulate the period of the sequential dynamics is to change the unstructured Poisson input to the RNN during spontaneous dynamics (after the first stage of learning). When the rate of the external excitatory input is increased/decreased, the mean period of the sequential dynamics in the RNN decreases/increases ([Fig 5B](#pcbi.1007606.g005){ref-type="fig"}). These results suggest that the network could learn even if the supervisor signal changes in length at each presentation, assuming that both the supervisor and external Poisson input are modulated by the same mechanism.

We next looked at the robustness of the learning of our model under random perturbations and network size. In this context, we consider the effect of cluster size and the deletion of synapses in the read-out layer after learning. We learn the simple *ABCBA* sequence ([Fig 3](#pcbi.1007606.g003){ref-type="fig"}) in the read-out neurons using a RNN with a fixed number of clusters *C* but varying the cluster size *N*~*C*~. The total learning time (Δ~*t*~) is varied with the cluster size, *N*~*C*~ Δ~*t*~, because smaller clusters learn slower, since smaller clusters need larger read-out synaptic strengths to drive the same read-out neuron. We also eliminate an increasing number of synapses in the read-out layer. Performance is quantified as the number of spikes elicited by the read-out neurons after deletion of read-out synapses normalized by the number of spikes elicited before deletion. Networks with larger clusters show a more robust performance under noise ([Fig 5C](#pcbi.1007606.g005){ref-type="fig"} and [S4 Fig](#pcbi.1007606.s004){ref-type="supplementary-material"}). These results show that, not surprisingly, larger clusters drive read-out neurons more robustly and learn faster.

We then tested the limits of time discretization in our model. To that end, we hardcoded a recurrent network with clusters as small as one neuron. In that extreme case, our network becomes a synfire chain with a single neuron in every layer \[[@pcbi.1007606.ref034]\]. In this case, randomly removing a synapse in the network will break the sequential dynamics ([Fig 5D](#pcbi.1007606.g005){ref-type="fig"}). Hence, although a spatiotemporal signal can be learned in the read-out neurons, the signal is not stable under a perturbation of the synfire chain. In summary, the choice of cluster size is a trade-off between network size on the one hand and robustness on the other hand. Large clusters: (i) require a large network to produce sequential dynamics with the same period; (ii) are less prone to a failure of the sequential dynamics; (iii) can learn a spatiotemporal signal faster; and (iv) drive the read-out neurons more robustly.

We have also characterized the variability in the duration of the sequential activity, i.e., the period of the RNN. Since the neural activity does not move through the successive clusters with the same speed in each reactivation, we wondered how the variance in the period of our RNN network compared to Weber's law. Weber's law predicts that the standard deviation of reactions in a timing task grows linearly with time \[[@pcbi.1007606.ref035], [@pcbi.1007606.ref036]\]. Because time in our RNN is discretized by clusters of neurons that activate each other sequentially, the variability increases over time as in a standard Markov chain diffusive process. Hence the variability of the duration *T* is expected to grow as $\sqrt{T}$ rather than linearly. This is indeed what our network displays ([Fig 5E](#pcbi.1007606.g005){ref-type="fig"}). Here, we scaled the network up and increased the period of the recurrent network by increasing the network size (80 excitatory clusters of 80 neurons each, see [Methods](#sec013){ref-type="sec"} for details).

Learning a complex sequence {#sec011}
---------------------------

In the non-Markovian target sequence *ABCBA*, the states have the same duration and the same amplitude ([Fig 3B](#pcbi.1007606.g003){ref-type="fig"}). To test whether we could learn more complex sequences, the model was trained using a spatiotemporal signal with components of varying durations and amplitudes. As an example, we use a 'spatio'-temporal signal consisting of a 600 m*s* meadowlark song ([Fig 6A](#pcbi.1007606.g006){ref-type="fig"}). The spectrogram of the sound is normalized and used as the time-varying and amplitude-varying rate of the external Poisson input to the supervisor neurons. Each read-out and supervisor neuron encodes a different frequency range, hence in this example our 'space' dimension is *frequency*.

![Learning a complex sequence.\
(A) Target sequence (top). The amplitude shows the rate of the Poisson input to the supervisor neurons and is normalized between 0 and 10 k*Hz*. Rate of read-out neurons for one sample reactivation after learning 6 seconds (bottom). 45 read-out neurons encode the different frequencies in the song. Neuron *i* encodes a frequency interval of \[684 + 171*i*, 855 + 171*i*\]*Hz*. (B) The read-out weight matrix after learning 6 seconds. (C) Sequence replays showing the spike trains of both the recurrent network neurons (top, excitatory neurons in red and inhibitory neurons in blue), and the read-out neurons (bottom).](pcbi.1007606.g006){#pcbi.1007606.g006}

We first trained a RNN of 6400 excitatory neurons ([Fig 5E](#pcbi.1007606.g005){ref-type="fig"}, see [Methods](#sec013){ref-type="sec"}) in order to discretize the time interval spanning the full duration of the song. We then trained the read-out layer. The learned read-out weight matrix reflects the structure of the target sequence ([Fig 6B](#pcbi.1007606.g006){ref-type="fig"}). Under spontaneous activity, the supervisor neurons and interneurons stop firing and the recurrent network drives song replays ([Fig 6C](#pcbi.1007606.g006){ref-type="fig"}). The learned spatiotemporal signal broadly follows the target sequence ([Fig 6A](#pcbi.1007606.g006){ref-type="fig"}). The model performs worse when the target dynamics has time-variations that are faster than or of the same order as the time discretization in the RNN. Thus, we conclude that the model can learn interesting spiking dynamics up to a resolution of time features limited by the time discretization in the recurrent network.

Discussion {#sec012}
==========

We have proposed here a neuronal network architecture based on biophysically plausible neurons and plasticity rules in order to learn spatiotemporal signals. The architecture is formed by two modules. The first module provides a temporal backbone that discretizes time, implemented by a recurrent network where excitatory neurons are trained into clusters that become sequentially active due to strong inter-cluster and cluster *i* to cluster *i* + 1 weights. All of the excitatory clusters are connected to a central cluster of inhibitory neurons. As previously shown for randomly switching clustered dynamics \[[@pcbi.1007606.ref012]\], the ongoing spontaneous activity does not degrade the connectivity patterns: the set of plasticity rules and sequential dynamics reinforce each other. This stable sequential dynamics provides a downstream linear decoder with the possibility to read out time at behavioural time scales. The second module is a set of read-out neurons that encode another dimension of a signal, which we generically denote as 'space' but can correspond to any time-varying observable, e.g., spatial coordinates, frequency, discrete states, etc. The read-out neurons learn spike sequences in a supervised manner, and the supervisor sequence is encoded into the read-out weight matrix. Bringing together elements from different studies \[[@pcbi.1007606.ref018], [@pcbi.1007606.ref022], [@pcbi.1007606.ref032], [@pcbi.1007606.ref037]\], our model exploits a clock-like dynamics encoded in the RNN to learn a mapping to read-out neurons so as to perform the computational task of learning and replaying spatiotemporal sequences. We illustrated the application of our scheme on a simple non-Markovian state transition sequence, a combination of two such simple sequences, and a time series with more complex dynamics from bird singing.

Other studies have focused on the classification of spatiotemporal signals. The tempotron classifies a spatiotemporal pattern by either producing a spike or not \[[@pcbi.1007606.ref038]\]. More recent studies on sequential working memory propose similar model architectures that enable the use of Hebbian plasticity \[[@pcbi.1007606.ref039]\]. For example, spatiotemporal input patterns can be encoded in a set of feedforward synapses using STDP-type rules \[[@pcbi.1007606.ref040], [@pcbi.1007606.ref041]\]. Combining these approaches with our model might be an interesting line of future research.

The dynamics of the recurrent network spans three time scales: (i) individual neurons fire at the millisecond time scale; (ii) clusters of neurons fire at the "tick of the clock", *τ*~*c*~, i.e., the time scale that determines the time discretization of our temporal backbone; and (iii) the slowest time scale is at the level of the entire network, i.e. the period of the sequential activity, *τ*~*p*~, achieved over the cascade of sequential activations of the clusters (see [Fig 5A](#pcbi.1007606.g005){ref-type="fig"}). The time scales *τ*~*c*~ and *τ*~*p*~ are dependent on several model parameters: the cluster and network size, the average connection strengths within the clusters, and adaptation. Smaller cluster sizes lead to a smaller *τ*~*c*~ when the network size is fixed and conversely *τ*~*p*~ increases with network size when the cluster size is fixed.

The recurrent network is the "engine" that, once established, drives read-out dynamics. Our model can learn different read-out synapses in parallel ([Fig 4](#pcbi.1007606.g004){ref-type="fig"}) and is robust to synapse failure ([Fig 5C](#pcbi.1007606.g005){ref-type="fig"}). This robustness is a consequence of the clustered organization of the recurrent network. Previously proposed models are also robust to similar levels of noise \[[@pcbi.1007606.ref022], [@pcbi.1007606.ref042]\]. While an exact comparison is hard to draw, we have shown that it is possible to retain robustness while moving towards a more biological learning rule. The development of a clustered organization in the RNN allows a large drive for the read-out neurons while keeping the individual synaptic strengths reasonably small. If the clusters become small, larger read-out synaptic strengths are required, and the dynamics become less robust. Indeed, the sequential dynamics is especially fragile in the limit where every cluster has exactly one neuron. Furthermore, we show that learning is faster with more neurons per cluster since relatively small changes in the synapses are sufficient to learn the target. This is consistent with the intuitive idea that some redundancy in the network can lead to an increased learning speed \[[@pcbi.1007606.ref043]\].

In its current form, the target pattern needs to be presented repeatedly to the network and does not support one-shot learning through a single supervisor presentation. Although increasing the cluster size *N*~*C*~ can reduce the number of presentations, the size of the clusters would need to be impractically large for one-shot learning. Alternatively, increasing the learning rate of the plastic read-out weights could be a way to reduce the number of target presentations to just one \[[@pcbi.1007606.ref042]\]. However, it is unclear at present whether such high learning rates are supported by experiments \[[@pcbi.1007606.ref044]\].

Taken together, our numerical simulations suggest ways to scale our network. An optimal network configuration can be chosen given the temporal length of the target sequence, and requirements on the temporal precision and robustness. For example, we have shown that a network with *N*~*E*~ = 6400 and *N*~*C*~ = 200 can be chosen for a 400 m*s* target sequence that can be learned fast with good temporal precision and a robust replay. If the network configuration and size are fixed, this severely constrains the sequences that can be learned and how they are replayed.

In this paper, we use local Hebbian learning to produce a sequential dynamics in the recurrent network. This is in contrast with previous studies, where often a recursive least squares method is used to train the weights of the recurrent network \[[@pcbi.1007606.ref020], [@pcbi.1007606.ref022], [@pcbi.1007606.ref036], [@pcbi.1007606.ref045]\]. Hardcoding a weight structure into the recurrent network has been shown to result in a similar sequential dynamics \[[@pcbi.1007606.ref016], [@pcbi.1007606.ref017], [@pcbi.1007606.ref046]\]. Studies that do incorporate realistic plasticity rules are mostly focusing on purely feedforward synfire chains \[[@pcbi.1007606.ref047]--[@pcbi.1007606.ref049]\], generating sequential dynamics. In this regard, the contribution of our work is to use the sequential dynamics as a key element to learning spatiotemporal spiking patterns. The ubiquity of sequential dynamics in various brain regions \[[@pcbi.1007606.ref050]--[@pcbi.1007606.ref052]\] and the architecture of the songbird system \[[@pcbi.1007606.ref053]\] was an inspiration for the proposed separation of temporal and spatial information in our setup. As we have shown, this separation enables the use of a local Hebbian plasticity rule in the read-out synapses. Our model would therefore predict that perturbing the sequential activity should lead to learning impairments. Further perturbation experiments can test this idea and shed light on the mechanisms of sequential learning \[[@pcbi.1007606.ref054]\].

Previous studies have discussed whether sequences are learned and executed serially or hierarchically \[[@pcbi.1007606.ref055]\]. Our recurrent network has a serial organization. When the sequential activity breaks down halfway, the remaining clusters are not activated further. A hierarchical structure would avoid such complete breakdowns at the cost of a more complicated hardware to control the system. Sequences that are chunked in sub-sequences can be learned separately and chained together. When there are errors in early sub-sequences this will less likely affect the later sub-sequences. A hierarchical organization might also improve the capacity of the network. In our proposed serial organization, the number of spatiotemporal patterns that can be stored is equal to the number of read-out neurons. A hierarchical system could be one way to extract general patterns and reduce the number of necessary read-out neurons. Evidence for hierarchical structures is found throughout the literature \[[@pcbi.1007606.ref056]--[@pcbi.1007606.ref058]\]. The basal ganglia is for example thought to play an important role in shaping and controlling action sequences \[[@pcbi.1007606.ref059]--[@pcbi.1007606.ref061]\]. Another reason why a hierarchical organization seems beneficial is inherent to the sequential dynamics. The time-variability of the sequential activity grows by approximately $\sqrt{t}$ (see [Fig 5E](#pcbi.1007606.g005){ref-type="fig"}). While on a time scale of a few hundreds of milliseconds, this does not pose a problem, for longer target sequences this variability would exceed the plasticity time constants. The presented model could thus serve as an elementary building block of a more complex hierarchy.

In summary, we have demonstrated that a clustered network organization can be a powerful substrate for learning, moving biological learning systems closer to machine learning performance. Specifically, the model dissociates temporal and spatial information and therefore can make use of Hebbian plasticity to learn spatiotemporal sequences over behavioural time scales. More general, the backbone as a clustered connectivity might encode any variable *x* and enable downstream read-out neurons to learn and compute any function of this variable, *ϕ*(*x*).

Materials and methods {#sec013}
=====================

Neuron and synapse models {#sec014}
-------------------------

Excitatory neurons are modelled with the adaptive exponential integrate-and-fire model \[[@pcbi.1007606.ref026]\]. A classical integrate-and-fire model is used for the inhibitory neurons. All excitatory to excitatory recurrent synapses are plastic under the voltage-based STDP rule \[[@pcbi.1007606.ref024]\]. This enables the creation of neuronal clusters and a feedforward structure. Normalization and weight bounds are used to introduce competition and keep the recurrent network stable. Synapses from inhibitory to excitatory neurons in the recurrent network are also plastic under a local plasticity rule \[[@pcbi.1007606.ref027]\]. In general, it prevents runaway dynamics and allows for an automatic search of good parameters ([S5 Fig](#pcbi.1007606.s005){ref-type="supplementary-material"}). The connections from the recurrent network to the read-out neurons are plastic under the same voltage-based STDP rule. However, potentiation of read-out synapses is linearly dependent on the strength of the synapses. There is no normalization here to allow a continuous weight distribution. The dynamics was chosen based on previous models, with parameters for the dynamics and plasticity to a large extent conserved \[[@pcbi.1007606.ref012]\]. More simple integrate-and-fire dynamics should lead to the same qualitative results, given that the parameters are appropriately changed.

Network dynamics {#sec015}
----------------

### Recurrent network {#sec016}

A network with *N*^*E*^ excitatory (*E*) and *N*^*I*^ inhibitory (*I*) neurons is homogeneously recurrently connected with connection probability *p*. Our network is balanced in terms of inhibition and excitation, so that it displays irregular and asynchronous spiking. This is signalled by the coefficient of variation (CV) of the inter-spike intervals of the neurons being *CV* ∼ 1, thus indicating Poisson-like spiking \[[@pcbi.1007606.ref062]\]. In our construction, we initialise the weights of the network near the balanced state by scaling the weights of the balanced RNN in Ref. \[[@pcbi.1007606.ref012]\] by the square root of the relative network size (note that this is the reason why some parameters in the table are not round numbers; we never fine-tuned parameters). We then verify that the scaled parameters indeed lead to irregular dynamics. The spiking dynamics is slightly more regular on average, with a mean *CV* ∼ 0.8 for excitatory neurons and a mean *CV* ∼ 0.9 for inhibitory neurons.

### Read-out neurons {#sec017}

The *N*^*E*^ excitatory neurons from the recurrent network are all-to-all connected to *N*^*R*^ excitatory read-out (*R*) neurons. This weight matrix is denoted by *W*^*RE*^ and it is where the learned sequence is stored. To help learning, there are two additional types of neurons in the read-out network. During learning, the read-out neurons receive supervisory input from *N*^*R*^ excitatory supervisor (*S*) neurons. The connection from supervisor neurons to read-out neurons is one-to-one and fixed, *w*^*RS*^. Also during learning, *N*^*R*^ interneurons (*H*) are one-to-one and bidirectionally connected to the read-out neurons with fixed connection strengths, *w*^*RH*^ and *w*^*HR*^ (see [Table 1](#pcbi.1007606.t001){ref-type="table"} for the recurrent network and read-out parameters). The *E* to *E*, *I* to *E* and the *E* to *R* connections are plastic.

10.1371/journal.pcbi.1007606.t001

###### Initialization of network.

![](pcbi.1007606.t001){#pcbi.1007606.t001g}

  Constant       Value        Description
  -------------- ------------ ------------------------------------------
  *N*^*E*^       2400         Number of recurrent E neurons
  *N*^*I*^       600          Number of recurrent I neurons
  *p*            0.2          Recurrent network connection probability
  $w_{0}^{EE}$   2.83 p*F*    Initial E to E synaptic strength
  *w*^*IE*^      1.96 p*F*    E to I synaptic strength
  $w_{0}^{EI}$   62.87 p*F*   Initial I to E synaptic strength
  *w*^*II*^      20.91 p*F*   I to I synaptic strength
  $w_{0}^{RE}$   0 p*F*       Initial E to R synaptic strength
  *w*^*RS*^      200 p*F*     S to R synaptic strength
  *w*^*RH*^      200 p*F*     H to R synaptic strength
  *w*^*HR*^      200 p*F*     R to H synaptic strength

### Membrane potential dynamics {#sec018}

There are two different regimes, one for each part of the model. Excitatory neurons in the recurrent network have a high adaptation current while excitatory neurons in the read-out network have no adaptation. This is to allow for a wide range of firing rates in the read-out network, while spiking is more restricted in the recurrent network. Differences in the refractory period are there for the same reason, but are not crucial. The membrane potential of the excitatory neurons (*V*^*E*^) in the recurrent network has the following dynamics: $$\begin{array}{r}
{\frac{dV^{E}}{dt} = \frac{1}{\tau^{E}}\left( E_{L}^{E} - V^{E} + \Delta_{T}^{E}\exp\left( \frac{V^{E} - V_{T}^{E}}{\Delta_{T}^{E}} \right) \right) + g^{EE}\frac{E^{E} - V^{E}}{C} + g^{EI}\frac{E^{I} - V^{E}}{C} - \frac{a^{E}}{C}} \\
\end{array}$$ where *τ*^*E*^ is the membrane time constant, $E_{L}^{E}$ is the reversal potential, $\Delta_{T}^{E}$ is the slope of the exponential, *C* is the capacitance, *g*^*EE*^, *g*^*EI*^ are synaptic input from excitatory and inhibitory neurons respectively and *E*^*E*^, *E*^*I*^ are the excitatory and inhibitory reversal potentials respectively. When the membrane potential diverges and exceeds 20 mV, the neuron fires a spike and the membrane potential is reset to *V*~*r*~. This reset potential is the same for all neurons in the model. There is an absolute refractory period of *τ*~*abs*~. The parameter $V_{T}^{E}$ is adaptive for excitatory neurons and set to *V*~*T*~ + *A*~*T*~ after a spike, relaxing back to *V*~*T*~ with time constant *τ*~*T*~: $$\begin{array}{r}
{\tau_{T}\frac{dV_{T}^{E}}{dt} = V_{T} - V_{T}^{E}.} \\
\end{array}$$

The adaptation current *a*^*E*^ for recurrent excitatory neurons follows: $$\begin{array}{r}
{\tau_{a}\frac{da^{E}}{dt} = - a^{E}.} \\
\end{array}$$ where *τ*~*a*~ is the time constant for the adaptation current (see also [S6 Fig](#pcbi.1007606.s006){ref-type="supplementary-material"}). The adaptation current is increased with a constant *β* when the neuron spikes. The membrane potential of the read-out (*V*^*R*^) neurons has no adaptation current: $$\begin{array}{r}
\begin{array}{cl}
\frac{dV^{R}}{dt} & {= \frac{1}{\tau^{E}}\left( E_{L}^{E} - V^{R} + \Delta_{T}^{E}\exp\left( \frac{V^{R} - V_{T}^{R}}{\Delta_{T}^{E}} \right) \right)} \\
 & {+ g^{RE}\frac{E^{E} - V^{R}}{C} + g^{RS}\frac{E^{E} - V^{R}}{C} + g^{RH}\frac{E^{I} - V^{R}}{C}} \\
\end{array} \\
\end{array}$$ where *τ*^*E*^, $E_{L}^{E}$, $\Delta_{T}^{E}$, *E*^*E*^, *E*^*I*^ and *C* are as defined before. *g*^*RE*^ is the excitatory input from the recurrent network. *g*^*RS*^ is the excitatory input from the supervisor neuron (supervisor input only non-zero during learning, when the target sequence is repeatedly presented). *g*^*RH*^ is the inhibitory input from the interneuron (only non-zero during learning, to have a gradual learning in the read-out synapses). The absolute refractory period is *τ*~*absR*~. The threshold $V_{T}^{R}$ follows the same dynamics as $V_{T}^{E}$, with the same parameters. The membrane potential of the supervisor neurons (*V*^*S*^) has no inhibitory input and no adaptation current: $$\begin{array}{r}
{\frac{dV^{S}}{dt} = \frac{1}{\tau^{E}}\left( E_{L}^{E} - V^{S} + \Delta_{T}^{E}\exp\left( \frac{V^{S} - V_{T}^{S}}{\Delta_{T}^{E}} \right) \right) + g^{SE}\frac{E^{E} - V^{S}}{C}} \\
\end{array}$$ where the constant parameters are defined as before and *g*^*SE*^ is the external excitatory input from the target sequence. The absolute refractory period is *τ*~*absS*~. The threshold $V_{T}^{S}$ follows again the same dynamics as $V_{T}^{E}$, with the same parameters. The membrane potential of the inhibitory neurons (*V*^*I*^) in the recurrent network has the following dynamics: $$\begin{array}{r}
{\frac{dV^{I}}{dt} = \frac{E_{L}^{I} - V^{I}}{\tau^{I}} + g^{IE}\frac{E^{E} - V^{I}}{C} + g^{II}\frac{E^{I} - V^{I}}{C}.} \\
\end{array}$$ where *τ*^*I*^ is the inhibitory membrane time constant, $E_{L}^{I}$ is the inhibitory reversal potential and *E*^*E*^, *E*^*I*^ are the excitatory and inhibitory resting potentials respectively. *g*^*EE*^ and *g*^*EI*^ are synaptic input from recurrent excitatory and inhibitory neurons respectively. Inhibitory neurons spike when the membrane potential crosses the threshold *V*~*T*~, which is non-adaptive. After this, there is an absolute refractory period of *τ*~*abs*~. There is no adaptation current. The membrane potential of the interneurons (*V*^*H*^) follow the same dynamics and has the same parameters, but there is no inhibitory input: $$\begin{array}{r}
{\frac{dV^{H}}{dt} = \frac{E_{L}^{I} - V^{H}}{\tau^{I}} + g^{HE}\frac{E^{E} - V^{H}}{C}} \\
\end{array}$$ where the excitatory input *g*^*HE*^ comes from both the read-out neuron it is attached to and external input. After the threshold *V*~*T*~ is crossed, the interneuron spikes and an absolute refractory period of *τ*~*absH*~ follows. The interneurons inhibit the read-out neurons stronger when they receive strong inputs from the read-out neurons. This slows the potentiation of the read-out synapses down and keeps the synapses from potentiating exponentially (see [Table 2](#pcbi.1007606.t002){ref-type="table"} for the parameters of the membrane dynamics).

10.1371/journal.pcbi.1007606.t002

###### Neuronal membrane dynamics parameters.

![](pcbi.1007606.t002){#pcbi.1007606.t002g}

  Constant           Value       Description
  ------------------ ----------- ---------------------------------------------
  *τ*~*E*~           20 m*s*     E membrane potential time constant
  *τ*~*I*~           20 m*s*     I membrane potential time constant
  *τ*~*abs*~         5 m*s*      Refractory period of E and I neurons
  *τ*~*absR*~        1 m*s*      R neurons refractory period
  *τ*~*absS*~        1 m*s*      S neurons refractory period
  *τ*~*absH*~        1 m*s*      H neurons refractory period
  *E*^*E*^           0 m*V*      Excitatory reversal potential
  *E*^*I*^           −75 m*V*    Inhibitory reversal potential
  $E_{L}^{E}$        −70 m*V*    Excitatory resting potential
  $E_{L}^{I}$        −62 m*V*    Inhibitory resting potential
  *V*~*r*~           −60 m*V*    Reset potential (for all neurons the same)
  *C*                300 p*F*    Capacitance
  $\Delta_{T}^{E}$   2 m*V*      Exponential slope
  *τ*~*T*~           30 m*s*     Adaptive threshold time constant
  *V*~*T*~           −52 m*V*    Membrane potential threshold
  *A*~*T*~           10 m*V*     Adaptive threshold increase constant
  *τ*~*a*~           100 m*s*    Adaptation current time constant
  *β*                1000 p*A*   Adaptation current increase constant in RNN

### Synaptic dynamics {#sec019}

The synaptic conductance of a neuron *i* is time dependent, it is a convolution of a kernel with the total input to the neuron *i*: $$\begin{array}{r}
{g_{i}^{XY}\left( t \right) = K^{Y}\left( t \right)*\left( W_{ext}^{X}\, s_{i,ext}^{X} + \sum\limits_{j}W_{ij}^{XY}\, s_{j}^{Y}\left( t \right) \right).} \\
\end{array}$$ where *X* and *Y* denote two different neuron types in the model (*E*, *I*, *R*, *S* or *H*). *K* is the difference of exponentials kernel: $$\begin{array}{r}
{K^{Y}\left( t \right) = \frac{e^{- t/\tau_{d}^{Y}} - e^{- t/\tau_{r}^{Y}}}{\tau_{d}^{Y} - \tau_{r}^{Y}},} \\
\end{array}$$ with a decay time *τ*~*d*~ and a rise time *τ*~*r*~ dependent only on whether the neuron is excitatory or inhibitory. There is no external inhibitory input to the supervisor and inter- neurons. During spontaneous activity, there is no external inhibitory input to the recurrent network and a fixed excitatory input rate. The external input to the interneurons has a fixed rate during learning as well. The external input to the supervisor neurons is dependent on the specific learning task. There is no external input to the read-out neurons. The externally incoming spike trains $s_{ext}^{X}$ are generated from a Poisson process with rates $r_{ext}^{X}$. The externally generated spike trains enter the network through synapses $W_{ext}^{X}$ (see [Table 3](#pcbi.1007606.t003){ref-type="table"} for the parameters of the synaptic dynamics).

10.1371/journal.pcbi.1007606.t003

###### Synaptic dynamics parameters.
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  Constant         Value        Description
  ---------------- ------------ -----------------------------------------------
  $\tau_{d}^{E}$   6 m*s*       E decay time constant
  $\tau_{r}^{E}$   1 m*s*       E rise time constant
  $\tau_{d}^{I}$   2 m*s*       I rise time constant
  $\tau_{r}^{I}$   0.5 m*s*     I rise time constant
  $W_{ext}^{E}$    1.6 p*F*     External input synaptic strength to E neurons
  $r_{ext}^{E}$    4.5 k*Hz*    Rate of external input to E neurons
  $W_{ext}^{I}$    1.52 p*F*    External input synaptic strength to I neurons
  $r_{ext}^{I}$    2.25 k*Hz*   Rate of external input to I neurons
  $W_{ext}^{S}$    1.6 p*F*     External input synaptic strength to S neurons
  $W_{ext}^{H}$    1.6 p*F*     External input synaptic strength to H neurons
  $r_{ext}^{H}$    1.0 k*Hz*    Rate of external input to H neurons

Plasticity {#sec020}
----------

### Excitatory plasticity {#sec021}

The voltage-based STDP rule is used \[[@pcbi.1007606.ref024]\]. The synaptic weight from excitatory neuron *j* to excitatory neuron *i* is changed according to the following differential equation: $$\begin{array}{r}
{\frac{dW_{ij}}{dt} = - A_{LTD}\, s_{j}\left( t \right)\, R\left( u_{i}\left( t \right) - \theta_{LTD} \right) + A_{LTP}\, x_{j}\left( t \right)\, R\left( V_{i}\left( t \right) - \theta_{LTP} \right)\, R\left( v_{i}\left( t \right) - \theta_{LTD} \right).} \\
\end{array}$$

Here, *A*~*LTD*~ and *A*~*LTP*~ are the amplitude of depression and potentiation respectively. *θ*~*LTD*~ and *θ*~*LTP*~ are the voltage thresholds to recruit depression and potentiation respectively, as *R*(.) denotes the linear-rectifying function (*R*(*x*) = 0 if *x* \< 0 and else *R*(*x*) = *x*). *V*~*i*~ is the postsynaptic membrane potential, *u*~*i*~ and *v*~*i*~ are low-pass filtered versions of *V*~*i*~, with respectively time constants *τ*~*u*~ and *τ*~*v*~ (see also [S6 Fig](#pcbi.1007606.s006){ref-type="supplementary-material"}): $$\begin{array}{rc}
{\tau_{u}\frac{du_{i}}{dt}} & {= V_{i} - u_{i}} \\
\end{array}$$ $$\begin{array}{rc}
{\tau_{v}\frac{dv_{i}}{dt}} & {= V_{i} - v_{i}} \\
\end{array}$$ where *s*~*j*~ is the presynaptic spike train and *x*~*j*~ is the low-pass filtered version of *s*~*j*~ with time constant *τ*~*x*~: $$\begin{array}{r}
{\tau_{x}\frac{dx_{j}}{dt} = s_{j} - x_{j}.} \\
\end{array}$$

Here the time constant *τ*~*x*~ is dependent on whether learning happens inside (*E* to *E*) or outside (*E* to *R*) the recurrent network. *s*~*j*~(*t*) = 1 if neuron *j* spikes at time *t* and zero otherwise. Competition between synapses in the recurrent network is enforced by a hard *L*1 normalization every 20 m*s*, keeping the sum of all weights onto a neuron constant: ∑~*j*~ *W*~*ij*~ = *K*. *E* to *E* weights have a lower and upper bound $\left\lbrack W_{min}^{EE},W_{max}^{EE} \right\rbrack$. The minimum and maximum strengths are important parameters and determine the position of the dominant eigenvalues of *W*. Potentiation of the read-out synapses is weight dependent. Assuming that stronger synapses are harder to potentiate \[[@pcbi.1007606.ref063]\], *A*~*LTP*~ reduces linearly with *W*^*RE*^: $$\begin{array}{r}
{A_{LTP} = A\,\frac{W_{max}^{RE} - W^{RE}}{W_{max}^{RE} - W_{min}^{RE}}.} \\
\end{array}$$

The maximum LTP amplitude *A* is reached when $W^{RE} = W_{min}^{RE}$ (see [Table 4](#pcbi.1007606.t004){ref-type="table"} for the parameters of the excitatory plasticity rule).

10.1371/journal.pcbi.1007606.t004

###### Excitatory plasticity parameters.
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  Constant         Value                  Description
  ---------------- ---------------------- ----------------------------------------------------------------------------------
  *A*~*LTD*~       0.0014 p*A* m*V*^−2^   LTD amplitude
  *A*              0.0008 p*A* m*V*^−1^   LTP amplitude (in RNN: *A*~*LTP*~ = *A*)
  *θ*~*LTD*~       −70 m*V*               LTD threshold
  *θ*~*LTP*~       −49 m*V*               LTP threshold
  *τ*~*u*~         10 m*s*                Time constant of low pass filtered postsynaptic membrane potential (LTD)
  *τ*~*v*~         7 m*s*                 Time constant of low pass filtered postsynaptic membrane potential (LTP)
  *τ*~*xEE*~       3.5 m*s*               Time constant of low pass filtered presynaptic spike train in recurrent network
  *τ*~*xRE*~       5 m*s*                 Time constant of low pass filtered presynaptic spike train for read-out synapses
  $W_{min}^{EE}$   1.45 p*F*              Minimum E to E weight
  $W_{max}^{EE}$   32.68 p*F*             Maximum E to E weight
  $W_{min}^{RE}$   0 p*F*                 Minimum E to R weight
  $W_{max}^{RE}$   25 p*F*                Maximum E to R weight

### Inhibitory plasticity {#sec022}

Inhibitory plasticity acts as a homeostatic mechanism, previously shown to prevent runaway dynamics \[[@pcbi.1007606.ref012], [@pcbi.1007606.ref013], [@pcbi.1007606.ref027]\]. Here, it allows to automatically find good parameters (see also [S5 Fig](#pcbi.1007606.s005){ref-type="supplementary-material"}). Excitatory neurons that fire with a higher frequency will receive more inhibition. The *I* to *E* weights are changed when the presynaptic inhibitory neuron or the postsynaptic excitatory neuron fires \[[@pcbi.1007606.ref027]\]: $$\begin{array}{r}
{\frac{dW_{ij}}{dt} = A_{inh}\left( y_{i}^{E}\left( t \right) - 2r_{0}\tau_{y} \right)\, s_{j}^{I}\left( t \right) + A_{inh}\, y_{j}^{I}\left( t \right)\, s_{i}^{E}\left( t \right)} \\
\end{array}$$ where *r*~0~ is a constant target rate for the postsynaptic excitatory neuron. *s*^*E*^ and *s*^*I*^ are the spike trains of the postsynaptic *E* and presynaptic *I* neuron respectively. The spike trains are low pass filtered with time constant *τ*~*y*~ to obtain *y*^*E*^ and *y*^*I*^ (as in [Eq 12](#pcbi.1007606.e048){ref-type="disp-formula"}). [Table 5](#pcbi.1007606.t005){ref-type="table"} shows parameter values for the inhibitory plasticity rule. The *I* to *E* synapses have a lower and upper bound $\left\lbrack W_{min}^{EI},W_{max}^{EI} \right\rbrack$.

10.1371/journal.pcbi.1007606.t005

###### Inhibitory plasticity parameters.
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  Constant         Value          Description
  ---------------- -------------- ------------------------------------------------
  *A*~*inh*~       10^−5^ *AHz*   Amplitude of inhibitory plasticity
  *r*~0~           3 *Hz*         Target firing rate
  *τ*~*y*~         20 m*s*        Time constant of low pass filtered spike train
  $W_{min}^{EI}$   48.7 p*F*      Minimum I to E weight
  $W_{max}^{EI}$   243 p*F*       Maximum I to E weight

Learning protocol {#sec023}
-----------------

Learning happens in two stages. First a sequential dynamics is learned in the RNN. Once this temporal backbone is established connections to read-out neurons can be learned. Read-out neurons are not interconnected and can learn in parallel.

### Recurrent network {#sec024}

The network is divided in 30 disjoint clusters of 80 neurons. The clusters are sequentially stimulated for a time duration of 60 minutes by a large external current where externally incoming spikes are drawn from a Poisson process with rate 18 k*Hz*. This high input rate does not originate from a single external neuron but rather assumes a large external input population. Each cluster is stimulated for 10 m*s* and in between cluster stimulations there are 5 m*s* gaps (see also [S6 Fig](#pcbi.1007606.s006){ref-type="supplementary-material"} for different gaps). During excitatory stimulation of a cluster, all other clusters receive an external inhibitory input with rate 4.5 k*Hz* and external input weight $W_{ext}^{I} = 2.4\mspace{360mu}\text{p}F$. There is a periodic boundary condition, i.e. after the last cluster is activated, the first cluster is activated again. After the sequential stimulation, the network is spontaneously active for 60 minutes. The connectivity stabilizes during the spontaneous dynamics. Learning in scaled versions of this network happens in exactly the same way ([Fig 5A](#pcbi.1007606.g005){ref-type="fig"}). The recurrent weight matrix of the large network (80 clusters of 80 neurons, Figs [5E](#pcbi.1007606.g005){ref-type="fig"} and [6](#pcbi.1007606.g006){ref-type="fig"}) is learned using the same protocol. The recurrent weight matrix reaches a stable structure after three hours of sequential stimulation followed by three hours of spontaneous dynamics. Parameters that change for the scaled up version are summarized in [Table 6](#pcbi.1007606.t006){ref-type="table"}. For randomly switching dynamics, a similar protocol is followed ([S1 Fig](#pcbi.1007606.s001){ref-type="supplementary-material"}). The weight matrix used to plot the spectrum of the recurrent network in [Fig 2](#pcbi.1007606.g002){ref-type="fig"} and [S2 Fig](#pcbi.1007606.s002){ref-type="supplementary-material"} is: $$\begin{array}{r}
{W = \begin{pmatrix}
W^{EE} & {- W^{EI}} \\
W^{IE} & {- W^{II}} \\
\end{pmatrix}.} \\
\end{array}$$

10.1371/journal.pcbi.1007606.t006

###### Parameters for the large recurrent network (all the other parameters are the same as the smaller network).

![](pcbi.1007606.t006){#pcbi.1007606.t006g}

  Constant         Value        Description
  ---------------- ------------ -----------------------------------
  *N*^*E*^         6400         Number of recurrent E neurons
  *N*^*I*^         1600         Number of recurrent I neurons
  $w_{0}^{EE}$     1.73 p*F*    baseline E to E synaptic strength
  *w*^*IE*^        1.20 p*F*    E to I synaptic strength
  $w_{0}^{EI}$     40 p*F*      Initial I to E synaptic strength
  *w*^*II*^        12.80 p*F*   I to I synaptic strength
  $W_{min}^{EE}$   1.27 p*F*    Minimum E to E weight
  $W_{max}^{EE}$   30.5 p*F*    Maximum E to E weight
  $W_{min}^{EI}$   40 p*F*      Minimum I to E weight
  $W_{max}^{EI}$   200 p*F*     Maximum I to E weight
  $W_{max}^{RE}$   15 p*F*      Maximum E to R weight

### Read-out network {#sec025}

During learning of the read-out synapses, external input drives the supervisor and interneurons. The rate of the external Poisson input to the supervisor neurons reflects the sequence that has to be learned. The rate is normalized to be between 0 k*Hz* and 10 k*Hz*. During learning, *W*^*RE*^ changes. After learning, the external input to the supervisor and inter- neurons is turned off and both stop firing. The read-out neurons are now solely driven by the recurrent network. Plasticity is frozen in the read-out synapses after learning. With plasticity on during spontaneous dynamics, the read-out synapses would continue to potentiate because of the coactivation of clusters in the recurrent network and read-out neurons. This would lead to read-out synapses that are all saturated at the upper weight bound.

### Simulations {#sec026}

The code used for the training and simulation of the recurrent network is built on top of the code from \[[@pcbi.1007606.ref012]\] in Julia. The code used for learning spatiotemporal sequences using read-out neurons is written in Matlab. Forward Euler discretization with a time step of 0.1 m*s* is used. The code is available online on ModelDB (<http://modeldb.yale.edu/257609>).

Linear rate model: Spectral analysis {#sec027}
------------------------------------

A linear rate model can give insight into the dynamics of a large nonlinear structured spiking network \[[@pcbi.1007606.ref015]\]. The dynamics of a simplified rate model with the same feedforward structure as in the RNN is as follows: $$\begin{array}{r}
{\frac{dx}{dt} = - x + Ax + \xi} \\
\end{array}$$ where *x* is a multidimensional variable consisting of the rates of all excitatory and inhibitory clusters, *A* is the weight matrix, and *ξ* is white noise. The matrix *A* is a coarse-grained version of the weight matrix of the recurrent network in [Fig 2B](#pcbi.1007606.g002){ref-type="fig"} averaged over each cluster. In order to obtain analytical expressions, we consider a network with 3 excitatory clusters and 1 inhibitory cluster. The connectivity of this model can be parametrized as: $$\begin{array}{r}
{A = \begin{bmatrix}
\delta & 1 & \epsilon & {- kw} \\
\epsilon & \delta & 1 & {- kw} \\
1 & \epsilon & \delta & {- kw} \\
\frac{w}{3} & \frac{w}{3} & \frac{w}{3} & {- kw} \\
\end{bmatrix}} \\
\end{array}$$ where *δ* \> 0, *w* = *δ* + *ϵ* + 1, *ϵ* \> 1 guarantees sequential dynamics, and *k* \> 1 guarantees a balanced network.

The Schur decomposition *A* = *UTU*^*T*^ gives eigenvalues and Schur vectors **u**~*i*~: $$\begin{array}{r}
{T = \begin{bmatrix}
{- w\left( k - 1 \right)} & {\sqrt{3}w\left( k + \frac{1}{3} \right)} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & {\delta - \frac{\epsilon + 1}{2}} & {- \frac{\sqrt{3}}{2}\left( \epsilon - 1 \right)} \\
0 & 0 & {\frac{\sqrt{3}}{2}\left( \epsilon - 1 \right)} & {\delta - \frac{\epsilon + 1}{2}} \\
\end{bmatrix}} \\
\end{array}$$ $$\begin{array}{r}
{\mathbf{u}_{1} = \frac{1}{2}\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
\end{bmatrix},\mathbf{u}_{2} = \frac{1}{2\sqrt{3}}\begin{bmatrix}
1 \\
1 \\
1 \\
{- 3} \\
\end{bmatrix},\mathbf{u}_{3} = \frac{1}{\sqrt{2}}\begin{bmatrix}
{- 1} \\
0 \\
1 \\
0 \\
\end{bmatrix},\mathbf{u}_{4} = \frac{1}{\sqrt{6}}\begin{bmatrix}
{- 1} \\
2 \\
{- 1} \\
0 \\
\end{bmatrix}.} \\
\end{array}$$

The first mode **u**~1~ decays fast and uniformly over the four neuronal groups. The second mode **u**~2~ decays more slowly, and indicates the interplay between excitatory groups (*x*~1~, *x*~2~, *x*~3~) and the inhibitory group *x*~4~. The eigenspace associated with the pair {**u**~3~, **u**~4~} has complex conjugate eigenvalues and is localized on the three excitatory groups. An increase of activity in one excitatory group is coupled with decreased activities in the other groups. If the real part $\delta - \frac{\epsilon + 1}{2} < 1$ then these modes are linearly stable but if the real part becomes closer to one means a slower decay of this mode. Importantly, the imaginary part of the eigenvalues is $\pm \sqrt{3}\left( \epsilon - 1 \right)/2$; hence it grows linearly with the strength of the feedforward structure (*ϵ* − 1) ([Fig 7A](#pcbi.1007606.g007){ref-type="fig"}). This leads to oscillatory behavior, which determines the time scale of the sequential switching.

![Spectral analysis of reduced linear model.\
(A) Cartoon of a simplified linearised rate model with three nodes *x*~1~, *x*~2~, *x*~3~ corresponding to three clusters of excitatory neurons with recurrent strength *δ* connected to a central cluster of inhibitory neurons *x*~4~. The cyclic connections are stronger clockwise than anticlockwise since *ϵ* \> 1. (B) The spectrum shows a conjugate complex eigenvalue pair with large real part (2*δ* − *ϵ* − 1)/2 and an imaginary part $\pm \sqrt{3}\left( \epsilon - 1 \right)/2$ which grows linearly with the asymmetry of the clockwise/anticlockwise strength (*ϵ* − 1). This pair of eigenvalues dominates the dynamics as their real parts are close to 1 and leads to the periodic behaviour corresponding to propagation around the cycle *x*~1~ → *x*~2~ → *x*~3~ → *x*~1~....](pcbi.1007606.g007){#pcbi.1007606.g007}

Supporting information {#sec028}
======================

###### Randomly switching dynamics.

The recurrent network is stimulated with external input that is spatially clustered, but temporally uncorrelated. Each cluster is stimulated for 50 m*s*, with 50 m*s* gaps in between stimulations. The rate of external stimulation is 18 k*Hz* during training. This is repeated for 20 minutes after which the network stabilizes during 20 minutes of spontaneous activity. (A) A diagonal structure is learned in the recurrent weight matrix. Since there are no temporal correlations in the external input, there is no off-diagonal structure. (B) The spectrum shows an eigenvalue gap. This indicates the emergence of a slower time scale. The leading eigenvalues do not have an imaginary part, pointing at the absence of feedforward structure and thus there is no sequential dynamics. (C) Under a regime of spontaneous dynamics (i.e. uncorrelated Poisson inputs), the clusters are randomly reactivated.

(TIF)

###### 

Click here for additional data file.

###### The connectivity structure is stable under spontaneous dynamics.

\(A\) After 60 minutes of training, the network stabilizes during spontaneous activity. During the first 30 minutes of spontaneous dynamics, the connectivity still changes. More specifically, the imaginary parts of the leading eigenvalues increase. This leads to a higher switching frequency and as such a smaller period in the sequential activity. After around 30 minutes, a fixed point is reached. The first row shows spike trains at different times, for one second of spontaneous activity. The second row shows the spectra of the weight matrix at those times. (B) After 60 minutes of sequential stimulation, we test reinforcement and degradation of the learned connectivity by decoupling the plasticity from the dynamics. We plot the evolution of the off-diagonal weights during spontaneous dynamics in two separate cases: (i) we run the dynamics of the network using a frozen copy of the learned weight matrix and apply plastic changes that result from the dynamics to the original weight matrix (blue curve); (ii) we run the dynamics of the network using a frozen copy of the learned weight matrix where the off-diagonal structure was removed and apply plastic changes that result from the dynamics to the original weight matrix (red curve). We can see that in the former, the learned connectivity is reinforced and in the latter, the learned connectivity degrades. Off-diagonal weights (the y-axis) are quantified by averaging over the weights in the 80 by 80 blocks in the lower diagonal, for the 30 different clusters. The curves are the means over the 30 clusters and the error bars one standard deviation.

(TIF)

###### 

Click here for additional data file.

###### Noisy learning.

The sequence *ABCBA* is relearned four times for 12 seconds each. Before relearning, the read-out weight matrix *W*^*RE*^ was always reset. When active, read-out neurons fire two spikes on average +/− one spike. This variability is a consequence of the noisy learning process.

(TIF)

###### 

Click here for additional data file.

###### Details of some network properties.

\(A\) Duration that a cluster is activated as a function of network size (B) Raster plot of sequential dynamics for *N*~*E*~ = 1200 and *N*~*C*~ = 40, after training. We observe that by reducing the cluster size, the irregularities in the sequential dynamics are increased (compare with [Fig 2](#pcbi.1007606.g002){ref-type="fig"}). (C) Two raster plots showing two different levels of robustness (summary plot in [Fig 5C](#pcbi.1007606.g005){ref-type="fig"}). In both cases, at *t* = 1*s* (purple arrow), 40 read-out synapses are deleted for each cluster. Left panel: *N*~*C*~ = 120, each read-out neuron fires two spikes before deletion and one spike after deletion resulting in ∼ 50% performance. Right panel: *N*~*C*~ = 200, each read-out neuron fires two spikes before deletion and one or two spikes after deletion resulting in a higher performance (∼ 80%).

(TIF)

###### 

Click here for additional data file.

###### The role of inhibition.

\(A\) Inhibitory neurons are necessary to prevent pathological excitatory activity. (B) The weights projecting from the inhibitory neurons to the excitatory neurons without inhibitory plasticity are random (left panel). The weights projecting from the inhibitory neurons to the excitatory neurons with inhibitory plasticity show some structure (right panel). (C) The full spectrum of the recurrent weight matrix after learning without inhibitory plasticity. (D) Without inhibitory plasticity, the sequential dynamics shows irregularities. The inhibitory plasticity allows for better parameters to be found to stabilize the sequential dynamics in the recurrent network.

(TIF)

###### 

Click here for additional data file.

###### Sensitivity to parameters.

The periods of the sequential dynamics are computed after one hour of external stimulation and one hour of spontaneous dynamics. Only one parameter at a time is changed. (A) The adaptation time constant is varied. (B) The time gap between external sequential stimulations is varied. (C) The time constants of the voltage-based STDP rule are varied. The lines are guides to the eye and the error bars indicate one standard deviation.

(TIF)

###### 

Click here for additional data file.

10.1371/journal.pcbi.1007606.r001
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Dear Dr Clopath,

Thank you very much for submitting your manuscript \'Learning spatiotemporal signals using a recurrent spiking network that discretizes time\' for review by PLOS Computational Biology. Your manuscript has been fully evaluated by the PLOS Computational Biology editorial team and in this case also by independent peer reviewers. The reviewers appreciated the attention to an important problem, but raised some substantial concerns about the manuscript as it currently stands. While your manuscript cannot be accepted in its present form, we are willing to consider a revised version in which the issues raised by the reviewers have been adequately addressed. We cannot, of course, promise publication at that time. 

Both reviewers have identified questions of robustness as issues in the paper. The reviewers asked a number of questions this way, regarding matching of time constants to stimulus speed, importance of specific transmission delays, network size, synapse number, etc. It is important that you make clear how the model operates in a variety of regimes, per the reviewers\' requests. Reviewer 1 has also given you a number of detailed comments on the writing you should attend to. And, we would also encourage you to fully address Reviewer 2\'s question about how this relates to other RNN models, including the more biologically plausible ones the reviewer cites.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

Your revisions should address the specific points made by each reviewer. Please return the revised version within the next 60 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>. Revised manuscripts received beyond 60 days may require evaluation and peer review similar to that applied to newly submitted manuscripts.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled Dataset, Figure, Table, Text, Protocol, Audio, or Video.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com> PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

To enhance the reproducibility of your results, we recommend that you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [here](http://journals.plos.org/ploscompbiol/s/submission-guidelines#loc-materials-and-methods). 

We are sorry that we cannot be more positive about your manuscript at this stage, but if you have any concerns or questions, please do not hesitate to contact us.

Sincerely,

Blake A. Richards

Associate Editor

PLOS Computational Biology

Kim Blackwell

Deputy Editor

PLOS Computational Biology
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: Dear authors,

I originally wrote a review that was 28250 characters long, but PLOS only accepts reviews up to 20000 characters long. The only way to get to this length was to remove all praise, all encouragement, and all hedging words (\"in my opinion\", \"Why would not you try\" etc.), making the review sound angry! So please see this angry version below :) As the review is signed, I\'ll also send you, and separately the editor, a human-readable version by email (for some of the changes, it also has some additional rationale, and some ideas on how to make these changes). Thanks!

A.

\-\-\-\-\-\-\-\-\-\-\-\--

Your paper \"Learning spatiotemporal signals using a recurrent spiking network that discretizes time\" is an interesting and promising piece of work. You show that a simple architecture, consisting of a self-organizing recurrent network and an output layer, and trained through a form of 2-stage curriculum learning, can learn to reproduce complex temporal patterns that are much slower than the time scale at which individual neurons operate. This is a neat illustration of what a relatively simple model can do, and I believe it can become a foundation for a very interesting line of research!

The current version of the paper suffers from two weaknesses:

First, please revise your writing in several ways (see below for details)

Second, the paper introduces several special fine-tuned cases, and demonstrates that they work or don\'t work, but does not offer any conceptual sensitivity analysis. The paper will be stronger if you finish some (or ideally, all) of these lines of inquiry with proper sensitivity analyses. I recommend:

1\) Based on Fig2D, show how the quality of final stimulus replay (or any other measure of \"success\" for this model and this type of learning) depends on the exact pairing between the stimulus phase speed (100 ms) and the adaptation current time constant tau_a (100 ms). From Fig2D it seems that the stimulus is reproduced by the network so well largely because the neurons are \"hard-tuned\" to inactivate at exactly the speed you are using for stimulus transitions. It is not necessarily a problem, but it is an important aspect of conceptualizing the model. You could keep the stimulus fixed, change tau_a, and plot the replay_quality(tau_a).

2\) For the comparison of large and small networks, make your statements more clear. The two plots shown in Figure 4A are practically identical, yet you make statements about these two models (large and small) both in the figure caption, and in the text. If there are differences there, in terms of time required for training, and/or their robustness, please show these numbers on the figure.

3\) The most interesting analysis, in my opinion, would be one to explore the \"optimal\" number of clusters (and thus, the size of each cluster), for a model of N neurons, given a certain level of stimulus complexity, and a certain amount of noise (or neuron silencing). If for a given pair of (complexity, noise) you can \_predict\_ the optimal network configuration, this would be a really interesting result, and it would make the paper more memorable, and impactful. Below I sketch how it can be done.

\# Detailed comments

Page 1

\"slow-switching dynamics \[Schaub et al., 2015\]\" - Please clarify

Later in the same sentence: \"and different types of sequential dynamics\" - what are the options here? Can they be succinctly summarized?

\"use non-local information either in space or in time\" - explain these terms to non-computational readers

Page 2

\"All synapses are plastic under typical Hebbian learning rules\" - is STDP considered a typical Hebbian learning rule? Please be clear about whether you use a simple Hebbian potentiation, or a more fancy rule, such as STDP.

\"Thus, the recurrent network encodes time and the read-out neurons encode 'space'.\" - I am not sure I can understand this sentence. Could you please restate it, making it more clear?

\"Similar to the liquid state-machine\" - remind the reader what a liquid state-machine is.

\"Time is discretized in the recurrent spiking network by C clusters of excitatory neurons\"

1\) How time can be discretized by a cluster of neurons? Isn\'t time discretization a feature of your model, i.e. a step at which you perform your calculations? After re-reading the paper 2 times, I think I know what you mean, but I was very lost the first time I read it. Please clarify.

2\) mention what general type of a model you use for your neurons. (something like a \"differential equation with 10 global parameters and 7 hidden variables per neuron, and a hard reset for spiking\") If there a short reference for your model, cite it

3\) introduce the concept of clusters separately. At this point I was really confused whether those \'clusters\' you mentioned were just a metaphor, or whether they were a defining feature of your network. I also wondered whether they arose naturally, through the dynamics of activation, or whether they were introduced in the network deliberately.

\"This means that at each time only a subset of neurons spike, i.d. the neurons belonging to the same cluster.\"

1\) What does \"this\" refer to? Please clarify.

2\) Why does the previous sentence mean (\"this means\") that at each time only a subset of neurons spike? Why cannot all of them spike at once?

3\) I don\'t know what \"i.d.\" means, and I could not immediately google it, which may suggest that it is not a widely used abbreviation.

\"At time t in \[t\_{i-1}; t_i\] the read-out neurons are solely driven by the neurons in cluster i, with some additional background noise. This discretization enables Hebbian plasticity to bind the read-out neurons to the neurons active in the relevant time-bin.\" - this part is really unclear. Please rewrite and clarify.

\"Here however, we use the voltage-based STDP plasticity rule at the excitatory to excitatory neurons\" - is it true for all connections in the model, or only for some of them?

\"In the first stage, a feedforward weight structure is embedded into the recurrent network.\" - what does the word \"embedded\" mean in this context? Does it just mean that you initialize the network with some feed-forward way, or does it have a deeper meeting? While reading, at this point I assumed that you were describing some peculiar initial state, but without going to the \"Methods\" section, I was not sure whether my guess was correct. Please try to explain: 1) why you are trying to do something, 2) what is it exactly that you\'re trying to do, 3) how you\'re doing it.

\"The recurrent network is initialized as a balanced network with random connectivity.\"

1\) You just said that you \"embedded\" some FF connectivity in it, and now you are saying the connectivity is random. At the first pass, it read as a contradiction.

2\) Please clarify what \"balanced\" means in this context.

\"To embed a feedforward structure, the network is stimulated in a sequential manner\" - this return to a topic you abandoned 2 sentences ago makes it harder to stay on track.

\"(rate of 18 kHz for 10 ms).\" - you have not yet mentioned the time step of your calculations; it may be better to mention it at some point before this sentence, to put these numbers in perspective. But also, I am confused about this section, as in the very end of Methods section on page 14 you are saying that you worked with a time step of 0.1 ms. Would not 5 kHz be the highest possible frequency of spiking achievable in a model that is discretized at 10 kHz? How can you use 18 kHz then?

\"During the stimulation, neurons in the same cluster fire spikes together, which will strengthen the intra-cluster connections bidirectionally through the voltage-based STDP rule\"

1\) This sentence and 2-3 sentences before it are intriguing, but at this point the reader does not yet know \_why\_ you do what you do. Is it the experiment already? Or are you trying to build a certain architecture using something like a curriculum learning, through inputs alone? Please make sure to describe what you are trying to achieve, and why you are trying to achieve it, before describing how you do it.

2\) I always thought that the \"canonical\" STPD does not link neurons that spike together, but rather potentiates synapses connecting neurons that fire with a small delay of several ms. With 0.1 ms step and high-frequency stimulation, this difference could be very noticeable. Yet here you say that synchronous firing strengthened within-cluster connections bidirectionally. Is it because your STDP is symmetric? Or is it because neurons fire so much that they develop tight synfire chains within each cluster? Please clarify.

\"When the time gap between sequential stimulations is increased during the training phase, there is no pre/post pairing between clusters anymore.\" - this sounds like the first true \"Result\", but I am still not sure what question you are trying to answer. Stating a question upfront would help a lot.

\"This leads to slow-switching dynamics as opposed to sequential dynamics\" - please clarify 1) what the word \"this\" refers to, and 2) what is the \"slow-switching\" dynamics, and how is it different from \"sequential dynamics\". You have a whole figure on it (Figure S1), so it would be really useful to define this term here, with a few references, and explain what this result means.

\"The connectivity pattern is therefore stable\" - from the Abstract, I remember that overall you found this result intersting. If it is true, please expand your writing a bit, and explain why this is an interesting statement. Were you concerned that the dynamics would degrade? Are there previous studies that suggest the risk of degradation? If so, reference these studies, and explain your motivation, to properly frame this result.

\"The feedforward weight embedding changes the spectrum of the recurrent weight matrix.\" - This sounds like a beginning of a new thought, which clearly deserves a new paragraph. I would also strongly suggest that you start this paragraph with 2-3 sentences, explaining what is a spectrum of a recurrent weight matrix, and how to interpret it (with 1-2 references). Make it easier for non-mathy (or intermediate-mathy) people to relate to your work.

Figure 2C (The drawing with an ellipse): While I know the idea of spectral analysis, I don\'t work with it daily, and with my level of background, this panel is completely impenetrable for me. I don\'t know how to read it, and what it means. I think the paper would much improve if this section about eigenvalues, and the Figure 2, are better referenced, and better explained.

\"Analysis of a simplified linear rate model shows that the imaginary parts linearly depend on the strength of the feedforward embedding\" - can you please expand on that, including why you did it, how you did it, and what was the result? Ideally, frame it as a sequence of simple statements. There\'s a known method. Here\'s how it works. In our case, conceptually, we could have expected to see this or that (which would have meant this or that). In practice, we observed this. Some aspect of it was surprising (what exactly), so we ran this additional model (why and how). We observed this. Here\'s what it means.

\"A large adaptation current counteracts the recurrent reverberating activity to turn the activity reliably off.\" - but so, does it mean that the temporal dynamics or your spontaneous activity was not due to training, but due to this \"hard-coded\" adaptation in individual neurons? (see my next paragraph)

Page 4

\"Therefore, as each cluster is spontaneously active in a sequence, that leads to a sequence length that reaches behavioural time scales\" - So, are you saying that to jump from one cluster to another (say, from i to i+1), the activation in the cluster i should have reached a certain threshold, but at the same time the adaptation was driving this activation down? Does it mean that with adaptation too fast or too strong, there would be no propagation one cluster to another, while with adaptation too slow or too weak, clusters would not have \"switched off\"? But if so, would not your model work only if the adaptation is precisely tuned to the time parameter of your stimulus? This may actually be my biggest question about this study, as whether this model generalizes well seems to hinge on it. If this architecture can work successfully only when adaptation at the level of individual cells is precisely tuned to the properties of the stimulus encoded by the entire network, this could be a strong limitation (in the spirit of non-local tuning). If however this architecture is robust, and can somehow tolerate a large range of adaptation properties, it would make it a good candidate for explaining encoding of temporal stimuli in the brain. The answer to this question is also tightly linked to some other questions raised in the paper: most importantly, the link between the number of clusters, the coding capacity of the network, and its robustness to noise (something I discuss more below). In order to relate to any analyses that play with the number of clusters in the network (in order to conceptually generalize them) the reader would need to know how these analyses would change if the adaptation time scale is not carefully pre-selected. If the quality of propagation is not too sensitive to the adaptation time, we need to know that. If, on the other extreme, the adaptation time sets the speed of this propagation, or needs to be strongly coordinated with some variables that set the speed of this propagation, we should know that as well, and keep it in mind, when interpreting any conceptual predictions from the model.

\"simple yet non-markovian sequence\" - please define what a markovian or non-markovian sequence means in this context, with a reference.

\"This task is non-trivial and it is unclear how to solve this problem in a generic recurrent spiking network with local plasticity rules.\" - this sentence would benefit from a bit of stylistic re-write, and also it clearly asks for a reference or two.

\"However, separating time and space solves this in a natural way.\" - very interesting, but also very unclear. It is the second time this theme is introduced, and I still don\'t understand it. If you feel strongly about it, please clarify what you mean, and try to explain to the reader why they should be excited about it (essentially, help them to understand how it may help them to conceptualize their own work later on).

\"Our recurrent network (Fig 2) is used here, where the first cluster is activated at time t.\" - This sentence would benefit from a rewrite.

\"Due to the voltage-based plasticity, synapses are potentiated from neurons in the recurrent network and read-out neurons that fire at the same time\"

1\) I am not sure you mentioned before that these synapses are special. Please introduce it better.

2\) Please explain how this special \"voltage-based plasticity\" helps here, compared to \"more standard\" Hebbian plasticity the reader may be thinking about.

\"To that end, we trained our recurrent network with clusters as small as one neuron.\" - Personally, I find this line of inquiry very interesting, as it speaks of brain architecture optimization, in terms of robustness to perturbation. However, you don\'t really explore this question, but look at one extreme case, and then make a prediction based on this extreme case: \"In summary, the choice of cluster size is a trade-off between network size on the one hand and robustness on the other hand.\" I wonder whether a proper analysis of this relationship could be one of the main points of the paper, if run properly. What is the optimal number of clusters, for a stimulus of given complexity (say, a number of unique state transitions, or even just a number of states for a randomized sequence), and given amount of noise / perturbation?

Page 9

\"These clusters are sequentially active by embedding a feedforward connectivity structure into the weights of the network.\" - the semantics is off here. If you think of it, clusters cannot be active by embedding. Please rewrite.

\"The time scales tau_c and tau_p are dependent on the cluster and network size, the average connection strengths within

the clusters and adaptation. Smaller cluster sizes lead to a smaller tau_c and tau_p increases with network size when

the cluster size is fixed.\" - arguably you don\'t address it in the paper, but only hint at it. To put it in a slightly exaggerated way, there is no summary plot among your figures that would have cluster size as an X axis, and some time-related measure as an Y axis. Or, time-related measure as X, encoding quality as Y, and several (more than 2) cluster sizes as different lines. If you don\'t think these summary analyses belong here, please restate your statements as hypotheses. If however you\'d like to keep them as statements, please run appropriate analyses, and visualize them in one of the figures (I would definitely advocate for this second approach!)

METHODS

Pages 10-11

\"Membrane potential dynamics\" - as I mentioned before, I am not quite sure how to classify your model, and this entire section does not contain any references. Your model seems to be simpler than HH, but more fancy than Izhikevich, and you are using a computationally expensive exp() function. The obvious question is: why? Would not integrate-and-fire be enough? Or a classic Izhikevich neuron? Are you using this model just because that was the first model you thought of, or do you NEED some of its properties to make your model work? I don\'t necessarily suggest that you run a simulation with different types of neurons, but if you know that you had to reach this level of complexity, perhaps because of some prior pilot experiments, I would really want you to write about that. And even if you use this model just because it was a reasonable \"first choice\", I would like to know about it, to avoid second-guessing.

To rephrase, I would be grateful if you put your model in a context (with some references), and commented on your choice for the level of complexity in modeling your neurons. A few choices that jump at me as I read these section are your attention to refractory periods and adaptation currents. Would it be fair to say that these are important for your model? Can you explain (or at least speculate), how and why? Any background for these choices would be very helpful.

Similarly, where you use different models for different neurons (\"only non-zero during learnig\" etc.), it would be nice to get an idea for your rationale. Why was it helpful to make different neurons different?

Page 12

\"Plasticity\": my general feedback for this statement is similar to that for membrane potential dynamics: can you please use several sentences to hint why you settled on this level of complexity for the dW/dt equation, and how you have arrived at your constant? Not in deep detail, but conceptually? What were your criteria? Say, for each neuron you use 5 different proxies for its activity: V, s, u, v, and x. Why do you need all five? Why 3 (V, s, filtered_s) would not be enough? Similarly, why u and v use two just slightly different taus? Is it to create an asymmetric waveform over time, or is it just a result of manual tweaking? I realize that it would be counter-productive to \"justify\" any of these micro-choices, but it would be very useful to have some basic understanding of what you were trying to achieve, and how you figured whether you achieved it.

\"Heaviside function\" - please remind the reader the definition of this function, in brackets

Reviewer \#2: The manuscript by Maes, Barahona, and Clopath proposes a computational model that learns to produce spatiotemporal signals using a recurrent network model with Hebbian plasticity rules. Authors show that the model learns high-dimensional read-out spiking sequences on a behavioral time scale, with biologically plausible voltage-based STDP rules, and then claim that the architecture separates time and space into two different parts and this allows learning to bind space to time.

I believe this type of model approach is quite important and helpful to provide a better understanding of underlying principles in experimental observations. While interesting and potentially relevant for the study of the gap between behavioral and neural timescales, a substantial portion of the model designs and simulation analyses need to be presented with much better explanation of "meaning", to clarify the rationale behind the model choice and the goal of each test. A major issue is that it is not clear what exactly can be learned from these results, what kind of problem can be solved with the current model (but cannot be solved by previous ones), and to which experimental observations each simulation result is relevant. I believe that some major issues, including the above, need to be addressed before publication can be recommended.

Major issues

1\. Authors need to discuss specifically what is the difference between the current model and the previous ones. For example, learning of spatio-temporal sequence with RNN has already been implemented in previous studies. For example, what is the difference and advantage of the current model compared with the model in Chenkov, Sprekeler & Kempter, PloS Comput Biol 2017?

If authors think that the current model uses more biologically plausible components, as mentioned in abstract "... current computational models do not typically use realistic biologically plausible learning.", there are some model studies that use realistic, biologically plausible learning rules. For example, see Park, Choi & Paik, Scientific Reports (2017) and also Lee et al. bioRxiv 525220 (2019).

In addition, there are a number of successful models for the spike sequence learning (e.g. tempotron by Sompolinsky). Thus it will be helpful that authors discuss these previous approaches and compare them with the current model, to clarify what kind of novelty the current model has.

2\. How can you control the timescale of temporal backbone in the RNN? Or is there any critical factor that can control it? It needs to be explained how this timescale changes in the model and how it is relevant to real biological mechanism to handle different behavioral timescales across tasks. In the current model, conversion from the neural timescale (ms) to behavioral timescale (hundred ms) seems to strongly depend on the transmission delay. How and how much the timescale can vary in the model? Can you explain how to make much longer backbones than the current ones? Also what happens if the supervisor signal length varies?

3\. In the intro, authors mention that "... the recurrent network encodes time and the read-out neurons encode 'space'. 'Space' can mean spatial position, but it can also mean frequency or a more abstract state space". I think the word "space" here is confusing, or not the best choice. Authors mentioned (in discussion) that "a set of read-out neurons that encode multiple dimensions of a signal, which we also call space". Does it mean the spatial structure of feedforward connectivity, or structure of input pattern (whatever the contents are..)? I understand that authors intended to express a generalized "spatio-temporal" information, but this needs to be better described to avoid confusion.

4\. How much information can be learned in the current network? i.e. what is the capacity of the current model network? Is it possible to train more than one non-Markov pattern in the same network? Is it biologically plausible, if your model uses a number of neurons only to learn one or just a couple of patterns?

5\. What are the roles of inhibitory neurons and inhibitory plasticity? Is there any particular condition required for them, except for preventing runaways dynamics? A more detailed role of inhibitory population might be important in the model.

6\. Can you try any test to show the robustness of the model? For example, how many synapses can be destroyed without losing the trained information? I guess destroying RNN-readout connections might be critical. Then, is there any evidence that this system is relatively robust than others?

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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3 Dec 2019

Dear Dr Clopath,

Thank you very much for submitting your manuscript, \'Learning spatiotemporal signals using a recurrent spiking network that discretizes time\', to PLOS Computational Biology. As with all papers submitted to the journal, yours was fully evaluated by the PLOS Computational Biology editorial team, and in this case, by independent peer reviewers. The reviewers appreciated the attention to an important topic but identified some aspects of the manuscript that should be improved. 

Specifically, both the reviewers were happy with the larger changes you made, but have some remaining smaller questions/concerns. These remaining issues can likely be addressed via discussion in the text rather than new data/results.

We would therefore like to ask you to modify the manuscript according to the review recommendations before we can consider your manuscript for acceptance. Your revisions should address the specific points made by each reviewer and we encourage you to respond to particular issues. 

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.raised.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled \'Dataset\', \'Figure\', \'Table\', \'Text\', \'Protocol\', \'Audio\', or \'Video\'.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com>  PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

We hope to receive your revised manuscript within the next 30 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>.

If you have any questions or concerns while you make these revisions, please let us know.

Sincerely,

Blake A. Richards

Associate Editor

PLOS Computational Biology

Kim Blackwell

Deputy Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: Overall, I am very happy with the edits, and I think the paper has become so much better with these additional analyses, and constructive rewrites! It is a pleasure to read; it provides a decent amount of background information, and answers most of the questions the readers might have.

My only concern is about the following two statements:

p 123: We set the initial values of the non-zero weights in the recurrent network such that the dynamics is irregular and asynchronous (i.e., a balanced network, see Methods for details).

p 408: The weights are initialized such that the network is balanced, i.e. it exhibits irregular asynchronous spiking dynamics.

As you can see, in the results you refer the reader to the Methods, but in the Methods, you essentially reiterate the same statement, and leave it at that. You don\'t describe why this network would be called \"balanced\" (I assume you could use a reference for that, as probably somebody used this word for chaotic before), you don\'t describe the criteria for \"irregularity\" (did you just observe it by eye, or have you automated it?), and you don\'t describe the actual process of \"ensuring that it is balanced\" (I\'m guessing you just generated a network, tested it, and if it was bad, generated a different one - but it would be nice to state it). I would recommend that you add a sentence or two about that in the methods section (immediately following line 408).

Other than that, I\'m happy with the paper, and recommend it for publication. Nice work!!

\- Arseny

Reviewer \#2: The authors have made a comprehensive and detailed revisions and addressed most of issues I raised. The revised manuscript is improved in some respects, particularly for the description of the robustness of the model and the modulation of the period of sequential dynamics. I have several questions and suggestions left, related to the capacity and of the model and its biological plausibility.

1\. The authors show that the network can learn multiple patterns (Fig. 4). However, this model seems to require a number of readouts, which I don't believe the optimal design of memory. For example, to memorize N patterns of the length L, how many readout neurons do you need? Can your model share the same readouts for pattern A and B? If not, is this biologically plausible model?

2\. Because the network uses a voltage-based STDP, the pattern need to be trained multiple times in general (i.e. There is no one-shot learning mechanism in this model). Can you implement, or discuss any possible mechanism that address this issue? For example, synchronization between the temporal backbone and supervisor signal can make any changes of learning rate or efficiency?

3\. In the current model, the RNN module that encodes time information and the readout module for spatial information are separated. Do you have a good explanation that this is biologically realistic design, or can you suggest any possible experiment for finding evidences of this structure in biological brain? Then, what do you think is the advantage of separated circuits for spatial and temporal information? What happens when the network learns a spatio-temporally correlated information?

4\. Still I find the current model is very similar with previous models in some sense, except for some biological components. Can you better clarify the need of current model, with examples of tasks that cannot be performed with previous designs?
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13 Dec 2019

Dear Dr Clopath,

We are pleased to inform you that your manuscript \'Learning spatiotemporal signals using a recurrent spiking network that discretizes time\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. Please be aware that it may take several days for you to receive this email; during this time no action is required by you. Once you have received these formatting requests, please note that your manuscript will not be scheduled for publication until you have made the required changes.

In the meantime, please log into Editorial Manager at <https://www.editorialmanager.com/pcompbiol/>, click the \"Update My Information\" link at the top of the page, and update your user information to ensure an efficient production and billing process.

One of the goals of PLOS is to make science accessible to educators and the public. PLOS staff issue occasional press releases and make early versions of PLOS Computational Biology articles available to science writers and journalists. PLOS staff also collaborate with Communication and Public Information Offices and would be happy to work with the relevant people at your institution or funding agency. If your institution or funding agency is interested in promoting your findings, please ask them to coordinate their releases with PLOS (contact <ploscompbiol@plos.org>).

Thank you again for supporting Open Access publishing. We look forward to publishing your paper in PLOS Computational Biology.

Sincerely,

Blake A. Richards
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Learning spatiotemporal signals using a recurrent spiking network that discretizes time

Dear Dr Clopath,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Sarah Hammond

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol
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