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Introduction
Recent research in parallel languages and compilers has concentrated on specification and exploitation of data parallelism in scientific codes [l, 91. However, there are a large number of scientific and engineering codes which exhibit multiple levels of parallelism.
In particular, multidisciplinary optimization (MDO) applications, used for weather modeling and aircraft design, integrate codes from different disciplines to solve a larger and more complex problem. In gen- eral, the different discipline codes can execute concurrently, interacting with each other only when they need to share data. In addition to this outer level of coarse-grain task parallelism, the individual discipline codes often exhibit internal data parallelism. For example, the design of an aircraft requires data parallel codes from disciplines such as aerodynamics, propulsion, structural analysis, controls, etc., to interact asynchronously while optimizing the design variables of the aircraft.
Data parallel language extensions such as High Performance Fortran (HPF) [9] and Vienna Fortran [l] are adequate for expressing the parallelism within individual discipline codes, but do not provide any support for coordinating the execution and interaction of these codes. We have recently designed the Opus language as a set of extensions to HPF which provide support for coarse-grain data parallel tasks [2] . Along with extensions to manage independently executing tasks, we have introduced a mechanism, called Shared Data Abstractions (SDAs), which allows these tasks to communicate and synchronize with each other using wellestablished control and data structures. SDAs generalize Fortran 90 modules by including features from both objects in object-oriented systems and monitors in shared memory languages, providing a high-level, controlled, and clean interface for large grained parallel tasks to interact with each other.
In this paper, we present the design and prototype implementation of the Opus runtime system which provides support for the invocation and execution of SDA methods, where the SDA method arguments may contain distributed data structures. We divide these issues into two broad categories: method invocation, which entails invoking the proper point-of-control for the desired method while obeying the monitor-like semantics and guarded execution clauses of the method, and argument handling, which entails marshalling the actual arguments from the invoking task to the formal arguments of the SDA method. If the arguments contain distributed data structures, then this step may involve redistributing the data.
Other projects that focus on the integration of task and data parallelism include Fortran-M [5, 61, DPC [ll] and FX [12] . Fortran-M and DPC support mechanisms for establishing message plumbing between tasks, directly based on ports and an extension of C file structures, respectively. Fortran-M is based on the Nexus [7] runtime system which provides a thread based environment similar to our system. In Fx, tasks communicate only through arguments at the time of creation and termination.
The remainder of the paper is organized as follows: Section 2 summarizes the Fortran language extensions for supporting both task parallelism and shared data abstractions; Section 3 outlines the runtime support necessary for supporting these extensions, with respect to data distribution and method invocation issues, and introduces a prototype of the Opus runtime system. Preliminary timing results are presented in Section 4, and we conclude with the current project status and future directions in Section 5.
An Introduction to SDAs
In this section, we provide a short overview of our Fortran extensions designed to support the integration of task and data parallelism. Full details of the Opus language extensions can be found in [2] .
In Opus, a program is composed of a set of asynchronous, autonomous tasks that execute independently of one another. These tasks may embody nested parallelism, for example, by executing a data parallel HPF program. A set of tasks interact by creating an SDA object of an appropriate type and making the object accessible to all tasks in the set. The SDA executes autonomously on its own resources (which may overlap the task's resources), and acts as a data repository. The tasks can access the data within an SDA object by invoking the associated SDA methods, which execute asynchronously with respect to the invoking task, but exclusive of all other method instances for this SDA. This combination of task and We presume that High Performance Fortran (HPF) [9] is to be used to specify the data parallelism in the codes. Thus, the set of extensions described by Opus build on top of HPF and concentrate on management of asynchronous tasks and their interaction through SDAs.
Task Management
We now describe the Opus extensions required to create and manage tasks. These tasks are units of coarse-grain parallelism executing in their own address space. They are spawned by explicit activation of task programs, entities syntactically similar to a Fortran subroutine (except for the keyword TASK CODE which is used instead of SUBROUTINE). The spawn is non-blocking in that the spawning task continues its execution after the spawn. A task terminates when its execution reaches the end of the associated task program code, or if it is explicitly killed. An example of how a task could be spawned is depicted in Figure 1 .
Tasks operate on a set of system resources allocated to them at the time of their spawning, either through an explicit resource request (using an ON clause, as shown in Figure 1 ) or as defaults assigned by the system. A resource request has two optional parts: a machine specification and a processor specification. The machine specification can be used to specify a particular physical machine or a class of machines. If a class of machines is specified, such as Sun Sparc 10, then the system is free to choose one from a set of such machines. The processor specification is used to select the set of processors on which the specified task will execute. In either case, the user can request that the spawned task use part of the spawning task's resources, or that the system should allocate new resources for the spawned task.
Tasks may have nested functional or data parallelism, where the former is embodied by spawning other tasks, and the latter is specified using HPF directives and statements, such as FORALL.
SDA TYPE SdaStack
... 
LOGICAL Full

END
...
END SdaStack
Figure 2: SDA type declaration
Shared Data Abstractions
An SDA type specification, modeled after the Fortran 90 module [l], consists of a set of data structures and an associated set of methods (procedures) that manipulate this data. The data and methods can be public or private, where public methods and data are directly accessible to tasks which have access to an instance of the SDA type. Private SDA data and methods can only be used by other data or methods within an SDA.
As stated before, access to an SDA data is exclusive, thus ensuring that there are no data conflicts due to the asynchronous method calls. That is, only one method call associated with an SDA object can be active at any time. Other requests are delayed and the calling task blocked until the currently executing method completes. Figure 2 presents a code fragment that depicts a portion of the type specification for a stack SDA. The first part (before the keyword CONTAINS) consists of the internal data structures of the SDA, all of which have been declared private here, and thus cannot be directly accessed from outside. The second part (after the keyword CONTAINS) consists of the procedure declarations which constitute the methods associated with the SDA. Each procedure declaration can have an optional condition clause which lLguards" the execution of the method. The condition clause consists of a logical expression, comprised of the internal data structures and the arguments to the procedure. A method call is executed only if the associated condition clause is true at the moment of evaluation. If the condition clause evaluates to false, the corresponding method call is enqueued until the expression evaluates to true as a result of the SDA data being modified by another method call. A method that is declared without a condition clause will be assigned a default condition clause that always evaluates to true. For example, in the above code, the calls to method push will be executed only when Full is false. Thus, if a task calls pop before a call for push, the former is blocked until the latter is executed, ensuring that the stack does not underflow. Condition clauses, therefore, provide a way to synchronize task interactions based on data dependencies represented by the state of SDAs.
As with HPF procedure declarations, each SDA type may have an optional processors directives which allows the internal data structures of the SDA to be distributed across these processors. The dummy arguments of the SDA methods can also be distributed using the rules applicable to an HPF procedure.
An SDA instance is declared using syntax similar to Fortran 90 derived types. As with any other global variable, an SDA variable has to be initialized before it can be used. This is done using the predefined methods INIT which initializes the SDA by allocating the internal data structures from the heap, or LOAD, which loads the data from secondary storage. The corresponding SAVE method can be used by the programmer to save the internal state of an SDA to secondary storage for later use. This allows SDAs to be persistent, which is an important consideration for most MDO applications. An SDA may also specify an optional resource request, similar to the one used when spawning tasks, which declares the resources to be used for executing the SDA.
Opus Runtime Support
Lightweight Threads
In supporting Opus, we can classify the units of execution that must be mapped to a set of physical resources as one of two types: computation tasks, responsible for executing the actual computations being performed, and SDA instances, responsible for executing the SDA methods and performing any resulting communication operations. Since computation tasks and SDAs may utilize the same (or overlapping) resources, any given processor in the system might be responsible for the simultaneous execution of multiple, independent execution units. Execution of these units can be implemented on Unix-based systems by mapping each unit to a process, where each processor can execute multiple processes in some fashion. However, this process-based approach has several drawbacks, including the inability to control scheduling decisions, the inability to share addressing spaces between units, and costly context switching. In light of these disadvantages, our approach is to utilize lightweight, userlevel threads to represent these various independent entities. The Opus runtime support, as depicted in Figure 3 , is constructed atop a runtime interface called C h a d [8] , which is currently being developed. Chant supports both a standardized interface for thread operations (as specified by the POSIX thread standard [lo] ) and communication among threads using either point-to-point primitives (such as those defined in the MPI standard [4] ) or remote service requests (such as Active Messages). Chant also introduces the concept of a rope where a rope is a set of threads which provides a scope for collective communication and for relative indexing. Thus, ropes can be used to represent data parallel SPMD codes such as those produced by an HPF compiler. A description of Chant, and its current status, can be found in [8] .
The two major issues in the Opus runtime system are the management of tasks and the management of SDAs, including their interaction. In the initial design, we have concentrated on the interaction (namely method invocation and argument handling), and have taken a simplified approach to resource management. We presume that all the required resources are statically allocated and the appropriate code is invoked where necessary. We will later extend the runtime system to support the dynamic acquisition of new resources.
The interaction between tasks and SDAs requires runtime support for both method invocation and method argument handling. These issues are explored in more detail in the following subsections.
SDA Method Invocation
The semantics of SDAs place two restrictions on method invocation: 0 each method invocation has ezclusive access to the SDA data (i.e. only one method for a given SDA object can be active at any one time), and execution of each method is guarded by a condition clause, a boolean expression that must evaluate to true for the method code to be executed.
We can view an SDA as being comprised of two components: a control structure, which executes the SDA methods in accordance with the stated restrictions, and a set of SDA data structures.
Our current design supports a centralized SDA control structure, represented by a single leader thread on a specified processor. If the SDA is internally data parallel, it is implemented using a rope which consists of the leader thread and worker threads distributed over a set of processors. The worker threads take part in the method execution when instructed by the leader thread. Allowing for distributed control of an SDA would require implementing distributed mutual exclusion algorithms to guarantee the monitor-like semantics of SDAs, and is a point of interest for future research.
The lead thread is reponsible for accepting method requests from other tasks and notifying its worker threads of that request. All SDA threads see the same stream of method requests and can therefore make the same decision about which method to execute by evaluating condition functions in the same order. The lead is used to access the SDA method code from a task. thread is the single point at which method requests are accepted, guaranteeing the method invocation restrictions from above are satisfied.
Each SDA method is compiled into three functions: Figure 4 shows the psuedocode for the three functions of the push method).
To examine the details of our prototype implementation. let us consider what hamens when a method 1 1 1. the method code, which embodies the method call to our stack SDA is made, refering to the pictorial representation in Figure 5 . We assume that code itself as specified by the programmer, both the SDA and the task are ropes composed of several threads, one of which is designated the lead thread. The task performs some data parallel compu-2. the condition function, which is a boolean function that evaluates the guarded condition clause,
--?I allu tation, and when it reaches the point where it wants to make an SDA push method call, the task leader sends a method request message to the SDA leader (Fig-3 . the method interface code, which provides the method's public interface to the task threads and ure 5.a). This message contains the actual argument distributions for push from the task. The SDA leader then notifies its workers of the of the method request and sends an acknowledgement to the task leader (Figure 5.b) . This acknowledgement message contains the formal argument distributions for the push method. The task leader then informs all its workers of the formal argument distribution information it has received. At this point all threads in both the SDA rope and the task rope have received both the formal and actual parameter lists. Next, all threads in the task and SDA ropes compute their own communication schedules, as discussed in Section 3.3 ( Figure 5 .c). When this is done, the task threads send data messages directly to the appropriate SDA threads (Figure 5.d) . This is the information that will be pushed when push executes. After the SDA threads have received all the data, the push method will be executed when its condition clause is true. On completing the method execution has finished, the SDA threads send any return messages back to the calling threads using a previously computed communciation schedule, and the method call is completed ( Figure 5 .e).
Each SDA leader is a thread which waits for messages from task method interfaces and takes appropriate action as specified by the message. The leader incorporates a data structure that includes a list of queues, one for each method. Associated with each method queue are pointers to its condition and method functions. Both functions are called using the single generic argument pointer that was created by the method interface code and sent with the method invocation request. The condition function always returns a boolean, whereas the method function returns a generic value that is sent back to the method interface function. Along with pointers to the method and condition functions, each method queue also contains a list of outstanding method invocation requests.
The algorithm in Figure 6 depicts the main loop of the SDA leader. On receiving a message from a task method interface routine, the SDA leader executes the associated condition function to determine if the method can be executed. If the condition function returns false, the method is enqueued in the appropriate list. Otherwise, the associated method function is executed and the results returned to the caller through the method interface routine. Since the execution of any method may change the SDA state, the condition functions associated with any enqueued SDA methods are reevaluated and the methods whose conditions evaluate to true are executed. This reevaluation of condition functions is repeated until no further meth- Figure 6 : Pseudocode for an SDA leader main loop ods can be executed, a t which time the leader continues waiting for further messages from method interface routines.
Communication Schedules
When an SDA method is invoked, both the invoking task and the SDA may be mapped onto different sets of processors. This implies that both the actual arguments and the formal arguments of a method may be distributed independently. Thus, the Opus runtime system must have a mechanism for redistributing data. To illustrate this point, consider an HPF computation, main, on n processors, and an SDA, S, distributed among N processors. The task main contains an array, A, that is BLOCK distributed across its M processors. At some point, the values from the distributed array A are used to update the CYCLIC distributed SDA array, B, using the SDA method put. The mapping of A onto B where the two differ in distribution and processor set size, is the responsibility of the method argument handling component of the runtime system. This question of determining the communication sets for each thread, that is to say which elements they must communicate and to whom, is not trivial. We have adopted the finite state machine (FSM) method for local address set calculation developed by Chatterjee et al. 131. The FSM method exploits the repeating patterns of local array indices to determine the elements of a distributed array that each thread owns. Since all threads can do this calculation simulataneously, there is no gather/scatter operation required. We have extended this work by using a second FSM such that for each local array element of A the thread can also determine which thread in S it must communicate with. Each thread in main creates a list of elements for each destination thread (called an outlist), which is then aggregated into a single message for each other thread and transmitted. Thus, each destination thread will receive at most one message from each sending thread. In addition, each receiving thread can use the same FSM method along with the sender's distribution information to determine from whom it should receive messages and what the contents will contain. This information is stored in a structure called an inlist. Consequently, the messages contain only raw data, eliminating the overhead of transmitting indices.
Preliminary Results
We now describe a prototype implementation of the Opus runtime system. The prototype is built using C++ and is currently running on a cluster of workstations using p4 and the Intel Paragon using NX. To test the feasibility of our method invocation design, we have successfully implemented and executed two SDA programs using this prototype: a stack manipulation program that maintains cyclic(1c) distributed arrays, and a sample MDO application skeleton for aircraft design. Figure 7 shows the time required, on the intel Paragon, to transfer an array of one million integers from a task with a cyclic( 1) distribution to an SDA, also with a cyclic(1) distribution for two SDA sizes and a variety of task sizes. The decrease in time as the number of threads increases can be explained in part by the fact that the schedule each node computes becomes smaller as the number of overall threads increases. This parallelism in the schedule computation is aided by a second effect, that of parallelism in communication. The Paragon's interconnection mesh has a higher bandwidth between any two nodes than a single node can utilize. Therefore multiple messages may be active in the network at a time, providing more parallelism. As the commmunication workload is split between more nodes, more of the bandwidth of the network can be utilized, reducing the total time required for the method. Our sample results demonstrate that due to effects of parallelism in schedule generation and in communication, our prototype implementation scales with the number of threads in the system. A significant portion of the time in executing a method is spent determining the communication schedule for that thread. This computational cost may be amortized by reusing these schedules, significantly reducing the overall time for a complete method call and execution, as is shown by the lower two curves in the graph.
Conclusions and Future Research
Opus supports constructs for integrating task and data parallelism. In particular, it extends the HPF definition with a set of primitives for defining and controlling parallel tasks and shared data abstractions (SDAs). In this paper, we focus on the runtime system necessary to support Opus, and provide design details for the two segments of the runtime support: method invocation using monitor and guarded condition semantics, and method argument handling.
In particular, we describe the implementation of our method invocation design as a C++ prototype capable of executing SDA and task codes with centralized SDA control and data structures. Using this prototype we have implemented and executed two systems employing task parallelism and SDAs: a simple stack program which provides push and pop methods, and a simplified multidisciplinary optimization (MDO) application for aircraft design. Using our prototype implementation, we have measured the cost of a typical SDA method call with distributed arguments and found that our design scales with the number of processors. We are currently in the process of incorporating the Chant runtime system into our prototype, which will give us the capability to exercise our distributed SDA data structure designs, as well as full support of our parallel tasks and portability to a large number of platforms, including the IBM SP-2. From the experiences and results of our prototype, we are making modifications to the Opus syntax and semantics, and are working on a source-to-source translator that will take HPF programs augmented with our Opus syntax and produce code that will execute on distributed memory multiprocessors and workstation clusters. Finally, we are working with several applications groups to develop realistic MDO codes that will provide the true test of our designs. 
