Abstract. The logic L 1 θ introduced in [Sh:797]; it is the maximal logic below L θ,θ in which a well ordering is not definable. We investigate it for θ a compact cardinal. We prove it satisfies several parallel of classical theorems on first order logic, strengthening the thesis that it is a natural logic. In particular, two models are L 1 θ -equivalent iff for some ω-sequence of θ-complete ultrafilters, the iterated ultra-powers by it of those two models are isomorphic.
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[We characterize L 1 <θ -equivalence of M 1 , M 2 by having isomorphic ultralimits by a sequence of length ω of θ-complete ultrafilters. This logic, L 1 θ , is from [Sh:797] except that here we restrict ourselves to θ is a compact cardinal.] §2 Special Models, pg.14 [We investigate model of cardinality a strong limit cardinal > θ of cofinality ℵ 0 . We define λ-special model of complete theory T ⊆ L 1 θ (τ T ), for λ as above and prove existence and uniqueness. We generalize some classical theorems in model theory.] § 0. Introduction § 0(A). Background and results. In the sixties, ultra-products were very central in model theory. Recall Keisler [Kei61] , solving the untrue problem of the time, assuming an instance of GCH characterizes elementary equivalence by proving: for any two models M 1 , M 2 (of vocabulary τ of cardinality ≤ λ and) of cardinality ≤ λ + , they have isomorphic ultrapowers, even M λ 1 /D ≈ M λ 2 /D for some ultrafilter D on λ iff M 1 , M 2 are elementarily equivalent. Kochen [Koc61] uses iteration on taking ultra-powers (on a well ordered index set) to characterize elementary equivalence. Gaifman [Gai74] uses ultra-powers on ℵ 1 -complete ultrafilters iterated along linear ordered index set. Keisler [Kei63] uses general (ℵ 0 , ℵ 0 ) − l.u.p., see below, Definition 0.10(4) for κ = ℵ 0 . Shelah [Sh:13] proves this in ZFC (but the ultrafilter is on 2 M1 + M2 ). Hodges-Shelah [HoSh:109] is closer to the present work and see there on earlier works, it deals with isomorphic ultrapowers (and isomorphic reduced powers) for the θ-complete ultrafilter (and filter) case, but note that having isomorphic ultra-powers by θ-complete ultrafilters is not an equivalence relation. In particular assume θ > ℵ 0 is a compact cardinal and little more (we can get it by forcing over a universe with a supercompact cardinal and a class of measurable cardinals). Then two models have isomorphic ultrapowers for some θ-complete ultrafilter iff in all relevant games the isomorphism player does not lose. Those relevant games are of length ζ < θ and deal with the reducts to a sub-vocabulary of cardinality < θ.
The characterization [HoSh:109] of having isomorphic ultra-powers by θ-complete ultra-filters, necessarily is not so "nice" because this relation is not an equivalence relation. Hence having isomorphic ultra-powers is not connected to having the same theory in some logic. But [Sh:797] suggests a logic L 1 θ ⊆ L θ,θ with some good properties (like well ordering not characterizable, interpolation) maximal under such properties. We may wonder, do we have a characterization of models being
In §1 we characterize L 1 θ -equivalence of models by having isomorphic iterated ultra-powers of length ω. We then prove some generalizations of classical model theoretic theorems, like the existence and uniqueness of special models in λ when λ > θ + |T | is strong limit of cofinality ℵ 0 . All this seems to strengthen the thesis of [Sh:797] that L 1 θ is a natural logic. § 0(B). Preliminaries.
Hypothesis 0.1. θ is a compact uncountable cardinal (of course, we use only restricted versions of this).
Notation 0.2. 1) Let ϕ(x) mean: ϕ is a formula of L θ,θ ,x is a sequence of variables with no repetitions including the variables occuring freely in ϕ and ℓg(x) < θ if not said otherwise. We use ϕ, ψ, ϑ to denote formulas and ϕ st or ϕ [st] or ϕ if(st) is ϕ if st is true or 1 and ¬ϕ if st is false or 0. 2) For a set u, usually of ordinals, letx [u] = x ε : ε ∈ u , now u may be an ordinal but, e.g. if u = [α, β) we may writex [α,β) ; similarly forȳ [u] ,z [u] ; let ℓg(x [u] ) = u.
3) τ denotes a vocabulary, i.e. a set of predicates and function symbols each with < θ places (but in §3 the number of places is finite).
θ (see below); usually complete in the vocabulary τ T and with a model of cardinality ≥ θ if not said otherwise. 5) Let Mod T be the class of models of T . 6) For a model M let its vocabulary be τ M .
Notation 0.3. ε, ζ, ξ are ordinals < θ.
Definition 0.4. 1) Let uf θ (I) be the set of θ-complete ultrafilters on I, nonprincipal if not said otherwise. Let fil θ (I) be the set of θ-complete filters on I; mainly we use (θ, θ)-regular ones (see below). 2) D ∈ fil θ (I) is called (λ, θ)-regular when there is a witnessw = w t : t ∈ I which means:
<θ for t ∈ I and α < λ ⇒ {t : α ∈ w t } ∈ D. 3) Let ruf λ,θ (I) be the set of (λ, θ)-regular D ∈ uf θ (I); let rfil λ,θ (I) be the set of (λ, θ)-regular D ∈ fil θ (I); when λ = |I| we may omit λ.
And, of course
) has amalgamation and the joint embedding property (JEP), that is:
The well known generalization of Los theorem is:
. .] ε<ζ iff the set {s ∈ I :
Definition 0.8. 0) We say X respects E when for some set I, E is an equivalence relation on I and X ⊆ I and sEt ⇒ (s ∈ X ↔ t ∈ X). 1) We say x = (I, D, E ) is a (κ, σ) − l.u.f.t. (limit-ultra-filter-iteration triple) when :
(a) D is a filter on the set I (b) E is a family of equivalence relations on I (c) (E , ⊇) is σ-directed, i.e. if α( * ) < σ and E i ∈ E for i < α( * ) then there is E ∈ E refining E i for every i < α( * ) (d) if E ∈ E then D/E is a κ-complete ultrafilter on I/E where D/E := {X/E : X ∈ D and X respects E}.
1A) Let x be a (κ, θ) − l.f.t. mean that above we weaken (d) to
2) Omitting "(κ, σ)" means (θ, ℵ 0 ), recalling θ is our fixed compact cardinal.
Remark 0.9. Note that in 0. 
is refined by some E ∈ E , may use this more in end of the proof of 1.2.
Convention 0.12. 1) Abusing a notation in
Remark 0.13. 1) Why the "pedantically" in 0.10
N ↾{ā :ā ∈ arity(P ) N and no E ∈ E refines eq(ā)} so we have no restrictions. 2) So, e.g. for categoricity we better restrict ourselves to vocabularies τ such that arity(τ ) = ℵ 0 .
Definition 0.14. We say M is a θ-complete model when for every ε < θ, R * ⊆ ε M and F * :
2) For models M ≺ L θ,θ N and M + as above the following conditions are equivalent:
has a cofinal increasing sequence of length χ and |P N | = λ.
Proof. Easy, e.g.
3) Let M + be as in part (1). Note that M + has Skolem functions and let T ′ be the following set of formulas:
[Why? Because if T ′′ ⊆ T ′ has cardinality < θ then the set u = {ε < λ · χ : x ε appears in T ′′ } has cardinality < θ and let i( * ) = otp(u); clearly for each ε ∈ u the set
i( * ) < θ and ε i < ε for i < i( * )} has cardinality < θ. Now we choose c ε ∈ M by induction on ε ∈ u such that the assignment
. Without loss of generality N + is the Skolem hull of {a ε : ε < λ · χ}, so N := N + ↾τ (M ) is as required by the choice of T ′ . Now x is as required exists by part (2) of the claim. 0.15
Proof. 1) By the choice of x clearly χ ≥ θ. As χ is regular ≥ θ by a theorem of Solovay [Sol74] we have χ <θ = χ. (A) The moves are indexed by n < ω (but every actual play is finite), just before the n-th move we have a state
(f ) g preserves satisfaction of the formulas in Γ and their negations, i.e.
≤θ , the isomorphism player (ISO) chooses a state s n+1 such that
• the play ends when one of the players has no legal moves (always occur as β n < β n−1 ) and then this player loses, this may occur for n = 0 • for α = 0 we stipulate that ISO wins iff s 3) Above we may replace Γ by qf(τ ) which means Γ = the set at(τ ) or bs(τ ) formulas in the vocabulary τ . 4) Above if we omit τ we mean τ = τ Γ and if we omit Γ we mean bs(τ ). Abusing notation we may say M 1 , M 2 are E 0,τ Γ,θ,α -equivalent. Definition 0.19. For a vocabulary τ , the τ -models M 1 , M 2 are L 1 <θ -equivalent iff for every µ < θ and α < µ + and τ 1 ⊆ τ of cardinality ≤ µ, letting Γ = the quantifier first order formulas in L(τ ), the models M 1 , M 2 are E 1,τ1 Γ,µ,α . § 1. Characterizing equivalence by ω-limit ultra-powers
≤µ is introduced (here we consider κ is strongly inaccessible for transparency), and is proved to be stronger than L κ,ℵ0 but weaker than L κ,κ , has interpolation and a characterization, well ordering not definable in it and has an addition theorem. Also it is the maximal logic with some such properties.
For κ = θ, we give a characterization of when two models are L 1 <θ -equivalent giving an additional evidence for the logic naturality. Convention 1.1. In this section every vocabulary τ has arity(τ ) = ℵ 0 .
Recall [Sh:797, 2.11=La18] which says
We need two definitions before stating and proving the theorem below. The first definition generalizes common concepts. Definition 1.3. We say that a pair of models (M 1 , M 2 ) has isomorphic θ-complete ω-iterated ultrapowers iff one can find D n ∈ uf θ (I n ) for every n ∈ ω such that M
In /D n = M ℓ n+1 for ℓ = 1, 2 and n ∈ ω. For the second definition, let x be a l.u.f.t. and we define the following: Definition 1.4. If x = (I, D,Ē) is an l.u.f.t. andĒ = E n : n ∈ ω thenw is a niceness witness for (I, D,Ē) when :
(a)w = w s,n , γ s,n : s ∈ I, n ∈ ω (b) w s,n ⊆ λ n and |w s,n | < θ and |w s,n | ≥ |w s,n+1 | (c) γ s,n < θ and (γ s,n > γ s,n+1 ) ∨ (γ s,n+1 = 0) (d) γ s,n = 0 ⇒ w s,n = ∅ but w s,0 = ∅ and for simplicity w s,0 is infinite for every s ∈ I (e) if n ∈ ω, u ∈ [λ n ] <θ then {s ∈ I : u ⊆ w s,n } ∈ D (f) w s,n = w t,n and γ s,n = γ t,n when sE n t.
Theorem 1.5. Let θ be a compact cardinal and M 1 , M 2 be τ -models (and arity(τ ) = ℵ 0 ). The following conditions are equivalent:
for n < ω and we let E = ∪{E n : n < ω} such that (M 1 )
|In| λ n > M 1 + M 2 + |τ | for every n then the sequence (I n , D n ) : n < ω is as required in clause (c) (e) if x = (I, D, E ) is a l.u.f.t., E = {E n : n < ω}, for n < ω we have E n+1 refines E n , 2 |I/En| ≤ λ n+1 , D/E n is a (λ n , θ)-regular θ-complete ultrafilter, λ 0 ≥ M 1 + M 2 + |τ |,w is a niceness witness, then l.u.p.
So let I, D, E n (n < ω) be as in clause (b) and E = ∪{E n : n < ω}. By the transitivity of being L Let I = n<ω I n , E n = {(η, ν) : η, ν ∈ I and η↾n = ν↾n} and D = {X ⊆ I: for
ω by the present assumption, the models (M ℓ ) I D |{E n : n < ω} for ℓ = 1, 2 are isomorphic, so letting E n = {E 0 , . . . , E n } easily (I, D, E n ) n<ω are as required in clause (b).
Clause (d) ⇒ Clause (c):
Clause (d) is obviously stronger. We can choose λ 0 = (
<θ , λ n+1 = 2 λn for n < ω then letting I n = λ n there is D n ∈ ruf λn,θ (I n ) recalling θ is a compact cardinal, noting λ n = λ <θ n . Now I n , D n : n < ω is as required in clause (c), in particualr the isomorphism holsd by clause (d) which we are assuming.
Clause (e) ⇒ Clause (d):
Let (I n , D n , λ n ) : n < ω be as in the assumption of clause (d).
We define I = n I n , E n = {(η, ν) : η, ν ∈ I, η↾(n + 1) = ν↾(n + 1)} and define D as in the proof of (c) ⇒ (b) above and we choosew = w η,n : η ∈ I, n < ω as follows.
For η ∈ I and n < ω let w η,n be u n η(n) if otp(u η(ℓ) ) : ℓ ≤ n is decreasing and ∅ otherwise. Let γ η,n be otp(w η,n ). Now we can check that the assumptions of clause (e) hold (because of the choice of D).
The main point is that for every n ( * ) n for some X n ∈ D n , for every s n ∈ X n , for some X n−1 ∈ D n−1 ... for some is of cardinality < θ and {s ∈ I ℓ : |u
Hence the conclusion of clause (e) holds and we are done as in the proof of (c) ⇒ (b).
Clause (a) ⇒ Clause (e):
So assume that clause (a) holds, that is M 1 , M 2 are L 1 θ -equivalent and assume I, D, E , E n : n < ω andw are as in the assumption of clause (e), and we should prove that its conclusion holds, that is, l.u.p.
For every τ * ⊆ τ of cardinality < θ and µ < θ, by 0.19 we know that M 1 ↾τ * , M 2 ↾τ * are L 1 ≤µ -equivalent, hence for every α < µ + there is a finite sequence N τ * ,µ,α,k :
] the ISO player has a winning strategy for each k < k(τ * , µ, α), but we stipulate a play to have ω moves, by deciding they continue to choose the moves even when one side already wins ( * ) 2 without loss of generality N τ * ,µ,α,k ≤ λ 0 for k ∈ {1, . . . , k(τ * , µ, α) − 1} (even < θ). qf(τ * ),µ,α M 2 we can (without loss of generality ) assume: ( * ) 3 (a) above k(τ * , µ, α) = k (b) τ have only predicates ( * ) 4 (a) P α : α < |τ | list the predicates of τ , recall that |τ | ≤ µ < λ 0 (b) for t ∈ I let τ t = {P α : α ∈ w t,0 ∩ |τ |} ( * ) 5 let N s,k := N τs,|ws,0|,γs,0+1,k for s ∈ I and k ≤ k.
. Now ( * ) 6 (a) for t ∈ I and k < k let t,k be the game τt,|wt,0|,γt,0+1 [N t,k , N t,k+1 ] (b) let st t,k be a winning strategy for the ISO player in t,k (c) if t 1 E 0 t 2 then N tι,k : k ≤ k are the same for ι = 1, 2, moreover ( t1,k = t2,k and) st t1,k = st t2,k for k < k.
[Why clause (c)? Because by ( * ) 5 , N s,k , N τs,|ws,0|,γs,0+1,k and τ s depend on w s,0 only, so N s,k is determined by (w s,0 , k) hence by clause (e), ⊕(f ) from Definition 1.5 depend just on (s/E 0 , k).] Now for each k by induction on n we choose s t,k,n : t ∈ I such that:
( * ) 7 (a) s t,k,n is a state of the game t,k (b) s t,k,m : m ≤ n is an initial segment of a play of t,k in which the ISO player uses the strategy st t,k (c) if t 1 E n t 2 then s t1,k,n = s t2,k,n (d) β s t,k,n = γ t,n , see Definition 0.17 (e) if t ∈ I, n = ι mod 2 and ι ∈ {0, 1} then A ι s t,k,n ⊇ {f k+ι,m,α (t) : m < n and α ∈ w t,m }, see Definition ??(yy) ( * ) 8 we can carry the induction on n.
[Why? Straightforward.] ( * ) 9 for each k < k, n < ω, t ∈ I we define h s,k,n , a partial function from N s,k to N s,k+1 by h s,k,n (a 1 ) = a 2 iff for some m ≤ n, w s,m = ∅ and g s t,k,m (a 1 ) = a 2 , see ??(zz).
Now clearly:
⊞ 1 for each t ∈ I, k < k and n < ω, h s,k,n is a partial one-to-one function and even a partial isomorphism from N s,k to N s,k+1 , non-empty when n > 0 and increasing with n.
[Why? By the choice of st t,k and ( * ) 7 (a).]
and f respects E n }
N s,k and eq(f 1 ) is refined by E n then for some n 1 > n and
and eq(f 2 ) is refined by E n then for some n 1 > n and
[Why? By symmetry it suffices to deal with clause (a). For some α, f 1 = f k,n,α , hence for every t ∈ Dom(f 1 ),
. We use the "delaying function", h s t,k,n (f 1 (t)) < ω so for some m the set {t ∈ I : h s t,k,n (f 1 (t)) ≤ m} which respects E n belongs to D. In particular {s : γ s,k,n > m} ∈ D, the rest should be clear recalling the regularity of each D/E m .]
Letting E = {E n : n < ω}, putting together
So we are done. 1.5 Discussion 1.6. 1) So for our θ, we get another characterization of L 1 θ . 2) We may deal with universal homogeneous (θ, σ) − l.u.p. x, at least for σ = ℵ 0 , using Definition 0.8. Claim 1.7. In Theorem 1.5 if κ = κ <θ ≥ M 1 + M 2 we can add:
Remark 1.8. Note we do not restrict τ = τ (M ℓ ). See proof of ( * ) 9 below.
Proof. Clearly (b) + ⇒ (b), so it is enough to prove (b) ⇒ (b) + ; we shall assume M 1 , M 2 , κ, x n , D, E n , E are as in (b) and let g be an isomorphism from (M 1 )
E is an equivalence relation on I with ≤ κ equivalence classes such that some E ′ ∈ E n refines E}
Let χ be large enough such that
κ to which all the members of H (χ) mentioned above belong and such that 2 κ + 1 ⊆ B. So as τ = τ (M 1 ) ∈ B and without loss of generality |τ | ≤ 2 κ necessarily τ ⊆ B.
It is enough to check the following points:
for every n ∈ ω. Why? E.g. note that if E ∈ E * n then for some E ′ ∈ E ′ n ∩B we have E ′ ↾I * = E hence E has ≤ κ equivalence classes. Now for any such E ′ , as E ′ has ≤ κ-equivalence classes and belongs to B clearly every E ′ -equivalence class is not disjoint to I * and every
* /E are essentially equal, etc., that is, let π n : E * n → E ′ n be such that E ∈ E * n ⇒ π n (E)↾I * = E and let π n,E : {A : A ⊆ I * respects E} → {A ⊆ I : A respects π n (E)} be such that π n,E (A) = B ⇒ B ∩ I * = A; in fact, those functions are uniquely determined.
So clearly ( * ) 4 follows by ( * ) 5 (a) π n is a one-to-one function from E * n onto E ′ n ∩ B (b) π n preserves "E 1 refines E 2 " and its negation
Definition 2.1. Assume λ > θ is strong limit of cofinality ℵ 0 .
We say a model M is λ-special when there areλ,M such that (we also may saȳ M is a λ-special sequence):
Claim 2.2. 1) If for every n < ω we have D n is a (λ n , θ)-regular θ-complete ultrafilter on I n , M n+1 = (M n ) In /D n identifying M n with its image under the canonical ′ of Definition 2.1 by weakening the conclusion to: for some k > n, Γ is realized in M k we get an equivalent definition.
Proof. 1) As in part of the proof of 1.5 only much simpler; the hence and forth argument. 2) Same proof. 3) Use suitable subsequences.
2.3
Note that comparing definition 2.1 with the first order parallel, in Claim 2.3(1), a priori it is not given that Th L θ,θ (M 1 ) = Th L θ,θ (M 2 ) suffices. Also 2.3 does not say that Th L 1 θ (M ) and λ determines M up to isomorphism because we demand that M N C,ℓ = l.u.p. x (M C,ℓ ). Hence N C,0 ≺ L θ,θ N C,ℓ for ℓ = 1, 2 and we use "L θ,θ has disjoint amalgamation". 5) Follows by 1.5.
2.5
Remark 2.6. This proof implies the generalization of preservation theorems, see [CK73] .
Recall that Eherenfuecht-Mostowski [EM56] aim was: every first order theory T with infinite models has models with many automorphisms. This fails for L θ,θ and even L ℵ1,ℵ1 as we can express "< is a well ordering". What about L 1 θ ? Claim 2.7. Assume (λ, T are as above in 2.4 and) M is a special model of T of cardinality λ. Then M has 2 λ automorphisms.
Proof. Let M n : n < ω witness M is special. The result follows by the proof of 2.3(2) noting that ( * ) if f n is an (M n , M n , L θ,θ (τ µ ))-elementary mapping then there are a 2 ∈ λ (M n+1 ) and f α , a 2,α ∈ (M n+1 ) for α < λ n such that (a) a 2,α = a 2,β for α < β < λ n (b) for f α is an (M Why this is possible? Choose a ′ ∈ M n+2 \M n+1 and choose a α ∈ M n+1 \{a β : β < α} by induction on α < λ n realizing tp L θ,θ (τT ) (a ′ , M n , M n+2 ). Lastly, let f α = f ∪ {(a 0 , g(a α ))}. Why this is enough? Should be clear.
2.7
