The subject of this chapter is to present the TFRC (TCP-Friendly Rate Control) protocol in the area of efficient wireless video transmission and its possible usage in cross-layer power management mechanisms. The basic aspects of TFRC operation are presented, along with the suitability of TFRC usage for video transmission. The chapter examines related work and presents several mechanisms for efficient wireless video transmission using TFRC that have been proposed. These mechanisms utilize cross-layer approaches for adaptation of the power transmission level of the sender and TFRC feedback information regarding the wireless connection status from the receiver for improved transmission statistics, and therefore user experience, without unnecessary power consumption.
INTRODUCTION
Networking complexity has led to the modularization of network architecture in layers. Traditional approaches focus on wired networks and try to separately optimize each network layer such as the physical, the medium access, the routing and the transport layer. This approach reduces the complexity and makes issues more manageable and architectures more flexible and upgradeable, but it may lead to suboptimal designs. Under this layered approach, communication occurs between two adjacent layers without taking into consideration the specific characteristics of multimedia applications. Although this layered approach has been the fundamental factor for the growth of the wired networks and the World Wide Web it seems to pose constrains when attempting to adapt protocol's behaviour to multimedia applications characteristics and to wireless network conditions. Therefore, a careful cross-layer approach, where selected communication and interaction between layers is allowed, can have performance advantages without negating the successful layer separation that has guided network design so far. A theoretical discussion of the cross-layer problem framework can be found at Schaar & Shankar (2005) . Wireless transmission differs in an important way from wired communication, in that the notion of the link is not as fixed and can vary depending on the movement of the communicating nodes, the intermediate interferences and the transmission characteristics of the communicating nodes, most notably their transmission power. While increased power generally correlates with a stronger signal and therefore improved transmission characteristics, in many wireless scenarios reduced power consumption is desired. This trade-off has been explored by various researchers studying TCP (Transmission Control Protocol) modifications ( Tsaoussidis & Badr, 2000 , Zhang & Tsaoussidis, 2001 , Jones et. al, 2001 ) trying to combine reduced power consumption with increased data throughput. Wireless standards such as IEEE 802.11 specify power saving mechanisms (IEEE 802.11 PSM), although studies have shown that PSM and other similar mechanisms carry a significant performance penalty in terms of throughput (Molta, 2005 , Chen & Huang, 2004 , Anastasi et. al, 2004 , Simunic, 2005 ).
An important issue for the efficiency of wireless networks is to accurately determine the cause of packet losses. Packet losses in wired networks occur mainly due to congestion in the path between the sender and the receiver, while in wireless networks packet losses occur mainly due to corrupted packets as a result of the low Signal to Noise Ratio (SNR), the multi-path signal fading and the interference from neighbouring transmissions. A second difference between wired and wireless networks is the "mobility factor". Mobility in wireless networks introduces a number of additional barriers in multimedia data transmission. Channel fading and handover time are the most important factors that cause packet losses as they introduce additional delays when the mobile user changes its location from one Access Point (AP) to another. According to its specification, TFRC (Handley et al, 2003 ) is a congestion control mechanism for unicast flows operating in a best-effort Internet environment. It aims to be reasonably fair when competing for bandwidth with TCP flows, but at the same time achieving a much lower variation of throughput over time compared with TCP, making it thus more suitable for applications such as telephony or streaming media where a relatively smooth sending rate is important. However, TFRC is slower than TCP in responding to the available bandwidth. TFRC congestion control is appropriate for flows that would prefer to minimize abrupt changes in the sending rate, including streaming media applications with small or moderate receiver buffering before playback. TCP-like congestion control, halves the sending rate in response to each congestion event and thus cannot provide a relatively smooth sending rate. Several researchers have focused on various issues of cross-layer optimization for wireless ad hoc networks, when there is no infrastructure assumed. Also several efforts have been made in order to combine efficiency and TCP fairness. These works are discussed in the relevant sections of this chapter.
RELATED WORK
As noted above, cross-layer optimization for wireless ad hoc networks, when there is no infrastructure assumed is a very active research field. Radunovic (2005) proposes a jointly optimal design of the three layers (physical, MAC (Medium Access Control), routing) for wireless ad-hoc networks and studies several existing rate-maximization performance metrics for wireless ad-hoc networks in order to select appropriate performance metrics for the optimization. In Shan & Zakhor, (2002) the authors propose an application adaptive scheme based on priority based ARQ (Automatic Repeat Request) together with a scheduling algorithm and FEC (Forward Error Correction) coding combined with RLP (Radio Link Protocol) layer granularity. In Schaar & Shankar (2005) the need of a cross-layer optimization is examined and an adaptation framework is proposed amongst the application (APP), the Medium Access Control (MAC) and the Physical (PHY) layers. In the same publication a number of different methodologies for cross-layer adaptation are proposed, named "top-down" approach, "bottom-up", "application centric" and "MAC centric". a joint cross-layer design for QoS content delivery is presented. The central concept of the proposed design is that of adaptation. A new QoSawareness scheduler with a power adaptation scheme is proposed and is applied at both uplink and downlink Medium Access Control (MAC) layer to coordinate the behaviour of the lower layers for resource efficiency. The work in Lin et al. (2006) summarizes the recent developments in optimization based approaches for resource allocation problems in wireless networks using a cross-layer approach. Li et al. (2008) deals with 802.16 (WiMax) networks. The 802.16 standard provides four kinds of multimedia data services with QoS parameters but does not define any QoS scheduling algorithm. The above mentioned paper presents an adaptive cross-layer scheduling algorithm for the IEEE 802.16 BWA system. The algorithm uses adaptive modulation and coding (AMC) scheme at the physical layer according to the Signal to Noise Ratio (SNR) on wireless fading channels. In addition the cost function is defined for each kind of multimedia connection based on its service status, throughout the deadline in MAC layer. The simulation results provided show that the scheduling algorithm achieved an optimum trade-off between throughput and fairness. In Warrier (2007) , the gap between existing theoretical cross-layer optimization designs and practical approaches is examined. The trade-off between increased power consumption and improved signal strength has been explored by various researchers studying TCP modifications ( (Lee & Chung, 2006) . Previous work in Bouras (2009) introduced a power management mechanism for TFRC, which operates in a MIMD (Multiplicative Increase, Multiplicative Decrease) fashion. In general, when the packet loss increases above a preset threshold, then the power is also increased, else if the packet loss falls below the threshold, the power consumed is decreased. Moreover the power consumed has a lower bound to prevent the base station from halting the transmission and an upper bound to prevent excessive consumption. This mechanism (called MIMD approach) has been extended with a more sophisticated method for quicker selection of the optimal trade-off, called Binary approach.
THE TFRC PROTOCOL
In this section we provide a short summary of the TFRC operation, in order to demonstrate the way that it tries to achieve UDP-levels of efficiency with TCP friendliness. The TFRC (TCP-friendly rate control) protocol presents a modern approach to transport layers protocols, which tread protocols as a set of building blocks -independent components, from which transport protocols are assembled. TFRC provides a sending rate within a factor of two of the sending rate a TCP flow would have under the same condition but with relatively more stable throughput which is a desirable characteristic for a streaming service. TFRC is a receiver-based mechanism where the receiver performs some calculation of the congestion control indicators and reports them back to the server. It relies on the underlying transport protocol such as the DCCP to provide means for the exchange of control information between the server and the client. The algorithm used to calculate the next sending rate depends on whether the sender is still in the initial Slow Start phase or in the Congestion Avoidance phase. In the Slow Start phase, the sender approximately tries to double its sending rate every time a Receiver Report is received in order to reach the maximum throughput the channel can support which can be detected by increasing RTT and losses. Once the first loss has been detected, the sender enters the Congestion Avoidance phase. The next sending rate X is now determined from the minimum between twice the previous receiving rate and the sending rate as calculated from the TCP throughput equation. X = min ( TCP throughput, 2*receiving rate )
For its congestion control mechanism, TFRC directly uses a throughput equation for the allowed sending rate as a function of the loss event rate and round-trip time. In order to compete fairly with TCP, TFRC uses the TCP throughput equation, which roughly describes TCP's sending rate as a function of the loss event rate, round-trip time, and packet size. Specifically, TFRC's throughput equation is a slightly simplified version of the throughput equation for Reno TCP:
Where:
• X TFRC is the transmit rate in bytes/second.
• s is the packet size in bytes.
• R is the round trip time in seconds.
• p is the loss event rate, between 0 and 1.0, of the number of loss events as a fraction of the number of packets transmitted.
• t_RTO is the TCP retransmission timeout value in seconds.
• b is the number of packets acknowledged by a single TCP acknowledgement. The value of b is recommended to be set to 1.
Moreover, it would be beneficial to briefly describe some well-known TCP-like congestion control mechanisms like TCP Vegas, TCP Hybla, TCP Tahoe and Reno. In TCP Vegas, timeouts are set and round-trip delays are measured for every packet in the transmit buffer, while in other TCP versions, are based upon only the last transmitted packet in the transmit buffer. TCP Hybla aims to eliminate penalization of TCP connections that incorporate a high-latency terrestrial or satellite radio link, due to their longer round trip times. It stems from an analytical evaluation of the congestion window dynamics, which suggests the necessary modifications to remove the performance dependence on RTT. To avoid congestion collapse, TCP uses a multifaceted congestion control strategy. For each connection, TCP maintains a congestion window, limiting the total number of unacknowledged packets that may be in transit end-to-end. When the congestion window exceeds a certain threshold the algorithm enters a new state, called congestion avoidance. The congestion avoidance mechanisms of Tahoe and Reno are not the same, and specifically the behavior of Tahoe and Reno differ in how they detect and react to packet loss. In Tahoe, triple duplicate ACKs are treated the same as a timeout, while in Reno, if three duplicate ACKs are received, Reno will halve the congestion window. TFRC defines a loss event as one or more lost or marked packets from a window of data, where a marked packet refers to a congestion indication from Explicit Congestion Notification (Ramakrishnan, 2001 ). TFRC congestion control mechanism works as follows:
• The receiver measures the loss event rate and feeds this information back to the sender.
• The sender also uses these feedback messages to measure the round-trip time (RTT).
• The loss event rate and RTT are then fed into TFRC's throughput equation, giving the acceptable transmit rate.
• The sender then adjusts its transmit rate to match the calculated rate.
The dynamics of TFRC are sensitive to how the measurements are performed and applied. Specific mechanisms are used to perform and apply these measurements. Other mechanisms are possible, but it is important to understand how the interactions between mechanisms affect the dynamics of TFRC. For the purposes of the cross-layer mechanisms detailed later in the chapter, it is very important to understand the mechanism and structure of the feedback packets that the TFRC protocol specifies. The receiver periodically sends feedback messages to the sender. Feedback packets should normally be sent at least once per RTT, unless the sender is sending at a rate of less than one packet per RTT, in which case a feedback packet should be send for every data packet received. A feedback packet should also be sent whenever a new loss event is detected without waiting for the end of an RTT, and whenever an out-oforder data packet is received that removes a loss event from the history. If the sender is transmitting at a high rate (many packets per RTT) there may be some advantages to sending periodic feedback messages more than once per RTT as this allows faster response to changing RTT measurements, and more resilience to feedback packet loss. However, there is little gain from sending a large number of feedback messages per RTT. Each feedback packet sent by the data receiver contains the following information:
• The timestamp of the last data packet received. We denote this by t_recvdata.
If the last packet received at the receiver has sequence number i, then t_recvdata = ts_i. This timestamp is used by the sender to estimate the roundtrip time, and is only needed if the sender does not save timestamps of transmitted data packets.
• The amount of time elapsed between the receipt of the last data packet at the receiver, and the generation of this feedback report. We denote this by t_delay.
• The rate at which the receiver estimates that data was received since the last feedback report was sent. We denote this by X_recv.
• The receiver's current estimate of the loss event rate, p.
The sender's behaviour specified by TFRC when a feedback packet is received is as follows:
The sender knows its current sending rate, X, and maintains an estimate of the current round trip time, R, and an estimate of the timeout interval, t_RTO. When a feedback packet is received by the sender at time t_now, the following actions should be performed:
1. Calculate a new round trip sample. R_sample = (t_now -t_recvdata) -t_delay.
Update the round trip time estimate:
if no feedback has been received before R = R_sample; else R = q*R + (1-q)*R_sample;
TFRC is not sensitive to the precise value for the filter constant q, but a default value of 0.9 is recommended.
Update the timeout interval:
t_RTO = 4*R.
Update the sending rate as follows:
if (p > 0) Calculate X_calc using the TCP throughput equation. X = max(min(X_calc, 2*X_recv), s/t_mbi); else if (t_now -tld >= R) X = max(min(2*X, 2*X_recv), s/R); tld = t_now;
Note that if p is equal to zero, then the sender is in slow-start phase, where it approximately doubles the sending rate each round-trip time until a loss occurs. The s/R term gives a minimum sending rate during slow-start of one packet per RTT. The parameter t_mbi is 64 seconds, and represents the maximum inter-packet backoff interval in the persistent absence of feedback. Thus, when p is greater that zero, the sender sends at least one packet every 64 seconds. The variable tld is an abbreviation for Time Last Doubled.
5. Reset the nofeedback timer to expire after max(4*R, 2*s/X) seconds.
In order the sender to receive the feedback analyzed above, the receiver is responsible for the calculation of the Loss Event Rate (p).
Obtaining an accurate and stable measurement of the loss event rate is of primary importance for TFRC. Loss rate measurement is performed at the receiver, based on the detection of lost or marked packets from the sequence numbers of arriving packets. We describe this process before describing the rest of the receiver protocol.
TFRC USED FOR VIDEO TRANSMISSION
A very important issue on video transmission is high fluctuations and oscillations which may damage the video transmission, which demands smooth transmission rates. Most video algorithms such as MPEG2 utilize the three major frame types (Iframes, P-frames, B-frames). The video bit rate tends to vary according to the complexity of the frame data, for example an I-frame would be more complex compared to a P-frame as it results in more bits after compression. The same also applies to scene changes and high motion scenes in a video sequence as they tend to incur a higher prediction error which results in a lower compression efficiency. Thus a typical video bit rate will have occasional "pulses". A smoothed transmission rate will reduce these "pulses" and ends up affecting the video quality. To prevent oscillatory behaviour in environments with a low degree of statistical multiplexing it is useful to modify sender's transmit rate to provide congestion avoidance behaviour by reducing the transmit rate as the queuing delay (and hence RTT) increases. To do this the sender maintains an estimate of the long-term RTT and modifies its sending rate depending on how the most recent sample of the RTT differs from this value. The long-term sample is R_sqmean, and is set as follows:
if no feedback has been received before R_sqmean = sqrt(R_sample); else R_sqmean = q2*R_sqmean + (1-q2)*sqrt(R_sample);
Thus R_sqmean gives the exponentially weighted moving average of the square root of the RTT samples. The constant q2 should be set similarly to q, and a default value of 0.9 is recommended. The sender obtains the base transmit rate, X, from the throughput function. It then calculates a modified instantaneous transmit rate X_inst, as follows:
When sqrt(R_sample) is greater than R_sqmean then the queue is typically increasing and so the transmit rate needs to be decreased for stable operation. This modification is not always strictly required, especially if the degree of statistical multiplexing in the network is high. However, it is recommended that it is done because it does make TFRC behave better in environments with a low level of statistical multiplexing. If it is not done, it is recommend using a very low value of q, such that q is close to or exactly zero. Another important issue is the protocol's transmission rate. TFRC computes its maximum transmission rate as the number of packets per second that a TCP application would receive in similar conditions while breaking up its data into 1480-byte chunks. A TFRC application that is using large packets will experience roughly the same transmission rate in bits per second as a TCP application. However, a TFRC application using small packets will experience a lower transmission rate, in bits per second, than a TCP application. The reasoning for this is that bottlenecks can be the bits per second capacity of links, and also the packets per second capacity of routers.
In the subsequent sections of this chapter, we present TFRC mechanisms that still remain TCP-friendly, yet their goal is not to contribute too much to network congestion but to achieve a reasonable video quality gain over the conventional method.
POWER MANAGEMENT MECHANISMS USING TFRC REPORTS
Over the last years a number of new protocols have been developed for multimedia applications in the whole OSI layer's scale. The MPEG protocol family includes the encoding and compression of multimedia data. The MPEG-4 protocol with the enhancements of the FGS (Fine Granularity Scalability), AVC (Advanced Video Coding) and SVC (Scalable Video Coding) provides adaptive video coding by taking into account the available bandwidth and is expected to be used by many multimedia applications. Moreover, congestion control and TCP-friendliness pose additional design requirements as highly fluctuating ("shark teeth"-like) transmission rates may be too difficult to be followed by Audio-Video (AV) encoders and decoders. TCP congestion control produces high fluctuations in the transmission rate which are not suitable for the current audio-video codecs which expect predictive and stable bandwidth allocation. Therefore, the development of protocols such as TFRC can be seen as a step to improve multimedia transmission. One way to cope with transient fluctuations of the transmission rate is with the use of buffers at the clients. However, an initial data pre-fetch in a buffer of more than 8 seconds before the player starts playing the stream is not easily accepted by the end user. Moreover, in real time video applications and conversational media large pre-fetch buffers are not acceptable. For multimedia applications smooth and steady transmission rates and low delay are more important attributes than guaranteed and on order delivery of data packets.
The MIMD mechanism
The first mechanism is henceforth called the MIMD (Multiplicative Increase, Multiplicative Decrease) mechanism (Bouras et al., 2009). The MIMD mechanism uses the TFRC receiver's reports to the sender in order to calculate the packet loss rate percentage. The algorithm considers only a constant number of previous packet losses, so that it is more adaptive to the most recent conditions of the network. In addition, if the packet loss rate increases above a preset threshold, then the power is also increased by a percentage, else if the packet loss falls way below the threshold, the power consumed is decreased for reasons of power efficiency. Moreover the power consumed has a lower bound to prevent the base station from halting the transmission and an upper bound to prevent excessive consumption. This cross-layer mechanism uses information provided by the TFRC protocol which is a transport layer protocol and needs to act upon the physical layer to adjust the transmission power. The parameters involved by each layer include the transmission power at the physical layer, and the packet loss information at the transport layer. The interaction of these parameters is explained in the pseudo code below. Below the mechanism is expressed in a more compact form using pseudo code (PL stands for Packet Losses (as a percentage) and TP for Transmission Power, while A>1 and 0<B<1): The target of the proposed mechanism is to minimize or eliminate packet losses, since even a small packet loss rate can result to important reduction of multimedia quality in the end user and result to a bad end user experience. Improvements in the above two areas will lead to improved media parameters such as PSNR and MOS, which better represent the end user experience. At the same time, it has to make sure that power consumption will be bounded and will only increase when this results to noticeably improved video quality.
The Binary mechanism
The second mechanism that is proposed is henceforth called the Binary mechanism. The Binary mechanism uses the TFRC receiver's reports to the sender in order to calculate the packet loss rate percentage. The algorithm considers only a constant number of previous packet losses, so that it is more adaptive to the most recent conditions of the network. This cross-layer mechanism uses information provided by the TFRC protocol which is a transport layer protocol and needs to act upon the physical layer to adjust the transmission power. The parameters involved by each layer include the transmission power at the physical layer, and the packet loss information at the transport layer. The finite automaton presented in Figure 1 is the mechanism used by the sender of the video via TFRC. Every time the sender receives a TFRC report from the receiver changes its state according to the state it is in and the new data. The mechanism after receiving the first report, if packet loss is not satisfactory, defines a region in which it will try to approximate the optimum power. The optimum power is the one that produces a desired value of packet loss. After defining the region, the sender will increase its power to the maximum possible in that region and send the next TFRC packet with that power (state A). When the sender receives the next report, it tests whether there has been as significant improvement. If there has been an improvement and packet loss is below a predetermined threshold goes to state C or else repeats the actions of state A. In state C, the mechanism sets the power to the middle of the defined region and the sender goes to state D. In state D the algorithm tests whether the packet loss constraints are still satisfied and if this is the case it repeats state C. If this is not the case the algorithm goes to state E where it goes back to the previous known acceptable power value. The mechanism stays at state E while the packet loss value is acceptable, and if not it goes back to state A. Below there is a summary of the states of the automaton: 
Testbed setup
In order to examine the efficiency of the above described mechanisms, the Network Simulator 2 (ns-2.30) was used as a basic tool for simulating multimedia data transmission over wireless networks. The purpose of the experiments was to judge whether TFRC reports could actually lead to better power management techniques in wireless networks. In order to simulate MPEG-4 video transmission using ns-2, another software package is needed, namely Evalvid-RA (Lie & Klaue, 2008) . Evalvid-RA supports rateadaptive multimedia transfer based on trace file generation of an MPEG video file. A typical trace file provides information for frame number, frame type, size, fragmentation into segments and timing for each video frame. The multimedia transfer is simulated by using the generated trace file and not the actual binary multimedia content. The simulator keeps its own trace files holding information on timing and throughput of packets at each node during simulation. Combining this information and the original video file, Evalvid-RA can rebuild the video file as it would have been received on a real network. Additionally, by using the Evalvid-RA toolset the total noise introduced can be measured (in dB PSNR) as well as Mean Opinion Score (MOS) can be calculated. An example implementation is illustrated in Haukass (2007) .
Several modifications of the network simulators were needed in order to build a working instance of the proposed mechanism. Firstly, a module that implements the logic of the proposed mechanism was added in the simulator. Then, the module that implements the TFRC protocol was changed so that it provides information about packet losses to our mechanism. The mechanism calculates the power needed to improve PSNR and then this information is passed to the modified wireless physical layer module that is able to increase or decrease power according to the mechanism. The next sections of the chapter present some experiments that use a simple network topology, consisting of a transmitting and a receiving node. The transmitting node is located behind a wired connection to a router, while the receiving node is connected through the wireless interface of the intermediate router. The akiyo sample video found in Xiph.org was used for video streaming for the purposes of these experiments. Firstly, the video file was pre-processed and many video files were produced of different quality and resolution using the ffmpeg tool and shell scripts included in the Evalvid-RA toolset. Then, trace files were generated for all these files and by using these trace files the simulation took place. Ns-2 scripts were created to simulate video transmission over a wireless network over TFRC. After simulating the transfer of the video in several different resolutions, ns-2 trace files were obtained which then were used to reconstruct the videos as it would have been sent over a real network. In this phase, several measurements and calculations can be done involving network and video metrics such as PSNR, MOS, jitter, throughput and delay. By using this procedure and another simulation script and algorithm we can make extensive comparisons and reach conclusions about the efficiency of each algorithm.
Performance evaluation experiments
In our ns-2 experiments, we transfer H.264 video over TFRC over wireless links, and in particular over a single hop in a wireless ad hoc network. In order to model various instances of network degradation, we have performed experiments where both nodes are stationary, or where the transmitting node remains stationary, while the receiving node moves with steady speed away from the sender. We then compare the achieved throughput in terms of PSNR, packet losses and power consumption. Objective PSNR measurements can be approximately matched to subjective MOS (Mean Opinion Score) according to the standardized We repeat each scenario three times, one without any power management, one with MIMD power management algorithm and one with Binary power management algorithm. We then compare the achieved throughput in terms of PSNR, packet losses and power consumption. Objective PSNR measurements can be approximately matched to subjective MOS (Mean Opinion Score) according to the standardized Table 1 . The MOS scores reported below are derived from the automatic PSNR to MOS mapping according to Table 1 . The MIMD method's performance varied according to the values of the thresholds chosen, while the Binary Method is insignificantly susceptible to thresholds' change. The Binary Method's performance however, depends on the initial desired power that one wants to use.
Experiments
We ran the 7 scenarios described above and took the ratio average PSNR over average power per experiment. The purpose is to maximize this ratio as the larger its value the better the performance. Indeed a large value means larger average PSNR or lower average power or both. The Binary method clearly outperforms the MIMD method and the version without mechanism. We also present a detailed graph for each scenario, and provide trend lines in order to illuminate the behaviour of each mechanism under different conditions. It is worthwhile to note that in many cases as shown in the following figures the Binary method achieves Excellent Mean Opinion Score (see Table 1 ) whereas the other methods achieve at most Good Mean Opinion Score. In the first scenario, both nodes are stationary, so power requirements do not vary. Nevertheless, power management mechanisms offer a better ratio of PSNR to transmission power. The proposed mechanism proves especially capable in taking advantage of the available transmission power. For a given amount of transmission power, the proposed mechanism significantly outperforms both the MIMD method and the original transmission approach, in terms of achieved video quality (as measured by the PSNR metric). For example, as shown in the graph, for an average available transmission power of about 0.03 all mechanisms achieve a PSNR value of about 34, which is considered good. When however, average available transmission power is doubled, the simple approach yields almost no benefit, the MIMD mechanism achieves a slightly higher PSNR value of 36, while the binary mechanism excels with a PSNR value of over 41 which qualifies as excellent. The same observations apply also when one of the nodes is moving away. This time, the MIMD mechanism also displays a noticeable performance advantage over the simple approach. The Binary Method converges faster and closer to an optimum value of power needed to decrease packet, therefore achieves better PSNR values for the same average power. This scenario is one of the most beneficial for the proposed MIMD and Binary mechanisms, because the movement is monotonous and they can easily find an excellent trade-off between energy consumption and video quality. Because of the increased proximity of the nodes in Scenarios 3 and 4, the simple transmission approach is able to achieve better performance, without however being able to match either the MIMD or the Binary power management approach because of their adjustment of power according to the packet loss. It is interesting to note that in this scenario, the Binary mechanism clearly outperforms the rest implementations even when average transmission power is low, since the variability in the movement of one of the nodes better suits a quickly adapting algorithm. When a node is moving closer it is natural to achieve a better PSNR value in all methods. By also using rapid adjustment of power even better results occur. Also, the Binary method achieves Excellent Mean Opinion Score for power over 0.04. In this scenario, the performance gain of the MIMD mechanism over the simple one is reduced because as the moving node increases its proximity, less transmission power is required, and therefore a simple implementation can cope. In Scenarios with more complicated movement patterns, the basic conclusion seems to be the same: the proposed Binary approach demonstrates a significant performance lead, which often results in the received video quality to be excellent. The MIMD method provides intermediate benefits, while the original transmission approach without active power management lacks behind both in terms of video quality and consumed power.
In the cases where the nodes stop after moving, the MIMD and Binary methods adjust themselves to be as power saving as possible without making a reduction to the quality of video image transmitted. In fact, for the same PSNR values the MIMD and Binary methods consume less energy than when using no mechanism and when the Binary method uses power 0.05 and over achieves excellent results. When one node moves randomly the results show that all mechanisms tend to display similar behaviour, for power values up to 0.04. Above this value the Binary method again gains a significant advantage and achieves excellent results. The fact that in this scenario the performance gains are not as pronounced as in previous scenarios can be attributed to the fact that the adaptive methods need some time to adjust (they adjust every time they receive a TFRC report). Random motions tend to quickly change the assumptions upon which adaptive behaviour is based. Therefore, the adaptive methods (MIMD, Binary) tend to perform best in situations where there are movement patterns and changes in movement direction occur slower than the roundtrip time of a TFRC report.
CONCLUSION
In this chapter we have seen how cross-layer optimization techniques can be used to improve quality and reduce power consumption. More specifically, it has been examined how TFRC can be used for video transmission in wireless networks. The basic aspects of TFRC operation have been presented along with the suitability of TFRC usage for video transmission. Additionally, related work has been presented and two cross-layer mechanisms for wireless transmission via TFRC have been proposed that may be utilized for efficient power management, since the trade-off of power consumption and transmission quality is an important factor for wireless devices. We have seen that by inserting a simple cross-layer mechanism for power management in wireless TFRC transmission, we can significantly improve both the objective quality of the transmitted video, and make a more optimal usage of available power. The complexity cost of the mechanism is quite small, and slightly larger fluctuations in PSNR measurements seem to be the only remaining trade-off. An advanced power management cross-layer mechanism for power management in wireless TFRC transmission seems to significantly improve both the objective quality of the transmitted video, and makes more optimal usage of available power. A simpler MIMD power management approach also has performance benefits, albeit significantly smaller. The complexity cost of the binary mechanism is relatively small, as the implementation in the ns2 simulator has shown. Ongoing research in this area deals with also taking into account the PSNR metric along with packet loss and using the capabilities of H.264 in order to change video quality dynamically so that there can be adaptation of the transmission rate according to the available bandwidth.
