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ZUSAMMENFASSUNG
Gordon Moores Gesetz vom exponentiellen Wachstum der
Transistordichte pro Quadrat-Zoll hat seit 1965 die IT-Industrie
geprägt. Mit der damit einhergehenden Explosion der Rechner-
leistung wurde die Software immer leistungsfähiger, und man
ist dazu übergegangen, Rechnersysteme zu vernetzen und An-
wendungen zu verteilen. Eine Folge dieser Entwicklungen ist
die rapide zunehmende Komplexität der modernen Informati-
onstechnologie. 40 Jahre nach Moores Entdeckung droht eben
diese Tatsache, dem bisherigen exponentiellen Wachstum na-
türliche Grenzen zu setzen. Moderne, vernetzte Rechnersy-
steme, wie sie in der Industrie weit verbreitet sind, sind schon
heute zu komplex als dass sie auf manuellem Wege, d.h.,
durch menschliche Administratoren, in einem optimalen Be-
triebszustand gehalten werden können. Die Folgen sind eine
unzureichende Ausnutzung vorhandener Ressourcen, wieder-
kehrende Fehlerzustände und Lücken in der Absicherung ge-
gen mutwillige Angriffe auf die System-Integrität. Dies führt zu
erheblichen finanziellen Mehraufwendungen bzw. Verlusten.
Ein permanent überfordertes Administrationspersonal, trägt
durch eigene Fehler ein Übriges bei.
Schenkt man den jüngst aufkeimenden Initiativen von IT-Gigan-
ten wie IBM, Microsoft und Sun Glauben, so heißt die Lösung
dieser Misere automatisiertes Management. Vernetzte Rech-
nersysteme sollen sich auf lange Sicht selbst verwalten. Man
erhofft sich hiervon ein effektiveres Management und eine Frei-
stellung von Personal, welches sich dann um wichtigere Aufga-
ben kümmern kann.
In diesem Beitrag beleuchten wir den aktuellen Stand und die
Perspektiven im Bereich des Self-Managements. Des Weiteren
diskutieren wir offene Fragen, welche auf dem Weg zu selbst-
verwaltenden Systemen zu lösen sind.
1 EINLEITUNG
Die Entwicklung moderner IT-Landschaften ist durch eine
Reihe von Trends bestimmt, welche die grundlegende Aufgabe
des Management zunehmend erschweren:
– Die Größe einzelner Netzwerke und des gesamten Internet
wächst rasant an.
– Die Heterogenität von Hard- und Software nimmt zu.
– Neue Vernetzungstechnologien halten Einzug: Spontanver-
netzung, Personal Area Networks, Wearable Computing,
etc.
– Mitarbeiter in Unternehmen werden zunehmend mobil und
müssen in verstärktem Maße unterwegs auf Unternehmens-
daten zugreifen.
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– Die Abhängigkeiten zwischen Geschäftsprozessen und den
darin involvierten Software-Produkten nehmen ständig zu.
– Verschiedene Technologien wie das Internet, Mobilfunksy-
steme und die Spontanvernetzung wachsen zusammen.
– Die uns umgebenden Rechnersysteme treten in zunehmen-
dem Maße in den Hintergrund (Ubiquitous Computing, Dis-
appearing Computer).
– Durch die sich beschleunigende technologische Entwick-
lung müssen auch Unternehmen in immer kürzeren Abstän-
den mit Umstellungen im IT-Bereich reagieren.
All dies deutet darauf hin, dass die IT-Strukturen in großen Un-
ternehmen noch um einiges komplexer werden, als dies heute
schon der Fall ist. Die Frage, die sich angesichts dieser Ent-
wicklung stellt, ist: Wie können derart vielschichtige Systeme
noch effektiv verwaltet werden? Es ist nicht denkbar, dass
menschliche Administratoren den Überblick über ein System
behalten können, welches aus hunderten vernetzter Rechner
und mobilen Klienten, sowie aus zahlreichen Anwendungs-Ser-
vern und Datenbanken besteht. Die Rolle des Menschen in die-
sem Prozess muss neu überdacht werden. Er kann nicht mehr
eng gekoppelt und interaktiv in die Entscheidungsprozesse ein-
gebunden werden (Human-in-the-Loop). Stattdessen sollte er
sich darauf beschränken können, allgemeine Vorgaben (Poli-
cies) für die Steuerung eines Systems zu machen [Tenn00].
Diese Erkenntnis hat ein großes Interesse an Technologien für
selbstverwaltende Systeme in Forschung und Industrie ausge-
löst. Konzepte für die Entwicklung verlässlicher Systeme, wel-
che Fehlerfälle kompensieren können und so für Robustheit
und Stabilität sorgen, gibt es schon seit nahezu 40 Jahren
[Aviz01]. Zur Gestaltung verlässlicher, fehlertoleranter Sy-
steme, wurden vom IEEE bereits 1970 und von der IFIP 1980
entsprechende Gremien gegründet. Die jüngsten Bemühungen
gehen jedoch in ihren Zielen deutlich weiter. Sie sind vom Self-
Management als neuem Leitmotiv geprägt. Exemplarisch hier-
für steht die 2001 ins Leben gerufene Autonomic Computing In-
itiative (im Weiteren mit ACI abgekürzt) von IBM [Gan03]. Diese
umfasst eine weitreichende Vision, an deren Ende sich IT-Sy-
steme komplett selbst verwalten sollen.
Die grundlegenden Konzepte der ACI sind nicht neu. Allerdings
stellen sie eine gute begriffliche Basis dar und definieren ein ak-
tuelles Referenzmodell, anhand dessen verschiedene Ansätze
verglichen und eingeordnet werden können. Wir werden uns da-
her im Rest dieses Artikels an der ACI orientieren, um anhand
ihrer Definitionen später offene Fragestellungen zu diskutieren.
2 SELF-MANAGEMENT IM SINNE DER ACI
Der Name Autonomic Computing (AC) ist durch das vegetative
Nervensystem (engl.: autonomic nervous system) des Men-
schen inspiriert. Dieses System kontrolliert Körperfunktionen
wie die Atmung und den Herzschlag, ohne dass der Mensch
bewusst steuernd eingreifen muss. Genau dies ist die Hoff-
nung, die mit der ACI in Bezug auf die Komponenten eines
komplexen Rechnersystems verbunden ist: Applikations-Ser-
ver, Datenbanken und Kommunikations-Infrastrukturen sollen
sich ohne Eingriff von außen verwalten. Die ACI unterteilt die-
ses Self-Management weiter in folgende Untergebiete:
– Self-Configuration: Automatische Neukonfiguration, um sich
an veränderliche Umgebungen anpassen;
– Self-Healing: Aufdecken, Diagnose und Behebung von Stö-
rungen;
– Self-Optimization: Überwachung und Anpassung von Res-
sourcen im Sinne der betrieblichen und Kunden-bezogenen
Anforderungen;
– Self-Protection: Antizipation, Identifikation und Schutz vor
beliebigen Attacken.
Eine Umsetzung dieser Ziele geht nicht von heute auf morgen.
Daher definiert IBM zusätzlich 5 Ebenen des Managements.
Ebene 1 (Basic Level) beschreibt den Zustand des manuellen
Managements einzelner Komponenten, in dem sich heutige Sy-
steme befinden. Die Ebenen 2-4 definieren Zwischenzustände
auf dem Weg hin zu völlig autonomen Systemen auf Ebene 5
(Autonomic Level). Die IT-Technologie soll sich in einem evolu-
tionären Prozess bis hin zur Ebene 5 bewegen.
Die grundlegenden Bausteine eines autonomen Systems (Au-
tonomic System) sind autonome Elemente (Autonomic Ele-
ments). Ein solches Element besteht aus einem verwalteten
Element (Managed Element) und einem autonomen Manager
(Autonomic Manager). Das verwaltete Element ist eine ein-
zelne Ressource oder ein Zusammenschluss mehrerer Res-
sourcen und wird von seinem autonomen Manager verwaltet.
Dabei arbeitet in dem autonomen Element ein geschlossener
Regelkreis (Abb. 1). Geschlossene Regelkreise sind das Herz-
stück der ACI, da sie theoretisch in der Lage sind, ohne Eingriff
von außen (geschlossen) das System so zu regeln, dass es im-
mer im Sollzustand bleibt.
3 AKTUELLE HERAUSFORDERUNGEN
Die Vision des Self-Management ist weitreichend und umfasst
viele Teilprobleme, welche heute noch nicht gelöst sind. Zwar
sind einzelne Mosaiksteine vorhanden: Beispielsweise existie-
ren eine Reihe von Verfahren und Techniken zur Instrumentie-
rung und Überwachung der Ressourcen [DG03]. Auch kann
man den dezentralen Einsatz autonomer Agenten als eine Vor-
stufe des Self-Management ansehen [HG01]. Aber an vielen
Stellen fehlen Antworten auf grundlegende Fragen des Self-
Management. In diesem Abschnitt werden wir die offenen Pro-
bleme erörtern und einen Überblick über die forschungsrele-
vanten Themen geben.
Im Mittelpunkt stehen dabei geschlossene System-Manage-
ment-Regelkreise und die offenen Fragen, welche auf dem
Weg zu ihrer Realisierung beantwortet werden müssen. Das
Konzept des Regelkreises (s. Abb. 1) ist aus vielen technischen
Bereichen hinreichend bekannt und begegnet uns auch im All-
Abb. 1 Geschlossener Regelkreis eines autonomen Elements (adaptiert 
aus [Gan03])
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tag häufig. So handelt es sich bei einer Heizung mit Thermostat
(bestehend aus Temperatursensor und gekoppeltem Durch-
flussregler) und beim Antiblockiersystem im Auto um geschlos-
sene Regelkreise, d.h. um Regelkreise mit Rückkopplung.
Diese arbeiten autonom ohne Eingriffe von außen. Im Gegen-
satz hierzu fehlt bei offenen Regelkreisen die Rückkopplung.
Ein Beispiel hierfür ist die manuelle Regelung des Durchflusses
bei einer Heizung. Die Regelung wird hierbei allein durch Ein-
griffe von außen erreicht. Streng genommen hat man es hier
mit einer Steuerung und nicht mit einer Regelung zu tun. (Ge-
schlossene) Regelkreise sind also in der Lage gemäß be-
stimmter Vorgaben (Zieltemperatur, Bremsdruck) und gegebe-
ner Rahmenbedingungen (aktuelle Umgebungstemperatur, Bo-
denbeschaffenheit, Radumdrehung), durch Beobachtung des
Ist-Zustandes (mit Sensoren) und entsprechende Anpassun-
gen (durch Effektoren), den vorgegebenen Soll-Zustand (defi-
niert anhand von Stellwerten) zu erreichen und zu erhalten.
Dies ist in gewissem Maße selbst dann möglich, wenn äußere
Störgrößen (wie etwa ein offenes Fenster) auf die Regelung
einwirken.
Das Streben nach selbstverwaltenden Rechnersystemen läuft
auf die Anwendung desselben Prinzips hinaus. Allerdings sind
moderne, vernetzte Rechnersysteme weitaus komplexer als
die hier aufgeführten Beispiele. Ein Thermostat und das ABS
sind auf ganz bestimmte Aufgaben festgelegt, bei denen die
möglichen Ist- und Soll-Zustände, sowie die notwendigen An-
passungen komplett spezifiziert sind. Dies ist im Allgemeinen
bei Rechnersystemen nicht der Fall. Die Kernprobleme sind da-
bei vor allem:
– die problemabhängige Beschreibung des Systemzustands
und die potentiell sehr große Menge an Zustandsdaten;
– die Spezifikation der Stellgrößen und der gewünschten Soll-
Zustände;
– die unvollständige Beschreibung der Systemreaktion auf
Veränderungen der Eingaben und Systemparameter;
– die Fähigkeit des Managementsystems, das System an den
gewünschten Zustand anzunähern, ungewünschte Oszilla-
tionen zu vermeiden und zwischen konkurrierenden Anfor-
derungen zu vermitteln;
– die Fähigkeit des Managementsystems, zu lernen, unbe-
kannte Situationen zu bewältigen und sich selbst an Verän-
derungen anzupassen;
– die verwobene Struktur komplexer Rechnersysteme und die
damit verbundene Schwierigkeit einzelne Managementauf-
gaben zu isolieren.
3.1 Einheitliche Definitionen
Bevor wir diese technischen Kernprobleme näher beleuchten,
wenden wir uns zunächst einer sehr grundlegenden Problema-
tik zu: Bisher fehlt bei der Begriffsbildung und der Einordnung
technischer Lösungen im Bereich des Self-Management die
notwendige Klarheit. Zwar bietet die Definition der vier Teilbe-
reiche der ACI eine sinnvolle Kategorisierung; bei näherer Be-
trachtung verschwimmen die Unterschiede jedoch. So führen
z.B. Self-Healing, Self-Optimization und Self-Protection immer
auch zu einer Änderung der Konfiguration. Die angewendeten
Mechanismen könnten also auch der Self-Configuration zuge-
ordnet werden. Die Anpassung eines Systems durch eine auto-
matische Konfiguration dient wiederum immer der Optimierung.
Wie grenzen sich die vier Teilbereiche also voneinander ab?
Die Klärung dieser Frage ist im Hinblick auf eine wissenschaft-
liche Diskussion in einem größeren Rahmen unabdingbar, da
ansonsten die Fülle unterschiedlicher Ansätze kaum vergleich-
bar ist.
Weitere Begriffe, die sich die Wissenschaft zu eigen gemacht
hat sind Self-Adaptation und Self-Organization. Diese könnten
als Oberbegriffe des Self-Management aufgefasst werden.
Weiterhin ist es notwendig, eine Verbindung zu den klassischen
Bereichen der verlässlichen und fehlertoleranten Systeme
[Aviz01] herzustellen. Hier ist auch das Prinzip der Selbststabi-
lisierung [Dij74] zu nennen. Dieses stellt sicher, dass ein Sy-
stem aus jedem fehlerhaftem Zustand letztendlich wieder in ei-
nen korrekten Zustand überführt wird, falls kein neuer Fehler
auftritt. Hierfür ist es nicht einmal notwendig, dass das System
erkennt, dass ein Fehler aufgetreten ist. Häufig ist die Erken-
nung eines Fehlers der schwierigste Schritt zu dessen Beseiti-
gung. In den angesprochenen Gebieten existieren bereits Be-
griffe und Mechanismen, welche im Self-Management nutzbrin-
gend angewendet werden können. So hat es sich zum Beispiel
bewährt, Ressourcen nur temporär durch zu erneuernde Nut-
zungsverträge (Leases) zu vergeben, um die dauerhafte Blok-
kierung von Ressourcen durch fehlerhafte Nutzer zu vermei-
den. Diese Methode findet häufig im Bereich der Speicherbe-
reinigung Anwendung.
3.2 Systembeschreibung und Interoperabilität
Für die autonome Verwaltung eines komplexen, heterogenen
Systems benötigt man zunächst geeignete Mittel, um sowohl
das Gesamtsystem, als auch seinen jeweiligen Ist- und Soll-Zu-
stand zu beschreiben. Gegenstand einer solchen Beschrei-
bung sind unter anderem:
– Die System-Architektur;
– Management-Policies;
– Ein Regelwerk für die Ableitung konkreter autonomer Ein-
griffe aus bestimmten Systemzuständen;
– Service-Level-Agreements und QoS-Verträge, welche die
Anforderungen an das System festlegen.
Für jeden dieser Bereiche gibt es zwar schon Beschreibungs-
möglichkeiten. Es fehlen allerdings herstellerübergreifende
Standards, welche die Interoperabilität zwischen verschiede-
nen autonomen Teilsystemen sicherstellen. Im wissenschaftli-
chen Umfeld gibt es Ansätze, adaptive Systeme auf der Grund-
lage einer Architekturbeschreiung zu entwickeln [Orie99,
Mage02, Garl03]. Im kommerziellen Sektor baut Microsoft mo-
mentan sehr stark auf seine Dynamic Systems Initiative
[MS03], welche auf dem System Description Model als Kern-
stück aufbaut. Statische Beschreibungen reichen im Hinblick
auf autonome Systeme nicht aus. Vielmehr ist es notwendig,
dass nicht nur die verwalteten Systeme selbst adaptiert wer-
den, sondern auch die Regeln, nach denen dies geschieht. Da-
mit ein System sich überhaupt autonom verwalten kann, muss
es im laufenden Betrieb lernen können, und diese Anforderung
hat auch Auswirkungen auf die Gestaltung entsprechender Be-
schreibungstechniken.
Neben der Systembeschreibung müssen zusätzlich die Instru-
mentierung, die Schnittstellen und das Datenformat für die Er-
fassung relevanter System-Daten standardisiert sein. Hier will
man z.B. auf der Application Response Measurement (ARM)
API der Open Group [Open01] und dem Common Information
Model (CIM) der DMTF [DMTF99] aufsetzen [Gan03].
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3.3 Lernende Systeme
Die Qualität, welche ein menschlicher Administrator in das Ma-
nagement einbringt, ist seine Fähigkeit, unbekannte Situatio-
nen zu erfassen und zu handhaben. Er kann auch neu auftre-
tende Fehler kategorisieren, beheben und aus ihnen lernen.
Wenn der Mensch letztendlich aus dem Managementkreislauf
verschwinden und nur noch als Entscheidungsträger für die
Stellgrößen fungieren soll, muss das autonome System selbst
lernfähig sein. Es muss aus Erfahrung lernen, seine Leistung
stetig verbessern und sich an neue Situationen anpassen. Die
Tatsache, dass neue Innovationen die Betreiber von Rechner-
systemen in immer kürzeren Abständen zu Umstellungen zwin-
gen, erschwert die Anpassung des Management-Systems
enorm. Das Management muss sich also nicht nur auf ein sta-
tisches System einstellen, sondern es muss sich auch schnell
an Veränderungen anpassen können. Die dynamische Anpas-
sung an unbekannte Situationen und das Lernen aus Erfah-
rung sind Intelligenzleistungen, welche bisher in künstlichen
Systemen nicht in dem Umfang nachgeahmt werden können,
wie dies im Sinne des Self-Management notwendig erscheint.
Diao et al. haben gezeigt, dass man die Konfiguration eines Da-
tenbanksystems für e-Commerce-Anwendungen während des
laufenden Betriebes mittels eines Regel-basierten Ansatzes im
Hinblick auf die Antwortzeit optimieren kann [Diao03]. Hierbei
werden die Abhängigkeiten der Konfigurationsparameter unter-
einander mit einer Regelbasis beschrieben. Allerdings stellt
dies nur den ersten Schritt dar. Es ist notwendig, dass sich
auch die Anpassungs-Regeln selbst an veränderliche Bedin-
gungen adaptieren, um den komplexen Wechselwirkungen zwi-
schen den Anwendungen innerhalb eines Gesamtsystems,
welches sich in einem ständigen Wandel befindet, gerecht zu
werden. Wie soll das System reagieren, wenn neben e-Com-
merce-Systemen weitere Anwendungen mit zusätzlichen An-
forderungen hinzukommen? Wie verhält sich das Optimie-
rungs-System, wenn neben der Antwortzeit später z.B. auch
der Speicherverbrauch optimiert werden soll? Im Fall dieser ge-
genläufigen Optimierungskriterien sind die rein Antwortzeit-ori-
entierten Regeln nicht mehr adäquat. Eine einfache Ergänzung
durch speicheroptimierende Regeln verfehlt ihr Ziel, da beide
Optimierungsziele nicht unabhängig voneinander betrachtet
werden können. Die Frage, wie ein selbstverwaltendes System
in diesem Fall reagieren soll, bleibt offen. Es ergibt sich ein
neues Optimierungsproblem bezüglich der Anpassung der Re-
gelbasis.
3.4 Verwobene Systeme
In vielerlei Hinsicht ist der Vergleich mit dem menschlichen Kör-
per und dessen vegetativen Nervensystem, der als Leitmotiv
der ACI dient, durchaus zutreffend. Ein vernetztes Rechnersy-
stem besitzt eine Komplexität, welche eher mit der des
menschlichen Körpers als mit der eines Thermostats oder ei-
nes Antiblockiersystems vergleichbar ist. Hieraus ergeben sich
weitreichende Konsequenzen.
Unser Körper befindet sich in einem fein austarierten Gleichge-
wichtszustand, in dem sich alle Teilsysteme dem gemeinsamen
Ziel des Überlebens unterordnen. Um dies sicherzustellen, hat
die Natur unserem Körper eine enorme Komplexität verliehen,
die es uns erlaubt, auf die unterschiedlichsten Einflüsse ange-
messen zu reagieren. Unser Immunsystem ist z.B. in der Lage
viele unbekannte Krankheitserreger zu erkennen, zu bekämp-
fen und sich auf einen erneuten Befall einzustellen. Es handelt
sich also um einen sehr komplexen geschlossenen Regelkreis,
welcher wiederum aus unzähligen untergeordneten Regelkrei-
sen (Temperaturregulierung, Stoffwechsel, Atmung, etc.) be-
steht. Hierbei greifen alle Teilsysteme ineinander und interagie-
ren auf eine sehr komplexe und bisher weitgehend unverstan-
dene Weise. Der Versuch einzelne Teilsysteme zu isolieren, um
sie komplett zu verstehen, scheitert in letzter Konsequenz, da
die entscheidenden Wechselwirkungen (vgl. Abb. 2) mit ande-
ren Systemen nicht mehr betrachtet werden. Dies ist das We-
sen eines komplexen Systems: Das Ganze ist mehr als die
Summer seiner Teile, und ein klassisch reduktionistisches Vor-
gehen bei der Analyse führt nicht zwingend zum Verständnis
des Gesamtsystems.
Auch moderne, vernetzte Rechnersysteme besitzen eine ver-
wobene Struktur. Gemeint ist hier nicht die physikalische Ver-
netzung der Einzelrechner, sondern die vielfältigen Abhängig-
keiten zwischen den einzelnen Subsystemen, wie z.B. dem Be-
triebssystem, dem Kommunikationsnetz und den einzelnen An-
wendungen, deren Daten sowie deren Subkomponenten. Das
Problem, dass sich aufgrund dieser Abhängigkeiten das Ge-
samtsystem anders verhält, als man dies bei Betrachtung der
einzelnen Komponenten erwartet, ist wohlbekannt. Änderun-
gen an einem Subsystem haben meist Auswirkungen auf an-
dere Subsysteme.
Hieraus entsteht ein Grundproblem für das Self-Management.
Nach der Vorstellung der IBM-Visionäre kann ein Autonomic
System tausende von Regelkreisen besitzen [IBM03]. Es ist
vorstellbar, dass verschiedene Aspekte eines einzelnen Subsy-
stems von unterschiedlichen Regelkreisen geregelt werden. Im
Sinne der Modularität und der Trennung der Verantwortungen
ist es weiterhin sinnvoll, dass jeder Hersteller einer Hardware-
oder Software-Komponente für die Implementierung der hierfür
notwendigen Regelkreise verantwortlich ist. Aufgrund der ver-
wobenen Struktur des Gesamtsystems werden sich diese Re-
gelkreise jedoch gegenseitig beeinflussen. Änderungen, wel-
che an einem Subsystem durchgeführt werden, ziehen auto-
matisch Änderungen an anderen Subsystemen nach sich, da
deren Regelkreise Veränderungen in ihren Sensordaten fest-
stellen und reagieren.
Ein Teil dieser Problematik spiegelt sich auch in einer Anekdote
aus den siebziger Jahren (des letzten Jahrhunderts) wider,
nach der die Operateure eines bestimmten Großrechner-Be-
triebssystems öfter feststellen mussten, dass das System nur
noch mit der eigenen Verwaltung beschäftigt war: Das Seiten-
flattern der Hauptspeicherverwaltung und andere Verwaltungs-
vorgänge führten zu einer so hohen CPU-Auslastung, dass
keine Nutzlast mehr verarbeitet wurde.
Betrachten wir als Beispiel das System aus [Diao03], welches
die Antwortzeit einer Datenbank optimiert. Nehmen wir an,
dass ein wesentliches Mittel hierfür die Vergrößerung des im
Speicher gehaltenen Datenpuffers sei. Nehmen wir weiter an,
dass parallel zu diesem Antwortzeit-Regelkreis ein Speicher-
Regelkreis im Betriebssystem existiere, der eine allgemeine
Speicherverknappung feststellen und über eine Standard-
schnittstelle beliebige Anwendungen auffordern kann, ihren
Datenpuffer zu verringern. Dieses in Abb. 2 dargestellte Szena-
rio kann dazu führen, dass das System aus Antwortzeit-Regel-
kreis, Speicher-Regelkreis und Datenbank durch die indirekte
Wechselwirkung zwischen beiden Regelkreisen in Schwingung
gerät. Dies geschieht dann, wenn beide abwechselnd die
Größe des Datenbank-Puffers erhöhen und wieder verringern.
Es ist sogar möglich, dass auf Grund des zusätzlichen Aufwan-
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des beim Ein- und Auslagern des Pufferinhaltes die Antwortzeit
der Datenbank entgegen dem Optimierungsziel des Antwort-
zeit-Regelkreises schlechter wird. Der Regelkreis könnte hier-
aus ableiten, dass eine weitere Erhöhung des Puffervolumens
notwendig ist. Die Folge wäre, dass sich das System „auf-
schaukelt“ und schließlich durch diesen indirekten Rückkopp-
lungseffekt „umkippt“.
Dieses einfache Beispiel zeigt, dass es notwendig ist, Wechsel-
wirkungen in die Entwicklung einzelner Regelkreise mit einzu-
beziehen. Dies wirft zwei weitere Probleme auf:
1. In einem System mit tausenden von Regelkreisen sind die
möglichen Wechselwirkungen nicht zu überblicken.
2. Die Kapselung der einzelnen Regelkreise muss aufgebro-
chen werden. Sie können nicht mehr unabhängig voneinan-
der entwickelt werden.
Unsere beiden Regelkreise sollten in der Lage sein, „sich zu ei-
nigen“: Die anfänglich getrennten Optimierungsvorgaben müs-
sen zugunsten eines „Kompromisses“ zwischen Speicherver-
brauch und Antwortzeit aufgegeben werden (vgl.: Abschnitt
Lernende Systeme). Wie kann dies erreicht werden? Müssen
die Regelkreise einander kennen und explizit verhandeln, oder
gibt es die Möglichkeit einer indirekten gegenseitigen Anpas-
sung? Skaliert diese Anpassung mit der Anzahl der Regel-
kreise? Wie können Abhängigkeiten behandelt werden, welche
sich über mehrere Indirektionen erstrecken? Wie kann sicher-
gestellt werden, dass die gemeinsamen Optimierungsziele aller
Regelkreise das System noch in einen „sinnvollen“ Zustand
überführen? Wenn viele Regelkreise miteinander interagieren,
welche Auswirkungen haben dann Fehler in ihrer Programmie-
rung?
Die verwobene Struktur moderner Rechnersysteme und die
Wechselwirkungen zwischen autonomen Regelkreisen stellen
aus unserer Sicht das entscheidende Problem bei der Umset-
zung der Ziele des Self-Management dar. Die Lösung der hier
gestellten Fragen ist nur in Kooperation mit Forschern aus an-
deren Disziplinen wie z.B. der Biologie, der Soziologie und der
Komplexen Systeme möglich.
4 LÖSUNGSANSÄTZE
IBM hat durch sein Engagement bei der ACI einen wichtigen
Anstoß und Beitrag geleistet. So stellt die vorgeschlagene Ar-
chitektur und die Begriffsbildung, auch wenn sie noch verfeinert
und konkretisiert werden muss, eine Schärfung des Problem-
bewusstseins und gute Grundlage dar. Allerdings werden hier
vor allem die Fragen nach der Lernfähigkeit und nach dem Um-
gang mit der Verwobenheit selbstverwaltender Systeme nicht
betrachtet. Die grundlegende Natur dieser offenen Probleme
macht es notwendig, über sehr viel tiefgreifendere und teilweise
radikale Paradigmenwechsel nachzudenken. In diesem Ab-
schnitt werden wir kurz einige Ansätze präsentieren, welche
Antworten auf die diskutierten Fragen liefern könnten.
4.1 Regelkreisorientierte Programmierung
Shaw hat schon 1995 ein alternatives Programmierparadigma
vorgeschlagen, welches sich an Prozess-Regelkreisen orien-
tiert [Shaw95]. Hierbei wird ein Problem nicht im Sinne der Ob-
jektorientierung in Komponenten zerlegt. Vielmehr werden die
Prozesse eines Systems mittels entsprechender Abstraktionen
abgebildet. So gibt es Prozessdefinitionen, Kontrollalgorith-
men, Prozessvariablen, Soll-Werte und Sensoren. Weiterhin
trennt dieses Paradigma den Prozess von externen Störungen
in den Systemparametern. Diese prinzipielle Herangehens-
weise ist im Hinblick auf die Umsetzung Regelkreis-basierter
Systeme, wie sie in der ACI definiert sind, viel versprechend.
4.2 Weiche Systeme und Homöostase
Shaw geht auch auf die Notwendigkeit ein, Systeme weich und
flexibel zu gestalten [Shaw02]. Rigide Definitionen der ge-
wünschten Systemzustände und die Forderung nach genau ve-
rifizierbarer Korrektheit entsprechen nicht mehr den Bedingun-
gen, unter denen moderne Systeme arbeiten. Da das Wissen
über die konkreten Arbeitsbedingungen meist unvollständig ist,
tendieren Systeme, welche rigiden Definitionen unterliegen
dazu brüchig zu werden. Die Autorin führt daher den Begriff der
hinreichenden Korrektheit ein. Die Definitionen von Ist- und
Soll-Zuständen sollten bewusst unpräzise gehalten werden,
um genügend Raum für akzeptable Zustände zu schaffen. Wei-
terhin regt Shaw an, homöostatische Systeme zu bauen, wel-
che sich permanent in Richtung eines akzeptablen Zustandes
bewegen. Steuernde Eingriffe werden hierbei nicht als Reak-
tion auf einen diskreten Übergang eines Systems in einen
„schlechten“ Zustand aufgefasst, sondern als andauernder
Hintergrundprozess (vgl. selbststabilisierende Systeme). Ein
einfaches Beispiel für ein homöostatisches System ist die Gar-
bage Collection einer Java VM. Obwohl Shaw keine konkreten
Mechanismen und Lösungen anbietet, gibt sie eine Richtung
für die Forschung auf dem Gebiet des Self-Managements vor.
4.3 Der Körper als Vorbild
Forrester et al. beschreiben einen neuartigen Ansatz für die
Entwicklung von Sicherheitssystemen, die auf Prinzipien basie-
ren, welche denen des Immunsystems ähneln [Forr97]. Die Fä-
higkeit des Immunsystems, körpereigene von körperfremden
Substanzen zu unterscheiden und auf der Basis dieser Ent-
scheidung angemessen zu reagieren, wird anhand von Sy-
stemaufrufsequenzen nachgebildet. Mittels einer Datenbank, in
der solche Sequenzen für „freundliche“ und „feindliche“ Aktio-
nen abgelegt sind, kann das vorgestellte System Angriffe mit
einer Genauigkeit zwischen 1% und 20% feststellen. Zwar ist
das System, nicht zuletzt wegen der mangelnden Genauigkeit,
noch weit von einem praktischen Einsatz entfernt, jedoch de-
monstriert es anschaulich den Nutzen eines bionischen Ansat-
Abb. 2 Indirekte Wechselwirkung zwischen zwei Regelkreisen
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zes für die „Selbstverteidigung“ eines selbstverwaltenden Sy-
stems.
4.4 Selbststrukturierung
Nagpal et al. zeigen einen Ansatz zur Selbststrukturierung
zweidimensionaler Formen, welche aus einer großen Anzahl
autonomer Akteure bestehen [Nag03]. Das Ergebnis hat zu-
nächst keine praktische Relevanz im Bereich des Self-Manage-
ments. Es zeigt jedoch einen Ansatz zur abstrakten Beschrei-
bung eines gewünschten Systemzustandes, welche automa-
tisch auf einfache Regeln für die einzelnen Akteure herunter
gebrochen wird. Wir halten dies für ein Schlüsselresultat, wel-
ches auch die Suche nach Beschreibungsmechanismen im Be-
reich des Self-Management (vgl. Abschnitt Systembeschrei-
bung und Interoperabilität) stimulieren kann. Tatsächlich ist der
Schritt von der Systemebene zur Komponentenebene in kom-
plexen, selbstorganisierenden Systemen ein bisher wenig ver-
standenes Grundproblem bei der ingenieurstechnischen Um-
setzung.
4.5 Zellen-orientierte Programmierung
George et al. zeigen einen rudimentären Ansatz für das Zellen-
orientierte Programmieren [Geor02]. Hierbei werden Struktu-
ren aus einzelnen Komponenten (Zellen) erzeugt. Diese Struk-
turen besitzen die Fähigkeit zur Selbstheilung, also zum Erhalt
der vorgegebenen Struktur. Der Mechanismus, der ihnen dies
erlaubt, basiert auf der Diffusion von Chemikalien. Die Zellen
emittieren diese, nehmen ihre Konzentration wahr und reagie-
ren darauf. Die Kopplung zwischen den Zellen ist sehr lose und
die Kommunikation verläuft indirekt und lokal. Auch dies ist zu-
nächst ein sehr grundlegendes Resultat, welches nicht direkt
praktisch einsetzbar ist. Allerdings zeigt es einen möglichen
biologischen Ansatz zur Konstruktion selbstheilender Systeme,
welcher in der Zukunft an Bedeutung gewinnen könnte.
5 ZUSAMMENFASSUNG UND AUSBLICK
Die steigende Komplexität vernetzter Rechnerumgebungen
führt zu einem rasant wachsenden Aufwand für deren Manage-
ment. Dies treibt sowohl die Forschung als auch die Industrie
an, selbstverwaltende Systeme zu entwickeln. Obwohl in jüng-
ster Zeit vor allem in der Industrie ein verstärktes Engagement
in diese Richtung zu beobachten ist, und obwohl es schon seit
einigen Jahrzehnten verwandte Ansätze in der Forschung gibt,
stehen wir immer noch ganz am Anfang dieser Entwicklung. In
diesem Artikel haben wir die wichtigsten Fragen erörtert. Die
offenen Probleme sind dabei hauptsächlich:
– Die mangelnde Klarheit in der Definition von Self-Manage-
ment;
– das weitgehend unverstandene Phänomen der Verwoben-
heit und der daraus entstehenden Komplexität;
– das Fehlen allgemeiner Konzepte für die Entwicklung lernfä-
higer Systeme;
– die Notwendigkeit, herstellerübergreifende Standardmecha-
nismen zur Beschreibung von Systemen, Regeln und Poli-
cies zu finden, welche die Eigenschaften selbstverwaltender
Systeme berücksichtigen.
Zur Lösung der vor uns liegenden Probleme müssen unserer
Meinung nach unkonventionelle Wege beschritten werden, da
klassische Mechanismen des Designs, der Entwicklung und
des Einsatzes verteilter Systeme nicht weiterführen. Im letzten
Teil dieses Beitrages haben wir daher einige Ansätze erläutert,
die wegweisend sein könnten.
Die Hauptaufgabe von Forschung und Industrie ist es nun, auf
Basis einer allgemein akzeptierten Definition von Self-Manage-
ment die existierenden Ansätze zusammenzuführen und zu ei-
ner gemeinsamen Lösung zu verbinden. Der Weg zu dieser Lö-
sung ist jedoch noch lang, da man auf einigen Schlüsselgebie-
ten noch immer in der Grundlagenforschung steckt.
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