An area of focus in music improvisation is interactive improvisation between a human and a computer system in real time. In this paper, we present a musical interactive system acting as a melody continuator. For each musical pattern given by the user, a new one is returned by the system which is built by using general patterns for both pitch and duration stored in its knowledge base. The latter consists of data mining rules extracted from different sets of melodies for different musical styles. The proposed system uses a new music representation scheme which treats separately pitch and duration. Also, it adopts a similarity measure initially developed for clustering categorical data. Moreover, we present experimental results, using Bach's Chorales and Jazz as test inputs, for both assessing the aesthetic quality of the proposed system and comparing it to human results. performance
Introduction
Computer music systems based on AI are of three major types: compositional, improvisational and performance. 33 Compositional systems aim at automatic music A system to be able to accomplish interactive improvisation has to solve several problems dynamically, during actual performance, such as note and rhythm selection that are of interest to the listener, after reacting to inputs from the human. 24 In this paper, we present a musical interactive system (POLYHYMNIA) acting as melody continuator in real time. In the proposed system, note and rhythm selection is reduced to two very important issues in computer music: music representation and musical pattern similarity. We present new approaches for these issues based on data mining.
The key idea of the proposed approach is based on the fact that musical perception is guided by expectations connected to the recent past context. More specifically, it is based on perception of the relations between successive notes of a musical pattern: it seems that when we hear a new note, the last one that has just been heard remains active in our mind and buffered in a so called short term memory.
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The limited extension of short term memory should be defined both in terms of time (no more than 15 sec., for instance) and size (no more than 7 elements, for instance).
For each musical pattern in the short term memory, (given by the human), the proposed system recalls similar general patterns for both pitch and duration stored in its memory in the form of data mining rules. Similarity is expressed along both pitch and rhythm.
In this paper, association rule mining 1 is applied in order to extract important features of different musical styles hidden in the patterns of both pitch and rhythm. Pitch and rhythm patterns are formed by segmenting musical fragments of a certain number of bars into subfragments that have the same melodic direction. The extracted association rules are stored as general patterns in the general pattern knowledge base. Then, during improvisation, any recalled general patterns is randomly modified forming the output of the proposed system.
In the rest of the paper we first present the proposed music representation scheme (Section 2) and the adopted musical pattern similarity measure (Section 3). Then, we present the architecture of the proposed system (Section 4). Finally, we present experimental results (Section 5) and we conclude (Section 6).
The proposed music representation scheme
The proposed system exploits the benefits of data mining techniques to extract hidden patterns for different musical styles. However, a proper music representation scheme is a prerequisite for the application of such techniques.
In the following subsections, after discussing data mining in the context of music representation, we propose a scheme for monophonic music representation. Using the proposed scheme, the representation of musical patterns can be directly used as input into common data mining algorithms without any preprocessing. Thus, it is worth to mention that the motivation behind the proposed scheme is to strongly satisfy data mining input requirements.
Music representation and AI
Artificial Intelligence was early related to music representation and analysis within the computer music field. In general, the application of artificial intelligence techniques to music representation and analysis is based on either a Gestalt-based approach, where a predefined set of rules or principles is used, or on a memory-based approach, where a corpus of grouping structures of previously encountered musical pieces is used.
A lot of AI methodologies were applied as mathematical models, genetic algorithms, neural networks, hybrid systems and machine learning -symbolic systems. For instance, following mainly the Gestalt-based approach, there have been numerous attempts to describe music in more or less grammatical terms. The common idea to most of those approaches is that in music a grammatical formalism may be used to give a finite (and therefore manageable) description of an infinite (and therefore intractable) set of structures.
Moreover, machine learning tasks, like classification, prediction, forecasting, and the extraction of patterns and regularities from data, were early used both in music practice and in music research. 50 It seems that data analysis and knowledge discovery capabilities of machine learning methods are very promising, supporting the human analyst in finding patterns and regularities in collections of real data. In music, as in various other applications, machine learning is often adopted through inductive learning algorithms where concepts are learnt from examples. Musical scores, as examples, have been also used as input to artificial neural networks, in order to learn habitual characteristics within compositions. 25 There are also some attempts based on analytical learning, like Explanation Based Learning 51 where the learning system is provided with music knowledge in order to guide the learning process.
In the literature, the term "music data mining" has been related to the application of machine learning algorithms. 42, 53 Data mining in music analysis aims at "detecting", "discovering", "extracting" or "inducing" of melodic or harmonic (sequential) patterns in given sets of composed or improvised works, (see Rolland and Ganascia 42 for a definition). Lately, apart from mining music patterns forming traditional data sets, mining music patterns represented as data steams is also proposed.
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We have found only a few examples of using data mining association, classification and clustering algorithms in extracting general patterns for different musical styles in memory-based systems. In Shan and Kuo 45 the application of association rule mining is used in order to find out the syntactic description of musical style. The authors chose to represent chords in whole melody or in chorus as a music feature that influence musical style. Items, in input data set, are formed by either chords, or bi-grams: adjacent pairs of chords or n-grams: a sequence of chords. In Dannenberg et al. 10 artificial neural networks, linear and Bayesian classifiers are used for the same problem. Also, the combination of rules extracted by ensemble of simple classifiers is used in Widmer, 52 in order to extract rules covering the expressive music performance. In Liu et al. 29 a hierarchical clustering algorithm is used for music clustering based on key. In Höthker 20 clustering is applied to 88 Chinese Shanxi melodies from the city of Hequ and 30 German children songs from the Essen database to extract abstract motive sequences.
The proposed scheme
Melodies should be represented in a multi-dimensional space. Examples of such dimensions are pitch, duration, dynamics and timbre. Thus, as in most of music representation schemes proposed in the literature, we choose to represent pitch and duration as basic acoustical music features. However, the proposed approach treats pitch and duration separately. To our knowledge, in the proposed in the literature music representation schemes, the pitch and duration representations of a melody are kept together within the representation of notes.
The proposed music representation scheme (preliminary results have been presented in Halkiopoulos and Boutsinas 16 ) can be used for data mining analysis which aims at learning general patterns for both pitch and duration in certain musical styles. Input data are melodies of musical pieces, i.e. sequences of notes. In a polyphonic pattern, we consider that the first voice constitutes a melody.
Pitch representation
The proposed scheme adopts an absolute pitch representation measuring the absolute values of the events in series. Although many computer-aided musical applications adopt an absolute numeric pitch and duration representation, it is stated 8 that the absolute pitch encoding may be insufficient for applications in tonal music, as it discards tonal qualities of pitches and pitch intervals. For example, a tonal transportation from a major to minor key results in a different encoding of the musical passage and thus exact matches cannot detect the similarity between the two passages. Thus, transpositions are not accounted for (e.g. the repeating pitch motive in bars 1 & 2 in Fig. 1 , taken from Cambouropoulos et al. 8 ). Transposition is paramount in understanding musical patterns. Thus, pattern-matching and pattern-induction algorithms are developed primarily for sequences of pitch intervals. 8 However, association rule mining 1 for instance, could extract the rule: C#,D ⇒ C, (i.e. melodies that include C# and D also include C), if input data include sufficient number of bars identical to the first bar in Fig. 1 . But such a rule, for various analysis purposes (e.g. composition or matching), could represent also the fourth bar in Fig. 1 . The proposed representation scheme is based on a typical MIDI channel as the source of melodies. In what follows, we describe pitch representation through an example application to the musical piece shown in Fig. 2 . Initially, the input melody is defined using the information provided by a typical MIDI channel message sequence, (a number from 0 to 127 for every possible note pitch, Key signature, etc), with the help of msq files.
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The proposed system adopts a memory-based approach, opposed to a Gestaltbased approach. In listening to a piece of music, the human perceptual system segments the sequence of notes into groups or phrases that form a grouping structure for the whole piece. However, several different grouping structures may be compatible with a melody, i.e. a sequence of notes. Gestalt principles of proximity and similarity and the principle of melodic parallelism could be used for segmenting the melodies. If we wish to propose a memory-based approach to music as a serious alternative to a Gestalt-based approach, we should address the question of how any structure can be acquired if we do not have any structured pieces in our corpus to start with.
Thus, the proposed music representation scheme imposes that input melody is segmented into fragments. A new Since the input records are fragments that have the same melodic direction, the melody segmentation is a straightforward task that could be performed automatically. However, in the general case, one could choose certain fragments of a melody by adopting an automatic (e.g. Cambouropoulos 7 ) and/or manual melodic segmentation technique. However, it is true that there are a lot of acceptable segmentations of a musical piece.
For an efficient application of association rule mining algorithms, the final fragments are sorted in ascending order of midi note. Moreover, a new column is added holding information about the melodic direction, i.e. ascending (1) or descending (0). Thus, the input table for association rule mining, called "melody", is formed as in Table 1 . T1 1  60  64  T2 0  60  64  T3 1  60  62  64  65  67  T4 0  59  67  T5 1 59
For classification and clustering each final fragment is represented as a 128 dimensional binary vector, since each one of its notes corresponds to a number from 0 to 127 (midi note number). The existence of a specific note in a fragment is indicated by "1" while its absence by "0". Moreover, a column is also added holding information about the melodic direction, i.e. ascending (1) or descending (0). Thus, the corresponding input table, called "melody s" is formed as in Table 2 . 
Duration representation
Rhythm is the arrangement of sounds in time. Meter animates time in regular pulse groupings, called measures or bars. The time signature (variable TS) or meter signature specifies how many beats are in a measure, and which value of written note is counted and felt as a single beat. Through increased stress and attack (and subtle variations in duration), particular tones may be accented. There are conventions in most musical traditions for a regular and hierarchical accentuation of beats to reinforce the meter. The key idea of the proposed representation scheme is to indicate which discrete values of time a rhythm event happens. It does not adopt duration ratios. Thus, according to the proposed scheme, the rhythmic patterns shown in Fig. 3 (taken from Cambouropoulos et al. 8 ) do not match. Of course, one could argue that duration rations could result in mismatching of the left rhythmic pattern in Fig. 3 to the one shown in Fig. 4 , which is not true. Note that the proposed scheme represents duration in such a way that the left rhythmic pattern in Fig. 3 and the one shown in Fig. 4 match. The latter is confirmed also by an experiment in HofmannEngl 18 investigating the splitting of durations, where the result is that the smaller the split ratio the larger the measured similarity. On the other hand, association rule mining for instance, encourage the items in transactions to be sorted. This could not be achieved using duration rations.
The proposed representation scheme is based on a typical MIDI channel as the source of rhythm patterns. In what follows, we describe duration representation through an example.
According to MIDI Representation System, time intervals are defined by the value of variable "Ticks". First, we convert all the MIDI files with the value of Ticks equal to t, i.e., the number of ticks for "whole time". For the analysis of rhythm patterns, the maximum rhythmic length is assigned to i bars of "whole time", namely upto the value t × i. The latter constraint is imposed by the data base management system used for the implementation. For example, if t = 64 we use the time intervals described in Table 3 . For association rule mining, rhythm patterns of extracted fragments described in the previous subsection are represented in the table of the database called "rhythm", in which a new line is created for each melody final fragment. For example, setting t = 64 and i = 2, the table "rhythm" is formed as in Table 4 . Each final fragment is represented as a 128 dimensional binary vector. For classification and clustering each final fragment is also represented as a 128 dimensional binary vector, since each time corresponds to a number of ticks. An event within a fragment is indicated by "1" while its absence by "0". Thus, the corresponding input table, called "rhythm s" is formed as in Table 5 . Table 5 . Table " rhythm s"
3. The adopted musical pattern similarity measure
In the last decade, musical pattern similarity is a major subject of research in computer music. A common approach of musical pattern similarity is to compare a query to a melody as a whole, using a similarity measure. Musical pattern similarity can be particularly useful for various tasks in computer-assisted music analysis, such as melody identification and musical retrieval. Moreover, musical pattern similarity is used for melodic search and comparison which are essential components for computer accompaniment systems. Other example applications of musical pattern similarity are adaptive music editing or composition systems as well as automatic classification and characterization of styles, authors or music performers.
Two parameters are considered for musical pattern similarity: Pitch and Duration. However, there are attempts to consider more parameters or to consider psychological instead of physical parameters.
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The proposed system needs a musical pattern similarity measure in order to retrieve the most similar, to the user input, general musical pattern stored in its knowledge base. The proposed system adopts a similarity measure used in clustering algorithms. After discussing the various musical pattern similarity measures presented in the literature, we present the adopted measure.
Related musical pattern similarity measures
In the computer music literature, there are various proposed similarity measures. Earlier attempts were predominantly influenced by string matching algorithms which are based on the edit distance between a source string and a target string (see e.g. exact 6 or approximate 41 pattern matching, the dynamic programming, 46 etc). The edit distance is calculated in terms of what and how many edit operators (such as delete, insert and replace) have to be applied in order to turn source string into a target string. Melodic similarity between a source and a target melody is calculated as the minimal sum of the weights that result from transforming the source melody into the target melody.
However, there are also other measures such as the geometric measure, 30 the transportation distances, 47 the musical artist similarity, 13 probabilistic similarity measures for MIDI 21 or GUIDO, 19 the statistical similarity measure 12 and graph based similarity. 27 Moreover, various comparative studies have been presented in the literature (e.g. Müllensiefen and Frieler 37 ). There are also indexing techniques where complete monophonic pieces are indexed for their motifs, using classes of motif contours. Then, similarity relations between these classes can be used for a very efficient search (e.g. Weyde and Datzko 49 ). Finally, a visualization of the differences of musical patterns 30 , with respect to a similarity measure, is suggested in order to support user.
Such similarity measures are dedicated to musical patterns. For instance, the edit distance presented in Höthker 20 is defined as:
, where X = x 1 , . . . , x n , Y = y 1 , . . . , y n are abstract motive sequences (musical patterns) and
. Also, the geometric measure 31 is defined as:
. . , y n are musical patterns with x i , y i be the pitch of the notes, m is the number of semitones that the second tune pattern is transposed to minimize the difference, w stress the weight derived from metrical stress, and w k the width of window k. The measure is calculated in time windows. A time window unit is the duration of the shortest full note at that particular point in the score.
The proposed system adopts a similarity measure used in clustering algorithms. Note that, at first, similarity measures have been widely studied in the scientific field of clustering. In clustering algorithms, if the musical patterns are represented by using sequences of numerical data, then such (dis)similarity measures are the squared Euclidean Distance, the inner product, etc. If they are represented by using sequences of categorical data, then one solution is to code the categorical data numerically and, subsequently, to use numerical clustering methods. The weakness of this solution is that the semantics of the categorical data may be lost. The usual solution to the latter problem is the overlap measure which defines dissimilarity based on the number of mismatches. Under such simple but commonly used measure, for two possible data values x i and x j , the dissimilarity is defined as zero (0) when x i and x j are identical and one (1) otherwise. Thus, edit distance is a kind of overlap measure. The weakness of the overlap measure is that it gives equal importance to each data attribute.
A lot of variants of the overlap measure are presented in the literature trying to tackle this problem. For instance, in Medin and Schaffer 35 dissimilarity is represented as parameters corresponding to those attributes that two objects differ in. Those parameters are set to the interval (0, 1]. Note that in the case where those parameters are set to zero, dissimilarity is reduced to the standard overlap measure. As another example, consider the k-modes clustering algorithm 22 applied to categorical sequences of size m, i.e., described by m categorical attributes. In this clustering algorithm the chi-square distance 15 is used, which takes into account the frequencies of the attribute values with respect to the whole data set. Formally, if A, B are two categorical sequences of size m then the dissimilarity measure is defined as 22 :
where n a j , n b j are the numbers of input objects that have values a j and b j for attribute j and
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Finally, there are also various other clustering similarity measures applied to structured data, (see Boutsinas and Papastergiou 5 for an overview), e.g. tree structured data, which would not significantly contribute to musical pattern similarity.
The adopted clustering similarity measure
The proposed system (POLYHYMNIA) adopts a recent clustering measure 34 , although it has a high time complexity. It is based on the above dissimilarity measure 22 and key elements of the methodological framework of the ELECTRE I multicriteria method. 44 This four-step dissimilarity measure is structured according to three basic principles: (1) The degree of resemblance between an object and a mode, identified according to a difference which is based on the number of matches/mismatches in their common attributes, (2) the strength of the mode in terms of the attributes that positively influence the above resemblance and (3) the existence of attributes ("veto attributes") in which the difference between the object and the mode is considered so significant that the object cannot be assigned to the cluster signified by the mode. Based on these principles, the dissimilarity measure chooses the most appropriate mode and assigns a particular object to the mode's corresponding cluster.
In the proposed system, we consider that musical patterns are represented by using sequences of categorical data. In order to evaluate clustering similarity measures when applied to musical pattern similarity, we formed train datasets from 40 Bach's Chorales (www.jsbchorales.net), after transposing all to C Major key and adopting the proposed pitch and rhythm representations described in Section 2. More specifically, we formed two different train datasets for pitch and rhythm respectively. The source of melodies is a typical MIDI channel.
For the analysis of pitch, each melody is segmented into melody fragments (see previous Section). Each melody fragment is further segmented into final pitch subfragments that have the same melodic direction, i.e. either upwards or downwards. Pitch train dataset is stored in a table, where a new line is created for each final pitch subfragment. Each final pitch subfragment is represented using a 128-dimensional binary vector. Pitch train dataset has 950 rows.
For the analysis of rhythm, each rhythm fragment is assigned to 2 or 4 bars of "whole time", namely upto the value 64x2=128 or 64x4=256 (64 ticks for "whole time"). Thus, we use two different train datasets for rhythm. Those rhythm train datasets were stored in tables, where a new line is created for each rhythm fragment. Each rhythm fragment is represented using a a 128-dimensional or a 256-dimensional binary vector, since we chose the first 2 or 4 bars from each Choral respectively. Each rhythm train dataset has 40 rows.
Moreover, adopting the proposed representation scheme, we form two test datasets containing melody fragments to be tested for similarity to those of the train datasets. Those melody fragments are synthesized by a musician (Christos Pouris, Composer, Pianist, Director of the National Conservatory-Annex of Vrilissia-Athens, Greece, xpouris@otenet.gr) in such a way that each one of them is the most similar to one of the fragments in train datasets, according to the musician, as far as pitch or rhythm is concerned. Melody test dataset consists of 99 rows while rhythm test dataset consists of 5 rows. Then, for each fragment in test datasets, its most similar in corresponding train datasets was searched automatically by using the edit distance, the overlap measure, 22 and the adopted measure. Experimental tests show that the edit distance and overlap measures are not suitable for the musical pattern similarity task of the proposed system, since their application results in a set of equally similar patterns w.r.t. either pitch or rhythm. For instance, as far as pitch is concerned, the application of the edit distance measure results in 5.3 returned fragments on the average as equally most similar to a test fragment (see column 'returned fragments' in Table 6 ). Thus, at least 5 fragments on the average are returned as most similar to each test fragment. Of course, the most similar fragment according to the musician was included in the set of most similar fragments in 95.5% of the pitch cases for the edit distance (see column 'hits' Table 6 ).
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However, the proposed system has to select only one fragment out of the set of most similar fragments and there is no way to choose the most similar fragment according to the musician. The adopted measure calculates only one fragment as the most similar. Moreover, it exhibits 100% accuracy for pitch (w.r.t. musician judgement). Note that accuracy results are similar as far as rhythm experimentation is concerned.
Moreover, the adopted measure can exploit the "veto attributes" in order to guide similarity even in cases where sophisticated similarity measures, dedicated to musical patterns, could not handle correctly. For instance, a C-major (60, 64, 65, 67) and a C-minor (60, 63, 65, 67) sequence can match, e.g. using δ-approximate matching with tolerance δ = 1.
8 Using the adopted measure, a "veto" for 63 or 64 can be assigned based on Key signature. Thus, such incorrect matchings can be excluded.
System Architecture
The proposed system, POLYHYMNIA, is a musical interactive system acting as melody continuator. For each musical pattern given by the user, it recalls a sim-ilar general pattern stored in its memory which after a random modification is outputted. The system's ability to collaborate with the user is based on parsing continuous streams of natural data (called musical patterns or motifs) and then determining indirectly the functions of human gestures by choosing the next musical pattern following the current past context. Such interaction is analogous to a conversation paradigm; there is a sequence of spontaneous utterances determined within a collaborative structure that is interactively managed by the participants.
The key ideas behind the proposed system is to treat pitch and rhythm of each musical pattern separately and also to form its response to user input by combining modified general patterns for pitch and rhythm stored in its knowledge base. The size of the latter is small, since it does not consist of a great number of musical patterns extracted from known melodies of a certain musical style (e.g. jazz), as it is the usual case. Instead, it consists of data mining rules. Those rules are extracted in a preprocessing phase, from sets of musical patterns belonging to known melodies of certain musical styles. Thus, the size of the knowledge base supports its response in real time.
The system architecture is shown in Fig. 5 . At first, the musician determines the input musical pattern to which a response from the system is required. The musician uses a key press on the computer keyboard in order to signal both the beginning and the end of the input musical pattern. Then, the system transforms the input musical pattern from MIDI to the proposed knowledge representation scheme (see Section 2) .
In general, the knowledge base of the proposed system consists of classification, clustering and association rules extracted during a preprocessing phase. However, in this paper, we evaluate it for only association rules. The knowledge base could be tailored to any certain musical style. This is accomplished by using a training set of musical patterns taken from melodies of a certain musical style. Note that the set of data mining rules included in the knowledge base of the system are also represented by using the same knowledge representation scheme.
Thus, the system can find the most similar to the input musical pattern data mining rule, by using the similarity measure presented in Section 3. The selected data mining rule is modified by randomly applying one of the following four certain operators: "substitute", "insert", "delete" and "swap". The implementation of these simple operators is easy, compared to similar operators, for instance to those defined within evolutionary computer music. 36 The "substitute" operator randomly chooses a pitch or a duration of the selected data mining rule and changes it to another pitch of the same key signature or to another duration. The "insert" operator inserts to a random location a pitch of the same scale or a duration. The "delete" operator deletes a randomly chosen pitch or duration of the selected data mining rule. The "swap" operator randomly selects either two pitches or two duration and swaps their location within the selected data mining rule. Note, that only one operator is applied each time. An operator is randomly and independently selected both for pitch and for duration. Then, the system aligns pitches and durations by trying to assign a duration to a pitch or the opposite, according to what set is smaller. Finally, if needed, rests are added properly in order to fit the time signature. Notice that both the key and the time signature are inputs to the system. According to the above, the retrieved musical pattern is not just a version of the input musical pattern. The retrieved musical pattern is generated by an alignment of two similar general musical patterns, one for pitch and the other for duration. That is, the similarity of the input musical pattern is not based on pitch and rhythm simultaneously, as it is the usual case in the related systems. In the proposed system, the similarity is defined independently for pitch and for duration. Also, notice that the random perturbation of the general musical patterns by applying the operators further contributes in generating an improvisation.
Finally, the system transforms the final pattern to MIDI and notifies the user that it is ready to deliver its response to user's input. Afterwards, the system comes into a waiting cycle. It is assumed that the user continues improvisation after signaling the beginning and the end of the input musical pattern. After system signaling its readiness to respond, the user chooses the proper time and signals system's improvisation. The whole cycle is repeated at user's will.
Experimental results
In order to evaluate POLYHYMNIA as a melody continuator, we set up, as test inputs, two different knowledge bases using association rules for two different musical styles: jazz and Bach's Chorales. Notice that a lot of research in music analysis has been performed for these two styles already.
More specifically, using the proposed music representation scheme, we represented the 414 known Bach's Chorales (www.jsbchorales.net) and 101 jazz melodies. For each musical style, as far as pitch is concerned, we formed a training set consisting of all the fragments that have the same melodic direction, in all the input melodies. Therefore, there was not any segmentation of melodies. Thus, the training sets (see tables "melody" and "rhythm" in Section 2) were built automatically. As far as duration is concerned, we formed a training set consisting of fragments of two bars.
In the case of Bach's Chorales, 55749 melodic fragments of the same melodic direction were created for pitch, while 1777 two-bar melodic fragments were created for duration. Then, the Apriori algorithm 1 for association rule mining was applied. In this way, 409 association rules were extracted for pitch, after setting minimum support to 2% and minimum confidence to 0%. Also, 1543 association rules were extracted for pitch, after setting minimum support to 5% and minimum confidence to 0%. In the case of jazz melodies, 274783 melodic fragments of the same melodic direction were created for pitch, while 871 two-bar melodic fragments were created for duration. Applying the Apriori algorithm, 172 association rules were extracted for pitch, after setting minimum support to 2% and minimum confidence to 0%. Also, 3765 association rules were extracted for pitch, after setting minimum support to 5% and minimum confidence to 0%. Note that the above rules formed the knowledge base of POLYHYMNIA for this test. A typical such rule consists of 3-5 pitches or 8-12 durations, e.g.: It is difficult to evaluate music quality based on some sort of measures. Thus, we have conducted experimentations with the proposed system assessing two aspects: assessing the aesthetic quality of its output results and assessing how the latter differ from human output results.
In order to assess the aesthetic quality of improvisations generated by POLY-HYMNIA, we set up a web page 48 uploading many audio examples in the form of pairs consisting of input and output musical patterns.
For instance, in Fig. 6 , one input musical pattern composed according to Bach's Chorales style is depicted (the first two bars) along with the musical pattern returned by POLYHYMNIA (the last two bars). Also, in Fig. 7 , one input musical pattern composed according to jazz style is depicted (the first two bars) along with the musical pattern returned by POLYHYMNIA (the last two bars). In Fig. 8 , a whole melody is composed by POLYHYMNIA based on Bach's Chorales style, after giving repeatedly every successive output as a new input for a new retrieval phase.
Moreover, we have conducted experimentations rating how system's output differs from human's one, as in Pachet. 38 We have conducted tests to check whether listeners could tell when the system is playing or not.
We formed three different groups of listeners. The first one consisted of 20 experts, i.e., teacher musicians at the National Conservatory-Annex of Vrilissia in Athens, Greece. The second one consisted of 20 student musicians of the latter conservatory. While the third one included 21 listeners without prior studies in music. To the listeners of the first and second group, during a lecture-demonstration class, we presented two different continuations of 30 melodies taken from 30 different Bach's Chorales. The first continuation was composed by POLYHYMNIA (without any post processing of the output) while the second one by an expert (Christos Pouris, Composer, Pianist, Director of the National Conservatory-Annex of Vrilissia-Athens, Greece, xpouris@otenet.gr). After each melody demonstration, listeners of the first and second group were asked to indicate which continuation seems to be the original. Results are shown in Table 8 . It seems that most listeners considered POLYHYMNIA's output as the original one.
Afterwards, the official continuation along with those composed by POLYHYM-NIA and the expert were demonstrated and for each continuation the listeners were asked to indicate whether they consider it similar to the official one. Results are shown in Table 9 . It seems that more than 2/3 of the listeners in the first and second group considered POLYHYMNIA's output (as well as expert's output) similar to the original one.
Finally, the official continuation along with that composed by POLYHYMNIA were demonstrated and for each melody the listeners of the third group were asked to indicate whether they consider the continuations similar. Results are shown in Table 10 .
Discussion and conclusion
Using the set up presented in the previous section, POLYHYMNIA was tested as melody continuator by different human performers (teacher musicians at the National Conservatory-Annex of Vrilissia in Athens, Greece) on jazz and Bach's Chorales. Performers agree on that POLYHYMNIA is very promising and some times they were stumped by its response, while usually the system inspires them. Notice that performers evaluated the overall output of POLYHYMNIA. The extracted pitch and rhythm patterns as well as the randomly applied operators were not known to the performers.
Moreover, POLYHYMNIA could be used for synthesizing a whole melody, simply by repeatedly giving as input the last output musical pattern (see POLYHYMNIA's web page 48 for examples). As a technical result, the use of a clustering similarity measure for musical pattern similarity, based on the proposed specific music representation scheme, seems very encouraging and tends to prove the pertinence of its application to automatic interactive music improvisation. The latter is also true for using data mining rules as general musical patterns of pitch and rhythm separately. Of course, the above are true under the subjectivity associated with the performed experimental results. On the other hand, there are technical issues that must be addressed. For instance, the format of user input. Theoretically, the length of the input music pattern is not limited, since any size could be handled by the similarity measure. However, due to the way the knowledge base is built (as melodic fragments that have the same melodic direction, i.e. either upwards or downwards) the output music pattern can usually have a small size (up to six in the presented experiments). Of course, a lot of heuristics could be applied in order to tackle the problem, e.g. to combine more than one general pattern from the knowledge base or to extensively use the "insert" operator during the modification of the recalled from the knowledge base rule.
In general, the proposed system is designed to interact with a human in real time. The main designed characteristics are imposed by time constraints. Thus, Automatic interactive music improvisation based on data mining 19 pitch and duration representation is designed to support the application of existing fast data mining algorithms without modifications. Also, the proposed similarity measure is adopted because it selects only one general musical pattern stored in the knowledge base as the most similar to the given one. Finally, the four simple operators ("substitute", "insert", "delete" and "swap") used for modifying the selected general musical pattern are adopted because of their easy and quick implementation. Under other constraints, one could adopt other elaborating musical pattern similarity measures or operators. For instance, one could could use a similarity measure based on edit distance 20 and then combine the k most similar returned patterns using operators of evolutionary computer music before allowing a human mentor to decide which is the best one. 4 We plan to extend the music features that POLYHYMNIA can handle to static (e.g. key, tempo) and thematic (e.g. chords) features. To this end, we are currently working on extending the proposed music representation scheme in order to represent actual performances of melodies by human performers. Performances could be represented by tempo and loudness information. Thus, the data mining analysis would additionally provide general expression rules for the application of dynamics (crescendo vs. decrescendo) and tempo (accelerando vs. ritardando). Such expression rules would enrich system's knowledge base with general musical patterns for expressive performance. Thus, POLYHYMNIA could automatically generate expressive performance of outputted musical patterns. Extending the music features that POLYHYMNIA can handle is a prerequisite for applying the proposed music representation scheme and the adopted similarity measure to other related problems, such as the automatic genre classification 3, 23, 28, 32, 35 and the composer identification problem (see Music Information Retrieval Evaluation eXchange -MIREX-contests http://www.musicir.org/).
We also plan to include more sophisticated operators for modifying the selected from the knowledge base data mining rule. More specifically, we plan to investigate the application of certain rules taken from music theory for the modification.
Finally, we plan to exploit the information included in the classification and clustering rules also, since the presented experimental tests are based on association rules only. This can be achieved by adding classification and clustering rules to the system's knowledge base. Then, the response to user input can be achieved by knowledge included in those rules. For instance, given a certain input pitch/duration in a certain musical style, a classification rule indicates what pitches/durations can be combined with the input pitch/duration in this musical style. As another example of use, given an input set of pitches/durations in a certain musical style, a clustering rule indicates another set of pitches/durations which is the most similar to the input set general representative (medoid) of this musical style.
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