We describe a framework to automatically separate malignant from benign breast lesions using limited breast ultrasound data. The main uniqueness of this framework includes: (1) in terms of the unique shape features of breast lesions, two types of image patches are designed to fine-tune pre-trained models, aiming to characterize the overall appearance and heterogeneity in shapes of breast lesions. (2) taking the BI-RADS regression task as an auxiliary task, a multi-task architecture is proposed to improve the accuracy of classification. (3) instead of prevalent cross-entropy loss, we introduce training with confusion by means of regularizing prediction entropy to prevent overfitting. Extensive experimental results on small-scale breast ultrasound dataset corroborate that the proposed framework is superior to the state-of-the-art approaches in breast lesions classification with limited data. Besides, we provide detailed analysis of the choice of regularizing parameter and visual evidence that introduction of confusion leads to increase in feature generalization.
Introduction
Breast cancer is the most common cancer in women worldwide and the second leading cause of female cancer deaths [1] . Early diagnosis and treatment are the most effective means to improve survival. Though mammography is the primary imaging modality for screening, medical breast ultrasound (BUS) screening has also been demonstrated to be an effective way especially for those with dense breasts [2] . While extensive breast cancer works focus on mammogram-based studies, an automatic robust BUS image analysis tool is highly demanded in clinical practice. Because of typically small amount of data in medical image domain, investigating the framework for benign-malignant lesions classification with limited BUS data is meaningful and inevitable.
Recently, deep learning methods have been applied for medical images analysis. However, works based on deep networks to perform BUS tasks are still scarce according to Table 6 from [3] . Seokmin Han et al. studied pre-training networks on gray natural images and margin augmentation for classification of breast lesions [4] . Mohamed Abdel-Nasser et al. used texture analysis and super-resolution methods for breast tumor classification [2] . Lu Bing et al. proposed a method based on sparse representation for breast image classification under the framework of multi-instance learning [5] . These studies either focus on hand-crafted features, or simply focus on predicting categorical variables in single classification task.
Integrating the unique characteristics of breast lesions to develop multi-task methods to promote classification accuracy has not been fully explored.
For large-scale classification tasks, strongly discriminative learning using the cross-entropy loss is successful in part due to the large amounts of data, which enables networks to learn generalized discriminatory features. Cross-entropy loss forces the network to learn features that distinguish two images with a high confidence to minimize training error. However, despite using large datasets, over confidence is prone to overfitting. This effect may be pronounced for small-scale medical datasets. Based on the hypothesis, cross-entropy loss formulation may not be ideal. We expect the introduction of confusion in output logit activations to enable the network to learn slightly less distinctive features. To the best of our knowledge, for the existing works of medical image analysis, the regularization techniques for preventing overfitting include early stopping, L1/L2 regularization, dropout, batch normalization, etc. However, these techniques act on either the hidden activations or weights of a neural network, regularizing the output distribution based on entropic confusion has not been explored in medical image domain.
In this paper, we propose a deep shape-assisted entropy-regularized transferable multi-task (DSETM) framework for benign-malignant classification with limited BUS data. The main uniqueness of this framework includes: (1) in terms of unique shape features of breast lesions, two types of image patches are designed to fine-tune two pre-trained models, aiming to intergrade the overall appearance (OA) and heterogeneity in shapes of breast lesions (HS). (2) taking the Breast Imaging-Reporting and Data System (BI-RADS) regression task as an auxiliary task, a Convolutional Neural Network (CNN)-based multi-task architecture is proposed to improve the accuracy of classification. (3) instead of prevalent cross-entropy loss, we introduce regularizing prediction entropy to learn more generalizable feature representations to prevent overfitting. Extensive experimental results on a small-scale BUS dataset corroborated that our method achieved a superior accuracy, outperforming other methods by a significant margin and demonstrating competitive capability. 
Deep Shape-Assisted Entropy-Regularized Transferable Multi-task Framework
The framework for our proposed end-to-end deep shape-assisted entropy-regularized transferable multi-task network to differentiate between malignant and benign breast lesions is shown in Fig. 1 . Check section 2.1 for more details.
Shape-Assisted Transferable Multi-task Learning Framework
Why shape-assisted? The most remarkable shape features of a benign mass image are oval or round shape, circumscribed margins. The most remarkable shape features of a malignant mass image are speculated margins, irregular shape [5] . The heterogeneity in shapes will gives us a useful guide for BUS 
Transfer Learning
Multi-task Learning Shape-assisted analysis. We extracting the region of interest (ROI) for preprocessing and data augmentation. To characterize the lesion's OA, a rectangle ROI encapsulating the lesion is identified. In order to describe the lesion's HS, non-lesion pixels are set to 0 and lesion pixels are set to 255. Using the OA and HS features means the combination of entire image features and unique shape features. In other words, the method will use more detailed information and improve the performance.
Why multi-task? Actually, the tasks of benign-malignant breast tumors classification and BI-RADS clinical score regression may be highly associated, since they aim to predict semantically similar targets. Jointly learning these two tasks can utilize the intrinsic useful correlation information among categorical and clinical variables to promote the learning performance. The use of multi-task where one architecture serves to address multiple problems can reduce the number of free parameters, further control overfitting to some extend [6] . The biopsy-proven data are used for primary classification task, while BI-RADS data are used for auxiliary regression task. From a clinical perspective, BI-RADS corresponds to radiologists' diagnoses depending on their clinical experiences.
Previous studies have evidenced the efficacy of transfer learning from natural image domain to medical image domain on image classification tasks [7] . We prefer the Densely Connected Convolutional Networks (DenseNet) model [8] that has been pre-trained on the ImageNet dataset. The DSETM architecture (see Fig.  1 ) adopts two-stream input data, where one stream is corresponding to OA and the other is used to characterize HS of breast lesions. DenseNet-121 which is removed the last fully connected layer and corresponding weights is used for each channel to perform transfer learning. Two types of image patches are designed to fine-tune two pre-trained DenseNet-121 models. To model the global structural information of breast lesions, we then concatenate the features from penultimate layer (the global average pooling layer) of each pre-trained DenseNet-121 network. Because there are no parameters to optimize in the global average pooling thus overfitting is avoided at this layer. According, concatenating the global average pooling layer instead of fully-connected layer is adopted. The output contains benign-malignant class labels based on biopsy-proven data for the primary binary classification task and clinical scores based on BI-RADS data for the auxiliary regression task. The proposed framework can also be mathematically described as follows. Let = { } =1 denote the training set, with the element representing the n-th subject. For the primary classification task, denote the labels of ( = 2 categories as = { } =1 ( = 1, ⋯ ). For the auxiliary regression task, denote the clinical scores as = { } =1 . The aim of the proposed framework is to learn a non-linear mapping → ({ }, { }) from the input space to both spaces of the class labels and the clinical scores. For the multi-task, the loss function is as follows: (1) where the first term is the prevalent cross-entropy loss and the second one is the mean squared loss for regression to evaluate the difference between the clinical score and the ground truth . Note that 1{•} is an indicator function, with 1{•} = 1 if {•} is true; and 0, otherwise. ( = | ; ) indicates the conditional probability of the subject using the network coefficients W.
Regularizing Prediction Entropy
In this part, we investigate regularizing prediction entropy for limiting classifier overconfidence, which will introduce confusion at the fundamental level of neural network training. While we view the knowledge of a model as the conditional distribution, confident predictions correspond to output distributions that have low entropy. The confidence penalty constitutes a regularization term that prevents these peaked
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distributions, leading to better generalization. In other words, limiting overconfidence will increase confusion of output conditional probability distribution, namely increasing the entropy. If we assume the distribution of classes in training and prediction phases to be uniform, we can measure the deviation of the output probability from a random classifier as a measure of prediction certainty, and limit it in order to introduce confusion in output activations [9] . To measure this deviation, we consider the KL divergence (p ( | )||p ( | )) where u is the uniform vector with norm 1. We see that:
where H( ( | ) is the Shannon entropy. Hence, minimizing certainty through ( ( | )|| ( | ))is equivalent to maximizing the Shannon entropy. We formulate the final objective for a batch of b samples as: (3) where denotes the prevalent cross-entropy loss for classification task or the multi-task loss. α is the regularization parameter. The new loss function promotes learning a classifier with a maximum entropy output distribution.
Experiments and Analysis
A biopsy-proven BUS dataset is used in this study, including 150 benign masses and 162 malignant masses. All the ultrasound images are annotated by experts with more than 15 years of clinical experience. All breast lesions are labeled by BI-RADS and proved by biopsy. We trained the network in a 5-fold cross-validation setting and repeated the experiments 10 times. The performance is reported as the average of testing results. In our BUS dataset, the BI-RADS have 7 categories (i.e. 2, 3, 4A, 4B, 4C, 5, 6). Suppose suspicious degree of malignancy of samples in each category follows a uniform distribution. We adopt the mean of distribution of every category as the regression scores. After the data has been dealt with appropriately, we will make it public.
To evaluate the contributions of the proposed three strategies (shape-assisted, multi-task and entropy-regularized), we compare the DSETM framework with its six variants. Six variants include (1) deep transferable single-task single-stream learning (DSSL) using OA information; (2) deep transferable single-task single-stream learning with regularizing output entropy (E-DSSL);(3) deep transferable single-task two-stream learning (DSTL) using both OA and HS details; (4) deep transferable single-task two-stream learning with regularizing output entropy (E-DSTL); (5) deep transferable multi-task two-stream learning (DMTL); (6) deep transferable multi-task two-stream learning with regularizing output entropy (E-DMTL). The networks are trained using stochastic gradient descent optimizer with a learning rate of 10 −3 , the momentum of 0.9 and the learning rate decays by 10 −6 every epoch. The code is implemented using the Keras library and will be publicly released upon acceptance. We compare our DSETM framework to previous models validated on other breast ultrasound tasks and state-of-the-art powerful deep learning algorithms in Table 1 . For primary classification task, accuracy, sensitivity and specificity are indicators of performance. Both root mean squared error (RMSE) and correlation coefficient (CC) are used to evaluated the performance of regression task. As hypothesized, our
proposed framework shows better metrics than fine-tuned Inception [10] , fine-tuned ResNet-50 [11] and the model of Seokmin Han et al [4] . For shape-assisted strategy, compared DSSL (pre-trained DenseNet-121, OA information, classification task) with DSTL (pre-trained DenseNet-121, OA and HS information, classification task), we observe an increase in accuracy from 83.37% to 86.29%. That means the shape of breast lesions contains important detail information and incorporating shape information into the learning model can improve the performance.
To demonstrate the performance improvement that results from multi-task, we compare the performance of DSTL (pre-trained DenseNet-121, OA and HS information, classification task) to DMTL (pre-trained DenseNet-121, OA and HS information, classification task and regression task). In terms of accuracy (86.29%--87.63%), sensitivity (87.15%--88.21%) and specificity (84.84%--86.52%), all of the evaluation metrics of DMTL are better than DSTL. This result is consistent with our previous discussion that having an auxiliary regression task can help the primary classification task. Using multi-task methods can alleviate overfitting to boost the accuracy. Table 1 In this experiment, we also demonstrate the impact of regularizing prediction entropy. We observe that all of E-DSSL, E-DSTL and E-DMTL models with entropy-regularized strategy obtain performance gains. For example, specifying as 0.25, E-DSSL gives an increase of accuracy from 83.37% to 84.95%, while E-DSTL provides an increase from 86.29% to 88.70%. Besides accuracy, regularizing prediction entropy strategy also demonstrates the utilities for metrics of sensitivity and specificity. It is crucial to note that E-DMTL obtains better performance for both primary classification task and auxiliary regression task (in terms of RMSE and CC) than DMTL. The results confirm the effectiveness of regularizing prediction entropy on limited BUS dataset.
An integral component of regularization is the choice of regularization parameter . For details on the choice of used, we experiment with grid-searching over a small or large spectrum of values in Fig. 2 (a) and Fig. 2(b) respectively. Firstly, for a small spectrum in Fig. 2(a) , we observe that entropy-regularized improves the performance on all . = 0 means there are no entropic confusion in loss function. With a nonzero , all the models obtain better results than those equals zero for both classification task and the auxiliary regression task (see more details in Table 1 in the supplement). We also find that performance is insensitive to the choice of . Secondly, for a large spectrum of in Fig. 2(b) , we observe that performance begins to decrease starting from the first inflection point A. The possible reason is that the regularization loss becomes smaller as gradually increases and the difference (between and the entropy multiplying by ⁄ ) demonstrates as negative after the point A. Further, we observe that there are significant performance declines when curves beyond the point B. The test accuracy of point B is about 0.5, which exactly corresponds to statistics of our BUS dataset. The main reasons for these inferior results maybe that the loss is too small and the training is stopped due to the absence of further improvement in loss function. Therefore, the performance can be improved when parameter varies over a small range.
(a) (b) (c) Fig. 2 . Variation of test performance with regularization parameter varies (a) over a small spectrum; (b) over a large spectrum; (c) Eigenvalue decomposition of covariance (unnormalized PCA) for concatenate layer or penultimate layer.
We hypothesize that the introduction of confusion can reduce the specificity of features and improve generalization. To evaluate it, we provide visual evidence with eigenvalue decomposition of the covariance matrix (unnormalized PCA) on the concatenate layer or penultimate layer features of E-DSSL, E-DSTL, E-DMTL in Fig. 2(c) . For a feature matrix with large covariance between the features of different classes, we would expect the first few eigenvalues to be large, and the rest to diminish quickly. We plot the value log ( ) for the ith eigenvalue obtained after decomposition and observe that there are fatter tails for models with = 0 than with = 0.25. Compared to the three models with = 0 or = 0.25, we observe a reduction in the tail of the curves respectively, implying that some generality in features has been introduced through shape-assisted, entropy-regularized and multi-task. The recently published work of [12] , [13] explore the applicability of regularizing low-entropy outputs, which is similar to our entropy-regularized formulation. However, they achieve no gains in the context of image classification on CIFAR-10 and CIFAR-100 datasets. We extend this work, provide more detailed analysis and suggestions, demonstrating the effectiveness of entropy-regularized for small-scale medical image dataset classification.
Conclusion and Future Work
In this paper, we propose a deep shape-assisted entropy-regularized transferable multi-task framework for benign-malignant classification with limited BUS data. First, in terms of unique shape features of breast lesions, two types of image patches are designed to fine-tune two pre-trained models, aiming to characterize the OA and HS. Second, taking the BI-RADS regression task as an auxiliary task, the CNN-based multi-task architecture is proposed. Third, because prevalent cross-entropy loss formulation may not be ideal for small-scale medical image dataset, we introduce training with confusion by means of regularizing prediction entropy to prevent overfitting. We compare the DSETM framework with its six variants. The results show that our proposed framework demonstrates more robust performance than previous work, which has validated the effectiveness of shape-assisted, multi-task and entropy-regularized. Moreover, we provide detailed analysis of the choice of regularizing parameter and provide visual evidence that introduction of confusion leads to increase in feature generalization. In future work, it is promising to extend the current work by (1) incorporating multi-scale information to further improve classification performance; (2) together with segmentation task to build automatic classification system for breast ultrasound. Our method should be generally applicable to other bio-image analysis problems where the 
