Accuracy in detecting a moving object is critical to autonomous driving or advanced driver assistance systems (ADAS). By including the object classification from multiple sensor detections, the model of the object or environment can be identified more accurately. The critical parameters involved in improving the accuracy are the size and the speed of the moving object. All sensor data are to be used in defining a composite object representation so that it could be used for the class information in the core object's description. This composite data can then be used by a deep learning network for complete perception fusion in order to solve the detection and tracking of moving objects problem. Camera image data from subsequent frames along the time axis in conjunction with the speed and size of the object will further contribute in developing better recognition algorithms. In this paper, we present preliminary results using only camera images for detecting various objects using deep learning network, as a first step toward multi-sensor fusion algorithm development. The simulation experiments based on camera images show encouraging results where the proposed deep learning network based detection algorithm was able to detect various objects with certain degree of confidence. A laboratory experimental setup is being commissioned where three different types of sensors, a digital camera with 8 megapixel resolution, a LIDAR with 40m range, and ultrasonic distance transducer sensors will be used for multi-sensor fusion to identify the object in real-time.
INTRODUCTION
Advanced driver assistance system (ADAS) and autonomous driving are promoted by major OEMs and researchers as the technology of the future automobiles. Many aspects of the active safety systems in automobiles that currently exist (e.g. collision avoidance system, lane keeping assist, blind spot detection, adaptive cruise control) can provide the basics of an autonomous vehicles' framework. However, many challenges remain with the current state of the art in ADAS technologies that hinders safe and robust implementation of the autonomous vehicles for consumers. One of the key challenges is real-time detection and identification of a moving object of various shapes and speeds under all possible environments and backgrounds.
For object detection and classification, image and video data from camera is the only information source in the existing methodologies [17] [18] [19] [20] [21] [22] [23] . However, merely image data is not able to deliver real-time and high performance-what is needed for autonomous vehicle. So some recent works are focusing on sensor fusion. For example, Chavez-Garcia et al. [16] used LIDAR, RADAR, and camera in fusion for moving object detection in the vehicle setting. However, their image detection methodologies use HOG (histogram of oriented gradients) descriptors as feature, whose performance is much poorer than the performance of recently proposed deep learning approaches.
In this ongoing work, we are using sensor fusion where LIDAR, digital camera, and ultrasonic distance transducer data are being used for multi-sensor fusion to identify objects in real-time.
BACKGROUND

A.D.A.S. AND AUTONOMOUS DRIVING
The Stanford cart, built in 1961 is considered to be the first intelligent vehicle [1] . It was built to control moon rover from Earth with only one camera. In 1987, 'Prometheus project' was proposed by Dickmanns to conduct research on autonomous cars [2] . This project created two important demonstrations. robot cars (VaMP and VITA-2) were driven in Paris multilane highway at speeds up to 130 km/hr. Second, in 1995, S-Class Mercedes-Benz car did a round trip from Munich to Copenhagen, driving up-to 175 km/hr on the German Autobahn. But they had limitations like, using only one lane, limited obstacle detection and constant human inputs.
The Defense Advanced Research Projects Agency (DARPA) challenge was developed by U.S. government for the development of autonomous vehicle research. The challenge was to traverse a 200 km road through Mojave Desert in 10 hours. In 2004, no vehicle completed more than 5% of the course but in 2005, five vehicles were able to complete the course. TerraMax was one of the vehicles that reached the end of the DARPA Grand Challenge with vision as its primary sensing technology [3] . But these robots could not accommodate moving traffic (which was not a requirement of the challenge); besides, they used redundant sensor configurations to achieve these goals [4] .
In recent days, many research groups and companies are doing extensive investigation to develop driverless cars. High-speed car control was tested by Stanford [5] in real life scenarios in Pikes Peak Rally drive. Autonomous operations in real scenarios were targeted by many others like Google [6] , Braunschweig University [7] , and Berlin University [8] , which create new milestones in autonomous driving. But these cars use sophisticated sensors like 3D LIDAR scanner, 2D LIDAR scanner, stereo cameras and many other software resources which most of the times exceeds the cost of the car itself.
Advanced driver assistance system (ADAS) is an intelligent system to assist the driver to avoid dangerous situations and safe navigation. The job of ADAS is to first detect and process objects such as pedestrians, cars, bikes, buses, trucks in highway, countryside and urban areas, and then to make real time decisions and warn the driver if a dangerous situation (possible clash with cars or pedestrians) arises. All the intelligent cars mentioned above were not fully autonomous which means they were not capable of dealing with all the possible situations that may arise during every day driving. One of the main reasons is the lack of information needed about the environment to make decisions. One single sensor is not enough to deliver all the data needed about the environment to make safe decisions. Hence, multi-sensor fusion (combining data from different sensors) is needed where signals from different sensors can be utilized to mutually overcome their respective shortcomings.
DEEP LEARNING BASED METHODS FOR OBJECT DETECTION
For ADAS and autonomous vehicle, achieving high detection performance and near-real-time object detection on an embedded system is a key requirement. Among different classification algorithms, cascade classifier is one of the fewest algorithms that can meet this requirement. The key to its high performance is the use of integral image, which only performs basic operations in a very low processing time. However, a crucial limitation of cascade classifier is that it works only for fixed aspect ratio. Viola and Jones [25] have overcome this limitation by designing rectangular Haar-like features and then use these features with AdaBoost learning algorithm combined with a cascade of strong classifiers. Then Leinhart and Maydt [26] have improved the set of Haarlike features. In another work, Ahonen et al. [27] applied Local Binary Patterns (LBP) for face detection and obtained good results compared to Haar-like results. Since then, both Haar-like and LBP has been used extensively for object tracking in real time. They are also implemented in OpenCV (opencv.org), an optimized C++ library for computer vision applications.
Meanwhile, machine learning community had been working on learning features from raw images using multiple layers of non-linearity, leading to deep learning. Early example on these are Restricted Boltzmann Machines [28] , Deep Belief Networks [29] , and Stacked Autoencoders [30] . The main idea of these methods is to learn features in an unsupervised manner so that a pretrain model can be built, which works as a good initialization for subsequent supervised classification system. Later in 2012, Krizhevsky et al. [29] proposed a Convolutional Neural Network (CNN) based deep learning model, which brought down the error rate on a benchmark classification task (ILSVRC competition) by half, beating traditional hand-engineered approaches. Importantly, CNN can achieve this performance by an end-to-end supervised training, without the need for unsupervised pre-training. Since then, CNN and its various architectures has become the best tool for realtime object classification from image data [17] [18] [19] [20] [21] [32] [33] . A recent survey on CNN [34] discusses different CNN architectures along with their successful applications for object recognition in different domains. In this ongoing work, we are using CNN along with sensor fusion for better object recognition in real-time for supporting ADAS and autonomous vehicles.
MULTI-SENSOR DATA FUSION METHODS
Theoretical scientific literature on data fusion started to appear in late 1960s with implementations and more algorithmic developments in 1970s and 1980s. Hall and Garga [9] have highlighted the pitfalls in data fusion that justify the active research which is still ongoing. Especially the point 'There is no such thing as a magic or golden data fusion algorithm' implies that fusion techniques very much depend on the sensors used, the problem to be solved and even the level of pre-processing done on the sensor data [10] . Multi-sensor data fusion is the process of combining several observations from different sensor inputs to provide a more complete, robust and precise representation of the environment of interest [11] . The fused results from more than one sensor is believed to be better than individual sensor inputs. In the following, we review the main fusion approaches highlighting advantages and drawbacks.
Probabilistic Methods
Occupancy Grids: Probabilistic occupancy grids (POGs) are conceptually the simplest approach to implement Bayesian data fusion methods. Although simple, POGs can be applied to different problems within the perception task: e.g., mapping [12] , moving object detection [13] , and sensor fusion [14] .
Kalman Filter (KF): KF features make it suited to deal with multi-sensor estimation and data fusion problems [11] . First, its explicit description of processes and observations allows a wide variety of different sensor models to be incorporated within the basic algorithm. Second, the consistent use of statistical measures of uncertainty makes it possible to quantitatively evaluate the role each sensor plays in overall system performance.
Monte Carlo (MC) Methods: MC methods are well suited for problems where state transition models and observation models are highly non-linear [11] . The reason for this is that sample-based methods can represent very general probability densities. In particular, multi-modal or multiple hypothesis density functions are well handled by Monte Carlo techniques [12] .
The main limitations of probabilistic methods for information fusion are [11] complexity (need large number of probabilities), inconsistency (difficult to specify consistent set of beliefs in terms of probability) and model precision (precise probabilities about almost unknown events).
Non-Probabilistic Methods
Interval Calculus (IC): In this method, uncertainty is represented by bound values. One major advantage compared to probabilistic method is that IC provides better measures of uncertainties in absence of probability information but the errors of sensor data are bounded to a certain value. However, IC are not generally used in data fusion because of the difficulty to get results that converge to a desired value; and the difficulty to encode dependencies between variables which are at the core of many data fusion problems [11] .
Fuzzy Logic: Fuzzy logic is a popular method in control and sensor fusion to represent uncertainty where reasoning is based on degrees of truth rather than absolute value. But this method becomes more complex with the increase of sensor inputs. Also, validation of this method needs extensive testing where safety is an important factor [15] .
Evidence Theory (ET):
The advantage of ET is its ability to represent incomplete evidence, total ignorance and the lack of a need for a priori probabilities [11] . In the field of intelligent vehicle perception there is a variety of imperfect information: uncertain or imprecise. For example, objects are missing (occlusions), sensor cannot measure all relevant attributes of the object (hardware limitations), and when an observation is ambiguous (partial object detection). But with higher number of hypotheses ET becomes less computational tractable.
DEEP LEARNING BASED METHODOLOGY
It is observed that the accuracy in detecting and localizing a moving object still lacks robustness when environmental and surroundings change. In this work, as a first step toward sensor fusion based deep learning, we utilize the deep learning technique using only imaging data to detect a moving object under varying environment and surroundings. The deep learning algorithm allows us to learn the environmental conditions and background with higher degree of accuracy which in turn helps improve the accuracy of detection, localization, and classification of the object in the foreground.
The objective is to use a relatively inexpensive camera with 8 megapixel resolution and a 77 GHz radar. This millimeter wave radar technology offers simultaneous long-and mid-range functionality and allows one radar to be used for multiple systems. The radar's transmitter emits signals reflected from objects ahead, at the side and to the rear of the vehicle and are captured by multiple receivers. The radar system can detect and track objects in the frequency domain. Figure 1 delineates the proposed multi-sensor based fusion and deep learning methodology aimed for this research. Here the radar and ultrasonic sensor data are to be used to detect the distance of the object which would be fed into the first level of sensor fusion to improve the robustness of detection for wide range of distance and sensor horizon. Camera images are converted into pixel level data which are processed to remove foreground. This image data are segmented and then all segmented data are structured in the form of a tensor. The tensor data is then fused with the distance detection data. This composite tensor is then further processed to optimize bounding box. At this point, the data is ready to be using the deep learning algorithm via CNN.
The methodology deals with object tracking and classification in order to detect different obstacles traversing at different speeds and designing ways to implement learning the process of detection.
The following steps are proposed to be included in the overall algorithm.
1. Moving object detection by tracking and classification • Classification of unlabeled data obtained from the camera • Calculation of distance from the object indicated and estimating the error found from the sensor data • Determination of the size of the object from the sensor by a prior knowledge of the specified class.
Sensor Fusion
• The combination of sensor data obtained at the detection level can be used to determine different attributes of an object.
• Different probabilistic methods are adapted to sample the data obtained from sensors to find a composite representation of the best hypotheses in a sliding window of time.
• The fusion strategy is dynamic to take care of the transient changes with the object description. 3. Deep learning technique to learn data continuously tracked.
• The deep learning method involves learning of data from different levels of information collected from the previous output. It uses complex machine vision approach to train the data from different cascade layers.
The principal objective here is to improve the detection by taking into account the evidence distribution over different propositions of class by using sensor fusion added by learning the model obtained at different layers to reduce false and misdetections observed.
As a first step toward full sensor fusion, this paper focuses on the real-time detection of objects in continuous images (or video) captured with the dashboard camera of a moving vehicle. For object detection, deep learning based machine learning methodologies is used. The training of the detection model was performed offline, but the detection can be performed in real-time on real-life camera data mounted on vehicle dashboard. The overall research objective is multiple sensor fusion for augmenting and enhancing the existing machine learning methodologies by aggregating information from multiple sensors. The following sensors are considered: RADAR based distance sensors, ultrasonic distance transducer, and image sensor or camera. For detection task, a learning model which can detect the following six objects: roads (along with lane dividing marks), pedestrians, bikes, cars is developed.
To achieve the above objective, the following steps are needed: (i) Train a deep-layered convolutional Neural Network (CNN) which can detect the above four objects from image data.
(ii) evaluate real-life detection performance of the model trained in (i) using camera data that we will collect with our own instrumentation;(iii) detect distance of obstacles using a 120m RADAR (iv) detect short range objects using ultrasonic transducer (v) perform a lower level sensor fusion with data from mm wave radar ultrasonic distance sensor in order to generate a composite data capturing short and long range object data with varying degree of horizon; (vi) feed the composite distance data in real-time to CNN model for improving object detection performance.
PRELIMINARY RESULTS
Convolutional Neural Networks (CNNs) has been applied successfully for deep learning algorithms for classifying two and three dimensional images, however, their application in ADAS and autonomous vehicle is still in infancy. The most recent work [35] which is somewhat concrete is an empirical evaluation of deep learning on real life driving data at real-time for two tasks: lane detection and vehicle detection. The conclusion of this work is that CNN can provide acceptable solution for the above tasks by running at frame rate which is required for a real-time system. In another recent work, authors use deep learning for detecting pedestrians [36] , however, authors comments that although the performance of deep network is better than cascade algorithms for detecting complex patterns, it is slow for a real-time pedestrian detection. None of the existing works consider sensor fusion along with deep neutral network, which is the focus of our work.
General principle of a traditional CNN algorithm is given below. CNN is a multi-layer perceptron which alternates between the convolutional and pooling layers for each input channel. It can be controlled by varying their depths and breadth, compared with similar sized layers CNNs have fewer connections and parameters to train. Convolutional layers consist of small learnable filters that convolve or slide over the input image. In the forward process we slide each filter across the width and height of the input image and calculate the dot product at a position. Pooling layer helps us dimensionality reduction of the input image which helps in computational complexity and also helps in reducing the over fitting. It also has fully connected layer which connects to the entire input volume as in ordinary Neural Network. Fig. 2 illustrates an example of CNN based object detection.
In this study, we used CNN for the detection of bike, car, pedestrian, and roads by using Google TensorFlow, a popular open source library for deep learning. The library supports multiple CPUs or GPUs along with different programming languages like Python, C++ etc. It contains implementation of CNN algorithm, which is highly generic; the learning model is represented as data flow graphs where nodes are called operations and each operation takes input as tensor and outputs as a tensor. User can set parameters for network architecture, and also parameters such as learning rate, batch size and number of iterations etc. for balancing under-fitting and over-fitting of the classifier. It also supports visualization of the graph in tensor board where we can see the variance between the weights, based on that we can tune the initialization parameters.
Another key feature in TensorFlow is its support for pretraining through Inception, Google's open source image classifier which is trained on 1.2 million images with 1000 different class labels over 2 weeks with 8 GPUs. Pretraining works like a transfer learning paradigm, such that the patterns learnt from Inception data can be transfers to an application that has its own set of training data instances. The retraining process leverages existing parameters that have learnt as part of Inception classification and hence using this saves substantial time in training. Besides, it helps in terms of training data need, an highly accuracy classifier can be built with less training data by exploiting the transfer learning paradigm.
SIMULATION EXPERIMENT SCENARIOS
In our setup with TensorFlow, we have trained the classifier in a single CPU with 4 core machine, having 4 classes such as bike, cars, pedestrian and road image datasets with retraining classifier. The input format of the input image is JPEG RGB colored. Below are the statistics of the datasets. It is to be noted that we have used only a few thousand images for training, yet we obtained a very satisfactory classification performance due to the transfer learning features of TensorFlow. 
RESULTS
Once training is completed, we have tested our trained classifier on a set of hundreds images downloaded from Google and performed prediction. For all four tasks, all four classes of objects were detected with very high accuracy, with the car detection receiving the highest accuracy of up to 98%. It is to be noted that TensorFlow provides the probability of an image belonging to each of the four classes. Fig. 3 through Fig. 6 illustrate the probability of main object matching one of the four classes with the class name that was assigned the highest probability by the proposed algorithm. Figure 3 . Accuracy of detecting a car with probability of matching listed under each image. Fig. 3 shows six examples of test images labeled by "car" along with the classification output obtained by our model. The classification output is actually four probability values, each being the probability of the test object to belong to each of the four classes (Car, Road, Pedestrian, and Bike), where total sum of the probabilities should be 1. As we can see, the colored images provide higher level of confidence in detecting a car due to the better contrast of the foreground with the background. The least confidence result is the fifth black-and-white image in which the white car is confused with apparently white road. Nevertheless for all the examples the top priority result is car by large margin. Table 2 represents the confusion matrix for the total 69 instances. It is observed from this matrix that object detection accuracy are excellent for car and bike classes while those for road and pedestrians are very good. The averaged accuracy of detection is shown in the bottom right corner of the table (84%).
CONCLUSION
Deep learning based (CNN) object detection is investigated in this paper. While the main goal is to improve the robustness and accuracy of moving object detection using multi-sensor fusion and deep learning, this research investigation provides the preliminary results of object detection using deep learning and only image sensor data, as a first step toward multi-sensor based fusion with deep learning technique. The detection accuracy and robustness for all four different objects have been analyzed and the results look promising. The current detection algorithm will be extended to include sensor data from LIDAR/RADAR and ultrasonic distance sensor at the Mechartonics Research Lab at IUPUI.
