Abstract. We discuss the Rankin-Selberg convolution on GL(3,Z) in the 'classical' language of symmetric spaces and automorphic forms.
We must emphasize that most of the ideas in this paper are not really new, but simply restatements in this more classical language of those of Jacquet, PiatetskiiShapiro, and Shalika; further, a classical sketch of the Rankin-Selberg method has been given by Jacquet [7] . However, we are able to sharpen these results at the archimedean place by giving the precise gamma factors at infinity, and also the behavior of the convolution at its poles (see also [10] ). These are of particular interest because of two applications which require this precise version of the convolution.
The first, noted by Moreno-Shahidi [30] and Serre [17] (see also [14] ), obtains the coefficient bound \a(P)\<p^+p-f or the size of the Fourier coefficient of a GL(2) Maass wave form which is also a Hecke eigenform (here the normalization is such that the Ramanuj an-Petersson conjecture predicts \a(p)\ < 2). This follows by combining the convolution with the Gelbart-Jacquet lifting [3] from GL(2) to GL(3) and a result of ChandrasekharanNarasimhan [2] on the order of partial L series. The second is given in the thesis of G. Gilbert [4] , who obtains multiplicity one theorems based on knowledge of the a(p) for p in a Frobenius class of an extension; the explicit convolution allows him to give effective results in low rank cases (see also Moreno [12, 13] ). Now, let us describe the Rankin-Selberg Dirichlet series for GL (3) . Let 2? be the center of GL(3, R), and H = GL(3,R)/2"0(3).
Then from the Iwasawa decomposition one sees that the symmetric space H may be regarded as the set of (cosets) /7lJ2 ^1*2 *s\ (0.1) t = yl xA I 1 / with x,, x2, x3 e R, yv j;2eR>0; we shall use this parametrization throughout. Left matrix multiplication induces an action of GL(3, R) on H, which we write as °.
An automorphic form on GL(3,Z) is a left-GL(3,Z) invariant function </>:// -> C satisfying certain differential equations and growth conditions. Such a form has a Fourier expansion; in the case of a cusp form, it is given by The main properties of this series are described in Theorems 3.2, 3.4 (meromorphic continuation and functional equation under 5 -» 1 -s, (m, n) -> («, m)), and 4.5 (Euler product) below. First, in §1, we review the basic information about GL(3,Z) automorphic forms which is needed in the sequel-Fourier expansions, Hecke operators, and the like-and also discuss briefly the standard minimal parabolic Eisenstein series. This section is based on the thesis of Daniel Bump, and I would like to thank him for providing me with prepublication access to this work [1] . Then, in §2, the standard maximal parabolic Eisenstein series of type (2,1), E(s, t), is introduced, and its properties are summarized. Next, in §3, we show how the Dirichlet series D(s, <j>, m) arises by integrating against E(s, t), and obtain the basic properties of the Rankin-Selberg convolution from this. Finally, in §4 the Euler product for D(s,<f>,<p) is derived from GL(3) Hecke theory, and used to explicitly evaluate the gamma factors 'at infinity.' This is accomplished modulo one hypothesis-that the Rankin-Selberg method extends to noncusp forms-which is not verified here.
Though we have confined ourselves to the case of GL(3, Z) in this note, both for simplicity, and to take advantage of the results of [1] , it is possible to extend this approach to the other cases considered in [7, 8] .
I would like to warmly thank Daniel Bump, Dorian Goldfeld, Carlos Moreno, and Peter Sarnak for several helpful conversations. (1) <#>(y ° t) = <Mt) for all 7 e T, t e H, (2) <j> is an eigenfunction of 3) with the same eigenvalues as the function (3) </> grows at most polynomially in yx, y2 as yv y2 -> oo, uniformly in xv x2, and x3. 
As shown in [1] , Wy v too has a meromorphic continuation to all values of (vY, v2), which we again write Wv v, based on the action of the Weyl group of GL (3) on (v-y, v2) (see also [20] ). Proposition 1.4 (Shalika) . Let <j> be an automorphic form of type {yx, v2) on T. Then $ has a Fourier expansion given by For a proof, see [1] . Additional references for Hecke theory are [23, 24, 25, 26] . For example, in the case of the Eisenstein series E" of Example 1.3 above, one has Proposition 1.6.
There is also a meromorphic continuation of L(s, ^>) to the entire s plane, as well as a functional equation relating L(s, <t>) to L(l -s, <J>) (see [1] for details). Also, for an adelic, representation theoretic approach to automorphic forms on GL(3), see [9].
2. Maximal parabolic Eisenstein series. In this section we briefly give the properties of the Eisenstein series associated to the standard maximal parabolic of type (2,1), E(s, t). Let T be the group H(5 I *HH License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Note that for g in f, (2.1) det(goT) = det(T); this is actually implied by the proof of Lemma 2.2 below, but is also easy to see directly. E(s, t) is given by
by (2.1), this is well defined. It is clearly a T-automorphic form.
Lemma 2.1. The cosets of f \ I\ are in one-to-one correspondence with the relatively prime triples of integers via the map Ty -* last row of y.
Proof. The map is clearly well defined and injective, and is surjective since every relatively prime triple can be completed to a matrix in SL(3, Z). □ Lemma 2.2. Let (* * * \ * * * a b cj be a representative for a coset of T\ Ty. Then
[>Ylaz2 + ^1 +\ax3 + bxx + c) J where z2 = x2 + iy2, and one takes the positive square root.
Proof. Write
where t' in GL(3,R) is of shape (0.1), k is in 0(3), r is real, and 73 denotes the 3x3 identity. Then, by comparing the bottom rows of both sides of (2.2), and using k e 0(3), one sees that r2 = (ayyy2)2 +(ayxx2 + byx)2 +(ax3 + bxy + c)2.
But taking determinants in (2. Proof. This follows by breaking the sum (2.3) for E*(s, r) into two pieces (the terms a = 0, a ¥= 0), using the Fourier expansion of a GL(2) Eisenstein series to compute the a = 0 piece, and [5, w holomorphic except for simple poles at s = 0,1, of residues - §, § respectively.
The analytic continuation and functional equation of Eisenstein series has been established in far greater generality by Selberg [22] and Langlands [11] . It can also be easily derived here since £(5, t) is an Epstein zeta function (cf. Terras [26, 27, 28] Substituting its Fourier expansion (1.5) for <J>(t), and again using the unfolding trick, one sees that this in turn is equal to
However, r^\^= {TGff|x1,x2,x3e(0Il),0<^72€R}.
So, substituting in the Fourier expansion of tp, and switching the summations with the x,-integrations (/' = 1,2,3) (justified by the absolute convergence of (1.5)), one obtains ,00 ,00 °°, is independent of £3.
(ii) Note that by (1.1), (1.2), and (3.1), G is given for Re(s) sufficiently large as an integral over (R + )2 X R6. As we shall see below, G has a meromorphic continuation to the entire s plane, and is essentially a product of gamma functions.
(iii) Theorem 3.2 extends without change to the case where only one of </> and <p is a cusp form. Slightly modified, one should be able to extend it to the case where neither <p nor <p is a cusp form; the corresponding extension of the GL(2) RankinSelberg integral is given in Zagier [19] (the idea is to truncate the fundamental domain for T\H).
Since we do not give the details of this here, we assume it as hypothesis H.l below. Each of these terms is evaluated by the formulas of Proposition 4.4. After substituting these formulas into (4.2) and combining terms, one sees that Dp(s,<$>,y) is Lp(s,<j> ® <p)L (2s,4> ® qi>) times a polynomial of degree 21 in p~\ However, an explicit computation shows that this polynomial is exactly {l-p-3<)Lp(2s,4>®<p)-\ Applying Corollary 4.2, the theorem is proved. □ Remark. This computation can be further explained via a combinatorial identity involving certain Schur polynomials, since the Fourier coefficients a,,*,/ may be expressed by these polynomials [1, 24] ; this allows its generalization to GL".
For example, in the case of the Eisenstein series E" ", E studied by Bump, we see from Proposition 1.6 that (4-3) ULp{s, E^tWj ® /v,J = $(s -2r, -v2 -2py -p2 + 2) p ■£(5 -2^ -v2-p2 + px + l)f(5 -2v1 -v2 + fly + 2p2)
•f(5 + Vy -V2 -2/iy ~P2+ l)f(5 + Vy-V2-\L2 + p~y)
•f(5 + Vy -V2 + fly + 2ji2 -l)f(5 + Vy + 2V2 -2p.y -p2)
•f(5 + Vy + 2v2 -p2 + jiy -l)£(s + vy + 2v2 + p, + 2jS2 -2).
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However, G*(s, vx, v2, px, p2) depends only on /, s, vx, v2, px, and p2, and not on <J> and rp. Hence (4.3), together with the analytic continuation of the Riemann zeta function, its functional equation, and Theorem 4.5, implies Theorem 3.4. Note that the iy and £2 variables guarantee, by virtue of Proposition 3.3 (4) , that no extra poles are introduced when one replaces Gf(s, vx, v2, px, p2) by T*(s, vx, v2, px, p2).
