Associations of particulate matter (PM) and ozone with morbidity and mortality have been reported in many recent observational epidemiology studies. These studies often considered other gaseous co-pollutants also as potential confounders, including nitrogen dioxide (NO 2 ), sulfur dioxide (SO 2 ), and carbon monoxide (CO). However, because each of these air pollutants can have different seasonal patterns and chemical interactions, the estimation and interpretation of each pollutant's individual risk estimates may not be straightforward. Multi-collinearity among the air pollution and weather variables also leaves the possibility of confounding and over-or under-fitting of meteorological variables, thereby potentially influencing the health effect estimates for the various pollutants in differing ways. To investigate these issues, we examined the temporal relationships among air pollution and weather variables in the context of air pollution health effects models. We compiled daily data for PM less than 2.5 mm (PM 2.5 ), ozone, NO 2 , SO 2 , CO, temperature, dew point, relative humidity, wind speed, and barometric pressure for New York City for the years 1999-2002. We conducted several sets of analyses to characterize air pollution and weather data interactions, to assess different aspects of these data issues: (1) spatial/temporal variation of PM 2.5 and gaseous pollutants measured at multiple monitors; (2) temporal relationships among air pollution and weather variables; and (3) extent and nature of multi-collinearity of air pollution and weather variables in the context of health effects models. The air pollution variables showed a varying extent of intercorrelations with each other and with weather variables, and these correlations also varied across seasons. For example, NO 2 exhibited the strongest negative correlation with wind speed among the pollutants considered, while ozone's correlation with PM 2.5 changed signs across the seasons (positive in summer and negative in winter). The extent of multi-collinearity problems also varied across pollutants and choice of health effects models commonly used in the literature. These results indicate that the health effects regression need to be run by season for some pollutants to provide the most meaningful results. We also find that model choice and interpretation needs to take into consideration the varying pollutant concurvities with the model co-variables in each pollutant's health effects model specification. Finally, we provide an example for analysis of associations between these air pollutants and asthma emergency department visits in New York City, which evaluate the relationship between the various pollutants' risk estimates and their respective concurvities, and discuss the limitations that these results imply about the interpretability of multi-pollutant health effects models.
Introduction
A large number of studies have examined the short-term associations between air pollution and morbidity and mortality outcomes, but a surge in the increasing number of these studies has occurred over the last two decades. The most common study design is time-series analysis, comparing day-to-day fluctuations of community average air pollution and corresponding fluctuations in the daily citywide aggregate counts of morbidity or mortality, while adjusting for temporal trends and weather effects. The basic modeling concept goes back to several studies conducted in London, England in the 1950s and 1960s (e.g., Scott, 1958; Martin and Bradley, 1960) in which attempts were made to quantitatively link particulate matter (PM), sulfur dioxide (SO 2 ) and daily deaths, adjusting for temporal trends. Several studies also reported associations between PM and mortality in the U.S. in the 1970s (e.g., Schimmel and Greenburg, 1972; Schimmel and Murawski, 1976; Schimmel, 1978) , using increasingly more elaborate techniques. The 1980s brought a re-evaluation of the London data sets by several researchers to quantify the relationship between air pollution and mortality (Ware et al., 1981; Mazumdar et al., 1982; Shumway et al., 1983; Schwartz and Marcus, 1986; Thurston et al., 1989) . Most of the above studies focused on PM and SO 2 , the ''classic'' primary air pollution products of coal burning. In addition to the main objective of quantifying the exposure-response relationships, the relative importance of PM and SO 2 was often examined in these studies.
The surge in the number of time-series studies in the 1990s appears to have started with a series of reported associations between daily morbidity/mortality and PM whose levels were mostly well below the ambient air quality standard (Pope, 1989; Fairley, 1990; Dockery et al., 1992; Pope et al., 1992; Schwartz and Dockery, 1992a, b) . The PM controversy (Utell and Samet, 1993) led to more analyses and increased funding for PM research. Many of the respiratory morbidity studies whose main interest was the effects of summer haze air pollution, which includes ozone (O 3 ) and secondary fine particles, also applied similar time-series concepts (e.g., Sizto, 1983, 1987; Thurston et al., 1994 Thurston et al., , 1997 . However, an increasing number of studies expanded to examine other gaseous pollutants, with the rationale that they may be potential confounders in the PM-health effects association.
These analyses then expanded to consider multiple cities, to increase statistical power. Many of these year-round multi-city studies found that some of these gaseous pollutants were also significantly associated with morbidity and mortality. The Air Pollution and HealthFA European Approach (APHEA) study reported positive and significant associations between mortality and NO 2 (Touloumi et al., 1997) , and a later report suggested that PM mortality risk estimates were higher in cities where NO 2 levels were higher (Katsouyanni et al., 2001) . A systematic time-series analysis of the largest 90 U.S. cities (Samet et al., 2000; Dominici et al., 2003) found that PM was associated with mortality, but their results also showed that other gaseous pollutants were also associated with mortality in single-pollutant models, although less consistently than PM. A meta-analysis of PM and gaseous pollutants also showed that PM, NO 2 , CO, and SO 2 , all showed a positive and significant mortality risk estimates (Stieb et al., 2002 (Stieb et al., , 2003 . Burnett et al.'s (2004) analysis of 12 Canadian cities also suggested that NO 2 was most consistently associated with mortality. Since many of these pollutants come from the same sources (e.g., traffic and other combustion sources) and day-to-day fluctuations of air pollution are strongly influenced by weather conditions, it is not surprising that these air pollutants are temporally correlated and that the collinearity possibly leads to conflicting associations.
Despite the statistical power advantages of the multi-year and multi-city studies, the challenge of choosing the most appropriate model specification remains, and is potentially worsened by the fact that the population make up and pollutant-meteorological interactions may vary from city to city, and season to season. The difficulty in interpreting each individual pollutant's risk estimate is also that it is often not clear as to what extent each gaseous pollutant's risk estimate represents its own effects or whether the pollutant in question acts as a surrogate marker of PM sources. For example, the presence of high NO 2 levels is likely also associated with periods of elevated impacts of PM from motor vehicles. Most studies analyze each of the multiple pollutants in the same health effects regression model as if each pollutant's risk estimate represents its own (chemical entity's) independent effect, but each pollutant's correlation with other covariates in the regression model (e.g., temporal trends, weather variables, day of week) is expected to be different from other pollutants'. Therefore, the optimal extent of model ''adjustment'' applied is likely to vary from pollutant to pollutant, city to city, and season to season, depending upon the interactions that are occurring among the base model (i.e., the model without a pollutant included) meteorological and seasonal ''controlling'' terms and the particular pollutant(s) under consideration. The correlation among air pollution and weather variables can also vary across seasons, and thus the correlation matrix (and regression) for the year-round data may be misleading. Furthermore, the measurement error associated with each of the pollutants in representing the city's population exposure may vary across pollutants and between seasons. Therefore, the aim of this study was to systematically investigate the influences of the temporal relationships among the air pollution and weather variables beyond the usual extent of consideration given in most timeseries epidemiological literature, and including all of the criteria air pollutants (PM 2.5 , O 3 , NO 2 , SO 2 , and CO). In addition, we provide an example analysis of health outcome data (asthma emergency department (ED) visits) using these air pollutants, and discuss the relationship between the results from the above analysis and the pollutants' corresponding risk estimates in New York City.
Methods

Data
The data from all the air quality monitors within a 20-mile radius from the geographic center of New York City were obtained, and the average of multiple monitors were computed for each day. We retrieved all the relevant air pollution variables from the EPA's Air Quality System (AQS): PM less than 2.5 mm (PM 2.5 ), collected by the 24-h filter samples using the Federal Reference Method (FRM), PM 2.5 , and PM 10 data measured by the tapered element oscillating microbalance (TEOM) procedure, ozone (O 3 ), nitrogen dioxide (NO 2 ), sulfur dioxide (SO 2 ), and carbon monoxide (CO). There were 17 ozone monitors with this inclusion criterion, but the data from a monitor at the top of the World Trade Center was excluded because of its height (it read higher readings than the nearby monitors on the ground level), and because the site was destroyed during the attack on 9/11/01. There were 30 monitors for the FRM PM 2.5 , 24 monitors for TEOM PM 2.5 , 18 monitors for CO, 15 monitors for NO 2 , and 19 monitors for SO 2 . The average values across the monitors were then computed for further analyses.
PM 2.5 data were available from 1999; therefore, we evaluated the influence of PM 2.5 and other co-pollutants for the years 1999-2002. Hourly readings were available for the gaseous pollutants and the TEOM PM data. We computed the daily summary exposure index for each pollutant based on the averaging time used for the National Ambient Air Quality Standard (NAAQS). Thus, 24-h average values were computed for TEOM PM 2.5 (FRM PM 2.5 was available as a 24-h average), NO 2 (there is no daily NAAQS for NO 2 ), and SO 2 . The daily maximum of the 8-h average values were computed for O 3 and CO.
We retrieved and analyzed the daily 24-h average temperature, dew point, maximum relative humidity, resultant wind speed, and barometric pressure from La Guardia airport using EarthInfo (Boulder, Colorado, USA), which compiled the First Order Summary of the Day data from the National Climatic Data Center.
The asthma ED visits data considered here were obtained from the 11 New York City Health and Hospitals Corporation medical centers with emergency receiving facilities. These hospitals are municipally run and serve a largely poor and minority population located within the five boroughs of New York City. The asthma ED visits for all ages were considered in this analysis. More details of the asthma ED visits data set can be found in Silverman et al. (2005) .
Data Analysis
We conducted several sets of analyses to characterize the interactions among the air pollution and weather variables, and to describe these interactions' effects on the modeling of time-series analysis of health effects outcomes. The three sets of data interaction analyses were as follows: (1) spatial/ temporal variation of PM 2.5 and gaseous pollutants measured at multiple monitors; (2) temporal relationships among air pollution and weather variables; and (3) extent and nature of the multi-collinearity of the air pollution and weather variables in the context of health effects models. Our primary objectives were (2) and (3), but (1) affects the interpretation of (2) and (3). In addition, we present an example analysis of asthma ED visits data using these air pollution variables.
Spatial/Temporal Error of PM 2.5 and Gaseous Pollutants Measured at Multiple Monitors There are several types of exposure errors associated in the time-series air pollution data in representing the population exposure of the city in question, including (1) analytical (chemical/physical) measurement errors; (2) discrepancy between personal exposures and ambient concentrations; and (3) error in a community monitor's ability to represent the population exposure of the city. The first type of error is generally considered small, provided that the concentration levels are well above the detection limits (which is usually the case for PM 2.5 and gaseous pollutants, but not as usually the case for many of PM 2.5 chemical species). The second type of error has been characterized for PM in several personal exposure studies (e.g., Lioy et al., 1990; Janssen et al., 1998 Janssen et al., , 1999 and less frequently for gaseous pollutants in addition to PM 2.5 (Sarnat et al., 2001 (Sarnat et al., , 2005 . These studies generally find that, while personal levels of air pollution differ between personal vs. central site monitors, the population mean of the personal exposures correlate well with the central site monitor over time, causing this source of error to be relatively small in the population-based time-series studies considered here. The third type of error, which may be called ecologic-level exposure error, has to do with the spatial/temporal uniformity of temporal fluctuations of air pollution. A few past studies have previously examined this type of error (e.g., Ito et al., 2001 Ito et al., , 2005 Pinto et al., 2004) . Examining the variability and effects of this ecologic-level exposure error across pollutants and models is the primary focus of this analysis.
There are two aspects of this ecologic-level error: (1) errors in correlation of temporal fluctuations at multiple locations within the city (i.e., the extent to which the correlation coefficient, r, between data from different sites over time is less than 1.0) and (2) the difference in absolute concentration levels of pollutants across the city. In the first case, if temporal fluctuations of an air pollutant measured at multiple locations are not highly correlated with each other, that is indicative of an ecologic-level error of that air pollutant, and the relationship between the data from a central-site community monitor (or the average of a few monitors) for such an air pollutant with health outcomes would be biased toward null. In the second case, a difference in the absolute concentration levels of an air pollutant across the city does not necessarily affect the strength of association between that pollutant and the health outcome, but the slope (risk estimate) can still be biased if the average level of the monitor's data is lower (which would result in a positive bias) or higher (a negative bias) relative to the true citywide average.
We estimate each of these two ecological error terms for each pollutant in the case of New York City. We compute the first term by calculating the monitor-to-monitor temporal correlations from multiple monitors for each pollutant considered. Since the correlation of two time series can be heavily influenced by trends and seasonal cycles, and since such trends are routinely ''controlled for'' in health effects regression models, we computed the monitor-to-monitor temporal correlation after removing the temporal trends from each series using the Generalized Additive Model (GAM) (note that there is only one smoothing term in the model, which should not result in biased results) and smoothing splines with 8 d.f. per year. Although there are at least 15 monitors available for each of the pollutants, and their sampling periods did not always overlap. Therefore, we computed temporal correlation only when at least 60 overlapping observations were available in each pair of monitors. To estimate the second aspect of ecologic error, we computed the coefficient of variation (CV) of the average values across monitors.
Temporal Relationships among Air Pollution and Weather
Variables To characterize the temporal relationships among air pollution and weather variables, we computed the crosscorrelation function (CCF) (correlation with lags) for each variable considered. For air pollution variables, we used the average of multiple monitors as the input to the CCF. These cross-correlations can indicate the sequence of temporal fluctuations (i.e., which variable leads the other in time). Again, the correlation between the two time series can be strongly influenced by shared trends and seasonal cycles. Therefore, to remove the influence of these temporal patterns and to focus on the short-term relationships between the variables, each of the weather and air pollution time series was first pre-filtered in the GAM using smoothing splines function with 8 d.f. per year prior to computation of CCF. Also, since the lag-structure of CCF in the short-term span (e.g., days) can also be influenced by each series' day-of-week pattern, we also removed this trend by including day-of-week indicator variables in the same data filtering GAM. Furthermore, since relationships among the weather and air pollution variables can change across seasons, the CCF was computed in a series of 12 3-month blocks centered on each month of the year, and pooled for the entire 4-year study period.
Extent and Nature of Multi-Collinearity of the NYC Air Pollution and Weather Variables To characterize the extent and nature of the multi-collinearity in the context of current air pollution short-term health effects studies, we computed the variables' concurvity (i.e., the nonlinear analogue of multi-collinearity) using the regression models similar to those used in the time-series air pollution literature. Concurvity was computed by regressing each of the air pollution variables on the same covariates usually used in the health effects regression models, except that the Gaussian model was used rather than the Poisson model (used for counts), and the extent of concurvity was expressed as the correlation between the original series and the predicted series from the regression, as has been carried out previously in other studies (Dominici et al., 2002; Ramsay et al., 2003) . Because we were interested in which of the meteorological or seasonal covariate(s) were correlated with each of the air pollutants, we computed concurvity in sets of building models that included one added term with each new model, as follows: (1) adjustment term for temporal trends; (2) model (1) plus weather terms; (3) model (2) plus day-of-week indicators; (4) model (3) plus one of the other pollutants, and so on. On the basis of the fact that the majority of the reviewed pollution health effects studies showed associations between today's health with 0-or 1-day lagged pollution concentrations (i.e., same day or day before pollution), we included the average of 0-and 1-day lagged pollution indices in this analysis. To adjust for seasonal cycles and other temporal trends, we included a smoothing function of days using natural splines with 8 d.f. per year as a base model and, as a sensitivity analysis, we also used 4 and 16 d.f. per year for comparison. This range covers the extent of temporal smoothing used in most past published time-series health effects studies.
On the basis of the types of weather models most commonly used in the published literature, we considered three alternative weather models: (A) two smoothing terms including: (i) one with natural splines of same-day temperature (d.f. ¼ 3) and (ii) another with natural splines of sameday dew point (d.f. ¼ 3) (i.e., a model similar to that used in Schwartz et al., 1996; Klemm et al., 2000; Schwartz, 2003; Klemm and Mason, 2003) ; (B) four smoothing terms, including: (i) natural splines of same-day temperature (d.f. ¼ 6), (ii) natural splines of the average of lag 1 through 3-day temperature (d.f. ¼ 6), (iii) natural splines of same-day dew point (d.f. ¼ 3), and (iv) natural splines of the average of lag 1 through 3 day dew point (d.f. ¼ 3) (i.e., similar to the model used in Samet et al., 2000; Dominici et al., 2003 Dominici et al., , 2006 Bell et al., 2004) , and; (C) a more parsimonious version of model (B) that has (i) natural splines of same-day temperature (d.f. ¼ 3) and (ii) natural splines of the average of lag 1 through 3 day temperature (d.f. ¼ 3). The model (C) did not include dew point, because dew point was so highly correlated with temperature in this data set (r ¼ 0.93), which may lead to unstable fits if placed in the model simultaneously with temperature when they are so highly correlated. Since the relationships among the weather and air pollutants are expected to change across seasons, the above analysis was repeated for both the warm season (April through September) and the cold season (October through March).
For the analysis of asthma ED visits data, we used a Poisson's Generalized Linear Model to estimate the impact of ozone on the asthma ED visits while adjusting for the effects of temporal trends, day-of-week, weather, and accommodating over-dispersion of the ED visit series. We used the same three weather models as those used in the concurvity analysis above. We analyzed the data for all year, warm months and cold months, but to avoid the influence of the fall peaks in asthma ED visits (Silverman et al., 2005) , we excluded September and October. To adjust for temporal trends, we used natural splines with 8 and 4 d.f. per season (warm and cold months). As in the concurvity analysis above, the average of 0-and 1-day lag pollution was included in the model. Single-and two-pollutant models were examined. Table 1 shows the distribution of air pollution variables for the all-year, warm seasons, and cold seasons, respectively. Seasonal contrasts are clear for O 3 (higher in the warm season) and SO 2 (higher in the cold season). Figure 1 presents the raw data time-series plots of each of the air pollution variables. Note that all the pollutants show some extent of seasonality, except for NO 2 , which shows white noise-like fluctuations around the mean of approximately 30 p.p.b. CO exhibits a declining trend during the 4-year period.
Results
Spatial/temporal Variation of PM 2.5 and Gaseous Pollutants Measured at Multiple Monitors Figure 2 presents the paired monitor-to-monitor correlation vs. corresponding separation distance for each of the air pollutants as a function of separation distance between the sites. PM 2.5 (FRM and TEOM) monitors showed the highest monitor-to-monitor correlation, followed by NO 2 and O 3 . SO 2 and CO generally showed poorer correlation. Table 2 shows median values of these correlations as well as the CV of the monitors' mean values (i.e., within-city variation of the mean). Again, PM 2.5 (FRM and TEOM) monitors showed the smallest spatial variation (B10%) in the mean levels across the monitors, followed by NO 2 (17%) and O 3 (19%). In contrast, SO 2 and CO had much larger spatial variation (36%) of the mean values. Since the FRM PM 2.5 and TEOM PM 2.5 are highly correlated (r ¼ 0.92), the following analyses will only examine FRM PM 2.5 .
Temporal Relationships Among Air Pollution and Weather Variables
Because of the large number of CCF results, we have shown them here only as figures. Also, because the pattern of results for SO 2 and CO was similar to that for NO 2 but weaker, we show results for PM 2.5 , O 3 , and NO 2 only. Figure 3 shows the CCFs for wind speed vs. PM 2.5 , O 3 , and NO 2 . NO 2 showed the strongest negative associations with wind speed year-round, whereas PM 2.5 's negative associations with wind speed are weaker during warm seasons, likely due to the domination of transported secondary sulfate, which is regionally distributed and therefore less wind dependent. O 3 's associations with wind speed changed signs across seasons. Note that, in these results, the strongest associations are on the same day, but the lag structure of associations is generally not symmetric (low wind speed tends to lead the air pollution). Figure 4 shows the CCFs for temperature and air pollutants. The lag structure of associations is generally not symmetric. For PM 2.5 and NO 2 , in cold seasons, colder temperature days result in higher air pollution levels a few days later in cold seasons, likely due to the setting up of a high-pressure cell over the NYC area in the days following the passage of a cold front. However, the higher NO 2 or PM 2.5 levels are also predictive of the following days' warmer temperature, likely due to the tendency for warmer southwest winds on the ''back-side'' of a high-pressure cell. O 3 's association with temperature was positive in summer and negative in winter, suggesting different mechanisms for the temporal fluctuations of the ozone in the two different seasons. Figure 5 shows the CCFs for barometric pressure and air pollutants. Barometric pressure is positively associated with the following days PM 2.5 and NO 2 , especially in colder seasons, consistent with the setting up of a highpressure dome over the metropolitan area on those days. Figure 6 shows the CCF's relationships between PM 2.5 vs. O 3 and NO 2 . The lag structure of associations between PM 2.5 and O 3 is generally symmetric, but the correlation is positive in the warm season and negative in the cold season. The association between PM 2.5 and NO 2 is strongest on the same day, but the lag structure of association is not symmetricF higher NO 2 levels are positively predictive of the following day's PM 2.5 . These results generally suggest that the correlation among air pollution and weather variables have varying lag structure of associations and the association can differ across pollutants and also change across seasons.
Extent and Nature of Multi-Collinearity of the Air Pollution and Weather Variables Table 3 shows computed concurvity of air pollution variables using three alternative weather models and using d.f. ¼ 8 per year for fitting temporal trends in the all-year data. Sensitivity analysis using 4 d.f. and 16 d.f. per year showed nearly identical results once the weather terms are included (likely because the weather terms have seasonal trends), and therefore not shown here. PM 2.5 and NO 2 showed the two lowest correlations with temporal trends. O 3 showed the strongest association with temporal trends. When weather terms are added, concurvity increased substantially for PM 2.5 and NO 2 , but NO 2 still showed the lowest concurvity of all the pollutants considered, indicating that it would be least affected by the co-presence of the temperature variables to the model. The inclusion of the day-of-week term increased concurvity slightly for NO 2 and CO. Adding PM 2.5 in the model increased concurvity problems for the gaseous pollutants, except O 3 . Adding O 3 did not change concurvity for PM 2.5 and other pollutants. The three alternative weather models showed very similar results, although the model B (the model that has the most number of terms and degrees of freedom) almost always showed the strongest concurvity problems among the three models. Thus, these analyses indicate that NO 2 is most likely to be identified independent of the other pollutants in this city, and that the concurvity problems of all pollutants grow with the year-round model that most aggressively controls for seasonality and long-term trends.
The results for the warm (Table 4 ) and cold (Table 5 ) seasons showed generally similar patterns to those in the all-year data, but with a few notable exceptions. The extent of correlation with temporal trends is reduced for O 3 and SO 2, as expected because these two pollutants showed the strongest seasonal cycles. PM 2.5 's concurvity is larger in the warm season than in the all-year data, likely because PM 2.5 in the warm season in this locale is dominated with secondary sulfate, which positively correlates with temperature.
Interestingly, in contrast to the all-year and warm season results, adding O 3 increased concurvity problems for PM 2.5 and other gaseous pollutants in the cold season. Thus, the pollutant-pollutant and pollutant-weather interactions can vary by season, and concurvity problems are reduced by separately analyzing the seasons in this city, suggesting the need for season-specific analyses of health effects. Figure 7 shows results of asthma ED visits risk estimates per 5th to 95th percentile of air pollution increment in the singlepollutant models for all-year, warm months, and cold months. NO 2 was generally the most significant (and the largest in effect size per the same distributional increment) predictor of asthma ED visits among these pollutants for all-year and warm months (e.g., for Model C, RR ¼ 1.14 (95% CI: 1.09, 1.19) per 24 p.p.b. increase and 1.32 (95% CI: 1.23, 1.42) per 25 p.p.b. increase, respectively). However, it is important to examine this result in the context of corresponding pollutants' concurvity (see Tables 3-5) . NO 2 exhibited the lowest concurvity with the temporal trend plus weather terms among the pollutants in the all-year and warm months. O 3 's risk estimates in cold months are negative, but given the very low levels of O 3 in cold months, it is unlikely that such associations are causal health effects. These associations may arise because of O 3 's negative associations with temperature or PM 2.5 in cold months (see Figures 4 and  6) . The three alternative weather models generally did not make substantial difference in risk estimates, except for O 3 in all-year and warm months in which Model B resulted in much smaller risk estimates than those from Model A or C. This is not surprising because Model B adjusts for temperature more aggressively than Model A or C. Thus, these health effect results are consistent with the patterns found in the CCF and concurvity results. Figure 8 shows two-pollutant model results for warm months using Model C. NO 2 's risk estimates were most robust to the addition of other pollutants in the model, and the addition of NO 2 reduced other pollutants' risk estimates most consistently. CO and SO 2 's associations with asthma ED visits (RR ¼ 1.15 (95% CI: 1.07, 1.25) per 1.3 p.p.m. increase and 1.20 (95% CI: 1.13, 1.28) per 6 p.p.b. increase, respectively) were ''eliminated'' once NO 2 was included in the model, which is consistent with the result of monitor-tomonitor correlations, suggesting that NO 2 has less exposure error than CO or SO 2 in this data set. We do caution that these differences may also reflect the corresponding differences in toxicity, but it is impossible to differentiate such factors in multi-pollutant models.
An Example Analysis of Asthma ED Visits
Discussion
This analysis examined three issues that affect interpretations of short-term health-risk estimates for multiple air pollutants:
(1) ecologic error associated with PM 2.5 and gaseous pollutants in representing a city's population exposure; (2) lag structure of temporal correlation among air pollution and weather variables; and (3) multi-collinearity of the PM 2.5 and gaseous pollutants in the prevailing health effects model specifications. These issues are typically not described or investigated in detail in most of time-series studies in the literature, but nevertheless, are important in interpreting, and especially in inter-comparing, individual pollutant health effect estimates from multi-pollution exposures. We found that, in this locale, PM 2.5 showed the best characteristics, on an ecologic-level, in representing the citywide population exposures in terms of high monitor-to-monitor correlation (r40.9) and high precision (CVB10%) of the mean levels within the city. NO 2 and O 3 also showed high monitor-tomonitor correlation (rB0.9), but the precision of the mean levels (CVB20%) was lower than that for PM 2.5 . Ozone also varied most between seasons, suggesting that annual analyses will not provide meaningful results for this pollutant. SO 2 and CO showed lower monitor-to-monitor correlation (rB0.7 and 0.6, respectively) and low within-city precision of the mean levels (CV ¼ 36%), indicating that these pollutants' risk estimates could be biased in short-term health effects models. Most of the current time-series studies of health effects of air pollution employ regression models that adjust for the effects of weather. Both extreme heat waves and cold spells are known to affect a variety of health end points, and therefore adjusting for such events is clearly important. However, less is known regarding the health effects of temperature in the ''milder'' middle range of temperature. The weather condition is a major driving force of day-to-day fluctuations of air pollution concentrations, and temperature may be an indicator of the change in weather conditions. Our result shows that NO 2 (after removing long-term trends) is positively associated with the current and the following days' temperature (i.e., NO 2 leads temperature to some extent), although cold temperature (which is followed by higher barometric pressure, poor dispersion, and increased NO 2 a few days later. Moreover, O 3 's association with temperature even changed sign across seasons. Thus, the relationship between temperature and air pollution can be complex and vary with season. In fact, it is not clear whether the temperature terms in the health effects regression models actually ''control'' for the weather effects, or are actually acting as surrogates for pollutants in the middle range of temperature, where direct temperature health effects are unlikely. If true, this would lead to over-adjustment of health effects for weather, and an underestimation of pollutants most correlated with temperature. Further research is needed on the extent of weather adjustment terms needed or desirable in air pollution models.
The results from an analysis of concurvity indicated that the extent of multi-collinearity with covariates in typical timeseries health effects models varies across the pollutants. PM 2.5 and NO 2 showed the least correlation with temporal trends. With weather terms in the model, NO 2 showed the lowest concurvity among the pollutants, but the day-of-week term Nov Dec Table 3 for weather model descriptions.
Health effects models Ito et al. increased NO 2 's concurvity the most. Adding any of PM 2.5 , NO 2 , SO 2 , or CO to these pollutants' models generally increased concurvity for these pollutants to a similar extent, suggesting possible confounding among them. Although adding O 3 in the model generally did not increase concurvity of PM 2.5 , NO 2 , SO 2 , or CO, it did increase their concurvity in the cold season, despite the fact that O 3 levels are quite low in the cold season, possibly an indication that wintertime O 3 may be acting as a surrogate for specific weather conditions. For all the pollutants, a combination of temporal trends, weather term, day-of-week, and a co-pollutant made concurvity in the range between 0.8 and 0.9. These results suggest the importance of analysis by season and also the limitation of two-pollutant models.
NO 2 was also most negatively associated with wind speed (and wind speed leads NO 2 ), indicating that NO 2 may also be serving as a good indicator of general local air stagnation. PM 2.5 and O 3 are less correlated with wind speed, likely because these pollutants are distributed regionally and are therefore less affected by local wind speed or direction. Thus, NO 2 may be a good indicator of more air pollution from local combustion sources. NO 2 is sometimes referred to as a surrogate marker of traffic-related air pollution. Seaton and Dennekamp (2003) suggested that NO 2 may be a surrogate for ultrafine particles, especially the number concentrations. Since both NO (which gets converted to NO 2 ) and ultrafine particles are generated by the combustion process, NO 2 and ultrafine particles are likely to correlate. In their measurements over 6 months in Aberdeen city, the correlation between NO 2 and the number concentration (r ¼ 0.89) was much higher than that between NO 2 and PM 2.5 (r ¼ 0.55) and that between NO 2 and PM 10 (r ¼ 0.45). Thus, NO 2 may also be a marker of another agent that may not be measured routinely and yet has some potential health effects. Whether it is a surrogate or not, NO 2 in our data showed desirable characteristics in the context of time-series health effects analysis, in that it has small ecologic error and relatively small concurvity among the air pollutants. Thus, it would not be surprising where models that input all pollutants at once, NO 2 becomes the apparent individual ''winner'' in simultaneous regressions, since it is the pollutant that varies least like all the rest of the pollutants, and is least affected by concurvity in such a multi-pollutant model.
The question of relationship between ambient concentration and personal exposures of multiple air pollutants is another important issue in interpreting health-risk estimates of multi-pollutants that was beyond the scope of our analysis. There are a few studies that have examined this issue. Sarnat et al. (2001) conducted a study in Baltimore, Maryland, USA and measured personal exposure levels of PM 2.5 , NO 2 , O 3 , SO 2 , and CO for 56 subjects. Ambient concentrations were not associated with their corresponding personal exposures for any of the pollutants, except for PM 2.5 . Interestingly, however, some of the ambient gaseous pollutants were significant predictors of personal PM 2.5 . The results from Sarnat et al.'s (2005) another study in Boston, Massachusetts, USA generally support their findings in Baltimore in that summertime gaseous pollutant concentrations may be better surrogates of personal PM 2.5 exposures than they are surrogates of personal exposures to the gases themselves. These studies may be limited in size and locations, and clearly more studies like these in other locales are needed.
This study characterized the relationships among PM 2.5 , gaseous pollutants, and weather variables in New York City, but the results may not yet be generalized for other cities. New York City is large in terms of population, but relatively small in terms of geographic scale compared to other large cities in the United States (e.g., Chicago and Los Angeles). The types of air pollution sources in New York City are not unlike other east-coast cities, with the mixed influences of transported secondary aerosols, traffic-related pollution, and other local combustion sources. However, characterization of air pollution in the context of health effects studies needs to be conducted in other locations with different pollution sources and climate to obtain a more comprehensive understanding of the relationships among weather and air The results from the example analysis of asthma ED visits were generally as expected from the concurvity analysis: NO 2 , which showed the lowest concurvity with temporal trend and weather terms among the pollutants, was the most independent predictor of asthma ED visits in the warm season when the pollutants were considered simultaneously. The fact that this was so predictable on the basis of the model specification interactions alone without consideration of the health effects) places great suspicion on the practice of interpreting multi-pollutant regressions as indicative of the pollutants' relative health effects, when it is much more likely that it is a product of the pollutants' respective model term interactions. The result that CO and SO 2 's associations with asthma ED visits were eliminated once NO 2 was included in the model was also consistent with NO 2 's smaller expected exposure error compared with CO and SO 2 . However, obviously, these results may reflect actual difference in toxicity of either the corresponding pollutants themselves, or the pollution mixture that these pollutants are surrogate for. On the basis of the CCF results between weather and air pollutants, NO 2 appears to be most reflective of local air pollution (as opposed to regional pollution), likely combustion sources including traffic-related air pollution. More source-specific information may be useful in clarifying the Figure 8 . Relative risks per 5th to 95th percentile of air pollutants for asthma emergency department (ED) visits in single-and two-pollutant models using weather model C, NYC during warm season (April through August), 1999-2002. responsible pollutants or pollution sources. We are currently investigating this issue using PM 2.5 chemical speciation data.
In summary, our analysis described some of the complexities of the relationships among air pollution and weather variables, and cautions against including each of the PM and gaseous pollutants in the health effects model simultaneously, as if each is an ''independent'' variable. These results are a cautionary exercise, and throw into question the now commonplace practice of using multi-pollutant models in health effects analyses. The proper interpretation of risk estimates across the various pollutants in a city will need to much more carefully take into consideration the different extent of exposure error across the pollutants and the varying concurvity of the pollutants in a given model specification. Indeed, modeling of each of the various pollutants may require different long-wave and meteorological base model specifications, to minimize concurvity to achieve as unbiased a pollutant effect estimate for each pollutant as possible.
