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Abstract—We present a distributed TDMA negotiation ap-
proach for single-hop ad-hoc network communication. It is
distributed, resilient to arbitrary transient packet loss and defines
a non-overlapping TDMA schedule without the need of global
time synchronization. A participating node can dynamically
request a fraction of the static TDMA period 𝑇 . It will receive
its fraction if enough time resources are available. In any case,
every node can request and will receive at least a fair fraction
of size 1
𝑁
. Due to its resilience to arbitrary transient packet
loss, the algorithm is well suited for lossy networks like found in
wireless communications. Our approach is designed to work in
highly dynamic scenarios efficiently. We will show, that it defines
a dynamic non-overlapping TDMA schedule even at high packet
loss rates. The performance of the TDMA negotiation is analyzed
by simulation and compared to results of related work.
I. INTRODUCTION
Wireless communication has already replaced wired com-
munication systems in various fields of applications. Low
price, easy installation and good performance are reasons
for the enormous success of 802.11 in the private domain.
802.15.4/ZigBee is increasingly used in wireless sensing and
home automation environments [1] where fast and easy in-
stallation and low energy consumption is more important
than communication performance. Nevertheless, 802.11 and
802.15.4 are rarely used in the industrial communication and
automation domain because of tight requirements regarding
reliability and timely delivery of data. The unpredictability
of the wireless channel and the CSMA-CA MAC technique
used by 802.11 and 802.15.4 [2][3] causes additional effort
to satisfy these communication requirements. CSMA-CA is
based on a random selection of backoff times, which can result
in long transmission times especially at high traffic loads. If
the traffic can be classified in different classes of priority,
802.11e [4] can be used. By contrast, the point coordination
function (PCF) [5] of 802.11 implements a centralized polling
mechanism to coordinate transmission times. In order to avoid
this single point of failure, a cooperative usage of the wireless
channel at a higher layer is needed if the usage of off-the-
shelf hardware is required. Our Resilient Distributed Desyn-
chronization (𝑅𝐷2) algorithm reliably prevents two nodes
from transmitting at the same time. As a consequence, MAC
collisions and the selection of random backoff times are
prevented, which normally can cause long transmission times.
This paper is organized as follows. In Section II, we
will present some related work regarding wireless TDMA
negotiation and desynchronization. Section III introduces our
𝑅𝐷2 approach in detail. The MATLAB simulation of 𝑅𝐷2
can be found in Section IV. The desynchronization and TDMA
negotiation performances are investigated as well as the fair-
ness properties regarding wireless channel access. Finally, we
conclude the paper in Section V.
II. RELATED WORK
Most TDMA negotiation approaches are based on underly-
ing clock synchronization. An example can be found in [6],
where a global notion of time is used to establish a static,
a priori defined TDMA scheduling. By contrast, STDMA
[7] provides dynamic TDMA slot allocation. After listening
during an initialization phase, every node selects an available
time slot. If no free time slot is available, the node selects
the time slot of the farthest away neighbor. By this, access
to the communication medium is guaranteed. However, global
time synchronization is required for STDMA. Our work is
based on the DESYNC algorithm first presented by Degesys
et al. in [8]. They present a distributed algorithm for fully
connected single-hop network topologies to organize a non-
overlapping TDMA schedule without the need of global time
synchronization. In [9] and [10], the DESYNC approach is
extended to the multi-hop network domain. Nevertheless, none
of the algorithms handle packet loss by design, which is a
fundamental problem for the underlying desynchronization
algorithm. As a consequence, they cannot guarantee a non-
overlapping TDMA schedule over lossy networks.
III. RESILIENT DYNAMIC DESYNCHRONIZATION
With help of desynchronization, periodic events can be coor-
dinated to not happen at the same point in time. An important
example is wireless communication of nodes operating in
the same interference domain. For desynchronization, time is
divided into rounds of length 𝑇 . If 𝑆 is the set of participating
nodes and𝑁 = ∣𝑆∣, every node 𝑖 ∈ 𝑆 fires a beacon 𝐵𝑟𝑖 at time
𝑡𝐵𝑟
𝑖
every round 𝑟. Hence, the last node of round 𝑟 and the
first node of round 𝑟+1 are neighbors in time. Throughout the
rest of this work, 𝑖− 1 represents node 𝑖’s previous neighbor
in time and 𝑖 + 1 its next neighbor, respectively. The nodes
are perfectly desynchronized if
∀𝑖 ∈ 𝑆 : 𝑡𝐵𝑖 − 𝑡𝐵𝑖−1 =
𝑇
𝑁
. (1)
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Fig. 1: DESYNC and 𝑅𝐷2 beacon time calculation
Based on the desynchronized beacons, it is easy to define
a non-overlapping TDMA schedule with equal slot sizes
in every desynchronization round 𝑟. Our Resilient Dynamic
Desynchronization (𝑅𝐷2) approach allows every node to dy-
namically request a fraction of the TDMA round time T. This
request can be controlled by upper layers or it is dynamically
adjusted based on the outgoing buffer status. Nevertheless,
𝑅𝐷2 prevents nodes from getting slot sizes, which would
result in unfair communication channel usage. In the following
sections, we will provide the definition of fairness as well as
algorithmic details.
A. 𝑅𝐷2 Basics and Assumptions
The basic principles of the DESYNC algorithm presented
in [8] and our 𝑅𝐷2 approach are depicted in Figure 1.
A node 𝑖 implementing DESYNC listens to round 𝑟 beacons
of the previous and the next neighbor in time. In the following
round 𝑟+1, 𝑖 is sending its beacon 𝐵𝑟+1𝑖 in the middle of 𝐵
𝑟+1
𝑖−1
and 𝐵𝑟+1𝑖+1 . By contrast, 𝑅𝐷
2 sets its round 𝑟+1 beacon to be
in the middle of the slot end of the previous node 𝑖−1 and the
slot start of the next node 𝑖+1. This enables variable TDMA
slot sizes. Furthermore, the intra slot times to the neighboring
slots are equalized and maximized.
Before continuing with the introduction of 𝑅𝐷2, we will
describe the assumptions the approach is based on:
1) We assume an ordered set 𝑆 of 𝑁 nodes with unique
IDs and each node 𝑖 ∈ 𝑆 knows the ID of its previous
(𝑖− 1) and its next neighbor (𝑖+ 1).
2) A fixed set of participating nodes is assumed. No node
enters or exits the network.
3) Every participating node has a non-malicious behavior,
i.e. every node correctly executes the 𝑅𝐷2 algorithm.
4) The communication network connects at least every
node 𝑖 ∈ 𝑆 with its neighbors 𝑖 − 1 and 𝑖 + 1 with a
direct link (single-hop). All nodes can share the same
interference domain. Examples are distributed control
applications like found in industrial communication or
in autonomous robotic fleets.
5) We only care about arbitrary transient packet loss.
Hence, we assume that there are no permanent node
failures or permanent packet loss.
6) The maximum transmission delay of a packet is as-
sumed to be bounded, known and small compared
to 𝑇𝑁 . Without this assumption it is not possible to
guarantee a non-overlapping TDMA negotiation. 𝑑𝑚𝑎𝑥
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Fig. 2: virtual beaconing
represents the maximum transmission delay and 𝑑𝑚𝑖𝑛
the minimum, respectively.
7) The maximum clock drift between time sources of
individual nodes is bounded and known. For simplicity,
we assume the clock drift to be zero throughout the rest
of this work. This is acceptable, as clock drift adds no
accumulated error to the proposed TDMA negotiation.
B. 𝑅𝐷2 Virtual Beaconing
𝑅𝐷2 introduces virtual beaconing (c.f. Figure 2). Every
physical beacon 𝐵𝑟𝑖 contains a fire offset Δ𝐵𝑟𝑖 , which defines
the exact beacon time 𝑡𝐵𝑟+1
𝑖
of the following round (2).
𝑡𝐵𝑟+1
𝑖
= 𝑡𝐵𝑟
𝑖
+Δ𝐵𝑟
𝑖
+ 𝑇 (2)
Because of this, every node 𝑖 knows the round 𝑟+1 beacon
times of its neighbors 𝑖−1 and 𝑖+1 in advance. This enables an
energy efficient implementation of the algorithm, as a node can
go into sleep mode and wakes up shortly before the expected
transmission times of 𝐵𝑟+1𝑖−1 and 𝐵
𝑟+1
𝑖+1 .
We use Figure 2, to introduce some terminology used
throughout this work:
𝑡𝑆𝑟
𝑖
slot start time of node 𝑖 in round 𝑟.
𝑡𝐸𝑟
𝑖
slot end time of node 𝑖 in round 𝑟.
𝑓𝑟𝑖𝑎𝑐𝑡 actual TDMA fraction of node 𝑖 in round 𝑟.
𝑓𝑟+1𝑖𝑟𝑞𝑢 requested fraction of node 𝑖 for round 𝑟 + 1. The
center of the requested fraction is 𝑡𝐵𝑟+1
𝑖
.
𝑡𝑆𝑟+1
𝑖𝑟𝑞𝑢
requested slot start time of node 𝑖 for round 𝑟 + 1.
𝑡𝐸𝑟+1
𝑖𝑟𝑞𝑢
requested slot end time of node 𝑖 for round 𝑟 + 1.
In addition to the fire offset Δ𝐵𝑟
𝑖
, every beacon 𝐵𝑟𝑖 contains
𝑓𝑟𝑖𝑎𝑐𝑡 , 𝑓
𝑟+1
𝑖𝑟𝑞𝑢
, 𝑓𝑟+1𝑖−1𝑟𝑞𝑢 and 𝑓
𝑟
𝑖+1𝑟𝑞𝑢
. Of special interest are the
fraction requests of the previous and the next neighbor. If
a node 𝑗 did not receive the last beacon of its neighbor, it
will set the according fraction request (𝑓𝑟+1𝑗−1𝑟𝑞𝑢 or 𝑓
𝑟
𝑗+1𝑟𝑞𝑢
) to
−1. This allows a node 𝑖 to check in the received beacons
𝐵𝑟𝑖−1 and 𝐵
𝑟−1
𝑖+1 whether the neighbors received its previous
fraction request (ACK) or not (NACK). We will use this
acknowledgment mechanism later in Section III-D2.
The fire offset encapsulated in a beacon 𝐵𝑟𝑖 is always limited
by 𝑡𝑆𝑟
𝑖
and 𝑡𝐸𝑟
𝑖
of the sending node 𝑖 corrected by the worst
case transmission delays (c.f. Equation 3).
𝑡𝑆𝑟
𝑖
− 𝑑𝑚𝑖𝑛 < 𝑡𝐵𝑟
𝑖
+Δ𝐵𝑟
𝑖
< 𝑡𝐸𝑟
𝑖
− 𝑑𝑚𝑎𝑥 (3)
The reason is to provide a non-overlapping TDMA schedule
also in case of arbitrary transient beacon loss as will be
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Fig. 3: neighborhood fairness
explained later in Section III-D1. A consequence of (3) is that
a node 𝑖 must always have an actual fraction 𝑓𝑟𝑖𝑎𝑐𝑡 of at least
2𝑑𝑚𝑎𝑥. Otherwise, it is not able to set its beacon offset to a
value ≥ 0, which influences the performance and results in a
non-static behaviour. Therefore, the requested fraction has to
be limited by a configurable minimum 𝑓𝑚𝑖𝑛.
For simplicity, we assume the transmission delay to be zero
throughout the rest of this work. Adding a bounded transmis-
sion delay means that for every received 𝐵𝑟𝑖−1 the minimal
transmission time 𝑑𝑚𝑖𝑛 is assumed and for every received
𝐵𝑟𝑖+1 the maximal transmission time 𝑑𝑚𝑎𝑥, respectively.
C. 𝑅𝐷2 Fairness
A main goal of our approach is to guarantee fair access to
the communication channel. Fairness can be defined between
neighboring nodes and for the global network. The fairness
mechanism for neighboring nodes (𝐹𝑁 ) is depicted in Figure
3. The fairness boundary time 𝑡𝑓𝑎𝑖𝑟𝑖,𝑖+1 between two neigh-
boring nodes 𝑖 and 𝑖+1 is defined to be in the middle of their
beacons 𝐵𝑖 and 𝐵𝑖+1.
In case (1), node 𝑖 requested a slot end and node 𝑖+1 a slot
start, which are not overlapping. As a result, both nodes get
their requested slot boundaries. In case (2), 𝑡𝐸𝑖𝑟𝑞𝑢 and 𝑡𝑆𝑖+1𝑟𝑞𝑢
are overlapping. As the overlapping occurs before 𝑡𝑓𝑎𝑖𝑟𝑖,𝑖+1 ,
both slot boundaries are set to 𝑡𝐸𝑖𝑟𝑞𝑢 . Finally, in case (3) both
nodes request times beyond the fairness boundary. Thus, both
slot boundaries are set to 𝑡𝑓𝑎𝑖𝑟𝑖,𝑖+1 .
D. 𝑅𝐷2 Two-Phase Slot Calculation
We will now describe the principle how every node defines
its upcoming TDMA slot. In order to be resilient to arbitrary
transient beacon loss, a node 𝑖 can only extend its TDMA slot
boundaries if the request was acknowledged by the according
neighbor or if it is known that there are sufficient time
resources. Hence, every node does the calculation of its round
𝑟 + 1 slot boundaries in two phases:
1) Dissemination Phase: A temporary slot is calculated by
a node 𝑖, when it sends its beacon 𝐵𝑟𝑖 . This has to be done
as the upcoming beacons 𝐵𝑟𝑖+1 and 𝐵
𝑟+1
𝑖−1 of the neighbors
may not be received by node 𝑖, which would result in no
definition of the slot boundaries. Regardless of the successful
dissemination of node 𝑖’s beacon 𝐵𝑟𝑖 , the temporary slot will
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Fig. 4: temporary slot calculation
never overlap with its neighboring TDMA slots. The round
𝑟 + 1 temporary slot is always a subslot of the round 𝑟 slot:
𝑡𝑆𝑟
𝑖
+ 𝑇 ≤ 𝑡𝑆𝑟+1
𝑖𝑡𝑚𝑝
< 𝑡𝐸𝑟+1
𝑖𝑡𝑚𝑝
≤ 𝑡𝐸𝑟
𝑖
+ 𝑇 (4)
As can be seen in Figure 4, the temporary slot end 𝑡𝐸𝑟+1
𝑖𝑡𝑚𝑝
only becomes smaller if node 𝑖 requested an earlier round 𝑟+1
slot end by itself. The temporary slot start 𝑡𝑆𝑟+1
𝑖𝑡𝑚𝑝
becomes
greater if node 𝑖 requested a later round 𝑟 + 1 slot start by
itself or if the fairness boundary limits the slot start (c.f. Figure
4).
We already mentioned in Section III-B, that the fire offset
Δ𝐵𝑟
𝑖
encapsulated in a beacon 𝐵𝑟𝑖 is always limited by 𝑡𝑆𝑟𝑖
and 𝑡𝐸𝑟
𝑖
(c.f. Equation 3). This guarantees that 𝐵𝑟+1𝑖 can be
transmitted within the round 𝑟 + 1 temporary slot.
2) Acknowledgment Phase: As already mentioned, slot
boundaries can only become greater if an acknowledgment
of the according neighbor (c.f. Section III-B) was received
or if sufficient time resources are available. As can be seen
in Figure 5, node 𝑖 requests a fraction 𝑓𝑟+1𝑖𝑟𝑞𝑢 which results in
a requested slot start 𝑡𝑆𝑟+1
𝑖𝑟𝑞𝑢
< 𝑡𝑆𝑟
𝑖
+ 𝑇 and a requested slot
end 𝑡𝐸𝑟+1
𝑖𝑟𝑞𝑢
> 𝑡𝐸𝑟
𝑖
+ 𝑇 . Assume, that 𝐵𝑟𝑖 is received by node
𝑖+1, but not by node 𝑖− 1. As a consequence, 𝑖− 1 will not
acknowledge 𝑓𝑟+1𝑖𝑟𝑞𝑢 in 𝐵
𝑟+1
𝑖−1 . Nevertheless, 𝑖 can set its slot
start to 𝑡𝐸𝑟+1
𝑖−1𝑟𝑞𝑢
as it is known that 𝑖 − 1 does not need the
channel after this point. By contrast, node 𝑖+1 acknowledges
𝑓𝑟+1𝑖𝑟𝑞𝑢 in 𝐵
𝑟
𝑖+1 and 𝑡𝐸𝑟+1
𝑖
is set using the already introduced
fair slot calculation.
Equations 5 and 6 define the acknowledged calculation of
round 𝑟 + 1 slot boundaries in general.
𝑡𝑆𝑟+1
𝑖
=
⎧⎨
⎩
keep temporary slot start, 𝐵𝑟+1𝑖−1 lost,
update slot start, NACK by 𝐵𝑟+1𝑖−1 ,
calculate fair slot start, ACK by 𝐵𝑟+1𝑖−1 .
(5)
𝑡𝐸𝑟+1
𝑖
=
⎧⎨
⎩
keep temporary slot end, 𝐵𝑟𝑖+1 lost,
update slot end, NACK by 𝐵𝑟𝑖+1,
calculate fair slot end, ACK by 𝐵𝑟𝑖+1.
(6)
E. 𝑅𝐷2 Beacon Pushing
As mentioned in Section III-C, guaranteeing fair access to
the communication channel is a main goal of our approach.
We already defined the fairness property between neighboring
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nodes. In addition, fairness has to be reached eventually also
for the global TDMA schedule. For the definition of global
fairness we need the notation 𝑓𝑟𝑆𝑈𝑀 representing the sum of
all round 𝑟 fraction requests in the network (c.f. Equation 7).
𝑓𝑟𝑆𝑈𝑀 =
𝑁∑
𝑖=1
𝑓𝑟𝑖𝑟𝑞𝑢 (7)
The property of fulfilling global fairness (𝐹𝐺) in round 𝑟 is
defined in Equation 8. In the third case, it is sufficient, that a
node gets at least a fair fraction of 1𝑁 .
∀𝑖 ∈ 𝑆 : 𝑓𝑟𝑖𝑎𝑐𝑡 =
⎧⎨
⎩
𝑓𝑟𝑖𝑟𝑞𝑢 , 𝑓
𝑟
𝑖𝑟𝑞𝑢
≤ 1𝑁 ,
𝑓𝑟𝑖𝑟𝑞𝑢 , 𝑓
𝑟
𝑖𝑟𝑞𝑢
> 1𝑁 ∧ 𝑓𝑟𝑆𝑈𝑀 ≤ 1,
≥ 1𝑁 , 𝑓𝑟𝑖𝑟𝑞𝑢 > 1𝑁 ∧ 𝑓𝑟𝑆𝑈𝑀 > 1.
(8)
There exist some static TDMA schedules preventing nodes
from getting fair access to the communication channel. A
TDMA schedule is static at round 𝑟 if
∀𝑖 ∈ 𝑆, ∀𝑟′ ≥ 𝑟 : Δ𝐵𝑟′
𝑖
= 0. (9)
Assume the TDMA schedule depicted in Figure 6.
At round 𝑟, node 𝑖 has a minimal actual fraction 𝑓𝑟𝑖𝑎𝑐𝑡 =
𝑓𝑟𝑖𝑟𝑞𝑢 = 𝑓𝑚𝑖𝑛 and is enclosed by 2𝑗 nodes with similar fraction
requests. In addition, there is a node 𝑔 requesting a slot bigger
than the remaining time resources of the TDMA round. Node
𝑖 requests for round 𝑟 + 1 the fair fraction 1𝑁 . Nevertheless,
the neighboring nodes 𝑖− 1 and 𝑖+1 will not move, because
their fire offset is calculated based on the previous slot end
and the next slot start. These do not change because of the
higher fraction request of node 𝑖.
As a consequence, we introduce a beacon pushing mecha-
nism to resolve static TDMA schedules, which do not fulfill
the global fairness property 𝐹𝐺. Every node 𝑖 checks its actual
fire offset Δ𝐵𝑟
𝑖
. If it is below a configurable threshold, it
compares 𝑓𝑟𝑖−1𝑟𝑞𝑢 and 𝑓
𝑟−1
𝑖+1𝑟𝑞𝑢
to 𝑓𝑟𝑖−1𝑎𝑐𝑡 and 𝑓
𝑟−1
𝑖+1𝑎𝑐𝑡
to check
whether the neighbors have fair access to the communication
channel. If not, the according neighboring node will impair
the fire offset of 𝑖. This is done in a way, that 𝑖’s round 𝑟+1
beacon is pushed away to provide more time resources for
the unfair treated node. If both neighboring nodes would push
node 𝑖, node 𝑖+ 1 wins by definition.
The new fire offset is limited like usual by Equation 3.
Beacon pushing will be done until the neighboring node has
a fair actual fraction. This leads finally to a static TDMA
schedule, which fulfills our fairness properties 𝐹𝑁 and 𝐹𝐺.
F. 𝑅𝐷2 Pseudocode
The pseudocode of 𝑅𝐷2 can be found in Algorithm 1.
Algorithm 1 𝑅𝐷2
1: procedure ONFIRINGTIMEREXPIRE
2: reset 𝑎𝑐𝑘𝑝, 𝑎𝑐𝑘𝑛
3: calculate temporary slot for round 𝑟 + 1 ⊳ Eq. 4
4: broadcast beacon(myId,Δ, 𝑟𝑐𝑣𝑝, 𝑟𝑐𝑣𝑛)
5: reset 𝑟𝑐𝑣𝑝, 𝑟𝑐𝑣𝑛
6: set fire time for round 𝑟 + 1
7: end procedure
8: procedure ONRCVBEACON(𝑡𝑟𝑥, 𝑖𝑑𝑟𝑥,Δ𝑟𝑥, 𝑐𝑛𝑓𝑝, 𝑐𝑛𝑓𝑛)
9: if 𝑖𝑑𝑟𝑥 = 𝑛𝑒𝑥𝑡 then
10: set 𝑟𝑐𝑣𝑛
11: if 𝑐𝑛𝑓𝑝 then ⊳ confirmation from next node?
12: set 𝑎𝑐𝑘𝑛
13: end if
14: calculate/update slot end for round 𝑟 + 1 ⊳ Eq. 6
15: end if
16: if 𝑖𝑑𝑟𝑥 = 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 then
17: set 𝑟𝑐𝑣𝑝
18: if 𝑐𝑛𝑓𝑛 then ⊳ confirmation from previous node?
19: set 𝑎𝑐𝑘𝑝
20: end if
21: calculate/update slot start for round 𝑟 ⊳ Eq. 5
22: if 𝑎𝑐𝑘𝑝 ∧ 𝑎𝑐𝑘𝑛 then
23: calculate fire offset Δ
24: check beacon pushing
25: limit Δ
26: end if
27: end if
28: end procedure
IV. MATLAB SIMULATIONS
We implemented the presented algorithm in MATLAB to
study its behavior and performance. In the simulation model,
the Beacon Loss Rate (BLR) and the dynamics of the indi-
vidual fraction requests can be configured. Specific scenarios
were simulated with variable beacon loss rates and a TDMA
round time of 𝑇 = 100𝑚𝑠. We will show, that 𝑅𝐷2 is capable
to work reliably even at high loss rates.
An example schedule of the 𝑅𝐷2 algorithm can be found
in Figure 7. Every node 𝑖 changes its fraction request 𝑓𝑖𝑟𝑞𝑢
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Fig. 7: RD2 example schedule
every round. The beacon loss rate is configured to 0.3. The
dashed boxes indicate the requested slots, while the filled ones
represent the actual slot. Sent beacons are drawn black and
lost beacons gray. In this figure, lost beacons are lost for
the previous and the next node. For the numerical simulation
results, beacons can also be lost for only one neighbor.
A. 𝑅𝐷2 Slot Request Satisfaction
To analyse the performance of 𝑅𝐷2 we look at the mean
slot Request Satisfaction 𝑅𝑆𝑖 of a node 𝑖, which is defined by
(10). 𝑅 represents the number of simulated rounds.
𝑅𝑆𝑖 =
∑𝑅
𝑟=1
𝑓𝑟𝑖𝑎𝑐𝑡
𝑓𝑟
𝑖𝑟𝑞𝑢
𝑅
(10)
In Figure 8, a simulation (𝑅 = 10000) of 𝑅𝐷2 is depicted.
Four nodes are independently and randomly requesting frac-
tions from a uniform distribution between 0 and 0.25. The
probability, that a node updates its request in the actual round
is defined by 𝑝𝑓𝑛𝑒𝑤 . Using a normally distributed assumption
on the estimator 𝑅𝑆𝑖, the 95% confidence intervals of Figure
8 results are in the worst case of width 0.013.
As can be seen in Figure 8, 𝑅𝐷2 has even at high beacon
loss rates of > 0.6 𝑅𝑆𝑖 values of 0.8 and more if 𝑝𝑓𝑛𝑒𝑤 ≤ 0.7.
For a beacon loss rate of 0.3, 𝑅𝑆𝑖 is > 0.9 even at a fraction
update probability 𝑝𝑓𝑛𝑒𝑤 of 1.
B. 𝑅𝐷2 Convergence
In order to investigate the convergence of 𝑅𝐷2, simulations
were done on more static Fraction Request Patterns (FRP).
FRPs are defined by a matrix of size 𝑈 × (𝑁 + 1). The first
column represents the round number 𝑟 of a fraction request
update. The remaining columns represent the fraction requests
of the individual nodes. 𝑈 is the number of fraction request
updates and every row stands for a specific update. For the
following simulations for𝑁 = 4 nodes, the 𝐹𝑅𝑃 contains two
rows for updates in round 1 and round 15 (c.f. Equation 11).
We will concentrate on the dynamics caused by this fraction
request updates.
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Fig. 8: mean slot request satisfaction
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Fig. 9: intra slot time convergence, requests updated in rounds
1 and 15, beacon loss rate 0.3
𝐹𝑅𝑃 =
(
1 0.1 0.05 0.15 0.2
15 0.2 0.1 0.05 0.3
)
(11)
In Figure 9, the intra slot time (IST) between neighboring
nodes is depicted. It can be seen that with a beacon loss rate
of 0.3 the algorithm reaches equalized IST after every fraction
request update (12.5𝑚𝑠 for 𝑟 > 11 and 8.75𝑚𝑠 for 𝑟 > 26).
C. Illustration and Analysis of Beacon Pushing
Next, the beacon pushing mechanism needed for global
fairness is simulated. We created a static TDMA schedule as
described in Figure 6. For 𝑁 = 4, this is the worst case for
the encapsulated node 3. The 𝐹𝑅𝑃 is defined as follows:
𝐹𝑅𝑃 =
(
1 1.0 0.1 0.1 0.1
15 1.0 0.1 0.25 0.1
)
(12)
As a result, for 𝑟 ≤ 15 nodes 2 − 4 get their requested
fraction (0.1) and node 1 is allowed to take the rest of the
time resources (0.7). In round 15, node 3 is requesting its fair
fraction. As can be seen in Figure 10, node 3 eventually gets
its fair fraction from resources held originally by node 1.
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Fig. 11: communication channel utilization (N=4, T=100ms)
D. DESYNC vs. 𝑅𝐷2
A comparison of the communication channel utilizations of
DESYNC and 𝑅𝐷2 is depicted in Figure 11. Utilization is
defined as the fraction of 𝑇 , in which any node has exclusive
access to the communication channel. Hence, overlapping time
slots and unused time resources decrease the utilization. All
simulations were started with 𝑁 = 4, 𝑇 = 100𝑚𝑠 and a
beacon loss rate of 0. After a static desynchronized state was
reached, the according beacon loss rate was set to analyse
its impact. DESYNC has a good utilization only at very low
beacon loss rates (< 0.1) because higher loss rates cause
significant time slot overlappings. An ideal utilization of 1
at a loss rate of 0 is only reached because DESYNC was
simulated with zero beacon transmission delay. 𝑅𝐷2 nodes
were configured to request a static fraction of 1.00, which
results in time slots of equal size. The maximum beacon
transmission time 𝑑𝑚𝑎𝑥 was set to 2.5𝑚𝑠. To be resilient to
the transmission delay, 𝑅𝐷2 leaves guard margins between
consecutive time slots causing a decrease of the utilization.
Nevertheless, 𝑅𝐷2 also works efficiently at high loss rates.
V. CONCLUSION
We presented a distributed algorithm capable of defining a
non-overlapping TDMA schedule in the presence of arbitrary
transient packet loss without the need for global time syn-
chronization. The TDMA slot sizes are not centrally controlled
but can be requested by each node individually. We showed by
simulation that a node can get fair access to the communication
medium at any time. This means, that it will eventually get
a time slot of size 𝑇𝑁 if requested. Furthermore, we verified
the performance of the resilient TDMA negotiation. Even in
highly dynamic scenarios at packet loss rates of 30%, over
90% of the requested TDMA slot times are acknowledged
assuming a fair behaviour of all participating nodes.
Our next step towards a real implementation is the definition
of procedures for node entrance and exit. For the uncontrolled
exit of nodes, a diagnosis mechanism which decides whether
lost beacons are caused by transient beacon loss or by a
permanent node failure is needed. After simulation of the
extended algorithm, it will be implemented on 802.15.4 and
802.11 testbeds in order to compare real world results to
simulation results.
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