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Ubiquitous nonlinear waves in dispersive media include localized solitons and extended hydrody-
namic states such as dispersive shock waves. Despite their physical prominence and the development
of thorough theoretical and experimental investigations of each separately, experiments and a uni-
fied theory of solitons and dispersive hydrodynamics are lacking. Here, a general soliton-mean field
theory is introduced and used to describe the propagation of solitons in macroscopic hydrodynamic
flows. Two universal adiabatic invariants of motion are identified that predict trapping or trans-
mission of solitons by hydrodynamic states. The result of solitons incident upon smooth expansion
waves or compressive, rapidly oscillating dispersive shock waves is the same, an effect termed hydro-
dynamic reciprocity. Experiments on viscous fluid conduits quantitatively confirm the soliton-mean
field theory with broader implications for nonlinear optics, superfluids, geophysical fluids, and other
dispersive hydrodynamic media.
Long wavelength, hydrodynamic theories abound in
physics, from fluids [1] to optics [2], condensed matter
[3] to quantum mechanics [4], and beyond. Such theories
describe expansion and compression waves until break-
ing. When the physics at shorter wavelengths are pre-
dominantly dispersive, dispersive hydrodynamic theories
[5, 6] are used to describe shock waves of a spectacu-
larly different character than their dissipative counter-
parts. Dispersive shock waves (DSWs) consist of coher-
ent, rank-ordered, nonlinear oscillations that continually
expand [6, 7]. Observations in a wide range of phys-
ical media that include quantum matter [8, 9], optics
[10, 11], classical fluids [12, 13] and magnetic materials
[14] demonstrate the prevalence of DSWs.
Another celebrated feature of dispersive hydrodynamic
media are localized, nonlinear solitary waves. When they
exhibit particle-like properties such as elastic, pairwise
interactions, solitary waves are called solitons [15] and
have been extensively studied both theoretically [16] and
experimentally [17]. The focus here is on solitary waves
that exhibit solitonic behavior, i.e., elastic or near-elastic
interaction, henceforth we refer to them as solitons. De-
spite their common origins, solitons and dispersive hy-
drodynamics have been primarily studied independently.
Utilizing the scale separation between extended hydro-
dynamic states and localized solitons (see Fig. 1), we pro-
pose in this Letter a general theory of solitonic dispersive
hydrodynamics encapsulated by a set of effective partial
differential equations for the hydrodynamic mean field,
the soliton’s amplitude, and its phase. We identify two
adiabatic invariants of motion and show that they lead to
two pivotal predictions. First, the soliton trajectory is a
characteristic of the governing equations that is directed
by the mean field, a nonlinear analogue of wavepacket
trajectories in quantum mechanics [4]. This implies that
solitons are either trapped by or transmitted through a
hydrodynamic state, depending on the relative ampli-
tudes of the soliton and the hydrodynamic “barrier”.
DSW
rarefaction
FIG. 1. Representative initial configuration and evolution
(top to bottom) for solitonic dispersive hydrodynamics. The
narrow soliton on the uniform mean field u− is transmitted
through the broad hydrodynamic flow if it reaches and prop-
agates freely on the uniform mean field u+. The extended
hydrodynamic flow exhibits expansion (rarefaction) and com-
pression waves that lead to a dispersive shock wave.
The second wide-ranging prediction we term hydro-
dynamic reciprocity. Given an incident soliton ampli-
tude and the far-field mean conditions, the adiabatic in-
variants are used to predict when the soliton is trapped
or transmitted and, in the latter case, what its trans-
mitted amplitude and phase shift are. Hydrodynamic
reciprocity means that the trapping, transmission am-
plitude/phase relations are the same for soliton interac-
tions with smooth, expanding rarefaction waves (RWs)
and compressive, oscillatory DSWs.
We confirm these predictions with experiments on the
interfacial dynamics of a viscous fluid conduit, a model
dispersive hydrodynamic medium [18] that has been used
previously to investigate solitons [19–21] and DSWs [13].
Although soliton-DSW interaction has been observed
previously [13], the nature and properties of the inter-
action were not explained. We stress that the theory
presented is general and applies to a wide range of phys-
ical media [8–14].
Experiments are performed on the interfacial dynam-
25 30 60 85 115
Vertical Length (cm)
T
im
e
(s
)
100
150
200
250
0 25 50 75 105
Vertical Length (cm)
T
im
e
(s
)
90
170
250
288
0 30 60 90 120
Vertical Length (cm)
T
im
e
(s
)
15
30
100
170
0 30 65 95 130
Vertical Length (cm)
T
im
e
(s
)
0
35
80
210(a) (c) (e) (g)
(b) (d) (f) (h)
(c) (d)
Parameters for Numerics 
(soliton ampl does NOT include background): 
(a) jump from 2 to 1, a_- = 7 
(b) jump from 2 to 1, a_- = 2 
(c) jump from 1 to 2, a_- = 2 
(d) jump from 1 to 2; a_- = 1.5
(b)(a)
Error bars are standard error based on errors in fluid properties and calibration images
Background Correction: before each trial, a few 
(10ish) pictures of the conduit were taken.  I 
extracted the edge data for these images, converted 
to non-dimensional area, then averaged the data 
over time. Next, I found the deviation at each point 
in space from the mean area of the time-averaged 
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FIG. 2. Experiments demonstrating soliton transmission and trapping with hydrodynamic states. Representative image
sequences (a,c,e,g) and space-time contours (b,d,f,h) extracted from image processing are shown. The contour intensity scale
is the dimensionless conduit cross-sectional area relative to the smallest area. a,b) Soliton-RW transmission. c,d) Soliton-RW
trapping. e,f) Soliton-DSW transmission. g,h) Soliton-DSW trapping.
ics of a buoyant, viscous fluid injected from below into a
miscible, much more viscous fluid matrix. Due to negli-
gible diffusion and high viscosity contrast, the two-fluid
interface serves as the dispersive hydrodynamic medium
[18, 19]. The experimental setup is similar to that de-
scribed in [13] and consists of a tall acrylic column filled
with glycerol (viscosity 1.2±0.2 P, density 1.2587±0.0001
g/cm3). A nozzle at the column base serves as the in-
jection point for the interior fluid (viscosity 0.51 ± 0.01
P, density 1.2286 ± 0.0001 g/cm3), a miscible solution
of glycerol, water, and black food coloring. By inject-
ing at a constant rate (0.25 mL/min or 0.77 mL/min),
the buoyant interior fluid establishes a vertically uniform
fluid conduit. Although predicted to be unstable, our
experiment operates in the convective regime [22]. By
varying the injection rate in a precise manner, conduit
solitons, RWs, and DSWs can be reliably generated at
the interface between the interior and exterior fluids.
Observations of the hydrodynamic transmission and
trapping of solitons resulting from their interaction with
RWs and DSWs are depicted in Fig. 2. The contour
plots in 2(b,f) show that transmitted solitons exhibit a
smaller (larger) amplitude and faster (slower) speed post
interaction with a RW (DSW). The transmitted solitons
experience a phase shift due to hydrodynamic interac-
tion, defined as the difference between the post and pre
interaction spatial intercept. Our measurements show a
negative (positive) phase shift for the soliton transmitted
through a RW (DSW). Sufficiently small incident solitons
in Fig. 2(d,h) do not emerge from the RW or DSW inte-
rior during the course of experiment, remaining trapped
inside the hydrodynamic state.
We now present a theory to explain these observa-
tions by considering a general dispersive hydrodynamic
medium with nondimensional quantity u(x, t) (e.g., con-
duit cross-sectional area) governed by the scalar evolu-
tion equation
ut + V (u)ux = D[u]x, x ∈ R, t > 0. (1)
V (u) is the long-wave or sound speed, D[u] is an integro-
differential operator, and Eq. (1) admits a real-valued,
linear dispersion relation with frequency ω(k, u) where k
is the wavenumber and u is the background mean field.
We assume that V ′(u) > 0 so that the dispersive hydro-
dynamic system has convex flux [23]. The dispersion is
assumed negative (ωkk < 0) for definiteness. We also
assume that equation (1) satisfies the prerequisites for
Whitham theory, an approximate description of modu-
lated nonlinear waves that accurately characterizes dis-
persive hydrodynamics in a wide-range of physical sys-
tems [5, 6].
Many models can be expressed in the form (1). In the
Supplemental Material [24], we perform calculations for
the Korteweg-de Vries (KdV) equation V (u) = u, D[u] =
−uxx, a universal model of weakly nonlinear, dispersive
waves, and the conduit equation V (u) = 2u, D[u] =
u2(u−1ut)x, an accurate model for our experiments [18].
The dynamics of DSWs, RWs, and solitons for Eq. (1)
can be described using Whitham theory [5], where a
nonlinear periodic wave’s mean u, amplitude a, and
wavenumber k are assumed to vary slowly via modulation
equations. The modulation equations admit an asymp-
totic reduction in the non-interacting soliton wavetrain
regime 0 < k  1 [25, 26]
ut + V (u)ux = 0, at + c(a, u)ax + f(a, u)ux = 0,
kt + [c(a, u) k]x = 0.
(2)
3The first equation is for the decoupled mean field, which
is governed by the dispersionless, D → 0, equation (1).
The second equation describes the soliton amplitude a,
which is advected by the mean field according to the
soliton amplitude-speed relation c(a, u) and the coupling
function f(a, u). The final equation expresses wave con-
servation [5] and describes a non-interacting train of soli-
tons with spacing 2pi/k  1. The soliton train here is a
useful, yet fictitious construct because we will only con-
sider the soliton limit k → 0 of solutions to Eq. (2). Equa-
tion (2) with c(a, u) = a/3 + u and f(a, u) = 2a/3 corre-
sponds to the soliton limit of the KdV-Whitham system
of modulation equations, shown to be equivalent to the
soliton modulation equations determined by other means
[25] in [27] with application to shallow water soliton prop-
agation over topography in [25, 28–30]. The general case
of Eq. (2) was derived in [26] and can be interpreted as a
mean field approximation for the interaction of a soliton
with the hydrodynamic flow. In contrast to standard soli-
ton perturbation theory where the soliton’s parameters
evolve temporally [31], solitonic dispersive hydrodynam-
ics require the soliton amplitude a(x, t) be treated as a
spatio-temporal field. We note that the equations in (2)
can be solved sequentially by the method of characteris-
tics [25].
It will be physically revealing to diagonalize the sys-
tem of equations in (2) by identifying its Riemann in-
variants [5]. Owing to the special structure of (2) with
just two characteristic velocities V < c, it is always pos-
sible to find a change of variables to Riemann invari-
ant form that diagonalizes the system. The mean field
equation is already diagonalized with u the Riemann in-
variant associated to the velocity V . The second Rie-
mann invariant, q = q(a, u) is associated with the ve-
locity c. q can be found by integrating the differential
form fdu + (c − V )da [5] (see the Supplemental Mate-
rial [24]). For KdV, q(a, u) = a/2 + u, whereas for the
conduit equation
c(a, u) = [u2 + (a+ u)2(2 ln(1 + a/u)− 1)]u/a2,
q(a, u) = c(a, u)[c(a, u) + 2u]/u.
(3)
The third Riemann invariant is found by direct inte-
gration of the wavenumber equation to be the quantity
kp(q, u) given by
p(q, u) = exp
(
−
∫ u
u0
Cu(q, u)
V (u)− C(q, u) du
)
, (4)
where C(q(a, u), u) ≡ c(a, u). For KdV, p(q, u) = (q −
u)−1/2. The change of variables q = q(a, u) and p =
p(q, u) diagonalizes (2)
ut + V (u)ux = 0, qt + C(q, u)qx = 0,
(kp)t + C(q, u)(kp)x = 0.
(5)
We seek solutions to Eq. (2) or, equivalently, Eq. (5),
subject to an initial mean field profile u(x, 0) = u0(x) and
an initial soliton of amplitude a0 located at x = x0. But
we require initial soliton and wavenumber fields a(x, 0)
and k(x, 0) for all x in order to give a properly posed
problem for (2). Admissible initial conditions are ob-
tained by recognizing this as a special solution, a sim-
ple wave in which all but one of the Riemann invariants
are constant [5]. The non-constant Riemann invariant
must be u to satisfy the initial condition and therefore
is solved implicitly as u = u0(x − V (u)t). The initial
soliton amplitude a0 and position x0 determine the con-
stant Riemann invariant q0 = q(a0, u0(x0)). An initial
wavenumber k0 determines the other constant Riemann
invariant k0p0 = k0p(q0, u0(x0)). As we will show, the
value of k0 > 0 is not relevant so can be arbitrarily cho-
sen. We now show how this solution physically describes
soliton-mean field interaction.
A smooth, initial mean field, e.g., in Fig. 1, will evolve
according to the obtained implicit solution until wave-
breaking occurs. Our interest is in the interaction of a
soliton with the expansion and compression waves that
result. In dispersive hydrodynamics, the simplest exam-
ples of these are RWs and DSWs, respectively, which are
most conveniently generated from step initial data. We
therefore analyze the obtained solution subject to step
initial data
u(x, 0) = u±, a(x, 0) = a±, k(x, 0) = k±, ± x > 0, (6)
that model incident and transmitted soliton amplitudes
a− and a+ through the mean field transition u− to u+
for soliton train wavenumbers k− and k+. The mean field
dynamics depend upon the ordering of u− and u+. When
u− < u+, the mean field equation admits a RW solution,
otherwise an unphysical, multi-valued solution. Short-
wave dispersion regularizes such behavior and leads to
the generation of a DSW. We consider each case in turn.
The transmission of a soliton through a RW is shown
experimentally in Fig. 2(a,b). The incident soliton
“climbs” the RW and emerges from the interaction with
altered amplitude and speed. The mean field is the self-
similar, RW solution with u(x, t) = u± for ±x > ±V±t
and
u(x, t) = V −1(x/t), V−t ≤ x ≤ V+t, (7)
where V± = V (u±) and V −1 is the inverse of V . Con-
stant q and kp correspond to adiabatic invariants of the
soliton-mean field dynamics that yield constraints on the
amplitude, mean field, and wavenumber parameters we
call the transmission and phase conditions
q(a−, u−) = q(a+, u+),
k−
k+
=
p(q+, u+)
p(q−, u−)
. (8)
The first adiabatic invariant q(a, u) determines the trans-
mitted soliton amplitude a+ in terms of the incident soli-
ton amplitude a− and the mean fields u±. The second
4adiabatic invariant determines the ratio k−/k+, which in
turn yields the soliton’s phase shift due to hydrodynamic
interaction. Equation (8) is the main theoretical result of
this Letter and describes the trapping or transmission of
a soliton through a RW and a DSW as we now explain.
The necessary and sufficient condition for soliton trans-
mission is a positive transmitted soliton amplitude a+ >
0, which places a restriction on the incident soliton
amplitude a−. For the conduit equation, Eq. (3) im-
plies c− > ccr = −u− + (u2− + 8u+u−)1/2. For KdV,
a− > acr = 2(u+ − u−). In both cases, we find that the
transmitted soliton’s amplitude is decreased, a+ < a−
and its speed is increased, c+ > c−. More generally,
sgn(a+− a−) = −sgn(quqa) and sgn(c+− c−) = sgn(Cu)
(see Supplemental Material [24]).
The soliton phase shift is defined as ∆ = x+−x− where
x± are the x-intercepts of the soliton pre (−) and post
(+) hydrodynamic interaction. Given the initial soli-
ton position x−, the contraction/expansion of the soliton
train determines the phase shift as ∆/x− = k−/k+−1 =
p+/p−−1. Hence, the ratio k−/k+ in the phase condition
(8), not the arbitrary initial wavenumber k−, determines
the soliton phase shift. Our use of a fictitious soliton
train is therefore justified.
We also determine the soliton-RW trajectory. A soli-
ton with position x(t) propagates through the mean field
along a characteristic of the modulation system (2)
dx
dt
= C(q, u(x, t)), x(0) = x−, (9)
where the soliton amplitude a(x, t) varies along
the trajectory according to the adiabatic invariant
q(a(x, t), u(x, t)) = q(a−, u−). The phase shift from char-
acteristic integration of (9) equals ∆ from the adiabatic
invariant in (8), as expected.
When a+ ≤ 0 in (8), the soliton is trapped by the RW.
An experimental example of this is shown in Fig. 2(c,d).
If u− > u+, a DSW is generated. Soliton-DSW trans-
mission is experimentally depicted in Fig. 2(e,f). An in-
cident soliton propagates through the DSW, exhibiting a
highly non-trivial interaction, ultimately emerging with
altered amplitude and speed.
In contrast to the soliton-RW problem, the modula-
tion equations (2) are no longer valid throughout the
soliton-DSW interaction. Instead, the mean field equa-
tion is replaced by the DSW modulation equations [6, 7].
We seek a simple wave solution for soliton-DSW modu-
lation. Because DSW generation occurs only for t > 0,
the soliton-DSW modulation system for t < 0 reduces ex-
actly to Eq. (2), i.e., that of soliton-RW modulation. For
t < 0, the adiabatic invariants (8) hold. By continuity of
the modulation solution, these conditions must hold for
t ≥ 0 as well. In particular, soliton-RW and soliton-DSW
interaction both satisfy the same transmission and phase
conditions (8). This remarkable fact, termed hydrody-
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regime 0 < k ⌧ 1
ut + V (u)ux = 0, at + c(a, u)ax + f(a, u)ux = 0,
kt + [c(a, u) k]x = 0.
(2)
The first equation is for the decoupled mean field, which
is governed by the dispersionless, D ! 0, equation (1).
The second equation describes the soliton amplitude a,
which is advected by the mean field according to the
soliton amplitude-speed relation c(a, u) and the coupling
function f(a, u). The final equation expresses wave con-
servation [5] and describes a non-interacting train of soli-
tons with spacing 2⇡/k   1. The soliton train is a useful,
yet fictitious construct because we will only consider the
soliton limit k ! 0 of solutions to Eq. (2). Equation (2)
with c(a, u) = a/3 + u and f(a, u) = 2a/3 corresponds
to the soliton limit of the KdV-Whitham system of mod-
ulation equations [26], as originally s own in [27] with
applica ion to shallow water soliton propagation over to-
pography in [26, 28–30]. The general case of Eq. (2) was
derived in [31] and can be interpreted as a mean field
approximation for the interaction of a soliton with the
hydrodynamic flow. In contrast to standard soliton per-
turbation theory where the soliton’s parameters evolve
temporally [32], solitonic dispersive hydrodynamics re-
quire the soliton amplitude a(x, t) be treated as a spatio-
temporal field. We note that the equations in (2) can be
solved sequentially by the method of characteristics [26].
It will be convenient and physically revealing to di-
agonalize the system of equations in (2) by identifying
its Riemann invariants [5]. Owing to the special struc-
ture of system (2) with just two characteristic velocities
V < c, it is always possible to find a change of variables
to Riemann invariant form that diagonalizes the system.
The mean field equation is already diagonalized with u
the Riemann invariant associated to the velocity V . The
second Riemann invariant, q, depends on u, a and is asso-
ciated with the velocity c. q can be found by integrating
the perfect di↵erential fdu+ (c  V )da [5]. See also the
Supplemental Material [25] for additional details. For the
KdV equation, q(a, u) = a/2+u whereas for the conduit
equation
c(a, u) = [u2 + (a+ u)2(2 ln(1 + a/u)  1)]u/a2,
q(a, u) = c(a, u)[c a, ) + 2u]/u.
(3)
The third Riemann invariant is found by direct inte-
gration of the wavenumber equation to be the quantity
kp(q, u) given by
p(q, u) = exp
 
 
Z u
u0
Cu(q, u)
V (u)  C(q, u) du
!
, (4)
where C(q(a, u), u) ⌘ c(a, u). For the KdV equation,
p(q, u) = (q u) 1/2. The change of variables q = q(a, u)
and p = p(q, u) diagonalizes (2)
ut + V (u)ux = 0, qt + C(q, u)qx = 0,
(kp)t + C(q, u)(kp)x = 0.
(5)
FIG. 3. Placeholder
We seek solutions to Eq. (2) or, equivalently, Eq. (5)
subject to an initial mean field profile u(x, 0) = u0(x),
 1 < x < 1 and an initial soliton of amplitude a0
located at x = x0. But we require initial soliton and
wavenumber fields a(x, 0) and k(x, 0) for all x in order to
give a properly posed problem for (2). Admissible initial
conditions are obtained by seeking a special solution in
the form of a simple wave in which all but one of the
Riemann invariants are constant [5]. The non-constant
Riemann invariant must be u to satisfy the initial con-
dition and therefore is solved with the method of char-
acteristics implicitly as u = u0(x   V (u)t). The initial
soliton amplitude a0 and position x0 determine the con-
stant Riemann invariant q0 = q(a0, u0(x0)). An initial
wavenumber k0 determines the other constant Riemann
invariant k0p0 = k0p(q0, u0(x0)). As we will show, the
value of k0 is not relevant for the problems we study here
so can be arbitrarily chosen. We now show how this so-
lution physically describes soliton-mean field interaction.
A smooth, initial mean field, e.g., in Fig. 1, will evolve
according to the obtained implicit solution until wave-
breaking occurs. Our interest is in the interaction of a
soliton with the expansion and compression waves that
result. In dispersive hydrodynamics, the simplest exam-
ples of these are RWs and DSWs, respectively, which are
most conveniently generated from step initial data. We
therefore analyze the obtained solution subject to step
initial data
u(x, 0) = u±, a(x, 0) = a±, k(x, 0) = k±, ± x > 0, (6)
(a) (b)
x xx
0
FIG. 3. A graphical depiction of hydrodynamic reciprocity.
(a) Spac -time contour plot of s liton-DSW ( > 0) and
soliton-RW (t < 0) interaction with two solitons satisfying
the transmission condition (8). For |t| sufficiently large, the
soliton speeds are the same. (b) If the soliton post DSW in-
teraction (top, left to right) is used to initialize soliton-RW
interaction (bottom, right to left), the post RW interaction
soliton has the same properti s as the pre DSW interaction
s liton.
na ic rec proc ty, is due to time reversibility of the gov-
erning equation (1) and is depicted graphically in Fig. 3.
Equations (3) and (8) for the conduit equation indicate
that solitons incident upon DSWs exhibit a decreased
transmitted speed ccr < c+ < c− and an increased trans-
mitted amplitude a+ > acr > a−. acr and ccr are pre-
cisely the amplitude and speed of the DSW’s soliton
leading edge [32]. Hydrodynamic reciprocity therefore
implies that the transmitted soliton’s amplitude is de-
creased (increased), its speed is increased (decreased),
and its phase sh ft is negative (pos tive) relative to th
soliton incident upon the RW (DSW), as observed ex-
perimentally in Fig. 2. Using he transm ssion an phase
conditions (8), w accurately predict the conduit oliton
trajectory post DSW interaction wi out any d tailed
knowledge of soliton-DSW interaction (see Supplemental
Material [24]).
In contrast to soliton-RW transmission, solitons with
amplitude a+ initially placed to the right of the step will
interact with the DSW if a+ < acr. Then the transmis-
sion condition (8) implies a− < , i.e., the soliton can-
not transmit back through the DSW. Instead, we find
that the soliton is effectively trapped as a localized de-
fect in the DSW interior as observed experimentally in
Fig. 2(g,h).
The transmission and phase conditions (8) for the con-
duit equation are show in Fig. 4. For soliton-RW in-
teraction, the abscissa and ordinate are a− and a+, re-
spectively, which are reversed for soliton-DSW interac-
tion. Hydrodynamic reciprocity implies that the trans-
mission condition on these axes is the same for soliton-
RW and DSW transmission (see Fig. 3). Reciprocity is
confirmed by experiment and numerical simulations of
the conduit equation in Fig. 4(a), that slightly deviate
from soliton-mean field theory as the amplitudes increase,
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Numerics-RWs
4 6 8 10
-100
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50(b)
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FIG. 4. Transmitted soliton properties due to conduit soliton-
RW and DSW interaction for a hydrodynamic transition from
u = 1 to u = 1.75. a) Soliton amplitude from eq. (8) (curve),
experiment (filled squares, triangles), and numerical simula-
tions (open squares, triangles). b) Soliton phase shift from
eq. (8) (curves) and numerical simulations (symbols).
consistent with previous discrepancies observed for con-
duit DSWs [13, 32]. Reciprocity of the phase shift is
also confirmed by conduit equation numerics in Fig. 4(b).
Our experiments provide definitive evidence of soliton-
hydrodynamic transmission, trapping, reciprocity, and
the theory’s efficacy.
We have introduced a general framework for soliton-
mean field interaction. The dynamics exhibit two adia-
batic invariants that determine soliton trapping or trans-
mission and the transmitted soliton’s amplitude and
phase. The existence of the same two adiabatic invariants
for soliton-mean field interaction in the case of compres-
sion (e.g., DSW) and expansion (e.g., RW) imply hydro-
dynamic reciprocity.
These dynamics imply a conceptually new notion of hy-
drodynamic soliton “tunneling” where the potential bar-
rier is intrinsic, created by the mean field, and obeys the
same evolution equations as the soliton itself [33]. This
is in contrast to the traditional notion of soliton tun-
neling, introduced 40 years ago [34] and observed exten-
sively in optics [35–37], where soliton trapping or trans-
mission results from an external potential barrier. This
theory presents an appealing methodology to control soli-
ton propagation by manipulation of the mean field.
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