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У роботі описано генетичний алгоритм 
вирішення задачі оптимізації структури 
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Вступ 
Відомо, що еволюційну метафору можна засто-
совувати для вирішення оптимізаційних задач 
чи задач пошуку за умови, що можливі 
розв’язки задачі можна деяким чином закоду-
вати у рядки символів, коректно визначити 
оператори вибірки, мутації та схрещування для 
таких рядків і описати деяку функцію, що оці-
нюватиме життєздатність такого розв’язку. 
Оператор схрещування вносить у закодований 
рядок суттєві зміни, забезпечуючи пошук на 
всій множині можливих розв’язків, а оператор 
мутації потроху «налаштовує» оптимальніший 
розв’язок [1-3].  
Дослідження даної теми є безперечно акту-
альним, адже розробка, аналіз та застосування 
ефективних і універсальних методів розв’язку 
задач (алгоритмів) є наразі ключовою задачею 
комп’ютерних наук, а тема еволюційних алго-
ритмів ще не достатньо досліджена. Генетичні 
алгоритми надають можливість швидкої гене-
рації прийнятних розв’язків задач, які немож-
ливо розв’язати іншими аналітичними метода-
ми, уникаючи повного перебору і значно ско-
рочуючи часові витрати.  
При застосуванні традиційних методів оп-
тимізації і пошуку у разі навіть незначної зміни 
параметрів середовища всі обчислення дово-
диться проводити заново. Еволюційний підхід 
дозволяє аналіз і адаптацію вже створеної по-
пуляції до нових умов середовища, чим теж 
скорочує час роботи алгоритму і реалізує прин-
цип машинної адаптації і навчання.  
Генетичні алгоритми застосовні до досить 
широкого кола задач, які можна звести до гло-
бального чи локального пошуку і оптимізації 
розв’язку або до симуляції змін у динамічному 
середовищі. Це досить стійкий і потужний за-
сіб, оскільки, незважаючи на те, що хоча скла-
дність задач постійно зростає, а час, відведений 
на їх розв’язання, все скорочується, системи, 
засновані на генетичних алгоритмах, успішно 
справляються з поставленими задачами.  
Метою дослідження даної роботи є розроб-
ка і демонстрація можливого застосування гіб-
ридного генетичного алгоритму для вирішення 
задачі оптимізації структури інтегральної схе-
ми або знаної задачі оптимізації флорплену 
(Floorplan Optimization, оптимізація розміщення 
модулів інтегральної схеми з мінімізацією ви-
трат на площу і зв’язки між деталями) [4].  
 
Генетичні алгоритми 
Схематично канонічний ГА можна записати так 
[5]: 
1. Генеруємо початкову популяцію з n 
хромосом. 
2. Обчислюємо для кожної хромосоми її 
життєздатність. 
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3. За допомогою обраного методу відбору 
обираємо пару хромосом-батьків. 
4. Виконуємо схрещування батьків із 
ймовірністю pc. Отримуємо 2 нащадків. 
5. Виконуємо мутацію нащадків із 
ймовірністю pm.  
6. Повторюємо 3-5, доки не буде 
сформовано нове покоління з n хромосом. 
7. Повторюємо 2-6, доки не досягнемо 
умови зупинки алгоритму. 
Згодом уявлення про генетичниі алгоритми 
значно розширилися і до них наразі відносять і 
суттєво відмінні від канонічного алгоритми. 
Наприклад, у техніці генетичного програму-
вання шукані розв’язки мають форму 
комп’ютерних програм, а оцінка життєздатнос-
ті полягає у визначенні, чи здатна програма 
розв’язати деяку обчислювальну задачу. В ево-
люційному програмуванні, навпаки, структура 
комп’ютерної програми зафіксована, а еволю-
ціонують параметри. У методі еволюційної 
стратегії замість двійкових рядків застосовують 
вектори дійсних чисел, а також часто викорис-
товується автоматизація пристосування показ-
ників рівня мутації. 
Учні Голланда Кеннет Де Йонг та Девід 
Ґолдберг продовжили його дослідження і зро-
били чималий внесок в розвиток генетичних 
алгоритмів. Найвідомішим доробком Ґолдберга 
є «Генетичні алгоритми в оптимізації пошуку 
та машинному навчанні» («Genetic algorithms in 
search optimization and machine learning» 
(1989)), одна з найбільш цитованих у галузі 
комп’ютерних наук. Завдяки цим вченим, опи-
сані всі генетичні оператори і досліджена пове-
дінка групи тестових функцій і саме алгоритм 
Ґолдберга отримав назву «генетичний алго-
ритм». 
Від традиційних методів оптимізації гене-
тичні алгоритми відрізняються тим, що [4,5]: 
 мають справу не зі значеннями 
параметрів задачі, а з їх закодованою формою; 
 здійснюють пошук рішення не з єдиної 
вихідної точки, а відштовхуючись від деякої 
популяції (операції на популяції); 
 використовують лише цільову функцію, 
а не її похідні чи іншу допоміжну інформацію 
(використання мінімальної інформації про 
задачу – не потрібна інформація про поведінку 
функції); 
 застосовують ймовірнісні, а не 
детерміновані правила вибору (рандомізація 
операцій); 
 ГА застосовні до задач, які раніше 
розв’язувалися лише повним комбінаторним 
перебором, або лише за допомогою нейронних 
мереж, а також до раніше нерозв’язних задач. 
Генетичні алгоритми дозволяють працюва-
ти з широким колом теоретичних і прикладних 
задач: нейронні мережі, оптимізація багатови-
мірних функцій (задача про раціон, транспор-
тна задача [6], задача складання розкладу [1]), 
в системах підтримки прийняття рішень [6,7], 
наближених методах ( еволюційні алгоритми 
[3]).  
Генетичні алгоритми з успіхом застосову-
ють, коли необхідно скомпонувати (розмістити 
на шматі матеріалу, нерідко обмеженого за 
розміром) задану множину елементів (інколи 
навіть враховуючи зв’язки між ними), мінімі-
зуючи витрати на площу (задача крою, дизайн 
інтер’єрів, планування міста чи ландшафту 
тощо). У задачі крою одягу може також бути 
врахована інформація про напрям нитки у де-
талях. Таким чином, генетичні алгоритми з 
успіхом застосовують в конструктивному ди-
зайні і створенні креслень майбутніх деталей.  
Прикладом задачі компонування також є 
оптимізація загальної структури інтегральної 
схеми (floorplan optimization) [4], детальніше 
розглянута далі. 
Інколи генетичний алгоритм спрямований 
на покращення параметрів деякої характерис-
тики зображення – чіткості контурів, контраст-
ності, освітлення, текстури, кольорової гами 
тощо. Генетичні технології ефективно допома-
гають у реконструкції і стилізації фотографій. 
Наприклад, японськими вченими розроблені 
ГА для генерації якіснішого чорно-білого зо-
браження із плавними переходами тонів на 
основі заданої фотографії [8].  
Останнім часом, із поширенням 
комп’ютерних ігор, популярнішою стала гене-
рація тривимірних зображень за допомогою 
генетичних алгоримтів. Цікавими застосуван-
нями ГА у цьому напрямку є також генерація 
відбитків пальців [9], оптимізація відеозобра-
жень, генерація стрічкових кодів. 
Задачу автоматизації написання музики 
можна спростити до пошуку деякого розв’язку 
з неструктурованої множини всіх можливих 
композицій [10]. Годі зазначати величину цієї 
множини, беручи до уваги кількість музичних 
інструментів і можливих на них звуків і акор-
дів. Деякі застосування  генетичних лгоритмів в 
цій царині розглянені в [11].  
Інтерактивні генетичні алгоритми є чудо-
вим допоміжним засобом, коли йдеться про 
креативні рішення та оригінальні задачі. Кори-
стувач може, відповідно до своїх смаків, обрати 
серед численних варіантів, запропонованих 
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відповідною програмою, і не боятися порушен-
ня авторських прав на використання ідеї, адже 
в процесі еволюції варіантів дизайну вирішаль-
ну роль відіграють естетичні уподобання само-
го користувача [12].  
Суттєвим плюсом використання ГА у робо-
ті, пов’язаній з дизайном, є те, що ГА спромо-
жні не тільки на генерацію деякої дизайнерсь-
кої ідеї, але і на подальше оптимізаційне ком-
понування креслень деталей майбутнього виро-
бу на матеріалі з мінімізацією затрат довжини 
і/або ширини матеріалу).  
 
Генетичний алгоритм розв’язку задачі 
Floorplan Optimization  
Інтеграція надвеликих інтегральних мікросхем 
(Very Large-Scale Integration, VLSI) – це процес 
побудови складних електронних компонентів 
(мікропроцесорів, чіпів пам’яті), що склада-
ються з великої кількості функціональних ком-
понентів, а тому дизайн VLSI вимагає складних 
обчислень: перевірка вірності розташування 
складових чіпа, двовимірне схематичне зобра-
ження чіпа, генерація випадків для тестування 
чіпа, коли він буде готовий тощо. Перша стадія 
процесу VLSI передбачає виокремлення набору 
неподільних і, як правило, прямокутних блоків 
– модулів-клітин (cells). Зрозуміло, що в остан-
нє десятиліття блочна складність нових схем 
постійно зростає. На другій стадії фіксуються 
дані про взаємне розташування цих модулів. На 
третій стадії для модулів обираються різні варі-
анти імплементації з метою оптимізації загаль-
ної площі. У цій роботі основна увага приділе-
на третій стадії VLSI, яку ще називають опти-
мізацією загальної топологічної структури 
(надвеликих) інтегральних мікросхем (англ., 
Floorplan Optimization). Кінцева вартість чіпа 
багато у чому визначається величиною його 
площі, тому знаходження оптимального флор-
плену його елементів на ранній стадії (до фізи-
чного виготовлення) – це найважливіший етап 
процесу інтеграції схеми [4]. Знаходження оп-
тимальних флорпленів (структур даних, які 
представляють взаємне розташування множини 
об’єктів) – це актуальна царина досліджень 
комбінаторної оптимізації. Більшість задач про 
флорплени мають NP-складність і вимагають 
значних ресурсів пам’яті. Тож найпопулярні-
шим підходом до таких задач є оптимізаційні 
евристики для знаходження прийнятних рі-
шень. У цій роботі ми пропонуємо для вирі-
шення такої задачі застосувати гібридний ГА. 
Існує дві категорії флорпленів – розрізний 
(slicing) та безрозрізний (non-slicing). Перший 
можна одержати, рекурсивним (горизонталь-
ним чи вертикальним) розрізанням площини на 
менші прямокутники. Другий є більш загаль-
ним і може бути зведеним до першого.  
На рис. 1 наведені відповідні приклади 
найпростіших флорпленів з п’яти блоків. Для 
представлення структури розрізного флорплену 
в пам’яті комп’ютера використовують бінарні 
дерева і нормалізовані польські записи, які вка-
зують на порядок «розрізання», а для безрозрі-
зного – різні топологічні представлення, пред-
ставлення групування інформації (packing 
representation: O-дерева, B*-дерева), мозаїчні 
представлення (CBL, Q-послідовність, подвійні 
бінарні дерева, подвійні бінарні послідовності).  
Уточнимо постановку задачі [4]. На вхід 
оптимізатора подаються такі дані: 
 кількість модулів N, які необхідно 
розмістити на інтегральній схемі; 
 для кожного запланованого модуля –
визначений список його можливих 
імплементацій (для кожного модуля їх може 
бути кілька, з різними довжинами сторін);  
 два спеціальні полярні графи 
(традиційно називаються G і H графами), які 
визначають суміжність модулів, відповідно, у 
вертикальному і горизонтальному напрямках 
(дуги позначають модулі, а вершини – 
наявність точок з’єднання). 
Ми поширили постановку задачі у [4], пос-
тавивши перед собою мету реалізувати поворо-
ти модулів на площині схеми для ефективнішо-
го використання матеріалів. При повороті мо-
дуля потрібно забезпечити збереження зв’язків 
між модулями. 
Отже, на виході ми маємо отримати схему 
оптимального флорплену – як саме модулі бу-
дуть розміщені на інтегральній схемі з мінімі-
зацією використаної площі.  
Рис. 1 Приклади простих флорпленів: 
а) безрозрізний; b) розрізний [4] 
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Однак, якщо ця задача і виглядає досить 
простою для маленької кількості модулів і їх 
імплементацій, то у сучасних інтегральних 
схемах модулів і варіантів їх виконання, зви-
чайно, може бути велика кількість, тому задача 
значно ускладнюється. Припустимо, що потрі-
бно розмістити N модулів, а деякий модуль Cі 
(1<i<N)має х(Сі) варіантів імплементації. Тоді 
для знаходження кращого розв’язку задачі ми 
повинні передивитися таку кількість варіантів, 
які задовольняють умови поставленої задачі: 

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На рисунку 2 наведений графічний приклад 
розв’язання задачі компонування для трьох 
модулів відповідно з 1-єю, 3-ьома і 2-ома імп-
лементаціями. Для знаходження найкращого 
потрібно перебрати 1х3х2=6 варіантів можли-
вих флорпленів.  
Оскільки ми розглядаємо задачу із поворо-
тами модулів, повний перебір включатиме таку 
кількість варіантів: 
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Отже, виникає потреба у принципово від-
мінному від простого перебору методі 
розв’язання задачі. Зосередимо увагу на особ-
ливостях застосування гібридного генетичного 
алгоритму.  
Структура хромосоми. У даному випадку 
застосування двійкових значень генів хромосо-
ми не є виправданим, тому що таким чином ми 
не скоротимо перебір, а навпаки його розши-
римо. Тому використовуватимемо гібридний 
генетичний алгоритм компонування N модулів. 
Якщо ми закодуємо кожен модуль чотирма 
послідовними числами (дві координати розта-
шування на схемі, висота і ширина модуля), 
отримаємо хромосому довжиною 4*N.  
Особливості ініціалізації популяції. З ме-
тою скорочення часових витрат на знаходження 
потрібних параметрів модулів, ініціалізуємо 
особини початкової популяції не зовсім випад-
ковим чином. Обиратимемо випадкову імпле-
ментацію деякого модуля з відповідної йому 
множини імплементацій (змінні аі і сі на схема-
тичному малюнку), а координати модуля ініці-
алізуємо випадковим чином. На цьому етапі 
хромосома може закодувати модулі як без по-
воротів, так і з ними.  
Селекція. Для виконання вибірки хромосом 
подальшого схрещування ми пропонуємо за-
стосувати селекції двійкового (парного) турні-
ру TournamentSelection [2]. Як найпопулярні-
ший метод селекції, вона чудово підходить для 
реалізації ГА. Таким чином, зі всієї популяції 
випадковим чином обираються пари хромосом, 
а з кожної пари до проміжного масиву відбира-
ється одна, із кращим (меншим) значенням 
функції пристосованості. Ця процедура повто-
рюється стільки разів, скільки потрібно особин 
для проміжної популяції. Потім в отриманому 
проміжному масиві застосовуються генетичні 
оператори.  
Оператори схрещування. У алгоритмі за-
стосовані два гібридних оператори схрещуван-
ня. Отримані в результаті першого оператора 
дочірні хромосоми приносять більше розмаїття 
у популяцію, а у результаті другого – не так 
радикально еволюціонують (Рисунок 4). 
Перший оператор схрещування – оператор 
одноточкового схрещування OnePointCrossover 
– подібний до оператора схрещування каноніч-
ного ГА, за однією тільки відмінністю, що «то-
чка розрізу», за якою обидві батьківські хромо-
соми, поділяються на два сегменти, обирається 
випадковим чином між групами генів, що зако-
Рис. 2  Приклад Фостера про розв'язання 
задачі для схеми з трьох модулів [4] 
Рис. 3  Схема кодування розв'язку задачі у 
хромосомі 
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довують окремі модулі, а не всередині групи. 
Це зумовлено особливостями структури хромо-
соми у нашому проекті. 
За таким само принципом між групами ге-
нів відбуваються «розрізи» другого оператора 
схрещування – оператора двоточкового схре-
щування. TwoPointCrossover. Він «розрізає» 
хромосоми по краях сегменту генів, відповіда-
льного за один і той самий модуль, і за допомо-
гою цього оператора мутації хромосоми «обмі-
нюються» інформацією про імплементацію 
цього модуля. Схематичне зображення дії обох 
операторів мутації наведене на рисунку 4 (зго-
ри – OnePointCrossover; знизу - 
TwoPointCrossover). 
Рис. 4 Оператори схрещування: вгорі – одно-
точкове схрещування; внизу – двоточкове схре-
щування 
 
Оператори мутації. У алгоритмі визначе-
но також два гібридні оператори мутації. У їх 
роботі ми враховуємо такі особливості поста-
новки задачі як скінченність шмату матеріалу і 
безпосереднє визначення користувачем мно-
жини можливих імплементацій конкретного 
модуля.  
Зміст роботи першого визначеного опера-
тора мутації (MutatePosition) полягає у мутації 
гена, відповідального за одну з координат об-
раного випадковим чином модуля.  
Це відбувається за рахунок фактичного збі-
льшення/зменшення параметрів координат. 
Якщо при збільшенні параметр координати 
виходить за задані межі площини матеріалу, ми 
надаємо йому значення 0 і, таким чином, роз-
міщуємо поточний модуль біля краю площини. 
Цей оператор забезпечує знаходження оптима-
льного місця розташування відповідного моду-
ля на інтегральній схемі. 
Зміст другого гібридного оператора мутації 
MutateImplementation полягає у фактичній замі-
ні поточної імплементації модуля на іншу з 
відповідної множини імплементацій. Ця заміна 
допомагає нашому оптимізаційному алгоритму 
уникнути «зациклювання» на деякому локаль-
ному екстремумі, а також поступово еволюціо-
нувати у напрямку покращення результату. 
Також важливим є той факт, що цей оператор 
мутації із деякою ймовірністю реалізує поворот 
модуля. 
Отже, визначені у проекті гібридні генети-
чні оператори мутації дозволяють уникнути 
передчасної збіжності алгоритму, що сприяє 
підвищенню ефективності його роботи і вно-
сить більше коректності у вихідні результати. 
Функція пристосованості. Як вже зазна-
чалося вище, хромосоми в імітації процесу 
природного відбору потребують певної якісної 
оцінки їх життєздатності, тому для кожної хро-
мосоми з популяції обчислюється функція при-
стосованості.  
Ця функція показує міру оптимальності 
розв’язку, тобто чим краще значення функції 
для хромосоми, тим краще вона як розв’язок 
задовольняє умовам оптимізаційної задачі. 
Було очевидно, що за значення функції 
пристосованості доведеться взяти величину, 
яку ми оптимізуємо – загальну площу інтегра-
льної схеми, яка б втілювала даний флорплен. 
Однак при втіленні модулів потрібно було 
врахувати ще й зв’язки між ними, тому додат-
ково була введена перевірка на збереження 
заданих користувачем зв’язків між модулями із 
суттєвим збільшенням значення функції прис-
тосованості для хромосоми, яка не відповідає 
постановці задачі. 
Відповідно, краще пристосованою хромо-
сомою вважається та, оцінка функції пристосо-
ваності якої менша. 
 
Критерії зупинки роботи алгоритму. Для 
того, щоб алгоритм працював у межах розум-
ного часу, визначаються критерії зупинки ро-
боти алгоритму.  
По-перше, якщо протягом визначеної кіль-
кості поколінь не відбувається покращення 
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найліпше пристосованої хромосоми, алгоритм 
припиняє роботу.  
Цей випадок означає, що хромосоми попу-
ляції майже однакові і знаходяться у області 
деякого екстремуму, а схрещування вже майже 
ніяк не впливає на популяцію, бо дочірні осо-
бини або є абсолютними копіями особин з цієї 
популяції, або виходять за межі області при-
йнятних розв’язків і виявляються менш присто-
сованими, ніж інші особини популяції.  
Іншими словами, зупинка відбувається у 
випадку, коли популяція збіглася – просто 
знайдений найкращий або близький до нього 
розв’язок.  
По-друге, для того, щоб можна було прос-
тежити хід процесу еволюціонування розв’язків 
задачі, визначений другий критерій призупи-
нення алгоритму. Користувач може перегляда-
ти поточний найкращий розв’язок, отриманий 
після визначеної кількості ітерацій, а також, 
якщо він вважає його за цілком прийнятний, 
передчасно зупинити роботу алгоритму на 
цьому етапі. 
Якщо алгоритм зупиняє свою роботу, то на 
вихід подається хромосома найліпше пристосо-
ваної особини (особин) з останньої популяції, 
інакше цикл починається знову від вибірки 
хромосом з поточної популяції.  
Весь описаний генетичний алгоритм опти-
мізації загальної топологічної структури інтег-
ральних мікросхем функціонує за схемою ка-
нонічного генетичного алгоритму, наведеного 
раніше. 
 
Висновки 
Генетичні алгоритми – потужна і перспективна 
технологія, яка у своїй роботі використовує 
імітацію еволюції. Генетичні алгоритми як 
ефективні метаевристичні алгоритми наближе-
ного розв’язку і оптимізації багатокритерійних 
задач відіграють вагому роль у сучасній науці.  
Постійно створюються нові програмні рі-
шення, що реалізують застосування ГА у різ-
номанітних сферах діяльності людини.  
Ці системи полегшують обчислення, 
уникаючи повного перебору варіантів рішень, 
значно скорочують часові та машинні витрати 
на розв’язання поставлених задач.  
Генетичні алгоритми надають можливість 
швидкої генерації прийнятних розв’язків задач, 
які неможливо розв’язати іншими традиційни-
ми аналітичними методами.  
Водночас, розвиток царини еволюційних 
алгоритмів ставить перед наукою повсякчас 
нові задачі (наприклад, з’явився інтерес до ав-
томатизованої генерації 3-D і 4-D зображень за 
допомогою ГА). Саме тому інтерес до генетич-
них алгоритмів невпинно зростає. 
З іншого боку, в досліджуваній області є 
чимало проблем, особливо пов’язаних із розмі-
ром динамічних хромосом, тривалістю обчис-
лення цільових функцій, підбором оптимальних 
параметрів генетичних операторів і кращого 
оператора селекції для конкретної задачі, за-
стосуванням гібридних генетичних алгоритмів 
(тобто злиття генетичного алгоритму з тради-
ційними методами, використовуваними у дос-
ліджуваній сфері, заснованими на експертних 
знаннях) тощо.  
Універсальних підходів до вирішення цих 
проблем не існує. Потрібно суттєво досліджу-
вати предметну область застосування і викори-
стовувати гібридні алгоритми.  
Тому нами розроблено практичний проект 
реалізації саме гібридного генетичного алгори-
тму вирішення задачі оптимізації структури 
інтегральної схеми (також відомої як оптиміза-
ція флорплену, Floorplan Optimization).  
На вхід задачі подаються модулі і їх мож-
ливі реалізації, а також графи просторових від-
ношень між ними (відображають вимоги прое-
ктувальника до майбутнього структури схеми). 
На виході ми отримуємо схематичне креслення 
флорплену, відповідного до знайденого алгори-
тмом розв’язку.  
Як всі результати роботи технологій на-
ближених методів, цей розв’язок, можливо, не є 
найкращим для цієї задачі, але він є одним з 
кращих і прийнятним для практичного застосу-
вання.  
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