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INTRODUCTION
Le théorème de Schneider-Lang est un critère classique de transcendance
pour les nombres complexes, datant des années 1950. Il aﬃrme que des
fonctions méromorphes sur C, algébriquement indépendantes, ne croissant pas
plus vite en l’inﬁni que l’exponentielle d’un polynôme, et vériﬁant une équation
diﬀérentielle polynomiale à coeﬃcients dans un corps de nombres, ne peuvent
prendre simultanément des valeurs algébriques qu’en un nombre ﬁni de points.
Ce théorème implique directement les théorèmes de Hermite-Lindemann et de
Gelfond-Schneider, et donc en particulier la transcendance de e, de π, de eπ.
La première version de ce critère a été démontrée par T. Schneider dans son
livre [Schneider, 1957], tout d’abord sous la forme d’un énoncé aux hypothèses
plus techniques et sans équation diﬀérentielle (théorème 12 page 49) puis
presque sous la forme maintenant habituelle (théorème 13 page 55). L’énoncé
sous ses hypothèses classiques est dû à S. Lang ([Lang, 1962], théorème 3
et [Lang, 1966]). Une démonstration très claire du résultat avec une borne
optimale sur le nombre de points et des remarques supplémentaires sont
exposées dans [Waldschmidt, 1974] (théorème 3.3.1). Voici l’énoncé précis de
ce critère, avec les hypothèse dues à S. Lang et la borne due à M. Waldschmidt.
Théorème A (Schneider-Lang). — Soit K un corps de nombres, et soient
f1, . . . , fn des fonctions méromorphes sur C d’ordre fini, inférieur à ρ. Suppo-
sons que le degré de transcendance du corps K(f1, . . . , fn) sur K soit supérieur
ou égal à 2, et que l’anneau K[f1, . . . , fn] soit stable par la dérivation ddz .
Soit W l’ensemble des points w de C qui ne sont pas des pôles des fonctions
f1, . . . , fn et tels que, pour tout 1 6 i 6 n, fi(w) ∈ K.
Alors W est fini, et plus précisément :
Card(W ) 6
r
r − 1ρ[K : Q],
où r = degtrK K(f1, . . . , fn).
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Rappelons que l’on dit qu’une fonction f entière sur C est d’ordre inférieur
à ρ, pour ρ un nombre réel strictement positif, s’il existe des nombres réels
positifs A,B tels que, pour tout z ∈ C,
|f(z)| 6 AeB|z|ρ .
Une fonction méromorphe sur C est d’ordre inférieur à ρ si elle peut s’écrire
comme le quotient de deux fonctions holomorphes d’ordre inférieur à ρ.
La démonstration de ce critère procède d’un raisonnement désormais clas-
sique en théorie des nombres transcendants. Elle consiste à construire une fonc-
tion auxiliaire, sous la forme d’un polynôme non nul en les fonctions f1, . . . , fn,
de degré D donné, qui s’annule à un grand ordre en des points w1, . . . , wm en
lesquels les fonctions f1, . . . , fn prennent toutes des valeurs dans le corps de
nombres. Un lemme de Siegel permet de construire un tel polynôme dont les
coeﬃcients sont entiers et de taille contrôlée. On s’intéresse à la plus petite
dérivée de cette fonction auxiliaire qui ne soit pas nulle en tous les points
w1, . . . , wm, et à sa valeur non nulle γ en l’un de ces points. On majore la
valeur absolue de γ grâce au lemme de Schwarz en analyse complexe. D’autre
part, on la minore en utilisant que la norme d’un entier algébrique est plus
grande que 1. Lorsque l’on fait tendre le degré D du polynôme auxiliaire vers
l’inﬁni, ces deux inégalités fournissent la majoration souhaitée du nombre m
de points.
Voici l’énoncé du lemme de Schwarz qui sert dans cette démonstration.
Théorème (Lemme de Schwarz). — Soit k un nombre entier naturel et
soit f une fonction holomorphe sur C s’annulant à l’ordre au moins k en
0. Alors, pour tous nombres réels r et R tels que 0 < r < R,
max
|z|=r
|f(z)| 6
( r
R
)k
max
|z|=R
|f(z)|,
et ∣∣∣∣ 1k!f (k)(0)
∣∣∣∣ 6 R−k max|z|=R |f(z)|.
Il se démontre en appliquant le principe du maximum à la fonction holo-
morphe z 7→ f(z)
zk
sur le disque de rayon R.
Voici une reformulation « géométrique » du théorème de Schneider-Lang
équivalente à l’énoncé classique. Soit f = (f1, . . . , fn), où f1, . . . , fn sont des
fonctions méromorphes sur C, d’ordre ﬁni. On peut reformuler l’hypothèse
de stabilité par dérivation de l’anneau K[f1, . . . , fn], et celle sur le degré de
transcendance de K(f1, . . . , fn) en les deux hypothèses suivantes sur l’image
de f : l’image de f est une feuille d’un feuilletage sur Cn algébrique sur K et
son adhérence de Zariski est de dimension au moins 2.
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Des travaux de C. Gasbarri [Gasbarri, 2010] donnent des généralisations de
cet énoncé géométrique du théorème de Schneider-Lang, en utilisant la méthode
des pentes inventée par J.-B. Bost pour formuler de façon géométrique les
méthodes de transcendance (voir [Bost, 1996; Chambert-Loir, 2002; Bost, 2001,
2006]). On peut facilement remplacer l’espace d’arrivée Cn par une variété
algébrique projective quelconque X déﬁnie sur le corps de nombres K.
Dans la démonstration, l’hypothèse d’équation diﬀérentielle ne sert que pour
donner des estimées de nature arithmétique sur les valeurs (algébriques) prises
par la fonction auxiliaire en les points étudiés. Cette hypothèse d’équation
diﬀérentielle globale donne un énoncé simple et élégant, admettant de nom-
breux corollaires, mais n’est pas une hypothèse nécessaire. D’ailleurs, le pre-
mier énoncé de ce type, démontré par Schneider dans [Schneider, 1949], ne
contenait pas cette hypothèse, mais des hypothèses plus générales, assez tech-
niques, portant sur les dénominateurs des séries de Taylor des fonctions au
voisinage des points étudiés.
Soit maintenant p un nombre premier, notons Cp le complété de la clôture
algébrique de Qp. L’analogue p-adique « naturel » du théorème de Schneider-
Lang, c’est-à-dire un énoncé portant sur des fonctions méromorphes non plus
sur C, mais sur Cp, et vériﬁant les mêmes hypothèses, est également vrai.
La démonstration s’adapte sans diﬃculté au cas p-adique. Néanmoins, un tel
énoncé n’a, à notre connaissance, aucune application ; il ne peut notamment
pas être appliqué à la fonction exponentielle, puisque son rayon de convergence
p-adique est ﬁni. Dans cette thèse, nous généralisons ce théorème dans le
but, pas encore atteint, d’obtenir des applications en transcendance p-adique.
Nous signalons que, dans le cas p-adique, il existe des énoncés de nature
diﬀérente des nôtres, ayant des applications à la transcendance p-adique. Ainsi,
W. Adams démontre dans [Adams, 1966] un analogue p-adique du théorème
de Schneider-Lang sur un disque, qui implique en particulier l’analogue p-
adique du théorème de Gelfond-Schneider, établi par K. Mahler [Mahler,
1935]. D. Bertrand redémontre l’analogue p-adique du théorème de Gelfond-
Schneider dans [Bertrand, 1974]. Dans [Bertrand, 1977a], il démontre un critère
de nature locale dont on peut déduire les analogues p-adiques des résultats de
T. Schneider (voir [Schneider, 1957]) sur les fonctions elliptiques de Weierstraß.
Comme ceux de C. Gasbarri dans le cas complexe, les résultats établis dans
cette thèse concernent des germes formels de courbes déﬁnis au voisinage des
points étudiés et supposent une hypothèse de nature « arakelovienne » : on
dit qu’un tel sous-schéma formel est α-arithmétique si la partie ﬁnie de la
hauteur d’un morphisme d’évaluation aux points considérés qui lui est associé
vériﬁe une certaine majoration (voir le paragraphe 3.2 pour la déﬁnition des
morphismes d’évaluation, et le paragraphe 3.4 pour la déﬁnition de sous-schéma
formel α-arithmétique). Le paramètre α est un nombre réel positif ; plus il
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est petit, plus la condition est forte. Dans le cas d’une équation diﬀérentielle
polynomiale, c’est-à-dire d’un feuilletage algébrique, un germe de feuille en
un point algébrique déﬁnit un sous-schéma formel 1-arithmétique (lemmes 3.6
et 3.13). Si de plus presque toutes les p-courbures de l’équation diﬀérentielle
sont nulles, le sous-schéma formel est 0-arithmétique. La proposition 3.17
explique que si une certaine « densité » α ∈ [0, 1] de p-courbures est nulle, alors
les sous-schémas formels sont (1−α)-arithmétiques. Le théorème 4.6 fait alors
le lien entre le critère de Schneider-Lang classique et un critère d’algébricité de
feuille d’un feuilletage dont presque toutes les p-courbures sont nulles, proche
du théorème de J.-B. Bost dans [Bost, 2001]. Il généralise aussi un résultat non
publié d’A. Thuillier.
Nous imposons aussi une condition d’uniformisation d’ordre ρ des sous-
schémas formels en une place donnée qui généralise l’hypothèse d’une courbe
paramétrée par des fonctions méromorphes d’ordre ρ sur la droite aﬃne sur C.
Cette condition est introduite au paragraphe 4.1 (déﬁnition 4.5) et consiste en
l’existence d’une application holomorphe d’une courbe algébrique projective
privée d’un nombre ﬁni de points τ ∈ T dans X qui paramètre les sous-schémas
formels V̂j . Nous déﬁnissons pour une telle application une notion d’ordre de
croissance au voisinage des singularités τ ∈ T , généralisant la notion d’ordre
de croissance en l’inﬁni d’une application méromorphe sur C (paragraphe 4.1,
déﬁnition 4.1).
Le théorème suivant est un analogue p-adique du résultat de C. Gasbarri
(dans [Gasbarri, 2010]) en une variable, sur une courbe aﬃne.
Théorème 4.6. — Soit X une variété projective sur un corps de nombres K.
Soient x1, · · · , xm ∈ X(K) (non nécessairement distincts) et pour 1 6 j 6 m,
soit V̂j un sous-schéma formel lisse de dimension 1 du complété formel Xˆxj de
X en xj vérifiant les hypothèses suivantes :
1. Il existe α > 0 tel que, pour tout j ∈ {1, . . . ,m}, V̂j est α-arithmétique.
2. La famille de sous-schémas formels (V̂1, . . . , V̂m) admet une uniformisa-
tion d’ordre inférieur à ρ > 0 en une place v0.
Soit r la dimension de l’adhérence de Zariski de V̂ =
⋃m
j=1 V̂j dans X.
Alors,
– ou bien r > 1 et
m 6
r
r − 1α[K : Q]ρ,
– ou bien r = 1, c’est-à-dire les V̂j sont tous algébriques.
Dans le cas où la variété X est Cn et les sous-schémas formels V̂j sont
paramétrés par des fonctions méromorphes sur C d’ordre inférieur à ρ, on
retrouve bien le théorème de Schneider-Lang classique (théorème A), les
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points x1, . . . , xm étant les images de m points de l’ensemble noté W dans
le théorème A.
Ce théorème généralise un résultat de D. Bertrand, qui a démontré dans
l’article [Bertrand, 1975] un théorème de Schneider-Lang sur l’espace projec-
tif P1 privé d’un nombre ﬁni de points, dans les cas complexe et p-adique. Il
généralise aussi [Wakabayashi, 1987] dans lequel I. Wakabayashi démontre un
théorème de Schneider-Lang sur le complémentaire d’un nombre ﬁni de points
dans une surface de Riemann compacte, dans les cas complexe.
Dans le cas complexe, c’est-à-dire dans la cas où la place privilégiée v0
est archimédienne, ce théorème 4.6 redonne un cas particulier d’un énoncé
de C. Gasbarri, qui est valable pour une application holomorphe déﬁnie sur
une courbe parabolique au sens de Ahlfors (voir [Ahlfors et Sario, 1960]), toute
courbe algébrique étant parabolique. L’ordre de croissance d’une telle fonction
est alors déﬁni à l’aide de la théorie de Nevanlinna.
La démonstration utilise la méthode des pentes de J.-B. Bost, qui nécessite
le langage de la géométrie d’Arakelov (des rappels sur cette méthode sont
faits au début du chapitre 1). Un ﬁbré ample sur X est ﬁxé, et le morphisme
d’évaluation ϕkD envoie une section de L
⊗D s’annulant à l’ordre k le long des
sous-schémas formels V̂j sur le (k + 1)-ième « coeﬃcient de Taylor » de sa
restriction à V̂ .
La démonstration du théorème 4.6 repose sur l’inégalité de pentes et consiste
à montrer que les morphismes d’évaluation associés aux sous-schémas formels
étudiés et apparaissant dans l’inégalité de pentes vériﬁent une certaine ma-
joration. Plus précisément, la majoration requise est la combinaison de deux
majorations d’origines distinctes : l’une provient de la condition que les sous-
schémas formels V̂j sont α-arithmétiques (3.10) et l’autre utilise l’uniformisa-
tion d’ordre ρ des sous-schémas formels en une place privilégiée (voir la par-
tie 4.2). C’est à ce point de la démonstration qu’interviennent, comme dans le
cas classique, les estimées analytiques issues du principe du maximum. Dans le
théorème classique, l’estimation vient du principe du maximum appliqué sur
un « grand » disque. On peut également voir ce « grand » disque comme le com-
plémentaire d’un « petit » disque autour de l’inﬁni. C’est l’idée-clé utilisée ici :
ôter de petits « disques » bien choisis autour des points τ ∈ T . Ces considéra-
tions permettent de majorer la hauteur des morphismes d’évaluation à la place
privilégiée fournie par l’uniformisation, résultat qui joue un rôle analogue aux
majorations de dérivées que donne le lemme de Schwarz dans le cas classique.
Ainsi, nous emploierons encore l’expression lemme de Schwarz pour désigner
des majorations de la hauteur des morphisme d’évaluation obtenues par ces
techniques, bien qu’elles ne fassent pas apparaître explicitement d’énoncé de
lemme de Schwarz au sens classique.
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Dans le chapitre 5, nous donnons une amélioration du théorème 4.6, qui est
une généralisation d’un théorème de D. Bertrand [Bertrand, 1977b]. Au lieu
de considérer l’ensemble des points dont l’image est dans un corps de nombre
donné, on considère l’ensemble de tous les points dont l’image est algébrique.
Une conjecture de M. Walsdchmidt (voir [Waldschmidt, 1977]) aﬃrme que cet
ensemble est ﬁni. Dans cette direction, D. Bertrand a démontré le théorème
suivant qui fournit une majoration où interviennent les degrés de ces points
algébriques.
Théorème B (Bertrand, 1977). — Soit k un corps de nombres et soient
f1, . . . , fn des fonctions méromorphes sur C telles que k[f1, . . . , fn] est stable
par la dérivation d/dz et f1, f2 sont algébriquement indépendantes d’ordres
finis ρ1 et ρ2. Soit W l’ensemble des nombres complexes w distincts des pôles
des fonctions de f1, . . . , fn tels que k(f1(w), . . . , fn(w)) soit une extension finie
de k. Alors ∑
w∈W
1
[k(f1(w), . . . , fn(w)) : k]
6 (ρ1 + ρ2)[k : Q].
Dans cet esprit, nous démontrons le théorème :
Théorème 5.2. — Soit X une variété projective sur Q et soient x1, . . . , xm
des points fermés de X. Pour j ∈ {1, . . . ,m}, notons Kj = Q(xj) le corps
résiduel de xj et dj son degré sur Q. Soit α > 0. Pour tout j ∈ {1, . . . ,m},
soit V̂j un sous-Kj-schéma formel lisse α-arithmétique de dimension 1 du
complété Xˆxj de X en xj. Supposons que le sous-schéma formel V̂ =
⋃m
j=1 V̂j
admet une uniformisation d’ordre inférieure à ρ > 0 en une place p0 de Q.
Soit r la dimension de l’adhérence de Zariski de V̂ dans X.
Alors,
– ou bien r > 1 et
m∑
j=1
1
dj
6
r
r − 1αρ,
– ou bien r = 1, c’est-à-dire les V̂j sont tous algébriques.
Le théorème de Schneider-Lang (théorème A) peut se généraliser en plusieurs
variables, c’est-à-dire à des fonctions méromorphes non plus surC, mais surCd.
La diﬃculté de telles généralisations réside dans la démonstration d’un lemme
de Schwarz en plusieurs variables. Dans l’article [Bombieri, 1970], E. Bombieri
a ainsi démontré le théorème suivant :
Théorème C (Bombieri). — Soit K un corps de nombres. Soient f1, . . . , fn
des fonctions méromorphes d’ordre inférieur à ρ sur Cd, et soit f = (f1, . . . , fn).
Supposons que l’anneau K[f1, . . . , fn] soit stable par les n dérivées partielles
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∂
∂z1
, . . . , ∂∂zn , et que le degré de transcendance r de K(f1, . . . , fn) sur K soit
supérieur ou égal à d+ 1.
Alors l’ensemble des points w ∈ Cd en lesquels f est définie et f(w) ∈ Kn
est inclus dans une hypersurface algébrique, de degré au plus
d(d+ 1)ρ[K : Q].
Cette borne sur le degré de l’hypersurface est un peu meilleure que celle
donnée initialement par E. Bombieri. Elle est due à H. Skoda, qui améliore
dans [Skoda, 1977] le lemme de Schwarz établi par E. Bombieri (voir égale-
ment [Waldschmidt, 1979], théorème 5.1.1).
La première généralisation en ce sens avait été faite par Lang dans les an-
nées 60 ([Lang, 1965], théorème 1, [Lang, 1966], chap IV th.1) en imposant
une hypothèse supplémentaire sur l’ensemble des points en lesquels les fonc-
tions prennent simultanément des valeurs dans le corps de nombres : que cet
ensemble soit un produit cartésien. Cette hypothèse, qui ne semble pas très
naturelle, permet de ramener la démonstration du lemme de Schwarz à celui
d’un lemme de Schwarz en une seule variable.
Théorème D (Lang). — Soit K un corps de nombres. Soient f1, . . . , fn des
fonctions méromorphes sur Cd, d’ordre fini, inférieur à ρ. Supposons que
l’anneau K[f1, . . . , fn] soit stable par les d dérivées partielles ∂∂z1 , . . . ,
∂
∂zd
, et
que le degré de transcendance r de K(f1, . . . , fn) sur K soit supérieur ou égal
à d+ 1.
Soit W = W1 × · · · × Wd ⊂ Cd un produit cartésien de d parties finies
W1, . . . ,Wd de C, chacune de cardinal m, telles que pour tout w ∈ W, pour
tout 1 6 j 6 n, les fonctions fj sont définies en w et fj(w) ∈ K.
Alors
m 6
r
r − dρ[K : Q].
Le chapitre 6 présente un analogue p-adique de ce théorème de Lang. La
démonstration de ce résultat s’appuie sur un lemme de Schwarz p-adique en
plusieurs variables dans le cas des produits cartésiens. P. Robba a démontré
dans [Robba, 1978] un tel lemme de Schwarz pour les produits cartésiens
de Cnp . Dans le paragraphe 6.3, nous démontrons un lemme de Schwarz pour
les produits cartésiens d’un produit d’ouverts de la droite aﬃne sur Cp, dont
nous déduisons le théorème suivant.
Théorème 6.5. — Soit X une variété projective sur un corps de nombres K.
Soient d,m1, . . . ,md des nombres entiers naturels non nuls et soit m =
m1 · · ·md. Soient x1, . . . , xm ∈ X(K) (non nécessairement distincts) et pour
1 6 j 6 m, soit V̂j un sous-schéma formel lisse de dimension d du complété
formel Xˆxj de X en xj vérifiant les hypothèses suivantes :
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1. Il existe α > 0 tel que, pour tout j ∈ {1, . . . ,m}, V̂j est α-arithmétique.
2. Il existe une place finie p0 de K, il existe des nombres réels positifs
ρ1, . . . , ρd tels que la famille (V̂1, . . . , V̂m) admette une uniformisation
cartésienne de type (m1, . . . ,md) d’ordre inférieur à (ρ1, . . . , ρd) à la
place p0 par un produit d’ouverts de la droite affine sur Cp0 .
Soit r la dimension de l’adhérence de Zariski de V̂ = ∪mj=1V̂j dans X.
Alors,
– ou bien r > d et (
d∑
i=1
ρi
mi
)−1
6 α[K : Q]
dr
r − d,
– ou bien r = d, c’est-à-dire les V̂j sont tous algébriques.
CHAPITRE 1
MÉTHODE DES PENTES
Ce chapitre présente les déﬁnitions et éléments de géométrie d’Arakelov
utiles dans la suite, en particulier l’énoncé de l’inégalité de pentes. Les résultats
sont énoncés sans démonstrations. Pour plus de détails, le lecteur pourra
consulter [Bost, 1996; Chambert-Loir, 2002; Bost, 2001; Chen, 2006; Bost,
2006; Viada, 2001, 2005].
1.1. Quelques définitions en géométrie d’Arakelov
Soit K un corps de nombres et ok son anneau d’entiers. Soit ΣK l’ensemble
des places de K. Les places de K sont de deux types : les places finies
correspondent aux idéaux premiers de oK , et les places archimédiennes sont les
[K : Q] plongements de K dans C. À chaque idéal maximal p de oK on associe
une valeur absolue p-adique |.|p sur K normalisée de la manière suivante :
soit ̟ une uniformisante, alors
|̟|p = N(p)−1,
où N(p) désigne la norme de l’idéal p, c’est-à-dire le cardinal de ok/p. Si Kp
désigne le complété de K pour cette valeur absolue et p le nombre premier tel
que (p) = p ∩ Z, on a
(1.1) |p|p = p−[Kp:Qp].
Un plongement σ : K →֒ C déﬁnit une valeur absolue sur K par |x|σ := |σ(x)|,
où |.| désigne la valeur absolue usuelle sur C.
Soit x ∈ K \ {0}. Avec ces normalisations, la formule du produit s’énonce :
(1.2)
∏
p∈Specm oK
|x|p
∏
σ:K →֒C
|x|σ = 1.
Définition 1.1. — Un ﬁbré vectoriel hermitien sur Spec ok est un couple
E = (E, (‖.‖σ)σ:K →֒C), où E est un ok-module projectif de type fini, et,
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pour chaque plongement σ : K →֒ C, ‖.‖σ est une métrique hermitienne
sur Eσ(C) = E ⊗oK ,σ C et la famille (‖.‖σ)σ est invariante par conjugaison
complexe. Son rang est, par définition, le rang de E.
Soit E un oK-ﬁbré vectoriel hermitien et soit p un idéal premier de oK .
L’espace vectoriel EKp = E⊗oK Kp est muni d’une norme p-adique, déﬁnie par
(1.3) ‖e‖p = inf{|a|p, a ∈ K∗p tq e ∈ aE},
pour e ∈ EKp .
On peut eﬀectuer sur ces ﬁbrés vectoriels hermitiens des constructions
standard, notamment : sous-ﬁbré (muni de la norme induite), somme directe
(munie de la norme somme directe orthogonale), quotient, produit tensoriel,
puissance extérieure et puissance symétrique.
Définition 1.2. — Soit E un fibré vectoriel hermitien de rang 1 sur Spec oK .
Le degré arithmétique de E est
d̂egE = log |E/oKe| −
∑
σ:K →֒C
log ‖e‖σ,
où e est un élément non nul de E.
On démontre à l’aide de la formule du produit que cette déﬁnition ne dépend
pas du choix de e ∈ E \ {0}.
Définition 1.3. — Le degré arithmétique d’un fibré vectoriel hermitien de
rang d ∈ N∗ sur Spec oK est le degré arithmétique de sa puissance extérieure
maximale
∧dE. Il est égal à
d̂egE = log |E/oKe1 + · · ·+ oKed| − 1
2
∑
σ:K →֒C
log det(〈ei, ej〉σ),
pour toute base (e1, . . . , ed) ∈ Ed de EK sur K.
Définition 1.4. — La pente d’un oK-fibré vectoriel hermitien E non nul est
le quotient de son degré arithmétique par son rang,
µ̂(E) =
d̂egE
rg(E)
.
Lorsque F décrit l’ensemble des oK-sous-fibrés non nuls de E, l’ensemble des
pentes µ̂(F ) est majoré. Sa borne supérieure est un maximum, que l’on appelle
la pente maximale de E et qui est notée µ̂max(E).
Les pentes et pentes maximales que nous venons de déﬁnir ne sont pas
normalisées. L’usage le plus courant est de déﬁnir la pente d’un oK-ﬁbré
vectoriel hermitien E non nul comme µ̂(E) = d̂egE[K:Q] rg(E) et sa pente maximale
(normalisée) comme la plus grande des pentes (normalisées) de ses sous-ﬁbrés.
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Le lemme ci-dessous rappelle le comportement de la pente maximale par
produit tensoriel et puissance symétrique (voir par exemple [Bost, 2001],
lemmes 4.2 et 4.3. pour la démonstration).
Lemme 1.5. — Pour tout fibré vectoriel hermitien E et tout fibré en droites
hermitien L sur Spec oK ,
(1.4) µ̂max(E ⊗ L) = µ̂max(E) + d̂eg(L).
Pour tout fibré vectoriel hermitien E sur Spec oK , il existe c ∈ R tel que, pour
tout nombre entier naturel k,
(1.5) µ̂max(Symk E) 6 ck.
Pour tous fibrés vectoriels hermitiens E et F sur Spec oK ,
(1.6) µ̂max(E ⊕ F ) = max(µ̂max(E), µ̂max(F )),
où la somme directe est munie de la métrique somme directe orthogonale.
1.2. Hauteurs de morphismes
Définition 1.6. — Soient E, F deux fibrés vectoriels hermitiens sur Spec oK
et soit ϕ une application K-linéaire non nulle de EK = E ⊗oK K dans
FK = F ⊗oK K. Soit v une place de K. La hauteur de ϕ à la place v est
le logarithme de la norme d’opérateur de ϕ étendu en une application linéaire
de Ev dans Fv, où Ev et Fv sont les complétés de E et F en la place v :
hv(ϕ) = log ‖ϕ‖v = log
(
sup
e∈Ev\{0}
‖ϕ(e)‖v
‖e‖v
)
.
La hauteur de ϕ est la somme des hauteurs de ϕ en chacune des places
de K :
(1.7) h(ϕ) =
∑
v∈MK
hv(ϕ) =
∑
p
hp(ϕ) +
∑
σ:K →֒C
hσ(ϕ).
Cette déﬁnition de hauteur est celle donnée habituellement en théorie
d’Arakelov. Il nous sera utile pour la suite de la récrire un peu diﬀéremment,
de manière à faire jouer un rôle plus semblable aux places archimédiennes et
aux places ultramétriques, comme dans [Chambert-Loir, 2010].
Si p est un nombre premier, notons Cp le complété d’une clôture algébrique
du corps des nombres p-adiques Qp, complété de Q pour la topologie p-adique.
Notons encore | · |p l’unique valeur absolue sur Qp qui étend la valeur absolue
p-adique sur Q. Alors à tout plongement σp de K dans Cp on peut associer
une valeur absolue sur K en posant, pour x ∈ K :
|x|σp = |σp(x)|p.
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Désignons par C∞ le corps des nombres complexes C et | · |∞ la valeur absolue
usuelle sur C∞ = C. Les valeurs absolues archimédiennes sur K prolongeant
la valeur absolue usuelle sur Q sont alors les x 7→ |σ(x)|∞.
Proposition 1.7. — Soient E et F deux oK-fibrés vectoriels hermitiens et
soit ϕ une application K-linéaire non nulle de EK = E ⊗oK K dans FK =
F ⊗oK K. Alors
(1.8) h(ϕ) =
∑
p6∞
∑
σ:K →֒Cp
hσ(ϕ),
où dans la première somme l’indice p décrit la réunion de l’ensemble des
nombres premiers et du singleton {∞}.
Démonstration. — Deux plongements de K dans Cp peuvent induire la même
valeur absolue sur K. Soit v une place de K et soit εv le nombre de plonge-
ments σ de K dans Cp induisant la même valeur absolue sur K. Alors∑
p6∞
∑
σ:K →֒Cp
hσ(ϕ) =
∑
p6∞
∑
v∈MK tq
(|·|v)|Q=|·|p
εvhv(ϕ)
=
∑
p<∞
∑
v∈MK tq
(|·|v)|Q=|·|p
εvhv(ϕ) +
∑
σ:K →֒C
hσ(ϕ)
=
∑
p<∞
∑
v∈MK tq
(|·|v)|Q=|·|p
log(‖ϕ‖εvv ) +
∑
σ:K →֒C
hσ(ϕ).
Soit v une place de K étendant la valeur absolue p-adique sur Q et
soit p l’idéal maximal de oK correspondant à la place v. Alors d’après la
normalisation (1.1) choisie pour la norme p-adique sur K,
| · |p = | · |[Kv :Qp]v .
Comme εv = [Kv : Qp], on obtient
∑
p6∞
∑
σ:K →֒Cp
hσ(ϕ) =
∑
p<∞
∑
p∈Specm oK ,
p|p
hp(ϕ) +
∑
σ:K →֒C
hσ(ϕ)
=
∑
p∈Specm oK
log ‖ϕ‖p +
∑
σ:K →֒C
hσ(ϕ)
= h(ϕ),
ce qui conclut la démonstration de la proposition 1.7.
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Lemme 1.8. — Soient K un corps de nombres, E,F des oK-fibrés vectoriels
hermitiens et soient EK = E ⊗oK K et FK = F ⊗oK K. Soit ϕ : EK → FK
une application K-linéaire non nulle. Soit L une extension finie de K. Alors,
pour tout idéal maximal p de oK , on a
1
[L : Q]
∑
q∈Specm oL,
q|p
hq(ϕ⊗K L) = 1
[K : Q]
hp(ϕ).
Démonstration. — Soit Kp le complété de K pour la valeur absolue p-adique.
L’application ϕ s’étend en une application Kp-linéaire que l’on note encore ϕ.
Comme Fp est un Kp-espace vectoriel de dimension ﬁnie, il existe un nombre
entier naturel n non nul tel que nϕ envoie Eop dans Fop . D’après le théorème de
la base adaptée, il existe des nombres entiers ℓ et m non nuls, il existe une base
(e1, . . . , eℓ) de Fop et des nombres entiers a1, . . . , am tels que (a1e1, . . . , amem)
soit une base de Im(nϕ|Eop ).
Alors
‖nϕ‖p = max
16i6m
|ai|p.
Soit q un idéal premier de L au-dessus de p. Alors
(1.9) ‖nϕ⊗K L‖q = max
16i6m
|ai|q = max
16i6m
|ai|peqfq = ‖nϕ‖peqfq ,
où fq est le degré d’inertie de q au-dessus de p, eq l’indice de ramiﬁcation et
leur produit eqfq est égal au degré local [Lq : Kp]. Ainsi,∑
q∈Specm oL,
q|p
log ‖ϕ⊗K L‖q =
∑
q∈Specm oL,
q|p
[Lq : Kp] log ‖ϕ‖p
= log ‖ϕ‖p
∑
q|p
[Lq : Kp]
= log ‖ϕ‖p[L : K].
1.3. Inégalités de pentes
L’inégalité de pentes, due à J.-B. Bost, est la suivante.
Proposition 1.9. — Soient E et F deux oK-fibrés vectoriels hermitiens et
soit ϕ une application K-linéaire non nulle de EK dans FK . Si ϕ est injective,
alors
µ̂max(E) 6 µ̂max(F ) + h(ϕ).
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Nous aurons besoin d’une « version ﬁltrée » de cette inégalité de pentes,
également due à J.-B. Bost. C’est un corollaire de l’inégalité précédente. C’est à
cette inégalité que l’on fait généralement référence quand on parle de l’inégalité
de pentes.
Proposition 1.10. — Soient E un oK-fibré vectoriel hermitien non nul et
soit (Gk)k∈N une suite de fibrés vectoriels hermitiens sur Spec oK . Soit F un
K-espace vectoriel muni d’une filtration décroissante exhaustive (F kK)k∈N telle
que, pour tout nombre entier naturel k, le quotient F kK/F
k+1
K est isomorphe
à Gk,K . Soit ϕ une application K-linéaire injective de EK dans FK . Pour tout
k ∈ N, soit Ek = ϕ−1(F kK), et E
k
le oK-fibré vectoriel hermitien induit sur Ek
par la structure de oK-fibré vectoriel hermitien de E.
Alors l’application ϕ induit une application K-linéaire injective
ϕk : EkK/E
k+1
K →֒ Gk,K
et
(1.10) d̂eg(E) 6
∑
k∈N
rg(Ek/Ek+1)
(
µ̂max(Gk) + h(ϕ
k)
)
.
1.4. Sections d’un fibré en droites ample
Soit X une variété projective de dimension n déﬁnie sur un corps de
nombres K. Soit X un modèle projectif de X sur Spec(oK), c’est-à-dire un
schéma projectif sur Spec(oK) dont la ﬁbre générique XK est isomorphe à X.
Soit L un ﬁbré en droites hermitien sur X dont la restriction L = LK à X
est ample.
Soit ED := Γ(X ,L ⊗D). C’est un oK-module projectif de type ﬁni. Déﬁnis-
sons des métriques hermitiennes sur ED,σ = ED⊗oK ,σC, pour tout plongement
σ : K →֒ C. Déﬁnissons la norme ‖.‖σ,∞ sur ED,σ par
‖s‖σ,∞ := sup
x∈XK,σ(C)
‖s(x)‖σ.
Suivant H. Chen [Chen, 2009] et É. Gaudron [Gaudron, 2008] (paragraphe 4.2),
considérons la norme de John, notée ‖.‖σ,J , associée à la norme ‖.‖σ,∞. Cette
norme est, parmi les normes euclidiennes plus grandes que ‖.‖σ,∞, celle dont
la boule unité a un volume minimal. On a entre ces normes la comparaison
suivante :
(1.11) ‖.‖σ,∞ 6 ‖.‖σ,J 6
√
rg(ED)‖.‖σ,∞.
Ces normes munissent ED d’une structure de ﬁbré vectoriel hermitien ED sur
Spec oK .
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Lemme 1.11. — Lorsque D tend vers l’infini,
(1.12) rg(ED) ∼ degL(X)Dn.
Il existe un nombre réel C > 0 tel que
(1.13) d̂eg(ED) > −CDn+1.
L’équivalence (1.12) est le théorème de Hilbert-Samuel géométrique (voir
par exemple [Bost, 2001] (4.19)). L’inégalité (1.13) est une version faible du
théorème de Hilbert-Samuel arithmétique. D’après la proposition 4.4 de [Bost,
2001], il existe un nombre réel C0 > 0 tel que ED est engendré par un nombre
ﬁni de sections s dont les normes vériﬁent
‖s‖σ,∞ 6 CD0 .
D’après la partie droite de l’inégalité (1.11), les normes de John de ces sections
vériﬁent donc :
‖s‖σ,J 6
√
rg(ED)C
D
0 .
D’après le lemme 4.1 de [Bost, 2001], la pente maximale de ED vériﬁe par
conséquent
µ̂(ED) > −D logC0 − log
√
rgED
> −C1D,
pour un nombre réel C1 strictement positif, car le rang de ED croît polyno-
mialement d’après (1.12). Ainsi,
d̂eg(ED) = µ̂ED rgED
> −CDn+1,
compte tenu du théorème de Hilbert-Samuel géométrique (1.12).
Soit F un oK-ﬁbré vectoriel hermitien et soit ϕ une application K-linéaire
de E ⊗oK K = E = Γ(X,LD) dans F = F ⊗oK K. Soit hJ(ϕ) la hauteur
de ϕ relativement à ces normes de John, c’est-à-dire hJ(ϕ) =
∑
p
log ‖ϕ‖p +∑
σ:K →֒C log ‖ϕ‖σ,J où
‖ϕ‖σ,J = sup
s∈Eσ\{0}
‖ϕ(s)‖σ.
‖s‖σ,J .
Déﬁnissons également la hauteur h(ϕ) obtenue en remplaçant les normes
hermitiennes sur Eσ par la norme inﬁnie,
h(ϕ) =
∑
p
log ‖ϕ‖p +
∑
σ:K →֒C
log ‖ϕ‖σ,∞,
où ‖ϕ‖σ,∞ = sups∈Eσ\{0} ‖ϕ(s)‖σ.‖s‖σ,∞ .
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D’après la première inégalité de (1.11) de comparaison entre la norme inﬁnie
et la norme de John associée, pour toute place archimédienne σ de K on a
‖ϕ‖σ,J 6 ‖ϕ‖σ,∞, et donc
(1.14) hJ(ϕ) 6 h(ϕ).
CHAPITRE 2
RAPPELS SUR LES FEUILLETAGES
Dans ce chapitre, nous allons considérer des champs de plans involutifs
déﬁnis soit sur une variété analytique M sur C, soit sur une variété algébrique
projective X déﬁnie sur un corps de nombres. Dans le cas analytique, ce sont
des feuilletages. Ce chapitre a pour but de rappeler d’une part des résultats
simples et classiques sur les feuilletages, et d’autre part d’expliquer qu’un
champ de plans involutif sur X déﬁnit un « germe de feuille formelle » sur
le complété formel de X en un point, et montrer des résultats analogues aux
résultats classiques dans ce cadre formel.
En géométrie diﬀérentielle, ou analytique, il existe plusieurs déﬁnitions
équivalentes de ce qu’est un feuilletage. Celle qui s’adapte au cas algébrique
est la déﬁnition comme sous-ﬁbré du ﬁbré tangent.
Soit M une variété analytique de dimension n et soit X une variété algé-
brique projective de dimension n déﬁnie sur un corps de nombres K.
Définition 2.1. — Un champ de d-plans F sur M (respectivement sur un
ouvert U de X), ou un sous-fibré de rang d du fibré tangent TM (respective-
ment TU) est la donnée, pour tout x ∈ M (respectivement, pour tout x ∈ U),
d’un sous-espace vectoriel Fx de dimension d de l’espace tangent TxM (respec-
tivement TxX), vérifiant de plus la condition suivante :
tout point x ∈ M (respectivement, x ∈ U) admet un voisinage V sur lequel
il existe d champs de vecteurs ξ1, . . . , ξd : V → TM (respectivement V → TX)
tels que, pour tout y ∈ U , (ξ1(y), . . . , ξd(y)) forme une base de Fy.
Un champ de vecteurs ξ déﬁni sur un ouvert U deM (respectivement, de X)
est tangent au champ de d-plans F si pour tout x ∈ U , ξ(x) ∈ Fx.
Rappelons que la donnée d’un champ de vecteurs ξ sur M est équivalente
à la donnée d’une dérivation Dξ sur l’espace des fonctions analytiques de M
dans C. Soient ξ et η deux champs de vecteurs sur M . Le crochet de Lie de ξ
et η, noté [ξ, η] est un champ de vecteurs sur M . Il est déﬁni comme le champ
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de vecteurs dont la dérivation associée vériﬁe
D[ξ,η] = Dξ ◦Dη −Dη ◦Dξ.
Définition 2.2. — Un champ F de d-plans sur un ouvert de X ou de M
est involutif si, pour tous champs de vecteurs ξ, η tangents à F , le champ de
vecteurs [ξ, η] est aussi tangent à F .
Définition 2.3. — Soit M une variété analytique. Un sous-fibré F de TM
est (complètement) intégrable s’il existe une sous-variété M ′ de M telle que,
pour tout x ∈M ′, TxM ′ = Fx.
Définition 2.4. — Un feuilletage algébrique de dimension d sur un ouvert U
de X est un champ de d-plans involutif sur U .
Le théorème de Frobenius donne une condition nécessaire et suﬃsante
d’intégrabilité d’un champ de d-plans (voir par exemple [Lee, 2003] page 359,
théorème 4.5 ou l’l’appendice de [Camacho et Lins Neto, 1985]).
Théorème 2.5 (Frobenius). — Soit F un champ de d-plans sur un ouvert
d’une variété analytique. Alors F est complètement intégrable si et seulement
s’il est involutif.
Soit X une variété projective de dimension n déﬁnie sur un corps de
nombres K, et soit P un point lisse de X(K). Soit V un ouvert de X
contenant P , et soit F un champ de d-plans sur V . Supposons le champ F
involutif, suivant la même déﬁnition (2.2) que dans le cas diﬀérentiel, c’est-à-
dire supposons que le crochet de Lie de deux champs de vecteurs tangents à F
est encore tangent à F .
Nous allons déﬁnir dans ce chapitre la feuille formelle de F passant par P ,
sous-schéma formel du complété formel X̂P de X en P .
2.1. Champs de vecteurs et flots
2.1.1. Cas analytique. — Soit ξ un champ de vecteurs analytique sur une
variété analytiqueM . Une courbe analytique γ : J →M déﬁnie sur un domaine
J de C est une courbe intégrale du champ ξ si en tout point le vecteur tangent
à γ est égal à la valeur de ξ en ce point : pour tout t ∈ J,
γ′(t) = ξ(γ(t)).
Soit x un point de M . Une courbe intégrale de ξ d’origine x est une courbe
intégrale de ξ, γ : J →M , telle que 0 ∈ J et γ(0) = x.
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Soit D un ouvert de C ×M . Pour tout x ∈ M , notons Jx l’ensemble des
t ∈ C tels que (t, x) ∈ D. Un flot de ξ de domaine D est une application
analytique ϕ de D dans M telle que, pour tout x ∈M , l’application
ϕx : Jx → X
t 7→ ϕ(t, x)
soit une courbe intégrale de ξ, et pour tout x ∈ M tel que (0, x) ∈ D on ait
ϕ(0, x) = x.
D’après le théorème de Cauchy-Lipschitz, pour tout point x ∈M le champ ξ
admet un ﬂot analytique dont le domaine est un voisinage de (0, x) dansC×M,
et deux ﬂots de ξ déﬁnis au voisinage de (0, x) coïncident sur un voisinage
de (0, x).
Pour tout t on note ξt l’application ξt(P ) = ϕ(t, P ), pour tout P tel
que t ∈ JP .
2.1.2. Flot formel. — Dans le cas formel, on peut aussi déﬁnir un flot
formel, comme expliqué par J.-B. Bost dans [Bost, 2001].
Soit X une variété projective de dimension n déﬁnie sur un corps de
nombres K, et soit F un feuilletage algébrique sur X, déﬁni sur K. Soit P un
point lisse de X(K). Il existe un ouvert U de X, contenant P , et des fonctions
x1, . . . , xn régulières sur U tels que l’application (x1, . . . , xn) : U → AnK soit
étale et envoie P sur 0.
Soit v un champ de vecteurs sur U tangent à F . On déﬁnit un flot formel
associé à v
ϕ : Aˆ1K × X̂P → X̂P .
Le complété formel X̂P s’identiﬁe, en termes des coordonnées locales x1, . . . , xn,
avec le spectre formel de l’anneau de séries formelles K[[x1, . . . , xn]], et le ﬂot
formel ϕ s’identiﬁe avec un élément de K[[t, x1, . . . , xn]]n, et ϕ vériﬁe
∂
∂t
ϕ(t, x) = v(ϕ(t, x)).
Le champ de vecteurs v s’identiﬁe à un élément deK[[x1, . . . , xn]]n. NotonsD la
dérivation déﬁnie par v = (v1, . . . , vn) sur K[[x1, . . . , xn]] par D(xj) = vj , pour
1 6 j 6 n. La dérivation D agit également sur K[[x1, . . . , xn]]n composante
par composante. On déﬁnit le ﬂot formel par
ϕ : Aˆ1K×ˆX̂P −→ X̂P
(t, x1, . . . , xn) 7→
∞∑
i=0
ti
i!
Di(x1, . . . , xn).(2.1)
Pour tout t ∈ Aˆ1K,0, on pose vt l’application de X̂P dans lui-même donnée
par vt = ϕ(t, .).
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2.1.3. Action de flots commutatifs. — On dit que deux champs de
vecteurs commutent si leur crochet de Lie est nul. Si deux champs de vecteurs
commutent, leurs ﬂots commutent également, au sens suivant.
Proposition 2.6. — Soit M une variété différentielle. Soient K un corps de
nombres et X une variété algébrique projective définie sur K. Soient P ∈ X(K)
et U un voisinage ouvert de P dans X.
Soient ξ, η deux champs de vecteurs sur U ou sur M qui commutent. Alors
ξt ◦ ηs = ηs ◦ ξt.
Démonstration. — Dans le cas formel, cela découle du fait que, si Dξ et Dη
sont les dérivations associées à ξ et η, alors 0 = D[ξ,η] = Dξ ◦Dη − Dη ◦Dξ.
Par conséquent, Dξ et Dη commutent, et les ﬂots déﬁnis par la relation (2.1)
aussi.
Pour une démonstration dans le cas analytique, voir par exemple [Lee, 2003]
ou [Camacho et Lins Neto, 1985].
Soient v1, . . . , vd des champs de vecteurs sur M , ou sur un ouvert de X
contenant P ∈ X(K), qui commutent deux à deux. On peut alors déﬁnir le
ﬂot global (dans les cas classique et formel) en composant les ﬂots associés aux
champs de vecteurs v1, . . . , vd :
ϕ(t1, . . . , td, x) 7→ v1t1 ◦ · · · ◦ vdtd(x).
C’est une action de Cd sur M si le ﬂot est déﬁni globalement, ou une action
formelle de AˆdK,0 sur X̂P , car elle vériﬁe
ϕ(0, x) = x,
et ϕ(t+ s, x) = ϕ(t, ϕ(s, x)).
2.2. Champ de plans involutif
Soient M une variété analytique, et X une variété projective sur un corps
de nombres K.
Proposition 2.7. — Soit F un feuilletage de dimension d sur M (respecti-
vement, sur X) et soit P un point de M (respectivement, un point de X(K)).
Alors il existe un ouvert U de M (respectivement, de X) contenant P , et un
repère de F sur U formé de champs de vecteurs qui commutent.
Démonstration. — La démonstration de ce résultat dans le cas analytique
est classique (voir par exemple l’appendice de [Camacho et Lins Neto, 1985],
ou [Lee, 2003]). La même idée marche également dans le cas formel.
Soit F un champ de k-plans involutif de dimension d sur X. Il existe un
ouvert V de X contenant P et ξ1, . . . , ξd un repère de F sur V , c’est-à-dire
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des champs de vecteurs tels que, pour tout x ∈ V, ξ1(x), . . . , ξd(x) engendrent
l’espace vectoriel F (x) ⊂ TxV. Quitte à restreindre V , on peut supposer que
c’est un domaine de carte x = (x1, . . . , xn) : V → Rn. Pour 1 6 j 6 n,
ξj =
n∑
i=1
aij
∂
∂xi
,
où ai,j ∈ O(U). Notons A la matrice [aij ]16i6n
16j6d
. Pour tout x ∈ V , la matrice
A(x) est de rang d, car ses colonnes ξ1(x), . . . , ξd(x) sont linéairement indépen-
dantes. Il existe donc une sous-matrice de taille d×d B(P ) de A(P ) inversible.
Quitte à changer l’ordre des coordonnées locales xj , on peut supposer que
B(P ) = [aij(P )]16i,j6d. Le déterminant de B(P ) est non nul, et l’application
x 7→ det(B(x)) est régulière sur V , donc il existe un voisinage U de P dans V
sur lequel det(B) est inversible. Notons cij les coeﬃcients de la matrice B−1,
et soit
vj =
d∑
i=1
cijξ
i,
pour 1 6 j 6 d. Alors vj =
∑d
i=1 dij
∂
∂xi
, où les dij , 1 6 i 6 n, 1 6 j 6 d sont
les coeﬃcients de la matrice AB−1. On a donc, pour tout 1 6 j 6 d,
(2.2) vj =
∂
∂xj
+
n∑
i=d+1
dij
∂
∂xi
,
Montrons que les champs de vecteurs vj commutent. Soient i, j ∈ {1, . . . , d},
i 6= j. Le crochet de Lie de vi et vj vaut, d’après l’égalité (2.2),
[vi, vj ] = [
∂
∂xi
,
∂
∂xj
] +
n∑
k=d+1
[
∂
∂xi
, dki
∂
∂xk
] +
n∑
k=d+1
[dkj
∂
∂xk
,
∂
∂xj
]
+
n∑
k,l=d+1
[dki
∂
∂xk
, dlj
∂
∂xl
]
= 0 +
n∑
k=d+1
eijk
∂
∂xk
.(2.3)
Comme F est involutif, il existe f ij1 , . . . , f
ij
d telles que
n∑
k=d+1
eijk
∂
∂xk
=
d∑
l=1
f ijl v
l.
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D’après l’égalité (2.2),
n∑
k=d+1
eijk
∂
∂xk
=
d∑
l=1
f ijl
∂
∂xl
+
d∑
l=1
n∑
l′=d+1
f ijl dl′l
∂
∂xl′
,
d’où f ij1 = · · · = f ijd = 0, et donc [vi, vj ] = 0.
Remarque. — C’est le début de la démonstration du théorème de Frobenius
« formel » (l’implication si le champ est involutif, alors il est complètement
intégrable).
2.3. Paramétrage des feuilles formelles
Nous pouvons maintenant déﬁnir la feuille formelle d’un feuilletage sur X
passant en un point, et en donner un paramétrage à l’aide du ﬂot formel déﬁni
au paragraphe précédent, en suivant toujours l’idée de Bost dans [Bost, 2001].
Soit F un champ de d-plans involutif déﬁni sur un ouvert U de X. Quitte
à restreindre U , le champ F admet donc un repère constitué de d champs
de vecteurs v1, . . . , vd qui commutent, d’après la proposition 2.7. Pour tout
i ∈ {1, . . . , d}, soit Di = Dvi la dérivation associée au champ de vecteur vi.
Les ﬂots formels associés aux champs de vecteurs v1, . . . , vd commutent donc,
et l’on peut déﬁnir le ﬂot formel (voir le paragraphe 2.1.3)
ψ : AˆdK,0 × X̂P −→ X̂P
(t1, . . . , td, x1, . . . , xn) 7→
∑
I∈Nd
tI
I!
DI(x1, . . . , xn),(2.4)
où, pour I = (i1, . . . , id) un d-uplet de nombres entiers naturels, tI = t
i1
1 . . . t
id
d ,
I! = i1! . . . id! et DI désigne la dérivation D
i1
1 . . . D
id
d .
La feuille formelle V̂ de F passant par P ou germe de feuille formelle de F
en P est le sous-schéma formel de X̂P image de ψ restreint à AˆdK,0 × {P}.
En termes de coordonnées locales, V̂ est paramétré par les n séries formelles
ψ(t1, . . . , td, 0, . . . , 0) ∈ K[[t1, . . . , td]]n.
Déﬁnissons f : AˆnK,0 → X̂P , donné, en termes des coordonnées locales
x1, . . . , xn sur X̂P , par l’élément de K[[t1, . . . , tn]]n :
(2.5) f(t1, . . . , tn) = ψ(t1, . . . , td, 0, . . . , 0) + (0, . . . , 0, td+1, . . . , tn).
On a alors
(2.6) f−1V̂ = AˆdK,0 × {0}n−d.
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2.4. p-courbures
Remarquons que si D est une dérivation sur un anneau commutatif A de
caractéristique p, d’après la formule de Leibniz sa composée p-ième Dp est
encore une dérivation sur A.
Rappelons les notations des paragraphes précédents. Soit X une variété
projective de dimension n déﬁnie sur un corps de nombres K et soit F un
feuilletage algébrique sur un ouvert lisse U de X, déﬁni sur K. Soit N un
nombre entier naturel non nul tel qu’il existe un modèle lisse U de U
sur oK [1/N ] et un sous-ﬁbré involutif F de TU de ﬁbre générique F . Soit p un
idéal maximal de oK [1/N ], notons Fp son corps résiduel et p la caractéristique
de Fp. On dira que F est à p-courbure nulle si le sous-ﬁbré F⊗Fp de T (U ⊗Fp)
est stable par puissance p-ième.
Pour presque tout p, cette notion ne dépend pas des choix de U et de F
que l’on a faits. Par abus, on dira alors que F est à p-courbure nulle.

CHAPITRE 3
SOUS-SCHÉMAS FORMELS α-ANALYTIQUES
ET α-ARITHMÉTIQUES
Le premier paragraphe de ce chapitre déﬁnit et détaille la
condition d’α-analyticité d’un sous-schéma formel, qui est une condition por-
tant sur les coeﬃcients des séries formelles paramétrant le sous-schéma formel.
On déﬁnit ensuite les morphismes d’évaluation le long d’un sous-schéma for-
mel. C’est à ces applications linéaires que l’on appliquera l’inégalité de pentes.
Nous présentons ensuite la condition α-arithmétique, qui est impliquée par la
condition α-analytique. C’est une majoration de la partie ﬁnie de la hauteur
du morphisme d’évaluation le long du sous-schéma formel, hypothèse qui ap-
paraîtra directement dans l’inégalité de pentes.
3.1. Sous-schémas formels α-analytiques
Cette notion de sous-schéma formel α-analytique est due à Gasbarri, c’est
celle de LG-germe de type α dans son article [Gasbarri, 2010]. Nous donnons
ici des détails sur cette condition.
3.1.1. Définitions. — Soit K un corps de nombres. D’après le lemme ci-
dessous, le groupe des automorphismes Aut(AˆnK,0) du complété formel de
AnK en 0 s’identiﬁe avec les n-uplets de séries formelles en n variables f =
(f1, . . . , fn), fi ∈ K[[X1, . . . , Xn]], tels que f(0) = 0 et
Df(0) =
[
∂fi
∂xj
(0)
]
16i,j6n
∈ GLn(K).
Lemme 3.1. — Soit A un anneau commutatif unitaire. Un n-uplet de séries
formelles f = (f1, . . . , fn) en n variables à coefficients dans A est inversible
pour la composition si et seulement si f(0, . . . , 0) = (0, . . . , 0) et Df(0) ∈
GLn(A).
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Démonstration. — Notons m l’idéal (X1, . . . , Xn) de A[[X1, . . . , Xn]]. Soit
f = (f1, . . . , fn) avec, pour i ∈ {1, . . . , n}, fi ∈ A[[X1, . . . , Xn]], telle que
f(0) = 0 et Df(0) ∈ GLn(A). Construisons une suite (gk) de n-uplets de
polynômes gk ∈ A[X1, . . . , Xn]n dont les n composantes sont de degré au plus
k en chacune des variables, et
gk+1 = gk mod m
k+1,
f(gk) = (X1, . . . , Xn) mod m
k+1.
Ces conditions entraînent la convergence de la suite (gk) vers un élément g de
A[[X1, . . . , Xn]]
n vériﬁant f(g(X1, . . . , Xn)) = (X1, . . . , Xn).
Posons g0 = 0, et g1 = Df(0)−1(X1, . . . , Xn). Soit k ∈ N, supposons les
termes de la suite construits jusqu’au rang k. On cherche gk+1 de la forme
gk+1 = gk + (λ1, . . . , λn),
où λi ∈ A[X1, . . . , Xn] sont des polynômes homogènes de degré k + 1. Alors,
d’après la formule de Taylor à l’ordre 1,
f(gk+1) = f(gk) +Df(0)(λ1, . . . , λn) mod m
k+2
= (X1, . . . , Xn) + (a1, . . . , an) +Df(0)(λ1, . . . , λn) mod m
k+2,
où a1, . . . , an sont des polynômes homogènes de degré k + 1.
En choisissant (λ1, . . . , λn) = −Df(0)−1(a1, . . . , an), on a bien
f(gk+1(X1, . . . , Xn)) = (X1, . . . , Xn) mod m.
De même, l’automorphisme g admet un inverse à droite, qui est donc égal à
son inverse à gauche, f .
Définition 3.2. — Nous notons Gan le sous-groupe de Aut(AˆnK,0) formé des
automorphismes formels f = (f1, . . . , fn) ∈ Aut(AˆnK,0) tels que, pour tout
i ∈ {1, . . . , n}, les séries fi ont un rayon de convergence strictement positif en
toute place de K.
Définition 3.3. — Pour tout a > 0, nous notons Gan,a le sous-ensemble des
automorphismes formels f = (f1, . . . , fn) ∈ Aut(AˆnK,0), fi =
∑
I fi,IX
I , tels
qu’il existe un ensemble fini S de places de K contenant toutes les places
archimédiennes et une famille de nombres réels positifs (Cp)p/∈S tels que∏
p/∈S
Cp <∞,
et, pour tout p /∈ S,
‖fi,I‖p 6
C
|I|
p
‖I!‖ap
.
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Soit X une variété algébrique projective de dimension n déﬁnie sur un corps
de nombres K et P un point lisse de X(K). Soit V̂ un sous-schéma formel lisse
de dimension d du complété formel X̂P de X en P .
Théorème 3.4. — À un tel triplet (X, V̂ , P ) on peut associer de manière
unique un nombre α(X, V̂ , P ) dans R+ ∪ {∞} tel que :
1. Si (X, V̂ , P ) = (AnK , V̂ , (0, . . . , 0)), α(X, V̂ , P ) est la borne inférieure
dans R+∪{+∞} des a ∈ R+ tels qu’il existe f ∈ Gan,a tel que f∗V̂ = Ad.
(Si l’ensemble des tels a est vide, on pose α(X, V̂ , P ) =∞)
2. Si X → X ′ est une immersion fermée, alors α(X, V̂ , P ) = α(X ′, V̂ , P ).
3. S’il existe un triplet (X ′, V̂ ′, P ′) et un morphisme X → X ′ étale en
P , envoyant P sur P ′ et induisant un isomorphisme V̂ ≃ V̂ ′, alors
α(X, V̂ , P ) = α(X ′, V̂ ′, P ′).
Démonstration. — Vériﬁons que les prescriptions (1),(2) et (3) déterminent
α(X, V̂ , P ) pour tout triplet (X, V̂ , P ). En eﬀet, soient (X, V̂ , P ) un triplet, U
un ouvert de X contenant P , et f : U → AnK un morphisme étale envoyant P
sur 0. Alors, d’après le point 3., α(U, V̂ , P ) = α(AnK , f∗V̂ , 0) qui est bien déﬁni
par la condition 1. Comme l’inclusion (U,P ) →֒ (X,P ) est étale, on a aussi
α(X, V̂ , P ) = α(U, V̂ , P ) d’après le point 3.
Soit f : U → AnK étale en P . Montrons que α(AnK , f∗V̂ , 0) ne dépend pas
du choix d’un tel f . Il existe un modèle U de U , de type ﬁni sur Spec oK [ 1N ],
et un morphisme étale φ : U → An
oK [
1
N
]
dont la restriction à la ﬁbre générique
est f et tel que le point rationnel P s’étend en une section P du morphisme
U → Spec oK [ 1N ].
U U
Spec oK [
1
N ] SpecK
P
Ce morphisme étale induit un isomorphisme de schémas formels φˆ : UˆP →
Aˆn
oK [
1
N
],0
(voir par exemple [Liu, 2002], 4.3.2. prop 3.26).
Si f et g sont deux morphismes de U dans AnK étales en P , on peut choisir
φ et γ comme ci-dessus, déﬁnis sur le même modèle U . Alors γˆ ◦ φˆ−1 ∈
oK [
1
N ][[X1, . . . , Xn]]
n, en inversant formellement φ à l’aide du lemme 3.1.
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U AnK
AnK
f
g
UˆP Aˆ
n
oK [
1
N
],0
Aˆn
oK [
1
N
],0
φˆ
γˆ
γˆ ◦ φˆ−1
Pour tout idéal premier p de oK qui ne contient aucun facteur premier de N ,
la norme p-adique des coeﬃcients de gˆ ◦ fˆ−1 est inférieure ou égale à 1, et donc
α(AnK , f∗V̂ , 0)=α(A
n
K , g∗V̂ , 0).
Définition 3.5. — Soit un triplet (X, V̂ , P ) comme précédemment, et soit α
un nombre réel positif. On dira que le sous-schéma formel V̂ est α-analytique
si α > α(X, V̂ , P ).
3.1.2. Cas d’un feuilletage algébrique. —
Lemme 3.6. — Soit X une variété projective sur un corps de nombres K,
soit P un point K-rationnel lisse de X. Soit F un feuilletage algébrique sur un
ouvert de X contenant P et soit V̂ le germe de feuille formelle défini par F
au voisinage de P .
Alors V̂ est 1-analytique.
Démonstration. — Rappelons les notations du paragraphe 2.3 sur les feuilles
formelles d’un feuilletage algébrique et leur paramétrage. Il existe un ouvert U
de X contenant P et des fonctions x1, . . . , xn régulières sur U tels que l’appli-
cation (x1, . . . , xn) : U → AnK soit étale et envoie P sur 0. On identiﬁe X̂P avec
AˆnK,0 = SpfK[[x1, . . . , xn]] via les « coordonnées locales » xˆj . Soit (v
1, . . . , vd)
une base de F sur un voisinage ouvert V de P formée de champs de vecteurs
vj ∈ oK [[x1, . . . , xn]]n qui commutent deux à deux (une telle base existe d’après
la proposition 2.7). Pour j ∈ {1, . . . , d}, soitDj la dérivation surK[[x1, . . . , xn]]
associée à vj , et pour tout multi-indice I = (i1, . . . id) ∈ Nd, notons DI l’opé-
rateur diﬀérentiel Di11 . . . D
id
d et I! =
∏d
j=1 ij !.
La feuille formelle V̂ de F passant par le point P est paramétrée par
ψ : AˆdK,0 × X̂P −→ X̂P déﬁni par
(2.4) ψ(t1, . . . , td, 0, . . . , 0) =
∑
I∈Nd
tI
I!
DI(x1, . . . , xn)(P ),
où tI =
∏d
j=1 t
ij
j .
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Soit f le morphisme f : AˆnK,0 → X̂P donné, en termes des coordonnées
locales x1, . . . , xn sur X̂P , par
(2.5) f(t1, . . . , tn) = ψ(t1, . . . , td, 0, . . . , 0) + (0, . . . , 0, td+1, . . . , tn).
Il vériﬁe f−1V̂ = AˆdK,0×{0}n−d. Pour montrer que le sous-schéma formel V̂ est
1-analytique, il suﬃt de prouver que f ∈ Gan,1. Pour cela, il suﬃt de majorer
les coeﬃcients du paramétrage ψ(t1, . . . , td, 0, . . . , 0).
Pour tout I ∈ Nd,
DI : oK [[x1, . . . , xn]]→ oK [[x1, . . . , xn]].
On a donc
(3.1)
∣∣∣∣ 1I!DI(x1, . . . , xn)(P )
∣∣∣∣
p
= |I!|−1p |DI(x1, . . . , xn)(P )|p 6 |I!|−1p ,
ce qui démontre que V̂ est 1-analytique.
Remarque. — Cette majoration vériﬁée par les coeﬃcients d’un paramétrage
de V̂ est meilleure que l’hypothèse 1-analytique. En eﬀet, pour presque toute
place p ces coeﬃcients sont inférieurs à Cp|I!|p avec Cp = 1.
Lemme 3.7. — Soit X une variété projective sur un corps de nombres K,
soit P un point K-rationnel lisse de X. Soit F un feuilletage algébrique sur
un ouvert de X contenant P et soit V̂ le germe de feuille formelle défini par
F au voisinage de P . Supposons que presque toutes les p-courbures de F sont
nulles (c’est-à-dire toutes sauf un nombre fini).
Alors V̂ est 0-analytique.
Démonstration. — Soit p un idéal maximal de oK , et p le nombre premier tel
que (p) = p∩Z. Notons f le degré résiduel, degré de l’extension de corps oK/p
sur Fp de sorte que oK/p = Fpf . Soit op le complété de oK pour la valeur
absolue p-adique. Soit ̟ une uniformisante de op, (p) = (̟)e où e est l’indice
de ramiﬁcation absolu.
Soit I = (i1, . . . , id) ∈ Nd. La dérivation DI = Di11 . . . Didd agit sur
op[[x1, . . . , xn]]
n. Si de plus la p-courbure est nulle (voir le paragraphe 2.4), Dpi
applique op[[x1, . . . , xn]]n dans ̟op[[x1, . . . , xn]]n. Soit g ∈ op[[x1, . . . , xn]]n.
Pour 1 6 j 6 d, écrivons ij = qjp + rj la division euclidienne de ij par p et
posons q =
∑d
j=1 qj . Alors
DI(g) = Dq1p+r11 . . . D
qdp+rd
d (g)
= (Dp1)
q1Dr11 . . . (D
p
d)
qd(Drdd (g)),
donc DI(g) ∈ ̟qop[[x1, . . . , xn]]n.
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Le germe de feuille formelle déﬁni par le feuilletage au voisinage de P (voir
paragraphe 2.3) est paramétré par
ψ(t1, . . . , td, x1(P ), . . . , xn(P )) =
∑
I∈Nd
tI
I!
DIX(P ),
où X = (x1, . . . , xn).
Majorons les coeﬃcients du paramétrage ψ,∣∣∣∣ 1I!DIX(0)
∣∣∣∣
p
6 |I!|−1p |̟|qp
6 p[Kp:Qp]vp(i1!...id!)p−
[Kp:Qp]
e
q
6 p
[Kp:Qp]
(∑d
j=1 vp(ij !)−
1
e
⌊
ij
p
⌋
)
.(3.2)
Rappelons la normalisation choisie pour la valeur absolue p-adique. Soit ̟
une uniformisante en p, on a :
|p|p = N(p)−e = p−[Kp:Qp],
|̟|p = N(p)−1 = p−f = p−
[Kp:Qp]
e .
Lemme 3.8. — Soit a un nombre entier naturel. Alors
vp(a!)−
⌊
a
p
⌋
6
a
p(p− 1) .
Démonstration. — La valuation p-adique de a! est vp(a!) =
∑∞
k=1
⌊
a
pk
⌋
, où ⌊·⌋
désigne la partie entière inférieure.
Ainsi,
vp(a!)−
⌊
a
p
⌋
=
∞∑
k=2
⌊
a
pk
⌋
6
∞∑
k=2
a
pk
6
a
p(p− 1) .
Si e = 1, d’après la majoration donnée par le lemme ci-dessus et l’inéga-
lité (3.2), on a la majoration suivante,∣∣∣∣ 1I!DIX(0)
∣∣∣∣
p
6 p
[Kp:Qp]
∑d
j=1
ij
p(p−1) 6 p
[Kp:Qp]
|I|
p(p−1) = |p|−
|I|
p(p−1)
p .(3.3)
Soit S l’ensemble ﬁni des idéaux p ramiﬁés. Pour tout p /∈ S, l’indice de
ramiﬁcation e vaut 1, et l’inégalité (3.3) est valable. Posons, pour p /∈ S,
Cp = p
[Kp:Qp]
p(p−1) .
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Alors la somme ∑
p/∈S
logCp =
∑ log p
p(p− 1) [Kp : Qp]
converge, et ∣∣∣∣ 1I!DIX(0)
∣∣∣∣
p
6 C
|I|
p ,
donc V̂ est 0-analytique.
3.2. Morphismes d’évaluation
Soit X une variété projective sur K, de dimension d > 1. Soit P ∈ X(K) et
soit V̂ un sous-schéma formel lisse (de dimension d) du complété formel X̂P de
X en P . Pour tout nombre entier naturel k, notons (V )k le k-ième voisinage
inﬁnitésimal de P dans V̂ . On a ainsi
{P} = (V )0,
(V )k ⊂ (V )k+1,
V̂ = lim
→
k
(V )k.
Soit L un ﬁbré en droites ample sur X. Déﬁnissons les K-espaces vectoriels
et applications K-linéaires suivants, pour tous entiers naturel D, k :
ED = Γ(X,L
⊗D),
ηD : ED → Γ(V̂ , LD)
s 7→ s
|V̂
,
ηkD : ED → Γ((V )k, LD)
s 7→ s|(V )k .
Si le sous-schéma formel V̂ est dense dans X, l’application ηD est injective.
Les espaces vectoriels
EkD = ker η
k−1
D = {s ∈ Γ(X,L⊗D) |s|(V )k−1 = 0}
déﬁnissent une ﬁltration de l’espace vectoriel ED.
Le noyau de l’application de restriction de Γ((V )k, LD) à Γ((V )k−1, LD) est
isomorphe à Symk
(
Ω1
Vˆ
)
⊗LDP (voir [Viada, 2001], paragraphe 4.2.5 ou [Viada,
2005], paragraphe 2.2). L’application ηkD restreinte à E
k
D induit donc une
application linéaire
(3.4) ϕkD : E
k
D −→ Symk
(
Ω1
Vˆ
)
⊗ LDP ,
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qui envoie une section de LD s’annulant à l’ordre k en les P le long des V̂ sur
le (k + 1)-ième « coeﬃcient de Taylor » de sa restriction à V̂ . Par déﬁnition,
le noyau de ϕkD est égal à E
k+1
D .
3.3. Structures entières, structures hermitiennes
Soit X un modèle projectif de X sur Spec(oK), c’est-à-dire un schéma
projectif sur Spec(oK) dont la ﬁbre générique XK est isomorphe à X. Le point
rationnel P s’étend en une section P du morphisme π : X → Spec oK . Soit
L un ﬁbré en droites hermitien sur X dont la restriction L = LK à X est
ample.
Soit ED := Γ(X ,L ⊗D). C’est un oK-module projectif de type ﬁni. Notons
tˇP V̂ l’image de P∗Ω1X /oK par l’application
P
∗Ω1
X /oK
→
(
P
∗Ω1
X /oK
)
K
≃ Ω1X/K,P → (TP V̂ )∨.
La restriction à K du oK-module projectif de type ﬁni tˇP V̂ est isomorphe
à TP V̂ ∨. Muni des métriques duales des métriques ‖.‖σ sur les C-espaces
vectoriels TP V̂ ⊗oK ,σ C, tˇP V̂ déﬁnit un ﬁbré vectoriel hermitien tˇP V̂ sur
Spec oK . Ses puissances symétriques héritent naturellement d’une structure de
oK-ﬁbré vectoriel hermitien ; pour tout nombre entier naturel k, nous notons
‖·‖σ,Sym,k la norme sur Symk(TP V̂ )∨ associée à un plongement σ de K dans C.
Comme expliqué au paragraphe 1.4, on munit ED d’une structure de
ﬁbré vectoriel hermitien ED sur Spec oK en munissant, pour tout plongement
σ : K → C, le C-espace vectoriel ED,σ = ED ⊗oK ,σ C de la norme de John
‖ · ‖σ,J associée à la norme-inﬁni.
Déﬁnissons également la hauteur h(ϕkD) obtenue en remplaçant les normes
hermitiennes sur ED,σ par la norme inﬁnie,
h(ϕkD) =
∑
p
log ‖ϕkD‖p +
∑
σ:K →֒C
log ‖ϕkD‖σ,∞,
où ‖ϕkD‖σ,∞ = sups∈EkD,σ\{0}
‖ϕkD(s)‖σ Sym,k
‖s‖σ,∞
.
D’après (1.11), on a
(3.5) hJ(ϕkD) 6 h(ϕ
k
D).
3.4. Sous-schémas formels α-arithmétiques
Soit X une variété projective déﬁnie sur un corps de nombres K, soit P un
point K-rationnel de X et soit V̂ un sous-schéma formel lisse de X̂P . Soit L
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un ﬁbré en droites ample sur X. Pour tout couple de nombres entiers naturels
(k,D), notons ϕk
D,V̂
le morphisme d’évaluation associé
ϕk
D,V̂
: Ek
D,V̂
→ Symk
(
Ω1
V̂
)
⊗ LD|P ,
où Ek
D,V̂
= {s ∈ H0(X,LD) | s|(V )k−1 = 0}.
Définition 3.9. — Soient α un nombre réel positif et S un ensemble fini de
places de K (finies ou archimédiennes). Un sous-schéma formel lisse V̂ est
(S, α)-arithmétique si pour tout α > α, il existe C > 0 et une famille de
nombre réels positifs (Cv)v∈ΣK tels que, pour tous nombres entiers naturels D
et k, le morphisme d’évaluation ϕk
D,V̂
vérifie
(3.6)
1
[K : Q]
∑
v∈ΣK\S
hv(ϕ
k
D,V̂
) 6 αk log k + C(k +D),
et, pour toute place v de K,
hv(ϕ
k
D,V̂
) 6 Cv(k +D).
Définition 3.10. — Soit α un nombre réel positif. Un sous-schéma formel
lisse V̂ est α-arithmétique s’il est (S, α)-arithmétique pour tout ensemble fini
S de places de K.
Lemme 3.11. — Soit X une variété projective sur un corps de nombres K,
soit P un point K-rationnel de X et soit V̂ un sous-schéma formel lisse de X̂P .
Soit K ′ une extension finie de K et soit α un nombre réel positif.
Alors le sous-schéma formel V̂ est α-arithmétique si et seulement si V̂ ⊗KK ′
est α-arithmétique.
Démonstration. — Notons ϕkD les morphismes d’évaluation le long de V̂ . Alors
les morphismes d’évaluation le long de V̂ ⊗K K ′ sont les ϕkD ⊗K K ′. Notons
π : Spec oK′ → Spec oK . Soit q un idéal maximal de oK′ et p = π(q) l’idéal
maximal de oK sous q. Alors, d’après (1.9)
(3.7) hq(ϕkD ⊗K K ′) = [K ′q : Kp]hp(ϕkD).
Soit α > α. Supposons que le sous-schéma formel V̂ soit α-arithmétique.
Soit S′ un ensemble ﬁni de places de K ′. On a∑
v∈ΣK′\S
′
hv(ϕ
k
D ⊗K K ′) =
∑
q∈Specm oK′\S
′
hq(ϕ
k
D ⊗K K ′) +
∑
σ:K′ →֒C
σ/∈S′
hσ(ϕ
k
D ⊗K K ′)
=
∑
q∈Specm oK′\S
′
hq(ϕ
k
D ⊗K K ′) +
∑
σ:K′ →֒C
σ/∈S′
hσ|K (ϕ
k
D).
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Comme V̂ est α-arithmétique, pour toute place v de K il existe Cv > 0 tel que
(3.8) hv(ϕkD) 6 Cv(k +D).
La deuxième somme de l’égalité ci-dessus étant une somme ﬁnie, il existe donc
C1 > 0 tel que
(3.9)
∑
v∈ΣK′\S
′
hv(ϕ
k
D ⊗K K ′) 6
∑
q∈Specm oK′\S
′
hq(ϕ
k
D ⊗K K ′) + C1(k +D).
D’autre part, la somme sur les places ﬁnies peut être majorée de la manière
suivante. Tout d’abord, on a∑
q∈Specm oK′\S
′
hq(ϕ
k
D ⊗K K ′) =
∑
p∈Specm oK ,
p/∈π(S′)
∑
q∈Specm oK ,
π(q)=p
hq(ϕ
k
D ⊗K ′)
+
∑
p∈Specm oK
p∈π(S′)
∑
π(q)=p,
q/∈S′
hq(ϕ
k
D ⊗K K ′)
=
∑
p∈Specm oK ,
p/∈π(S′)
∑
q∈Specm oK ,
π(q)=p
hp(ϕ
k
D)[K
′
q : Kp]
+
∑
p∈Specm oK ,
p∈π(S′)
∑
π(q)=p,
q/∈S′
hp(ϕ
k
D)[K
′
q : Kp],
d’après (3.7). La deuxième somme est une somme ﬁnie, donc d’après (3.8), il
existe un nombre réel C2 > 0 tel que∑
π(q)=p,
q/∈S′
hp(ϕ
k
D)[K
′
q : Kp] 6 C2(k +D).
On a alors∑
q∈Specm oK′\S
′
hq(ϕ
k
D ⊗K K ′) 6
∑
p∈Specm oK ,
p/∈π(S′)
∑
q∈Specm oK ,
π(q)=p
hp(ϕ
k
D)[K
′
q : Kp]
+ C2(k +D)
6 [K ′ : K]
∑
p∈Specm oK ,
p/∈π(S′)
hp(ϕ
k
D) + C2(k +D)
6 C3(k +D) + [K
′ : K][K : Q]αk log k
6 C3(k +D) + [K
′ : Q]αk log k,
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puisque le sous-schéma formel V̂ est α-arithmétique. D’après (3.9), en posant
C4 = C1 + C3 on a donc, pour tous nombres entiers k > 0 et D > 1,∑
v∈ΣK′\S
′
hv(ϕ
k
D ⊗K K ′) 6 C4(k +D) + α[K ′ : Q]k log k,
ce qui démontre que V̂ ⊗K K ′ est α-arithmétique.
Supposons maintenant que V̂ ⊗KK ′ est α-arithmétique. Soit S un ensemble
ﬁni de places de K. On a∑
v∈ΣK\S
hv(ϕ
k
D) =
∑
p∈Specm oK\S
hp(ϕ
k
D) +
∑
σ:K →֒C,
σ /∈S
hσ(ϕ
k
D)
=
∑
p∈Specm oK\S
hp(ϕ
k
D) +
∑
σ:K →֒C,
σ /∈S
hσ˜(ϕ
k
D ⊗K K ′),(3.10)
où pour tout plongement σ de K dans C, σ˜ désigne un plongement de K ′
dans C prolongeant σ. Comme le sous-schéma formel V̂ ⊗K K ′ est α-arithmé-
tique, il existe un nombre réel C5 > 0 tel que
(3.11)
∑
σ:K →֒C,
σ /∈S
hσ˜(ϕ
k
D ⊗K K ′) 6 C5(k +D).
Dans l’égalité (3.10), la somme sur les places ﬁnies vériﬁe d’après le lemme 1.8 :∑
p∈Specm oK\S
hp(ϕ
k
D) =
∑
p∈Specm oK\S
1
[K ′ : K]
∑
q∈Specm oK′
q|p
hq(ϕ
k
D ⊗K K ′)
=
1
[K ′ : K]
∑
q∈Specm oK′ ,
q/∈π−1(S)
hq(ϕ
k
D ⊗K K ′)
6
[K ′ : Q]
[K ′ : K]
αk log k + C6(k +D),
car V̂ ⊗K K ′ est α-arithmétique. Ainsi, d’après (3.10) et (3.11),∑
v∈ΣK\S
hv(ϕ
k
D) 6 α[K : Q]k log k + (C5 + C6)(k +D).
Par conséquent, le sous-schéma formel V̂ est α-arithmétique.
Le morphisme d’évaluation déﬁni au paragraphe 3.2 et que l’on a noté ϕkD
dépend d’un choix du ﬁbré en droites L sur X, d’un modèle entier de X et L
sur oK .
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Les propositions suivantes entraînent que le fait, pour un sous-schéma
formel, de vériﬁer la déﬁnition 3.10 ne dépend pas de ces choix. Les arguments
sont inspirés de l’article [Bost et Chambert-Loir, 2009], proposition 4.7.
L’indépendance du choix des modèles se démontre exactement comme dans
la partie a) de cette proposition ; un changement de modèle ne modiﬁe le
membre de gauche que par un facteur majoré par C(k+D). Traitons mainte-
nant l’indépendance en le ﬁbré en droites. Indiquons en indice par rapport à
quel ﬁbré en droites le morphisme d’évaluation est déﬁni : notons ainsi, pour
tous nombres entiers naturels k,D, ED,L = Γ(X,L⊗D) et ϕkD,L le morphisme
d’évaluation EkD → Symk(Ω1V̂P )⊗ L
⊗D
|P .
Proposition 3.12. — 1. Soit b un nombre entier naturel non nul, et soit L
un fibré ample sur X. Si ϕkD,L vérifie l’inégalité (3.6), alors ϕ
k
D,L⊗b
aussi.
2. Soient L et M deux fibrés en droites sur X. Supposons qu’il existe une
section σ ∈ Γ(X,M⊗L−1) qui ne s’annule pas en P. Alors il existe C > 0
tel que ‖ϕkD,L‖p 6 ‖ϕkD,M‖pCD.
Démonstration. — 1. Le morphisme d’évaluation déﬁni par rapport au ﬁbré
L⊗b,
ϕkD,L⊗b : E
k
D,Lb → Symk(Ω1V̂P )⊗ L
⊗Db
|P ,
coïncide avec ϕkbD. Leurs normes sont donc égales, ‖ϕkD,Lb‖p = ‖ϕkbD,L‖p.
Si ϕkD,L vériﬁe
(3.12)
1
[K : Q]
∑
p
log ‖ϕkD‖p 6 αk log k + C(k +D),
alors, quitte à remplacer C par bC, ϕk
D,L⊗b
vériﬁe la même inégalité.
2. Soit s ∈ EkD,L une section s’annulant à l’ordre au moins k le long de V̂ .
Alors s⊗ σD ∈ EkD,M . De plus,
ϕkD,M (s⊗ σD) = ϕkD,L(s)⊗ σ(P )D.
Ainsi,
‖ϕkD,L(s)‖ = ‖ϕkD,M (s⊗ σD)‖ · ‖σ(P )‖−D
6 ‖ϕkD,M‖ · ‖s⊗ σD‖ · ‖σ(P )‖−D
6 ‖ϕkD,M‖ · ‖s‖
(‖σ‖‖σ(P )‖−1)D
6 ‖ϕkD,M‖ · ‖s‖CD,
en posant C = ‖σ‖‖σ(P )‖−1.
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Proposition 3.13. — Soit X une variété projective sur un corps de nombres
K, soit P un point K-rationnel lisse de X et soit V̂ un sous-schéma formel
lisse de X̂P . Soit α ∈ R+.
Si V̂ est α-analytique, alors V̂ est α-arithmétique.
Démonstration. — Notons d la dimension de V̂ , et notons Specm(oK) le
spectre maximal de oK . Supposons que V̂ est α-analytique et soit α > α.
Alors V̂ est paramétré par des séries formelles f1, . . . , fn ∈ K[[x1, . . . , xd]],
fi =
∑
I aI(i)x
I , qui, en toute place, ont un rayon de convergence non nul
et vériﬁent : il existe un ensemble ﬁni S de places de K contenant toutes les
places archimédiennes telles que, pour tout p ∈ Specm(oK)\S, il existe Cp > 0
tel que, pour tout I ∈ Nd, pour tout i ∈ {1, . . . , n},
(3.13) |aI(i)|p 6
C
|I|
p
‖I!‖αp
,
et ∏
p∈Specm(oK)\S
Cp < +∞.
Pour toute place v de K, il existe un nombre réel C ′v > 0 nul pour presque
tout v tel que
(3.14) hv(ϕkD) 6 C
′
v(k +D) + log
(
max
16i6n
max
|I|=k
|aI(i)|v
)
.
Pour majorer la hauteur de ϕkD, on utilise l’inégalité (3.13) pour la majoration
de la hauteur en toutes les places v ∈ ΣK\S, et l’analyticité des séries f1, . . . , fd
fournit une majoration simple de hv(ϕkD) en les places v de l’ensemble ﬁni S.
D’après les inégalités (3.14) et (3.13),
hp(ϕ
k
D) 6 C
′
p(k +D) + log max
I∈Nd, |I|=k
C
|I|
p
‖I!‖αp
.
Si I = (i1, ..., id) ∈ Nd est tel que |I| = k, alors k!/i1!...id! est un nombre
entier, donc
1
‖I!‖p 6
1
|k!|p .
Alors,
log ‖ϕkD‖p 6 C ′p(k +D) + k logCp − α log |k!|p.
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Si C = log
∏
p/∈S Cp et C
′ =
∑
C ′p, on a donc∑
p∈ΣK\S
log ‖ϕkD‖p 6 C ′(k +D) + Ck − α
∑
p∈ΣK\S
log |k!|p
6 C ′′(k +D)− α
∑
p∈ΣK\S
log |k!|p.(3.15)
Soit v une place de K. Soit rv(i) un nombre réel strictement positif et
strictement inférieur au rayon de convergence de fi. Alors |aI(i)|vrv(i)|I| → 0
quand |I| tend vers l’inﬁni, et il existe donc un nombre réel strictement positif
Cv tel que
(3.16) hv(ϕkD) 6 Cv(k +D).
En posant C0 =
∑
v∈S Cv, somme ﬁnie de termes strictement positifs, on a
donc
(3.17)
∑
v∈S
hv(ϕ
k
D) 6 C0(k +D).
D’après les majorations de hauteurs (3.15) et (3.17),
h(ϕkD) =
∑
v∈S
hv(ϕ
k
D) +
∑
p∈ΣK\S
hp(ϕ
k
D)
6 C0(k +D) + C
′′(k +D)− α
∑
p∈ΣK\S
log |k!|p
6 C1(k +D)− α
∑
p∈Specm oK
log |k!|p.
D’après la formule du produit,
−
∑
p∈Specm oK
log |k!|p = [K : Q] log(k!) 6 [K : Q]k log k,
d’où
h(ϕkD) =
∑
v∈ΣK
hv(ϕ
k
D) 6 C1(k +D) + α[K : Q]k log k.
Soit S′ un ensemble ﬁni de places de K. Comme pour tout v ∈ S′, la hauteur
du morphisme d’évaluation ϕkD à la place v vériﬁe la majoration simple (3.16),
on a aussi, par la même méthode,∑
v∈ΣK\S′
hv(ϕ
k
D) 6 C2(k +D) + α[K : Q]k log k,
et ce pour tout nombre réel α > α. Par conséquent, le sous-schéma formel V̂
est α-arithmétique.
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3.5. Densité de p-courbures nulles
Soit X une variété projective sur un corps de nombres K, soit P un point
K-rationnel lisse de X. Soit F un feuilletage algébrique sur un ouvert de X
contenant P et soit V̂ le germe de feuille formelle déﬁni par F au voisinage
de P .
Dans ce paragraphe, nous déﬁnissons une « densité » β dans l’intervalle [0, 1]
de p-courbures nulles du feuilletage F , valant 1 sans hypothèse supplémentaire
sur le feuilletage et 0 si presque toutes les p-courbures sont nulles. Cette
« densité » est reliée à la notion de sous-schéma formel α-arithmétique : une
feuille formelle d’un feuilletage avec une « densité » β de p-courbures nulles est
(1− β)-arithmétique (proposition 3.17). Avec cette déﬁnition, le théorème 4.6
fournit, dans le cas archimédien, une sorte « d’interpolation » entre le théorème
de Schneider-Lang classique (cas où la densité de p-courbures nulles est nulle),
et un théorème d’algébricité de Bost (cas où presque toutes les p-courbures
sont nulles) dans son article [Bost, 2001].
Lemme 3.14. — Supposons que V̂ soit le germe d’une feuille formelle d’un
feuilletage algébrique en un point rationnel. Alors le morphisme d’évaluation
vérifie les majorations suivantes : il existe un ensemble fini S d’idéaux maxi-
maux de oK tel que, pour tout p ∈ Specm oK \ S, pour tous k ∈ N et D ∈ N∗,
(3.18) hp(ϕkD) 6 k
[Kp : Qp] log p
p− 1 ,
et si de plus k < p, on a :
(3.19) hp(ϕkD) 6 0.
Soit p un idéal maximal de oK , p /∈ S tel que la p-courbure de F est nulle.
Alors
(3.20) hp(ϕkD) 6 k
[Kp : Qp] log p
p(p− 1) .
Démonstration. — Les inégalités (3.18) et (3.19) se déduisent de l’inégalité (3.1).
Si de plus la p-courbure est nulle, d’après l’inégalité (3.3) on a (3.20).
Pour tout x ∈ R∗+, posons
ψK(x) =
∑
p∈Specm oK
tq p6x
[Kp : Qp]
log p
p− 1 .
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Définition 3.15. — Soit F un feuilletage algébrique sur X. Pour tout x ∈
R+, posons
βx =
1
ψK(x)
∑
p tq p6x,
p-courbure(F)=0
[Kp : Qp] log p
p− 1 .
On appellera « densité (inférieure) » de p-courbures nulles le nombre réel
compris entre 0 et 1 :
(3.21) β = lim
x→∞
βx.
Lemme 3.16. — Soit K un corps de nombres. Alors, quand k tend vers +∞,
ψK(k) ∼ [K : Q] log k.
Démonstration. — Pour tout nombre entier naturel k,
kψK(k) =
∑
p∈Specm oK
tq p6k
[Kp : Qp]k
log p
p− 1
=
∑
p∈Specm oK
tq p6k
vp(k!)[Kp : Qp] log p+
∑
p∈Specm oK
tq p6k
[Kp : Qp]
Sp(k)
p− 1 log p,
où Sp(k) désigne la somme des chiﬀres de l’écriture de k en base p. La première
somme vaut :
∑
p∈Specm oK
tq p6k
vp(k!)[Kp : Qp] log p =
∑
p∈Specm oK
vp(k!)[Kp : Qp] log p
=
∑
p∈Specm oK
log
(|k!|−1p )
= [K : Q] log(k!)
∼ [K : Q]k log k.
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Montrons que la deuxième somme est négligeable devant la première, quand k
tend vers +∞.∑
p∈Specm oK
tq p6k
[Kp : Qp]
Sp(k)
p− 1 log p 6
∑
p∈Specm oK
tq p6k
[Kp : Qp]
(p− 1)(logp(k) + 1)
p− 1 log p
6
∑
p∈Specm oK
tq p6k
[Kp : Qp]
(
log k
log p
+ 1
)
log p
6 2 log k
∑
p∈Specm oK
tq p6k
[Kp : Qp]
6 2[K : Q] log k
∑
p premier, p6k
1
6 C log k
k
log k
,
où C est un nombre réel strictement positif, d’après le théorème de Tchebychev.
Donc ∑
p∈Specm oK
tq p6k
[Kp : Qp]
Sp(k)
p− 1 log p = O(k).
Finalement, ψK(k) =
∑
p∈Specm oK
tq p6k
[Kp : Qp]
log p
p−1 ∼ [K : Q] log k.
Proposition 3.17. — Soit X une variété projective définie sur un corps de
nombres K et soit P un point K-rationnel lisse de X. Soit F un feuilletage
algébrique sur un ouvert de X contenant P et soit V̂ le germe de feuille formelle
défini par F au voisinage de P .
Soit β la « densité » des p-courbures nulles de F . Alors V̂ est (1 − β)-
arithmétique.
Démonstration. — Soit S un ensemble ﬁni de places de K. Montrons que pour
tout ε > 0, il existe un nombre réel positif C tel que, pour tous k,D,∑
v∈ΣK\S
hv(ϕ
k
D) 6 C(k +D) + (1− β + ε)k log k.
Comme le sous-schéma formel V̂ est le germe d’un feuilletage algébrique, il
est 1-arithmétique et donc, pour toute place v de K, il existe un nombre réel
positif Cv tel que, pour tous k ∈ N et D ∈ N∗,
hv(ϕ
k
D) 6 Cv(k +D).
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Soit A l’ensemble des idéaux maximaux p de oK tels que la p-courbure de F
est nulle. Alors en posant C1 =
∑
v:K →֒CCv,∑
v∈ΣK\S
hv(ϕ
k
D) 6 C1(k +D) +
∑
p∈Specm ok
hp(ϕ
k
D)
6 C1(k +D) +
∑
p∈Specm ok
p6k
hp(ϕ
k
D) d’après (3.19)
6 C1(k +D) +
∑
p∈A
p6k
hp(ϕ
k
D) +
∑
p∈Specm ok\A
p6k
hp(ϕ
k
D)
6 C2(k +D) + k
∑
p∈A
p6k
[Kp : Qp] log p
p(p− 1)
+ k
∑
p∈Specm ok\A
p6k
[Kp : Qp] log p
p− 1
6 C3(k +D) + k
∑
p∈Specm ok\A
p6k
[Kp : Qp] log p
p− 1 ,
car
∑
p∈A
log p
p(p−1) [Kp : Qp] <∞. D’après la déﬁnition 3.15,∑
p∈Specm ok\A
p6k
[Kp : Qp] log p
p− 1 = (1− βk)ψK(k).
Comme β = limk βk, pour tout ε > 0, il existe k0 tel que, pour tout k > k0,
βk > β − ε. De plus, d’après le lemme 3.16, ψK(x) ∼ [K : Q] log k, donc il
existe un nombre réel positif C4 tel que, pour tout k ∈ N∗,∑
p∈Specm ok\A
p6k
[Kp : Qp] log p
p− 1 6 C4 + (1− β + ε)[K : Q]k log k.
Le sous-schéma formel V̂ est donc (1− β)-arithmétique.
3.6. Sous-schémas formels basés en un point fermé
Jusqu’à présent, nous avons considéré des sous-schémas formels du complété
formel d’une variété projective en un point rationnel. Dans ce paragraphe, nous
allons déﬁnir l’α-analyticité d’un sous-schéma formel lisse du complété formel
en un point fermé quelconque, ainsi que les morphismes d’évaluation qui lui
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sont associés, puis nous déﬁnirons ce que signiﬁe être α-arithmétique pour un
tel schéma formel.
Soit X une variété projective de dimension n sur un corps de nombres K et
soit P un point fermé lisse de X. Soit K(P ) le corps résiduel de P . Alors le
complété formel X̂P de X en P est isomorphe au spectre formel de l’anneau
K(P )[[t1, . . . , tn]]. Soit K ′ une extension galoisienne de K contenant le corps
résiduelK(P ). Quand on étend les scalaires deK àK ′, SpecmK(P )[[t1, . . . , tn]]
se décompose en une union disjointe de schémas formels SpecmK ′[[t1, . . . , tn]]
indexée par l’ensembles des plongements de K(P ) dans K ′ :
X̂P ≃
⊔
σ:K(P )→֒K′
SpecmK
′[[t1, . . . , tn]].
Soit V̂ un sous-schéma formel lisse de dimension d de X̂P . Soit IV̂ l’idéal de
K(P )[[t1, . . . , tn]] déﬁnissant V̂ . Lorsque l’on étend les scalaires de K à K ′, le
sous-schéma formel V̂ se décompose en une union disjointe de sous-schémas
formels sur K ′, indexée par les plongements de K(P ) dans K ′ :
(3.22) V̂ ⊗K K ′ =
⊔
σ:K(P )→֒K′
V̂σ,
où V̂σ est déﬁni par l’idéal IV̂ ⊗K(P ),σ K ′ ⊂ K ′[[t1, . . . , tn]].
Lemme 3.18. — Soit X une variété projective définie sur un corps de
nombres K et soit P un point fermé de X. Soit V̂ un sous-schéma formel
lisse de X̂P . Soit K ′ une extension galoisienne de K contenant le corps rési-
duel K(P ) de P . Soit α un nombre réel positif. S’il existe un plongement σ˜
de K(P ) dans K ′ tel que V̂σ˜ est α-analytique, alors pour tout plongement σ :
K(P ) →֒ K ′, V̂σ est α-analytique.
Démonstration. — Notons n la dimension de X et d celle de V̂ . Soit α > α.
Comme V̂σ˜ est α-analytique, il admet un paramétrage par des séries formelles
f1, . . . , fn ∈ K[[x1, . . . , xd]], fi =
∑
I aI(i)x
I , qui, en toute place de K ′, ont
un rayon de convergence non nul et vériﬁent : il existe un ensemble ﬁni S
de places de K ′ contenant toutes les places archimédiennes telles que, pour
tout p ∈ Specm(oK′) \ S, il existe Cp > 0 tel que, pour tout I ∈ Nd, pour tout
i ∈ {1, . . . , n},
‖aI(i)‖p 6 Cp‖I!‖pα
,
∏
p∈Specm oK′
Cp <∞.
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Soit σ un plongement de K(P ) dans K ′. Il existe γ ∈ Gal(K ′/K(P )) tel que
σ = γσ˜. Le sous-schéma formel V̂γσ˜ est paramétré par γ ◦ f1, . . . , γ ◦ fn dont
les coeﬃcients sont les γ(aI(1)), . . . , γ(aI(n)). Soit p un idéal maximal de oK′ .
Alors
‖γ(aI(i))‖p = ‖γ(aI(i))‖γ(γ−1(p))
= ‖aI(i)‖γ−1(p)
6
Cγ−1(p)
‖I!‖α
γ−1(p)
.
Comme γ|Q est l’identité, γ−1(p) ∩ Z = p ∩ Z, donc les nombres entiers ont
mêmes valuations p-adique et γ−1(p)-adique. Ainsi on a
‖γ(aI(i))‖p 6
Cγ−1(p)
‖I!‖αp
.
De plus, ∏
p∈Specm oK′
Cγ−1(p) =
∏
p∈Specm oK′
Cp <∞.
Le sous-schéma formel V̂σ = V̂γσ˜ est donc α-analytique.
Définition 3.19. — Soit X une variété projective définie sur un corps de
nombres K et soit P un point fermé de X. Soit V̂ un sous-schéma formel
lisse de X̂P . Soit K ′ une extension galoisienne de K contenant le corps
résiduel K(P ). Soit α un nombre réel positif. On dit que V̂ est α-analytique
sur K ′ si pour tout plongement σ : K(P ) →֒ K ′, V̂σ est α-analytique.
Lemme 3.20. — Soit X une variété projective définie sur un corps de
nombres K et soit P un point fermé de X. Soit V̂ un sous-schéma formel
de X̂P . SoitK ′ une extension galoisienne de K contenant le corps résiduel K(P )
et soit α un nombre réel positif.
Si V̂ est α-analytique sur K ′, alors V̂ est α-analytique sur K ′′ pour toute
extension finie K ′′ de K ′.
Démonstration. — Soit α > α. Soit σ un plongement de K ′ dans K(P )
et soient aI(i) ∈ K ′ les coeﬃcients d’un paramétrage de V̂σ. Si V̂ est α-
analytique sur K ′, il existe un ensemble ﬁni de places de K ′ tel que, pour
tout p ∈ Specm(oK′) \ S,
‖aI(i)‖p 6 Cp‖I!‖αp
.
et ∏
p∈Specm oK′
Cγ−1(p) =
∏
p∈Specm oK′
Cp <∞.
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Soit γ un plongement de K ′ dans K ′′. Alors γ(aI(i)) sont les coeﬃcients d’un
paramétrage de V̂γ◦σ. Soit S′ l’ensemble des idéaux maximaux q de oK′′ tels
que p = γ−1(q) ∩ oK′ n’est pas dans S et n’est pas ramiﬁé dans oK′′ . Alors S′
est un ensemble ﬁni de places ﬁnies de oK′′ et pour tout q ∈ S′,
‖γ(aI(i))‖q = ‖γ−1γ(aI(i))‖γ−1q
6
Cp
‖I!‖αq
.
Définition 3.21. — Soit X une variété projective définie sur un corps de
nombres K et soit P un point fermé de X. Soit V̂ un sous-schéma formel lisse
de X̂P . Soit α un nombre réel positif. On dit que V̂ est α-analytique s’il existe
une extension K ′ de K, galoisienne, contenant le corps résiduel K(P ) de P
telle que V̂ soit α-analytique sur K ′.
Déﬁnissons également la notion d’α-arithméticité pour un tel sous-schéma
formel basé en un point fermé. Soit σ un plongement de K(P ) dans K ′.
Rappelons la déﬁnition des morphismes d’évaluation le long du sous-schéma
formel V̂σ. Pour tout nombre entier naturel k, notons (Vσ)k le k-ième voisinage
inﬁnitésimal de P σ dans V̂σ. On a ainsi
{P σ} = (Vσ)0,
(Vσ)k ⊂ (Vσ)k+1,
V̂σ = lim→
k
(Vσ)k.
Soit L un ﬁbré en droites ample sur X. Déﬁnissons les K ′-espaces vectoriels
et applications K ′-linéaires suivants, pour tous entiers naturel D, k :
ED,σ = Γ(XK′ , L
⊗D),
ηD,σ : ED,σ → Γ(V̂σ, LD)
s 7→ s
|V̂σ
,
ηkD,σ : ED,σ → Γ((Vσ)k, LD)
s 7→ s|(Vσ)k .
Les espaces vectoriels
EkD,σ = ker η
k−1
D,σ = {s ∈ Γ(XK′ , L⊗D) |s|(Vσ)k−1 = 0},
où k décrit l’ensemble des nombres entiers naturels, déﬁnissent une ﬁltration
décroissante de l’espace vectoriel ED,σ.
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Le noyau de l’application de restriction de Γ((Vσ)k, LD) à Γ((Vσ)k−1, LD)
est isomorphe à Symk
(
Ω1
Vˆσ
)
⊗LDPσ . L’application ηkD,σ restreinte à EkD,σ induit
donc une application K ′-linéaire
(3.23) ϕkD,σ : E
k
D,σ −→ Symk
(
Ω1
Vˆσ
)
⊗ LDPσ .
Lemme 3.22. — Soient k,D des nombres entiers naturels. Pour toute place v
de K ′, pour tous plongements σ1, σ2 de K(P ) dans K ′, on a
hv(ϕ
k
D,σ2) = hσ1σ−12 v
(ϕkD,σ1).
Démonstration. — Posons γ = σ2σ−11 ∈ Gal(K ′/K(P )). Le sous-schéma
formel V̂σ2 = V̂γσ1 est déﬁni par l’idéal IV̂γσ1
= γ
(
I
V̂σ1
)
. Alors
(3.24) ϕkD,σ2 = γ ◦ ϕkD,σ1 ◦ γ−1.
Soit s ∈ EkD,σ2 , soit p un idéal maximal de oK . Alors
‖ϕkD,σ2(s)‖p = ‖γ ◦ ϕkD,σ1(γ−1(s))‖p
= ‖γ ◦ ϕkD,σ1(γ−1(s))‖γ(γ−1p)
= ‖ϕkD,σ1(γ−1(s))‖γ−1p
6 ‖ϕkD,σ1‖γ−1p ‖γ−1(s)‖γ−1p
6 ‖ϕkD,σ1‖γ−1p ‖s‖p.
Nous avons donc montré l’inégalité suivante
‖ϕkD,σ2‖p 6 ‖ϕkD,σ1‖γ−1p.
En appliquant l’inégalité précédente à σ1 = γ−1σ2 à la place γ−1v au lieu de
la place v, on obtient l’inégalité
‖ϕkD,σ1‖γ−1v 6 ‖ϕkD,σ2‖γ(γ−1v) 6 ‖ϕkD,σ2‖v.
Soit α un nombre réel positif. D’après ce lemme, si l’un des sous-schémas
formels V̂σ est α-arithmétique, alors ils le sont tous. En eﬀet, soit σ un
plongement de K(P ) dans K ′. Supposons que V̂σ est α-arithmétique et soit α
un nombre réel strictement supérieur à α. Par déﬁnition, pour tout ensemble
ﬁni S de places de K ′, il existe un nombre réel CS strictement positif tel que
1
[K ′ : Q]
∑
v∈ΣK′\S
log
∥∥∥ϕkD,σ∥∥∥
v
6 αk log kCS(k +D).
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Soit γ ∈ Gal(K ′/K(P )), soit S en ensemble de places de K ′ et soient k,D des
nombres entiers naturels. Alors, d’après le lemme 3.22,
1
[K ′ : Q]
∑
v∈ΣK′\S
hv(ϕ
k
D,γσ) =
1
[K ′ : Q]
∑
v∈ΣK′\S
hγ−1v(ϕ
k
D,σ)
=
1
[K ′ : Q]
∑
v∈ΣK′\γ
−1S
hv(ϕ
k
D,σ)
6 αk log k + Cγ−1S(k +D),
car V̂σ est α-arithmétique. Ainsi, V̂γσ est également α-arithmétique.
On peut donc donner une déﬁnition d’α-arithméticité pour V̂ comme on l’a
fait pour l’α-analyticité.
Définition 3.23. — Soit X une variété projective définie sur un corps de
nombres K et soit P un point fermé de X. Soit V̂ un sous-schéma formel
lisse de X̂P . Soit K ′ une extension galoisienne de K contenant le corps
résiduel K(P ) de P . Soit α un nombre réel positif. On dit que V̂ est α-
arithmétique si pour tout plongement σ : K(P ) →֒ K ′, V̂σ est α-arithmétique.
Remarque. — Cette déﬁnition ne dépend pas du choix d’une extension ga-
loisienne K ′ de K contenant K(P ) d’après le lemme 3.11.
Proposition 3.24. — Soit X une variété projective définie sur un corps de
nombres K et soit P un point fermé de X. Soit V̂ un sous-schéma formel
lisse de X̂P . Soit α un nombre réel positif. Si le sous-schéma formel V̂ est
α-analytique, alors il est α-arithmétique.
Démonstration. — Si V̂ est α-arithmétique, il existe une extension
galoisienneK ′ deK contenantK(P ) telle que pour tout σ : K(P ) →֒ K ′, V̂σ est
α-analytique. D’après la proposition 3.13, les V̂σ sont donc aussi
α-arithmétiques, et V̂ est donc par déﬁnition α-arithmétique.

CHAPITRE 4
THÉORÈME DE SCHNEIDER-LANG SUR UNE
COURBE
Le théorème principal de ce chapitre est une généralisation du théorème de
Schneider-Lang sur une courbe aﬃne sur le corps des nombres complexes ou
sur Cp. Le contexte en est le suivant. Soit X une variété projective déﬁnie sur
un corps de nombres K, soit (xj)j∈J une famille de points rationnels de X
et pour j ∈ J soit V̂j un sous-schéma formel lisse du complété formel de X
en xj . Sous certaines hypothèses portant sur les sous-schémas formels V̂j , on
démontre que la famille (xj) est ﬁnie.
Avant de donner l’énoncé du théorème 4.6, nous déﬁnissons une notion
d’uniformisation de sous-schémas formels déﬁnis en des points rationnels de X
par une fonction holomorphe sur une courbe aﬃne M0 sur C ou Cp. Cette
notion généralise celle de paramétrage par des fonctions méromorphes sur
la droite aﬃne sur C. Si M est la compactiﬁcation projective de M0, nous
déﬁnissons également l’ordre de croissance d’une telle fonction holomorphe
sur M0 en chacun des points de M \M0. Cette notion est une généralisation
de celle d’ordre exponentiel d’une fonction méromorphe sur C.
La démonstration du théorème repose sur la méthode des pentes, notam-
ment l’inégalité de pentes exposée au chapitre 1. On déﬁnit un morphisme
d’évaluation le long des sous-schémas formels considérés. L’hypothèse d’uni-
formisation permet de donner une majoration de la hauteur de ce morphisme
d’évaluation en l’une des places de K, grâce à un lemme de Schwarz.
4.1. Ordre de croissance
Soit F un corps valué complet et algébriquement clos. Les cas qui nous
intéresseront dans la suite sont les cas F = C et F = Cp. Soient X une variété
projective sur F , M une courbe algébrique sur F , et P un point de M . Soit L
un ﬁbré en droites métrisé sur X ; supposons L ample.
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Soit T un sous-ensemble ﬁni de M . La courbe aﬃne M \ T étant un espace
de Stein (voir [Grauert et Remmert, 2004; Kiehl, 1967]), il existe toujours une
section globale non nulle de Γ(M \ T,Θ∗(L−1)).
Définition 4.1. — Soit T une partie finie non vide de M(F ). Soit ρ =
(ρτ )τ∈T une famille de nombre réels positifs. Une application holomorphe
Θ : M \ T → X(F ) est d’ordre inférieur à ρ en T s’il existe une section
globale non nulle η ∈ Γ(M \ T,Θ∗(L−1)) telle que, pour tout τ ∈ T , si uτ est
un paramètre local de M au voisinage de τ , il existe des nombres réels A1, A2
strictement positifs tels que
(4.1) ‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ pour tout z suffisamment proche de τ .
Dans le cas où F = C, l’application est holomorphe au sens de la géométrie
analytique complexe. Dans le cas F = Cp, elle est holomorphe au sens de
la géométrie analytique rigide (voir [Bosch et al., 1984] ainsi que [Fresnel et
van der Put, 1981]).
Remarque. — Cette déﬁnition ne dépend pas du choix d’un paramètre local
au voisinage d’un point de T . En eﬀet, soit τ ∈ T , supposons que pour tout z
suﬃsamment proche de τ l’on ait
‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ .
Soit u′τ un autre paramètre local de M au voisinage de τ . Il existe alors un
nombre réel A3 > 0 tel que |uτ (z)| > A3|u′τ (z)| au voisinage de τ . Alors
‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ 6 A1eA2A
−ρ
3 |u
′
τ (z)|
−ρτ
6 A1e
A′2|u
′
τ (z)|
−ρτ
,
où l’on a posé A′2 = A2A
−ρ
3 .
Lemme 4.2. — On utilise les mêmes notations que dans la définition 4.1.
Soient L1 et L2 deux fibrés en droites amples métrisés sur X et soit η une
section globale de Θ∗L−11 vérifiant l’inégalité (4.1) de la définition précédente.
Alors il existe une section η′ ∈ Γ(M \ T,Θ∗(L−12 )) non nulle vérifiant égale-
ment (4.1).
Démonstration. — Soit N un nombre entier naturel non nul tel que le ﬁbré en
droites LN1 ⊗ L−12 admette une section globale non nulle f . C’est possible car
L1 est ample. Alors, en posant η′ = ηNΘ∗f ∈ Γ(M \ T,Θ∗L−12 ), on a, pour
tout τ ∈ T et tout z suﬃsamment proche de τ ,
‖η′(z)‖ = ‖ηN (z)‖‖Θ∗f(z)‖
6 AN1 e
A′2|uτ (z)|
−ρτ ‖Θ∗f(z)‖,
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où A′2 = A2N . La section f a une norme bornée sur X, donc Θ
∗f a une norme
bornée sur M \ T et il existe A′1 > 0 tel que
‖η′(z)‖ 6 A′1eA
′
2|uτ (z)|
−ρτ
.
Lemme 4.3. — Soit Θ : M \ T → X(F ) d’ordre inférieur à ρτ en τ ∈ T et
soient P1, . . . , Pm ∈ M \ T . On peut choisir une section η vérifiant (4.1) qui
ne s’annule pas en les points Pi.
Démonstration. — Nous allons construire une fonction g méromorphe sur M ,
holomorphe sur M \ (T ∪{P1, . . . , Pm}), ayant des pôles d’ordre exactement ni
en Pi et d’ordre contrôlé en les points de T . La section η˜ = gη ne s’annule alors
pas en P1, . . . , Pm et est holomorphe sur M \ T ; il restera à remarquer qu’elle
vériﬁe encore la majoration (4.1).
Si D est un diviseur sur M , notons h0(D) la dimension sur F de l’espace
des sections H0(M,OM (D)). Notons KM un diviseur canonique de M .
Soit η ∈ Γ(M \T,Θ∗L−1) vériﬁant (4.1). Notons ni l’ordre d’annulation de η
en Pi. Soit n ∈ N et notons ∆ le diviseur ∆ =
∑
τ∈T n[τ ] +
∑
ni[Pi]. D’après
le théorème de Riemann-Roch,
h0(∆)− h0(KM −∆) = deg∆ + 1− g,
et
h0(∆− [Pi])− h0(KM −∆+ [Pi]) = deg∆− g,
où g désigne le genre de M . Si deg∆ > 2g,
h0(KM −∆) = h0(KM −∆+ [Pi]) = 0,
et par conséquent H0(M,O(∆ − [Pi])) est un hyperplan de H0(M,O(∆)).
Comme le corps F est inﬁni, il existe une fonction g ∈ H0(M,O(∆)) qui
n’appartient à aucun de ces hyperplans
H0(M,O(∆− [P1])), . . . , H0(M,O(∆− [Pm])).
La fonction g est méromorphe sur M , holomorphe sur M \ (T ∪{P1, . . . , Pm}),
a des pôles d’ordre exactement ni en Pi et d’ordre au plus n en tout τ ∈ T .
La section η˜ = gη ne s’annule pas en P1, . . . , Pm et est holomorphe surM \ T .
Soit τ ∈ T et soit uτ un paramètre local de M au voisinage de τ . Comme g
a un pôle d’ordre au plus n en τ , il existe A3 > 0 et il existe un voisinage U
de τ dans M tels que pour tout z ∈ U , g(z) 6 A3|uτ (z)|−n. Alors pour tout z
suﬃsamment proche de τ ,
‖η˜(z)‖ 6 A1A3eA2|uτ (z)|−ρτ |uτ (z)|−n.
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Soit A′2 > A2. Alors, quand x tend vers ∞ (x réel), eA2x
ρτ
xn = o(eA
′
2x
ρτ
) et
donc il existe A4 > 0 tel que
‖η˜(z)‖ 6 A4eA′2|uτ (z)|−ρτ .
La section η˜ vériﬁe donc, comme η, une inégalité semblable à (4.1) et ne
s’annule pas en P1, . . . , Pm.
Nous allons démontrer que la déﬁnition d’ordre de croissance donnée dans ce
chapitre est équivalente à celle d’ordre de croissance exponentiel classique dans
le cas où les sous-schémas formels sont paramétrés par n fonctions holomorphes.
Ainsi, le théorème 4.6 est bien une généralisation du théorème de Schneider-
Lang classique (théorème A, page 7).
Soit K ⊂ C un corps de nombres. Soit M une courbe algébrique sur C,
projective lisse et connexe et soit T un ensemble ﬁni de points de M(C).
Définition 4.4. — Soit τ ∈ T et soit ρτ un nombre réel positif. On dit qu’une
fonction f holomorphe sur M(C)\T est d’ordre exponentiel inférieur à ρτ en τ
si pour tout paramètre local uτ au voisinage de τ il existe des nombres réels
strictement positifs A et B tels que, pour tout z suffisamment proche de τ ,
(4.2) |f(z)| 6 A exp(B|uτ (z)|−ρτ ).
Une fonction méromorphe sur M \T est d’ordre exponentiel inférieur à ρ si elle
peut s’écrire comme le quotient de deux fonctions holomorphes d’ordre inférieur
à ρ.
Dans le cas oùM = P1(C) et T est égal au singleton {∞}, doncM(C)\T ≃
C, c’est la déﬁnition habituelle d’ordre de croissance (voir page 8).
Pour tout τ ∈ T , soit ρτ un nombre réel positif et soit ρ =
∑
τ∈T ρτ .
Soient f1, . . . , fn des fonctions méromorphes sur M(C) \ T telles que, pour
tout τ ∈ T , f1, . . . , fn sont d’ordre inférieur à ρτ en τ . Soit θ0 une fonction
holomorphe sur M \ T d’ordre inférieur à ρτ en chaque τ ∈ T , ne s’annulant
pas en w1, . . . , wm et telle que, pour tout i ∈ {1, . . . ,m}, la fonction θi = fif0
est holomorphe sur C d’ordre inférieur à ρτ en chaque τ ∈ T . Soit T ′ le lieu
des zéros communs des fonctions θ0, . . . , θn. Alors la fonction
Θ = (1, f1, . . . , fn) = (θ0, . . . , θn)
est une application holomorphe de M \ (T ∪ T ′) dans Pn(C). Elle se prolonge
en une application holomorphe Θ˜ déﬁnie sur M \ T tout entier. Fixons des
coordonnées projectives (X0, . . . , Xn) sur Pn(C). Le ﬁbré O(1) sur l’espace
projectif Pn(C) est muni de la métrique déﬁnie comme suit. Soit σ une section
de O(1), σ =
∑n
j=1 ajXj , alors
‖σ(z)‖ = |
∑n
j=1 ajXj(z)|
max16j6n |Xj(z)| .
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Déﬁnissons une section globale non nulle η de Θ˜∗O(−1) de la manière suivante :
sur {Θ˜−1(Xi) 6= 0}, soit
ηi =
θ˜i
Θ˜∗Xi
.
Ces sections se recollent en une section η ∈ Γ(M \T,Θ∗O(−1)). Soit z ∈M \T
et soit i ∈ {1, . . . , n} tel que |X(θ˜i(z))| soit maximal, c’est-à-dire
‖Xi(Θ˜(z))‖ = |Xi(Θ˜(z))|
maxj |Xj(Θ˜(z))|
= 1.
On a alors
‖η(z)‖ = |θ˜i(z)|‖Θ˜∗Xi(z)‖
=
|θ˜i(z)|
‖Xi(Θ˜(z))‖
6 max
16j6n
|θ˜j(z)|.
Soit τ ∈ T . Comme les fonctions θ˜i sont d’ordre inférieur à ρτ en τ , il existe
des nombres réels positifs A et B tels que
‖θ˜i(z)‖ 6 A exp(B|uτ (z)|−ρτ ),
pour tout z assez proche de τ . La section non nulle η vériﬁe donc bien, pour
tout τ ∈ T et tout z suﬃsamment proche de τ ,
‖η(z)‖ 6 A exp (B(1/|z|)−ρτ ) .
Par conséquent, la fonction Θ˜ est une application holomorphe de M \ T
dans Pn(C) d’ordre inférieur à (ρτ )τ∈T .
Réciproquement, soit Θ : M \ T → Pn(C) une application holomorphe
d’ordre inférieur à ρτ en tout τ ∈ T et soit η une section de Θ∗O(−1)
vériﬁant (4.1). Alors, pour tout i ∈ {1, . . . , n}, la fonction fi déﬁnie par
fi = Θ
∗Xiη est holomorphe sur M \ T d’ordre de croissance inférieur à ρτ
en τ , pour tout τ ∈ T .
4.2. Énoncé
Soit X une variété projective sur un corps de nombres K. Soient x1, · · · , xm
des points K-rationnels de X et, pour 1 6 j 6 m, soit V̂j un sous-schéma
formel lise de dimension 1 du complété formel X̂xj de X en xj .
L’adhérence de Zariski de V̂ =
⋃m
j=1 V̂j dans X est par déﬁnition le plus
petit fermé de Zariski Y de X (déﬁni sur K) tel que, pour tout j ∈ {1, . . . ,m},
V̂j ⊂ Ŷxj . On dit que V̂ est algébrique si sa dimension (ici, 1) est égale à la
dimension de son adhérence.
Soit v0 une place de K, ﬁnie ou archimédienne, et soit Cv0 le complété d’une
clôture algébrique du complété de K en v0. Soit ρ un nombre réel positif.
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Définition 4.5. — La famille de sous-schémas formels (V̂1, . . . , V̂m) admet
une uniformisation d’ordre inférieur à ρ à la place v0 s’il existe une courbe
algébrique M projective, connexe et lisse sur Cv0 , un ensemble fini T ⊂ M ,
une famille (ρτ )τ∈T de nombres réels positifs vérifiant
∑
τ∈T ρτ 6 ρ et une
application holomorphe
Θ : M \ T → X(Cv0)
d’ordre inférieur à ρτ en tout τ ∈ T , tels qu’il existe des points distincts
w1, . . . , wm de M \ T tels que Θ(wj) = xj et le germe de courbe formelle
paramétré par Θ au voisinage de xj coïncide avec V̂j, c’est-à-dire V̂j =
Θ∗
(
Aˆ1wj
)
.
Nous pouvons maintenant énoncer la version géométrique du théorème de
Schneider-Lang sur une courbe aﬃne qui suit.
Théorème 4.6. — Soit X une variété projective sur un corps de nombres K.
Soient x1, · · · , xm ∈ X(K) (non nécessairement distincts) et pour 1 6 j 6 m,
soit V̂j un sous-schéma formel lisse de dimension 1 du complété formel X̂xj de
X en xj vérifiant les hypothèses suivantes :
1. Il existe un nombre réel α > 0 tel que, pour tout j ∈ {1, . . . ,m}, V̂j est
α-arithmétique.
2. La famille de sous-schémas formels (V̂1, . . . , V̂m) admet une uniformisa-
tion d’ordre inférieur à ρ > 0 en une place v0.
Soit r la dimension de l’adhérence de Zariski de V̂ =
⋃m
j=1 V̂j dans X.
Alors,
– ou bien r > 1 et
m 6
r
r − 1α[K : Q]ρ,
– ou bien r = 1, c’est-à-dire les V̂j sont tous algébriques.
Remarque. — Sous l’hypothèse d’uniformisation du théorème, si l’un des
sous-schémas formels V̂j , j ∈ {1, . . . ,m}, est algébrique, alors ils le sont tous.
En eﬀet, s’il existe j tel que V̂j n’est pas Zariski-dense dans X, alors il existe
une fonction rationnelle P sur X non nulle, identiquement nulle sur V̂j . La
fonction Θ∗P holomorphe sur M \ T s’annule à un ordre inﬁni en un point wj
tel que Θ(wj) = xj . Comme M \ T est connexe, Θ∗P est également nulle à
un ordre inﬁni en les wi tels que Θ(wi) = xi, pour tout i ∈ {1, . . . ,m}. Donc
P est identiquement nulle le long de tous les V̂i, i ∈ {1, . . . ,m}, et aucun des
sous-schémas formels V̂i n’est Zariski-dense dans X.
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Quitte à remplacer X par l’adhérence de Zariski de V̂ = ∪mi=1V̂i, on peut
supposer que les sous-schémas formels V̂i sont tous denses dans X et que r = n.
C’est ce que l’on fera dans toute la suite.
4.3. Morphisme d’évaluation
Soit X une variété projective sur K de dimension n. Soient P1, · · · , Pm ∈
X(K) et pour 1 6 j 6 m, soit V̂j un sous-schéma formel lisse (de dimension d)
du complété formel X̂Pj de X en Pj . Pour tout nombre entier naturel k,
notons (Vj)k le k-ième voisinage inﬁnitésimal de Pj dans V̂j . On a ainsi
{Pj} = (Vj)0,
(Vj)k ⊂ (Vj)k+1,
V̂j = lim→
k
(Vj)k.
Soit L un ﬁbré en droites ample sur X. Déﬁnissons les K-espaces vectoriels
et applications K-linéaires suivants, pour tout nombre entier naturel k et tout
nombre entier naturel non nul D :
ED = Γ(X,L
⊗D),
ηD : ED →
m⊕
j=1
Γ(V̂j , L
D)
s 7→ (s
|V̂1
, . . . , s
|V̂m
),
ηkD : ED →
m⊕
j=1
Γ((Vj)k, L
D)
s 7→ (s|(V1)k , . . . , s|(Vm)k).
Lemme 4.7. — Les assertions suivantes sont équivalentes :
1. pour tout D, l’application ηD est injective,
2. pour tout D assez grand, l’application ηD est injective,
3. le sous-schéma formel V̂ est dense dans X.
Démonstration. — L’assertion 1 implique l’assertion 2.
Si V̂ n’est pas dense, alors V̂ est inclus dans une hypersurface H de X.
Pour D assez grand, le ﬁbré ample L a une section globale non nulle qui
s’annule sur H et par conséquent ηD n’est pas injective et l’assertion 2 implique
l’assertion 3.
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Montrons que 3 implique 1. Supposons V̂ dense dans X et soit s une section
de LD sur X qui s’annule sur V̂ . Alors V̂ est contenu dans le diviseur de s, qui
est égal à X tout entier car le sous-schéma formel V̂ est dense dans X. Par
conséquent, s est nulle sur X et ηD est injective.
Les espaces vectoriels
EkD = ker η
k−1
D = {s ∈ Γ(X,L⊗D) |s|(V1)k−1 = · · · = s|(Vm)k−1 = 0}
déﬁnissent une ﬁltration décroissante de l’espace vectoriel ED. Cette ﬁltration
est séparée si ηD est injective.
Le noyau de l’application de restriction
m⊕
j=1
Γ((Vj)k, L
D)→
m⊕
j=1
Γ((Vj)k−1, L
D)
est isomorphe à
⊕m
j=1 Sym
k
(
Ω1
V̂j
)
⊗ LDPj . L’application ηkD restreinte à EkD
induit donc une application linéaire
(4.3) ϕkD : E
k
D −→
m⊕
j=1
Symk
(
Ω1
V̂j
)
⊗ LDPj ,
qui envoie une section de LD s’annulant à l’ordre k en les Pj le long des V̂j sur
le (k + 1)-ième « coeﬃcient de Taylor » de sa restriction à V̂ . Par déﬁnition,
le noyau de ϕkD est égal à E
k+1
D .
Soit X un modèle projectif de X plat sur Spec(oK), c’est-à-dire un schéma
projectif plat sur Spec(oK) dont la ﬁbre générique XK est isomorphe à X.
Les points rationnels Pj s’étendent en des sections Pj du morphisme π :
X → Spec oK . Soit L un ﬁbré en droites hermitien sur X dont la restriction
L = LK à X est ample.
Posons ED = Γ(X ,L ⊗D). On munit ce oK-module d’une structure de
ﬁbré vectoriel hermitien ED sur Spec oK en déﬁnissant les métriques de John
associées aux normes-inﬁni sur ED,σ = ED ⊗oK ,σ C, pour tout plongement
σ : K → C, comme expliqué au paragraphe 1.4.
Soit Pj ∈ X(K) un point rationnel. Le K-espace vectoriel Symk
(
Ω1
V̂j
)
⊗LDPj
peut être naturellement muni de structures entière et hermitienne (voir le
paragraphe 3.3). La somme directe de ces ﬁbrés vectoriels hermitiens est munie
d’une structure de ﬁbré vectoriel hermitien en prenant la somme orthogonale
des métriques hermitiennes.
Soit hJ(ϕkD) la hauteur du morphisme d’évaluation relative aux normes
déﬁnies ci-dessus. On notera dans la suite h(ϕkD) la hauteur du morphisme
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d’évaluation ϕkD (4.3) obtenue en remplaçant les normes hermitiennes sur E
k
D,σ
par la norme-inﬁni,
h(ϕkD) =
∑
p
log ‖ϕkD‖p +
∑
σ:K →֒C
log ‖ϕkD‖σ,∞,
où ‖ϕkD‖σ,∞ = sups∈EkD,σ\{0}
‖ϕkD(s)‖Sym.
‖s‖σ,∞
.
Soit α un nombre réel positif. Supposons que pour tout j ∈ {1, . . . ,m} le
sous-schéma formel V̂j soit α-arithmétique et soit α > α. Alors les morphismes
d’évaluation ϕkD (déﬁnis par (6.3)) le long des m sous-schémas formels vériﬁent
également : pour tout ensemble ﬁni S de places de K, il existe un nombre réel
strictement positif C tel que
1
[K : Q]
∑
v∈ΣK\S
log
∥∥∥ϕkD∥∥∥
v
6 αk log k + C(k +D).
En eﬀet, écrivons ϕkD =
(
ϕkD,1, . . . , ϕ
k
D,m
)
: EkD −→
⊕m
j=1 Sym
k
(
Ω1
V̂j
)
⊗ LDPj ,
où EkD = {s ∈ Γ(X,L⊗D) |s|(V1)k−1 = · · · = s|(Vm)k−1 = 0}. Alors, si ‖ · ‖ est
une norme ultramétrique sur le complété de
⊕m
j=1 Sym
k
(
Ω1
V̂j
)
⊗ LDPj en une
place ﬁnie, on a
‖ϕkD(s)‖ = max
16j6m
‖ϕkD,j(s)‖,
et si ‖ · ‖ est une norme archimédienne sur le complété de⊕mj=1 Symk (Ω1V̂j)⊗
LDPj en une place archimédienne,
‖ϕkD(s)‖ =
√√√√ m∑
j=1
‖ϕkD,j(s)‖2
6
√
m max
16j6m
‖ϕkD,j(s)‖.
Ainsi, en posant c = max {log(√m)[K : Q], 1}, on a
h(ϕkD) 6 max
16j6m
h(ϕkD,j) + c.
De plus, pour j ∈ {1, . . . ,m}, l’application ϕkD,j est la restriction de ϕkD,V̂j au
sous-espace vectoriel Ek
D,V̂j
de EkD formé des sections qui s’annulent à l’ordre
au moins k le long de V̂1, . . . , V̂m. En toute place v de K, sa norme est donc
inférieure à celle de ϕk
D,V̂j
et par conséquent,
hv(ϕ
k
D,j) 6 max
16j6m
hv(ϕ
k
D,V̂j
),
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et donc
(4.4) hv(ϕkD) 6 max
16j6m
hv(ϕ
k
D,V̂j
) + c.
En particulier, si les V̂j sont tous α-arithmétiques, V̂ vériﬁe aussi : pour tout
ensemble ﬁni S de places de K, pour tout α > α, il existe un nombre réel
strictement positif C tel que
(4.5)
1
[K : Q]
∑
v∈ΣK\S
log
∥∥∥ϕkD∥∥∥
v
6 αk log k + C(k +D).
4.4. Inégalité de pentes
Avec ces notations et ces choix des ﬁbrés vectoriels hermitiens, des ﬁltrations
et morphismes d’évaluation, en notant hJ(ϕkD) la hauteur du morphisme
d’évaluation relative aux normes hermitiennes déﬁnies ci-dessus, l’inégalité de
pentes (1.10) s’écrit :
d̂eg(ED) 6
∞∑
k=0
rg(EkD/E
k+1
D )
µ̂max
 m⊕
j=1
Symk Ω1
V̂j
⊗L ⊗D|Pj
+ hJ(ϕkD)
 .
D’après l’inégalité (1.14), l’inégalité suivante faisant intervenir la hauteur
h(ϕkD) est également valable, bien que cette hauteur ne provienne pas de normes
hermitiennes aux places archimédiennes.
(4.6)
d̂eg(ED) 6
∞∑
k=0
rg(EkD/E
k+1
D )
µ̂max
 m⊕
j=1
Symk Ω1
V̂j
⊗L D|Pj
+ h(ϕkD)
 .
Nous donnons maintenant une majoration de la pente maximale intervenant
dans cette inégalité de pente, ainsi qu’une minoration du degré arithmétique.
Lemme 4.8. — Avec les mêmes notations que précédemment. Il existe un
nombre réel C1 > 0 tel que
µ̂max
 ⊕
16j6m
Symk Ω1
V̂j
⊗L D|Pj
 6 C1(k +D).
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Démonstration. — Ce lemme est un corollaire du lemme 1.5. D’après (1.6),
µ̂max
 ⊕
16j6m
Symk Ω1
V̂j
⊗L D|Pj
 = max
16j6m
µ̂max
(
Symk Ω1
V̂j
⊗L D|Pj
)
= max
16j6m
µ̂max(Sym
k Ω1
V̂j
) + d̂eg(L
D
|Pj )
= max
16j6m
µ̂max(Sym
k Ω1
V̂j
) +D d̂eg(L |Pj )
d’après (1.4). D’après l’inégalité (1.5), il existe un nombre réel c strictement
positif tel que
µ̂max
 ⊕
16j6m
Symk Ω1
V̂j
⊗L D|Pj
 6 ck +Dmax
j
d̂eg(L |Pj )
6 C1(k +D),
où C1 est un nombre réel strictement positif.
Rappelons que d’après le théorème de Hilbert-Samuel arithmétique 1.13, il
existe un nombre réel C > 0 tel que
d̂eg(ED) > −CDn+1.
L’inégalité de pentes (4.6) se récrit donc
(4.7) −CDn+1 6
∑
k>0
rg(EkD/E
k+1
D )(C1(k +D) + h(ϕ
k
D)).
4.5. Majoration de la hauteur du morphisme d’évaluation
On reprend les notations du théorème 4.6.
Lemme 4.9. — Supposons que V̂1, . . . , V̂m sont α-arithmétiques et soit α > α.
Alors il existe un nombre réel C strictement positif tel que, pour tous nombres
entiers k > 0 et D > 1,∑
v∈ΣK\{v0}
hv(ϕ
k
D) 6 α[K : Q]k log k + C(k +D).
Démonstration. — Ce lemme se déduit immédiatement de la déﬁnition d’α-
arithméticité, avec S = {v0}, et de (4.5).
Lemme 4.10. — Supposons que la famille de sous-schéma formel (V̂1, . . . , V̂m)
admette une uniformisation d’ordre inférieur à ρ > 0 en une place v0 de K.
Soit λ un nombre réel strictement positif tel que
(4.8) λρ < m.
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Alors il existe un nombre réel C strictement positif tel que, pour tous nombres
entiers naturels D > 1 et k,
hv0(ϕ
k
D) 6 C(k +D)− λk log
k
D
.
Cette majoration cruciale, à la place privilégiée, donnée par le lemme 4.10
provient de l’uniformisation de (V̂1, . . . , V̂m). Sa démonstration utilise de l’ana-
lyse, complexe ou p-adique selon que la place v0 est archimédienne ou ﬁnie,
sous la forme d’un lemme de Schwarz.
De ces deux lemmes on déduit directement la proposition suivante, qui donne
une majoration de la hauteur de ϕkD.
Proposition 4.11. — Supposons qu’il existe α > 0 tel que, pour tout j ∈
{1, . . . ,m}, V̂j est α-arithmétique et soit α > α. Soit ρ > 0. Supposons que la
famille de sous-schémas formels (V̂1, . . . , V̂m) admet une uniformisation d’ordre
inférieur à ρ en une place v0. Soit λ un nombre réel strictement positif tel que
λρ < m. Alors il existe un nombre réel C positif tel que, pour tous nombres
entiers naturels D > 1 et k,
h(ϕkD) 6 (α[K : Q]− λ)k log k + λk logD + C(k +D).
Démonstration du lemme 4.10. — Dans cette démonstration, on omettra l’in-
dice v0 pour noter la valeur absolue de K correspondant à la place v0. De
même, on notera simplement ‖ · ‖ les normes sur les complétés à la place v0
des espaces EkD, F
k
D.
Comme la famille de sous-schéma formels (V̂1, . . . , V̂m) admet une unifor-
misation d’ordre inférieur à ρ > 0 en v0, il existe une courbe algébrique M
projective, connexe et lisse sur Cv0 , un ensemble ﬁni T ⊂ M , une application
holomorphe
Θ : M \ T → X(Cv0),
des points distincts w1, . . . , wm de M \ T tels que Θ(wj) = xj et le germe
de courbe formelle paramétré par Θ au voisinage de xj coïncide avec V̂j
(cf. déﬁnition 4.5). L’uniformisation étant d’ordre inférieur à ρ, d’après la
déﬁnition 4.1 et le lemme 4.3, il existe η ∈ Γ(M \ T,Θ∗L−1) ne s’annulant
pas en w1, . . . , wm, des nombres réels A1, A2 tels que
(4.1) ‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ pour tout z suﬃsamment proche de τ ,
et
∑
τ∈T ρτ 6 ρ.
Pour tout point x ∈M(Cv0), ﬁxons un paramètre local ux au voisinage de x
et un voisinage ouvert Dx de x tel que ux restreinte à Dx soit un isomorphisme
analytique sur le disque de centre 0 et de rayon 1.
On note respectivement ⌊x⌋ et ⌈x⌉ la partie entière inférieure et la partie
entière supérieure d’un nombre réel x.
4.5. MAJORATION DE LA HAUTEUR DU MORPHISME D’ÉVALUATION 67
Lemme 4.12. — Soit M une courbe algébrique projective lisse connexe sur
un corps algébriquement clos k et soient T,W ⊂ M(k) des ensembles finis
disjoints. Pour tout τ ∈ T soit µτ > 0 tel que
∑
τ∈T µτ < Card(W ). Alors
pour tout nombre entier a assez grand, il existe une fonction rationnelle Ra
sur M , régulière sur M \W ayant des pôles d’ordre exactement a en w ∈ W
et un zéro d’ordre nτ > ⌈aµτ⌉ en chaque τ ∈ T .
Démonstration. — Si D est un diviseur sur M , notons h0(D) la dimension sur
F de l’espace des sections H0(M,OM (D)). Si D est un diviseur à coeﬃcients
réels, D =
∑
λP [P ], avec λP ∈ R pour tout P , on note ⌊D⌋ le diviseur à
coeﬃcients entiers D =
∑⌊λP ⌋[P ]. Notons KM un diviseur canonique de M .
Considérons le diviseur à coeﬃcients réels
∆ =
∑
w∈W
[w]−
∑
τ∈T
µτ [τ ].
Le degré de ∆, deg(∆) = Card(W )−∑τ∈T µτ , est strictement positif d’après
l’hypothèse faite sur la somme des µτ . Pour tout nombre entier naturel a non
nul, on a, d’après le théorème de Riemann-Roch :
h0(⌊a∆⌋)− h0(KM − ⌊a∆⌋) = deg(⌊a∆⌋) + 1− g
et, pour tout w ∈W ,
h0(⌊a∆⌋ − [w])− h0(KM − ⌊a∆⌋+ [w]) = deg(⌊a∆⌋)− g.
Lorsque a tend vers l’inﬁni, deg(⌊a∆⌋) ∼ a deg(∆). Prenons pour a un nombre
entier assez grand tel que deg(⌊a∆⌋) > 2g. Alors,
h0(M,KM − ⌊a∆⌋) = h0(KM − ⌊a∆⌋+ [w]) = 0.
Par conséquent, les H0(M,O(⌊a∆⌋ − [w])), pour w ∈ W sont des hyperplans
de H0(M,O(⌊a∆⌋)). Comme le corps k est inﬁni, il existe
Ra ∈ H0(M,O(⌊a∆⌋)) \
⋃
w∈W
H0(M,O(⌊a∆⌋ − [w])).
La fonction rationnelle Ra a un pôle d’ordre exactement a en chaque w ∈ W ,
pas d’autre pôle, et un zéro d’ordre au moins ⌈aµτ⌉ en τ ∈ T.
Soient a un nombre entier naturel non nul et (µτ )τ∈T une famille de nombres
réels strictement positifs dont la somme est strictement inférieure à m et telle
que, pour tout τ ∈ T ,
(4.9) µτ > λρτ .
Soit Ra une fonction rationnelle sur M ayant un pôle d’ordre exactement a en
chaque w1, . . . , wm, pas d’autre pôle, et un zéro d’ordre nτ > ⌈aµτ⌉ en τ ∈ T .
La paramètre a est ici auxiliaire et n’apparaîtra plus dans les majorations
ﬁnales de la hauteur du morphisme d’évaluation.
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Soient k,D deux nombres entiers naturels, D > 1, et soit s ∈ EkD. Alors
Θ∗(s)ηD est une fonction holomorphe sur M \T et s’annule au moins à l’ordre
k en w1, . . . , wm. Son image par le morphisme d’évaluation ϕkD est
ϕkD(s) = (ϕ
k
1(s), . . . , ϕ
k
n(s)),
où
(4.10) ϕkj (s) = cj,k(Θ∗
∂
∂z
(wj))
⊗−kη(wj)
−D ∈ Symk(Ω1
V̂j
)⊗O(D)xj ,
et cj,k = limz→wj
Θ∗sηD(z)
uwj (z)
k .
En posant C0 = maxj∈{1,...,m}max(|Θ∗ ∂∂z (wj))⊗k|, |η(wj)−D|),
(4.11) ‖ϕkD(s)‖ 6 Ck+D0 max16j6m |cj,k|.
Majorons la valeur absolue de cj,k. On a :
|cj,k|a = lim
z→wj
∣∣∣(Θ∗(s)ηD(z))aRa(z)k∣∣∣ lim
z→wj
∣∣∣Ra(z)−kuwj (z)−ak∣∣∣
= Cak1 limz→wj
∣∣∣(Θ∗(s)ηD(z))aRa(z)k∣∣∣ ,(4.12)
où C1 = limz→wj
∣∣Ra(z)−kuwj (z)−ak∣∣ 1a .
La fonction (Θ∗(s)ηD)aRka est holomorphe sur M \ T , car (Θ∗(s)ηD)a s’an-
nule à l’ordre au moins ak en w1, . . . , wm et Rka a un pôle d’ordre exactement
ak en w1, . . . , wm. Soit r un nombre réel strictement positif. Appliquons à cette
fonction holomorphe un principe du maximum sur le domaine {|Ra(z)| > ra}.
Si la place v0 est archimédienne, il s’agit du principe du maximum usuel en
analyse complexe. Si v0 est une place ultramétrique, il est donné par la propo-
sition suivante, démontrée dans [Bost et Chambert-Loir, 2009] prop B.11.
Proposition 4.13. — Soit k un corps ultramétrique complet, et soit M une
courbe projective lisse et connexe sur k. Soit f ∈ k(M) une fonction rationnelle
non constante, et soit X le domaine de Weierstrass
X = {x ∈M(k); |f(x)| 6 1}.
Alors, toute fonction affinoïde g sur X est bornée. De plus, il existe x ∈ X tel
que
|g(x)| = sup
X
|g| et |f(x)| = 1.
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Supposons r suﬃsamment petit pour que wj appartienne à {|Ra(z)| > ra},
pour tout j ∈ {1, . . . ,m}. Alors,
lim
z→wj
∣∣∣(Θ∗(s)ηD(z))aRa(z)k∣∣∣ 6 max
{|Ra(z)|>ra}
∣∣∣(Θ∗(s)ηD(z))aRa(z)k∣∣∣
6 max
{|Ra(z)|=ra}
∣∣∣(Θ∗(s)ηD(z))aRa(z)k∣∣∣ ,
d’après la proposition 4.13. Ainsi,
lim
z→wj
∣∣∣(Θ∗(s)ηD(z))aRa(z)k∣∣∣ 6 rak max
{|Ra(z)|=ra}
∣∣∣(Θ∗(s)ηD(z))a∣∣∣
6 rak‖s‖av0,∞ max
{|Ra(z)|=ra}
|η(z)|Da.(4.13)
La section η est d’ordre au plus (ρτ )τ∈T en T . Par déﬁnition (voir la
déﬁnition 4.1), il existe des nombres réels positifs A1, A2 tels que, pour tout τ ∈
T , il existe un voisinage Uτ ⊂ Dτ de τ tel que, pour tout z ∈ Uτ ,
‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ .
La fonction Ra a un zéro d’ordre nτ en τ ∈ T , donc il existe un nombre réel A3
strictement positif et un voisinage U ′τ ⊂ Uτ de τ tels que, pour tout z ∈ U ′τ ,
|Ra(z)| 6 A3|uτ (z)|nτ . Ainsi, pour tout z ∈ U ′τ ,
‖η(z)‖ 6 A1 exp
(
A2A
ρτ
nτ
3 |Ra(z)|−
ρτ
nτ
)
.
Il existe donc r0 ∈ ]0, 1[ tel que, pour tout r 6 r0,
(4.14) max
{|Ra(z)|=ra}
‖η(z)‖ 6 A1max
τ∈T
exp
(
A4r
−a ρτ
nτ
)
,
en posant A4 = A2maxτ∈T A
ρτ
nτ
3 . Rappelons que, pour tout τ ∈ T ,
nτ > ⌈aµτ⌉ > aµτ .
Par conséquent,
max
τ∈T
r−
ρτ
nτ 6 r
− ρτ
aµτ 6 r−
1
aλ ,
car ρτµτ 6
1
λ (4.9). Par suite, d’après (4.14), pour tout r < r0, on a
max
{|Ra(z)|=ra}
‖η(z)‖ 6 A1 exp
(
A4r
− 1
λ
)
.
Avec cette majoration de la norme de la section η, l’inégalité (4.13) devient :
lim
z→wj
∣∣∣(Θ∗(s)ηD(z))aRa(z)k∣∣∣ 6 rak‖s‖av0,∞ADa1 exp(aDA4r− 1λ) ,
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et ainsi, d’après (4.12), pour tout j ∈ {1, . . . ,m},
|cj,k| 6 Ck1 rk‖s‖v0,∞AD1 exp
(
DA4r
− 1
λ
)
.
D’après (4.11), cette inégalité fournit la majoration suivante de la norme de
l’image de s par le morphisme d’évaluation ϕkD,
‖ϕkD(s)‖ 6 Ck+D0 Ck1 rkAD1 exp
(
DA4r
− 1
λ
)
‖s‖v0,∞.
Alors, pour r 6 r0,
hv0(ϕ
k
D) 6 C2(k +D) + k log r +A4Dr
− 1
λ ,
où C2 = logC0 +max(0, logC1) + max(0, logA1).
Fixons maintenant
r = min
{
r0,
(
λk
A4D
)−λ}
.
Si r =
(
λk
A4D
)−λ
, i.e. pour kD >
A4
λ r
− 1
λ
0 , alors
log ‖ϕk,lD ‖v0 6 C2(k +D)− λk log
(
λk
A4D
)
+ λk
6 C3(k +D)− λk log k + λk logD
6 C3(k +D)− λk log k
D
,(4.15)
où C3 est un nombre réel strictement positif.
Si r = r0, c’est-à-dire si kD 6
A4
λ r
− 1
λ
0 , montrons qu’il existe C4 > 0 tel que
la hauteur à la place v0 du morphisme d’évaluation ϕkD vériﬁe la majoration
suivante
(4.16) log ‖ϕkD‖ 6 C4(k +D).
D’après (4.11),
‖ϕkD(s)‖ 6 Ck+D0 max16j6m |cj,k|,
où cj,k = limz→wj
Θ∗sηD(z)
uwj (z)
k . Soit j tel que |cj,k| réalise le maximum des |ci,k|,
pour i ∈ {1, . . . ,m}. En appliquant le principe du maximum à la fonction
holomorphe Θ
∗sηD(z)
uwj (z)
k sur un petit disque D autour de wj , qui ne rencontre
4.6. APPLICATION DE L’INÉGALITÉ DE PENTES 71
pas T et ne contient aucun wi avec i 6= j, on obtient :
‖ϕkD(s)‖ 6 Ck+D0 + |cj,k|
6 Ck+D0 max
z∈D
|Θ∗sηD(z)|max
z∈D
|uwj (z)−1|
k
6 Ck+D0 ‖s‖max
z∈D
|η(z)|Dmax
z∈D
|uwj (z)−1|
k
.
En posant C4 = log(C0)maxz∈D |η(z)|maxz∈D |uwj (z)−1|, on obtient donc la
majoration (4.16) du morphisme d’évaluation.
Or log kD 6 − 1λ log r0 + log A4λ , donc pour tout C5 > 0,
C5(k +D)− λk log k
D
> C5(k +D) + k
(
log r0 − λ log A4
λ
)
> (C5 + log r0 − λ log A4
λ
)k + C5D.
Posons C5 = max(C4, C4 + λ log A4λ − log r0). Alors,
hv0(ϕ
k
D) 6 C4(k +D) 6 C5(k +D)− λk log
k
D
.
La majoration (4.15) est donc encore valable pour les petites valeurs de kD ,
quitte à remplacer C3 par C5. Finalement, il existe un nombre réel C > 0 tel
que pour tous nombres entiers k, D,
hv0(ϕ
k
D) 6 C(k +D)− λk log
k
D
,
ce qui conclut la démonstration du lemme 4.10.
4.6. Application de l’inégalité de pentes
Proposition 4.14. — Soient n, d deux nombres entiers naturels non nuls tels
que d 6 n. Soit (ekD)(k,D)∈N2 une famille de nombres entiers naturels, vérifiant
1. il existe un nombre réel strictement positif C0 et un nombre entier natu-
rel n tels que
e0D ∼
D→∞
C0D
n,
2. il existe un nombre entier naturel m tel que pour tous nombres entiers
naturels k,D,
0 6 ekD − ek+1D 6 m(k + 1)d−1.
Supposons qu’il existe des nombres réels A,B avec B 6 A et A > 0 et qu’il
existe C > 0 tels que
(4.17) −CDn+1 6
∑
k>1
(ekD − ek+1D )
(
C11(k +D) +Ak logD −Bk log k
)
.
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Alors
(n− d)A 6 (A−B)n.
Démonstration de la proposition 4.14. — Si B 6 0, le résultat est vrai (car
A > 0). Dans toute la suite de la démonstration, nous supposons 0 < B.
Montrons tout d’abord quelques inégalités vériﬁées par les termes de la
suite ekD.
Lemme 4.15. — Pour tout nombre entier naturel N ,
(4.18) e0D − eND =
∑
06k<N
(ekD − ek+1D ) 6 mNd,
c’est-à-dire
(4.19)
∑
k>N
(ekD − ek+1D ) = eND > e0D −mNd.
Démonstration. —∑
06k<N
(ekD − ek+1D ) 6 m
∑
06k<N
(k + 1)d−1 d’après l’hypothèse 2 sur les ekD
6 mNd,
puisque chacun des N termes de la somme est inférieur à Nd−1.
Supposons par l’absurde que l’on ait
A
B
<
n
d
.
Soit β > 0. Récrivons l’inégalité (4.17) en découpant la somme selon les
termes d’indice k 6 Dβ , et k > Dβ . En posant
SD(β) =
∑
k6Dβ
(ekD − ek+1D )
(
− C11(k +D)−Ak logD +Bk log k
)
,
et
S′D(β) =
∑
k>Dβ
(ekD − ek+1D )
(
− C11(k +D)−Ak logD +Bk log k
)
,
l’inégalité (4.17) s’écrit :
(4.20) SD(β) + S′D(β) 6 CD
n+1.
Lemme 4.16. — Supposons β > 1. On a alors :
|SD(β)| = O(Dβ(d+1) logD).
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Démonstration. —
|SD(β)| 6
∑
k6Dβ
(ekD − ek+1D )
(
C11D + C11k +Ak logD +Bk log k
)
6
∑
k6Dβ
(ekD − ek+1D )
(
C11D +D
β(C11 +A logD) +BβD
β logD
)
6 C12D
β logD
∑
k6Dβ
(ekD − ek+1D ) (car β > 1)
6 C ′12D
β(d+1) logD d’après (4.18).
Lemme 4.17. — Supposons β ∈]AB , nd [. Il existe alors un nombre réel stricte-
ment positif C16 tel que, pour D assez grand,
S′D(β) > C16D
n+β logD.
Démonstration. — Minorons S′D(β).
Pour k > Dβ ,
B log k > βB logD.
Comme β > AB ,
B log k −A logD > C13 logD,
où C13 = βB −A > 0.
S′D(β) >
∑
k>Dβ
(ekD − ek+1D )
(
− C11(k +D) + C13k logD)
)
.
Pour D assez grand, −C11 + C13 logD > 0, et donc
S′D(β) > (−C11D +Dβ(−C11 + C13 logD))
∑
k>Dβ
(ekD − ek+1D ),
> C14D
β logD
∑
k>Dβ
(ekD − ek+1D ),
pour D assez grand.
Or,
∑
k>Dβ (e
k
D − ek+1D ) > e0D − m([Dβ ] + 1)d d’après (4.19). Comme
rg e0D ∼ CDn d’après l’hypothèse 1 sur e0D et βd < n, il existe un nombre
réel strictement positif C15 telle que pour D assez grand,∑
k>Dβ
(ekD − ek+1D ) > C15Dn.
En posant C16 = C14C15, on obtient la minoration de S′D(β) voulue, à
savoir : S′D(β) > C16D
n+β logD.
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Pour achever la démonstration de la proposition 4.14, raisonnons par l’ab-
surde et choisissons β ∈]AB , nd [. Alors, d’après les lemmes 4.16 et 4.17,
SD(β) + S
′
D(β) > −C ′12Dβ(d+1) logD + C16Dn+β logD.
Comme β(d + 1) = βd + β < n + β, il existe C17 > 0 tel que, pour tout D
assez grand,
SD(β) + S
′
D(β) > C17D
n+β logD.
Cette inégalité contredit l’inégalité de pentes
(4.20) SD(β) + S′D(β) 6 CD
n+1,
car β > AB > 1. Par conséquent,
A
B
>
n
d
.
On a donc
−dA 6 −nB,
et en ajoutant nA aux deux membres de cette inégalité, on obtient
(n− d)A 6 n(A−B).
ce qui démontre la proposition 4.14.
4.7. Démonstration du théorème 4.6
Nous pouvons à présent terminer la démonstration du théorème 4.6. Soit
α > α. D’après la proposition 4.11 qui donne une majoration de la hauteur
du morphisme d’évaluation, il existe un nombre réel C5 strictement positif tel
que, pour tout (k,D) ∈ N×N∗, la hauteur du morphisme d’évaluation vériﬁe
h(ϕkD) 6 C5(k +D) + λk logD − (λ− α[K : Q])k log k.
L’inégalité de pentes (4.7) s’écrit donc
−CDn+1 6
∑
k>0
rg(EkD/E
k+1
D )(C1(k +D) + h(ϕ
k
D))
6
∑
k>0
rg(EkD/E
k+1
D )
(
C6(k +D) + λk logD − (λ− α[K : Q])k log k
)
,(4.21)
où l’on a posé C6 = C1 + C5.
Montrons que la suite (ekD)k∈N = (rg(E
k
D))k∈N vériﬁe les hypothèses de la
proposition 4.14, grâce aux encadrements des rangs des modules EkD et des
rangs des quotients successifs de la ﬁltration donnés par les lemmes suivants.
Lemme 4.18. — Pour tout k ∈ N, pour tout D ∈ N∗,
(4.22) rg(EkD/E
k+1
D ) 6 m.
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Démonstration. — Ces inégalités découlent de l’injectivité de l’application
ϕkD : E
k
D/E
k+1
D →
m⊕
i=1
Symk
(
Ω1
Vˆi
)
⊗ LDxi ,
et du fait que la dimension du K-espace vectoriel Symk
(
Ω1
Vˆi
)
est égale à 1.
D’après le lemme 4.18, la suite (ekD) vériﬁe l’hypothèse 2 de la proposi-
tion 4.14 avec d = 1. De plus, d’après (1.12), e0D vériﬁe l’hypothèse 1.
D’après la proposition 4.14, appliquée à A = λ et B = λ − α[K : Q] (on a
alors bien A > 0 et B 6 A), on a donc
(4.23) (r − 1)λ 6 α[K : Q]r.
Si ρ = 0, alors on peut choisir λ aussi grand que l’on veut, et l’inégalité
précédente apporte une contradiction. Donc ρ 6= 0, et en faisant tendre λ
vers mρ par valeurs inférieures dans l’inégalité (4.23) et en faisant tendre α
vers α (par valeurs supérieures), on achève la démonstration du théorème :
m 6 α[K : Q]
r
r − 1
∑
τ∈T
ρτ .

CHAPITRE 5
POINTS ALGÉBRIQUES
Dans [Bertrand, 1977b], D. Bertrand démontre une amélioration du théo-
rème de Schneider-Lang concernant les valeurs algébriques prises simultané-
ment par des fonctions méromorphes et dont voici l’énoncé.
Théorème 5.1 (Bertrand, 1977). — Soit k un corps de nombres. Consi-
dérons des fonctions méromorphes f1, . . . , fn sur C telles que k[f1, . . . , fn] est
stable par la dérivation d/dz. Supposons f1, f2 algébriquement indépendantes et
d’ordres finis ρ1 et ρ2. Pour tout nombre entier naturel non nul d, soit Wd l’en-
semble des nombres complexes w distincts des pôles des fonctions de f1, . . . , fn
tels que k(f1(w), . . . , fn(w)) soit une extension de k de degré d. Soit νd le
cardinal de Wd. Alors
∞∑
d=1
νd
d
6 (ρ1 + ρ2)[k : Q].
Faisons quelques remarques sur ce théorème.
Remarques. — 1. Avec ces notations, on a
W1 = {w ∈ C | f1(w) ∈ k et f2(w) ∈ k},
et le résultat fourni par le théorème de Schneider-Lang classique est
l’inégalité ν1 6 (ρ1 + ρ2)[k : Q].
2. Dans l’énoncé de D. Bertrand on peut supposer, sans perte de généralité,
que le corps de nombres k sur lequel est déﬁnie l’équation diﬀérentielle
est égal à Q, quitte à ajouter des fonctions constantes aux fonctions
f1, . . . , fn.
3. Une conjecture de M. Waldschmidt (dans [Waldschmidt, 1977]) aﬃrme
que
∞∑
d=1
νd 6 (ρ1 + ρ2),
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c’est-à-dire que l’ensemble des points w ∈ C en lesquels les fonctions
f1, . . . , fn prennent simultanément des valeurs algébriques est ﬁni, de
cardinal inférieur à ρ1 + ρ2.
Dans le cas complexe, la généralisation géométrique de ce résultat a été faite
par C. Gasbarri dans [Gasbarri, 2010] (théorème 4.16, et corollaire 4.17). Dans
ce chapitre, nous donnons une démonstration détaillée d’un théorème de ce
genre, valable également dans le cas ultramétrique.
5.1. Énoncé du théorème
Les places de Q qui correspondent à des valeurs absolues ultramétriques
sont en bijection avec l’ensemble des nombres premiers ; on identiﬁera ainsi
une place ultramétrique avec le nombre premier correspondant. On désigne la
place archimédienne par le symbole ∞. On identiﬁe ainsi l’ensemble ΣQ des
places de Q à l’ensemble {∞, 2, 3, 5, . . .}. Si p est une place de Q, on note Qp le
complété deQ etCp le complété d’une clôture algébrique deQp ; en particulier,
C∞ désigne le corps des nombres complexes.
Soit X une variété projective sur Q, et soient x1, . . . , xm des points fermés
de X. Pour j ∈ {1, . . . ,m}, notons Kj = Q(xj) le corps résiduel de xj , dj
son degré sur Q et soit V̂j un sous-Kj-schéma formel lisse de dimension 1 du
complété X̂xj de X en xj . Soit L un ﬁbré en droite ample sur X.
Fixons une place p0 de Q, ﬁnie ou archimédienne. Supposons qu’en cette
place p0 le schéma formel V̂ = ∪mj=1V̂j admette une uniformisation, c’est-à-
dire supposons qu’il existe une courbe aﬃne lisse, connexe M0 sur Cp0 , une
application holomorphe
Θ : M0 → X(Cp0)
et des points distincts w1, . . . , wm de M0 tels que Θ(wj) = ξj , où ξj ∈ X(Cp0)
est un point géométrique au-dessus du point fermé xj , et le germe de courbe
formelle paramétré par Θ au voisinage de ξj coïncide avec V̂j . On notera M la
compactiﬁcation projective lisse de M0 et T le complémentaire (ﬁni) de M0
dans M , de sorte que M0 = M \ T . On rappelle qu’une telle uniformisation
est dite d’ordre inférieur à ρτ en τ ∈ T s’il existe une section globale non
nulle η ∈ Γ(M \ T,Θ∗(L−1)) telle que, si uτ est un paramètre local de M au
voisinage de τ , il existe des nombres réels strictement positifs A1, A2, δ1 tels
que
‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ pour tout z suﬃsamment proche de τ .
Pour tout j ∈ {1, . . . ,m}, le point géométrique ξj déﬁnit un morphisme
de OX,xj dans Cp0 dont le noyau est l’idéal maximal mxj , donc qui se factorise
en un plongement σj de OX,xj/mxj = Kj dans Cp0 .
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Théorème 5.2. — Soit X une variété projective sur Q et soient x1, . . . , xm
des points fermés de X. Pour j ∈ {1, . . . ,m}, notons Kj = Q(xj) le corps
résiduel de xj et dj son degré sur Q. Soit α > 0. Pour tout j ∈ {1, . . . ,m},
soit V̂j un sous-Kj-schéma formel lisse α-arithmétique de dimension 1 du
complété X̂xj de X en xj. Supposons que la famille de sous-schéma formels
(V̂1, . . . , V̂m) admet une uniformisation d’ordre inférieur à ρ > 0 en une place
p0 de Q, finie ou archimédienne. Soit r la dimension de l’adhérence de Zariski
de V̂ =
⋃m
j=1 V̂j dans X.
Alors,
– ou bien r > 1 et
m∑
j=1
1
dj
6
r
r − 1αρ,
– ou bien r = 1, c’est-à-dire les V̂j sont tous algébriques.
Avant de commencer à démontrer le théorème 5.2, donnons quelques ex-
plications sur l’idée de la démonstration, qui est une adaptation de celle du
chapitre 4. Pour appliquer la méthode des pentes, nous allons déﬁnir un mor-
phisme d’évaluation le long desm sous-schémas formels V̂1, . . . , V̂m sur un corps
de nombres K contenant les corps résiduels de chacun des points x1, . . . , xm.
Pour cela, on déﬁnit une ﬁltration par l’ordre d’annulation déﬁnie sur le corps
de base Q et on étend les scalaires à K. Si l’on reprend telle quelle la démons-
tration du théorème 5.2, on obtient alors la majoration suivante :
m 6 [K : Q]
r
r − 1αρ.
On peut améliorer cette majoration en remarquant que, pour chaque sous-
schéma formel, l’hypothèse d’uniformisation fournit une bonne majoration
en plusieurs places du grand corps K et non une seule. On obtient ainsi :
m 6 maxj dj
r
r−1αρ, et donc
ν1 + · · ·+ νd
d
6
r
r − 1αρ.
Pour obtenir la conclusion du théorème 5.2, il faut de plus adapter la ﬁltration
de manière à dériver à des vitesses diﬀérentes en les diﬀérents points, en
fonction de leur degré.
5.2. Choix de la filtration
Soit L un ﬁbré en droites ample sur X. Comme pour le théorème 4.6, on
ﬁltre l’espace ED des sections de LD par l’ordre d’annulation le long des sous-
schémas formels V̂i, mais cette fois, à un cran donné de la ﬁltration on n’impose
pas le même ordre d’annulation le long des m sous-schémas formels.
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Soit (ak)k∈N∗ une suite de nombres entiers compris entre 1 et m et po-
sons a0 = 0. Pour tout k, le terme ak indique que l’on impose aux sections
appartenant au (k+1)-ième cran EkD de la ﬁltration de s’annuler le long de V̂ak
à un ordre un de plus qu’au cran précédent Ek−1D .
Pour tout i ∈ {1, . . . ,m} et tout k ∈ N, posons
ωi(k) = Card{0 6 j < k | aj = i} =
∑
06j<k
δaj ,i,
où δu,v désigne le symbole de Kronecker,
δu,v =
{
0 si u 6= v
1 si u = v.
Soit K une extension ﬁnie de Q galoisienne, incluse dans Cp0 , contenant les
corps σ1(K1), . . . , σm(Km). Notons aussi
(5.1) nk = ωak(k)
et déﬁnissons les Q-espace vectoriel et K-espace vectoriel suivants :
EQ,D = Γ(X,L
D),
et
EK,D = EQ,D ⊗Q K.
Déﬁnissons ηQ,D le morphisme de restriction de EQ,D = Γ(X,LD) dans⊕m
j=1 Γ(V̂j , L
D). Nous allons nous intéresser à l’extension des scalaires de
cette application Q-linéaire à K. Aﬁn de la décrire, nous démontrons le lemme
suivant qui précise l’extension des scalaires du Kj-espace vectoriel Γ(V̂j , LD),
pour tout j ∈ {1, . . . ,m}.
Lemme 5.3. — Pour tout j ∈ {1, . . . ,m}, soit Ij l’idéal de OX̂xj ≃ Kj [[U ]]
définissant V̂j. Alors
Γ(V̂j , L
D)⊗Q K =
⊕
σ:Kj →֒K
Γ(V̂σ(ξj), L
D),
où V̂σ(ξj) désigne le sous-K-schéma formel de SpfK[[U ]] défini par l’idéal
Kσ(Ij).
Démonstration. — Le complété formel X̂xj de X en le point xj de corps rési-
duelKj est isomorphe au spectre formel d’un anneauKj [[U ]] = Kj [[U1, . . . , Un]].
L’extension des scalaires de Q à K s’écrit
Kj [[U ]]⊗Q K = (Kj ⊗Q K) [[U ]],
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car K est une extension ﬁnie de Q. La Kj-algèbre Kj ⊗Q K est isomorphe au
produit
∏
σ:Kj →֒K
Kσ. Ainsi,
X̂xj ⊗Q K ≃
⊕
σ:Kj →֒K
X̂xj ,σ,
où X̂xj ,σ = Spf(Kσ[[U ]]). Soit Ij l’idéal de Kj [[U ]] correspondant au sous-
schéma formel lisse V̂j de Xxj . Le produit tensoriel de l’anneau Kj [[U ]]/Ij
par K sur Q vaut :
(Kj [[U ]]/Ij)⊗Q K = (Kj [[U ]]/Ij)⊗Q K
= (Kj [[U ]]⊗Q K) /(KIj)
≃
∏
σ:Kj →֒K
Kσ[[U ]]/(KσjIj),
où KσjIj désigne l’idéal engendré par l’image de Ij par l’injection Kj [[U ]] dans
Kσ[[U ]]. Par conséquent,
Γ(V̂j , L
D)⊗Q K =
⊕
σ:Kj →֒K
Γ(V̂σ(ξj), L
D),
où V̂σ(ξj) désigne le sous-schéma formel de SpfKσ[[U ]] = X̂xj ,σ déﬁni par l’idéal
KσIj = Kσ(Ij).
L’extension des scalaires de ηQ,D à K est alors l’application K-linéaire :
ηD : EK,D →
m⊕
j=1
⊕
σ:Kj →֒K
Γ(V̂σ(ξj), L
D).
Pour j ∈ {1, . . . ,m}, rappelons que l’on a noté dj = [Kj : Q] et notons
également σ1j , . . . , σ
dj
j les dj plongements de Kj dans K.
Déﬁnissons une ﬁltration décroissante sur EQ,D puis sur EK,D. Tout d’abord
déﬁnissons, pour tous nombres entiers naturels k,D, le Q-espace vectoriel
EkQ,D = {s ∈ EQ,D| s|(Vj)ωj(k)−1 = 0 pour tout j ∈ {1, . . . ,m}},
et le K-espace vectoriel
EkK,D = E
k
Q,D ⊗Q K
=
m⋂
j=1
⋂
σ:Kj →֒K
{s ∈ ED| s|(Vσ(ξj))ωj(k)−1 = 0}.(5.2)
Pour alléger les notations, nous n’écrirons plus l’indice K pour désigner ces
K-espaces vectoriels. Ainsi, nous posons ED = EK,D et, pour tout nombre
entier naturel k, EkD = E
k
K,D.
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Déﬁnissons également un raﬃnement de la ﬁltration décroissante sur chaque
ED = EQ,D ⊗K déduite de celle de EQ,D par produit tensoriel,
EkD = E
k,0
D ⊃ · · · ⊃ E
k,dak−1
D ⊃ E
k,dak
D = E
k+1
D ,
où, pour tout l ∈ {1, . . . , dak − 1}, Ek,lD est déﬁni comme
Ek,lD =
s ∈ Ek,l−1D | s∣∣∣∣∣(Vσlak (ξak ))nk
= 0
 .
Pour tout nombre entier naturel k et tout l ∈ {1, . . . , dak}, posons
(5.3) ξlak = σ
l
ak
(ξak).
Déﬁnissons le morphisme d’évaluation K-linéaire
ϕk,lD : E
k,l−1
D → Symnk Ω1V̂
ξlak
⊗ LD|ξlak .
L’espace d’arrivée Symnk Ω1
V̂
ξlak
⊗ LD
|ξlak
est un K-espace vectoriel de dimen-
sion 1. Le noyau de ϕk,lD est E
k,l
D ; notons encore ϕ
k,l
D l’application K-linéaire
injective qui s’en déduit par passage au quotient :
(5.4) ϕk,lD : E
k,l−1
D /E
k,l
D →֒ Symnk Ω1V̂
ξlak
⊗ LD|ξlak .
Comme l’espace d’arrivée est de dimension 1, l’application ϕk,lD est un
isomorphisme dès que Ek,lD est strictement inclus dans E
k,l
D .
5.3. Inégalité de pentes
Pour k ∈ N et l ∈ {1, . . . , dak}), lesK-espaces vectoriels Ek,lD et Symk Ω1V̂
σl
i
(ξi)
peuvent être munis de structures entières grâce au choix d’un modèle projectif
de X sur Spec oK . Comme expliqué au paragraphe 3.3, on les munit de
structures hermitiennes ( ED,Ω1
V̂i
), en choisissant comme norme sur les Ek,lD ⊗C
la norme de John associée à la norme-inﬁni (voir page 20).
On obtient alors l’inégalité de pentes suivante :
d̂eg(ED) 6
∞∑
k=0
dak∑
l=1
rg(Ek,l−1D /E
k,l
D )
[
µ̂max
(
Symk Ω1
V̂
ξlak
⊗L D|ξlak
)
+h(ϕk,lD )
]
.(5.5)
5.4. MAJORATION DES HAUTEURS DU MORPHISME D’ÉVALUATION 83
D’après le lemme 4.8, on a une majoration de la pente maximale intervenant
dans cette inégalité. Il existe un nombre réel C1 strictement positif tel que, pour
tous nombres entiers naturels K,D, pour tout i ∈ {1, . . . ,m},
(5.6) µ̂max
(
Symωi(k)Ω1
V̂i
⊗L D|Pj
)
6 C1(nk +D) 6 C1(k +D).
5.4. Majoration des hauteurs du morphisme d’évaluation
Dans la suite, nous faisons l’hypothèse suivante sur les vitesses de dérivation.
On suppose qu’il existe des nombres réels strictement positifs β1, . . . , βm dont
la somme vaut 1 tels que, pour tout i ∈ {1, . . . ,m}, l’ordre d’annulation ωi(k)
le long de V̂i prescrit pour les éléments de EkD vériﬁe
(5.7) ωi(k) =
k→∞
βik +O(1).
Pour tout i ∈ {1, . . . ,m} la suite (k − ωi(k)βi )k∈N est bornée. Soit b un
nombre entier naturel qui majore ces suites. On peut alors écrire, pour tout
i ∈ {1, . . . ,m} et tout k ∈ N,
(5.8) ωi(k) = βi(k − b) + ri(k),
où (ri(k))k∈N est une suite bornée de nombres entiers naturels.
Proposition 5.4. — Soit λ un nombre réel strictement positif tel que
(5.9) λρ < 1.
Soit α > α. Il existe alors un nombre réel C > 0 tel que, pour tous nombres
entiers naturels k,D et tout l ∈ {1, . . . , dak},
h(ϕk,lD ) 6 C(k +D)− d (λ− αdakβak) k log k + dλk logD.
Pour démontrer cette proposition qui contrôle la hauteur des morphismes
d’évaluation ϕk,lD , nous allons montrer deux lemmes : le lemme 5.5 qui fournit
une majoration de la somme des hauteurs du morphisme d’évaluation en toutes
places excepté un nombre ﬁni, puis le lemme 5.6 qui donne une meilleure
majoration en certaines places de K, grâce à l’uniformisation de V̂ .
Lemme 5.5. — Pour tout ensemble S de plongements de K dans Cp0 , pour
tout α > α, il existe un nombre réel positif C tel que∑
p6∞
∑
σ:K →֒Cp,
σ /∈S
hσ(ϕ
k,l
D ) 6 α[K : Q]nk log nk + C(k +D),
pour tous k ∈ N, D ∈ N∗ et tout l ∈ {1, . . . , dak}.
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Démonstration. — Soit α > α. Soient k ∈ N et D ∈ N∗. Comme V̂ak est
α-arithmétique, pour tout plongement σ de Kak dans K le sous-schéma formel
V̂σ(ξak ) est α-arithmétique (voir la déﬁnition 3.23). La norme du morphisme
d’évaluation ϕk,lD déﬁni (voir (5.4)) comme
ϕk,lD : E
k,l−1
D /E
k,l
D →֒ Symnk Ω1V̂
ξlak
⊗LD
|ξlak
,
vériﬁe donc :∑
p6∞
∑
σ:K →֒Cp,
σ /∈S
hσ(ϕ
k,l
D ) 6 α[K : Q]nk log nk + C(k +D).
Par déﬁnition, pour tout plongement σ de K dans Cp0 , la hauteur de ϕ
k
D
associée au plongement σ est hσ(ϕ
k,l
D ) = log ‖ϕk,lD ⊗K,σ Cp0‖.
Pour tout plongement σ de K dans Cp0 tel que σ(ξ
l
ak
) = ξak on obtient,
grâce à l’uniformisation, une bonne majoration de la hauteur de ϕk,lD associée
au plongement σ. C’est l’objet du lemme ci-dessous.
Lemme 5.6. — Soit λ un nombre réel strictement positif tel que λρ < 1.
Il existe un nombre réel C positif tel que, pour tous k ∈ N, D ∈ N∗
et tout l ∈ {1, . . . , dak}, pour tout plongement σ de K dans Cp0 tel que
σ(ξlak) = ξak ,
(5.10) hσ(ϕ
k,l
D ) 6 C(k +D)− λk log
k
D
.
Démonstration du lemme 5.6. — Pour alléger les notations, on ne précisera
pas en indice que les valeurs absolues et normes considérées sont celles à la
place p0.
Comme la famille de sous-schémas formels (V̂1, . . . , V̂m) admet une unifor-
misation d’ordre inférieur à ρ > 0 en p0, il existe une courbe algébrique M
projective, connexe et lisse sur Cp0 , un ensemble ﬁni T ⊂ M , une application
holomorphe
Θ : M \ T → X(Cp0),
et des points distincts w1, . . . , wm de M \ T tels que Θ(wj) = ξj et le germe
de courbe formelle paramétré par Θ au voisinage de ξj coïncide avec V̂j
(cf. déﬁnition 4.5). L’uniformisation étant d’ordre inférieur à ρ, d’après la
déﬁnition 4.1, il existe une section η ∈ Γ(M \ T,Θ∗(L−1)) non nulle et une
famille (ρτ )τ de nombres réels positifs telles que, si uτ est un paramètre local
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au voisinage de τ ∈ T , il existe des nombres réels strictement positifs A1, A2
tels que
(4.1) ‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ pour tout z suﬃsamment proche de τ,
et
∑
τ∈T ρτ 6 ρ. D’après le lemme 4.1, on peut supposer que η ne s’annule pas
en w1, . . . , wm.
Lemme 5.7. — Soit M une courbe algébrique projective lisse connexe sur
un corps F algébriquement clos et soient T,W ⊂ M(F ) des ensembles finis
disjoints. Notons g le genre de M . Pour tout τ ∈ T soit µt un nombre réel
strictement positif. Supposons que
∑
τ∈T µτ < 1. Pour tout w ∈W , soit βw > 0
tel que
∑
w∈W βw = 1. Alors pour tout nombre entier a assez grand, il existe
une fonction rationnelle Ra sur M , régulière sur M \W ayant un pôle d’ordre
exactement ⌊aβw⌋ en w ∈W et un zéro d’ordre mτ > ⌈aµτ⌉ en chaque τ ∈ T .
Démonstration. — Considérons le diviseur à coeﬃcients réels ∆ donné par
∆ =
∑
w∈W
βw[w]−
∑
τ∈T
µτ [τ ].
Son degré, deg(∆) =
∑
w∈W βw −
∑
τ∈T µτ , est strictement positif par hy-
pothèse. Si D est un diviseur sur M , notons h0(D) la dimension sur F de
l’espace des sections H0(M,OM (D)). Si D est un diviseur à coeﬃcients réels,
D =
∑
λP [P ], avec λP ∈ R pour tout P , on note ⌊D⌋ le diviseur à coeﬃcients
entiers D =
∑⌊λP ⌋[P ]. Notons KM le diviseur canonique de M . D’après le
théorème de Riemann-Roch, pour tout nombre entier naturel a non nul, on a :
h0(⌊a∆⌋)− h0(KM − ⌊a∆⌋) = deg(⌊a∆⌋) + 1− g,
et, pour tout w ∈W ,
h0(⌊a∆⌋ − [w])− h0(KM − ⌊a∆⌋+ [w]) = deg(⌊a∆⌋)− g.
Lorsque a tend vers l’inﬁni, deg(⌊a∆⌋) = a deg(∆) +O(1), donc deg(⌊a∆⌋) ∼
a deg(∆) puisque deg(∆) > 0. Prenons pour a un nombre entier assez grand
tel que deg(⌊a∆⌋) > 2g. Alors,
h0(KM − ⌊a∆⌋) = h0(KM − ⌊a∆⌋+ [w]) = 0.
Par conséquent, les F -espaces vectoriels H0(M,O(⌊a∆⌋ − [w])), pour w ∈W ,
sont des hyperplans de H0(M,O(⌊a∆⌋)). Comme le corps F est inﬁni, il existe
Ra ∈ H0(M,O(⌊a∆⌋)) \
⋃
w∈W
H0(M,O(⌊a∆⌋ − [w])).
La fonction rationnelle Ra a un pôle d’ordre exactement ⌊aβw⌋ en chaque
w ∈W , pas d’autre pôle, et a un zéro d’ordre au moins ⌈aµτ⌉ en τ ∈ T.
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Soient donc a un nombre entier naturel, (µτ )τ∈T une famille de nombres
réels strictement positifs dont la somme est strictement inférieure à 1 et telle
que, pour tout τ ∈ T ,
(5.11) µτ > λρτ .
C’est possible car on a supposé que λ est tel que λρ < 1. D’après le lemme 5.7,
il existe alors une fonction rationnelle Ra sur M , régulière sur M \W ayant un
pôle d’ordre exactement ⌊aβak⌋ en w1, . . . , wm et un zéro d’ordre mτ > ⌈aµτ⌉
en chaque τ ∈ T .
Soit D ∈ N et soit s ∈ ED. Soit Fs la fonction holomorphe Θ∗(s)ηD
sur M \ T . Soient k ∈ N et l ∈ {1, . . . , dak} tels que f ∈ Ek,lD . Alors Fs
s’annule au moins à l’ordre ωi(k) en wi, pour tout i ∈ {1, . . . ,m}. L’image de
la section s par le morphisme d’évaluation ϕk,lD est
(5.12) ϕk,lD (s) = ck(Θ∗
∂
∂z
(wak))
⊗−nkη(wak)
−D ∈ Symnk(Ω1
V̂ξak
)⊗ LD|ξak ,
où
ck = lim
z→wak
Θ∗(s)ηD(z)
uak(z)
nk
= lim
z→wak
f(z)
uak(z)
nk
,
uak désignant un paramètre local de la courbe M au voisinage de wak et
nk = ωak(k), pour tout nombre entier naturel k.
En posant C0 = max(|Θ∗ ∂∂z (wak)|−1, |η(wak)|), on a
(5.13) |ϕk,lD (s)| 6 Ck+D0 |ck|.
Posons
(5.14) νak = ank − (k − b)⌊aβak⌋.
C’est un nombre entier naturel. En eﬀet, c’est clairement le cas si k < b et si
k > b on a :
νak = ank − (k − b)⌊aβak⌋ = ank − (k − b)aβak + (k − b)(aβak − ⌊aβak⌋)
= arak(k) + (k − b)(aβak − ⌊aβak⌋) > 0.
Puisque
ck = lim
z→wak
f(z)
uak(z)
nk
,
on a
|ck|a = lim
z→wak
∣∣∣faRk−ba u−νa(k)ak (z)∣∣∣ limz→wak
∣∣∣R−1a u−⌊aβak⌋ak (z)∣∣∣k−b.
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La fonction Ra a un pôle d’ordre exactement ⌊aβj⌋ en wj . En posant C1 =
max16j6m limz→wj
∣∣Ra(z)−1uj(z)−⌊aβj⌋∣∣ 1a , on a donc
(5.15) |ck| 6 Ck−b1
(
lim
z→wak
∣∣∣faRk−ba u−νa(k)ak (z)∣∣∣) 1a .
La fonction (Θ∗(s)ηD)aRk−ba est holomorphe sur M \ T , d’après l’hypo-
thèse (5.8) faite sur les ordres d’annulation de Θ∗(s) aux points w1, . . . , wm.
Soit r un nombre réel strictement positif. Appliquons à cette fonction un prin-
cipe du maximum sur le domaine {|Ra(z)| > ra}. Si la place p0 est archimé-
dienne, il s’agit du principe du maximum usuel en analyse complexe. Si p0 est
une place ultramétrique, il est donné par la proposition 4.13. Si r est suﬃsam-
ment petit, pour tout i ∈ {1, . . . ,m}, wi ∈ {|Ra(z)| > ra}.
Il vient :
lim
z→wak
∣∣∣(Θ∗(s)ηD(z))aRa(z)k−b∣∣∣ 6 max
{|Ra(z)|>ra}
∣∣∣(Θ∗(s)ηD(z))aRa(z)k−b∣∣∣
6 max
{|Ra(z)|=ra}
∣∣∣(Θ∗(s)ηD(z))aRa(z)k−b∣∣∣
6 ra(k−b) max
{|Ra(z)|>ra}
∣∣∣(Θ∗(s) ηD(z))a∣∣∣
6 ra(k−b)‖s‖aσ,∞ max
{|Ra(z)|>ra}
|η(z)|Da.(5.16)
La section η est d’ordre au plus ρτ au voisinage de τ : par déﬁnition
(voir (4.1)), pour tout paramètre local uτ autour de τ , il existe des nombres
réels strictement positifs A1, A2 tels que pour tout z suﬃsamment proche de τ ,
‖η(z)‖ 6 A1eA2|uτ (z)|−ρτ .
La fonction Ra a un zéro d’ordre mτ en τ ∈ T , donc il existe un nombre
réel A3 > 0 tel que pour tout z suﬃsamment proche de τ, |Ra(z)| >
A3|uτ (z)|mτ . Ainsi,
‖η(z)‖ 6 A1eA2A
ρτ
3 |Ra(z)|
−
ρτ
mτ .
Pour r suﬃsamment petit, on a donc
max
|R(z)|=ra
‖η(z)‖ 6 max
τ∈T
A1 exp
(
A4r
−a ρτ
µτ
)
,
où A4 = A2maxτ∈T A
ρτ
3 .
Rappelons que mτ > ⌈aµτ⌉ > aµτ . Par conséquent, pour r 6 1 et τ ∈ T , on
a
r−
ρτ
mτ 6 r
− ρτ
aµτ 6 r−
1
λa ,
88 CHAPITRE 5. POINTS ALGÉBRIQUES
où λ = minτ
µτ
ρτ
. Par suite, il existe r0 ∈ ]0, 1[ tel que, pour tout r inférieur
à r0,
max
|R(z)|=ra
‖η(z)‖ 6 A1 exp
(
A4r
− 1
λ
)
.
Avec cette majoration de la norme de la section η, l’inégalité (5.16) devient
donc
lim
z→wak
∣∣∣(Θ∗(s)ηD(z))aRa(z)k−b∣∣∣ 6 max
|Ra(z)|=ra
|faRk−ba (z)|
6 ra(k−b)AaD1 exp
(
A4aDr
− 1
λ
)
‖s‖aσ,∞.(5.17)
D’après l’inégalité (5.15),
|ck|a 6 Cak1
(
lim
z→wak
∣∣∣faRk−ba u−νa(k)ak (z)∣∣∣)
6 Cak1
 max
z∈D et
|uak (z)|6B1
∣∣∣faRk−ba u−νa(k)ak (z)∣∣∣
,(5.18)
où D désigne un voisinage de wak sur lequel le paramètre local uak est
holomorphe, et B1 est un nombre réel positif. En appliquant le principe du
maximum à la fonction holomorphe faRk−ba u
−νa(k)
ak sur le domaine
{|uak(z)| 6 B1} ∩D ,
on obtient :
max
z∈D et
|uak (z)|6B1
∣∣∣faRk−ba u−νa(k)ak (z)∣∣∣ = maxz∈D et
|uak (z)|=B1
∣∣∣faRk−ba u−νa(k)ak (z)∣∣∣
= B
−νa(k)
1 max
z∈D et
|uak (z)|=B1
∣∣∣faRk−ba (z)∣∣∣
6 B
−νa(k)
1
(
r(k−b)AD1 exp
(
A4Dr
− 1
λ
)
‖s‖σ,∞
)a
,
d’après l’inégalité (5.17). On obtient donc la majoration suivante de ck, d’après
l’inégalité (5.18) :
|ck| 6 Ck1B
−νa(k)
a
1 r
k−bAD1 e
A4Dr
− 1
λ ‖s‖σ,∞.
Cette majoration de |ck| permet d’obtenir une majoration de la norme de
l’image de s par le morphisme d’évaluation ϕk,lD , d’après l’inégalité (5.13) :
‖ϕk,lD (s)‖σ 6 Ck+D0 Ck1B
−νa(k)
a
1 r
k−bAD1 e
A4Dr
− 1
λ ‖s‖σ,∞.
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Si σ est un plongement de K dans C, c’est-à-dire si p0 est une place archimé-
dienne, comme la norme-inﬁni de s est inférieure à la norme de John associée
(voir (1.11)), on a
‖ϕk,lD ‖σ 6 Ck+D0 Ck1B
−νa(k)
a
1 r
k−bAD1 e
A4Dr
− 1
λ .
Comme νa(k) = O(1), il existe un nombre réel C2 > 0 tel que, pour r 6 r0,
hσ(ϕ
k,l
D ) = log ‖ϕk,lD ‖σ 6 C2(k +D) + k log r +A4Dr−
1
λ .
Posons
r = min
{
r0,
(
λk
A4D
)−λ}
.
Si r =
(
λk
C3D
)−λ
, i.e. pour kD >
A4
λ r
− 1
λ
0 ,
log ‖ϕk,lD ‖σ 6 C2(k +D)− λk log
(
λk
A4D
)
+ λk
6 C3(k +D)− λk log k + λk logD(5.19)
6 C3(k +D)− λk log k
D
,(5.20)
où C3 est un nombre réel strictement positif.
Si r = r0, c’est-à-dire si kD 6
A4
λ r
− 1
λ
0 , alors la norme de ϕ
k,l
D vériﬁe la
majoration
log ‖ϕk,lD ‖ 6 C0(k +D),
valable en toute place par déﬁnition de la condition α-arithmétique.
Or log kD 6 − 1λ log r0 + log A4λ , donc pour tout C4 > 0,
C4(k +D)− λk log k
D
> C4(k +D) + k
(
log r0 − λ log A4
λ
)
> (C4 + log r0 − λ log A4
λ
)k + C4D.
Posons C4 = max(C0, C0 + λ log A4λ − log r0). Alors,
hσ(ϕ
k,l
D ) 6 C0(k +D) 6 C4(k +D)− λk log
k
D
.
La majoration (5.20) est donc encore valable pour les petites valeurs de kD ,
quitte à remplacer C3 par C4. Finalement, il existe un nombre réel C > 0 tel
que pour tous nombres entiers k, D et tout nombre entier l ∈ {1, . . . , dak},
hσ(ϕ
k,l
D ) 6 C(k +D)− λk log
k
D
,
ce qui conclut la démonstration du lemme 5.6.
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Démonstration de la proposition 5.4. — D’après la proposition 1.7, la hauteur
du morphisme d’évaluation est donnée par la somme suivante :
h(ϕk,lD ) =
∑
p6∞
∑
σ:K →֒Cp
hσ(ϕ
k,l
D )
=
∑
p 6=p0
∑
σ:K →֒Cp
hσ(ϕ
k,l
D )

+

∑
σ:K →֒Cp0
σ◦σlak
(ξak )=ξak
hσ(ϕ
k,l
D )
+

∑
σ:K →֒Cp0
σ◦σlak
(ξak ) 6=ξak
hσ(ϕ
k,l
D )
 .
Soit σ un plongement de K dans Cp0 . Si
(5.21) σ(σlak(ξak)) = ξak ,
on dispose de la majoration (5.10) de la hauteur du morphisme d’évaluation ϕk,lD
associée au plongement σ grâce au lemme 5.6. La restriction d’un tel plonge-
ment σ à σlak(Kak) est déterminée de manière unique. Pour k et l ﬁxés, le
nombre de plongements σ de K dans Cp0 vériﬁant la condition (5.21) est égal
au nombre de façons d’étendre un plongement de σlak(Kak) dans Cp0 en un
plongement de K dans Cp0 , soit
[K : σlak(Kak)] = [K : Kak ] =
[K : Q]
dak
.
Ainsi, en notant d = [K : Q],
h(ϕk,lD ) 6 C
′(k +D) + αdnk log nk +
d
dak
(C(k +D)− λk log k
D
)
6 (C ′ +
dC
dak
)(k +D) + αdnk log nk − d
dak
λk log
k
D
6 C6(k +D) + αdβakk log k −
d
dak
λk log k +
d
dak
λk logD,
où l’on a posé C6 = C ′ + dCmini di , car nk 6 k. Ainsi,
6 C6(k +D)−
(
dλ
dak
− dαβak
)
k log k +
dλ
dak
k logD.
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5.5. Démonstration du théorème principal
Pour démontrer le théorème 5.2, on peut supposer r > 1. Nous allons
alors appliquer l’inégalité de pentes en utilisant les majorations des hauteurs
des morphismes d’évaluation que nous venons de démontrer. D’après (5.5),
l’inégalité de pentes s’écrit
d̂eg(ED) 6
∞∑
k=0
dak∑
l=1
rg(Ek,l−1D /E
k,l
D )
(
µ̂max
(
Symnk Ω1
V̂
ξlak
⊗L D|ξlak
)
+ h(ϕk,lD )
)
.
D’après la majoration de la pente maximale intervenant dans cette inéga-
lité (5.6) et d’après la majoration de la hauteur du morphisme d’évaluation
donné par la proposition 5.4, on a donc
−C1Dr+1 6
∞∑
k=0
dak∑
l=1
rg(Ek,l−1D /E
k,l
D )
[
C6(k +D)−
(
dλ
dak
− dαβak
)
k log k
+
dλ
dak
k logD
]
6
∞∑
k=0
rg(EkD/E
k+1
D )
[
C6(k +D)− (dλ− dαdakβak) k log k
+ dλk logD
]
,
où C6 est un nombre réel strictement positif.
Posons A = dλ et B = dλ − dαmaxk(dakβak) = dλ − dαmax16j6m(djβj).
La proposition 4.14 s’applique à la suite ekD = rg(E
k
D) car
ekD − ek+1D = rg(EkD/Ek+1D ) 6 dak 6 max16i6m di.
On a ainsi
(r − 1)dλ 6 dαmax
j
djβjr,
c’est-à-dire
(5.22) λ 6
r
r − 1α max16j6m(djβj).
Si ρ = 0, alors on peut choisir λ aussi grand que l’on veut, et l’inégalité
précédente apporte une contradiction.
Donc ρ 6= 0, et en faisant tendre λ vers 1ρ par valeurs inférieures dans
l’inégalité (4.23) et en faisant tendre α vers α (par valeurs supérieures), on
obtient :
(5.23) 1 6 α
r
r − 1 max16j6m(djβj)ρ.
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Il reste à choisir de manière optimale les paramètres βj . On veut minimiser
le max16j6m djβj , pour βj > 0 et
∑
βj = 1. Ce minimum est au moins égal à(∑
i
1
di
)−1
car
1 =
∑
βi =
∑
βidi
1
di
6 max
i
βidi
∑
i
1
di
.
En posant
(5.24) βj =
1
dj
(∑
i
1
di
)−1
,
on a, pour tout j ∈ {1, . . . ,m}, djβj =
(∑
i
1
di
)−1
. Avec ce choix, l’inéga-
lité (5.23) devient donc
m∑
i=1
1
di
6
r
r − 1αρ.
Pour terminer la preuve du théorème 5.2, il reste à montrer que, pour
le choix (5.24) des βj l’on peut construire une suite ω donnant les ordres
d’annulation grâce auxquels on déﬁnit la ﬁltration Ek,lD qui vériﬁe l’hypothèse
(5.7) ωi(k) =
k→∞
βik +O(1).
Lemme 5.8. — Soit (βj)16j6m une famille de nombres rationnels strictement
positifs telle que
∑m
j=1 βj = 1.
Alors il existe une application ω : N→ Nm, k 7→ ω(k) = (ω1(k), . . . , ωm(k)),
telle que
1. ω(0) = (0, . . . , 0) ;
2. pour tout k ∈ N∗, pour tout i ∈ {1, . . . ,m}, ωi(k)− ωi(k − 1) ∈ {0, 1} ;
3. pour tout k ∈ N∗, il existe un unique ak ∈ {1, . . . ,m} tel que
ωak(k) = ωak(k − 1) + 1;
4. pour tout i ∈ {1, . . . ,m},
ωi(k) =
k→∞
βik +O(1).
Démonstration. — Soit δ un dénominateur commun des βj , c’est-à-dire un
nombre entier naturel non nul tel que pour tout j ∈ {1, . . . ,m}, δβj soit un
nombre entier. Posons, pour tout j ∈ {1, . . . ,m},
xj = δβj ∈ N∗.
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On a
m∑
j=1
xj = δ.
On déﬁnit la suite (ak)k∈N δ-périodique dont les δ premiers termes sont :
1, . . . , 1︸ ︷︷ ︸
x1 fois
, 2, . . . , 2︸ ︷︷ ︸
x2 fois
, . . . ,m, . . . ,m︸ ︷︷ ︸
xm fois
.
Les points 1, 2 et 3 déﬁnissent alors une unique suite ω qui s’écrit alors :
(5.25)
ω
(
jδ +
c−1∑
n=1
xn + l
)
=
(
(j + 1)x1, . . . , (j + 1)xc−1, jxc + l, jxc+1, . . . , jxm
)
,
pour j ∈ N, c ∈ {1, . . . ,m} et l ∈ {1, . . . , xc} (en considérant que la somme
vide est nulle si c = 1).
Soit k ∈ N∗ et soit j = ⌊kδ ⌋. Alors k−δ < jδ 6 k, et pour tout i ∈ {1, . . . ,m}
on a :
ωi(k) 6 (j + 1)xi 6
(⌊
k
δ
⌋
+ 1
)
βiδ 6 βik + βiδ.
De plus,
ωi(k) > jxi >
⌊
k
δ
⌋
βiδ > βik − βiδ.
Ainsi, la suite (ω(k))k vériﬁe le point 4 : pour tout i ∈ {1, . . . ,m},
ωi(k) =
k→∞
βik +O(1).
Rappelons ce que ce choix de suite ω signiﬁe pour la ﬁltration (EkD)k,D>0. À
chaque cran de la ﬁltration, on demande une annulation à un ordre de plus en
l’un des points de la ﬁltration par rapport au cran précédent. Comme expliqué
au paragraphe 5.2, on code les ordres d’annulation par une suite (ak), le k-ième
terme ak indiquant que l’on impose aux sections appartenant au (k + 1)-ème
cran de la ﬁltration EkD de s’annuler à un ordre un de plus le long de V̂ak
qu’au cran Ek−1D . On déﬁnit la ﬁltration de la manière suivante : on dérive
tout d’abord x1 fois par rapport au premier point, puis x2 fois par rapport au
deuxième point, jusqu’à xm fois par rapport aum-ième point, puis à nouveau x1
fois par rapport au premier, etc.
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5.6. Quelques remarques sur le théorème 5.2
Remarque. — Pour démontrer le théorème 5.2, nous avons eu besoin de
dériver à des vitesses diﬀérentes en les diﬀérents points considérés : en chaque
point, nous avons dérivé à une vitesse inversement proportionnelle à son degré.
En dérivant aux mêmes vitesses en tous les points, c’est-à-dire en prenant tous
les βj égaux à 1m , on obtient d’après (5.23) l’inégalité plus faible suivante :
m 6 α
r
r − 1ρ max16j6m dj .
En reprenant les notations du début du chapitre, νd désignant, pour tout
nombre entier naturel non nul d, le nombre de points w tels que le corps
engendré par f(w1), . . . , f(wm) soit de degré d sur Q, cette inégalité s’écrit :
(5.26)
ν1 + · · ·+ νd
d
6 α
r
r − 1ρ,
pour tout d ∈ N∗. Ce résultat est moins fort que celui du théorème 5.2, il
n’implique notamment pas la convergence de la série
∑∞
d=1
νd
d : si tous les
νd sont égaux, νd = ν1 6 α rr−1ρ, l’inégalité (5.26) est vériﬁée, mais la série∑∞
d=1
νd
d diverge.
Remarque. — Dans l’énoncé du théorème 5.2, au lieu de supposer qu’il existe
un nombre réel positif α tel que V̂1, . . . , V̂m sont tous α-arithmétiques, on peut
supposer qu’il existe des nombres réels positifs α1, . . . , αm non nécessairement
égaux tels que, pour tout i ∈ {1, . . . ,m}, V̂i est αi-arithmétique.
Pour tout i ∈ {1, . . . ,m}, soit αi un nombre rationnel tel que αi > αi. Les
calculs qui menaient à (5.23) donnent alors
1 6
r
r − 1 max16j6m(djβjαj),
où les βj sont des nombres rationnels strictement positifs de somme 1. En
posant
βj =
1
djαj
(∑
i
1
diαi
)−1
,
et en faisant tendre, pour tout i ∈ {1, . . . ,m}, αi vers αi, avec αi rationnel et
strictement supérieur à αi, on obtient alors comme conclusion :
m∑
i=1
1
αidi
6
r
r − 1ρ.
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5.7. Optimalité de la borne du théorème 5.2
Également dans l’article [Bertrand, 1977b], D. Bertrand a démontré une
généralisation du théorème 5.1 cité au début de ce chapitre, sans hypothèse
d’équation diﬀérentielle, avec des hypothèses arithmétiques portant sur les dé-
rivées des fonctions méromorphes au voisinage des points considérés. I. Wa-
kabayashi a démontré dans [Wakabayashi, 1985] que la borne donnée par ce
théorème était optimale, de même que celle d’un théorème de Chudnovsky.
Avant d’énoncer ces résultats, nous donnons la déﬁnition suivante d’un bon
point pour des fonctions méromorphes, qui regroupe les hypothèses adaptées à
ces théorèmes. Cette déﬁnition, utilisée par D. Bertrand, G. V. Chudnovsky et
I. Wakabayashi, a été suggérée par D. Masser. Puis, nous faisons le lien entre ces
conditions et celles de sous-schémas formels α-analytiques et α-arithmétiques
déﬁnies au chapitre 3.
Définition 5.9 (bon point). — Soit n nombre entier naturel non nul et
soient f1, . . . , fn des fonctions holomorphes sur C et soit w un point de C.
Soient δ un nombre entier naturel non nul, δ′, δ′′ des nombres entiers naturels
et µ un nombre réel strictement positif. On dit que w est un bon point de
(f1, . . . , fn) de type (δ, δ′, δ′′, µ) s’il existe un corps de nombres K tel que, pour
tout i ∈ {1, . . . , n}, les trois conditions suivantes sont satisfaites :
1. pour tout nombre entier naturel k, f (k)i (w) ∈ K,
2.
lim
k→∞
log |f (k)(w)|
k log k
6 µ,
3. pour tout k ∈ N,
δk+1((δ′k)!)
δ′′
f (k)(w) ∈ oK .
La notation |x|, pour un nombre algébrique x, désigne ici sa maison, c’est-à-
dire le maximum des valeurs absolues de ses conjugués.
Comparons cette déﬁnition avec les hypothèses de nos théorèmes. Tout
d’abord, l’analyticité des fonctions f1, . . . , fn entraîne la condition 2 de la
déﬁnition 5.9 avec µ = 1.
Lemme 5.10. — Soient (f1, . . . , fn) des fonctions holomorphes sur C et soient
δ un nombre entier naturel non nul, δ′, δ′′ des nombres entiers naturels et µ
un nombre réel strictement positif. Soit w ∈ C un bon point de (f1, . . . , fn) de
type (δ, δ′, δ′′, µ).
Alors le germe de courbe paramétrée par (f1, . . . , fn) dans Cn au voisinage
de (f1(w), . . . , fn(w)) est (1 + δ′δ′′)-arithmétique.
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Démonstration. — Nous allons majorer la hauteur du morphisme d’évaluation
associé aux fonctions holomorphes f1, . . . , fn grâce à l’hypothèse que w ∈ C
est un bon point de (f1, . . . , fn) de type (δ, δ′, δ′′, µ). D’après 3.14, pour toute
place v de K,
hv(ϕ
k
D) 6 Cv(k +D) + max
16i6n
log
∣∣∣∣ 1k!f (k)i (w)
∣∣∣∣
v
,
avec pour tout v, Cv > 0 et pour presque tout v, Cv = 0. D’après la condition 3.
vériﬁée par f1, . . . , fn, on a donc, pour toute place v de k,
hp(ϕ
k
D) 6 Cp(k +D) + log
(
|k!−1|p|δ−1|pk+1|(δ′k)!−1|p
δ′′
)
6 C ′p(k +D)− log |k!|p − δ′′ log |(δ′k)!|p,
où l’on a posé C ′p = Cp + log |δ−1|p. Ainsi,∑
p∈Specm oK
hp(ϕ
k
D) 6 (k +D)
∑
p
Cp −
∑
p∈Specm oK
(
log |k!|p + δ′′ log |(δ′k)!|p
)
6 (k +D)C + [K : Q] log(k!) + [K : Q]δ′′ log((δ′k)!),
d’après la formule du produit et en notant C =
∑
p
Cp (somme sur un nombre
ﬁni de termes non nuls). On a donc :∑
p∈Specm oK
hp(ϕ
k
D) 6 C(k +D) + [K : Q]k log k + [K : Q]δ
′′δ′k log(δ′k)
6 C ′(k +D) + [K : Q](1 + δ′δ′′)k log k,
avec C ′ = C + [K : Q]δ′δ′′ log δ′.
Lemme 5.11. — Soient (f1, . . . , fn) des fonctions holomorphes sur C et soit
w un point de C. Soit α un nombre réel positif. Alors le germe de courbe
paramétrée par (f1, . . . , fn) dans Cn au voisinage de (f1(w), . . . , fn(w)) est α-
analytique si et seulement s’il existe un nombre entier naturel non nul δ tel que
w soit un bon point de (f1, . . . , fn) de type (δ, 1, α− 1, 1).
Nos déﬁnitions de sous-schéma formel α-arithmétique et α-arithmétique
implique la condition 2. de la déﬁnition de bon point avec µ = 1, mais ne
tiennent pas compte du fait que µ pourrait être plus petit. Cela suggère une
déﬁnition raﬃnée de ces notions, que nous n’avons pas développée dans cette
thèse.
Avec les notations de la déﬁnition 5.9, les théorèmes de D. Bertrand et
de G. V. Chudnovsky ([Bertrand, 1977b], théorème 2, [Choodnovsky, 1979],
[Choodnovsky, 1978], voir aussi [Reyssat, 1977] pour une démonstration du
théorème de Chudnovsky sans marches aléatoires) s’énoncent ainsi.
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Théorème 5.12 (Bertrand, 1977). — Soient f1, f2 deux fonctions méro-
morphes algébriquement indépendantes d’ordres de croissances respectifs ρ1
et ρ2. Alors ∑
w
1
dwδ′wδ
′′
w + 1 + (dw − 1)µw
6 ρ1 + ρ2,
où la somme est prise sur tous les bons points w de (f1, . . . , fn), et pour un tel
w, δw, δ′w, δ
′′
w, µw sont tels que w est un bon point de type (δw, δ
′
w, δ
′′
w, µw) et dw
le degré du corps de nombres Q(f1(w), . . . , fn(w)).
Théorème 5.13 (Chudnovsky, 1978). — Soit f une fonction méromorphe
sur C, transcendante, d’ordre de croissance au plus ρ. Alors∑
w
1
dwδ′wδ
′′
w + 1 + (dw − 1)µw
6 ρ,
où la somme est prise sur tous les bons points w ∈ Q de (f), et pour un tel w,
δw, δ
′
w, δ
′′
w, µw sont tels que w est un bon point de type (δw, δ
′
w, δ
′′
w, µw) et dw le
degré du corps de nombres engendré par f(w).
En appliquant le théorème 5.12 avec la fonction f1(z) = z, on obtient le
résultat suivant : pour toute fonction méromorphe transcendante f d’ordre
inférieur à ρ, ∑
w
1
dwδ′wδ
′′
w + 1 + (dw − 1)µw
6 ρ,
où la somme est prise sur tous les bons points w ∈ Q de (z, f(z)). Le théorème
de Chudnovsky est un résultat plus fort, puisque l’énoncé demande seulement
que chaque w soit un bon point pour (f) ; il ne requiert pas que w et les
f (k)(w), pour k ∈ N, soient dans un même corps de nombres, seulement que
les f (k)(w), pour k ∈ N, soient dans un même corps de nombres et que w soit
simplement algébrique.
Le théorème ci-dessous, dû à I. Wakabayashi ([Wakabayashi, 1985], théorème
3) démontre que les bornes des théorèmes 5.12, 5.13 sont optimales.
Théorème 5.14 (Wakabayashi, 1985). — Soient ρ un nombre réel stric-
tement positif, (dn)n∈N∗ une famille de nombres entiers naturels non nuls,
(µn)n∈N∗ une famille de nombres réels strictement positifs, (δ′n)n∈N∗ , (δ
′′
n)n∈N∗
deux familles de nombres entiers naturels tels que∑
n∈N∗
1
dnδ′nδ
′′
n + 1 + (dn − 1)µn
= ρ,
et, pour tout nombre entier naturel n non nul,
µn > 1− 1
ρ
.
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Pour tout n ∈ N∗, soit Kn un corps de nombres de degré dn. Alors il existe
une fonction f entière sur C, transcendante, d’ordre de croissance au plus ρ
et il existe un nombre entier naturel non nul δ tels que, pour tout n ∈ N, n
soit un bon point de (f) de type (δ, δ′n, δ
′′
n, µn).
D’après ce théorème, la conjecture de M. Waldschmidt (voir page 77) n’est
donc pas vraie en toute généralité.
Récrivons ce théorème 5.14 en termes de sous-schémas formels α-analytiques,
aﬁn de voir plus clairement qu’il entraîne également l’optimalité de la borne
du théorème 5.2 dans le cas de deux fonctions, c’est-à-dire dans le cas où la
dimension de la variété X est r = 2.
Théorème 5.15. — Soient ρ un nombre réel strictement positif, (dn)n∈N∗
une famille de nombres entiers naturels non nuls et (αn)n∈N∗ une famille de
nombres réels positifs tels que ∑
n∈N∗
1
dnαn
= ρ.
Pour tout n ∈ N∗, soit Kn un corps de nombres de degré dn. Alors il existe
une fonction f entière sur C, transcendante, d’ordre de croissance au plus ρ
telle que, pour tout nombre entier naturel n, le sous-schéma formel paramétré
par (z, f(z)) au voisinage du point (n, f(n)) soit αn-analytique.
CHAPITRE 6
CAS DES PRODUITS CARTÉSIENS
E. Bombieri a démontré dans son article [Bombieri, 1970] un théorème de
type Schneider-Lang en plusieurs variables (nous en avons rappelé l’énoncé
dans l’introduction, théorème C). Cet énoncé aﬃrme que l’ensemble des points
en lesquels d+1 fonctions méromorphes algébriquement indépendantes sur Cdp
prennent simultanément des valeurs dans un corps de nombres K est inclus
dans une hypersurface, sous les conditions que ces fonctions méromorphes sont
d’ordre de croissance ﬁni et vériﬁent une équation diﬀérentielle polynomiale à
coeﬃcients dans ce corps de nombres.
Dans ce chapitre, nous démontrons une version en plusieurs variables du
théorème de Schneider-Lang sur une courbe aﬃne (théorème 4.6) exposé au
chapitre 4. Les sous-schémas formels considérés sont de dimension d plus
nécessairement égale à 1 et l’on suppose qu’ils admettent une uniformisation
en une place ﬁnie par un produit d’ouverts de la droite aﬃne. Pour établir
le résultat principal de ce chapitre, le théorème 6.5, nous avons besoin d’une
hypothèse restrictive supplémentaire : l’ensemble des points étudiés, donnés
par l’uniformisation, forme un produit cartésien. Dans le cas complexe, cette
hypothèse avait également été faite par S. Lang dans [Lang, 1966], chap IV, th.1
et E. Bombieri s’en est aﬀranchi ensuite dans [Bombieri, 1970]. Elle simpliﬁe
considérablement la démonstration d’un lemme de Schwarz.
La démonstration du théorème 6.5, plus précisément la majoration du
morphisme d’évaluation à la place privilégiée donnée par l’uniformisation,
repose sur un lemme de Schwarz ultramétrique pour les produits cartésiens
dans un produit d’ouverts de la droite aﬃne. Dans le cas d’un produit cartésien
de Cdp, un tel lemme de Schwarz a été démontré par P. Robba dans [Robba,
1978] (voir aussi l’article [Roy, 2002] de D. Roy qui généralise ce travail de
P. Robba). La démonstration donnée dans le paragraphe 6.3 est une adaptation
de la démonstration que M. Waldschmidt donne d’un lemme de Schwarz pour
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les produits cartésiens dans le cas complexe, dans son livre [Waldschmidt,
2000].
On peut démontrer un énoncé similaire à celui du lemme 6.14 puis du
théorème 6.5 dans le cas complexe, c’est-à-dire pour un produit d’ouverts de
la droite aﬃne sur C. Le théorème du type Schneider-Lang qu’on en déduit
est alors un cas particulier (le cas particulier des produits cartésiens) de la
généralisation du théorème d’E. Bombieri par C. Gasbarri ([Gasbarri, 2010]).
6.1. Uniformisation
Soit p un nombre premier et soient T1, . . . , Td des ensembles ﬁnis de Cp.
Pour tout j ∈ {1, . . . , d}, soit Uj = P1(Cp) \ Tj et
U = U1 × · · · × Ud.
Pour tout i ∈ {1, . . . , d} et pour tout t ∈ Ti, soit ρ(i,t) un nombre réel
strictement positif. À cette famille ρ(i,t), associons un diviseur eﬀectif T à
coeﬃcients réels de support T = P1(Cp)
d \ U . Pour tout i ∈ {1, . . . , d},
notons πi la projection du i-ème facteur de
(
P1(Cp)
)d dans P1(Cp). Notons
A = {(i, t), i ∈ {1, . . . , d} et t ∈ Ti}.
Pour tout α = (i, t) ∈ A, soit
Tα = T(i,t) = π
−1
i ({t}).
On déﬁnit alors un diviseur T à coeﬃcients réels, supporté par (P1(Cp))d \U ,
comme
T =
∑
α∈A
ρα[Tα].
Nous allons choisir une façon de « mesurer la distance » au diviseur T .
Pour cela, pour tout α = (i, t) ﬁxons une fonction de Weil λTα associée au
diviseur Tα. Une telle fonction est donnée par l’opposé du logarithme d’une
norme d’une section méromorphe non nulle du ﬁbré en droites A (Tα) déﬁni par
le diviseur Tα. Pour plus de détails sur les fonctions de Weil, nous renvoyons
le lecteur au livre [Lang, 1997], chapitre IX paragraphe 1. Posons
λT (z) =
∑
α∈A
ραλTα(z).
Définition 6.1. — Soient T1, . . . , Td des ensembles finis de Cp et soit U
le produit cartésien U = (P1(Cp) \ T1) × · · · × (P1(Cp) \ Td). Pour tout
i ∈ {1, . . . , d} et tout t ∈ Ti, soit ρ(i,t) un nombre réel positif et soit T le
diviseur associé défini ci-dessus. Soit η une section d’un fibré en droites métrisé
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sur U . On dit que η est d’ordre de croissance inférieur à ρ = (ρα)α∈A s’il existe
des nombres réels A,B strictement positifs tels que
(6.1) ‖η‖ 6 A exp(B exp(λT )).
Remarque. — Cette déﬁnition ne dépend pas du choix de fonctions de Weil
associées aux diviseurs Tα. En eﬀet, pour tout α ∈ A, soient λα et λ′α deux
fonctions de Weil associées au diviseur Tα et soient
λT (z) =
∑
α∈A
ραλα(z),
et
λ′T (z) =
∑
α∈A
ραλ
′
α(z).
Si η est une section d’un ﬁbré en droites métrisé tel que
‖η‖ 6 A exp(B exp(λT )).
Soit α ∈ A. Les fonctions λα et λ′α diﬀèrent d’une fonction bornée. Il existe
donc Cα > 0 tel que λα(z) 6 Cα + λ′α(z). On a alors
‖η(z)‖ 6 A exp
(
B exp
(∑
α∈A
ραλα(z)
))
6 A exp
(
B exp
(∑
α∈A
ρα(Cα + λ
′
α(z))
))
6 A exp
(
B′ exp
(∑
α∈A
ραλ
′
α(z)
))
,
en posant B′ = B exp(
∑
α∈A ραCα). La déﬁnition 6.1 ne dépend donc pas du
choix des fonctions de Weil.
Soit X une variété projective sur un corps de nombres K, soit m un nombre
entier naturel non nul. Soient x1, . . . , xm des points K-rationnels de X et, pour
tout nombre entier j tel que 1 6 j 6 m, soit V̂j un sous-schéma formel lisse de
dimension d du complété formel X̂xj de X en xj .
Définition 6.2 (Uniformisation). — La famille de sous-schémas formels
(V̂1, . . . , V̂m) admet une uniformisation à la place v0 par une variété aﬃne s’il
existe une variété affine connexe U sur Cv0 , une application holomorphe
Θ : U → X(Cv0)
et un sous-ensemble fini W = {w1, . . . , wm} de U de cardinal m tels que, pour
tout j ∈ {1, . . . ,m}, Θ(wj) = xj et le germe de courbe formelle paramétré
par Θ au voisinage de xj coïncide avec V̂j.
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Définition 6.3 (Uniformisation cartésienne). — Soient m1, . . . ,md des
nombres entiers naturels non nuls dont le produit m1 . . .md est égal à m.
La famille de sous-schémas formels (V̂1, . . . , V̂m) admet une uniformisation
cartésienne de type (m1, . . . ,md) à la place v0 si elle admet une uniformisation
comme celle de la définition 6.2 telle que la variété U est un produit de d ouverts
de la droite affine
U = (P1(Cp) \ T1)× · · · × (P1(Cp) \ Td),
où T1, . . . , Td sont des ensembles finis et l’ensemble de points W est un produit
cartésien W = W1 × · · · ×Wd où, pour tout i ∈ {1, . . . , d}, Wi est un sous-
ensemble de P1(Cv0) \ Ti de cardinal mi.
Définition 6.4 (Uniformisation d’ordre (ρ1, . . . , ρd))
Soit L un fibré en droites ample, métrisé sur X et soit (ρ1, . . . , ρd) une fa-
mille de nombres réels positifs. Avec les mêmes notations que dans la définition
précédente, une uniformisation cartésienne
Θ :
d∏
i=1
(
P1(Cv0) \ Ti
)→ X(Cv0)
du sous-schéma formel V̂ à la place v0 est d’ordre inférieur à (ρ1, . . . , ρd) s’il
existe une section η ∈ Γ(U,Θ∗(L−1)) et, pour tout i ∈ {1, . . . , d} et tout t ∈ Ti,
il existe un nombre réel positif ρ(i,t) tels que
– pour tout i ∈ {1 . . . , d}, ∑t∈Ti ρ(i,t) 6 ρi,
– la section η ne s’annule en aucun w ∈W ,
– la section η est d’ordre inférieur à ρ = (ρ(i,t)), c’est-à-dire vérifie la
condition de la définition 6.1 : il existe A,B des nombres réels strictement
positifs tels que
(6.2) ‖η‖ 6 A exp(B exp(λT )),
où λT est une fonction de Weil pour le diviseur
T =
∑
α=(i,t)∈A
ρ(i,t)[π
−1
i ({t})].
Remarque. — Cette déﬁnition ne dépend pas du choix d’un ﬁbré métrisé L.
En eﬀet, soient L1 et L2 deux ﬁbrés métrisés sur X, où L1 et L2 amples. Soit η
une section de Θ∗(L−11 ) sur U qui ne s’annule en aucun w ∈W et telle que
‖η‖ 6 A exp(B exp(λT )).
Montrons qu’il existe alors également une section non nulle de Θ∗(L−12 ) véri-
ﬁant ces deux conditions.
Comme L1 est ample, on peut ﬁxer un nombre entier naturel N non nul
tel que le ﬁbré LN1 ⊗ L−12 admette une section globale f qui ne s’annule pas
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sur l’ensemble ﬁni Θ(W ). Alors, en posant η′ = ηNΘ∗f ∈ Γ(U,Θ∗(L−12 )), la
section η′ ne s’annule pas sur W . De plus, sa norme vériﬁe :
‖η′(z)‖ = ‖ηN (z)‖‖Θ∗f(z)‖
6 AN exp(BN exp(λT ))‖Θ∗f(z)‖.
La section f est de norme bornée sur X qui est projective, donc la section Θ∗f
est de norme bornée sur U et il existe A′ > 0 tel que
‖η(z)‖ 6 A′ exp(BN exp(λT (z))).
6.2. Théorème de Schneider-Lang pour un produit cartésien
Théorème 6.5. — Soit X une variété projective sur un corps de nombres K.
Soient d,m1, . . . ,md des nombres entiers naturels non nuls et soit m =
m1 · · ·md. Soient x1, . . . , xm ∈ X(K) (non nécessairement distincts) et pour
1 6 j 6 m, soit V̂j un sous-schéma formel lisse de dimension d du complété
formel X̂xj de X en xj vérifiant les hypothèses suivantes :
1. Il existe α > 0 tel que, pour tout j ∈ {1, . . . ,m}, V̂j est α-arithmétique.
2. Il existe une place finie p0 de K, il existe des nombres réels positifs
ρ1, . . . , ρd tels que la famille (V̂1, . . . , V̂m) admette une uniformisation
cartésienne de type (m1, . . . ,md) d’ordre inférieur à (ρ1, . . . , ρd) à la
place p0 par un produit d’ouverts de la droite affine sur Cp0 .
Soit r la dimension de l’adhérence de Zariski de V̂ = ∪mj=1V̂j dans X.
Alors,
– ou bien r > d et (
d∑
i=1
ρi
mi
)−1
6 α[K : Q]
dr
r − d,
– ou bien r = d, c’est-à-dire les V̂j sont tous algébriques.
Remarque. — Contrairement à ce qui se passait dans le cas d’une seule
variable, ce théorème ne donne pas une borne pour le nombre m de points
rationnels, ni ne démontre la ﬁnitude de l’ensemble de ces points rationnels.
En revanche, il fournit une borne sur le min16i6dmi, donc, comme dans
le théorème de Bombieri [Bombieri, 1970], sur le degré d’une hypersurface
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contenant ces points. En eﬀet,
d
maxi ρi
minimi
>
d∑
i=1
ρi
mi
1
d
minimi
maxi ρi
6
(
d∑
i=1
ρi
mi
)−1
,
donc le théorème implique la majoration suivante sur le minimum des mi :
min
i
mi 6 dmax
i
ρi
(
d∑
i=1
ρi
mi
)−1
6 α[K : Q] max
i
ρi
d2r
r − d.
Démonstration du théorème 6.5. — Commençons par rappeler la construction
des ﬁbrés vectoriels hermitiens et des morphismes d’évaluation auxquels on va
appliquer l’inégalité de pentes (cf. paragraphes 3.2 et 3.3).
Quitte à remplacer X par l’adhérence de V̂ dans X, on peut supposer que
les sous-schémas formels V̂j sont Zariski denses dans X.
Pour tout nombre entier naturel k, pour tout j ∈ {1, . . . ,m1 · · ·md}, notons
(Vj)k le k-ième voisinage inﬁnitésimal de xj dans V̂j . On a ainsi
{xj} = (Vj)0,
(Vj)k ⊂ (Vj)k+1,
V̂j = lim→
k
(Vj)k.
Soit L un ﬁbré en droites ample sur X. Déﬁnissons les K-espaces vectoriels
et applications K-linéaires suivants, pour tous entiers naturel D, k :
ED = Γ(X,L
⊗D),
ηD : ED →
m⊕
j=1
Γ(V̂j , L
D)
s 7→ (s
|V̂1
, . . . , s
|V̂m
),
ηkD : ED →
m⊕
j=1
Γ((Vj)k, L
D)
s 7→ (s|(V1)k , . . . , s|(Vm)k).
L’application ηD est injective car les sous-schémas formels V̂j sont denses.
Les espaces vectoriels
EkD = ker η
k−1
D = {s ∈ Γ(X,L⊗D) |s|(V1)k−1 = · · · = s|(Vm)k−1 = 0}
6.2. THÉORÈME DE SCHNEIDER-LANG POUR UN PRODUIT CARTÉSIEN 105
déﬁnissent une ﬁltration de l’espace vectoriel ED.
Le noyau de l’application de restriction
m⊕
j=1
Γ((Vj)k, L
D)→
m⊕
j=1
Γ((Vj)k−1, L
D)
est isomorphe à
⊕m
j=1 Sym
k
(
Ω1
V̂j
)
⊗ LDxj . L’application ηkD restreinte à EkD
induit donc une application linéaire
(6.3) ϕkD : E
k
D −→
m⊕
j=1
Symk
(
Ω1
V̂j
)
⊗ LDxj .
Par déﬁnition, le noyau de ϕkD est égal à E
k+1
D .
Aﬁn d’appliquer la méthode des pentes, on déﬁnit comme au chapitre 4
page 62 des structures entières et hermitiennes sur les K-espaces vectoriels EkD
et
⊕m
j=1 Sym
k
(
Ω1
V̂j
)
⊗LDxj . On a alors l’inégalité de pentes suivante, où h(ϕkD)
désigne la hauteur relativement à la norme-inﬁni sur les sections dans EkD
(voir (1.14) et (4.6)) :
(6.4)
d̂eg(ED) 6
∞∑
k=0
rg(EkD/E
k+1
D )
µ̂max
 m⊕
j=1
Symk Ω1
V̂j
⊗L D|Pj
+ h(ϕkD)
 .
Lemme 6.6. — Avec les mêmes notations que précédemment. Il existe un
nombre réel C1 > 0 tel que
µ̂max
 ⊕
16j6m
Symk Ω1
V̂j
⊗L D|Pj
 6 C1(k +D).
Démonstration. — La démonstration de ce lemme est la même que celle du
lemme 4.8, dans laquelle on n’avait pas utilisé que les sous-schémas formels
étaient de dimension 1.
De plus, d’après une version très aﬀaiblie du théorème de Hilbert-Samuel
arithmétique (1.13), il existe un nombre réel C > 0 tel que
d̂eg(ED) > −CDn+1.
L’inégalité de pentes (6.4) s’écrit donc :
(6.5) −CDn+1 6
∑
k>0
rg(EkD/E
k+1
D )(C1(k +D) + h(ϕ
k
D)).
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Pour démontrer le théorème, on va utiliser le critère de la proposition 4.14 sur
la hauteur du morphisme d’évaluation. Les deux lemmes ci-dessous fournissent
les majorations nécessaires. Le premier donne une majoration de la somme
des normes du morphisme d’évaluation en toutes les places sauf la place
privilégiée p0, qui provient de la condition de α-arithméticité de V̂ , voir
déﬁnition 3.10, page 39. Le deuxième lemme est la majoration de la norme
du morphisme d’évaluation à la place privilégiée p0, grâce à l’uniformisation
du sous-schéma formel V̂ en cette place ; elle repose sur un lemme de Schwarz,
le lemme 6.8 qui se déduit du lemme 6.14 qui est un lemme de décomposition
des fonctions méromorphes sur un produit cartésien et que nous démontrerons
au paragraphe 6.3.
Lemme 6.7. — Soit α > α. Il existe un nombre réel positif C0 tel que, pour
tout nombre entier naturel k et tout nombre entier naturel D non nul,∑
v∈ΣK ,
v 6=p0
log ‖ϕkD‖v 6 α[K : Q]k log k + C0(k +D).
Démonstration. — Cette majoration provient directement du fait que les sous-
schémas formels V̂1, . . . , V̂m sont α-arithmétiques (voir (4.5)).
Lemme 6.8. — Soit p0 la place en laquelle (V̂1, . . . , V̂m) admet une uniformi-
sation cartésienne de type (m1, . . . ,md) d’ordre (ρ1, . . . , ρd). Il existe C ′0 > 0
tel que
hp0(ϕ
k
D) 6 C
′
0(k +D)−
1
d
(
d∑
i=1
ρi
mi
)−1
k log
k
D
.
Finissons la démonstration du théorème 6.5 en admettant pour l’instant le
lemme 6.8. La démonstration de ce lemme repose sur les résultats exposés au
paragraphe 6.3, nous le démontrerons à la ﬁn du chapitre, au paragraphe 6.4.
D’après les deux lemmes ci-dessus, pour tout α > α, il existe C > 0
tel que, pour tous nombres entiers k,D, D > 1, la hauteur du morphisme
d’évaluation ϕkD vériﬁe la majoration suivante :
h(ϕkD) 6 −
1
d
(
d∑
i=1
ρi
mi
)−1
k log
k
D
+ α[K : Q]k log k + C(k +D).(6.6)
Vériﬁons que la suite (ekD)k∈N = (rg(E
k
D))k∈N satisfait les hypothèses de
la proposition 4.14, grâce aux encadrements des rangs des modules EkD et des
rangs des quotients successifs de la ﬁltration donnés par les lemmes suivants.
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Lemme 6.9. — Pour tout k ∈ N,
(6.7) rg(EkD/E
k+1
D ) 6 m
(
d+ k − 1
k
)
.
Démonstration. — Ces inégalités découlent de l’injectivité de l’application
ϕkD : E
k
D/E
k+1
D →
m⊕
i=1
Symk
(
Ω1
Vˆi
)
⊗ LDxi ,
et du fait que la dimension du K-espace vectoriel Symk
(
Ω1
Vˆi
)
est égale
à
(
d+k−1
k
)
.
Lemme 6.10. — Soient k, d des nombres entiers naturels, d > 1. Alors
(6.8)
kd−1
(d− 1)! 6
(
d+ k − 1
k
)
6 (k + 1)d−1.
Démonstration. — En minorant par k chacun des d−1 termes au numérateur
du coeﬃcient binomial(
d+ k − 1
k
)
=
(k + d− 1) . . . (k + 1)
(d− 1)! ,
on obtient la minoration souhaitée.
Pour tout nombre entier ℓ > 1, on a k + ℓ 6 (k + 1)ℓ, et donc(
d+ k − 1
k
)
=
d−1∏
ℓ=1
k + d− ℓ
d− ℓ 6
d−1∏
ℓ=1
(k + 1) 6 (k + 1)d−1.
D’après les lemmes 6.9 et 6.10, la suite (ekD) vériﬁe l’hypothèse 2 de la
proposition 4.14. De plus, d’après (1.12), e0D vériﬁe l’hypothèse 1.
D’après la proposition 4.14, appliquée à
A =
1
d
(
d∑
i=1
ρi
mi
)−1
,
et
B =
1
d
(
d∑
i=1
ρi
mi
)−1
− α[K : Q],
(on a alors bien A > 0 et B 6 A), on a donc
(r − 1)1
d
(
d∑
i=1
ρi
mi
)−1
6 α[K : Q]r.
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En faisant tendre α vers α, on a donc
(6.9) (r − 1)1
d
(
d∑
i=1
ρi
mi
)−1
6 α[K : Q]r.
ce qui conclut la démonstration du théorème 6.5.
6.3. Bonnes décompositions de fonctions méromorphes
Soit p un nombre premier et soient T1, . . . , Td des parties ﬁnies non vides
de P1(Cp). Pour tout j ∈ {1, . . . , d}, soit
Uj = P
1(Cp) \ Tj ,
et
U = U1 × · · · × Ud ⊂ P1(Cp)d.
Pour tout j ∈ {1, . . . , d}, supposons que le point à l’inﬁni sur P1(Cp) n’appar-
tient pas à Tj et choisissons une coordonnée aﬃne zj sur P1(Cp) \ {∞}.
Notons A (U) l’anneau des fonctions holomorphes sur U et O(U) celui des
fonctions régulières sur U .
Si P est une fonction rationnelle sur P1(Cp), on note mP (w) la multiplicité
d’un zéro w de P .
Définition 6.11. — Soient f ∈ A (U), j tel que 1 6 j 6 d et t ∈ Tj.
On définit le degré de f en t par rapport à la j-ième variable degj,t(f) ∈
R ∪ {−∞,+∞} comme la borne inférieure des k ∈ Z tels que la fonction
z 7→ (zj − t)kf(z) se prolonge en une fonction holomorphe sur U1×· · ·× (Uj ∪
{t})× · · · × Ud. Si cet ensemble est vide, on pose degj,t f = +∞.
On a degj,t f = −∞ si et seulement si f est nulle.
Définition 6.12 (presque semi-norme multiplicative)
Une presque semi-norme multiplicative sur un anneau A est une applica-
tion s de A dans R+ ∪ {∞} dont la restriction à s−1(R+) vérifie les mêmes
relations qu’une semi-norme multiplicative, c’est-à-dire
– s(0) = 0 et s(1) = 1,
– s(xy) = s(x)s(y) pour tout x, y ∈ A tels que s(x), s(y) 6=∞,
– s(x+ y) 6 s(x) + s(y) pour tout x, y ∈ A tels que s(x), s(y) 6=∞.
Si s vérifie de plus l’inégalité plus forte s(x + y) 6 max{s(x), s(y)} pour tous
x, y ∈ s−1(R+) elle est dite ultramétrique.
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La semi-norme d’un endomorphisme Φ de A relativement à une presque
semi-norme s est
s(Φ) = sup
x∈A tq
s(x),s(Φ(x)) 6=∞
s(Φ(x))
s(x)
.
S’il existe x ∈ A tel que s(x) = 0 et s(φ(x)) 6= 0, s(Φ) est infinie.
Exemples. — 1. Pour tout j ∈ {1, . . . , d}, pour tout t ∈ Tj , exp(degj,t)
déﬁnit une presque semi-norme multiplicative ultramétrique sur A (U).
2. Les endomorphismes de A (U) d’évaluation en la dernière variable
f(z1, . . . , zd) 7→ f(z1, . . . , zd−1, u),
avec u ∈ Ud, sont de semi-norme inférieure à 1 pour les presque semi-
normes multiplicatives ci-dessus.
3. Donnons un autre exemple de presque semi-norme multiplicative. Pour
tout i ∈ {1, . . . , d} et tout t ∈ Ti, soit r(i,t) un nombre réel strictement
positif. Notons r la famille des r(i,t), où i décrit {1, . . . , d} et t ∈ Ti. Pour
tout τ = (t1, . . . , td) ∈ T , déﬁnissons la fonction sτ sur A (U) associée
aux rayons (r(1,t1), . . . , r(d,td)), donnée par :
(6.10) sτ (g) = sup
|zi−ti|=r(i,ti),
16i6d
|g(z)|,
pour tout g ∈ A (U). Alors sτ est une semi-norme multiplicative sur A (U).
De plus, si Dj,r désigne le domaine analytique
Dj,r =
⋂
tj∈Tj
{zj ∈ P1 | |zj − tj | > r(j,tj)},
et Dr le produit cartésien des Dj,r, Dr =
∏d
j=1 Dj,r, alors on a
(6.11) sup
z∈Dr
|g(z)| = max
τ∈T
sτ (g).
Définition 6.13 (bonne décomposition). — Soient m et d deux nombres
entiers vérifiant 1 6 m 6 d. Pour tout j ∈ {m, . . . , d}, soit Pj une fonction
rationnelle sur P1(Cp), soit Tj l’ensemble des pôles de Pj et soit Wj l’ensemble
de ses racines. Soit τ ∈ Tm × · · · × Td.
Soient f un fonction de A (U). On appelle bonne décomposition de f relative
à (Pm, . . . , Pn) et τ = (tm, . . . , td) une famille (f0, fm, . . . , fd) de fonctions
de A (U) vérifiant les quatre conditions suivantes.
1. La fonction f s’écrit
f(z) = f0(z) +
d∑
i=m
fi(z)Pi(zi),
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2. pour tout nombre entier j tel que m 6 j 6 d,
degj,t(f0) 6 max(0, degj,t(Pj)) pour tout t ∈ Tj ,
degj,tj (f0) 6 max(0, degj,tj (Pj)− 1),
3. pour tous nombres entiers ℓ, j tels que m 6 j < ℓ 6 d,
degℓ,t(fj) 6 max(0, degℓ,t(Pℓ)) pour tout t ∈ Tℓ,
degℓ,tℓ(fj) 6 max(0, degℓ,tℓ(Pℓ)− 1).
4. Soit s une presque semi-norme multiplicative ultramétrique sur A (U),
finie sur l’anneau O(U) des fonctions régulières sur U , telle que, pour
tout wd ∈ Wd l’endomorphisme de A (U) donné par h(z1, . . . , zd) 7→
h(z1, . . . , zd−1, wd) soit de semi-norme inférieure à 1. Alors
s(f0) 6 s(f),
et pour tout j ∈ {m, . . . , d},
s(fj) 6 s(Pj)
−1s(f).
Lemme 6.14. — Soient m et d deux nombres entiers vérifiant 1 6 m 6 d.
Pour tout j ∈ {m, . . . , d}, soit Pj une fonction rationnelle sur P1(Cp), soit Tj
l’ensemble des pôles de Pj. Soit τ = (tm, . . . , td) ∈ Tm × · · · × Td. Alors toute
fonction f ∈ A (U) admet une bonne décomposition relative à (Pm, . . . , Pd) et
(tm, . . . , td).
Démonstration du lemme 6.14. — Nous allons démontrer le lemme 6.14 par
récurrence décroissante sur m ∈ {1, . . . , d}.
Étape 1 : démonstration du cas m = d.
Démontrons les points 1, 2, 3 et 4 par récurrence sur pd =
∑
t∈Td
degt Pd.
Si pd = 0, alors Pd est constante et f0 = 0, fd = fP−1d conviennent.
Si pd = 1, alors T = {t}, W = {w} et Pd est de la forme Pd = X−wX−t .
Déﬁnissons
f0(z1, . . . , zd) = f(z1, . . . , zd−1, w),
fd(z1, . . . , zd) =
f(z1, . . . , zd)− f(z1, . . . , zd−1, w)
Pd(zd)
.
Alors f0 et fd sont dans A (U), et s(f0) 6 s(f) car f0 est la restriction
de f en zd = w et la norme relativement à la presque semi-norme s de la
restriction est inférieure à 1 par hypothèse. De plus, s(fd) 6 s(f)s(Pd)−1 et
degd,t(f0) 6 0 = max(0, degt(Pd)− 1).
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Soit pd > 2. Soit w une racine de Pd et posons Qd = Pd
X−td
X−w , on a∑
t∈Td
degd,t(Qd) = pd − 1. En appliquant l’hypothèse de récurrence, f admet
une bonne décomposition relative à la fonction rationnelle Qd,
(6.12) f = g0 + gdQd,
où g0, gd ∈ A (U) et pour tout t ∈ Td,
degd,t(g0) 6 max(0, degt(Qd)).(6.13)
Appliquons maintenant l’hypothèse de récurrence à la fonction gd : celle-ci
admet une bonne décomposition relativement à la fraction rationnelle z−wz−td et
à td. Il existe h0, hd ∈ A (U) telles que
(6.14) gd(z) = h0(z) + fd(z)
zd − w
zd − td ,
et degd,t(h0) 6 0 pour tout t ∈ Td.
D’après les décompositions (6.12) et (6.14) de f et gd,
f(z) = g0(z) + h0(z)Qd(zd) + fd(z)Pd(zd)
= f0(z) + fd(z)Pd(zd),
où l’on a posé
(6.15) f0(z) = g0(z) + h0(z)Qd(zd).
La fonction f0 ∈ A (U) vériﬁe donc, d’après l’inégalité (6.13),
degd,t(f0) 6 max(degd,t(g0), degd,t(h0) + degt(Qd)) 6 max(0, degt(Qd)).
Or, pour tout t ∈ Td,
(6.16) degt(Qd) = degt
(
X − td
X − wPd
)
=
{
degt(Pd) si t 6= td
degt(Pd)− 1 si t = td,
donc degd,t(f) 6
{
max(0, degt(Pd))
max(0, degt(Pd)− 1) si t = td.
Démontrons maintenant le point 4. Soit s une presque semi-norme multipli-
cative ultramétrique sur A (U) vériﬁant les hypothèses du point 4. D’après la
déﬁnition en (6.15) de f0,
s(f0) 6 max(s(g0), s(h0)s(Qd)).
Par hypothèse de récurrence, s(g0) 6 s(f), s(h0) 6 s(gd) et s(gd) 6 s(f)s(Qd)−1,
d’où
s(f0) 6 max(s(f), s(gd)s(Qd)) 6 s(f).
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De plus, par hypothèse de récurrence,
s(fd) 6 s(gd)s
(
zd − w
zd − td
)−1
6 s(f)s(Qd)
−1s
(
zd − w
zd − td
)−1
6 s(f)s
(
Pd
zd − td
zd − w
)−1
s
(
zd − w
zd − td
)−1
6 s(f)s(Pd)
−1.
Le lemme 6.14 est donc démontré dans le cas m = d.
Étape 2. Soit m ∈ N tel que 1 6 m < d, supposons le lemme vrai au
rang m+ 1.
Démontrons 1, 2 et 3. Soit f ∈ A (U). En utilisant le cas m = d démontré à
l’étape 1, écrivons une bonne décomposition de f relativement à (Pm) et (tm),
(6.17) f(z) = ϕ(z) + θ(z)Pm(zm),
où ϕ, θ sont dans A (U) et
degm,t(ϕ) 6 max(0, degm,t(Pm)) pour tout t ∈ Tm,
degm,tj (ϕ) 6 max(0, degm,tm(Pm)− 1).
En utilisant l’hypothèse de récurrence, ϕ et θ admettent de bonnes décompo-
sitions relativement à (Pm+1, . . . , Pd) et (tm+1, . . . , td) :
(6.18) ϕ(z) = ϕ0(z) +
d∑
j=m+1
ϕj(z)Pj(zj),
(6.19) θ(z) = θ0(z) +
d∑
j=m+1
θj(z)Pj(zj),
où ϕ0, θ0, ϕj , θj ∈ A (U) et pour tout ℓ ∈ {m+ 1, . . . , d},
degℓ,t(θ0), degℓ,t(ϕ0) 6 max(0, degℓ,t(Pℓ)) pour tout t ∈ Tℓ,
degℓ,tℓ(θ0), degℓ,tℓ(ϕ0) 6 max(0, degℓ,tℓ(Pℓ)− 1),
et pour tout j ∈ {m+ 1, . . . , n− 1}, pour tout ℓ ∈ {j + 1, . . . , d},
degℓ,t(fj) 6 max(0, degℓ,t(Pℓ)) pour tout t ∈ Tℓ,
degℓ,tℓ(fj) 6 max(0, degℓ,tℓ(Pℓ)− 1).
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On a donc, d’après les décompositions (6.17), (6.18) et (6.19),
f(z) = ϕ0(z) + θ0(z)Pm(zm) +
d∑
j=m+1
(
ϕj(z) + θj(z)Pm(zm)
)
Pj(zj).
En posant
f0 = ϕ0, fm = θ0,
et, pour tout nombre entier j tel que m+ 1 6 j 6 d,
(6.20) fj(z) = ϕj(z) + θj(z)Pm(zm),
on obtient la décomposition de f suivante :
f(z) = f0(z) +
d∑
j=m
fj(z)Pj(zj).
Montrons que c’est une bonne décomposition relativement à (Pm, . . . , Pd) et
(tm, . . . , td). Nous savons déjà que f0 = ϕ0 vériﬁe degℓ,t(ϕ0) 6 max(0, degℓ,t(Pℓ))
pour tout t ∈ Tℓ et degℓ,tℓ(θ0), degℓ,tℓ(ϕ0) 6 max(0, degℓ,tℓ(Pℓ)− 1), pour tout
nombre entier ℓ tel que m + 1 6 ℓ 6 d. De plus, pour tout t ∈ Tm, par hy-
pothèse de récurrence (point 4 au rang m + 1, avec s = exp(degm,t)), on a
aussi
degm,t(ϕ0) 6 degm,t(ϕ) 6
{
max(0, degm,t(Pm)− 1) si t = tm
max(0, degm,t(Pm)) sinon.
De plus, pour tout ℓ tel que m+1 6 ℓ 6 d et tout t ∈ Tℓ, la fonction fm = θ0
vériﬁe degℓ,t(fm) 6
{
max(0, degℓ,t(Pℓ)− 1) si t = tℓ
max(0, degℓ,t(Pℓ)) sinon.
Soient j, ℓ des nombres entiers naturels vériﬁant m + 1 6 ℓ < j 6 d. Alors
la fonction fj(z) = ϕj(z) + θj(z)Pm(zm) vériﬁe, pour tout t ∈ Tℓ,
degℓ,t(fj) 6 max(degℓ,t(ϕj), degℓ,t(θj) + degℓ,t(Pm))
6 max(degℓ,t(ϕj), degℓ,t(θj)) car ℓ 6= m
6
{
max(max(0, degℓ,t(Pℓ − 1)),max(0, degℓ,t( Pℓ)− 1)) si t = tℓ
max(max(0, degℓ,t(Pℓ)),max(0, degℓ,t(Pℓ))) sinon,
6
{
max(0, degℓ,t(Pℓ)− 1) si t = tℓ
max(0, degℓ,t(Pℓ)) sinon.
Montrons maintenant le point 4. Soit s une presque semi-norme multiplica-
tive ultramétrique sur A (U) telle que, pour tout wd ∈ Wd l’endomorphisme
de A (U) donné par h(z1, . . . , zd) 7→ h(z1, . . . , zd−1, wd) soit de norme infé-
rieure à 1 et telle que, pour toute fonction P régulière sur A (U), s(P ) 6= ∞.
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Les fonctions ϕj et θj des décompositions de ϕ et θ suivantes
ϕ(z) = ϕ0(z) +
d∑
j=m+1
ϕj(z)Pj(zj),
θ(z) = θ0(z) +
d∑
j=m+1
θj(z)Pj(zj),
vériﬁent, par hypothèse de récurrence (point 4 au rang m+ 1),
s(ϕ0) 6 s(ϕ) 6 s(f),
s(θ0) 6 s(θ) 6 s(Pm)
−1s(f),
s(ϕj) 6 s(Pj)
−1s(ϕ) 6 s(Pj)
−1s(f),
s(θj) 6 s(Pj)
−1s(θ) 6 s(PjPm)
−1s(f),
pour tout j ∈ {m + 1, . . . d}. Les fonctions f0 = ϕ0 et fm = θ0 vériﬁent donc
bien
s(f0) 6 s(f),
et
s(fm) 6 s(Pm)
−1s(f).
De plus, pour tout j tel que m + 1 6 j 6 d, comme la fonction fj est déﬁnie
par fj(z) = ϕj(z) + θj(z)Pm(zm), on a :
s(fj) 6 max(s(ϕj), s(θj)s(Pm))
6 s(Pj)
−1s(f).
Définition 6.15 (idéal I ). — Soient m,n deux nombres entiers naturels
tels que 1 6 m 6 d. Soit I l’idéal de A (U) formé des fonctions g telles que,
pour tout (z1, . . . , zm−1) ∈ U1 × · · · × Um−1, pour tout j ∈ {m, . . . , n}, pour
tout (wm, . . . , wn) ∈Wm × · · · ×Wj−1 ×Wj+1 × . . .Wn, la fonction de A (Uj)
z 7→ g(z1, . . . , zm−1, wm, . . . , wj−1, z, wj+1 . . . , wn)
s’annule à l’ordre au moins mPj en z = wj.
Rappelons que pour tout j ∈ {1, . . . , d}, le point à l’inﬁni sur P1(Cp)
n’appartient pas à Tj et que zj est une coordonnée aﬃne sur P1(Cp) \ {∞}.
Pour tout multi-indice I = (i1, . . . , id) ∈ Nd, on noteDI l’opérateur diﬀérentiel
Di11 . . . D
id
d , où Di est la dérivation par rapport à la i-ème variable zi sur A (U).
La longueur de I est notée |I| =∑dj=1 ij .
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Une fonction g ∈ A (U) est dans I si et seulement si pour tout (wm, . . . , wd) ∈
Wm× · · · ×Wd, pour tout I = (0, . . . , 0, im, . . . , id) ∈ Nd avec ij < mPj (wj) et
tout (z1, . . . , zm−1) ∈ U1 × · · · × Um−1,
DIg(z1, . . . , zm−1, wm, . . . , wd) = 0.
Lemme 6.16. — Soientm,n deux nombres entiers naturels tels que 1 6 m 6 d.
Soit f ∈ I telle que, pour tout j ∈ {m, . . . , d},
– pour tout t ∈ Tj, degj,t(f) 6 max(0, degj,t(Pj)),
– et il existe tj ∈ Tj tel que degj,tj (f) 6 max(0, degj,tj (Pj)− 1).
Alors f = 0.
Démonstration. — Démontrons ce lemme par récurrence sur d. Si d = 1, f
s’annule à l’ordre au moins mP1(w) en tout w ∈W1, et pour tout t ∈ T1,
deg1,t(f) 6 max(0, deg1,t(P1))
et il existe t1 ∈ T1 tel que
deg1,t1(f) 6 max(0, deg1,t1(P1)− 1).
La fonction f a donc au moins
∑
w∈W1
mP1(w) zéros et au plus∑
t∈T1
max(0, deg1,t(P1))
− 1
pôles, comptés avec multiplicités. Or
∑
w∈W1
mP1(w) =
∑
t∈T1
deg1,t(P1), donc
f a strictement plus de zéros que de pôles, donc f est nulle.
Soit d > 2. Supposons le lemme vrai au rang d − 1. Soit (z1, . . . , zm−1) ∈
U1 × · · · × Um−1 et soit J = (0, . . . , 0, jm+1, . . . , jd) où jk < pk pour tout k ∈
{m+ 1, . . . , d}. Posons
Q := X 7→ DJf(z1, . . . , zm−1, X,wm+1, . . . , wd).
Alors Q est une fonction rationnelle sur P1(Cp) qui n’a pas de pôles en dehors
de Tm et s’annule à l’ordre au moins mPm(wm) en tout wm ∈ Wm d’après
l’hypothèse d’annulation. Écrivons Q = PmR, avec R rationnelle sur P1(Cp)
sans pôles en dehors de Tm. Montrons que R n’a pas de pôles. Pour tout t ∈ Tm,
degm,t(Q) 6 degm,t(f)
6
{
max(0, degm,tm(Pm)− 1)) si t = tm
max(0, degm,t(Pm)) sinon.
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Alors
degm,t(R) = degm,t(Q)− degm,t(Pm)
6
{ −1 si t = tm
0 sinon.
La fonction R est donc sans pôles et a un zéro d’ordre au moins 1 en tm. Par
conséquent, R = 0 et donc Q = 0.
Supposons f non nulle. Alors il existe t ∈ Tm tel que degm,t(f) 6= −∞. Soit
τm ∈ Tm. Soit
ϕ(z1, . . . , zm−1, zm+1, . . . , zd) = lim
zm→t
(zm − t)degt(f)f(z).
Par déﬁnition de deg, ϕ 6= 0. Pour tout I = (0, . . . , 0, im+1, . . . , id) ∈ Nd−1 tel
que ij < mPj (wj) la fonction ϕ vériﬁe
DI(ϕ)(z1, . . . , zm−1, wm+1, . . . , wd) = 0,
pour tous (z1, . . . , zm−1) ∈ U1×· · ·×Um−1 et (wm+1, . . . , wd) ∈Wm+1 × · · · ×Wd.
De plus, pour tout j ∈ {m+1, . . . , d} et tout t ∈ Tj , degj,t(ϕ) = degj,t(f) donc
la fonction ϕ, entière sur U1 × · · · ×Um−1 ×Um+1 × · · · ×Ud, vériﬁe les hypo-
thèses du lemme 6.16 en d − 1 variables. Par hypothèse de récurrence, ϕ est
nulle, donc f = 0.
Corollaire 6.17. — Pour tout j ∈ {1, . . . ,m}, soit Pj une fonction ration-
nelle sur P1(Cp). Soit Wj l’ensemble de ses zéros, Tj l’ensemble de ses pôles.
Alors pour tout (t1, . . . , td) ∈ T1×· · ·×Td, toute fonction f ∈ I admet une
bonne décomposition (f0, f1, . . . , fn) relativement à (P1, . . . , Pd) et (t1, . . . , td)
avec f0 = 0.
Démonstration. — Commençons par remarquer que les fonctions rationnelles
P1, . . . , Pd appartiennent à l’idéal I . Soit (t1, . . . , td) ∈ T1 × · · · × Td. D’après
le lemme 6.14, f admet une bonne décomposition relativement à (P1, . . . , Pd)
et (t1, . . . , td),
f(z) = f0(z) +
d∑
j=1
fj(z)Pj(zj).
Comme f ∈ I , f0 = f −
∑d
j=1 fjPj est également dans l’idéal I . La
fonction f0 vériﬁe donc les hypothèses du lemme 6.16 et donc, d’après ce lemme,
f0 = 0.
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6.4. Majoration de la hauteur du morphisme d’évaluation à la place
privilégiée
Pour terminer la démonstration du théorème 6.5, il reste à démontrer
le lemme 6.8, qui fournit une majoration de la hauteur des morphismes
d’évaluation à la place privilégiée donnée par l’uniformisation.
D’après la déﬁnition 6.3 d’uniformisation, il existe une section η de Θ∗(L−1)
sur U , qui ne s’annule pas sur W et dont la norme vériﬁe
(6.21) ‖η(z)‖ 6 A exp
(
B exp(λT (z))
)
,
où A,B sont des nombres réels strictement positifs.
Soit i ∈ {1, . . . ,m}, soit t ∈ Ti et soit α = (i, t). Comme fonction de Weil,
choisissons
λTα(z) = − log |zi − t|.
Alors
λT (z) =
∑
α∈A
ραλTα(z) = log
 ∏
α=(i,t)∈A
|zi − t|−ρα
 ,
et par conséquent, d’après l’inégalité (6.21),
(6.22) ‖η(z)‖ 6 A exp
B ∏
α=(i,t)∈A
|zi − t|−ρα
 .
Soit s ∈ EkD. Alors f := (Θ∗s)ηD est une fonction holomorphe sur U qui
s’annule à l’ordre au moins k en tout w ∈ W . Fixons des coordonnées aﬃnes
z1, . . . , zd sur U1, . . . , Ud en choisissant le point à l’inﬁni sur le i-ème facteur
en dehors de Ti ∪Wi. Le développement de Taylor de la fonction f en w ∈W
s’écrit :
f(z) =
∑
I∈Nd,
|I|>k
aI(w)(z − w)I .
Avec ces notations, l’image de s par le morphisme d’évaluation ϕkD est
(6.23) ϕkD(s) =
 ∑
I∈Nd,
|I|=k
aI(w)
(
Θ∗
∂
∂z
(w)
)⊗−I
η−D(w)

w∈W
.
Il existe donc un nombre réel C1 strictement positif tel que
(6.24) ‖ϕkD(s)‖p0 6 Ck+D1 max
w∈W
max
|I|=k
aI(w).
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Pour i ∈ {1, . . . , d}, soit Ωi un aﬃnoïde de Ui contenant Wi. Soit Ω =∏d
i=1Ωi. Déﬁnissons, pour tout g ∈ A (U),
‖g‖Ω = sup
z∈Ω
|g(z)|.
Démontrons alors qu’il existe un nombre réel C2 strictement positif tel que,
pour tout entier naturel k,
(6.25) max
|I|=k
|aI(w)| 6 C−k2 ‖f‖Ω.
Comme Ωi est ouvert pour la topologie p-adique, il existe un nombre réel
strictement positif r tel que le disque de centre wi et de rayon r soit contenu
dans Ωi, pour tout i ∈ {1, . . . , d} et tout wi ∈Wi. Alors,
‖f‖Ω = sup
z∈Ω
sup
I∈Nd
|aI(w)||(z − w)I |
> max
|I|=k
(
|aI(w)| sup
z∈Ω
|z1 − w1|i1 . . . |zd − wd|id
)
> max
|I|=k
(
|aI(w)|r|I|
)
> rkmax
|I|=k
|aI(w)|.
Il suﬃt maintenant de poser C2 = r.
Pour tout i tel que 1 6 i 6 d, déﬁnissons
(6.26) Pi(z) =
∏
w∈Wi
(z − w)⌊ kd⌋∏
t∈Ti
(z − t)a(i,t) ,
où les a(i,t), pour t ∈ Ti, sont des nombres entiers naturels non nuls tels que
(6.27)
∑
t∈Ti
a(i,t) =
⌊
k
d
⌋
m.
Ainsi, Pi est une fonction méromorphe sur P1(Cp) dont les zéros sont les
w ∈Wi et sont tous d’ordre
⌊
k
d
⌋
, et dont les pôles sont les t ∈ Ti, le pôle t ∈ Ti
étant d’ordre a(i,t).
D’après le corollaire 6.17, la fonction f peut s’écrire
(6.28) f(z) =
d∑
i=1
fi(z)Pi(zi).
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Par suite,
|f |Ω 6 max
16i6d
‖fi‖Ω‖Pi‖Ω
6 max
16i6d
‖fi‖ΩCk3 ,(6.29)
où C3 est un nombre réel strictement positif.
D’après le lemme 6.14, pour toute presque semi-norme multiplicative ul-
tramétrique s sur A (U) telle que, pour tout wd ∈ Wd l’endomorphisme de
A (U) donné par h(z1, . . . , zd) 7→ h(z1, . . . , zd−1, wd) est de norme inférieure
à 1 et telle que, pour toute fonction P régulière sur A (U), s(P ) 6=∞, on a la
majoration suivante
(6.30) s(fi) 6 s(f)s(Pi)−1,
pour tout i ∈ {1, . . . , d}.
Pour tout α ∈ A, soit rα un nombre réel strictement positif. Pour tout
τ = (t1, . . . , td) ∈ T , soit sτ la presque semi-norme multiplicative sur A (U)
associée aux rayons (r(1,t1), . . . , r(d,td)) (voir (6.10)) donnée par :
(6.31) sτ (g) = sup
|zi−ti|=r(i,ti),
16i6d
|g(z)|,
pour tout g ∈ A (U).
Pour tout i ∈ {1, . . . ,m}, posons Ω′i = {|zi − t| > r(i,t), t ∈ Ti} et
Ω′ =
∏d
i=1Ω
′
i. Si les r(i,t) sont suﬃsamment petits, alors Ω
′
i ⊃ Ωi pour tout i
et donc
‖.‖Ω 6 ‖.‖Ω′ .
De plus (voir (6.11)),
‖.‖Ω′ = max
τ∈T
sτ .
Ainsi, d’après (6.29),
‖f‖Ω 6 Ck3 max
16i6d
‖fi‖Ω
6 Ck3 max
16i6d
‖fi‖Ω′
6 Ck3 max
16i6d
max
τ∈T
sτ (fi)
6 Ck3 max
16i6d
max
τ∈T
sτ (f)sτ (Pi)
−1,(6.32)
d’après l’inégalité (6.30) vériﬁée par les presque semi-normes des fonctions fi.
Soit τ ∈ T . Majorons les termes sτ (f) et sτ (Pi)−1. La presque semi-norme sτ
étant multiplicative, on a, d’après la déﬁnition (6.26) de la fonction Pi,
(6.33) sτ (Pi)−1 = sτ (P−1i ) 6 r
a(i,t)
(i,ti)
Ck4 ,
120 CHAPITRE 6. CAS DES PRODUITS CARTÉSIENS
où C4 est un nombre réel strictement positif. Grâce à l’hypothèse d’uniformi-
sation et à l’inégalité (6.22) qui en découle,
sτ (f) = sτ
(
(Θ∗s)ηD
)
= sup
∩di=1{|zi−ti|=r(i,ti)}
∣∣(Θ∗s)ηD∣∣
6 ‖s‖∞ sup
∩di=1{|zi−ti|=r(i,ti)}
∣∣ηD∣∣
6 ‖s‖∞AD exp
(
BD
d∏
i=1
r
−ρ(i,ti)
(i,ti)
)
.(6.34)
D’après les inégalités (6.32), (6.33) et (6.34),
|f |Ω 6 Ck3 max
16i6d
max
τ∈T
r
a(i,ti)
(i,ti)
Ck4 ‖s‖∞AD exp
(
BD
d∏
i=1
r
−ρ(i,ti)
(i,ti)
)
6 Ck+D5 ‖s‖∞ max
16i6d
max
τ∈T
r
a(i,ti)
(i,ti)
exp
(
BD
d∏
i=1
r
−ρ(i,ti)
(i,ti)
)
,
où C5 = (max{C3C4, A})2 > 0. Grâce à cette inégalité, on obtient, d’après les
majorations (6.24) et (6.25), la majoration suivante de la hauteur à la place p0
du morphisme d’évaluation ϕkD,
(6.35) hp0(ϕ
k
D) 6 C6(k+D)+ max
16i6d
max
τ∈T
(
a(i,ti) log r(i,ti) +BD
d∏
i=1
r
−ρ(i,ti)
(i,ti)
)
,
où C6 = log(C1C−12 C5).
Choisissons à présent les paramètres aα et rα. Pour tout i ∈ {1, . . . , d},
posons
(6.36) µi =
mi
d
∑
t∈Ti
ρ(i,t)
,
de sorte que ∑
t∈Ti
µiρ(i,t) =
mi
d
.
Montrons que l’on peut ﬁxer les aα ∈ N∗ de telle sorte que pour tout
i ∈ {1, . . . , d} et pour tout t ∈ Ti,
(6.37) a(i,t)(k) = kµiρ(i,t) + g(i,t)(k),
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où g(i,t)(k) =
k→∞
O(1). Rappelons que les paramètres a(i,t) doivent également
vériﬁer la condition
(6.27)
∑
t∈Ti
a(i,t)(k) =
⌊
k
d
⌋
mi,
pour tout i ∈ {1, . . . , d}. Soient i ∈ {1, . . . , d} et k un nombre entier naturel.
Lorsque les a(i,t)(k), pour t parcourant Ti, prennent toutes les valeurs entières
possibles dans l’intervalle[⌊
kµiρ(i,t) −
mi
CardTi
⌋
,
⌊
kµiρ(i,t)
⌋
+ 1
]
,
la somme
∑
t∈Ti
a(i,t)(k) prend toutes les valeurs entières comprises entre∑
t∈Ti
⌊
kµiρ(i,t) −
mi
CardTi
⌋
et
∑
t∈Ti
(⌊
kµiρ(i,t)
⌋
+ 1
)
.
Vériﬁons que
∑
t∈Ti
⌊
kµiρ(i,t) − miCardTi
⌋
6
⌊
k
d
⌋
mi 6
∑
t∈Ti
(⌊
kµiρ(i,t)
⌋
+ 1
)
.
En eﬀet, on a∑
t∈Ti
⌊
kµiρ(i,t) −
mi
CardTi
⌋
6
∑
t∈Ti
kµiρ(i,t) −
∑
t∈Ti
mi
CardTi
6
k
d
mi −mi 6
⌊
k
d
⌋
mi,
et ∑
t∈Ti
(⌊
kµiρ(i,t)
⌋
+ 1
)
>
∑
t∈Ti
(kµiρ(i,t) − 1 + 1)
>
k
d
mi >
⌊
k
d
⌋
mi.
Ainsi, on peut choisir les a(i,t)(k) de telle sorte que
∑
t∈Ti
a(i,t)(k) =
⌊
k
d
⌋
mi et
la suite (g(i,t)(k))k est bornée. Soit
(6.38) ν =
d∑
i=1
µ−1i = d
d∑
i=1
(∑
t∈Ti
ρ(i,t)
mi
)
.
Pour tout α ∈ A, posons
(6.39) rα =
(
BDν
k
) k
aαν
.
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Alors, avec ces choix de rayons rα, l’inégalité (6.35) devient
hp0(ϕ
k
D) 6 C6(k +D) + max
16i6d
max
τ∈T
a(i,ti) log r(i,ti) +BD d∏
j=1
r
−ρ(j,tj)
(j,tj)

6 C6(k +D) + max
16i6d
max
τ∈T
k
ν
log
(
BDν
k
)
+BD
d∏
j=1
(
BDν
k
)−k ρ(j,tj)
νa(j,tj)

6 C6(k +D) +
k
ν
log
(
BDν
k
)
+max
τ∈T
BD
d∏
j=1
(
BDν
k
)−k ρ(j,tj)
νa(j,tj)
6 C6(k +D) +
k
ν
log
(
BDν
k
)
+BDmax
τ∈T
exp
k
ν
log
(
k
BDν
) d∑
j=1
ρ(j,tj)
a(j,tj)

Supposons kBDν > 1, c’est-à-dire
k
D > νB. On a alors
hp0(ϕ
k
D) 6 C6(k +D) +
k
ν
log
(
BDν
k
)
+BD exp
(
k
ν
log
(
k
BDν
)
max
τ∈T
d∑
i=1
ρ(i,ti)
a(i,ti)
)
,
6 C7(k +D) +
k
ν
log
(
D
k
)
+BD exp
(
k
ν
log
(
k
BDν
)
max
τ∈T
d∑
i=1
ρ(i,ti)
a(i,ti)
)
,
(6.40)
où l’on a posé C7 = max(C6 + 1ν log(Bν), C6).
Lemme 6.18. — Il existe un nombre réel positif C8 tel que pour tout nombre
entier naturel non nul k,
k
ν
max
τ∈T
d∑
i=1
ρ(i,ti)
a(i,ti)
6 1 +
C8
k
.
Démonstration. — D’après le choix des a(i,t) (voir (6.37)), pour tout (i, t) ∈ A,
on a
ρ(i,t)
a(i,t)(k)
=
ρ(i,t)
kµiρ(i,t) + g(i,t)(k)
=
1
kµi +
g(i,t)(k)
ρ(i,t)
.
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Ainsi, pour tout τ ∈ T , on a :
k
ν
d∑
i=1
ρ(i,t)
a(i,t)
=
k
ν
 d∑
i=1
1
kµi
+
d∑
i=1
 1
kµi +
g(i,t)(k)
ρ(i,t)
− 1
kµi

=
k
ν
ν
k
−
d∑
i=1
g(i,t)(k)/ρ(i,t)
kµi(kµi +
g(i,t)(k)
ρ(i,t)
)

= 1− 1
ν
d∑
i=1
g(i,t)(k)/ρ(i,t)
µi(kµi +
g(i,t)(k)
ρ(i,t)
)
.
Comme pour tout α ∈ A, gα(k) est une fonction bornée de k et que l’ensemble A
est ﬁni, il existe un nombre réel C8 tel que
k
ν
max
τ∈T
d∑
i=1
ρ(i,ti)
a(i,ti)
6 1 +
C8
k
.
Ainsi, pour tous nombres entiers naturels k,D tels que kD > νB,
k
ν
max
τ∈T
d∑
i=1
ρ(i,ti)
a(i,ti)
log
(
k
BDν
)
6 (1 +
C8
k
) log
(
k
BDν
)
6 log
k
BDν
+
C8
k
log
k
BDν
6 log
k
BDν
+
C8
BDν
BDν
k
log
k
BDν
.
Comme kBDν > 1 et la fonction u 7→ log uu est bornée sur [1,+∞[, il existe un
nombre réel C9 tel que
k
ν
max
τ∈T
d∑
i=1
ρ(i,ti)
a(i,ti)
log
(
k
BDν
)
6 log
k
BDν
+ C9.
D’après la majoration (6.40) de la norme du morphisme d’évaluation, on a
alors
hp0(ϕ
k
D) 6 C7(k +D) +
k
ν
log
(
D
k
)
+BD exp
(
log
k
BDν
+ C9
)
6 C7(k +D) +
k
ν
log
(
D
k
)
+BD
k
BDν
eC9
6 C10(k +D)− k
ν
log(
k
D
)(6.41)
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où l’on a posé C10 = max(C7, C7 + e
C9
ν ).
Montrons que la majoration (6.41) est encore valable pour kD < νB.
D’après la déﬁnition d’α-arithmétique, il existe un nombre réel positif C0
tel que la hauteur de ϕkD vériﬁe la majoration suivante à la place p0, comme
en toute place :
hp0(ϕ
k
D) 6 C0(k +D).
Alors
hp0(ϕ
k
D) +
k
ν
log(
k
D
) 6 C0(k +D) +
k
ν
log(
k
D
)
6 C0(k +D) +
k
ν
log(νB),
car kD 6 νB. Posons C11 = C0 +
1
ν log(νB). Alors
hp0(ϕ
k
D) +
k
ν
log(
k
D
) 6 C11(k +D),
c’est-à-dire
(6.42) hp0(ϕ
k
D) 6 C11(k +D)−
k
ν
log(
k
D
).
D’après les inégalités (6.41) et (6.42), en posant C12 = max(C10, C11), on a
bien, pour tous k et D,
hp0(ϕ
k
D) 6 C12(k +D)−
k
ν
log(
k
D
).
Finalement, d’après la déﬁnition de ν (6.38), on a bien, pour tous nombres
entiers k > 0 et D > 1,
(6.43) hp0(ϕ
k
D) 6 C12(k +D)−
1
d
(
d∑
i=1
ρi
mi
)−1
k log
k
D
.
Le lemme 6.8 est donc démontré, ce qui conclut également la démonstration
du théorème 6.5.
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Sur le théorème de Schneider-Lang
Le théorème de Schneider-Lang est un critère classique de transcendance pour
des nombres complexes. Il dit que des fonctions méromorphes d’ordre fini, vérifiant
une équation différentielle polynomiale à coefficients dans un corps de nombres et
algébriquement indépendantes ne peuvent prendre simultanément des valeurs dans ce
corps de nombres qu’en un nombre fini de points.
Dans cette thèse, nous démontrons des généralisations géométriques de ce critère,
valables sur le corps des nombres complexes ou sur un corps p-adique. Ces résultats
s’appuient sur des lemmes de Schwarz adaptés, que nous avons établis. En dimension 1,
nous démontrons un théorème concernant des sous-schémas formels admettant une
uniformisation par une courbe algébrique affine. En dimension supérieure, notre
théorème s’applique à des sous-schémas formels admettant une uniformisation par un
produit d’ouverts de la droite affine, sous l’hypothèse supplémentaire que l’ensemble
des points étudiés est un produit cartésien. Les démonstrations de ces résultats
reposent sur la méthode des pentes développée par J.-B. Bost et utilisent le langage
de la géométrie d’Arakelov.
About the Schneider-Lang theorem
The Schneider-Lang theorem is a classic transcendence criterion for complex
numbers. It asserts that there are only finitely many points at which algebraically
independent meromorphic functions of finite order of growth can simultaneously take
values in a number field, when satisfying a polynomial differential equation with
coefficients in this given number field.
In this Thesis, we prove geometrical generalizations of this criterion, holding for
both the field of complex numbers and a p-adic field. These results are based on
suitable Schwarz lemmas we have been able to establish. In dimension one we have
proven a theorem for formal subschemes admitting a uniformization by an algebraic
affine curve. In the higher dimensional case, our theorem applies to formal subschemes
with a uniformization by a product of open subsets of the affine line, under the
additional hypothesis that the set of rational points is a Cartesian product. The
proofs of these results rely on the slopes method developed by J.-B. Bost and make
use of the language of Arakelov geometry.
