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Chapter XIII
Visual Grouping of
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Clustering Conditional
Probabilities for
Categorical Data
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John Yearwood, University of Ballarat, Australia
Abstract
We demonstrate the use of a visual data-mining tool for non-technical domain experts
within organizations to facilitate the extraction of meaningful information and
knowledge from in-house databases. The tool is mainly based on the basic notion of
grouping association rules. Association rules are useful in discovering items that are
frequently found together. However in many applications, rules with lower frequencies
are often interesting for the user. Grouping of association rules is one way to overcome
the rare item problem. However some groups of association rules are too large for ease
of understanding. In this chapter we propose a method for clustering categorical data
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based on the conditional probabilities of association rules for data sets with large
numbers of attributes. We argue that the proposed method provides non-technical users
with a better understanding of discovered patterns in the data set.
Introduction
Traditional manual data analysis is becoming impractical in many domains as data volume
grows exponentially. Depending on the type of analysis, several Knowledge Discovery
in Databases (KDD) methods such as classification, regression, clustering and associa-
tion rules use automated artificial intelligence, and mathematical and statistical tech-
niques for the task. Frawley, Piatetsky-Shapiro, and Matheus (1992, p. 57) define KDD
as “the non-trivial extraction of implicit, previously unknown and potentially useful
information from the data.” The overall process of finding and interpreting patterns from
data involves repeated application of the following steps — data selection, data pre-
processing, data transformation, data mining, discovery interpretation / evaluation. KDD
is a process involving human interactions. There are traditionally two human roles in any
KDD process — a domain expert role and a data miner role. A data miner is someone who
primarily uses sophisticated KDD technology in conjunction with existing data sources
as the basis for discovering useful patterns in the data. A domain expert is a person with
a comprehensive knowledge of a certain domain. However, some domain experts are non-
data miners (e.g., data analyst and database administrator) and some are data miners (e.g.,
external KDD specialist).
A data miner can gather knowledge either from the domain expert or from a domain
knowledge repository. However the domain expert is fully dependent on the data miner.
One of the reasons that exploitation of KDD technology is not fully implemented within
organizations is that the majority of KDD tools currently available are expensive and
complex adjuncts to database management systems. Their operation typically requires
specialist operators. Furthermore the countless data-mining techniques function in such
different ways that even KDD experts cannot be expected to be proficient with all
approaches. The specialist knowledge required and the cost of KDD tools militate against
their use for non-technical domain experts. We argue that by implementing a balanced
relationship between the domain expert and the data miner, the organization will benefit
by exploiting its KDD technology at all organizational levels. To explain this further we
consider the implementation of KDD technology in an organization.
Goebel and Gruenwald (1999) investigated the use of almost all mainstream commercial
KDD products and reported that deploying KDD technology in an organization is
traditionally implemented through the following three phases:
1. First, KDD studies are performed by the data-mining specialists (external consult-
ants). (See Figure 1.)
2. Once the profitability of KDD is proven, data-analysis experts apply the KDD
techniques (possibly with the help of a domain expert who has strong domain
knowledge). (See Figure 2.)
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3.  When full exploitation of KDD technology occurs within the organization, domain
experts are enabled to perform their own KDD analysis according to their individual
needs. Although not yet widely implemented, the necessity for this stage is clearly
recognized. (See Figure 3.)
Stage Three shows that an organization needs an effective KDD tool for its non-technical
domain experts. The role of the new KDD tools is not to replace the use of data-miner-
driven “heavy-duty” tools but to provide an additional set of “pure” domain knowledge
driven tools that will meet his or her simpler day-to-day requirements.
Figure 1. KDD implementation — Phase I
Figure 2. KDD implementation — Phase II
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 In this study we present a KDD method that can be used by non-technical domain experts
with minimal training, to discover and interpret patterns they find useful for their role
within the organization. The proposed KDD tool can automatically identify and provide
a description of patterns in clusters. The aims of this chapter are as follows:
1. To create a visual tool for the non-technical domain expert based on the basic
notion of association rules.
2. To provide a solution to the problem of clustering categorical data.
3. To extract interesting rules involving attributes with a large number of distinct
values and provide useful cluster description.
According to Brachman, Khabaza, Kloesgen, Piatetsky-Shapiro, and Simoudis (1996), an
increasing trend in KDD shows that companies rely on the analysis of large amounts of
data to gain a competitive advantage. Many organizations use discovered knowledge to
gain competitive advantage, increase efficiency, or provide more valuable services to
customers.
As outlined above, there are usually three stages in deploying KDD technology in an
organization (Goebel & Gruenwald, 1999). The initial stage involves the organizational
use of KDD through an external KDD specialist (external consultant). In this stage, an
organization approaches a third-party company that is a specialist in KDD. The KDD
specialist uses domain knowledge, either through a domain expert or a domain knowledge
repository, in order to select and pre-process the data set. The second stage involves
the organizational use of KDD through an internal KDD specialist or team of analyst
Figure 3. KDD implementation — Phase III
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experts (e.g., database administrators and data analysts). In this stage, the organization
purchases a KDD technology (hardware and software), which should meet the analysis
requirements of the organization. The last stage involves the full exploitation of KDD
technology within the organization. It includes the use of KDD by enabling domain
experts (e.g., lawyers, managers, medical professionals) to perform their own analysis
according to their individual needs. This step does not eliminate the use of KDD in any
previous stage. Moreover, it enhances the use of KDD within an organization by allowing
domain users to search for useful knowledge that would potentially improve their
everyday tasks.
Tools for the Non-Technical
Domain Expert
The majority of KDD tools require a prohibitive amount of training before being useful,
and discovered patterns are often difficult to interpret. One can argue that training non-
technical domain experts would overcome this problem. However, most non-technical
domain experts are usually not interested in using advanced technology, except for
getting clear, rapid answers to their everyday business questions (Goebel & Gruenwald,
1999). Non-technical domain experts require simple-to-use tools that efficiently solve
their business problems.
In this chapter we present a KDD method that can be used by non-technical experts with
minimal training to discover and interpret patterns that they find useful for their role
within an organization. The approach generates association rules and then displays them
by grouping rules together and visually depicting deviations between groups.
Frequency Based Interestingness and its Problem
Association rules were introduced by Agrawal and Imielinski (1993), and originated with
the problem of supermarket basket analysis. An association rule (AR) is an expression
of the form X→Y [support, confidence], where X and Y are sets of items that are often
found together in a given collection of data. The attribute group on the left-hand side
of the arrow is called the antecedent and the group of attributes on the right-hand side
of the arrow is called the consequent. The support and confidence measures, introduced
by Agrawal and Imielinski, are used as the pruning methods to reduce the number of
discovered rules. The support is the percentage of transactions in the databases
containing both X and Y. The confidence is the conditional probability of Y given X, e.g.,
confidence = P(Y | X). If both support and the confidence values are greater than the
threshold, the AR is considered interesting. We call this type of interestingness
“frequency-based interestingness.”
A problem with the threshold-filtering approach is that many analysts do not know what
an ideal threshold setting should be (Andritos, Tsaparas, Miller, & Serveik, 2003). If the
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threshold is set too high, useful rules may be missed. If it is set too low, the user may be
overwhelmed by many irrelevant rules. In many real-life applications some items appear
very frequently in the data, while others rarely appear. If the threshold is set too low,
those rules that involve rare items will not be found. This dilemma is called the “rare item
problem.” Another common problem with the user specified support measure is that not
all high support rules are interesting. Lin, Tseng and Su (2002) and Liu, Hsu, and Ma
(1999) argue that most of the rules with higher support are obvious and well known, and
it is the rules with low support that provide interesting new insights. For example, a
domain expert may already be familiar with the rule R1 “sex Male→law type Criminal
[support 47%, confidence 76%]. It is very unlikely that those experts will be satisfied with
merely prevalent patterns because presumably the organization is already exploiting that
knowledge (Chakrabarti, Sarawagi, & Dom, 1998).
From Frequency-Based to Content-Based
Interestingness
Liu, Hsu and Ma (2001) claim that the problem of interestingness is not due to the large
number of discovered association rules. The main limitation is with the user’s inability
to organize and present the rules in such a way that they can be easily analyzed. One
promising approach is to organize and present generated AR by grouping rules and
measuring differences between groups. Interestingness measures based on group
differences have been used by a number of authors (Bay & Pazzani, 2000, 2001; Duda &
Hart, 1973; Duda, Hart & Stork, 2001; Liu et al., 1999, 2001). Bay and Pazzani (2000) and
Duda and Hart (1973) use contrast sets in order to find differences between groups
(subsets). However, contrast sets are not based on AR. Liu et al. (2001) organize
association rules by grouping the related rules together and finding differences and
similarities between groups. For example, generated association rules:
* R2 “country of birth England→legal aid refused Yes [support 8%, confidence 13.7%]”
* R3 “country of birth Italy→legal aid refused Yes [support 0.5%, confidence 26.7%]”
* R4 “country of birth Greece→legal aid refused Yes [support 1.8%, confidence 23.6%]”
* R5 “country of birth Vietnam→legal aid refused Yes [support 6%, confidence 8.2%]”
are organized by separating the discovered rules into rule sets. Each rule set contains
association rules that share a common consequent (R2, R3, R4 and R5 share “legal aid
refused = Yes”) and different antecedent (R2 “England,” R3 “Italy,” R4 “Greece,” and R5
“Vietnam”) belonging to the same attribute “country of birth.” If the discrepancy
between the confidence values of any group is substantially high, these groups are
considered different, otherwise the groups are considered similar on the basis of “ legal
aid refused = Yes.” By grouping related association rules into rule sets (AR with a
common consequent but different antecedent), we are able to visually display grouped
AR.
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Figure 4 shows that 26.7% of Italian-born applicants were refused aid. An analyst could
find the difference in the refusal rate interesting. We call this approach “content based
interestingness” because the grouping of AR is based on their content.
Association Rule Visualization
Visualization is the process of transforming data, information and knowledge into a visual
form, making use of a human’s natural visual capabilities (Gershon, Eick, & Card, 1998).
According to Grinstein and Thuraisingham (1996), there are three kinds of visualization
categories in KDD. The first category presents the findings obtained from the data-
mining step, the second category visualizes the data before applying data-mining
algorithms, and the last category uses visualization to complement the data-mining
techniques. In our work we focus on the first visualization category, which aims to
visually present findings to the user. Furthermore we focus on visualization techniques
that display findings generated by AR-based algorithms. More advanced visualization
techniques use a 2-D matrix for representing AR. This technique is used by SGI (Silicon
Graphics International) in their data-mining software MineSet. The AR are represented
as a 2-D matrix where user selected attribute-values are displayed on both axes. One axis
is labeled as the left-hand side and the other as the right-hand side. The grid intersection
between two axes is displayed as the height of a bar and represents the confidence of
the rule corresponding to the left-hand side (LHS) and right-hand side (RHS) labels. The
support value is represented as a disk attached to the bar and the expected probability
as the color of the bar. All of these three representations are configurable. The limitation
of this approach is that MineSet is only able to visually display rules that have single
left-hand and right-hand sides. Although MineSet tried to overcome this problem by
Figure 4. Group differences for “legal aid refused = Yes”
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allowing rules that have multiple LHS and RHS, as shown in Figure 5, the limitations are
obvious when the number of items in the LHS or RHS is greater than a couple.
Despite visualization limitations by MineSet, the ability of MineSet to adjust the visual
display by resizing, rotating and flipping is advanced. However, we find this item-to-item
2-D matrix approach unsuitable because it does not clearly identify deviations.
The limitation of 2-D matrix graphs that show AR mapped as item-to-item resulted in other
3-D visualization techniques (Wong, Whitney, & Thomas, 1999). They represent a rule-
to-item approach that shows rows as items and columns as AR rules. The LHS and RHS
of a rule are distinguished by two different color bars. Confidence and support values
are displayed by the height of the bar placed at the end of the matrix. In Figure 6,
Figure 5. Multi item AR representation by SGI MineSet
Figure 6. 3D Association Rule visualization
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association rule number 3 shows the 3-D AR presentation for the rule Milk => Bread AND
Butter (confidence 84%)
The approach suggested by Wong et al. (1999) is best for an AR that has multiple RHS
and single LHS. That is, the rule body has only one item. When the LHS has more than
one item, the matrix floor is covered with many blocks. We don’t find this approach
suitable for the representation of deviations because it does not clearly identify
deviations between groups of rules with the same consequent.
However with the “content-based interestingness,” a problem arises when a user is
interested in an attribute that has a large number of distinct values. For example in our
Victorian Legal Aid data set the “country of birth” attribute has 143 possible values. The
graphical representation of grouped association rules in this case is very hard to
understand. We demonstrate this in Figure 7.
Proposed Two-Step Methodology to Create an Effective
Visual Tool
Creating an effective visual tool involves two sets of problems. The first problem is to
transform the categorical data for an effective clustering method. The second problem
 
Figure 7. Group differences for country groups
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is to cluster the transformed data set in a meaningful way. Transforming the categorical
data can be solved using a 2-D conditional probability matrix (A). Each row of the A matrix
denotes the attribute(s) appearing in the antecedent and each column denotes the
consequent. The element of the matrix A
rc
 denotes the conditional probability of
P(column | row).
In the next step, this data matrix is clustered using a hierarchical two-layer abstraction
technique. The first level of abstraction is achieved using Kohonen’s Self Organizing
Map (SOM) and the final level of abstraction is achieved using a non-linear optimization
approach. The centers of the discovered clusters are then plotted in a graph against all
variable values to identify the properties of each cluster. This leads to useful descriptions
of the data set from the perspective of the chosen variable. In the next section we discuss
the rationale behind transforming categorical data into a conditional probability matrix.
In Figure 8 we show the clarity of the improved graphical representation of the same rules
after clustering.
Clustering is an important problem in data mining. Most early work on clustering
focussed on numeric attributes, which have a natural ordering on their attribute values.
In this work clustering data with categorical attributes, whose attribute values do not
have a natural ordering, is considered. Many clustering algorithms do not give a formal
description of the clusters they discover.
Given n data points in a d-dimensional space, a clustering algorithm partitions the data
points into k clusters such that the data points in a cluster are more similar to each other
than data points in different clusters. Clustering algorithms developed in the literature
can be classified into partition clustering and hierarchical clustering (Ester, Kriegel,
Sander, & Xu, 1996; Ivkovic, 2004). Partition clustering algorithms, as the name suggests,
divide the point space into k clusters that optimize a certain criterion function. The most
commonly used criterion function for metric spaces is:
 
Figure 8. Clustered country groups
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f (x,k) = d(x,ci)
x∈Ci
∑
i=1
k∑
In the above equation, ci is the centroid of cluster Ci while d(x, ci) is usually the Euclidean
distance between x and ci. Intuitively, this criterion function attempts to minimize the
distance of every point from the centre of the cluster to which the point belongs.
Minimization of the criterion function is frequently carried out using an iterative, local
optimization technique. For example, starting with k initial partitions, data points are
moved from one cluster to another to improve the value of the criterion function. A
hierarchical clustering is a nested sequence of partitions. Agglomerative, hierarchical
clustering starts by placing each point in its own cluster and then merges these clusters
into larger and larger clusters until all points are in a single cluster. Divisive, hierarchical
clustering reverses the process by starting with all points in a cluster and subdividing
into smaller pieces. While the use of this criterion function often gives satisfactory
results for numeric attributes, it is not appropriate for data sets with categorical
attributes.
Categorical Data
Categorical attributes do not have a continuous range of values and are not limited to
the binary values 0 and 1, but can be any arbitrary finite set of values. An example of a
categorical attribute is color, whose domain includes values such as red, green, black,
white, etc. Most previous work in clustering focused on numerical data whose inherent
geometric properties can be exploited usually in the form of a naturally defined distance
function between the points. However many data sets consists of categorical attributes
on which distance functions cannot so naturally be applied. Recently the problem of
clustering categorical data started receiving interest (Andritos et al., 2003; Guha,
Rastogi, & Shim, 2000; Kohonen, 1982). The ROCK clustering algorithm proposed in
Guha et al. (2000) is a hierarchical clustering technique that is based on links to measure
the similarity/proximity between a pair of data points. It utilizes the information about
links between points when making decisions on the points to be merged into a single
cluster and is very robust. The algorithm described in Guha et al. (2000) is based on an
iterative process for assigning and propagating weights on the categorical values in a
table. It generalizes the powerful methodology of spectral graph partitioning to produce
a clustering technique applicable to arbitrary collections of sets. Those authors note that
approaches that rely on co-occurrence of attribute values for the similarity metric are
limited. A vehicle database example they use identifies Toyotas and Hondas as similar,
not because they share common properties but because a disproportionate number of
each are sold in the month of August. Ghua et al. (2000) discount the use of association
rules in categorical clustering because of the association rules’ emphasis on similarity
of properties. In the approach presented here association rules are not used to cluster
raw data. Instead, raw data is transformed to sets of conditional probabilities of multiple
combinations of attribute values. The conditional probabilities are then clustered. In this
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way, the similarities between Toyotas and Hondas with respect to August sales can be
captured. Information theoretic metrics for similarity have been used by Andritos et al.
(2003). The similarity metrics employed are entropy-based metrics based on the Gini index
and Shannon Entropy. There are similarities to conditional probabilities. Genetic algo-
rithm operators are used to derive the partitions that are used in the entropy functions.
In the approach advanced here, the conditional probability formulation is not embedded
in an entropy-based similarity metric, but is made explicit by its use in transforming raw
data to conditional probabilities. This has the advantage of enabling the data to be more
immediately accessible to the user for manual discovery of interesting patterns and also
enables the application of standard clustering algorithms to be considered. The categori-
cal clustering algorithm CACTUS described in Gibson, Kleinberg, and Raghavan (2000)
is based on generalizing a definition of cluster for numerical attributes. It requires two
scans for the data set and it can find clusters in subsets of all attributes. Ganti, Gehrke,
and Ramakrihnan (1999) propose a clustering method for large databases that is based
on randomized search. Each cluster is represented by its mediod or the most centrally
located point in the cluster and the objective is to find the best medoids. Bay and Pazzani
(2000) use the R*-tree to improve the I/O efficiency on a large database.
Creation of 2-D Conditional Probability Matrix
The raw categorical data of the data set is converted to conditional probabilities as
follows:
A particular variable with a reasonable number of values (categories) is chosen. The
conditional probabilities of all other variable:value pairs given the values of this selected
variable are computed using an SQL (Structured Query Language) query. The result is
a matrix of conditional probabilities that are amenable to clustering. This table of
probabilities (AR confidences) is clustered using a Self-Organizing Map. This clustering
approach does not reveal clusters. A second level of clustering based on an optimization
approach that makes use of the weights attached to points in the SOM map is used as
described below. The input for the SOM algorithm is provided by calculating the
conditional probabilities. The conditional probabilities are obtained by using SQL
queries to count frequencies. For example, in order to count the conditional probability
of refused YES given a country, we determined frequencies for each country by executing
SQL query:
Q1: SELECT COUNT(country), country FROM VLA GROUP BY country.
We get the second frequency count by executing SQL query:
Q2: SELECT count(*) FROM VLA WHERE country=vector[ii] AND refused=’refused
YES’.
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Finally we calculate conditional probabilities for each country by dividing the second
count (Q2) by the first count (Q1). The conditional probabilities are stored in a file with
appropriate column and row headings. Table 1 illustrates part of the input for the SOM
algorithm.
Rationale Behind the Two Level Abstraction for
Clustering
Kohonen’s (1982) Self-Organizing Map (SOM) is a well known clustering algorithm. It
is an unsupervised learning clustering algorithm that creates a map (discrete lattice)
relationship from the patterns. During training, the output node with the minimum
Euclidean distance is found. This will indicate the node (class) to which the input pattern
belongs. The training is performed using a winner-take-all algorithm. The basic idea
behind the winner-take-all algorithm is that if neurons are located on a discrete lattice,
the competitive learning can be generalized. The neurons represent the inputs with
reference vectors mi, the components of which correspond to synaptic weights. The unit
with index c, whose reference vector is nearest to the input x is the winner of the
competition:
 
{ }2minarg)( ii mxxcc −==
Usually the Euclidian metric is used. The winning unit and its neighbors adapt to
represent the input by modifying their reference vector. The amount the units lean is
governed by a neighborhood kernel h, which is a decreasing function of the distance of
the units from the winning lattice. Thus:
( )trrhth jiij ;)( −=
where t denotes time, and ri and rj represent the location of units i and j respectively.
During leaning, reference vectors are changed according to the following adaptation rule
 Refused YES Refused NO Sex MALE Property..n 
ITALY 26.7 73.3 77 
AUSTRALIA 10.7 89.3 65 
GREECE 24.5 75.5 73 
Country..n  
 
 
Table 1. SOM input — Conditional probabilities for X given country
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where c is the index of the reference vector.
In the beginning of the learning process the neighboring kernel is chosen wide and is
decreased over time. It has been shown that in the case of a discrete data set and a fixed
neighborhood size, there exists a potential function for the SOM, which can be repre-
sented by
∑∑ −=
k i
ikc mxhE i
2
where index c depends on xk and the reference vector mi.
The learning rule corresponds to a gradient descent step in minimizing the sample
function
∑ −=
i
ic mtxhE i
2
1 )(
obtained by selecting randomly a sample x(t) at iteration t. Locally, if the index does not
change for any xk, the gradient step can be considered as valid. It is also shown that SOM
follows the distribution of the data set in the input space. For vector quantization, density
of the reference vector approximates the density of the input vectors for high dimensional
data set. In a one-dimensional case this density can be expressed as 3/2)(xp  where p(x)
is the probability density function.
The cost function of the SOM in the case of discrete data can be represented as
∑ ∑∑ −+−=
k i j
jiiijck mnNhnxE
22
where ni denotes the number of data items which are closest to reference vector i and
∑ ∈= kVixii xNn k/1
where Vk is Voronoi region corresponding to mi. The approximation can be made with the
assumption that the SOM partitions the input space into convex Voronoi regions, each
of which corresponds to one unit of the map. The Voronoi region of a map unit i is the
union of all vectors X to which it is the closest one:
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In the Voronoi region the reference vector can be shown to be placed according to the
local conditional expectation of the data weighted by the neighborhood kernel:
∫
∫
=
dxxph
xdxxph
m
ci
ci
)(
)(
∑ = 1ijj h  for all i, which holds exactly for toroidal maps when the kernel h has the same
shape for all i and also away from borders on a non-toroidal map if the kernel differs from
zero locally. The first term in the cost-function equation above is equivalent to the cost
function of the K-means cluster algorithm. The second term, can be interpreted as
governing the ordering of the reference vector. At a fixed point
∑ ∑= ixckkixcki kk hxhm )()( /
which is closer to ni the more the neighborhood kernel hci is centered around c.
However there are two major problems with the self-organizing map. Both of these
problems exist when we consider the raw cluster points from the SOM. The standard SOM
model requires a predefined map structure, which affects the projection from one high
dimensional system into two dimensions. If points on SOM are to be considered as
individual clusters then one of the major problems is that the complete learning process
has to be repeated if the size of the map is very small, and the classification error for every
pattern can be very high, resulting in dissimilar vectors being assigned to the same unit
or similar vectors can being assigned to different units. One solution to the existing
problem could be using a growing SOM, where a small grid size is initially trained and
is made bigger until such time as the error is greater than some threshold value. However
this also has its own disadvantage of using repetitive training of the SOM. If we define
the confidence of a point on the map as the number of vectors that are projected into the
map, then within an acceptable range of map size and a proper training this confidence
value of points will be proportional to the map size. Thus finding clusters from the set
of these maps considering confidence values of each point can be considered as an
optimization problem. This serves a two-fold purpose, firstly the problem of finding
clusters using optimization techniques applied to the original high dimensional data set
can be reduced to a two-dimensional problem. And finally, further clustering the points
on the map reduces the sensitivity problem for the SOM with the map size. Also, the curse
of many cluster points in the SOM could be solved. Thus we can say that the SOM could
be a useful tool for clustering for the initial abstraction level to form some prototypes for
the clustering.
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Figure 9 illustrates the two levels of abstraction from the original data set. In this figure,
we can see that the original data set is first transformed into a two-dimensional SOM plane
to form M cluster prototypes. From these prototypes we compute the confidence of each
point according to the frequency of the original data that have been mapped into a cluster
prototype, and then finally the optimization technique used to find C different clusters.
The confidence for prototype Mi can be calculated using the following formula




∉
∈
=
= ∑
=
ij
ij
j
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j
ji
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MA
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,1
;
1
Data Set
The Victorian government created a body called Victorian Legal Aid (VLA) with the
objective of providing legal aid in the most effective, economic and efficient manner to
those in the community with the greatest need. To get legal aid in the format of legal costs
or cost-free lawyers, a client provides his or her personal, financial and case details. In
order to measure to what extent their objectives have been met, VLA experts have to
analyze their data set. Furthermore, the experts need to monitor their financial resources
(e.g., where was the money spent) as well as human resources (e.g., lawyer’s assign-
ments). All these details are stored in a VLA database. The VLA cases shown in this study
are real examples showing some everyday tasks of the VLA domain experts. VLA domain
experts selected nine variables that were important and interesting for data analysis. The
selected variables were:
Sex (2 possible values), Age group (8 possible values), reason for refusal (10 pre-
specified VLA refusal codes), lawType (civil, family, criminal), refused (aid granted or not
granted), assignment (assigned - external lawyer or in-house - VLA lawyer), country
(country of birth, 134 possible values), decided (date of decision).
 
Figure 9. Levels of abstractions used to form cluster from the original data set
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Sample Solution
Our results show many meaningful rule sets and provide a lot of insight for the domain
expert. We discuss here only the results from clusters based on conditional probabilities
with the conditional variable of country. We have obtained three distinct clusters and
a description of the clusters is given below (see Figure 10).
• Cluster 1: A very high proportion of the applicants in cluster 1: (a) applied for
criminal matters, (b) are males, (c) were approved legal aid, (d) are younger
applicants, (e) applied for drug-related matters, (f) applied for motor car theft-
related matters.
• Cluster 2: The applicants: (a) almost equally applied for criminal and family
matters, (b) have proportion of females higher than any other clusters, (c) applied
for family matters more than any other matters, (d) are mostly middle-aged
applicants, (e) were approved legal aid less than applicants from countries in
cluster 1.
• Cluster 3: The applicants: (a) almost equally applied for criminal and family
matters, (b) have high proportion of males, (c) are slightly older applicants, (d) were
approved legal aids less than applicants from countries in clusters 1 and 2.
 
Figure 10. Clusters formed from Victorian Legal Aid data set
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Conclusion
In this chapter, we have proposed a new visual tool for non-technical domain experts
within organizations to further facilitate the extraction of meaningful information and
knowledge from in-house databases. The tool is mainly based on the basic notion of
grouping association rules. We achieved this by first creating a 2-D probability matrix
of conditional probability from the categorical data and finally by clustering the
confidence values. We applied the proposed methodology to the Victorian Legal Aid
data set. Middle- to senior-level management found the ability to visualize the results of
this knowledge discovery process very useful and the knowledge discovered was
meaningful for the organization.
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