INTRODUCTION
Data exists evidencing that binaural benefit, defined as the difference between bilateral performance and unilateral performance with the better ear, on tasks of speech perception [1] [2] [3] is greater when unilateral performance is similar across ears [4] . This functional relationship was observed in nine adult bilateral cochlear implant (CI) participants across different speech materials and signal-to-noise levels even though there was substantial intra-and inter-subject variability [1] . Despite the clear link between
Purpose: The present study used the acoustic simulation of bilateral cochlear implants to investigate the effect of presentation level (EXP 1) and channel interaction (EXP 2) on binaural summation benefit in speech recognition.
Methods: The acoustic 6-channel processors were constructed, and the envelope of each band was used to modulate a sinusoid (EXP 1) or band-pass filtered white noise (EXP 2) with a frequency matching the center frequency of the carrier band. Presentation level was fixed for one ear and varied for the other. Channel interaction was simulated by altering filter slopes while keeping interaural spectral peaks matched in the carrier bands. Two separate groups of ten adult subjects with normal hearing participated in EXP 1 and EXP 2. Sentence recognition was measured with left ear alone, right ear alone, and both ears in quiet and in noise at +5 dB signal-to-noise ratio.
Results: A significant binaural summation benefit occurs only in noise, regardless of interaural mismatch in channel interactions and presentation levels.
Conclusions:
Results suggest that factors other than channel interaction are important and that matching interaural loudness is an unimportant factor in binaural summation benefit in noise. For both EXP 1 and EXP 2, the data trend is indicative of speech information perceived in quiet being fully coded by the better performing ear alone, which leads to no binaural summation benefit. The results of current and future studies could have implications in programming of bilateral cochlear implant users.
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When programming CIs, the most critical factor is the patient's own perception of sound through the device. The two most notable components of the sound signal are loudness and sound quality. Sound quality is heavily dependent upon spectral processing and is primarily influenced by channel interaction within and between ears in CI users [5] [6] [7] . In the unilateral CI listening condition, the effect of loudness [8] [9] [10] and channel interaction [11, 12] on speech perception are well documented, but little information exists for binaural CI listening. With the current procedure for mapping bilateral CIs being to program them individually which, in many cases, results in varying stimulation levels between ears we must form a better understanding of how the effects of ear level differences between CIs effects binaural CI users.
There are no data available on how unmatched loudness across ears influences the binaural summation benefit in speech perception for bilateral CI users. In a study performed by Busby and Arora [9] , the researchers suspected that improving overall audibility may be the determining factor in overcoming the impact of noise on tasks of speech perception in noise in unilateral CI users. Though the researchers tested speech perception in noise, the loudness presentation sound pressure levels were the same for both ears. As binaural summation occurs in binaural CI users [13] , researchers have made efforts to ensure that the perceived loudness in each ear of binaural CI users is matched during experimental conditions [14] . In an effort to create the best possible CI mappings for binaural CI users, we must have an in-depth understanding of how variable perceived loudness between ears affects patients with two cochlear implants in order to ensure binaural benefit is maximized.
Yoon et al. [2] investigated the effects of binaural spectral mismatch on binaural benefits in the context of bilateral CIs using acoustic simulations. Binaural spectral mismatch was systematically manipulated by simulating changes in the relative insertion depths across ears, suggesting a dependence of binaural benefit on redundant speech perception between implanted ears. In a separate study by Yoon et al. [3] , it was found that bilateral spectral mismatch may have a negative impact on the binaural benefit of squelch and redun¬dancy for bilateral CI users. The results also suggest that clinical map¬ping should be carefully administrated for bilateral CI users to minimize the difference in spectral patterns between the two CIs. Wackym et al. [15] showed that the largest binaural summation benefit in speech perception in bilateral CI users occurred in more challenging listening conditions (e.g., at a soft presentation level in noise). However, the study method used the same presentation level for both ears, leaving it unclear how unmatched presentation levels across ears influences binaural summation benefit in speech perception for bilateral CI users. The gap in current literature regarding how unmatched presentation levels affects binaural summation in bilateral CI users is the impetus for our first experiment (EXP 1) to measure the binaural summation benefit in speech perception when four different combinations of presentation levels across ears were presented in quiet and noise.
Channel interaction is one of the most important factors which limits performance of a CI on speech perception [3, 16, 17] , vocal emotion recognition [18] , and music perception [19, 20] . Though channel interactions are well documented for unilateral CI listening [16, [21] [22] [23] [24] [25] , these effects not been studied extensively in bilateral users. One potential reason for this may be due to the confounding variables associated with CI use such as acoustic frequency allocation, electrode location, pattern of nerve survival, and experience [6] . These variables are doubled when examining bilateral CI users as each CIs fundamental characteristics may differ. It is highly likely that each individual implanted ear processes sounds quite differently due to differences in insertion depth and possible interrelationship among the aforementioned confounding factors across ears [26] . The unmatched insertion depths across ears can cause spectral mismatches, leading to less effective use of bilateral CIs in speech perception [3] . Our understanding of how channel interaction affects the benefit of using bilateral CIs in speech perception is substantially lacking. Characterization of the effect of interaural channel interactions on speech perception should be carried out in more controlled listening environments, limiting confounding variables in order to fill in this gap.
The method used in this study to limit confounding factors in evaluating channel interaction through the use of acoustic simulation of CIs. Such simulations have been shown to provide results consistent with testing outcomes of real CI users [3, 17] even though some of limitations are conferred [27, 28] . The most common approach to model channel interaction in acoustic simulation is by changing the slope of each carrier band-pass filters; a steep filter slope represents less channel interaction, while a shallow slope represents more channel interaction. Bingabr et al. [17] modeled channel interaction with physiologically-based parameters that describe the exponential decay rate of electrical current dispersed in the cochlea [17] . The researchers' findings revealed that sentence perception was most sensitive to changes in filter slopes between 14 and 50 dB/octave and remained unchanged with a filter slope beyond 50 dB/octave [17] . While the study indicated that performance could be affected by channel interaction created with a filter slope less than a 14 dB/octave, that possibility was not tested. In a study by Crew et al. [20] , the researchers investigated the effect of channel interaction on melodic pitch perception, using output filter slopes of 24, 12, or 6 dB/octave, simulating "slight, " "moderate, " and "severe" channel interaction, respectively [20] . The CI simulations were vocoded using sine-wave carriers with 16 channels for NH hearing listeners with both ears. Again, no data was made available regarding the effect of binaural channel interaction on binaural summation benefit in speech perception.
In the present study, we will quantity the effect of binaural presentation levels and binaural channel interactions on speech recognition in simulated bilateral CI listening conditions. The purpose of the first experiment (EXP 1) was to measure the binaural summation benefit in speech perception when four different combinations of presentation levels across ears were presented in quiet and noise. The purpose of the second experiment (EXP 2) was to measure the binaural summation benefit in speech perception when the amount of channel interaction was systematically manipulated across ears in quiet and noise. Measuring the binaural summation effect is one way to evaluate how speech signals processed by each CI in bilateral CI listening are integrated, while avoiding other confounding binaural factors that could be involved when spatial cues such as head shadow or squelch are tested.
METHODS

Subjects
Two separate groups of ten adult subjects with normal hearing participated in EXP 1 (6 females and 4 males; average age: 41.9 ± 12.9) and EXP 2 (7 females and 3 males; average age: 45.7 ± 9.7). Subjects were native speakers of American English and were between the ages of 20 and 57 years with thresholds better than 20 dB SPL hearing level at audiometric frequencies ranging from .25 to 8 kHz. All subjects provided informed consent, and all procedures were approved by the local Institutional Review Board.
Stimuli
Sentence recognition was measured in quiet (Q) and in noise at a +5 dB signal-to-noise ratio (SNR) using IEEE sentences [29] under three listening modes: left ear alone (L), right ear alone (R), and both ears (L+R). Speech and noise were presented from the front. A steady-state speech-shaped noise was generated as a masker with a low-pass cutoff of 2 kHz (-12 dB/octave) to provide a generic long-term speech spectrum. This noise masker was combined with speech stimuli to generate the designated SNR level before vocoding.
Signal processing
The acoustic 6-channel processors were constructed using TigerSpeech Technology from the Emily Shannon Fu Foundation [30] . The 6-band processor was chosen based on results from the study of Bingabr et al. (2008) demonstrating that changes in performance of sentence recognition in quiet was dynamic when acoustic simulation was performed with 6-band processors [17] . For both EXP 1 and EXP 2, the input acoustic signal was band-pass filtered into six frequency bands using 4th-order Butterworth filters. The attenuation at the crossover point of adjacent filter bands was -3 dB. A fixed input frequency range (200-7,000 Hz) was used for the analysis bands. The corner frequencies of each band were determined by the Greenwood function [31] with a 22-mm, 6-electrode array (3.65-mm electrode spacing) and a simulated insertion depth of 29.7 mm for a 35-mm-long cochlea. The temporal envelope in each band was extracted by half-wave rectification and low-pass filtering (eight-order Butterworth: -24 dB/octave) with a 160-Hz cutoff frequency. The envelope of each band was used to modulate a sinusoid (EXP 1) or bandpass filtered white noise (EXP 2) with a frequency matching the center frequency of the carrier band. The output carrier bands were upwardly shifted to simulate a 25-mm insertion depth for both ears with a 16-mm-long (i.e., the length of a typical electrode array for Cochlear Americas Nucleus, AB (Advanced Bionics) HiRes 90K, and Med-El Sonata or Pulsar medium), 6-electrode array (2.67-mm electrode spacing). The 25-mm insertion depth was selected as a reference because the recommended insertion depth for the commercialized cochlear implant devices is about 24-25 mm in order for the electrode array to be positioned at the middle of the cochlea (assuming that the total length of cochlea is 35 mm and the length of electrode array is 16 mm). Hence, the spectral envelope from the analysis frequency range (200-7,000 Hz with 22-mm electrode array) was compressed onto the carrier fre-quency ranges (513-5,862 Hz with a 16-mm electrode array).
Note that for EXP 1, sine-wave vocoders were used to constrain channel interaction. Although phoneme and sentence recognition performance has been shown to be similar with sine-wave and noise-band vocoders [32] , sine-wave vocoder has been shown to better emulate real CI performance for pitch-related speech tasks [18] . Sine-wave carriers also offer better stimulation site specificity and better temporal envelope representation than noise-band carriers. For EXP 1, a presentation level of 65 dB(A) was chosen as a reference for the left ear (L65) while the level was varied at 65 (R65), 60 (R60), 55 (R55), and 45 (R45) dB(A) for the right ear. Finally, the outputs from all bands were summed.
For EXP 2, noise-band vocoders were used to better simulate the spread of excitation of stimulation for each channel within the cochlea. Channel interaction was simulated by altering the slope of the carrier noise bands from steep (36 dB/ octave, the least channel interaction) to shallow (6 dB/octave, the greatest channel interaction). A filter slope with a 36 dB/ octave was chosen as a reference for the left ear (L36); for the right ear, filter slopes in the carrier bands varied at 36 (R36), 24 (R24), 18 (R18), 12 (R12), and 6 (R6) dB/octave. This manipulation simulated the different degrees of speech smearing that would be produced by channel interaction. However, spectral peaks were intact and matched across ears because no spectral mismatch existed across ears. As discussed in the introduction, the selection of these filter slopes was made based on the results of Bingabr et al. study [17] . Parameters applied to the simulations for both experiments are given in Table 1 .
Procedure
To familiarize the subjects with vocoded stimuli, all subjects were provided familiarization over 2 lists of IEEE sentences with L65, R45, and L65+R45 for EXP 1 (another 6 lists) or with each of L36 alone, R6 alone, and L36+R6 for EXP 2 (6 lists in total). Stimuli lists used for familiarization were excluded from the formal test. In this article, "binaural summation benefit" refers to the difference between bilateral performance and the performance of the better performing ear alone when speech and noise are presented from the front.
For all listening modes, stimuli were delivered via an audio interface (Edirol UA 25) to headphones (Sennheiser HDA 200). Subjects were tested in a double-walled sound treated booth (IAC). During testing, a sentence list was randomly selected from a total of 60 possible lists (excluding the 12 lists used only for familiarization), and sentences were also randomly selected from within the list and presented to the subject. The subject was instructed to repeat the sentence as accurately as possible and to guess if they were not sure, but were cautioned not to provide the same response for each stimulus. Speech performance was measured over 2 runs. No training or trial-by-trial feedback was provided during testing. The performance scores for words in each sentence were computed by dividing the number of correctly identified words by the total number of words presented. For EXP 1, the total experimental conditions per listener included two SNRs (Q and +5 dB), one reference presentation level for the left ear (L65), 4 presentation levels for the right ear (R65, R60, R55, and R45), and 4 combined (L+R) listening modes across ears (36 IEEE lists were used per listener). The lists of IEEE sentences were randomized across subjects.
For EXP 2, the total experimental conditions per listener included two SNRs (Q and +5 dB), one setting for channel interaction for the left ear (L36), 5 settings for channel interactions for the right ear (R36, R24, R18, R12, and R6), and 5 combined (i.e., L+R) listening modes across ears (44 IEEE lists were used per listener). Some of the same sentence lists were presented in each experiment; however, this repetition did not affect the results of the study as subjects varied between experiments (i.e., no one subject heard the same sentence list more than once). Figure 1 shows the effect of presentation levels across ears on sentence recognition (EXP 1). For each panel, the unilateral performance for the reference presentation level (L65) is shown with a filled circle, the unilateral performance for each It is noted that the benefit was consistently greater in noise than in quiet, regardless of interaural presentation level conditions. To avoid violation of the assumption for analyses of variance, arcsine transformation was performed. Two-way repeated measures analyses of variance showed a significant effect of SNR (p < 0.001) and the listening mode (p < 0.001) for each of panels in Figure 1 . The analyses also showed no significant interactions between SNR and listening mode (p > 0.05) for all presentation levels. Post-hoc pair-wise comparisons (Sidak method) show significant binaural summation benefit (11 to 20 percentage points) in noise across presentation level conditions, as indicated by the asterisks (p < 0.05). In contrast, there is no significant benefit ( < 5 percentage points) in quiet across presentation level conditions (p > 0.05). Figure 2 shows the effect of channel interactions across ears on sentence recognition (EXP 2). For each panel, unilateral performance for the reference channel interaction (L36) is shown with a filled circle, the unilateral performance for each channel interaction for the right ear (R6-R36) is shown with an open square, and binaural performance is denoted with a dotted line. It is noted that the binaural summation benefit is consistently greater in noise than in quiet. After arcsine transformation was performed, two-way repeated measures analyses of variance were performed, with SNR (+5 dB and in quiet) and listening mode (L alone, R alone, and L+R) as factors and the test run as the repeated measure. Speech recognition scores were significantly higher in quiet than in noise (p < 0.0001) for all channel interaction conditions. There was also a significant effect of listening mode (p < 0.0001) for all channel interaction conditions. The analyses also showed no significant interactions between SNR and listening mode (p > 0.05) except for the L36+R6 condition (top left panel) (p < 0.001).Post-hoc pair-wise comparisons (Sidak method) showed that significant binaural summation benefit (10 to 16 percentage points) occurred in noise (p < 0.05) across channel interaction conditions, as indicated by the asterisks. In quiet, however, only two binaural channel interaction conditions (L36+R18 and L36+R24) produced a significant binaural summation benefit (4 to 7 percentage points) (p < 0.05). 
RESULTS
DISCUSSION
The purpose of the current study was to determine the impact on binaural summation benefit when presentation levels and channel interaction were varied across ears. This topic is important, given that binaural summation benefit can have implications on programming for bilateral CI users. Possible implications on programming stem from previous studies where researchers found that perceptual loudness doubled for certain stimuli for binaural CI users [13] . In this simulation study of bilateral CIs, a significant binaural summation benefit occurred in noise while a little or inconsistent benefit occurred in quiet, irrespective of differences in the presentation level (EXP 1) and the degree of channel interaction (EXP 2) across ears. As the current experiment held other factors constant and ensured that no interaural spectral mismatch was evident in the stimuli, the results of EXP 1 suggest that in noise, exact matching interaural loudness might not be a factor for binaural summation. The results of EXP 2 indicated factors other than channel interaction are important in binaural summation benefit in noise.
The results of EXP 1 show that balancing interaural overall loudness was not a major factor in creating a significant binaural benefit in noise. This finding is consistent with the results of Wackym et al. [15] , who investigated the effect of matched presentation levels in word and sentence recognition in unilateral and bilateral CI users [15] . They found that as testing conditions became more challenging (in noise at a softer presentation level), there were steady increases in binaural benefit [15] . The result of EXP 1suggests that speech information processed by each ear in noise is double-coded due to summation or redundancy, but in quiet speech cues coded by the better performing ear alone are dominant. This result also suggests that binaural summation benefit in speech perception might not be affected by loudness adjustment across ears in bilateral CI users. However, there is the possibility that binaural summation processing would be affected if loudness mapping is performed for each electrode, which the present study did not simulate. For example, stimulation within an array is loudness balanced by sweeping across sets of adjacent 5 electrodes at the most comfortable loudness level. The stimulation level will be adjusted for any electrode that is not perceptually matched in loudness to adjacent electrodes. Stimulation levels will be loudness-balanced across ears by adjusting the simulation level of electrode 10 on the right array (in 0.5 dB steps) to match the loudness of electrode 10 of the left array; stimulation levels of all electrodes in the right array then will be globally adjusted according to this loudness adjustment.
In EXP 2, the simulation of channel interaction generated speech smearing, but spectral peaks in each carrier band were intact and matched across ears because no interaural spectral mismatch existed. These findings from EXP 2 may indicate that binaural summation benefit is reliant upon processing matched spectral peaks across ears rather than processing spectral details. This finding is consistent with results of previous studies performed by Yoon et al. [2] who found that when frequencies at spectral peaks across ears were separated by more than 894 Hz to the base, significant binaural summation interference (decrease in binaural performance relative to better performing ear alone) occurred. In a separate study Yoon et al. [3] observed a significant binaural benefit of squelch, redundancy, and head shadow for the spectrally matched condition (25-mm insertion depth) across ears compared to those for the mismatched condition (25-mm insertion depth in one ear and 22-mm in the opposite ear), regardless of masker locations and SNRs.
The results of EXP 2 suggested that binaural benefit was impacted by the presence of noise but not by channel interaction, along with the evidence from previous studies indicating the importance of spectral matching. Overall results indicate that matching spectral band and peaks across ears may be as important of a goal as increasing the number of independent stimulation sites for bilateral cochlear implant users.
In the study of Crew et al. [20] , melodic pitch perception was negatively affected when spectral envelope cues were weakened by CI signal processing and further by channel interaction. As such, increasing the number of channels may not sufficiently enhance spectral contrasts between notes. The amount of channel interaction was constant across subjects and channels within each condition. In the case of an implanted CI, channel interaction may vary greatly across CI users and across electrode location within CI users. Interestingly, mean performance with real CI users for exactly the same task and stimuli was 61% correct [4] , and was most comparable to mean CI simulation performance with slight channel interaction in the present study. Note that the present NH subjects had no prior experience listening to vocoded sounds, compared with years of experience with electric stimulation for real CI users. With more experience, NH performance would probably improve, but the general trend across conditions would most likely remain. It is possible that the ef-fects of channel interaction observed in this study may explain some of the larger variability observed in Zhu et al. [4] , with some CI users experiencing moderate-to-severe channel interaction and others experiencing very little. Of course, many other factors can contribute to CI users' melodic pitch perception (e.g., acoustic frequency allocation, electrode location, pattern of nerve survival, experience, etc.).
One common finding from both EXP 1 and EXP 2 is robustness of binaural summation benefit in noise, which has been evidenced in previous studies. Yoon et al. [1] measured consonant, vowel, and sentence recognition in bilateral CI users and reported that mean binaural summation advantages at +5 dB and +10 dB SNRs were approximately 7 percentage points larger than those in quiet (statistically significant). Wackym et al. [15] reported a comparable amount of difference in binaural summation benefit between quiet and noise (+8 dB SNR with speech-weight and talker-babble) conditions in bilateral CI users. A similar trend in binaural amplification was reported by Boymans et al. [33] who found that binaural amplification provided not only a greater binaural summation benefit of speech perception in noise than in quiet, but it also provided subjective benefits such as reduced listening effort. In bimodal hearing (a hearing aid in one ear and a CI in the contralateral ear), multiple studies reported that the benefit for sentence recognition is approximately 7% to 15% higher in noise than in quiet [34] [35] [36] [37] [38] even though the magnitude of the benefit is varied depending on types of noise maskers (i.e., speech-shaped versus talker-babble) [39] .
It is possible that by using different reference values for both experiments, the trends of the current results be different. In the current study, a single selection was used as a reference: the left ear alone with the presentation level of 65 dB SPL (L65) for EXP 1 and the left ear alone with the filter slope of 36 dB/octave (L36) for EXP 2. For EXP 1, since unilateral performance measured with R65 and R60 is comparable with that measured with the current reference (L65), it is reasonable to expect similar results if 60 dB or 65 dB sound pressure level is used as a reference. However, due to different performance either with R45 alone or R55 alone relative to performance with L65, it is possible different effects of the unmatched presentation levels across ears would impact binaural benefit.
While the 6-band condition is representative, it would be good to have other conditions such as 12 and 16 bands. A 6-channel acoustic simulation of CI already has taken into the account the effect of channel interaction. If further channel interaction happens at the 6-band processing, the spectral resolution will be further reduced to only 3-4 channels which will not be true reflection of current CIs. There may be an optimal tradeoff between the number of channels and the degree of channel interaction as spread of excitation also occurs to some extent in acoustic hearing.
A more limited interpretation of results of the present study should be made, because as discussed in Introduction, acoustic simulation of CI processing has several limitations. It is possible in this simulation study that the amount of binaural summation benefit is overestimated because NH listeners have extensive experience with two-ear listening, while they have almost no experience with single-ear listening. Thus, CI listeners with extensive experience in single-ear listening cannot expect the same amount of binaural summation benefit as the NH listeners in the present study. Another issue is that CI users have a smaller dynamic range (3-5 dB in terms of stimulation intensity) as compared to normal hearing listeners (20-120 dB) [40] . A nonlinear compression operation is normally used in CIs to map wider acoustic dynamic range (30-80 dB) into 3-5 dB electric dynamic range. This nonlinear compression with a logarithmic growth function also introduces distortions. Finally, CI users have a poorer temporal processing ability, measured with amplitude modulation detection. CI users detect temporal modulation at modulation frequencies below 300 Hz, and are most sensitive to 80-to 100-Hz modulation [41] while low-pass characteristic for modulation frequencies below about 800 Hz [42] .
CONCLUSIONS
The data collected from this study matches previous findings that binaural summation is impacted by the presence of noise [15] , but not as significantly interaural channel interactions or matching of interaural loudness. In quiet, however, speech information is fully coded by the better performing ear alone, which leads to little or no binaural summation benefit. While the current study was conducted utilizing simulations of these factors, future studies should be conducted with bilateral cochlear implant users. Repeating this study with bilateral cochlear implant users would provide the data needed to compare the less than perfect binaural summation found in normal hearing persons [43] with the binaural summation of cochlear implant users with matched and unmatched perceptual loudness between ears. The results of current and future studies could have implications in programming of bilateral cochlear implant users.
