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Abstract
Let G be a reductive algebraic group over an algebraic closure of a prime field Fp , defined over Fq , with
Frobenius endomorphism F . Let GF be the subgroup of rational points. Let  be a prime number. Assume
that  is different from p. If (G∗,F ) is in duality with (G,F ), then, by a theorem of M. Broué and J.
Michel [M. Broué, J. Michel, Blocs et séries de Lusztig dans un groupe réductif fini, J. Reine Angew. Math.
395 (1989) 56–67], for any -bloc B of GF there exists a unique (G∗)F -conjugacy class (s) of ′-semi-
simple elements such that some irreducible representation of B is in the rational Lusztig’s series associated
to (s). If s = 1, B is said to be unipotent. If G is not connected, with identity component G◦, define the
“unipotent -blocs of GF ” as the -blocks that cover some unipotent -bloc of (G◦)F . Assuming  is good
for G, we construct from (G,F ) and (s) some reductive algebraic group (G(s),F ) defined over Fq and a
one-to-one map from the set of -blocks of GF with associated class (s) onto the set of “unipotent” -blocks
of G(s)F such that, if b corresponds to B, then
– there is a significant height preserving one-to-one map from the set of irreducible representations Irr(B)
onto the set Irr(b),
– the respective defect groups of b and B are isomorphic, the associated Brauer categories are equivalent.
One do not assume that the center of G is connected, the class of s may be isolated in G∗.
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Soit G un groupe réductif connexe défini sur une clôture algébrique F d’un corps premier
Fp et muni d’une structure rationnelle sur le corps fini Fq par un endomorphisme F , le groupe
des points rationnels GF est dit « groupe réductif fini ». Soit (G∗,F ) en dualité avec (G,F ).
P. Deligne et G. Lusztig ont montré [14,22], comment associer à toute représentation absolu-
ment irréductible en caractéristique nulle de GF , groupe des points rationnels, une classe de
conjugaison d’éléments semi-simples s de (G∗)F , définissant ainsi les « séries de Lusztig » de
représentations irréductibles de GF , notées ici E(GF , s). Lorsque le centre de G est connexe, il
existe une bijection de ΨG,s :E(CG∗(s)F ,1)→ E(GF , s) satisfaisant de fortes propriétés, c’est la
décomposition de Jordan–Lusztig des représentations irréductibles, exhibée et décrite dans [22].
Les éléments de E(GF ,1) sont dits unipotents. Soit  un nombre premier différent de p. Un
théorème de M. Broué et J. Michel [7] (voir [13, Theorem 9.12]) associe à tout -bloc B de
GF une classe de ′-éléments semi-simples de (G∗)F , caractérisée comme unique classe de
′-éléments s telle que E(GF , s) contienne au moins une représentation de B . Si s = 1, B est
dit unipotent, le bloc principal est unipotent. Une décomposition de Jordan d’un bloc consiste à
associer à B un bloc unipotent d’un groupe réductif défini sur Fq et qui lui ressemble de quelque
façon. L’opération participe donc du programme général de classification des blocs des groupes
finis.
Lorsque le centralisateur de s dans G∗ est un sous-groupe de Levi de G∗, de dual L dans G, le
choix s’impose, par l’intermédiaire du foncteur de Lusztig RGL qui tout à la fois détermine ΨG,s
et une certaine « isométrie parfaite » entre blocs (voir M. Broué [5,6]). Un bloc unipotent de LF
est isométrique via RGL à un bloc de GF qui rencontre E(GF , s).
Une avancée notable a été accomplie par C. Bonnafé et R. Rouquier qui ont montré que si
CG∗(s) est contenu dans un sous-groupe de Levi F -stable de G∗ de dual un sous-groupe de Levi
L dans G, alors RGL induit une équivalence de Morita entre les blocs de L qui rencontrent la
série E(LF , s) et ceux de G rencontrant E(GF , s) [4], [13, Chapters 10, 11]. Lorsque CG∗(s)
est un dual de L, la décomposition de Jordan est donc issue d’une équivalence de Morita. Il est
commun que CG∗(s) ne soit pas connexe si le centre de G n’est pas connexe. Cependant on peut
espérer que, si la composante connexe de CG∗(s) est un sous-groupe de Levi de G∗, la méthode
employée dans [4] porte encore ses fruits.
Mais il se peut également que C◦G∗(s) ne soit pas un sous-groupe de Levi de G∗. Je construis
ici un groupe réductif G(s), en général non connexe, défini sur Fq par un endomorphisme F ,
de telle sorte qu’il existe une application bijective qui associe à tout -bloc de GF admettant au
moins une représentation dans E(GF , s) un -bloc « unipotent » de G(s)F lui ressemblant par ses
paramètres, dont une bijection significative entre ensembles de représentations irréductibles, des
groupes de défaut isomorphes, des catégories de Brauer équivalentes. Quelques restrictions sur 
et le type de G sont imposées par la démonstration (voir le Théorème 1.6). Grâce à la classifica-
tion des blocs de GF déjà établie [12], la méthode est plutôt combinatoire, certaines propriétés
préalables étant vérifiées cas par cas. Bien entendu si le théorème de Bonnafé–Rouquier s’ap-
plique il fournit la bijection et, tenant compte de ces résultats plus puissants, j’aurais pu me
contenter de ne considérer que les exemples minimaux irréductibles où s est un élément isolé ou
quasi-isolé de G∗. Mais il n’est guère plus coûteux de traiter tous les types simultanément.
Dans la section 1 je rappelle les principaux faits concernant les données (G,F ), les centrali-
sateurs de sous-groupes de GF , la décomposition de Jordan et les principaux résultats de [12],
qui supposent  = 2, en explicitant quelques conséquences immédiates, d’usage répété par la
suite. La section 2 étudie la combinatoire des « données cuspidales » qui sont à la base de la clas-
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à la base de la partition selon les blocs des classes de représentations irréductibles. L’étude de la
restriction de GF à [G,G]F des données cuspidales est nécessaire. La section 3 est consacrée à
la construction et l’étude des groupes G(s). On y démontre que, G◦(s) désignant la composante
neutre de G(s), la restriction de G(s)F à G◦(s)F est sans multiplicité, ce qui permet de décrire
les relations entre blocs de G(s)F et blocs de G◦(s)F et d’établir une bijection entre certains
ensembles d’irréductibles de G(s)F et de GF . La section 4 est consacrée à la comparaison des
catégories de Brauer des blocs de GF et des blocs de G(s)F . On y décrit toutes les -sous-paires
de GF , formées d’un -sous-groupe X de GF et un -bloc de CGF (X).
Le cas des 2-blocs quand G est de type classique est également traité en 1.5, 3.6 et 4.3, c’est
un exemple significatif et simple dans lequel C◦G∗(s) est un sous-groupe de Levi de G∗.
Deux appendices sont consacrés, l’un à vérifier sur tables une propriété numérique, qui
d’ailleurs mériterait une preuve théorique, l’autre à des propriétés élémentaires de la « théorie
de Clifford » des blocs, pour lesquelles je n’ai trouvé aucune référence complète.
1. Définitions, rappels. Le Théorème
En ce qui concerne les notions de -bloc, groupe de défaut, -sous-paires d’un groupe fini,
application de Lusztig RGL , série de Lusztig E(GF , s), φA-sous-groupe, sous-groupe de Levi e-
déployé, irréductible e-cuspidal, groupes en dualité, classes de sous-groupes de Levi et leurs
propriétés, on pourra se reporter à [13, Chapters 5, 8, 9, 13, 15], ainsi qu’à [16].
1.1. Notations
Quand un groupe H opère sur un ensemble X et x ∈ X on note Hx le fixateur de x dans H ,
sauf exceptions traditionnelles ou ambiguïté sur l’opération (par exemple H opérant par automor-
phismes intérieurs sur lui-même, si X,Y ⊂H , CX(Y ) est l’intersection avec X du centralisateur
de Y dans H , Z(H) est le centre de H , NH (X) est le normalisateur de X dans H et on rencontrera
NH (X)λ aussi bien que NH (X,λ)). On pose EH (X)= NH (X)/CH (X).
Irr(X) désigne l’ensemble des classes d’isomorphismes de représentations absolument irré-
ductibles en caractéristique nulle traditionnellement attachées à X, celles de l’algèbre de groupe
KX si X est groupe fini et K assez gros, ou celles K ⊗O X, si X est un bloc de OH , H un
groupe fini, K corps des fractions deO—et dans ce dernier cas Irr(X)⊂ Irr(H). Si le groupe fini
X est un produit central de X1 par X2 au-dessus d’un sous-groupe commun Y et χj ∈ Irr(Xj ),
χ1 ⊗Y χ2 est l’unique élément de Irr(X) de restriction χj à Xj pour j = 1,2, l’indice Y est
parfois omis.
La composante connexe neutre d’un groupe algébrique G est notée G◦, mais C◦G(g) vaut pour
(CG(g))◦, comme Z◦(G) vaut pour (Z(G))◦. Les types de diagramme de Dynkin connexes sont
notés en lettres grasses An, Bn, . . . ,E8. Le groupe G étant muni d’une structure rationnelle sur
Fq par un endomorphisme de Frobenius F , plusieurs notions d’emploi fréquent, par exemple
« sous-groupe de Levi e-déployé de (G,F ) », sont définies depuis (G,F ), mais on se contentera
abusivement de ne citer que G : « sous-groupe de Levi e-déployé de G ».
Si T est un tore défini sur F, on note X(T ) le groupe des caractères de T et Y(T ) le groupe
des sous-groupes à un paramètre de T , X(T ) et Y(T ) sont appariés sur Z, en dualité. Si T
est un tore maximal de G, la donnée radicielle D(G,T ) de G relativement à T est donc de la
forme (X(T ),Y(T ),Φ,Φ∨), Φ ensemble de racines, Φ∨ ensemble de coracines. La conjugai-
son des tores maximaux de G implique l’isomorphisme des données radicielles relatives à des
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de parler du tore, de la donnée radicielle, du groupe de Weyl de G, voir par exemple [14].
Le groupe de Weyl W(G,T ) est ainsi le groupe des automorphismes intérieurs de D(G,T ). Si
T0 est un sous-tore maximal et F -stable de (G,F ), F induit une opération sur les composants
de D(G,T0), opération encore notée F . Les opérations de F sur X(T0) et sur Y(T0) sont ad-
jointes (ou transposées) l’une de l’autre relativement à l’appariement. Si T = hT0 est F -stable
et w = h−1F(h)T0, w ∈ W(G,T ), (D(G,T ),F ) est isomorphe à (D(G,T0),wF) par trans-
port selon h−1. Puisque h est défini modulo NG(T ), wF est défini modulo la conjugaison selon
W(G,T ) dans W(G,T ).〈F 〉. Une fois w fixé, h est défini modulo NG(T0)wF , l’isomorphisme
de (D(G,T ),F ) sur (D(G,T0),wF) est défini modulo W(G,T0)wF ∼= W(G,T )F qui induit les
« automorphismes intérieurs rationnels » de D(G,T ).
Deux tores T et T ∗ sont mis en dualité par un isomorphisme (X(T ),Y(T )) →
(Y(T ∗),X(T ∗)) qui transporte les appariements. La donnée D(G,T )∗ := (Y(T ),X(T ),Φ∨,Φ)
sera dite donnée duale de D(G,T ). Une dualité entre deux données radicielles est un isomor-
phisme de l’une sur la duale de l’autre. Si G et G′ sont deux groupes algébriques connexes, G′ est
dit en dualité avec G [14, 5.21] lorsque leurs données radicielles sont duales l’une de l’autre, tout
tore de l’un étant alors en dualité avec au moins un tore de l’autre. Les groupes de Weyl de G et
de G′ définissent des opérations adjointes l’une de l’autre sur le premier terme des deux données
radicielles, ils sont naturellement anti-isomorphes et, lorsqu’aucune ambiguïté n’est à craindre,
un seul symbole pourra désigner l’un ou l’autre des éléments ou sous-groupes correspondants.
Une dualité entre deux groupes (G,F ) et (G′,F ′) définis sur Fq est donnée par un isomor-
phisme entre des données radicielles D(G,T ) et D(G′, T ′)∗, relatives à des tores F -stables T
et T ′, tel que l’opération de F sur D(G,T ) soit transportée en l’adjointe de l’opération de F ′
sur D(G′, T ′). Si G′ est noté G∗, F ′ est noté F ∗ ou même F . En particulier les tores T et T ′
sont en dualité avec échange des actions des Frobenius et, des isomorphismes F× → (Q/Z)p′ et
plongement F× ↪→ Q¯× étant fixés, on a un isomorphisme T F → Irr((T ′)F
′
). Cet isomorphisme
est compatible avec l’action des groupes de Weyl. Si t ∈ T F correspond à θ ∈ Irr((T ′)F ) alors
l’adjoint W′ de W(T ,C◦G(t)) ainsi que le groupe réductif dont c’est le groupe de Weyl peuvent
évidemment être définis directement depuis θ , et si C◦G(t) est un sous-groupe de Levi, notons un
peu abusivement le dual ainsi obtenu C◦
G′(θ). Nous dirons alors que le couple (T
′, θ) est maxi-
malement déployé si T ′ est maximalement déployé dans C◦
G′(θ), soit si T est maximalement
déployé dans C◦G(t).
Si une dualité entre (G,F ) et (G′,F ′) est définie autour d’un couple de tores T0 et T ′0
par (D(G,T0),F ) → (D(G′, T ′0)∗, (F ′)∗), et si w → w′ est l’anti-isomorphisme W(G,T0) →
W(G′, T ′0) ainsi défini, on a aussi des isomorphismes (D(G,T0),wF)→ (D(G′, T ′0)∗, (w′F ′)∗)
pour tout w ∈ W(G,T0). On a vu que si h−1F(h)T0 = w ∈ W(G,T0), (D(G, hT0),F ) est iso-
morphe à (D(G,T0),wF), tandis que si h′ ∈ G′ et (h′)−1F ′(h′)T ′0 = w′ ∈ W(G′, T ′0), (h′)−1
transporte (D(G′, T ′0)∗, (v′F ′)∗) en (D(G′, h
′
T ′0)∗, (F ′)∗). La dualité entre (G,F ) et (G′,F ′)
autour de (T0, T ′0) se transporte donc autour de ( hT0, (T ′0)h
′
) (dualité « induite »). Il en résulte la
proposition suivante, en générale énoncée et utilisée seulement pour les couples (T , s) (s ∈ T F )
ou (T , θ) (θ ∈ Irr(T F )).
1.1.1. Proposition. Soient (G,F ) et (G′,F ′) en dualité. Soient m,n ∈ N et S(G,F,m,n) l’en-
semble des suites (T ,S1, . . . , Sm,Θ1, . . . ,Θn) formées d’un tore maximal F -stable T de G, de
sous-ensembles Si (1 i m) de T F , et Θj (1 j  n) de Irr(T F ). Il existe une bijection entre
les ensembles quotients
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telle que si (T ,S1, . . . , Sm,Θ1, . . . ,Θn) et (T ′, S′1, . . . , S′n,Θ ′1, . . . ,Θ ′m) sont dans des orbites en
correspondance, alors la dualité entre (G,F ) et (G′,F ′) induit une dualité entre T et T ′ par
laquelle les isomorphimes T F ↔ Irr((T ′)F ′) et Irr(T F )↔ (T ′)F ′ échangent Si et Θ ′i , Θj et S′j .
On note F(G) le noyau, défini à isomorphisme près et éventuellement muni d’une action de F ,
d’un recouvrement simplement connexe ρ :H → [G,G] ; F(G) est parfois appelé « groupe
fondamental » de G.
1.1.2. Proposition. (a) Soit G∗ en dualité avec G. Les groupes F(G) et Z(G∗)/Z◦(G∗) sont
isomorphes.
(b) Si L est un sous-groupe de Levi de G, Z(L)/Z◦(L) est isomorphe à un sous-groupe de
Z(G)/Z◦(G) et F(L) est isomorphe à un sous-groupe de F(G).
Démonstration. (a) Soit Φ∨ l’ensemble des coracines de G relativement à un couple de ré-
férence (T ,T ∗) de tores en dualité. On sait que Z(G∗)/Z◦(G∗) est isomorphe à la p′-torsion
de X(T ∗)/ZΦ∨ [9, 4.5.8]. D’autre part, si Ω est le groupe des poids, [Ω/X(T ∩ [G,G])]p′
est en dualité à la fois avec F(G) = F([G,G]) et avec [Y(T ∩ [G,G])/ZΦ∨]p′ . Ainsi F(G)
est isomorphe à la p′-torsion de Y(T ∩ [G,G])/ZΦ∨. Comme Y(T ) = X(T ∗) et le quotient
Y(T )/Y(T ∩ [G,G]) est sans torsion, F(G) et Z(G∗)/Z◦(G∗) sont isomorphes.
(b) Si L est un sous-groupe de Levi de G de système de racines ΦL, il admet un dual L∗ dans
G∗ de système de racines (ΦL)∨ ⊂ Φ∨ et Φ∨/(ΦL)∨ est sans torsion, donc Z(L∗)/Z◦(L∗) est
isomorphe à un sous-groupe de Z(G∗)/Z◦(G∗). 
1.1.3. Un plongement de (G,F ) dans (H,F ) est un monomorphisme ou plus simplement une
inclusion G⊂ H tel que [G,G] = [H,H ] avec un seul endomorphisme F . Il est clair que F(G)
et F(H) sont alors isomorphes. Plus généralement un morphisme G → H est dit isotypique
si son noyau est central et [G,G] a pour image [H,H ]. Le plongement est dit « régulier » si
Z(H) est connexe, et il en existe pour tout G, défini sur Fq si besoin est. On voit facilement
qu’étant donnés deux plongements réguliers G→G1 et G→G2 éventuellement définis sur Fq ,
il existe un plongement régulier G → H , éventuellement défini sur Fq , qui factorise à travers
les deux premiers. Un morphisme dual d’un plongement régulier, éventuellement défini sur Fq ,
H ∗ → G∗ sera dit recouvrement régulier. Un recouvrement régulier de G est un morphisme
surjectif H →G dont le noyau est un tore central et tel que F(H) = {1}. Il en existe pour tout G,
si besoin défini sur Fq et avec [H,H ] simplement connexe.
Pour s ∈G, on pose
AG(s) = CG(s)/C◦G(s).
La non-connexité du centralisateur d’un élément semi-simple s ∈G ne dépend que de la structure
du dérivé [G,G]. On a en effet G = Z◦(G).[G,G], supposons donc s ∈ [G,G] ; le centre de
G est contenu dans tout tore maximal de G, donc dans C◦G(s), tout comme Z([G,G]) dans
C◦[G,G](s), et il en résulte que A[G,G](s) et AG(s) sont naturellement isomorphes.
Le groupe AG(s) est isomorphe à son image dans le groupe de Weyl W(G,S) de G relative-
ment à un tore maximalement déployé S de C◦ (s). Comme W(C◦ (s), S) est transitif et régulierG G
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morphe au sous-groupe de WG(s) := NCG(s)(S)/S qui fixe un tel sous-groupe de Borel, que l’on
peut supposer F -stable si F(s) = s. Ainsi AG(s) est isomorphe à un groupe de symétries du dia-
gramme de Dynkin du système de racines de C◦G(s). Les automorphismes de C◦G(s) qui induisent
sur la donnée radicielle un élément de AG(s) sont semi-simples au sens de [26, §9]. AG(s) sera
parfois identifié à WG(s)/W◦G(s) où W◦G(s) est le groupe de Weyl de C◦G(s). Si F(s) = s, on a
AG(s)F ∼= CG(s)F /C◦G(s)F ∼= WG(s)F /W◦G(s)F . Soit π :G→G/Z(G) le morphisme quotient
et soit s¯ = π(s). Puisque π(C◦G(s)) = C◦π(G)(s¯) et π(CG(s)) ⊂ Cπ(G)(s¯), π induit une injection
de AG(s) dans Aπ(G)(s¯). On sait [26] que les automorphismes semi-simples se remontent en au-
tomorphismes d’un recouvrement simplement connexe. De fait Aπ(G)(s¯) opère sur C◦G(s) dans
π−1(Cπ(G)(s¯)). On voit donc que Aπ(G)(s¯) opère sur une donnée radicielle de C◦G(s) en fixant
point par point Z(G) et F(G).
Soit L un sous-groupe de Levi de G ; AL(s) s’injecte naturellement dans AG(s). On pose
également WG(L)= NW(G)(W(L)) ∼= NG(L)/L.
Plus généralement on aura à considérer les quotients AG(X) := CG(X)/C◦G(X) pour des sous-
groupes X de GF . Le foncteur AG est fonctoriel au sens suivant : si X ⊂ Y est une inclusion de
sous-groupes de GF on a des inclusions évidentes C◦G(Y ) ⊂ C◦G(X)∩CG(Y ) et C◦G(X).CG(Y ) ⊂
CG(X) qui montrent l’existence d’une suite exacte
1 → C◦G(X)∩ CG(Y )/C◦G(Y ) → AG(Y ) → AG(X)→ CG(X)/C◦G(X).CG(Y ) → 1 (X ⊂ Y).
Le morphisme AG(Y ) → AG(X) est fonctoriel contravariant relativement à la composition des
inclusions ou morphismes. On a des propriétés analogues quand X ⊂ GF pour les groupes de
points rationnels AG(X)F ∼= CGF (X)/C◦G(X)F . Quelques autres résultats simples sont démon-
trés en 1.2.
1.1.4. La décomposition G=GaGb
Soit e l’ordre de q modulo . La décomposition G = GaGb, introduite dans [10, Nota-
tion 2.3], [13, Definition 22.4], est fonction de  et q par l’intermédiaire de l’entier e et on
supposera que  est bon pour G. Elle n’a de pertinence que si  = 2.
Pour tout entier positif d , φd ∈ Z[X] est le polynôme des racines primitives d-ièmes de l’unité.
Soit A un ensemble non vide d’entiers. Un sous-tore F -stable S de G est dit φA-sous-groupe de
G si son ordre polynômial s’écrit uniquement en fonction des polynômes cyclotomiques φd pour
d ∈ A [13, 13.1]. Un sous-groupe de Levi de G est dit A-déployé si et seulement si L = CG(S)
où S est un φA-sous-groupe de G. Cette propriété se conserve par morphisme isotypique et par
dualité [13, Definition 13.3, Propositions 13.5, 13.7, 13.9].
Soit E l’ensemble des entiers n tels que n′ = e (E est noté E(q, ) dans [13, Theorem 21.7]).
Alors  divise φd(q) si et seulement si d ∈ E. Si Y est un -sous-groupe de GF contenu dans
un tore et  est bon, alors C◦G(Y ) est un sous-groupe de Levi E-déployé de G. Si  est impair, le
normalisateur dans G d’un φe-sous-groupe maximal de G contient un -sous-groupe de Sylow
de GF , extension scindée d’un sous-groupe abélien normal maximal par un -sous-groupe d’un
groupe de Weyl [13, Proposition 22.7]. Si  = 2 on obtient un même énoncé à condition de
remplacer e par 2 si 4 ne divise pas (q − 1).
Par définition Ga est le produit de Z◦(G) et des composants rationnellement irréductibles de G
de type rationnel (An, qm) où  divise (qm − ) (ici  ∈ {−1,1} et An(−q) vaut pour 2A(q)).
Alors un tore diagonal de (Ga,F ) contient un φe-sous-groupe maximal de Ga et est un sous-
groupe de Levi e-déployé minimal (la classe de conjugaison rationnelle des tores diagonaux d’un
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classe de tores F -stable T tels que W(G,T )F soit isomorphe au groupe symétrique de degré
(n + 1)). Il en résulte que les sous-groupes de Levi e-déployés de Ga sont les sous-groupes
de Levi définis sur Fq et contenant un tore diagonal. A l’opposé, supposant toujours  = 2, un
φe-sous-groupe d’un tore de Coxeter de (Ga,F ) est central dans Ga (la classe de conjugaison
rationnelle des tores de Coxeter d’un groupe de type rationnel An(q ′) est caractérisée par son
ordre polynômial, c’est aussi l’unique classe de tores F -stables qui soit maximaux en tant que
sous-groupes de Levi F -stables propres).
On obtient un produit central de groupes réductifs connexes définis sur Fq , soit G = GaGb,
avec (Gb)a = {1} et F(Gb)F = {1} = Z(Gb)F ; il peut être plus commode d’inclure Z◦(G) dans
Gb, voir la démonstration de 1.2.4(iii). Par exemple, si e = 2, G = GLn(F) et GF = GUn(q),
alors G = Ga. Cette décomposition ne dépend que des types des composants. En particulier
pour tout sous-groupe central A de G défini sur Fq , on a (G/A)a = Ga/A ∩ Ga et (G/A)b =
Gb/A∩Gb.
L’origine de la définition de Ga c’est précisément qu’en certains rangs il se peut que
Z(Ga)F = Z◦(Ga)F ou que Z(G∗a)F = Z◦(G∗a)F . Pour tout sous-groupe de Levi L de G défini
sur Fq , on a L∩Ga ⊂ La. Il se peut que L∩Gb ⊂ Lb, malgré tout Z(L∩Gb)F = Z◦(L∩Gb)F
et Z((L∩Gb)∗)F = Z◦((L∩Gb)∗)F (voir [13, Proposition 13.12] et (1.1.2) ci-dessus).
Proposition. (Voir [13, Proposition 22.5].) On suppose  = 2. Le quotient GF/GFa GFb est un ′-
groupe isomorphe à H 1(F,Ga ∩Gb). Si Y est un -sous-groupe de GF tel que Z(CGF (Y )) ⊂
Z(G)Ga, alors Y ⊂ Ga. Si G = Gb les -sous-groupes de Sylow de GF et de (G∗)F sont iso-
morphes.
1.2. Centralisateurs et connexité
Les propositions qui suivent sont des rappels ou variations autour de résultats de R. Stein-
berg [26], au prix de quelques redondances.
1.2.1. Lemme. Soit ρ :H → G un morphisme de groupes, surjectif, de noyau central kerρ, et
soit X un sous-groupe fini de H . L’exposant de ρ−1(CG(ρ(X)))/CH (X) divise celui de X et
celui de kerρ ∩ [H,H ]. En particulier si X est un π -groupe et kerρ ∩ [H,H ] est un π ′-groupe,
alors ρ(CH (X))= CG(ρ(X)).
Démonstration. Il existe un bi-morphisme (ρ−1(CG(ρ(X)))/CH (X)) × X → kerρ ∩ [H,H ]
obtenu par restriction de (g, x) → [g,x], car [g,x][g,y] = [g,xy] et [g,x][h,x] = [gh,x] dès
que [g,x] est central dans H ce qui est vrai si ρ(g) ∈ CG(ρ(X)) et x ∈ X. Si k est l’exposant
de X, alors [g,x]k = 1 et gk centralise X. Si |kerρ ∩ [H,H ]| est fini et premier à |X|, ce
bimorphisme est d’image {1}, ce qui implique que ρ−1(CG(ρ(X)))= CH (X), soit CG(ρ(X))=
ρ(CH (X)). 
1.2.2. Proposition. (a) Soit s un élément semi-simple de G. Le groupe AG(s) est isomorphe à
un sous-groupe de F(G) et son exposant divise celui de s.
(b) Si s et t sont deux éléments semi-simples de G d’ordres premiers entre eux et qui commu-
tent, C◦G(s)∩ C◦G(t)= C◦G(st), donc AG∗(st) est isomorphe à AC◦G(s)(t)× AC◦G(t)(s).
(c) Si CG(s) est connexe pour tout -élément semi-simple s de G, alors F(G) est d’ordre
premier à .
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(b) L’égalité est vraie si F(G) = {1} puisque CG(st) = CG(s) ∩ CG(t). Elle s’en déduit pour
G semi-simple via un recouvrement simplement connexe et AG(st) décompose en produit direct
selon s et t . D’autre part C◦G(s)∩ CG(st) = CC◦G(s)(t) d’où la décomposition.(c) Soient ρ :H → [G,G] un recouvrement simplement connexe et G1 = H/F(G)′ . Alors
ρ décompose à travers ρ1 :G1 → G et F(G1) est isomorphe à F(G). Selon (a) pour tout
élément semi-simple s1 de G1 d’ordre premier à , CG1(s1) est connexe. D’autre part si s1
est un -élément semi-simple de G1, ρ1(CG1(s1)) ⊂ CG(ρ1(s1)) = C◦G(ρ1(s1)) = ρ1(C◦G1(s1)),
donc CG1(s1) est connexe. Tout élément semi-simple t de G1 décompose en t = t.t′ et
CG1(t)= CG1(t)∩ CG1(t′)= C◦G1(t)∩ C◦G1(t′)= C◦G(t). Selon [26, 9.9], F(G1)= {1}. 
Soit X un -sous-groupe abélien de GF . L’égalité Z(G∗)F = Z◦(G∗)F , vérifiée si G=Gb ou
si F(G)F = {1}, implique, si  est bon, que X est contenu dans un tore : ou bien X est central,
ou bien pour z ∈ (X \ Z(G)), X ⊂ CG(z) ; or CGF (z) = C◦G(z)F et C◦G(z) est un sous-groupe de
Levi de G [13, Proposition 13.16] auquel se transfère l’hypothèse. On conclut par induction que
CG(X) est connexe. Inversement il existe des sous-groupes abéliens de PGLm(Fq) non contenus
dans un tore dès que 2 divise m et  divise (q − 1). Cela équivaut à l’existence de sous-groupes
abéliens de PGLm(Fq) dont le centralisateur dans PGLm n’est pas connexe.
1.2.3. Proposition. Soient Z un sous-groupe central de G et ρ :G → G/Z le morphisme quo-
tient. Si X est un p′-groupe fini de G, ρ(C◦G(X))= C◦G/Z(ρ(X)).
Démonstration. La propriété est classique si X est cyclique ou contenu dans un tore, car C◦G(X)
peut être décrit par une donnée radicielle [13, Proposition 13.13]. Si X est engendré par un
ensemble fini d’éléments semi-simples xj , on a C◦G(X)⊂
⋂
j C◦G(xj )⊂
⋂
j C◦G(xj ).Z ⊂ CG(X)
et les indices sont finis. Par ρ on obtient ρ(C◦G(X)) ⊂ ρ(
⋂
j C◦G(xj )) ⊂
⋂
j C◦G/Z(ρ(xj )) ⊂⋂
j CG/Z(ρ(xj )) = CG/Z(ρ(X)) et les indices sont finis. Puisque ρ(C◦G(X)) est connexe, on a
ρ(C◦G(X))= C◦G/Z(ρ(X)). 
1.2.4. Proposition. Supposons  bon pour G [13, Definition 13.10]. Soit Y un -sous-groupe
de GF .
(a) Le groupe C◦G(Y ) est réductif.
(b) Le groupe Z(C◦G(Y ))/Z◦(C◦G(Y )) est isomorphe à une section de Z(G)/Z◦(G) et
F(C◦G(Y )) est isomorphe à une section de F(G), avec action de F .
(c) AG(Y ) est un -groupe. Si F(G)F = {1} et (Z(G)/Z◦(G))F = {1}, en particulier si  = 2
et G=Gb, alors AG(Y )F = {1}.
(d) Si L est un sous-groupe de Levi de G qui contient Y , AL(Y ) est naturellement isomorphe
à un sous-groupe de AG(Y ).
(e) Quel que soit le tore maximal (et F -stable) TY de C◦G(Y ), il existe un tore maximal (et
F -stable) T de G normalisé par Y et contenant TY . En conséquence W(C◦G(Y ),TY ) est naturel-
lement isomorphe à un sous-groupe de WG(C◦G(TY )).
(f) Soit T ∗ un tore F -stable de G∗ en dualité avec T . Il existe un -sous-groupe fini Y ′ de
NG∗(T ∗) et un sous-tore TY ′ de T ∗ qui est maximal F -stable de C◦G∗(Y ′) tels que C◦G∗(Y ′) soit en
dualité avec C◦G(Y ) autour de (TY ,TY ′) et les sous-groupes de Levi CG(TY ) de G et CG∗(TY ′) de
G∗ soient dans des classes duales. Les groupes NG(C◦G(Y ),TY ) et NG∗(C◦G∗(Y ′), TY ′) induisent
des opérations contragrédientes sur la donnée radicielle D(C◦ (Y ), TY ).G
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particulière sur F et si Y est un sous-groupe fini de G, Y est fixe point par point par une certaine
puissance de F . Il existe une puissance F ′ de F telle que Z([G,G]) ⊂ GF ′ . On a alors GF ′ =
Z◦(G)F ′ .[G,G]F
′
 [13, Proposition 8.1], CG(Y ) = CG(Y.Z(G)F
′
 ) = CG(Y.Z(G)F
′
 ∩ [G,G]).
Remplaçant Y par Y.Z(G)F ′ , on peut supposer Y ⊂ [G,G], sans modifier C◦G(Y ), toujours F -
stable.
Qu’un dual de C◦G(Y ) dans G∗ puisque s’écrire comme le centralisateur d’un -groupe fini est
un peu anecdotique. On se convainct facilement que certaines assertions sont vraies en rempla-
çant  par un ensemble de nombres premiers différents de p, Y étant éventuellement nilpotent.
L’assertion (a) de la Proposition 1.2.2 peut s’énoncer pour les automorphismes quasi-semi-
simples des groupes semi-simples [26, 8.2], ce qui conduit à envisager une généralisation de
la Proposition 1.2.4 aux groupes d’automorphismes quasi-semi-simples.
Démonstration de la Proposition 1.2.4. La démonstration est inductive sur le rang semi-simple
de G. Les remarques suivantes permettent quelques réductions.
(i) L’assertion (d) résulte de l’assertion (a). En effet L∩C◦G(Y ) = CC◦G(Y )(Z◦(L)) est un sous-
groupe de Levi du groupe réductif C◦G(Y ). D’où C◦L(Y ) = L ∩ C◦G(Y ), tout comme CL(Y ) =
L∩ CG(Y ), on obtient ainsi un monomorphisme de CL(Y )/C◦L(Y ) dans CG(Y )/C◦G(Y ).
La seconde assertion de (e) résulte de la première par un théorème d’isomorphisme car
NG(TY ) ⊂ NG(CG(TY )) = CG(TY ).(NG(T ) ∩ NG(CG(TY )) et TY = NC◦G(Y )(TY ) ∩ CG(TY ).
La dernière assertion de (f) résulte des précédentes, par l’anti-isomorphisme de W(G,T ) sur
W(G∗, T ∗), NG(C◦G(Y ),TY )/NC◦G(Y )(TY ) a pour image NG∗(C
◦
G∗(Y
′), TY ′)/NC◦
G∗ (Y ′)(TY ′).(ii) La décomposition G=Ga.Gb, si  = 2 (voir 1.1.4).
Soient Ya et Yb les « projections » de Y sur (Ga)F et (Gb)F (tout -élément de GF décompose
d’une seule façon sur (Ga)F × (Gb)F ) et G′b = Z◦(G).Gb. On a CG(Y ) = CGa(Ya).CG′b(Yb),
C◦G(Y ) = C◦Ga(Ya).C◦G′b(Yb), et on voit que AG(Y ) est isomorphe à AGa(Ya) × AG′b(Yb), tandis
que Z(G)/Z◦(G) est isomorphe au produit direct Z(Ga)/Z◦(G) × Z(G′b)/Z◦(G). D’autre part,
par définition de Gb, Z(G)F /Z◦(G)F est isomorphe à Z(Ga)F /Z◦(Ga)F et F(G)F est isomorphe
à F(Ga)F . Si les assertions (a), (b) et (c) sont vraies pour G = Ga et pour G = G′b, elles sont
vraies pour G.
Dans les notations de (e), TY ∩ Ga (resp. TY ∩ G′b) est un tore maximal de C◦Ga(Ya) (resp.
C◦
G′b
(Yb)). Si T est un tore maximal et F -stable de G normalisé par Y , on a T = (T ∩ Ga).
(T ∩ G′b) (produit central sur Z◦(G)), Ya normalise T ∩ Ga et Yb normalise T ∩ G′b si et
seulement si Y normalise T , (T Y )◦ = ((T ∩Ga)Ya)◦.((T ∩G′b)Yb)◦ et W(C◦G(Y ), (T Y )◦) est na-
turellement isomorphe à W(C◦Ga(Ya), (T
Ya
a )
◦)× W(C◦
G′b
(Yb), (T
Yb
b )
◦), de même que W(G,T )∼=
W(Ga, T ∩ Ga) × W(Gb, T ∩ G′b). L’existence de Ta, Tb, tores maximaux et F -stables de Ga,
G′b normalisés par Ya, Yb, avec les propriétés demandées garantit l’existence de T et on a
TY = T ∩ C◦G(Y ) = (T Y )◦.
L’inclusion de TY dans T selon (e) détermine un morphisme surjectif de X(T ) sur X(TY ).
L’assertion (f) affirme que ce morphisme est direct, il admet une section Y(TY ∗) → Y(T ∗) qui
commute à l’opération de NW(G,T )(W(CG(TY ), T )). Notons que si Y normalise T , Y est ex-
tension de Y ∩ T par Y/Y ∩ T , ce qui caractérise l’image de NG(C◦G(Y ),TY ) dans W(G,T ).
Inversement cette dernière détermine TY = (T Y )◦ = T ∩ C◦G(Y ) et NCG(Y )(TY )/TY . Or G∗ est
quotient de Ga∗ ×G′b∗. Supposant C◦G ∗(Y ′a)× C◦ ′ ∗(Y ′b) en dualité avec C◦Ga(Ya)× C◦G′ (Yb) au-a Gb b
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C◦G(Y ) autour de (TY ,TY ′) (TY ′ image de TY ′a × TY ′b ) car Ga ∩G′b ⊂ TY .
La donnée radicielle D(C◦G(Y ),TY ) et les groupes d’opérateurs EGF (Y ), E(G∗)F (Y ′) décom-
posent aussi en produits central ou directs. Il suffit donc de vérifier (e) et (f) séparément pour
G= Z◦(G).Gb ( impair) et G de type A.
(iii)  = 2 et G= Z◦(G).Gb.
Supposons Y non contenu dans Z◦(G). Remplaçant éventuellement Y par Z◦(G)F .Y , ce qui
ne modifie pas le centralisateur, il existe z ∈ Z(Y ), z = 1, z ∈ Gb. Selon la Proposition 1.2.2(a)
C◦G(z)F = CGF (z), donc Y ⊂ C◦G(z)F , z ∈ TY , CG(TY )⊂ C◦G(z). Puisque  est bon, C◦G(z) est un
sous-groupe de Levi de G, d’où F(C◦G(z))F = {1} et Z(C◦G(z))F = Z◦(C◦G(z))F par 1.1.2 et (a),
(b), (c) pour 〈z〉 à la place de Y . Le rang semi-simple de C◦G(z)b est évidemment inférieur à celui
de G. Or C◦C◦G(z)(Y ) = C
◦
G(Y ) et CCG(z)(Y ) = CG(Y ). L’hypothèse inductive sur Y dans C◦G(z)
s’applique. Or (a), (b) et (c) pour 〈z〉 dans G et pour Y dans C◦G(z) impliquent (a), (b) et (c) pour
Y dans G, en particulier C◦G(Y )F = CGF (Y ). De plus TY est contenu dans un tore maximal et
F -stable T de C◦G(z) que Y normalise et CG(TY )⊂ CG(z). Alors C◦G(Y )∗ s’envoie dans C◦G(z)∗
via un morphisme TY ∗ → T ∗ qui commute à l’action de WCG(z)(CG(TY )). Mais T est un tore
maximal de G et C◦G(z)∗ est isomorphe à un sous-groupe de Levi de G∗, ce qui démontre (e)
et (f). Dans le cas particulier G=Gb, Z(C◦G(Y ))F et Z(C◦G∗(Y ′))F sont isomorphes.
(iv) Pour démontrer l’assertion (b), il suffit de démontrer que le centre de C◦G(Y ) est connexe
dès que le centre de G l’est. Considérons en effet un plongement régulier G ⊂ H . Posons D =
C◦H (Y ) et C = C◦G(Y ). On a D = C.Z◦(H) et Z(D) = Z(C).Z◦(H). Supposons Z(D) connexe.
On a alors Z(D) = Z◦(C).Z◦(H), d’où Z(C) = Z◦(C).(Z(C)∩Z◦(H))= Z◦(C).(Z(C)∩Z(G)).
Par des théorèmes d’isomorphisme, Z(C)/Z◦(C) est isomorphe à Z(C) ∩ Z(G)/Z◦(C) ∩ Z(G),
donc à une section de Z(G)/Z◦(G).
L’assertion sur F(C◦G(Y )) se déduit de la précédente et de (e) à l’aide de la Proposition 1.1.2,
ou bien se démontre directement à l’aide d’un recouvrement régulier H → G et X ⊂ H pour
lesquels Y est image de X et F(C◦H (X))= {1}, en appliquant la Proposition 1.2.3.
(v) En type A.
Compte-tenu des paragraphe (ii) et (iii), on suppose G de type A pour vérifier (a), (b), (c),
(e), (f).
(v.1) G= GLn.
La représentation de Y sur l’espace Fn est semi-simple, Fn =⊕E VE , où E parcourt l’en-
semble des représentations irréductibles de Y , VE est isotypique de multiplicité m(E). Il en
résulte, essentiellement par le lemme de Schur, que CG(Y ) ∼= ∏E GLm(E). Ainsi CG(Y ) est
connexe et de centre connexe.
Un tore maximal et F -stable TY de CG(Y ) est déterminé par une décomposition de Fn en
somme directe
⊕
i Vi de FY -modules irréductibles. Le tore est F -stable lorsque cette décom-
position est F -stable. Un tore maximal de G contenant TY et normalisé par Y est déterminé
par la donnée dans chaque Vi d’une famille stable par Y de droites portant une base sur F. Or
toute représentation irréductible d’un groupe nilpotent est monomiale, ce qui signifie exactement
qu’une telle famille existe. Donc TY est contenu dans un tore maximal et normalisé par Y de G.
Lorsque le choix de ces bases en droites dans chaque Vi est stable par F (si une représentation
E est dans une 〈F 〉-orbite de t conjugués algébriques et Vi ⊂ VE , il existe dans Vi une base
F t -stable), le tore T est F -stable. Comme NCG(Y )(TY ) opère par homothétie sur chaque Vi , on a
NCG(Y )(TY )⊂ NG(T ). Enfin le groupe (
∏
i GL(Vi))F centralise TY et est transitif sur l’ensemble
des tores maximaux et F -stables de G qui contiennent TY .
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de tores maximaux (T ,T ∗), où T est le tore précédent, détermine un dual TY ∗ de TY comme
sous-tore de T ∗ et réalise CG(Y )∗ comme groupe CG∗(Y ′), où Y ′ est un -groupe fini isomorphe
à Y .
Donc toutes les assertions de la Proposition sont vraies si G est un produit direct de groupes
linéaires. Elles se transportent facilement à tout G groupe de type A tel que Z(G) = Z◦(G) et
F(G)= {1}, car un recouvrement simplement connexe de [G,G] est bijectif et deux plongements
réguliers d’un groupe semi-simple s’incluent dans un même troisième (voir en (vi) une analyse
d’un plongement régulier). Par (iv) on obtient (b) en type A.
(v.2) On a une suite exacte courte
1 → (Z◦(G)∩ [G,G])/(Z◦(G)∩ C◦[G,G](Y ))→ C[G,G](Y )/C◦[G,G](Y ) → AG(Y ) → 1. (K)
Si Y est stable par F , la suite (K) l’est aussi. Pour démontrer que AG(Y ) est un -groupe, on
peut supposer G semi-simple.
Supposons d’abord G= SLn. Soit c ∈ N tel que Y.Z([G,G]) ⊂GFc et que tout espace VE tel
qu’en (v.1) soit Fc-stable (les représentations E de Y s’écrivent sur Fqc ). Soit Y1 = (Y.Z(H))Fc ,
on a CG(Y1) = CG(Y ), donc AG(Y1) = AG(Y ). Si Z(G) ne contient pas Z(CG(Y ))F c , soit
z ∈ (Z(CG(Y ))F c \ Z(G)). On a CG(z) = C◦G(z) par la Proposition 1.2.2.(a), d’où il résulte
Y ⊂ C◦G(z), CG(Y ) = CCG(z)(Y ), C◦G(Y ) = C◦CG(z)(Y ), soit AG(Y ) = ACG(z)(Y ). Par hypothèse
inductive AG(Y ) est un -groupe. Si Z(CG(Y ))F
c
 ⊂ Z(G), la représentation de Y sur Fn est iso-
typique, grâce au choix de c, de degré d divisant |Y | et de multiplicité m tels que n=md . Alors
C[G,G](Y ) est isomorphe au sous-groupe des g ∈ GLm tels que det(g)d = 1 et donc C[G,G](Y ) a
un quotient de non-connexité d’ordre d , et d divise |Y |. Si Y est abélien, en particulier cyclique,
C[G,G](Y ) est clairement connexe, on retrouve (a) de la Proposition 1.2.2.
Un groupe semi-simple G de type A est quotient d’un produit direct de groupes linéaires
spéciaux par un sous-groupe central. Il en résulte, par 1.2.1 et 1.2.3, que pour tout -sous-groupe
fini Y de G, AG(Y ) est un -groupe.
(v.3) Sans hypothèse particulière sur G il existe un plongement régulier G ⊂ H . Soit
ρ :K → H un recouvrement régulier, le centre de K est connexe et on a kerρ ∩ [K,K] =
F(H) ∼= F(G). Il existe un -sous-groupe fini X de K tel que ρ(X) = Y . Selon l’assertion
(a) de la Proposition 1.2.3 ρ(C◦K(X)) = C◦H (Y ). Donc C◦H (Y ) est réductif. On a CH (Y ) =
CG(Y ).Z◦(G), d’où [C◦H (Y ),C◦H (Y )] = [C◦G(Y ),C◦G(Y )] et C◦G(Y ) est réductif. D’autre part
CK(X) est connexe (v.1). Selon le Lemme 1.2.1, l’exposant de CH (Y )/ρ(CK(X)) = AH (Y )
divise celui de F(H), et la démonstration montre que l’exposant de (CH (Y )/ρ(CK(X)))F ∼=
CHF (Y )/C◦H (Y )F divise celui de F(H)F (le bimorphisme de AH (Y ) × Y dans F(H) com-
mute à l’action de F ). Si F(G)F = {1}, alors AH (Y )F = {1}. Puisque [H,H ] = [G,G] la
suite exacte (K) implique que AH (Y ) est isomorphe à un quotient de AG(Y ), de noyau iso-
morphe à (Z([G,G])/Z([G,G]) ∩ C◦[G,G](Y ))/(Z◦(G) ∩ [G,G]/Z◦(G) ∩ C◦[G,G](Y )), soit un
quotient de Z([G,G])/Z◦(G) ∩ [G,G], tous isomorphismes commutant à l’action de F . Si
Z(F )F = Z◦(G)F , AG(Y )F est isomorphe à AH (Y )F . Ceci démontre (c) en type A.
(vi) Morphismes isotypiques et les assertions (e), (f).
On passe d’un groupe G à un groupe de centre connexe et dérivé simplement connexe par un
plongement régulier et un recouvrement régulier.
Dans un plongement G⊂H éventuellement régulier on peut choisir SY = Z◦(H).TY comme
tore maximal de C◦ (Y ), et il est clair qu’ainsi l’assertion (e) est vraie dans G si et seulementH
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TX = ρ−1(SY ), TX est un tore maximal F -stable de C◦K(X), on a C◦H (Y ) = ρ(C◦K(X)). Un tore
maximal de H normalisé par Y et un tore maximal de K normalisé par X se correspondent par ρ.
Soient des morphismes régulier duaux, définis sur Fq , σ ∗ :H ∗ →G∗ et H ∗ ⊂K∗. Il est clair
qu’une dualité entre C◦K(X) et C◦K∗(X′) autour de tore maximaux TX et TX′ et entre les sous-
groupes de Levi CK(TX) et CK∗(TX′) fournit des dualités entre C◦H (Y ) et (H ∗ ∩ C◦K∗(X′))◦
autour de SY := ρ(TX) et SY ′ := (TX′ ∩ H ∗)◦, les groupes de Levi CH (SX) et CH ∗(TX′) de H
et H ∗ respectivement étant dans des classes duales. Choisissant X′ ⊂ [K∗,K∗] = [G∗,G∗],
on a évidemment (H ∗ ∩ C◦K∗(X′))◦ = C◦G∗(X′). Il en résulte des dualités entre C◦G(Y ) et
σ ∗(C◦H ∗(X′))= C◦G∗(σ ∗(X′)) autour des tores TY et σ ∗(TX′).
Ceci achève la démonstration en type A. 
1.2.5. Les groupes d’opérateurs. Morphismes isotypiques et sous-groupes locaux
Si un type ne contient ni B ni C, il existe un groupe G de ce type, de centre connexe et
dérivé simplement connexe, qui est isomorphe à son dual. Pour un tel G, étant donné Y , il existe
évidemment Y ′ ⊂ G∗ isomorphe à Y et tel que C◦G(Y ) et C◦G∗(Y ′) soient isomorphes, ainsi que
EG(Y ) et EG∗(Y ′). En effet selon l’assertion (c) AG(Y ) = {1} (choisir F trivial sur AG(Y )) et
selon (e) les groupes NG(Y )/C◦G(Y ) et NG∗(Y ′)/C◦G∗(Y ′) sont isomorphes.
Considérons donc l’exemple suivant :  = 2, G= SO2n+1, G∗ = Sp2n. Les isomorphismes se
décrivent comme suit. On peut imposer que les groupes Y et Y ′ soient isomorphes. Soient V et W
des espaces sur F de représentation de G et G∗ respectivement. Ils se décomposent en sommes
orthogonale ou symplectique V = V1 ⊕ (⊕E,E′(VE ⊕VE′)) et W =W1 ⊕ (⊕E,E′(WE ⊕WE′))
où V1 et W1 sont les sous-espaces de points fixes pour Y et Y ′ respectivement et (E,E′) sont des
couples de représentations irréductibles contragrédientes de Y , Y ′. L’isomorphisme τ :Y → Y ′
étant fixé, VE , VE′ , WE , WE′ sont des espaces isotypiques en E et E′, totalement isotropes et
accouplés pour les formes, et, par restriction selon τ , le FY -module WE est isomorphe à VE , de
type E, de multiplicité m(E) et WE′ est isomorphe à VE′ d’égale multiplicité. Les groupes EG(Y )
et EG∗(Y ′) respectent globalement cette décomposition. Les espaces V1 et W1 sont stables sous
les normalisateurs de Y , Y ′ et les contributions de SO(V1) et Sp(W1) à EG(Y ) et EG∗(Y ′) sont
triviales. De même NG(Y ) ∩ GL(VE) ⊂ CG(Y ). On voit que EG(Y ) est isomorphe au groupe
des automorphismes de Y qui préservent la restriction de m à l’ensemble des représentations
intervenant dans la décomposition du FY -module V . On voit bien que EG(Y ) et EG∗(Y ′) sont
isomorphes.
Pour comparer les groupes d’opérateurs en général il suffit alors de considérer des morphismes
isotypiques réguliers.
Par conjugaison des tores maximaux dans C◦G(Y ), on a NG(Y ) = C◦G(Y ).NG(Y,TY ) et
NGF (Y ) = C◦G(Y )F .NGF (Y,TY ) a fortiori NG(Y ) = CG(Y ).NG(Y,TY ) et NGF (Y ) =
CGF (Y ).NG(Y,TY )F , soit des isomorphismes entre NG(Y,TY )/NCG(Y )(TY ) et EG(Y ) comme
entre NG(Y,TY )F /NCG(Y )(TY )F et EGF (Y ).
Dans les notations du paragraphe (vi) de la démonstration de 1.2.4 ci dessus, pour G ⊂ H
et ρ :K → H , on a NH (Y,SY ) = Z◦(H).NG(Y,TY ) et NH (Y,SY )F = CHF (Y ).NG(Y,TY )F par
[13, Proposition 8.1] car Z◦(H) ∩ NG(Y ) ⊂ CH (Y ). Les quotients NG(Y,TY )F /NCG(Y )(TY )F
et NH (Y,SY )F /NCH (Y )(SY )F sont donc isomorphes. Ils sont invariants si on remplace Y par un
-sous-groupe de Y.Z◦(G)F contenant Y . Notons que par ailleurs AH (Y ) est naturellement un
quotient de AG(Y ) (le noyau est précisé par la suite (K), démonstration de 1.2.4).
Comme ρ(KF ) = HF et par choix de X, on a ρ(C◦K(X)F ) = C◦H (Y )F et ρ(NKF (X)) =
NHF (Y ). Puisque ρ(CKF (X)) ⊂ CHF (Y ), AK(X)F est naturellement isomorphe à un sous-
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une suite exacte courte
1 → AH (Y )F /AK(X)F → EKF (X)→ EHF (Y ) → 1. (L)
1.2.6. Remarques. (a) On peut rapprocher l’assertion (e) de la Proposition 1.2.4 d’une propriété
générale, à savoir : si σ est un automorphisme quasi-semi-simple d’un groupe réductif connexe
G et Tσ est un tore maximal de (Gσ )◦, alors CG(Tσ ) est un tore maximal et σ -stable de G
(voir [26] ou [17, Theorem 1.8(iv)]).
(b) La condition «  est bon » est nécessaire en particulier pour l’assertion (b). L’étude des
centralisateurs des 2-éléments isolés dans les groupes classiques le montrent (voir 3.5.3, 3.5.4,
3.5.5). Cependant l’essentiel subsiste pour = 2 en cas classique.
1.2.7. Proposition. Soient G est de type classique en caractéristique impaire et Y un 2-sous-
groupe de GF .
(a) C◦G(X) est réductif et AG(Y ) est un 2-groupe. Si F(G)= {1} et aucun composé de G n’est
de type A, alors AG(Y ) = {1}. Si F(G)F2 = {1} et (Z(G)/Z◦(G))F2 = {1}, alors AG(Y )F = {1}.
(b) Les assertions (d) et (e) de la Proposition 1.2.4 sont vraies. Si G n’a que des composants
de type A ou D l’assertion (f) de la Proposition 1.2.4 est vraie.
Démonstration. On a vu que l’assertion (d) de 1.2.4 résulte de (a). Soit G l’un des groupes
SO(f ), où f est une forme bilinéaire non dégénérée sur un espace V sur F, f et V étant dé-
finis sur Fq , de sorte que GF est un groupe symplectique ou orthogonal (d’indice maximal ou
non) sur Fq . L’espace V décompose en somme directe orthogonale de sous-F[Y ] modules iso-
typiques V = V+ ⊕ V− ⊕ (⊕{E,E′}(VE ⊕ VE′)) ; ici on a isolé le sous-espace des points fixes
selon Y , noté V+, et le sous-espace des points « antifixes » (y.v = −v pour tout y ∈ Y ), noté
V−, qui sont munis de formes bilinéaires f+, f− restrictions de f , tandis que {E,E′} parcourt
un ensemble de couples de classes d’isomorphismes de représentations irréductibles contragré-
dientes distinctes de Y . Le centralisateur de Y dans G est l’intersection avec G d’un produit
direct O(f+) × O(f−) × (×{E,E′}GLm(E)). Les facteurs GLm(E) sont contenus dans G, car ils
sont en présentation hyperbolique sur les espaces totalement isotropes et en dualité selon f , VE ,
VE′ . On en déduit que C◦G(Y ) est réductif et AG(Y ) est un 2-groupe. La non-connexité de CG(Y )
provient éventuellement de l’opération de Y comme une involution. Ces propriétés se transmet-
tent à tout groupe dont les composants sont de type B, C, D par produit direct et morphismes
isotypiques. Selon 1.2.2 AG(Y ) = {1} si [G,G] est simplement connexe. Puisque en général
F(G) est un 2-groupe, il en résulte que AG(Y ) est un 2-groupe (voir le paragraphe (v.3) de la
démonstration de 1.2.4).
On a une description analogue en type A (démonstration de 1.2.4(v)). Donc AG(Y ) est trivial
lorsque F(G) = {1} et aucun composant de G n’est de type A (en type A, voir le paragraphe (v.2)
de la démonstration de la Proposition 1.2.4).
Quant à l’assertion (e) elle se vérifie dans les exemples décrits et se transmet par morphisme
isotypique.
En type A comme en type D il existe un groupe isomorphe à son dual, on en déduit (f). 
1.2.8. Remarque. Si G= SO2n+1 et G∗ = Sp2n, Y est isomorphe à un sous-groupe Y ′ de (G∗)F :
l’espace de représentation standard W de G∗ admet une décomposition orthogonale calquée sur
celle de V , soit W =W+ ⊕W− ⊕ (⊕{E,E′}(WE ⊕WE′)) telle que les F[Y ]-modules VE et WE
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a une dimension de moins). Les groupes EG(Y ) et EG∗(Y ′) sont isomorphes à l’image naturelle
du groupe des automorphismes de Y qui fixe la fonction m dans le groupe de permutations de
l’ensemble des représentations intervenant dans V . Mais les groupes C◦G(Y ) et C◦G∗(Y ′) ne sont
pas en dualité.
1.3. Décomposition de Jordan
Si (G,F ) et (G∗,F ) sont en dualité et s ∈ (G∗)F est semi-simple, la série de Lusztig ra-
tionnelle d’éléments de Irr(GF ) déterminée par la (G∗)F -classe de s (voir [16, 14.41]) est
notée E(GF , s). Les éléments de E(GF ,1) sont dits unipotents. Un morphisme isotypique
(G,F ) → (H,F ) induit par restriction de HF à GF une bijection E(HF ,1) → E(GF ,1). Si s
est d’ordre premier à , E(GF , s) est dite « ′-série ». On pose alors E(GF , s) =⋃t E(GF , st),
t parcourant C◦G∗(s)F .
Un -bloc B de GF est dit dans la série s si Irr(B) ∩ E(GF , s) = ∅, s étant semi-simple,
élément de (G∗)F
′ . Une condition équivalente est Irr(B) ⊂ E(GF , s) (voir [7] ou [13, Theo-
rem 9.12]). Le bloc B est dit unipotent si Irr(B)∩ E(GF ,1) n’est pas vide.
Exceptionnellement, ne supposant pas que G est connexe, un -bloc B de GF est dit unipo-
tent si Irr(B) contient au moins un irréductible qui couvre un élément de E((G◦)F ,1). Ainsi un
bloc unipotent de GF est un bloc qui couvre un bloc unipotent de (G◦)F . De même E((G◦)F , s)
ou E((G◦)F , s) étant définie, E(GF , s) (resp. E(GF , s)) est l’ensemble des χ ∈ Irr(GF ) tels
que χ couvre au moins un élément de E((G◦)F , s) (resp. E((G◦)F , s)).
Si L est un complément de Levi F -stable d’un sous-groupe parabolique P du groupe algé-
brique (G,F ) défini sur Fq , on note RGL⊂P l’application habituellement notée GLRGL⊂P ,
où G = (−1)r(G), r(G) étant le Fq -rang semi-simple de G. Si une propriété de RGL⊂P ou l’ap-
plication RGL⊂P elle-même ne dépend pas du parabolique P , la notation est simplifiée en RPL ,
étant entendu que des choix cohérents peuvent être nécessaires en cours de démonstration. En
particulier pour toute fonction centrale χ sur LF on a (RGLχ)(1) =
|GF |p′
|LF |p′ χ(1) [16, 8.6, 8.16,
12.17].
Soient (G,F ) et (G∗,F ) en dualité et s ∈ (G∗)F , le centre de G est supposé connexe. De [22,
4.23], [16, 13.24], [15, Theorem 7.1, Corollary 7.3], rappelons
1.3.1. Proposition. Pour tout groupe algébrique réductif (G,F ) défini sur Fq , de centre connexe,
et tout élément semi-simple s de (G∗)F , il existe des applications bijectives, dites décompositions
de Jordan,
ΨL,s :E
(
CL∗(s)F ,1
)→ E(LF , s)
définies pour sous-groupe de Levi L de G dont un dual contient s, et qui satisfont aux propriétés
suivantes.
(i) L’extension de ΨL,s en une application Z-linéaire entre les Z-modules de représentations
virtuelles engendrés dans les groupes de Grothendieck, soit ZE(CL∗(s)F ,1) → ZE(LF , s), se
restreint en une isométrie entre les projections orthogonales de ZE(CL∗(s)F ,1) et ZE(LF , s)
sur les espaces de fonctions uniformes : pour tout tore F -stable maximal T ∗ de CL∗(s) on a
ΨL,s
(
RCL∗ (s)∗ 1
)= RLT ∗s. (J)T
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sˆ ⊗ E(LF ,1) et ΨL,s(λ)= sˆ ⊗ΨL,1(λ) pour tout λ ∈ E((L∗)F ,1).
(iii) Si L est un sous-groupe de Levi F -stable de G dont un dual dans G∗ contient CG∗(s),
pour tout sous-groupe parabolique P de G dont L est un complément de Levi on a RGL⊂P ◦
ΨL,s = ΨG,s .
(iv) Si σ est un isomorphisme de ((L,F ), (L∗,F )) sur ((L1,F ), (L∗1,F )) et s = σ ∗(s1),
σ induit des isomorphismes τ :LF → LF1 et τ ∗s : CL∗(s1)F → CL∗(s)F , et on a un diagramme
commutatif
E(CL∗1 (s1)F ,1)
ΨL1,s1
E(CL∗(s)F ,1)
Resτ∗s
ΨL,s
E(LF1 , s1)
Resτ E(LF , s)
où les quatre flèches sont bijectives.
(v) ΨL,s est « fonctoriel relativement aux produits centraux » en L.
(vi) Pour tout λ ∈ E(CL∗(s)F ,1), on a ΨL,s(λ)(1) = |L
F ]p′
|CL∗ (s)F |p′ λ(1).
L’égalité (J) tient compte de la bijection entre l’ensemble des classes de CL∗(s)F -conjugaison
de tores maximaux F -stables T ∗ de CL∗(s) et l’ensemble des LF -classes de conjugaison de
couples (T , θ) (T un tore maximal F -stable de L, θ ∈ Irr(T F )), où la dualité associe (T ∗, s)
et (T , θ), RLT θ est alors noté R
L
T ∗s [16, 13.15]. Pour s = 1, ΨG,1 :E((G∗)F ,1) → E(GF ,1) est
bijectif que le centre de G soit connexe ou non.
Les conditions imposées par [15], dont (i)–(v), impliquent que ΨG,s est unique étant donnés s
et les groupes en dualité. L’hypothèse 3.3 de cet article est satisfaite, selon [13, Theorem 15.11],
et l’assertion (C) de 3.1, ou encore 3.2.2 ci-dessous. La démonstration de ce théorème d’existence
et unicité de ΨG,s est inductive sur le rang de G.
1.3.2. Remarque. La condition (J) se généralise probablement en
RGL⊂P ◦ΨL,s = ΨG,s ◦ RCG∗ (s)CL∗ (s)⊂P (s) (C)
les groupes paraboliques P et P (s) étant convenablement appariés, tant que l’indépendance de
RGL⊂P relativement à P n’est pas assurée, ou que la formule de Mackey n’est pas démontrée
en toute généralité. Mais admettant qu’à droite, il est inutile de préciser P (s) [8, 1.33], il paraît
probable qu’à gauche, P est aussi inutile, et c’est le cas dans les exemples qui suivent. D’autre
part il est clair que l’égalité (C) passe aux produits centraux.
Si s = 1, l’égalité exprime que le foncteur de Lusztig est générique sur les fonctions unipo-
tentes lorsque E(GF ,1) est génériquement paramétré (voir [8, 1.33] et [15, Proposition 6.4]). Si
s est central l’assertion (ii) de 1.3.1 permet de transférer (C) de 1 à s.
Si CG∗(s) ⊂ L∗, RGL se restreint en une bijection E(LF , s) → E(GF , s) qui est d’ailleurs
indépendante du choix du parabolique et (C) se réduit à l’assertion (iii) de 1.3.1.
On en déduit que l’égalité (C) est vraie si CG∗(s) est un sous-groupe de Levi de G∗. Soit
G(s) un sous-groupe de Levi de G dual de CG∗(s), la dualité entre CG∗(s) et G(s) associe à s un
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On a alors si λ ∈ ZE(CG∗(s)F ,1), ΨG,s(λ) = RGG(s)(sˆ ⊗ ΨG(s),1(λ)) et, si μ ∈ E(CL∗(s)F ,1),
ΨL,s(μ)= RLL(s)(ResG(s)
F
L(s)F
sˆ ⊗ΨL(s),1(μ)), d’où
RGL
(
ΨL,s(μ)
)= RGL(s)(ResG(s)FL(s)F sˆ ⊗ΨL(s),1(μ))= RGG(s)(sˆ ⊗ RG(s)L(s) (ΨL(s),1(μ)))
= RGG(s)
(
sˆ ⊗ΨG(s),1
(
RCG∗ (s)CL∗ (s)μ
))= ΨG,s(RCG∗ (s)CL∗ (s)μ).
Dans le même ordre d’idées considérons deux éléments semi-simples s et t de (G∗)F , d’ordres
premiers entre eux, et tels que st = ts. Supposons que CG∗(t) soit un sous-groupe de Levi de G∗,
de dual G(t) dans G. Pour tout α ∈ E(CG∗(st)F ,1) on a ΨG,st (α)= RGG(t)(tˆ ⊗ΨG(t),s(α)).
Si CL∗(s) est un tore, on a E(LF , s) = {RLT ∗s}, RLT ∗s = ΨL,s(1CL∗ (s)F ) et, pour tout λ ∈
E(CG∗(s)F ,1), 〈RGT ∗s,ΨG,s(λ)〉GF = 〈RCG∗ (s)CL∗ (s)1, λ〉CG∗ (s)F par (J). Mais RGT = RGL ◦ RLT et ces
produits scalaires caractérisent RGT ∗s d’une part, R
CG∗ (s)
CL∗ (s)1 de l’autre.
Si L est déployé, (C) est vraie. La décomposition de Jordan est par construction telle que les
séries de Harish-Chandra se correspondent : si (L0, ζ ) est une donnée cuspidale, L0 étant sous-
groupe de Levi F -stable d’un sous-groupe parabolique également F -stable de G, et ζ ∈ E(LF0 , s)
il lui correspond une donnée cuspidale (L∗0(s), α) de CG∗(s) telle que L∗0(s) soit le centralisateur
de s dans un groupe de Levi de G∗ dual de L et que les algèbres de Hecke qui permettent de
paramétrer les séries de Harish-Chandra ainsi définies soient construites sur des groupes de Weyl
relatifs WGF (L0, ζ ), WCG∗ (s)F (L
∗
0(s), α) isomorphes (voir [22], en particulier les théorèmes 8.6
et 4.23, les groupes y sont identifiés). On a alors ΨL,s(α) = ζ et, pour tout λ ∈ E(CG∗(s)F ,1),
on a
〈
RCG∗ (s)
L∗0(s)
α,λ
〉
CG∗ (s)F
= 〈RGL0ζ ,ΨG,s(λ)〉GF
cet entier étant le degré de la représentation du groupe WG(L0, ζ ) qui paramètre à la
fois les algèbres de Hecke des séries définies par λ et par ΨG,s(λ). On sait en outre que
l’injection Irr(WG(L0, ζ )) → E(GF , s) a la propriété suivante : étendue par linéarité en
ηG :Z Irr(WG(L0, λ)) → ZE(GF , s), si L est un sous-groupe de Levi déployé de G conte-
nant L0, on a RGL ◦ ηL = ηG ◦ IndWG(L0,ζ )WL(L0,ζ ) , de même R
CG∗ (s)
CL∗ (s) ◦ ηCL∗ (s) = ηCG∗ (s) ◦ Ind
WG(L0,ζ )
WL(L0,ζ ) .
Comme ΨG,s ◦ ηCG∗ (s) = ηG et ΨL,s ◦ ηCL∗ (s) = ηL, ηCL∗ (s) est injective et l’égalité (C) en
résulte.
De la construction de ΨG,s depuis le groupe de Weyl de CG∗(s) il résulte que si
[CL∗(s),CL∗(s)] = [CG∗(s),CG∗(s)], (C) est vraie. On a alors, pour tout α ∈ E(CG∗(s)F ,1),
RGL(ΨL,s(Res
CG∗ (s)F
CL∗ (s)F
α)) = ΨG,s(α).
En type A les fonctions centrales unipotentes sont uniformes. Si ξ ∈ E(LF , s) et ξ = ΨG,s(λ),
λ est caractérisée par les produits scalaires 〈λ,RLT ∗1〉CL∗ (s)F . Par isométrie et (J), ξ est caracté-
risée par les produits scalaires 〈ξ,RLT ∗s〉LF . On a une propriété analogue pour les éléments de
E(GF , s). Il suffit donc de vérifier l’égalité en appliquant RGL à un caractère de Deligne–Lusztig,
ce qui est immédiat.
Selon des calculs subtils d’Asai l’égalité (C) est vraie quel que soit L quand G est de type
classique (voir [20, Appendix]).
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(C) obtenue par classification des blocs.
Dans un plongement G ⊂ H la restriction ResHF
GF
établit une bijection de E(HF ,1) sur
E(GF ,1). Par contre pour 1 = t ∈ (H ∗)F et ξ ∈ E(HF , t), ResHF
GF
ξ n’est pas nécessairement
irréductible. Cette situation est décrite en fonction de la décomposition de Jordan. Suppo-
sons le plongement régulier, Z◦(H) est connexe. Le morphisme dual induit une surjection
(H ∗)F → (G∗)F . Soit t ∈ (H ∗)F d’image s dans (G∗)F (et d’ordre premier à  si l’ordre de
s l’est). Les éléments de E(HF , t) couvrent ceux de E(GF , s). La restriction de HF à GF est
alors « sans multiplicité », ce qui signifie que, quels que soient ξ ∈ Irr(HF ) et χ ∈ Irr(GF ),
〈χ,ResHF
GF
ξ 〉GF ∈ {−1,0,1}. Nous allons généraliser légèrement ces hypothèses.
1.3.3. Proposition. Soit σ : (G,F ) → (H,F ) un morphisme isotypique entre groupes algé-
briques réductifs connexes définis sur Fq par des Frobenius F . Alors les restrictions de repré-
sentations irréductibles de HF à GF sont sans multiplicité.
Démonstration. Soit η : (K,F ) → (H,F ) un recouvrement régulier défini sur Fq . Les groupes
adjoints de H ∗, G∗ et K∗ sont naturellement isomorphes et [K,K] en est un dual donc [K,K] →
[H,H ] factorise en un recouvrement de [G,G]. On obtient ainsi un carré commutatif
[K,K]F KF
η
GF
σ
HF
Or KF → HF est surjectif, car le noyau de η est un tore. Selon un théorème de G. Lusztig [23]
(voir aussi [13, Theorem 15.11, Chapter 16]), la restriction de KF à [K,K]F est sans multipli-
cité. Il en résulte que la restriction selon la flèche composée est sans multiplicité, ce qui démontre
la Proposition. 
1.3.4. Corollaire. Hypothèse de la Proposition 1.3.3. Soit χ ∈ Irr(HF ) de défaut central. Tout
composant irréductible de ResHF
GF
χ est de défaut central.
(La réciproque est fausse, voir 1.4.11. Les blocs de défaut central seront décrits en 1.4.10 pour
 impair et 1.5 pour = 2.)
Démonstration. Soit ξ ∈ Irr(σ (GF )) ⊂ Irr(GF ) intervenant dans la restriction de χ et soit
T son stabilisateur dans HF . On a χ(1) = |HF/T |.ξ(1) par 1.3.3 et χ(1) = |HF/Z(HF )|
par hypothèse. Puisque T contient Z(HF ) on peut écrire ξ(1) = |T/σ(GF ).Z(HF )|.|σ(GF )/
σ(GF ) ∩ Z(HF )|. Or Z(HF ) = Z(H)F , donc Z(HF ) ∩ σ(GF ) ⊂ Z(σ (G)). De plus Kerσ est
central dans G et Z(σ (G)) = σ(Z(G)), donc σ(Z(G)) ∩ σ(GF ) = σ(Z(G)F ). Enfin, par un
théorème d’isomorphisme, GF/Z(G)F est isomorphe à σ(GF )/σ(Z(G)F ). Ainsi
ξ(1) =
∣∣T/σ(GF ).Z(HF )∣∣

.
∣∣σ (Z(G)F )/Z(H)F ∩ σ(GF )∣∣

.
∣∣GF/Z(G)F ∣∣

.
Mais ξ(1) divise |GF/Z(G)F |, donc ξ est de défaut central et nécessairement les groupes
T/σ(GF ).Z(HF ) et σ(Z(G)F )/Z(H)F ∩ σ(GF ) sont d’ordres premiers à . 
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plongement régulier G⊂H . Le groupe AG∗(s)F opère sur E(C◦G∗(s)F ,1). Il est aussi isomorphe
à un sous-groupe du groupe abélien Irr(HF /GF ) par son image dans (Ker(H ∗ → G∗))F [13,
§15.1] selon un monomorphisme
σH,s : AG∗(s)F → Irr
(
HF/GF
)
.
Plus généralement, pour tout sous-groupe B de AG∗(s)F on définit un sous-groupe τH,s(B) de
HF par :
σH,s(B)= Irr
(
HF/τH,s(B)
)
.
(τH,s renverse les inclusions.) Si M est un sous-groupe de Levi F -stable de H et L = M ∩ G,
à travers l’injection de AL∗(s)F dans AG∗(s)F , σH,s et τH,s se restreignent en respectivement
σM,s et τM,s .
Il a été démontré que, si t ∈ HF est d’image s par un morphisme H ∗ → G∗ dual de σ ,
σH,s(AG∗(s)F ) est le stabilisateur de E(HF , t) dans Irr(HF /GF ) (ce dernier opérant par produit
tensoriel sur Irr(HF )). Cette opération est aussi bien celle de (G/Z(G))F . Ainsi AG∗(s)F opère
aussi sur E(HF , t). La décomposition de Jordan ΨH,t échange ces deux opérations de AG∗(s)F
[23, Proposition 8.1]. Si ξ ∈ E(HF , t), ξ = ΨH,s(α) et ξ couvre χ ∈ E(GF , s), l’ensemble des
éléments de E(HF , t) qui couvrent χ est l’image par ΨH,s de l’orbite de α selon AG∗(s)F , tan-
dis que les HF -conjugués distincts de χ forment une orbite régulière selon HF/τH,s(AG∗(s)Fα )
[13, Corollary (15.14)]. Dans les notations de l’appendice B, τH,s(AG∗(s)Fα ) = IHFGF (ξ) = T (χ).
Finalement par composition avec la bijection entre E(C◦G∗(s)F ,1) et E(CH ∗(t)F ,1) induite
par la restriction selon CH ∗(t)F → C◦G∗(s)F , on obtient une bijection entre ensembles quo-
tients E(GF , s)/HF ↔ E(C◦G∗(s)F ,1)/AG∗(s)F . Il s’agit de fait à gauche d’une opération de
Irr(AG∗(s)F ), indépendante du choix de H , soit une bijection
E(GF , s)/ Irr(AG∗(s)F )←→ E(C◦G∗(s)F ,1)/AG∗(s)F , (1.3.5)
où sur des orbites en correspondance les stabilisateurs se déduisent l’un de l’autre par orthogo-
nalité. Si par exemple C◦G∗(s) est un tore, E(C◦G∗(s)F ,1) est un singleton, dont le stabilisateur
dans AG∗(s)F est évidemment AG∗(s)F , d’orthogonal trivial.
1.3.6. Proposition. Hypothèses 1.3.3 sur σ : (G,F ) → (H,F ). Soit σ ∗ :H ∗ → G∗ un mor-
phisme dual, de noyau K∗. Soient t ∈ (H ∗ss)F , s = σ ∗(t) ∈G∗ et ζ ∈ E(HF , t).
(a) σ ∗ détermine une bijection E(C◦H ∗(t)F ,1) → E(C◦G∗(s)F ,1) et une injection de AH ∗(t)
dans AG∗(s) compatible avec les opérations de ces deux groupes sur les séries unipotentes en
bijection. Le quotient AG∗(s)/AH ∗(t) est isomorphe à un sous-groupe de K∗/(K∗)◦.
(b) A ζ correspond une orbite sous AH ∗(t)F dans E(C◦H ∗(t)F ,1), soit α un élément de cette
orbite. Si le centre de H est connexe, ΨH,s(α)= ζ .
(c) Res
GF→HF ζ est somme de |AG∗(s)Fα /AH ∗(t)Fα | éléments distincts de E(GF , s).
Démonstration. On notera que les hypothèses sur σ se transmettent à σ ∗ dont le noyau K∗ est
central et qui se restreint en une isogénie sur les groupes dérivés. Le quotient par un tore central
étant facile et simple à décrire, sans effet sur les groupes de non-connexité AG∗ , supposons K
fini.
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la première composante un plongement G → G1 à travers lequel factorise σ , d’où σ1 :G1 → H
et le noyau de σ1 est un tore central de G1, isomorphe à T . Soit G1 → G0 un plongement
régulier, on a un plongement régulier de H dans H0 := G0/kerσ1 et au total un diagramme
commutatif
G
σ
G1
σ1
G0
σ0
H
1
H H0
Sur des groupes duaux définis sur Fq on a un diagramme commutatif
G∗ G∗1 G
∗
0
H ∗
σ ∗
H ∗
1
σ ∗1
H ∗0
σ ∗0
Ici σ ∗ est de noyau K∗ isomorphe à Irr(K), tandis que σ ∗1 et σ ∗0 sont des plongements.
Les flèches horizontales sont surjectives, leurs noyaux sont des tores centraux. Comme
σ ∗(C◦H ∗(t)).Z◦(G∗) = C◦G∗(s) et σ ∗(CH ∗(t)) est contenu dans CG∗(s), σ ∗ définit une injection
de AH ∗(t) dans AG∗(s) et l’application (h → [h, t]) induit un morphisme de (σ ∗)−1(CG∗(s))
dans K∗, de noyau CH ∗(t), soit l’assertion (a).
L’assertion (b) résulte de la Proposition du paragraphe 1.2.
Soit s1 l’image de t dans G∗1, soient t0 ∈ (H ∗0 )Fss d’image t dans H ∗ et s0 = σ ∗0 (t0) ∈ G∗0. Par
les morphismes du diagramme précédent les séries E(C◦H ∗(t)F ,1), E(C◦H ∗0 (t0)
F ,1),
E(C◦G∗(s)F ,1), E(C◦G∗1 (s1)
F ,1), E(C◦
G∗0
(s0)F ,1) sont en correspondances bijectives. Sur ces en-
sembles opèrent les groupes AH ∗(t)F , AG∗1 (s1)
F et AG∗(s)F . Les morphismes σ ∗1 et G∗1 → G∗
induisent un isomorphisme de AH ∗(t) sur AG∗1 (s1) (car les groupes dérivés de H ∗ et de G∗1 sont
isomorphes) et un morphisme injectif de AG∗1 (s1) dans AG∗(s), applications compatibles avec
les opérations sur les séries unipotentes énumérées. L’isomorphisme entre AH ∗(t) et AG∗1 (s1)
implique que la « restriction de ζ à GF1 » via σ1 est un irréductible χ1 ∈ Irr(GF1 ). Il existe une
orbite sous AG∗1 (s1)
F dans E(CG0(s0)F ,1), soit ω1, telle que
∑
α∈ω1 ΨG0,s0(α) soit la projection
sur ZE(GF0 , s0) de Ind
GF0
GF1
χ1 tandis que, si α ∈ ω1, ResG
F
0
GF1
(ΨG0,s0(α)) est somme de conjugués
distincts de χ1, en orbite régulière selon GF0 /τG0,s0(AG∗1 (s1)
F
α ) (1.3.5). Soit χ l’un des compo-
sants irréductibles de ResG
F
1
GF
χ1 = ResGF→HF ζ . On a χ ∈ E(GF , s), soit donc ω l’orbite selon
AG∗(s)F dans E(GF0 , s0) contenant ω1. La description précédente appliquée à χ montre que∑
α∈ω ΨG0,s0(α) est la projection sur ZE(GF0 , s0) de Ind
GF0
GF
χ tandis que, ResG
F
0
GF
(ΨG0,s0(α)) est
somme de conjugués distincts de χ , en orbite régulière selon GF0 /τG0,s0(AG∗(s)Fα ). La restric-
tion est transitive et ResG
F
1
GF
χ1 est somme de conjugués distincts de χ , en orbite régulière selon
τG0,s0(AG∗(s1)Fα )/τG0,s0(AG∗(s)Fα ), groupe isomorphe à AG∗(s)Fα /AH ∗(t)Fα , d’où (c). 1
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est un problème délicat. T. Shoji [25] et C. Bonnafé [2] le résolvent lorsque G est de type A,
à l’aide des caractères de Gelfand–Graev.
1.3.7. Décomposition de Jordan et produit central
Soit G = G1.G2 un produit central de groupes algébriques connexes réductifs définis sur Fq
par des Frobenius F . Soit K le noyau du morphisme canonique σ :G1 × G2 → G. Un plon-
gement régulier G → H au sens de 1.3 peut s’obtenir par quotient d’un produit direct de deux
plongements réguliers Gj → Hj , soit ρ :H1 × H2 → H , de noyau isomorphe à K . On a alors
deux carrés commutatifs de morphismes duaux
G1 ×G2
σ
H1 ×H2
ρ
G H
,
H ∗ G∗
σ ∗
H ∗1 ×H ∗2 G∗1 ×G∗2
Les noyaux de σ et de σ ∗ sont d’ailleurs en dualité (sur des données radicielles convenables
autour d’un tore maximal T = (G1 ∩ T )(G2 ∩ T ), le noyau de σ ∗ est isomorphe au conoyau de
l’application X(T )→X(G1 ∩ T )×X(G2 ∩ T ) définie par les restrictions).
Considérons une série E(GF , s) (s ∈ (G∗)F ) et ζ ∈ E(GF , s). Comme (G∗)F est quotient
de (H ∗)F , on obtient des éléments semi-simples rationnels, un diagramme carré de morphismes
entre leurs centralisateurs
t s
(t1, t2) (s1, s2)
,
CH ∗(t) CG∗(s)
CH ∗1 (t1)× CH ∗2 (t2) CG∗1 (s1)× CG∗2 (s2)
et par restriction une bijection E(CH ∗1 (t1)F ,1)× E(CH ∗2 (t2)F ,1)→ E(CH ∗(t)F ,1).
Selon 1.3.1–1.3.6, ζ détermine une orbite Λ sous AG∗(s)F dans E(CH ∗(t)F ,1), cette or-
bite est contenue, via la bijection précédente, dans une orbite sous AG∗1 (s1)F × AG∗2 (s2)F
dans E(CH ∗1 (t1)F ,1) × E(CH ∗2 (t2)F ,1). Ces deux orbites paramètrent, pour la première l’en-
semble des éléments de E(HF , t) qui couvrent ζ , pour la seconde l’ensemble des éléments de
E(HF1 ×HF2 , (t1, t2)) qui couvrent tout composant de ResG
F
GF1 ×GF2
ζ . Noter que le noyau de ρ
est un tore, si bien que la restriction de HF à HF1 × HF2 induit une bijection de E(HF , t) sur
E(HF1 ×HF2 , (t1, t2)). Enfin soit λ= (λ1, λ2) ∈Λ. L’ensemble des éléments de GF1 .GF2 qui sont
couverts par ζ forment une orbite régulière sous l’action du quotient de AH ∗1 (s1)
F
λ1
× AH ∗2 (s2)Fλ2
par une image de AG∗(s)Fλ , précisément τH,s(AG∗(s)Fλ )/ρ(τH1×H2,(s1,s2)(AH ∗1 (s1)
F
λ1
×
AH ∗2 (s2)
F
λ2
)).
1.4. Données e-cuspidales de (G,F ) et -blocs de GF
Rappelons qu’un élément χ de Irr(GF ) est dit e-cuspidal si pour tout sous-groupe de
Levi e-déployé propre L de G et tout ζ ∈ Irr(LF ), χ n’apparait pas dans RG ζ . Une donnéeM
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λ ∈ Irr(LF ) est e-cuspidal et appartient à une ′-série de Lusztig de LF (voir [13, Definitions 13.3
et 21.5], [8, §2], [12, §1.3]). Soit donc s un ′-élément semi-simple fixé de (G∗)F . Une donnée
e-cuspidale (L,λ) de (G,F ) sera dite dans la série s de (G,F ) si RGLλ ∈ ZE(GF , s), ce qui
équivaut à « il existe un tore maximal F -stable T de L et θ ∈ Irr(T F ) tels que 〈RLT θ,λ〉LF = 0
et il existe T ∗, tore maximal de G∗ dans la classe duale de T , tel que s ∈ (T ∗)F et que l’isomor-
phisme Irr(T F ) ∼= (T ∗)F induit par la dualité entre T et T ∗ envoie θ sur s ». Il existe alors un
sous-groupe de Levi L∗ de G∗ dans la classe duale de L tel que T ∗ ⊂ L∗ et que λ ∈ E(LF , s),
E(LF , s) étant définie par référence à la dualité entre L et L∗ autour de (T ,T ∗).
Pour faire appel à [12] supposons  = 2 et les restrictions suivantes sur le premier , restric-
tions qui impliquent que tout irréductible e-cuspidal unipotent de GF est dans un -bloc dont le
groupe de défaut est central (voir [10, Proposition 4.3] et [19]). Le cas = 2 pour les groupes de
type classique sera considéré en 1.5.
1.4.1. Hypothèse.   7 si G admet un composant de type E8,   5 si G n’est pas de type
classique ou admet un composant rationnel de type 3D4, et  3 sinon.
1.4.2. Proposition. (Voir [12, Theorem 4.2].) Hypothèse 1.4.1. Les données e-cuspidales (L,λ)
dans la série s de (G,F ) sont associées aux données e-cuspidales unipotentes de (C◦G∗(s),F )
comme suit, à GF -conjugaison près :
Soit (L∗s , α) une donnée e-cuspidale unipotente de (C◦G∗(s),F ), soit L∗ := CG∗(Z◦(L∗s )φe ),
L∗ est un sous-groupe de Levi e-déployé de G∗. Soit L un sous-groupe de Levi de G dans la
classe duale de—et donc en dualité avec—L∗. A l’orbite de α sous AL∗(s)F correspond par
décomposition de Jordan une orbite Λ sous (L/Z(L))F dans E(LF , s). Quel que soit λ ∈ Λ,
(L,λ) est une donnée e-cuspidale dans la série s de (G,F ).
La Proposition 1.4.2 implique que la e-cuspidalité se conserve par morphisme isotypique
(voir 1.1.3) au sens suivant : si G → H est un tel morphisme et χ ∈ Irr(GF ), ξ ∈ Irr(HF )
sont tels que χ apparait dans ResHF
GF
ξ , alors χ est e-cuspidal si et seulement si ξ l’est. Les
données e-cuspidales unipotentes ont été déterminées [8]. Il résulte de [8, 3.13] et de notre Pro-
position 1.4.2 que χ ∈ E(GF , s) est e-cuspidal si et seulement si pour tout sous-tore maximal
et F -stable T ∗ de C◦G∗(s) si (T ∗)φe n’est pas central dans C◦G∗(s), alors 〈RGT ∗s,χ〉GF = 0. En
particulier en type A il n’y a pas de caractère irréductible 1-cuspidal unipotent. Plus généra-
lement si G = Ga il y a une seule classe de conjugaison de données e-cuspidales unipotentes,
portées par les tores diagonaux. L’unique bloc unipotent est le bloc principal. Lorsque le centre
de G est connexe, alors, dans les notations de la Proposition 1.4.2, le centre de L est connexe,
AL∗(s) = {1} et Λ est un singleton.
De 1.4.2, 1.3.6 et des propriétés de l’induction de Lusztig [16, 13.22] on déduit
1.4.3. Proposition. Soit G=G1.G2 un produit central de groupes algébriques connexes réduc-
tifs définis sur Fq par des Frobenius F . Soit ζ ∈ Irr(GF ). Alors ζ est e-cuspidal si et seulement
si ResGF
GF1 .G
F
2
ζ est produit tensoriel de e-cuspidaux.
Les deux propositions qui suivent sont décisives pour classifier les -blocs (voir aussi [13,
Theorem 21.7, Chapter 4, Exercise 4]).
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E-déployé de G et soit bL un -bloc de LF . Il existe un -bloc B de GF , noté RGLbL, tel que
pour tout ξ ∈ Irr(bL) ∩ E(LF , ′), tout composant irréductible de RGL⊂P ξ est dans Irr(B), ceci
quel que soit le parabolique P définissant RGL⊂P . Si en outre LF = CGF (Z(L)F ), on a une
inclusion de -sous-paires dans GF : ({1},RGLbL)⊂ (Z(L)F , bL).
1.4.5. Proposition. (Voir [12, Theorem 4.1].) Toute GF -classe de conjugaison de données e-
cuspidales (L,λ) détermine un -bloc bGF (L,λ) de GF et l’application ainsi définie est bijective
sur l’ensemble des -blocs de GF . Elle est caractérisée par les propriétés suivantes :
(a) λ ∈ Irr(bLF (L,λ)).
(b) Soit M est un sous-groupe de Levi e-déployé de G et soit (L,λ) une donnée e-cuspidale
de (M,F). On a, avec la notation de 1.4.4, RGM(bMF (L,λ)) = bGF (L,λ).
La Proposition 1.4.5 appelle quelques remarques.
(a) Le centre de G n’est pas supposé connexe. Les premiers  mauvais pour G et  = 3 pour
3D4 sont exclus à juste titre (voir [19] qui suggère un théorème analogue pour  mauvais, les
blocs correspondant aux données e-cuspidales (L,λ) où λ est de défaut central).
(b) Le groupe Irr(GF /[G,G]F ) opère sur l’ensemble des blocs de GF (voir Appendice B) de
telle sorte que
θ.bGF (L,λ)= bGF
(
L,
(
ResG
F
LF
θ
)⊗ λ), θ ∈ Irr(GF/[G,G]F ),
car RGL((Res
GF
LF
θ)⊗ λ) = RGLλ⊗ θ [16, Chapter 12]. En 2.4.1 sera déterminé le stabilisateur de
bGF (L,λ) en fonction de la donnée cuspidale unipotente associée à (L,λ) selon 1.4.2.
(c) Dans un produit central et dans les notations de 1.3.7, selon 1.4.3 une donnée e-cuspidale
(L,λ) de (G,F ) couvre des données e-cuspidales (L1L2, λ1 ⊗ λ2) de (G1.G2,F ). En outre
GF/GF1 .G
F
2 est naturellement isomorphe à L
F/LF1 .L
F
2 et on a une relation de commutation
ResGF
GF1 G
F
2
◦RGL = (RG1L1 ◦ ResL
F
LF1
) ⊗ (RG1L1 ◦ ResL
F
LF1
) [16, 13.22]. Selon 1.4.5 GF/GF1 .GF2 opère
sur les blocs de GF1 .G
F
2 déterminés par des données e-cuspidales de support L1.L2 comme
LF/LF1 .L
F
2 opère sur ces données.
(d) Selon la Proposition 2.2.2 à venir, les irréductibles de bGF (L,λ) appartenant à la série
de Lusztig de E(GF , s) apparaissent tous dans RGLλ. La Proposition 2.2.4 traite des ensembles
Irr(bGF (L,λ)) ∩ E(GF , st), où t ∈ C◦G∗(s)F . On y évite l’introduction de la relation e (voir
[13, Definition 21.5], [12, §5.4]).
La Proposition suivante permet de simplifier la présentation de Irr(bGF (L,λ)) ∩ E(GF , st)
(voir [13, Theorem 23.2] pour s = 1).
1.4.6. Proposition. Soit H un sous-groupe de Levi E-déployé de G. Soient (L,λ) et (L′, λ′)
deux données e-cuspidales unipotentes de G, (LH ,λH ) et (L′H ,λ′H ) deux données e-cuspidales
unipotentes de H telles que [L,L] = [LH ,LH ] et [L′,L′] = [L′H ,L′H ]. Si L et L′ sont conjugués
sous GF , LH et L′H sont conjugués sous HF .
Démonstration. Si G = Ga, H = Ha et H comme G n’a qu’une seule classe de données e-
cuspidales unipotentes, portées par les tores diagonaux, il n’y a rien à démontrer. Supposons
Gb = {1} et H =G et démontrons la Proposition par induction sur le rang semi-simple de G.
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tations unipotentes sont « insensibles aux morphismes isotypiques » et les sous-groupes de Levi
E-déployés comme les données e-cuspidales décomposent selon les produits centraux. Compte-
tenu des propriétés de descente des scalaires, supposons G de type irréductible.
(i) Supposons d’abord que H est lui-même un sous-groupe de Levi e-déployé. Alors H
contient un C◦G([L,L])F -conjugué de L [13, Proposition 22.8].
Pour les types classiques A, B, C, D et pour e 1 [8, Section 3] et pour les types exceptionnels
et e = 1 [22, Appendix] on constate
(a) On a H =Ha ou Hb est rationnellement irréductible.
(b) Si L n’est pas un tore, Lb est rationnellement irréductible.
(c) Il suffit que Lb et L′b soient de même type pour que L et L′ soient conjugués sous GF .
Dans les hypothèses de la Proposition on a donc Lb = [L,L] = [LH ,LH ] = (LH )b car selon
(b) (LH )a est un tore (un tore diagonal de Ha). Ou bien L = La et L est un tore. Mais (c)
implique en particulier qu’il existe une seule GF -classe de tores qui sont sous-groupes de Levi
e-déployés dans G. Il en est de même dans H , donc LH et L′H sont HF -conjugués. En général on
a LH = S.Lb, où S est tore diagonal de (LH )a. Selon (a), (c) s’applique à Hb, donc la HF -classe
de Lb est déterminée par le type de Lb.
En type exceptionnel pour e > 1 l’examen des tables [8, Table 1] montre que (a) et (b) ne
sont plus vraies, mais (c) subsiste (pour e fixé). On vérifie, en s’aidant des propriétés (a), (b),
(c) en type classique irréductible et (c) en type exceptionnel irréductible, qu’un sous-groupe de
Levi e-déployé propre maximal de G ne peut contenir deux données e-cuspidales unipotentes
non HF -conjuguées (LH ,λH ) telles que (LH )b soit du type de Lb et on conclut par induction
sur le rang semi-simple.
(ii) Supposant G = Gb, on sait qu’un sous-groupe de Levi E-déployé propre H est contenu
dans un sous-groupe de Levi e-déployé propre M de G [13, Theorem 22.2]. Selon ce qui précède
on peut supposer L ⊂ M , L′ ⊂ M ainsi que L et L′ MF -conjugués. Par hypothèse inductive
dans M , LH et L′H sont HF -conjugués. 
1.4.7. Définition et Proposition. Soient L et M deux sous-groupes de Levi F -stables de G et
soient λ ∈ E(LF ,1), μ ∈ E(MF ,1). On définit une relation d’équivalence ∼ par
(L,λ)∼ (M,μ) si et seulement si
il existe g ∈GF tel que [L,L] = [M,M]g et ResLF[L,L]F λ=
(
ResM
F
[M,M]F μ
)g
.
Soit H un sous-groupe de Levi E-déployé de G. La condition (L,λ) ∼ (LH ,λH ) définit une
bijection entre l’ensemble des GF -classes de données e-cuspidales unipotentes (L,λ) de (G,F )
telles que [L,L] ⊂⋃g∈GF gHg−1 et l’ensemble des HF -classes de données e-cuspidales uni-
potentes (LH ,λH ) de (H,F ).
Démonstration. Par [13, Definition 23.1, Proposition 23.3] on sait que si (L,λ) est une don-
née e-cuspidale unipotente de G telle que [L,L] ⊂ H , il existe une donnée e-cuspidale de H ,
soit (LH ,λH ) telle que [L,L] = [LH ,LH ], λ et λH étant d’égales restrictions à [L,L]F .
De plus toutes les données e-cuspidales unipotentes de H sont ainsi obtenues. D’autre part
([L,L],ResLF F λ) caractérise la GF -classe de (L,λ) [16, 13.20], [13, Proposition 22.8]. La[L,L]
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ResLF[L,L]F λ= ResM
F
[M,M]F μ », induit une bijection entre classes de données e-cuspidales. 
La Proposition suivante explicite l’application entre blocs introduite en 1.4.4 en fonction de
leur paramétrage selon les données e-cuspidales (1.4.5).
1.4.8. Proposition. Hypothèses 1.4.1. Supposons le centre de G connexe. Soit H un sous-groupe
de Levi E-déployé de G, et soit H ∗ un sous-groupe de Levi dans la classe duale de G∗ et conte-
nant s. Soit (LH ,λH ) une donnée e-cuspidale de (H,F ) en série s. Soit (Ls,H ,αH ) une donnée
e-cuspidale unipotente de (CH ∗(s),F ) telle que L∗ = CH ∗(Z◦(Ls,H )φe ) et λH = ΨH,s(αH ) (se-
lon la Proposition 1.4.2).
Soit (Ls,α) une donnée e-cuspidale unipotente de (CG∗(s),F ) telle que (Ls,H ,αH ) ∼
(Ls,α) selon 1.4.7. Soient λ = ΨL,s(α) et (L,λ) une donnée e-cuspidale de (G,F ) définie par
(Ls,α) (Proposition 1.4.2).
On a
RGH
(
bHF (LH ,λH )
)= bGF (L,λ)
et, pour tout χH ∈ Irr(bHF (LH ,λH )) et tout t ∈ Z(H ∗)F , RGH (tˆ ⊗ χH ) décompose dans
bGF (L,λ).
Ici tˆ est la représentation linéaire de HF définie par la dualité depuis l’élément t , central
dans (H ∗)F .
Démonstration. On sait [13, Proposition 22.8(iii)] que Z◦(Ls)φe (resp. Z◦(LH,s)φe ) est un
φe-sous-groupe maximal de C◦CG∗ (s)([Ls,Ls]) (resp. C◦CH∗ (s)([Ls,Ls])). Par les théorèmes de
Sylow sur les φe-sous-groupes [13, Theorem 13.18] il existe c ∈ C◦CG∗ (s)([Ls,Ls])F tel que
Z◦(LH,s)φe ⊂ cZ◦(Ls)φe . Quitte à remplacer L∗ par cL∗, on peut donc supposer Z◦(LH,s)φe ⊂
Z◦(Ls)φe . Par construction selon 1.4.2 on peut également supposer Z◦(LH )φe ⊂ Z◦(L)φe .
Selon 1.4.4 pour tout ξ ∈ Irr(bHF (LH ,λH )) ∩ E(HF , s), RGHξ décompose dans B :=
RGH (bHF (LH ,λH )). Si B = bGF (L,λ), ce qui va être démontré par induction sur le rang de G,
on obtient l’assertion de la Proposition pour t = 1.
Considérons la décomposition en produit central G=Ga.Gb et, selon la dichotomie employée
plusieurs fois dans [12] ou [13, Chapters 22, 23], distinguons selon que Gb ⊂H ou non, sachant
que la caractérisation des blocs par les données e-cuspidales est fonctorielle relativement au
produit central.
Si G = Ga le centre de G étant connexe il existe un seul -bloc en série s, paramétré par une
donnée (L,λ) telles que L∗s soit un tore diagonal de CG∗(s) et α = 1, par 1.4.2. Donc si Gb ⊂H ,
alors H = (H ∩ Ga).Gb et il y a une bijection naturelle entre l’ensemble des blocs (ou classes
de données e-cuspidales) de H et l’ensemble des blocs (ou classes de données e-cuspidales) de
G en série s, et aussi l’ensemble des blocs de Gb en une certaine série sb. Comme RGH se réduit
à RGaH∩Ga , R
G
H préserve cette bijection.
Si H ne contient pas Gb, il existe un sous-groupe de Levi propre e-déployé de G qui
contient H , soit M [13, Theorem 22.2]. On a Z◦(M)φe ⊂ Z◦(H)φe ⊂ Z◦(LH )φe ⊂ Z◦(L)φe .
Donc M contient L. Il existe un sous-groupe de Levi M∗ de G∗ dual de M et qui contient L∗.
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E(HF , s). Il résulte alors de 1.4.5 que RGHξ = RGM(RMH ξ) décompose sur bGF (L,λ).
Soit maintenant t ∈ Z(H ∗)F , et soit G(t) un sous-groupe de Levi de G contenant H et en
dualité avec C◦G∗(t). Notons encore tˆ la représentation de degré 1 de G(t)F déterminée par t et
la dualité (G(t),F ) ↔ (C◦G∗(t),F ). On a RG(t)H (tˆ ⊗ ξ) = tˆ ⊗ RG(t)H ξ . Or tˆ ⊗ RG(t)H ξ et RG(t)H ξ
décomposent dans le même -bloc de G(t) car t est d’ordre une puissance de . Selon [12,
Theorem 2.8], pour tout composant ξt de RG(t)H ξ , RGG(t)ξt et tˆ ⊗ RGG(t)ξt décomposent sur un seul
et même bloc de G qui, d’après ce qui précède, est bGF (L,λ). 
1.4.9. Remarque. Selon 1.4.8 pour s = 1, t ∈ (G∗)F et H en dualité avec le sous-groupe de
Levi C◦G∗(t) de G∗, (χt → RGH (tˆ ⊗χt )) est une injection de Irr(bHF (LH ,λH ))∩ E(HF ,1) dans
Irr(bFG(L,λ))∩ E(GF , t). Selon 1.4.7 ci-dessus cette application est surjective, ce qui sera géné-
ralisé en 2.2.4. Déjà [13, Theorem 23.2] affirme qu’un seul bloc bHF (LH ,λH ) fournit via RGH
tout l’ensemble Irr(bFG(L,λ))∩E(GF , t). On obtient ainsi une démonstration alternative de 1.4.6
par la théorie des blocs.
1.4.10. Proposition.  = 2. Notations 1.4.2–5.
(a) Soit G = G1.G2 une décomposition de G en produit central de groupes réductifs définis
sur Fq , soit χ ∈ E(GF , s) le caractère canonique d’un -bloc de défaut central de GF . La res-
triction à GF1 .G
F
2 de χ est somme d’irréductibles χ1 ⊗ χ2, où χj est de groupe défaut central
dans GFj .
(b) Soit (L,λ) une donnée e-cuspidale en série s, avec s = s′ .
Si G = Gb, bGF (L,λ) a un groupe de défaut central ssi Z(C◦G∗(s))F = Z(G∗)F et L = G,
λ est alors le caractère canonique de bGF (L,λ).
Si G = Ga, bGF (L,λ) a un groupe de défaut central ssi C◦G∗(s) est un tore dont un dual T
satisfait T F = Z(GF ). Alors T est un tore de Coxeter de (G,F ), et, désignant par θ le corres-
pondant dans Irr(T F ) de s ∈ C◦G∗(s)F , le caractère canonique de bGF (T , θ) est un composant
de RGT (θ).
Démonstration. (a) L’ordre de s est nécessairement premier à . Selon 1.3.4 et le commentaire
qui suit sa démonstration, si (s1, s2) est image de s dans G∗1 ×G∗2 et K est le noyau du morphisme
naturel G1 ×G2 →G, ResGF
GF1 .G
F
2
χ est somme de conjugués χ1 ⊗K χ2 en nombre premier à , et
avec χj ∈ E(HFj , sj ). On a donc χ1(1).χ2(1) = χ(1) = |GF/Z(GF )|. Or |GF | = |GF1 |.|GF2 |
et, par [13, Theorem 8.1], on a |Z(G)F |.|KF | |Z(G1 ×G2)F |.|KF |. Comme Z(G)F = Z(GF ),
idem pour G1, G2, il en résulte |GF/Z(GF )| |GF1 /Z(GF1 )|.|GF2 /Z(GF2 )|. Puisque χj (1) divise
|GFj /Z(GFj )|, on a |Z(GF )| = |Z(GF1 )|.|Z(GF2 )| et χj (1) = |GFj /Z(GFj )|.
(b) Selon [13, Proposition 22.16], si λ ∈ E(GF ,1) est e-cuspidal, bGF (λ) est de défaut central.
Inversement si (L,μ) est une donnée e-cuspidale unipotente, on a L= C◦G(Z(L)F ) et Z(L)F est
contenu dans un groupe de défaut de bGF (L,μ) (Proposition 1.4.4). Donc bGF (L,μ) est de
groupe de défaut central si et seulement si L = G, soit λ = μ. D’autre part si G = Ga et n’est
pas un tore, E(GF ,1) n’a aucun e-cuspidal.
Lorsque s = s′ , le noyau de tout χ ∈ E(GF , s) contient Z(G)F car la fonction caractéristique
de Z(G)F est uniforme [16, 12.21]. Alors χ est dans un bloc de groupe de défaut central de GF
ssi χ(1) = |GF/Z(G)F | et χ est alors le caractère canonique de son bloc.
1060 M. Enguehard / Journal of Algebra 319 (2008) 1035–1115Soit α ∈ E(C◦G∗(s)F ,1) appartenant à l’orbite selon AG∗(s)F associée à χ (voir 1.3). Comme
le quotient CG∗(s)/C◦G∗(s) est un ′-groupe, on a par (1.3.1(vi)), (1.3.3) et (1.3.5) χ(1) =
α(1)|(G∗)F /C◦G∗(s)F |. D’autre part |(G∗)F | = |GF |. Donc bGF (χ) est de défaut central si
et seulement si |Z(G)F |.α(1) = |C◦G∗(s)F |.
(1) G = Gb (ou plus généralement Ga est un tore). On a alors Z(G)F = Z◦(G)F , de même
pour G∗, donc |Z(G)F | = |Z(G∗)F |. Comme Z(G∗) ⊂ Z(C◦G∗(s)), bC◦G∗ (s)F (α) est de groupe
de défaut central et Z(G∗)F = Z(C◦G∗(s))F . La condition est suffisante.
En conclusion, en série E(GF , s), bGF (L, ξ) est de défaut central si et seulement si
L∗(s) = C◦G∗(s) et Z(G∗)F = Z(C◦G∗(s))F . Mais puisque G = Gb et L∗ est e-cuspidal, on
a L∗ = C◦G∗(Z(L∗)F ) [10, Proposition 2.2]. (Rectificatif : l’assertion (ii) de cette Proposition
n’est vraie que sous l’hypothèse supplémentaire «  ∈ γ (G∗,F ) », satisfaite si G = Gb.) Or
Z(L∗)F ⊂ Z(C◦G∗(s))F = Z(G∗)F . Donc L∗ =G∗ et L=G, χ = λ et α est e-cuspidal par 1.4.2.
(2) Si G = Ga, soit T un tore maximal F -stable de G en dualité avec un tore diagonal T ∗s de
(C◦G∗(s),F ). Une extension de T F par un -groupe de Sylow de WG(s)F est groupe de défaut de
bGF (L,λ). Que le groupe de défaut soit central équivaut à T F ⊂ Z(G) et WG(s)F = {1}. On voit
facilement que cela implique que T est un tore de Coxeter de (G,F ). Mais qu’un tore diagonal
de C◦G∗(s) soit un tore de Coxeter de G∗ implique que C◦G∗(s) est réduit à ce tore, car un tore de
Coxeter est maximal en tant que sous-groupe de Levi F -stable propre de G. La série E(GF , s)
se réduit aux composants de RGT θ . 
1.4.11. Exemple. Le plongement de SL dans GL donne un exemple de bloc de défaut central du
groupe dérivé qui n’est pas dominé par un bloc de défaut central (comparer au Corollaire 1.3.4).
Si (q − 1) = , le tore de Coxeter de SL(q) satisfait à la condition posée en 1.4.10, celui de
GL(q) n’y satisfait pas.
1.5. G de type classique et = 2
Proposition. Soit G de type classique en caractéristique impaire. Soit s un élément semi-simple
de (G∗)F , d’ordre impair, soit L un sous-groupe de Levi de G en dualité avec C◦G∗(s).
(a) GF admet un seul 2-bloc unipotent, le bloc principal. En particulier aucun élément de
E(GF ,1) n’est de 2-défaut central.
(b) Si AG(s)F = {1}, et c’est le cas en types B, C et D, GF admet un seul 2-bloc en série s,
soit b(s) tel que Irr(b(s))= E2(GF , s).
(c) Un 2-groupe de Sylow de LF est groupe de défaut d’un 2-bloc en série s. Donc un tel bloc
est de défaut central si et seulement si L est un tore tel que LF2 = Z(G)F2 .
Démonstration. (a) Selon nos conventions un tore n’a pas de type. Selon [13, Theorem 21.14],
l’ensemble des irréductibles du 2-bloc principal est E2(GF ,1).
(b) Le bimodule virtuel associé au foncteur de Lusztig RGL restreint au bloc principal de LF
définit une isométrie parfaite [5] et équivalence de Morita qui transforme le bloc principal b1
de LF en b(s) [4]. En particulier, si sˆ désigne la représentation linéaire de LF qui par dualité
correspond à s ∈ C◦G∗(s)F , l’application (λ → RGG◦(s)(sˆ.λ)) induit une bijection de Irr(b1) =
E2(G◦(s)F ,1) sur Irr(b(s))= E2(GF , s). Un 2-groupe de Sylow de LF est donc groupe de défaut
de b(s).
Notons que l’hypothèse AG(s)F = {1} est satisfaite si les composants de G sont de type B, C
ou D et par les sous-groupes de Levi F -stables d’un tel groupe.
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couvrement régulier dual σ :H ∗ →G∗. Soient b un 2-bloc en série s de GF et b(t) le 2-bloc en
série t de HF . Quelque soit χ ∈ E(GF , s), χ est couvert par au moins un élément de E(HF , t),
et la restriction à GF de tout élément de E(HF , t) est somme d’éléments de E(GF , s), donc
l’ensemble des blocs de GF en série s est exactement l’ensemble des blocs de GF couverts par
b(t). Inversement les blocs de HF qui couvrent un bloc en série s s’obtiennent tous ainsi, t est
défini modulo (Kerσ)F
′ , donc CG∗(t) ne dépend pas de t . Soit M un sous-groupe de Levi de H
en dualité avec CH ∗(t), L := M ∩ G est en dualité avec C◦G∗(s). Un 2-groupe de Sylow E de
MF est groupe de défaut de b(t) quel que soit t . Selon [24, Chapter 5, 5.16], E ∩GF est groupe
de défaut de tout bloc couvert pat b(t). Or E ∩GF est un 2-groupe de Sylow de LF . 
La condition T F2 ⊂ Z(G) est rarement satisfaite. Elle l’est par le tore de Coxeter T de SL2m(q)
si m est impair et q ≡ 3 (mod 4). Il y a un exemple analogue dans les groupes simplement
connexes classiques. Le dénombrement des blocs en série s lorsque CG(s) n’est pas connexe est
présenté dans la section 4.3.
1.6. Théorème. Supposons   7 si G admet un composant de type E8,   5 si G a un
composant qui n’est pas de type classique,   3 si G a un composant non classique. Soit
(G,F ) → (H,F ) un plongement régulier comme en 1.3, H ∗ → G∗ un morphisme dual, s′ un
′-élément semi-simple de (H ∗)F d’image s par ce morphisme dual.
Il existe un groupe réductif G(s) dont la composante connexe neutre est notée G◦(s) et défini
sur Fq par un endomorphisme F , tel que
(A) (G◦(s),F ) et (C◦G∗(s),F ) sont en dualité, G(s)/G◦(s) est isomorphe à AG∗(s) lequel
opère sur G◦(s) en prolongeant son opération sur une donnée radicielle de C◦G∗(s).
(B) Il existe une bijection ΦG de l’ensemble des blocs unipotents de G(s)F sur l’ensemble
des blocs de GF en série s et une bijection ΦH de l’ensemble des blocs unipotents de G◦(s′)F
sur l’ensemble des blocs de HF en série s′ telles que
(B.1) Si G=H .
(B.1.a) Soient (L,λ) une donnée e-cuspidale en série s de (G,F ) et (Ls,α) une donnée e-
cuspidale unipotente de (G◦(s),F ). On a ΦG(bG◦(s)F (Ls,α)) = bGF (L,λ) si et seulement si
(L,λ) et (Ls,α) sont associées par la Proposition 1.4.2 à une même classe de conjugaison de
données e-cuspidales unipotentes de (CG∗(s),F ).
(B.1.b) ΦG est compatible avec la décomposition de Jordan : si t est un -élément de CG∗(s)F ,
CG◦(s)∗(t) étant identifié à CG∗(st), on a
(
ΨG,st ◦ΨG◦(s),t−1
)(
Irr(b)∩ E(G◦(s)F , t))= Irr(ΦG(b))∩ E(GF , st).
On obtient ainsi une bijection Irr(b)→ Irr(ΦG(b)).
(B.2) ΦG et ΦH sont compatibles avec la théorie de Clifford des blocs au sens sui-
vant. L’application G → H induit un plongement G◦(s) → H ◦(s′) ; soient b′ un bloc uni-
potent de H ◦(s′)F , b0 le bloc unipotent de G◦(s)F « restriction » de b′, et b un bloc uni-
potent de G(s)F . Le bloc ΦH(b′) couvre ΦG(b) si et seulement si b couvre b0. Il existe
une bijection Ψb : Irr(b) → Irr(ΦG(b)) compatible avec celle obtenue en (B.1.b) et telle que
Ψb(ζ )(1).|G(s)F |p′ = ζ(1).|GF |p′ .
(B.3) Les groupes de défaut de b et de ΦG(b) sont isomorphes.
Les catégories de Brauer de b et de ΦG(b) sont équivalentes.
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est descriptif. Le groupe G(s) est construit dans la section 3, Proposition 3.1.
Le Corollaire 3.3 établit une bijection, avec la relation entre degrés annoncée dans (B.2),
Γ :E
(
G(s)F ,1
)←→ E(GF , s)
La bijection Γ se déduit de Γ ◦ :E(G◦(s′)F ,1) ↔ E(HF , s′) par restriction ou induction grâce
à (1.3.5), Γ ◦ est déterminée par la décomposition de Jordan. Il est clair que AG∗(s)F opère sur
E(HF , s′) et Irr(AG∗(s)F ) opère sur E(H ◦(s′)F ,1), opérations qui se lisent par plongement de
G dans H et de G◦(s) dans G(s).
Soient B◦ (resp. B, B◦s , Bs ) l’ensemble des blocs unipotents de G◦(s)F (resp. unipotents de
G(s)F , en série s′ de HF , en série s de GF ).
Supposons  = 2. Si G=H , la bijection
B◦ ←→ B◦s
est décrite à l’aide des données e-cuspidales par la Proposition 1.4.2, les Lemmes 2.2.1 et 3.4.1.
La Proposition 2.2.4(b) établit l’égalité annoncée en (B.1.b), qui décrit la compatibilité de Γ ◦
avec la partition selon les blocs et la décomposition en séries soit des bijections Irr(b◦)↔ Irr(b◦s )
si b◦ ∈ B◦ correspond à b◦s ∈ B◦s .
Lorsque Z(G) n’est pas connexe, les théories de Clifford entre GF et HF d’une part, entre
G◦(s)F et G(s)F d’autre part, sont cohérentes avec la bijection précédente sous les actions
de Irr(AG∗(s)F ) (sur B◦s′ ) et AG∗(s)F (sur B◦), les orbites se correspondant. Selon la Propo-
sition 3.4.2 et la Proposition 2.4.1, on a des bijections
B◦/AG∗(s)F ←→ B/ Irr
(
AG∗(s)F
)
,
B◦s′/ Irr
(
AG∗(s)F
)←→ Bs/AG∗(s)F
telles que si b◦ =bG◦(s)F (Ls,α)∈B◦ est couvert par b ∈ B et correspond à b◦s′ =bHF (L,λ) ∈ B◦s′
comme ci-dessus (1.4.2, 1.4.5), b◦
s′ couvrant bs ∈ Bs , alors
– l’orbite de b◦ est régulière sous AG∗(s)F /(AG∗(s)FL∗s )α ,
– l’orbite de b est régulière sous Irr(AL∗(s)Fα ),
– l’orbite de b◦
s′ est régulière sous Irr(AG∗(s)
F /(AG∗(s)FL∗s )α),
– l’orbite de bs est régulière sous AL∗(s)Fα .
Les actions de AG∗(s)F et de Irr(AG∗(s)F ) sur les ensembles de blocs et d’irréductibles sont
cohérentes, d’où (B.2).
La première assertion de (B.3) est démontrée en 4.1.2. La catégorie de Brauer d’un bloc B
d’un groupe fini X est une petite catégorie dont les objets sont les -sous-paires de X contenant
({1},B) et les morphismes sont induits par restriction d’automorphismes intérieurs de X. Selon
les théorèmes de fusion (voir par exemple [27, §47 et (48.3)]) la deuxième assertion de (B.3)
résulte de la première et des Propositions 4.2.4, 4.2.5.
Si  = 2 et G est de type classique en caractéristique impaire, les assertions résultent des
sections 1.5, 3.6 et 4.3. sachant que CG(s)F (D)/CG◦(s)F (D) et AC◦G(D)∗(s)
F ont même image
dans AG∗(s)F . 
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2.1. Groupes de Weyl relatifs
Des arguments classiques, utilisant essentiellement la conjugaison sous G de tores maximaux
de G ou la conjugaison sous GF de certaines classes de tores maximaux F -stables et l’argument
de Frattini, permettent d’établir des isomorphismes de certaines sections de G avec des sous-
groupes ou sections de groupes de Weyl. En voici pour mémoire un exemple typique dont on
utilisera diverses variantes.
2.1.1. W -argument. Soit L un sous-groupe réductif connexe de G, stable par F et H un sous-
groupe de GF tel que LF ⊂ H ⊂ NG(L). Soit T un tore maximal maximalement déployé de L.
Posons W(HL,T ) = NHL(T ).T /T , sous-groupe de W(G,T ). On a une suite exacte courte
naturelle scindée
1 → W(L,T )F → W(HL,T )F →H/LF → 1.
Démonstration. Par L-conjugaison des tores maximaux on a H.L= NH.L(T ).L. Selon un théo-
rème d’isomorphisme on a HL/L∼=H/LF .
La conjugaison sous LF des tores maximalement déployés de L implique aussi (HL)F =
NHL(T )F .LF . Comme T est connexe on a W(G,T )F = [NG(T )/T ]F ∼= NG(T )F /T F ∼=
NG(T )F .T /T . Au total
H.L/L∼= NHL(T )F /NL(T )F ∼=
[
NHLF (T )/T F
]
/
[
NLF (T )/T F
]
∼= [NH (T ).T /T ]F /[NL(T ).T /T ]F .
Ce quotient est une extension scindée, le stabilisateur d’un couple (tore ⊂ Borel) F -stables
de L est un complément de W(L,T )F dans W(LH,T )F . 
On notera que l’argument de Frattini « rationnel » peut aussi s’utiliser pour les tores diagonaux
des groupes de type A ou toute classe de tores stable par des automorphismes qui commutent
à F .
Si s ∈ L∗, on note NGF (L,E(LF , s)) le stabilisateur de la série E(LF , s) dans NG(L)F . Si
(T , θ), où T est un tore maximal F -stable de L et θ ∈ Irr(T F ), correspond à (T ∗, s) dans la
dualité (T ,L) ↔ (T ∗,L∗) supposée définir E(LF , s), on a évidemment NGF (L,E(LF , s)) =
NGF (L,T , θ).LF , en particulier NGF (L,E(LF , s))/LF est isomorphe à NGF (T , θ)/NLF (T , θ).
Si G∗ contient L∗, et c’est possible lorsque L est un sous-groupe de Levi de G mais aussi, selon
les Propositions 1.2.4 et 1.2.7, si L est le centralisateur d’un -sous-groupe de GF , on obtient un
isomorphisme NG(L,E(LF , s))F /LF ∼= (NG∗(L∗)F ∩ CG∗(s)/CL∗(s)F .
2.1.2. Proposition. Soit (L,λ) une donnée e-cuspidale en série s ∈ (L∗)F d’un sous-groupe
de Levi F -stable M de G, de duaux L∗ ⊂ M∗ dans G∗. On a un isomorphisme natu-
rel
[
NG(M)∩ NG
(
L,E(LF , s))F ]/LF ∼= [NW(G)(W(M))∩ NWG(s)F (W ◦L(s))]/WL(s)F .
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Z◦(C◦L∗(s))φe (Proposition 1.4.2). On a donc NG∗(M∗)F ∩ NG∗(L∗) = NG∗(M∗)F ∩
NG∗(Z◦(L∗)φe ), de même du côté de G.
La dualité entre L et L∗ étant définie autour d’un couple de tores en dualité (T ,T ∗),
avec s ∈ T ∗, on a des isomorphismes naturels entre les groupes NG(L)/L, WG(L) =
NW(G,T )(W(L,T ))/W(L,T ), NG∗(L∗)/L∗, WG∗(L∗) = NW(G∗,T ∗)(W(L∗, T ∗))/W(L∗, T ∗)
(le passage au dual conduit plus naturellement à des anti-isomorphismes entre sections de
groupes de Weyl).
Par 2.1.1, les données étant supposées F -stables on a aussi
[
NG∗(L∗)/L∗
]F ∼= WG∗(L∗)F ∼= WG(L)F ∼= [NG(L)/L]F ∼= NGF (L)/LF ,
le quotient considéré dans la Proposition a donc une image isomorphe dans WG(L)F .
Par définition de la série E(LF , s) et via l’anti-isomorphisme entre groupes de Weyl de
groupes en dualité, le stabilisateur de E(LF , s) dans WG(L)F est celui de la classe de (L∗)F -
conjugaison (s) de s dans WG∗(L∗)F . On a NG∗(L∗, (s))F = (L∗)F .[NG∗(L∗)F ∩ CG∗(s)], ce
qui, grâce à 2.1.1, peut se traduire par
NG
(
L,E(LF , s))F /LF ∼= (NW(G)(W(L))∩ WG(s)F )/WL(s)F .
Puisque Z◦(L∗) et s se centralisent, NG∗(L∗)F ∩ CG∗(s) = NG∗(Z◦(L∗)φe )F ∩ CG∗(s) =
NCG∗ (s)(Z
◦(L∗)φe )F . De Z◦(L∗)φe = Z◦(C◦L∗(s))φe il résulte NG∗(M∗)∩NG∗(L∗)∩CG∗(s)F =
NG∗(M∗)∩ NCG∗ (s)(C◦L∗(s))F . On obtient
NG∗(M∗)∩ NG∗
(
L∗, (s)
)F = (L∗)F .[NG∗(M∗)∩ NCG∗ (s)(C◦L∗(s))]F .
Le quotient par (L∗)F s’écrit dans les groupes de Weyl relativement à un tore maximalement
déployé de C◦L∗(s). La notation est allégée par suppression des ∗’s, c’est l’isomorphisme an-
noncé. 
2.1.3. Remarque. Il est clair que dans les hypothèses de 2.1.1 ou 2.1.2 on a NG(L)F ⊂
NGF (LF ). L’inclusion réciproque sera souvent vraie lors de l’application de ces proposi-
tions. Supposons par exemple que L = C◦G(Z(L)F ) (c’est le cas si L est le centralisa-
teur d’un -sous-groupe abélien de GF contenu dans un tore, ou si L est Eq,-déployé
et Z(G)F /Z◦(G)F est un ′-groupe, voir [12, Proposition 3.2]). On a alors NGF (LF ) ⊂
NG(Z(L)F )⊂ NG(L).
Le stabilisateur de (L,λ) dans G sera étudié en 2.3.
2.2. Irréductibles
Selon les Propositions 1.4.2 et 1.4.5 et dans leurs notations et hypothèses, pour paramétrer
l’ensemble des GF -classes de conjugaison de données e-cuspidales en série s de (G,F ), il
suffit de considérer, pour tout sous-groupe de Levi e-cuspidal L∗(s) de C◦G∗(s) porteur d’une
donnée e-cuspidale unipotente de (C◦G∗(s),F ), un sous-groupe de Levi L de G en dualité avec
CG∗(Z◦(L∗(s))φe ) autour d’un tore maximalement déployé de L∗(s) et d’un tore dual, et, si
le centre de G est connexe, d’appliquer ΨL,s , sinon de s’y ramener (cf. 1.3). Toute classe de
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ainsi construites.
Le groupe L n’est défini qu’à GF -conjugaison près et la dualité entre L et L∗ peut être ex-
plicitée relativement à divers couples de tores maximaux en dualité. Cependant la GF -classe de
conjugaison de (L,E(LF , s)) ne dépend que de la CG∗(s)F -classe de conjugaison de L∗(s).
Inversement si un élément g de GF conjugue deux couples (L1,E(LF1 , s)) et (L2,E(LF2 , s))
ainsi construits, il existe g′ ∈ G∗F qui conjugue (L∗1, s) en (L∗2, s). Soient par exemple (T1, T ∗1 )
et (T2, T ∗2 ) les couples de tores en dualité définissant les données radicielles duales de (L1,L∗1) et
(L2,L
∗
2) respectivement. On peut supposer, modulo L
F
1 , que
gT1 = T2. Le tore maximal T ∗2 est
aussi conjugué de T ∗1 par g′ ∈ (G∗)F et la donnée radicielle de L2 relativement à (T2, T ∗2 )—qui
est dualement celle de L∗2 relativement à (T ∗2 , T2)—est la transportée par (g, g′) de la donnée
relative à (T1, T ∗1 ). Alors si θ1 ∈ Irr(T F1 ) et (T1, θ1) correspond à (T ∗1 , s), g(T1, θ1) correspond
à (T ∗2 , sg
′
). Puisque g transporte E(LF1 , s) en E(LF2 , s), s et sg
′
sont conjugués dans (L∗2)F , ce
qui permet de rectifier g′ afin que g′ ∈ CG∗(s)F . Les sous-groupes de Levi e-déployés C◦L∗1 (s) et
C◦
L∗2
(s) de C◦G∗(s) sont donc conjugués selon CG∗(s)F .
Notons S(L, s) l’ensemble des λ ∈ E(LF , s) tels que (L,λ) soit une donnée e-cuspidale de G.
Les groupes de Levi L, L∗ et s étant fixés, l’ensemble des blocs de GF associés aux données
e-cuspidales de (C◦G∗(s),F ) portées par L∗(s) est en bijection avec l’ensemble des orbites se-
lon NG(L)F sur Irr(LF ) rencontrant S(L, s). Or NG(L)F permute les séries de Lustig de LF
comme WG(L)F = WG∗(L∗)F permute les classes d’éléments semi-simples de (L∗)F . Donc
par intersection avec S(L, s) on obtient une bijection( ⋃
n∈NG(L)F
nS(L, s)
)/
NG(L)F
∼=−→ S(L, s)/NG
(
L,E(LF , s))F .
Lorsque Z(G) est connexe, Z(L) l’est aussi et peut donc supposer que les décomposition de
Jordan bijectives ΨG,s et ΨL,s satisfont aux conditions de la Proposition 1.3.1, en particulier
l’assertion (iv). Cela s’applique par exemple au groupe NGF (L,E(LF , s))/LF qui est issu d’au-
tomorphismes induits par un sous-groupe du normalisateur de T dans G, car le groupe de Weyl
relatif WCG∗ (s)(CL∗(s))
F
, isomorphe à NWG(s)F (WL(s))/WL(s)
F
, opère autant sur la donnée
radicielle de L déterminée par (T ,T ∗) que sur celle de CL∗(s). Via l’isomorphisme en 2.1.2 et
la décomposition de Jordan, les opérations sur E(LF , s) et sur E(CL∗(s)F ,1) sont échangées,
la conjugaison selon NGF (L) de deux éléments λ1 et λ2 de S(L, s) équivaut à celle de leurs
correspondants α1, α2 ∈ E(CL∗(s)F ,1), les ensembles quotient sont en bijection,
NGF
(
L,E(LF , s))/NGF (L)λj ∼= WCG∗ (s)(CL∗(s))F /WCG∗ (s)(CL∗(s))Fαj
∼= NCG∗ (s)
(
CL∗(s)
)F
/NCG∗ (s)
(
CL∗(s)
)F
αj
.
Soit U = S(CL∗(s),1) l’ensemble des éléments e-cuspidaux de E(CL∗(s)F ,1). La bijec-
tion S(L, s) ↔ U donne une bijection entre ensemble quotients S(L, s)/NGF (L,E(LF , s)) et
U/NCG∗ (s)(CL∗(s))F . On a donc
2.2.1. Lemme. Si le centre de G est connexe, la construction de la Proposition 1.4.2 induit
une bijection entre l’ensemble des classes de GF -conjugaison de données e-cuspidales en série
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potentes de (CG∗(s),F ). Chaque classe correspond à une orbite selon WCG∗ (s)(L∗(s))F dans
l’ensemble des irréductibles e-cuspidaux unipotents d’un certain sous-groupe de Levi e-déployé
L∗(s) de CG∗(s). Il en résulte selon la Proposition 1.4.5 une bijection entre l’ensemble des blocs
unipotents de CG∗(s)F et l’ensemble des blocs B de GF tels que Irr(B)⊂ E(GF , s).
Les Propositions 2.2.2 et 2.2.4, qui préfigurent l’existence de séries de e-Harish-Chandra gé-
néralisées y compris sur des irréductibles non unipotents, sont essentiellement des corollaires
des principaux théorèmes énoncés en [12]. En particulier l’assertion (b1) de la Proposition 2.2.4
montre que la relation notée e dans [12] est transitive sans restriction lorsque le centre de G est
connexe.
2.2.2. Proposition. Soient (L,λ) une donnée e-cuspidale de (G,F ) en série s et bGF (L,λ) le
bloc de GF ainsi défini selon (1.4.5).
(a) Soit μ ∈ Irr(LF ). Alors RGLλ et RGLμ ont un constituant irréductible commun si et seule-
ment si μ est conjugué de λ sous NG(L)F .
(b) Irr(bGF (L,λ))∩ E(GF , s) est l’ensemble des composants irréductibles de RGLλ.
(c) Supposons le centre de G connexe. Soit (Ls,α) une donnée e-cuspidale unipotente
de (CG∗(s),F ) qui définit (L,λ) selon la Proposition 1.4.2, λ = ΨL,s(α). Pour tout β ∈
E(CG∗(s)F ,1) on a 〈
RGLλ,ΨG,s(β)
〉
GF
= 〈RCG∗ (s)Ls α,β〉CG∗ (s)F (JB1)
et
Irr
(
bGF (L,λ)
)∩ E(GF , s)= ΨG,s(Irr(bCG∗ (s)F (Ls,α))∩ E(CG∗(s)F ,1)) (JB2)
sauf éventuellement sur un composant rationnellement irréductible H de type E8, lorsque
(CH ∗(s),F ) est de type A1 × E7, (Ls ∩ H,F) de type (Φ2)2. 2E6, (e = 2) et α ∈ { 2E6[θ ],
2E6[θ2]}, auquel cas on a cependant une bijection ψ : Irr(bCG∗ (s)F (Ls,α)) ∩ E(CG∗(s)F ,1) →
Irr(bGF (L,λ))∩ E(GF , s) telle que〈
RGLλ,ψ(β)
〉
GF
= 〈RCG∗ (s)Ls α,β〉CG∗ (s)F
et, pour H =G et αj = 2E6[θj ] (j = 1,2),
⋃
j=1,2
Irr
(
bGF
(
L,ΨL,s(αj )
))∩ E(GF , s)= ΨG,s
( ⋃
j=1,2
Irr
(
bCG∗ (s)F (Ls,αj )
)∩ E(CG∗(s)F ,1)
)
.
Il existe donc une variante Ψ˜G,s de ΨG,s qui satisfait comme ΨG,s à (JB1), (JB2) et aux
conditions de la Proposition 1.3.1.
Démonstration. Les éléments de E(GF ,1) sont notés comme dans [22] ou [9]. Les blocs unipo-
tents étant paramétrés par les données e-cuspidales unipotentes (Proposition 1.4.5), pour s = 1 la
Proposition est partie du théorème fondamental de [8]. Je n’ai pu lever l’ambiguïté qui apparaît
dans les séries 15 et 16 de [8, Table 2].
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Si RGLμ décompose sur E(GF , s) mais μ n’est pas e-cuspidal, il existe une donnée e-cuspidale
(L0, λ0) propre de (L,F ) telle que μ ∈ Irr(bLF (L0, λ0)) et alors tout constituant de RGLμ appar-
tient à Irr(bGF (L0, λ0)), ensemble disjoint de Irr(bGF (L,λ)) car bGF (L0, λ0) = bGF (L,λ).
Enfin si μ est e-cuspidal, alors RGLμ et R
G
Lλ décomposent dans Irr(bGF (L,λ)) et
Irr(bGF (L,μ)) respectivement, lesquels sont non disjoints si et seulement si bGF (L,μ) =
bGF (L,λ), condition équivalente à la GF -conjugaison de (L,λ) et de (L,μ), soit la conjugaison
de λ et μ sous NG(L)F .
(b)–(c) L’égalité (JB1) implique que ΨG,s(β) est un composant de RGLλ si et seulement si β
en est un de RCG∗ (s)Ls α. Si s = 1 (JB1) résulte du fait qu’il existe un paramétrage de E(GF ,1)
et des formules de décomposition de RGLλ depuis une donnée e-cuspidale (L,λ) qui sont gé-
nériques au sens de [8]. Paramétrage et formules ne dépendent que du couple (W,F ) et sont
invariants par l’anti-isomorphisme de transposition (W(G),F ) → (W(G∗),F ) déterminé par la
dualité entre (G,F ) et (G∗,F ). La décomposition de Jordan ΨG,1 est précisément définie en co-
hérence avec la spécialisation vers G et G∗ des espaces génériques de fonctions unipotentes, voir
[8, (1.27), Remark, (1.28)]. Autrement dit, si (L∗, α) est une donnée e-cuspidale unipotente de
(G∗,F ) et RG∗L∗ α =
∑
β m(β)β alors RGL(ΨL,1(α)) =
∑
β m(β)ΨG,1(β). En outre tout élément
de E(GF ,1) étant composant d’une série RG
L′λ
′ pour une donnée e-cuspidale (L′, λ′) définie à
GF -conjugaison près, on a bGF (L,λ)∩ E(GF ,1)= {γ | 〈RGLλ,γ 〉GF = 0}. Par le Lemme 2.2.1,
on obtient (JB2) et (b) à partir de (JB1), et ceci quel que soit s. D’autre part (b) pour s = 1 et (c)
pour toute donnée e-cuspidale en série s implique (b) en série s. Il reste à démontrer (JB1) pour
s = 1 et (b) lorsque Z(G) n’est pas connexe.
Si s est central dans G∗ il lui correspond sˆ ∈ Irr(GF ) de degré 1 et on a alors E(GF , s) =
sˆ ⊗ E(GF ,1) et E(LF , s) = (ResGF
LF
sˆ) ⊗ E(LF ,1), RGL(ResG
F
LF
sˆ ⊗ λ) = sˆ ⊗ RGLλ pour tout
λ ∈ E(LF ,1) et enfin ΨG,s = sˆ ⊗ ΨG,1 (assertion (ii) de la Proposition 1.3.1). Donc (b) et (c)
pour s central se déduisent de (b) et (c) pour s = 1. Plus généralement la multiplication de s par
un élément central de (G∗)F préserve la condition (b).
Supposons Z(G) connexe. Si G est un produit central de composants F -stables (et que l’on
peut supposer de centres connexes) il suffit que (c) soit vraie dans chaque composant pour que
(c) soit vraie dans G. Supposons donc G rationnellement irréductible et s non central dans G∗.
Démontrons (c) par induction décroissante sur le rang de Z◦(Ls)φe et croissante sur le co-rang
semi-simple de CG∗(s) dans G∗. Si Ls est un tore, l’égalité résulte de la propriété fondamentale
de ΨG,s , condition (J) en 1.3.1, que λ soit e-cuspidale on non. Si L=G, Ls = CG∗(s) et il n’y a
rien à démontrer. Si Ls = CG∗(s), ou bien L = G ou bien L∗ est un sous-groupe de Levi propre
de G∗ qui contient CG∗(s). Le cas d’exception cité dans l’énoncé est exclus car CG∗(s) y est de
rang semi-simple égal à celui de G∗, s est « isolé ». Par la condition (iii) de la Proposition 1.3.1
on a alors RGLλ = ΨG,s(α), soit (b) et (c) dans ce cas. Si L est déployé la relation RGL ◦ ΨL,s =
ΨG,s ◦ RCG∗ (s)CL∗ (s) permet de conclure directement. Supposons donc Ls = CG∗(s) et L non déployé.
Posons χ = ΨG,s(β).
On a par hypothèse ∗RCG∗ (s)Ls β = a
∑
w
wα, où w parcourt un ensemble de représentants des
classes modulo WCG∗ (s)(Ls)Fα dans WCG∗ (s)(Ls)F et a est un entier relatif non nul (c’est la
propriété (a) dans le cas unipotent). Alors il existe un tore maximal F -stable T ∗ de Ls tel que
∗RLs∗(∗RCG∗ (s)β) = 0 grâce à l’assertion (a) du Lemme 2.2.3, énoncé et démontré indépendam-T Ls
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classe duale de celle de T ∗, ∗RGT χ = 0 selon la relation (J) de la Proposition 1.3.1. Par transitivité
encore ∗RGLχ = 0.
Soit ξ ∈ Irr(LF ) un composant de ∗RGL(χ). Soit (M, ζ ) une donnée e-cuspidale de (L,F )
telle que ξ ∈ Irr(bLF (M, ζ )). Alors (M, ζ ) est une donnée e-cuspidale de (G,F ), et χ ∈
Irr(bGF (M, ζ )) selon la Proposition 1.4.5. Selon (a) à NG(M)F -conjugaison près ζ ∈ E(MF , s),
et M admet dans G∗ un dual M∗ qui contient s et est contenu dans un dual L∗ de L. La donnée
(M, ζ ) est construite depuis une donnée e-cuspidale unipotente (CM∗(s), α′) de (CG∗(s),F ),
telle que ΨM,s(α′)= ζ .
Si M = L, Z◦(M)φe contient strictement Z◦(L)φe , donc Z◦(M∗)φe = Z◦(CM∗(s))φe contient
strictement Z◦(L∗)φe = Z◦(CL∗(s))φe . Il en résulte que CM∗(s) est contenu strictement dans
CL∗(s) = Ls . L’hypothèse d’induction implique 〈RGMζ,χ〉GF = 〈RCG∗ (s)CM∗ (s)α′, β〉CG∗ (s)F = 0. Se-
lon la Proposition 1.4.5 appliquée dans CG∗(s)F , CM∗(s) est conjugué de Ls , contradiction.
Donc M = L, ζ = ξ à NG(L)F -conjugaison près, ce qui permet de supposer ξ ∈ E(LF , s)
et ∗RGL(χ) est de la forme a′
∑
w
wξ (avec w ∈ WG(L)F /WG(L)Fξ ). Par 1.4, ξ = ΨL,s(α′),
où α′ est un unipotent e-cuspidal de LFs . Selon (J) les fonctions centrales a′
∑
w
wα′ (où w
parcourt WCG∗ (s)(Ls)
F /WCG∗ (s)(Ls)
F
α′ ) et a
∑
w
wα (avec w ∈ WCG∗ (s)(Ls)F /WCG∗ (s)(Ls)Fα
et a = 〈RCG∗ (s)Ls α,β〉CG∗ (s)F ) ont même projection sur l’espace des fonctions uniformes. Se-
lon l’assertion (b) du Lemme 2.2.3, sauf les exceptions citées, α et α′ sont conjugués selon
NCG∗ (s)(Ls)
F
, donc ξ et λ le sont selon NG(L)F (voir le paragraphe 2.1).
Pour calculer, hors exceptions, b := 〈∗RGL(χ),λ〉LF considérons la projection ν de ∗RGLχ
sur ZE(LF , s). Cette projection s’écrit ν = b(∑w wζ ), où w parcourt l’ensemble des classes
NG(L,E(LF , s))F /NG(L)Fζ ; selon 2.1 cet ensemble est en bijection avec WCG∗ (s)(Ls)F /
WCG∗ (s)(Ls)
F
α . On a donc ν = ΨL,s(b
∑
w
wα) = ΨL,s((b/a)∗RCG∗ (s)Ls β). Puisque ν ne s’écrit
que sur la série s de LF sa projection πLu (ν) sur l’espace des fonctions uniformes de LF est
|LF |−1∑T 〈∗RLT ν, sˆ〉T F RGT sˆ où T parcourt l’ensemble des tores maximaux ayant un dual dans
CL∗(s) [16, 12.12]. On a 〈∗RLT ν, sˆ〉T F = 〈∗RGT χ, sˆ〉T F = 〈∗RCG∗ (s)T ∗ β,1〉(T ∗)F par transitivité et la
relation (J). Comme ∗RCG∗ (s)T ∗ β = ∗RLsT ∗(∗RCG∗ (s)Ls β) on en déduit πLu (ν)= ΨL,s(π
Ls
u (
∗RCG∗ (s)Ls β)).
D’autre part πLu (ν) = πLu (ΨL,s((b/a)∗RCG∗ (s)Ls β)) et ΨL,s commute aux projections sur les es-
paces de fonctions uniformes donc a = b, c’est l’égalité (JB1).
Supposons maintenant que
∑
w
wα′ et
∑
w
wα soient distincts mais aient des projections
proportionnelles sur l’espace des fonctions uniformes de LFs . Le groupe G étant toujours sup-
posé rationnellement irréductible avec Ls = CG∗(s) = G∗, selon 2.2.3(b) (G,F ) est de type E8,
e = 2, (Ls,F ) est de type φ2.φ2. 2E6 et {α,α′} = {1⊗ 2E6[θ ],1⊗ 2E6[θ2]}. Alors (CG∗(s),F ),
qui n’est pas un sous-groupe de Levi de G∗, est nécessairement de type A1.E7. Selon [8,
Table 2, séries 15 et 16], et sachant que (RGLλ)(1) =
|GF |p′
|LF |p′ λ(1) [16, 12.17] on a R
CG∗ (s)
Ls
α =
(St − 1) ⊗ ( 2E6[θi, ] − 2E6[θj ,1]) et RCG∗ (s)Ls α′ = (St − 1) ⊗ ( 2E6[θi
′
, ] − 2E6[θj ′ ,1])
où St désigne la représentation de Steinberg du composant de type A1 de CG∗(s)F et {i, i′} =
{j, j ′} = {1,2}. Sachant que les deux blocs B := bGF (L,ΨL,s(α)) et B ′ := bGF (L,ΨL,s(α))
sont les seuls blocs de G en série s qui font éventuellement exception à (JB2), on obtient la
dernière assertion de la Proposition (avec α, α′ pour α1, α2). Enfin par l’assertion (vi) de 1.3.1
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CG∗ (s)
Ls
α sont donnés
dans [22]. Il en résulte
RGLλ= ΨG,s
(
(St − 1)⊗ ( 2E6[θk1, ]− 2E6[θk2 ,1]))
et une formule analogue pour RGL(ΨL,s(α
′)), les deux séries étant disjointes.
L’ambigüité qui subsiste ne porte que sur un cas où le sous-groupe e-déployé qui porte
la donnée e-cuspidale est sous-groupe de Levi F -stable maximal de G, le composant de Ls
étant sous-groupe réductif maximal d’un composant rationnellement irréductible de G∗. Il en
résulte que la substitution de Ψ˜ à Ψ préserve les propriétés énoncées en 1.2 (en particulier (JB2)
donne (J)). On peut évidemment conjecturer que la condition k1 = k2 dans la formule donnant
RGLλ résulte des conditions imposées dans [15] pour obtenir l’unicité de ΨG,s .
Supposons maintenant Z(G) non connexe et soit un plongement régulier G → H . Il existe
t ∈ (H ∗)F
′ , semi-simple et d’image s par un morphisme dual H
∗ → G∗. Soient (M,μ) une
donnée e-cuspidale de (H,F ) en série t et L = M ∩ G. On sait que tout composant irréduc-
tible λj de ResM
F
LF
μ est e-cuspidal en série s et toute donnée e-cuspidale de (G,F ) s’obtient
ainsi. On a [13, (15.5)] ResHF
GF
(RHMμ) = RGL(ResM
F
LF
μ), donc bHF (M,μ) couvre bGF (L,λj ).
Alors tout élément de Irr(bGF (L,λj )) intervient dans la restriction d’au moins un élément de
Irr(bHF (M,μ)) [24, Lemmas 5.3, 5.7]. D’autre part l’égalité des blocs de GF équivaut à la
conjugaison des données e-cuspidales. Donc l’assertion (b) pour G résulte de l’assertion (b)
pour H . 
2.2.3. Lemme. Supposons G rationnellement irréductible et e  2. Soit (L,α) une donnée
e-cuspidale unipotente de (G,F ). Soit V un sous-groupe de NG(L)F /LF .
(a) Il existe un tore maximal F -stable T de L tel que
∑
a∈V
〈
RLT 1,
aα
〉
LF
= 0.
(b) Soit α′ un élément e-cuspidal de E(LF ,1). Si α′ n’est pas dans l’orbite de α sous V , les
projections de∑a∈V aα et de∑a∈V aα sur l’espace des fonctions uniformes de GF ne sont pas
proportionnelles sauf si e = 2, et
– G est de type E7 et (L,α) de la forme (φ2. 2E6, 2E6[θj ]) (j ∈ {1,2}),
– G est de type E8, (L,α) de la forme (φ2.E7, φ512,j ) (j ∈ {11,12}) ou ((φ2)2. 2E6, 2E6[θj ])
(j ∈ {1,2}).
Démonstration. (a) La démonstration qui suit vaut pour tout groupe d’automorphismes de L
qui commutent à F .
Il suffit de démontrer (a) lorsque V est transitif sur l’ensemble des composants irréductibles
de L, car sur un produit central de tels composants la série unipotente décompose en un produit
direct. On a donc L=Πj∈JLj , α =⊗j αj et V permute transitivement J , les composants sont
isomorphes, les αj e-cuspidaux.
Lorsque L est rationnellement irréductible, un automorphisme fixe tout élément de E(LF ,1)
sauf si L est de type D2n déployé où un automorphisme issu d’un retournement de l’espace de
représentation standard échange deux « jumeaux » λ et λ′ paramétrés par un unique symbole
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sur des tores de paramètres (∅, n) ou (n,∅). Si par exemple T est un tore de paramètre également
symétrique (μ,μ) (μ une partition de n), on a 〈RLT 1, λ〉LF = 〈RLT 1, λ′〉LF . Il existe un tel tore
avec 〈RLT 1, λ〉LF = 0 (si B est le β-ensemble d’une partition ρ il suffit que le caractère du groupe
symétrique défini par ρ soit non nul sur une permutation de type μ).
On peut donc supposer que les composants rationnellement irréductibles Lj de L ont
la propriété : il existe un tore maximal F -stable Tj de Lj tel que le produit scalaire
〈R×jLj×j Tj 1, v(
⊗
j χj )〉LF soit non nul et indépendant de v ∈ V , d’où (a).
(b) Le groupe de Weyl relatif NG(L)F /LF permute les composants de L et de même les
composants de α, fusionne éventuellement les jumeaux car L = G. Si α et α′ sont dans des
orbites différentes, ils diffèrent sur une composante rationnellement irréductible. Dans la me-
sure où les irréductibles unipotents ont des projections non proportionnelles sur les espaces de
fonctions uniformes, l’assertion (b) est satisfaite. Les exceptions citées correspondent aux seuls
cas d’unipotents irréductibles de sous-groupe de Levi propres non déployés dont les projections
sur l’espace des fonctions uniformes sont égales : les cuspidaux en type 2E6 notés (dans [22,
Appendix], ou [9, 13.9]) 2E6[θ ] et 2E6[θ2], sont conjugués algébriques et ont des projections
uniformes égales (voir [15, Proposition 6.3], qui recense les irréductibles unipotents de projec-
tions uniformes égales). Les séries e-cuspidales propres correspondantes sont recensées dans [8,
Table 2] : les trois paires de séries 2-cuspidales indexées 15 et 16, 40 et 41, 42 et 43, ne peuvent
être distinguées par projection sur les espaces de fonctions uniformes. 
Remarque. On a un énoncé analogue à 2.2.3 pour G non rationnellement irréductible. Dans
un produit central F -stable G =∏j Gj , si L =∏j Lj , le groupe de Weyl relatif NG(L)F /LF
décompose en produit direct ×jNGj (Lj )F /LFj .
2.2.4. Proposition. Soient t ∈ CG∗(s)F et K un sous-groupe de Levi de G en dualité avec
C◦G∗(t). Soient (LK,λK) et (L,λ) des données e-cuspidales en série s de respectivement (K,F )
et (G,F ) associées selon 1.4.2 à des données e-cuspidales unipotentes (Ls,α) et (LK,s, αK)
de respectivement (C◦G∗(s),F ) et (C◦K∗(s),F ). Supposons les données (Ls,α) et (LK,s, αK)
équivalentes au sens de 1.4.7.
(a) Irr(bGF (L,λ)) ∩ E(GF , ts) est l’ensemble des composants irréductibles des RGKξ quand
ξ parcourt Irr(bKF (LK,λK))∩ E(KF , ts).
(b) Supposons Z(G) connexe.
(b1) L’application (χt → RGK(tˆ ⊗ χt )) induit une bijection
Irr
(
bKF (LK,λK)
)∩ E(KF , s)→ Irr(bGF (L,λ))∩ E(GF , ts).
(b2) Il existe une application Ψ : Irr(bCG∗ (ts)F (LK,s, αK)) ∩ E(CG∗(ts)F ,1) →
Irr(bKF (LK,λK)), qui coïncide avec la restriction de ΨK,s si K = G, i.e. t n’est pas central
dans G∗ et telle que (β → RGK(tˆ ⊗Ψ (β))) définisse une bijection
Irr
(
bCG∗ (ts)F (LK,s, αK)
)∩ E(CG∗(ts)F ,1)→ Irr(bGF (L,λ))∩ E(GF , ts)
telle que
〈
RGK
(
tˆ ⊗Ψ (β)),RGK(tˆ ⊗ RKLKλK)〉GF = 〈β,RCG∗ (t)LK,s αK 〉CG∗ (t)F .
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et, pour définir un bloc unipotent « le plus ressemblant possible » à bGF (L,λ), il vaut mieux
considérer un groupe non connexe.
Démonstration. Supposons Z(G) connexe. Puisque CG∗(t), qui est un sous-groupe de Levi
de G∗ (car  est bon pour G) dual de K , contient CG∗(ts) = CG∗(s) ∩ CG∗(t), l’application
RGK est bijective depuis E(KF , ts) sur E(GF , ts) (voir [16, 13.25] ou [13, Theorem 9.16]).
Or E(KF , ts) = tˆ ⊗ E(KF , s) [16, 13.30], [13, 8.26]. Grâce à la Proposition 2.2.2 on sait que
Irr(bKF (LK,λK)) ∩ E(KF , s) est l’ensemble des composants irréductibles de RKLKλK . Selon
la Proposition 1.4.8 l’application (χt → RGK(tˆ ⊗ χt )) les envoie dans Irr(bGF (L,λ)). Or selon
les Propositions 2.2.1 et 1.4.7, la construction (LK,λK) → (L,λ) induit une correspondance
bijective entre l’ensemble des classes de KF -conjugaison de données e-cuspidales en séries s de
(K,F ) et l’ensemble des classes de GF -conjugaison de données e-cuspidales en série s (L,λ)
de (G,F ) telles que K contienne le groupe dérivé de L. L’application est donc bijective blocs à
blocs par 1.4.5.
Lorsque t est central dans G∗ la multiplication par tˆ transforme E(GF , s) en E(GF , ts) et sta-
bilise tout -bloc. On obtient alors une présentation à la Jordan de Irr(bKF (LK,λK))∩E(KF , s)
par 2.2.2, avec χt = Ψ (β), β parcourant les unipotents du bloc de CK∗(s) déterminé par
(LK,s, αK). Sinon K n’est pas de type E8, donc 2.2.2 s’applique à bKF (LK,αK) hors ex-
ceptions. En composant avec la bijection obtenue en (a) on a la bijection définie en (b). En
outre (ξ → RGKξ) est isométrique sur E(KF , ts), le terme de gauche de l’égalité est donc égal à
〈Ψ (β),RKLKλK 〉KF et on conclut par 2.2.2, (JB1).
Pour Z(G) quelconque à l’aide d’un plongement régulier G → H , l’assertion (a) pour
G se déduit de l’assertion (a) pour H , comme dans la démonstration de 2.2.2 : avec des
notations analogues les éléments de Irr(bGF (L,λ)) ∩ E(GF , ts) sont couverts par ceux de
Irr(bHF (M,μ)) ∩ E(HF , t ′s′) donc sont parmi les composants des ResHFGF (RHK ′(tˆ ′ ⊗ χt ′)) =
RGK(tˆ ⊗ (ResK
′F
KF
χt ′)). Or ResK
′F
KF
χt ′ décompose sur les blocs de KF déterminés par les don-
nées e-cuspidales (LK,μK) de (K,F ) couvertes par (MK ′ ,μK ′). Par 1.4.4 et 1.4.8, si ξK ∈
Irr(bKF (LK,μK)), alors RGK(tˆ ⊗ ξK) ∈ RGK(bKF (LK,μK)). De plus le bloc bGF (L,λ) déter-
mine (L,λ) à GF -conjugaison près et (L,λ) détermine (LK,λK) à KF -conjugaison près. Donc
deux données e-cuspidales non conjuguées de (K,F ) conduisent à des blocs de G distincts. 
2.3. Données e-cuspidales et plongement régulier
De 2.2.2, égalité (JB1), de la Proposition A.1 et de l’assertion (vi) de la Proposition 1.3.1 il
résulte
2.3.1. Soit (H,F ) défini sur Fq de centre connexe. Soit une donnée e-cuspidale (M,μ) de
(H,F ). Il existe ξ ∈ Irr(HF ) tel que 〈RHMμ, ξ 〉HF ∈ {−1,1} et de degré différent de celui de tout
autre composant irréductible de RHMμ.
Soient (G,F ) → (H,F ) un plongement régulier et un morphisme dual H ∗ → G∗. Ce qui
suit reprend certains arguments de C. Bonnafé relatifs aux caractères cuspidaux dans les groupes
réductifs de centre non connexe [2].
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ResMF
LF
μ, λ un composant irréductible de ν. Alors (L,λ) est une donnée e-cuspidale de (G,F ).
(a) On a NGF (L, ν) = NGF (L,λ).
(b) Si χ est un composant irréductible de RGL⊂P ν, alors (HF )χ ⊂GF .(MF )λ.
Démonstration. (a) La restriction de MF à LF est sans multiplicité, on a ν =∑g∈MF/(MF )λ gλ.
Puisque [MF ,GF ] ⊂ LF , les actions de MF/LF et de NGF (L)/LF sur Irr(LF ) commutent
et, pour tout λ′ ∈ Irr(LF ) et tout x ∈ MF , NGF (L,λ′) = NGF (L, xλ′), d’où NGF (L,λ) ⊂
NGF (L, ν).
Supposons tout d’abord (H,F ) rationnellement irréductible. Un point décisif est l’assertion
suivante.
Il existe χ ∈ Irr(GF ) tel que |〈RGL⊂P ν,χ〉LF | = 1.
Soit en effet ξ ∈ Irr(HF ) comme en 2.3.1. Puisque le restriction de HF à GF est sans mul-
tiplicité, selon la théorie de Clifford deux éléments de Irr(HF ) dont les restrictions à GF ne
sont pas disjointes ont même restriction, en particulier des degrés égaux. Par hypothèse sur ξ ,
ResHF
GF
ξ est disjoint de tout ResHF
GF
ξ ′ dès que ξ ′ apparait dans RHMμ et ξ ′ = ξ . Les composants
irréductibles de ResHF
GF
ξ sont donc de multiplicité ±1 dans ResHF
GF
(RHM⊂Qμ)= RGL⊂P ν.
Le groupe NGF (L, ν)/NGF (L,λ) opère fidèlement sur l’ensemble des composants irréduc-
tibles de ν, qui forment une orbite régulière selon MF/(MF )λ. Donc il existe un sous-groupe X
de MF , contenant (MF )λ, et tel que
ν =
∑
g∈MF/X
∑
h∈N
GF
(L,ν)/N
GF
(L,λ)
ghλ
(et évidemment |X/(MF )λ| = |NGF (L, ν)/NGF (L,λ)|). Il en résulte
〈
RGLν,χ
〉
GF
= ∣∣NGF (L, ν)/NGF (L,λ)∣∣
( ∑
g∈MF/X
〈
RGL
gλ,χ
〉
GF
)
.
L’assertion démontrée ci-dessus implique |NGF (L, ν)/NGF (L,λ)| = 1.
Il suffit maintenant de montrer que (a) se conserve par produit central G = G1.G2.
Avec des notations et hypothèses évidentes soient, pour j = 1,2, (Lj ,λj ), Hj , (Mj ,μj ),
νj , tels que L = L1.L2, νj = ResM
F
j
LFj
μj . Les groupes L, G, M , H peuvent se déduire
de respectivement L1 × L2, G1 × G2, M1 × M2, H1 × H2 par quotient selon un sous-
groupe central unique à isomorphisme près et dont le sous-groupe de points rationnels
est noté K . La restriction de MF à MF1 × MF2 envoie un irréductible sur un irréductible
car les centres de ces groupes sont connexes (voir 1.2 ou 1.3.6). On peut donc suppo-
ser que ResMF
MF1 .M
F
2
μ = μ1 ⊗K μ2, ResLF
LF1 .L
F
2
ν = ν1 ⊗K ν2, et, par la Proposition 1.3.3,
〈ResM
F
j
LFj
μj , λj 〉LFj = 1, 〈λ1 ⊗K λ2,Res
LF
LF1 .L
F
2
λ〉LF1 .LF2 = 1. Puisque G
F = LF .GF1 .GF2 on
a NGF (L, ν) ⊂ LF .NGF1 .GF2 (L,Res
LF
LF1 .L
F
2
ν) ⊂ LF .NGF1 (L1, ν1).NGF2 (L2, ν2). L’assertion (a)
pour G1 et G2 donne donc NGF (L, ν) ⊂ LF .NGF (L1, λ1).NGF (L2, λ2). Ainsi NGF (L, ν)1 2
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LF1 .L
F
2
(λ1 ⊗K λ2). Mais 〈IndLFLF1 .LF2 (λ1 ⊗K λ2), ν〉LF = 〈λ1 ⊗K λ2,Res
LF
LF1 .L
F
2
ν〉LF1 .LF2
et ResLF
LF1 .L
F
2
ν = ResMF
LF1 .L
F
2
μ = ResMF1 .MF2
LF1 .L
F
2
(μ1 ⊗K μ2) d’où 〈IndLFLF1 .LF2 (λ1 ⊗K λ2), ν〉LF = 1.
Donc λ est le seul irréductible commun à ν et à IndLF
LF1 .L
F
2
(λ1 ⊗K λ2), nécessairement fixe par
NGF (L, ν).
(b) Si χ ∈ Irr(GF ) est composant de RGL⊂P ν, il l’est d’un RGL⊂P λ′ où λ′ est MF -conjugué
de λ, alors (MF )λ′ = (MF )λ et, pour tout g ∈ MF , gχ est composant de RGL⊂P gλ′. Si en outre
gχ = χ , (L,λ′) et (L, gλ′) sont GF -conjugués, donc g ∈ GF .(MF )λ. Puisque HF = GF .MF ,
on obtient (HF )χ ⊂GF .(MF )λ. 
Considérons maintenant l’opération sur Irr(MF ) du groupe WGF⊂HF (M) := WH (M)F ×
Irr(HF /GF ) définie par
WGF⊂HF (M) : Irr
(
MF
)→ Irr(MF ),
ν → wν ⊗ (ResHF
MF
θ−1
)
.
2.3.3. Proposition. Hypothèses et notations de la Proposition 2.3.2. Soit MFG(μ) le sous-groupe
de MF contenant LF caractérisé par l’assertion
« quel que soit θ ∈ Irr(HF/GF ), RHM⊂Qμ⊗ θ = RHM⊂Qμ si et seulement si MFG(μ)⊂ Ker θ ».
(a) Soient t ∈ (M∗)F tel que μ ∈ E(MF , t), α ∈ E(CM∗(t)F ,1) tel que ΨM,t (α) = μ. Soient
s l’image de t dans LF et AG∗(L∗, s) l’image de NWG(s)(W◦L(s))F dans AG∗(s)F . On a
GF .MFG(μ)= τH,s
(
AG∗(L∗, s)α
)
.
(b) On a trois suites exactes courtes naturelles, la troisième étant scindée
WH (M)Fμ −→ WGF⊂HF (M)μ −→ Irr
(
MF/MFG(μ)
)
,
Irr
(
MF/
(
τM,s
(
AL∗(s)Fα
)))−→ WGF⊂HF (M)μ −→ WG(L)Fλ ,
WH (M)Fμ −→ WG(L)Fλ −→ AG∗(L∗, s)α/AL∗(s)Fα ,
et WH (M)Fμ est isomorphe à WCH (t)(CM(t))Fα .
(c) Si χ est un composant irréductible de RGLν, alors GF .MFG(μ)⊂ (HF )χ .
Démonstration. Rappelons que HF = MF .GF et LF = MF ∩ GF , donc Irr(MF /LF ) et
Irr(HF /GF ) sont isomorphes via la restriction de HF à MF . L’inclusion MFG(μ)⊂ Ker θ équi-
vaut à GF .MFG(μ)⊂ Ker θ .
(a) On a (RHMμ) ⊗ θ = RHM(μ ⊗ ResH
F
MF
θ). Si (RHMμ) ⊗ θ = RHMμ, la multiplication par θ
stabilise la série E(HF , t), donc Ker θ contient τH,s(AG∗(s)F ) et l’ordre de θ est premier à .
Selon l’assertion (a) de 2.2.2, μ et μ⊗ (ResHF
MF
θ) sont conjugués sous NH (M)F , soit
il existe w ∈ NW(H)
(
W(M)
)F tel que wμ⊗ ResHFF θ = μM
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F
LF
μ) =
ν ∈ ZE(LF , s). Selon l’isomorphisme en 2.1.2, il en résulte que w ∈ NWG(s)(WL(s))F , soit
wW◦G(s) ∈ AG∗(L∗, s).
Un élément a de AG∗(L∗, s) induit sur (M,F) et sur (CM(t),F ) des automorphismes
semi-simples commutant aux Frobenius, donc a préserve les propriétés caractéristiques de la
décomposition de Jordan (1.2(iv)) : soit z ∈ Z(G∗)F correspondant par dualité avec σH,s(a).
On a alors E(MF , t) ⊗ ResHF
MF
(σH,s(a)) = E(MF , tz). Par définition de Ψ , si a = wW◦G(s),
ΨM,tz(
aα) = wμ, donc ΨM,t ( aα) = wμ ⊗ ResHFMF (σH,s(a)−1). Finalement pour que wμ ⊗
ResHF
MF
θ = μ il faut et il suffit que
a :=wW◦G(s) ∈ AG∗(L∗, s)α, θ = σH,s(a)−1.
(b) On a vu en (a) que, si (RHMμ) ⊗ θ = RHMμ, il existe w ∈ WH (M)F tel que (w, θ−1) ∈
WGF⊂HF (M)μ. La réciproque est claire. Ceci montre que la seconde projection envoie
WGF⊂HF (M)μ sur Irr(MF /MFG(μ)), d’où la première suite exacte de (b).
D’autre part la théorie de Clifford implique que la première projection de WGF⊂HF (M)μ
a pour image WH (M)Fν = (NHF (M)/MF )ν ∼= (NGF (LF )/LF )ν et ce dernier groupe est iso-
morphe à WG(L)Fλ selon l’assertion (a) de 2.3.2. Le noyau de cette projection est {1} ×
Irr(MF /(MF )λ). Selon 1.3 (MF )λ = τM,s(AL∗(s)α) d’où la seconde suite.
On a donc MFG(μ) ⊂ (MF )λ. Les groupes WG(L)F et WH (M)F étant naturellement iso-
morphes, avec WH (M)Fμ ⊂ WG(L)Fν , on obtient par quotient un isomorphisme WG(L)Fν /
WH (M)Fμ ∼= Irr((MF )λ/MFG(μ)), groupe isomorphe à AG∗(L∗, s)α/AL∗(s)α selon les proprié-
tés des fonctions τ .
Puisque WH (M)Fμ stabilise E(MF , t), l’isomorphisme entre WH (M)Fμ et WCH (t)(CM(t))Fα
résulte de 2.1.2 et de 1.2(iv).
(c) La théorie de Clifford sans multiplicité entre HF et GF implique que si χ ∈ Irr(GF ) est
couvert par ξ ∈ Irr(HF ), et θ ∈ Irr(HF /GF ), alors ξ ⊗ θ = ξ si et seulement si (HF )χ ⊂ Ker θ ,
i.e. IHF
GF
(ξ) = T (χ) dans les notations de l’appendice B. D’autre part on a RHM(μ⊗ ResH
F
MF
θ) =
(RHMμ) ⊗ θ . Si ξ est un composant de RHMμ et Ker θ contient (HF )χ , alors les données
e-cuspidales (M,μ) et (M,μ⊗ResHF
MF
θ) définissent la même série et on a aussi MFG(μ)⊂ Ker θ
par définition de MFG(μ). Donc (HF )χ ⊂MFG(μ). 
Remarque. Sans utiliser l’unicité de la décomposition de Jordan on obtient les inclusions
τH,s
(
AG∗(L∗, s)
)⊂GF .MFG(μ)⊂ τH,s(AL∗(s)Fα ).
On a vu en effet que l’existence de (w, θ) tel que wμ ⊗ θ = μ implique τH,s(AG∗(L∗, s)) ⊂
GF .MFG(μ). D’autre part, si Ker θ contient τL,s(AL∗(s)
F
α ), alors μ⊗ResHFMF θ = θ et donc Ker θ
contient MFG(μ) par définition. Ceci démontre l’inclusion de M
F
G(μ) dans τM,s(AL∗(s)Fα ).
1 Ce raisonnement n’utilise pas le fait que Z(H) est connexe.
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2.4.1. Proposition. Soit (G,F ) → (H,F ) un plongement régulier, et son dual comme en 2.2.
Soit t un ′-élément semi-simple de (H ∗)F , d’image s dans (G∗)F . Soit (M,μ) une donnée
e-cuspidale de (H,F ), avec t ∈M∗, μ= ΨM,t (α), α ∈ E(C◦M∗(s)F ,1). Soient L=M ∩G et L∗
l’image de M∗ dans G∗.
(a) L’ensemble des blocs B de HF tels que Irr(B) ⊂ E(HF , t) et qui couvrent les mêmes
blocs de GF que bHF (M,μ) est une orbite régulière sous Irr(AG∗(s)F /AG∗(L∗, s)α).
(b) L’ensemble des blocs de GF couverts par bHF (M,μ) est une orbite régulière selon
HF/τH,s(AL∗(s)Fα ).
Démonstration. Soit λ ∈ Irr(LF ) tel que 〈ResMF
LF
μ,λ〉LF = 0. Alors ResMFLF μ est somme d’élé-
ments e-cuspidaux λj de E(LF , s), conjugués selon MF . Tous les constituants de RHMμ sont dans
le bloc bHF (M,μ). Selon la formule de commutation [13, (15.5)] ResH
F
GF
(RHMμ) =
∑
j R
G
Lλj .
Selon 1.4.5 les séries RGLλj sont identiques ou disjointes. Donc bHF (M,μ) couvre chaque bloc
bGF (L,λj ) et aucun autre bloc de GF [24, Chapter 7, Lemmas 5.3, 5.7]. Comme tout bloc de GF
(resp. HF ) est déterminé par une classe de conjugaison de données e-cuspidales de (G,F ) (resp.
(H,F )), et les classes de sous-groupes de Levi se correspondant par intersection (M →M ∩G),
on a
2.4.2. La domination entre blocs de HF à GF équivaut à la domination entre classes de conju-
gaison de données e-cuspidales.
Le bloc de HF étant donné, modulo la (G∗)F -conjugaison sur s, la (H ∗)F -conjugaison sur
t et la GF -conjugaison sur les données e-cuspidales en série s dans (G,F ), on peut effective-
ment fixer t , s, M∗, L∗, M et L. On s’intéresse donc aux blocs de HF construits depuis CL∗(t)
(donc en série t et définis par une donnée e-cuspidale portée par L) qui couvrent les bGF (L,λj ),
donc sont dans l’orbite selon Irr(HF /GF ) de bHF (M,μ), et aux blocs de GF couverts par
bHF (M,μ).
Les blocs en série t de HF qui couvrent bGF (L,λj ) sont les θ ⊗ bHF (M,μ) en série t ,
donc avec θ ∈ σH,s(AG∗(s)F ). Puisque θ ⊗ bHF (M,μ) = bHF (M,ResHFMF θ ⊗ μ), le nombre
de blocs de HF ainsi définis est le nombre d’orbites sous WH (M)F qui sont fusionnées par
Ws := WH (M)F × ResHFMF (σH,s(AG∗(s)F )). Selon la Proposition 2.3.3, assertion (b), le groupe
Ws contientWGF⊂HF (M)μ. Comme il contient aussi WH (M)F , son orbite sur les blocs est ré-
gulière selon Ws/WGF⊂HF (M)μ ∼= AG∗(s)F /AG∗(L∗, s)α , par l’assertion (a) de 2.3.3, d’où (a)
de la Proposition 2.4.1.
Du côté de G les classes de conjugaison dans GF des données e-cuspidales en séries s de sup-
port conjugué à L sont représentées par les orbites dans S := S(L, s) selon N := NG(L)F /LF .
Les classes de données e-cuspidales couvertes par la HF -classe de (M,μ) sont représentées
dans l’orbite Δ de λ selon WG(L)F × MF par (Δ ∩ S)/N . Mais MF stabilise E(LF , s), donc
Δ ∩ S est l’orbite de λ selon N × MF . Selon la Proposition 2.2.2(b), ν étant la somme des
transformés de λ selon MF , Nν = Nλ donc MF fusionne |MF/(MF )λ| orbites selon N . Selon
le §1.3, (MF )λ = τM,s(AL∗(s)Fα ), d’où l’assertion (b) de 2.4.1. 
Avec les notations de l’appendice B, la seconde suite exacte de 2.3.3(b) se traduit par
IHFF (bHF (M,μ))= τH,s(AG∗(L∗, s)α) tandis que T (bGF (L,λ)) = τH,s(AL∗(s)Fα ).G
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classe de données e-cuspidales unipotentes dans (C◦H ∗(t),F ), portée par les tores diagonaux,
donc un seul bloc Bt de HF rencontrant E(HF , t). La donnée e-cuspidale qui détermine Bt
est portée par un sous-groupe de Levi de G de la forme L = CG(Tφe ), T dual d’un tore
diagonal de CG˜∗(t) (voir 1.4.2 et 1.4.5). Le groupe AG∗(s)F fixe la classe de conjugaison
des tores diagonaux de C◦G∗(s). Il en résulte que, dans les hypothèses et notations de 2.4.1,
AG∗(s)F = AG∗(L∗, s) = AG∗(L∗, s)α (α est trivial). Les blocs de GF couverts par Bs˜ forment
une orbite régulière selon AL∗(s)F . Les blocs couvrant sont attachés à des ′-séries différentes.
3. Le groupe G(s), « dual » de CG∗(s)
L’énoncé et la démonstration qui suivent supposent des choix cohérents de groupe duaux de
façon que les morphismes duaux de morphismes composés soit composés de morphismes duaux,
les tores de référence ayant pour images des tores de référence.
3.1. Proposition. (A) Pour tous ‘groupes algébriques réductifs définis sur Fq (G,F ) et (G∗,F )
en dualité, et tout s semi-simple dans (G∗)F , soit l’extension
C◦G∗(s) → CG∗(s) → AG∗(s). E(G∗, s)
Soit (G◦(s),F ) en dualité avec (C◦G∗(s),F ) autour d’une donnée radicielle maximalement dé-
ployée de (C◦G∗(s),F ). Alors AG∗(s) opère par transposition sur la donnée radicielle de G◦(s).
Il existe une extension compatible
G◦(s) →G(s)→ AG∗(s) E(G, s)
où l’action de F sur G◦(s) et sur AG∗(s) s’étend en une action sur G(s), laquelle est encore
notée F .
(B) Les extensions E(G, s) obtenues en (A) peuvent être définies sous les conditions suivantes.
(B.1) Si (G,F ) est un produit direct ×i (Gi,Fi), et s = (si)i , (si ∈ G∗i ), alors (E(G, s),F )
est isomorphe au produit direct des extensions définies pour chaque i.
(B.2) Si C◦G∗(s) est un sous-groupe de Levi de G∗, alors G◦(s) étant isomorphe à un sous-
groupe de Levi dans la famille duale de G, G(s) est isomorphe à un sous-groupe de NG(G◦(s)) et
les actions de AG∗(s) sont compatibles avec l’anti-isomorphisme WG∗(C◦G∗(s)) ∼= WG(G◦(s)).
(B.3) Si ρ : (G1,F ) → (G,F ) est un morphisme isotypique et ρ∗ est un morphisme dual fixé
et s1 = ρ∗(s), alors ρ∗ détermine une injection de AG∗(s) dans AG∗1 (s1). Soit G1(s) l’image
inverse de AG∗(s) dans G1(s1). Il y a alors un morphisme d’extensions
G◦1(s1)
ρ(s)
G1(s) AG∗(s)
G◦(s) G(s) AG∗(s)
où ρ(s) est dual du morphisme surjectif C◦G∗(s) → C◦G∗1 (s1) (restriction de ρ
∗), et où toutes les
flèches commutent avec F .
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multiplicité sur les éléments des séries E(G◦(s)F , t) pour tout t semi-simple, d’ordre premier à
l’ordre de s¯ et appartenant à C◦G∗(s)F .
Démonstration. La démonstration qui suit est par réduction au cas rationnellement irréductible,
traité finalement en 3.1.7.
3.1.1. Procédure
L’extension E(G, s) est construite inductivement en fonction du rang semi-simple de G.
On a vu en 1.2.2 que AG∗(s) de dépend que de [G∗,G∗] et est isomorphe à un sous-groupe
de F(G∗), lequel est trivial si [G∗,G∗] est simplement connexe. Le type de G étant fixé, AG∗(s)
est donc maximum si [G∗,G∗] est adjoint, au sens suivant : soit s¯ l’image de s par le morphisme
σ ∗ :G∗ → (G∗)ad, la restriction de σ ∗ à CG∗(s) induit naturellement une injection de AG∗(s)
dans A(G∗)ad(s¯) et on peut considérer l’image inverse de E((G∗)ad, s¯) par σ ∗, extension qui sera
notée E(G∗, s¯),
C◦G∗(s) → (σ ∗)−1
(
C(G∗)ad(s¯)
)→ A(G∗)ad(s¯). E(G∗, s¯)
De fait on obtiendra une extension « duale » de E(G∗, s¯), notée E(G, s¯),
G◦(s)→G(s¯)→ A(G∗)ad(s¯) E(G, s¯)
et G(s) est le sous-groupe de G(s¯) contenant G◦(s) et de quotient AG∗(s).
Soient S∗ un tore maximalement déployé de C◦G∗(s) et S un tore dual dans G. Le groupe
(G◦(s),F ) est déterminé par sa donnée radicielle relativement à (S,S∗), duale de celle de
(C◦G∗(s),F ). Soit WG(s¯) le sous-groupe de W(G,S) correspondant au fixateur W(G∗)ad(s¯) de s¯
dans W((G∗)ad, S∗/Z(G∗)) ∼= W(G∗, S∗) par l’anti-isomorphisme de W(G∗, S∗) sur W(G,S).
Le groupe W(G◦(s), S) est contenu dans WG(s¯) et anti-isomorphe à W(C◦G∗(s), S∗). Soient N
et N0 les images inverses dans NG(S) de respectivement WG(s¯) et W(G◦(s), S). On définira
G◦(s) de sorte que NG◦(s)(S) soit isomorphe à N0 et NG(s¯)(S) isomorphe à N . Le groupe G(s¯)
est alors un amalgame de N et de G◦(s) au-dessus de N0. La donnée de G(s¯) équivaut à la don-
née d’un morphisme de N dans le groupe des automorphismes de G◦(s) tel que N0 opère comme
le groupe des automorphismes intérieurs de G◦(s) produit par NG◦(s)(S) tandis que N/N0 induit
des automorphismes extérieurs qui stabilisent la donnée radicielle de G◦(s) relative à (S,S∗) et
y opère comme A(G∗)ad(s¯). On sait d’autre part que AG∗(s) se remonte dans N/S. En particulier
A(G∗)ad(s¯) fixe Z(G) point par point.
Puisque (G∗)ad est dual de [G,G]sc, on est amené à définir en premier lieu G(s) = G(s¯)
lorsque G est semi-simple et simplement connexe. En fait les propriétés constatées ou démon-
trées ci-dessous sous cette hypothèse sont valables aussi bien dès que F(G) = {1} (et même
F(G)F = {1} si seuls les groupes de points rationnels sont concernés).
Si s n’est pas quasi-isolé dans G∗, E(G, s¯) est obtenue par induction. Un sous-groupe de
Levi de G∗ contient CG∗(s) si et seulement si Z◦(L∗) centralise CG∗(s). Alors L∗ est minimal
contenant CG∗(s) si et seulement si Z◦(L∗) est sous-tore maximal du groupe algébrique connexe
F -stable C := C◦G∗(CG∗(s)) et est F -stable si et seulement si Z◦(L∗) est F -stable. Puisque s
n’est pas quasi-isolé les sous-groupes de Levi F -stables de G∗ contenant CG∗(s) et minimaux
pour cette propriété sont conjugués selon CF . Soit L∗G∗,s l’un d’eux, contenant S∗. Alors AG∗(s)
et AL∗
G∗,s (s) coïncident dans W(G
∗, S∗). Soit LG,s un sous-groupe de Levi de G en dualité avec
LG∗,s . Il suffit de poser E(G, s) = E(LG,s, s).
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connexe rationnellement irréductible est décrite en fin de ce chapitre, paragraphe 3.5.
Si G n’est pas simplement connexe, considérons un recouvrement simplement connexe
σ : [G,G]sc → [G,G] de [G,G]. Il existe un morphisme isotypique Z◦(G) × [G,G]sc → G
de noyau Z isomorphe à σ−1(Z◦(G)∩ [G,G]) et la condition (B.3) impose G(s). On pose donc
G(s¯)= Z◦(G)×Z [G,G]sc(s¯) (on a vu que AG∗(s¯) opère trivialement sur Z(G)).
3.1.2. Le sens des conditions (B.1–3)
Il est clair que si G est produit direct ×jGj , il en est de même de G∗ = ×jG∗j , d’où s = (sj )j
et AG∗(s) est aussi produit direct des AG∗j (sj ), ce qui justifie (B.1).
Lorsque C◦G∗(s) est un sous-groupe de Levi de G∗, de dual L dans G, AG∗(s) est sous-groupe
de WG(L) = NG(L)/L, d’où G(s) comme sous-groupe de G (condition B.2). Le groupe G(s¯)
introduit en 3.1.1 est aussi un sous-groupe de G.
Sous les hypothèses de (B.3), les dualités sont supposées définies en références à des tores S∗1
et S∗ = ρ∗(S∗1 ) maximalement déployés de C◦G∗(s), C◦G∗1 (s1). Alors il y a un morphisme injectif
AG∗(s) → AG∗1 (s1) issu d’un morphisme d’extensions défini par restriction depuis ρ∗
C◦G∗(s) CG∗(s) AG∗(s)
C◦
G∗1
(s1) CG∗1 (s1) AG∗1 (s1)
E(G∗, s)
E(G∗1, s1)
Il existe des groupes réductifs connexes (G◦1(s1),F ), (G◦(s),F ) en dualité avec respecti-
vement (C◦
G∗1
(s1),F ) et (C◦G∗(s),F ), en référence à des tores maximalement déployés de
C◦G∗(s) et C◦G∗1 (s1). Le morphisme (C
◦
G∗(s),F ) → (C◦G∗1 (s1),F ) admet un morphisme dual
(G◦1(s1),F ) → (G◦(s),F ) qui a même restriction que ρ sur NG◦(s)(S).
Supposons qu’il existe une extension E(G1, s1)
G◦1(s1)→G1(s1)→ AG∗1 (s1)
tel qu’en (A) de la Proposition. Le groupe AG∗(s) et F stabilisent le noyau K de G◦1(s1)→G◦(s)
car AG∗(s) stabilise celui du morphisme dual, vue son action sur les données radicielles, et
F(s) = s. Soit G1(s) l’image inverse de AG∗(s) dans G1(s1), c’est un groupe stable par F car
AG∗(s) l’est. La condition (B.3) impose E(G, s) à isomorphisme près :
G◦(s) =G◦(s1)/K →G1(s)/K → AG∗(s).
On voit facilement que les conditions (B.1) et (B.2) sont satisfaites par cette construction. La
condition (B.3) résulte de la possibilité de composer les morphismes isotypiques par fonctorialité
du produit fibré. On va démontrer l’analogue de (B.3) pour G(s¯) :
3.1.2.1. Si ρ :G1 → G est un morphisme isotypique, de dual ρ∗, s1 = ρ∗(s) et s¯ est l’image de
s1 et de s dans un adjoint commun à G∗ et G∗1 , on a un morphisme d’extensions E(G1, s¯) →
E(G, s¯) qui étend un morphisme dual de C◦G∗(s)→ C◦ ∗(s1) et l’identité sur A(G∗)ad(s¯).G1
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Puisque G◦(s) ⊂ G(s) ⊂ G(s¯), il suffit de démontrer la non-multiplicité pour ResG(s¯)F
G◦(s)F par
induction sur le rang semi-simple. Soit π l’ensemble des diviseurs premiers de l’ordre de s. Soit
t ∈ CG∗(s)F et tel que tπ = 1. Alors t ∈ C◦G∗(s). Si t est d’ordre premier à p la série E(G◦(s)F , t)
est bien définie.
Pour les besoins d’une démonstration à venir visons un peu plus que (C), à savoir
3.1.3.1. Soit L un sous-groupe de Levi F -stable de G dont un dual L∗ dans G∗ contient s.
Soient M∗ l’image de L∗ dans (G∗)ad, Ls un sous-groupe de Levi de G◦(s) en dualité avec
le sous-groupe de Levi C◦L∗(s) de C◦G∗(s). Il existe un sous-groupe L(G, s¯) de G(s¯) tel que
L(G, s¯)∩G◦(s) = Ls et ρ(L(G, s¯))= AM∗(s¯). La restriction de L(G, s¯)F à LFs est sans multi-
plicité au-dessus de tout élément de E(LFs , t) pour tout semi-simple t ∈ C◦L∗(s)F tel que tπ = 1.
On sait qu’il existe une section de AM∗(s) dans le groupe NW(M∗)(W(C◦M∗(s¯))), les groupes
de Weyl étant relatifs à un tore maximalement déployé de C◦M∗(s). Il existe donc aussi un sous-
groupe N de NG(S) tel que N/S ait pour image AM∗(s) par l’anti-isomorphisme de W(G,S)
sur W(G∗, S∗). Alors N normalise Ls parce-que AM∗(s) centralise s et est contenu dans M∗.
On pose L(G, s¯)= Ls.N et c’est la seule solution.
La condition (3.1.3.1) passe évidemment à travers les produits directs.
Il existe un recouvrement régulier ρ : G˜→G de noyau un tore central K et de dual un plonge-
ment ρ∗ :G∗ → G˜∗. Le morphisme G˜F →GF induit par ρ est surjectif. Soit s˜ = ρ∗(s) ∈ (G˜∗)F ,
s˜ et s ont même image s¯ dans l’adjoint de G∗. Selon (3.1.2.1) on a un carré commutatif
G˜◦(s˜)
ρ(s)
G˜(s¯)
ρ(s¯)
G◦(s) G(s¯)
dans lequel K est le noyau de ρ(s), par construction de G˜◦(s˜) (resp. G◦(s)) sur un tore de
G˜ (resp. G), et K est aussi le noyau de ρ(s¯). Donc G(s¯)F est isomorphe à G˜(s¯)F /KF et
la restriction de G(s¯)F à G˜(s¯)F est injective sur Irr(G(s¯)F ). Puisque le noyau de ρ(s) est
connexe, la restriction selon l’inclusion C◦G∗(s)F ⊂ C◦˜G∗(s˜)F induit une bijection de E(G◦(s)F , t)
sur E(G˜◦(s˜)F , ρ∗(t)) (assertion (b) de la Proposition 1.3.6). Il en résulte que la condition de
non-multiplicité de ResG˜(s¯)
F
G˜◦(s¯)F au-dessus de E(G˜◦(s˜)F , ρ∗(t)) implique la non-multiplicité de
ResG(s¯)
F
G◦(s)F au-dessus de E(G◦(s)F , t).
On pourra donc supposer F(G) = {1}.
Pour séparer les composants rationnels de G, utilisons une conséquence élémentaire de la
théorie de Clifford qui permet de transférer (C) et (3.1.3.1) par plongement.
3.1.4. Lemme. Soit X un groupe fini et soient H et K deux sous-groupes normaux de X,
Y = K ∩ H . Soient χ ∈ Irr(X), ζ ∈ Irr(H) et ξ ∈ Irr(Y ) tels que 〈ResHY ζ , ξ 〉Y = a = 0 et
〈ResXH χ, ζ 〉H = b = 0. Soient Xξ et Xζ les groupes d’inertie respectifs de ξ et ζ dans X.
(a) On a Xζ ⊂H.Xξ et 〈ResX χ, ξ 〉Y = ab|H.Xξ/Xζ |.Y
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〈ResKY ν, ξ 〉Y = c = 0. On a 〈ResXY χ, ξ 〉Y = ac.
Démonstration du Lemme 3.1.4. (a) Par hypothèse ξ est un composant de ResXY χ . On a par
définition Y ⊂Xξ et H ⊂Xζ . De plus, puisque Xζ stabilise l’ensemble des composants irréduc-
tibles de ResHY ζ , lequel est, selon la théorie de Clifford, une orbite sous H , Xζ =H.(Xζ ∩Xξ).
Les données impliquent χ(1) = b|X/Xζ |ζ(1) et ζ(1) = a|H/H ∩ Xξ |ξ(1). Les trois dernières
égalités impliquent χ(1) = ab|H.Xξ/Xζ |.|X/Xξ |ξ(1), d’où résulte l’égalité de (a) par la théorie
de Clifford de X à Y .
(b) A conjugaison près on peut supposer que d := 〈ResXK χ,ν〉K = 0. Selon (a) on a
ab|H.Xξ/Xζ | = cd|K.Xξ/Xν |, soit, en séparant les diviseurs de |X/H | de ceux de |X/K|,
b|H.Xξ/Xζ | = c. 
3.1.5. Dans un plongement σ :G → G˜ défini sur Fq , la condition de non-multiplicité passe de
ResG˜(s¯)
F
G˜◦(s˜)F à Res
G(s¯)F
G◦(s)F . Il en est de même pour (3.1.3.1).
Démonstration de l’assertion 3.1.5. On suppose que s est image de s˜ ∈ (G˜∗)F par un mor-
phisme dual de σ et on a alors (G˜∗)ad = (G∗)ad soit ¯˜s = s¯, ce qui donne un sens à l’asser-
tion 3.1.5. Une application de G◦(s) dans G˜◦(s˜), duale de σ ∗ : C◦˜
G∗(s˜) → C◦G∗(s) et coïncidant
avec σ sur le tore de référence est un plongement. Dans les notations du Lemme 3.1.4 soient
X = G˜(s¯)F , H = G˜◦(s˜)F , K = G(s¯)F et donc Y = G◦(s)F , ξ ∈ E(G◦(s)F , t), où t ∈ C◦G∗(s)F
et t est d’ordre premier à s¯. Il existe t˜ ∈ C◦˜
G∗(s˜) et ζ ∈ E(G˜◦(s˜)F , t˜) tels que t˜ soit d’ordre
premier à celui de s¯ et 〈ResHY ζ , ξ 〉Y = 1 (1.3). Soit x ∈ H.Xξ , alors x fixe IndHY ξ . On a
IndHY ξ =
∑
θ (θ ⊗ ζ ) où θ parcourt un groupe de représentations linéaires de H isomorphe à
Irr(IHY (ζ )/Y ) (notations de l’appendice B). Or x opère sur H comme xH/H , soit un élément
de AG∗(s)F et AG∗(s)F permute les séries de Lusztig de H via son opération sur C◦˜G∗(s˜). Il
en résulte que x stabilise l’ensemble des θ ⊗ ζ où θπ = 1. Cet ensemble est une orbite régu-
lière sous Irr(J ), J étant le π ′-sous-groupe de Hall de IHY (ζ )/Y . Comme les actions de x et
de Irr(J ) sur Irr(H) commutent, xπ fixe tout élément de l’orbite selon J , en particulier ζ . On
a donc (Xξ )π ⊂ Xζ . Comme X/H = (X/H)π et H ⊂ Xζ , il en résulte HXξ ⊂ Xζ . L’asser-
tion (a) du Lemme 3.1.4 implique que si ResXH est sans multiplicité au-dessus de ξ , alors ResXY
l’est aussi, en particulier ResKY est sans multiplicité au-dessus de ξ , ce qui démontre l’asser-
tion.
Avec des notations inspirées de (3.1.3.1) σ se restreint en un plongement de L(G, s) dans
L˜(G˜, s˜), la démonstration précédente vaut pour ce plongement. 
3.1.6. L’assertion (3.1.3.1), dernière réduction
Démontrons maintenant la non-multiplicité par induction sur le nombre de facteurs irréduc-
tibles de G, sachant que F(G)= {1}. Alors [G,G] est produit direct de ses composants.
Si G n’est pas rationnellement irréductible, soit [G,G] = G1.G2 une décomposition de
[G,G] en produit direct F -stable. Soient S1 un tore maximal F -stable de G1 et H le quotient
de G× S1 par le sous-groupe fini Δ := {(z, z−1) | z ∈ Z(G1)}. On a un plongement σ :G → H
défini par (g → (g,1)Δ). Par un morphisme dual H ∗ → G∗ s est image de t ∈ H ∗ et par 3.1.5,
il suffit de montrer que (3.1.3.1) est satisfaite par (H, t).
Soit H1 = G1 × S1/Δ ; on a [H1,H1] = σ(G1) et Z(H1) = Z◦(H1) est isomorphe à S1. Po-
sons H2 = Z◦(H).σ (G2). Par construction on a H = H1.H2 et H1 ∩ H2 = Z◦(H1). Ainsi H
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de t par un plongement H ∗ → H ∗1 × H ∗2 dual de H1 × H2 → H . La construction de H ◦(t)
implique que H ◦(t) est isomorphe au quotient de H ◦1 (t1) × H ◦2 (t2) par S (rappelons que H et
H ◦(t) ont un tore maximal en commun). D’autre part t¯ = (t¯1, t¯2) et il en résulte que AH ∗(t¯)
est isomorphe à AH ∗1 (t¯1) × AH ∗2 (t¯2). Ainsi H(t¯) est isomorphe à H(t¯1) × H(t¯2)/S et H(t¯)F
est isomorphe à H(t¯1)F × H(t¯2)F /SF . Un sous-groupe de Levi L de H dont un dual dans H ∗
contient t est un produit L1.L2 de deux sous-groupes de Levi de H1 et H2 respectivement, de
duaux L∗1, L∗2, avec (t1, t2) ∈ (L∗1,L∗2). Un dual Lt de CL∗(t) est produit Lt1 .Lt2 , où Ltj est dual
de CH ∗j (tj ). Un élément ξ d’une série E(LFt , u) est de la forme ξ1 ⊗SF ξ2 avec ξj ∈ E(LFtj , uj )
où (u1, u2) est l’image de u par le morphisme C◦H ∗(t) → C◦H ∗1 (t1) × C
◦
H ∗2
(t2), restriction de
H ∗ →H ∗1 ×H ∗2 . Enfin dans les notations de (3.1.3.1) L(H, t¯) est produit central au-dessus d’un
tore de L(H1, t¯1) par L(H2, t¯2) et L(H, t¯)F = L(H1, t¯1)F .L(H2, t¯2)F . Par hypothèse inductive
la condition de non-multiplicité est satisfaite par la restriction de Lj (Hj , t¯j )F à LFtj au-dessus de
ξj pour j = 1,2, elle l’est donc par la restriction de L(H, t¯)F à LFt au-dessus de ξ .
3.1.7. G rationnellement irréductible
Si A(G∗)ad(s¯) est cyclique, alors G(s¯)F /G◦(s)F et L(G, s¯)F /LFs sont cycliques et la non-
multiplicité des en découlent.
Lorsque G est rationnellement irréductible et A(G∗)ad(s¯) n’est pas cyclique, A(G∗)ad(s¯)F est
d’ordre 4, exposant 2, s est d’ordre pair, (G,F ) est de type D déployé et de rang pair. Selon
(3.1.5) on peut supposer que Z(G) est connexe. Si s n’est pas quasi-isolé il existe un sous-
groupe de Levi H ∗ de G∗ distinct de G∗ et tel que E(G∗, s)= E(H ∗, s). Soit H un sous-groupe
de Levi de G en dualité avec H ∗. L’hypothèse inductive permet de conclure à l’existence de
E(L, s) = E(G, s) ayant toutes les propriétés requises.
Supposons donc s quasi-isolé. On montrera en 3.5.5 que la condition (C) est alors satisfaite si
G est adjoint. Soit donc G l’adjoint de G. On a un diagramme commutatif de morphismes
[G,G]◦(s¯) j (s) G◦(s) π(s) G◦(sˆ)
[G,G](s¯) j (s¯) G(s¯) π(s¯) G(s¯)
où sˆ relève s dans un recouvrement simplement connexe de G∗, les conoyaux des flèches
verticales sont isomorphes à A(G∗)ad(s¯)F . Puisque s est quasi-isolé [G,G]◦(s¯) et G◦(s¯) sont
semi-simples. Donc [G◦(s),G◦(s)] est image de [G,G]◦(s¯), Z(G) = Z◦(G◦(s)) et Z(G) ∩
[G◦(s),G◦(s)] est un 2-groupe fini. Il en résulte que [G◦(s),G◦(s)]F ∩ Z(G)F est un 2-groupe
de même que G◦(s)F /[G◦(s),G◦(s)]F .Z(G)F , si bien que Z(G)F2′ admet un complément direct
X(s) dans G◦(s)F . Puisque A(G∗)ad(s¯) fixe Z(G), G(s¯)F admet également une décomposition
directe X(s¯)× Z(G)F2′ . De plus Z(G), qui est le noyau de G → G, est aussi celui de π(s) et de
π(s¯). Donc G(s¯)F ∼=G(s¯)F /Z(G)F .
Soit ξ ∈ E(G◦(s)F ,u), l’ordre de u étant premier à celui de s, donc impair. Si Z(G)F est
dans le noyau de ξ , considérant ξ comme un irréductible de G◦(s)F , on voit que la condition
(C) est vérifiée. Sinon ResG◦(s)FZ(G)F ξ = ξ(1)θ−1, où θ est d’ordre impair et il existe t ∈ Z(G∗)F
en dualité avec θ (θ étant considéré comme un irréductible de G◦(s)F /[G◦(s),G◦(s)]F ) tel
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noyau contenant X(s¯), et si χ ∈ Irr(G(s¯)F ), θ⊗ResG(s¯)F
G◦(s)F χ = Res
G(s¯)F
G◦(s)F (θ
′ ⊗χ). Si χ couvre ξ ,
θ ′ ⊗ χ couvre θ ⊗ ξ , dont le noyau contient Z(G)F . La non-multiplicité de ResG(s¯)F
G◦(s)F au-dessus
de θ ⊗ ξ implique sa non-multiplicité au-dessus de ξ .
Pour vérifier (3.1.3.1), considérons un sous-groupe de Levi L de G dont un dual L∗ dans G∗
contient s et est d’image M∗ dans G. Si AM∗(s¯) est cyclique, la restriction de (L(G, s¯)F à LFs
est sans multiplicité. Sinon s est quasi-isolé dans L∗ et la preuve qui précède s’applique. 
3.2. Remarques
3.2.1. Il existe un sous-groupe Γ de G(s), tel que
G(s) =G◦(s)Γ, G(s)F =G◦(s)F .(Γ ∩G(s)F ), Γ ∩G◦(s) ⊂ Z(G◦(s))
et Γ ∩G(s)F est commutatif.
L’existence de Γ tel que G(s) =G◦(s)Γ et Γ ∩G◦(s) ⊂ Z(G◦(s)) est assurée dans G(s) dès
lors que G(s) est construit (voir [17, Proposition 1.16, Théorème 1.17], complété par [18]). Il en
résulte que l’extension quotient de E(G, s) par le centre de G◦(s) est nécessairement scindée.
De fait on peut supposer que Γ normalise un tore F -stable choisi, par exemple un tore maxima-
lement déployé de G◦(s), tore de référence pour les dualités. Notons que si AG∗(s) est cyclique,
en relevant dans Γ un générateur de AG∗(s) de telle sorte que AFO se relève dans G(s)F , on
obtient un sous-groupe cyclique de Γ qui peut se substituer à Γ . L’existence de Γ dans les cas
minimaux traités en 3.1.9 est facile à vérifier.
Dans les notations de (B.4) et son étude ci-dessus, si G1(s1) admet un sous-groupe commutatif
Γ1 tel que G1(s1)=G◦1(s1)Γ1, Γ1 ∩G◦1(s1)⊂ Z(G◦1(s1)) et G1(s1)F = G◦1(s1)F (Γ ∩G1(s1)F ),
alors Γ := (Γ1 ∩ H1(s1)).K/K est tel que G(s) = G◦(s)Γ , Γ ∩ G◦(s) ⊂ Z(G◦(s)), car
Z(G◦(s)) = Z(G◦1(s1))/K , et G(s)F =G◦(s)F (Γ ∩G◦(s)F ).
3.2.2. Supposons que G ne contient aucun composant de type D2n. Soit θ ∈ Irr(G◦(s)F ) déter-
miné par s et la dualité entre G◦(s) et C◦G∗(s). La restriction de G(s)F à C◦G(s)F au-dessus de θ
est sans multiplicité.
Démonstration. On a un isomorphisme entre Z(G∗)F et Irr(GF /[G,G]F ) par lequel s donne θ .
Avec les notations de 3.1.3 soit ρ : G˜ → G un recouvrement régulier, à s˜ = ρ∗(s) correspond
θ˜ ∈ Irr(G˜◦(s˜)) qui est restriction de θ . Comme G(s¯)F est quotient de G˜(s¯)F , la propriété passe
de G˜ à G.
On peut supposer F(G) = {1}. Dans ce cas [G,G] est produit direct de ses composants
irréductibles, et A[G,G]∗(s¯) est produit direct de groupes cycliques qui contient AG∗(s). La
non-multiplicité de la restriction de [G,G](s¯)F à [G,G]◦(s¯)F est vraie au-dessus de tout
élément de Irr([G,G]◦(s¯)F ). Soit H l’image inverse de AG∗(s)F par le morphisme quo-
tient [G,G](s¯)F → [G,G](s¯)F /[G,G]◦(s¯)F ∼= A[G,G]∗(s¯)F . On a G(s)F = G◦(s)F .H et
[G,G]◦(s¯)F = H ∩ G◦(s)F . La restriction θ¯ de θ à [G,G]◦(s¯)F est associée par dualité à
l’image s¯ de s dans [G,G]∗ = (G∗)ad. Puisque θ¯ est linéaire, ker θ¯ contient le groupe dérivé de
[G,G]◦(s¯)F , ker θ¯ est donc caractérisé par son intersection avec T F . Par définition de AG∗(s), si
w ∈ NG(T )F relève un élément de AG∗(s)F , on a wθ = θ , soit [w,T F ] ⊂ [G,G]∩ker θ = ker θ¯
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le quotient G(s)F /ker θ¯ est abélien, isomorphe au produit fibré de H et de G(s)F au-dessus de
ker θ¯ . Puisque θ¯ se prolonge à G◦(s)F en θ et à H , θ se prolonge à G(s)F . 
3.3. Corollaire. Soit t ∈ C◦G∗(s)F , et soit E(G(s)F , t) l’ensemble des χ ∈ Irr(G(s)F ) qui cou-
vrent un élément de E(G◦(s)F , t). Le groupe abélien B(st) := AC◦
G∗ (s)(t)
F × Irr(AC◦
G∗ (t)(s)
F )
opère sur E(G(s)F , t) et il en résulte une bijection entre les ensembles quotients E(G(s)F , t)/
B(st) et E(C◦G∗(st)F ,1)/AG∗(st)F , ainsi qu’une bijection entre E(G(s)F , t) et E(GF , st).
Soit E(G(s)F ,1) l’ensemble des χ ∈ Irr(G(s)F ) qui couvrent un élément de E(G◦(s)F ,1).
Il existe ainsi une bijection E(G(s)F ,1)→ E(GF , s) compatible aux descriptions à la Jordan–
Lusztig (1.3.1, 1.3.5) telle que si χ a pour image ζ , alors ζ(1).|G(s)F ]p′ = χ(1).|GF |p′ .
Démonstration. On notera, pour tout groupe intermédiaire C entre G◦(s)F et G(s)F , E(C, t)
l’ensemble des χ ∈ Irr(C) qui couvrent un élément de E(G◦(s)F , t). La condition de compati-
bilité relie les séries E(GF , st) et E(G(s)F , t) à E(C◦G∗(st)F ,1) et elle apparaîtra en cours de
démonstration. Comparons donc E(GF , st) et E(G(s)F , t).
Puisque C◦C◦
G∗ (s)
(t) = C◦G∗(st), E(G◦(s)F , t) est décrit par Est := E(C◦G∗(st)F ,1) muni de
l’action de AC◦
G∗ (s)(t)
F
. Selon (1.3.5) on a une bijection entre Est /AC◦
G∗ (s)(t)
F et E(G◦(s)F , t)/
Irr(AC◦
G∗ (s)(t)
F )
Le groupe AC◦
G∗ (t)(s)
F opère à la fois sur Est et sur E(G◦(s)F , t) par son action sur la donnée
radicielle de G◦(s) et ainsi comme sous-groupe de AG∗(s)F ∼= G(s)F /G◦(s)F . C’est le stabili-
sateur de E(G◦(s)F , t) dans AG∗(s)F . L’opération de AC◦
G∗ (t)(s)
F sur Est induit une opération
sur Est /AC◦
G∗ (s)(t)
F
, elle fusionne les orbites sous AC◦
G∗ (s)(t)
F en une orbite sous AG∗(st)F ∼=
AC◦
G∗ (s)(t)
F × AC◦
G∗ (t)(s)
F (Proposition 1.2.2). Soit C l’image inverse de AC◦
G∗ (t)(s)
F dans
G(s)F . Le stabilisateur dans G(s)F d’un élément χ de E(G◦(s)F , t) est contenu dans C. L’in-
duction de C à G(s)F établi une bijection de E(C, t) sur E(G(s)F , t). Si un élément de C
fixe une orbite ω sous Irr(AG∗(s)F ) dans E(G◦(s)F , t), il fixe tout élément de χ de ω car |ω| et
|AC◦
G∗ (t)(s)
F | sont premiers entre eux. A ω correspond par (1.3.5) une orbite ω′ sous AC◦
G∗ (s)(t)
F
dans Est . La théorie de Clifford sans multiplicité implique que E(C, t) est réunion disjointe
indexée sur Est /AG∗(st)F : pour tout χ ∈ ω comme ci-dessus, soient Ω ∈ Est /AG∗(st)F conte-
nant ω′ et μ ∈ ω′, alors χ est couvert par des éléments de E(C, t) formant une orbite régulière
sous Irr(Cχ/G◦(s)F ) et Cχ/G◦(s)F ∼= AC◦
G∗ (t)(s)
F
μ . Donc Ω détermine |AG∗(st)Fμ | éléments
de E(C, t), formant une orbite régulière sous AC◦
G∗ (s)(t)
F
μ × Irr(AC◦G∗ (t)(s)Fμ). On voit ainsi que
E(C, t) est en bijection avec E(GF , st).
D’autre part soient st , st ′ conjugués dans (G∗)F et tels que t = (st) et t ′ = (st ′). Alors
t, t ′ ∈ C◦G∗(s)F et t et t ′ sont conjugués selon CG∗(s)F .
Ainsi dans deux décompositions disjointes E(G(s)F ,1) =⋃t E(G(s)F , t) et E(GF , s) =⋃
t E(GF , st), on peut choisir t parcourant le même ensemble de représentants, à savoir du
quotient de l’ensemble des -classes de conjugaisons de C◦G∗(s)F par l’action de AG∗(s)F .
Le calcul des degrés est immédiat par décomposition de Jordan et restriction sans multiplicité
(1.3.1–1.3.6). 
Avec les notations de 3.2.2, on obtient une bijection E(G◦(s)F ,1)→ E(G◦(s)F , s) par mul-
tiplication par θ . En notant E(G(s)F , s) l’ensemble des irréductibles de G(s)F qui dominent un
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Irr(G(s)F /G◦(s)F ).
3.4. Blocs unipotents de G(s)F
Dans ce paragraphe on classifie et dénombre les blocs unipotents de G(s)F en fonction des
données e-cuspidales unipotentes de (C◦G∗(s),F ). On se place dans dans l’hypothèse 1.4.1.
On fixe une bijection ΨG◦(s),1 :E(G◦(s)F ,1) → E(C◦G∗(s)F ,1), non désignée (i.e. λ → λ)
satisfaisant aux conditions du théorème d’unicité, de même pour toute couple de sous-groupes
de Levi e-déployés en dualité. Cette bijection préserve la e-cuspidalité et les groupes de Weyl
relatifs. Il y a donc une bijection entre l’ensemble des classes de conjugaison de données e-
cuspidales unipotentes de (G◦(s),F ) et l’ensemble analogue défini depuis (C◦G∗(s),F ). Cette
bijection commute à l’action de AG∗(s)F , groupe d’automorphismes semi-simples qui opère sur
les données radicielles duales (1.3.1(iv)). L’action du groupe AG∗(s)F sur les blocs unipotents
de G◦(s)F est déterminée par son action sur les données e-cuspidales unipotentes de (G◦(s),F )
(1.4.5). De 2.2.1 on déduit
3.4.1. Lemme. Si le centre de G est connexe la construction décrite en 1.4.5 détermine une
bijection entre l’ensemble des GF -classes de conjugaison de données e-cuspidales en la série s
de (G,F ) et l’ensemble des G◦(s)F -classes de conjugaison de données e-cuspidales unipotentes
de (G◦(s),F ).
Si CG∗(s) est un sous-groupe de Levi de G∗ et G◦(s) est un sous-groupe de Levi de G
en dualité avec CG∗(s) on sait qu’une application ZE(G◦(s)F ,1) → ZE(GF , s) de la forme
χ → RGG◦(s)(sˆχ) est isométrie parfaite, donc détermine une bijection entre -blocs unipotents de
G◦(s)F et blocs de la série s de GF . On retrouve ainsi dans ce cas particulier le Lemme 3.4.1. La
Proposition qui suit utilise les notations de l’appendice B pour étudier la combinatoire des blocs
unipotents de G(s)F . Compte-tenu de la définition inductive de G(s), il convient de considérer
G(s¯)F .
3.4.2. Proposition. Hypothèse 1.4.1. Soient G, σ ∗ :G∗ → (G∗)ad, s, s¯ = σ ∗(s), M∗ =
σ ∗(L∗), G◦(s) ⊂ G(s) ⊂ G(s¯) comme en 3.1, 3.1.2. Soit ρ le morphisme quotient G(s¯)F →
G(s¯)F /G◦(s)F ∼= A(G∗)ad(s¯)F .
Soient (Ls, λ) une donnée e-cuspidale unipotente de (G◦(s),F ), paramétrant le bloc uni-
potent b = bG◦(s)F (Ls, λ), une donnée (L∗s , λ) « duale » de (Ls, λ) dans (C◦G∗(s),F ) et L∗ =
CG∗(Z◦(L∗s )φe ).
(a) ρ(NG(s¯)F (Ls)) est le stabilisateur A(G∗)ad(s¯)FL∗s de L
∗
s dans A(G∗)ad(s¯)F et opère sur
E(LFs ,1). On a ρ((G(s¯)F )b)= (A(G∗)ad(s¯)FL∗s )λ.
(b) Soit (D,bD) une sous-paire maximale de b, où D ⊂ CG◦(s)([Ls,Ls])F . On a
ρ(CG(s¯)F (D)) = AM∗(s¯)F . Soit B un bloc de G(s¯)F qui couvre b et soit I (B) = IG(s¯)
F
G◦(s)F (B).
On a ρ(I (B)) = AM∗(s¯)Fλ .
(c) La restriction de CG(s¯)F (D) à CG◦(s)F (D) est sans multiplicité au-dessus de Irr(bD).
Le groupe IG(B) est défini (Appendice B) par Irr(G/H)B = Irr(G/IG(B)).H H
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Z◦(L∗)φe = Z◦(L∗s )φe .
Soit T ∗1 un tore maximal maximalement déployé de L∗s . Puisque T ∗1 est F -stable maximal
de C◦G∗(s), il existe un tore F -stable maximal T1 de G◦(s) dans la classe duale et un φe-sous-
groupe S1 de T1 correspondant à Z◦(L∗s )φe de telle sorte que G◦(s) est en dualité avec C◦G∗(s) et
Ls = CG◦(s)(S1) en dualité avec L∗s relativement à (T1, T ∗1 ). On a G(s¯)=G◦(s).NG(s¯)(T1) donc
A(G∗)ad(s¯) opère sur la donnée radicielle de G◦(s) relative à (T1, T ∗1 ).
Il existe aussi un tore F -stable maximal T ′1 de G dans la classe duale de la classe de T ∗1
dans G∗. La dualité entre G et G∗ peut être définie autour de (T ′1, T ∗1 ). Il existe alors un iso-
morphisme de T1 sur T ′1 qui commute à F et transporte la donnée radicielle de G◦(s) relative
à (T1, T ∗1 ) en la duale de la donnée radicielle de C◦G∗(s) relative à (T ∗1 , T ′1). Cet isomorphisme
transporte S1 sur un φe-sous-groupe S′1 de T ′1 tel que L := CG(S′1) soit en dualité avec L∗ et
il transporte le groupe d’automorphismes AG∗(s¯)op de la donnée radicielle dans W(G,T ′1). Le
stabilisateur dans A de l’orbite sous G◦(s)F de Ls , est déterminé par l’action de A sur la donnée
radicielle, c’est le stabilisateur de S1, donc aussi celui de Z◦(L∗s )φe , L∗, ou de M∗ et de S′1,
de L. On a donc ρ(NG(s¯)(Ls)F ) = AL∗s = ALs = AL∗ soit AG∗(L∗, s) dans les notations de la
Proposition 2.3.3. Enfin le stabilisateur dans A de l’orbite sous G◦(s)F de (Ls, λ) stabilise b et
inversement. On a donc (G(s¯)F )b = G◦(s)F .NG(s¯)F (Ls, λ), soit ρ((G(s¯)F )b) = (ALs )λ. Ainsi
l’ensemble des blocs de G◦(s)F conjugués de b sous G(s¯)F est une orbite régulière sous l’action
de A/(ALs )λ.
L’intersection avec G(s) donne ρ((G(s)F )b)= (AL∗s )λ.
(b) On a AL∗(s) = AM∗(s¯) ∩ AG∗(s), et, compte-tenu de la bijection E(C◦M∗(s¯)F ,1) →
E(C◦L∗(s)F ,1) obtenue par restriction, il en résulte AL∗(s)Fλ = AM∗(s¯)Fλ ∩ AG∗(s).
Soit C := C◦G◦(s)([Ls,Ls]). Un -sous-groupe de Sylow D de CF est groupe de défaut
de b [13, Theorem 22.9]. Le normalisateur de Z◦(Ls) contient un -Sylow de CF car Z◦(Ls)
est un tore maximal F -stable de C et contient S1 qui est un φe-sous-groupe maximal de
C [13, Proposition 22.7]. Ceci permet de supposer D ⊂ NG◦(s)(Z◦(Ls)). Il existe une sous-
paire maximale (D,bD) contenant (1, b). Ici [Ls,Ls]F ⊂ CG◦(s)F (D) ⊂ LFs et bD a pour
caractère canonique la restriction λD de λ à CG◦(s)F (D) et λD détermine λ. Puisque les
sous-paires maximales de G◦(s)F contenant (1, b) forment une classe de conjugaison on a
(G(s¯)F )b = G◦(s)F .NG(s¯)F (D,bD), donc ρ(NG(s¯)F (D,bD)) = (AL∗s )λ. Par intersection avec
G(s), on obtient ρ(NG(s)F (D,bD))= AG∗(Ls)Fλ .
De plus D est une extension scindée de Z := Z(Ls)F par un -sous-groupe de Sylow U
de W(C,Z◦(Ls))F . Le groupe Z est sous-groupe abélien normal maximal, donc caractéristique,
de D [12, Lemma 4.16]. Ainsi l’action de AL∗s sur Z et sur D/Z se lisent sur la donnée radicielle,
ou dans dans le normalisateur de T ∗. On a NG(s¯)(D) ⊂ NG(s¯)(Ls) parce-que Ls = C◦G◦(s)(Z)
[10, Proposition 3.3]. Inversement tout élément de WG(L)F ∩WG(s) normalise W(C,Z◦(Ls))F
et l’argument de Frattini dans NG(s¯)(Z◦(Ls))F montre que AL∗s ⊂ ρ(NG(s¯)F (D)). Au total
ρ(NG(s¯)F (D))= AL∗s .
La relation
ρ
(
CG(s¯)F (D)
)= AM∗(s¯)F (3.4.2.1)
sera démontrée par induction.
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(G,H) par (G(s¯)F ,G◦(s)F ). Alors λD = Res(L
∗
s )
F
C
G◦(s)F (D)
λ. Selon B.1, μ étant un irréductible de
CG(s¯)F (D) qui couvre λD , on a
∣∣ρ(I (B))∣∣= |CG(s¯)F (D)λD |.|NG(s¯)F (D)λD ∩ NG(s¯)F (D)μ||CG◦(s)F (D)|.|NG(s¯)F (D)λD | .
Puisque (3.4.2.1) implique ρ(CG(s¯)F (D)λD) = AM∗(s¯)Fλ alors l’égalité ρ(I (B)) = AM∗(s¯)Fλ
équivaut à
NG(s¯)F (D)λD ⊂ NG(s¯)F (D)μ. (3.4.2.2)
Les relations (3.4.2.1) et (3.4.2.2) seront vérifiées inductivement depuis les exemples mini-
maux et par réductions successives comme dans la preuve de l’assertion (C) de la Proposition 3.1.
(i) Soit un recouvrement régulier σ : Gˆ→G.
Soit K le noyau de σ et s¯ l’image de sˆ et s dans le groupe adjoint commun à Gˆ∗ et
G∗, ρˆ le morphisme quotient Gˆ(s¯)F → A(G∗)ad(s¯)F . On a donc deux suites exactes courtes
1 →KF → GˆF →GF → 1 et
{1} →KF → Gˆ(s¯)F →G(s¯)F → {1}.
La donnée e-cuspidale unipotente (Ls, λ) est image d’une donnée cuspidale unipotents
(Lˆsˆ , λ) de Gˆ◦(sˆ) et D est image d’un groupe de défaut Dˆ du bloc de Gˆ◦(sˆ)F paramétré
par (Lˆsˆ , λ). L’inclusion de ρˆ(CGˆ(s¯)F (Dˆ)) dans ρ(CG(s¯)F (D)) est évidente. Inversement si
a ∈ ρ(CG(s¯)F (D)) il existe un ′-élément h de CG(s¯)F (D) d’image a et qui centralise D. Il
existe donc un ′-élément hˆ de Gˆ(s¯)F qui normalise KF .Dˆ et tel que [Hˆ , Dˆ] ⊂ KF . Puisque
hˆ normalise KF .Dˆ, on a [hˆ, Dˆ] ⊂ KF . Mais puisque KF est central dans Gˆ(s¯)F et hˆ d’ordre
premier à , hˆ centralise Dˆ. On a donc ρ(CG(s¯)F (D)) = ρˆ(CGˆ(s¯)F (Dˆ)). Or Lˆsˆ et Ls ont même
image dans (G∗)ad. La relation (3.4.2.1) passe donc de (Gˆ, sˆ, Lˆsˆ , λ) à (G, s,Ls, λ).
En ce qui concerne (3.4.2.2), il suffit de noter que les représentations considérées sont définies
depuis des éléments de séries unipotentes. Le noyau de celles définies depuis Gˆ contient KF .
Les deux relations pour Gˆ et G sont strictement équivalentes.
(ii) Soit un plongement régulier G → H , où l’on suppose F(G) = {1} grâce à (i). Montrons
que les relations (3.4.2.1) et (3.4.2.2) sont vérfiées pour G si et seulement si elles le sont pour H .
Du côté des duaux par le recouvrement H ∗ → G∗ il existe un ′-élément semi-simple
t ∈ (H ∗)F d’image s et L∗ a pour image inverse M∗ tels que, t et s (resp. M∗ et L∗) ayant
même image s¯ (resp. même image M∗ = σ ∗(L∗)) dans un adjoint commun à H ∗ et à G∗. Alors
AM∗(s¯) est « invariant » de (G,L∗, s) à (H,M∗, t).
On a donc un plongement régulier de G◦(s) dans H ◦(t) = Z◦(H).G◦(s). Soit Mt =
Z◦(H).Ls , on a [Ls,Ls] = [Mt,Mt ]. La donnée e-cuspidale unipotente (Ls, λ) est « restriction »
d’une donnée e-cuspidale unipotente (Mt ,μ), laquelle détermine un bloc de groupe défaut E.
Avec un choix convenable du tore maximal S de C◦H ([Ls,Ls]), MFt = SF .LFs , E = SF .D et
Z := SF ∩ G◦(s¯) est caractéristique dans D. On a alors C◦G◦(s)(Z) = Ls et C◦H ◦(t)(SF ) = Mt .
D’autre part, comme AG∗(s¯) opère trivialement sur S/T , tout ′-élément de H(s¯)F qui centra-
lise Z centralise SF . On a donc CH ◦(s¯)F (SF )= SF .CG◦(s¯)F (Z) et CH(s¯)F (SF )= SF .CG(s¯)F (Z).  
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C = CH ◦(t)([Ls,Ls]), il existe un -groupe de Sylow U de W(C,S ∩C)F tel que D = Z.U , et
on peut supposer que AG∗(s)FLs normalise U car AG∗(s)
F
Ls
normalise C, CF et S∩C. On obtient
CH(s¯)F (E)= CSF (D).CG(s¯)F (D), (3.4.2.3)
soit ρ(CG(s¯)F (D)) = ρ(CH(s¯)F (E)). Les relations (3.4.2.1) pour (H, t,Mt , λ) et (G, s,Ls, λ)
sont équivalentes.
Puisque Z (resp. SF ) est caractéristique dans D (resp. E), on a NG(s¯)(D) ⊂ NG(s¯)(Ls)
et NH(s¯)(E) ⊂ NH(s¯)(Mt ), d’où NG(s¯)(D) = [Ls,Ls].(NG(s¯)(D) ∩ NG(s¯)(T ∩ [Ls,Ls])) et
NH(s¯)(E)= [Ls,Ls].(NH(s¯)(E)∩ NH(s¯)(T ∩ [Ls,Ls])). On en déduit aisément
NH(s¯)(E)= CSF (D).NG(s¯)F (D). (3.4.2.4)
Puisque [Ls,Ls] ⊂ CH ◦(s)(D) ⊂ CH ◦(t)(E) ⊂ Mt et ResMtF[Ls,Ls ]F μ = Res
Ls
F
[Ls,Ls ]F λ, si μE =
ResMt
F
C
H◦(t)F (E)
μ, λD est restriction de μE , ce qui implique l’inclusion de NH(s¯)F (E)μE dans
NH(s¯)F (E)λD . Inversement tout élément de H(s¯)F qui normalise E normalise SF donc aussi Mt
et stabilise la série unipotente E(MtF ,1). On a donc
NH(s¯)F (E)μE = NH(s¯)F (E)λD . (3.4.2.5)
En conséquence CH(s¯)F (E)μE = CH(s¯)F (D)λD . Soient μ˜E l’induit à CH(s¯)F (E) d’une exten-
sion νE de μE à CH(s¯)F (E)μE et posons νD = Res
C
H(s¯)F
(E)μE
C
G(s¯)F
(D)λD
(νE) et λ˜ = ResCH(s¯)F (E)C
G(s¯)F
(D) μ˜. Il
est clair que νD étend λD car νE étend Res
LFs
[Ls,Ls ]F λ. Il résulte de (3.4.2.3) que CH(s¯)F (E) =
CH(s¯)F (E)μE .CG(s¯)F (D), ce qui implique λ˜ = Ind
C
G(s¯)F
(D)
C
G(s¯)F
(D)λD
νD , les notations sont cohérentes
avec celles de (3.4.2.2), en particulier μ est irréductible.
(CH(s¯)F (E)μE , νE)
Res
Ind
(CG(s¯)F (D)λD , νD)
Ind
(CH(s¯)F (E), μ˜)
Res
(CG(s¯)F (D), λ˜)
L’équivalence entre les inclusions NH(s¯)F (E)μE ⊂ NH(s¯)F (E)μ˜ et NG(s¯)F (D)λD ⊂
NG(s¯)F (D)λ˜ résulte de (3.4.2.4), (3.4.2.5) et de
NH(s¯)F (E)μ˜ ⊂ NH(s¯)F (E)λ˜, NG(s¯)F (D)λ˜ ⊂ NG(s¯)F (D)μ˜.
La première de ces inclusions est claire : λ˜ est restriction de μ˜. Posons N = NG(s¯)F (D)λ˜.
Le groupe N opère sur l’ensemble des composants irréductibles de Ind
C
H(s¯)F
(E)
C
G(s¯)F
(D) λ˜. Selon
(3.4.2.4) cet ensemble est une orbite régulière selon un sous-groupe de Irr(CSF (D)/CT F (D)).
Si θ ∈ Irr(CSF (D)/CT F (D)), θ ⊗ μ˜ couvre θ ⊗ μE , qui est restriction de θ ⊗ λ. On a noté que
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N fixe μ˜.
(iii) Soit un produit central G=G1.G2 où G1 ∩G2 est un tore, grâce à (ii).
Pour tout tore maximal F -stable de G on a GF = GF1 .GF2 , (s1, s2) ∈ G∗1 × G∗2 est image
de s, d’où s¯ = (s¯1, s¯2), G◦(s) = G◦1(s1).G◦2(s2), Ls = Ls1 .Ls2 (produits centraux), λ = (λ1, λ2),
(Lsj , λj ) sont des données e-cuspidales unipotentes, G◦(s)F = G◦1(s1)F .G◦2(s2)F , AG∗(s¯)F est
un sous-groupe de AG∗1 (s¯1)
F × AG∗2 (s¯2)F , G(s¯) ⊂ G1(s¯1).G2(s¯2), ρ est restriction à G(s¯)F de
(ρ1, ρ2), D =D1.D2, CG(s¯)F (D) = CG1(s¯1)F (D1).CG2(s¯2)F (D2)∩G(s¯)F .
Si la condition (3.4.2.1) est satisfaite pour (Gj , sj ), ρj (CGj (s¯j )F (Dj )) = Aσ ∗j (L∗j )(s¯j )F pour
j = 1,2, alors ρ(CG(s¯)F (D)) = (Aσ ∗1 (L∗1)(s¯1)F × Aσ ∗2 (L∗2)(s¯2)F )∩ AG∗(s) = AM∗(s¯)F .
En ce qui concerne la relation (3.4.2.2), les groupes notés NG(s¯)F (D)λD et NG(s¯)F (D)μ
sont les intersections avec G(s¯)F de produits centraux d’analogues NGj (s¯j )F (Dj )λDj et
NGj (s¯j )F (Dj )μj pour (Gj ,Lj ,λj ) (j = 1,2), leurs images par ρ sont des sous-groupes de pro-
duits directs des images par ρj et il est clair que la relation (3.4.2.2) se transmet de G1 et G2 à G.
(c) On a un diagramme commutatif de morphismes injectifs
CG◦(s)F (D) LsF
CG(s¯)F (D) L(G, s¯)F
dans lequel les conoyaux des morphismes partant de CG◦(s)F (D) sont abéliens. Puisque
Ls
F ∩ CG(s¯)F (D) = CG◦(s)F (D), CG◦(s)F (D) est un sous-groupe normal de l’image de
CG(s¯)F (D) dans L(G, s¯)F et le quotient est abélien. Puisque [Ls,Ls] ⊂ CG◦(s)(D), la restric-
tion Irr(LsF ) → Irr(CG◦(s)F (D)) est sans multiplicité. Par (3.1.2.1) la restriction de L(G, s¯)F à
Ls
F est sans multiplicité sur les éléments de E(LsF ,1). On a Irr(bLsF (LsF ,λ)) ⊂ E(LsF ,1).
Le Lemme 3.1.4 s’applique ici comme en 3.1.5. Si ζ ∈ E(LsF ,1) et ξ est un composant ir-
réductible de ResLs
F
C
G◦(s)F (D)
ζ , tout ′-élément a de L(s)F qui fixe ξ stabilise l’ensemble des
composants de Ind
C
G◦(s)F (D)
Ls
F ξ appartenant à E(LsF ,1), dont ζ . Cet ensemble est une orbite
régulière sous l’opération d’un -sous-groupe de Sylow de Irr(LsF /CG◦(s)F (D)). Mais puisque
L(G, s¯)F /CG◦(s)F (D) est abélien, a commute à cette opération, donc a fixe ζ . Par conséquent le
stabilisateur de ξ est contenu dans LsF . Selon le Lemme 3.1.4, la restriction de LsF à CG◦(s)F (D)
est sans multiplicité au-dessus des composants de ResLs
F
C
G◦(s)F (D)
(E(LsF ,1)), ce qui implique
l’assertion (c). 
En considérant la restriction de G(s¯)F à G(s)F on obtient facilement
3.4.3. Corollaire. Soient (Ls, λ) une donnée e-cuspidale unipotente de (G◦(s),F ), (L∗s , λ)
une donnée « duale » de (Ls, λ) dans (C◦G∗(s),F ) et L∗ = CG∗(Z◦(L∗s )φe ). Le stabilisateur de
b◦ = bG◦(s)F (Ls, λ) dans G(s)F a pour image AG∗(L∗, s)λ dans AG∗(s)F . Le stabilisateur dans
Irr(AG∗(s)F ) d’un bloc de G(s)F qui couvre b◦ est Irr(AG∗(s)F /AL∗(s)Fλ ).
(AG∗(L∗, s)λ est défini en 2.3.3.)
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simple d’ordre impair dans (G∗)F . Soit D un 2-groupe de Sylow de G◦(s)F . L’ensemble des
2-blocs de G(s)F qui couvrent le bloc principal de G◦(s)F , unique bloc unipotent de G◦(s)F ,
est une orbite régulière sous l’action de Irr(CG(s)F (D)/CG◦(s)F (D)).
Démonstration. C’est une propriété générale, parmi les blocs qui dominent le bloc princi-
pal de G◦(s)F il y a le bloc principal B0 de G(s)F , dont le groupe de défaut est D. Soit
bD le bloc principal de CGF (D). Si θ ∈ Irr(G(s)F /G◦(s)F ) on a θ.B0 = B0 si et seulement
si (ResG(s)
F
G◦(s)F θ).BD = BD . Or CG(s)F (D)/CG◦(s)F (D) est abélien d’ordre impair, la condition
équivaut à CG(s)F (D)⊂ Ker θ . Autrement dit IG(s)
F
G◦(s)F (B0)=G◦(s)F .CG(s)F (D). 
3.5. Cas minimaux
On présente ici les groupes G(s)F lorsque G est rationnellement irréductible, F(G) = {1} et
s est quasi-isolé dans G∗. Pratiquement on supposera G simplement connexe irréductible. Pour
chacune de ces situations minimales il faut vérifier le respect de la procédure (3.1.1), la condi-
tion de non-multiplicité (3.1.3.1), qui étend l’assertion (C) de la Proposition 3.1, mais seulement
lorsque AG∗(s)F n’est pas cyclique, et les relations (3.4.2.1) et (3.4.2.2). Ainsi les preuves des
Propositions 3.1 et 3.4.2 seront complètes.
3.5.1. Notons d’abord quelques propriétés d’ordre général.
(a) Si G et G∗ sont de même type, comme G est simplement connexe et G∗ adjoint il existe un
morphisme surjectif π :G→G∗ et on peut poser G(s) = π−1(CG∗(s)), conformément à (3.1.1).
(b) Si Ls = G◦(s), le groupe de défaut du bloc paramétré par la donnée e-cuspidale (Ls, λ)
est central dans G◦(s)F .
(c) Le groupe L est par construction un sous-groupe de Levi de G en dualité avec L∗ =
CG∗(Z◦(L∗s )φe ). Si G=Gb, ce qui est assuré dans tous les cas sauf en type A, alors
ρ
(
CG(s)F (D)
)⊂ AL∗(s).
En effet par définition Z◦(L∗)φe = Z◦(L∗s )φe et L∗s = L∗ ∩ C◦G∗(s), donc Z(L∗)F ⊂ Z(L∗s )F ,
relations lisibles sur les données radicielles. Par dualité on a aussi Z◦(L)φe = Z◦(Ls)φe et
Z(L)F ⊂ Z(Ls)F (comme sous-groupes d’un tore maximal T commun à G◦(s) et à G). Comme
L est E-déployé (E = {em}m comme en 1.2), L = CG(Z(L)F ), d’où CG(Z(Ls)F ) ⊂ L.
Or D contient un unique sous-groupe normal maximal Z, tel que Z◦(Ls)F ⊂ Z ⊂ T . On a
donc CG(s)F (D) ⊂ CG(s)F (Z) ⊂ CG(s)F (Z(Ls)F ). Comme AG∗(s) se remonte dans NG(T ) et
AL∗(s) = AG∗(s) ∩L∗, il en résulte ρ(CG(s)F (D)) ⊂ AL∗(s). En conséquence, si, en type autre
que A, AL∗(s) = {1} alors (3.4.2.1) et (3.4.2.2) sont trivialement vraies.
Si en outre G et G∗ sont de même type, alors selon (a) π(D) est groupe de défaut du bloc de
C◦G∗(s) paramétré par la donnée e-cuspidale unipotente (L∗s , λ) qui se restreint en (Ls, λ). Dans
ce cas l’égalité (3.1.3.1) résulte de l’égalité
C◦G∗(s)F .CCG∗ (s)F
(
π(D)
)= CG∗(s)F .
(d) Si CG(s¯)F (D) ⊂ G◦(s) et donc λ = μ, ou si NG(s¯)F (D)λD ⊂ CG(s¯)F (D), la relation
(3.4.2.2) est trivialement vérifiée. C’est le cas lorsque AG∗(s)F est d’ordre premier.
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3.5.2. Type A
Posons et supposons n + 1 = md (d > 1), G = SLn+1, G∗ = PGLn+1, C◦G∗(s) est de type
(Am−1)d , GF ∼= SLn+1(r), où r = q . Si r = −q il faut pour obtenir des sous-groupes de Levi
e-déployés remplacer, dans la combinatoire qui les décrit relativement au tore maximal dit dia-
gonal, e par l’ordre de r modulo .
Soit s˜ ∈ GLn+1 d’image s dans G∗. Par convention le symbole tilda dénote le relevé dans
GL d’un sous-ensemble ou élément de PGL, dualement G est plongé dans GLn+1. Les valeurs
propres de s˜ dans la représentation standard de GLn+1 sur Fn+1 sont d’égales multiplicités m
et CG˜∗(s˜) ∼= ×d(GLm). Soit ζ une racine de l’unité. Il y a un élément de AG∗(s) qui opère
en permutant les espaces propres Vλ de s˜ comme la translation (λ → ζλ) si et seulement si le
spectre Σ de s˜ est stable par cette translation. Comme s est quasi-isolé, AG∗(s) est cyclique
d’ordre d , un générateur de AG∗(s) est associé à ζ d’ordre d . Soit d0 le cardinal de l’orbite
de ζ selon (λ → λr) ; AG∗(s)F est d’ordre d ′ = d/d0 et opère sur l’ensemble des composants
rationnellement irréductibles de C◦G∗(s) comme de G◦(s). Soit a un générateur de AG∗(s)F .
Pour une orbite a-stable ω de cardinal d(ω) de composants de types rationnels Am−1(rδ(ω)),
a˜ permute circulairement d(ω) composants et a˜d(ω) permute les δ(ω) espaces propres de s˜, une
orbite Λ selon (λ → λr) dans Σ coïncide donc avec une orbite selon (λ → ζ d0d(ω)λ). On a
d(ω)δ(ω) = d ′ et ∑ω d(ω)δ(ω) = d . Le stabilisateur de VΛ =⊕λ∈Λ Vλ dans GLF se restreint
sur VΛ en GLm(rδ(ω)) et c’est un composant de CGL(s˜)F . Bien que s soit quasi-isolé, lorsque
d0 = 1 il existe un sous-groupe de Levi propre et F -stable de G∗ qui contient CG∗(s)F . On note
Gω,j (ω comme ci-dessus et 1 j  d(ω)) les divers composants rationnellement irréductibles
de G◦(s). Selon la description qui précède Gω,j est de type Am−1(rδ(ω)) et ad(ω) opère sur GFω,j
comme un automorphisme intérieur.
(a) Si G=Ga, i.e.  divise (q − ).
Il y a une seule classe de données e-cuspidales unipotentes dans (C◦G∗(s),F ) et dans
(G◦(s),F ), de la forme (T ,1T F ), où T est un tore diagonal.
Il y a aussi une seule classe de données e-cuspidales (L,λ) en série s dans (G,F ), où L est de
la forme CG(S), S = Tφe , T étant un tore maximal en dualité avec un tore diagonal T ∗ de C◦G∗(s).
Donc T (resp. T ∗) est un tore de Coxeter de L (resp. L∗). On a L˜ ∼= ×ω(×d(ω)/δ(ω)GLδ(ω)), et
AL∗(s)F est le sous-groupe des éléments de AG∗(s)F qui fixent tout composant rationnellement
irréductible de C◦G∗(s). λ est l’unique élément e-cuspidal de E(LF , s) qui par décomposition
de Jordan correspond à 1T ∗F . La série s de (G,F ) détermine un seul bloc Bs de GF tel que
Irr(Bs)= E(GF , s) (notation définie en 1.3).
D’autre part G◦(s) est choisi sous-groupe de Levi de G en dualité avec C◦G∗(s), alors T en est
un tore diagonal et AG∗(s) est un sous-groupe du groupe de Weyl relatif de G◦(s). La donnée
(T ,1T F ) détermine le bloc principal b0 de G◦(s)F et Irr(b0) = E(G◦(s)F ,1). Un -groupe de
Sylow de G◦(s)F , par exemple de NG◦(s)F (T ) est groupe de défaut de b. Avec les notations de
la Proposition 3.4.2, le groupe ρ(CG(s)F (D)) est le sous-groupe de AG∗(s)F qui fixe tout com-
posant rationnel de G◦(s) car (rδ(ω) − 1) = (r − 1), d ′ étant premier à  tandis que  divise
(r − 1).2 On a donc ρ(CG(s)F (D))= AL∗(s)F , c’est (3.4.2.1).
2  est impair donc q > 5, en particulier GF ∼= SL2(3) est exclus.
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par G(s)F , étant évidemment couvert par le bloc principal B de G(s)F . Dans les notations
de la Proposition B.1 ou de la relation (3.4.2.2), λD et μ sont les représentations triviales,
NG(s)F (D)λD = NG(s)F (D)μ = NG(s)F (D), soit (3.4.2.2) et donc ρ(I (B))= AL∗(s)F .
(b) e = 1 donc Z(GLn+1)F = {1}.
Soit f (ω) := e/(e, δ(ω)). Une donnée e-cuspidale unipotente de (C◦G∗(s),F ) est déterminée
par une famille d’unipotents paramétrés par des partitions sans f (ω)-crochets, ou f (ω)-cœurs
κ(ω, j) (1  j  d(ω)), partitions de k(ω, j) (k(ω, j)  0, si f (ω) = 1 la partition vide et
l’unique partition de 1 paramètrent la représentation triviale d’un tore et π(ω, j) = m) avec
π(ω, j) := (m− k(ω, j))/f (ω) ∈ N.
Le sous-groupe de Levi L∗s est de type ×ω,j [×δ(ω)(Ak(ω,j)−1)]. Plus précisément (L∗s )F
est image de ×ω,j [×π(ω,j)GL1(rf (ω)δ(ω)) × GLk(ω,j)(rδ(ω))] (GL0 = {1}. Si f (ω) = 1,
π(ω, j) = m), tandis que L∗ se remonte en L˜∗ dans GLn+1 et (L∗)F est image de (L˜∗)F ∼=
×ω,j [(×π(ω,j)GLδ(ω)f (ω)/e(re))] × GLv(r) avec v =∑ω,j k(ω, j)δ(ω).
Si π(ω, j) = 0, AL∗(s)F fixe le composant de s d’indice (ω, j). En effet s˜ω,j a une com-
posante non centrale dans GLn+1 mais centrale dans L˜∗, sauf peut-être s’il y a un seul compo-
sant Gω,j , auquel cas il est fixe par AG∗(s)F . Inversement tout élément de AG∗(s)F qui stabilise
tout composant d’indice (ω, j) tel que π(ω, j) = 0 est dans AL∗(s) car il s’écrit dans le compo-
sant GLv de L∗. AL∗(s)F est l’ensemble des éléments de AG∗(s)F qui stabilisent tout composant
irréductible d’indice (ω, j) tel que π(ω, j) = 0.
AL∗(s)Fλ est le sous-groupe des éléments de AL∗(s)F qui fixent l’application κ .
Le stabilisateur de L∗s dans AG∗(s)F est le sous-groupe des éléments de AG∗(s)F qui fixent
l’application π .
(AG∗(s)F )L∗s ,λ est le sous-groupe des éléments de AG∗(s)
F qui fixent l’application κ .
Il faut vérifier (3.4.2.1) et (3.4.2.2). Compte-tenu du paragraphe (iii) de la démonstration de
(3.4.2(b)), on peut remplacer G par GLn+1. Alors G◦(s)F est produit central des GFω,j .
G◦(s) est sous-groupe de Levi de G. Un groupe de défaut D de bG◦(s)F (Ls, λ) est un -groupe
de Sylow de C◦
G◦(s)([Ls,Ls])F , soit une extension de Z◦(Ls)F par un -groupe de Sylow de×ω,jSπ(ω,j). Ainsi D est un produit direct sur (ω, j) des Dω,j , où Dω,j est -sous-groupe de
Sylow du produit en couronnes GL1(rf (ω)δ(ω))  Sπ(ω,j). Si π(ω, j) = 0, D ∩ Gω,j n’est pas
central dans G◦(s) donc ρ(CG(s)F (D)) fixe (ω, j), sauf peut-être si f (ω) = π(ω, j) = m = 1.
Inversement un élément b de AG∗(s)F qui fixe (ω, j) opère fidèlement sur GFω,j par automor-
phisme intérieur. Donc b ∈ ρ(CG(s)F (Dω,j )). Si π(ω, j)= 0, e ne divise pas δ(ω) et Dω,j = {1}.
On a donc ρ(CG(s)F (D))= AL∗(s)F si m> 1.
Si m = 1, C◦G∗(s) et G◦(s) sont des tores et D = G◦(s)F . On voit que D ⊂ Z(L). On a
π(ω, j) = 0 si et seulement si f (ω) = 1 et D est produit direct des Dω,j pour f (ω) = 1. Là
encore ρ(CG(s)F (D)) = AL∗(s)F .
Il en résulte que (notations de (3.4.2), (3.4.2.2)) ρ(CG(s)F (D))λD = AL∗(s)Fλ car λD est
restriction de λ. On a vu qu’en général ρ(NG(s)F (D)) = AG∗(s)FL∗s et que ρ(NG(s)F (D)λD) =
(AG∗(s)F )L∗s ,α .
Si π(ω, j) = 0 pour tout (ω, j) le groupe AL∗(s)F fixe tout composant Gω,j et fixe λD
car λD est restriction de λ. Dans ce cas λD est restriction de μ et (3.4.2.2) est évidem-
ment satisfaite. Si π(ω, j) = 0 pour tout (ω, j), alors D = {1}, AL∗(s)F = AG∗(s)F donc
ρ(NG(s)F (D))= ρ(CG(s)F (D)) et (3.4.2.2) est triviale.
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composants s˜ω,j tels que π(ω, j) = 0 (resp. π(ω, j) = 0). On a une décomposition C◦G∗(s) =
C0.C1 en produit central, où sj ∈ Cj pour j = 0,1 (si sj = 1, Cj = {1}). Il existe un sous-
groupe de Levi F -stable M∗ de G∗ tel que AG∗(s)F ⊂ M et qui décompose de même :
M∗ = M∗0 .M∗1 avec Cj ⊂ M∗j . Si sj = 1, M∗ = G∗ convient. Sinon on peut prendre M∗ de type
An0 × An1 avec n0 +n1 = n et n1 =m
∑
{(ω,j)|π(ω,j)=0} δ(ω). On voit que AG∗(s)F est un sous-
groupe de AM∗0 (s0)
F × AM∗1 (s1)F . Dualement on obtient G(s) ⊂ M , M = M0.M1, et M◦(s)
est produit central M◦0 (s0).M◦1 (s1) tandis que G(s)F ⊂ M0(s0)F .M1(s1)F . En posant H0 =∏
{(ω,j)|π(ω,j)=0} Gω,j et H1 =
∏
{(ω,j)|π(ω,j) =0} Gω,j , Hj =G◦(s)F ∩Mj =G◦(s)F ∩M◦j (sj )
(j = 0,1), G◦(s)F =H0.H1. Selon la description précédente des Dω,j , D ⊂H1. Donc λD s’écrit
λ0 ⊗ λ1, où λ0 ∈ Irr(H0) est de défaut nul et λ1 ∈ Irr(H1). Alors λ1 est fixe par CM1(s1)F (D).
Posons C′ = M0(s0)F .CM1(s1)F (D), X′ = M0(s0)F .NM1(s1)F (D) et X = NG(s)F (D). Soit μ ∈
Irr(CG(s)F (D)) qui domine λD . Il existe μ′ ∈ Irr(C′) qui domine μ. Puisque μ′ domine λD , μ′
est de la forme μ0 ⊗ μ1 où μ0 ∈ Irr(M0(s0)F ) domine λ0 et μ1 ∈ Irr(CM1(s1)F (D)) domine λ1(de fait μ1 est une extension de λ1). Selon l’analyse du cas « s = s0 ou s = s1 » le stabilisateur
de λD dans X′ fixe μ′. Puisque C′ est transitif sur l’ensemble des composants de la restric-
tion de μ′ à CG(s)F (D) et Xμ′ stabilise cette restriction, on a C′.Xμ′ = C′.(Xμ ∩ Xμ′). Mais
C′ ∩ X = CG(s)F (D), donc C′ ∩ Xμ′ = CG(s)F (D) = C′ ∩ Xμ ∩ Xμ′ . Un théorème d’isomor-
phisme montre que Xμ′/CG(s)F (D) est isomorphe à Xμ′ ∩Xμ/CG(s)F (D), donc Xμ′ ⊂ Xμ. Or
on a (X′)λD ∩X ⊂ (X′)μ′ ∩X =Xμ′ , d’où XλD ⊂Xμ, relation (3.4.2.2).
3.5.3. Type Bn
Dans les deux cas qui suivent, AG∗(s) est d’ordre 2, il suffit de vérifier (3.4.2.1). On voit
qu’étant donnée une donnée e-cuspidale unipotente (Ls, λ) de (G◦(s),F )
– ou bien Ls =G◦(s) et D = {1}, L∗ =G∗ ;
– ou bien Ls = G◦(s) et le groupe de défaut D du bloc associé est central non trivial.
On constate qu’alors D = Z(G◦(s))F ⊂ Z◦(G◦(s))φe . Dans ce cas C◦G∗(s) ⊂ L∗ et L =
CG(Z◦(G◦(s))φe )= CG(D) car L est e-déployé et D = (Z◦(L)φe )F ;
– ou bien Ls =G◦(s) et AL∗(s)= {1}.
• s est d’ordre 4 (ou 2), C◦G∗(s) est un sous-groupe de type Cd × An−2d−1 × Cd , 1 d < n/2
(ou Cn/2 × Cn/2), de G∗ = PSp2n.
La décomposition de C◦G∗(s) en produit central de groupes correspond à la décomposition de
l’espace symplectique en somme des espaces propres pour les valeurs propres 1, −1 et racines
quatrièmes de 1 de multiplicités 2d , 2d et (n − d), relatifs à une transformation symplectique
sˆ ∈ Sp2n d’image s. Un générateur de AG∗(s) échange les composants de type Cd , et induit un
automorphisme de diagramme d’ordre 2 sur An−2d−1 s’il est présent car sˆ est conjugué de −sˆ. On
voit facilement que l’extension E(G∗, s) est scindée dans G∗ par un complément dans CG∗(s)F .
Un générateur de AG∗(s) induit un automorphisme d’ordre 2 de G◦(s).
• s est d’ordre 2, C◦G∗(s) est un sous-groupe de Levi 1-déployé de type An−1 de G∗ = PSp2n.
Une image inverse sˆ de s dans Sp2n(q) admet pour valeurs propres les racines 4èmes de
l’unité avec multiplicité n et est conjuguée de −sˆ.
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• s est d’ordre 2, C◦G∗(s) est un sous-groupe de Levi de type Bn−1 de G∗ = SO2n+1, AG∗(s)
est d’ordre 2.
s est une involution dont l’espace des points antifixes est de dimension 2. Il existe une in-
volution x de SO2n+1(q) qui centralise s et le dérivé de C◦G∗(s) mais inverse tout élément de
Z◦(C◦G∗(s)). On voit que x engendre AG∗(s) et opère sur G◦(s) en centralisant le groupe dérivé
(isomorphe à Sp2n−2) et inversant tout élément de Z◦(G◦(s)). D’où
Si Z◦(G◦(s))F = {1}, ou bien Ls = G◦(s), D = {1} et L∗ = G∗, ou bien Ls = G◦(s) et D ⊂[G◦(s),G◦(s)] tandis que Z◦(C◦G∗(s)) ⊂ [L∗,L∗] si bien que AL∗(s) = AG∗(s) et x centralise D.
Si Z◦(G◦(s))F = {1}, C◦G∗(s) est e-déployé, donc L∗ ⊂ C◦G∗(s) et AL∗(s) = {1}.
• s est d’ordre 2, C◦G∗(s) est de type Dd × Bn−d , |AG∗(s)| = 2.
s engendre le centre de C◦G∗(s), qui est produit direct de groupes SO2d ×SO2n−2d+1. L’action
d’un générateur x de AG∗(s) sur C◦G∗(s) est celle d’un produit de deux opérateurs orthogonaux,
chacun de déterminant (−1). Sur G◦(s) ∼= SO2d × Sp2n−2d x opère par un automorphisme dia-
gonal d’ordre 2, d’où G(s) ∼= O2d × Sp2n−2d .
Si Ls = G◦(s), D = {1} et L∗ = G∗. On a AL∗(s) = {1} si et seulement si le premier com-
posant de L∗s est un tore admettant un élément rationnel d’ordre . Sinon la première projection
D1 de D (sur le composant SO2d ) admet au moins un plan de points fixes dans la représentation
standard, ce qui montre que SO2d .CO2d (D1)= O2d et donc G(s)F =G◦(s)F .CG(s)F (D).
3.5.5. Type Dn
• s est d’ordre 2, C◦G∗(s) est de type Dd × Dn−d , 2 d < n/2, |AG∗(s)| = 2.
Un générateur x de AG∗(s) est l’image dans G∗ ∼= PSO2n d’un élément de S02n ∩ (O2d ×
O2(n−d)) produit de deux retournements. On peut supposer que x2 centralise C◦G∗(s).
Soit une donnée e-cuspidale unipotente (Ls, λ) = ((Ms,M ′s), (α,α′)) de (G◦(s),F ). Ici α et
α′ sont paramétrés par des symboles e-cœurs de rang a et a′, e divise (d − a) et (n− d − a′).
(a) Si Ls =G◦(s), D = {1}, L∗ =G∗, d’où (3.4.2.1).
(b) Si a  2, a′  2, Ls est de type Da × Da′ , L∗ de type Da+a′ et on voit que AL∗(s) est
d’ordre 2. D est un -Sylow rationnel d’un produit central de deux groupes semi-simples de
types Dd−a et Dn−d−a′ . C’est un produit direct. On a D = Z.E où L centralise Z et E est -
Sylow d’un groupe de Weyl de type Dn−a × Dn−a′ . Considérant un plongement de W(Dn−a)
dans W(Bn), on voit qu’il existe un produit de retournements qui centralise E, soit (3.4.2.1).
Si a  1 ou a′  1, Ms ou M ′s est un tore et AL∗(s)= {1}.
• s d’ordre 4, C◦G∗(s) de type Dd × An−2d−1 × Dd où 2 d  n/2 et |AG∗(s)| = 4.
On n’exclut pas d = n/2 (sous la convention que le groupe de type A−1 est trivial !). Le
groupe AG∗(s) est cyclique ou d’exposant 2 selon que n est impair ou pair. Il est engendré par
deux automorphismes de diagramme. L’un échange les deux composants isomorphes de type Dd
et induit γ d’ordre 2 du composant de type An−2d−1 et l’autre est induit par l’image dans PSO2n
de (O2d ×GLn−2d × O2d)∩ SO2n (produit des automorphismes de diagramme des composants
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C◦G∗(s), lequel est d’ordre 16. Sa structure varie selon la parité de n. L’extension est scindée.
Un dual G◦(s) de C◦G∗(s) est isomorphe à un produit central Spin2d .GLn−2d .Spin2d et admet
un groupe d’automorphismes de diagramme B isomorphe à celui de C◦G∗(s).
La condition (3.1.3.1) :
Soit L∗ un sous-groupe de Levi F -stable de G∗, contenant s et tel que AL∗(s) =A. Le groupe
dérivé de C◦L∗(s) a une structure semblable à celle de C◦G∗(s), avec en particulier deux compo-
sants isomorphes de type Dm (2m  n). Puisque Z(L(G, s)) est dans le noyau de tout élément
de E(L(G, s)F ,1), la condition porte en fait sur le groupe dérivé de L(G, s). Il suffit donc de
considérer le cas L∗ =G∗.
Posons A = AG∗(s). On suppose A = AF . Il est commode de se référer au groupe intermé-
diaire entre G et son adjoint G∗, soit G1 =G/Z ∼= SO2n où Z est central, F -stable et d’ordre 2.
Utilisons les notations de 3.1.3. Ainsi G◦(s) admet G◦1(s1) comme quotient par Z (s1 d’image s
dans G∗) et G◦1(s1) est isomorphe au produit direct SO2d × GLn−2d × SO2d . Le groupe A opère
également sur G◦1(s1), soit un morphisme G(s) → G1(s). L’extension E(G1, s) est d’ailleurs
scindée. L’image G◦(s)F /Z est d’indice 2 dans G◦1(s1)F tout comme G(s)F /Z dans G1(s)F .
Notons que Z est contenu dans le noyau de tout élément ξ d’une série de Lusztig E(G◦(s)F , t)
définie par un élément semi-simple t d’ordre impair de C◦G∗(s)F . Nous allons montrer que la
multiplicité de la restriction de G1(s)F à G◦(s)F /Z au-dessus de ξ , considéré comme irréduc-
tible de G◦(s)F /Z, est 1, ce qui implique la condition (C).
Puisque le quotient G1(s)F /(G◦(s)F /Z) est commutatif une condition équivalente est que ξ ,
supposé en outre stable par A, se prolonge à son groupe d’inertie dans G1(s)F . Or, selon 1.3.1
et 1.3.5, il se prolonge à G◦1(s1)F et les deux prolongements sont dans des séries de Lusztig
distinctes, définies par les deux pré-images de t par le morphisme C◦
G∗1
(s1) → C◦G∗(s), dual de
G◦(s) →G◦1(s1). Un élément a de A ne peut échanger les préimages de t car elles sont d’ordres
différents, l’un pair, l’autre impair. Si a fixe ξ , a fixe les deux prolongements ζ , ζ ′ de ξ . On voit
que ζ et ζ ′ sont en fait stables par le groupe B de tous les automorphismes de diagramme de
G◦1(s1). L’inclusion de A dans B est restriction d’une inclusion de G1(s1)F dans G◦1(s1)F .B . Ce
dernier groupe est isomorphe à un produit O2d(Fq)  (Z/2Z) × GLn−2d .〈γ 〉. Il est clair que ζ
fixe par B se prolonge à G◦(s1)F .B , donc ξ se prolonge à G1(s1)F .
Les relations (3.4.2.1), (3.4.2.2) :
Soit une donnée e-cuspidale unipotente (Ls, λ) = ((Ms,Ks,M ′s), (α,β,α′)) de (G◦(s),F ).
Ici α, α′, β sont paramétrés par des symboles ou partitions e-cœurs de rang a et a′, e divise
(n− a) et (n− a′).
(a) Si Ls =G◦(s), D = {Z◦(G◦(s))F } et L∗ = CG∗(D).
(b) Si Ls =G◦(s) on constate que π(D) centralise [L∗,L∗], tandis que AL∗(s) = A[L∗,L∗](s),
d’où (3.4.2.1).
Si a = a′, AL∗s = AL∗(s) d’où (3.4.2.2). Si a = a′, AL∗s = A. Mais Aλ ne diffère de AL∗(s)λ
que lorsque λ est fixe par un élément x de A qui échange les deux composants irréductibles
de G◦(s), ainsi que (Ls,α) et (L′s , α′). Négligeant le centre de CG◦(s)F (D), qui est dans
le noyau de λD , on peut plonger un quotient de CG(s)F (D) dans un produit en couronnes
O2(n−a)(q)  Z/2Z où x opère, à automorphisme intérieur de CG◦(s)F (D) près, en échangeant
les deux composants du groupe de base. Alors x stabilise l’ensemble des quatre irréductibles de
O×O qui dominent λD (ou ResL
F
s
[Ls,Ls ]F (α,α
′)), il en fixe deux, l’un de la forme (β,β ′) et l’autre
(δ⊗β, δ′ ⊗β ′) (δ, δ′ fonctions déterminant), tandis que (β, δ′ ⊗β ′) et (δ⊗β,β ′) sont échangés.
L’image de CG(s)F (D) est le noyau de (δ, δ′). Les deux extensions de λD à cette image sont
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qui démontrer (3.4.2.2).
Si a  1 (ou a′  1), Ms (ou M ′s ) est un tore et AL∗(s) = {1}.
• s d’ordre 4, C◦G∗(s) est un sous-groupe de Levi de type An−3 et |AG∗(s)| = 4.
En considérant l’image inverse sˆ et s et celle de CG∗(s) dans SO2n, on voit que AG∗(s) est
engendré par, d’une part un produit x de retournements des espaces propres de sˆ pour 1 et −1,
d’autre part une involution y qui conjugue sˆ en −sˆ. On voit que.
Si Z◦(G◦(s))F = {1}, ou bien Ls =G◦(s), D = {1} et L∗ =G∗, ou bien Ls =G◦(s) et π(D)
centralise [L∗,L∗] tandis que AL∗(s)= A[L∗,L∗](s) (voir 3.5.1(a)).
Si Z◦(G◦(s))F = {1}, C◦G∗(s) est e-déployé, donc L∗ ⊂ C◦G∗(s) et AL∗(s) = {1}.
• s d’ordre 2, C◦G∗(s) est un sous-groupe de Levi de type Dn−1 et |AG∗(s)| = 2.
Conclusions identiques à celles du cas précédent.
• n est pair, s d’ordre 2, C◦G∗(s) est un sous-groupe de Levi de type An−1 et |AG∗(s)| = 2.
L’image inverse de s dans le groupe SO2n admet pour valeurs propres les racines primitives
quatrièmes de l’unité avec multiplicité m et un générateur de AG∗(s) échange les espaces propres.
On constate facilement que si D = {1}, AL∗(s) = {1}.
3.5.6. Type E6
En type E6 on conclut dans les trois cas qui suivent de la même façon.
s et AG∗(s) sont d’ordre 3, C◦G∗(s) de type (A2)3.
s et AG∗(s) sont d’ordre 3, C◦G∗(s) est un sous-groupe de Levi de type D4.
s et AG∗(s) sont d’ordre 3, C◦G∗(s) est de type (A1)4.
Suivant 3.5.1(a), G(s) = π−1(CG∗(s)) et pour que AL∗(s)F ⊂ ρ(CG(s¯)F (D)) il suffit que LF
centralise D. On voit que φe ne divise pas le degré générique de G◦(s) et  ne divise pas l’ordre
du groupe de Weyl de G◦(s), car  5. Tout -sous-groupe de G◦(s)F est contenu dans un φe-
sous-groupe de G◦(s). Il en résulte que D ⊂ Z◦(Ls)φe car Z◦(Ls)φe est φe-sous-groupe maximal
de C◦
G◦(s)([Ls,Ls]). Donc L= CG(Z◦(Ls)φe ) centralise D.
3.5.7. Type E7
s et AG∗(s) sont d’ordre 2, C◦G∗(s) est de type A7.
Un générateur x de AG∗(s) induit évidemment un automorphisme de diagramme d’ordre 2
sur C◦G∗(s) comme sur G◦(s), le sous-groupe des points fixes est un groupe orthogonal (type B3).
Le raisonnement exposé en 3.5.6 a besoin d’être renforcé pour = 5,7.
Si Ls =G◦(s), D = {1} et L∗ =G∗.
Si G◦(s) est de type rationnel A7(r) et  divise (r − 1), Ls est un tore diagonal de G◦(s) et
L= Ls , donc AL∗(s) = {1}. Plus généralement si Z◦(Ls)φe n’est pas contenu dans G◦(s)x , alors
AL∗(s) = {1}.
Si Z◦(Ls)φe ⊂G◦(s)x , alors le rang semi-simple du groupe C◦G◦(s)([Ls,Ls]), dont Z◦(Ls) est
un tore maximal, est inférieur à 5, et D ⊂ Z◦(Ls)φe , donc L centralise D.
Dans les trois suivants on conclut comme en type E6.
s est d’ordre 4, C◦ ∗(s) est de type A3 × A3 × A1, |AG∗(s)| = 2.G
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s est d’ordre 4, C◦G∗(s) est de type (A2)3, |AG∗(s)| = 2.
3.6. = 2 et G de type classique
Puisque C◦G∗(s) est un sous-groupe de Levi de G∗, G(s) est défini par la condition (B.2) de
la Proposition 3.1. Selon la Proposition B.1 en Appendice B.
Proposition. Soit D un 2-groupe de Sylow de G◦(s)F . L’ensemble des 2-blocs de G(s)F
qui couvrent le 2-bloc principal de G◦(s)F forment une orbite régulière sous Irr(CG(s)F (D)/
CG◦(s)F (D)).
4. Catégories de Brauer
4.1. Groupes de défaut et sous-paires maximales
La construction d’une sous-paire maximale relative à un bloc bGF (L,λ) (tel qu’en 1.4.5) est
décrite dans [12, 4 et 5.1]. La construction d’un groupe de défaut est rappelée et précisée dans la
Proposition suivante.
4.1.1. Proposition. Hypothèse 1.4.1. Soient (L,λ) une donnée e-cuspidale de (G,F ) en série
s et (L∗(s), α) une donnée e-cuspidale unipotente de (C◦G∗(s),F ) associée, T ∗ un tore maximal
de L∗(s) tel que T ∗ ∩G∗a soit diagonal dans L∗(s) ∩G∗a et T ∗ ∩G∗b maximalement déployé
dans L∗(s)∩G∗b, (T , θ) en dualité avec (T ∗, s). Soit D un -sous-groupe de NG(T )F , maximal
pour la propriété
«D normalise T , fixe θ et centralise tout sous-groupe à un paramètre défini par une racine
χ ∈ΦG(T ) telle que la coracine associée à χ appartienne à ΦL∗(s)(T ∗) ».
Alors D est un sous-groupe de défaut de bGF (L,λ).
Démonstration. Les dualités, les groupes de Weyl et les racines sont relatives au couple (T ,T ∗).
Si s = 1, θ = 1, L est en dualité avec L∗(1) = L∗ et la condition imposée caractérise le groupe
de Weyl de C := C◦G([L,L]), autrement dit D est -groupe de Sylow de NC(T ∩ C)F [10,
Theorem 4.4].
On a décomposé G et G∗ en des produits centraux G=GaGb, G∗ =G∗aG∗b (1.1.4). On no-
tera que G∗b n’est pas un dual de Gb mais l’est à une isogénie près G∗b → (Gb)∗, isogénie que
l’on choisit ainsi qu’une duale Gb → (G∗b)∗ avec l’heureuse propriété : ces isogénies se restrei-
gnent en un isomorphisme sur tout -groupe de points rationnels (i.e. fixes par F ). Il en résulte
des décompositions en produit direct des -sous-groupes de GF ainsi qu’une décomposition en
produit central de C◦G∗(s) que l’on écrira
C◦G∗(s)=G∗a(s)G∗b(s).
Selon [12], [4] il existe un sous-groupe de défaut D du bloc bGF (L,λ) qui admet un sous-groupe
abélien normal maximal unique Z tel que Z ∩ Ga = (T ∩ Ga)F , Z ∩ Gb = Z(M ∩ Gb)F , où
T est en dualité avec un tore diagonal de G∗a(s) et M est un sous-groupe de Levi F -stable
et E-déployé de G qui contient T et admet un dual M∗ dans G∗ tel que M∗ ∩ G∗b =
C◦ ∗ (Z(L∗(s)∩G∗b)F ) tandis que M ∩Ga = T ∩Ga. On a M = C◦ (Z).G b  G
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C◦G∗(s) qui sont orthogonales à celles de L∗(s). Selon [12, Lemma 4.16] NGF (Z) ∩ NG(T )
contient un groupe de défaut D de bGF (L, ζ ) tel que D ∩ T = Z, V = DT/T est un -groupe
de Sylow de QF et l’extension Z →D →D/Z est scindée.
Si G = Ga, L∗(s) est un tore diagonal de C◦G∗(s), la condition se réduit à «D -groupe de
Sylow de NG(T )F ∩ C◦G(θ) », soit effectivement une extension de T F par un -groupe de Sylow
de W(C◦G(θ))F ∼= W(C◦G∗(s))F .
Supposons maintenant G = Gb. Alors M∗ est le plus petit sous-groupe de Levi E-déployé
de G∗ contenant L∗(s). En effet par définition de M∗, L∗(s) ⊂ M∗, Z(M∗)F = Z(L∗(s))F et
M∗ est E-déployé. Donc Z◦(M∗)φE ⊂ Z◦(L∗(s))φE . Mais comme Z(M∗)F = (Z◦(M∗)φE )F
et Z(L∗(s))F = (Z◦(L∗(s))φE )F , Z◦(M∗)φE = Z◦(L∗(s))φE . Soit Z1 = (
⋂
χ∨∈ΦL∗(s) kerχ)
F
 .
C’est l’ensemble des éléments de T F qui centralisent les groupes à un paramètre définis par les
éléments de ΦL∗(s). Je dis que Z1 = Z. Soit M1 := C◦G(Z1), c’est un sous-groupe de Levi E-
déployé de G et Z1 ⊂ Z(M1)F . Soit M∗1 le sous-groupe de Levi dual contenant T ∗. Par définition
de M1, ΦL∗(s) ⊂ ΦM∗1 . Donc L∗(s) ⊂ M∗1 d’où il résulte successivement M∗ ⊂ M∗1 , M ⊂ M1 et
Z1 ⊂ Z. Mais on a aussi ΦL∗(s) ⊂ΦM∗ et Z(M) =⋂χ∈ΦM kerχ , donc Z ⊂ Z1.
Du côté des groupes de Weyl, Q est le sous-groupe de W(C◦G∗(s)) qui fixe toute élément de
ΦL∗(s), car L∗(s) est un sous-groupe de Levi de C◦G∗(s). Les relations à la Steinberg montrent
que le groupe Q se remonte dans NG(T ) et dans le centralisateur de tout groupe à un paramètre
Xχ pour χ∨ ∈ΦL∗(s) : pour toute racine β orthogonale à ΦL∗(s), il existe nβ ∈ NG(T ) tel que nβ
normalise Xα , nβ2 centralise Xα si α∨ ∈ΦL∗(s), nβT est la réflection associée à β et 〈nβ〉∩T est
un 2-groupe. Il en résulte que V , qui est d’ordre impair, se remonte en un sous-groupe isomorphe
V˙ de NG(T )F qui centralise Xα pour tout α∨ ∈ ΦL∗(s). Le groupe produit semi-direct Z.V˙ est
un groupe de défaut.
Le transfert des assertions de la Proposition 4.1.1 de Ga et Gb au produit central G = Ga.Gb
ne pose aucune difficulté. Lorsque s, L∗(s) et T ∗ sont fixés, (T , θ) est défini à GF -conjugaison
près, cette propriété caractérise une classe de conjugaison de sous-groupes de GF qui est néces-
sairement l’ensemble des groupes de défaut de bGF (L,λ). 
4.1.2. Proposition. Hypothèse 1.4.1. Soient B un bloc de GF en série s et b un bloc unipotent
de G◦(s)F déterminés par une même donnée e-cuspidale unipotente (L∗(s), α) de (C◦G∗(s),F )
(voir 1.4.2). Les groupes de défaut de B et de b sont isomorphes.
En outre les groupes de défaut de b et de bC◦
G∗ (s)F
(L∗(s), α) sont isomorphes.
Démonstration. Est donc donnée comme en 4.1.1 la donnée e-cuspidale (L,λ) de (G,F ), où
s ∈ L∗, L∗ un sous-groupe de Levi e-déployé de G∗ dans la classe duale de celle de L, et
λ ∈ E(LF , s).
Les groupes (G◦(s),F ) et (C◦G∗(s),F ) sont en dualité. Bien que C◦G∗(s)a contient en général
strictement G∗a(s) := C◦G∗a(s), et alors [G∗b(s)]a n’est pas trivial (notations de la démonstration
de 4.1.1), G∗b(s) tout entier et tout dual ont hérité de la propriété de G∗b et Gb, à savoir le
groupe de non connexité du centre ne contient aucun élément fixe par F d’ordre .
Par dualité G◦(s) est également un produit central qui sera noté
G◦(s) =G◦a(s).G◦b(s)
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Soient T et T ∗ comme en 4.1.1 et un dual T1 de T dans G◦(s). De même L∗(s) est en dualité
avec un sous-groupe de Levi L(s) de G◦(s) contenant T1. La dualité entre G◦(s) et C◦G∗(s) peut
s’écrire autour de (T1, T ∗). Il existe un isomorphisme F -compatible du couple de tores duaux
(T1, T ∗) dans le couple (T ,T ∗), morphisme qui induit l’identité sur T ∗ et X(T ∗), en particulier
fixe toute racine de C◦G∗(s) relative à T ∗. Soit ρ :T1 → T l’isomorphisme induit.
On a M∗ ∩G∗b(s) = L∗(s)∩G∗b car L∗(s) est E-déployé dans C◦G∗(s). On a vu en démon-
trant 4.1.1 que Z◦(M∗ ∩G∗b)φE = Z◦(L∗(s)∩G∗b)φE tandis que par dualité Z◦(M ∩Gb)φE est
le plus grand ΦE-sous-groupe de T ∩ Gb contenu dans le noyau de toute racine χ de Gb pour
χ∨ ∈ ΦL∗(s)∩G∗b (l’isogénie entre Gb et un dual de G∗b ne perturbe en rien cette propriété).
D’autre part Z ∩Ga = (T ∩Ga)F . Finalement L∗(s) détermine Z.
Soient Z1 ⊂ (T1)F obtenus selon la même procédure appliquée au bloc unipotent de
G◦(s)F déterminé par la donnée e-cuspidale (L(s),α), remplaçant (G,G∗, s,L∗, T ) par
(G◦(s),C◦G∗(s),1,L∗(s), T1). Pour comparer Z à Z1, il faut considérer le composant rationnel[G∗b(s)]a de G∗b(s). On a clairement un produit central C◦G∗(s)a =G∗a(s).[G∗b(s)]a et « duale-
ment à isogénie près » G◦(s)a =G◦a(s).[G◦b(s)]a, ainsi que G◦(s)b = [G◦b(s)]b. Il en résulte T1 ∩
G◦(s)a = (T1 ∩G◦a(s))(T1 ∩[G◦b(s)]a) et Z1 ∩G◦(s)a = (T1 ∩G◦a(s))F (T1 ∩[G◦b(s)]a)F . Puisque
(L∗ ∩ [G∗b(s)]a)F admet un caractère unipotent cuspidal, L∗ ∩ [G∗b(s)]a est un tore diagonal
de [G∗b(s)]a. Ainsi L∗ ∩ [G∗b(s)]a = T ∗ ∩ [G∗b(s)]a et par conséquent (T ∗ ∩ [G∗b(s)]a)ΦE =
T ∗φE ∩ [G∗b(s)]a et Z(L∗(s) ∩ G∗b)F = (T ∗ ∩ [G∗b(s)]a)F Z(L∗(s) ∩ [G∗b(s)]b)F . Par dualité
modulo une isogénie T ∩Gb et le tore Z◦(M∩Gb)φE plus haut décomposent en des produits cen-
traux T ∩Gb = S.R, Z◦(M ∩Gb)φE = SφE .H où H peut être défini depuis L∗(s)∩ [G∗b(s)]b =
L∗(s)∩ C◦G∗(s)b comme Z◦(M ∩Gb)φE l’est depuis L∗(s)∩G∗b. On voit ainsi que ρ :T1 → T
envoie T1 ∩G◦(s)a sur (T ∩Ga)S, T1 ∩G◦(s)b sur R, d’où ρ(Z1 ∩G◦(s)a)= (Z ∩Ga)(SφE )F
et ρ(Z1 ∩G◦(s)b)=HF , donc
ρ(Z1)= Z.
On notera que, puisque L∗(s) ∩ [G∗b(s)]a = T ∗ ∩ [G∗a(s)]a est également un tore, on a fina-
lement Z1 = Z(L(s))F = Z◦(L(s))F (voir [10, §4.3 et Proposition 3.3]). Enfin NG◦(s)F (Z1) ∩
NG◦(s)(T1) contient un groupe de défaut D1 de bG◦(s)F (Ls,α) tel que D1 ∩ T1 = Z1, D1T1/T1
est un -groupe de Sylow de QF , où Q = W(C◦G◦(s)([L(s),L(s)]), T1) et l’extension Z1 →
D1 → D1/Z1 est scindée. Donc l’isomorphisme de Z1 sur Z se prolonge naturellement en un
isomorphisme d’un groupe de défaut de bG◦(s)F (Ls,α) sur un groupe de défaut de bGF (L,λ).
Pour deux tores maximaux F -stables en dualité T de G et T ∗ de G∗, T F ∼= (Y(T )/(F − 1))
et (T ∗)F ∼= (X(T )/(F − 1)) sont des W(G,T )F -modules contragrédients. Pour  = 2 l’image
inverse d’un -groupe de Sylow S de W(G,T ) dans NG(T ) est une extension scindée de T par S.
Les -groupes de Sylow de NGF (T ) et N(G∗)F (T ∗) sont donc isomorphes. L’hypothèse passe de
G à C◦G∗(s) et à tout sous-groupe de Levi F -stable. La dernière assertion de la Proposition 4.1.2
se déduit donc de la description précédente d’un groupe de défaut. 
4.1.3. Remarques. L’isomorphisme entre groupes de défaut de blocs unipotents de deux groupes
en dualité annoncé dans la Proposition 4.1.2 inclut l’identification de T F à Y(T )/(F − 1)
et est fonction d’un choix d’isomorphismes F× → (Q/Z)p′ , Irr(T F ) → T F . L’isomorphisme
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pendant lorsque G = Gb et G est semi-simple, il existe un isomorphisme de WF -modules
(X(T )/(F − 1)) → (Y(T )/(F − 1)) tel que, pour toute racine α, la classe de α ait pour image
la classe de sa coracine α∨. Dans un tel isomorphisme si Z ⊂ T F a pour image Z˜ ⊂ (T ∗)F , les
sous-groupes de Levi C◦G(Z) et C◦G∗(Z˜) sont dans des classes duales.
D’autre part l’hypothèse  impair est ici nécessaire, par exemple les 2-groupes de Sylow de
PGL2(q) et de SL2(q) ne sont pas isomorphes.
4.2. -sous-paires ( = 2)
Dans 4.2.1 et 4.2.2 on généralise légèrement 1.4.7. Rappelons que ResGF[G,G]F se restreint en
une bijection E(GF ,1)→ E([G,G]F ,1).
4.2.1. Définition. Soit (H,F ) un sous-groupe réductif de (G,F ). On note
(LH ,λH )H∼G(L,λ)
la relation suivante entre données e-cuspidales unipotentes (LH ,λH ) et (L,λ) de H et G res-
pectivement
il existe g ∈GF tel que [LH ,LH ] = [L,L]g et ResL
F
H
[LH ,LH ]F λH =
(
ResL
F
[L,L]F λ
)g
.
La relation H∼G est clairement transitive vis-à-vis de l’inclusion. La notation plus explicite
HF ∼GF a été jugée trop lourde.
4.2.2. Proposition. Soit Y un -sous-groupe de GF , soit H = C◦G(Y ). La condition
(LH ,λH )H ∼ G(L,λ) définit une unique bijection entre les G∼G-classes d’équivalences de
données e-cuspidales unipotentes (L,λ) de G telles que [L,L] ⊂ ⋃g∈GF Hg et les H∼H -
classes d’équivalences de données e-cuspidales unipotentes (LH ,λH ) de H .
Démonstration. Induction sur le rang semi-simple de G. Si G = Ga et (L,λ) est une donnée
e-cuspidale unipotente de G, L est un tore diagonal de G et λ = 1LF . On a aussi H = Ha. L’as-
sertion à démontrer est évidemment vraie. Plus généralement si Gb ⊂H , sachant qu’une donnée
e-cuspidale unipotente de G est le « produit central » d’une donnée e-cuspidale unipotente de Ga
par une donnée e-cuspidale unipotente de de Gb, la propriété est aussi évidente.
Si H ne contient pas Gb, il existe z ∈ (Gb)F tel que Y.CG(Y ) ⊂ C◦G(z) = CG(z) = Gb. Il
existe en effet des -sous-groupes Ya ⊂ GaF et Yb ⊂ GbF tels que CG(Y ) = CGa(Ya).C◦Gb(Yb).
Selon la Proposition 1.2.3 il suffit de prendre z ∈ Z(Yb), z = 1. Il existe alors un sous-groupe de
Levi e-cuspidal propre M de G tel que CG(z) ⊂M [13, Theorem 22.2]. Une donnée e-cuspidale
de M est aussi une donnée e-cuspidale de G et la Proposition 1.4.6 fournit une bijection entre
l’ensemble des MF -classes et l’ensemble de certaines GF -classes de données e-cuspidales. On
conclut par hypothèse inductive. 
La Proposition qui suit généralise [13, Lemma 23.10], elle décrit toutes les -sous-paires
d’un bloc unipotent, sachant qu’un -groupe de Sylow de C◦G([L,L])F est groupe de défaut de
bGF (L, ζ ) (Proposition 4.1.1).
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unipotent de C◦
GF
(Y ), paramétré par une donnée e-cuspidale (LY , ζY ) de (C◦G(Y ),F ).
On a l’inclusion (1, bGF (L,λ)) ⊂ (Y, bY ) si et seulement si (LY ,λY )C◦G(Y )∼G(L,λ).
Démonstration. Induction sur le rang semi-simple de G. Puisque (LY ,λY ) détermine bY , le-
quel détermine un bloc bGF (L,λ) de GF , la C◦G(Y )F -classe de (LY ,λY ) détermine la GF -classe
de (L,λ). Il suffit par 4.2.2 de démontrer que la relation C◦G(Y )∼G entre données e-cuspidales
implique l’inclusion des -sous-paires.
(A) C◦G(Y ) ne contient pas Gb.
Comme on l’a vu dans la preuve de 4.2.2 il existe un sous-groupe de Levi e-déployé
propre M de G, contenant Ga et tel que Y.CG(Y ) ⊂ CG(Z(Yb)) = C◦G(Z(Yb)) ⊂ M . On a
M = C◦G(Z(M)F ) et MF = CGF (Z(M)F ) (Proposition 1.2.3). Soit (L1, ζ1) une donnée e-
cuspidale de M , on a, par induction, ({1}, bMF (L1, ζ1)) ⊂ (Y, bY ) dans MF si et seulement si
(LY ,λY )C◦G(Y )∼M(L1, λ1). Cette inclusion équivaut à (Z(M)F , bMF (L1, ζ1)) ⊂ (Z(M)F .Y, bY )
dans GF . Puisque M est e-déployé, (L1, ζ1) est une donnée e-cuspidale de (G,F ). Selon
(1.4.5) on a RGM(bMF (L1, ζ1))= bGF (L1, ζ1). Selon 1.4.4, on a l’inclusion ({1}, bGF (L1, ζ1))⊂
(Z(M)F , bMF (L1, ζ1)). Par transitivité on obtient ({1}, bGF (L1, ζ1))⊂ (Y, bY ).
(B) C◦G(Y ) contient Gb.
Rappelons que tout irréductible unipotent χ0 de GFa .GFb peut être considéré comme un unique
produit tensoriel χa ⊗ χb (χa ∈ E(GFa ,1), χb ∈ E(GFb ,1)), (Ga ∩ Gb)F étant contenu dans
les noyaux de χ0, χa et χb. De plus χ0 s’étend en un unique χ ∈ E(GF ,1). Il en résulte que
tout bloc unipotent b0 de GFa .GFb est couvert par un unique bloc unipotent de G
F (les autres
blocs qui couvrent b0 rencontrent des ′-séries E(GF , s) où s ∈ Z(G∗)F est en dualité avec
θ ∈ Irr(GF /GFa .GFb )).
Ainsi LY = TY .Lb, λY ∈ Irr((TY .Lb)F ) couvre 1T FY ⊗ λb, où TY est un tore diagonal de
C◦Ga(Y ), Lb est un sous-groupe de Levi e-déployé de Gb et bY est l’unique bloc de CGF (Y ) qui
domine le bloc unipotent b◦Y de (C◦Ga(Y )Gb)
F déterminé par le bloc principal B0 de C◦Ga(Y )
F et
le bloc bGFb (Lb, λb).
L’inclusion dans GFa .GFb des sous-paires ({1},B0(GFa )⊗bGFb (Lb, λb)) ⊂ (Y,B0(C
◦
Ga
(Y )F )⊗
bGFb
(Lb, λb)) est évidente et équivaut à une inclusion dans GF de sous-paires unipotentes
({1}, bGF (Ta.Lb, λ) ⊂ (Y, bY ) où Ta est un tore diagonal de Ga et λ est l’unique élément de
E((Ta.Lb)F ,1) qui couvre 1T Fa ⊗ λb. 
La proposition suivante généralise 4.2.3 pour les blocs non unipotents en centre non connexe.
4.2.4. Proposition. Soit Y un -sous-groupe de GF et Y ′, TY ⊂ T , TY ′ ∼= TY ∗ ⊂ T ∗ tels qu’en la
Proposition 1.2.3. Soient (LY ,λY ) une donnée e-cuspidale de (C◦G(Y ),F ) avec TY ⊂ LY et bY
le bloc de CGF (Y ) qui couvre bC◦G(Y )F (LY ,λY ). On suppose λY ∈ E(LY F , s) avec s ∈ (TY ∗)F′ .
Soient (L∗Y,s, αY ) une donnée e-cuspidale unipotente de (C◦C◦G(Y )∗(s),F ) correspondant à
(LY ,λY ) selon 1.4.2, et (L∗s , α) une donnée e-cuspidale unipotente de (C◦G∗(s),F ) telle que
(L∗Y,s, αY )C◦C◦ (Y ′)(s)∼C◦G∗ (s)(L
∗
s , α).G∗
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pondant à (L∗s , α) telle que
({1}, bGF (L,λ))⊂ (Y, bY ).
Démonstration. I. Considérons en premier lieu les groupes G de centre connexe.
Alors (LY ,λY ) détermine la CCG(Y )∗(s)F -classe de conjugaison de (L∗Y,s, αY ) (voir 1.2.4
et 2.2.1), laquelle détermine la CG∗(s)F -classe de conjugaison de (L∗s , α) (4.2.2), laquelle dé-
termine la GF -classe de conjugaison de (L,λ). Il suffit de démontrer que la condition sur les
données e-cuspidales unipotentes implique l’inclusion des -sous-paires. Il est clair que les as-
sertions de 4.2.4 restent vraies par produit direct. La démonstration suivante est inductive sur la
dimension de G et l’ordre de Y .
(A) G=Ga.
Un élément semi-simple s de (G∗)F
′ détermine un unique -bloc de G
F
, noté bGF (s). Les
hypothèses impliquent que Y.TY /TY fixe s, ou encore que Y est contenu dans un sous-groupe
de Levi de G en dualité avec CG∗(s), soit G◦(s). Un -groupe de Sylow de G◦(s)F est en effet
groupe de défaut de bGF (s). Il suffit de démontrer l’assertion :
Soit Y un -sous-groupe de GF . Soient TY , Y ′, TY ′ ∼= TY ∗ ⊂ T ∗ comme en (1.2.4(f)) et
s ∈ (TY ′)F′ . On a une inclusion de -sous-paires dans GF : ({1}, bGF (s)) ⊂ (Y, bCG(Y )F (s)).(A.1) Si G est un produit de groupes linéaires définis sur Fq .
Compte-tenu de la (G∗)F -conjugaison des divers tores TY ′ et T ∗ envisagés dans (1.2.4) et
de l’unicité du bloc de GF déterminé par un bloc de CGF (Y ), l’inclusion sera vraie quels que
soient les tores et la dualité qui paramètrent les séries de Lusztig si, pour un bloc de CGF (Y )
donné elle est vraie pour au moins un triplet (TY ,TY ′ , T ∗). La description des -sous-paires de
GLn exposée dans [5], où G est identifié à son dual, démontre évidemment notre assertion après
traduction. Mais je la reprends ici, car elle se simplifie sous l’hypothèse G = Ga, la condition
combinatoire disparaissant, et grâce aux résultats déjà acquis. Rappelons que CG(Y ) est produit
direct de groupes linéaires,
∏
E GLm(E), et CGF (Y ) est de la forme
∏
{E}/〈F 〉 GLm(E)(qd(E)). On
peut supposer Z(CGF (Y )) ⊂ Y mais Z(G)F = Y .
Si Z(G)F = Z(Y ), il existe un sous-groupe de Levi E-déployé propre L de G qui contient
Y.CG(Y ) et dont un dual contient TY ′ ∼= TY ∗. Considérant des dualités autour de sous-tores de L,
avec s ∈ TY ′ ⊂ T ∗, on a par induction une inclusion de -sous-paires dans LF : ({1}, bLF (s)) ⊂
(Y, bCL(Y )F (s)). Elle implique une inclusion dans G
F : (Z(L)F , bLF (s)) ⊂ (Y, bCG(Y )F (s)). On
a aussi ({1}, bGF (s)) ⊂ (Z(L)F , bLF (s)) dans GF par 1.4.4 et on conclut par transitivité.
Si Z(CG◦(s)F (Y )) ⊂ Z(G) mais Z(Y ) n’est pas -groupe de Sylow de CG◦(s)F (Y ), considé-
rons y ∈ CG◦(s)F (Y ) \ Z(Y ) et Y1 = 〈Y,y〉. Supposant choisis Y ′ ⊂ Y ′1 ⊂ G∗, avec s ∈ TY ′1 ⊂
TY ′ ⊂ T ∗, on a par induction ou selon 1.4.4 une inclusion dans CGF (Y ) : ({1}, bCG(Y )F (s)) ⊂
(〈y〉, bCG(Y1)F (s)), qui implique une inclusion dans GF : (Y, bCG(Y )F (s)) ⊂ (Y1, bCG(Y1)F (s)).
Comme Z(G) ne contient pas Z(Y1), selon ce qui précède on a aussi ({1}, bGF (s)) ⊂
(Y1, bCG(Y1)F (s)) dans G
F
. L’inclusion à démontrer en résulte par unicité.
Si Z(Y ) = Z(G)F est un -groupe de Sylow de CG◦(s)F (Y ) on a aussi Z(G)F = Z(CG(Y ))F ,
car CG◦(s)(Y ) est un sous-groupe de Levi de CG(Y ). Il en résulte que SY := CG◦(s)(Y ) est un
tore de Coxeter de CG(Y ) tandis que bC
GF
(Y )(s) est de groupe de défaut central Z(Y ). De plus
si (SY , θ) en dans la classe duale de (TY ∗, s), RCG(Y )T θ est le caractère canonique de bCG(Y )F (s)(1.4.10). On a atteint une paire extrémale (Y, bC (Y )F (s)) au sens de [5, (4.15)], en particulierG
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-groupe de Sylow et central dans CG◦(s)(Y1)F .
Il suffit donc maintenant de vérifier l’inclusion de sous-paires (Y, bCG(Y )F (s)) ⊂
(Y1, bCG(Y1)F (s)) pour deux tels -sous-groupes Y , Y1. Compte-tenu de la transitivité des in-
clusions, il suffit de supposer Y d’indice  donc normal dans Y1. Le groupe Y1/Y opère sur la
décomposition en produit direct de facteurs rationnellement irréductibles de CG(Y ), cette dé-
composition induit une décomposition du bloc bCG(Y )F (s) et il suffit de démontrer une inclusion
de sous-paires pour chaque Y1-orbite. Ou bien Y1/Y permute  facteurs isomorphes et la dé-
monstration de l’inclusion est standard (voir par exemple [11, Proposition 3.2]). Ou bien Y1/Y
opère par automorphisme galoisien. Sur un facteur rationnellement irréductible Y1-stable C de
CG(Y ) tel que CF soit de la forme GLm(r), Y1 opère comme un Frobenius F1 avec F1 = F
en stabilisant un tore de Coxeter S (projection de CG◦(s)(Y )) et CGF (Y1) = CF1 ∼= GLm(r).
A s correspond θ ∈ Irr(SF ) et b := bCF (RCS θ) est un composant de bCG(Y )F (s) et est fixe
par Y1. Pour démontrer l’inclusion des sous-paires il suffit de montrer que l’image dans le
corps résiduel k d’un système modulaire neutralisant (modular splitting system [13, xvii]) de
la restriction à (CF1)′ de RCS θ n’est pas annulée (en fait est fixe) par multiplication par le
-bloc-idempotent b1, de défaut central, et dont le caractère canonique est (R1)CS (θ1) (l’in-
dice indiquant que le Frobenius impliqué dans l’application de Lusztig est F1 et non F , θ1
se déduit de θ par la norme Y(TY )/(F − 1) → Y(TY )/(F1 − 1)). Par la formule du caractère
[16, 12.2] appliquée à RCS θ et (R1)CS (θ1), particulièrement simple dans nos hypothèses, sachant
que |SF | ≡ |SF1 | (mod ) et |CF | ≡ |CF1 | (mod ) [13, Theorem 13.1], on voit que pour tout
g ∈ CF1 , RCS θ(g) et (R1)CS (θ1)(g) ont même image dans k (même image « modulo  ») (voir
[5, (4.21)]). Le bloc-idempotent de groupe de défaut central s’identifiant comme fonction cen-
trale à l’idempotent de sa représentation canonique, il en résulte l’égalité BrY1(b¯).b1 = b1 qui
caractérise l’inclusion des sous-paires dans Y1.CF , ({Y }, b) ⊂ (Y1, b1).
(A.2) Si G et G0 := GLn, tous deux de centre connexe et dérivé simplement connexe
sont plongés dans un groupe H de centre connexe et Y ⊂ GF , on a HF = Z◦(H)F .GF =
Z◦(H)F .GF0 et de même CH (Y )=Z◦(H)F .CG(Y )=Z◦(H)F .CG0(Y0), où Y0 =Y.Z◦(H)F ∩G0.
Soit sH ∈ (H ∗)F′ d’images s dans G∗ et s0 dans G∗0. Alors bHF (sH ) couvre bGF (s) et bGF0 (s0)
tandis que CG∗(s) et CG∗0 (s0) sont des quotients de CH ∗(sH ) par des tores centraux, les trois
groupes de Weyl sont ainsi isomorphes. Alors un monomorphisme σY : CG(Y )∗ → G∗ selon
(1.2.3) se remonte en σHY : CH (Y )∗ → H ∗ (avec dualité depuis TY .Z◦(H)), lequel induit par
quotient σY0 : CG0(Y0)∗ → G∗0 (dualité depuis TY .Z◦(H) ∩ G0). On conclut facilement que si
l’assertion est vraie pour G0 et Y0, s0, elle est vraie pour H , Y et sH puis pour G, Y et s.
Si H → G est un recouvrement régulier entre groupes de centres connexes, GF est un quo-
tient de HF , G∗ est plongé dans H ∗, soit s ∈H ∗, Y est image d’un -sous-groupe YH de HF tel
que CGF (Y ) soit quotient de CHF (YH ) tandis qu’on a un plongement régulier de CG(Y )∗ dans
CH (YH )∗, ce qui permet de supposer s ∈ CH (YH )∗ = Z◦(H ∗).CG(Y )∗ ⊂ H ∗. Les inclusions de
-sous-paires ({1}, bHF (s)) ⊂ (YH ,bCH (YH )F (s)) dans HF et ({1}, bGF (s)) ⊂ (Y, bCG(Y )F (s))
dans GF sont alors équivalentes. Si l’assertion est vraie pour H , YH et s, elle est vraie pour G,
Y et s.
On atteint grâce à (A.1) et (A.2) tout groupe G tel que G=Ga et Z(G)= Z◦(G).
(B) Si Gb ⊂ CG(Y ), on se ramène facilement au cas (A) comme en (B) de la démonstration
de 4.2.3. Supposons donc que CG(Y ) ne contienne pas Gb. Si z ∈ Z(Y ) et z = 1, on a des inclu-
sions Y ⊂ CG(Y ) ⊂ CG(z) où CG(z) est un sous-groupe de Levi E-déployé propre de G. Il existe
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entre données e-cuspidales unipotentes dont l’existence est assurée par la Proposition 4.2.2
(
L∗Y,s, αY
)
CCG(Y)∗ (s)∼CCG(z)∗ (s)
(
L∗z,s , αz
)
CCG(z)∗ (s)∼CG∗ (s)(Ls,α).
Ces données unipotentes déterminent des données e-cuspidales en séries s, (LY ,λY ) de
(CG(Y ),F ), (Lz,λz) de (CG(z),F ), et (L,λ) de (G,F ). L’hypothèse inductive implique une
inclusion de sous-paires dans CG(z)F ({1}, bCG(z)F (Lz,λz)) ⊂ (Y, bCG(Y )F (LY ,λY )), inclusion
équivalente à une inclusion dans GF
(〈z〉, bCG(z)F (Lz,λz))⊂ (Y,bCG(Y )F (LY ,λY )).
On conclut par l’inclusion ({1}, bGF (L,λ)) ⊂ (〈z〉, bCG(z)F (Lz,λz)) dans GF , vraie selon 1.4.8,
puis transitivité.
II. En centre non connexe.
Dans un plongement régulier G → H , on choisit t ∈ H ∗ d’image s et (M,μ) qui couvre
(L,λ). Alors la donnée e-cuspidale associée (L∗s , α) est image de (M∗t , β) selon un quotient de
noyau central (M∗t )F → (L∗s )F , β étant restriction de α. Selon la Proposition 2.4.1, une section
de HF/GF ∼=MF/LF opère régulièrement sur les blocs de GF couverts par bHF (M,μ) comme
sur les irréductibles unipotents e-cuspidaux de L∗s en cohérence avec la relation (L,λ) ↔ (L∗s , α)
décrite en 1.4.2. De même HF/GF ∼= C◦H (Y )F /C◦G(Y )F opère par restriction sur CGF (Y ) et
l’action de HF/GF respecte l’inclusion des -sous-paires. 
4.2.5. Proposition. Hypothèses et notations de la Proposition 4.2.4. Supposons G◦(s) et G(s)
construits selon 3.1 et Y ⊂G◦(s)F ∩GF (selon 4.1.1 et 4.1.2).
Le groupe C◦C◦
G∗ (Y ′)
(s) est en dualité avec C◦G◦(s)(Y ). Soient (Ls,α) et (LY,s, αY ) des don-
nées e-cuspidales unipotentes de (G◦(s)F ,F ) et (C◦G◦(s)(Y ),F ) correspondant par dualité
(1.3.1, 1.3.5) à respectivement (L∗s , α) et (L∗Y,s, αY ). On a (LY,s, αY )C◦G◦(s)(Y )∼G◦(s)(Ls,α).
Soit bY,s un bloc de CG(s)F (Y ) qui couvre bC◦
G◦(s)(Y )F (LY,s, αY ). Les groupes EG(s)F (Y, bY,s)
et EGF (Y, bY ) sont isomorphes.
Démonstration. Il convient de transporter la dualité entre G◦(s) et C◦G∗(s) autour d’un tore
maximal S∗ de L∗s et d’un dual S dans G◦(s) (voir 1.1), pour déterminer Ls par son système de
racines relativement à S. Soit Y ′ comme en la Proposition 1.2.3. On peut alors supposer que Y ′
normalise S∗ et que Y normalise S et centralise [Ls,Ls], car Y ′ centralise [L∗s ,L∗s ]. D’où l’exis-
tence de LY,s en dualité avec L∗Y,s . La dualité entre C◦G(Y ) et C◦G∗(Y ′) se transporte aussi autour
d’un couple de tores maximalement e-déployés TY , T ∗Y ′ de LY,s et L
∗
Y,s respectivement. Les blocs
de C◦G(Y )F couverts par bY étant conjugués selon CGF (Y ), on a selon 1.4.5 un isomorphisme
EGF (Y, bY )∼= NG(Y,LY )FλY /NCG(Y )(LY )FλY .
(A) En centre connexe, on a b◦Y = bC◦G(Y )F (LY ,λY ). Puisque LY est déterminé à C◦G(Y )F -
conjugaison près, on a NGF (Y, b◦Y )⊂NGF (Y,LY ,E(LY F , s)). Soit N =NGF (Y,LY ,E(LY F , s))
∩ NG(TY ), de sorte que NGF (Y,LY ,E(LF , s)) = N.LY F . Selon la Proposition 1.2.3(f),
les groupes NG(Y,LY ,TY )/NCG(TY )(Y,LY ) et NG∗(Y ′,LY ∗, TY ′)/NCG∗ (TY ′ )(Y
′,LY ∗) sont
anti-isomorphes. Les groupes LY ∗ et L∗Y,s se déterminent mutuellement par les relations
L∗ = LY ∗ ∩ CG∗(s) et LY ∗ = CC◦ ∗ (Y ′)(Z◦(L∗ )φe ). On a donc un isomorphisme entreY,s G Y,s
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1.4.2, 2.1.2 et 2.2.1 que EGF (Y, bY ) est isomorphe à NCG∗ (s)F (Y
′,L∗Y,s, αY )/CCG∗ (s)F (Y
′) ∩
NG∗(L∗Y,s), soit ECG∗ (s)F (Y
′, bCG∗ (s)F (L
∗
Y,s, αY )). Ces groupes se lisent dans WG(s)F . On
sait aussi par la Proposition 2.1.2 avec s = 1, que, si (LY,s, αY ) est une donnée e-cuspidale
unipotente de (G◦(s),F ) correspondant à (L∗Y,s, αY ), les groupes
EC◦
G∗ (s)F
(Y ′, bC◦
G∗ (s)F
(L∗Y ,αY )) et EG◦(s)F (Y, bG◦(s)F (LY,s, αY )) sont isomorphes.
(B) L’isomorphisme en centre non connexe se déduit de (A) par un plongement ré-
gulier G → H , d’où des plongements par restriction C◦G(Y ) → C◦H (Y ), LY → MY et
t → s, MY ∗ → LY ∗. Le groupe NGF (Y,LY ,E(LY F , s))/LY F est extension scindée de
NHF (Y,MY ,E(MY F , t))/MY F par le stabilisateur de Y ′ et L∗Y,s dans AG∗(s)F , noté AG∗(s)FY ′,L∗Y
et qui apparait dans NCG∗ (s)F (Y
′), soit par (A)
NC◦
G∗ (s)F
(
Y ′,L∗Y,s
)
/
(
L∗Y,s
)F → NGF (Y,LY ,E(LY F , s))/LY F → AG∗(s)FY ′,L∗Y .
La construction de G(s) implique que AG∗(s)FY ′,L∗Y est l’image dans G(s)
F /G◦(s)F de
NG(s)F (Y,LY,s). Le groupe AL∗Y (s)
F opère également sur E(L∗Y,sF ,1) et sur E(LY F , s) comme
décrit en 1.3. L’isomorphisme naturel entre NGF (Y,LY )/LY F et NHF (Y,MY )/MY F commute
à la décomposition de Jordan ΨMY ,t et à l’action de AL∗Y (s)
F (assertion (iv) de la Proposi-
tion 1.3.1). De plus tout élément de NCG∗ (s)F (Y ′,L∗Y,s) ou de NGF (Y,LY ,E(LFY , s)) qui fixe λY
fixe ses conjugués selon NHF (Y,MY ) (Proposition 2.3.2). Il en résulte que NGF (Y,LY ,λY )/LY F
a pour image dans AG∗(s)FY ′,L∗Y le stabilisateur AG
∗(s)F
Y ′,L∗Y ,αY
de αY . Finalement EGF (Y, bY )
est quotient de l’extension
NC◦
G∗ (s)
(
Y ′,L∗Y,s, αY
)F
/
(
L∗Y,s
)F → NG(Y,LY ,λY )F /LFY → AG∗(s)FY ′,L∗Y ,αY
par NCG(Y )(Y,LY ,λY )F /LY F . On a aussi une suite exacte scindée
NC◦C◦
G∗ (Y ′)
(s)
(
L∗Y,s, αY
)F
/
(
L∗Y,s
)F → NC◦G(Y )(LY ,λY )F /LY F → AC◦G∗ (Y ′)(s)FL∗Y ,αY
et CGF (Y )/C◦G(Y )F est un -groupe tandis que AG∗(s) est un ′-groupe. Ainsi on obtient une
suite exacte scindée
NC◦
G∗ (s)
(
Y ′,L∗Y,s, αY
)F
/NCC◦
G∗ (s)(Y
′)(LY ′,s , αY )
F
→ EGF (Y, bY )→ AG∗(s)FY ′,L∗Y ,αY /AC◦G∗ (Y ′)(s)
F
L∗Y ,αY
.
Or le terme de gauche est clairement isomorphe à EG◦(s)F (Y, bCG◦(s)(Y )F (LY,s, αY )). Par un rai-
sonnement analogue on obtient une extension scindée
EG◦(s)F
(
Y,bCG◦(s)(Y )F (LY,s, αY )
)→ EG(s)F (Y, bY )→ AG∗(s)FY ′,L∗Y ,αY /AC◦G∗ (Y ′)(s)FL∗Y ,αY ,
ce qui achève la démonstration. 
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phisme naturel de AG(Y )F dans AG(Z)F est bijectif. On en déduit (démonstration omise)
4.2.6. Proposition. Soient D un sous-groupe de défaut d’un bloc B de GF , Z l’unique sous-
groupe normal abélien maximal de D et bZ un bloc de CGF (Z) tel que ({1, },B) ⊂ (Z,bZ).
Quel que soit le groupe Y compris entre Z et D, il existe un unique bloc bY de CGF (Y ) tel que
(Z,bZ)⊂ (Y, bY ).
4.3. = 2, G de type classique
On admet ici paresseusement que la formule de Mackey [11,16], [1] est applicable.
4.3.1. Proposition. Supposons G de type classique en caractéristique impaire et  = 2. Soit
s ∈ (G∗)F , semi-simple et d’ordre impair. Soient L un sous-groupe de Levi de G en dualité avec
C◦G∗(s), Y un 2-sous-groupe de LF et TY un tore maximal F -stable de C◦L(Y ), contenu dans
un tore maximal T de L, F -stable et normalisé par Y . Soit T ∗ un tore dual de T dans C◦G∗(s).
L’inclusion de TY dans T définit sY ∈ TY ∗. Si b est un bloc de CGF (Y ) qui couvre un bloc en série
sY de C◦G(Y )F , il existe un bloc B de GF en série s tel que la sous-paire (Y, b) contient ({1},B).
Démonstration. L est noté G◦(s) en section 3. Soit sˆ ∈ Irr(LF ) de degré 1 associée à
s ∈ Z((L∗)F ) par dualité. L’existence de T est assurée (Proposition 1.2.7). L’application
(T ∗)F → (TY ∗)F se déduit de l’inclusion de TY dans T par le morphisme X(T )→X(TY ) et les
isomorphismes (T ∗)F ∼= X(T )/(F − 1), (TY ∗)F ∼= X(TY )/(F − 1). Il existe un groupe réductif
en dualité sur Fq avec C◦G(Y ), contenant TY ∗, de sorte que (TY ∗, sY ) soit associé par cette dua-
lité à (TY ,ResL
F
TY
F (sˆ)), comme (T
∗, s) l’est à (T ,ResLF
T F
sˆ) [16, 13.13]. La série E(C◦G(Y )F , sY )
ne dépend pas du choix du tore TY dans C◦L(Y ), elle est déterminée par ResL
F
C◦L(Y )F
(sˆ). Puisque
CG(Y )/C◦G(Y ) est un 2-groupe (Proposition 1.2.7), un 2-bloc de C◦G(Y )F est dominé par un seul
2-bloc de CGF (Y ) (voir l’appendice B). Les blocs seront ici identifiés à des idempotents des al-
gèbres sur un anneau convenable. Selon la « bar-convention », le surlignement est le morphisme
obtenu par produit tensoriel avec le corps résiduel.
Si s est tel que C◦G∗(s)F = C(G∗)F (s), par exemple si le centre de G est connexe, il existe
un seul bloc de GF en série s. On se ramène facilement à ce cas par plongement régulier :
G ⊂ H , d’où σ :H ∗ → G∗. Il existe t ∈ (H ∗)F semi-simple et d’ordre impair, d’image s par σ .
Il existe un sous-groupe de Levi M de H , dual de C◦H ∗(t) et tel que M ∩ G = L. Soient B(t)
l’unique 2-bloc de HF en série t et B(s) la somme des blocs de GF en série s. Comme HF
stabilise la série s, on a, dans les notations de l’appendice B, HF2 .I
HF
GF
(B(t)) = τH,s(AG∗(s)F )
et B(s) =∑θ θ.B(t) où θ parcourt Irr(τH,s(AG∗(s)F )/GF .HF2 ). On a aussi, avec des notations
évidentes, dans le plongement régulier de C◦G(Y ) dans C◦H (Y ), bY (sY ) =
∑
θ ′ θ
′.bY (tY ), où θ ′
parcourt Irr(τC◦H (Y ),sY (AC◦G(Y )∗(sY )
F )/C◦G(Y )F .C◦H (Y )F2 ), qui est un ensemble de restrictions à
C◦H (Y )F d’éléments de Irr(HF /HF ). Il en résulte que la condition d’inclusion dans HF im-
plique l’inclusion dans GF . On pourra donc supposer C◦G∗(s)F = C(G∗)F (s) et B = B(s).
La démonstration qui suit est classique, comparable dans sa démarche à celle de 4.2.4. Elle
est inductive sur le rang semi-simple de G (si G est un tore l’inclusion est une égalité) puis sur
l’ordre de Y au paragraphe (B). Au paragraphe (A) on montre que la propriété à démontrer passe
d’un groupe de référence, de centre connexe et dérivé simplement connexe, à tous les autres de
même type par l’intermédiaire de morphismes réguliers, dont le plongement déja étudié.
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Soit ρ :H → G un recouvrement régulier, donc GF = ρ(HF ), et soit t l’image de s dans
H ∗ par un morphisme ρ∗, dual de ρ. Le groupe CH ∗(t) est connexe d’image C◦G∗(s) par ρ∗ et
M := ρ−1(L) est en dualité avec C◦H ∗(t). Le bloc B de GF est image du bloc B(t) de HF en
série t , par le morphisme entre algèbres de groupes sur HF et GF déterminé par ρ.
Soit X un 2-sous-groupe de MF d’image Y par ρ. On sait que CG(Y )/CH (X) est un 2-groupe
(1.2.1). Soit (TX) = ρ−1(TY ), TX est un tore maximal de C◦H (X) contenu dans S := ρ−1(T ),
t ∈ ρ∗(T ∗)F = (S∗)F , t définit tX ∈ (TX∗)F et tX est l’image sY par le morphisme dual de la
restriction de ρ, TY ∗ → SX∗. Soient b(sY ) et b(tX) les sommes de blocs en séries sY et tX de
C◦G(Y )F et C◦H (X)F respectivement, b(sY ) est image de b(tX). Supposons la conclusion de la
Proposition vraie dans HF . On a donc [13, Definition 5.2] BrX(B(t)).b(tX) = b(tX). On en
déduit par ρ que BrY (B).b(sY )= b(sY ), d’où l’inclusion dans GF .
Il est évident que l’assertion à démontrer se transmet par produit central de groupes définis
sur Fq de centres connexes et dérivés simplement connexes. On suppose dorénavant ces deux
dernières conditions satisfaites. Elles se transmettent à tout sous-groupe de Levi de G. Elles
impliquent que CG(Y ) est connexe selon l’assertion (i) de la Proposition 1.2.7.
(B) Supposons d’abord Y cyclique, Y = 〈y〉. Dans ce cas TY = T et sY = s.
Par dualité s ∈ Z(L∗)F détermine sˆ ∈ Irr(LF ) et E(GF , s) est l’ensemble des ΨG,s(λ) =
RGL(sˆλ), λ parcourant E(LF ,1).
Comme les diviseurs de l’ordre de s sont bons pour G, ils le sont aussi pour C◦G(y), et C◦G(y)F ,
qui est de type classique ou abélien, admet lui aussi un seul 2-bloc en série s, soit by(s).
(B.1) Si s = 1, B et by(s) sont les blocs principaux de GF et C◦G(y)F respectivement, et
le « Premier Théorème Fondamental de Brauer » donne une inclusion de sous-paires (vrai aussi
bien pour Y un 2-sous-groupe quelconque et pour CG(Y ) non connexe car le bloc principal
de C◦G(Y )F est couvert par le bloc principal de CGF (Y ) et lui seul, voir aussi les sous-paires
connexes [13, 21.1]. Si s est central dans G∗, on a L = G de sorte que B(s) = sˆ.B(1) de même
by(s) = (ResGFC◦G(y)F sˆ).by(1) et on a encore l’inclusion de sous-paires annoncée.(B.2) Supposons donc s non central dans G∗. L’inclusion des sous-paires ({1}, b(s)) ⊂
(〈y〉, by(s)) dans GF se déduit d’une inclusion de sous-paires en blocs unipotents (principaux)
dans LF , via les isométries analogues à RGL :E2(LF ,1)→ E2(GF ,1).
Posons Ly = CC◦G(y)(s), Ly est un sous-groupe de Levi de C◦G(y) et Ly = C◦L(y). Il
nous suffit de montrer, grâce au « Second Théorème Fondamental de Brauer » [13, Defi-
nition 5.7, Theorem 5.8], que par exemple by(s).dy(ΨG,s(1)) = 0. Considérons en général
〈dy(RGL(sˆξ),R
C◦G(y)
Ly
(sˆyζ )〉C◦G(y)F où ξ ∈ E2(LF ,1), ζ ∈ E2(LFy ,1) et sˆy = ResL
F
LFy
sˆ est le ca-
ractère linéaire de Ly déterminé par s ∈ (L∗y)F . On a dy ◦ ∗RGL ◦ RGL = ∗R
C◦G(y)
Ly
(dy ◦ RGL) [13,
Theorem 21.4]. Par adjonction, selon (B.1) dans L et le théorème de Brauer, notant bL(s) le bloc
de LF en série s, on obtient
〈
dy
(
RGL(sˆξ)
)
,RC
◦
G(y)
Ly
(sˆyζ )
〉
C◦G(y)F
= 〈dy(bL(s).(∗RGL (RGL(sˆξ)))), sˆyζ 〉C◦G(y)F .
Or si g ∈ GF et T g ∈ L, alors (T g, (ResLF
T F
sˆ)g) n’est L-conjugué de (T , θ) que si g ∈ L, car L
est dual de CG∗(s). On a donc par la formule de Mackey bL(s).∗RGL(R
G
L(sˆξ)) = sˆξ . En outre y
est un 2-élément et s d’ordre impair, le produit scalaire devient 〈dy(ξ), ζ 〉C◦G(y)F . En particulier
by(s).d
y(ΨG,s(1)) est non nul si et seulement si dy(1L) est non nul, ce qui est bien le cas (plus
généralement RG détermine une isotypie entre blocs [6, 5.6]).L
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Puisque LY := C◦L(Y ) = CC◦G(Y )(Z◦(L)), LY est un sous-groupe de Levi de C◦G(Y ) et TY un
tore maximal de C◦G(Y ), (TY ,ResL
F
T FY
sˆ)) définit une série sY et un 2-bloc b(sY ) de C◦G(Y )F .
Si Z(Y ) = Z(G)F2 , soit y ∈ Z(Y ), non central dans G. On a Y ⊂ CG(y) et CG(Y ) =
C◦G(Y ) par hypothèse sur G. Selon (b) on a une inclusion de sous-paires dans CG(y)F ,
({1}, by(s)) ⊂ (Y, bY (sY )) avec by(s) comme en (b), ce qui se traduit par une inclusion dans
GF : (〈y〉, by(s)) ⊂ (Y, bY (sY )). Par transitivité depuis l’inclusion dans GF de ({1},B) dans
(〈y〉, by(s)), démontrée en (b), on obtient ({1}, b(s)) ⊂ (Y, b(sY )) dans GF .
Si Z(Y ) = Z(G)F2 , CG(Y ) a comme G un seul composant rationnellement irréductible, lequel
est de type rationnel A(q), ce qui se vérifie facilement compte-tenu de la structure de C◦G(Y )
décrite au début de la démonstration de la Proposition 1.2.7. Si Z(Y ) n’est pas 2-sous-groupe de
Sylow de CL(Y )F , soient x ∈ (TY )F2 \Z(Y ) (par choix de TY ) et X = 〈Y,x〉. On choisit TX = TY
et sY = sX . Puisque X est non central dans G, le paragraphe précédent fournit une inclusion
de sous-paires dans GF , soit ({1}, b(s)) ⊂ (X,bX(sX)). Avec les notations de (b) on a aussi
par hypothèse inductive une inclusion dans CGF (Y ) ({1}, bY (sY ))⊂ (〈x〉, bX(sX)), inclusion qui
équivaut à une inclusion dans GF , soit (Y, bY (sY )) ⊂ (X,b(sX)). Par unicité du correspondant
de Brauer il en résulte l’inclusion ({1},B)⊂ (Y, b(sY )).
Si Z(Y ) = Z(G)F2 et Z(Y ) est 2-sous-groupe de Sylow de C◦L(Y )F , soit X un sous-groupe
d’indice 2 de Y et y ∈ (Y \ X). Ou bien CG(X) = CG(Y ) et l’hypothèse inductive donne l’in-
clusion à démontrer. Ou bien CG(X) n’est pas rationnellement irréductible. Alors Z(CGF (X)) =
Z(G)F2 . Les arguments précédents s’appliquent à X, on a ({1},B) ⊂ (X,bX(sX)) dans GF (où
TX := (T X)◦ contient TY et sX ∈ TX∗ est image de s). On a aussi ({1}, bX(sX)) ⊂ (〈x〉, bY (sY ))
dans CGF (X) par (b.1), soit (X,bX(sX))⊂ (Y, bY (sY )) dans GF . On conclut par transitivité. 
4.3.2. Proposition. Hypothèses et notations de 4.3.1. Soit D un 2-groupe de Sylow de LF . Les
2-blocs de GF en série s forment une orbite régulière sous l’action de Irr(AC◦G(D)∗(sD)F ).
Démonstration. Pour tout sous-groupe Y de LF , les injections de C◦G(Y )∗ dans G∗ et de
W(C◦G(Y )∗, TY ∗) dans W(G∗, T ∗), décrites en 1.2.4, induisent un homomorphisme injectif de
AC◦G(Y )∗(sY ) dans AG∗(s). Si AG∗(s)
F = {1}, GF a un seul bloc en série s et AC◦G(D)∗(sD)F ={1}, l’assertion de 4.3.2 est vraie.
Soient donc un plongement G ⊂ H , t ∈ H ∗ et M ⊂ H en dualité avec C◦H ∗(t) comme
dans la preuve de 4.3.1. Puisque H = Z◦(H).G, M = Z◦(H).L, CH (D) = Z◦(H).CG(D) et
Z◦(H) ∩ G = Z◦(H) ∩ L = Z◦(H) ∩ CG(D), on a HF = GF .MF = GF .CHF (D). Ces der-
nières égalités montrent que la somme des blocs en série s de GF est fixe par HF et est
« restriction » de l’unique bloc en série t de HF , et que l’image dans HF/GF du stabili-
sateur dans HF d’une sous-paire maximale (D,bD) en série s de GF est à rechercher dans
CHF (D). Puisque CGF (D) opère transitivement sur les blocs en série sD de C◦G(D)F couverts
par bD et CHF (D) = C◦H (D)F .CGF (D), il suffit de considérer le stabilisateur dans C◦H (D)F
d’un bloc b◦D en série sD de C◦G(D)F . Or le plongement C◦G(D) ⊂ C◦H (D) est un plongement
régulier et b◦D est de défaut central. Selon la Proposition en 1.5, C◦L(D) est un tore, soit TD
dans les notations de 4.3.1. De même SD = Z◦(H).TD = C◦M(D) est un tore. Donc en posant
ˆtD = ResMF(SD)F (tˆ), χ := R
C◦H (D)
SD
(tˆD) est le caractère canonique du 2-bloc b(tD) de C◦H (D)F en
série tD qui couvre b◦ . Selon les résultats rappelés en 1.3 la restriction de χ à C◦ (D)F estD G
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F ). L’un
d’eux est le caractère canonique de b◦D . Ainsi Irr(AC◦G(D)∗(sD)
F ) opère régulièrement sur l’en-
semble des blocs de C◦G(D)F couverts par b(tD). Autrement dit HF/(HF )B est isomorphe à
Irr(AC◦G(D)∗(sD)
F ) (voir l’Appendice B, B.1). Si AC◦G(D)∗(sD) est considéré comme un sous-
groupe de AG∗(s), on a (HF )B = τH,s(AC◦G(D)∗(sD)F ). 
4.3.3. Proposition. Hypothèses et notations de 4.3.1. Soit B un 2-bloc de GF en série s.
On suppose L = G◦(s) et G(s) ⊂ G (condition (B.2) de la Proposition 3.1). Soient b un 2-
bloc de CGF (Y ) tel que ({1},B) ⊂ (Y, b). Soit b0 le bloc principal de CG(s)F (Y ). Les groupes
EG(s)F (Y, b0) et EGF (Y, b) sont isomorphes, comme groupes d’automorphismes de Y .
Démonstration. (A) Si C(G∗)F (s) = C◦G∗(s)F .
On a NGF (Y, bY ) = NGF (Y,E(C◦G(Y )F , sY )).CGF (Y ). Il en résulte un isomorphisme
EGF (Y, bY ) = NGF (Y, bY )/CGF (Y ) ∼= NGF (Y,TY , sY )/NCGF (Y )(TY , sY ). Par la Proposi-
tion 1.2.7, en particulier l’assertion (e) de 1.2.4, W(C◦G(Y ),TY )F est sous-groupe de W(G,T ),
T étant un sous-tore maximal normalisé par Y du sous-groupe de Levi CG(TY ). Le stabilisateur
de sY dans W(C◦G(Y ),TY )F s’envoie dans celui de s dans W(G,T ). D’où un monomorphisme
de EGF (Y, bY ) vers NLF (T ,Y )/NLF (T ) ∩ CLF (Y ) = ELF (Y, b0). Il s’agit d’un isomorphisme
car clairement NLF (Y,T )⊂ NGF (Y,TY , sY ).
(B) Si C(G∗)F (s) = C◦G∗(s)F (donc en type A).
Rappelons que G(s)F est sous-groupe de GF . On utilise ici l’analogue de l’assertion (a)
de la Proposition 2.3.2. Considérant un plongement régulier G ⊂ H comme dans 4.3.1, soient
t , M , sY , tY , etc. notons b(sY ) la somme des 2-blocs de C◦G(Y )F en série s, autrement dit
somme des transformés de b selon C◦G(Y )F . On sait qu’il existe χ ∈ E(C◦H (Y )F , tY ) tel que
〈RC◦H (Y )C◦M(Y )( ˆtY ),χ〉C◦H (Y )F = 1. Il en résulte que tout élément de NGF (Y ) qui stabilise la restriction
de χ à C◦G(Y )F fixe tout composant irréductible de χ . A fortiori NGF (Y, b(sY )) = NGF (Y, b).
Comme en (A) on a donc NGF (Y, bY ) = CGF (Y ).NGF (Y, b(sY )). Le groupe EGF (Y, bY ) =
NGF (Y, bY )/CGF (Y ) se lit dans le normalisateur de TY , donc dans G(s) et on obtient facile-
ment par les théorèmes d’isomorphismes EGF (Y, bY )∼= NG(s)F (Y )/CG(s)F (Y ). 
Appendice A. La série des unipotents
Notre but est le proposition suivante
A.1. Proposition. Soit (G,F ) un groupe réductif défini sur Fq . Soit e un entier positif. Soit
(L,λ) une donnée e-cuspidale unipotente de (G,F ) et soit H⊂ E(GF ,1) la série de e-Harish-
Chandra (« généralisée ») de GF qu’elle détermine. Il existe χ1 ∈H unique tel que
« quel que soit χ ∈H, χ(1)p divise χ1(1)p et si χ(1)p = χ1(1)p alors χ(1) < χ1(1) ».
De plus |〈RGLλ,χ1〉GF | = 1.
Démonstration. Pour e = 1, on obtient un résultat démontré théoriquement par M. Geck [21],
χ1 est paramétré par la représentation signe de l’algèbre de Hecke associée. La série unipotente
étant « invariante par isogénie ou plongement » (1.3), la démonstration de cette proposition pour
un produit central se ramène immédiatement à un produit direct et on voit ainsi qu’il suffit de vé-
rifier notre assertion dans le cas où (G,F ) est rationnellement irréductible, et même irréductible.
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Un élément χ de E(GF ,1) est paramétré par une partition α de n. Soit B = {bj }1jm un β-
ensemble de α, les bj étant indexés dans l’ordre croissant. On peut supposer m> 2 et aussi grand
que nécessaire pour ce qui suit. Selon la formule des degrés [22, Appendix], la p-contribution
au degré de χ est de la forme qv(B), avec
v(B)=
∑
1j<m
(m− j)bj −
∑
1j<m−1
(
m− j
2
)
.
Soit α′ une partition de (n+ e) telle que α se déduise de α′ par ablation d’un crochet de lon-
gueur e. Autrement dit α′ admet un β-ensemble B ′ = {b′j }1jm tel que B ′ = B +˙ {bs, bs + e}
pour un certain s ∈ [1,m] (ici +˙ désigne l’opérateur d’addition booléenne), et on dira alors que
B se déduit de B ′ par ablation d’un crochet de longueur e. On voit que v(B ′) = v(B) si et
seulement si s =m, sinon v(B ′) > v(B).
Considérons maintenant une série de e-Harish-Chandra H ⊂ E(GF ,1) pour (G,F ) de type
An−1. La série est déterminée par une partition sans crochet de longueur e (ou « e-cœur »),
soit κ , d’un entier k tel que n − k ∈ eN. Cette partition définit un élément e-cuspidal λ dans
la série unipotente d’un sous-groupe de Levi F -stable de type Ak−1 de G. Les éléments de H
sont paramétrés par les partitions dont le e-cœur est κ . Soit B0 = {cj }1jm un β-ensemble
de κ . Selon la paragraphe précédent H contient un et un seul élément χ1 tel que χ1(1)p/λ(1)p
soit maximum, χ1 étant défini par la partition de β-ensemble {cj }1j<m ∪ {cm + n − k}. La
multiplicité |〈RGLλ,χ1〉GF | est le nombre de suite de partitions α0 = χ1, α1, . . . , αw = κ (où
w = (n − k)/e) telles que, pour i = 1, . . . ,w, αi se déduise de αi−1 par ablation d’un crochet
de longueur e, cette suite est clairement unique, la suite des β-ensembles correspondants est
B0 +˙ {cm, cm + (w − i)e}.
Puisque seule intervient la valuation en p, et étant donnée la correspondance bijective entre
irréductibles unipotents des groupes linéaires et unitaires qui préserve la valuation en q des de-
grés génériques et transforme série de e-Harish-Chandra en série de e′-Harish-Chandra pour un
e′ déduit de e, cette démonstration vaut pour les groupes unitaires.
II. Supposons maintenant G de type Bn ou Cn.
Un élément χ de E(GF ,1) est déterminé par un symbole (B,C) de rang n, où B =
{bj }1js ⊂ N, C = {cj }1jt ⊂ N et (s − t) est un entier positif impair. La p-contribution
au degré de χ est de la forme (2|B∩C|)p.qv(B,C) avec
v(B,C)=
∑
1js
(
s − j + ∣∣C ∩ ]bj ,∞[∣∣)bj + ∑
1jt
(
t − j + ∣∣B ∩ ]cj ,∞[∣∣)cj
+
∑
b∈B∩C
b + f (s, t)
les suites (bj )j et (cj )j étant supposées strictement croissantes. On note que si bs > ct (resp.
ct > bs ), alors v(B,C) est indépendant de bs (resp. ct ).
II.A. Supposons d’abord e impair. Alors λ est défini par un symbole (B0,C0) de rang k, où
(n− k) ∈ eN, et tel que les partitions μ et ν dont B0 et C0 sont respectivement des β-ensembles
sont des e-cœurs. L’unipotent de symbole (B,C) appartient à H si et seulement si on peut passer
de B à B0 et de C à C0 par ablation de crochets de longueur e. Il résulte de l’égalité donnant
v(B,C) que si les plus grands éléments de B0 et C0 sont différents il existe un et un seul symbole
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exemple, si bs > ct , B = B0 +˙ {bs + n− k} et C = C0. Si χ1 est l’élément de H correspondant
on a bien |〈RGLλ,χ1〉GF | = 1, la multiplicité étant obtenue par une règle analogue à celle utilisée
en type An.
Si bs = ct , il y a deux tels symboles pour lesquels v(B,C)  v(B0,C0), et alors v(B,C) =
v(B0,C0) (et intervient |B ∩ C| si p = 2 mais la diminution de B ∩ C| ne peut compenser une
augmentation de v(B,C)3), aussi de multiplicité 1. Il reste à départager les caractères χ1 et
χ2 correspondants par leurs degrés. Selon la formule des degrés, pour s et t fixés, χ(1)p′ est
proportionnel à
(2|B∩C|)p′
∏
γ (q
l(γ ) − 1)∏δ(ql(δ) − 1)∏
γ ′(q
l(γ ′) + 1)
où γ parcourt l’ensemble des crochets de B , δ l’ensemble des crochets de C et γ ′ l’ensemble des
cocrochets de (B,C) (crochets de B vers C ou de C vers B) et l désigne la longueur du crochet
ou cocrochet. Puisque bs = ct tandis que s = t , les degrés formels—polynômes en q—définis par
(B0,C0 +˙ {bs, bs + n− k}) et (B0 +˙ {bs, bs + n− k},C0) sont distincts. Posons a = bs + n− k.
Le facteur multiplicatif relativement à λ(1)p′ est pour l’un(
1
2
)
p′
(
qn−k − 1) ∏
1u<n−k
(qu − 1
qu + 1
)
.
∏
b<bs , b/∈B
(
qa−b − 1
qbs−b − 1
)
.
∏
c<bs, c/∈C
(
qbs−c + 1
qa−c + 1
)
et pour l’autre
(
1
2
)
p′
(
qn−k − 1) ∏
1u<n−k
(
qu − 1
qu + 1
)
.
∏
c<bs, c/∈C
(
qa−c − 1
qbs−c − 1
)
.
∏
b<bs , b/∈B
(
qbs−b + 1
qa−b + 1
)
.
On a donc
χ1(1)/χ2(1)=
∏
c<bs, c/∈C
(
q2(a−c) − 1
q2(bs−c) − 1
)
.
∏
b<bs , b/∈B
(
q2(bs−b) − 1
q2(a−b) − 1
)
ou encore, notant B ′ (resp. C′) le complémentaire de {bs} dans B (resp. C),
χ2(1)/χ1(1)=
∏
c∈C′
(
q2(a−c) − 1
q2(bs−c) − 1
)
.
∏
b∈B ′
(
q2(bs−b) − 1
q2(a−b) − 1
)
.
Selon le Lemme A.2 ci-dessous, B ′ = C′ implique χ1(1) = χ2(1).
II.B. Supposons maintenant e pair et soit d = e/2. Le symbole (B0,C0) définissant λ n’a
pas de cocrochet de longueur d . Un cocrochet de longueur d d’un symbole (B,C) est une paire
d’entiers {a, a + d} telle que a /∈ B et a + d ∈ C—ou bien a /∈ C et a + d ∈ B . L’unipotent
de symbole (B,C) appartient à H si et seulement si on peut passer de (B,C) à (B0,C0) par
ablations successives de cocrochets de longueur d ((B,C) → (B +˙ {a},C +˙ {a + d}) dans le
3 Si e = 1 on a bs − ct = s − t  1, ce cas est exclus, on peut supposer e > 1.
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de B0 et C0 sont différents il existe un et un seul symbole (B,C) dans la e-série de (B0,C0) tel
que v(B,C) = v(B0,C0), par exemple, si bs > ct , et w = (n − k)/d est impair, B = B0 +˙ {bs}
et C = C0 +˙ {bs + n− k}. Si χ1 est l’élément de H correspondant on a |〈RGLλ,χ1〉GF | = 1.
Supposons maintenant bs = ct , il y a deux éléments de H, χ1 et χ2 tels que χ1(1)p =
χ2(1)p = λ(1)p . Le rapport des degrés (ou son inverse. . .) est donné par la même formule que
pour e impair.
III. Supposons G de type Dn, déployé ou non. Un élément χ de E(GF ,1) est déterminé par
un symbole (B,C) de rang n, où ||B|− |C|| ∈ 4N si (G,F ) est déployé et |B|− |C| ≡ 2 (mod 4)
sinon. En outre si B = C, (B,C) et (C,B) déterminent le même irréductible, tandis que (B,B)
définit deux éléments dits jumeaux dans E(GF ,1). λ est défini par un symbole (B0,C0) sans
crochet de longueur e ou sans cocrochet de longueur e/2 selon que e est impair ou non, et les
éléments de H sont définis par des symboles de e-noyau (B0,C0). La p-contribution au degré
de χ et le facteur multiplicatif de λ(1)p′ à χ(1)p′ sont donnés par les mêmes formules qu’en
type Bn, à un facteur constant près (pour |B| + |C| fixé). Le raisonnement du paragraphe II s’ap-
plique ici, sauf si B0 = C0. Dans ce dernier cas les deux symboles construits sont symétriques
l’un de l’autre et on obtient un seul élément de H, les deux données cuspidales définies par les
jumeaux sont conjuguées dans GF dès que L =G.
IV. Types exceptionnels.
Si la donnée e-cuspidale est portée par un tore le caractère de Steinberg StG a la propriété
demandée car ∗RGT (StG)= T G1T F [15, 12.8].
Supposons e > 1 (pour e = 1 voir [21]). Les séries pour e > 1 et L autre qu’un tore sont don-
nées dans les tables de [8]. Les irréductibles unipotents y sont notés comme en [9, 13.9] où les
degrés génériques, polynômes en q , issus de [22, Appendix], sont repris. On vérifie facilement
l’existence de χ1. Pour 68 des 79 séries répertoriées, χ1 est caractérisé par la valuation en q de
son degré générique. Reste à vérifier dans les 11 autres séries que les p′-composantes des degrés
des deux ou trois composants dont les degrés génériques sont de valuation maximum en q ont
des degrés distincts pour tout q  2 et que φ1800,39, qui a multiplicité 2 dans la série 48, n’est
pas de plus grand degré.
En type E7(q), série 24, φ56,30(1) > φ21,33(1),
série 34, φ35,31(1) > (D4, )(1),
série 37, φ120,25(1) > (D4, 2)(1),
En type E8(q), série 48, φ1400,37(1) > φ1800,39(1) > φ56,49(1),
série 52, φ210,52(1) > φ160,55(1),
série 55, φ972,32(1) > (D4, φ9,10)(1),
série 60, φ1344,38(1) > (D4, φ4,13)(1),
série 66, φ112,63(1) > φ28,68(1),
série 69, φ50,56(1) > (D4, φ′′2,16)(1),
série 71, φ448,39(1) > (E6[θ ], φ1,6)(1)=E6[θ2], φ1,6(1),
série 77, φ1008,9(1) > (D4, φ1,24)(1). 
A.2. Lemme. Soit x un entier au moins égal à 2. Soient A et B des ensembles d’entiers stric-
tement positifs. Supposons que si x = 2 alors 1 /∈ (A ∪B) et que, pour une certaine application
 :N → {−1,+1}, on ait ∏
a∈A
(
xa + (a))= ∏
b∈B
(
xb + (b)).
Alors A= B .
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(q + 1)2 et pour q = 3, on a (q − 1)3 = q2 − 1 mais existe-t-il d’autres exemples ?
Démonstration. Par l’absurde, on peut supposer que A et B sont disjoints et non vides. Il suffit
alors de réduire modulo xc+1 où c est le plus petit élément de A∪B . 
Appendice B. Sous-paires autocentralisantes et sous-groupe normal
Le groupe Irr(G/[G,G]) opère sur sur l’algèbre de G, donc sur Irr(G) et sur l’ensemble des
blocs de G et est compatible à l’inclusion des -sous-paires. Si Q est un -sous-groupe de G et
λQ := ResGCG(Q) λ, une inclusion (1,B)⊂ (Q,bQ) implique (1, λ.B) ⊂ (Q,λQ.bQ). Le -Sylow
de Irr(G/[G,G]) fixe tout -bloc [24, Chapter 7, Corollary 5.6]. Pour λ ∈ Irr(G/[G,G]) on a
Irr(λ.B)= {λ⊗ χ ∣∣ χ ∈ Irr(B)}.
Puisque B est déterminé par une sous-paire maximale (D,BD), λ fixe B si et seulement si
ResGCG(Q) λ fixe BD . Le stabilisateur dans Irr(G/[G,G]) d’un bloc B de G est de la forme
Irr(G/I(B)), avec [G,G] ⊂ I(B) ⊂ [G,G].G′ . Notons que B et λ.B sont des blocs isomorphes.
Pour tout χ ∈ Irr(G) on définit de même I(χ) et on a I(BG(χ)) ⊂ I(χ).
Si H est un sous-groupe de G qui contient [G,G] et b est un bloc de H couvert par B , de
groupe d’inertie Gb dans G, il existe un bloc b′ de Gb tel que b′ couvre b et B = TrGGbb′. On
définit IGH (B) et I
G
H (χ) par
Irr
(
G/IGH (B)
)= Irr(G/H)B, Irr(G/IGH (χ))= Irr(G/H)χ .
Selon un théorème de Fong–Reynolds, [24, Chapter 5, Theorem 5.10]
Irr(B)= {IndGGb χ ′ ∣∣ χ ′ ∈ Irr(b′)}.
Donc quels que soient λ ∈ Irr(G/Gb) et χ ∈ Irr(B) on a λ ⊗ χ = χ , et par conséquent
IGH (χ) ⊂ Gb . En outre si b′ s’induit en B , et θ ∈ Irr(G/H), (ResGGb θ)⊗ b′ s’induit en θ ⊗B . Il
en résulte
IGH (B)= IGbH (b′).
Les blocs B de G qui couvrent b sont ceux dont au moins un irréductible couvre un irréductible
de b. Ils forment une orbite régulière selon Irr(IGH (B)/H). Pour tout ζ ∈ Irr(H) on définit de
même Gζ et on a Gζ ⊂GBH (ζ ). De même la théorie de Clifford sur les représentations implique
que si χ couvre ζ , alors IGH (χ) ⊂Gζ . En conclusion
IGH
(
BG(χ)
)⊂ IGH (χ) ⊂Gζ ⊂GBH (ζ ).
En cas de non multiplicité entre H et Gζ , les divers prolongements de ζ à Gζ se déduisent de l’un
d’eux χ ′, étant de la forme μ⊗ χ ′ (χ ′ ∈ Irr(Gζ /H)), on a alors IGH (χ) = Gζ . Les irréductibles
qui couvrent ζ ∈ Irr(b) forment aussi une orbite selon Irr(G/H), régulière selon Irr(Gζ /H).
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∑
θ∈Irr(IGH (B))
θ.B =
∑
g∈G/Gb
bg.
B.1. Proposition. Soit un quotient ρ :G→G/H tel que G/H soit un ′-groupe abélien et soient
b un -bloc de H , B un -bloc de G.
(a) Soient une sous-paire (D,bD) de H , maximale contenant ({1}, b), et une sous-paire
(D,BD) de G, maximale contenant ({1},B). Alors B couvre b si et seulement si un conjugué de
BD selon NG(D) couvre bD .
(b) Soit une sous-paire (D,bD), maximale dans H contenant ({1}, b) et de caractère cano-
nique λD ∈ Irr(CH (D)). On a Gb =HNG(D)λD .
(c) Soient λD comme en (b) et B un bloc de G qui couvre b. Supposons que la restriction de
CG(D) à CH (D) soit sans multiplicité au-dessus de λD . Soit μ l’induit à CG(D) d’une exten-
sion de λD à CG(D)λD . Il existe un morphisme f : NG(D)λD → Irr(CG(D)λD/CH (D)) de noyau
NG(D)λD ∩ NG(D)μ. Soit J tel que f (NG(D)λD) = Irr(CG(D)λD/J ). On a ρ(J ) = ρ(IGH (B))
et l’ensemble des blocs de G qui couvrent b est donc une orbite régulière selon Irr(ρ(J )).
Démonstration. (a) Considérons plus généralement une inclusion normale entre sous-paires :
soit U un sous-groupe normal du -sous-groupe V de H . Soient bU , BU , bV , BV des blocs-
idempotents sur l’anneau de référence O de respectivement CH (U), CG(U), CH (V ), CG(V ).
Il existe des entiers m = |CG(U)bU /CH (U)| et n = |CG(V )bV /CH (V )| premiers à  tels que∑
x∈CG(U)/CH (U) bU
x = m(∑j BU,j ) et ∑y∈CG(V )/CH (V ) bV y = n(∑k BV,k), où {BU,j }j est
l’ensemble des blocs de CG(U) qui couvrent bU et {BV,k}k est l’ensemble des blocs de CG(V )
qui couvrent bV . L’inclusion de sous-paires (U,bU ) ⊂ (V , bV ) dans H s’écrit à l’aide du mor-
phisme de Brauer BrHV sur les images modulo l’idéal maximal de O : BrHV (b¯U ).b¯V = b¯V et
bV détermine alors bU . On en déduit que BrGV (
∑
j BU,j ).(
∑
k BV,k) =
∑
k BV,k . Pour tout bloc
BV de CG(V ) qui couvre bV il existe un bloc bU de CG(U) qui couvre BU avec une inclusion
(U,BU)⊂ (V ,BV ) de sous-paires dans G. Inversement une inclusion (U,BU,j )⊂ (V ,BV,k) im-
plique une inclusion dans H de la forme (U,bU x) ⊂ (V , bV y), mais puisque CG(U) ⊂ CG(V ),
on a aussi bien (U,bU )⊂ (V , bV x−1y).
On conclut par transitivité.
(b) Par hypothèse λD est un irréductible de défaut central de CH (D) qui détermine bD . L’ar-
gument de Frattini appliqué aux sous-paires maximales associées à b montre que le stabilisateur
de b dans G est H.NG(D)λD . Les blocs de H qui sont conjugués de b sous G forment une orbite
régulière selon G/H.NG(D)λD .
(c) Le quotient G/H étant d’ordre premier à , un groupe de défaut d’un bloc b de H
est groupe de défaut des blocs de G qui couvrent b. Les blocs de G qui couvrent b sont
ceux admettant une sous-paire maximale (D,BD) où BD couvre bD . Les blocs de CG(D)
qui couvrent bD sont déterminés par leurs caractères canoniques μj = IndCG(D)CG(D)λD λ
′
j , où les
λ′j « couvrent » λD (ces blocs sont de défaut central car G/H est un ′-groupe). Si la restric-
tion de CG(D) à CH (D) au-dessus de λD est sans multiplicité, λ′j prolonge λD et on obtient
m := |CG(D)λD/CH (D)| blocs b′j de défaut central et distincts de CG(D), formant une orbite ré-
gulière sous l’action de Irr(CG(D)/CH (D))/ Irr(CG(D)/CG(D)λD ) ∼= Irr(CG(D)λD/CH (D)),
et couvrant |CG(D)/CG(D)λD | blocs CG(D)-conjugués de défaut central de CH (D). En parti-
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Il en résulte que NG(D)μj = NG(D)b′j est indépendant de j , on notera ce stabilisateur NG(D)μ.
Ces considérations sont valables pour tout bloc de CH (D) conjugué de bD selon NG(D). Si
x ∈ NG(D) transforme l’un des μj en un autre il fixe leur restriction commune à CG(D), donc
fixe bD à CG(D)-conjugaison près. Puisque les sous-paires maximales d’un bloc forment une
classe de conjugaison, le nombre de blocs de G qui couvrent b est le nombre d’orbites sous
CG(D).NG(D)bD dans l’ensemble des blocs de CG(D) qui couvrent bD .
Puisque NG(D)bD = NG(D)λD on obtient une orbite régulière sous CG(D).NG(D)λD/
CG(D).NG(D)λD ∩ NG(D)μ isomorphe à NG(D)λD/NG(D)λD ∩ NG(D)μ.
On a ainsi une suite exacte
1 → NG(D)λD ∩ NG(D)μ → NG(D)λD → Irr
(
ICG(D)CH (D)(BD)/CH (D)
)
→ Irr(IGH (B)/H )→ 1. 
Si, par exemple, dans les hypothèses de la Proposition B.1, l’un ou l’autre des blocs b, B est
le bloc principal, ou si plus généralement λD admet une extension à CG(D) stable par NG(D)λD ,
on obtient que Irr(ρ(CG(D))) opère régulièrement sur l’ensemble des blocs de G qui couvrent
le bloc b de H .
B.2. Proposition. Soient G un groupe fini et H un sous-groupe normal de G. Soient b un -bloc
de H , B un -bloc de G dont le groupe de défaut est central dans G et qui couvre b.
Si B admet un irréductible de hauteur nulle dont la restriction à H est de multiplicité pre-
mière à , ce qui est le cas si G est -résoluble, alors le groupe de défaut de b est central et
Z(H) =H ∩ Z(G).
Démonstration. Rappelons une conséquence d’un théorème de P. Fong sur le stabilisateur de b
dans G.
B.3. (Voir [24, Chapter 5, Theorem 5.16].) Soit H un sous-groupe normal d’un groupe fini G et
soit b un -bloc de H , de stabilisateur Gb dans G. Il existe un -bloc B de G qui couvre H et
un groupe de défaut D de B contenu dans Gb tels que D/D∩H soit un -sous-groupe de Sylow
de Gb/H .
Dans nos hypothèses, on a |Gb/HZ(G)| = 1.
On sait que B admet un irréductible dont le noyau contient le groupe de défaut, donc de
hauteur nulle. Soit donc χ dans Irr(B) tel que χ(1) = |G/Z(G)| et soit ξ ∈ Irr(b) couvert
par χ , ξ existe par [24, Chapter 5, Lemma 5.7]. Supposons que la restriction de χ à H soit de
multiplicité première à . Soit Gξ le stabilisateur de ξ dans G, on a |Gξ |.χ(1) = |G|.ξ(1),
soit ξ(1) = |Gξ/Z(G)]. Le stabilisateur Gb de b dans G contient Gξ et Gξ contient Z(G). Il
en résulte |Gb| = |Gξ | = [H.Z(G)|, soit ξ(1) = |H/H ∩ Z(G)|. Mais H ∩ Z(G) ⊂ Z(H)
et ξ(1) divise |H/Z(H)|. Donc Z(H) =H ∩ Z(G) et le groupe de défaut de b est Z(H). Ceci
s’applique si G/H est un ′-groupe.
On notera que si H est un sous-groupe de G, la condition Z(H) = Z(G) ∩ H équivaut à
Z(H) ⊂ Z(G) ou encore à Z(H.Z(G)) = Z(G) et implique que pour tout groupe K compris
entre H et G on a aussi Z(H) ⊂ Z(K) et Z(K) ⊂ Z(G). Pour obtenir la même conclusion que
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-groupe cyclique, auquel cas il n’y a pas de multiplicité dans ResGH .
Si ξ est le caractère canonique de b et χ ∈ Irr(B) couvre ξ , soit a = 〈ξ,ResGH χ〉H .
On a ξ(1) = |H/Z(H)|, χ(1) = aξ(1)|G/Gξ ] et |Gξ | = |Gb] = |H.Z(G)|. Il en ré-
sulte χ(1).|Z(H)/Z(G) ∩ H | = a|G/Z(G)|. Puisque χ(1) divise |G/Z(G)| et Z(H) =
H ∩ Z(G), alors a = 1. 
Si G/H est un -groupe, on peut aussi raisonner directement comme suit :
Le groupe Z(G) est contenu dans le noyau du caractère canonique χ de B donc Z(G) ∩H
est contenu dans le noyau de tout composant ξ de Irr(b) ∩ ResGH χ , ce qui autorise à supposer
Z(G) = {1} en remplaçant G par G/Z(G). Selon le théorème rappelé plus haut, Gb = H . Il
en résulte Gξ = H , ξ est l’unique élément de Irr(b) dans ResGH χ . Or χ est projectif, donc ξ
l’est aussi, ce qui implique que b est de défaut nul. Revenant au cas général, on voit que b est de
défaut Z(G) ∩H , ce qui impose Z(H) ⊂ Z(G) ∩H .
Références
[1] C. Bonnafé, Formule de Mackey pour q grand, J. Algebra 201 (1998) 207–232.
[2] C. Bonnafé, Opérateur de torsion dans SLn(q) et SUn(q), Bull. Soc. Math. France 128 (2000) 309–345.
[3] C. Bonnafé, Quasi-isolated elements in finite reductive groups, Comm. Algebra 33 (2005) 2315–2337.
[4] C. Bonnafé, R. Rouquier, Variétés de Deligne–Lusztig et catégories dérivées, Publ. Math. Inst. Hautes Études
Sci. 97 (2003) 1–59.
[5] M. Broué, Les -blocs des groupes GL(n, q) et U(n, q2) et leurs structures locales, Séminaire Bourbaki 640 (1984)
28.
[6] M. Broué, Blocs, isométries parfaiteq, catégories dérivées, C. R. Acad. Sci. Paris 307 (1988) 13–18.
[7] M. Broué, J. Michel, Blocs et séries de Lusztig dans un groupe réductif fini, J. Reine Angew. Math. 395 (1989)
56–67.
[8] M. Broué, G. Malle, J. Michel, Generic blocks of finite reductive groups, Astérisque 212 (1993) 7–92.
[9] R.W. Carter, Finite Groups of Lie Type : Conjugacy Classes and Complex Characters, Wiley, 1985.
[10] M. Cabanes, M. Enguehard, On unipotent blocks and their ordinary characters, Invent. Math. 117 (1994) 149–164.
[11] M. Cabanes, M. Enguehard, Local methods for the blocks of reductive groups over finite fields, Progr. Math. 141
(1996) 141–164.
[12] M. Cabanes, M. Enguehard, On blocks of finite reductive groups and twisted induction, Adv. Math. 145 (1999)
189–229.
[13] M. Cabanes, M. Enguehard, Representation Theory of Finite Reductive Groups, New Math. Monogr., vol. 1,
Cambridge University Press, 2004.
[14] P. Deligne, G. Lusztig, Representations of reductive groups over finite fields, Ann. of Math. 103 (1976) 103–161.
[15] F. Digne, J. Michel, On Lusztig’s parametrization of characters of finite groups of Lie type, Astérisque 181–182
(1990) 113–156.
[16] F. Digne, J. Michel, Representations of Finite Groups of Lie Type, London Math. Soc. Stud. Texts, vol. 21,
Cambridge University Press, 1991.
[17] F. Digne, J. Michel, Groupes réductifs non connexes, Ann. Sci. Ecole Norm. Sup. (4) 27 (1994) 345–406.
[18] F. Digne et J. Michel, Points fixes des automorphismes quasi-semi-simples, CRAS Ser. I 334 (2002) 1055–1060.
[19] M. Enguehard, Sur les -blocs unipotents des groupes réductifs finis quand  est mauvais, J. Algebra 230 (2000)
334–377.
[20] P. Fong, B. Srinivasan, The blocks of finite classical groups, J. Reine Angew. Math. 396 (1989) 122–191.
[21] M. Geck, A note on Harish-Chandra induction, Manuscripta Math. 80 (1993) 393–401.
[22] G. Lusztig, Characters of Reductive Groups over a Finite Field, Ann. of Math. Stud., vol. 107, Princeton University
Press, 1984.
[23] G. Lusztig, On the representations of reductive groups with disconnected center, Astérisque 168 (1988) 157–166.
[24] H. Nagao, Y. Tsushima, Representations of Finite Groups, Academic Press, 1989.
[25] T. Shoji, Shintani descent for special linear groups, J. Algebra 199 (1998) 175–228.
[26] R. Steinberg, Endomorphisms of linear algebraic groups, Mem. Amer. Math. Soc. 80 (1968).
[27] J. Thévenaz, G-algebras and Modular Representation Theory, Oxford University Press, 1995.
