Many-body levels of optically excited and multiply charged InAs nanocrystals are studied with the semiempirical tight-binding model. Single-particle levels of unstrained spherical InAs nanocrystals are described by the sp 3 d 5 s* nearest-neighbor tight-binding model including spin-orbit coupling. For optically excited InAs nanocrystals, first-order corrections of electron-hole Coulomb and exchange interaction to exciton levels and the oscillator strengths of the exciton levels determine several low-lying, bright-exciton levels. The origin of the large oscillator strengths of the bright exciton levels is explained by the analysis of dominant angular momenta of exciton envelope functions. Good agreement with photoluminescence excitation experiments is achieved for the size dependence of the three lowest bright-exciton energies of InAs nanocrystals with radius larger than 20 Å. For multiply charged InAs nanocrystals, polarization of the nanocrystal environment is approximated by modeling the environment with a uniform dielectric medium. This polarization model incorporated into the tight-binding model provides a reasonable description of electron and hole addition energies in scanning tunneling spectroscopy experiments.
I. INTRODUCTION
Recent advances in semiconductor quantum dot fabrications have opened up a rich opportunity to study zerodimensional quantum systems of various sizes, shapes, and materials. [1] [2] [3] [4] Quantum confinement and enhanced manybody interactions in the quantum dots lead to optical and transport properties that are dramatically different from those of higher dimensional and bigger systems. [3] [4] [5] [6] To utilize the unique properties, many applications such as low-threshold lasers, single-electron devices, memories, detectors, single photon emitters, and quantum information devices have been proposed and are being developed. [7] [8] [9] [10] [11] [12] Hence the accurate modeling of the quantum confinement and many-body interactions is not only of fundamental interest, but is also important to help tailor quantum dots for a specific application.
Various theoretical approaches are used to study the quantum dots, ranging from first-principle calculations to empirical models. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] Due to the generally high computational demand of the first-principle calculations, empirical models are widely employed to study quantum dots containing more than a few hundreds of atoms. The three empirical models primarily used are the multiband effective-mass approximation, 16 the pseudopotential model, 18, 19 and the tight-binding model. [20] [21] [22] [23] The effective-mass approximation treats a quantum dot as a confined bulk and continuum system, while the pseudopotential and tight-binding models treat as an extended molecular system with the atomistic description of ionic potentials. The distinction between the two atomistic models lies in the degree of atomic detail included in the model. Within the tight-binding model, the atomistic detail is limited to a small basis set, while in the pseudopotential model a detailed local variation of wave functions is described with a large basis set. Therefore the tight-binding model is computationally less costly than the pseudopotential model. The tight-binding model is a good candidate for the study of relatively big, complicated systems where both the computational efficiency and atomistic description are required. An example of such a system is vertically stacked, self-assembled quantum dots which contain not only millions of atoms but also a thin barrier and sharp edges and points. 24 Because of the computational efficiency of this atomistic model, we choose the tight-binding model to study quantum dots.
Modeling chemically synthesized nanocrystals is a good starting point to test the applicability of the tight-binding model to quantum dots. The nanocrystals are unstrained and spherical. 3 The nanocrystal sizes can be tuned by changing chemical-synthesis conditions. 25 The easy control of the nanocrystal size enables the study of size-dependent properties without involving such complexities as strains and shapes. In this work, we examine the accuracy of the tightbinding model in describing the optical and transport properties of nanocrystals with a wide range of sizes.
Recently, two complementary experiments have provided a picture of the many-body levels of InAs nanocrystals. 26, 27 First, photoluminescence excitation ͑PLE͒ experiments examined exciton levels by optically creating electron-hole pairs. 26 Second, scanning tunneling microscope ͑STM͒ experiments probed individual electron ͑hole͒ levels by con-secutively charging the nanocrystal with one electron ͑hole͒ at a time. 27 The exciton creation and the electron ͑hole͒ addition experiments probe single-particle energies and manybody interactions of the nanocrystals. The many-body interaction involved in the exciton creation is an electron-hole interaction, while that in the electron and hole addition is an extra-charge-carrier interaction within the polarization of the nanocrystal and its environment. Furthermore, the exciton creation is an optically selective process. In spherical nanocrystals, the optical selection rules are determined by almost exact conservation of angular momentum.
The many-body levels probed by the PLE and STM experiments have been theoretically investigated with various empirical models. An extended effective-mass theory to include the coupling between conduction and valence bands improved the description of the exciton levels of narrow-gap InAs nanocrystals. 26 Pseudopotential studies clarified the difference between exciton gaps and quasiparticle gaps, which can be measured by the PLE and STM experiments, respectively. 18, 19 The studies also demonstrated that the exciton gaps are much less sensitive to a dielectric mismatch at the nanocrystal surface than the quasiparticle gaps. 19, 28 Tight-binding studies of exciton gaps showed that the model with an sp 3 s* basis set underestimates exciton gaps by a few hundreds of meV, 23 but the inclusion of d orbitals and spinorbit coupling improves the gaps by raising the gaps by as much as 0.2 eV. 21 However, exciton levels above the gaps and their oscillator strengths have not been investigated in the previous tight-binding studies. 23, 21 In this paper, we study the many-body levels of optically excited and multiply charged InAs nanocrystals in the framework of the empirical tight-binding model. We employ the sp 3 d 5 s* nearest-neighbor tight-binding model including spin-orbit coupling to describe single-particle levels. We incorporate electron-hole interactions and dipole transitions into the tight-binding model to investigate the exciton levels of the optically excited nanocrystals. Several low-lying, bright-exciton levels are identified by their large oscillator strengths. The analysis of the angular momentum of the exciton envelope functions reveals the origin of the large oscillator strengths. The electron and hole addition energies of the multiply charged nanocrystals are described with the sum of single-particle energies and charging energies. The present model includes three types of charging energies: ͑i͒ selfpolarization energies, ͑ii͒ charge-carrier Coulomb energies, and ͑iii͒ electron-removal work functions. The remainder of the paper is structured as follows. Section II describes the models for absorption spectra and electron and hole addition energies. Section III presents results. Section IV provides discussions about the results.
II. MODEL
One key element in modeling the many-body levels of optically excited and multiply charged nanocrystals is the single-particle levels. In this work, the single-particle levels are calculated with the sp 3 d 5 s* nearest-neighbor tightbinding model including spin-orbit coupling. The nanocrystal is modeled as an unstrained, spherical, and anion-atom centered zinc-blende crystallite. To mimic the surface passivation by ligands, 27 the energies of dangling bonds at the surface are shifted well above the band gap of bulk InAs. We use tight-binding parameters of Jancu et al. 29 The parameters give a good description of the effective masses of the lowest conduction, heavy-, light-hole, and spin-split bands near ⌫ point and the band energies at the high-symmetry points. 29 A recent tight-binding study on GaAs/AlAs superlattices shows that the parameters of Jancu et al. for GaAs and AlAs produce incorrect effective masses of the lowest conduction band near the X point, yielding incorrect optoelectrical properties of the superlattice. 30 However, this problem, if exists in the InAs parameters, should have very little impact on the low-lying single-particle energies of nanocrystals since the energies are mainly determined by the band structure near the ⌫ point. The Appendix gives a brief description of the construction of the single-particle Hamiltonian and the calculation of the single-particle levels.
Single-particle levels above a Fermi energy somewhere within the band gap are electron levels, whereas levels below the Fermi energy are related to hole levels. 31 The where tight-binding indices i, ␥, and denote an atom site, orbital type, and spin, respectively. The coefficients c e;i␥ and c h;i␥ describe a variation of a single-particle state from one atomic site to another atomic site, while the basis orbital ͉i␥͘ describes a local variation of the state near one atomic site. The global variation described by the coefficient c i␥ is called an envelope function of the ␥-basis orbital. Many-body interactions are incorporated into the tightbinding model as perturbations to the single-particle Hamiltonian. The many-body interactions are electron-hole Coulomb and exchange interactions in the optically excited nanocrystals, and charge-carrier interactions and the polarization of the environment in the multiply charged nanocrystals. It is a reasonable approximation to treat the many-body interactions as perturbations because their contributions to the many-body energies are typically one order of magnitude smaller than those of the single-particle energies. The modeling of the many-body interactions requires a real-space description of the tight-binding basis orbitals. We use Slater orbitals to describe the basis orbitals. In our previous work, we show that this representation is reliable for the study of relatively large nanocrystals. 23 The Slater orbitals for In and As atoms are listed in Table I .
A. Exciton absorption spectra
To model the exciton levels of optically excited nanocrystals, we first define exciton states and energies. Exciton states are defined as a product of the electron and hole states. The projection of the exciton state ͉eh͘ into electron ͑e͒ and hole ͑h͒ spatial ͑r͒ and spin ͑͒ spaces is ͗r e , e ;r h , h ͉eh͘ϭ e ͑ r e , e ͒ h ͑ r h , h ͒.
͑3͒
Exciton energies are defined as the sum of the electron and hole energies and the first-order corrections of the electronhole Coulomb J and exchange K interactions:
ϩ͗eh͉J͉eh͘ϩ͗eh͉K͉eh͘. ͑4͒
The Coulomb and exchange interactions are screened by dielectric function ⑀(͉rϪrЈ͉,R) which is a function of the separation ͉rϪrЈ͉ of two particles, and nanocrystal radius R. 23 For short-range Coulomb and exchange interactions, the separation dependence of the dielectric function is approximated by the Thomas-Fermi model of Resta.
32 For longrange interactions, the radius dependence of the dielectric function is determined by the Penn model generalized for quantum dots. 33 
͑6͒
Details about the dielectric function and the calculation of the Coulomb and exchange interaction matrix elements are described in our previous paper. 23 The oscillator strengths of exciton states are calculated to determine optically allowed states. The oscillator strength of the exciton state ͉eh͘ is defined as
where m e is the free-electron mass. The matrix element ͗eh͉r͉0͘ is the dipole moment between initial state ͉0͘ with no electron-hole pair and final state ͉eh͘ with an electronhole pair. The exciton absorption spectrum is given by
To mimic thermal broadening, exciton life times, nanocrystal size inhomogeneity, etc., the exciton absorption peaks are broadened with a Gaussian function:
where is the linewidth of the Gaussian function. The linewidth is chosen to be 10 meV to be comparable to the broadening ͑50 meV͒ of experimental photoluminescence spectra. 26 The dipole moment is naturally divided into two parts in the tight-binding model. A single-particle state in the tightbinding model is composed of two functions: ͑i͒ an envelope function describing the global variation of the state, and ͑ii͒ a basis orbital describing the local variation of the state. To match the composition of the state, the dipole moment operator r is decomposed into a discrete position vector operator r i of atom site i and a relative position vector operator ␦r i ϭ(rϪr i ). 20 With this decomposition, the dipole moment matrix element becomes
The second part of the dipole moment is approximated by including only the matrix elements between the basis orbitals on the same atom site. This approximation is reasonable since our calculation shows that the dipole moment from the neglected matrix elements is at least one order of magnitude smaller than that from the retained matrix elements. The first part of the dipole moment is the dipole moment between the envelope functions of the same orbital, while the second part is that between the envelope functions of different orbitals. From here on, we call the former an intraorbital dipole moment and the latter an interorbital dipole moment. In both intra-and interorbital dipole moments, the total angular momentum difference ⌬J between electron and hole states should be unity. However, the rule ⌬Jϭ1 is satisfied differently. The decomposition of the dipole moment operator into r i and ␦r i leads to the decomposition of the total angular momentum operator J ជ into two operators;
where L ជ and j ជ are the global angular momentum operator of an envelope function and the local total angular momentum operator of a basis orbital, respectively. The operator j ជ is further given by l ជ ϩs ជ , where l ជ and s ជ are the angular momentum and spin operator of a basis orbital. With respect to the global L and local j angular momentum eigenvalues, the optical selection rules of the intra-and interorbital dipole moments are ⌬Lϭ1 and ⌬ jϭ0, for intraorbital, ͑11͒ ⌬Lϭ0 and ⌬ jϭ1, for interorbital. ͑12͒
Local dipole moments ͗i␥Ј͉␦r i ͉i␥͘ between basis orbitals are evaluated for the intraorbital dipole moment. Table II lists the pairs of basis orbitals that have nonzero local dipole moments due to the selection rule ⌬ jϭ1. The dipole moments of those pairs are evaluated with a numerical integration with the Simpson's rule 35 for the radial part and an exact integration for the angular part. The calculated dipole moments are listed in Table II . An alternative way to determine the dipole moments is to fit them to bulk absorption spectra.
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B. Electron and hole addition energies
Recently, the electron and hole addition energies of InAs nanocrystals were probed by STM experiments, where the tunneling current between an STM metallic tip and an InAs nanocrystal are measured as a function of the bias voltage applied between the tip and the nanocrystal. 27 Electron and hole addition energies manifest themselves in the conductance peaks of the tunneling spectra, because each peak indicates that the Fermi energy of the tip is resonant with an addition energy. Figure 1 presents a schematic description of the conductance spectra and the STM experimental setup.
The addition energies consist of ͑i͒ single-particle energies of a nanocrystal and ͑ii͒ charging energies for singleelectron transfer between a nanocrystal and a metal lead. Within the capacitor model, a charging energy for adding an electron or a hole in a system is e 2 /C eff where C eff is an effective capacitance of the system. The capacitance C eff depends on the geometry and dielectric constant of the system, but does depend neither on the number of charges nor on the charge distributions in the system. The capacitor model sufficiently describes charging energies when the polarization of a system is a dominant source of the charging energy, and Coulomb interactions between charge carriers are negligible. However, as system sizes become as small as those of nanocrystals, strong quantum confinement enhances the Coulomb interactions. Furthermore, both the polarization and Coulomb energies are sensitive to charge distributions in strongly confined systems. Due to the limits of the capacitor model, we use a different model which includes charge-carrier Coulomb energies and describes charging energies in terms of charge distributions.
The energy condition for an electron to tunnel from a metal lead to a nanocrystal charged with (nϪ1) electrons is met when the Fermi level of the metal F M is resonant with an nth electron addition energy n e of the nanocrystal:
The nth electron addition energy is, 19 i.e.,
The first term E n e is the energy of the nth electron level of the nanocrystal. The last two terms account for charging energies due to the polarization of the nanocrystal environment and many-body interactions. The second term ⌺ n pol,e denotes the self-polarization energy of the nth electron, which is caused by the interaction between one electron and polarized charges at surfaces induced by the electron. Note that a dielectric mismatch between the nanocrystal and its surrounding leads to nonzero net polarized charges at the surface. The third term J i,n ee represents a Coulomb energy due to the interaction between the nth electron and an electron in the nanocrystal. The Coulomb energy J i,n ee has two components: a direct Coulomb energy J i,n dir and a polarized Coulomb energy J i,n pol . The direct Coulomb energy results from a Coulomb interaction between two electrons in the absence of the dielectric mismatch at the surface. The polarized Coulomb energy is a correction to the Coulomb energy J i,n ee due to the dielectric mismatch. The polarized Coulomb energy results from the interaction between one electron and the polarized charges at the surface induced by another electron. Note that the exchange interaction between the nth electron and the other electrons in the nanocrystal is ignored in the present model since it is smaller than the experimental resolution ͑about 10 meV͒. 27 An electron can tunnel from a nanocrystal charged with (nϪ1) holes to a metal lead when the Fermi energy of the metal lead matches the negative of an nth hole addition energy h :
where the nth hole addition energy is
Removing an electron from the nanocrystal charged with (nϪ1) holes can be seen as adding an nth hole to the nanocrystal. The nth hole level energy E n h is the negative of the energy of the valence electron removed from the nanocrystal. Similar to the counterparts in the electron addition energy, the charging energies ⌺ n pol,h and J i,n hh account for a hole selfpolarization energy and a hole-hole Coulomb energy, respectively.
The last term in Eq. ͑16͒ represents a work required to remove an electron from the nanocrystal and add it to the metal lead in the presence of n holes in the nanocrystal. We call the last term an electron-removal work function. The electron-removal work function does not exist in the electron addition energies due to the screening effect of free electrons in the metal. When electrons tunnel from a metal lead to a nanocrystal and leave holes in the metal, the electric field generated by the holes is completely screened out by other free electrons in the metal. In other words, the tunneling electron does not see an attractive electric field generated by the holes in the metal. In contrast, when electrons tunnel from a nanocrystal to a metal lead, holes left in a nanocrystal are only partially screened by valence electrons in the nanocrystal. More importantly, the electron-removal work function is different from conventional work functions, which arise from charging distortions at surfaces. Although the conventional work function affects tunneling rates, it does not affect the energy condition of tunneling.
The absolute positions of the conductance peaks measured by STM experiments vary with respect to the Fermi energy of an unbiased STM tip, but spacings between the peaks remain the same. In the present model, the spacings are
W n is roughly n times larger than W 1 , assuming that the charge distribution of holes in the nanocrystal is almost spherically symmetric. Therefore the electron-removal work function difference W nϩ1 ϪW n is replaced with
h . The calculation of the charging energies requires a description of the electrostatic potential of a charged nanocrystal and the polarized environment. The potential is sensitive to the geometry of the nanocrystal and the environment. However, since details of the geometry in the STM experiment are unavailable 27 we approximate the nanocrystal environment with an infinite uniform dielectric medium. 19, 36 This idealized model captures the effects of a dielectric mismatch at the nanocrystal surfaces on the charging energies.
19 Figure  2 presents a schematic diagram of the polarization of a charged nanocrystal and the environment within a realistic model and an idealized model. When a nanocrystal is embedded in an infinite dielectric medium with dielectric constant ⑀ out , an electrostatic potential generated by an elementary charge e at point s inside the nanocrystal with dielectric constant ⑀ in and radius R is
where ␣ ᐉ is ᐉ for r smaller than R, and ϪᐉϪ1 for r larger than R. 36 The function P ᐉ (x) is a ᐉth Legendre polynomial. The first term V dir (r;s) is a Coulomb potential of the source charge when there is no dielectric mismatch at the surface, while the second term V pol (r;s) results from the polarization of the dielectric medium outside the nanocrystal. In connection with the STM experimental setup 27 ͑see the inset of Fig.   FIG. 2 . Schematic diagram of the polarization of a charged nanocrystal and the environment in a realistic and an idealized model. In the realistic model, the polarization strongly depends on the geometry of the nanocrystal environment such as the shape of the STM tip and ligands, and distances between these components. In the idealized model, the inhomogeneous nanocrystal environment is replaced with a uniform dielectric medium characterized by an effective dielectric constant ⑀ out .
1͒, V pol (r;s) is attributed to the polarization of the ligands, and the image charges of the STM tip and the metal substrate.
For the electrostatic potential V(r;s), it is required to determine the dielectric constants of the nanocrystal and the environment. For V dir (r;s), we replace ⑀ in with ⑀(͉r ϪrЈ͉,R) to include the size and particle-separation dependence of the dielectric function ͑see Sec. II A͒. For V pol (r;s), we replace ⑀ in with ⑀(ϱ,R) to treat the nanocrystal as a uniform dielectric medium. Note that ⑀(͉rϪrЈ͉,R) saturates to ⑀(ϱ,R) as ͉rϪrЈ͉ approaches to 2 Å. The dielectric constant ⑀ out is adjusted to fit ⌬ 1,2 e to the corresponding experimental value.
The three types of charging energies are calculated with charge densities given by the tight-binding wave function (r,) and with the electrostatic potential given by Eq. ͑19͒. First, the self-polarization energy results only from V pol (r;s) because the source charge does not interact with itself. The self-polarization energy of an ith tunneling electron or hole is written as
where i (r,) is the wave function of the ith electron or hole. Second, the Coulomb energy between a pair of electrons or holes is given by
͑21͒
The Coulomb energy has two components: the direct Coulomb energy attributed to V dir (r;s) and the polarized Coulomb energy to V pol (r;s). Finally, the electron-removal work function is approximated as
where r M and r N are the position vector of the closest outer surface of the metal lead to the nanocrystal and that of the nanocrystal to the metal lead, respectively ͑see Fig. 2͒ . The final equation is obtained by approximating the charge density of a hole with that of a point charge e at the nanocrystal center and by ignoring higher-order terms ᐉϾ0 of V pol (r;s). The symbol d is the closest distance between the nanocrystal and the metal lead as shown in Fig. 2. Figure 3 presents calculated exciton absorption spectra of InAs nanocrystals with various radii. As the radius increases, exciton energies decrease and their energy spacings become smaller. However, the absorption rate of each exciton level remains relatively unchanged. The lowest exciton level D1 indicated by the arrows in Fig. 3 always shows a weak oscillator strength regardless of the nanocrystal radius. The first three bright-exciton levels labeled with B1, B2, and B3 are identified by the first three pronounced peaks of the absorption spectra in Fig. 3 . Table III lists the electron and hole levels of D1, B1, B2, and B3 exciton levels.
III. RESULTS
A. Exciton absorption spectra
To understand the origin of the oscillator strengths of lowlying exciton levels, we analyze the angular momenta of the electron and hole envelope functions of the exciton levels. The envelope function c a;i␥ of a ␥-basis orbital with spin is expanded in terms of spherical harmonics Y lm (,) to determine dominant angular momenta: TABLE III. Electron and hole levels of the lowest exciton level and the first three bright-exciton levels, and the dominant angular momenta of the electron and hole envelope functions. The lowest exciton level ͑D1͒ is indicated by the arrow in absorption spectra shown in Fig. 3 , while the first three bright-exciton levels ͑B1, B2, B3͒ are identified by the three pronounced absorption peaks. The nth lowest electron level and the nth lowest fourfold hole level are labeled as e n and h n , respectively. c e;s (c h;s ) and c e; p (c h;p ) denote the electron ͑hole͒ envelope function of the s and p orbitals, respectively. where the index a denotes e and h for electron and hole, respectively. The vector R i is a position vector of atom site i.
Level Composition
The dominant angular momenta of the envelope functions of several low-lying exciton levels ͑D1, B1, B2, B3͒ are listed in Table III . The compositions of electron and hole states in terms of orbital types determine which pair of electron and hole envelope functions contributes the most to the oscillator strengths. Table IV shows that the s and p orbitals are the dominant orbitals of electron and hole states, respectively. Moreover, the p orbitals are the most common orbitals of the electron and hole states. Therefore the principal part of the interorbital dipole moment is that between the s-orbital electron and the p-orbital hole envelope functions. Likewise, the principal part of the intraorbital dipole moment is that between the p-orbital electron and hole envelope functions. These two principal dipole moments contribute the most to the oscillator strengths.
The lowest exciton level is dim because the principal parts of the intra-and interorbital dipole moments do not satisfy the angular momentum selection rules given by Eqs. ͑11͒ and ͑12͒. The small oscillator strength of the lowest exciton level arises from ͑i͒ the intraorbital dipole moment between the s-like s-orbital electron and the p-like s-orbital hole envelope function, and ͑ii͒ the interorbital dipole moment between the p-like p-orbital electron and the p-like s-orbital hole envelope function. Typically, the oscillator strength of the lowest exciton level is smaller by two orders of magnitude than that of bright-exciton levels.
In bright exciton levels, their principal dipole moments satisfy the optical selection rule, yielding large oscillator strengths. For example, the B1 level is bright because ͑i͒ the p-like p-orbital electron and the s-like p-orbital hole envelope function yield a large intraorbital dipole moment, and ͑ii͒ the s-like s-orbital electron and s-like p-orbital hole lead to a large interorbital dipole moment. Typically, the intraorbital dipole moments are larger than the interorbital dipole moment by a factor of about 10 for nanocrystal radii R ϭ15-35 Å considered in this work. Similar analyses can explain the origin of large oscillator strengths of other brightexciton levels.
Due to the interplay between quantum confinement and spin-orbit coupling, the order of hole levels changes as a nanocrystal size changes. In small nanocrystals where level spacing ⌬ qc due to quantum confinement is larger than spinorbit splitting energy ⌬ so , several two-fold hole levels appear in between fourfold hole levels. However, in large nanocrystals where ⌬ qc is smaller than ⌬ so , fewer twofold hole levels appear close to the band edges. In fact, for our biggest nanocrystal (Rϭ35 Å) the first four lowest hole levels are each fourfold degenerate.
The exciton levels composed of the twofold hole levels near band edges and the lowest electron level are dark. In the exciton levels, the electron and hole envelope functions have the same total local angular momentum ( jϭ 1 2 ) and the same global angular momentum (Lϭ0). Since the difference of the total angular momenta between the electron and hole level is zero, the exciton levels are optically forbidden. In higher hole levels, twofold hole levels with Lϭ1 emerge and they form bright-exciton levels with the lowest electron level. These exciton levels correspond to small peaks between B2 and B3 in Fig. 3 . Figure 4 presents the nanocrystal size dependences of the three lowest bright-exciton energies identified in Fig. 3 . The exciton energies are compared with those of PLE experiments. 26 The calculated energies agree better with the experimental energies as the nanocrystal radius increases. For small nanocrystals, the calculated energies scale as R 4 . Three lowest bright-exciton energies of InAs nanocrystals versus nanocrystal radius. The three lowest bright-exciton energies in the present tight-binding ͑TB͒ model are determined by the energies of the peaks B1, B2, and B3 defined in Fig. 3 . Calculated exciton energies are compared with the energies of the first three strong photoluminescence peaks labeled as E 1 , E 3 , and E 5 in Ref. 26 , respectively. The calculated energies agree better with the experimental energies as the nanocrystal size increases.
experimental energies is not explained by either the present tight-binding model or other empirical models. 18, 26 Since precise experimental size determinations are difficult, it is more reliable to compare exciton energies relative to the lowest bright-exciton energy. Figure 5 presents B2 and B3 energies relative to B1 energies with respect to B1 energies. B3 energies agree well with corresponding experimental values, E 5 in Ref. 26 , in a wide range of B1 energies. B2 energies agree less well with experimental values, E 3 in Ref. 26 , in particular for large B1 energies which correspond to small nanocrystals. The experimental data for B2-B1 energies show discrete jump around the B1 energy of 1.3 eV, indicating a level crossing. This jump is not predicted by our calculations. The calculated B2 energies agree better with the experiment as a B1 energy decreases, that is, a nanocrystal size increases. Figure 5 shows that the present model gives a better description of electron level spacings than hole level spacings. The energy difference between B1 and B2 is roughly the spacing between the second and fifth fourfold hole levels, while the difference between B1 and B3 is the spacing between the first and second electron levels. Since calculated energies B3-B1 agree with experimental values better than B2-B1, the electron level spacing is better described by our model than the hole. This can be explained by the difference between the characters of InAs conduction and valence bands. The lowest conduction band near the ⌫ point is almost isotropic and has no spin-orbit coupling. In contrast, the highest valence bands are complex due to the anisotropic effective masses of the heavy hole band, and the couplings among the heavy-hole, light-hole, and spin-split bands. Although the coupling between the conduction and valence bands mixes band contributions to single-particle levels, the main parts of the electron and hole levels are from the conduction and valence bands, respectively. Hence the complexity of the valence-band structure makes it more difficult to obtain a good description for the hole levels than for the electron levels.
B. Electron and hole addition energies
One important physical value in the tunneling spectra is the spacing between the first conductance peaks of a positive and a negative bias-voltage side, which is labeled as E gap in Fig. 1 . This spacing is called a zero-current energy gap since a tunneling current is suppressed within a voltage region between these two peaks. In the present model, the zerocurrent energy gap is the sum of the first electron and hole addition energies:
Therefore the zero-current energy gap differs from a singleparticle energy gap by the sum of the electron and hole selfpolarization energies and the electron-removal work function.
The effective dielectric constant ⑀ out of the nanocrystal environment and the closest distance d between the STM tip and the nanocrystal are estimated to calculate charging energies. The dielectric constant ⑀ out is determined by fitting ⌬ 1,2 e to the corresponding experimental value of an InAs nanocrystal with radius Rϭ32 Å. The best fit of ⌬ 1,2 e is obtained with ⑀ out ϭ4.5. For d, we use the distance of the tip's closest approach to the nanocrystal, which is the length ͑about 5 Å) of ligands surrounding the nanocrystal, since the accurate geometry of the STM setup is not available. 27 This approach provides the lower limit of the electron-removal work function. Figure 6 presents the size dependences of the charging energies for zero-current energy gaps and that of the gaps with nanocrystal radii ranging from 15 to 35 Å. Singleparticle gaps contributing to the zero-current gaps range from 1.9 to 0.9 eV as the nanocrystal size increases, while total charging energies vary from 220 to 90 meV. Within the total charging energy, the electron and hole self-polarization energies are 80-40 meV each, and the work functions are 60-10 meV. The calculated zero-current gaps are compared with STM experimental gaps. 27, 37 As shown in Fig. 6͑b͒ , the calculated gaps agree well with the experiment for a full experimental range of InAs nanocrystal radii.
The electron and hole addition energies beyond the zerocurrent energy gap contain charge-carrier Coulomb energies and excited single-particle energies. The lowest electron level of spherical InAs nanocrystals is twofold, while the lowest hole level is fourfold. As a result, the first two tunneling electrons are assigned to the lowest electron level. Similarly, the first four tunneling holes are assigned to the lowest hole level. Therefore the spacing between the first two electron addition energies and those between the first four hole addition energies are determined solely by the charging energies. In contrast, the third electron and the fifth hole addition energies contain the energies of the second lowest FIG. 5 . First three bright-exciton energies relative to the lowest bright-exciton energy plotted with respect to the lowest brightexciton energy. The first three exciton energies in the present tightbinding ͑TB͒ model are identified by the peaks B1, B2, and B3 in the absorption spectra shown in Fig. 3 . The spacings of the identified three exciton energies are compared with the energy spacings of the first three strong photoluminescence peaks labeled as E 1 , E 3 , and E 5 in Ref. 26, respectively. electron and hole levels in addition to charging energies, respectively. The third tunneling electron is assigned to the second lowest electron level since the lowest electron level is fully occupied by the first two tunneling electrons. Likewise, the fifth hole is assigned to the second lowest hole level. Consequently, the spacing between the second and third electron addition energies and that of the fourth and fifth hole addition energies are the sum of the level spacing and the charging energies. The spacings between these low-lying electron and hole addition energies are listed in Table V .
Calculated addition energy spacings of InAs nanocrystals with various radii are compared with those of STM experiments 27 in Fig. 7 . The spacing ⌬ 1,2 e is in good agreement with the experiment. Note that only ⌬ 1,2 e with nanocrystal radius 32 Å is fitted to experiments to determine ⑀ out . The difference between calculated ⌬ 2,3 e and the experiment is less than 50 meV (10% error͒. The relatively good agreement for ⌬ 2, 3 e shows that the second lowest electron level is well described by the sp h . The work function is modeled with a simplified description of the nanocrystal environment, which is illustrated in Fig. 2 . Unlike other types of charging energies, the work function requires a good description of the electrostatic potential in a region between the nanocrystal and the STM tip as shown in Eq. ͑22͒. To improve the work function, an electrostatic potential of the inhomogeneous nanocrystal environment shown in Fig. 2 should be calculated. Figure 7͑b͒ shows that the present model underestimates the spacing ⌬ 4,5 h by about 100 meV. The charging energy of ⌬ 4, 5 h is the same as ⌬ 1,2 h , and the charging energy agrees with the experiment within an error of only a few tens of meV. Therefore the big discrepancy in ⌬ 4, 5 h is attributed to the underestimation of the spacing between the two lowest hole levels.
IV. DISCUSSION
This work demonstrated the success of the tight-binding model for describing the many-body levels of optically excited and multiply charged nanocrystals. Specifically, calculated three lowest bright-exciton energies of InAs nanocrystals with radius larger than 20 Å show good agreement with PLE experiments within a 5% error. Calculated several lowlying electron and hole addition energies of InAs nanocrystals agree with STM experiments within a 10% error. These agreements show that the present model successfully describes both single-particle energies and many-body interaction energies. In particular, the good agreement for the exciton and addition energies involving excited single-particle energies shows that the tight-binding model accurately predicts not only the lowest electron and hole energies but also excited electron and hole energies.
In contrast to the success, the present tight-binding model does not agree well with experiments for ͑i͒ the bright exciton energies of InAs nanocrystals with radius smaller than 20 Å, and ͑ii͒ the fifth hole addition energies of InAs nanocrystals with all radii ͑10-40 Å͒ considered in this work. Calculated bright exciton energies for small InAs nanocrystals scale as R Ϫ0.8 with respect to nanocrystal radius R, while experimental data scale as R Ϫn with nϷϩ0. Hence the calculated exciton energies rapidly increase with increasing a nanocrystal radius, yielding bigger discrepancies with experimental energies. The present model underestimates the fifth hole addition energies by about 100 meV. Experimental uncertainties of size determinations 38 and bias-voltage drop distributions 39,40 make it difficult to identify the main causes of the disagreements. Despite the difficulty, we focus on the possible causes of the disagreements resulting from the limits of the present model, and point out the ways to improve the model for future work. The discrepancies between our calculations and the experimental data can be explained by three possible reasons.
First, the effects of surface reconstruction and surface chemistry become important as a nanocrystal size decreases. The effects are excluded in the present model as we model the nanocrystal as a perfect zinc-blende structure with all dangling bonds at the surface terminated. Tight-binding studies for CdSe nanocrystals show that the inclusion of the surface reconstruction decreases the lowest bright-exciton energies by 100 meV for a nanocrystal with radius 12 Å. 41 The decrease of the energies steadily decreases as the nanocrystal size increases. 41 Moreover, recent first-principle calculations for Si nanoclusters show that imperfect surface passivation can reduce the gap by as much as 1.6 eV. 15 The close agreement between the present model and STM experiment for the zero-current gap suggests that the lowest electron and hole states are insensitive to the surface reconstruction. In contrast, the several lowest bright exciton energies start to diverge for 20-Å-radius nanocrystals. The exciton energies involve excited hole energies. This suggests that the excited hole states are sensitive to the surface relaxation.
Second, the transferability of bulk tight-binding parameters to describe the single-particle Hamiltonian of nanocrystals is limited within the present model due to the deviation of a charge density in a nanocrystal from that in bulk. The present model uses bulk parameters, which are fitted to bulk band structures, without correcting them for nanocrystals with respect to the change of the local charge density. The density deviation from the bulk to the nanocrystal becomes larger as the ratio of surface to volume increases. Making the parameters a functional of the charge density and achieving the self-consistency of the charge density and the parameters are a step forward to improve the transferability of the tightbinding model. 42 Third, the single-particle levels of charged nanocrystals with an electric field applied are different from those of uncharged nanocrystals in the absence of an electric field. The differences are neglected within the present model and other models. 19, 22 The charging and electric-field effects are expected to be larger on higher addition energies which involve more charge carriers and stronger electric fields. This expectation is consistent with the agreement between experiments and our calculations for several low-lying addition energies but the disagreement for the fifth hole addition energy. Selfconsistent calculations of single-particle levels in the presence of excess charges and an applied electric field are needed to resolve the charging and the electric field effects on the single-particle levels.
The success of the tight-binding model in describing the many-body levels of relatively large chemically synthesized quantum dots suggests that the tight-binding model can quantitatively describe the optical and transport properties of larger quantum dots such as self-assembled and vertical dots. The present model for electron-hole interactions, electronhole dipole moments, and charging energies, which are incorporated into the tight-binding model, can be easily extended to study the properties of the large dots. The suitability of the tight-binding model for describing small nanocrystals remains unresolved. Our results suggest that local effects, such as surface relaxation and the change of local charge densities, must be included more carefully as the nanocrystal size crosses from the mesoscopic scale to the molecular scale. 3 hybridized orbitals connected to ligands by 100 eV. This eliminates surface states lying in the middle of the single-particle gap.
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