ABSTRACT Neural networks, as powerful models for many difficult learning tasks, have created an increasingly heavy computational burden. More and more researchers focus on how to optimize the training time, and one of the difficulties is to establish a general iteration time prediction model. However, the existing models have high complexity or tedious build processes, and there is still space for improvement in prediction accuracy. Moreover, there is little systematic analysis of multi-GPU which is a special and widely used scenario. In this paper, we introduce a framework to analyze the training time for convolutional neural networks (CNNs) on multi-GPU platforms. Based on the analysis of GPU calculation principles and its special transmission mode, our framework decomposes the model and obtain accurate prediction results without long-term training or complex data collection. We start by extracting key feature parameters related to GPUs, CNNs, and networks. Then, we map CNN architectures to constraints, including software platforms, GPU platforms, parallel strategies, and communication strategies. At last, we provide the prediction model and give analysis results of training time from multiple perspectives. The proposed model is verified on four types of NVIDIA GPU platforms and six different CNN architectures. The experiment results show that the average error across varies scenarios is less than 15% and outperform the state-of-the-art results by 5%-30%, which corroborate our model an effective tool for artificial intelligence (AI) researchers.
I. INTRODUCTION
In recent years, deep neural networks (DNNs) have been widely applied in many fields, such as image recognition [1] - [3] , speech recognition [4] and machine translation [5] . These applications always need large-scale training and computation, which means a large number of time, resources and capital consumption. At the same time, GPUs are widely used in accelerating DNNs for their high bandwidth and parallelism [6] . Before actually training the model, predicting the runtime of CNN on GPU platforms is an effective way to avoid several days or weeks of testing, which is important for people to understand how to design the hardware-optimal DNNs for deployment [35] .
The factors that affect the iteration time of neural networks are complex, mainly including several aspects. Firstly, the structure of neural networks determines the amount of computation, which directly affects time consumption. Secondly, it is necessary to consider the choice of neural network construction and calculation tools (e.g., Tensorflow [10] ,
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Caffe [11] , MXNet [12] , NVIDIA accelerator library cuDNN [13] ), whose own efficiency indirectly affects the iteration of training. Thirdly, the selection of training algorithms determines the training process of neural networks. For example, data parallel algorithm and model parallel algorithm [14] are quite different in terms of computing allocation and data transmission. Finally, the efficiency of deep learning models is determined by their hardware performance with respect to metrics such as runtime, not only by their accuracy for a given learning task [34] . Current mainstream computing chips includes GPU [7] , FPGA [8] , TPU and CPU [9] . More and more attention has been paid to the development of powerful hardware devices to shorten the training time of models. Since the training process of CNN is closely related to these aforesaid factors, it becomes more difficult to accurately predict and analyze the runtime in different scenarios.
At present, people mainly rely on public benchmarks or a large number of experiments [15] to obtain the runtime, which brings huge waste of time and resource. In order to solve this problem, many performance models emerged. Neural power [16] is a learning-based polynomial regression model, which establish the relationship between CNN parameters, physical operations and runtime. Learningbased method is common to all hardware or software platforms without knowing many internal details. However, the way it models each layer of CNN separately may lead to high complexity and tedious processes for deep networks like Resnet. In addition, the model is not suitable for multi-GPU training scenario due to the lack of description on communication strategies. Paleo [23] derives a performance model from operation counts alone, which determines the runtime of CNN on various platforms based on analytical method. Nevertheless its simple statistics and insufficient consideration on hardware parameters lead to deviations in the prediction result. Useing the measured time of GPU-based matrix computing library as a lookup table, SPRITN [22] is possible to predict CNN runtime with 5 %-19 % error on GPU clusters with asynchronous communication. The same is achieved for CPUs in a distributed environment [24] , and [27] use a similar approach for Intel Xeon Phi accelerators. These works mainly pay attention to distributed clusters, which is not similar to single-machine environment especially in the mode of data transfer. In addition, some models focus on platform comparisons. For example, [25] builds performance models of standard processes in training DNNs with stochastic gradient descent (SGD), which is mainly used to compare the differences of communication strategies between mainstream software frameworks. As a relevant application scenario, multi-GPU analysis and modeling has been involved in these works to some extent, which has important enlightening and reference value for our in-depth work.
In this paper, we develop a time analysis framework for CNNs in multi-GPU scenario to predict its iteration time before training. Since single GPU scenario is a special case of multi-GPU scenario, our model is also applicable to it. We choose Tensorflow as our software platform for research, which has been widely used in both industry and academia. It can support the rapid implementation of neural networks on single-device, multi-device and distributed execution at the same time [10] . The framework is shown in Fig.1 . By inputting CNN architecture, hardware feature and network feature sets, the framework builds models for computation and transmission respectively. The prediction results of different time granularity are given to support researchers' analysis from multiple perspectives. The main contributions of this paper are as follows:
• Design and implement the CNN iteration time prediction framework for multi-GPU scenario by combining the analysis model with the measurement model.
• Extract the key performance parameters of the NVIDIA GPUs and establish abstract instruction queue model which is universal for different GPU platforms.
• Build sigmoid distribution model of transfer data and real-time throughput for transmission time computing.
• Carry out experiments on four types of NVIDIA GPU platforms and six different CNN architectures.
The accuracy is improved by 5%-30% compared with the state of the art. The rest of the paper is organized as follows. Section II introduces the background knowledge about GPU architectures, CNN architectures and CNN training processes. Section III describes our time analysis framework in detail, including time division of one iteration, abstract instruction queue model, parallelism adjustment, throughput model and transmission model. Section IV shows the experiment results of the model on different kinds of CNNs and GPU platforms. Section V concludes the paper.
II. BACKGROUND A. GPU ARCHITECTURES
Modern GPUs are designed for compute-intensive applications, such as CNN computations, and it is important to understand their general structures. Take the general design for NVIDIA GPUs as an example, a GPU is composed of a piece of global memory and many streaming multiprocessors (SMs). Each SM contains a variety of function units: streaming processors (SPs), double precision units (DPUs), special function units (SFUs), and load store units (LDSTs). The SM also has a piece of low latency shared memory, on which users can explicitly allocate and access data. On GPUs, warp is the minimum scheduling unit on GPUs which usually contains 32 threads, and an SM holds multiple blocks that maintain several warps [17] . The number of blocks resides on an SM is concurrently determined by the resource constraints such as available registers and shared memory.
B. CNN ARCHITECTURES
Convolutional neural networks is a kind of feedforward neural networks with deep structures and convolution calculations. The hidden layer of CNNs includes convolutional (CONV) layer, pooling (POOL) layer and fully connected (FC) layer. These layers are the basis components of some classical network structures such as Lenet [28] , Alexnet [1] and VggNet [2] . In some more advanced neural networks, there may be complex structures such as inception module, residual block and batchnorm (BN) layer [31] , which play an important role in GoogleNet [29] , Resnet [3] and other well-known networks. Different layers and modules interact through direct connections while maintaining computational and functional independence. Therefore, different CNN structures have the same characteristics through layerlevel or module-level division.
C. CNN TRAINING PROCESS
The training process of neural networks depends on the error back propagation algorithm, which involves the calculation and transmission of data. CNN's core computing operations on GPU rely on CUBLAS library [21] , which is a matrix computing library of NVIDIA that supports various operations [6] . Parallel training [14] , [32] , [33] needs to be considered when there are multiple GPUs, and we only discuss data parallel in this paper. Data parallel means that the training data is distributed on different computing devices, and each device has the same copy of the model. There are two common implementations of data transfer strategies during this process. One is parameter server (PS) mode [18] , in which the CPU is usually used as a server node, causing a large amount of data interaction between GPU and CPU in the training process. The other mode supported by NVIDIA collective multi-GPU communication library (NCCL) [19] realizes parameter transfer and computing through AllReduceKernel function, which does not involve CPU and the transmission bottleneck depends on the slowest link. In addition, AllReduceKernel is executed in parallel with other CUDA kernels and makes use of Ring AllReduce algorithm [20] to form a data loop among GPUs to optimize the transfer process. But its occupation of GPU computing resources (i.e., SMs) may affect computing efficiency.
III. TIME ANALYZE FRAMEWORK
In this section, we introduce our time analyze framework, and the major steps are given in Algorithm 1. The input set contains three types of features: hardware, CNN architecture and network. The framework firstly parses the CNN architecture layer by layer and obtains the operands of forward and backward propagation through statistics. Then it extracts the key characteristic parameters of GPUs to construct the abstract instruction queue model and predict the calculation time of each layer (Line 1-4). Line 5 invokes Equation 2,3 to calculate the total computation time. The transmission model of framework supports two modes (PS and NCCL) in multi-GPU scenario. In particular, the calculation of exposed transfer time depends on the construction of throughput model, which describes the non-linear relationship between the size of transfer data and the real-time throughput. Finally, the iteration time of a CNN is obtained according to the dependence of computation and transmission (Line 8). Note that, single GPU is a special scenario of multi-GPU, and our model can also be applied to single GPU prediction by ignoring the transmission part. The notations used in the framework are shown in Table 1 and Table 3 .
Algorithm 1 Iteration Time Analyze Framework Algorithm
Input: The set of hardware feature H f ;f The set of CNN architecture C a ; The set of network feature N f ; Output: Analysis result of iteration time;
Operands l ← Statistic(C a ); 
A. TIME DIVISION OF ONE ITERATION
According to error back propagation algorithm, we define t total as one iteration time of CNNs, and the formula can be expressed as:
Before computing, the GPU needs to read the corresponding training data from memory, and the non-overlapped I/O time equals to t read . t update on single GPU equals to the computation time of parameters update, besides, the data transmission time is also included on multiple GPUs. Detailed calculation process will be explained in Sec.III E. We split CNNs into CONV layer, FC layer, POOL layer, BN layer and residual block, where the FC layer can be regarded as a special CONV layer when the filters and input feature maps are of the same size [8] . Through layer-wise analyze, we can get the calculation formulas of forward and backward time by adding time of each layer : In essence, the computation on GPU is matrix operation between vectors, and the implementation is well-optimized by the CUDA library [21] , which provides a variety of methods and data layouts. In order to assist users in choosing algorithms, such libraries provide functions that choose the best-performing algorithm under given tensor sizes and memory constraints. Internally, the library may run all methods and pick the fastest one [6] . For example, in the CONV layer, we mainly consider two typical algorithms: im2col [13] and fast fourier transform (FFT) [26] . The estimation of im2col is based on the well-optimized general matrix multiplication (GEMM) routines [13] , [21] . The principle of this algorithm is to convert the convolution calculation into large matrix multiplications, and further convert the calculation into the multiply-add operation of multiple parallel small matrices which are more adapted to the GPU structure. Although this method improves the parallelism, it also causes duplicate transmissions of data. The use of shared memory can greatly improve the computational efficiency. The essence of FFT algorithm is to reduce the amount of calculations by using dot-multiply instead of multiply-add operation, but complex numbers take up more storage space and reduce computational efficiency. The operand estimation can be reasonably inferred by the theoretical results given in [26] . Since different matrix sizes are suitable for different implementations, our model selects faster one as output by comparing their prediction results. The statistics of other layer type operands can also be derived from their calculation formulas. According to the basic operation process and strict calculation order of matrix multiplication in CUDA manual, we regard the computation task as a serial execution process of multiple CUDA kernel functions which can be expressed as follows, where K 1, K 2 are the numbers of kernels:
After the above segmentation, the computation time is divided into the execution time of several fixed-size matrix operation functions, and each time granularity can be modeled separately.
B. ABSTRACT INSTRUCTION QUEUE MODEL
In order to build a general model applicable to different GPU platforms, we simplify the execution of kernel functions into four steps: reading data from the global memory, reading data from the shared memory, computing, and storing the data to the global memory. Corresponding, we define four types of abstract instructions to represent the above process, i.e., Global Load, Shared Load, CP and Global Store. The number of these instructions is counted by warps and limited by the number of hardware units, such as the SP unit. Here we assume that the internal units of GPU have the maximum utilization, there are no conflicts in the transmission process, and each instruction achieves the maximum bandwidth (128 bytes per instruction) [30] . Therefore, we convert the execution time of a kernel function to the count of corresponding instructions, and the clock cycle required for each instruction is fixed. The following equation can be obtained:
According to the proportion of different instruction types, the abstract instruction queue model has two classifications: storage-intensive and computation-intensive. Storageintensive means that the number of Shared Load instructions is much larger than that of CP, and Fig.2 shows the general execution pipeline that can be executed in one SM. In both models, the instruction queue is iterated by multiple identical blocks.
Rectangles in the figure represent different instructions. The length of rectangles represents the instruction latency. Table 2 gives some specific latency benchmarks of NVIDIA P40 as an example. Instructions are executed in warps, and each instruction queue is iterated in blocks until the end of the calculation. The instruction interval can be found in the VOLUME 7, 2019 GPU chip manual, which is one clock cycle here. In this scenario, CP instructions are totally overlapped by Shared Load instructions. The number of clock cycles used in the execution of a block is equal to the sum of the other three instructions. Eq. (7) -Eq. (12) shows the computation process of the queue execution time.
On the contrary, computation-intensive means that the number of CP instructions is much larger than that of Shared Load instructions. Due to the large number of SP units on the GPU, multiple computation instructions can be executed in parallel. As shown in Fig.3 , CP instructions can basically overlap the Shared Load instructions.
In this situation, the block execution time depends more on the number of exposed CP instructions. Since calculation instructions are executed by SP units and transmission instructions are executed by LDST units, the coverage ability of CP instructions are limited by hardware conditions. We use Eq. (17) to describe this limitation and corresponding formulas are as follows:
N iter = block num sm num (19) C. PARALLELISM ADJUSTMENT Matrix operations on GPU are performed in blocks, and the block size affects the statistics of instructions. For example, a 128×32 matrix operation can be implemented in 4 iterations of a 32 × 32 block or in 32 iterations of a 128 × 1 block.
Obviously the former division is more efficient. Therefore, unreasonable division will reduce computational efficiency and waste resources. In fact, matrices have fixed division rules in CUDA library, which is related to GPU architectures and specific computing tasks. In order to obtain the optimal partition results, we conduct a loop search under the bandwidth limitation of different cache levels. According to Sec.III B we know that the abstract instruction queue model is an ideal model that simplifies the execution of real instructions and makes full use of hardware resources. It may cause deviation from the real runtime (especially for small computational tasks). Here we define degree of parallelism (DOP) as a parameter to adjust the block partition. Ideally, the partition result is optimal when the DOP is 1.0. We adjust DOP between 0-1 and set benchmarks for different types of GPUs and CNNs.
D. THROUGHPUT MODEL
In the actual transfer test under multi-GPU scenario, we find that not only does the transmission bandwidth not reach the theoretical value of the physical channel, but also the real-time throughput is not a constant. It has a functional relationship with the size of transfer data [18] . After a large number of experiments, above variables exhibit a sigmoid-like distribution, and the function relationship shown in Fig.4 can be obtained by fitting, where x-axis is the natural logarithm size of data (MB) and y-axis is the throughput (GB/s). The time consumption of one transmission is calculated as follows, where k, a and w are fitting parameters: 
E. TRANSMISSION MODEL
In multi-GPU training scenarios, the transmission behavior of data decides the exposed transfer time. This section mainly discusses synchronous data parallel under the PS mode and the NCCL mode. In the PS mode, CPUs are usually used as server nodes to store and update parameters, so each iteration process includes uploading gradients, calculating the average of variables (called reduce in communication primitive) and distributing the latest parameters (called broadcast in communication primitive). Data upload and distribution only occurs between CPUs and GPUs, and there is no interaction among different GPUs. In addition, gradient upload and backpropagation are executed in parallel in Tensorflow. Once all gradients are uploaded, the CPU will distribute the updated results immediately and start next iteration. The process is shown in Fig.5 , where green rectangles represent the CUDA kernel function, and yellow rectangles represent the transferring data.
Because of the huge amount of computation in CNNs, the time of gradient upload is almost overlapped by computing time, which causes that only the time of first layer FIGURE 5. Data parallel transmission model in PS mode. C stands for calculation, T for transmission, F for forward, B for backward, U for CPU, D2H for device to host, and H2D for host to device. The network structure in figure has one CPU and four GPUs running in parallel. can be exposed during reduce process. In addition, there are different numbers of shared links among GPUs in various network structures, which is a key parameter affecting the traffic computing. We use link_num to represent it (equal to 1 if there is no shared link), and the following formula can be obtained:
In the NCCL mode, the GPU calls AllReduceKernel function to update the model. The calculation process of AllReduceKernel is the same as that of PS mode, but they are executed on the GPU, which means that data transfer only occurs among GPUs. The process can be simplified by Fig.6 , where light green rectangles represent the calculation of the CUDA kernel function, and dark green rectangles represent the AllReduceKernel which is executed in parallel with other kernel functions during back propagation.
AllReduceKernel is implemented by the ring allreduce algorithm. The calculation process can be divided into two steps [20] . The first step is scatter-reduce, and the second step is allgather. Take N nodes as an example, each node will performs N − 1 times of data transmission in step 1 and step 2 respectively. Each transmission contains K /N bytes of data, where K is the size of the original data. Therefore, the amount of data sent and received by each node is 2 × K (N − 1)/N bytes. Finally, the back propagation time of one layer depends on the minimum value of its calculation time and AllReduceKernel execution time. We use Eq. (26) 
IV. EXPERIMENTS
In this section, we assess our proposed framework in terms of runtime prediction at both layer level and network level. The input of the framework is a set of characteristic parameters including CNNs, GPUs, and networks, as shown in Table 4 . In order to verify the accuracy of our model, we compare the predicted results with actual runtime of CNNs. As for the runtime test, we first use CIFAR-10 to train real networks such as Alexnet to ensure that the accuracy of CNNs closes to the original paper, and then test the real runtime by generating random numbers of the same size as ImageNet and CIFAR in the same environment. After 10 rounds of hot start, the average time of 100 iterations is used as the final result. The experimental platform is: CPU Intel (R) Xeon E5-2650 v4 2.20GHz, Ubuntu 16.04.1, python 3.5.2, tensorflow-gpu 1.8.0, cuda 9.0, cudnn 7.1.4, NVIDIA P40, K80, K40, and GTX 1080 Ti.
A. LAYER-LEVEL TIME EVALUATION
We choose Alexnet and Resnet-50 as typical examples to evaluate the layer-wise time. Fig.7 accurately reflects the change in runtime of each layer. In Alexnet, our model captures that conv1 is the main bottleneck across the whole network, because the filter size of conv1 is 11*11, which causes a large amount of calculation at the input layer. In practice, in order to optimize the computation, a smaller filter not only reduce the time consumption, but may also perform well. In contrast, Resnet-50 has a more uniform time distribution across the network. We split it by residual blocks, and each block is consists of 3 CONV layers and 3 BN layers. We find that the predicted results of the model do not always follow the trend among layers. That is because in the actual operation, as matrix dimensions are modified, the performance does not change linearly, and in practice the system internally chooses from one of 15 implementations for the operation [22] . Our model only considers two algorithms that are the most critical to the accuracy of iteration time prediction. Fig.8 shows the time proportion of Alexnet, among which CONV layer is the most time-consuming of three layer types. The proportion of FC and CONV layer is more than 90% which is larger in Resnet. The influence of POOL layer can be almost neglected in the rough time optimization. Considering the importance of CONV layer for CNNs, Table 5 compares the model prediction results with the state-of-theart method, NeuralPower and Paleo. To enable a comparison here, we use the same evaluation criteria, root mean square error (RMSE) and the relative root mean square percentage error (RMSPE) [16] . It can be observed that the prediction accuracy of our model for CONV layer is significantly better than the state of the art, with an increase of 21.3%.
B. NETWORK-LEVEL TIME EVALUATION ON SINGLE GPU
To verify the accuracy of the framework, we further apply it to three other GPU platforms and evaluate the entire network. We run Alexnet and Resnet-50 respectively on NVIDIA P40, K80 and K40, and Table 6 shows the prediction results of full forward pass and forward-backward pass. Though K80 has two GK210 core, we just use single core in order to compare the computation time. It can be seen from the predicted result that the training efficiency of K80 with single core is quiet similar to that of K40, and the training speed of P40 is nearly three times faster than the other two, which is consistent with the actual results. Our full pass estimates are remarkably accurate and achieves consistent performance across different GPU platforms. From this point of view, our results can provide great help for AI researchers to choose the appropriate hardware platform.
We execute the Paleo code on Alexnet as the baseline to compare it with our framework, and further evaluate the relationship of prediction results and batch size. The results are shown in Fig.9 . The average accuracy of our model on Alexnet reaches 94.39%, which is improved by 11.11% compared with Paleo. With the increase of single iteration batch size in practical training, the calculation and transmission performance of the GPU gradually reach the bottleneck, and the prediction deviation also gradually increases. Considering the measurement deviation caused by the instability of the system, we believe that the smoothness of relative error curve is an important standard to reflect the performance of the model. It can be seen from the figure that the prediction made by our model is more stable than that of Paleo. Meanwhile, the model also has a good performance on Resnet-50, with an average accuracy of 95.17%.
In addition to GPU platforms and batch size, we also assess the effectiveness of our model in six different state-of-the-art CNN architectures and compare it with NeuralPower and Paleo. Considering the differences between platforms and systems, here we use relative errors as evaluation criterion. The data of NeuralPower and Paleo comes from article [35] , as shown in Table 7 . We can clearly see that the relative error of our model is always within 15% which is much more stable than Paleo. Besides, compared with NeuralPower, our model has different degrees of improvement on Alexnet (5.64%) and VGG-16 (0.37%), and the performance on Resnet is also good (with an error of less than 5%), which is not mentioned by the other two models. In order to explore the influence of network size, we carry out experiments on Alexnet and Resnet with random numbers of the same size as data sets CIFAR(32*32) and ImageNet (224*224). It can be found that the prediction error on small networks is larger, and we believe there are two main reasons. On the one hand, the time of a single iteration is so small on our platform that the variance accounts for a larger proportion (sometimes up to 50%). On the other hand, the small amount of calculation leads to a lower resource utilization on GPU platforms. In contrast, large-scale network prediction has more practical significance, which is also the main concern of our work.
C. NETWORK-LEVEL TIME EVALUATION ON MULTIPLE GPUs
Multi-GPU execution mode in Tensorflow is the most important applicable scenario of our framework, which is not mentioned by NeuralPower or Paleo. In order to fully utilize the performance of the GPU platform and eliminate other interference, we use data parallelism algorithm to train Resnet-50 on NVIDIA P40. According to the difference of transmission methods, we compare the iteration time and acceleration ratio in the PS mode and the NCCL mode respectively, as shown in Table 8 . Since there are four separate PCIe*16 buses in our experimental environment, our test obtained an nearly ideal acceleration because of the high bandwidth, and the difference between two modes is not obvious (the PS mode is a little better than the NCCL mode) in our condition. In the actual situation, specific problems need to be analyzed concretely because each mode has its own pros and cons. Compared with PS mode, although NCCL mode optimizes the transmission bandwidth, it occupies the computing resources of GPUs, which could lead to the decrease of computational efficiency. By comparing the predicted result of our framework, it will be more convenient for experimenters to choose the most suitable transmission mode.
Finally, prediction results of Resnet-50 in the PS mode are shown in Fig.10 , where the iteration time varies with batch size and GPU numbers. It can be seen that our model can be adapted to the expansion of input data and reflects the real trend of runtime changes. The average error between the predicted result and actual runtime is less than 5%. In addition, comparing different curves in the figure, we find that if the batch size on each GPU is the same, the total iteration time is basically the same. It indirectly reflects that, in the case of fewer GPUs and better network bandwidth, the delay caused by transmission can be almost ignored. However in the real large-scale training scenario, the environment is not always ideal. Our framework can help researchers find training bottleneck and optimize the whole network by simulating more training parameters and GPU numbers.
V. CONCLUSION
In this work, we present a framework to predict the training time for CNNs in multi-GPU parallel scenario before training. Through layer-wise analysis, we construct abstract instruction queue model, throughput model and transmission model, which ultimately helps AI researchers analyze CNN training process from multiple perspectives. Our model is verified on four types of NVIDIA GPU platforms and six different CNN architectures. Detailed analysis is performed from angles including layer-level and network-level. Compared with the state of the art on single GPU, the accuracy of our proposed framework is improved by 21.3% in CONV layer prediction and 5.64% on Alexnet, while the average error is less than 15% on other networks. In addition, the framework also has a good performance in multi-GPU scenarios. It supports two transmission modes (PS mode and NCCL mode), which can accurately reflect the trend of time under different conditions. Finally, our framework structure has good scalability after systematic decomposition and model decoupling. At present, our work still has some limitations, for example, it is only applicable to Tensorflow and data parallel scenario, and its performance is not ideal for smallscale CNN prediction. In the future, we will explore more possibilities, including the expansion of software platforms, neural network structures and application scenarios.
