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Это задача комбинаторного программирования большой размерности»
Для ее решения необходимо использовать методы эвристического прог­
раммирования [  3 2 •
Определение оптимальных затрат времени и ресурсов на изготов­
ление аппаратуры, монтаж, наладку и проведение эксперимента осу­
ществляется с помощью хорошо известных моделей распределения ре­
сурсов на сетевых графиках [ I  J .
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ОПТИМАЛЬНАЯ ДИСПЕТЧЕРИЗАЦИЯ В ПРОГРАММНО-УПРАВЛЯЕМЫХ 
СИСТЕМАХ СБОРА И ОБРАБОТКИ ИНФОРМАЦИИ
(.г. Куйбышев)
Эффективное использование систем сбора и обработки информации 
(ССОИ) как двуединого средства для получения и обработки данных 
в реальном масштабе времени невозможно без специальных средств 
управления ресурсами системы. Важной составляющей задачи создания
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I I к их средств я в л я е тс я  разработка диспетчера -  программного и (или)
чем ратного монитора, рационально управляющего в  темпе эксперимен- 
' процессами сбора и обработки данных.
3 настоящее время нет единого подхода к вопросам диспетчериза - 
i.iin и ССОИ. Это можно о бъяс нить широким кругом за да ч, решаемых кл а с - 
<:м систем, объединенных под аббревиатурой "ССОИ", а также большим 
чобразием используемых те хниче с ких и программных с р е д с тв. 0д~
1.1!■;■■! s если ра збить весь класс ССОИ на подклассы, то  для последних 
.•я;.оса диспетчеризации можно решить в  достаточно общем ви де , Т а к ,  
ССОИ с программно-управляемым сбором данных можно предложить * 
л'А подход к диспетчеризации, который я в л я е тс я  оптимальным по 
коош ау непроизводительных за тр а т процессорного времени.
Sr/дем с чи та ть  ССОИ М -канальной, однопроцессорной, с временным 
■ „-.делением ка на лов. -О каждым каналом системы, как правило, с в я з а -  
цепочка обслуживающих подпрограмм, заполняющих с нятие  о тс че та , 
обработку и запись в  п а м ять . П ус ть  T i  -- время однократного, 
полнения цепочки подпрограмм, обслуживающих £ -й  канал 
• диспетчеризации для та к и х  систем необходимо выполнение следую­
щих требований:
I )  времена выполнения обслуживающих подпрограмм не должны 
. .ев наложений;
Z) ча сто ты  опроса каналов должны лежать в  заданных пределах
4 ( i )
еде / 0£ ~ предельная ча сто та  опроса £ -то  канала с учетом тр е -
оояаний по верности конечных р е зульта то в эксперимента.
Среди различных дисциплин диспетчеризации, которые на ходят 
иршвменив для ССОИ с управляемым сбором данных, наиболее уд о вл е т­
воряет. этим требованиям дисциплина, построенная по принципу синх­
ронной временной диаграммы с прерываниями (СВДД), сочетающая бес­
конфликтный опрос каналов с приоритетной обработкой получаемых 
данных. При СВДП все операции в  системе синхронизируются некото­
рым постоянным тактом длиной То  , в  начале которого осуществля­
е тся опрос очередного канала и запись р е зульта та  в  буферную пам ять, 
а в оставшееся время та к та  производится приоритетная обработка о т­
с че то в , накопившихся в  буфере. Порядок и ча стоты  опроса каналов
определяются по циклограмме, представляющей собой последователь­
ность Адресов вызова  ка на ло в. Циклограмма рассчитывается до экспе­
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римента и может быть задана либо таблично, либо программно. 
Величину м
Я  ■ L- j
С-'.
С
можно рассматривать как полезную загрузку системы. Она характери­
зует степень загруженности процессора ЭВМ сбором и обработкой дан­
ных за вычетом расходов на диспетчеризацию и избыточное обслужива­
ние каналов. Издержки на избыточное обслуживание равны
*  i  f c - J o j *
и появляются вследствие того , что при опросе по циклограмме обра­
щение к некоторым каналам (и следовательно, к обслуживающим их под­
программам) происходит с частотами, превышающими достаточные.
” ■» < A J > „ " ,
г /г~  ̂ ^до - 4 /  Со -  частота синхронизации временной диаграммы;
С? = М  JoL ~ интенсивность входного потока отсчетов;
S  (О О, S )~  коэффициент, зависящий от соотношения величин 




Р и с. I .  Составляющие коэффициента загрузки процессора 
ЭВМ при СВДП
Полную загрузку процессора ЭВМ можно выразить как
S> ,
расходы на диспетчеризацию, приведенные к длительности такта.
V3)
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Величина ^ 4  складывается из расходов процессорного времени на 
пичисление адреса очередного опрашиваемого канала, обработку пре­
рываний и расходов на распределение оставшегося времени такта меж­
ду подпрограммами, обслуживающими накопившиеся в буфере отсчеты»
На величину £4  оказывает влияние структура приоритетов, тщатель­
ность программирования, а также операционная ереда, в которую пог­
ружен программный монитор, выполняющий диспетчерские функции; 
Структурная схема разработанного программного монитора, обеспечи­
вающего функционирование ССОИ по СВД1, приведена на рис.2. Монитор
Р и с. 2 .  Структура программного монитора
построен по модульному принципу и состоит из следующих модулей: 
модуля подготовки и инициализации;
управляющего модуля (диспетчера);
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модуля организации процесса сбора информации; 
модуля организации процесса обработки информации; 
модуля организации фоновой работы.
прерывание работы и передача управления производится по сиг­
налу от таймера.настроенного на частоту синхронизации временной 
диаграммы j 0 - ^/'Со . Монитор реализован на языке Ассемблера и оп­
робован на микро-ЭВМ "Злектроника~бО" с использованием интерфейса 
КАМАК. Необходимый объем оперативной памяти не более 1 ,5  килобайт, 
временные затраты на диспетчеризацию в такте Тд  йг 0 ,5  мс.
Качество диспетчеризации (и монитора) удобно оценивать коэф­
фициентом потерь
Как следует из (2 ) ,  (.3), величина Р п в сильной степени зависит 
от $0 (см .рис.I), то есть существует оптимальная частота синх­
ронизации временной диаграммы f f pt , на которой монитор имеет 
минимальные потери
минимизация этого выражения даст следующий результат• 
я ! iopit- , Po^S
- ;  J ' lwo*( '+f)cofy  , f g< ,.p,
р --с0т а (Р и )£  opt
Загрузка системы на частоте не превысит величины
О f40pi\ [^° *2^ O c°Sd%cI , Р о & $  ,
Smav[J0 ) = \ u +S)S>o+(<+*)CoZA  , So - 
Выразим Р0 через Сс при условии, что P m ov( j 0̂ )  сd ’
+ f £  , Р о > / ,
1 Pz - (', + Я) d~C° LA ' f o < £  , (4J
где j3~  J  + 2, S (S+  i  )Со%д .
Характеристику (4) будем называть нагрузочной характеристикой (Н Х ). 
Она показывает долю полезного процессорного времени ( j7 *  ) ,  на 
которое можно рассчитывать при интенсивности сбора данных С0 
Срис.З). НХ является обобщенной характеристикой монитора, поскольку 
ее вид зависит как от дисциплины диспетчеризации, так и параметров 
операционной системы, в которую погружен монитор. Имея НХ, нетруд­
но ответить на вопрос: годится ли ССОИ для того или иного экспери­
мента'? Для утвердительного ответа на этот вопрос необходимо и дос­
таточно, чтобы рабочая точка с координатами ( С6 , ) лежала под
32
Р и с  . 3 . Нагрузочная характеристика монитора
IX,. Важной характеристикой монитора является также наклон НХ:
'f= 'd $ /d C 0 * показывающий падение мощности процессора на единицу 
1нтенсивности входного потока .отсчетов. Например, для разработан- 
юго монитора падение производительности процессора составляет 
~  0,05% на отсчет (см.рис.3 ) .
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