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Abstract
This thesis is devoted to the properties of fundamental solutions, Green functions, and
Neumann-Green functions for general non-homogeneous second order elliptic systems
with discontinuous coefficients.
We establish existence, uniqueness, and scale-invariant estimates for fundamental
solutions of non-homogeneous second order elliptic systems
Lu = −Dα
(
AαβDβu + b
αu
)
+ dβDβu + Vu,
where A is a matrix of bounded measurable coefficients in Rn and b,d,V are in suit-
able integrability classes, as well as for the corresponding Green functions in arbitrary
open, connected sets. We impose certain non-homogeneous versions of de Giorgi-Nash-
Moser bounds on the weak solutions and investigate in detail the assumptions on the
lower order terms sufficient to guarantee such conditions. Our results, in particular,
establish the existence and fundamental estimates for the Green functions associated to
the Schro¨dinger (−∆ + V ) and generalized Schro¨dinger (−divA∇+ V ) operators with
bounded measurable real and complex coefficients on arbitrary domains.
Most of the results above rely on the construction of the averaged fundamental so-
lutions and Green functions with sharp uniform estimates. We also showcase a different
approach to Green and Neumann-Green functions via layer potentials which yields, in
addition, certain new mapping properties for the Green operators.
A substantial portion of the results of this thesis gave rise to [14], submitted for
publication.
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Chapter 1
Introduction
In the present work, we initiate the study of the well-posedness of boundary value
problems with boundary data in Lp for non-homogeneous second order uniformly elliptic
systems, formally given by
Lu = −Dα
(
AαβDβu + b
αu
)
+ dβDβu + Vu. (1.0.1)
The principal term, L := −DαAαβDβ, satisfies the following ellipticity and boundedness
conditions
ˆ
Aαβij (x)Dβφ
j (x)Dαφ
i (x) dx ≥ λ
N∑
i=1
n∑
α=1
ˆ ∣∣Dαφi (x)∣∣2 dx
N∑
i,j=1
n∑
α,β=1
∣∣∣Aαβij (x)∣∣∣2 ≤ Λ2,
for some 0 < λ,Λ < ∞, where the first inequality holds for all φ = (φ1, . . . , φN)
belonging to an appropriate Hilbert space, and the second inequality holds for all x
in the domain. Note that, in particular, equations with complex bounded measurable
coefficients fit into this scheme. The lower order coefficients b,d, and V are also assumed
to be non-smooth (and not necessarily continuous), with precise conditions to be given
in the body of the paper.
The past 30 years have seen an enormous amount of activity and great breakthroughs
in harmonic analysis related to the study of boundary value problems for homogeneous
equations and systems (b = d = 0, V = 0). Most notably, the Caldero´n-Zygmund
1
2program has been extended to treat layer potentials associated to fairly general elliptic
operators on non-smooth domains; development of the theory of Muckenhoupt weights
brought novel tools to handle harmonic measure; the celebrated solution of the Kato
problem has opened the door to treat complex coefficient operators; and finally, a recent
leap in understanding of connections between absolute continuity of harmonic measure
and Carleson measure estimates on solutions has changed the landscape in related geo-
metric measure theory and offered a completely new level of understanding of geometric,
analytic, and PDE properties of sets.
Given all these successes the reader would perhaps be surprised to learn that virtually
no results of this type exist for non-homogeneous elliptic operators and systems (1.0.1).
A closer look reveals a deep reason beyond such an omission. An important underlying
thread of most of the aforementioned results is finding new clever ways to use various
scale-invariant estimates on solutions for a “bootstrapping” or “extrapolation” of small-
constant results to the general case of interest. Scale-invariance, however, is always
tricky and often hopeless for a non-homogeneous equation. Let us give a very simple
example. The Harnack inequality guarantees that any function u that is harmonic and
positive in a ball B = Br(x) has supB u ≤ C infB u, with a constant C uniform in x
and r. If u, however, satisfies a Schro¨dinger equation −∆u + V u = 0, the constant C,
roughly speaking, depends exponentially on V r2. Such a dependence undermines most,
if not all, of the aforementioned methods, and has to be avoided. One encounters many
similar problems down the road, but let us first narrow down the discussion a little.
The first step in the study of boundary value problems, and the main objective of
the present thesis, is a comprehensive treatise of the fundamental solutions and Green
functions associated to non-homogeneous elliptic systems on arbitrary domains. We
establish existence, uniqueness, and global scale-invariant estimates for the fundamental
solution in Rn and for the Dirichlet Green function in any connected, open set Ω ⊂ Rn,
where n ≥ 3.
The fundamental solutions and Green functions for homogeneous second order el-
liptic systems are fairly well-understood by now. We do not aim to review the vast
literature addressing various situations with additional smoothness assumptions on the
coefficients of the operator and/or the domain and will rather comment on those works
that are most closely related to ours. The analysis of Green functions for operators
3with bounded measurable coefficients goes back to the early 80’s, in which [23] (see also
[35] for symmetric operators) studied the case of homogeneous equations (N = 1) with
real coefficients. The case of homogeneous systems, and, respectively, equations with
complex coefficients, has been treated much more recently in [27] and [30] under the
assumptions of local boundedness and Ho¨lder continuity of solutions, the so-called de
Giorgi-Nash-Moser estimates. Later on, in [41], the fundamental solution in Rn was
constructed using only the assumption of local boundedness, that is, without the re-
quirement of Ho¨lder continuity. In [8], Barton constructed fundamental solutions, also
in Rn only, in the full generality of homogeneous elliptic systems without assuming any
de Giorgi-Nash-Moser estimates. The techniques in [8] are based on descent from the
higher order case.
What is not encountered in any of the aforementioned works, and the key difficulty
of our study, as mentioned above, is the lack of homogeneity of the system, since this
typically results in a lack of scale-invariant bounds. Here, the existence of solutions
relies on a coercivity assumption, which controls the lower-order terms, and the validity
of the Caccioppoli inequality. Furthermore, following many predecessors (see, e.g., [27],
[30]), we require certain quantitative versions of the local boundedness of solutions. This
turns out to be a delicate game, however, to impose local conditions which are sufficient
for the construction of fundamental solutions and necessary for most prominent non-
homogeneous examples. Indeed, they have not been completely well-understood even
in the case of real equations, due to the same type of difficulties: Solutions to non-
homogeneous equations can grow exponentially with the growth of the domain in the
absence of a suitable control on the potential V, even if b = d = 0.
The present paper can be split into three big portions. In the first part, we prove
that one can define the fundamental solution and the Green function, and establish
global estimates on par with the aforementioned results for homogeneous equations,
roughly speaking, if:
1. The bilinear form associated to L is coercive and bounded in a suitable Hilbert
space.
2. The Caccioppoli inequality holds:
If u is a weak solution to Lu = 0 in U ⊂ Ω and ζ is a smooth cutoff function,
4then ˆ
|Du|2 ζ2 ≤ C
ˆ
|u|2 |Dζ|2 ,
where C is independent of the subdomain U .
3. The interior scale-invariant Moser bounds hold:
If u is a weak solution to Lu = f in BR ⊂ Ω, for some R > 0, where f ∈ L` (BR)N
for some ` ∈ (n2 ,∞], then for any q > 0,
sup
BR/2
|u| ≤ C
[( 
BR
|u|q
)1/q
+R2−
n
` ||f ||L`(BR)
]
,
where C is independent of R.
4. The solutions are Ho¨lder continuous:
If u is a weak solution to Lu = 0 in BR0 ⊂ Ω, for some R0 > 0, then there exists
η ∈ (0, 1), depending on R0, and CR0 > 0 so that whenever 0 < R ≤ R0,
sup
x,y∈BR/2,x 6=y
|u (x)− u (y)|
|x− y|η ≤ CR0R
−η
( 
BR
|u|2∗
)1/2∗
.
If, in addition, the boundary scale-invariant Moser bounds hold (that is, the Moser
estimate holds for solutions with trace zero on balls possibly intersecting the boundary),
then the Green functions exhibit respectively stronger boundary estimates. This part
of the paper is modeled upon the work in [27] and [30]. However, the scaling issues and
identifying the exact form of necessary conditions that are compatible with the principal
non-homogeneous examples make our arguments considerably more delicate. Note, in
particular, the local nature of Ho¨lder estimates versus the global nature of Moser-type
bounds. The Moser-type bounds are independent of the domain, whereas the Ho¨lder
estimates may depend on the size of the ball. The verification of local bounds and Ho¨lder
continuity in our arguments follows a traditional route (see [22], [24], [47]). However, we
have to carefully adjust the arguments so that the dependence on constants coincides
with our constructions of fundamental solutions.
In the second portion of this work, we motivate the assumptions above by showing
that conditions (1)–(4) above are valid in the following three situations:
5Case 1. Homogeneous operators: b,d,V ≡ 0 and the function space for solutions is
F (Ω) = Y 1,2 (Ω)N . Here, Y 1,2 (Ω) is the family of all weakly differentiable func-
tions u ∈ L2∗ (Ω), with 2∗ = 2nn−2 , whose weak derivatives are functions in L2 (Ω).
Case 2. Lower order coefficients in Lp: There exist p ∈ (n2 ,∞], s, t ∈ (n,∞] so that
V ∈ Lp (Ω)N×N , b ∈ Ls (Ω)n×N×N , d ∈ Lt (Ω)n×N×N and we take the function
space for solutions to be F (Ω) = W 1,2 (Ω)N . As usual, W 1,2 (Ω) is the family of
all weakly differentiable functions u ∈ L2 (Ω) whose weak derivatives are functions
in L2 (Ω). The lower-order terms are chosen so that the bilinear form associated
to L is coercive. For conditions (3)-(4), we assume further that V−div b ≥ 0 and
V − div d ≥ 0 in the sense of distributions.
Case 3: Reverse Ho¨lder potentials: V ∈ Bp, the reverse Ho¨lder class, for some p ∈
[
n
2 ,∞
)
,
b,d ≡ 0, and F (Ω) = W 1,2V (Ω)N , a weighted Sobolev space (with the weight
given by a certain maximal function associated to V – see Section 2.3.3 for the
definitions).
To be precise, we show that in each case listed above, (1)–(2) hold for the general
systems, while (3)–(4) holds for equations and, hence, the resulting estimates on funda-
mental solutions and Green functions are valid for the equations with real coefficients
in each of the three cases.
Most of the results above rely on the construction of the averaged fundamental
solutions and Green functions via the Lax-Milgram lemma with sharp uniform esti-
mates. In the last portion of this work we showcase a different approach to Green and
Neumann-Green functions, via layer potentials, which yields, in addition, certain new
mapping properties for the Green operators. To do so, we restrict the discussion to
homogeneous complex coefficient operators with t-independent coefficients in Rn+ and
prove, for instance, endpoint weak-Lp result for the derivatives of the Green function
and the Neumann-Green function (the Green function analogue for the Neumann prob-
lem) under the assumption that the respective boundary layer potentials are invertible.
In the context of homogeneous operators these results have been simultaneously and in-
dependently obtained in [30] for the Green function and in [13] for the Neumann-Green
function under a certain local boundedness property for solutions. Both of those papers
relied on the methods of [27] rather than layer potentials, and our methods act as a
6guide for the use of layer potentials in the present context and, moreover, give mapping
properties of the layer potential operators that, to our knowledge, are new. We expect
that some version of this approach is still available for non-homogeneous operators and
would yield new results, but for the moment we have not fully explored such a general-
ization, primarily because even basic L2 estimates on non-homogeneous layer potentials
are much more challenging than their homogeneous counterparts. This is certainly an
important subject for future investigation, and for now the last chapter should be taken
as an example of a different, potentially interesting, approach.
The outline of the thesis is as follows:
• Chapter 2 expands a bit the discussion of the history briefly outlined above and
otherwise mainly concentrates on a range of basic results for involved function
spaces that will be used throughout the thesis.
An experienced reader can probably skip right to Chapter 3, returning to the
results of Chapter 2 as necessary.
• Chapter 3 is the core of the thesis which collects main results: Theorems 3.2.6
and 3.2.10 address the fundamental solution and the Green function, respectively,
under certain necessary conditions; Lemmas in Sections 3.3, 3.4, and 3.5 verify the
aforementioned necessary conditions in a variety of common situations; Section 3.6
ties this all together and highlights major examples.
• Chapter 4 is devoted to the layer potential approach and concentrates on homo-
geneous equations in the half-space.
Chapter 2
History and preliminaries
2.1 A detailed historical account
In the present section, we provide a somewhat more detailed historical account of the
relevant work on fundamental solutions and Green functions for the homogeneous elliptic
operators briefly mentioned in the introduction. Once again, we concentrate on the
results for operators with bounded measurable coefficients on general domains and do
not mention many important developments under additional smoothness assumptions
on the domain and/or the coefficients.
We take Rn, n ≥ 3, as our ambient space and Ω ⊂ Rn an open, connected (possi-
bly unbounded) set. Recall that, roughly speaking, the fundamental solution, Γ (x, y),
assocated to an elliptic operator L is the solution to LxΓ (x, y) = δy (x) in Rn and the
Green function associated to L on a domain Ω (again, roughly speaking) is the solution
to {
LxGD (x, y) = δy (x) in Ω,
GD (x, y) = 0 for x ∈ ∂Ω,
where δy (x) is the Dirac delta distribution concentrated at y ∈ Ω in the variable x.
The subscript in Lx is used to indicate that the operator acts on the x-variable. These,
along with the Neumann-Green function, are our main objects of study, and their precise
definitions will be given in later chapters.
We begin with the classical result of W. Littman, G. Stampacchia, and H. F. Wein-
berger ([35]). In that paper, the authors establish that a Green function exists for
7
8the homogeneous operator (L = − divA∇) with real, elliptic, symmetric, and bounded
coefficients, and that the following pointwise bound holds:
G(x, y) ≤ C|x− y|2−n, ∀x, y ∈ Ω, x 6= y.
The Neumann-Green function for the symmetric operator on a ball (which in this context
is as general as a bounded starlike Lipschitz domain) was studied in [32], and additional
estimates were established. These results are summarized in [31, Theorems 1.2.8 and
1.6.3].
The classical result for non-symmetric homogeneous operators (with real, elliptic,
and bounded coefficients) comes from M. Gru¨ter and K.-O. Widman ([23]). In that
paper, the authors show the existence of a Green function and that the expected point-
wise, Lp, and weak-type estimates hold. Specifically, they proved that for any connected,
open set Ω ⊂ Rn, there exists a locally integrable function G : Ω× Ω→ R such that
ˆ
Ω
A(x)∇xG(x, y) · ∇φ(x)dx = φ(y) (2.1.1)
for all φ ∈ C∞c (Ω), the pointwise estimate
G(x, y) ≤ C|x− y|2−n, ∀x, y ∈ Ω (2.1.2)
holds whenever x 6= y, and the following estimates hold uniformly in y ∈ Ω:
G( · , y) ∈ L nn−2 ,∞(Ω), (2.1.3)
∇G( · , y) ∈ L nn−1 ,∞(Ω), (2.1.4)
G( · , y) ∈W 1,2(Ω \Br(y)) ∩W 1,10 (Ω), ∀r > 0 (2.1.5)
G( · , y) ∈W 1,p0 (Ω), for each p ∈ [1, nn−1). (2.1.6)
Here, W k,p and W k,p0 indicate the standard Sobolev spaces and L
p,∞ is the weak-Lp
space given as the set of functions satisfying the estimate
|{x : |f(x)| > s}| ≤ Cs−p, ∀s > 0.
The statements (2.1.2)–(2.1.6) are exactly the type of the estimates that we seek here.
The methods of [23] relied heavily on Harnack-type inequalities and the maximum
principle and were thus limited to real operators and to a single equation.
9More recently, S. Hofmann and S. Kim ([27]) established the existence of the Green
function (or “Green matrix”) of second order elliptic systems with real, elliptic, and
bounded coefficients. The key observation of that paper is that what had previously
been done by use of Harnack-type inequalities and the maximum principle (e.g., in
[23]) can be done in greater generality under the assumption that the operator admits
the de Giorgi-Nash oscillation estimate. The authors were thus able to construct the
Green function and prove local versions of the standard pointwise, Lp, and weak-type
estimates.
They did not, however, derive global estimates as in (2.1.2)-(2.1.6). That was ac-
complished by K. Kang and S. Kim in [30] (for the Green function) and by J. Choi and
S. Kim in [13] (for the Neumann-Green function) under an additional local boundedness
assumption on solutions. In fact, the cited authors showed that the global pointwise
estimate (2.1.2) for the Green or Neumann-Green function is equivalent to this extra
local boundedness condition, provided solutions already enjoy the de Giorgi-Nash esti-
mate of [27]. However, the local boundedness condition does not hold in general. In
addition, [13] establishes (without the extra local boundedness assumption) existence
and local estimates of the Neumann-Green function which are analogous to the results
for the Green function in [27].
Later on, A. Rosen in [41] constructs the fundamental solution using only the as-
sumption of local boundedness and for n ≥ 2. Finally, A. Barton ([8]) establishes
gradient estimates on the fundamental solution in L2 without any Ho¨lder requirement
of solutions by descent from the higher order case.
All this concerns solely the operators without lower order terms. Fundamental solu-
tion and Green function estimates for the non-homogeneous operator L = −div (A∇+ b)+
d · ∇+ V have been significantly less studied. In [47], G. Stampacchia proved existence
and pointwise estimates of the Green function under the assumptions that A is sym-
metric, b, d ∈ Ln ∩ Lr, V ∈ Lr/2 for some r > n, and the following non-degeneracy
condition is satisfied:
V −max{div b,div d} ≥ c > 0. (2.1.7)
The author employed the techniques of [35] which, as previously stated, do not extend
to non-symmetric operators or systems. Beyond this result of Stampacchia, very few
published results exist on the operator L, even in the case b = d = 0, and, in particular,
10
we did not find any literature treating non-homogeneous complex coefficients or systems
in this context.
One can sometimes establish bounds on the fundamental solutions and Green func-
tions for elliptic boundary problems by an integration of the estimates of the corre-
sponding heat kernels. To do so requires global in time estimates and a suitable form
of uniform exponential decay of the heat kernel. However, non-homogeneous equations
typically give rise to bounds for a finite time (0 < t < T with constant depending on
T ), thus creating an obstacle for this approach (cf., e.g., [15], [3], [6], [40]).
There is one notable exception. In [7], one can find global estimates in the case
when the coefficients A, b, d, and V are complex, bounded, the leading term (−divA∇)
satisfies de Giorgi-Nash-Moser estimates, and the underlying operator is H1-coercive in
the sense that the associated bilinear form
B[u, v] :=
ˆ
Ω
A∇u · ∇v + u (b · ∇v)+ (d · ∇u) v + V uv, u, v ∈ H1(Rn)
satisfies
||u||2H1(Rn) ≤ B[u, u], ∀u ∈ H1(Rn).
It is proved that the heat kernel satisfies
|K(x, t; y, s)| ≤ C(t− s)−n/2e
−|x−y|2
C′(t−s) , ∀x, y ∈ Rn, ∀t > s. (2.1.8)
At a formal level, this implies a pointwise bound for the fundamental solution associated
to L given by
|Γ(x, y)| =
∣∣∣∣ ˆ ∞
0
K(x, t; y, 0) dt
∣∣∣∣ ≤ ˆ ∞
0
Ct−n/2e
−|x−y|2
C′t dt ≤ C|x− y|2−n, ∀x, y ∈ Rn.
(2.1.9)
However, it is not clear that this approach could provide a basis for a unified theory
including all of our targeted estimates (e.g., Ho¨lder continuity of the fundamental so-
lution), and it does not shed light on the situation for Green function on domains ([7]
treats the heat kernel on Rn only). Therefore, in this work we have chosen not to pursue
this route.
It is worth mentioning that [4] also derives estimates on the heat kernel of the non-
homogeneous operator with complex, bounded coefficients, but in the higher-dimensional
case they assume that the coefficients of A are Ho¨lder continuous.
11
Let us say a few words about Case 3, −divA∇+ V , V ∈ Bp, p > n/2. This is the
version of the Schro¨dinger equation that initially interested us the most. With point-
wise bounds on the fundamental solution and the Green function (Theorems 3.2.6 and
3.2.10, respectively), as well as basic Moser, Ho¨lder, and Harnack estimates established
in our present work, one can now move on to derive the sharp exponential decay of
the fundamental solutions in terms of the Agmon distance associated to the maximal
function (2.1.11). Indeed, in the case of the Schro¨dinger operator −∆ + V or, more
generally, −divA∇ + V , V ≥ 0, one expects enhanced decay of solutions, in particular
of the fundamental solution and the Green and Neumann-Green functions, due to the
influence of the positive potential, V . Philosophically, this goes back at least to S.
Agmon [1]. However, not many precise results are available, and virtually nothing is
known when it comes to domains and/or A 6= I.
In [43], Z. Shen considered −∆ + V for V > 0, V ∈ L∞loc, where there exists C > 0
such that, for any ball B in Rn,
||V ||L∞(B) ≤ C
 
B
V.
He proved that
|Γ(x, y)| ≤ Ck
(1 + |x− y|m(x, V ))k ·
1
|x− y|n−2 , (2.1.10)
for any k ∈ N, along with related estimates for the Green and Neumann-Green functions
on Lipschitz domains, where
m(x, V ) := inf
r>0
{
1
r
:
1
rn−2
ˆ
Br(x)
V (y) dy ≤ 1
}
(2.1.11)
is a weight function originating in the work of Z. Shen, which in turn relies on earlier
developments by C. Fefferman and D. Phong ([18]). It is clear, already from Agmon’s
considerations, that the optimal decay should be exponential, and indeed in [46] Shen
proved that for the operator −∆ + V , V ≥ 0, V ∈ (RH)n/2,
C1e
−C2d(x,y)|x− y|2−n ≤ Γ(x, y) ≤ C3e−C4d(x,y)|x− y|2−n, (2.1.12)
where Ci > 0, i = 1, 2, 3, 4 are some positive constants and d is the Agmon distance
associated to m(x, V ), i.e.,
d(x, y) = inf
ρ
ˆ 1
0
m(ρ(t), V )
∣∣∣(dρ
dt
)
(t)
∣∣∣ dt,
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with the infimum taken over all paths, ρ, such that ρ(0) = x and ρ(1) = y. Shen also
proved that
(1 +m(x, V )|x− y|) 1k0+1 . d(x, y) . (1 +m(x, V )|x− y|)k0+1,
for some k0 > 0. This implies that, in particular,
Γ(x, y) . e−C5(1+m(x,V )|x−y|)
1
k0+1 |x− y|2−n,
for some C5 > 0.
Next, in [34], Kurata established the heat kernel bounds for the operator −divA∇+
V , V ≥ 0, V ∈ (RH)n/2, which after integration yield the following upper bound on the
fundamental solution of L:
Γ(x, y) . e−C6(1+m(x,V )|x−y|)
2
2k0+3 |x− y|2−n,
for some C6 > 0. This is not sharp, as can be seen from Shen’s results above, but it
covers all operators −divA∇+V with V as above and A with real, symmetric, bounded
coefficients. Ho¨lder-type estimates in this context were obtained in [16] and Sobolev-
type estimates were proved in [51]. Both Shen’s and Kurata’s work rely heavily on the
assumption of real coefficients, using Harnack’s inequality and the maximum principle,
and none of the aforementioned exponential estimates was proved for the Green function
or Neumann-Green function on domains.
This question of exponential decay in our more generalized context will be addressed
in the upcoming work of B. Poggi and S. Mayboroda, [36], along with the correspond-
ing estimates from below, and sharp estimates akin to (2.1.12) will be obtained for
−divA∇ + V , V ≥ 0, V ∈ (RH)n/2, in particular, improving Kurata’s work. Anal-
ogous results will be proved for the magnetic Schrodinger operator, − (∇− iB)2 + V .
We underline, however, that even to define the fundamental solutions in question and
speak about a possibility of exponential decay one needed the results of the present
manuscript.
2.2 Basics and notation
We take n ≥ 3 to be the dimension of the ambient space. Ω is taken to be an open
(possibly unbounded) subset of Rn. It will be convenient, primarily in Chapter 4, to
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distinguish the nth coordinate, so we set
Rn := {(x′, t) : x′ ∈ Rn−1, t ∈ R},
Rn+ := {(x′, t) : x′ ∈ Rn−1, t ∈ (0,∞)},
and Rn−1 = ∂Rn+. We often drop the subscript from an integral when it is clear from the
context. We also often denote the ball Br(x) by Br when the center, x, is understood
from context. We use the following notation for a ball intersected with the domain:
Ωr (x) := Br (x) ∩ Ω.
We simply write Ωr when the center of the ball is clear.
We take N ≥ 1 to be the dimension of the system of differential equations (N = 1
corresponding to the case of a single equation). We often drop the dimensional exponent
N from our function spaces when it is clear from the context. Unless otherwise specified,
bolded functions (u, v, f , etc.) are N -dimensional vector-valued and unbolded functions
are scalar-valued. In particular, we will regularly write the components of a vector-
valued function as u = (u1, . . . , uN )T . All functions are assumed to be measurable.
We typically take indices i, j ∈ {1, . . . , N} to refer to vector components and α, β ∈
{1, . . . , n} to refer to the dimension in the ambient space. The summation convention
is used throughout.
The notation D is used for the derivative matrix of a function, with Dα denoting a
single derivative. We use Dαu to denote the vector
(
Dαu
1, . . . , Dαu
N
)T
. Sometimes ∇
is used in place of D for scalar-valued functions. ∇u or ∇xu indicates the full gradient
(D1u, . . . ,Dnu)
T , whereas ∇||u or ∇x′u indicates the gradient in the first n−1 variables
(D1u, . . . ,Dn−1u)T . Derivatives are meant in the distributional sense unless otherwise
stated.
2.3 Function spaces
2.3.1 Function spaces Y 1,2 and W 1,2
Let us recall the definitions. Define the space Y 1,2 (Ω) as the family of all weakly
differentiable functions u ∈ L2∗ (Ω), with 2∗ = 2nn−2 , whose weak derivatives are functions
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in L2 (Ω), endowed with the norm
||u||Y 1,2(Ω) = ||u||L2∗ (Ω) + ||Du||L2(Ω) .
Define Y 1,20 (Ω) to be the closure of C
∞
c (Ω) in the Y
1,2 (Ω)-norm. By the Sobolev
inequality,
||u||L2∗ (Ω) ≤ C ||Du||L2(Ω) for all u ∈ Y 1,20 (Ω). (2.3.1)
The bilinear form
〈u, v〉
Y 1,20 (Ω)
:=
ˆ
Ω
DαuDαv (2.3.2)
defines an inner product on Y 1,20 (Ω), where the summation is taken over α = 1, . . . , n.
The vector-valued space Y 1,20 (Ω)
N for N > 1 is a Hilbert space with inner product
〈u,v〉
Y 1,20 (Ω)
N :=
ˆ
Ω
Dαu
iDαv
i, (2.3.3)
where the summation is taken over α = 1, . . . , n and i = 1, . . . , N . The space has
corresponding norm
||u||
Y 1,20 (Ω)
N = 〈u,u〉Y 1,20 (Ω)N = ||Du||L2(Ω)N .
Define W 1,2 (Ω) to be the usual Sobolev space, i.e., the space of all weakly differ-
entiable functions u ∈ L2 (Ω), whose weak derivatives are functions in L2 (Ω), endowed
with the norm
||u||W 1,2(Ω) = ||u||L2(Ω) + ||Du||L2(Ω) .
Let W 1,20 (Ω) be the closure of C
∞
c (Ω) in the W
1,2-norm.
This section will explore various connections between W - and Y -spaces. We remark
that for any open, connected set, Ω, in Rn, by completeness of W 1,2 (Ω) and Y 1,2 (Ω),
W 1,20 (Ω) ↪→W 1,2 (Ω) and Y 1,20 (Ω) ↪→ Y 1,2 (Ω) . (2.3.4)
Lemma 2.3.1. For any open set Ω ⊂ Rn
W 1,20 (Ω) ↪→ Y 1,20 (Ω).
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Proof. Let u ∈W 1,20 (Ω). Then there exists ui ∈ C∞c (Ω) such that
lim
i→∞
||ui − u||W 1,2(Ω) = 0.
By the Sobolev inequality applied to ui − uk we have
||ui − uk||L2∗ (Ω) ≤ cn ||Dui −Duk||L2(Ω) ≤ cn ||ui − uk||W 1,2(Ω) ,
and therefore, {ui}∞i=1 is Cauchy in Y 1,2(Ω). Hence, there is a limit in Y 1,20 (Ω) and since
this limit is, in particular, in L2
∗
(Ω), it must coincide with u a.e.
Before stating the next result, we recall a standard smoothing procedure.
Definition 2.3.2. For any U ⊂ Rn open, and any ε > 0, define Uε = {x ∈ U : dist (x, ∂U) > ε}.
Definition 2.3.3. Define the function φ ∈ C∞c (Rn) by
φ (x) =
 C exp
(
1
|x|2−1
)
if |x| < 1
0 otherwise,
where the constant C > 0 is chosen so that
ˆ
Rn
φ (x) dx = 1. We refer to φ as the
standard mollifier.
For every ε > 0, set
φε (x) =
C
εn
φ
(x
ε
)
.
We remark that for every ε > 0, φε ∈ C∞c (Rn), suppφε ⊂ Bε (0) and
ˆ
Rn
φε (x) dx = 1.
Definition 2.3.4. For any function f that is locally integrable in U , we may define
f ε := φε ∗ f in Uε.
That is, for every x ∈ Uε,
f ε (x) =
ˆ
Bε(0)
φε (y) f (x− y) dy =
ˆ
U
φε (x− y) f (y) dy.
The proofs of the first four statements below may be found in the appendix of [17],
and the last one is a part of the proof of Theorem 1 in [17], § 5.3.1.
Lemma 2.3.5 (Properties of mollifiers). Let U be an arbitrary open set in Rn and let
f ∈ L1loc(U). Then
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1. f ε ∈ C∞ (Uε).
2. f ε → f a.e. as ε→ 0.
3. If f ∈ C (U), then f ε → f uniformly on compact subsets of U .
4. If 1 ≤ q <∞ and f ∈ Lqloc (U), then f ε → f in Lqloc (U).
5. If, in addition, f is weakly differentiable on U and Df ∈ L1loc(U), then
Dfε = φε ∗Df in Uε.
Lemma 2.3.6. If Ω = Rn, then we have the following relations:
W 1,20 (R
n) = W 1,2(Rn) ↪→ Y 1,20 (Rn) = Y 1,2(Rn). (2.3.5)
where the inclusion is strict.
Proof. To show that W 1,20 (Rn) = W 1,2(Rn), we take any u ∈ W 1,2(Rn), multiply it
by a smooth cut-off function ζR, for R > 0, that is supported in B2R and equal to 1
on BR, and convolve the product with a standard mollifier φε, ε > 0. One can show
that uR,ε := φε ∗ (uζR) ∈ C∞c (Rn) converges to u in L2(Rn), and that the derivatives
converge to Du in L2(Rn), as ε → 0, R → ∞. Indeed, one can see directly from the
properties of the Lebesgue integral that uR belongs to W
1,2(Rn) and converges to u in
the W 1,2(Rn)-norm since u ∈ W 1,2(Rn). Now, since each uR is compactly supported,
the fact that uR,ε converges to uR as ε→ 0 in L2 is due to (4) in Lemma 2.3.5. The fact
that each DuR,ε exists and converges to DuR in L
2(Rn) follows from a combination of
(5) and (4) in Lemma 2.3.5. The same argument shows that Y 1,20 (Rn) = Y 1,2(Rn).
We only have to show that the inclusion is strict. To this end, consider
f(x) :=
1
(1 + |x|)n/m+1/2 (2.3.6)
with 2nn−1 < m < 2
∗. A direct computation shows that
||Df ||L2(Rn) <∞, ||f ||L2∗ (Rn) <∞, and ||f ||L2(Rn) =∞, (2.3.7)
so that
f ∈ Y 1,2(Rn) \W 1,2(Rn). (2.3.8)
Therefore, W 1,2(Rn) ( Y 1,2(Rn).
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Lemma 2.3.7. If |Ω| <∞, then we have the relations
W 1,20 (Ω) = Y
1,2
0 (Ω) ↪→ Y 1,2 (Ω) ↪→W 1,2 (Ω) , (2.3.9)
where the last inclusion may be an equality for certain domains (see, e.g., the next
Lemma), and the norm of the embeddings Y 1,2 (Ω) ↪→W 1,2 (Ω) and Y 1,20 (Ω) ↪→W 1,20 (Ω)
depends on |Ω|.
Proof. One side of the first equality in (2.3.9) is due to Lemma 2.3.1. On the other
hand, for u ∈ Y 1,20 (Ω) (or more generally, u ∈ Y 1,2 (Ω)), since |Ω| <∞, we have by the
Ho¨lder inequality
||u||L2(Ω) ≤ CΩ ||u||L2∗ (Ω) . (2.3.10)
Therefore, Y 1,2 (Ω) ↪→ W 1,2 (Ω) and we can prove that Y 1,20 (Ω) ↪→ W 1,20 (Ω) roughly
the same way as Lemma 2.3.1, using (2.3.10) to make sure that the sequence which is
Cauchy in Y 1,20 (Ω) is also Cauchy in W
1,2
0 (Ω). Together with (2.3.4), this finishes the
proof of the lemma.
Now, the opposite inclusion, W 1,2 (Ω) ↪→ Y 1,2 (Ω), is a question of validity of the
Sobolev embedding W 1,2 (Ω) ↪→ L2∗(Ω). It may fail, but it holds, e.g., for Lipschitz
domains. Following [48], we adopt the following definitions.
We say that Ω is a Lipschitz graph domain (or special Lipschitz domain) if there
exists a Lipschitz function φ : Rn−1 → R such that
Ω = {(x′, xn) : xn > φ(x′)}.
We say that Ω is a Lipschitz domain (or a minimally smooth domain, following Stein’s
terminology) if there exists an ε > 0, N ∈ N, M > 0, and a sequence of open sets
U1, . . . , Um, . . . along with the corresponding Lipschitz functions φ1, . . . , φm, . . . defined
on Rn−1 and having a Lipschitz constant bounded by M , such that
1. If x ∈ ∂Ω then B(x, ε) ⊂ Ui for some i.
2. No point of Rn is contained in more than N of the Ui’s.
3. For each i we have, up to rotation, that
Ui ∩ Ω = Ui ∩ {(x′, xn) : xn > φi(x′)}.
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If Ω satisfies the definition above and is bounded, we refer to it as a bounded Lipschitz
domain.
Definition 2.3.8. We say that Ω is a Sobolev extension domain if there exists a linear
mapping E : W 1,2 (Ω)→W 1,2(Rn) and a constant CE > 0 such that for all u ∈W 1,2 (Ω),
Eu|Ω = u (2.3.11)
||Eu||W 1,2(Rn) ≤ CE ||u||W 1,2(Ω) . (2.3.12)
Theorem 2.3.9 ([48],VI, §3.3). Lipschitz domains are Sobolev extension domains. The
constant of the corresponding extension operator, CE , depends on the number of graphs
and their Lipschitz constants.
Lemma 2.3.10. If Ω is a Sobolev extension domain, then we have the inclusion (which
may be equality)
W 1,2 (Ω) ↪→ Y 1,2 (Ω) , (2.3.13)
with the constant in the accompanying estimate for norms depending on CE .
Proof. If Ω is a Sobolev extension domain, then it follows from (2.3.11), (2.3.12), and
Lemma 2.3.6 that for all u ∈W 1,2 (Ω) we have Eu ∈W 1,2 (Rn) ↪→ Y 1,2(Rn) and
||u||L2∗ (Ω) ≤ ||Eu||L2∗ (Rn) ≤ Cn(||Eu||L2(Rn) + ||D (Eu)||L2(Rn))
≤ CnCE(||u||L2(Ω) + ||Du||L2(Ω)).
Corollary 2.3.11. If Ω is a bounded Lipschitz domain, then we have the following
relations:
W 1,20 (Ω) = Y
1,2
0 (Ω) ↪→ Y 1,2 (Ω) = W 1,2 (Ω) . (2.3.14)
Lemma 2.3.12. If Ω is a Lipschitz graph domain, then we have the following relations:
W 1,20 (Ω) ↪→ Y 1,20 (Ω)
not comparable←→ W 1,2 (Ω) ↪→ Y 1,2 (Ω) ,
where the inclusions cannot be made equalities.
19
Proof. The inclusions are given by Lemmas 2.3.1 and 2.3.10.
Without loss of generality, assume 0 ∈ ∂Ω. Let Γ ⊂ Ω be a cone with its vertex at
0 and its axis in the xn-direction. Define
γ := {x ∈ Γ : dist(x, ∂Γ) > 1}.
Let ζ ∈ C∞c (Γ) be a smooth cutoff function such that ζ ≡ 1 in γ, ζ ≡ 0 in Ω \ Γ, and
|Dζ| ≤ C. Note that ζ ≡ 0 on ∂Ω. Let f(x) be as in the counterexample given by
(2.3.6) with 2nn−1 < m < 2
∗. Consider
g(x) := ζ(x)f(x).
Then, a computation similar to that which gives (2.3.7) also gives
g ∈ L2∗ (Ω) \ L2 (Ω) .
It remains only to show that Dg ∈ L2 (Γ \ γ). Since the cones γ and Γ have equal
aperture, we have for sufficiently large s,
| (Γ \ γ) ∩ ∂Bs (0) | ≤ Csn−2.
Consequently, a direct computation shows
||f ||L2(Γ\γ) <∞.
Notice that for t > 1, (Γ \ γ) ∩ {xn = t} forms a (n− 1)-dimensional annulus of
width 1. Thus, we have
| (Γ \ γ) ∩ ∂Bs (0) | ≤ Csn−2, ∀s > 1,
and
||f ||L2(Γ\γ) ≤
ˆ
B1
|f |2 + C
ˆ ∞
1
|f (s) |2sn−2 ds ≤ C + C
ˆ ∞
1
s(1−2/m)n−3 ds <∞,
where in the last step we have used that (1− 2/m)n < 2.
Therefore,
ˆ
Ω
|Dg|2 ≤ 2
ˆ
Γ\γ
|Dζ|2|f |2 + 2
ˆ
Γ
|ζ2||Df |2 ≤ C
[
||f ||L2(Γ\γ) +
ˆ
Ω
|Df |2
]
<∞
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so that g ∈ Y 1,2(Ω). As in the proof of Lemma 2.3.6, multiplying g by smooth cut-offs
ζR, we obtain a sequence of C
∞
c (Ω) functions that approximate g in the Y
1,2(Ω)-norm.
Thus, g ∈ Y 1,20 (Ω) or more precisely,
g ∈ Y 1,20 (Ω) \W 1,2 (Ω) .
Therefore, Y 1,20 (Ω) 6⊆ W 1,2 (Ω). The fact that the opposite inclusion fails is obvious as
elements of W 1,2(Ω) do not need to have trace zero on ∂Ω (in the sense of approximation
by smooth compactly supported functions).
2.3.2 The auxiliary function m (x, V )
As can be gleaned from the discussion in the Introduction, in the particular context of
the Schro¨dinger operator it is convenient to work in the weighted Sobolev space, with
the weight given by the maximal function m (x, V ). In this section, we set the ground by
recalling a number of its properties, mainly from [44]. Other versions of these lemmas
and definitions appeared in [43] and [45], and are related to the ideas of Fefferman and
Phong [18]. We omit the proofs in our exposition.
We say that V ∈ Bp for some 1 < p <∞ if V ≥ 0 and there exists a constant C so
that for any ball B ⊂ Rn,( 
B
V (x)p dx
)1/p
≤ C
 
B
V (x) dx. (2.3.15)
If V ∈ Bp, then it follows from an application of the Ho¨lder inequality that V ∈ Bq for
any q < p. If V ∈ Bp, then V is a Muckenhoupt A∞ weight function [49]. Therefore,
V (x) dx is a doubling measure. That is, there exists a constant C0 such thatˆ
B(x,2r)
V (y) dy ≤ C0
ˆ
B(x,r)
V (y) dy.
This fact is very useful in establishing the results below. We now define
ψ (x, r;V ) =
1
rn−2
ˆ
B(x,r)
V (y) dy. (2.3.16)
We will at times use the shorter notation ψ (x, r) when it is understood that this function
is associated to V .
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We assume that V ∈ Bp for some p ∈
[
n
2 ,∞
)
. In fact, it follows from the self-
improvement result for reverse Ho¨lder classes that V ∈ Bp for some p ∈
(
n
2 ,∞
)
([21]).
Therefore, we will assume throughout that the inequality is strict.
Lemma 2.3.13 (Lemma 1.2, [44]). If V ∈ Bp, then there exists a constant C > 0 so
that for any 0 < r < R <∞,
ψ (x, r;V ) ≤ C
( r
R
)2−n
p
ψ (x,R;V ) .
The proof of Lemma 2.3.13 uses the reverse Ho¨lder inequality (2.3.15) as well the
Ho¨lder inequality.
As V ≥ 0, then for every x ∈ Rn, either there exists r > 0 so that ψ (x, r;V ) > 0 or
V ≡ 0 a.e. in Rn. For now, we assume that V 6≡ 0. Since p > n2 , the power 2 − np > 0
and
lim
r→0+
ψ (x, r;V ) = 0, (2.3.17)
lim
r→∞ψ (x, r;V ) =∞. (2.3.18)
This leads to the following definition.
Definition 2.3.14. For x ∈ Rn, the function m (x, V ) is defined by
1
m (x, V )
= sup
r>0
{r : ψ (x, r;V ) ≤ 1} . (2.3.19)
It follows from (2.3.17) and (2.3.18) that 0 < m (x, V ) <∞ and for every x ∈ Rn
ψ
(
x,
1
m (x, V )
;V
)
= 1. (2.3.20)
Furthermore, from Lemma 2.3.13, if ψ (x, r;V ) ∼ 1, then r ∼ 1m(x,V ) . If r =
1
m (x, V )
then
 
B(x,r)
V (y) dy =
1
ωnr2
, where ωn is the measure of the unit ball in Rn.
Lemma 2.3.15 (Lemma 1.4, [44]). There exist constants C, c, k0 > 0 so that for any
x, y ∈ Rn,
(a) m (x, V ) ∼ m (y, V ) if |x− y| ≤ C
m (x, V )
,
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(b) m (y, V ) ≤ C [1 + |x− y|m (x, V )]k0 m (x, V ),
(c) m (y, V ) ≥ cm (x, V )
[1 + |x− y|m (x, V )]k0/(k0+1)
.
Corollary 2.3.16 (Corollary 1.5, [44]). There exist constants C, c, k0 > 0 so that for
any x, y ∈ Rn,
c [1 + |x− y|m (y, V )]1/(k0+1) ≤ 1 + |x− y|m (x, V ) ≤ C [1 + |x− y|m (y, V )]k0+1 .
Remark 2.3.17. Another important consequence of Lemma 2.3.15 is that m(x, V ) is
locally bounded from above and below. More specifically, for any bounded open set
U ⊂ Rn, there exists a constant C = CU > 0, depending on U and on the constants in
Lemma 2.3.15, such that
1
C
≤ m(x, V ) ≤ C, for any x ∈ U.
Indeed, the collection
{
B1/m(x,V ) (x)
}
x∈U is an open covering of U . Since U is compact,
then there exists a finite collection of points, x1, . . . , xM , such that U ⊂
M⋃
i=1
B1/m(xi,V ) (xi).
It follows from Lemma 2.3.15 that there exists C > 0, depending on V , n, so that for
any x ∈ U , C−1 min {m (xi, V )}Mi=1 ≤ m (x, V ) ≤ C max {m (xi, V )}Mi=1. In other words,
m (x, V ) is bounded above and below on U , and consequently on U .
Lemma 2.3.18 (Lemma 1.8, [44]). There exist constants C, k0 > 0 so that if R ≥
1
m (x, V )
1
Rn−2
ˆ
B(x,R)
V (y) dy ≤ C [Rm (x, V )]k0 .
The last lemma that we will quote from [44] is the Fefferman-Phong inequality.
Lemma 2.3.19 (Lemma 1.9 [44], see also [18]). If u ∈ C1c (Rn), then
ˆ
Rn
|u (x)|2m (x, V )2 dx ≤ C
[ˆ
Rn
|Du (x)|2 dx+
ˆ
Rn
|u (x)|2 V (x) dx
]
.
If V ≡ 0, then m (x, V ) ≡ 0 and the previous four results are automatically satisfied.
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2.3.3 The weighted Sobolev space W 1,2V
Assume V ∈ Bp for some p > n2 . For any open set Ω ⊂ Rn, we define the space W 1,2V (Ω)
as the family of all weakly differentiable functions u ∈ L2
(
Ω,m (x, V )2 dx
)
whose weak
derivatives are functions in L2 (Ω, dx). The norm and inner product on W 1,2V (Ω) are
given by
||u||2
W 1,2V (Ω)
:= ||um (·, V )||2L2(Ω) + ||Du||2L2(Ω)
〈u, v〉
W 1,2V (Ω)
:= 〈um (·, V ) , vm (·, V )〉L2(Ω) + 〈Du,Dv〉L2(Ω) .
W 1,20,V (Ω) is defined as the closure of C
∞
c (Ω) in W
1,2
V (Ω).
We define spaces Wˆ 1,2V (Ω) and Wˆ
1,2
0,V (Ω) analogously, but with V (x) in place of
m(x, V )2 in the norms. That is, Wˆ 1,2V (Ω) is defined to be the family of weakly differ-
entiable functions u ∈ L2 (Ω, V dx) whose weak derivatives are functions in L2 (Ω, dx).
The norm and inner product on Wˆ 1,2V (Ω) are given by
||u||2
Wˆ 1,2V (Ω)
:= ||uV ||L2(Ω) + ||Du||2L2(Ω)
〈u, v〉
Wˆ 1,2V (Ω)
:=
〈
uV 1/2, vV 1/2
〉
L2(Ω)
+ 〈Du,Dv〉L2(Ω) .
Wˆ 1,20,V (Ω) is defined as the closure of C
∞
c (Ω) in Wˆ
1,2
V (Ω).
Here we prove some essential properties of these spaces and the facts thatW 1,2V (R
n) =
W 1,2 (Rn) and Wˆ 1,20,V (Ω) = W
1,2
0,V (Ω) .
Remark 2.3.20. Observe that, by Remark 2.3.17, for any bounded open set U ⊂ Rn, the
spaces W 1,2V (U) and W
1,2(U) coincide, albeit the norms are only comparable modulo
multiplicative constants that depend on U .
First we prove that the weighted Sobolev spaces are indeed Hilbert spaces as defined.
Lemma 2.3.21. Let Ω ⊂ Rn be open and let η ∈ L1loc (Ω) be real-valued with η > 0 a.e.
The inner product
〈u, v〉L2(Ω,η(x)dx) =
ˆ
Ω
u (x) v (x)η (x) dx,
makes L2 (Ω, η (x) dx) a Hilbert space.
Proof. It is easy to check that L2 (Ω, η (x) dx) is a vector space and 〈·, ·〉L2(Ω,η(x)dx)
defines an inner product that generates a norm on the space.
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To prove completeness, it suffices to show that L2 (Ω, η (x) dx) is unitarily equivalent
to L2 (Ω). Consider the map
φ : L2 (Ω)→ L2 (Ω, η (x) dx) : f 7→ fη−1/2.
For f ∈ L2 (Ω), we have
||φ (f)||L2(Ω,η(x)dx) =
ˆ
Ω
(
fη−1/2
) (
fη−1/2
)
η = ||f ||L2(Ω) .
Thus, φ is injective. For g ∈ L2 (Ω, η (x) dx), take f = gη1/2. Then f ∈ L2 (Ω) and
φ (f) = g. Thus, φ is surjective. Finally, we check
〈φ (f) , φ (g)〉L2(Ω,η(x)dx) =
ˆ
Ω
(
fη−1/2
) (
gη−1/2
)
η =
ˆ
Ω
fg = 〈f, g〉L2(Ω).
Lemma 2.3.22. Let Ω ⊂ Rn be open and let η ∈ L1loc (Ω) be real-valued with η > 0 a.e.
Define the space W 1,2η (Ω) as a collection of functions in L2(Ω, η(x)dx) that are weakly
differentiable in Ω with the weak gradient in L2(Ω). The inner product
〈u, v〉
W 1,2η (Ω)
=
ˆ
Ω
Du ·Dv +
ˆ
Ω
u v η
makes W 1,2η (Ω) a Hilbert space.
Proof. A quick computation verifies that 〈·, ·〉
W 1,2η (Ω)
is an inner product generating the
norm on the space. It remains only to show completeness.
Let {uk} be a Cauchy sequence in W 1,2η (Ω). Then {uk} is Cauchy in L2 (Ω, η (x) dx),
so by Lemma 2.3.21 there exists u ∈ L2 (Ω, η (x) dx) such that
uk → u in L2 (Ω, η (x) dx) . (2.3.21)
Furthermore, for α = 1, . . . , n, {Dαuk} is Cauchy in L2 (Ω), so there exists vα ∈ L2 (Ω)
such that
Dαuk → vα in L2 (Ω) . (2.3.22)
It remains to show that vα = Dαu. Let ζ ∈ C∞c (Ω). We need to show thatˆ
Ω
vαζ = −
ˆ
Ω
uDαζ.
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First, suppose supp(ζ) ⊂ B, where B is an open ball that is compactly contained in Ω.
The Poincare´ inequality yields∣∣∣∣∣∣∣∣(uk −  
B
uk
)
−
(
uj −
 
B
uj
)∣∣∣∣∣∣∣∣
L2(B)
=
∣∣∣∣∣∣∣∣uk − uj −  
B
(uk − uj)
∣∣∣∣∣∣∣∣
L2(B)
≤ C ||D(uk − uj)||L2(B) .
Therefore, {uk−ck} is Cauchy in L2 (B), with ck =
ﬄ
B uk. Thus, there exists u˜ ∈ L2 (B)
such that
uk − ck → u˜ in L2 (B) . (2.3.23)
By Ho¨lder’s inequality,∣∣∣∣∣∣(uk − ck − u˜)η1/2∣∣∣∣∣∣
L1(B)
≤ ||uk − ck − u˜||L2(B)
∣∣∣∣∣∣η1/2∣∣∣∣∣∣
L2(B)
(2.3.24)
= ||uk − ck − u˜||L2(B) ||η||1/2L1(B) → 0.
Therefore, by (2.3.24),
(uk − ck)η1/2 → u˜η1/2 in L1 (B) . (2.3.25)
By (2.3.21), ukη
1/2 → uη1/2 in L2 (B), so it follows that
ukη
1/2 → uη1/2 in L1 (B) . (2.3.26)
Combining the previous two results shows that
ckη
1/2 → (u− u˜) η1/2 in L1 (B) .
Since each ck is a constant, it follows that lim
k→∞
ck = c, where c is some fixed constant.
This fact, in combination with (2.3.25), implies that
ukη
1/2 → (u˜+ c) η1/2 in L1 (B) .
With (2.3.26), using that η is almost everywhere non-vanishing, we conclude that u˜+c =
u a.e. in B. From (2.3.23) and the fact that {ck} is a convergent sequence of real
numbers, we have
uk → u˜+ c = u in L2 (B) . (2.3.27)
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Therefore, by (2.3.22) and (2.3.27),
ˆ
B
vαζ = lim
k→∞
ˆ
B
Dαukζ = − lim
k→∞
ˆ
B
ukDαζ = −
ˆ
B
uDαζ. (2.3.28)
Now, for any ζ ∈ C∞c (Ω), we can cover supp(ζ) with finitely many balls, {Bi}, with
each Bi compactly contained in Ω. Using a partition of unity argument and the result
(2.3.28), we obtain the desired equality.
Corollary 2.3.23. Let Ω ⊂ Rn be an open set. The spaces W 1,2V (Ω), Wˆ 1,2V (Ω),
W 1,20,V (Ω), and Wˆ
1,2
0,V (Ω) are Hilbert spaces.
Proof. This follows directly from the previous lemma and the fact that W 1,20,V (Ω) and
Wˆ 1,20,V (Ω) are defined as the closure of C
∞
c (Ω) in their respective spaces.
The following lemma shows an important relationship betweenW 1,2V (R
n) and Wˆ 1,2V (R
n).
Lemma 2.3.24. Assume that V ∈ Bp for some p > n2 . Then for any u ∈W 1,2V (Rn),
ˆ
Rn
V (x) |u (x)|2 dx ≤ CV,n
(ˆ
Rn
|Du (x)|2 dx+
ˆ
Rn
|u (x)|2m (x, V )2 dx
)
= CV,n ||u||2W 1,2V (Rn) . (2.3.29)
Conversely, for any u ∈ Wˆ 1,2V (Rn)
ˆ
Rn
|u (x)|2m (x, V )2 dx ≤ CV,n
(ˆ
Rn
|Du (x)|2 dx+
ˆ
Rn
|u (x)|2 V (x) dx
)
= CV,n ||u||2Wˆ 1,2V (Rn) . (2.3.30)
In other words, W 1,2V (R
n) = Wˆ 1,2V (R
n).
Proof. This is essentially Theorem 1.13 in [46]. We only remark that our V dx satisfies
the conditions of dµ in the aforementioned theorem by Remark 0.10 in [46], and that
the functions with Du ∈ L2(Rn) are L2loc(Rn) – this is a standard part of the proof of
the Poincare´ inequality (see, e.g., [37], 1.1.2).
If Ω ⊂ Rn is open and connected, then a similar relationship holds for W 1,20,V (Ω) and
Wˆ 1,20,V (Ω) and we have the following result.
27
Lemma 2.3.25. Assume that V ∈ Bp for some p > n2 . Then for any open set Ω ⊂ Rn
we have W 1,20,V (Ω) = Wˆ
1,2
0,V (Ω), and ‖ · ‖W 1,20,V (Ω) ≈ ‖ · ‖Wˆ 1,20,V (Ω) with implicit constants
depending on dimension and the Bp constant of V only.
Proof. Let u ∈W 1,20,V (Ω). By definition, there exists ui ∈ C∞c (Ω) so that limi→∞ ||ui − u||W 1,2V (Ω) =
0. Applying Lemma 2.3.24 to ui−uk, we deduce that the sequence {ui}∞i=1 is Cauchy in
Wˆ 1,20,V (Ω). Hence, it has a limit in Wˆ
1,2
0,V (Ω) and this limit must coincide with u a.e. since
V > 0 a.e. and m(x, V ) > 0 for all x ∈ Rn. Applying again Lemma 2.3.24, we deduce
the desired control of norms. The same argument works in the converse direction.
2.3.4 Smoothing and approximation
Here we build on Lemma 2.3.5 and collect some results that are related to approximation
by smooth functions.
Lemma 2.3.26 (Local approximation by smooth functions). Let U ⊂ Rn be open.
Let F (U) be either Y 1,2 (U), W 1,2 (U) or W 1,2V (U). Assume that u ∈ F (U), and set
uε = φε ∗ u in Uε. Then uε ∈ C∞ (Uε) for each ε > 0 and uε → u in Floc (U) as ε→ 0.
The case of F (U) = W 1,2 (U) appears in [17], and the case F (U) = W 1,2V (U) is the
exact same statement due to the local nature of the result and Remark 2.3.20. The case
of F (U) = Y 1,2 (U) is a slight modification of the aforementioned proof in [17], and we
omit it.
Lemma 2.3.27 (Global approximation by smooth functions). Assume that U is bounded.
Let F (U) be either Y 1,2 (U), W 1,2 (U) or W 1,2V (U). If u ∈ F (U), then there exists a
sequence {uk}∞k=1 ⊂ C∞ (U) ∩ F (U) such that lim
k→∞
uk = u in F (U).
When F (U) = W 1,2 (U), this is Theorem 2 from §5.3.2 of [17], the case F (U) =
W 1,2V (U) is the same due to boundedness of U and Remark 2.3.20, and the case F (U) =
Y 1,2 (U) is proved in an analogous way. However, we outline the proof here as some
elements of it will be useful later.
Proof. We have that U =
∞⋃
k=1
Uk where Uk =
{
x ∈ U : dist (x, ∂U) > 1k
}
. Set Wk =
Uk+3 − Uk+1. Choose W0 b U so that U =
∞⋃
k=0
Wk. Let {ζk}∞0=1 be a smooth partition
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of unity subordinate to {Wk}∞k=1. In other words, for each k, 0 ≤ ζk ≤ 1, ζk ∈ C∞c (Wk),
and
∞∑
k=1
ζk = 1 on U . Let u ∈ F (U). Since each ζk ∈ C∞c (U), then supp (uζk) ⊂ Wk
and by a straightforward argument similar to the proof of Lemma 1(iv) from §5.2 of
[17], uζk ∈ F (U).
For each k = 0, 1, . . ., define Xk = Uk+4 − Uk ⊃ Wk. Fix δ > 0. Then, for
each k, choose εk > 0 so small that u
k := φεk ∗ (uζk) is such that suppuk ⊂ Xk and∣∣∣∣uk − uζk∣∣∣∣F(U) ≤ δ2−k−1. The second property is guaranteed by the Lemma 2.3.26.
Define v :=
∞∑
k=1
uk. For any open set W b U , there are at most finitely many terms
in the sum for v, so it follows that v ∈ C∞ (W ). As u =
∞∑
k=1
uζk then for each W b U ,
we have that
||v − u||F(W ) ≤
∞∑
k=0
∣∣∣∣∣∣uk − uζk∣∣∣∣∣∣
F(W )
≤ δ
∞∑
k=0
2−k−1 = δ.
By taking the supremum over all sets W b U , we conclude that ||v − u||F(U) ≤ δ, and
the conclusion of the lemma follows.
Since the mollification of an a.e. non-negative function is also non-negative, the
following corollary is true.
Corollary 2.3.28 (Global approximation by smooth non-negative functions). Assume
that U is bounded. Let F (U) be either Y 1,2 (U), W 1,2 (U) or W 1,2V (U). If u ∈ F (U)
is non-negative a.e., then there exists a sequence {uk}∞k=1 ⊂ C∞ (U) ∩ F (U) of non-
negative functions such that lim
k→∞
uk = u in F (U).
Finally, if u is compactly supported in U , then it follows from the previous lemma
that u may be approximated by smooth compactly supported functions.
Lemma 2.3.29 (Global approximation by smooth compactly supported functions).
Assume that U is bounded. Let F (U) be either Y 1,2 (U), W 1,2 (U) or W 1,2V (U). If
u ∈ F (U) and suppu b U , then there exists a sequence {uk}∞k=1 ⊂ C∞c (U)∩F (U) such
that lim
k→∞
uk = u in F (U).
We sketch the proof of the lemma.
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Proof. Define Uk,Wk, ζk as in the proof of Lemma 2.3.27 and conclude as before that
each uζk ∈ F (U). Since suppu b U , and U =
∞⋃
k=0
Wk, then there exists M ∈ N so that
suppu ⊂
M⋃
k=0
Wk. Therefore, u =
M∑
k=0
uζk. Then (for k = 0, . . . ,M) define Xk, u
k as
before so that suppuk ⊂ Xk and
∣∣∣∣uk − uζk∣∣∣∣F(U) ≤ δ2−k−1 and set v := M∑
k=1
uk. Since
each uk ∈ C∞c (U), then v ∈ C∞c (U) as well. Moreover,
||v − u||F(U) ≤
M∑
k=0
∣∣∣∣∣∣uk − uζk∣∣∣∣∣∣
F(U)
≤ δ
M∑
k=0
2−k−1 = δ
and the conclusion follows.
2.3.5 More general Sobolev spaces
In the last section of this manuscript, we will be using Sobolev spaces with more general
integrability, which are defined analogously: W k,p(Ω) will denote the standard Sobolev
space of k-times weakly differentiable functions whose weak derivatives up to order k
exist in Lp, W˙ k,p is the space of (equivalence classes modulo polynomials) of functions
whose weak derivatives of order k belong to Lp, W k,p0 will denote the closure of C
∞
c
in the W k,p norm. The dual of W k,p will be denoted W−k,p, and 〈f, g〉 will denote
the dual pairing of W−k,p with W k,p unless otherwise noted. As is traditional, on
the boundary we use Lpk and L˙
p
k in place of W
k,p and W˙ k,p. All these spaces exhibit
properties analogous to those outlined for p = 2 in the previous sections. We shall not
restate them here as the modifications are straightforward.
It will be important to recall that under certain minimal smoothness assumptions
on Ω (in particular, if the domain is Lipschitz), there exists a bounded trace operator
acting on Sobolev spaces. We only state this result on W˙ 1,2(Rn+) as it is the only context
where it will be used.
There exists a bounded operator
Tr : W˙ 1,2(Rn+)→ L˙21/2(Rn),
which extends a usual restriction operator on continuous functions, and has a bounded
right inverse (cf. [50, Section 2.7.2] for the half-space and [29, Chapter V] for more
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general domains). Here,
‖f‖L˙2s(Rn) := |||∇|
sf ||L2 =
( ˆ
|ξ|2s|fˆ(ξ)|2dξ
) 1
2
, s ∈ R. (2.3.31)
We use W˙−k,2 or L˙2−k to indicate the dual of W˙
k,2 or L˙2k.
2.3.6 Lorentz and Hardy spaces
We define two alternatives to Lp spaces. Let (X,µ) be a measure space (in our appli-
cations either X = Rn−1 or X = Rn+ and dµ = dx is the Lebesgue measure). For a
measurable function, f , define its non-increasing rearrangement by
f∗(t) := inf{β > 0 : m(β, f) ≤ t}, t > 0,
where
m(β, f) := µ({x ∈ X : |f(x)| > β}).
Then, for 0 < p < ∞ and 0 < q ≤ ∞, the Lorentz space Lp,q(X,µ) is defined by the
following quasinorm:
||f ||Lp,q(X,µ) = ||t1/pf∗(t)||Lq(R+, dtt ). (2.3.32)
In particular, if q =∞ then (2.3.32) becomes
||f ||Lp,∞(X,µ) =
(
sup
β>0
βpm(β, f)
)1/p
. (2.3.33)
Lp,q(X,µ) is the set of measurable, complex-valued functions defined on (X,µ) such
that the above quasinorm is finite. Lorentz spaces generalize Lp spaces in the sense that
Lp,p = Lp. When X is σ-finite and non-atomic, the following identifications hold:
(
Lp,q(X)
)∗
=

{0} if 0 < p < 1, 0 < q ≤ ∞, or p = 1 and 1 < q <∞,
L∞(X) when p = 1 and 1 < q <∞,
Lp
′,∞(X) for 1 < p <∞ and 0 < q ≤ 1,
Lp
′,q′(X) if 1 < p, q <∞.
(2.3.34)
The other Lp alternative will be the Hardy spaces, Hp. Hardy spaces have a number
of equivalent characterizations (as complex analytic functions with boundary values, by
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Hp-atoms, etc.). We choose to use the maximal function characterization and we will
only need to discuss them on Rn.
Fix ψ ∈ S(Rn) with ´Rn ψ 6= 0, where S is the Schwarz class of rapidly decaying func-
tions. Define ψε(x) := ε
−nψ(xε ). Define a maximal function on tempered distributions
f ∈ S ′(Rn) by
(Mf)(x) := sup
ε>0
|(f ∗ ψε)(x)|, x ∈ Rn.
For 0 < p <∞, the Hardy spaces on Rn are then defined
Hp(Rn) := {f ∈ S ′(Rn) : Mf ∈ Lp(Rn)}
||f ||Hp(Rn) := ||Mf ||Lp(Rn).
|| · ||Hp(Rn) is a quasinorm for all p and a norm when p ≥ 1. We get equivalent norms
by alternate choices of ψ. Hp is an alternative to Lp in the sense that Hp = Lp for
1 < p < ∞ and H1(Rn) ( L1(Rn). The Hardy spaces are useful in that they extend
Lp to p ≤ 1 in a way that plays nicely, in some sense, with singular integral operators.
They also carry useful interpolation properties similar to Lp. See [49, § 2.3.3] for further
discussion.
The weak-type Hardy spaces, Hp,q, are defined similarly by
Hp,q(Rn) := {f ∈ S ′(Rn) : Mf ∈ Lp,q(Rn)},
||f ||Hp,q(Rn) := ||Mf ||Lp,q(Rn).
Note that Lp(Rn) ↪→ Lp,∞(Rn) for all 0 < p <∞, and therefore Hp(Rn) ↪→ Hp,∞(Rn).
Note also that L1(Rn) ↪→ H1,∞(Rn).
Finally, we will use H˙p1 and H˙
p,q
1 for the spaces of tempered distributions modulo
constants such that the norms
||f ||H˙p1 := ||∇f ||Hp = ||M (∇f)||Lp ,
||f ||H˙p,q1 := ||∇f ||Hp,q = ||M (∇f)||Lp,q
are, respectively, finite.
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2.3.7 Real interpolation
Let X0 and X1 be two quasinormed vector spaces, continuously embedded into a larger,
common topological vector space, X. Such a pair (X0, X1) is called a “compatible
couple.” On the space
X0 +X1 := {f ∈ X : f = f0 + f1 for some f0 ∈ X0, f1 ∈ X1},
the K-functional at t > 0 is defined by
K(t, f ;X0, X1) := inf{||f0||X0 + t||f1||X1 : f = f0 + f1, f0 ∈ X0, f1 ∈ X1},
where the infimum is taken over admissible choices of f0 and f1. Using this functional,
for any 0 < θ < 1 and any 0 < q ≤ ∞ we may define a normed space, called an
“intermediate space” and denoted (X0, X1)θ,q, to be the space of all f ∈ X0 +X1 such
that the following norm is finite:
||f ||(X0,X1)θ,q :=

( ´∞
0
[
t−θK(t, f ;X0, X1)
]q
dt
t
)1/q
if q <∞,
supt>0
[
t−θK(t, f ;X0, X1)
]
if q =∞.
(2.3.35)
This is one of two common and equivalent methods of defining real interpolation.
For any pair of compatible couples (X0, X1) and (Y0, Y1) embedded in topological
vector spaces X and Y , respectively, we have this important property: If L is any linear
operator such that L : X0 → Y0 and L : X1 → Y1 are bounded, then for any 0 < θ < 1
and 0 < q ≤ ∞,
L : (X0, X1)θ,q → (Y0, Y1)θ,q
is bounded. This is particularly useful when the intermediate spaces characterized by
(2.3.35) can be identified (i.e., equal as sets and having equivalent norms) to Lp, or
other well-understood, spaces.
There are many results in this direction; we will need two. It is well-known that for
0 < p0 < p1 ≤ ∞, the real method of interpolation described above yields
(Lp0(Rn), Lp1(Rn))θ,q = Lp,q(Rn), (2.3.36)
provided p0 < q ≤ ∞, 0 < θ < 1, and 1p = 1−θp0 + θp1 (cf., e.g., [10, Theorem 5.2.1]). This
implies that under the same conditions,
(H˙p0(Rn), H˙p1(Rn))θ,q = H˙p,q(Rn). (2.3.37)
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Similarly, [19] establishes that for 0 < p0 < p1 <∞, the real method also gives
(Hp0,q0(Rn), Hp1,q1(Rn))θ,q = Hp,q(Rn)
where 1p =
1−θ
p0
+ θp1 , 0 < θ < 1, and 0 < q ≤ ∞. We will use the particular case when
q0 = p0, q1 = p1, and q =∞, which gives
(Hp0(Rn), Hp1(Rn))θ,∞ = Hp,∞(Rn). (2.3.38)
Chapter 3
Fundamental solutions and Green
functions for non-homogeneous
systems
3.1 Minimal assumptions on function space and weak def-
inition of elliptic systems
We assume that for any Ω ⊂ Rn open and connected, there exists a Banach space
F (Ω) consisting of weakly differentiable, vector-valued L1loc (Ω) functions that satisfy
the following properties:
A1) Whenever U ⊂ Ω,
u ∈ F (Ω) → u|U ∈ F(U), with ‖u|U‖F(U) ≤ ‖u‖F(Ω) . (3.1.1)
A2) C∞c (Ω)
N functions belong to F (Ω). The space F0 (Ω), defined as the closure of
C∞c (Ω)
N with respect to the F (Ω)-norm, is a Hilbert space with respect to some
‖ · ‖F0(Ω) such that
‖u‖F0(Ω) ≈ ‖u‖F(Ω) for all u ∈ F0(Ω).
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A3) The space F0 (Ω) is continuously embedded into Y
1,2
0 (Ω)
N and respectively, there
exists c0 > 0 such that for any u ∈ F0 (Ω)
||u||
Y 1,20 (Ω)
N ≤ c0 ||u||F(Ω) . (3.1.2)
Note that A3) and (2.3.1) imply a homogeneous Sobolev inequality in F0 (Ω),
||u||L2∗ (U) . ||Du||L2(U) for any u ∈ F0 (Ω) , (3.1.3)
which will be used repeatedly throughout.
A4) For any U ⊂ Rn open and connected
u ∈ F (Ω) and ξ ∈ C∞c (U) =⇒ uξ ∈ F(Ω ∩ U),
u ∈ F (Ω) and ξ ∈ C∞c (Ω ∩ U) =⇒ uξ ∈ F0(Ω ∩ U),
(3.1.4)
with ‖uξ‖F(Ω∩U) ≤ Cξ ‖u‖F(Ω).
It follows from A4), in particular, that
F (Ω) ⊂ Y 1,2loc (Ω)N . (3.1.5)
Indeed, for any x ∈ Ω there exists a ball Br(x) ⊂ Ω. If u ∈ F(Ω) and ξ ∈ C∞c (Br),
we have uξ ∈ F0 (Ω) ↪→ Y 1,20 (Ω)N . Hence, taking ξ ≡ 1 on Br/2(x), we conclude that
u ∈ Y 1,2 (Br/2 (x))N .
Another consequence of (3.1.4) is that for any U ⊂ Rn open and connected
if u ∈ F0 (Ω) and ξ ∈ C∞c (U) =⇒ uξ ∈ F0(Ω ∩ U). (3.1.6)
Indeed, if u ∈ F0 (Ω) then there exists a sequence {un}n∈N ⊂ C∞c (Ω)N which converges
to u in F(Ω). But then {ξun}n∈N ⊂ C∞c (Ω∩U)N is Cauchy in F(Ω∩U) and in Y 1,2(Ω∩
U)N by (3.1.4) and (3.1.2). Therefore, it converges in F(Ω ∩ U) and in Y 1,2(Ω ∩ U)N
to some element of F0(Ω ∩ U) ↪→ Y 1,20 (Ω ∩ U)N , call it v. And it follows that v = uξ
as elements of Y 1,20 (Ω ∩ U)N .
For future reference, we mention that for Ω, U ⊂ Rn open and connected, the as-
sumption
u ∈ F(Ω), u = 0 on U ∩ ∂Ω, (3.1.7)
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is always meant in the weak sense of
u ∈ F(Ω) and uξ ∈ F0(Ω) for any ξ ∈ C∞c (U). (3.1.8)
This definition of (weakly) vanishing on the boundary is independent of the choice of U .
Indeed, suppose V is another open and connected subset of Rn such that V ∩∂Ω = U∩∂Ω
and let ξ ∈ C∞c (V ). Choose ψ ∈ C∞c (U ∩ V ) such that 0 ≤ ψ ≤ 1 and ψ ≡ 1 on the
support of ξ in some neighborhood of the boundary. Then ξ (1− ψ) |Ω ∈ C∞c (Ω), so
by (3.1.4) we have uξ (1− ψ) ∈ F0 (Ω). Additionally, ξψ ∈ C∞c (U), so by (3.1.8),
uξψ ∈ F0 (Ω). Therefore, uξ = uξψ + uξ (1− ψ) ∈ F0 (Ω), as desired.
Before stating the remaining properties of F (Ω), we define the elliptic operator. Let
Aαβ = Aαβ (x), α, β ∈ {1, . . . , n}, be an N × N matrix of real bounded measurable
coefficients defined on Ω. We assume that Aαβ satisfies an ellipticity condition in the
form of a G˚arding inequality,
ˆ
Ω
Aαβij (x)Dβφ
j (x)Dαφ
i (x) dx ≥ λ
N∑
i=1
n∑
α=1
ˆ
Ω
∣∣Dαφi (x)∣∣2 dx for all φ ∈ F0 (Ω)
(3.1.9)
and a boundedness assumption
N∑
i,j=1
n∑
α,β=1
∣∣∣Aαβij (x)∣∣∣2 ≤ Λ2 for all x ∈ Ω, (3.1.10)
for some 0 < λ,Λ <∞. Let V denote the zeroth order term, an N ×N matrix defined
on Ω. The first order terms, denoted by bα and dβ, for each α, β ∈ {1, . . . , n}, are
N ×N matrices defined on Ω. We assume that there exist p ∈ (n2 ,∞] and s, t ∈ (n,∞]
such that
V ∈ Lploc (Ω)N×N , b ∈ Lsloc (Ω)n×N×N , d ∈ Ltloc (Ω)n×N×N . (3.1.11)
We now formally write the operators of interest. In the next paragraph, we will
discuss their proper meaning. For every u =
(
u1, . . . , uN
)T
in Y 1,2loc (Ω)
N we define
Lu = −Dα
(
AαβDβu
)
. (3.1.12)
If we write out (3.1.12) component-wise, we have
(Lu)i = −Dα
(
Aαβij Dβu
j
)
, for each i = 1, . . . , N.
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The non-homogeneous second-order operator is written as
Lu := Lu−Dα (bαu) + dβDβu + Vu
= −Dα
(
AαβDβu + b
αu
)
+ dβDβu + Vu, (3.1.13)
or, component-wise,
(Lu)i = −Dα
(
Aαβij Dβu
j + bαiju
j
)
+ dβijDβu
j + Viju
j , for each i = 1, . . . , N.
The transpose (or adjoint) operator of L, denoted by L∗, is defined by
L∗u = −Dα
[(
Aαβ
)∗
Dβu
]
,
where
(
Aαβ
)∗
=
(
Aβα
)T
, or equivalently
(
Aαβij
)∗
= Aβαji . Note that the adjoint coef-
ficients,
(
Aαβij
)∗
satisfy the same ellipticity assumptions as Aαβij given by (3.1.9) and
(3.1.10). Take (bα)∗ = (dα)T ,
(
dβ
)∗
=
(
bβ
)T
, and V∗ = VT . The adjoint operator to
L is given by
L∗u := L∗u−Dα [(bα)∗ u] +
(
dβ
)∗
Dβu + V
∗u
= −Dα
[(
Aβα
)T
Dβu + (d
α)T u
]
+
(
bβ
)T
Dβu + V
Tu, (3.1.14)
or
(L∗u)i = −Dα
(
Aβαji Dβu
j + dαjiu
j
)
+ bβjiDβu
j + Vjiu
j , for each i = 1, . . . , N.
The operators, L,L∗,L,L∗ are understood in the sense of distributions on Ω. Specifi-
cally, for every u ∈ Y 1,2loc (Ω)N and v ∈ C∞c (Ω)N , we use the naturally associated bilinear
form and write the action of the functional Lu on v as
(Lu,v) = B [u,v] =
ˆ
Ω
AαβDβu ·Dαv + bα u ·Dαv + dβDβu · v + V u · v
=
ˆ
Ω
Aαβij Dβu
jDαv
i + bαiju
jDαv
i + dβijDβu
jvi + Viju
jvi. (3.1.15)
It is not hard to check that for such u and v, and for the coefficients satisfying (3.1.10)
and (3.1.11), the bilinear form above is well-defined and finite. Similarly, B∗ [ · , · ]
denotes the bilinear operator associated to L∗, given by
(L∗u,v) = B∗ [u,v] =
ˆ (
Aβα
)T
Dβu ·Dαv + (dα)T u ·Dαv +
(
bβ
)T
Dβu · v + VT u · v
=
ˆ
Aβαji Dβu
jDαv
i + dαjiu
jDαv
i + bβjiDβu
jvi + Vjiu
jvi. (3.1.16)
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Clearly,
B [v,u] = B∗ [u,v] . (3.1.17)
For any vector distribution f on Ω and u as above we always understand Lu = f on Ω
in the weak sense, that is, as B [u,v] = f(v) for all v ∈ C∞c (Ω)N . Typically f will be
an element of some L`(Ω)N space and so the action of f on v is then simply
ˆ
f · v.
The identity L∗u = f is interpreted similarly.
Returning to the properties of the Banach space F (Ω) and the associated Hilbert
space F0 (Ω), we require that B and B∗ can be extended to bounded and accretive
bilinear forms on F0 (Ω)× F0 (Ω) so that the Lax-Milgram theorem may be applied in
F0 (Ω).
A5) Boundedness hypotheses:
There exists a constant Γ > 0 so that for any u,v ∈ F0 (Ω),
B [u,v] ≤ Γ ||u||F ||v||F . (3.1.18)
A6) Coercivity hypotheses:
There exists a constant γ > 0 so that for any u ∈ F0 (Ω),
γ ||u||2F ≤ B [u,u] (3.1.19)
Finally, we assume
A7) The Caccioppoli inequality: If u ∈ F (Ω) is a weak solution to Lu = 0 in Ω
and ζ ∈ C∞(Rn) is such that Dζ ∈ C∞c (Ω) and ζu ∈ F0 (Ω), Dαζ u ∈ L2(Ω)N ,
α = 1, ..., n, then
ˆ
|Du|2 ζ2 ≤ C
ˆ
|u|2 |Dζ|2 , (3.1.20)
where C is a constant that depends on n, s, t, γ,Γ, ||b||Ls(Ω), and ||d||Lt(Ω). How-
ever, C is independent of the set on which ζ and Dζ are supported.
We remark that the assumption Dζ ∈ C∞c (Ω) implies that ζ is a constant in the
exterior of some large ball and, in particular, one can show that under the assumptions
of A7) we have also ζ2u ∈ F0 (Ω) (using A4)). This will be useful later on. We also
remark that the right-hand side of (3.1.20) is finite by our assumptions.
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Finally, let us point out that normally the Caccioppoli inequality will be used either
in a ball or in the complement of the ball, that is, ζ = η or ζ = 1− η for η ∈ C∞c (B2R)
with η = 1 on BR, where BR is some ball in Rn possibly intersecting ∂Ω. It is, in fact,
only the second case (the complement of the ball) which is needed for construction of
the fundamental solution.
Throughout the paper, whenever we assume that A1) – A7) hold, we mean that the
assumptions described by A1) – A7) hold for the collections of spaces F (Ω) and F0 (Ω)
and the elliptic operators L and L∗ with bilinear forms B and B∗, respectively.
We shall discuss extensively in Section 3.6 and below how the common examples
(notably, homogeneous elliptic systems and non-homogeneous elliptic systems with lower
order terms in suitable Lp or Bp classes) fit into this framework.
To avoid confusion, we finally point out that F (Ω) is of course a collection of Banach
spaces, indexed by the domain Ω, and the connection between F(Ω1) and F(Ω2) for
Ω1 ∩ Ω2 6= ∅ is seen through the property A1). That is, F(U) contains all restrictions
of elements of F (Ω), when U ⊂ Ω. We do not assume that any element of F(U) can
be extended to F (Ω). This is typical, e.g., for Sobolev spaces W 1,2 (Ω), because the
extension property might fail on bad domains.
3.2 Fundamental matrices and Green matrices
This section resembles the work done in [27], but we deal here with operators that
have lower order terms. In addition to the assumptions regarding F (Ω), F0 (Ω), L
and B that are described in the previous section, we assume that all solutions satisfy
certain de Giorgi-Nash-Moser estimates. In [27], the authors imposed that all solutions
to Lu = 0 satisfy bounds on Dirichlet integrals (their results applied only to homoge-
neous operators). Here, instead, we assume that weak solutions to non-homogeneous
equations, Lu = f , for suitable f , satisfy certain scale-invariant Moser-type estimates
and that solutions to homogeneous equations, Lu = 0, are Ho¨lder continuous. We shall
make it precise below. To start though, let us introduce a slightly weaker hypothesis (a
Moser-type local bound):
• For any y ∈ Ω, there exists an Ry ∈ (0,∞] such that whenever 0 < 2r < Ry,
f ∈ L` (Ωr (y))N for some ` ∈
(
n
2 ,∞
]
, u ∈ F (Ω2r (y)) satisfies u = 0 on ∂Ω∩B2r(y)
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in the weak sense of (3.1.8), and either Lu = f or L∗u = f in Ωr (y) in the weak
sense, then for any q > 0 there is a C > 0 so that
||u||L∞(Ωr/2(y)) ≤ C
[
r
−n
q ||u||Lq(Ωr(y)) + r2−
n
` ||f ||L`(Ωr(y))
]
. (3.2.1)
Without loss of generality, we can assume that the righthand side of (3.2.1) is finite.
Indeed, if we take ζ ∈ C∞c (B2r (y)) such that ζ ≡ 1 on Br (y) then uζ ∈ F0(Ω2r) assures
that u ∈ L2∗ (Ωr)N by the homogenous Sobolev inequality, (3.1.3). Then (3.2.1) shows
that u ∈ Lq(Ωr/2)N for any q <∞. Strictly speaking, it would be more coherent then to
write (3.2.1) for r < Ry/4 but we ignore this minor inconsistency as clearly in practice
one can always adjust the constants when proving (3.2.1). If ` =∞, then we interpret
1
` to equal 0. This convention will be used throughout.
Note that the constant C in the estimate above is allowed to depend on the choice
of L, but it should be independent of r and Ry. In other words, we assume that all
solutions satisfy a local scale-invariant Moser boundedness condition.
In this respect, we would like to make the following remark. All boundedness and
Ho¨lder continuity conditions on solutions that we impose are local in nature. However,
slightly abusing the terminology, we refer to a given condition as local if it only holds for
balls of the radius smaller than R0, for some fixed R0 > 0, depending or not depending
on the center of the ball. As such, (3.2.1) is local. Later on, we will also talk about
interior estimates which hold for balls inside Ω and boundary estimates in which balls are
allowed to intersect the boundary. Either can be local or global depending on whether
the size of the balls is restricted, and the interior estimates are of course always local if
Ω 6= Rn. In any case, we are always careful to specify the exact condition.
Remark 3.2.1. If Ry = dist (y, ∂Ω) then ∂Ω ∩ Br = ∅, hence, in that case, (3.2.1) is
merely an interior (rather than a boundary) condition.
3.2.1 A general construction method
First, we establish a supporting lemma that will make the proofs in the following sections
more concise. We follow closely the argument in [27].
Lemma 3.2.2. Let Ω be an open connected subset of Rn. Assume that A1) – A7)
hold. Then for all y ∈ Ω, 0 < ρ < dy := dist (y, ∂Ω), k ∈ {1, . . . , N}, there exists
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vρ = vρ;y,k ∈ F0 (Ω) such that
B[vρ,u] =
 
Bρ(y)
uk =
1
|Bρ(y)|
ˆ
Bρ(y)
uk, ∀u ∈ F0 (Ω) . (3.2.2)
If, in addition, (3.2.1) holds, then there exists a function v = vy,k and a subsequence
{ρµ}∞µ=1, ρµ → 0, such that
vρµ ⇀ v in W
1,q (Ωr (y))
N ∀r < 12Ry, ∀q ∈
(
1,
n
n− 1
)
, (3.2.3)
vρµ ⇀ v in L
q (Ωr (y))
N ∀r < 12Ry, ∀q ∈
(
1,
n
n− 2
)
, (3.2.4)
vρµ ⇀ v in Y
1,2 (Ω \ Ωr (y))N , ∀r > 0. (3.2.5)
For any φ ∈ C∞c (Ω)N ,
B [v, φ] = φk (y) . (3.2.6)
If f ∈ L∞c (Ω)N and u ∈ F0 (Ω) is the unique weak solution to L∗u = f , then for a.e.
y ∈ Ω,
uk(y) =
ˆ
Ω
v · f . (3.2.7)
Furthermore, v satisfies the following estimates:
||v||L2∗ (Ω\Ωr(y)) ≤ Cr1−
n
2 , ∀r < 12Ry, (3.2.8)
||Dv||L2(Ω\Ωr(y)) ≤ Cr1−
n
2 , ∀r < 12Ry, (3.2.9)
||v||Lq(Ωr(y)) ≤ Cqr
2−n+n
q , ∀r < 12Ry, ∀q ∈
[
1, nn−2
)
, (3.2.10)
||Dv||Lq(Ωr(y)) ≤ Cqr
1−n+n
q , ∀r < 12Ry, ∀q ∈
[
1, nn−1
)
, (3.2.11)
|{x ∈ Ω : |v(x)| > τ}| ≤ Cτ− nn−2 , ∀τ > (12Ry)2−n , (3.2.12)
|{x ∈ Ω : |Dv(x)| > τ}| ≤ Cτ− nn−1 , ∀τ > (12Ry)1−n , (3.2.13)
|v(x)| ≤ CR2−nx,y for a.e. x ∈ Ω, where Rx,y := min {Rx, Ry, |x− y|} , (3.2.14)
where each constant depends on n, N , c0, Γ, γ, and the constants from (3.1.20) and
(3.2.1), and each Cq depends additionally on q.
Proof of Lemma 3.2.2. Let u ∈ F0 (Ω). Fix y ∈ Ω, 0 < ρ < dy, and k ∈ {1, . . . , N},
and consider the linear functional
u 7→
 
Bρ(y)
uk.
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By the Ho¨lder inequality, (3.1.3), and (3.1.2),∣∣∣∣∣
 
Bρ(y)
uk
∣∣∣∣∣ ≤ 1|Bρ (y)|
ˆ
Bρ(y)
|u| ≤ |Bρ (y)|
2−n
2n
(ˆ
Ω
|u| 2nn−2
)n−2
2n
≤ cn |Bρ (y)|
2−n
2n
(ˆ
Ω
|Du|2
) 1
2
≤ c0cnρ
2−n
2 ||u||F(Ω) . (3.2.15)
Therefore, the functional is bounded on F0 (Ω), and by the Lax-Milgram theorem there
exists a unique vρ ∈ F0 (Ω) satisfying (3.2.2). By coercivity of B given by (3.1.19) along
with (3.2.15), we obtain,
γ ||vρ||2F(Ω) ≤ B [vρ,vρ] =
∣∣∣∣∣
 
Bρ(y)
vkρ
∣∣∣∣∣ ≤ c0cnρ 2−n2 ||vρ||F(Ω)
so that
||Dvρ||L2(Ω) ≤ c0 ||vρ||F(Ω) ≤ Cρ
2−n
2 , (3.2.16)
where the first inequality is by (3.1.2).
For f ∈ L∞c (Ω)N , consider the linear functional
F0 (Ω) 3 w 7→
ˆ
Ω
f ·w.
This functional is bounded on F0 (Ω) since for every w ∈ F0 (Ω), and any ` ∈
(
n
2 ,∞
]
,∣∣∣∣ˆ
Ω
f ·w
∣∣∣∣ ≤ ||f ||L`(Ω) ||w||L 2nn−2 (Ω) |supp f |n+22n − 1` ≤ C ||f ||L`(Ω) |supp f |n+22n − 1` ||w||F(Ω) ,
(3.2.17)
where we have again used (3.1.3) and (3.1.2). Then, once again by Lax-Milgram, we
obtain u ∈ F0 (Ω) such that
B∗ [u,w] =
ˆ
Ω
f ·w, ∀w ∈ F0 (Ω) . (3.2.18)
Set w = u in (3.2.18) and use the coercivity assumption, (3.1.19), for B∗ and (3.2.17)
to get
||u||F(Ω) ≤ C ||f ||L`(Ω) |supp f |
n+2
2n
− 1
` . (3.2.19)
Also, if we take w = vρ in (3.2.18), we getˆ
Ω
f · vρ = B∗[u,vρ] = B[vρ,u] =
 
Bρ(y)
uk. (3.2.20)
43
Let f ∈ L∞c (Ω)N be supported in Ωr(y), where 0 < 2r < Ry, and let u be as in
(3.2.18). Since u ∈ F0 (Ω), then A1) implies that u ∈ F (Ω2r) and A4) gives u = 0 on
∂Ω ∩ Ω2r so that (3.2.1) is applicable. Then, by (3.2.1) with q = 2nn−2 and ` ∈
(
n
2 ,∞
]
,
||u||2
L∞(Ωr/2(y))
≤ C
(
r2−n ||u||2
L
2n
n−2 (Ωr(y))
+ r4−
2n
` ||f ||2L`(Ωr(y))
)
.
By (3.1.3), (3.1.2), and (3.2.19) with supp f ⊂ Ωr (y),
||u||2L2∗ (Ωr(y)) ≤ ||u||
2
L2∗ (Ω) ≤ C ||u||2F(Ω) ≤ C |Ωr (y)|1+
2
n
− 2
` ||f ||2L`(Ω)
≤ C |Br (y)|1+
2
n
− 2
` ||f ||2L`(Ω) ,
where, as before, 2∗ = 2nn−2 . Combining the previous two inequalities, we get
||u||2
L∞(Ωr/2(y))
≤ Cr4− 2n` ||f ||2L`(Ω) .
Therefore,
||u||L∞(Ωr/2(y)) ≤ Cr
2−n
` ||f ||L`(Ω) = Cr2−
n
` ||f ||L`(Ωr(y)) , ∀` ∈
(n
2
,∞
]
. (3.2.21)
By (3.2.20) and (3.2.21), if ρ ≤ r/2, ρ < dy, we have∣∣∣∣∣
ˆ
Ωr(y)
f · vρ
∣∣∣∣∣ =
∣∣∣∣ˆ
Ω
f · vρ
∣∣∣∣ ≤  
Bρ(y)
|u| ≤ ||u||L∞(Bρ(y))
≤ ||u||L∞(Ωr/2(y)) ≤ Cr
2−n
` ||f ||L`(Ωr(y)) , ∀` ∈
(n
2
,∞
]
.
By duality, this implies that for r < 12Ry,
||vρ||Lq(Ωr(y)) ≤ Cr
2−n+n
q , for all ρ ≤ r
2
, ρ < dy, ∀q ∈
[
1, nn−2
)
. (3.2.22)
Fix x 6= y such that r := 43 |x − y| < 12Ry. For ρ ≤ r/2, ρ < dy, vρ is a weak
solution to Lvρ = 0 in Ωr/4(x). Moreover, since vρ ∈ F0 (Ω), then A1) implies that
vρ ∈ F
(
Ωr/2 (x)
)
and A4) implies that vρ = 0 on ∂Ω ∩ Ωr/2 (x) so we may use (3.2.1).
Thus, applying (3.2.1) with q = 1 and (3.2.22), we get for a.e. x ∈ Ω as above,
|vρ(x)| ≤ Cr−n ||vρ||L1(Ωr/4(x)) ≤ Cr
−n ||vρ||L1(Ωr(y)) ≤ Cr2−n ≈ |x− y|2−n. (3.2.23)
Now, for any r < 12Ry and ρ ≤ r/2, ρ < dy, let ζ be a cut-off function such that
ζ ∈ C∞(Rn), 0 ≤ ζ ≤ 1, ζ ≡ 1 outside Br(y), ζ ≡ 0 in Br/2(y), and |Dζ| ≤ C/r.
(3.2.24)
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Then vρζ,vρDαζ ∈ F0
(
Ω \ Ωr/2(y)
)
, for all α = 1, ..., n. For the functions vρDαζ,
this fact follows from (3.1.6). The function vρζ is a little more delicate since ζ is not
compactly supported. However, since ζ equals 1 in the complement of Br(y), then 1− ζ
is compactly supported. Thus, if {vn} ⊂ C∞c (Ω)N converges to vρ in the F(Ω)-norm,
then, by (3.1.6), {vn(1− ζ)} ⊂ C∞c (Ω)N converges to vρ(1 − ζ) in the F(Ω)-norm .
Adding up these statements, we conclude that {vnζ} ⊂ C∞c (Ω)N approximates vρζ in
F(Ω), as required.
Now, since Lvρ = 0 in Ω \Ωr/2(y), the Caccioppoli inequality, (3.1.20), implies that
ˆ
Ω
ζ2 |Dvρ|2 ≤ C
ˆ
Ω
|Dζ|2 |vρ|2 ≤ Cr−2
ˆ
Ωr(y)\Ωr/2(y)
|vρ|2 , ∀ρ ≤ r
2
, ρ < dy. (3.2.25)
Combining (3.2.25) and (3.2.23), we have for all r < 12Ry and ζ as above,ˆ
Ω
|D(ζvρ)|2 ≤ 2
ˆ
Ω
ζ2 |Dvρ|2 + 2
ˆ
Ω
|Dζ|2 |vρ|2
≤ Cr−2
ˆ
Ωr(y)\Ωr/2(y)
|vρ|2 ≤ Cr2−n, ∀ρ ≤ r
2
, ρ < dy.
(3.2.26)
It follows from (3.1.3) and (3.2.26) that for r < 12Ry,
ˆ
Ω\Ωr(y)
|vρ|
2n
n−2 ≤
ˆ
Ω
|ζvρ|
2n
n−2
≤
(ˆ
Ω
|D (ζvρ)|2
) n
n−2
≤ Cr−n, ∀ρ ≤ r
2
, ρ < dy. (3.2.27)
On the other hand, if r2 < ρ < dy, then (3.1.3) and (3.2.16) imply
ˆ
Ω\Ωr(y)
|vρ|
2n
n−2 ≤
ˆ
Ω
|vρ|
2n
n−2 ≤ C
(ˆ
Ω
|Dvρ|2
) n
n−2
≤ Cr−n. (3.2.28)
Therefore, combining the previous two results, we haveˆ
Ω\Ωr(y)
|vρ|
2n
n−2 ≤ Cr−n, ∀r < 12Ry, ∀ 0 < ρ < dy. (3.2.29)
Fix τ > (Ry/2)
2−n. If Ry =∞, then fix τ > 0. Let Aτ = {x ∈ Ω : |vρ| > τ} and set
r = τ
1
2−n . Note that r < 12Ry. Then, using (3.2.29), we see that if 0 < ρ < dy,
|Aτ \ Ωr(y)| ≤ τ−
2n
n−2
ˆ
Aτ\Ωr(y)
|vρ|
2n
n−2 = Cτ−
n
n−2 .
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Since |Aτ ∩ Ωr(y)| ≤ |Ωr(y)| ≤ Crn = Cτ−
n
n−2 , we have
|{x ∈ Ω : |vρ(x)| > τ}| ≤ Cτ−
n
n−2 if τ >
(
Ry
2
)2−n
, ∀ 0 < ρ < dy. (3.2.30)
Fix r < 12Ry and let ζ be as in (3.2.24). Then (3.2.26) givesˆ
Ω\Ωr(y)
|Dvρ|2 ≤ Cr2−n, ∀r < 12Ry, ∀ρ ≤
r
2
.
Now, if r2 < ρ < dy, we have from (3.2.16) thatˆ
Ω\Ωr(y)
|Dvρ|2 ≤
ˆ
Ω
|Dvρ|2 ≤ Cρ2−n ≤ Cr2−n.
Combining the previous two results yields
ˆ
Ω\Ωr(y)
|Dvρ|2 ≤ Cr2−n, ∀r < 12Ry, ∀ 0 < ρ < dy. (3.2.31)
Fix τ > (Ry/2)
1−n. If Ry = ∞, let τ > 0. Let Aτ = {x ∈ Ω : |Dvρ| > τ} and set
r = τ
1
1−n . Note that r < 12Ry. Then, using (3.2.31), we see that if 0 < ρ < dy,
|Aτ \ Ωr(y)| ≤ τ−2
ˆ
Aτ\Ωr(y)
|Dvρ|2 ≤ Cτ−
n
n−1 .
Since |Aτ ∩ Ωr(y)| ≤ Crn = Cτ−
n
n−1 , then
|{x ∈ Ω : |Dvρ(x)| > τ}| ≤ Cτ−
n
n−1 if τ >
(
1
2Ry
)1−n
, ∀ 0 < ρ < dy. (3.2.32)
For any σ > (Ry/2)
1−n and q > 0, we have
ˆ
Ωr(y)
|Dvρ|q ≤ σq |Ωr(y)|+
ˆ
{|Dvρ|>σ}
|Dvρ|q .
By (3.2.32), for q ∈
(
0, nn−1
)
and ρ ∈ (0, dy),
ˆ
{|Dvρ|>σ}
|Dvρ|q =
ˆ ∞
0
qτ q−1 |{|Dvρ| > max {τ, σ}}| dτ
≤ Cσ− nn−1
ˆ σ
0
qτ q−1 dτ + C
ˆ ∞
σ
qτ q−1−
n
n−1 dτ = C
(
1− q
q − nn−1
)
σq−
n
n−1 .
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Therefore, taking σ = r1−n, we conclude that
ˆ
Ωr(y)
|Dvρ|q ≤ Cqrq(1−n)+n, ∀r < 12Ry, ∀ 0 < ρ < dy, ∀q ∈
(
0, nn−1
)
. (3.2.33)
By the same process with (3.2.30) in place of (3.2.32) and σ = r2−n, we have
ˆ
Ωr(y)
|vρ|q ≤ Cqrq(2−n)+n, ∀r < 12Ry, ∀ 0 < ρ < dy, ∀q ∈
(
0, nn−2
)
. (3.2.34)
Fix q ∈
(
1, nn−1
)
and q˜ ∈
(
1, nn−2
)
. From (3.2.33) and (3.2.34), it follows that for
any r < 12Ry
||vρ||W 1,q(Ωr(y)) ≤ C (r) and ||vρ||Lq˜(Ωr(y)) ≤ C (r) uniformly in ρ. (3.2.35)
Therefore, (using diagonalization) we can show that there exists a sequence {ρµ}∞µ=1
tending to 0 and a function v = vy,k such that
vρµ ⇀ v in W
1,q (Ωr (y))
N and in Lq˜ (Ωr (y))
N , for all r <
1
2
Ry. (3.2.36)
Furthermore, for fixed r0 < r, (3.2.29) and (3.2.31) imply uniform bounds on vρµ
in Y 1,2 (Ω \ Ωr0 (y))N for small ρµ. Thus, there exists a subsequence of {ρµ} (which we
will not rename) and a function v˜ = v˜y,k such that
vρµ ⇀ v˜ in Y
1,2 (Ω \ Ωr0 (y))N . (3.2.37)
Since v ≡ v˜ on Ωr (y) \ Ωr0 (y), we can extend v to the entire Ω by setting v = v˜
on Ω \ Ωr (y). For ease of notation, we call the extended function v. Applying the
diagonalization process again, we conclude that there exists a sequence ρµ → 0 and a
function v on Ω such that
vρµ ⇀ v in W
1,q (Ωr (y))
N and in Lq˜ (Ωr (y))
N , (3.2.38)
and
vρµ ⇀ v in Y
1,2 (Ω \ Ωr0 (y))N , (3.2.39)
for all r0 < r <
1
2Ry.
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Let φ ∈ C∞c (Ω)N and r < 12Ry such that r < dy. Choose η ∈ C∞c (Br (y)) to be a
cutoff function so that η ≡ 1 in Br/2 (y). We write φ = ηφ + (1− η)φ. By (3.2.2) and
the definition of B,
lim
µ→∞
 
Bρµ (y)
ηφk = lim
µ→∞B[vρµ;y,k, ηφ]
= lim
µ→∞
ˆ
Ω
Aαβij Dβv
j
ρµ;y,k
Dα
(
ηφi
)
+bαijv
j
ρµ;y,k
Dα
(
ηφi
)
+dβijDβv
j
ρµ;y,k
ηφi+Vijv
j
ρµ;y,k
ηφi.
Note that ηφi and D
(
ηφi
)
belong to C∞c (Ωr (y)). From this, the boundedness of A
given by (3.1.10), and the assumptions on V, b, and d given by (3.1.11), it follows that
there exists a q′ > n such that each of Aαβij Dα
(
ηφi
)
, bαijDα
(
ηφi
)
, dβijηφ
i, and Vijηφ
i
belong to Lq
′
(Ωr (y))
N . Therefore, by (3.2.38),
lim
µ→∞
 
Bρµ (y)
ηφk =
ˆ
Ω
Aαβij Dβv
j
y,kDα
(
ηφi
)
+ bαijv
j
y,kDα
(
ηφi
)
+ dβijDβv
j
y,kηφ
i + Vijv
j
y,kηφ
i
= B[vy,k, ηφ]. (3.2.40)
Another application of (3.2.2) shows that
lim
µ→∞
 
Bρµ (y)
(1− η)φk = lim
µ→∞
ˆ
Ω
Aαβij Dβv
j
ρµ;y,k
Dα
[
(1− η)φi]+ bαijvjρµ;y,kDα [(1− η)φi]
+ lim
µ→∞
ˆ
Ω
dβijDβv
j
ρµ;y,k
(1− η)φi + Vijvjρµ;y,k (1− η)φi.
Since φ ∈ C∞c (Ω)N and η ∈ C∞c (Br (y)), then (1− η)φ and D [(1− η)φ] belong to
C∞c (Ω\Br/2 (y))N . In combination with (3.1.10), this implies that eachAαβij Dα
[
(1− η)φi]
belongs to L2
(
Ω \Br/2 (y)
)N
. The assumption on d given in (3.1.11) implies that
each dβij (1− η)φi belongs to L2
(
Ω \Br/2 (y)
)N
as well. And the assumption on b
and V given in (3.1.11) imply that every bαijDα
[
(1− η)φi] and Vij (1− η)φi belong to
L
2n
n+2
(
Ω \Br/2 (y)
)N
. Therefore, it follows from (3.2.39) that
lim
µ→∞
 
Bρµ (y)
(1− η)φk =
ˆ
Ω
Aαβij Dβv
j
y,kDα
[
(1− η)φi]+ bαijvjy,kDα [(1− η)φi]
+
ˆ
Ω
dβijDβv
j
y,k (1− η)φi + Vijvjy,k (1− η)φi = B[vy,k, (1− η)φ]. (3.2.41)
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It follows from combining (3.2.40) and (3.2.41) that for any φ ∈ C∞c (Ω)N ,
φk (y) = lim
µ→∞
 
Bρµ (y)
φk = lim
µ→∞
 
Bρµ (y)
ηφk + lim
µ→∞
 
Bρµ (y)
(1− η)φk
= B[vy,k, ηφ] + B[vy,k, (1− η)φ] = B[vy,k, φ], (3.2.42)
so that (3.2.6) holds.
As before, for any f ∈ L∞c (Ω)N , let u ∈ F0 (Ω) be the unique weak solution to
L∗u = f , i.e, assume that u ∈ F0 (Ω) satisfies (3.2.18). Then for a.e. y ∈ Ω,
uk(y) = lim
µ→∞
 
Bρµ (y)
uk = lim
µ→∞B
[
vρµ;y,k,u
]
= lim
µ→∞B
∗ [u,vρµ;y,k] = limµ→∞
ˆ
Ω
vρµ · f ,
where we have used (3.2.2). For η ∈ C∞c (Br (y)) as defined in the previous paragraph,
since ηf ∈ Lq′ (Br (y))N and (1− η) f ∈ L
2n
n+2
(
Ω \Br/2 (y)
)N
, then it follows from
(3.2.38) and (3.2.39) that
lim
µ→∞
ˆ
Ω
vρµ · f = limµ→∞
ˆ
Br(y)
vρµ · ηf + limµ→∞
ˆ
Ω\Br/2(y)
vρµ · (1− η) f
=
ˆ
Br(y)
v · ηf +
ˆ
Ω\Br/2(y)
v · (1− η) f =
ˆ
Ω
v · f .
Combining the last two equations gives (3.2.7).
The estimates (3.2.8)–(3.2.13) follow almost directly by passage to the limit. Indeed,
for any r < 12Ry and any g ∈ L∞c (Ωr (y))N , (3.2.34) implies that∣∣∣∣ˆ
Ω
v · g
∣∣∣∣ = limµ→∞
∣∣∣∣ˆ
Ω
vρµ · g
∣∣∣∣ ≤ Cqr2−n+nq ||g||Lq′ (Ωr(y)) ,
where q′ is the Ho¨lder conjugate exponent of q ∈ [1, nn−2). By duality, we obtain that
for every q ∈ [1, nn−2),
||v||Lq(Ωr(y)) ≤ Cqr
2−n+n
q , ∀r < 12Ry, (3.2.43)
that is, (3.2.10) holds. A similar argument using (3.2.33), (3.2.29) and (3.2.31), yields
(3.2.11), (3.2.8), and (3.2.9), respectively. Now, as in the proofs of (3.2.30) and (3.2.32),
(3.2.8) and (3.2.9) give (3.2.12) and (3.2.13).
Passing to the proof of (3.2.14), fix x 6= y. For a.e. x ∈ Ω, the Lebesgue differentia-
tion theorem implies that
v (x) = lim
δ→0+
 
Ωδ(x)
v = lim
δ→0+
1
|Ωδ|
ˆ
vχΩδ(x),
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where χ denotes an indicator function. Assuming as we may that 2δ ≤ min {dx, |x− y|},
it follows that χΩδ(x) = χBδ(x) ∈ L
2n
n+2 (Ω \ Ωδ (y)). Therefore, (3.2.39) implies that
1
|Bδ|
ˆ
vχBδ(x) = limµ→∞
1
|Bδ|
ˆ
vρµ χBδ(x) = limµ→∞
 
Bδ(x)
vρµ .
If |x− y| ≤ 14Ry and ρµ ≤ 13 |x− y|, ρµ < dy, then (3.2.23) implies that for a.e. z ∈
Bδ (x) ∣∣vρµ (z)∣∣ ≤ C |z − y|2−n ,
where C is independent of ρµ. Since |z − y| > 12 |x− y| for every z ∈ Bδ (x) ⊂
B|x−y|/2 (x), then ∣∣∣∣vρµ∣∣∣∣L∞(Bδ(x)) ≤ C |x− y|2−n . (3.2.44)
On the other hand, if |x− y| > 14Ry, then for r := 18 min {Rx, Ry}, the restriction
property, A1), implies that vρµ ∈ F (Ω2r (x)) and it follows from A4) that vρµ vanishes
along Ω2r (x) ∩ ∂Ω. As long as ρµ ≤ r, ρµ < dy, Lvρµ = 0 in Ωr (x), so we may apply
(3.2.1) with q = 2∗. We have
∣∣∣∣vρµ∣∣∣∣L∞(Ωr/2(x)) ≤ Cr−n−22
(ˆ
Ωr(x)
∣∣vρµ∣∣2∗
) 1
2∗
≤ Cr−n−22
(ˆ
Ω\Ωr(y)
∣∣vρµ∣∣2∗
) 1
2∗
≤ Cr2−n, (3.2.45)
where the last inequality follows from (3.2.29). If we define Rx,y = min {Rx, Ry, |x− y|},
then (3.2.44) and (3.2.45) imply that for δ and ρµ sufficiently small (independently of
each other), ∣∣∣∣vρµ∣∣∣∣L∞(Bδ(x)) ≤ CR2−nx,y . (3.2.46)
By combining with the observations above, we see that for a.e. x ∈ Ω,
v (x) = lim
δ→0+
1
|Ωδ|
ˆ
vχΩδ(x) = lim
δ→0+
lim
µ→∞
 
Bδ(x)
vρµ ≤ lim
δ→0+
lim
µ→∞CR
2−n
x,y = CR
2−n
x,y .
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3.2.2 Fundamental matrix
In this section, we construct the fundamental matrix associated to L on Ω = Rn with
n ≥ 3. We maintain the assumptions A1)–A7) with Ω = Rn and replace (3.2.1) with
the following global (interior) scale-invariant Moser-type bound. For the sake of future
reference, within these definitions we maintain a general set Ω and emphasize their
interior nature.
(IB) Let Ω be a connected open set in Rn. We say that (IB) holds in Ω if whenever
u ∈ F(B2R) is a weak solution to Lu = f or L∗u = f in BR, for some BR ⊂ Ω,
R > 0, where f ∈ L` (BR)N for some ` ∈
(
n
2 ,∞
]
, then for any q > 0,
||u||L∞(BR/2) ≤ C
[
R
−n
q ||u||Lq(BR) +R2−
n
` ||f ||L`(BR)
]
, (3.2.47)
where the constant C > 0 is independent of R > 0.
We also assume a local Ho¨lder continuity condition for solutions:
(H) Let Ω be a connected open set in Rn. We say that (H) holds in Ω if whenever
u ∈ F(B2R0) is a weak solution to Lu = 0 or L∗u = 0 in BR0 for some B2R0 ⊂ Ω,
R0 > 0, then there exists η ∈ (0, 1), depending on R0, and CR0 > 0 so that
whenever 0 < R ≤ R0,
sup
x,y∈BR/2,x 6=y
|u (x)− u (y)|
|x− y|η ≤ CR0R
−η
( 
BR
|u|2∗
) 1
2∗
(3.2.48)
Notice that (IB) is (3.2.1) with Ry = dy. Note also that the solutions to Lu = f and
Lu = 0 above are well-defined in the weak sense for the same reason as those in (3.2.1).
The assumption (H) for equations with lower order terms implies a version of (IB)
with C depending on R0. However, since it is essential to our constructions that C in
(IB) be independent of R, we require both of the assumptions (IB) and (H). In fact,
determining the appropriate dependence of constants in (H) and (IB) that are sufficient
for the construction of the fundamental solution was one of the biggest challenges in
going from the constructions in [27] and [30] to our constructions for systems with lower
order terms.
Existence of the fundamental solution may be obtained even when properties (IB)
and (H) are replaced by the weaker assumption (3.2.1) (see Proposition 3.2.5). What
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is gained by property (IB) over (3.2.1) is a quantification of the constraint given by
Ry. The property (H) assures Ho¨lder continuity and, in addition, helps to show that
Γ(x, y) = Γ∗(y, x)T , which leads to analogous estimates for Γ(x, ·) as for Γ(·, y).
Definition 3.2.3. We say that the matrix function Γ (x, y) = (Γij (x, y))
N
i,j=1 defined on
{(x, y) ∈ Rn × Rn : x 6= y} is the fundamental matrix of L if it satisfies the following
properties:
1) Γ (·, y) is locally integrable and LΓ (·, y) = δyI for all y ∈ Rn in the sense that for
every φ =
(
φ1, . . . , φN
)T ∈ C∞c (Rn)N ,
ˆ
Rn
Aαβij DβΓjk (·, y)Dαφi+bαijΓjk (·, y)Dαφi+dβijDβΓjk (·, y)φi+VijΓjk (·, y)φi
= φk (y) .
2) For all y ∈ Rn and r > 0, Γ (·, y) ∈ Y 1,2 (Rn \Br (y))N×N .
3) For any f =
(
f1, . . . , fN
)T ∈ L∞c (Rn)N , the function u = (u1, . . . , uN)T given by
uk (y) =
ˆ
Rn
Γjk (x, y) f
j (x) dx
belongs to F0(Rn) and satisfies L∗u = f in the sense that for every φ =
(
φ1, . . . , φN
)T ∈
C∞c (Rn)
N ,ˆ
Rn
Aαβij Dαu
iDβφ
j + bαijDαu
iφj + dβiju
iDβφ
j + Viju
iφj =
ˆ
Rn
f jφj .
We say that the matrix function Γ (x, y) is the continuous fundamental matrix if it
satisfies the conditions above and is also continuous.
Remark 3.2.4. As we will see below, we first establish the existence of a fundamental
matrix using an application of Lemma 3.2.2. With the additional assumption of Ho¨lder
continuity of solutions, we then show that our fundamental matrix is in fact a continuous
fundamental matrix.
We show here that there is at most one fundamental matrix. In general, we mean
uniqueness in the sense of Lebesgue, i.e. almost everywhere uniqueness. However, when
we refer to the continuous fundamental matrix, we mean true pointwise equivalence.
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Assume that Γ and Γ˜ are fundamental matrices satisfying Definition 3.2.3. Then,
for all f ∈ L∞c (Ω)N , the functions u and u˜ given by
uk (y) =
ˆ
Rn
Γjk (x, y) f
j (x) dx, u˜k (y) =
ˆ
Rn
Γ˜jk (x, y) f
j (x) dx
satisfy
L∗ (u− u˜) = 0 in Rn
and u − u˜ ∈ F0(Rn). By uniqueness of solutions ensured by the Lax-Milgram lemma,
u− u˜ ≡ 0. Thus, for a.e. x ∈ Rn,ˆ
Rn
[
Γjk(x, y)− Γ˜jk(x, y)
]
f j(x)dx = 0, ∀f ∈ L∞c (Rn)N .
Therefore, Γ = Γ˜ a.e. in {x 6= y}. If we further assume that Γ and Γ˜ are continuous
fundamental matrices, then we conclude that Γ ≡ Γ˜ in {x 6= y}.
Proposition 3.2.5. Assume that A1)–A7) and (3.2.1) hold. Then there exists a fun-
damental matrix, Γ(x, y) = (Γij(x, y))
N
i,j=1, {x 6= y}, unique in the Lebesgue sense, that
satisfies Definition 3.2.3. Furthermore, Γ(x, y) satisfies the following estimates:
||Γ(·, y)||Y 1,2(Rn\Br(y)) ≤ Cr1−
n
2 , ∀r < 12Ry, (3.2.49)
||Γ(·, y)||Lq(Br(y)) ≤ Cqr
2−n+n
q , ∀q ∈
[
1, nn−2
)
, ∀r < 12Ry, (3.2.50)
||DΓ (·, y)||Lq(Br(y)) ≤ Cqr
1−n+n
q , ∀q ∈
[
1, nn−1
)
, ∀r < 12Ry, (3.2.51)
|{x ∈ Rn : |Γ (x, y)| > τ}| ≤ Cτ− nn−2 , ∀τ > (12Ry)2−n, (3.2.52)
|{x ∈ Rn : |DxΓ (x, y)| > τ}| ≤ Cτ−
n
n−1 , ∀τ > (12Ry)1−n, (3.2.53)
|Γ (x, y)| ≤ CR2−nx,y , where Rx,y := min(Rx, Ry, |x− y|), (3.2.54)
where each constant depends on n, N , c0, Γ, γ, and the constants from (3.1.20) and
(3.2.1), and each Cq depends additionally on q.
Proof. By assumption, the hypotheses of Lemma 3.2.2 are satisfied, and for each y ∈ Rn,
0 < ρ < dy, and k = 1, . . . , N , we obtain {vρ;y,k} ⊂ F0 (Rn) and vy,k satisfying
properties (3.2.2)-(3.2.7) and the estimates (3.2.8)-(3.2.14).
For each y ∈ Rn, define Γρ (·, y) and Γ (·, y) to be the N ×N matrix functions whose
kth columns are given by vTρ;y,k and v
T
y,k, respectively. That Γ is the fundamental matrix
of L follows immediately from the conclusions of Lemma 3.2.2. One can also deduce
from Lemma 3.2.2 that Γ(·, y) satisfies (3.2.49)–(3.2.54) as a function of x.
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Theorem 3.2.6. Assume that A1)–A7) as well as properties (IB) and (H) hold. Then
there exists a unique continuous fundamental matrix, Γ(x, y) = (Γij(x, y))
N
i,j=1, {x 6= y},
that satisfies Definition 3.2.3. We have Γ(x, y) = Γ∗(y, x)T , where Γ∗ is the unique
continuous fundamental matrix associated to L∗. Furthermore, Γ(x, y) satisfies the fol-
lowing estimates:
||Γ(·, y)||Y 1,2(Rn\Br(y)) + ||Γ(x, ·)||Y 1,2(Rn\Br(x)) ≤ Cr1−
n
2 , ∀r > 0, (3.2.55)
||Γ(·, y)||Lq(Br(y)) + ||Γ(x, ·)||Lq(Br(x)) ≤ Cqr
2−n+n
q , ∀q ∈
[
1, nn−2
)
, ∀r > 0,
(3.2.56)
||DΓ (·, y)||Lq(Br(y)) + ||DΓ (x, ·)||Lq(Br(x)) ≤ Cqr
1−n+n
q , ∀q ∈
[
1, nn−1
)
, ∀r > 0,
(3.2.57)
|{x ∈ Rn : |Γ (x, y)| > τ}|+ |{y ∈ Rn : |Γ (x, y)| > τ}| ≤ Cτ− nn−2 , ∀τ > 0, (3.2.58)
|{x ∈ Rn : |DxΓ (x, y)| > τ}|+ |{y ∈ Rn : |DyΓ (x, y)| > τ}| ≤ Cτ−
n
n−1 , ∀τ > 0,
(3.2.59)
|Γ (x, y)| ≤ C |x− y|2−n , ∀x 6= y, (3.2.60)
where each constant depends on n, N , c0, Γ, γ, and the constants from (3.1.20) and
(IB), and each Cq depends additionally on q. Moreover, for any 0 < R ≤ R0 < |x− y|,
|Γ (x, y)−Γ (z, y)| ≤ CR0C
( |x− z|
R
)η
R2−n (3.2.61)
whenever |x− z| < R2 and
|Γ (x, y)−Γ (x, z)| ≤ CR0C
( |y − z|
R
)η
R2−n (3.2.62)
whenever |y − z| < R2 , where CR0 and η = η(R0) are the same as in assumption (H).
Proof. By our assumptions, Proposition 3.2.5 holds with Ry = ∞ for all y ∈ Rn. Let
Γρ (·, y) and Γ (·, y) be as in Proposition 3.2.5.
Fix x, y ∈ Rn and 0 < R ≤ R0 < |x− y|. Then LΓ (·, y) = 0 on BR0 (x). Therefore,
by assumption (H) and the pointwise bound (3.2.54), whenever |x− z| < R2 we have
|Γ (x, y)−Γ (z, y)| ≤ CR0
( |x− z|
R
)η
C ||Γ(·, y)||L∞(BR(x)) ≤ CR0C
( |x− z|
R
)η
R2−n.
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This is the Ho¨lder continuity of Γ(·, y) described by (3.2.61).
Using the pointwise bound on vρ in place of those for v, a similar statement holds for
Γρ with ρ ≤ 38 |x−y|, and it follows that for any compact set K b Rn \{y}, the sequence
{Γρµ (·, y)}∞µ=1 is equicontinuous on K. Furthermore, for any such K b Rn \ {y}, there
are constants CK <∞ and ρK > 0 such that for all ρ < ρK ,
||Γρ (·, y)||L∞(K) ≤ CK .
Passing to a subsequence if necessary, we have that for any such compact K b Rn \{y},
Γρµ(·, y)→ Γ (·, y) (3.2.63)
uniformly on K.
We now aim to show
Γ (x, y) = Γ∗ (y, x)T ,
where Γ∗ is the fundamental matrix associated to L∗. Let v̂σ = v̂σ;x,k denote the aver-
aged fundamental vector from Lemma 3.2.2 associated to L∗. By the same arguments
used for vρ, we obtain a sequence {σν}∞ν=1, σν → 0, such that Γ̂
σν
(·, x), a matrix whose
k-th column is v̂Tσν ;x,k, converges to Γ
∗ (·, x) uniformly on compact subsets of Rn \ {x},
where Γ∗ (·, x) is a fundamental matrix for L∗ that satisfies the properties analogous to
those for Γ (·, y). In particular, Γ∗ (·, x) is Ho¨lder continuous.
By (3.2.2), for ρµ and σν sufficiently small,
 
Bρ(y)
Γ̂σkl (·, x) = B [vρ;y,l, v̂σ;x,k] = B∗ [v̂σ;x,k,vρ;y,l] =
 
Bσ(x)
Γρlk(·, y). (3.2.64)
Define
gklµν :=
 
Bρµ (y)
Γ̂σνkl (·, x) =
 
Bσν (x)
Γ
ρµ
lk (·, y) .
By continuity of Γ
ρµ
lk (·, y), it follows that for any x 6= y ∈ Rn,
lim
ν→∞ g
kl
µν = limν→∞
 
Bρµ (y)
Γ̂σνkl (·, x) = Γρµlk (x, y) ,
so that by (3.2.63),
lim
µ→∞ limν→∞ g
kl
µν = limµ→∞Γ
ρµ
lk (x, y) = Γlk (x, y) .
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But by weak convergence in W 1,q (Br (y)), i.e., (3.2.3) with Ry =∞,
lim
ν→∞ g
kl
µν = limν→∞
 
Bρµ (y)
Γ̂σνkl (·, x) =
 
Bρµ (y)
Γ∗kl (·, x) ,
and it follows then by continuity of Γ∗kl (·, x) that
lim
µ→∞ limν→∞ g
kl
µν = limµ→∞
 
Bρµ (y)
Γ∗kl (·, x) = Γ∗kl (y, x) .
Therefore, for all k, l ∈ {1, . . . , N}, x 6= y,
Γlk (x, y) = Γ
∗
kl (y, x) ,
or equivalently, for all x 6= y,
Γ (x, y) = Γ∗ (y, x)T . (3.2.65)
Consequently, all the estimates which hold for Γ (·, y) hold analogously for Γ (x, ·).
Remark 3.2.7. We have seen that there is a subsequence {ρµ}∞µ=1, ρµ → 0, such that
Γρµ (x, y) → Γ (x, y) for all x ∈ Rn \ {y}. In fact, a stronger fact can be proved. By
(3.2.64),
Γρlk (x, y) = limν→∞
 
Bσν (x)
Γρlk (·, y) = limν→∞
 
Bρ(y)
Γ̂σνkl (·, x) =
 
Bρ(y)
Γ ∗kl (·, x) .
By (3.2.65), this gives
Γρlk (x, y) =
 
Bρ(y)
Γlk (x, z) dz.
By continuity, for all x 6= y,
lim
ρ→0
Γρ (x, y) = Γ (x, y) . (3.2.66)
Theorem 3.2.8. Assume that A1)–A7) as well as properties (IB) and (H) hold. If f ∈(
L
2n
n+2 (Rn) ∩ L`loc (Rn)
)N
for some ` ∈ (n2 ,∞], then there exists a unique u ∈ F0(Rn)
that is a weak solution to Lu = f . Furthermore, we have
uk (x) =
ˆ
Rn
Γki (x, y) f
i (y) dy, k = 1, . . . , N. (3.2.67)
for a.e. x ∈ Rn.
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Proof. We see from (3.2.17) that
F0 (Rn) 3 w 7→
ˆ
Rn
f ·w
defines a bounded linear functional on F0 (Rn). Therefore, the existence of a unique
u ∈ F0 (Rn) that is a weak solution to Lu = f follows from the Lax-Milgram theorem.
By definition of a weak solution, we haveˆ
Rn
f · v̂σ = B [u, v̂σ] = B∗ [v̂σ,u] =
 
Ωσ(x)
uk, (3.2.68)
where v̂σ = v̂σ; y,k is the averaged fundamental vector from Lemma 3.2.2 associated to
L∗. Taking the limit in σ of the left-hand side, we get
lim
σ→0
ˆ
Rn
f · v̂σ = lim
σ→0
(ˆ
B1(x)
f · v̂σ +
ˆ
Rn\B1(x)
f · v̂σ
)
=
ˆ
Rn
f · v̂, (3.2.69)
where v̂ is the k-th column of Γ∗ (·, x). Here, we have used (3.2.22) and f ∈ L`loc (Rn)N
for ` ∈ (n2 ,∞] to establish convergence of the first integral, and we have used (3.2.5)
and f ∈ L 2nn+2 (Rn)N to establish convergence of the second integral. Combining (3.2.68)
and (3.2.69), we get
uk (x) =
ˆ
Rn
Γ∗ik (y, x) f
i (y) dy, for a.e. x ∈ Rn.
The conclusion (3.2.67) now follows from (3.2.65).
3.2.3 Green matrix
Here we show existence of the Green matrix of L on any connected open set Ω ⊂ Rn
with n ≥ 3.
Definition 3.2.9. Let Ω be an open, connected subset of Rn. We say that the matrix
function GD (x, y) = (Gij (x, y))
N
i,j=1 defined on the set {(x, y) ∈ Ω× Ω : x 6= y} is the
Green matrix of L if it satisfies the following properties:
1) GD (·, y) is locally integrable and LGD (·, y) = δyI for all y ∈ Ω in the sense that
for every φ =
(
φ1, . . . , φN
)T ∈ C∞c (Ω)N ,ˆ
Ω
Aαβij DβGjk (·, y)Dαφi+bαijGjk (·, y)Dαφi+dβijDβGjk (·, y)φi+VijGjk (·, y)φi
= φk (y)
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2) For all y ∈ Ω and r > 0, GD (·, y) ∈ Y 1,2 (Ω \ Ωr (y))N×N . In addition, GD(·, y)
vanishes on ∂Ω in the sense that for every ζ ∈ C∞c (Ω) satisfying ζ ≡ 1 on Br(y)
for some r > 0, we have
(1− ζ)GD(·, y) ∈ Y 1,20 (Ω \ Ωr(y))N×N .
3) For any f =
(
f1, . . . , fN
)T ∈ L∞c (Ω)N , the function u = (u1, . . . , uN)T given by
uk (y) =
ˆ
Ω
Gjk (x, y) f
j (x) dx
belongs to F0 (Ω) and satisfies L∗u = f in the sense that for every φ =
(
φ1, . . . , φN
)T ∈
C∞c (Ω)
N ,
ˆ
Ω
Aαβij Dαu
iDβφ
j + bαijDαu
iφj + dβiju
iDβφ
j + Viju
iφj =
ˆ
Ω
f jφj .
We say that the matrix function GD (x, y) is the continuous Green matrix if it
satisfies the conditions above and is also continuous.
As in the case of the (continuous) fundamental matrix, and by the same argument,
there exists at most one (continuous) Green matrix, where the sense of uniqueness is
also as before.
Theorem 3.2.10. Let Ω be an open, connected, proper subset of Rn. Denote dx :=
dist(x, ∂Ω) for x ∈ Ω. Assume that A1)–A7) as well as properties (IB) and (H) hold.
Then there exists a unique continuous Green matrix GD(x, y) = (Gij(x, y))
N
i,j=1, defined
in {x, y ∈ Ω, x 6= y}, that satisfies Definition 3.2.9. We have GD(x, y) = GD∗(y, x)T ,
where GD
∗ is the unique continuous Green matrix associated to L∗. Furthermore,
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GD(x, y) satisfies the following estimates:
||GD (·, y)||Y 1,2(Ω\Br(y)) ≤ Cr1−n/2, ∀r < 12dy, (3.2.70)
||GD (·, y)||Lq(Br(y)) ≤ Cqr
2−n+n
q , ∀r < 12dy, ∀q ∈ [1, nn−2), (3.2.71)
||DGD (·, y)||Lq(Br(y)) ≤ Cqr
1−n+n
q , ∀r < 12dy, ∀q ∈ [1, nn−1), (3.2.72)
|{x ∈ Ω : |GD (x, y)| > τ}| ≤ Cτ−
n
n−2 , ∀τ > (12dy)2−n , (3.2.73)
|{x ∈ Ω : |DxGD (x, y)| > τ}| ≤ Cτ−
n
n−1 , ∀τ > (12dy)1−n , (3.2.74)
||GD (x, ·)||Y 1,2(Ω\Br(x)) ≤ Cr1−n/2, ∀r < 12dx, (3.2.75)
||GD (x, ·)||Lq(Br(x)) ≤ Cqr
2−n+n
q , ∀r < 12dx, ∀q ∈ [1, nn−2), (3.2.76)
||DGD (x, ·)||Lq(Br(x)) ≤ Cqr
1−n+n
q , ∀r < 12dx, ∀q ∈ [1, nn−1), (3.2.77)
|{y ∈ Ω : |GD (x, y)| > τ}| ≤ Cτ−
n
n−2 , ∀τ > (12dx)2−n , (3.2.78)
|{y ∈ Ω : |DyGD (x, y)| > τ}| ≤ Cτ−
n
n−1 , ∀τ > (12dx)1−n , (3.2.79)
|GD (x, y)| ≤ Cd2−nx,y ∀x 6= y, where dx,y := min(dx, dy, |x− y|), (3.2.80)
where the constants depend on n, N, c0, Γ, γ, and the constants from (3.1.20) and (IB),
and each Cq depends additionally on q. Moreover, for any 0 < R ≤ R0 < 12dx,y,
|GD (x, y)−GD (z, y)| ≤ CR0C
( |x− z|
R
)η
R2−n, (3.2.81)
whenever |x− z| < R2 and
|GD (x, y)−GD (x, z)| ≤ CR0C
( |y − z|
R
)η
R2−n, (3.2.82)
whenever |y − z| < R2 , where CR0 and η = η(R0) are the same as in assumption (H).
Proof. The hypotheses of Lemma 3.2.2 are satisfied with Ry = dy, for all y ∈ Ω.
For each y ∈ Ω, 0 < ρ < dy, and k = 1, . . . , N , we obtain {vρ;y,k} ⊂ F0 (Ω) and
v = vy,k satisfying (3.2.2)-(3.2.7) and the estimates (3.2.8)-(3.2.14), where Ry = dy and
Rx,y = min{dx, dy, |x− y|}.
We define GD(·, y) to be the matrix whose columns are given by vTy,k for k =
1, . . . , N , and we define similarly the averaged Green matrix GD
ρ(·, y). Then estimates
(3.2.70)–(3.2.74) and (3.2.80) are inherited directly from Lemma 3.2.2.
We now prove that GD(x, y) satisfies Definition 3.2.9. This definition largely resem-
bles that of the fundamental matrix, and the proof can be executed analogously, except
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for an additional requirement to prove that GD(·, y) = 0 on ∂Ω in the sense that for all
ζ ∈ C∞c (Ω) satisfying ζ ≡ 1 on Br(y) for some r > 0, we have
(1− ζ)GD(·, y) ∈ Y 1,20 (Ω)N×N . (3.2.83)
By Mazur’s lemma, Y 1,20 (Ω)
N is weakly closed in Y 1,2 (Ω)N . Therefore, since (1 −
ζ)vρµ = vρµ − ζvρµ ∈ Y 1,20 (Ω)N for all ρµ < dy, it suffices for (3.2.83) to show that
(1− ζ)vρµ ⇀ (1− ζ)v in Y 1,2 (Ω)N . (3.2.84)
Since (1− ζ) ≡ 0 on Br(y), the result (3.2.84) follows from (3.2.5). Indeed,ˆ
Ω
(1− ζ)Gkl(·, y)φ =
ˆ
Ω
Gkl(·, y)(1− ζ)φ = lim
µ→∞
ˆ
Ω
G
ρµ
kl (·, y)(1− ζ)φ
= lim
µ→∞
ˆ
Ω
(1− ζ)Gρµkl (·, y)φ, ∀φ ∈ L
2n
n+2 (Ω) , and
ˆ
Ω
D [(1− ζ)Gkl(·, y)] · ψ = −
ˆ
Ω
Gkl(·, y)Dζ · ψ +
ˆ
Ω
DGkl(·, y) · (1− ζ)ψ
= − lim
µ→∞
ˆ
Ω
G
ρµ
kl (·, y)Dζ · ψ + limµ→∞
ˆ
Ω
DG
ρµ
kl (·, y) · (1− ζ)ψ
= lim
µ→∞
ˆ
Ω
D
[
(1− ζ)Gρµkl (·, y)
] · ψ, ∀ψ ∈ L2 (Ω)N .
Therefore, GD(x, y) is the unique Green matrix associated to L.
It follows from (3.2.70) and property (H) that for any 0 < R ≤ R0 ≤ 12dx,y, there
exists η = η(R0) and CR0 > 0 such that, whenever |x− z| ≤ R2 ,
|GD (x, y)−GD (z, y)| ≤ CR0C
( |x− z|
R
)η
R2−n. (3.2.85)
By the same argument that lead to (3.2.63), this implies that, passing to a subsequence
if necessary, for any compact K b Ω \ {y},
GD
ρµ(·, y)→ GD(·, y) (3.2.86)
uniformly on K, and from here the same argument as the one for (3.2.65) proves that
GD(x, y) = GD
∗(y, x)T , ∀x, y ∈ Ω, x 6= y. (3.2.87)
The remaining properties, (3.2.75)–(3.2.79), follow from Lemma 3.2.2 applied to GD
∗ (·, x)
in combination with (3.2.87).
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Remark 3.2.11. As with the fundamental matrix, we obtain
GD
ρ(x, y) =
 
Ωρ(y)
GD(x, z)dz, (3.2.88)
and, by continuity,
lim
ρ→0
GD
ρ(x, y) = GD(x, y), ∀x, y ∈ Ω, x 6= y. (3.2.89)
3.2.4 Global estimates for the Green matrix
It was observed in [30] that if the interior boundedness assumption (IB) is altered as
below (to being valid on balls possibly intersecting the boundary), then the pointwise
and local Lq estimates of GD can be freed of their dependence on the distances to the
boundary for the homogeneous elliptic operators. Similarly, assuming local boundedness
on boundary balls gives enhanced Green function estimates in our setting.
(BB) Let Ω be a connected open set in Rn. We say that (BB) holds in Ω if whenever
u ∈ F (Ω2R) is a weak solution to Lu = f or L∗u = f in ΩR, for some R > 0,
where f ∈ L` (ΩR)N for some ` ∈
(
n
2 ,∞
]
, and u ≡ 0 on ∂Ω ∩ BR, then u is a
bounded function and for any q > 0,
||u||L∞(ΩR/2) ≤ C
[
R
−n
q ||u||Lq(ΩR) +R2−
n
` ||f ||L`(ΩR)
]
, (3.2.90)
where the constant C is independent of R.
We note that condition (BB) holds, for example, whenever (IB) holds for an extended
operator L# defined on Rn with L = L# on Ω. This fact can often be established by a
reflection argument (see, for example, Appendix A).
Corollary 3.2.12. Let Ω be an open, connected, proper subset of Rn. Assume that
A1)–A7) as well as properties (BB) and (H) hold. Then the continuous Green matrix
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satisfies the following global estimates:
||GD (·, y)||Y 1,2(Ω\Br(y)) + ||GD (x, ·)||Y 1,2(Ω\Br(x)) ≤ Cr1−n/2, ∀r > 0, (3.2.91)
||GD (·, y)||Lq(Br(y)) + ||GD (x, ·)||Lq(Br(x)) ≤ Cqr
2−n+n
q , ∀r > 0, ∀q ∈ [1, nn−2),
(3.2.92)
||DGD (·, y)||Lq(Br(y)) + ||DGD (x, ·)||Lq(Br(x)) ≤ Cqr
1−n+n
q , ∀r > 0, ∀q ∈ [1, nn−1),
(3.2.93)
|{x ∈ Ω : |GD (x, y)| > τ}|+ |{y ∈ Ω : |GD (x, y)| > τ}| ≤ Cτ−
n
n−2 , ∀τ > 0,
(3.2.94)
|{x ∈ Ω : |DxGD (x, y)| > τ}|+ |{y ∈ Ω : |DyGD (x, y)| > τ}| ≤ Cτ−
n
n−1 , ∀τ > 0,
(3.2.95)
|GD (x, y)| ≤ C|x− y|2−n ∀x 6= y, (3.2.96)
where the constants depend on n, N, c0, Γ, γ and the constants from (3.1.20) and (BB),
and each Cq depends additionally on q. The Ho¨lder continuity estimates of Theo-
rem 3.2.10 remain unchanged.
Proof. As in the proof of Theorem 3.2.10, the global estimates are inherited directly
from Lemma 3.2.2 with Rx, Ry =∞ for all x, y ∈ Ω.
Remark 3.2.13. In conclusion, Γ (x, y) exists and satisfies the estimates of Theorem 3.2.6
whenever (IB) and (H) hold for solutions. The conclusion of Theorem 3.2.6 also states
that
Γ (·, y) ∈ Y 1,2 (Rn \Br (y))N×N for any r > 0.
However, it does not follow from Theorem 3.2.6 that Γ (·, y) ∈ F (Rn \Br (y)) for the
general space F. In Section 3.6, we examine a number of examples and show that in
each case, a version of this statement holds for Γ (·, y) as well as Γ (x, ·), GD (·, y), and
GD (x, ·).
3.3 A Caccioppoli inequality
The remainder of the chapter will essentially be a discussion of the major examples that
fit our theory. In this section we prove a version of the Caccioppoli inequality designed to
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satisfy hypothesis A7). In the next two sections we demonstrate local boundedness and
Ho¨lder continuity of solutions (for equations only, rather than systems) in the spirits of
properties (BB) and (H). And finally, in Section 3.6, we tie it all together by presenting
the most common examples.
Lemma 3.3.1. Let Ω ⊂ Rn be open and connected. Assume that F (Ω), F0 (Ω), L,
and B satisfy A1) – A5). Suppose b ∈ Ls (Ω)n×N×N , d ∈ Lt (Ω)n×N×N for some
s, t ∈ [n,∞], and (instead of assuming A6)), assume that either
• s, t = n and B [v,v] ≥ γ ||Dv||2
L2(Ω)N
for every v ∈ F0 (Ω); or
• s, t ∈ (n,∞] and B [v,v] ≥ γ ||v||2
W 1,2(Ω)N
for every v ∈ F0 (Ω).
Let u ∈ F (Ω) and ζ ∈ C∞(Rn) with Dζ ∈ C∞c (Rn) be such that uζ ∈ F0 (Ω), Dαζ u ∈
L2(Ω)N , α = 1, ..., n, and B [u,uζ2] ≤ ˆ f · u ζ2 for some f ∈ L` (Ω)N , ` ∈ (n2 ,∞].
Then ˆ
|Du|2 ζ2 ≤ C
ˆ
|u|2 |Dζ|2 + c
∣∣∣∣ˆ f · u ζ2∣∣∣∣ , (3.3.1)
where C = C
(
n, s, t, γ,Λ, ||b||Ls(Ω) , ||d||Lt(Ω)
)
, c = c (γ).
Remark 3.3.2. Let us make a few comments before the proof. First, as in the comments
to A7), we remark that the condition Dζ ∈ C∞c (Rn) implies that ζ is a constant outside
some large ball (call it Cζ) and hence, Cζ − ζ ∈ C∞c (Rn). Then, by A4), uζ2 =
Cζuζ − (Cζ − ζ)uζ ∈ F0 (Ω). We shall use this in the proof. Also, the conditions
uζ ∈ F0 (Ω), Dαζ u ∈ L2(Ω)N , α = 1, ..., n, and Dζ ∈ C∞c (Rn), along with (3.1.2),
ensure that the first and the second integral in (3.3.1) are finite. The last one is finite
for otherwise both the assumptions and the conclusion of the Lemma are meaningless.
Second, if we do assume A6), then the condition B [v,v] ≥ γ ||Dv||2
L2(Ω)N
for every
v ∈ F0 (Ω) follows from (3.1.2). Moreover, the actual requirements on b and d that
are necessary to carry out the arguments, and appear in the constant C, are b ∈
Ls (Ω ∩ U)n×N×N , d ∈ Lt (Ω ∩ U)n×N×N for any U containing the support of Dζ. Since
the latter is compact, one could always reduce the case s, t > n to the case s = t = n
and hence to work in the first regimen. However, such a reduction would bring up the
dependence of the constants on the size of the support of Dζ, and this is typically not
desirable.
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Proof. Let u, ζ be as in the statement. A computation shows that
B [uζ,uζ] = B [u,uζ2]+ ˆ Aαβ [(−Dβu · uDαζ + uDβζ ·Dαu) ζ + u · uDβζ Dαζ]
+
ˆ (
−bαuζ · uDαζ + dβuDβζ · uζ
)
.
By the assumption, B [u,uζ2] ≤ ˆ |f | |u| ζ2.
By (3.1.10),ˆ
Aαβ [(−Dβu · uDαζ + uDβζ ·Dαu) ζ + u · uDβζ Dαζ]
≤ 2Λ
ˆ
|Du| |Dζ| |u| η + Λ
ˆ
|Dζ|2 |u|2 ≤
(
8Λ2
γ
+ Λ
)ˆ
|u|2 |Dζ|2 + γ
8
ˆ
|Du|2 ζ2.
If s ∈ (n,∞), then since uζ ∈ F0 (Ω),∣∣∣∣ˆ bαuζ · uDαζ∣∣∣∣ ≤ ˆ |b| |uζ|ns |uζ|1−ns |uDζ| ≤ ||b||Ls(Ω) ||uζ||nsL2∗ (Ω) ||uζ||1−nsL2(Ω) ||uDζ||L2(Ω)
≤ c
n
s
n ||b||Ls(Ω) ||D (uζ)||
n
s
L2(Ω)
||uζ||1−
n
s
L2(Ω)
||uDζ||L2(Ω)
≤ γ
4
||D (uζ)||2L2(Ω) +
γ
2
||uζ||2L2(Ω) +
Cn,s
γ
||b||2Ls(Ω)
ˆ
|u|2 |Dζ|2 .
Similarly, if s =∞, then∣∣∣∣ˆ bαuζ · uDαζ∣∣∣∣ ≤ ||b||L∞(Ω) ||uζ||L2(Ω) ||uDζ||L2(Ω) ≤ γ2 ||uζ||2L2(Ω) + 12γ ||b||2L∞(Ω)
ˆ
|u|2 |Dζ|2 .
Finally, if s = n, then∣∣∣∣ˆ bαuζ · uDαζ∣∣∣∣ ≤ ˆ |b| |uζ| |uDζ| ≤ ||b||Ln(Ω) ||uζ||L2∗ (Ω) ||uDζ||L2(Ω)
≤ γ
4
ˆ
|D (uζ)|2 + c
2
n
γ
||b||2Ln(Ω)
ˆ
|u|2 |Dζ|2 .
Analogous inequalities hold for d.
It follows from the inequalities above and the coercivity assumption on B that
γ
4
ˆ
|Du|2 ζ2 − γ
2
ˆ
|u|2 |Dζ|2 ≤ γ
2
ˆ
|D (uζ)|2
≤
(
8Λ2
γ
+ Λ +
Cn,s ||b||2Ls(Ω)
γ
+
Cn,t ||d||2Lt(Ω)
γ
)ˆ
|u|2 |Dζ|2 + γ
8
ˆ
|Du|2 ζ2 +
ˆ
|f | |u| ζ2,
which leads to the claimed inequality after rearrangements.
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3.4 Local boundedness in the equation setting
For general elliptic systems, homogeneous or not, (IB), (BB), (H), or even the fact of
local boundedness of solutions may fail. For counterexamples, we refer to [38] for di-
mension n ≥ 5 and [20] for lower dimensions. In this and the next section we discuss the
cases when local boundedness is valid, restricting ourselves to the context of equations
rather than systems, i.e., to N = 1. We insist that such a restriction is taken in Sec-
tions 3.4 and 3.5 only and that this restriction is not necessary in order for (IB), (BB),
(H) to hold. Nonetheless, it is perhaps the most commonly used application. Much of
the material in Sections 3.4 and 3.5, or at least analogous arguments, have appeared
in classical literature (e.g., [22], [24], [47]). However, we have to carefully track the
constants, the exact nature of dependence on b, d, V, the impact of coercivity, and the
resulting scale-invariance, since this is crucial for building the fundamental solutions.
Therefore, for completeness, we present the full arguments.
The following lemma gives a scale-invariant (independent of the choice of R) version
of local boundedness. To prove the lemma, we will use de Giorgi’s approach, as explained
in [24], [47]. The novelty of our argument is that rather than assuming ellipticity of
the homogeneous operator, we assume coercivity of the bilinear form associated to the
full operator. This allows us to prove a scale-invariant version of local boundedness
under a certain sign assumption on the lower order terms. In other words, we avoid
picking up dependencies on the size of the domain over which we are working. Recall
that ΩR = BR ∩ Ω.
We continue to work in the abstract framework that was first introduced in Sec-
tion 3.1, but we will have to impose some further properties on our function spaces in
order to show that local boundedness and interior Ho¨lder continuity are in fact reason-
able assumptions.
B1) For any R > 0, k ≥ 0, if u ∈ F (ΩR) satisfies u = 0 along ∂Ω ∩ BR (as usual, in
the sense of (3.1.7)–(3.1.8)), then ζ (u− k)+ ∈ F0 (ΩR), Dαζ (u− k)+ ∈ L2 (ΩR),
α = 1, ..., n, for any non-negative ζ ∈ C∞c (BR), where (u− k)+ := max {u− k, 0}.
B2) For any ball BR ⊂ Rn, R > 0, if u ∈ F (BR) is non-negative, and k, ω > 0, then
(u+ k)−ω ∈ F (BR).
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Lemma 3.4.1. Let Ω ⊂ Rn be open and connected and take N = 1. Assume that F (Ω),
F0 (Ω), L, and B satisfy A1) – A5) and B1). Suppose b ∈ Ls (ΩR)n, d ∈ Lt (ΩR)n for
some s, t ∈ [n,∞], and (instead of assuming A6)) assume that either
• s, t = n and B [v, v] ≥ γ ||Dv||2L2(ΩR) for every v ∈ F0 (ΩR); or
• s, t ∈ (n,∞] and B [v, v] ≥ γ ||v||2W 1,2(ΩR) for every v ∈ F0 (ΩR).
Assume also that
V −Dαbα ≥ 0 in ΩR in the sense of distributions. (3.4.1)
Let u ∈ F (Ω2R) satisfy u = 0 along ∂Ω ∩ B2R. Let f ∈ L` (ΩR) for some ` ∈
(
n
2 ,∞
]
and assume that Lu ≤ f in ΩR weakly in the sense that for any ϕ ∈ F0 (BR) such that
ϕ ≥ 0 in ΩR, we have
B [u, ϕ] ≤
ˆ
fϕ. (3.4.2)
Then u+ ∈ L∞loc (ΩR) and for any r < R, q > 0,
sup
Ωr
u+ ≤ C
(R− r)nq
∣∣∣∣u+∣∣∣∣
Lq(ΩR)
+ cqR
2−n
` ||f ||L`(ΩR) , (3.4.3)
where C = C
(
n, q, s, t, `, γ,Λ, ||b||Ls(ΩR) , ||d||Lt(ΩR)
)
and cq depends only on q.
Remark 3.4.2. Let us remark that (3.4.3) is of course vacuous if ||u+||Lq(ΩR) is not
finite. In practice, however, this is not a concern because in any ball of radius strictly
smaller than R, the norm is finite and hence we can apply (3.4.3) in such a ball. Indeed,
||u+||Lq(ΩR) < ∞ for any u ∈ F (Ω2R) by (3.1.5). Therefore, by applying (3.4.3) with
q = 2, we conclude that ||u+||L∞(Ωr) is finite for any r < R. Hence, ||u+||Lq(Ωr) is finite
for any r < R. Below, we will first prove (3.4.3) with q = 2 and then assume that
||u+||Lq(ΩR) is finite. (Again, one can always take a slightly smaller ball if necessary).
Remark 3.4.3. If ΩR = BR, then ∂Ω ∩ ΩR is empty so that the boundary condition on
u is vacuously satisfied. Therefore, this version of local boundedness is applicable for
all of our settings, i.e. when we are concerned with the boundary and when we are not.
Remark 3.4.4. As previously pointed out, the estimate (3.4.3) is scale-invariant since
it doesn’t depend on R. In our applications, we will assume that b ∈ Ls (Ω)n and
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d ∈ Lt (Ω)n. Since ||b||Ls(ΩR) ≤ ||b||Ls(Ω) and ||d||Lt(ΩR) ≤ ||d||Lt(Ω) for every R, then this
lemma shows that we may establish local bounds with constants that are independent
of the subdomain, ΩR.
Proof. We will first prove the case of q = 2 and r = 12R. Fix ζ ∈ C∞c (BR), a cutoff
function for which 0 ≤ ζ ≤ 1. For some k ≥ 0, define v = (u− k)+. By B1), vζ, vζ2 ∈
F0 (ΩR). Lemma 7.6 from [22] implies that Dv = Du for u > k and Dv = 0 for u ≤ k
(since (3.1.5) implies that v is weakly differentiable on Ω).
Since V −Dαbα ≥ 0 in the sense of distributions and supp(vζ2) is a subset of {u ≥ k},
then
B [v, vζ2] = ˆ (AαβDβv + bαv)Dα (vζ2)+ (dβDβv + V v) vζ2
= B [u, vζ2]− k ˆ (V −Dαbα) vζ2 ≤ ˆ fvζ2,
where we used (3.4.2) with ϕ := vζ2 ∈ F0 (ΩR), ϕ ≥ 0 to get the last inequality.
Since vζ ∈ F0 (ΩR), vDαζ ∈ L2(ΩR), andDζ is compactly supported, then Lemma 3.3.1
is applicable with u = v. It follows that
ˆ
|Dv|2 ζ2 ≤
[(
8Λ
γ
)2
+
8Λ
γ
+ 4 + 8
Cn,s ||b||2Ls(ΩR) + Cn,t ||d||
2
Lt(ΩR)
γ2
] ˆ
|v|2 |Dζ|2
+
8
γ
ˆ
|f | |v| ζ2.
By Ho¨lder and Sobolev inequalities with 2∗ = 2nn−2 ,
ˆ
|f | vζ2 ≤
(ˆ
|f |`
) 1
`
(ˆ
|vζ|2∗
) 1
2∗
|{vζ 6= 0}|1− 1`− 12∗
≤ γ
32
ˆ
|D (vζ)|2 + 8c
2
n
γ
||f ||2L`(ΩR) |{vζ 6= 0}|
1+ 2
n
− 2
` . (3.4.4)
Therefore,
ˆ
|D (vζ)|2 ≤ 4
[(
8Λ
γ
)2
+
8Λ
γ
+ 5 + 8
Cn,s ||b||2Ls(ΩR) + Cn,t ||d||
2
Lt(ΩR)
γ2
]ˆ
|v|2 |Dζ|2
+
(
16cn
γ
||f ||L`(ΩR)
)2
|{vζ 6= 0}|1+ 2n− 2` .
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Since the Ho¨lder and Sobolev inequalities imply that
ˆ
(vζ)2 ≤
(ˆ
(vζ)2
∗
)2/2∗
|{vζ 6= 0}|1− 22∗ ≤ c2n
ˆ
|D (vζ)|2 |{vζ 6= 0}| 2n ,
then ˆ
(vζ)2 ≤ C1
4
ˆ
v2 |Dζ|2 |{vζ 6= 0}|ε1 + C1F 2 |{vζ 6= 0}|1+ε2 , (3.4.5)
where ε1 =
2
n , ε2 =
4
n − 2` > 0, F = ||f ||L`(ΩR), and
C1 = 16c
2
n
[(
8Λ
γ
)2
+
8Λ
γ
+ 5 + 8
Cn,s ||b||2Ls(ΩR) + Cn,t ||d||
2
Lt(ΩR)
γ2
]
+
(
16c2n
γ
)2
.
(3.4.6)
For fixed 0 < r ≤ ρ ≤ R, let ζ ∈ C∞c (Bρ) be such that ζ ≡ 1 in Br and |Dζ| ≤ 2ρ−r
in BR. We let A (k, r) = {x ∈ Ωr : u ≥ k} = supp v ∩ Ωr. Then, for any 0 < r < ρ ≤ R
and k ≥ 0, it follows from (3.4.5) that
ˆ
A(k,r)
(u− k)2 ≤ C1
[
|A (k, ρ)|ε1
(ρ− r)2
ˆ
A(k,ρ)
(u− k)2 + F 2 |A (k, ρ)|1+ε2
]
. (3.4.7)
Considering r = R/2, the goal is to show that there exists a k ≥ 0 such thatˆ
A(k,R/2)
(u− k)2 = 0.
Take h > k ≥ 0 and 0 < r < R. Since A (k, r) ⊃ A (h, r), thenˆ
A(h,r)
(u− h)2 ≤
ˆ
A(k,r)
(u− k)2
and
|A (h, r)| = |Br ∩ {u− k > h− k}| ≤ 1
(h− k)2
ˆ
A(k,r)
(u− k)2 .
Using these inequalities in (3.4.7) above, we have that for h > k ≥ 0 and 12R ≤ r < ρ ≤ R
ˆ
A(h,r)
(u− h)2 ≤ C1
[
|A (h, ρ)|ε1
(ρ− r)2
ˆ
A(h,ρ)
(u− h)2 + F 2 |A (h, ρ)|1+ε2
]
≤ C1
{
1
(ρ− r)2 (h− k)2ε1
[ˆ
A(k,ρ)
(u− k)2
]1+ε1
+
F 2
(h− k)2(1+ε2)
[ˆ
A(k,ρ)
(u− k)2
]1+ε2 }
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or∣∣∣∣(u− h)+∣∣∣∣
L2(Ωr)
≤ C2
[
1
(ρ− r) (h− k)ε1
∣∣∣∣(u− k)+∣∣∣∣1+ε1
L2(Ωρ)
+
F
(h− k)1+ε2
∣∣∣∣(u− k)+∣∣∣∣1+ε2
L2(Ωρ)
]
,
(3.4.8)
where C2 depends on C1.
Set ϕ (k, r) =
∣∣∣∣(u− k)+∣∣∣∣
L2(Ωr)
. For i = 0, 1, 2, . . ., define
ki = K
(
1− 1
2i
)
, ri =
R
2
+
R
2i+1
,
so that
ki − ki−1 = K
2i
, ri−1 − ri = R
2i+1
,
where K > 0 is to be determined. Then it follows from (3.4.8) with ρ = ri−1, r = ri,
h = ki, and k = ki−1 that
ϕ (ki, ri) ≤ C2
[
2
2(1+ε1)i
RKε1
ϕ (ki−1, ri−1)1+ε1 + F
(
2i
K
)1+ε2
ϕ (ki−1, ri−1)1+ε2
]
, i ≥ 1.
(3.4.9)
Claim: There exists µ > 1 and K sufficiently large (depending, in particular, on µ)
such that for any i = 0, 1, . . .
ϕ (ki, ri) ≤ ϕ (k0, r0)
µi
. (3.4.10)
It is clear that the claim holds for i = 0. Assume that the claim holds for i− 1. Then
ϕ (ki−1, ri−1)1+ε ≤
[
ϕ (k0, r0)
µi−1
]1+ε
=
[
ϕ (k0, r0)
ε
µiε−(1+ε)
]
ϕ (k0, r0)
µi
.
Substituting this expression into (3.4.9), we have
ϕ (ki, ri) ≤ C2
[
2µ(1+ε1)
(
2(1+ε1)
µε1
)i [
ϕ (k0, r0)
R
n
2K
]ε1
+ µ(1+ε2)
(
2(1+ε2)
µε2
)i
R
n
2
ε2F
K
[
ϕ (k0, r0)
R
n
2K
]ε2 ]ϕ (k0, r0)
µi
.
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If we choose µ > 1 so that µεi ≥ 22+εi for each i, then for the claim to hold we need
C2
{
2µ(1+ε1)
[
R−
n
2 ϕ (k0, r0)
K
]ε1
+ µ(1+ε2)
R2−
n
` F
K
[
R−
n
2 ϕ (k0, r0)
K
]ε2}
≤ 1.
Thus, we choose K = C0R
−n/2ϕ (k0, r0) + R2−
n
` F for some C0 >> 1 that depends on
C2, µ and each εi.
Taking i→∞ in (3.4.10) shows that ϕ (K, R2 ) = 0. In other words, since ϕ (k0, r0) =
ϕ (0, R) = ||u+||L2(ΩR),
sup
ΩR/2
u+ ≤ K ≤ C0R−n2
∣∣∣∣u+∣∣∣∣
L2(ΩR)
+R2−
n
` ||f ||L`(ΩR) .
For any q ∈ [2,∞], an application of the Ho¨lder inequality gives
sup
ΩR/2
u+ ≤ C0R−
n
q
∣∣∣∣u+∣∣∣∣
Lq(ΩR)
+R2−
n
` ||f ||L`(ΩR) . (3.4.11)
To obtain an estimate in ΩθR, we apply (3.4.11) to Ω(1−θ)R (y), where y ∈ ΩθR.
That is, for any y ∈ ΩθR,
u+ (y) ≤ sup
Ω (1−θ)R
2
(y)
u+ ≤ C0 [(1− θ)R]−
n
q
∣∣∣∣u+∣∣∣∣
Lq(ΩR)
+R2−
n
` ||f ||L`(ΩR) .
Now for θ ∈ (0, 1), R > 0, and q ∈ (0, 2), we have∣∣∣∣u+∣∣∣∣
L∞(ΩθR)
≤ C0 [(1− θ)R]−
n
2
∣∣∣∣u+∣∣∣∣
L2(ΩR)
+R2−
n
` ||f ||L`(ΩR)
≤ C0 [(1− θ)R]−
n
2
∣∣∣∣u+∣∣∣∣1− q2L∞(ΩR)
[ˆ
ΩR
(
u+
)q] 12
+R2−
n
` ||f ||L`(ΩR)
≤ 1
2
∣∣∣∣u+∣∣∣∣
L∞(ΩR)
+ C0,q [(1− θ)R]−
n
q
[ˆ
ΩR
(
u+
)q] 1q
+R2−
n
` ||f ||L`(ΩR) ,
where C0,q depends on q and C0. Assuming that ||u+||L∞(ΩR) < ∞ (recall the remark
before the proof), set h (t) = ||u+||L∞(Ωt) for t ∈ (0, R]. Then, for θ ∈ (0, 1), R > 0, and
q ∈ (0, 2), we have
h (r) ≤ 1
2
h (R) +
C0,q
(R− r)nq
∣∣∣∣u+∣∣∣∣
Lq(ΩR)
+R2−
n
` ||f ||L`(ΩR) .
It follows from Lemma 4.3 in [24] that for any r < R,∣∣∣∣u+∣∣∣∣
L∞(Ωr)
≤ cq
[
C0,q
(R− r)nq
∣∣∣∣u+∣∣∣∣
Lq(ΩR)
+R2−
n
` ||f ||L`(ΩR)
]
.
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Remark 3.4.5. If u is a supersolution, then the conclusions of the previous lemmas apply
to u− in place of u+.
Now we prove a slightly different version of Moser boundedness. We show that
without the assumptions of coercivity and non-degeneracy, solutions are still locally
bounded, but there is a dependence on the size of the domain and on the negative part
of the zeroth order potential.
Lemma 3.4.6. Let Ω ⊂ Rn be open and connected and take N = 1. Assume that F (Ω),
F0 (Ω), L, and B satisfy A1) – A5) and B1). Suppose V = V+ − V− where V± ≥ 0 a.e.
and V− ∈ Lp (ΩR) for some p ∈
(
n
2 ,∞
]
. Assume that b ∈ Ls (ΩR)n, d ∈ Lt (ΩR)n for
some s, t ∈ (n,∞]. Let u ∈ F (Ω2R) satisfy u = 0 along ∂Ω ∩ B2R. Let f ∈ L` (ΩR)
for some ` ∈ (n2 ,∞] and assume that Lu ≤ f in ΩR weakly in the sense that for any
ϕ ∈ F0 (BR) such that ϕ ≥ 0 in ΩR, we have (3.4.2). Then u+ ∈ L∞loc (ΩR) and for any
r < R, q > 0, (3.4.3) holds with C dependent on n, q, p, s, t, `, λ, Λ, R
2−n
p ||V−||Lp(ΩR),
R1−
n
s ||b||Ls(ΩR), R1−
n
t ||d||Lt(ΩR), where cq depends only on q.
Proof. We will first prove the case of q = 2, R = 1, and r = 12 . Fix ζ ∈ C∞c (B1), a
cutoff function for which 0 ≤ ζ ≤ 1. For some k ≥ 0, define v = (u− k)+. By B1),
vζ, vζ2 ∈ F0 (Ω1), and Dv = Du for u > k, Dv = 0 for u ≤ k, by Lemma 7.6 from [22]
(since (3.1.5) implies that v is weakly differentiable on Ω).
Since supp(vζ2) is a subset of {u ≥ k}, then a computation givesˆ
AαβDβvDαvζ
2 = B [u, vζ2]− 2ˆ AαβDβvDαζvζ
−
ˆ [
bαvDα
(
vζ2
)
+
(
dβDβv + V v
)
vζ2
]
− k
ˆ [
bαDα
(
vζ2
)
+ V vζ2
]
.
Therefore,ˆ
AαβDβ (vζ)Dα (vζ) = B
[
u, vζ2
]
+
ˆ
Aαβ (DβζDαv −DβvDαζ) vζ +
ˆ
AαβDβζDαζ |v|2
−
ˆ [
bαvDα
(
vζ2
)
+
(
dβDβv + V v
)
vζ2
]
− k
ˆ [
bαDα
(
vζ2
)
+ V vζ2
]
≤
ˆ
(f + kV−) vζ2 − k
ˆ
bαDα (vζ) ζ − k
ˆ
bαDαζvζ
+
ˆ
Aαβ (DβζDαv −DβvDαζ) vζ +
ˆ
AαβDβζDαζ |v|2
−
ˆ
(bα − dα)Dαζv2ζ −
ˆ
(bα + dα)Dα (vζ) vζ +
ˆ
V−v2ζ2,
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where we used (3.4.2) with ϕ := vζ2 ∈ F0 (Ω1), ϕ ≥ 0 to get the first term in the last
inequality. An application of the Ho¨lder, Sobolev, and Young inequalities shows that
ˆ
bαDαζv
2ζ ≤ λ
4
ˆ
|D (vζ)|2 + 16c
2
n
λ
||b||2Ls(Ω1)
ˆ
v2 |Dζ|2 |{vζ 6= 0}| 2n− 2s .
Similarly,
ˆ
bαDα (vζ) vζ ≤ cn ||b||Ls(Ω1)
ˆ
|D (vζ)|2 |{vζ 6= 0}| 1n− 1s
ˆ
V−v2ζ2 ≤ c2n ||V−||Lp(Ω1)
ˆ
|D (vζ)|2 |{vζ 6= 0}| 2n− 1p .
The ellipticity condition, (3.1.9), in combination with boundedness (3.1.10) and the
computations above, shows that
ˆ
|D (vζ)|2 ≤ 4
λ
ˆ
(f + kV−) vζ2 − 4k
λ
ˆ
bαDα (vζ) ζ − 4k
λ
ˆ
bαDαζvζ
+
4
λ2
[
8Λ2 + λΛ +
λ2
4
+ 16c2n
(
||b||2Ls(Ω1) |{vζ 6= 0}|
2
n
− 2
s + ||d||2Lt(Ω1) |{vζ 6= 0}|
2
n
− 2
t
)]ˆ
v2 |Dζ|2
+
4cn
λ
(
||b||Ls(Ω1) |{vζ 6= 0}|
1
n
− 1
s + ||d||Lt(Ω1) |{vζ 6= 0}|
1
n
− 1
t
+ cn ||V−||Lp(Ω1) |{vζ 6= 0}|
2
n
− 1
p
)ˆ
|D (vζ)|2 .
As in (3.4.4),
ˆ
fvζ2 ≤ λ
32
ˆ
|D (vζ)|2 + 8c
2
n
λ
||f ||2L`(Ω1) |{vζ 6= 0}|1+
2
n
− 2
`
ˆ
V−vζ2 ≤ λ
32k
ˆ
|D (vζ)|2 + 8kc
2
n
λ
||V−||2Lp(Ω1) |{vζ 6= 0}|
1+ 2
n
− 2
p .
Similarly,
ˆ
bαDα (vζ) ζ ≤ λ
32k
ˆ
|D (vζ)|2 + 8k
λ
||b||2Ls(Ω1) |{vζ 6= 0}|1−
2
s
ˆ
bαDαζvζ ≤ λ
32k
ˆ
v2 |Dζ|2 + 8k
λ
||b||2Ls(Ω1) |{vζ 6= 0}|1−
2
s .
72
It follows that
ˆ
|D (vζ)|2 ≤
(
8cn
λ
||f ||L`(Ω1)
)2
|{vζ 6= 0}|1+ 2n− 2`
+ k2
[(
8cn
λ
||V−||Lp(Ω1)
)2
|{vζ 6= 0}|1+ 2n− 2p + 2
(
8
λ
||b||Ls(Ω1)
)2
|{vζ 6= 0}|1− 2s
]
+
8
λ2
[
8Λ2 + λΛ +
λ2
4
+ 16c2n
(
||b||2Ls(Ω1) |{vζ 6= 0}|
2
n
− 2
s + ||d||2Lt(Ω1) |{vζ 6= 0}|
2
n
− 2
t
)]ˆ
v2 |Dζ|2
+
8cn
λ
(
||b||Ls(Ω1) |{vζ 6= 0}|
1
n
− 1
s + ||d||Lt(Ω1) |{vζ 6= 0}|
1
n
− 1
t
+ cn ||V−||Lp(Ω1) |{vζ 6= 0}|
2
n
− 1
p
)ˆ
|D (vζ)|2 .
If |{vζ 6= 0}| is chosen so that
|{vζ 6= 0}| ≤ min

(
λ
32cn ||b||Ls(Ω1)
) ns
s−n
,
(
λ
32cn ||d||Lt(Ω1)
) nt
t−n
,
(
λ
32c2n ||V−||Lp(Ω1)
) np
2p−n

(3.4.12)
then
ˆ
|D (vζ)|2 ≤
(
256Λ2
λ2
+
32Λ
λ
+
9λ2
8
)ˆ
v2 |Dζ|2 +
(
16cn
λ
||f ||L`(Ω1)
)2
|{vζ 6= 0}|1+ 2n− 2`
+
(
16kcn
λ
||V−||Lp(Ω1)
)2
|{vζ 6= 0}|1+ 2n− 2p + 2
(
16k
λ
||b||Ls(Ω1)
)2
|{vζ 6= 0}|1− 2s .
Since the Ho¨lder and Sobolev inequalities imply that
ˆ
(vζ)2 ≤
(ˆ
(vζ)2
∗
)2/2∗
|{vζ 6= 0}|1− 22∗ ≤ c2n
ˆ
|D (vζ)|2 |{vζ 6= 0}| 2n ,
then
ˆ
(vζ)2 ≤ C1
4
ˆ
v2 |Dζ|2 |{vζ 6= 0}|ε + C1 (F + k)2 |{vζ 6= 0}|1+ε . (3.4.13)
where ε = min
{
2
n ,
4
n − 2` , 4n − 2p , 2n − 2s
}
> 0, F = ||f ||L`(Ω1), and
C1 = c
2
n
[(
32Λ
λ
)2
+
128Λ
λ
+
9λ2
2
+
(
32cn
λ
)2
+
(
32cn
λ
||V−||Lp(Ω1)
)2
+ 2
(
32
λ
||b||Ls(Ω1)
)2]
.
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For fixed 0 < r ≤ ρ ≤ 1, let ζ ∈ C∞c (Bρ) be such that ζ ≡ 1 in Br and |Dζ| ≤ 2ρ−r
in B1. We let A (k, r) = {x ∈ Ωr : u ≥ k} = supp v ∩ Ωr. Then, for any 0 < r < ρ ≤ 1
and k ≥ 0, if (3.4.12) holds, then (3.4.13) implies that
ˆ
A(k,r)
(u− k)2 ≤ C1
[
|A (k, ρ)|ε
(ρ− r)2
ˆ
A(k,ρ)
(u− k)2 + (F + k)2 |A (k, ρ)|1+ε
]
. (3.4.14)
Since the Ho¨lder inequality implies that
|A (k, r)| ≤ 1
k
ˆ
A(k,r)
u+ ≤ 1
k
(ˆ
ΩR
∣∣u+∣∣2) 12 |A (k, r)| 12 ,
then |{vζ 6= 0}| ≤ 1
k2
∣∣∣∣u+∣∣∣∣2
L2(ΩR)
. To ensure that (3.4.12) holds, we take
k ≥ k0 := C
∣∣∣∣u+∣∣∣∣
L2(ΩR)
, (3.4.15)
where
C :=
(
32cn
λ
||b||Ls(Ω1)
) ns
2s−2n
+
(
32cn
λ
||d||Lt(Ω1)
) nt
2t−2n
+
(
32c2n
λ
||V−||Lp(Ω1)
) np
4p−2n
.
The goal is to show that there exists a k ≥ k0 such thatˆ
A(k,1/2)
(u− k)2 = 0.
With h > k ≥ k0 and 0 < r < 1, it follows from the arguments in the previous proof
that∣∣∣∣(u− h)+∣∣∣∣
L2(Ωr)
≤ C2
[
1
(ρ− r) (h− k)ε +
F + h
(h− k)1+ε
] ∣∣∣∣(u− k)+∣∣∣∣1+ε
L2(Ωρ)
, (3.4.16)
where C2 depends on C1.
Set ϕ (k, r) =
∣∣∣∣(u− k)+∣∣∣∣
L2(Ωr)
. For i = 0, 1, 2, . . ., define
ki = k0 +K
(
1− 1
2i
)
, ri =
1
2
+
1
2i+1
,
where K > 0 is to be determined. Then it follows from (3.4.16) with ρ = ri−1, r = ri,
h = ki, and k = ki−1 that for i ≥ 1
ϕ (ki, ri) ≤ C2
[
3
2(1+ε)i
Kε
+ (F + k0)
(
2i
K
)1+ε]
ϕ (ki−1, ri−1)1+ε . (3.4.17)
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Claim: There exists µ > 1 and K sufficiently large (depending, in particular, on µ)
such that for any i = 0, 1, . . . (3.4.10) holds.
Clearly, the claim holds for i = 0. If the claim holds for i− 1, then
ϕ (ki, ri) ≤ C2µ1+ε
[
3 +
F + k0
K
](
21+ε
µε
)i(
ϕ (k0, r0)
K
)ε ϕ (k0, r0)
µi
.
If we choose µ > 1 so that µε ≥ 21+ε, then for the claim to hold we need
C2µ
1+ε
[
3 +
F + k0
K
](
ϕ (k0, r0)
K
)ε
≤ 1.
Setting K = C0ϕ (k0, r0) +F +k0 for some C0 >> 1 that depends on C2, µ and ε, gives
the claim.
Taking i→∞ in (3.4.10) shows that ϕ (k0 +K, 12) = 0. Since ϕ (k0, r0) = ϕ (k0, 1) ≤
||u+||L2(Ω1), then
sup
Ω1/2
u+ ≤ K + k0 ≤ C0
∣∣∣∣u+∣∣∣∣
L2(ΩR)
+ F + 2k0 = C3
∣∣∣∣u+∣∣∣∣
L2(Ω1)
+ ||f ||L`(Ω1) ,
where C3 = C0 + 2C.
The estimate for R 6= 1 follows from a standard scaling argument. Assume that
Lu = f weakly on ΩR. Let uR (x) = u (Rx), VR (x) = R2V (Rx), bR (x) = Rb (Rx),
dR (x) = Rd (Rx), fR (x) = R
2f (Rx), and define LR to be the scaled version of L.
Then LRuR = fR on B1. Since LR has the same ellipticity constant as L, then by the
previous estimate,
sup
ΩR/2
u+ = sup
Ω1/2
u+R ≤ C3,R
∣∣∣∣u+R∣∣∣∣L2(Ω1) + ||fR||L`(Ω1) ≤ C3,RR−n/2 ∣∣∣∣u+∣∣∣∣L2(ΩR) +R2−n` ||f ||L`(ΩR) ,
where
C3,R = c
[(
32Λ
λ
)2
+
128Λ
λ
+
9λ2
2
+
(
32cn
λ
)2
+
(
32cn
λ
R
2−n
p ||V−||Lp(ΩR)
)2
+ 2
(
32
λ
R1−
n
s ||b||Ls(ΩR)
)2 ]c1
+ 2
[(
32c2n
λ
R
2−n
p ||V−||Lp(ΩR)
) np
4p−2n
+
(
32cn
λ
R1−
n
s ||b||Ls(ΩR)
) ns
2s−2n
+
(
32cn
λ
R1−
n
t ||d||Lt(ΩR)
) nt
2t−2n
]
grows with R.
The rest of the proof, which includes q 6= 2 and r = θR for θ 6= 12 , follows that of
the previous lemma.
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3.5 Interior Ho¨lder continuity in the equation setting
Within this section, we prove Ho¨lder continuity of solutions to general second-order el-
liptic equations with lower order terms. Towards proving Ho¨lder continuity of solutions,
we first show that a lower bound holds for all non-negative supersolutions to our PDE.
The combination of this lower bound with the upper bounds in Section 3.4 and the
arguments presented in Corollary 4.18 from [24] leads to the proof of Ho¨lder continuity.
To prove the lower bound, we use some of the ideas presented in [24], but since
lower order terms were not considered there, we have added the details. Again, the
general approach that we follow is based on the ideas of de Giorgi. Similar estimates
are presented in [22] using Moser’s approach. We actually avoid the use of Moser’s
iteration, and as a consequence, we prove a lower bound for u in terms of ||u||q0 for only
one q0 instead of a full range of values as was done in [24] and [22]. For us, the lower
bound is a step towards Ho¨lder continuity, so a single q0 is sufficient.
Since our proofs are different from those in [24] and [22], we have included the details
here. We also present the structure of the associated constants.
To start, we prove the following result that uses the John-Nirenberg lemma.
Lemma 3.5.1. Take N = 1. Assume that F (BR), F0 (BR), L, and B satisfy A1) –
A5) and B2). Suppose V = V+ − V− where V± ≥ 0 a.e. and V+ ∈ Lp (BR) for some
p ∈ (n2 ,∞]. Assume that there exists s, t ∈ (n,∞] so that b ∈ Ls (BR)n, d ∈ Lt (BR)n.
Assume that f ∈ L` (BR) for some ` ∈
(
n
2 ,∞
]
, gα ∈ Lm (BR) for some m ∈ (n,∞]. Let
u ∈ F (BR) be a non-negative supersolution in the sense that for any ϕ ∈ F0 (BR) such
that ϕ ≥ 0 in BR, we have
B [u, ϕ] ≥ −
ˆ
fϕ+
ˆ
gαDαϕ. (3.5.1)
Then there exists q0
(
n, p, s, t, λ,Λ, R
2−n
p ||V+||Lp(BR) , R1−
n
s ||b||Ls(BR) , R1−
n
t ||d||Lt(BR)
)
>
0 so that for any k ≥ |BR|
2
n
− 1
` ||f ||L`(BR)+|BR|
1
n
− 1
m ||g||Lm(BR), and any Br (y) ⊂ B3R/4,ˆ
Br(y)
(u+ k)−q0
ˆ
Br(y)
(u+ k)q0 ≤ Cnr2n. (3.5.2)
Remark 3.5.2. This lemma is analogous to the first step of the proof of Theorem 4.15
from [24], except that here we have lower order terms.
76
Proof. Let ζ ∈ C∞c (BR) be a cutoff function, 0 ≤ ζ ≤ 1. By B2) with ω = 1, for any
k > 0, u¯ := (u+ k)−1 ∈ F (BR). It follows from A4) that ϕ := u¯ζ2 ∈ F0 (BR). Since u
is a supersolution, we have
0 ≤
ˆ (
AαβDβu+ b
αu
)
Dαϕ+ d
βDβuϕ+ V uϕ+
ˆ
fu¯−1ζ2 −
ˆ
gαDαϕ
= −
ˆ
Aαβ DβwDαw ζ
2 + 2
ˆ
Aαβ DβwDαζ ζ −
ˆ (
1− k
u¯
)
bαDαw ζ
2
+ 2
ˆ (
1− k
u¯
)
bαDαζ ζ +
ˆ
dβDβw ζ
2 +
ˆ
V
(
1− k
u¯
)
ζ2 +
ˆ
f
u¯
ζ2
+
ˆ
gα
u¯
Dαwζ
2 − 2
ˆ
gα
u¯
ζDαζ,
where we have set w = log u¯. With f˜ :=
f
u¯
, g˜ :=
|g|
u¯
, we rearrange and bound to get
λ
ˆ
|Dw|2 ζ2 ≤
ˆ
Aαβ DβwDαw ζ
2
≤ 2Λ
ˆ
|Dw| |Dζ| ζ +
ˆ
(|b|+ |d|+ |g˜|) |Dw| ζ2 + 2
ˆ
(|b|+ |g˜|) |Dζ| ζ
+
ˆ (
|V+|+ f˜
)
ζ2
≤ λ
2
ˆ
|Dw|2 ζ2 + C1
ˆ
|Dζ|2 ,
where
C1 =
8Λ2
λ
+
2c2n
λ
(
|BR|
1
n
− 1
s ||b||Ls(BR) + |BR|
1
n
− 1
t ||d||Lt(BR) + |BR|
1
n
− 1
m ||g˜||Lm(BR)
)2
+ 2cn
(
|BR|
1
n
− 1
s ||b||Ls(BR) + |BR|
1
n
− 1
m ||g˜||Lm(BR)
)
+ c2n
(
|BR|
2
n
− 1
p ||V+||Lp(BR) + |BR|
2
n
− 1
`
∣∣∣∣∣∣f˜ ∣∣∣∣∣∣
L`(BR)
)
.
If |BR|
2
n
− 1
` ||f ||L`(BR)+|BR|
1
n
− 1
m ||g||Lm(BR) > 0, then we choose k = |BR|
2
n
− 1
` ||f ||L`(BR)+
|BR|
1
n
− 1
m ||g||Lm(BR). Otherwise, we choose k > 0 to be arbitrary and eventually take
k → 0+. Then
ˆ
|Dw|2 ζ2 ≤ C2
ˆ
|Dζ|2 , (3.5.3)
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where
C2 =
(
4Λ
λ
)2
+
(
2cn
λ
)2 (
|BR|
1
n
− 1
s ||b||Ls(BR) + |BR|
1
n
− 1
t ||d||Lt(BR) + 1
)2
+
4cn
λ
(
|BR|
1
n
− 1
s ||b||Ls(BR) + 1
)
+
2c2n
λ
(
|BR|
2
n
− 1
p ||V+||Lp(BR) + 1
)
. (3.5.4)
Let Br (y) ⊂ B3R/4. Choose ζ so that ζ ≡ 1 in Br (y), supp ζ b BR, and |Dζ| ≤ Cr .
It follows from the Ho¨lder inequality, Poincare´ inequality, then (3.5.3), that for any
Br (y) ⊂ B3R/4,
ˆ
Br(y)
|w − wy,r| ≤ |Br|
1
2
(ˆ
Br(y)
|w − wy,r|2
) 1
2
≤ cnr
n+2
2
(ˆ
Br
|Dw|2
) 1
2
≤ cnr
n+2
2
(
C2
ˆ
|Dζ|2
) 1
2
≤ C3rn,
where wy,r =
 
Br(y)
w and C3 = cn
√
C2. Therefore, w is a BMO function. By the
John-Nirenberg lemma, there exists q1, C4 > 0, depending only on n, so that for any
Br (y) ⊂ B3R/4
ˆ
Br(y)
e
q1
C3
|w−wy,r| ≤ C4rn.
Therefore, with q0 =
q1
C3
= q1
cn
√
C2
,
ˆ
Br(y)
u¯−q0
ˆ
Br(y)
u¯q0 =
ˆ
Br(y)
e−q0 log u¯
ˆ
Br(y)
eq0 log u¯ =
ˆ
Br(y)
e−q0(w−wy,r)
ˆ
Br(y)
eq0(w−wy,r)
=
ˆ
Br(y)
eq0|w−wy,r|
ˆ
Br(y)
e−q0|w−wy,r| ≤ C4r2n.
Remark 3.5.3. We sometimes use the notation q0 (R) to refer to the exponent q0 asso-
ciated to the ball of radius R.
With the previous estimate, we can prove a lower bound for solutions.
Lemma 3.5.4. Take N = 1. Assume that F (BR), F0 (BR), L, and B satisfy A1) – A5)
and B1) – B2). Assume that there exists p ∈ (n2 ,∞], s, t ∈ (n,∞] so that V+ ∈ Lp (BR),
b ∈ Ls (BR), d ∈ Lt (BR). Assume that f ∈ L` (BR) for some ` ∈
(
n
2 ,∞
]
, gα ∈ Lm (BR)
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for some m ∈ (n,∞]. Suppose u ∈ F (BR) is a nonnegative supersolution in the sense
that for any ϕ ∈ F0 (BR) such that ϕ ≥ 0 in BR, (3.5.1) holds. Then for q0 = q0 (R)
(see Remark 3.5.3), we have( 
B3R/4
uq0
) 1
q0
≤ C0
(
inf
BR/2
u+ |BR|
2
n
− 1
` ||f ||L`(BR) + |BR|
1
n
− 1
m ||g||Lm(BR)
)
,
where C0 = C0
(
n, q0, p, s, t, `,m, λ,Λ, R
2−n
p ||V+||Lp(BR) , R1−
n
s ||b||Ls(BR) , R1−
n
t ||d||Ls(BR)
)
.
Proof. If |BR|
2
n
− 1
` ||f ||L`(BR) + |BR|
1
n
− 1
m ||g||Lm(BR) > 0, let k = |BR|
2
n
− 1
` ||f ||L`(BR) +
|BR|
1
n
− 1
m ||g||Lm(BR). Otherwise, if f, g ≡ 0, let k > 0 and eventually take to k → 0+.
Set u¯ = u+ k. Let ξ ∈ C∞c (BR), ξ ≥ 0, and set ϕ = u¯−(1+
1
2
q0)ξ ≥ 0, where q0 = q0 (R)
is the constant given to us in Lemma 3.5.1. By B2) with ω = 1 + q02 and an application
of A4), ϕ ∈ F0 (BR), so we may use it as a test function.
Set w = u¯−
q0
2 so that Dw = − q02 u¯−(1+
q0
2 )Du¯. By B2), w ∈ F (BR) as well. Thenˆ
AαβDβuDαϕ+ b
α uDαϕ+ d
β Dβuϕ+ V uϕ
= − 2
q0
ˆ
AαβDβwDαξ − 44 + 2q0
q20
ˆ
AαβDβ
(
u¯−
1
4
q0
)
Dα
(
u¯−
1
4
q0
)
ξ +
ˆ (
1− k
u¯
)
bαwDαξ
+
2 + q0
q0
ˆ (
1− k
u¯
)
bαDαwξ − 2
q0
ˆ
dβ Dβw ξ +
ˆ (
1− k
u¯
)
V w ξ.
It follows from (3.5.1), with f˜ =
f
u¯
, g˜α =
gα
u¯
that
ˆ
AαβDβwDαξ ≤ −42 + q0
q0
ˆ
AαβDβ
(
u¯−
q0
4
)
Dα
(
u¯−
q0
4
)
ξ +
q0
2
ˆ (
1− k
u¯
)
bαwDαξ
+
(
1 +
q0
2
)ˆ (
1− k
u¯
)
bαDαwξ −
ˆ
dβ Dβw ξ +
q0
2
ˆ (
1− k
u¯
)
V w ξ
+
q0
2
ˆ
f˜ w ξ −
(
1 +
q0
2
) ˆ
g˜αDαw ξ − q0
2
ˆ
g˜αwDαξ.
Therefore, with b˜α = q02
[
g˜α +
(
k
u¯ − 1
)
bα
]
, d˜β = dβ +
(
1 + q02
) [(
k
u¯ − 1
)
bβ + g˜β
]
, and
V˜ = − q02
(
V+ + f˜
)
, we have that
ˆ
AαβDβwDαξ + b˜
αwDαξ + d˜
βDβw ξ − V˜ w ξ
≤ −4
(
1 +
2
q0
) ˆ
AαβDβ
(
u¯−
q0
4
)
Dα
(
u¯−
q0
4
)
ξ ≤ 0.
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Since ξ ∈ C∞c (BR) is arbitrary and nonnegative, then it follows from A2) that L˜w ≤ 0
in BR in the weak sense. We may apply Lemma 3.4.6 to w. Thus,
sup
BR/2
w ≤ CR−n2 ||w||L2(B3R/4) ,
where C = C
(
n, q0, p, s, t, `,m, λ,Λ, R
2−n
p ||V+||Lp(ΩR) , R1−
n
s ||b||Ls(ΩR) , R1−
n
t ||d||Lt(ΩR)
)
.
Since w = u¯−
1
2
q0 and u¯ = u+ k, then
inf
BR/2
u+ k = inf
BR/2
u¯ =
(
sup
BR/2
w
)− 2
q0
≥
(
CR−
n
2 ||w||L2(B3R/4)
)− 2
q0 ≥ C− 2q0R nq0
(ˆ
B3R/4
u¯−q0
)− 1
q0
.
By Lemma 3.5.1,
(ˆ
B3R/4
u¯−q0
)− 1
q0
≥
CnRn( 
B3R/4
u¯q0
)−1− 1q0
and therefore,
inf
BR/2
u+ k ≥ (C2Cn)− 1q0 ( 
B3R/4
u¯q0
) 1
q0
≥ (C2Cn)− 1q0 ( 
B3R/4
uq0
) 1
q0
,
since u¯ ≥ u ≥ 0.
By combining our upper and lower bounds, we arrive at the following Harnack
inequality.
Lemma 3.5.5. Take N = 1. Assume that F (B2R), F0 (B2R), L, and B satisfy A1)
– A5) and B1) – B2). Assume that there exists p ∈ (n2 ,∞], s, t ∈ (n,∞] so that
V ∈ Lp (BR), b ∈ Ls (BR)n, and d ∈ Lt (BR)n. Let f ∈ L` (BR) for some ` ∈
(
n
2 ,∞
]
.
Let u ∈ F (B2R) be a non-negative solution in the sense that B [u, ϕ] =
ˆ
fϕ for any
ϕ ∈ F0 (BR). Then
sup
BR/4
u ≤ C (R) inf
BR/2
u+ c (R)R2−
n
` ||f ||L`(BR) ,
where C (R) = CC0
∣∣B3/4∣∣ 1q0 and c (R) = CC0 ∣∣B3/4∣∣ 1q0 |B1| 2n− 1` + cq0 , with q0 = q0 (R),
C and cq0 as in Lemma 3.4.6, and C0 as in Lemma 3.5.4.
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The proof is an application of Lemmas 3.4.6 and 3.5.4.
Proof. By Lemma 3.4.6 with q0 = q0 (R),
sup
BR/4
u ≤ CR− nq0 ||u||Lq0(B3R/4) + cq0R
2−n
` ||f ||L`(BR) ,
where C = C
(
n, q0, p, s, t, `, λ,Λ, R
2−n
p ||V−||Lp(ΩR) , R1−
n
s ||b||Ls(ΩR) , R1−
n
t ||d||Lt(ΩR)
)
.
By Lemma 3.5.4,( 
B3R/4
uq0
) 1
q0
≤ C0
(
inf
BR/2
u+ |BR|
2
n
− 1
` ||f ||L`(BR)
)
,
where C0 = C0
(
n, q0, p, s, t, `, λ,Λ, R
2−n
p ||V+||Lp(BR) , R1−
n
s ||b||Ls(BR) , R1−
n
t ||d||Ls(BR)
)
.
Thus,
sup
BR/4
u ≤ CC0
∣∣B3/4∣∣ 1q0 inf
BR/2
u+
(
CC0
∣∣B3/4∣∣ 1q0 |B1| 2n− 1` + cq0)R2−n` ||f ||L`(BR)
Now we have all of the tools we need to prove interior Ho¨lder continuity of solutions.
Lemma 3.5.6. Take N = 1. Assume that F (B2R0), F0 (B2R0), L, and B satisfy A1)
– A5) and B1) – B2). Assume that there exists p ∈ (n2 ,∞], s, t ∈ (n,∞] so that
V ∈ Lp (BR0), b ∈ Ls (BR0)n, and d ∈ Lt (BR0)n. Let u ∈ F (B2R0) be a solution in
the sense that B [u, ϕ] = 0 for any ϕ ∈ F0 (BR0). Let C0 = C0 (R0) be as given in
Lemma 3.5.4. Then there exists η (n, p, s, C0) ∈ (0, 1), such that for any R ≤ R0, if
x, y ∈ BR/2
|u (x)− u (y)| ≤ C
( |x− y|
R
)η ( 
BR
|u|2∗
) 1
2∗
,
where C
(
n, p, s, t, λ,Λ, η, C0 (R0) , R
2−n
p
0 ||V ||Lp(BR0) , R
1−n
s
0 ||b||Ls(BR0) , R
1−n
t
0 ||d||Lt(BR0)
)
.
Proof. Assume first that R = 2. For r ∈ (0, 1), let m (r) = inf
Br
u, M (r) = sup
Br
u. By our
previous results, −∞ < m (r) ≤M (r) <∞. Set M0 = sup
B1
|u|. Let q0 = q0 (1) as given
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in Lemma 3.5.1. The Minkowski inequality shows that
M (r)−m (r) =
( 
B3r/4
|M (r)−m (r)|q0
) 1
q0
≤
( 
B3r/4
|M (r)− u|q0
) 1
q0
+
( 
B3r/4
|u−m (r)|q0
) 1
q0
. (3.5.5)
Let ϕ ∈ F0 (Br) be such that ϕ ≥ 0 in Br. Since M (r)− u ≥ 0 and
B [M (r)− u, ϕ] =
ˆ [
AαβDβ (M (r)− u) + bα (M (r)− u)
]
Dαϕ
+
[
dβDβ (M (r)− u) + V (M (r)− u)
]
ϕ
= −B [u, ϕ] +M (r)
ˆ
(V −Dαbα)ϕ = M (r)
ˆ
(V −Dαbα)ϕ,
then by Lemma 3.5.4 with f := −M (r)V ∈ Lp (Br) and gα := M (r) bα ∈ Ls (Br),( 
B3r/4
|M (r)− u|q0
) 1
q0
≤ C0
[
inf
Br/2
[M (r)− u] +M0
(
|Br|
2
n
− 1
p ||V ||Lp(Br) + |Br|
1
n
− 1
s ||b||Ls(Br)
)]
. (3.5.6)
Similarly, since u−m (r) ≥ 0 and
B [u−m (r) , ϕ] =
ˆ [
AαβDβ (u−m (r)) + bα (u−m (r))
]
Dαϕ
+
[
dβDβ (u−m (r)) + V (u−m (r))
]
ϕ
= B [u, ϕ]−m (r)
ˆ
(V −Dαbα)ϕ = −m (r)
ˆ
(V −Dαbα)ϕ,
then( 
B3r/4
|u−m (r)|q0
) 1
q0
≤ C0
[
inf
Br/2
[u−m (r)] +M0
(
|Br|
2
n
− 1
p ||V ||Lp(Br) + |Br|
1
n
− 1
s ||b||Ls(Br)
)]
. (3.5.7)
Combining (3.5.5), (3.5.6) and (3.5.7), we see that
1
C0
[M (r)−m (r)] ≤M (r)−M
(r
2
)
+m
(r
2
)
−m (r)
+ 2M0
(
|B1|
2
n
− 1
p r
2−n
p ||V ||Lp(Br) + |B1|
1
n
− 1
s r1−
n
s ||b||Ls(Br)
)
.
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Set ω (r) = oscBr u = M (r)−m (r), δ = min
{
2− np , 1− ns
}
, c = 2 max
{
|B1|
2
n
− 1
p , |B1|
1
n
− 1
s
}
.
Since C0 = C0 (r) is monotonically increasing,
ω
(r
2
)
≤
(
1− 1
C0 (1)
)
ω (r) + crδM0
(
||V ||Lp(B1) + ||b||Ls(B1)
)
.
Choose µ ∈ (0, 1), so that η := (1− µ) log(1−C0(1)
−1)
log( 12)
< µδ. For any such η, it follows
from Lemma 4.19 in [24] that for any ρ ∈ [0, 1),
ω (ρ) ≤ 2
η
1− C0 (1)−1
ρηω (1) +
cC0 (1)
2δ(1−µ)
(
||V ||Lp(B1) + ||b||Ls(Br)
)
ρηM0.
By Lemma 3.4.6,
ω (1) ≤ C
(ˆ
B2
|u|2∗
) 1
2∗
M0 = sup
B1
|u| ≤ C
(ˆ
B2
|u|2∗
) 1
2∗
.
Thus,
ω (ρ) ≤ Cρη
(ˆ
B2
|u|2∗
) 1
2∗
,
where C
(
n, p, s, t, λ,Λ, η, C0 (1) , ||V ||Lp(B2) , ||b||Ls(B2) , ||d||Lt(B2)
)
. The usual scaling
argument gives the general result.
3.6 Examples
We now show that a number of cases satisfy the assumptions from our general set-up:
Case 1. Homogeneous operators: When b,d,V ≡ 0, take F (Ω) = Y 1,2 (Ω)N . This case
was studied by Hofmann and Kim in [27] and fits into our framework.
Case 2. Lower order coefficients in Lp, Sobolev space: When b,d,V are in some Lp spaces
and satisfy a non-degeneracy condition, F (Ω) = W 1,2 (Ω)N .
Case 3: Reverse Ho¨lder potentials: When V ∈ Bp for some p ∈
[
n
2 ,∞
)
(to be defined
below), b,d ≡ 0, we define F (Ω) = W 1,2V (Ω)N , a weighted Sobolev space, with
the weight function depending on the potential function V.
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The goal of this section is to show that each of the three cases listed above fits into
the framework described in the Section 3.1. More specifically, we first show that F (Ω)
and F0 (Ω) satisfy assumptions A1)–A4). Then we show that A5)–A7) hold for F (Ω),
F0 (Ω), L, and B; we prove boundedness as in (3.1.18), coercivity as in (3.1.19), and the
Caccioppoli inequality (3.1.20). At this point, if we assume that (IB), (BB), and (H) also
hold, then we have the full set of results on fundamental and Green matrices. Going
further, we consider the case of real equations (as opposed to real systems), and we
justify the assumptions of (IB), (BB), and (H) in each of the cases described above. To
this end, due to Sections 3.4 and 3.5, we will only have to show that B1)–B2) hold. We
remind the reader that for systems, the assumptions (IB), (BB), and (H) may actually
fail.
3.6.1 Homogeneous operators
We start with the case when V,b,d ≡ 0, L = L and
B [u,v] = B [u,v] :=
ˆ
AαβDβu ·Dαv =
ˆ
Aαβij Dβu
j Dαv
i.
By ellipticity (3.1.9) and boundedness (3.1.10) of the matrix A, B [·, ·] is comparable to
the inner product given by (2.3.3). Therefore, it is natural to take the Banach space to
be F (Ω) = Y 1,2 (Ω)N , while the associated Hilbert space is F0 (Ω) = Y
1,2
0 (Ω)
N , for all
Ω open and connected.
The restriction property (3.1.1) is obviously true in this setting. It is also clear
that C∞c (Ω)
N functions belong to Y 1,2 (Ω)N , and, by the discussion in the beginning of
Section 3.1, Y 1,20 (Ω)
N is a Hilbert space equipped with the scalar product (2.3.3). A3)
is trivially satisfied.
By Lemma 2.3.27, C∞ (U)N ∩ Y 1,2 (U)N is dense in Y 1,2 (U)N for any bounded U .
This implies (3.1.4) since we may assume that U in (3.1.4) is bounded because the
support of ξ is bounded. With ξ ∈ C∞c (U), it is immediate that uξ ∈ L2
∗
(Ω ∩ U)N
and
Dα (uξ) = ξDαu + uDαξ ∈ L2 (Ω ∩ U)N ,
where we have used that u ∈ L2∗ (Ω ∩ U)N ↪→ L2 (Ω ∩ U)N since U is bounded. It
follows that ||uξ||Y 1,2(Ω∩U) ≤ Cξ ||u||Y 1,2(Ω). Now if {un} ⊂ C∞(Ω ∩ U)N approximates
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u in the Y 1,2(Ω∩U)N -norm, then for ξ ∈ C∞c (U), we observe that {unξ} ⊂ C∞(Ω∩U)N
approximates uξ since
‖unξ − uξ‖Y 1,2(Ω∩U) ≤ ‖D(un − u)‖L2(Ω∩U)‖ξ‖L∞(Ω∩U) + ‖un − u‖L2(Ω∩U)‖Dξ‖L∞(Ω∩U)
(3.6.1)
+ ‖un − u‖L2∗ (Ω∩U)‖ξ‖L∞(Ω∩U).
Applying the Ho¨lder inequality to the second term, the latter is majorized by ‖un −
u‖Y 1,2(U∩Ω), as desired. A similar argument implies that when ξ ∈ C∞c (Ω ∩ U), {unξ} ⊂
C∞c (Ω ∩ U)N approximates uξ.
Turning to A5)–A7), (3.1.18) and (3.1.19) follow directly from (3.1.10) and (3.1.9)
with Γ = Λ and γ = λ. The Caccioppoli inequality is well-known in this context, however
one can also refer to Lemma 3.3.1. Indeed, since all of the lower order coefficients
vanish, then Lemma 3.3.1 applies to give the Caccioppoli inequality (3.1.20) with C =
C (n, λ,Λ). All in all, A1) – A7) are verified in this setting.
Reducing to the case of equations, i.e., N = 1, conditions (IB) and (BB) hold with
C = C (n, q, `, λ,Λ) due to Lemma 4.1 from [24], or one could also use Lemma 3.4.1 by
showing that B1) holds.
If one wants to show B1), it is enough to observe that its proof can be reduced to
the case of F(Ω) = W 1,2(Ω). This is because Y 1,20 (ΩR) = W
1,2
0 (ΩR) by Lemma 2.3.7.
Indeed, for any u ∈ Y 1,2(ΩR) ↪→ W 1,2(ΩR) (see Lemma 2.3.7), if uζ ∈ Y 1,20 (ΩR) for
all ζ ∈ C∞c (BR), then uζ ∈ W 1,20 (ΩR). If B1) holds for F(Ω) = W 1,2(Ω), we have for
all ζ smooth compactly supported non-negative ζ(u − k)+ ∈ W 1,20 (ΩR) = Y 1,20 (ΩR) by
Lemma 2.3.7, as desired. Clearly, the property Dαζ(u− k)+ ∈ L2(ΩR) is also inherited.
We will postpone the proof of B1) for F(Ω) = W 1,2(Ω) to Case 2.
In this context, (H) also can be found in the literature, specifically, Corollary 4.18
from [24] applies since the spaces W 1,2(BR) and Y
1,2(BR) coincide for any BR ⊂ Ω (see
Corollary 2.3.11). The latter fact also allows us to reduce the proof of B2) to the case
of F(Ω) = W 1,2(Ω) (discussed below) should we prefer to use Lemma 3.5.6.
3.6.2 Lower order coefficients in Lp, Sobolev space
Assume that there exist exponents p ∈ (n2 ,∞], s, t ∈ (n,∞] so that V ∈ Lp (Ω)N×N , b ∈
Ls (Ω)n×N×N , and d ∈ Lt (Ω)n×N×N . Set F (Ω) = W 1,2 (Ω)N and F0 (Ω) = W 1,20 (Ω)N .
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To establish the assumptions A1) through A4), we rely on a number of facts regard-
ing Sobolev spaces which are contained in Appendix 2.3.4, with further details in [17],
for example.
The property (3.1.1) is straightforward and therefore A1) holds. Clearly, C∞c (Ω)
N is
contained in W 1,2 (Ω)N and the completion, W 1,20 (Ω)
N , is a Hilbert space with respect
to ‖ · ‖
W 1,20 (Ω)
N = ‖ · ‖W 1,2(Ω)N . A3) follows from Lemma 2.3.1. For u ∈W 1,2 (Ω)N and
ξ ∈ C∞c (U), boundedness of ξ and Dξ implies that uξ ∈W 1,2 (Ω ∩ U)N , and, as in the
previous case, ||uξ||W 1,2(Ω∩U) ≤ Cξ ||u||W 1,2(Ω). By Lemma 2.3.27, C∞ (U)N∩W 1,2 (U)N
is dense in W 1,2 (U)N , so that (3.1.4), and hence A4), holds by the same argument as
in Case 1, similar to (3.6.1).
Boundedness of the matrix A, (3.1.10), implies that for any u,v ∈W 1,20 (Ω)N ,
B [u,v] ≤ Λ
ˆ
|Du| |Dv|+
ˆ
|b| |u| |Dv|+
ˆ
|d| |Du| |v|+
ˆ
|V| |u| |v| .
By the Ho¨lder inequality
ˆ
|Du| |Dv| ≤
(ˆ
|Du|2
) 1
2
(ˆ
|Dv|2
) 1
2
By Ho¨lder, homogeneous Sobolev and Young’s inequalities, since s ∈ (n,∞],
ˆ
|b| |u| |Dv| =
ˆ
|b| |u| s−ns |u|ns |Dv| ≤
(ˆ
|b|s
) 1
s
(ˆ
|u|2
) s−n
2s
(ˆ
|u|2∗
)n−2
2s
(ˆ
|Dv|2
) 1
2
≤ c
n
2s
n ||b||Ls(Ω)
(ˆ
|u|2
) s−n
2s
(ˆ
|Du|2
) n
2s
(ˆ
|Dv|2
) 1
2
≤ c
n
2s
n ||b||Ls(Ω)
[(
1− n
s
)ˆ
|u|2 + n
s
ˆ
|Du|2
] 1
2
(ˆ
|Dv|2
) 1
2
,
where we as usual interpret 1s to be 0 in the case where s =∞. Similarly,
ˆ
|d| |Du| |v| ≤ c
n
2t
n ||d||Lt(Ω)
(ˆ
|Du|2
) 1
2
[(
1− n
t
) ˆ
|v|2 + n
t
ˆ
|Dv|2
] 1
2
,
and
ˆ
|V| |u| |v| ≤ c
n
2p
n ||V||Lp(Ω)
[(
1− n
2p
) ˆ
|u|2 + n
2p
ˆ
|Du|2
] 1
2
[(
1− n
2p
) ˆ
|v|2 + n
2p
ˆ
|Dv|2
] 1
2
.
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Combining these inequalities, we see that
B [u,v] ≤
(
Λ + c
n
2s
n ||b||Ls(Ω) + c
n
2t
n ||d||Lt(Ω) + c
n
2p
n ||V||Lp(Ω)
)
||u||W 1,2(Ω)N ||v||W 1,2(Ω)N .
Therefore, we may take Γ = Λ + c
n
2s
n ||b||Ls(Ω) + c
n
2t
n ||d||Lt(Ω) + c
n
2p
n ||V||Lp(Ω) so that
(3.1.18), and therefore A5), holds. Clearly, the estimate from below on B [u,u] may or
may not be satisfied without further assumptions on the lower order terms. Thus, we
have to assume that for some γ > 0, depending on λ,V,b,d,
γ
(
||u||2
L2(Rn)N + ||Du||2L2(Rn)N
)
≤ B [u,u] .
In other words, we assume that (3.1.19) holds. This is valid, for instance, if V is positive
definite and the first order terms are small with respect to the zeroth and second order
terms. To be specific, we say that V is positive definite if there exists ε > 0 so that for
any ξ ∈ RN , Vij (x) ξiξj ≥ ε |ξ|2 for every x ∈ Ω. In this case,
B [u,u] ≥ λ
ˆ
|Du|2 +
ˆ
bα u ·Dαu +
ˆ
dβDβu · u + ε
ˆ
|u|2 .
If b and d are small in the sense that for some δ1, δ2 > 0∣∣∣∣ˆ bα u ·Dαu + ˆ dβDβu · u∣∣∣∣ ≤ λ1 + δ1
ˆ
|Du|2 + ε
1 + δ2
ˆ
|u|2 ,
then it follows that B [u,u] ≥ γ ||u||2
W 1,2(Ω)N
, where γ = min
{
λδ1
1 + δ1
,
εδ2
1 + δ2
}
. There
are other conditions that we could impose to ensure that the lower bounds holds for
some γ > 0. When N = 1, the lower bound holds also in the presence of more involved
non-degeneracy assumptions on the zeroth and first order terms that we discuss below.
By Lemma 3.3.1, the Caccioppoli inequality, (3.1.20), holds with C depending on n,
s, t, γ, Λ, ||b||Ls(Ω), and ||d||Lt(Ω).
Moving towards (IB), (BB), and (H), when N = 1,
Lu = −Dα
(
AαβDβu+ b
αu
)
+ dβDβu+ V u. (3.6.2)
where λ |ξ|2 ≤ Aαβ (x) ξαξβ ≤ Λ |ξ|2 for all x ∈ Ω, ξ ∈ Rn, V ∈ Lp (Ω), bα ∈ Ls (Ω), and
dβ ∈ Lt (Ω). Moreover,
B [u, v] =
ˆ
AαβDβu Dαv + b
α u Dαv + d
βDβu v + V u v. (3.6.3)
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Since u ∈ L2 (Ω) ∩ L2∗ (Ω) and Du ∈ L2 (Ω), then by an application of the Ho¨lder
inequality D |u|2 = 2uDu ∈ Lp (Ω) for any p ∈
[
1,
n
n− 1
]
. It follows that Dαb
α and
Dβd
β can be paired with |u|2 in the sense of distributions. That is,
B [u, u] =
ˆ
AαβDβu Dαu+
1
2
bαDα |u|2 + 1
2
dβDβ |u|2 + V |u|2
=
ˆ
AαβDβu Dαu+
(
V − 1
2
Dαb
α − 1
2
Dβd
β
)
|u|2 , (3.6.4)
where the integrals above are interpreted as pairings in dual spaces.
Note that to ensure coercivity of the bilinear form, it suffices, for example, to assume
that there exists δ > 0 so that V − 12Dαbα − 12Dβdβ ≥ δ in the sense of distributions.
That is, for any ϕ ∈ C∞c (Ω) such that ϕ ≥ 0,ˆ (
V − 1
2
Dαb
α − 1
2
Dβd
β − δ
)
ϕ ≥ 0.
In this case, we see from (3.6.4) that the bound from below, (3.1.19), holds with γ =
min {λ, δ}. If we further assume that V − Dαbα ≥ 0 and V − Dβdβ ≥ 0 in Ω in the
sense of distributions, then Lemma 3.4.1 implies that (IB) and (BB) hold for this setting
with C = C
(
n, q, s, t, `, γ,Λ, ||b||Ls(Ω) , ||d||Lt(Ω)
)
in (3.2.47) and (3.2.90) as long as B1)
holds. If B2) also holds, then it follows from Lemma 3.5.6 that assumption (H) is also
valid.
Therefore, we need to show that assumptions B1) and B2) are valid for F(Ω) =
W 1,2(Ω). These facts are commonly used in the classical arguments for de Giorgi-Nash-
Moser estimates, but the proofs are often omitted. One can find details, e.g., in [25].
Since ΩR is bounded, then Lemma 2.3.27 implies that W
1,2(Ω) could also be defined
as a completion of C∞(ΩR) in the W 1,2(Ω)-norm, thereby coinciding with the Sobolev
space H1,2(Ω; dx) of [25]. Then, given that u ∈W 1,2(ΩR), Theorem 1.20 of [25] implies
that (u − k)+ ∈ W 1,2(Ω), and therefore (u − k)+ζ ∈ W 1,2(Ω), (u − k)+Dαζ ∈ L2(Ω),
i = 1, ..., n (by a direct computation). Also, since we assume that uζ ∈ W 1,20 (Ω),
then (uζ)+ ∈ W 1,20 (Ω) by Lemma 1.23 of [25]. Finally, if ζ and k are non-negative,
0 ≤ (u − k)+ζ ≤ (uζ)+ and hence, (u − k)+ζ ∈ W 1,20 (Ω) by Lemma 1.25(ii) of [25], as
desired.
To show that B2) holds, we use a modification of the arguments given in Theo-
rem 1.18 of [25]. We work with f(t) = (t + k)−ω, t ≥ 0, which belongs to C1(R+) and
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has a bounded derivative on R+ (not on the entire R). The exact same argument applies
upon observing that a non-negative function u ∈ W 1,2 (BR) can be approximated by
non-negative ui ∈ C∞ (BR) due to Corollary 2.3.28.
3.6.3 Reverse Ho¨lder potentials
Recall that Bp, 1 < p <∞, denotes the reverse Ho¨lder class of all (real-valued) nonneg-
ative locally Lp integrable functions that satisfy the reverse Ho¨lder inequality. That is,
V ∈ Bp if V ≥ 0 and there exists a constant C so that for any ball B ⊂ Rn,( 
B
w (x)p dx
)1/p
≤ C
 
B
w (x) dx. (3.6.5)
See Section 2.3.2 for more details.
For an N ×N matrix function M (x), define lower and upper bounds on M in the
following way
M` (x) = inf
{
Mij (x) ξjξi : ξ ∈ RN , |ξ| = 1
}
Mu (x) = sup
{|Mij (x) ξjζi| : ξ, ζ ∈ RN , |ξ| = 1 = |ζ|} .
For the zeroth order term V, we assume that there exist constants c1, c2 > 0 and a
non-trivial V ∈ Bp for some p ∈
[
n
2 ,∞
)
(and therefore p ∈ (n2 ,∞) without loss of
generality) so that
c1V ≤ V` ≤ Vu ≤ c2V. (3.6.6)
Even if Ω is a proper subset of Rn, we still assume that V is associated to some V ∈ Bp
which is defined on all of Rn. As V is assumed to be non-trivial, it follows from the
doubling property that V cannot vanish on any open set. We set b,d = 0.
One might wonder whether an appropriate matrix Bp class could be suitable in this
context. We did not pursue this topic, in part, because the theory of matrix reverse
Ho¨lder classes seems to be largely undeveloped and developing the theory of matrix Bp
for p 6= 2 was not in the scope of the present work. For the case of p = 2, some (very
limited) discussion can be found in [42].
The space Wˆ 1,2V (Ω) serves as an alternative (but not equivalent) Hilbert space to
W 1,2V (Ω) for the case of reverse Ho¨lder zeroth order terms. The spaces Wˆ
1,2
0,V (Ω) and
W 1,20,V (Ω) are the same – see Section 2.3.3. In practice, we find it easier to work with
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W 1,2V (Ω) compared to Wˆ
1,2
V (Ω) due to the fact that W
1,2
V (Ω) coincides with the usual
Sobolev spaces W 1,2 (Ω) whenever Ω is bounded.
For V specified above, we set F (Ω) = W 1,2V (Ω)
N and F0 (Ω) = W
1,2
0,V (Ω)
N . Recall
that the inner product on W 1,2V (Ω)
N is given by
〈u,v〉
W 1,2V (Ω)
N :=
ˆ
Ω
Dαu
iDαv
i + uivim (·, V )2 .
As above, A1) and A2) follow directly from the definition. A3) is shown us-
ing the exact same argument as that for Lemma 2.3.1. For u ∈ W 1,2V (Ω)N and
ξ ∈ C∞c (U), it follows from the boundedness of ξ and Dξ, along with Remark 2.3.17,
that uξ ∈ W 1,2V (Ω ∩ U)N with ||uξ||W 1,2V (Ω∩U) ≤ Cξ ||u||W 1,2V (Ω). Using the density of
smooth functions in W 1,2V (U)
N for any bounded domain U , i.e., Lemma 2.3.27, the
remainder of A4) follows from the arguments in Case 1 and Case 2, with appropriate
modifications to (3.6.1).
The next goal is to show that boundedness and coercivity given by (3.1.18) and
(3.1.19) hold. At this point we recall Lemma 2.3.25. Having that at hand, for any
u,v ∈W 1,20,V (Ω) we have
B [u,v] =
ˆ
AαβDβu ·Dαv + V u · v ≤ Λ
ˆ
|Du| |Dv|+ c2
ˆ
V |u| |v|
≤ Λ
(ˆ
|Du|2
) 1
2
(ˆ
|Dv|2
) 1
2
+ c2
(ˆ
V |u|2
) 1
2
(ˆ
V |v|2
) 1
2
≤ (Λ + c2CV,n) ||u||W 1,2V (Ω)N ||v||W 1,2V (Ω)N ,
where the last line follows from Lemma 2.3.25. Therefore, boundedness holds with
Γ = Λ + C CV,n. Since
B [u,u] =
ˆ
AαβDβu ·Dαu + V u · u ≥ λ
ˆ
|Du|2 + c1
ˆ
V |u|2
≥ λ
2
ˆ
|Du|2 + min
{
λ
2
, c1
}[ˆ
|Du|2 +
ˆ
V |u|2
]
,
then by another application of Lemma 2.3.25, we see that coercivity holds with γ =
min
{
λ
2 ,
λ
2C ,
c1
C
}
.
By Lemma 3.3.1, (3.1.20) holds with C = C (n, γ,Λ).
When N = 1, L and B are given by (3.6.2) and (3.6.3), respectively, with b, d = 0
and V ∈ Bp for some p ∈
(
n
2 ,∞
)
, without loss of generality. By the non-negativity of V ,
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Lemma 3.4.1 implies that (IB) and (BB) hold for this setting with C = C (n, q, `, γ,Λ)
in (3.2.47) and (3.2.90) whenever B1) holds. Since V ∈ Lploc, Lemma 3.5.6 shows
that assumption (H) holds under the additional assumption of B2). In turn, B1) and
B2) in the setting of F(Ω) = W 1,2V (Ω)
N follow directly from the same statements for
F(Ω) = W 1,2(Ω)N , i.e., Case 2, and Remark 2.3.17 since ΩR andBR are bounded and the
statements B1) and B2) are qualitative (they assure membership in the corresponding
function spaces, without particular norm control).
Remark 3.6.1. We point out that for the case of equations (N = 1) with the potentials
in Bp class for some p ∈
[
n
2 ,∞
)
, a stronger version of the Harnack inequality than
Lemma 3.5.5 is possible, without the dependence of constants on the size of the ball
[12]. In the present paper, we do not need this stronger estimate, and we aim to keep
the discussion uniform across several cases.
From the above arguments, we conclude that Γ (x, y) exists and satisfies the estimates
of Theorem 3.2.6, where in the vector case (N > 1) we must assume that (IB) and (H)
hold for solutions.
The estimates of Theorem 3.2.6 imply immediately that
Γ (·, y) ∈ Y 1,2 (Rn \Br (y))N×N for any r > 0.
With these estimates, however, it does not follow that Γ (·, y) ∈ F (Rn \Br (y)) for the
general space F. Nevertheless, in many reasonable cases it is true. In Case 1, it follows
clearly since F (Rn \Br (y)) = Y 1,2 (Rn \Br (y))N . In Case 2, it is true locally – i.e., we
have that Γ (·, y) ∈W 1,2loc (Rn \ {y})N×N because of the relationship between the spaces
(see Lemma 2.3.7). Furthermore, for |U | <∞, the space Y 1,2(U) embeds continuously
into W 1,2 (U), so we have
||Γ (·, y)||W 1,2(U\Br(y)) ≤ CU ||Γ (·, y)||Y 1,2(U\Br(y)) ≤ CUCr1−
n
2 , ∀r > 0, (3.6.7)
where C is the constant of Theorem 3.2.6. In Case 3, observe that for |U | <∞,
W 1,2V (U)
N×N ↪→W 1,2 (U)N×N ↪→ Y 1,2 (U)N×N .
(see Remark 2.3.20). Thus a similar estimate to (3.6.7) holds in Case 3.
By the same reasoning, similar conclusions hold for Γ (x, ·), GD (·, y), and GD (x, ·).
Chapter 4
Construction of the Green and
Neumann-Green functions by the
method of layer potentials
4.0.4 Motivation and main results
In this chapter, we consider a particular case of the homogeneous operator with complex
coefficients on the upper half space and prove existence of the Green and Neumann-
Green functions and weak-type estimate analogous to (3.2.95). The key novelty here is
that we construct the Green and Neumann-Green functions using layer potentials, and
thus the result depends on invertibility of the layer potential operators rather than the
set assumptions in the previous chapter. In particular, formally speaking, we do not
require condition (BB) of Section 3.2.4 for our global estimate. More importantly, we
treat Neumann-Green function as well (hereafter simply called the Neumann function)
– a subject that we have not addressed so far in the non-homogeneous scenario. Finally,
this approach gives as a byproduct certain new layer potential and Green operator
estimates which are interesting on their own right. To our knowledge, these ideas have
been pioneered in [39] for strongly elliptic systems with symmetric, constant coefficients
on bounded Lipschitz domains when n = 3. Here we assume simply complex, bounded,
and measurable coefficients.
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We take L to be an operator
L = −divA∇, (4.0.1)
define on Rn+ = {(x, t) : x ∈ Rn, t ∈ (0,∞)}, where A is an elliptic matrix with
complex-valued bounded measurable coefficients, i.e.,
λ|ξ|2 ≤ <e 〈A(x)ξ, ξ〉 ≡ <e
n∑
i,j=1
Aij(x)ξj ξ¯i and ‖A‖L∞(Ω) ≤ Λ, (4.0.2)
for some 0 < λ,Λ < ∞ and for all ξ ∈ Cn, x ∈ Rn+, and solutions are interpreted in
the standard weak sense. As we pointed out before, such an L can be viewed as a 2x2
elliptic system from the previous chapter, but our additional assumptions on regularity
of solutions will be slightly different. At this point we assume, furthermore, that the
coefficients of A are t-independent.
Let us discuss the assumption of t-independence of the coefficients. We are planning
to use well-posedness of boundary value problems to pass from the estimates on the
fundamental solution to the estimates on the Green and Neumann functions. It is
known that some regularity in the transverse direction is required, e.g., in order to
achieve solvability for the Dirichlet problem. For example, it is shown in [11] that for
any function, ζ, satisfying ˆ 1
0
(ζ(τ))2dτ/τ = +∞,
there exists a real, symmetric, elliptic matrix, A(x′, t), whose modulus of continuity in
t,
ω(τ) := sup
x′∈Rn−1, 0<t<τ
|A(x′, t)−A(x′, 0)|,
is controlled by ζ(τ), yet the corresponding elliptic-harmonic measure is completely sin-
gular with respect to Lebesgue measure. Thus, t-independence is a reasonable starting
place for the study of such operators.
We will require the de Giorgi-Nash-Moser estimates in the spirit of the previous
chapter. Specifically, we assume that (3.2.47) holds and the classical (stronger) form
of the Ho¨lder continuity assumption (3.2.48). Namely, we replace (3.2.48) with the
following: there exist constants C and η, depending only on p, the dimension, and the
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ellipticity parameters of L, such that all weak solutions, u, of Lu = 0 on Ω, satisfy
sup
y,z∈Br/2,y 6=z
|u(y)− u(z)| ≤ C
( |y − z|
r
)η ( 
B2r(x)
|u|2
) 1
2
, (4.0.3)
for all y, z ∈ Br(x), x ∈ Ω, r > 0 such that B2r(x) ⊂ Ω. Note that (4.0.3) implies
(3.2.47).
For convenience, throughout the chapter we will reference the “standard assump-
tions” on the differential operator L, whereby we mean
1. L is the homogeneous operator given by (4.0.1) with A an n×n matrix of complex-
valued, L∞, t-independent coefficients defined on Rn+ satisfying (4.0.2), and
2. the de Giorgi-Nash-Moser estimates (3.2.47) and (4.0.3) hold.
By Theorem 3.2.6, when L and L∗ satisfy the standard assumptions, the fundamental
solutions corresponding to L and L∗ exist and satisfy (3.2.55)–(3.2.62).
With this at hand, one can tackle the mapping properties of the layer potentials.
To chart a general plan, we start with formal definitions, the precise details will be
presented below. The single and double layer potential operators are formally given by
Stf(x′) :=
ˆ
Rn−1
Γ(x′, t; y′, 0)f(y′)dy′, t ∈ R, and (4.0.4)
Dtf(x′) :=
ˆ
Rn−1
(
∂ν∗Γ∗( · , · ;x′, t)
)
(y′, 0)f(y′)dy′, t 6= 0. (4.0.5)
Here, ∂ν∗ denotes the conormal derivative with respect to Rn+ associated to the adjoint
matrix A∗, which is roughly(
∂ν∗Γ
∗( · , · ;x′, t)
)
(y′, 0) = −en ·A∗(y′)∇y′,sΓ∗(y′, s, x′, t)|s=0.
The precise meaning is given by Lemma 4.0.33.
In order to study the layer potentials on the boundary, we define the operators
Kf(x′) := “p.v.”
ˆ
Rn−1
(
∂ν∗Γ∗( · , · , x′, 0)
)
(y′, 0)f(y′)dy′, x′ ∈ Rn−1,
K˜f(x′) := “p.v.”
ˆ
Rn−1
(
∂νΓ(x
′, 0, · , · )
)
(y′, 0)f(y′)dy′, x′ ∈ Rn−1,
(4.0.6)
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where “p.v.” stands for the “principal value” of the integral, interpreted loosely for the
moment. We use K˜ instead of the traditional K∗ to avoid confusion with the adjoint
of K, which may not be equivalent if L is not self-adjoint. The trace of D±tf , t > 0, is
given by
D0f(x′) =
(
−1
2
I +K
)
f(x′), (4.0.7)
for x′ ∈ Rn−1, and the normal derivative of the single layer potential,
∂νS
±f =
(
∓1
2
I + K˜
)
f,
where S±t f = S±tf , t > 0. In fact, the normal derivative for the solutions (in particular,
for the single layer) is defined on its own right and the operator K˜ is defined to satisfy
the relationship above, once the jump formulas are established. We will give precise
definitions in Section 4.1.1 and, in particular, prove in what senseD0f may be considered
to be the trace ofDtf . The tangential derivatives of the single layer are continuous across
the boundary and we will denote the boundary trace of St by S0. All these operators
will be carefully defined below.
We are able to construct solutions to Lu = 0 via layer potentials. Indeed, we see (at
least formally) by passing the operator under the integral in (4.0.4) that for a function
g defined on the boundary Rn−1,
u(x) = (Stg)(x′) (4.0.8)
solves the boundary problem {
Lu = 0 in Rn+,
Tr u = S0g on Rn−1.
(4.0.9)
Furthermore, if f is some prescribed boundary data on Rn−1, and S0 is invertible in
some appropriate sense, we may reformulate (4.0.8)-(4.0.9) with g = S−10 f to obtain the
desired boundary values. In other words,
u(x) = St[(S0)−1f ](x′) (4.0.10)
solves {
Lu = 0 in Rn+,
Tr u = f on Rn−1.
(4.0.11)
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Similarly, assuming ∂νS is invertible in the appropriate sense,
u(x) = St[(∂νS)−1f ](x′) (4.0.12)
solves {
Lu = 0 in Rn+,
∂νu = f on Rn−1.
(4.0.13)
Motivated by formulas (4.0.10) and (4.0.12), one may construct the Green and Neu-
mann functions using layer potentials. The Green function is given by
GD(x; y) = Γ(x; y)− φy(x), (4.0.14)
where φy solves {
Lφy = 0 in Rn+,
Tr φy = Γ( · , 0; y) on Rn−1.
(4.0.15)
Similarly, the Neumann function is given by
GN (x; y) = Γ(x; y)− ψy(x), (4.0.16)
where ψy solves {
Lψy = 0 in Rn+,
∂νψy = ∂νxΓ( · , 0; y) on Rn−1.
(4.0.17)
By formulas (4.0.11) and (4.0.13), we represent the solutions φy and ψy by
φy(x) = St[S−10 (Γ( · , 0; y))](x′) (4.0.18)
ψy(x) = St[(∂νS)−1(∂νΓ( · , 0; y))](x′). (4.0.19)
Combining (4.0.14)-(4.0.19), we have the following layer potential representations of the
Green and Neumann functions:
GD(x; y) = Γ(x; y)− St[S−10 (Γ( · , 0; y))](x′), (4.0.20)
GN (x; y) = Γ(x; y)− St[(∂νS)−1(∂νΓ( · , 0; y))](x′). (4.0.21)
The resulting Green and Neumann functions rely on boundedness and invertibility of
the involved operators, but they do not rely directly on, e.g., the regularity of solutions
near the boundary, unlike the previous constructions. We now address the somewhat
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tricky issue of compatibility. It may be that the constructions in (4.0.20) and (4.0.21)
produce Green and Neumann functions that differ from those constructed via Lax-
Milgram and averaging as in [27] or in our Chapter 3 (for Dirichlet data), and [13], [33]
(for Neumann data). Essentially, this can happen because the uniqueness granted by
the Lax-Milgram Lemma is only uniqueness within the chosen Hilbert space.
The key to resolving the issue is to have compatible invertibility of S−10 and (∂νS)−1.
For given Banach function spaces X(Rn−1) and Y (Rn−1), we say that
S0 : X(Rn−1)→ Y (Rn−1)
is compatibly invertible if, whenever f ∈ Y (Rn−1) ∩ L˙21/2(Rn−1), S−10 f is the same in
X(Rn−1) ∩ L˙2−1/2(Rn−1) whether we take the inverse of S0 : X(Rn−1) → Y (Rn−1) or
the inverse of S0 : L˙2−1/2(Rn−1)→ L˙21/2(Rn−1). We say that
∂νS : X(Rn−1)→ Y (Rn−1)
is compatibly invertible if, whenever f ∈ Y (Rn−1) ∩ L2(Rn−1), (∂νS)−1f is the same
whether we take the inverse of ∂νS : X(Rn−1) → Y (Rn−1) or of ∂νS : L˙2−1/2(Rn−1) →
L2−1/2(R
n−1). This guarantees that φy and ψy in (4.0.18)-(4.0.19) are the unique
W˙ 1,2(Rn+) solutions to (4.0.15) and (4.0.17), and therefore the resulting Green and
Neumann functions agree with those constructed in [27] and [13] using Lax-Milgram.
We note that
S0 : L˙2−1/2(Rn−1)→ L˙21/2(Rn−1)
and
∂νS : L˙2−1/2(Rn−1)→ L2−1/2(Rn−1)
are invertible whenever L and L∗ satisfy the standard assumptions [9, Theorems 2.32
and 3.16].
We now state our main results.
Theorem 4.0.22. Let L,L∗ satisfy the standard assumptions. If S0 : H1,∞(Rn−1) →
H˙1,∞1 (Rn−1) is compatibly invertible, then
∇xGD( · ; y) ∈ L
n
n−1 ,∞(Rn+) uniformly in y ∈ Rn+. (4.0.23)
If −12I + K˜ is compatibly invertible on H1,∞(Rn−1), then
∇xGN ( · ; y) ∈ L
n
n−1 ,∞(Rn+) uniformly in y ∈ Rn+. (4.0.24)
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This chapter employs much of the method of [39]. In that work, (4.0.23), (4.0.24),
(4.0.28), and (4.0.29) were proven for strongly elliptic systems with symmetric, con-
stant coefficients on bounded Lipschitz domains when n = 3. However, we assume
simply complex, bounded, and measurable coefficients. This gives rise to an array of
technicalities, such as justification of the proper Green representation formula, a (dif-
ferent) proof of the pointwise estimates on the conormal and tangential derivatives of
the fundamental solution at the boundary, the issues of uniqueness of solutions and
compatibility of inverses for layer potentials, and others. We note that treating Rn+ in
place of a Lipschitz graph domain does not yield any loss of generality, since in our
general context one can always reduce to this case (see the discussion in [2, p. 4539]).
We further aim to understand the mapping properties of operators
GDf(x) :=
ˆ
Rn+
GD(x; y)f(y)dy (4.0.25)
and
GNf(x) :=
ˆ
Rn+
GN (x; y)f(y)dy, (4.0.26)
which represent solutions to Lu = f with the zero Dirichlet and Neumann boundary
data, respectively.
Corollary 4.0.27. Let L and L∗ satisfy the standard assumptions. If S0 : H1,∞(Rn−1)→
H˙1,∞1 (Rn−1) is compatibly invertible, then the solution operator
∇GD : L1(Rn+)→ L
n
n−1 ,∞(Rn+) (4.0.28)
is bounded. If −12I + K˜ is compatibly invertible on H1,∞(Rn−1), then the solution
operator
∇GN : L1(Rn+)→ L
n
n−1 ,∞(Rn+) (4.0.29)
is bounded.
Corollary 4.0.30. Let L and L∗ satisfy the standard assumptions. If S0 : Hp(Rn−1)→
H˙p1 (Rn−1) is compatibly invertible for 1 − ε < p < 1 + ε for some ε > 0, then (4.0.23)
and (4.0.28) hold. If −12I+K˜ is compatibly invertible on Hp(Rn−1) for 1−ε < p < 1+ε
for some ε > 0, then (4.0.24) and (4.0.29) hold.
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Proof. The corollary is reduced to Theorem 4.0.22 using interpolation of Hardy spaces.

The conditions of Corollary 4.0.30 are known to be fulfilled in several cases. The
operator S0 : Hp(Rn−1) → H˙p1 (Rn−1) is compatibly invertible for 1 − ε < p < 1 + ε
for some ε > 0 when the coefficients of the underlying elliptic operator are real, not
necessarily symmetric by [26]. We remark that even in that case we do not know if
−12I + K˜ is compatibly invertible on Hp(Rn−1) for 1 − ε < p < 1 + ε for some ε > 0.
However, in the case of real coefficients, desired weak-type estimates are already known
by [23] and [13], respectively.
Furthermore, in the realm of complex coefficient operators, we know that compatible
well-posedness of the Neumann boundary value problem in Lp for some p > 1 extrapo-
lates to compatible well-posedness of the Neumann boundary value problem in Hq for
1 − ε < q < p, for some ε > 0, at least in the presence of interior Ho¨lder continuity of
Dirichlet solutions for certain operators associated to L and L∗ ([5]). In a sense, the
latter condition should allow interior Ho¨lder continuity for operators in Rn obtained
by reflection across the boundary. In addition, compatible well-posedness yields de-
sired invertibility of layer potentials by [9, Theorem 3.18]. And hence, at this stage,
Corollary 4.0.30 could be applied to obtain weak-type estimates on the Green function.
It is interesting to point out that contrary to the case of real symmetric coefficients,
we only expect well-posedness of boundary problems in Hp for p close to 1 (in the real
symmetric case one has well-posedness in Hp for 1−ε < p < 2+ε; however, in real non-
symmetric case for every p > 1 there are counterexamples). Remarkably, it is exactly
the results for p close to 1 which are exploited in our argument.
4.0.5 Conormal derivative
We discuss now the precise definition of the conormal derivative in the context of a single
homogeneous equation on the upper half-space, Rn+, with complex bounded measurable
coefficients. In this chapter, we only apply the conormal derivative in this context, so
we have not included a generalization to non-homogeneous systems or other domains.
For u ∈ C1(Rn+), the conormal derivative of u with respect to Rn+ is defined
∂νu(x
′) := A(x′)∇u(x′, t)|t=0 · ν(x′) = −(A∇u)n(x′, t)|t=0 x′ ∈ Rn−1. (4.0.31)
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However, for general u ∈ W˙ 1,2(Rn+), we cannot meaningfully discuss A∇u on Rn−1.
Motivated by the integration by parts formula
ˆ
Rn+
−divA∇u ·Ψ =
ˆ
Rn+
A∇u · ∇Ψ−
ˆ
Rn−1
(A∇u)n ·Ψ|t=0,
we restrict the definition to u in W˙ 1,2 in a neighborhood of Rn−1 solving Lu = 0 in a
neighborhood of Rn−1, and we consider ∂νu to be a distribution defined by
〈∂νu, ψ〉 =
ˆ
Rn+
A∇u · ∇Ψ, (4.0.32)
for all ψ ∈ C∞c (Rn−1) and for Ψ ∈ C∞c (Rn+) any extension of ψ such that u is a solution
on the support of Ψ. The next theorem defines ∂νu in full specificity.
Lemma 4.0.33. Suppose u ∈ W˙ 1,2(Rn±) solves Lu = 0 in a smooth domain Ω ⊂ Rn±
with Rn−1 ⊂ ∂Ω. Then there exists ∂±ν u ∈ L˙2−1/2(Rn−1) such that
〈∂±ν u, ψ〉 =
ˆ
Ω
A∇u · ∇Ψ (4.0.34)
for all ψ ∈ L˙21/2(Rn−1) and for any Ψ ∈ W˙ 1,2(Rn±) such that
Tr Ψ =
ψ on Rn−1,0 on ∂Ω \ Rn−1. (4.0.35)
If L∗u = 0 in Ω, then there exists ∂±ν∗u in L˙
2
−1/2(R
n−1) defined by (4.0.34) with A∗
replacing A.
Proof. First, we note that the existence of Ψ ∈ W˙ 1,2(Rn±) satisfying (4.0.35) is well-
known by standard trace/extension theory.
By the Riesz Representation Theorem, it suffices to show that (4.0.34) defines a
bounded linear functional on L˙21/2(R
n−1). Linearity is clear from the definition.
We must show that 〈∂±ν u, ψ〉 is well-defined. To this end, suppose Ψ1,Ψ2 ∈ W˙ 1,2(Ω∩
Rn±) and both satisfy (4.0.35). Then Ψ1 − Ψ2 ∈ W˙ 1,20 (Ω). By the definition of a weak
solution, ˆ
Ω
A∇u · ∇(Ψ1 −Ψ2) = 0.
It then follows by linearity that the functional is well-defined.
100
It remains to show boundedness. Since we have shown that we may choose any
extension satisfying (4.0.35), we choose Ψ such that
||Ψ||W˙ 1,2(Ω) ≤ C||Tr Ψ||L˙2
1/2
(∂Ω) = C||ψ||L˙2
1/2
(Rn−1).
We may do this since the trace operator has a bounded right-inverse. Then,
|〈∂νu, ψ〉| ≤ ||A||L∞ ||u||W˙ 1,2 ||Ψ||W˙ 1,2 ≤ C||ψ||L˙2
1/2
(Rn−1).
We will use ∂νu to define the conormal derivative with respect to Rn+, i.e.,
∂νu := ∂
+
ν u. (4.0.36)
For any u satisfying the hypotheses of Theorem 4.0.33 in both upper and lower half-
spaces, we have
∂+ν u = − ∂−ν u. (4.0.37)
To see this, note that for ψ ∈ L˙21/2(Rn−1) we may choose an evenly reflected extension,
Ψ ∈ W˙ 1,2 (Rn), such that Lu = 0 on the support of Ψ. For details on this reflection, see
Appendix A. Then,
〈∂+ν u, ψ〉+ 〈∂−ν u, ψ〉 =
ˆ
A∇u · ∇Ψ = 0.
4.1 Layer potentials
4.1.1 Definitions and boundary traces
Recall the formal definition of layer potentials in (4.0.4) and (4.0.5). Rigorously, it
can be proved that for f ∈ L2(Rn−1), we have St : L˙2−1/2(Rn−1) → W˙ 1,2(Rn) and
L(Stf) = 0 for all t > 0. The former is, for example, a very particular instance of
the result [9, Theorem 3.1]. Therefore, the trace of Stf exists in L˙
2
1/2(R
n−1) and the
conormal derivatives ∂+ν Sf and ∂−ν Sf exist in the sense of Lemma 4.0.33. Futhermore,
as in [28, Lemma 3.2], we have for f ∈ L2(Rn−1),
∂+ν Sf − ∂−ν Sf = f.
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We can now define operators K and K˜, previously understood loosely by (4.0.6), as
K˜ :=
1
2
I + ∂+ν S and (4.1.1)
K := adj(K˜L∗), (4.1.2)
where adj is the adjoint on Rn−1 and K˜L∗ is K˜ with respect to the operator L∗. For
now, we define these operators only on L2, but they extend to f ∈ H˙p1 as seen in the
next section. Similar considerations apply to the weak definition of the double layer
potential. We refer the reader to [9] for the details and pass to the mapping properties
that are of importance in the present work.
4.1.2 Boundedness of layer potentials
The next theorem justifies the definitions in the previous section for f ∈ Hp(Rn−1),
n
n+α < p < 2 + . It will also be used to get certain operator bounds that will be needed
to prove the main theorem. (4.1.7)-(4.1.11) were established in [28, Theorem 1.1], and
(4.1.12) in [9, (7.4)].
Hereafter, “n.t.a.e.” means that for a.e. x ∈ ∂Ω we have convergence along every
path in the cone
γ(x) := {y ∈ Ω : |y − x| < dist(y, ∂Ω)}, (4.1.3)
N denotes the nontangential maximal operator
Nu(x) := sup
y∈γ(x)
|u(y)|, (4.1.4)
and N˜ is the L2-averaged nontangential maximal operator
N˜u(x) := sup
y∈γ(x)
(  
|z−y|< 1
4
dist(y,∂Ω)
|u(z)|2dz
)1/2
. (4.1.5)
Theorem 4.1.6. Let L and L∗ satisfy the standard assumptions. Then there exist
α > 0 and p+ > 2 depending on the constants in the standard assumptions only such
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that for pα =
n
n+α we have
||N˜ (∇Stf)||Lp(Rn) ≤ C||f ||Hp(Rn), (4.1.7)
sup
t>0
||∇Stf ||Lp(Rn) ≤ C||f ||Hp(Rn), (4.1.8)
||∇||S0f ||Hp(Rn) ≤ C||f ||Hp(Rn), (4.1.9)
||K˜f ||Hp(Rn) ≤ C||f ||Hp(Rn), (4.1.10)
||N (Dtf)||Lq(Rn−1) ≤ C||f ||Lq(Rn−1), (4.1.11)
||N˜ (∇Dtf)||Lp(Rn−1) ≤ C||f ||H˙p1 (Rn−1), (4.1.12)
for all p ∈ (pα, p+) and q ∈ ( p+p+−1 ,∞). Here, for every f ∈ Hp(Rn−1), Stf converge to
S0f n.t.a.e. and ∇‖Stf converge to ∇‖S0f in the sense of distributions. The conver-
gence to K˜ is encoded in the definition (4.1.1).
This leads immediately to the following operator bounds:
Theorem 4.1.13. Let L and L∗ satisfy the standard assumptions. Then there exist
α > 0 and  > 0 depending on the constants in the standard assumptions only for
n
n+α < p < 2 + , the following operators are bounded:
S0 : Hp,∞(Rn)→ H˙p,∞1 (Rn), (4.1.14)
K˜ : Hp,∞(Rn)→ Hp,∞(Rn), (4.1.15)
∂νD : H˙p,∞1 (Rn)→ Hp,∞(Rn). (4.1.16)
Proof. (4.1.14) and (4.1.15) follow immediately by interpolation of (4.1.9) and (4.1.10).
Since Dtf is a solution of L, [28, Lemma 6.1] combined with (4.1.12) gives us that
∂νDf exists, belongs to Hp(Rn), and
||∂νDf ||Hp(Rn−1) ≤ C||f ||H˙p1 (Rn−1).
Interpolation now gives us (4.1.16).
4.1.3 Trace of the double layer potential
Theorem 4.1.17. Under the conditions of Theorem 4.1.13, K, as defined by (4.1.1)
and (4.1.2), extends continuously to a bounded linear map
K : H˙p1 (R
n−1)→ H˙p1 (Rn−1), (4.1.18)
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and for f ∈ H˙p1 (Rn−1),
Dtf → (−1
2
I +K)f n.t.a.e. (4.1.19)
and tangential derivatives converge in the sense of distributions.
Proof. In [28, Lemma 3.4], we have that for f ∈ L2,
Dtf → (−1
2
I +K)f weakly in L2(Rn−1). (4.1.20)
Furthermore, combining [9, (7.4)] with [28, Lemmas 6.1 and 6.2], it follows that for
f ∈ H˙p1 (Rn−1), 1 < p < 2 + , there exists g ∈ H˙p1 (Rn−1) such that
Dtf → g n.t.a.e.
∇‖Dtf → ∇‖g in the sense of distributions
||g||H˙p1 (Rn−1) ≤ C||N˜ (∇Df)||Lp(Rn−1) ≤ C||f ||H˙p1 (Rn−1).
(4.1.21)
Thus, to get from (4.1.21) to (4.1.19), (4.1.18) we must show that K extends to
H˙p1 (Rn−1) and that, for f ∈ H˙p1 (Rn−1),
g = (−1
2
I +K)f as equivalence classes in H˙p1 (R
n−1), (4.1.22)
with g the trace from (4.1.21).
It would suffice to show (4.1.22) for f ∈ C∞c (Rn−1) as C∞c (Rn−1) is dense in
H˙p1 (Rn−1).
Take f ∈ C∞c (Rn−1). Then, from (4.1.20) and (4.1.21),
Dtf → (−1
2
I +K)f weakly in L2(Rn−1), (4.1.23)
Dtf → g n.t.a.e., (4.1.24)
and tangential derivatives converge in the sense of distributions.
Take ~φ ∈ C∞c (Rn−1)n−1. From (4.1.23) we haveˆ
Rn−1
(∇‖Dtf) · ~φ = −
ˆ
Rn−1
(Dtf) · div‖ ~φ→ −
ˆ
Rn−1
(−1
2
I +K)f · div‖ ~φ. (4.1.25)
On the other hand, (4.1.24) gives
ˆ
Rn−1
(∇‖Dtf) · ~φ→
ˆ
Rn−1
∇‖g · ~φ (4.1.26)
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Thus, for all ~φ ∈ C∞c (Rn−1)n−1,ˆ
Rn−1
∇‖g · ~φ =
ˆ
Rn−1
(−1
2
I +K)f · div‖ ~φ. (4.1.27)
Therefore, ∇‖g is the distributional derivative of (−12I +K)f , and (4.1.22) follows.
Therefore, we define D0f to be the trace (in the non-tangential a.e. sense) of Dtf ,
and we have
D0f =
(
− 1
2
I +K
)
f and ||D0f ||H˙p1 (Rn−1) ≤ C||f ||H˙p1 (Rn−1) (4.1.28)
for f ∈ H˙p1 (Rn−1).
Lemma 4.1.29. Under the conditions of Theorem 4.1.13,
K : H˙p,∞1 (R
n−1)→ H˙p,∞1 (Rn−1) (4.1.30)
is bounded.
Proof. This follows immediately from Theorem 4.1.17 and interpolation.
4.1.4 H1,∞ bounds on ∇Γ
To proceed, we will need a theorem from [2]. In it, L := −divA∇ is a second order
divergence form complex elliptic operator with bounded measurable coefficients defined
on Rn. Note that we do not need to assume the de Giorgi-Nash-Moser bound for
solutions of L.
Theorem 4.1.31 ([2], Proposition 2.1). Suppose the matrix A is t−independent, i.e.,
A=A(x’). Then there is a uniform constant  > 0 depending only on n and ellipticity,
and for every p ∈ [2, 2 + ), a uniform constant Cp such that, for each fixed cube
Q ⊂ Rn−1, and t ∈ R, if Lu = 0 in the box IQ := 4Q× (t− l(Q), t+ l(Q)), then we have
the following estimates(
1
|Q|
ˆ
Q
|∇u(x′, t)|p dx′
)1/p
≤ Cp
(
1
|Q∗|
¨
Q∗
|∇u(x′, τ)|2 dx′ dτ
)1/2
, (4.1.32)(
1
|Q|
ˆ
Q
|∇u(x′, t)|p dx′
)1/p
≤ Cp
(
1
l(Q)2
1
|Q∗∗|
¨
Q∗∗
|u(x′, τ)|2 dx′ dτ
)1/2
, (4.1.33)
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where Q∗ := 2Q× (t− l(Q)/4, t+ l(Q)/4) is an n-dimensional rectangle with diameter
comparable to that of Q, and Q∗∗ := 3Q× (t− l(Q)/2, t+ l(Q)/2) is a fattened version
of Q∗.
With Theorem 4.1.31 in hand, we are ready to proceed. For y = (y′, s) let y∗ be its
reflection across Rn−1,
y∗ := (y′,−s).
Define Γ˜y(x) by the difference
Γ˜y(x) := Γ(x; y)− Γ(x; y∗). (4.1.34)
Theorem 4.1.35. Let L and L∗ satisfy the standard assumptions. Then ∂±ν Γ˜y( · , t)|t=0
and ∇||Γ˜y( · , t)|t=0 are in L1(Rn−1) uniformly in y ∈ Rn+.
Proof. Let us prove first that ∇Γ˜y ∈ L1(Rn−1) uniformly in y ∈ Rn+.
Let Q be the (n − 1)-dimensional cube in Rn−1 centered at (y′, 0) with l(Q) = s.
Let S3 = 8Q and Sk := 2
k+1Q \ 2kQ for k = 4, 5, 6, ... . Then, by Holder’s inequality,
ˆ
Rn−1
|∇Γ˜y(x′, 0)| dx′ =
∞∑
k=3
ˆ
Sk
|∇Γ˜y(x′, 0)| dx′
≤ C
∞∑
k=3
(2ks)(n−1)/2
(ˆ
Sk
|∇Γ˜y(x′, 0)|2 dx′
)1/2
.
(4.1.36)
By Theorem 4.1.31, we have the following estimate for each cube P ⊂ Sk:( ˆ
P
|∇Γ˜y(x′, 0)|2 dx′
)1/2
≤ C
(
l(P )n−3
1
|P ∗∗|
¨
P ∗∗
|Γ˜y(x′, τ)|2 dx′ dτ
)1/2
,
where P ∗∗ := 3P × (t− l(P )/2, t+ l(P )/2)).
For k = 3, divide S3 into essentially disjoint cubes T1, ..., TM of side length s, where
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M depends on dimension only. Then, using (3.2.60) and (4.1.33),
ˆ
S3
|∇Γ˜y(x′, 0)|2 dx′ =
M∑
i=1
ˆ
Ti
|∇Γ˜y(x′, 0)|2 dx′
≤
M∑
i=1
Csn−3
1
|T ∗∗i |
¨
T ∗∗i
|Γ(x′, τ ; y)− Γ(x′, τ ; y∗)|2 dx′dτ
≤
M∑
i=1
Csn−3
1
|T ∗∗i |
¨
T ∗∗i
|(x′, |τ |)− (y′, s)|−2n+4 dx dτ
≤
M∑
i=1
Csn−3
(
s
2
)−2n+4
= Cs−n+1.
(4.1.37)
For k ≥ 4, Sk can be covered by essentially disjoint cubes P1, ..., Pm, with m de-
pending on dimension and with l(Pi) = 2
k−2s. Then,
P ∗∗i ⊂ 2k+2Q \ 2k−2Q× (−2ks, 2ks) =: S∗∗k ,
and
ˆ
Sk
|∇Γ˜y(x′, 0)|2 dx′ =
m∑
i=1
ˆ
Pi
|∇Γ˜y(x′, 0)|2 dx
≤
m∑
i=1
C(2k−2s)n−3
 
P ∗∗i
|Γ˜y(x′, τ)|2 dx′ dτ by (4.1.33)
≤
m∑
i=1
C(2k−2s)n−3 sup
x∈P ∗∗i
|Γ˜y(x)|2
≤ C(2ks)n−3 sup
x∈S∗∗k
|Γ˜y(x)|2.
(4.1.38)
We wish to leverage the Ho¨lder continuity estimate (4.0.3) on each cube S∗∗k . Γ(x; · )
is a solution to L∗yΓ(x; y) = 0 for x 6= y. So for k ≥ 4, choose Rk = 2k−4s, and then
y, y∗ ∈ B := B(y, 0;Rk) and for all x ∈ S∗∗k and z ∈ 2B, we have |x − z| ≥ 2k−3s.
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Therefore, (4.0.3) applied to Γ(x; · ), x ∈ S∗∗k gives
|Γ(x; y)− Γ(x; y∗)|2 ≤ C
( |y − y∗|
2k−4s
)2α  
2B
|Γ(x; z)|2dz
≤ C
(
2s
2k−4s
)2α
sup
z∈2B
|Γ(x; z)|2
≤ C2(5−k)2α sup
z∈2B
|x− z|−2n+4
≤ C2−2kα(2k−3s)−2n+4
= C2−2kα+k(−2n+4)s−2n+4.
(4.1.39)
Combining (4.1.38) and (4.1.39), we have for k ≥ 4,
ˆ
Sk
|∇Γ˜y(x′, 0)|2 dx′ ≤ C(2ks)n−32−2kα+k(−2n+4)s−2n+4 = Cs−n+12−k(n−1)−2kα.
(4.1.40)
Note that C can be chosen independent of k.
Finally, combining (4.1.36), (4.1.37), and (4.1.40), we get
ˆ
Rn−1
|∇Γ˜y(x′, 0)| dx′
≤ C
[
(8s)(n−1)/2s−(n−1)/2 +
∞∑
k=4
(2ks)(n−1)/2
(
s−(n−1)2−k(n−1)−2kα
)1/2]
≤ C
[
1 +
∞∑
k=4
2−kα
]
,
where C depends only on dimension, ellipticity, and the constant in (4.0.3).
So far we have shown that ∇Γ˜y( · , t)|t=0 is in L1(Rn−1) uniformly in y ∈ Rn+. It
remains to derive the desired estimate on ∂±ν Γ˜y( · , t)|t=0. To this end, recall the weak
definition of the conormal derivative (cf. Lemma 4.0.33) and notice that Theorem 4.1.31
yields (under the same assumptions) estimates (4.1.32)–(4.1.33) with ∇u(x′, t) on the
left-hand side replaced by ∂νu(x
′, τ)|τ=t on the left-hand side at least for p = 2. This is
because u is a solution and one can choose Ψ in the definition of the normal derivative
to be supported in Q × (t − l(Q)/10, t + l(Q)/10), at which point (4.0.34) combines
with (4.1.32)–(4.1.33) to yield the desired result. The remainder of the argument is the
same.
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Theorem 4.1.41 (Green formula). Suppose u ∈ W˙ 1,2(Rn±) solves Lu = f in Rn± with
f ∈ C∞c (Rn±). Then,
u(x) =
ˆ
Rn±
f(y)Γ(x; y)dy + St(∂±ν u)(x′)−Dt(Tr u)(x′) (4.1.42)
for a.e. x = (x′, t) ∈ Rn±.
We note that St : L˙2−1/2(Rn−1) → W˙ 1,2(Rn) and Dt : L˙21/2(Rn−1) → W˙ 1,2(Rn) are
bounded so the operators in (4.1.42) are well-defined for the data at hand (cf., e.g., [9,
Theorem 3.1]).
Proof. Let u ∈ W˙ 1,2(Rn+) satisfy the conditions of Theorem 4.1.41 for f ∈ C∞c (Rn+). We
know (see, e.g., Chapter 8 in [9]) that (4.1.42) holds when f ≡ 0. That means that for
v(x) := u(x)−
ˆ
Rn+
f(y)Γ(x; y)dy, x ∈ Rn+,
we have
v(x) = St(∂+ν v)(x′)−Dt(Tr v)(x′).
Note that v ∈ W˙ 1,2(Rn+) since u ∈ W˙ 1,2(Rn+) and f ∈ C∞0 (Rn+) so that
ˆ
Rn+
f(y)Γ(x; y)dy ∈ Y 1,2(Rn+) ↪→ W˙ 1,2(Rn+)
by Theorem 3.2.6 and Lemma 2.3.7. It remains to prove that for
w(x) :=
ˆ
Rn+
f(y)Γ(x; y) dy, x ∈ Rn+,
we have
St(∂+ν w)(x′)−Dt(Tr w)(x′) = 0, (x, t) ∈ Rn+.
109
Indeed, for x = (x′, t) ∈ Rn+,
St(∂+ν w)(x′)−Dt(Tr w)(x′)
= St
(ˆ
Rn+
f(y)∂+νxΓ( · , 0; y) dy
)
(x′)−Dt
(ˆ
Rn+
f(y)Γ( · , 0; y) dy
)
(x′)
=
ˆ
Rn−1
Γ(x′, t; z′, 0)
ˆ
Rn+
f(y)∂+νzΓ(z
′, 0; y) dydz′
−
ˆ
Rn−1
(
∂+ν∗zΓ
∗( · , · ;x′, t)
)
(z′, 0)
ˆ
Rn+
f(y)Γ(z′, 0; y) dydz′
= −
ˆ
Rn−1
Γ(x′, t; z′, 0)
ˆ
Rn+
f(y)∂−νzΓ(z
′, 0; y) dydz′
+
ˆ
Rn−1
(
∂−ν∗zΓ
∗( · , · ;x′, t)
)
(z′, 0)
ˆ
Rn+
f(y)Γ(z′, 0; y) dydz′
Here, all normal derivatives are interpreted in the weak sense and we have used (4.0.37)
in the last step. We observe that Γ( · ; y) is in W˙ 1,2 away from the pole (it belongs to
Y 1,2(Rn \ Br(y)) according to the construction of [27]). Thus, we can write the last
expression in the display above, by definition of conormal derivative, as
−
ˆ
Rn−
ˆ
Rn+
∇zΓ(x; z)A(z)∇zΓ(z; y)f(y) dydz
+
ˆ
Rn−
ˆ
Rn+
A∗(z)∇zΓ(x; z)∇zΓ(z; y)f(y) dydz = 0,
as desired, where in the last step we have used that Γ∗(z;x) = Γ(x; z). Similar arguments
hold in the lower half-space.
Theorem 4.1.43. ∂+ν Γ( · , 0; y) and ∇||Γ( · , 0; y) are in H1,∞(Rn−1) uniformly in y ∈
Rn+.
Proof. Define
H(x) := (Φ ∗ Γ(x; · ))(y)− (Φ ∗ Γ(x; · ))(y∗),
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where {Φ}>0 is a standard set of mollifiers. Fix x0 = (x′0, t0) ∈ Rn+. For sufficiently
small , we have by Theorem 4.1.41,
H(x0) = −
ˆ
Rn−
Φ(y
∗ − z)Γ(x0; z)dz −Dt0(Tr H)(x′0) + St0(∂−ν H)(x′0)
= −(Φ ∗ Γ(x0; · ))(y∗)−Dt0(Tr H)(x′0) + St0(∂−ν H)(x′0)
Adding (Φ ∗ Γ(x0; · ))(y∗) to both sides gives
(Φ ∗ Γ(x0; · ))(y) = −Dt0(Tr H)(x′0) + St0(∂−ν H)(x′0).
Taking  to zero, we see that for x = (x′, t) ∈ Rn+,
Γ(x, y) = −Dt
(
Tr Γ˜y
)
(x′) + St
(
∂−ν Γ˜y
)
(x′),
thus,
∂+ν Γ(x
′, 0; y) = −∂+ν D
(
Tr Γ˜y
)
(x′) +
(
1
2
I + K˜
)(
∂−ν Γ˜y
)
(x′),
and
∇x′Γ(x′, 0; y) = ∇x′
(
1
2
I −K
)(
Tr Γ˜y
)
(x′) +∇x′S0
(
∂−ν Γ˜y
)
(x′).
Now the result follows from Theorems 4.1.35, 4.1.17, and 4.1.13 and the fact that L1 ↪→
H1,∞.
4.2 Proofs of main results for homogeneous operators
Proof of Theorem 4.0.22. We aim to employ formulas (4.0.20) and (4.0.21). In what fol-
lows we shall discuss how the mapping properties of the layer potentials proved above
allow to make sense of these formulas and to establish membership of the gradient of
the Green function to the corresponding weak-type space. In the presence of compat-
ible invertibility the formulas make sense right away in W˙ 1,2(Rn+) and yield the Green
function of Theorem 3.2.10 and Corrolary 3.2.12. Thus, we only need to show that
∇xGD( · , y), ∇xGN ( · , y) ∈ Ln+1n ,∞(Rn+) uniformly in y ∈ Rn+.
Applying ∇ to (4.0.20) and (4.0.21) then utilizing Theorem 4.1.43, we see that it
suffices to show
1. ∇Γ( · ; y) ∈ Ln+1n ,∞(Rn+) uniformly in y ∈ Rn+ and
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2. ∇St : H1,∞(Rn)→ Ln+1n ,∞(Rn+) is bounded.
(1) is precisely (3.2.59)
Turning to (2), [28, Lemma 2.2] states that if w ∈ L2loc(Rn+) and N˜ (w) ∈ Lp(Rn) for
0 < p ≤ 2nn+1 , then
w ∈ L (n+1)pn (Rn+) and ||w||
L
(n+1)p
n (Rn+)
≤ C||N˜ (w)||Lp(Rn), (4.2.1)
where C depends only on the domain and on p.
For f ∈ Hp(Rn), it follows from (4.1.8) and (4.1.7) that ∇Stf ∈ L2loc(Rn+) and
N˜ (∇Stf) ∈ Lp(Rn+) so that (4.2.1) applies for w = ∇Stf . Thus, (4.1.7) and (4.2.1) give
the following bounds:
||∇Stf ||
L
(n+1)p
n (Rn+)
≤ C||N˜ (∇Stf)||Lp(Rn) ≤ C||f ||Hp(Rn)
for p ∈ (pα, 2nn+1). Therefore, ∇St : Hp(Rn) → L
(n+1)p
n (Rn+) is a bounded operator for
all such p. Recall that pα < 1, so by interpolation, ∇St : H1,∞(Rn) → Ln+1n ,∞(Rn+) is
bounded.
Proof of Corollary 4.0.27. We will prove the result for operator GD; the proof for GN
is exactly the same. We have from (2.3.34)(
Ln+1,1(Rn+)
)∗
= L
n+1
n
,∞(Rn+).
Thus, Theorem 4.0.22 gives us ∇xGD( · ; y) ∈
(
Ln+1,1(Rn+)
)∗
uniformly in y ∈ Rn+.
Now,
(∇GD)∗f(y) =
ˆ
Rn+
∇xGD(x; y)f(x) dx.
Therefore,
(∇GD)∗ : Ln+1,1(Rn+)→ L∞(Rn+)
is linear and bounded.
Thus, the solution operator is bounded as the map
∇GD( · ; y) :
(
L∞(Rn+)
)∗
→
(
Ln+1,1(Rn+)
)∗
= L
n+1
n
,∞(Rn+).
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Finally, since L1(Rn+) ↪→
(
L∞(Rn+)
)∗
,
∇GD : L1(Rn+)→ L
n+1
n
,∞(Rn+)
is bounded.
Appendix A
Reflection of Solutions
Take L to be a second order elliptic operator defined on Rn+, and B the corresponding
bilinear form, as defined in Section 3.1 with N = 1. Let u ∈ Y 1,2(Rn+) be a solution
to Lu = f in Rn+ with either Dirichlet or Neumann boundary conditions. We seek to
extend u to u# ∈ Y 1,2(Rn), and similarly f#, L#, so that L#u# = f# in Rn.
We extend L to L#, defined on Rn, by odd reflection in all coefficients associated to
exactly one xn-derivative and even reflection in all other coefficients. That is, we write
L#u = −Dα
(
A#,αβDβu+ b
#,αu
)
+ d#,βDβu+ V
#u,
where on Rn+, A# = A, b# = b, d# = d, and V # = V , and on Rn− we set
A#,αβ(x, xn) =
{
Aαβ(x,−xn) α, β 6= n or α = β = n
−Aαβ(x,−xn) otherwise,
b#,α(x, xn) =
{
bα(x,−xn) α 6= n
−bn(x,−xn) α = n,
d#,β(x, xn) =
{
dβ(x,−xn) β 6= n
−dn(x,−xn) β = n,
V #(x, xn) = V (x,−xn).
(A.0.1)
We define the bilinear form associated to L# by
B# [u, v] =
ˆ
Rn
A#, αβDβu ·Dαv + b#, α u ·Dαv + d#, βDβu · v + V u · v,
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and we say that u# ∈ Y 1,2(Rn) is a solution to L#u# = f# ∈ L2(Rn) if
B#
[
u#, v
]
=
ˆ
f#v, ∀v ∈ C∞c (Rn). (A.0.2)
First, we prove that the reflected functions exist in the appropriate function spaces.
Lemma A.0.1. Let u ∈ Y 1,20 (Rn+). Define u# by odd reflection – i.e.,
u#(x′, xn) =
{
u(x′, xn) if xn ≥ 0
−u(x′,−xn) if xn < 0.
Then, u# ∈ Y 1,2(Rn).
Proof. Take {ψk} ⊂ C∞c (Rn+) such that ψk → u in Y 1,2(Rn+). Define ψ#k by odd reflec-
tion. Then ψ#k ∈ C∞c (Rn) ⊂ Y 1,2 (Rn) and {ψ#k } is Cauchy in Y 1,2(Rn±), and therefore
in Y 1,2 (Rn). Thus, {ψ#k } has a convergent subsequence in Y 1,2 (Rn) and its limit must
be u#. Therefore, u# ∈ Y 1,2(Rn).
Lemma A.0.2. Let u ∈ Y 1,2(Rn+) and define u# by even reflection – i.e.,
u#(x′, xn) =
{
u(x′, xn) if xn ≥ 0
u(x′,−xn) if xn < 0.
Then, u# ∈ Y 1,2(Rn).
Proof. Clearly u# ∈ L2∗(Rn) and Dαu# ∈ L2(Rn±) for α = 1, . . . , n. It remains to check
that the weak derivative is defined at the boundary. Let φ ∈ C∞c (Rn). We need to show
ˆ
Rn
(
Dαu
#
)
φ = −
ˆ
Rn
u# (Dαφ) , α = 1, . . . , n. (A.0.3)
Assume that φ is evenly reflected across {xn = 0}. We have Dαu# = Dαu in Rn+,
α = 1, . . . , n, and for a.e. x ∈ Rn−,
Dαu
#(x′, xn) =
{
Dαu(x
′,−xn) if α 6= n
−Dnu(x′,−xn) if α = n.
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For α 6= n,ˆ
Rn
(
Dαu
#
)
φ =
ˆ
{xn<0}
Dαu(x
′,−xn)φ(x′,−xn) dx+
ˆ
{xn>0}
Dαu(x
′, xn)φ(x′, xn) dx
= 2
ˆ
{xn>0}
Dαu(x
′, xn)φ(x′, xn) dx
= −2
ˆ
{xn>0}
u(x′, xn)Dαφ(x′, xn) dx
= −
ˆ
{xn>0}
u(x′, xn)Dαφ(x′, xn) dx−
ˆ
{xn<0}
Dαu(x
′,−xn)φ(x′,−xn) dx
= −
ˆ
Rn
u# (Dαφ) .
Note that no boundary term is picked up when applying integration by parts because
ν = −en and α 6= n.
For α = n, we haveˆ
{xn<0}
Dnu
#(x′, xn)φ(x′, xn) dx =
ˆ
{xn>0}
−Dnu(x′, xn)φ(x′, xn) dx,
and similarlyˆ
{xn<0}
u#(x′, xn)Dnφ(x′, xn) dx =
ˆ
{xn>0}
u(x′, xn) (−Dnφ) (x′, xn) dx.
Therefore, both sides of (A.0.3) are zero when α = n. Thus, u# is weakly differentiable
in Rn.
Now, suppose that φ is not evenly reflected across {xn = 0}. Define
φ1
(
x′, xn
)
= φ(x′, 0)η(xn), (A.0.4)
where η ∈ C∞c ((−1, 1)) is evenly reflected, 0 ≤ η ≤ 1, and η (0) = 1. Then φ1 ∈
C∞c (Rn), φ1 is evenly reflected across {xn = 0}, φ2 := φ−φ1 ∈ C∞c (Rn), and φ2 (x′, 0) =
0. We have
|φ2
(
x′, xn
) | = |φ2 (x′, xn)− φ2 (x′, 0) | ≤ ∣∣∣∣∣∣∣∣∂φ2∂xn
∣∣∣∣∣∣∣∣
L∞(Rn)
|t|.
We claim that φ2 ∈ Y 1,20
(
Rn±
)
. We prove this for the upper-half space; the lower
half-space is analogous. Consider smooth cutoff functions {ζρ}ρ>0 ⊂ C∞
(
Rn+
)
such
that
ζρ
(
x′, xn
)
= 1 for |xn| > ρ, ζρ
(
x′, xn
)
= 0 for |xn| ≤ ρ2 , |Dζρ| . 1ρ .
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Then φ2ζρ ∈ C∞c
(
Rn+
)
and we have
||φ2ζρ − φ2||Y 1,2(Rn+) ≤ 2
ˆ
Rn+
|Dφ2|2|ζρ − 1|2 + |Dζρ|2|φ2|2 → 0, (A.0.5)
where in the last step we have used that |φ2| ≤ Cρ on supp (ζρ), |Dζρ| . 1ρ , and
| supp (Dζρ) | → 0.
By the above decomposition, we haveˆ
Rn
(
Dαu
#
)
φ =
ˆ
Rn
(
Dαu
#
)
φ1 +
ˆ
Rn
(
Dαu
#
)
φ2
=
ˆ
Rn
(
Dαu
#
)
φ1 −
ˆ
Rn
u# (Dαφ2) ,
where we have used that ψ2 ∈ C∞c
(
Rn±
)
and in the upper- and lower-half spaces, the
weak derivative of u# is inherited directly from u. Since φ1 is evenly reflected, we are
done.
A.0.1 Dirichlet problem
Let f ∈ L 2nn−2 (Rn+). We say that u ∈ Y 1,20 (Rn+) solves the Dirichlet problem{
Lu = f
u(x′, 0) = 0
(A.0.6)
if
B [u, v] =
ˆ
Rn+
fv, ∀v ∈ C∞c (Rn+). (A.0.7)
Lemma A.0.3. Let u ∈ Y 1,20 (Rn+) be a solution to (A.0.6) for f ∈ L
2n
n−2 (Rn+). Define
u# ∈ Y 1,2(Rn) and f# ∈ L 2nn−2 (Rn) by odd reflection. Then L#u# = f# in Rn in the
sense of (A.0.2).
Proof. First, assume v ∈ C∞c (Rn) is reflected evenly across {xn = 0}. For such v and
f# and for a.e. x ∈ Rn, we have
f#
(
x′, xn
)
v
(
x′, xn
)
= −f# (x′,−xn) v (x′,−xn) .
Therefore, ˆ
Rn
f#v = 0.
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So to prove that (A.0.2) holds in this case, we must show
B#
[
u#, v
]
= 0. (A.0.8)
Since v is evenly reflected, we have for a.e x ∈ Rn−,
Dαv(x
′, xn) =
{
Dαv(x
′,−xn) if α 6= n
−Dnv(x′,−xn) if α = n.
(A.0.9)
Since u# is oddly reflected, we have for a.e x ∈ Rn−,
Dβu
#(x′, xn) =
{
−Dβu(x′,−xn) if β 6= n
Dnu(x
′,−xn) if β = n.
(A.0.10)
By (A.0.9), (A.0.10), and (A.0.1), we have for a.e. x ∈ Rn−,
(
A#, αβDβu
#Dαv
) (
x′, xn
)
=

(
Aαβ (−Dβu)Dαv
)
(x′,−xn) α, β 6= n
((−Aαn)DnuDαv) (x′,−xn) α 6= n, β = n((−Anβ) (−Dβu) (−Dnv)) (x′,−xn) α = n, β 6= n
(AnnDβu (−Dnv)) (x′,−xn) α = β = n
=
(
−AαβDβuDαv
) (
x′,−xn
)
,(
b#, αu#Dαv
) (
x′, xn
)
=
{
(bα (−u)Dαv) (x′,−xn) α 6= n
((−bn) (−u) (−Dnv)) (x′,−xn) α = n
= (−bαuDαv)
(
x′,−xn
)
,
(
d#, βDβu
#v
) (
x′, xn
)
=
{ (
dβ (−Dβu) v
)
(x′,−xn) β 6= n
((−dn)Dnu v) (x′,−xn) β = n
=
(
−dβDβu
) (
x′,−xn
)
,
and
(
V #u#
)
(x′, xn) = (−V u) (x′,−xn). Thus, we have
B#
[
u#, v
]
= B [u, v]− B [u, v] = 0.
Now, suppose v ∈ C∞c (Rn) is not evenly reflected. By the same method as in
(A.0.4)-(A.0.5), we can write v = v1 + v2 + v3, where v1 ∈ C∞c (Rn) is evenly reflected,
v2 ∈ Y 1,20
(
Rn+
)
, and v3 ∈ Y 1,20
(
Rn−
)
. By the previous result for evenly reflected test
functions, we have
B#
[
u#, v1
]
=
ˆ
Rn
f#v1 = 0. (A.0.11)
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By the assumption that u is a solution on Rn+ – i.e., (A.0.7) – and by a limiting argument,
B#
[
u#, v2
]
= B [u, v2] =
ˆ
Rn+
fv2 =
ˆ
Rn
f#v2. (A.0.12)
Define v˜3 (x
′, xn) := v3 (x′,−xn) ∈ Y 1,20
(
Rn+
)
. Then, by the previous computations, we
have
B#
[
u#, v3
]
= −B#
[
u#, v˜3
]
= −
ˆ
Rn+
f#v˜3 =
ˆ
Rn
f#v3. (A.0.13)
Now (A.0.7) follows from (A.0.11), (A.0.12), and (A.0.13).
A.0.2 Neumann problem
We say that u ∈ Y 1,2(Rn+) solves the Neumann problem{
Lu = f ∈ L 2nn−2 (Rn+)
−∑nα=1 (AnαDαu+ bnu) = 0 (A.0.14)
if
B [u, v] =
ˆ
fv, ∀v ∈ C∞c (Rn).
Lemma A.0.4. Let u ∈ Y 1,2(Rn+) be a solution to (A.0.14) for f ∈ L
2n
n−2 (Rn+). Define
u# ∈ Y 1,2(Rn) and f# ∈ L 2nn−2 (Rn) by even reflection. Then L#u# = f# in Rn in the
sense of (A.0.2).
Proof. First, assume that v is evenly reflected. We must show that
B
[
u#, v
]
= 2
ˆ
Rn+
fv. (A.0.15)
Since u is evenly reflected, we have for a.e. x ∈ Rn−,
Dβu
#(x′, xn) =
{
Dβu(x
′,−xn) if β 6= n
−Dnu(x′,−xn) if β = n.
(A.0.16)
Computing as before, we find(
A#, αβDβu
#Dαv
) (
x′, xn
)
=
(
AαβDβuDαv
) (
x′,−xn
)
,(
b#, αu#Dαv
) (
x′, xn
)
= (bαuDαv)
(
x′,−xn
)
,(
d#, βDβu
#v
) (
x′, xn
)
=
(
dβDβu
) (
x′,−xn
)
,
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and
(
V #u#
)
(x′, xn) = (V u) (x′,−xn). Therefore,
B#
[
u#, v
]
= B [u, v] + B [u, v] = 2
ˆ
Rn+
fv.
Now, suppose v ∈ C∞c (Rn) is not evenly reflected. As in the previous lemma, we
write v = v1 + v2 + v3, where v1 ∈ C∞c (Rn) is evenly reflected, v2 ∈ Y 1,20
(
Rn+
)
, and
v3 ∈ Y 1,20
(
Rn−
)
. By an analogous argument as in that lemma, we have
B#
[
u#, v2 + v3
]
=
ˆ
Rn
f# (v2 + v3) .
By the previous computations,
B#
[
u#, v1
]
=
ˆ
Rn
f#v1.
Therefore, L#u# = f# in Rn as desired.
References
[1] S. Agmon. Lectures on Exponential Decay of Solutions of Second-Order Elliptic
Equations: Bounds on Eigenfunctions of N -Body Schro¨dinger Operators, volume 29
of Mathematical Notes. Princeton University Press, Princeton, NJ, 1982.
[2] M. A. Alfonseca, P. Auscher, A. Axelsson, S. Hofmann, and S. Kim. Analyticity
of layer potentials and L2 solvability of boundary value problems for divergence
form elliptic equations with complex L∞ coefficients. Advances in Mathematics,
226(5):4533–4606, 2011.
[3] D. G. Aronson. Non-negative solutions of linear parabolic equations. Annali della
Scuola Normale Superiore di Pisa, 22(4):607–694, 1968.
[4] P. Auscher, A. McIntosh, and P. Tchamitchian. Heat kernels of second order com-
plex elliptic operators and applications. Journal of Functional Analysis, 152(1):22–
73, 1998.
[5] P. Auscher and M. Mourgoglou. Boundary layers, Rellich estimates and extrapo-
lation of solvability for elliptic systems. Proceedings of the London Mathematical
Society, 109(2):446–482, 2014.
[6] P. Auscher and M. Qafsaoui. Equivalence between regularity theorems and heat
kernel estimates for higher order elliptic operators and systems under divergence
form. Journal of Functional Analysis, 177(2):310–364, 2000.
[7] P. Auscher and P. Tchamitchian. Square root problem for divergence operators
and related topics. Aste´risque, (249):viii+172, 1998.
120
121
[8] A. Barton. Gradient estimates and the fundamental solution for higher-order ellip-
tic systems with rough coefficients. Manuscripta Mathematica, 151(3-4):375–418,
2016.
[9] A. Barton and S. Mayboroda. Layer potentials and boundary-value problems for
second order elliptic operators with data in Besov spaces. Memoirs of the American
Mathematical Society, 243(1149):v+110, 2016.
[10] J. Bergh and J. Lo¨fstro¨m. Interpolation Spaces. An Introduction., volume 223
of Grundlehren der mathematischen Wissenschaften. Springer-Verlag, Berlin-New
York, 1976.
[11] L. A. Caffarelli, E. B. Fabes, and C. E. Kenig. Completely singular elliptic-harmonic
measures. Indiana University Mathematics Journal, 30(6):917–924, 1981.
[12] F. Chiarenza, E. B. Fabes, and N. Garofalo. Harnack’s inequality for Schro¨dinger
operators and the continuity of solutions. Proceedings of the American Mathemat-
ical Society, 98(3):415–425, 1986.
[13] J. Choi and S. Kim. Neumann functions for second order elliptic systems with
measurable coefficients. Transactions of the American Mathematical Society,
365(12):6283–6307, 2013.
[14] B. Davey, J. Hill, and S. Mayboroda. Fundamental matrices and Green matrices for
non-homogeneous elliptic systems. 2017. To appear in Publicacions Matema´tiques,
available at arXiv:1610.08064.
[15] E. B. Davies. Uniformly elliptic operators with measurable coefficients. Journal of
Functional Analysis, 132(1):141–169, 1995.
[16] J. Dziuban´ski and J. Zienkiewicz. Hp spaces associated with Schro¨dinger operators
with potentials from reverse Ho¨lder classes. Colloquium Mathematicum, 98(1):5–38,
2003.
[17] L. Evans. Partial Differential Equations, volume 19 of Graduate Studies in Math-
ematics. American Mathematical Society, Providence, RI, 1998.
122
[18] C. Fefferman. The uncertainty principle. Bulletin of the American Mathematical
Society, 9(2):129–206, 1983.
[19] C. Fefferman, N. M. Rivie`re, and Y. Sagher. Interpolation between Hp spaces: the
real method. Transactions of the American Mathematical Society, 191:75–81, 1974.
[20] J. Frehse. An irregular complex valued solution to a scalar uniformly elliptic equa-
tion. Calculus of Variations and Partial Differential Equations, 33(3):263–266,
2008.
[21] F. W. Gehring. The Lp-integrability of the partial derivatives of a quasiconformal
mapping. Acta Mathematica, 130:265–277, 1973.
[22] D. Gilbarg and N. S. Trudinger. Elliptic Partial Differential Equations of Second
Order. Classics in Mathematics. Springer-Verlag, Berlin, 2001.
[23] M. Gru¨ter and K.-O. Widman. The Green function for uniformly elliptic equations.
Manuscripta Mathematica, 37(3):303–342, 1982.
[24] Q. Han and F. Lin. Elliptic Partial Differential Equations, volume 1 of Courant
Lecture Notes in Mathematics. Courant Institute of Mathematical Sciences, New
York; American Mathematical Society, Providence, RI, second edition, 2011.
[25] J. Heinonen, T. Kilpela¨inen, and O. Martio. Nonlinear Potential Theory of Degen-
erate Elliptic Equations. Oxford Mathematical Monographs. The Clarendon Press,
Oxford University Press, New York, 1993.
[26] S. Hofmann, C. E. Kenig, S. Mayboroda, and J. Pipher. The regularity prob-
lem for second order elliptic operators with complex-valued bounded measurable
coefficients. Mathematische Annalen, 361(3-4):863–907, 2015.
[27] S. Hofmann and S. Kim. The Green function estimates for strongly elliptic systems
of second order. Manuscripta Mathematica, 124(2):139–172, 2007.
[28] S. Hofmann, M. Mitrea, and A. J. Morris. The method of layer potentials in Lp
and endpoint spaces for elliptic operators with L∞ coefficients. Proceedings of the
London Mathematical Society, 111(3):681–716, 2015.
123
[29] A. Jonsson and H. Wallin. Function spaces on subsets of Rn. Mathematical Reports,
2(1):xiv+221, 1984.
[30] K. Kang and S. Kim. Global pointwise estimates for Green’s matrix of second order
elliptic systems. Journal of Differential Equations, 249(11):2643–2662, 2010.
[31] C. E. Kenig. Harmonic Analysis Techniques for Second Order Elliptic Boundary
Value Problems. American Mathematical Society, 1994.
[32] C. E. Kenig and J. Pipher. The Neumann problem for elliptic equations with
non-smooth coefficients. Inventiones Mathematicae, 113(1):447–509, 1993.
[33] S. Kim. Note on local boundedness for weak solutions of Neumann problem for
second-order elliptic equations. Journal of the Korean Society for Industrial and
Applied Mathematics, 19(2):189–195, 2015.
[34] K. Kurata. An estimate on the heat kernel of magnetic Schro¨dinger operators and
uniformly elliptic operators with non-negative potentials. Journal of the London
Mathematical Society, 62(3):885–903, 2000.
[35] W. Littman, G. Stampacchia, and H. F. Weinberger. Regular points for elliptic
equations with discontinuous coefficients. Annali della Scuola Normale Superiore
di Pisa, 17(1-2):43–77, 1963.
[36] S. Mayboroda and B. Poggi. Sharp exponential decay estimates for the fundamental
solution of the generalized Schro¨dinger equation. In preparation, 2017.
[37] V. G. Maz’ya. Sobolev Spaces with Applications to Elliptic Partial Differential
Equations, volume 342 of Grundlehren der Mathematischen Wissenschaften [Fun-
damental Principles of Mathematical Sciences]. Springer, Heidelberg, augmented
edition, 2011.
[38] V. G. Maz’ya, S. A. Nazarov, and B. A. Plamenevski˘ı. Absence of De Giorgi-type
theorems for strongly elliptic equations with complex coefficients. Journal of Soviet
Mathematics, 28(5):726–734, 1985.
[39] D. Mitrea. On the regularity of Green potentials for elliptic systems. Manuscript,
2008.
124
[40] E. M. Ouhabaz. Analysis of Heat Equations on Domains, volume 31 of London
Mathematical Society Monographs Series. Princeton University Press, Princeton,
NJ, 2005.
[41] A. Rose´n. Layer potentials beyond singular integral operators. Publicacions
Matema´tiques, 57(2):429–454, 2013.
[42] A. Rose´n. A local Tb theorem for matrix weighted paraproducts. Revista
Matema´tica Iberoamericana, 32(4):1259–1276, 2016.
[43] Z. Shen. On the Neumann problem for Schro¨dinger operators in Lipschitz domains.
Indiana University Mathematics Journal, 43(1):143–176, 1994.
[44] Z. Shen. Lp estimates for Schro¨dinger operators with certain potentials. Annales
de l’Institut Fourier, 45(2):513–546, 1995.
[45] Z. Shen. Eigenvalue asymptotics and exponential decay of eigenfunctions for
Schro¨dinger operators with magnetic fields. Transactions of the American Mathe-
matical Society, 348(11):4465–4488, 1996.
[46] Z. Shen. On fundamental solutions of generalized Schro¨dinger operators. Journal
of Functional Analysis, 167(2):521–564, 1999.
[47] G. Stampacchia. Le proble`me de Dirichlet pour les e´quations elliptiques du second
ordre a` coefficients discontinus. Annales de l’Institut Fourier, 15(1):189–257, 1965.
[48] E. M. Stein. Singular Integrals and Differentiability Properties of Functions. Prince-
ton University Press, Princeton, NJ, 1970.
[49] E. M. Stein. Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscil-
latory Integrals, volume 43 of Princeton Mathematical Series. Princeton University
Press, Princeton, NJ, 1993.
[50] H. Triebel. Theory of Function Spaces, volume 38 of Mathematik und ihre Anwen-
dungen in Physik und Technik [Mathematics and its Applications in Physics and
Technology]. Akademische Verlagsgesellschaft Geest & Portig K.-G., Leipzig, 1983.
125
[51] S. Yang. Several estimates of Musielak-Orlicz-Hardy-Sobolev type for Schro¨dinger
type operators. Annals of Functional Analysis, 6(3):118–144, 2015.
