Risk measurement for derivative portfolios almost invariably calls for nested simulation. In the outer step one draws realizations of all risk factors up to the horizon, and in the inner step one re-prices each instrument in the portfolio at the horizon conditional on the drawn risk factors. Practitioners may perceive the computational burden of such nested schemes to be unacceptable, and adopt a variety of second-best pricing techniques to avoid the inner simulation. In this paper, we question whether such short cuts are necessary. We show that a relatively small number of trials in the inner step can yield accurate estimates, and analyze how a fixed computational budget may be allocated to the inner and the outer step to minimize the mean square error of the resultant estimator. Finally, we introduce a jackknife procedure for bias reduction and a dynamic allocation scheme for improved efficiency.
For a wide variety of derivative instruments, computational costs may pose a binding constraint on the choice of pricing model. The more realistic and flexible the model, the less likely that there will exist an analytical pricing formula, and so the more likely that simulation-based pricing algorithms will be required. For plain-vanilla options trading in fast-moving markets, simulation is prohibitively slow. Simple models with analytical solutions are typically employed with ad-hoc adjustments (such as local volatility surfaces) to obtain better fit to the cross-section of market prices. As such models capture underlying processes in crude fashion, they tend to require frequent recalibration and perform poorly in time-series forecasting. For path-dependent options (e.g, lookback options) and complex basket derivatives (e.g., CDO of ABS), simulation is almost unavoidable, though even here computational shortcuts may be adopted at the expense of bias. 1 Risk-management applications introduce additional challenges. Time constraints are less pressing than in trading applications, but the computational task may be more formidable. When loss is measured on a mark-to-market basis, estimation via simulation of large loss probabilities or of risk-measures such as Value-at-Risk (VaR) calls for a nested procedure: In the outer step one draws realizations of all risk factors up to the horizon, and in the inner step one re-prices each position in the portfolio at the horizon conditional on the drawn risk factors. It has been widely assumed that simulation-based pricing algorithms would be infeasible in the inner step, because the inner step must be executed once for each trial in the outer step.
In this paper, we question whether inner step simulations must necessarily impose a large computational burden. We show that a relatively small number of trials in the inner step can yield accurate estimates for large loss probabilities and portfolio risk-measures such as Value-at-Risk and Expected Shortfall, particularly when the portfolio contains a large number of positions. Since an expectation is replaced by a noisy sample mean, the estimator is biased, and we are able to characterize this bias asymptotically. We analyze how a fixed and large computational budget may be allocated to the inner and the outer step to minimize the mean square error of the resultant estimator. We show how the jackknifing technique may be applied to reduce the bias in our estimator, and how this alters the optimal budget allocation. In addition, we introduce a dynamic allocation scheme for choosing the number of inner step trials as a function of the generated output. This technique can significantly reduce the computational effort to achieve a given level of accuracy.
The most studied application of nested simulation in the finance literature is the pricing of American options. An influential paper by Longstaff and Schwartz (2001) proposes a least-squares methodology in which a small number of inner step samples are used to estimate a parametric relationship between the state vector at the horizon (in this case, the stock price) and the continuation value of the option. This "LSM" estimator is applicable to a broad range of nested problems, so long as the dimension of the state vector is not too large and the relationship between state vector and continuation value is not too nonlinear. However, some care must be taken in the choice of basis functions, and in general it may be difficult to assess the associated bias (Glasserman, 2004, §8.6 ). Our methodology, by contrast, is well-suited to portfolios of high-dimensional and highly nonlinear instruments, can be applied to a variety of derivative types without customization, and has bias of known form.
Our optimization results for large loss probabilities and Value-at-Risk are similar to those of Lee (1998) . 2 Lee's analysis relies on a different and somewhat more intricate set of assumptions 1 than ours, which are in the spirit of the sensitivity analysis of VaR by Gouriéroux et al. (2000) and the subsequent literature on "granularity adjustment" of credit VaR (Martin and Wilde, 2002; Gordy, 2004) . The resulting asymptotic formulae, however, are the same. 3 Our extension of this methodology to Expected Shortfall is new, as is our analysis of large portfolio asymptotics. Furthermore, so far as we are aware, we are the first to examine the performance of jackknife estimators and dynamic allocation schemes in a nested simulation setting.
In Section 1 we set out a very general modeling framework for a portfolio of financial instruments. We introduce the nested simulation methodology in Section 2. We characterize the bias in and variance of the simulation estimator, and analyze the optimal allocation of computational resources between the two stages that minimizes the mean square error of the resultant estimator. Numerical illustrations of our main results are provided in Section 3. In the last two sections, we propose some refinements to further improve computational performance of nested simulation. Simple jackknife methods for bias reduction are developed in Section 4. Our dynamic allocation scheme is introduced and examined in Section 5.
Model framework
Let X t be a vector of m state variables that govern all prices. The vector X t might include interest rates, commodity prices, equity prices, and other underlying prices referenced by derivatives. Let F t be the filtration generated by X t . For use in discounting future cash flows, we denote by B t (s) the value at time s of $1 invested at time t ≤ s in a risk free money market account, i.e.,
If interest rates are stochastic, then B t (s) depends on F s .
The portfolio consists of K + 1 positions. The price of position k at time t depends on t, F t , and the contractual terms of the instrument. 4 Position 0 represents the sub-portfolio of instruments for which there exist analytical pricing functions. Without loss of generality, we treat this as a single composite instrument. Among the contractual terms for an instrument is its maturity. We assume maturity T k is finite for k = 1, . . . , K. As in all risk measurement exercises, the portfolio is assumed to be held static over the model horizon.
Conditional on F t , the cashflows up to time t are nonstochastic functions of time that depend on the contractual terms. Let C k (t) be the cumulative cashflow for k on (0, t]. Note that increments to C k (t) can be positive or negative, and can arrive at discrete time intervals or continuously. The market value of each position is the present discounted expected value of its cashflows under the risk-neutral measure Q:
contribution anticipates the work of Gouriéroux et al. (2000) and the literature on granularity adjustment, and appears to have been overlooked in the finance literature. The valuations are expressed in currency units, so there is no need for portfolio weights. 5 We set V k (t) = 0 whenever t ≥ T k .
The present time is normalized to 0 and the model horizon is H. "Loss" is defined as the difference between current value and discounted future value at the horizon, adjusting for interim cashflows. Portfolio loss is
The implicit assumption here is that interim cashflows are reinvested in the money market until time H, but other conventions are easily accommodated.
Simulation framework
We now develop notation related to the simulation process. The simulation is nested: There is an "outer step" in which we draw histories up to the horizon H. For each trial in the outer step, there is an "inner step" simulation needed for repricing at the horizon. Let L be the number of trials in the outer step. In each of these trials, we 1. Draw a single path X t for t = (0, H] under the physical measure. Let ξ represent the filtration F H that is generated by this path.
2. Evaluate the accrued value at H of the interim cashflows.
3. Evaluate the price of each position at H.
• Closed-form price for instrument 0.
• Simulation with N k "inner step" trials for remaining positions k = 1, . . . , K. These paths are simulated under the risk-neutral measure.
4. Discount back to time 0 to get our loss Y (ξ).
Observe that the full dependence structure across the portfolio is captured in the period up to the model horizon. Inner step simulations, in contrast, are run independently across positions. This is because the value of position k at time H is simply a conditional expectation (given F H and under the risk-neutral measure) of its own subsequent cash flows, and does not depend on future cash flows of other positions. Intuition might suggest that it would be more efficient from a simulation perspective to run inner step simulations simultaneously across all positions in order to reduce the total number of sampled paths of X t on (H, max{T k }]. However, if we use the same samples of X t across inner step simulations, pricing errors are no longer independent across the positions, and so do not diversify away as effectively at the portfolio level. Furthermore, when the positions are repriced independently, to reprice position k we need only draw joint paths for the elements of X t that influence that instrument. This may greatly reduce the memory footprint of the simulation, in particular when the number of state variables (m) is large and when some of the maturities {T k } are very long relative to the horizon H.
We have assumed that initial prices V k (0) are already known and can be taken as constants in our algorithm. Of course, this can be relaxed.
In the following three subsections, we discuss estimation of large loss probabilities ( §2.1), Valueat-Risk ( §2.2), and Expected Shortfall ( §2.3). For simplicity, we impose a single value of N across all positions (i.e., N k = N for k = 1, ..., K). This restriction is relaxed in Section 2.4. In Section 2.5, we consider the asymptotic behavior of the optimal allocation of computational resources as the portfolio size grows large. Last, in Section 2.6, we elaborate on the trade-offs associated with simultaneous repricing.
Estimating the probability of large losses
We first consider the problem of efficient estimation of α = P (Y (ξ) > u) via simulation for a given u. If for each generated ξ, the mark-to-market values of each position were known, the associated Y (ξ) would be known and simulation would involve generating i.
as an estimator of α. However, the mark-to-market value of each position is not known and is instead estimated via the inner step simulations. Within the inner step simulation for repricing position k, each trial gives an unbiased (but very noisy) estimate of Y (ξ). Let ζ ki (ξ) denote the zero-mean pricing error associated with the i th such sample for position k, let Z i (ξ) denote the portfolio pricing error for the i th inner step sample, and finally letZ
be the zero-mean average pricing error for the portfolio as a whole. In place of Y (ξ), we take as its surrogateỸ (ξ) ≡ Y (ξ) +Z N (ξ) as an estimate of loss in the portfolio. By the law of large numbers,
) via outer and inner step simulation and taking the averageα
We now examine the mean square error ofα L,N . Let
L where for any random variable X, V[X] denotes its variance. Suppose that the computational effort to generate one sample of ξ (outer step simulation) on an average equals γ 0 > 0, and to generate 4 an inner step simulation sample on the average equals γ 1 . Then, average effort per iteration of simulation equals N γ 1 + γ 0 and average effort for L iterations equals L(N γ 1 + γ 0 ). By law of large numbers this is close to the actual effort when L is large. We suppose that the overall computational budget is fixed at Γ. We analyze the problem of choosing (N, L) to minimize the mean square error of the estimatorα L,N when L(N γ 1 +γ 0 ) = Γ for large Γ. Thus we consider the optimization problem
as Γ → ∞. Proposition 1 states our essential result for solving the optimization problem. We need some notation and a technical assumption for this.
. Our asymptotic analysis relies on Taylor series expansion of the joint density function g N (y, z) of (Y,Z N ) and its partial derivatives. Assumption 1 ensures that higher order terms in such expansions can be ignored.
Assumption 1
1. The joint pdf g N (·, ·) of Y andZ N and its partial derivatives ∂ ∂y g N (y, z) and
∂y 2 g N (y, z) exist for each N and for all (y, z).
for all y, z. In addition,
This assumption may be expected to be true in a large portfolio where there are at least a few positions that have a sufficiently smooth payoff. Alternatively, this assumption may be satisfied by perturbing Y andZ N through adding to both of them mean zero, variance independent Gaussian random variables, also independent of Y andZ N . For small this has a negligible impact on the tail measures. Then, if
where FZ N (·) denotes the distribution function ofZ N , Assumption 1 can be seen to hold. To see this, let Y andZ N, denote the random variables obtained by perturbing Y andZ N as described above. Then, the joint pdf of (Y ,Z N, ) equals
where φ (·) denotes the pdf of Gaussian random variable with mean zero and variance , and G N (·, ·) denotes the joint distribution function of (Y,Z N ). Since, φ (·) and its first two derivatives are bounded, it is easy to see that equation (2) implies that Assumption 1 holds for (Y ,Z N , ).
Assumption 1 is sufficient to deliver a useful convergence property. Here and henceforth, let f and F denote the density and cumulative distribution function for Y , and letf N andF N denote the density and cumulative distribution function forỸ . Now let y N be some sequence of real numbers that converges to a real number y. In Appendix A.1, we prove the following lemma:
We now approximate α N in orders of 1/N . We define the function
where σ 2 ξ denotes the conditional variance of Z i (conditioned on ξ). Our approximation is given by: 6
Proposition 1 Under Assumption 1,
where
Proof is in Appendix A.2. For the distributions and large loss levels one might expect to appear in practice, the bias will be upwards (i.e., θ u > 0). By construction, the distribution of Y (ξ) +Z N (ξ) differs from the distribution of Y (ξ) by a mean-preserving spread, in the sense of Rothschild and Stiglitz (1970) . Unless the two distributions have an infinite number of crossings, there will exist a u * such that α L,N ≥ α for all u > u * .
Applying Proposition 1, the objective function reduces to finding N that minimizes
It is easy to see that an optimal N for this has the form
Therefore optimal L has the form
and the mean square error at optimal N * equals
For large computational budgets, we see that L * grows with the square of N * . Thus, marginal increments to Γ are allocated mainly to the outer step. It is easy to intuitively see the imbalance between N * and L * . Note that when N and L are of the same order √ Γ, the squared bias term contributes much less to the mean square error compared to the variance term. By increasing L at the expense of N we reduce variance till it matches up in contribution to the squared bias term.
Estimating Value-at-Risk
We now consider the problem of efficient estimation of Value-at-Risk for Y . For a target insolvency probability α, VaR is the value y α given by
Under Assumption 1, Y is a continuous random variable so that P (Y ≥ y α ) = α. As before, our nested simulation generates samples (
, so thatỸ αL provides an estimate of y α , where a denotes the integer ceiling of the real number a. Our interest is in characterizing the mean square error E[(Ỹ αL − y α ) 2 ] and then minimizing it. As before, we decompose MSE into variance and squared bias:
To approximate bias and variance, we use the following result:
Proposition 2 Under Assumption 1,
where θ α = −Θ (y α ) and
A result parallel to the bias approximation is used in the literature on "granularity adjustment" of credit VaR to adjust asymptotic approximations of VaR for undiversified idiosyncratic risk (Martin and Wilde, 2002; Gordy, 2004) . To avoid lengthy technical digressions, our statement of the proposition and its derivation in Appendix A.3 abstract from certain mild but cumbersome regularity conditions; see the appendix for details. Our budget allocation problem reduces to minimizing the mean square error
It is easy to see that the optimal solution is
and
These values are identical up to terms of size o Γ (Γ 2/3 ) to the optimal values for estimating P (Y > u) derived in the previous section when u = y α . The mean square error at optimal N * equals
Estimating Expected Shortfall
Although Value-at-Risk is ubiquitous in industry practice, it is well understood that it has significant theoretical and practical shortcomings. It ignores the distribution of losses beyond the target quantile, so may give incentives to build portfolios that are highly sensitive to extreme tail events. More formally, Value-at-Risk fails to satisfy the sub-addivity property, so a merger of two portfolios can yield VaR greater than the sum of the two stand-alone VaRs. For this reason, Value-at-Risk is not a coherent risk-measure, in the sense of Artzner et al. (1999) .
As an alternative to VaR, Acerbi and Tasche (2002) propose using generalized Expected Shortfall ("ES"), defined by
The first term is often used as the definition of Expected Shortfall for continuous variables. It is also known as "tail conditional expectations." The second term is a correction for mass at the quantile y α . In our setting, Y andỸ are continuous in distribution, so
Acerbi and Tasche 
Again, our sample output from the simulation to estimate
The following proposition evaluates the bias associated with this term.
Proposition 3 Under Assumption 1,
The proof is given in Appendix A.4. Using similar analysis to the proof of Proposition 3, we can establish that
and therefore that
8 Thus, analogous to Section 2.1, we consider the optimization problem
Applying Proposition 3 and (7), the objective function reduces to finding N that minimizes
and optimal L has the form
The mean square error at optimal N * equals
We return now to the problem of the bias of ES α [Ỹ ] . We can write the difference between the Expected Shortfall of random variablesỸ and Y as
From Proposition 3, we have
Now from the mean value theorem
wherey lies between y α andỹ α . Note that Υ N (y) = −yf N (y) and thaty → y α as N → ∞. From Lemma 1 it follows thatf N (y) → f (y). Therefore,
where the last equality follows from Proposition 2. By substituting equations (11) and (12) into (10), we arrive at
A similar result is noted by Martin and Tasche (2007) and Gordy (2004) .
Optimal allocation within the inner step
In this subsection we relax the restriction that N k is equal across k. We focus on estimation of large loss probabilities. Similar analysis would allow us to vary N k across positions in estimating VaR and ES. We redefine N as the total number of inner step simulations. This aggregate N is to be divided up among the positions k = 1, . . . , K by allocating p k N simulations for position k where each p k ≥ 0 and k≤K p k = 1. Suppose that the average effort to generate a single such inner step simulation for k is γ 1,k . Then, total inner step simulation effort equals N γ 1 where
For a single trial of the outer step simulation, the inner step simulation generates the estimatẽ
Here we ignore minor technicalities associated with p k N not being an integer.
The analysis to compute the mean square error proceeds exactly as in Section 2.1. The resultant θ u in this setting is
where σ 2 k,ξ denotes the variance of ζ k,· (ξ) conditioned on ξ, and where we define
Recall from Section 2.1 that the mean square error at optimal N * equals
Holding N * fixed, we now consider the problem of determining an approximation to optimal {p k ≥ 0 : k ≤ K}. As u and hence α are fixed, it is reasonable to ignore the o Γ (Γ −2/3 ) residual and simply minimize the product θ u γ 1 , which we can write as
Since the terms p k and p j appear as ratios in the objective, the constraint k≤K p k = 1 simply involves normalizing any solution of the unconstrained problem. From the first order conditions, we can easily verify that the solution (p
This is intuitive as one expects that higher computation resources should be allocated to a position with higher contribution to bias and lower computational effort. This is captured by θ u,k in the numerator and γ 1,k in the denominator.
Large portfolio asymptotics
Intuition suggests that as the portfolio size increases, the optimal number of inner loops needed becomes small, even falling to N * = 1 for a sufficiently large portfolio. We formalize this intuition by considering an asymptotic framework where both the portfolio size and the computational budget increases to infinity. To avoid cumbersome notation and tedious technical arguments, we focus on the case of a portfolio of exchangeable (i.e., statistically homogeneous) positions. The arguments given are somewhat heuristic to give the flavor of analysis involved while avoiding the cumbersome and lengthy notation and assumptions needed to make it completely rigorous. Consider an infinite sequence of exchangeable position indexed by k, and let W k be the loss on position k. LetȲ K be the average loss per position on a portfolio consisting of the first K positions in the sequence, i.e.,Ȳ
We assume that Assumption 1 holds for the individual W k and their respective pricing errors ζ ki .
As before, instead of observing W k (ξ), we generate N inner step samples W k (ξ) + ζ ki (ξ) for i = 1, . . . , N , so that our simulation provides an unbiased estimator for the probability
We approximate the bias P (Ȳ K +Z K,N > u) − P (Ȳ K > u) as K and N grow large. Applying the same arguments as in proof of Proposition 1, we can show
where θ
. By the law of large numbers, |Ȳ K −E[W 1 |ξ]| → 0, almost surely, so the cdfF K converges to a nondegenerate limiting distributionF , which is the distribution of E[
Therefore, the bias has the formθ u /(KN ) + o KN (1/KN ). We assume that the computational budget Γ = χK β for χ > 0 and β ≥ 1. The value of β captures the size of computational budget available relative to the time taken to generate a single inner loop sample. Note that if β < 1 then asymptotically even a single sample cannot be generated.
Recall that m denotes the number of underlying state variables that control the prices of K positions. Suppose that the computational effort to generate one sample of outer step simulation on average equals ψ(m, K) for some function ψ, and to generate an inner step simulation sample on the average equals Kγ 1 for a constant γ 1 > 0. Average effort per outer step trial then equals KN γ 1 + ψ(m, K) and average effort for L such trials equals L (KN γ 1 + ψ(m, K) ). We analyze the order of magnitude of N and L that minimize the resultant mean square error of the estimator.
The mean square error of the estimator equals
plus terms that are relatively negligible for large values of K. Noting that L = χK β−1 N γ 1 +ψ(m,K)/K , it is easily seen that the value of N ≥ 1 that minimizes the dominant terms in the mean square error equals
In particular, if β < 3 then, N = 1 for K sufficiently large. Intuitively, this means that if the portfolio has a large number of positions and the computational budget is limited, then, N may be kept equal to 1 irrespective of the form of the fixed-cost function ψ(m, K). In this case L * is of order min(K β−1 , K β /ψ(m, K)). Only when β > 3 does N grow with K.
Simultaneous repricing
Up to this point, we have stipulated that the inner step samples for each position in the portfolio are generated independently (conditional on ξ) across positions. In application to derivative portfolios, there may be factors common to many positions (e.g., the prices of underlying securities) and it may be computationally efficient to generate these factors once for all positions rather than generating them independently for each position. While this reduces the computational effort required to generate a single sample of each position, it induces dependence across positions in the generated samples. If the dependence is such that the sum of the resultant noise from each position has lesser variance than if these samples were generated independently, as might be the case when there are many offsetting positions, then the former is a preferred method. However, typically the noises generated may have positive dependence and that may enhance the variance of the resulting samples thereby increasing the total number of samples required to achieve specified accuracy.
We now make this idea precise in a very simple setting. Consider the case where we want to find the expectation of K i=1 X i via simulation. Suppose that average computational effort needed to generate a sample of K i=1 X i by generating independent samples of (X 1 , . . . , X K ) equals Kγ for some constant γ > 0. Let V[X] denote the variance of these X i 's (to keep the discussion simple we assume that all rv have the same variance). Then, the computational effort required to get a specified accuracy is proportional to the variance of the sample K · V[X] times the expected effort required to generate a single sample Kγ (see Glynn and Whitt, 1992) , i.e., K 2 γV [X] . We refer to this measure as the simulation efficiency. Now consider the case where we generate K i=1 X i by generating dependent samples of (X 1 , . . . , X K ). Suppose that the computational effort to generate these samples on average equals Kγ(1 − β) for some β < 1. Further suppose that the correlation between any two random variables X i and X j for i = j is ρ ∈ (0, 1). Then the variance of
. So the simulation efficiency equals K 2 γ(1 − β)(1 + ρ(K − 1))V[X]. We therefore prefer to draw dependent samples whenever
.
Unless 1 − β = o K (1/K), we will prefer to draw independent samples for any K sufficiently large. This broadly indicates the benefits of independent samples in many finance settings. For the remainder of this paper, we reinstate the stipulation of independent repricing.
Numerical examples
We illustrate our results with a parametric example. Distributions for loss Y and the pricing errors Z are specified to ensure that the bias and variance of our simulation estimators are in closed-form. While the example is highly stylized, it allows us to compare our asymptotically optimal (N * , L * ) to the exact optimal solution under a finite computational budget. We have used simulation to perform similar exercises on the somewhat more realistic example of a portfolio of equity options. All our conclusions are robust. Consider a homogeneous portfolio of K positions. Let the state variable, X t , represent a singledimensional market risk factor, and assume X H ∼ N (0, 1). Let k be the idiosyncratic component to the return on position k at the horizon, so that the loss on position k is (X H + k ) per unit of exposure. We assume that the k are i.i.d. N (0, ν 2 ). To facilitate comparative statics on K, we scale exposure sizes by 1/K.
The exact distribution for portfolio loss Y is N (0, 1 + ν 2 /K). We assume that the position-level inner step pricing errors ζ k,· are i.i.d. N (0, η 2 ) per unit of exposure, so that the portfolio pricing error has variance σ 2 = η 2 /K across inner step trials. This implies that the simulated loss variablẽ Y is distributed N (0, 1 + ν 2 /K + σ 2 /N ). Figure 1 shows how the density of the simulated loss distribution varies with the choice of N . For the baseline parameter values ν = 3, η = 10 and K = 100, we observe that the density ofỸ for N = 64 is a close approximation to the "true" density for Y . Even for N = 16, the error due to inner step simulation appears modest.
We consider our estimatorα L,N of the large loss probability α = P (Y > u) = Φ(−u/ 1 + ν 2 /K) for a fixed loss level u. The expected value ofα L,N is α N = P (Ỹ > u) = Φ −u/ 1 + ν 2 /K + σ 2 /N . Applying Proposition 1, bias inα L,N expands as α N − α ≈ θ/N where
and where φ is the standard normal density. Figure 2 plots the exact bias α N − α and the approximation θ/N as a function of 1/N . The first-order approximation to the bias is quite accurate at modest values of N . At N = 8, the relative error of the approximation is roughly 6%, and even at N = 2, the relative error is under 17%. In Figure 3 , we plot the exact root mean square error ofα L,N as a function of N and with the computational budget held fixed. Here we make the assumption that the fixed cost of the outer step is negligible (i.e., γ 0 ≈ 0), so that Γ ∝ N · L. We observe that the optimal N is increasing with the budget, but remains quite modest even for the largest budget depicted (N · L = 2 16 ). The relationship between the computational budget and optimal N is explored further in Figure  4 . We solve for the N that minimizes the (exact) mean square error, and plot N * as a function of the budget Γ = N · L. Again, we see that N * is much smaller than L * and grows at a slower rate with Γ. For example, when N · L = 2 10 , we find N * is under 6 and L * is over 165. Increasing the budget by a factor of 64, we find N * roughly quadruples while L * increases by a factor of roughly 16. The figure demonstrates the accuracy of the approximation to N * given by equation (4). When Γ = 2 10 , the relative error of the approximation is 8.3%. Increasing the budget to Γ = 2 16 shrinks the relative error to under 2.5%.
The optimal N * and the accuracy of its approximation may depend on the exceedance threshold u, and not necessarily in a monotonic fashion. This is demonstrated in the top panel of Figure 5 . The budget here is large, and we see that the approximation to N * is accurate over the entire range of interest (say, for u < VaR 0.0001 [Y ] ). When the budget is smaller (bottom panel), the accuracy of the approximation is most severely degraded in the tail.
In Figure 6 , we explore the relationship between portfolio size K and optimal N . For simplicity, we assume here that the budget grows linearly with K. In the baseline case of K = 100, we find that N * is roughly 23. When we triple the portfolio size (and budget), we find that N * falls to under six. If we increase the portfolio size by a factor of 10, we find that N * is under two. These results suggest that the large portfolio asymptotics of section 2.5 may pertain to portfolios of realistic size.
As Value-at-Risk is the risk-measure most commonly used in practice, we turn briefly to the estimation of VaR. The results of Section 2.2 show that the bias inŷ α vanishes with 1/N . This is demonstrated in Figure 7 for three values of α. For the distributional assumptions of our example, we have
Clearly, the linearized approximation to the bias is highly accurate in this example.
Jackknife estimation
Jackknife estimators, introduced over 50 years ago by Quenouille (1956) , are commonly applied when bias reduction is desired. We show how jackknife methods can be applied in our setting to the estimation of large loss probabilities. Parallel methods would apply to VaR and ES. We divide the inner loop sample of N draws into I non-overlapping sections (N and I are selected so that N/I is an integer). Section i covers the N/I draws N We now propose the jackknife inner step simulation output
The bias in a † is
Thus, the first-order term in the bias is eliminated.
From the second representation of a † in (15), we see that the variance of the estimator a † is
where Cov[X 1 , X 2 ] denotes the covariance between X 1 and X 2 . We now evaluate the dominant term in this as N → ∞. To keep the analysis simple, we assume that I is fixed even as N increases.
As we note later, keeping I small has computational benefits. In Appendix A.5, we demonstrate that
From this result and the Cauchy-Schwartz inequality, we have
Our jackknife estimator is the average of L samples of a † , i.e.,
. The contribution of variance to its mean square error is
The contribution from the squared bias term is O N (1/N 3 ). Suppose that the dominant term in the squared bias has the form π N 3 (an expression for π could be obtained by taking one more term in the Taylor series expansion of α N in the proof of Proposition 1). Proceeding as in section 2.1, we assume that the computation effort takes the form Γ = L(N γ 1 + γ 0 ), and choose N * and L * to minimize the mean square error subject to the budget constraint. We find
so even fewer inner step samples are needed for the jackknife estimator. The mean square error at optimal N * equals
Thus, the rate of convergence of the mean square error to zero reduces from order Γ −2/3 to a faster Γ −3/4 . In most applications of jackknife methods, bias reduction comes at the price of increased variance. This trade-off applies here as well. To illustrate, we return to the Gaussian example of Section 3. For any parametric example, it is useful to re-write the terms in equation (16) for the variance of a † as:
By the symmetry of the a N (−i), we have
Similarly, we have
For the Gaussian example, let
The bivariate probabilities in Equations (17) and (18) are
where Φ 2 (z 1 , z 2 , ρ) is the bivariate normal cdf for standard normal marginals and correlation ρ.
Holding fixed N = 32, we plot the bias of the jackknife estimator as a function of the number of sections (I) in the top panel of Figure 8 . The bias is decreasing in I, but the sensitivity to I is modest in both absolute terms and relative to the bias of the uncorrected estimator. The bias of the uncorrected a N is 9.04 basis points, whereas the bias of a † is -0.29 basis points when I = 2 and -0. The optimal choice of I for minimizing mean square error will depend on L. The larger is L, the smaller the contribution of variance to MSE, so the larger the optimal I. As a practical matter, we advocate setting I = 2, which eliminates nearly all the bias at very little cost to variance. Setting I = 2 has the further advantage of minimal memory overhead, in that one can estimate
, and 1[Ỹ ξ > u] for each outer step ξ in a single pass through the inner loop. By contrast, to implement the jackknife with I = N sections, we need to save each of the N inner loop draws in order to calculate each of the N estimates 1[
Dynamic allocation
Through dynamic allocation of workload in the inner step we can further reduce the computational effort in the inner step while increasing the bias by a negligible controlled amount or even (in many cases) decreasing the bias. Consider the estimation of large loss probabilities P (Y > u) for a given u. Bias in our estimatedα is increasing with the likelihood that the indicator 1[Ỹ (ξ) > u] obtained from the inner step simulation is not equal to the true 1[Y (ξ) > u] for a given realization ξ of the outer step. Say we form a preliminary estimateỸ n based on the average of a small number n of inner step trials. If this estimate is much smaller or much larger than u, it may be a waste of effort to generate many more samples in the inner simulation step. However, if this average is close to u, it makes sense to generate many more inner step samples in order to increase the probability that the estimated 1[Ỹ (ξ) > u] is equal to the true value 1[Y (ξ) > u]. The variance ofα is dominated by α(1 − α)/L, so dynamic allocation in the inner step will have little effect on the variance. As in Section 4, we develop our dynamic allocation methods for the estimation of large loss probabilities. Similar methods would apply to VaR and ES.
Our proposed dynamic allocation (DA) scheme is very simple. For each trial ξ of the outer step, we generate δN inner step trials (selecting δ so that δN is an integer), and let the resulting preliminary loss estimate be denotedỸ δ . IfỸ δ < u − for some well-chosen > 0 then we terminate the inner step and our sample output is zero. 7 Otherwise, we generate a second estimatẽ Y 1−δ based on an additional (1 − δ)N conditionally independent samples. Defining
The cost of computation per inner loop is proportional to the average number of inner step trials executed, which isN
so the DA estimator always has lower computational effort than the static estimator (for any N held fixed). With dynamic allocation, the bias in the estimated exceedance probability is
Thus, dynamic allocation introduces a negative increment to bias, relative to the static estimator.
As we have seen earlier, in typical application the static estimator has a positive bias. The joint probability P (Ỹ * > u,Ỹ δ ≤ u − ) can be made arbitrarily small by choosing δ large (near one) and/or choosing a large . Therefore, when α N − α > 0, there must exist pairs (δ, ) such that the DA estimator has a lower bias than the static estimator. In this case, dynamic allocation reduces both computational effort and mean square error. If α N ≤ α then dynamic allocation will increase absolute bias. Even in this general case, we can derive an upper bound on the increase in absolute bias. As shown in Appendix B, for every δ one can find an so that the resultant increase in bias is within a specified tolerance. The issue then is to select a δ that most reduces the computational effort.
For numerical illustration, we return to our Gaussian example of Section 3. The exact expected value ofα DA in this example is
. (20) As in our baseline examples, we fix ν = 3, η = 10, K = 100 and u = VaR 0.01 [Y ] . For the static scheme with N = 32, we find a bias of 9.0 basis points. For the dynamic allocation scheme, say we choose δ = 1/32 and = V[Y ] = 1.044. Observe that the preliminary sample in the inner step will consist of a single trial. We find the average number of inner step trials executed is N DA = 6.24, so computational effort is reduced by over 80%. Bias is -0.4 basis points, so also a large improvement over the static scheme.
More complex dynamic schemes are possible. For example, instead of a single stopping test at δN , one can have a series of j stopping tests after δ 1 N, δ 2 N, . . . , δ j N inner step trials. The bandwidths would narrow successively, i.e., 1 > 2 > . . . j . It may also be possible to design adaptive strategies for choosing δ and that will converge to the optimal values as the outer step simulation progresses.
Conclusion
We have shown that nested simulation of loss distributions poses a much less formidable computational obstacle than it might initially appear. The essential intuition is similar to the intuition for diversification in the long-established literature on portfolio choice. In the context of a large, well-diversified portfolio, risk-averse investors need not avoid high-variance investments so long as most of the variance is idiosyncratic to the position. In our risk-measurement problem, we see that large errors in pricing at the model horizon can be tolerated so long as the errors are zero mean and mainly idiosyncratic. In the aggregate, such errors have modest impact on our estimated loss distribution. More formally, we are able to quantify that impact in terms of bias and variance of the resulting estimator, and allocate workload in the simulation algorithm to minimize mean square error. Simple extensions of the basic nested algorithm can eliminate much of the bias at modest cost.
Our results suggest that current practice is misguided. In order to avoid the "inner step" simulation for repricing at the model horizon, practitioners typically rely on overly stylized pricing models with closed-form solution. Unlike the simulation pricing error in our nested approach, the pricing errors that arise due to model misspecification are difficult to quantify, need not be zero mean, and are likely to be correlated across positions in the portfolio. At the portfolio level, therefore, the error in estimates of Value-at-Risk (or other quantities of interest) cannot readily be bounded and does not vanish asymptotically. Our results imply that practitioners should retain the best pricing models that are available, regardless of their computational tractability. A single trial of a simulation algorithm for the preferred model will often be less costly than a single call to the stylized pricing function, 8 so running a nested simulation with a small number of trials in the inner step may be comparable in computational burden to the traditional approach. Despite the high likelihood of grotesque pricing errors at the instrument level, the impact on estimated VaR is small. In the limit of an asymptotically large, fine-grained portfolio, even a single inner step trial per instrument is sufficient to obtain exact pricing at the portfolio level.
Our methods have application to other problems in finance. Nested simulation may arise in pricing options on complex derivatives (e.g., a European call option on a CDO tranche). When parameters in an option pricing model are estimated with uncertainty, nested simulation may also be needed to determine confidence intervals on model prices for thinly-traded complex derivatives. Similar problems arise in the rating of CDOs and other structured debt instruments when model parameters are subject to uncertainty. These applications will be developed in future work.
A Proofs
In this section we prove Lemma 1 and Proposition 1. We then derive the expression for the mean square error of Value-at-Risk discussed in Section 2.2. We then provide a proof of Proposition 3. In our notation, we suppress the dependence on ξ and N wherever it is visually convenient.
A.1 Proof of Lemma 1
Note that
Differentiating both sides by y, noting that in the RHS the interchange of integral and the derivative follows from Assumption 1 (Lang, 1968, p. 249) , we get
Therefore,f
This equals
wherey N lies between y N − z/ √ N and y. Clearly, due to Assumption 1, both these terms converge to zero.
Similarly we see thatf N (y N ) → f (y) as N → ∞.
A.2 Proof of Proposition 1
Consider the Taylor's series expansion of the pdf in (21),
where u y denotes an appropriate number between u and y. From this and Assumption 1, it follows that
Note that the first term above equals
Consider the Taylor's series expansioñ
Taking expectations
It is well known (see, e.g., David, 1981 ) that
Through differentiation of the relationF N (G N (u)) = u, it can be seen that
, it can be seen that
Here we omit the lengthy discussion on the technical assumptions needed to ensure that the expectation of the remainder terms in (23) has the form O L (1/L 2 )(constant + o N (1)). Letỹ α =G N (1 − α) denote the α quantile corresponding to the random variableỸ . If we can show thatŷ
and thatỹ
To see that
), note that due to Assumption 1,f N (·) and f N (·) have bounded derivatives, which implies
In particular, from this, (26) and (29), it follows that the bias
Equation (27) follows since equation (24) implies that
for N sufficiently large. We now show (28). Using the Taylor's series expansion,
wherey α lies betweenỹ α and y α . From Assumption 1 it follows thatf N (y) is uniformly bounded for all y. By Proposition 1, we have
Since P (Y > y α ) = α, it follows that
The expression for variance can be determined by subtracting (26) from (22) and squaring the difference to get
A.4 Proof of Proposition 3
The Υ(·) and Υ N (·) can be written as
As E[Z N |Y = y] = 0 for each y, we have
Substituting into (30), we have
We apply a Taylor series expansion to the first term in (32):
Here, in the first equality u y denotes an appropriate number between u and y, in the third equality we use the fact that zg N (u, z)dz = 0. For the second term in (32), 
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We now show that these two probabilities are equal in their dominant term and are O(1/N 1/2 ). Some notation is needed for this purpose. Let We proceed in exactly the same fashion for the second term in (33), and find that this term is also O N (1/N 1/2 ).
B Bounding the bias under dynamic allocation
We can bound the absolute bias under dynamic allocation via the triangle inequality:
so the increase in the absolute bias is no greater than P (Ỹ * > u,Ỹ δ ≤ u − ). Decomposing this as
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we can upper bound each of these terms. LetZ δ andZ 1−δ be the average portfolio pricing errors for the preliminary sample of δN and the continuation sample of (1 − δ)N inner step trials. For the first term in equation (34), we have the inequality
For the second term, we have
Hence, an upper bound on the additional bias is
From here we can take two different approaches:
1. Hoeffding's inequality (Hoeffding, 1963) can be used to develop exact bounds if the zero mean noise associated with each position is upper as well as lower bounded. This is generally true of put options, credit derivatives, and many other types of derivatives. Let a k < ζ k,· < b k denote the bounds on position k. Then,
2. As Z i is the sum of zero mean errors from K positions, we can appeal to the central limit theorem and take each Z i (ξ) as approximately normal in distribution with mean zero and variance σ 2 ξ . 9 Then,
Thus, given an acceptable threshold on the increase in bias, for every δ one can find an so that the resultant increase in bias is controlled. The issue then, is to select a δ that most reduces the computational effort. We illustrate this computation using our simple Gaussian example with baseline parameter values K = 100, ν = 3, and η = 10. This gives us σ = η/ √ K = 1 as the standard deviation of the Z i . Let u = VaR 0.01 [Y ] = 1 + ν 2 /KΦ −1 (0.99), so that α = 0.01. Say we fix N = 30, δ = 1/3 and 9 One can, if necessary, batch the sum of a few Zi's to improve the approximation to the normal distribution. If σ 2 ξ is unknown, one can estimate it from the sample variance within the inner step. In this case, the standardized Zi have Student t distribution.
= 2. The upper bound in equation (35) for the increase in bias forα
DA over the static estimator α L,N is under 4 × 10 −6 . The probability of stopping with the preliminary sample is
The average number of inner step trials executed works out toN DA ≈ 0.565N . For a negligible upper bound on the increase in bias, we cut computational effort nearly in half.
