This paper surveys, in the first place, some basic facts from the classification theory of normal complex singularities, including details for the low dimensions 2 and 3. Next, it describes how the toric singularities are located within the class of rational singularities, and recalls their main properties. Finally, it focuses, in particular, on a toric version of Reid's desingularization strategy in dimension three.
Introduction
There are certain general qualitative criteria available for the rough classification of singularities of complex varieties. The main ones arise: • from the study of the punctual algebraic behaviour of these varieties (w.r.t. local rings associated to singular points) [ 
algebraic classification]
• from an intrinsic characterization for the nature of the possible exceptional loci w.r.t. any desingularization [rational, elliptic, non-elliptic etc.] • from the behaviour of "discrepancies" (for Q-Gorenstein normal complex varieties) [adjunction-theoretic classification]
• Algebraic Classification. At first we recall some fundamental definitions from commutative algebra (cf. [52] , [54] ). Let R be a commutative ring with 1. The height ht(p) of a prime ideal p of R is the supremum of the lengths of all prime ideal chains which are contained in p, and the dimension of R is defined to be dim (R) := sup {ht (p) |p prime ideal of R } .
R is Noetherian if any ideal of it has a finite system of generators. R is a local ring if it is endowed with a unique maximal ideal m. A local ring R is regular (resp. normal ) if dim(R) = dim m/m 2 (resp. if it is an integral domain and is integrally closed in its field of fractions). A finite sequence a 1 , . . . , a ν of elements of a ring R is defined to be a regular sequence if a 1 is not a zero-divisor in R and for all i, i = 2, . . . , ν, a i is not a zero-divisor of R/ a 1 , . . . A Noetherian local ring R is said to be a complete intersection if there exists a regular local ring R ′ , such that R ∼ = R ′ / (f 1 , . . . , f q ) for a finite set {f 1 , . . . , f q } ⊂ R ′ whose cardinality equals q = dim(R ′ ) − dim(R). The hierarchy by inclusion of the above types of Noetherian local rings is known to be described by the following diagram:
{Noetherian local rings} ⊃ {normal local rings} ∪ ∪ {Cohen-Macaulay local rings} {regular local rings} ∪ ∩ {Gorenstein local rings} ⊃ {complete intersections ("c.i.'s")} (1.1)
An arbitrary Noetherian ring R and its associated affine scheme Spec(R) are called Cohen-Macaulay, Gorenstein, normal or regular, respectively, iff all the localizations R m with respect to all the members m ∈ Max-Spec(R) of the maximal spectrum of R are of this type. In particular, if the R m 's for all maximal ideals m of R are c.i.'s, then one often says that R is a locally complete intersection ("l.c.i.") to distinguish it from the "global" ones. (A global complete intersection ("g.c.i.") is defined to be a ring R of finite type over a field k (i.e., an affine k-algebra), such that
for q polynomials ϕ 1 , . . . , ϕ q from k [T 1 , .., T d ] with q = d− dim(R)). Hence, the above inclusion hierarchy can be generalized for all Noetherian rings, just by omitting in (1.1) the word "local" and by substituting l.c.i.'s for c.i.'s.
We shall henceforth consider only complex varieties (X, O X ), i.e., integral separated schemes of finite type over k = C; thus, the punctual algebraic behaviour of X is determined by the stalks O X,x of its structure sheaf O X , and X itself is said to have a given algebraic property whenever all O X,x 's have the analogous property from (1.1) for all x ∈ X. Furthermore, via the gaga-correspondence ( [71] , [30, §2] ) which preserves the above quoted algebraic properties, we may work within the analytic category by using the usual contravariant functor
between the category of isomorphy classes of germs of X and the corresponding category of isomorphy classes of analytic local rings at the marked points x. For a complex variety X and x ∈ X, we denote by m X,x the maximal ideal of O hol X,x and by Sing (X) = x ∈ X | O hol X,x is a non-regular local ring (1.2)
its singular locus. By a desingularization (or resolution of singularities) f : X → X of a non-smooth X, we mean a "full" or "overall" desingularization (if not mentioned), i.e., Sing( X) = ∅. When we deal with partial desingularizations, we mention it explicitly.
• Rational and Elliptic Singularities. We say that X has (at most) rational singularities if there exists a desingularization f : Y → X of X, such that
(equivalently, Y is normal), and
(The i-th direct image sheaf is defined via
This definition is independent of the particular choice of the desingularization of X.
(Standard example: quotient singularities 1 are rational singularities).
We say that a Gorenstein singularity x of X is an elliptic singularity if there exists a desingularization f : Y → X of x ∈ X, such that
and
(The definition is again independent of the particular choice of the desingularization).
1 The quotient singularities are of the form (C r /G, [0]), where G is a finite subgroup of GL(r, C) (without pseudoreflections) acting linearly on C r , p : C r → C r /G = Spec(C[z] G ) the quotient map, and [0] = p(0). Note that
, where Gz := {g ∈ G | g · z = z } is the isotropy group of z ∈ C r .
• Adjunction-Theoretic Classification. If X is a normal complex variety, then its Weil divisors can be described by means of "divisorial" sheaves as follows: 
where ι : X 0 ֒→ X denotes the inclusion map.
The divisorial sheaves are exactly those satisfying one of the above conditions. Since a divisorial sheaf is torsion free, there is a non-zero section γ ∈ H 0 (X, Rat X ⊗ OX F ), with
and F can be considered as a subsheaf of the constant sheaf Rat X of rational functions of X, i.e., as a special fractional ideal sheaf.
with O X (D) defined by sending every non-empty open set U of X onto
The unique (up to rational equivalence) Weil divisor K X , which maps under δ to the canonical divisorial sheaf
is called the canonical divisor of X. Another equivalent interpretation of ω X , when X is Cohen-Macaulay, can be given by means of the Duality Theory (see [32] , [29] ). If D + c (O X ) denotes the derived category of below bounded complexes whose cohomology sheaves are coherent, then there exists a dualizing complex 2 ω 
. Hence, ω X itself will be also invertible. The converse follows from the isomorphisms
(Alternatively, one may use the fact that x ∈ X is Gorenstein iff O X,x is Cohen-Macaulay and 
where f : Y −→ X is any desingularization of X.
(Note that, if E = f −1 (Sing (X)) and ι : Reg(X) ֒→ X, j : Y E ֒→ Y are the natural inclusions, then by the commutative diagram
In fact, f * ω Y does not depend on the particular choice of the desingularization.)
Sketch of proof
, the map cones of the canonical homomorphisms
, which means that the canonical morphism
, for all i ∈ Z,and
otherwise, 
• X ) By dualization this reads as
From this isomorphism we deduce that 
with K X a Q-Cartier divisor. (The smallest positive integer ℓ, for which ℓK X is Cartier, is called the index of X.) Let X be a singular Q-Gorenstein complex variety of dimension ≥ 2. Take a desingularization f : Y → X of X, such that the exceptional locus of f is a divisor i D i with only simple normal crossings, and define the
We say that X has terminal (resp. canonical, resp. log-terminal, resp. log-canonical ) singularities if all a i 's are > 0 (resp. ≥ 0 / > −1 / ≥ −1). This definition is independent of the particular choice of the desingularization. 3 We may formally define the pull-back f * (K X ) as the Q-Cartier divisor (ii) Terminal singularities constitute the smallest class of singularities to run the MMP (= minimal model program) for smooth varieties. The canonical singularities are precisely the singularities which appear on the canonical models of varieties of general type. Finally, the log-singularities are those singularities for which the discrepancy function (assigned to Q-Gorenstein complex varieties X) still makes sense 4 . For details about the general MMP, see [42] , [13, 6.3, p. 39] , [46] and [47] . [24] ). "⇐" follows from the fact that ω X is locally free and from ω X ∼ = f * ω Y (via the other direction of Thm. 1.8), as this is equivalent for x ∈ X to be canonical of index 1 (cf. 2 Basic facts about two-and three-dimensional normal singularities
In dimension 2, the definition of rational and elliptic singularities fits quite well our intuition of what "rational" and "elliptic" ought to be. "Terminal" points are the smooth ones and the canonical singularities turn out to be the traditional RDP's (see below Theorem 2.5). Moreover, terminal and canonical points have always index 1. On the other hand, the existence of a unique minimal 5 (and good minimal 6 ) desingularization makes the study of normal surface singularities easier that in higher dimensions.
Definition 2.1 Let X be a normal singular surface, x ∈ Sing(X), and f :
C i of the exceptional divisor w.r.t. f (resolving the singularity at x) we can associate a weighted dual graph by assigning a weighted vertex to each C i , with the weight being the self intersection number C 2 i , and linking two vertices corresponding to C i and C j by an edge of weight (C i · C j ). The fundamental cycle
The following statements are equivalent : (i) (X, x) is a rational surface singularity.
(ii) p a (Z fund ) = 0. (p a denotes here the arithmetic genus).
The weighted dual graph contains no cycles.
the multiplicity of X at x and
its minimal embedding dimension, then we have:
5 A desingularization f : X ′ → X of a normal surface X is minimal if Exc(f ) does not contain any curve with self-intersection number −1 or, equivalently, if for an arbitrary desingularization g : X ′′ → X of X, there exists a unique morphism h : X ′′ → X ′ with g = f • h. 6 A desingularization of a normal surface is good if (i) the irreducible components of the exceptional locus are smooth curves, and (ii) the support of the inverse image of each singular point is a divisor with simple normal crossings. For the proof of the uniqueness (up to a biregular isomorphism) of both minimal and good minimal desingularizations, see Brieskorn [11 (ii) (X, x) is a rational Gorenstein singularity.
(iii) (X, x) is a rational double point (RDP) or a Kleinian or Du Val singularity, i.e, it is analytically equivalent to the hypersurface singularity
which is determined by one of the quasihomogeneous polynomials of type A-D-E of the table:
, where G denotes a finite subgroup of SL(2, C) . More precisely, taking into account the classification (up to conjugacy) of these groups (see [21] , [22] , [49, p. 35] , [72, §4.4]), we get the correspondence:
Type of the acting group
(By C n we denote a cyclic group of order n, and by D n , T, O and I the binary dihedral, tetrahedral, octahedral and icosahedral subgroups of SL(2, C), having orders 4(n − 2), 24, 48 and 120, respectively).
is an absolutely isolated double point, in the sense, that for any finite sequence Definition 2.6 Let (X, x) be a normal surface singularity. Assume that (X, x) is elliptic 7 and Gorenstein. We define the Laufer-Reid invariant LRI(X, x) of x in X to be the self-intersection number of Artin's fundamental cycle with opposite sign:
Theorem 2.7 (Laufer [51] , Reid [62] ) Let (X, x) be a normal surface singularity. Assume that (X, x) is elliptic and Gorenstein. Then LRI(X, x) ≥ 1 and has the following properties:
Performing the monoidal transformation
we get a normal surface having at most one Du Val point.
and the overlying space of the ordinary blow-up
{x} −→ X of x is a normal surface with at most Du Val singularities. Theorem 2.8 Let (X, x) be a normal surface singularity. Then
x is simple-elliptic, a cusp or a regular point or a quotient thereof   Log-terminal surface singularities are rational (by Theorem 1.8). This is, of course, not the case for log-canonical surface singularities which are not log-terminal. For the fine classification of log-terminal and log-canonical surface singularities, the reader is referred to the papers of Brieskorn 9 [12], Iliev [37] , Kawamata [41] , Alexeev [2] and Blache [6] .
• Next, let us recall some basic facts from the theory of 3-dimensional terminal and canonical singularities. Definition 2.9 A normal threefold singularity (X, x) is called compound Du Val singularity (abbreviated: cDV singularity) if for some general hyperplane section H through x, (H, x) is a Du Val singularity, or equivalently, if
where ϕ (z 1 , z 2 , z 3 ) is one of the quasihomogeneous polynomials listed in the Thm. 2.5 (iii) and 8 Explanation of terminology: Let f : X ′ → X be the good minimal resolution of X. Then x is called simple-elliptic (resp. a cusp) if the support of the exceptional divisor w.r.t. f lying over x consists of a smooth elliptic curve (resp. a cycle of P 1 C 's). 9 Brieskorn classified (up to conjugation) all finite subgroups of GL(2, C) in [12, 2.10 and 2.11].
x is a quotient of an isolated cDV point by a finite cyclic group
For the extended lists of the fine classification of 3-dimensional terminal singularities of arbitrary index, see Mori [55] , Reid [66] and Kollár & Shepherd-Barron [48] . The normal forms of the defining equations of cDV points have been studied by Markushevich in [53] . On the other hand, 3-dimensional terminal cyclic quotient singularities, which play a crucial role in the above cited investigations, are quite simple. • Reduction of 3-dimensional canonical singularities. The singularities of a quasiprojective threefold X can be reduced by a "canonical modification" X can g → X, so that K X can is g-ample. X can can be also modified by a "terminal modification"
can , so that X ter has at most terminal singularities, where f is projective and crepant. Finally, X ter can be modified by another modification X Q-f-ter h → X ter , so that X Q-f-ter has at most Q-factorial terminal singularities 10 , and h is projective and an isomorphism in codimension 1. (See [63] , [64] , [66] , [41] , [56] , and [47, section 6.3]). The main steps of the intrinsic construction of f , due to Miles Reid, will be explained in broad outline and will be applied in the framework of toric geometry in section 4.
Step 1. Reduction to index 1 canonical singularities by index cover. If x ∈ X := X can is a canonical singularity of index ℓ > 1, then one considers the finite 10 The morphism h can be constructed by taking successively birational morphisms of the form
where D's are Weil divisors which are not Q-Cartier divisors (cf. [47, p. 201] ).
Galois cover
The preimage φ −1 (x) constists of just one point, say y, and if y ∈ Y is terminal, then the same is also valid for x ∈ X. Moreover, if ψ : Y ′ → Y is a crepant resolution of Y (as those ones which will be constructed in the next steps), then we get a commutative diagram
extending the action of Z ℓ on (X, x) to an action on Y ′ where ψ ′ is crepant with at least one exceptional prime divisor and φ ′ is etale in codimension 1.
Step 2. Weighted blow-ups of non-cDv singularities. From now on we may assume that X contains at most canonical singularities of index 1 (i.e., rational Gorenstein singularities). If X contains non-cDV points x ∈ X, then for a general hyperplane section H through x, (H, x) is an elliptic surface singularity. Using Theorem 2.7 one obtains the following:
Blowing up x ∈ X with respect to the weights (2, 1, 1, 1) , (3, 2, 1, 1) and (1, 1, 1, 1) for LRI(H, x) = 1, 2 and ≥ 3, respectively, we get a projective crepant partial desingularization of X. Repeating this procedure for all the non-cDV points of X, we reduce our singularities to cDV singularities.
Step 3. Simultaneous blow-up of one-dimensional singular loci. From now on we may assume that X contains at most cDV singularities. If Sing(X) contains one-dimensional components, then we blow their union up (by endowing it with the reduced subscheme structure). This blow-up is realized by a projective, crepant birational morphism. Repeating this procedure finitely many times we reduce our singularities to isolated cDV singularities, i.e., to terminal singularities of index 1.
Remark 2.13 After step 3, one may use the above projective birational morphism h to get only Q-factorial terminal singularities. Sometimes, it is also useful to desingularize overall our threefold by resolving the remaining non-Q-factorial terminal singularities.
Toric singularities
Toric singularities occupy a distinguished position within the class of rational singularities, as they can be described by binomial-type equations. In this section we shall introduce the brief toric glossary (a)-(k) and the notation which will be used in the sequel, and we shall summarize their main properties. For further details on toric geometry the reader is referred to the textbooks of Oda [61] , Fulton [28] and Ewald [25] , and to the lecture notes [43] .
(a) The linear hull, the affine hull, the positive hull and the convex hull of a set B of vectors of R r , r ≥ 1, will be denoted by lin(B), aff(B), pos(B) (or R ≥0 B) and conv(B), respectively. The dimension dim(B) of a B ⊂ R r is defined to be the dimension of aff(B).
(b) Let N be a free Z-module of rank r ≥ 1. N can be regarded as a lattice in
The lattice determinant det(N ) of N is the r-volume of the parallelepiped spanned by any Z-basis of it. An n ∈ N is called primitive if conv({0, n}) ∩ N contains no other points except 0 and n.
Let N be as above, M := Hom Z (N, Z) its dual lattice, N R , M R their real scalar extensions, and ., . : M R × N R → R the natural R-bilinear pairing. A subset σ of N R is called convex polyhedral cone (c.p.c., for short) if there exist n 1 , . . . , n k ∈ N R , such that σ = pos ({n 1 , . . . , n k }) .
Its relative interior int(σ) is the usual topological interior of it, considered as subset of lin(σ) = σ + (−σ). The dual cone σ ∨ of a c.p.c. σ is a c.p. cone defined by
A subset τ of a c.p.c. σ is called a face of σ (notation: τ ≺ σ), if
for some m 0 ∈ σ ∨ . A c.p.c. σ = pos({n 1 , . . . , n k }) is called simplicial (resp. rational ) if n 1 , . . . , n k are R-linearly independent (resp. if n 1 , . . . , n k ∈ N Q , where N Q := N ⊗ Z Q). A strongly convex polyhedral cone (s.c.p.c., for short) is a c.p.c. σ for which σ ∩ (−σ) = {0}, i.e., for which dim(σ ∨ ) = r. The s.c.p. cones are alternatively called pointed cones (having 0 as their apex).
(c) If σ ⊂ N R is a c.p. cone, then the subsemigroup σ ∩ N of N is a monoid. The following proposition is due to Gordan, Hilbert and van der Corput and describes its fundamental properties. 
n cannot be expressed as the sum of two other vectors belonging to σ ∩ (N {0})
Hilb N (σ) is called the Hilbert basis of σ w.r.t. N.
(d) For a lattice N of rank r having M as its dual, we define an r-dimensional algebraic torus
Moreover, each n ∈ N determines a 1-parameter subgroup
We can therefore identify M with the character group of T N and N with the group of 1-parameter subgroups of T N . On the other hand, for a rational s.c.p.c. σ with M ∩ σ ∨ = Z ≥0 m 1 + · · · + Z ≥0 m ν , we associate to the finitely generated monoidal subalgebra
of the C-algebra C [M ] = ⊕ m∈M e (m) an affine complex variety
which can be identified with the set of semigroup homomorphisms :
where e (m) (u) := u (m) , ∀m, m ∈ M ∩ σ ∨ and ∀u, u ∈ U σ .
Proposition 3.2 (Embedding by binomials) In the analytic category, U σ , identified with its image under the injective map
can be regarded as an analytic set determined by a system of equations of the form: (e) A fan w.r.t. a free Z-module N is a finite collection ∆ of rational s.c.p. cones in N R , such that :
(i) any face τ of σ ∈ ∆ belongs to ∆, and (ii) for σ 1 , σ 2 ∈ ∆, the intersection σ 1 ∩ σ 2 is a face of both σ 1 and σ 2 . By |∆| := ∪ {σ | σ ∈ ∆ } one denotes the support and by ∆ (i) the set of all idimensional cones of a fan ∆ for 0 ≤ i ≤ r. If ̺ ∈ ∆ (1) is a ray, then there exists a unique primitive vector n (̺) ∈ N ∩ ̺ with ̺ = R ≥0 n (̺) and each cone σ ∈ ∆ can be therefore written as
The set
is called the set of minimal generators (within the pure first skeleton) of σ. For ∆ itself one defines analogously Gen(∆) := σ∈∆ Gen(σ) . 
with U σ1 ∋ u 1 ∼ u 2 ∈ U σ2 if and only if there is a τ ∈ ∆, such that τ ≺ σ 1 ∩ σ 2 and 
where, for u ∈ U σ ⊂ X (N, ∆),
The orbits w.r.t. the action (3.3) are parametrized by the set of all the cones belonging to ∆. For a τ ∈ ∆, we denote by orb(τ ) (resp. by V (τ )) the orbit (resp. the closure of the orbit) which is associated to τ . 
′ ∈ σ). For example, the canonical divisor K X(N,∆) of X (N, ∆) equals D ψ for ψ a PL-∆-support function with ψ(n(̺)) = 1, for all rays ̺ ∈ ∆ (1). A divisor D = D ψ is Cartier iff ψ is a linear ∆-support function (i.e., ψ | σ is overall linear on each σ ∈ ∆). Obviously, D ψ is Q-Cartier iff k · ψ is a linear ∆-support function for some k ∈ N. In fact, by the definition (3.2) of X (N, ∆), all the algebraic properties of this kind are local with respect to its affine covering, i.e., it is enough to be checked for the affine toric varieties U σ for all (maximal) cones σ of the fan ∆. 
where N σ is the lattice in lin(σ) induced by N. If mult(σ; N ) = 1, then σ is called a basic cone w.r.t. N . 
Definition 3.9 If N 1 and N 2 are two free Z-modules (not necessarily of the same rank) and P 1 ⊂ (N 1 ) R , P 2 ⊂ (N 2 ) R two lattice polytopes w.r.t. them, we shall say that P 1 and P 2 are lattice equivalent to each other, if P 1 is affinely equivalent to P 2 via an affine map ̟ : (N 1 ) R → (N 2 ) R , such that ̟ aff(P ) : aff(P ) → aff(P ′ ) is a bijection mapping P 1 onto the (necessarily equidimensional) polytope P 2 , every i-dimensional face of P 1 onto an i-dimensional face of P 2 , for all i, 0 ≤ i ≤ dim(P 1 ) = dim(P 2 ), and, in addition, N P1 onto the lattice N P2 , where by N Pj is meant the sublattice of N j generated (as subgroup) by aff(P j ) ∩ N j , j = 1, 2. Definition 3.10 Nakajima polytopes P ⊂ R r are lattice polytopes w.r.t. the usual rectangular lattice Z r , defined inductively as follows: In dimension 0, P is an (arbitrary) point of R r , while in dimension d ≤ r, P is of the form
where the facet F ⊂ R r−1 is a Nakajima polytope of dimension d − 1, and m ∈ (Z r )
∨ is a functional taking non-negative values on F. 
we obtain an analytic isomorphism: 
is lattice equivalent to a Nakajima polytope (cf. 3.9, 3.10)
This was proved in [38] for dimension 3 and in [59] for arbitrary dimensions.
induces canonically an equivariant holomorphic map ′ of any given fan ∆, so that ∆ ′ becomes simplicial. Since further subdivisions of ∆ ′ reduce the multiplicities of its cones, we may arrive (after finitely many subdivisions) at a fan ∆ having only basic cones. Hence, for every toric variety X (N, ∆) there exists a refinement ∆ of ∆ consisting of exclusively basic cones w.r.t. N , i.e., such that
is a T N -equivariant (full) desingularization. Proof. We may again assume that X = X (N, ∆) = U σ (where σ = R ≥0 v 1 +· · ·+R ≥0 v r is a cone of maximal dimension, with Gen(σ) = {v 1 , ..., v r } and ∆ = {τ | τ σ }).
Since ω X = O X (K X ) with K X = − D vi ≤ 0, for K X to be Q-Cartier means that K X is a (T N -invariant) Cartier divisor after multiplication by an integer. This multiple of K X has to be a divisor of the form div(e(u)) , for some u ∈ M (cf. 
be a desingularization of X obtained by a subdivision of σ into smaller basic strongly convex rational polyhedral cones. Suppose that the primitive lattice points of the new introduced rays in
we have
Since the discrepancy is > −1, (U σ , orb (σ)) is a log-terminal singularity whose index equals ℓ = min{κ ∈ Z ≥1 | m σ κ ∈ M }. Theorem 3.13 All toric singularities are rational singularities.
Proof. For Q-Gorenstein toric singularities this follows from Theorems 1.8 and 3.12.
For the general case see Ishida [38] and Oda [61, Cor. 3.9, p. 125 ].
Formula (3.4) gives us the following purely combinatorial characterization of terminal (resp. canonical) toric singularities.
Corollary 3.14 A toric singularity (U σ , orb (σ)) is terminal (resp. canonical ) of index ℓ if and only if ∃ mσ ∈ M : mσ, Gen (σ) = ℓ and mσ, n > ℓ for all n ∈ σ ∩ N ({0} ∪ Gen (σ)), (resp. ∃ mσ ∈ M : mσ, Gen (σ) = ℓ and mσ, n ≥ ℓ for all n ∈ σ ∩ N {0}).
(m σ is uniquely determined whenever σ is of maximal dimension in the fan).
(k) Recapitulation. This is divided into two parts. The first one contains the standard dictionary: (Uσ, orb (σ)) is a rational singularity
Uσ is Q-Gorenstein and i.p. (Uσ, orb (σ)) is a log-terminal singularity of index
with σ supporting the lattice polytope Pσ := σ ∩ {x ∈ N R | mσ, x = 1} and (ii) It is clear by the fifth row of the above table that the classification of terminal (resp. Q-factorial terminal) r-dimensional Gorenstein toric singularities is equivalent to the classification of all (r − 1)-dimensional elementary lattice polytopes (resp. elementary lattice simplices). The readers, who would like to learn more about partial classification results (on both "sides") in dimensions ≥ 3, are referred (in chronological order) to [20] , [58] , [57] , [39] , [61, pp. 34-36] , [69] , [7] , and [8] , for investigations from the point of view of computational algebraic geometry, as well as to [40] , [4] , [31] , for a study of "width-functions" (which are closely related to the index of the corresponding singularities) from the point of view of number theory, combinatorics and integer programming 13 .
(iii) On the other extreme, all toric l.c.i.-singularities admit crepant resolutions in all dimensions. (This was proved recently in [18] by showing inductively that all Nakajima polytopes admit lattice triangulations consisting exclusively of basic simplices; cf. Theorem 3.6). Nevetheless, regarding non-l.c.i., Gorenstein toric singularities, the determination of necessary and sufficient "intrinsic" conditions, under which they possess resolutions of this kind, remains an unsolved problem. Finally, let us stress that one can always reduce log-terminal non-canonical toric singularities to canonical ones by a torus-equivariant, natural "canonical modification" which is uniquely determined (cf. below footnote to 4.1 (i)).
Toric two-and three-dimensional singularities, and their resolutions
Now we focus on the desingularization methods of low-dimensional toric singularities.
• All 2-dimensional toric singularities (U σ , orb (σ)) are abelian (in fact, cyclic) quotient singularities and can be treated by means of the finite continued fractions (see [61, §1.6] ). For them there exists always a uniquely determined "minimal" resolution 14 . In fact, this resolution has the nice property that
where ∆ ′ is the fan which refines σ into basic cones and Hilb N (σ) the Hilbert basis of σ w.r.t. N. In particular,
G is generated by the monomials
The minimal generating system of (
with k 0 = (0, 1), k 5 = (5, −4) the primitive vectors spanning σ ∨ . The remaining elements are determined by the vectorial matrix multiplication 
where the diagonal entries of the first matrix of the right-hand side are exactly those arising in the continued fraction development
(i) There exists a uniquely determined partial desingularization (iii) By (ii) we may restrict ourselves to the case in which X (N, ∆ can ) has only canonical singularities of index 1 and, in particular, to cones τ ∈ ∆ can (3) , for which orb(τ ) ∈ Sing(X (N, ∆ can )) . Each of these τ 's has (up to lattice automorphism) the form 16 To construct the "canonical modification" (4.1) one has just to pass to the fan-subdivision ∆can = {{ pos(F )| F faces of conv(σ ∩ N {0})} , σ ∈ ∆} 17 For the "uniqueness" of this reduction procedure to the index 1 case (from the point of view of toric geometry) see, in particular, [10 The proof involves explicit (constructive) techniques from discrete geometry of cones, together with certain results of combinatorial nature from [26] , [38] , [39] and [44] . (The projectivity of birational morphisms in (v) can be checked by means of the ampelness criterion 3.3). Moreover, in [19] , it will be shown how toric geometry enables us to keep under control (in each step) the Fano surfaces arising as exceptional prime divisors. The singularity (U σ , orb (σ)) is Gorenstein, and Proposition 3.2 gives 19 :
edim (U σ , orb (σ)) = #(Hilb (Z 3 ) ∨ (σ ∨ )) = 14.
Hence, by Theorem 2.7 (iv) and by Proposition 2.12 (iii), the Laufer-Reid invariant of a general hyperplane section H through orb(σ) equals LRI (H, orb (σ)) = edim (H, x) = edim (U σ , orb (σ)) − 1 = 13. Figure 3 shows the result of blowing up orb(σ) ∈ U σ (equipped with the reduced subscheme structure).
It is worth mentioning that the "central" new subcone σ ′ = pos(P ′ ) of σ supports the lattice pentagon P ′ = conv({(−2, 2, 1) , (−1, 2, 1) , (2, 1, 1) , (2, 0, 1) , (0, −2, 1)}) which is nothing but the polygon defined as the convex hull of the inner points of P. Next, we perform 4.1 (iii)-(iv) again and again until we arrive at the lattice polygonal subdivision of P shown in Figure 4 . In the last step (4.1 (v)), all 2 3 = 8 possible choices of completing the polygonal subdivision in Fig. 4 to a triangulation (by filling up box diagonals) lead equally well to crepant, projective, full resolutions of (U σ , orb (σ)) . Remark 4.3 A method of how one may achieve "Q-factorialization" of toric singularities (after M. Reid [65] and S. Mori) in arbitrary dimensions was partially discussed in Wiśniewski's lectures [74] .
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