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Abstract: In this work, we introduce GRChombo: a new numerical relativity code
which incorporates full adaptive mesh refinement (AMR) using block structured Berger-
Rigoutsos grid generation. The code supports non-trivial “many-boxes-in-many-boxes”
mesh hierarchies and massive parallelism through the Message Passing Interface (MPI).
GRChombo evolves the Einstein equation using the standard BSSN formalism, with an
option to turn on CCZ4 constraint damping if required. The AMR capability permits
the study of a range of new physics which has previously been computationally infeasible
in a full 3 + 1 setting, whilst also significantly simplifying the process of setting up the
mesh for these problems. We show that GRChombo can stably and accurately evolve
standard spacetimes such as binary black hole mergers and scalar collapses into black
holes, demonstrate the performance characteristics of our code, and discuss various
physics problems which stand to benefit from the AMR technique.
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1. Introduction
Almost a hundred years after Einstein wrote down the equations of General Relativ-
ity [1], solutions of the Einstein equation remain notoriously difficult to find beyond
those which exhibit significant symmetries. Even for these highly symmetric solutions,
basic questions remain unanswered. A famous example is the question of the non-
perturbative stability of the Kerr solution – more than 50 years after its discovery, it is
not known whether the exterior Kerr solution is stable. The main difficulty of solving
the Einstein equation is its non-linearity, which defies perturbative approaches.
One of the main approaches in our hunt for solutions is the use of numerical
methods. Numerical methods have been used to solve the Einstein equation for many
decades, but the past decade has seen tremendous advances. A particular watershed
moment was the breakthrough in evolving the inspiral mergers of two black holes [2–4]
in 2005, a crucial milestone in the growth of numerical relativity as a discipline and as
a tool. The other driver of this development is an explosion in the availability of large
and powerful supercomputing clusters and the maturity of parallel processing technol-
ogy such as the Message Passing Interface (MPI) and OpenMP, which open up new
computational approaches to solving the Einstein equation.
We anticipate that this development will continue to accelerate, partly driven by
upcoming observational projects. The gravitational wave detector LIGO is expected to
start Advanced LIGO science runs in late 2015, and there are hopes that the sensitivity
might be good enough to achieve a first detection of gravitational waves from binaries.
In the longer term, the European Space Agency (ESA) has designated the space-based
eLISA detector an L3 launch slot (expected launch date around 2034), and the LISA
Pathfinder spacecraft has a firm launch date of late 2015.
Beyond searching for gravitational waves and black holes, numerical relativity is
now beginning to find uses in the investigation of other areas of fundamental physics.
For example, standard GR codes are now being adapted to study modified gravity [5],
cosmology [6,7] and even string theory motivated scenarios [8–11]. In particular, there
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is an increasing focus on solving GR coupled to matter equations in the strong-field
regime: cosmic string evolution with GR, realistic black hole systems with accretion
disks, non-perturbative systems in the early universe, etc. This nascent, but growing,
interest in using numerical relativity as a mature scientific tool to explore other broad
areas of physics is one key motivation of this work. Since it is often difficult to have
an intuitive picture of the entire evolution ahead of time, the code must be able to
automatically adapt to ensure that all regions of interest always remain adequately
resolved.
In the numerical GR community, this requirement is largely met through a moving-
box mesh refinement scheme. This type of setup consists of hierarchies of boxes nested
around some specified centres, and the workflow typically requires the user to specify
the exact size of these boxes beforehand. These boxes are then moved around, either
along a prespecified trajectory guided by prior estimates, or by automatically tracking
certain quantities or features in the solution as it evolves. Boxes which come within a
certain distances of each other may also be allowed to merge. A number of moving-box
mesh refinement codes have been made public over the recent years, many of which are
built on top of the well-known CACTUS framework [12,13]. One such implementation is
the McLachlan/Kranc code [14, 15], which uses finite difference discretisation and the
Baumgarte-Shapiro-Shibata-Nakamura (BSSN) evolution scheme [16,17]. Similarly, the
LEAN code [18,19], which uses the CACTUS framework, and BAM and AMSS-NCKU [20,21]
also implement the BSSN formulation of the Einstein equations. There is also GRHydro
which implements general-relativistic magnetohydrodynamics (MHD) for the Einstein
Toolkit [22], building yet another layer of physics on top of evolution codes such as
McLachlan/Kranc. There are also non-CACTUS codes such as SPeC [23] and bamps [24],
which implement the generalised harmonic formulation of the Einstein equations using
a pseudospectral method. In addition to these public codes, there is a plethora of
closed-source codes.
The moving-box mesh refinement technique has found great success in astrophys-
ically motivated problems such as two-body collision/inspiral. Outside of this realm,
however, the setup can quickly become impractical, especially where one expects new
length scales of interest to emerge dynamically over the course of the evolution. This
can occur generically in highly nonlinear regimes, either by interaction between GR
and various matter models, or by gravitational self-interaction itself which can exhibit
complicated unstable behaviour in higher dimensions. In such situations, it is neces-
sary to develop a code which has the flexibility to create refinement regions of arbitrary
shapes and sizes, anywhere in the computational domain as may be required. This can
be achieved by using a fully adaptive mesh refinement (AMR) technique, whose feature
is generally characterised by the ability to monitor a chosen quantity at each time step
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and insert higher resolution sub-regions where this quantity fails to lie within some
chosen bounds. Of course, the efficacy of such codes depend crucially on a sensible
choice of these criteria, however when implemented correctly they can be an extremely
powerful tool. The advantage here is twofold: AMR ensures that small emergent fea-
tures remain well-resolved at all times, but also that only those regions which require
this extra resolution gets refined, thus allowing more problems to fit within a given
memory footprint. To the best of our knowledge, PAMR/AMRD [25] and HAD [26] are the
only two codes with full adaptive mesh refinement (AMR) capabilities in numerical
GR.
In this work, we introduce GRChombo, a new multi-purpose numerical relativity
code. GRChombo is built on top of the Chombo [27] framework. Chombo is a set of
tools developed by Lawrence Berkeley National Laboratory for implementing block-
structured AMR for solving partial differential equations. GRChombo features 1 include
the following.
• BSSN formalism with moving puncture: GRChombo evolves the Einstein equation
in the BSSN formalism. An option to turn on the CCZ4 constraint damping
modification [28, 29] is also available. Singularities of black holes are managed
using the moving puncture gauge conditions [3, 4].
• Adaptive Mesh Refinement : Chombo provides full adaptive mesh refinement with
non-trivial nesting topologies via the Berger-Rigoutsos block-structured adaptive
mesh algorithm [30]. The user only needs to specify regridding criteria, and
Chombo does the rest. Kreiss-Oliger dissipation is used to control errors, from
both truncation and the interpolation associated with regridding.
• MPI scalability : GRChombo inherits the parallel infrastructure of Chombo, with
ability to scale efficiently to many thousands of CPU-cores per run.
• Standardized Output and Visualization: GRChombo uses Chombo’s HDF5 output
format, which is supported by many popular visualization tools such as VisIt.
In particular, the output files can be used as input files if one chooses to continue
a previously stopped run – i.e. the output files are also checkpoint files.
In this paper, we will detail these capabilities of GRChombo and illustrate how they
expand the current field in numerical GR to permit new physics to be explored. The
1Since the Chombo core is dimension-independent for up to six spatial dimensions, GRChombo could
potentially be extended to simulate fully higher dimensional spacetimes without any symmetry as-
sumptions, subject to computational resource availability.
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design methodology, scaling properties and performance of GRChombo in a number of
standard simulations are included.
The paper is organized as follows:
In Sec. 2 we describe the implementation of the code. In particular, in Sec. 2.1
we establish the exact formulation of the equations which were used and our notation
conventions, and in Sec. 2.2 we detail the AMR methodology and other “coding”
aspects, such as finite differencing, dissipation and load balancing.
In Sec. 3 we give examples of several areas of physics which the code is well adapted
to explore, and in which it offers advantages over existing codes.
In Sec. 4, we present the results of standard tests, including the Apples with
Apples tests [31], black holes and black hole mergers, and critical collapse. We test the
AMR capabilities of the code, its robustness to regridding errors, and its scaling and
convergence properties.
We discuss our results and future directions in Sec. 5.
Videos of several tests conducted in this paper, and examples of some new problems
being tackled using the code, can be viewed via our website at http://grchombo.github.io.
2. GRChombo
In this section, we will describe our numerical implementation of the Einstein equation
in GRChombo.
2.1 GRChombo equations and notation conventions
The purpose of this subsection is to clearly state the equations of motion that we have
implemented and our conventions for completeness. Since these are standard in the
field, the experienced reader may want to skip this subsection.
Many numerical relativity codes implement the so called BSSN formulation of the
Einstein equation [16, 17, 32]. This formulation expresses the Einstein equation in a
strongly hyperbolic form, and together with the “1+log ” slicing [33] and the “gamma-
driver” gauge conditions [34], has allowed the stable simulation of dynamical spacetimes
of interest, including black hole binaries.
More recently, other refined formulations of the Einstein equation based on the
Z4 system [29, 35] have been proposed, most notably the Z4c formulation [36] and the
CCZ4 formulation [28].2 In the Z4 system, both the Hamiltonian and the momentum
2Both the BSSN and CCZ4 equations have been written in a fully covariant form [37–39]. These
covariant formulations can be advantageous in certain cases, and we plan to implement them in the
future.
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constraint are promoted to dynamical variables and hence constraint violating modes
can propagate and eventually exit the computational domain. This may potentially
result in a more stable evolution. In addition, the Z4 system can be augmented with
damping terms so that constraint violating modes can be exponentially suppressed. In
practical terms, the changes required between the CCZ4 equations and the standard
BSSN equations are minimal and in GRChombo we have implemented both.
In this work, we follow the indexing convention of [40]. The signature is (−+ ++),
and low-counting Latin indices a, b, . . . are abstract tensor indices while Greek indices
µ, ν, . . . denote spacetime component indices and run from 0, 1, 2, 3. Spatial component
indices are labeled by high-counting Latin indices i, j, . . . which runs from 1, 2, 3. Unless
otherwise stated, we set G = 1 and c = 1.
2.1.1 Evolution equations
The Z4 system with constraint damping is [35]
Rab+∇a Zb+∇b Za−κ1 [na Zb + nb Za − (1 + κ2) gab nc Zc] = 8 pi
(
Tab − 1
2
gab T
)
(2.1)
where Rab is the Ricci tensor associated with the metric g on the spacetime manifold
M, and ∇ is the corresponding metric compatible covariant derivative. Tab is the
stress-energy tensor of the matter and T ≡ gab T ab is its trace. If we set Za = 0, the Z4
equations Eqn. (2.1) reduce to the standard (trace-reversed) Einstein equation. Here
κ1 and κ2 are parameters which control the damping.
In the GRChombo code we use the standard 3 + 1 ADM decomposition of the space-
time metric,
ds2 = −α2 dt2 + γij(dxi + βi dt)(dxj + βj dt) , (2.2)
so that γij is the induced metric on the spatial slices and
nµ =
1
α
(
∂µt − βi ∂µi
)
, (2.3)
is the corresponding timelike unit normal. The extrinsic curvature is defined as
Kij = −1
2
(£nγ)ij , (2.4)
where £ denotes the Lie derivative. As is customary, we decompose the induced metric
as γij =
1
χ2
γ˜ij so that det γ˜ij = 1 and χ = (det γij)
− 1
6 . Similarly, the extrinsic curvature
is decomposed into its trace, K = γijKij, and its traceless part so that
Kij =
1
χ2
(
A˜ij +
1
3
K γ˜ij
)
, (2.5)
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with γ˜ij A˜ij = 0. In the Z4 system, one further defines Θ as the projection of the Z4
four-vector along the normal timelike direction, Θ ≡ −nµ Zµ. Finally, the spacelike
components of the four-vector, Zi, are included in a variable Γˆ
i defined as
Γˆi ≡ Γ˜i + 2 γ˜ij Zj , (2.6)
where Γ˜i = γ˜jk Γ˜i jk and Γ˜
i
jk are the Christoffel symbols associated to the conformal
metric γ˜ij,
Γ˜i jk =
1
2
γ˜il (∂j γ˜kl + ∂kγ˜jl − ∂lγ˜jk) . (2.7)
Summarizing, the dynamical variables for the Z4 system are
{χ, γ˜ij, K, A˜ij, Θ, Γˆi} . (2.8)
Setting to zero the Z4 four-vector, Zµ = 0, this system reduces to the standard BSSN
system.
Finally, we recall the various components of the matter stress tensor in the standard
3 + 1 decomposition:
ρ = na nb T
ab , Si = −γia nb T ab , Sij = γia γjb T ab , S = γij Sij . (2.9)
We are now ready to write down the evolution equations for CCZ4 system in the
standard 3 + 1 decomposition [28]:
∂tχ =
1
3
αχK − 1
3
χ∂kβ
k + βk ∂kχ , (2.10)
∂tγ˜ij = −2α A˜ij + γ˜ik ∂jβk + γ˜jk ∂iβk − 2
3
γ˜ij ∂kβ
k + βk ∂kγ˜ij , (2.11)
∂tK = −γijDiDjα + α
(
R + 2DiZ
i +K2 − 2K Θ)+ βi∂iK
− 3ακ1(1 + κ2)Θ + 4pi α(S − 3 ρ), (2.12)
∂tA˜ij = χ
2 [−DiDjα + α (Rij +DiZj +DjZi − 8pi αSij)]TF
+ αA˜ij(K − 2 Θ)− 2α A˜il A˜lj + A˜ik ∂jβk + A˜jk ∂iβk
− 2
3
A˜ij ∂kβ
k + βk ∂kA˜ij , (2.13)
∂tΘ =
1
2
α
(
R + 2DiZ
i − A˜ij A˜ij + 2
3
K2 − 2 ΘK
)
− Zi ∂iα + βk ∂kΘ− ακ1 (2 + κ2)Θ− 8pi α ρ , (2.14)
∂tΓˆ
i = −2 A˜ij ∂jα + 2α
(
Γ˜ijk A˜
jk − 2
3
γ˜ij∂jK − 3 A˜ij ∂jχ
χ
)
+ βk∂kΓˆ
i + γ˜jk∂j∂kβ
i +
1
3
γ˜ij∂j∂kβ
k
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+
2
3
Γ˜i ∂kβ
k − Γ˜k∂kβi + 2κ3
(
2
3
γ˜ij Zj ∂kβ
k − γ˜jk Zj ∂kβi
)
+ 2 γ˜ij
(
α ∂jΘ−Θ ∂jα− 2
3
αK Zj
)
− 2ακ1 γ˜ij Zj − 16pi α γ˜ij Sj . (2.15)
Here Di is the metric compatible covariant derivative with respect to the physical metric
γij and [. . .]
TF denotes the trace free part of the expression inside the parenthesis. The
three-dimensional Ricci tensor, Rij, is split as
Rij = R˜ij +R
χ
ij , (2.16)
where
R˜ij = −1
2
γ˜lm∂m∂lγ˜ij + Γ˜
kΓ˜(ij)k + γ˜
lm(2Γ˜kl(iΓ˜j)km + Γ˜
k
imΓ˜klj) (2.17)
and
Rχij =
1
χ
(D˜iD˜jχ+ γ˜ijD˜
lD˜lχ)− 2
χ2
γ˜ijD˜
lχD˜lχ. (2.18)
where D˜i is the metric compatible covariant derivative with respect to the conformal
metric γ˜ij. Note that the three-dimensional Ricci Scalar is then R = γ
ijRij.
Equations Eqn. (2.10)–Eqn. (2.15) are the CCZ4 evolution equations as originally
presented in [28], including the extra damping parameter κ3. This parameter controls
the coupling of some quadratic terms in the evolution equation for Γˆi. The choice
κ3 = 1 corresponds to the fully covariant CCZ4 system, but as discussed in [28],
it leads to instabilities in the evolution of spacetimes containing black holes. More
recently, [41] showed that replacing κ1 → κ1/α in Eqn. (2.10)–Eqn. (2.15) allows to
stably evolve black hole spacetimes whilst retaining the full covariance of the CCZ4
system. In GRChombo we have included a parameter that allows us to switch from the
original formulation of the CCZ4 system to the more recent one proposed in [41], with
the aforementioned redefinition of κ1.
Note that in the actual evolution, the values of the three-vector Zi are computed
from the knowledge of the evolved variable Γˆi and Γ˜i, which is computed from the
conformal metric, γ˜ij. Finally, we note that the evolution equations Eqn. (2.10)–Eqn.
(2.15) reduce to the standard BSSN equations upon setting Θ = 0 and Zi = 0, and
using the Hamiltonian constraint, Eqn. (2.23), in the evolution equation for K, Eqn.
(2.12), to eliminate the Ricci scalar R.
2.1.2 Gauge conditions
To complete the set of evolution equations, we need to choose slicing conditions – we
specify the gauge via driving conditions for the lapse α and shift βi [34]. The optimal
gauge conditions are in general physics dependent, and GRChombo allows the user to code
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in whichever gauge conditions are well adapted to the application at hand. However,
the most commonly used conditions which have been implemented in GRChombo are
detailed below.
The alpha-driver condition is usually written as a first order differential equation
∂tα = −µα1αµα2K + µα3βi∂iα. (2.19)
The commonly used 1 + log slicing applicable for black hole inspirals corresponds to
µα1 = 2, µα2 = 1 and µα3 = 1. On the other hand, the maximal slicing condition,
which preserves K = 0 and ∂tK = 0 at all slices, is a second order differential equation
D2α = α[KijK
ij + 4pi(ρ+ S)], (2.20)
which is useful for spherically symmetric collapse problems such as the critical scalar
collapse scenarios.
We specify the evolution equation for βi using the gamma-driver conditions [34],
∂tβ
i = η1B
i (2.21)
∂tB
i = µβ1α
µβ2∂tΓˆ
i − η2Bi , (2.22)
where Bi is an auxiliary vector field, while η1, η2, µβ1 and µβ2 are input parameters.
The usual hyperbolic gamma-driver condition uses the parameters η1 = 3/4, µβ1 = 1,
µβ2 = 0 and η2 = 1. We have also included parameters that allow us to turn on
standard advection terms in Eqn. (2.21)–Eqn. (2.22).
In our tests in Sec. 4.2 and Sec. 4.4, where black holes are present, we manage the
singularities with the so-called moving punctures method [3,4], which is a combination
of the 1 + log slicing for α and gamma-driver for βi. In addition, we hard code the
condition α > 0 as is usual practice.
2.1.3 Constraint equations
GRChombo computes both the Hamiltonian constraint,
H = R +K2 −KijKij − 16piρ, (2.23)
and the momentum constraint,
Mi = γ
jk(∂lKij − ∂iKjl − ΓmjlKmi + ΓmijKlm)− 8piSi, (2.24)
in order to monitor the accuracy of the calculation.
For the algebraic constraints of BSSN, we do not enforce (by hand) the condition
that the conformal metric has a determinant of one, but we do enforce after each
timestep that A˜ij is traceless.
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2.1.4 Scalar matter evolution equations
We have included a single minimally coupled scalar field φ as matter content
Lφ =
1
2
∇µφ∇µφ+ V (φ), (2.25)
with the equation of motion
∇µ∇µφ− dV
dφ
= 0. (2.26)
As is usual, we decompose the second order Eqn. (2.26) into two first order variables
φ and ΠM
ΠM ≡ 1
α
(∂tφ− βi∂iφ). (2.27)
We note that our ΠM is negative of Π in some references, e.g. [40]. Eqn. (2.26) is then
decomposed into the following equations
∂tφ = αΠM + β
i∂iφ (2.28)
and
∂tΠM = β
i∂iΠM + γ
ij(α∂j∂iφ+ ∂jφ∂iα) + α
(
KΠM − γijΓkij∂kφ+
dV
dφ
)
. (2.29)
We also use the energy momentum tensor of the scalar field
Tµν = ∇µφ∇νφ− 12gµν(∇λφ∇λφ+ 2V ) (2.30)
to calculate the matter components of the BSSN/CCZ4 system via Eqn. (2.9).
2.2 GRChombo code implementation
GRChombo is a physics engine built around the publicly-available adaptive-mesh frame-
work Chombo [27]. GRChombo solves the system of hyperbolic partial differential equa-
tions of the Einstein equation and scalar matter content (see section 2.1) using a finite
difference scheme.
A key feature of GRChombo is its highly flexible adaptive mesh refinement capability
– to be precise, GRChombo uses Berger-Oliger style [42, 43] adaptive mesh refinement
with Berger-Rigoutsos [30] block-structured grid generation. GRChombo supports full
non-trivial mesh topology – i.e. many-boxes-in-many-boxes. Morton ordering is used
to map grid responsibility to neighbouring processors in order to optimize processor
number scaling.
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2.2.1 Discretization and Time-stepping
We would like to evolve a set of fields in space (the state-vector Φ(x, t) = {φ1, φ2, φ3, . . . })
through time t via the equations of motion
∂Φ
∂t
= F(Φ), (2.31)
where F is some operator on Φ which, in the case of the Einstein equation, is non-linear.
In GRChombo, both the space and time coordinates are discretized. Evolution in time
is achieved through time-stepping t → t + ∆t, where at each time step we compute
the fluxes for each grid point individually. Time stepping is implemented using the
standard 4th Order Runge-Kutta method, and hence, as usual, we only need to store
the values of the state-vector at each time step.
Φ itself is discretized into a cell-centered grid. Spatial derivatives across grid points
are computed using standard 4th order stencils for all spatial derivatives, except for
advection terms which are implemented using an upwind stencil. The form of the
stencils used exactly follows equations (2.2) through (2.6) of [44].
2.2.2 Berger-Rigoutsos Block-structured AMR
GRChombo uses Chombo’s implementation of the Berger-Rigoutsos adaptive-mesh-refinement
algorithm [30], which is one of the standard block-structured AMR schemes. Block-
structured AMR regrids by overlaying variable size boxes, instead of remeshing on a
cell-by-cell basis (the “bottom-up” approach). The main challenge is to find an efficient
algorithm to partition the cells which need regridding into rectangular “blocks”. In this
section, we will briefly discuss the algorithm.
For a given grid at some refinement level l where l = 0 is the base level and lmax
is some preset maximum refinement level, we first “tag” cells for which refining is
required. The refinement condition used by GRChombo is discussed later in this section.
The primary problem of AMR is to efficiently partition this grid into regions which
require adaptive remeshing. In block-structured AMR these regions are boxes in 3D
or rectangles in 2D. Efficiency is measured by the ratio of tagged over untagged cell
points in the final partitions.
In each partition, we compute the signatures or traces of the tagging function
f(x, y, z) of any given box
X(x) =
∫
f(x, y, z)dydz, (2.32)
Y (y) =
∫
f(x, y, z)dxdz, (2.33)
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Z(z) =
∫
f(x, y, z)dydx, (2.34)
where f(x, y, z) = 1 if it is tagged for refinement and 0 otherwise. Given these traces,
we can further compute the Laplacian of the traces ∂2xX(x), ∂
2
yY (y) and ∂
2
zZ(z). Given
the Laplacians, the algorithm can search for all (if any) inflection points individually
for each direction – i.e. the locations of zero crossings of the Laplacian, and then pick
the one whose δ(∂2iXi) is the greatest (corresponding to the line – or plane in 3D –
separating the largest change in the Laplacian). This point then becomes the line of
partition for this particular dimension. Roughly speaking, this line corresponds to an
edge between tagged and untagged cells in the orthogonal directions of the signature.
Furthermore, if there exists a point xi with zero signature Xi(xi) = 0 (i.e. no cells
tagged along the plane orthogonal to the direction), then this “hole” is chosen to be
the line of partition instead.
After a partitioning, we check whether or not each partition is efficient, specifically
whether it passes a user-specified threshold or fill factor,  < 1.0,
Tagged Cells
Total Cells
>  (2.35)
If this is true, then we check if this box is properly nested3 [42, 43] and if so we accept
this partition and the partitioning for this particular box stops. If not, then we continue
to partition this box recursively until either all boxes are accepted or partitioning no
longer can be achieved (either by the lack of any tagged cells or reaching a preset limit
on the number of partitions). Furthermore, GRChombo allows one to set the maximum
partition size, which if exceeded will force a partitioning of the box.
Note that a higher value of  means that the partitioning will be more aggressive
which will lead to a higher efficiency in terms of final ratio of tagged to untagged
cells – generating more boxes in the process. However, this is not necessarily always
computationally better as partitioning requires computational overhead, which depends
on the number and topology of the processors. The ideal fill ratio is often a function
of available processors, their topology and of course the physical problem in question.
A partitioned box is then refined, i.e. its grids split into a finer mesh using the (user
definable) refinement ratio nl = δxl+1/δxl, and this process continues recursively until
we either have no more tagged cells, or when we reached a preset number of refinement
levels lmax.
3Properly nested means that (1) a l + 1 level cell must be separated from an l − 1 cell by at least
a single l level cell and (2) the physical region corresponding to a l − 1 level cell must be completely
filled by l cells if it is refined, or it is completely unrefined (i.e. there cannot be “half-refined” coarse
cells).
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Finally we need to specify a prescription for tagging which cells are required to be
refined. GRChombo tags a cell when any (set of) user selected fields φ ∈ Φ pass a chosen
threshold σ(φ), which sets a limit on the L2 norm of the change in the value of the field
across that cell, i.e.
f(x, y, z) =

1 if
√
3∑
i=1
(φ(x + δx xˆi)− φ(x− δx xˆi))2 > σ(φ)
0 otherwise.
(2.36)
This condition can be augmented, for example by using estimated truncation errors
as tagging conditions instead.
Partitioning can be done at every time-step for each refinement level and this is
a user preset choice per refinement level. However, the user may wish to select a
lower frequency because it might be useful to not partition at every timestep for a
given refinement level. One consideration is that it is important to let numerical errors
dissipate (e.g. via Kreiss-Oliger dissipation, see Sec. 2.2.4) before remeshing. Once a
new hierarchy of partitions is determined, we interpolate via linear interpolation from
coarse to fine mesh, and average from fine to coarse mesh.
Since the finer mesh has a smaller Courant number, each mesh level’s timestep is
appropriately reduced via
∆tl+1 =
∆tl
nl
. (2.37)
GRChombo follows standard Berger-Collela AMR evolution algorithm [43]. Starting
from the coarsest mesh, it advances the coarse mesh 1 time step i.e. t→ t+ ∆tl. Then
it advances the next finest mesh nl times until the fine mesh “catches up” with the
coarse mesh time. Once both coarse and fine mesh are at the same time t, GRChombo
synchronizes them by averaging over the fine cells to the coarse cell values. We add
that in a conservative system, this simple synchronization is not conservative and re-
quires proper refluxing – the coarse fluxes are replaced with a time-averaged fine mesh
fluxes. This step incurs additional overhead, and is at the moment not implemented by
GRChombo as GR equations are not conservative. Nevertheless, we intend to implement
conservative refluxing as an option in a future version of GRChombo.
2.2.3 Load Balancing
GRChombo’s efficiency when running on a large number of distributed-memory nodes is
highly dependent on efficient load balancing of the available computational work across
those nodes. Load balancing seeks to avoid the situation where most of the nodes are
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waiting for some small subset of nodes to finish their computational work, and it does
this by seeking to distribute the amount of work to be done per time step evenly among
all of the nodes. This can be non-trivial when AMR boxes at many different refinement
levels are simultaneously being evolved across the system. In addition, even within a
single node, multiple OpenMP threads might be running, and the per-node workload
needs to be balanced amongst those threads.
For the inter-node load balancing, GRChombo leverages Chombo’s load balancing ca-
pabilities to distribute the AMR boxes among the available nodes. It does this by
building a graph of the boxes to be distributed, adding edges between neighbouring
and overlapping boxes. A bin packing / knapsack algorithm is used to balance the
computational work among nodes, where the work is assumed to be proportional to
the number of grid points, and then an exchange phase is used to minimise the commu-
nication cost. Because this load balancing procedure can be costly, we normally run it
only every few time steps. In between runs of the load balancing procedure, new boxes
generated by AMR refinement stay on the node which holds the parent box.
Within each node, the computational work is divided amongst the available OpenMP
threads by iterating over the boxes to process using OpenMP’s dynamic scheduling ca-
pability. This allows each thread to take the next available box from the queue of
unprocessed boxes, instead of deciding ahead of time which boxes each thread will pro-
cess. This is important because the boxes are varying in size. We generally divide even
the coarsest level into multiple boxes so that it can be processed in parallel by multiple
threads.
2.2.4 Kreiss-Oliger Dissipation
In a finite difference scheme, instabilities can arise from the appearance of high fre-
quency spurious modes. Furthermore, regridding generates errors an order higher
than the typical error of the evolution operator, hence it is doubly crucial that we
control these errors. The standard prescription to deal with this is to implement
some form of numerical dissipation to damp out these modes. GRChombo implements
N = 3 Kreiss-Oliger [45] dissipation. In this scheme, for all evolution variables u ∈
{A˜ij, γ˜ij, K, χ,Θ, Γ˜i}, the evolution equations are modified as follows
∂tum → ∂tum+ σ
64∆x
(um+3−6um+2+15um+1−20um+15um−1−6um−2+um−3), (2.38)
where m± n labels the grid point m, n the total offset from m and σ is an adjustable
dissipation parameter usually of the order O(10−2). This 3rd order scheme is accurate
as long as the integration order of the finite difference scheme is 5 or less (which it is
in our implementation using 4th order Runge-Kutta).
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2.2.5 Boundary Conditions
GRChombo supports both periodic (in any direction) boundary conditions, as well as
any particular boundary conditions the user may want to specify (such as Neumann
or Dirichlet types). A particular popular type of boundary condition is the so-called
Sommerfield [34] boundary condition, where out-going radiation is dissipated away. For
any field f , we impose the condition at the boundary
∂f
∂t
= −vxi
r
∂f
∂xi
− vf − f0
r
(2.39)
where r =
√
x21 + x
2
2 + x
2
3 is the radial distance from the center of the grid, f0 is the
desired space-time at the boundary (typically Minkowski space for asymptotically flat
spacetimes) and v the velocity of the “radiation”, which is typically chosen to be 1.
2.2.6 Initial conditions
GRChombo supports several ways of entering initial conditions.
• Direct equations – Initial conditions which are described by known analytic equa-
tions, such as the Schwarzchild solution, can be entered directly in equations form.
• Checkpointing – The HDF5 format output files from GRChombo doubles as check-
pointing files. A run can simply be continued from any previous state as long as
its HDF5 output file is available.
• Entering from data file – GRChombo allows one to insert data from a file.
• Relaxation – GRChombo has a rudimentary capability to solve for the initial metric
given some initial mass distribution, and assuming a moment of time symmetry
and conformal flatness. Given a guess for χ, GRChombo relaxes it to the correct
initial metric using a dissipation term which is proportional to a user chosen
dissipation coefficient times the Hamiltonian constraint.
The initial conditions used in this paper are mostly analytic or approximate an-
alytic solutions, and so are entered directly into the code. In the critical collapse, a
Mathematica numerical solution as a function of the radius is interpolated onto the
initial grid.
3. Using GRChombo for new physics
The primary advantage of GRChombo over existing publicly available codes is its robust
AMR ability. In this section we discuss several physical systems which can be studied
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with GRChombo but that would be hard (if not impossible) to simulate using codes based
on moving-box mesh refinement. Most of the examples discussed in this section are
still “work in progress” by the authors and the results will be presented in separate
publications.
3.1 Asymmetric scalar field bubbles
One of the most fascinating and as yet not fully understood aspects of general relativity
is the appearance of critical phenomenon in gravitational collapse as first discovered by
Choptuik [46]. A comprehensive review can be found in [47].
Briefly, if we have an initial configuration, such as a Gaussian shaped bubble of
scalar field, and allow this to evolve under the action of gravity, the result will be either
the formation of a black hole, or dispersal of the field to infinity depending on the
“strength” of the initial data. Varying any one initial parameter p of the configuration
(such as the height of the bubble), one finds that there is a critical point p∗ at which
the transition between the two end states occurs, and that the mass of the black hole
created on the supercritical side follows the scaling relation,
M ∝ (p− p∗)γ, (3.1)
where the scaling constant γ is universal in the sense that it does not depend on the
choice of family of initial data. For a massless scalar in a spherically symmetric collapse,
γ has been numerically determined to be around 0.37.
The other key phenomenon which is observed is that of self-similarity in the solu-
tions, or “scale-echoing”. Close to the critical point, and in the strong field region, the
value of any gauge independent field φ at a point x and time T exhibits the following
scaling relation,
φ(x, t) = φ(e∆x, e∆T ), (3.2)
where ∆ is a dimensionless constant with another numerically determined value of
3.44 for a massless scalar field in the spherical case. The time T here is measured
“backwards” - it is the difference between the critical time at which the formation of
the black hole occurs and the current time, with time being the proper time measured
by a central observer.
What one sees is therefore that, as the time nears the critical time by a factor of
e∆, the same field profile is seen but on a scale e∆ smaller. This scale-echoing may be
either continuous or discrete. In Choptuik’s seminal paper [46], a 1+1 adaptive mesh
code was used to study such behaviour near the critical point. Since then there has
been some progress in studying the phenomenon in non spherically symmetric cases,
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Figure 1: An asymmetric scalar field bubble collapse: In the left image, a slice through
the centre of the field bubble is shown at a particular time during the collapse, with the
instantaneous mesh superimposed. This same slice is shown in 3D in the right image to
better illustrate how the mesh is adapted to the curvature. The AMR efficiently tracks the
scales in the profile. In addition, new levels are added as the profile shrinks, leading to a
more efficient computation in terms of memory and computational resources, and requiring
less “human input” ahead of and during the run.
see [24,48–52], but progress in making firm conclusions has been slower than expected,
due to the extremely high refinements required to study the stages of the collapse,
which are magnified three-fold in full 3 + 1 codes.
We are currently investigating the problem of asymmetric bubble collapse with
GRChombo. A snapshot of the evolution of one such example is shown in Figure 1.
The mesh refines so that the field profile is consistently resolved as the critical time
is approached. Note that since the profile is highly irregular, with a range of length
scales represented in different (disconnected) regions, GRChombo provides a significant
advantage over moving-box mesh refinement in terms of computational cost. In addi-
tion to the adaptation of the mesh to the local curvature, GRChombo can automatically
add in new levels of refinement during the evolution, which allows the scale-echoing be-
haviour to be probed consistently as the profile shrinks even in the absence of spherical
symmetry. The results will be discussed in detail in a separate publication.
3.2 Higher dimensional black holes/anti-de Sitter
In recent years it has been realized that the dynamics of general relativity, even in
vacuum, beyond the traditional asymptotically flat four-dimensional setting is much
richer than previously anticipated. Some of these new directions involve considering
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more than four spacetime dimensions and/or new boundary conditions, such anti-de
Sitter (AdS) or Kaluza-Klein (KK) asymptotics. Black holes, as primary objects in any
theory of gravity, in these new set ups exhibit two important new physical phenomena:
Firstly, black holes with topologically non-spherical horizons are possible. The black
ring of [53] is the first example of an asymptotically flat vacuum black hole with a non-
spherical horizon. By now it is clear that this solution is the tip of the iceberg, and many
more new types of black holes are known to exist. Secondly, vacuum black holes can
be dynamically unstable under gravitational perturbations, as Gregory and Laflamme
first showed in the case of black strings in asymptotically KK spacetimes [54] . Rapidly
spinning asymptotically flat vacuum (and AdS) black holes suffer from these Gregory-
Lafllamme-type-of instabilities [55–57], and new types of non-axisymmetric instabilities
[58]. In fact, anti-de Sitter itself is non-linearly unstable to the formation of black holes
[59], and the process is turbulent. There is a lot of interest in studying the dynamics of
gravity, and black holes, in AdS motivated by the gauge/gravity correspondence [60].
See [61,62] for some (relatively recent) reviews with references.
In a remarkable paper, [63] studied the endpoint of the Gregory-Laflamme insta-
bility of black strings in five-dimensions. This paper gave convincing evidence that
the black string would pinch off in finite asymptotic time, thus providing a poten-
tial counter-example of the weak cosmic censorship conjecture in non-asymptotically
flat vacuum spacetimes. The evolution the Gregory-Laflamme instability for black
strings showed that the horizon develops a fractal structure, with thin necks con-
necting bulges at different scales. Moreover, the non-linear instability of AdS is of
a turbulent nature [59], and in fact AdS black holes also suffer from turbulent type-
of-instabilities [64–67]. A common feature in all these instabilities is that in the fully
non-linear regime, new length scales are dynamically generated and a priori one does
not know where they will appear. Therefore, if one wants to use numerical GR to
determine the endpoints of these instabilities, one needs a numerical method that can
automatically resolve these newly generated length scales. Therefore, it seems that full
AMR is not an option but a necessity.4 In addition, with GRChombo one should be able
to simulate higher dimensional spacetimes with no symmetry assumptions using the
fact that the Chombo core is dimension independent up to six spatial dimensions. This
should find applications to the AdS/CFT correspondence, where one may be interested
in simulating (4 + 1)-dimensional asymptotically AdS spacetimes in full generality.
Some of the aforementioned instabilities are currently being investigated using
GRChombo and will be discussed elsewhere. In Fig. 2 we display snapshots of the
meshes that are dynamically generated by GRChombo during evolution for the case of
4The AMR capabilities of the PAMR/AMRD code were essential in [63].
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Figure 2: Snapshots of the rotation plane of dynamically generated meshes by GRChombo
during the evolution of the instabilities of a black ring (left) and of a rapidly spinning spherical
black hole (right). AMR ensures that the mesh is adapted to the non-trivial topology of the
horizon and new levels are added where new structure appears. This is essential in order
to have enough resolution where it is needed while keeping the computational cost of the
simulation under control.
an unstable black ring (left) and a higher dimensional black hole (right). GRChombo not
only can adapt the mesh to the non-trivial topology of the horizon but it also adds new
levels in regions where new structures appear during the evolution. This essential ca-
pability ensures that all relevant length scales are correctly resolved whilst keeping the
computational cost of the simulation under control. For these simulations, moving-box
mesh refinement would be prohibitively expensive and hence it is not a realistic option.
Previous works on higher dimensional black hole physics in asymptotically flat spaces
using moving boxes include [19, 68]. In AdS, the code of [69] is based on PAMR/AMRD,
whilst [9] uses a fixed domain decomposition and pseudospectral discretisation.
3.3 N-body problems
Simulations of single black holes and binary mergers often make use of symmetries in
the problem or Newtonian approximations to predict the levels of resolution required
at each point in space, for each time-step. In three (or more) body problems, the
trajectories of the objects are generally not known ahead of time and must be calculated
numerically. The shift vector can be used to predict the movement of black hole centres
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Figure 3: Triple black hole merger: Three black holes are evolved with GRChombo. The mesh
is shown, which has adapted to the local curvature in χ, the variable plotted.
locally, but this tracking must be added in for each black hole and the boxes adjusted
accordingly. For GRChombo, it is trivial to add multiple black holes to a spacetime,
without actively tracking their central points, and so these many-body systems are
as easy to set up as binary ones (although they clearly require greater computational
resource to run). For example, the GRChombo mesh can be seen adapting at each
timestep in the triple black hole merger shown in Figure 3.
Another (albeit rather contrived) example is the ring of black holes shown in Figure
4. The set up of this ring was no more difficult than that of the binary or triple black
hole spacetime – GRChombo automatically remeshes the grid given a set of analytic
initial conditions without further user intervention, and there is no need to try and
predict the paths of the black holes individually. It is clear that other fields of research,
such as magnetohydrodynamics, would benefit greatly from this ability to maintain a
consistent level of resolution throughout a simulation, and make this resolution follow
the inherently unpredictable movement in a many body system.
4. Testing GRChombo
We detail the results of the standard Apples with Apples tests [31] in Sec. 4.1 when
turning off AMR and using fixed resolution grids. In Sec. 4.2 we turn on the AMR
abilities of the code and demonstrate that it can stably evolve spacetimes containing
black-hole-type singularities. In 4.3 we study convergence of our code in a head on
collision of two black holes. In Sec. 4.4 we demonstrate the ability of the code to evolve
matter content by considering scalar fields with gravity, by recreating the results of the
sub-critical and critical cases of Choptuik scalar field collapse detailed in [70]. In Sec.
4.5 we discuss the weak scaling properties of the code on the Mira supercomputer.
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Figure 4: Multiple Black Hole merger: A ring of black holes are evolved with GRChombo.
The mesh is shown, which has adapted to the local curvature in χ, the variable plotted.
The test figures referred to in this section can be found in Appendix A.
4.1 Apples with Apples tests
In this section we describe the results of applying the code to the standard Apples with
Apples tests in [31]. Here we give a brief description of the key features of the tests,
but the reader should refer to the paper for full specifications. Where we do not specify
details, our treatment can be assumed to follow that of the standard tests. The AMR
capabilities of the code are not utilised in these tests, which were designed for a uniform
resolution, in order to make our results comparable to other codes. (We consider the
effects of regridding on code performance in Section 4.2.)
4.1.1 Robust stability test
The robust stability test introduces small amounts of random noise, scaled with the grid
spacing, to all of the evolution variables, in order to test the code’s robustness against
numerical noise. The test was conducted at resolutions of ρ = 4, ρ = 2 and ρ = 1,
corresponding to grid spacings of 0.005, 0.01 and 0.02 respectively. No dissipation was
added in the test.
As shown in Figure 13, the error growth in the evolution variables did not increase
with increasing grid resolution, and the Hamiltonian constraint H did not grow more
for higher resolutions. Therefore, we conclude that the test is passed.
4.1.2 Linear wave test
A wave of fixed amplitude is propagated across the grid in the x-direction with periodic
boundary conditions. The amplitude is small enough that the non-linear terms are
below numerical precision, such that the behaviour under the Einstein equation is
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approximately linear. The test measures the errors in magnitude and phase introduced
by the code after 1000 crossing times.
As can be seen from Figure 14, this error is 12 orders of magnitude smaller than
the signal and therefore negligible.
4.1.3 Gauge wave tests
The BSSN formulation is known to produce unsatisfactory results for the gauge wave
tests. GRChombo is no different in this respect. As can be seen in Figure 15, it becomes
unstable after around 50 crossing times, with the Hamiltonian constraint increasing
exponentially, even for a relatively small initial amplitude of the gauge wave of A = 0.1.
As was shown in [28] stability can be achieved by adding in the CCZ4 constraint
damping terms. GRChombo shows exactly this behaviour (figure 15).
4.1.4 Gowdy wave test
The Gowdy wave evolves a strongly curved spacetime: an expanding vacuum universe
containing a plane polarised gravitational wave propagating around a 3-torus. In the
expanding direction we use the analytic gauge, ∂tα = −∂t√γzz. The collapsing direction
is evolved starting at t = t0 with harmonic slicing for the lapse and zero shift. A Kreiss-
Oliger dissipation coeffecient of σ = 0.05 was used in both directions.
The results for both the BSSN and CCZ4 codes in the collapsing direction are
shown in Figure 16, and in the expanding direction in Figure 17.
As is found in the Apples with Apples tests [31] for other simple BSSN codes,
GRChombo with BSSN and CCZ4 gives a less than satisfactory performance in this test in
the expanding direction. The evolution is stable for approximately the first 30 crossing
times, after which high frequency instabilities develop and cause code crash, due to the
exponentially growing γzz component. In [31] it was found that this behaviour of BSSN
could be controlled with dissipation, but that long term accuracy was not achievable.
In the contracting direction the evolution is stable for the full 1000 crossing times
and we were able to confirm the convergence of our code. As shown in Figure 18, both
BSSN and CCZ4 exhibit 4th order convergence initially. While convergence is never
lost, the order is reduced at later times. This is similar to the behaviour found in [31]
and [71].
4.2 Vacuum black hole spacetimes
In this subsection we show that our code can stably evolve spacetimes containing black
holes.
All the simulations presented here used the BSSN formulation of the Einstein equa-
tions, along with the gamma-driver and alpha-driver gauge conditions. Adding CCZ4
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constraint damping gives better performance for the Hamiltonian constraint, as would
be expected, but the results are broadly similar and so are not presented here. Unless
otherwise stated, we perform the simulations with up to 8 levels of refinement and we
based our tagging/regridding criterion, Eqn. (2.36), on the value of χ. We emphasise
that the purpose of this subsection is to demonstrate that we can stably evolve black
hole spacetimes, but we are not interested in extracting gravitational wave data or in
studying convergence; this will be done in the next subsection.
Where we refer to taking an L2 norm of the Hamiltonian constraint H in a test,
this is calculated as follows (using the weighted variable sum function in VisIt):
||H||2 =
√∑
i
miH2i , (4.1)
where mi is Vi/Vtot, the fraction of the total grid volume V occupied by the ith box.
Where the grid contains a black hole, we excise the interior by setting H to zero within
the region in which the lapse α is less than 0.3 (which is an approximate rule of thumb
for the location of an event horizon for a black hole in the moving puncture gauge). The
difference in the results is small, since the error norm is dominated by regridding errors
at the boundaries between meshes. We also exclude the values on the outer boundaries
of the grid, which can distort the results in cases where periodic boundaries are used.
4.2.1 Schwarzschild black hole
First we evolve a standard Schwarzschild black hole in isotropic gauge, with a confor-
mally flat metric, the lapse initially set to one everywhere, and the conformal factor
χ:
χ =
(
1 +
M
2r
)−2
(4.2)
In this simulation, we chose the outer boundary of the domain to be at 600M and
the spatial resolution in the coarsest mesh is 10M . We impose Sommerfeld boundary
conditions. The initial value of χ through a slice is shown in Figure 5. We see the
expected “collapse of the lapse” at the singularity and the solution quickly stabilises
into the “trumpet” puncture solution described in [72]. We find an apparent horizon
and are able to evolve the black hole stably and without code crash for well over
t = 10000M time steps as shown in Figure 19 (left). In this figure we show the L2
norm of the Hamiltonian constraint across the whole grid, and it remains bounded
throughout the evolution.
We monitor the ADM mass of the black hole by integrating over a surface near
the asymptotically flat boundary, as seen in Figure 19 (right). We also monitor the
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Figure 5: The profile for χ through a slice perpendicular to the z axis is shown.
angular momentum and linear momentum of the black hole, and find that these remain
zero as expected, as shown in Figure 19 (right). These simple ADM measures rely on
asymptotic flatness at the surface over which they are integrated, and so are sensitive to
errors introduced by reflections at the boundaries, initial transients from approximate
gauge choice or if the black hole is moving nearer the boundary (as in the boosted
case). They are therefore less reliable as the simulation progresses, and we use them
simply to confirm that we are evolving the correct spacetime initially.
4.2.2 Kerr black hole
In this sub-subsection we present the results of a simulation of the Kerr black hole
spacetime in quasi isotropic gauge as in [73] with the angular momentum parameter
a = J/M set to 0.2. The domain size was chosen to be (320M)3 and the grid spacing
in the coarsest level was 4M . We impose periodic boundary conditions for simplicity,
which limits the duration of the simulation due to boundary effects.
In Figure 20 (left) we show the L2 norm of the Hamiltonian constraint throughout
the evolution. This plot shows that the amount of constraint violation remains stable
during the simulation. In the right panel of Figure 20 we display the ADM measures
for the three components of the angular momenta and the mass. This Figure shows
that these quantities remain (approximately) constant during the simulation.
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(a) Initial position (b) Position at t = 100 (c) Grid at t = 100
Figure 6: Boosted black hole, movement: The boosted black hole moves across the grid
diagonally with initial momenta of Px = 0.02, Py = 0.02 and Pz = 0.0, as expected, and the
grid adapts to this movement, with the high resolution grids following the movement.
4.2.3 Boosted black hole
In this sub-subsection we evolve a boosted black hole using the perturbative approxi-
mation from [40], with initial momenta set to Px = 0.02, Py = 0.02 and Pz = 0.0. The
domain size was chosen to be (640)3, with spatial resolution in the coarsest grid of 4M .
We imposed periodic boundary conditions at the outer boundaries of the domain. The
black hole moves across the grid diagonally as expected, as is seen in Figure 6.
In the left panel of Figure 21 we show the L2 norm of the Hamiltonian constraint
across the domain as a function of time. This plot shows that the constraints remain
bounded throughout the simulation. In the right panel of Figure 21 we display the
components of the ADM linear momentum during the simulation. In the continuum
limit they should be constant and in our simulation they are indeed approximately
constant.
4.2.4 Binary inspiral
In this sub-subsection we superpose the initial perturbative solution for two boosted
black holes in [40], sufficiently separated, to simulate a binary inspiral merger. The
domain size was (200M)3 with a grid spacing in the coarsest level of 5M . As in some
of the previous tests, for simplicity we imposed periodic boundary conditions at the
outer boundaries of the domain.
We are able to evolve the merger stably such that the two black holes merge to
form one with a mass approximately equal to the sum of the two. The progression of
the merger is shown in Figure 7. The time evolution of the L2 norm of the Hamiltonian
constraint across the grid is shown in Figure 22. Again this remains stable throughout
the simulation.
– 25 –
Figure 7: Binary Black Hole merger: Two black holes are evolved with GRChombo. The final
stages of the merger are shown.
4.3 Convergence test: head on collision of two black holes
In this subsection we simulate the head on collision of two black holes and analyse
the convergence of the code. We set up Brill-Lindquist initial data consisting of two
static black holes of mass 0.5M with a separation of 10M , located at the centre of the
computational domain. We extract the gravitational wave signal (see below). An initial
burst of radiation is seen, which is a property of the superimposed initial data, prior to
the main signal. Even though this set up could be simulated in axisymmetry, we have
evolved the system without imposing any symmetry assumptions. So the results below
correspond to a full 3 + 1 simulation with GRChombo.
We performed runs at three different resolutions with 7 levels of refinement, each
level having half the grid spacing as the previous one. The grid spacings were
0.03125M/4M for the low resolution run, 0.02083M/2.66667M for the medium res-
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olution run and 0.01563M/2M for the high resolution run. Here the numbers refer
to the resolution on the finest/coarsest grids respectively. The outer boundary of the
domain is located at 200M and we impose periodic boundary conditions for simplicity.
This puts an upper bound on the time up to which we can evolve the system before
boundary effects influence physical observables.
In Figure 8 (top) we display the real part of the ` = 2, m = 0 mode of rΨ4 extracted
on a sphere of radius R = 60M using 4th order interpolation. We use 320 grid points
in both the polar and azimuthal directions on the extraction sphere. Following [13],
we test convergence by comparing a physical quantity Ψ at different resolutions. The
convergence is of order Q if for a set of grid spacings h1, h2, h3, the differences between
the numerically computed physical quantity Ψ at successive resolutions satisfy
Ψh1 −Ψh2
Ψh2 −Ψh3
=
hQ1 − hQ2
hQ2 − hQ3
. (4.3)
With the resolutions used in these runs, assuming 4th order convergence the above
factor is ≈ 5.953, whilst assuming 3rd order convergence the factor is ≈ 4.115.
The gravitational wave content of the superimposed initial data is reflected in the
non-zero initial signal. The collision of the two black holes takes place at t ∼ 50 on this
plot, so the signal before this collision time should be regarded as unphysical. As can
be seen in this plot, the results for the two higher resolutions are indistinguishable on
the scale employed here, whilst the lowest resolution shows a very slight drift towards
later times, but is still in very good agreement. The bottom plot in Figure 8 shows
the absolute value of the difference between rΨ4 computed low and medium resolution
(solid blue), medium and high resolution (solid black), and this latter curve scaled
up by the convergence factor assuming 3rd (dotted orange) and 4th (dotted red) order
convergence. This plot shows that in the highly dynamical stages of the evolution, when
there is a lot of regridding and the boxes move around the domain, the convergence is
closer to 3rd order. On the other hand, when the system has nearly settled, and hence
the boxes do not move much, the convergence order is closer to 4. We can explain this
loss of convergence due to regridding because in the interpolation used in GRChombo
only the values of the functions are matched across levels, but not their derivatives.
We hope to improve this aspect of the code in the future.
4.4 Choptuik scalar field collapse
We now test the scalar field part of the code, by simulating the Choptuik scalar field
collapse as described in [70] and illustrated in Figure 9. The referenced description
is for a 1+1 simulation which is evolved using a constrained evolution, such that the
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Figure 8: Convergence test of head on collision. Top: The real part of the ` = 2, m = 0
mode of rΨ4 on the sphere of radius R = 60M . Bottom: Differences in the real part of the
` = 2, m = 0 mode of rΨ4 between three different resolutions. We also show the data rescaled
by a factor consistent with either third (×4.11) or fourth (×5.64) order convergence.
lapse α and the single degree of freedom for the metric, A, are both solved for on each
slice using ODEs obtained from the constraint equations. The only degrees of freedom
which are truly evolved are those of the field, φ, Ψ and Π.
Our evolution is carried out using the full 3+1 BSSN equations, without assuming
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Figure 9: In Choptuik scalar field collapse, the initial specially symmetric configuration
in the first figure (which shows the values on a slice perpendicular to the z axis) collapses,
splitting into an ingoing and an outgoing wave as seen in the second image. If the amplitude
of the initial perturbation is greater than a certain critical value, the ingoing wave will result
in the formation of a black hole, as seen from the output of the apparent horizon finder in
the third figure, which shows that an apparent horizon with a mass of about 0.25 has formed
by t = 15.
or adapting coordinates to spherical symmetry. We are able to replicate the results
obtained in [70], subject to some minor differences due to the fact that we evolve with
the puncture gauge rather than according to the maximal slicing constraint equation,
see Figures 23 and 24, which can be found in Appendix A. Videos of the results can
be viewed via our website at http://grchombo.github.io.
We see that GRChombo can accurately evolve the field profile in the presence of
gravity, and copes with the collapse of the supercritical case into a singularity, without
code crash. For the subcritical cases we see that the field disperses as expected.
4.5 MPI Scaling properties
We now turn to the performance aspects of GRChombo. Here we perform a number
of scaling tests to show that our code can exploit the parallelism offered in modern
supercomputers to a reasonable extent. Whilst Chombo does have the capability to
partially utilise threads through hybrid OpenMP routines, we will limit our attention
to pure MPI mode in these tests, as we have found that this gives significantly smaller
run-to-run performance variations.
Our strong scaling test is performed using a head on binary black hole system.
We set up Brill-Lindquist initial data for two static black holes of mass 0.5M , with a
separation of 6M . Our overall computational domain is a box of size 160M , and at the
coarsest level, we fix the total number of grid points to 320 in each direction, giving a
grid spacing of 0.5M . The centre of mass of the system is at the centre of the domain.
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For the mesh refinement, we fix the total number of levels to six. The simulation is
allowed to run up to the time of 2M . The bulk of this test was performed on the
SuperMike-II cluster at the Louisiana State University. Each compute node consists
of two 2.6GHz 8-core Sandy Bridge Xeon processors, connected via a InfiniBand QDR
fabric. We fix the computational load across all jobs and vary the number of core count
from 16 to 2048. Our data in Figure 10 shows excellent strong scaling up to 200 cores
on this cluster. We continue to see a reasonable speedup up to around 1000 cores for
this particular problem.
Figure 10: Strong scaling behaviour of GRChombo on the SuperMike-II cluster at the
Louisiana State University. The code achieves excellent strong scaling up to 200 cores, and a
useful scaling up to around 1000 cores.
Of course, in a production environment, it is often desirable to use additional cores
to be able to run a larger simulation, rather than to speed up a problem of fixed size.
In this scenario, weak scaling behaviour is of interest. We begin at 1024 cores with
an identical setup to that in the strong scaling test. We then scale up the number of
grid points at the coarsest level proportional to the increase in core count up to 10240,
whilst adjusting the tagging threshold in order to maintain the shape and size of the
refined regions. We also adjusted the time step size (i.e. the Courant factor) so that
each simulation would reach the target stop time in the same number of steps. We use
the Mira Blue Gene/Q cluster at the Argonne National Laboratory for this due to the
larger number of cores available. Figure 11 shows a less-than-perfect scaling behaviour
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in this setup, with the main bottleneck appearing in the regridding and box generation
stages. We are working together with the developers of Chombo to improve this aspect
of the code performance. It is worth noting, however, that even in its current state the
code still shows a useful level of scalability: the wallclock time increases by less than
2x over the 10x increase in core count.
Figure 11: Weak scaling behaviour of GRChombo on the Mira Blue Gene/Q cluster at the
Argonne National Laboratory over a 10x increase in core count.
4.6 Performance comparison
Lastly, we demonstrate that GRChombo’s performance on standard 3 + 1 black hole
problems is comparable to that of an existing numerical relativity code.
Our comparison target is the Lean code [18, 19], a 3 + 1 numerical relativity code
designed to evolve four and higher dimensional vacuum spacetimes. Lean is based
on the Cactus computational toolkit [74] and realises moving-box mesh refinement
via the Carpet package [75, 76], both of which are part of the open-source Einstein
Toolkit [13, 22]. Initial data is constructed either analytically or numerically by em-
ploying the TwoPunctures spectral solver [77]. In order to track apparent horizons,
Lean makes use of AHFinderDirect [78, 79].
The GRChombo setup is identical to that in the strong scaling test as detailed in
Sec. 4.5. The Lean code is subject to the limitation of Carpet, where successive levels
– 31 –
may only occur a collection of nested-box hierarchies, whose sizes are typically related
by a power of two. In this case, we first fix boxes of side lengths 160, 80, 40 and 20M
at the centre of the domain, encompassing both black holes, then fix further boxes
of side lengths 5 and 2.5M centred at each of the black holes. During the evolution,
Lean has the capability to track the black holes and move or merge the finer boxes as
appropriate, however the shape and size of the boxes remain unchanged. The GRChombo
code is not subject to this box structure limitation, and therefore we simply tune the
regridding threshold so that the size of the finest level matches that of the Lean setup.
We make no attempt to match the sizes of the intermediate levels as this would defeat
the spirit of fully-flexible AMR.
Figure 12: Runtime and scaling comparison between GRChombo (orange) and Lean (blue).
The leftmost data points show disproportionately large wallclock times as the machine be-
comes memory-limited at this core count.
Our comparison tests were performed on the COSMOS VIII shared memory facility.
Both codes were executed on the same SGI UV1000 machine, utilising up to 60 Nehalem
EX 2.67GHz CPUs with 6 cores per CPU, giving up to 360 cores in total. In all of these
runs, we pin one MPI rank to each core and disabled all checkpointing activity since
we wish to exclude I/O bottleneck. We allowed the simulation to run up to coordinate
time t = 2, and measured the wall-clock time taken to execute the time evolution
portion of the code (i.e. we excluded the time spent during initial setup).
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Within the range of 150-360 cores, both GRChombo and Lean exhibit similar perfor-
mance and strong scaling characteristics (figure 12). Below 150 cores, we cannot mean-
ingfully test the strong scaling behaviour as the machine becomes memory-limited. We
have not performed this comparison on a larger cluster due to the lack of resource
availability, but we have no reason to expect any significant difference provided that
the problem size is also scaled up appropriately. Having said this, we believe that a
framework like Cactus probably remains the better choice when it comes to these stan-
dard problems, owing to the wealth of existing tools and resources and a more mature
community of users. Instead, we intend for GRChombo to be complementary to existing
numerical relativity codes in order to open up new avenues of research by enabling a
wider range of problems to be tackled at a feasible level of resources (see section 3 for
examples of such problems).
5. Discussion
In this paper, we introduced and described GRChombo, a new multi-purpose numerical
relativity code built using the Chombo framework. It is a 3 + 1D finite difference
code based on the BSSN/CCZ4 evolution scheme. It supports Berger-Collela type
AMR evolution with Berger-Rigoutsos block structured grid generation, and is fully
parallelized via the Message Passing Interface, and time evolution is via standard 4-th
order Runge-Kutta time-stepping.
We illustrated some areas of physics that can potentially benefit from this code,
such as multiple black hole mergers and scalar field collapse. Such fields require a code
which adapts to changes in the range and location of scales at different points in space
and time in the simulation. We emphasise that setting the initial conditions for these
mergers are trivial – GRChombo automatically remeshes the grid given a set of analytic
initial conditions without further user intervention.
We showed that GRChombo successfully passes the standard “Apples with Apples”
tests5. In addition to these tests, we evolved standard single black hole spacetimes
(Schwarzschild and Kerr) and showed that it is stable to more than T = 10000M .
Using the moving puncture gauge, we also show that GRChombo stably evolves the
merger of two and three black holes in inspiral and head-on collisions. We simulated the
supercritical collapse of a scalar field configuration, and found that it forms a black hole
as expected, to show that the code supports non vacuum spacetimes. Finally we tested
5We note that we perform as well as any other BSSN code in the Gowdy wave test as we expected
in a pre-determined gauge. Although, [71] managed to achieve long-term evolution by considering
different gauge conditions.
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the MPI scaling properties of the code, both strongly and weakly, and compared this
with an alternative numerical relativity code based on the popular Cactus framework.
Nevertheless, despite its power, the AMR capability of GRChombo has to be treated
with care. As we mentioned earlier, coarse-fine boundaries could be a significant source
of inaccuracy, even though the Hamiltonian constraint may still be kept under control.
A way to reduce coarse-fine boundary errors is to introduce conservative refluxing
during interlevel operations. Although refluxing requires significant overhead, we intend
to implement it in the next iteration of GRChombo. The litmus test for accuracy of
GRChombo is its ability to make accurate predictions of outgoing gravitational wave-
forms. We leave this, and the introduction of a set of “best practices” for the use of
AMR in general relativistic systems, for a follow-up work.
Acknowledgements
We would first like to thank the Lean collaboration for allowing us to use their code
as a basis for comparison, and especially Helvi Witek for helping with the setting up
and running of the Lean simulation. We would like to thank Erik Schnetter, Ulrich
Sperhake, Helvi Witek, Luis Lehner, Carlos Palenzuela and Tom Giblin for many use-
ful conversations, and members of the Chombo collaboration, Daniel Martin and Brian
Van Straalen. We would especially like to thank Juha Ja¨ykka¨ and James Briggs for
their amazing technical support. This work was undertaken on the COSMOS Shared
Memory system at DAMTP, University of Cambridge operated on behalf of the STFC
DiRAC HPC Facility. This equipment is funded by BIS National E-infrastructure
capital grant ST/J005673/1 and STFC grants ST/H008586/1, ST/K00333X/1. EAL
acknowledges support from an STFC AGP grant ST/L000717/1. PF and ST are sup-
ported by the European Research Council grant ERC-2011-StG279363HiDGR. PF is
also supported by the Stephen Hawking Advanced Research Fellowship from the Centre
for Theoretical Cosmology, University of Cambridge. MK is supported by an STFC
studentship. He started his work on this project as a summer student funded by the
Bridgwater Summer Undergraduate Research Programme at the Centre for Mathe-
matical Sciences, University of Cambridge, and by King’s College, Cambridge. HF is
supported by the US Department of Energy (DOE), and this research used resources of
the Argonne Leadership Computing Facility, which is a DOE Office of Science User Fa-
cility, both supported under Contract DE-AC02-06CH11357. Part of the performance
test for this work was performed on Louisiana State University’s High Performance
Computing facility.
– 34 –
References
[1] A. Einstein, “Die Grundlage der allgemeinen Relativita¨tstheorie,” Annalen der Physik
354 (1916) no.˜7, 769–822.
[2] F. Pretorius, “Evolution of binary black hole spacetimes,” Phys.Rev.Lett. 95 (2005)
121101, arXiv:gr-qc/0507014 [gr-qc].
[3] J. G. Baker, J. Centrella, D.-I. Choi, M. Koppitz, and J. van Meter, “Gravitational
wave extraction from an inspiraling configuration of merging black holes,”
Phys.Rev.Lett. 96 (2006) 111102, arXiv:gr-qc/0511103 [gr-qc].
[4] M. Campanelli, C. Lousto, P. Marronetti, and Y. Zlochower, “Accurate evolutions of
orbiting black-hole binaries without excision,” Phys.Rev.Lett. 96 (2006) 111101,
arXiv:gr-qc/0511048 [gr-qc].
[5] E. Berti, E. Barausse, V. Cardoso, L. Gualtieri, P. Pani, et al., “Testing General
Relativity with Present and Future Astrophysical Observations,” arXiv:1501.07274
[gr-qc].
[6] C. L. Wainwright, M. C. Johnson, A. Aguirre, and H. V. Peiris, “Simulating the
universe(s) II: phenomenology of cosmic bubble collisions in full General Relativity,”
JCAP 1410 (2014) no.˜10, 024, arXiv:1407.2950 [hep-th].
[7] M. C. Johnson, H. V. Peiris, and L. Lehner, “Determining the outcome of cosmic
bubble collisions in full General Relativity,” Phys.Rev. D85 (2012) 083516,
arXiv:1112.4487 [hep-th].
[8] V. Cardoso et al., “NR/HEP: roadmap for the future,” Class. Quant. Grav. 29 (2012)
244001, arXiv:1201.5118 [hep-th].
[9] P. M. Chesler and L. G. Yaffe, “Numerical solution of gravitational dynamics in
asymptotically anti-de Sitter spacetimes,” JHEP 07 (2014) 086, arXiv:1309.1439
[hep-th].
[10] V. Cardoso, L. Gualtieri, C. Herdeiro, and U. Sperhake, “Exploring New Physics
Frontiers Through Numerical Relativity,” arXiv:1409.0014 [gr-qc].
[11] M. W. Choptuik, L. Lehner, and F. Pretorius, “Probing Strong Field Gravity Through
Numerical Simulations,” arXiv:1502.06853 [gr-qc].
[12] T. Goodale, G. Allen, G. Lanfermann, J. Masso´, T. Radke, E. Seidel, and J. Shalf,
“The Cactus Framework and Toolkit: Design and Applications,” in Vector and Parallel
Processing – VECPAR’2002, 5th International Conference, Lecture Notes in Computer
Science. Springer, Berlin, 2003.
– 35 –
[13] F. Loffler et al., “The Einstein Toolkit: A Community Computational Infrastructure
for Relativistic Astrophysics,” Class. Quant. Grav. 29 (2012) 115001,
arXiv:1111.3344 [gr-qc].
[14] J. D. Brown, P. Diener, O. Sarbach, E. Schnetter, and M. Tiglio, “Turduckening black
holes: an analytical and computational study,” Phys. Rev. D 79 (2009) 044023,
arXiv:0809.3533 [gr-qc].
[15] “Kranc: Kranc Assembles Numerical Code.” Online. http://kranccode.org/.
[16] T. W. Baumgarte and S. L. Shapiro, “On the numerical integration of Einstein’s field
equations,” Phys.Rev. D59 (1999) 024007, arXiv:gr-qc/9810065 [gr-qc].
[17] M. Shibata and T. Nakamura, “Evolution of three-dimensional gravitational waves:
Harmonic slicing case,” Phys.Rev. D52 (1995) 5428–5444.
[18] U. Sperhake, “Binary black-hole evolutions of excision and puncture data,” Phys. Rev.
D76 (2007) 104015, arXiv:gr-qc/0606079 [gr-qc].
[19] M. Zilhao, H. Witek, U. Sperhake, V. Cardoso, L. Gualtieri, C. Herdeiro, and
A. Nerozzi, “Numerical relativity for D dimensional axially symmetric space-times:
formalism and code tests,” Phys. Rev. D81 (2010) 084052, arXiv:1001.2302 [gr-qc].
[20] P. Marronetti, W. Tichy, B. Bruegmann, J. Gonzalez, M. Hannam, S. Husa, and
U. Sperhake, “Binary black holes on a budget: Simulations using workstations,” Class.
Quant. Grav. 24 (2007) S43–S58, arXiv:gr-qc/0701123 [gr-qc].
[21] P. Galaviz, B. Bru¨gmann, and Z. Cao, “Numerical evolution of multiple black holes
with accurate initial data,”Phys. Rev. D 82 (Jul, 2010) 024005.
[22] “The Einstein Toolkit.” Online. http://einsteintoolkit.org/.
[23] H. P. Pfeiffer, L. E. Kidder, M. A. Scheel, and S. A. Teukolsky, “A Multidomain
spectral method for solving elliptic equations,” Comput.Phys.Commun. 152 (2003)
253–273, arXiv:gr-qc/0202096 [gr-qc].
[24] D. Hilditch, A. Weyhausen, and B. Bruegmann, “A Pseudospectral Method for
Gravitational Wave Collapse,” arXiv:1504.04732 [gr-qc].
[25] “PAMR (Parallel Adaptive Mesh Refinement) and AMRD (Adaptive Mesh Refinement
Driver) libraries.” http://laplace.physics.ubc.ca/Group/Software.html.
[26] D. Neilsen, E. W. Hirschmann, M. Anderson, and S. L. Liebling, “Adaptive Mesh
Refinement and Relativistic MHD,” in Recent developments in theoretical and
experimental general relativity, gravitation and relativistic field theories. Proceedings,
11th Marcel Grossmann Meeting, MG11, Berlin, Germany, July 23-29, 2006. Pt. A-C,
pp. 1579–1581. 2007. arXiv:gr-qc/0702035 [GR-QC].
– 36 –
[27] M. Adams, P. Colella, D. T. Graves, J. N. Johnson, N. D. Keen, T. J. Ligocki, D. F.
Martin, P. W. McCorquodale, D. Modiano, P. O. Schwartz, T. D. Sternberg, and
B. Straalen, “Chombo Software Package for AMR Applications - Design Document,
Lawrence Berkeley National Laboratory Technical Report LBNL-6616E.,”.
[28] D. Alic, C. Bona-Casas, C. Bona, L. Rezzolla, and C. Palenzuela, “Conformal and
covariant formulation of the Z4 system with constraint-violation damping,” Phys.Rev.
D85 (2012) 064040, arXiv:1106.2254 [gr-qc].
[29] C. Bona, T. Ledvinka, C. Palenzuela, and M. Zacek, “General covariant evolution
formalism for numerical relativity,” Phys.Rev. D67 (2003) 104005,
arXiv:gr-qc/0302083 [gr-qc].
[30] M. J. Berger and I. Rigoutsos, “An Algorithm for Point Clustering and Grid
Generation,” IEEE Trans. Sys. Man & Cyber. 21 (1991) 1278–1286.
[31] M. Babiuc, S. Husa, D. Alic, I. Hinder, C. Lechner, et al., “Implementation of standard
testbeds for numerical relativity,” Class.Quant.Grav. 25 (2008) 125012,
arXiv:0709.3559 [gr-qc].
[32] T. Nakamura, K. Oohara, and Y. Kojima, “General Relativistic Collapse to Black Holes
and Gravitational Waves from Black Holes,” Prog.Theor.Phys.Suppl. 90 (1987) 1–218.
[33] C. Bona, J. Masso, E. Seidel, and J. Stela, “A New formalism for numerical relativity,”
Phys.Rev.Lett. 75 (1995) 600–603, arXiv:gr-qc/9412071 [gr-qc].
[34] M. Alcubierre, B. Bruegmann, P. Diener, M. Koppitz, D. Pollney, et al., “Gauge
conditions for long term numerical black hole evolutions without excision,” Phys.Rev.
D67 (2003) 084023, arXiv:gr-qc/0206072 [gr-qc].
[35] C. Gundlach, J. M. Martin-Garcia, G. Calabrese, and I. Hinder, “Constraint damping
in the Z4 formulation and harmonic gauge,” Class.Quant.Grav. 22 (2005) 3767–3774,
arXiv:gr-qc/0504114 [gr-qc].
[36] S. Bernuzzi and D. Hilditch, “Constraint violation in free evolution schemes:
Comparing BSSNOK with a conformal decomposition of Z4,” Phys.Rev. D81 (2010)
084003, arXiv:0912.2920 [gr-qc].
[37] J. D. Brown, “Covariant formulations of BSSN and the standard gauge,” Phys.Rev.
D79 (2009) 104029, arXiv:0902.3652 [gr-qc].
[38] T. W. Baumgarte, P. J. Montero, I. Cordero-Carrion, and E. Muller, “Numerical
Relativity in Spherical Polar Coordinates: Evolution Calculations with the BSSN
Formulation,” Phys.Rev. D87 (2013) no.˜4, 044026, arXiv:1211.6632 [gr-qc].
– 37 –
[39] N. Sanchis-Gual, P. J. Montero, J. A. Font, E. Mu¨ller, and T. W. Baumgarte, “Fully
covariant and conformal formulation of the Z4 system in a reference-metric approach:
comparison with the BSSN formulation in spherical symmetry,” Phys.Rev. D89 (2014)
no.˜10, 104033, arXiv:1403.3653 [gr-qc].
[40] T. W. Baumgarte and S. L. Shapiro, Numerial Relativity : Solving Einstein’s Equations
on the Computer . CUP, 2010.
[41] D. Alic, W. Kastaun, and L. Rezzolla, “Constraint damping of the conformal and
covariant formulation of the Z4 system in simulations of binary neutron stars,”
Phys.Rev. D88 (2013) no.˜6, 064049, arXiv:1307.7391 [gr-qc].
[42] M. Berger and J. Oliger, “Adaptive mesh refinement for hyperbolic partial differential
equations,” J. Comput. Phys. (1984) 484–512.
[43] M. J. Berger and P. Colella, “Local adaptive mesh refinement for shock
hydrodynamics,” Journal of Computational Physics 82 (1989) 64–84.
[44] Y. Zlochower, J. Baker, M. Campanelli, and C. Lousto, “Accurate black hole evolutions
by fourth-order numerical relativity,” Phys.Rev. D72 (2005) 024021,
arXiv:gr-qc/0505055 [gr-qc].
[45] H.-O. Kreiss and J. Oliger, “Comparison of accurate methods for the integration of
hyperbolic equations,” Tellus 24 (1972) no.˜3, 199–215.
[46] M. W. Choptuik, “Universality and scaling in gravitational collapse of a massless scalar
field,” Phys.Rev.Lett. 70 (1993) 9–12.
[47] C. Gundlach and J. M. Martin-Garcia, “Critical phenomena in gravitational collapse,”
Living Rev.Rel. 10 (2007) 5, arXiv:0711.4620 [gr-qc].
[48] A. Abrahams and C. Evans, “Critical behavior and scaling in vacuum axisymmetric
gravitational collapse,” Phys.Rev.Lett. 70 (1993) 2980–2983.
[49] M. W. Choptuik, E. W. Hirschmann, S. L. Liebling, and F. Pretorius, “Critical collapse
of the massless scalar field in axisymmetry,” Phys.Rev. D68 (2003) 044007,
arXiv:gr-qc/0305003 [gr-qc].
[50] E. Sorkin, “On critical collapse of gravitational waves,” Class. Quant. Grav. 28 (2011)
025011, arXiv:1008.3319 [gr-qc].
[51] J. Healy and P. Laguna, “Critical Collapse of Scalar Fields Beyond Axisymmetry,”
Gen.Rel.Grav. 46 (2014) 1722, arXiv:1310.1955 [gr-qc].
– 38 –
[52] D. Hilditch, T. W. Baumgarte, A. Weyhausen, T. Dietrich, B. Bru¨gmann, P. J.
Montero, and E. Mu¨ller, “Collapse of Nonlinear Gravitational Waves in
Moving-Puncture Coordinates,” Phys. Rev. D88 (2013) no.˜10, 103009,
arXiv:1309.5008 [gr-qc].
[53] R. Emparan and H. S. Reall, “A Rotating black ring solution in five-dimensions,” Phys.
Rev. Lett. 88 (2002) 101101, arXiv:hep-th/0110260 [hep-th].
[54] R. Gregory and R. Laflamme, “Black strings and p-branes are unstable,” Phys. Rev.
Lett. 70 (1993) 2837–2840, arXiv:hep-th/9301052 [hep-th].
[55] R. Emparan and R. C. Myers, “Instability of ultra-spinning black holes,” JHEP 09
(2003) 025, arXiv:hep-th/0308056 [hep-th].
[56] O. J. C. Dias, P. Figueras, R. Monteiro, J. E. Santos, and R. Emparan, “Instability
and new phases of higher-dimensional rotating black holes,” Phys. Rev. D80 (2009)
111701, arXiv:0907.2248 [hep-th].
[57] O. J. C. Dias, P. Figueras, R. Monteiro, H. S. Reall, and J. E. Santos, “An instability
of higher-dimensional rotating black holes,” JHEP 05 (2010) 076, arXiv:1001.4527
[hep-th].
[58] M. Shibata and H. Yoshino, “Bar-mode instability of rapidly spinning black hole in
higher dimensions: Numerical simulation in general relativity,” Phys. Rev. D81 (2010)
104035, arXiv:1004.4970 [gr-qc].
[59] P. Bizon and A. Rostworowski, “On weakly turbulent instability of anti-de Sitter
space,” Phys. Rev. Lett. 107 (2011) 031102, arXiv:1104.3702 [gr-qc].
[60] J. M. Maldacena, “The Large N limit of superconformal field theories and
supergravity,” Int. J. Theor. Phys. 38 (1999) 1113–1133, arXiv:hep-th/9711200
[hep-th]. [Adv. Theor. Math. Phys.2,231(1998)].
[61] R. Emparan and H. S. Reall, “Black Holes in Higher Dimensions,” Living Rev. Rel. 11
(2008) 6, arXiv:0801.3471 [hep-th].
[62] G. T. Horowitz, Black holes in higher dimensions. CUP, 2012.
[63] L. Lehner and F. Pretorius, “Black Strings, Low Viscosity Fluids, and Violation of
Cosmic Censorship,” Phys.Rev.Lett. 105 (2010) 101102, arXiv:1006.5960 [hep-th].
[64] G. Holzegel and J. Smulevici, “Decay properties of Klein-Gordon fields on Kerr-AdS
spacetimes,” Commun. Pure Appl. Math. 66 (2013) 1751–1802, arXiv:1110.6794
[gr-qc].
– 39 –
[65] F. Carrasco, L. Lehner, R. C. Myers, O. Reula, and A. Singh, “Turbulent flows for
relativistic conformal fluids in 2+1 dimensions,” Phys. Rev. D86 (2012) 126006,
arXiv:1210.6702 [hep-th].
[66] A. Adams, P. M. Chesler, and H. Liu, “Holographic turbulence,” Phys.Rev.Lett. 112
(2014) no.˜15, 151602, arXiv:1307.7267 [hep-th].
[67] H. Yang, A. Zimmerman, and L. Lehner, “Turbulent Black Holes,” Phys. Rev. Lett.
114 (2015) 081101, arXiv:1402.4859 [gr-qc].
[68] H. Yoshino and M. Shibata, “Higher-dimensional numerical relativity: Formulation and
code tests,” Phys. Rev. D80 (2009) 084025, arXiv:0907.2760 [gr-qc].
[69] H. Bantilan, F. Pretorius, and S. S. Gubser, “Simulation of Asymptotically AdS5
Spacetimes with a Generalized Harmonic Evolution Scheme,” Phys. Rev. D85 (2012)
084038, arXiv:1201.2132 [hep-th].
[70] M. Alcubierre, Introduction to 3+1 Numerical Relativity. OUP, 2008.
[71] Z. Cao and D. Hilditch, “Numerical stability of the Z4c formulation of general
relativity,” Phys.Rev. D85 (2012) 124032, arXiv:1111.2177 [gr-qc].
[72] M. Hannam, S. Husa, F. Ohme, B. Bruegmann, and N. O’Murchadha, “Wormholes and
trumpets: The Schwarzschild spacetime for the moving-puncture generation,”
Phys.Rev. D78 (2008) 064020, arXiv:0804.0628 [gr-qc].
[73] S. R. Brandt and E. Seidel, “The Evolution of distorted rotating black holes. 3: Initial
data,” Phys.Rev. D54 (1996) 1403–1416, arXiv:gr-qc/9601010 [gr-qc].
[74] “Cactus Computational Toolkit.” http://www.cactuscode.org/.
[75] E. Schnetter, S. H. Hawley, and I. Hawke, “Evolutions in 3-D numerical relativity using
fixed mesh refinement,” Class. Quant. Grav. 21 (2004) 1465–1488,
arXiv:gr-qc/0310042 [gr-qc].
[76] http://www.carpetcode.org/. Carpet: Adaptive Mesh Refinement for the Cactus
Framework.
[77] M. Ansorg, B. Bruegmann, and W. Tichy, “A Single-domain spectral method for black
hole puncture data,” Phys. Rev. D70 (2004) 064011, arXiv:gr-qc/0404056 [gr-qc].
[78] J. Thornburg, “A Fast apparent horizon finder for three-dimensional Cartesian grids in
numerical relativity,” Class.Quant.Grav. 21 (2004) 743–766, arXiv:gr-qc/0306056
[gr-qc].
[79] J. Thornburg, “Finding apparent horizons in numerical relativity,” Phys. Rev. D54
(1996) 4899–4918, arXiv:gr-qc/9508014 [gr-qc].
– 40 –
A. Results from code tests
In this appendix we collect the figures of the code tests described in Sec. 4.
0.0× 100
5.0× 10−6
1.0× 10−5
1.5× 10−5
2.0× 10−5
2.5× 10−5
0 2 4 6 8 10
‖H
(t
)‖
∞
t [ct]
ρ = 1 CCZ4
ρ = 2 CCZ4
ρ = 4 CCZ4
ρ = 1 BSSN
ρ = 2 BSSN
ρ = 4 BSSN
(a) Hamiltonian constraint
0.0× 100
5.0× 10−10
1.0× 10−9
1.5× 10−9
2.0× 10−9
0 2 4 6 8 10
‖γ˜
x
x
−
1‖
∞
t [ct]
ρ = 1 CCZ4
ρ = 2 CCZ4
ρ = 4 CCZ4
ρ = 1 BSSN
ρ = 2 BSSN
ρ = 4 BSSN
(b) Deviation in γ˜xx
Figure 13: Robust stability test for both the BSSN and the CCZ4 codes, with resolutions
ρ = 2, 4 respectively. Left : time evolution of the L∞ norm of the Hamiltonian constraint.
Right : deviation of γ˜xx from 1. Neither norm grows at an increasing rate with increasing
resolution, and so the test is passed.
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(b) Error in gyy at T = 1000
Figure 14: Linear wave test. Left : analytical solution and the evolved gyy component of the
metric at T = 1000 at resolution ρ = 4, but the two are indistinguishable. Right : absolute
value of the error across the grid at T = 1000, from which we can see more easily that some
small errors in the magnitude and phase have been introduced.
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Figure 15: Gauge wave test. The increase in the L∞ norm of the Hamiltonian constraint
means that the BSSN code only remains stable for less than 50 timesteps. Undamped (u)
CCZ4, i.e. CCZ4 with κ1 = 0, performs similarly. Damped (d) CCZ4 with κ1 = 1 is stable
for the full 1000 timesteps. The test was performed with initial amplitude of A = 0.1, Kreiss-
Oliger dissipation coeffecient of σ = 0.1 and a resolution of ρ = 4.
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(a) BSSN Lapse α (collapsing)
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(b) Hamiltonian constraint (collapsing)
Figure 16: Gowdy wave test, collapsing. Left : minimum value of the lapse α across the grid
as the spacetime is evolved towards the singularity. As expected, the harmonic gauge causes
the evolution to “slow down” as the singularity is approached. Right : evolution of the L∞
norm of the Hamiltonian constraint for two resolutions. The test reaches T = 1000 crossing
times without crashing.
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(a) K (expanding)
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(b) Hamiltonian constraint (expanding)
Figure 17: Gowdy wave test, expanding. Left : trace of the extrinsic curvature K as the
Gowdy wave spacetime is evolved in the collapsing direction. This correctly asymptotes to
zero as the spacetime expands, but becomes unstable at around t = 30. Right : evolution of
the L∞ norm of the Hamiltonian constraint for two different resolutions.
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(a) Convergence (expanding)
0
20
40
60
80
100
120
0 200 400 600 800 1000
‖H
(t
)‖
ρ
=
2
∞
/ ‖H
(t
)‖
ρ
=
4
∞
t [ct]
BSSN
CCZ4
4th order convergence
(b) Convergence (collapsing)
Figure 18: Gowdy wave test, convergence. The ratio of the L∞ norm of the Hamiltonian
constraint for the resolutions ρ = 4 and ρ = 2 is shown, for the expanding and collapsing
directions for the BSSN and CCZ4 codes. A value of 16 indicates 4th order convergence,
which is demonstrated by the codes initially, although lost at later times by BSSN.
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Figure 19: Schwarzschild black hole simulations. Left: Evolution of the L2 norm of the
Hamiltonian constraint up to t = 10000M , showing long term stability. Right: ADM Mass,
angular momentum and linear momentum (in the x direction) during the initial stages of the
evolution. These quantities remain approximately constant.
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Figure 20: Kerr black hole simulations. Left : Evolution of the L2 norm of the Hamiltonian
constraint. Right : Components of the angular momentum and mass of the Kerr black hole
during the evolution. The ADM quantities remain constant.
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Figure 21: Boosted black hole simulations. Left : Evolution of the L2 norm of the Hamil-
tonian constraint. Right : Components of the ADM linear momentum during the evolution.
They remain constant.
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Figure 22: L2 norm of the Hamiltonian constraint across the whole domain for the binary
black merger. The constraint violation remains bounded throughout the evolution, which
includes the merger and ring-down phases.
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(a) Subcritical profiles of φ
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(b) Supercritical profiles of φ
Figure 23: Choptuik scalar field collapse. The profiles shown for the fields at t = 0, 5 and
20 differ from those in [70] due to the different gauge conditions used. In the supercritical
case we show the snapshot at t = 10 rather than 20 as this is the point at which the evolution
is frozen in the gauge choice in [70]. In the puncture gauge the evolution of the region within
the event horizon continues and the result is that the large spike in the field effectively falls
into the puncture, resulting in a zero field value at the centre of the coordinate grid.
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Figure 24: Choptuik scalar field collapse. The values of the lapse at the centre of the grid
are given. It can be seen the the profiles are very similar to those obtained by Alcubierre
in [70], and that the one for the supercritical case shows the characteristic collapse of the
lapse which is symptomatic of black hole formation.
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