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Abstract
Word rewriting systems have been studied over the last century under sev-
eral aspects. In the beginning, they were considered as a framework for the
representation of computation processes and as a tool for generating formal
languages. In more recent years, they have also been investigated as a mech-
anism to represent infinite graphs by a finite formalism. This thesis has its
main focus in the latter domain.
In the first part of the thesis, we investigate mixed prefix/ suffix rewriting
(MPSR) systems, which combine prefix and suffix rewriting in a nondeter-
ministic way. We study central algorithmic properties of the graphs that can
be generated by such systems, with an emphasis on the reachability problem
(as a master problem in model-checking), and we determine the connection
between the classes of such graphs and other well-studied graph classes, such
as the classes of prefix recognizable and of automatic graphs. Furthermore,
we study the class of trace languages of graphs that are generated by MPSR
systems, and we show that this class strictly includes the class of context-
free languages, and is itself properly included in the class of context-sensitive
languages.
In the second part of the thesis, we introduce and investigate tagged in-
fix rewriting (TIR) systems, which extend the MPSR systems, and which use
special markers for a restricted form of infix rewriting. We show that in their
basic form, where the markers may not be rewritten, TIR and MPSR systems
share a number of model-checking properties, and we obtain analogous re-
sults concerning their trace languages.
We also study two variants of TIR systems. For the first, where markers
may be removed by rewriting steps, we show that such systems preserve reg-
ularity of languages under rewriting, by adapting the saturation method as
known for pushdown systems. In the second variant, where markers may
be added by rewriting steps, this does not hold; however, we show that an
algorithmic reachability analysis is still possible.
Zusammenfassung
Wortersetzungssysteme sind während der letzten hundert Jahre unter ver-
schiedenen Gesichtspunkten untersucht worden. Anfänglich wurden sie vor
allem als Rahmenwerk zur Darstellung von Berechnungsprozessen und als
Werkzeug zur Erzeugung formaler Sprachen betrachtet. In letzter Zeit sind
sie auch als ein Mechanismus studiert worden, mit dem unendliche Gra-
phen durch einen endlichen Formalismus repräsentiert werden können. Der
Schwerpunkt dieser Dissertation liegt in diesem Bereich.
Im ersten Teil der Arbeit betrachten wir gemischte Präfix- und Suffix-
Ersetzungssysteme (MPSR-Systeme), welche Präfix- und Suffix-Ersetzung in
nichtdeterministischem Modus kombinieren. Wir untersuchen zentrale algo-
rithmische Eigenschaften der Graphen, die durch solche Systeme erzeugt wer-
den können; dabei ist besonders das Erreichbarkeits-Problem (als Musterpro-
blem des Model-Checking) von Interesse. Weiterhin untersuchen wir die Be-
ziehung der Klassen von Graphen, die durch MPSR-Systeme erzeugt wer-
den, zu anderen wohlbekannten Graphklassen, wie etwa denen der präfix-
erkennbaren und der automatischen Graphen. Außerdem widmen wir uns
den Trace-Sprachen von MPSR-Systemen, und wir zeigen, dass diese Klasse
die Klasse der kontextfreien Sprachen echt umschließt und selbst eine echte
Teilklasse der Klasse der kontextsensitiven Sprachen ist.
Im zweiten Teil der Arbeit führen wir markierte Infix-Ersetzungssysteme
(TIR-Systeme) ein, die eine Erweiterung der MPSR-Systeme sind, und in de-
nen spezielle Symbole (sogenannte Marker) für eine eingeschränkte Form von
Infix-Ersetzung benutzt werden. In ihrer Grundform, in der Ersetzungsregeln
solche Marker nicht verändern dürfen, haben TIR- und MPSR-Systeme sehr
ähnliche Model-Checking-Eigenschaften, und wir erhalten analoge Ergebnisse
bezüglich ihrer Trace-Sprachen.
Wir untersuchen außerdem zwei Varianten von TIR-Systemen. In der ers-
ten können Marker durch Ersetzungsschritte gelöscht werden. Durch eine Ad-
aption der Saturierungsmethode, wie sie von Pushdown-Systemen bekannt
ist, zeigen wir, dass solche Systeme die Regularität von Sprachen erhalten.
Die zweite Variante erlaubt es, einem Wort weitere Marker durch Ersetzungs-
schritte hinzuzufügen. Solche Systeme erhalten nicht die Regularität von Spra-
chen, erlauben aber trotzdem noch eine algorithmische Erreichbarkeitsanaly-
se.
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Chapter 1
Introduction
Word rewriting systems have been a subject of investigation for a hundred
years, starting with the pioneering papers of Axel Thue [Thu10, Thu14]. Since
the thirties of the last century they have become one of the core subjects of
the emerging field of computer science, with central contributions by Emil
Post [Pos36, Pos43, Pos47]. In computer science, word rewriting systems are
studied under several aspects. In the beginning, they were considered as a
framework for the representation of computation processes (like Turing ma-
chines and Post’s canonical systems), and also as a tool for the generation of
formal languages, among them programming languages (in particular in the
form of Chomsky grammars [Cho56]).
In more recent years, different kinds of rewriting systems have also been
investigated as generators of infinite graphs. In this context, the focus is on
modeling tools for the finitary representation of infinite transition graphs.
This motivation is a background for the works of Bruno Courcelle, Didier
Caucal, and many others (see e. g. [BC87, Cou90, Cau92, Cau00]). A rewriting
system specifies a graph by a (usually regular) language of words as the set of
vertices and an edge relation given by the one-step rewriting relation between
words.
The present thesis has its main focus in this domain. A central objective
is hence to clarify the interdependence between rewriting systems as mecha-
nisms of graph specification on the one hand, and central algorithmic proper-
ties of graphs on the other hand. As for the latter, we are especially interested
in the algorithmic solvability of the reachability problem (that is, whether
there is a path between two given vertices). Nevertheless, we address also
1
2 Chapter 1. Introduction
other dimensions of study, which we summarize in the following four aspects.
A. Model-Checking. In the field of verification of computer systems (see
e. g. [CGP99]), the focus of attention lies on methods to formally prove that
such systems behave correctly. We consider here state-based systems, that is,
systems that can be represented by transition graphs (Q,→), where Q is a
set of states used as vertices, and the edge relation is the transition relation
→⊆ Q× Q. A correct behavior may, for instance, require a system not to be
able to reach a state considered harmful, such as a deadlock, where no further
progress is possible, or a traffic crossing with green signal for all directions.
It is often reasonable to assume that a system, once started, will perform not
just a bounded number of computation steps, but that instead it will run
indefinitely. This motivates to capture all finite and infinite runs that are
possible in a system.
In general, model-checking is pursued with respect to a logical system in
which the desired properties are expressed: One considers logical systems
for which the model-checking problem “Does system S satisfy the specifica-
tion ϕ?” is decidable, where ϕ is a formula of the logic under consideration.
Such systems are first-order logic (FO), monadic second-order logic (MSO),
propositional linear time logic (LTL), computation tree logic (CTL), and oth-
ers. However, the solvability of the model-checking problem is tied to as-
sumptions on the considered transition graphs. In classical model-checking,
these graphs are assumed to be finite, and infinity only arises by proceeding
to the infinite (regular) tree that is induced by the unraveling of a finite graph
from some given initial vertex.
For infinite graphs, powerful decidability results on the model-checking
problem have been obtained following Rabin’s Tree Theorem [Rab69], which
states that the model-checking problem is decidable for the infinite binary tree
with respect to MSO logic. Muller and Schupp [MS85] generalized this result
to pushdown graphs, which are transition graphs of pushdown automata. In
Chapter 3 we will discuss these background results in more detail.
For fundamental graphs like the infinite two-dimensional grid this decid-
ability fails; however the central problem of verification, namely the reach-
ability problem
Given two states p and q of a system, is q reachable from p by a
finite number of computation steps (short: does p→∗ q hold)?
3is still decidable over the grid. This motivates to study classes of graphs that
include the infinite grid and allow a solution of the reachability problem. In
this thesis, several of such graph classes are introduced using the framework
of word rewriting systems for the specification of graphs.
A refined question is concerned with the status of the reachability relation
→∗. Aiming at sharper results rather than just decidability, we shall be able
to give examples for three different levels of decidability proofs. These will
depend on properties of the reachability relation →∗, in particular whether
this relation is rational, preserves effectively regularity of sets, or is simply
decidable.
B. Generated Languages. As the name already suggests, word rewriting sys-
tems rewrite words. Given an initial word or a set of words from which all
rewriting starts, we can thus view a word rewriting system as a formalism
to generate sets of words. In this sense, it is interesting to compare word
rewriting systems with formal grammars, whose expressive powers are well
known from the Chomsky hierarchy [Cho56]. This hierarchy consists of a
strictly increasing inclusion chain of four classes of languages, namely the
regular, context-free, context-sensitive, and recursively enumerable languages,
and each class corresponds to a particular type of formal grammar.
A number of equivalent representations of these classes are known, such as
finite automata and regular expressions for the regular languages, pushdown
automata for the context-free languages, and linear-bounded Turing machines
for the context-sensitive languages. However, the connection between formal
grammars and word rewriting systems is stronger, since by their definition
the former are special forms of the latter. The major difference between the
two approaches is that rewriting systems operate only on one type of sym-
bols, whereas formal grammars distinguish between two types of symbols:
terminal ones, which the words of the generated languages are made of, and
nonterminal ones, which are always required in the generating process.
While the idea of replacing parts of words by other words is inherent in
both models, this also leads to a slight difference in the definition of languages
generated by grammars and rewriting systems. In the grammar approach,
usually a number of intermediate words consisting of nonterminals and ter-
minals are generated in the process of deriving a particular word from an
initial symbol; but merely the final word, which may only contain terminals
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and where the deriving thus stops, actually belongs to the language generated
by the grammar. As for rewriting systems, the generated language consists of
all words that can be generated from an initial word or a set of words with
any number of rewriting steps.
The word rewriting systems that we will consider in this thesis may, at
first glance, appear rather more expressive than the left-linear (or right-linear)
grammars that generate the regular languages. However, as far as genera-
tion of languages is concerned, it will turn out that the models are equally
expressive, and thus only generate regular languages.
C. Trace Languages. Word rewriting systems may also be used to capture
formal languages of words in a quite different way that reminds strongly of
automata. For this, every rewriting rule of such a system R is given a partic-
ular label. Then, rather than considering the words generated by a rewriting
system from certain “initial” words, we are interested in the sequences of la-
bels of rules that arise from the corresponding sequences of rewriting steps.
Furthermore, we equip R with a set of final words (resp. nodes of the graph
it generates), which corresponds closely to specifying final states for finite
automata. In this setting, the graph that R generates may hence be viewed
as an infinite automaton which accepts exactly those sequences of labels of
rewriting steps (the traces of the corresponding edges in the graph of R) that
lead from an initial word to a final word. This corresponds to the way that
finite automata accept the traces of sequences of transitions which lead from
an initial state to a final state.
This method of characterizing formal languages as the traces of finitely
represented infinite graphs has been used with a number of different repre-
sentation models. In this thesis, we will concentrate on representations closely
related to and based on finite and pushdown automata on words, but also fi-
nite trees. In Chapter 3 we will give an overview over these models and a
number of background results. Again, it is interesting to determine the ex-
pressiveness of the word rewriting approach in comparison with the other
models, but also with the four levels of the Chomsky hierarchy.
D. Structural Properties. In the domain of infinite graphs, only few results
are known that connect the definition by formalisms like rewriting systems
with structural properties. Such properties refer, for example, to connectivity
5properties or, more specifically, to the similarity of graphs to trees. The most
prominent concept in this domain is that of “bounded tree-width”. Since the
focus in this work is on graphs that are not of bounded tree-width, and no
alternative concepts of this kind are known for graphs as studied here, we do
not address this difficult topic in greater detail. In some cases, however, we
recall relevant results, among them the elegant characterization of Muller and
Schupp [MS85] of the pushdown graphs (see Chapter 3).
Our starting point for the study of rewriting systems as mechanisms for the
specification of graphs is the well-known algorithmic theory of prefix (respec-
tively suffix) rewriting systems. Such rewriting systems are a general view of
pushdown systems, where symbols are pushed onto and removed from the
top of a stack.
Büchi showed in [Büc64] that the language derivable from a given word
by a prefix rewriting system is regular (and that a corresponding automaton
can be computed). In the theory of infinite-state system verification, the “sat-
uration method” (for the transformation of finite automata) has been applied
for this purpose (see e. g. [Sal88, CDGV94, EHRS00]). Caucal [Cau90] showed
the stronger result that the derivation relation induced by a prefix rewriting
system is a rational relation.
The extension to combined prefix and suffix rewriting goes back to Büchi
and Hosken [BH70]. Parallel to our own work, Karhumäki, Kunc and Ok-
hotin showed in [KKO06b] that when combining prefix and suffix rewriting,
the corresponding derivation relation is still rational, and therefore preserves
regularity of languages. They extended their work in [KKO06a] to rewriting
systems with a center marker, simulating two stacks communicating with each
other, and they singled out a number of cases where universal computation
power could already be achieved with very limited communication.
In a more restricted framework, Bouajjani, Müller-Olm and Touili studied
dynamic networks of pushdown systems in [BMOT05]. Here, a collection of
pushdown processes is treated as a word in which a special marker is used
to separate the processes. Rewriting of such words is restricted to perform-
ing pushdown operations and to creating new processes, where the latter in-
creases the number of markers. It was shown that reachability in this setting
is decidable.
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Overview of this Thesis
In Chapter 2, we review the basic notions of the theories of finite automata,
languages, graphs, word relations (with a strong focus on the rational and
synchronously recognizable relations), and logics (in particular first-order and
monadic second-order logic). We fix notation and recall a number of essential
and well-known results that will be required in this thesis. Furthermore, we
introduce the basic concepts and notation of word rewriting systems using the
example of infix rewriting systems, and we recall how such rewriting systems
can be used to define graphs and trace languages.
Chapter 3 is devoted to the basic framework and motivation underlying this
thesis. As two computationally universal models, we review the canonical
systems as introduced by Post [Pos43], and the Turing machines as intro-
duced in [Tur36]. In the remainder of the chapter, we introduce several
classes of finitely representable infinite graphs, namely the classes of auto-
matic [KN94, Blu99], rational [KN94, Mor00], pushdown [MS85, Cau92], pre-
fix recognizable [Cau96, Cau03], and ground tree rewriting graphs [Löd03].
For the definition of the latter class, trees are used to represent nodes of
graphs, and edges between such nodes are defined via rewriting steps that re-
place subtrees. In the other classes, nodes of graphs are represented by finite
words; the differences between the classes arise from the various formalisms
that are used to define edges between such nodes.
In the case of automatic and rational graphs, one essentially uses finite
automata with two reading heads to represent the corresponding edge rela-
tions; such automata may thus read two words (representing nodes) at once
and decide whether or not the two are connected by an edge. For automatic
graphs, the automata must read pairs of words synchronously; in the case of
rational graphs, there is no such restriction.
The classes of pushdown and of prefix recognizable graphs can each be
characterized in several different ways. In this thesis, we introduce them as
the graphs generated by prefix rewriting systems with finite and recogniz-
able rule sets, respectively. For this, we also recall the fundamental results of
Büchi [Büc64] on his regular systems, which are in turn a special form of Post’s
canonical systems.
Furthermore, we recall a number of results that will be used in this thesis;
these concern in particular model-checking properties of the various graph
7classes, but also the classes of their respective trace languages.
Chapter 4 is devoted to mixed prefix/ suffix rewriting (MPSR) systems, which
were already mentioned by Büchi [Büc64] and further studied by Büchi and
Hosken [BH70]. One can view such systems as an extension of pushdown
systems, where a linear storage can be accessed in a LIFO (last in, first out)
fashion. However, the storage may now be accessed from both ends inde-
pendently. If we use finite words to represent such storages, this means that
rewriting rules may replace prefixes and suffixes of these words in a nonde-
terministic way. As an example, consider the word ac, the prefix rewriting
rule r1 : a −֒→ ab, and the suffix rewriting rule r2 : abc −֒→ ac. Initially, we
can only use r1 to rewrite ac to abc. After that, we may use r1 again to obtain
abbc, or we may use r2 instead to return to the initial word ac. It is clear that
r1 can be applied at will, but r2 can only be applied in strict alternation with
r1. However, we cannot impose any particular order on the rewriting, say, to
enforce this alternation. In fact, if we were to allow this, the corresponding
model would be computationally universal.
Karhumäki, Kunc and Okhotin [KKO06b] extended the results of Büchi
and Hosken considerably by allowing recognizable sets of rewriting rules in-
stead of just finite ones for MPSR systems; such systems will be called regular
MPSR systems. In particular, they showed that rewriting systems of this form
not only preserve regularity of languages (as proved by Büchi and Hosken for
normal MPSR systems), but that the derivation relations of such systems are
even rational. We will recall this result, as it is essential for our further stud-
ies, together with the consequence that the languages that can be generated
by such rewriting systems are always regular. Furthermore, we also establish
some model-checking properties that will be required later.
There are two major contributions in this chapter. One of them is the study
of the classes of graphs that can be generated by (regular) MPSR systems. In
particular, we identify the positions of these classes in the already known
hierarchy of the graph classes introduced in Chapter 3. Our main result from
this part of the thesis is Theorem 4.14 (page 55), which clarifies the structure
of the resulting hierarchy.
The other major contribution is the study of the trace languages of (reg-
ular) MPSR systems. In particular, we show that these classes are strictly
between the classes of context-free (Proposition 4.15) and of context-sensitive
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(Theorem 4.20) languages. Theorem 4.16 (page 57) tackles the more involved
part of this by showing that the context-sensitive language {anbncn | n ≥ 0} is
not the trace language of some regular MPSR system.
The chapter is concluded with some closure properties of the classes of
(regular) MPSR trace languages, and an overview of some extensions of MPSR
systems. For one, we introduce the minor extension of bifix rewriting systems,
which will be used in Chapter 5. We also recall some further models of word
rewriting that were studied by Karhumäki, Kunc and Okhotin in [KKO06a],
where, unlike the MPSR approach, words are treated as (possibly bidirec-
tional) queues with further restrictions on rewriting rules.
In Chapter 5, we develop a generalized framework of “tagged infix rewriting”
(TIR) systems, which extends the MPSR systems and incorporates some as-
pects of the dynamic networks of pushdown systems as studied in [BMOT05].
The idea is to allow several words to be rewritten independently instead of
just one, as is the case with MPSR systems as studied in [KKO06b]. We rep-
resent such a finite collection of words as a single word, and we use special
symbols (tags or markers) to separate the words. Moreover, the markers also
determine the positions in such composed words where rewriting can occur.
Typically, such a word will be of the form w = w0#1w1 · · · #nwn, where all
wi are words over some finite alphabet Σ, and the #j are marker symbols from
some finite alphabet M, with M and Σ disjoint. A rewriting rule can then
transform the word w into a word w′ = w′0#1w
′
1 · · · #nw
′
n with wi = w
′
i for all
i except for some i0. The infix w′i0 is obtained from wi0 by applying one of a
finite number of rules that are basically of the form U −֒→ V, where U and V
are regular sets over Σ. In addition, the rules will also specify the contexts
(in the form of adjacent markers) in which they may be applied. Such rules
come in three flavors: They may be specified as prefix or suffix rewriting rules,
allowing only a corresponding substitution on the wi, or as block rules, which
may be used to rewrite an entire wi.
This type of rewriting allows us to model systems consisting of an arbi-
trary number of processes that operate concurrently and independently of
one another and in an MPSR-like fashion. The states of the processes of such
systems are represented by words between markers, and state transitions cor-
respond to local rewriting rules. In the basic variant that we will study, all
markers are always preserved. This means in particular that the number of
9processes is invariable, and so is the marker context of every process.
As in the case of MPSR systems studied in Chapter 4, we will see that the
derivation relations of TIR systems are rational. This also shows that only
regular languages can be generated by such systems, and it further clarifies
the status of the word-to-word reachability problem for such systems. More-
over, we obtain results concerning model-checking properties, the relations of
the generated graph classes to those introduced in Chapter 3 (Theorem 5.14),
and the trace languages of such systems (Proposition 5.15 and Theorem 5.17)
together with their Boolean closure properties, all of which are analogous to
the results for MPSR systems.
Subsequently, we will also consider two variants of TIR systems, which
deal with the options that markers may be removed or added in the rewriting
process. This allows us to simulate a combination of several processes into
one, or the spawning of new processes by inserting new markers, which ex-
tends the dynamic networks of pushdown systems of [BMOT05]. It will turn
out that the rationality result of the basic case fails in general for these cases.
Nonetheless, we will still obtain decidability of the reachability problem.
In fact, systems where tags may be removed in a particular way even pre-
serve effectively the regularity of languages. By “effective” preservation of
regular languages we mean that from a presentation of L by a finite automa-
ton and from the rewriting system defining the relation R we can construct a
finite automaton for the image of L under the derivation relation of R.
This result is the third major contribution of this thesis. In the proof of The-
orem 5.23 (page 87), we adapt the “saturation method” (cf. [Sal88, CDGV94,
EHRS00]) as known for pushdown systems to the case of regular TIR systems;
the complexity of this algorithm is analyzed in Theorem 5.25.
However, we will see that regularity of languages is not preserved in the
case of adding markers, where the reachability problem is simply decidable.
This also shows that there is a substantial difference between the two cases of
tag insertion and tag removal.
Consequently, the reachability problems for TIR systems and their two
variants that allow to remove respectively add tags provide examples for three
different levels of decidability proofs; the reachability relation →∗ is rational
in the basic case, it preserves effectively regularity of sets in the case of tag-
removing, and it is simply decidable in the variant of tag-adding.
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Chapter 2
Terminology
This chapter is devoted to the terminology and notation necessary for and
used throughout this thesis. We will review the underlying models and some
essential results concerning finite automata, formal languages, relations of
words, graphs, first-order and monadic second-order logic, word rewriting
systems, and trace languages.
Automata, Languages, Graphs
We use the standard terminology from automata theory and formal language
theory (cf. e. g. [HMU00]). For any finite alphabet Σ, Σ∗ denotes the set of
all finite words over Σ. We present nondeterministic finite automata (NFAs)
in the format A = (Q,Σ, q0,∆, F), where Q is a finite set of states, Σ is a
finite alphabet, q0 ∈ Q is the initial state, F ⊆ Q is the set of final states, and
∆ ⊆ Q× (Σ ∪ {ε})× Q is a finite set of transitions. A transition (p, a, q) ∈ ∆
will also be denoted by p a−→ q, and we will mark final states in graphical
representations by circling them.
A run of A on a word w = a0 · · · an ∈ Σ∗ is a sequence ρ = ρ0, . . . , ρn+1
of states of Q such that ρ0 = q0 and (ρi, ai, ρi+1) ∈ ∆ for all 0 ≤ i ≤ n.
Considering the transition graph of A, a run ρ on w is simply a w-labeled
path from the initial to some other state. A run ρ is accepting, if ρn+1 ∈ F. A
accepts w, if there is an accepting run of A on w. The language recognized
by A is the set of all words accepted by A. A language is regular, if it can
be recognized by some NFA. We further write A : p w−→ q to denote that there
is a w-labeled path from state p to state q in A, and A(p, q) to denote the
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automaton (Q,Σ, p,∆, {q}).
We will also refer to normalized NFAs; such an automaton has exactly one
final state, which also has only incoming transitions, and its initial state has
only outgoing transitions. It is easy to see that every NFA can be transformed
into an equivalent normalized NFA, that is, a normalized NFA recognizing
the same language.
A directed edge-labeled graph is a relational structure G = (V, (Eγ)γ∈Γ),
where V is a set of nodes (or vertices), Γ is a finite labeling alphabet, and
Eγ ⊆ V × V for all γ ∈ Γ is a set of edges labeled with γ. We will also
denote an edge (u, v) ∈ Eγ by (u,γ, v), and we represent a graph in the form
G = (V, E), where E is the multiset E =
⋃
γ∈Γ Eγ, if Γ is clear from the context
or irrelevant; in the latter case, no edge labels are required, and E is simply a
subset of V ×V. A path of G is a sequence pi = v0 · · · vn with (vi, vi+1) ∈ Eγi
and γi ∈ Γ for all 0 ≤ i < n, and the word γ0 · · · γn−1 is called the trace of pi.
The in-degree of a node v ∈ V is the number of incoming edges of v, its
out-degree is the number of outgoing edges of v, and its degree is the sum of
its in- and out-degree. A graph G is of finite (in-/out-) degree if so are all of
its nodes, and it is of bounded (in-/out-) degree if there is a d ∈ N such that
every node has (in-/out-) degree of at most d.
As an example, the infinite two-dimensional grid as shown in Figure 2.1
is the graph G = (N2, Ea, Eb), with Ea = {((i, j), (i + 1, j)) | i, j ∈ N} and
Eb = {((i, j), (i, j + 1)) | i, j ∈ N}.
(0, 0)
(0, 1)
...
(1, 0)
(1, 1)
...
(2, 0)
(2, 1)
...
· · ·
· · ·
a
b
a
b
a
b
a
b
a
b
a
b
Figure 2.1 – The infinite N2 grid
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Transducers and Word Relations
A (finite) transducer is an NFA A = (Q,Σ, q0,∆, F), where ∆ ⊆ Q × Σ∗ ×
Σ∗ × Q is a finite set of transitions labeled with pairs of words over a finite
alphabet Σ. We will also write p u/v−−→ q to denote a transition (p, u, v, q) ∈ ∆.
A transducer may be pictured as an automaton that has two separate reading
heads for processing an input, which is a pair of words. Elgot and Mezei
[EM65] and Eilenberg [Eil74] further split up Σ into an input alphabet X and
an output alphabet Y; we then have ∆ ⊆ Q × X∗ × Y∗ × Q, and A may be
pictured as reading inputs from X∗ and returning outputs from Y∗.
Transducers are frequently used to recognize relations of words. As an ex-
ample, let Σ be a finite alphabet, and consider the transducer A = ({0, 1, 2}, Γ,
0,∆, {0, 1, 2}), with Γ = {(ε, σ), (σ, σ) | σ ∈ Σ} and ∆ = {0
ε/σ
−−→ 0, 0
σ/σ
−−→
1, 1
σ/σ
−−→ 1, 1
ε/σ
−−→ 2, 2
ε/σ
−−→ 2 | σ ∈ Σ}, as depicted in the following. Note that
every edge σ/σ and ε/σ actually represents |Σ| transitions, that is, an edge
for every σ ∈ Σ.
0 1 2
ε/σ
σ/σ
σ/σ
ε/σ
ε/σ
A recognizes the infix relation on Σ, that is, the relation {(u, xuy) | u, x, y ∈
Σ∗}, in the following way. Using the perception of two reading heads, A
processes every input (w,w′) by first reading a (possibly empty) prefix of w′
with its second reading head. It then processes w and the remainder of w′
synchronously using both heads. Finally, it may read the remaining suffix of
w′, again only with its second head.
The infix relation is a typical example of a binary rational relation. In
general, we can extend the model of a transducer by using n reading heads
for arbitrary n ∈ N instead of just two. This corresponds to choosing a finite
transition relation ∆ ⊆ Q × (Σ∗)n × Q, and it allows us to recognize n-ary
word relations. Such a relation R over some finite alphabet Σ is rational, if it
is recognizable by a finite transducer with n reading heads, that is, an NFA
with transitions labeled by n-tuples of words over Σ. We will discuss the
specification of similar transition relations that lead to the automatic relations
in Section 3.2.
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Equivalently, an n-ary word relation over a finite alphabet Σ is rational,
if it can be defined by a rational expression. The latter generate the rational
relations from the finite relations over Σ∗ by closure under union, compo-
nentwise concatenation (as defined below), and Kleene star. As an example,
the above infix relation is described by the rational expression (
⋃
σ∈Σ
{(ε, σ)})∗ ·
(
⋃
σ∈Σ
{(σ, σ)})∗ · (
⋃
σ∈Σ
{(ε, σ)})∗.
Another type of relation that we will frequently encounter are the recog-
nizable relations. For n ∈ N, let Σ1, . . . ,Σn be (not necessarily disjoint) finite
alphabets. A relation R ⊆ ∏nj=1 Σ
∗
j is recognizable, if it is a finite union of
n-fold Cartesian products of regular languages over the respective alphabets,
that is, R =
⋃k
i=1 ∏
n
j=1 Lij for some k ∈ N and regular languages Lij ⊆ Σ
∗
j .
In this thesis, we will mostly deal with binary relations. For two such
relations R, S ⊆ Σ∗1 × Σ
∗
2 , we call Dom(R) = {u | ∃v : (u, v) ∈ R} the domain
of R, and Im(R) = {v | ∃u : (u, v) ∈ R} the image of R. For L ⊆ Σ∗1 ,
we call R(L) = {v | ∃u ∈ L : (u, v) ∈ R} the image of L under R, that
is, the set that can be derived from L according to R, and for L ⊆ Σ∗2 we
define R−1(L) = {u | ∃v ∈ L : (u, v) ∈ R}. Moreover, the (componentwise)
concatenation of R and S is the relation R · S = {(ux, vy) | (u, v) ∈ R∧ (x, y) ∈
S}, which we also shorten to RS, if no ambiguity arises, and their composition
is R ◦ S = {(u,w) | ∃v : (u, v) ∈ R ∧ (v,w) ∈ S}.
We call I = {(w,w) | w ∈ Σ∗} the identity relation on Σ∗. Note that
I is rational, but not recognizable. When considering iteration, we have to
distinguish two cases. Let R∗ =
⋃
n≥0 R
n, where R0 = {(ε, ε)}, and Rn+1 =
Rn · R, and let R =
⋃
n≥0 R
(n), where R(0) = I, and R(n+1) = R(n) ◦ R.
Let us recall some basic results about rational and recognizable relations
(cf. e. g. [Sak03]).
Proposition 2.1. The class of rational relations is closed under union, concatenation
and the concatenation iteration ∗. Furthermore, if R is a binary rational relation and
L a regular language, then R(L) and R−1(L) are effectively regular, hence Dom(R)
and Im(R) are regular.
The proof of the closure properties is straightforward by the definition of
rational expressions. As for the latter statement, the term effectively regular
denotes the fact that, given a transducer A recognizing a rational relation
R ⊆ Σ∗1 × Σ
∗
2 and a finite automaton B recognizing a regular set L ⊆ Σ
∗
1
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(resp. L ⊆ Σ∗2), we can construct an NFA C recognizing R(L) ⊆ Σ
∗
2 (resp.
R−1(L) ⊆ Σ∗1).
Let us briefly sketch how this can be achieved for R(L). Suppose that
the transducer A = (QA,Σ, qA,∆A, FA) with finite alphabet Σ ⊆ Σ∗1 × Σ
∗
2
recognizes the relation R, and that the NFA B = (QB,Σ1, qB,∆B, FB) rec-
ognizes the language L. Two initial assumptions on A and B will simplify
matters. First of all, we may assume that B contains no ε-labeled transitions;
the corresponding transformation, if required, is standard and well-known.
Secondly, we may assume that the transitions of A are all labeled with pairs
from (Σ1 × {ε}) ∪ ({ε} × Σ2). This can be achieved by introducing auxiliary
states and eliminating all transitions labeled with ε/ε. As an example, a tran-
sition p ab/c−−→ q may be split up as p a/ε−→ p1
b/ε
−→ p2
ε/c
−→ q; further, ε/ε-labeled
transitions can be eliminated in much the same way as ε-transitions in NFAs.
An NFA C = (Q,Σ2, q0,∆, F) that recognizes R(L) will have to capture
precisely those v ∈ Σ∗2 for which there is a u ∈ Σ
∗
1 such that (u, v) is accepted
by A, and u is accepted by B. We can achieve this by setting Q = QA × QB,
q0 = (qA, qB), F = FA × FB, and
∆ = {((p, q), ε, (p′, q′)) | ∃a ∈ Σ1 : (p, a/ε, p′) ∈ ∆A ∧ (q, a, q′) ∈ ∆B}
∪ {((p, q), b, (p′, q)) | (p, ε/b, p′) ∈ ∆A} .
C simulates a simultaneous execution of A and B on the u’s; on the v’s, only A
progresses. This way, B is used to verify that for every v ∈ Σ∗2 that is accepted,
there is an appropriate u ∈ Σ∗1 , that is, with u ∈ L(B) and (u, v) ∈ R.
The construction for R−1(L) is analogous; in this case, C simulates a si-
multaneous execution of A and B on the v’s, while only A progresses on the
u’s.
As a direct consequence, Im(R) is regular for every rational R ⊆ Σ∗1 × Σ
∗
2 ,
since Im(R) = R(Σ∗1). Alternatively, if we have a transducer with transition
labels of the above form that recognizes R, then restricting the labels to their
second component (that is, letters from Σ2 or ε) immediately yields an NFA
that recognizes Im(R). Similarly, we obtain an NFA recognizing Dom(R) by
restricting the labels to their first component (letters from Σ1 or ε).
Proposition 2.1 also shows a simple decision procedure for binary rational
relations: Given a transducer A for R, we have (u, v) ∈ R if, and only if,
v ∈ R({u}); since R({u}) is effectively regular, the latter is decidable.
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It is important to note that the converse of the second result of Proposi-
tion 2.1 does not hold, that is, there are non-rational relations that preserve
regularity of languages. Berstel [Ber79, Example III.5.13] gives a simple ex-
ample for this. Consider a finite alphabet Σ with |Σ| ≥ 2 and the relation
R = {(u, uR) | u ∈ Σ∗}, where (a1 · · · an)R = an · · · a1. Then R preserves reg-
ularity, because R(L) = LR is regular for every regular language L. However,
using a pumping argument by deploying the iteration lemma for rational re-
lations of [Ber79, Lemma III.3.3] and a subsequent remark, it is easy to prove
that R is not rational.
Proposition 2.2. The class of recognizable relations is closed under union, intersec-
tion, complement, projection, Cartesian product, and (componentwise) composition.
Furthermore, if R is an n-ary rational relation, and S is an n-ary recognizable relation,
then R ∩ S is rational.
The closure properties follow easily by the definition of recognizable re-
lations and the fact that the class of regular languages is closed under the
Boolean operations. As for the intersection of rational and recognizable re-
lations, let us sketch how to construct a transducer that recognizes such an
intersection.
Let Σj be finite alphabets for 1 ≤ j ≤ n, and let R, S ⊆ ∏
n
j=1 Σ
∗
j , with
R rational and S recognizable; hence, there is some k ∈ N such that S =⋃k
i=1 ∏
n
j=1 Lij with regular languages Lij ⊆ Σ
∗
j . Let Bij = (Qij,Σj, q
0
ij,∆ij, Fij)
be an NFA without ε-labeled transitions that recognizes Lij. We may further
assume that all state sets Qij are pairwise disjoint. Let Σ̂j,n := (∏
j−1
l=1{ε})×
Σj× (∏
n
l=j+1{ε}) be the set of all n-tuples with letters from Σj only at position
j and ε everywhere else, and let Σ :=
⋃n
j=1 Σ̂j,n. For 1 ≤ j ≤ n and a ∈ Σj, we
further write τj,n(a) = (ε, . . . , ε, a, ε, . . . , ε) ∈ Σ̂j,n, and εn for the n-tuple of ε’s.
Without loss of generality, there is a transducer A = (QA,Σ, qA,∆A, FA)
that recognizes R; the idea behind the seemingly restricted transition labels of
A is the same as in the proof sketch of Proposition 2.1. We can then construct
a transducer C = (Q,Σ ∪ {εn}, q0,∆, F) that recognizes R ∩ S as follows. We
set Q = {q0} ⊎
⋃k
i=1(QA × Qi1 × · · · × Qin), F =
⋃k
i=1(FA × Fi1 × · · · × Fin),
and
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∆ = {(q0, εn, (qA, q0i1, . . . , q
0
in)) | 1 ≤ i ≤ k}
∪
k⋃
i=1
{ ((q, p1, . . . , pn), τj,n(a), (q′, p1, . . . , pj−1, p′j, pj+1, . . . , pn)) |
a ∈ Σj, pl ∈ Qil for 1 ≤ l ≤ n, (q, τj,n(a), q′) ∈ ∆A, (pj, a, p′j) ∈ ∆ij } .
The idea behind the construction is straightforward. The transducer C first
chooses one of the k n-fold Cartesian products nondeterministically (say the
ith one), and then works like the transducer A. While doing so, C simultane-
ously advances the corresponding NFAs Bij whenever A reads a letter from
Σ̂j,n. This way, C verifies whether a tuple accepted by A is also in ∏
n
j=1 L(Bij).
Let us finally remark that Khoussainov and Nerode [KN94] refer to rec-
ognizable relations as strongly recognizable, and to rational relations as asyn-
chronously recognizable. The latter in particular is due to the asynchronous way
in which the reading heads of a transducer may process an input.
Logics
In the field of verification of infinite-state systems, a number of specification
logics have been introduced and studied over the last decades, such as pro-
gram logics and a variety of temporal logics. The latter of these allow to reason
about the behavior of a system over time. Such reasoning may consider only
a single time line, describing the predictable behavior of a system; or it may
allow for a number of time lines, which correspond to possible yet unpre-
dictable behaviors of a system. Depending on this distinction, such logics are
referred to as linear-time or branching-time temporal logics.
Furthermore, temporal logics may allow to specify system properties for
the future, but also for the past. For this, a number of operators are com-
monly used, such as for demanding behavior ϕ at the next point in time (Xϕ)
or until condition ψ is met (ϕUψ), and their counterparts for the past, denot-
ing behavior at the previous point in time or since condition ψ was satisfied,
respectively. Together with the Boolean operators, these allow to express in-
teresting system properties, such as the guarantee that ϕ will eventually hold
((true)Uϕ, short Fϕ), and safety conditions denoting that ϕ will always hold
(¬F¬ϕ, short Gϕ). In branching-time logics, one also distinguishes whether,
from a given system state onward, a property should hold for at least one (E)
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or for all (A) possible future behaviors of a system.
Temporal logics are thus a means to express global properties of graphs.
The reachability problem, for instance, can be expressed as a guarantee con-
dition. As examples, the computation tree logic CTL is a branching-time
logic that allows to express properties of future behavior of a system, and
the propositional temporal logic PTL (cf. e. g. [LP00]) is a linear-time logic
allowing also to refer to the past.
In this thesis however, we will concentrate on the fundamental systems of
first-order (FO) and monadic second-order (MSO) logic (cf. e. g. [EF95]). To
recall their definitions, let S = (S,RS1 , . . . ,R
S
n ) be a relational structure whose
universe S is at most countable. Every RSi is a relation of some arity mi, and
the signature of S is given by the relation symbols Ri. For labelled graphs, we
deal only with binary and unary relations.
FO formulas over this signature are built from variables x, y, . . . for ele-
ments of S, atomic formulas x = y (denoting equality) and Ri(x1, . . . , xmi)
with first-order variables x, y, xj, the standard propositional operators ¬, ∨, ∧,
→, ↔, and existential (∃) and universal (∀) quantifiers. Such formulas allow
to express Boolean combinations of local properties of graphs. MSO formu-
las are FO formulas extended by variables X,Y, . . . ranging over subsets of S,
by existential and universal quantification over such variables, and by atomic
formulas of the form X(x) denoting x ∈ X. The extension by second-order
variables makes MSO logic strong enough to comprise temporal logic. The
FO (resp. MSO) theory of S is the set of all FO (resp. MSO) sentences that
hold in S .
When talking about the first-order theory of graphs (V, E), we will fre-
quently use the notation FO(E) to emphasize that the edge relation E is the
single relation inherent in such structures. In some cases, we will further ex-
tend the graph signature by the symbol E∗ for the reflexive and transitive clo-
sure of the edge relation E. This gives us a predicate to express point-to-point
reachability in graphs; if E∗(u, v), then v can be reached from u by succes-
sively following a number of edges from E. We write FO(E, E∗) to denote the
first-order language with the reachability of the edge relation E.
As examples of FO and MSO sentences, consider a graph G = (V, E) with
an at most countable V. The FO(E, E∗) sentence ∀x∀yE∗(x, y) holds if G is
strongly connected, that is, G contains a path from every node x to every
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node y. The MSO sentence
∃X∃Y∀x
(
[X(x) ↔ ¬Y(x)] ∧ ∀y
(
E(x, y) → [X(x) ↔ Y(y)]
))
holds if G is bipartite, that is, V can be split up into two disjoint sets X and Y
such that E contains only edges from X to Y and vice versa.
Let us finally recall two important results about the MSO theories of par-
ticular infinite graphs.
The first model considered is the infinite binary tree, which may be rep-
resented as the graph T2 = ({0, 1}∗, S0, S1), with vertices from {0, 1}∗, and
successor relations Si = {(u, ui) | u ∈ {0, 1}∗} for i = 0, 1. Rabin’s Tree The-
orem [Rab69] states that the monadic second-order theory of T2 is decidable,
and as such has served as an important basis for other powerful decidability
results on the model-checking problem for infinite graphs.
The second graph considered is the infinite two-dimensional grid as de-
scribed above. The following result about the MSO theory of this structure
(see e. g. [Tho90]) will be used throughout this thesis.
Proposition 2.3. The monadic second-order theory of the infinite grid is undecidable.
The idea behind this result is that the configurations of a computation of a
left-bounded Turing machine M can be embedded into the infinite grid, one
configuration per row. This is achieved by coloring every node in the grid
to represent a tape symbol or a state of M. Then, an MSO sentence ϕ can
be constructed that is satisfied by such a colored grid if, and only if, M halts
when started on the empty tape. Roughly, ϕ has to ensure that the coloring
represents a proper computation of M (by considering any two successive
rows), that M starts on the empty tape, and that it reaches a halting state at
some point.
Word Rewriting Systems and Trace Languages
In the following chapters, we will consider various kinds of word rewrit-
ing systems. To introduce some basic notation and terminology that can be
used throughout this thesis, we first pick out the (pretty general) case of infix
rewriting systems.
An infix rewriting system is a structure R = (Σ, Γ,R,win) with finite alpha-
bets Σ and Γ, a relation R ⊆ Σ∗× Γ×Σ∗ of rules, and an initial word win ∈ Σ∗.
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In general, R will be finite or recognizable. The alphabet Γ is used to label the
rules of R.
In some cases we will require the projection of R to its first and third
components, that is, the rules of R without their labels. For convenience, we
denote this by RΣ := {(u, v) | ∃a : (u, a, v) ∈ R}.
Let w,w′ ∈ Σ∗. We write
w r:a7−→
R
w′ if there is a rule r = (u, a, v) ∈ R such that w = xuy and
w′ = xvy for some x, y ∈ Σ∗.
Intuitively, w r:a7−→
R
w′ means that w can be rewritten to w′ in one step by using
the a-labeled rule r = (u, a, v) ∈ R and by replacing some occurrence of u in
w by v.
The following notation only depends on the definition of
r:a
7−→
R
and will thus
carry over without modification for the various types of rewriting systems that
we will deal with later. We write
• w a7−→
R
w′ if w r:a7−→
R
w′ for some rule r ∈ R, and
• w 7−→
R
w′ if w a7−→
R
w′ for some a ∈ Γ.
We call a sequence w0 7−→
R
w1 7−→
R
· · · 7−→
R
wn of rewriting steps a deriva-
tion. The rewriting relation of R is the relation 7−→
R
= IRΣ I ⊆ Σ∗ × Σ∗, and
its reflexive and transitive closure 7−→
R
 is the derivation relation of R. We say
that w′ can be derived (or produced) from w according to R if w 7−→
R
 w′.
Furthermore, the language generated by R is the set L(R) := {w | win 7−→
R
 w},
and we call its elements the configurations of R.
We also extend the notion of
a
7−→
R
to words γ ∈ Γ∗ by writing
w
γ
7−→
R
 w′ if


γ = ε and w = w′, or
γ = aγ′ with a ∈ Γ,γ′ ∈ Γ∗ and there is a w′′ ∈ Σ∗
such that w a7−→
R
w′′
γ′
7−→
R
 w′ .
We will also write u ֒ a−→
R
v if (u, a, v) ∈ R, and u −֒→
R
v if u ֒ a−→
R
v for some
a ∈ Γ, or if Γ is irrelevant and assumed to be a singleton implicitly. In the
latter case, we call R unlabeled.
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If R is recognizable, that is, R =
⋃k
i=1Ui × {ai} × Vi for some k ∈ N,
ai ∈ Γ, and regular sets Ui,Vi ⊆ Σ∗ for all i, then we will also identify the
triples (Ui, ai,Vi) as rules and write them as Ui ֒
ai−→
R
Vi. With this view of rules,
we write w r:a7−→
R
w′ if there is a rule r = (U, a,V) ∈ R such that there are u ∈ U
and v ∈ V with w = xuy and w′ = xvy for some x, y ∈ Σ∗. Furthermore, we
also omit the subscript R if the rewriting system is clear from the context.
Rewriting systems can be used as finite representations of infinite graphs.
In particular, every word rewriting system R = (Σ, Γ,R,win) induces (or gen-
erates) the infinite graph GR = (L(R), (
a
7−→
R
)a∈Γ); its nodes are the configu-
rations of R, that is, all words that can be derived from win, and it has an
a-labeled edge from node w to node w′ if, and only if, w a7−→
R
w′. Consider
w ∈ L(R) and a derivation pi : w
a07−→
R
w1
a17−→
R
· · ·wn−1
an−1
7−−→
R
w′ of n rewriting
steps in R. Since pi also constitutes a path from w to w′ in GR, we will also
call pi an R-path. Its trace is the word a0 · · · an−1 ∈ Γ∗.
As an example, consider the infix rewriting system R1 = ({a, b, #}, {a, b},
{# ֒
a
−→ a#, # ֒ b−→ #b}, #). The graph GR1 generated by R1 is isomorphic to the
infinite grid shown in Figure 2.1; every node (i, j) ∈ N2 is represented by the
word ai#bj.
As a second example, consider R2 = ({a, b, x, #}, {a, b, c},R, #a#) with R =
{a ֒ a−→ xa, xa ֒ b−→ bx, xb ֒ b−→ bx, #bxx ֒ c−→ #bx, #bx# ֒ c−→ #a#}. The graph generated
by R2 is depicted in Figure 2.2.
Rewriting systems can also be used to define languages of words. Given
a word rewriting system R = (Σ, Γ,R,win), we deploy the graph GR as an
infinite automaton, whose states are the configurations of R, whose initial
state is win, and whose transition relation is 7−→
R
. To complete the automaton,
we provide a set F ⊆ Σ∗ of final configurations. With F given, we call an
R-path pi : w
γ
7−→
R
 w′ accepting if w = win and w′ ∈ F. The trace language
defined by R and F is the set of all traces of accepting R-paths, that is,
L(R, F) := {γ ∈ Γ∗ | ∃w ∈ F : win
γ
7−→
R
 w} ⊆ Γ∗ .
As an example, consider the above rewriting systemR2, and let F = {#a#}.
It is easy to see that L(R2, F) = L∗ with L = {aibici | i > 0}. To recognize L
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#a#
#xa# #bx#
#xxa# #xbx# #bxx#
#xxxa# #xxbx# #xbxx# #bxxx#
...
...
a
a b
a b
a b
b
b b c
c
c
c
Figure 2.2 – The graph generated by R2
itself, we can transform this automaton by supplying a single new final node,
such as ##, and by replacing the rewriting rule #bx# ֒ c−→ #a# in R accordingly,
in this case by #bx# ֒ c−→ ##. The following picture shows the corresponding
graph.
#a# ##
#xa# #bx#
#xxa# #xbx# #bxx#
...
...
a
a b
a b b c
c
c
Chapter 3
Background Results on Rewriting
Systems and Associated Graphs
This chapter is concerned with the basic framework and motivation underly-
ing the thesis. As mentioned before, we study properties of rewriting systems,
with a focus on reachability properties.
Nowadays, reachability is one of the key issues in the field of verification
of infinite-state systems. The reachability problem dates back to a paper of
Axel Thue from 1910. In [Thu10], Thue introduced terms as trees in the sense
of current computer science, and he posed the problem whether, given a finite
rewriting system R and two terms t1 and t2, one can transform t1 into t2 by
a finite number of rewriting steps according to R. Only later in subsequent
papers, Thue turned his attention to words and (infix) rewriting systems over
words, which today are commonly referred to as Semi-Thue systems (or, with
symmetric rules, as Thue systems) to acknowledge this. He formulated the
word (or word-to-word reachability) problem as the question whether, given a
word rewriting system and words w1 and w2, one could derive w2 from w1
by a finite number of applications of rewriting rules (in short: w1 7−→ w2).
Even at that time, when there was no notion of undecidability of problems
yet, and in Hilbert’s spirit many believed that every problem was decidable,
Thue noted that the word problem in general might be of “unsurmountable
difficulty”.
The undecidability of the word problem was later sharpened to simpler
systems by Post [Pos43], who introduced the so-called canonical systems and
his famous tag systems. A survey on these is given in Section 3.1.
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On the other hand, cases were identified where the reachability problem
is decidable. The main result in this area is due to Büchi [Büc64] on prefix
rewriting systems, which we review in Section 3.3. He showed that
(∗) the set derivable from a regular set L by prefix rewriting is effectively
regular, that is, a description for this regular set can be effectively con-
structed from a description of L and of the rewriting system,
and used the easy fact that membership of a word in a regular set is decidable.
This approach was later extended by Büchi and Hosken [BH70] to rewrit-
ing systems allowing both prefix and suffix rewriting. Karhumäki, Kunc and
Okhotin [KKO06b] further provided some sharper results in this field. Sec-
tion 4.1 will offer an overview over these types of systems.
The decidability of the reachability problem via (∗) is only one of the gen-
eral approaches to establish decidability. As a sharper statement than (∗), a
much more direct connection between words u and v with u 7−→ v can be ob-
tained if one can prove that the derivation relation of a word rewriting system
is rational. In Chapters 4 and 5 we give examples where decidability can be
derived from this stronger condition.
Over the last decades, a number of different computation models and data
structures have been deployed to represent infinite graphs in some finite way.
The usual approach is to supply finite formalisms for describing a graph’s set
of nodes and for determining when two nodes should be connected via an
edge. Among these models are finite automata and pushdown automata, but
also trees.
In this chapter, we review several classes of infinite graphs that can be
described via some finite representation, and we will recall some of their re-
spective properties. After the survey in Section 3.1 on Post’s canonical systems
and Turing machines, Section 3.2 is devoted to the rather expressive classes
of automatic and rational graphs, where finite automata are used to capture
edge relations. In Section 3.3, we revisit the context-free and prefix recogniz-
able graphs, which are based on pushdown automata. In all these cases, nodes
are usually represented by finite words. Finally, we review the ground tree
rewriting graphs in Section 3.5, where nodes are represented by finite trees,
and where a particular rewriting formalism for trees is used to determine
edges between such nodes.
We will come back to the graph classes we describe in this chapter later on
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in Chapters 4 and 5, where other formalisms for finitely representing infinite
graphs are studied. In particular, we will determine the relationships between
these new classes and the ones of this chapter.
3.1 Post’s Canonical Systems and Turing Machines
Post’s Canonical Systems and Tag Systems. In 1943, Post [Pos43] published
a model of computation that he had been working on for some years by then.
Unlike Turing machines, which we will recall later on in this section, his canon-
ical systems are word rewriting systems without memory. Starting with a finite
set of finite words, languages of words can be generated by iteratively trans-
forming words according to a finite set of rules. Minsky [Min72] proposed
a simplified, but nonetheless equally expressive definition of such systems,
which were, in their original definition due to Post, more complex and also
allowed comparisons of words in elementary actions. We will refer to Min-
sky’s definition in the following.
A canonical system S = (Σ, I, P) consists of a finite alphabet Σ, a finite
set I ⊆ Σ∗ of initial words (also referred to as axioms), and a finite set P of
productions that allow to rewrite words from Σ∗ as follows. A production is
of the form
u0X1u1X2 · · ·Xnun −֒→ v0X f (1)v1X f (2) · · ·X f (m)vm ,
where f : {1, . . . ,m} → {1, . . . , n} is some total function, all Xi are variables,
u0, un, vj ∈ Σ∗ for all 0 ≤ j ≤ m, and ui ∈ Σ+ for all 0 < i < n. Such a
production can be applied to a word w ∈ Σ∗ if w = u0w1u1w2 · · ·wnun for
some wi ∈ Σ∗. In this case, every Xi is assigned the corresponding wi, and the
rule yields v0w f (1)v1w f (2) · · ·w f (m)vm.
It is worth noting that by choosing f accordingly, infixes of w can be re-
moved or duplicated (even more than once). Moreover, the rewriting process
is nondeterministic. To illustrate this, consider Σ = {a, b, c} and the produc-
tion aX1bX2c −֒→ X2X1X1. Then, emphasizing the fixed words ui for clarity,
w = aabbcc can be split up as aabbcc, yielding cabab, or as aabbcc, yielding
bcaa.
It is well known that Turing machines and Post’s canonical systems are
equally expressive. To simulate a Turing machine by a canonical system, we
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can consider the former’s tape inscription as a single word, where the ma-
chine’s state is embedded into the word at the position of the current symbol;
for this, of course, states and tape symbols need to be clearly distinguishable.
For instance, the word abq1cd may denote that the tape’s inscription is abcd,
q1 is the current state, and c is the symbol to be read in the next step. Then,
every transition step of the Turing machine is captured by an infix rewriting
production of the form X1uX2 −֒→ X1vX2, where u and v will always contain
a state symbol. As an example, a transition that reads a in state q1, changes to
state q2, writes b and moves to the right, would correspond to the production
X1q1aX2 −֒→ X1bq2X2. Rules of the form qX1 −֒→ qX1 or X1q −֒→ X1q can be
used to extend the word by blank symbols if required.
For the other direction, a result by Post [Pos43] can be applied. In his
normal form theorem, he showed that for every canonical system S = (Σ, I, P)
one can effectively construct a canonical system S′ = (Σ′, i, P′), where Σ ⊆ Σ′,
i is a single initial word, and P′ contains only productions of the form uX −֒→
Xv, such that the languages generated by S and by S′ (the latter restricted to
words from Σ∗) coincide. This means that to capture the expressive power
of canonical systems, it suffices to use auxiliary symbols and FIFO queues
which strictly alternate between reading (removing at the front) and inserting
(appending at the end), together with a global control linking the two actions.
It is easy to see how a Turing machine M would simulate such a canonical
system S in normal form. We may assume  6∈ Σ′, that is, we can always
bound the actual tape inscription (the finite part of the tape that M has been
working on) by  symbols. Choosing an applicable production uX −֒→ Xv
nondeterministically, M would only have to delete u from the beginning of
the actual tape inscription, say uw, by overwriting the corresponding cells
with  symbols, append v to the end of the inscription, and then move the
reading head back to the beginning of the new inscription wv to repeat the
process. Since S contains only finitely many productions, this requires only
finite memory for M. Moreover, M can check in every such cycle whether the
tape inscription contains only symbols from Σ; if this is the case, then M may
choose to halt at the beginning of the inscription, yielding wv as output.
A special variant of canonical systems in normal form are Post’s tag sys-
tems, which he began to study already in the 1920s. Such a system operates
iteratively and deterministically on words in the following way: depending on
the first letter a of a word w ∈ Σ∗, it appends a word f (a) to w for some total
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function f : Σ → Σ∗, and then removes the first m letters of the resulting word
for some fixed m. A prominent example is Post’s (00, 1101) problem, which
he mentioned in [Pos43]. In this problem, Σ = {0, 1}, m = 3, f (0) = 00, and
f (1) = 1101. As an example, 0011 is first rewritten to 100 and then to 1101.
The term tag system stems from the children’s game of tag. Originally,
a marker advancing m letters in every step was used to denote the current
position in a word instead of removing the first m letters. Since the words
appended were allowed to be of arbitrary lengths (in particular shorter or
longer than m), Post was studying the question whether, given a tag system
and an initial word, one could determine whether or not the marker would
catch up with the end of the word, or whether the system would become
periodic, that is, eventually repeat some finite sequence of words.
For the (00, 1101) problem, given the average length of 3 of these words
coinciding with m, it seems reasonable to assume that one should be able
to decide this question. However, the problem is still open, and it has been
shown to be undecidable for some other tag systems. In fact, Minsky showed
in [Min61] that tag systems are equivalent to Turing machines. This result was
improved by Cocke and Minsky [CM64], who showed that a deletion number
of m = 2 suffices for simulating Turing machines, and that this cannot be
improved further.
So even though tag systems are a rather simple formalism, they are too
powerful for further considerations, due to their inherent global control mech-
anism linking prefix deletion and suffix appending.
Turing Machines and the Halting Problem. In 1936, Turing [Tur36] pro-
posed an abstract computational model commonly referred to as Turing ma-
chines. Such a machine is equipped with finite memory and works on an
infinite one-dimensional tape that is divided into cells, each of which may
be labeled with a symbol from some finite alphabet (where unused cells are
labeled with a special blank symbol ). Starting on some initial cell, the
machine works by reading the current cell’s symbol and, depending on the
machine’s current state and the symbol read, by updating its memory, replac-
ing the current cell’s symbol, and moving one cell to the left or right. The
machine proceeds in this fashion either indefinitely or until a certain halting
state is reached, in which case the output of its computation is defined to be
the tape labeling from the current cell up to the first blank symbol to the right.
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There are a number of equally expressive computational models, perhaps
most notably the λ-calculus of Church [Chu32, Chu36], the recursive functions
as introduced by Kleene [Kle35], Gödel and Herbrand, and Post’s canonical
systems, which have been introduced earlier in this section. Due to this variety
of equivalent models, the Church-Turing thesis is generally assumed to be
correct, namely that every effectively calculable function (even though this is a
somewhat vague formulation) is a function computable by a Turing machine.
A fundamental problem of this expressiveness is that a number of inter-
esting problems over Turing machines are in general undecidable. One of the
most prominent problems of this kind is the halting problem for Turing ma-
chines: Given a Turing machine M, does M halt when started on the empty
tape? Turing proved in [Tur36] that there cannot be a single Turing machine to
decide this problem, that is, to accept the description of any Turing machine
M as input and to yield (by outputting, say, 1 or 0) whether or not M halts.
The benefit of this, however, is that the halting problem for Turing ma-
chines can be used to prove the undecidability of other problems. As an
example, we know that Turing machines and Post’s canonical systems are
equally expressive. It follows that the word-to-word reachability problem for
the latter is in general undecidable; otherwise, we could reduce the (undecid-
able) halting problem for Turing machines to the former and thus decide the
halting problem.
3.2 Automatic and Rational Graphs
In [KN94], Khoussainov and Nerode proposed several notions of automaton
representable structures. They generalized an approach by Hodgson [Hod83],
who had also used finite automata to define word relations (and hence rela-
tional structures over words). This led to the proof of decidability for inter-
esting first-order theories. In a different framework, such relations have also
been introduced already by Eilenberg, Elgot, and Shepherdson [EES69].
In the context of graphs, the general approach that was followed to repre-
sent an infinite graph G = (V, E) is to use words over some finite alphabet Σ
to represent the nodes of V, and finite automata to describe E.
As for the latter, such automata may be used in different ways to express
for a pair (u, v) of finite words that there is an edge from u to v. As an exam-
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ple, one could concatenate u and v (possibly separated by a special symbol)
and require the set of all words formed in this way to be regular.
The models studied by Khoussainov and Nerode, however, are much more
expressive and involve automaton models that allow to read u and v in paral-
lel rather than successively. We recall these models in the following.
Automatic Graphs. In [KN94], Khoussainov and Nerode studied a notion
of automaton representable structure where the underlying automaton model
requires that u and v be read synchronously. The automaton model behind
this approach may be pictured as either having a single or two separate read-
ing heads for processing an input. In the former case, pairs of letters of u and
v are read in every step; in the latter, the two words are read separately, but
the two heads are required to advance synchronously in every step.
If both words are of equal length, this is uncomplicated; otherwise, the
question arises how to proceed once the shorter word has been completely
read. For this, the convolution w1 ⊗ . . .⊗ wn of tuples (w1, . . . ,wn) ∈ (Σ∗)n of
words is defined as follows. Using a padding symbol @ 6∈ Σ, every wi shorter
than m = max{|wi| | 1 ≤ i ≤ n} is appended by the word @m−|wi|. This way,
we obtain a word w ∈ (Σ̂n)∗ with Σ̂ = Σ ∪ {@}, where the concatenation of
all ith components of w’s letters is exactly wi@m−|wi| for all 1 ≤ i ≤ n. As an
example, the convolution of ab and bbab over Σ = {a, b} is
ab⊗ bbab =
(
a
b
)(
b
b
)(
@
a
)(
@
b
)
∈ (Σ̂2)∗ .
We can then use normal finite automata over the alphabet Σ̂n to recognize
regular languages of such convolutions, and we call a relation R ⊆ (Σ∗)n
automatic if the language {w1 ⊗ . . .⊗ wn | (w1, . . . ,wn) ∈ R} is regular.
In this setting, a graph G = (V, (Eγ)γ∈Γ) is thus defined by a finite alphabet
Σ and automatic relations Eγ ⊆ (Σ∗)2 for all γ ∈ Γ, where V = {w ∈ Σ∗ |
∃w′ ∈ Σ∗,γ ∈ Γ : (w,w′) ∈ Eγ ∨ (w′,w) ∈ Eγ}. A graph is called automatic, if
it is (up to isomorphism) representable in this way.
Example 3.1. Consider the graph G = (V, (Eγ)γ∈Γ), with Σ = {a, b}, V = Σ∗,
Γ = {0, 1}, E0 = {(u, ua) | u ∈ Σ∗}, and E1 = {(uav, ubv) | u, v ∈ Σ∗}; that
is, E0 allows to append an a to a word, and with E1 we may replace an a
anywhere in a word by a b. The graph G is depicted in Figure 3.1; we use
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dotted lines for edges of E0 and solid lines for edges of E1. Note that G is
of finite, but unbounded degree, since every node w has an out-degree of
|w|a + 1 and an in-degree of at most |w|b + 1.
It is easy to see that G is automatic, that is, the convolutions of E0 and E1
are regular. To clarify the latter, the following NFAs over Σ̂2 recognize the re-
spective convolutions; again, note that σ/σ actually represents |Σ| transitions.
•for E0: •
σ/σ
@/a
•for E1: •
σ/σ
a/b
σ/σ
: edges of E0
: edges of E1
ε a
b
aa
ab
ba
bb
aaa
aab
aba
abb
baa
bab
bba
bbb
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
Figure 3.1 – The graph G of Example 3.1
Equivalently, automatic edge relations are also known under the term left-
synchronized, following studies of Elgot and Mezei [EM65] and Frougny and
Sakarovitch [FS93]. Such relations are recognized by transducers of a particu-
lar type that allow every accepting path to be split up in two parts. In the first
part, both reading heads proceed synchronously letter-by-letter, using transi-
tions with labels from Σ × Σ. After that, only one of the two reading heads
may actually read letters, which is accomplished by allowing rules with labels
from either Σ× {ε} or {ε} × Σ exclusively on the second part.
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It is obvious that the definitions of automatic and left-synchronized binary
word relations correspond closely; instead of reading an input symbol (σ,@)
or (@, σ) in the former case, a transducer would read (σ, ε) or (ε, σ), respec-
tively, in the latter case.
Automatic structures enjoy a number of nice properties. In particular,
Khoussainov and Nerode showed that we have the following result (see also
[Büc60, Hod83]).
Theorem 3.2. The FO(E) theory of an automatic graph is decidable.
On the other hand, the transition graphs of Turing machines are automatic
graphs, which is rather easy to see and shall be explained briefly in the follow-
ing. In Section 3.1, we have seen that Turing machines and Post’s canonical
systems are equally expressive. In particular, we have seen that every Turing
machine M can be simulated by a canonical system SM by encoding M’s con-
figurations (its state, tape inscription, and the position of the reading head)
as words. It is clear that the set of all such encoded configurations is regu-
lar; every word contains any number of tape symbols and exactly one state
symbol.
Recalling the productions of SM that simulate the transitions of M, we see
that every such production either adds a symbol  to the beginning or end of
a configuration w, or it replaces an infix u of w by some other word v; in the
latter case, u and v can be chosen to be of length at most three. This means
that the differences between any two configurations w and w′ are actually
quite local, if M can reach w′ from w with one transition; and it is not difficult
to create, for every such M-transition t, a finite automaton At recognizing the
set {w⊗ w′ | w,w′ encode M-configurations and t transforms w to w′}.
Hence, transition graphs of Turing machines are automatic. As a conse-
quence, we can reduce the halting problem for Turing machines to the reach-
ability problem for automatic graphs, which yields the following result.
Proposition 3.3. The word-to-word reachability problem of an automatic graph is in
general undecidable.
The theory of automatic structures was further developed by Blumensath
[Blu99] and Blumensath and Grädel [BG00, BG04]. To mention but a few of
their results in this field, they contributed a number of complexity results for
various fragments of the first-order logic, and they showed that the FO(∃ω)
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theory of every automatic structure is decidable, where ∃ω is an added quan-
tifier meaning “there are infinitely many”.
Automatic graphs can, of course, also be used to capture languages in
the usual way, if we equip them with a set of final vertices. Extending a
result of Morvan and Stirling [MS01] about the trace languages of rational
graphs, which we will recall in the following section, Rispal proved in [Ris02]
that the trace languages of automatic graphs are exactly the context-sensitive
languages; in particular, every such language is the trace of an automatic
graph together with a single final vertex.
Rational Graphs. Rational graphs form the most expressive class of graphs
considered in this thesis. The notion of rationality of relational structures
was first introduced by Khoussainov and Nerode [KN94], who defined asyn-
chronous automatic (or asynchronous automata presentable) structures. Such struc-
tures were further investigated by Morvan [Mor00], who introduced a general
notion of rational graphs and provided an automaton based as well as a more
structural characterization.
The term asynchronous automata representable already hints at the model de-
ployed to characterize such relational structures. Again, finite words over
some finite alphabet are used to represent nodes of graphs; but in contrast
to the automaton model used for capturing the edge relations in automatic
graphs, one uses transducers that may process pairs of words (and thus rep-
resentations of edges) asynchronously.
A rational graph G = (V, (Eγ)γ∈Γ) with edge labels in Γ is thus given by
a finite alphabet Σ and by rational edge relations Eγ ⊆ (Σ∗)2; for every γ ∈
Γ, one uses a transducer Tγ over Σ to capture the edge relation Eγ, that is,
(u,γ, v) is an edge of G if, and only if, (u, v) is recognized by Tγ. The node set
V is again the set {w ∈ Σ∗ | ∃w′ ∈ Σ∗,γ ∈ Γ : (w,w′) ∈ Eγ ∨ (w′,w) ∈ Eγ}.
Example 3.4. Consider the infinite graph G of Figure 2.2. To show that G
is rational, we can specify the edge relations Ea, Eb and Ec by appropriate
transducers Ta, Tb and Tc, which are shown in Figure 3.2. Again, we can use
G as an infinite automaton. If we choose #a# as initial and final node, then
this automaton recognizes the context-sensitive language {aibici | i ∈ N}∗.
The expressive power of this approach of course has its drawbacks. In
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•Ta: • •
#/#x
x/x
a#/a#
•Tb: • •
• •
#/#
x/x
xa#/bx#
xb/bx
x/x
x#/x#
•Tc: • •
#bxx/#bx
#bx#/#a#
x/x
#/#
Figure 3.2 – Transducers for Example 3.4
particular, Morvan showed the following result by a reduction of the Post-
Correspondence-Problem.
Theorem 3.5 ([Mor00]). The FO(E) theory of a rational graph is in general unde-
cidable.
By the same type of reduction, Morvan also proved the following.
Theorem 3.6 ([Mor00]). The word-to-word reachability problem of a rational graph
is in general undecidable.
This also follows from Proposition 3.3 and the fact that every automatic
graph is rational, the latter of which follows easily from the respective defini-
tions.
Rational graphs were studied further by Morvan and Stirling [MS01]; as
announced in the previous section on automatic graphs, they showed the fol-
lowing result about the trace languages of rational graphs.
Theorem 3.7 ([MS01]). The trace languages of rational graphs are exactly the context-
sensitive languages.
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This result was later extended to the classes of automatic and the so-called
synchronous graphs by Rispal [Ris02]; a summary on this is given in [MR05].
A further refinement of these results was given by Carayol and Meyer [CM06];
in particular, they studied the families of trace languages of rational graphs
for several combinations of structural properties (concerning the out-degree
and the number of initial vertices of such graphs) and restrictions of the un-
derlying transducer models.
3.3 Pushdown and Prefix Recognizable Graphs
Prefix Rewriting Systems. Following the work of Post [Pos43] on canonical
systems, and in particular the special variant of tag systems, Büchi studied
another type of canonical systems in [Büc64] which he called regular systems;
nowadays, such systems are usually referred to as prefix rewriting systems. Such
systems are of the form R = (Σ, Γ,R), where Σ and Γ are finite alphabets, and
R ⊂ Σ∗ × Γ× Σ∗ is a finite set of rewriting rules. The Γ-labeled rules from R
are used to rewrite prefixes of words over Σ: a rule (u, a, v) ∈ R (also denoted
by u ֒ a−→ v) is applicable to every word uw for w ∈ Σ∗, and the rewriting yields
vw, which we denote by uw a7−→ vw. The rewriting relation is thus RΣ I.
Büchi showed in [Büc64] that given any finite set L ⊆ Σ∗ of words (the
“axioms”), the language derivable from L (the set of “theorems”) by iteratively
applying rules of R is effectively a regular language, that is, a corresponding
automaton for the derived language can be computed. Moreover, this also
holds if L is a general regular set of words, rather than just a finite one.
In the theory of infinite-state system verification, the “saturation method”
(for the transformation of finite automata) has been applied for this purpose
(see e. g. [Sal88, CDGV94, EHRS00]). The idea behind this method is to suc-
cessively add new transitions to a finite automaton of a special form that,
initially, recognizes a language L. Transitions are added in such a way that
words which can be derived according to R from words already accepted by
the automaton will also be accepted.
The strongest result in this field is due to Caucal [Cau90]. He showed
that the derivation relation induced by a prefix rewriting system is a rational
relation, and he provided an effective procedure to derive a corresponding
transducer from a given prefix rewriting system.
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Prefix rewriting systems may also be used to generate labeled transition
graphs. Given such a rewriting system R as above and a word w ∈ Σ∗, the
graph GR(w) contains precisely those nodes w′ that can be derived from w
by applying rules from R iteratively, and there is an a-labeled edge between
nodes w1 and w2 if w1
a
7−→ w2. A prefix rewriting graph is one that is isomorphic
to such a graph GR(w).
From the definition and with Büchi’s result, it is clear that the reachability
problem for prefix rewriting graphs is decidable. Given a corresponding
rewriting system R and an initial word w, the set of all nodes reachable from
some node w1 of GR(w) according to R is a regular language L(R,w1). A
node w2 is thus reachable from w1 in GR(w) if, and only if, w2 ∈ L(R,w1).
Pushdown Graphs. Pushdown automata extend the usual finite automata
on words by adding an extra storage capacity accessible in a LIFO (last in,
first out) order (cf. e. g. [Sal73]). Such an automaton is a structure A =
(Q,Σ, Γ,∆, q0,Z0, F), with a finite set Q of states, initial state q0, a set of final
states F ⊆ Q, finite input and stack alphabets Σ and Γ, an initial stack symbol
Z0 ∈ Γ, and a finite set ∆ ⊆ Q× Σ× Γ× Γ∗ ×Q of transitions. Configurations
of A are pairs from Q× Γ∗; the initial configuration of A is (q0,Z0). A tran-
sition (q, a, z,γ, q′) is applicable to every configuration (q, zw) with w ∈ Γ∗; it
reads the input symbol a and yields the configuration (q′,γw); we denote this
step by (q, zw) a7−→ (q′,γw).
The transition graph GA of such an automaton A is defined in the usual
way. It consists of all configurations that can be reached from A’s initial
configuration by applying ∆ iteratively, and it has an a-labeled edge between
two configurations c and c′ if c a7−→ c′. A word from Σ∗ is accepted by A if it is
the trace of some path in GA from (q0,Z0) to some configuration from F× Γ∗.
A pushdown graph (also context-free graph [MS85]) is one that is isomorphic
to the transition graph GA of some pushdown automaton A. Consequently,
pushdown graphs are always of bounded degree.
Pushdown automata are well known to capture exactly the context-free
languages. As a typical example of such a language, let us consider L =
{anbcn | n > 0}. One pushdown automaton recognizing L is AL = ({0, 1, 2},
{a, b, c}, {Z,Z0},∆, 0,Z0, {2}) with ∆ = {(0, a,Z0,ZZ0, 0), (0, a,Z,ZZ, 0),
(0, b,Z, ε, 1), (1, c,Z, ε, 1), (1, c,Z0, ε, 2)}. Its transition graph is depicted in Fig-
ure 3.3.
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(0,Z0) (0,ZZ0) (0,ZZZ0) (0,ZZZZ0) · · ·
· · ·(1,ZZZ0)(1,ZZ0)(1,Z0)(2, ε)
a a
b
a
b
a
b
cccc
Figure 3.3 – The transition graph of AL
Caucal noted in [Cau92] that every pushdown automaton may alterna-
tively be viewed as a particular form of prefix rewriting system. With disjoint
Q and Γ, configurations of a pushdown automaton as defined above are then
simply words from QΓ∗, and applying a transition (q, a, z,γ, q′) to a configu-
ration qzw with w ∈ Γ∗ corresponds to rewriting the prefix qz to q′γ.
It is interesting to note the difference between rewriting steps in this set-
ting and in the case of normal prefix rewriting systems. In the latter case,
prefixes of arbitrary length may be rewritten, whereas one is restricted to
rewriting exactly two symbols (state and topmost stack symbol) in the case of
pushdown automata. Intuitively, one might thus assume that prefix rewriting
systems can be used to generate more than just pushdown graphs. However,
Caucal showed in [Cau92] that the classes of pushdown graphs and of prefix
rewriting graphs coincide.
A further characterization of pushdown graphs was given by Muller and
Schupp in [MS85], which does not depend on a formalism defining such
graphs, but rather describes their structures. Their approach is based on the
fact that every pushdown graph G is rooted: it contains a designated root ver-
tex r (the initial configuration of a corresponding pushdown automaton) from
which all other vertices are reachable. Furthermore, one defines the distance
between two nodes u and v in such a graph as the minimal length of a path
between u and v, where edges may be traversed in both directions.
If for some n ∈ N one deletes all nodes of a pushdown graph G with
distance less than n to its root node r, one is left with a number of connected
components. These subgraphs are called ends of G, and every such end has
a front, which consists of all vertices with distance n to r. Two such ends are
isomorphic if there is a graph isomorphism between them that maps front
vertices to front vertices.
Example 3.8. Consider the pushdown graph G of Figure 3.3. Its ends for n =
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0, 1, 2, 3 are shown in Figure 3.4; node labels have been omitted for simplicity,
and the corresponding front nodes are encircled.
n = 0: • • • • · · ·
· · ·••••
a a
b
a
b
a
b
cccc
n = 1: • • • · · ·
· · ·••••
a
b
a
b
a
b
cccc
n = 2: • • · · ·
· · ·••••
a
b
a
b
cccc
n = 3: • · · ·
· · ·•••
a
b
cc
Figure 3.4 – The ends of the pushdown graph G of Figure 3.3
For every n ≥ 4 just one end of G remains, and every such end is iso-
morphic to the infinite end of the case n = 3. This means that we have five
isomorphism classes of such ends.
The structural characterization of Muller and Schupp [MS85] states that a
rooted graph of finite degree is a pushdown graph if, and only if, it has only
finitely many isomorphism classes of ends.
With this result in mind, let us review the graph GR2 of Figure 2.2. Its
ends for n = 0, 1, 2, 3 are shown in Figure 3.5 (with front nodes encircled), and
it is easy to see that this graph has infinitely many isomorphism classes of
ends, as the sizes of the corresponding fronts increase. Therefore, GR2 is not
a pushdown graph.
It is well known that pushdown automata recognize precisely the context-
free languages. The following result is therefore clear.
Proposition 3.9. The trace languages of pushdown graphs are exactly the context-free
languages.
Furthermore, pushdown graphs enjoy a number of good algorithmic prop-
erties. In the context of this thesis, the following is of particular interest.
Proposition 3.10. The reachability problem for pushdown graphs is decidable.
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Figure 3.5 – The ends of the graph GR2 of Figure 2.2
This follows from the fact that the classes of pushdown and of prefix
rewriting graphs coincide, and from the results of Büchi [Büc64], whereby pre-
fix rewriting preserves regularity. A more efficient algorithm for this problem,
following the so-called saturation method, has been developed in [EHRS00]. We
recall this method in the next section. Muller and Schupp proved the follow-
ing even stronger result.
Proposition 3.11 ([MS85]). The MSO theory of a pushdown graph is decidable.
Prefix Recognizable Graphs. We have seen that prefix rewriting systems of
the form R = (Σ, Γ,R) can be used to generate prefix rewriting graphs (and
equivalently pushdown graphs); nodes are represented by words from Σ∗,
and the finite set R of rules determines the edges between such nodes.
A natural way to extend this model is to allow recognizable relations R ⊆
Σ∗ × Γ× Σ∗ instead of finite ones. This means that R contains a finite number
of rules of the form (U, a,V), where U and V are now regular languages
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over Σ instead of words. Such a rule is applicable to every word uw for
u ∈ U and w ∈ Σ∗, and the rewriting may yield vw for every v ∈ V. A
graph is prefix recognizable, if it is isomorphic to the graph GR(w) generated
by such a rewriting system R together with a word w. Consequently, prefix
recognizable graphs are in general of unbounded degree.
Prefix recognizable graphs were first introduced by Caucal in [Cau96]. By
their respective definitions, it is clear that the class of prefix recognizable
graphs properly includes the class of pushdown graphs. Nonetheless, pre-
fix recognizable graphs enjoy the same algorithmic properties as pushdown
graphs. In particular, Caucal showed the following.
Proposition 3.12 ([Cau96, Cau03]). The MSO theory of a prefix recognizable graph
is decidable.
Moreover, it is well known that the traces of prefix recognizable graphs
are exactly the context-free languages, so in this respect, prefix recognizable
graphs and pushdown graphs are equally expressive. There are further dif-
ferent characterizations of prefix recognizable graphs. Among other things,
such graphs can be MSO-interpreted in the infinite binary tree, and they can
also be represented via graph grammars. Blumensath [Blu01] has given a nice
overview.
3.4 Digression: The Saturation Method for
Pushdown Systems
In this section, we recall the frequently mentioned saturation method for
pushdown systems (see e. g. [Sal88, CDGV94, EHRS00]). A pushdown sys-
tem is a structure P = (Q, Γ,∆) with a finite set Q of states, a finite stack
alphabet Γ, and a finite set ∆ ⊆ Q× Γ× Q× Γ∗ of transition rules, which we
write in the form qa −֒→ q′v. As such, a pushdown system is basically a push-
down automaton without the features required to recognize formal languages
(that is, an input alphabet, an initial state, a set of final states, and an initial
stack symbol). A pushdown system is in normal form, if for every rule of the
form qa −֒→ q′v it holds that |v| ≤ 2.
A configuration of P is a word qw ∈ QΓ∗, where the first letter of w
represents the top symbol of the stack of P . Rules from ∆ are used for prefix
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rewriting on the configurations of P ; that is, we write qw 7−→
P
q′w′ if there
are a rule qa −֒→ q′v ∈ ∆ and a γ ∈ Γ∗ such that w = aγ and w′ = vγ.
The other notations from Chapter 2 carry over. The configuration graph of
P is the graph with node set QΓ∗ and an edge between nodes qw and q′w′ if
qw 7−→
P
q′w′.
The saturation method for pushdown systems can be used to construct,
from the definition of some regular configuration set C ⊆ QΓ∗, a definition of
the configuration set 7−→
P
 (C), if P is in normal form. For this construction,
we need a special form of NFA to represent C. This automaton is of the form
A = (P, Γ,Q,∆A, F) with finite state set P ⊇ Q, the set Q of initial states, a
set F ⊆ P of final states, the finite input alphabet Γ, and a transition relation
∆A ⊆ P × Γ × P, such that A accepts, from an initial state q ∈ Q, exactly
those words w ∈ Γ∗ such that qw ∈ C. Furthermore, A must not contain any
transitions to states from Q.
The input for the saturation algorithm is a pushdown system P = (Q, Γ,∆)
and a special NFA A = (P, Γ,Q,∆A, F) as above with L(A) = C ⊆ QΓ∗. We
then proceed as follows.
1. We set A0 := A and i := 0;
2. For each rule r : qa −֒→ q′bc we add a new state r and a transition (q′, b, r)
to A0;
3. We then repeat the following saturation steps until no more transitions
can be added:
(a) if there is a rule qa −֒→ q′ ∈ ∆ and a path Ai : q
a
−→ s, then we add the
transition (q′, ε, s) to Ai;
(b) if there is a rule qa −֒→ q′b ∈ ∆ and a path Ai : q
a
−→ s, then we add
the transition (q′, b, s) to Ai;
(c) if there is a rule r : qa −֒→ q′bc ∈ ∆ and a path Ai : q
a
−→ s, then we
add the transition (r, c, s) to Ai;
(d) after that, we set i := i + 1;
4. Finally, we set A′ := Ai.
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The output of the algorithm is the saturated NFA A′ that recognizes the lan-
guage 7−→
P
 (L(A)). Since the number of transitions that can be added to A is
finite, the algorithm terminates. For the correctness proof see e. g. [EHRS00].
3.5 Ground Tree Rewriting Graphs
Ground tree rewriting (GTR) systems have been studied intensively in [Löd03].
They allow to substitute subtrees of finite ranked trees by other finite trees ac-
cording to given rules. Ranked trees are finite ordered trees over some ranked
alphabet A which determines the labels and numbers of successors of nodes
in a tree. TA denotes the set of all finite trees over a given ranked alphabet
A. We will denote trees in term notation, where a(t1, . . . , tn) represents a tree
with n-ary root node a whose subtrees are represented by the terms t1, . . . , tn.
A GTR system is a structure R = (A,Σ,R, tin), where A is a finite ranked
alphabet, Σ is an alphabet to label rewriting rules, R is a finite set of rewriting
rules of the form s ֒σ−→ s′, where σ ∈ Σ and s, s′ ∈ TA, and tin ∈ TA is the
initial tree. Intuitively, a rule s ֒σ−→ s′ may be applied to a tree t ∈ TA if s
is a subtree of t. Applying the rule yields a tree that is obtained from t by
replacing one occurrence of the subtree s by s′; we denote this by t σ7−→
R
t′. The
other notations of Chapter 2 carry over analogously. In the case of regular
GTR systems, rules are of the form S ֒σ−→ S′ with regular S, S′ ⊆ TA, allowing
to replace an occurrence of some tree from S by any tree from S′. A graph is a
(regular) GTR graph if it is isomorphic to the graph generated by a (regular)
GTR system. Similarly, a language L ⊆ Σ∗ is a (regular) GTR trace language,
if there is a (regular) GTR system R together with a regular set F ⊆ TA of
trees such that L = L(R, F).
Example 3.13. Consider the GTR system R = (A, {0, 1},R, #(a, b)), with A2 =
{#}, A1 = {c}, A0 = {a, b}, A = (Ai)i≤2, and R = {a ֒
0
−→ c(a), b ֒ 1−→ c(b)}.
The graph generated by this GTR system is isomorphic to the infinite grid of
Figure 2.1. Every node (i, j) corresponds to the tree #(c(· · · c︸ ︷︷ ︸
i
(a)), c(· · · c︸ ︷︷ ︸
j
(b))),
that is, we use two unary branches of lengths i + 1 and j + 1 to represent the
vertex (i, j) in the infinite N×N grid.
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Example 3.14. The GTR graph we consider next will be of use in Sections 4.2
and 5.2 and is adopted from [Löd03]. Let R = (A, {0},R, a) with A2 = {b},
A1 = ∅, A0 = {a}, A = (Ai)i≤2, and R = {a ֒
0
−→ b(a, a)}. GR, as shown in
Figure 3.6, is a good example of a graph with an unbounded out-degree. Note
that every node at distance n from the root node a has out-degree n + 1.
a b(a, a)
b(b(a, a), a)
b(a, b(a, a))
b(b(b(a, a), a), a)
b(b(a, b(a, a)), a)
b(b(a, a), b(a, a))
b(a, b(b(a, a), a))
b(a, b(a, b(a, a))) · · ·
· · ·
· · ·
· · ·
· · ·
Figure 3.6 – The graph GR of Example 3.14
Example 3.15. Consider the alphabet Σ = {0, 1, 2} and L = {w ∈ Σ∗ | |w|0 =
|w|1 = |w|2}. Löding showed in [Löd03] that L is a GTR trace language.
Let us briefly review the idea behind this. We choose R = (A,Σ,R, d) with
A2 = { f }, A1 = Σ, A0 = {c, d}, A = (Ai)i≤2, and R = {d ֒
i
−→ f (i(c), d), c ֒ i−→
i(c) | i ∈ Σ}. To recognize L, we require R to build up trees of the form
f
t1 f
t2 f
tn d
such that every subtree tj is a unary branch ending in a leaf c and containing
every σ ∈ Σ exactly once. This is a condition that can be captured by a
nondeterministic tree automaton A, that is, A accepts exactly those trees of
the above form that contain the same number of 0, 1 and 2 nodes. Hence, we
have L = L(R, L(A)).
With Example 3.13 and Proposition 2.3, it follows that the MSO theory of a
GTR graph is in general undecidable. On the other hand, Dauchet and Tison
showed the following.
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Proposition 3.16 ([DT90]). The FO(E, E∗) theory of a (regular) GTR graph is de-
cidable.
Remember that in the FO(E, E∗) theory, the graph signature is extended
by a symbol E∗ for the closure of the edge relation E.
Another problem concerning reachability was also studied in [Löd06]. The
“universal reachability problem” is the question whether every path from a
given vertex v eventually reaches a vertex in a given regular (tree) set T. Lö-
ding showed that this problem is in general undecidable for GTR graphs.
Since we will be able to carry over this result later on, let us briefly review
the essentials of the proof. It uses trees with two unary branches to repre-
sent those parts of a Turing machine’s tape inscription that are to the left and
right, respectively, of the machine’s reading head. As an example, the Turing
configuration a1 · · · akqbl · · · b1 is represented by the tree #(X(a1(· · · (ak))),
X(b1(· · · (bl(q))))), where the X symbols represent the two ends of the ma-
chine’s tape space actually in use.
It is clear that to simulate the steps of a Turing machine, several tree rewrit-
ing rules will have to be used. As an example, if the machine is to take a step
to the left, then the symbol ak will have to be transferred to the bottom of
the right branch. Since only modifications of entire subtrees are possible, this
requires some guessing of symbols to erase or add at the ends of the two
branches, and the question arises how to ensure that we always guess cor-
rectly. Fortunately, one can define regular sets of trees that capture all trees
originating from simulations gone wrong at some point. It is further straight-
forward to capture all trees representing a halting configuration (by requiring
the presence of a stop state). With these two regular tree languages, it is
possible to reduce the halting problem for Turing machines to the universal
reachability problem for GTR graphs, which is therefore undecidable.
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Chapter 4
Mixed Prefix / Suffix Rewriting
In his concluding remarks in [Büc64], Büchi mentions that his results on pre-
fix rewriting systems carry over easily to suffix rewriting systems. He notes
however that more investigation is required to prove the stronger claim that
systems allowing both prefix and suffix rewriting rules generate only regu-
lar languages from a finite set of words. This conjecture was later proved by
Büchi and Hosken in [BH70], where they extended Büchi’s research on prefix
rewriting systems to combining prefix and suffix rewriting in a nondetermin-
istic manner.
A system of such form may be viewed as a combination of two stacks
“glued” together at their respective bottoms. If the two stacks are represented
by finite words w1 and w2, then in the new system we are operating on the
word w = w1wR2 , where w
R
2 is w2 reversed. An operation on w1 thus corre-
sponds to a prefix operation on w, while suffix operations on w are used to
simulate operations on w2. It is further of interest whether or not we use a
special symbol to separate the two stacks in w. If such a symbol is not used,
then clearly either stack may, by appropriate operations, also access the bot-
tommost symbols of the other stack, once its own stack has been completely
consumed. This mode of operation reminds rather strongly of queues. We
must therefore refrain from allowing a global control for such systems, that
is, it must not be possible to enforce particular sequences of prefix and suffix
rewriting steps (such as strictly alternating between the two types). If we were
to allow such a control, then it would be straightforward to simulate queues
and thus to obtain the full power of Turing machines. And even if we were
to cleanly separate the two stacks by an extra symbol, a global control would
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still give us the same expressive power. Hence, a mixed prefix/ suffix rewrit-
ing system can be viewed as two stacks that operate independently, except
for a certain form of shared memory, or as one process allowed to access a
two-sided queue in a nondeterministic fashion.
In this chapter, we reviewmixed prefix/ suffix rewriting systems and some
of the results known about them, in particular concerning their derivation
relations and the languages that can be generated by such systems. Fur-
thermore, we will give a brief overview over some of their model-checking
properties and study their transition graphs in comparison with the classes
of graphs introduced in Chapter 3. We will also determine that the classes
of trace languages of such systems are strictly between the context-free and
the context-sensitive languages. Finally, we will briefly discuss some exten-
sions of mixed prefix/ suffix rewriting systems and their respective expressive
powers.
4.1 Mixed Prefix / Suffix Rewriting Systems
A (regular) mixed prefix/suffix rewriting (MPSR) system is a structure R =
(Σ, Γ, P, S,win), where Σ and Γ are finite alphabets, win ∈ Σ∗ is an initial word,
and P and S are finite (resp. recognizable) subsets of Σ∗ × Γ× Σ∗. Rules from
P and S are used for prefix and suffix rewriting respectively, that is, given
configurations w,w′ of R, we write w r:a7−→
R
w′ if there is some x ∈ Σ∗ and
either
• a prefix rule r = (u, a, v) ∈ P such that w = ux and w′ = vx, or
• a suffix rule r = (u, a, v) ∈ S such that w = xu and w′ = xv.
The other notations from Chapter 2 carry over. Furthermore, we call a graph
G = (V, (Eγ)γ∈Γ) a (regular) MPSR graph, if there is a (regular) MPSR system
R = (Σ, Γ, P, S,win) such that G and GR are isomorphic. Similarly, a language
L ⊆ Γ∗ is a (regular) MPSR trace language , if there is a (regular) MPSR system
R as above together with a regular set F ⊆ Σ∗ such that L = L(R, F).
Example 4.1. Consider the MPSR system R1 = ({a, b, #}, {0, 1}, P, S, #) with
P = {ε ֒ 0−→ a} and S = {ε ֒ 1−→ b}. The graph GR1 generated byR1 is the infinite
grid shown in Figure 4.1.
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#bb
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· · ·
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0
0
0
0
0
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1
1
1
1
1
1
1
1
1
Figure 4.1 – The infinite grid generated by R1
Let us extendR1 to the regular MPSR systemR2 = ({a, b, #}, {0, 1}, P, S, #)
with P = {ε ֒ 0−→ a∗} and S = {ε ֒ 1−→ b∗}. The graph GR2 generated by R2
contains GR1 , and in addition every node is also connected to itself and to
every other node in the same row or in the same column of the grid with
larger distance to the initial node #. Alternatively, representing the set of
nodes of GR2 by N ×N with a
i#bj represented by (i, j), every node (i, j) is
connected to every (i′, j) with i′ ≥ i by a 0-labeled edge, and to every (i, j′)
with j′ ≥ j by a 1-labeled edge.
Example 4.2. As an example of an MPSR trace language, consider some finite
alphabet Γ, and for u, v ∈ Γ∗ let sh(u, v) := {u0v0 · · · ukvk | k ∈ N, ui, vi ∈
Γ∗, u = u0 · · · uk, v = v0 · · · vk} be the set of all possible ways to “shuffle”
u and v. It is easy to show that L =
⋃
w∈Γ∗ sh(w,w), the set of all words
over Γ “shuffled into themselves”, is an MPSR trace language. For this, let
RL = (Γ, Γ, P, S, ε) with P = {(ε, a, a) | a ∈ Γ} and S = {(a, a, ε) | a ∈ Γ}. The
idea behind the construction is as follows. RL works on an (initially empty)
queue, whose head is to the right. When reading a word w ∈ Γ∗ shuffled into
itself, every one of its letters can either belong to its first or its second “copy”,
which RL needs to guess correctly. In the former case, the letter is added to
the queue (from the left) by a prefix rule. In the latter case, it is consumed
from the queue (at the right) by a suffix rule. The queue ensures that all letters
of w and its copy are read in a correct order. It is obvious that whenever the
queue is empty, a word w has been put into the queue with prefix rules, and w
has been read from the queue with suffix rules. Therefore, choosing F = {ε},
we obtain L = L(RL, F).
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In some situations, it will also make sense to border an MPSR system
R = (Σ, Γ, P, S,win). We do this by choosing an extra symbol $ 6∈ Σ to mark
the beginning and end of configurations. The bordered R is then the MPSR
system R′ = (Σ ∪ {$}, Γ, P′, S′, $win$), with P′ = {($u, a, $v) | (u, a, v) ∈ P}
and S′ = {(u$, a, v$) | (u, a, v) ∈ S}. Note that since P and S are finite
(resp. recognizable), so are P′ and S′. It is obvious that L(R′) = $L(R)$, that
GR and GR′ are isomorphic, and that, given some regular F ⊆ Σ∗, we have
L(R, F) = L(R′, $F$).
In the following, we will study MPSR systems from the various perspec-
tives mentioned in Chapter 1. For this, we will first examine the languages that
are generated by MPSR systems, as well as determine several model-checking
properties of graphs generated by MPSR systems. In Sections 4.2 and 4.3, we
will focus on the classes of graphs and of trace languages of MPSR systems.
Languages Generated by MPSR Systems
In [BH70], Büchi and Hosken considered unlabeled MPSR systems with finite
sets P and S of rules. They proved, as a special case of a more general state-
ment [BH70, Theorem 2], that only regular languages can be derived from
finite sets of words by applying prefix and suffix rewriting rules in arbitrary
order, and that corresponding finite automata recognizing these languages
can be effectively constructed.
This result was strengthened considerably by Karhumäki, Kunc and Ok-
hotin in [KKO06b], where they considered unlabeled regular MPSR systems
with recognizable relations P, S of rewriting rules instead of finite ones. They
refer to this mode of rewriting words as two-sided rewriting. It was shown in
[KKO06b] that when combining prefix and suffix rewriting in this way, the
corresponding derivation relation is still rational (thereby extending the result
of Caucal [Cau90] on prefix rewriting), and therefore such systems preserve
regularity of languages. Since this result is an important basis for further
considerations, we restate it here.
Theorem 4.3 ([KKO06b]). The derivation relation 7−→
R
 of every regular MPSR
system R is rational.
The proof of Theorem 4.3 makes use of the fact that regular MPSR systems
preserve regularity of languages, which too was proved in [KKO06b].
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It is interesting to review the original proof for the latter claim. The idea
behind it is to extend the alphabet Σ by special letters −→a and←−a for all a ∈ Σ,
denoting an a removed from the left (−→a ) respectively right (←−a ) end of a word.
It can then be proved that starting from a regular set of initial words, the set of
“computation histories”, where rewriting steps are represented by adjoining
the corresponding auxiliary letters instead of actually removing symbols, is
again regular. Further, using the congruence −→a a = a←−a = ε, one can show
that every such history of a word’s derivation is equivalent to the word itself.
Since the congruence itself can be shown to preserve regularity of languages,
so does every mixed prefix/ suffix rewriting system.
We will see later in Section 5.4 that also the saturation method as known
for pushdown systems can be adapted to prove this claim.
Recalling Proposition 2.1, Theorem 4.3 implies that we can only derive
regular sets of words from the initial word of a regular MPSR system R, and
this would also hold if we were to allow regular sets of initial words instead
of a single one.
Corollary 4.4. For every regular MPSR system R, the language L(R) is regular.
Model-Checking Properties of MPSR Systems
As stated in Chapter 1, the reachability problem is a central problem in the
verification of infinite-state systems. The following result is a direct conse-
quence of Corollary 4.4.
Corollary 4.5. The word-to-word reachability problem is decidable for every regular
MPSR system.
The idea for a decision procedure is obvious. Given a regular MPSR system
R with initial word win and two words u and v, v is reachable from u if, and
only if, v ∈ L(R′), where R′ is R, but with initial word u instead of win.
The next result clarifies some model-checking properties of (regular) MPSR
graphs, which will be of use in Section 4.2.
Proposition 4.6. The following are in general undecidable:
(a) the FO(E, E∗) theory of an MPSR graph;
(b) the FO(E) theory of a regular MPSR graph;
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(c) the MSO theory of an MPSR graph;
(d) the universal reachability problem for an MPSR graph.
Proof.
(a) This is a direct consequence of a very intriguing result by Kuske [Kus06],
which states that the Σ4-fragment of the first-order theory of Σ
∗ to-
gether with the infix relation ⊑= {(u, v) | u is an infix of v} on Σ∗
is undecidable, if Σ contains at least two elements. Let us therefore
consider the MPSR system R = (Σ, {0}, P, S, ε), with |Σ| ≥ 2, and
P = S = {(ε, 0, a) | a ∈ Σ}. Then the infix relation on Σ∗ is the transitive
closure of 7−→
R
. Consequently, the FO(E, E∗) theory of an MPSR graph
is in general undecidable.
(b) In the case of regular MPSR systems, we do not even require the transi-
tive closure of 7−→
R
to obtain the infix relation. So consider R as above,
but this time with P = S = {(ε, 0,w) | w ∈ Σ∗}. Then already 7−→
R
(2)
yields the infix relation on Σ∗.
(c) Since MPSR systems allow to generate the infinite two-dimensional grid
(see Figure 4.1), this follows directly from Proposition 2.3.
(d) We can easily transfer the undecidability result on universal reachability
from GTR systems (cf. Section 3.5) to MPSR systems here. Recall that the
proof idea for GTR systems was to use trees with two unary branches to
represent the inscription of a Turing machine’s tape. We can adapt this
idea by simply combining the two branches into a single word, with
a separator between the left and right part. As an example, the tree
#(X(a1(· · · (ak))),X(b1(· · · (bl(q))))) representing the Turing configura-
tion a1 · · · akqbl · · · b1 would correspond to the word ak · · · a1#b1 · · · blq,
with # separating the two “branches”. The rest of the proof is then
entirely analogous.
In view of the previous result, it is remarkable that a converse simulation of
MPSR systems by GTR systems cannot work. This is clarified by the fact that
the FO(E, E∗) theory of an MPSR graph is in general undecidable, whereas it
is decidable for a GTR graph by Proposition 3.16, and it shows that there is an
essential difference between
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• the “multiple stack” model that is inherent in ground tree rewriting
(when a collection of unary branches is used as a list of stacks, with
leaves as the top symbols of stacks), and
• the mixed prefix/ suffix rewriting model, where two stacks are easily
simulated, but where an internal information flow between the two sides
is possible.
4.2 Graphs of MPSR Systems
In this section, we will take a closer look at the graphs generated by MPSR
systems. In particular, we will study the relationships between the classes
of MPSR graphs and the graph classes introduced in Chapter 3. Let us first
review the hierarchy of the latter.
Theorem 4.7 (see [Tho02]). The classes of pushdown graphs, prefix recognizable
graphs, automatic graphs, and rational graphs form, in this order, a strictly increasing
inclusion chain.
It is also known from Löding [Löd03] that the classes of GTR and regu-
lar GTR graphs comprise the classes of pushdown and of prefix recognizable
graphs respectively. Furthermore, the classes of GTR and of prefix recogniz-
able graphs are incomparable with respect to inclusion.
In the following, we will identify the positions of the classes of MPSR and
of regular MPSR graphs in this hierarchy; the corresponding results are shown
in Figure 4.2. For this, we deploy a number of straightforward results on the
properties of graphs of (regular) MPSR systems, the most obvious of which is
summed up in the following remark.
Remark 4.8. Nodes of MPSR graphs are always of bounded out-degree, since
the set of rules of an MPSR systems is finite, and rewriting can only occur at
the beginning or end of a word. The nodes of regular MPSR graphs however
are in general of unbounded out-degree, which is demonstrated by the graph
GR2 on page 47.
Another helpful result is the following observation.
Proposition 4.9. If a regular MPSR graph G is of finite degree, then G is an MPSR
graph.
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Proof. Let R = (Σ, Γ, P, S,win) be a regular MPSR system such that GR and
G are isomorphic. We will show that if G is of finite degree, then there is an
MPSR system R′ such that GR′ ≡ G. For this, we examine why and how we
can turn every prefix rule r : U ֒ a−→ V with regular U,V ⊆ Σ∗ into a finite set
of MPSR rules of the form u ֒ a−→ v, with u, v ∈ Σ∗, if G is of finite degree. The
case of suffix rules is entirely analogous.
If U or V is empty, then we can completely omit the rule r. If U and V are
finite, then we can replace the rule r by the finite set {(u, a, v) | u ∈ U, v ∈ V}
of MPSR rules. If V is infinite, then there is no configuration w ∈ L(R) to
which r can be applied (that is, no word in L(R) has a prefix in U); otherwise,
the node w would be of infinite out-degree, which contradicts the finite degree
of G. Hence, we can omit a rule of this type.
Finally, suppose that U is infinite, but V is finite. In this case, if the rule r
is applicable at all, it must hold that the set Uapp := {u ∈ U | ∃w ∈ Σ∗ : uw ∈
L(R)} of words from U which are actually prefixes of words in L(R) is finite.
In this case, we can again replace r by the finite set {(u, a, v) | u ∈ Uapp, v ∈ V}
as above.
To prove thatUapp must indeed be finite, let us assume the contrary, and let
A1,A2 be NFAs with state sets Q1 and Q2 respectively such that L(A1) = U
and L(A2) = L(R). Since Uapp is infinite, there is a word u ∈ Uapp with
|u| > |Q1||Q2|, and there is a w ∈ Σ∗ such that uw ∈ L(R). Consider some
accepting runs of A1 on u and of A2 on uw.
A1 : p0 · · · pi · · · pj · · · p|u|︸ ︷︷ ︸
u
A2 :
︷ ︸︸ ︷
q0 · · · qi · · · qj · · · q|u|
w︷ ︸︸ ︷
· · · q|uw|
It is clear that p|u| and q|uw| are final states in the respective automata. Fur-
thermore, since |u| > |Q1||Q2|, there are positions 0 ≤ i < j ≤ |u| in
these runs such that pi = pj and qi = qj. Hence, we can split up u as
u = u1u2u3, and the runs are of the form A1 : p0
u1−→ pi
u2−→ pi
u3−→ p|u| and
A2 : q0
u1−→ qi
u2−→ qi
u3−→ q|u|
w
−→ q|uw|. Using pumping, it is obvious that
u1uk2u3 ∈ U and also u1u
k
2u3w ∈ L(R) for all k ∈ N. But then every node
vw with v ∈ V can be derived from u1uk2u3w for all k ∈ N, and hence every
such node vw is of infinite (in-)degree. This, however, contradicts the finite
degree of G.
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Together with the model-checking properties of MPSR graphs determined
above, we now have almost everything to add the classes of MPSR graphs and
of regular MPSR graphs to the hierarchy of Theorem 4.7. Let us first settle the
easier inclusions.
Proposition 4.10.
(a) Every MPSR graph is a regular MPSR graph, but not vice versa.
(b) Every pushdown graph is an MPSR graph, but not vice versa.
(c) Every prefix recognizable graph is a regular MPSR graph, but not vice versa.
Proof. With Remark 4.8 about the out-degrees of such graphs in mind, it is ob-
vious that (a) holds. By definition, MPSR systems are obviously a generaliza-
tion of pushdown automata, which yields the inclusion in (b). The strictness
of this inclusion follows from Propositions 3.11 and 4.6 about the decidability
and undecidability of the MSO theories of such graphs, respectively. Finally,
(c) follows by the same argument as (b) together with Proposition 3.12.
For the next two results, some more effort is required.
Proposition 4.11. Every MPSR graph is an automatic graph, but not vice versa.
Proof. By definition, a graph G is an MPSR graph, if there is an MPSR system
R = (Σ, Γ, P, S,win) with G ≡ GR = (L(R), (
a
7−→
R
)a∈Γ). To show that G is
also automatic, it suffices to prove that every relation
a
7−→
R
is automatic. Hence,
for every a ∈ Γ, we must capture the convolution of the rewriting relation
a
7−→
R
⊆ PΣ · I ∪ I · SΣ by a finite automaton. This reduces to showing that the
sets Pa⊗ = {uw⊗ vw | (u, a, v) ∈ P ∧ w ∈ Σ
∗} and Sa⊗ = {wu⊗ wv | (u, a, v) ∈
S ∧ w ∈ Σ∗} are regular.
It is clear how an automaton ASa⊗ recognizing S
a
⊗ will work. ASa⊗ will
read pairs (b, b) ∈ Σ × Σ of equal letters to capture the prefix w ∈ Σ∗, un-
til it chooses to read one of the at most |S| many convolutions u ⊗ v with
(u, a, v) ∈ S. For each of these convolutions, a single appropriate path of
length max{|u|, |v|} suffices, so Sa⊗ is regular.
An automaton APa⊗ recognizing P
a
⊗ will require some more (but still finite)
memory. It will first choose to read one of the at most |P| many convolutions
u⊗ v with (u, a, v) ∈ P and proceed simultaneously up to the kth letter of u
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and v, where k = min{|u|, |v|}. If |u| = |v|, it will then continue to read pairs
(b, b) of letters as above to capture the suffix w. If |u| 6= |v|, then some more
work is required. We only consider the case that |u| < |v|; the other case is
analogous. After reading the first k letters of u and v, APa⊗ will read the last
m = |v| − |u| letters of v, but at the same time start reading the first m letters
of w. It therefore needs to remember and update an infix of length at most m
in every following step, and to verify that the letters read after v conform to
what is read after u. In total, this requires additional memory exponential in
the maximal difference of lengths of left and right hand sides of rules of P. It
follows that Pa⊗ is regular, too.
To show that not every automatic graph is an MPSR graph, recall that
MPSR graphs are of bounded out-degree, while automatic graphs are in gen-
eral of unbounded out-degree, as is visible in the graph of Figure 3.1.
Proposition 4.12. Every regular MPSR graph is a rational graph, but not vice versa.
Proof. A graph G is a regular MPSR graph, if there is a regular MPSR system
R = (Σ, Γ, P, S,win) with G ≡ GR = (L(R), (
a
7−→
R
)a∈Γ). As in the proof of
Proposition 4.11, we only have to show that the edge relations
a
7−→
R
are rational
for all a ∈ Γ.
It is easy to see how a transducer Ta over Σ will accept exactly the words
(uw, vw) and (wu,wv) from a7−→
R
. If Ta chooses to capture a prefix rule U ֒
a
−→ V,
it will first read words u ∈ U and v ∈ V, asynchronously and in any desired
order, in its respective components, and then synchronously read the common
suffix w. If a suffix rule of the same form is to be captured, then Ta will first
read the common prefix w synchronously, whereupon u ∈ U and v ∈ V are
read asynchronously, again in any order. Hence,
a
7−→
R
is rational for every
a ∈ Γ.
As for the converse, consider the graph G of Figure 3.1, which is automatic
and thus also rational, and of unbounded, but finite degree. Recalling Propo-
sition 4.9, a regular MPSR graph of finite degree is already an MPSR graph.
But since G is of unbounded degree, it cannot be an MPSR graph. Therefore,
G is a rational graph, but not a regular MPSR graph.
The last result required to complete the hierarchy is again straightforward.
Proposition 4.13. The following are incomparable with respect to inclusion:
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(a) the classes of MPSR and of prefix recognizable graphs;
(b) the classes of regular MPSR and of automatic graphs;
(c) the classes of (regular) MPSR and of (regular) GTR graphs.
Proof.
(a) By Proposition 4.6, the MSO theory of an MPSR graph is in general
undecidable, whereas it is decidable for a prefix recognizable graph by
Proposition 3.12; hence, the class of MPSR graphs is not included in the
class of prefix recognizable graphs. On the other hand, MPSR graphs
are always of bounded out-degree, whereas the out-degree of prefix
recognizable graphs is in general unbounded.
(b) By Proposition 4.6, the FO(E) theory of a regular MPSR graph is in
general undecidable, whereas it is decidable for an automatic graph
by Theorem 3.2; therefore, the class of regular MPSR graphs is not in-
cluded in the class of automatic graphs. On the other hand, the graph
G of Figure 3.1 is automatic, but not a regular MPSR graph, as already
mentioned in the proof of Proposition 4.12.
(c) By Proposition 4.6, the FO(E, E∗) theory of a (regular) MPSR graph is
in general undecidable, but it is decidable for a (regular) GTR graph by
Proposition 3.16; consequently, the classes of (regular) MPSR graphs are
not included in the classes of (regular) GTR graphs. On the other hand,
consider the GTR graph GR of Example 3.14 as shown in Figure 3.6,
which is of finite, but unbounded degree. With Proposition 4.9, if GR
was a regular MPSR graph, then it would even be an MPSR graph; but
this is impossible, since the latter are always of bounded out-degree.
Hence, GR is not a (regular) MPSR graph.
We conclude this section by recapitulating the above results and summa-
rizing them in the first major result of this chapter.
Theorem 4.14. The hierarchy of the classes of graphs discussed above is as shown
in Figure 4.2. An arrow from class A to class B denotes A  B, and a missing
path between two classes denotes their incomparability with respect to inclusion. A
dotted line between two classes denotes the fact that their relationship is still an open
problem.
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: strict inclusion
: relationship still open
Pushdown Prefix recognizable Automatic Rational
MPSR regular MPSR
GTR regular GTR
Figure 4.2 – (Regular) MPSR graphs in the hierarchy of Theorem 4.7
4.3 Trace Languages of MPSR systems
In this section, we will study the classes of (regular) MPSR trace languages.
As we have seen in Propositions 4.10 and 4.12, every pushdown graph is also
an MPSR graph, and every regular MPSR graph is rational. Together with
Proposition 3.9 and Theorem 3.7 about the trace languages of pushdown and
rational graphs, respectively, and with the definition of (regular) MPSR trace
languages, this shows immediately that the classes of these languages are
somewhere in between the context-free and the context-sensitive languages.
More precisely, every context-free language is an MPSR trace language, and
every regular MPSR trace language is context-sensitive.
With the following two theorems, we will show that both inclusions are
indeed strict. This is the second major contribution of this chapter. We start
with the easier one of these claims.
Proposition 4.15. The class of MPSR trace languages properly includes the class of
context-free languages.
Proof. With the previous remarks, it only remains to show that there is an
MPSR trace language that is not context-free. For this, consider Γ = {a, b, c, d}
and the language L = {w ∈ Γ∗ | |w|a = |w|b ∧ |w|c = |w|d}.
It is easy to see that L is an MPSR trace language: we simply use the
two ends of words generated in the rewriting process as separate stacks, and
we deploy an additional symbol to mark the bottoms of both stacks. Hence,
let RL = (Γ ∪ {♮}, Γ, P, S, ♮) with P = {(♮, a, a♮), (a, a, aa), (♮, b, b♮), (b, b, bb),
(a, b, ε), (b, a, ε)}, and similarly S = {(♮, c, ♮c), (c, c, cc), (♮, d, ♮d), (d, d, dd),
(c, d, ε), (d, c, ε)}. With F = {♮}, it is obvious that L = L(RL, F).
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It is also easy to see that L is not context-free. For this, we recall the well-
known pumping lemma for context-free languages: If L is context-free, then
there is some n ∈ N, such that for all z ∈ L with |z| > n there is a factorization
z = uvwxy with vx 6= ε, |vwx| ≤ n and uviwxiy ∈ L for all i ≥ 0. Suppose
there is such an n, and consider the word z = ancnbndn ∈ L. Then in every
possible such factorization of z, vwx will either be a block of only as, cs, bs
or ds, or it will be a word of the form akcℓ, ckbℓ or bkdℓ, due to the condition
|vwx| ≤ n. Also, due to vx 6= ε, at least one letter of such a block will be
erased in z′ = uv0wx0y. But then z′ 6∈ L, since |z′|a 6= |z′|b or |z′|c 6= |z′|d.
Therefore, L is not context-free.
We now come to the more involved of the two separations. The following
theorem shows that there is a context-sensitive language which is not a regular
MPSR trace language.
Theorem 4.16. The language L = {anbncn | n ≥ 0} is not a regular MPSR trace
language.
Before we start the proof, some more notation is required. Let R =
(Σ, Γ, P, S,win) be a bordered regular MPSR system with bordering symbol
$, and let pi : w0
r0:a07−−→ w1
r1:a17−−→ w2 · · ·
rk−1:ak−1
7−−−−−→ wk be a derivation with trace
a0 · · · ak−1 ∈ Γ∗ and configurations wi ∈ Σ∗.
In the following, we will need the notion of unsynchronized rewriting steps
in a derivation. Intuitively, two rewriting steps ri, rj with i < j are unsynchro-
nized if
• one of them is a prefix and the other one a suffix rewriting step, and
• the prefix and suffix rewriting steps in between (and including) ri and rj
do not “overlap”, that is, there is no letter in wi that is touched by both
prefix and suffix rewriting steps in this derivation segment.
So let us formalize what it means that some part of a word w is un-
touched by rewriting rules in some part of a derivation. For this, we define
a mapping Zpi to associate the configurations wi of the derivation pi to pairs
(mpi,i, npi,i) ∈ Z × Z. Basically, we map every wi to the Z-axis, such that
rewriting wi will keep the untouched letters at the same positions between
mpi,i and npi,i. This in turn allows us to identify the positions (via numbers)
up to and including which letters were affected by prefix or suffix rewriting
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steps. We will denote these positions by paipi(wi) and saipi(wi) respectively,
the prefix and suffix access indices of wi in pi, and we define them and Zpi as
follows for all 0 ≤ i < k:
• Zpi(w0) = (0, |w0| − 1);
• if wi = $uw$ and wi+1 = $vw$ for some prefix rule $u ֒
a
−→ $v, and
Zpi(wi) = (m, n), then
– paipi(wi) = m + |u| − 1,
– saipi(wi) = +∞, and
– Zpi(wi+1) = (m + |u| − |v|, n);
• if wi = $wu$ and wi+1 = $wv$ for some suffix rule u$ ֒
a
−→ v$, and
Zpi(wi) = (m, n), then
– paipi(wi) = −∞,
– saipi(wi) = n− |u|+ 1, and
– Zpi(wi+1) = (m, n− |u|+ |v|).
Example 4.17. Consider the regular MPSR system R = ({a, b}, Γ, P, S,win),
where Γ is an arbitrary singleton (and thus irrelevant in this example), win =
abb, P = {p1 : ε −֒→ a∗, p2 : a∗b∗ −֒→ ε}, and S = {s1 : ε −֒→ b∗, s2 : a∗b∗ −֒→ ε}.
The following table shows an example derivation pi starting from w0 = win,
together with the respective mappings Zpi, paipi and saipi for all intermediary
configurations.
applied rule wi −2 −1 0 1 2 3 4 5 Zpi(wi) paipi(wi) saipi(wi)
w0 a b b (0, 2) −1 +∞p1 : ε −֒→ a2 w1 a a a b b (−2, 2) −∞ 3s1 : ε −֒→ b w2 a a a b b b (−2, 3) −2 +∞p2 : a −֒→ ε w3 a a b b b (−1, 3) −∞ 4s1 : ε −֒→ b2 w4 a a b b b b b (−1, 5) −∞ 3s2 : b3 −֒→ ε w5 a a b b (−1, 2) 1 +∞p2 : a2b −֒→ ε w6 b (2, 2) − −
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For every 0 ≤ i < k, the prefix and suffix access index of wi tell us up to
(and including) which position in wi letters will be affected by the rewriting
step ri. If wi is rewritten by a prefix rewriting rule in a derivation pi, then
all its letters at positions > paipi(wi) are not touched in the corresponding
rewriting step. In the case of a suffix rewriting step, this holds for all letters
of wi at positions < saipi(wi).
We now associate every rewriting step ri used in a derivation to the con-
figuration wi to which it is applied. This way, we can formalize the notion of
unsynchronized rewriting steps by supplying an appropriate notion of being
unsynchronized for the associated configurations. We call two configurations
wi,wj with i < j unsynchronized, if
(−∞ < paipi(wi) < saipi(wj) < +∞ ∨ −∞ < paipi(wj) < saipi(wi) < +∞)
∧ −∞ < max
i≤k≤j
{paipi(wk)} < mini≤k≤j
{saipi(wk)} < +∞ .
Note that this is a stronger condition than requiring the existence of some
particular infix that appears in all intermediate configurations on the way
from wi to wj. Note also that if wi and wj with i < j are unsynchronized, then
all configurations wk and wl with i ≤ k, l ≤ j are either both prefix or both
suffix rules, or they are unsynchronized.
Conversely, two rewriting steps (and hence the corresponding configura-
tions) in a derivation are synchronized if both are either prefix or suffix rewrit-
ing steps, or if there is an “overlapping” of rewriting rules somewhere in
between these steps, that is, some proper infix of a configuration generated by
a prefix rewriting step is modified by a suffix rewriting step, or vice versa.
For the proof of Theorem 4.16, the following two results are helpful. The
first one shows that we can swap the order of two successive unsynchronized
rewriting steps in a derivation without otherwise changing the derivation be-
fore or after this swap.
Lemma 4.18. Let R = (Σ, Γ, P, S,win) be a regular MPSR system, and let pi :
w0
r0:a07−−→ · · ·
ri−1:ai−1
7−−−−−→ wi
ri :ai7−−→ wi+1
ri+1:ai+1
7−−−−−→ wi+2
ri+2:ai+2
7−−−−−→ · · ·
rk−1:ak−1
7−−−−−→ wk be
an R-path such that wi and wi+1 are unsynchronized. Then there are a configuration
w and an R-path pi′ : w0
r0:a07−−→ · · ·
ri−1:ai−1
7−−−−−→ wi
ri+1:ai+1
7−−−−−→ w
ri :ai7−−→ wi+2
ri+2:ai+2
7−−−−−→
· · ·
rk−1:ak−1
7−−−−−→ wk.
Proof. LetR and pi be as in Lemma 4.18. We further assumeR to be bordered,
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with bordering symbol $. Since wi and wi+1 are unsynchronized, we have
ri ∈ P ⇔ ri+1 ∈ S. We only consider the case that ri ∈ P and ri+1 ∈ S; the
other case is analogous. This means that ri = $u ֒
ai−→ $v and ri+1 = u′$ ֒
ai+1
−−→ v′$
such that wi = $uw$, wi+1 = $vw$ = $w′u′$, and wi+2 = $w′v′$ for some
w,w′ ∈ Σ∗.
Furthermore, we have paipi(wi) < saipi(wi+1), hence there is a common
maximal infix w′′ (possibly ε) of wi and wi+1 which is not touched by these
two rules. So in fact we have wi = $uw′′u′$ and wi+2 = $vw′′v′$, and with
w = $uw′′v′$ we obtain the desired derivation segment wi
ri+1:ai+1
7−−−−−→ w
ri :ai7−−→
wi+2, which in turn yields pi′.
The next result concerns the accepting derivations of a regular MPSR sys-
tem with respect to some regular set F. It considers the case that in every
accepting derivation only either prefix or suffix rules are used, except for a
bounded number of steps at the beginning and at the end of the derivation.
We will see that in this case we may as well restrict ourselves completely to
only prefix (or equivalently suffix) rewriting, as the resulting trace language
is context-free.
Lemma 4.19. Let R = (Σ, Γ, P, S,win) be a regular MPSR system, and let F ⊆ Σ∗
be regular. If there is a d ∈ N such that for every accepting R-path pi : win
r0:a07−−→
w1
r1:a17−−→ · · ·
rk−1:ak−1
7−−−−−→ wk ∈ F with k > 2d it holds that either ri ∈ P for all
d ≤ i < k− d or ri ∈ S for all d ≤ i < k− d, then L(R, F) is effectively context-
free.
Proof. Consider R = (Σ, Γ, P, S,win) and F as above, and suppose that there is
a d ∈ N as in Lemma 4.19.
A nondeterministic pushdown automaton A recognizing the trace lan-
guage L(R, F) will have to simulate all derivations from win to F. It will use Σ
as part of its stack alphabet, Γ as its input alphabet, and it can be constructed
as follows.
Since the set of traces of length ≤ 2d of derivations from win to F is fi-
nite and thus regular, A can choose to accept any one of these traces at the
beginning.
Furthermore, there are only finitely many trace prefixes α of length at most
d, where every letter a of α is generated by applying a rule of the form U ֒ a−→ V
from P or S, of which there are only finitely many. The sets of configurations
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generated successively this way are always regular (recall that 7−→
R
is rational).
Therefore, using Proposition 2.1, for every such trace prefix α the set Cpα of
all configurations that are reachable from win with a derivation with trace α is
effectively regular, and we can construct NFAs C
p
α and C
p
α without ε-transitions
that recognize the sets Cpα and (C
p
α)
R, respectively.
Analogously, there are only finitely many trace suffixes β of length at most
d, each of them associated with a regular set Csβ of configurations from which
F can be reached with a derivation with trace β, and with corresponding NFAs
Csβ and C
s
β that recognize C
s
β and (C
s
β)
R, respectively.
Hence, A can guess a trace prefix α as above at the beginning, and it can
also guess whether the rules applied “in the middle” of a derivation will be
either all from P or all from S. A can then read α without using its stack, and
afterwards, depending on the second choice made at the beginning, create a
corresponding configuration γ ∈ Cpα on the stack. This must be done in such a
way that the resulting top symbol of the stack is the leftmost (resp. rightmost)
letter of γ, if only rules from P (resp. S) will be used in the middle part of the
derivation. For this, A simulates an accepting run of C
p
α (resp. C
p
α ) in such a
way that A itself does not read any input symbols, but instead pushes every
input symbol “read” by C
p
α (resp. C
p
α ) onto the stack of A.
From this point on, A simulates only rules from either P or S, reading the
corresponding input letters, until it guesses that there are at most d rewriting
steps left in the derivation. It then checks whether there is some trace suffix
β as above such that the remaining stack content (excluding a bottom-of-stack
symbol) is a word from Csβ (resp. (C
s
β)
R, if only rules from S have been used).
This can be done by emptying the stack while using the removed letters as
inputs for Csβ (resp. C
s
β). If these automata are in a final state once the stack
has been cleared, A reads β without using the stack and then ends in a final
state.
Now we have everything to prove Theorem 4.16.
Proof of Theorem 4.16. Suppose that L = {anbncn | n ≥ 0} is a regular MPSR
trace language, that is, there are a regular MPSR system R = (Σ, {a, b, c}, P,
S,win) and a regular set F ⊆ Σ∗ such that L = L(R, F).
Then for every d ∈ N, there must be infinitely many accepting R-paths
pi : win
r0:a07−−→ w1
r1:a17−−→ · · ·
rk−1:ak−1
7−−−−−→ wk ∈ F with k > 2d, such that there are
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i, j ∈ N with d ≤ i < j < k − d and ri ∈ P ⇔ rj ∈ S. If this were not the
case, then L(R, F) would be context-free by Lemma 4.19, whereas L is not
context-free.
We can even find infinitely many such derivations for every d with ap-
propriate i and j such that ai 6= aj. For instance, ri might be a suffix rule
contributing to the a-block of some word alblcl, and rj would then be a prefix
rule used in its b- or c-block.
Suppose that in one such accepting R-path pi the corresponding wi and
wj are unsynchronized. Then using Lemma 4.18, we can iteratively swap all
rewriting rules between and including ri and rj while keeping the respective
order of the prefix and of the suffix rewriting steps; that is, we can move all
corresponding prefix rewriting steps behind the suffix rewriting steps, or vice
versa. For instance, if the prefix rules p1, p2 ∈ P and the suffix rule s1 ∈ S are
used between ri ∈ S and rj ∈ P in the derivation segment wi
ri :ai7−−→ w′1
p1:a
7−−→
w′2
p2:b
7−−→ w′3
s1:c7−−→ wj
rj :aj
7−−→ wj+1, then there is also a derivation wi
p1:a
7−−→ w1
p2:b
7−−→
w2
rj :aj
7−−→ w3
ri :ai7−−→ w4
s1:c7−−→ wj+1. But then there is an accepting R-path pi′
whose trace contains aj before ai, so this trace is in L(R, F), but not in L.
Hence, in every such derivation wi and wj (and therefore ri and rj) must
be synchronized. Then, we can also find i′ and j′ with i ≤ i′ < j′ ≤ j and
ri′ ∈ P ⇔ rj′ ∈ S such that ri′ and rj′ are synchronized, and there is no
overlapping of prefix and suffix rewriting steps in between; that is, for all
i′ ≤ i′′, j′′ ≤ j′ with ri′′ ∈ P ⇔ rj′′ ∈ S and i′ 6= i′′ or j′ 6= j′′ the rules ri′′
and rj′′ are unsynchronized. By using the iterative swapping according to
Lemma 4.18 as above, we obtain an accepting derivation of the same length
where rule ri′ is applied immediately before rj′ .
As a consequence, there are, for every d ∈ N, infinitely many accepting R-
paths with traces longer than 2d that reach, after more than d rewriting steps,
and more than d steps before the end of the derivation, some configuration
w where a prefix rule is applied and immediately followed by a suffix rule
(or vice versa), such that the two overlap. We will now show that there is
a particular d0 such that for every accepting R-path longer than 2d0 of this
form, we can find alternative R-paths from win to w and from w to F that are
shorter than d0. This way, we will obtain accepting R-paths whose traces are
not in L.
To clarify the existence of d0, let us first restrict ourselves to MPSR systems;
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in the following, P and S are thus finite. Note that for every ri, rj with ri ∈
P ⇔ rj ∈ S, there are only finitely many configurations w to which ri and
then rj can be applied in such a way that the two applications overlap. More
precisely, all these configurations are shorter than the sum of the lengths of
the left hand sides of ri and rj, as there must be a position in w that is affected
by both rules.
Let C be the (finite) set of all such configurations for all appropriate ri, rj
that are reached in some accepting derivation of R. For every configuration
w ∈ C, let −→m w be the smallest length of a derivation win 7−→ w, and let
←−m w
be the smallest length of a derivation w 7−→ F. We set
d0 := max{
−→m w,
←−m w | w ∈ C}+ 1 .
Because C is finite, there is an acceptingR-path that reaches at least one w ∈ C
after more than d0 rewriting steps, and more than d0 steps before the end of
the derivation; otherwise, by Lemma 4.19, L(R, F) = L would be context-
free. This means that there are x, y ∈ Γ∗ with |x|, |y| ≥ d0 + 1 such that
win
x
7−→ w
y
7−→ F. By the definition of d0, there are also words x′, y′ ∈ Γ∗ with
|x′|, |y′| ≤ d0 − 1 such that win
x′
7−→ w
y′
7−→ F. Hence, there are also accepting
R-paths win
x
7−→ w
y′
7−→ F and win
x′
7−→ w
y
7−→ F. But the number of as (resp. bs
and cs) in xy is at least ⌈ 23(d0 + 1)⌉, whereas it is at most ⌊
2
3(d0 − 1)⌋ in x
′y′.
Therefore, neither xy′ nor x′y is a word in {anbncn | n ≥ 0}, which contradicts
our initial assumption.
In the case of regular MPSR systems, the set C, which contains precisely
those configurations on accepting R-paths to which a prefix and successively
a suffix rule (or vice versa) may be applied such that the two rules overlap, is
in general not finite. Hence, the above argument does not carry over immedi-
ately. We can, however, define and deploy a number of equivalence relations
on Σ∗ that will again allow us to find a d0 such that we can shorten some
accepting R-paths unduly.
First, though, we need to recall the syntactic congruence on words. For
a given finite alphabet Σ and a language L ⊆ Σ∗, the syntactic congruence
≈L⊆ Σ
∗ × Σ∗ is defined as
w ≈L w
′ :⇔ ∀σ, σ′ ∈ Σ∗ : σwσ′ ∈ L↔ σw′σ′ ∈ L .
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We also recall that if L is regular, then ≈L has finite index (that is, a finite
number of equivalence classes). Furthermore, for a word w ∈ Σ∗ and L as
above, we denote by L−1w the set {v | ∃u ∈ L : w = uv}, and by wL−1 the set
{v | ∃u ∈ L : w = vu}.
In the following, p will denote a prefix rule from P of the form U ֒ a−→ V (of
which there are finitely many), and similarly s will denote a suffix rule from S
of the form X ֒ b−→ Y. All equivalence relations will be defined for a given pair
of rules p and s.
The first type of relation to be introduced identifies words w,w′ ∈ Σ∗, if
the sets of words derivable from w and w′ using p and then s with overlapping
as the first two rewriting steps coincide. Formally, we define ∼1p,s⊆ Σ
∗ × Σ∗
as
w ∼1p,s w
′ :⇔ for every ≈X -class Z : U
−1w ∩ Z 6= ∅ ↔ U−1w′ ∩ Z 6= ∅ .
Intuitively, w ∼1p,s w
′ means that if we can delete a U-prefix from w and
obtain a word z in a particular ≈X-class Z, then we can also delete a (possibly
different) U-prefix from w′ and obtain a word z′ in the same class Z. From the
definition, it is clear that ∼1p,s is reflexive, symmetric and transitive and thus
an equivalence relation for all p and s.
Let w ∼1p,s w
′, and consider an application of p and s on w. This yields
the derivation w = uw3
p:a
7−−→
R
w1w2w3
s:b
7−→
R
w1y, where u ∈ U, w3 ∈ U−1w,
w1w2 ∈ V, w2w3 ∈ X, and y ∈ Y. We will now show that we can derive w1y
from w′ using p and s, too. Since w ∼1p,s w
′, there is a w′3 ∈ U
−1w′ in the
same ≈X-class as w3. Hence, w′3 is such that w
′ = u′w′3 for some u
′ ∈ U, and
σw3σ′ ∈ X ↔ σw′3σ
′ ∈ X for all σ, σ′ ∈ Σ∗. In particular, choosing σ′ = ε,
we have σw3 ∈ X ↔ σw′3 ∈ X for all σ ∈ Σ
∗. With w2w3 ∈ X, it follows
that w2w′3 ∈ X. This yields a derivation w
′ = u′w′3
p:a
7−−→
R
w1w2w′3
s:b
7−→
R
w1y.
Therefore, every word derivable from w using p and then s with overlapping
as the first two rewriting steps is also derivable from w′ in the same fashion.
The next type of relation is defined analogously for the case that s is
applied immediately before p with overlapping. Formally, we define ∼2s,p⊆
Σ∗ × Σ∗ as
w ∼2s,p w
′ :⇔ for every ≈U -class Z : wX
−1 ∩ Z 6= ∅ ↔ w′X−1 ∩ Z 6= ∅ .
4.3. Trace Languages of MPSR systems 65
Again, consider an application of s and p on w. This yields the derivation
w = w1x
s:b
7−→
R
w1w2w3
p:a
7−−→
R
vw3, where x ∈ X, w1 ∈ wX−1, w2w3 ∈ Y,
w1w2 ∈ U, and v ∈ V. Now consider w′ with w ∼2s,p w
′, so there is a w′1 ∈
w′X−1 such that w′ = w′1x
′ for some x′ ∈ X, and σw1σ′ ∈ U ↔ σw′1σ
′ ∈ U
for all σ, σ′ ∈ Σ∗. With σ = ε, it holds that w1σ′ ∈ U ↔ w′1σ
′ ∈ U for
all σ′ ∈ Σ∗. Therefore, w′1w2 ∈ U follows from w1w2 ∈ U, which yields
a derivation w′ = w′1x
′ s:b7−→
R
w′1w2w3
p:a
7−−→
R
vw3. Consequently, every word
derivable from w using s and then pwith overlapping as the first two rewriting
steps is also derivable from w′ in the same way.
The third type of relation identifies words w,w′ ∈ Σ∗, if from every word
from which w is derivable, using p and then s with overlapping as the last two
rewriting steps, also w′ is derivable. Formally, we define ∼3p,s⊆ Σ
∗ × Σ∗ as
w ∼3p,s w
′ :⇔ for every ≈V -class Z : wY
−1 ∩ Z 6= ∅ ↔ w′Y−1 ∩ Z 6= ∅ .
So consider a derivation uw3
p:a
7−−→
R
w1w2w3
s:b
7−→
R
w1y = w, where u ∈ U,
w1w2 ∈ V, w2w3 ∈ X, w1 ∈ wY−1, and y ∈ Y. We will show that we can also
derive every w′ with w ∼3p,s w
′ from uw3 in the same manner. Considering
such a w′, there is a w′1 ∈ w
′Y−1 such that w′ = w′1y
′ for some y′ ∈ Y,
and σw1σ′ ∈ V ↔ σw′1σ
′ ∈ V for all σ, σ′ ∈ Σ∗. With σ = ε, it holds that
w1σ′ ∈ V ↔ w′1σ
′ ∈ V for all σ′ ∈ Σ∗. From w1w2 ∈ V follows w′1w2 ∈ V,
which yields a derivation uw3
p:a
7−−→
R
w′1w2w3
s:b
7−→
R
w′1y
′ = w′. Hence, from every
word from which w is derivable in the mentioned way, also w′ is derivable.
The last type of relation is again defined analogously for the case that s is
applied immediately before p with overlapping. Formally, we define ∼4s,p⊆
Σ∗ × Σ∗ as
w ∼4s,p w
′ :⇔ for every ≈Y -class Z : V
−1w ∩ Z 6= ∅ ↔ V−1w′ ∩ Z 6= ∅ .
Consider a derivation w1x
s:b
7−→
R
w1w2w3
p:a
7−−→
R
vw3 = w, where x ∈ X, w2w3 ∈
Y, w1w2 ∈ U, w3 ∈ V−1w, and v ∈ V. Now consider w′ with w ∼4s,p w
′, hence
there is a w′3 ∈ V
−1w′ such that w′ = v′w′3 for some v
′ ∈ V, and σw3σ′ ∈ Y ↔
σw′3σ
′ ∈ Y for all σ, σ′ ∈ Σ∗. With σ′ = ε, it holds that σw3 ∈ Y ↔ σw′3 ∈ Y for
all σ ∈ Σ∗. Again, from w2w3 ∈ Y follows w2w′3 ∈ Y, so there is a derivation
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w1x
s:b
7−→
R
w1w2w′3
p:a
7−−→
R
v′w′3 = w
′. Therefore, from every word from which w
is derivable in the mentioned way, also w′ is derivable.
For every possible combination of a prefix rule p and a suffix rule s, the
equivalence relations ∼1p,s, ∼
2
s,p, ∼
3
p,s and ∼
4
s,p are all of finite index, since also
the corresponding relations ≈X, ≈U, ≈V and ≈Y are of finite index.
We can now proceed analogously as in the case of MPSR systems. For
every ∼1p,s- and ∼
2
s,p-class Z, let
−→m p,s(Z) and
−→m s,p(Z) be the smallest lengths
of a derivation win 7−→ Z, and let
−→m p,s and
−→m s,p be the maximums of all
−→m p,s(Z) and
−→m s,p(Z), respectively.
Similarly, for every ∼3p,s- and ∼
4
s,p-class Z, let
←−m p,s(Z) and
←−m s,p(Z) be
the smallest lengths of a derivation Z 7−→ F, and let ←−m p,s and
←−m s,p be the
maximums of all←−m p,s(Z) and
←−m s,p(Z), respectively.
Again, we set
d0 := max{
−→m p,s,
−→m s,p,
←−m p,s,
←−m s,p | p is a prefix rule, s a suffix rule}+ 1 .
As before, there is indeed an accepting R-path that uses a prefix rule p and a
suffix rule s (in either order) of the above forms with overlapping, and p and s
are applied after more than d0 rewriting steps, and more than d0 steps before
the end of the derivation.
Let us first consider the case that p is applied immediately before s; the
other case is analogous. Then there are x, y ∈ Γ∗ with |x|, |y| ≥ d0 + 1 and
γ,γ′ ∈ Γ such that win
x
7−→
R
 w1
p:γ
7−−→
R
w2
s:γ′
7−−→
R
w3
y
7−→
R
 F. By the definition
of d0, there are also a configuration w′1 ∼
1
p,s w1 that can be reached from
win with a derivation shorter than d0, say with trace x′, and a configuration
w′3 ∼
3
p,s w3 from which F can be reached with a derivation shorter than d0, say
with trace y′. But then, we can reach w′3 from w1 using the rules p and s, and
similarly, we can reach w3 from w′1. Hence, there are also accepting R-paths
win
x
7−→
R
 w1
p:γ
7−−→
R
w′2
s:γ′
7−−→
R
w′3
y′
7−→
R
 F and win
x′
7−→
R
 w′1
p:γ
7−−→
R
w′′2
s:γ′
7−−→
R
w3
y
7−→
R
 F.
As before, there are at least ⌈ 2(d0+1)+23 ⌉ as, bs and cs in xγγ
′y, but at most
⌊ 2(d0−1)+23 ⌋ such letters in x
′γγ′y′. Hence, neither xγγ′y′ nor x′γγ′y is a word
in {anbncn | n ≥ 0}, which completes the proof.
Proposition 4.12 and Theorem 4.16 thus prove the following claim.
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Theorem 4.20. The class of regular MPSR trace languages is properly included in
the class of context-sensitive languages.
To complete this section, we briefly examine the Boolean closure properties
of the classes of (regular) MPSR trace languages.
Proposition 4.21. The classes of MPSR and regular MPSR trace languages are
closed under union.
Proof. Consider two (regular) MPSR systems R = (Σi, Γi, Pi, Si,wiin) and final
regular sets Fi ⊆ Σ∗i for i = 1, 2. The construction of a (regular) MPSR sys-
tem R = (Σ, Γ, P, S,win) and a final set F ⊆ Σ∗ with L(R, F) = L(R1, F1) ∪
L(R2, F2) is completely analogous in both cases.
Without loss of generality, we may assume Σ1 and Σ2 to be disjoint. Fur-
ther, we deploy an extra symbol ♮ as initial word of R that will allow us to
branch into a derivation of either R1 or R2 at the beginning. Hence, we set
Σ = Σ1 ⊎ Σ2 ⊎ {♮}, Γ = Γ1 ∪ Γ2, win = ♮, F = F1 ∪ F2, S = S1 ∪ S2, and
P = P1 ∪ P2 ∪ P′, where P′ = {(♮, a,w) | w1in
a
7−−→
R1
w ∨ w2in
a
7−−→
R2
w}. This way,
only a rule from P′ can be used initially to start a derivation from either R1
or R2, and because Σ1 and Σ2 are disjoint, the derivation can only continue in
the chosen system.
Note that we could also have used the rules of P′ as suffix rules, since
they are used to rewrite the entire initial word win. Also note that P′ is finite
in the case of MPSR systems, and recognizable in the case of regular MPSR
systems.
With Theorem 4.16 and Proposition 4.21 in mind, it is easy to see that we
do not obtain closure under intersection or complement.
Corollary 4.22. The classes of MPSR and regular MPSR trace languages are neither
closed under intersection nor under complement.
Proof. The language L = {anbncn | n ≥ 0} is the intersection of the languages
{anbncm | n,m ≥ 0} and {anbmcm | n,m ≥ 0}, which are both context-free
and thus already MPSR trace languages. However, L is not a regular MPSR
trace language by Theorem 4.16, hence neither of the two classes is closed
under intersection. The non-closure under complement then follows with
Proposition 4.21.
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4.4 Beyond Mixed Prefix / Suffix Rewriting
We conclude this chapter with an overview of some extensions of MPSR sys-
tems. As a first such extension, we introduce bifix rewriting systems, which
will serve as a basis for further extensions in Chapter 5. A (regular) bi-
fix rewriting system is a tuple R = (Σ, Γ, P, S, B,win) with finite alphabets
Σ and Γ, an initial word win ∈ Σ∗, and finite (resp. recognizable) relations
P, S, B ⊆ Σ∗ × Γ × Σ∗. As with MPSR systems, P and S are used for prefix
and suffix rewriting. In addition, B is used to replace complete words; hence,
given w,w′ ∈ Σ∗, we write w r:a7−→
R
w′ if there is some x ∈ Σ∗ and either
• a prefix rule r = (u, a, v) ∈ P such that w = ux and w′ = vx, or
• a suffix rule r = (u, a, v) ∈ S such that w = xu and w′ = xv, or
• a block rule r = (w, a,w′) ∈ B.
The other notations carry over.
As a first remark, we note that introducing block rules does not allow us to
generate any graphs that could not equally be generated by some MPSR sys-
tem. However, in Section 5.4 we will deal with an extension of bifix rewriting
systems where the block rules may not as easily be simulated as described in
the following.
Remark 4.23. For every (regular) bifix rewriting system R there is a (regular)
MPSR system R′ such that GR and GR′ are isomorphic, and vice versa.
To see this, consider some (regular) bifix rewriting system R = (Σ, Γ, P, S,
B,win). We choose some extra symbol ♮ 6∈ Σ that will be appended to every
configuration from R to mark its end. We can now define the (regular) MPSR
R′ = (Σ ⊎ {♮}, Γ, P′, S′,win♮), with P′ := P ∪ {(u♮, a, v♮) | (u, a, v) ∈ B} and
S′ := {(u♮, a, v♮) | (u, a, v) ∈ S}. This way, the configurations of R′ will
be words from Σ∗♮. Obviously, the sets of configurations of R and R′ are
isomorphic, and there is an a-labeled edge from w to w′ in GR if, and only if,
there is an a-labeled edge from w♮ to w′♮ in GR′ . We see that we can eliminate
the block rules with the help of an end-marker by viewing them as prefix rules
which must include (and preserve) the marker in the rewriting process. Note
that since P, S and B are finite (resp. recognizable), so are P′ and S′. The other
direction is obvious.
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By the above construction, it is also obvious that the derivation relations of
R and R′ are isomorphic, since it holds that u 7−→
R
 v if, and only if, u♮ 7−→
R′

v♮. Indeed we can extend Theorem 4.3, which establishes the rationality of
the derivation relations of regular MPSR systems, to the case of bifix rewriting
systems.
Proposition 4.24. The derivation relation of every regular bifix rewriting system is
rational.
In [KKO06b], Karhumäki, Kunc and Okhotin considered further models for
rewriting words in addition to the approach of two-sided rewriting as ex-
plained in Section 4.1.
In contrast to one-sided (prefix) rewriting, where a rule u −֒→ v rewrites uw
to vw for every w (cf. Section 3.3), they introduced one-way rewriting of words
as follows. Given some finite alphabet Σ and regular sets X,Y ∈ Σ∗, xw can
be rewritten to wy for all x ∈ X, y ∈ Y, and w ∈ Σ∗.
The derivation relations of such systems are not rational in general. Intu-
itively, one would neither expect such systems to preserve regularity of lan-
guages, since in this model, words are accessed in the form of a queue, and the
potentially unbounded content of this queue would have to be remembered.
However, the languages derivable from regular initial sets are in fact effec-
tively regular. This is due to the uncontrolled fashion in which prefixes from
X are consumed and words from Y are appended to the queue. From some
point on in every derivation, the queue will consist of a number of words from
Y, possibly prepended by a suffix of a word from Y. Note that we cannot con-
trol which word from Y is appended to the queue in a rewriting step. The
proof is then based on the observation that the actual order of words from Y
in the queue is mostly irrelevant, and that the rewriting can also be captured
by prefix rewriting, which is known to preserve regularity of languages (cf.
Section 3.3).
It is noteworthy that the complete lack of a central control, of a connection
between the prefixes to be removed and the words to be appended, is crucial
for this result. In fact, one single constraint, such as demanding that removing
some particular x ∈ X should result in appending one particular y ∈ Y, was
shown to be sufficient to generate even non-context-free languages from one
initial word.
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The model of one-way rewriting was further expanded to two-way rewrit-
ing. In this setting, the removal of words is no longer restricted to prefixes
only. Instead, one may remove words from a given regular or even finite set
X ⊆ Σ∗ from the beginning or the end of a word w, and append a word from
X at the respective other end. That is, xw can be rewritten to wy, and wx can
be rewritten to yw for all x, y ∈ X, and w ∈ Σ∗. In this setting, even a finite
set X suffices to generate non-regular languages from a given initial word;
however, the exact power of such rewriting systems is still open.
Chapter 5
Tagged Infix Rewriting
In Chapter 4, we have studied mixed prefix/ suffix rewriting systems and
some of their properties. The systems they allow to model may consist of two
pushdown processes which, in a particular way, share their infinite storage
component, or of a single process equipped with a queue-like storage that
may be accessed from both sides in a nondeterministic way.
In this chapter, we will study ways to model systems containing any ar-
bitrary finite number of such processes. Basically, such a system will again
be represented by a finite word, and special symbols (tags or markers) will be
used to separate the various processes from one another. If, for instance, we
wish to model a system with three MPSR-like processes represented by words
x, y and z over some alphabet Σ, we may deploy a marker # 6∈ Σ and represent
the whole system by a finite word like w = #x#y#z#.
The obvious problem that we face with such a representation is that prefix
and suffix rewriting will not suffice to simulate the nondeterministic inter-
twining of operations on the single processes x, y and z. In particular, we
would have to modify x or z completely to access y via prefix respectively suf-
fix rewriting steps. Therefore, we will use a restricted form of infix rewriting
to solve this problem. Of course, the restriction must be such that the result-
ing systems are not computationally universal. Intuitively, we will include the
markers in the rewriting steps to allow for infix rewriting within w in such a
way that markers will have to be involved in every rewriting step.
In its basic form, we will further restrict rewriting steps such that they can-
not affect more than one process. This allows us to model the strict separation
of the processes of a system and the nondeterministic way in which processes
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are chosen to perform their next computation step. Moreover, the total num-
ber of a system’s processes will be invariable in this setting. To study such
systems in more depth, we will proceed as in Chapter 4 by first examining
their derivation relations and some of their model-checking properties, which
will carry over from Section 4.1. Similarly, we will obtain results analogous
to the ones of Sections 4.2 and 4.3 concerning the transition graphs and trace
languages of such systems.
In Sections 5.4 and 5.5, we will further consider two extensions to break
up the invariability of the number of processes of a system. One of them
will allow us to reduce the total number of processes by removing up to two
markers and thereby combining up to three “adjacent” processes to form a
new one. In the above case of w, this might for instance yield a system with
only two processes in the form #x′y#z# or just one process in the form #xy′z#.
The other extension will allow us to increase the total number of processes
by adding new markers to the word representing a system. We will conclude
this chapter with a review of several results on further extensions and related
models.
5.1 Tagged Infix Rewriting Systems
In this section, we introduce the basic form of restricted infix rewriting that
we mentioned above. Let Σ and M be disjoint finite alphabets. We will use
the symbols of M as tags (or markers) to mark positions in a finite word where
rewriting can occur. For notation, letters like a, b, c will denote elements of Σ,
and symbols like #, $, ♭, ♮ will denote markers from M.
A (regular) tagged infix rewriting (TIR) system is a structureR = (Σ,M, Γ, P,
S, B,win) with disjoint finite alphabets Σ and M, a finite labeling alphabet Γ,
an initial word win ∈ (Σ ∪M)∗, and finite (resp. recognizable) relations
• P ⊆ MΣ∗ × Γ×MΣ∗ of prefix rules of the form (#u, a, #v),
• S ⊆ Σ∗M× Γ× Σ∗M of suffix rules of the form (u$, a, v$), and
• B ⊆ MΣ∗M× Γ×MΣ∗M of block rules of the form (#u$, a, #v$)
that satisfy for all (z, a, z′) ∈ P ∪ S ∪ B the condition
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(
z(1) ∈ M ∨ z′(1) ∈ M → z(1) = z′(1)
)
∧
(
z(|z|) ∈ M ∨ z′(|z′|) ∈ M → z(|z|) = z′(|z′|)
)
,
(5.1)
where z(i) denotes the ith letter of the word z. We write
• w r:a7−→
R
w′ if there is a rule r = (z, a, z′) ∈ P ∪ S ∪ B such that w = xzy
and w′ = xz′y for some x, y ∈ (Σ ∪M)∗,
that is, 7−→
R
is the infix rewriting relation. The other notations from Chapter 2
carry over analogously. Moreover, we call a graph G = (V, (Eγ)γ∈Γ) a (regular)
TIR graph, if there is a (regular) TIR systemR = (Σ,M, Γ, P, S, B,win) such that
G and GR are isomorphic. Furthermore, a language L ⊆ Γ∗ is a (regular) TIR
trace language , if there is a (regular) TIR system R as above together with a
regular set F ⊆ (Σ ∪M)∗ such that L = L(R, F).
We see that rules from a TIR system R are used for infix rewriting of
words over Σ ∪ M. However, such rewriting steps are always bound to the
presence of one or two markers. Moreover, condition (5.1) assures that when
using R to rewrite a word w, all tags in w are preserved, and none are added,
since the markers are never touched, and the left and right hand sides u and
v themselves do not contain any markers.
In a typical rewriting scenario, w will contain a certain number of mark-
ers, say w = w0♮ · · · #uy$ · · · ♭wn. Since markers are never touched, they
split up w into blocks that can be rewritten independently. As an exam-
ple, applying a rewriting rule of the form #u −֒→ #v could transform w into
w0♮ · · · #vy$ · · · ♭wn. Since this can be viewed as a prefix rewriting step on the
block uy enclosed by the markers # and $, rules of this form are called prefix
rules. With this in mind, the meaning of suffix rules is clear. Block rules, on
the other hand, are used to replace an entire block between two consecutive
markers. It is obvious that only suffix rules are applicable for rewriting w0,
and wn can only be modified using prefix rules.
Example 5.1. Consider the TIR system R = ({a, b}, {#}, {0, 1}, P, S, B, #), with
P = {# ֒ 0−→ a#}, S = {# ֒ 1−→ #b}, and B = ∅. Then the graph GR generated by
R is again the infinite grid shown in Figure 4.1.
As an extension, consider the regular TIR system R′ = ({a, b}, {#}, {0, 1},
P, S, B, #), with P = {# ֒ 0−→ a∗#}, S = {# ֒ 1−→ #b∗}, and B = ∅. Then R′
generates the graph GR2 from Example 4.1.
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It is easy to extend R to a TIR system Rn generating the n-dimensional
grid for an arbitrary n ∈ N. If we want to give the edges advancing in one
particular of the n dimensions a common label, we can either use one marker
and an alphabet of size n, or vice versa. As an example of the former, we may
choose Rn = ({1, . . . , n}, {#}, {1, . . . , n}, {(#k, k, #kk) | 1 ≤ k ≤ n}, S, B,win)
with S = B = ∅ and win = #1#2 · · · #n. If such distinct edge labels are not of
interest, then already Rn = ({a}, {#}, {a}, {# ֒
a
−→ #a},∅,∅, #n) will do.
Example 5.2. As an example of a TIR trace language, we consider an extension
of the language L used in the proof of Proposition 4.15. For Γ = {1, . . . , 2n}
with n ≥ 1, the language Ln = {w ∈ Γ∗ | ∀1 ≤ i ≤ n : |w|i = |w|n+i} is a TIR
trace language. The idea is to use n markers to allow for n separate stacks. We
may therefore choose R = (Γ, {#1, . . . , #n}, Γ, P, S, B, #1 · · · #n) with S = B = ∅
and P = {#i ֒
i
−→ #ii, #i ֒
(n+i)
−−−→ #i(n + i), #ii ֒
(n+i)
−−−→ #i, #i(n + i) ֒
i
−→ #i | 1 ≤ i ≤
n}. Setting F = {#1 · · · #n}, it is obvious that L = L(RL, F).
It is worth noting that we could, just like in the case of bifix rewriting
systems (cf. Section 4.4), eliminate the block rules from the definition of TIR
systems. For any given TIR system R = (Σ,M, Γ, P, S, B,win), this can be
achieved by introducing an auxiliary alphabet ΣM = {am | m ∈ M} with ΣM ∩
(Σ ∪ M) = ∅, and by setting R′ = (Σ ∪ ΣM,M, Γ, P′, S′,w′in) as follows. To
obtain w′in, we prepend every marker m in win with the corresponding auxil-
iary letter am; that is, a word of the form win = w0#1w1#2 · · · #nwn would yield
w′in = w0a#1#1w1a#2#2 · · · a#n#nwn. Consequently, we must include the am in all
suffix rules, that is, we set S′ = {(ua$$, b, va$$) | (u$, b, v$) ∈ S}. Moreover,
we combine the rules of P and B in P′ by setting P′ = P ∪ {(#ua$, b, #va$) |
(#u$, b, #v$) ∈ B}. This way, the am allow to replace entire blocks between
markers, while in fact only one marker is used for the rewriting.
It is obvious that R and R′ generate isomorphic graphs, and, given a reg-
ular set F ⊆ (Σ ∪ M)∗, it is clear that we can effectively find a regular set
F′ ⊆ (Σ ∪ ΣM ∪M)∗ (by preceding every marker m with am in all words of F)
such that L(R, F) = L(R′, F′). It is also clear that without block rules, a (reg-
ular) TIR system is basically a collection (or cleanly separated concatenation)
of several (regular) MPSR systems. We will, however, discuss a particular ex-
tension of TIR systems in Section 5.4 for which this kind of elimination does
not appear to work. We therefore stick to the version with block rules.
As in Chapter 4, we will now study the languages that are generated by
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TIR systems, and we will determine some model-checking properties of TIR
graphs. We will see that the results from Section 4.1 carry over easily. In
Sections 5.2 and 5.3, we will further consider the classes of TIR graphs and
trace languages, where again the results from Sections 4.2 and 4.3 will be of
help.
Languages Generated by TIR Systems
It is well known that prefix (resp. suffix) and mixed prefix/ suffix rewriting
systems preserve regularity ([Cau90, KKO06b]), that is, given such a system
R and a regular set L, the set derivable from L according toR is again regular.
It has also been shown that the derivation relations 7−→
R
 of such systems are
rational. We show in the following that these results carry over to tagged infix
rewriting systems.
Theorem 5.3. The derivation relation of every regular TIR system is rational.
Proof. Let R = (Σ,M, Γ, P, S, B,win) be a regular TIR system, where win =
w0#1w1 · · · #nwn with wi ∈ Σ∗ and #j ∈ M for all i, j. We first construct an NFA
AR = (Q, Γ, q0,∆, {q f }) whose edges are labeled with rational relations (that
is, Γ is a finite set of rational relations). Since we know from Proposition 2.1
that every finite concatenation of rational relations is again rational, every
path in AR from q0 to q f is labeled with a rational relation.
It is important to note that markers are preserved in the derivation pro-
cess. Thus, the derivation relation is a concatenation of derivation relations
of rewriting that occurs before the first marker (see (i) below), after the last
marker (ii), or between two markers (iii), which are bifix rewriting and thus
basically mixed prefix/suffix rewriting derivations.
We can therefore construct AR as follows: For #, $ ∈ M, let #P = {(u, v) |
(#u, #v) ∈ P}, S# = {(u, v) | (u#, v#) ∈ S}, and #B$ = {(u, v) | (#u$, #v$)
∈ B}. Note that since P, S, B are recognizable, so are #P, S#, and #B$. We
choose Q = {q0, q f } ∪ {sm, tm | m ∈ M}, that is, we take one source state sm
and one target state tm for every marker m, and we set ∆ to be the following
set of edges labeled with relations:
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∆ = {(sm, {m} × {m}, tm) | m ∈ M} ∪ {(q0, I, q f )}
∪ {(q0, (ISm), sm) | m ∈ M} (i)
∪ {(tm, (mPI), q f ) | m ∈ M} (ii)
∪ {(tm, (mPI ∪ ISm′ ∪ mBm′)
, sm′) | m,m
′ ∈ M} . (iii)
We know that {m} × {m}, (ISm), (mPI), and I are rational, and by Propo-
sition 4.24 the same holds for (mPI ∪ ISm′ ∪ mBm′).
Clearly, the derivation relation 7−→
R
 is then the relation that labels the
path AR : q0 → s#1 → t#1 → s#2 → · · · → s#n → t#n → q f ; hence, 7−→R
 is
rational.
Together with Proposition 2.1, Theorem 5.3 justifies the following claim
that regular TIR systems preserve regularity. As in the case of Corollary 4.4,
this would also hold if we were to allow regular sets of initial words over
Σ ∪M instead of a single word.
Corollary 5.4. For every regular TIR system R, the language L(R) is regular.
Model-Checking Properties of TIR Systems
As in the case of MPSR systems, we can directly conclude the following from
Corollary 5.4.
Corollary 5.5. The word-to-word reachability problem is decidable for every regular
TIR system.
The following remark shows that the undecidability results of Proposi-
tion 4.6 carry over immediately.
Remark 5.6. Every MPSR graph is also a TIR graph, and every regular MPSR
graph is also a regular TIR graph. This is obvious since we can, for any given
(regular) MPSR system R, use markers to construct a bordered version of R,
yielding an isomorphic graph.
Corollary 5.7. The following are in general undecidable:
(a) the FO(E, E∗) theory of a TIR graph;
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(b) the FO(E) theory of a regular TIR graph;
(c) the MSO theory of a TIR graph;
(d) the universal reachability problem for a TIR graph.
5.2 Graphs of TIR Systems
In this section, we consider the classes of graphs generated by (regular) tagged
infix rewriting systems. We will determine the position of the classes of TIR
and regular TIR graphs in the hierarchy of Theorem 4.7. It will turn out
that the new hierarchy, as depicted in Figure 5.1, is very similar to the one
containing the MPSR graphs (see Figure 4.2). In fact, the results deployed
in Section 4.2 for embedding the MPSR and regular MPSR graphs into the
hierarchy of Theorem 4.7 carry over mostly analogously to the classes of TIR
and regular TIR graphs.
: strict inclusion
: relationship still open
Pushdown Prefix recognizable Automatic Rational
TIR regular TIR
GTR regular GTR
Figure 5.1 – (Regular) TIR graphs in the hierarchy of Theorem 4.7
So let us start with the most obvious remark. Together with Proposi-
tion 5.9, it will allow us to use a lot of the results from Section 4.2.
Remark 5.8. Nodes of TIR graphs are always of bounded out-degree, whereas
the nodes of regular TIR graphs are in general of unbounded out-degree. This
is, as in the case of MPSR systems, due to the nature of the respective sets of
rewriting rules, where finite relations are used in the former and recognizable
relations in the latter case, and also to the fact that the number of markers of
any given word is not changed by rewriting.
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With Remark 5.6 in mind, it is clear that Proposition 4.10 carries over im-
mediately to the classes of TIR and regular TIR graphs.
Proposition 5.9.
(a) Every TIR graph is a regular TIR graph, but not vice versa.
(b) Every pushdown graph is a TIR graph, but not vice versa.
(c) Every prefix recognizable graph is a regular TIR graph, but not vice versa.
It is also important to note that Proposition 4.9 carries over easily.
Proposition 5.10. If a regular TIR graph G is of finite degree, then G is a TIR graph.
Proof. Let R = (Σ,M, Γ, P, S, B,win) be a regular TIR system with win =
w0m1w1 · · ·mnwn and G ≡ GR. As mentioned before, we can transform R
into a TIR system R′ = (Σ′,M, Γ, P′, S′,∅,w′in) without block rules such that
GR ≡ GR′ . The crucial observation is now that R′ is basically a collection of
n + 1 regular MPSR systems, two of which allow only prefix or suffix rewrit-
ing. It is clear that if GR′ is of finite degree, then for each of these MPSR
systems the same restrictions must apply as in the proof of Proposition 4.9.
As a consequence, and with the same arguments, there is a TIR system R′′
(without block rules) such that GR′′ ≡ G.
With Corollary 5.7 and Proposition 5.10, also Proposition 4.13 carries over,
using the same reasoning.
Proposition 5.11. The following are incomparable with respect to inclusion:
(a) the classes of TIR and of prefix recognizable graphs;
(b) the classes of regular TIR and of automatic graphs;
(c) the classes of (regular) TIR and of (regular) GTR graphs.
It remains to prove the analogs of Propositions 4.11 and 4.12.
Proposition 5.12. Every TIR graph is an automatic graph, but not vice versa.
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Proof. The proof is analogous to the one of Proposition 4.11. A graph G is
a TIR graph, if there is a TIR system R = (Σ,M, Γ, P, S, B,win) with G ≡
GR = (L(R), (
a
7−→
R
)a∈Γ). It suffices to show that the convolution of every
a
7−→
R
⊆
I · (PΣ ∪ SΣ ∪ BΣ) · I is regular. Remember that the rewriting relation of R is
in fact a (restricted) infix rewriting relation. The regularity of the convolution
thus follows by a combination of the construction ideas for Sa⊗ and P
a
⊗ in the
proof of Proposition 4.11. An automaton recognizing the convolution of
a
7−→
R
will first read a common prefix (as in the case of Sa⊗), and then capture the
remaining convolution of a pair from (PΣ ∪ SΣ ∪ BΣ) · I as described for Pa⊗.
The fact that not every automatic graph is a TIR graph follows again
from the out-degrees of TIR graphs and automatic graphs, which are always
bounded in the former case, but in general unbounded in the latter case.
Proposition 5.13. Every regular TIR graph is a rational graph, but not vice versa.
Proof. We combine the ideas of the proofs of Propositions 4.12 and 5.12. With
the notation as above, a transducer Ta over Σ recognizing the relation
a
7−→
R
⊆
I · (PΣ ∪ SΣ ∪ BΣ) · I of a regular TIR system R will first read a common pre-
fix from I synchronously, then choose to read the elements of a pair from
PΣ ∪ SΣ ∪ BΣ asynchronously, and finally read a common suffix from I, again
synchronously.
Again, the converse direction is ruled out by the graph G of Figure 3.1,
which is rational and of unbounded, but finite degree. With Proposition 5.10,
if G was a regular TIR graph, then it would also be a TIR graph, which is
impossible, since TIR graphs are always of bounded degree.
To conclude this section, we summarize the above results.
Theorem 5.14. The hierarchy of the classes of graphs discussed above is as shown
in Figure 5.1. An arrow from class A to class B denotes A  B, and a missing
path between two classes denotes their incomparability with respect to inclusion. A
dotted line between two classes denotes the fact that their relationship is still an open
problem.
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5.3 Trace Languages of TIR Systems
In this section, we will study the classes of (regular) TIR trace languages.
Using Theorem 3.7 and Propositions 3.9, 5.9 and 5.13, it is clear that the classes
of TIR and regular TIR trace languages reside somewhere in between the
context-free and the context-sensitive languages in the Chomsky hierarchy, as
in the case of MPSR and regular MPSR trace languages.
Again, the next steps are to show that both inclusions are strict. With the
results of Section 4.3 by our side, this will be comparatively simple. Since
every MPSR graph is also a TIR graph, Proposition 4.15 carries over immedi-
ately.
Proposition 5.15. The class of TIR trace languages properly includes the class of
context-free languages.
It is also rather straightforward to see that Theorem 4.16 carries over to
TIR systems.
Proposition 5.16. The language {anbncn | n ≥ 0} is not a regular TIR trace lan-
guage.
Proof. As we have seen in Theorem 4.16, L = {anbncn | n ≥ 0} is not a regular
MPSR trace language. We will show that we do not benefit from using tags or
from any number of words between those tags.
Suppose there are a regular TIR system R = (Σ,M, Γ, P, S, B,win) with
Γ = {a, b, c} and a regular set F ⊆ (Σ ∪ M)∗ such that L = L(R, F), and
suppose that win = w0m1w1 · · ·mnwn with wi ∈ Σ∗ and mj ∈ M for all i, j.
Let us assume that n ≥ 1, and that there is an accepting R-path win
γ
7−→ F
that affects k ≥ 2 of the wi. Let γ1, . . . ,γk ∈ Γ+ be the traces of the respective
sequences of rules applied on these wi. Then there are 1 ≤ j, j′ ≤ k with j 6= j′,
such that γj contains an a, and γj′ contains a b or a c. Note that, due to the
lack of a global control, the sequences of rewriting rules applied to every wi
and wi′ with i 6= i′ are independent of one another, that is, we can intertwine
them in any order (and thus also their respective traces). But then, there is
also an accepting R-path whose trace begins with γj′γj, which is a trace that
is clearly not in L.
Hence, if n ≥ 1, then P, S, B and F must be such that every accepting R-
path modifies exactly one of the wi. But then, we can construct a regular TIR
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system R′ = (Σ′,M′, Γ, P′, S′, B′,w′in) together with a regular F
′ ⊆ (Σ′ ∪M′)∗,
such that L(R′, F′) = L(R, F), w′in contains only two markers, andR will only
ever rewrite the word between these two markers.
The idea behind the construction is to guess, at the beginning of a deriva-
tion, the wi to be rewritten, and to ensure that only appropriate rules may be
used thereafter. For the latter, we will use natural numbers from 0 to n as new
symbols. Furthermore, the letter z will mark the beginning of a derivation.
We choose M′ = {#, $}, Σ′ = Σ ⊎ {0, . . . , n} ⊎ {z}, w′in = #z$, and the rules
• P′ = {(#iu, a, #iv) | (miu, a,miv) ∈ P, 1 ≤ i ≤ n},
• S′ = {(ui$, a, vi$) | (umi, a, vmi) ∈ S, 1 ≤ i ≤ n}, and
• B′ = {(#iu(i + 1)$, a, #iv(i + 1)$) | (miumi+1, a,mivmi+1) ∈ B, 1 ≤ i < n}
∪ {(#z$, a, #w1$) | w0m1
a
7−→
R
wm1}
∪ {(#z$, a, #iw(i + 1)$) | miwimi+1
a
7−→
R
miwmi+1, 1 ≤ i < n}
∪ {(#z$, a, #nw$) | mnwn
a
7−→
R
mnw} .
With the latter three sets of rules of B′, we decide which wi to rewrite by
simulating the first step, and with the other sets of rules we continue the
derivation on that particular wi.
It remains to set F′ appropriately. For 0 ≤ i ≤ n, let
F′i = {w
′
i ∈ Σ
∗ | ∃w′0m1w
′
1 · · ·mnw
′
n ∈ F such that ∀0 ≤ j ≤ n, j 6= i : w
′
j = wj}.
AsR is such that every acceptingR-path modifies exactly one of the wi, we set
F′ = {#w1$ | w ∈ F′0} ∪ {#iw(i + 1)$ | w ∈ F
′
i , 1 ≤ i < n} ∪ {#nw$ | w ∈ F
′
n},
which is regular, since all F′i are regular.
By construction, R′ is in fact a bordered bifix rewriting system. With
Remark 4.23, there is a regular MPSR system R′′ with GR′ ≡ GR′′ , and it is
clear that we can construct a regular F′′ from F′ such that L = L(R′, F′) =
L(R′′, F′′). It follows that L is a regular MPSR trace language. This, however,
contradicts Theorem 4.16.
With Propositions 5.13 and 5.16, the following claim is obvious.
Theorem 5.17. The class of regular TIR trace languages is properly included in the
class of context-sensitive languages.
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We end this section by examining the Boolean closure properties of the
classes of (regular) TIR trace languages.
Proposition 5.18. The classes of TIR and regular TIR trace languages are closed
under union.
Proof. We will first give the proof for the class of regular TIR trace languages.
Consider two regular TIR systems Ri = (Σi,Mi, Γi, Pi, Si, Bi,wiin) and regular
final sets Fi ⊆ (Σi ∪ Mi)∗ with L(Ri, Fi) = Li for i = 1, 2. Without loss of
generality, we assume M1 and M2 to be disjoint (by appropriate renaming
and adapting the Ri accordingly). We construct a regular TIR system R =
(Σ,M, Γ, P, S, B,win) together with a regular final set F ⊆ (Σ ∪M)∗ such that
L(R, F) = L1 ∪ L2 as follows.
The idea behind the construction is quite similar to the usual way unions
of languages are captured in automata theory. We will (mostly) unite the
state sets (in this case the configurations, that is, words from (Σi ∪Mi)∗) and
the transition relations (which correspond to the rewriting relations 7−→
Ri
), and
by introducing a new initial state, we allow a nondeterministic choice at the
beginning for testing membership in either of the two languages.
The only problem we have to deal with is that, starting from win, we cannot
generate either of the words wiin, or branch into a derivation of either of the
two rewriting systems while capturing the first rewriting step (as in the proof
of Proposition 4.21). This is partly due to the lack of a global control, which
would allow us to clearly separate the derivation sequences to produce either
of the two wiin, and partly to the lack of ε-transitions that would allow for
rewriting without contributing to the trace word. Furthermore, we may not
add or alter any markers.
We solve this as follows. Let Σi := {a | a ∈ Σi} for i = 1, 2 be auxiliary
alphabets that will be used in the following to mark symbols from Σi which
have not (yet) been affected by rewriting. For convenience, we define Mi :=
Mi, that is, tags will not receive such a marking. This extends to words by
defining w := a1 · · · ak for w = a1 · · · ak ∈ (Σi ∪ Mi)∗. For a ∈ Σi ∪ Mi, let
â := {a, a}. Again, this extends to words as ŵ := â1 · · · âk ⊆ (Σi ∪ Σi ∪Mi)∗,
and to languages L ⊆ (Σi ∪ Mi)∗ as L̂ :=
⋃
w∈L ŵ; that is, L̂ is the set of all
possible markings of words from L. It is clear that if L is a regular (resp. finite)
set, then so is L̂.
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By using the Σi, we can now essentially concatenate the marked versions
wiin of the initial words w
i
in instead of generating either of the latter at the
beginning. For this, we use an extra tag ♮ to avoid side effects when concate-
nating the wiin. We will adapt the rewriting rules accordingly such that the
traces of the possible derivations on these words remain the same. However,
the markings will be removed on letters affected by rewriting steps. This way,
we will be able to determine whether any rewriting occurred on both words,
which we will forbid.
Formally, we construct R = (Σ,M, Γ, P, S, B,win) with
• Σ := Σ1 ∪ Σ2 ∪ Σ1 ∪ Σ2,
• M := M1 ⊎M2 ⊎ {♮},
• Γ := Γ1 ∪ Γ2,
• X := {(u′, a, v) | (u, a, v) ∈ X1 ∪ X2, u′ ∈ û} for X = P, S, B, and
• win := w1in ♮w
2
in.
More intuitively, for every rule of e. g. the form #U ֒ a−→
R1
#V, P will contain
a rule #Û ֒ a−→
R
#V, allowing for the same rewriting steps while removing the
markings.
For the union of L1 and L2, we only want those traces of R that start at
win, and where rewriting occurs only either to the left or to the right of ♮. To
capture this, we set F := F̂1 · {♮w2in} ∪ {w
1
in♮} · F̂2.
The proof for the class of TIR trace languages is analogous. Since the Pi, Si
and Bi for i = 1, 2 are all finite, so are P, S and B.
Keeping Propositions 5.16 and 5.18 in mind, and using the same argument
as in the proof of Corollary 4.22, the following result ensues immediately.
Corollary 5.19. The classes of TIR and regular TIR trace languages are neither closed
under intersection nor under complement.
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5.4 Extending TIR Systems by Removing Tags
So far, markers in words have been immutable barriers separating the pro-
cesses in between from one another. In particular, this means that a word
represents a system consisting of processes whose number cannot be altered.
In this section, we will consider an extension of TIR systems where removing
tags in a particular fashion is allowed. This will break up the preservation
of markers and allow us to combine up to three adjacent processes into a
new one. Consequently, removing tags reduces the number of processes. In
the following, we are mainly interested in the question whether reachability
is still decidable in this setting, and, indeed, we will see that some effective
reachability analysis is still possible.
A (regular) TIR system with tag-removing is a structure R = (Σ,M, Γ, P, S,
B,win) with Σ, M, Γ and win as before, and finite (resp. recognizable) relations
P, S, B of rewriting rules as before satisfying for all (z, a, z′) ∈ P ∪ S ∪ B the
condition
(
z′(1) ∈ M → z(1) = z′(1)
)
∧
(
z′(|z′|) ∈ M → z(|z|) = z′(|z′|)
)
. (5.2)
In this setting, rules are either of the basic form, satisfying condition (5.1),
or they allow to remove the marker(s) involved in a rewriting step. More
intuitively, we have finite (resp. recognizable) relations
• P of prefix rules of the form (#u, a, #v) or (#u, a, v),
• S of suffix rules of the form (u$, a, v$) or (u$, a, v), and
• B of block rules of the form (#u$, a, #v$), (#u$, a, #v), (#u$, a, v$) or
(#u$, a, v).
For regular TIR systems with tag-removing, the notation of rules in a form
like #U ֒ a−→ V carries over analogously, as well as the other notations of Sec-
tion 5.1. This extension is also the reason for choosing to keep block rules in
the definition of TIR systems; even though they can be eliminated in the basic
form as seen in Section 5.1, it is unclear how one could, using auxiliary letters,
simulate the removal of two markers as in rules of the form (#u$, a, v).
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Example 5.20. Consider the regular TIR system R = ({a, b, c}, {#}, {a, b, c, d},
P, S, B, a#b#c) with P = {#b ֒ b−→ #bb, #c ֒ c−→ #cc}, S = {a# ֒ a−→ aa#}, and B =
{#b∗# ֒ d−→ ε}. Figure 5.2 gives an impression of the structure of GR.
a#b#c
a#bb#c
ac
aa#b#c
a#b#cc aa#b#cc
aa#bb#c
a#bb#cc aa#bb#cc
aac
acc aacc
a
b
c
d
Figure 5.2 – The structure of GR of Example 5.20
The drawback of allowing tag-removing rules is that the derivation rela-
tions of such systems are not rational in general, as will be shown in the
following.
Proposition 5.21. Derivation relations of (regular) TIR systems with tag-removing
are not rational in general.
Proof. Consider R = ({a, b}, {#}, Γ, P, S, B,win), with P = {#a −֒→ b}, S =
{b# −֒→ a}, B = ∅, and arbitrary win. Alternatively, let P = S = ∅ and
B = {#a# −֒→ a}. Then Dom( 7−→
R
 ∩(#∗a#∗ × {a})) = {#na#n | n ≥ 0} is not
regular, and so 7−→
R
 is not rational by Proposition 2.1.
However, TIR systems with tag-removing still preserve regularity, which
we will show in the following using an adaption of the classical saturation
method as known from pushdown systems (see e. g. [EHRS00]).
First, however, we need to introduce some more terminology. We call an
NFA A = (Q,Σ ⊎M, q0,∆, F) unraveled if it satisfies the following conditions:
1. for every q ∈ Q: |{(q,m, p) ∈ ∆ | m ∈ M}| · |{(p,m, q) ∈ ∆ | m ∈ M}| =
0; that is, every state can be the source or the target state of transitions
labeled with markers (or none of the above), but not both at the same
time;
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2. for every m ∈ M and (q,m, q′) ∈ ∆: |{(q, a, r) ∈ ∆ | a ∈ Σ ∪M ∪ {ε}}| =
1 and |{(r, a, q′) ∈ ∆ | a ∈ Σ ∪ M ∪ {ε}}| = 1; that is, every source
state of a marker transition has no other outgoing transitions, and every
target state of a marker transition has no other incoming transitions.
Lemma 5.22. For every NFA A over an alphabet Σ⊎M one can effectively construct
an unraveled NFA A′ with L(A) = L(A′).
Proof. Let A = (Q,Σ ⊎ M, q0,∆, F) be an NFA. We construct A′ = (Q′,Σ ∪
M, q′0,∆
′, F′) with
• Q′ := {q′0} ∪ {(p, a, q), (p, a, q) | (p, a, q) ∈ ∆},
• F′ := {(p, a, q) | (p, a, q) ∈ ∆, q ∈ F} ∪ {q′0 | q0 ∈ F}, and
• ∆′ := {(q′0, ε, (q0, a, q)) | (q0, a, q) ∈ ∆}
∪ {((p, a, q), a, (p, a, q)) | (p, a, q) ∈ ∆}
∪ {((p, a, q), ε, (q, b, r)) | (p, a, q), (q, b, r) ∈ ∆} .
Then L(A′) = L(A), and A′ is unraveled.
A state (p, a, q) in A′ symbolizes that p is the current state and (p, a, q) the
next transition to be taken in a run of A; (p, a, q) denotes that q is the current
state and (p, a, q) was the previous transition used in a run of A. After every
such step, a transition of the form ((p, a, q), ε, (q, b, r)) allows us to guess the
next transition to be taken in a run of A (in this case (q, b, r)).
We first show that for all w ∈ (Σ ∪M)∗ we have w ∈ L(A) ⇔ w ∈ L(A′).
• If w ∈ L(A), then there is a path A : q0
w
−→ F that can be split up as
q0
w1−→ p1
w2−→ p2 · · · pn−1
wn−→ pn ∈ F with wi ∈ Σ ∪ M ∪ {ε} and w =
w1 · · ·wn. Then by construction there is also a path A′ : q′0
w
−→ F′ of the
form q′0
ε
−→ (q0,w1, p1)
w1−→ (q0,w1, p1)
ε
−→ (p1,w2, p2)
w2−→ (p1,w2, p2) · · ·
wn−→
(pn−1,wn, pn) ∈ F′, and hence w ∈ L(A′).
• If w ∈ L(A′), then there is a path A′ : q′0
w
−→F′. By the construction of A′,
this path is of the form q′0
ε
−→ (q0,w1, p1)
w1−→ (q0,w1, p1)
ε
−→ (p1,w2, p2)
w2−→
(p1,w2, p2) · · ·
wn−→ (pn−1,wn, pn) ∈ F′ with wi ∈ Σ ∪ M ∪ {ε} and w =
w1 · · ·wn. Hence, there is a path A : q0
w1−→ p1
w2−→· · ·
wn−→ pn ∈ F.
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Note that by construction we have ε ∈ L(A) ⇔ ε ∈ L(A′).
It is easy to see that A′ is indeed unraveled. By construction, the only
marker labeled transitions in A′ are of the form ((p,m, q),m, (p,m, q)) with
marker m ∈ M. Apart from this transition, (p,m, q) has no other outgoing
transitions and only incoming ε-transitions, and (p,m, q) has no other incom-
ing transitions and only outgoing ε-transitions.
With the notion of unraveled NFAs, we can now prove the main result of
this chapter. As mentioned before, we will use an adaption of the saturation
method known from pushdown systems, which has been described in Sec-
tion 3.4. We establish the complexity of our approach in Theorem 5.25 below.
Theorem 5.23. Regular TIR systems with tag-removing effectively preserve regular-
ity.
Proof. LetR = (Σ,M, Γ, P, S, B,win) be a regular TIR systemwith tag-removing,
and let A = (Q,Σ∪M, q0,∆, F) be an NFA. By Lemma 5.22, we can assume A
to be unraveled. We provide an algorithm that constructs an NFA A′ from A
such that L(A′) = 7−→
R
 (L(A)). For this, we first extend an initial automaton
A0 = (Q0,Σ ∪M, q0,∆0, F) with Q0 := Q and ∆0 := ∆ as follows.
We have to capture derivations at and between all possible combinations of
markers, possibly involving the deletion of markers. If, for instance, there is a
rule #U −֒→ #V in P, then it may be applied at different positions of the marker
# in A, and we thus have to distinguish between these applications to avoid
side effects. Therefore, we add normalized NFAs for all (p,m, q), (p′,m′, q′) ∈
∆ with m,m′ ∈ M, taking disjoint copies for different applications of rules
inside the given automaton:
• for every prefix rule of the form mU −֒→ mV or mU −֒→ V in P, we add
A(p,q,V) = (Q(p,q,V),Σ, s(p,q,V),∆(p,q,V), {t(p,q,V)}) with L(A(p,q,V)) = V;
we set Q0 := Q0 ∪ Q(p,q,V) and ∆0 := ∆0 ∪ ∆(p,q,V), and we also add
(q, ε, s(p,q,V)) (resp. (p, ε, s(p,q,V))) to ∆0;
• for every suffix rule of the form Um′ −֒→ Vm′ or Um′ −֒→ V in S, we add
A[p′,q′,V] = (Q[p′,q′,V],Σ, s[p′,q′,V],∆[p′,q′,V], {t[p′,q′,V]}) with L(A[p′,q′,V]) =
V; we set Q0 := Q0 ∪Q[p′,q′,V] and ∆0 := ∆0 ∪ ∆[p′,q′,V], and we also add
(t[p′,q′,V], ε, p
′) (resp. (t[p′,q′,V], ε, q
′)) to ∆0;
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• for every block rule of the form mUm′ −֒→ mVm′, mUm′ −֒→ mV, mUm′ −֒→
Vm′, or mUm′ −֒→ V in B, we addA(p,q,p′,q′,V) = (Q(p,q,p′,q′,V),Σ, s(p,q,p′,q′,V),
∆(p,q,p′,q′,V), {t(p,q,p′,q′,V)}) with L(A(p,q,p′,q′,V)) = V; we set Q0 := Q0 ∪
Q(p,q,p′,q′,V) and ∆0 := ∆0 ∪ ∆(p,q,p′,q′,V), and we also add (q, ε, s(p,q,p′,q′,V))
in the first two cases resp. (p, ε, s(p,q,p′,q′,V)) in the last two cases to ∆0.
For the automaton A0 generated this way, we have L(A0) = L(A).
For the correctness proof later on, let Qi denote the set of all initial states
of the NFAs added for suffix rules, and let Q f denote the set of all final states
of the NFAs added for prefix and block rules.
After these preparatory steps, we now repeat the following saturation steps
until no more transitions can be added, starting with k = 0:
1. If there are (p,m, q) ∈ ∆, r ∈ Q0, a prefix rule of the form mU −֒→ mV or
mU −֒→ V in P, and a path Ak : q
u
−→ r for some u ∈ U, then we add the
transition (t(p,q,V), ε, r) to ∆k to obtain Ak+1, and we set k := k + 1.
The following illustrates this for rules mU1 −֒→ mV1 and mU2 −֒→ V2 and
a path p m−→ q u−→ r. The dotted lines denote the transitions added in the
preparatory steps, while the dashed lines show the ε-transitions added
in the saturation steps.
A(p,q,V1)
· · ·
p q
s(p,q,V1) t(p,q,V1)
r
m u ∈ U1
ε ε
A(p,q,V2)
· · ·
p q
s(p,q,V2) t(p,q,V2)
r
m u ∈ U2
ε
ε
2. If there are (p′,m′, q′) ∈ ∆, r ∈ Q0, a suffix rule of the form Um′ −֒→ Vm′
or Um′ −֒→ V in S, and a path Ak : r
u
−→ p′ for some u ∈ U, then we add
the transition (r, ε, s[p′,q′,V]) to ∆k to obtain Ak+1, and we set k := k + 1.
The following illustrates this for rules U3m′ −֒→ V3m′ and U4m′ −֒→ V4
and a path r u−→ p′ m
′
−→q′.
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A[p′,q′,V3]
· · ·
p′ q′
s[p′,q′,V3] t[p′,q′,V3]
r
m′u ∈ U3
ε
ε
A[p′,q′,V4]
· · ·
p′ q′
s[p′,q′,V4] t[p′,q′,V4]
r
m′u ∈ U4
ε
ε
3. If there are (p,m, q), (p′,m′, q′) ∈ ∆ and a path Ak : q
u
−→ p′ for some
u ∈ U for a block rule of the form
(a) mUm′ −֒→ mVm′ or mUm′ −֒→ Vm′ in B, then we add the transition
(t(p,q,p′,q′,V), ε, p
′) to ∆k;
(b) mUm′ −֒→ mV or mUm′ −֒→ V in B, then we add the transition
(t(p,q,p′,q′,V), ε, q
′) to ∆k;
we obtain Ak+1, and we set k := k + 1.
The case of block rules of the form mU5m′ −֒→ mV5m′, mU6m′ −֒→ mV6,
mU7m′ −֒→ V7m′, and mU8m′ −֒→ V8 is basically a combination of cases 1.
and 2. above.
A(p,q,p′,q′,V5)
p q
s(p,q,p′,q′,V5) t(p,q,p′,q′,V5)
p′ q′m m′u ∈ U5
ε ε
A(p,q,p′,q′,V6)
p q
s(p,q,p′,q′,V6) t(p,q,p′,q′,V6)
p′ q′m m′u ∈ U6
ε
ε
A(p,q,p′,q′,V7)
p q
s(p,q,p′,q′,V7) t(p,q,p′,q′,V7)
p′ q′m m′u ∈ U7
ε
ε
A(p,q,p′,q′,V8)
p q
s(p,q,p′,q′,V8) t(p,q,p′,q′,V8)
p′ q′m m′u ∈ U8
ε ε
After saturating A0 this way, we set A
′ := Ak, thereby obtaining the desired
automaton with L(A′) = 7−→
R
 (L(A)). Since only finitely many transitions
can be added in the saturation steps, the algorithm terminates.
Let us now show that the algorithm works indeed as intended. For this, we
must prove that for all w ∈ (Σ∪M)∗ we have w ∈7−→
R
 (L(A)) ⇔ w ∈ L(A′).
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For the correctness of the algorithm, we prove by induction on n that if
z 7−→(n) w for some z ∈ L(A), then there is a path A′ : q0
w
−→F.
For n = 0, it follows that z = w ∈ L(A), so there is nothing to show.
For n > 0, we split up the rewriting as z 7−→(n−1) w′ 7−→ w. Consider the
last rule τ used in this sequence:
1. If τ is a prefix rule of the form #U −֒→ #V (resp. #U −֒→ V), then w′ =
x#uy and w = x#vy (resp. w = xvy) for some u ∈ U, v ∈ V, and x, y ∈
(Σ ∪M)∗. By the induction hypothesis there is a path A′ : q0
x
−→ p #−→q u−→
r
y
−→ F. By the saturation algorithm there is a transition (t(p,q,V), ε, r) in
A′, so we have a path A′ : q0
x
−→ p #−→ q ε−→ s(p,q,V)
v
−→ t(p,q,V)
ε
−→ r
y
−→ F (resp.
A′ : q0
x
−→ p ε−→ s(p,q,V)
v
−→ t(p,q,V)
ε
−→ r
y
−→F), and A′ accepts w.
2. If τ is a suffix rule of the formU$ −֒→ V$ (resp.U$ −֒→ V), then w′ = xu$y
and w = xv$y (resp. w = xvy) for some u ∈ U, v ∈ V, and x, y ∈
(Σ∪M)∗. By the induction hypothesis there is a path A′ : q0
x
−→ r u−→ p′ $−→
q′
y
−→ F. By the saturation algorithm there is a transition (r, ε, s[p′,q′,V]) in
A′, so we have a path A′ : q0
x
−→ r ε−→ s[p′,q′,V]
v
−→ t[p′,q′,V]
ε
−→ p′ $−→ q′
y
−→ F
(resp. A′ : q0
x
−→ r ε−→ s[p′,q′,V]
v
−→ t[p′,q′,V]
ε
−→q′
y
−→F), and A′ accepts w.
3. If τ is a block rule of the form #U$ −֒→ #V$ (resp. #U$ −֒→ V$, #U$ −֒→
#V, or #U$ −֒→ V), then w′ = x#u$y and w = x#v$y (resp. w = xv$y,
w = x#vy, or w = xvy) for some u ∈ U, v ∈ V, and x, y ∈ (Σ ∪M)∗. By
the induction hypothesis there is a path A′ : q0
x
−→ p #−→q u−→ p′ $−→q′
y
−→F.
By the saturation algorithm there is a transition (t(p,q,p′,q′,V), ε, p
′) in the
first two cases (resp. (t(p,q,p′,q′,V), ε, q
′) in the latter two cases) in A′, so
we have a path A′ : q0
x
−→ p #−→ q ε−→ s(p,q,p′,q′,V)
v
−→ t(p,q,p′,q′,V)
ε
−→ p′ $−→ q′
y
−→ F
(resp. A′ : q0
x
−→ p ε−→ s(p,q,p′,q′,V)
v
−→ t(p,q,p′,q′,V)
ε
−→ p′ $−→ q′
y
−→ F, A′ : q0
x
−→
p #−→ q ε−→ s(p,q,p′,q′,V)
v
−→ t(p,q,p′,q′,V)
ε
−→ q′
y
−→ F, or A′ : q0
x
−→ p ε−→ s(p,q,p′,q′,V)
v
−→
t(p,q,p′,q′,V)
ε
−→q′
y
−→F), and A′ accepts w.
For the soundness of the algorithm, we need to show that if there is a path
A′ : q0
w
−→F, then w ∈7−→
R
 (L(A)). This follows directly from the more general
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claim
A′ : r w−→ r with r ∈ Q ∪Qi ∧ r ∈ Q ∪Q f ⇒ ∃w
′ : w′ 7−→
R
 w ∧A0 : r
w′
−→ r .
For r = q0 and r ∈ F this yields the original claim. Note that we are using Q
(states of the original automaton A) in the claim, not Q0.
If A′ : r w−→ r, then there is a k such that Ak : r
w
−→ r. So we show by induction
on k and j:
Claim 5.24. If there is a path Ak : r
w
−→ r with r ∈ Q ∪ Qi and r ∈ Q ∪ Q f that
uses the transition added in Ak j times, then there are a word w′ and a path
A0 : r
w′
−→ r such that w′ 7−→ w.
For k = 0 the claim obviously holds with w′ = w. For k > 0 and j = 0 the
claim follows directly from the induction hypothesis for k− 1. For j > 0, we
have to distinguish the following cases:
1. Suppose the transition τ = (x, ε, y) was added to Ak−1 due to a prefix
rule of the form #U −֒→ #V (resp. #U −֒→ V), and there is a run Ak : r
w
−→ r
with appropriate r, r that uses τ precisely j times. By the saturation
algorithm, there is a transition (p, #, q) ∈ ∆ such that x = t(p,q,V). We
split up this run at the first occurrence of τ, so we have a run
Ak : r
w1−→ t(p,q,V)︸ ︷︷ ︸
Ak−1
ε
−→y
w2−→ r︸ ︷︷ ︸
Ak,j−1
with w = w1w2 ,
where Ak,j−1 denotes a run in Ak that uses the transition τ j− 1 times.
By the induction hypothesis, there is a w1 with A0 : r
w1−→ t(p,q,V) and
w1 7−→ w1. As there is no other way to reach t(p,q,V) from r in A0
(because A is unraveled), this path is of the form r
w′1−→ p #−→q ε−→ s(p,q,V)
v
−→
t(p,q,V) (resp. r
w′1−→ p ε−→ s(p,q,V)
v
−→ t(p,q,V)) for some v ∈ V and with
w1 = w′1#v (resp. w1 = w
′
1v).
By the saturation algorithm, τ was added due to a path Ak−1 : q
u
−→y for
some u ∈ U, so there is a path Ak,j−1 : r
w′1−→ p #−→ q u−→ y
w2−→ r, and by the
induction hypothesis there is a ŵ with A0 : r
ŵ
−→ r and ŵ 7−→ w′1#uw2.
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Using the rule #U −֒→ #V (resp. #U −֒→ V), we obtain a derivation ŵ 7−→
w′1#uw2 7−→ w
′
1#vw2 (resp. w
′
1vw2) = w1w2 7−→
 w1w2 = w.
The following figure gives an overview of the various paths and transi-
tions mentioned above for the case that a rule #U −֒→ #V is used.
r p q
s(p,q,V) t(p,q,V)
y r
w′1 # u ∈ U
w2
v ∈ V
ε ε
w1
2. Suppose the transition τ = (x, ε, y) was added to Ak−1 due to a suffix
rule of the form U$ −֒→ V$ (resp. U$ −֒→ V), and there is a run Ak : r
w
−→ r
with appropriate r, r that uses τ j times. By the saturation algorithm,
there is a transition (p′, $, q′) ∈ ∆ such that y = s[p′,q′,V]. We split up this
run at the last occurrence of τ, so we have a run
Ak : r
w1−→ x︸ ︷︷ ︸
Ak,j−1
ε
−→ s[p′,q′,V]
w2−→ r︸ ︷︷ ︸
Ak−1
with w = w1w2 .
By the induction hypothesis, there is a w2 with A0 : s[p′,q′,V]
w2−→ r and
w2 7−→ w2. As there is no other way to reach r from s[p′,q′,V] in A0, this
path is of the form s[p′,q′,V]
v
−→ t[p′,q′,V]
ε
−→ p′ $−→ q′
w′2−→ r (resp. s[p′,q′,V]
v
−→
t[p′,q′,V]
ε
−→q′
w′2−→ r) for some v ∈ V and with w2 = v$w′2 (resp. w2 = vw
′
2).
By the saturation algorithm, τ was added due to a path Ak−1 : x
u
−→ p′
for some u ∈ U, so there is a path Ak,j−1 : r
w1−→ x u−→ p′ $−→ q′
w′2−→ r, and by
the induction hypothesis there is a ŵ with A0 : r
ŵ
−→ r and ŵ 7−→ w1u$w′2.
Using the rule U$ −֒→ V$ (resp. U$ −֒→ V), we obtain a derivation ŵ 7−→
w1u$w′2 7−→ w1v$w
′
2 (resp. w1vw
′
2) = w1w2 7−→
 w1w2 = w.
3. Suppose the transition τ = (x, ε, y) was added to Ak−1 due to a block
rule of the form (1) #U$ −֒→ #V$, (2) #U$ −֒→ #V, (3) #U$ −֒→ V$, or
(4) #U$ −֒→ V, and there is a run Ak : r
w
−→ r with appropriate r, r
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that uses τ j times. By the saturation algorithm, there are transitions
(p, #, q), (p′, $, q′) ∈ ∆ such that x = t(p,q,p′,q′,V) and y = p
′ (cases (1)
and (3)) resp. y = q′ (cases (2) and (4)). We split up this run at the first
occurrence of τ, so we have a run
Ak : r
w1−→ t(p,q,p′,q′,V)︸ ︷︷ ︸
Ak−1
ε
−→ p′ $−→q′
w2−→ r︸ ︷︷ ︸
Ak,j−1
with w = w1$w2 ((1) and (3))
respectively
Ak : r
w1−→ t(p,q,p′,q′,V)︸ ︷︷ ︸
Ak−1
ε
−→q′
w2−→ r︸ ︷︷ ︸
Ak,j−1
with w = w1w2 ((2) and (4)).
By the induction hypothesis, there is a w1 with A0 : r
w1−→ t(p,q,p′,q′,V) and
w1 7−→ w1. As there is no other way to reach t(p,q,p′,q′,V) from r in A0,
this path is of the form r
w′1−→ p #−→q ε−→ s(p,q,p′,q′,V)
v
−→ t(p,q,p′,q′,V) ((1) and (2))
resp. r
w′1−→ p ε−→ s(p,q,p′,q′,V)
v
−→ t(p,q,p′,q′,V) ((3) and (4)) for some v ∈ V and
with w1 = w′1#v resp. w1 = w
′
1v.
By the saturation algorithm, τ was added due to a path Ak−1 : q
u
−→ p′
for some u ∈ U, so there is a path Ak,j−1 : r
w′1−→ p #−→ q u−→ p′ $−→ q′
w2−→ r,
and by the induction hypothesis there is a ŵ with A0 : r
ŵ
−→ r and ŵ 7−→
w′1#u$w2. Using the rules (1) to (4), we obtain a derivation
(1) ŵ 7−→ w′1#u$w2 7−→ w
′
1#v$w2 = w1$w2 7−→
 w1$w2 = w;
(2) ŵ 7−→ w′1#u$w2 7−→ w
′
1#vw2 = w1w2 7−→
 w1w2 = w;
(3) ŵ 7−→ w′1#u$w2 7−→ w
′
1v$w2 = w1$w2 7−→
 w1$w2 = w;
(4) ŵ 7−→ w′1#u$w2 7−→ w
′
1vw2 = w1w2 7−→
 w1w2 = w.
It is interesting to compare the saturation algorithms for TIR systems with
tag-removing as above and for pushdown systems (see Section 3.4). In both
cases, special forms of finite automata are required for representing regular
sets of configurations. Furthermore, the basic principle of the saturation steps
is the same in both cases. These steps iteratively capture more and more
configurations, based on the idea that if a configuration c is accepted by the
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automaton at some stage, and a configuration c′ can be derived from c in one
step, then the automaton should also accept c′.
To conclude this section, we analyze the complexity of the saturation algo-
rithm.
Theorem 5.25. Let R be a TIR system with tag-removing, and let A be an NFA.
Then the saturation algorithm of Theorem 5.23 that yields an NFA which recognizes
7−→
R
 (L(A)) requires time polynomial in the sizes of R and A.
Proof. Before we start, let us recall a number of results about algorithms on
finite automata. Consider an NFA A = (Q,Σ, q0,∆, F). If ∆ contains ε-
labeled transitions, we will frequently need to construct an equivalent NFA
A′ without such transitions in the saturation phase. It is well known that
the elimination of ε-transitions (and thus the construction of A′) requires
O(|Q|3 + |∆||Q|2) time. If A1 and A2 are NFAs without ε-transitions and
with state sets Q1 and Q2 respectively, then the product automaton A12 rec-
ognizing the intersection L(A1) ∩ L(A2) has |Q1||Q2| states and can be con-
structed in time O(|Q1||Q2|). Finally, given A as above, it is decidable in time
O(|Q|+ |∆|) whether or not L(A) = ∅.
Let us now consider the preparation phase of the saturation algorithm.
Before studying the saturation phase, we will first determine an upper bound
for the size of A0 after the preparation phase of the saturation algorithm. Our
inputs are an unraveled NFA A = (Q,Σ ∪M, q0,∆, F) and a TIR system with
tag-removingR = (Σ,M, Γ, P, S, B,win). We assume that all regular languages
over Σ from the left and right hand sides of rules of P, S and B are given in the
form of NFAs without ε-transitions (even normalized ones for the right hand
sides). Let ∆M = ∆ ∩ (Q×M×Q) be the set of all marker-labeled transitions
in A. Furthermore, to avoid misunderstandings, let |P| (and analogously |S|
and |B|) denote the number of rules of the form #U ֒ a−→ #V or #U ֒ a−→ V in
P, rather than the actual number of word triples, which will, in general, be
infinite.
We have to add auxiliary NFAs for the right hand sides of all rewrit-
ing rules and for all matching marker-labeled transitions from ∆ (or pairs
thereof for B) to A to form A0. This sums up to a total of at most α :=
|P||∆M|+ |S||∆M|+ |B||∆M|2 auxiliary automata. If Y is the maximal number
of states of all these automata, then at the end of the preparation phase, A0 has
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at most Z := |Q|+ αY states and a maximal number of |∆|+ α(Y2|Σ|+ 1) tran-
sitions; the second summand covers the transitions of the α auxiliary NFAs
and the ε-transitions connecting them to A. The actual time necessary for the
construction of A0 is irrelevant in the following, since we only unite the state
and transition sets of a number of automata and add α ε-transitions.
We now come to the saturation phase. Let us first determine the number
of iteration cycles of this phase. Consider an auxiliary automaton for the right
hand side of a prefix rule, with final state t. For this particular automaton,
a maximum of Z ε-transitions may be added during the saturation phase,
namely one from t to every other state of A0. The same holds for every
automaton for the right hand side of a suffix rule with initial state s, with
the difference that the ε-transitions may connect any state of A0 with s. This
sums up to a maximum of Z|∆M|(|P|+ |S|) ε-transitions to be added in the
saturation phase for such rules. As for block rules, we have |B||∆M|2 auxiliary
automata, and for every one of these at most one ε-transition can be added. In
total, the iteration will stop after at most Z|∆M|(|P|+ |S|) + |B||∆M|2 cycles.
In every iteration cycle k, we have to check whether a new ε-transition can
be added. In the worst case, this has to be checked for all auxiliary automata
and, in the case of prefix and suffix rules, also for all (at most Z) states from
A0. As for auxiliary automata for block rules, remember that at most one
ε-transition may be added, and that its target state is predetermined. Hence,
we have to perform at most Z|∆M|(|P|+ |S|) + |B||∆M|2 such checks in every
iteration cycle.
We will now determine the complexity of such checks. As an example,
consider the case of an automaton A(p,q,V) that was added for a prefix rule
of the form #U ֒ a−→ #V and a transition (p, #, q) ∈ ∆. The procedures for tag-
removing prefix rules and all forms of suffix and block rules are analogous.
Given a state r from A0, we must check whether there is a path in Ak
from q to r that is labeled with a word from U; in this case, we will add
an ε-transition from t(p,q,V) to r to Ak. This requires us to check whether
L(Ak(q, r)) ∩ U 6= ∅. The NFA Ak(q, r) has at most Z states and at most
Z2(|Σ ∪ M| + 1) transitions (the 1 for ε-transitions). In fact, since U ⊆ Σ∗,
we can simply remove all M-labeled transitions from Ak(q, r), since these are
irrelevant for checking L(Ak(q, r)) ∩ U for emptiness; this leaves us with at
most Z2(|Σ|+ 1) transitions.
The procedure is now as follows: First, we eliminate all ε-transitions from
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Ak(q, r), yielding A′k(q, r) with the same number of states, but at most Z
2|Σ|
transitions. Then, we construct the product automaton B of A′k(q, r) and the
NFAAU with state set QAU and L(AU) = U such that L(B) = L(A
′
k(q, r))∩U.
Finally, we check whether L(B) = ∅. The first of these steps thus requires
time in O(Z3 + Z4|Σ|); the second yields the automaton B with at most
Z|QAU | states and no more that (Z|QAU |)
2|Σ| transitions, and requires time in
O(Z|QAU |); the final step then requires time in O(Z|QAU |+ (Z|QAU |)
2|Σ|).
This sums up to a time complexity of O(Z4|Σ| + Z3 + (Z|QAU |)
2|Σ| +
2Z|QAU |) for checking whether an ε-transition from t(p,q,V) to r should be
added. If we further assume X to be the maximal number of states of all aux-
iliary automata for left hand sides of prefix, suffix and block rules, we obtain a
uniform time complexity of O(Z4|Σ|+ Z3 + (ZX)2|Σ|+ 2ZX) for every such
check.
Note that for suffix rules with auxiliary automata A[p′,q′,V], we must con-
sider Ak(r, p′), and for block rules with automata A(p,q,p′,q′,V), we will always
only have to consider Ak(q, p′); the complexity remains the same.
With at most Z|∆M|(|P|+ |S|) + |B||∆M|2 iteration cycles, we thus obtain
a total (polynomial) complexity of
O
( (
Z |∆M| (|P|+ |S|) + |B| |∆M|2
)
(max. number of iteration cycles)
·
(
Z |∆M| (|P|+ |S|) + |B| |∆M|2
)
(max. number of checks per cycle)
·
(
Z4 |Σ|+ Z3 + (ZX)2 |Σ|+ 2ZX
) )
(complexity per check)
or, rather shortened,
O( Z6 |∆M|
4 X2 (|P|+ |S|+ |B|)2 |Σ| )
for the saturation algorithm. This shows that in particular the combined size
of A and the auxiliary automata for the right hand sides of rules and the
number of marker-labeled transitions in A have a strong influence on the
complexity.
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5.5 Extending TIR Systems by Adding Tags
After studying the effects of removing markers in the previous section, we
will now consider the consequences of adding new tags to words by rewriting.
This is another way of breaking up the invariability of the number of processes
inherent in the basic model. This time, however, the rewriting rules will allow
us to add an arbitrary number of markers to a word in every rewriting step,
while retaining the markers used to fix the position of rewriting. This is to
some extent in contrast to the case of tag-removing, where a maximum of two
markers can be removed in any step.
As for a system of processes, adding tags allows us to model that any pro-
cess can spawn any number of new processes, and these will, after creation,
operate independently of all other processes. In particular, there is no notion
of a process waiting for the termination of other processes. Again, we are
only interested in the question whether reachability is still decidable. We will
see that some effective reachability analysis is indeed possible; however, the
preservation of regularity that we obtained with tag-removing is lost in this
setting.
A (regular) TIR system with tag-adding is a structure R = (Σ,M, Γ, P, S,
B,win) with Σ, M, Γ and win as before, and finite (resp. recognizable) relations
• P ⊆ MΣ∗ × Γ×M(Σ ∪M)∗ of prefix rules,
• S ⊆ Σ∗M× Γ× (Σ ∪M)∗M of suffix rules, and
• B ⊆ MΣ∗M× Γ×M(Σ ∪M)∗M of block rules,
satisfying for all (z, a, z′) ∈ P ∪ S ∪ B the condition (5.1). More intuitively, R
contains rules of e. g. the form (#U, a, #V) as already known, but where on
the right hand sides of rules we allow finite resp. regular sets V over Σ ∪M,
in contrast to the basic form. This means that the marker(s) involved in every
rewriting step will always be preserved, but new markers may be added to
words in the process. The notations of Section 5.1 carry over analogously.
It turns out that regularity is not preserved with this extension, and thus
also the derivation relation is not rational in general. In view of Theorem 5.23,
this illustrates well that the two cases of removing tags introduced in Sec-
tion 5.4 and of adding tags behave differently with respect to preservation of
regularity.
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Proposition 5.26. TIR systems with tag-adding do not preserve regularity.
Proof. Consider R = ({a}, {#}, Γ, P, S, B, #a#), where P = {#a −֒→ ##a#}, and
S = B = ∅. Then L(R) = {#na#n | n ≥ 1} is not regular.
However, we still keep decidability of the word-to-word reachability prob-
lem.
Theorem 5.27. The word-to-word reachability problem for regular TIR systems with
tag-adding is decidable.
Proof. Let R = (Σ,M, Γ, P, S, B,win) be a regular TIR system with tag-adding,
and let u, v ∈ (Σ ∪M)∗. Let |w|M denote the number of markers of M in w.
If |u|M > |v|M, then clearly v is not reachable from u. Otherwise, a maximum
of n := |v|M − |u|M rewriting steps that add tags will suffice to derive v from
u, if at all possible. For X = P, S, B, let X0 denote the set of rules of X that do
not add tags, and let X1 = X \ X0. Similarly, let R0 = (Σ,M, Γ, P0, S0, B0,win)
and R1 = (Σ,M, Γ, P1, S1, B1,win). Then we have to iterate the following at
most n times to decide whether v is reachable from u, starting with i = 0 and
U0 = {u}:
1. Set i := i + 1, and compute U′i := 7−−→R0
 (Ui−1) and Ui := 7−−→
R1
(U′i );
2. If v ∈ Ui ∪U′i , then v is reachable from u, else if i = n, then v is not
reachable from u.
Note that R0 is a basic TIR system, hence 7−−→
R0
 is rational by Theorem 5.3.
Since 7−−→
R1
is also rational, every U′i and Ui is effectively regular by Propo-
sition 2.1, which means that the membership in step 2 is effectively decid-
able.
It is interesting to compare the above results to a more restricted frame-
work of dynamic networks of pushdown systems which was studied by Bouaj-
jani, Müller-Olm and Touili in [BMOT05]. In their setting, disjoint finite sets Q
of states and Γ of stack symbols are used to model pushdown processes, each
of which is represented by a word from QΓ∗, and a collection of pushdown
processes is treated as a word from (QΓ∗)∗. A finite number of transition
rules of two types are allowed to operate on such systems (we omit the label-
ing of rules for simplicity). The first type are tuples from QΓ×QΓ∗, allowing
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only local operations on the various stacks. The second type are tuples from
QΓ× QΓ∗QΓ∗, which allow for a local operation on a stack and, in addition,
for spawning a new pushdown process. Configurations of such systems are
words over (QΓ∗)∗, and rules are applied via infix rewriting. To clarify the
second type of rules, a rule (pa, p1w1p2w2) applied to a configuration αpawβ
with α, β ∈ (QΓ∗)∗ and w ∈ Γ∗ yields αp1w1p2w2wβ, that is, the rule (pa, p2w2)
is used to operate locally on the pushdown process paw, and the new process
p1w1 is added to the system.
Such rewriting systems do not preserve regularity; they do, however, pre-
serve context-freeness. Since no synchronization is possible between the pro-
cesses of such networks, as is also the case for TIR systems with tag-adding,
it is an interesting question whether or not the same holds for the latter, even
though the spawning of new processes is much more flexible there. Indeed,
since it appears that some sort of communication between processes would
be necessary to generate typical context-sensitive languages, we conjecture
that TIR systems with tag-adding are not strong enough to generate any-
thing but context-free languages. In addition, it was also shown that dynamic
networks of pushdown processes preserve regularity when computing back-
wards, that is, if L is a regular set of configurations of such a system, then the
set pre∗(L) = {w ∈ (QΓ∗)∗ | w 7−→ L} is also regular. Whether or not this
also holds for TIR systems with tag-adding is another open problem.
5.6 Discussion: Further Extended Models and
Limits of Decidability
There are several natural ways how the basic model of TIR system may be
extended further. For instance, one may allow tag-removing and tag-adding
rules at the same time, or rules might be allowed to rename the tags that are
involved in a rewriting step. However, the problem with such extensions is
that they allow to transfer information across tags in either direction.
In the case of renaming tags, this is particularly easy to realize. We simply
need to introduce two additional markers for every pair (a,m) ∈ Σ×M, say
−→ma and
←−ma. Then the additional rules am −֒→
−→ma and
−→ma −֒→ ma allow to rewrite
am to ma in two steps, and similar rules involving←−ma allow to transfer a across
m to the left.
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In the case of removing and adding tags, we can move symbols across a
marker by alternating between adding and removing a marker twice. Let us
illustrate this for the case of moving a symbol to the left across a marker;
the other case is analogous. We use for every a ∈ Σ and every m ∈ M new
symbols â and m̂. Then applying the rules ma −֒→ mâm̂, mâm̂ −֒→ ââm̂, ââm̂ −֒→
amâââm̂, and mâââm̂ −֒→ m will rewrite ma to am.
The ability to move markers arbitrarily allows to apply rewriting rules at
any position within a word, which yields the full power of infix rewriting.
Therefore, these models are Turing powerful, and all interesting properties
over such systems are undecidable.
Information Transfer
Clearly, we need to exercise caution when allowing information transfer across
markers. Related results were also achieved by Karhumäki, Kunc and Okhotin
in [KKO06a], where they extended their studies on prefix and suffix rewriting
of words. In their setting, they used a center marker # to separate a word into
two parts. We recall their results in the following.
The rewriting variants considered only affect prefixes and suffixes of words
of the form w#w′, where the center marker # is never touched. The rewriting
systems can therefore also be viewed as various modes of communication be-
tween two stacks. This communication, and the operations on the stacks, are
given by relations Rll, Rrr, Rlr, and Rrl over some finite alphabet Σ, inducing
the following rewriting relation:
• xw#w′ 7−→ yw#w′ if (x, y) ∈ Rll,
• w#w′x 7−→ w#w′y if (x, y) ∈ Rrr,
• xw#w′ 7−→ w#w′y if (x, y) ∈ Rlr, and
• w#w′x 7−→ yw#w′ if (x, y) ∈ Rrl,
that is, Rll and Rrr allow local operations on the stacks, and Rlr and Rrl can be
used to transfer information from one stack to the other.
Four variants of rewriting were studied. In the receiving mode, we have
Rll = Rrl = ∅; this way, information is only transferred from one stack to the
other, and only the receiving stack may operate in the usual stack-like fashion.
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In the sending mode, with Rrr = Rrl = ∅, stack operations are only permitted
for the sending stack. One may think of this as one stack operating in the
usual way and occasionally outputting information onto the other stack. In
the combination of receiving and sendingwith Rrl = ∅, both stacks may operate
locally, but information can only be sent in one direction. Finally, the two-way
mode with Rll = Rrr = ∅ does not allow any local operations, but instead
information transfer from either stack to the other is possible.
One can further distinguish the cases of controlled and uncontrolled rewrit-
ing. In the controlled case, a connection of the x’s and y’s above is allowed.
For the communication between the two stacks, this in particular means that
the information to be removed from one stack can determine the information
to be added to the other stack. In the uncontrolled case, no such connection
is allowed, that is, the words to be removed and added are chosen indepen-
dently. As for the communication between the stacks, this means that the act
of transferring information is in fact the only information communicated. It is
clear that controlled rewriting offers more computational power than uncon-
trolled rewriting.
Receiving. The expressive power of receiving information flow between two
stacks essentially depends on the set I of initial words of a rewriting system.
If Rlr preserves regularity (that is, Rlr(L) is regular for all regular L) and Rrr
is recognizable, then only regular sets can be derived from a regular initial set
I. Additionally, if Rlr(L) can be algorithmically computed for every regular L,
then so can the set derivable from I.
However, if we go beyond regular initial sets, then we quickly obtain com-
putational universality. For this, it suffices to use a copy relation {(a, a) | a ∈
Σ} as Rlr and a finite uncontrolled relation Rrr. As initial set, I = L1L2 with
particular linear context-free Li suffices, where a language is linear context-
free if it can be generated by a grammar whose rules are of the form A→ uBv
or A→ u with non-terminal symbols A, B and terminal strings u, v.
Sending. In the sending mode, the power of rewriting is essentially deter-
mined by the fact whether or not the sending relation Rlr is controlled. In
the uncontrolled case, already very small uncontrolled finite relations allow
to generate non-regular, linear context-free languages from singletons. If we
strengthen the local operations Rll to be (controlled) recognizable relations,
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we can still derive only linear context-free languages from initial regular sets,
as long as the sending relation Rlr is an uncontrolled product of two regular
sets.
The controlled case, however, allows to generate every context-free lan-
guage L. For this, it suffices to use a (controlled) copying sending relation Rlr,
an uncontrolled finite relation Rll for local operations on the sending stack,
and a singleton I. The idea is essentially to simulate a derivation of a context-
free grammar on the sending stack and to transfer the generated terminal
symbols to the receiving stack, which will hold the final result of the deriva-
tion. Although this rewriting system appears rather limited, we still can only
derive context-free languages from I even if we strengthen the rewriting sys-
tem by allowing a recognizable relation Rll for local operations, a rational
sending relation Rlr, and a context-free initial set I.
Receiving and Sending. Again, the fact whether or not the sending relation
is controlled essentially determines the computational power of this mode. If
Rlr is an uncontrolled product of two regular sets, then recognizable relations
Rll and Rrr allow us to derive a context-free language from a regular I. How-
ever, a controlled finite relation Rlr together with finite uncontrolled Rll and
Rrr and a singleton I already suffice to yield computational universality.
Two-Way Communication. This mode is the most expressive of the four
considered. By a very elaborate construction, it has been shown that for every
recursively enumerable language L ⊆ Σ∗, already finite uncontrolled relations
Rlr and Rrl over an alphabet Γ ⊃ Σ and an initial word w ∈ Γ∗#Γ∗ suffice
essentially to generate L up to renaming of letters and intersection with Γ∗#.
Chapter 6
Conclusion
6.1 Retrospective
The main focus of this thesis was the study of word rewriting systems as a
mechanism to represent infinite graphs by a finite formalism, and the investi-
gation of central algorithmic properties of such graphs. The models used and
introduced in our research are based on the prefix rewriting systems, which
are a well-understood formalism by the works of Büchi, Muller and Schupp,
Caucal, and many others, and on the MPSR systems, which have been inves-
tigated in particular by Karhumäki, Kunc and Okhotin.
In Chapter 4 we studied the graphs generated by (regular) MPSR systems.
In particular, we determined the connection between the classes of (regular)
MPSR graphs and those of pushdown, prefix recognizable, automatic, and
rational graphs. Furthermore, we studied the classes of trace languages of
such systems, which we found to be strictly between the context-free and the
context-sensitive languages.
In Chapter 5 we introduced the model of TIR systems and several vari-
ants thereof. In their basic form, we found that TIR and MPSR systems share
a number of model-checking properties, and we obtained analogous results
concerning their trace languages. For the variant where tag removing is al-
lowed, we showed that regularity of languages is preserved by adapting the
saturation method as known for pushdown systems. This result also provides
an effective procedure to solve the reachability problem for such systems. For
the variant where tag adding is allowed, we showed that regularity of lan-
guages is not preserved, but that one can still decide the reachability problem.
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6.2 Open Problems
There are still a number of open problems concerning the relationships be-
tween the classes of MPSR, TIR and GTR graphs and the associated trace
languages, left here for future research. Let us start by considering the var-
ious classes of graphs and giving a number of conjectures that may help to
complete the hierarchies of Theorems 4.14 and 5.14.
We have seen in Example 5.1 that the infinite n-dimensional grid is a TIR
graph for every n ∈ N. However, it seems impossible that such a grid could
be an MPSR graph for n ≥ 3. Intuitively, advancing in one particular of the
n dimensions in the grid must be possible without affecting the options to
advance in any other dimension. This is already visible in the case of the
infinite 2-dimensional grid. If we want to generate it with word rewriting,
then two separate locations for rewriting are necessary. This is obvious since
with either prefix or suffix rewriting alone, we can only generate the prefix-
recognizable graphs, but with Propositions 2.3 and 3.12 the grid clearly is no
such graph.
Furthermore, since the out-degree of every node in the grid is n, and the
in-degree of every node is at most n, such a grid would already have to be an
MPSR graph, since the in- and out-degrees of nodes of regular MPSR graphs
are in general unbounded. But it seems unlikely that, with only finitely many
rules, the two places for rewriting that we have in an MPSR system could
suffice to capture more than two dimensions, since every further dimension
would need to be captured at one of the two ends and thus interfere with
other dimensions. We therefore conjecture the following.
Conjecture 6.1. The class of MPSR graphs is properly included in the class of
TIR graphs, and the class of regular MPSR graphs is properly included in the
class of regular TIR graphs.
The intuition about the n-dimensional grid for n ≥ 3 also suggests that not
every TIR graph is a regular MPSR graph. Furthermore, we know that not
every regular MPSR graph is a TIR graph, since the former are in general of
unbounded out-degree. We thus arrive at the following conjecture.
Conjecture 6.2. The classes of TIR graphs and of regular MPSR graphs are
incomparable with respect to inclusion.
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Figure 6.1 sums up the previous conjectures and the results of Sections 4.2
and 5.2. Again, an arrow from class A to class B denotes A  B, and a
missing path between two classes denotes their incomparability with respect
to inclusion. Arrows and lines with question marks denote conjectures con-
cerning inclusion and incomparability with respect to inclusion, respectively,
and a dotted line between two classes of graphs denotes the fact that their
relationship is still an open problem without any conjecture.
Pushdown Prefix recognizable Automatic Rational
TIR regular TIR
MPSR regular MPSR
GTR regular GTR
? ??
Question marks denote conjectured relationships, dotted
lines denote unknown relationships without conjectures.
Figure 6.1 – The suggested hierarchy of graph classes
Finally, let us consider some of the open problems concerning the trace
languages of MPSR, TIR and GTR systems.
First of all, since MPSR systems may be used as two separate stacks, it
appears unlikely that they would suffice to capture a language which, intu-
itively, would require more stacks. As an example, consider the languages Ln
for n ≥ 3 from Example 5.2, which we know to be TIR trace languages. How-
ever, it seems impossible that any such Ln could be captured by a (regular)
MPSR system.
Conjecture 6.3. The class of MPSR trace languages is properly included in the
class of TIR trace languages, and the class of regular MPSR trace languages is
properly included in the class of regular TIR trace languages.
The inclusions, of course, are clear by Remark 5.6 and by the definition of
the respective trace languages.
There are also two candidate languages to separate the classes of TIR and
MPSR trace languages from the class of GTR trace languages. The first one,
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{w ∈ {a, b, c}∗ | |w|a = |w|b = |w|c}, was shown to be the trace language of a
GTR system in [Löd03]. We have seen in Theorem 4.16 and Proposition 5.16
that the set {anbncn | n ∈ N} is neither a regular MPSR trace language nor
a regular TIR trace language. Though the respective proofs depend, among
other things, on maintaining the order of the letters, it seems unlikely that
giving up this order would make a difference.
The other one is the shuffle language
⋃
w∈Γ∗ sh(w,w), which we know is
an MPSR trace language from Example 4.2. The MPSR system capturing this
language makes use of the (though somewhat limited) queue character inher-
ent in MPSR (and also TIR) systems. GTR systems, however, do not appear to
possess these capabilities. Intuitively, simulating a queue would require a tree
with at least two branches, as we would need access to the head as well as the
end of the queue. Adding elements to the end of the queue would be simple
and just require extending the corresponding branch. Deleting elements from
the head of the queue, however, would correspond to shortening the other
branch, which can only be continued easily up to the tree’s root node. At
this point, we would have to transfer information from one branch across the
root node to the other branch. This could be done in two rewriting steps, by
guessing a subtree s to delete in the first branch and a subtree s′ to add in the
second one, or in a single rewriting step, by replacing the entire tree. In both
cases, we cannot guarantee the correctness of the transfer in general.
It seems therefore unlikely that GTR systems could capture the shuffle
language. We thus suggest the following conjecture.
Conjecture 6.4. The following are incomparable with respect to inclusion:
(a) the classes of (regular) MPSR trace languages and of (regular) GTR trace
languages;
(b) the classes of (regular) TIR trace languages and of (regular) GTR trace
languages.
A further open problem concerns the classes of (regular) MPSR and (reg-
ular) TIR trace languages. By their respective definitions, it is clear that the
class of MPSR trace languages is included in the class of regular MPSR trace
languages, and that the same holds analogously for TIR systems. However, it
is still an open problem whether the respective inclusions are strict.
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