Abstract-This paper proposes a deep learning classification method for frame-wise recognition of human activities, using raw color (RGB) information. In particular, we present a Convolutional Neural Network (CNN) classification approach for recognising three basic motion activity classes, that cover the vast majority of human activities in the context of a home monitoring environment, namely: sitting, walking and standing up. A real-world fully annotated dataset has been compiled, in the context of an assisted living home environment. Through extensive experimentation we have highlighted the benefits of deep learning architectures against traditional shallow classifiers functioning on hand-crafted features, on the task of activity recognition. Our approach proves the robustness and the quality of CNN classifiers that lies on learning highly invariant features. Our ultimate goal is to tackle the challenging task of activity recognition in environments that are characterized with high levels of inherent noise.
I. INTRODUCTION
During the last years, human activity recognition has become one of the most challenging tasks in the computer vision community. The abstract nature of human generated data, along with the additional obstacles added by the physical environment (e.g., illumination, occlusion and point of view) makes the task of activity classification computational demanding and hard to generalize. Several approaches have been proposed that tried to exploit handcrafted features to describe activities. In [1, 2] the authors proposed cuboid structures for describing spatiotemporal interest points (STIPs) extracted from such features. Those approaches are based on color image sequences (RGB color space) and the cuboid descriptors were defined over a deterministic time window. In a similar manner, in [3] the authors tried to acquire and describe STIPs extracted from depth image sequences. In another STIP-based approach, the authors in [4] combined the two information channels (depth and color) and proposed two different modalityfusion methods, offering also the first multimodal publicly available dataset on activities of daily living (ADLs). Other methods [5, 6] focused on extracting and modeling normal vectors, either from regions of interest or from whole frames. Even though the aforementioned references reported promising and highly accurate results, they significantly suffer from physical problems such as, occlusion, illumination, frame rate and point of view. Moreover, the usage of hand-crafted features and histogram-based shallow classifiers makes those techniques hard to be generalized in multiple domains.
On the the other hand, works that focus explicitly on ADLs usually tackle the problem by making unrealistic assumptions regarding the nature of the data. In [7] the authors provide valuable results and conclusions regarding the affect of the objects in the ADL recognition task. However their method is based on data acquired by a chest-mounted camera, an assumption that is both invasive and impractical, especially for the case of a home monitoring and unobtussive application. Similarly in [8, 9] the subjects are always in front of the camera sensor, acting in most cases from the same point of view, thus providing very clean and noise-free data. In [10] the authors propose a very robust and well defined framework, which is however based on hand-crafted features and fuzzy activity estimation, hence making it vulnerable when the point of view changes or in the presence of occlusion.
Our approach tries to exploit the highly invariant characteristics of deep architectures, and especially convolutional neeural networks (CNNs), to provide a more generalizable activity recognition framework that can be easily tailored for recognising ADLs. Towards that direction [11, 12] , used CNNs on Depth and Binary Motion Images respectively in order to predict the performed activity. However, the datasets that both works used, even though they are very popular among previous works on activity recognition, they are quite naive and unrealistic, thus making it very hard to generalize on a more obtrusive scenario. Our work was mainly inspired by approaches such as [13, 14] or more recently [15, 16] , where the authors exploited deep architectures under more realistic experimental conditions. Such frameworks are characterized by high invariance and are very promising candidates for the demanding task of recognising ADLs.
The major contribution of the proposed work compared to the aforementioned publications is that we focus specifically on the application of home-based activity monitoring using convolutional neural networks. We aim to identify core ADL activities such as standing, sitting and walking that carry valuable information, when targeting ADLs of higher abstraction such as watching TV, eating etc., which is our far reaching goal. Moreover instead of evaluating on pre-segmented videos that represent a single target class, we adopted a frame-wise activity identification approach where different activities are swapped consistently within the same recording. This approach acts as a foundation for our next steps on temporal modeling of activities when evaluating on continuous video streams.
The motivation of the current work stems from the application domain of medical monitoring. Specifically, we base our evaluation setup on monitoring the activities of daily living (ADLs) of elder people in their home environment, using a robot that functions both as a companion and as a moving monitoring device. This work is part of the RADIO EU research program www.radio-project.eu/ that aims at utilizing a robotic platform, equipped with multimodal sensors (microphones, cameras and laser range finders), to unobtrusively monitor seniors. In order to have a guideline about what type of information is used by medical doctors to assess medical condition of interest, we use the interRAI Long-Term Care Facilities Assessment System (interRAI LTCF). interRAI has been analysed previously in order to identify assessment items (mood and ADL) that are useful to medical personnel [17] .
A very important type of information always assessed by medical experts monitoring senior patients consists of measures related to the ability of the subject to move independently. Questions like "how much time is it required for the person to move self to standing position (from sitting)?" are vital for the health assessment procedure. In that context, our goal here is to provide a fast and accurate method for basic human activity recognition that takes into account the resource and implementation restrictions, defined in such a scenario. For instance, realtime extraction of estimated classes and limited processing power and bandwidth are instructing towards a simple and straightforward solution. In this work, we have focused on three basic but important activity classes that cover the vast majority of everyday activities in the context of a home environment. In particular, our goal is to recognize the following activity classes: sitting, standing up and walking. It is important to emphasize that the estimation of each class is performed per frame, based only on color information. Our preference on focusing explicitly on the RGB data, springs as a requirement of the RADIO project, which demands user identification and tracking. In addition, the proposed framework is able to exploit low cost equipment (ie. regular webcam) instead of a more expensive depth sensor.
II. METHODOLOGY
For recognising the activities, we decided to utilize a CNN classifier that describes activities in a frame-wise manner, based on RGB information. As recent literature has shown, deep hierarchical visual feature extractors can significantly outperform shallow classifiers trained on hand-crafted features and are more robust and generalizable when countering problems that include significant levels of inherent noise. The architecture of our deep CNN was initially proposed in [16] . The model is mainly based on the Caffenet [18] reference model, which is similar to the original AlexNet [19] ) and the network proposed in [20] . For our experiments we used the BVLC Caffe deeplearning framework.
The network architecture consists of two convolution layers with stride of 2 and kernel sizes equal to 7 and 5 respectively, followed by max pooling layers. As a next step, a convolution layer with three filters of kernel size equal to 3 is applied, followed again by a max pooling layer. The next two layers of the network are fully connected layers with dropout, followed by a fully connected layer and a softmax classifier, that shapes the final probability distribution. All max pooling layers have kernel size equal to 3 and stride equal to 2. For all the layers we used the ReLu as our activation function. The output of the network is a distribution on our three target classes, while the output vector of the semifinal fully connected layer has size equal to 4096. We have adopted a 1000-iterations fine-tuning procedure, with an initial learning rate of 0.001, which decreases after 700 iterations by a factor of 10.
Since training a new CNN from scratch would require big loads of data and high computational demands, we used transfer learning to fine-tune the parameters of a pre-trained architecture. The original CNN was trained on the 1.2M images of the ILSVRC-2012 [21] classification training subset of the ImageNet [22] dataset. Following this approach, we manage to decrease the required training time and to avoid overfitting our classifier by ensuring a good weight initialisation, given the relatively small amount of available data. Finally, the data are preprocessed by augmenting the frame dimensionality to 240x320. The input to the network corresponds to the 227x227 center crops and their mirror images.
III. DATASET
In order to train and evaluate our system, a dataset that consists of real-world recording sessions of RGBD data has been created. For data acquisition, an XTion sensor 1 has been used as part of the robotic sensoring infrastructure of the Radio platform. In total, 12 humans have participated in different 8 scenarios. Each recording session has been repeated on 1 to 3 different days (random number of repeats for each user). This has been done in order to ensure a certain diversity of lighting conditions. 272 recordings have been recorded and annotation in total. In each scenario the recording starts with the user sitting on a chair, after a while he/she stands up and starts walking to the exit of the room. The 8 (2x2x2) different scenarios per user are acquired as follow: 1) 2 walking directions on predefined pathways (landmarks have been used to make the annotation process easier) 2) 2 different lighting conditions (natural and artificial) and 3) with and without obstacles between the visual sensor and the user During the annotation process of each video, the following information has been manually provided by the human annotators: the timestamps of the onset and offset of the standing-from-chair activity (b) the timestamp of the moment that the 4-meter distance has been covered.
In the context of this research work, we are interested in demonstrating the ability of the adopted classification method to discriminate between three basic human motion classes that are closely related to the aforementioned mobility measures. These classes are: sitting, standing up and walking. For training and evaluating our frame-based classifiers, the aforementioned videos and respective manual annotations result in a set of directories of JPEG images organized and indexed per classes and recordings. 
IV. EXPERIMENTS
We have adopted the following types of experimentation based on the dataset described at Section III: 1) Evaluation of the frame-wise classification method using a cross-validation procedure that splits training and testing data based on individual recordings. In other words, according to that approach, all frames of each recording are either used for training or testing. Three random subsampling cross-validation repetitions have been conducted, each repetition corresponding to a different random permutation of the videos in the dataset. 2) Evaluation using a cross-validation procedure that splits training and testing data based on subject IDs. According to that setup, the frames of all videos that belong to the same person are either used for training or testing. This has been conducted in order to evaluate the method in terms of subject-independence.
Again, three random subsampling cross-validation repetitions have been conducted, each repetition corresponding to a different random permutation of the subjects (humans). 3) Evaluation against different noise ratios and comparison to a Support Vector Machine classifier using hand-crafted features. Towards this end, we have added Gaussian noise of several SNR ratios to the images before testing. In addition, an SVM classifier using typical visual features (HOGs, LBPs, color histograms) has been adopted for comparison reasons. The SVM classifier has been fine-tuned in terms of the C parameter, while a linear kernel has been adopted. Tables I, II and III present the initial confusion matrix, the row-normalized confusion matrix and the performance measures (Recall, Precision, F1, Accuracy) respectively, for the first experimental setup. Similarly, tables IV, V and VI present the confusion matrix, the row-normalized confusion matrix and the performance measures, for the second experimental setup. These results prove that the Figure 1 : Examples of the compiled and annotated dataset's frames. Differnt rows correspond to separate users (humans). The first column corresponds to the "sitting" class, the second to the "sit to stand" class, while the third and fourth columns show walking examples. It can be seen that different walking directions, lighting conditions and obstacles have been used to increase diversity in conditions CNN classifier is robust and independent to subjectspecific characteristics, since the performance in the two first experimental setups is similar.
Finally, Figures 2a and 2b present respectively the mean F1 and accuracy measures for the two methods (CNN and SVM) and for different levels of signal-to-noise ratio (SNR, in dB). The CNN models illustrated in those figures are the ones trained one the first experimental scenario. We can easily infer similar behavior on the models trained on the second experimental scenario. The robustness of the CNN approach is obvious: both F1 and accuracy fall dramatically for the SVM model as the SNR ratio is reduced. On the other hand, CNN is much more robust to noise: even for 0dB SNR, the F1 measure is kept above 80%, while the respective measure for the SVM case is below 50%. In particular, the SVM classifier with hand-crafted features seems totally unstable in terms of both overall accuracy and F1 measure, for all levels of noise bellow 20dB SNR. Finally, we have also experimented using a temporal median filtering to smooth the outputs of the frame-wise classifier using various kernel sizes. However, this did not lead to any worth noticing improvements.
V. CONCLUSIONS
We have presented a Convolutional Neural Network classification approach for frame-wise recognition of three basic activity classes, that cover the vast majority of human activities in the context of a health monitoring environment. A real-world dataset has been compiled and annotated in a smart home environment and experimentation has highlighted the benefits of deep learning architectures against traditional shallow classifiers functioning on hand-crafted features. Our ongoing research efforts on the subject focus on extending the deep learning approach to more detailed activity taxonomies that will manage to describe a greater variety of ADL-related classes. In particular, we are currently implementing an important extension of the dataset described in the current paper, focusing on more frame-wise activity classes as well as highlevel activity classes (e.g. cooking, wathcing TV, preparing food, drinking, etc). Additionally, we are working on modelling temporal models of the visual information, in order to both boost the performance of the classifiers, but also to extract correlations between long-term ADLs and short-term human activity classes. Finally, we conduct research towards adopting other modalities in the activity recognition cues. In particular, the we are building a CNN that also takes into consideration depth information from the visual sensor. In addition, audio-based decisions will be extracted from the audio channel in order to be fused in a late fusion scheme that extracts high level events based on several modalities.
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