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Abstract—In this paper, we consider the temporal pattern
in traffic flow time series, and implement a deep learning
model for traffic flow prediction. Detrending based methods
decompose original flow series into trend and residual series,
in which trend describes the fixed temporal pattern in traffic
flow and residual series is used for prediction. Inspired by the
detrending method, we propose DeepTrend, a deep hierarchical
neural network used for traffic flow prediction which considers
and extracts the time-variant trend. DeepTrend has two stacked
layers: extraction layer and prediction layer. Extraction layer, a
fully connected layer, is used to extract the time-variant trend
in traffic flow by feeding the original flow series concatenated
with corresponding simple average trend series. Prediction layer,
an LSTM layer, is used to make flow prediction by feeding the
obtained trend from the output of extraction layer and calculated
residual series. To make the model more effective, DeepTrend
needs first pre-trained layer-by-layer and then fine-tuned in the
entire network. Experiments show that DeepTrend can noticeably
boost the prediction performance compared with some traditional
prediction models and LSTM with detrending based methods.
I. INTRODUCTION
Traffic flow prediction is one of the major tasks of intelligent
transportation systems (ITSs) that should be resolved [1]. It is
strongly needed for individuals, companies, governments and
so on to make decisions in time according to different con-
ditions of traffic flow. However, accurate and real-time traffic
prediction remains challenging and unsolved for many decades
due to its stochastic and nonlinear feature. Traditional methods
mainly use linear models like autoregressive integrated moving
average (ARIMA) [2]–[6] and multi-variable linear regression
(MVLR) [7], [8], and some machine learning models like
support vector regression (SVR) [9] to predict incoming traffic
flow but cannot consider the entire features in traffic flow and
perform not very well.
In recent years, some deep learning methods for traffic flow
prediction are put forward like stacked autoencoders (SAEs)
[10], long short-term memory network (LSTM) [11], deep
belief network (DBN) [12], etc., and have good performance.
On one hand, these models generally have complex network
structure which can fit nonlinear parts in traffic flow series.
On the other hand, some deep learning models like LSTM
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and gated recurrent unit (GRU) [13] are designed especially
for the time series which are adept in dealing with traffic flow.
In this paper, we explore whether deep networks like LSTM
can learn the temporal patterns existed in flow time series,
which is of great importance for traffic prediction. However,
the experiments show that LSTM has similar prediction per-
formance with some traditional machine learning models. To
make LSTM more effective in flow prediction, we introduce
detrending based methods, which are frequently used in traffic
flow prediction nowadays [7], [14]–[16]. It is based on the
hypothesis that there exists a certain temporal pattern trend
in traffic flow time series and can be separated from the
remaining fluctuations. So researchers often assume there
exists invariant periodic trend in traffic flow time series. Some
methods were used to retrieve intra-day or seasonal trend
via simple-average, principal component analysis (PCA) or
wavelet methods.
Inspired by the idea of detrending, we propose a well-
designed deep network architecture named DeepTrend. Deep-
Trend has two kinds of hidden layers: extraction layer and
prediction layer. The extraction layer is used to learn to extract
the time-variant trend, and the prediction layer is used to
predict the incoming flow by feeding the extracted trend and
calculated residual series. Experiments show that DeepTrend
outperforms other baseline based on original flow data or
detrending methods.
The rest of this paper is organized as follows. Section
II reviews the studies on short-term traffic flow prediction.
Section III proposes the DeepTrend architecture for traffic
flow prediction and the detrending based method. Section
IV discusses the experiment design and performance of the
proposed architecture, and comparison with several selected
models. Finally, Section V concludes the paper.
II. LITERATURE REVIEW
In general, traffic flow prediction approaches can be divided
into two major categories: parametric approach and nonpara-
metric approach.
The main parametric approach includes ARIMA [2] model,
MVLR [7], [8]. The model architecture of these approaches
is predetermined based on the certain theoretical assumptions
and the model parameters should be calculated by empirical
data. ARIMA model is based on the assumption that the
traffic condition is in a stationary process. It was first used
for short-term traffic flow prediction in the 1970s [2], and
then ARIMA (0, 1, 1) [3] was found the most statistically
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significant for flow prediction. Moreover, some improved
ARIMA models like subset ARIMA [4], space-time ARIMA
[5] and seasonal ARIMA (SARIMA) [6] were also proposed
to forecast traffic flow. The parametric approach has simple
and explicit architecture and takes a little time to obtain the
results.
However, due to the stochastic and nonlinear feature in traf-
fic flow, the parametric approach with linearity cannot present
a high performance for traffic flow prediction. Therefore,
researchers have paid much attention to the nonparametric
approach such as k-NN [17], SVR [9], online support vector
regression (OL-SVR) [18], random forests regression (RF)
[19], gradient boosting regression [20]. A variety of artifi-
cial neural network (ANN) models were proposed to predict
traffic flow and perform well [21]–[23]. Recently, with the
development of deep learning, many deep learning models
were applied to traffic flow prediction. SAE [10], DBN [12],
LSTM [11] and GRU [13] model were proposed in traffic
flow forecasting and got superior performance. However, these
recent studies do not further explore to extract the intra-
patterns of flow series in models, which needs to be concerned
for better traffic flow prediction.
III. METHODOLOGY
A. Recurrent Neural Network (RNN)
The RNN [24] is a generation of the feedforward neural
networks which is adept in dealing with sequences. The
structure of RNN is shown in Fig. 1. Given a general input
sequence (x1, x2, ..., xk) where xi ∈ Rd, a hidden state is
obtained at each time step, resulting in a hidden sequence
(h1, h2, ..., hk). The hidden state at time step t is calculated
by the function
ht = f (xt, ht−1) (1)
in which xt is the current input and ht−1 is the previous hidden
state. Then the optional output at each time step is calculated
by yt = g(ht). The output of RNN can be a sequence as
(y1, y2, ..., yk) or a single value yk which is dependent on the
objective of the problems.
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Fig. 1: The structure of RNN.
The simple RNN calculates the output at each time step,
making the network very deep. It is hard for them to train
and capture the dependence of the input sequence. Thus, the
structure of hidden layer is essential for them.
B. Long Short-Term Memory network (LSTM)
LSTM [25] is a special kind of RNN, designed to learn long-
term dependencies. It has a complex structure named LSTM
unit in its hidden layer which contains three gates namely
input gate, forget gate and output gate to protect and control
the unit state. The LSTM unit is shown in Fig 2, in which IN
represents the input data and the previous unit’s output.
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Fig. 2: Long Short-Term Memory
Denote that the input is xt and the hidden units output is ht
at time step t and their previous output is ht−1. For the j-th
LSTM unit, the input gate ijt , forget gate f
j
t and output gate
ojt can be calculated using the following equations:
ijt = σ (Wxixt +Whiht−1 + bi)
j (2)
f jt = σ (Wxfxt +Whfht−1 + bf )
j (3)
ojt = σ (Wxoxt +Whoht−1 + bo)
j (4)
where σ is a logistic sigmoid function, W terms are weight
matrices, and b terms are bias vectors.
Unlike traditional recurrent unit, each j-th LSTM unit
maintains a memory cjt at time t. The memory cell c
j
t is
updated by
cjt = f
j
t c
j
t−1 + i
j
t c˜
j
t (5)
where new memory content is
c˜jt = tanh (Wxcxt +Whcht−1 + bc)
j (6)
The LSTM unit output is computed by
hjt = o
j
t tanh
(
cjt
)
(7)
C. LSTM Network for Traffic Flow Prediction
We apply one-layer LSTM to traffic flow prediction. The
main architecture is shown in Fig 3. At time t, the input of
the network is the observed historical traffic data which we use
the previous N steps data as x = (xt−N+1, xt−N+2, ..., xt)
and the output xˆt+1 is the predicted traffic flow in next time
step. We can get the hidden unit output ht using the above
equations, and the output of the network can be calculated as
xˆt+1 =Whoht + b (8)
where Who is the weight matrix between the hidden layer and
output layer and b is bias term. Then, we use Back Propagation
Through Time (BPTT) [26] algorithm to train our model.
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Fig. 3: The structure of one-layer LSTM network for traffic
prediction.
D. Detrending Based Prediction
Detrending [7], [14]–[16] is widely used in analyzing and
predicting traffic flow series. The goal of detrending is to
remove the periodic trend that may influence traffic prediction
and using the residual time series to make predictions. In
our work, we make prediction without distinguishing between
weekday and weekend. Therefore, the daily periodic trend can
not be considered because there are huge different patterns of
traffic flow in weekday and weekend, and we determine the
weekly-periodic trend.
The easiest way to calculate the trend is to use the average
of periodic traffic flow time series collected in the same station,
which is called simple average trend.
Let yij−k denote the kth sample point data at station i in
jth week. The traffic time series in N continuous weeks can
be written as a series of one-dimensional vectors
Y i1 =
[
yi1−1, y
i
1−2, ..., y
i
1−n
]
, ..., Y iN =
[
yiN−1, y
i
N−2, ..., y
i
N−n
]
(9)
where n is the number of sample data points per week. If the
sample time interval is 5 minutes, we have n = 288× 7.
The simple average trend over past D weeks can be calcu-
lated as
Y iAverage =
 1
D
N∑
j=N−D+1
yij−1, ...,
1
D
N∑
j=N−D+1
yij−n

(10)
where D = N indicates the average for all sample weeks.
Then, we can obtain the residual time series Rij =[
Rij−1, R
i
j−2, ..., R
i
j−n
]
by subtracting the simple average
trend from the original time series as
Rij = Y
i
j − Y iAverage (11)
The residual time series instead of original ones are finally
fed into the prediction models in detrending based methods.
E. DeepTrend
Simple average trend is periodic and fixed. Even there are
big difference between the traffic flows at the same time in
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Fig. 4: The structure of DeepTrend.
different weeks, their corresponding simple average trend is
still same. This will make the residual series hard to forecast
if there are large offsets between original flow and trend.
To solve the problem and make it better for the predictor
to learn the temporal pattern existed in flow time series, we
propose DeepTrend, which is used to better capture the time-
variant trend and lift the prediction performance.
As shown in Fig. 4, DeepTrend contains two kinds of hidden
layers: extraction layer and prediction layer, in which the
extraction layer is a fully connected layer and the prediction
layer is an LSTM layer.
Extraction layer is designed to extract the time-variant trend
by feeding the original flow series and corresponding simple
average trend series. Prediction layer is used to predict the
incoming traffic flow which is an addictive combination of
the predicted trend and residual. The prediction layer is fed
by the obtained time-variant trend series and the residual series
calculated by subtracting the obtained trend from original
flow. In a sense, the DeepTrend can be regarded as a special
detrending method which decomposes the flow time series into
trend and residual series.
In order to make the network learn the flow patterns
better, avoid the deep network falling into a local minimum
during training, and speed up the convergence, we implement
the method that first pre-training network layer-by-layer and
then fine-tuning the entire network. That is to say, we first
train the extraction layer by feeding the original flow series
concatenated with simple average trend series as inputs and
TABLE I: Performance comparison of different models.
ARIMA-O MVLR-O SVR-O RF-O LSTM-O ARIMA-D MVLR-D SVR-D RF-D LSTM-D DeepTrend
MSE 1129.89 1138.60 1062.94 1110.54 1072.23 1028.64 1036.78 1031.51 1085.31 1024.43 984.47
MAE 22.85 23.12 22.18 22.64 22.44 21.54 21.62 21.44 22.03 21.49 21.21
simple average trend series as output to make the network
first reconstruct the simple average trend and also carry
the information from original flow series. Then we use the
obtained trend from output of extraction layer and calculated
residual series as two features of inputs and predicted trend and
residual values as outputs to train prediction layer. Finally, we
train the total network using a small learning rate by feeding
the original flow series and simple average trend series as input
and the predicted flow value in next time step as output.
The pre-training process makes the extraction layer and
prediction layer adapt to their task quickly, and fine-tuning
process will further decrease the training loss and make
the network finally converge. This training scheme enables
DeepTrend to better extract the time-variant trend, and further
improve the performance for traffic flow forecasting.
IV. EXPERIMENTS
A. Data Sources and Data-Pre-Processing
The experimental data of traffic flow are obtained from
Caltrans Performance Measurements Systems (PeMS) [27],
which are collected from 3941 stations every 5 min in district
4 of freeway systems across California. Our model is applied
to the data in the first 16 weeks of 2016. The first 12 week’
data are selected as the training set, and the remaining 4 week’
data are selected as the test set.
Because there are some missing traffic flow data in some
stations, we select 1397 stations from the original data set
whose missing flow data in 2016 are less than 1% to make
analysis, and impute the missing traffic flow data of these
stations using simple average trend.
Considering the limited computational resource, in our
experiments, we select 50 stations to forecast traffic flow.
Before feeding into the model, the flow data in each station
are first normalized to be 0 mean and 1 standard deviation.
B. Performance Indexes
To evaluate the performance of the proposed model, we use
two performance indexes, which are mean square error (MSE)
and mean absolute error (MAE). These indexes are defined as
MSE =
1
T
T∑
t=1
(yt − yˆt)2 (12)
MAE =
1
T
T∑
t=1
|yt − yˆt| (13)
where yt and yˆt are the actual traffic flow and predicted traffic
flow.
C. Predictor Architecture Settings
Considering the temporal correlation, we use the previous N
steps data as x = (xt−N+1, xt−N+2, ..., xt) to predict traffic
flow in next time step denoted as xˆt+1. In our experiment, N
is set to 12. That is to say, we use the history values within
the last 1 hour to predict traffic flow in next 5 minutes.
There are several parameters in our prediction architecture
that need defining and tuning. For DeepTrend, the extraction
layer contains 128 neurons units and the prediction layer
contains 128 LSTM units. The activation functions of the two
layers are both ReLU. The optimization algorithm is using
Adam [28]. The learning rates in pre-training the extraction
layer and prediction layer are set to 0.001 and 0.005, respec-
tively. Their numbers of pre-training epochs are 20 and 10,
respectively. In fine-tuning, the learning rate is set to 0.00002
and the number of fine-tuning epochs is 7. For ARIMA model,
we use ARIMA(12, 0, 1) as the comparative model. For SVR,
the penalty parameter C is 1.0,  is 0.1 and RBF kernel is
used. For random forests (RF), the number of trees in the
forest and maximum depth are both 10. For LSTM, we adopt
one-layer LSTM network which has 128 LSTM units. The
activation function for the hidden layer is ReLU, and for the
output layer is a linear function. It also uses Adam to train
the model. The learning rate is set to 0.001 and the number
of training epochs is 20.
It should be pointed out that there are some other parameters
had been tested and the above settings are among the best ones.
We make use of Keras [29] library with Tensorflow [30] as
backend to implement DeepTrend and LSTM, and use scikit-
learn [31] library to implement MVLR, SVR, and RF.
D. Experimental Results
We evaluate the prediction performance of the proposed
DeepTrend with the traditional models like ARIMA, MVLR,
SVR, RF, and deep network LSTM. The comparative models
are based on original flow and detrending methods.
Table I shows the results of different models for a 5-min
flow prediction, in which Model-O denotes that the model
is using original data and Model-D denotes detrending based
model.
The results show that (1) simply using LSTM still cannot
significantly boost the prediction performance; (2) detrending
based models significantly outperform the original data based
models, and (3) the proposed DeepTrend perform better than
detrending based models.
If the original flow time series data are used in prediction,
SVR performs best in terms of MSE and MAE. Although
LSTM as a deep network is adept in dealing with time series
and learning the data representation, in the experiment, simply
using an LSTM network still has not learned most intra-pattern
of original flow series and is not dominant compared with the
traditional model SVR.
If detrending based methods are used, all models have
gained significant boosting in prediction performance. This
indicates that trend served as a key component in temporal
patterns of flow plays an import role in the traffic flow
prediction. For detrending based models, LSTM performs best
in MSE term and SVR performs best in MAE term, and the
differences of two indexes between them are not very large.
As shown in Table I, the proposed DeepTrend makes MSE
and MAE drop to 984.47 and 21.21, respectively, which
noticeably outperforms other models. A visual display of
performance comparison is given in Fig. 5 and Fig. 6. They
present the cumulative distribution function (CDF) of MSE
and MAE for DeepTrend and the detrending based models,
which describe the statistical results on 50 test stations. In
figures, MSE and MAE have been first normalized between 0
and 1 for the test results of all models in each test station. We
can find that DeepTrend outperform other models in terms of
MSE and MAE in most of test stations, which demonstrates
that the proposed model is effective and promising.
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Fig. 5: Empirical CDF of the MSE for 50 test stations.
V. CONCLUSION
In this paper, we explore whether the deep network LSTM
can learn the temporal pattern of traffic flow in prediction.
Experiments reveal that simply using LSTM is not superior
to some traditional machine learning models like SVR if
detrending is not used, showing that it does not learn the
patterns in traffic flow. To better capture the temporal pattern,
0.0 0.2 0.4 0.6 0.8 1.0
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0.0
0.2
0.4
0.6
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1.0
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F
DeepTrend
ARIMA-D
MVLR-D
SVR-D
RF-D
LSTM-D
Fig. 6: Empirical CDF of the MAE for 50 test stations.
we propose DeepTrend, a deep hierarchical neural network
which integrates the process of pattern extraction and flow pre-
diction. Compared with traditional LSTM, DeepTrend needs
pre-training layer-by-layer and then fine-tuning in the entire
network. The first kind of layer extraction layer is used to
learn the temporal pattern of flow series, and the second
kind of layer prediction layer is to make a prediction for
incoming flow which is fed by output series from extraction
layer and calculated residual series. The experiments show that
DeepTrend outperforms LSTM and other baselines based on
detrending methods.
We only take account of temporal pattern in this paper.
For future work, it would be considered that making the
deep network learn the spatial correlations between different
stations and integrating the temporal-spatial dependence in one
network for traffic flow prediction.
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