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Abstract
We establish sufficient conditions for self-adjointness on a class of unbounded Jacobi operators defined
by matrices with main diagonal sequence of very slow growth and rapidly growing off-diagonal entries.
With some additional assumptions, we also prove that these operators have only discrete spectrum.
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1. Introduction
Let {bn}n∈N be a real sequence whose elements are given by
bn = nα
(
1 + cn
n
+ hn
)
, α > 1, 1 + cn
n
+ hn = 0, ∀n ∈ N, (1)
where {cn}n∈N is bounded with lim inf |cn| > 0, and {hn}n∈N is such that hn = O(n−γ ) when
n → ∞ for some γ > 1.
Let {qn}n∈N be a real sequence that grows not faster than logarithmically, viz.,
qn = O(logn) as n → ∞. (2)
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such that
(J en, en) = qn, (J en, en+1) = (J en+1, en) = bn, ∀n ∈ N, (3)
where {en}n∈N is the canonical basis in l2(N). Clearly, there are closed operators satisfying (3),
thus J is correctly defined. This operator is unbounded and we have defined it in such a way that
the semi-infinite Jacobi matrix⎛⎜⎜⎜⎜⎜⎝
q1 b1 0 0 · · ·
b1 q2 b2 0 · · ·
0 b2 q3 b3
0 0 b3 q4
. . .
...
...
. . .
. . .
⎞⎟⎟⎟⎟⎟⎠ (4)
is the matrix representation of J with respect to the basis {en}n∈N (we refer to [2] for a discussion
on matrix representation of unbounded symmetric operators).
For α > 1 fixed, different sequences {cn}n∈N, {hn}n∈N and {qn}n∈N define different concrete
realizations of J . Throughout this paper, we use J to denote anyone of these realizations pre-
scribed by (1)–(3).
Since the off-diagonal entries (weights) of (4) grow fast (α > 1), J is not always self-adjoint.
It is known, nevertheless, that certain conditions on the weights ensure self-adjointness when
{qn}n∈N is a bounded sequence. Indeed, the class of operators studied here is a generalization of
an example suggested by Kostyuchenko and Mirzoev in [12] as an illustration of a Jacobi operator
whose matrix representation does not satisfy the Carleman criterion [1] but nevertheless, under
certain conditions, can be self-adjoint. Jacobi operators for which {cn}n∈N is even-periodic and
{qn}n∈N ≡ {hn}n∈N ≡ 0 has been studied in [6,14]. For these cases there are formulae in [6]
for the asymptotic behavior of generalized eigenvectors and it is proven there, by means of the
Subordinacy Theory [5,10], that the spectrum of J is pure point in the self-adjoint case.
We carry out the spectral analysis of J on the basis of the asymptotic behavior of its gener-
alized eigenvectors. These asymptotics are obtained by means of a Levinson-type theorem for
discrete linear systems. We use transfer matrices to study the generalized eigenequation of J
and arrive at a system that turns out to be asymptotically diagonal in the sense that it satisfies
the assumptions of the Benzaid–Lutz theorem [3]. The fact that we can study the generalized
eigenequation through a discrete system, for which the Benzaid–Lutz theorem yields the asymp-
totic behavior of the solutions, is a remarkable property of this class of operators.
We impose certain mild conditions over the average behavior of the sequence {cn}n∈N in or-
der to ensure self-adjointness. These conditions are far less restrictive that those used in previous
works and contain them as special cases. Also, these conditions turn out to be sufficient for the
absence of continuous spectrum. In passing, we note that in [6,14] a much stronger assump-
tion of periodicity of the sequence {cn}n∈N was required to gain spectral information from the
asymptotic behavior of the generalized eigenvectors of operator J .
As it will become apparent later, the sequences {qn}n∈N and {hn}n∈N, with the asymptotic be-
havior specified above, play no role concerning both self-adjointness and spectral properties of J .
Indeed, we shall show below that the main term in the asymptotics of generalized eigenvectors
of J is determined only by the off-diagonal sequences, and more specifically, by the sequence
{cn}n∈N. We point out that, for unbounded Jacobi matrices, necessary and sufficient conditions
for self-adjointness are already known [6,12]. However, these conditions are valid only for qn ≡ 0
so they cannot be used here.
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Instead we mainly use general facts for Jacobi operators and Spectral Theory.
To the knowledge of the authors, the spectral analysis of Jacobi operators correspond-
ing to matrices with rapidly growing weights has been treated in few occasions [6,13,14]. In
contrast, literature on Jacobi matrices with slowly growing weights is more abundant (for in-
stance, [4,7–9,17]). In particular, Jacobi operators with zero main diagonal and bn ∼ nα , with
1/2 < α  1, has been studied in [7–9]. In these papers it is proven that, depending on the
concrete realization, this kind of Jacobi operators may have either purely absolutely continuous
spectrum or absolutely continuous spectrum with a gap where the spectrum is pure point.
This paper is organized as follows. In Section 2, we lay down the notation and some prepara-
tory facts. In Section 3, we derive the asymptotic behavior of solutions of the discrete system
associated to the generalized eigenequation for J . In Section 4, we establish sufficient condi-
tions for J to be either self-adjoint (Theorem 4.1) or non-self-adjoint (Theorem 4.2), and give
examples. Finally, in Section 5, we characterize the spectrum (Corollary 5.3 and Theorem 5.5).
2. Preliminaries
In this section we introduce the notation and main concepts that will be used throughout this
paper.
The elements of a scalar sequence will be denoted by Latin lowercase letters. For sequences
of vectors and matrices we will use Greek lowercase letters and Latin capital letters, respectively.
Besides the Hilbert space l2(N) = l2(N,C), we shall consider the space l2(N,Cd) consisting of
sequences of d-dimensional vectors {ξn}n∈N such that ∑∞n=1 ‖ξn‖2Cd is convergent, where ‖ · ‖Cd
denotes some norm in Cd . Should no confusion arise, we will denote ‖ξ‖l2(Cd ) (for the norm in
l2(N,Cd)) simply as ‖ξ‖. Keeping the notation used in the introduction, the canonical basis in
l2(N) is denoted by {en}n∈N, while {δ(k)}dk=1 will stand for the canonical basis in Cd . Given a
scalar sequence {fn}n∈N, the standard asymptotic notation O(fn) (o(fn)) as n → ∞, depending
on the context, will be used to denote the nth element of a sequence of either scalars, vectors, or
matrices, whose norm behaves as O(fn) (o(fn)) as n → ∞. All products of square matrices will
be taken in “chronological” order, i.e.,
m∏
s=p
As = AmAm−1 · · ·Ap.
Our approach to the spectral analysis of J is based on the study of the asymptotics of solutions
of the generalized eigenvalue equation
bn−1xn−1(ζ )+ qnxn(ζ )+ bnxn+1(ζ ) = ζxn(ζ ), n > 1, ζ ∈ C. (5)
Clearly, if a solution x(ζ ) = {xn(ζ )}n∈N satisfies the “boundary condition”
q1x1(ζ )+ b1x2(ζ ) = ζx1(ζ ) (6)
and turns out to be in Dom(J ), then x(ζ ) is an eigenvector of J corresponding to the eigen-
value ζ . To simplify somewhat the notation, in what follows we will not indicate the dependency
of x on ζ .
Equation (5) can be written as follows
ξn+1 = Bn(ζ )ξn, n > 1, ζ ∈ C, (7)
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ξn =
(
xn−1
xn
)
and Bn(ζ ) =
( 0 1
− bn−1
bn
ζ−qn
bn
)
is the so-called transfer matrix. From (7) it follows that
ξn =
n−1∏
k=n0
Bk(ζ )ξn0 , n0  2. (8)
Since clearly we have ‖x‖2 < ‖ξ‖2  2‖x‖2, the asymptotic behavior (in norm) of solutions
of (7) governs the asymptotic behavior of those of (5) (and vice versa). There are various methods
for obtaining the asymptotic behavior of solutions of discrete linear systems. As already men-
tioned, the main tools are the so-called discrete Levinson-type theorems. For the purpose of the
present work we use the Levinson-type theorem proven by Benzaid and Lutz in [3]. For the sake
of completeness, we state this theorem below.
Definition 2.1. Fix k ∈ N such that k  d . A sequence Q = {Qn}∞n=n0 (n0 ∈ N) of d ×d diagonal
complex matrices,
Qn = diag
{
q
(j)
n
}d
j=1,
is said to satisfy the Levinson condition for k, denoted Q ∈ L(k), if for every j = 1, . . . , d there
exists a natural number N  n0 such that q(j)n = 0, ∀nN , and for some constant M > 1 each
j falls into one and only one of two classes I1 or I2, where:
(a) j ∈ I1 if
|∏ni=N q(k)i |
|∏ni=N q(j)i | → ∞ as n → ∞, and
|∏n2i=n1 q(k)i |
|∏n2i=n1 q(j)i | >
1
M
, ∀n2, n1 such that n2  n1 N.
(b) j ∈ I2 if
|∏n2i=n1 q(k)i |
|∏n2i=n1 q(j)i | <M, ∀n2, n1 such that n2  n1 N.
Theorem 2.2 (Benzaid–Lutz). Let Q = {Qn}∞n=n0 be a sequence of d × d diagonal complex
matrices,
Qn = diag
{
q(k)n
}d
k=1.
Consider also another sequence R = {Rn}∞n=n0 (n0 ∈ N) of d × d complex matrices. Suppose
that the following conditions hold:
(i) The sequence Q ∈ L(k), for all k = 1, . . . , d ,
(ii) ∑∞n=n0 ‖Rn‖|q(k)n | < ∞,
(iii) det(Qn +Rn) = 0 for all n n0.
L.O. Silva, J.H. Toloza / J. Math. Anal. Appl. 328 (2007) 1087–1107 1091Then there exists a basis ϕ(k) (k = 1, . . . , d) in the space of solutions of the system
ϕn+1 = (Qn +Rn)ϕn, n n1 N  n0,
such that∥∥∥∥ ϕ(k)n∏n−1
i=n1 q
(k)
i
− δ(k)
∥∥∥∥→ 0, as n → ∞, for k = 1, . . . , d.
3. Asymptotic behavior of solutions
Let us define the matrices
Am(ζ ) = B2m+1(ζ )B2m(ζ ), ∀m ∈ N.
Clearly, system (7) is equivalent to
ηm+1 = Am(ζ )ηm, ∀m ∈ N, (9)
where ηm = ξ2m. A straightforward computation shows that
Bn+1(ζ )Bn(ζ ) = −I +
( cn−cn−1+α
n
0
0 cn+1−cn+α
n
)
+O(n−1−	)
as n → ∞, where I denotes the identity matrix and 	 > 0. Notice that the growth conditions
imposed upon {hn}n∈N and {qn}n∈N ensure that all the dependencies on them are in the term
O(n−1−	). The spectral parameter ζ is also present in the residual term only.
Up to the same order in n, we may write
Bn+1(ζ )Bn(ζ ) = −
(
exp cn−1−cn−α
n
0
0 exp cn−cn+1−α
n
)[
I +O(n−1−	)],
where again the dependency on ζ is contained exclusively in the term O(n−1−	). Thus, Am(ζ )
admits the decomposition
Am(ζ ) = Gm +Rm(ζ ), (10)
where, for notational convenience, we define
Gm := −
(
expg(1)m 0
0 expg(2)m
)
with
g(1)m :=
c2m−1 − c2m − α
2m
and g(2)m :=
c2m − c2m+1 − α
2m
,
and the residual term is given by
Rm(ζ ) := GmO
(
m−1−	
)
.
The r.h.s. of this last identity must be understood as the product of Gm times a matrix that depends
on ζ and whose norm behaves as specified by the last factor as m → ∞.
As mentioned earlier, we want to apply Theorem 2.2 to system (9) in order to obtain the as-
ymptotic behavior of its solutions. In view of (10), we must be certain that the sequence {Gm}m∈N
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always assume it true from now on:
(H.1) {Gm}m∈N ∈ L(k) for k = 1,2.
Indeed, there are examples of Jacobi matrices of the class discussed in this article whose
associated sequences {Gm}m∈N do not satisfy (H.1). However, the following lemma gives criteria
for establishing when this hypothesis is fulfilled.
Lemma 3.1. Consider an arbitrary monotone increasing sequence of natural numbers {ni}i∈N
such that the sequence {ni+1
ni
}i∈N is bounded. Fix k ∈ {1,2}. Then {Gm}m∈N is in L(k) if one of
the following cases is met:
(i) There exist constants C1 and C2 such that, for all i ∈ N,
C1 <
ni∑
s=1
c2s−1 − 2c2s + c2s+1
2s
< C2.
(ii) There exists i0 ∈ N such that{
(−1)k
ni∑
s=1
c2s−1 − 2c2s + c2s+1
2s
}∞
i=i0
is a non-decreasing sequence.
(iii) There exists i0 ∈ N such that{
(−1)k
ni∑
s=1
c2s−1 − 2c2s + c2s+1
2s
}∞
i=i0
is an unbounded, monotone decreasing sequence.
Proof. We will prove the assertion for k = 1. Thus, we shall verify that both j = 1 and j = 2
fall on either one of the classes I1 and I2 mentioned in Definition 2.1. It is obvious that j = 1
belongs to I2. In what follows we will show that j = 2 is also in I2 when either (i) or (ii) happens,
whereas j = 2 is in I1 when (iii) occurs. Since the proof for k = 2 is analogous, it will be omitted.
For any sequence {ni}i∈N with {ni+1ni }i∈N bounded, there is a constant C such that, for any
m> n1,
m∑
s=1
c2s−1 − 2c2s + c2s+1
2s
<
ni∑
s=1
c2s−1 − 2c2s + c2s+1
2s
+C, (11)
with ni < m ni+1. This follows from
m∑
s=1
c2s−1 − 2c2s + c2s+1
2s
=
ni∑ c2s−1 − 2c2s + c2s+1
2s
+
m∑ c2s−1 − 2c2s + c2s+1
2s
,s=1 s=1+ni
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constants C′ and C such that
m∑
s=1+ni
c2s−1 − 2c2s + c2s+1
2s
< C′ log
(
m
1 + ni
)
<C′ log
(
ni+1
ni
)
<C.
Analogously, there exists another constant C˜ for which
m∑
s=1
c2s−1 − 2c2s + c2s+1
2s
>
ni∑
s=1
c2s−1 − 2c2s + c2s+1
2s
+ C˜, (12)
for any m> n1, where ni < m ni+1.
From (11) and (12) it follows that, for any pair of natural numbers m1 <m2 with n1 <m1,
m2∑
s=m1
c2s−1 − 2c2s + c2s+1
2s
=
(
m2∑
s=1
−
m1∑
s=1
)
c2s−1 − 2c2s + c2s+1
2s
<
( ni2∑
s=1
−
ni1∑
s=1
)
c2s−1 − 2c2s + c2s+1
2s
+C − C˜, (13)
where ni1 <m1  ni1+1, ni2 <m2  ni2+1 and moreover ni1  ni2 . Now, suppose that (i) holds,
then ( ni2∑
s=1
−
ni1∑
s=1
)
c2s−1 − 2c2s + c2s+1
2s
< C2 −C1,
which together with (13) imply j = 2 ∈ I2. Similarly, if one assumes (ii), the same inequality (13)
yields j = 2 ∈ I2.
Let us now assume (iii). Again, on the basis of (11) and (12), it is easy to verify that, for any
pair of natural numbers m1 <m2 with n1 <m1,
m2∑
s=m1
c2s−1 − 2c2s + c2s+1
2s
>
( ni2∑
s=1
−
ni1∑
s=1
)
c2s−1 − 2c2s + c2s+1
2s
+ C˜ −C.
From (iii) and this inequality it follows that, for any pair of natural numbers m1 < m2, the ex-
pression
m2∑
s=m1
c2s−1 − 2c2s + c2s+1
2s
is bounded from below. It remains to be shown that (iii) also implies that for any real number K
one can find an N ∈ N such that for all m>N
m∑
s=1
c2s−1 − 2c2s + c2s+1
2s
> K.
But this follows from the fact that, due to (iii), for any given K we can choose i0 such that
ni0∑ c2s−1 − 2c2s + c2s+1
2s
> K − C˜.s=1
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m∑
s=1
c2s−1 − 2c2s + c2s+1
2s
>
ni0∑
s=1
c2s−1 − 2c2s + c2s+1
2s
+ C˜ > K.
This completes the proof. 
Lemma 3.2. Assume (H.1). Then system (9) satisfies the assumptions of Theorem 2.2. That is,
there exists a basis η(k) (k = 1,2) in the space of solutions of (9) such that, for k = 1 and k = 2,∥∥∥∥∥η(k)m /
m−1∏
s=n1
(−1) expg(k)s − δ(k)
∥∥∥∥∥→ 0, (14)
as m → ∞.
Proof. We only must verify the fulfillment of conditions (ii) and (iii) of Theorem 2.2.
We have
v1
2m
 g(k)m 
v2
2m
for k = 1,2 and some constants v1 and v2. It follows that
‖Rm(ζ )‖
expg(k)m
 r1m−1−	
‖Gm‖
expg(k)m
 r2m−1−	 exp
v2 − v1
2m
for some positive constants r1 and r2. This implies that the l.h.s. of the inequality above is sum-
mable, hence condition (ii) of Theorem 2.2 holds.
Finally, since the determinant of each transfer matrix is different from zero, the same is true
for the determinant of each Am (which equals Gm + Rm). Thus, condition (iii) of Theorem 2.2
also holds. 
Up to a normalization constant, statement (14) is equivalent to saying that
η
(k)
m+1 = (−1)m exp
(
m∑
s=1
g(k)s
)[
δ(k) + τ (k)m
]
, (15)
where τ (k)m is o(1) as m → ∞. We will use this expression in the sequel.
Solutions of (9) obviously depend on ζ and the specific form of the sequences {qn}n∈N and
{hn}n∈N. However, Eq. (14) (or (15)) shows that the main asymptotic term does not.
Remark 1. We have the following consequence of Lemma 3.2: Let {mj }j∈N be a monotone
increasing sequence of natural numbers. Recalling that ηm = ξ2m, from (15) we have
ξ
(k)
2mj+2 = (−1)mj exp
( mj∑
s=1
g(k)s
)[
δ(k) + τ (k)mj
]
.
Moreover,
ξ
(k)
2mj+2p+2 = (−1)mj+p exp
(mj+p∑
g(k)s
)[
δ(k) + τ (k)mj+p
]
s=1
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ξ
(k)
2mj+2p+2 = (−1)p exp
( mj+p∑
s=mj+1
g(k)s
)[
ξ
(k)
2mj+2 + φ
(k)
j,p
]
, (16)
where the norm of φ(k)j,p equals the product of the norm of ξ
(k)
2mj+2 times a function o(1) as j → ∞,
uniformly in p.
We close this section noticing the fact that, in order to obtain the asymptotic behavior of
solutions of (9), it was sufficient to assume the conditions on {cn}n∈N, {hn}n∈N, and {qn}n∈N given
in the introduction, with the addition of hypothesis (H.1). However, without further assumptions
on {cn}n∈N, these asymptotics yields no clue about the decaying behavior of these solutions. This
information is necessary to determine whether the operator is self-adjoint or not and, in the latter
case, to classify the spectrum (by using, for instance, Subordinacy Theory). These issues will be
attended, in the following sections, by requiring certain regularity on average of {cn}n∈N over
sequences {mj }j∈N. This will give rise to nice asymptotic behavior for the norm of ξ (k)2mj+2 from
which, the asymptotic behavior of the norm of ξ (k)2m+2 will be interpolated by resorting to (16).
4. Self-adjointness
It is well known that, for Jacobi matrices, we have the discrete analogue of Weyl’s limit point–
limit circle theory for self-adjoint extensions of differential operators. In particular, it is true that
if two linearly independent solutions of (5) are in l2(N), then J is not self-adjoint (limit circle
case). If, however, one solution of (5) is not in l2(N) then J = J ∗ (limit point case) [1,15].
Next, we establish sufficient conditions for J to be self-adjoint.
Theorem 4.1. Define w(1) = min{0, infs{c2s−1 − c2s − α}} and w(2) = min{0, infs{c2s −
c2s+1 − α}}, and assume that (H.1) is satisfied. Fix the value of k. Consider a monotone in-
creasing sequence {mj }j∈N of natural numbers that obeys
(H.2)
∞∑
j=1
mj+1 −mj
mj
(
mj+1
mj
)w(k)
= ∞.
Suppose now that, for this sequence, the following holds:
mj∑
s=1
g(k)s −
1
2
log(mj )+O(1), when j → ∞. (17)
Then, there exists a solution of (5) that is not in l2(N) and, therefore, J = J ∗.
Proof. We first note that (H.2) implies that either
∞∑ mj+1 −mj − 1
mj
(
mj+1 − 1
mj + 1
)w(k)
= ∞ or
∞∑ 1
mj
= ∞.
j=1 j=1
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gously. We note that (17) and (15) imply∥∥ξ (1)2mj+2∥∥2  r1m−1j , ∀j  j0, (18)
where r1 is some positive constant and j0 is sufficiently large. Moreover, from (16) we obtain
∥∥ξ (1)2mj+2p+2∥∥2  r2 exp
(
2
mj+p∑
s=mj+1
g(1)s
)∥∥ξ (1)2mj+2∥∥2
 r3
(
mj + p
mj + 1
)w(1)∥∥ξ (1)2mj+2∥∥2, (19)
for some positive constants r2, r3 and 0 <p <mj+1 −mj . Inequality (19) follows from the fact
that
mj+p∑
s=mj+1
g(1)s 
w(1)
2
mj+p∑
s=mj+1
1
s
= w
(1)
2
log
(
mj + p
mj + 1
)
+ o(1),
as j → ∞.
Therefore,
∥∥ξ (1)∥∥2  ∞∑
m=0
∥∥ξ (1)2m+2∥∥2

∞∑
j=j0
(∥∥ξ (1)2mj+2∥∥2 +
mj+1−mj−1∑
p=1
∥∥ξ (1)2mj+2p+2∥∥2
)
 r1
∞∑
j=j0
1
mj
+ r1r3
∞∑
j=j0
mj+1 −mj − 1
mj
(
mj+1 − 1
mj + 1
)w(1)
,
where the last inequality follows from (18) and (19). By the comment at the beginning of the
proof, we conclude that ξ (1) is not in l2(N,C2) if (H.2) is fulfilled. Since ‖ξ‖  ‖x‖, it follows
that x(1) does not belong to l2(N) (so J is in the limit point case). 
Remark 2. For w(k) = 0, condition (H.2) always holds true for any monotone increasing se-
quence {mj }j∈N. This follows from noticing that ∑k+nj=k mj+1−mjmj > mk+n+1−mkmk+n > 1/2 for any k
and for n sufficiently large. However, this condition is more stringent for w(k) < 0, although it
is satisfied for sequences of fairly fast growth, for instance, mj ∼ exp j (for any w(k) < 0) and
also mj ∼ jj (for −2 w(k) < 0). Clearly, sequences of polynomial growth, like mj ∼ j l with
l  1, also satisfy (H.2) for any w(k)  0.
Remark 3. Theorem 4.1 applies quite easily to the particular case where the sequence {cn}n∈N is
even-periodic (say, of minimal period 2L). In this case |∑2Ln=1(−1)ncn| (α− 1)L implies (17)
and therefore self-adjointness. As already mentioned, this model, with {qn}n∈N ≡ {hn}n∈N ≡ 0,
was discussed in [6,14].
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self-adjoint operator J with no periodicity in {cn}n∈N. Let the sequence {cn}n∈N be given by c1,
c2, and c3 as follows:
c1 c2 c1 c2 · · · c1 c2 c1 c2︸ ︷︷ ︸
2p1
c2 c3 c2 c3 · · · c2 c3 c2 c3
︸ ︷︷ ︸
2p2
c1 c2 c1 c2 · · · (20)
(we pray allowance for the abuse of notation), where {pn}n∈Z+ is a sequence with polynomial
growth of the form pn = Cna , with a ∈ N \ {1} and C ∈ N. Define mn = p2n; this sequence
satisfies (H.2).
Notice that the sequences {mn}n∈Z+ and {cn}n∈N are such that
mn∑
s=mn−1+1
c2s−1 − c2s
s
=
p2n−1∑
s=p2n−2+1
c1 − c2
s
+
p2n∑
s=p2n−1+1
c2 − c3
s
.
Furthermore,
p2n−1∑
s=p2n−2+1
c1 − c2
s
+
p2n∑
s=p2n−1+1
c2 − c3
s
= 1
2
(
p2n−1∑
s=p2n−2+1
c1 − c2
s
+
p2n−1∑
s=p2n−2+1
c2 − c3
s + p2n−1 − p2n−2
+
p2n∑
s=2p2n−1−p2n−2+1
c2 − c3
s
+
p2n∑
s=p2n−1+1
c1 − c2
s − p2n−1 + p2n−2
−
p2n−p2n−1+p2n−2∑
s=p2n−1+1
c1 − c2
s
+
p2n∑
s=p2n−1+1
c2 − c3
s
)
.
In the computation above we have used the easily verifiable equality
p2n−1∑
s=p2n−2+1
c1 − c2
s
=
p2n∑
s=p2n−1+1
c1 − c2
s − p2n−1 + p2n−2 −
p2n−p2n−1+p2n−2∑
s=p2n−1+1
c1 − c2
s
and a similar identity for terms involving c2 − c3. Thus,
mn∑
s=mn−1+1
c2s−1 − c2s
s
= c1 − c3
2
mn∑
s=mn−1+1
1
s
+ c2 − c3
2
(
p2n−1∑
s=p2n−2+1
1
s2
(
p2n−2 − p2n−1
1 + p2n−1−p2n−2
s
)
+
p2n∑
s=2p2n−1−p2n−2+1
1
s
)
+ c1 − c2
2
(
p2n∑
s=p +1
1
s2
(
p2n−1 − p2n−2
1 + p2n−2−p2n−1
s
)
−
p2n−p2n−1+p2n+2∑
s=p +1
1
s
)
. (21)2n−1 2n−1
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(p2n−1 − p2n−2)
mn∑
s=mn−1+1
1
s2
= O(n−2)
and
p2n∑
s=2p2n−1−p2n−2+1
1
s
= O(n−2), p2n−p2n−1+p2n+2∑
s=p2n−1+1
1
s
= O(n−2),
as n → ∞. Taking into account these asymptotic formulae and (21), one can write
mn∑
s=mn−1+1
g(1)s =
1
2
mn∑
s=mn−1+1
c2s−1 − c2s − α
s
= c1 − c3 − α
2
mn∑
s=mn−1+1
1
s
+O(n−2), (22)
as n → ∞. Analogously,
mn∑
s=mn−1+1
g(2)s =
c3 − c1 − α
2
mn∑
s=mn−1+1
1
s
+O(n−2). (23)
We have deduced (23) by switching over c1 and c3 in all the calculations that yield (22). From
(22) and (23) we conclude that Lemma 3.1 holds true, then so does Theorem 4.1 whenever (17)
is fulfilled.
On the basis of (22) we obtain
mj∑
1
g(1)s =
c1 − c3 − 2α
4
log(mj )+O(1), as mj → ∞.
Making this complies with (17) yields that if
c1 − c3  2(α − 1), (24)
then J = J ∗. The same argument applied to (23) implies that J is self-adjoint if we have (24)
with c1 and c3 interchanged. Thus, the condition
|c1 − c3| 2(α − 1), (25)
upon c1 and c3 is sufficient for self-adjointness. We note the fact that the value of c2 plays
no role in this example. The computation done above shows also that this construction may be
generalized to the cases where {pj }j∈Z+ grows faster than polynomially, with possibly different
conditions imposed upon c1, c2 and c3 to ensure self-adjointness.
We now establish sufficient conditions for J to be non-self-adjoint.
Theorem 4.2. Define vˆ as the largest among 0, sups{c2s − c2s+1 −α} and sups{c2s−1 − c2s −α},
and assume that (H.1) holds. Consider a monotone increasing sequence {mj }j∈N that satisfies
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∞∑
j=1
mj+1 −mj
m
β
j
(
mj+1
mj
)vˆ
< ∞,
for some β > 1. Now suppose that the inequality
mj∑
s=1
g(k)s −
β
2
log(mj )+O(1) when j → ∞, (26)
holds for both k = 1 and k = 2. Then all solutions of (5) are in l2(N) and, therefore, J = J ∗.
Proof. We note first that (16) and (26) imply∥∥ξ (k)2+2mj ∥∥2 < r0m−βj , ∀j  j1,
where r0 is some positive constant. Without loss we may assume j1 = 1 to avoid unnecessary
complications. Also, (16) implies
∥∥ξ (k)2mj+2p+2∥∥2  r1 exp
(
2
mj+p∑
s=mj+1
g(k)s
)∥∥ξ (k)2mj+2∥∥2
 r2
(
mj + p
mj + 1
)vˆ∥∥ξ (k)2mj+2∥∥2,
for 0 <p <mj+1 −mj and some positive constants r1 and r2, where the last inequality follows
from an argument analogous to the one yielding (19). Finally, we note that the transfer matrices
Bn(ζ ) are uniformly norm-bounded with respect to the index n. Let r3 > 0 denote the square of
such a bound.
Now, bearing these facts in mind, we have
∥∥ξ (k)∥∥2  r3 ∞∑
m=m1
∥∥ξ (k)2m+2∥∥2
= r3
∞∑
j=1
mj+1−mj−1∑
p=0
∥∥ξ (k)2mj+2p+2∥∥2
 r3
∞∑
j=1
∥∥ξ (k)2mj+2∥∥2
[
1 + r2
mj+1−mj−1∑
j=1
(
mj + p
mj + 1
)vˆ]
 r1r3
∞∑
j=1
1
m
β
j
+ r1r2r3
∞∑
j=1
1
m
β
j
mj+1−mj−1∑
p=1
(
mj + p
mj + 1
)vˆ
.
The first term in the last inequality is clearly convergent, since mj  j and β > 1. The second
term is also convergent since (H.3) is fulfilled.
Thus, we have proved that ξ (1) and ξ (2) belong to l2(N,C2). It follows (by the argumentation
given in the proof of Theorem 4.1) that x(1) and x(2) belong to l2(N). Moreover, they are linearly
independent as a consequence of the linear independency of ξ (1) and ξ (2). The lack of self-
adjointness now follows immediately. 
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Remark 5. A fairly large set of sequences {mj }j∈N satisfies condition (H.3), ranging from those
of linear growth, i.e. mj ∼ j , up to those of very fast growth like mj ∼ jj .
As we have mentioned previously, Jacobi operators of the form proposed in the present work
has been already studied for the case of even-periodic sequences {cn}n∈N. No results are known
(to the authors anyway) concerning the odd-periodic case, although it has been suggested that,
in this case, these operators would not be self-adjoint [14]. Theorem 4.2 allows us to prove that
assertion easily.
Corollary 4.3. Let {cn}n∈N be an odd-periodic sequence. Then the operator J , given by the
matrix representation (4) with entries defined by (1) and (2), is not self-adjoint.
Proof. Let T be the period of the sequence. Define mj = jT for j ∈ N. Clearly, {mj }j∈N satis-
fies (H.3) for any β > 1 and vˆ  0. Thus, it only remains to verify (H.1) and (26) for k = 1,2.
We have,
mj∑
s=1
g(1)s =
1
2
mj∑
s=1
c2s−1 − c2s − α
s
= 1
2
j∑
n=1
mn∑
s=mn−1+1
c2s−1 − c2s
s
− α
2
mj∑
s=1
1
s
= 1
2
j∑
n=1
T∑
s=1
c2s−1 − c2s
s + (j − 1)T −
α
2
log(mj )+O(1), (27)
where the first term in the last equality follows from the periodicity of {cn}n∈N. Now, for j  2,
T∑
s=1
c2s−1 − c2s
s + (j − 1)T =
T∑
s=1
c2s−1 − c2s
(j − 1)T
+
T∑
s=1
(c2s−1 − c2s)
[
1
s + (j − 1)T −
1
(j − 1)T
]
.
The first term above equals zero because of the odd-periodicity of the sequence, while the second
term is O(j−2). Therefore, the first term in (27) is also O(1) thus yielding the expected inequality
(with β = α) for ∑mjs=1 g(1)s . A similar computation shows that also ∑mjs=1 g(2)s fulfills the same
inequality. Finally, it is clear that case (i) of Lemma 3.1 holds. 
The proof of Corollary 4.3 tells us that an odd-periodic sequence {cn}n∈N produces a non-self-
adjoint operator because one can find a suitable sequence {mj }j∈N for which, the contribution
of c2s−1 − c2s to the l.h.s. of (26) is nearly canceled (and the same occurs for c2s − c2s+1).
This idea may be used to construct non-self-adjoint Jacobi operators out of certain non-periodic
sequences. As a matter of fact, the following example is defined essentially in the same way as
the one discussed previously, having exactly one modification.
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follows:
c1 c2 c1 c2 · · · c1 c2 c1 c2︸ ︷︷ ︸
2p1
c2 c1 c2 c1 · · · c2 c1 c2 c1
︸ ︷︷ ︸
2p2
c1 c2 c1 c2 · · · , (28)
where {pj }j∈Z+ is a sequence with polynomial growth of the form pj = Cja , with a ∈ N \ {1}
and C ∈ N. That is, we use the sequence defined by (20) with c3 = c1. Alternatively, we may
think of this sequence as one obtained from a two-periodic sequence by inserting dislocations
at sites 2pj + 1. We claim that the Jacobi operator defined by (28) is not self-adjoint. To prove
it, we first define mj = p2j . This sequence satisfies (H.3) for any β > 1 as a straightforward
computation shows.
We can use some of the computations of Example 1. Thus, from (22) and (23) it follows
straightforwardly that, for k = 1,2,
mn∑
s=mn−1+1
g(k)s = −
α
2
mn∑
s=mn−1+1
1
s
+O(n−2), as n → ∞.
This yields
mj∑
s=1
g(k)s = −
α
2
log(mj )+O(1)
for k = 1,2. From this equation it follows that this example satisfies case (i) of Lemma 3.1 so
(H.1) is satisfied. Also, (26) holds true. Hence, we have verified that this example fulfills all the
hypotheses of Theorem 4.2.
We note that the case pm ∼ m cannot be included here since the summability of
∞∑
j=1
mj∑
s=mj−1+1
c2s−1 − c2s
s
is no longer ensured. This is to be expected because, for pm ∼ m, the sequence {cn}n∈N is again
even-periodic so the associated Jacobi operator may be self-adjoint (see Remark 3).
Other examples of non-self-adjoint Jacobi operators (of the class discussed in this work)
could be devised along similar ideas. We think that the example given above is of some interest
because it is derived from an operator defined by an even-periodic sequence and therefore self-
adjoint (provided that |c1 − c2|  α − 1, although this condition plays no role in our example)
[6,14].
5. Discreteness of spectrum
In this section we show that, if the assumptions of Theorem 4.1 are fulfilled and {mj }j∈N
obeys certain further conditions, then J has only discrete spectrum.
We first prove an easy consequence of inequality (17).
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mj∑
s=1
g(2)s < −
α
2
log(mj )+O(1) when j → ∞. (29)
An analogous assertion holds if the roles of k = 1 and k = 2 are interchanged.
Proof. We have
mj∑
s=1
g(2)s = −
mj∑
s=1
g(1)s +
mj∑
s=1
c2s−1 − c2s+1
2s
− α
mj∑
s=1
1
s
. (30)
Furthermore,
mj∑
s=1
c2s−1 − c2s+1
2s
=
mj∑
s=2
c2s−1
2
(
1
s
− 1
s − 1
)
+ c1
2
− c2mj+1
2mj
.
Thus, the second term in (30) is O(1) as j → ∞ because the sequence {cn}n∈N is bounded and
(s−1 − (s − 1)−1) is O(s−2). Since moreover the last term in (30) equals α log(mj ) up to a term
O(1), we obtain
mj∑
s=1
g(2)s = −
mj∑
s=1
g(1)s − α log(mj )+O(1)
 1
2
log(mj )− α log(mj )+O(1)
< −α
2
log(mj )+O(1),
where the last inequality holds since α > 1. 
Theorem 5.2. Suppose that the hypotheses of Theorem 4.1 are satisfied for k = 1 (then x(1) is
not in l2(N)). In addition, assume that {mj }j∈N satisfies
(H.4)
∞∑
j=1
mj+1 −mj
mαj
(
mj+1
mj
)vˇ
< ∞,
with vˇ = max{0, sups{c2s − c2s+1 − α}}. Then x(2) is in l2(N). The assertion holds also if we
interchange k = 1 and k = 2 and take vˇ = max{0, sups{c2s−1 − c2s − α}}.
Proof. By Lemma 5.1 we have (29) and then, taking into account (H.4) and reasoning as in
Theorem 4.2, we obtain that ξ (2) is in l2(N,C2). 
Remark 6. In view of Remarks 2 and 5, the set of sequences {mj }j∈N that fulfill both (H.2) and
(H.4) is far from being empty.
Corollary 5.3. J has only pure point spectrum whenever the assumptions of Theorem 5.2 are
met.
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l2(N). This behavior of the basis {x(1), x(2)} in the space of solutions of (5) is the same for any
ζ ∈ C. Thus, we always have a subordinate solution for the generalized eigenequation of the
self-adjoint operator J . By applying Subordinacy Theory [10, Theorem 3], we conclude that the
spectrum is pure point. 
Remark 7. Notice that a sequence {mj }j∈N may satisfy (H.2) but not (H.4). That is, Theo-
rems 4.1 and 5.2 do not necessarily hold true simultaneously. However, in account of what is
said in Remark 6, that happens for a large set of Jacobi operators J .
We notice that (H.2) along with (29) imply a certain correlation between the slow decay of x(1)
and the fast decay of x(2) (or vice versa). We shall use this to show that the resolvent (J − ζ I )−1
is Hilbert–Schmidt. Unfortunately, (17) is not good enough for that purpose. The next technical
result accounts for what is needed.
Lemma 5.4. Suppose that for a certain monotone increasing sequence {mj }j∈N one of the fol-
lowing holds:
(i) For any natural i greater than some i0 ∈ N,
mi+1∑
s=mi+1
g(1)s −
1
2
log
(
mi+1
mi
)
+ fi,
where
∑l−1
i=j fi is bounded for any j and l (i0  j < l).
(ii) For any natural numbers j and l, where i0  j < l and i0 ∈ N,
ml∑
s=mj+1
c2s − c2s+1
s
has an upper bound.
Then,
exp
(
ml∑
s=mj+1
g(2)s
)
 r
(
ml
mj
)− α2
,
for some constant r . A similar result holds if the roles of k = 1 and k = 2 are interchanged and
c2s − c2s+1 is substituted by c2s−1 − c2s in (ii).
Proof. Let us assume (i) first. From (30), it follows that
exp
(
ml∑
s=mj+1
g(2)s
)
= exp
(
−
ml∑
s=mj+1
g(1)s +
ml∑
s=mj+1
c2s−1 − c2s+1
2s
− α
ml∑
s=mj+1
1
s
)
.
As in the proof of Lemma 5.1, one has
ml∑
s=m +1
c2s−1 − c2s+1
2s
=
ml∑
s=m +2
c2s−1
2
(
1
s
− 1
s − 1
)
+ c2mj+1
2mj + 2 −
c2ml+1
2ml
,j j
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pair j < l,
exp
(
ml∑
s=mj+1
c2s−1 − c2s+1
2s
)
< r1.
We thus conclude that there exists a constant r2 such that
exp
(
ml∑
s=mj+1
g(2)s
)
 r2
(
ml
mj
)− α2
exp
(
l−1∑
i=j
fi
)
which proves our assertion.
In the case where (ii) holds, we have the result straightforwardly. 
Remark 8. Condition (i) of last lemma clearly implies (17).
The results proven above allow us to give conditions ensuring the discreteness of J ’s spectrum
when it is self-adjoint. To simplify proofs, we will assume that the conditions of Theorem 4.1 are
satisfied for k = 1 (so ξ (1) is not in l2(N,C2)).
Theorem 5.5. Assume (H.1). Consider a monotone increasing sequence {mj }j∈N that complies
with (H.2) and
(H.5)
∞∑
j=1
mj+1 −mj
mαj
(
mj+1
mj
)vˆ
< ∞,
where vˆ = max{0, sups{c2s − c2s+1 − α}, sups{c2s−1 − c2s − α}}. Suppose moreover the fulfill-
ment of either condition (i) of Lemma 5.4, or condition (ii) of the same lemma and (17). Then the
resolvent
(J − ζ I )−1, ζ ∈ C \ σ(J ),
is Hilbert–Schmidt and, therefore, the spectrum of J is discrete.
Proof. We first note that (H.5) implies (H.4) since vˆ  vˇ. Thus, the hypotheses of the theorem
(along with Remark 8) imply that both Theorems 4.1 and 5.2 hold true. Thence, there exists
a basis {x(1), x(2)} in the space of solutions of (5), with one element in l2(N) and the other
outside it. Let x(2) be the element in l2(N).
In what follows, r1, r2, . . . , r12 will stand for certain suitable constants that will appear in
estimations along the way.
Let us denote by Pn(ζ ) the nth orthogonal polynomial of the first kind associated to J . Define
the sequence u = {un}n∈N in l2(N) by
u = (J − ζ I )−1e1.
According to [11,16], the Green function is given by
Gmn(ζ ) =
{
Pm(ζ )un(ζ ) when m n, (31)
Pn(ζ )um(ζ ) otherwise.
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the space of solutions of (5), it may be expressed as a linear combination of the basis {x(1), x(2)}.
However, the solution u = {un}n∈N of (5) must be proportional to x(2). Noticing that ‖ξm‖2 =
|xm−1|2 + |xm|2 > |xm|2, we have (dependencies on ζ are dropped from now on)
|Gmn| <
{
r0‖ξ (1)m ‖‖ξ (2)n ‖ + r1‖ξ (2)m ‖‖ξ (2)n ‖ when m n,
r0‖ξ (2)m ‖‖ξ (1)n ‖ + r1‖ξ (2)m ‖‖ξ (2)n ‖ otherwise.
Since ξm = Bm−1ξm−1 and Bn is uniformly norm-bounded in n, we have ‖ξ2m+1‖ r2‖ξ2m‖. It
thus follows that
∞∑
m=m0
∞∑
n=n0
|Gmn|2 <
∞∑
k0kj
(
r3
∥∥ξ (1)2k+2∥∥∥∥ξ (2)2j+2∥∥+ r4∥∥ξ (2)2k+2∥∥∥∥ξ (2)2j+2∥∥)2
+
∞∑
j0j<k
(
r3
∥∥ξ (2)2k+2∥∥∥∥ξ (1)2j+2∥∥+ r4∥∥ξ (2)2k+2∥∥∥∥ξ (2)2j+2∥∥)2, (32)
for some large m0, n0, k0 and j0.
Let us consider any term in the first sum above. Since k = mq + p and j = mt + l for some
mq , mt , 0 p <mq+1 −mq and 0 l < mt+1 −mt , these terms may be written as
r3
∥∥ξ (1)2mq+2p+2∥∥∥∥ξ (2)2mt+2l+2∥∥+ r4∥∥ξ (2)2mq+2p+2∥∥∥∥ξ (2)2mt+2l+2∥∥. (33)
From (16), it follows that
∥∥ξ (k)2mq+2p+2∥∥ r5 exp
( mq+p∑
s=mq+1
g(k)s
)∥∥ξ (k)2mq+2∥∥
 r6
(
mq + p
mq
) vˆ
2 ∥∥ξ (k)2mq+2∥∥
holds for k = 1,2. Thus, (33) is bounded from above by
r7
(
mq + p
mq
) vˆ
2
(
mt + l
mt
) vˆ
2 (∥∥ξ (1)2mq+2∥∥∥∥ξ (2)2mt+2∥∥+ ∥∥ξ (2)2mq+2∥∥∥∥ξ (2)2mt+2∥∥).
Let us now look at the sum between parentheses in the last expression. On one hand, since
Lemma 5.1 holds, we have∥∥ξ (2)2mq+2∥∥∥∥ξ (2)2mt+2∥∥ r8m− α2q m− α2t .
On the other hand, since k  j implies mq mt ,
∥∥ξ (1)2mq+2∥∥∥∥ξ (2)2mt+2∥∥ r9 exp
( mq∑
s=1
g(1)s +
mq∑
s=1
g(2)s
)
exp
(
mt∑
s=mq+1
g(2)s
)
 r9 exp
[−α log(mq)+O(1)](mt
mq
)− α2
 r10m
− α2
q m
− α2
t ,
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Therefore, we have
r3
∥∥ξ (1)2mq+2p+2∥∥∥∥ξ (2)2mt+2l+2∥∥+ r4∥∥ξ (2)2mq+2p+2∥∥∥∥ξ (2)2mt+2l+2∥∥ r11m− α2q m− α2t .
Similar estimates show that the same bound holds for the terms of the second sum in (32). By
rearranging sums, we obtain
∞∑
m=m0
∞∑
n=n0
|Gmn|2
< r11
∞∑
m=q0
mq+1−mq−1∑
p=0
m−αq
(
mq + p
mq
)vˆ ∞∑
t=t0
mt+1−mt−1∑
l=0
m−αt
(
mt + l
mt
)vˆ
< r12
∞∑
q=q0
mq+1 −mq
mαq
(
mq+1
mq
)vˆ ∞∑
t=t0
mt+1 −mt
mαt
(
mt+1
mt
)vˆ
< ∞,
since (H.5) holds.
Finally, we note that both
m0∑
m=1
∞∑
n=n0
|Gmn|2 and
∞∑
m=m0
n0∑
n=1
|Gmn|2
are finite because of the square-summability of {un}n∈N and the way it enters in (31). Therefore,
we conclude that Tr(G∗G) < ∞. 
Example 1 (Revisited). We know that the Jacobi operator of this example is self-adjoint whenever
it satisfies (25). The sequence {mn}∞n=0 defined in this example obeys (H.5), disregarding the
actual values of c1, c2 and c3 as a short computation shows. By looking at (22), and taking into
account (25), it is clear that (i) of Lemma 5.4 holds. Therefore, by Theorem 5.5, this self-adjoint
Jacobi operator has only discrete spectrum.
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