Pooling designs are common tools to efficiently distinguish positive clones from negative clones in clone library screening. In some applications, there is a third type of clones called "inhibitors" whose effect is in a sense to obscure the positive clones in pools. Various inhibitor models have been proposed in the literature. We address the inhibitor problems of designing efficient nonadaptive procedures for both identification and classification problems, and improve previous results in three aspects:
Introduction
Pooling designs are used in high-throughput screening projects where the goal is the identification of low-frequency events in a large collection of samples. In general, pooling designs deal with binary types (positive or negative) responses, and the task is to identify the positive ones in a large collection of samples by testing samples in groups.
In most applications, one standard assumption is that a pool with a positive response contains at least one positive whereas a pool with a negative response contains no positives. In chemical and biological experiments, however, there are complications.
(a) High-throughput biological assays are usually somewhat unreliable, and thus both false positive and false negative observations are to be expected in experiments. An intuitive way to deal with the issue consists in repeating all tests several times, but this is usually not efficient. In practice, the errortolerance ability is an important added benefit to pooling designs. (c) In addition to positive and negative clones, there is a third type of clones called inhibitors whose effect is in a sense to obscure positive clones so that a positive individual may be falsely declared as a negative. Farach et al. (1997) were the first to introduce the complication (c) for applications in the field of molecular biology. An example in molecular biology is the so-called enzyme inhibitors. Enzyme inhibitors are molecules that interact in some way with the enzyme to prevent it from working in the normal manner. Similar phenomena were noted in blood testing applications by Phatarfod and Sudbury (1994) , and in drug discovery applications by Xie et al. (2001) .
Various models can be formulated with inhibitors in the pooling design, depending on how many inhibitors can interfere with how many positive clones. The usual assumption is that one inhibitor dictates the pool to be negative regardless of how many positive clones are in the pool. We refer this model as the 1-inhibitor model. Obviously, there are many other models depending on how positive clones and inhibitors interfere with each other. In reality, however, rarely do we have exact information beforehand. The interference effect can be very different from that have been investigated in the literature. We may face the situation that a test Q yields a positive response both in the case when |Q ∩ P| ≥ and in the case when |Q ∩ P| ≥ 1 and |Q ∩ I| ≤ u, with the thresholds and u being two unknown positive integers. More complicated cases can be that the interference is specific to some certain pairs (x i , y j )
for some x i ∈ P and y j ∈ I, or even that there is a malicious adversary that makes the responses to those tests each of which containing both inhibitors and positive clones potentially different in different tests. Besides the mathematical complexity of dealing with all these variation models, there are also the practical questions of determining which model fits the real need. Accordingly, we make the unpredictability assumption on the general inhibitor model that the response is unpredictable when the test contains both inhibitors and positive clones. using O( h 2 d log(n/h)) tests under the hypothesis that the exact number d of positives is given. It is remarkable that this algorithm is a trivial two-stage algorithm, where potential candidates narrowed down by the first stage are tested individually in the second stage. However, all those algorithms mentioned above are sequential; specifically, tests cannot be performed in parallel.
Previous results and our contributions
In the first part of this paper, we deal with the problems involving both complications (a) and (c). We focus on designing efficient nonadaptive algorithms for the sorts of pooling design problems with the presence of inhibitors and errors. D'yachkov et al. (2001) were the first to give a non-trivial nonadaptive algorithm, i.e., all tests are specified in advance, for the 1-inhibitor model. They exploited a (d + h)disjunct matrix as a pooling design whose decoding complexity is asymptotically In recent years, a great deal of effort has been made on the inhibitor models, especially for identifying all positive clones. What seems to be lacking, however, is to classify all clones, that is, not just identify all positive clones but also identify all inhibitors and negative clones. Of particular note is that one cannot simply test every individual and thus classify all clones. The reason for this is that one cannot distinguish a negative clone from an inhibitor in pools without any positive clone.
Although identifying the inhibitors can be very important, little is known about constructing pooling designs to accomplish this. So far, known results on classifying all clones are sequential.
There remains an open problem whether there exists a nonadaptive algorithm for the classification problem of the inhibitor model. In this
paper, we answer this problem by providing an efficient nonadaptive algorithm for classifying all clones in the 1-inhibitor model. It is remarkable that the pooling design we propose has a polynomial-time decoding procedure that recovers the three types of clones from the knowledge of the tests outcomes. Furthermore, we extend our results to the k-inhibitor model.
In the second part of this paper, we turn our attention to the problems concerning all the three complications mentioned. In molecular biology, the biological objects The remainder of this paper is organized as follows. In the next section, we introduce some notations and definitions. In Section 3 we study the identification problem on the general inhibitor model. We provide an efficient nonadaptive algorithm based on a new structure introduced in this paper, and then analyze upper and lower bounds on the number of tests required for identifying all positives on the general inhibitor model. In Section 4 we deal with the classification problem on the 1-inhibitor model.
We first give an efficient nonadaptive algorithm that identifies all inhibitors, and then propose an nonadaptive algorithm that can classify all clones on the 1-inhibitor model.
We also provide a lower bound on the number of tests required for the classification problem of the 1-inhibitor model. Moreover, we extend our results to the k-inhibitor model. In Section 5 we study inhibitor models defined on complexes by extending the results in previous sections to their complex versions and give some constructions of pooling designs whereby we solve the problems on the inhibitor complex model.
Finally, Section 6 provides our concluding remarks.
Preliminaries
We start with some notations and definitions. Throughout this paper, a pooling design is represented by a 0-1 matrix where columns correspond to objects, rows correspond to tests, and cell (i, j) = 1 signifies that the j-th object is in the i-th test whereas (i, j) = 0 for otherwise. An example of the representation along with the complications is shown in Figure 1 . Pool P 8 yields a negative response because of the inhibition from S12, complication (c). Notice that this example is only to demonstrate a situation where the complications occur. In reality, we have no idea about where exactly the complications occur as soon as the test outcomes are obtained.
columns C and C . We say that a set of columns X appears (or is contained) in a row means all columns in X have a 1-entry in that row. A pool with a negative (positive) outcome is called a negative (positive) pool. For a column C, denote t 0 (C) (t 1 (C)) as the number of negative (positive) pools in which the column C appears.
The followings are our basic preparations for pooling designs.
3 Identification problems on the general inhibitor model
Methods
In this section we deal with the problem of identifying all positives on the general inhibitor model. For convenience, we attach parameters (n, d, h) to inhibitor models with each parameter corresponding to the number referred in Definition 1. We now present a pooling design based on a (d; z)-disjunct and (h; y)-inclusive matrix with z − e > y + e and then demonstrate how to recover the set P from the outcomes. To successfully identify all positives, it is sufficient to prove that t 0 (C) > y + e for all non-positive item C. Consider a non-positive item C and a set P of positives, no more than d. By the (d; z)-disjunctness property, there are at least z rows each intersecting C but none of P . The outcomes of the pools corresponding to these z rows should be negative if no errors occur. Therefore, we conclude that t 0 (C) ≥ z − e, which implies t 0 (C) > y + e.
From the above discussion, we can determine through the function t 0 (C) whether an item C is positive or not.
In the following we propose a polynomial-time decoding procedure, called the cut-off method, that recovers the set of all positives from the knowledge of the tests outcomes by using a (d; z)-disjunct and (h; y)-inclusive matrix with z − e > y + e. Figure 2 is an example of Algorithm 1.
Compute t 0 (C) 5: if t 0 (C) ≤ y + e then 6:
end if 8: end for 9: Return P .
We now estimate the time complexity required for the decoding algorithm. It is easily seen that the decoding procedure is to compute t 0 (C) once for every item C.
Moreover, the cost of each single computation takes O(t) time where t is the number of tests required for the pooling design. Hence, we conclude that the total cost of the decoding complexity is O(tn). In the following, we will derive upper and lower bounds on the number t.
Upper and lower bounds on the number of tests
One way to construct such a matrix with the property mentioned in Theorem 3.1 is to have each column having weight at least w and each pair of columns containing at most λ elements in common. Using the column-intersection rule as mentioned above, we have that any h columns intersect another column at no more than hλ rows and that there are at least w − dλ rows in which any column does not be covered by Cut-off S12 S11 S10 S9 S8 S7 S6 S5 S4 S3 S2 S1 Figure 2 : An example of the cut-off method. The top figure shows that we use a (1; 2)disjunct and (1; 1)-inclusive matrix to be a pooling design for 12 clones. Suppose that no erroneous outcome occurs and that there exist at most a positive clone, say S9, and at most an inhibitor, say S12. From the assumption, we can easily determine the cut-off value 1 in advance. The bottom figure provides the measurement value, determined by the function t 0 , of each clone whereby we can determine that S9 is the positive clone because of t 0 (S9) ≤ 1. In fact, this example also shows that the pooling design is not able to determine which one is the inhibitor. is obtained. Lemma 3.2 Let M be a matrix such that every column has weight at least w, and every pair of two columns intersects at no more than λ rows.
It is worth pointing out that Hwang and Sós's construction (1987) of disjunct matrices satisfies the above conditions and provides us a way to construct the desired matrix. We now exploit their construction to analyze and estimate the number of tests required for our algorithm. Given integers t and k, Hwang and Sós construct a t × n matrix with w = 4kl and λ = 4l − 1, where n ≥ (2/3)3 t/16k 2 and l = t/16k 2 .
Accordingly, we obtain the following result immediately. 
By setting k = d + h + 2e, we have the following results. 
Proof. The result follows immediately from Theorem 3.4 and Theorem 3.1.
The following result uncovers a relation between our design and disjunct matrices, and consequently we conclude that the number of tests required is lower bounded by the number of rows of (d + h; 2e + 1)-disjunct matrices.
Proof. For any
From the above two inequalities, we obtain the result that
for any d + h + 1 columns C 0 , C 1 , · · · , C d+h in M . The theorem follows directly from the definition of (d + h; 2e + 1)-disjunctness.
Classification problems on the inhibitor models
The problem we consider in this section is to classify all items on the inhibitor models, instead of identifying only positives. In order to distinguish inhibitors from negatives, we need to make an additional assumption that among the given n items there exists at least one positive item. The reason for this is that one cannot distinguish negative items from inhibitors in the pools without any positive items.
The instrument of our design is a generalized disjunct matrix defined as follows.
Definition 4 A binary matrix is said to be (d, r; z]-disjunct if for any d + r columns
It is easy to see that a (d; z)-disjunct matrix is equivalent to a (d, 
where k = d + r. Compute t 1 (C)
The 1-inhibitor model

5:
if t 1 (C) ≤ e then 6:
end if 8: end for 9: Delete all columns corresponding to I and all rows intersecting these columns from M . 10: for each item C ∈ N \ I do 11: Compute t 0 (C) 12: if t 0 (C) ≤ e then 13: P ← P ∪ {C} 14: end if 15: end for 16: Return P and I.
In the following we derive a lower bound on the number of tests required for the 1-inhibitor model of classifying all items. Suppose that M is not (h − 1, 2; 1]-disjunct. By definition, there are h + 1 columns
Consider the case that C 1 is corresponding to the unique positive item and C 2 , C 3 , · · · , C h are inhibitors. In this case one cannot determine whether C 0 is an inhibitor or a negative item since C 0 always appears in negative pools. Thus, we have the lower bound t(n, h − 1, 2; 1]. Combining the above discussion and the inequality (1), the proof is complete.
The k-Inhibitor Model
In this section we consider the k-inhibitor model where a pool yields a positive response if and only if it contains at least one positive clone and less than k inhibitors.
Assume that the threshold k is known in advance. Even for the worst case that e pools are erroneous, the k-subset Y still appears in at least e + 1 positive pools, i.e., t 1 (Y ) ≥ e + 1. On the other hand, t 1 (X) ≤ e for every k-subset X consisting of inhibitors. Let O = {C ∈ X : t 1 (X) ≤ e for each k-subset X}. From the discussion above, we conclude that O is the set consisting of inhibitors.
In the 1-inhibitor model, we exploited two disjunct matrices separately to design a two stage algorithm for classifying all items in N . Similarly, there is a two-stage algorithm for the k-inhibitor model by replacing an (h, 2; 2e + 1]-disjunct matrix in the first stage with an (h − k + 1, k + 1; 2e + 1]-disjunct matrix. A slight modification in the k-inhibitor model is that we only need to eliminate at most h − k + 1 inhibitors from N so that the remaining inhibitors, at most k − 1, do not obscure the positives. 
The inhibitor complex model
As versus the clone model discussed so far, we consider its natural generalization -the complex model, where the property to be screened is defined on a subset of clones, called complex. From an application's point of view, the problem of group testing on complexes is worthy of being studied since the collective appearance of some molecules rather than a single molecule would cause a certain given biological feature in some biological phenomenon. Torney (1999) For instance, in k-inhibitor model a pool of clones inducing more than k inhibitors would yield a negative response. Indeed, the concept "inclusiveness" used for inhibitor clone models still works on inhibitor complex models and identification of inhibitors can also be done under some natural assumptions.
Throughout the rest of this paper, we consider the inhibitor complex problems on a given family C of subsets of a collection N of n items. It is known beforehand that the family C consists of at most d positive complexes, at most h inhibitors and some negative complexes, where every complex in C consists of at most r items. We extend the parameters used in clone model to (n, d, h, r) to include an additional information of maximum size of a complex. Some natural assumptions on complexes will be added in accordance with the goals of these problems. Of particular note is the standard assumption that members of C are subject to non-inclusion. The reason for this is that no positive complex can include any other positive complex or inhibitor.
Identification problems
In this subsection we study the problem of identifying all positive complexes for the general inhibitor complex model. Recall that a binary matrix is said to be (d, r; z]disjunct if for any d + r columns C 1 , · · · , C r+d ,
proved that a (d+h, r; 2e+1]-disjunct matrix can identify all positive complexes under the general inhibitor complex model with at most e erroneous outcomes. However, it is a little bit expensive that the corresponding decoding procedure counts t S 0 (X) for each S ∈ N h for each candidate complex X ∈ C, where t S 0 (X) is the number of negative pools containing X but none of S and N h denote the family consisting of all h-subsets of N . Here, we provide an efficient design for this model and its decoding procedure is to compute t 0 (X) for each candidate complex X ∈ C, where t 0 (X) denotes the number of negative pools all columns in X appears in. The improvement on decoding ability is attributed to the adoption of inclusiveness property in our designs.
Furthermore, in section 5.3 we will show that some known disjunct matrices retain the generalized inclusiveness property well. Proof. In this proof we will use an argument similar to the one exploited in Theorem 3.6. For any r + d + h columns C 1 , · · · , C r+d+h , there exist z rows with 1-entries in C 1 , · · · , C r and 0-entries in C r+1 , · · · , C r+d and at most y rows with 1-entries in C 1 , · · · , C r and at least one 1-entry in C r+d+1 , · · · , C r+d+h , so the number of rows with 1-entries in C 1 , · · · , C r and 0-entries in C r+1 , · · · , C r+d+h is at least z − y > 2e.
The result follows directly.
The general inhibitor complex model
By Lemma 5.1, we have the following theorem immediately. To show the decoding ability of such a matrix, we give an alternative proof here. Proof. Consider a positive complex P and let {X 1 , · · · , X h } denote a set of other complexes containing all inhibitors. Under the hypothesis that no complex is contained in another, there exist v i ∈ X i \ P for 1 ≤ i ≤ h. By (h, r; y]-inclusiveness property, the number of pools containing P and at least one of v i 's is at most y.
Hence P can only appear in at most y negative pools if there is no error. This implies
Conversely, consider a complex X ∈ C which is not positive. Similarly, there exists an item v ∈ P \ X for each positive complex P . Let B be a set of these v's. By This shows that the pools corresponding to these rows each yields a negative outcome if there is no error. Even in the worst case that all errors occur in these pools, we have that t 0 (X) ≥ z − e > y + e. Hence, we conclude that {X : t 0 (X) ≤ y + e} is the set of positive complexes.
The k-inhibitor complex model
The (d + h − k + 1, 1; 2e + 1]-disjunct matrix has been used to solve the k-inhibitor clone model where at most e erroneous outcomes are allowed [9] . It is easily extended to the complex model as follows. Proof. By a similar proof as in Theorem 5.1, we have t 0 (X) ≥ z−e for each X being a negative complex or an inhibitor. On the other hand, let P be a positive complex and {X 1 , · · · , X h−k+1 } be a set of other complexes containing as many inhibitors as possible. Since no complex is included in another, we have v i ∈ X i \ P for 1 ≤ i ≤ h − k + 1. By (h − k + 1, r; y]-inclusiveness property, the number of pools containing both P and at least one of v i 's is no more than y. Since a pool containing P and none of these v i 's would be tested positive, P can only appear in at most y negative pools if there is no error. Thus t 0 (P ) ≤ y + e. We conclude that {X : t 0 (X) ≤ y + e} is the set of positive complexes.
The decoding procedure shown in Theorem 5.4 is to count t 0 (X) once for each complex X ∈ C, whereas Corollary 5.3 suggested a decoding algorithm of counting t S 0 (X) for each S ∈ N h−k+1 for each complex X ∈ C. Notice that plugging r = 1 into Theorem 5.4 leads to a 1-stage algorithm for the k-inhibitor clone model.
Classification problems on 1-inhibitor complex model
In order to distinguish inhibitors from other complexes, we need some essential assumptions on complexes. It is naturally assumed that for each negative complex, there is always a positive complex such that no inhibitor is included in their union; otherwise, the recognition of such negative complex will be ambiguous, i.e., it can be recognized as either negative or inhibitory due to the fact that it appears in negative pools only.
Theorem 5.5 Assume that there is at least one positive complex. For the (n, d, h, r) 1-inhibitor complex model with at most e erroneous outcomes, an (h, 2r; 2e + 1]disjunct matrix can identify all inhibitors.
Proof. Consider a positive complex P and let {X 1 , · · · , X h } be a set of other complexes containing all inhibitors. Since no complex is contained in another, there exist v i ∈ X i \ P for 1 ≤ i ≤ h. By (h, 2r; 2e + 1]-disjunctness property, there exist at least 2e + 1 rows each containing P but none of v i 's. The pools corresponding to these rows should be tested positive if no erroneous outcome occurs. Hence, we have that t 1 (P ) > e even in the worst case that e erroneous outcomes occur.
Next, consider a negative complex R. According to the assumption on complexes, there exists a positive complex P such that there is an item v ∈ I \ (P ∪ R) for each inhibitor I. Let B denote the set of these v's. By (h, 2r; 2e + 1]-disjunctness property, there exist at least 2e + 1 rows each containing P and R, but none of B. Hence, we have that t 1 (R) ≥ e + 1 despite e erroneous outcomes.
On the other hand, t 1 (X) ≤ e for any inhibitor X since an inhibitor appears in a positive pool only when an erroneous outcome occurs. Thus, it is easily seen that
Similarly, Theorem 5.5 also provides a two-stage approach to identify all positive complexes and inhibitors. First, use an (h, 2r; 2e + 1]-disjunct matrix to identify all inhibitors and then use a (d, r; 2e + 1]-disjunct matrix to identify positive complexes from the unidentified complexes. Combining these two disjunctness properties together, a one-stage algorithm can be proposed.
Theorem 5.6 Assume that there is at least one positive complex. For the (n, d, h, r) 1-inhibitor complex model with at most e erroneous outcomes, a (d + h, 2r; 2e + 1]disjunct matrix can classify all complexes in C.
Proof. First, since a (d + h, 2r; 2e + 1]-disjunct matrix is (h, 2r; 2e + 1]-disjunct, according to Theorem 5.5, we can identify all inhibitors by computing t 1 (X) for each complex X. Let {X 1 , X 2 , · · · , X h } be the set of all inhibitors that have been found and A X be a set of v i 's, where v i ∈ X i \ X, for a complex X. Therefore, t A P 0 (P ) ≤ e for any positive complex P since the appearance of a positive complex in a negative pool can occur only when the pool contains an inhibitor or its testing result is fault.
On the contrary, let R be a negative complex and B be a set consisting of at most d items chosen by taking an item v ∈ X \ R for each positive complex X. It is easy to see that a (d + h, 2r; 2e + 1]-disjunct matrix is (d + h, r; 2e + 1]-disjunct. This implies that there are at least 2e + 1 rows containing R but none of B ∪ A R . Hence, we have t A R 0 (R) > e despite e erroneous outcomes.
Indeed, the decoding procedure of above design is to distinguish inhibitors from other complexes by the value t 1 (X) for each complex X ∈ C and then find t A X 0 (X) for each non-inhibitor complex X.
Constructions
As mentioned in the previous section a matrix with disjunctness and inclusiveness property has a great contribution to simplifying the decoding process, however, constructions of such matrices were rare. Some constructed disjunct matrices are potentially inclusive, especially when the number of rows covering any designated r columns is greater than a fixed constant, as shown in the following. Example. A 3 − (q 2 + 1, q + 1, 1) design exists for prime power q and its incidence matrix of size q(q 2 + 1) × (q 2 + 1) is (d, 2; q + 1 − d]-disjunct and (h, 2; h]-inclusive.
Conclusion
In this paper, we deal with three common complications in high-throughput screening to make pooling designs appropriate in practice. We present a novel concept "inclusiveness" on pooling designs which leads to a significant improvement in the decoding procedure. As shown in Algorithm 1 or 2, we can determine whether a clone is positive or not by comparing the measurement value of the clone under functions t 0 or t 1 with a cut-off value which can be calculated in advance. The crucial point is that in our decoding procedure the measurement value is only calculated once for each potential candidate, leading to a considerable reduction in decoding complexity. This paper developed models and methods for pooling clones in situations when inhibitors and synergy effects exist. A great advantage of our pooling designs is that we treated inhibitors and complexes with synergy effects as features and provided a way to identify them, instead of treating them as bugs. Our methods play an important role not only in DNA sequencing but also in drug discovery, where a large collections of chemical compounds are screened to find highly active compounds. According to pilot experiments in drug discovery, synergy effects are exceedingly common. We believe that a combination of compounds with a synergy effect also has strong drug potential, as does a highly active compound. However, in most research such situations at the early stage of the drug discovery are usually considered a source of contamination.
A primary reason for this is that tracking down compounds acting synergistically can be expensive and time-consuming. The results of this paper suggest an efficient nonadaptive strategy so that the time required to perform experiments and analyze outcomes can be substantially reduced. Although our pooling strategies are lacking in experimental support, the value is in calling awareness to such a direction for further research.
