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Abstract
Feature engineering is one of the most important and tedious tasks in data science
and machine learning. Therefore, automation of feature engineering for relational
data has recently emerged as an important research problem. Most of the solutions
for this problem proposed in the literature are rule-based approaches where a set of
rules for feature generation is specified a-priori by the user based on heuristics and
experience. Although these methods show promising results, the generated set of
features contains a lot of irrelevant features and does not include many important
ones because the rules are predefined and problem independent. In this work, we
present a neural network architecture that generates new features from relational
data after supervised learning. Experiments with data of four Kaggle competitions
show that the proposed approach is superior to the state-of-the-art solutions.
1 Introduction
Data science problems often require machine learning models to be trained on data in tables with
one label and multiple feature columns. Data scientists must hand-craft additional features from the
initial data. This process is known as feature engineering and is one of the most tedious, but crucial,
tasks in data science. Data scientists report that up to 95% of the total project time must be allocated
to carefully hand-craft new features to achieve the best models.1
We present a new method to automate feature engineering for relational databases using neural
networks. This new approach to feature engineering significantly improves the productivity of data
scientists by enabling quick estimates of possible features and contributes to the democratization of
data science by facilitating feature engineering for data scientists with little experience for the most
popular data storage format, as reported in a recent industry survey of 14,000 data scientists Kaggle
(2017) with at least 65% working daily with relational data.
The full automation of feature engineering for general purposes is very challenging, especially in
applications where specific domain knowledge is an advantage. However, recent work Kanter and
Veeramachaneni (2015) indicates that for relational data impressive performance like top 24-36%
of all participants on Kaggle competitions can be achieved fully automated. A disadvantage of the
1http://blog.kaggle.com/2016/09/27/grupo-bimbo-inventory-demand-winners-interviewclustifier-alex-
andrey/
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UserID Gender Target
1 F 1
2 M 0
ProductID Price Name
1 10 beer
2 20 diapers
3 5 bread
UserID OrderID ProductID
1 1 1
2 2 2
1 1 2
2 3 3
1 4 1
1 4 3
main     order product
main product
order
 ProductID UserID
Figure 1: An example database and its relational graph.
cited work is its limitation to numerical data and neglect of temporal information. Moreover, the set
of features usually contains redundant information because it is extracted using a set of predefined
rules irrespective of the domain and targeted problems.
Our supervised feature learning approach uses a deep neural network architecture to learn transfor-
mations resulting in valuable features. We present experiments on different Kaggle competitions
where our method outperforms the state-of-the-art solutions and achieves the top 6-10% of all par-
ticipants in three out of four competitions. These results are achieved with minimal effort on data
preparation within weeks, while the Kaggle competitions lasted for a few months. The most impor-
tant technical contributions of our work are:
• This is the first proposal for feature learning considering relational data in the automated
data science literature. State-of-the-art solutions of automated feature engineering are
based on heuristic rules.
• We propose a novel deep neural network architecture and provide theoretical analysis on
its capacity to learn features from relational data.
• We provide a complexity study of the feature generation problem for relational data and
prove that this problem is NP-hard.
2 Backgrounds
Let D = {T0, T1, · · · , Tn} be a database of tables. Consider T0 as the main table which has a target
column, several foreign key columns and optional attribute columns. Each entry in the main table
corresponds to a training example.
Example 1. Figure 1 shows an example database with 3 tables. The user table (main) contains a
prediction target column indicating whether a user is a loyal customer. User shopping transactions
are kept in the order table and the product table includes product price and name.
A relational graph is a graph where nodes and edges correspond to tables and links between tables
via foreign-key relationships, respectively. Figure 1 shows the relational graph for the database in
the same figure.
Definition 1 (Joining path). A joining path is a sequence p = T0
c1−→ T1 c2−→ T2 · · · ck−→ Tk 7→ c,
where T0 is the main table, each Ti is a table in the database, ci is a foreign-key column connecting
tables Ti−1 and Ti, and c is a column (or a list of columns) in the last table Tk on the path.
Example 2. Joining the tables following the path p = main UserID−−−−−→ order ProductID−−−−−−−→
product 7→ Price, we can obtain the price of all products that have been purchased by a user.
The joined result can be represented as a relational tree defined in Definition 2 below.
Definition 2 (Relational tree). Given a training example with identifier e and a joining path p =
T0
c1−→ T1 c2−→ T2 · · · ck−→ Tk 7→ c, a relational tree, denoted as tpe , is a tree representation of the
joined result for the entity e following the joining path p. The tree tpe has maximum depth d = k.
The root of the tree corresponds to the training example e. Intermediate nodes at depth 0 < j < k
represent the rows in the table Tj . A node at depth j − 1 connects to a node at depth j if the
corresponding rows in table Tj−1 and table Tj share the same value of the foreign-key column cj .
Each leaf node of the tree represents the value of the data column c in the last table Tk.
Example 3. Figure 2.a shows a relational tree for UserID = 1 following the joining path p =
main
UserID−−−−−→ order ProductID−−−−−−−→ product 7→ Price. As can be seen, the user made two orders
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represented by two intermediate nodes at depth d = 1. Besides, order 1 includes two products with
ProductID = 1 and ProductID = 2, while order 4 consists of products with ProductID = 1
and ProductID = 3. The leaves of the tree carry the price of the purchased products.
Definition 3 (Tree transformation). A transformation function f is a map from a relational tree tpe
to a fixed size vector x ∈ Rl, i.e. f(tpe) = x. Vector x is called a feature vector.
In general, feature engineering looks for relevant tree transformations to convert a tree into input
feature vectors for machine learning models. For example, if we sum up the prices of all products
carried at the leaves of the tree in Figure 2.a, we obtain the purchased product price sum which can
be a good predictor for the loyalty customer target.
3 Problem Definition and Complexity Analysis
Assume that in a relational database D, there are m training examples E =
{(e1, y1), (e2, y2), · · · , (em, ym)} in the main table, where Y = {y1, · · · , ym} is a set of la-
bels. Let P = {p1, p2, · · · , pq} denote a set of joining paths in the relational graph of D. Recall
that for each entity ej following a joining path pi we get a relational tree tpiej . Let fpi ∈ F (the set
of candidate transformations) be a tree transformation function associated with the path pi.
Denote fpi(t
pi
ej ) = x
i
j as the feature vector extracted for ej by following the path pi. Let g(x
1
j ⊕
x2j ⊕ · · · ⊕ xqj) = yˆj , be a machine learning model that estimates yj from a concatenation of the
feature vectors obtained from q joining paths. LP,F,g(Y, Yˆ ) is the loss function defined over the set
of ground-truth labels and the set of estimated labels Yˆ = {yˆ1, · · · , yˆm}
Problem 1 (Feature learning from relational data). Given a relational database, find the set of
joining paths, transformations and models such that P ∗, F ∗, g∗ = argminLP,F,g(Y, Yˆ ).
The following theorem shows that Problem 1 as an optimization problem is NP-hard even when F
and g are given:
Theorem 1. Given a relational graph, the candidate set of transformations F and model g, search-
ing for the optimal path for predicting the correct label is an NP-hard problem.
Proof. See Appendix.
In section 5.3 we explain efficient heuristic approaches for joining path generation. Finding the
best model g for given features is a model selection problem which has been intensively studied in
the machine learning literature. Therefore, we limit the scope of this work to finding the good tree
transformations.
4 A Rule-Based Approach for Tree Transformation
Given relational trees, there are different ways to transform the trees into features. In this section,
we discuss rule-based approaches predefining tree transformations based on heuristics. Deep Fea-
ture Synthesis (DFS) (Kanter and Veeramachaneni (2015)) is currently the state-of-the-art solution
for automating feature engineering from relational data. Therefore, we briefly describe the DFS
algorithm.
In DFS, the transformation function f is a composition of basic aggregation functions such as AVG,
SUM, MIN and MAX augmented at each depth level of a tree. For instance, for the relational tree
tp1 in Figure 2.a, a feature can be collected for UserID = 1 by applying MEAN and MAX at the
root and the first depth level respectively. The aggregation function at each node takes input from
the children and outputs a value which is in turn served as an input to its parent node. The example
in Figure 2.a produces a feature MEAN(MAX(10, 20),MAX(10, 5)) = 15 corresponding to the
average of the maximum price of purchased products by a user, which could be a good predictor for
the user loyalty target.
DFS works well for numerical data, however, it does not support non-numerical data well. For
instance, if the product name instead of price is considered, the given set of basic transformations
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Figure 2: Tree transformations: DFS uses augmented aggregation functions at each level of the tree.
These aggregation functions are specified a-priori by users. On the other hand, R2N uses supervised
learning to learn transformations via relational recurrent neural network.
becomes irrelevant. Moreover, when nodes of trees are temporally ordered the basic aggregations
ignore temporal patterns in the data. After the features are generated by the given set of rules,
feature selection is needed to remove irrelevant or duplicate features. The rule-based approach like
DFS specifies the transformation functions based on heuristics regardless of the domain. In practice,
predefined transformations can not be universally relevant for any use-case. In the next section we
introduce an approach to circumvent this issue.
5 Neural Feature Learning
In this section, we discuss an approach that learns transformations from labelled data rather than
being specified a-priori by users.
5.1 Relational Recurrent Neural Network
To simplify the discussion, we make the following assumptions (an extension to the general case is
discussed in the next section):
• The last column c in the joining path p is a fixed-size numerical vector.
• All nodes at the same depth of the relational tree are ordered according to a predefined
order.
With the given simplification, a transformation function f and prediction function g can be learned
from data by training a deep neural network structure that includes a set of recurrent neural net-
works (RNNs). We call the given network structure relational recurrent neural network (R2N) as it
transforms relational data using recurrent neural networks.
There are many variants of RNN, in this work we assume that an RNN takes as input a sequence
of vectors and outputs a vector. Although the discussion focuses on RNN cells, our framework also
works for Long Short-Term Memory (LSTM) or Gated Recurrent Unit (GRU) cells.
Definition 4 (Relational Recurrent Neural Network). For a given relational tree tpe , a relational
recurrent neural network is a function denoted as R2N(tpe) that maps the relational tree to a target
value ye. An R2N is a tree of RNNs, in which at every intermediate node, there is an RNN that
takes as input a sequence of output vectors of the RNNs resident at its child nodes. In an R2N , all
RNNs, resident at the same depth d, share the same parameter set θd.
Example 4. Figure 2.b shows an R2N of the tree depicted in Figure 2.a. As it is observed, an R2N
summarizes the data under every node at depth d in the relation tree via a function parameterized by
an RNN with parameters θd (shared for all RNNs at the same depth). Compared to the DFS method
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in Figure 2.a, the transformations are learned from the data rather than be specified a-priori by the
user.
5.2 A Universal R2N
In this section, we discuss a neural network structure that works for the general case even without
the simplifying assumptions made in Section 5.1.
5.2.1 Dealing with Unstructured Data
When input data is unstructured, we add at each leaf node an embedding layer that embeds the
input into a vector of numerical values. The embedding layers can be learned jointly with the R2N
network as shown in Figure 2.b. For example, if the input is a categorical value, a direct look-up
table is used, that maps each categorical value to a fixed size vector. If the input is a sequence, an
RNN is used to embed a sequence to a vector. In general, the given list can be extended to handle
more complicated data types such as graphs, images and sequences.
5.2.2 Dealing with Unordered Data
When data is not associated with an order, the input is a multi-set instead of a sequence. In that case,
the transformation function f(s) takes input as a multi-set, we call such function as set transforma-
tion. It is important to notice that f(s) is invariant in any random permutation of s. The following
theorem shows that there is no recurrent neural network rnn(s,W,H,U) that can approximate any
set function except the constant or the sum function:
Theorem 2 (Expressiveness). A recurrent neural network with linear activation is a set function, if
and only if it is either a constant function or can be represented as:
rnn(s,W,H,U) = c+ h0U + |s| ∗ bU + UW ∗ sum(s) (1)
Proof. See Appendix.
From Equation (1) we can imply that an RNN cannot approximate the max set and min set functions
unless we define an order on the input data. Therefore, we sort the input vectors according to the
mean value of the vector to ensure a consistent order for input data.
5.3 Joining Path Generation
So far, we have discussed feature learning from relational trees extracted from a database with given
joining paths. In this section, we discuss various strategies to search for these relevant joining paths.
Because finding the optimal paths is hard, we limit the maximum depth of the joining paths and
propose three simple heuristic traversing strategies: (i) simple (only simple paths with no repeating
nodes) (ii) forward only (nodes are assigned depths based on breadth-first traversal from main table,
only considering paths with increasing node depths) and (iii) all (all paths are considered).
According to our observations, forward only is the most efficient which is our first choice. The other
strategies are supported for the sake of completeness. For any strategy, the joined tables can be very
large, especially when the maximum depth is set high. Therefore, we apply sampling strategies that
limit the join size per join key value and caching intermediate tables to save memory and speed up
the join operations (see the Appendix).
5.4 Networks for Multiple Joining Paths
Recall that for each joining path pi, we create an R2Ni network that learns features from the
data generated by the joining path. In order to jointly learn features from multiple joining paths
p1, p2, · · · , pq , we use a fully connected layer that transforms the output of the R2Ni to a fixed size
output vector before concatenating these vectors and use a feed-forward network to transform them
into a desired final output size. The entire network structure is illustrated in Figure 3. For classifi-
cation problems, additional softmax function is applied on the final output vector to obtain the class
prediction distribution for classification problem.
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Embedding layer 1 r2n 1 Fully connected layer 1
concat feedforwardEmbedding layer 2 r2n 2 Fully connected layer 2
Embedding layer 3 r2n 3 Fully connected layer 3
Figure 3: Network for multiple paths: data from each joining path is transformed using an embed-
ding layer and a R2N before being combined by a fully connected layers and a feedforward layer.
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Figure 4: Relational graphs of the Kaggle datasets
5.5 R2N Ensemble
Deep neural networks provide capabilities to learn complicated data transformation, however, for
small datasets, it easily overfits the training data. Therefore, we use a linear ensemble of 10 R2Ns
with equal weights. These individual R2Ns are trained by randomly bootstrapping the training data.
This ensemble methods provided robust results especially for small datasets.
6 Experiments
The DFS algorithm is currently considered as the state-of-the-art solution for automated feature
engineering in relational data. Therefore, we compare R2N with DFS in addition to manual feature
engineering approaches provided by Kaggle participants.
6.1 Data Preparation
Four Kaggle competitions with complex relational graphs and different problem types (classifica-
tion, regression and recommendation) have been selected (see Figure 4). The following steps have
been applied to make the raw data accessible to our system:
1. Every dataset needs a main table with training instances. The training data must reflect
exactly how the test data was created. This ensures the consistency between training and
test settings.
2. Users need to explicitly declare the database schema.
3. Each entity is identified by a unique key in a key column. We added foreign key columns
to represent those entities if the keys are missing in the original data.
It is important to notice that the first step is an obligation for all Kaggle participants. The second
step is trivial as it only requires declaring the table column’s data types and primary/foreign key
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columns. Basic column types such as numerical, boolean, timestamps, categorical etc., are automat-
ically determined by our system. The last step requires knowledge about the data, but time spent on
creating foreign key columns is negligible compared to creating hand-crafted features.
Grupo Bimbo Participants were asked to predict weekly sales of fresh bakery products on the
shelves of over 1 million stores across Mexico. The database contains 4 different tables:
• sale series: the sale log with weekly sale in units of fresh bakery products. Since the eval-
uation is based on Root Mean Squared Logarithmic Error (RMSLE), we take the logarithm
of the demand.
• town state: geographical location of the stores
• product: additional information, e.g. product names
• client: information about the clients
The historical sales data spans from week 1-9 while the test data spans from weeks 10-11. We
created the main table from the sale series table with data of the weeks 8-9. Data of prior weeks
was not considered because there was a shortage of historical sales for the starting weeks. The main
table has a target column which is the demand of the products and several foreign key columns and
some static attributes of the products.
Coupon Purchase Participants were asked to predict the top ten coupons which were purchased
by the users in the test weeks. The dataset includes over one year of historical logs about coupon
purchases and user activities:
• coupon list: coupon’s info: location, discount price and the shop.
• coupon detail: more detailed information about the coupons.
• coupon area: categorical information about the coupon types and its display category on
the website
• coupon visit: historical log about user activities on the coupon websites. User and coupon
keys are concatenated to create a user-coupon key that represents the user-coupon pair
which is the target entity of our prediction problem.
• user: demographic information about the users.
• prefecture: user and coupon geographical information.
We cast the recommendation problem into a classification problem by creating a main table with
40 weeks of data before the test week. To ensure that the training data is consistent with the test
data, for each week, we find coupons with released date falling into the following week and create
an entry in the main table for each user-coupon pair. We label the entry as positive if the coupon
was purchased by that user in the following week and negative otherwise. The main table has three
foreign keys to represent the coupons, the users and the user-coupon pairs.
KDD Cup 2014 Participants were asked to predict which project proposals are successful based
on their data about:
• projects: project descriptions, school and teacher profiles and locations. The project table
is considered as the main table in our experiment as it contains the target column.
• essays: written by teachers who proposed the proposal as a project goal statement.
• resources: information about the requested resources.
• donation: ignored as no data for test set.
• outcome: historical outcome of the past projects. We add three missing key columns
(school ID, teacher ID, school NCES ID) to the outcome table to connect it to the main
table. This allows our system to explore the historical outcome for each school, teacher
and school NCES ID.
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Home Credit Default Risk Prediction Participants were asked to predict loan applicants abilities
for repayment:
• application: This is the main table with static information about applicants and a binary
target column indicating good or bad credit risk.
• bureau: All the client’s previous credits provided by other financial institutions that were
reported to Credit Bureau.
• bureau balance: Monthly balances of previous credits in Credit Bureau.
• pos cash balance: Monthly balance snapshots of previous POS (point of sales) and cash
loans that the applicant had with Home Credit.
• credit card balance: Monthly balance snapshots of previous credit cards that the applicant
has with Home Credit.
• previous application: All previous applications for Home Credit loans of clients who have
loans in our sample.
• instalments payments: Repayment history for the previously disbursed credits in Home
Credit related to the loans.
In all datasets, we experimented with the forward only graph traversal policy. In the given policy,
the maximum search depth is always set to the maximum depth of the breadth-first search of the
relational graph starting from the main table.
6.2 Experimental Settings
We used 10 Tesla K40 GPU (12 GB of memory each) and a Linux machine with 4 CPU cores
with 100 GB of memory. Training one model until convergence needs 7 days. Auto-tuning the
R2N hyper-parameters was not considered because of limited time budget, instead we chose the size
of the network based on our available computing resource. Table 1 reports the hyper-parameters
used in our experiments. Parameters related to optimization such as learning rate have been chosen
according to recommendations in the literature.
Table 1: Parameter settings for OneBM and the R2N networks
parameter value
Join limit per key value 50
Maximum joined table size 109
Optimization algorithm for backprop ADAM
Learning rate of ADAM 0.01
Initial weights for FC and feed-forwards Xavier
Output size of FCs 16
# hidden layers in feedforward layers 1
# hidden nodes in feedforward layers 32
Categorical and text embedding size 10
Mini-batch size 1000
RNN cell LSTM
LSTM cell size 16
Max input sequence size 50
Early termination after no improvement on 25% training data
Bootstrapping ratio 90% training data
Validation ratio 10% training data
Because the results of DFS are highly sensitive to how we prepare the input data and create the rela-
tional graphs, we report published results of DFS on KDD Cup 2014 (Kanter and Veeramachaneni,
2015) and Home Credit Risk Prediction2. For Coupon and Bimbo datasets we prepared data for
DFS following the guidance in the DFS open-source repository3. The details of data preparation
2A member of the team who developed FeatureTools (DFS) published their results in this link https:
//www.kaggle.com/willkoehrsen/automated-feature-engineering-basics
3http://featuretools.com/
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Table 2: Data science competition results
Competition Task Metric DFS R2N
KDD Cup 2014 Classification AUC 0.586 0.617
Groupo Bimbo Regression LRMSE NA 0.47631
Coupon Recommender MAP@10 0.00563 0.00638
Home Credit Classification AUC 0.777 0.7826
Table 3: Ranking of R2N and DFS method
Rank Top (%) Medal
R2N DFS R2N DFS R2N DFS
KDD Cup 2014 42/472 142/472 8.8 30 Silver No
Coupon 68/1076 449/1076 6.3 41.7 Bronze No
Bimbo 188/1969 NA 9.5 NA Bronze No
Home Credit 3880/7198 4247/7198 53.9 59 No No
for those datasets for DFS is discussed in the appendices. We used XGBoost to train models on
the features extracted by DFS. XGBoost is currently the most popular model among data scientists
when the features are manually engineered. Hyper-parameters of XGBoost have been auto-tuned by
Bayesian optimization in 50 steps Snoek et al. (2012). All results are reported based on the Kaggle
private ranking leader board except for the Home Credit Risk Prediction where the result of DFS is
only available on the public leader board.
6.3 Kaggle Competition Results and Discussion
Table 2 reports the results of DFS and R2N in the four Kaggle competitions (DFS on Groupo Bimbo
is not available because it did not finish within 2 weeks). For all comparable datasets, R2N outper-
formed DFS with a significant margin. The results of DFS have been obtained by using DFS features
and state-of-the-art models like LightGBM (Home Credit), XGBOOST (Coupon and Bimbo) and
Random Forest (KDD Cup 2014). All models have been auto-tuned using Bayesian optimization.
Even when R2N only uses a simple fully connected layer it achieves superior results. This shows
that transformations learned from data by R2N result in more useful features than the predefined
transformations in DFS.
Table 3 shows the results of R2N and DFS compared to all Kaggle participants. In three out of
four competitions, R2N was as good as the top 10% of all data scientists, especially for Coupon
data, R2N result is comparable to top 6% participants. For the first time in the automated data
science literature, R2N is able to achieve late medals in these competitions completely automated.
This result is achieved in a few hours for data preprocessing and model training within a week. In
comparison, the winning team 4 of the Home Credit Default Risk competition was comprised of 10
experienced data scientists, working for 3 months and writing more than 25900 lines of code for
manual feature engineering. This encouraging result shows that by using R2N data scientists can
reduce the time and efforts required so far for feature engineering tasks significantly with results
competitive to experienced data scientist teams. The results of DFS are also reported in this table
where the ranking of DFS is slightly worse than R2N. The benefit of using DFS compared to R2N in
practice is the simple and useful interpretability of its features, whereas R2N is a black-box solution
where interpretation of the feature transformations is much more difficult.
Figure 5 shows a comparison between R2N (vertical solid line), DFS (vertical dashed line) and the
distribution of all Kaggle participants. In terms of prediction accuracy, our method outperforms
most participants and achieves results very close to the best teams. Among the four competitions,
the Home Credit Default Risk prediction competition is the most recent one and in recent Kaggle
competitions the organizer allows participants sharing their solutions during the competitions. Many
participants have used these openly available solutions as a starting point. Therefore, the competition
is more tough with very small difference among the top teams and the ranking is less indicative of
4https://github.com/KazukiOnodera/Home-Credit-Default-Risk
9
Figure 5: Final results on the ranked leader board. Our hypothetical ranks are shown as vertical lines
for R2N (solid line) and DFS (dashed line).
the performance. In the future, inexperienced data scientists will be able to use R2N as an initial
solution that is close to the best results achieved by a large team of experienced data scientists.
7 Related Work
The data science work-flow includes five basic steps: problem formulation, data acquisition, data
curation, feature engineering, model selection and hyper-parameter tuning. Most related works
focus on automating the last two steps which will be reviewed in the following subsections.
7.1 Automatic Model Selection and Tuning
Auto-Weka Kotthoff et al. (2016); Thornton, Hutter, Hoos, and Leyton-Brown (Thornton et al.)
and Auto-SkLearn Feurer et al. (2015) are two popular tools to find the best combination of data
pre-processing, hyper-parameter tuning and model selection. Both tools are based on Bayesian opti-
mization Brochu et al. (2010) to improve over exhaustive grid-search. Cognitive Automation of Data
Science (CADS) Biem et al. (2015) is another system built on top of Weka, SPSS and R to automate
model selection and hyper-parameter tuning processes. TPOT Olson et al. (2016) is another system
that uses genetic programming to find the best model configuration and pre-processing work-flow.
In summary, automation of hyper-parameter tuning and model selection is a very attractive research
topic with very rich literature. The key difference between our work and these works is that, while
the state-of-the-art focuses on optimization of models given a ready set of features stored in a single
table, our work focuses on preparing features as an input to these systems from relational databases
starting with multiple tables. Therefore, our work and the cited literature are orthogonal to each
other.
7.2 Automatic Feature Engineering
Only a few papers have been published focusing on automated feature engineering for general prob-
lems. The main reason is that feature engineering is both domain and data specific. Here, we
concentrate on tools for relational databases.
DFS (Kanter and Veeramachaneni (2015)) was the first system that automates feature engineering
from relational data with multiple tables. DFS has been shown to achieve good results on public
data science competitions. Our work is also closely related to inductive logic programming, e.g.
Muggleton and Raedt (1994) where relational data is unfolded via propositionalizing, Kramer et al.
(2001) or wordification Perovsˇek et al. (2015) that discretises the data into words from which the
joined results can be considered as a bag of words. Each word in the bag is a feature for further
predictive modelling. Wordification is a rule-based approach, which does not support unstructured
and temporally ordered data. In Knobbe et al. (1999), the authors proposed an approach to learn
multi-relational decision tree induction for relational data. This work does not support temporally
ordered data and is limited to decision tree models. Our work extended DFS to deal with non-
numerical and temporally ordered data. Moreover, we resolved the redundancy issues of rule-based
approaches via learning features rather than relying on predefined rules.
Statistical relational learning (StarAI) presented in Getoor and Taskar (2007) is also related to our
work. Recently, a deep relational learning approach was proposed Kazemi and Poole (2017) to
learn to predict object’s properties using an object’s neighborhood information. However, the given
prior art does not support temporally ordered data and unstructured properties of objects. Besides,
an important additional contribution of our work is the study of the theoretical complexity of the
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feature learning problem for relational data as well as the universal expressiveness of the network
structures used for feature learning.
Cognito Khurana, Turaga, Samulowitz, and Parthasarathy (Khurana et al.) automates feature engi-
neering for single tables by applying recursively a set of predefined mathematical transformations on
the table’s columns to obtain new features from the original data. Since it does not support relational
databases with multiple tables it is orthogonal to our approach.
Prior versions of this work in progress were informally published as technical reports on Arxiv (see
Lam et al. (2017) and Lam et al. (2018)). These are early technical reports while this work was
under development. The key difference between this paper compared to earlier technical reports is
the use of bootstrapping method to improve R2N’s robustness.
8 Conclusion and Future Work
We have shown that feature engineering for relational data can be automated using the transforma-
tion learned from relational data via the R2N network architecture. This opens many interesting
research directions for the future. For example, the R2N network structure in this work is not auto-
tuned due to efficiency issue. Future work could focus on efficient methods for network structure
search to boost the current results even more. Second, there are chances to improve the results fur-
ther if a smarter graph traversal policy is considered. Although we have proved that finding the best
joining path is NP-hard, the theoretical analysis assumes that there is no domain knowledge about
the data. We believe that exploitation of semantic relation between tables and columns can lead
to better search algorithm and better features. Finally, the last layer of R2N is a fully connected
layer which is known to be less robust than recent state-of-the-art models used in practice like the
gradient boosted trees. Although we have employed an ensemble with bootstrapping, which shows
improvement over a single R2N model, we believe that with gradient boosting methods the results
will be more robust. How to do gradient boosting R2N efficiently is an open research problem.
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Appendices
A NP-Hardness Proof
Proof. Problem 1 is an optimization problem, the decision version asks whether there exists a so-
lution such that LP,F,g(Y, Yˆ ) = 0. We prove the NP-hardness by reducing the given decision
problem to the Hamiltonian cycle problem which was well-known as an NP-Complete problem
as discussed in Karp (1972). Given a graph G(E, V ), where E is a set of undirected edges and
V = {v1, v2, · · · , vn} is a set of n nodes, the Hamiltonian cycle problem asks if there exists a cycle
on the graph such that all nodes are visited on the cycle and every node is visited exactly twice.
Given an instance of the Hamiltonian cycle problem, we create an instance of the feature learning
problem with a relational graph as demonstrated in Figure 6. We assume that we have a database
D = {T1, T2, · · · , Tn}with n tables, each table Ti corresponds to exactly one node vi ∈ V . Assume
that each table has only one row. For each pair of tables Ti and Tj (where i < j), there is a foreign
key kij presenting in both tables such that the values of kij in Ti and Tj are the same if and only if
there is an edge (vi, vj) ∈ E.
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v1
v2
v3
v4
EntityID k12 k13 k14 label
1 1 1 1 4
k12 k24 k23
1 1 1
k13 k23 k34
1 1 1
k14 k24 k34
1 0 1
T1
T2
T3
T4
G GD
Figure 6: A reduction from Hamiltonian cycle problem to the problem finding the optimal joining
path for engineering features from relational data for a given predictive analytics problem.
Assume that T1 is the main table which has an additional label column with value equal to n. We
also assume that all the keys kij have unique value in each table it presents which means that for
each entry in Ti there is at most one entry in Tj with the same kij value and vice versa, we call such
relations between tables one-one. Recall that the relational graph GD constructed for the database
D, where nodes are tables and edges are relational links, is a fully connected graph. Let p is a
path defined on GD and starts from the main table T1. Because all the relations between tables are
one − one, following the joining path p we can either obtain an empty or a set containing at most
one element, denoted as Jp.
A cycle in a graph is simple if all nodes are visited exactly twice. Lets assume F as the set of
functions such that: if Jp is empty then f(Jp) = 0 and if Jp is not empty then f(Jp) = k where k
is the length of the longest simple cycle which is a sub-graph of p. Let g be the identity function.
The decision problem asks whether there exists a path p such that Lp,F,g(Y, Yˆ ) = 0 is equivalent to
asking whether g(f(Jp)) = n or f(Jp) = n assuming g is an identity function.
Assume that g(f(Jp)) = n, we can imply that Jp is not empty and p is a Hamiltonian cycle in GD.
Since Jp is not empty, p is a sub-graph of G. Hence G also possess at least one Hamiltonian cycle.
On the other hands, if p is a sub-graph ofG and it is a Hamiltonian cycle, then sinceG is a sub-graph
of the fully connected graph GD we must have g(f(Jp)) = n as well.
The given reduction from the Hamiltonian cycle problem is a polynomial time reduction because
the time for construction of the database D is linear in the size of the graph G. Therefore, the
NP-hardness follows.
B Proof of Expressiveness Theorem
First, we need to prove the following lemma:
Lemma 1. A recurrent neural network rnn(s,W,H,U) with linear activation is a set function if
and only if H = 1 or rnn(s,W,H,U) is a constant.
Proof. Denote s as a set of numbers and p(s) is any random permutation of s. A set function f(s)
is a map from any set s to a real-value. Function f is invariant with respect to set-permutation
operation, i.e. f(s) = f(p(s)). For simplicity, we prove the lemma when the input is a set of scalar
numbers. The general case for a set of vectors is proved in a similar way.
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Figure 7: Tweaked relational graphs of the Kaggle data used in our experiments for DFS
Consider the special case when s = {x0, x1} and p(s) = {x1, x0}. According to definition of
recurrent neural net we have:
ht = b+H ∗ ht−1 +W ∗ xt (2)
ot = c+ U ∗ ht (3)
from which we have rnn(s) = o2, where:
h1 = b+H ∗ h0 +W ∗ x0 (4)
o1 = c+ U ∗ h1 (5)
h2 = b+H ∗ h1 +W ∗ x1 (6)
o2 = c+ U ∗ h2 (7)
In a similar way we can obtain the value of rnn(p(s)) = o∗2, where:
h∗1 = b+H ∗ h∗0 +W ∗ x1 (8)
o∗1 = c+ U ∗ h∗1 (9)
h∗2 = b+H ∗ h∗1 +W ∗ x0 (10)
o∗2 = c+ U ∗ h∗2 (11)
Since rnn(p(s)) = rnn(s), we infer that:
U ∗ (H − 1) ∗W ∗ (x0 − x1) = 0 (12)
The last equation holds for all value of x0, x1, therefore, either H = 1, W = 0 or U = 0. The
lemma is proved.
Proof. According to Lemma 1, rnn(s,W,H,U) is either a constant function or H = 1. Replace
H = 1 to the formula of an RNN we can easily obtain equation 1.
C Efficient Implementation on GPU
Deep learning takes advantage of fast matrix computations on GPU to speed up its training time.
The speed-up is highly dependent upon if the computation can be packed into a fixed size tensor
before sending it to GPUs for massive parallel matrix computation. A problem with the network is
that the structures of relational trees are different even for a given joining path. For example, the
relational trees in Figure 3 have different structures depending on input data. This issue makes it
difficult to normalize the computation across different relational trees in the same mini-batch to take
the advantage of GPU computation.
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In this section, we discuss a computation normalization approach that allows speeding up the imple-
mentation 5x-10x using GPU computation under the assumption that the input to an R2N network
are relational trees we set {Dp1 , Dp2 , · · · , Dpq}, where Dpi = {tpi1 , tpi2 , · · · , tpim}.
It is important to notice that tpki and t
pl
i have different structure when pl and pk are different. There-
fore, normalization across joining paths is not a reasonable approach. For a given joining path pi,
the trees tpik and t
pi
l in the set Dpi may have different structures as well. Fortunately, those trees
share commons properties:
• they have the same maximum depth equal to the length of the path pi
• transformation based on RNN at each depth of the trees are shared
Thanks to the common properties between the trees in Dpi the computation across the trees can be
normalized. The input data at each depth of all the trees in Dpi (or a mini-batch) are transformed at
once using the shared transformation network at the given depth. The output of the transformation
is a list, for which we just need to identify which output corresponds to which tree for further
transformation at the parent nodes of the trees.
D Baseline Method Settings
DFS is considered as the state-of-the-art for automation of feature engineering for relational data
has recently been open-sourced5. We compared R2N to DFS at version 0.1.14. It is important to
notice that the open-source version of DFS has been improved a lot since its first publication Kanter
and Veeramachaneni (2015). For example, in the first version described in the publication there is
no concept of temporal index which is very important to avoid mining leakages.
To use DFS properly, it requires knowledge about the data to create additional tables for interesting
entities and to avoid creating diamond relational graphs because DFS doesn’t support diamond loops
in the graph and does not allow many-many relations. The results of Grupo Bimbo and Coupon
purchase competitions were reported using the open-source DFS after consulting with the authors
on how to use DFS properly on these datasets.
For the Bimbo and Coupon purchased data, the relational graphs shown in Figure 4 are not supported
by DFS as they contain many-many relations and diamond subgraphs. Therefore, we have tweaked
these graphs to enable them for DFS. Particularly, for Groupo Bimbo the relation between main
and series tables is many-many. To go around this problem, we have created an additional table
called product-client from the sale series table. Each entry in the new table encodes the product,
client pairs. The product-client table is the main table correspond to product-client pairs. Since the
competition asked for predicting sales of every pair of product-client at different time points, we
created a cut-off time-stamp table, where each entry corresponds to exactly one cut-off timestamp.
The new relational graph is presented in Figure 7. We have run DFS with maximum depth set to 1
and 2 and 3.
For the Coupon Purchase dataset, more efforts were needed to prepare the input for DFS because
the original relational graph contains both diamond loops and many-many relations. The latter
issue can be resolved by changing the connections as demonstrated in Figure 7. To avoid diamond
loops, we need to delete some relations by deleting the relations (marked with an X) in Figure 7.
Alternatively, we also tried to delete the relation between the main and coupon-visit table but that
led to much worse prediction than the given choice.
5https://www.featuretools.com/
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