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Abstract 
 
         Electronic noise is an area of fundamental importance that reveals information 
about the system that transport or optical measurements cannot. The present work 
focuses on recent advances made in the area of noise in nanodevices. This area is 
attracting increasing attention because noise in nanostructures is qualitatively and 
quantitatively different from that in bulk systems.  Chapter 1 discusses different kinds of 
noise in nanostructures with a focus on 1/f  noise. Monte-Carlo simulation is used to 
find velocity as a function of time to calculate velocity autocorrelation function and 
noise spectral density. The spectrum has      dependence which is universal 
irrespective of electric field and temperature which implies that it is a fundamental 
effect. In analogy with electronic noise spin noise is studied in Chapter 2. Fluctuation in 
spin polarization of carriers in semiconductor structures gives rise to spin noise. Spin 
transport is simulated using Monte-Carlo simulator in presence of D’yakonov-Perel’ spin 
relaxation mechanism. The symmetry breaking electric field which induces Rashba field 
is changed in magnitude and direction. Random spatial variation of the Rashba field 
causes little difference in temporal spin relaxation characteristics in the regime of high-
field transport. Spin does not relax monotonically with position but a non-monotonic 
chaotic trend is observed when Rashba field is varied randomly in magnitude or 
direction. Chapter 3 discusses electrochemical self-assembly technique employed to 
fabricate highly ordered nanowires. This nanofabrication technique can be used to grow 
highly ordered and size controlled nanowires and quantum dots of different materials. 
Cadmium sulfide nanowires are grown using this method and their infrared 
xii 
 
photodetectivity is studied. We observe twice as much increase in current under 
illumination at any given bias. 
                 
This document was created in Microsoft Word 2007 and later converted into a PDF 
document  
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Introduction 
 
Noise in solid-state devices is caused by five main sources. They are (i) kinetic noise 
caused by the random collision of charge carriers with lattice, (ii) shot noise caused by 
random emission of electrons or photons (iii) flicker noise or 1/f noise (iv) generation-
recombination noise caused by random generation and recombination of hole-electron 
pairs, (v) partition noise caused by splitting of electric current into two parts flowing to 
different electrodes. In this chapter we will describe the first three categories of noise in 
nanodevices. We consider quasi-one-dimensional confinement of carriers and phonons 
which have significant effect on noise. “Noise squeezing”, dramatic suppression of noise 
in a magnetic field, and quenching of flicker noise are some interesting phenomena 
observed in this system.  
1.1 Kinetic noise in Quantum wire 
Kinetic noise, also called current noise, is caused by random fluctuation in the 
velocity of charge carriers (electrons or holes) interacting with scatters (phonons).  
This interaction randomly changes the momentum of charge carriers which causes 
their velocities to fluctuate in time. Kinetic noise is studied under high electric field 
which takes the system far out of equilibrium. Hence, the fluctuation-dissipation 
theorem does not apply. Close to equilibrium however, kinetic noise reduces to the 
familiar Johnson noise or Nyquist noise, where the noise power spectral density due 
to voltage fluctuations and current fluctuations over any resistance R are given by  
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                                                                                                             (1.1) 
                                                                                                                (1.2) 
respectively. 
Kinetic noise is always present in a conductor, irrespective of the nature of the 
conduction process or the nature of the mobile charge carriers. The power spectral 
density associated with this type of noise is calculated by computing the cosine 
transform (which is the real part of Fourier transform) of the velocity autocorrelation 
function. Velocity of carriers as a function of time is obtained by solving the Boltzmann 
transport equation which describes how a carrier moves through a solid under the 
action of external electric and magnetic fields, while suffering collisions with impurities, 
phonons, etc. It is the scattering events that impart randomness to the velocity and is 
responsible for kinetic noise. 
         In a quasi-one-dimensional system, both carriers and phonons are confined, 
which affects transport and consequently the nature of temporal velocity fluctuations as 
well as the noise power spectrum. Phonon confinement plays a significant role in the 
noise power spectrum and the temporal characteristics of velocity autocorrelation 
function.  Velocity fluctuations have been studied in a free-standing GaAs nanowire 
taking confinement of carriers and phonons into account [1, 2].   
           An external magnetic field can suppress backscattering events in a quantum 
wire and hence affect velocity fluctuations. Since backward scattering is suppressed 
strongly, only small momentum transfer via forward scattering are allowed. This 
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quenches kinetic noise considerably. Because of this, a magnetic field plays an 
especially critical role in quantum wires. This thesis however does not consider 
magnetic field effects. 
1.2  1/f noise 
 1/f noise has been extensively studied theoretically in bulk semiconductor structures 
[3-8].  The strength of 1/f noise is generally found to increase in small physical 
systems and quantum wires. This provides a suitable platform to further explore 1/f 
noise. There is no universally accepted 1/f noise theory for both bulk and quantum 
structures. Different models have been proposed, but no single model can explain all 
the features of 1/f noise observed in various devices. Presently two competing 
models hold sway: (1) the mobility fluctuation model, and (2) the number density 
fluctuation model . The latter is invokes random trapping and detrapping of free 
carriers by traps which have particular distribution of time constants. Since the 
number of free carriers determines the conductance and the former fluctuates with 
time, the conductance also fluctuates with time leading to noise. The time constant 
of trapping and detrapping determine the temporal behavior of the fluctuations and 
hence the spectral dependence of the noise. Different trapping models have been 
constructed to explain the 1/f spectral behavior. This model is in good agreement 
with 1/f noise observed in CMOS devices. 
        
       The mobility fluctuation model, on the other hand, is predicated on the fact 
that conductance depends on the mobility of charge carriers and hence any 
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fluctuation in the latter will make the former fluctuate. Hooge and Vandamme 
provide the first experimental hint toward the physical source of mobility fluctuations 
[4]. The relation between mobility fluctuations and lattice scattering is still not clear. 
It is somewhat surprising to see how lattice scattering which is a relatively fast 
process gives rise to a low-frequency fluctuation in the mobility. Scattering of 
carriers leads to spontaneous mobility fluctuation which gives rise to 1/f noise. This 
model works well for long bulk resistors and short channel HEMTs.  
 
1.2.1 Theoretical Model  
      Consider a free standing GaAs quantum wire of rectangular cross section. An 
electric field is applied along the length of the wire which induces carrier transport. 
Monte Carlo simulation is used to obtain ensemble averaged electron velocity as a 
function of time.  
    The velocity autocorrelation function is defined as 
                                                                                              (1.3) 
where the angular brackets denote averaging over time t,    =        .      is the 
instantaneous ensemble average carrier velocity and    is the steady state drift 
velocity (which is the ensemble average carrier velocity averaged over time). The 
Fourier transform of the autocorrelation function gives the noise spectral density of 
kinetic noise:                 
                                                              
 
 
                            (1.4) 
In terms of dc component of diffusivity, the above relation is written as 
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                                         (1.5) 
where    is ensemble average momentum relaxation time. This is the Weiner-
Kintchine theorem. 
 
 
 
Fig. 1.1 Geometrical structure of the quantum wire and axis designations 
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    In our simulations, we found a giant broad peak at sub millimeter or infrared 
frequencies in the power spectrum of mobility fluctuation noise calculated from the 
above formula. This phenomena is seen when the dominant energy relaxation 
mechanism is polar optical phonon scattering. Figure 1.2 shows that an electric field 
rapidly accelerates an electron to the polar optical phonon emission threshold. 
Reaching the threshold, the electron returns to the bottom of the sub band 
immediately emitting an optical phonon since the emission rate is proportional to the 
density of final states, and the latter diverges at band bottom. Electrons continue to 
cycle back and forth between the phonon emission threshold and the sub band 
bottom, which gives rise to an oscillatory component in the ensemble average 
velocity. This component in the velocity induces an oscillatory component in the 
auto-correlation function and hence a peak in the noise spectral density, which is 
the cosine transform of the auto-correlation function [9, 10]. These oscillations are 
sometimes referred to as “streaming oscillations”. 
 
Fig.1.2 An electron absorbs phonon and is accelerated to the phonon emission 
threshold. It immediately emits phonon and falls back to the subband bottom. This 
process is repeated over and over again leading to streaming oscillations. 
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Acoustic phonon scattering randomizes the phase of the oscillation as it randomly 
scatters some electrons out of the ensemble. This results in suppression of 
oscillations.  
 
1.2.2 Model for mobility fluctuation 1/f noise 
   The following relation characterizes 1/f noise as mobility fluctuation noise: 
                                               
     
  
                                                    (1.6) 
where S(f) is the noise power spectral density, µ is the carrier mobility, f is the 
frequency, N the number of carriers and    a constant called as Hooges's parameter. 
This parameter characterizes 1/f noise in a device. Its value is about 2x     in bulk 
semiconductor structures, but could be significantly smaller in well-engineered devices 
[10-13].  
     From statistical mechanics, the equilibrium phonon occupation number in a solid is 
given by the Bose-Einstein factor [11] 
                                                  
   
  
                                         (1.7) 
and 
                                 
                                                         (1.8) 
For point defect scattering we have time constant     
                                                        
                                                     (1.9) 
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                                                      (1.10) 
From the definition of time constant we have 
                                                           
 
  
                                    (1.11) 
Introducing the attenuation factor       
                                              
      
    
                                        (1.12) 
 
For isotropic scattering we get from [13] 
                                                     
  
   
 
  
  
     
                                         (1.13) 
 
where ρ is the crystal mass density,      is the scattering center density,    is isotope 
mass deviation from mean value and s is the speed of sound.  
   The limits of 1/f spectrum are defined by limits of   . There is no lower limit for 1/f 
spectrum since q=0 mode always exists. 
1.2.3 Theoretical framework for 1/f noise  
       Currently there is no ab-initio theory to calculate   . A microscopic theory of 1/f 
noise is thus required. One popular theory to make definite predictions is proposed by 
Handel. This quantum electrodynamic theory defines the Hooge parameter via the 
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fluctuation of the carrier cross sections during scattering. Many experimental 
investigations have confirmed Handel's basic equation for    and hence this theory may 
be justified [3-6, 14].  
        Handel postulated two types of 1/f noise: coherent and incoherent. Incoherent 1/f 
noise is dominant in very small devices and is significantly different from coherent 1/f 
noise which is dominant in bulk structures. The typical value of incoherent    ranges 
from 10-6  to 10-9 . Coherent values are much larger in bulk systems and are of the 
order of 10-3 . The following expression is proposed by Handel's microscopic theory of 
1/f noise,  
                                                   
  
  
 
       
  
                                             (1.14) 
where α is a fine structure constant ( 1/α = 137), c is the speed of light  in vacuum and 
   is the change in the velocity of an electron or hole due to scattering. The averaging 
is performed in k-space over all final scattering states weighted by the scattering rate 
and then over all initial states weighted by the particle distribution function. 1/f noise is 
not a single-particle effect as confirmed by ensemble-averaging over particle 
distribution; rather it is a many-particle effect which considers all the carriers in a 
sample.  
1.3 Results and Discussions 
     Using Monte Carlo simulation, we obtained the noise spectral density S(f) in a GaAs 
quantum wire of cross section 30nm X 4nm in dc electric fields of 0.5, 1.0, 2.0, 5.0, 7.0 
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and 10.0 kV/cm at temperatures 30 K and 77 K. S(f) is plotted in a log-log plot and 
fitted with a straight line using least square fit. In the frequency interval 20 MHz - 50 
GHz, the linear fit always agrees very well with the actual plot (except at the highest 
frequencies) and yields a surprisingly constant slope which varies between -1.96 and -
1.98. These results are shown in Figures 1.3 and 1.4, and indicate that the noise 
spectral density in this frequency interval has a spectrum given by 
                                                                       
 
  
                                  (1.15) 
where K is a constant, and the exponent α varies between 1.96 and 1.98. Since this 
exponent is very close to ∼ 2, it appears that the noise spectrum is essentially 1/f2 .  
      It is observed that the value of α is remarkably constant over a wide range of 
electric field and lattice temperature. This indicates that it arises from a fundamental 
effect related to the electron-phonon interactions in a quantum confined system.  
      Jindal and van der Ziel had observed 1/f dependence in the noise spectrum of 
mobility fluctuations in bulk systems when fluctuations arise from variations in the mean 
free path of carriers. This picture is valid when the electric field acting on the carriers 
during free flight is relatively weak. In our case we are dealing with high electric field 
and hence the latter assumption is invalid. Also the electron is accelerated considerably 
during free flight. More importantly, we are dealing with a quantum wire where the 
details of carrier phonon interactions are markedly different from what they are in bulk. 
Therefore, we are in an entirely different regime from Jindal and van der Ziel. 
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Because of the non-Markovian nature of the carrier scattering events, it is not possible 
to derive an approximate analytical expression for the noise spectral density as was 
done in ref. [14, 15]. Nonetheless, the remarkable constancy of the exponent α 
computed over four decades of frequency, more than one decade of electric field, and 
at two different temperatures, suggests that a fundamental phenomenon may lurk 
behind the observed 1/ fα spectrum. 
 
Fig. 1.3 Noise power spectrum in a GaAs quantum wire of cross-section 30 nm × 4 nm 
at a temperature of 77 K at various driving electric fields. The broken line is the 
straight-line fit that yields the slope of the spectrum in log-log plot and hence the value 
of the exponent α. 
 
12 
 
 
Fig.1.4 Noise power spectrum in a GaAs quantum wire of cross-section 30 nm × 4 nm 
at a temperature of 30 K at various driving electric fields. Once again, the broken line is 
the straight-line fit that yields the exponent α. 
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Chapter 2: Spin Noise 
 
 
'Spintronics' utilizes the spin of an electron for storing, processing and communicating 
information. When spins are injected into a semiconductor, the spin polarization of the 
injected carriers is randomized over time due to interaction with spurious magnetic 
field. These magnetic fields are caused by spin-orbit interactions, hyperfine interactions, 
and interaction with other charge carriers. Understanding the various mechanisms that 
lead to spin relaxation of an electron in the channel is important to realize any reliable 
spin-based device. 
        Spin relaxation is caused mainly by four dominant mechanisms 1) Elliot-Yafet, 2) 
D’yakonov-Perel mechanism, 3) Bir-Aronov-pikus mechanism and 4) Hyperfine 
interaction mechanism. The first scattering mechanism is attributed to the fact that in a 
crystal the spin orientation of an electron is different in different wave vector states. 
Any interaction with non-magnetic scatterer changes the wave vector of an electron 
which leads to randomization of its spin orientation. Compound semiconductors due to 
their crystalline nature lack inversion symmetry. This causes electron to experience 
strong spin-orbit interaction. This interaction is also experienced due to external electric 
field or built-in electric field and is called as D'yakonov Perel' mechanism. Third 
mechanism is caused due to exchange coupling between electron hole pairs in doped 
semiconductors. Exchange coupling favors singlet state where electron and hole tries to 
remain in a state where their spins are anti-parallel. To maintain anti-parallel state, 
14 
 
flipping of hole’s spin due to scattering results in flipping of electron's spin as well. 
Hyperfine interaction originates from the interaction of electronic magnetic moment 
with the nuclear magnetic moment.  The effective magnetic field due to nuclear spins 
interacts with the carrier spins to produce this interaction.  
    Significant research has been done where spin-orbit interaction was constant. The 
following work discusses the difference between constant and randomly varying spin 
orbit interaction on spin transport. The dominant relaxation mechanism in most 
semiconductors is the D'yakonov-Perel' mechanism. Elliott-Yafet, Bir-Aronov-Pikus and 
all other interaction mechanisms are much weaker and hence ignored.  
Standard Monte Carlo simulation is used to model spin transport of electrons in a 
GaAs nanowire of rectangular cross section in the presence of D’yakonov-Perel’ 
interaction. Spin relaxation is investigated at two different driving fields of 1kV/cm and 
4kV/cm. The GaAs quantum wire is subjected to both Rashba and Dresselhaus spin-
orbit interaction. These interactions act like an effective velocity-dependent magnetic 
field. Scattering randomizes the velocity and hence the direction and magnitude of the 
effective magnetic field. Different spins with different scattering histories precess about 
different randomly oriented spin-orbit magnetic field and this random precession cause 
spin relaxation of the ensemble as a whole. With increasing scattering rate, the 
ensemble averaged spin decays more rapidly with time and spin relaxation rate 
increases.  
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2.1 Basic concept 
      Figure 2.1 shows a GaAs quantum wire with rectangular cross section. The axis of 
the quantum wire is aligned along a principal crystallographic direction. The electric 
field inducing Rashba interaction is in the plane perpendicular to the wire axis. The 
structural inversion asymmetry caused by the built-in or external electric field gives rise 
to the Rashba spin-orbit interaction. In this work we consider following three cases for 
Rashba field:  
(1)  Constant direction and magnitude along the length of the wire, 
(2) Constant direction but randomly varying magnitude, and 
(3) Constant magnitude but randomly varying direction in the plane perpendicular to 
the wire’s axis. The spatial average of the magnitude is same in all the three cases. 
 
Fig.2.1 Geometrical structure of the quantum wire and axis designations 
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Monte Carlo simulations are performed to study time dependent and space dependent 
spin relaxation for all the above three cases.  
Once the ensemble average spin relaxes completely, the average spin becomes zero 
when averaged over time, but the instantaneous value of the ensemble averaged spin 
continues to fluctuate because of random spin relaxation events. This fluctuation is 
considered as “spin noise”.  
2.2 Theory 
       The dominant sources of spin-orbit interaction in the conduction band of III-V and 
II-VI semiconductors are the Dresselhaus[16] and the Rashba[17] interactions. At any 
non-zero wave vector these interactions lift the degeneracy between up-spin and down-
spin states. The effective magnetic field originating from both Rashba and Dresselhaus 
interactions depends on electron' velocity. The total magnetic field which is the vector 
sum of magnetic fields from Rashba and Dresselhaus interaction causes spin to presses 
about its axis. If velocity does not change randomly with time then the total magnetic 
field is same for all electrons and each electron precesses by exactly the same angle. All 
electrons will have same spin polarization though it may be different from the initial 
spin polarization. The magnitude of ensemble average spin will not change with time 
and there would be no spin relaxation.  
  Scattering randomizes the electron velocity which in effect randomizes the magnitude 
and the direction of the velocity-dependent effective field. This causes spin precession 
axis and the spin precession frequency change randomly with time. After a certain time 
17 
 
different electrons will precess by different angles and their spin polarizations gradually 
go out of phase with each other. The magnitude of ensemble averaged spin becomes 
zero after certain time.  
 
2.2.1 D'yakonov-Perel' mechanism in nanowire 
   In ref [18] the necessary and sufficient conditions for D'yakonov-Perel mechanism in 
the channel of a spin field-effect transistor has been discussed. It is shown that multi-
channeled transport in presence of Rashba and Dresselhaus interaction leads to 
D'yakonov-Perel' mechanism. If the transport is multi channeled and there is no Rashba 
interaction then there can be no D'yakonov-Perel' mechanism.  Also D-P ralaxation is 
absent if there is no Dresselhaus interaction.  D'yakonov-Perel' mechanism would still 
be absent if both Rashba and Dresselhaus interactions are present but the transport is 
single-channeled.  
   The two main components of spin-orbit coupling Hamiltonian are 
                                                                                                                      (2.1) 
 
                                                                                                                     (2.2) 
 
The magnetic fields due to Dresselhaus and Rashba interactions are written as 
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                           (2.3) 
 
                                                                  
           
    
                                (2.4) 
 
In a quantum wire the velocity vector is always along the axis of the wire which is a 
principal crystallographic direction. Any scattering mechanism or electric field cannot 
change the direction of velocity. It can only change in magnitude. The effective 
magnetic field is though velocity dependent but should not be necessarily oriented 
along the axis of the wire. Dresselhaus interaction is strictly along the wire axis. Rashba 
interaction is perpendicular to the plane of wire axis as is evident from the above 
equation. The symmetry breaking electric field    which induces Rashba field can 
change in magnitude and can be oriented along any direction in the plane perpendicular 
to the wire axis.  
Considering the nanowire as shown in Figure 2.1, we can define magnetic fields as: 
                                                                                                             (2.5) 
                                                                                                                  (2.6) 
                                                                                                                              (2.7) 
19 
 
 
where          is effective magnetic field due to Dresselhaus interaction,          is 
effective magnetic field due to Rashba interaction,    is the Dresselhaus interaction 
constant,    is the Rashba interaction constant and   is the angle          subtends with 
the z-axis[19].  
The total magnetic field                              lies in the x-z plane and subtends an 
angle θ with wire axis.  
 
                                                   
        
        
         
  
  
                              (2.8) 
 
The above expression shows that angle θ is independent of velocity   If we place 
electrons in a specific sub band with fixed indices m and n, then the angle θ will be 
constant and will not change with time. The effective magnetic field will have fixed 
direction though it may change in magnitude. All electrons will precess about the same 
axis with different frequencies. Thus there will be no D'yakonov-Perel' relaxation in 
space but D-P relaxation will occur in time. It is thus necessary to understand the cases 
when the direction of total magnetic field due to spin-orbit interaction changes with 
space and time. 
 If      then Dresselhaus interaction is zero. In this case       and major 
relaxation mechanism would be Rashba interaction. The effective magnetic flux density 
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        would lie in a plane perpendicular to the wire axis. To induce a significant change 
in the direction of effective magnetic field it is important to change the direction of the 
Rashba field    along with change in its magnitude.  
This theory can be extended to consider the case when Rashba interaction is absent. 
The effective magnetic field         will have only contribution from Dresselhaus 
interaction. There is no possible way to change the direction of         along the axis of 
the wire.  
The following cases should be considered which lead to change in the direction of total 
effective magnetic flux density         along the axis of the wire: 
 
 (a) The direction of Electric field which induces Rashba interaction should necessarily 
vary in space if Dresselhaus interaction is absent. 
 (b) Presence of Rashba interaction which changes direction of         even though 
Dresselhaus interaction is absent. 
 (c) If both Rashba and Dresselhaus interactions are present, then the change in 
magnitude of either Rashba or Dresselhaus interaction field is sufficient to change the 
direction of effective magnetic field. The change in direction of Rashba field is not 
important in this condition. Dresselhaus interaction field can change in magnitude if 
electrons occupy multiple sub bands and their population varies along the length of the 
wire. 
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The above conditions are different from the ones discussed previously where Rashba 
interaction field was fixed.  
To cause D’yakonov-Perel’ relaxtion in both time and space it is necessary that both the 
magnitude and direction of total effective magnetic field         change randomly in time. 
If inter-subband scattering is present and electrons travel to different subbands, then 
the angle θ will change randomly with time. Spin-orbit interaction would then be time-
varying and different electrons will experience different spin-orbit interactions. This 
causes the spin-precession to be different for different electrons travelling along the 
wire.  
To have inter sub band scattering it is required that the transport is multi-channeled. As 
shown previously that single channeled transport will have fixed sub band indices m 
and n which will not relax the ensemble averaged spin with space.  Multi channeled 
transport allow scattering and inter sub band transitions. Since the value of Dresselahus 
term is different in different sub bands, every electron would undergo different degree 
of spin-orbit interaction which leads to different degree of spin-precession. Therefore, in 
a quantum wire where only single sub band is occupied, D’yakonov-Perel’ relaxation 
mechanism can be seen only if spin-orbit interaction is time varying. 
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2.3 Model 
  Figure 2.1 shows a GaAs quantum wire of width 30nm and thickness 4nm. Spins are 
injected from the left contact at x=0 at time t=0 with spins polarized in the x-direction 
along the wire's axis. This axis is along a principal crystallographic direction [100]. The 
electrons travel under the influence of driving electric field along the axis of the wire. 
They suffer random collisions due to phonons and their spins precess with time about 
the pseudo magnetic field due to spin orbit interaction. 
       The Dresselhaus interaction is along the length of the wire and the electric field 
inducing Rashba field lies in the y-z plane. These spin-orbit interactions create an 
internal magnetic field         as discussed previously. This magnetic field depends on the 
electron velocity v.  When an electron travels through the crystal, its spin angular 
momentum vector rotates on a cone making a fixed angle with magnetic field axis.  
This is called as Larmor precession and the spin precession frequency is given by 
                                                                
          
 
                                         (2.9) 
where    is the Bohr magneton and g is the Landé g-factor for the material.  
Since                               we get  
                                                                                                                      (2.10) 
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where    and    are spin precession frequencies due to Dresselhaus and Rashba 
interactions and are written as 
                                                               
           
 
                                      (2.11) 
 
                                                                                   
           
 
                                       (2.12) 
 
Using equations (2.11) and (2.12) we can write total angular spin precession frequency 
vector as  
 
                                                                                              (2.13) 
 
             is oriented along the x-axis and           lies in the y-z plane. Putting their values 
in the above equation we get,  
 
                                      
   
 
                                                           (2.14) 
The spin precession occurs according to the following equation  
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                                                   (2.15) 
 
Here          is velocity dependent which changes with time. This is due to inter subband 
scattering changing subband indices m and n , the driving electric field accelerating 
electrons between successive scattering events and scattering that instantaneously 
changes the wave vector.  
Using the effective magnetic field expressions 
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                                                    (2.17) 
 
We can write              and            as 
 
                                             
      
  
  
 
 
  
  
  
 
 
                                            (2.18) 
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                                                          (2.19) 
 
where       
  
   
  .    is the velocity at the start of the interval, E is the local electric 
field driving transport,    is the effective mass of electron,     and     are material 
constants,    and    are wire dimensions in y and z directions, and m,n are subband 
indicies. 
 
 Any kind of scattering is ignored in the small interval    and the change in electron's 
velocity is solely caused by driving electric field along the wire. This would make            
and            independent of time in the interval    and average velocity would be the 
arithmetic mean of initial and final velocities. In our study we are condering GaAs 
nanowire where         
         and         
        [13 random]. 
Rashba field value is taken as 2.25MV/cm. To keep spatial average constant as 
2.25MV/cm Rashba field is varied uniformly from 0 to 4.5MV/cm when it changes 
randomly along the length of the wire.  
 
2.3.1 Spin equation derivation 
 
 Using equation (2.15) we can write 
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                          (2.20) 
 
where               and            . Spin relaxation is caused by these 
precession frequencies. It is thus important to understand the phenomenon of random 
variation of            and         . As the electron travels along the wire, the inter sub band 
scattering changes the values of sub band indices m and n. Since Dresselhaus 
interaction is different in different sub bands and hence it value changes along the x-
axis. Changing the direction of electric field inducing Rashba interaction changes the 
value of    along the x axis. This causes random change in the value of . During 
Monte Carlo simulation the position of electron is recorded after every time interval. 
 
The above equation can be written as 
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This equation is solved to obtain 
 
                                           
        
        
        
          
     
     
     
                                                (2.22) 
 
 
where     is the 3x3 matrix. The solution to the equation is 
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Here       
 
   
 
  and the spin precesses by an angle      in short time interval  .  
 
From above equations we see that in any short time interval    spin precession vector 
governs the temporal evolution of spin. During transport along the wire, electron wave 
29 
 
vector is varied which change the spin precession vector with time. In a quantum Monte 
Carlo simulation solves Boltzmann transport equation to attain temporal evolution of the 
wave vector. In each time interval Monte Carlo simulator solves equations 2.23-2.25. 
Any scattering event within each time interval    terminates the evolution of spin and 
the wave vector is immediately updated depending on the type of scattering that has 
occurred. The new wave vector generates     and     and spin evolution is restarted 
for the rest of the time interval. Data is obtained at the end of every time interval     
Monte Carlo simulations are performed considering the following scattering 
mechanisms: 
 
(1) Surface optical phonons 
(2) Polar and non-polar acoustic phonons 
(3) Confined polar optical phonons.  
   
In our simulations electrons are injected in multi-sub band. Since the width of wire in z-
axis is 30nm and in the y-direction it is 4nm therefore six sub band are present in the z-
direction and only one sub band is considered in the y-direction. Electrons are contained 
in the lowest four sub bands and the highest two sub bands are not populated. Any 
inter-valley transfer from Γ valley to L valley does not happen. 
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Monte Carlo simulations are performed taking                   for spin relaxation 
mechanism. This number is so chosen because spin relaxes completely in 10 
picoseconds. Spin evolution is recorded from the above equations 2.23-2.25 and 
ensemble averaged over 20,000 electrons. For spin noise,    is increased to 10 
picoseconds when spin relaxes completely.  
 
Ensemble averaged-spin is written as 
 
 
                                                                                                (2.26) 
 
 
where angular brackets indicate ensemble averaging. The above equation generates 
temporal evolution of spin. To obtain space evolution of spin, the wire is then divided 
into small number of bins of equal size. Electrons are then placed in specific bins once 
their position has been determined.        ,         and         are then generated to 
obtain their values as a function of x. 
At the onset of complete depolarization, spin autocorrelation is calculated as: 
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                         (2.27) 
where  
                                                                       
 
  
                                            (2.28) 
 
and    is called as delay time.  
Noise spectral density is the real part of the Fourier transform of autocorrelation 
function and is defined as 
 
                                                                       
 
 
                                    (2.29) 
To obtain real part cosine transform of the autocorrelation function is performed. 
2.4 Results and Discussions 
Spin relaxation in time is plotted in Figure 2.2 for three different cases 
(1) Constant magnitude (2.25MV/cm) and constant direction (    ) of the Rashba 
field 
(2) Variable magnitude (uniformly varying between 0 and 4.5MV/cm) and constant 
direction (    ) 
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(3) Constant magnitude (2.25MV/cm) and variable direction (uniformly varying between 
00 and3600). 
Driving electric field is taken as 1 kV/cm and it is changed to 4 kV/cm to generate 
similar plots in Figure 2.3. Two time constants (short and long) can be observed in this 
case for spin relaxation. This phenomenon is only observed when Rashba field is 
relatively strong to immediately relax the ensemble-averaged spin. This behavior is not 
observed in [20] where Rashba field is weak.  
It is observed that no significant difference exists in spin relaxation with time for the 
three cases. This means that spatial variation of the Rashba field causes little difference 
in temporal spin relaxation characteristics in the regime of high-field transport. The 
behavior is same for strong Rashba field (4 kV/cm). 
Spin relaxation in space is plotted in Figure 2.4 for three different cases 
(1) Constant magnitude (2.25MV/cm) and constant direction (    ) of the Rashba 
field 
 
(2) Variable magnitude (uniformly varying between 0 and 4.5MV/cm) and constant 
direction (    ) 
 
(3) Constant magnitude (2.25MV/cm) and variable direction (uniformly varying between 
   and     ). 
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Driving electric field is taken as 1 kV/cm and it is changed to 4 kV/cm to generate 
similar plots in Figure 2.5. 
 
A pronounced difference is seen in the decay of ensemble averaged spin in space. Spin 
does not relax monotonically with x but a non-monotonic chaotic trend is observed 
when Rashba field is varied with magnitude or direction.  
Here drift-diffusion model of spin transport seemed to fail. According to drift-diffusion 
model spin should relax exponentially with distance. There is no well defined spin 
relaxation in the above cases where Rashba field changes randomly in either direction 
or magnitude. The drift-diffusion model is reported to be invalidated in [21] where 
carriers travel against the direction of driving electric field (upstream transport).  
 
Ensemble averaged spin in a multi-subband nanowire as a function of x is derived in 
[21] and is written as 
 
 
         
                   
 
                                   
   
    
       
 
 
 
where        (x) is the magnitude of the ensemble averaged spin in the i-th subband at 
position x,     is the angle between the ensemble averaged spin polarization in the i-th 
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subband and in the j-th subband at position x,       is the number of electrons in i-th 
subband at position x.  
 
 
Consider    and    are the angles subtended by total effective magnetic field         in 
subbands i and j with wire axis. Then  
 
           
           
            
 
                       
  
   
 
  
   
   
  
   
  
  
   
 
 
                      
       
  
 
since        .  
It is noted    is varied randomly in space changes       and angle     randomly in 
space. This causes non-monotonic fluctuations in ensemble averaged spin over space 
as shown in Figure 2.5 
The angle        does not change randomly with change in the direction of Rashba 
field but the direction of         changes which changes the spin precession axis randomly 
thus making     vary randomly in space. This causes non-monotonic, chaotic 
fluctuations seen in Figure 2.5 b. 
As electrons travel along the wire their population in different subbands changes due to 
driving electric field. If both magnitude and the direction of the spin-orbit interactions 
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are kept constant then     only increases monotonically with x causing spins to decay 
monotonically with position Figure 2.5a. 
Figure 2.6 is plotted for a driving electric field of 4 kV/cm and for a different random 
distribution of Rashba field. Here initial seed of the random number generator is 
changed for both magnitude and direction. These graphs show that qualitative features 
are same for any driving electric field and they are independent of random distribution 
of the spin-orbit interaction strength.  
When ensemble averaged spin depolarizes and reaches the steady state, the power 
spectral density of spin noise is calculated for driving field 1 kV/cm and 4 kV/cm. These 
graphs are plotted in Figure 2.7 and Figure 2.8. We see that at low frequencies the 
noise is almost "white" and becomes "colored" at higher frequencies.  
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Fig.2.2 Decay of ensemble-averaged spin <S> (t) as a function of time in the quantum 
wire  
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Fig.2.3 Decay of ensemble-averaged spin <S> (t) as a function of time in the quantum 
wire with driving electric field as 4kV/cm 
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Fig.2.4 Decay of ensemble-averaged spin <S> (x) as a function of position in the 
quantum wire 
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Fig.2.5 Decay of ensemble-averaged spin <S> (x) as a function of position in the 
quantum wire with driving electric field as 4kV/cm 
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Fig.2.6 Decay of ensemble-averaged spin <S> (x) as a function of position in the 
quantum wire. The random distribution in the magnitude and direction of the Rashba 
field is different. 
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Fig.2.7 The power spectral density associated with the noise fluctuations. 
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Fig.2.8 The power spectral density associated with the noise fluctuations with driving 
electric field as 4kV/cm. 
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Chapter 3: Noise limited detectivity in nanowire photo detectors 
 
 
3.1 Introduction 
During the past decade infrared photodetectors have the topic of significant research. 
Conventional IR detector technology requires cooled material systems. There is a strong 
need for room temperature infrared detection technology to reduce cost and 
inconvenience of cryogenic or Peltier cooling. Room temperature IR detectors have 
been fabricated using semiconductor structures by expensive molecular beam epitaxy. 
This chapter discusses a type of infrared photodetector fabricated using self-assembly 
technique. In this IR photodetector transitions between trap states and conduction 
band are utilized. Photon transitions overshadow phonon transitions and cause a 
significant photoresponse. Electron-photon and electron-phonon coupling relations are: 
                                               
                     
   
 
                                    (3.1) 
                                               
          
   
 
                                                (3.2) 
where       and       are initial and final wavefunctions,    is the unit vector in the 
direction of light polarization. Electron-phonon coupling is much lower than electron-
photon coupling if any of the transition state is a trap state.  
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3.2 Nanofabrication using self-assembly technique 
Miniaturization by scaling of any structure is performed using nanofabrication. This area 
has been extensively studied using expensive tools like electron beam lithography to 
inexpensive ways of making nanostructures using self-assembly technique. 
Nanofabrication using porous alumina is one example of nanofabrication using self-
assembly technique to grow nanowires of different compound semiconductors, metals. 
etc. These nanowires have high aspect ratios, high reproducibility and high regularity. 
Porous alumina technique can also be extended to generate mask for fabrication of 
nanodots. Several deposition techniques are available to deposit various 
heterostructures in these nanopores. These techniques along with fabrication of 
nanopores using porous alumina are discussed in this chapter.  
  Anodic alumina recently evolved as an important self-assembly technique for 
nanofabrication. Porous alumina is formed on the surface of anodic alumina when it is 
anodized in an acid. This process is helpful in the synthesis of several magnetic and 
superconducting nanostructures. Moreover the fabrication is easy to be carried out in a 
laboratory with good reproducibility. The size of the pores can be controlled easily. 
Nanostructures ranging from 8-200nm can be fabricated using porous alumina 
technique.  
The basic steps involved in the fabrication of nanostructures using porous alumina are: 
(1) Electropolishing 
(2) Anodization 
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 (3) Deposition. 
High purity 99.997%  aluminum sheets are commercially purchased from Alfa-Aesar. 
These sheets are then electropolished to produce flat-free surface. Electropolishing 
reduces the rms roughness of the surface to 3nm thus making possible the regular 
formation of nanopores after anodization. Anodization involves oxidizing the aluminum 
surface to form porous alumina. The size of the pores can be controlled easily by using 
different acids, time interval for which anodization is performed etc. Masuda [26] in his 
famous paper described that multi-step anodization can be performed to achieve high 
periodicity of the porous structure. Further process involves deposition of various 
materials in these nanopores. Due to the limited size of these nanopores it is difficult to 
deposit materials using commonly used techniques like thermal evaporation and 
electron beam evaporation. Few methods which are quite successful in putting material 
in the nanopores are electro-deposition, atomic layer deposition etc. We commonly 
used electro-deposition method to grow compound semiconductor nanowires. These 
nanowires are then annealed to reduce surface cracks and to obtain uniformity. Porous 
alumina can withstand high temperature to allow annealing of deposited materials. The 
wires can then be released ultrasonically for characterization using transmission 
electron microscope(TEM), scanning electron microscope(SEM) and atomic force 
microscope(AFM). In the following sections we describe the experimental procedure to 
produce highly ordered nanowires.  
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3.2.1 Electropolishing 
Electropolishing is done to achieve flat-free aluminum surface. Aluminum sheets are 
diced into 2cm x 2cm sized chips. Commonly used electrolyte to electropolish teh 
ailuminum chips is called as L1 electrolyte which contains 1050cc Ethyl alcohol, 150cc 
Butyl cellosolve,93cc perchloric acid, and 250cc distilled water. The electropolisher used 
in our laboratory is Electromet-4 (Buehler Ltd.). Aluminum sheet acts as anode and 
electropolishing is done under dc condition. The area of aluminum sheet to be 
electropolished is exposed to electrolyte. Electroplishing is done typically under a 
voltage range of 30-60V for 9 seconds. It should be checked that the current stays 
below 9 amps. Higher current cause burning of the sample. Electroplishing gives a 
mirror like shining surface of the metal. The samples should be washed thoroughly with 
distilled water. The root mean square surface roughness of the surface is around 3nm 
as confirmed from atomic force microscope image Figure 3.1. The periodic structures as 
seen in the AFM image can be used as nanoscale masks or nucleation sites for directed 
self assembly of nanostructures. 
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Fig.3.1 AFM image of electro-polished aluminum template 
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3.2.2 Anodization 
Anodization is the process of forming porous alumina on the surface of electropolished 
aluminum under certain specific conditions. This method is carried out in an 
electrochemical cell where aluminum foil acts as anode and Pt mesh as cathode. The 
electrolytes are strong acids with low pH values. Acids which are commonly used are 
15% sulfuric acid, 3% oxalic acid and 5% phosphoric acid. The chemical reactions 
involved are: 
 
                                    
                         (at anode) 
                                                                          (at cathode) 
                         
                                   (dissolution of alumina) 
 
The length of the pores depends upon the duration of anodization. The diameter of 
pores can be varied by performing anodization in different acids. 15% sufuric acid gives 
pores with 10nm diameter and 3% oxalic acid gives 50nm pores. The current behavior 
as a function of time is shown in the Figure 3.2 below.  
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Fig.3.2 Image showing change of anodization current with time 
Here Jnet is the net current density,    is the current density due to oxide formation,    is 
the current density due to pore growth, and t is the anodization time. Current density    
decreases rapidly with time and    increases with time to reach a steady value. The 
superposition of these current densities generates net current density      which 
decreases rapidly with time for first few seconds till it reaches the minimum. It then 
increases and reaches a constant value. 
The stages of current behavior and pore formation is shown in Figure 3.3 . The sudden 
decrease in the net current density      happens due to the formation of barrier layer. 
The formation of barrier layer increases the resistance across the electrodes which 
rapidly decreases the pore formation current density    .  The increase in current in the 
third stage is due to the dissolution of alumina. When the two processes (rate of 
oxidation and rate of dissolution) reach an equilibrium a steady state is reached. The 
current reaches a constant value of 9mA.  
The growth of pores is perpendicular to the surface and they are parallel to each other. 
The oxide formation is due to          ions which contain oxygen. These ions travel 
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to the bottom of the pores thus forming the barrier layer. Dissolution of Alumina takes 
place due to the migration of      ions from the oxide layer into the electrolyte.  
The whole process is carried out in commercially available Perkin Elmer flat 
electrochemical cell shown in Figure 3.4. 
 
 
 
Fig.3.3 Image showing stages of current behavior and pore formation. 
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Fig.3.4 Schematic diagram of Perkin Elmer flat electrochemical cell 
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Fig.3.5 SEM image showing cross section of the nanopores. 
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Fig.3.6 SEM image of the top surface of the alumina template showing nanopores. 
 
 
3.2.3 Deposition techniques  
Several methods are available to grow nanowires in the nanopores. Each method has 
advantages with certain disadvantages. The most common and inexpensive method to 
grow nanowires is electrochemical deposition. The advantage of this method over other 
methods is its ability to deposit variety of metals (Au, Pd) and  compound 
54 
 
semiconductors(CdS, ZnS, CdSe, ZnTe). There are two ways to follow electrochemical 
deposition. 
 
(1) AC Electrodeposition:  
This method is commonly used to deposit metals, binary compounds and alloys. 
Suitable electrolyte of the compound is used which is formed by making an non-
aqueous solution of its salt. For example to deposit CdS we use 10.5 gm of Cadmium 
per chlorate   in 250mL of Dimethyl sulphoxide (organic solvent) at 150 degree Celsius. 
To increase the conductivity of the solution lithium per chlorate is often used. Porous 
template is used as an anode and Pt acts as cathode. AC voltage is applied across the 
two terminals at 250 Hz and voltage is kept as 20V. AC frequency and voltage can be 
changed to control the growth of nanowires. During negative half cycle cations in the 
solution move toward the alumina template and deposit at the pores. The electrolyte 
also contains the anion. At high temperature anions and cations react to form 
compound semiconductor at the bottom of the pores.  
 
(2) DC Electrodeposition 
DC electrodeposition can only be performed with the barrier layer removed which 
prevents deposition of semiconductors within the pores. Barrier layer can be thinned 
down by reducing the anodization voltage from 40V to 10V in steps of 5V. Placing the 
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sample in 5% phosphoric acid for 10 minutes is another way of reducing the thickness 
of barrier layer. One efficient way of removing this layer is by performing "Reverse 
Polarity Etching". It is carried in electrochemical cell using 1% phosphoric acid or 0.01M 
KCL solution.  Porous template acts as cathode and Pt as anode. The voltage is varied 
from 10V to 30V till a sudden increase in current is observed. Reverse Polarity etching 
should be performed for short duration of time of about 40 seconds to prevent over 
etching. Over etching occurs where many pores coalesce to form a bigger pore.  
Figure 3.6 shows the SEM of the bottom of the sample where pores have opened after 
reverse polarity etching. Compound semiconductors are then deposited within pores 
where porous alumina acts as cathode and Pt mesh as anode. The voltage is kept at 3V 
for few seconds. Once the deposition is complete the sample is placed in the DMSO 
solution and then cleaned with ethyl alcohol. The pale color of the sample indicates that 
the pores are overfilled. The extra material from the surface can be cleaned by gently 
wiping the surface with cotton cloth.  
In DC electrodepostion wires are grown directly on the aluminum surface. The density 
of nanowires may be lower than AC deposited samples as all pores are not opened 
during reverse polarity etching.   
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Fig.3.7 SEM image of the bottom surface of the sample where pores have opened    
after reverse polarity etching.  
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Fig.3.8 SEM image of DC electrodeposited CdS nanowires within the pores. 
Figure 3.7 shows dc electrodeposited nanowires within the pores. To make 
photodetectors the pores are overfilled and 50nm Nickel is evaporated on the top 
surface through a mask to make electrical contact. Aluminum acts as bottom contact 
and gold wires are attached to the top nickel contact.  
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3.3 Characterization 
Infrared absorption spectra is obtained through Fourier Transform Infrared 
spectrometer (FTIR).  The sample should be semi-transparent for IR absorption studies. 
This requires back contact aluminum to be removed in HgCl2 solution for 2 hours. 
Varnish should be applied on the top surface to provide mechanical stability to the 
structure which can be dissolved in ethanol once aluminum is etched away. The films 
are then captured on a quartz slide. 
   For background subtraction unfilled samples are placed first to remove spurious 
absorption. These samples are prepared with semiconductor deposition within the 
pores. The absorption scans are repeated several times to obtain good signal to noise 
ratio. Figure 3.8 shows the absorption spectra of the nanowires.  Large absorbance at 
low wavenumbers indicates that trap density is higher near the conduction band. These 
trap states absorb infrared photons to excite electrons to the conduction band.  The 
current voltage characteristic under dark and illumination conditions are shown in 
Figure 3.9. We use 250-W infrared bulb as an IR source.  
3.4 Results and Discussions 
The current-voltage graph shows twice as much increase in current under illumination 
at any given bias. The infrared detectivity can be further improved by growing 
nanowires of different materials. Thermal noise current power density is given by  
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where kT is the thermal energy and G is conductance. Conductance from Figure 3.9 
with IR on is calculated as 1mS. Noise current at room temperature is given by  
                 
The area of the sample exposed to infrared light is 0.5cm x 0.5cm. IR source is kept 
4cm away from the detector. The power thus incident on the sample per unit area is 
    
   
          . With this much power generated only 1.24 Watts of power is 
assumed to be received by the detector which creates 0.8mA of current difference at 
1V. The responsivity of the detector is 
     
     
             . The minimum power 
detected by the sample is 
  
 
            which is called as noise equivalent power. 
The effective detectivity    of the detector is given in Jones as          
 
Putting values of R and In we get            Jones.  
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Fig.3.9 FTIR image showing absorption spectra of the nanowires. 
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Fig.3.10 The current voltage characteristic under dark and illumination conditions. 
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