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Abstract
We consider the one-dimensional Swift-Hohenberg equation coupled to a conservation law. As a
parameter increases the system undergoes a Turing bifurcation. We study the dynamics near this bifur-
cation. First, we show that stationary, periodic solutions bifurcate from a homogeneous ground state.
Second, we construct modulating traveling fronts which model an invasion of the unstable ground state
by the periodic solutions. This provides a mechanism of pattern formation for the studied system. The
existence proof uses center manifold theory for a reduction to a finite-dimensional problem. This is pos-
sible despite the presence of infinitely many imaginary eigenvalues for vanishing bifurcation parameter
since the eigenvalues leave the imaginary axis with different velocities if the parameter increases. Fur-
thermore, compared to non-conservative systems, we address new difficulties arising from an additional
neutral mode at Fourier wave number k = 0 by exploiting that the amplitude of the conserved variable
is small compared to the other variables.
Keywords. Modulating fronts; Center manifold reduction; pattern formation
Mathematics Subject Classification (2010). 34C37, 35B10, 35B32, 35B36, 35Q35
1 Introduction
The dynamics of pattern forming systems on unbounded domains has been an important part of research for
the last decades since such phenomena can be observed in many real-world examples from biology, chemistry
and fluid dynamics, see [CH93]. Prototypical examples of such systems are the Taylor-Couette problem and
the Rayleigh-Bénard problem. Typically, pattern formation occurs as follows. When an external control
parameter, e.g. the temperature for the Reyleigh-Bénard problem, increases beyond a critical value the
spatially homogeneous equilibrium gets unstable and spatially periodic solutions bifurcate.
We are interested in the mechanism which drives the pattern formation in parabolic evolution equations on
the real line. It turns out that in such systems patterns often arise in the wake of an invading heteroclinic
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Figure 1: Modulated travelling front
TB
TA
Figure 2: Schematic depiction of the Bénard-Marangoni convection close to the first instability, with TB >
TA.
front which connects the unstable ground state u0 to the periodic pattern uper. To model this behavior, we
construct modulating traveling fronts in this paper. These are solutions of the form
u(t, x) = U(x− ct, x− βt), (1)
where U is periodic with respect to its second argument and satisfies
lim
ξ→∞
U(ξ, p) = u0(p) and lim
ξ→−∞
U(ξ, p) = uper(p), (2)
see Figure 1. Here, x ∈ R denotes the unbounded spatial direction of the problem, c the velocity of the front,
t ≥ 0 the time and β the phase velocity. Solutions of this type are already established for non-conservative
systems which exhibit a Turing bifurcation. These results include the case of cubic nonlinearities such as
the Swift-Hohenberg equation [CE86, EW91] as well as quadratic nonlinearities such as the Taylor-Couette
problem in an infinite cylinder [HCS99] and a nonlocal Fisher-KPP equation [FH15].
In this paper, we show the existence of modulating traveling fronts for a pattern forming system with a
conserved quantity which presents a nontrivial extension of the current results for non-conservative systems
as we outline below. Examples for pattern forming system with a conserved quantity are the Bérnard-
Marangoni convection (see Figure 2) and the flow down an inclined plane, see [HSZ11]. It turns out that
the behavior of these systems differs from the one of classical pattern forming systems (see e.g. [Kno16]). In
particular, the Ginzburg-Landau equation cannot be justified as an amplitude equation as opposed to the
classical situation where this is generically the case (see [SU17] for details). Instead, a modified Ginzburg-
Landau system, that is, a Ginzburg-Landau equation coupled to a conservation law, see (5a), (5b), appears
as amplitude equation, see [MC00]. A closer analysis reveals that the additional conservation law in the
amplitude equation comes from the presence of an additional critical spectral curve of the linearisation about
the ground state touching the imaginary axis at Fourier wave number k = 0, see Figure 3. This presents new
difficulties in the rigorous justification of the amplitude equation which is done in [HSZ11, SZ13, DKSZ16]
but also the dynamics of the modified Ginzburg-Landau system is less well understood as opposed to the
classical Ginzburg-Landau equation (see [SZ17] for a discussion). Indeed, we will see that both issues lead
to new difficulties for the problem at hand.
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Figure 3: Curves of eigenvalues over the Fourier wave number k for a classical Turing instability (a) and the
new type of instability with marginally stable modes at k = 0 (b).
1.1 The problem and main result
We consider the Swift-Hohenberg equation with an additional conservation law of the form
∂tu = −(1 + ∂2x)2u+ αu+ uv − u3, (3a)
∂tv = ∂2xv + γ∂2x(u2), (3b)
with α, γ, u(t, x), v(t, x) ∈ R and t ≥ 0 (see [CM03, SZ17]). Here α takes the role of an external control
parameter. The system (3a), (3b) has a family of spatially homogeneous equilibria (0, v0) with v0 ∈ R which
destabilizes when α > v0. However, we restrict the following analysis to v0 = 0, since the general case can
be brought back to this case by replacing α by α + v0. Linearisation of (3a), (3b) about (0, 0) and the
Fourier transform yield that the spectral situation is indeed as depicted in Figure 3b. Hence, at α = 0 there
is a Turing bifurcation and we will prove that a family of periodic solutions bifurcates. Close to the first
instability, namely for α = ε2α0, these solutions are of the form
uper(x) = εAu cos(x+ x0) +O(ε2) (4a)
vper(x) = ε2Av cos(2(x+ x0)) +O(ε3), (4b)
with x0 ∈ [0, 2pi) and Au, Av ∈ R (see Lemma 2.1).
Note that although (3a), (3b) is a purely phenomenological model, as discussed in [SZ17], it shares important
properties with the Bérnard-Marangoni problem. In particular, both models show the same kind of Turing
instability and both are reflection symmetric. Moreover, the (formal) amplitude equation of (3a), (3b) is of
the same form as the one for the Bénard-Marangoni problem [Zim14, Theorem 4.3.3] (see Section 2). Thus,
we expect that both models exhibit similar behavior close to the first instability.
As mentioned before, we aim to rigorously construct a modulating traveling front for the above system.
In particular, we are interested in slow moving fronts with velocity c = εc0, which is the natural scaling
corresponding to the scaling of α. Furthermore, since the system (3a), (3b) possesses reflection symmetry
and the periodic solutions (4a), (4b) are stationary, we set the phase velocity β = 0. The idea of the
existence proof is to use center manifold theory to reduce the problem to finding a heteroclinic orbit in a
finite-dimensional system. We now briefly outline the strategy, describe the challenges therein and formulate
our main result. Finally, we comment on the differences to previous results and novelties in our work.
Center manifold theory is a well-established tool to reduce the dimension of a studied system. We refer
to [HI11] for a detail overview. In the case at hand, it can be applied in the following, non-standard way.
Inserting the modulating traveling front ansatz into (3a), (3b) we find that the linearisation about the
ground state has infinitely imaginary eigenvalues for ε = 0. Therefore, standard center manifold results are
not applicable, since these require that only finitely many eigenvalues lie on the imaginary axis. However, as
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ε gets positive we find similar to [EW91] that the eigenvalues depart from the imaginary axis with different
velocities and thus, a spectral gap of size O(√ε) between finitely many eigenvalues close to the imaginary
axis and the rest of the spectrum arises. We use this to construct a 6-dimensional center manifold although,
since the size of the spectral gap depends on ε, it is not a priori clear whether small (with respect to ε)
solutions are contained in the center manifold. Therefore, we prove that the constructed center manifold is
large enough to contain the perodic solutions (4a), (4b). Finally, we establish the existence of heteroclinic
connections for the finite-dimensional system on the center manifold and arrive at the main result.
Theorem 1.1. For c20 > 16α0 > 0 there exists ε0 > 0 and γ0 > 0 such that for all ε ∈ (0, ε0) and |γ| < γ0 the
system (3a), (3b) has modulating traveling front solutions of the form (1) satisfying the boundary conditions
(2). Furthermore, the solution is of the form
uf (t, x) = εU(ε(x− εc0t)) cos(x+ x0) +O(ε2)
vf (t, x) = ε2 [V0(ε(x− εc0t)) + V1(ε(x− εc0t)) cos(2(x+ x0))] +O(ε3)
for any x0 ∈ [0, 2pi), with U, V0, V1 ∈ R.
Remark 1.2. We point out that our rigorous result, Theorem 1.1, only covers the case that γ is contained
in a small neighbourhood of zero. However, numerical experiments presented in Section 4 show that we can
expect that the result also holds for γ ∈ (−3,∞). Notably, we cannot expect that either small periodic
patterns or small modulating fronts exist for γ ≤ −3 since the reduced system does not have nontrivial fixed
points in this parameter region. We refer to Section 2 for a detailed discussion.
Remark 1.3. We note that a similar instability occurs in the models studied in [MC00, SZ13, Suk16]. In
fact, with a modulating front ansatz (1) we find a similar spectral situation as for (3a), (3b), see Section
3.1. Namely, for ε = 0 infinitely eigenvalues lie on the imaginary axis and depart with different velocities for
ε > 0. Thus, we expect that similar results hold true in these cases.
Although the strategy used to establish Theorem 1.1 is similar to the one used in [CE86, EW91, HCS99]
the following new challenges occur. First, the proof of the center manifold result, Theorem 3.6, is more
involved because of the additional spectral curve due to the conservation law, see Figure 3b. Second, as
can be expected from the corresponding amplitude equation, the reduced system on the center manifold is
3-dimensional instead of 2-dimensional which increases the difficulty of establishing a heteroclinic orbit.
We now comment on the differences and new ideas in the center manifold result in more detail. Compared
to the pure Swift-Hohenberg case [CE86, EW91], new difficulties arise from the presence of quadratic non-
linearities instead of cubic ones. Therefore, as discussed in [HCS99], the estimates for the semigroups and
projections established in [EW91] seem insufficient to establish a large enough center manifold. Haragus and
Schneider [HCS99] address this issue by rescaling the central and hyperbolic part with different powers of
ε, i.e. u = εβuc + εγuh, with 0 < β < 1 < γ < 2 chosen appropriately, which is motivated by the fact that
the corresponding periodic equilibrium has the same expansion. Finally, they remove the critical quadratic
terms using a normal form transformation.
However, it turns out that this is not a viable strategy in our case since not all critical quadratic terms can be
eliminated using normal form transformation, see Remark 3.3. A closer analysis reveals that the resonating
quadratic contributions come from the fact that quadratic interactions of central modes, i.e. modes with non-
negative growth rate, give again central modes. This is due to the additional spectral curve touching zero at
k = 0 by virtue of the conserved quantity present in the system. Note that this is also one of the main issues
in the justification of the modified Ginzburg-Landau approximation of equations with conserved quantities in
[SZ13] since the quadratic interactions of central modes are not exponentially damped in contrast to pattern
forming systems without conserved quantity.
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In this paper, we solve the issues related to the quadratic contributions by using a similar rescaling as used
by Haragus and Schneider [HCS99]. However, we additionally exploit uper = O(ε) and vper = O(ε2) and
thus we rescale u and v differently in terms of ε. Moreover, we use the transformation w = v + γu2 which
gives an additional ε in the quadratic nonlinearity of the conservation law. Note that this transformation
does not eliminate the quadratic nonlinearites and hence is not a normal form transform. It turns out that
this is enough to treat all nonlinearities similar to cubic ones and therefore, normal form transform is not
necessary, see also Remark 3.8.
1.2 Outline
The paper is organized as follows. In Section 2 we formally derive the amplitude equation of (3a), (3b)
using a multiple scaling ansatz and show the existence of periodic solutions. Following, we formulate the
modulating front problem and prove a center manifold result including bounds on the size of the manifold in
Section 3. Afterwards, Section 4 contains the derivation of the reduced equations on the center manifold and
the construction of heteroclinic orbits establishing the existence of modulating fronts for (3a), (3b). Finally,
in Section 5 we discuss related, open problems.
2 Amplitude equation and spatially periodic equilibria
We want to derive an amplitude equation for (3a), (3b). For this, we note that the linearisation of (3a), (3b)
about the trivial solution (u, v) = (0, 0) has solutions of the form
u(x, t) = eikxeλu(k)t and v(x, t) = eikxeλv(k)t,
where λu(k) = −(1 − k2)2 + α and λv(n) = −k2, with k ∈ R, which corresponds to the spectrum depicted
in Figure 3b. Therefore for α ≤ 0 the ground state (u, v) = (0, 0) is stable while for α > 0 it gets unstable.
Since we are interested in solutions bifurcating from the ground state when α gets positive, we set α = ε2α0
for some α0 > 0. We now derive the formal amplitude equation close to the instability with the ansatz
u(x, t) = εA(X,T )eix + εA(X,T )e−ix,
v(x, t) = ε2B0(X,T ) + ε2B1(X,T )e2ix + ε2B1(X,T )e−2ix,
where X = εx and T = ε2t. Inserting this ansatz into the system (3a), (3b) then yields B1 = −γA2 and
∂TA = 4∂2XA+ α0A+AB0 − (3 + γ)A|A|2, (5a)
∂TB0 = ∂2XB0 + 2γ∂2X |A|2. (5b)
Note that the extended ansatz for v includes noncritical modes, i.e., modes which correspond to negative
eigenvalues. However, these additional terms are necessary in the derivation to equate the coefficient in
front of ε2e2ix in (3b) to zero. This contribution then leads to a nontrivial contribution to the cubic term in
(5a). Note that this system deviates from the one derived in [MC00] since the sign of the cubic coefficient
in (5a) depends on the coupling parameter γ. Specifically, for γ < −3 the sign is positive which leads to the
non-existence of nontrivial equilibria in (5a), (5b). Indeed this formal prediction reflects in the full system as
for γ ≤ −3 the full system (3a), (3b) does not have stationary periodic solutions of small amplitude. Making
these formal ideas rigorous we obtain the following result.
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Lemma 2.1. For all γ0 > −3 there exists an ε0 > 0 such that for all ε ∈ (0, ε0) and γ ∈ (γ0,∞) the system
(3a), (3b) has stationary periodic solutions of the form
uper(x) = ε2
√
α0 − q20
3 + γ cos(kc(x+ x0)) +O(ε
2), (6a)
vper(x) = −ε22(α0 − q
2
0)γ
3 + γ cos(2kc(x+ x0)) +O(ε
3), (6b)
where x0 ∈ [0, 2pi/kc) and k2c = 1 + εq0. Here, kc is the critical wave number and q0 ∈ (−
√
α0,
√
α0).
Furthermore,
∫ 2pi/kc
0 vper dx = 0.
Proof. The proof is based on center manifold reduction in the invariant subspaceH4per×H2per of 2pi/kc-periodic
functions with
∫ 2pi/kc
0 v(x) dx = 0. Using periodicity of u, v and α = ε
2α0, we find that the linearisation
about the trivial state has two eigenvalues ε2α − ε2q20 = O(ε2) for un with n = ±1. These eigenvalues
are positive, since |q0| < √α0. The rest of the spectrum has negative real part bounded away from the
imaginary axis. Furthermore, the spectrum is real and thus, the center manifold theorem [HI11, Theorem
2.17] is applicable and gives a map h = h(u1, u−1) = hu×hv ∈ H4per×H2per which defines the center manifold.
To reduce the dynamic to the center manifold we introduce the coordinates
u(t) = εA(ε2t)eikcx + εA¯(ε2t)e−ikcx + hu(A)
v(t) = hv(A),
with ε ∈ (0, ε0) for some ε0. Writing h again as a Fourier series and using [HI11, Corollary 2.12] we find
hu ∈ O(ε3) and hv(A) = −ε2γ(A2e2ikcx + A¯2e−2ikcx) +O(ε3). Here, the O(ε2)-contributions of hv originate
from the quadratic nonlinearity in (3b). Therefore, we obtain that
∂TA = (α0 − q20)A− (3 + γ)A|A|2 +O(ε),
which has a nontrivial fixed point for ε = 0 if γ > −3 at |A|2 = α0−q203+γ . By using the implicit function theorem,
this fixed point persists under perturbation of higher order terms. Next, choosing ε0 > 0 small enough
depending on γ0, we obtain that the fixed point is on the center manifold which gives the statement.
3 Formulation of the problem and center manifold reduction
We now turn to the existence of modulating front solutions of the form (1) connecting the trivial solution
(u, v) = (0, 0) to the periodic solution established in Lemma 2.1. The aim of this section is to establish the
spatial dynamics formulation and show that there is a center manifold which contains the periodic solutions.
Thus, we make the ansatz
u(t, x) = U(ξ, p) and v(t, x) = V(ξ, p),
where ξ = x− ct and p = x, and U ,V are 2pi/kc-periodic with respect to their second argument and satisfy
lim
ξ→+∞
(U ,V)(ξ, p) = (0, 0) and lim
ξ→−∞
(U ,V)(ξ, p) = (uper, vper)(p).
Inserting this ansatz into (3a), (3b) and using ∂t = −c∂ξ and ∂x = ∂ξ + ∂p we obtain
−c∂ξU = −(1 + (∂ξ + ∂p)2)2U + αU + UV − U3,
−c∂ξV = (∂ξ + ∂p)2V + γ(∂ξ + ∂p)2(U2).
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Note that the nonlinearity contains p-derivatives. To avoid this, we introduce the transformation W :=
V + γU2 which gives the equivalent transformed system
−c∂ξU = −(1 + (∂ξ + ∂p)2)2U + αU + UW − (1 + γ)U3, (7a)
−c∂ξW = (∂ξ + ∂p)2W − γc∂ξ(U2). (7b)
Another consequence of the transformation W := V + γU2 is the presence of the front velocity c in the
nonlinear term in (7b). Especially with the choice c = εc0 this depends on ε. It turns out this is crucial for
the construction of a center manifold of sufficient size, see Remark 3.8.
3.1 Spatial dynamics formulation and spectrum
Since U(ξ, ·),W(ξ, ·) are 2pi/kc-periodic, we make a Fourier ansatz
U(ξ, p) =
∑
n∈Z
Un(ξ)einkcp and W(ξ, p) =
∑
n∈Z
Wn(ξ)einkcp,
where Un = U¯−n and Wn = W¯−n since U ,W are real. Inserting this ansatz into (7a), (7b) gives an infinite
dimensional ODE system with respect to the dynamic variable ξ
−c∂ξUn = −(1 + (∂ξ + inkc)2)2Un + αUn +
∑
l+k=n
UlWk − (1 + γ)
∑
k+l+m=n
UkUlUm, (8a)
−c∂ξWn = (∂ξ + inkc)2Wn − γc∂ξ
∑
k+l=n
UkUl, (8b)
with n ∈ Z. We write (8a) and (8b) as a first order system
∂ξ
(
Un
Wn
)
= Ln
(
Un
Wn
)
+Nn(U, V ),
where Un ∈ C4 with Unj = ∂jξUn for j = 0, 1, 2, 3 and Wn ∈ C2 with Wnj = ∂jξWn for j = 0, 1. Since all
coupling terms are nonlinear, the linear part Ln is given by
Ln =
(
LSHn 0
0 Lconn
)
=

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
An Bn Cn Dn 0 0
0 0 0 0 0 1
0 0 0 0 Gn Hn
 ∈ C
6×6,
where An = −(1− µ2)2 +α, Bn = −4iµ(1− µ2) + c, Cn = 6µ2 − 2, Dn = −4iµ, Gn = µ2 and Hn = 2iµ− c.
Here, we used the abbreviation µ = nkc for notational simplicity. The nonlinearity Nn is given by
Nn(U,W ) =
(
0, 0, 0,
∑
p+q=n
Up0Wq0 − (1 + γ)
∑
p+q+r=n
Up0Uq0Ur0, 0, 2cγ
∑
p+q=n
Up0Uq1
)T
for all n ∈ Z. Using this notation, we can write (7a), (7b) equivalently as
∂ξ
(
U
W
)
= L
(
U
W
)
+N (U,W ), (9)
where
L
(
U
W
)
=
∑
n∈Z
Ln
(
Un
Wn
)
einkcp and N (U,W ) =
∑
n∈Z
Nn(U,W )einkcp.
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3.1.1 Spectrum of the Ln
Following [EW91], we set kc = 1 for simplicity in what follows. This yields µ = n. However, the results
remain true for kc = 1 + ε2q0, with q0 ∈ (−√α0,√α0) similar to Lemma 2.1. Recall that the Ln have a
blockmatrix structure, i.e.
Ln =
(
LSHn 0
0 Lconn
)
,
with LSHn originates from (8a) and Lconn originates from (8b). Thus, we can analyse the spectrum for each
block individually. To do so, we set α = ε2α0 and c = εc0 for some α0, c0 > 0. Following [EW91, Section
2.1] we find for ε = 0 that LSHn has two double eigenvalues λµ,± = i(µ± 1) corresponding to a Jordan block
of size 2. For ε > 0, we find with ∆ =
√
c20 − 16α0 that
λ±n,+ =

ε
−c0 ±∆
8 +O(ε
2), n = −1,
i(µ+ 1)± ε 12 i 32
√
c0(µ+ 1)
2 +O(ε), n 6= −1,
(10)
λ±n,− =

ε
−c0 ±∆
8 +O(ε
2), n = 1,
i(µ− 1)± ε 12 i 32
√
c0(µ+ 1)
2 +O(ε), n 6= 1.
(11)
Similarly, we find for Lconn that for n 6= 0 the eigenvalues are given by
νn,± = iµ± ε 12 i 32√µc0 +O(ε) (12)
while for n = 0 we have two eigenvalues ν0,+ = 0 and ν0,− = −εc0. Here, the zero eigenvalue at n = 0 comes
from the fact that (8b) is a conservation law.
Summarizing, there are 6 “central” eigenvalues with real partO(ε) while the rest of the spectrum has real part
O(ε1/2). This is illustrated in Figure 4. We thus have a similar mechanism as for the pure Swift-Hohenberg
equation. For ε = 0 we have a purely imaginary spectrum and as ε gets positive the eigenvalues depart from
the imaginary axis with different velocities which allows us to construct a center manifold. However, the size
of this center manifold will depend on ε and the remainder of this section is devoted to the construction of
a center manifold that is large enough to contain the spatially periodic equilibria from Lemma 2.1.
3.1.2 The function space
We follow [EW91] and define the function space
H l(Cm) :=
{
U =
∑
n∈Z
Uke
inkcp ∈ Cm : ‖U‖Hl <∞
}
,
where l > 0 and ‖·‖Hl is defined by
‖U‖2Hl :=
∑
n∈Z
(1 + n2)l|Un|2.
This space is a Hilbert space for l > 0 and a Banach algebra for l > 1/2. To simplify the notation, we define
El := H l(C4)×H l(C2) which is equipped with the norm ‖(U,W )‖El = ‖U‖Hl + ‖W‖Hl for U ∈ H l(C4) and
W ∈ H l(C2). Since El is a Banach algebra for l > 1/2 and the nonlinearity N has a polynomial structure
we have the following result.
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Figure 4: Left: spectrum of LSH with double eigenvalues, Right: spectrum of Lcon.
Corollary 3.1. Let r > 0 and l > 1/2 be arbitrary. Then N : El → El is Lipschitz continuous on Br(0) with
‖N (U1,W1)−N (U2,W2)‖El ≤ C|γ|r ‖(U1,W1)− (U2,W2)‖El
for some constant C <∞ independent of γ and r.
3.2 Center manifold theorem
Due to the spectral situation, cf. Figure 4, the size of the size of the center manifold depends on ε. Therefore,
in order to estimate its size, we have to recall the proof of the center manifold theorem. As mentioned in
the introduction, our proof is inspired by the one in [HCS99]. First, we introduce the projections on the
O(ε)-center part of the spectrum using the Dunford integral
Pn,c =
1
2pii
∫
Γn,c
(λI − Ln)−1 dλ,
where Γn,c is a smooth, simple curve surrounding the central spectrum of Ln which is well defined since
Ln ∈ C6×6. Especially, we have Pn,c = 0 for n /∈ {0,±1}. Furthermore, we define the projection on the
O(ε1/2)-hyperbolic part of the spectrum Pn,h = I−Pn,c. Using that the central and the hyperbolic spectrum
are O(1)-separated – they have a different imaginary part of distance O(1) – these operators can be bounded
independently of ε and n. We define for (U,W ) ∈ El
Pc
(
U
W
)
=
∑
n∈Z
Pn,c
(
Un
Wn
)
einkcp,
which satisfies the following corollary.
Corollary 3.2. Let l > 1/2. There exists an ε0 > 0 and C <∞ independent of ε0 such that
‖Pc‖L(El) < C
for all ε ∈ (0, ε0), where L(El) denotes the space of linear, bounded maps from El into itself.
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With this, we introduce the central part of the operator Lc := PcL and Ln,c := Pn,cLn and we define Lh and
Ln,h analogously. Furthermore, we introduce (Uc,Wc) = Pc(U,W ) and (Uh,Wh) = Ph(U,W ). We recall that
the periodic solutions are of different order in terms of ε, namely uper ∈ O(ε) and wper = vper+γu2per ∈ O(ε2).
Keeping this in mind, we introduce the rescaling
Uc = εγuU c, Uh = εβuUh, Wc = εγwW c, Wh = εβwWh, (13)
with γu < 1, βu, γw < 2 and βw < 3. Hence, by projecting (9) onto the center and hyperbolic eigenvalues
and inserting the rescaling (13) we obtain
∂ξ
(
U c
W c
)
= Lc
(
U c
W c
)
+N quadc (U c, Uh,W c,Wh) +N cubc (U c, Uh,W c,Wh), (14a)
∂ξ
(
Uh
Wh
)
= Lh
(
Uh
Wh
)
+N quadh (U c, Uh,W c,Wh) +N cubh (U c, Uh,W c,Wh), (14b)
with the rescaled nonlinearities given by
N quadc = Pc

0
0
0
ε−γu(eγu+γw(U c)0(W c)0 + εγu+βw(U c)0(Wh)0 + εβu+γw(Uh)0(W c)0 + εβu+βw(Uh)0(Wh)0)
0
ε1−γw2γc0(e2γu(U c)0(U c)1 + εγu+βu((U c)0(Uh)1 + (Uh)0(U c)1) + ε2βu(Uh)0(Uh)1)
 ,
N quadh = Ph

0
0
0
ε−βu(eγu+γw(U c)0(W c)0 + εγu+βw(U c)0(Wh)0 + εβu+γw(Uh)0(W c)0 + εβu+βw(Uh)0(Wh)0)
0
ε1−βw2γc0(e2γu(U c)0(U c)1 + εγu+βu((U c)0(Uh)1 + (Uh)0(U c)1) + ε2βu(Uh)0(Uh)1)
 ,
N cubc = Pc(0, 0, 0, ε−γu(εγu(U c)0 + εβu(Uh)0)3, 0, 0)T ,
N cubh = Ph(0, 0, 0, ε−βu(εγu(U c)0 + εβu(Uh)0)3, 0, 0)T .
Here, we used that c = εc0.
Remark 3.3. Note that in contrast to [HCS99], the quadratic interaction of the central modes does not
vanish in N quadc . Furthermore, the novel term cannot be eliminated via normal form transform with an
O(1)-bound for ε→ 0. To see this we recall the nonresonance condition
|λ1 + λ2 − λ3| > C
uniformly for all small ε > 0 for some C independent of ε, see [HCS99] and the references therein. Here λ3
corresponds to the eigenvalue of the equation in which the quadratic term should be eliminated and λ1, λ2
correspond to the eigenvalues belonging to the variables in the quadratic term. However, since we want to
eliminate quadratic terms of the form (U c)0(U c)1 in the equation forW c and (U c)0(W c)0 in the equation for
U c we find that λi → 0 for ε→ 0 and i = 1, 2, 3 since all central eigenvalues vanish for ε = 0. In particular,
their imaginary part vanishes. Thus the nonresonance condition is violated and we cannot eliminate these
terms with a bounded normal form transform.
From Corollary 3.1, we then obtain the following result.
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Lemma 3.4. Let r > 0, l > 1/2 and ε > 0. Then, N c := N quadc + N cubc : El × El → El and N h :=
N quadh +N cubh : El × El → El are Lipschitz continuous on Br(0) ⊂ El with
‖N c(X1)−N c(X2)‖El×El ≤ C|γ|rεmin(γw,βw,βu+γw−γu,1+2γu−γw) ‖X1 −X2‖El×El ,
‖N h(X1)−N h(X2)‖El×El ≤ C|γ|rεmin(γu+γw−βu,γw,βw,1+2γu−βw) ‖X1 −X2‖El×El ,
where X = (U c, Uh,W c,Wh) and C <∞ independent of ε and γ.
It turns out that this is enough to prove that the system (14a), (14b) has a center manifold of size O(1) for
a certain choice of γu, γw, βu, βw. This then yields the desired result. To show this, we define the semigroup
corresponding to the stable, unstable and central part of Ln by
Sn,c(t) =
1
2pii
∫
Γn,c
(λI − Ln)−1eλt dλ,
Sn,s(t) =
1
2pii
∫
Γn,s
(λI − Ln)−1eλt dλ,
Sn,u(t) =
1
2pii
∫
Γn,u
(λI − Ln)−1eλt dλ,
where Γn,c,Γn,s and Γn,u are smooth, simple curves around the central, stable and unstable part of the
spectrum of Ln, respectively. And similarly to Pc we define
Sj(t)X =
∑
n∈Z
Sn,j(t)Xneinkcp
for X ∈ El and j ∈ {c, s, u}. We now provide estimates for these operators.
Lemma 3.5. There exist constants C1, C2 <∞ and ε0 > 0 such that for all ε ∈ (0, ε0) it holds
‖Sc(t)‖L(El) ≤ C1(1 + |t|)eC2ε|t|
‖Su(t)‖L(El) ≤ C1
1√
ε
e−C2
√
ε|t| for t < 0
‖Ss(t)‖L(El) ≤ C1
1√
ε
e−C2
√
ε|t| for t > 0.
Proof. For the estimate of the central semigroup we remark that the central spectrum is O(1)-bounded away
from the rest of the spectrum for ε sufficiently small. Hence, for any small ε0 > 0 we can fix the curves
Γn,c for all ε ∈ (0, ε0). Now, we estimate the semigroup Sn,c for n ∈ {±1, 0}. This is sufficient since σ(Ln)
does not contain central eigenvalues for n /∈ {0,±1}. Since Ln has a block structure, we can decompose the
residual (λ−Ln)−1 into (λ−LSHn )−1 and (λ−Lconn )−1 and thus, we can estimate both parts separately. For
n = 0, the Swift-Hohenberg part has no central eigenvalues and we focus on Lcon0 ∈ C2×2 which has only
central eigenvalues. We rewrite the residual as (λ− Lcon0 )−1 = det(λ− Lcon0 )−1 adj(λ− Lcon0 ), where adj(A)
denotes the adjunct of A and obtain by explicitly calculating the adjunct∥∥∥∥∥ 12pii
∫
Γ0,c
1
λ(λ+ εc0)
adj(λ− Lcon0 )eλt dλ
∥∥∥∥∥
C2×2
≤ 12pii
∣∣∣∣∣
∫
Γ0,c
[
eλt
λ
+ e
λt
λ+ εc0
+ e
λt
λ(λ+ εc0)
]
dλ
∣∣∣∣∣
≤ C1(1 + |t|)eC2ε|t| .
By similar calculations, we obtain the same estimate for n = ±1 since LSHn has two central and two hyperbolic
eigenvalues. Thus, since the estimates are independent of n ∈ Z, we obtain the upper bound
‖Sc(t)X‖El =
(∑
n∈Z
(1 + n2)l|Sn,c(t)X|2
)1/2
≤ C(1 + |t|)eC2ε|t| ‖X‖El
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for any X ∈ El which yields the estimate for Sc(t).
Next, we prove the estimate for the stable and unstable semigroup, respectively. We focus on the stable
semigroup since the proofs are identical. Note that we can decompose the spectrum of Ln into three pairs
of eigenvalues which are O(1) apart from each other, see (10), (11) and (12). Thus, for any small ε > 0
we can decompose the curve Γn,s into three separate curves. However, these cannot be chosen independent
of ε since the eigenvalues are symmetric with respect to the imaginary axis and their real part vanishes for
ε→ 0. We now estimate the contribution of Lconn and remark that the contribution of LSHn can be handled
analogously since there are only two relevant eigenvalues as mentioned above. Hence, for n 6= 0 we calculate
for t > 0∥∥∥∥∥ 12pii
∫
Γn,s
(λI − Lconn )−1eλt dλ
∥∥∥∥∥
C2×2
=
∥∥∥∥∥ 12pii
∫
Γn,s
1
λ(λ+ c0)
adj(λ− Lcon0 )eλt dλ
∥∥∥∥∥
C2×2
≤ 12pii
∥∥∥∥∥
∫
Γn,s
[
eλt
(λ− νn,+)(λ− νn,−) adj(λ− L
SH
n )
]
dλ
∥∥∥∥∥
C2×2
≤ ∥∥adj(νn,− − LSHn )∥∥C2×2 1|νn,− − νn,+| eνn,−t
≤ C1 1√
ε
e−C2
√
εt,
where we used that Re(νn,±) ∈ O(ε1/2) and Re(νn,−) < 0. Since this estimate is independent of n ∈ Z we
obtain the desired estimate for Ss in L(El).
We now introduce a smooth cut-off function χr ∈ [0, 1] for some r > 0 which we define by χr(x) = 1 for
|x| < r/2, χr = 0 for |x| > r and χr ∈ (0, 1) for |x| ∈ [r/2, r]. Using this cut-off function, we define
N˜ j := χrN j for j ∈ {c, h} which is a globally Lipschitz continuous mapping with the estimates given in
Lemma 3.5. We now split Ph = Ps + Pu into a projection on the stable eigenspaces Ps and a projection on
the unstable eigenspaces Pu which we define similarly to Pc. Then, we follow the standard procedure for
the construction of center manifold results and show that the mapping
Xc(t) = Sc(t)Xc(0) +
∫ t
0
Sc(t− τ)N˜ c(X(τ)) dτ
Xu(t) = −
∫ ∞
t
Su(t− τ)N˜ h(X(τ)) dτ (15)
Xs(t) =
∫ t
−∞
Ss(t− τ)N˜ h(X(τ)) dτ
has a fixed point in
Xη :=
{
X ∈ C0(R, El) : ‖X‖η := sup
t∈R
e−η|t| ‖X‖El <∞
}
with η = C22
√
ε where we use the decomposition Xj = PjX for j ∈ {c, s, u}. Using Lemma 3.5 we now
estimate ∥∥N˜ c(X1)− N˜ c(X2)∥∥η ≤ C|γ|rεmin(γw,βw,βu+γw−γu,1+2γ−γw) ‖X1 −X2‖η , (16a)∥∥N˜ h(X1)− N˜ h(X2)∥∥η ≤ C|γ|rεmin(γu+γw−βu,γw,βw,1+2γu−βw) ‖X1 −X2‖η , (16b)
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for any X1, X2 ∈ Xη. Furthermore, for any nonlinear mapping V : El → R we have∥∥∥∥∫ t
0
Sc(t− τ)V (X(τ)) dτ
∥∥∥∥
η
≤ sup
t∈R
e−η|t|
∫ t
0
C1(1 + |t|)eC2ε|t−τ |eητ dτ ‖V (X)‖η
≤ Cε−1 ‖V (X)‖η ,∥∥∥∥∫ ∞
t
Su(t− τ)V (X(τ)) dτ
∥∥∥∥
η
≤ sup
t∈R
e−η|t|
∫ ∞
t
C1
1√
ε
e−C2
√
ε|t−τ |eη|τ | dτ ‖V (X)‖η
≤ Cε−1 ‖V (X)‖η ,∥∥∥∥∫ t−∞ Ss(t− τ)V (X(τ)) dτ
∥∥∥∥
η
≤ Cε−1 ‖V (X)‖η ,
where we used
∫∞
0 e
√
εtt dt = O(ε−1) and η < C2
√
. Combining these estimates we find that the system
(15) maps Xη into itself and that we can estimate the Lipschitz constant of (15) which is of order
C|γ|rεmin(κ1,κ2)−1,
where κ1, κ2 are the exponents in (16a) and (16b), respectively. Finally, we set
γu = 2/3 + δ, βu = 1 + δ/2, γw = 4/3 and βw = 4/3 + δ (17)
for some δ > 0. This choice yields that κ1, κ2 > 1 and thus, (15) is a contraction in Xη provided that ε
is small enough. Especially, this does not impose a restriction on the cut-off radius r. Thus following the
standard proof of the center manifold theorem, see, e.g. [HI11], we have a center manifold of size O(1) for
the rescaled system (14a), (14b). Finally, by reverting the rescaling (13) we arrive at the main result of this
section.
Theorem 3.6. Let l > 1/2, δ ∈ (0, 1/3) and γ ∈ R. There exists an ε0 > 0 such that for every ε ∈ (0, ε0)
there exists a neighbourhood Oc = Ou × Ow ⊂ Ec := PcEl of the origin and a mapping h = (hu, hw) : Oc →
Eh := PhEl such that the following holds.
• The neighbourhood Ou is of size O(ε2/3+δ) and Ow is of size O(ε4/3).
• The center manifold
Mc = {(U,W ) = (Uc,Wc) + h(Uc,Wc) : (Uc,Wc) ∈ Uc}
contains all small bounded solutions of (9).
• Every solution of the reduced system
∂ξ
(
Uc
Wc
)
= Lc
(
Uc
Wc
)
+ PcN (Uc + hu(Uc,Wc),Wc + hw(Uc,Wc)) (18)
gives a solution to the full system (9) via (U,W ) = (Uc,Wc) + h(Uc,Wc).
Remark 3.7. We point out that due to the ansatz (13), the center manifold in Theorem 3.6 has different
sizes in u and w-direction, respectively. However, this is sufficient for the construction of modulating fronts.
To see this, we recall that the periodic solution established in Lemma 2.1 satisfies uper = O(ε) and wper :=
vper + γu2per = O(ε2). We will see that the modulating front solutions have the same property and thus, the
center manifold constructed above is sufficiently large to contain modulating fronts.
Remark 3.8. As seen above, the construction of the center manifold does not require a normal form trans-
form as in [HCS99]. The reason for this lies both in the different rescaling of the U and W contribution in
(13) and the transformation w = v + γu2 which gives an additional ε in front of the quadratic term in (7b).
Using this the we see that UcWc = O(εγu+γw) and c∂ξ(U2c ) = O(ε1+2γu). Therefore, both critical quadratic
nonlinearities scale better that ε2 for γu, γw chosen in (17) and can be treated without further issues.
13
4 Reduced equations and heteroclinic connections
We now derive the reduced equations on the center manifold constructed in Theorem 3.6 and establish the
existence of heteroclinic orbits connecting a circle of non-trivial fixed points to the origin. The reduction
mainly follows [EW91], however, the construction of the heteroclinic orbits requires more work since we
obtain an additional equation corresponding to the conservation law. The main idea for this construction
is to handle first the case γ = 0 which corresponds to the pure Swift-Hohenberg equation and afterwards
use perturbation arguments to establish the persistence of these orbits for γ 6= 0 close to 0. Finally we
numerically consider the case for large γ in which we also find heteroclinic orbits.
We start by introducing the following coordinates for the central modes.
Uc(ξ) = ε
(
A(εξ)ϕ+1 +B(εξ)ϕ−1
)
eikcp + ε
(
A(εξ)ϕ+1 +B(εξ)ϕ−1
)
e−ikcp,
Wc(ξ) = ε2W0(εξ),
where A,B ∈ C, W0 = (W00,W01)T ∈ C2 and ϕ+1 , ϕ−1 ∈ C4 are the eigenvectors corresponding to the
eigenvalues λ±1,− of LSH1 computed in (10). Additionally, we used that U1 = U¯−1 and that all eigenvalues of
Lcon0 are central. Furthermore, we find using [HI11, Corollary 2.12] that hu ∈ O(ε3) and hw ∈ O(ε4).
To derive the reduced equations on the center manifold, we use that in there is no coupling in the linear part
of (18). Thus, following the derivation in [EW91], the reduced equations on the center manifold are given
by
∂ξA =
−c0 + ∆
8 A+
1
∆
[
(A+B)W00 − (1 + γ)(A+B)|A+B|2
]
+ h.o.t.
∂ξB =
−c0 −∆
8 B −
1
∆
[
(A+B)W00 − (1 + γ)(A+B)|A+B|2
]
+ h.o.t.
∂ξW00 = W01
∂ξW01 = −c0W01 + 2c0γ
[
(A+B)
(−c0 + ∆
8 A+
−c0 −∆
8 B
)
+ c.c.
]
+ h.o.t.,
where we used that the eigenvectors are given by ϕ± = (1, λ±1,−, (λ±1,−)2, (λ±1,−)3, 0, 0)T , see [EW91, Appendix
C]. Here, recall that ∆ =
√
c20 − 16α0 ∈ R. Thus, neglecting higher order contributions we can write this
system equivalently as
∂ξAˆ = Bˆ (19a)
∂ξBˆ =
1
4
(
−α0Aˆ− c0Bˆ − AˆWˆ0 + 3(1 + γ)Aˆ|Aˆ|2
)
(19b)
∂ξWˆ0 = Wˆ1 (19c)
∂ξWˆ1 = −c0Wˆ1 + 2c0γ(AˆBˆ + AˆBˆ), (19d)
where Aˆ, Bˆ, Wˆ0, Wˆ1 ∈ C are related to A,B,W0 via
A = 12
(
Aˆ+ c0∆ Aˆ+
8
∆ Bˆ
)
, B = 12
(
Aˆ− c0∆ Aˆ−
8
∆ Bˆ
)
, W0 =
(
Wˆ0
Wˆ1
)
.
Note that this transformation is well-defined if c0 > 16α0 > 0. We can simplify the above system by writing
(19c),(19d) as a second order system using (19a). Then, integration with respect to ξ yields
∂ξWˆ0 = −c0Wˆ0 + 2c0γ|Aˆ|2, (20)
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where we set the integration constant to zero, since we want to construct orbits which connect to the origin.
We now show that the ODE system (19a), (19b) and (20) has nontrivial fixed points and heteroclinic orbits
connecting these fixed points to the origin, at least for γ close to 0. Furthermore, we prove that these orbits
are persistent under higher order perturbation, which gives the main result, Theorem 4.1.
First, we study the fixed points of (19a), (19b) and (20). For this we set c20 > 16α0. The system has the
trivial fixed point (0, 0, 0) and a circle of nontrivial fixed points at(√
1
3 + γ α0e
iφ, 0, 2γ3 + γ α0
)
,
where φ ∈ [0, 2pi). Note that this corresponds to the periodic solutions in Lemma 2.1 since inserting the
fixed points into the transformation for v gives
v = w − γu2 = ε2Wˆ0 − 2γε2|Aˆ|2 +O(ε3) = O(ε3).
For γ = 0 the trivial fixed point is a hyperbolic stable fixed point since the linearization has real, negative
spectrum. Additionally, the circle of nontrivial fixed points forms a normally hyperbolic invariant set with
one positive, one zero and four negative eigenvalues.
Note that for γ = 0 the existence of a heteroclinic orbit connecting the circle of nontrivial fixed points with
the origin follows from the fact that (Aˆ, Bˆ, 0) is an invariant set and thus, the system reduces to the system
studied in [EW91]. We now show that these orbits persist for γ 6= 0. Therefore, we define
H(Aˆ, Bˆ) := 2|Bˆ|2 + α02 |Aˆ|
2 − 34 |Aˆ|
4,
which is a Lyapunov function for the system (19a), (19b) for γ = 0 and Wˆ0 = 0. Differentiation with
respect to ξ of H along a solution yields ∂ξH = −c0|Bˆ|2 ≤ 0. Furthermore, we remark the system has no
fixed points with |Aˆ|2 < α0/3 except for the origin. Thus, the stable manifold of the origin, denoted by
Ms(0, 0, 0), contains the set
S0 =
{
(Aˆ, Bˆ, Wˆ0) ∈ C3 : Wˆ0 = 0 and H(sAˆ, sBˆ) < H
(√
α0
3 , 0
)
for all s ∈ [0, 1]
}
.
We now show that the unstable manifold of the nontrivial fixed pointMu(Af , Bf ,Wf ) intersectsMs(0, 0, 0)
transversally. Therefore, we note thatMu(Af , Bf ,Wf ) lies in the set (Aˆ, Bˆ, 0) ∈ C3 since this is invariant
and Mu(Af , Bf ,Wf ) is tangential to the unstable eigenspace of the nontrivial fixed points which has no
contribution in Wˆ0-direction for γ = 0. Moreover, the unstable eigenspace of the nontrivial fixed point
intersects S0 transversally in C2 × {0}. Using the stable manifold theorem (see e.g. [Per01]) and the fact
that the stable space of the linearization about the origin is three dimensional, we conclude thatMs(0, 0, 0)
is a smooth, three dimensional manifold in C3. Therefore, for every point (Aˆ, Bˆ, 0) ∈ S0 there exists a small
neighborhood in C3 which is contained in Ms(0, 0, 0). Hence, Ms(0, 0, 0) and Mu(Af , Bf ,Wf ) intersect
transversally and we obtain the persistence of the heteroclinic connections for small perturbations, which
especially includes small γ 6= 0 and higher order terms for ε > 0 sufficiently small.
Now using the transformation W = V + γU2, we obtain the existence of modulated fronts for (3a), (3b).
Especially, this also yields an approximate representation of these solutions. Thus, we proved the following
theorem.
Theorem 4.1. Let c20 > 16α0 > 0. Then there exists ε0 > 0, γ0 > 0 such that for all ε < ε0 and |γ| < γ0
the system (3a), (3b) has a modulated travelling front solution (uf , vf ). Furthermore, it holds that
uf (t, x) = ε2|Aˆ(y)| cos(x+ x0) +O(ε2),
vf (t, x) = ε2
[
Wˆ0(y)− 2γ|Aˆ(y)|2 − 2γ|Aˆ(y)|2 cos(2(x+ x0))
]
+O(ε3),
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Figure 5: Numerical solutions of reduced system (19a), (19b) and (20) for c0 = 7, α0 = 3.
in L∞ where y = εx− ε2c0t, x0 ∈ [0, 2pi) and (Aˆ, Wˆ0) are a heteroclinic solution of (19a), (19b) and (20).
Remark 4.2. Recall that we set kc = 1 in the calculations above. However, the stationary, periodic solutions
exist also for kc close to 1. Therefore, we expect that a similar results holds in the setting of Lemma 2.1.
We stress that the above result is only valid for γ close to zero. However, we expect that this is a restriction
only imposed due to the use of perturbation arguments. A first intuition comes from the fact that the circle
of nontrivial fixed points exists for all γ > −3. This is backed by Figure 5 which shows a numerical simulation
of heteroclinic orbits for different values of γ. For this we approximated an initial point on the unstable
manifold of the nontrivial fixed point using the unstable eigenvector of the linearization about this fixed
point. Then, using this approximation, we solved the forward dynamics given by the reduced system (19a),
(19b) and (20). It turns out that the spectral stability of the nontrivial fixed point does not change, i.e. the
circle of nontrivial fixed points is normally hyperbolic with exactly one unstable direction. Furthermore, the
numerical calculation gives heteroclinic orbits of the system which hints the existence of such solutions.
Finally, the numerical calculation hints that for large γ the solution is close to a heteroclinic orbit of a
limiting system which can be constructed by introducing the rescaled variables(
A˜
B˜
)
:=
√
3 + γ
α0
(
Aˆ
Bˆ
)
and W˜0 :=
3 + γ
2α0γ
Wˆ0.
Inserting this into (19a), (19b) and (20) and formally passing to γ → ∞ we find the formal asymptotic
system
∂ξA˜ = B˜
∂ξB˜ =
1
4
(−c0B˜ − α0A˜− 2α0A˜W˜0 + 3α0A˜|A˜|)
∂ξW˜0 = −c0W˜0 + c0|A˜|2.
As expected this system has a trivial fixed point at (0, 0, 0) and a circle of nontrivial fixed points at (eiφ, 0, 1)
for φ ∈ [0, 2pi). However, we note that this asymptotic model has limited use for the description of the full
dynamics (3a), (3b) since the size of the center manifold vanishes for γ →∞.
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5 Discussion
We now discuss some possible extensions and open questions.
Adding dispersion. In this paper we only consider the case of vanishing phase velocities β = 0, i.e. that
the periodic pattern is stationary. However, it is also interesting to study systems where this is not the case.
One example of such systems is
∂tu = −(1 + ∂2x)2u+ ε2α0u+ cu∂3xu+ uv + u∂xu− u3 (21a)
∂tv = ∂2xv + cv∂xv + γ1∂2x(u2) + γ2∂x(u2), (21b)
which is a toy model corresponding to a thin-film flow on an inclined, heated surface. Since the spectrum
of the linearisation around (u, v) = (0, 0) has non-zero imaginary part, we can construct non-stationary
periodic solutions of the form (u, v)(t, x) = (U, V )(x − βt) using center manifold theory similar to Lemma
2.1. Here, β = cu +O(ε) denotes the phase velocity. A similar situation also occurs in the Taylor-Couette
problem in the case of counter-rotating cylinders, see [IM91, HCS99].
It turns out that due to the dispersion in (21a), (21b) the spectral situation in the construction of modulating
front simplifies. Making a modulating front ansatz (u, v)(t, x) = (U, V )(x − ct, x − βt) and rewriting the
system as a first order system in ξ = x− ct similar to Section 3.1 we find that the there is an O(1)-spectral
gap in the spectrum (see Figure 6). Therefore, standard center manifold theory is applicable. A closer
inspection of the central spectrum shows that depending on the front velocity c different situations appear.
For c 6= 3cu + o(1) we obtain a 3-dimensional center manifold while for c close to 3cu (with respect to ε) the
center manifold is 5-dimensional. Note that 3cu is the group velocity of the periodic solution corresponding
to the critical Fourier mode kc = ±1. Thus, the first case corresponds the case that the front either moves
faster or slower than the group velocity while the second case corresponds to the front velocity being close
to the group velocity. However, although the center manifold can be established with standard theory in
this case, the difficulty for the existence of modulating fronts lies in the construction of heteroclinic orbits
for the reduced model since the presence of dispersion leads to a reduced equation with complex coefficients.
Nonlinear stability. Another largely open question is the stability of the solutions presented here and we
briefly discuss existing results in this direction here. We start by discussing stability of the periodic solutions
established in Lemma 2.1. Spectral stability has already been discussed in [MC00, Suk16] for a similar
model using Bloch-Floquet theory and we expect that similar calculations apply in our case. Furthermore,
in recent years there were many results concerning the diffusive stability of periodic solutions in systems of
conservation laws and we refer to [JZ10, JZ11, BJN+13] for details. Therefore, we conjecture that stability
of the periodic solutions from Lemma 2.1 can be established. However, a rigorous proof of this stability is
an open problem.
Now we turn to the modulating fronts. The main problem for establishing stability of these solutions is the
fact that they connect an unstable state, the origin, to a (possibly) stable state, the periodic solution. In the
case of the Swift-Hohenberg equation [ES02] and the Taylor-Couette problem [ES00] nonlinear stability with
respect to exponentially localized perturbations has already been established. The key idea in both papers
is to introduce exponentially weighted variables to stabilize the origin in the Bloch-transformed problem and
then applying renormalization group theory to close the argument. Whether these ideas can also be used to
establish stability in the case of an additional conservation law is open, however. Especially, following the
discussion in [BJN+13], it is unclear whether renormalization groups can still be used to close the argument
or if other tools are necessary.
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Figure 6: Numerical calculation of the eigenvalues of LSHn and Lconn corresponding to (21a) and (21b),
respectively, for α0 = 1, cu, cv = 1, c = 3 and ε = 0. Top left and right show the eigenvalues of LSHn and
Lconn for −30 ≤ n ≤ 30, respectively. Bottom left and right are rescaled versions of the top left and top right
plots, respectively, centered around the origin.
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