In this paper, we consider a class of sparse regression problems, whose objective function is the summation of a convex loss function and a cardinality penalty. By constructing a smoothing function for the cardinality function, we propose a projected neural network and design a correction method for solving this problem. The solution of the proposed neural network is unique, global existent, bounded and globally Lipschitz continuous. Besides, we prove that all accumulation points of the proposed neural network have a common support set and a unified lower bound for the nonzero entries. Combining the proposed neural network with the correction method, any corrected accumulation point is a local minimizer of the considered sparse regression problem. Moreover, we analyze the equivalent relationship on the local minimizers between the considered sparse regression problem and another sparse problem. Finally, some numerical experiments are provided to show the efficiency of the proposed neural networks in solving some sparse regression problems in practice.
Introduction
Cardinality function on ℝ is also called the 0 -norm and denoted by ‖ ⋅ ‖ 0 . For ∈ ℝ ,
where | | is the cardinality of set . ∈ ℝ is called sparse if ‖ ‖ 0 ≪ . Cardinality function is an effective concept for controlling the sparsity of data and plays an important role in sparse regression problems (Thi et al., 2015) , since it penalizes the number of nonzero elements directly and can increase the accurate identification rate of the estimator on the important predictors (Nikolova, 2016) . However, it is known that the sparse regression problems with cardinality penalty are NP-hard in general (Natarajan, 1995) . So, the development of algorithms for solving this kind of sparse regression problem is still a challenge up to now.
In this paper, we consider the following sparse regression problem with cardinality penalty
where ∈ ℝ + , > 0, ∶ ℝ → ℝ is a continuously differentiable convex function and ∇ is locally Lipschitz continuous. In (1), is the loss function to guarantee the match of the data fitting and ‖ ‖ 0 is the penalty to promote the sparsity of the solution. Sparse regression problem is a core problem in many engineering and scientific fields, such as compressed sensing (Candes et al., 2006) , high-dimensional liwenjingsx@163.com (W. Li); bianweilvse520@163.com (W. Bian) ORCID(s): 0000-0002-4351-6360 (W. Li); 0000-0003-4252-047X (W. Bian) statistical learning (Bühlmann et al., 2014) , variable selection (Liu and Wu, 2007) , imaging decomposition (Soubies et al., 2015) , visual coding (Olshausen and Field, 1996) , source separation (Bruckstein et al., 2009) , etc. The purpose of these problems is to find the sparsest solution of a linear or nonlinear system.
In order to overcome the discontinuity of the cardinality function, researchers have designed some continuous nonconvex penalties to relax it, such as the truncated 1 penalty (Shen et al., 2012) , hard thresholding penalty (Zheng et al., 2014) , bridge (0 < < 1) penalty (Foucart and Lai, 2009 ), capped-1 penalty (Zhang, 2013) , smoothly clipped absolute deviation (SCAD) penalty (Fan and Li, 2001) , minimax concave penalty (MCP) (Zhang, 2010) , continuous exact 0 penalty (CEL0) (Soubies et al., 2015) , etc. Among them, 1∕2 quasi-norm is an important regularization term in the study of compressive sensing (Zeng et al., 2014; Xu et al., 2012) . Different from the previous methods (Chen et al., 2014; Liu and Wang, 2016) , this paper focuses on the original cardinality penalty problem. Directly solving the regression problems with cardinality penalty is an interesting topic and still in the beginning stage. Most recently, there are several numerical algorithms for solving some special formats of (1). Jiao, Jin and Lu developed a primal dual active set with continuation (PDASC) algorithm for solving the 0 -penalized least-square problems (Jiao et al., 2015) . Le Thia et al. proposed a unifying nonconvex approximation method based on DC programming and used the DC algorithm to solve a class of sparse regression problems with cardinality penalty (Thi et al., 2015) . Beck and Hallak studied this problem over a symmetric set (Beck and Hallak, 2018) and with group-sparsity terms (Beck and Hallak, 2019) , respectively.
In scientific and engineering fields, real-time solving is necessary for some optimization problems, so neural networks have been studied gradually. Neural network is a dy-namical algorithm and also an effective method (Cochocki and Unbehauen, 1993) in solving optimization problems. Some classical neural networks, which can be adept in real-time and by hardware implementation, were designed to solve the linear and nonlinear programming in Hopfield and Tank (1985) , Tank and Hopfield (1986) and Kennedy and Chua (1988) . Invoked by these work, many researchers developed different neural networks for solving various optimization problems. There are many interesting results on solving the continuous convex and nonconvex optimization problems by neural networks (Yan et al., 2017; Le and Wang, 2017; Bian et al., 2018) . However, to the best of our knowledge, there is no neural network for solving the discontinuous optimization problems, while the considered problem (1) is a class of this problems.
In this paper, by designing a smoothing function of cardinality penalty, we will propose a projected neural network and a correction method for solving sparse regression problem (1). The main results of this paper are as follows.
• We design a smoothing function for the cardinality function. This smoothing function is continuously differentiable and different from the existing continuous penalties.
• Based on the designed smoothing function of the cardinality function, we propose a projected neural network to solve (1) and prove that its solution is unique, global existent, bounded and globally Lipschitz continuous.
• We prove that all accumulation points of the solution to the proposed neural network are its equilibrium points, have a common support set, and own a unified lower bound for the nonzero entries.
• We design a correction method to improve the optimal properties of the obtained accumulation point by the proposed network in the first stage and prove that any corrected accumulation point in the second stage is a local minimizer of sparse regression problem (1).
• As a generalization, we also consider the following sparse regression model
where , ∈ ℝ + , > 0 and is defined as in (1). Using variable splitting = + − − , we prove that problem (2) can be equivalently converted to the following sparse regression problem
in the sense of local minimizers.
Therefore, the contributions of this paper have two aspects. In terms of theoretical research, we provide new ideas for solving sparse regression with cardinality penalty and extend the study of neural network for solving the discontinuous and nonconvex optimization problems. In terms of practical applications, considering the wide application of sparse regression model (1) and the advantages of neural network methods, the designed projected neural network has good performance and potentiality in solving some sparse regression problems in practice.
We organize the remaining part of this paper as follows. In Section 2, some preliminary results are given. In Section 3, we define a smoothing function for the cardinality penalty in (1) and analyze its some necessary properties. In Section 4, we propose a projected neural network and analyze the properties of its solution in solving problem (1). Moreover, a method to correct the accumulation points of the proposed neural network is designed in order to obtain a local minimizer of (1) with better sparsity. In Section 5, the equivalence between the local minimizers of (2) and (3) are proved. Finally, some numerical examples are illustrated in Section 6 to show the good performance of the proposed network in solving problems (1) and (2).
Notations: ℝ + denotes the set composed by all dimensional nonnegative vectors.
For an ∈ ℝ and > 0, ( ) denotes the open ball in ℝ centered at with radius .
Preliminaries
In this section, we introduce some necessary definitions and properties that will be used in what follows. Proposition 1. (Coddington and Levinson, 1955) 
For a nonempty, closed and convex set Ω ⊆ ℝ , the projection operator to Ω at is defined by Proposition 3. (Kinderlehrer and Stampacchia, 1980) If ∶ Ω → ℝ is a convex and differentiable function on the closed and convex set Ω, then * = Ω * − ∇ ( * ) if and only if * is a global minimizer of in Ω.
Definitions of globally and locally Lipschitz continuous functions can be found in Clarke (1983) .
Let be an open set in ℝ +1 with an element of written as ( , ) and ∶ → ℝ be a continuous function. For a nonautonomous real-time system modeled by a differential equatioṅ
we call ∶ [0, ) → ℝ one of its solutions, if is continuously differentiable on (0, ), ( ( ), ) ∈ for ∈ [0, ) and satisfies it on (0, ) (Hale, 1980) .
Since ‖ ‖ 0 in (1) is discontinuous, we introduce the smoothing method into the proposed network and use the smoothing function defined as follows, which is restricted to a closed and convex subset of ℝ . Definition 1. Let ℎ ∶ ℝ → ℝ be a function and Ω be a closed and convex subset of ℝ . We callh ∶ ℝ ×(0, +∞) → ℝ a smoothing function of ℎ on Ω, ifh(⋅, ) is differentiable on ℝ for any fixed > 0 and lim ↓0h ( , ) = ℎ( ) holds for any ∈ Ω.
Smoothing function of ‖ ‖ 0 on 
In this section, we design a smoothing function of ‖ ‖ 0 on ℝ + and give its some necessary properties, which will be used in the analysis on the proposed neural network for solving (1). Define
where
For some fixed > 0, the presentation of (⋅, ) on [0, 1] is pictured in Fig. 1 (a) . Meantime, the presentation of ( , ⋅) on (0, 5] for some fixed > 0 is shew in Fig. 1 (b) .
Definition 2. For a fixed > 0, we call a -stationary point of the following smoothing optimization problem
where and  are the same as them in (1), if satisfies Let̄ be a global minimizer of (6), then when ↓ 0, any accumulation point of {̄ ∶ > 0} is a global minimizer of (1). Based on the above construction and following analysis of Θ( , ), we will show that when is small enough, if ∈ {1, 2, … , } ∶ ∈ 1 6 , 1 2 = ∅, then is a local minimizer of (1) in the following Remark 3. PROOF. See Appendix A.
Neural Network
In this section, we will propose a projected neural network and another projected neural network when it is needed. These two networks are modeled by two differential equations. Some dynamic and optimal properties of the proposed networks for solving (1) are also analyzed.
The following Assumption 1 and Assumption 2 are needed throughout this paper.
Since  is bounded and ∇ is locally Lipschitz continuous in problem (1), Assumption 1 is naturally satisfied and ∇ is globally Lipshcitz continuous on . Throughout this paper, we need the value of to support the theoretical results of this paper and the following proposed neural network is qualified for the situation where is available. Moreover, we need the following parameters. Denotē = ‖ ‖ ∞ and = min{ ∶ ≠ 0, = 1, 2, … , }.
Assumption 2. Let * be a positive parameter, which is small enough satisfying
Based on the smoothing function of ‖ ‖ 0 on ℝ + designed in Section 3, we propose the following projected neural network modeled by a differential equation to solve (1):
where is a given positive parameter, ( ) = 1 2 ( 0 ( +1) + * ) with a positive parameter * satisfying Assumption 2 and given positive parameters 0 and .
According to the expression of the nonautonomous term ( ) in (7), it is the solution of the following autonomous differential equation
Similar to the explanation in Bian and Xue (2013) , neural network (7) can be implemented by the schematic block structure in Fig. 2 .
Remark 1. In (7), ( ) can be reformulated by ( ) = 1 2 ( ( )+ * ), where * satisfies Assumption 2 and ∶ [0, +∞) → [0, +∞) is a differentiable decreasing function satisfying • lim →+∞ ( ) = 0;
• ′ ( ) is bounded and globally Lipschitz continuous on [0, +∞).
For example, we can also choose ( ) = 0 − , where 0 and are given positive parameters. The convergence and validity of (7) are not affected by the different selection of ( ) satisfying the conditions.
For simplicity of notation, we use and to denote ( ) and ( ) respectively throughout this paper.
Basic Dynamic Properties of (7)
In this subsection, we will analyze some basic properties of the solution of neural network (7), including its global existence and uniqueness given in Theorem 4.1 and some basic convergence properties shown in Lemma 1.
Theorem 4.1. For any initial point 0 ∈ , there exists a unique global solution ∈ 1,1 ([0, +∞); ℝ ) 2 to neural network (7) . Moreover, ∈  for any ∈ [0, +∞) anḋ is globally Lipschitz continuous on [0, +∞).
PROOF. Since the right-hand function of neural network (7) is continuous with respect to and , there exists at least one solution to (7) (Hale, 1980, pp.14, Theorem 1.1) .
Assume is a solution of (7) which is not global and its maximal existence interval is [0, ) with > 0.
First of all, we prove that ∈ , ∀ ∈ [0, ). Rewrite (7) aṡ
which means
Since ℎ( ) and −1 are continuous on [0, ), −1 > 0,
Combining (8) with (9), by the convexity of , we deduce for any ∈ [0, ), ∈ . Hence, in view of the compactness of , we obtain that anḋ are bounded on [0, ). By Hale (1980, pp.16 , Lemma 2.1), can be extended, which leads to a contradiction. As a consequence, is global existent and ∈  for any ∈ [0, +∞). Owning to the boundedness of , by the structure oḟ in (7), we obtain thaṫ is bounded on [0, +∞), which implies ∈ 1,1 ([0, +∞); ℝ ).
Next, we prove the uniqueness of the solution of (7). Let and̂ be two solutions of neural network (7) with initial point 0 ∈  and we suppose there exists â > 0 such that
Since ∇ (⋅) and ∇ Θ(⋅, ) are globally Lipschitz continuous on , by the global Lipshcitz continuity of  (⋅) given in Proposition 2, we have that (⋅, ) is globally Lipschitz continuous on  for any fixed > 0. Then, from the continuity of ,̂ and on [0,̂ + ], it follows that there exists an > 0 such that
Thus, for any ∈ [0,̂ + ], we have
Integrating (10) from 0 to (≤̂ + ), we obtain
Applying Gronwall's inequality (Aubin and Cellina, 1984) to the above inequality, we have that =̂ , ∀ ∈ [0,̂ + ], which leads to a contradiction. Therefore, the solution of (7) with 0 ∈  is unique.
Finally, we prove the global Lipschitz continuity oḟ on [0, +∞). By the definition of in (7),̇ is bounded and globally Lipschitz continuous on [0, +∞). From Proposition 4-(iii) and the boundedness oḟ and ′ on [0, +∞), since ∈  and ∈ [ 1 2 * , 0 ] for all ∈ [0, +∞), we obtain the global Lipshictz continuity of ∇ Θ( , ) on [0, +∞). The global Lipschitz continuity of ∇ ( ) on  and the boundedness oḟ on [0, +∞) implies the global Lipschitz continuity of ∇ ( ) on [0, +∞). Combining the above analysis, the global Lipschitz continuity of projection operator  given in Proposition 2 and the structure oḟ in (7), we conclude thaṫ is global Lipschitz continuous on [0, +∞).
The following result plays an important role in the convergence analysis of neural network (7) for solving (1), which gives some basic dynamic properties of the solution of (7). Lemma 1. Suppose is the solution of neural network (7) with initial point 0 ∈ , then we have
PROOF. See Appendix B.
Remark 2. Based on the boundedness of ( ) on [0, ∞) and lim →+∞̇ = , we have any accumulation point of ( ) is a * ∕2-stationary point of (6).
Properties of the Accumulation Points of the Solution to Network (7)
In this subsection, we analyze the optimal properties of the solution to neural network (7) for problem (1), which lays a foundation for the effectiveness of the proposed method in this paper for solving (1).
For the further analysis on (7), let us give some necessary notations. For an ∈ , define
It is clear that
To show the good performance of the proposed network in solving the sparse regression problem (1), we first prove a unified lower bound property and the same support set property for the accumulation points of the solution to (7).
Lemma 2. Let be the solution of neural network (7) with initial point 0 ∈  and supposē be an accumulation point of , then,
and hence (̄ ) = { ∈ {1, 2, … , } ∶̄ = 0}. Moreover, for any accumulation pointŝ and̃ of , it holds (̂ ) = (̃ ).
PROOF. See Appendix C.
For algorithms that solve sparse regression problems, the results in Lemma 2 are very important for the numerical properties of the proposed method. There are some analysis on the lower bound property for many different sparse regression models Chartrand and Staneva, 2008) . However, most of the results are proved for the local minimizer. The first result in Lemma 2 indicates that all accumulation points of the solution of network (7) have a unified lower bound for nonzero entries. The lower bound property of the accumulation points shows that network (7) can distinguish zero and nonzero entries of coefficients effectively in sparse high-dimensional regression (Chartrand and Staneva, 2008; Huang et al., 2008) , and bring the restored image closed contours and neat edges . Moreover, it is worth noting that the lower bound is related to the regularization parameter . Wherefore, the lower bound is useful for choosing the regularization parameter to control the sparsity of the accumulation points of network (7). Through the accumulation points of network (7) may be not unique, the second result in Lemma 2 shows that all accumulation points own a common support set, which shows the constancy and robustness of network (7) for solving problem (1).
Next, we give a sufficient and necessary optimality condition for the local minimizers of (1), which helps us to justify the optimal property of the obtained point in this subsection. Based on the special discontinuity of ‖ ‖ 0 and the continuity of , we have the following relationship on the local minimizers of ( ) + ‖ ‖ 0 and ( ).
Proposition 5. * is a local minimizer of (1) if and only if * is a local minimizer of in  ( * ).
PROOF. See Appendix D.
Based on the properties proved in Lemma 2 and Assumption 2, any accumulation point of the solution to network (7) owns the following optimal properties to problem (1).
Theorem 4.2. Let be the solution of neural network (7) with initial point 0 ∈  and supposē be an accumulation point of . Then,̄ is a global minimizer of ( ) in  ∩ (̄ ). In particular, if (̄ ) = ∅, then̄ is a local minimizer of sparse regression model (1) with lower bound property in (11).
PROOF. Taking into account that̄ ≥ 1 2 * , ∀ ∈ (̄ ), by (25), we obtain ∇ Θ ̄ , * ∕2 = 0, ∀ ∈ (̄ ).
Denote  (̄ ) ∶= { (̄ ) ∶ ∈ }. Recalling lim →+∞̇ = and applying (12), according to the geometry property of feasible domain , we havē
Based on Proposition 3,̄ is a global minimizer of in  ∩ (̄ ).
If (̄ ) = ∅, by Proposition 5,̄ is a local minimizer of ( ) + ‖ ‖ 0 in  and satisfies the lower bound property in (11).
Remark 3. By the proofs of Lemma 2 and Theorem 4.2, for the stationary point * ∕2 of (6), if ( * ∕2 ) = ∅, then * ∕2 is a local minimizer of (1).
Due to the special structure of function (⋅, ), which is convex on [0, 1 3 ] and [ , +∞), respectively, the solution of network (7) can be convergent to a local minimizer of (1) in some cases.
Corollary 4.1. Let be the solution of neural network (7) with initial point 0 ∈ . If in (1) is a strictly convex function and any accumulation point̄ of satisfies (̄ ) = ∅, then is convergent to a local minimizer of sparse regression model (1) with lower bound property in (11).
A Further Correction to the Obtained Point by (7)
In this subsection, we propose a further network to correct the obtained accumulation point of the solution to network (7). This network can not only converge to a local minimizer of sparse regression problem (1), but also find a better solution than the accumulation point obtained by (7) in the sense of both the sparsity and the objective function value. Throughout this subsection, denotē an accumulation point of the solution to network (7).
The proposed network in this part should be with a special initial point, which is constructed bȳ and defined as follows. 
Obviously,̄ =̄ * if (̄ ) = ∅. Though the * -update point of̄ is also not a local minimizer of (1), it is a local minimizer of ( ) + ‖ ‖ 0 in a particular subset of  and owns some special properties. Proposition 6. The * -update point̄ * of̄ is a strictly local minimizer of ( ) + ‖ ‖ 0 in  (̄ ) and (̄ * ) +
We propose a further network for the case of (̄ ) ≠ ∅. The further network is a projected gradient neural network modeled by the following differential equation:
where 1 is a given positive parameter. Substantially, network (14) is used to solve the following smooth convex optimization problem:
Remark 4. If (̄ ) = ∅, then̄ is a local minimizer of sparse regression model (1) with lower bound property by Theorem 4.2 and an equilibrium point of its corresponding correction method. Therefore, for the case of (̄ ) = ∅, the correction method does not need to be used.
Remark 5. Though the variable ( ) in network (14) is with dimension , by the uniqueness of the value of the points in set for the index in (̄ * ), the calculation dimension of
Since network (14) is a typical projected gradient neural network for a constrained smooth convex optimization problem, the solution of (14) is global existent, unique and owns the following properties (Li et al., 2010) :
• ( ) is nonincreasing in and lim →+∞ ( ) exists;
• lim →+∞̇ = ;
• is convergent to a global minimizer of problem (15).
Based on the above basic properties of network (14) and the particular initial point of it, we obtain the following result on the limit point of its solution to sparse regression problem (1). Theorem 4.3. Denote * the limit point of the solution to network (14) with initial point̄ * . Then, * is a local minimizer of (1), and if (̄ ) ≠ ∅, the following properties hold:
PROOF. Denote the solution of network (14) with initial point̄ * . By lim →+∞̇ = , we have * =  * − ∇ * .
Since ∈, we have * ∈  ( * ) ⊆, and hence * =  ( * ) * − ∇ * .
By Proposition 3, we obtain that * is a global minimizer point of ( ) in  ( * ). Based on Proposition 5, we know that * is a local minimizer point of problem (1). When ( ) ≠ ∅, by (̄ ) ⊊ (̄ * ) ⊆ ( * ) and the nonincreasing property of ( ) in , we have ‖̄ ‖ 0 > ‖̄ * ‖ 0 ≥ ‖ * ‖ 0 and (̄ * ) ≥ ( * ). By Proposition 6, if (̄ ) ≠ ∅, then
Remark 6. By Theorem 4.2 and Theorem 4.3, either the accumulation point̄ of (7) satisfying (̄ ) = ∅ or the accumulation point * of (14) with (̄ ) ≠ ∅, is a local minimizer of (1).
Extension to another Regression model
In this section, we consider another sparse regression model
where , ∈ ℝ + , > 0, is defined as in (1). To solve (16), we consider an sparse regression model modeled by (1) with 2 dimension, i.e.
The following proposition indicates the relationship between sparse regression models (16) and (17). (16) and (17) PROOF. See Appendix F.
Proposition 7. Optimization problems
Remark 7. The results given in Proposition 7 show that the given method with two proposed neural networks in this paper can also be used to solve sparse regression model (2) by (3). It is worth noting that it is impossible to solve the sparse optimization problem (2) directly without (3) by the two proposed neural networks in theory, because Θ is a smoothing function of ‖ ‖ 0 on ℝ + , but not ℝ . Based on the construction of Θ, though it is easier to have a similar smoothing approximation function of ‖ ‖ 0 on ℝ , it is not continuously differentiable everywhere, which involves subdifferential in the proposed network. Neural network (7) is modeled by a differential equation, which is more conducive to solving optimization problem (1) than differential inclusion in computation and implementation.
Numerical Experiments
In this section, we report five numerical experiments to validate the theoretical results and show the efficiency of neural network (7) for solving (1) and (16). We use ode45 in MATLAB 2016b on a MacBook Pro (2.30GHz, 8.00GB of RAM) to perform the following numerical testings. Let MSE( ) = ‖ − ‖ 2 ∕ denote the mean squared error of to original signal ∈ ℝ .
For function ( ) = ‖ − ‖ 2 , where ∈ ℝ × and ∈ ℝ , we use the following MATLAB code to generate (L in code), which is an upper bound of ||∇ ( )|| ∞ ∶ ∈ [ , k ] , for given > 0. Specially, if all entries of and are nonnegative, then we can make L = L1 in MATLAB code. Further, for general sparse regression problem (1), we let * = 0.9 min , 3 2( + )
, 2 , which can be generated automatically by MATLAB. We should state that the correction method in Subsection 4.3 is not used in all numerical experiments, since the limit point * of the solution of neural netwrok (7) satisfies ( * ) = ∅ in every experiment.
Test Example
In this example, we illustrate the effectiveness of the algorithm for solving a test problem modeled by (1), whose global minimizers are known.
Consider the following sparse regression problem in ℝ 2 : 
= (2, 1, 3) ⊤ , = 1 and = (5, 5) ⊤ . We implement network (7) with 0 = = = 1 in MATLAB and stop when = 10. Fig. 3 (a) presents the solution of (7) with 6 random initial points in , which converge to the global minimizer point * = (0, 0.6053) ⊤ of (18). Fig. 3 (b) shows the objective function values along the solutions of neural network (7) with the same 6 initial points used in Fig. 3 (a) .
Compressed Sensing
To validate Proposition 7, we consider the following constrained sparse regression problem:
where ∈ ℝ × , ∈ ℝ , = 1000, = 200, = 0.1 and = 5 . Sensing matrix , original signal with ‖ ‖ 0 = 10 and observation are generated by the following MATLAB code:
K=randn ( n ,m) ; A' = o r t h (K) ; Q=randperm ( n ) ; s=z e r o s ( n , 1 ) ; s (Q ( 1 : 1 0 ) )=randn ( 1 0 , 1 ) ; b=A * s ; (20) is equivalent to the following sparse regression problem:
Choose 0 = 50, = 0.1, = 1 and initial point 0 = 1 2 in neural network (7) to solve (21). We implement network (7) in MATLAB and stop when = 300. Fig. 4 (a) shows that solution ( ) of (7) is convergent. Fig. 4 (b) gives the transformation + ( ) − − ( ) of solution ( ) for solving sparse regression problem (20). Fig. 5 presents the mean squared error of + ( )− − ( ) to original signal with respect to in neural network (7) and MSE( + (300) − − (300))= 5.3888 × 10 −6 . Fig. 6 shows the original and reconstructed signal by neural network (7) where the one above is the original signal.
Variable Selection
Variable selection is an important application in highdimensional statistical problems, particularly in regression and classification problems. We consider this problem by the following sparse regression model: where ∈ ℝ × , ∈ ℝ , = 1 and ∈ ℝ + . Let = 1500, = 600 and = 10 . We use the following MATLAB code to generate measurement matrix , observation and original signal with ‖ ‖ 0 = 100:
L=randn ( n ,m) ; A' = o r t h ( L ) ; P=randperm ( n ) ; s=z e r o s ( n , 1 ) ; s ( P ( 1 : 1 0 0 ) )= u n i f r n d ( 1 , 1 0 , [ 1 0 0 , 1 ] ) ; b=A * s +0.01 * randn (m, 1 ) ;
We implement network (7) with 0 = 30, = 0.1, = 1 and initial point 0 = 1 in MATLAB and stop when = 80. As shown in Fig. 7 , the state trajectory is convergent and the objective function value is decreasing along the solution of (7). The comparison between output solution and original signal at = 80 with MSE( (80))= 2.0382 × 10 −3 can be seen in Fig. 8 , which shows that they have a common support set.
Moreover, we replace smoothing function Θ (4) in the network (7) by SCAD penalty (Fan and Li, 2001; Fan and Lv, 2011) and MCP (Zhang, 2010) to compare the results. As the choose suggestion of parameters in Fan and Lv (2011) , we choose = 3.7 in SCAD penalty and = 3.7 in MCP. Compare = 0.05 , = 1, 2, … in SCAD penalty and MCP, respectively, the smallest mean squared errors of SCAD penalty and MCP are all obtained at = 0.1 and stable when ≥ 400. Comparing the numerical performances of Θ, SCAD penalty and MCP in the proposed neural network, by Table 1 , we can see that the limited point of the proposed neural network with smoothing function Θ has smallest mean squared error and CPU time.
Face Recognition
In this experiment, we test our method for the face recognition problem from ORL database (Samaria and Harter, 1994) . The data set contains the facial images for 40 individuals. Every individual has 10 facial images, which include different deflections of face. All images are converted to column vectors and preprocessed together with reduced dimension by in MATLAB. Then the image are resized from 
where ∈ ℝ ×200 is made up based on the training set, ∈ ℝ is the ℎ sample of test set, = 1 and = 1 200 . As the equivalent transformation of the problem in experiment 6.2, we use neural network (7) to solve the transformed problem of (23) and give the output solution of problem (23) by Proposition 7, where the obtained solution is converted to classify the test samples by the nearest neighbor rule (Cover and Hart, 1967) . The following MATLAB code is used to identify 40 individuals in data set and is the serial number of the identified individuals, where = and = for = 1, 2, ..., 200 in the following code.
g=z e r o s ( 4 0 , 1 ) ; f o r i =1:40 g ( i )=norm (A( 5 * ( i −1) + 1 : 5 * ( i −1) + 5 , : ) ' * y ( 5 * ( i −1) + 1 : 5 * ( i −1) + 5 , 1 )−b ) ; end [ p , q ]=min ( g ) ;
We implement network (7) with 0 = 8, = 0.4, = 1 and initial point 0 = 1 400 in MATLAB and stop when = 10. As shown in Table 2 , the recognition error by the method in this paper is the smallest as = 40, which implies the recognition error does not decrease as the preprocessed image dimension increases.
Prostate Cancer
In this experiment, we consider the problem on finding the most important predictors in predicting the prostate cancer. The prostate cancer data set is from the https://web.stanford.edu/ hastie/ElemStatLearn/data.html and includes the medical records of 97 men who were plan to receive a radical prostatectomy. This data set is divided into two sets, i.e. a training set with 67 observations and a test set with 30 observations. More detailed explanation on the prostate cancer data set can be found in Chen (2012) , Stamey et al. (1989) and Hastie et al. (2009) . The prediction error is defined by the mean squared error over the test set.
In order to solve this problem, we consider the following sparse regression model:
where ∈ ℝ 67× and ∈ ℝ 67 are composed by the training set, = 8, = 1.5 and = 10 . We use neural network (7) to solve the equivalent problem of (24) as in Proposition 7. Choose 0 = 5, = 1.5, = 1 and initial point 0 = 1 16 in network (7). We report the numerical results in Table 3 , where the listed result for network (7) is the output solution by (7) at = 20, the result for FOIPA is from and the results for Lasso and Best subset methods are from Hastie et al. (2009) . From Table 3 , we see that the proposed network not only finds the right main predictors in predicting prostate cancer, but also finds a solution with the smallest prediction error among the four methods.
Conclusions
In this paper, we studied a class of sparse regression problem with cardinality penalty. By constructing a smoothing function for the cardinality function, we proposed a projected neural network. We proved that the solution of the proposed neural network is unique, global existent, bounded and globally Lipschitz continuous. Moreover, we proved that all accumulation points of the proposed neural network own a unified lower bound for the nonzero elements and have a common support set. Furthermore, we proposed a correction method for its accumulation points to obtain the local minimizers of sparse regression problem (1). Besides, we proved the equivalent relationship on the local minimizers between sparse regression model (1) and another model. Finally, some numerical experiments on compressed sensing, variable selection, face recognition and prostate cancer were provided to show the efficiency and advantages of the proposed method in this paper for solving the sparse regression problem (1) and its extension model (2).
A. Proof of Proposition 4
PROOF. It is clear that (⋅, ) is a bounded function on ℝ + and lim ↓0 ( , ) = 1 as > 0, and ( , ) = 0 for any > 0 as = 0. Then,
Since ( , ) is differentiable with respect to for any fixed > 0, Θ( , ) is differentiable with respect to for any fixed > 0. Thus, Θ( , ) is a smoothing function of ‖ ‖ 0 on ℝ + .
Next, we prove the other results in this proposition one by one.
As can be seen,
For any fixed > 0, since
we have ∇ (⋅, ) is continuous for any = 1, 2, , . Then, Θ(⋅, ) is continuously differentiable for any fixed > 0. Moreover, since
we obtain that for any fixed > 0, ∇ 2 (⋅, ) is bounded on −∞, 1 3 ∪ 1 3 , ∪ ( , +∞). Then, ∇ (⋅, ) is globally Lipschitz continuous on ℝ for any = 1, 2, … , . Therefore ∇ Θ(⋅, ) is globally Lipschitz continuous on ℝ for any fixed > 0, which means that result (i) in this proposition holds.
For any fixed ∈ ℝ + , we also see that
Then, ∇ Θ( , ⋅) is continuous on (0, +∞), which implies Θ( , ⋅) is continuously differentiable on (0, +∞) for any fixed ∈ ℝ + . Moreover, since
which means that ∇ Θ( , ⋅) is locally Lipschitz continuous on (0, +∞). Thus, property (ii) holds.
Since  and [ ,̄ ] are compact sets in ℝ + and ℝ + , respectively, by (25) and (26), we obtain result (iii) in this proposition.
B. Proof of Lemma 1
PROOF. Let = − ∇ ( ) − ∇ Θ , and = in Proposition 2, by (7), then we obtain
Since ≥ 1 2 * anḋ ≤ 0, by result (iii) of Proposition 4, there exists > 0 such that
Since ( ) + Θ ,
by (27) and (28), we obtain Returning to inequality (30), we deduce that
C. Proof of Lemma 2 PROOF. From the definition of , we have that there exists a > 0 such that ∈ 1 2 * , * for any > .
We prove the first result by contradiction. Suppose that some entry of denoted by [ ] 0 is less than or equal to ( − ) , which tends to 0 as tends to +∞. Therefore, if some entry of is less than or equal to 1 6 * at some point ≥ , then the limit of this entry is 0.
Conversely, if some entry of is more than 1 6 * for any ≥ , then any accumulation point of this entry is not less than 1 6 * . As a result, for any accumulation point̄ of , either = 0 or̄ ≥ 1 6 * , = 1, … , , and hence (̄ ) = { ∈ {1, 2, … , } ∶̄ = 0}.
In addition, if there exists an̂ ∈ {1, 2, … , } such that 0 is an accumulation point of [ ]̂ , then there exists some point̂ ≥ such that [ ̂ ]̂ ≤ 1 6 * , which implies 0 is the unique accumulation point of [ ]̂ . Therefore, for any accumulation pointŝ and̃ of , we have (̂ ) = (̃ ).
D. Proof of Proposition 5
PROOF. If ( * ) = , then the equivalence is obviously true. Next, we consider the case ( * ) ≠ . Let = min{ * ∶ * ≠ 0, = 1, 2, ..., } and = 2 , then || || 0 = || * || 0 , ∀ ∈  ( * ) ∩ ( * ).
If * is a local minimizer of function ( ) + || || 0 in , then there is a 1 ∈ (0, ] such that
Let 2 ∈ (0, 1 ], by (33) and (34), then we obtain ( ) ≥ ( * ), ∀ ∈  ( * ) ∩ 2 ( * ). Therefore * is a local minimizer of ( ) in  ( * ).
Conversely, if * is a local minimizer of ( ) in  ( * ), then there exists a 3 ∈ (0, ] such that ( ) ≥ ( * ), ∀ ∈  ( * ) ∩ 3 ( * ).
Since is continuous in , for any ∈ (0, ), there exists a 4 ∈ (0, 3 ] such that | ( ) − ( * )| < , ∀ ∈  ∩ 4 ( * ), which implies ( * ) < ( ) + < ( ) + , ∀ ∈  ∩ 4 ( * ).
Combining (33) with (35), we get ( ) + || || 0 ≥ ( * ) + || * || 0 , ∀ ∈  ( * ) ∩ 4 ( * ). For any ∈  ∩ 4 ( * ) and ∉  ( * ), we have || || 0 ≥ || * || 0 + 1 and hence by (36), we obtain ( ) + || || 0 ≥ ( ) + (|| * || 0 + 1) = ( ) + + || * || 0 > ( * ) + || * || 0 .
Therefore * is a global minimizer of ( ) + || || 0 in  ∩ 4 ( * ). As a result, * is a local minimizer of ( )+ || || 0 in .
E. Proof of Proposition 6
PROOF. From the continuity of , there exists a > 0 such that (̄ * ) < ( ) + , ∀ ∈ (̄ * ).
For any ∈  (̄ ) and ≠̄ * , we have
Combining (37) and (38), for any ∈ (̄ * ) ∩  (̄ ) and ≠̄ * , we deduce ( ) + ‖ ‖ 0 ≥ ( ) + (‖̄ * ‖ 0 + 1) = ( ( ) + ) + ‖̄ * ‖ 0 > (̄ * ) + ‖̄ * ‖ 0 , which means that̄ * is a strictly local minimizer of ( ) + ‖ ‖ 0 in  (̄ ). If (̄ ) = ∅, then̄ =̄ * and hence (̄ * )+ ‖̄ * ‖ 0 = (̄ ) + ‖̄ ‖ 0 . Next, we consider the case of (̄ ) ≠ ∅.
In view of sup ∈ ‖∇ ( )‖ ∞ ≤ , we can regard √ as a Lipschitz constant of on , which means
If ‖ −̄ ‖ < ∕( √ ), then by (39), we have | ( ) − (̄ )| < . Let̄ = ∕( √ ), then we have | ( ) − (̄ )| < , ∀ ∈ ̄ (̄ ). It follows from Assumption 2, i.e. √ * ∕2 < ∕( √ ), that̄ * ∈ ̄ (̄ ), which implies
Furthermore, if (̄ ) ≠ ∅, we have
Combining (40) 
F. Proof of Proposition 7
PROOF. Let * be a local minimizer of ( ) + ‖ ‖ 0 in , then there exists a > 0 such that ( * ) + ‖ * ‖ 0 ≤ ( ) + ‖ ‖ 0 for any ∈ ( * ) ∩ .
Since there exist unique * + ∈  1 and * − ∈  2 such that * = * + − * − and ( * + ) ( * − ) = 0, = 1, 2, … , , we obtain that If there exists an 0 ∈ {1, 2, ..., } such that [ + − − ] 0 ≠ 0, then at least one of [ + ] 0 and [ − ] 0 is not 0. Thus
Using (42), (43) and (44) 
