The concept of potential density, introduced by oceanographers to describe the vertical stability of a water column, may be inadequate if the water temperature is close to the temperature of maximum density, Tmd, where the thermal expansion coefficient changes its sign. Because r,, decreases with increasing pressure potential density especially fails to provide a reliable means for the analysis of the local stability of a water column in deep, cold freshwater lakes. A new quantity called "quasi-density" is introduced. Its vertical gradient correctly describes the local stability of a water column for every water body (warm, cold, fresh, or salty). Application of this concept to field data from Lake Baikal shows that quasi-density-in contrast to potential density-is an ideal tool to assess vertical stability.
The in situ measurement of conductivity, temperature, and pressure (depth) with CTD probes is the cornerstone of most investigations on the physics of lakes and oceans. If the chemical composition of the water is known-as is the case for ocean waters-salinity (S) can be calculated from conductivity.
Salinity can be combined with water temperature (7) to yield water density as well as information on the vertical stability of the water column. Local stability is usually expressed by the square of the BruntVaisala frequency NZ2 (Gill 1982) . Millard et al. (1990) compared different methods for the empirical calculation of NZ2 and gave estimates for the accuracy of the different methods.
The vertical gradient of potential density is often used to describe stability. However, as pointed out by Ekman (1934) , the vertical gradient of potential density may yield misleading stability values. In deep freshwater systems where water temperatures are close to the temperature of maximum density (T,,.J, the vertical gradient of potential 171 density, if taken as a measure of stability, may even give the wrong sign of the local stability.
Investigations on turbulent mixing in the ocean (e.g. Gregg 1987 ) have led to the question of how the local coordinate system should be adequately chosen to get a diagonal diffusion tensor that is composed of diapycnal and isopycnal diffusivity. This problem is related to defining the directions in a three-dimensional T, S, and pressure (p) field along which water parcels can be transported free of buoyancy forces. Although in some cases isopycnals (isolines of potential density) may serve as appropriate reference surfaces for the discussion of transport and mixing (e.g. Pelegri and Csanady 1994) , they are not acceptable in general (McDougall 1984 (McDougall , 1987a . McDougall (1987a) defined the neutral surface as the direction along which a water parcel that is transported isentropically (i.e. without exchange of heat or mass) does not experience any buoyancy force. Neutral surfaces generally are not parallel to isopycnals. Also note that that McDougall's neutral surface is a local concept (i.e. only infinitesimal displacements are buoancy-free). Water parcels generally move away from the neutral surface if transported over finite distances.
In this study we introduce the concept of "neutral track" as the pathway of the buoyancy-free isentropic transport of a fluid parcel over finite distances. Only initially-for an infinitesimal displacement of a water parcel-is the neutral surface parallel to the neutral track of the parcel. We show that in a three-dimensional T, S, and p field each water parcel generally defines its own neutral track.
The development of our concept has been triggered by an increasing number of studies on the dynamics of deep First publ. in: Limnology and Oceanography 41 (1996 ), 8, pp. 1711 -1724 Konstanzer freshwater systems (e.g. Weiss et al. 199 1; Grachev 199 1; McManus et al. 1992; Shimaraev et al. 1993; Wiiest et al. 1996) . In contrast to ocean water, freshwater has a density anomaly (Tmd) which for p = 0 (water surface) and S = 0 is at 3.98"C and decreases with increasing p and S. Because the thermal expansion coefficient CU changes sign at Tmd and is very small in the vicinity of Tmd, freshwater bodies show features that are not observed in the ocean and that make the concept of potential density rather questionable. The examples used to explain the theory are taken from Lake Baikal (Siberia) in which the formation of deep water has attracted the attention of many scientists (Weiss et al. 199 1; Grachev 199 1; Shimaraev et al. 1993; Hohmann et al. in press) .
In the following sections, we first present the definitions of potential temperature and stability and then discuss neutral surfaces and neutral tracks. We then apply the theoretical concepts to CTD data from Lake Baikal.
Definitions and theoretical concepts
Potential tempcraturc -Consider a water parcel that is moved isentropically (i.e. without exchanging heat and mass) from a depth z to a reference depth z,. Because of the compressibility of water, volume, density, and temperature of the water parcel will change along its path. At the reference depth the temperature of the water parcel is given by (e.g. Gill 1982) where T is temperature, S is salinity, and p is pressure at depth z. The z coordinate is chosen to be positive upwards. I' is the adiabatic lapse rate (i.c. the rate of temperature change due to adiabatic compression; see Gill 1982):
g is acceleration due to gravity, a(T, S, p) = -( l/p)(dpl 87) is the thermal expansion coefficient of water, p(T, Is, p) is the density of water, c,(T, S, p) is the specific heat of water at constant pressure, and T is in situ absolute temperature. The subscript "isen" stands for isentropic transport. The temperature of the water parcel at the reference depth z,, 0(z, z,.), is called the potential temperature with respect to z,.. In limnology, the reference depth is commonly chosen to be at the lake surface (z, = 0). From the definition of potential temperature and salinity (mass of dissolved solids per mass of solution) it follows that ti(z, z,) and S are constant under isentropic transport. In the following, we assume the reference depth to always be the same and use the notation O(z) = 0(z, z,) where suitable.
The definition of potential temperature can be generalized to three dimensions by r XI. 0(x, x,) = 7(x) -W(x, x'), S(x), PWldx', (3) JX where x is the coordinate vector. 19(x, x,) is the temperature of a water parcel at x, that was transported isentropically from x to x,. Because only pressure depends on the integration variable x' -note that 0(x, x') = 0[ T(x), S(x), p(x), p(x')]-the integral is indcpendcnt of the path along which t1.e water parcel is transported. Therefore, 0(x, x,) depends only on the characteristics of the parcel at x [i.e. T(x), S(x), p(x)] and on the reference pressure p(x,). Thus, fol-a fixed rcfcrence depth, a change in potential temperature can be written as During an isentropic transport, 0 and S remain constant. Thus, from Eq. 4 follows if (dT)i,en = -E dp,
where (dp)isen q = dp has been used. By combining Eq. 4 and 5 one obtains
Eq. 6 is consistent with Eq. 1. This consistency can be shown by differentiating Eq. 1 with respect to z, which leads to an integral equation for d&z, z,)/dz. The solution of this equation, dd(z, z,)/dz = [dT(z)/dz + l?(z, z)] x [ae(z, z,)/aT] + (dS/dz)[dB(z, z,)/dS], corresponds to Eq. 6 in which the variation of potential temperature is analyzed for the z direction. Note that in solving the integral equation, the equalities dI/dT = (aI'/%) x (de/dT) and dI'/dS = [(aI%@) x (dOidS)] + dI'/dS have been used. The constistency between Eq. 3 and Eq. 6 can be shown using the same argumentation as above if the z coordina is replaced by the general coordinate vector X. te Equation of date-The equation of state of water can be formulated I:ither by using the variables T, S, and p or 8, S, and p: d(R S, P) = P(T, S P).
At each location the functional value of p^ is equal to the value of 6: &x, y, z) = p(x, y: z). In the following, a circumflex denotes a function f that depends on 0, S, and p.
Variation of .the density can be written in two ways:
With the definitions (see Gill 1982) 1 dP a(T,S,p)= ---7 P d= sp ; ;
T.P 1 dP r(r, s P) = --ap TS 1 ati cqfl, s, p> = 7% ; B<e, s, p) = E$ ;
Eq. 8 becomes either
p-' dp = --a! dT + ,6 dS + y dp.
Both sets of coefficients are related by (13) Note that &, p^, and + correspond to cy', ,#, and y' of Gill (1982) and to (x, p, and y of A$cDougall(1984, 1987a,b) .
In turn, McDougall used 2, ,f3, and + for the "ordinary" coefficients defined by Eq. 9. For isentropic transport, 0 and S remain constant. Thus, from Eq. 11 follows b-' (dG)isen = ? dP*
Local stability-A vertical water column is locally stable if a fluid parcel that is displaced isentropically from its initial position by an infinitesimal vertical distance dz always experiences a restoring force. This is equivalent to the condition that the density change due to an infinitesimal isentropic transport must exceed the density change in the water column over the same distance dz: d6 0 d6 dz isen -z>o.
Note that in Eq. 15 ti can be replaced by p because 6(x, y9 4 = P(X y, z).
Multiplying the left-hand side of Eq. 15 by the gravitational constant g, dividing by p", and using Eq. 11 and 14 yields the square of the Brunt-Vaisala frequency (Gill 1982) : (16) From Eq. 15 and 16 we conclude that a vertical water column is locally stable_ if NZ2 > 0, unstable if NZ2 < 0, and neutrally stable if NZ2 = 0.
With Eq. 6, 13, and 16 the buoyancy frequency can also be expressed by T and S (Millard et al. 1990 ):
fiz2(0, S P> = Nz2(T, S, P) = potential density and quasi-density-In oceanography, potential density p&z, z,) is often used to study the stability of the water column. It is defined by Ppot = PW9 a, S(z), Pk)l.
Note that on the right-hand side of Eq. 18 the density function p (and not 6) is evaluated at O(z, z,). This definition can be rewritten as an integral equation that is similar to Eq. 1:
where XP, the adiabatic lapse rate for density, is given by xP(z,, z2) = -dp[@, 9 z2)9 Wd, P(Z2)l dz2 .
isen Note that Eq. 20 is a generalization of the commonly used adiabatic density lapse rate -(dpldz),,,, = XP(z, z) that has been introduced in Eq. 15. Eq. 19 refers to a water parcel that is moved isentropically from its initial depth z to a reference depth z,. The density of the water parcel at the reference depth is its potential density. Inserting Eq. 20 into 19 yields The use of the different functions (with or without a circumflex) for the thermal expansion and the haline contraction coefficient causes only a very small disagreement between Eq. 22 and 16. The coefficients a and & and the coefficients p and 6 are equal if calculated at z = z, (sse Eq. I and 13). Thus, -(g/p,,,)(dp,,,ldz ) is equal to N,2 at the reference depth (i.e. if z = z,). However, as shown by the pressure dependence of & in freshwater systems (Table I) , if far from _the reference depth, Eq. 22 can be very different from NZ2 (the same is true for seawater, McDougall 19873). As shown below for the case of Lake Baikal (see Fig. 2 ), in deep cold lakes the vertical gradient of potential density can lead to a wrong interpretation of the stability of the water column since the thermal expansion coefficient & can change its sign with pressure.
If the water temperature is far from the temperature of maximum density (as is the case in the deep lakes of East Africa, e.g. Lake Malawi; see Wiiest et al. 1996) or if the water does not have a density anomaly (as for ocean water), ai varies less dramatically with pressure. In this case, the gradient of potential density can provide a good approximation to the buoyancy frequency. In oceanography, several different reference depths are used to improve the range over which the concept of potential density remains a good approximation.
As an alternative to the concept of potential density, we introduce a new quantity termed "quasi-density," pqua(z, zr), that permits assessment of vertical stability in every system, whether fresh or salty or cold or warm. Quasi-density is defined by s zr
z where the function 9 is given by Eq. 20. The difference between the concepts of potential density and quasi-density lies in the argument of the adiabatic density lapse rate. In Eq. 19, \k(z, z') refers to the adiabatic density lapse rate of the water parcel that has been moved isentropically from depth z to the depth z', whereas in Eq. 23 9(z', z') is l.he local adiabatic density lapse rate of the background field at depth z'. Thus, potential density is a property of a specific water parcel, whereas quasi-density depends on the distribution of 0, S, and p in the water column.
Quasi-density and in situ density are equal at the reference depth z,. By taking the negative vertical gradient of Pqlla, one obtains the stability criterion of Eq. 15:
)iir] dpqua _ dp dz dp & = ---dz @(z, z) = z 0 dp -z.
( 24) isen Therefore, quasi-density can serve as a means to determine the local stability of the water column. Isentropic rJertica1 transport over jkite distances-Stability should not be analyzed with respect to infinitesimal displacements alone. Displacements of individual water parcels or complete sections of a water column over a finite distance may also be relevant for the problem of density-driven exchange. Because stability is derived from the vertical derivative of quasi-density, strictly speaking pqua can only yield information on the stability relative to infinitesimal vertical displacements; however, in most cases, the mean vertical gradient of pqua over the respective finite depth zone yields at least qualitative information on stability with respect to a finite isentropic dislocation (e.g. #see Fig. 2 ). Problems arise when the thermal expansion coefficient changes its sign along the finite path of the parcel It may therefore be possible that a finite displacement in a water column that is everywhere locally stable does not necessarily cause a restoring force on the displaced parcel at its new location. For finite displacements, the terms "stable" and "unstable" need additional explanation. As an analytical tool, we use the potential density p&z, z,) where z and the reference depth z, are the starting and final position of the water parcel, respectively. If ppot(z, z,) and ppot(zr, z,), the in situ density at z,, arc equal, no force is acting on the parcel and it will remain at its new position (neutral stability). If the density difference causes a restoring force on the dislocated parcel, the situation is called "partially" or "completely" stable depending on whether the water parcel is partially or fully driven back to its origin at depth z. If the density difference drives the parcel even farther away from z,, then the situation is unstable with respect to this particular finite displacement. Therefore, pqua can be used to characterize local stability (i.e. infinitesimal displacements relative to the equilibrium position of a water parcel) while ppot can be used for finite displacements of individual parcels from z to the reference depth zrBecause the compressibility of water depends on temperature and salinity, a stable water column may become unstable if pressure is added or removed. Such instability may occur, for example, when a water column is pressed downward by wind at the downwind end of a water basin. There is no method to assess such stability problems other than by evaluating quasi-density or Nz2 for the particular section at different extra pressure values.
Neutral surface and neutral track-We have thus far discussed only concepts that relate to a one-dimensional density field. In a one-dimensional system there is only one way to move from depth z to z,. Thus, with its (imaginary) vertical movement, the water parcel passes through a well-defined (0, S, p) environment. The analysis of isentropic transport of water parcels in a two-or threedimensional (0, S, p) field requires additional tools-the neutral surface and the neutral track.
Assume that a water parcel is displaced isentropically from its equilibrium position over an infinitesimal distance. According to McDougall (1987a) , the displacement is buoyancy-free if (d/hen -dti = a;d&p^dS=O (25) in the direction of the displacement. The ensemble of buoyancy-free displacements defines a neutral surface (McDougall 1984 (McDougall , 1987a ).
We restrict our discussion to displacements in the (x, z) plane. The orientation of the neutral surface defines a local coordinate system (Q, r), where q is the tangent to the neutral surface. Thus, from Eq. 25:
A8 AdS "G-pG=o. (26) The angle 6 between the neutral surface and the (x, z) plane is given by 6 = arctan $2 = arctan -_X , ( ) NZ2 (27) where, analogously to Eq. 16, GX2 is defined as
Locally, the direction of the vector fi2 = (GX2, kz2) is perpendicular to the direction of the neutral surface (i.e. it points into the c-direction of the local coordinate system). By defining fiY2 accordingly, the above discussion can be easily extended to three dimensions. Although yX2 and NY2 are both components of the vect_or field N2 and are thus mathematically equivalent to Nz2, only the z-component has the physical meaning of the square of a stability frequency, because gravity (the restoring force) only acts in the vertical.
As was pointed out by McDougall ( 19873) , only infinitesimal displacements along the neutral surface are buoyancy-free. Buoyancy-free isentropic transport of water parcels over finite distances follows the so-called neutral track, which in most cases leads away from the neutral surface. The neutral track is a property of the density field and of the characteristic properties of the selected parcel, potential temperature Bps and salinity SP,, which are both constant during an isentropic transport. Initially, the water parcel is at its equilibrium position. Along the neutral track the density change of the water parcel must be equal to the density change of the surrounding water, (Gpahsen = db, (2% where Gpa = G[t$,,, Spa, p(x, y, z)]. Everywhere along the neutral track, the difference AC between density of the local (0, S, p) field and the density of the water parcel is 0:
If Eq. 29 is multiplied by 6-l and x is the tangent to the neutral track, it follows from Eq. 11 and 14:
A dp ado + /jdS I +dp Ypaz= -G dx dx a,nd Tpa = Y[epa, Spa, p(x, y, z)]. Analogously to *x2 and Nz2, we define ii2 =$&i_ -g]
[ AO @g+(l,-dp =g Qldx T,, dP = tix2 + (TP, -y,,
+ (Tpa dp -T)z I dp = Gz2 + (Tpa -y,z.
The vector G2 = (kX2, kz2) is normal to the neutral track in the (x, z) plane. By defining My2 analogously to kX2, the above definitions can bc extended to three dimensions.
If the water parcel is transported over only an infinitesimal distance from its equilibrium position, the compressibilities of the water parcel and the surrounding water are equal-(+,, T q). Then, from Eq. 28 and 32, it follows that M2 = N2. Thus, for the initial infinitesimal portion of the movement of the water parcel from its point of origin, the orientation of the neutral surface and neutral track is identical.
Each water parcel has its own neutral track, which may differ from that of neighboring water parcel. Neutral tracks of different parcels can cross. The topology of a neutral track is determined by 0,, and Spa of the parcel and the particular 0, S, and p field. A neutral track can form a three-dimensional volume, a surface, or a line, or it may reduce to a point. Although according to Eq. 30 at each location along the neutral track the density of the water parcel is equal to the density of the background field, a water parcel that moves along its neutral track may generate an instability. Such instability may occur because two water masses that have different temperature and salinity but equal density may have different compressibility. Compressibility enters the stability condition Eq. 15 through equation Eq. 14.
Thepotentialfor neutralsurface andfor neutral trackSurfaces such as isotherms, isohalines, and isopycnals can be uniquely defined by scalar properties (temperature, salinity, density) that are constant on those surfaces. These scalars are then called a potential of the vector field that defines the surfaces. As we have seen, neutral surfaces a_nd neutral tracks are defined by the vector fields R2 and M2, respectively. (Remember that these vectors are perpendicular to their respective surfaces.) The question arises whether these fields have a potential, that is whether the corresponding surfaces can be characterized by a scalar property that remains constant. From a mathematical yiewpoint, a potential Vd, = fi2 exists if and only if V x N2 = 0 (and correspondingly for k2). To test this condition, we evaluate the y component of the curl of G2.
By inserting Eq. 16 and 28, i,2 = $(g)isen -g] and
into Eq. 33 and using 
which makes IZq. 37 equal 0. It is straightforward to show that the other components of the curl of M2 are 0 as well. Therefore, the vector field M2 (defined for a specific water parcel) can be characterized by a potential (b that is given by C$ = AC = ,210, S, p) -p^(fl,,, Spa, p). The surface defined by 9 = 0 corresponds to the neutral track (i.e. buoyancy acting on the transported water parcel is 0 along the neutral track). In contrast, a water parcel that moves along the neutral surface is vertically accelerated by its buoyancy. As discussed by McDougall ( 1987 b) , in most cases even purely advective transport along the neutral surface results in a mass flux across it. This is the so-called thermobaric effect.
If water density is primarily determined by temperature (i.e. if for any displacement & do x=-,6 dS), the isotherms (surfaces of constant potential temperature) are parallel to the neutral surface (McDougall 1987a ) and the latter are parallel to the neutral tracks.
Horizontal ,vessure gradients and transport along neutral tracks-I?'he theoretical concepts developed above lead to nontrivial solutions only if horizontal density and pressure gradients are different from 0 at @astAat soAme locations in tae water body. Otherwise, Nx2, Ny2, Mx2, and My2 would all be 0 (see Eq. 32 and 34), which implies that the neutml surfaces, the neutral tracks, and the isopycnals are horizontal. Thus, horizontal pressure gradi-ents must exist if neutral tracks and neutral surfaces are not simply parallel to the horizontal. In this case, however, transport along a neutral track is not force-free, although it is buoyancy-free (i.e. the force acting vertically on a water parcel vanishes along its neutral track).
As a consequence, work is required to transport a water parcel along its neutral track in the direction of the horizontal pressure gradient. The work per unit mass, W, is given by the integral along the neutral track:
If transported in the direction of the negative horizontal pressure gradient, the water parcel will gain kinetic energy along its neutral tracks. This must be the preferred pathway along which water parcels move. However, a water parcel may leave its neutral track if the neutral track leads to a position where the water parcel is vertically instable but its density corresponds to the density of the surrounding water. For the latter case, we provide an example below (see Fig. 6 ).
Application of the theoretical concepts
For illustrative purposes, we now apply the above theoretical concepts to CTD profiles from Lake Baikal taken in early summer 1993. Our CTD probe (SBE-9 from SeaBird Electronics) provided a resolution of 0.04 dbar for pressure, 0.0003"C for temperature, and 0.0 1 PS cm-l for conductivity.
Depth was determined from pressure p and in situ density p by means of the hydrostatic approximation dpldz = -gp. Hence, pressure and depth are not independent parameters.
Based on numerous chemical analysts of Baikal water, we concluded that among all dissolved substances that do not add to electric conductivity, only orthosilicic acid [Si(OH),] is significant for the spatial variation of water density. In the top 300 m, concentration of this acid is approximately constant and equal in all three basins. Below 300 m, a mean vertical distribution was determined for each basin by fitting a second-order polynomial to measured concentrations of silica taken from several vertical profiles (see Hohmann et al. in press for details). We define the total concentration of dissolved solids Stol as the sum of S,, the salinity due to dissolved ions dctermined from electric conductivity, and Ssi, the concentration of Si(OH),; that is Stat = SC + Ssi* (40) S, was determined from conductivity by use of the chemical position of Baikal water (Falkner et al. 199 1) and the procedure described by Wiiest et al. (1996) . The effect of pressure on conductivity was determined from vertical CTD profiles (a plastic bag was put around the probe to prevent water exchange). As described by Hohmann et al. (in press ), the equation of state and the coefficients (Y, y, p,, psi, and cp were calculated from the empirical relationships for low-salinity waters by Chen and Miller0 (1986) . Because the relative chemical composition of Baikal water is different from seawater (the composition used by Chen and Millero) , the effect of salinity on density has to be corrected. We adopted the following scheme (Hohmann et al. in press): P(T, sc~ sSi7 P) t41) with &(T, SC, P) = fc ' &M(l: sc~ P) Wa) P,i(T, SSi, P> 3 fsi ' PCM(Tp SSi, P)* Wb)
The subscript CM refers to the polynomials given by Chen and Miller0 (1986) . According to Hohmann et al. (in press) , the coefficients arefc = 1.074 andfsi = 0.477. They result from the different salts described by salinity S [sea salt for Chen and Miller0 in contrast to the ions of Baikal water (SC) and Si(OH), (Ssi)].
In the following, the simplified notation p(T, S, p) = p(7', SC, Ssi, p) is used. Because the contribution of the chemistry to water density is split into two parts (see Eq. 40), water density and derived propcrtics contain two terms of haline contraction. For example, the square of the Brunt-V&ala frequency has the form
Nz2(T, Sp p) E N,"(T, SC, Ssi, p) -MT, L P)%
One-dimensional structure of the water column--A CTD profile taken in June 1993 in the north basin of Lake Baikal at the deepest point (depth 897 m) demonstrates the application of the tools that were developed for the one-dimensional stability analysis of the water column. In situ temperature and potential temperature arc shown in Fig. 1 A. The largest differences are found in the deepest 200 m, but even there they do not exceed 0.01 K. The reason is that water temperature is always close to Tmd when the absolute size of the thermal expansion coefficient and thus the adiabatic lapse rate (Eq. 2) are small (la] < 2x 10B5 K-l, I < 1.3~ 10m5 Km-l).
This situation is typical for cold freshwater lakes (Farmer 1975) .
Potential temperature is almost constant in the top 1 d0 m and then rapidly increases to reach a sharp maximum Reference depth for ppot and pqua is the water surface (p = 0). The thin solid line at 0.053 sigma was included as a reference for a profile of constant density. at about 150 m. This increase coincides with a distinct drop of S,, although the total variation of S, in the profile is ~0.5 ppm (Fig. 1B) . Below 150 m, potential temperature decreases with depth. Near the lake bottom, potential temperature decreases more rapidly and forms a cold bottom boundary layer of about 20-m thickness. This layer, characterized by a sharp decrease in S, and an increase in oxygen (not shown), is probably caused by convection of near-surface water along the lake boundary (Hohmann et al. in press) . The maximum of 8, here at a depth of -150 In, is commonly called the "mesothermal maximum."
In the absence of salinity gradients and for stable conditions, the mesothermal maximum must coincide with the depth where 8 crosses the Tmd line. In the profile shown, t:le crossing is at 220 m. In the depth range between 150 ar.d 220 m, the water column is stabilized by S, (see below). Figure 1 C gives the ,concentration of Si(OH&, averaged from several individual profiles as described above. l'he symbols show Si(OH)4 concentrations measured in water samples that have been taken at the same location and time as the CTD profile. Figure 2 gives profiles of in situ density, potential density, and quasi-density that were calculated from the profiles of T, SC, and Ssi shown in Fig. 1 . Although in situ density is not relevant for stability, it was included to show the rather large compressibility effect. Except for a few locations, q.lasi-density increases monotonically with depth, which indicates a stable water column. In contrast, potential density decreases with depth between 350 and 600 m and in the bottom region. This behavior is caused by the pressure dependence of the thermal expansivity a and demonstrates that potential density can be misleading when used to analyze stability at depths not very close to the reference depth (here chosen at the water surface).
Evaluation of the vertical stability, NZ2, for the same data set depends on the resolution chosen for the discretization. Three different resolutions are shown in Fig.  3A . For 1 m,. because of the extremely small mean gradients of T, SC, and Ssi and the limited resolution of the CTD probe, NZ2 varies strongly. Although the NZ2 values calculated with the 1 -m resolution contain all information about stability, they are not really meaningful because the error due to the limited resolution of the CT'D probe is -8 x 1 Om8 sm2. The NZ2 values calculated with a resolution of 10 m show that most of the water column is stable. An unstable region (where NZ2 drops below 0) is resolved at 700 m. The typical error for these NZ2 values is < 1 x 1 Om8 s-~. Note that this error and the error given above for the l-m spatial resolution assume that the mean curve for Ssi is correct. For a resolution of 100 m, the water column appears to be entirely stable. The unstable region at 700 m cannot be resolved. The error of the 100-m resolution values depends on wethcr the mean gradient of T, SC, and Ssi over 100 m is representative for the local gradients.
According to Eq. 24, quasi-density can be used to describe the stability of the water column. As shown in Fig.  3B , Pqua increases monotonically with depth in most of the profile, thereby indicating stable conditions. The instability at 700-m depth can be clearly seen in the pqua profile, which was calculated using a spatial resolution of 1 m for the integration of Eq. 23. Thus, quasi-density as an integrative quantity seems to bc ideal for the analysis of the vertical stability of a water mass.
Two-dimensional distribution of 0, S,, and S,-In this section we illustrate the difference between potential density surfaces, neutral surfaces, and neutral tracks by using data from a transect of CTD casts that were part of an extensive field campagne in the central basin of Lake Baikal in May-June 1993. The selected transect extends from the east shore near Boldakovo to -6 km from the Fig. 4 . Two-dimensional transect of (A) potential temperature and (B) dissolved solids (S,,, = S, + S,,) in the central basin of Lake Baikal calculated from data taken in June 1993. The east shore (at Boldakovo) is on the left. The thin vertical lines indicate the location of four of the five CTD casts; a fifth cast at 5,790 m from the east shore lies outside the graph. Note that the fine structure of the isolines results from linear interpolation between stations of fairly large horirontal spacing: it is not real. east shore in the direction of Olkhon Island. It consists of live CTD casts taken at 760, 1,720, 2,480, 3,660, and 5,790 m from the east shore (Fig. 4) . For the following considerations, possible inclinations of the water surface are neglected. Given the hydrostatic assumption, we can use pressure to construct a spatial two-dimensional grid, here chosen to have a resolution of 14 m in the vertical and 100 m in the horizontal. T, S,, and .Ssi are calculated for the grid points by linear interpolation.
Potential temperature and the concentration of dissolved solids are shown in Fig. 4 . With the measured (T, .S,, S,,) field it then can be shown that the isobaths (lines ofconstant pressure) deviate from the horizontal by <O.OOl tn.
Between 1,000 and 1,600 m from the eastern shore, f? and S,,, are almost constant with depth. This is the zone ofthe thermal bar (where water temperature at the surface reaches the temperature of maximum density at about 4°C) that always develops along the eastern shore in spring (Shimaraev et al. 1993) . Beyond 1,800 m from shore, the mesothermal temperature maximum becomes visible at a depth of about 200 tn. Note the distinct difference in the structure of the isotherms and isohalines below 100 mat 2,000-3,800 m from shore.
As shown earlier, the gradient of potential density is not always suitable for the description of local vertical stability. The selected situation will demonstrate that isopycnals (surfaces of constant potential density) may also be misleading when describing the direction of neutrally buoyant transport.
The field of potential density is shown in Fig. 5A . The values were derived from the regular (T, S,, S,,) field, which was calculated by linear interpolation of the measured data (see above). The isopycnals approximately follow the isotherms (Fig. 4A) in the top 200 m. Below 250 m, a direct correlation between isopycnals and isotherms disappears. For example, the 0.0545 sigma line seems to suggest that water from the surface could penetrate to a depth of 400 m (Fig. 5A) . However, the neutral track of a water parcel with initial position at 252-m depth and 3,000 m from shore indicates that isentropic, buoyancyfree transport does not follow the isopycnals and that this water parcel is not able to propagate deeper than 300 m. Figure 5B shows the local direction of the neutral surfaces. Generally, these surfaces are not parallel to the isopycnals, which demonstrates that for certain situations isopycnals do not even provide reliable information regarding the local direction of neutrally buoyant transport along infinitesimal distances. Such situations occur when the thermal expansivity (Y and the temperature gradient are small enough that dissolved solids are as important as temperature in determining the direction of neutrally buoyant transport. Therefore, the comparison of isopycnals with neutral tracks or neutral surfaces can serve as a tool to identify regions where both components (potential temperature and dissolved solids) are relevant for neutrally buoyant transport. In the above example, such a region is identified below 200 m at 2,500-3,700 m from shore.
The neutral track describes the path along which isentropic transport is neutrally buoyant for a specific water parcel. Here, we illustrate the properties of neutral tracks with the two-dimensional Figure 6A and B differ in the initial position of the selected water parcel; that is, these parcels have different b',, S,;,, and SsI:pB. If Ap < 0, the water parcel is heavier than the surrounding water and it will sink. If the density of the water parcel is equal to that of the background field (A; = 0), no buoyancy is acting on the water parcel. Hence, an isoline defined by AI; = 0 marks the neutral track of the water parcel provided that the line contains the initial position of the parcel.
The buoyancy-free motion of a water parcel follows its neutral track. Small deviations from this path may either cause a restoring force or a force that drives the parcel farther away from its neutral track. In the latter case, the neutral track is unstable. As shown in the inset of Fig.  6A , neutral tracks remain stable as long as the region where Ab > 0 is below the track. For example, the water parcel with initial position at 26-m depth and 2,000 m from shore (Fig. 6A) would follow its neutral track up to a depth of about 150 m and then would sink freely to the lake boundary. In contrast, the neutral track shown in Fig. 6B is stable everwhere except for the depth zone between about 150 and 200 m, where it seems to approach neutral stability.
The above considerations are clearly hypothetical. In reality, mixing of the parcel with the surrounding water always occurs. Such mixing changes the characteristics of 1000 1500 2000 2500 3000 3500 4000 4500 5000
Distance from shore hi Fig. 6 . Difference between the in situ density at location (x, z) and the density of a water parcel transported isentropically from its initial position (0) the water parcel (i.e. its potential temperature and salinity). Thus, mixing alters the parcels neutral track. Additionally, horizontal pressure gradients were neglected even though they must exist, as is shown by the following consideration. Assume that the water parcel of Fig. 6A is transported buoyancy-free and without mixing from its initial position to a depth of 260 m at 2,000 m from shore. At this point, a small deviation upward from the neutral track will cause the water parcel to rise freely and to gain kinetic energy due to buoyancy until the parcel reaches its original depth of 26 m (dashed black line in Fig. 6A ). The kinetic energy gained on the last portion of the closed track must have been invested into the transport along the neutral track before (per the law of energy conservation).
As mentioned earlier, horizontal pressure gradients provide the force against which work has to be done during the transport along the neutral track. The pressure field shown in Fig. 7 has been calculated by assuming hydrostatic conditions and the (8, S,, S,,) field of Fig. 4 to be exact. Beyond 1,500 m, pressure decreases at constant depth with increasing distance from shore. However, the pressure gradients are extremely small and are not measurable. Remember that any barotropic contribution to the pressure field (caused by a tilting of the water surface) was neglected. The real pressure field is clearly dominated by this component. The sole reason to show the pressure field of Fig. 7 is to demonstrate that energy conservation is not violated by the motion along the neutral track. In fact, the work per unit mass required to move the water parcel from A to C via B along the neutral track against the horizontal pressure gradient is 6.7 x lOm4 J kg-l (calculated using Eq. 39), which equals the energy gained by the water parcel due to buoancy on its vertical path from C to A. Similar considerations can be made for the transport along the stable neutral track shown in Fig. 6B .
In Fig. 8 , various neutral tracks are compared with the field of neutral surfaces, which was calculated from the data shown in Fig. 4 (see also Fig. 5B ). At most locations both fields are parallel, especially in Fig. 8B . However, between 150-and 250-m depth at l,OOO-3,000 m from shore, the direction of the neutral tracks deviates from the neutral surfaces (Fig. 8A) . In this region the neutral surface is almost vertical, indicating that vertical stability is almost zero. Thus, small variations of both 0 and S, strongly influence the direction of the neutrally buoyant transport (recall that S,, is constant within the top 300 m). Thus, the area ofneutral stability provides the regions where neutral track and neutral surface should differ the most. Either potential temperature (near the surface) or dissolved solids dominate the direction of N2 and MZ elsewhere. In these cases, neutral surfaces and neutral tracks are locally parallel (see the two upper neutral tracks in Fig. 8B ). Note also that neutral track and neutral SWface are parallel at the origin of the neutral track, which agrees with theory.
Neutral track and deep-waterformation-The principal reason for the development ofthe concept ofneutral tracks evolved from investigations regarding the deep-water formation in Lake Baikal (Hohmann et al. in press) . In this context one of the central questions was how water with a temperature below that of the mesothermal maximum can sink from the surface layers past the mesothermal maximum to the deepest parts of the lake. The problem arises because water with the temperature of the mesothermal maximum has a higher density than water with a lower temperature, provided that salinity gradients have a negligible effect on density.
Deep-water formation is likely to occur in regions where water masses with different (0, S,, &) characteristics meet, as is the case at the Academician Ridge, a sill that separates the north and the central basins of Lake Baikal. In May 1995 we measured a transect of CTD casts across the sill. From these CTD measurements and the vertical distribution of silicia in each basin (which was estimated by assuming the distribution to be the same as it was in spring 1993), potential density was calculated. The isopycnals seem to suggest that no deep water is formed at Academician Ridge (Fig. 9) . However, as discussed earlier, the isopycnals can be misleading if they are interpreted as the direction of neutrally buoyant transport. Consider a water parcel with initial position in the central basin near Academician Ridge at a depth of 140 m, which is well above the mesothermal maximum at -280-m depth. As indicated by the neutral track of this parcel, water can propagate buoyancy-free across Academician Ridge and sink to about 700 m in the north basin (provided that mixing is not important), which suggests that Academician Ridge could be an important region for the formation of deep water in the north basin of Lake Baikal. This result is independent of whether the concentration of silica is considered. More details are given elsewhere (Hohmann et al. in press ).
Conclusions
Stability analyses of the water columns of deep and cold freshwater lakes require concepts that deal with the subtleties regarding the equation of state of water close to the temperature of maximum density. Potential density, a common hydrographic tool that is used by oceanographers, may lead to erroneous results when used to analyze local stability in freshwater systems. To overcome this defficiency, we introduced a new parameter, quasidensity, which is defined in Eq. 23. As shown by data from Lake Baikal, quasi-density is an excellent parameter for one-dimensional analysis of vertical stability of the water column. The vertical derivative of quasi-density is proportional to the square ofthe Brunt-Valsala frequency N,' and is particularly useful in determining an optimal spatial resolution for calculations of Nz2.
However, despite the advantage of quasi-density over potential density for describing local stability, potential density remains a useful concept for discussing stability that follows finite isentropic transport (i.e. the question of whether a water parcel has a restoring force after it moves wentropically along a finite distance). Thus, quasidensity and potential density can be regarded as complementary concepts. Quasi-density describes local stability everywhere in the water column, whereas potential density describes stability following isentropic transport of individual water parcels along finite distances when the reference depth is chosen to be at the final position of the parcel.
In two-or three-dimensional fields of potential density and dissolved solids, not only is local vertical stability of interest, but also of interest is the question concerning along which directions the transport of water parcels ir buoyancy-free. McDougall (1984 introduced the neutral surface as the direction along which a water parcel can be displaced buoancy-free from its initial position over an infinitesimal distance. In general, however, isentropic transport over a finite distance along the neutral surface leads to buoyancy, which is the so-called thermobaric effect (McDougall 1987b) . Neutral surfaces also suffer from the fact that they are not iso-surfaces of a potential; that is, no scalar property exists that is constant along the neutral surface that can be used to label that specific surface (in the same way as pressure can be used to label an isobaric surface).
The concept of the neutral track was introduced as a complementary approach to analyze the isentropic and buoyancy-free movement of a water parcel over a finite distance. Each water parcel has its own neutral track. Thus, a surface does not exist in general along which water parcels from different initial positions can be transported buoyancy-free. The neutral track differs from the neutral surface only if the spatial variation of both temperature and dissolved solids are relevant for the structure of the density field. Otherwise, the neutral track is parallel to the particular isotherm or isohaline.
As shown by a two-dimensional (8, S,, S,J field measured in Lake Baikal, the concept of the neutral track provides an excellent tool to analyze the possible pathways along which deep water can be formed in this lake. Additionally, deviations between the neutral track and the neutral surface serve to identify those critical areas where both temperature and salinity are relevant for assessing the mixing behavior of the water body.
Because the motion of water is also determined by forces other than buoyancy (e.g. wind shear and largescale pressure gradients), the theoretical concepts that we have discussed do not tell how water really moves. The neutral track should be understood to be the preferred path for motion, provided that certain ideal conditions hold. As such, the concept of neutral tracks is important as an analytical tool to isolate the dynamics related to the density field from other forcing factors.
