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Linear inviscid damping for shear flows near Couette
in the 2D stably stratified regime
Roberta Bianchini, Michele Coti Zelati, and Michele Dolce
ABSTRACT. We investigate the linear stability of shears near the Couette flow for a class of 2D incompressible
stably stratified fluids. Our main result consists of nearly optimal decay rates for perturbations of stationary
states whose velocities are monotone shear flows (U(y), 0) and have an exponential density profile. In the case
of the Couette flow U(y) = y, we recover the rates predicted by Hartman in 1975, by adopting an explicit
point-wise approach in frequency space. As a by-product, this implies optimal decay rates as well as Lyapunov
instability in L2 for the vorticity. For the previously unexplored case of more general shear flows close to
Couette, the inviscid damping results follow by a weighted energy estimate. Each outcome concerning the
stably stratified regime applies to the Boussinesq equations as well. Remarkably, our results hold under the
celebrated Miles-Howard criterion for stratified fluids.
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1. Introduction
This article is concerned with the linear asymptotic stability of shear flows close to Couette for a class of
two-dimensional incompressible stably stratified fluids without viscosity. Stability of laminar equilibria, to
which the Couette flow with velocity vector (y, 0) belongs, is a widely investigated problem in the general
context of hydrodynamic stability, a field where several major open questions still remain unanswered. We
refer to [4, 17] for two highlighting reviews on the topic. The stability results provided here are explicitly
quantified in terms of decay rates due to the phenomenon known as inviscid damping, caused by vorticity
mixing. A brief review on the existing literature of linear and nonlinear inviscid damping is presented below.
As pointed out later on, from the rigorous mathematical viewpoint, the majority of inviscid damping
results belongs to the framework of homogeneous fluids, namely incompressible flows with constant density
(and zero viscosity, see [4] for a discussion about that). On the other hand, the physics literature on the
stability of non-homogeneous fluids started several decades ago and provided one of the first remarkable
answers in the early 60’s, with a criterion for spectral stability of stratified flows due to Miles [28] and
Howard [20]. The mathematical picture on the stability of shear flows for variable density fluids is therefore
far from being complete and only linear stability results are available up to now [2,38] .
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A relevant class of fluids with variable density is represented by the non-homogeneous incompressible
Euler equations
ρ(∂t + u · ∇)u+∇p = −ρ g,
(∂t + u · ∇)ρ = 0,
∇ · u = 0,
(1.1)
where u = (ux, uy) is the velocity field, ρ is the density, p is the pressure and g = (0, g) is (minus) gravity.
Models of incompressible fluids have a large range of application, in particular in oceanography, see [31],
where both incompressibility and absence of viscosity are very good approximations of reality.
The system under investigation in this paper belongs exactly to this framework. On the spatial domain
(x, y) ∈ T× R (a periodic channel), we consider
(∂t + U(y)∂x)(ω − β∂yψ)− (U ′′(y)− βU ′(y))∂xψ = −R∂xq,
(∂t + U(y)∂x)q = ∂xψ,
∆ψ = ω,
(1.2)
endowed with the suitable initial data
ω(0, x, y) = ωin(x, y), q(0, x, y) = qin(x, y).
The above linear system is written in terms of the unknowns ω,ψ and q, which represent perturbations of a
vorticity, a streamfunction and a (scaled) density, respectively. In particular, the velocity vector (vx, vy) =
∇⊥ψ = (−∂yψ, ∂xψ) is recovered via the Biot-Savart law
vx = −∂y∆−1ω, vy = ∂x∆−1ω. (1.3)
Moreover, R > 0 and β ≥ 0 are a priori two constant and independent parameters. As explained in
the subsequent Sections 1.3-1.4, the potential interdependence of the constants R and β establishes the
distinction between two different physically relevant models: the case of shear flows in the Boussinesq
approximation (for β = 0 and R > 1/4) and the case of an exponentially stratified fluid (for β > 0 and
R = βg > 1/4).
1.1. Linear inviscid damping and main results. Since the x-average is a conserved quantity for the
dynamics of (1.2), it is convenient to introduce the notation
〈f〉x = 1
2π
∫
T
f(x, y)dx
to denote the x-average of a function f : T × R → R. We prove a quantitative asymptotic stability result
when the background shear is close to the Couette flow U(y) = y. The main result of this paper reads as
follows.
THEOREM 1.1. Let R > 1/4 and β ≥ 0 be arbitrarily fixed. There exists a small constant ε0 =
ε0(β,R) ∈ (0, 1) with the following property. If ε ∈ (0, ε0] and
‖U ′ − 1‖H6 + ‖U ′′‖H5 ≤ ε, (1.4)
then for every t ≥ 0 we have
‖q(t)− 〈q〉x‖L2 + ‖vx(t)− 〈vx〉x‖L2 .
1
〈t〉 12−δε
(‖ωin − 〈ωin〉x‖L2 + ‖qin − 〈qin〉x‖H1) , (1.5)
‖vy(t)‖ . 1
〈t〉 32−δε
(
‖ωin − 〈ωin〉x‖
H
1
4
+ ‖qin − 〈qin〉x‖
H
5
4
)
, (1.6)
where δε = 2
√
ε.
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Assumption (1.4) is a quantification of how close the background shear is to the linear profile given by
the Couette flow U(y) = y, which corresponds to ε = 0. Theorem 1.1 is a consequence of more general
stability estimates in Hs, for any s ≥ 0 (see Theorems 3.1 and 4.1 below). It is worth mentioning here that
the constants hidden in the symbol . in (1.5)-(1.6) blow up exponentially fast as R → 1/4. Moreover, the
choice of δε is not dictated by any scaling reasons: it can be actually taken proportional to ε itself, at the
cost of a few more technicalities (see Remark 4.9).
The decay estimates (1.5)-(1.6) are an example of inviscid damping. This terminology, introduced in
analogy with Landau damping [29], refers to a stability mechanism due to vorticity mixing. Studied since
Kelvin [25] and Orr [30], the physics literature is quite vast (see [15, 16, 32, 37] and references therein).
Of interest to the case treated here, we mention that the mixing phenomenon behind inviscid damping also
appears in stratified shear flows [8,26].
In the case of the 2D Euler equations with constant density, the nonlinear asymptotic stability of the
Couette flow was obtained in [5], and much more recently the cases of monotone shears [22,23,27] and the
point-vortex [21] were treated. In the linearized setting, more general flows can be analyzed [3, 11, 18, 24,
33–36,39–42].
However, in the density-dependent case, vorticity mixing is not the only relevant effect. This is clarified
in the special case of the Couette flow U(y) = y, where a proof which is point-wise in frequency space can
be obtained, and gives the following instability result for the vorticity.
COROLLARY 1.2. Let U(y) = y in (1.2), and assume that R > 1/4 and β ≥ 0. If ωin ∈ L2 and
qin ∈ H 12 , then
‖ω(t)‖L2 & 〈t〉
1
2
(
‖ωin‖L2 + ‖qin‖H 12
)
, (1.7)
for every t ≥ 0.
Corollary 1.2 highlights the presence of a linear Lyapunov-type instability in L2 for the vorticity. A
similar type of instability was also recently observed in the compressible case [2] and in [43] in the simplified
case of a viscous fluid under the Boussinesq approximation. We point out that this instability result for the
vorticity is the reason why the inviscid damping rates of Theorem 1.1 are slower than the ones of the
constant density case. Furthermore, unlike the case of homogeneous fluids, the fact that the bound (1.7)
holds pointwise for each fixed frequency (see (3.4)) shows in particular a transient decay for times below
the critical ones. For homogeneous fluids linearized around Couette, a completely different (linear) model
was introduced in [13], where the authors employ ad hoc initial data, which are built in such a way that the
vorticity is unstable in any Hs, s > 2 but the velocity still enjoys inviscid damping. This is related to the
so-called mechanism of echoes.
1.2. Proof strategy and comparison with previous works. To the best of our knowledge, a linear
asymptotic stability analysis of shear flows in the non-constant density setting appears in [38] and [2].
In [38], the authors treat the case of the Couette flow U(y) = y and an exponential density profile as
the one in (1.11), for an arbitrary R > 0. In the case R > 1/4, an improvement of the statement of [38]
is recovered by Theorem 1.1 by simply setting ε = 0. In particular no (exponential) weights are needed in
the norms. However, it is shown in [38] that for R ≤ 1/4 the decay rates undergo (at least) a logarithmic
correction. The methods of proof in our work are completely different from those employed in [38]. There,
the analysis is based on the use of hypergeometric functions (an approach that dates back to Hartman [19]),
which were needed to solve the system (1.2) in frequency space. In fact, by performing the change of
variables to follow the background shear, it is possible to rewrite (1.2) as a second order linear ODE in terms
of ψ that can be solved with the use of hypergeometric functions.
In our paper, we instead take inspiration from the recently treated compressible case [2]. Namely, we
consider (1.2) as a 2× 2 non-autonomous dynamical system at each fixed frequency. Then, by exploiting a
proper symmetrization, we present a proof of Theorem 1.1 in the Couette case (i.e. for ε = 0), which will
be propaedeutic to the study of shears close to Couette.
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Finally, our method of proof relies on the use of an energy functional endowed with certain suitable
weights, among which one is inspired by the Alinhac ghost weight energy method [1] and was already used
by Zillinger (see [40] and references therein) in the constant density case, and in [2] in the compressible
case. Notice that the analysis of this model requires a delicate tracking of the constants depending on β,
which will be involved in the definition of one of the weights of our energy functional. In fact, this is the idea
which allows us to handle the general case of exponentially stratified fluids near Couette. We would also
like to point out that the shears-near-Couette case could be seen as a step forward aiming at investigating
nonlinear stability of the Couette flow for stratified fluids, as a good understanding of the dynamics of the
background shear flow was a key point for the nonlinear stability in the constant density case, see [5].
1.3. Stratified flows in the Boussinesq approximation. The mathematical description of the dynam-
ics of the ocean can be modeled by system (1.1), under some additional hypotheses. Specifically, in most
physical non-homogeneous fluids, the variations of the density profile are negligible compared to its (con-
stant) average. It is then customary to assume that at equilibrium the stratification (or density variation) is
given by a stable profile ρ¯(x, y) = ρ¯(y) so that ∂y ρ¯(y) < 0. Among all the possible stratification’s equi-
libria, one often assumes in addition that the stratification is locally affine so that ∂y ρ¯(y) is constant, see
[7, 14] and references therein for an interesting discussion on the benefits and limitations of this approxi-
mation. Thus we consider a linear background stratification ρ¯(y) = 1 − γy, with 0 < γ ≪ 1. Notice
that this profile is stable and locally affine and, at least for small γ’s, one can locally rely on the asymptotic
ρ¯(y) = 1− γy ≈ e−γy . This way, we linearize system (1.1) around the equilibrium
ρ¯ = ρ¯(y) = 1− γy, ∂y p¯ = −gρ¯,
with zero velocity, and we consider small disturbances of this equilibrium, which create small fluctuations
of the density κρ˜ and a (zero divergence) velocity field κu˜ as well, with κ ≪ 1. Then we plug in system
(1.1) the following expansions
u = κu˜, ρ(t, x, y) = 1− γy + κρ˜, p = −g(1− γy)− κp˜,
so obtaining the Boussinesq equations
(∂t + κu˜ · ∇)u˜+∇p˜ = − ρ˜
ρ¯
g,
(∂t + κu˜ · ∇)ρ˜− κγvy = 0,
∇ · u˜ = 0.
The above 2D system is widely investigated and besides referring to [31] for a more physically detailed
derivation, we just remark that it describes perturbations of a steady solution where gravity compensates
for the vertical derivative of the pressure (∂y p¯ = −gρ¯), which translates in the fact that, in this Boussinesq
regime, the restoring force of equilibrium’s fluctuations is exactly gravity (Archimedes’ principle).
Rather than a well-posedness and stability theory of small (and finite energy) perturbations of stratified
fluids, see for instance [7, 9, 10, 12], here we are interested in the stability of shear flows. Thus we apply a
further linearization near
u¯ = (U(y), 0),
and hitting with ∇⊥· = (−∂y, ∂x)· the momentum equation yields
(∂t + κU(y)∂x)ω − κU ′′(y)∂xψ = −g∂xρ˜
ρ¯
, (1.8)
(∂t + κU(y)∂x)ρ˜ = κγ∂xψ,
∆ψ = ω.
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The last step is to scale time as τ = κt and define the scaled density
q =
ρ˜
γ
,
so that, neglecting the small departures from 1 in ρ¯(y) = 1− γy in the denominator of the first equation in
(1.8), we end up with
(∂t + U(y)∂x)ω − U ′′(y)∂xψ = −R∂xq,
(∂t + U(y)∂x)q = ∂xψ,
∆ψ = ω,
(1.9)
and
R =
γg
κ
.
Notice that (1.9) is exactly (1.2) with β = 0, so that Theorem 1.1 gives asymptotic stability for system (1.9)
in the regime R > 1/4.
1.4. The stably stratified regime. A model for the stably stratified regime can be heuristically derived
from the Euler equations (1.1) as follows. We consider an exponential stratification, where the stable back-
ground density is ρ¯(y) = e−βy for some β > 0, and we linearize system (1.1) around this steady profile.
Again, we are interested in studying stability of shear flows. Putting both the approximations together, we
thus linearize (1.1) near
u¯ = (U(y), 0), ρ¯ = ρ¯(y) = e−βy, ∂y p¯ = −gρ¯.
Hitting the equation for the velocity with∇⊥·, we obtain
(∂t + U(y)∂x)ω − U ′′(y)∂xψ + β(∂tvx + U(y)∂xvx + U ′(y)∂xψ) = −g∂xρ
ρ¯
,
(∂t + U(y)∂x)
ρ
ρ¯
= β∂xψ,
∆ψ = ω,
(1.10)
where the velocity perturbation is recovered again from the Biot-Savart law in (1.3). We rearrange now the
linearized system (1.10) by introducing the scaled density and the parameter R
q =
ρ
βρ¯
, R = βg. (1.11)
Using that vx = −∂yψ, we recover the equations of system (1.2). Due to the (linear) relation between β
and R, our Theorem 1.1 provides an answer to the question of asymptotic stability in the case β > 1
4g
, or
equivalently R > 1
4
. This threshold is expected due to the celebrated Miles-Howard criterion for (spectral)
stability of stratified fluids [20,28], which precisely requires the Richardson number
Ric(y) = −g ρ¯
′(y)
ρ¯(y)
1
|U ′(y)|2 =
R
|U ′(y)|2
to be greater than 1/4. We point out that, besides stability of the stratification profile, the positivity of β is
actually needed to satisfy the criterion R = βg > 1
4
, which in our strategy turns to be the key condition in
order to have a coercive energy functional.
1.5. Organization of the paper. The next Section 2 is dedicated to the set-up of the functional-analytic
tools needed to study our problem. In Section 3, relying on a dynamical system approach, we prove optimal
inviscid damping decay rates of (1.2) for the Couette flow U(y) = y. Next, we are able to extend the result
(up to a small loss in terms of the decay rates) to shears of general profiles, which are close to Couette in a
suitable sense. The latter result is obtained by means of a different method, which is based on the use of a
properly weighted energy functional, and is presented in Section 4.
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2. Preliminaries
In this section, we introduce the set of variables, the functional spaces and the operators which will be
used in our analysis. First, we define new coordinates and variables, which follow the background shear
flow and will be sometimes referred as the “moving frame”. Next, we set the notation for the Fourier
transform and the functional spaces. Since the new spatial coordinates as well as partial derivatives depend
on derivatives of the shear flow, then the action of differential operators in the moving coordinates has to be
established and well-defined. Related results are provided in Proposition 2.1-2.2 at the end of this section.
2.1. Change of coordinates and decoupling. It is best to further re-write the system (1.2) by defining
the auxiliary variable
θ = ω − β∂yψ = (I − β∂y∆−1)ω. (2.1)
Since the operator I − β∂y∆−1 is well-defined and invertible for any β ≥ 0, we can write (1.2) in terms of
θ and q alone as
(∂t + U(y)∂x)θ = −R∂xq + (U ′′(y)− βU ′(y))∂x∆−1
(
I − β∂y∆−1
)−1
θ,
(∂t + U(y)∂x)q = ∂x∆
−1
(
I − β∂y∆−1
)−1
θ,
(2.2)
with initial data
θ(0, x, y) = θin(x, y), q(0, x, y) = qin(x, y).
Due to the transport nature of (2.2), the convenient set of coordinates is that of a moving frame that follows
the background shear. Define
X = x− U(y)t, Y = U(y)
and the corresponding new unknowns
Θ(t,X, Y ) = θ(t,X + tY, Y ), Q(t,X, Y ) = q(t,X + tY, Y ), Ω(t,X, Y ) = ω(t,X + tY, Y ). (2.3)
The differential operators will change accordingly, in analogy with the cases already studied in the incom-
pressible literature [11,24,39,40]. In particular, by defining
g(Y ) := U ′(U−1(Y )), b(Y ) := U ′′(U−1(Y )), (2.4)
we obtain the rules
∂x  ∂X , ∂y  g(Y )(∂Y − t∂X),
and
∆ ∆t := ∂XX + g
2(Y )(∂Y − t∂X)2 + b(Y )(∂Y − t∂X). (2.5)
As we shall see, if g, b are small in a way made more precise later (see Proposition 2.1), the operator ∆t is
invertible. Similarly (see Proposition 2.2), the operator
Bt =
(
I − βg(Y )(∂Y − t∂X)∆−1t
)−1
. (2.6)
is well-defined for any β. Moreover, it follows from (2.1) and (2.3) that
Θ := B−1t Ω.
In the moving frame, the equations (2.2), written in terms of Θ and Q read
∂tΘ = −R∂XQ+ (b(Y )− βg(Y )) ∂X∆−1t BtΘ,
∂tQ = ∂X∆
−1
t BtΘ.
(2.7)
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It is apparent that the above system decouples in the X-frequency. Precisely, we adopt the following con-
vention. Given a function f = f(X,Y ), we can write
f(X,Y ) =
∑
k∈Z
fk(Y )e
ikX , fk(Y ) =
1
2π
∫
T
f(X,Y )e−ikXdX, (2.8)
where throughout the paper k ∈ Z will denote the X-Fourier variable. Applying this reasoning to Ω and Q,
we can interpret (2.7) as a coupled system of infinitely many equations that read
∂tΘk = −ikRQk + ik (b(Y )− βg(Y ))∆−1t BtΘk,
∂tQk = ik∆
−1
t BtΘk.
(2.9)
In the above equations, we identified ∆−1t and Bt with their X-Fourier localizations. It is clear that for
k = 0 there is nothing to prove, and therefore we will always assume k 6= 0.
2.2. Function spaces and operators. The Fourier transform in Y of a function f = f(X,Y ) is defined
by
f̂(X, η) =
∫
R
f(X,Y )e−iηY dY, η ∈ R. (2.10)
For any k ∈ Z and and η ∈ R, we define
〈η〉 =
√
1 + η2, 〈(k, η)〉 =
√
1 + k2 + η2.
We define the Sobolev space Hs of order s ∈ R by the scalar product
〈f, h〉s = 〈f̂ , ĥ〉s =
∑
k∈Z
∫
R
〈(k, η)〉2sf̂k(η)ĥk(η)dη
and norm
‖f‖2s = ‖f̂‖2s =
∑
k∈Z
∫
R
〈(k, η)〉2s|f̂k(η)|2dη.
By the above notation, we mean that we make tacit use of Plancherel theorem. When s = 0, the above
reduce to the standard L2 scalar product and norm, and we will use the explicit notation ‖ ·‖L2 for the norm.
An important role will be played by the operator
∆L := ∂XX + (∂Y − t∂X)2,
which is exactly what one obtains from ∆t in (2.5) when setting g ≡ 1 and b ≡ 0. The Fourier symbol of
−∆L will be denoted by
p(t; k, η) = k2 + (η − kt)2, (2.11)
along with its time-derivative
p′(t; k, η) = −2k(η − kt).
To see ∆t as a perturbation of ∆L, it is convenient to write
∆t = [I − Tε] ∆L, (2.12)
with
Tε =
[
(g2 − 1)(∂Y − t∂X)2 + b(∂Y − t∂X)
]
(−∆−1L ). (2.13)
In particular,
Tε = T
g
ε + T
b
ε ,
where
T gε = (g
2 − 1)(∂Y − t∂X)2(−∆−1L ), T bε = b(∂Y − t∂X)(−∆−1L ). (2.14)
The following proposition holds true (see also [2]).
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PROPOSITION 2.1. Let s ≥ 0 be arbitrarily fixed. There exists a constant cs ≥ 1 with the following
property. Assume that
‖g − 1‖s+1 + ‖b‖s+1 ≤ ε,
for a positive ε < 1/cs. Then ∆t is invertible onH
s and
∆−1t = ∆
−1
L TL, (2.15)
where
TL =
∞∑
n=0
T nε = I + TεTL. (2.16)
The convergence above is in the Hs-operator norm, and
‖TL‖Hs→Hs ≤
1
1− csε. (2.17)
PROOF. We begin to prove the convergence of the Neumann series (2.16) by obtaining a suitable bound
on
‖Tεf‖s ≤ ‖T gε f‖s + ‖T bε f‖s,
for any f : R → C in Hs. To estimate the first part, notice that the Fourier symbol of the operator
(∂Y − t∂X)2(−∆−1L ) is uniformly bounded above by 1. Therefore, by Young’s convolution inequality and
the fact that g ∈ L∞, we have
‖T gε f‖s ≤
∥∥∥|ĝ2 − 1| ∗ |f̂ |∥∥∥
s
≤
∥∥∥〈·〉sĝ2 − 1∥∥∥
L1
‖〈·〉sf‖L2 . ‖g − 1‖s+1 ‖f‖s,
where the last inequality follows from∥∥∥〈·〉sĝ2 − 1∥∥∥
L1
=
∫
R
〈η〉s
∣∣∣ĝ2 − 1∣∣∣dη = ∫
R
1
〈η〉 〈η〉
s+1
∣∣∣ĝ2 − 1∣∣∣ dη . ∥∥g2 − 1∥∥s+1 . ‖g − 1‖s+1 .
In the same way,
‖T bε f‖s . ‖b‖s+1 ‖f‖s.
Hence, there exists a constant cs such that
‖Tεf‖s ≤ cs
(‖g − 1‖s+1 + ‖b‖s+1) ‖f‖s ≤ csε ‖f‖s . (2.18)
If ε is chosen such that csε < 1, the Neumann series (2.16) converges. In particular,
TL = [I − Tε]−1,
so that from (2.12) we also obtain the relation (2.1), and the proof is over. 
We also need to describe the action of Bt on H
s. Its definition relies on the operator
BL := (I − β(∂Y − t∂X)∆−1L )−1, (2.19)
which is precisely Bt in the Couette case where g ≡ 1 and b ≡ 0 (compare with (2.6)). More precisely,
adopting the same notation as for the expansion of∆−1t in (2.15)-(2.16), we prove in the following proposi-
tion that we can write
Bt = TBBL,
where TB is a proper Neumann series (see Proposition 2.2). Notice that the operator BL is a Fourier multi-
plier, and
B−1L = 1 +
iβ(η − kt)
p
,
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so everything is well-defined. It is now an easy task to show that, for any fixed frequency, the following
bound holds true
1√
1 + β2
≤ |BL(t; k, η)| ≤ 1. (2.20)
For further reference, we also need to introduce
Bε : = BL(β(g − 1)(∂Y − t∂X)∆−1L + βg(∂Y − t∂X)∆−1L TεTL). (2.21)
The action of the above operators on Hs is detailed in the proposition below.
PROPOSITION 2.2. Let s ≥ 0 and β ≥ 0 be arbitrarily fixed. Assume that
‖g − 1‖s+1 + ‖b‖s+1 ≤ ε, (2.22)
for a positive ε ∈ (0, ε0]. Then we have
‖Bε‖Hs→Hs . ε. (2.23)
The operator Bt on H
s is well-defined and explicitly given by
Bt = (I −Bε)−1BL = TBBL, (2.24)
where
TB =
∞∑
n=0
Bnε = I +BεTB . (2.25)
Moreover,
‖TB‖Hs→Hs ≤ 2. (2.26)
PROOF OF PROPOSITION 2.2. The expansion of Bt in (2.6) in terms of the Neumann series (2.24)
follows from the definition of ∆−1t in (2.15)-(2.16) and the identity
Bt = (I − βg(∂Y − t∂X)∆−1t )−1
= (I − βg(∂Y − t∂X)(∆−1L +∆−1L TεTL))−1
= (I − β(g − 1)(∂Y − t∂X)∆−1L − β(∂Y − t∂X)∆−1L − βg(∂Y − t∂X)∆−1L TεTL)−1
= (B−1L (1−Bε))−1 = (1−Bε)−1BL = TBBL,
where BL, Bε are in (2.19) and (2.21). The above expansion is rigorous provided that (I−Bε) is invertible.
The expression of Bε in (2.21) is rearranged here as follows
Bε = BL(β(g − 1)(∂Y − t∂X)∆−1L + β(g − 1)(∂Y − t∂X)∆−1L TεTL + β(∂Y − t∂X)∆−1L TεTL).
We use the upper bound on the multiplier BL in (2.20) and the fact that |η − kt|p−1 ≤ p−1/2 ≤ 1 to obtain
‖Bεf‖s ≤ β
∥∥∥|ĝ − 1| ∗ |η − kt|p−1|f̂ |∥∥∥
s
+ β
∥∥∥|ĝ − 1| ∗ |η − kt|p−1|T̂εTLf |∥∥∥
s
+ β
∥∥∥|η − kt|p−1|T̂εTLf∥∥∥
s
≤ β
∥∥∥|ĝ − 1| ∗ |f̂ |∥∥∥
s
+ β
∥∥∥|ĝ − 1| ∗ |T̂εTLf |∥∥∥
s
+ β ‖TεTLf‖s
. β
∥∥∥〈·〉sĝ − 1∥∥∥
L1
‖f‖s +
∥∥∥〈·〉sĝ − 1∥∥∥
L1
‖TεTLf‖s + β ‖TεTLf‖s
. β ‖g − 1‖s+1 ‖f‖s + β(1 + ‖g − 1‖s+1) ‖TεTLf‖s ,
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where we applied the Young convolution inequality exactly as in the proof of Proposition 2.1. It remains to
deal with the last term above. Thus we first appeal to (2.18) and after we employ (2.17), so that
‖TεTLf‖s ≤ cs(‖g − 1‖s+1 + ‖b‖s+1) ‖TLf‖s ≤
cs
1− csε0 (‖g − 1‖s+1 + ‖b‖s+1) ‖f‖s ,
which yields (2.23) thanks to the smallness assumptions (2.22), where ε0 ≥ ε satisfies
βε0
(
1 +
4cs
1− csε0
)
< 1,
so that TB in (2.25) is well-defined and (I − Bε) is invertible. The bound (2.26) directly follows from its
definition (2.25) and the bound on Bε. The proof is over.

2.3. Notation and conventions. We highlight the following conventions, which will be used through-
out the paper.
• As already pointed out before, p′(t; k, η) stands for the time-derivative of the Fourier symbol
p(t; k, η). This notation is systematically applied to the Fourier symbols of the weights involved
in our Hs-weighted norm.
• We occasionally identify operators with their symbols in order to avoid additional notations (this
is for instance the case of the operator ∆−1t , as pointed out in (2.9) and the lines below).
• We drop the subscript k related to the X-Fourier-localization of the variables defined in (2.8) and
we also identify functions with their Y -Fourier transform in (2.10) when there is no confusion.
The adoption of this convection is usually pointed out at the beginning of the proofs.
• We use the notation f1 . f2 if there exists a constant C = C(R, β, s) such that f1 ≤ Cf2, where
C is independent of k, ε and β. We denote f1 ≈ f2 if f1 . f2 and f2 . f1.
3. The Couette flow
We begin our analysis with the Couette flow, when U(y) = y. In this case, in (2.4) we have g ≡ 1 and
b ≡ 0, so that Bt in (2.6) coincides with BL in (2.19), so that system (2.9) takes the simpler form
∂tΘk = −ikRQk − ikβ∆−1L BLΘk,
∂tQk = ik∆
−1
L Θk + ik∆
−1
L (BL − 1)Θk,
(3.1)
where
Θk = B
−1
L Ωk.
We remark again that BL is just a Fourier multiplier, and hence commutes with ∆
−1
L . One can explicitly
write its symbol and the symbol of its inverse operator, while the lower and upper bounds were already
provided in (2.20).
System (3.1) is a non-autonomous dynamical system for each fixed frequency (k, η). Although the proof
carried out in the next Section 4 for more general shears applies in this case as well, we consider a different
point of view, and argue point-wise in both k and η. From now on, we slightly abuse notation and identify
Θk and Qk with their Y -Fourier transforms Θ̂k and Q̂k. Our result reads as follows.
THEOREM 3.1. Let β ≥ 0 and k 6= 0. The solution to (3.1) satisfies the uniform bounds
|p− 14Θk(t)|2 + |p
1
4Qk(t)|2 ≈ |(k2 + η2)−
1
4Θk(0)|2 + |(k2 + η2)
1
4Qk(0)|2, ∀t ≥ 0, (3.2)
point-wise in η ∈ R. In particular, thanks to (2.20),
|p− 14Ωk(t)|2 + |p
1
4Qk(t)|2 ≈ |(k2 + η2)−
1
4Ωk(0)|2 + |(k2 + η2)
1
4Qk(0)|2, ∀t ≥ 0, (3.3)
point-wise in η ∈ R.
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The pre-factors p±
1
4 in (3.3) appear in view of a natural symmetrization of system (3.1) that we carry
out in the next Section 3.1. Now we show that the proof of the main Theorem 1.1 in the case the Couette
flow (namely, ε = 0) follows from (3.2). Recall that from (1.3) the velocity field (in the moving frame) is
given by
V k = (V
x
k , V
y
k ) = (−(∂Y − t∂X)∆−1L Ωk, ∂X∆−1L Ωk).
Thus, using that |η − kt|2p−1 ≤ 1, from (3.3) we deduce
‖V xk (t)‖2L2 =
∫
R
|η − kt|2
p
3
2 〈(k, η)〉
|p− 14Ωk(t)|2 〈(k, η)〉dη ≤
∫
R
1
p
1
2 〈(k, η)〉
|p− 14Ωk(t)|2 〈(k, η)〉dη
.
1
〈kt〉
[‖Ωk(0)‖2L2 + ‖Qk(0)‖21] .
Similarly,
‖V yk (t)‖2L2 .
1
〈kt〉3
[
‖Ωk(0)‖21
4
+ ‖Qk(0)‖25
4
]
,
and
‖Qk(t)‖2L2 .
1
〈kt〉
[‖Ωk(0)‖2L2 + ‖Qk(0)‖21] .
Thus, Theorem 1.1 is proven.
REMARK 3.2 (On the Corollary 1.2). Just by looking at the lower bound in (3.3), we have
|p− 14Ωk(t)|2 & |(k2 + η2)−
1
4Ωk(0)|2 + |(k2 + η2)
1
4Qk(0)|2 := Ξk(0).
The latter estimate shows that
|Ωk(t)| & (k2 + (η − kt)2)
1
4Ξk(0), (3.4)
which in particular implies that the vorticity experiences a transient decay for t < η/k after which it begins
to grow. This is somehow the contrary of what happens in the case of the Couette flow with constant density
and shares analogies with the compressible case, see [2]. Clearly, (3.4) also implies a Lyapunov instability
of the vorticity in L2, in fact we have
‖Ω(t)‖L2 & 〈t〉1/2 ‖Ξ(0)‖ 1
2
.
Anyhow, even in the presence of instability for the vorticity, we still have the inviscid damping for the
velocity field. This proves Corollary 1.2.
3.1. Symmetric variables. Since (3.1) decouples in theX-Fourier variable, we fix a nonzero integer k
and define the auxiliary variables
Z1 := p
−
1
4Θk, Z2 := p
1
4 i
√
RQk. (3.5)
Taking into account (2.24), we then find
∂t
(
Z1
Z2
)
=
 −
1
4
p′
p
−k√Rp− 12
k
√
Rp−
1
2
1
4
p′
p
(Z1Z2
)
+
 β ikp BL 0
k
√
Rp−
1
2 (BL − 1) 0
(Z1
Z2
)
. (3.6)
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The first matrix in (3.6) is what determines most of the behavior of the system, while the second one is
considered as a remainder (i.e. time-integrable). To exploit this structure, we define the point-wise energy
functional as
E(t) =
1
2
[
|Z1(t)|2 + |Z2(t)|2 + 1
2k
√
R
Re
(
p′p−
1
2Z1(t)Z2(t)
)]
. (3.7)
The last term is simply coming from the ratio between the diagonal and non-diagonal entries in the first
matrix in (3.6). Now using that |p′|p− 12 ≤ 2|k|, we deduce that
1
2|k|√R
∣∣∣p′p− 12Z1Z2∣∣∣ ≤ 1√
R
|Z1||Z2| ≤ 1
2
√
R
(|Z1|2 + |Z2|2) .
As a consequence, the functional E is coercive whenever R > 1/4, namely
1
2
(
1− 1
2
√
R
)[|Z1|2 + |Z2|2] ≤ E ≤ 1
2
(
1 +
1
2
√
R
)[|Z1|2 + |Z2|2] . (3.8)
We now compute the time-derivative of E. We first notice that
1
2
d
dt
|Z1|2 = Re(∂tZ1Z1) = −1
4
p′
p
|Z1|2 − βk
p
Im(BL)|Z1|2 − k
√
Rp−
1
2Re(Z1Z2).
Similarly,
1
2
d
dt
|Z2|2 = 1
4
p′
p
|Z2|2 + k
√
Rp−
1
2Re(Z1Z2) + k
√
Rp−
1
2Re((BL − 1)Z1Z2).
Regarding the last term, we find that
d
dt
Re
(
p′p−
1
2Z1Z2
)
=
(
p′p−
1
2
)′
Re
(
Z1Z2
)
+ βk
p′
p
3
2
Re
(
iBLZ1Z2
)
− k
√
R
p′
p
[|Z2|2 − |Z1|2]+ k√R p′
p
Re(BL − 1)|Z1|2.
Therefore, the energy function E satisfies the equation
d
dt
E = C.
where
C : = −βk
p
Im(BL)|Z1|2 + k
√
Rp−
1
2Re((BL − 1)Z1Z2) + 1
4k
√
R
(
p′p−
1
2
)′
Re
(
Z1Z2
)
+
β
4
√
R
p′
p
3
2
Re
(
iBLZ1Z2
)
+
1
4
p′
p
Re(BL − 1)|Z1|2. (3.9)
We now proceed to show that C has good time-integrability, and therefore we can close a good Gro¨nwall
estimate.
3.2. Proof of Theorem 3.1. The goal of this section is to properly estimate the error terms in the above
(3.9). We will use the following properties of BL.
|Im(BL)| = β|η − kt|p−
1
2 ≤ βp− 12 ,
|Re(BL − 1)| ≤ β2|η − kt|2p−2 ≤ β2p−1, (3.10)
|BL − 1| ≤ β(1 + β)p−
1
2 . (3.11)
This yields ∣∣∣∣βkp Im(BL)|Z1|2
∣∣∣∣ ≤ β |k|p |Z1|2.
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Similarly, since |p′p−1/2| ≤ 2|k| and |BL| ≤ 1, one can check that∣∣∣∣∣ β4√R p
′
p
3
2
Re
(
iBLZ1Z2
)∣∣∣∣∣ ≤ β|k|4p√R [|Z1|2 + |Z2|2] ≤ β |k|p [|Z1(t)|2 + |Z2(t)|2] .
Appealing to (3.10), we also have the following bound for the second term of C,
|k|
√
Rp−
1
2 |Re((BL − 1)Z1Z2)| ≤ β2
√
R
|k|
p
3
2
[|Z1|2 + |Z2|2] .
For the last term of C, since |p′p− 12 | ≤ 2|k|, by using (3.10) we have
1
4
|p′|
p
|Re(BL − 1)||Z1|2 ≤ β2 |k|
p
3
2
|Z1|2.
Lastly, since 0 < (p′p−
1
2 )′ = 2|k|4/p 32 ≤ 2|k|3/p, it is not hard to conclude that
|C| .
√
R(1 + β2)|k|2
p
[|Z1(t)|2 + |Z2(t)|2] . (3.12)
Thus, from (3.8) and (3.12) we deduce that
− 1
2
√
R− 1
|k|2
p
E .
d
dt
E .
1
2
√
R− 1
|k|2
p
E. (3.13)
Now, since ∫
∞
0
|k|2
p
dt ≤ π
2
,
we can apply the Gro¨nwall lemma to (3.13) and obtain
E(t) ≈ E(0).
This translates immediately into (3.2) thanks to (3.8), thereby concluding the proof of Theorem 3.1.
4. Shears close to Couette
This section deals with the full system (2.9). Using the expressions of ∆−1t and Bt in (2.15)-(2.16) and
(2.24)-(2.25), the system reads
∂tΘk = −ikRQk + ik (b(Y )− βg(Y ))∆−1t BtΘk, (4.1)
∂tQk = ik∆
−1
L Θk + ik∆
−1
L (BL − 1)Θk + ik∆−1L TεTLBLΘk + ik∆−1t BεBtΘk. (4.2)
We have expanded the right-hand side above to highlight the similarities with the Couette flow (3.1). In the
first equation (4.1), the second term in the right-hand side is treated as an error term, just like in the previous
section. In the second equation (4.2), we have expanded the operator ∆−1t and Bt in order to extract the
Couette-like structure, while all the other terms are treated as errors. Shear flows near Couette are still stable
inHs, as stated in the following result.
THEOREM 4.1. Let R > 1/4, β ≥ 0 and s ≥ 0 be fixed. There exist ε0 ∈ (0, 1) with the following
property. If ε ∈ (0, ε0] and
‖g − 1‖s+5 + ‖b‖s+4 ≤ ε,
then for every k 6= 0 the solution to (4.1)-(4.2) satisfies the uniform Hs-bound∥∥∥p− 14−δΘk(t)∥∥∥2
s
+
∥∥∥p 14−δQk(t)∥∥∥2
s
. ‖Θk(0)‖2s− 1
2
+ ‖Qk(0)‖2s+ 1
2
, ∀t ≥ 0, (4.3)
where δ =
√
ε and p is given by (2.11).
The bound on the vorticity follows directly.
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COROLLARY 4.2. Under the same assumptions of Theorem 4.1, for k 6= 0 the following inequality
holds true ∥∥∥p− 14−δΩk(t)∥∥∥2
s
+
∥∥∥p 14−δQk(t)∥∥∥2
s
. ‖Ωk(0)‖2s− 1
2
+ ‖Qk(0)‖2s+ 1
2
, ∀t ≥ 0.
Appealing to Theorem 4.1 and Corollary 4.2, which will be proved throughout the paper, we first prove
Theorem 1.1.
PROOF OF THEOREM 1.1. The components of the velocity field in the coordinates driven by the flow
read
V xk = −g(Y )(∂Y − t∂X)∆−1t Ωk, V yk = ∂X∆−1t Ωk.
In order to prove (1.5), since ∆−1t = ∆
−1
L TL = ∆
−1
L +∆
−1
t TεTL as in (2.15), we write
‖Qk(t)‖L2 + ‖V xk (t)‖L2 .
∥∥∥p− 14+δ (p 14−δQk(t))∥∥∥
L2
+
∥∥∥|η − kt|p−1p 14+δ (p− 14−δTLΩk(t))∥∥∥
L2
.
1
〈kt〉 12−2δ
(∥∥∥p 14−δQk(t)∥∥∥
1
2
−2δ
+
∥∥∥p− 14−δTLΩk(t)∥∥∥
1
2
−2δ
)
. (4.4)
We need to control the last term in the right-hand side of the previous equation. Thanks to (2.16) we know
that TL = I + TεTL, where Tε is defined in (2.13). Therefore∥∥∥p− 14−δTLΩk(t)∥∥∥
1
2
−2δ
≤
∥∥∥p− 14−δΩk(t)∥∥∥
1
2
−2δ
+
∥∥∥p− 14−δTεTLΩk(t)∥∥∥
1
2
−2δ
(4.5)
Now we use inequality (4.19) in Lemma 4.6, which gives
p−
1
4
−δ(t; k, η) . 〈η − ξ〉 12+2δp− 14−δ(t; k, ξ),
to exchange frequencies in the last term of the right-hand side of (4.5), so that, using also |p′| ≤ 2|k|√p, we
obtain∥∥∥p− 14−δTεTLΩk∥∥∥
1
2
−2δ
=
∥∥∥∥p− 14−δ (ĝ2 − 1 ∗ |p′|24k2pT̂LΩk
)∥∥∥∥
1
2
−2δ
+
∥∥∥∥p− 14−δ (b̂ ∗ p′2kpT̂LΩk
)∥∥∥∥
1
2
−2δ
.
∥∥∥〈ξ〉 12+2δ+s|ĝ2 − 1| ∗ p− 14−δ〈(k, η)〉 12−2δ |T̂LΩk|∥∥∥
L2
+
∥∥∥〈ξ〉 12+2δ+s |̂b| ∗ p− 14−δ〈(k, η)〉 12−2δT̂LΩk∥∥∥
L2
.
Thanks to Young convolution inequality, by combining the previous bound with (4.5) we infer∥∥∥p− 14−δTLΩk∥∥∥
1
2
−2δ
.
∥∥∥p− 14−δΩk∥∥∥
1
2
−2δ
+ ε
∥∥∥p− 14−δTLΩk∥∥∥
1
2
−2δ
,
namely ∥∥∥p− 14−δTLΩk∥∥∥
1
2
−2δ
.
∥∥∥p− 14−δΩk∥∥∥
1
2
−2δ
.
This implies, using Corollary 4.2, that (4.4) gives
‖Qk(t)‖L2 + ‖V xk (t)‖L2 .
1
〈kt〉 12−2δ
(∥∥∥p 14−δQk(t)∥∥∥
1
2
−2δ
+
∥∥∥p− 14−δTLΩk(t)∥∥∥
1
2
−2δ
)
.
1
〈kt〉 12−2δ
(‖Ωk(0)‖−2δ + ‖Qk(0)‖1−2δ) .
Applying the same reasoning again, we get
‖V yk (t)‖L2 .
1
〈kt〉 32−2δ
[
‖Ωk(0)‖ 1
4
−2δ + ‖Qk(0)‖ 5
4
−2δ
]
.
Hence, by summing up in k and defining δε = 2δ = 2
√
ε, the proof of Theorem 1.1 is concluded. 
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4.1. Symmetric variables and the energy functional. Since (4.1)-(4.2) decouples in the X-Fourier
variable, we fix a nonzero integer k and define the auxiliary variables
Z1 := m
−1p−
1
4Θk, Z2 := m
−1p
1
4 i
√
RQk, (4.6)
with m = m(t; k, η) a positive weight, that will be specified later, such that m′ > 0. The choice made in
(4.6), up to the weightm is exactly the one of the Couette case, see (3.5). In fact, one immediately sees that
Z1, Z2 satisfy
∂t
(
Z1
Z2
)
=
 −
1
4
p′
p
−k√Rp− 12
k
√
Rp−
1
2
1
4
p′
p
(Z1Z2
)
− m
′
m
(
Z1
Z2
)
+R(t)
(
Z1
Z2
)
,
where R(t) will be treated as a perturbation being indeed a matrix of remainders. The error terms which
are hidden (up to now) inR(t) need to be controlled by means of the artificial dissipation introduced by the
weightm.
Given a real number s ≥ 0, we define the energy functional as
Es(t) =
1
2
[
‖Z1(t)‖2s + ‖Z2(t)‖2s +
1
2k
√
R
Re〈p′p− 12Z1(t), Z2(t)〉s
]
,
which is exactly the one used for the Couette case, see (3.7), when integrated in the variable η.
Now using that |p′|p− 12 ≤ 2|k|, we deduce that
1
2|k|√R
∣∣∣〈p′p− 12Z1, Z2〉s∣∣∣ ≤ 1√
R
‖Z1‖s‖Z2‖s ≤ 1
2
√
R
(‖Z1‖2s + ‖Z2‖2s) .
As a consequence, the functional is coercive whenever R > 1/4, namely
1
2
(
1− 1
2
√
R
)[‖Z1‖2s + ‖Z2‖2s] ≤ Es ≤ 12
(
1 +
1
2
√
R
)[‖Z1‖2s + ‖Z2‖2s] .
The rest of the paper aims at proving that t→ Es(t) is non-increasing.
LEMMA 4.3. The functional Es(t) satisfies
d
dt
Es +
(
1− 1
2
√
R
)∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
 ≤ 1
4|k|√R
∣∣∣∣〈(p′p− 12)′ Z1, Z2〉s∣∣∣∣+ 8∑
i=1
Ri, (4.7)
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where the error terms Ri are
R1 = |k|
∣∣∣〈Z1,m−1p− 14 ((b− βg)∆−1L TLTBBLΘ)〉s∣∣∣ ,
R2 = |k|
√
R
∣∣∣〈p− 12 (BL − 1)Z1, Z2〉s∣∣∣ ,
R3 = |k|
√
R
∣∣∣〈m−1p− 34TεTLBLΘ, Z2〉s∣∣∣ ,
R4 = |k|
√
R
∣∣∣〈m−1p− 34TLBεTBBLΘ, Z2〉s∣∣∣ ,
R5 = 1
4
√
R
∣∣∣〈p′p− 34m−1 ((b− βg)∆−1L TLTBBLΘ) , Z2〉s∣∣∣ ,
R6 = 1
4
∣∣∣∣〈Z1, p′p (BL − 1)Z1〉s
∣∣∣∣ ,
R7 = 1
4
∣∣∣∣〈p′p Z1,m−1p− 14TεTLBLΘ〉s
∣∣∣∣ ,
R8 = 1
4
∣∣∣∣〈p′p Z1,m−1p− 14TLBεTBBLΘ〉s
∣∣∣∣ .
PROOF. Taking the time-derivative of the functional, from Z1 we have
1
2
d
dt
‖Z1‖2s = −
∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
− 1
4
〈Z1, p
′
p
Z1〉 − k
√
RRe〈Z1, p−
1
2Z2〉s (4.8)
+Re〈Z1, ikm−1p−
1
4
(
(b− βg)∆−1L TLTBBLΘ
)〉s.
About Z2,
1
2
d
dt
‖Z2‖2s = −
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
+
1
4
〈Z2, p
′
p
Z2〉s + k
√
RRe〈p− 12Z1, Z2〉s (4.9)
+ k
√
RRe〈p− 12 (BL − 1)Z1, Z2〉s + k
√
RRe〈m−1p− 34TεTLBLΘ, Z2〉s
+ k
√
RRe〈m−1p− 34TLBεTBBLΘ, Z2〉s.
For the mixed term we have
d
dt
Re〈p′p− 12Z1, Z2〉s = Re〈
(
p′p−
1
2
)′
Z1, Z2〉s − 2〈p′p−
1
2m′m−1Z1, Z2〉s − k
√
R 〈Z2, p
′
p
Z2〉s (4.10)
+Re〈ikp′p− 34m−1 ((b− βg)∆−1L TLBtΘ) , Z2〉s
+ k
√
R 〈Z1, p
′
p
Z1〉s (4.11)
+ k
√
RRe〈Z1, p
′
p
(BL − 1)Z1〉s + k
√
RRe〈p
′
p
Z1,m
−1p−
1
4TεTLBLΘ〉s
+ k
√
RRe〈p
′
p
Z1,m
−1p−
1
4TLBεTBBLΘ〉s.
Now, notice that the sum of the last term on the right-hand side of (4.8) and the last term on the right-hand
side of (4.9) is zero. Next, the last term of (4.10) multiplied by 1/(4k
√
R) and the second term in the right-
hand side of (4.9) balance each other, while the sum of (4.11) multiplied by 1/(4k
√
R) and the second term
in the right-hand side of (4.8) vanishes. Thus, we end up with
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d
dt
Es(t) +
∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
≤ 1
4|k|√R
∣∣∣∣〈(p′p− 12)′ Z1, Z2〉s∣∣∣∣+ 12|k|√R
∣∣∣〈p′p− 12m′m−1Z1, Z2〉s∣∣∣+ 8∑
i=1
Ri.
This way, using that |p′p− 12 | ≤ 2|k|, we get
1
2|k|√R
∣∣∣〈p′p− 12m′m−1Z1, Z2〉s∣∣∣ ≤ 1
2
√
R
∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
 ,
and the proof is concluded. 
4.2. Choice of weights and their properties. The crucial observation for a proper choice of the
weights is that we need an additional (uniformly bounded) weight to control the error terms generated
by the various Ri’s. More precisely, as it will be clarified later on, the time-derivative of this new weight
has to be comparable with |p′|/p. This implies that the decay rates proven in Theorem 1.1 have a small
δ-correction compared to those in Couette. For these reasons, the weight m in the definition of Z1 and Z2
in (4.6) now takes the form
m = m1w
δ, (4.12)
where we recall that δ =
√
ǫ. The weight w encodes the decay correction, so that
w′
w
=
1
4
|p′|
p
, w|t=0 = 1. (4.13)
The choice of the weight m1,
m′1
m1
= Cβ
|k|2
p
, m1|t=0 = 1, (4.14)
where the constant Cβ is given by
Cβ = 256
√
R
(
2
√
R
2
√
R− 1
)
(1 + β2), (4.15)
plays a role in controlling the right-hand side of (4.7), it has indeed the same form of (3.12) in the Coutte
case. It is worth pointing out that Cβ blows up as R→ 1/4. Notice that
m′
m
= δ
w′
w
+
m′1
m1
. (4.16)
Explicitly, for w we have
w(t; k, η) =

(
k2 + η2
p(t; k, η)
) 1
4
, t <
η
k
,(
(k2 + η2)p(t; k, η)
k4
) 1
4
, t ≥ η
k
,
(4.17)
while
m1(t; k, η) = exp
[
Cβ
(
arctan
(η
k
− t
)
− arctan
(η
k
))]
. (4.18)
In particular, the weight m1 is uniformly bounded.
REMARK 4.4. The weight m1 is standard in the case of incompressible Euler/Navier-Stokes with con-
stant density [6,39,40], while the weight w has beed used in the compressible case in [2].
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The goal of the remaining part of this section is to prove the following proposition.
PROPOSITION 4.5. Let R > 1/4, β ≥ 0 and s ≥ 0 be fixed. There exist ε0 ∈ (0, 1) with the following
property. If ε ∈ (0, ε0] and
‖g − 1‖s+5 + ‖b‖s+4 ≤ ε,
then
d
dt
Es +
1
4
(
1− 1
2
√
R
)∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
 ≤ 0,
for every t ≥ 0.
Theorem 4.1 follows from the above proposition (see Section 4.4). The proof of this proposition is a
consequence of the properties of the chosen weights (see Lemmas and 4.6 and 4.8 below), and the estimates
on the various error terms, postponed in the next Section 4.3. We begin by computing how much it costs to
exchange weights in the various convolutions appearing in the error terms.
LEMMA 4.6. Let k 6= 0 and t ≥ 0 be fixed. For any η, ξ ∈ R we have
p−1(t; k, η) . 〈η − ξ〉2p−1(t; k, ξ), (4.19)
|p′|
p
(t; k, η) . 〈η − ξ〉2 |p
′|
p
(t; k, η) + |k|〈η − ξ〉3p−1(t; k, η), (4.20)
m−1(t; k, η) . 〈η − ξ〉δm−1(t; k, ξ). (4.21)
PROOF. In the course of the proof, we omit the dependency of all the quantities on k and t. Starting
with (4.19), the inequality to prove is equivalent to
〈 ξ
k
− t〉2 . 〈η − ξ
k
〉2〈η
k
− t〉2.
Choosing a =
ξ
k
− t and b = η
k
− t, this follows from the general inequality
〈a〉 . 〈a− b〉〈b〉.
Turning to (4.20), we write
|p′|
p
(η) =
2|η
k
− t|
〈η
k
− t〉2
≤
2| ξ
k
− t|+ 2| ξ
k
− η
k
|
〈η
k
− t〉2
≤
[
2| ξ
k
− t|+ 2| ξ
k
− η
k
|
]
〈η
k
− ξ
k
〉2 1
〈 ξ
k
− t〉2
≤
[
2| ξ
k
− t|+ 2| ξ
k
− η
k
|
]
〈η − ξ〉2k2p−1(ξ)
.
|p′|
p
(ξ)〈η − ξ〉2 + |k|〈η − ξ〉3p−1(ξ).
We now prove (4.21). Recalling that
m−1 = (wδm1)
−1,
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where w,m1 are is by (4.17), (4.18) and, sincem1 is uniformly bounded, then
(m1)
−1(η) . (m1)
−1(ξ).
Thus we deal with w−δ. We know from (4.19) that
p−1(ξ) . 〈η − ξ〉2p−1(η).
Therefore
p(η) . 〈η − ξ〉2p(ξ).
Notice that
p(η)
k2 + η2
. 〈η − ξ〉4 p(ξ)
k2 + ξ2
.
Recalling the expression of w in (4.17) for t <
η
k
, it follows that
w−δ(η) ≤ 〈η − ξ〉δw−δ(ξ).
The complementing case t ≥ η
k
is analogous, and the proof is over. 
REMARK 4.7. l It is worth pointing out that the constant value which is implicitly involved in the right-
hand side of (4.21) (through the notation “ . ” ) is exactly e2Cβ , up to additional constants (independent of
ε, β). This exponential term e2Cβ comes directly from the explicit expression of the weightm1 in (4.18).
We also need to compute how much it costs to commute TL, Tε, TB , Bε with the weights.
LEMMA 4.8. Let R > 1/4, β ≥ 0 and s ≥ 0 be fixed. There exist ε0 ∈ (0, 1) with the following
property. If ε ∈ (0, ε0] and
‖g − 1‖s+5 + ‖b‖s+4 ≤ ε, (4.22)
then, for every smooth function f and every t ≥ 0, the following estimates hold true∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1Tεf
∥∥∥∥∥∥
s
. ε
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
, (4.23)
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1Bεf
∥∥∥∥∥∥
s
. ε
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
, (4.24)
and ∥∥∥∥∥
√
w′
w
p−
1
4m−1Tεf
∥∥∥∥∥
s
. ε
∥∥∥∥∥
√
w′
w
p−
1
4m−1f
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
 , (4.25)
∥∥∥∥∥
√
w′
w
p−
1
4m−1Bεf
∥∥∥∥∥
s
. ε
∥∥∥∥∥
√
w′
w
p−
1
4m−1f
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
 . (4.26)
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In addition, the following inequalities hold∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TLf
∥∥∥∥∥∥
s
≤ 2
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
, (4.27)
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TBf
∥∥∥∥∥∥
s
≤ 2
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
, (4.28)
and ∥∥∥∥∥
√
w′
w
p−
1
4m−1TLf
∥∥∥∥∥
s
≤ 2
∥∥∥∥∥
√
w′
w
p−
1
4m−1f
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
 , (4.29)
∥∥∥∥∥
√
w′
w
p−
1
4m−1TBf
∥∥∥∥∥
s
≤ 2
∥∥∥∥∥
√
w′
w
p−
1
4m−1f
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
 . (4.30)
PROOF. We start with TL, Tε. In order to prove (4.23), we first use the operators T
g
ε and T bε defined in
(2.14) and the identity
Tε = T
g
ε + T
b
ε
to obtain the bound∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1Tεf
∥∥∥∥∥∥
s
≤
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1T gε f
∥∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1T bε f
∥∥∥∥∥∥
s
. (4.31)
Now, by Lemma 4.6 we find that√m′1
m1
p−
1
4m−1
 (η) . 〈ξ − η〉 32+δ
√m′1
m1
p−
1
4m−1
 (ξ), (4.32)
where we recall that the hidden constant in the right-hand side of the previous bound (4.32) is proportional
to e2Cβ , see Remark 4.7. Therefore,∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1T gε f
∥∥∥∥∥∥
s
≤
∥∥∥∥∥∥〈(k, ·)〉s
√
m′1
m1
p−
1
4m−1|ĝ2 − 1| ∗ |f̂ |
∥∥∥∥∥∥
.
∥∥∥∥∥∥〈·〉s+ 32+δ|ĝ2 − 1| ∗ 〈(k, ·)〉s
√
m′1
m1
p−
1
4m−1|f̂ |
∥∥∥∥∥∥
.
∥∥g2 − 1∥∥
s+ 5
2
+δ
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
.
In a similar fashion, ∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1T bε f
∥∥∥∥∥∥
s
. ‖b‖s+ 5
2
+δ
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
.
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Plugging the above two bounds in (4.31) and using (4.22) we obtain (4.23). Looking at (4.25), we have
again that ∥∥∥∥∥
√
w′
w
p−
1
4m−1Tεf
∥∥∥∥∥
s
≤
∥∥∥∥∥
√
w′
w
p−
1
4m−1T gε f
∥∥∥∥∥
s
+
∥∥∥∥∥
√
w′
w
p−
1
4m−1T bε f
∥∥∥∥∥
s
.
As above, Lemma 4.6 now gives us(√
w′
w
p−
1
4m−1
)
(η) . 〈η − ξ〉 32+δ
(√
w′
w
p−
1
4m−1
)
(ξ) + 〈η − ξ〉2+δ
√m′1
m1
p−
1
4m−1
 (ξ).
Therefore,∥∥∥∥∥
√
w′
w
p−
1
4m−1T gε f
∥∥∥∥∥
s
≤
∥∥∥∥∥〈(k, ·)〉s
√
w′
w
p−
1
4m−1|ĝ2 − 1| ∗ |f̂ |
∥∥∥∥∥
.
∥∥∥∥∥〈·〉s+ 32+δ|ĝ2 − 1| ∗ 〈(k, ·)〉s
√
w′
w
p−
1
4m−1|f̂ |
∥∥∥∥∥
+
∥∥∥∥∥∥〈·〉s+2+δ|ĝ2 − 1| ∗ 〈(k, ·)〉s
√
m′1
m1
p−
1
4m−1|f̂ |
∥∥∥∥∥∥
.
∥∥g2 − 1∥∥
s+3+δ
∥∥∥∥∥
√
w′
w
p−
1
4m−1f
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
 .
The part with T bε is similar, so that∥∥∥∥∥
√
w′
w
p−
1
4m−1T bε f
∥∥∥∥∥
s
. ‖b‖s+3+δ
∥∥∥∥∥
√
w′
w
p−
1
4m−1f
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
 .
By combining the previous two bounds we prove (4.25). About (4.27), since TL = I + TεTL, see (2.16), by
using (4.23) we get∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TLf
∥∥∥∥∥∥
s
≤
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
+ Cε0
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TLf
∥∥∥∥∥∥
s
,
where C is properly chosen so that the constant value which is hidden in the right-hand side of (4.23) is
compensated. Therefore, for ε0 small enough we prove (4.27). To deal with (4.29), we combine (2.16) with
(4.25) to get ∥∥∥∥∥
√
w′
w
p−
1
4m−1TLf
∥∥∥∥∥
s
≤
∥∥∥∥∥
√
w′
w
p−
1
4m−1f
∥∥∥∥∥
s
+ Cε0
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TLf
∥∥∥∥∥∥
s
+ Cε0
∥∥∥∥∥
√
w′
w
p−
1
4m−1TLf
∥∥∥∥∥
s
.
For ε0 small, we can absorb the last term using the left-hand side. Applying (4.27) we end up with (4.29).
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Now we deal with Bε and TB , starting with (4.24). From the definition of Bε in (2.21), since |BL| ≤ 1
as in (2.20), we get∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1Bεf
∥∥∥∥∥∥
s
.
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1
(
ĝ − 1 ∗ p
′
2k
p−1f̂
)∥∥∥∥∥∥
s
(4.33)
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1
p′
2k
p−1T̂εTLf
∥∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1
(
ĝ − 1 ∗ p
′
2k
p−1T̂εTLf
)∥∥∥∥∥∥
s
.
Considering the term in the right-hand side of (4.33), by using (4.32) we get∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1
(
ĝ − 1 ∗ p
′
2k
p−1f̂
)∥∥∥∥∥∥
s
.
∥∥∥∥∥∥〈·〉s+ 32+δ|ĝ − 1| ∗ 〈(k, ·)〉
√
m′1
m1
p−
1
4m−1f̂
∥∥∥∥∥∥
. ‖g − 1‖s+ 5
2
+δ
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
. (4.34)
Thanks to (4.23) and (4.27) we obtain∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1
p′
2k
p−1T̂εTLf
∥∥∥∥∥∥
s
. ε
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
. (4.35)
Proceeding as done to get (4.34), by using the previous bound we also have∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1
(
ĝ − 1 ∗ p
′
2k
p−1T̂εTLf
)∥∥∥∥∥∥
s
. ε
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
. (4.36)
Therefore, combining (4.33) with (4.34), (4.35) and (4.36) we have that (4.24) holds true.
From (2.21) and the upper bound on BL in (2.20), it is easy to check that (4.26) follows by arguing as
already done to obtain (4.25). Turning to (4.28), by using (2.24) we have∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TBf
∥∥∥∥∥∥
s
≤
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1BεTBf
∥∥∥∥∥∥
s
,
therefore, since |BL| ≤ 1, by using (4.24) we get∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TBf
∥∥∥∥∥∥
s
≤
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1f
∥∥∥∥∥∥
s
+Cε0
∥∥∥∥∥∥
√
m′1
m1
p−
1
4m−1TBf
∥∥∥∥∥∥
s
,
which proves (4.28) choosing ε0 small enough. The proof of (4.30) is similar. 
4.3. Proof of Proposition 4.5. The starting point is the differential inequality (4.7). Since (p′p−
1
2 )′ =
2|k|4/p 32 ≤ 2|k|3/p, we have that
1
4|k|√R
∣∣∣∣〈(p′p− 12)′ Z1, Z2〉s∣∣∣∣ ≤ 12Cβ
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
+
∥∥∥∥∥∥
√
m′
1
m1
Z2
∥∥∥∥∥∥
2
s
 ,
where we recall Cβ is given in (4.15).
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It remains to deal with the Ri’s. The idea is to absorb the estimates of these terms by using the second
(positive) term in the left-hand side of (4.7). These computations are developed below.
Estimate on R1. We want to show that
R1 = |k|
∣∣∣〈Z1,m−1p− 14 ((b− βg)∆−1L TLTBBLΘ)〉s∣∣∣ ≤ 132
(
1− 1
2
√
R
)∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
. (4.37)
By using thatm′1/m1 = Cβ|k|2/p we have
R1 ≤〈|Z1|,m−1p−
1
4
(
(|̂b|+ β|ĝ − 1|) ∗ |k|p−1| ̂TLTBBLΘ|
)
〉s (4.38)
+ β〈|Z1|,m−1p−
1
4 |k|p−1| ̂TLTBBLΘ|〉s (4.39)
≤ 1
Cβ |k| 〈|Z1|,m
−1p−
1
4
(
(|̂b|+ β|ĝ − 1|) ∗m′1m−11 | ̂TLTBBLΘ|
)
〉s (4.40)
+
β
Cβ|k| 〈|Z1|,m
−1p−
1
4m′1m
−1
1
| ̂TLTBBLΘ|〉s
:=R11 +R21.
Appealing to Lemma 4.6, since
√
m′
1
/m1 =
√
Cβ|k|/√p and 〈(k, η)〉s . 〈η − ξ〉s〈(k, ξ)〉s, then(
〈(k, η)〉sm−1p− 14
)
(η)
√
m′
1
m1
(ξ) . 〈η − ξ〉s+ 32+δ
(
〈(k, ξ)〉sm−1p− 14
)
(ξ)
√
m′
1
m1
(η).
Plugging in (4.40) the previous inequality and using Cauchy-Schwarz,
R11 .
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
s
∥∥∥∥∥∥〈·〉s+ 32+δ(|̂b|+ β|ĝ − 1|) ∗ 〈(k, ·)〉s
√
m′
1
m1
m−1p−
1
4 | ̂TLTBBLΘ|
∥∥∥∥∥∥
L2
.
Applying Young’s convolution inequality we have
R11 .
(
‖b‖s+ 5
2
+δ + ‖g − 1‖s+ 5
2
+δ
)∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
s
∥∥∥∥∥∥
√
m′
1
m1
m−1p−
1
4TLTBBLΘ
∥∥∥∥∥∥
s
.
Using (4.27) and (4.28), since |BL| ≤ 1, see (2.20), we bound the last term as follows∥∥∥∥∥∥
√
m′
1
m1
m−1p−
1
4TLTBBLΘ
∥∥∥∥∥∥
s
≤ 2
∥∥∥∥∥∥
√
m′
1
m1
m−1p−
1
4TBBLΘ
∥∥∥∥∥∥
s
≤ 4
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
s
. (4.41)
Thus we get
R11 . ε
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
. (4.42)
To bound R21, thanks to (4.41) we get
R21 ≤
4β
Cβ
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
, (4.43)
therefore, by the choice of Cβ , see (4.15), combining (4.42) with (4.43) and choosing ε0 small enough, the
proof of (4.37) is over.
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Estimate on R2. We prove that
R2 = |k|
√
R
∣∣∣〈p− 12 (BL − 1)Z1, Z2〉s∣∣∣ ≤ 1
32
(
1− 1
2
√
R
)∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
+
∥∥∥∥∥∥
√
m′
1
m1
Z2
∥∥∥∥∥∥
2
s
 . (4.44)
Recall the bound given in (3.11), namely
|BL − 1| ≤ β(1 + β)p−
1
2 ,
from the definition ofm1, see (4.14), we get
R2 ≤
√
Rβ(1 + β)
Cβ
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
s
∥∥∥∥∥∥
√
m′
1
m1
Z2
∥∥∥∥∥∥
s
.
Hence (4.44) follows from the definition of Cβ , see (4.15).
Estimate on R3. We aim at proving that
R3 = |k|
√
R
∣∣∣〈m−1p− 34TεTLBLΘ, Z2〉s∣∣∣ ≤ 1
32
(
1− 1
2
√
R
)∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
 . (4.45)
First of all, notice that the following inequality holds true
|k|p− 12 (t; k, η) . (|p′|p−1)(t; k, η) + |k|2p−1(t; k, η) . w
′
w
(t; k, η) +
m′1
m1
(t; k, η).
Therefore, we get
R3 .
∥∥∥∥∥
√
w′
w
m−1p−
1
4TεTLBLΘ
∥∥∥∥∥
s
∥∥∥∥∥
√
w′
w
Z2
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′
1
m1
m−1p−
1
4TεTLBLΘ
∥∥∥∥∥∥
s
∥∥∥∥∥∥
√
m′
1
m1
Z2
∥∥∥∥∥∥
s
. (4.46)
By applying (4.23), (4.25) followed by (4.27), (4.29), since |BL| ≤ 1 we infer
R3 . ε
∥∥∥∥∥
√
w′
w
Z1
∥∥∥∥∥
s
∥∥∥∥∥
√
w′
w
Z2
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
s
∥∥∥∥∥
√
w′
w
Z2
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
s
∥∥∥∥∥∥
√
m′
1
m1
Z2
∥∥∥∥∥∥
s
 .
Finally, by the identity in (4.16) we have
R3 .
√
ε
∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
 , (4.47)
hence by choosing ε0 sufficiently small we get (4.45).
REMARK 4.9. Notice that in the previous bound (4.47), it would have been sufficient to choose δ =
C0(β,R, s)ε for a proper constant C0 big enough.
Estimate on R4. The goal is again to show that
R4 = |k|
√
R
∣∣∣〈m−1p− 34TLBεTBBLΘ, Z2〉s∣∣∣ ≤ 1
32
(
1− 1
2
√
R
)∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
 .
(4.48)
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Applying the reasoning that for R3 gives (4.46), here we get
R4 .
∥∥∥∥∥
√
w′
w
m−1p−
1
4TLBεTLBLΘ
∥∥∥∥∥
s
∥∥∥∥∥
√
w′
w
Z2
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′
1
m1
m−1p−
1
4TLBεTLBLΘ
∥∥∥∥∥∥
s
∥∥∥∥∥∥
√
m′
1
m1
Z2
∥∥∥∥∥∥
s
.
Therefore, by applying first (4.29), (4.24) and again (4.29), since |BL| ≤ 1 and (4.16) holds true, we get
R4 .
√
ε
∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥
√
m′
m
Z2
∥∥∥∥∥
2
s
 ,
The proof of (4.48) is over.
Estimate on R5. We show that
R5 = 1
4
√
R
∣∣∣〈p′p− 34m−1 ((b− βg)∆−1L TLTBBLΘ) , Z2〉s∣∣∣
≤ 1
32
(
1− 1
2
√
R
)∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
+
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
 . (4.49)
Since |p|′ ≤ 2|k|p 12 , by using (2.15) we get
R5 ≤ 1
2
√
R
〈m−1p− 14
(
(|̂b|+ β|ĝ − 1|) ∗ |k|p−1| ̂TLTBBLΘ|
)
, |Z2|〉s
+
β
2
√
R
〈m−1p− 14 |k|p−1| ̂TLTBBLΘ|, |Z2|〉s.
Up to the constant 2
√
R, the previous bound has the structure of (4.38)-(4.39) with Z1 replaced by Z2. Thus
we repeat the computations performed for R1 to obtain
R5 ≤ 1
Cβ
2β + Cε√
R
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
s
∥∥∥∥∥∥
√
m′
1
m1
Z2
∥∥∥∥∥∥
s
,
which implies (4.49) thanks to the choice of Cβ , see (4.15).
Estimate on R6. Since |p′| ≤ |k|p 12 , analogously to what was done for the term R2 we get
R6 = 1
4
∣∣∣∣〈Z1, p′p (BL − 1)Z1〉s
∣∣∣∣ ≤ 132
(
1− 1
2
√
R
)∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
.
Estimate on R7. We want to prove that
R7 = 1
4
∣∣∣∣〈p′p Z1,m−1p− 14TεTLBLΘ〉s
∣∣∣∣ ≤ 132
(
1− 1
2
√
R
)∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
. (4.50)
Recall the definition of w′/w, see (4.13) to have that
R7 ≤
∥∥∥∥∥
√
w′
w
m−1p−
1
4TεTLBLΘ
∥∥∥∥∥
s
∥∥∥∥∥
√
w′
w
Z1
∥∥∥∥∥
s
.
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Consequently, by using (4.23), (4.29) with the fact that |BL| ≤ 1, we get
R7 . ε
∥∥∥∥∥
√
w′
w
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
 . √ε ∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
,
where in the last line we have used (4.16), hence (4.50) follows upon choosing ε0 sufficiently small.
Estimate on R8. The last step is to prove that
R8 = 1
4
∣∣∣∣〈p′p Z1,m−1p− 14TLBεTBBLΘ〉s
∣∣∣∣ ≤ 132
(
1− 1
2
√
R
)∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
. (4.51)
Using (4.29) and (4.24) we obtain that
R8 . ε
∥∥∥∥∥
√
w′
w
m−1p−
1
4TBBLΘ
∥∥∥∥∥
s
+
∥∥∥∥∥∥
√
m′
1
m1
m−1p−
1
4TBBLΘ
∥∥∥∥∥∥
s
∥∥∥∥∥
√
w′
w
Z1
∥∥∥∥∥
s
.
Then, thanks to (4.30), (4.28) and |BL| ≤ 1, we get we get
R8 . ε
∥∥∥∥∥
√
w′
w
Z1
∥∥∥∥∥
2
s
+
∥∥∥∥∥∥
√
m′
1
m1
Z1
∥∥∥∥∥∥
2
s
 . √ε ∥∥∥∥∥
√
m′
m
Z1
∥∥∥∥∥
2
s
,
where in the last line we have used (4.16). This proves (4.51).
4.4. Proof of Theorem 4.1 and Corollary 4.2.
PROOF OF THEOREM 4.1. By means of Proposition 4.5, we know that
‖Z1(t)‖2s + ‖Z2(t)‖2s . ‖Z1(0)‖2s + ‖Z2(0)‖2s .
Then, by the definition ofm in (4.12), we have that
p−δ . m−1,
where the constant values of the latter inequality depends on the uniform bound on m1. Recalling the
definition of Z1 and Z2, see (4.6), we end up with (4.3), and the proof of Theorem 4.1 is over. 
PROOF OF COROLLARY 4.2. It is enough to prove that∥∥∥p− 14−δΩ(t)∥∥∥
s
.
∥∥∥p− 14−δΘ(t)∥∥∥
s
, (4.52)
‖Θ(0)‖s . ‖Ω(0)‖s . (4.53)
Since Ω = BtΘ = TBBLΘ, thanks to (2.25) and |BL| ≤ 1 we have∥∥∥p− 14−δΩ(t)∥∥∥
s
≤
∥∥∥p− 14−δΘ(t)∥∥∥
s
+
∥∥∥p− 14−δBεTBBLΩ(t)∥∥∥
s
. (4.54)
To treat the second term, we argue as in (4.24) and (4.28) and commute p−
1
4
−δ with BεTB . We therefore
obtain ∥∥∥p− 14−δBεTBBLΩ(t)∥∥∥
s
. ε
∥∥∥p− 14−δΩ(t)∥∥∥
s
.
As ε0 is small enough, we can absorb the last term in the left-hand side of (4.54), hence obtaining (4.52).
The proof of (4.53) simply comes from the fact that Θ(0) = (I − β∂y∆−1)Ω(0). 
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