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INTRODUCTION
     The introduction of modern information technology in nearly 
all human work settings has caused a general interest in the 
representation and communication of knowledge. In addition, quite 
naturally, this has been accompanied by an interest in human 
cognition and the problems associated with the human computer 
interface. These topics are typically considered separately within 
the now very fashionable cognitive science. Different approaches 
to this science can be identified which have roots in different 
established professional paradigms. 
     In the following sections, different approaches to the 
cognitive studies of human-computer co-operation are reviewed, and 
it is concluded that a new framework is necessary for analysis of 
cognitive work and of the influence of computers on human-work 
interaction.
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INDUSTRIALISATION AND STUDIES OF WORK
     The industrial development has several distinct phases, each 
of which had their particular interface problems  7nr 
consequently, different approaches to the study of human 
performance. 
      The industrial revolution started with mechanisation cf ti:f:. 
basic processes of work and rapidly led to specialisation a th~_ 
activities of the individual worker. In his theoretical works on 
manufacturing, Charles Babbage (1834) explored the potential of "a 
new system of manufacturing". In connection with division of work 
he predicted that "it would be essential that the time occupied 
each process, and also its expense, should be well ascertaine'' 
information which would soon be obtained very precisely." Manual 
task analysis and Tayloristic time-and-motion studies have long 
roots. This focus was maintained through the next century and the 
analysis of work was typically developed within industrial 
engineering faculties of universities. 
     This was so, even when the next distinct phase was introduced 
with automation which was typical of the chemical process 
industries during the thirties. The invisibility of the process to 
be controlled in process plants, as compared to mechan ..cc1 
machinery, requires presentation of process information to 
operators in symbolic form, and makes the study of mental 
processes in diagnosis, etc., important topics in work analysis, 
and more interest in human cognition could be expected. Hosvever, 
most effort was still spent on "knob-and-dial" ergonontiti:s 4 
anthropometric features of control rooms, etc. This .'c", p;: 
because the one-sensor-one-indicator technoi pgy yave 
opportunity for matching control panel layout with the ~-.r~4 
cognitive processes (except for the physical arrangement of 
instruments), and partly due to the predominantly behavio— =t 
attitude towards the study of human behaviour. 
     It is interesting to note that the ecological psycho.]_ :>;-s 
Brunswik (Brunswik, 1957; Brehmer, 1986) was being developed at 
this time. This branch of psychology places equal emphasis or 
analysis of psychological mechanisms and of the 'causal texture' 
of the environment, and the resu_ r .i .g ' 1~~r rp .
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to model human judgement in process plant environments. However, 
this approach was considered only by academic psychology in terms 
of the social judgement paradigm and has first very recently 
attracted interest from work psychology quarters. 
    A concurrent industrial has been centralisation, a 
development toward large, centralised systems with potential for 
serious accidents and economic losses in case of technical faults 
and human errors. This development led to a general concern for 
human error mechanisms and decision making in complex work 
environments. However, this has primarily caused attempts to 
control operator performance by formal work procedures, together 
with studies of human errors in terms of frequency of action 
errors. Still there was only little effort to study higher level 
cognitive mechanisms at work in actual work settings. 
     Recently, the work place of a large proportion of the 
population has been dramatically influenced by computerisation. 
Integrated information networks and work stations are becoming the 
interface between people and their work, and between co-operating 
individuals. A very pronounced effect of this development is a 
diversification of work. When elementary work routines are 
mechanised and automated, the work domain of the individual 
becomes wider, and the task moves to a higher cognitive level, 
problem solving and creative improvisation become essential 
ingredients of the work content. 
      In addition, designers of computer-based work stations will 
have to select and integrate data into higher level information 
presentations from hypotheses about user needs, and display 
formats will be developed from hypotheses about the nature of the 
mental models and strategies of the user. Attempts to optimise 
system design from misconceived hypotheses about the user or about 
the actual work content will be critical for system performance. 
Consequently, for design of information systems and user 
interfaces, expertise is needed in higher level human mental 
mechanisms as well as in the particular work domain for which the 
system is going to be used. 
     In a way, the effect of the computerisation is, rather 
suddenly, to activate the problems which were already latent in 
during the periods of automation and centralisation. The lack of
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 interest in analysis of cognitive processes was, as mentioned, 
acceptable because technology did not supply the means for 
matching systems to the requirements of users' mental processes. 
This has now changed, and the freedom offered by the information 
technology to match work requirements to human resources will 
challenge designers: Automation creates higher level tasks of 
diagnosis and disturbance control, centralisation makes the 
consequences of errors less acceptable, and the flexibility of 
information technology requires that the designers know how to 
match the interface to a user's resources and preferences. 
    APPROACHES TO COGNITIVE STUDIES
     Modern information technology has caused several different 
approaches to the study of human cognitive mechanisms and 
processes. 'Cognitive Science' has evolved from the merging of 
artificial intelligence with neuro-physiology, cognitive 
psychology and linguistics. The aim of this branch has been to 
find theories of human cognition which are computational, i.e., 
can be tested by means of computer simulation. This, by nature, 
requires a focus on well-formed problems and models of cognition 
in terms of computer metaphors and much of the research has been 
focused on selected 'micro-worlds' from theorem proving, basic 
physics, and games such as the tower of Hanoi. 
     From software science quarters has evolved the study of 
'Human Computer Interaction' , (HCI) which has also involved many 
applied psychology departments. This research frequently appears 
to be an extension of classical ergonomic research into the 
cognitive domain dealing with the interface properties only, not 
the semantic work-related content of user-computer communication. 
Clearly, this approach is important for the development and 
optimisation of separate tools such as word-processors, graphic 
packages, spread-sheets, etc., which are in general use and which 
can be optimised individually, just like a ball point pen or a 
typewriter can be optimised ergonomically without considering what 
the topic of the writing is. Users' interaction with such tools 
will typically develop into manipulation skills, and the focus of 
research will be on human perceptual-motor abilities. In this area
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researchers have, quite naturally, taken their own use of 
computers as the research domain leading to a focus on word-
processors, electronic mail, etc. Not much interest has been spent 
on complex work situations. 
     Both these approaches are based on the classical, scientific 
paradigm with emphasis on empirical study of well controlled and 
bounded phenomena, preferably by controlled experiments yielding 
statistically significant data. Unfortunately, what is needed in 
the present period of rapid technological change is research in 
complex real-life work situations and, in addition, research which 
is oriented toward possible future worlds, i.e., oriented toward 
design and synthesis rather than decomposition and analysis. 
     A suitable name to this approach to cognitive studies, 
therefore, can be cognitive engineering. This approach is 
typically necessary when advanced computer systems are introduced 
in support of the dynamic decision making required for control of 
process plants, manufacturing systems, etc. However, the general 
trend toward 'integrated work stations' for many professions makes 
this problem very important in a wider context in the future. 
Since the quality of human computer interaction in these cases can 
only be judged with reference to the ultimate system goals and 
constraints such as productivity and safety, a top-down approach 
to the analysis, design, and evaluation of the entire system is 
mandatory. In addition, an analysis of integrated systems requires 
knowledge and methods from cognitive psychology, control theory, 
and branches of engineering.
COGNITIVE WORK  ANALYSIS.
     In the design of information systems, for instance for 
decision making support, it is necessary to have a model of the 
ultimate user's actual work conditions together with a model of 
the users' available knowledge and know-how. Information systems 
intended for support of operators in process control rooms will, 
clearly, have to support decision making in unforeseen and badly 
structured situations as well as the routine tasks. It is, 
however, now realised that even work contexts which previously
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have been considered strongly proceduralised, such as office 
activities, should be considered as being open-ended and badly 
structured involving problem-solving and decision making. Thus a 
primary aim is the design of systems in which the users can 
formulate freely their approach to a particular situation and 
select the mental processes according to their individual 
 preferences. 
     Focus of design, therefore, cannot be based on assumption of 
normative work procedures. Instead, design should aim at creating 
a 'resource envelope' within which the user can operate freely 
without loosing the support of the system. The basis of design of 
decision support systems for improvisation and problem solving, 
therefore, will be a conceptual framework, a map of requirements 
and resources, rather than a set of work procedures. In this way, 
the traditional task analysis formulated in terms of a sequence of 
actions on the work objects will be replaced by a cognitive work 
analysis supplying a map of the work domain and an identification 
of the strategies, the user will apply to navigate in the domain, 
i.e., the cognitive tasks are identified only in kind, not in 
particular. 
     Analysis of cognitive work for system design, consequently, 
require separate analysis of the work domain, of general task 
characteristics, and of the human resource profile. A very 
characteristic feature of this approach is the emphasis on 
analysis of the relationships between different concepts related 
to work requirements and to human behaviour which are normally 
studied separately in different departments of classical, academic 
research. 
     The present approach (Rasmussen, 1987a) implies separate 
analysis and modelling of 1.) the interaction between different 
levels of cognitive control of behaviour and the related mental 
resources, 2.) the actual work domain in which the user has 
navigate in order to meet task requirements, 3.) the general 
features of the decision tasks which are required such as 
diagnosis, goal setting and prioritising, and planning, together 
with the strategies which can be applied and, finally, 4.) the 
allocation of roles to co-operating agents.
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 1. COGNITIVE CONTROL OF ACTIVITIES.
     Humans have different modes of control of their goal oriented 
`teraction with the environment. The different control modes have 
 ery different characteristics with respect to mental resources 
  d interpretation of information. In addition, the different 
:odes of control can be related to different time frames. The 
different modes of behaviour are typically studied separately in 
psychological research. However, for understanding human learning 
p'a.ring work and the errors made, it is very important to have a 
framework which can serve to inter-relate the findings of basic 
._e~ arch .
    Levels of  cognitive control.  
     Three levels of cognitive control, based on a distinction 
:?tween the underlying control structures and related 
TL.erpretation of information has been suggested elsewhere 
' asmussen, 1983, 1986), but will be discussed here in some detail 
`,ieuause the distinctions are important for the cognitive work 
x T, r;E figure  1. 
     Skill-based  control. This level is characteristic by the 
 cj.b.:i ity to generate by means of an internal dynamic 'world model' 
 he movement patterns required for interaction with a familiar 
mnvironrnent . The flexibility of skilled performance is due to the 
         Lo compose from a large repertoire of such movement
.)atterns the sets suited for specific purposes and to adapt them 
he varying topography and metric properties of the environment 
tL'erno.tein, 1967). The individual patterns are activated and 
iaif .f! by p-J ceiv d patterns that are acting as signs, and the 
)erson is not con ciously choosinq among alternatives. In these 
 the higher-level control may take the form of conscious 
t t.i.ci.pation of upcoming demands in general terms, resulting in an 
         of the state of the dynamic world model and thereby in 
vhe appropriate 'modulation' of the skilled response. This
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MOVEMENTS AND ROUTINESSEEI GES
SENSORY  INFORMATION SIGNALS MOVEMENTS
Schematic map illustrating different levels in cognitive control 
of human behaviour. The basic level represents the highly skilled 
sensori-motor performance controlled by automated patterns of 
movements. Sequences of such sub-routines will be controlled by 
stored rules, activated by signs. Problem solving in unfamiliar 
tasks will be based on conceptual models at the knowledge based 
level which serve to generate the necessary rules ad-hoc. The 
figure illustrates the flow of information, not the control of 
this flow. The figure is not meant to show humans as passive and 
subjects to information 'input'. On the contrary, they actively 
seek information, guided by their dynamic 'world model'. Human 
actions are explained by reasons as well as by causes. Skilled, 
integrated patterns of movements, however, are not caused by 
signals, but determined by signals and the internal world model. 
Only changes in skilled patterns are 'caused'.
FIGURE 1.
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formulation of skilled performance is in line with Gibson's (1966) 
attunement of the neural system underlying direct perception of 
invariants of the environment in terms of 'affordances'. 
     The performance at this level is typical of the master, or 
expert, and the smoothness and harmony of an expert craftsman has 
been fascinating philosophers and artists through ages. Listen, 
for instance, to Chuang Tsu. In 'The Genius of the Absurd' he 
describes how the cook of the ruler Wen Hui cuts up an oxen: 
"Whenever he applied his hand , leaned forward with his shoulder, 
planted his foot, and employed the pressure of his knee in the 
audible ripping off of the skin and slicing operation of the 
knife, the sound were all as in the dance of 'The Mulberry Forest' 
and the blended notes of 'The Ching Shou'." To the admiring 
comments of the ruler, the cook answers: "...When I first began to 
cut up an ox, I saw nothing but the entire carcass. After three 
years I ceased to see it as a whole. Now I deal with it in a 
spirit-like manner and do not look at it with my eyes. The use of 
my senses is discarded and my spirit acts as it wills...". The 
need to abandon rational control based on conscious observation is 
a theme frequently discussed in oriental sources. At several 
occasions, a Japanese master of Raku pottery has been quoted for 
saying that it took him 20 years to learn the rules of his craft, 
and another 20 years to forget them again before he felt he 
approached mastery. Recently, similar experience has been 
presented by Herrigel (1948), the German philosopher learning 
archery from a Zen master who desperately try to avoid giving him 
rules: "Don't ask questions, practice!" Upon his fiasco, the 
master remarks: "Do not think about what to do, do not speculate 
about how to do it. -- The shot is only proper if it surprises 
even the archer himself." Another aspect the lack of explicit 
consideration of the goal at the skilled level of performance is 
stressed by the master: "The proper art is without goal, without 
intention. The more stubbornly you maintain, you want to learn 
archery in order to be sure to hit the target, the less chance you 
have of success." The attitude in such Zen sources is strictly 
against the use of explicit statement of rules during training, 
but apart from that the descriptions given appear to be very 
accurate accounts of the nature of an expert's manual skill and
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of the processes active during later phases of skill optimisation. 
     The very effective adaptation to the dynamic properties of 
the environment is a complex learning process which includes two 
phases. The initial  training can take place within the skilled 
level by imitation and trial-and-error, as for instance, learning 
to play an instrument by ear or children learning to talk, walk, 
etc. However, in most cases, control at the rule-based level will 
be active. The rules involved may be supplied by an instructor or 
a textbook, as is typically the case when learning to drive a car, 
to operate tools and technical devices supplied with an 
instruction manual, or to manage social interactions from 'rules 
of good manners'. 
     Once an effective patterns of movements has been formed, an 
optimisation process will be active for fine-tuning of manual 
skills by a continuous updating of the underlying sensory-motor 
schemata to match closer the time-space features of the task 
environment. Human errors are closely related to this learning 
process. If the optimisation criteria are speed and smoothness, 
the limits of acceptable adaptation can only be found by the once-
in-a-while experience gained when crossing the precision tolerance 
limits, i.e. by the experience of errors or near-errors (speed-
accuracy trade-off). Some errors, therefore, have a function in 
maintaining a skill at its proper level. They are not related to 
particular error mechanisms but intimately connected with the 
basis for expert skill. 
     Rule-based control. The composition of a sequence of 
subroutines in a familiar work situation is typically consciously 
controlled by a stored rule or procedure that may have been 
derived empirically during previous occasions, communicated from 
other persons' know-how as an instruction or a cookbook recipe. If 
such support is not present, rules have to be be prepared on 
occasion by conscious problem solving and planning. This is 
possible by persons with a basic knowledge of the structure and 
functioning will be able to generate themselves a set of rules to 
control activities related to various purposes during early phases 
of learning. In AI terminology, this involves transformation of 
declarative knowledge into procedural knowledge, i.e., what
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Anderson (1983) calls 'compiling declarative knowledge.' 
     An important point is that control of behaviour at this level 
is goal-oriented, but structured by 'feed-forward control' through 
a stored rule, in other words, the person is aware that 
alternative actions are possible and has to make a choice. The 
choice is based on 'signs' in the environment which have been 
found to be correlated to one of the alternative actions. Very 
often, the goal is not even explicitly formulated, but is found 
implicitly in the situation releasing the stored rules. The 
control is teleologic in the sense that the rule or control is 
selected from previous successful experiences. The control evolves 
by 'survival of the fittest' rule. 
     Also at this rule based level, adaptation to the properties 
and requirements of the environment will lead to an unending 
change of the cue-rule repertoire. As more integrated patterns of 
skilled movements evolve at the lower level of control, less 
detailed rules will be needed for co-ordination. Along with the 
experience obtained, more convenient cues for action will be 
found. Humans typically seek the way of least effort. Therefore, 
it can be expected that no more cues will be used than are 
necessary for discrimination among the perceived alternatives for 
action in the particular situation. Along with the evolution of an 
effective internal, dynamic world model underlying the skilled 
performance, patterns available for control of movements will be 
more tightly synchronised with the environment. Less uncertainty 
will be present for the next actions, and simpler cues will be 
needed  for control in a particular situation at the same time as 
the repertoire of rules for choice grows. A precondition for this 
is, however, that the manual skill is related to the actual task 
content, not only to a separate interface manipulation as it 
typically is the case, for instance in process control, which 
separates the manual skill context from the perception of action 
alternatives at the actual work level. 
      Development of know-how and rules-of-thumb in this way depend 
on a basic variability and opportunity for experiments to find 
shortcuts and to identify convenient and reliable signs making it 
possible to recognise recurrent conditions without consulting all 
defining attributes of a situation. In other words, effective,
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rule-based performance depends on empirical correlation of simple 
cues to successful acts. This implies that the choice is 'under-
specified' (Reason, 1986) outside this situation. When situations 
change, reliance on the cue sub-set which is no longer valid, and 
will cause an error due to inappropriate 'expectations'. Again an 
important conclusion is that error mechanisms cannot be separated 
from very effective adaptive mechanisms.
     Knowledge-based control. During unfamiliar situations for 
which no know-how or rules for control are available from previous 
encounters, the control must move to a higher conceptual level, in 
which performance is goal-controlled, and knowledge-based 
(knowledge is here taken in a rather restricted sense as 
possession of a conceptual, structural model or, in  AI 
terminology, of deep knowledge. The level, therefore, might also 
be called 'model-based'). In this situation, the goal is 
explicitly formulated, based on an analysis of the environment and 
the overall aims of the person. Then a useful plan is developed - 
by selection. Different plans are considered and their effect 
tested against the goal, physically by trial and error, or 
conceptually by means of 'thought experiments'. At this level of 
functional reasoning, the internal structure of the system is 
explicitly represented by a 'mental model' that may take several 
different forms (Rasmussen, 1986, 1987). A major task in 
knowledge-based action planning is to transfer those properties of 
the environment which are related to the perceived problem to a 
proper symbolic representation. The information observed in the 
environment is then perceived as 'symbols' with reference to this 
mental model. 
    Also at this level there appears to be a close relationship 
between adaptation and error. When no established procedure or 
solution exists, it can be difficult to define acts as error, and 
this is typically done after the fact when the ultimate effect is 
realised. Involved in problem solving, test of hypothesis becomes 
an important need. It is possible and, under risky, irreversible 
circumstances, often desirable, to test hypotheses conceptually - 
by thought experiments - before acting physically. It may, 
however, be tempting to test a hypothesis by physical action or
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experiment in order to avoid the strain from reasoning in a 
complex causal net. 
     Not all cognitive processes at the knowledge-based level are 
subject to rational, conscious control. As it was the case at the 
rule-based level, the process will depend on the perception of 
promising alternatives to consider which, in turn, depend on the 
subconscious intuition with respect to knowledge, aspects of the 
available repertoire of mental models, to access in the long term 
storage (see Reason, 1985, for the discussion of similarity 
matching and frequency gambling in memory retrieval). In 
consequence, to enable effective inference at the knowledge-based 
level, it is important to maintain an integrated relationship 
between activities at all three cognitive levels, i.e., there 
should be a consistent common structure behind the configuration 
of the manipulation surface, the cue-action patterns, and the 
representation of the relational structure which is effective for 
knowledge-based inference. This mapping problem will be discussed 
in a later section.
 Temporal aspects of the cognitive control.
     One important feature of this interaction among levels of 
control is that the different levels may be applied to different 
activities and have different time frames, see Figure 2. At the 
skill-based level, control takes care of the co-ordination of 
movements, at the rule-based level, actions are controlled by 
proper sequencing of patterns of movements and, finally the 
knowledge-based level takes care of planning of actions for new 
situations. 
     Interaction at the sensory-motor skill level is based on 
real-time, multi-variable, and synchronous co-ordination of 
physical movements with a dynamic environment. Quantitative, 
time-space signals are continuously controlling movements, and 
patterns are interpreted as signs serving to adjust the world 
model and maintain synchronism with the environment. The dynamic 
control of the patterns depends on high capacity signal processing 
in a feed-forward mode governed by the internal world model. 
During run-off of such routines, the conscious attention is free
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INTERACTION BETWEEN THE DIFFERENT LEVELS OF COGNITIVE CONTROL
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The figure illustrates the complex interaction between the 
different levels of cognitive control. Tasks are frequently 
analysed in terms of sequences of separate acts. Typically, 
however, several activities are going on at the same time, and at 
the skilled level, activity is more like a continuous, dynamic 
interaction with the work environment. Attention, on the other 
hand, is scanning across time and activities for analysis of the 
past performance, monitoring the current activity, and planning 
for foreseen future requirements. In this way, the dynamic world 
model is prepared for oncoming demands, rules are rehearsed and 
modified to fit predicted demands, and symbolic reasoning is used 
to understand responses from the environment and to prepare rules 
for foreseen but unfamiliar situations. Attention may not always 
be focused on current activities, and different levels of control 
may be involved in different tasks, related to different time 
slots, in a time sharing or a parallel mode of processing.
FIGURE 2.
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to cope with other matters on a time sharing basis. 
     At the rule-based level, the conscious attention may run 
ahead of the skilled performance, preparing rules for coming 
requirements. It may be necessary to memorise rules, to rehearse 
their application, and to update more generic rules with the 
details of the present environment. Stored rules will frequently 
be formulated at a general level and, therefore, will need to be 
re-formulated and supplemented with details from the present 
physical context. In other cases, rules are not ready in explicit 
formulation, and previously successful coping with a similar 
situation will have to be memorised to establish transfer. In 
general, control at the rule based level require conscious 
preparation of the sequence ahead of the timing of the skilled 
run-off, if not, a break in the smooth performance will take 
place. The conscious mind only very infrequently is operating in 
synchronism with the interaction with environment. The attention 
will wander ahead to identify the need for rules, and backwards, 
to recollect the rules of past encounters. If non is available, 
switch over to deduction of rules by means of 'a mental model' is 
required which, in general will require even more foresight if a 
break in performance is not to occur. In this case, thought 
experiments and causal reasoning at the knowledge-based level will 
be necessary. One important feature of this complex interaction is 
the incessant change of the control and its allocation to the 
different levels which take place as high skill evolves. Control 
moves from level to level and the complexity of behavioural 
patterns, rules and models within levels will grow with training.
     2. REPRESENTATION OF WORKSPACE.  
     Different representations of the properties of the work 
environment are necessary for the different levels of cognitive 
control. One type relates to knowledge-based reasoning and 
functional decision making and involves representation of 
functional, relational structure of the work domain, i.e., what 
expert system designers call "deep knowledge". The second type 
involves representation of situations and scenarios, "frames and
 --77---
scripts", which are supporting heuristic rule-based reasoning 
involving shallow knowledge. Skill-based control is direct related 
to the spatial-temporal aspects of the observable objects of the 
environment, being it the work objects directly, or the artificial 
'objects' of an abstract display . This level of control depend on 
manipulation of the visible features at the surface of the 
systems. 
 Reoresentation of Relational Structure.
     In this domain of analysis, an explicit task and transaction 
independent description of the work content is established in 
order to identify the content of the knowledge-base necessary for 
problem-solving and decision making, i.e., for design of a work 
plan. Manipulation of the work space basically imply the selection 
of available means for the actual ends, considering the goals and 
constraints of task. A representation of the work space in terms 
of a map in one dimension spanned by means-end relations. Another 
important dimension reflects the span of attention of a decision 
maker in terms of part-whole relations, i.e., how much of the work 
space that is actually considered. A change in representation 
along both dimensions is typically used to cope with the 
complexity of any unfamiliar work situation (Rasmussen, 1986). 
     Shifts between 'mental model' from different levels in the 
means-end dimension are important in any design task. 
Representations at low levels of abstraction are related to the 
available material resources which can be used to serve several 
different purposes. Representations at higher levels of 
abstraction are closely related to specific purposes, each of 
which can be served by different arrangements of resources. This 
relational structure is important for analysis of the state of 
affairs during unfamiliar circumstances, for setting priorities, 
and for planning in any work situation involving resource 
management and adaptation to changing conditions. Decisions, in 
general, are not based on primary data about the state of affairs 
and consideration of the ultimate goal. Goals have to be 
interpreted and concretised to be operational, and primary data 
must be integrated and generalised before they can be related to
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The problem space of computer trouble shooting can be illustrated 
by a map of two dimensions reflecting the levels of abstraction 
and decomposition considered in the individual statements of 
knowledge about the state of the system. Generally, in a resource-
demand matching decision task, it will be expected that the 
decomposition is considered independently at each level of 
abstraction. In the present very selective task of locating a 
fault with reference to only one, normal, system state, a common 
decomposition at all levels with reference to the physical 
equipment was feasible for describing the trace found in verbal 
protocols. The figure illustrates the unstructured path of a 
specific case; each case will be different. Therefore, the process 
description is unsuited for a design basis model.
FIGURE 3.
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goals. For effective support of decision processes, therefore, the 
substance matter of a work domain should be represented at several 
levels of abstraction, representing goals and requirements, 
general functions, physical processes and activities, as well as 
material resources. That decisions are called upon at all, depend 
on a many-to-many mapping between these levels. Any work function 
(what should be used) can be seen both as a goal (why it is 
relevant) for a function at a lower level, and as a means for a 
function at a higher level  (how it is realised). 
     An example of such a map of a work space is shown in Figure 
3, identified from the verbal protocol of an engineer trouble-
shooting a computer system. It illustrates how a computer can be 
represented at several levels of abstraction including the purpose 
of the application program, abstract information theoretical 
concepts, general computer functions, physical, electronic 
processes and, finally, the material anatomy. Another important 
point is that the trajectories followed during work will be very 
dependent on the situation and the particular individual. In 
Figure 4, the problem space of supervisory process plant control 
is shown. 
     The important lesson to learn from this is that, to support a 
problem solving task, the knowledge base should allow the user to 
navigate freely in the work space, i.e., information about the 
system should be available for the entire space, and a normative 
work procedure cannot be assumed. In addition, the user should be 
able to retrieve items of the knowledge at the proper level from 
questions coming naturally during work, i.e., what functions are 
available, why they should be used, and how they can be 
implemented.
Frames and Scripts.
    The means-end problem space represents those system 
properties which by necessity must be considered in any mental 
operation involved in goal directed planning. Such planning is, of 
course, only needed the first time a particular situation is met, 
i.e., during problem solving. In general, however, conditions are 
familiar and activity will be rule-based, i.e., perception of the
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The figure illustrates the concepts used to represent the 
functional properties of an industrial process plant. The means-
ends dimension is represented in several levels representing 




state of affairs will be directly in terms referring directly to 
action alternatives. In this case, "cues" from the environment 
will associate to the attributes of tasks in a library of familiar 
work procedures relevant for the particular situation. This means 
that properties of the environment are only implicitly represented 
being labelled in terms of episodes, tasks, situations, etc., see 
Figure 5. This kind of representation has been considered in many 
different contexts, in terms of frames (Minsky, 1975), scripts 
(Schank, 1977), background (Searle, 1981), etc. 
     The information represented in the means-end hierarchy 
typically is objective information representing the possible 
relations of the environment. In comparison, the representation in 
terms of "frames" is highly subjective, depending on particular 
features of the present situation, and the experiences of the 
particular actor. Verbal labelling of "frames" is an effective way 
to recall or communicate a complex network of relationships 
between sets of goals, functions, and objects which, according to 
prior experience, are relevant in the related familiar work 
situations. Since these "frames" are implicit representations of 
means-end relations, the means-end/part-whole problem space can 
be a  useful guide in field work for exploring the content of the 
related "frame" of skilled personnel, i.e., a "space of frames" 
can be found as an overlay to the problem space (but as a 
subjective overlay, probably specific to each individual actor) 
see Figures 5 and 6 which show the 'frame-owerlays' on Figure 4.
     The important point here is the separate modelling of the 
work context and the cognitive human features which is necessary 
for design and evaluation of systems which have to support certain 
categories of tasks of which the particulars cannot be predicted. 
In general, classical task analysis was made in terms of actions 
on the work environment, i.e., it involved features of the task 
together with features of human behaviour.
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The figure illustrates the use of the problem space as a map for 
the network of situation labels which represent the tacit "frames" 
determining the foci underlying intuitive judgements and, 
therefore, the expectations during familiar tasks in a proces 
plant. In a given situation, the active foci may be formulated in 
terms of a generic, hierarchical tree representing a decomposition 
of the task content. The better the adaptation is to a particular 
context and, therefore, the specificity of the focus, the fewer 
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In skill-based performance, cues for action will be formed at the 
basic level of time-space variables presentedby the material 
world, and sensory patterns will be associated to physical 
manipulations. In rule-based control, the association may be at a 
higher level; however, the control of the physical movements will 
still be necessary at the low level. During highly familiar 
routines, the focus of judgment will be entirely intuitive. In 
case of ambiguity and doubt, rehearsal and verbal labelling of the 
situational context at one or more levels may be necessary to 
establish focus. The more ambiguous the situation, the higher will 
have to be the level of rehearsal.
FIGURE 6.
— 84 —
3. THE DECISION  TASK AND MENTAL STRATEGIES.
     It follows from the discussion in the previous section a 
normative model for the decision making process cannot be assumed. 
A novice user or an expert in an unfamiliar task will have to work 
in the knowledge-based regime. This involves exploration of the 
work space, analysis of the actual state of affairs, selection of 
the goals to consider and, finally, planning of the procedure to 
follow. In a familiar setting, however, know-how will connect 
familiar cues directly to the appropriate actions in the rule-
based domain. In order to support a novice without frustrating an 
expert, an information system should be very flexible with respect 
to the user's formulation of the decision process. 
     For support of a rational, knowledge-based decision process, 
great flexibility is necessary. For each of the steps in such a 
decision process, a set of different mental strategies can be 
formulated that can be used to solve the task. To illustrate this 
point, results from field studies will be briefly reviewed. 
     Diaanostic strateaies in trouble-shootina. Different
diagnostic strategies applicable for trouble shooting in technical 
systems have been identified from analysis of verbal protocols 
(Rasmussen and Jensen, 1974). In general, the diagnostic task is a 
search to identify a change from normal operation in terms that 
can refer the repairman to the location of the fault. Such a 
diagnostic search can be performed in two basically different 
ways. A set of observations representing the abnormal state of the 
system - a set. of symptoms - can be used as a search template to 
find a matching set in a library of symptoms related to different 
abnormal system conditions. This kind of search will be called 
symptomatic search. On the other hand, the search can be performed 
in the system with reference to a template representing normal 
function. The change will then be found as a mismatch and 
identified by its location in the system. Consequently, this kind 
of search strategy can be called topographic search. 
     The topographic search is performed as a good/bad mapping of 
the system. Symptomatic search is a search through a library of 
abnormal data sets, "symptoms", to find the set that matches the 
actual observed pattern of system behaviour. The symptomatic
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search can be a parallel, data-driven pattern recognition, or a 
sequential decision table search. Furthermore, reference patterns 
can be generated on-line by modification of a functional model in 
correspondence with a hypothetical disturbance, and the strategy 
can then be called search by hypothesis and test. 
     The important issue here is that different possible 
strategies for the same task may have very different resource 
requirements, for instance in terms of data, knowledge of basic 
system functions, processing and memory capacity. Shifts in 
strategy, therefore, will be very effective for obtaining a 
suitable resource/demand match, and the complexity and variance of 
the trajectories through the work space observed in actual task 
performance generally will be caused by attempts to match the 
immediate task requirements to the available knowledge and 
processing capacity by frequent shifts in strategy.
 Strategies for Information Retrieval in Libraries. The same
feature has been found from analysis of actual user-librarian 
conversations in public libraries. In the task to identify books 
that will match a user's needs, several different strategies were 
identified which show the same great difference in their resource 
requirements (Pejtersen, 1979). 
     A bibliographical search identifies the proper documents by 
author and title. This information will, however, frequently not 
be known in advance. In this case, analytical search can be used 
to explore systematically the dimensions of the user's needs and 
to compare them with the relevant aspects of the available books. 
However, the user's needs may not be explicitly formulated and 
then search by analogy may be a useful strategy. In this case, a 
librarian, for instance, can explore the users' needs by asking 
for information about the users' previous reading, to be able to 
find 'something similar'. Prototypes thus identified are analysed 
to identify search terms for new books. Frequently, it turns out 
that librarians frequently have developed empirical strategies  
representing effective shortcuts, being based on a prototypical 
classification of users and books by the librarian. Titles to 
suggest are selected from correlation experienced between user 
categories and typical reading habits. Users are classified
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according to a number of informal features such as visual 
appearance, verbal style, dress, age, etc., in addition to their 
expressed wishes, and books are classed in simple genre classes. 
Finally, a user of a library may have a need which is so ambiguous 
that specification of a search template is evaded and, instead, 
the content of a shelf or a database is scanned in a  browsing  
strategy in order to experience a match with the intuitively 
present need. 
     It will be seen that the strategies available to users in 
both work domains are very different with respect to the kind and 
amount of observations and knowledge they require as well as to 
the necessary mental processing capacity. Consequently, shift in 
strategy during work will be a very effective way to compensate 
for lack of resources. For system design this is a very important 
point since user acceptance very likely will be related to the 
freedom to chose strategy according to subjective process  
criteria (rather than to objective goals or product criteria) 
without loosing support by the system. Analysis of protocols 
indicate that important subjective process criteria are features 
like cost of observations, cognitive strain such as memory load, 
time spent, 'elegance', risk of failure, etc. 
     4. CO-OPERATIVE DECISION MAKING.
     Typically, decision making is analysed in terms of individual 
agents making isolated decisions. Decision makers are assumed to 
collect information, to analyse it in the light of their goals, 
finally, to plan and act. Actually, however, decision making is 
much more of a continuous task in control of a dynamic work space. 
In addition, several decision makers will normally interact with 
the work space in a co-operative effort to control the state of 
affairs in a common, more or less loosely coupled domain. In this 
context, the means-end/part-whole space is a representation of the 
work environment well suited to define the role of co-operating 
decision makers of an organisation, see Figure 7. The social 
organisation evolving will depend on the domain of control 
allocated the individual agents and on the conventions adopted for
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The figure illustrates the typical tasks related to the various 
levels of the problem space of office environments. Different 
kinds of tools and data systems will be necessary for support. In 
this work environment, decision making is taken care of by 
different actors at the various levels and the organization of the 




the communication necessary to co-ordinate their actions. 
     For each of the decision makers, the system considered will 
have a significantly "intentional" character, since the response 
of the system to the actions of any one of the decision makers 
will depend on the reactions of the other actors of the 
organisation. If the system response is not in accordance with 
their aims, they will tend to make compensatory actions. An 
intentional system will be highly homoeostatic and seek to 
maintain its states stable in the face of changes. Control, 
therefore, depends on adoption of coherent goals. 
     Reference is frequently made to goal-decomposition in an 
organisation. Decomposition of goals with reference to parts of 
the organisation (e.g., to groups and individuals) will, however, 
imply a concurrent shift in concepts, a re-formulation in the 
means-end structure. For each unit, high level goals then can be 
inferred, which is not necessarily part of the corporate goal. 
This, in fact, means that considering the means-end mapping of an 
organisation, several "domains" should be considered according to 
different definitions of system boundaries. For a group, the 
organisation is the immediate environment (see Figure 8).
 CONCLUSION
     The conclusion of the discussion in the present paper is that 
a framework for cognitive work analysis based on separate 
representation of the work domain, the generic decision task to be 
supported, and the resource profile of the users is a useful tool 
for design of integrated work stations based on advanced 
information technology. The focus has been on the user-task 
interaction rather than the user-computer interaction. However, 
the framework should be seen as an extension of the tools offered 
by the traditional HCI approach, not as a replacement.
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The figure illustrates how the traditional "goal decomposition" 
typically will also involve a shift in concepts for the goals or 
targets for the smaller units of a system, since each level in a 
means-end hierarchy will contain "goals" (ends) of the subordinate 
level. These units will, however, individually formulate their own 
high level goals which may not be parts of the total system goal. 
Good company "culture" or "symbolism" correspond to compatibility 
on the goal level, i.e., decomposition at the goal level 
identifies or includes goals of system units.
FIGURE 8.
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