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1. INTRODUCTION
Cette thèse est consacrée à l’étude de certains aspects du comportement
macroscopique d’un modèle simple de la physique statistique hors d’équilibre,
le processus d’exclusion à une dimension. La physique statistique décrit des
systèmes composés d’un grand nombre d’objets microscopiques en interaction
(comme par exemple les molécules d’un gaz), tels qu’il existe une séparation
nette entre l’échelle d’observation, macroscopique, et l’échelle microscopique
des interactions entre ces objets. Alors que la physique statistique d’équi-
libre décrit les systèmes macroscopiquement au repos, comme une barre de
fer, une bonbonne de gaz, ou l’eau d’un lac, la physique statistique hors équi-
libre s’intéresse à des phénomènes présentant des courants macroscopiques
de particules, d’énergies, etc.
Il peut sembler surprenant de voir que la physique statistique est toujours
une branche active de la science. Sa naissance, chaotique comme il se doit,
découle de la volonté d’expliquer la nature des gaz et de la chaleur, et d’en
décrire le comportement. Par de nombreux détours et tourbillons, il s’imposa
peu à peu au cours des xviie, xviiie et xixe siècles l’idée que les gaz sont
constitués d’«atomes», dont l’agitation correspond à la température. À cette
théorie cinétique des gaz sont associés de grands noms comme Bernoulli [4],
Herapath [45] et Joule [50], mais ce n’est qu’avec les travaux de Clausius [16],
Maxwell [65], Boltzmann [12] et Gibbs [38] entre 1850 et 1900 qu’apparaît
la physique statistique telle que nous la connaissons, avec notamment l’idée
qu’une description probabiliste est mieux adaptée, et l’introduction des no-
tions d’entropie et d’irréversibilité. Il ne s’agissait là que d’une porte ouverte
sur de nouveaux territoires qu’un siècle entier n’a pas suffi à explorer entiè-
rement : la relation avec la mécanique quantique, les transitions de phases
et points critiques, l’effet du désordre, etc. Pour illustrer l’étendue du travail
restant à accomplir, on peut noter que même la loi de Fourier [36], qui décrit
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la conduction de chaleur dans un corps, et qui a été introduite en 1807, n’a
pas encore de dérivation rigoureuse pour les systèmes dont la dynamique mi-
croscopique est déterministe. Même pour des systèmes dont la dynamique est
aléatoire, la description des états hors d’équilibre reste encore fragmentaire.
De fait, l’univers de la physique statistique hors d’équilibre est extrême-
ment riche et varié. Des phénomènes d’aspect aussi différent que la croissance
d’un cristal, les avalanches de grains de sable, la formation de motifs sur cer-
tains coquillages, le mouvement de l’eau qui bout peuvent être étudiés par
des modèles de physique hors d’équilibre. Les sciences de la vie elles-mêmes
pourraient être considérées dans un certain sens comme une branche de la
physique hors d’équilibre. En regard de la variété et de la complexité de ces
exemples, la simplicité du modèle qui est à l’étude dans cette thèse peut
sembler bien dérisoire. Le processus d’exclusion à une dimension peut être
sommairement décrit comme un ensemble de particules se déplaçant sur une
succession de cases ne pouvant en accueillir chacune qu’une seule. Certes, sa
simplicité permet l’obtention de résultats analytiques exacts, mais ce n’est
pas là la seule raison de l’intérêt que la communauté scientifique porte à ce
modèle. En effet, le processus d’exclusion présente des propriétés que l’on re-
trouve dans beaucoup de phénomènes hors équilibre plus complexes, comme
la présence de transitions de phase, d’ondes de choc ou de corrélations à
longue distance. La conjonction de la simplicité du modèle et de l’intérêt des
phénomènes observés font que le processus d’exclusion a atteint le statut de
modèle de référence en physique hors équilibre, proche de celui du modèle
d’Ising pour les systèmes à l’équilibre.
À l’échelle macroscopique, le comportement d’un système stochastique
est généralement très différent de son comportement à l’échelle microsco-
pique. La trajectoire individuelle de chaque particule est perdue au profit
d’un mouvement d’ensemble du fluide régi par des lois macroscopiques, les
équations hydrodynamiques. Même si les trajectoires de ces particules mi-
croscopiques sont aléatoires, ce qui est le cas dans les modèles stochastiques
que nous étudions, l’évolution macroscopique du système est généralement
presque déterministe ; un phénomène que l’on peut rapprocher de la loi des
grands nombres. La probabilité d’observer une déviation notable par rapport
aux équations hydrodynamiques décroît exponentiellement avec la taille du
3système ; il est ainsi heureusement improbable que l’ensemble des molécules
de gaz se concentrent subitement dans un coin de la pièce. La fonctionnelle
qui donne la décroissance de la probabilité d’une fluctuation macroscopique
est appelée «fonctionnelle de grandes déviations». Un des principaux résul-
tats présentés dans cette thèse est l’obtention de cette fonctionnelle pour
la densité de l’état stationnaire du processus d’exclusion en présence d’un
champ extérieur faible.
Si observer une déviation macroscopique est fortement improbable dans
un système comportant un grand nombre de particules, des petites fluctua-
tions sont toujours présentes. Ces petites fluctuations se manifestent par
exemple dans le mouvement aléatoire d’un grain de pollen dans de l’eau
(mouvement Brownien), et sont essentielles pour comprendre les phénomènes
de diffusion. La taille des fluctuations typiques observées à l’échelle macro-
scopique dans un système stochastique sont inversement proportionnelles à
la racine carrée de la taille du système. Dans ce mémoire, nous obtenons la
distribution de probabilité de telles fluctuations pour le processus d’exclusion
dans l’état stationnaire, à la fois en présence d’un champ faible et en présence
d’un champ fort. Ces deux résultats (fonctionnelle de grandes déviations et
petites fluctuations) découlent d’une formulation nouvelle de la probabilité
d’un état microscopique comme une somme sur des marches abstraites.
Nous présenterons également l’effet d’un désordre gelé sur une transition
de phase du processus d’exclusion. Ajouter du désordre à un modèle statis-
tique est une manière de prendre en compte le fait que les vrais systèmes sont
rarement tout à fait purs, mais présentent généralement des défauts répartis
aléatoirement. La présence de tels défauts peut avoir des conséquences im-
portantes sur le comportement macroscopique du système, comme l’a montré
l’étude des systèmes désordonnés à l’équilibre. Ici, dans le cadre du processus
d’exclusion unidimensionnel, nous mettons en évidence une conséquence in-
habituelle du désordre : la transition de phase devient dépendante de l’échan-
tillon considéré.
Voici maintenant le plan de ce mémoire.
La première partie se veut comme une longue introduction ; Nous y défi-
nissons les systèmes de gaz sur réseau, et plus particulièrement le processus
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d’exclusion simple, le modèle sur lequel porte l’essentiel de cette thèse. Dans
ce cadre, la notion de grandes déviations est abordée par une approche ma-
croscopique. Il ne s’agit pas dans cette partie de résultats originaux, mais de
ma compréhension, qui doit beaucoup aux nombreuses explications de mon
directeur de thèse, de la littérature sur le sujet et notamment de l’approche
de Bertini, De Sole, Gabrielli, Jona-Lasinio et Landim [7–9],
La seconde partie est assez indépendante ; elle concerne le processus d’ex-
clusion avec désordre gelé. Par des simulations numériques nous montrons que
lorsque l’on ajoute du désordre lié aux sites dans un processus d’exclusion
ouvert, la position de la transition de phase est modifiée et devient dépen-
dante de l’échantillon considéré. Ces résultats sont comparés aux prédictions
d’une approximation de champ moyen.
La troisième partie constitue le corps principal de cette thèse. Nous mon-
trons que l’on peut exprimer la probabilité d’un état du processus d’exclusion
comme une somme sur des marches abstraites. La limite continue de cette
formulation nous permet d’évaluer la fonctionnelle de grandes déviations de
densité pour l’état stationnaire du processus d’exclusion faiblement asymé-
trique. Celle-ci peut se mettre sous plusieurs formes, l’une d’entre elles no-
tamment exprime la fonctionnelle de grandes déviations comme le maximum
d’une quantité dépendant d’une fonction auxiliaire {F}, et qui fait le lien
entre deux résultats déjà connus, la fonctionnelle de grandes déviations du
processus d’exclusion symétrique et celle du processus d’exclusion totalement
asymétrique. L’expression de la fonctionnelle de grandes déviations du pro-
cessus faiblement asymétrique est cohérente avec l’approche macroscopique
des grandes déviations de Bertini et al. présentée en première partie.
La somme sur les marches nous permet également de calculer la distribu-
tion des petites fluctuations de densité dans l’état stationnaire des processus
d’exclusion faiblement et totalement asymétrique. Celles-ci peuvent s’écrire
comme la somme de deux processus indépendants, dont l’un est un bruit
blanc, tandis que le second prend différentes formes selon la force de l’asy-
métrie. Notamment, dans la phase de courant maximum du processus totale-
ment asymétrique, il prend la forme de la dérivée d’une excursion brownienne,
qui est un processus non-gaussien. L’expression de ces petites fluctuations
permet en outre de calculer les fonctions de corrélation.
5Enfin, dans un dernier chapitre, nous étudions plus en détail les marches
et la fonction auxiliaire {F} qui intervient dans le calcul de la fonctionnelle de
grandes déviations. Nous montrons que la fonction {F} est liée aux fonctions
de corrélation, et que, comme cela avait déjà été indiqué [5,8], la trajectoire
qu’elle suit lors de la formation d’une fluctuation de densité est la trajec-
toire hydrodynamique inversée dans le temps. Nous nous aiderons de cette
constatation pour construire une dynamique microscopique sur les marches
qui, lorsqu’elle est projetée sur les états du processus d’exclusion, en redonne
correctement la dynamique.

Première partie
RÉSULTATS GÉNÉRAUX

RÉSUMÉ
Cette partie sert à introduire les notions et outils que nous utiliserons dans
cette thèse. Le chapitre 2 est une courte introduction aux gaz sur réseau. Dans
le chapitre 3, nous présentons les propriétés macroscopiques de tels systèmes,
notament les fonctionnelles de grandes déviations de courant, dynamique, et
de densité. Le chapitre 4 présente plus précisément les processus d’exclusion.

2. INTRODUCTION AUX GAZ SUR RÉSEAU
2.1 Description markovienne
Soit un système stochastique dont les configurations sont notées par C. Au
cours du temps, le système va parcourir une trajectoire C(t), déterminée par la
dynamique du système. La dynamique est dite markovienne si la probabilité
d’aller de la configuration C(t) à une configuration C ′ entre t et t + dt ne
dépend que de la configuration de départ C(t), de la configuration d’arrivée
(et éventuellement du temps), mais pas de la trajectoire {C(s)}s<t qui a mené
à la configuration C(t). Autrement dit, un système markovien est un système
sans mémoire.
2.1.1 L’équation maîtresse
Nous supposerons qu’à chaque instant, le système passe de la configura-
tion C à la configuration C ′ avec le taux de transition M(C → C ′), i.e. durant
un intervalle de temps dt, le système initialement en C passe à une confi-
guration C ′ avec la probabilité dtM(C → C ′). Dans ce cas, l’évolution de la
probabilité Pt(C) que le système soit à l’instant t dans la configuration C est
donnée par l’équation maîtresse
∂tPt(C) =
∑
C′ 6=C
(
Pt(C ′)M(C ′ → C)− Pt(C)M(C → C ′)
)
. (2.1)
2.1.2 États stationnaires
La dynamique du système est dite irréductible s’il existe toujours une
trajectoire de probabilité non nulle reliant deux configurations C et C ′ don-
nées. En terme de taux de transition, cela signifie que quelques soient C
et C ′, il existe toujours une suite d’un certain nombre k de configurations
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C1 = C, C2, . . . , Ck = C ′ telle que
k−1∏
i=1
M(Ci → Ci+1) 6= 0 . (2.2)
Si un système irréductible comporte un nombre fini de configurations C pos-
sibles, on peut montrer (via le théorème de Perron Frobenius ) que sa distri-
bution de probabilité va tendre, au bout d’un temps infini, vers une unique
distribution stationnaire (i.e. indépendante du temps) Pst. D’après l’équa-
tion maîtresse (2.1) cette distribution stationnaire Pst(C) vérifie, pour toute
configuration C∑
C′ 6=C
(
Pst(C ′)M(C ′ → C)− Pst(C)M(C → C ′)
)
= 0 . (2.3)
C
Fig. 2.1: Dans l’état stationnaire, la probabilité totale d’atteindre une configuration
C est égale à la probabilité de la quitter.
2.1.3 Dynamique adjointe
La dynamique adjointe est la dynamique obtenue en inversant la direc-
tion du temps pour un système dans l’état stationnaire. Cette dynamique
possède naturellement le même état stationnaire que la dynamique directe,
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mais une distribution de probabilité différente sur les trajectoires, et des taux
de transition différents. Nous noterons M∗(C → C ′) le taux de transition de
C vers C ′ dans la dynamique adjointe. La probabilité d’observer un saut de C
vers C ′ dans la dynamique directe est égale à la probabilité d’observer le saut
inverse, de C ′ vers C, dans la dynamique adjointe. Les taux de transition de
la dynamique directe et ceux de la dynamique adjointe sont donc reliés par
Pst(C)M(C → C ′) = Pst(C ′)M∗(C ′ → C) . (2.4)
2.1.4 Bilan détaillé
Nous différencierons deux types d’états stationnaires : les états d’équi-
libre, et les états stationnaires hors d’équilibre. Les états d’équilibre sont les
états stationnaires pour lesquels la probabilité d’observer une trajectoire C(t)
est égale à la probabilité d’observer cette trajectoire renversée dans le temps,
i.e. C(−t). Pour un état d’équilibre, la dynamique adjointe est donc égale
à la dynamique directe. Les taux de transitions doivent pour cela vérifier
l’équation du «bilan détaillé»
Peq(C ′)M(C ′ → C) = Peq(C)M(C → C ′) . (2.5)
Dans un état d’équilibre, le courant moyen en tout point est nul, puisqu’il y
a la même probabilité d’observer une transition dans un sens ou dans l’autre.
C
C
0
Fig. 2.2: Bilan détaillé : la probabilité d’aller d’une configuration C à une configu-
ration C′ est égale à la probabilité d’aller de C′ à C.
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2.2 Gaz sur réseau
Dans la suite, nous étudierons seulement les systèmes stochastiques de
type gaz sur réseau avec interactions de cœur dur, et plus particulièrement
le processus d’exclusion simple. Un gaz sur réseau est un système constitué
d’un ensemble de particules évoluant aléatoirement sur un réseau discret.
Nous considérerons uniquement des particules «à cœur dur», c’est à dire que
les particules interagissent entre elles de sorte que deux particules ne peuvent
pas se trouver au même moment sur le même site du réseau ; c’est la règle
d’exclusion. De plus, nous nous limiterons à des systèmes unidimensionnels.
Le réseau sur lequel les particules évoluent est constitué de L sites indicés
Fig. 2.3: Gaz sur réseau unidimensionnel de L = 7 sites. La configuration de
nombres d’occupation η = (0, 1, 1, 0, 1, 0, 1) est représentée
de 1 à L ; L est la taille du système. Une configuration C du système est
entièrement définie par la donnée, pour chaque site i du réseau, du «nombre
d’occupation» ηi, c’est à dire du nombre de particules présentes en i ; de par
la règle d’exclusion, ce nombre est soit 0 (aucune particule au site i), soit 1 (le
site i est occupé par une particule). La dynamique du système se décompose
en une suite de sauts élémentaires : si le site i est occupé par une particule, et
le site j vide, la particule présente en i peut sauter sur le site j. La nouvelle
configuration du système est alors ηi,j, définie à partir de la configuration η
avant le saut en inversant les nombres d’occupation i et j,
ηi,ji = ηj (2.6)
ηi,jj = ηi (2.7)
ηi,jk = ηk si k 6= i, j . (2.8)
Un saut de i à j se produit avec un taux de probabilité c(i, j, η), c’est à
dire que durant un intervalle de temps infinitésimal dt, une particule en i
a une probabilité c(i, j, η)dt de sauter au site j. Les taux de saut c(i, j, η)
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peuvent dépendre du site source i, de la destination j, mais également de
l’état du système η, de manière à pouvoir modéliser des interactions entre
particules. Par construction, durant un saut, le nombre total de particules
dans le système est conservé.
Pour simplifier, nous supposerons par la suite que les particules ne peuvent
sauter que sur leurs plus proches voisins, c’est à dire c(i, j, η) = 0 si |j−i| > 1.
Nous imposerons également sur les taux de saut une condition de portée finie
des interactions : quelque soit i et j, c(i, j, η) ne dépend pas de l’occupation
ηk des sites k situés à une distance des sites source i et destination j plus
grande qu’une certaine portée limite R , avec R ¿ L. De plus, pour éviter
les blocages, nous imposerons que c(i, i + 1, η) > 0 quand le saut est permis
par la règle d’exclusion, i.e. quand ηi = 1 et ηi+1 = 0.
Sans autres interactions, la dynamique ainsi décrite conserve le nombre de
particules. Il y a donc dans ce cas un état stationnaire différent pour chaque
nombre de particules. Nous voulons pouvoir décrire un gaz qui, lorsqu’il est
isolé, atteint un état d’équilibre uniforme. Pour cela, nous imposons que les
taux de saut soient tels que pour chaque nombre N de particules il existe un
état d’équilibre Peq,N avec une densité moyenne uniforme N/L . Pour cela,
les taux de saut doivent entre autre vérifier le bilan détaillé :
c(i, j, η)Peq,N(η) = c(j, i, η
i,j)Peq,N(η
i,j) . (2.9)
En plus de la dynamique interne, le système est en interaction avec deux
réservoirs de particules, Ra et Rb, en contact avec respectivement le bord
gauche et le bord droit du réseau. Ces réservoirs peuvent échanger un nombre
infini de particules avec les sites à leur contact. Pour simplifier les expressions,
nous assimilerons le réservoir Ra au site 0, et le réservoir Rb au site L + 1.
La dynamique du réservoir Ra est définie par le taux de saut c(0, 1, η) du
réservoir Ra (site 0) en direction du site i = 1 (ce qui correspond à la création
d’une particule en 1) et par les taux de saut c(1, 0, η) du premier site vers le
réservoir Ra (ce qui correspond à la destruction d’une particule en i = 1) ;
de même l’action de Rb est définie par c(L,L + 1, η) et c(L + 1, L, η). Pour
respecter la localité des interactions, ces taux de création et de destruction
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Ra Rb
Fig. 2.4: Gaz sur réseau unidimensionnel en contact avec deux réservoirs Ra et Rb.
ne doivent pas dépendre de l’occupation η(r) des sites r situés à une distance
plus grande que R des réservoirs. Naturellement, le nombre total de particules
dans le système n’est alors plus conservé ; cependant on peut choisir ces taux
de saut de telle sorte que la relation de bilan détaillé soit vérifiée : pour
0 ≤ i ≤ L,
c(i, i+ 1, η)Peq(η) = c(i+ 1, i, η
i,i+1)Peq(η
i,i+1) (2.10)
avec, pour i 6= 0, L+ 1, ηi,i+1 défini par (2.6) et η0,1, ηL,L+1 défini par
η0,11 = 1− η1 (2.11)
η0,1k = ηk pour k 6= 1 (2.12)
et
ηL,L+1L = 1− ηL (2.13)
ηL,L+1k = ηk pour k 6= L . (2.14)
Un ensemble continu de valeurs pour les taux de saut entre les réservoirs et
le système respecte l’équation du bilan détaillé (2.10), menant chacune à un
état d’équilibre différent. En comparant (2.10) avec (2.9), on voit que la dis-
tribution de probabilité peut se mettre sous la forme Peq(η) = P (N)Peq,N(η)
où P (N) est la probabilité d’avoir N particules dans le système avec N le
nombre de particules dans la configuration η et Peq,N la distribution de pro-
babilité pour le système fermé avec N particules. Comme nous avons supposé
que la densité était constante dans le système fermé quelque soit le nombre
de particules, il en est de même pour le système en contact avec les réservoirs.
Cette densité uniforme ρ peut s’interpréter comme étant celle imposée par les
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réservoirs. Par la suite, nous appellerons ces réservoirs Ra et Rb définis par
les taux de saut correspondants «réservoirs de densité ρ». En général, donner
la densité d’un réservoir n’est pas suffisant pour le caractériser entièrement
(par exemple, il y a aussi l’intensité du couplage entre les réservoirs et le
système), cependant dans la limite L grand, c’est le paramètre important.
Pour créer un état stationnaire hors d’équilibre, il faut modifier la dyna-
mique pour permettre l’établissement d’un courant moyen non nul. On peut
par exemple imposer une différence de densité entre les deux réservoirs. Si le
réservoir Ra est à la densité ρa, et le réservoir Rb à la densité ρb 6= ρa, on
s’attend à ce que dans l’état stationnaire, un courant s’établisse du réservoir
de haute densité vers le réservoir de basse densité. Pour des différences de
densité faibles, il est raisonnable de linéariser la relation entre courant mi-
croscopique moyen de particules J¯microL et le gradient de densité
ρa−ρb
L
; cela
mène à la loi de Fick
J¯microL =
D(ρ)
L
(ρa − ρb) (2.15)
pour ρa ≃ ρb ≃ ρ, avec ρ la densité moyenne de particules dans le système.
D(ρ) est la constante de diffusion. La dépendance en 1
L
traduit le fait que la
résistance du système à l’établissement d’un courant est proportionnelle à la
taille L du système.
Une autre manière de forcer un courant à travers le système est d’imposer
un potentiel extérieur Vi qui va favoriser les particules se déplaçant dans une
certaine direction. A chaque saut i → i + 1, nous allons associer un champ
Ei = Vi − Vi+1. Les taux de saut c(i, i + 1, η) sont modifiés en cE(i, i + 1, η)
qui vérifient l’équation de bilan détaillé modifié suivante :
cE(i, i+ 1, η)Peq(η) = cE(i+ 1, i, η
i,i+1)Peq(η
i,i+1) exp
(
Ei
)
. (2.16)
Une possibilité est de définir
cE(i, i+ 1, η) = c(i, i+ 1, η) exp
(
Ei
2
)
(2.17)
cE(i+ 1, i, η) = c(i+ 1, i, η) exp
(
−Ei
2
)
. (2.18)
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Pour voir que ces définitions sont cohérentes, supposons que le nouveau sys-
tème est à l’équilibre. Ce nouvel état d’équilibre est solution du bilan détaillé
cE(i, i+ 1, η)P
E
eq(η) = cE(i+ 1, i, η
i,i+1)PEeq(η
i,i+1) (2.19)
En comparant avec le bilan détaillé modifié (2.16) et (2.20), on voit que si
on défini le hamiltonien H(η) par
Peq(η) =
1
Z
exp (−H(η)) (2.20)
(avec Z une constante de normalisation), PEeq donnée par
PEeq(η) =
1
ZE
exp
[
−
(
H(η) +
∑
i
η(i)Vi
)]
(2.21)
(où Vi est le potentiel au point i, et ZE une constante de normalisation)
est solution du bilan détaillé (2.19) à condition que VL+1 = V0 = 0 (si les
deux réservoirs ne sont pas au même potentiel, le système ne peut pas être
à l’équilibre). On retrouve bien une mesure de Gibbs (avec la convention
kT = 1) pour une énergie totale HE(η) = H(η) +
∑
i η(i)Vi qui diffère de
l’énergie de départ H par le terme dû au potentiel extérieur.
Pour des champs Ei faibles, on peut linéariser la relation entre courant
et champs en introduisant la conductivité σ(ρ), où ρ est la densité moyenne
du système, approximativement constante. Le courant microscopique moyen
dans l’état stationnaire J¯microL sera alors approximativement donné par
J¯microL ≃ −σ(ρ)
VL+1 − V0
L
(2.22)
Introduire une différence de potentiel entre le site 0 (le réservoir de gauche)
et le site 1 revient en fait à changer la densité ρa du réservoir de gauche,
et de même pour le réservoir de droite. Pour retrouver la loi de Fick (2.15)
en l’absence de champs dans le coeur du système, il faut que les différences
de potentiel aux bords et les variations de densité des réservoirs ∆ρa et ∆ρb
soient reliées par
∆ρa =
σ(ρ)
D(ρ)
(V1 − V0) ∆ρb = σ(ρ)
D(ρ)
(VL − VL+1) . (2.23)
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Ainsi, en séparant l’effet du champ sur le coeur du système et l’effet de la
variation des densités des réservoirs, on peut réécrire (2.22) comme
J¯microL ≃
D(ρ)
L
(ρa − ρb)− σ(ρ)VL − V1
L
. (2.24)

3. COMPORTEMENT MACROSCOPIQUE ET GRANDES
DÉVIATIONS
La nature montre de nombreux exemples où un phénomène semble avoir
un comportement radicalement différent suivant l’échelle à laquelle on le re-
garde. Lorsque l’on observe un liquide, par exemple une rivière, ou un évier
qui se vide, on voit un mouvement d’ensemble, qui peut être modélisé par
des équations de type Navier-Stokes. Mais si l’on pouvait changer d’échelle,
on verrait que le flux est constitué d’un grand nombre de molécules, prin-
cipalement H2O, qui chacune semble bouger au hasard, au grè des chocs et
interactions avec ses voisines. Un gaz par exemple peut être caractérisé, à
notre échelle, par un faible nombre de paramètres, comme sa température,
sa pression, etc ; pourtant il est composé lui aussi d’un nombre gigantesque
de particules en interaction, chacune avec sa trajectoire propre. En ce sens,
son comportement à l’échelle macroscopique est nettement plus simple que
celui à l’échelle microscopique. Ces exemples présentent deux caractéristiques
importantes :
– ils comportent un grand nombre de particules microscopiques
– ils comportent deux échelles de longueur nettement distinctes : une
échelle microscopique, correspondant à la distance entre les molécules,
et une échelle macroscopique, qui est l’échelle d’observation.
Dans le cadre des gaz sur réseau, nous cherchons à comprendre l’apparition de
ces comportements à grande échelle à partir de la dynamique microscopique.
Dans les systèmes unidimensionnels que nous étudions, l’échelle de longueur
microscopique correspond à la distance entre sites du réseau, et l’échelle
macroscopique correspond à la taille L du réseau. La première échelle de
longueur est associée à l’indice entier i de la position du site considéré, tandis
que pour la seconde, on peut associer une position macroscopique x, reliée à
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i par
i = ⌊Lx⌋ (3.1)
où ⌊.⌋ note la partie entière. Ainsi, un déplacement d’ordre macroscopique
correspondra à une variation de la position macroscopique x de l’ordre de 1.
Pour que les deux échelles d’espace soient bien séparées, il faut que le para-
mètre L soit grand. Nous considérerons donc des suites de systèmes de taille
L croissante et nous étudierons leur limite hydrodynamique, c’est à dire leur
(éventuel) comportement limite à l’échelle macroscopique quand la taille L
tend vers l’infini. La manière de définir les systèmes de taille croissante n’est
pas anodine, elle peut avoir des conséquences fondamentales sur l’existence et
la nature de la limite hydrodynamique. On peut, par exemple, faire dépendre
les taux de saut de la taille du système.
Le lecteur intéressé par une présentation plus rigoureuse du comporte-
ment macroscopique de particules en interactions pourra se référer à [52,80].
3.1 Profil macroscopique
La description microscopique de l’état du système est trop précise, et
masque le comportement macroscopique ; peu importe de savoir si une par-
ticule se trouve précisément sur un certain site i ou plutôt sur son voisin, la
différence, rapportée à la taille du système, est minime. On cherche plutôt à
connaître la densité moyenne de particules autour du site i. C’est ce que dé-
crit le profil macroscopique de densité {ρ(x)}x∈[0,1] que nous allons introduire
maintenant.
Il existe plusieurs manières équivalentes de définir le profil macroscopique,
avec plus ou moins de rigueur. La méthode que nous allons introduire n’est
pas la plus élégante, mais elle correspond exactement à la démarche que
nous utiliserons dans nos dérivations pour définir la distribution de proba-
bilité PL[{ρ}] sur les profils macroscopiques ρ à partir de la distribution de
probabilité sur les profils microscopiques η. L’idée est d’associer à un pro-
fil macroscopique {ρ} un ensemble de profils microscopiques η pour chaque
valeur de la taille du système, et d’identifier la probabilité de {ρ} à la proba-
bilité de l’ensemble des profils microscopiques correspondants. Pour ce faire,
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nous divisons le système en k boîtes délimitées par les sites {bi}i=0,k,avec
b0 = 0 et bk = L, et de longueurs respectives Li = bi − bi−1 (cf fig 3.1),
avec 1 ¿ Li ¿ L. Appelons N]bi−1;bi](η) =
∑
bi−1<j≤bi ηj le nombre de parti-
cules dans la boîte i, c’est à dire situées entre les sites bi−1 et bi, pour une
configuration η = {ηj}j=1,L donnée. Pour une taille de système L, on associe
au profil {ρ} l’ensemble ML [{ρ}] des configurations microscopiques η ayant
dans la boîte i un nombre de particules N]bi−1;bi](η) donné par
⌊
Liρ
(
bi
L
)⌋
:
ML [{ρ}] =
{
η tels que pour tout i ∈ [1, k], N]bi−1;bi](η) =
⌊
Liρ
(
bi
L
)⌋}
,
(3.2)
Ainsi si l’on note par PL(η) la mesure de probabilité sur les états micro-
scopiques η, on peut définir la densité de probabilité PL[{ρ}] pour le profil
macroscopique {ρ} par
PL [{ρ}] = PL (ML [ρ]) (3.3)
=
∑
η∈ML[{ρ}]
PL(η) . (3.4)
Nous nous restreindrons à des profils macroscopiques «physiques», i.e. conti-
nus sauf éventuellement en un nombre fini de points. Le choix des limites des
{bi}i=0,k est arbitraire, mais généralement, lorsque l’on prend la limite ther-
modynamique 1¿ Li ¿ L, la probabilité PL [{ρ}] ne dépend plus de la taille
des boîtes Li. En toute rigueur, la quantité PL[{ρ}] que nous avons ainsi dé-
finie est une densité de probabilité sur l’ensemble des profils macroscopiques.
La probabilité d’un ensemble de profils macroscopiques s’obtient en intégrant
cette densité de probabilité dans une intégrale de chemin.
Dans la valeur de PL[{ρ}] intervient non seulement la probabilité des états
microscopiques sous-jacents, mais aussi un terme "entropique" correspondant
au nombre d’états microscopiques compatibles avec {ρ}.
3.2 Échelle de temps macroscopique et équilibre local
De même que nous avons introduit une échelle de longueur microscopique
et une échelle de longueur macroscopique, nous allons introduire une échelle
de temps microscopique, correspondant au temps caractéristique de la dyna-
mique microscopique, et une échelle de temps macroscopique correspondant
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Fig. 3.1: Construction du profil macroscopique. Le système de L = 13 sites est
divisé en trois boîtes de frontières b0 = 0, b1 = 4, b2 = 9 et b3 = 13.
Une configuration compatible avec le profil macroscopique ρ a N]b0;b1] =⌊
L1ρ
(
b1
L
)⌋
= 2 particules dans la première boîte,N]b1;b2] =
⌊
L2ρ
(
b2
L
)⌋
=
3 dans la seconde et N]b2;b3] =
⌊
L3ρ
(
b3
L
)⌋
= 1 dans la troisième.
au temps caractéristique de l’évolution du profil macroscopique. Pendant
une durée t, une particule d’un processus aléatoire va se déplacer sur une
distance microscopique typique de d ∝ ta, où a dépend du système étudié ;
par exemple a = 1 pour un système balistique, en présence de champs forts,
et a = 0, 5 pour un système diffusif de type mouvement brownien, en pré-
sence de champs faibles ou nuls. Pour que ce déplacement d soit mesurable
à l’échelle macroscopique L (i.e. d ∼ L), il faut que t soit d’ordre L1/a ; cela
définit l’échelle de temps macroscopique. On définit donc un temps macrosco-
pique tmacro en renormalisant le temps de la dynamique microscopique tmicro
par
tmacro = L
− 1
a tmicro . (3.5)
Dans la suite, nous considérerons des systèmes diffusifs a = 0, 5.
Cette séparation entre échelle de temps macroscopique et échelle de temps
microscopique permet de dissocier la dynamique microscopique locale, et le
mouvement macroscopique global. En effet un intervalle de temps macrosco-
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pique, même petit, correspond à l’échelle microscopique à une durée tendant
vers l’infini dans la limite hydrodynamique. Ainsi à l’échelle microscopique
une particule peut interagir un grand nombre de fois avec son entourage
proche en une durée qui ne laisse pas le temps au système d’évoluer de ma-
nière notable à l’échelle macroscopique. On s’attend donc à ce que localement,
le système se mette dans un état proche de l’équilibre, à une certaine densité
ρ(x). Par contre, les particules n’ont pas le temps de se mettre à l’équilibre
sur l’ensemble du système, et la densité moyenne ρ(x) dépend de la posi-
tion x. Cet équilibre est donc seulement local, et à l’échelle microscopique.
À l’échelle macroscopique, le profil de densité évolue, mais la vitesse d’évo-
lution, ramenée à l’échelle microscopique, est suffisamment lente pour que
le nouveau profil de densité corresponde toujours à un équilibre local. On
appelle cette propriété «propagation de l’équilibre local» [80].
Quand la taille L du système devient grande, il devient improbable d’ob-
server une déviation macroscopique de densité autour du profil de densité de
l’équilibre local. C’est une conséquence de la loi des grands nombres, quand
le nombre de sites devient grand. Le fait de pouvoir décrire l’état du système
à grande échelle à l’aide d’un unique profil de densité plutôt que par une
distribution de probabilité justifie l’intérêt de la limite thermodynamique.
3.3 Équations hydrodynamiques
Au cours du temps, la distribution microscopique du système évolue, et
donc son état macroscopique, défini par le profil le plus probable, aussi. En
dépit de sa dynamique microscopique aléatoire, l’évolution d’un système sto-
chastique de grande taille est en première approximation déterministe. L’un
des intérêts principaux de la limite hydrodynamique est l’obtention d’équa-
tions d’évolution pour la trajectoire ρˆ(x, t) du profil macroscopique qui soient
fermées, c’est à dire qui ne fassent intervenir que des quantités macrosco-
piques. Ce n’est pas en général un problème trivial. On appelle ces équations
les équations hydrodynamiques.
Supposons donc que le système présente initialement à t = 0 un profil
macroscopique ρˆ(x, 0) = ρ0(x) à variation spatiale lente et est soumis à un
champ faible dérivant d’un potentiel macroscopique V (x). Nous cherchons à
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décrire l’évolution de ce profil au cours du temps. Tout d’abord, puisqu’il y
a conservation locale du nombre de particules, la trajectoire respectera une
équation de continuité
∂tρˆ(x, t) = −∂xˆ(x, t) (3.6)
avec ˆ(x, t) le courant de densité de particules au point x à l’instant t. L’hy-
pothèse de l’équilibre local permet de relier ˆ(x, t) à la densité au point x. En
effet, sous l’hypothèse de l’équilibre local, un sous-ensemble mésoscopique de
l = Lδx sites (avec 1¿ l ¿ L) autour de la position x se comporte comme
un système proche de l’équilibre soumis à une faible différence de potentiel
δV = ∂xV (x)δx et à une faible différence de densité δρ = ∂xρ(x)δx, à condi-
tion que le gradient de densité ∂xρ(x) soit borné (cf la figure 3.2). Pour un
Res.
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Fig. 3.2: Un sous-ensemble mésoscopique de taille Lδx d’un système dont le profil
macroscopique est donné par {ρ} se comporte comme un système proche
de l’équilibre en contact avec deux réservoirs de densité ρ(x) et ρ(x+ δx)
tel système à l’équilibre, nous avons vu que le courant microscopique moyen
J¯micro(Lx) de particules traversant ce sous-ensemble est donné par la loi de
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Fick (2.24)
J¯micro(Lx) ≃ −D(ρ(x))
l
δρ− σ(ρ(x))δV
l
(3.7)
≃ −D(ρ(x))
L
∂xρ(x)− σ(ρ(x))∂xV (x)
L
(3.8)
En tenant compte de la renormalisation due au changement d’échelle mi-
cro/macro, le courant macroscopique de densité de particules j(x) au point
x est relié au courant microscopique de particules Jmicro(Lx) par j(x) =
LJmicro(Lx). On déduit donc de (3.7) l’expression du courant ˆ(x, t)
ˆ(x, t) = Jhydro(ρˆ(x, t), ∂xρˆ(x, t), ∂xV (x)) , (3.9)
avec Jhydro(ρ, δρ, δV ) le courant hydrodynamique, créé localement par un
gradient de densité δρ et un gradient de potentiel δV dans un zone de densité
ρ :
Jhydro(ρ, δρ, δV ) = −D(ρ)δρ− σ(ρ)δV (x) . (3.10)
Les réservoirs de densités respectives ρa et ρb imposent les conditions aux
bords suivantes
ρˆ(0, t) = ρa (3.11)
ρˆ(1, t) = ρb . (3.12)
Si on laisse le système évoluer suffisamment longtemps, il atteint l’état
stationnaire dans lequel les propriétés statistiques, notamment le profil ma-
croscopique, sont indépendantes du temps. Nous noterons ρ¯(x) le profil de
densité stationnaire. En remplaçant la dérivée temporelle par 0 dans (3.6),
on déduit l’équation que doit respecter le profil de densité stationnaire ρ¯(x) :
∂xJ
hydro(ρ¯(x), ∂xρ¯(x), ∂xV (x)) = 0 (3.13)
avec les conditions aux bords
ρ¯(0) = ρa (3.14)
ρ¯(1) = ρb . (3.15)
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3.4 Grandes déviations
Comme nous l’avons indiqué dans la partie précédente, dans la limite
thermodynamique le système suit des équations déterministes, et la probabi-
lité d’observer une déviation de l’état le plus probable décroît vers 0 quand la
taille du système devient grande. Pour aller plus loin dans la description du
système, on s’intéresse à la manière dont la probabilité d’une telle déviation
macroscopique décroît avec la taille du système. Sous des hypothèses assez
générales, on peut montrer que cette décroissance est exponentielle, dans le
sens où, pour une observable A, il existe une fonction F tel que la probabi-
lité PL(∆A) d’observer une déviation ∆A dans un système de taille L vérifie
dans la limite L grand,
− log(P (∆A))
L
→ F(∆A) (3.16)
On appelle F la fonctionnelle de grandes déviations de A. Puisqu’une proba-
bilité est toujours inférieure à 1, cette fonctionnelle est positive ou nulle. La
valeur la plus probable A¯ minimise F , de plus, puisque la valeur la plus pro-
bable est observée avec une probabilité 1 dans la limite L grand, elle vérifie
F(A¯) = 0.
Dans le cadre des gaz sur réseau, nous allons introduire plusieurs types
de fonctionnelles de grandes déviations :
– la fonction de grandes déviations de courant
– la fonctionnelle de grandes déviations dynamiques, relative à la trajec-
toire suivie par le système au cours du temps
– la fonctionnelle de grandes déviations statiques, relative au profil de
densité dans l’état stationnaire.
En partie III, nous allons étudier plus spécifiquement cette dernière dans le
cadre du processus d’exclusion simple.
Nous allons employer ici encore une approche pragmatique, sans chercher
la rigueur mathématique, et en nous concentrant sur les relations entre ces
différentes fonctionnelles. La fonctionnelle de grandes déviations de courant a
été étudiée récemment par Bodineau et Derrida [11] , ainsi que par Bertini, De
Sole, Gabrielli, Jona-Lasinio et Landim [9] en relation avec la fonctionnelle
de grandes déviations dynamiques. La fonctionnelle de grandes déviations
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dynamiques pour des gaz sur réseau est étudiée de façon rigoureuse chez
Kipnis et Landim [52], Spohn [80] avec des méthodes développées initialement
par Donsker et Varadhan [28] et Kipnis, Olla et Varadhan [53]. Pour l’étude
de la fonctionnelle de grandes déviations statiques, nous suivons de manière
libre la méthode de Bertini, De Sole, Gabrielli, Jona-Lasinio et Landim [8].
Il est également possible de l’étudier en utilisant les outils de la théorie des
champs [86].
3.4.1 La fonction de grandes déviations de courant
Soit X0(t) le nombre total de particules échangées entre un des réservoirs
et le système entre 0 et t (temps microscopique) et J = X0(t)
t
le courant de
particules moyenné sur le temps entre 0 et t. Pour t grand, les fluctuations du
courant J peuvent s’exprimer à l’aide d’une fonction de grandes déviations
FL(J) telle que
PL,t
(
X0(t)
t
= J
)
∝ exp{−tFL(J)} . (3.17)
Cette fonction FL(J) dépend implicitement du gradient de potentiel extérieur
VL+1 − V0 auquel le système est soumis.
La fonction FL(J) possède une symétrie remarquable, la propriété de
Gallavotti-Cohen, reliant la probabilité d’observer le courant J à celle d’ob-
server le courant opposé −J :
FL(J) = FL(−J) + J (VL+1 − V0) . (3.18)
Cette propriété se montre aisément à partir de la relation du bilan détaillé
modifié (2.16), qui relie le taux de transition c(C → C ′) d’une configuration
C à C ′ à celui de la transition inverse (de C ′ vers C)
c(C → C ′)
c(C ′ → C) =
Peq(C ′)
Peq(C) exp
( L∑
i=0
xiEi
)
. (3.19)
où xi est le nombre de particules échangées au site i lors de la transition, et Ei
le champs externe entre le site i et i+1. En effet, la relation de bilan détaillé
modifié permet de relier la probabilité d’observer une trajectoire {C(s)}s∈[0,t]
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(constituée d’une suite de transitions vérifiant (3.19)) à celle de la trajectoire
inversée {θC(s) = C(t− s)}s∈[0,t]
P ({C(s)}) = P ({θC(s)})Peq(C(t))
Peq(C(0)) exp
( L∑
i=0
XiEi
)
(3.20)
où Xi est le nombre de particules échangées entre les sites i et i + 1 le long
de la trajectoire directe. Aux temps longs, par conservation du nombre de
particules, on a Xi ≃ X0 = Jt et ainsi
∑L
i=0XiEi ≃ Jt
∑L
i=0Ei = Jt(V0 −
VL+1). En sommant la relation (3.20) sur l’ensemble des trajectoires ayant
un courant moyen J , on obtient alors pour t grand la relation de Gallavotti-
Cohen (3.18) pour les fonctions de grandes déviations.
Lorsque le gradient de potentiel VL+1−V0 est faible, le système se trouve
dans un état proche de l’équilibre à une certaine densité ρ et la moyenne J¯
de J s’écrit à l’aide de la conductivité σ(ρ), comme dans (2.22)
J¯ ≃ −σ(ρ)VL+1 − V0
L
. (3.21)
Pour de faibles fluctuations de courant , on peut approcher la distribution
du courant J par une gaussienne, centrée autour du courant moyen J¯ . La
propriété de Gallavotti-Cohen, couplée avec le fait que le courant moyen
est donné par (3.21), détermine alors entièrement les paramètres de cette
gaussienne. La distribution de probabilité a la forme suivante
PL,t
(
X(t)
t
= J
)
∝ exp
{
−Lt(J − J¯)
2
4σ(ρ)
}
. (3.22)
3.4.2 La fonctionnelle de grandes déviations dynamiques
La fonctionnelle de grandes déviations dynamiques donne la probabilité
que le système suive entre t0 et t1 (temps macroscopiques) une trajectoire
qui diffère macroscopiquement de la trajectoire solution des équations hy-
drodynamiques (3.6), sachant que le système était en t0 dans un état ρ0(x)
donné. Nous noterons {ρˆ(x, t)} et {jˆ(x, t)} les profils respectivement de den-
sité et de courant observés au cours du temps. Du fait de la conservation
locale du nombre de particules, densité et courant sont reliés par l’équation
de continuité
∂tρˆ(x, t) = −∂xˆ(x, t) , (3.23)
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de sorte que la connaissance du profil de densité initial ρˆ(x, t0) = ρ0(x) et de
la trajectoire du profil de courant ˆ(x, t) entre t0 et t1 suffisent à déterminer
entièrement la trajectoire du système entre t0 et t1. Les réservoirs de densité
ρa et ρb situés aux extrémités du système imposent
ρˆ(0, t) = ρa (3.24)
ρˆ(1, t) = ρb. (3.25)
Appelons Pt1−t0;[x0,x1]({ˆ}|{ρ0}) la probabilité d’observer la trajectoire de
courant {ˆ} sur l’intervalle [x0, x1] entre les temps t0 et t1 connaissant le
profil de densité ρ0(x) en t0. Nous ferons l’hypothèse que le système évolue
lentement à l’échelle macroscopique de sorte que, à chaque instant, il soit
localement à l’équilibre. Ainsi, l’état du système à l’instant t est entièrement
déterminé par le profil de densité ρˆ(., t), indépendamment de la trajectoire
qui a mené à ce profil. La probabilité d’observer entre t et t+ δt un courant
moyen ˆ(., t) dépend donc seulement de la densité ρˆ(., t) à l’instant t, et pas de
la trajectoire menant à ρˆ(., t) effectivement suivie entre t0 et t . En coupant
l’intervalle de temps [t0, t1] en k intervalles de taille δt = t1−t0k on obtient
donc
Pt1−t0;[0,1](ˆ|{ρ0}) =
k−1∏
i=0
Pδt;[0,1](ˆ|{ρˆ(., t0 + iδt)}) . (3.26)
On peut donc se ramener à l’étude de la probabilité Pδt;[0,1](ˆ|{ρ}) de suivre la
trajectoire ˆ sur un intervalle de temps δt petit. Découpons le réseau en boîtes
de taille mésoscopique, δx telle que L−1 ¿ δx¿ 1, contenant donc LδxÀ 1
sites. Sur un intervalle de temps court δt, il est raisonnable de supposer que les
fluctuations de courant dans chacun de ces sous-systèmes sont indépendantes,
car les corrélations n’ont alors pas le temps de se propager entre deux points
spatialement séparés par une distance macroscopique. D’autre part, si l’on
suppose que le système est localement proche de l’équilibre, la boîte de taille
macroscopique δx située à la position x se comporte comme un système de
l = Lδx sites soumis à une différence de densité δρ = δx∂ρ, et traversé par un
courant microscopique de particules J = ˆ(t,x)
L
durant un temps microscopique
L2δt . Nous avons calculé la fonction de grandes déviations de courant autour
du courant moyen J¯ = D(ρ)
l
δρ − σ(ρ)∂xV (x)
l
pour de tels systèmes, elle est
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donnée par (3.22). On obtient donc
Pδt;[x,x+δx]
(
J =
ˆ(t, x)
L
|{ρ}
)
∝ exp
{
−Lδxδt
[
ˆ(t, x)− Jhydro(x, ρ(x), ∂xρ(x))]2
4σ(ρ(x))
}
. (3.27)
Pour un profil de densité {ρ(x)} et de courant {j(x)}, définissons L({ρ}, {j})
par
L({ρ}, {j}) =
∫ 1
0
dx
(
j(x)− Jhydro(x, ρ(x), ∂xρ)
)2
4σ(ρ(x))
(3.28)
avec Jhydro(x, ρ, δρ) le courant hydrodynamique donné par (cf (3.10))
Jhydro(x, ρ, δρ) = −D(ρ)δρ− σ(ρ)∂xV (x) . (3.29)
En utilisant l’indépendance des fluctuations de courant en chaque point, on
obtient
Pδt;[0,1](ˆ|{ρ}) ∼
∏
i
Pδt,[xi,xi+δx](J =
ˆ(t, x)
L
|{ρ}) (3.30)
∝ exp{−δtL({ρ}, ˆ(., t))} (3.31)
D’après (3.26), la probabilité de suivre la trajectoire s’obtient en multipliant
la probabilité P[t,t+δt](ˆ|{ρ}) obtenue sur chaque intervalle temporel. On a
donc
P[t0,t1](ˆ|{ρ0}) ∝ exp
(−LK[t0,t1]({ρˆ}, {ˆ})) (3.32)
avec K[t0,t1]({ρˆ}, {ˆ}) la fonctionnelle de grandes déviations dynamiques dé-
finie par
K[t0,t1]({ρˆ}, {ˆ}) =
∫ t1
t0
dtL(ρˆ(., t), ˆ(., t)) (3.33)
K est minimum (et vaut 0) le long de la trajectoire la plus probable, c’est à
dire le long de la trajectoire solution des équations hydrodynamiques (3.6).
Remarque : lors de la dérivation de la fonctionnelle de grandes déviations
dynamiques, nous avons supposé que les fluctuations de courant ˆ(x, t) −
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Jhydro(ρ(x), ∂xρ(x)) en chaque point du système sont des gaussiennes non-
corrélées entre elles, i.e. un bruit blanc de covariance δ(x− y)δ(t− s)2σ(ρ(x))
L
.
Une autre approche consiste à introduire directement ce courant stochastique
dans l’équation hydrodynamique (3.6) ; cela mène à une méthode appelée
«fluctuating hydrodynamics» [52] .
3.4.3 La fonctionnelle de grandes déviations statiques de la densité dans
l’état stationnaire
La fonctionnelle de grandes déviations dynamiques étudiée dans la partie
précédente donne la probabilité d’observer une certaine trajectoire sur un
intervalle de temps donné. Dans cette partie, nous nous intéresserons à la
fonctionnelle de grandes déviations statiques F , qui donne la probabilité
Pst.({ρ(x)}) d’observer à un instant donné un certain profil de densité ρ(x)
dans l’état stationnaire et dans la limite des grands L
Pst.({ρ(x)}) ∝ exp{−LF({ρ})} ; (3.34)
F est minimum pour le profil le plus probable ρ¯. Dans la suite, nous présen-
tons une approche macroscopique développée par Bertini, De Sole, Gabrielli,
Jona-Lasinio et Landim pour l’étude de la fonctionnelle de grandes dévia-
tions statiques.
Puisque le système est markovien, il vérifie la propriété suivante entre t0 et
t1
Pst.({ρ1}) =
∑
ˆ,ρ0
Pst.({ρ0})P[t0,t1](ˆ|ρ0) (3.35)
où la somme se fait sur tous les profils initiaux {ρ0} et sur toutes les trajec-
toires de courant reliant {ρ0} à {ρ1} entre t0 et t1. En prenant la limite L
grand, (3.35) entraîne la relation suivante entre grandes déviations statiques
F (3.34) et grandes déviations dynamiques K (3.32,3.33)
F(ρ1) = inf
{F(ρ0) +K[t0,t1](ρˆ, ˆ)} , (3.36)
où le inf est pris sur l’ensemble des profils initiaux ρ0 possibles et sur l’en-
semble des trajectoires (ρˆ, ˆ) reliant ρ0 à ρ1 entre t0 et t1. Si l’on fait tendre
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t0 vers −∞, la trajectoire ρˆ doit être la plupart du temps proche du profil
stationnaire ρ¯, sous peine de voir K[t0,t1](ρˆ, ˆ) diverger, de sorte que le profil
initial réalisant le inf est ρ0 = ρ¯. On obtient donc l’expression suivante pour
la fonctionnelle de grandes déviations statiques
F({ρ} = infK[−∞,0](ρˆ, ˆ) (3.37)
où le inf est pris sur l’ensemble des trajectoires vérifiant
ρˆ(x,−∞) = ρ¯(x) (3.38)
ρˆ(x, 0) = ρ(x) (3.39)
ainsi que naturellement les conditions aux bords imposées par les réservoirs
ρˆ(0, t) = ρa (3.40)
ρˆ(1, t) = ρb . (3.41)
L’expression (3.37) signifie que la probabilité d’une fluctuation ρ est le coût
minimum qu’il faut payer pour former cette fluctuation à partir du profil le
plus probable.
Puisque K s’écrit K[t0,t1]({ρˆ}, {ˆ}) =
∫ t1
t0
dtL(ρˆ(., t), ˆ(., t)), l’équation (3.37)
est similaire au principe de moindre action en mécanique analytique, avec
pour lagrangien L. On peut donc utiliser les résultats et techniques de mé-
canique analytique pour l’exploiter.
Pour t0 = t1 − dt, ρˆ(x, t0) = ρ(x) + dt∂xj(x) on obtient à partir de (3.36)
inf
j(x)
(∫ 1
0
∂F(ρ)
∂ρ(x)
∂xj(x)dx+ L(ρ, j)
)
= 0 , (3.42)
ce qui entraîne , en utilisant l’expression (3.28) de L(ρ, j) ,∫ 1
0
dx
{
Jhydro
(
ρ(x), ∂xρ(x)
)
∂x
∂F(ρ)
∂ρ(x)
+
σ(ρ(x))
2
(
∂x
∂F(ρ)
∂ρ(x)
)2}
= 0 (3.43)
C’est l’équation de Hamilton-Jacobi associée à (3.37) ; elle permet de relier
directement F au lagrangien L. Cependant, cette équation admet de nom-
breuses solutions ; dans [8], Bertini, De Sole, Gabrielli, Jona-Lasinio et Lan-
dim montrent que F est la borne supérieure de ces solutions V ({ρ}) vérifiant
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V ({ρ¯}) = 0 (avec {ρ¯} le profil le plus probable) et ∂V ({ρ})
∂ρ(x)
= 0 aux bords
x = 0 et x = 1.
La trajectoire qui réalise le minimum dans (3.37) est la trajectoire la
plus probable menant à la formation spontanée du profil ρ(x). Nous la note-
rons ({ρˆ∗}, {ˆ∗}). Dans la limite des grands L, cette trajectoire est observée
presque sûrement (c’est à dire avec une probabilité 1) lors de la formation
du profil ρ(x). À la manière de la mécanique analytique, définissons H(x, t)
comme le moment conjugué à ∂tρˆ :
H(0) = 0 (3.44)
∂xH(x, t) =
∂L(ρ, j)
∂j(x)
∣∣∣∣
{ρˆ∗(.,t),ˆ∗(.,t)}
(3.45)
=
ˆ∗(x, t)− Jhydro(ρˆ∗(x, t), ∂xρˆ(x, t))
2σ(ρˆ∗(x, t))
(3.46)
Pour un système de constante de diffusion D(ρ) et de conductivité σ(ρ),
soumis à potentiel V (x), le courant hydrodynamique Jhydro(ρ,∇ρ) est donné
par (3.10). La condition que ρˆ∗, ˆ∗ soit un extremum de K[−∞,0] mène aux
équations suivantes
ˆ∗(x, t) = Jhydro(ρˆ∗(x, t), ∂xρˆ∗(x, t)) + 2σ(ρˆ∗(x, t))∂xH(x, t) (3.47)
∂tρˆ
∗(x, t) = −∂xˆ∗(x, t) (3.48)
∂tH(x, t) = −D(ρˆ∗(x, t))∆H(x, t) + ∂xV (x)σ′(ρˆ∗(x, t))∂xH(x, t)
− σ′(ρˆ∗(x, t))(∂xH(x, t))2
(3.49)
avec les conditions aux bords
H(0) = H(1) = 0 (3.50)
ρˆ∗(x, 0) = ρ(x) (3.51)
lim
t→−∞
ρˆ∗(x, t) = ρ¯(x) (3.52)
lim
t→−∞
ˆ(x, t) = Jhydro(ρ¯(x), ∂xρ¯(x)) . (3.53)
Ces équations sont les équations de Hamilton associées au Lagrangien L ;
elles correspondent à la condition formelle ∂K
∂ρˆ(x,t)
|ρˆ∗(x,t) = 0
On voit que le H joue dans l’équation du courant ˆ∗ (3.47) le rôle d’un champ
supplémentaire qui fait de ({ρˆ∗}, {ˆ∗}) la trajectoire hydrodynamique. De
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plus, puisque le profil ˆ∗(., 0) réalise le minimum dans (3.42), il vérifie la
condition ∂L(ρ,j)
∂j(x)
= ∂x
∂F(ρ)
∂ρ(x)
. Comme d’autre part, ∂F(ρ)
∂ρ(x)
∣∣∣
ρa
= 0, en utilisant la
définition (3.45) de H on voit que
∂F(ρ)
∂ρ(x)
= H(x, 0) (3.54)
Si l’on inverse le sens du temps, l’évolution du système est décrite par la
dynamique adjointe, en général distincte de la dynamique directe pour des
systèmes hors d’équilibre. La trajectoire (ρˆ∗(.,−t), ˆ∗(.,−t)) devient alors la
trajectoire de relaxation la plus probable à partir de la déviation {ρ}, et
donc (ρˆ∗(.,−t), ˆ∗(.,−t)) est solution des équations hydrodynamiques de la
dynamique adjointe.
4. PROCESSUS D’EXCLUSION
Ce chapitre introduit plusieurs variantes du processus d’exclusion simple,
et résume quelques uns des résultats connus. Les notations et méthodes
(notamment l’ansatz matriciel) qui seront nécessaires pour aborder les pro-
chaines parties y sont exposées.
4.1 Définitions et propriétés
Le processus d’exclusion simple [46,60,74,80] est un cas particulier de gaz
sur réseau, où les particules font des sauts de pas 1 et n’ont pas d’autres inter-
actions que la règle d’exclusion qui interdit que deux particules se trouvent
au même instant sur le même site. Il est devenu un modèle central de la
physique statistique hors d’équilibre, car il combine simplicité du modèle
permettant l’obtention de résultats exacts, et complexité des propriétés ob-
servées : le processus d’exclusion simple présente en effet un comportement
macroscopique non trivial que l’on retrouve de manière générique dans les
systèmes hors d’équilibre plus réalistes, avec transitions de phase [18,55,72],
chocs [2, 23] , corrélations à longue distance [22, 24, 25, 27, 79] , et ce, même
en une dimension.
Le processus d’exclusion est réputé avoir été introduit dans l’étude de la
cinétique de biopolymérisation [61]. Il a trouvé depuis des applications nom-
breuses et variées. Sans chercher à être exhaustif, on peut citer la diffusion
de particules à travers un milieu poreux ou des canaux microscopiques [83],
la dynamique d’un polymère en milieu dense [73] ou l’étude du trafic rou-
tier [66, 74]. Dans le domaine de la physique statistique, il est notamment
relié aux problèmes de polymères dirigés en milieu aléatoire et de croissance
de surfaces [42, 56].
Nous nous restreindrons aux systèmes à une dimension. Le processus d’ex-
clusion simple consiste alors en un ensemble de particules sur un réseau uni-
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Fig. 4.1: Processus d’exclusion simple en contact avec deux réservoirs de densité
ρa et ρb
dimensionnel, comme sur la figure 4.1. Une particule présente au site i tente
de sauter sur le site i + 1 avec le taux p, et sur le site i − 1 avec le taux q ;
le saut ne se réalise que si le site cible est libre, de manière à respecter la
règle d’exclusion. Les taux p et q sont indépendants de la configuration du
système et du site considéré. Suivant leur valeur, on peut définir plusieurs
variantes du processus d’exclusion :
– le processus d’exclusion simple symétrique (SSEP) : les taux de saut
sont symétriques p = q = 1
– le processus d’exclusion asymétrique (ASEP) : les taux de saut pré-
sentent un biais qui favorise les sauts dans une certaine direction, par
exemple p > q pour un biais vers la droite. Si les sauts ne sont possibles
que dans une seule direction (par exemple q = 0), on parle de processus
totalement asymétrique (TASEP) ; sinon, on parle de processus partiel-
lement asymétrique (PASEP)
– le processus faiblement asymétrique (WASEP) : il correspond à un
processus d’exclusion partiellement asymétrique, mais pour lequel le
biais décroît avec la taille L du système. Par exemple p = 1, q = 1− λ
L
où λ mesure l’intensité du champ faible.
Dans la partie II, nous étudierons également une variante du processus d’ex-
clusion obtenue en ajoutant un désordre gelé sur le processus d’exclusion
totalement asymétrique.
Plusieurs géométries de réseaux peuvent être considérées ; les plus étudiées
sont les systèmes infinis, pour lesquels le réseau est Z, parfois Z+ (système
semi-infini), les systèmes périodiques pour lesquels le réseau est un anneau de
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Fig. 4.2: Processus d’exclusion simple sur un anneau
taille L (cf figure 4.2), et les systèmes ouverts en contact avec des réservoirs
sur lesquels porte ce travail de thèse. Dans les systèmes ouverts, comme
celui présenté sur la figure 4.1, le réseau est de taille L finie et le système
peut échanger des particules avec des réservoirs situés à chaque extrémité
du système. Nous indiçons les sites du réseau de 1 à L, de sorte que le
site numéroté 1 corresponde à l’extrémité gauche, et et le site numéroté L à
l’extrémité droite. Le réservoir de gauche correspond à un site supplémentaire
0 à gauche du site 1, où la probabilité de trouver une particule est ρa à chaque
instant, indépendamment de la configuration du reste du système. De même,
le réservoir de droite consiste en un site supplémentaire L + 1 à droite du
site L, où la probabilité de trouver une particule est ρb, indépendamment de
la configuration du reste du système. Une définition plus classique et plus
générale de ces réservoirs consistent à introduire des taux de création et de
destruction de particules sur le premier et le dernier site : si le premier site est
vide, une particule y est créée avec le taux α ; s’il est occupé, la particule est
détruite avec un taux γ ; de même, si le dernier site est occupé, la particule
est détruite avec le taux β, tandis que si le dernier site est vide, une particule
y est créée avec le taux δ. La première définition correspond alors au cas
α = pρa, β = p(1− ρb), γ = q(1− ρa) et δ = qρb.
L’état du système est entièrement défini par la donnée, pour chaque site
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i, de son nombre d’occupation ηi, où ηi vaut 1 si le site i est occupé par une
particule, 0 s’il est vide.
4.2 le processus d’exclusion symétrique (SSEP)
4.2.1 équation hydrodynamique
Le processus d’exclusion symétrique correspond au cas où le taux de saut
vers la droite p est égal au taux de saut vers la gauche q. Nous prendrons
dans cette partie la normalisation p = q = 1. Si l’on note par 〈.〉t la moyenne
au temps t sur l’ensemble des trajectoires possibles, on obtient l’équation
suivante pour la variation de la densité moyenne 〈ηi〉t au site i, pour un
processus d’exclusion homogène en contact avec deux réservoirs de densité
ρa et ρb
d 〈ηi〉t
dt
= Ji−1,i(t)− Ji,i+1(t) (4.1)
avec
Ji,i+1(t) = 〈ηi〉t − 〈ηi+1〉t (4.2)
On voit que le courant ne dépend que des densités locales 〈ηi〉t.
Supposons que le profil de densité est une fonction à variation spatiale
lente
〈ηi〉t = ρt(
i
L
) (4.3)
Le courant microscopique moyen Ji,i+1(t) entre le site i et i + 1, donné par
(4.2), s’écrit alors
Ji,i+1 ≃ − 1
L
ρ′(
i
L
) (4.4)
Il s’ensuit que dans (4.1), le gradient discret de courant Ji−1,i(t) − Ji,i+1(t)
est d’ordre L−2. Cela suggère de changer d’échelle temporelle en introdui-
sant le temps macroscopique tmacro = tL2 . Ainsi, on obtient à partir de (4.1)
l’équation hydrodynamique suivie par le profil de densité ρ(x, tmacro) ≃ ρt(x)
à l’échelle macroscopique :
∂tρ(x, t) = −∂xJhydro(∂xρ(x, t)) (4.5)
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avec Jhydro(∂xρ) le courant hydrodynamique associé à une densité ρ
Jhydro(∂xρ) = −∂xρ (4.6)
4.2.2 état stationnaire
Dans l’état stationnaire, la dérivée par rapport au temps dans (4.1) s’an-
nule. Il s’ensuit que le courant microscopique dans l’état stationnaire Ji,i+1
est indépendant du site i considéré. À partir de l’expression (4.2) du cou-
rant, on obtient l’équation suivante pour le profil stationnaire 〈ηi〉, où 〈.〉
représente la moyenne dans l’état stationnaire :
〈ηi〉 − 〈ηi+1〉 = J = constante (4.7)
L’action des réservoirs peut être prise en compte en imposant les conditions
aux bords 〈η0〉 = ρa et 〈ηL+1〉 = ρb à l’équation linéaire (4.7). La solution de
celle-ci est alors donnée par
J =
ρa − ρb
L+ 1
(4.8)
〈ηi〉 = ρa − i
L+ 1
(ρa − ρb) (4.9)
4.3 Le processus d’exclusion asymétrique (ASEP)
4.3.1 Équation hydrodynamique
Nous considérons maintenant le cas asymétrique, c’est à dire que le taux
de saut vers la droite p est différent du taux de saut vers la gauche q. Dans
ce cas, en notant encore par 〈.〉t la moyenne au temps t sur l’ensemble des
trajectoires possibles, on obtient l’équation suivante pour la variation de la
densité moyenne 〈ηi〉t au site i
d 〈ηi〉t
dt
= Ji−1,i(t)− Ji,i+1(t) (4.10)
avec Ji,i+1(t) le courant moyen entre le site i et i+ 1, donné par
Ji,i+1(t) = p 〈ηi(1− ηi+1)〉t − q 〈ηi+1(1− ηi)〉t (4.11)
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Cette équation reste valable aux bords i = 1 et i = L avec la convention
η0 = ρa, ηL+1 = ρb. On voit que l’évolution de la densité 〈ηi〉 dépend des
fonctions de corrélation à deux points 〈ηiηi+1〉. En procédant de même, on
peut obtenir une équation d’évolution pour les fonctions de corrélation à
deux points qui dépendent des fonctions de corrélation à trois points, et ainsi
de suite. On obtient ainsi une hiérarchie d’équations couplées ; pour avoir la
densité au point i, on a besoin de la connaissance des fonctions de corrélation
à deux points, pour connaître les fonctions de corrélation à deux points, on a
besoin de celles à trois points, et ainsi de suite, rendant la résolution de ces
équations impossible.
Nous allons nous contenter dans cette partie d’une approche en champ
moyen pour découpler la hiérarchie d’équations. Supposons que le profil de
densité soit une fonction à variations spatiales lentes
〈ηi〉t = ρt(
i
L
) (4.12)
et faisons l’approximation de champ moyen suivante
〈ηiηi+1〉t ≃ 〈ηi〉t 〈ηi+1〉t . (4.13)
Le courant microscopique moyen Ji,i+1(t) entre le site i et i + 1, donné par
(4.11), s’écrit alors
Ji,i+1 ≃ p 〈ηi〉t − q 〈ηi+1〉t − (p− q) 〈ηi〉t 〈ηi+1〉t (4.14)
≃ (p− q)ρ( i
L
)
(
1− ρ( i
L
)
)− 1
L
ρ′(
i
L
)
(
q + (p− q)ρ( i
L
)
)
(4.15)
Pour un système asymétrique, p− q est d’ordre 1, et donc à l’ordre dominant
le courant microscopique Ji,i+1 est donné par
Ji,i+1 ≃ (p− q)ρt( i
L
)
(
1− ρt( i
L
)
)
(4.16)
Il s’ensuit que dans (4.10), le gradient discret de courant Ji−1,i(t)− Ji,i+1(t)
est d’ordre L−1. Cela suggère de changer d’échelle temporelle dans (4.10), en
introduisant le temps macroscopique tmacro = tL . Ainsi, on obtient de (4.10)
l’équation hydrodynamique suivie par le profil de densité ρ(x, tmacro) ≃ ρt(x)
à l’échelle macroscopique : c’est l’équation de Burgers
∂tρ(x, t) = −∂xJhydro
(
ρ(x, t)
)
(4.17)
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avec Jhydro
(
ρ
)
le courant hydrodynamique associé à une densité ρ
Jhydro
(
ρ
)
= (p− q)ρ(1− ρ) (4.18)
4.3.2 Diagramme de phase de l’ASEP dans l’état stationnaire
Dans l’état stationnaire, la densité moyenne 〈ηi〉 est constante dans le
temps, et donc, d’après (4.10), le courant Ji,i+1 est indépendant de i. Si l’on
fait l’approximation de champ moyen (4.13), et en notant J la valeur du
courant et ρi = 〈ηi〉 la densité au site i, on obtient partir de (4.14) la relation
de récurrence suivante sur les densités moyennes ρi
ρi+1 =
pρi − J
q + (p− q)ρi . (4.19)
On peut estimer le comportement de cette récurrence graphiquement. Tout
d’abord, les points fixes ρ de cette récurrence sont solutions de
J = (p− q)ρ(1− ρ) . (4.20)
Cette équation a, selon les valeurs de J , 0, 1, ou 2 solutions :
– J > p−q
4
(cf figure 4.3) la récurrence (4.19) n’a alors aucun point fixe ;
quand L est grand, la suite diverge et l’on a soit ρL < 0, soit ρ1 > 1, ce
qui est impossible. Cette valeur du courant n’est donc jamais atteinte.
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1

i
(x) =
px J
q+(p q)x
y = x

1

2

3
Fig. 4.3: Quand J > p−q4 , la récurrence (4.19) entraîne rapidement la densité
moyenne ρi vers des valeurs non physique. Pour ce graphique, p = 1,
q = 0 et J = 1, 5× p−q4
44 4. Processus d’exclusion
– J = p−q
4
+ ²,(cf figure 4.4) avec ² petit : la récurrence (4.19) a un
unique point fixe ρ = 1
2
dans la limite ² → 0. Pour que la suite ρi ne
s’aventure pas en dehors du domaine physique 0 ≤ ρi ≤ 1, il faut qu’elle
reste principalement autour de ce point fixe, c’est à dire que la densité
moyenne soit 1
2
, sauf éventuellement près des bords i = 1 et i = L. La
densité des réservoirs doit alors vérifier ρa = ρ0 ≥ 12 et ρb = ρL+1 ≤ 12 .
Cette phase est appelée phase de courant maximum.
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Fig. 4.4: Phase de courant maximum : quand J ∼ p−q4 , la récurrence (4.19) reste
longtemps proche de ρi ∼ 0, 5, et l’on a ρ1 ≥ 0, 5 et ρL ≤ 0, 5. Pour ce
graphique, p = 1, q = 0 et J = 1, 1× p−q4
– J < p−q
4
(cf figures 4.5 et 4.6). La récurrence (4.19) a alors 2 points
fixes, ρ− < 12 < ρ+ = 1 − ρ−. Le point fixe ρ− est instable, tandis
que ρ+ est stable. La suite des densités {ρi}i=1,L a alors deux compor-
tements possibles : soit elle est initialement, et sur la majeur partie
de la longueur du système, proche du point fixe instable ρ−, soit elle
converge pour i grand vers le point fixe stable ρ+. Dans le premier cas,
représenté sur la figure 4.5, ρa = ρ− < 12 , ρb < ρ+ = 1− ρa et le profil
de densité est ρi = ρa sauf près du bord droit. C’est la phase de basse
densité. Dans le second cas, représenté sur la figure 4.6, ρb = ρ+ > 12 ,
ρa > ρ− = 1 − ρb, et le profil de densité est ρi = ρb sauf près du bord
gauche. C’est la phase de haute densité.
Le diagramme de phase est résumé dans la figure 4.7. Bien qu’obtenu à l’aide
d’une approximation de type champ moyen, ce diagramme de phase est cor-
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Fig. 4.5: Phase de basse densité : quand J < p−q4 , l’une des possibilités est de
commencer avec une densité ρ1 très proche du point fixe instable ρ−. On
a alors ρL ≤ ρ+. Pour ce graphique, p = 1, q = 0 et J = 0, 5× p−q4
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Fig. 4.6: Phase de haute densité : quand J < p−q4 , la seconde possibilité est de
commencer avec une densité ρ1 > ρ−. Le profil de densité {ρi} converge
alors rapidemment vers le point fixe stable ρ+. Pour ce graphique, p = 1,
q = 0 et J = 0, 5× p−q4
rect, comme cela a été montré [10, 18, 21, 55, 67, 69, 72]. Physiquement, les
trois phases peuvent se comprendre de la manière suivante : dans la phase de
haute densité, le facteur limitant (et donc celui qui contrôle la densité dans
le système) est le taux de sortie vers le réservoir de droite ; les particules s’ac-
cumulent au niveau de la sortie et forment un embouteillage qui se propage à
l’ensemble du système. De manière similaire, dans la phase de basse densité,
le paramètre limitant est le taux d’entrée de particules au niveau du réser-
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Fig. 4.7: Diagramme de phase pour l’ASEP
voir de gauche, ce qui entraîne un «embouteillage de sites libres» à partir du
bord gauche. Dans la phase de courant maximum, le facteur limitant est la
conductivité du centre du système ; en effet, le courant maximum que peut
transporter le coeur du système est p−q
4
; le transport de particules dans le
centre du système ne peut plus suivre le rythme de créations et destructions
de particules aux niveaux de chacun des réservoirs. Il se forme donc un em-
bouteillage de particules à l’entrée du système et un embouteillage de trous
à la sortie, tandis que le coeur du système propage les particules le plus vite
qu’il peut en adoptant une densité moyenne de ρ = 1
2
.
La sélection de la phase peut être résumée en disant que la densité ρ¯ dans le
système est telle que le courant J = (p− q)ρ¯(1− ρ¯) soit extremum [40,67] :
si ρa > ρb, la densité moyenne ρ¯ du système est comprise entre ρa et ρb et
maximise le courant J , de tel sorte que
J = sup
ρb≤ρ≤ρa
(p− q)ρ(1− ρ), (4.21)
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si ρa < ρb, c’est au contraire la valeur qui minimise le courant qui est sélec-
tionée et
J = inf
ρa≤ρ≤ρb
(p− q)ρ(1− ρ) . (4.22)
Ces relations se généralisent pour des courants J(ρ) quelconques [67].
Lorsque l’on fait varier les densités des réservoirs, on peut observer plu-
sieurs types de transition de phase :
– lorsque l’on traverse la ligne
ρa =
1
2
< 1− ρb , (4.23)
on observe une transition de phase du second ordre entre la phase de
basse densité et la phase de courant maximal.
– lorsque l’on traverse la ligne
ρb =
1
2
< ρa , (4.24)
on observe une transition de phase du second ordre entre la phase de
haute densité et la phase de courant maximal
– lorsque l’on traverse la ligne
ρa = 1− ρb < 1
2
, (4.25)
on observe une transition de phase du premier ordre entre la phase de
basse densité et la phase de haute densité : la densité moyenne saute
brutalement de ρa à ρb.
4.4 Le processus d’exclusion faiblement asymétrique (WASEP)
4.4.1 équation hydrodynamique
Nous considérons maintenant le processus faiblement asymétrique soumis
à un faible champ constant E = λ
L
, de sorte que q = p exp
(− λ
L
) ≃ p(1 −
λ
L
). Dans la suite, nous prendrons la convention p = 1 (ce qui correspond
simplement à renormaliser le temps). Ainsi
q = 1− λ
L
(4.26)
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Comme dans le cas de l’ASEP, les équations d’évolution des fonctions de
corrélation sont couplées :
d 〈ηi〉t
dt
= Ji−1,i(t)− Ji,i+1(t) (4.27)
avec Ji,i+1(t) le courant moyen entre le site i et i+ 1, donné par
Ji,i+1(t) = 〈ηi〉t − (1−
λ
L
) 〈ηi+1〉t +
λ
L
〈ηi+1ηi〉t . (4.28)
L’approximation de type champ moyen
〈ηi〉t = ρt(
i
L
) (4.29)
et
〈ηiηi+1〉t ≃ 〈ηi〉t 〈ηi+1〉t . (4.30)
entraîne au premier ordre non nul en L :
Ji,i+1 = − 1
L
ρ′t(
i
L
) +
λ
L
ρt(
i
L
)
(
1− ρt( i
L
)
)
(4.31)
Comme le courant est en L−1, nous changeons d’échelle temporelle en défi-
nissant le temps macroscopique par tmacro = tL2 . On obtient alors de (4.27)
l’équation hydrodynamique suivie par le profil de densité ρ(x, tmacro) ≃ ρt(x)
du WASEP à l’échelle macroscopique :
∂tρ(x, t) = −∂xJhydro
(
ρ(x, t), ∂xρ(x, t)
)
(4.32)
avec Jhydro(ρ, δρ) le courant hydrodynamique associé à un gradient de densité
δρ
Jhydro(ρ, δρ) = −δρ+ λρ(1− ρ) (4.33)
Il est de la forme canonique (3.10)
Jhydro(ρ, δρ) = −D(ρ)δρ+ λσ(ρ) (4.34)
avec
D(ρ) = 1 (4.35)
σ(ρ) = ρ(1− ρ) . (4.36)
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4.4.2 état stationnaire du WASEP
À l’échelle macroscopique, le profil stationnaire ρ¯ du WASEP est solution
de ∂xJhydro(ρ¯(x), ρ¯′(x)) = 0, c’est à dire
−ρ¯′(x) + λρ¯(x)(1− ρ¯(x)) = J (4.37)
avec les conditions aux bords imposées par les réservoirs
ρ¯(0) = ρa (4.38)
ρ¯(1) = ρb . (4.39)
J est le courant hydrodynamique, indépendant de la position x, traversant le
système. Du fait du changement d’échelle micro/macro, il est relié au courant
microscopique de particules j par
J = lim
L→∞
Lj . (4.40)
À partir de (4.37), on peut déduire une équation intégrale pour le courant
hydrodynamique J ∫ ρa
ρb
dρ
J − λρ(1− ρ) = 1 . (4.41)
Le profil le plus probable s’écrit de même formellement∫ ρa
ρ¯(x)
dρ
J − λρ(1− ρ) = x . (4.42)
On peut également résoudre directement (4.37) :
– quand ρa − ρb > max
(
0, λ
(
ρa − 12
) (
ρb − 12
))
on a J > λ
4
et
ρ¯(x) =
1
2
−
√
J − λ/4
λ
tan
[√
λ(J − λ/4)(x− x0)
]
(4.43)
– quand 0 < ρa − ρb < λ
(
ρa − 12
) (
ρb − 12
)
on a J < λ
4
et
ρ¯(x) =
1
2
+
√
λ/4− J
λ
coth
[√
λ(λ/4− J)(x− x0)
]
(4.44)
– quand ρa − ρb < 0, on a J < λ4 et
ρ¯(x) =
1
2
+
√
λ/4− J
λ
tanh
[√
λ(λ/4− J)(x− x0)
]
(4.45)
50 4. Processus d’exclusion
avec x0 une constante d’intégration déterminée par les conditions aux bords
(4.38) et (4.39).
Dans la limite λ grand, on retrouve les différentes phases du processus d’ex-
clusion totalement asymétrique :
– la condition ρa − ρb > max
(
0, λ
(
ρa − 12
) (
ρb − 12
))
pour observer le
profil (4.43) devient, quand λ tend vers l’infini, ρa ≥ 12 ≥ ρb, ce qui
correspond aux limites de la phase de courant maximal de l’ASEP. En
prenant la limite λ infini dans (4.43), on obtient
J ≃ λ
4
+
pi2
λ
. (4.46)
ainsi que (pour x 6= 0 ou 1)
ρ¯(x) ≃ 1
2
+
pi
λ
tan
(
pi(
1
2
− x)
)
; (4.47)
le profil de densité tend bien vers ρ¯ = 1
2
, le profil de densité de la phase
de courant maximum de l’ASEP.
– les profils de densité (4.44) et (4.45) regroupent, dans la limite λ infini,
les phases de haute et basse densité de l’ASEP. En développant (4.44)
et (4.45) pour λ grand, on trouve que le profil de densité converge de
façon exponentielle vers celui de la phase correspondante de l’ASEP :
– quand ρa ≤ max(1−ρb, 0.5), c’est à dire quand on tend vers la phase
de basse densité de l’ASEP, on obtient
log (J − λρa(1− ρa))
λ
→ −(1− 2ρa) , (4.48)
et pour x 6= 0, 1
log (ρa − ρ¯(x))
λ
→ −(1− x)(1− 2ρa) . (4.49)
– quand ρb > min(1− ρa, 0.5), c’est à dire quand on tend vers la phase
de haute densité du TASEP, on obtient, de la même façon,
log (J − λρb(1− ρb))
λ
→ −(2ρb − 1) . (4.50)
et pour x 6= 0, 1
log (ρ¯(x)− ρb)
λ
→ −x(2ρb − 1) . (4.51)
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4.5 La méthode matricielle
L’étude de l’état stationnaire exact du processus d’exclusion est gran-
dement simplifiée par l’utilisation de la méthode dite «matricielle». Celle-ci
consiste à exprimer la probabilité d’une configuration microscopique comme
des produits de matrices agissant sur un espace auxiliaire de dimension éven-
tuellement infinie. Introduite dans le cadre de l’étude de modèles d’animaux
dirigés [41], cette méthode a été adaptée aux processus d’exclusion par Der-
rida, Evans, Hakim and Pasquier [21]. Elle a depuis été généralisée entre
autres à des systèmes comportant plusieurs classes de particules [23, 63], à
des modèles de réactions-diffusions [47], à l’étude du déplacement d’un dé-
faut [13,62], ou encore à des systèmes dont le nombre de particules n’est plus
conservé [35].
Toutes les propriétés à temps égaux du processus d’exclusion homogène
peuvent être calculées à l’aide de la méthode matricielle. Considérons un
processus d’exclusion dont le taux de saut vers la droite est normalisé à 1,
et le taux de saut vers la gauche est q. Derrida et al. [21] ont montré que la
probabilité P st(η) d’observer un état microscopique η = {ηi}i=1,L dans l’état
stationnaire de l’ASEP peut s’écrire comme un élément de matrice
P st(η) =
〈W |∏Li=1(ηiD + (1− ηi)E)|V 〉
ZL
(4.52)
avec ZL une constante de normalisation
ZL = 〈W |(D + E)L|V 〉 , (4.53)
et où D et E sont deux opérateurs respectant l’algèbre suivante :
DE − qED = D + E , (4.54a)
{(1− ρb)D − qρbE}|V 〉 = |V 〉 , (4.54b)
〈W |{ρaE − q(1− ρa)D} = 〈W | . (4.54c)
Il existe différents choix possibles de matrices D et E respectant les régles
(4.54a-4.54c) [10,21,32,68,69], correspondant à différentes représentations de
l’algèbre. Ces représentations sont généralement des matrices de dimensions
infinies, sauf pour certaines valeurs particulières des densités ρa et ρb et du
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biais q [64]. Naturellement, le résultat obtenu pour la probabilité d’un état
microscopique ne dépend pas de la représentation choisie ; d’ailleurs, en uti-
lisant les règles de commutation (4.54a)-(4.54c), il est possible d’obtenir par
récurrence toutes les probabilités stationnaires à temps coïncidant sans uti-
liser une représentation explicite.
Les fonctions de corrélation s’expriment simplement à l’aide de la repré-
sentation matricielle. Nous notons par P st(η) la probabilité dans l’état sta-
tionnaire de la configuration définie par ses nombres d’occupation {ηi}i=1,L,
et par 〈.〉 la moyenne par rapport à la mesure stationnaire. La densité locale
au site i, 〈ηi〉, est donnée par
〈ηi〉 =
∑
η
ηiP
st(η) (4.55)
=
〈W |(D + E)i−1D(D + E)L−i|V 〉
ZL
. (4.56)
La fonction de corrélation à deux points 〈τiτj〉 s’écrit
〈τiτj〉 =
∑
η
ηiηjP
st(η) (4.57)
=
〈W |(D + E)i−1D(D + E)j−i−1D(D + E)L−j|V 〉
ZL
. (4.58)
Le courant microscopique moyen j entre le site i et le site i+1 est donné par
j = 〈τi(1− τi+1)〉 − q 〈(1− τi)τi+1〉 (4.59)
En utilisant (4.57) pour les fonctions de corrélation et les règles de commu-
tation (4.54a), on obtient
j =
ZL−1
ZL
(4.60)
avec ZL définie par (4.53). Cette expression montre clairement que le courant
j ne dépend pas du site i dans l’état stationnaire, comme on peut s’y attendre
du fait de la conservation du nombre de particules.
Si l’on divise le système de taille L en k boîtes de tailles respectives L1,
L2, . . ., Lk, la probabilité qL1,L2,···Lk(N1, N2, · · · , Nk) de trouver N1 particules
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dans la première boîte, N2 dans la seconde, . . .et Nk dans la dernière est
donnée par
qL1,L2,···Lk(N1, N2, · · · , Nk) =
〈W |XL1(N1)XL2(N2) · · ·XLk(Nk)|V 〉
ZL
(4.61)
où Xl(N) est la somme sur tous les produits de l matrices contenant exac-
tement N matrices D et l −N matrices E. Cette expression nous sera utile
dans le calcul de la fonctionnelle de grandes déviations.
4.6 Cas particuliers
4.6.1 profil constant
Lorsque ρa = ρb = ρ, i.e. les réservoirs aux deux extrémités du système
ont même densité ρ, il existe une représentation de dimension 1 de l’algèbre
(4.54a -4.54c) :
D =
1
(1− q)(1− ρ) (4.62)
E =
1
(1− q)ρ . (4.63)
Dans ce cas, les matrices D et E commutent, et il n’y a donc pas de corréla-
tions entre les différents sites ; la distribution dans l’état stationnaire est donc
donnée par une mesure de Bernouilli de densité ρ : la probabilité d’une confi-
guration η dépend seulement du nombre N(η) de particules qu’elle contient
P st(η) = ρN(η)(1− ρ)L−N(η) . (4.64)
La densité est constante, égale à ρ dans le système. Cependant, excepté pour
un système symétrique (q = 1), cet état n’est pas un état d’équilibre, car le
système est traversé par un courant non nul donné par
j = (1− q)ρ(1− ρ) . (4.65)
4.6.2 le bilan détaillé
Lorsque le système est à l’équilibre, la dynamique est symétrique par
rapport au renversement du temps et le courant moyen est nul. Le système
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vérifie alors le bilan détaillé : la probabilité d’observer une transition d’une
configuration microscopique C vers une autre C ′ est égale à la probabilité
d’observer la transition inverse, de C ′ vers C. Dans le cas de l’ASEP avec
une taux de saut de 1 vers la droite, q vers la gauche, en contact avec des
réservoirs de densités ρa et ρb, cela se produit si et seulement si q, ρa, ρb
vérifient
qL+1
ρb(1− ρa)
(1− ρb)ρa = 1 . (4.66)
En effet, pour une configuration microscopique {ηi}i=1,L la condition de bilan
détaillé correspondant à un saut d’une particule entre le site k et k+1 signifie
que
P st
({η1,. . ., ηk−1, 0, 1, ηk+2,. . ., ηL}) = q−1P st({η1,. . ., ηk−1, 1, 0, ηk+2,. . ., ηL})
(4.67)
(avec P st
({ηi}) la probabilité dans l’état stationnaire de la configuration
{ηi}).
le bilan détaillé près du réservoir gauche entraîne
P st
( {1, η2, . . . , ηL} ) = ρa
q(1− ρa)P
st
( {0, η2, . . . , ηL} ) (4.68)
et près du réservoir droit
P st
( {η1, . . . , ηL−1, 1} ) = qρb
(1− ρb)P
( {η1, . . . , ηL−1, 0} ) . (4.69)
À partir d’une configuration {ηi}, on peut toujours utiliser (4.67) pour dé-
placer une particule vers la gauche, et (4.68) pour l’enlever du système via le
réservoir de gauche. Cela permet d’exprimer la probabilité de {ηi} en fonction
de la probabilité de la configuration où tous les sites sont vides :
P st
({ηi}) = L∏
i=1
(
ρa
qi(1− ρa)
)ηi
P st
( {0, 0, . . . , 0} ) (4.70)
Pour des valeurs quelconques de ρa, ρb et q, ces probabilités ne vérifient pas
(4.69) et ne sont donc pas les probabilités de l’état stationnaire. Ce n’est que
si les densités aux bord vérifient (4.66) que les poids (4.70) sont solutions de
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(4.69). Dans ce cas, la probabilité d’une configuration {ηi}i=1,L est donnée
par
P st ({ηi}) =
∏L
i=1
(
ρa
qi(1−ρa)
)ηi
∏L
i=1
(
1 + ρa
qi(1−ρa)
) (4.71)
La densité moyenne au site i est alors donnée par
〈ηi〉 = ρa
ρa + qi(1− ρa) . (4.72)

Deuxième partie
LE PROCESSUS D’EXCLUSION AVEC DÉSORDRE
GELÉ

RÉSUMÉ
Cette partie présente le résultat de nos travaux concernant l’effet du
désordre sur une transition de phase du processus d’exclusion totalement
asymétrique. A l’aide de simulations numériques, nous montrons un effet in-
habituel du désordre : la transition de phase haute densité/ basse densité
devient dépendante de l’échantillon lorsqu’un désordre gelé lié aux sites est
ajouté au TASEP. Dans le chapitre 5, nous rappelons rapidement quelques
résultats connus sur le processus d’exclusion désordonné. Le résultat de nos
simulations numériques est présenté dans le chapitre 6. Enfin, dans le cha-
pitre 7, nos résultats sont comparés à une approche champ moyen.
Ces travaux ont donné lieu à la publication d’une lettre [31].

5. INTRODUCTION
5.1 Effet du désordre sur une transition de phase
L’effet d’un désordre gelé sur les transitions de phase est l’un des domaines
de la théorie des systèmes désordonnées les plus étudiés et les mieux compris
[1, 14, 37, 76, 81]. Pour les systèmes à l’équilibre, le critère de Harris [43]
permet de déterminer si le comportement critique d’une transition de phase
du second ordre est modifié par l’ajout d’un faible désordre. Il est aussi connu
[1,14,15,48] que les transitions de phase du premier ordre sont supprimées par
un désordre faible lorsque la dimension du système est suffisamment basse.
Les systèmes hors d’équilibre connaissant eux aussi des transitions de
phase [34, 55], il est naturel d’étudier l’effet du désordre sur leur diagramme
de phase [57,82]. Dans cette partie, je vais étudier l’effet d’un désordre gelé sur
la transition de phase haute densité/ basse densité du processus d’exclusion
totalement asymétrique.
5.2 TASEP avec désordre gelé lié aux particules
Il existe différentes manières d’introduire un désordre gelé dans l’ASEP.
La manière la plus étudiée est d’associer le désordre à chaque particule [17,44,
51,57,58]. La dynamique est alors similaire à celle du TASEP sur un anneau,
à part le fait que les taux de saut pi dépendent désormais de la particule i
considérée : à chaque instant, la particule étiquetée i située au site xi saute
sur le site voisin xi+1 avec un taux pi qui dépend uniquement du label i de la
particule considérée. Comme pour le TASEP, la règle d’exclusion conditionne
le succès du saut au fait que le site de destination j + 1 soit inoccupé. Les
taux de saut pi associés à chaque particule sont tirés une fois pour toutes
avec une certaine distribution de probabilité, et ne change pas au cours du
temps : il s’agit d’un désordre gelé. On peut se représenter intuitivement ce
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processus comme un modèle de trafic le long d’une route à une voie, dans
lequel chaque véhicule à une vitesse moyenne différente, tirée au hasard.
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Fig. 5.1: Processus d’exclusion asymétrique sur un anneau avec désordre gelé lié
aux particules.
Ce modèle a été résolu exactement à l’aide d’un «mapping» sur le proces-
sus «zero-range» [58]. Considérons en effet la distance ui entre la particule i
située à la position xi et la particule i+ 1 situé à la position xi+1
ui = xi+1 − xi − 1 . (5.1)
Soit N le nombre de particules présentes sur l’anneau et L le nombre de
sites de l’anneau. Les distances {ui}i=1,N peuvent être considérées comme
des nombres d’occupation sur un réseau auxiliaire de N sites comportant
L−N particules, chaque site pouvant accueillir un nombre infini de particules,
comme sur la figure 5.2. Lorsque dans le processus d’exclusion, la particule
i saute du site xi au site xi + 1, la distance ui−1 entre la particule i et la
précédente augmente de 1, et la distance ui entre la particule i et la suivante
diminue de 1. Cela correspond sur le réseau auxiliaire au saut d’une particule
du site i au site i − 1. Si le site xi + 1 est occupé (de sorte que dans le
processus d’exclusion le saut est interdit par la règle d’exclusion) alors ui = 0
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Fig. 5.2: Équivalence entre le processus d’exclusion asymétrique avec désordre sur
site (A) et le processus zero-range (B).
et le saut n’est pas possible non plus dans le réseau auxiliaire. Ainsi, dans
le réseau auxiliaire, une particule au site i saute sur le site i − 1 avec le
taux pi indépendamment de l’occupation du site destination i − 1 dans le
réseau auxiliaire. Ce processus où il n’y a pas d’interaction à distance est
appelé processus «zero-range». L’état stationnaire de ce processus est bien
connu [52, 80], et la distribution de probabilité est particulièrement simple.
Cette comparaison entre processus d’exclusion désordonné et processus zero-
range [57,58] met en évidence l’existence d’une transition de phase similaire à
la condensation de Bose-Einstein [33] lorsque la densité de particules descend
en dessous d’une densité critique pour certaines distributions des taux de
saut pi : dans la phase condensée, il existe un écart macroscopique entre la
particule la plus lente et la particule qui la précède, ce qui correspond sur le
réseau auxiliaire à la condensation d’un nombre macroscopique de particules
sur un site. Dans l’analogie avec le trafic routier, cela correspond à avoir la
majorité des véhicules coincée derrière un camion lent.
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5.3 TASEP avec désordre gelé lié aux sites
Une autre façon d’introduire du désordre dans le processus d’exclusion
est de l’associer non pas aux particules, mais aux sites du réseau. Pendant
un temps infinitésimal dt, une particule au site i a une probabilité pidt de
sauter sur le site i + 1, où pi dépend uniquement du site i considéré, et est
tiré aléatoirement une fois pour toute. Dans l’analogie avec le trafic routier,
cela correspond au cas où tous les véhicules roulent à la même vitesse, mais
où des travaux ou des accidents réduisent localement la vitesse des véhicules.
Ce type de désordre est moins étudié que le désordre lié aux particules.
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Fig. 5.3: Processus d’exclusion asymétrique sur un anneau avec désordre gelé lié
aux particules.
La simple présence d’un seul défaut localisé dans les taux de saut pi fait
de l’ASEP un problème difficile et non encore résolu [49, 54, 71]. Il n’est
donc pas surprenant de ne trouver dans la littérature que peu de résultats
analytiques pour le processus d’exclusion avec désordre lié au site. Les plus
remarquables concernent l’existence d’une limite hydrodynamique pour la
densité, la concavité du courant de particules en tant que fonction de la
densité de particules [75] et l’invariance par réflection du courant [39]. Des
simulations numériques pour un processus d’exclusion avec des conditions
périodiques aux bords [3, 84] ont montré une modification de la fonction
donnant le courant en fonction de la densité par rapport à celle du cas pur,
avec l’apparition d’un plateau entre deux densités ρc et 1− ρc où le courant
devient indépendant de la densité de particules dans le système. Il a été
également montré [84] que ce plateau correspond à un régime où le désordre
entraîne une séparation de phase entre une phase de haute densité, et une
phase de basse densité. En dehors de ce plateau (i.e. pour des densités ρ < ρc
ou ρ > 1−ρc), l’état stationnaire est uniforme à l’échelle macroscopique (mais
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présente des variations importantes à l’échelle microscopique). Dans [57], des
limites pour la valeur de ρc ont été obtenues.

6. TRANSITION DE PHASE DÉPENDANTE DE
L’ÉCHANTILLON
Le but de cette section est d’étudier numériquement l’effet d’un désordre
lié au site sur la transition de phase haute densité, basse densité (cf figure
6.1) du système pur quand on considère un système ouvert, en contact avec
des réservoirs au niveau du premier et du dernier site.
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Fig. 6.1: La transition de phase étudiée
Nous considérons donc un système de L sites, dont le taux de saut pi en
chaque site i est tiré selon une distribution binaire
pi =
{
pmin avec une probabilité 12
pmax avec une probabilité 12
(6.1)
68 6. Transition de phase dépendante de l’échantillon
Dans nos simulations, nous avons pris pmin = 0.8 et pmax = 1.2.
Le système est en contact avec deux réservoirs de particules, qui inter-
agissent avec le système de la façon suivante : quand le premier site est in-
occupé, une particule est créée avec le taux α, et quand le site L est occupé,
la particule qui l’occupe est détruite avec un taux β.
Dans un système à l’équilibre, les transitions de phase n’apparaissent en
général que lorsque l’on prend la limite thermodynamique, c’est à dire lorsque
l’on fait tendre la taille du système vers l’infini. Les propriétés d’un système
de taille finie (avec des interactions à courte distance) dépendent en effet
continûment des paramètres extérieurs. Il en est de même pour le processus
d’exclusion de taille finie, avec ou sans désordre : il s’agit d’un processus de
Markov avec un état stationnaire qui dépend continûment des taux d’entrée
α et de sortie β ; les transitions de phase n’ont lieu que lorsque l’on fait tendre
la taille du système vers l’infini. En présence de désordre, il est nécessaire
de préciser comment les nouveaux sites et leur taux de saut pi sont ajoutés
au système lorsque l’on augmente la taille dans la limite thermodynamique.
Dans la suite, nous comparons deux procédures :
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nouveaux sites nouveaux sites
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Fig. 6.2: Comparaison des procédures B (figure 6.2(a)) et C (figure 6.2(b)). Dans
la procédure B, les nouveaux sites sont ajoutés à chaque bord du système,
tandis que dans la procédure C, les nouveaux sites sont ajoutés au centre.
– dans la procédure B (B comme bord), les nouveaux sites sont ajoutés à
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chaque bord du système, comme représenté sur la figure 6.2(a). Ainsi,
lorsque la taille L augmente, les taux de saut pi des sites situés au
centre ne changent pas.
– dans la procédure C (C comme centre), les nouveaux sites sont ajoutés
au centre, comme représenté sur la figure 6.2(b). Il s’ensuit que les
taux de saut pi près des bords restent inchangés lorsque la taille L du
système augmente.

hNi
L
0.20.180.160.140.120.1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0.15
(a)
hNi
L

0.20.180.160.140.120.1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0.15
(b)
0.15

0.20.180.160.140.120.1
0.1
0.3
0.5
0.7
0.9
hNi
L
(c)
Fig. 6.3: Densité moyenne 〈N〉L en fonction de α pour des échantillons de 11, 21,
41, 81 et 161 sites, avec β = 0.15. Dans la figure 6.3(a), la taille du
système est augmentée en ajoutant de nouveaux sites au centre du système
(procèdure C), et 3 échantillons de départ différents sont montrés. Dans la
figure 6.3(b),la taille du système est augmentée en ajoutant de nouveaux
sites aux bords (procédure B), et un unique échantillon de départ est
montré. Dans la figure 6.3(c), le cas pur (tous les pi = 1) est indiqué pour
comparaison. La ligne pointillée sur les trois figures indique la position du
point de transition du TASEP sans désordre.
Pour chaque taille L d’échantillon, nous faisons des simulations de type
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Monte-Carlo pour différentes valeurs de α avec β = 0.15 constant. La figure
6.3 montre la densité moyenne 〈N
L
〉 en fonction de α, où N est le nombre total
de particules dans le système. La densité est moyennée sur environs 3× 105
actualisations par site. La figure 6.3(a) montre trois échantillons différents
dont la taille est augmentée selon la procédure C ; la figure 6.3(b) correspond
à un seul échantillon dont la taille est augmentée selon la procédure B, et
la figure 6.3(c) montre le cas pur (pi = 1). Lorsque α augmente, on voit la
transition d’une région de basse densité à une région de haute densité. La
pente de la courbe de densité entre ces deux régions devient de plus en plus
raide à mesure que la taille augmente, mais la position du point où cette
pente est maximale se comporte différemment selon la procédure utilisée
pour augmenter la taille du système : quand la taille est augmentée par le
centre comme sur la figure 6.3(a), la position du point dépend de l’échantillon
de départ, mais est indépendante de la taille pour un échantillon de départ
donné ; quand la taille est augmentée par les bords (figure 6.3(b)), la position
du point de pente maximale dépend de la taille.
De la même manière, les figures (6.4) montrent la variance (〈N2〉 −
〈N〉2)/L en fonction de α lorsque la taille augmente. Dans le cas pur (fi-
gure 6.4(c)), la position du maximum de la courbe converge, lorsque la taille
augmente, vers αc = β = 0.15, le point de la transition de phase d’un sys-
tème infini. Lorsque la taille du système désordonné est augmentée par le
centre (figure 6.4(a)), la position du maximum de la courbe converge de ma-
nière comparable au cas pur, mais vers un point critique pour α qui dépend de
l’échantillon de départ. Si la taille est augmentée par les bords (figure 6.4(b)),
la position du maximum ne converge pas dans la limite thermodynamique.
Les figures 6.3 et 6.4 suggèrent que le comportement du processus d’ex-
clusion désordonné dépend fortement de la procédure utilisée pour prendre la
limite thermodynamique. Dans le cas de la procédure B, quand les nouveaux
sites sont ajoutés sur les bords, la limite thermodynamique ne semble pas
exister, tandis que si l’on utilise la procédure C en ajoutant des nouveaux
sites au centre, la limite thermodynamique ressemble à celle du cas pur,
mais avec un effet du désordre inhabituel : la position du point de transition
dépend de l’échantillon utilisé au départ de la procédure C. Cela semble indi-
quer que dans la limite thermodynamique, le système présente une transition
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Fig. 6.4: Variance (〈N2〉−〈N〉2)/L en fonction de α pour un échantillon de départ
unique lorsque la taille du système augmente. Les tailles 11, 21, 41, 81 et
161 sont représentées. Dans la figure 6.4(a), la taille de l’échantillon est
augmentée par le centre (procédure C). Dans la figure 6.4(b), la taille est
augmentée par les bords (procédure B). Dans la figure 6.4(c), le cas pur
(tous les pi = 1) est montré pour comparaison. La ligne pointillée sur les
trois figures indique la position du point de transition du TASEP sans
désordre.
de phase pour une valeur critique αc qui dépend de l’échantillon par les taux
de saut à proximité des bords.
Nous allons maintenant nous intéresser à la façon dont la position de ce
point dépend de l’échantillon. La figure 6.5 montre la distribution du point
de pseudo-transition (défini comme la valeur de α pour laquelle la variance
de la figure 6.4 est maximale) pour un système désordonné de taille L = 50 et
L = 100. Pour chaque taille, nous avons simulé 40000 échantillons sur 300000
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Fig. 6.5: La distribution P (αc) du point de pseudo-transition αc pour β = 0.15
quand les taux de saut pi sont donnés par (6.1) (ligne continue : taille
L = 50 ; ligne pointillée : taille L = 100). La distribution du point de
pseudo-transition pour le système pur obtenue par la même méthode est
donnée en comparaison.
actualisations par site, après avoir attendu un temps suffisamment long pour
atteindre l’état stationnaire. L’histogramme est obtenu en discrétisant l’axe
des points de pseudo-transition αc en boîtes de taille 4× 10−4. De manière à
estimer l’importance du bruit numérique sur la mesure du point critique dû
à la durée finie de notre simulation, nous avons inclus la distribution obtenue
en simulant 20000 échantillons du système pur (l’échelle de la distribution
du cas pur a été divisée par 2 de sorte que le maximum de la distribution
reste visible dans la figure 6.5). La distribution en présence de désordre est
inchangée lorsque la taille du système est multipliée par un facteur 2, ce qui
suggère que la même distribution serait observée dans la limite thermodyna-
mique. La distribution P (αc) du point de pseudo transition en présence de
désordre est beaucoup plus large que celle du cas pur mesuré sur une même
échelle de temps, ce qui exclut le bruit numérique comme seule explication
de la distribution de αc dans le cas désordonné. Le bruit numérique masque
seulement les détails fins de la distribution P (αc) du système désordonné
lorsque ceux-ci sont plus petits que la largeur de la distribution P (αc) pour
le système pur. Des simulations numériques plus longues devraient révéler la
structure de P (αc) à une échelle plus petite.
La figure 6.6 montre les corrélations entre la valeur de αc et les taux de
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Fig. 6.6: ⌊p1⌋αc , ⌊p2⌋αc et ⌊pL−1⌋αc en fonction de la position du point de pseudo-
transition αc. La courbe continue est la même distribution P (αc) du point
de pseudo-transition αc que celle de la figure 6.5. Les figures montrent que
tous les échantillons qui ont un point de pseudo-transition αc dans le pic
de gauche ont p1 = pmax et pL−1 = pmin et que tous les échantillons
qui ont un point de pseudo-transition αc dans le pic de droite vérifient
p1 = pmin et pL−1 = pmax.
saut près des bords. La moyenne sur l’ensemble des échantillons qui ont un
point critique αc (à la discrétisation de l’axe des αc près) est notée par ⌊.⌋αc .
Sur les figures (6.6), les moyennes ⌊pi⌋αc des deux premiers taux de saut p1
et p2, ainsi que celle du dernier pL−1, sont tracées en fonction de la valeur
du point de pseudo-transition αc. On voit que les trois maxima principaux
de la distributions du point de pseudo-transition peuvent être caractérisés
par la valeur du premier et du dernier taux de saut p1 et pL−1 : le pic de
gauche correspond à p1 = pmax, pL−1 = pmin, le pic de droite à p1 = pmin,
pL−1 = pmax. La courbe de la moyenne ⌊p2⌋αc du second taux de saut p2
semble indiquer que sa valeur a une influence moindre sur αc que les taux
de saut du premier ou du dernier site. Cela suggère l’influence de pi sur αc
décroît avec la distance de i aux bords, ce qui pourrait mener à une structure
fractale pour P (αc).

7. APPROCHE EN CHAMP MOYEN
Dans ce chapitre, nous étudions analytiquement une approximation sim-
ple, de type champ moyen. Nous montrons qu’elle permet de justifier l’exis-
tence d’une phase de haute densité et d’une phase de basse densité dans
l’ASEP désordonné, ainsi que la dépendance de la position de la transition
de phase avec l’échantillon. Cependant les comparaisons avec des simula-
tions numériques montrent que la position de la transition de phase n’est
pas prédite de manière exacte. Ces résultats originaux n’ont pas été publiés
avec nos résultats concernant les simulations numériques [31]. Harris et Stin-
chcombe [44] ont par la suite publié une approche en champ moyen pour
l’étude de la transition du second ordre vers la phase de courant maximum,
utilisant la même approximation mais avec une méthode différente de celle
que nous présentons ici.
L’approximation de champ moyen consiste à négliger les corrélations entre
sites. Dans le cas pur cette approximation que nous avons présentée dans le
chapitre 4.3.2 prédit correctement le diagramme de phase. Pour un système
désordonné fermé, il a été montré numériquement [84] que l’approximation de
champ moyen redonne non seulement de manière acceptable la relation entre
courant et densité, mais également de manière qualitative le profil de den-
sité. Ceci a été confirmé, également de manière numérique, pour un système
désordonné ouvert dans lequel les particules ont une taille d > 1 [77].
Le courant moyen J au site i est donné par
J = pi 〈ηi(1− ηi+1)〉 (7.1)
avec ηi le nombre d’occupation du site i, pi le taux de saut du site i au site
i + 1 et 〈.〉 la moyenne par rapport à la mesure stationnaire. Du fait de la
conservation du nombre de particules, ce courant est uniforme dans tout le
système. Comme dans le cas pur, nous faisons l’approximation de champ
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moyen suivante
〈ηiηi+1〉 = ρiρi+1 (7.2)
avec ρi = 〈ηi〉 l’occupation moyenne du site i. L’expression du courant (7.1)
devient alors J = piρi(1−ρi+1), ce qui induit une relation de récurrence entre
ρi et ρi+1 :
ρi+1 = φpi(ρi) (7.3)
avec
φp(ρ) = 1− J
pρ
(7.4)
Ainsi, si l’on connaît le courant J et la densité ρi à l’un des sites i, on est en
mesure de déterminer la densité en n’importe quel point par récurrence.
Dans le cas pur, le courant J maximal pouvant traverser le système est
Jmax = p/4 ; lorsque le courant J est inférieur à ce maximum, le système
se trouve soit dans la phase de haute densité, soit dans la phase de basse
densité. Le but étant d’étudier la transition de phase basse/haute densité
dans le cas désordonné, nous nous limiterons à des valeurs de courant
J <
pmin
4
(7.5)
où pmin est la borne inférieure des taux de sauts dans le cas désordonné
pmin = inf pi . (7.6)
Il faut noter cependant qu’un courant plus élevé que pmin
4
peut être observé
dans le système désordonné, par exemple si la probabilité d’avoir un taux de
saut pi égal au minimum pmin est très faible.
Dans le cas pur, c’est à dire quand les taux de sauts pi = p sont constants,
la relation de récurrence (7.3) admet deux points fixes ρ− et ρ+ = 1 − ρ−
(avec ρ− < ρ+) lorsque J <
p
4
. Dans la phase de haute densité, le profil
de densité ρi tend quand i devient grand vers le point fixe ρ+ stable par
la relation de récurrence (7.3). Dans la phase de basse densité, le profil de
densité ρL−i tend, quand i devient grand, vers le point fixe ρ− instable par
la relation de récurrence (7.3) (et donc stable par la relation de récurrence
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inversée ρi = φ−1pi (ρi+1)). Dans le cas désordonné, comme pi dépend du site
i, la relation de récurrence (7.3) change à chaque itération, et il n’y a plus de
points fixes. Cependant, on peut mettre en évidence une propriété similaire :
si l’on part d’une densité ρ1 et que l’on itère la relation (7.3), le profil de
densité ρi que l’on obtient va en général tendre pour i grand vers un profil
ρ+i indépendant de la densité de départ ρ1. De même, si l’on part d’une
densité ρL au site L, et que l’on itère à rebours la relation (7.3), le profil de
densité ρL−i que l’on obtient va tendre en général pour i grand vers un profil
ρ−L−i indépendant de la densité de départ ρL. Les profils ρ
+
i et ρ
−
i jouent le
rôle des points fixes ρ+ et ρ− du cas pur, la différence étant que ces profils
ρ+i et ρ
−
i ne sont pas uniformes.
Pour montrer qu’un ensemble de trajectoires converge vers une trajectoire
limite, nous allons en choisir une d’entre elles arbitrairement, et montrer que
les autres trajectoires s’en rapprochent à chaque itération de la récurrence
(7.3). Définissons donc un «profil de haute densité» ρ+i par ρ
+
1 = 1/2 et la
relation de récurrence (7.3). On peut montrer que ρ+i va être strictement
supérieure à 0.5 pour i > 1. En effet, soit ρ ≥ 0.5, et p ≥ pmin. En utilisant
le fait que pmin > 4J on obtient
φp(ρ) = 1− J
pρ
(7.7)
≥ κ
2
. (7.8)
avec
κ = 2− 4J
pmin
> 1 (7.9)
Puisque ρ+1 = 1/2 , on obtient donc par la récurrence (7.3) que, pour tout
i > 1,
1 ≥ ρ+i ≥
κ
2
. (7.10)
Considérons maintenant un autre profil {ρi}i=1,L solution de la récurrence
(7.3), et tel qu’il existe un site i0 où la densité ρi0 soit plus grande que 0.5.
Alors (7.7) entraîne de même que pour tous les sites i > i0 la densité ρi est
plus grande que 0.5. On peut montrer alors que pour i > i0, la densité ρi se
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rapproche de ρ+i à chaque itération. En effet, pour i ≥ i0
|ρi+1 − ρ+i+1| = |φpi(ρi)− φpi(ρ+i )| (7.11)
=
J
piρiρ
+
i
|ρi − ρ+i | (7.12)
< κ−1
∣∣ρi − ρ+i ∣∣ (7.13)
car ρ+i ≥ κ2 et Jpi < 14 . Ainsi, pour i > i0,
|ρi − ρ+i | < κ−(i−i0)|ρi0 − ρ+i0| . (7.14)
Comme κ > 1 cela indique que le profil ρi se rapproche géométriquement du
profil de haute densité ρ+i .
Par un raisonnement similaire, définissons le profil de basse densité ρ−i ,
solution de la récurrence (7.3) avec la condition finale ρ−L = 0.5. On peut
alors montrer de même que, pour tout i < L,
0 ≤ ρ−i ≤ 1−
κ
2
< 0.5 (7.15)
avec κ définie par (7.9), et que si un profil ρi vérifiant la récurrence (7.3) est
tel que il existe i1 avec ρ(i1) ≤ 0.5, alors pour tout i < i1, ρi < 0.5 et
|ρi − ρ−i | < κ−(i1−i)|ρi1 − ρ−i1| ; (7.16)
ainsi, quand i décroît, le profil ρi se rapproche géométriquement du profil
basse densité ρ−i .
On peut maintenant résumer le comportement de la récurrence (7.3) en
fonction de la densité initiale ρ1
– si ρ1 < ρ
−
1 , alors le caractère croissant de la fonction φp intervenant dans
relation de récurrence (7.3) entraîne que quelque soit i, ρi < ρ
−
i < 0, 5.
l’équation (7.16) entraîne alors ρj < ρ
−
j − κj−1|ρ1 − ρ−1 |, et donc ρj
devient rapidement négatif ; il s’agit d’une solution non-physique.
– si ρ1 > ρ
−
1 , on a de même ρi > ρ
−
i pour tous i. Dans ce cas, on a
rapidement ρi > 0, 5. En effet, si pour un j donné on a ρj < 0, 5, alors
la relation (7.16) s’applique (avec i1 = j et i = 1) et l’on a 0, 5 > ρj >
ρ−j +κ
j−1|ρ1− ρ−1 |, ce qui n’est possible que pour j suffisamment petit.
Une fois que ρi devient plus grand que 0, 5, on peut appliquer l’inégalité
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(7.13) qui entraîne que rapidement ρi ≃ ρ+i et donc dans la limite L
grand ρL = ρ
+
L . Il s’agit de la phase de haute densité, la densité est
proche de ρ+i (et donc supérieure à 0.5) sur la majorité du système.
– par un raisonnement similaire appliqué à l’autre extrémité du système,
on déduit que la dernière possibilité est d’avoir ρL < ρ
+
L et ρ1 ≃ ρ−1 ,
avec ρi ≃ ρ−i < 0.5 sur la majorité du système.
La densité ρ−1 dépend du courant J qui traverse le système. Dans le modèle,
le courant n’est pas fixé directement, mais via le taux de création α sur le
premier site, et le taux de destruction β sur le dernier site. La relation entre
ces taux et le courant est donnée par
J = α(1− ρ1) (7.17)
J = βρL (7.18)
Suivant la phase, on a soit ρL = ρ
+
L , soit ρ1 = ρ
−
1 . En utilisant (7.3), il
est facile de montrer par récurrence que ρ+i est une fonction décroissante de
J et ρ−i une fonction croissante de J . Il s’en suit que
J
1−ρ−
1
(J)
et J
ρ+
L
(J)
sont
deux fonctions croissantes de J , et donc inversibles. Définissons implicitement
Ja(α) et Jb(β) par
α =
Ja(α)
1− ρ−1 (Ja(α))
(7.19)
β =
Jb(β)
ρ+L(Jb(β))
. (7.20)
Puisque l’on a soit ρ1 = ρ
−
1 , soit ρL = ρ
+
L , le courant J doit être égal soit à
Ja(α), soit à Jb(β). En terme des taux de création α et de destruction β, le
diagramme de phase (pour J ≤ pmin
4
) s’écrit alors
– si Ja(α) < Jb(β), le courant qui traverse le système est Ja(α). Le sys-
tème est alors dans la phase de basse densité et le profil de densité est
presque partout ρ−(Ja(α)). En effet, une valeur plus grande du courant
entraînerait une valeur de ρ1 inférieur à ρ
−
1 , ce qui mène, on l’a vu, a
une solution non physique pour le profil de densité.
– de même, si Ja(α) > Jb(β), le courant qui traverse le système est Jb(β).
Le système est alors dans la phase de haute densité et le profil de densité
est presque partout ρ+(Jb(β)).
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Le champ moyen prédit donc bien deux phases pour des courants faibles dans
le cas désordonné, de manière similaire au cas pur ; on remarque cependant
que contrairement au cas pur, le profil de haute densité ou de basse densité
prédit par le champ moyen dans la cas désordonné n’est pas constant, mais
présente d’importantes variations microscopiques, comme cela a été effecti-
vement observé dans des simulations [84].
La transition de phase se fait sur la courbe Ja(α) = Jb(β), qui dépend
des taux de sauts pi. Un changement dans le taux de saut pi0 au site i0
va provoquer une modification du profil de haute densité ρ+ et du profil
de basse densité ρ− autour de i0, mais du fait des relations (7.13,7.16), ces
modifications vont décroître géométriquement avec la distance à i0. Ainsi,
l’influence d’une modification d’un taux de saut pi0 sur la valeur de ρ
+
L , et
donc sur la courbe Jb(β), décroît géométriquement avec la distance L − i0.
De même, l’influence de pi0 sur la valeur de ρ
−
1 , et donc sur la courbe Ja(α),
décroît géométriquement avec la distance i0. Seuls donc les taux de saut pi
des sites proches du bord ont une influence notable sur la courbe des points
de transition Ja(α) = Jb(β), et cette influence décroît avec la distance aux
bords.
Sur la figure 7.1, les prédictions du champ moyen pour la position de la
transition de phase sont comparées avec le résultat de simulations de type
Monte-Carlo pour différents échantillons de taille L = 1001, pour une distri-
bution binaire des taux de saut (pi = pmin = 0, 8 avec une probabilité 1/2 et
pi = pmax = 1, 2 avec une probabilité 1/2), avec β = 0, 15. Le numéro n de
l’échantillon donne la valeur pi des taux de saut des sites i près des bords :
n = 32r1+16rL−2+8r2+4rL−3+2r3+rL−4, avec ri = 0 si pi = pmin et ri = 1
si pi = pmax. Les taux de saut des autres sites sont choisis aléatoirement. La
prédiction du champ moyen est obtenue en calculant numériquement Ja(α)
et Jb(β) pour chaque échantillon, celle de Monte-Carlo en simulant le sys-
tème sur 4.106 actualisation par site, et en cherchant le maximum de l’écart
type du nombre de particules. Les prédictions du champ moyen apparaissent
qualitativement correctes, mais elles surestiment la déviation du point de
transition due au désordre.
La figure 7.2 compare les prédictions du champ moyen et des simulations
numériques pour la densité moyenne de particules dans le système en fonction
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Fig. 7.1: Comparaison des prédictions du champ moyen (cercles) et des simulations
numériques (triangles) pour la position du point critique αc de différents
échantillons. Le numéro n de l’échantillon donne la valeur pi des taux de
saut des sites i près des bords : n = 32r1+16rL−2+8r2+4rL−3+2r3+rL−4,
avec ri = 0 si pi = pmin et ri = 1 si pi = pmax. Le champ moyen surestime
les déviations du point critique.
du taux d’entrée α, pour un échantillon donné. Pour calculer le profil de
densité du champ moyen de manière numérique, nous déterminons d’abord la
phase et le courant J en comparons Ja(α) et Jb(β). Si le système est en phase
de haute densité, nous itérons la récurrence (7.3) à partir de ρ1 = 1− Jα . Par
contre, si le système est en phase de basse densité, nous devons partir de ρL =
J
β
, et remonter la récurrence (7.3) jusqu’à ρ1 ≃ ρ−1 . En effet, la trajectoire ρ−
est une trajectoire répulsive pour la récurrence (7.3) : une petite erreur sur
ρ1 quand ρ1 est proche de ρ
−
1 entraîne via la récurrence (7.3) une très grande
variation de ρL. Pour pouvoir commencer la récurrence à partir de ρ1 dans
la phase de basse densité, il faut une précision sur ρ1 incompatible avec les
limites de l’ordinateur. Ceci explique les difficultés numériques rencontrées
dans [77]. Sur la figure 7.2, on voit que le champ moyen surestime la raideur
de la courbe de densité au niveau de la transition de phase, en plus de décaler
la position de la transition. Cependant, les prédictions pour α petit et α grand
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Fig. 7.2: Densité moyenne de particule dans le système en fonction du taux d’entrée
α. La ligne continue représente les prédictions du champ moyen, et la
ligne pointillée les résultats des simulations numériques. La position de la
transition de phase est légèrement décalée. L’échantillon représenté a une
taille L = 1001, avec β = 0, 15
sont acceptables.
Troisième partie
GRANDES DÉVIATIONS ET FLUCTUATIONS
POUR LE PROCESSUS D’EXCLUSION
FAIBLEMENT ET TOTALEMENT
ASYMÉTRIQUE

RÉSUMÉ
Dans cette partie, nous exposons les principaux résultats obtenus durant
cette thèse concernant les fluctuations et la fonctionnelle de grandes dévia-
tions pour le processus d’exclusion. Ces résultats découlent d’une nouvelle
approche de l’ansatz matriciel qui consiste à écrire le produit de matrices in-
tervenant dans l’ansatz comme une somme sur des chemins (équation (8.1)),
de manière similaire à la réécriture en terme d’intégrale de chemin de la
mécanique quantique. Ceci nous permet, dans le chapitre 8 , de donner une
nouvelle expression (éq. (8.9)) de la probabilité P ({ρ}) d’un profil de den-
sité {ρ(x)}x∈[0,1] pour le processus d’exclusion. Cette formulation permet de
retrouver de manière beaucoup plus simple des résultats connus, comme la
fonctionnelle de grandes déviations du processus d’exclusion symétrique ou
celle du processus d’exclusion totalement asymétrique. Nous l’utilisons pour
dériver deux séries de résultats nouveaux :
– dans le chapitre 9, nous présentons plusieurs formulations équivalentes
de la fonctionnelle de grande déviation dans le cas faiblement asymé-
trique (équations (9.12), (9.15), (9.19))
– dans le chapitre 10, nous obtenons la distribution statistique dans l’état
stationnaire des petites fluctuations de densité (éq. (10.2)) à la fois
pour le processus totalement asymétrique et pour le processus faible-
ment asymétrique. Nous en déduisons une expression (éq. (10.5)) pour
les fonctions de corrélation à temps égaux de la densité dans l’état sta-
tionnaire, notamment pour la fonction de corrélation à deux points du
processus faiblement asymétrique (éq. (10.6)). Des simulations numé-
riques, que nous présentons dans le chapitre 10.4, suggèrent que l’ex-
pression obtenue pour les fluctuations du processus d’exclusion simple
peut se généraliser à des systèmes plus généraux.
86 Résumé
Ces résultats permettent de faire le lien entre deux classes de systèmes aux
comportements différents à grande échelle : le processus d’exclusion symé-
trique et le processus d’exclusion asymétrique.
Le chapitre 11 est une extension concernant les marches discrètes et la fonc-
tion auxiliaire F apparaissant dans notre dérivation de la fonctionnelle de
grandes déviation. Nous y montrons le lien entre F et les fonctions de corré-
lations (éq. (11.20)), et nous construisons une dynamique microscopique sur
les marches (chapitre 11.3).
Les résultats concernant la fonctionnelle de grandes déviations du WA-
SEP ont été publiés dans [30], en collaboration avec B. Derrida. Ceux concer-
nant les petites fluctuations sont présentés dans [20], en collaboration avec B.
Derrida et J.L. Lebowitz pour le cas symétrique, et dans [19], en collaboration
avec B. Derrida, C. Landim et S. Olla pour le cas faiblement asymétrique.
8. PROBABILITÉ D’UN ÉTAT COMME SOMME SUR DES
CHEMINS
Cette partie a pour but de décomposer en une somme sur des marches
discrètes ω = {ni}i=0,L la probabilité P (η) d’observer une configuration η
dans l’état stationnaire du processus d’exclusion ouvert, lorsque celui ci est
en contact avec deux réservoirs de densité ρa et ρb, et lorsque le taux de
saut vers la droite est 1 et celui vers la gauche, que l’on notera q, prend des
valeurs allant de q = 0 (ASEP) à q = 1 (SSEP) (imposer q ≤ 1 n’est pas une
restriction sur le domaine de validité de la formule, puisque l’on peut toujours
multiplier les taux de saut par q−1 et effectuer une symétrie gauche-droite
pour s’y ramener). L’expression que l’on va dériver est la suivante
P (η) =
∑
ω
P (η, ω) (8.1)
où la somme se fait sur les marches positives ω = {ni}i=0,L de longueur L+ 1
et de pas 1, i.e les suites d’entiers {ni}i=0,L vérifiant les propriétés suivantes,
pour tous i :
ni ≥ 1 et −1 ≤ ni − ni−1 ≤ 1 (8.2)
et P (η, ω) est la probabilité jointe de η = {ηi}i=1,L et ω = {ni}i=0,L, définie
par
P (η, ω) = Q(ω) si ∀i, ηi − 1 ≤ ni − ni−1 ≤ ηi (8.3)
= 0 sinon (8.4)
avec Q(ω) le poids associé à une marche ω = {ni}i=0,L
Q({ni}i=0,L) = 1
Z
(
1− ρa
ρa
)n0 ( ρb
1− ρb
)nL L∏
i=0
1− qni
1− q (8.5)
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Fig. 8.1: Une configuration η du processus d’exclusion, et deux marches compa-
tibles ω1 et ω2
Dans la suite, nous dirons qu’une marche ω est compatible avec une configu-
ration η si P (η, ω) 6= 0.
L’expression (8.1) n’est valable que pour des valeurs des densités ρa et ρb
aux bords telles que
ρa > ρb . (8.6)
En remplaçant dans (8.1) la somme sur les marches positives par une somme
sur les marches négatives, avec les probabilités jointes P (η, ω) toujours don-
nées par (8.3), l’expression (8.1) peut cependant être prolongée pour des
valeurs de ρa, ρb et de l’asymétrie q telles que
1− ρa
ρa
ρb
1− ρb q
L+1 ≥ 1 (8.7)
ce qui correspond aux domaines de valeurs des paramètres ρa, ρb et q pour les-
quels la différence de densité entre les deux réservoirs est suffisamment forte
pour forcer le courant de particules à aller dans le sens opposé à l’asymétrie.
La réunion des domaines (8.6) et (8.7) correspond exactement au domaine
de valeurs des paramètres ρa, ρb et q telles que le courant de particules j
qui traverse le système entraîne un déplacement de particules du réservoir de
haute densité vers le réservoir de basse densité, ce que l’on peut résumer par
j(ρa − ρb) > 0 . (8.8)
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Le comportement dans le domaine restant, qui correspond à des systèmes où
le champ extérieur est suffisamment fort pour forcer le courant à remonter
le gradient de densité, peut être extrapolé par prolongement analytique. En
effet, pour un système de taille L finie, les probabilités P (η) des configurations
microscopiques η sont solutions de l’équation maîtresse (2.3), qui est linéaire.
P (η) est donc une fonction rationnelle de ρa, ρb et q.
Nous ferons les dérivations tous d’abord pour le domaine (8.6) et dans la
partie 8.3, nous étendrons ces dérivations au domaine (8.7)
La somme sur les marches microscopiques (8.1) donne la valeur exacte de
la probabilité du profil microscopique η. En prenant la limite macroscopique,
on peut en écrire une version macroscopique continue, valide quand la taille
L du système est grande. La densité de probabilité PL({ρ}) d’observer un
profil macroscopique ρ = {ρ(x)}0≤x≤1 dans un système de taille L s’écrit
comme une intégrale de chemins [70,85]
PL({ρ}) ∼
∫
{y}
PL({ρ}, {y})D[{y}] (8.9)
où la somme se fait sur les chemins {y(x)}0≤x≤1. PL({ρ}, {y}) est la densité
de probabilité jointe du profil ρ et du chemin y, et s’exprime à l’aide d’une
fonctionnelle de grande déviation G({ρ}; {y})
PL({ρ}, {y}) ∼ e−LG({ρ},{y}) . (8.10)
Cette fonctionnelle G({ρ}; {y}) n’a pas la même forme suivant que l’on consi-
dère un processus d’exclusion totalement asymétrique (TASEP) ou faible-
ment asymétrique (WASEP). Pour le WASEP, elle a la forme suivante
– si ∀x, y(x) > 0 et ρ(x)− 1 ≤ y′(x) ≤ ρ(x)
GWASEP({ρ}; {y}) = −KWASEP + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx
[
− log 1− e
−λy
λ
+ ρ log ρ+ (1− ρ) log (1− ρ)
+ (1− ρ+ y′) log (1− ρ+ y′) + (ρ− y′) log (ρ− y′)
]
, (8.11)
– sinon,
GWASEP({ρ(x)}; {y(x)}) =∞ . (8.12)
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Pour le TASEP, la fonctionnelle G est donnée par
– si ∀x, y(x) > 0 et ρ(x)− 1 ≤ y′(x) ≤ ρ(x)
GTASEP({ρ}; {y}) = −KTASEP + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx [ρ log ρ+ (1− ρ) log (1− ρ)
+ (1− ρ+ y′) log (1− ρ+ y′) + (ρ− y′) log (ρ− y′)] , (8.13)
– sinon,
GTASEP({ρ}; {y}) =∞ (8.14)
Les constantes KTASEP et KWASEP sont telles que, dans chacun des cas,
inf
{ρ},{y}
G({ρ}; {y}) = 0 . (8.15)
Nous verrons en fin de chapitre 10.2.4 que cela implique
KTASEP = sup
ρb≤ρ≤ρa
log[ρ(1− ρ)]. (8.16)
et dans le chapitre 9.2.4
KWASEP = log(J)−
∫ ρa
ρb
dρ
λρ(1− ρ) log
(
1− λρ(1− ρ)
J
)
(8.17)
avec J le courant hydrodynamique, solution de (cf (4.41))∫ ρa
ρb
dρ
J − λρ(1− ρ) = 1 . (8.18)
8.1 Choix d’une représentation pour D et E
Le point de départ est le choix d’une certaine représentation pour les
matrices D et E. Soit {|n >}n=1...∞ une base orthonormée. Nous définissons
la représentation choisie par l’action des opérateurs D et E sur les vecteurs
de la base :
D|n〉 = 1− q
n
1− q |n〉+
1− qn−1
1− q |n− 1〉 (8.19)
E|n〉 = 1− q
n
1− q |n〉+
1− qn+1
1− q |n+ 1〉 (8.20)
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Il est aisé de vérifier qu’une telle représentation est bien solution de l’algèbre
(4.54a). Pour avoir des vecteurs de bord 〈W | et |V 〉 respectant les conditions
(4.54b-4.54c), on peut vérifier qu’il suffit de choisir
〈W | =
∞∑
n=1
(
1− ρa
ρa
)n
〈n| (8.21)
|V 〉 =
∞∑
n=1
(
ρb
1− ρb
)n
1− qn
1− q |n〉 . (8.22)
Cette représentation n’est cependant pas utilisable pour n’importe quel
choix de densité ρa et ρb ; en effet, il faut que pour n’importe quel produit X
de matrices D et E le produit scalaire 〈W |X|V 〉 soit fini ; quand q ≤ 1 cette
condition impose que ρa > ρb.
8.2 Somme sur les chemins, version discrète
L’étape suivante consiste simplement à développer le produit matriciel
apparaissant dans le calcul du poids d’une configuration microscopique, et
de l’écrire comme une somme sur des chemins. Pour ce faire, on introduit
entre chaque matrice l’opérateur identité
∑∞
n=1 |n〉〈n|. Ainsi, par exemple,
on réécrira l’élément de matrice 〈m+ 1|DE|m〉 comme :
〈m|DE|m〉 = 〈m|D
( ∞∑
n=1
|n〉〈n|
)
E|m〉 (8.23)
= 〈m|D|m〉〈m|E|m〉+ 〈m|D|m+ 1〉〈m+ 1|E|m〉 (8.24)
où l’on a utilisé le fait que les seuls éléments matriciels non nuls sont de la
forme 〈n|D|n〉, 〈n|D|n+ 1〉, 〈n|E|n〉 et 〈n+ 1|E|n〉 pour n ≥ 1.
Introduisons donc l’ensemble Ω des marches discrètes positives ω de lon-
gueur L+ 1 et de pas 1, i.e. les suites d’entiers {ni}i=0,L vérifiant les proprié-
tés suivantes, pour tous i :
ni ≥ 1 et −1 ≤ ni − ni−1 ≤ 1 (8.25)
La probabilité d’un état microscopique η = {ηi}i=1,L, défini par ses nombres
d’occupation ηi, peut s’exprimer à l’aide de l’ansatz matriciel (cf (4.52)), ce
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qui donne
P
({ηi}i=1,L) = 1
Z
〈W |
[
L∏
j=1
(
ηjD + (1− ηj)E
)] |V 〉 (8.26)
=
1
Z
∑
{ni}i=0,L∈Ω
〈W |n0〉
[
L∏
j=1
〈nj−1|
(
ηjD + (1− ηj)E
)|nj〉
]
〈nL|V 〉 (8.27)
(Z est une constante de normalisation telle que la somme des probabilités
de toutes les configurations possibles soit 1 ; en terme des matrices D et E,
Z = 〈W |(D + E)L|V 〉 cf (4.53) ). Dans la représentation choisie pour D et
E, les éléments de matrice de la forme 〈n|(ηjD+ (1− ηj)E)|n′〉 sont donnés
par
〈n|(ηjD + (1− ηj)E)|n′〉 = 1− qn
1− q si ηj − 1 ≤ n
′ − n ≤ ηj (8.28)
= 0 sinon . (8.29)
Définissons donc le poids Q d’une marche ω = {ni}i=0,L par
Q(ω) =
1
Z
(
1− ρa
ρa
)n0 ( ρb
1− ρb
)nL L∏
i=0
1− qni
1− q (8.30)
et introduisons l’ensemble Ω (η) des marches compatibles avec la configu-
ration η = {ηi}i=1,L, défini comme l’ensemble des marches {ni}i=1,L de Ω
satisfaisant, pour 1 ≤ i ≤ L,
ηi(C)− 1 ≤ ni − ni−1 ≤ ηi(C) . (8.31)
C’est l’ensemble des marches pour lesquelles aucun des éléments de matrices
apparaissant dans (8.27) n’est nul. On peut alors réécrire (8.27) comme
P (η) =
∑
ω∈Ω(η)
Q(ω) . (8.32)
En définissant
P (η, ω) = Q(ω) si ω ∈ Ω (η) (8.33)
= 0 sinon (8.34)
P (η, ω) peut être considérée comme la probabilité jointe de η et ω, ce qui
mène à (8.1).
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8.3 Prolongement du domaine de validité de la somme sur les
chemins
La dérivation de la partie précédente montre que la somme sur les chemins
(8.1) est valide lorsque
ρa > ρb (8.35)
avec P (η, ω) donnée par (8.3). Pour des valeurs de ρa et ρb en dehors de (8.35),
la somme (8.1) ne converge plus si P (η, ω) est toujours donnée par (8.3).
Cependant, la probabilité P (η) d’un processus d’exclusion de taille L finie
est une fonction rationnelle des densités des réservoirs ρa et ρb, puisque l’on
peut l’obtenir en résolvant l’équation maîtresse qui est linéaire. On peut donc
obtenir P (η) en effectuant le prolongement analytique de (8.1) sur l’ensemble
des valeurs possibles pour ρa et ρb. Dans le cas où
1− ρa
ρa
ρb
1− ρb q
L+1 ≥ 1 (8.36)
on peut construire ce prolongement directement comme une somme sur des
marches. En effet, on peut prolonger la représentation précédente (8.19-8.22)
des matrices D et E. Considérons une base orthonormée {|n >}n=−1···−∞,
où cette fois l’indice n de chaque vecteur de la base est négatif. On vérifie
aisément que l’on obtient bien une représentation de l’algèbre (4.54a) en
définissant l’action de D et E sur cette base de manière similaire à (8.19-
8.22) :
D|n〉 = 1− q
n
1− q |n〉+
1− qn−1
1− q |n− 1〉 (8.37)
E|n〉 = 1− q
n
1− q |n〉+
1− qn+1
1− q |n+ 1〉 (8.38)
〈W | =
−∞∑
n=−1
(
1− ρa
ρa
)n
〈n| (8.39)
|V 〉 =
−∞∑
n=−1
(
ρb
1− ρb
)n
1− qn
1− q |n〉 . (8.40)
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La seule différence avec la représentation précédente est que l’indice n de la
base |n〉 prend uniquement des valeurs négatives. Ainsi, la dérivation pré-
cédente reste valide, en remplaçant les marches positives par des marches
négatives. L’expression (8.1) reste donc valable en effectuant la somme sur
les marches négatives au lieu des marches positives.
8.4 Somme sur les chemins, version continue : le cas du WASEP
Dans cette partie, nous établissons la version continue (8.9) de la formule
(8.1), quand l’asymétrie q est donnée par q = 1− λ
L
. Il s’agit de déduire, à par-
tir de la probabilité exacte P (C, ω) d’un état microscopique C et d’une marche
discrète ω, une densité de probabilité sur les profils de densité {ρ(x)}x∈[0,1]
et les chemins {y(x)}x∈[0,1] qui soit valable dans la limite des grands L, le
chemin y étant l’équivalent macroscopique des marches discrètes ω.
Le poids d’une marche discrète {ni} est donné par (8.5)
Q({ni}i=0,L) = 1
Z
(
1− ρa
ρa
)n0 ( ρb
1− ρb
)nL L∏
i=0
1− qni
1− q . (8.41)
Il peut se décomposer en 3 parties :
– un produit de termes centraux du style 1−qni ∼ 1−exp(−λni
L
) qui rend
le poids d’autant plus grand que la hauteur ni est grande, ils jouent
donc le rôle d’un potentiel répulsif, qui favorise les marches s’éloignant
de l’axe n = 0
– deux termes de bord
(
1−ρa
ρa
)n0
et
(
ρb
1−ρb
)nL
, dont l’un au moins est
maximal en n = 1, assurant ainsi la convergence de la somme (8.1).
Les marches qui maximisent le poids (8.41), sont de hauteurs d’ordre L.
Pour le passage à la limite thermodynamique, on va donc faire un change-
ment d’échelle d’ordre 1
L
pour définir les chemins continus y à partir des
marches discrètes. Choisissons donc une fonction {y(x)}x∈[0,1] et un profil de
densité {ρ(x)}x∈[0,1]. Pour définir la densité de probabilité P ({ρ}, {y}) à par-
tir des configurations microscopiques {ηi}i=1,L et des marches microscopiques
{ni}i=0,L nous allons procéder de la même manière que pour la définition de
la probabilité d’un profil macroscopique à partir de la probabilité d’un état
microscopique pour un gaz sur réseau (cf chapitre 3.1) : pour chaque taille
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L, nous définissons l’ensemble des marches discrètes ω = {ni}i=0,L et des
configurations microscopiques η = {ηi}i=1,L compatibles avec le profil ρ et
le chemin macroscopique y. La probabilité P ({ρ}, {y}) sera alors la limite
pour L grand de la probabilité des ensembles microscopiques compatibles.
Autrement dit,
PL({ρ}, {y}) =
∑
(η,ω)∈ML(ρ,y)
P (η, ω) (8.42)
où ML(ρ, y) est l’ensemble des profils microscopiques η et des marches dis-
crètes ω correspondant aux profils macroscopiques (ρ, y) à l’échelle L. Pour
définir ML(ρ, y), on divise le système en k boîtes de bornes b0, b1, b2, . . . bk
avec b0 = 0 et bL = L, de tailles respectives Li = bi − bi−1 telles que
1 ¿ Li ¿ L. Comme dans le chapitre 3.1, N[bi−1,bi] désigne, pour chaque
configuration η, le nombre de particules dans la boîte i de frontières bi−1, bi,
i.e N[bi−1,bi] =
∑
bi−1<j≤bi ηj
ML(ρ, y) contient les couples (η = {ηi}i=1,L, ω = {ni}i=0,L) vérifiant
– le profil microscopique η est compatible avec le profil macroscopique
ρ : quelque soit la boîte mésoscopique i considérée,
N[bi−1,bi] =
⌊
Liρ
(
bi−1
L
)⌋
(8.43)
où ⌊.⌋ note la partie entière
– la marche ω est compatible avec le chemin macroscopique y : pour tout
0 ≤ i ≤ k, on a
nbi(ω) =
⌊
Ly
(
bi
L
)⌋
. (8.44)
Dans la limite 1 ¿ Li ¿ L, les poids Q(ω) des marches ω compatibles
avec y sont tous logarithmiquement équivalents. En effet, pour tout j tel que
bi ≤ j ≤ bi+1, on a
|nj(ω)− nbi(ω)| ≤ Li+1 (8.45)
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car la marche fait des sauts d’amplitude au maximum 1. Dans la limite
1¿ Li+1 ¿ L avec q = 1− λL , on a donc pour tout j tel que bi ≤ j ≤ bi+1,
1− qnj ∼ 1− qnbi (8.46)
∼ 1− exp(−λnbi
L
) (8.47)
∼ 1− exp(−λy(bi
L
)) . (8.48)
Ainsi, quelque soit la marche ω = {ni}i=0,L compatible avec un certain che-
min {y}, on a
log(Q(ω))
L
∼ KWASEP + 1
L
L∑
j=0
log(1− qnj)
+
n0
L
log(
1− ρa
ρa
) +
nL
L
log(
ρb
1− ρb )
(8.49)
∼ KWASEP +
∫ 1
0
dx log
(
1− exp (− λy(x)))
+ y(0) log(
1− ρa
ρa
) + y(1) log(
ρb
1− ρb )
(8.50)
où KWASEP est une constante de normalisation indépendante de ω. Le poids
d’une marche compatible avec un chemin macroscopique {y} ne dépend donc
que de {y} dans la limite L grand. Dans la somme (8.42), tous les termes
non nuls sont donc équivalents ; le calcul de la somme est donc ramené au
calcul du nombre de termes non nuls. Considérons donc une boîte i, entre
les sites bi−1 et bi, et comptons sur cet intervalle le nombre de marches ω
allant de nbi−1 =
⌊
Ly( bi−1
L
)
⌋
à nbi =
⌊
Ly( bi
L
)
⌋
et compatible avec un profil η
contenantNi =
⌊
Liρ(
bi
L
)
⌋
particules. Si y( bi−1
L
), y( bi
L
) > 0, aucune des marches
compatibles n’approche la barrière ni = 0 au cours des Li pas entre bi−1 et
bi, car Li ¿ L. Le nombre N de telles marches est alors donné par
N =
∑
n+−n−=nbi−nbi−1
(
Li
Ni
)(
Ni
n+
)(
Li −Ni
n−
)
(8.51)
où n+ est le nombre de pas de la marche dirigés vers le haut, n− le nombre de
pas dirigés vers le bas,
(
Li
Ni
)
le nombre de façons de placer Ni particules parmi
les Li sites,
(
Ni
n+
)
le nombre de façons de placer les pas vers le haut de la marche
parmi les Ni sites occupés par une particule,
(
Li−Ni
n−
)
le nombre de façons de
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placer les pas vers le bas de la marche parmi les sites vides. Si nbi−nbi−1 > Ni
ou si nbi − nbi−1 < Li − Ni, le nombre N de marches compatibles est 0. De
même, si y( bi−1
L
) < 0, ou y( bi
L
) < 0, il n’y a pas de marches compatibles,
car les marches doivent rester positives. Dans la limite L grand, en posant
xi =
bi
L
, et en utilisant le fait que Ni
Li
∼ ρ(xi) et nbi−nbi−1Li ∼ y′(xi), on a
– si ρ(xi)− 1 ≤ y′(xi) ≤ ρ(xi) et y(xi) > 0
logN = Li
[
− ρ(xi) log ρ(xi)−
(
1− ρ(xi)
)
log
(
1− ρ(xi)
)
− (1− ρ(xi) + y′(xi)) log (1− ρ(xi) + y′(xi))
− (ρ(xi)− y′(xi)) log (ρ(xi)− y′(xi)) + o(1)] (8.52)
– sinon N = 0
En répétant ce calcul pour chacune des boîtes, et en insérant ce résultat,
ainsi que (8.50) dans la somme (8.42), on obtient :
PL({ρ}, {y}) ∼ e−LG({ρ},{y}) (8.53)
avec la fonctionnelle GWASEP donnée par (8.11) :
GWASEP({ρ}; {y}) = −KWASEP + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx
[
− log 1− e
−λy
λ
+ ρ log ρ+ (1− ρ) log (1− ρ)
+ (1− ρ+ y′) log (1− ρ+ y′) + (ρ− y′) log (ρ− y′)
]
, (8.54)
pour les fonctions y positives telles que quelque soit x, ρ(x) − 1 ≤ y′(x) ≤
ρ(x), et GWASEP({ρ(x)}; {y(x)}) = ∞ sinon. KWASEP est une constante de
normalisation, choisie de telle sorte que la probabilité totale de l’ensemble
des couples ({ρ}, {y}) soit 1. Dans la limite des grands L, cela entraîne que
minGWASEP({ρ(x)}; {y(x)}) = 0. La probabilité d’un profil ρ s’écrit alors,
avec les notations classiques d’intégrale de chemin
PL(ρ) ∼ D[{ρ}]
∫
{y}
PL(ρ, y)D[{y}] (8.55)
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8.5 Somme sur les chemins, version continue : le cas du TASEP
Le passage à la limite continue pour le TASEP est similaire à celle du
WASEP, sauf que le «potentiel» 1− qn qui favorisait les marches s’éloignant
de la barrière y = 0 n’est plus présent quand q = 0. Ainsi, les effets de la
condition y > 0 vont se faire sentir de manière beaucoup plus brutale, comme
nous le verrons à propos des fluctuations (cf chapitre 10).
Les formules (8.9) et (8.10) restent valables, mais le terme potentiel log(1−
exp(−λy)) dans GWASEP (8.11) disparaît, ce qui donne (8.13).
9. FONCTION DE GRANDES DÉVIATIONS POUR LE
PROCESSUS FAIBLEMENT ASYMÉTRIQUE : UN LIEN
ENTRE SSEP ET TASEP
Le but de ce chapitre est l’obtention de la fonctionnelle de grandes dévia-
tions FWASEP dans le cas faiblement asymétrique. La fonctionnelle de grandes
déviations F donne le comportement asymptotique, pour des tailles de sys-
tème L grandes, de la densité de probabilité P ({ρ}) d’observer un certain
profil macroscopique {ρ} dans l’état stationnaire (cf chapitre 3.4.3)
P ({ρ}) ∝ exp{−LF({ρ})} ; (9.1)
La motivation principale pour ce calcul est de faire le lien entre deux résultats
précédemment obtenus par Derrida, Lebowitz et Speer [24–27] : la fonction-
nelle de grande déviation dans le cas symétrique, qui peut être retrouvée par
la méthode de Bertini, De Sole, Gabrielli, Jona-Lasinio et Landim [7,8] pré-
sentée dans le chapitre 3.4.3, et la fonctionnelle de grande déviation dans le
cas fortement asymétrique, où cette méthode ne s’applique pas. Nous allons
commencer par rappeler les résultats déjà obtenus dans le cas symétrique
et asymétrique pour ensuite introduire nos résultats pour le cas faiblement
asymétrique. Dans le chapitre 9.4, nous montrerons que ces résultats sont
compatibles avec l’approche macroscopique de Bertini et al..
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9.1 Résultats précédents
9.1.1 Le cas symétrique
Dans le cas symétrique, i.e. pour q = 1, il a été montré dans [7,24] que la
fonctionnelle de grande déviation, que l’on notera FSSEP, s’écrit
FSSEP({ρ}) = sup
F (x)
∫ 1
0
dx
{
ρ(x) log
(
ρ(x)
F (x)
)
+(1− ρ(x)) log
(
1− ρ(x)
1− F (x)
)
+ log
(
F ′(x)
ρb − ρa
)}
. (9.2)
où le sup est sur l’ensemble des fonctions monotones {F (x)}0≤x≤1 satisfaisant
F (0) = ρa , F (1) = ρb . (9.3)
La fonction F qui réalise ce minimum est la solution monotone de l’équation
différentielle non linéaire suivante
ρ(x) = F (x) +
F (x)(1− F (x))F ′′(x)
F ′(x)2
, (9.4)
avec les conditions aux bords (9.3).
La dérivation que nous proposons pour la fonctionnelle de grandes déviations
dans le cas faiblement asymétrique (chapitre 9.2) englobe le cas symétrique,
comme nous le verrons au chapitre 9.3.
9.1.2 Le cas asymétrique
Dans le cas asymétrique, (i.e. pour q < 1 constant), l’expression de la
fonctionnelle de grandes déviations FTASEP est donnée par [25, 27]
– dans le cas ρa ≥ ρb,
FTASEP({ρ}) = −KTASEP + sup
F (x)
∫ 1
0
dx
{
ρ(x) log [ρ(x)(1− F (x))]
+ (1− ρ(x)) log [(1− ρ(x))F (x)]
}
, (9.5)
où le sup est sur l’ensemble de toute les fonctions décroissantes F (x)
tel que F (0) = ρa et F (1) = ρb et
KTASEP = sup
ρb≤ρ≤ρa
log[ρ(1− ρ)], (9.6)
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Comme expliqué dans [27], la fonction F (x) qui réalise le sup dans
(9.5) est la dérivée de l’enveloppe concave de
∫ x
0
[1 − ρ(x′)]dx′ lorsque
cette dérivée appartient à l’intervalle ]ρb, ρa[, et prend la valeur ρa ou
ρb sinon. Il en découle que quand la fonction F (x) diffère de ρa ou ρb,
elle se compose d’une succession de domaines où F (x) = 1− ρ(x) et de
domaines où F (x) est constante (comme F (x) est décroissante, elle ne
peut pas toujours coïncider avec 1− ρ(x)). Dans les domaines où F (x)
est constante (et diffère de ρa et ρb), elle satisfait à la construction
de Maxwell : si F (x) = C pour 0 < t ≤ x ≤ u < 1, sa valeur est
déterminée par
(u− t)C =
∫ u
t
[
1− ρ(x)] dx (9.7)
– quand ρa ≤ ρb la fonctionnelle de grandes déviations est donnée par
FTASEP({ρ}) = −K ′TASEP + (9.8)
inf
0≤y≤1
{∫ y
a
dx ρ(x) log [ρ(x)(1− ρa)] + (1− ρ(x)) log [(1− ρ(x))ρa]
+
∫ b
y
dx ρ(x) log [ρ(x)(1− ρb)] + (1− ρ(x)) log [(1− ρ(x))ρb]
}
.
avec
K ′TASEP = min [log ρa(1− ρa), log ρb(1− ρb)] , (9.9)
9.2 La fonctionnelle de grandes déviations pour le WASEP
9.2.1 Résumé de nos résultats
Dans cette section, nous considérons le processus d’exclusion faiblement
asymétrique en contact avec deux réservoirs de densités ρa et ρb, avec un taux
de saut des particules vers la droite normalisé à 1 est un taux de saut vers la
gauche q qui décroît avec la taille L du système de la manière suivante :
q = 1− λ
L
(9.10)
où λ est un paramètre fixe. Nous allons donner différentes expressions équi-
valentes de la fonctionnelle de grandes déviations de densité dans l’état sta-
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tionnaire, F , valides dans le domaine de paramètre
λ > 0
ρa > ρb .
(9.11)
Notre premier résultat décrit F comme un extremum sur un ensemble de
chemins y ; il découle directement de (8.9) et (8.10) :
F({ρ(x)}) = inf
{y}
G({ρ}, {y}) (9.12)
où G({ρ(x)}; {y(x)}) est donné par (8.11) pour le domaine de paramètres
9.11 considéré, c’est à dire :
– si ∀x, y(x) > 0 et ρ(x)− 1 ≤ y′(x) ≤ ρ(x)
G({ρ}; {y}) = −KWASEP + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx
[
− log 1− e
−λy
λ
+ ρ log ρ+ (1− ρ) log (1− ρ)
+ (1− ρ+ y′) log (1− ρ+ y′) + (ρ− y′) log (ρ− y′)
]
, (9.13)
– sinon,
G({ρ(x)}; {y(x)}) =∞ . (9.14)
Comme par définition G n’est finie que pour les fonctions positives y tel que
ρ(x)− 1 ≤ y′(x) ≤ ρ(x) ,
on peut se contenter de rechercher le inf sur cet ensemble de fonctions.
L’expression (9.12) pour F peut être également reformulée à l’aide d’une
fonction auxiliaire F = {F (x)}0≤x≤1 (cf chapitre 9.2.3 pour les détails de la
dérivation)
F({ρ}) = H
(
{ρ}, {log F
1− F }
)
(9.15)
avec
H ({ρ}, {φ}) = −KWASEP + ∫ 1
0
{
ρ(x) log ρ(x) +
(
1− ρ(x)) log (1− ρ(x))
+
(
1− ρ(x))φ(x)− log (1 + eφ(x))
+
φ′(x)
λ
log
(− φ′(x)) + (1− φ′(x)
λ
)
log
(
λ− φ′(x))} , (9.16)
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où KWASEP est la constante de normalisation donnée par (8.17) et où la
fonction F est solution de l’équation différentielle suivante
(F − ρ)F ′2 + F (1− F )F ′′ + λF (1− F )(F − 1 + ρ)F ′ = 0 (9.17)
avec pour conditions aux bords
F (0) = ρa F (1) = ρb (9.18)
Nous verrons (chapitre 9.2.3) que dans le domaine de validité (9.11), cette
équation différentielle a une solution unique, et cette solution est monotone.
En fait, l’équation (9.17) correspond à la condition que F maximise la fonc-
tionnelle H
(
{ρ}, {log F (x)
1−F (x)}
)
sous la contrainte (9.18), et l’on a donc
F({ρ(x)}) = sup
F
H
(
{ρ}, {log F
1− F }
)
(9.19)
où le sup est pris sur l’ensemble des fonctions décroissantes vérifiant (9.18).
Pour voir que la fonctionnelle de grandes déviations dans le cas faiblement
asymétrique interpole entre celle du cas symétrique (9.2) et celle du cas tota-
lement asymétrique (9.5), on peut réécrire H ({ρ}, {log F
1−F }
)
de la manière
suivante
H
(
{ρ(x)}, {log F
1− F }
)
= −KWASEP +
∫ 1
0
dx
{
ρ log
ρ
F
+ (1− ρ) log 1− ρ
1− F + log (F (1− F )λ− F
′)
+
F ′
λF (1− F ) log
(
− F
′
F (1− F )λ− F ′
)}
(9.20)
Une conséquence immédiate de l’expression (9.19) est que, comme la fonc-
tionnelle F est un sup sur un ensemble de fonctions convexes de ρ, elle est
elle-même une fonction convexe de ρ dans le domaine (9.11).
9.2.2 La fonctionnelle de grandes déviations donnée par un chemin optimal
La fonctionnelle de grandes déviations F est définie comme
F(ρ) = − lim
L→∞
logPL(ρ)
L
(9.21)
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Dans (8.9), PL s’écrit comme une somme sur des fonctions exponentiellement
décroissantes de L ; cette somme est dominée par le terme maximum. Ainsi
PL(ρ) ∼
∫
{y}
PL(ρ, y)D[{y}] (9.22)
∼ sup
y
PL(ρ, y) (9.23)
où le sup est pris sur les fonctions y positives pour lesquelles PL(ρ, y) est
défini. Ceci nous donne directement l’expression (9.12) pour la fonctionnelle
de grandes déviations pour le processus d’exclusion faiblement asymétrique,
en utilisant (8.10) :
F = inf
{y}
G({ρ}; {y}) (9.24)
avec {y} une fonction positive, et G donnée par (9.13).
9.2.3 Obtention de l’équation différentielle (9.17) pour la fonctionnelle de
grandes déviations
Dans cette partie, nous allons transformer l’expression (9.12)
F = inf
{y}
G({ρ}; {y}) (9.25)
pour obtenir l’expression (9.15) de la fonctionnelle de grandes déviations
F({ρ}) = H
(
{ρ}, {log F
1− F }
)
(9.26)
avec
H ({ρ}, {φ}) = −KWASEP + ∫ 1
0
{
ρ(x) log ρ(x) +
(
1− ρ(x)) log (1− ρ(x))
+
(
1− ρ(x))φ(x)− log (1 + eφ(x))
+
φ′(x)
λ
log
(− φ′(x)) + (1− φ′(x)
λ
)
log
(
λ− φ′(x))} , (9.27)
où la fonction F est solution de
(F − ρ)F ′2 + F (1− F )F ′′ + λF (1− F )(F − 1 + ρ)F ′ = 0 (9.28)
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avec pour conditions aux bords
F (0) = ρa F (1) = ρb (9.29)
Tout d’abord, la fonctionnelle G dans (9.25) est une fonction convexe de
y. En effet, elle est donnée par (9.13), i.e., pour les fonctions {y} positives
telles que ρ′ − 1 ≤ y′ ≤ ρ′,
GWASEP({ρ}; {y}) = −KWASEP + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx
[
− log 1− e
−λy
λ
+ ρ log ρ+ (1− ρ) log (1− ρ)
+ (1− ρ+ y′) log (1− ρ+ y′) + (ρ− y′) log (ρ− y′)
]
, (9.30)
et infinie ailleurs. Elle est donc la somme de fonctions convexes de {y} :
– de y(1) log( ρb
1−ρb )− y(0) log(
ρa
1−ρa ), linéaire (donc convexe) en {y}
– du «potentiel» hp(y) = − log(1− e−λy),
– de fonctions «entropiques» g(ρ)+g(1−ρ+y′), composées de la fonction
convexe g(x) = x log(x) + (1 − x) log(1 − x), et de la fonction linéaire
«dérivée» y → y′(x)
La convexité de la fonctionnelle G({y}, {ρ}) par rapport aux fonctions {y}
entraîne qu’il existe un unique chemin {ym} qui réalise le minimum dans
(9.25), et l’on a donc
F ({ρ}) = G({ym}, {ρ}) (9.31)
D’autre part ce minimum n’est pas atteint aux bords du domaine de définition
de (9.30) ; en effet ceux ci sont trop coûteux : la fonction hp(y) a une pente
infinie en y = 0, de même que g(x) en x = 0 ou x = 1. Ce minimum ym(x)
est donc l’unique point stationnaire, unique solution de
∂G({y}, {ρ})
∂y(x)
∣∣∣∣∣
y=ym
= 0 . (9.32)
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Or, après intégration par partie, on obtient
∂G({y}, {ρ})
∂y(x)
∣∣∣∣∣
y=ym
= −δ(x) log
(
1− ρ(x) + y′(x)
ρ(x)− y′(x)
1− ρa
ρa
)
+δ(1− x) log
(
1− ρ(x) + y′(x)
ρ(x)− y′(x)
1− ρb
ρb
)
− λe
−λy(x)
1− e−λy(x)
+
ρ′(x)− y′′(x)
(1− ρ(x) + y′(x))(ρ(x)− y′(x))
(9.33)
où δ(x) est la fonction δ de Dirac. ym satisfait donc
ρ′(x)− y′′m(x)
(1− ρ(x) + y′m(x))(ρ(x)− y′m(x))
− λ e
−λym(x)
1− e−λym(x) = 0 (9.34)
avec comme conditions aux bords
1− ρ(0) + y′m(0) = ρa 1− ρ(1) + y′m(1) = ρb (9.35)
en plus de la condition d’être positive.
Pour obtenir l’équation (9.28), on réécrit (9.34) avec la fonction F (x)
définie par
F (x) = 1− ρ(x) + y′m(x) . (9.36)
Cela entraîne
F ′(x)
F (x)(1− F (x)) = −λ
e−λym(x)
1− e−λym(x) (9.37)
avec les conditions aux bords
F (0) = ρa F (1) = ρb (9.38)
La fonctionnelle G (donnée par (9.30)) est finie seulement pour les marches
y telles que ρ− 1 ≤ y′ ≤ ρ. On a donc, forcément,
0 ≤ F (x) ≤ 1 (9.39)
La condition ym > 0 a pour conséquence, en utilisant (9.37),
F ′(x) < 0 (9.40)
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En éliminant ym entre (9.36) et (9.37), on obtient l’équation (9.28).
Pour obtenir (9.26), nous allons montrer que
G({ρ}, {ym}) = H
(
{ρ}, {log F (x)
1− F (x)}
)
(9.41)
Définissons
φ(x) = log
F (x)
1− F (x) . (9.42)
D’après les conditions aux bords (9.38) pour F , on a φ(0) = log ρa
1−ρa et
φ(1) = log ρb
1−ρb . Dans G({ρ}, {ym}), on peut donc écrire les termes de bord
comme
y(0) log
ρa
1− ρa − y(1) log
ρb
1− ρb = − [y(x)φ(x)]
1
0 (9.43)
= −
∫ 1
0
dx [y′(x)φ(x) + y(x)φ′(x)] .
(9.44)
De plus, en utilisant (9.42) et (9.36), on peut exprimer y′m en terme de φ :
y′m(x) =
eφ(x)
1− eφ(x) + ρ(x)− 1 . (9.45)
De même, l’équation différentielle (9.37) peut s’écrire
φ′(x) = −λ e
−λym(x)
1− e−λym(x) (9.46)
ce qui permet d’exprimer ym en terme de φ
ym(x) =
1
λ
log
λ− φ′(x)
φ′(x)
(9.47)
L’égalité (9.41) s’obtient alors en remplaçant dans G({ρ}, {ym}) tous les
termes ym par (9.47) et les termes y′m par (9.45) après avoir fait la sub-
stitution (9.44).
Nous allons maintenant justifier le fait que l’égalité (9.26) puisse s’écrire
sous la forme (9.19), comme un sup sur les fonctions F . Tout d’abord, l’équa-
tion différentielle (9.17) correspond bien à la condition que F soit un extre-
mum de H
(
{ρ}, {log F (x)
1−F (x)}
)
:
∂H ({ρ},{log ( F
1−F
)})
∂F
= 0 . (9.48)
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D’autre part, comme pour tous x, − log(1 + eφ(x)) et φ′(x)
λ
log
( − φ′(x)) +(
1− φ′(x)
λ
)
log
(
λ − φ′(x)) sont des fonctionnelles concaves de la fonction
{φ} sur le domaine φ′ < 0 (ce qui est ici toujours le cas car F ′ < 0
dans le domaine (9.11)), H ({ρ}, {φ}) est une fonctionnelle concave de la
fonction {φ}. Donc l’extremum définie par (9.48) est l’unique maximum de
H
(
{ρ}, {log F (x)
1−F (x)}
)
, ce qui entraîne (9.19).
9.2.4 Le profil le plus probable et la détermination de la constante
KWASEP
Pour déterminer KWASEP, on utilise le fait que le profil le plus probable
{ρ¯}, i.e. celui qui minimise la fonctionnelle de grandes déviations F , doit
vérifier
F({ρ¯}) = 0 . (9.49)
Le profil le plus probable est solution de
∂F({ρ})
∂ρ(x)
∣∣∣∣
ρ¯
= 0 . (9.50)
A partir de (9.19), on obtient
∂F({ρ})
∂ρ(x)
=
∂G({ρ}; {ym})
∂ρ(x)
(9.51)
= log
ρ(x)(1− F (x))
(1− ρ(x))F (x) (9.52)
(où l’on a utilisé le fait que {ym} minimise G, cf (9.32)). On a donc, pour le
profil le plus probable ρ¯(x)
F (x) = ρ¯(x) . (9.53)
L’équation (9.17) devient alors
ρ¯′′ = λρ¯′(1− 2ρ¯) (9.54)
avec comme conditions aux bords
ρ¯(0) = ρa
ρ¯(1) = ρb .
(9.55)
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En intégrant (9.54) une fois on retrouve bien l’équation du profil moyen (4.37)
ρ¯′ = λρ¯(1− ρ¯)− J (9.56)
où J est le courant hydrodynamique moyen dans l’état stationnaire, que
l’on peut écrire, en utilisant les conditions aux bords (9.55), sous la forme
(8.18). F({ρ¯}) peut alors être évalué à partir de (9.15), en utilisant l’expres-
sion (9.20) pour H
(
{ρ}, {log F (x)
1−F (x)}
)
, et les équations (9.53) et (9.56). La
condition (9.49) entraîne alors que KWASEP est donnée par l’équation (8.17)
KWASEP = log(J)−
∫ ρa
ρb
dρ
λρ(1− ρ) log
(
1− λρ(1− ρ)
J
)
. (9.57)
9.3 De SSEP à ASEP
Dans cette section, je montre comment les expressions de la fonctionnelle
de grande déviation dans le cas symétrique (9.2) et totalement asymétrique
(9.5) apparaissent comme limites de la fonctionnelle de grande déviation pour
le cas faiblement asymétrique (9.12-9.20).
9.3.1 La limite SSEP
La limite symétrique correspond au cas λ → 0. Or cette limite existe
pour toutes les expressions que nous avons écrites, en commençant par les
représentations de D et E. On peut sans difficulté étendre notre dérivation
pour englober le cas symétrique en faisant tendre dans les expressions λ vers
0. On vérifie alors que l’on retrouve bien les résultats connus pour le cas
symétrique. Par exemple, pour le courant (8.18), on a au premier ordre en λ
j =
ρa − ρb
L
+
λ
L
(
ρa + ρb
2
− ρ
2
a + ρaρb + ρ
2
b
3
)
+O(λ2) . (9.58)
Cette expression redonne correctement (quand λ → 0) le résultat du cas
symétrique j = ρa−ρb
L
[80].
La constante KWASEP tend vers la limite
KWASEP = log(ρa − ρb) + 1 +O(λ) , (9.59)
110 9. Fonction de grandes déviations du WASEP
et donc la fonction de grande déviation (9.15) vers
F =
∫ 1
0
dx
{
ρ log
( ρ
F
)
+ (1− ρ) log
(
1− ρ
1− F
)
+ log(−F ′)
}
+ log(ρa − ρb) +O(λ) . (9.60)
qui est en accord avec l’expression (9.2) pour le SSEP en notant le fait que
l’ équation (9.4) pour F est la limite λ→ 0 de (9.17).
9.3.2 La limite fortement asymétrique (pour ρa > ρb)
La limite fortement asymétrique est moins évidente que la limite symé-
trique. Nous allons montrer que prendre la limite λ→∞ permet de retrouver
les résultats de l’ASEP, par exemple (9.5) à partir de (9.15).
Tout d’abord, pour λ fini, le courant J est solution de (8.18)∫ ρa
ρb
dρ
J − λρ(1− ρ) = 1 . (9.61)
Pour λ grand, la solution est donnée par
J ≃ max
ρb≤ρ≤ρa
λρ(1− ρ) . (9.62)
Dans le domaine de validité ρa > ρb de la dérivation, le courant microscopique
j ∼ J
L
est donc donné par
j ∼ sup
ρb≤ρ≤ρa
λ
L
ρ(1− ρ) (9.63)
ce qui est en en accord avec le courant du processus d’exclusion totalement
asymétrique j = sup
ρb≤ρ≤ρa
(1−q)ρ(1−ρ) (cf (4.21) ) avec q = 1− λ
L
. La constante
KWASEP est reliée à J par (8.17)
KWASEP = log(J)−
∫ ρa
ρb
dρ
λρ(1− ρ) log
(
1− λρ(1− ρ)
J
)
(9.64)
Il s’ensuit dans la limite λ → ∞ que KWASEP ≃ log J . Il est facile de voir
alors que dans la limite des grands λ, l’expression (9.19) de la fonctionnelle
de grandes déviations du cas faiblement asymétrique tend vers celle du cas
totalement asymétrique (9.5).
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Un autre aspect particulièrement intéressant de la limite λ → ∞ est de
voir comment la construction de Maxwell (9.7) de la fonction F dans le cas
asymétrique découle de l’équation différentielle (9.17) que doit résoudre F
dans le cas faiblement asymétrique
(F − ρ)F ′2 + F (1− F )F ′′ + λF (1− F )(F − 1 + ρ)F ′ = 0 . (9.65)
Si λ devient infinie, (9.65) entraîne que soit F ≃ 1 − ρ, soit F ′ ≃ 0. On
s’attend donc à ce que F se compose, dans cette limite, d’une succession de
domaines avec F (x) ≃ 1 − ρ(x) et de domaines où F (x) est constant, avec
la contrainte supplémentaire que F doit être monotone (puisque c’est le cas
pour toutes valeurs de λ finies), et ρb ≤ F (x) ≤ ρa.
Dans un domaine où F (x) ≃ 1− ρ(x), on peut obtenir un développement de
F en puissances de 1
λ
à partir de (9.65) :
F = 1− ρ+ 1
λ
[
ρ′
1− 2ρ
ρ(1− ρ) −
ρ′′
ρ′
]
+O
(
1
λ2
)
. (9.66)
La condition F ′ < 0 (9.40) implique que dans de tels domaines, ρ′ > 0
Dans un domaine, délimité par x = t et x = u, où F (x) est pratiquement
égal à une constant C pour t < x < u, on obtient, en négligeant les termes
en F ′2 dans (9.65) (car F ′2 ¿ λF ′),
F ′(x) = B exp
[
−λ
∫ x
t
(C − 1 + ρ(x′))dx′
]
(9.67)
où B est constant sur l’ensemble du domaine t < x < u.
Pour passer d’un domaine F (x) constante à un domaine F (x) ≃ 1−ρ(x),
il faut que F ′(x) passe d’une valeur proche de 0 à une valeur d’ordre 1. Si
l’on considère la formule (9.67), on voit que si F (x) est constant égal à C
sur un domaine t < x < u avec F ′(t−) ∼ −ρ′(t) et F ′(u+) ≃ −ρ′(u), alors
dans la limite λ grand,
∫ x
t
(C − 1 + ρ(x′))dx′ doit être positif sur l’intervalle
t < x < u, et changer de signe en x = t et x = u (F ′(t−) signifie la limite à
gauche en t, et F ′(u+) la limite à droite en u). On a donc∫ u
t
(C − 1 + ρ(x′))dx′ = 0 (9.68)
ce qui correspond à la construction de Maxwell (9.7) pour la fonction F dans
le cadre de l’ASEP. Dans notre article [30], nous avons étudié de manière plus
précise le comportement de la fonction F à la frontière entre deux domaines.
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9.4 Lien avec l’approche macroscopique de Bertini, De Sole,
Gabrielli, Jona-Lasinio et Landim
Cette partie a pour but de montrer que la fonctionnelle de grandes dé-
viations du processus d’exclusion faiblement asymétrique que nous avons
obtenue à partir de la dynamique microscopique dans la partie 9.2 est en
accord avec les prédictions de l’approche macroscopique de Bertini, De Sole,
Gabrielli, Jona-Lasinio et Landim, que nous avons présentée dans le chapitre
3.4.3. Il s’agit d’une généralisation au cas faiblement asymétrique du calcul
fait par Bertini et al. dans le cadre de du processus d’exclusion symétrique [8].
Nous nous contenterons de vérifier sur un point précis la cohérence des deux
approches ; Bertini, De Sole, Gabrielli, Jona-Lasinio et Landim devraient pré-
senter bientôt [6] une dérivation plus complète de la fonctionnelle de grandes
déviations du WASEP par leur approche macroscopique.
D’après l’approche macroscopique de Bertini et al., la fonctionnelle de
grandes déviations F doit être solution de l’équation de Hamilton-Jacobi
(3.43), qui dans ce cas s’écrit∫ 1
0
dx
{(− ∂xρ(x) + λρ(x)(1− ρ(x)))∂x∂F(ρ)
∂ρ(x)
+ ρ(x)(1− ρ(x))
(
∂x
∂F(ρ)
∂ρ(x)
)2 }
= 0 .
(9.69)
où l’on a utilisé l’expression (4.34) du courant hydrodynamique pour le WA-
SEP
Jhydro(ρ,∇ρ) = −D(ρ)∇ρ+ λσ(ρ) (9.70)
avec D(ρ) = 1 la constante de diffusion, et σ(ρ) = ρ(1− ρ) la conductivité.
Nous nous contenterons de vérifier, en suivant leur démonstration [8] pour
le cas symétrique, que l’expression de la fonctionnelle de grandes déviations
(9.15-9.17) est bien solution de l’équation de Hamilton-Jacobi (9.69).
D’après notre dérivation (chapitre 9.2), ∂F(ρ)
∂ρ(x)
s’écrit (cf (9.52))
∂F({ρ(x)}
∂ρ(x)
= log
ρ(x)
1− ρ(x) − log
F (x)
1− F (x) (9.71)
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avec F (x) solution de (9.17)
(F − ρ)F ′2 + F (1− F )F ′′ + λF (1− F )(F − 1 + ρ)F ′ = 0 (9.72)
avec les conditions aux bords F (0) = ρa, F (1) = ρb En introduisant (9.71)
dans le membre de gauche de l’équation de Hamilton-Jacobi (9.69), on obtient∫ 1
0
dx
(
∂xρ(x)−ρ(x)(1− ρ(x))∂xF (x)
F (x)(1− F (x))
)
×
(
∂xF (x)
F (x)(1− F (x)) − λ
)
= 0
(9.73)
Ceci peut être réécrit en∫ 1
0
dx (∂xρ(x)− ∂xF (x))
(
∂xF (x)
F (x)(1− F (x)) − λ
)
+
∫ 1
0
dx(ρ(x)− F (x))(ρ(x) + F (x)− 1) ∂xF (x)
F (x)(1− F (x))
×
(
∂xF (x)
F (x)(1− F (x)) − λ
)
= 0 (9.74)
Soit après intégration par partie et en utilisant le fait que ρ(0) = F (0) = ρa
et ρ(1) = F (1) = ρb :∫ 1
0
(
ρ(x)− F (x)){− ∂x ∂xF (x)
F (x)
(
1− F (x)) + (ρ(x) + F (x)− 1)
× ∂xF (x)
F (x)
(
1− F (x))
(
∂xF (x)
F (x)
(
1− F (x)) − λ
)}
= 0 . (9.75)
Or l’équation différentielle (9.72) pour F entraîne
(
ρ(x) + F (x)− 1) ∂xF (x)
F (x)
(
1− F (x))
(
∂xF (x)
F (x)
(
1− F (x)) − λ
)
− ∂x ∂xF (x)
F (x)
(
1− F (x)) = 0 . (9.76)
Donc, si F est solution de (9.72), elle vérifie aussi (9.75) et donc l’équation
de Hamilton-Jacobi (9.69), comme prévu par l’approche macroscopique de
Bertini et al..

10. FLUCTUATIONS DANS LE PROCESSUS D’EXCLUSION
ASYMÉTRIQUE
Le chapitre précédent concernait la fonctionnelle de grandes déviations,
qui donne la probabilité d’observer un certain profil de densité qui diffère
macroscopiquement du profil stationnaire. La probabilité d’un tel profil est
exponentiellement décroissante avec la taille du système ; pour un système de
grande taille, il est hautement improbable d’en observer un. Les fluctuations
de densité que l’on peut observer avec une probabilité non négligeable dans
un système de grande taille sont des «petites» fluctuations, typiquement de
l’ordre de 1√
L
. Dans ce chapitre, nous utiliserons la formulation de la pro-
babilité d’un profil de densité en somme sur des chemins (8.9) pour étudier
la distribution de telles fluctuations dans l’état stationnaire des processus
d’exclusion faiblement et fortement asymétriques. Nous montrerons que ces
fluctuations peuvent s’écrire comme la somme de deux fonctions aléatoires
indépendantes, dont l’une est un bruit blanc, et l’autre dépend de la phase
considérée. De manière remarquable, cette seconde fonction aléatoire est non
gaussienne dans le cas de la phase de courant maximum du processus d’exclu-
sion totalement asymétrique, ce qui implique que la distribution des petites
fluctuations de densité elle même n’est pas gaussienne. Dans les autres cas
cette seconde fonction aléatoire, et donc les fluctuations de densité, sont gaus-
siennes.
Dans le chapitre 10.4, nous présentons le résultat de simulations numériques
qui suggèrent qu’une telle décomposition des fluctuations en deux fonctions
aléatoires est également valable pour des variations du processus d’exclusion
totalement asymétrique, ce qui semblerait indiquer que ces résultats ne sont
pas spécifiques aux processus d’exclusion simples.
Les dérivations sont similaires dans le cas faiblement et totalement asy-
métrique, et nous les avons donc regroupées. L’idée est de considérer les
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quantités PL(ρ, y) apparaissant dans (8.9) comme la densité de probabilité
jointe du couple (ρ, y), et de réécrire alors les fluctuations de ρ comme ayant
deux origines : d’une part, les fluctuations de la marche y, et d’autre part,
les fluctuations de ρ sachant y.
La connaissance de la distribution des fluctuations permet en outre de
calculer les fonctions de corrélations de densité (10.5) ; l’expression (10.6) de
la fonction de corrélation à deux points du processus faiblement asymétrique
est particulièrement simple. On notera que les fonctions de corrélations sont
à longue portée, ce qui est typique des systèmes hors équilibre.
Le calcul des fluctuations de courant pour le processus d’exclusion totale-
ment asymétrique a été réalisé en collaboration avec Derrida et Lebowitz [20],
tandis que celui dans le cadre du processus faiblement asymétrique a donné
lieu à une publication jointe avec Derrida, Landim et Olla [19].
10.1 Résumé des principaux résultats
Les résultats obtenus concernent les fluctuations ξst(x) définies par
ξst(x) =
√
L
(
ρ(x)− ρ¯(x)) , (10.1)
pour le WASEP et le TASEP dans la limite de validité ρa > ρb de la somme
sur les chemins (8.9). Nous allons montrer que le champ de fluctuations ξst(x)
peut s’écrire comme la somme de deux processus indépendants
ξst(x) =
√
χ(ρ¯(x))
2
B′(x) +
1
2
Y ′(x) , (10.2)
où B(x) est un mouvement Brownien standard, de sorte que le processus
B′(x) est un bruit blanc δ-corrélé :
〈B′(x)B′(y)〉 = δ(x− y) , (10.3)
et Y (x) est un processus dont la distribution dépend du cas considéré (WA-
SEP ou TASEP) et, pour le TASEP, de la phase, ce que nous détaillons dans
les sous-chapitres suivants.
La connaissance du champ de fluctuation ξst(x) permet l’obtention des
fonctions de corrélation de densité à n points (au premier ordre non nul en
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L)〈(
ρ(x1)− ρ¯(x1)
)
. . .
(
ρ(xn)− ρ¯(xn)
)〉
=
1
L
n
2
〈
ξst(x1) . . . ξ
st(xn)
〉
. (10.4)
En utilisant la formulation (10.2) de ξst(x), et comme les corrélations (10.3)
du bruit blanc B′ sont nulles en dehors des points coïncidents, on peut ex-
primer les fonctions de corrélations directement en fonction du processus Y
pour x1 < · · · < xn〈(
ρ(x1)− ρ¯(x1)
)
. . .
(
ρ(xn)− ρ¯(xn)
)〉
=
1
2nL
n
2
〈Y ′(x1) . . . Y ′(xn)〉 . (10.5)
Notamment, dans le cas faiblement asymétrique, on peut avoir une expression
explicite pour la fonction de corrélation à 2 points, pour x1 < x2〈(
ρ(x1)− ρ¯(x1)
)(
ρ(x2)− ρ¯(x2)
)〉
=
1
L
f2(x1, x2) (10.6)
avec f2(x1, x2) donnée par
f2(x1, x2) =
Jρ¯′(x1)ρ¯′(x2)
∫ x1∧x2
0
du
ρ¯′(u)
∫ 1
x1∨x2
dv
ρ¯′(v)∫ 1
0
du
ρ¯′(u)
, (10.7)
où x1 ∧ x2 = min{x1, x2} et x1 ∨ x2 = max{x1, x2}. On remarque que cette
fonction de corrélation est généralement à longue portée, ce qui est caracté-
ristique des systèmes hors équilibre. La dérivation de ce résultat se trouve
dans le chapitre 10.2.3.
10.1.1 Distribution du processus Y pour le WASEP
Dans le cas faiblement asymétrique nous montrerons dans le chapitre
10.2.1 que Y (x) est un processus gaussien centré dont la densité de probabilité
par rapport à la mesure de Feynman est formellement donnée par
Q({Y }) ∝ exp
{
−
∫ 1
0
dx
(−Jρ¯′(x)Y (x)2
2χ(ρ¯(x))2
+
Y ′(x)2
4χ(ρ¯(x))
)}
. (10.8)
Dans ce cas, le champ de fluctuation ξst(x) est un champ gaussien centré
de covariance donnée par〈
ξst(x1)ξ
st(x2)
〉
= χ(ρ¯(x1))δ(x1 − x2) + f2(x1, x2) (10.9)
où χ(ρ) = ρ(1− ρ) est la conductivité et f2 est donnée par (10.7).
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10.1.2 Distribution du processus Y pour le TASEP
Dans le cas totalement asymétrique (q = 0), la distribution de Y dépend
de la phase considérée : haute densité, basse densité, ou phase de courant
maximum.
Phase de courant maximum
Cette phase, qui correspond à ρb < 0.5 < ρa, est la plus intéressante, car
les fluctuations y sont non-gaussiennes ; Y n’est plus un processus gaussien,
mais une excursion brownienne, c’est à dire un mouvement brownien de va-
riance 2ρ¯(1 − ρ¯) = 1/2 (car dans cette phase, ρ¯ = 1/2) conditionné à rester
positif, avec comme conditions aux bords Y (0) = Y (1) = 0. En particulier,
puisque le champ de fluctuations du processus totalement asymétrique est
non-gaussien, il ne peut pas être la limite du champ de fluctuations gaussien
du processus faiblement asymétrique.
Phase de haute ou basse densité
Dans la phase de haute densité (i.e. quand 0.5 < ρb < ρa) et dans la phase
de basse densité (ρb < ρa < 0.5), le processus Y est un mouvement brownien
de variance 2ρ¯(1− ρ¯) (rappelons que dans ces phases, ρ¯(x) est constant, égal
à ρa (phase de basse densité) où ρb (phase de haute densité)). Le champ de
fluctuations ξst(x) est donc la dérivée d’un brownien de variance ρ¯(1 − ρ¯),
i.e. un bruit blanc normalisé de tel sorte que〈
ξst(x1)ξ
st(x2)
〉
= ρ¯(1− ρ¯)δ(x1 − x2) . (10.10)
Il est à noter que ce processus ξst(x) est la limite, quand λ tend vers l’infini,
du processus trouvé dans le cas faiblement asymétrique ; il suffit d’insérer les
limites trouvées pour J et ρ¯(x) (4.48–4.51) dans (10.8) ou (10.9).
10.2 Démonstration
10.2.1 Fluctuation pour le WASEP
Les dérivations sont similaires dans le cas du WASEP et du TASEP ; le
point de départ est l’expression (8.9) de la densité de probabilité PL({ρ})
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d’un profil {ρ} pour un système de taille L :
PL({ρ}) ∼
∫
{y}
PL({ρ}, {y})D[{y}] (10.11)
où PL({ρ}, {y}) est la probabilité jointe de {ρ} et {y}, qui s’exprime à l’aide
d’une fonctionnelle de grandes déviations G (cf (8.10))
PL({ρ}, {y}) ∼ e−LG({ρ},{y}) . (10.12)
La différence entre le cas du processus faiblement asymétrique et celui du
processus totalement asymétrique tient dans la forme de la fonctionnelle G.
Dans le cas du WASEP, pour y > 0 elle est donnée par,
GWASEP({ρ}; {y}) = −KWASEP + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx
[
− log 1− e
−λy
λ
+ ρ log ρ+ (1− ρ) log (1− ρ)
+ (1− ρ+ y′) log (1− ρ+ y′) + (ρ− y′) log (ρ− y′)
]
, (10.13)
tandis que pour le TASEP, son expression est, pour y > 0,
GTASEP({ρ}; {y}) = −KTASEP + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx [ρ log ρ+ (1− ρ) log (1− ρ)
+ (1− ρ+ y′) log (1− ρ+ y′) + (ρ− y′) log (ρ− y′)] . (10.14)
Dans les deux cas elle est infinie pour les fonctions non positives.
On procède ensuite en deux étapes : premièrement, calculer la distribution
de probabilité des chemins {y} et en déduire les fluctuations des chemins
(qui correspondent au processus Y dans (10.2)) ; ensuite, pour un chemin {y}
donné, calculer la distribution de probabilité d’un profil {ρ} sachant le chemin
{y}, et en déduire les fluctuations de {ρ} sachant {y} (qui correspondent au
processus B dans (10.2)). La somme des deux contributions donne alors les
fluctuations totales. Écrivons donc (10.11) de la manière suivante
PL({ρ}) =
∫
{y}
r({ρ}|{y})Q({y})D[{y}] (10.15)
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où Q({y}) est la densité de probabilité du chemin {y}, obtenue en sommant
la probabilité jointe PL({ρ}, {y}) sur l’ensemble des profils {ρ}
Q({y}) =
∫
{ρ}
e−LG({ρ},{y})D[{ρ}] ∼ e−LQ({y}) (10.16)
avec Q({y}) la fonctionnelle de grandes déviations des chemins {y}
Q({y}) = inf
{ρ(x)}
G({ρ}, {y}) , (10.17)
et r({ρ}|{y}) est la probabilité conditionnelle du profil ρ connaissant le che-
min {y}, obtenue en divisant la probabilité jointe PL({ρ}, {y}) de {ρ} et {y}
par la probabilité Q({y}) de {y} :
r({ρ}|{y}) = e
−LG({ρ},{y})
Q({y}) (10.18)
Appelons ρ{y}(x) le profil de densité le plus probable connaissant le che-
min {y}, c’est à dire le profil qui réalise le minimum dans (10.17) (c’est aussi
celui qui maximise r({ρ}|{y}) pour {y} donnée), et yopt(x) le chemin le plus
probable, i.e. celui qui maximise la densité de probabilité Q({y}) (10.17).
Bien que pour le WASEP et le TASEP, la fonctionnelle G({ρ}, {y}) soit don-
née par des expressions différentes (respectivement (10.13) et (10.14)), on
peut vérifier que ρ{y}(x) est toujours donnée par
ρ{y} =
1 + y′
2
. (10.19)
et yopt est reliée à ρ¯ par
ρ¯ =
1 + y′opt
2
. (10.20)
En conséquence de (10.19), la fonctionnelle Q({y}) de grandes déviations des
chemins {y}, donnée par (10.17), s’écrit
Q({y} = G({(1 + y′)/2}, {y}) (10.21)
et on peut vérifier que la probabilité conditionnelle r({ρ}|{y}), donnée par
(10.18), a la même expression dans le cadre d’un processus faiblement ou
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totalement asymétrique
log
(
r({ρ}|{y}))
L
= − log 4 +
∫ 1
0
dx {−ρ log ρ− (1− ρ) log (1− ρ)
+ (1 + y′) log (1 + y′) + (1− y′) log (1− y′)
−(1− ρ+ y′) log (1− ρ+ y′)− (ρ− y′) log (ρ− y′)}
(10.22)
Nous allons décomposer la fluctuation totale de densité δρ = ρ − ρ¯ en
deux parties, l’une correspondant à la fluctuation δb = ρ− ρ{y} du profil {ρ}
autour du profil {ρ{y}}, l’autre à la fluctuation de {ρ{y}} due à la fluctuation
δy = y − yopt des marches {y} autour de la marche la plus probable {yopt}
({ρ{y}} et {y} étant reliés par (10.19))
δρ(x) =
(
ρ(x)− ρ{y}(x)
)
+
(
ρ{y}(x)− ρ¯(x)
)
(10.23)
= δb+
δy′
2
(10.24)
La distribution de δb étant donné {y}, est obtenue en développant r({ρ}|{y})
au second ordre en δb et δy, ce qui donne en utilisant (10.19) et (10.20) :
r({ρ}|{y}) ∼ exp
(
−L
∫ 1
0
dx
(δb)2
ρ¯(1− ρ¯)
)
. (10.25)
Comme r({ρ}|{y}) ne dépend pas de δy à l’ordre 2, le choix de δb = ρ− ρ{y}
est indépendant du choix de la fluctuation du chemin δy.
Les petites fluctuations δy du chemin s’obtiennent en développant (10.21) au
second ordre. Comme la fonctionnelle G dans (10.21) a une expression diffé-
rente suivant que l’on considère le processus faiblement asymétrique (8.11)
ou totalement asymétrique (8.13), nous étudierons les différents cas séparé-
ment. Une fois la distribution de δy obtenue, nous pouvons faire dans (10.24)
le changement de variable
δy(x) =
Y (x)√
L
(10.26)
et
δb(x) = B˙(x)
√
ρ¯(x)(1− ρ¯(x))√
2L
. (10.27)
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On obtient alors pour la fluctuation totale de densité ξst(x) l’expression
(10.2), avec la distribution de B obtenue à partir de la distribution (10.25)
de δb
Q({B}) ∝ exp
{
−
∫ 1
0
dx
B′(x)2
2
}
, (10.28)
ce qui signifie que B est un mouvement brownien standard.
10.2.2 Distribution du processus Y dans le cas faiblement asymétrique
Dans le cas faiblement asymétrique, la fonctionnelle G dans (10.21) est
donnée par (10.13). L’expression (10.21) s’écrit donc
Q({y}) = −KWASEP − log 4 + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx
[
− log 1− e
−λy
λ
+ (1 + y′) log (1 + y′) + (1− y′) log (1− y′)
]
. (10.29)
Le chemin le plus probable yopt(x), qui maximise l’ expression (10.29) de
Q({y}), est donc solution de
y′opt(0) = 2ρa − 1
y′opt(1) = 2ρb − 1
2y′′opt
1− y′2opt
= − λe
−λyopt
1− e−λyopt . (10.30)
En développant (10.29) au second ordre, on obtient la distribution d’une
fluctuation du chemin δy autour de yopt :
Q(yopt + δy) ∼ exp
(
−L
∫ 1
0
dx
[
λ2
2
e−λyopt(δy)2
(1− e−λyopt)2 +
(δy′)2
1− y′2opt
])
(10.31)
Comme yopt(x) > 0 et δy ∼ 1√L , la condition que
y(x) = yopt(x) + δy(x) > 0
est automatiquement vérifiée pour L suffisament grand. En effectuant le chan-
gement de variable (10.26) et en utilisant (10.20), la distribution (10.8) pour
Y se déduit de (10.31).
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10.2.3 Calcul de la covariance 〈ξst(x1)ξst(x2)〉
Le but de cette partie est d’obtenir l’expression (10.9) pour la covariance
〈ξst(x1)ξst(x2)〉 du champ de fluctuations ξst(x) pour le WASEP, et d’en
déduire, en conséquence, la fonction de corrélation à deux points (10.6).
D’après (10.2), et en utilisant l’indépendance des processus B et Y , on a
〈
ξst(x1)ξ
st(x2)
〉
=
χ(ρ¯(x1))
2
〈B′(x1)B′(x2)〉+ 1
4
〈Y ′(x1)Y ′(x2)〉 . (10.32)
Le processus B′ est un bruit blanc delta-corrélé, on a donc
〈B′(x1)B′(x2)〉 = δ(x1 − x2) . (10.33)
Il nous faut ensuite calculer les corrélations du processus Y ′. En écrivant
Y (x) = Y (0) +
∫ x
0
Y ′(s)ds et en calculant l’intégrale gaussienne sur Y (0)
dans (10.8), on obtient la distribution suivante pour le processus Y ′ :
Q({Y ′}) ∝ exp
{
−1
2
∫ 1
0
∫ 1
0
Y ′(u)T (u, v)Y ′(v) du dv
}
, (10.34)
avec
T (u, v) =
δ(u− v)
2χ(ρ¯(x))
+ 2
∫ 1
u∨v a(z)dz
∫ u∧v
0
a(z′)dz′∫ 1
0
a(z)dz
(10.35)
où
a(x) =
−ρ¯′(x)J
2χ(ρ¯(x))2
· (10.36)
La fonction de corrélation à deux points du processus Y ′ est reliée à l’inverse
de l’opérateur T (u, v) :
〈Y ′(x1)Y ′(x2)〉 = T−1(x1, x2) . (10.37)
Nous allons maintenant montrer que si l’on écrit T−1 sous la forme
T−1(x1, x2) = 2χ(ρ¯(x1))δ(x1 − x2) + 4f2(x1, x2) (10.38)
alors f2(x1, x2) est donné par (10.7), ce qui, à travers (10.37), entrainera le
résultat annoncé (10.9).
Tout d’abord, la symétrie de T−1(x1, x2) entraine celle de f2(x1, x2) :
f2(x1, x2) = f2(x2, x1) .
124 10. Fluctuations dans le processus d’exclusion asymétrique
Ensuite, la définition de l’inverse d’un opérateur nous dit que
δ(u− v) =
∫ 1
0
T (u, t)T−1(t, v)dt . (10.39)
Si l’on remplace T par (10.35) et T−1 par (10.38) dans (10.39), on obtient
l’équation intégrale suivante pour f2(x1, x2) :
f2(x1, x2)
4χ(ρ¯(x1))
+
1∫ 1
0
a(t)dt
[∫ 1
x1
dt
∫ 1
t
a(z)dz
∫ x1
0
a(z′)dz′f2(t, x2)
+
∫ x1
0
dt
∫ t
0
a(z)dz
∫ 1
x1
a(z′)dz′f2(t, x2)
+
Θ(x2 − x1)χ(ρ¯(x2))
2
∫ 1
x2
a(z)dz
∫ x1
0
a(z′)dz′
+
Θ(x1 − x2)χ(ρ¯(x2))
2
∫ 1
x1
a(z)dz
∫ x2
0
a(z′)dz′
]
= 0 (10.40)
Cette équation entraîne directement que, pour 0 < x2 < 1, on a
f2(0, x2) = f2(1, x2) = 0 . (10.41)
De plus, si l’on applique l’opérateur ∂x{∂x(.)a(x) } à (10.40), on obtient l’équation
différentielle suivante pour f :
∂x1
∂x1
{
f2(x1,x2)
4χ(ρ¯(x1))
}
a(x1)
− f2(x1, x2)− δ(x1 − x2)χ(ρ¯(x1))
2
= 0 (10.42)
que l’on peut réécrire sous la forme
∂2x1f2(x1, x2) + λ∂x1 {(2ρ¯(x1)− 1)f2(x1, x2)}+ δ(x1 − x2)Jρ¯′(x1) = 0
(10.43)
En utilisant la symétrie de f2(x1, x2), les conditions aux bords (10.41), ainsi
que l’équation (9.56), on obtient que la solution de cette équation est donnée
par (10.7).
10.2.4 Distribution du processus Y dans le cas totalement asymétrique
Dans le cas totalement asymétrique, la probabilité jointe du couple (ρ, y)
s’écrit cette fois à l’aide de la fonctionnelle GTASEP (10.14). L’expression
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(10.21) s’écrit alors
QTASEP({y}) = −KTASEP − log 4 + y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
∫ 1
0
dx [(1 + y′) log (1 + y′) + (1− y′) log (1− y′)] (10.44)
Du fait de l’absence du terme «potentiel» log (1− exp(−λy)), la probabi-
lité d’une petite fluctuation δy va cette fois correspondre à une marche
brownienne, conditionnée par le fait que la marche doit rester positive. Le
chemin yopt le plus probable peut s’obtenir en remarquant que comme la
fonction φ(u) = (1 + u) log(1 + u) + (1 − u) log(1 − u) est convexe, on a∫ 1
0
φ(y′(x))dx ≥ φ
(∫ 1
0
y′(x)dx
)
= φ(y(1) − y(0)) avec égalité si y est une
fonction linéaire. L’inégalité suivante est donc vérifiée quelque soit y :
QTASEP({y}) ≥ −KTASEP − log 4+y(0) log ρa
1− ρa + y(1) log
1− ρb
ρb
+
(
1 + y(1)− y(0)) log (1 + y(1)− y(0))
+
(
1− y(1) + y(0)) log (1− y(1) + y(0)).
(10.45)
avec égalité si y est une fonction linéaire. Le minimum de QTASEP est donc
forcément atteint par une telle fonction linéaire, et pour trouver laquelle, il
suffit de minimiser la partie droite de (10.45) sous la condition y(0) ≥ 0,
y(1) ≥ 0. On obtient 3 cas différents, suivant ρa et ρb, correspondant aux
différentes phases du TASEP.
la phase de basse densité ρb < ρa < 0.5
Dans cette phase, le chemin qui minimise (10.45) est donné par
yopt(x) = (1− 2ρa)(1− x) (10.46)
Comme les chemins {y} doivent être positifs, les petites fluctuations δy(x)
sont contraintes à être positives chaque fois que yopt(x) = 0. Dans le cas de
la phase de basse densité, comme yopt(1) = 0, on doit avoir δy(1) ≥ 0. En
développant au second ordre QTASEP (tel que donné par (10.44)), on obtient,
dans ce cas,
QTASEP(yopt + δy) = δy(1) log 1− ρb
ρb
ρa
1− ρa +
∫ 1
0
dx
(δy′)2
4ρa(1− ρa) . (10.47)
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Le terme en δy(1) indique que les fluctuations typiques de y(1) sont de l’ordre
de L−1 (sinon, la probabilité de y donnée par (10.16) devient négligeable). À
l’échelle L−
1
2 qui nous intéresse, cela implique que δy(1) ∼ 0. En faisant le
changement de variable (10.26) comme pour le WASEP, on obtient que les
fluctuations peuvent se mettre sous la forme (10.2) avec la distribution de Y
donnée par (dans cette phase, ρ¯(x) = ρa)
Q({Y }) ∝ exp
{
−
∫ 1
0
dx
(
Y ′(x)2
4χ(ρ¯)
)}
(10.48)
c’est à dire que Y est un brownien de variance 2χ(ρ¯). La condition δy(1) = 0
entraîne que Y (1) = 0, mais cela n’a pas d’influence car dans les fluctuations
de densité (10.2) n’intervient que la dérivée de Y , et le processus brownien
est invariant par translation.
la phase de haute densité 0.5 < ρb < ρa
Cette phase est très similaire à la phase de basse densité. Dans cette
phase, ρ¯(x) = ρb. Le chemin le plus probable yopt est cette fois-ci donné par
yopt(x) = (2ρb − 1)x . (10.49)
On a alors
QTASEP(yopt + δy) = δy(0) log 1− ρb
ρb
ρa
1− ρa +
∫ 1
0
dx
(δy′)2
4ρa(1− ρa) . (10.50)
Cette fois ci, à l’ordre 1√
L
, δy(0) ∼ 0. Le changement de variable (10.26)
conduit encore à la distribution (10.48) pour Y , la différence étant que cette
fois ci, la condition au bord est Y (0) = 0 ; comme précédemment, cette
condition au bord n’a pas d’importance puisque seul Y ′ intervient dans les
fluctuations de densité.
la phase de courant maximum ρb < 0.5 < ρa
Cette fois ci,
yopt(x) = 0 (10.51)
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pour tout x. On doit donc avoir, quelque soit x, δy(x) > 0.On a alors
QTASEP(yopt + δy) = δy(0) log ρa
1− ρa + δy(1) log
1− ρb
ρb
+
∫ 1
0
dx
(δy′)2
4ρa(1− ρa) .
(10.52)
Les termes en δy(0) et δy(1) imposent cette fois ci qu’à l’ordre L−
1
2 , on ait
δy(0) = δy(1) = 0. Le changement de variable (10.26) nous donne alors
également
Q({Y }) ∝ exp
{
−
∫ 1
0
dx
(
Y ′(x)2
4χ(ρ¯)
)}
(10.53)
mais avec cette fois-ci les conditions
Y (0) = Y (1) = 0 (10.54)
Y (x) ≥ 0 pour tout x . (10.55)
Il s’agit bien de l’excursion brownienne annoncée.
En passant, comme on doit avoir QTASEP({yopt}) = 0, les expressions
de yopt obtenues dans les différents cas justifient la formule (8.16) pour la
constante KTASEP
KTASEP = sup
ρb≤ρ≤ρa
log[ρ(1− ρ)]. (10.56)
10.3 Réduction des fluctuations dans le TASEP
Pour le processus d’exclusion totalement asymétrique, on observe dans la
phase de courant maximum que les corrélations à longue distance de la densité
réduisent les fluctuations du nombre total de particules dans le système par
rapport à celles d’un système sans corrélation. En effet, appelons N(x1, x2)
le nombre de particules entre la position x1 et x2, donné par
N(x1, x2) = L
∫ x2
x1
ρ(x)dx. (10.57)
La moyenne de N(x1, x2) dans l’état stationnaire est donnée par N¯(x1, x2) =
L
∫ x2
x1
ρ¯(x)dx. Si l’on appelle ∆(x1, x2) la fluctuation de N(x1, x2) autour du
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nombre moyen de particules, définie par
∆(x1, x2) =
1√
L(x2 − x1)
(
N(x1, x2)− N¯(x1, x2)
)
(10.58)
alors (10.2) entraîne√
(x2 − x1)∆(x1, x2) = 1
2
(Y (x2)− Y (x1))
+
∫ x2
x1
√
χ(ρ¯(x))
2
B′(x)dx . (10.59)
La variance est donnée par
(x2 − x1)
〈
∆(x1, x2)
2
〉
=
〈(Y (x2)− Y (x1))2〉
2
+
∫ x2
x1
χ(ρ¯(x))
2
dx . (10.60)
Or, le processus Y (x) se comporte localement comme un processus brownien
de variance 2ρ¯(x)(1− ρ¯(x)), i.e. les corrélations 〈Y ′(x1)Y ′(x2)〉 comporte une
partie dominante pour x1 = x2 en 2ρ¯(x1)(1 − ρ¯(x1))δ(x1 − x2). On a donc,
quand x1 → x2〈
∆(x1, x2)
2
〉 → χ(ρ¯(x1)) pour x1 → x2 (10.61)
ce qui indique que la mesure est localement une mesure de Bernoulli de
densité ρ¯(x). Par contre, si l’on regarde les fluctuations du nombre total
de particules, les corrélations à longues distances de Y vont se faire sentir.
Dans le cas totalement asymétrique en phase de courant maximum on a
Y (0) = Y (1) = 0, et donc〈
∆(0, 1)2
〉
=
∫ 1
0
χ(ρ¯(x))
2
dx (10.62)
=
1
8
(10.63)
ce qui est la moitié du résultat que l’on aurait obtenu si la mesure était
réellement Bernoulli de densité 1/2.
10.4 Le processus d’exclusion totalement asymétrique avec des
particules de taille finie
Nos résultats montrent que pour le processus d’exclusion totalement asy-
métrique dans la phase de courant maximum, les fluctuations de densité
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peuvent s’écrire comme la somme (10.2) de deux processus, l’un d’entre eux
étant un mouvement brownien, l’autre une excursion brownienne. Dans le
but de savoir si une telle représentation des fluctuations reste valable sur un
ensemble plus vaste de modèles, nous avons considéré une généralisation du
TASEP [59,78] dans laquelle les particules ont une taille finie, d. Cette taille
a pour conséquence que chaque particule occupe d sites consécutifs du réseau,
tout en respectant la règle d’exclusion : chaque site ne peut être recouvert que
par au plus une particule. Dans la suite, par convention, nous dirons qu’une
particule se trouve au site i quand elle recouvre les sites i, i+ 1, ...i+ d− 1.
Pour des raisons de commodité, nous noterons L + d− 1 le nombre de sites
du réseau, de sorte qu’il y ait L positions différentes possibles pour une par-
ticule de taille d sur le réseau. La dynamique est ensuite similaire à celle du
TASEP :
– durant chaque intervalle infinitésimal de temps dt, chaque particule
tente avec une probabilité dt de sauter d’un site vers la droite, à condi-
tion que cela soit permis par la règle d’exclusion
– si les d premiers sites du système sont libres, une particule est créée au
site 1 avec une probabilité ρadt
– de même, si une particule couvre les d derniers sites du système, elle
est détruite avec une probabilité (1− ρb)dt.
Si d = 1, on retrouve la dynamique du TASEP.
On peut montrer que, pour une taille de particule d donnée, le courant
Jd et la densité ρd dans la phase de courant maximum sont donnés par [59]
Jd =
1
(
√
d+ 1)2
(10.64)
ρd =
1√
d(
√
d+ 1)
(10.65)
Pour un système périodique, il est possible de calculer la variance du nombre
Nd(x1, x2) de particules sur L(x2− x1) sites consécutif dans la limite 1/L¿
x2 − x1 ¿ 1
〈Nd(x1, x2)2〉 − 〈Nd(x1, x2)〉2
x2 − x1 ≃ ∆
2
d(ρ) (10.66)
avec
∆2d(ρ) = ρ(1− ρ)− ρ2(d− 1)(2− dρ), (10.67)
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Une démonstration de ces résultats dans le cas d’un système périodique se
trouve en annexe de notre article [20]. Pour retrouver une fluctuation locale
du nombre de particules donnée par (10.67), une manière simple de généra-
liser (10.2) est d’écrire
ρ(x)− ρd = ∆d(ρd)√
L
[
B˙(x)√
2
+ Y˙ (x)
]
. (10.68)
La fluctuation du nombre de particules est alors donnée par
Nd(x1, x2)− 〈Nd(x1, x2)〉 = L
∫ x2
x1
dy (ρ(y)− ρd) (10.69)
=
√
L∆d(ρd)[
B(x′)−B(x)√
2
+ Y (x′)− Y (x)]
(10.70)
Ainsi, si cette conjecture est juste, les fluctuations s(x) du nombre de parti-
cules dans une boîte de taille Lx centrée au milieu du système, normalisées
de la manière suivante
s(x) =
1
∆d(ρd)
√
L
N
(
1− x
2
,
1 + x
2
)
, (10.71)
devraient être indépendantes de la taille d des particules. En utilisant les
propriétés des excursions browniennes et Mathematica, on peut obtenir des
formules explicites pour les premiers moments de s(x) à partir de (10.70)
s(x)2 =
2x− 3x2
2
+
3− 2x+ 3x2
2pi
cos−1
(
1− x
1 + x
)
− 3(1− x)
√
x
pi
(10.72)
et
s(x)4 =
3x2(x− 2)(5x− 2)
4
+
15− 3x2(x− 2)(5x− 2)
4pi
cos−1
(
1− x
1 + x
)
+
1− x
2pi(1 + x)
√
x(15x3 − 11x2 − 25x− 15) (10.73)
Pour vérifier la conjecture (10.68), nous avons simulé ce modèle pour trois
tailles de particules, d = 1, 3 et 5 pour un système ouvert de L = 601 sites
quand ρa = 1 et ρb = 0. Pour le comptage des particules, nous utilisons
la convention que chaque site recouvert par une particule compte pour une
fraction 1
d
de particule, de manière à régler le problème des particules à cheval
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sur les frontières de l’intervalle [1−x
2
, 1+x
2
]. Nous avons mesuré le second et le
quatrième moment de s(x) dans l’état stationnaire, moyenné sur environs
108 pas de temps. La figure 10.1 compare les résultats obtenues par nos
simulations avec les prédictions théoriques (10.72) et (10.73). Les courbes
pour différents choix de d coïncident, ce qui suggère que les fluctuations, une
fois correctement renormalisées, sont universelles.
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Fig. 10.1: Les moments s(x)2 et s(x)4 des fluctuations du nombre de particules s(x)
(normalisé selon (10.71)) entre les sites L1−x2 et L
1+x
2 pour un système
de L = 601 sites et pour 3 tailles d de particules (d=1, 3, 5). Les courbes
sont les prédictions analytiques (10.72) et (10.73).

11. À PROPOS DE LA FONCTION AUXILIAIRE F
Le point de départ de notre dérivation de la partie III de la fonctionnelle
de grandes déviations est l’écriture (8.9) de la densité de probabilité d’un
profil {ρ} comme une somme sur la probabilité jointe PL({ρ}, {y}) du profil
ρ et de chemins abstraits {y}
PL({ρ}) ∼
∫
{y}
PL({ρ}, {y})D[{y}] . (11.1)
Ces chemins {y} sont des intermédiaires mathématiques utiles, mais n’ont,
à notre connaissance, pas d’interprétation physique. Techniquement, ils dé-
rivent des matrices D et E de l’ansatz matriciel (4.54a), qui elles-mêmes
sont juste une façon commode de calculer l’état stationnaire, sans significa-
tion physique. Lors de la dérivation de la fonctionnelle de grandes déviations,
nous avons introduit une autre fonction intermédiaire, que nous avons notée
F , et qui est reliée au chemin le plus probable {ym} étant donné le profil {ρ}
par (cf (9.36))
F (x) = 1− ρ(x) + y′m(x) . (11.2)
Ces fonctions auxiliaires F étaient déjà apparues dans le calcul de la fonc-
tionnelle de grandes déviations du processus d’exclusion symétrique [24] et
de celle du processus d’exclusion totalement asymétrique [25], bien que dans
ces deux cas, des approches différentes de la somme sur les chemins aient été
utilisées. Cette fonction auxiliaire F semble la plus apte à offrir une interpré-
tation physique de la somme sur les chemins, qui pourrait être un prélude à
une éventuelle généralisation à d’autres systèmes hors d’équilibre. La fonc-
tion F possède en effet des liens clairs avec les fonctions de corrélations de
la densité, comme nous le verrons au chapitre 11.1. La raison principale en
est que F (x) représente la densité la plus probable au point x étant donné
le profil de densité {ρ} aux points x′ différents de x. De plus, comme l’ont
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montré Bertini et al. [8] dans le cas du processus symétrique, la dynamique
de la fonction F qui découle de la dynamique du profil {ρ} a une forme très
simple, que l’on peut relier à la dynamique adjointe du processus d’exclusion.
Le calcul de Bertini et al.pour le cas symétrique se généralise facilement au
cas faiblement asymétrique, ce que nous ferons dans le chapitre 11.2. Dans le
chapitre 11.3, nous nous aiderons de la simplicité de la dynamique de F pour
construire une dynamique ad-hoc sur les chemins {y}, qui pourra éventuel-
lement servir de point de départ pour généraliser la somme sur les chemins
au delà de l’état stationnaire.
11.1 F et les fonctions de corrélation
Dans le chapitre 10, nous avons montré que la connaissance de la distribu-
tions des fluctuations de densité permet de calculer la fonction de corrélation
à deux points du processus faiblement asymétrique (cf (10.6)). Dans cette
partie, nous étudions plus directement la relation entre la fonction inter-
médiaire {F} qui apparaît dans l’expression de la fonctionnelle de grandes
déviations 9.15 et les fonctions de corrélation.
La densité de probabilité d’un profil {ρ} est donnée par la fonctionnelle
de grandes déviations F
P ({ρ}) ∼ e−LF({ρ}) . (11.3)
Pour une fonction {H} donnée, définissons la fonctionnelle φ par
φ({H}) = 1
L
log〈eL
R
1
0
H(x)ρ(x)dx〉 (11.4)
où 〈.〉 est la moyenne dans l’état stationnaire. En cherchant le profil de densité
qui maximise
∫ 1
0
H(x)ρ(x)dx−F({ρ}), on obtient
φ({H}) =
∫ 1
0
H(x)ρH(x)dx−F({ρH}) (11.5)
avec ρH relié à H par
H(x) =
∂F
∂ρ(x)
({ρH}) . (11.6)
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ou encore
ρH =
∂φ
∂H(x)
∣∣∣∣
{H}
(11.7)
La fonction {H} joue le rôle d’un champ extérieur qui force le système à
adopter le profil ρH .
La fonction {F} est reliée à {ρH} par l’équation différentielle (9.17)
(F − ρH)F ′2 + F (1− F )F ′′ + λF (1− F )(F − 1 + ρH)F ′ = 0 (11.8)
avec pour conditions aux bords
F (0) = ρa (11.9)
F (1) = ρb . (11.10)
De plus, d’après (9.52), les fonctions {H}, {ρH} et {F} sont reliées entre
elles par
H(x) = log
ρH(x)
1− ρH(x) − log
F (x)
1− F (x) . (11.11)
En changeant de perspective, on peut définir {F} à partir de {H} en utili-
sant (11.11) pour supprimer ρH(x) de (11.8). On obtient alors une nouvelle
équation différentielle reliant {F} à {H}
J ′(x) = F ′(x)J(x)
eH(x) − 1
1 + F (x)(eH(x) − 1) (11.12)
avec J(x) définie par
J(x) = −F ′(x) + λF (x)(1− F (x)) . (11.13)
Si le champ {H} est modifié sur un intervalle [x1, x2], {F} est modifiée non
seulement sur l’intervalle [x1, x2], mais aussi sur le reste du système, comme
le montre l’équation différentielle (11.12). Cependant, une modification ∆H
de H sur un intervalle infinitésimal [x0, x0 + dx] va entraîner d’après (11.12)
une variation ∆F ′′ de F ′′ du même ordre de grandeur sur ce même intervalle,
et donc seulement une modification infinitésimale (d’ordre ∆F ′′ (dx)
2
2
) de la
fonction {F}. Puisque les fonctions {H}, {ρH} et {F} sont reliées entre
136 11. À propos de la fonction auxiliaire F
elles par (11.11), cela entraîne que si l’on modifie le champ {H} sur un
intervalle infinitésimal [x0, x0 + dx], seule la densité {ρH} sur [x0, x0 + dx]
va être modifiée de manière notable, tandis que l’effet sur {F} ou en dehors
de [x0, x0 + dx] sera imperceptible. En particulier, si le champ H annulé
sur [x0, x0 + dx], ρH(x) prend la valeur de F (x) sur [x0, x0 + dx]. Ainsi,
puisque H(x) est la dérivée ∂F
∂ρ(x)
({ρH}) (cf (11.6)), F (x0) est la valeur du
profil de densité le plus probable (i.e. celui qui minimise la fonctionnelle de
grandes déviations F) dans un intervalle infinitésimal autour de x0, étant
donné le profil de densité {ρH} dans le reste du système. Formellement, nous
le noterons
F (x) = ρH(x)|H(x)=0 (11.14)
(remarquons cependant que cela n’a pas de sens physiquement de changer le
profil de densité macroscopique en un point unique, puisque ce profil macro-
scopique représente une moyenne locale du profil microscopique).
On peut donc décomposer l’influence du champ extérieur {H} sur la
densité ρH(x) au point x en deux parties : d’une part, la densité en x est
directement modifiée par la présence du champ H(x) au point x. D’autre
part, la densité aux autres points du système est également modifiée par le
champ {H}, ce qui va entraîner une modification de la valeur de la densité en
x à cause des corrélations de densité à longue distance. C’est ce second effet
que mesure F (x), qui est ainsi naturellement lié aux corrélations de densité
entre les différentes parties du système.
Notons par 〈ρ(x1) . . . ρ(xn)〉c la fonction de corrélation connexe à n points
de la densité. Par définition des fonctions de corrélation connexes, on a
〈ρ(x1) . . . ρ(xn)〉c =
1
Ln−1
∂nφ
∂H(x1) . . . ∂H(xn)
∣∣∣∣
H=0
, (11.15)
ou encore
φ({H}) =
∞∑
n=1
Ln−1
n!
∫ 1
0
. . .
∫ 1
0
dx1 . . . dxnH(x1). . . H(xn) 〈ρ(x1). . . ρ(xn)〉c . (11.16)
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En particulier, en utilisant (11.7),
ρH(x) =
∞∑
n=1
Ln−1
(n− 1)!
∫ 1
0
. . .
∫ 1
0
dx2 . . . dxnH(x2). . . H(xn) 〈ρ(x)ρ(x2). . . ρ(xn)〉c .
(11.17)
On a vu (éq. (11.14)) que F (x) est la valeur de ρH(x) que l’on obtient en
annulant le champ H(x) en x. Or, dans l’expression de ρH (11.17), mettre
H(x) à zéro annule seulement ponctuellement les produits H(x2) . . . H(xn)
à intégrer, et cela n’a pas d’influence sur la valeur de l’intégrale, sauf si ils
sont multipliés par une fonction δ de Dirac (qui aura pour effet de sortir
un terme H(x) de l’intégral). Séparons donc les fonctions de corrélations
〈ρ(x)ρ(x2), . . . , ρ(xn))〉c en une partie régulière fn(x, x2, . . . , xn) au point x
et une partie en δ(x− xi), de la manière suivante
fn(x, x2, . . . , xn) = L
n lim
x1→x
〈ρ(x1)ρ(x2), . . . , ρ(xn+1)〉c . (11.18)
Par exemple pour la fonction de corrélation connexe à deux points,
〈ρ(x1)ρ(x2)〉c = ρ(x1)(1− ρ(x1))δ(x2 − x1) +
1
L
f2(x1, x2) , (11.19)
On a alors
F (x) =
∞∑
n=1
1
(n− 1)!
∫ 1
0
. . .
∫ 1
0
dx2 . . . dxnH(x2) . . . H(xn)fn(x, x2, . . . , xn) ,
(11.20)
soit encore
fn(x1, x2 . . . xn) =
∂n−1F (x1)
∂H(x2) . . . ∂H(xn)
∣∣∣∣
H=0
. (11.21)
F est donc directement reliée à la partie régulière des fonctions de corrélation
connexes.
Dans le chapitre 10, nous avons obtenu l’expression (10.7) de f2(x1, x2)
en développant la fonctionnelle de grandes déviations pour des petites fluc-
tuations, ce qui nous avait permis d’obtenir l’équation différentielle que doit
résoudre f2(x1, x2)
∂2xf2(x, y) + λ∂x {(2ρ¯(x)− 1)f2(x, y)}+ δ(x− y)Jρ¯′(x) = 0 (11.22)
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Nous allons voir maintenant que (11.21) permet de retrouver directement
l’équation différentielle (11.22). D’après (11.21), f2(x, y) est donné par
f2(x, y) =
∂F (x)
∂H(y)
∣∣∣∣
H=0
. (11.23)
Il suffit alors d’utiliser l’équation différentielle (11.12) reliant F à H, en no-
tant que quand la fonction {H} tend vers la fonction nulle, F (x) tend vers
ρ¯(x), le profil le plus probable, et J(x) tend vers J , le courant moyen dans
l’état stationnaire. En dérivant (11.12) par rapport à H(y), et en mettant
ensuite la fonction {H} à 0, on retrouve directement l’équation différentielle
(11.22) pour f2(x, y). D’autre part, d’après les conditions aux bords (11.9),
la fonction {F} est indépendante de {H} aux points x = 0 et x = 1, ce qui
redonne les conditions aux bords (10.41) pour f2(0, y) et f2(y, 1)
f2(0, y) =
∂F (0)
∂H(y)
∣∣∣∣
H=0
(11.24)
= 0 (11.25)
f2(y, 1) =
∂F (1)
∂H(y)
∣∣∣∣
H=0
(11.26)
= 0 (11.27)
11.2 Équation d’évolution pour F dans le processus faiblement
asymétrique
L’équation différentielle (11.28) permet d’associer à chaque profil ρ(x)
une fonction F (x). Ainsi, à toutes trajectoires ρˆ(x, t) du profil de densité, on
peut associer une trajectoire une trajectoire Fˆ (x, t) par
(
Fˆ (x, t)− ρˆ(x, t))∂xFˆ (x, t)2 + Fˆ (x, t)(1− Fˆ (x, t))∂x,xFˆ (x, t)
+ λFˆ (x, t)
(
1− Fˆ (x, t))(Fˆ (x, t)− 1 + ρˆ(x, t))∂xFˆ (x, t) = 0 (11.28)
avec les conditions aux bords Fˆ (0, t) = ρa, Fˆ (1, t) = ρb.
Comme nous l’avons exposé dans le chapitre 3.4.3, Bertini et al. ont mon-
tré [8] que la trajectoire la plus probable ρˆ∗(x, t) menant à la formation d’une
déviation ρ(x) à t = 0 est solution des équations (3.47)-(3.49), qui dans le
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cas du WASEP s’écrivent, pour t < 0
∂tρˆ
∗(x, t) = ∂x,xρˆ∗(x, t)− λ(1− 2ρˆ∗(x, t))∂xρˆ∗(x, t)
− 2∂x
{
ρˆ∗(x, t)(1− ρˆ∗(x, t))∂xH(x, t)
} (11.29)
∂tH(x, t) = −∂x,xH(x, t)− λ(1− 2ρˆ∗(x, t))∂xH(x, t)
− (1− 2ρˆ∗(x, t)) (∂xH(x, t))2 .
(11.30)
Comme nous l’avons indiqué en chapitre 3.4.3, la trajectoire ρˆ∗(x,−t) est
solution des équations hydrodynamiques adjointes. Il s’avère que la trajec-
toire Fˆ (x,−t) correspondant à ρˆ∗ suit, dans le cas du WASEP, une équation
particulièrement simple : il s’agit de l’équation hydrodynamique directe. La
dérivation que nous présentons ici est un prolongement au cas faiblement
asymétrique de la preuve faite dans le cas symétrique par Bertini et al. [8].
Nous utilisons le fais que d’une part, d’après (3.54),
∂F(ρ)
∂ρ(x)
∣∣∣∣
ρ=ρˆ∗(.,t)
= H(x, t) (11.31)
et que d’autre part, d’après (9.52), on a pour le WASEP
∂F({ρ})
∂ρ(x)
∣∣∣∣
ρ=ρˆ∗(.,t)
= log
ρˆ∗(x, t)
1− ρˆ∗(x, t) − log
Fˆ (x, t)
1− Fˆ (x, t) (11.32)
On a donc
H(x, t) = log
ρˆ∗(x, t)
1− ρˆ∗(x, t) − log
Fˆ (x, t)
1− Fˆ (x, t) (11.33)
En insérant (11.33) dans (11.29)-(11.30), on obtient l’équation d’évolution
suivante pour Fˆ :
∂tFˆ (x, t) = −∂x,xFˆ (x, t) + λ
(
1− 2Fˆ (x, t))∂xFˆ (x, t)
+ 2
{
∂x,xFˆ (x, t) + λ
(
Fˆ (x, t) + ρˆ∗(x, t)− 1)∂xFˆ (x, t)
+
(
∂xFˆ (x, t)
)2 Fˆ (x, t)− ρˆ∗(x, t)
Fˆ (x, t)
(
1− Fˆ (x, t))
}
. (11.34)
Comme Fˆ (., t) et ρˆ∗(., t) sont reliées par (11.28), la partie entre accolade dans
(11.34) est nulle. L’équation d’évolution de Fˆ (x, t) se simplifie donc en
∂tFˆ (x, t) = ∂xJ
hydro(Fˆ (x, t), ∂xFˆ (x, t)) (11.35)
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avec Jhydro le courant hydrodynamique du WASEP
Jhydro(ρ,∇ρ) = −D(ρ)∇ρ+ λσ(ρ) (11.36)
Fˆ (x,−t) suit donc la dynamique directe du WASEP. Il est tentant d’essayer
de généraliser ce résultat à d’autre gaz sur réseau que le processus d’exclusion.
Dans un article récent [5], Bertini, Gabrielli et Lebowitz ont étendu ce résultat
aux systèmes pour lesquels le coefficient de diffusion D(ρ) et la conductivité
σ(ρ) sont tels que σ
′(ρ)
D(ρ)
soit une constante, ainsi que aux systèmes ayant un
coefficient de diffusionD constant et une conductivité σ(ρ) quadratique. Je ne
connais à ce jour aucune interprétation physique justifiant ce comportement
de la fonction F , et ce résultat ne semble malheureusement pas se généraliser
à des conductivités et des coefficients de diffusion quelconques, bien que je
ne connaisse aucun contre exemple.
11.3 Une dynamique microscopique pour F et les marches
Dans la partie III, nous avons montré que la probabilité d’une configu-
ration microscopique η = {ηi}i=1,L de l’ASEP dans l’état stationnaire peut
s’écrire comme une somme sur des marches positives discrètes ω = {ni}i=0,L
de pas entiers d’amplitude au plus 1 (cf (8.1))
P (η) =
∑
ω
P (η, ω) . (11.37)
avec P (η, ω) la probabilité jointe de η et ω. Avec cette formulation, la pro-
babilité d’une configuration η du processus d’exclusion apparaît comme la
projection de la probabilité d’un ensemble plus vaste, que nous appellerons
«système complet», constitué par η et les marches ω. Ces marches micro-
scopiques permettent de calculer les probabilités en temps coïncidants dans
l’état stationnaire, mais elles ne permettent pas d’étudier l’évolution du sys-
tème, ni, par exemple, les fonctions de corrélation de la densité à des temps
différents. Pour généraliser la somme sur les marches à ces cas là, nous allons
dans ce chapitre construire une dynamique sur le «système complet» telle
que la projection de cette dynamique sur les configurations η redonne celle
du processus d’exclusion. La dynamique complète doit être telle que l’état
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stationnaire est donné par la probabilité jointe P (η, ω) de η = {ηi}i=1,L et
ω = {ni}i=0,L, qui s’écrit (cf (8.3))
P (η, ω) = Q(ω) si ∀i, ηi − 1 ≤ ni − ni−1 ≤ ηi (11.38)
= 0 sinon, (11.39)
avec Q(ω) le poids d’une marche ω = {ni}i=0,L
Q(ω) =
1
Z
(
1− ρa
ρa
)n0−1 ( ρb
1− ρb
)nL−1 L∏
i=0
1− qni
1− q . (11.40)
Dans (11.40), Z est une constante de normalisation. Dans un article récent
[29], Duchi et Schaeffer ont construit une telle dynamique pour le processus
d’exclusion totalement asymétrique, quand les densités aux bords sont ρa =
1, ρb = 0 (dans ce cas, les marches ω de poids Q(ω) non nulle vérifient n0 =
nL = 1). La dynamique obtenue se prolonge également pour d’autres valeurs
de ρa et ρb, mais dans ce cas l’état stationnaire n’est pas donné par P (η, ω).
D’autre part, leur dynamique n’est pas locale : les particules peuvent faire
des sauts arbitrairement grands. La dynamique que nous allons construire
ressemble à celle de Duchi et Schaeffer ; elle fait intervenir, comme cette
dernière, un réseau parallèle sur lequel se déplace des particules auxiliaires.
De plus, elle est locale, et possède une symétrie particulière : quand une
dynamique adjointe peut être définie sur le système complet, elle s’obtient
simplement en inversant les rôles des particules auxiliaires et des particules
réelles.
Comme le montre le chapitre 11.2, la dynamique de la fonction {F} est
particulièrement simple. Nous allons nous appuyer sur elle pour construire
une dynamique complète. Il faut tout d’abord trouver un équivalent micro-
scopique de la fonction {F}. La relation entre F (x) et un chemin continu
y(x) est (9.36)
F (x) = 1− ρ(x) + y′(x) (11.41)
où ρ(x) est la densité au point x. À l’échelle microscopique, ρ(x) correspond
au nombre d’occupation ηi au site i, et y′(x) à la différence ni − ni−1 de la
marche {ni}i=0,L. Définissons donc Fi par
Fi = 1− ηi + ni − ni−1 (11.42)
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Fig. 11.1: La marche ω correspondante aux nombres d’occupation η et F fait un
pas vers le haut entre i− 1 et i si ηi + Fi = 2 (i.e ηi = 1 et Fi = 1) , un
pas vers le bas si ηi + Fi = 0 (i.e. ηi = 0 et Fi = 0), et reste à la même
hauteur si ηi + Fi = 1 (i.e. si ηi = 0 et Fi = 1 ou si ηi = 1 et Fi = 0).
Si l’on se restreint aux profils η = {ηi}i=1,L et marches ω = {ni}i=0,L com-
patibles, i.e. tels que la probabilité jointe P (η, ω) donnée par (11.38) est non
nulle, on a
0 ≤ Fi = 1− ηi + ni − ni−1 ≤ 1 (11.43)
de sorte que Fi ne peut prendre que les valeurs 0 ou 1. La suite F = {Fi}i=1,L
peut donc être interprétée comme les nombres d’occupation d’un réseau auxi-
liaire. Nous appellerons les particules auxiliaires de ce réseau parallèle «par-
ticules F», tandis que les particules du réseau initial du processus d’exclusion
seront appelées «particules réelles». La relation entre l’occupation des sites
sur chaque réseau et la variation de la marche est résumée sur la figure 11.1
Sur la figure 11.2, nous avons représenté les deux réseaux parallèles et une
marche correspondante. L’ajout d’un tel réseau auxiliaire est le point de dé-
part de la dynamique construite par Duchi et Schaeffer [29]. Mais ici, notre
système complet est un peu plus complexe que celui de Duchi et Schaeffer.
En effet, dans leur construction, la connaissance des taux d’occupation F
et η sur les deux réseaux suffit à caractériser un état complet. Dans le cas
présent, il faut connaître, en plus de η et F , la hauteur de la marche ω en un
point particulier pour caractériser entièrement un état complet du système,
que nous avons défini comme le couple η et ω. En effet, la seule donnée de η et
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Fig. 11.2: Un exemple d’état complet
F ne permet de remonter à la marche ω qu’à une constante près en utilisant
(11.42). Les cas ρa = 1 ou ρb = 0 sont des exceptions car alors les marches
de poids non nul sont contraintes à avoir n0 = 1 ou nL = 1 (d’après (11.40)),
et donc on connaît déjà la hauteur de la marche en 1 point. Dans ces cas,
notre système complet est alors le même que celui de Duchi et Schaeffer.
On peut remarquer que dans la relation (11.42) entre la marche ω et les
nombres d’occupation η et F , le rôle joué par η et F est symétrique ; la
marche ω ne dépend que de la somme η+F . Or comme la probabilité P (η, ω)
d’un état complet, donnée par (11.38), ne dépend que de la hauteur de la
marche ω, il s’en suit que la probabilité d’un état complet défini par la donnée
de n0, η et F ne dépend que de n0 et de la somme η + F .
Il existe différentes dynamiques complètes possibles sur C = (n0, η, F )
pour lesquelles la probabilité jointe P (η, ω) correspond à l’état stationnaire
du système complet ; pour limiter les possibilités, nous imposerons des condi-
tions supplémentaires. Nous avons vu au chapitre 11.2 que lors de la forma-
tion d’une fluctuation de densité, la trajectoire suivie par le profil de densité
{ρ} est reliée à la dynamique adjointe du processus d’exclusion, tandis que
la fonction {F} est reliée à la dynamique directe. Comme la dynamique ad-
jointe est la dynamique obtenue en inversant le temps dans les trajectoires
microscopiques de la dynamique directe (cf chapitre 2.1.3), cela suggère que
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les particules F se comportent comme les symétriques par renversement du
temps des particules du processus d’exclusion. Nous chercherons donc une
dynamique complète telle que la dynamique adjointe (celle obtenue par ren-
versement du temps) soit la même dynamique que celle obtenue en inter-
changeant les deux types de particules.
Nous imposerons de plus que la dynamique soit locale, et que le nombre
de particules, sur chacun des réseaux, soit conservé (notamment, les échanges
de particules entre les réseaux sont interdits). Les sauts autorisés sont ceux
qui mettent en jeu deux sites voisins ; ils sont indiqués sur la figure 11.3. Les
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Fig. 11.3: Sauts possibles entre sites voisins. La hauteur de la marche entre les
deux sites avant et après le saut est indiquée aux dessus des réseaux.
Les sphères grises représentent soit une particule, soit un trou, qui ne
bougent pas pendant le saut.
sauts peuvent être simples (une seule particule sur un des réseaux effectue
un saut) ou simultanés (une particule saute sur chaque réseau). Les sauts
simples sont représentés sur la figure 11.3, cas (a) et (b) : sur chacun des
réseaux, une particule au site i peut sauter sur le site suivant i + 1, si celui
ci est libre, inversement une particule au site i + 1 peut sauter sur le site
i si celui-ci est inoccupé. Les sauts simultanés sur chacun des réseaux sont
également possibles, à condition que les sites mis en jeu soient les mêmes
sur les deux réseaux : les sauts simultanés peuvent être soit dans la même
direction (figure 11.3 cas (c)), i.e. le site source et le site destination est le
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même sur les deux réseaux, soit en direction opposée (figure 11.3 cas (d)) i.e.
les sites sources et destinations sont inversés entre chaque réseau.
De plus, chaque saut de particules entraîne une modification de la hauteur de
la marche. Lorsque une ou plusieurs particules sautent entre les sites i et i+1,
la hauteur de la marche ni en i décroît du flux total de particules, compté
positivement si la particule fait un mouvement vers la droite, et négativement
si la particule fait un mouvement vers la gauche. De cette manière, la hauteur
de la marche n’est modifiée qu’à la position du saut de particules et vérifie
toujours (11.42). La différence de hauteur ni(t2)−ni(t1) de la marche au site
i entre deux instants t1 et t2 correspond donc au flux total de particules des
deux types durant le laps de temps t2 − t1.
La détermination de la valeur des taux de saut définit la dynamique com-
plète. Nous imposons que ces taux de sauts ne dépendent que de la hauteur
de la marche à la position du saut et des nombres d’occupation sur chacun
des réseaux à la position du site source et destination. Cela donne 20 taux de
saut à fixer pour chaque hauteur de marche. Nous les noterons sous la forme
W ni
0
BB@
ηiηi+1
FiFi+1
→ η
′
iη
′
i+1
F ′iF
′
i+1
1
CCA (11.44)
où ni est la hauteur de la marche au site i , η et F sont les nombres d’occu-
pation respectivement du réseau réel et du réseau auxiliaire avant transition,
et η′ et F ′ ceux après transition.
Les interactions avec les réservoirs sont similaires, et sont indiquées sur
les figures 11.4 et 11.5 : sur chacun des deux réseaux parallèles, une particule
peut sauter du système vers le réservoir ou du réservoir vers le système (en
respectant la règle d’exclusion), éventuellement simultanément. Lors d’un
échange de particules avec le réservoir de gauche, la hauteur n0 de la marche
en 0 diminue du flux total de particules ; de même, lors d’un échange de
particules avec le réservoir de droite, la hauteur nL de la marche en L diminue
du flux total de particules. Les taux de saut avec le réservoir de gauche seront
notés par
W n0
0
BB@
˛˛
˛˛
˛˛
˛˛
F1
η1
→
˛˛
˛˛
˛˛
˛˛
F ′
1
η′
1
1
CCA (11.45)
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tandis que les taux de saut avec le réservoir de droite sont notés
W nL
0
BB@
FL
ηL
˛˛
˛˛
˛˛
˛˛
→
F ′
L
η′
L
˛˛
˛˛
˛˛
˛˛
1
CCA (11.46)
Cela fait dans chacun des cas 12 taux de saut à fixer pour chaque hauteur de
la marche. Un exemple de trajectoire possible est présenté sur la figure 11.6.
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Fig. 11.4: Sauts de particules autorisés entre le réservoir de gauche et le système
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Fig. 11.5: Sauts de particules autorisés entre le réservoir de droite et le système
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La dynamique du réseau réel doit être celle du processus d’exclusion,
indépendamment des taux d’occupations du réseau auxiliaire, c’est à dire que
quels que soit les nombres d’occupations du réseau auxiliaire, la probabilité
qu’une particule en i saute en i+1 durant l’intervalle dt doit être dt si ce saut
est permis par la règle d’exclusion, et la probabilité qu’elle saute en i−1 doit
être qdt. Cela impose que les taux de sauts doivent respecter les équations
suivantes :
W n
0
BB@
01
00
→ 10
00
1
CCA = W
n
0
BB@
01
01
→ 10
01
1
CCA+W
n
0
BB@
01
01
→ 10
10
1
CCA
= W n
0
BB@
01
11
→ 10
11
1
CCA = W
n
0
BB@
01
10
→ 10
01
1
CCA+W
n
0
BB@
01
10
→ 10
10
1
CCA = q (11.47)
et
W n
0
BB@
10
00
→ 01
00
1
CCA = W
n
0
BB@
10
10
→ 01
10
1
CCA+W
n
0
BB@
10
10
→ 01
01
1
CCA
= W n
0
BB@
10
11
→ 01
11
1
CCA = W
n
0
BB@
10
01
→ 01
10
1
CCA+W
n
0
BB@
10
01
→ 01
01
1
CCA = 1 (11.48)
La dynamique adjointe du processus complet doit être obtenue en inver-
sant les particules η et F , i.e. si on note par W˜ les taux de saut du processus
adjoint
W˜ ni
0
BB@
ηiηi+1
FiFi+1
→ η
′
iη
′
i+1
F ′iF
′
i+1
1
CCA = W
ni
0
BB@
FiFi+1
ηiηi+1
→ F
′
iF
′
i+1
η′iη
′
i+1
1
CCA (11.49)
Or la relation entre taux de saut du processus adjoint et du processus direct
est donnée par (2.4)
P (C)W˜C→C′ = P (C ′)WC′→C (11.50)
Le rapport P (C
′)
P (C) peut se simplifier : en effet, si C et C ′ ne diffèrent que par un
saut d’une ou plusieurs particules entre i et i+1, alors les marches n = n(C)
associée à C et n′ = n(C ′) associée à C ′ ne diffèrent que par leur valeur ni et
n′i au point i, et donc pour 1 ≤ i ≤ L− 1
P (C ′)
P (C) =
Q(n′)
Q(n)
=
1− qn′i
1− qni . (11.51)
148 11. À propos de la fonction auxiliaire F
On obtient alors à partir de (11.49) et (11.50)
W n
′
i
0
BB@
η′iη
′
i+1
F ′iF
′
i+1
→ ηiηi+1
FiFi+1
1
CCA =
1− qni
1− qn′i W
ni
0
BB@
FiFi+1
ηiηi+1
→ F
′
iF
′
i+1
η′iη
′
i+1
1
CCA (11.52)
Au total, avec (11.47), (11.48) et (11.52), on obtient 17 équations indépen-
dantes pour 20 inconnues. Il reste donc 3 degrés de liberté supplémentaires.
Une solution possible est donnée par : pour tout n ≥ 1
W n
0
BB@
01
01
→ 10
10
1
CCA = W
n
0
BB@
10
10
→ 01
01
1
CCA = W
n
0
BB@
01
10
→ 10
10
1
CCA = 0 (11.53)
W n
0
BB@
10
01
→ 01
01
1
CCA = W
n
0
BB@
01
01
→ 01
10
1
CCA = W
n
0
BB@
10
10
→ 10
01
1
CCA = 0 (11.54)
W n+1
0
BB@
10
00
→ 01
00
1
CCA = W
n+1
0
BB@
10
10
→ 01
10
1
CCA = W
n+1
0
BB@
10
11
→ 01
11
1
CCA = W
n
0
BB@
10
01
→ 01
10
1
CCA = 1
(11.55)
W n
0
BB@
01
00
→ 10
00
1
CCA = W
n
0
BB@
01
01
→ 10
01
1
CCA = W
n
0
BB@
01
11
→ 10
11
1
CCA = W
n
0
BB@
01
10
→ 10
01
1
CCA = q
(11.56)
W n+1
0
BB@
00
10
→ 00
01
1
CCA = W
n+1
0
BB@
01
10
→ 01
01
1
CCA = W
n+1
0
BB@
11
10
→ 11
01
1
CCA =
q − qn+1
1− qn+1 (11.57)
W n
0
BB@
00
01
→ 00
10
1
CCA = W
n
0
BB@
10
01
→ 10
10
1
CCA = W
n
0
BB@
11
01
→ 11
10
1
CCA =
1− qn+1
1− qn . (11.58)
Pour le bord gauche, la condition que la première ligne redonne le processus
d’exclusion s’écrit
W n
0
BB@
˛˛
˛˛
˛˛
˛˛
0
0
→
˛˛
˛˛
˛˛
˛˛
1
0
1
CCA+W
n
0
BB@
˛˛
˛˛
˛˛
˛˛
0
0
→
˛˛
˛˛
˛˛
˛˛
1
1
1
CCA = W
n
0
BB@
˛˛
˛˛
˛˛
˛˛
0
1
→
˛˛
˛˛
˛˛
˛˛
1
1
1
CCA+W
n
0
BB@
˛˛
˛˛
˛˛
˛˛
0
1
→
˛˛
˛˛
˛˛
˛˛
1
0
1
CCA = ρa (11.59)
W n
0
BB@
˛˛
˛˛
˛˛
˛˛
1
1
→
˛˛
˛˛
˛˛
˛˛
0
0
1
CCA+W
n
0
BB@
˛˛
˛˛
˛˛
˛˛
1
1
→
˛˛
˛˛
˛˛
˛˛
0
1
1
CCA = W
n
0
BB@
˛˛
˛˛
˛˛
˛˛
1
0
→
˛˛
˛˛
˛˛
˛˛
0
0
1
CCA+W
n
0
BB@
˛˛
˛˛
˛˛
˛˛
1
0
→
˛˛
˛˛
˛˛
˛˛
0
1
1
CCA = q(1− ρa) .
(11.60)
Pour deux états complets C et C ′ qui diffèrent par un saut de particule mettant
en jeux le réservoir gauche, on a
P (C)
P (C ′) =
(
1− ρa
ρa
)n0−n′0 1− qn0
1− qn′0 . (11.61)
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Ainsi, la symétrie entre les particules η et F s’écrit
W n
′
0
0
BB@
˛˛
˛˛
˛˛
˛˛
η′
1
F ′
1
→
˛˛
˛˛
˛˛
˛˛
η1
F1
1
CCA =
(
1− ρa
ρa
)n0−n′0 1− qn0
1− qn′0W
n0
0
BB@
˛˛
˛˛
˛˛
˛˛
F1
η1
→
˛˛
˛˛
˛˛
˛˛
F ′
1
η′
1
1
CCA (11.62)
Ce qui fait 9 équations indépendantes pour 12 inconnues. Une solution pos-
sible est ∀n ≥ 1
W n
0
BB@
˛˛
˛˛
˛˛
˛˛
0
0
→
˛˛
˛˛
˛˛
˛˛
1
1
1
CCA = W
n
0
BB@
˛˛
˛˛
˛˛
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0
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0
1
1
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0
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˛˛
0
1
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1
1
1
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1
1
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˛˛
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0
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1
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n
0
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˛˛
˛˛
1
0
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˛˛
˛˛
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0
0
1
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n
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1
1
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1
0
1
CCA = 0 (11.64)
W n+1
0
BB@
˛˛
˛˛
˛˛
˛˛
0
0
→
˛˛
˛˛
˛˛
˛˛
1
0
1
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n
0
BB@
˛˛
˛˛
˛˛
˛˛
0
1
→
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˛˛
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1
0
1
CCA = ρa (11.65)
W n
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1
0
→
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˛˛
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0
1
1
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n
0
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1
1
→
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˛˛
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0
1
1
CCA = q(1− ρa) (11.66)
W n+1
0
BB@
˛˛
˛˛
˛˛
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1
0
→
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˛˛
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˛˛
1
1
1
CCA = ρa
q − qn+1
1− qn+1 (11.67)
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0
1
→
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˛˛
0
0
1
CCA = (1− ρa)
1− qn+1
1− qn (11.68)
Pour le bord droit, la condition que la première ligne redonne le processus
d’exclusion s’écrit
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0
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0
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1
0
˛˛
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0
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(11.70)
Pour deux états complets C et C ′ qui diffèrent par un saut de particule mettant
en jeux le réservoir droit, on a
P (C)
P (C ′) =
(
ρb
1− ρb
)nL−n′L 1− qnL
1− qn′L . (11.71)
Ainsi, la symétrie entre les particules η et F s’écrit
W n
′
L
0
BB@
η′
L
F ′
L
˛˛
˛˛
˛˛
˛˛
→
ηL
FL
˛˛
˛˛
˛˛
˛˛
1
CCA =
(
ρb
1− ρb
)nL−n′L 1− qnL
1− qn′LW
nL
0
BB@
FL
ηL
˛˛
˛˛
˛˛
˛˛
→
F ′
L
η′
L
˛˛
˛˛
˛˛
˛˛
1
CCA (11.72)
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Ce qui fait encore une fois 9 équations indépendantes pour 12 inconnues. Une
solution possible est ∀n ≥ 1
W n
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0
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1
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1
CCA = 0 (11.73)
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1
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W n
0
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1
0
˛˛
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˛˛
˛˛
→
1
1
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1
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W n+1
0
BB@
0
1
˛˛
˛˛
˛˛
˛˛
→
0
0
˛˛
˛˛
˛˛
˛˛
1
CCA = (1− ρb)
q − qn+1
1− qn+1 (11.78)
Il reste encore à vérifier que la probabilité stationnaire de la dynamique
complète est bien P (C) donnée par (11.38). Pour cela, il faut que
0 =
∑
C′
(
− P (C)W (C → C ′) + P (C ′)W (C ′ → C)
)
. (11.79)
On peut récrire cette équation sous la forme
0 =
L∑
i=0
Ji(C) (11.80)
avec Ji(C) la probabilité d’arriver à C via le saut d’une ou plusieurs particules
entre i et i+1 moins la probabilité de quitter C via le saut d’une ou plusieurs
particules entre i et i+ 1 ; i.e.
Ji(C) =
∑
C′∈Ωi(C)
(
−W (C → C ′) + P (C
′)
P (C)W (C
′ → C)
)
(11.81)
où la somme se fait sur l’ensemble Ωi(C) des configurations complètes C ′ qui
diffèrent de C par seulement le saut d’une ou plusieurs particules entre les
sites i et i+ 1. En utilisant les équations obtenues pour les taux de saut, on
peut mettre Ji(C) sous la forme suivante pour 1 ≤ i ≤ L− 1
Ji(C) = 1− q
1− qni [(ηi+1 − Fi+1)− (ηi − Fi)] (11.82)
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et
J0(C) = 1− q
1− qn0 [η1 − F1] (11.83)
JL(C) = − 1− q
1− qni [ηL − FL)] . (11.84)
Or, par construction, une configuration complète vérifie toujours
ni−1 = ni ou ηi − Fi = 0 . (11.85)
Donc
∑L
i=0 Ji(C) est composée de sommes alternées dont les termes de bord
sont nuls. La somme totale est donc nulle, et l’équation maîtresse (11.79) est
bien vérifiée.
En dehors du domaine de validité ρa > ρb de la somme sur les marches
(11.37), le processus complet n’admet pas d’état stationnaire, car la hauteur
moyenne d’une marche ne cesse d’augmenter, cependant, par construction,
la première ligne suit toujours la dynamique du processus d’exclusion.
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Fig. 11.6: Exemple de mouvement combiné de la marche ω et des particules de
chacun des réseaux. Lors d’un saut, la hauteur de la marche décroît du
flux total de particules.
12. CONCLUSION ET PERSPECTIVES
Cette thèse a été consacrée à l’étude de certaines propriétés macrosco-
piques du processus d’exclusion ouvert en contact avec deux réservoirs. Le
processus d’exclusion est un modèle central de la physique statistique hors
d’équilibre. Il s’agit d’un système stochastique constitué de particules se dé-
plaçant sur un réseau unidimensionnel, et interagissant via une règle d’ex-
clusion : chaque site du réseau peut accueillir au plus une particule. Lorsque
ce système est placé au contact de réservoirs à chacun de ses bords, il est
possible de le maintenir dans un état stationnaire hors d’équilibre.
Les résultats présentés proviennent de quatre travaux différents ayant
donné lieu à autant de publications : l’étude de l’effet du désordre sur la
transition de phase du premier ordre du processus d’exclusion simple [31], le
calcul de la fonctionnelle de grandes déviations pour le processus d’exclusion
faiblement asymétrique [30], et le calcul de la distribution des fluctuations
de densité dans le processus totalement asymétrique [20] et dans le processus
faiblement asymétrique [19]. Cette partie résume les résultats obtenus et tente
de les remettre en perspective.
Le processus d’exclusion avec désordre gelé est un processus d’exclusion
où les taux de saut des particules sont aléatoires. Par des simulations nu-
mériques, confirmées par une analyse en champ moyen, nous avons montré
(chapitre 6) que, lorsque ce désordre est lié aux sites, la position de la transi-
tion de phase du premier ordre (haute densité/basse densité) devient dépen-
dante de l’échantillon considéré. Nous expliquons cette dépendance par le fait
que la position de la transition est contrôlée principalement par les taux de
sauts aléatoires des sites proches des réservoirs. Cet effet du désordre sur un
système hors d’équilibre n’a pas d’équivalent dans les systèmes à l’équilibre
classiques.
Les simulations que nous avons présentées ne constituent qu’un rapide coup
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d’œil sur un point particulier de l’effet du désordre dans le processus d’ex-
clusion simple, un domaine actif sur lequel beaucoup reste à faire. On notera
les travaux récents de Harris et Stinchcombe [44] sur l’effet du désordre sur
la transition de phase du second ordre, qu’ils ont étudié à l’aide d’une ap-
proximation de type champ moyen. Malheureusement, très peu de résultats
analytiques exacts sont disponibles pour l’instant pour des systèmes avec un
désordre gelé lié aux sites. Une première étape serait de résoudre enfin le
processus d’exclusion avec un unique défaut [49]. Par ailleurs, le processus
d’exclusion avec désordre est un cas particulier des systèmes hors d’équilibre
désordonnés. Pour un tour d’horizon de ce domaine en évolution, on peut se
référer à [82].
Les autres travaux exposés dans cette thèse découlent de la reformulation
comme une somme sur des chemins abstraits (8.1) de la probabilité d’un
profil de densité dans les processus d’exclusion simples, reformulation que
nous avons obtenue à partir de la méthode matricielle. Cette somme sur
les chemins est un outil simple et puissant pour étudier les propriétés de
la densité dans l’état stationnaire des processus d’exclusion, et constitue un
résultat notable en soi. Cependant elle n’est valable que dans un certain
domaine des densités aux bords (cf (8.6) et (8.7)). Il serait naturellement
souhaitable de lever cette restriction. D’autre part, ces chemins abstraits
n’ont pas d’interprétation physique. Une telle interprétation, outre l’éclairage
nouveau qu’elle apporterait à l’étude de l’ASEP et à la méthode matricielle,
pourrait ouvrir la voie à d’éventuelles généralisations de la somme sur les
chemins à d’autre systèmes hors d’équilibre.
Dans le chapitre 9, nous avons utilisé la somme sur les chemins pour étu-
dier la fonctionnelle de grandes déviations de densité dans l’état stationnaire
du processus d’exclusion simple faiblement asymétrique (WASEP), quand
l’asymétrie décroît comme l’inverse de la taille du système. Cette fonction-
nelle donne le taux de la décroissance exponentielle avec la taille du système
de la probabilité d’observer un profil de densité différant de manière macro-
scopique du profil de densité le plus probable. Les diverses expressions que
nous avons obtenues (cf chapitre 9.2) pour la fonctionnelle de grandes dévia-
tions du WASEP font le lien entre celles, précédemment connues [24,25], du
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processus d’exclusion symétrique (SSEP) et du processus d’exclusion totale-
ment asymétrique (TASEP). Le cas faiblement asymétrique constitue un des
rares exemples où l’approche macroscopique de Bertini, De Sole, Gabrielli,
Jona-Lasinio et Landim pour la fonctionnelle de grandes déviations [8] (que
nous avons présentée au chapitre 3.4.3) peut être confirmée en partant de la
dynamique microscopique. Tester et approfondir l’approche de Bertini et al.
sur d’autres systèmes stochastiques constitue un chemin prometteur dans la
compréhension des systèmes hors d’équilibre. Une étape importante serait
de généraliser cette méthode pour englober le cas du processus d’exclusion
totalement asymétrique. D’autre part, une piste pour approfondir l’approche
de Bertini et al. serait d’étudier plus en détail les propriétés de la fonction
auxiliaire F que nous avons utilisée au cours de notre dérivation de la fonc-
tionnelle de grandes déviations. Cette fonction auxiliaire permet d’exprimer
la fonctionnelle de grandes déviations (9.15), et est reliée au profil de densité
par une équation différentielle (9.17). Elle était déjà apparue lors de l’étude
des fonctionnelles de grandes déviations du SSEP et du TASEP [24,25]. Nous
avons montré (chapitre 11.1) le rapport existant entre cette fonction F et les
fonctions de corrélation connexes. De plus, sa dynamique est liée de manière
particulièrement simple à la dynamique adjointe du processus d’exclusion,
comme indiqué au chapitre 11.2. Récemment, il a été montré [5] que cette
simplicité de l’évolution de F se retrouve dans toute une classe de gaz sur
réseau. Les raisons de ce phénomène sont encore inconnues ; elles pourraient
éclairer de manière nouvelle l’approche de Bertini et al.. Si cette propriété se
généralisait, elle simplifierait grandement l’obtention d’une équation différen-
tielle reliant F au profil de densité, et donc la dérivation de la fonctionnelle
de grandes déviations de la densité.
L’expression de la probabilité d’un profil comme somme sur des chemins
nous a également permis d’exprimer la distribution des fluctuations typiques
de densité dans l’état stationnaire du WASEP et du TASEP. Ces fluctuations
décroissent comme l’inverse de la racine carrée de la taille du système. Nous
avons montré dans le chapitre 10 qu’elles se mettent sous la forme (10.2) d’une
somme de deux processus indépendants dont l’un est un bruit blanc gaussien.
De manière remarquable, dans la phase de courant maximum du TASEP, ces
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fluctuations ne sont pas gaussiennes. D’après les simulations numériques que
nous présentons en chapitre 10.4, cette décomposition des fluctuations en
deux tels processus semble se généraliser à d’autres systèmes que l’exclusion
simple. Il serait naturellement intéressant de confirmer ces observations par
des résultats analytiques. D’autre part, puisque les fluctuations du proces-
sus faiblement asymétrique sont toujours gaussiennes, contrairement à celles
du processus totalement asymétrique, ces dernières ne peuvent pas corres-
pondre à un cas limite des premières. En ce sens, l’asymétrie du processus
d’exclusion que nous avons étudié, qui décroît comme l’inverse de la taille
L du système, est trop faible pour permettre d’étudier précisément la limite
vers le processus totalement asymétrique. Il serait donc intéressant d’obtenir
la distribution des fluctuations pour une asymétrie plus forte, en 1/
√
L, ce
qui devrait pouvoir se faire en partant une fois encore de l’expression de la
probabilité d’un profil comme somme sur des chemins.
La distribution des fluctuations nous a permis d’obtenir des expressions
pour les fonctions de corrélations à n points (10.5), et notamment la fonction
de corrélation à deux points du processus faiblement asymétrique (cf (10.7)).
Ces fonctions de corrélations sont à longue portée, ce qui est caractéristique
des systèmes hors d’équilibre.
Les résultats que nous avons présentés sur les fluctuations concernent uni-
quement les propriétés à temps coïncidant du profil de densité dans l’état sta-
tionnaire. Il serait intéressant de pouvoir en donner une version dynamique,
et notamment de décrire comment évoluent les deux processus intervenant
dans la distribution des fluctuations. Dans ce but, nous avons construit dans
le chapitre 11.3 une dynamique microscopique sur les marches, en prenant
comme point de départ la dynamique des fonctions auxiliaires F . Ceci per-
met ainsi d’étendre l’expression en somme sur les marches de la probabilité
d’un profil de densité à l’étude de la dynamique de l’ASEP. Cette dynamique
«complète» devrait pouvoir servir de point de départ à l’obtention des ver-
sions dynamiques des expressions obtenues pour les fluctuations de densité
du processus d’exclusion.
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Résumé :
Cette thèse regroupe une série de travaux concernant le processus d’exclusion asymé-
trique en contact avec deux réservoirs.
Dans une première partie, nous montrons par des simulations numériques que la posi-
tion de la transition de phase du premier ordre dans le processus d’exclusion totalement
asymétrique devient dépendante de l’échantillon considéré lorsque l’on ajoute un désordre
gelé lié aux sites sur les taux de saut des particules. Ces résultats numériques sont com-
parés aux prédictions du champ moyen.
Dans une seconde partie, nous étudions les propriétés macroscopiques du profil de
densité de particules dans l’état stationnaire. Nous dérivons tout d’abord la fonctionnelle
de grandes déviations du processus d’exclusion faiblement asymétrique. Notre expression
fait le lien entre des résultats précédents concernant le processus d’exclusion totalement
asymétrique et le processus d’exclusion symétrique. Nous exprimons également la dis-
tribution des fluctuations de densité dans l’état stationnaire des processus faiblement
et totalement asymétriques. Ces fluctuations se mettent sous la forme d’une somme de
deux fonctions aléatoires indépendantes. Nous montrons que dans la phase de courant
maximum du processus totalement asymétrique, ces fluctuations ne sont pas gaussiennes.
La connaissance des fluctuations nous permet de calculer les fonctions de corrélation à
temps coïncidant dans l’état stationnaire.
Ces deux séries de résultats découlent de l’écriture de la probabilité d’un profil de den-
sité dans l’état stationnaire comme une somme sur des chemins abstraits. Dans le but de
généraliser nos résultats, une dynamique microscopique sur ces chemins est construite.
Mot-clés : Processus stochastiques – Systèmes hors d’équilibre – Processus d’exclu-
sion – Grandes déviations – Fluctuations – Systèmes désordonnées
Abstract:
This thesis presents a series of works dealing with the open asymmetric exclusion
process.
In a first part, we give numerical evidences showing that the position of the first order
phase transition in the totally asymmetric exclusion process become sample-dependent
when quenched, sitewise disorder is added to the jump rates. These numerical simulations
are compared with analytic prediction based on a mean field approach.
In a second part, we study the macroscopic properties of the density profile in the
stationary state of the exclusion process. We firstly derive the large deviation function
for the weakly asymmetric exclusion process. Our expression is shown to link those of
the large deviation function of the symmetric and the totally asymmetric exclusion pro-
cess, which have been previously derived. Next, we compute the distribution of the small
density fluctuations in the weakly and totally asymmetric process. These fluctuations
can be written as the sum of two independent random functions. We show that in the
maximal current phase of the totally asymmetric exclusion process, these fluctuations
are non-gaussien. From the fluctuation distribution, we derive the density correlation
functions in the stationary state.
Our derivations of the density profile properties are based on a rewriting of the prob-
ability of a given profile as a sum over abstract paths. In order to generalize such an
expression, a microscopic dynamic on those paths is constructed.
Keywords : Stochastic process – Non-equilibrium systems – Exclusion process –
Large deviations – Fluctuations – Disordered systems
