We present a concise representation of fractional factorials and an algorithm to quickly generate resolution V designs. The description is based on properties of a complete, orthogonal discretevalued basis set called Walsh functions. We tabulate two-level resolution V fractional factorial designs, as well as central composite designs allowing estimation of full second-order models, for experiments involving up to 120 factors. The simple algorithm provided can be used to characterize even larger designs, and a fast Walsh transform method quickly generates design matrices from our representation.
INTRODUCTION
Factorial and fractional factorial designs have long been the mainstay of industrial experimentation. Two-level designs provide high power for testing or estimating linear effects, while fractional factorials allow this to be accomplished with fewer observations if higher-order interactions can be assumed to be negligible. Typically, only a handful of factors are dealt with in practice. Half-fractions are easy to construct, but few resolution V (R5) fractional factorial designs are readily available. For example, the largest resolution V fractional factorial in Montgomery [2000] is a 2 10−3 , while Box et al. [1978] and NIST/SEMATECH [2005] As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 1515 Broadway, New York, NY 10036 USA, fax: +1 (212) 869-0481, or permissions@acm.org. C 2005 ACM 1049-3301/05/1000-0362 $5.00 factorial designs are typically specified in terms of the so-called generators, which indicate how certain effects are confounded (aliased) with others. While it is easy to verify the confounding structure of a particular design, guidance such as "be careful in choosing the generators so that potentially important effects are not aliased with one another" [Montgomery 2000 ] does not indicate how appropriate generators can be easily and systematically selected for larger designs.
With advances in computing technology, experiments involving computer simulation have become more widespread. Many of the constraints on physical experiments, such as the number of factors that can be examined and controlled, need not be restrictions in the simulation setting; analysts can investigate hundreds or even thousands of factors, rather than restricting experiments to less than a dozen factors [Kleijnen et al. 2005] . Additionally, elements of the simulation model, such as the choices of distributions and their parameters, are often matters of uncertainty which may impact the system performance [Schruben et al. 1992; Chick 2001; Zouaoui and Wilson 2004; Kleijnen et al. 2005] , and should be included as factors in designed experiments. Experimental designs capable of handling a large number of factors are therefore of considerable interest.
Screening experiments, in which an analyst seeks to identify a subset of the original factors that have significant main effects, are one approach. Some screening techniques can be conducted in a single stage, such as resolution III fractional factorials. Others, such as sequential bifurcation [Bettonvil and Kleijnen 1997; Wan et al. 2005 ] are sequential in nature; they offer potential for substantial reductions in the total sampling effort, but require assumptions such as a priori knowledge of the signs of any main effects. Screening experiments can also be used as the first stage in a series of experiments, where later stages may involve higher resolution designs. One drawback of such approaches is that factors may be excluded from further consideration that have significant impact in the form of interactions. To avoid this error, we must use designs that permit evaluation of interactions as well as main effects. However, including all possible interactions leads to explosive growth in the number of design points.
We make use of discrete-valued Walsh functions as a concise way to describe and generate factorial and fractional factorial designs. A two-level factorial or fractional factorial design can be specified using the indices of the Walsh functions. The designs can be generated easily from this representation, so large tables are unnecessary. We begin with a brief description of Walsh functions and a Walsh representation for full factorials. We then provide a simple search algorithm for generating fractional factorials, and tabulate Walsh representations for highly-fractionated resolution V fractional factorial (R5 FF) designs involving up to 120 factors in a 2 120−105 design. These increase the number of factors by an order of magnitude over the standard sources [Box et al. 1978; Montgomery 2000; NIST/SEMATECH 2005] , and our method readily extends to designs involving more than 120 factors. These R5 FF designs can also be used as the basis for central composite designs for experiments that investigate a very large number of factors.
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WALSH FUNCTIONS

Overview
We provide a brief introduction to Walsh functions in this section. The interested reader can learn more from a suitable reference, such as Beauchamp [1984] .
For a fixed positive integer N (a power of two) and for i = 0, . . . , N −1, the ith discrete Walsh function Wal(i, n) is defined on the domain {n : n = 0, . . . , N − 1} and takes the values +1 or −1. These can be used as column vectors of an N × N matrix. The resulting set of Walsh vectors forms a complete orthogonal basis for N -dimensional Euclidean space.
Three index sets are available, known as the sequency, dyadic, and Hadamard orderings [Beauchamp 1984] . Note that the alternative index sets are just structured reorderings; they do not yield different functions. Regardless of which ordering is used, all three obey the Walsh multiplication identity
where ⊕ denotes bitwise exclusive-OR of the integers i and j . For example, i = 6 = 110 2 , j = 5 = 101 2 , and 110 2 ⊕ 101 2 = 011 2 = 3, so Wal(6, n)Wal(5, n) = Wal(3, n). The ⊕ operator is associative. It is easy to confirm that i ⊕ i = 0 and [Beauchamp 1984 ]. We will not discuss details of the FWT algorithm, other than to note it is mathematically equivalent to multiplying the vector of inputs of dimension 2 m by 2 −m H m . We provide a Java implementation of the Hadamard ordered FWT in the Appendix.
As an example, when N = 8 (= 2 3 ) we get
composed of column vectors h 0 , . . . , h 7 from left to right. It is easy to confirm that the matrix is symmetric, the columns are all mutually orthogonal and have norm 2 3 , and that the row-wise product for any pair of columns obeys the Walsh multiplication identity.
Full Factorial Designs
A concise representation of factorial and fractional factorial designs is simply the total number of points N , together with a list of Walsh index assignments that match the factors to appropriate h i 's. One way (though not a unique way) to represent full factorials involving k factors is:
Throughout the remainder of this article, the phrase "assign Walsh index i j to factor X j " is used to indicate such an assignment. The design generated by (3) follows a different ordering than the standard presentation for factorials, but there is a one-to-one correspondence [Sanchez et al. 2002] . Table I shows an analysis matrix for a 2 3 factorial and the matrix of Walsh functions with indices 1-7 when N = 8. Note that, in this case, the Walsh Hadamard representation is found by reversing the row index of the classical design.
The Walsh index ordering also makes it easy to determine which indices correspond to specific interactions via the multiplication identity. For example, the h 1 h 2 interaction occurs at h 1⊕2 = h 3 (Table I) .
We remark that Hadamard matrices have previously appeared in the experimental design literature. For example, Chen et al. [1993] investigate nonisomorphic fractional factorials involving 16-run, 32-run, and 64-run designs; they mention that the resulting 2 k− p factorials can be viewed as submatrices of Hadamard matrices. Hedayat et al. [1999] have a chapter describing the mathematical properties of Hadamard functions and their relationship to Galois fields. However, the special index structure of the Hadamard-ordered Walsh functions has neither been remarked upon nor been exploited. In the next section, we present a general method for constructing and analyzing very large, highly-fractionated R5 FF designs. Our method is extremely efficient, 
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easy to use, and-unlike other construction methods-allows for a concise representation of the complete information needed to generate the designs.
LARGE DESIGNS
Representation
The Walsh index ordering provides a concise representation of factorial or fractional factorial experiments. One need only specify N (a power of 2) and Walsh indices from among { j, . . . , N − 1} to assign to the k < N factors. Note that h 0 always estimates the mean effect. The assignments in (3) yield a full factorial design if N = 2 k , and a replicated full factorial if N = 2 k+b for some b > 0.
Fractional Factorial Designs
Notationally, a 2 k− p fractional factorial means that k factors are examined, each at two levels, in a total of 2 k− p design points. A nearly-saturated resolution III (R3) 2 k− p fractional factorial can be obtained for any k < 2 k− p as follows:
assign Walsh index j to factor X j for j = 1, . . . , k.
In fact, any set of k distinct indices {i 1 , . . . , i k } ∈ {1, . . . , 2 k− p − 1} is a valid assignment; the design is saturated if k = 2 k− p − 1. However, if the analyst wishes to be able to estimate all two-way interactions from the data, then an R5 FF or higher-resolution design is necessary. We propose a concise, recursive search algorithm, and show it can be used to identify R5 fractional factorial designs. The algorithm is provided in Figure 1 , followed by a description and illustration of how it works.
The recursive function Addfactor in Algorithm 1 takes four inputs. The constants a and k indicate that the factors X a , . . . , X k are still awaiting index assignments, the set A contains the valid index assignments for factors X j with j < a (if any), and the set T contains the indices that correspond to the two-way interactions X j 1 X j 2 such that j 1 , j 2 < a and j 1 = j 2 . When Addfactor is invoked, it will determine a valid index assignment for the first unassigned factor (factor a) and update the sets A and T accordingly. Two conditions must hold for a candidate index assignment to be valid: 1. It cannot be an index already associated with a two-way interaction among two of the first a − 1 factors (candidate / ∈ T ); and 2. no two-way interaction between one of the first a − 1 factors and factor a can occur at an index already associated with either a main effect or a two-way interaction (i.e., candidate
If the candidate index does not meet these two conditions, then its value is incremented by one (the next index becomes the candidate) and the process is repeated. Once a valid index assignment is found for factor a, the set T is updated to include indices corresponding to all two-way interactions among the first a factors, and the set A is updated to include the index assignment for factor a. If a = k then the algorithm terminates and the set A contains valid indices for all k factors. If a < k then the Addfactor function is invoked again, with inputs indicating that factors {a + 1, . . . , k} are still awaiting index assignments, that the (updated) set A contains indices assigned to the first a factors, and that the (updated) set T contains the indices associated with two-way interactions among the first a factors.
For illustrative purposes, we now step through the logic that Algorithm 1 uses to obtain the index assignments A for k = 5 factors. Algorithm 1 uses set notation for the Walsh index assignments, so any one-to-one matching of X 1 , . . . , X k to the k Walsh indices in A creates a valid design. However, for ease of exposition we use the convention that the Walsh index assignments for X 1 , X 2 , . . . , X 5 satisfy i 1 < i 2 < . . . < i 5 ; this corresponds to the sequence in which the indices of A are determined. No such ordering occurs as Walsh indices corresponding to the two-way interactions are added to T .
1. Initialize A and T to the empty set ∅. 2. Invoke the function Addfactor(1, 5, ∅, ∅). This seeks index assignments for factors 1 through 5, beginning with factor 1. The first candidate index is 0 + 1 = 1, and this is (trivially) a valid index assignment for factor 1. The set T remains unchanged, and the set A ← {1}. 3. Invoke the function Addfactor(2, 5, {1}, ∅). This seeks index assignments for factors 2 through 5, beginning with factor 2, given that factor 1 is assigned to index 1. The first candidate index is 1 + 1 = 2, and this is (trivially) a valid assignment for factor 2. Update T to include the two-way interaction between factors 1 and 2, which occurs at Walsh index 1 ⊕ 2 = 3. The set A ← {1, 2}. 4. Invoke the function Addfactor(3, 5, {1, 2}, {3}). This seeks index assignments for factors 3 through 5, beginning with factor 3, given that factors 1 and 2 are assigned to indices 1 and 2, respectively (and their interaction occurs at index 3). The first candidate index is 2 + 1 = 3, which is not an acceptable assignment since 3 ∈ T . The next candidate index is 4. Since 4 / ∈ T , the main effect for factor 3 will not be confounded with the two-way interaction between factors 1 and 2. The X 1 X 3 interaction would occur at 1 ⊕ 4 = 5 and the X 2 X 3 interaction would occur at 2 ⊕ 4 = 6; since neither of these indices are in A ∪ T = {1, 2, 3} then this assignment is acceptable. Update T ← {3, 5, 6} and A ← {1, 2, 4}. 5. Invoke the function Addfactor(4, 5, {1, 2, 4}, {3, 5, 6}). This seeks index assignments for factors 4 and 5, beginning with factor 4, given that factors 1 through 3 are assigned to indices 1, 2, and 4, respectively (and their twoway interactions occur at indices 3, 5, and 6). The candidate indices 5 and 6 are not acceptable since they are already in T . The candidate index 7 is not acceptable, since the X 1 X 4 interaction would occur at 1 ⊕ 7 = 6 and this is already in T . For the candidate index 8, the X 1 X 4 interaction would occur at 1 ⊕ 8 = 9, the X 2 X 4 interaction would occur at 2 ⊕ 8 = 10, and the X 3 X 4 interaction would occur at 4 ⊕ 8 = 12. This is acceptable, so update T ← {3, 5, 6, 9, 10, 12} and A ← {1, 2, 4, 8}.
6. Invoke the function Addfactor(5, 5, {1, 2, 4, 8}, {3, 5, 6, 9, 10, 12}). This seeks an index assignment for factor 5, given that factors 1 through 4 are assigned to indices 1, 2, 4, and 8, respectively (and their two-way interactions occur at indices 3, 5, 6, 9, 10, 12). The candidate indices 9 and 10 are already in T so they are not acceptable. The candidate index 11 is not acceptable since the X 2 X 5 interaction would occur at 2 ⊕ 11 = 9 and 9 ∈ T . Index 12 is not acceptable since it is already in T , index 13 is not acceptable since the X 1 X 5 interaction would occur at 1 ⊕ 13 = 12, and index 14 is not acceptable since the X 2 X 5 interaction would occur at 2 ⊕ 14 = 12. For the candidate index 15, the X 1 X 5 , X 2 X 5 , X 3 X 5 , and X 4 X 5 interactions would occur at 1 ⊕ 15 = 14, 2 ⊕ 15 = 13, 4 ⊕ 15 = 11, and 8 ⊕ 15 = 7, respectively. None of these indices is in either A or T , so this is a valid assignment. Update T ← {3, 5, 6, 9, 10, 12, 14, 13, 11, 7} = {3, 5, 6, 7, 9, 10, 11, 12, 13, 14} and A ← {1, 2, 4, 8, 15}. The resulting A is the experimental design for k = 5 factors.
Let A k = {i 1 , . . . , i k } denote the set of indices assigned to the k factors by Algorithm 1, and let T k = {i ⊕ j : i, j ∈ A k , i = j } denote the set of indices corresponding to two-way interactions of the k factors. As Theorem 3.2 shows, this algorithm creates R5 designs. 
PROOF. From (2), the column h * i of the Hadamard matrix H m+1 is of the form (h
m . Note that i < 2 m for all i ∈ A k . The columns {h * i : i ∈ A k } correspond to two replications of the original R5 design, so the result remains an unconfounded R5 design.
Proposition 3.1 is used in the proof that follows.
THEOREM 3.2. If k is a positive integer denoting the number of factors, then Algorithm 1 yields a two-level, resolution V factorial or fractional factorial design with N = 2
k− p design points for some nonnegative integer p.
PROOF (BY INDUCTION ON k).
Assume Algorithm 1 has constructed a valid factorial or fractional factorial design for k factors (indices {i 1 , . . . , i k }) with N k design points, but we seek a design for k + 1 factors. Let i k+1 denote the index assigned to factor k + 1 by Algorithm 1, and define i max = max{i : i ∈ A k }. Algorithm 1 tests potential indices i max + 1, i max + 2, . . . until it can assign an index i k+1 .
Case 1: Suppose Algorithm 1 assigns an index i k+1 < N k to factor k + 1. This occurs only if properties of the ⊕ operator, and making use of the fact that i < 2
This means that interactions between factor (k + 1) and all factors j ≤ k will not occur at previously assigned indices. Also, from basic properties of the ⊕ operator, i k+1 ⊕i = i k+1 ⊕ j for all i = j . Thus from (1), i k+1 ⊕ i = i k+1 ⊕ j for every i, j ∈ A k with i = j . In other words, all two-way interactions involving factor (k + 1) and any of the first k factors occur at distinct Walsh indices greater than 2 m . It follows that
By inspection, if k = 2 then Algorithm 1 assigns indices 1 and 2 to factors 1 and 2, respectively, and returns a design with 4 design points (N 2 = 2 2 ). The X 1 X 2 interaction will occur at index 1 ⊕ 2 = 3, and the result is an unconfounded full factorial design. Together with Case 1 and Case 2, this proves the result. 2, 4, 8, 15, 16, 32, 51, 64, 85} . Note that these 2 k− p designs have p > 0 for all k ≥ 5, yielding fractional factorial designs.
The most efficient designs are those with the largest number of factors for a given number of design points (e.g., k = 2, 3, 5, 6, 8, 11, 17, 21, 29, 38, 52, 69, 92, 120) . With this list for reference purposes, Algorithm 1 is no longer needed to identify any designs involving up to 120 factors. Note that by using all 120 indices in this table with N = 32,768, we will construct a 2 120−105 R5 fractional factorial. Clearly, Algorithm 1 yields efficient (highly fractionated) designs even for very large k. It also yields a convenient method of assigning indices to factors because a single list of assignments can be used: the design for k factors (A k ) is a simple augmentation of the design for k − 1 factors. That is, A k = A k−1 ∪ i k for some index i k .
Generating the designs from the set of indices is a straightforward task. An FWT can be called repeatedly with vectors (0, e i (N − 1)) for i ∈ A k , where e i (N − 1) is an elementary vector of dimension 1 × (N − 1) with a one in the ith location and zeroes elsewhere. The driver program for the FWT in the Appendix takes as its input the number of factors, and determines the number of design points N k and the appropriate set of indices from Table II . It then generates the e i columns, performs an FWT on them, and prints out the R5 FF design in a format similar to Table I , suitable for implementation and analysis. It takes only 0.2 CPU seconds on a 1.5GHz Mac PowerBook G4 to construct a 2 12−4 R5 FF and 36 CPU seconds to construct a 2 120−105 R5 FF. For comparison purposes, creating a custom design using the JMP-In software [SAS Institute 2004] on the same machine requires 60 seconds for a design involving 12 factors in 2 8 = 256 design points, but the resulting design is not completely orthogonal; it has pairwise correlations between ±0.0233, with the average |ρ| = 0.00838. The number of low levels ranged from 125-131, and only three columns had equal numbers of low and high levels. JMP took over 100 minutes to come up with an 18 factor design in 512 runs (the same size as our smallest R5 FF), but again it was not an orthogonal design: correlations ranged from −0.0158 to 0.0197, with the average |ρ| = 0.00606. The number of low levels ranged from 252 to 261, and only two columns had equal numbers of low and high levels. Given the dramatic increase in time required and the lack of orthogonality, we did not attempt to construct larger designs in JMP.
Once the response data (Y 's) have been collected, then standard statistical regression or analysis of variance software can be used to fit a model involving all main effects and two-way interactions, and to identify which of these terms are statistically significant. An equivalent analysis option is available when the FWT is used to generate the design from the Walsh indices in Table II : taking the FWT of the response vector Y yields coefficients which, when squared and scaled by N = 2 m , partition the total sum of squares into components SS i attributable to the Walsh function i (i = 1, . . . , N − 1). The sum squared error is
where SS tot denotes the usual total sum of squares for the given fractional factorial experiment; see, for example, p. 231 of Box et al. [1978] . The ratio SS i j /SSE can be compared to the critical value from a t distribution with 
degrees of freedom to test the null hypothesis of no main effect for factor j . Similarly, the ratio SS i j ⊕i h /SSE can be used to test for an interaction between factors j and h.
Central Composite Designs
The R5 fractional factorials of the previous section can be used as the basis for forming central composite designs as well: the 2 k− p R5 FF can be augmented by the addition of 2k star points and one or more center points. We follow Box et al. [1978] and use two center points so that all designs will have at least one degree of freedom for estimating the error variance.
Using the coded levels, the center points have the form (X 1 , . . . , X k ) = (0, . . . , 0), and the pairs of axial points have the form this design is said to be rotatable, which means it minimizes correlation among the terms of a full second-order model [NIST/SEMATECH 2005] . Table III shows the total number of runs required for selected central composite designs-representing the smallest and largest number of factors for given N in the underlying R5 FF designs.
DISCUSSION
For certain values of k there are other R5 designs that require fewer runs than those in Table II . For example, Mee [2004] describes an orthogonal array that handles 47 factors with N = 2,048 runs instead of the N = 4,096 from Algorithm 1. Hedayat et al. [1999] discuss generators and error-correcting code methods that can be used to construct some R5 designs (which they call orthogonal arrays of strength 4) that involve k = 2 m factors in N = 2 2m runs. These can sometimes be more efficient than our designs when k = 2 m , but since our designs can use intermediate values of N for k = 2 m , neither method dominates. For example, Hedayat et al. [1999] refer to a construction that yields R5 designs for 17 to 32 factors in 1,024 runs, and designs for 33 to 64 factors in 4,096 runs. Our designs are twice as large for k in the ranges 30-32 and 53-64, but they require the same number of design points for k in the ranges 22-29 or 39-52, half as many design points for k in the ranges 18-21, 30-38, or 65-69, and one-fourth as many design points for k = 17.
Despite the existence of some more efficient designs for certain values of k, our method has a distinct advantage because of the ease of constructing the designs. Under 80 lines of code in the Appendix provide a method for generating R5 FFs involving up to 120 factors-where the analyst need only specify k. This code is also available online . Even without access to our implementation of the FWT, we showed in Section 1 that it is easy to generate Hadamard matrices. It is then straightforward to create a R5 FF design by selecting the set of columns specified in Table II . This is in stark contrast to the methods we have found in our literature search, where descriptions of the construction methods are complex. For example, when Hedayat et al. [1999, Section 5 .11] focus on designs involving fewer than 32 factors, they describe multiple methods depending on the value of k. Mee's [2004] description of a R5 design involving 64 factors in 4,096 runs requires the analyst to (i) construct a 2 7 full factorial; (ii) for each of 32 blocks, augment the 2 7 factorial with 57 additional columns (one for each design generator, multiplied by −1 if the entry in the 57 × 32 blocks by foldover matrix he provides is '−'); and (iii) stack the 32 augmented blocks to obtain a 4,096-run design. While none of these steps is hard, there are many opportunities for errors to creep in if step (ii) is done manually. We see the ease of constructing very large designs for general k as a clear benefit of our approach.
Our initial interest in large designs was motivated by simulation experiments, where the time to conduct an experiment does not depend solely on the number of design points. Simulations are often characterized as having hundreds or thousands of potential factors, important interaction effects, and highly heterogeneous error variances (see, e.g., Law and Kelton [2000] and Kleijnen et al. [2005] ). Once an analyst recognizes that the assumption of a common error variance may not be valid, the design must be replicated. This provides more flexibility in the choice of design. For example, suppose an analyst suspects that error variance is not constant across design points, has an interest in estimating these variances, and has sufficient time or budget for 2 15 = 32,768 runs. Partitioning this between the base design and replications yields several possibilities, ranging from 32 replications of a 2 29−19 to 2 replications of a 2 92−78 . If the latter is chosen and, say, 70 factors are important as main effects or in interactions, then a smaller design would not have sufficed. Conversely, if only 29 or fewer factors yield significant effects, then the analyst can eliminate 63 or more factors from further consideration and treat the data as 32 replications of a 2 29−19 . In short, large R5 fractional factorials can be viewed as screening designs where interactions are of interest.
CONCLUSIONS
We have provided a concise representation for resolution V fractional factorial designs involving up to 120 factors, and a simple algorithm for generating if (!isPowerOf2(x.length)) { throw new IllegalArgumentException( "Vector length must be a power of two."); } for (int lag = 1; lag < x.length; lag = offset) { offset = lag << 1; ngroups = x.length / offset; for (int group = 0; group < ngroups; ++group) { for (int base = 0; base < lag; ++base) { j = base + group * offset; k = j + lag; temp = []) x.clone()); } /* * Private method to check whether n is a power of two */ private static boolean isPowerOf2(int n) { final int MAXINT = 1 << 30; for (int i = 1; i < MAXINT; i <<= 1) if (i == n) return true; return false; } /* * Private method to format an output string to a fixed with by * prepending space. */ private static String prependSpace(int n, String s) {
String[] res = { "", " ", " ", " ", " " }; if (n < res.length) return res[n] + s; else return s; }
