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Summary
The maximum-likelihood–binomial (MLB) method,
based on the binomial distribution of parental marker
alleles among affected offspring, recently was shown to
provide promising results by two-point linkage analysis
of affected-sibship data. In this article, we extend the
MLB method to multipoint linkage analysis, using the
general framework of hidden Markov models. Further-
more, we perform a large simulation study to investigate
the robustness and power of the MLB method, com-
pared with those of the maximum-likelihood–score
(MLS) method as implemented in MAPMAKER/SIBS,
in the multipoint analysis of different affected-sibship
samples. Analyses of multiple-affected sibships by means
of the MLS were conducted by consideration of all pos-
sible sib pairs, with (weighted MLS [MLSw]) or without
(unweighted MLS [MLSu]) application of a classic
weighting procedure. In simulations under the null hy-
pothesis, the MLB provided very consistent type I errors
regardless of the type of family sample (sib pairs or mul-
tiple-affected sibships), as did the MLS for samples with
sib pairs only. When samples included multiple-affected
sibships, the MLSu led to inflation of low type I errors,
whereas the MLSw yielded very conservative tests.
Power comparisons showed that the MLB generally was
more powerful than the MLS, except in recessive models
with allele frequencies !.3. Missing parental marker data
did not strongly influence type I error and power results
in these multipoint analyses. The MLB approach, which
in a natural way accounts for multiple-affected sibships
and which provides a simple likelihood-ratio test for
linkage, is an interesting alternative for multipoint anal-
ysis of sibships.
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Introduction
Affected-sib-pair linkage studies are a very common de-
sign for the search for genetic components involved in
complex traits. To analyze these data, a widely used
approach is the maximum-likelihood–score (MLS)
method proposed by Risch (1990b), which has been im-
plemented in popular software packages such as MAP-
MAKER/SIBS (Kruglyak and Lander 1995), allowing
performance of multipoint MLS analyses. Several ap-
proaches have been proposed for use of the MLS when
affected-sib-pair samples include sibships with more
than two affecteds (multiple-affected sibships). A simple
strategy is to deconstruct the multiple-affected sibship
into all possible constitutive sib pairs. However, this ap-
proach can lead to overestimation of significance levels,
as was pointed out by Daly and Lander (1996) with
regard to a linkage study on non–insulin-dependent
(type 2) diabetes (Hanis et al. 1996). Another strategy
for use of the MLS implemented in MAPMAKER/SIBS
is to weight the LOD score of each sib pair by , where2/S
S is the total number of affected sibs from which the sib
pair comes, but this approach was shown to provide
very conservative tests (Meunier et al. 1997).
An alternative method for analysis of multiple-
affected sibships, the “maximum-likelihood–binomial
(MLB) method,” recently has been studied in a two-
point linkage analysis with complete parental marker
data and has shown very consistent type I errors and
good power performances when mixtures of sibships
with different numbers of affected sibs were analyzed
(Abel et al. 1998). The MLB method, which is based on
the binomial distribution of parental alleles among af-
fected offspring (Badner et al. 1984; Majumder and Pal
1987), takes into account, in a natural way, multiple-
affected sibships and provides a simple likelihood-ratio
test involving a single parameter. Furthermore, in an
analysis of sibships with two affecteds, the MLB method
was shown to be more powerful than the classic mean
test, when a common asymptotic type I error was used
(Abel et al. 1998).
The first goal of this article is to extend the MLB
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method to multipoint analysis, by means of hidden Mar-
kov chain models (Lander and Green 1987; Kruglyak
and Lander 1995; Kruglyak et al. 1996). Then, a large
simulation study is discussed, to study the type I errors
and the power of both the MLS and MLB methods in
the multipoint analysis of family data including (1) af-
fected sib pairs only, (2) sibships with four affected sib
pairs, and (3) a mixture of affected sib pairs and mul-
tiple-affected sibships. We also studied the influence of
missing parental marker data on the analyses.
Methods
The MLS Method
The MLS method was devised originally by Risch
(1990b) and is described briefly in the following dis-
cussion. For a given location along a chromosome, let
z0, z1, and z2 denote the probabilities that a sib pair
shares 0, 1, or 2 alleles identical by descent, respectively;
obviously, . The test for linkage is ex-z  z  z  10 1 2
pressed as a LOD score comparing the likelihood of the
marker data maximized over (z0, z1, z2) with the likeli-
hood of the marker data under the null hypothesis (H0);
that is, . The properties of the(z , z , z )  (.25, .5, .25)0 1 2
MLS have been studied extensively by Holmans (1993),
who showed that the power of the method could be
improved by restricting maximization to genetically pos-
sible models only. The resulting asymptotic distribution
is a mixture of x2 with 1 or 2 df, and this restricted test
has a size of ∼.001 for a log10 likelihood-ratio criterion
of ∼2.3 (Holmans 1993). The MLS test has been im-
plemented in popular software packages such as MAP-
MAKER/SIBS (Kruglyak and Lander 1995), which al-
lows performance of an efficient multipoint analysis and
which was the software used in this study. Several op-
tions are available in MAPMAKER/SIBS, to take into
account multiple-affected sibships: (1) consideration of
all possible sib pairs and weighting of the LOD score of
each sib pair by , referred to in this article as2/S
“weighted MLS” (“MLSw”); (2) consideration of all
possible sib pairs, without any weighting, referred to as
“unweighted MLS” (“MLSu”); (3) consideration of only
independent sib pairs (the first sib pair or the sib pairs
created by taking the first sib with other sibs), which
was not studied extensively in the simulation because it
led to serious decreases in power in our initial results
(data not shown). For family samples including affected
sib pairs only, all options are identical and will be re-
ferred to as “MLS,” whereas samples containing mul-
tiple-affected sibships were analyzed by both the MLSu
and the MLSw approaches.
The MLB Method
The likelihood of the marker data of S affected chil-
dren can be expressed under H0 as a product, over j (the
sibships) and k (the parents), of binomial distribution
(Sj, .5), where Sj is the number of affected offspring in
sibship j (Majumder and Pal 1987; Abel et al. 1998). A
simple linkage test then can be constructed by assessing
the departure from .5 of the probability parameter of
these binomial distributions among affected sibs who
have received the same marker allele (Abel et al. 1998).
When this parameter is denoted as a, the likelihood of
the sample, L(a), can be written as ,L(a)   L (a)jk jk
where Ljk(a) denotes the likelihood of a sibship in which
the distribution of the number of affected sibs who have
received allele A from a heterozygous AB parent, de-
noted as nA, is binomial (Sj, a). Taking into account
unknown phase matings, the relevant part of the like-
lihood depending on a, denoted as fjk(a), can be ex-
pressed as follows (Abel et al. 1998):
n Sn n SnA j A A j Af (a)  [a (1 a)  (1 a) a ] .jk
Note that this expression is totally symmetric for a,
and, before proceeding to the test itself, it is necessary
to decide the meaning of a. The parameter a can be
defined as either the probability that an affected sib has
received the marker allele not transmitted with the dis-
ease allele or the probability that an affected sib has
received the marker allele transmitted with the disease
allele. In the first case, the appropriate alternative hy-
pothesis is , whereas in the second case it is defineda ! .5
as . In either case, the test is one-sided, once thea 1 .5
interpretation of a has been determined. In the discus-
sion that follows, we arbitrarily have used the second,
intuitively probably more appealing meaning of
a—namely, the alternative hypothesis . The cor-a 1 .5
responding test described below is one-sided, as already
stated above. Let a be the maximum-likelihood esti-
mator of a; therefore, the test for linkage is a standard
likelihood-ratio statistic L:
L(a  a) f (a  a)jk
L  2ln  2 ln .[ ] [ ]L(a  .5) f (a  .5)jk jk
L asymptotically has a mixture distribution of .5 x2 (0
df) and .5 x2 (1 df); that is, L1/2, denoted as ZMLB, is a
one-sided standard normal deviate. The reasoning for
the 50% point mass at 0 is that the test is one-sided;
that is, a is bounded at .5 when the unrestricted maxi-
mum is !.5, and the probability that this situation occurs
is .5, under H0. The test also can be expressed as a LOD-
score criterion [equal to ], which, in this case,L/2ln(10)
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has the same distribution as a classic LOD score based
on the estimation of the recombination fraction (v).
There is a direct relationship between a and p, the
proportion of alleles shared by the sib pairs. For sibships
with , , and a stronger result isS  2 p  1 2a(1 a)
shown in the study by Abel et al. (1998)—namely, that
this equality holds regardless of the size of the sibship.
By use of this relationship, for a sample of sibships with
(sib pairs only), the likelihood-ratio test is equiv-S  2
alent to the classic mean test, in the sense developed by
Knapp et al. (1994); in particular, L and the mean test
statistic are monotonally increasing with an increasing
proportion of shared alleles. However, this equivalence
does not necessarily imply the equality of the power of
the tests derived from these two statistics, when a com-
mon asymptotic type I error is used. In appendix B of
their study, Abel et al. (1998) demonstrate that, for a
given value of p, L is always greater than the corre-
sponding x2 of the mean test, indicating that the MLB
test is expected to be more powerful than the mean test
when a common asymptotic type I error is used.
The multipoint extension of the MLB method uses the
general framework of hidden Markov models developed
previously in this context (Lander and Green 1987;
Kruglyak and Lander 1995; Kruglyak et al. 1996), and
we will use notations from the article describing the
GENEHUNTER program (Kruglyak et al. 1996). For
the case of nuclear families, there are two founders (the
parents) and n nonfounders, including S affected
and unaffected children. Let v(x) be the inheri-n S
tance vector at point x of the genome v(x) 
, where pi and mi are binary variables(p , m ,..., p , m )1 1 n n
(0; 1) indicating the outcomes of paternal and maternal
meioses. The set of the 22n possible inheritance vectors
is denoted V, and the probability distribution of all in-
heritance vectors given the marker data at any point of
the genome, which corresponds to ,P[v(x)  w]Gw  V
computed by use of hidden Markov models (Lander and
Green 1987; Kruglyak and Lander 1995; Kruglyak et
al. 1996). For a given inheritance vector w, the relevant
part of the likelihood in the MLB approach, for sibship
j,—denoted as fjk(a; w)—becomes
n (w) Sn (w) n (w) Sn (w)1k j 1k 1k j 1kf (a;w)  a (1 a)  (1 a) a ,jk
where n1k(w) is the number of affected sibs for whom
( , father) or ( , mother), andp  1 k  1 m  1 k  2i i
the likelihood of the whole sample will be denoted as
L(a; w). Note that when , fjk(a; w) is independenta  .5
of w and is equal to .S Sj j.5  .5
The likelihood at location x is obtained by summing
over all possible inheritance vectors, and, for the whole
sample, the multipoint likelihood-ratio test at position
x, L(x), is computed as
 L(a  a; w)P[v(x)  w]
wV
L(x)  2ln{ } L(a  .5; w)P[v(x)  w]
wV
 f (a  a; w)P[v(x)  w]jk
wV 2 ln , { } f (a  .5; w)P[v(x)  w]jk jk
wV
which has the same distribution as described above.
Note that the denominator of L(x) is independent of the
probability distribution of the inheritance vectors, since
. This expression has the same form as the like-a  .5
lihood-ratio statistic described by Kruglyak et al.
—
LR(x)
(1996) for parametric linkage analysis. What is different
in this article is the use of a nonparametric binomial
approach to express the likelihood of a sibship. A pro-
cedure for MLB calculations, in programming language
C, was developed and linked to the GENEHUNTER
program (Kruglyak et al. 1996), which provides the dis-
tribution of inheritance vectors, given marker data for
any location in the genome map considered for the
analysis.
Simulation Study
Simulation Settings
Genetic model.—Simulations were conducted to in-
vestigate the type I error and the power of the MLS and
MLB methods in the analysis of multipoint data. To
generate the family data, we considered a disease locus
G with alleles D and d with population frequencies q
and , respectively, and three penetrances fDD, fDd,1 q
and fdd, corresponding to the three possible genotypes.
Three dominance effects were considered for allele D:
recessive ( ), additive [ ], andf  f f  (f  f )/2Dd dd Dd dd DD
dominant ( ). The overall prevalence of the dis-f  fDD Dd
ease, K, generally was fixed at .05, but, to assess the
influence of prevalence on the power of the methods, we
also considered K values of .02 and .10. Given K and
the dominance effect of D, penetrances were computed
for different values of q and lS, the sibling recurrence-
risk ratio (Risch 1990a). Relationships between pene-
trances, genotypic relative risks, and the probability that
an affected child has received a D allele from a Dd parent
have been described elsewhere (Abel et al. 1998). The
penetrances corresponding to all genetic models that
were considered in the simulation study, according to
prevalence, lS value, and dominance effects, are shown
in table 1. We also introduced genetic heterogeneity in
the simulation model, so that the disease was controlled
by locus G in a proportion b of families, whereas it was
due to another locus (not linked to G) with the same
characteristics as G in a proportion of families.1 b
Note that, in this case, the sibling relative recurrence risk
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Table 1
Genetic Models Considered in the Simulation Study, According to
K, lS, and the Type of Dominance Model
MODEL AND K lS
FREQUENCY
OF D ALLELE
PENETRANCE
fDD fDd fdd
Dominant:
.05 2 .005 .755 .755 .043
.05 2 .01 .547 .547 .040
.05 2 .05 .266 .266 .027
.05 2 .10 .198 .198 .015
.05 1.5 .01 .401 .401 .043
.05 2.5 .01 .659 .659 .038
.05 3 .01 .753 .753 .036
.10 2 .05 .533 .533 .053
.02 2 .05 .107 .107 .011
Additive:
.05 2 .02 .750 .393 .036
.05 2 .05 .486 .256 .027
.05 2 .10 .350 .183 .017
.05 2 .20 .250 .125 .000
.05 1.5 .05 .358 .196 .034
.05 2.5 .05 .584 .303 .022
.05 3 .05 .666 .342 .018
.10 2 .10 .700 .367 .033
.02 2 .10 .140 .073 .007
Recessive:
.05 2 .10 .965 .041 .041
.05 2 .20 .474 .032 .032
.05 2 .30 .313 .024 .024
.05 2 .40 .233 .015 .015
.05 1.5 .20 .350 .037 .037
.05 2.5 .20 .570 .028 .028
.05 3 .20 .650 .025 .025
.10 2 .20 .948 .065 .065
.02 2 .20 .190 .013 .013
Table 2
Results of the Simulation Study under H0, for the 2AS Samples, by
Use of 50,000 Replicates of the MLS and MLB Tests
EXPECTED
TYPE I
ERROR
AND TEST
OBSERVED TYPE I
ERROR, WHEN
PARENTAL
DATA COMPLETE
OBSERVED TYPE I
ERROR, WHEN
PARENTAL
DATA MISSINGa
100
Sib Pairs
200
Sib Pairs
100
Sib Pairs
200
Sib Pairs
.05:
MLB .05084 .05068 .05092 .04940
MLS .05156 .04966 .04552 .04726
.001:
MLB .00100 .00092 .00080 .00092
MLS .00098 .00094 .00106 .00092
.0001:
MLB .00006 .00014 .00010 .00008
MLS .00004 .00012 .00004 .00008
a Results obtained by use of correct allele frequencies.
due specifically to locus G, denoted as lS(G), is equal to
.1 b(l  1)S
Genotype data were generated for a genetic map of
20 cM, with five markers spaced every 5 cM. Each of
the marker loci had five equally frequent alleles. The
disease locus G was located in the middle of the map,
at , with marker 3. To compare the observed sta-v  0
tistics to a known asymptotic distribution, we consid-
ered the values obtained for only one position, which
was in the middle of the map and corresponded to the
actual location of G. With respect to parental marker
data, two situations were considered: either entirely
known (complete data) or fully missing (incomplete
data) parental genotypes. For the situation of incomplete
data, analyses were performed with the correct marker
allele frequency, .20.
Generation of families.—Monte Carlo methods were
used to simulate data from nuclear families with a num-
ber of children per sibship, following the distribution of
sibship sizes provided by Speer et al. (1995). Genotypes
and affected status were assigned randomly under the
different genetic models defined above. For these fami-
lies, three types of family samples were considered. The
first type (the 2AS sample) consisted of affected sib pairs
only and included 100 or 200 families. The second type
(the 4AS sample) included 30 families with four affected
children, corresponding to 180 possible affected sib
pairs. The last type (the MAS sample) was a mixture of
sibships, with the number of affecteds varying from two
to five, in a proportion close to that observed by Hanis
et al. (1996): for 76% of the sibships, ; for 16%,S  2
; for 6%, ; and for 2%, . MAS samplesS  3 S  4 S  5
of 50 and 100 families were simulated, corresponding
to 90 and 180 possible affected sib pairs, respectively,
and also including available unaffected children, up to
a maximum of five sibs (affected and unaffected) per
family.
Simulations under H0
Simulations under H0 were performed to explore the
type I error of the tests. For these simulations, only one
genetic model was considered (dominant with q  .01
and ), and 50,000 replicates of family samplesl  3S
were generated for each situation, according to the sam-
pling scheme (2AS, 4AS, or MAS), the sample size, and
the presence or absence of parental genotypic data. For
the MLB, the observed .05, .001, and .0001 type I errors
were the proportion of replicates that provided a value
for ZMLB, the one-sided standard normal deviate of the
MLB statistic, above 1.645, 3.090, and 3.717, respec-
tively. For the LOD-score statistic of the MLS, we used
the asymptotic thresholds provided by Holmans (1993)
for the case of a fully informative marker—namely,
0.742, 2.324, and 3.289 for .05, .001, and .0001 type
I errors, respectively. The 95% confidence intervals of
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Table 3
Results of the Simulation Study under H0, for the MAS and 4AS Samples, by Use of
50,000 Replicates of the MLB, MLSw, and MLSu Tests
EXPECTED TYPE I
ERROR AND TEST
OBSERVED TYPE I ERROR,
WHEN PARENTAL DATA
COMPLETE
OBSERVED TYPE I ERROR,
WHEN PARENTAL DATA
MISSINGa
30 4AS
Families
50 MAS
Families
100 MAS
Families
30 4AS
Families
50 MAS
Families
100 MAS
Families
.05:
MLB .04880 .04972 .05024 .04866 .04818 .04958
MLSw .01144 .03538 .03384 .00858 .03276 .03290
MLSu .05802 .05622 .05520 .04844 .05084 .04970
.001:
MLB .00090 .00086 .00110 .00080 .00110 .00104
MLSw .00002 .00040 .00034 .00002 .00040 .00046
MLSu .00234 .00194 .00168 .00130 .00156 .00146
.0001:
MLB .00010 .00004 .00010 .00004 .00016 .00008
MLSw .00000 .00004 .00002 .00000 .00004 .00004
MLSu .00034 .00034 .00018 .00008 .00034 .00026
a Results obtained by use of correct allele frequencies.
the .05, .001, and .0001 type I errors observed for
50,000 replicates are .0481–.0519, .00072–.00128, and
.00001–.00019, respectively.
Results for the 2AS samples are shown in table 2. Both
the MLB and MLS statistics provide very consistent re-
sults, regardless of whether the parents are genotyped.
In particular, observed .001 and .0001 type I errors are
always within their 95% confidence intervals, for both
100- and 200-family samples. The mean information
content, as defined by Kruglyak et al. (1996), was .938
when parents were genotyped and .516 when parental
data were missing. For the situation of 200 2AS families
with missing parental data, we also performed the anal-
ysis using, for markers 1, 3, and 5, a misspecified vector
of allele frequencies, (.35, .30, .15, .10, .10), whereas
the correct vector, (.20, .20, .20, .20, .20), was used for
markers 2 and 4. This misspecification led to an inflation
of the type I error, for both methods, with an observed
.001 type I error equal to .0021 and .0020 for the MLB
and the MLS, respectively (data not shown). Table 3
presents the results for the MAS and 4AS samples. The
mean information content was .952 and .956 when par-
ents were genotyped and .710 and .755 when parental
data were missing, for the MAS and 4AS samples, re-
spectively. The MLB always yields observed type I errors
within their 95% confidence intervals, regardless of fam-
ily-sample size or of the presence or absence of marker
parental data (when correct allele frequencies are used).
The MLSu provides inflation of type I errors, especially
for low type I errors and for the 50 MAS family samples.
The MLSw leads to conservative type I errors, especially
for the 4AS samples. This is an unexpected result, since,
for a sample including sibships with the same number
of affecteds, the weighted and the unweighted statistic
are identical when the classic mean test is used (Suarez
and Van Eerdewegh 1984; Abel et al. 1998). For this
reason, only the MLSu was used for power comparisons
with the MLB, for the MAS samples.
Simulations under the Alternative Hypothesis
These simulations were conducted to investigate the
respective power of the different statistics. Family data
were generated under the different genetic models in-
dicated in table 1. Two heterogeneity levels were con-
sidered, with or . Samples consisted ofb  .75 b  .5
200 2AS families or 100 MAS families. For each genetic
model, 1,000 replicates of family samples were gener-
ated, and results are presented in terms of power for a
.001 type I error—that is, the proportion of replicates
that yielded a test value above a given .001 threshold.
For the 2AS families, the asymptotic .001 thresholds
defined above were used. For the MAS families, we used
empirical .001 thresholds, with respect to the overesti-
mated type I errors observed for the MLSu. From the
50,000 replicates of 100 MAS families simulated pre-
viously under H0, the empirical .001 threshold was con-
sidered to be the value above which 50 values of test
statistics were observed. For ZMLB, the empirical .001
threshold was equal to 3.1210 and 3.1212 for samples
with and those without parental genotypic data, re-
spectively, and, for the LOD-score statistic of the MLSu,
these values were 2.632 and 2.5104, respectively.
Results are shown, in figure 1, for 200 2AS families
(75% of linked families), simulated under the 12 genetic
models of table 1 with and a prevalence of .05.l  2S
Power levels depend on q and the dominance model,
with a range of 15%–80% for dominant models,
Figure 1 Power, in percentages, for an asymptotic .001 threshold observed with the MLB and the MLS, for 200 2AS families with parental
marker data (panels A–C) and without parental marker data, when correct allele frequencies were used (panels D–F). The proportion of linked
families was 75%, and data were generated under the genetic models in table 1 with and . A and D, Dominant model. B andl  2 K  .05S
E, Additive model. C and F, Recessive model.
Figure 2 Power, in percentages, for an empirical .001 threshold observed with the MLB and the MLSu, for 100 MAS families with
parental marker data (panels A–C) and without parental marker data, when correct allele frequencies were used (panels D–F). The proportion
of linked families was 75%, and data were generated under the genetic models in table 1 with and . A and D, Dominant model.l  2 K  .05S
B and E, Additive model. C and F, Recessive model.
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Figure 3 Power, in percentages, for an asymptotic .001 threshold observed with the MLB and the MLS, for 200 2AS families with parental
marker data (panels A–C) and without parental marker data, when correct allele frequencies were used (panels D–F). The proportion of linked
families was 50%, and data were generated for different lS values ( ). A and D, Dominant model with . B and E, Additive modelK  .05 q  .01
with . C and F, Recessive model with .q  .05 q  .2
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Table 4
Power (for a .001 Type I Error ) of the MLB and MLS Methods, for
200 2AS Families (with Genotyped Parents), under Three Genetic
Models with , According to Kl  2S
MODEL (q) AND TEST
POWER, FOR K 
(%)
.02 .05 .10
Dominant (.05):
MLB 73.8 72.5 67.2
MLS 69.5 70.4 63.3
Additive (.10):
MLB 73.1 75.6 80.8
MLS 70.5 73.0 78.0
Dominant (.05):
MLB 98.4 98.5 97.6
MLS 98.9 98.9 98.6
40%–80% for additive models, and 195% for recessive
models. Except for recessive models with , theq ! .3
MLB statistic is slightly more powerful than the MLS
statistic, regardless of whether the parents have been
genotyped. Power studies also were performed for the
2AS samples with missing parental data, by use of the
previously defined misspecified allele frequencies. In this
case, empirical thresholds were used, since large inflation
of .001 type I errors was observed under H0, and power
levels were very close to those obtained for samples an-
alyzed with correct allele frequencies and asymptotic
thresholds (data not shown). Under these 12 genetic
models, the same pattern of results between the MLB
and the MLSu was observed for 100 MAS families (fig.
2). The MLB outperforms the MLS statistic, except for
a dominant model with and a recessive modelq ! .01
with . Similar results were obtained with 50% ofq ! .2
linked families (data not shown); for this 50% hetero-
geneity level, figure 3 displays the results for different lS
values for the 2AS samples. The MLB provides greater
power than the MLS, for dominant ( ) and ad-q  .01
ditive ( ) models, whereas the reverse was ob-q  .05
served for a recessive ( ) model. Table 4 shows theq  .2
power results obtained for 200 2AS families, when the
overall prevalence was varied. Whereas the power de-
creases as the prevalence increases for a dominant model
(and to a lower extent for a recessive model), the reverse
is observed for an additive model. However, the differ-
ences observed between the MLB and MLS methods
remain quite similar regardless of the prevalence values.
Discussion
The simulation studies under H0 for the 2AS samples
indicate that asymptotic thresholds can be used in this
context, for both the MLB and MLS methods. For sam-
ples including multiple-affected sibships (4AS and MAS),
the MLB yielded very consistent type I errors, confirming
the results observed in two-point analysis with complete
parental data (Abel et al. 1998). In MAS samples, the
MLSu led to overestimated low type I errors, which re-
quires the use of Monte Carlo methods to obtain reliable
significance levels, as discussed elsewhere (Daly and
Lander 1996; Kong et al. 1997). In contrast, the MLSw,
as implemented in MAPMAKER/SIBS, provides very
conservative tests, as has been noted elsewhere for two-
point analyses (Meunier et al. 1997). In particular, re-
sults observed for the 4AS samples were unexpected,
since, for a sample including sibships with the same num-
ber of affecteds, the weighted and the unweighted sta-
tistic are identical when the classic mean test is used
(Suarez and Van Eerdewegh 1984; Abel et al. 1998). We
also noted that, in our multipoint analyses performed
with correct allele frequencies, missing parental data did
not strongly influence the results obtained under H0,
whereas they have been shown to lead to a decrease of
MLS type I errors in two-point analysis (Meunier et al.
1997). However, we noted a large inflation of type I
errors for the MLB and MLS methods, when incorrect
allele frequencies were considered in this study, and fur-
ther studies will investigate more extensively the influ-
ence of misspecifying these frequencies on the robustness
of the tests.
Power comparisons between the MLB and the MLS
led to similar results regardless of the type of family
sample (2AS or MAS), the heterogeneity level, or
whether parental marker data were present or absent;
that is, the MLB statistic was slightly more powerful
than the MLS statistic, except for recessive models with
and dominant models with . We also notedq ! .3 q ! .01
that missing parental data led to only a small power
decrease, especially for recessive models, in the multi-
point analyses performed with correct allele frequencies,
an observation consistent with the results obtained by
Holmans (1993). The main difference between the 2AS
and MAS samples is in the influence of q, the frequency
of the deleterious allele, on the power of the statistics.
For the 2AS samples, the power increases with an in-
crease of q, whereas the reverse is observed for the MAS
samples. These results are explained by the difference in
the proportion of parents heterozygous for the delete-
rious allele, according to the number of affected sibs and
q (Abel et al. 1998), and emphasize the importance of
analyzing samples including a mixture of sibships of dif-
ferent sizes, in order to cover a large range of disease
allele frequencies. Finally, it is interesting to note that,
for a same lS value (e.g., ), there are large differ-l  2S
ences in power results, according to q and the dominance
effect of the deleterious allele, with the higher power
being observed in recessive models.
The multipoint extension of the method was per-
formed easily by use of the general framework of hidden
Markov models developed previously in this context
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(Lander and Green 1987; Kruglyak and Lander 1995;
Kruglyak et al. 1996). This development also could be
applied to the MLB method recently proposed for link-
age analysis of quantitative traits (Alcais and Abel 1997).
Studies of extensions that take into account genetic het-
erogeneity are ongoing. It is, for example, straightfor-
ward to include and to consider additional parameters
according to some measured factor (e.g., sex of parent).
The MLB approach, which in a natural way accounts
for multiple-affected sibships and leads to a simple like-
lihood-ratio test for linkage, which provides very con-
sistent type I errors and good power performances, ap-
pears to be a quite interesting alternative method for
multipoint linkage analysis of sib-pair data.
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