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vSommario
Negli ultimi anni, grazie anche all’avvento del web 2.0, si sono rese disponi-
bili grandi sorgenti di dati semistrutturati. Si e` quindi sviluppato un certo
interesse da parte della comunita` di ricerca su alcuni modelli per basi di dati
atti ad una migliore rappresentazione e piu` efficiente interrogazione di que-
sto tipo di informazioni: un noto esempio proposto dal W3C e` “Resource
Description Framework”.
In questa tesi si analizzano alcuni modelli a grafo sia per dati semistruttu-
rati che non, e si confrontano i relativi linguaggi di interrogazione dal punto
di vista del loro potere espressivo.
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Introduzione
Si definisce “graph database model”, il modello per basi di dati la cui carat-
teristica fondamentale e` l’uso della struttura dati a grafo per la rappresenta-
zione delle informazioni.
L’interesse per questo modello dei dati nasce dalla presenza di diversi
contesti reali in cui i dati trattati sono associabili ad istanze di grafi piu` o
meno grandi; esempi si traggono dalla biologia, dalla logistica, dall’analisi di
reti sociali e non solo.
(a) Molecola di saccarosio (b) Parte della rete ferroviaria
Figura 1: Due esempi di istanze di grafi tratti dalla biologia e dalla logistica dei
trasporti.
Una volta che i dati risultano rappresentati in questo modello, si genera
una nuova gamma di possibili interrogazioni che con altri modelli non sono
esprimibili o, lo sono in modo innaturale. Riferendoci ai due casi mostrati
in figura 1, ci potremmo chiedere se esiste un certo pattern nella molecola di
saccarosio o il percorso piu` economico per spostarsi tra due citta`.
Da questo modello si sono sviluppate nel corso del tempo diverse spe-
cializzazioni per i diversi contesti applicativi. Esempi sono i sistemi GIS
(Geographic Information System).
Negli ultimi anni, grazie anche all’avvento del cos`ı detto “Web 2.0”, si
sono create grandi quantita` di dati che trovano una loro naturale rappresen-
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tazione nel modello a grafo; quest’ultimo e` stato quindi esteso all’uso dei dati
semistrutturati, la cui proprieta` e` quella di avere una struttura irregolare.
Un esempio noto e` il World Wide Web. Ogni pagina web ha una propria
struttura in genere simile a quella delle altre pagine dello stesso sito e molto
dissimile rispetto a quelle di altri siti. Allo stesso tempo, attraverso il mec-
canismo dei collegamenti ipertestuali, e` possibile definire collegamenti diretti
tra pagine, formando quindi un grande grafo. Data la numerosita` di pagine
oggi in rete, il Web e` ritenuto uno dei piu` grandi grafi attualmente esistenti.
Il modello a grafo
Rispetto ad altri modelli allora presenti, una delle peculiarita` di questo mo-
dello e` quella di catturare ed enfatizzare le relazioni che intercorrono tra le
entita` reali che vengono rappresentate.
Nonostante fosse possibile rappresentare tali realta` con altri modelli, la
limitata espressivita` dei linguaggi di interrogazione relative alla struttura a
grafo, ha portato la ricerca allo sviluppo di questo nuovo modello.
La struttura dati base su cui si sviluppa questo modello, come riporta
il suo nome, e` il grafo. Questo e` definito come una coppia di nodi ed archi
di cui i primi sono associati alle entita` da rappresentare, e i secondi alle
relazioni tra di esse. Le differenze tra le diverse implementazioni proposte
in letteratura, si focalizzano soprattutto sulla definizione degli archi (vedi
Figura 2) distinguendo ad esempio tra quelli orientati o non, oppure tra
quelli etichettati o non.
(a) orientato (b) non orientato (c) etichettato
Figura 2: Tre tipi di grafo.
Anche sulla definizione dei nodi alcuni modelli si differenziano permet-
tendo l’annidamento di grafi: gli ipernodi (vedi Figura 3).
Come gia` accennato, il punto di forza di questo modello si ha dal punto
di vista delle interrogazioni che permettono l’uso delle nozioni fondamentali
della teoria dei grafi come percorsi, connettivita` e lunghezze. Esempi di
richieste sono:
• ricerca di percorsi di vario tipo tra due nodi;
3Figura 3: Esempio di ipernodo.
• esistenza di particolari sottoreti all’interno di grafi piu` grandi;
• richiesta di particolari misure come il diametro di un grafo, o il grado
di un nodo.
Le implementazioni degli algoritmi per l’esecuzione di questo tipo di in-
terrogazioni fanno uso delle ricerche condotte nel campo dell’ottimizzazione
combinatoria, tuttavia alcune di esse possono rimanere di complessita` espo-
nenziale. In questa tesi non ci si preoccupa di questo aspetto computazionale,
essendo piu` interessati all’espressivita` dei linguaggi.
Un’estensione per i dati semistrutturati
Come accennato nella prima parte di questa breve introduzione, negli ultimi
anni si e` verificata un’esplosione nella quantita` di dati raccolta attraverso il
web e non solo. Una delle caratteristiche di questi dati e` quella di essere,
nella maggior parte dei casi, dotati di una struttura irregolare e incompleti.
Un esempio piu` contenuto rispetto al WWW, e ripreso nel seguito di que-
sta tesi, e` quello di un’ipotetica guida turistica che raccoglie tutte le schede
di ristoranti trovate in rete. Non essendo stato definito a priori nessuno sche-
ma, ogni scheda puo` essere strutturalmente diversa e/o incompleta rispetto
alle altre.
Un modello atto alla loro rappresentazione deve quindi tenere di conto di
questa caratteristica e proporre dei linguaggi che permettano la scrittura di
interrogazioni sufficientemente flessibili. Tra le implementazioni piu` note si
citano Object Exchange Model, e Resource Description Framework.
Il primo nasce come modello transitorio durante il passaggio da un sistema
di basi di dati ad un altro e non esiste il concetto di schema dei dati. All’uni-
versita` di Stanford e` stato progettato “Lore”, un sistema che estende questo
modello e propone un linguaggio (“Lorel”: Lore Language) interessante dal
punto di vista dal tipo di interrogazioni orientate ai grafi che permette.
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Il secondo modello e` una proposta del World Wide Web Consortium
(W3C) le cui specifiche sono state pubblicate nel 2004. Il modello si pro-
pone come capace di rappresentare qualsiasi entita` astratta o reale con le
loro proprieta`. La prima versione del linguaggio di interrogazione, “Sparql”,
e` stata definita nel 2008; la seconda versione e` ancora in fase di progetto.
In entrambi i modelli la struttura dati utilizzata e` un grafo orientato ed
etichettato, tuttavia ci sono delle significative differenze discusse nel primo
capitolo.
Scopo e contenuto della tesi
In letteratura esistono diversi articoli che analizzano le varie implementazioni
di modelli a grafo per database, modelli per dati semistrutturati e i relativi
linguaggi di interrogazione.
In questa tesi si cerca tuttavia, dopo una prima panoramica e confronto
tra i modelli a grafo e quelli per dati semistrutturati, di analizzare l’espres-
sivita` di alcuni linguaggi di interrogazione ritenuti significativi.
L’analisi e` stata effettuata scegliendo tre linguaggi: due per dati semi-
strutturati e un terzo per grafi basato su logica deduttiva. In una prima
fase essi vengono descritti mettendo in evidenza le loro potenzialita`; suc-
cessivamente, sono stati confrontati proponendo un insieme di casi d’uso e
analizzando le loro capacita` espressive nel proporre soluzioni.
Contenuto della tesi
La tesi risulta cos`ı organizzata:
• nel primo capitolo vengono descritti il modello a grafo e quello per
dati semistrutturati, nonche´ un loro confronto e una breve rassegna su
alcune implementazioni;
• nel secondo capitolo vengono descritti i tre linguaggi sopra citati met-
tendo in evidenza le loro potenzialita`;
• nel terzo capitolo viene effettuato un loro confronto basato su un set di
interrogazioni;
• nel quarto capitolo si analizzano i risultati ottenuti e si accennano
possibili estensioni al linguaggio Sparql;
• nel quinto capitolo si riassume il lavoro di questa tesi.
Capitolo 1
Modelli per basi di dati
In questo capitolo si descrivono due modelli per basi di dati le cui proprieta`
saranno riutilizzate negli argomenti trattati nei prossimi capitoli: il modello
a grafo, e il modello per dati semi-strutturati.
Dopo una prima panoramica sui modelli, nella sezione 1.2 viene descrit-
to quello a grafo con le principali motivazioni del suo utilizzo, nonche´ un
confronto con gli altri tipi di modelli tra cui quello relazionale e ad oggetti.
A seguire (Sezione 1.3) si descrive il modello per dati semi-strutturati e
le ragioni del suo utilizzo.
Nella sezione 1.4, si descrivono alcune implementazioni note dei due mo-
delli ritenute rilevanti per le loro caratteristiche e/o perche´ forniscono il mo-
dello dei dati che stanno alla base dei linguaggi di interrogazione analizzati
nel capitolo 2. Per completezza si citano anche le altre implementazioni,
rimandando alla letteratura gia` esistente per approfondimenti.
1.1 Panoramica di modelli per basi di dati
Nel senso piu` generale del termine, un modello per una base di dati (nel
seguito db-model) e` una collezione di strumenti usati per: modellare la rap-
presentazione di entita` reali con le relazioni che intercorrono tra di esse, ma-
nutenere le informazioni memorizzate e creare interrogazioni complesse su di
esse. In accordo a questi aspetti, un db-model e` composto da tre componenti:
un insieme di strutture dati, un insieme di operatori e un insieme di regole
per l’integrita` dei dati [15]. Diverse proposte implementative citate in questa
tesi, tuttavia, definiscono le sole strutture dati omettendo gli operatori e le
regole di integrita`.
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1.1.1 Evoluzione dei vari modelli nel corso degli anni
Figura 1.1: Evoluzione dei vari modelli per database ideati nel corso degli anni.
La linea temporale e` basata su un diagramma temporale di Alberto Mendelzon [6].
Nel corso degli ultimi quarant’anni sono stati pensati vari modelli e, il
loro modo di evolversi e la loro diversita` dipendono da diversi fattori piu` o
meno importanti (Figura 1.1) [6]:
• le caratteristiche e la struttura del dominio applicativo da modellare;
• i tipi di strumenti che gli utenti si aspettano;
• le tecnologie hardware e software disponibili.
I primi modelli si avvalevano di strutture dati basate sopratutto sul li-
vello fisico, ovvero sul tipo di file system della macchina che ospitava il da-
tabase; tra questi si riconoscono “hierarchical db-model” [47] e “network
db-model” [45] (conosciuto anche con il nome “CODASYL Data Model”).
Una prima evoluzione si ha con il modello relazionale introdotto da Edgar
Frank Codd [16] introducendo un primo concetto di astrazione: si separa il
livello logico dei dati, da quello fisico che li memorizza. La base teorica su
cui si basa questo modello e` quella insiemistica. Grazie alla sua semplicita`,
ha conquistato una grande popolarita` tra le applicazioni gestionali.
Al contrario dei precedenti modelli, quello semantico [42], permette ai
progettisti di basi di dati, di rappresentare gli oggetti e le loro relazioni
in maniera piu` chiara e naturale; in questo modo si cerca di mantenere la
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rappresentazione ad un livello concettuale molto vicino al dominio semantico
dell’applicazione. Per questa sua caratteristica, generalmente si usa questo
modello come passaggio intermedio nella modellazione della realta` su un
database relazionale. Un noto esempio e` il modello “entita`-relazione” (o
“entita`-associazione” o “E-R”) [13].
Negli anni ’80 nascono i modelli orientati agli oggetti [28], che si basano
sull’omonimo paradigma. In questo modello le entita` sono rappresentate da
oggetti organizzati in classi, con un proprio stato i cui valori possono essere
anche di tipo complesso. Grazie all’uso dei puntatori per referenziare gli
oggetti, rispetto al modello relazionale, risulta molto veloce la navigazione
tra le varie entita`.
I modelli a grafo hanno fatto la loro apparizione all’incirca negli stessi anni
di quelli ad oggetti. Come descritti piu` dettagliatamente nella sezione 1.2,
l’obiettivo e` quello di catturare la struttura a grafo intrinseca nei dati di molti
domini applicativi, dove le relazioni tra le entita` sono importanti quanto le
entita` stesse. Citando solo due tra molti esempi, si pensi alle reti di trasporto
urbane o ai legami chimici tra atomi delle molecole.
Nei modelli finora descritti, le istanze delle entita` modellate devono ris-
pettare uno schema definito a priori dal progettista. Esistono tuttavia appli-
cazioni in cui questo vincolo risulta troppo oneroso da rispettare in quanto
i dati stessi o elaborazioni di essi non rispettano uno schema predefinito: la
struttura e` irregolare, implicita e parziale. Lo schema deve risultare flessibi-
le [9], i dati si devono autodescrivere. Modelli di questo tipo sono apparsi ne-
gli anni ’90, e Resource Description Framework [50] ne e` un’implementazione
ormai consolidata del W3C.
1.2 Il modello a grafo
Diverse sono le motivazioni e le applicazioni reali che motivano l’interesse
della comunita` di ricerca verso questo tipo di modello. Nel seguito si cerca
di riassumere alcuni di tali motivi, organizzandoli per punti.
• Esistono applicazioni i cui dati hanno una struttura tale che non puo`
essere catturata in modo naturale da modelli piu` classici come quello
relazionale. Esempi sono:
– le reti di trasporto (treni, acqua, telecomunicazioni) in cui l’aspet-
to spaziale e geografico della struttura e` una parte fondamentale;
– le reti sociali in cui i nodi sono persone o gruppi e i collegamen-
ti mostrano relazioni o flussi tra i nodi: si possono ad esempio
studiare aspetti sociologici su reti come Facebook o Twitter;
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– la rete delle citazioni scientifiche;
– le reti biologiche con esempi nell’area della genomica, reti neurali,
ecc.
• La limitata espressivita` dei linguaggi per interrogazioni relative alla
struttura a grafo, ha portato la ricerca su nuovi modelli per rappre-
sentare situazioni piu` complesse (come descritte al punto precedente).
Semplici casi d’uso sono dati dagli esempi del punto precedente che
prevedono operazioni di tipo topologico (percorsi, vicinato, componenti
connesse, ecc) e metrico (distanza tra nodi, diametro, ecc);
• Osservando che i grafi sono parte integrale nel processo di progettazione
per i modelli semantici ed a oggetti, emerse l’idea di avere un modello
in cui sia la manipolazione dei dati, sia la loro rappresentazione, siano
basate sui grafi [24].
1.2.1 Formalizzazione del modello a grafo
Spesso il concetto di modello a grafo e` utilizzato senza che ne sia data una
nozione esplicita definitiva; tuttavia le diverse versioni differiscono per detta-
gli in quanto il grafo e` ormai una struttura dati ben nota. Nella precedente
sezione, sono state elencate le tre proprieta` che caratterizzano un modello:
le strutture dati, gli operatorie le regole per l’integrita` dei dati; nella parte
che segue si cerca di riassumere le diverse versioni e formalizzare in tal senso
il modello a grafo.
Strutture dati Come le entita` e le relazioni vengono modellate, rappre-
senta una parte fondamentale dello stesso. Un’entita` rappresenta qualcosa
che esiste nella realta` come singola unita`; una relazione e` una proprieta` o
un predicato che stabilisce una connessione tra due o piu` entita`. Rispetto al
modello matematico di base di un grafo, le differenze tra le varie implemen-
tazioni riguardano: orientamento o non degli archi, etichettatura o meno di
nodi e archi, uso o meno di strutture dati che generalizzano la nozione di
grafo: ipernodi1 e ipergrafi2.
Nella maggior parte delle implementazioni sia lo schema che le istanze
utilizzano le stesse strutture dati. Un’eccezione e` data da “Logical Data
Model” (LDM)[31][32] dove le istanze consistono in tabelle per le associazioni
tra le entita`.
1Un ipernodo, e` un nodo al cui interno possiamo trovare un altro grafo.
2Un ipergrafo e` una coppia (V,E), dove V e` un insieme finito ed E e` un insieme di
sottoinsiemi di V. Se E contiene solo sottoinsiemi di V di cardinalita` 2 abbiamo un grafo.
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Una caratteristica che accomuna tutte le diverse versioni di questo tipo di
modello e`, almeno concettualmente, la separazione tra lo schema e le relative
istanze (i dati). In molti casi, schemi e istanze possono essere chiaramente
distinte.
Operatori Le operazioni sui dati sono espresse mediante operazioni che
fanno riferimento alle proprieta` dei grafi come: percorsi, nodi vicini, sotto-
grafi, connettivita`, ecc. In generale, le operazioni sui grafi possono essere
fondate sul pattern matching: in altre parole, si definisce un prototipo di
sottografo e si ricercano le occorrenze nell’istanza in esame.
Nel capitolo 2 verranno approfonditi i linguaggi di interrogazione per grafi.
Regole per l’integrita` dei dati Le regole di integrita` servono a mante-
nere lo stato del database consistente. Queste possono essere raggruppate
per: consistenza dello schema e delle istanze, integrita` referenziale e identita`
di nodi e archi, dipendenze funzionali e dipendenze sui tipi. Alcuni esempi
possono essere trovati in [32] [35] [29].
Per concludere, un modello a grafo e` un modello in cui le strutture dati
per schema e dati sono grafi orientati ed etichettati (o generalizzazioni di
esso), le manipolazioni sui dati sono basate su proprieta` tipiche dei grafi, e
le regole di integrita` possono essere definite sulla struttura grafo.
1.2.2 Vantaggi e svantaggi
Come gia` accennato, ogni qualvolta si ha un’applicazione con un dominio ap-
plicativo in cui l’interconnettivita` dei dati e` importante quanto (o addirittura
di piu`) dei dati stessi, puo` essere applicato il modello a grafo.
I vantaggi che si hanno sono principalmente tre:
strutture dati permettono di modellare in modo naturale il dominio. La
struttura a grafo e` “visibile” all’utente, tutte le informazioni di un’en-
tita` sono memorizzate all’interno di un singolo nodo, e le informazioni
correlate sono visualizzate tramite archi [41].
linguaggi di interrogazione le interrogazioni possono fare riferimento di-
rettamente alla struttura permettendo agli utenti di scrivere ad un alto
livello di astrazione. Si puo` quindi esprimere in modo naturale concetti
come: cammini minimi, sottografi e cos`ı via.
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aspetti implementativi per quanto riguarda l’implementazione delle strut-
ture dati e degli operatori, la teoria dei grafi e` ormai ben consolidata e
quindi, la gamma di possibili strategie efficienti per la memorizzazione
delle informazioni e degli algoritmi per gli operatori, e` molto ampia.
Uno svantaggio di questo modello rispetto al modello relazionale, ad esem-
pio, e` quello della complessita` dal punto di vista algoritmico per la risoluzione
delle interrogazioni. Da questo punto di vista, le applicazioni si dividono in
due grosse categorie: quelle che prevedono dei grandi grafi come il grafo del
web o di una rete sociale, e quelle che prevedono tanti “piccoli” grafi come
quelli che rappresentano composti chimici. La ricerca sta affrontando il pro-
blema dell’ottimizzazione, sviluppando nuovi indici come “FG*-index” [14]
adatto alla seconda tipologia di applicazioni.
1.2.3 Confronto con gli altri tipi di modelli
In questa sezione si mettono a confronto i vari modelli accennati nella prima
parte di questo capitolo con il modello a grafo evidenziando le peculiarita` di
uno rispetto all’altro.
I modelli basati sul livello fisico rispetto al modello a grafo, ma in ge-
nerale rispetto a tutti gli altri, soffrono della mancanza di un buon livello
di astrazione: e` difficoltoso separare il modello dalla sua implementazione.
La navigazione tra i dati avviene solo a livello di “record” permettendo solo
operatori molto semplici, quasi elementari.
Il modello relazionale ha avuto un grande successo con l’avvento di ap-
plicazioni che gestivano soprattutto dati relativamente semplici come tran-
sazioni commerciali e dati amministrativi. Lo schema dei dati e` fisso e, in
molti casi, una sua estensione risulta difficoltosa; nondimeno e` l’integrazione
di diversi schemi. Il linguaggio di interrogazione non riesce ad esplorare in
modo ragionevole3 un’eventuale struttura a grafo presente nei dati.
Una caratteristica che accomuna il modello orientato agli oggetti con
questo, e` l’uso (implicito o esplicito) dei grafi nella loro definizione. Tuttavia,
nel modo in cui modellano le entita` reali, l’enfasi e` posta su aspetti diversi. Il
primo enfatizza la dinamicita` degli oggetti il cui stato e` modificabile tramite
l’uso di metodi, il secondo enfatizza le interconnessioni tra i dati con le loro
proprieta`.
Per quanto riguarda il confronto con il modello per dati semistrutturati, si
rimanda alla sezione 1.3.4, dopo aver analizzato piu` in dettaglio quest’ultimo.
3Con “ragionevole” si intende che non si riescono a creare interrogazioni che fanno uso
di concetti tipici dei grafi (ad esempio i percorsi), la cui esecuzione non comporti la lettura
obbligata e ripetitiva di diverse tabelle.
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1.3 Il modello per dati semi-strutturati
La quantita` di dati di tutti i tipi disponibili in formato elettronico e` cresciuta
enormemente negli ultimi anni, e questi si presentano oggi in una forma che
va dal completamente non strutturato al molto strutturato. Per dare un
esempio che estremizza il concetto, si pensi ad una voce di una guida di
ristoranti in cui si descrive un locale fornendo anche i recapiti (indirizzo
e numero telefonico): nel caso completamente non strutturato si ha una
descrizione in linguaggio naturale del locale, nel secondo caso, abbiamo una
voce in un database (ad esempio) relazionale con i vari campi dei recapiti
opportunamente riempiti. Tuttavia, nella maggior parte dei casi esiste una
via di mezzo in cui si ha uno “schema” che descrive i dati, ma soggetto a
modifiche nel momento in cui si integrano altri dati che non lo rispettano.
Questo aspetto che verra` argomentato nel resto di questa sezione, mette in
evidenza le proprieta` caratterizzanti di questo modello rispetto agli altri citati
all’inizio di questo capitolo.
1.3.1 Aspetti principali
Di seguito si analizzano quali sono gli aspetti principali di questo modello
che lo caratterizzano e soprattutto lo differenziano dagli altri usualmente
utilizzati nel campo delle basi di dati.
La struttura dei dati e` irregolare. In molti casi, le grandi collezioni di
dati sono composte da elementi eterogenei in quanto a struttura, pur essendo
simili in contenuto: rispetto al caso piu` frequente, alcuni elementi possono
risultare incompleti, ed altri avere informazioni addizionali espresse magari
in forme diverse (ad esempio prezzi in euro o dollari). Un altro esempio oltre
a quello riportato nell’introduzione, puo` essere la base di dati modellata da
un file BibTeX: alcune entita` (le citazioni) hanno molti attributi impostati,
altre solo quelli indispensabili per un’identificazione univoca.
Da questo ne deriva che i linguaggi di interrogazione devono essere in
grado di saper gestire tale irregolarita`.
La struttura dei dati e` implicita. In diverse applicazioni, nonostan-
te esista una struttura precisa dei dati, e` data implicitamente; solo con un
parsing dei dati e` possibile ricavarla esplicitamente. Questo compito esu-
la tuttavia dalle capacita` di un modello, ed e` lasciato a strumenti esterni,
eventualmente specifici per il dominio applicativo.
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La struttura dei dati e` parziale. Con questo tipo di dati, pensare di
avere una struttura dei dati completa4 rimane spesso un obiettivo irraggiun-
gibile. Parte dei dati puo` non avere una struttura precisa, oppure ne ha una
sommaria. Tramiti opportuni strumenti dell’information retrieval e` possibi-
le cercare di catalogare dati non strutturati in modo piu` o meno efficiente,
comunque senza avere dei risultati ottimi5.
Una struttura indicativa costruita a posteriori contro una costritti-
va costruita a priori. In molte applicazioni, ad esempio quelle gestionali,
avere uno schema dei dati e` un elemento essenziale per la prevenzione degli
stessi: se ad esempio viene tentato un aggiornamento non conforme, questo
viene rigettato (lo schema e` quindi costruito precedentemente).
Nel tipo di applicazioni trattate in questa sezione invece, un comporta-
mento simile sarebbe troppo costrittivo. Di conseguenza a quanto appena
detto, nel modello per dati semistrutturati, lo schema puo` essere calcola-
to solo a posteriori. Un esempio e` il “data guide” di Lorel [2]: un oggetto
OEM che contiene lo scheletro dei dati (struttura del grafo omettendo per-
corsi identici), utile per capire la struttura dei dati e nella formulazione di
interrogazioni.
Lo schema e` molto grande. Come conseguenza all’irregolarita` delle strut-
ture degli elementi, un’eventuale schema dei dati risultera` molto grande fino
a raggiungere la dimensione dei dati stessi. Questa caratteristica porta il
modello in netto contrasto rispetto agli altri dove lo schema risulta essere in
genere molto piu` piccolo.
Lo schema e` ignorato. A causa dell’irregolarita` dei dati, per ricercare le
risposte all’interno della base di dati, viene spesso adottata una tecnica di
pattern matching con l’ausilio delle espressioni regolari applicata alle istanze.
Questa metodologia non fa quindi uso dello schema, ma lavora direttamente
sui dati.
Lo schema e` in rapida evoluzione. La scelta di non avere un modello
che costringa i dati ad una struttura prefissata, costringe lo schema a dei
cambiamenti ogni qual volta si inserisce un nuovo elemento con una nuo-
va struttura. Al contrario, gli schemi degli altri modelli risultano spesso
immutati nel corso del tempo, o con soli pochi piccoli cambiamenti.
4Senza considerare il caso banale dove lo schema ha la stessa dimensione dei dati.
5Con “non ottimalita`” si intende che parte delle informazioni verranno catalogate come
“non strutturate”.
1.3. IL MODELLO PER DATI SEMI-STRUTTURATI 13
La distinzione tra istanze e schema e` molto confusa. Al contrario
degli altri modelli dove esiste una netta distinzione tra lo schema che descrive
la base di dati e le relative istanze, in questo, la differenza risulta molto piu`
sottile. I motivi sono una conseguenza delle proprieta` descritte nei punti
precedenti.
1.3.2 Tre strategie per modellare dati semistrutturati
La letteratura sui dati semistrutturati propone molti modelli dei dati che
possono essere suddivisi in tre categorie: “modelli lightweight”, “modelli
heavyweight” e “modelli midweight”.
I modelli dei dati lightweight. Come dice il nome stesso, questo tipo di
modello risulta leggero in quanto offrono un alto grado di flessibilita` nella mo-
dellazione dei dati, consentendo cos`ı di rappresentare agevolmente qualsiasi
sorgente di dati.
Inoltre, permettono un’agevole integrazione di sorgenti di dati eteroge-
nee, rivelandosi particolarmente adatti all’impiego in sistemi di integrazio-
ne [12] [26].
Uno dei modelli piu` conosciuti e diffusi e` Object Exchange Model (OEM) [39].
I modelli dei dati heavyweight. I modelli heavyweight sfruttano i mec-
canismi di astrazione del modello ad oggetti e ne arricchiscono i meccanismi
di tipizzazione con tipi “unione” [11] e/o “tipi ricorsivi”; questi nuovi tipi
sono introdotti con lo scopo di rendere piu` flessibile il modello rispetto alle
irregolarita` dei dati semistrutturati.
Un esempio e` il modello ODMG.
Nonostante l’introduzione di tipi ad hoc, il livello di flessibilita` offerto
da tali modelli e` insufficiente per rappresentare dati fortemente irregolari e
consentire l’integrazioni di sorgenti di dati eterogenee: di conseguenza questi
modelli non si sono rilevati adatti.
I modelli dei dati midweight. L’obiettivo dei modelli midweight e` quello
di cogliere il meglio dei due precedenti: le caratteristiche di flessibilita` dei
modelli lightweight e la potenza dei meccanismi di astrazione dei modelli
heavyweight.
Cio` avviene arricchendo i meccanismi di tipizzazione del modello a ogget-
ti con un particolare tipo “Unstructured”, il quale viene associato ad ogni
valore non facilmente rappresentabile con i meccanismi tradizionali. Questo
tipo non esprime vincoli sui valori che esso descrive e indica che i dati da
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esso rappresentati sono semistrutturati: di conseguenza, essi devono essere
interrogati ed esplorati con le tecniche proprie dei sistemi basati su modelli
lightweight.
Esempi di questo modello sono [7] e [33]: il primo utilizza un modello ad
oggetti con tipi unione e tipi ricorsivi e viene esteso con un tipo “spring”,
che svolge le funzioni del tipo “Unstructured”; nella secondo, il modello dei
dati di O2 viene arricchito con il tipo “OEM”, permettendo cos`ı di gestire
sia le basi di dati di O2, sia i dati semistrutturati.
1.3.3 Vantaggi e svantaggi
Riassumendo le caratteristiche del modello per dati semistrutturati, possiamo
elencare i seguenti vantaggi derivati dall’avere uno schema flessibile:
• vengono ammortizzati i costi e i tempi per la ristrutturazione della base
di dati nel corso del tempo;
• non si obbligano le sorgenti di dati ad usare particolari strutture per
gli stessi, favorendo cos`ı l’integrazione;
• nella transizione da un modello ad un altro, puo` essere usato questo
modello come passaggio intermedio.
Esistono tuttavia anche degli svantaggi derivati dal non avere uno schema
dei dati:
• nuovi linguaggi di interrogazione devono essere pensati per supportare
l’irregolarita` dei dati;
• la fase di ottimizzazione per l’esecuzione delle interrogazioni risulta piu`
complicata: come per il modello relazionale, esistono tecniche basate
sui costi, ma per quanto riguarda l’ottimizzazione di cammini sul grafo
di un’istanza descritti da espressioni regolari (vedi Capitolo 2), sono
adottate soluzioni naive che consistono nel creare l’automa equivalente
e nel visitare conseguentemente il grafo;
• dal momento che lo schema non c’e`, o e` sempre in evoluzione, non esiste
una nozione di correttezza delle interrogazioni. Un’alternativa all’u-
so dello schema, potrebbe essere quella di provarla direttamente sulle
istanze: cio` risulta impraticabile dal momento che, una qualunque mo-
difica vanificherebbe le certezze sulla correttezza di un’interrogazione
precedentemente valutata.
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Figura 1.2: Schema riassuntivo di alcuni aspetti nel confronto tra il modello a
grafo e il modello per dati semistrutturati.
1.3.4 Confronto con il modello a grafo
Confrontando questo modello con quello a grafo descritto precedentemente si
nota che, come mostrato in figura 1.2, esistono sia aspetti comuni ad entrambi
che non.
Per quanto riguarda gli schemi, in un modello a grafo potrebbe essere
presente uno schema definito a priori, e i dati lo dovranno quindi rispettare:
un esempio e` il modello implementato da G-Log discusso nella sezione 1.4.3.
Sebbene che, anche con i grafi sia possibile automatizzare il processo di
integrazione di piu` basi di dati, l’eventuale presenza di vincoli di integrita`
rende il compito assai piu` arduo.
Esiste anche un aspetto comune fondamentale: i dati semistrutturati so-
no generalmente rappresentati con strutture dati ad albero, tuttavia con
meccanismi di riferimenti, strutture a grafo sono possibili. Alcuni autori ca-
ratterizzano i dati semistrutturati come grafi orientati connessi con un nodo
radice [10].
Un aspetto che verra` approfondito in questa tesi, riguardera` l’analisi di
alcuni linguaggi di interrogazione per dati semistrutturati in relazione alle
proprieta` e alle funzionalita` tipiche dei linguaggi per il modello a grafo.
1.4 Implementazioni note per i due modelli
In questa sezione vengono presentate alcune implementazioni studiate nel
corso degli anni per il modello a grafo e per quello per dati semistrutturati.
Alcune di esse sono state sviluppate e ormai diventate di uso comune.
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L’attivita` di ricerca sul modello a grafo nacque nella prima meta` degli
anni novanta dando vita a diverse implementazioni e, non molto dopo, si
ridusse molto. I motivi di questo iniziale insuccesso furono diversi:
• parte della comunita` di ricerca si diresse verso i dati semistrutturati;
• la nascita di XML catturo` l’attenzione di coloro che lavoravano sugli
ipertesti;
• parte della comunita` si occupo` di applicazioni piu` specializzate come
quelle che operano sui dati spaziali;
• le strutture dati ad albero, piu` trattabili algoritmicamente dei grafi,
erano piu` che sufficienti per molti domini applicativi.
Successivamente, con l’esplosione della quantita` di dati presenti sul Web
e per gli stessi motivi citati in precedenza, sono stati “riscoperti”, anche in
congiunzione ai modelli per dati semistrutturati.
Nella figura 1.3 viene mostrata l’attivita` di ricerca sul modello a grafo nel
corso degli anni.
Alcuni dei modelli citati sono descritti nelle prossime sezioni senza la
pretesa di darne una descrizione completa. Essi sono: GOOD in quanto
modello base a cui fanno riferimento moltri altri studi, Hypernode in quanto
si discosta dagli altri modelli utilizzando il concetto di ipernodo, ed infine
G-Log che utilizza la logica deduttiva per la risoluzione delle interrogazioni
(vedi sezione 2.3). Per dettagli e per tutti gli altri modelli si rimanda alla
letteratura citata.
L’attivita` di ricerca sui dati semistrutturati ha portato allo sviluppo di
tre modelli (anch’essi analizzati nelle prossime sezioni) tutt’oggi molto uti-
lizzati: Object Exchange Model, eXtensible Markup Language, e Resource
Description Framework (RDF). Lo studio su quest’ultimo modello e` anco-
ra attivo, sia in relazione al web semantico, sia in relazione ai linguaggi di
interrogazione.
1.4.1 GOOD
Il modello GOOD (Graph Object Oriented Data Model) e` stato introdotto
come base teorica, per database nella quale la rappresentazione e la manipo-
lazione dei dati trovano fondamento nella teoria dei grafi.
Lo schema dei dati e le relative istanze sono rappresentate da grafi eti-
chettati e orientati. La rappresentazione degli oggetti e i valori delle loro
proprieta` avviene in questo modello tramite due tipi di nodi: printable node
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Figura 1.3: Sviluppo di diverse varianti del modello a grafo nel corso degli an-
ni. Le frecce indicano le citazioni, i nodi tratteggiati indicano lavori correlati al
modello a grafo. Elenco dei lavori riportati: DGV [21], GDM [25], CGL [19],
GMOD [4], GOAL, GOOD [24], GOQL [1], Gram [3], GRAS [27], GraphDB [22],
GROOVY [35], G-Base [30], G-Log [41], Hypernode [36], Hypernode2 [43],
Hypernode3 [37], Hy+ [17], LDM [31][32], O2 [34], PaMaL [18], R&M [44],
Simatic-XT, Tompa [46], W&S [58]. Fonte del grafico [6].
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i cui valori sono di tipo primitivo (denotati nell’esempio con cerchi), e non-
printable node che sono una composizione dei primi (denotati con quadrati).
Le relazioni sono invece rappresentate da due tipi di archi: funzionali, per
relazioni che hanno un solo possibile valore (denotate da una singola freccia),
e non funzionali, per relazioni multivalore (denotate da una doppia freccia).
Un esempio e` mostrato in figura 1.4: ogni “persona” presenta due attri-
buti di tipo stringa relativi al nome e al cognome, e un attributo “child”
che riferisce un oggetto “CP” usato per modellare la relazione uno a molti
“genitore-figlio”, quest’ultimo, tramite relazione non funzionale riferisce la
coppia di genitori. Dall’esempio non si evince la necessita` dell’oggetto “CP”,
tuttavia puo` diventare necessario nel caso si vogliano definire delle proprieta`
della relazione “genitori-figlio”.
Figura 1.4: Esempio di schema GOOD relativo alla rappresentazione di un albero
genealogico e relativa istanza.
Oltre al modello, GOOD definisce anche il linguaggio per il trattamento
dei dati mediante operazioni di aggiunta e rimozione di nodi ed archi. Un
quinto operatore, detto di “astrazione”, e` usato per il raggruppamento di
nodi sulla base di comuni proprieta` funzionali o non. L’uso di tali operatori
fanno uso del pattern matching per la selezione degli elementi su cui operare.
Per una specifica piu` precisa si rimanda al documento originale [24].
1.4.2 Hypernode Model
Un ipernodo e` un grafo orientato in cui i nodi possono essere essi stessi dei
grafi, permettendo cos`ı la costruzione di strutture dati annidate. Sfruttando
questa caratteristica per incapsulare a vari livelli le informazioni, gli ipernodi
possono modellare in modo naturale sia oggetti semplici che complessi.
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La prima versione risale al 1990 [36] in cui si definisce il modello dei dati
e un linguaggio di interrogazione dichiarativo basato sulla logica deduttiva.
Un’interrogazione consiste in un programma “hypernode program” formato
da un insieme di regole usate per inferire, tramite l’uso di un operatore infer,
la soluzione.
Nella seconda versione [43] vengono introdotti i concetti di schema e con-
trollo dei tipi (primitivi e complessi). Si aggiunge inoltre il concetto di vincoli
sull’integrita` referenziale. Le interrogazioni con il linguaggio di interrogazione
“Hyperlog” risultano in genere intrattabili computazionalmente. Un esempio
di schema e relativa istanza e` data in figura 1.5: anche in questo caso si vuole
modellare un albero genealogico.
Figura 1.5: Esempio di schema Hypernode relativo alla rappresentazione di un
albero genealogico e relativa istanza.
Nella terza versione [37] viene aggiunto il concetto di dipendenza funzio-
nale sugli attributi.
Riassumendo, il vantaggio principale di questo modello e` quello di saper
rappresentare gli oggetti arbitrariamente complessi in modo molto semplice;
alcuni degli svantaggi sono ad esempio la ridondanza dei dati generata dai
valori primitivi (come i cognomi dell’esempio), e l’impossibilita` di specificare
restrizioni su di essi.
1.4.3 G-Log
G-Log [41] nasce al Politecnico di Milano come linguaggio di interrogazione
dichiarativo basato su grafi che combina la potenza espressiva della logica
deduttiva, le caratteristiche della modellazione ad oggetti e quelle derivanti
dall’uso dei grafi.
Il modello dei dati riprende diverse caratteristiche di quello di GOOD;
esso e` infatti basato su grafi orientati ed etichettati e contiene due tipi di
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nodi (oggetti): oggetti atomici detti printable e oggetti complessi detti non-
printable.
Lo schema dei dati puo` essere definito come una tupla
S = 〈NPOL,POL,EL, P 〉
con l’insieme delle produzioni P ⊆ NPOL× EL× (NPOL ∪ POL)
dove NPOL e` l’insieme delle etichette degli oggetti complessi, POL delle
etichette di quelli atomici, ed EL delle etichette degli archi. Le produzioni P
rappresentano i vincoli tra i nodi che le istanze e le regole per le interrogazioni
devono rispettare. Il primo termine della produzione appartiene a NPOL
in quanto gli oggetti atomici non hanno ne´ proprieta` ne´ relazioni verso altri
oggetti.
Un’istanza di dati e` definita come una coppia I = (N,E) su cui vengono
definiti dei vincoli atti ad assicurare che:
• le etichette dei nodi e gli archi etichettati appartengano agli insiemi
definiti nello schema;
• gli archi siano solo quelli permessi dallo schema, ad eccezione di quelli
che indicano l’uguaglianza di un nodo con se stesso (vedi Sezione 2.3.1)
che sono sempre possibili;
• lo stesso valore per oggetti atomici di uguale etichetta non compaia piu`
di una volta nell’istanza (non e` permessa la ridondanza dei dati).
Un esempio di schema e istanza dei dati e` mostrata in figura 1.6.
Figura 1.6: Esempio di schema G-Log relativo alla rappresentazione di un albero
genealogico e relativa istanza.
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Un vantaggio derivante dall’uso dei grafi, utilizzato dal linguaggio di in-
terrogazione G-Log (Sezione 2.3) e` quello di poter esprimere le query in modo
grafico senza perdita di espressivita`. Per eventuali risultati molto grandi da
rappresentare graficamente come grafi, possono essere utilizzati altri model-
li di supporto: una parte dei dati scelta dall’utente sara` visualizzata come
grafo, e l’altra con formalismi come NF 2 [23].
1.4.4 Object Exchange Model
Il modello “Object Exchange Model” e` nato, come dice il nome stesso, con
lo scopo di definire un modello intermedio altamente flessibile con cui rap-
presentare oggetti nella fase di transizione da un modello ad oggetti ad un
altro; OEM infatti, secondo la classificazione data nella sezione 1.3.2, e` di
tipo lightweight.
In questo contesto, una base di dati consiste in una collezione di oggetti,
ognuno dotato di un identificativo unico. Un oggetto puo` essere:
atomico il suo valore e` un valore primitivo (intero, stringa, ecc);
complesso il suo valore, consiste in un insieme di coppie (etichetta, oggetto),
dove l’etichetta descrive il ruolo semantico del relativo “sotto-oggetto”.
Figura 1.7: Esempio di istanza di database OEM.
In questo modello, come verificabile anche dalla figura 1.7, una base di
dati e` rappresentata da un grafo diretto i cui nodi sono gli oggetti, e gli archi
etichettati sono le etichette degli oggetti complessi.
Su OEM e` basato il sistema Lore, il cui linguaggio di interrogazione
Lorel [2] e` analizzato nel capitolo 2.
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1.4.5 eXtensible Markup Language
Il modello XML e` stato introdotto da W3C [48] con lo scopo di rimpiazzare
HTML, il linguaggio di markup usato nella creazione di pagine web; tuttavia
questo passaggio non c’e` stato, almeno in larga scala. Successivamente, XML
e` stato utilizzato per definire gli standard usati tutt’oggi per lo scambio di
dati tra le applicazioni web.
Confrontato con il modello a grafo, un documento XML puo` essere visto
come un albero etichettato e ordinato, in altre parole: un grafo aciclico. Il
modello permette tuttavia la definizione di riferimenti tra le varie entita`: in
questo modo, non molto naturale, si possono creare dei cicli ottenendo cos`ı
un grafo.
Nonostante questa possibilita`, la struttura ad albero e` sufficiente per una
grande quantita` di domini applicativi. Anche per questo motivo, il linguaggio
XML ha avuto grande successo nel campo dei dati semistrutturati.
Le informazioni sui tipi degli oggetti rappresentati, in XML non sono
descritte esternamente ai dati, ma sono intrinseche negli stessi: in questo
senso si dice che XML e` auto descrittivo. Utilizzando altri linguaggi, schemi
dei dati XML si possono tuttavia scrivere. Un esempio di tali linguaggi e`
“XML Schema” [55] (XSD).
1.4.6 Resource Description Framework
Il “Resource Description Framework” e` un modello proposto dal W3C, pro-
gettato per la rappresentazione di informazioni su “risorse web”; un esempio
di risorsa puo` essere una pagina web con associate informazioni circa il ti-
tolo e l’autore. Il concetto di risorsa puo` essere tuttavia esteso al di fuori
del mondo web: RDF diviene quindi un modello per rappresentare qualsiasi
cosa, eventualmente astratta, indipendentemente dal dominio applicativo.
Il modello di RDF
Le idee base sulla quale si sviluppa questo modello sono due:
• ogni risorsa (subject) deve essere identificata da una URIref6 (Uniform
Resource Identifier reference, in seguito URI per semplicita`);
• la descrizione di ogni risorsa e` data usando delle proprieta` o predica-
ti (predicate) con i relativi valori (object) che possono essere risorse
6URI reference (o URIref) e` una URI con un identificatore di sezione opzionale alla fine.
Ad esempio la URIref “http://www.example.org/index.html#section2” consiste della URI
“http://www.example.org/index.html” e (separata dal carattere “#”) dall’identificatore
di sezione “Section2”.
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Listato 1.1: Esempio di serializzazione.
<rd f :RDF
xmlns : rd f=”http ://www. w3 . org /1999/02/22− rdf−syntax−ns
#”
xmlns : l i b =”http :// ex . org /schema/”>
<rd f : De s c r ip t i on about=”http :// ex . org / Pinocchio/”>
< l i b : author>Carlo Col lod i</ l i b : author>
< l i b : pub>1883</ l i b : pub>
</rd f : Descr ipt ion>
</rd f :RDF>
o valori primitivi (stringhe, interi, eccetera); anche i predicati sono
identificati da URI.
Ogni istanza di questo modello e` quindi un insieme di triple del tipo:
(subject, predicate, object)
che formano una struttura a grafo in cui le risorse sono rappresentate dai
nodi e i predicati dagli archi.
Precisando meglio si puo` dire che il modello e` costruito su un multigrafo
orientato in cui sia i nodi che gli archi sono etichettati. Abbiamo un multi-
grafo in quanto possono esistere piu` archi che collegano due risorse: si pensi
ad esempio ad un qualsiasi film in cui sia il regista che il produttore sono la
stessa persona.
Per quanto concerne la serializzazione dei grafi RDF, il linguaggio utiliz-
zato consigliato da W3C e` XML. Esistono tuttavia anche altri linguaggi atti
allo scopo come N-Triple e N3.
Un semplice esempio che riassume quanto appena detto, si puo` trarre
dalla seguente affermazione:
Il libro Pinocchio ha come autore Carlo Collodi ed e` stato pubblicato nel
1883.
Le triple che si ricavano sono:
(Pinocchio, autore, “Carlo Collodi”)
(Pinocchio, pubblicazione, 1883)
e una loro serializzazione in XML e` mostrata nel listato 1.1.
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Confronto con il modello OEM
Per il modello RDF esiste una concezione di schema in cui si possono definire
i tipi delle risorse con una gerarchia di classi, e i tipi dei predicati, anch’essi
con una loro gerarchia; tuttavia esso non costringe le istanze a rispettarlo.
Questo aspetto sara` argomento della prossima sezione.
Entambi i modelli esposti sono quindi molto flessibili nel loro uso e pos-
sono essere considerati entrambi di tipo lightweight.
Esiste tuttavia una differenza sostanziale che riguarda l’etichettatura dei
nodi.
Nel caso di grafo OEM, i nodi non hanno un’etichetta globale come le URI
e risultano essere “chiusi” all’interno di un’istanza di dati. In altre parole,
senza un’opportuna tabella di mapping, non e` possibile dire se due nodi ap-
partenenti a istanze diverse, sono in realta` lo stesso oppure no. Un’eventuale
procedura di integrazione tra istanze, non potrebbe quindi funzionare senza
una “mappa di equivalenza”; in teoria dei grafi, la composizione tra due grafi
OEM, restituirebbe quindi un grafo composto da due componenti sconesse.
Poiche` si opera su multigrafi, anolghi discorsi valgono per le connessioni tra
i nodi.
Figura 1.8: Esempio di integrazione tra grafi OEM. Per semplicita` si considera
il problema di equivalenza solo sui nodi.
In un grafo RDF il problema non sussiste in quanto, utilizzando le URI co-
me identificatori di nodi (di archi), due nodi (due archi) vengono considerati
uguali se e solo se condividono lo stesso identificatore.
In questo momento non si considera il caso in cui l’uguaglianza tra nodi
o archi si ricava tramite operazioni di analisi dei dati.
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Una conseguenza dei due modi di identificazione di nodi ed archi, si ha
anche sui risultati di alcuni tipi di interrogazioni sulle istanze dei due mo-
delli. Per semplicita` di esposizione si prenda a titolo di esempio la seguente
richiesta:
“Trovare tutti gli archi uscenti di un nodo X”
Nel caso del modello OEM, la risposta a questa interrogazione si puo` dare
con certezza guardando la sola istanza dei dati in esame: la proprieta` che
ogni nodo e` considerato diverso da qualsiasi altro nodo di un’altra istanza7
assicura che osservando X si trovano tutti i suoi archi uscenti.
Nel caso del modello RDF questa certezza non e` possibile averla: puo`
infatti esistere una qualsiasi altra base di dati non conosciuta in cui e` pre-
sente il nodo X (una medesima URI garantisce che siano lo stesso nodo). Il
risultato dell’interrogazione sara` quindi corretto per le sole istanze di dati
conosciute.
In generale, un’interrogazione su grafo RDF puo` produrre risultati ap-
prossimati e corretti solo localmente alle istanze prese in esame; esistono
tuttavia casi in cui questo aspetto non ha importanza: ad esempio, si ha la
certezza che un nodo con una certa URI non sia presente altrove, oppure un
risultato parziale sia sufficiente.
RDF Schema
RDF mette a disposizione degli utenti un modo per esprimere affermazioni
su risorse usando proprieta` e valori, ma non un modo per descrivere i termini
(i tipi dei dati e delle relazioni) usati: i metadati.
Un esempio potrebbe derivare da un database sulle specie animali: il pro-
gettista vorrebbe ad esempio poter definire la proprieta` “lunghezza probo-
scide” per i soli elefanti; un’istanza RDF qualsiasi potrebbe invece contenere
la proprieta` citata su una risorsa che descrive una formica.
La presenza di uno schema tuttavia, per una delle proprieta` fondamentali
dei dati semistrutturati, non deve costringere i dati a rispettarlo. Ripren-
dendo l’esempio sopra citato, quell’istanza, pur essendo priva di significato,
devra` risultare sempre valida.
In conseguenza a queste necessita`, e` stato definito “RDF Schema” [49].
Esso si propone solo come guida, ed eventualmente puo` essere anche utilizzato
a posteriori per verificare se un’istanza rispetta lo schema oppure no.
7A meno di avere una tabella di mapping e quindi conoscere anche l’altra istanza. In
tal caso e` sufficiente provvedere ad integrare almeno virtualmente i dati prima di eseguire
l’interrogazione.
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Listato 1.2: Esempio di definizione di classe, sottoclasse e istanza.
<rd f : De s c r ip t i on rd f : ID=”Animale”>
<rd f : type
rd f : r e s ou r c e=”http ://www. w3 . org /2000/01/ rdf−schema#
Class”/>
</rd f . Descr ipt ion>
<rd f : De s c r ip t i on rd f : ID=”gatto”>
<rd f : type
rd f : r e s ou r c e=”http ://www. w3 . org /2000/01/ rdf−schema#
Class”/>
<r d f s : subClassOf rd f : r e s ou r c e=”#Animale”/>
</rd f : Descr ipt ion>
RDF Schema propone un vocabolario (un’estensione di RDF) con cui e`
possibile definire classi e gerarchie di classi come nei linguaggi di program-
mazione object oriented. Le risorse di un grafo RDF potranno essere definite
come istanze di particolari classi, definendo triple speciali che hanno come
subject la risorsa e come valore l’identificatore della classe. Lo stesso mec-
canismo e` usato per le proprieta`. Per quest’ultime, sempre con particolari
proprieta`, e` possibile definire il loro dominio e codominio.
Un esempio di frammento di schema RDF con una gerarchia di classi, e
una definizione di una risorsa come istanza, e` presente nel listato 1.2.
OWL: Web Ontology Language
RDF schema, nonostante sia un buon inizio nella descrizione dei grafi RDF,
e` risultato comunque poco espressivo. Esistono infatti molte altre caratteri-
stiche che potrebbero essere espresse in versioni future di RDF Schema o in
altri linguaggi basati su RDF; alcuni esempi sono:
• costrizioni sulla cardinalita` delle proprieta` (es. un elefante ha una sola
proboscide);
• costrizioni sul tipo di valori delle proprieta` in base alla risorsa a cui e`
applicata;
• transitivita` sulle proprieta`;
• specificare che classi (istanze) con URI diverse, in realta` sono la stessa
classe (istanza);
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• descrivere nuove classi in termini di combinazioni (unione o intersezio-
ne) di altre, o dire che due classi sono disgiunte.
Le possibilita` citate, ed altre, sono obiettivi dei linguaggi per ontologie
come “Web Ontology Language” [54]. OWL e` stato pensato per descrivere
grafi RDF e usa come sintassi quella di RDF e RDF Schema. Dal progetto
OWL sono derivati tre sottolinguaggi di espressivita` crescente: OWL-Lite,
OWL-DL, e OWL-Full.
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Capitolo 2
Linguaggi di interrogazione per
grafi
Ogni tipo di modello per basi di dati, non e` completo se non e` presente
un linguaggio di interrogazione per il suo utilizzo in applicazioni reali. In
genere per ognuno di essi possono coesistere diversi linguaggi, sia con origini
accademiche che aziendali; ovviamente solo alcuni si affermano diventando
poi lo “standard de facto” per un modello.
In questo capitolo si descrivono tre linguaggi di interrogazione per basi di
dati, in riferimento ai modelli analizzati nel capitolo precedente. Di ognuno
vengono analizzate le caratteristiche principali cercando, se possibile, di farne
un confronto omogeneo.
Nel prossimo capitolo invece, i vari linguaggi saranno confrontati rispetto
ad alcune tipologie di interrogazioni.
2.1 LOREL
Lorel e` un linguaggio di interrogazione implementato al Dipartimento di In-
formatica della Standford University per “Lore”, un database management
system per dati semistrutturati.
In questa sezione faremo riferimento alla versione basata sul modello
OEM.
2.1.1 Il modello dei dati
Il modello dei dati su cui si basa Lorel e` Object Exchange Model (descritto
nella sezione 1.4.4) con qualche piccola variazione. Le due piu` significative
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sono: le etichette sono sugli archi anziche´ sui nodi, sono stati introdotti i
“nomi distinti” come “punti di accesso” ai dati di un’istanza.
Nonostante sia possibile implementare il linguaggio direttamente su OEM,
e` stato scelto, per permettere un piu` ampio utilizzo e una maggiore chia-
rezza, di estendere il modello ODMG ed il linguaggio OQL (Object Query
Language)1.
Il processo di estensione di ODMG e di OQL e` schematizzato dalla figu-
ra 2.1 e descritto di seguito.
Figura 2.1: Relazione tra Lorel/OEM e OQL/ODMG
In OEM risulta impossibile richiedere che gli oggetti descritti abbiano
un tipo come richiesto da ODMG, in quanto il modello nasce appunto dalla
necessita` di descrivere dati semistrutturati. La difficolta` nel processo di tipiz-
zazione risiede nella ricerca di un tipo ad hoc per i dati semistrutturati. La
soluzione proposta e` stata quella di creare un tipo “OEMcomplex” definito
come una tupla con i campi a1, a2, . . . , an, dove a1, a2, . . . , an sono tutte le
possibili etichette presenti in un grafo OEM. La conseguenza e` che tutti i tipi
complessi diventano dello stesso tipo: il valore del campo ai di un particolare
oggetto o e` l’insieme dei “ai-sottoggetti”
2, eventualmente vuoto.
Uno schema dei tipi OEM e` dato nel listato 2.1.
Un procedimento analogo di estensione deve essere applicato anche a
livello dei linguaggi di interrogazione. Una generica interrogazione Lorel,
1Dettagli su ODMG e OQL possono essere trovati in [20]
2Fanno parte dell’insieme ai di un oggetto o, tutti gli oggetti raggiungibili da o tramite
arco etichettato con ai.
2.1. LOREL 31
Listato 2.1: Schema dei tipi OEM.
type OEM = OEMcomplex+OEMstring +.. .+OEMint+OEMnil
type OEMcomplex = s t r u c t ( a1 : s e t (OEM) , . . . , an : s e t (OEM) )
type OEMstring = s t r i n g
type OEMint = i n t
. . .
type OEMnil = ( )
Listato 2.2: Esempio di interrogazione in Lorel.
s e l e c t X. address
from Guide . r e s t au ran t X, X. z ipcode Y
where Y = 57100
viene quindi prima tradotta in una sintassi “OQL-Like”, ed infine, utilizzando
anche i metodi degli oggetti OEM creati nell’estensione di ODMG, viene
creata “un’interrogazione” OQL.
2.1.2 Aspetti principali del linguaggio
Come e` possibile notare dall’esempio di interrogazione nel listato 2.2, la sin-
tassi di Lorel e` dello stesso stile di SQL. Anche in questo caso puo` mancare
la clausola where.
Quando viene creata un’interrogazione, puo` risultare che vengano con-
frontati oggetti e valori di tipo diverso ma comunque “confrontabili”. Come
nell’esempio di query proposto, viene confrontato un oggetto Y con il valo-
re intero 57100. Un altro esempio potrebbe presentarsi se confrontassimo il
valore X (insieme di tutti i ristoranti) con un generico oggetto Z risultante
da una query annidata.
La scelta di Lorel e` stata quella di non rifiutare un’interrogazione (lan-
ciando errori a tempo di esecuzione), ma di fare un largo uso di “coercion”
tentando di confrontare elementi che “ha senso confrontare”. Tutti i casi in
cui si applica questa tecnica, sono descritti in [2].
Tolleranza alla irregolarita` della struttura e completezza dei dati
Nel contesto di dati semistrutturati, quando viene creata un’interrogazione,
risulta inadeguato, se non impossibile, richiedere all’utente di conoscere l’e-
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Listato 2.3: Esempio di interrogazione in Lorel.
s e l e c t Guide . r e s t au ran t . name
from Guide . r e s t au ran t ( . address ) ? . z ipcode Z
where Z = 57100
satta struttura dei dati; inoltre, e` possibile che i dati memorizzati non siano
sempre completi. Questi disagi devono essere “ammortizzati” con opportuni
meccanismi offerti dal linguaggio di interrogazione.
La navigazione dei dati La scelta fatta in Lorel riguardo alla irregolarita`
della struttura, e` stata quindi quella di introdurre i “percorsi”: una forma di
espressioni che porti ad identificare un insieme di oggetti tramite un sistema
di “navigazione” del grafo.
Si distinguono espressioni con percorsi semplici e percorsi complessi.
Un percorso semplice e` una sequenza Z.l1. ... .ln dove Z e` un nome di og-
getto (nell’esempio “Guide”) o una variabile che denota un oggetto, e l1. ... .ln
sono etichette. Un percorso complesso, e` un percorso semplice che fa uso di
espressioni regolari nella definizione di sequenza di etichette. Tramite un
particolare costrutto “unquote”, in Lorel e` possibile usare come etichetta il
valore di una stringa.
Un esempio di interrogazione che fa uso di percorsi e` mostrato nel lista-
to 2.3: sia nel caso in cui l’elemento “zipcode” sia un sotto-oggetto diretto di
“restaurant”, sia nel caso in cui lo sia di “address”, l’interrogazione cattura
tutti i ristoranti della citta` di Livorno.
Tolleranza alla non completezza Il secondo problema citato riguarda
la non completezza dei dati. La soluzione adottata da Lorel, come mostrato
nella sezione 3.3 dei casi d’uso, e` quella di permettere agli utenti di usare
percorsi semplici e/o complessi in combinazione tra loro con l’ausilio degli
operatori logici and e or. Successivamente, tramite il tipo oggetto OEM-
nil appositamente creato, e l’uso del quantificatore esistenziale, e` possibile
tradurre queste interrogazioni in OQL.
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Listato 2.4: Esempio di uso di “variabili di percorso” in Lorel.
s e l e c t d i s t i n c t path−o f (P)
from Map. a i r p o r t {A} . ( ( . % ) ∗)@P. nextTo{B}
where A = ”PSA” and B = ”LeaningTower”
Variabili di percorso
Un’interessante feature messa a disposizione dal linguaggio (vedi Listato 2.4)3,
riguarda le “variabili di percorso”; capita spesso in problemi spaziali, ma non
solo, di chiedersi se esiste e nel caso restituire, un percorso tra due nodi.
La difficolta` nel mettere a disposizione questo tipo di variabili, si ha
durante la fase di collezione dei risultati a causa della chiusura di Kleene: nel
caso si scelgano due nodi tra cui esiste un percorso che li collega contenente
almeno un ciclo, l’insieme dei risultati risulterebbe infinito. La scelta fatta
in Lorel e` stata quella di restituire solo percorsi in cui un oggetto, facente
parte di una porzione di espressione regolare terminante con “+” o “*”, puo`
essere attraversato al massimo una sola volta. Nonostante la condizione di
aciclicita` sia restrittiva, e` stato mostrato che per la maggior parte dei casi
d’uso, la politica adottata risulta sufficiente.
Costruzione dei risultati
Il risultato di un’interrogazione Lorel risulta essere un nuovo grafo OEM. In
questo modo e` possibile utilizzare tale risultato per successive interrogazioni
o integrazioni con altre basi di dati.
Durante la fase di creazione della risposta e` possibile che questa contenga
riferimenti a nuovi oggetti (ad esempio l’elemento principale “answer”) creati
sul momento, oppure ad oggetti esistenti.
Un analisi dettagliata sulla politica di creazione di nuovi oggetti e la scelta
delle etichette nella creazione dei risultati si trova in [2].
2.2 SPARQL
Sparql (SPARQL Protocol and RDF Query Language) e` il linguaggio di
interrogazione progettato dal W3C per il modello Resource Description Fra-
mework descritto nella sezione 1.4.6.
3Nell’esempio citato: una variabile tra “{}” cattura il nodo a cui l’etichetta precedente
si riferisce, e il carattere “%” indica “qualsiasi etichetta”
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Il suo primo rilascio risale al mese di Gennaio 2008 [53], mentre una nuova
versione e` in progetto e le sue caratteristiche possono essere trovate in [52].
Il motivo principale di questo nuovo progetto risiede nel fatto che, con la
prima versione, molte feature presenti in ormai tutti i linguaggi di interroga-
zione devono essere emulate attraverso script esterni sulla base dei risultati
ottenuti. Semplici esempi sono: l’aggregazione, le negazioni, la possibilita` di
creare interrogazioni annidate, eccetera. Per ovvi motivi, la prima versione
del linguaggio risultera` compatibile con la nuova.
Nel seguito di questa tesi, quando verranno descritte caratteristiche esclu-
sive della nuova versione sara` esplicitato. Nel mostrare esempi di interroga-
zioni, i listati saranno formati da tre sezioni:
Data in cui viene esplicitato, se necessario, il dataset a cui le interrogazioni
si riferiscono e gli eventuali dati sono mostrati in sintassi Turtle (meno
verbosa dell’equivalente RDF/XML);
Query in cui vengono mostrate le interrogazioni. Questa e` a sua volta com-
posta da una prima parte in cui si definiscono i prefissi utilizzati nella
scrittura della query vera e propria;
Result in cui vengono esplicitati i risultati dell’interrogazione.
2.2.1 Aspetti principali del linguaggio
Anche questo linguaggio propone una sintassi che ricorda quella di SQL con le
clausole di selezione e proiezione. Dagli esempi mostrati si nota, in generale,
la mancanza della clausola from: la sorgente dei dati viene infatti esplicitata
al momento della connessione con l’entita` che risolve la query [51]. E’ co-
munque possibile definire con le clausole from e from name all’interno delle
singole interrogazioni, particolari dataset diversi o aggiuntivi rispetto a quello
preimpostato.
La sintassi della clausola where in Sparql, mette in evidenza il meccanismo
utilizzato nella risoluzione delle interrogazioni: il graph pattern matching. La
composizione del pattern per la selezione dei dati, avviene tramite compo-
sizione di pattern di grafi piu` semplici; quello piu` semplice e` una tripla con
delle costanti e delle variabili: applicata al dataset, restituisce tutti i possibili
assegnamenti validi per tutte le sue variabili. Un insieme di pattern di triple,
costituisce un graph pattern elementare. Ogni matching del pattern sui dati
deve comportare un assegnamento di tutte le variabili presenti.
Nel listato 2.5 viene presentato un esempio di dataset RDF e interrogazio-
ne RDF. Nella sezione dati si notano tre oggetti astratti :a, :b, :c espressi
mediante il formalismo dei “blank nodes”: per i primi due oggetti vengono
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Listato 2.5: Esempio di interrogazione semplice in RDF.
Data :
@pref ix f o a f : <http :// xmlns . com/ f o a f /0.1/> .
: a f o a f : name ”Johnny Lee Outlaw” .
: a f o a f : mbox <mai l to : jlow@example . com> .
: b f o a f : name ” Peter Goodguy” .
: b f o a f : mbox <mai l to : peter@example . org> .
: c f o a f : mbox <mai l to : carol@example . org> .
Query :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ?name ?mbox
WHERE
{ ?x f o a f : name ?name .
?x f o a f : mbox ?mbox }
Result :
name mbox
”Johnny Lee Outlaw” <mai l to : jlow@example . com>
” Peter Goodguy” <mai l to : peter@example . org>
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definiti i valori delle proprieta` “name” e “mbox”, per il terzo solo il secon-
do valore. Il pattern di ricerca e` un unico graph pattern (circoscritto dalle
parentesi graffe), composto da due triple pattern: con la prima si richiede
che un oggetto x abbia un nome (il cui valore sara` associato alla variabile
?name), e con la seconda, che lo stesso x abbia anche una casella postale
(associato a ?mbox ). L’interrogazione restituira` tutti i risultati per le coppie
“nome” e “casella postale”. La soluzione in cui a x viene associato il valore
:c non compare tra i risultati in quanto, non essendogli stata definita la
proprieta` “name”, non e` stato possibile effettuare il binding della variabile
?name.
Altri esempi di pattern piu` complessi, saranno mostrati nel capitolo 3.
Nonostante che anche Sparql sia un linguaggio nato per un modello per
dati semistrutturati, per quanto concerne il confronto tra entita` del grafo, si
comporta in modo piu` restrittivo rispetto a Lorel. Nel caso di uguaglianza
ad esempio (operatore “=” o “!=”), se i valori possono essere confrontati
(tipi di dato conosciuti ed eventualmente dopo un cast implicito) il risultato
sara` un valore booleano; al contrario, se i dati appartengono ad un tipo di
dato sconosciuto, il risultato potra` essere “vero” se sono la stessa costante o
altrimenti un errore a tempo di esecuzione4. Una completa specifica riguardo
alle possibilita` di confronto, e` data in [53].
Tolleranza alla irregolarita` della struttura e completezza dei dati
Anche Sparql adotta delle soluzioni per quanto riguarda i problemi nella
scrittura di interrogazioni in relazione all’irregolarita` della struttura dei dati
e incompletezza degli stessi.
La navigazione dei dati In relazione a quanto detto per il linguaggio
Lorel, Sparql offre al programmatore solo i percorsi semplici simulandoli con
graph pattern. Come esempio si riprende la ricerca di ristoranti vista per
Lorel:
R.address.zipcode Z
diventa5 in Sparql:
{?R foaf:address ?add .
?add foaf:zipcode ?Z}
4Per rilassare questo vincolo, Sparql mette a disposizione un operatore “sameterm”
che, in caso di costanti diverse di tipo sconosciuto, ritorna un valore booleano negativo
anziche´ un errore.
5I prefissi adottati per i predicati dell’esempio non sono significativi.
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Nella nuova versione di Sparql in fase di progetto, qualcosa nella stes-
sa direzione dei percorsi complessi di Lorel e` stata pensata. Tale feature,
al momento della stesura di questa tesi, rimane ancora qualcosa di bassa
priorita` [57].
Tolleranza alla non completezza Per il trattamento di questo aspetto,
Sparql fin dalla sua prima versione, mette a disposizione due particolari graph
patter utilizzabili nella fase di matching: “optional” e “alternative” graph
pattern.
Il primo permette all’utente di definire graph pattern “opzionali” con
variabili che, se trovano un corrispettivo assegnamento nel dataset, contri-
buiscono alla soluzione, altrimenti, vengono lasciate senza valore non costrin-
gendo il sistema a scartare l’intera soluzione.
Il secondo pattern permette invece di definire dei graph pattern alterna-
tivi: se almeno uno tra i possibili trova un binding per tutte le sue variabili,
allora l’intero “alternative graph pattern” ha un match nel dataset e si proce-
de a calcolare il resto della soluzione. Nel caso in cui piu` alternative abbiano
un match nei dati in esame, tutte le soluzioni vengono calcolate.
Esempi specifici del loro uso sono nel capitolo 3.
Costruzione dei risultati
In Sparql esistono quattro forme di interrogazione che calcolano altrettanti
differenti tipi di risposte:
SELECT il risultato e` una serie di associazioni tra le variabili presenti nella
clausola select e i corrispettivi valori assegnati per ciascun matching
(tipo di query mostrato nel listato 2.5); il risultato puo` eventualemente
essere serializzato in XML.
CONSTRUCT oltre alla clausola where, viene definito un template per
la costruzione di un nuovo dataset RDF a partire dai risultati degli
assegnamenti delle variabili.
ASK si chiede di calcolare se un certo pattern ha almeno un match nel
dataset.
DESCRIBE il risultato e` una descrizione di una certa risorsa.
Un esempio di interrogazione “construct” e` mostrato nel listato 2.6. La
clausola construct definisce il template che avra` ogni match del pattern di
ricerca: una tripla composta dalla URI che identifica “Alice”, dalla pro-
prieta` vcard:FN e dal valore assunto dalla variabile ?name ogni volta. Tutti
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Listato 2.6: Esempio di interrogazione “construct” in Sparql.
Data :
p r e f i x f o a f : <http :// xmlns . com/ f o a f /0.1/> .
: a f o a f : name ” Al i c e ” .
: a f o a f : mbox <mai l to : a l ice@example . org> .
Query :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
PREFIX vcard : <http ://www. w3 . org /2001/ vcard−rd f /3.0#>
CONSTRUCT
{ <http :// example . org / person#Alice> vcard :FN ?name }
WHERE
{ ?x f o a f : name ?name }
Result :
@pref ix vcard : <http ://www. w3 . org /2001/ vcard−rd f /3.0#>
.
<http :// example . org / person#Alice> vcard :FN ” Al i c e ” .
2.3. G-LOG 39
gli eventuali prefissi presenti nel template, saranno esplicitati all’inizio della
soluzione.
2.3 G-LOG
Il linguaggio G-Log, il cui modello e` stato descritto nella sezione 1.4.3, si
basa sulla logica deduttiva per la risoluzione delle interrogazioni.
Nella prossima sezione vengono descritte le nozioni base per comprendere
gli esempi di interrogazione del prossimo capitolo. Alcuni aspetti trattati
nella descrizione dei precedenti linguaggi non verranno analizzati in quan-
to, non essendo G-Log nato per dati semistrutturati, alcuni problemi non
esistono (ad esempio l’irregolarita` della struttura dei dati dati).
2.3.1 Le interrogazioni in G-Log
Per poter descrivere il linguaggio, e` necessario descrivere come si formulano
le interrogazioni in questo linguaggio. Per questo motivo si introducono i
concetti di: pattern colorati, insiemi di regole, goal e programmi G-Log.
Un pattern e` un’istanza su uno schema S eccetto per due proprieta`: gli
archi di uguaglianza possono intercorrere anche tra nodi diversi con la stessa
etichetta6 e, i nodi che rappresentano un oggetto atomico possono non aver
associato un valore.
Come nelle clausole di Horn, in un pattern possiamo definire quali nodi
e archi devono trovare un match sui dati (corpo), e quali nodi e archi fanno
parte della deduzione logica (testa), entrambi sia in forma affermativa che
non. Poiche` il linguaggio e` pensato per essere utilizzato con un’interfaccia
grafica, sono stati associati i seguenti colori alle diverse situazioni:
linea rossa solida RS per nodi ed archi che devono trovare un match in
forma affermativa sui dati;
linea rossa tratteggiata RD per nodi ed archi che non devono trovare un
match sui dati (forma negativa);
linea verde solida GS per nodi ed archi che sono deduzioni logiche affer-
mative;
linea verde tratteggiata GD per nodi ed archi che sono deduzioni logiche
negative.
6In tal caso, i due nodi del pattern, durante il match dovranno essere fatti corrispondere
allo stesso nodo dell’istanza dei dati.
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(a) (b)
Figura 2.2: Esempi di pattern colorati in G-Log.
In questa tesi, le linee rosse sono sostituite da linee fini, e quelle verdi da
linee spesse.
Due esempi di pattern colorati sono mostrati in figura 2.2.
Nella parte (a), se una persona p ha un figlio f, allora si deduce che f ha
come genitore p; nella parte (b), se una persona non ha figli allora si crea un
nuovo tipo di oggetto di etichetta Childless e si collega il nodo Persona ad
esso mediante un nuovo tipo di arco di etichetta chless.
Formalmente un pattern colorato CP su uno schema S, e` una coppia
ordinata (P,Col) tale che:
• P = (N,E) e` un pattern su S;
• Col : {N ∪ E} → {RS,RD,GS,GD}.
Per semplicita` di lettura, un pattern colorato sara` indicato con P anziche´
con CP .
E’ facilmente verificabile che i due esempi mostrati non sono pattern sullo
schema presentato nella sezione 1.4.3: ad esempio, nella parte (a) c’e` l’arco
parent che non e` stato definito nello schema di partenza. Un pattern non
e` quindi un elemento sufficiente per la definizione formale di una regola per
dedurre nuove istanze di dati; infatti e` necessario definire uno schema di
“destinazione” (in relazione a quello di “partenza”) a cui sia il pattern che
l’istanza dedotta devono appartenere.
Per semplicita` di esposizione si definisce prima PC come la parte di P che
contiene solo i colori in C: ad esempio, P{RS} rappresenta solo la parte rosso
solida di P . Formalmente: preso un pattern colorato P = ((N,E), Col) e C
un sottoinsieme di {RS,RD,GS,GD},
PC = (N ∩ Col−1(C), E ∩ Col−1(C))
Una regola su uno schema sorgente S1 e` una coppia 〈S2, P 〉 dove:
• S2 e` un superschema7 di S1;
7Uno schema S1 si dice sottoschema di S2 se e` un suo sottografo (S2 e` un superschema
di S1). Analogamente si hanno le definizioni per sottoistanze e sottopattern.
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• P e` un pattern colorato sullo schema S2 tale che P{RS}, P{RS,RD},P{RS,GS},
P{RS,GS,GD} sono pattern su S2.
In generale, e` possibile avere la necessita` di eseguire contemporaneamen-
te un insieme di regole sullo stesso schema sorgente S1 e con uno schema
destinazione S2. Si ha quindi il concetto di insieme di regole definito come:
A = {r1, ..., rn}, n ≥ 0 tale che ogni ri = 〈S2, Pi〉 e` una regola su S1.
Un caso tipico che fa uso degli insiemi di regole sono le chiusure transitive
(un esempio e` mostrato alla fine della sezione).
In alcuni tipi di interrogazioni che coinvolgono la negazione di fatti, per
ottenere la soluzione cercata, e` necessario procedere ad una stratificazione
delle regole da utilizzare per la deduzione.
Si definisce per questo motivo, il concetto di programma G-Log su uno
schema S1 come una lista finita 〈A1, ...An〉 con n ≥ 0, tale che Ai e` un insieme
di regole sullo schema Si e schema di destinazione Si+1. Sn+1 e` lo schema di
arrivo del programma.
Nei casi limite in cui sia nella definizione di insieme di regole che di
programma, n vale 0, gli schemi di origine e destinazione coincidono.
Durante l’uso di regole per la deduzione, sono generati nodi ed archi
ausiliari. Si rende quindi necessario un meccanismo di “ripulitura”; in G-Log
e` stato definito il concetto di goal : un goal su uno schema S e` un sottoschema
di S.
L’applicazione di un goal su un’istanza prodotta da un programma per-
mette di filtrare i dati, lasciando solo quelli necessari ad esprimere la soluzione
dell’interrogazione.
Per un’analisi formale della semantica dei programmi G-Log si rimanda
a [41].
Esempio di interrogazione G-Log e formalismo utilizzato
Per concludere questa breve introduzione, si presenta un esempio di interro-
gazione mostrando anche il formalismo con cui possono essere scritte.
Il problema consiste nel trovare tutte le coppie di nodi di una certa eti-
chetta “O” che non hanno una relazione transitiva “b” tra di loro. Un modo
per risolvere il problema e` quello di calcolare la chiusura transitiva rispetto
a “b”, e successivamente trovare il complementare.
Il formalismo usato in figura 2.3 e` il seguente:
• sulla prima riga a sinistra e` mostrato lo schema dei dati sulla quale il
programma si basa;
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Figura 2.3: Esempio interrogazione G-Log.
• per ogni riga successiva, sulla destra e` mostrato l’insieme delle regole da
applicare, e sulla sinistra lo schema di “arrivo”. Lo schema di partenza
e` mostrato sopra quest’ultimo.
• sull’ultima riga e` mostrato lo schema goal.
Nell’esempio, l’interrogazione e` stata suddivisa in tre passi:
1. attraverso le regole dell’insieme A viene calcolata la chiusura transitiva
della relazione “b”;
2. sul risultato si individuano tutte le coppie di nodi non collegati dalla
relazione “tc”;
3. il risultato viene ripulito dagli archi ausiliari “tc” attraverso il goal.
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2.3.2 Aspetti principali del linguaggio
Le interrogazioni in G-Log trovano fondamento solo nel patter matching e
nella deduzione logica.
Non esistono meccanismi per esprimere vincoli su costanti o espressioni
di esse: l’unica costrizione ammessa e` quella di uguaglianza di letterali pre-
vista esplicitamente nella nozione di embedding (“calatura” del pattern sui
dati) [41]. Espressioni piu` generali, come ad esempio richiedere “Tutte le
persone con eta` inferiore a 30 anni” non sono esprimibili.
Tolleranza alla completezza dei dati
Il problema dell’irregolarita` dello schema dei dati come descritto per Lorel e
Sparql, non si pone in quanto G-Log non nasce come linguaggio per l’inter-
rogazione di dati semistrutturati.
Esiste tuttavia il problema legato all’incompletezza dei dati: lo schema
suggerisce infatti quali nodi e quali archi possono essere presenti nelle rela-
tive istanze, ma non impone la loro presenza. In relazione allo schema sulle
persone usato nella descrizione del linguaggio, esso esplicita che ogni “Per-
sona” puo` avere un indirizzo, un’eta`, figli e puo` essere sposata con un’altra
persona.
Nonostante questa flessibilita`, un pattern colorato non permette di defini-
re parti opzionali (come avviene con gli “optional graph pattern” di Sparql):
un’istanza infatti, soddisfa una regola se tutti i nodi della parte rosso solida
(corpo affermativo della regola) trovano un corrispettivo nei dati.
Costruzione dei risultati
Come mostrato nella sezione precedente, al termine di un programma G-Log
il risultato ottenuto e` ancora un grafo di questo modello. Per quanto concerne
lo schema Sris di cui il risultato e` istanza si hanno due casi: se viene applicato
un goal il cui schema Sgoal e` sottoschema di quello di partenza S0, allora anche
Sris e` sottoschema di S0 (in questo caso e` stata fatta una selezione dei dati);
in tutti gli altri casi non lo sara`.
Generative G-Log
L’algoritmo naive atto a risolvere programmi G-Log proposto dagli autori del
linguaggio [40], risulta particolarmente inefficiente. Gli stessi hanno quindi
proposto “Generative G-Log”, una versione semplificata la cui caratteristica
che lo contraddistingue e` la non presenza di deduzioni negate (nodi verdi
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tratteggiate) nelle regole del programma. Questa proprieta` ha permesso la
scrittura di nuovi algoritmi piu` efficienti.
Poiche` il nuovo linguaggio deve mantenere lo stesso potere espressivo del-
l’originale, si dimostra come e` possibile eseguire la riscrittura dei programmi.
Per un’analisi dettagliata del confronto dei linguaggi e degli algoritmi, si
rimanda alla letteratura [40]; in questa tesi, nella formulazione delle interro-
gazioni sara` comunque usato G-Log.
Capitolo 3
Casi d’uso
In questo capitolo si propongono alcuni tipi di interrogazioni che ritrovano la
loro utilita` in altrettanti campi applicativi come la biologia o le reti sociali.
Lo scopo di questo capitolo e` infatti quello di confrontare i diversi linguaggi
analizzati in relazione a casi d’uso tipici che coinvolgono i dati semistrutturati
e le nozioni sui grafi.
Nella prima parte si descrivono i sistemi utilizzati per il test delle inter-
rogazioni proposte; nelle successive sezioni vengono quindi affrontati alcuni
casi d’uso con le relative interrogazioni.
3.1 Sistemi reali
Quando la comunita` di ricerca propone un nuovo modello per le basi di dati,
in genere propone anche un linguaggio di interrogazione e, alcuni di essi vedo-
no una loro reale implementazione su nuovi sistemi o un’integrazione in quelli
gia` esistenti. Nelle successive sezioni si discute delle varie implementazioni
per i linguaggi utilizzati nel resto di questo capitolo.
3.1.1 Lore
Lorel e` nato come linguaggio di interrogazione per il sistema Lore svilup-
pato alla Stanford University. La sue prime versioni, come descritto nella
sezione 2.1.1, erano basate sul modello dei dati OEM/ODMG; successiva-
mente il progetto e` stato direzionato verso un supporto sempre piu` ampio di
XML mantenendo tuttavia la retrocompatibilita`. La ragione principale e` che
quest’ultimo a differenza di OEM, supporta il concetto di Document Type
Definition (DTD), permettendo cos`ı il calcolo dei risultati delle interrogazioni
in modo piu` efficiente.
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L’ultima versione disponibile1 del sistema, risale all’anno 2000 e non e`
compatibile con i sistemi Linux attuali (non sono disponibili i file sorgenti
per un’eventuale ricompilazione).
Per le interrogazioni proposte nel seguito, ci si affida quindi ai casi d’uso
presenti in [2] e [38], e alla grammatica del linguaggio.
3.1.2 Jena
Jena e` un framework Java per la costruzione di applicazioni che fanno uso
del web semantico, e` un progetto open source2 ed e` nato nei laboratori HP
(Hewlett-Packard) per la ricerca sul web semantico.
Il framework e` corredato da ARQ, il motore per l’esecuzione delle inter-
rogazioni Sparql (nella sua prima versione). Alcuni aspetti di Sparql 1.1, la
nuova versione del linguaggio attualmente in fase di sviluppo, sono tuttavia
gia` supportati e saranno utilizzati nella scrittura delle interrogazioni delle
prossime sezioni (se non e` possibile fare altrimenti). L’estensione riguarda
sopratutto la possibilita` di: scrivere interrogazioni annidate, usare il costrut-
to GROUP BY (non presente in altri linguaggi per RDF [8]), usare i percorsi
complessi.
3.1.3 G-Log
Questo linguaggio nato al Politecnico di Milano, non e` mai stato implemen-
tato cos`ı come descritto dagli autori; tuttavia ha dato ispirazione ad un lin-
guaggio per il trattamento di dati XML (XML-GL) la cui implementazione,
cambiata piu` volte, e` presente in XQBE (XQuery By Example). Essendo tut-
tavia interessati all’aspetto logico deduttivo del linguaggio originale, e` stato
preferito usare quello anziche´ XML-GL.
Anche per questo linguaggio, ci si affida quindi alla sintassi e alla seman-
tica espresse nel documento originale [41].
3.2 Interrogazioni orientate ai grafi
Nei contesti reali, esistono molti domini applicativi in cui i dati possono
essere modellati come grafi: esempi si traggono dalla biologia, dall’analisi
delle social network e dai dati geospaziali. In tutti questi casi, richieste che
1Indirizzo web da cui e` possibile scaricare il sistema Lore:
http://infolab.stanford.edu/lore/release/.
2Indirizzo web da cui e` possibile scaricare il codice: http://www.openjena.org.
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Listato 3.1: Dataset RDF per il caso d’uso “nodi adiacenti”.
@pref ix f o a f : <http :// xmlns . com/ f o a f /0.1/> .
: a f o a f : name ”Giacomo” .
: b f o a f : name ”Sandro” .
: c f o a f : name ”Marco” .
: d f o a f : name ”Gabri ” .
: a f o a f : f r i e n d : c .
: c f o a f : f r i e n d : a .
: c f o a f : f r i e n d : d .
: d f o a f : f r i e n d : c .
: a f o a f : teach : b .
: a f o a f : teach : c .
: d f o a f : teach : a .
coinvolgono nozioni che fanno riferimento ai grafi come distanze, connettivita`
ecc, sono molto frequenti.
Nel resto di questa sezione si esaminano diversi casi d’uso proponen-
do quindi delle interrogazioni e cercando, se possibile, di scriverle nei vari
linguaggi.
Ogni sezione si conclude con una tabella che sintetizza per ogni linguaggio,
la possibilita` di esprimere interrogazioni del tipo trattato. I simboli usati so-
no: • se il linguaggio lo permette, ◦ se il linguaggio lo permette parzialmente
o con le limitazioni discusse, − se non lo permette.
3.2.1 Nodi adiacenti
Caso d’uso: nodi adiacenti tramite una relazione nota. In un conte-
sto sociologico quale Facebook, si vogliono trovare tutte le persone che hanno
stretto un rapporto di amicizia con una determinata persona.
In questa sezione si utilizza il dataset nel listato 3.1 che rappresenta un
contesto sociale molto semplice in cui esistono quattro persone con delle
relazioni di amicizia e delle relazioni insegnante-alunno. Per semplicita`, si
assume che le persone siano identificate univocamente dall’attributo “nome”.
Il dataset per gli altri due modelli si assume implicito e non viene descritto.
Le interrogazioni nei vari linguaggi sono presenti nel listato 3.2 e in
figura 3.1.
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Figura 3.1: Nodi adiacenti tramite relazione nota in G-Log. Per il formalismo,
vedi sezione 2.3.1.
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Listato 3.2: Nodi adiacenti tramite relazione nota in Sparql e Lorel.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ?name
WHERE
{
?x f o a f : name ”Marco” .
?x f o a f : f r i e n d ?y .
?y f o a f : name ?name .
}
Query Lore l :
s e l e c t X. name
from Facebook . Person P, P. f r i e n d X
where P. name = ”Marco”
Sparql Sparql 1.1 Lorel G-Log
• • • •
Tabella 3.1: Caso d’uso: nodi adiacenti tramite relazione nota.
Caso d’uso: archi incidenti. Sempre nel contesto di una social network,
si chiedono tutti i tipi di relazione che sono state instaurate almeno una volta
tra due persone qualunque. Nell’esempio di dataset del caso precedente, ci
si aspettano le relazioni “friend” e “teach”.
Le interrogazioni in Sparql3 e Lorel sono presenti nel listato 3.3.
In Lorel per richiedere il valore di un’etichetta di un arco e` stata usata una
variabile di percorso “T” (introdotta dal simbolo “@”) a cui viene associato
il percorso, in questo caso lungo un arco: la wildcard “%” indica appunto
“qualsiasi valore”.
In G-Log una tale interrogazione non e` esprimibile in spazio costante non
potendo utilizzare il concetto di tipo di arco (la sua etichetta) come valore
nella deduzione logica. Nel caso specifico dell’esempio, l’interrogazione piu`
simile diviene: “quali tra le relazioni teach e friend sono state instaurate
3Nell’interrogazione Sparql si richiedono tutti i tipi di archi di tutti i nodi. Poiche´ nel
dataset usato (Listato 3.1) sono rappresentate solo persone, il risultato e` corretto.
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Listato 3.3: Archi incidenti in Sparql e Lorel.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT DISTINCT ? t ipo
WHERE
{
?x ? t ipo ?y .
}
Query Lore l :
s e l e c t d i s t i n c t path−o f (T)
from Facebook . Person .%@T
almeno una volta?”; questa e` esprimibile in spazio lineare sul numero dei tipi
di archi. L’interrogazione e` mostrata in figura 3.2.
Sparql Sparql 1.1 Lorel G-Log
• • • ◦
Tabella 3.2: Caso d’uso: archi incidenti.
3.2.2 Grado di un nodo
Caso d’uso. Un’interrogazione abbastanza comune e` quella di chiedere il
grado di un nodo. Ad esempio, riprendendo il contesto social network, per
ogni persona si chiede il numero di relazioni instaurate.
In questa interrogazione si fa uso sia di funzioni di aggregazione sia di ope-
ratori di raggruppamento. La fonte dei dati e` quella gia` citata (Listato 3.1),
mentre le interrogazioni sono nel listato 3.4.
In Sparql l’interrogazione non e` esprimibile in quanto non esiste ne´ il
concetto di funzione di aggregazione ne´ di operatore di raggruppamento;
tuttavia lo e` con l’estensione apportata da ARQ e dalla nuova versione del
linguaggio.
In Lorel, esistono i due concetti ma, dalla documentazione si evince che
non e` possibile applicare le funzioni di aggregazione alle variabili di percorso.
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Figura 3.2: Archi incidenti in G-Log
Listato 3.4: Grado di un nodo Sparql e Lorel.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ?name ( Count (? a ) AS ? count )
WHERE
{
?x f o a f : name ?name .
?x ?a ?y .
}
GROUP BY ?name
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Anche in G-log, non e` prevista nessuna forma di aggregazione, quindi
l’interrogazione non e` esprimibile.
Sparql Sparql1.1 Lorel G-Log
− • − −
Tabella 3.3: Caso d’uso: grado di un nodo.
3.2.3 Percorsi tra nodi
I pattern di grafo che esprimono percorsi (cammini) tra le entita` di un grafo
possono essere divisi in due categorie: quelli semplici (la cui lunghezza e`
fissa) e quelli complessi (di lunghezza variabile); si generano cos`ı due classi di
interrogazioni. In seguito, per semplicita` di lettura, si indica con “percorso”
un pattern di percorso.
Un’altra classificazione ortogonale alla prima e` quella che divide le inter-
rogazioni a seconda che: si richieda l’esistenza di un percorso o si richieda il
percorso calcolato. Come gia` accennato nella sezione 2.1.2, questo aspetto e`
di fondamentale importanza nel caso in cui il contesto applicativo ammetta
la presenza di cicli nel dataset.
Cammini semplici
In questa sezione si analizzano solo i cammini semplici che collegano due nodi
tramite k archi con la stessa etichetta, dove k e` un parametro fissato. Non
si analizzano i casi in cui un si cercano cammini che sono composizioni di
quelli appena descritti in quanto, con semplici meccanismi di giunzione, ci si
riconduce al caso precedente; ad esempio, prese I, J, Z variabili che denotano
nodi, e l, k due tipi di etichette (o proprieta`), abbiamo la seguente equivalenza
tra percorsi:
I.l.l.l.k.k.J ≡ I.l.l.l.Z, Z.k.k.J
Caso d’uso. Con ispirazione al numero di Erdo¨s4, si vogliono trovare tutti
gli amici degli amici di una data persona (numero di Erdo¨s pari a 2).
Le interrogazioni nei vari linguaggi sono mostrate nel listato 3.5 e in
figura 3.3.
4Erdo¨s number. Sito web:http://en.wikipedia.org/wiki/Erd\%C5\%91s_number
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Listato 3.5: Cammini semplici in Sparql e Lorel.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT DISTINCT ? erdosFr iend
WHERE
{
?x f o a f : name ”Marco” .
?x f o a f : f r i e n d ?y .
?y f o a f : f r i e n d ? z .
? z f o a f : name ? erdosFr iend .
NOT EXISTS {?x f o a f : f r i e n d ? z } .
FILTER (? erdosFr iend !=”Marco ”) .
}
Query Lore l :
( s e l e c t B. nome from Facebook .A, A. f r i e n d . f r i e n d B
where A. nome = ”Marco” and B. nome <> ”Marco ”)
except
( s e l e c t B. nome from Facebook .A, A. f r i e n d B
where A. nome = ”Marco ”)
Figura 3.3: Cammini semplici in G-Log.
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Per il calcolo della soluzione, da tutti gli amici degli amici di “Marco”, e`
necessario togliere quelli che sono amici diretti (numero di “Erdo¨s” pari a 1).
Nel contesto dei cammini semplici non si presenta il problema della chiu-
sura di Kleene in quanto, l’esplorazione del grafo e` limitata dalla definizione
del cammino all’interno della query.
L’interrogazione proposta prevede l’uso della clausola exists che non e` di-
sponibile nella prima versione di Sparql, ma sarebbe comunque stata esprimi-
bile mediante l’uso di piu` funzioni e costrutti. La compatibilita` piena rimane
tuttavia limitatamente alla parte inerente i percorsi semplici (definizione di
“amico di amico”).
Sparql Sparql1.1 Lorel G-Log
• • • •
Tabella 3.4: Caso d’uso: cammini semplici.
Cammini complessi
Con cammini complessi si intendono tutti quei pattern che, per esprimere la
composizione di un percorso tra due nodi, fanno uso di espressioni regolari o
loro generalizzazioni. In generale i cammini complessi su un grafo si adottano
con l’uso di funzioni transitive come ad esempio la “raggiungibilita`” o la
relazione di “sottoclasse”, tuttavia sono utili anche per la ricerca in dati
semistrutturati dove il linguaggio non viene in aiuto con costrutti atti allo
scopo (come quelli descritti nella sezione 2.2.1).
Caso d’uso 1: Nodi raggiungibili tramite cammini complessi. A
seguito di una rapina in una nota banca, viene arrestato “Tizio” che confessa
di essere stato aiutato da un complice. Nel database delle forze dell’ordine,
si vogliono trovare tutte le persone che potrebbero essere correlate con “Ti-
zio”: due persone sono correlate se esiste un percorso formato da etichette
“rapinaInsiemeA” o “cellaCon”.
Le interrogazioni nei vari linguaggi sono presenti nel listato 3.6 e in
figura 3.4.
In caso di presenza di cicli nel dataset, pur non richiedendo esplicitamente
il percorso, i tre linguaggi si comportano in modo differente. In Sparql, se
esiste un ciclo che fa coincidere inizio e fine di un percorso, il nodo finale e`
un risultato valido (nell’esempio, se non ci fosse la clausola FILTER, “Tizio”
comparirebbe tra i risultati). In Lorel, per quanto detto nella sezione 2.1.2,
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Figura 3.4: Nodi raggiungibili tramite cammini complessi in G-Log.
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Listato 3.6: Nodi raggiungibili tramite cammini complessi in Sparql e Lorel.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ? compl ice
WHERE
{
?x f o a f : name ”Marco” .
?x ( f o a f : rapinaInsiemeA | f o a f : ce l laCon )+ ?y .
?y f o a f : name ? compl ice .
FILTER (? y!=?x ) .
}
Query Lore l :
s e l e c t B. compl ice
from Po l i c e . Person A,
A( . rapinaInsiemeA | . ce l laCon )+ B
where A. name = Marco and A<>B
“Tizio” non puo` comparire tra i risultati in quanto il nodo “Person” cor-
rispondente gia` appartiene al percorso come origine dello stesso. Anche in
G-Log, se non ci fosse la restrizione sulla non uguaglianza tra nodi, il nodo
origine comparirebbe tra i risultati.
Sparql Sparql1.1 Lorel G-Log
− • • •
Tabella 3.5: Caso d’uso: nodi raggiungibili tramite cammini complessi.
Caso d’uso 2: Nodi raggiungibili tramite cammini complessi limi-
tati. Un possibile raffinamento dell’interrogazione precedente consiste nel
cercare le persone correlate a “Tizio” tramite un percorso che sia composto
al massimo da x etichette.
In G-Log l’interrogazione e` esprimibile utilizzando un numero di regole
lineare in x, dove l’i-esima regola (con 1 ≤ i ≤ x) deduce che il cammino
lungo i appartiene alla soluzione.
Con Sparql e Lorel, il problema presentato potrebbe essere affrontato
in due modi: in fase di costruzione, creando soluzioni di cammini lunghi
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Listato 3.7: Nodi raggiungibili tramite cammini complessi limitati in Sparql.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ? compl ice
WHERE
{
?x f o a f : name ”Marco” .
?x ( ( f o a f : rapinaInsiemeA | f o a f : ce l laCon )+){1 ,5} ?y .
?y f o a f : name ? compl ice .
FILTER (? y!=?x ) .
}
al massimo x, oppure a posteriori, eliminando quelli che non rispettano il
vincolo.
Nel secondo caso, sono necessarie opportune funzioni dedicate per mi-
surare la lunghezza di un percorso, e nessuno dei due linguaggi sembra
averne.
Per affrontare il problema in fase di costruzione, Sparql estende l’uso
delle espressioni regolari, mettendo a disposizione5 una sintassi per indicare
la lunghezza (minima e/o massima) del percorso che si vuole cercare. Lorel
non prevede questo tipo di funzionalita`, tuttavia, equivalentemente a G-Log
e` possibile scrivere un’espressione regolare in spazio lineare in x che prevede
tutti i cammini di tutte possibili lunghezze.
Nel listato 3.7 e` presente l’interrogazione in Sparql.
Sparql Sparql1.1 Lorel G-Log
− • ◦ ◦
Tabella 3.6: Caso d’uso: nodi raggiungibili tramite cammini complessi limitati.
Caso d’uso 3: variabili di percorso. Nel contesto di favorire i colle-
gamenti intermodali, si vogliono organizzare in anticipo gli spostamenti per
arrivare da un certo luogo ad un altro. Un semplice dataset che descrive al-
cuni collegamenti e` mostrato nel listato 3.8. L’interrogazione deve restituire
tutti i possibili percorsi.
5La sintassi completa e` disponibile in [57].
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Listato 3.8: Dataset RDF per collegamenti intermodali.
@pref ix f o a f : <http :// xmlns . com/ f o a f /0.1/> .
: a f o a f : name ”PSA” .
: b f o a f : name ” Pisa Centra le ” .
: c f o a f : name ” Fi renze S .M.N. ” .
: d f o a f : name ”LeaningTower” .
: a f o a f : t r a i n : b .
: a f o a f : c i tybus : d .
: a f o a f : t a x i : b .
: b f o a f : t r a i n : c .
: b f o a f : t a x i : d .
Rispetto ai casi d’uso precedenti, in questo non si richiede di calcolare
tutte le possibili destinazioni raggiungibili, o l’esistenza6 di un collegamento
intermodale tra due luoghi. In questo caso invece, si richiede di calcolare (e
restituire) almeno un percorso tra due nodi del grafo.
In entrambe le versioni di Sparql, non esiste la possibilita` di restituire
l’insieme dei percorsi calcolati da un pattern, pertanto l’interrogazione non
e` esprimibile.
In G-Log, non si riesce ad esprimere tale interrogazione se non con un
numero esponenziale di regole: per restituire l’insieme dei possibili percorsi
e` necessario enumerarli, e con altrettante regole verificare che ognuno di essi
abbia i nodi di origine e destinazione cercati.
Solo il linguaggio Lorel definisce il concetto di “variabile di percorso”:
questo tipo di variabili sono utilizzate per denotare i percorsi (o parti di
essi) calcolati mediante cammini complessi. Un semplice esempio e` gia` sta-
to mostrato durante il recupero di tutti i tipi di archi uscenti da un nodo
(sezione 3.2.1).
Un esempio di interrogazione e relativi risultati per il dataset preso in
esame e` mostrato nel listato 3.9.
Sparql Sparql1.1 Lorel G-Log
− − • −
Tabella 3.7: Caso d’uso: variabili di percorso.
6Si ottiene chiedendo l’esistenza di un cammino complesso in cui sono specificati sia
il nodo di partenza che di destinazione. Un esempio piu` complesso e` mostrato nella
sezione 3.2.5.
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Listato 3.9: Query Lorel con variabili di percorso.
Query Lore l :
s e l e c t d i s t i n c t path−o f (P)
from Map. a i r p o r t {A}(( .%) ∗)@P B
where A. name = ”PSA” and B. name = ”LeaningTower”
Resu l t s :
c i tybus
t r a i n . t a x i
t a x i . t a x i
Listato 3.10: Nodi di un percorso in Lorel.
Query Lore l :
s e l e c t d i s t i n c t N. name
from Map. a i r p o r t A, A(.%)∗ N, N(.%)∗ B
where A. name = ”PSA” and B. name=”LeaningTower”
In un contesto come quello esposto tuttavia, i risultati generati da Lorel
sono di poca utilita`7: data una variabile di percorso, non c’e` modo di risalire
ai nodi attraversati.
Caso d’uso 4: “nodi intermedi”. Nel caso specifico in cui si fosse a
conoscenza del fatto che il cammino tra due nodi A e B e` unico, e` possibile
calcolare tutti i nodi attraversati; rilasciando il vincolo di unicita`, si ottiene
l’insieme di tutti i nodi di tutti i percorsi tra A e B.
Un esempio Lorel e` mostrato nel listato 3.10. L’interrogazione in Sparql e
G-Log puo` essere espressa a patto che si conoscano in anticipo i tipi di archi
che possono esistere tra due nodi del percorso.
7Sapere che dall’aeroporto di Pisa alla torre pendente e` necessario prendere prima un
treno e poi un taxi non e` di per se un’informazione utile, in quanto manca l’informazione
sul luogo di cambio.
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Sparql Sparql1.1 Lorel G-Log
− • • •
Tabella 3.8: Caso d’uso: nodi “intermedi”.
3.2.4 Distanze tra nodi
Esistono molti contesti in cui entra in gioco la nozione di “distanza” tra nodi
di un grafo. Di seguito si presentano alcuni casi d’uso tipici che coinvolgono
questo concetto.
Lunghezza di un percorso
Esistono molti contesti in cui, oltre a calcolare i percorsi possibili tra i nodi di
un grafo, si e` interessati anche a dare loro dei valori per stilare una “classifica”
dei risultati. Un caso tipico e` l’ordinamento dei cammini sulla base della loro
lunghezza (distanza tra origine e destinazione).
Dei tre linguaggi presi in esame, solo Lorel permette di calcolare tutti i
percorsi tra due nodi (vedi caso d’uso numero 3 della sezione 3.2.3), tuttavia
non esiste nessuna funzione del linguaggio (o modo equivalente) che permette
di ottenere il numero di etichette di cui sono composti.
Nessuno dei linguaggi permette quindi di esprimere questo tipo di ri-
chiesta. La proprieta` diametro di un grafo e` legata al concetto di distan-
za8; interrogazioni che fanno uso di questa proprieta` non sono pertanto
esprimibili.
Sparql Sparql1.1 Lorel G-Log
− − − −
Tabella 3.9: Caso d’uso: lunghezza di un percorso.
Cammini pesati
Una generalizzazione del concetto di distanza, si ha con i cammini “pesati”:
ogni arco o nodo attraversato ha un determinato peso che contribuisce a
quello complessivo del percorso a cui appartiene. Tipicamente questo valore
viene calcolato in funzione dei nodi o degli archi attraversati: un esempio e`
8Il diametro di un grafo e` il valore della lunghezza del cammino minimo piu` lungo tra
due nodi qualunque.
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la ricerca dell’itinerario piu` breve o piu` veloce tra due punti su una mappa
stradale dove di ogni strada, si conosce la lunghezza o la velocita` media.
Escluso G-Log per gli stessi motivi del caso d’uso sul grado dei nodi, gli
altri due linguaggi non mettono a disposizione dei costrutti tali da permet-
tere l’applicazione di una qualunque funzione di aggregazione sui valori delle
proprieta` dei nodi attraversati. Non prevedendo la possibilita` di definire ar-
chi pesati, il problema rimane inesprimibile; se fosse possibile quanto detto
in precedenza tuttavia, sarebbe possibile simularli con l’introduzione di nodi
ausiliari (vedi figura 3.5) e calcolare quindi il peso complessivo di un percorso.
Figura 3.5: Definizione di archi pesati mediante nodi ausiliari.
Nell’ipotesi in cui i cammini ricercati siano unici (tra origine e destina-
zione esiste un solo percorso), mediante l’uso di interrogazioni annidate e`
possibile recuperare i nodi intermedi e dare un peso complessivo. Non essen-
do tuttavia il caso generale, si puo` affermare che nessuno dei tre linguaggi
prevede la possibilita` di “ricavare” cammini pesati dal dataset.
Sparql Sparql1.1 Lorel G-Log
− − − −
Tabella 3.10: Caso d’uso: cammini pesati.
3.2.5 Esempi piu` complessi di connettivita` tra nodi
In diversi contesti applicativi si e` interessati a scoprire se nei grafi costituiti
dai dati, si presentano strutture in genere piu` complesse dei semplici percorsi
tra nodi: esempi sono la ricerca di cricche o di sottografi connessi.
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Caso d’uso 1: cricche. Nel contesto dell’analisi di social network, ci si
puo` chiedere se un selezionato insieme di persone compone una cricca9.
Ad esempio, nel caso di Facebook, ci si chiede se tutte le persone che
hanno sottoscritto l’adesione ad un determinato gruppo, abbiano instaurato
anche un rapporto di amicizia tra loro (formano una cricca).
L’interrogazione e` esprimibile in tutti e tre i linguaggi; per semplicita` di
lettura, la relazione “join” per indicare l’appartenenza ad un gruppo ha come
codominio il nome del gruppo, anziche´ un nodo che lo rappresenta.
Listato 3.11: Esistenza di cricche in Lorel e Sparql.
Query Sparql ( c a l c o l a vero se non e ’ una c r i c c a ) :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
ASK
{
SELECT ?namex ?namey
WHERE
{ ?x f o a f : name ?namex ; f o a f : j o i n ”group ” .
?y f o a f : name ?namey ; f o a f : j o i n ”group ” .
FILTER(? y != ?x ) .
NOT EXISTS {?x f o a f : f r i e n d ?y}
}
}
Query Lore l ( c a l c o l a l e coppie che non rendono i l g ra f o
una c r i c c a ) :
s e l e c t X. name , Y. name
from Facebook . Person X, Facebook . Person Y
where X. j o i n = ”group” and Y. j o i n = ”group” and X<>Y
and not e x i s t s K in X. f r i e n d : K. name = Y. name
L’interrogazione Sparql calcola se un dato sottografo non e` una cricca: il
tipo di interrogazione ASK (vedi Sezione 2.2.1) restituisce il valore booleano
“false” se non e` stato possibile trovare due persone iscritte al gruppo che non
sono amiche tra loro. Non prevedendo la clausola “for all”, non e` possibile
porre la domanda in forma affermativa.
La prima versione di Sparql prevede l’uso di molteplici costrutti per si-
mulare la clausola exists richiesta in questa interrogazione rendendola non
9Un insieme di nodi formano una cricca se il sottografo da loro formato e` completo.
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pulita; per questo motivo si indica la query come non compatibile con Sparql
1.0.
In Lorel non e` prevista la possibilita` di calcolare un valore booleano come
in Sparql, quindi si crea un’interrogazione che restituisca tutte le coppie sul
particolare sottografo che non hanno una relazione di amicizia tra loro.
Figura 3.6: Esistenza di cricche in G-Log.
L’interrogazione in G-Log (Figura 3.6) e` costituita da due parti: nella
regola A.1, se due persone sono iscritte allo stesso gruppo ma non hanno
un rapporto di amicizia (relazione “friend” tratteggiata), si deduce che il
sottografo non e` una cricca (nodo “No” con bordo spesso); nella regola B.1,
se non e` stato dedotto il nodo “No”, si deduce che il sottografo e` una cricca.
Il goal permette di restituire solo il nodo “Yes” o “No”.
Sparql Sparql1.1 Lorel G-Log
− • • •
Tabella 3.11: Caso d’uso: esistenza di cricche.
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Caso d’uso 2: reti “small world”. Richiedere che un insieme di nodi
formino una cricca e` in genere un requisito molto forte: in molti casi, e`
sufficiente la proprieta` di “small world”10.
La richiesta di esistenza di questa proprieta` presuppone la richiesta del-
l’esistenza di cammini limitati (come nel caso d’uso 2 della sezione 3.2.3):
l’interrogazione e` pertanto esprimibile in spazio costante solo in Sparql. In
Lorel puo` essere estesa, in spazio logaritmico sul numero dei nodi, l’interro-
gazione sull’esistenza di cricche mostrata nel listato 3.11. Anche in G-Log
l’interrogazione puo` essere espressa in spazio logaritmico sul numero dei nodi.
Un esempio e` mostrato in figura 3.7: le regole mancanti dell’insieme A trova-
no tutti i percorsi tra nodi lunghi fino a log(n), unendo origine e destinazione
con un arco sw.
Figura 3.7: Esistenza di “small world” in G-Log.
Il codice Sparql e` mostrato nel listato 3.12: la costante k = dlog(N)e
10Un grafo di N nodi si dice avere la proprieta` small world, se il suo diametro e` al
massimo log(N). Una cricca (diametro pari ad 1) ha la proprieta` small world.
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Listato 3.12: Esistenza di reti “small world” in Sparql.
Query Sparql
( c a l c o l a vero se non e ’ una r e t e ” small−world ”) :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
ASK
{
SELECT ?namex ?namey
WHERE
{ ?x f o a f : name ?namex ; f o a f : work ” Student ” .
?y f o a f : name ?namey ; f o a f : work ” Student ” .
FILTER(? y != ?x ) .
NOT EXISTS {?x ( f o a f : f r i e n d ) {1 , k} ?y } .
}
}
deve essere precalcolata in quanto non sono previste funzione per il calcolo
dei logaritmi ne´ in Sparql ne´ in XPath (da cui Sparql attinge alcune funzioni).
Sparql Sparql1.1 Lorel G-Log
− • ◦ ◦
Tabella 3.12: Caso d’uso: esistenza di reti “small world”.
Caso d’uso 3: grafi connessi. Un’altra generalizzazione del primo caso
d’uso, consiste nello scoprire se un insieme di nodi con determinate caratteri-
stiche, formano un sottografo connesso. A differenza di una cricca, un grafo
si dice connesso se per ogni coppia di nodi esiste un percorso che li collega,
non necessariamente di lunghezza unitaria.
Esempi di interrogazioni derivano dalla logistica. In una rete di trasporti
metropolitana, l’utente deve poter viaggiare da una qualsiasi stazione ad
un’altra al costo di un solo biglietto: condizione necessaria e` la connessione
di tutti i nodi della rete tra di loro mediante una o piu` linee. In seguito
alla chiusura di una porzione di linea, ci si chiede se e` necessario istituire un
servizio sostitutivo dedicato (o equivalentemente, se si sono create due o piu`
componenti connesse della rete metropolitana).
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Listato 3.13: Esistenza di sottografi connessi in Sparql.
Query Sparql
( c a l c o l a vero se non e ’ una componente connessa ) :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
ASK
{
SELECT ?namex ?namey
WHERE
{ ?x f o a f : name ?namex .
?y f o a f : name ?namey .
FILTER(? y != ?x ) .
NOT EXISTS {?x ( f o a f : trackTo )+ ?y}
}
}
Le interrogazioni in Sparql e Lorel sono una generalizzazione di quelle
per il caso d’uso sulle cricche (vedi Listato 3.13 per l’esempio in Sparql);
in G-Log, l’interrogazione segue la logica dell’esempio conclusivo mostrato
nella sezione 2.3.1 (i nodi “O” corrispondono alle stazioni, e la relazione “b”
alla tratta che collega due stazioni). In Sparql 1.0, l’interrogazione non e`
esprimibile in quanto vengono usati percorsi complessi.
Sparql Sparql1.1 Lorel G-Log
− • • •
Tabella 3.13: Caso d’uso: esistenza di sottografi connessi.
3.3 Interrogazioni su dati semistrutturati
I linguaggi per dati semistrutturati, come descritto nell’introduzione al mo-
dello (Sezione 1.3), devono prevedere dei meccanismi atti a tollerare le irre-
golarita` della struttura dei dati e la possibile mancanza di parte di essi.
Nel seguito si analizzano le due circostanze.
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Irregolarita` nella struttura dei dati
L’unione di dati derivanti da diverse sorgenti che trattano dello stesso ar-
gomento, genera nella maggior parte dei casi, una struttura dati con delle
irregolarita`. Un esempio di due dataset e` mostrato in figura 3.8: in grasset-
to e` mostrato il percorso (diverso nei due casi) per identificare il codice di
avviamento postale dei due ristoranti.
Figura 3.8: Esempio di due guide monotematiche: il modo di identificare un
ristorante attraverso il suo codice postale e` diverso. Dopo l’unione delle guide, il
linguaggio di interrogazione dovra` tenerne di conto.
Caso d’uso. Un nuovo servizio di guida turistica elettronica, fornisce ai
cittadini la possibilita` di ricercare informazioni sui locali attraverso il codice
di avviamento postale. La guida elettronica non detiene le informazioni na-
tivamente, ma attinge da un dataset che deriva dall’unione di altre guide di
settore.
In relazione all’esempio mostrato in figura 3.8, alla richiesta di tutti i locali
con codice postale “57100”, vengono generate le interrogazioni mostrate nel
listato 3.14.
Nell’esempio Sparql si mostrano due meccanismi a supporto della man-
canza di struttura: i cammini complessi e il pattern matching alternativo.
I primi sono utilizzati per trovare tutti i ristoranti che hanno il codice po-
stale sia come attributo diretto dell’oggetto ristorante, sia come attributo
del sotto-oggetto indirizzo. Il pattern matching alternativo e` qui usato per
ricercare i codici di avviamento postale che fanno capo alla proprieta` “Zip”
o “Zipcode”.
In questo specifico esempio, poiche` nei cammini complessi utilizzati non
compare la stella di Kleene, e` possibile riscrivere l’interrogazione usando il
solo pattern matching alternativo (rendendola compatibile con Sparql1.0);
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Listato 3.14: Tolleranza alle irregolarita` in Lorel e Sparql.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ?name
WHERE
{ { ?x ( f o a f : address ) ?/ f o a f : Zip ”57100” }
UNION
{ ?x ( f o a f : address ) ?/ f o a f : ZipCode ”57100” }
?x f o a f : name ?name .
}
Query Lore l :
s e l e c t Guide . r e s t au ran t . name
from Guide . r e s t au ran t ( . address ) ? . Zip% Z
where Z = 57100
non e` possibile il viceversa in quanto Sparql non prevede la possibilita` di
usare wildcard nel nome delle proprieta` come avviene in Lorel.
G-Log non prevede un modo naturale per esprimere un’interrogazione
come quella richiesta. Per il trattamento delle irregolarita`, l’unica possibilita`
risulta essere quella di scrivere un insieme di regole che copre tutti i casi.
Sparql Sparql1.1 Lorel G-Log
◦ • • −
Tabella 3.14: Caso d’uso: irregolarita` nella struttura.
Tolleranza alla mancanza di dati
Quando si effettua l’unione di piu` dataset, un secondo problema sorge nel
momento in cui i tipi di informazioni di una sorgente, sono un sottoinsieme
di quelli delle altre. Lo stesso problema si puo` presentare anche all’interno
di una singola sorgente nel momento in cui alcuni dati risultano incompleti
rispetto agli altri.
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Listato 3.15: Tolleranza alla mancanza di dati in Lorel e Sparql.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ?name ? d e s c r i p t i o n
WHERE
{
?x f o a f : ZipCode ”57100”.
?x f o a f : name ?name .
OPTIONAL {?x f o a f : desc ? d e s c r i p t i o n }
}
Query Lore l :
s e l e c t R. name , R. desc
from Guide . r e s t au ran t R
where R. ZipCode = 57100
Caso d’uso. Nel caso delle guide dei ristoranti, si supponga che la seconda
sorgente, non preveda l’attributo “Desc”. La guida elettronica nel mostrare i
risultati della ricerca all’utente, dovra` mostrare se disponibile, la descrizione
del locale.
Per semplicita`, nei listati in 3.15, si assume che tutti i ristoranti abbiano
direttamente la proprieta` “ZipCode”.
In Sparql si ricorda che ogni match trovato da un graph pattern con-
tribuisce all’insieme delle soluzioni se e solo se tutte le sue variabili hanno
trovato un assegnamento; per rispondere a questo tipo di interrogazioni, ri-
sulta necessario l’operatore OPTIONAL che permette di “contravvenire” a
questa regola: in questo caso d’uso consente di aggiungere alla soluzione la
descrizione del locale, se esistente.
L’interrogazione Lorel mostrata in caso di assenza di descrizioni per un da-
to ristorante non genera nessun errore: l’espressione “R.desc” nella clausola
select restituisce l’insieme di tutte le descrizioni del ristorante R, eventual-
mente vuoto. In fase di costruzione dei risultati, per ogni ristorante viene
creato un oggetto con: un sotto-oggetto per il nome e tanti altri sotto-oggetti
quante sono le descrizioni trovate (eventualmente nessuna).
Come per l’irregolarita` dei dati, in G-Log questa interrogazione non e`
esprimibile in modo naturale: per catturare sul grafo tutte le possibili varianti
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del pattern, sarebbe necessario creare altrettante regole che operano insieme.
Sparql Sparql1.1 Lorel G-Log
• • • −
Tabella 3.15: Caso d’uso: tolleranza alla mancanza di dati.
Capitolo 4
Confronto e proposte
Dopo aver confrontato alcuni linguaggi di interrogazione evidenziando le lo-
ro potenzialita` sotto diversi aspetti, nella prima parte di questo capitolo si
riassumono e si analizzano i risultati ottenuti.
Nella seconda parte, preso il linguaggio Sparql del W3C nella sua secon-
da edizione, si propongono delle possibili estensioni affinche` possano essere
coperti tutti i casi d’uso visti nel precedente capitolo.
4.1 Analisi dei risultati e “valutazione” dei
linguaggi
Nel capitolo precedente sono stati confrontati tre linguaggi di interrogazione:
Lorel e Sparql per dati semistrutturati, e G-Log per grafi. Le conclusioni
che seguono nelle prossime sezioni vertono sopratutto sull’espressivita` dei
linguaggi del primo tipo in relazione alle nozioni principali della teoria dei
grafi.
Potendo considerare il modello per dati semistrutturati un’estensione di
quello a grafo, ci si aspetta che i relativi linguaggi di interrogazione coprano
tutti, o almeno i principali, casi d’uso visti.
Al contrario, non ci si aspetta che linguaggi nati per l’interrogazione di
grafi come G-Log, presentino in modo naturale meccanismi atti a soddisfare
caratteristiche come l’irregolarita` o la mancanza di parte dei dati.
Nelle tabelle 4.1 e 4.2 sono stati riassunti in forma grafica i risultati
ottenuti; per facilita` di lettura si ripete la legenda: • se il linguaggio lo
permette, ◦ se il linguaggio lo permette parzialmente o con limitazioni, − se
non lo permette.
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Tabella 4.1: Tabella riassuntiva relativa ai casi d’uso inerenti nozioni della teoria
dei grafi.
Caso d’uso Sparql Sparql 1.1 Lorel G-Log
Nodi adiacenti tramite relazione
nota
• • • •
Archi incidenti • • • ◦
Grado di un nodo − • − −
Cammini semplici • • • •
Nodi raggiungibili con cammini
complessi
− • • •
Nodi raggiungibili con cammini
complessi limitati
− • ◦ ◦
Variabili di percorso − − • −
Nodi “intermedi” − • • •
Lunghezza di un percorso − − − −
Cammini pesati − − − −
Esistenza di cricche − • • •
Esistenza di reti “small world” − • ◦ ◦
Esistenza di sottografi connessi − • • •
Tabella 4.2: Tabella riassuntiva relativa ai casi d’uso inerenti i dati
semistrutturati.
Caso d’uso Sparql Sparql 1.1 Lorel G-Log
Irregolarita` nella struttura ◦ • • −
Tolleranza alla mancanza di dati • • • −
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Tabella 4.3: Confronto tra linguaggi RDF sulle nozioni della teoria dei grafi.
Caso d’uso RQL SeRQL RDQL Triple N3 Versa RxPath
Nodi adiacenti tramite
relazione nota
◦ ◦ ◦ ◦ ◦ ◦ −
Archi incidenti ◦ ◦ ◦ ◦ − − −
Grado di un nodo ◦ − − − − − −
Variabili di percorso − − − − − − ◦
Variabili di percorso per
cammini complessi di
lunghezza fissa
◦ ◦ ◦ ◦ ◦ − ◦
Lunghezza di un percorso − − − − − − −
Diametro − − − − − − −
Il linguaggio Sparql
La prima versione di Sparql risulta carente sotto molti aspetti: cio` e` dovuto al
fatto che non sono previsti i meccanismi base per le visite dei grafi e nemmeno
quei costrutti ormai ritenuti fondamentali come le funzioni di aggregazione
e il raggruppamento sul valore dei nodi.
Un’analisi di altri linguaggi di interrogazione per RDF in relazione ai casi
d’uso su grafi e` stata fatta in [5] e i risultati sono presentati nella tabella 4.3.
Anche in questo caso, si puo` dedurre la carenza di questi linguaggi su tali
argomenti.
Un risultato del tutto diverso si avrebbe con la seconda versione di Sparql,
che ricordiamo essere ancora in fase di progetto. L’uso del condizionale e`
d’obbligo in quanto le novita` del linguaggio riguardanti i cammini complessi,
pur essendo gia` supportate da alcuni sistemi reali1, risultano essere ancora
un’estensione “tempo permettendo” al momento della stesura di questa tesi.
Se non specificato, nel seguito si indica con “Sparql” la sua seconda versione
completa.
Riassumendo il lavoro di questa tesi e quello in [5], si deduce che Sparql ri-
sulta essere il linguaggio di interrogazione per il modello Resource Description
Framework piu` completo.
Nonostante questo traguardo esistono ancora delle carenze abbastanza
forti per essere considerato un linguaggio di interrogazione per grafi. Due tra
queste sono: la possibilita` di restituire i percorsi trovati attraverso il pattern
matching e l’applicazione di funzioni di aggregazione su di essi e/o a proprieta`
dei nodi attraversati.
1Un esempio e` il sistema Jena utilizzato per la verifica delle interrogazioni presentate.
74 CAPITOLO 4. CONFRONTO E PROPOSTE
Il primo requisito risulta fondamentale in molti contesti applicativi citati
in questa tesi: un esempio e` la progettazione di itinerari in applicazioni
geospaziali.
Il secondo requisito, come descritto nella sezione 3.2.4, risulta essere fon-
damentale ogni qualvolta si richiedono particolari proprieta` dei cammini cal-
colati. Riprendendo l’esempio precedente, un esempio potrebbe essere la
richiesta di percorsi di lunghezza al massimo x e velocita` media di 70 Km/h.
Nella sezione 4.2 si accennano delle possibili estensioni del linguaggio
rispetto a quanto appena detto.
In relazione ai dati semistrutturati, il linguaggio riesce a trattare entrambi
i casi d’uso proposti permettendo la scrittura di interrogazioni concise2.
Il linguaggio Lorel
Rispetto a Sparql, Lorel affronta il problema del calcolo e restituzione di cam-
mini complessi attraverso le variabili di percorso; nonostante questo primo
passo per essere considerato un buon linguaggio per grafi, anche in questo
caso si nota la mancanza di costrutti per il calcolo di valori sui percorsi
calcolati.
Dalla prima tabella riassuntiva, si notano inoltre due casi d’uso in cui Lo-
rel fornisce un supporto parziale: “Nodi raggiungibili con cammini complessi
limitati” e “Esistenza di reti small-world”. Il problema comune ad entrambi
i casi, nasce al momento della definizione di pattern in cui si vuole definire
la lunghezza dei cammini da cercare.
Il linguaggio mette a disposizione dell’utente solo un metodo di com-
posizione di etichette riconducibile alle espressioni regolari. Sparql estende
questo modo di comporre permettendo di definire anche un estremo inferiore
e/o superiore alla lunghezza.
Questa mancanza fa si che le interrogazioni di questo tipo debbano essere
scritte in spazio lineare al parametro che determina la lunghezza. Il problema
e` tuttavia facilmente risolvibile estendendo Lorel con dei costrutti equivalenti
a quelli di Sparql, e realizzando un preprocessore che traduce le interrogazioni
dal nuovo al vecchio linguaggio.
In relazione ai dati semistrutturati, valgono le stesse considerazioni espres-
se per Sparql.
2Con “concise” si intende che la scrittura dell’interrogazione non richiede spazio
esponenziale nel numero delle possibili varianti della struttura dei dati.
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4.2 Estensioni del linguaggio Sparql
Dei tre linguaggi presi in esame in questa tesi, Sparql e` l’unico ad essere
ancora manutenuto; per questo motivo si e` ritenuto interessante proporre
estensioni a questo linguaggio anziche´ a Lorel o G-Log.
Con le due estensioni proposte si coprono tutti i casi d’uso analizzati nel
precedente capitolo.
4.2.1 Variabili di percorso
Per il calcolo di percorsi tra nodi, l’approccio utilizzato da Lorel puo` essere
riportato anche in Sparql. Una variabile di percorso denota la sequenza
di nodi e proprieta` che sono state attraversate durante la fase di pattern
matching. Al contrario di Lorel, i nodi iniziali e finali fanno parte della
definizione della variabile e quindi dei percorsi trovati.
Anche per Sparql e` necessario imporre che i cammini denotati da que-
ste variabili siano aciclici; questa limitazione, come gia` discusso nella sezio-
ne 2.1.2, non e` rilevante nella maggior parte dei contesti reali.
In [52] e in [57] vengono presentate le sintassi astratte di Sparql e delle
PropertyPath che aggiungono la possibilita` di definire cammini complessi
(indicati con “Path”). Di seguito si propone un frammento della sintassi
esistente3 e l’estensione per la definizione delle variabili di percorso:
Dalla sintassi di Sparql
Node ::= Var | URI
Var ::= ?VarName | $VarName
Path ::= (Path) | Path/Path | Path ’|’ Path | Path* | Path+ | ...
Pattern ::= Node Path Node
Estensione proposta
PathVar ::= @VarName
Pattern ::= (Node Path Node)PathVar | Node Path Node
Come in Lorel, una variabile di tipo percorso non puo` essere usata diret-
tamente nella clausola select in quanto non rappresenta un valore primitivo.
Per questo motivo sono definite delle funzioni ausiliarie che permettono di
ricavare da esse alcune informazioni; una lista non esaustiva potrebbe essere:
pathOf(P) restituisce una stringa che e` la concatenazione delle URI dei
nodi e proprieta` attraversate di P ;
3La sintassi esistente mostrata e` semplificata per non distogliere l’attenzione
dall’estensione.
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Listato 4.1: Query Sparql con variabili di percorso.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ( proper tyL i s tOf (@P) AS ? l i s t a )
( lengthOf (@P) AS ?numCambi)
WHERE
{
?x f o a f : name ”PSA” .
?y f o a f : name ”LeaningTower” .
(? x ( f o a f : t r a i n | f o a f : c i tybus | f o a f : t a x i )+ ?y )@P .
}
Resu l t s :
l i s t a numCambi
f o a f : c i tybus 1
f o a f : t r a i n / f o a f : t a x i 2
f o a f : t a x i / f o a f : t a x i 2
propertyListOf(P) come la precedente ma senza le URI dei nodi (equiva-
lente della path-of di Lorel);
lengthOf(P) restituisce la lunghezza del percorso P come numero di archi
attraversati.
All’insieme precedente si aggiunge la funzione allNodesOf(P) che, pur
non potendo essere utilizzata direttamente nella proiezione dei risultati, e` di
utilita` per il calcolo di cammini pesati (vedi sezione successiva): il suo scopo
e` quello di restituire l’insieme ordinato di tutti i nodi attraversati.
Si conclude questa sezione riproponendo l’interrogazione sui collegamenti
intermodali (Listato 4.1) vista nella sezione 3.2.3: per ogni percorso trovato
si restituisce la sequenza di archi attraversati e la sua lunghezza in termini
di “numero di cambi”.
4.2.2 Cammini pesati
In RDF, ad ogni proprieta` e` associato un nodo a cui essa si riferisce, e un
nodo o una costante che ne rappresenta il valore; nel modello non e` prevista
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la possibilita` di associare ulteriori informazioni: gli archi pesati non sono
quindi modellabili naturalmente.
Come gia` espresso nella sezione 3.2.4 e ripreso dalla figura 4.1 relativa-
mente ad una singola tripla, e` tuttavia possibile simularli attraverso l’uso
di nodi ausiliari: per modellare due nodi A e B legati da un arco pesato
(in figura, con informazione “peso” Length), si utilizza un terzo nodo aTOb
interposto tra i due, e ad esso si attacca il peso. Poiche´ l’arco uscente da A
denota ora un peso, il nome della proprieta` e` stato opportunamente cambiato
in Weight.
Figura 4.1: Definizione di proprieta` “pesate” mediante nodi ausiliari.
Estrazione di singoli nodi
Dal momento che tutte le informazioni necessarie sono state spostate sui nodi,
l’idea di base e` quella di utilizzare i costrutti di raggruppamento e funzioni
di aggregazione gia` esistenti in Sparql applicandoli ai nodi del percorso.
Per poter estrarre singoli nodi da un percorso, estendiamo il linguaggio
con un costrutto in del tipo:
?x in allNodesOf(@P)
Il costrutto in compone quindi un pattern che risulta essere vero se x de-
nota un nodo appartenente all’insieme fornito da allNodesOf(@P). In un’ot-
tica di pattern matching, questo costrutto permette il binding della variabile
x con ogni nodo di P.
La seguente sintassi astratta ricavata dall’esempio, estende il concetto di
pattern al nuovo costrutto:
Pattern ::= Node in allNodesOf(PathVar)
ricordando che Node e` una URI o una variabile (non di percorso).
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Listato 4.2: Frammento XQuery con variante del costrutto for.
Frammento XQuery
( propr i e ta ’ ” o rde r ing ” s e t t a t a a ” ordered ”) :
f o r $car at $ i in (” Ford ” , ”Chevy ”) ,
$pet at $ j in (” Cat ” , ”Dog”)
R i su l t a t o :
( $ i = 1 , $car = ”Ford ” , $ j = 1 , $pet = ”Cat ”)
( $ i = 1 , $car = ”Ford ” , $ j = 2 , $pet = ”Dog”)
( $ i = 2 , $car = ”Chevy ” , $ j = 1 , $pet = ”Cat ”)
( $ i = 2 , $car = ”Chevy ” , $ j = 2 , $pet = ”Dog”)
Preservare l’ordinamento. La funzione allNodesOf() restituisce tutti i
nodi di un percorso: poiche´ essi hanno la proprieta` di essere ordinati, e` lecito
supporre che la funzione in esame denoti in realta` una sequenza ordinata
anziche´ un semplice insieme.
Nel linguaggio XQuery [56] proposto dal W3C come linguaggio di inter-
rogazione per XML, esiste una variante del costrutto for per associare ad
una variabile gli elementi di una lista e allo stesso tempo, ad una variabile
indice, la loro posizione. Un esempio tratto dalla specifica del linguaggio e`
mostrato nel listato 4.2.
Per non perdere l’informazione sull’ordinamento dei nodi di un percorso,
con la stessa semantica di XQuery, si estende il costrutto in con una clausola
opzionale at. Un esempio e` il seguente:
?x at ?i in allNodesOf(@P)
Come nel caso base, il pattern risulta essere vero se x denota un nodo
presente nell’insieme fornito da allNodesOf(@P) e nella posizione denotata
da i. In un ottica di pattern matching, questo costrutto lega x con ogni nodo
n di P e contemporaneamente lega i ad un intero che indica la posizione di
n nel percorso P.
La sintassi astratta di questo costrutto e` ora:
Pattern ::= Node [at Index] in allNodesOf(PathVar)
Index ::= Var | PositiveInteger
dove le parentesi quadre indicano una parte opzionale.
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Listato 4.3: Query Sparql con estrazione di nodi preservando l’ordinamento.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ( proper tyL i s tOf (@P) AS ? l i s t a ) ? i ? luogoscambio
WHERE
{
?x f o a f : name ”PSA” .
?y f o a f : name ”LeaningTower” .
(? x ( f o a f : t r a i n | f o a f : c i tybus | f o a f : t a x i )+ ?y )@P .
OPTIONAL {
? z at ? i in al lNodesOf (@P) .
? z f o a f : name ? luogoscambio .
FILTER ((? x != ? z ) && (? x != ?y ) )
}
}
ORDER BY proper tyL i s tOf (@P) , ? i
Per concludere questa sezione si ripropone (Listato 4.3) l’interrogazione
sui collegamenti intermodali richiedendo anche i nomi dei luoghi di cambio
nell’ordine in cui avvengono se presenti.
Calcolo del peso dei cammini
Nella precedente sezione e` stato definito un nuovo costrutto per l’estrapolazio-
ne dei nodi di un percorso calcolato mediante pattern di cammini complessi.
L’esempio che segue mostra come e` possibile utilizzare i risultati ottenuti in
combinazione al costrutto group by e alle funzioni di aggregazione predefinite,
per il calcolo del peso complessivo di un percorso.
Si assuma di avere un dataset molto semplice per la descrizione dei col-
legamenti tra citta` in cui: ogni citta` ha un nome e ogni collegamento ha un
peso che ne indica la lunghezza. In RDF, per le ragioni viste all’inizio di
questa sezione, come in figura 4.1, si introducono nodi ausiliari tra i nodi
delle citta` con la proprieta` Length agganciata.
L’interrogazione richiede, per ogni percorso trovato tra due citta` prede-
finite, il percorso e la sua lunghezza complessiva. Il codice e` mostrato nel
listato 4.4. Tramite il costrutto in si estraggono tutti i nodi intermedi e di
ognuno si chiede la proprieta` Length: solo i nodi ausiliari avranno definita
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Listato 4.4: Query Sparql con calcolo del peso complessivo di un percorso.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ( pathOf (@P) AS ? path ) (Sum(? l en ) AS ? to t )
WHERE
{
?x f o a f : name ” Pisa ” .
?y f o a f : name ”Roma” .
(? x ( f o a f : Weight/ f o a f : NextTo )+ ?y )@P .
? z in al lNodesOf (@P) .
? z f o a f : Length ? l en .
}
GROUP BY @P
questa proprieta`. Raggruppando per percorsi, la funzione di aggregazione
Sum calcola la lunghezza complessiva.
Ulteriori esempi
Cammini minimi. Un problema interessante su grafi e` quello della ricerca
di cammini minimi. Usando i costrutti per l’ordinamento dei risultati, nel-
l’interrogazione precedente si richiedono i primi k-cammini minimi tra due
citta` specificate. Il codice dell’interrogazione e` mostrato nel listato 4.5: il
parametro k e` fissato a tre.
Cercando cammini di lunghezza minima, la limitazione sull’aciclicita` dei
percorsi calcolati con variabili di percorso non pregiudica la correttezza del
risultato: cammini contenenti cicli verrebbero comunque scartati a posteriori
in quanto piu` lunghi di quelli senza. Questa affermazione non e` sempre vera
cercando i primi k-cammini minimi.
Lunghezza di un percorso. Un’alternativa all’uso della funzione lengthOf
per il calcolo della lunghezza di un percorso, e` quella di contare i suoi nodi
attraverso il raggruppamento e la funzione Count(). Un esempio e` mostrato
nel listato 4.6.
La funzione lengthOf() e` ora superflua; viene tuttavia mantenuta nel
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Listato 4.5: Query Sparql con calcolo dei k-cammini minimi.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ( pathOf (@P) AS ? path ) (Sum(? l en ) AS ? to t )
WHERE
{
?x f o a f : name ” Pisa ” .
?y f o a f : name ”Roma” .
(? x ( f o a f : Weight/ f o a f : NextTo )+ ?y )@P .
? z in al lNodesOf (@P) .
? z f o a f : Length ? l en .
}
GROUP BY @P
ORDER BY ? tot LIMIT 3
Listato 4.6: Query Sparql per il calcolo di lunghezze con raggruppamento su
nodi.
Query Sparql :
PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>
SELECT ( pathOf (@P) AS ? path )
( ( ( Count (? z ) − 2) /2) AS ? l en )
WHERE
{
?x f o a f : name ” Pisa ” .
?y f o a f : name ”Roma” .
(? x ( f o a f : Weight/ f o a f : NextTo )+ ?y )@P .
? z in al lNodesOf (@P) .
}
GROUP BY @P
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caso in cui l’utente voglia calcolare la lunghezza del percorso calcolato e
raggruppare per altre variabili che non sia quella di percorso.
Capitolo 5
Conclusioni
In questa tesi, dopo una breve introduzione al modello a grafo per basi di dati
e alla sua estensione per dati semistrutturati, e` stato presentato un confronto
tra tre linguaggi di interrogazione: Sparql, Lorel, e G-Log.
I primi due linguaggi sono nati nel contesto dei dati semistrutturati:
Sparql per il modello “Resource Description Framework” proposto dal W3C
e Lorel per Object Exchange Model proposto dell’universita` di Stanford. Il
terzo linguaggio e` stato invece sviluppato al Politecnico di Milano nell’ambito
dei database deduttivi.
I tre linguaggi sono stati descritti mettendo in risalto le loro peculiarita` e
successivamente e` stato effettuato un confronto sul loro potere espressivo in
relazione alle interrogazioni su grafi. La valutazione e` stata data attraverso
un’ampia serie di casi d’uso che coinvolgessero gran parte delle nozioni tipiche
della teoria dei grafi.
L’analisi dei risultati ha portato a ritenere Sparql e Lorel i due linguaggi
piu` promettenti se pur con qualche pecca.
Appreso lo stato dell’arte in merito al mantenimento dei tre linguaggi,
e` stato deciso di estendere il linguaggio Sparql affinche´ fossero coperti tutti
i casi d’uso presentati. L’attenzione si e` quindi focalizzata sul calcolo dei
percorsi tra i nodi di un grafo, e su come sia possibile estrapolare informazioni
da essi per risolvere altri casi d’uso come i tipici problemi sui cammini pesati.
Le estensioni descritte sono tuttavia solo delle idee su cui c’e` ancora molto
da lavorare: per ognuna di esse sono stati proposti dei nuovi costrutti con i
relativi esempi di interrogazioni. Rimane ancora aperto il problema di come
implementare in modo efficiente tali estensioni in quanto i dati su cui operano
sono spesso grafi di grandi dimensioni.
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