Abstract. In this paper we study the stability of integrable Hamiltonian systems under small perturbations, proving a weak form of the KAM/Nekhoroshev theory for viscosity solutions of Hamilton-Jacobi equations. The main advantage of our approach is that only a finite number of terms in an asymptotic expansion are needed in order to obtain uniform control. Therefore there are no convergence issues involved. An application of these results is to show that Diophantine invariant tori and Aubry-Mather sets are stable under small perturbations.
Introduction. We consider Hamiltonians of the form
with H 0 , H 1 smooth, H 0 (p) strictly convex and H 1 (p, x) bounded with bounded derivatives, and Z n periodic in x. The objective of this paper is to understand the dependence on , of periodic viscosity solutions (for the definition of viscosity solution see section 3) of H (P + D x u , x) = H (P ), (1.2) and prove stability of Aubry-Mather sets [28] , [29] , [30] , [26] , [27] , under small perturbations. The equation (1.2) has two unknowns, the function u and the value of the effective Hamiltonian H (P ). Given a viscosity solution of (1.2), the Mather set is a set invariant under the Hamiltonian dynamicṡ
that is contained on the graph (x, p) = (x, P + D x u (x)). For smooth solutions of (1.2) it corresponds to KAM tori. We are given a reference value P = P 0 , and we assume that for = 0 the rotation vector ω 0 = D P H 0 (P 0 ) satisfies Diophantine non-resonance conditions
for some positive constant C and some real s > 0. Is well known that the KAM theory applies to all non-resonant vectors ω 0 . In particular it implies that for sufficiently small perturbations the solution to (1.2) is smooth. However, our results hold even if the solution to (1.2) fails to be smooth. In general, if one keeps the momentum P 0 fixed, for > 0 the new rotation vector D P H (P 0 ) may fail to be Diophantine. In particular an ergodic flow for = 0 may give rise to periodic orbits when > 0. Therefore it is convenient to let the momentum P change with while keeping the rotation vector fixed. To that effect, given N > 0 we construct an approximate solutionũ N (x, P ) of (1.2) , that isũ N (x, P ) solves
for all P close to P 0 . Using the implicit function theorem we can prove that there exists a new momentum P = P 0 + O( ) such that D PH N (P ) = D P H 0 (P 0 ). Therefore we are able to keep the rotation vector fixed (up to order N ) under small perturbations.
The two main results of this paper are stated in theorems 3 and 4. In theorem 3, we show that for any M > 0 there exists N (M ) such that
To show this, we first prove estimates along trajectories of the Hamiltonian flow. Then we extend these estimates to nearby points using a priori Lipschitz continuity of viscosity solutions. To that effect, we use the fact that rotation vector is kept unchanged so that we can take advantage of the Diophantine properties. These properties imply that the Hamiltonian flow takes at most time O to visit an arbitrary M neighborhood of any point of the torus [5] (similar estimates were proved originally in [8] , [9] ). From this we can extend the estimates along trajectories to M neighborhoods, using the Lipschitz continuity of viscosity solutions, and therefore obtain uniform control. The technique of the proof would break down if we choose P = P 0 because we do not have any control on the number theoretical properties of D P H (P 0 ).
Finally, in theorem 4, we prove estimates for the derivatives of viscosity solutions, showing that
Note that these estimates do not imply that u is differentiable -therefore they apply even when the invariant tori that exist when = 0 cease to exits and are replaced by Mather sets. Therefore this result implies the stability of Mather sets under small perturbations. Our results should be compared previous results. One result is KAM theory that states that for all Diophantine rotation vectors, u is smooth and can be computed by summing a convergent series, for small enough. A result that is somewhat close to ours is the following (see [4] , [31] ): suppose P 0 is such that the corresponding frequency is Diophantine. Then, there exists a canonical transformation T , defined in the domain |P − P 0 | ≤ C such that in the new coordinates, the new Hamiltonian can be written as
that is the system is very close to integrable in an appropriate coordinate system. In the other extreme one has that the viscosity solution u , which is Lipschitz, converges uniformly to a constant, provided the rotation number is non-resonant (ω 0 · k = 0, for all k ∈ Z n ) [22] . The results in this paper apply to all Diophantine rotation vectors, provided the Hamiltonian is smooth enough so that one can constructũ N to all orders, and yields an asymptotic representation, for small , of u and its derivatives, even when there is not smoothness, or no convergence of the approximations.
The plan of this paper is the following: in section 2 we review the classical Linstedt series expansion for perturbations of non-resonant integrable Hamiltonians. In section 3 we recall the necessary background from the theory of viscosity solutions and its relation to Aubry Mather theory. In section 4 we study the expansions for H . Uniform estimates for viscosity solutions are discussed in section 5. In the last section we present some applications to the stability of viscosity solutions and Aubry-Mather sets, bootstrapping from L ∞ estimates for viscosity solutions to W 1,∞ estimates. Other examples of asymptotic expansions for Hamilton-Jacobi equations in the case at which the perturbation is a second order elliptic operator can be found in [18] , [19] and [3] . I would like to thank the Referees, L. C. Evans, R. de laLlave, and C. Valls for many suggestions and comments on the original version of this paper.
2. Classical Perturbation Theory. In this section we review the classical perturbation theory for Hamiltonian systems using a construction equivalent to the Poincaré normal form near an invariant tori. Somewhat incorrectly, but following [1] , we call it the Linstedt series method. Although these results are fairly standard, see [1] , for instance, we present them in a more convenient form for our purposes.
Consider the Hamiltonian dynamics:
we use the convention that boldface (x, p) are trajectories of the Hamiltonian flow and not the coordinates (x, p). The Hamilton-Jacobi integrability theory suggests that we should look for functions H (P ) and u (x, P ), periodic in x, solving the Hamilton-Jacobi equation:
Then, by performing the change of coordinates (x, p) ↔ (X, P ) determined by:
the dynamics (2.1) is simplified to
we use again the convention that boldface (X, P) are trajectories of the Hamiltonian flow and not the new coordinates (X, P ). Ifũ is an approximate solution to (2.2) satisfying
then the change of coordinates (2.3) transforms (2.1) into
with the convention that f (X, P ) = f (x(X, P ), P ). The KAM theory deals with constructing solutions of (2.2) by using an iterative procedure, a modified Newton's method, that yields an expansion
The main technical point in KAM theory is to prove the convergence of these expansions. An alternate method that yields such an expansion is the Linstedt series [1] . However we should point out that whereas the KAM expansion is a convergent one, the Linstedt series may fail to converge. Nevertheless, since we will only need finitely many terms we will use a variation of the Linstedt series that we describe next. We say that a vector ω ∈ R n is Diophantine if for all k ∈ Z n \{0}, |ω · k| ≥ C |k| s , for some C, s > 0. Let P 0 be such that ω 0 = D P H 0 (P 0 ) is Diophantine. We look for an approximate solution of
valid for P = P 0 +O( ). When = 0, H 0 (P ) = H 0 (P ) and the solution u 0 is constant, for instance we may take u 0 ≡ 0. For > 0 we have, formally, u = O( ), and so we suggests the following approximationũ N to u :
this expansion is carried out up to order N − 1 in such a way that, formally u −ũ N = O( N ). For examplẽ
The functions v i and D k P k v i satisfy transport equations
for some suitable f , and can be solved inductively. For instance:
and
Note that the derivatives of v i with respect to P , D k P k v i , are computed by solving appropriate transport equations, as is illustrated above for D P v 1 , and not by differentiating v i . In fact v i may not be defined for P = P 0 . However if its derivative exists it satisfies a transport equation.
The constants H 1 (P 0 ), D P H 1 (P 0 ), H 2 (P 0 )... are uniquely determined by integral compatibility conditions, for example,
If H is sufficiently smooth and ω 0 is non-resonant then these equations have smooth solutions that are unique up to constants. Finally one can check that
and this expansion is carried up to order N − 1 in such a way that formally
Consider the change of coordinates
Then, by (2.4) and (2.5), (2.1) is transformed into:
3. Viscosity Solutions, Optimal Control and Mather Measures. In general (2.2) does not admit smooth classical solutions. However, (2.2) has viscosity solutions which are known to be the appropriate notion of weak solution for HamiltonJacobi equations. In this section we review the necessary background and in the rest of the paper we extend rigorously the classical perturbation procedure from the previous section to viscosity solutions.
For our purposes, a convenient definition of viscosity solution is the following: we say that a function u is a viscosity solution of (2.2) provided that it satisfies the following fixed point identity:
in which the infimum is taken over Lipschitz trajectories x(·), with initial condition x(0) = x, and H is the unique number for which (3.1) holds with u(x) bounded. The Lagrangian L is the Legendre transform of the Hamiltonian:
This definition of viscosity solution is equivalent to the standard one [17] , [2] , as long as the Hamiltonian and Lagrangian L are strictly convex. Note that viscosity solutions do not have to be smooth. However, they are semiconcave, and therefore twice differentiable almost everywhere. Furthermore they are differentiable along the optimal trajectory x(t). In fact, the optimal trajectory x(t) in (3.1), and the momentum p(t) = P + D x u(x(t)) are solutions of (2.1), for all t > 0. First, let us quote an existence result [25] : Theorem 1 (Lions, Papanicolao, Varadhan). For each P there exists a number H(P ) and a function u(x, P ), periodic in x, that solves (2.2) in the viscosity sense. Furthermore H(P ) is convex in P and u(x, P ) is Lipschitz in x.
This theorem does not assert anything about uniqueness of the viscosity solution u. Indeed, such viscosity solutions are not unique even up to constants, see for instance [6] . However, as it was shown in [22] , under certain hypothesis one can prove uniqueness and even continuity of the viscosity solution u with respect to parameters. These hypothesis can be formulated in terms of the ergodic properties of certain measures -Mather measures (see theorem 2) -that are invariant under the Hamiltonian dynamics.
The connection between classical mechanics and viscosity solutions is well known, and was explored by several authors, for instance [13] , [14] , [15] , [16] , [10] , [11] , [12] , and [21] . One of the most basic results is the following:
Theorem 2 (A. Fathi, W. E). Let u be a viscosity solution of (2.2).
-For each P there exists a set invariant under the dynamics (2.1) contained in the graph (x, P + D x u); -There exists a probability measure µ(x, p) (Mather measure) invariant under (2.1) supported on this invariant set; -This measure minimizes
2)
, over all probability measures that are invariant under (2.1). Conversely, any probability measure invariant under (2.1) that minimizes (3.2) is supported on the graph (x, P + D x u) for any viscosity solution u of (2.2). One of the main advantages of the previous theorem is that one can translate properties of viscosity solutions into properties of Mather sets or measures and vice-versa. Some properties of viscosity solutions are describe in the next theorem: Proposition 1. Suppose (x, p) is a point in the graph
Then for all t > 0 the solution (x(t), p(t)) of (2.1) with initial conditions (x, p) belongs G. Proof. The invariance of the graph for t > 0 is a consequence of the optimal control interpretation of viscosity solutions [17] and the reader may find a proof, for instance, in [21] or [20] . Finally, an important identity [7] is: Proposition 2 (Contreras, Iturriaga, Paternain, Paternain).
in which the infimum is taken over C 1 periodic functions φ. This formula can be used to compute H(P ) effectively [23] , and, in conjunction with properties of viscosity solutions, to detect non-integrability of Hamiltonian systems [24] .
Estimates for the effective Hamiltonian. We start this section by proving thatH
N is an asymptotic expansion to H . Then we will use convexity techniques to prove estimates for the derivatives of viscosity solutions that we will use in the subsequent sections.
Proposition 3. Suppose we can construct an approximate solution as in (2.6) . Then
Remark. Note that the error term is a function of x, but, by periodicity, it can be estimated uniformly by O(
Proof. The inf sup formula (3.3) implies
By expanding this expression in Taylor series and taking the supremum we obtain the result. A converse inequality is also true:
At any point at which D x u exists we have
for some positive constant γ > 0.
Proof. Since H (p, x) is strictly convex, there exists a constant γ > 0 such that
The following corollary is going to be used in the next section:
If there exists an approximate solution as in proposition 3, then there exists a point x 0 for which
Proof. Since u is semiconcave,ũ − u is semiconvex. Therefore at the maximum x 0 , D x (ũ − u ) = 0, that is, the derivative exists and is zero. Then the two previous propositions yield the desired result.
Corollary 2.
If there exists an approximate solution as in proposition 3, then
Proof. It suffices to combine propositions 3 and 4 at the point x 0 given by the previous corollary.
Uniform estimates.
In this section we prove uniform estimates
under Diophantine conditions on the rotation vector ω 0 of the unperturbed problem. These results should be compared with the ones in [22] that show that unique ergodicity of the Mather measure implies uniform continuity of the viscosity solution with respect to the parameters. First we construct an approximate solutionũ N for a sufficiently large but finite N using the Linstedt series expansion described in section 2. Then, by changing coordinates, we show that for long times there are uniform estimates along trajectories. Finally, by using Lipschitz estimates for u andũ N and the results by [8] on ergodization times we extend them to whole space.
Theorem 3. Suppose the rotation vector:
satisfies the Diophantine property (1.3). Furthermore suppose that for every N , there
that is, the approximate rotation vector corresponding to P is the original rotation vector ω 0 . Let u be a solution of
andũ N be the corresponding approximate solution using a Linstedt series expansion up to order N . Then for every M there exists N (M ) such that
Proof. Define P by solving the equation
that is,
with expansion taken up to order N −1. Under the non-degeneracy condition det D 2 pp H 0 = 0 (which holds because H 0 (P ) = H 0 (P ) is strictly convex), the implicit function theorem yields a unique solution of the form
Define the new coordinates (P, X) by
To simplify notation we denote X = φ (x). Let x 0 be the point given by corollary 1. Set
be the initial conditions for a trajectory (x(t), p(t)) of (2.1). Since
, in the new coordinates we have
Consider the Hamiltonian dynamics in the new coordinates (X, P ), with initial condition (X(0), P(0)) (the value X(0) is not important)
From this equation it follows that the momentum P in the new coordinates is conserved for long times: Proposition 5.
as long as |P − P | N −1 ≤ C N . Note that for N > 3, and we are always assuming N large enough, we have |P(0) − P | N −1 ≤ C N . Thus Gronwall inequality implies
Therefore, up to T = 1 N/2 we have
for sufficiently small. Observe that φ (x) = X is a diffeomorphism for small . Let
We may also add a convenient constant to u in such a way that U (X(0)) = 0 and so we obtain:
along the trajectory. Since for small φ is a diffeomorphism, U is a Lipschitz function. The Diophantine property implies that the floẇ
the Hamiltonian flow takes at most time gets within a distance of M of any point in time
(see [5] , and also [8] , [9] ). Thus, if M < N 8s , we get for some 0
and so
Because φ is a diffeomorphism, the same estimate carries over for the difference u −ũ N . A final comment is that sinceũ N −ũ M = O( M ), we also have
although we need the existence ofũ N to prove this estimate.
6. Applications -stability of Mather sets and regularity. This last section is dedicated to prove estimates on the derivatives D x u −D xũ . Such estimates rely on the uniform estimates from the previous section. Since the Mather sets are supported on the graph (x, P + D x u) estimates on the derivatives show the stability of Mather sets.
Proposition 6. Suppose ω 0 = D P H 0 (P 0 ) is Diophantine and (1.2) admits an approximate solutionũ N . Then
in which the integral is taken along a trajectory x(·) oḟ
Proof. The strict convexity of H together with corollary 2 implies
Integrating with respect to t and observing that
we obtain the result. This proposition is the key to prove the main result of this paper that is discussed in the next theorem -pointwise estimates for first derivatives of viscosity solutions. with x(t) as in the previous theorem, and for any initial condition x(0) = x. Let G be the set of the points at which D x u exists and such that
for some fixed constant C, and set B = {x ∈ G c |u is differentiable at x}.
Since u is Lipschitz then (B ∪ G) c , which is the set of points of non-differentiability of u , is of zero Lebesgue measure.
Let x be a point for which D x u exists and |D xũ N − D x u | > C M/2 . Define p x = P + D x u (x). Let (x(t), p(t)) be the solution of (2.1) with initial conditions (x, p x ).
The estimate (6.1) implies that we may assume that there exists 0 < T < 1 such that x(T ) ∈ G. Let y = x(T ) and p y = P + D xũ N (x(T )), p y = P + D x u (x(T )).
Since y ∈ G we have
Let (x(t),p(t)) be the solution of (2.1) with initial conditions (y,p y ). Definex = x(−T ), px =p(−T ). Then Gronwall inequality yields:
