Abstract Secure multiparty computation (MPC) is one of the most general and well studied problems in cryptography. We focus on MPC protocols that are required to be secure even when the adversary can adaptively corrupt parties during the protocol, and under the assumption that honest parties cannot reliably erase their secrets prior to corruption. Previous feasibility results for adaptively secure MPC in this setting applied either to deterministic functionalities or to randomized functionalities which satisfy a certain technical requirement. The question whether adaptive security is possible for all functionalities was left open. We provide the first convincing evidence that the answer to this question is negative, namely that some (randomized) functionalities cannot be realized with adaptive security. We obtain this result by studying the following related invertible sampling problem: given an efficient sampling algorithm A, obtain another sampling algorithm B such that the output of B is computationally indistinguishable from the output of A, but B can be efficiently inverted (even if A cannot). This invertible sampling problem is independently motivated by other cryptographic applications. We show, under strong but well studied assumptions, that there exist efficient sampling algorithms A for which invertible sampling as above is impossible. At the same time, we show that a general feasibility result for adaptively secure MPC implies that invertible sampling is possible for every A, thereby reaching a contradiction and establishing our main negative result.
Introduction
Secure multiparty computation (MPC) is one of the most fundamental problems in cryptography. The goal of MPC is to allow two or more parties to compute some functionality (a deterministic or randomized mapping from inputs to outputs) while emulating an ideal evaluation of the functionality in which a trusted trusted party receives all inputs and delivers all outputs. This is formally captured by simulation-based security definitions, which (roughly speaking) require that whatever an adversary can achieve by attacking the real execution of the protocol can also be achieved by a simulator which attacks the above ideal evaluation process.
Since the introduction of MPC in the 1980s [Yao86,GMW87,BGW88,CCD88], many security definitions have been proposed and feasibility results shown. In particular, significant research efforts have been invested in realizing adaptively secure MPC protocols, whose security is required to hold in the presence of an adversary that can corrupt parties adaptively at any point during the protocol. When considering adaptive security, it is typically assumed that honest parties cannot reliably erase their secrets. This is an assumption we make throughout this work. The main challenge in proving the security of cryptographic protocols in this setting is that when a new party is corrupted, the simulator needs to provide an explanation of the internal randomness for this party that has to be consistent with the simulated view so far and with the party's input.
Adaptively secure protocols in this setting were first constructed by Canetti, Feige, Goldreich and Naor [CFGN96] in a standalone model and then by Canetti, Lindell, Ostrovsky and Sahai [CLOS02] in the universal composability (UC) model [Can01] . These protocols applied to all deterministic functionalities, but in the case of randomized functionalities they were restricted to so called adaptively well-formed functionalities [CLOS02] . Intuitively, randomized functionalities can present the following problem: when the adversary corrupts all the parties in the real execution 4 , he learns the private randomness of all parties. However in the ideal world, if the ideal functionality tosses some coins that are kept private and used during the computation, the ideal adversary (the simulator) will never learn these private coins, even after corrupting every party. The presence of private randomness in the ideal world makes it problematic to realize randomized functionalities in which the randomness cannot be efficiently computed from the inputs and outputs. The "adaptively well formed" functionalities satisfy the syntactic requirement that they reveal all their internal randomness when all parties are corrupted. (In other words, securely realizing such functionalities does not pose the challenge of hiding the internal randomness of the functionality from the adversary.) The question for general functionalities was left open.
In this paper we show that, under strong but well studied computational assumptions, there exist functionalities which cannot be realized with adaptive security. Concretely, our main negative result relies on the following two assumptions: (1) the existence of so-called extractable one-way functions [CD08, CD09, Dak09] (this is a common generalization of several "knowledge-of-exponent" style assumptions from the literature [Dam91,HT99,BP04,PX09]), and (2) the existence of noninteractive zero-knowledge (NIZK) proofs for NP [BFM88, BSMP91] .
Our negative result applies to almost every model of adaptively secure computation without erasures from the literature. This includes stand-alone security in the semi-honest and malicious models (under the definition of [Can00] ), UC-security in the CRS model (under the definition of [CLOS02] ) or even to security in the OT-hybrid model, where every functionality can be unconditionally realized with non-adaptive UC-security [Kil88, IPS08] . Our negative result does not apply to the case where only a strict subset of the parties can be corrupted (in particular, to MPC with an honest majority). The existence of uncorrupted parties allows the simulator to avoid the need for "explaining" the output of the functionality by providing its internal randomness. Our negative result also does not apply to adaptive security in the standalone model without post-execution corruption [Can00] ; this (nonstandard) notion of adaptive security does not support even sequential composition. See Section 1.2 below.
Invertible sampling. A key concept which we use to obtain our negative result and is of independent interest is that of invertible sampling (Definition 1 of [DN00] ). Suppose we are given an efficient sampling algorithm A. Can we always obtain an alternative efficient sampling algorithm B such that the output of B is indistinguishable from the output of A, but B can be efficiently inverted in the sense that its randomness can be efficiently computed based on its output? Here we refer to a distributional notion of inversion, namely an inversion algorithm B −1 is successful if the pair (r , B(r )) is computationally indistinguishable from the pair (B −1 (B(r )), B(r )) where r is a uniform random input for B. We refer to the hypothesis that every efficient A admits an efficient B as above as the invertible sampling hypothesis (ISH). While our study of ISH is primarily motivated by its relevance to adaptive security, this question is independently motivated by other cryptographic applications (such as settling the relation between public-key encryption and oblivious transfer); see Section 6 for details.
The ISH may seem easy to refute under standard assumptions. Indeed, if we require the outputs of A and B to be identically distributed, then ISH could be refuted based on the existence of any pseudorandom generator G: Let A output G(r). The existence of B as above would allow one to distinguish between G(r) (for which B −1 will find an inverse under B with overwhelming probability) and a uniformly random string of the same length (which with overwhelming probability has no inverse under B). However, the case where the outputs of B and A should only be computationally indistinguishable appears to be much more challenging. In particular, note that a pseudorandom distribution does admit an invertible alternative sampler: the sampler B just outputs a uniformly random string. Since this output is computationally indistinguishable from the actual distribution, it is consistent with the above formulation of ISH.
We show, under the assumptions described above, that there exist efficient sampling algorithms A for which the ISH fails. At the same time, we show that a general feasibility result for adaptively secure MPC implies that invertible sampling is possible for every A, thereby reaching a contradiction and establishing our main negative result.
More precisely, we show that general adaptively secure computation implies (and in fact, is equivalent to) a stronger version of ISH in which the sampling algorithms A, B are given an input x in addition to their random input, and where the inversion algorithm B −1 should be successful on every input x. This stronger flavor of ISH is ruled out by the assumptions mentioned above, namely the existence of extractable one-way functions and NIZK proof systems for NP. To rule out the weaker variant of ISH (with no input x) we need to use somewhat stronger assumptions: a non-standard (but still plausible) variant of an extractable one-way function, and the existence of non-interactive witness-indistinguishable (NIWI) protocols for NP without a common reference string [DN07,BOV07,GOS06,GS08].
Our Techniques
We now give some intuition on our construction of an efficient sampling algorithm A for which ISH does not hold. For this purpose, it is convenient to first describe a relativized world (defined via a randomized oracle) in which such A provably exists. As a first attempt, suppose that we have an oracle computing a random function f : {0, 1} n → {0, 1} 2n . Now, consider the efficient sampling algorithm A which outputs a random image of f , namely A(r) = f (r). (Note that A is efficient given oracle access to f .) Similarly to the previous PRG example, such an algorithm is not enough to refute the computational version of ISH: indeed, the alternative sampler B can simply output a uniformly random string of length 2n. The high level idea for ruling out such an alternative sampler is to make the outputs of f efficiently verifiable. Formally, we add to f an additional oracle g which decides whether a given string y ∈ {0, 1} 2n is in the image of f . (A similar oracle was used by Wee [Wee04] in the seemingly unrelated context of separating two notions of computational entropy.)
We now informally argue that ISH is false relative to the randomized oracle (f, g). Let A(r) = f (r) as before. Assume towards a contradiction that an alternative sampling algorithm B(r ) as required by ISH exists. We argue that B can be used to efficiently invert f on a random output y = f (x), which remains hard even when given the decision oracle g. By the computational indistinguishability requirement, it suffices (in order to reach a contradiction) to successfully invert f on a random output y sampled by B. Moreover, since indistinguishability holds relative to the verification oracle g we are guaranteed that (with overwhelming probability) y as above will be in the image of f .
The inversion algorithm for f , when given y sampled by B, uses the inversion algorithm B −1
guaranteed by ISH to obtain a preimage r of y under B. Since f is a random function, it is impossible to efficiently find an image y of f without querying f on the corresponding pre-image.
(Jumping ahead, this is the step where our explicit non-relativized construction will rely on a knowledge assumption.) Thus, the inversion algorithm can use r to extract a preimage x of y under f by running B on r until it queries f on a point x such that f (x) = y.
To obtain an explicit version of the above A we use extractable one-way functions to implement f and a NIZK proof for proving range membership to emulate the role of g (the latter is similar to the use of NIZK proofs in [Nao96, HLR07] ; see Section 1.2). For technical reasons that have to do with the common reference string required by the NIZK proof system, we cannot use this approach to refute the basic version of ISH described above. For this, we need to employ a somewhat more complicated proof strategy and apply NIWI proofs instead of NIZK proofs. See Section 4 for details.
Related Work
Adaptively secure MPC (without erasures) was first realized in [CFGN96] for the stand-alone case. In [Can00] , a variant of the notion of adaptive security that guarantees sequential composition was introduced: we refer to the variant from [Can00] which requires security against post execution corruption (PEC). Namely, after the simulation is complete, the environment can ask the adversary to corrupt additional parties and simulate their views. This variant is used in [Can00] to prove sequential composition. In fact, a separation between adaptive security with PEC and without it has been shown in [CDD + 04]. We stress that the negative results from [CDD + 04] apply to specific protocols rather than functionalities. That is, [CDD + 04] builds protocols which are shown to be adaptively secure in one setting but not adaptively secure in another setting, but does not show any functionality which cannot be realized with adaptive security, as opposed to our impossibility result.
In the UC security framework [Can01] the main feasibility result for securely realizing adaptively well-formed functionalities against an adaptive adversary was obtained in [CLOS02] (see also [CDMW09, GWZ09] ). This work also suggested the following plausible candidate for a randomized functionality which cannot be realized with adaptive security: on input a security parameter k, output the product of two random k-bit primes. However, we do not know how to relate the possibility of realizing this functionality with adaptive security to any well-studied assumption.
If one is willing to assume that honest parties can reliably erase their data, security against adaptive adversaries becomes a much easier task. Our negative results do not apply to this alternative model, and general feasibility results in this model were obtained in [BH92, Lin09] .
The Invertible Sampling Hypothesis is related to questions of oblivious sampling that have been studied in other cryptographic contexts. For instance, the question of generating a public key for an encryption scheme without learning how to decrypt is related to the goal of constructing an oblivious transfer protocol from a public-key encryption scheme [EGL85,GKM + 00]; virtually any non-committing encryption scheme [Bea97,DN00,GWZ09,CDSMW09] requires some form of oblivious sampling of public keys; in a recent result [DNO10] the question of whether ISH holds has been informally asked, in the context of turning UC-secure protocols in the common reference string model into semi-honest secure stand-alone protocols. If the common reference string is a random string, the problem trivially reduces to having one party publish a random string. If the CRS instead is sampled using some generic distribution, is not clear whether a semi-honest party can sample the common reference string without learning the trapdoor. See Section 6 for a further discussion of these additional connections of ISH with cryptography.
The knowledge of exponent assumption was introduced in [Dam91] , and since then other specific knowledge of exponent assumptions have been proposed [BP04, PX09] , until in some recent work [CD09,CD08,Dak09] the abstract notion of extractable functions has been introduced. Our impossibility results rely on assumptions of this type. The use of knowledge assumptions in security proofs has received criticism in the cryptographic community, especially because such assumptions seem hard to disprove [Nao03] (even though in [BP04] a "wrong" knowledge assumption from [HT99] has been disproved). As far as we know, our work is the first to apply such assumptions towards negative results in cryptography.
Finally, our use of NIZK and NIWI proofs for NP was inspired by the use of NIZK in [Nao96] to construct a class of distributions where efficient learning with an evaluator is possible but coming up with a generator that approximates the given distribution is infeasible, and by [Wee04, HLR07] in the context of separating conditional HILL and Yao entropies. Note, however, that none of these works made use of knowledge assumptions; such assumptions appear to be crucial to our techniques.
Preliminaries
Notation. We use n as a length parameter; all probability distributions we consider in this work will be over strings of length polynomial in n. We let U n denote the uniform distribution over {0, 1} n . We use x ← X to denote the process of sampling x from the distribution X. If X is a set, x ← X denotes a uniform choice of x from X. For any distribution X and algorithm A, we denote by A(X) the probability distribution on the outputs of A taken over the coin tosses (if any) of A and an independent random choice of the input x from X.
We use the standard notation {C 1 ; C 2 ; . . . ; C m : D} to denote the distribution of D obtained as a result of the sampling process defined by the sequence of instructions C 1 , . . . , C m . For example, {a ← X; b ← A(a) : (a, b)} denotes the distribution of pairs (a, b) obtained by first picking a from X and then obtaining b by running A on a. Similarly, we use Pr[C 1 ; C 2 ; . . . ; C m : E] to denote the probability of event E in the probability space defined by the sequence of instructions C 1 , . . . , C m . For instance, Pr[a ← X; b ← Y : a = b] is the probability that when a is chosen according to X and b is independently chosen according to Y , a and b are not equal.
We assume that the reader is familiar with the concepts of negligible function, one-way function, pseudorandom generator, and non-interactive zero-knowledge proof system. Suitable definitions can be found in the full version or in [Gol04] .
By default we assume efficient algorithms to be uniform and efficient distinguishers to be nonuniform. We will use (·) to denote an unspecified negligible function.
Let I ⊆ {0, 1} * be an arbitrary infinite index set. We say that two distribution ensembles {X w } w∈I and {Y w } w∈I are computationally indistinguishable if for every polynomial-size circuit family C n there exists a negligible function such that for every w ∈ I,
Sampling algorithms. We will view any probabilistic polynomial time (PPT) algorithm A as defining an efficient sampling algorithm (or sampler for short). We let A(w) denote the output distribution of A on input w and A(w; r A ) denote the output when the random input (i.e., sequence of coin-tosses) is given by r A . Without loss of generality, we can associate with every efficient A a polynomial (·) such that r A is a random input of length (|w|). Under this convention, A(w) is distributed identically to A(w; U (|w|) ). We will use this convention throughout the paper. Finally, we will sometimes be interested in the special case of samplers over a unary input alphabet; in this case A defines a sequence of distributions {A(1 n )} n∈N .
We say that a sampling algorithm A is inverse-samplable if there exists a PPT inversion algorithm which, given an input w and a sample y from the output A(w), outputs a random input r for A which is consistent with w, y. Moreover, the choice of r should be "correctly distributed" in the sense that (w, y, r) should be computationally indistinguishable from (w, A(r A A , A(w; r A ) )} w∈{0,1} * and {r A ← U (|w|) : (A −1 (w, A(w; r A )), A(w; r A ))} w∈{0,1} * are computationally indistinguishable.
Invertible Sampling Hypothesis
The Invertible Sampling Hypothesis (ISH) is concerned with the possibility of inverse-sampling arbitrary efficiently samplable distributions. It is easy to see that if one-way functions exist, then there are efficient sampling algorithms which are not inverse-samplable. Thus, we settle for the hope that for every efficient sampling algorithm A there exists an efficient and inverse-samplable algorithm B whose output is computationally indistinguishable from that of A. The ISH captures the above hope. We will also consider a weaker variant of ISH, referred to as weak ISH, which restricts the sampler A to have a unary input alphabet. This is formalized below. 
Hypothesis 2. (Weak ISH)
The weak ISH is defined exactly as ISH above, except that the inputs w for A and B are restricted to be unary (i.e., are of the form 1 n ).
Clearly, ISH implies Weak ISH. The weaker flavor of ISH is somewhat more natural in that it refers to the traditional notion of a sampling algorithm (defining a single probability distribution for each length parameter n) as opposed to the more general notion of a probabilistic algorithm. Moreover, the weak ISH suffices for the motivating applications discussed in Section 6. However, it turns out that the stronger flavor can be refuted under more standard assumptions and that ruling out this flavor suffices for obtaining our main negative result on adaptively secure MPC. Thus, in the following we will consider both variants of ISH.
We will start (in Section 4) by refuting the weak ISH assuming the existence of a strong variant of extractable one-way functions as well as NIWI proof systems for NP. We will then (Section 5) refute the original and stronger variant of ISH under the weaker assumptions that standard extractable one-way functions (generalizing various "knowledge-of-exponent assumptions" from the literature) exist, as well as NIZK protocols for NP in the CRS model. At a high level, refuting the stronger flavor of ISH is easier because the additional "external" input allows us to introduce randomness over which the alternative sampler B has no control. This randomness can be used for choosing the CRS for a NIZK proof or random parameters for a family of extractable one-way functions.
As already discussed in the introduction, any pseudorandom generator G : {0, 1} n → {0, 1} 2n provides a nontrivial example of a sampling algorithm for which weak ISH holds. Indeed, if A(1 n ) outputs G(r A ) where r A ← U n , then B(1 n ) can simply output r B where r B ← U 2n .
This example suggests that in order to provide a counterexample for the (weak) ISH, it does not suffice for the computation performed by the sampler to be one-way and for its output support to be sparse, but its output should also be verifiable (a feature missing in the aforementioned example). Jumping ahead, verifiability will be achieved via variants of non-interactive zero-knowledge. It turns out that even the "sparseness" requirement needs to be significantly strengthened in order to rule out the possibility of directly sampling an output without knowing a corresponding input. Classes of sparse one-way functions with a similar property were studied in [Dam91,BP04,PX09] under the umbrella of "knowledge assumptions." Crudely speaking, a knowledge assumption for a function f states that if any efficient algorithm A outputs a point in image(f ), then the only way A could have computed this image is by choosing an x and computing f (x) (here it is necessary that image(f ) be sparse). Thus the algorithm "knows" x. This is formally captured by requiring the existence of an efficient algorithm that can extract x from A's input and randomness.
A brief outline of our refutation of weak ISH is as follows. Suppose a function f is both "extractable" and one-way. Given an algorithm which produces valid points in image(f ), if we can obtain the randomness that it used, then we can use f 's "knowledge extractor" to find pre-images and thus break the one-wayness of f . However to obtain this randomness, we need the algorithm to be inverse-samplable. Since weak ISH hypothesizes the existence of such an algorithm we can invert f and contradict its one-wayness.
Next, we formally prove that weak ISH is false assuming the existence of a strong notion of an Extractable One-Way Function (EOWF) and the assumption that Non-Interactive Witness Indistinguishable Proofs (NIWI) exist for all of NP.
We start by defining the two primitives we rely on. An extractable one-way function is a oneway function f with the following extraction property: for any efficient A which, on random input r A , attempts to output an element y in the image of f , there is an efficient extractor K A which given the random input r A of A succeeds in finding a preimage x ∈ f −1 (y) with roughly the same success probability. Formally: Definition 2. (Extractable One-Way Function (EOWF)) Let f be a one-way function. We say that f is an extractable one-way function if for every PPT algorithm A with running time (n) there is a PPT extractor algorithm K A such that for every n:
for some negligible function .
We note that the above definition appears stronger than similar definitions from the literature in that it requires f to be a single, explicit one-way function, as opposed to a keyed collection of functions. In particular, EOWF as above can not be instantiated using concrete knowledge assumptions from the literature such as the ones in [Dam91, BP04, PX09] . However, it still seems plausible that (length-flexible versions of) practical cryptographic functions satisfy the above definition. In Section 5 we will rely on a more standard notion of EOWF (which allows f to depend on a random key and captures previous assumptions from the literature) in order to refute the strong variant of ISH.
Next we need the notion of non-interactive witness indistinguishable (NIWI) proof systems [BOV07, GOS06, GS08] . A NIWI proof is used to efficiently prove that an input x is in some NP-language L without allowing the verifier to distinguish between any two possible witnesses. While the latter witness indistinguishability property is weaker than the zero-knowledge property of NIZKs, it turns out that it is sufficient for our purposes. The important advantage of NIWI proofs is that they can be implemented (under stronger assumptions) without a trusted common reference string, which is inherently required for NIZK proofs.
Definition 3. (Non-Interactive Witness Indistinguishable Proof System [DN07,BOV07,GOS06])
Let L be any NP language, and R L a fixed witness relation for L. Then P = (P, V ) is called a noninteractive witness indistinguishable (NIWI) proof system for R L if P and V are PPT algorithms and the following conditions hold for some negligible function :
Witness Indistinguishability (WI).
For every polynomial-size circuit family C n , and every x, w 0 ,
NIWI proofs exist for all of NP under well-studied assumptions [DN07, BOV07, GOS06] .
We now use the above two primitives to establish the main result of this section.
Theorem 1. If EOWF exists and NIWI proofs exist for NP, then Weak ISH is false.
Proof (sketch): Let f be an EOWF. We first define an efficient sampling algorithm A, which outputs two random points in image(f ) and also a NIWI proof that at least one of the points was correctly computed. That is, the sampling algorithm picks random x 0 , x 1 ← {0, 1} n and outputs (f (x 0 ), f (x 1 ), π), where π is a NIWI proof that either f (x 0 ) or f (x 1 ) is in the image of f . More concretely, π is obtained by running a NIWI prover for the NP relation defined by
on input (f (x 0 ), f (x 1 )) and witness x 0 . From Weak ISH, we obtain A's invertible alternate sampling algorithm B and its inverter B −1 . By the soundness property of the NIWI proof, we are (essentially) ensured that the alternate sampler B outputs at least one valid point in the image of f . But then we can construct a new algorithm X that runs B and outputs at random one of the two images y b . Now X is an algorithm that outputs (with significant probability) valid points in the image of f . Given that f is an EOWF, there must exist also an extractor K X that given the random input of X outputs x b such that y b = f (x b ). Using B −1 to inverse-sample the random input of X and feeding it to K X we can efficiently invert f , contradicting its one-wayness. See the full version for more details.
In this section we refute the main (strong) variant of ISH under weaker and more standard assumptions than those used to refute Weak ISH.
We start by defining a relaxed notion of extractable one-way function which is similar to the notion of (non-interactively) extractable function family ensemble put forward by Canetti and Dakdouk [CD08, CD09, Dak09] . In contrast to the previous notion from Definition 2, the relaxed notion follows from previous concrete knowledge assumptions in the literature such as Damgård's knowledge of exponent assumption [Dam91] .
Definition 4. (Function Family Ensemble)
A function family, indexed by a key space K, is a set of functions F = {f k } k∈K in which each function has the same domain and range. A function family ensemble, F = {F n } n∈N , is defined as an ensemble of function families F n with key spaces {K n } n∈N .
Definition 5. (One-Way Function Family Ensemble) A function family ensemble is one-way if:
-f k can be evaluated (given 1 n , k ∈ K n , and x ∈ domain(f k )) in time polynomial in n, and -for every polynomial-size circuit family C n there is a negligible function such that for every n,
Definition 6. (Non-Interactively Extractable One-Way Function Family Ensembles [Dak09])
We say that an one-way function family ensemble is non-interactively extractable (without auxiliary information) if for any efficient sampling algorithm A running in time (n) (with random input r A ∈ U (n) ), there exists a PPT algorithm K A and a negligible function such that for all n:
The difference between the above notion of extractable one-way function family ensembles and the notion of EOWF from Definition 2 is that extraction is not guaranteed for all functions in the function family but only for a randomly chosen function (concretely, the first step k ← K n chooses a random function). Furthermore, the process of picking the random function may use private randomness that is not available to the algorithm A.
The above difference makes it possible to derive extractable one-way function family ensembles from existing knowledge assumptions in literature [Dam91,HT99,BP04,PX09]. As an example, the Knowledge of Exponent (KEA) Assumption [Dam91] informally states that there exists an ensemble of groups {G n } n∈N where the discrete logarithm problem is hard to solve and any PPT adversary A that on input g, w can compute a pair of the form (g r , w r ) must know r, in the sense that there exists an efficient extractor K A which given the random input of A can compute r. Mapping this example to Definition 6, the key space is K n = G n × G n and the function f k with k = (w, g) is defined by f k (r) = (w r , g r ).
Next, we replace the previous NIWI primitive with non-interactive zero knowledge (NIZK) proofs in the common reference string (CRS) model [BFM88, SMP87] . We omit the (standard) definition of NIZK, but note that the assumptions on which NIZK proof systems for NP can be based are significantly more general than the corresponding assumptions for NIWI, and include the existence of trapdoor permutations [FLS90] .
We are now ready to state the main theorem of this section.
Theorem 2. If non-interactively extractable one-way function family ensembles exist and NIZK proof systems exist for NP, then ISH is false.
Proof (sketch):
The proof follows the same outline as the one from Theorem 1, but the use of NIZK instead of NIWI allows it to take a somewhat simpler form. Let F be a non-interactively extractable one-way function family ensemble. We first define an efficient sampling algorithm A whose inputs are pairs of strings (k, σ): k is a key from the key space of F and σ is a uniformly random string to be used as a CRS for a NIZK proof system. A outputs a random image of f k and a NIZK proof (under σ) that the output is valid. Let B be the alternate invertible sampler hypothesized by ISH. Due to the soundness of the NIZK proof system, B outputs valid images of f k when σ is chosen uniformly at random. Since F is extractable, we can use B, its extractor K B and its inverter B −1 to construct an efficient inversion algorithm for the family ensemble F, contradicting its one-wayness property. See the full version for details.
Applications of ISH
While our main motivation for studying ISH is its relevance to adaptively secure MPC (discussed later in Section 7) we start by presenting two other consequences of (weak) ISH. In order to avoid any confusion, we remind the reader that in the previous sections we disproved ISH under some specific computational assumptions. However, as we couldn't disprove ISH unconditionally (or even under standard cryptographic assumptions), it is still interesting to investigate the consequences of ISH in order to put ISH in the proper cryptographic context and to further motivate our study.
PKE and OT:
As a first consequence, we note that if ISH holds, this would settle the question of the relationship between public key encryption (PKE) and oblivious transfer (OT), as studied in [GKM + 00].
Theorem 3. If ISH holds, then the existence of semantic secure PKE implies the existence of an oblivious transfer protocol.
Proof (sketch):
The proof follows by considering a protocol for 1 2 -OT similar in spirit to the EGL protocol [EGL85] , where the receiver samples one public key with the key generation algorithm (thus learning the secret key), and the other using the alternate inverse-samplable algorithm, as described in ISH. Receiver's security loosely follows from the closeness property of ISH, while sender security can be deduced by the semantic security of the PKE scheme. See the full version for details.
Assumptions for UC-secure computation: A systematic study of the minimal setup and computational assumptions for UC-secure computation has been recently undertaken in [DNO10] . A question that the authors left open is whether the existence of stand-alone oblivious transfer (SA-OT) is a necessary assumption for UC-secure oblivious transfer (UC-OT) in the common reference string (CRS) model, where the string is sampled from an arbitrary distribution. If ISH holds, one could answer this question affirmatively. To show that SA-OT is necessary for UC-OT we will show how to construct a protocol for SA-OT assuming that UC-OT in the CRS model exists. Intuitively we need to generate a CRS to make the protocol work, but we don't want any party to learn the corresponding trapdoor. Unfortunately, we cannot let the parties use MPC in order to generate this CRS, since unconditional MPC is impossible, and we cannot assume that OT exists (or any equivalent computational assumption). But if ISH holds, there is a way of sampling any CRS without learning the trapdoor by using the invertible sampler, after which parties can run the UC-OT with respect to this CRS. Also note that we don't need this fake CRS to be distributed exactly as the real CRS, but just computationally close: if the UC-OT protocol works with the real CRS but not with the fake CRS, it could be used as a distinguisher, thus violating ISH. Standard compilation techniques can be used to turn this protocol into a protocol secure against a malicious adversary.
Adaptive Security and ISH
In this section we show that our strong variant of ISH (Hypothesis 1) is closely related to secure multi-party computation with security against adaptive adversaries (adaptive MPC or AMPC for short). We first show that if all randomized functionalities admit AMPC protocols, then ISH is true. Combined with Theorem 2, this gives the first strong evidence that general AMPC is impossible. Then, we proceed to show that if ISH is true and all the parties are mutually connected with OT-channels, 5 then general AMPC is possible -thus showing that ISH is essentially equivalent to general AMPC.
As discussed in the introduction, our results apply to a wide range of AMPC models from the literature. For convenience, we will refer to the two-party semi-honest model, under the definition of [Can00] which requires security against post execution corruption (PEC). The latter means that after the execution is complete, the environment can ask the adversary to corrupt additional parties. The PEC requirement is needed to prove sequential composition of adaptively secure protocols, and is implied by most other definitions of adaptive security from the literature (such as adaptive UC-security). Our negative result does not hold for adaptively secure protocols without PEC (since in the semi-honest two-party case, security in this model is equivalent to non-adaptive security [CDD + 04]).
Brief Preliminaries. This section is an informal introduction to (adaptively secure) MPC protocols. In an MPC protocol, adaptive security implies that an adversarial entity can adaptively choose the parties he wants to corrupt at any point in the protocol. An adversary is semi-honest if the parties that he corrupts always follow the prescribed protocol. His goal is to try and obtain as much information as possible under this constraint. Security against such adversaries is a basic requirement for any cryptographic protocol. An ideal model of security for MPC protocols is one in which there exists a trusted third party who (via secure private channels) receives all the inputs from the participants of the protocol and sends back their respective outputs. Semi-honest adversaries in this model can only learn the input and output of the parties that he corrupts. Considering this as a basis for security, in the ideal-real model of [Can00] , a real world protocol for MPC is secure if for every adversary A in the real execution, there exists an ideal world adversary S (also known as the simulator), such that the outputs of A and S are computationally indistinguishable. We refer the reader to [Can00, Lin09] for a more precise definition of this notion.
Adaptively Secure MPC Implies ISH
First we show that if AMPC protocols exist for every functionality F, then ISH (Hypothesis 1) is true.
Theorem 4. If for every PPT functionality F there exists a protocol Π that securely realizes F against an adaptive semi-honest adversary (with PEC), then ISH is true.
Proof (sketch): Consider a two-party randomized functionality F that takes input from both parties and uses some internal coins and compute some function A. Now if there exist a protocol π between P 1 , P 2 that securely implements F, in particular the following two conditions will be satisfied: 1) The output of the protocol π and the functionality F are computationally close (because the protocol is correct); 2) There exist a simulator S that can explain the randomness used by P 1 , P 2 in π to produce the output z, without access to the functionality random tape r F . Therefore we can use the protocol and the simulator (π, S) as a foundation to build the inverse-samplable algorithm B, B −1 that satisfy the requirement of ISH. The inverse-samplable algorithm B can be constructed by simulating a run of the protocol π between P 1 and P 2 "in the head", while the inverter B −1 will run the simulator S as a subroutine. See the full version for more details.
ISH Implies Adaptively Secure MPC
In the previous section we showed that AMPC implies ISH. Now we show that the converse is true too.
To make the result stronger, we will show that ISH implies the strongest variant of MPC i.e., multiparty computation secure against an active, adaptive adversary in the universally composable security framework (UC-AMPC). Given that UC computation is impossible in plain model, we look at the OT-hybrid model where it is possible to evaluate adaptively well-formed functionalities [CLOS02] , and we show how ISH would allow us to extend this result to all functionalities. We refer the reader to [Can01] for the definition of UC-AMPC. We look at adaptive security, where the adversary A can corrupt any of the two parties P 1 , P 2 at any point during the protocol π.
Theorem 5. If ISH holds, then active secure UC-AMPC is possible for any functionality in the UC-OT hybrid model.
Proof (sketch):
It is known that any deterministic functionality can be securely implemented in the OT-hybrid model [Kil88, IPS08] . Using the UC composition theorem and ISH we extend the result for randomized functionalities.
Consider a general randomized functionality (z 1 , z 2 ) ← F(x, y; ρ), where ρ is the private randomness of F, (x, z 1 ) the input/output of P 1 , and (y, z 2 ) the input/output of P 2 . Let z i = f i (x, y; ρ). Then from Strong ISH we know that there exist f i , f −1 i , the alternative sampler and the inverter. Now define a new, deterministic functionality G as (z 1 , z 2 ) = G((x, ρ 1 ), (y, ρ 2 )), where z i = f i (x, y; ρ i 1 ⊕ ρ i 2 ), and where f i is the alternative sampler for f i . Being a deterministic functionality, G can be securely realized with adaptive security in the OT-hybrid model. Now the protocol to implement F in the G-hybrid model proceeds as follows. Party P i picks ρ i at random, feeds it into G together with its input, and waits to receive the output. Note that the protocol does not exactly compute the required functionality f , but f . The indistinguishability requirements of ISH imply that the output of f and of f are indistinguishable too, and that suffices for UC-computation. This protocol can be shown to be UC-secure, see the full version for more details.
