Categorical data are often observed as counts resulting from a fixed number of trials in which each trial consists of making one selection from a prespecified set of categories. The multinomial distribution serves as a standard model for such clustered data but assumes that trials are independent and identically distributed. Extensions such as Dirichlet-multinomial and random-clumped multinomial can express positive association, where trials are more likely to result in a common category due to membership in a common cluster. This work considers a Conway-Maxwell-multinomial (CMM) distribution for modeling clustered categorical data exhibiting positively or negatively associated trials. The CMM distribution features a dispersion parameter which allows it to adapt to a range of association levels and includes several recognizable distributions as special cases. We explore properties of CMM, illustrate its flexible characteristics, identify a method to efficiently compute maximum likelihood (ML) estimates, present simulations of small sample properties under ML estimation, and demonstrate the model via several data analysis examples.
Introduction
Categorical data can be analyzed at a trial level, where each observation represents the outcome of selecting one of k prespecified categories; however, there is sometimes a natural clustering among m > 1 trials. The multinomial distribution likely first comes to mind when modeling categorical data. A multinomial random variable Y ∼ Mult k (m, p) on m trials and k categories with P(Y = y | m, p) = m y 1 · · · y k p y1 1 · · · p y k k k j=1 y j = m, y 1 , . . . , y k ∈ {0, 1, . . . , m},
may be used to model a cluster, but cannot capture dependence that may occur within the cluster. This is immediately apparent as the density (1) matches that of trial-level independent categorical observations, aside from a multinomial coefficient which does not depend on the parameter p. There is also a strict relationship between the mean E(Y ) = mp and variance Var(Y ) = m{Diag(p) − pp }, both of which are determined solely by p and m. A number of scenarios could arise in which there is dependence among trials in the cluster. We will broadly consider positive association to occur when trials are more likely to result in the same category due to membership in a common cluster, and negative association to occur when trials are more likely to result in differing categories because of common cluster membership. Extensions to the multinomial distribution have been proposed to capture dependence in clustered categorical data. The Dirichlet-multinomial (DM) compound distribution (Mosimann, 1962) is perhaps the most popular multinomial extension. DM is a multinomial analogue of the betabinomial that arises from a Pólya urn scheme (Eggenberger and Pólya, 1923) . DM shares the same first moment as the multinomial distribution, but features a dispersion parameter that allows the variance to inflate relative to the multinomial distribution; DM is said to be an over-dispersion model for this reason. Morel and Neerchal (1993) introduced a multinomial model for over-dispersion based on a finite mixture of multinomials with certain constraints on the parameters, which has been referred to as the random-clumped multinomial (RCM) distribution (Morel and Neerchal, 2012) . RCM shares first and second moments with DM and has a similar dispersion parameter; therefore RCM is also an over-dispersion model. RCM is derived from a particular scenario where some of the trials in a given cluster are randomly set aside and "clumped" to a common but randomly selected category, and the remaining trials are assigned independently. This idea has been extended to multiple random clumps, at the cost of additional complexity (Banerjee and Paul, 1999) . The multiplicative multinomial (MM) distribution (Altham and Hankin, 2012) incorporates multiple dispersion parameters which permit both positive and negative association simultaneously within a cluster. This flexibility comes at the cost of having k(k − 1)/2 dispersion parameters rather than one as in DM and RCM. MM also features a normalizing constant which appears to require either brute force summation over the multinomial sample space or approximation to evaluate, although Altham and Hankin (2012) discuss a computational approach which helps to relieve the burden.
The Conway-Maxwell-Poisson (CMP or COM-Poisson) distribution and its variants have become popular in recent years due to their ability to express both over-and under-dispersion in count data. First described by Conway and Maxwell (1962) in the context of queuing theory, recent interest in CMP for count modeling was revived by Shmueli et al. (2005) . Subsequent CMP related count distributions have been studied, including a bivariate CMP (Sellers et al., 2016) , a sum of CMP random variables (Sellers et al., 2017) , a CMP-type negative binomial distribution (Chakraborty and Ong, 2016) , a COM-negative hypergeometric distribution (Roy et al., 2019) , an exponential CMP distribution (Cordiero et al., 2012) , and a COM-binomial (CMB) distribution (Shmueli et al., 2005; Borges et al., 2014; Kadane, 2016) .
Although a Conway-Maxwell extension of the multinomial distribution has been suggested in previous works on CMB, the present paper contributes a dedicated study of the COM-multinomial (CMM) distribution. CMM features a dispersion parameter that enables it to express either positive or negative association within a cluster, which is not possible with over-dispersion multinomial models such as RCM and DM. The CMM family contains several recognizable distributions as special cases, connected by a spectrum of intermediate cases, which prospective users may find appealing. As with other CMP-inspired distributions, the normalizing constant for CMM requires either evaluation by brute force summation or by approximation; however, CMM is seen to be an exponential family so that the computational shortcut used by Altham and Hankin (2012) can be applied. We study these features of CMM as well as additional properties of CMM such as moments, generating functions, and distributional forms under marginals, conditionals, and groupings. Conditionals of CMM coordinates are seen to be CMB distributions, so that generation of CMM random variates can be done tractably via a Gibbs sampler.
Over-and under-dispersion are often discussed in the context of a simpler distribution which cannot express large or small enough variances, respectively. For example, DM is considered to be an over-dispersion model relative to multinomial. The terms may also be discussed in a broader sense, where data exhibit either too much or too little variability to be expressed by a model in question. In this sense, CMP is considered to be both an over-and under-dispersion model relative to Poisson. We will see that CMM does not generally share first moments with the multinomial distribution, and that the probability parameters of CMM should not be interpreted as category probabilities for individual trials. Thus the dispersion parameter of CMM has a more intuitive effect on positive or negative association within a cluster than it does on variance. For these reasons, we avoid using the terms over-and under-dispersion with respect to CMM, and instead emphasize positive or negative association.
The rest of the paper proceeds as follows. Section 2 reviews basic properties of the CMP and CMB distributions. Section 3 introduces the CMM distribution and its properties. Section 4 presents computational approaches for maximum likelihood (ML) estimation under a CMM regression model which are used in subsequent sections. Section 5 describes simulation studies illustrating the flexibility of the CMM distribution and assessing small sample properties of the maximum likelihood estimates (MLEs). Section 6 compares the CMM model to other multinomial extensions on classic datasets exhibiting varying degrees of positive and negative association. Section 7 discusses extensions and concludes the paper. A and B give details, respectively, for properties presented in Section 3 and the MLE approach discussed in Section 4. A preliminary version of this work can be found in Morris et al. (2018) .
Conway-Maxwell Extensions of the Poisson and Binomial Distributions

Conway-Maxwell-Poisson Distribution
Conway-Maxwell-Poisson (CMP) is a flexible distribution for count data that allows for over-or under-dispersion relative to the Poisson distribution (Conway and Maxwell, 1962; Shmueli et al., 2005) . The CMP probability mass function (pmf) for a single observation takes the form
, y = 0, 1, 2, . . .
λ y (y!) ν is a normalizing constant. In this setting, λ = E(Y ν ) > 0, where ν ≥ 0 is the dispersion parameter such that ν = 1 denotes equi-dispersion, ν > 1 signifies under-dispersion, and ν < 1 indicates over-dispersion relative to the Poisson distribution. The CMP distribution includes three well-known distributions as special cases: Poisson with rate parameter λ when ν = 1; geometric with success probability 1 − λ when ν = 0 and λ < 1, and Bernoulli with success probability λ 1+λ when ν → ∞ (Shmueli et al., 2005; Sellers et al., 2012) .
Conway-Maxwell-Binomial Distribution
The Conway-Maxwell-binomial distribution (CMB), also known as the Conway-Maxwell-Poissonbinomial distribution, incorporates an association parameter to flexibly capture variability inconsistent with the binomial distribution (Shmueli et al., 2005; Kadane, 2016; Borges et al., 2014) . Shmueli et al. (2005) 
, where X and Y are independent CMP random variables. We write that random variable Y follows the distribution CMB(m, p, ν) if it has pmf
where ν ≥ 0, m ∈ {1, 2, . . .}, p ∈ (0, 1) and C(p, ν) = m y=0 m y ν p y (1 − p) m−y is the normalizing constant. Shmueli et al. (2005) further recognize that the CMB distribution can be derived as the distribution of the sum of dependent Bernoulli random variables (Z 1 , . . . Z m ) having the joint pmf
Under this construct, the CMB distribution allows for negatively and positively correlated Bernoulli components (z 1 , . . . , z m ) corresponding to ν > 1 and ν < 1, respectively, and reduces to the usual binomial distribution for ν = 1. The extreme cases of the CMB distribution, ν → −∞ and ν → ∞, reflect extreme positive and negative correlation of the Bernoulli components, respectively (Borges et al., 2014; Kadane, 2016) . Accordingly, as ν → ∞, the CMB distribution concentrates at m 2 for even m or m 2 and m 2 for odd m. Conversely, as ν → −∞, the CMB distribution concentrates at 0 and m.
Conway-Maxwell Extension of the Multinomial Distribution
This section introduces the CMM distribution and highlights some of its interesting properties; detailed derivations are given in A. Denote N = {0, 1, 2, . . .} as the set of natural numbers, Ω m,k = {(y 1 , . . . , y k ) ∈ N k : k j=1 y j = m} as the multinomial sample space based on m trials and k categories, and m y1···y k = m! y1!···y k ! as the multinomial coefficient. Recall that there are m+k−1 m points in the sample space Ω m,k ; see for example Feller (1968, Chapter 2) . We say that a random variable
where p = (p 1 , . . . , p k ), k j=1 p j = 1 and
is the normalizing constant. We will omit the number of trials m from C (p, ν; m) when it should be clear from the context. The following property shows that CMM distribution can be derived from CMP random variables using a conditioning approach as in Shmueli et al. (2005) .
The CMM distribution can be parameterized in terms of the original probability parameters p or the baseline odds θ = (θ 1 , . . . , θ k−1 ) = (p 1 /p k , . . . , p k−1 /p k ), where we have taken the kth category as the baseline without loss of generality. The baseline odds parameterization relies on the pmf in (3) written as
is the normalizing constant. Property 1 implicitly assumes that either ν > 0 or both ν = 0 and λ < 1, as the CMP density is undefined otherwise. However, the restriction on ν can be lifted to ν ∈ R in the CMM setting as the sample space is finite and there is no concern about the normalizing constant failing to converge.
As an analogue to the Bernoulli distribution, a multinoulli (Murphy, 2012, Section 2. 3) random variable Z ∼ Mult k (1, p) consists of a single multinomial trial and has pmf P(Z = z) = p z1 1 · · · p z k k , z ∈ Ω 1,k , and k ≥ 2. Recall from Section 2 that a CMB random variable can be expressed as a sum of dependent Bernoulli random variables; similarly, the following property shows that CMM can be derived as a sum of dependent multinoulli random variables.
Property 2 (CMM as a Sum of Dependent Multinoullis). Suppose Z 1 , . . . , Z m ∈ Ω 1,k have joint distribution
where ν ∈ R. Then
for i, i ∈ {1, . . . , m} and i = i where e j denotes the jth column of a k × k identity matrix.
Property 2 can be used to illustrate how CMM captures dependence among the clustered multinoulli observations that form an observation. For example, suppose (Z 1 , . . . , Z n ) is distributed according to (5) with k = 3, and consider the correlations for Z 1 and Z 2 :
Figure 1 plots these correlations for ν ∈ [−4, 6], m ∈ {2, 5, 10} and p = (1/3, 1/3, 1/3). The diagonal elements of Corr(Z 1 , Z 2 ) generally show that the within-category correlations approach 1 as ν decreases to -4, attain a value of zero when ν = 1, and become negative when ν increases above 1. Larger values of m lead to a faster increase of the correlation between trials to 1, but dampen the amount of possible negative correlation which is possible. This illustration is consistent with the result of increasingly restrictive m-exchangeability for increasing m in the CMB distribution (Kadane, 2016) . The off-diagonal elements of Corr(Z 1 , Z 2 ) respond in an opposite pattern, showing that the across-category correlations become negative for ν < 1, zero at ν = 1, and positive when ν > 1. Here there appears to be a minimum correlation near −1/2 which is attained more quickly for larger m. The amount of positive correlation possible when ν > 0 appears to be dampened as m is increased. Figure 2 displays a similar array of plots for p = (0.6, 0.3, 0.1). This case reveals that the elements of Corr(Z 1 , Z 2 ) need not vary monotonically with ν; however, it appears that the diagonal elements Corr(Z 1j , Z 2j ) are positive for ν < 1, zero when ν = 1, and negative otherwise. In this sense, we can interpret Z 1 , . . . , Z m as being positively associated when ν < 1 and negatively associated when ν > 1.
The CMM family contains some familiar distributions as special cases, as well as a range of distributions between these special cases. Positive and negative association of the underlying multinoulli random variables can be further understood through these cases. To describe two of the special cases, we introduce the following definitions of vertex and center points. We refer to the points me j for j = 1, . . . , k as the vertex points of the multinomial sample space. These vertex points correspond to the outcomes where all trials are assigned to the same category. We refer to center points as the points of the multinomial support which are closest to the center of the sample space (m/k, . . . , m/k). The number of these points depends on the divisibility of m by k. Let q and r be integers such that m = qk + r with r ∈ {0, 1, . . . , k − 1}. Consider assigning q trials to all k categories, and let each category have at most one of the remaining r trials; we designate these k r outcomes as the center points of Ω m,k , written as
Special cases of the CMM are summarized in Property 3. (b) Discrete uniform: When ν = 0 and p = (1/k, . . . , 1/k), Y follows a discrete uniform distribution on Ω m,k .
(c) Point masses at the vertex points: When ν → −∞, Y follows a discrete distribution on the points me 1 , . . . , me k with respective probabilities p m j /(p m 1 + · · · + p m k ) for j = 1, . . . , k.
(d) Point masses at the center points: When ν → ∞, Y follows a discrete distribution on the
Figure 3 presents a matrix of density plots illustrating special cases for m = 20 and k = 3; derivations of the special cases in the general setting are in A. Three sets of p are depicted in Figure 3 to illustrate the behavior of the CMM distribution with equal and unequal probability parameters. Categories are ordered by descending values of p without loss of generality.
The simplest special case is the multinomial distribution which occurs when ν = 1. This is immediately obvious as the CMM normalizing constant reduces to one by the multinomial theorem. This no association case, depicted in the third row of Figure 3 , serves as the baseline for interpreting the extent of positive or negative association. CMM also simplifies to the Mult k (m, p) distribution when m = 1, no matter the value of p; hence, the dispersion parameter ν is only meaningful when observations are clustered into m ≥ 2 trials.
For ν = 0 and p 1 = · · · = p k , the CMM distribution reduces to a discrete uniform distribution with the probability of each outcome in the multinomial sample space equal to m+k−1 m −1 . Without the equality constraint on the probability parameters, CMM does not reduce to a familiar form in this special case. Even without a standard form, the second row of Figure 3 illustrates that for ν = 0, the CMM distribution tends toward the behavior observed in the extreme case of positive association (ν → −∞).
As ν → −∞, CMM becomes a distribution on vertex points me 1 , . . . , me k given by Property 3(c). Extreme positive association is exhibited for ν = −3 and m = 20 in the first row of Figure 3 . Here we see that the mass is split evenly between the vertex points when p 1 = · · · = p k , but concentrates at points with larger p j 's otherwise. For the parameter combinations depicted in Figure 3 , extreme positive association is obtained for all ν ≤ −3 making CMM insensitive to changes in ν when ν is small enough.
As ν → ∞, CMM becomes a discrete distribution on the center points given by Property 3(d). This extreme negative association is shown for ν = 35 and m = 20 in the fourth row of Figure 3 . Here, negative association among trials produces category selections which are as spread apart as possible, resulting in category counts which are as equal as possible. For all displayed settings of p, the three center points (7, 7, 6), (7, 6, 7), and (6, 7, 7) constitute all of the density. For a number of trials equally divisible by k = 3, say m = 21, the density would exhibit a single point mass at (7, 7, 7); however, in this illustration the number of trials m = 20 is not equally divisible by the number of categories k = 3 resulting in 3 2 = 3 center points. In the equal probability case, the CMM density is equal at these three center points, but for unequal probabilities the density at the three points differs. All special cases of CMM suggest that p should not be interpreted as category probabilities for individual trials, as in the standard multinomial distribution, but as weights which influence which categories receive more probability mass. For the parameter combinations depicted in Figure 3 , extreme negative association is obtained for all ν ≥ 35, making CMM insensitive to changes in ν when ν is large enough. for m = 20 and k = 3; special cases ν ∈ {0, 1} are included for reference. For the equal p case shown in the first column of Figure 4 , the areas of highest density progress from concentrating around the vertex points (ν = −0.25) to clustering at the center points (ν = 4) as ν increases. For the unequal p case shown in the second and third columns of Figure 4 , as ν increases to one, the areas of highest density progressively spread around the vertex point with the largest p j and shift to the traditional multinomial distribution. As ν increases beyond one, the areas of highest density begin shifting to the center points and the clustering tightens as ν becomes large.
As a corollary to Property 3, the following property describes the rate at which CMM probability mass shifts to its extreme distributions as either ν → ∞ or ν → −∞.
.
Here, a 1 and a 2 are constants such that a 1 > 1 and 0 < a 2 < 1 which depend on m, k, and p, but do not depend on ν.
The following properties state the first and second moments of the CMM distribution, as well as moment and probability generating functions. In some cases, it is more convenient to consider the odds parameterization than the probability parameterization.
Property 5 (CMM Expectation). The expected value for the jth category of
under the probability parameterization, taking the kth category as the baseline, with E(
For the special case ν = 1, C(p, ν) ≡ 1 for all p gives ∂ log C(p, ν)/∂p = 0, and E(Y j ) reduces to mp j , the multinomial expected value for the count in category j.
Property 6 (CMM Covariance). The covariance between the jth and th category of
and the variance for the jth category is
Therefore, we may write
Property 7 (CMM Generating Functions). The probability generating function of Y ∼ CMM k (m, p, ν) for the odds and probability parameterizations is given respectively in (7) and (8) as
Note that the probability generating function for the non-baseline categories (1, . . . , k−1) is obtained by setting t k = 1. Similarly the moment generating function is Here, y 1 is plotted on the x-axis and y 2 is on the y-axis; y 3 = m − y 1 − y 2 is redundant and is therefore not shown. Darker squares represent higher probability points in the space. Density values represented by shades of gray are not consistent across plots. 13
The family of traditional multinomial distributions is closed under some useful manipulations; summations, marginals, conditionals, and grouping coordinates together all result in another multinomial distribution. Some of these properties, and many others, are reviewed in Johnson et al. (1997, Chapter 35) . We will see that CMM is closed under conditionals, but that summation, marginals, and grouping yield new families. Some notation will be useful in the following discus-
For the standard multinomial distribution, summing independent
. This does not occur with CMM, as stated in the following property.
This can be seen immediately from a counterexample. Let Y 1 and Y 2 be independent CMM k (1, p, ν) random variables. Property 3(a) gives that their sum Y 1 +Y 2 ∼ Mult k (2, p), which is not equivalent to CMM k (2, p, ν). This emphasizes the importance of the cluster as the unit of analysis for CMM and other multinomial extensions, whose ability to capture dependence relies on the composition of the cluster. On the other hand, independent multinomial observations sharing the same category probabilities can be consolidated into clusters as a data reduction technique.
If Y ∼ Mult k (m, p) and (A 1 , . . . , A K ) is a partition of the index set {1, . . . , k} with K ≤ k, (Y + A1 , . . . , Y + A K ) also follows a multinomial distribution, with m trials and category probabilities (p + A1 , . . . , p + A K ). The CMM distribution, however, is not closed under this grouping of categories, as the following property shows.
We observe that (9) is not a CMM distribution because the term involving the normalizing constants does not simplify. Similarly, marginals of a CMM distribution generally do not follow CMM or another recognizable distribution, as shown in the following property.
Note that the number of categories is now k = |A| + 1, where the added category comes from collapsing the coordinates B into a single count y + B , which is redundant in the sense that
The marginal distribution depends on the entire p and ν even when k < k. An important special case of Property 10 has A = { } containing a single category and k = 2:
whose support is on the binomial sample space, but is not a CMB distribution (2) because
. CMM is similarly closed under its conditionals, as stated in the following property.
which corresponds to CMB(m − y + B , p /(p + p h ), ν). We now consider generation of random variates from CMM k (m, p, ν). Algorithm 1 is commonly used to produce an exact draw from discrete distributions on a finite sample space (Robert and Casella, 2010, Section 2.2) . Direct use of Algorithm 1 becomes intractable for CMM, as the size of the sample space increases rapidly with m and k. A more practical approach is to take an approximate draw via Gibbs sampler (Robert and Casella, 2010, Chapter 10) . From (11), we notice that each bivariate conditional distribution is a CMB distribution. Because a CMB random variable based on m trials has a sample space of m + 1 elements, it can be drawn efficiently using Algorithm 1. We can avoid unnecessary computation of the CMB normalizing constant by first computing unnormalized probabilities and then dividing by their sum. Hence, we construct the Gibbs sampler given in Algorithm 2, which draws coordinates A = {j, k} conditionally on the remaining coordinates B = {1, . . . , k} \ {j, k} sequentially over j = 1, . . . , k − 1. It is important to note that at least two coordinates must be allowed to vary for each draw, because Y j ≡ m − y + B is a point mass given coordinates {1, . . . , k}\{j}. Without loss of generality, we take the kth coordinate to be baseline category and also the second free category during each step. Algorithm 2 produces a Algorithm 1 Draw an element from s = (s 1 , . . . , s d ) with probabilities π = (π 1 , . . . , π d ).
function DrawDiscrete(s, π) Let Π j = π 1 + · · · + π j , for j = 1, . . . d, be the cumulative probabilities. Draw u from Uniform (0, 1).
Algorithm 2 Produce a chain of R draws approximating a sample from CMM k (m, p, ν), starting from initial value y (0) ∈ Ω m,k .
. ., which approximately follows the target CMM distribution after a sufficiently long burn-in period.
The next property shows that the CMM distributions form an exponential family, which provides some conveniences for statistical analysis.
Property 12 (CMM is an Exponential Family). The pmf of Y ∼ CMM k (m, p, ν) can be written in exponential family form
with a(y) = 0, and b(η) = log T (θ, ν) − ν log(m!). The natural parameter η = (φ, ν) contains an untransformed ν and the category logits φ = (log θ 1 , . . . , log θ k−1 ), where we have chosen the kth category as the baseline. The sufficient statistic for η is s(y) = y 1 , . . . y k−1 , k j=1 log(y j !) . The exponential dispersion family form (Jørgensen, 1987) can be useful when programming generalized linear models, allowing one code to support a variety of outcome types. The CMM pmf can be written in this form as
provided that ν is taken to be known. Here we have b(φ; ν) = log T (θ, ν), τ = 1, c(y; τ ) = ν log Γ(m + 1) − ν k j=1 log Γ(y j + 1), and φ are the natural parameters. The exponential family forms can be used as an alternate way to compute properties. For example, (12) gives the mean and Fisher information matrix via E(Y ) = b (η) and I(η) = −b (η), respectively. Section 4 will utilize (12) to facilitate ML computation.
Maximum Likelihood Estimation
Consider maximum likelihood estimation of the CMM parameters from an independent and identically distributed sample Y 1 , . . . , Y n iid ∼ CMM k (m, p, ν) as a function of the baseline odds θ = (p 1 /p k , . . . , p k−1 /p k ). The log-likelihood
does not have a closed form maximizer, so numerical methods must be considered. Parameterizing (13) by φ = (φ 1 , . . . , φ k−1 ) where φ j = log(θ j ) are the baseline logits, we may compute the MLE with respect to η = (φ, ν) ∈ R k using unconstrained optimization methods, such as those in the optim function in R (R Core Team, 2019). Each evaluation of the CMM normalizing constant requires summing m+k−1 m terms. Therefore, explicitly evaluating the likelihood becomes intractable when k and m are not kept to a manageable size. Basic use of numerical optimization routines can become intractable even more quickly. For example, if an explicit gradient function is not provided, the optim function computes the gradient of the objective function numerically via finite differences, which requires 2k evaluations of (13) each time it must be recomputed.
We use a method proposed by Lindsey and Mersch (1992) , which has been suggested for estimation under the multiplicative multinomial (MM) model by Altham and Hankin (2012) and used in their MM R package (Hankin and Altham, 2018) . The MM distribution is similar to CMM in that it is a flexible alternative for multinomial data, where there appears to be no shortcut to summing the m+k−1 m unnormalized probabilties in the sample space to obtain the normalizing constant. The Lindsey and Mersch (1992) method transforms an exponential family log-likelihood such as (13) into the likelihood of a Poisson regression. This reveals a simple computation of the likelihood, its gradient, and its Hessian-or equivalently in an exponential family, the negative of the Fisher information matrix-which can all be accumulated in one pass through the m+k−1 m elements of the sample space. These expressions can be put to use in a Newton-Raphson algorithm that requires only the work to compute (13) once during each iteration, providing an estimate of Var(η) in addition to the MLEη. B gives details on the method and its application to the CMM model. Sections 5 and 6 make use of this method to fit CMM in simulations and to analyze example datasets.
To handle more realistic datasets encountered in practice, we may wish to let m, p, and/or ν vary with each observation. To do this, suppose the ith observation consists of m i trials, and covariates
and ν i is linked to w i via an identity link ν i = w i γ. We have taken the kth category as the baseline, but this can be changed to suit the application. This setting gives the log-likelihood
with respect to the regression coefficients ψ = (β 1 , . . . , β k−1 , γ) ∈ R (k−1)d1+d2 which are the objective of inference. Again, only unconstrained optimization methods need be considered. B discusses how the method of Lindsey and Mersch (1992) can be extended to the regression setting. Other multinomial links for regression may also be considered as well (Agresti, 2012, Chapter 8) , such as ordinal logits for ordered data and continuation-ratio logits where trials are interpreted sequentially. These extensions appear to be computationally straightforward and will not be explored in this paper. The method in B for model (14) generally requires a summation over n i=1 mi+k−1 mi terms for each step of the optimization. However, in datasets where some (m i , x i , w i ) are repeated, it is possible to collapse the data and reduce the summation to i mi+k−1 mi terms, where i ranges over only the unique values of (m i , x i , w i ).
Simulation Studies
This section presents several simulation studies for the CMM distribution. First, the utility of CMM is compared to several alternative models for multinomial data. Second, consistency and asymptotic normality for CMM MLEs are assessed for small sample sizes. Models to be used for comparison are the Dirichlet-multinomial (DM), random-clumped multinomial (RCM), and multiplicative multinomial (MM) distributions. The DM k (m, p, ν) distribution has pmf
The RCM k (m, p, ν) distribution is a finite mixture of multinomial pmfs,
The MM k (m, p, ν) distribution has a pmf of the form
The DM and RCM distributions allow the variance to inflate relative to the multinomial distribution via a dispersion parameter ν ≥ 0, where ν = 0 and ν > 0 indicate equi-and over-dispersion, respectively. The MM distribution captures over-and under-dispersion with a set of pairwisecategory dispersion parameters ν j for (j, ) ∈ {1, . . . k} and j < , where 0 ≤ ν j < 1, ν j = 1 and ν j > 1 indicate over-, equi-and under-dispersion, respectively.
Simulated Data Analysis Examples
To illustrate the utility of the CMM distribution, we analyze several simulated CMM datasets with k = 3, m = 20, n = 100, p = (1/3, 1/3, 1/3) or p = (0.8, 0.1, 0.1), and vary the dispersion parameter Table 1 presents the dispersion parameter estimates and log-likelihood values obtained from fitting each simulated dataset with the multinomial, CMM, DM, RCM and MM distributions. MLEs for DM, RCM and MM are obtained using optim in R to directly maximize the log-likelihood. For the analysis with p = (1/3, 1/3, 1/3), CMM generally has a comparable or larger loglikelihood than DM, RCM and MM for the equi-and positively-associated simulated datasets. For the negatively-associated simulated datasets, the CMM distribution has a comparable or larger loglikelihood than the MM distribution, and is the only viable model for the case of extreme negative association (ν = 35). By definition, the DM and RCM models revert to the multinomial special case for the simulated equi-and negatively-associated datasets, receiving estimates ofν ≈ 0 for their respective dispersion parameters in the ν > 1 cases, and are thus not tailored to negativelyassociated data.
The dispersion parameter estimate for the CMM model reflects the true value for all but the cases of extreme positive association (ν = −3) and extreme negative association (ν = 35). For these extreme cases, the simulated data degenerate to only three combinations in the multinomial sample space, as evident by the CMM density only having mass at the vertex or center points; see the first and fourth rows in the first column of Figure 3 . Here it is difficult to accurately estimate the magnitude of ν without a large sample, as moderately extreme values of ν can produce similar samples as more extreme values of ν. For example, in the extreme positive association case, ν = −11.304 for the CMM model is much smaller than the true value ν = −3, but both values have the same effect of pushing the multinomial coefficient in the CMM density to 0, thus leading to point masses on the vertex points. This can be seen in the first column and first row of Figure 3 . We reach similar conclusions for the analysis of equi-and negatively-associated simulated data with p = (0.8, 0.1, 0.1). However, the asymmetry of p greatly affects the nature of the simulated positively-associated data. As illustrated in the second row/third column of Figure 3 , at ν = 0.25 the CMM density is already significantly pushed towards the vertex point (m, 0, 0). As ν decreases further, the simulated data degenerate to a point mass on that vertex point. As a result of lack of variability in the data,ν values for small ν are further from the truth; this discrepancy is further investigated in the simulation study in Section 5.2. In fact, the data were fully degenerate at ν = −3 where all models achieved a log-likelihood of zero.
Consistency and Asymptotic Normality of the CMM MLEs
Membership of the CMM distribution in an exponential family suggests its MLE will possess desirable asymptotic properties; namely, consistency and approximate normality (Haberman, 1977; Fahrmeir and Kaufmann, 1985) . However, it is also interesting to assess these properties under fixed sample sizes. For clustered multinomial data, the "sample size" depends on both on the number of clusters n and the number of trials per cluster m. To explore asymptotic properties for small sample sizes, we generate CMM simulated data with k = 3 and p = (1/3, 1/3, 1/3) for all combinations of ν ∈ {−3, −2, −1, 0, 1, 2, 3, 4}, n ∈ {10, 20, 50, 200} and m ∈ {2, 5, 10}. For each combination of (ν, n, m), we generate R = 1000 samples and evaluate the quadratic form
whereη (r) is the MLE of η = (φ, ν) in the rth sample, using log odds ratio parameterization φ = (log(θ 2 ), log(θ 3 )) with the first category as the baseline. The Fisher information matrix I(η) is computed via the procedure in B. The empirical cumulative density function (cdf) of Q (1) , . . . , Q (R) for each level of the study will approximately follow a chi-square distribution with k degrees of freedom if the large sample distributionη · ∼ N(η, I −1 (η)) serves as a good approximation. Figure 5 displays the empirical cdfs for select values of ν, along with the cdf of the target χ 2 3 distribution. For the plotted Q (r) shown in Figure 5 , the chi-square approximation generally appears to hold well, with larger n improving the approximation as anticipated. Values of Q (r) ≥ 30 have been suppressed from the figure to ensure that the plots are readable. Such values of Q (r) would be quite rare under a χ 2 3 distribution, having a probability of about 1.4 × 10 −6 in each repetition, but did occur within the simulation with frequencies given in Table 2 . Large values of Q (r) tend to occur for small to moderate n, either when ν << 0 or when ν >> 1 and smaller m. In these cases, the maximum likelihood procedure has difficulty ascertaining the true magnitude of ν from the data, although the signs are correctly inferred. This is due to lack of variability for extreme cases of positive or negative association with small n. Setting n = 10 and m = 2, for example, only (2, 0, 0), (0, 2, 0) and (0, 0, 2) are observed for ν = −3, and only (1, 1, 0), (1, 0, 1) and (0, 1, 1) are observed for ν = 4. For such data, the CMM distribution is insensitive to the magnitude of ν as long as it is estimated small or large enough to capture these extreme special cases. As n becomes large, more elements of the multinomial sample space are observed leading to improved estimation. Also for ν >> 1 and smaller n, increasing m dampens the amount of possible negative association yielding more variety of observed multinomial combinations. Sometimes when magnitudes ofν are far from the truth, magnitudes forφ are also far from the truth, potentially resulting in huge Q (r) values. As the number of observed clusters is increased to the largest value of n = 200, estimates of both ν and φ usually have the correct magnitudes, and occurrences of Q (r) ≥ 30 accordingly become infrequent.
Data Analysis Examples
We consider two classic datasets from the literature on multinomial modeling. The pollen data considered in Section 6.1 have been studied in a non-regression setting and found to exhibit excess variability relative to the multinomial distribution (Mosimann, 1962; Morel and Neerchal, 1993; Altham and Hankin, 2012) . This dataset is available in R as the object pollen in the MM package (Altham and Hankin, 2012) . The alligator data considered in Section 6.2 are presented in Agresti (2012) and made available on the accompanying website http://users.stat.ufl.edu/~aa/cda/ data.html. This dataset is typically modeled using a baseline category multinomial logit model with a regression on four categorical predictors. 
Pollen Data
Observations in this dataset consist of n = 73 core depths, where a count of m = 100 pollen grains has been measured at each depth. The m pollen grains have been categorized into k = 4 types of forest pollen-pine, fir, oak, alder-resulting in vectors of k-dimensional counts y 1 , . . . , y n which are assumed to be independent between core depths. The empirical variances (48.51, 2.08, 25.87, 8.19) for pine, fir, oak and alder, respectively, are larger than the corresponding variances (11.84, 1.39, 8.25, 3.14) from a fitted multinomial model. We therefore consider the multinomial distribution and its flexible extensions CMM, DM, RCM and MM as models for the data. Table 3 displays the resulting parameter estimates, log-likelihood values, and Akaike information criterion (AIC) values. The MLEs for DM, RCM and MM are obtained using optim in R with corresponding standard errors computed via the associated Hessian. MLEs and standard errors for CMM are computed using the Lindsey and Mersch (1992) method discussed in Section 4 and B.
We find that the CMM distribution fits the data best as measured by the log-likelihood and AIC, and that all of the more flexible alternatives fit better than the traditional multinomial, as anticipated. The CMM dispersion parameter estimate ofν = 0.253 implies mild positive association; see the third row in Figure 4 . The DM and RCM dispersion estimatesν > 0 also imply over-dispersion, with DM providing a better fit of the two models according to AIC. The CMM probability parametersp = (0.463, 0.114, 0.251, 0.172) weight the distribution most heavily toward pine pollen, followed by oak pollen.
We now compare estimated first and second moments of the fitted models. First moments are compared using the residual sum of squares
Here,Ê(Y i ) represents the expected value of Y i evaluated at the MLE. We use RSS as a summary to compare models, but avoid formal goodness-of-fit testing because of the small expected counts of fir pollen. Second moments are compared using the variance Var(Y i ) evaluated at the MLE. For multinomial, DM, and RCM, expected counts have the closed form E(Y i ) = mp. Variances may be 
. Table 4 shows estimated counts along with the RSS. We find that multinomial and CMM attain the smallest RSS value. MM yields the largest RSS value, although its expected counts are not substantially different from the other distributions. Table 5 shows that the four flexible models-CMM, DM, RCM and MM-provide estimated variances with diagonal elements more like the sample covarianceΣ = (n−1) −1 n i=1 (y i −ȳ)(y i −ȳ) than estimated variances from multinomial. Pairwise covariances for the multinomial, RCM, and DM distributions are negative by definition, so that some of the positive off-diagonal elements ofΣ are not captured. MM provides the most flexibility in covariances among the five models, as each pairwise covariance is supported by a separate parameter, and provides covariance estimates whose signs reflect the sample covariance. 1
Alligator Data
For a sample of 219 alligators, primary food source was determined by categorizing each alligator's stomach contents into one of k = 5 food types: birds, fish, invertebrates, reptiles and other. Primary food source together with information on the alligator's size (≤ 2.3 meters or > 2.3 meters), gender (male or female) and lake dwelling (George, Hancock, Oklawaha, or Trafford) yields a clustered dataset of n = 2 × 2 × 4 = 16 unique profiles and associated outcomes y 1 , . . . , y n . Hence, each vector y i reports the number of alligators categorized into each of the five food types among the m i alligators in the ith profile. The alligator data are useful for illustrating two important features of clustered categorical data. First, clusters are often measured with a varying number of trials m i for i = 1, . . . , n. Second, each cluster may be accompanied by a covariate describing cluster-level characteristics, whose relationship to the outcome is of interest. In the alligator dataset, the covariate is constructed from the profile based on alligators' size, gender and lake. CMM models can be fitted in the regression setting with varying cluster sizes using the method described in Section 4 and B.
First consider Model A, which controls for size and lake main effects in the probability parameters in each of the multinomial, CMM, DM, RCM, and MM models. For each distribution, a multinomial logit link was used with Fish taken as the baseline category. Gender has been excluded as a covariate as it was not found to be statistically significant. The dispersion parameter for DM and RCM was modeled as an intercept γ = log ν, while an identity link γ = ν was taken for CMM, and a log link log ν j = γ j for j < and j, ∈ {1, . . . , k} is used for the array of MM dispersion parameters. Table 6 shows parameter estimates, log-likelihood, AIC, and the RSS. Note that the moments E(Y i ) and Var(Y i ) vary in the present model for i = 1, . . . , n because they depend on cluster-level covariates x i and sizes m i . We find the MM has the largest log-likelihood and smallest RSS value of the four models, but this model makes use of ten dispersion parameters so that its AIC is also the largest. The onlyγ j close to being significant is relevant to the Invertebrate-Reptile interaction; its positive estimate influences Invertebrate and Reptile counts to be more similar than in a standard multinomial. Of the remaining four models, CMM has the largest log-likelihood and provides a slight improvement over multinomial. However, the additional dispersion parameter of CMM gives multinomial a slight advantage in AIC. The CMM estimateν = 1.38 implies a negative association within clusters, but its standard error 0.346 does not suggest statistical significance. The DM and RCM models revert back to the multinomial model as evidenced by estimates of ν < e −8 , likelihoods which are nearly equivalent to the multinomial likelihood, and regression parameter estimates nearly equivalent to their multinomial counterparts (not presented here). These results suggest that over-dispersion is not an issue in this setting, but perhaps a small amount of negative association may be in effect.
The dispersion parameter in the CMM, DM and RCM models can also be a function of covariates. We next carried out a small model selection study for CMM, with the same regression on the probability parameters as in Model A, but with the dispersion parameter linked to all seven possible combinations of gender, size, and lake as main effects. The model with the lowest AIC was based on ν = γ 0 + I(Size > 2.3)γ 1 ; we refer to this as Model B. DM and RCM models with log ν = We see that for observations involving smaller alligators (≤ 2.3 meters), the CMM estimate of ν = 1.91 implies negative association. On the other hand, for larger alligators (> 2.3 meters), the CMM estimate ofν = 1.91 − 0.93 = 0.98 implies slight positive association. In other words, CMM depicts negative association in food source for smaller alligators of the same gender and within the same lake, but slight positive association among the larger alligators. Although the standard error 0.539 which accompaniesγ 1 = −0.926 does not indicate strong evidence that the difference is statistically significant, this example illustrates how CMM can be used to study the nature of association that can occur within clusters. Note that DM for Model A was fit using the BFGS method in optim, while the remaining RCM and DM fits in this article used L-BFGS-B. DM and RCM standard errors forγ in Models A and B change drastically with the choice of optimizer in some cases. This appears to be caused by the RCM and DM likelihoods becoming insensitive to γ as it tends to −∞. The MM distribution has not been considered under Model B; its k(k − 1)/2 dispersion parameters present a number of possibilities to model cluster association with a regression, but we have not seen this discussed in previous work on MM. For the sake of brevity, we do not pursue it here.
Discussion and Conclusion
We have presented a Conway-Maxwell-multinomial (CMM) distribution that can support both positive and negative association between trials in clustered categorical data. This ability is controlled by a dispersion parameter ν that is tied to the Conway-Maxwell-Poisson distribution from which CMM is based. The ability to support a range of associations makes CMM appealing as an alternative to other multinomial extensions such as Dirichlet-multinomial, random-clumped multinomial, and multiplicative multinomial. It was seen that some variability between clusters must be observed for accurate estimation of CMM parameters; this may require sampling a large number of clusters when the data exhibit extreme positive or negative association. The normalizing constant of the CMM distribution is a summation over the multinomial sample space which does not appear to simplify to a closed form. This currently limits the application of CMM to clusters where the number of trials m and categories k are not too large; namely m+k−1 m should be kept to a manageable size. Use of the computational trick in Lindsey and Mersch (1992) helps to limit the number of passes through the sample space. The issue of the normalizing constant is featured in the CMP distribution as well, where it is an infinite sum over the nonnegative integers. It is possible to truncate the sample space for CMP at a sufficiently large value without major changes to the distribution; this approach was taken in the COMPoissonReg R package , but does not extend to CMM. Approximations and alternate expressions of the CMP normalizing constant have been a subject of recurring interest in the literature; see Gaunt et al. (2019) and references therein for examples. Such approximations may also be possible in the case of CMM.
A Properties
Derivation of Property 1. Suppose Y j ∼ CMP(λ j , ν) are independent for j = 1, . . . , k, and let S = k j=1 Y j . First, consider the probability distribution of the sum of CMP random variables:
where p j = λ j / k h=1 λ h for j = 1, . . . , k. This result is an extension of the sum-of-Conway-Maxwell-Poissons (sCMP) class of distributions (Sellers et al., 2017) which allows each CMP component Y j a different parameter λ j . When λ 1 = · · · = λ k the distribution reduces to the sCMP class of distributions. Next, we obtain the form of the CMM distribution by conditioning Y on the sum S:
where e j denotes the jth column of a k × k identity matrix and 1 denotes a vector of k ones so that Z1 = m i=1 z i represents the k-dimensional vector of category counts and e j Z1 = m i=1 z ij represents the count for category j. For the normalizing constant in (15), we may write
where |A| is the cardinality of the set A. Using the same simplification, we have
To compute the first two moments of Z i , we note that (Z 1 , . . . , Z m ) are exchangeable, so we can consider Z 1 and Z 2 without loss of generality. It will be useful to notice that
where j, ∈ {1, . . . , k} and j = . Next we find the marginal and joint distributions of Z 1 and Z 2 to be
for j ∈ {1, . . . , k},
for j ∈ {1, . . . , k}, and
for j, ∈ {1, . . . , k} and j = . Using the marginal distribution for Z 1 , its first two moments are
e j e j P(Z 1 = e j ) = Diag {E(Y /m)} , so that
Using the joint distribution of Z 1 and Z 2 ,
where I(condition) is the indicator function which evaluates to 1 if the condition is true and 0 otherwise. Taken together,
Derivation of Property 3. The cases are shown individually below. (b) ν = 0 and p = (1/k, . . . , 1/k) The CMM distribution reduces to a discrete uniform distribution with the probability of each outcome in the multinomial sample space equal to m+k−1
This can be seen as follows:
Note that for ν = 0 and p = (1/k, . . . , 1/k), CMM does not reduce to a familiar form. For this special case with k = 2 (i.e. the CMB), the CMM density simplifies to
where the last equality follows from the geometric series. This result does not appear to easily generalize to larger k. 
Derivation of Property 7. The probability generating function of the CMM distribution in terms of the original parameters p is
and in terms of the baseline odds θ is
Similarly the moment generating function is
e tj Yj   = C (e t1 p 1 , . . . , e t k p k ), ν / C(p, ν)
= e mt k T e t1 e t k θ 1 , . . . , e t k−1 e t k θ k−1 , ν / T (θ, ν).
Derivation of Property 9. Consider (A 1 , . . . , A K ) a partition of the index set {1, . . . , k}. The distribution of the grouped categories is
36
We have used the fact that
Derivation of Property 10. The marginal distribution for Y A can be derived from Property 9. Let A 1 , . . . , A K be singleton sets containing the elements of A. Property 9 gives
We have used the fact that 
B Lindsey & Mersch Approach for CMM MLE
We describe the method of Lindsey and Mersch (1992) and its application to the CMM model. Further discussion and examples using the method are given in Lindsey (2000, Chapter 3 ). The idea is to transform maximization of a complicated exponential family likelihood, such as CMM, into the routine problem of computing an MLE under a Poisson regression. We first give details for an independent and identically distributed CMM sample, which we find helpful to clarify the approach and why it works. We then briefly explain how it is extended to handle the more general regression setting outlined in Section 4. First, suppose our sample is Y i iid ∼ CMM k (m, p, ν) for i = 1, . . . , n, and let log(θ 1 ) = x β 1 , . . . , log(θ k−1 ) = x β k−1 , and ν = w γ for given covariates x ∈ R d1 , w ∈ R d2 and coefficients β 1 , . . . , β k−1 ∈ R d1 and γ ∈ R d2 . Our likelihood with respect to ψ = (β 1 , . . . , β k−1 , γ) is
Defining
we may rewrite (20) as
exp s i ϑ .
Let N (z) = n i=1 I(y i = z) be the number of outcomes in the sample matching a given z ∈ Ω m,k . Also, let s z denote s i in (21) evaluated at z which may or may not be in the sample. Finally, let λ(z) = n exp s z ϑ , the rate of occurrence of z in the n observations. We may now write 
The factor of log(n) is fixed and may be treated as an offset. Note in (23) that terms for all z ∈ Ω m,k must be included for a correct likelihood; this becomes prohibitively expensive when m+k−1 m becomes large, exactly the same way that computing the normalizing constant becomes expensive. One benefit of the form (23), however, is that it suggests an efficient way to compute the log-likelihood, score, and information matrix. We have logL(ϑ) = 
which can be computed simultaneously using one pass through Ω m,k without numerical differentiation. Because L(ψ) andL(ϑ) are proportional up to a factor which is free of unknown parameters, maximizingL(ϑ) also maximizes L(ψ). Furthermore, the MLEψ can be obtained fromθ by simply discardingθ 1 which corresponds to − log T (θ,ν). Similarly, the score S(ψ) and information matrix I(ψ) can be obtained from S(ϑ) and I(ϑ), respectively, by dropping the elements corresponding to ϑ 1 . On the other hand,θ 1 can be directly used as an estimate of the (transformed) normalizing constant. Estimation of ϑ can be carried out using standard GLM software, such as the glm function in R, but this may involve constructing a very large design matrix. Instead, we consider Newton Raphson iterations ϑ (g+1) = ϑ (g) + {I(ϑ (g) )} −1 S(ϑ (g) ), g = 1, 2, . . . , making use of expressions (26), and (27), stopping when the change between ϑ (g) and ϑ (g+1) is sufficiently small. The maximized log-likelihood, without proportionality constants for the Poisson regression, may be computed without a complete pass through the full sample space as log L(ψ) = n i=1 s iθ .
An interesting feature of this approach is thatθ 1 = − log T (θ,ν) is obtained without constrained optimization. At an MLEψ,
Because the first element of s z is 1 for any z, (28) yields Extension of the Lindsey and Mersch (1992) method to the regression setting (14) is straightforward but with more burdensome notation. Let ∆ be the set of all distinct values of (m i , x i , w i ) for observations in the sample and n δ = |{i ∈ {1, . . . , n} : (m i , x i , w i ) = δ}| be the multiplicity of each distinct value δ ∈ ∆. We now define
for each z ∈ Ω m δ ,k and δ ∈ ∆. Let λ δ (z) = n δ exp{s δ,z ϑ δ } be the rate of occurrence of z in the CMM distribution indexed by δ. Let N δ (z) denote the number of observations in the sample with value z in the CMM distribution indexed by δ. We can follow similar steps as in (23) to obtain
which is the likelihood of the Poisson regression model N δ (z) ∼ Poisson(λ δ (z)), log λ δ (z) = s δ,z ϑ δ + log(n δ ), z ∈ Ω m δ ,k , δ ∈ ∆.
The score function, information matrix, and Newton-Raphson algorithm are then obtained similarly to the independent and identically distributed case.
