and-conquer algorithm to solve linear systems with block Hessenberg matrices. Conditions are derived under which the algorithm computes a backward stable solution. The algorithm is shown to be stable for diagonally dominant matrices and for M-matrices. Key words. Rounding error analysis, linear systems, block Hessenberg matrices, diagonally dominant matrices, M-matrices. 
Introduction
In 7] an algorithm was proposed for the solution of the linear system AX = B; (1) where A is a block Hessenberg matrix. Its development was motivated by the attempt to nd the steady-state of certain Markov chains. In this paper we will present an error analysis to explain the accurate results obtained by the algorithm.
Our analysis is a backward error analysis in the style of Wilkinson 12, 13] . This means that the computed matrix X can be regarded as the exact solution of a nearby linear system. In particular we will show that the computed X satis es AX = B + B: We call the matrix X a backward stable solution if k Bk kAk kXk;
where denotes a small multiple of the unit roundo ".
A backward stable solution is not to be confused with an accurate solution. provided that (A) < 1. Thus we can only compute an accurate solution X if we use a stable algorithm to solve a well-conditioned problem. Our paper is organized as follows. In Section 2 we give a concise description of the algorithm to be analysed. This algorithm consists of a few basic building blocks for which we will cite error bounds in Section 3. Since our algorithm calls itself recursively we have to make an assumption about the structure of the errors after each invocation. This is the purpose of Section 4, where we also analyse the local errors in each stage. We combine these local errors to give a global error bound in Section 5. The structure of this global error bound reveals a potential instability of our algorithm. This is discussed in Section 6. In Sections 7 and 8 we identify two classes of matrices for which our algorithm computes a backward stable solution. We conclude our presentation with some numerical examples in Section 9.
Throughout our analysis we will use the 2-norm, except where otherwise noted. Its main advantage is that the norm of an orthogonal matrix is one.
Algorithm
We assume that the matrix A in (1) Let E be the columns of the identity matrix that correspond to the rows of A spanned by A k+1;k , and let F consist of the columns of the identity matrix corresponding to the columns of A spanned by A k+1;k . Then we can also de nê A sw = URV T : Let r denote the rank of A sw as it is determined by the URV-decomposition. Then U will be an orthogonal n se -by-r matrix with p k+1 nonzero rows. Also R is a square r-by-r matrix, and V is an orthogonal n nw -by-r matrix with p k nonzero rows. In order to avoid the multiple evaluation of the same expressions we introduce the following intermediate quantities:
G :=Â ?1 EU; S := RV T F T G; T := I + S; R := T ?1 R; P := GR: Note that these matrices are independent of the right hand side B. The overall procedure to solve the linear system (1) is also presented as Algorithm 1.
In 7] this algorithm is re ned further by introducing the auxiliary procedures \patchgen" and \topsolve". These re nements are critical for the e ciency of the Figure 2 . Tear Tree. algorithm, but they are not necessary for the purpose of this error analysis. Further implementation details may be found in 9].
The solution of the linear system (1) can also be described by the tear tree of Figure 2 . Each node represents a linear system to be solved. The node on the top level (k = 3) stands for the system (1), whereas the leaf nodes are the linear systems that are not divided any further but solved by Gaussian elimination. The number n of diagonal blocks in the matrix A, which is equal to the number of leaf nodes, and the height h of the tear tree are connected by the inequalities n 2 h ; h log 2 n: These inequalities become equalities if the tear tree of Figure 2 is a complete binary tree.
3. Basic Operations Algorithm 1 is composed of a few basic building blocks. These are the addition and multiplication of matrices, the calculation of a URV-decomposition, and the solution of linear systems by Gaussian elimination. We will now state bounds for the errors associated with these operations.
In (2) kU ? U 0 k 3 ; (3) kV ? V 0 k 3 :
The quantity 3 is on the order of the unit roundo and slowly grows with the size of the matrix A and the number of the orthogonal transformations applied to A.
From (3) and (4) it immediately follows that kUk 1 + 3 ; kV k 1 + 3 :
We can also show, by increasing 3 slightly as necessary, that
We assume that small linear systems are solved by Gaussian elimination. In 12, p. 108] and 13, p. 252] Wilkinson shows that this process can be described by the equation Ax = b + b; (5) where k bk 0 4 kAk kxk: (6) The value of 0 4 is on the order of the unit roundo and slowly increases with the size of A. It also depends on the pivoting strategy used. See 5] for a more recent survey.
Note that the bound (6) is only applicable if the right hand side of (5) Thanks to this convention our error bounds will become somewhat simpler.
Analysis of one Stage
In the following we will give expressions for the rounding errors incurred at one stage of Algorithm 1. We assume that we are not at the bottom of the tear tree, and we use the assumptions of Section 3 to bound the size of the rounding errors.
In what follows the matrix A denotes the system matrix of an arbitrary interior node of the tear tree. In an attempt to keep the notation simple we do not introduce an index to indicate the corresponding node. We also assume that the four submatrices A nw , A ne , A sw , and A se are prede ned by the tearing strategy.
We make the inductive assumption that the solution X computed at level k satis es AX = B + B; (9) where the residual B can be expressed by B = L X + M X X: (10) We use the index X for the matrices L X and M X to indicate that they depend on the solution X.
We assume that at level k we always have k L X k k kD ?1 Xk; (11) k M X Dk k ;
(12) for all matrices X. The quantity D denotes a nonsingular block diagonal matrix, which is partitioned commensurably with A. In particular we always have D ne = 0 and D sw = 0 for all the nodes in the tear tree. The matrix D will give us additional exibility in bounding the norm of the residual B. We will discuss this issue in more detail in Sections 7{9.
Since we solve the systems at the bottom level by Gaussian elimination, we de ne 0 := 4 kAk kDk; 0 := 0; The purpose of the next sections will be to compute k and k if k?1 and k?1 are known.
Let us also establish the following convention: If we compute a quantity, say x, the corresponding rounding error is called x. Consequently, x does not need to be read as a perturbation of x. We only break this convention if several quantities are computed simultaneously, as in the URV-decomposition, and for the residual B.
Throughout our analysis we will assume that the rounding errors remain small compared to the norm of the computed quantities. This means that the computed and the exact quantities will agree to at least a few digits. A nw G n = U n + G n :
The error matrix U n is bounded by k U n k 2 kA ne k kG s k 1:01 2 kA ne k kA ?1 se k:
The residuals G s and G n have the expansion
We can also write these equations in matrix terms aŝ AG = EU + G; (21) where 
where the maximum is to be taken over all the nodes in the tear tree. 
These explicit expressions for k and k are only valid if f 6 = 1, f 6 = 1, and f 6 = f .
It would be possible to give similar expressions for these special cases, too. However these formulas would not give us more insight than (66) 
for all the matrices in the tear tree. If this stability criterion is met Algorithm 1 is guaranteed to compute a backward stable solution provided that all the matrices A, A, and D in the tear tree are only moderately ill-conditioned. It should be noted that (69) is a su cient but not a necessary stability condition.
Since we use the quantities k and k to bound k L X k and k M X Dk at each level in the tear tree, these bounds may grow even if L X and M X D remain bounded. On the positive side, we get a manageable error analysis and a simple stability criterion.
In the next two sections we will identify two classes of matrices for which the criterion (69) is always satis ed.
Diagonally Dominant Matrices
An important class of matrices, for which the condition (69) is always satis ed, is given by the set of nonsingular diagonally dominant matrices. In order to see this we need the following theorem. Proof. The proof is based on the observation that Gaussian elimination without pivoting can be applied to the matrix A, and that A remains diagonally dominant during this process (cf. If a matrix A is diagonally dominant then so are all its submatrices in the tear tree. Consequently, if we set D = I, the condition (69) is satis ed, and Algorithm 1 will compute a stable solution of the linear system (1), provided that all the matrices A andÂ in the tear tree are only moderately ill-conditioned. In view of the preceding discussion in Section 7 the stability criterion (69) is satised for this particular choice of the matrix D. Therefore, Algorithm 1 will compute a stable solution for linear systems with M-matrices.
M-Matrices

Numerical Results
In this section we will present numerical results for three classes of test matrices to illustrate our error bounds. As our rst example we choose the matrix A := 2 6 6 6 6 6 6 6 6 6 6 6 6 6 We will see in a moment that the condition (69) is not satis ed for this matrix. The basic building block of A is given by
which is a well-conditioned matrix for 0 < < 1=2. Speci cally we have In order to avoid large matrices we choose an unusual tearing strategy: If the size N of the matrix A is two we solve the linear system by Gaussian elimination, otherwise we set n nw = N ? 2 and n se = 2 (cf. Figure 1 ). This strategy leads to a degenerate tear tree with a height of h = N=2 ? 1. The point of our example, however, does not depend on a particular tearing strategy. For any given strategy we can construct a matrix A that exhibits the same problems. ; where c := 2 = 10 ?4 , this norm can be reduced to the order of ?1 = 10 2 .
In Table 1 we give the values of some key quantities from (61,62,63,64,65). For any A with N 4 we obtain the correspondingÂ by setting a N?1;N?2 to zero. This is consistent with our special tearing strategy. We can see from the values of Table 1 that all the subproblems in the tear tree are only moderately ill-conditioned.
The entries of the right hand side b are given by b i = i. We computed our results on a DECstation 3100 using a MATLAB 10] implementation of Algorithm 1. The unit roundo is given by " = 2 ?52 2:2204 10 ?16 . We used the singular value decomposition as our URV-decomposition.
In Table 2 we present the absolute and relative residuals for increasing matrix sizes N. Due to our special tearing strategy the height h of the tear tree increases linearly with N. We also compare the residuals obtained from Algorithm 1 with those from Gaussian elimination (backslash operator in MATLAB). The reader should observe the exponential error growth of the residual kAx ? bk, which is due to the large value of kD ?1Â?1 ADk. where we set a := 0:01 and b := 0:99. All the subproblems in the tear tree are relatively well-conditioned. To illustrate this we present in Table 3 the values of some key quantities in the tear tree. We use the same tearing strategy as in the rst example. Again, the vector b is given by b i = i. The norms of the residuals for di erent matrix sizes are presented as ; where c := 1000. The properties of A are listed as Table 5 . We choose the same tearing strategy and the same right hand side b as before, and the resulting residuals are presented as Table 6 . For the second and third class of test problems the condition (69) always holds. For these cases, the results in Table 4 and 6 con rm that Algorithm 1 can compute a solution with a residual whose norm is on the same order as the norm of the residual from Gaussian elimination.
Conclusions
We have presented an error analysis for a divide-and-conquer algorithm to solve linear systems with block Hessenberg matrices. Our error analysis corresponds closely to the recursive nature of this algorithm. The key to our analysis is equation (10) which gives a representation for the residuals B in the tear tree. Another important equation is (51) which shows the structure of the residuals in terms of local errors and errors from previous nodes in the tear tree. By combining (10) and (51) we can derive the linear recurrence relationships for k and k which lead to the nal error bound (68).
The precise value of the bound (68) is of minor importance. Rather we can show that Algorithm 1 computes a backward stable solution if the condition (69) is satis ed for all the matrices in the tear tree. This condition ensures that all the quantities in Algorithm 1 remain bounded. In particular equation (55) We have also shown that the condition (69) is always satis ed in the case of diagonally dominant matrices and M-matrices. This explains the accurate results of the algorithm for this type of problems.
