Abstract. We present a finite element (FE) scheme for the numerical approximation of the solution to a nonlocal Poisson equation involving the one-dimensional fractional Laplacian (−d 2 x ) s on the interval (−L, L). In particular, we include the complete computations for obtaining the stiffness matrix, starting from the variational formulation of the problem. The problem being one-dimensional, the values of the matrix can be explicitly calculated, without need of any numerical integration, thus obtaining an algorithm which is very efficient in terms of the computational cost.
Introduction
In this work, we present a finite element (FE) scheme for the numerical approximation of the solution to the following non-local Poisson equation where Γ is the usual Gamma function. We have to mention that, for having a completely rigorous definition of the fractional Laplace operator, it is necessary to introduce also the class of functions u for which computing (−d
s u makes sense. We postpone this discussion to the next section.
The analysis of non-local operators and non-local PDEs is a topic in continuous development. A motivation for this growing interest relies in the large number of possible applications in the modeling of several complex phenomena for which a local approach turns up to be inappropriate or limiting. Indeed, there is an ample spectrum of situations in which a non-local equation gives a significantly better description than a PDE of the problem one wants to analyze. Among others, we mention applications in turbulence ( [4] ), anomalous transport and diffusion ( [7, 29] ), elasticity ( [15] ), image processing ( [20] ), porous media flow ( [40] ), wave propagation in heterogeneous high contrast media ( [41] ). Also, it is well known that the fractional Laplacian is the generator of s-stable processes, and it is often used in stochastic models with applications, for instance, in mathematical finance ( [27, 34] ).
One of the main differences between these non-local models and classical Partial Differential Equations is that the fulfilment of a non-local equation at a point involves the values of the function far away from that point.
In the recent past, the fractional Laplacian has been widely analyzed also from the point of view of numerical analysis. We refer, for instance, to the work [3] of Acosta and Borthagaray (see also [2] ). There, the authors present a FE scheme for implementing the solution of (1.1) in a bounded domain Ω ⊂ R 2 . In particular, they provide appropriate quadrature rules in order to solve numerically the variational formulation associated to the problem. Moreover, in [3] it is also developped an accurate analysis of the efficiency of the FE method, employing several existing results. The techniques of [2, 3] have then been applied in [1] , combined with a convolution quadrature approach, for solving evolution equations involving the fractional Laplacian. For the sake of completeness, we also mention [9] , where it is presented a discretization of the socalled spectral fractional Laplacian (see Eq. (2.2)) and its application to the evolutionary case [8] , and [33] , where the solution of (1.1) is implemented applying the well known extension of Caffarelli and Silvestre ( [12] ).
Our method deals with a FE approximation in one space dimension for the fractional Poisson equation. The main novelty of our work, with respect to [2, 3] , relies on the fact that, since we are dealing with the one-dimensional case, we will not need any quadrature rule and each entry of the stiffness matrix can be computed explicitly. This has the great advantage of significantly reducing the computational cost of the algorithm and, therefore, our discretization method is suitable for being included in more general applications.
A natural example is given by the numerical resolution of the following control problem: given any T > 0, find a control function g ∈ L 2 ((−L, L) × (0, T )) such that the corresponding solution to the parabolic problem
s z = g1 ω , (x, t) ∈ (−1, 1) × (0, T )
x ∈ (−1, 1)
satisfies z(x, T ) = 0. The approach that we will employ for solving this control problem is based on the penalized Hilbert Uniqueness Method ( [10] ), which relies on some classical works of Glowinski and Lions ([21, 22] ). This paper is organized as follows. In Section 2, we present some existing theoretical results for the problems that we are going to analyze. In particular, we give a more accurate definition of the fractional Laplace operator and we introduce the variational formulation associated to (1.1) (needed for the development of the FE scheme). Concerning the parabolic problem (1.2), we present a couple of controllability results, which will help us in the verification of the accuracy of the numerical method. In Section 3, we describe our FE method for the elliptic equation (1.1) and we present the algorithm for the penalized HUM, employed for the numerical control of (1.2). In Section 4 we present and comment the results of our numerical simulations. Finally, in Appendix A we include the complete details for computing the stiffness matrix associated to our FE scheme.
Preliminary results
In this Section, we introduce some preliminary result that will be useful in the remaining of the paper.
2.1. Elliptic problem. We start by giving a more rigorous definition of the fractional Laplace operator, as we have anticipated in Section 1. Let
For any u ∈ L 1 s and ε > 0 we set
The fractional Laplacian is then defined by the following singular integral
provided that the limit exists.
We notice that if 0 < s < 1/2 and u is smooth, for example bounded and Lipschitz continuous on R, then the integral in (2.1) is in fact not really singular near x (see e.g. [14, Remark 3.1] ). Moreover, L Let us now introduce the variational formulation associated to equation (1.1), which will be the starting point for the development of the FE approximation of the problem we are considering. That is,
while with H s (R) we indicate the classical fractional Sobolev space of order s. We refer to [14] for a complete description of these spaces.
Since the bilinear form a is continuous and coercive, Lax-Milgram Theorem immediately implies existence and uniqueness of solutions to the Dirichlet problem (1.1). In more detail, if
Furthermore, in the literature it is possible to find improved regularity results for the solution to (1.1), both in Hölder and Sobolev spaces. The interested reader may refer, for instance, to [3, 5, 26, 35, 36] .
2.2. Parabolic problem. As we mentioned in Section 1, the main goal of the present paper is to obtain a FE discretization of the fractional Laplacian. An application for this approximation will then be the numerical resolution of the fractional heat equation (1.2) and the associated control problem. Before doing that, let us recall the following definitions of controllability. 
Therefore, given any initial datum z 0 ∈ L 2 (−1, 1) we are interested in computing numerically the control function g that drives the solution z to zero in time T . Before describing the methodology that we shall adopt, we recall the existing theoretical results on the controllability of the fractional heat equation (1.2) . This will give us a hint about what we should expect from our simulations, and will provide a validation of the accuracy of our numerical method.
First of all, it is worth to mention that the existence, uniqueness and regularity of the solutions to (1.2) has been studied by several authors. Among others, we mention the works [6, 18, 26] .
Concerning now the control problem, we have to mention that, to the best of our knowledge, there are few results in the literature on the null-controllability of the fractional heat equation, and none of them is for a problem involving the fractional Laplacian in its integral form (2.1). The existing results, instead, deal with the spectral definition of the fractional Laplace operator, which is given as follows.
Let
+ be the set of normalized eigenfunctions and eigenvalues of the Laplace operator in (−1, 1) with homogeneous Dirichlet boundary conditions, so that {ψ k } k∈N is an orthonormal basis of L 2 (−1, 1) and
firstly for u ∈ C ∞ 0 (−1, 1) and then for u ∈ H s 0 (−1, 1) employing a density argument. It is important to notice that the spectral fractional Laplacian and the fractional Laplacian defined as in (2.1) are two different operators. Indeed, definition (2.2) depends on the choice of the domain (in this case, (−1, 1)), while the integral definition does not. For a complete discussion on the differences of these two operators, we refer to [38] .
The fractional heat equation involving the operator (−d s S has been analyzed in [31] , where the authors proved its null controllability, provided that s > 1/2. For s ≤ 1/2, instead, null controllability does not hold, not even for T large. This negative result is based on the equivalence (consequence of Müntz Theorem, see, e.g., [37, Page 24] ) between the controllability property (more specifically, the possibility of proving an observability inequality), and the following condition for the eigenvalues of the operator considered
which is clearly not satisfied in the case of the spectral fractional Laplacian when s ≤ 1/2, since in that case the eigenvalues are λ k = (kπ) 2s . Finally, in [32] , the same result as in [31] is obtained in a multi-dimensional setting, by means of a spectral observability condition for a negative self-adjoint operator, which allows to prove the null-controllability of the semi-group that it generates.
Even if we are not aware of any controllability result, neither positive nor negative, for the parabolic equation involving the integral fractional Laplacian, at least in the one space dimension, these properties are easily achievable. In more detail, we have the following.
Proof. First of all, multiplying (1.2) by ϕ and integrating over (−1, 1) × (0, T ), it is straightforward to check that z(x, T ) = 0 if and only if
, where ϕ(x, t) is the unique solution to the adjoint system
In turn, it is classical that (2.4) is equivalent to the existence of a constant C > 0 such that the following observability inequality holds
Notice that ϕ can be written in terms of the basis of eigenfunctions {̺ k } k≥1 . Namely,
where ϕ k = ϕ T , ̺ k and, for k ≥ 1, ̺(x) are the solutions to the following eigenvalue problem
Now, plugging (2.7) into (2.6), using the orthonormality of the eigenfunctions ̺ k and employing the change of variables T − t → t, the observability inequality becomes
By means of Müntz Theorem, inequalities of the form (2.8) are well known to be true if and only if (2.3) holds. On the other hand, according to [24, 25] we have
Therefore, we easily see that the condition (2.3) is satisfied if and only if s > 1/2. If s ≤ 1/2, instead, the series diverges, since it behaves as an harmonic series. In conclusion, the observability inequality (2.6) is proved when s > 1/2, but it is false when s ≤ 1/2. This concludes the proof.
Even if for s ≤ 1/2 null controllability for (1.2) fails, we still have the following result of approximate controllability. Proof. The result will be a consequence of the following unique continuation property for the solution to the adjoint equation (2.5) Given s ∈ (0, 1) and ϕ T 0 ∈ L 2 (−1, 1), let ϕ be the unique solution to the system (2.5).
Therefore, we are reduced to the proof of the property (P). To this end, let us recall that ϕ can be expressed in the form (2.7) and let us assume that
s ). Then, (2.7) can be rewritten as
Let z ∈ C with η := ℜ(z) > 0 and let N ∈ N. Since the functions
.
Hence, letting
. Moreover, we have
. Therefore, we can apply the Dominated Convergence Theorem, obtaining
It follows from (2.9) and (2.10) that
This holds for every z ∈ C \ {−λ k } k∈N , using the analytic continuation in z. Hence, taking a suitable small circle around −λ ℓ not including {−λ k } k ℓ and integrating on that circle we get that
According to [16 
s has the unique continuation property in the sense that if λ k is an eigenvalue of (−d
s on (-1,1) with Dirichlet boundary conditions, and
. This can applied to w ℓ , in order to conclude w ℓ = 0 in (−1, 1) for every ℓ.
It follows that ϕ T = 0 and hence, ϕ = 0 in (−1, 1) × (0, T ), meaning that ϕ enjoys the property (P). As an immediate consequence, we have that our original equation (1.2) is approximately controllable. This last fact being classical (see, e.g., [23, Theorem 2.5]), we will leave the details to the reader. Our proof is then concluded.
Development of the numerical scheme
We devote this Section to the description of the numerical scheme that we are going to employ. Let us start with the elliptic case.
3.1. Finite element approximation of the elliptic problem. In order to solve numerically (1.1), we will develop a finite element scheme on a uniform mesh. To this purpose, let us firstly recall the variational formulation associated to our problem:
We call M the mesh composed by the points {x i : i = 1, . . . , N}, while the set of the boundary points is denoted ∂M :
] and consider the discrete space
where P 1 is the space of the continuous and piece-wise linear functions. Hence, we approximate (3.1) with the following discrete problem: find u h ∈ V h such that
a basis of V h , it will be sufficient that (3.2) is satisfied for all the functions of the basis, since any element of V h is a linear combination of them. Therefore the problem takes the following form
Clearly, since u h ∈ V h , we have
where the coefficients u j are, a priori, unknown. In this way, (3.2) is reduced to solve the linear system A h u = F, where the stiffness matrix A h ∈ R N×N has components
while the vector F ∈ R N is given by F = (F 1 , . . . , F N ) with
Moreover, the basis φ i N i=1 that we will employ is the classical one in which each φ i is the tent function with supp(
th function of the basis is explicitly defined as (see Fig. 1 )
Let us now describe our algorithm. Before that, we shall make the following preliminary comments. Fig. 2 provides a graphical explanation of this last discussion.
We now start building the stiffness matrix A h . This will be done it in three steps, since the values of the matrix can be computed differentiating among three well defined regions: the upper triangle, corresponding to j ≥ i + 2, the upper diagonal corresponding to j = i + 1 and the diagonal, corresponding to j = i (see Fig. 3 ). In fact, as it will be clear during our computations, in each of these regions the intersections among the support of the basis functions are different, thus generating different values of the bilinear form. In what follows, we will briefly present which will be the contributions to the matrix in each of these three steps, including the complete computations as an appendix at the end of the paper. Figure 3 . Structure of the stiffness matrix A h .
Step 1: j ≥ i + 2. As we mentioned in Remark 3.1, in this case we have supp(φ i ) ∩ supp(φ j ) = ∅ (see also Fig. 4 ). Hence, (3.3) is reduced to computing only the integral Taking into account the definition of the basis function (3.4), from (3.5) we obtain
Finally, this last integral can be computed explicitly employing the following change of variables:
In this way, for the elements a i, j , j ≥ i + 2, we get the following values:
Step 2: j = i + 1. This is the most cumbersome case, since it is the one with the most interactions between the basis functions (see Fig. 5 ). According to (3.3) , and using the symmetry of the integral with respect to the bisector y = x, we have Figure 5 . Basis functions φ i (x) and φ i+1 (x). In this case, the intersection of the supports is the interval [x i , x i+1 ].
:
These contributions will be calculated separately, employing changes of variables analogous to (3.6). After several computations, we obtain
9 ln 3 − 16 ln 2, s = 1 2 .
Step 3: j = i. As a last step, we fill the diagonal of the matrix A h , which collects the values corresponding to the case φ i (x) = φ j (x) (see Fig. 6 ). We have
x i+1
. . . dxdy
Once again, the terms R i , i = 1, . . . , 7 will be computed separately, obtaining
. Figure 6 . Basis functions φ i (x) and φ j (x). In this case, the two functions coincide.
Conclusion.
For s = 1/2, instead, we have
9 ln 3 − 16 ln 2, In Section 4 below, we will present the numerical simulations associated to the elliptic problem (1.1), discussing in detail the convergence properties of the algorithm. 2) . Here, we will mostly refer to the work of Boyer [10] .
3.2.
We start recalling the classical HUM, as it has been introduced in the pioneering works [21, 22] . Let (E, ·, · ) be a Hilbert space whose norm is denoted by · . Let (A, D(A)) be an unbounded operator in E such that −A generates an analytic semi-group in E that we indicate by t → e −tA . Also, we denote (A * , D(A * )) the adjoint of this operator and by t → e −tA * the corresponding semi-group.
Let (U, [·, ·]) be another Hilbert space whose norm is denoted by · . Let B be an unbounded operator from U to D(A * ) ′ and let B * : D(A * ) → U be its adjoint. Let T > 0 be given and, for any y 0 ∈ E and v ∈ L 2 (0, T ; U), let us consider the non-homogeneous evolution problem
The well posedness of (3.7) is guaranteed by [13, Theorem 2.37] . From now on, we will refer to the solution as t → y v,y 0 (t).
Notice that we have y 0,y 0 (t) = e −tA y 0 . Moreover, for simplicity, the solution at time T , which is of particular interest in what follows, will be denoted by
In the framework of both controllability notions that we introduced in Section 2, if one control exists it is certainly not unique. For instance, the classical HUM approach consists in finding the control with the minimal L 2 (0, T ; U)-norm. Nevertheless, even though in this way we can identify a precise control, its computation can be a difficult task due to the nature of the constraints involved (see, e.g., [17, 30] ).
Because of what we just described, it is convenient to deal with a penalized version of the above mentioned optimization problems.
In the penalized version of the HUM, we look for a control that is solution to a different optimization problem. In particular, we for any ε > 0, we shall find
where
Notice that, for any ε > 0, the functional F ε has a unique minimiser on L 2 (0, T ; U) that we denote by v ε . This is due to the fact that F ε is strictly convex, continuous and coercive.
However, the space L 2 (0, T ; U) in which one has to minimise F ε is a quite big one and it depends on the time T . This makes the minimization problem computationally expensive. On the other hand, this issue can be bypassed by considering a different optimization problem, defined on the smaller space E. Namely we have to find
Notice that (3.8) and (3.9) are equivalent since, according to [10, Proposition 1.5], for any ε > 0, the minimisers v ε and q T ε of the functionals F ε and J ε , respectively, are related through the formula v ε = B * e −(T −t)A * q T ε , for a.e. t ∈ (0, T ). Notice also that we can express the approximate and null controllability properties of the system, for a given initial datum y 0 , in terms of the behaviour of the penalised HUM approach described above. In particular we have 
Problem (3.7) is null-controllable from the initial datum y 0 if and only if we have
M 2 y 0 := 2 sup ε>0 inf L 2 (0,T ;U) F ε < +∞.
In this case, we have
Since the fractional Laplacian (−d 2 x ) s has the properties required for the operator A, the penalized HUM that we just described can be applied to the control problem (1.2). To this purpose, let us now present its numerical implementation.
Having obtained a FE approximation A h of the operator (−d   2 x ) s , we can compute the fully-discrete version of (1.2). For any given mesh M and any integer M > 0, we set δt = T/M and we consider an implicit Euler method, with respect to the time variable. More precisely, we consider
where z 0 ∈ R M and M h is the classical mass matrix with entries
, and where | · | L 2 (R M ) stands for the norm associated to the L 2 -inner product on R
With the above notation and according to the penalized HUM strategy, we introduce, for some penalization parameter ε > 0, the following primal fully-discrete functional
that we wish to minimize onto the whole fully-discrete control space L 2 δt (0, T ; R M ) and where z M is the final value of the controlled problem (3.11).
We can apply Fenchel-Rockafellar theory results to obtain the corresponding dual functional, which reads as follows
where ϕ = (ϕ n ) 1≤n≤M+1 is solution to the adjoint system
(3.13)
Notice that (3.12) is the fully-discrete approximation of (3.10). Moreover, it can be readily verified that this functional has a unique minimizer without any additional assumption on the problem. Therefore, by minimizing (3.12), and from duality theory, we obtain a control function
, where ϕ ǫ is the solution to (3.13) evaluated in the optimal datum ϕ T ε . Thus, the optimal penalized control always exists and is unique. Deducing controllability properties amounts to study the behavior of this control with respect to the penalization parameter ε, in connection with the discretization parameters.
It is well known that, in general, we cannot expect for a given bounded family of initial data that the fully-discrete controls are uniformly bounded when the discretization parameters h, δt and the penalization term ε tend to zero independently.
Instead, we expect to obtain uniform bounds by taking the penalization parameter ε = φ(h) that tends to zero in connection with the mesh size not too fast (see [10] ) and a time step δt verifying some weak condition of the kind δt ≤ ζ(h) where ζ tends to zero logaritmically when h → 0 (see [11] ). These facts will be confirmed by the numerical simulations that we are going to present in Section 4.1 below, by observing the behavior of the norm of the control, the optimal energy inf F ε , and the norm of the solution at time T . In this way, as predicted by Theorem 3.1, we obtain a numerical evidence of the properties of null and approximate controllability for equation (1.2) , in accordance with the theoretical results in Section 2.
Numerical results
In this Section, we present the numerical simulations corresponding to the algorithm previously described, and we provide a complete discussion of the results obtained. First of all, in order to test numerically the accuracy of our method, we use the following problem
In this particular case, the solution can be computed exactly and it is given in [19] . It reads as follows,
In Fig. 7, we show a comparison for different values of s between the exact solution (4.2) and the computed numerical approximation. Here we consider L = 1 and N = 50. One can notice that when s = 0.1 (and also for other small values of s), the computed solution is to a certain extent different from the exact solution. However, one should be careful with such result and a more precise analysis of the error should be carried. In the same spirit as in [2] , the computation of the error in the space H s 0 (−L, L) can be readily done by using the definition of the bilinear form, namely
where have used the orthogonality condition
, the problem is therefore reduced to
where the right-hand side can be easily computed, since we have the closed formula 2]). For the solution u of (3.1) and its FE approximation u h given by (3.2) , if h is sufficiently small, the following estimates hold
where C is a positive constant not depending on h.
Moreover, Fig. 8 shows that the convergence rate is maintained also for small values of s. This confirms that the behavior shown in Fig. 7 (A) is not in contrast with the known theoretical results. Indeed, since it is well-known that the notion of trace is not defined for the spaces H s (−L, L) with s ≤ 1/2 (see [28, 39] ), it is somehow natural that we cannot expect a point-wise convergence in this case.
As a further validation of this fact, in Fig. 9 we plot the behavior of the L ∞ -norm of the difference between the real and the numerical solution to (4.1). It is shown that, increasing the number of point of discretization, this norm is decreasing with a rate (in h) of 0.1. This confirms that, refining the mesh, also for small values of s the numerical method gives an acceptable approximation of the real solution to the model problem considered. 
Control experiments.
To address the actual computation of fully-discrete controls for a given problem, we use the methodology described, for instance, in [22] . We apply an optimization algorithm to the dual functional (3.12). Since these functionals are quadratic and coercive, the conjugate gradient is a natural and quite simple choice.
In the same spirit as [10] , the computation of the gradient at each iteration amounts to solve first the homogeneous equation
Then, set v n = 1 ω ϕ n and finally solve
In this way, the procedure to compute the control for a given problem basically requires to solve two parabolic equations: a homogenous backward equation associated with the final data ϕ T , and a non-homogeneous forward problem with zero initial data.
We present now some results obtained with the described methodology. In accordance with the discussion in Section 3.1, we use the finite-element approximation of (−d s for the space discretization and the implicit Euler scheme in the time variable. We denote by N the number of points in the mesh and by M the number of time intervals. As discussed in [10] , the results in this kind of problems does not depend too much in the time step, as soon as it is chosen to ensure at least the same accuracy as the space discretization. The same remains true here, and therefore we always take M = 2000 in order to concentrate the discussion on the dependency of the results with respect to the mesh size h and the parameter s.
As we mentioned, we choose the penalization term ε as a function of h. A reasonable practical rule ( [10] ) is to systematically choose φ(h) ∼ h 2p where p is the order of accuracy in space of the numerical method employed for the discretization of the spatial operator involved (in this case the fractional Laplacian (2.1)). We recall that for the elliptic problem that we are considering, this order of convergence is 1/2. Thus, hereinafter we always assume ε = φ(h) = h.
We begin by plotting on Fig. 10 the time evolution of the uncontrolled solution as well as the controlled solution. Here, we set s = 0.8, ω = (−0.3, 0.8) and T = 0.3, and as an initial condition we take z 0 (x) = sin(πx). The control domain is represented as highlighted zone on the plane (t, x). As expected, we observe that the uncontrolled solution is damped with time, but does not reach zero at time T , while the controlled solution does. Figure 10 . Time evolution of system (3.11).
In figure 11 , we present the computed values of various quantities of interest when the mesh size goes to zero. More precisely, we observe that the control cost v δt L 2 δt (0,T ;R M ) and the optimal energy inf F φ(h),h,δt remain bounded as h → 0. On the other hand, we see that
We know that, for s = 0.8, system (1.2) is null controllable. This is now confirmed by (4.3), according to Theorem 3.1. In fact, the same experiment can be repeated for different values of s > 1/2, obtaining the same conclusions.
According to the discussion in Section 2, one can prove that null controllability does not hold for system (1.2) in the case s ≤ 1/2. However approximate controllability can be proved by means of the unique continuation property of the operator (−d
s . We would like to illustrate this property in Fig. 12 . We observe that the results are different from what we obtained in Fig. 11 . In fact, the cost of the control and the optimal energy increase in both cases, while the target y M tends to zero with a slower rate than h 1/2 . This seems to confirm that a uniform observability estimate for (1.2) does not hold and that we can only expect to have approximate controllability (see Theorem 3.1). We present here the explicit computations for each element a i, j of the stiffness matrix, completing the discussion that we started in Section 3.
Step 1: j ≥ i + 2. We recall that, in this case, the value of a i, j is given by the integral
In Fig. 13 , we give a scheme of the region of interaction (marked in grey) between the basis functions in this case. Let us introduce the following change of variables:
Then, rewriting (with some abuse of notations since there is no possibility of confusion)x = x andŷ = y, we get
The integral (A.2) can be computed explicitly in the following way. First of all, for simplifying the notation, let us define k = j − i. We have
These terms B i , i = 1, 2, 3, 4, can be computed integrating by parts several times. In more detail, we have
Therefore, we obtain
We notice that, when s = 1/2, both the numerator and the denominator of the expression above are zero. Hence, in this particular case, it would not be possible to introduce the value that we just encountered in our code. Nevertheless, this difficulty can be overcome noting that we can easily compute
the corresponding value a i, j = a i,i+2 if given by a i,i+2 = 56 ln(2) − 36 ln(3).
Step 2: j = i + 1. This is the most cumbersome case, since it is the one with the most interactions between the basis functions (see Fig. 5 ). According to (3.3) , and using the symmetry of the integral with respect to the bisector y = x, we have
In Fig. 14, we give a scheme of the regions of interactions between the basis functions φ i and φ i+1 enlightening the domain of integration of the Q i . The regions in grey are the ones that produce a contribution to a i,i+1 , while on the regions in white the integrals will be zero.
Le us now compute the terms Q i , i = 1, . . . , 6, separately. Figure 14 . Interactions between the basis function φ i and φ i+1 .
Computation of Q 1 . Since φ i = 0 on the domain of integration we have
Computation of Q 2 . We have
Now, using Fubini's theorem we can exchange the order of the integrals, obtaining
The two integrals above can be computed explicitly. Indeed, employing the change of variables
and then renamingx = x, R 1 2 becomes
s(2 − 2s)(3 − 2s) .
For computing Q 2 2 , instead, we introduce the change of variables
and we obtain
Adding the two contributions, we get the following expression for the term R 2
Computation of Q 3 . In this case, we simply take into account the intervals in which the basis functions are supported, so that we obtain
x i
This integral can be computed applying again (A.3), and we get
Notice that this last value could have been computed directly from (A.4), by taking the limit as s → 1/2 in that expression, being this limit exactly 1 + 9 ln 3 − 16 ln(2).
Computation of Q 4 . In this case, we are in the intersection of the supports of φ i and φ i+1 . Therefore, we have
Moreover, we notice that, this time, it is possible that x = y, meaning that Q 4 could be a singular integral. To deal with this difficulty, we will exploit the explicit definition of the basis function. We have (see also Fig. 15 )
Therefore, Figure 15 . Functions φ i (x) and φ i+1 (x) on the interval (x i , x i+1 ). and the integral becomes
Computation of Q 5 . Here the procedure is analogous to the one for Q 2 before. Using again Fubini's theorem we have
Applying again (A.3), it is now easy to check that Q 5 = Q 2 .
Computation of Q 6 . In analogy with what we did for Q 1 , we can show that also Q 6 = 0.
Conclusion.
The elements a i,i+1 are now given by the sum 2Q 2 + Q 3 + Q 4 , according to the corresponding values that we computed. In particular, we have
Step 3: j = i. As a last step, we fill the diagonal of the matrix A h . In this case we have In Fig. 14, we give a scheme of the regions of interactions between the basis functions φ i (x) and φ i (y) enlightening the domain of integration of the R i . The regions in grey are the ones that produce a contribution to a i,i , while on the regions in white the integrals will be zero.
Le us now compute the terms R i , i = 1, . . . , 7, separately. First of all, according to Fig. 16 we have that R 1 = R 3 = R 6 = R 7 = 0. This is due to the fact that the corresponding regions are all away from the support of the basis functions. Computation of R 4 . In this case, we are in the intersection of the supports of φ i (x) and φ i (y). Therefore, we have In order to compute this integral, we divide it in four components as follows: Moreover, we notice that, due to symmetry reason, we have R 2 4 = R 3 4 . Therefore, we can compute only one of this two terms and add its value twice when building the matrix A h . Also, notice that in these two region it cannot happen that x = y. On the other hand, R 1 4 and R 4 4 may be singular integrals, and we shall deal with them as we did before. (1 − s)(3 − 2s) . Adding the values that we just computed, we therefore obtain (1 − |x| ) 2 1 + x dx = 8 ln 2 − 4.
Computation of R

Conclusion.
The elements a i,i are now given by the sum 2R 2 + R 4 , according to the corresponding values that we computed. In particular, we have 
