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GROUPOID ALGEBRAS AS COVARIANCE ALGEBRAS
LISA ORLOFF CLARK AND JAMES FLETCHER
Abstract. Suppose G is a second-countable locally compact Hausdorff e´tale groupoid,
G is a discrete group containing a unital subsemigroup P , and c : G → G is a continuous
cocycle. We derive conditions on the cocycle such that the reduced groupoid C∗-algebra
C∗r (G) may be realised naturally as the covariance algebra of a product system over P
with coefficient algebra C∗r (c
−1(e)). When (G,P ) is a quasi-lattice ordered group, we
also derive conditions that allow C∗r (G) to be realised as the Cuntz–Nica–Pimsner algebra
of a compactly aligned product system.
1. Introduction
Groupoid C∗-algebras generalise several important C∗-algebraic subclasses. Many of
the groupoid models that appear in the literature come with a natural homomorphism
from the groupoid into a group, see for example [1, 12, 13, 28]. In what follows, we use
this kind of structure to realise a broad class of e´tale groupoid C∗-algebras as covari-
ance algebras of natural product systems with coefficients in the groupoid C∗-subalgebra
associated to the fibre of the identity.
Fowler first introduced product systems of Hilbert bimodules in [9]. Loosely speak-
ing, a product system over a semigroup P with coefficient algebra A is a semigroup
X =
⊔
p∈P Xp, such that each Xp is a Hilbert A-bimodule, and the map x ⊗A y 7→ xy
extends to an isomorphism from Xp⊗A Xq to Xpq for each p, q ∈ P \ {e}. Fowler focused
on product systems over quasi-lattice ordered groups that satisfied a condition he called
compact alignment. He then studied representations of such product systems satisfying
a constraint called Nica covariance, as well as the associated universal C∗-algebra NT X.
Fowler also proposed a notion of Cuntz–Pimsner covariance for representations of product
systems, and investigated the associated universal C∗-algebra OX. Whilst Fowler’s no-
tion of Cuntz–Pimsner covariance coincides with the traditional notion of Cuntz–Pimsner
covariance for a single Hilbert bimodule [11, 18], in general the C∗-algebra OX fails to
have a number of desirable properties that one might expect from a Cuntz–Pimsner like
algebra. For example, Fowler’s Cuntz–Pimsner algebra need not contain a faithful copy
of the coefficient algebra A. Moreover, even when OX does contain a faithful copy of A,
examples in the appendix of [20] show that a representation of OX that is faithful on the
copy of A need not be faithful on the generalised fixed-point algebra associated to the
canonical gauge coaction (this is a key step in establishing a gauge-invariant uniqueness
theorem). Furthermore, in contrast with the Cuntz–Pimsner algebra associated to a single
Hilbert bimodule, Fowler’s Cuntz–Pimsner algebra OX need not be a quotient of NT X.
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2 LISA ORLOFF CLARK AND JAMES FLETCHER
In an attempt to overcome these issues, Sims and Yeend introduced a new covariance
relation called Cuntz–Nica–Pimsner covariance [27]. They showed that the universal C∗-
algebra for representations satisfying this covariance relation, denoted by NOX, coincides
with Katsura’s Cuntz–Pimsner algebra when P = N [27, Proposition 5.3], and coincides
with Fowler’s OX whenever A acts faithfully and compactly on each Xp and P is di-
rected (in the sense that each pair of elements in P has a common upper bound) [27,
Proposition 5.1]. Provided X satisfies a technical condition called φ˜-injectivity, which is
automatic for a wide class of examples, NOX is a quotient of NT X, and the universal
Cuntz–Nica–Pimsner representation of X is isometric [27, Theorem 4.1] (and so NOX
contains a faithful copy of A). Furthermore, if
(i) the left action of A on each fibre of X is faithful, or
(ii) P is directed and X is φ˜-injective,
then, subject to an amenability assumption, NOX has a gauge-invariant uniqueness the-
orem [4, Corollary 4.11]. To illustrate the utility of their construction, Sims and Yeend
showed that finitely aligned higher-rank graph algebras [20], as well as Crisp and Laca’s
boundary quotients of Toeplitz algebras [5], have realisations as Cuntz–Nica–Pimsner
algebras.
Whilst the Cuntz–Nica–Pimsner algebra introduced by Sims and Yeend certainly seems
to be the correct Cuntz–Pimsner like algebra for compactly aligned product systems over
quasi-lattice ordered groups (G,P ) satisfying (i) or (ii), issues still remain if we do not
require these extra constraints. For example, in [27, Example 3.16] a non φ˜-injective
product system is exhibited for which the associated Cuntz–Nica–Pimsner algebra does
not contain a faithful copy of the coefficient algebra. To overcome these issues, Sehnem
has recently introduced the notion of strong covariance [25]. For an arbitrary product
system, the associated covariance algebra always contains a faithful copy of the coefficient
algebra, and any representation of the covariance algebra that is faithful on this copy of
the coefficient algebra is faithful on the generalised fixed-point algebra associated to the
canonical gauge coaction [25, Theorem 3.10(C3)]. Furthermore, in the situation where
either (i) or (ii) is satisfied, Sehnem’s covariance algebra and Sims and Yeend’s Cuntz–
Nica–Pimsner algebra are naturally isomorphic [25, Proposition 4.6]. The covariance
algebra also has the advantage of being defined for a product system over an arbitrary
unital semigroup that embeds in a group (rather than just a positive cone of a quasi-lattice
ordered group), allowing for a much wider class of examples. Illustrating the utility of
the construction, Sehnem shows that Li’s semigroup C∗-algebras [16], as well as Exel’s
crossed products by interaction groups [7], can be realised as covariance algebras.
In this paper we develop conditions for a reduced groupoid C∗-algebra to have a natural
realisation as the covariance algebra of a product system. We also investigate when a
groupoid C∗-algebra can be realised as the Cuntz–Nica–Pimsner algebra of a compactly
aligned product system. The advantage of having these realisations is the complementary
knowledge that can be gained from the two descriptions. We were motivated by the
results of [24], where it is shown that the reduced groupoid C∗-algebra of an unperforated
Z-graded groupoid may be realised as the Cuntz–Pimsner algebra of a Hilbert bimodule
whose coefficient algebra is the reduced groupoid C∗-algebra of the zero graded part of
the groupoid.
The starting data for our construction is a second-countable locally compact Hausdorff
e´tale groupoid G equipped with a continuous group valued cocycle c : G → G. Supposing
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that the group G contains a unital subsemigroup P , and defining
X(G)p := Cc(c−1(p)) ⊆ C∗r (G)
for each p ∈ P , we find necessary and sufficient conditions on the cocycle for
X(G) :=
⊔
p∈P
X(G)p
to be a product system over P with coefficient algebra C∗r (c
−1(e)) (Proposition 3.5). It is
then straightforward to check that the inclusion of X(G) in C∗r (G) is a representation, and
we find necessary and sufficient conditions on the range map of G for this representation to
be strongly covariant (Proposition 4.4). Finally, we find necessary and sufficient conditions
for the induced homomorphism to be surjective (Proposition 4.5), and argue that if the
group G is amenable, then the induced homomorphism is injective (Theorem 4.6).
In Section 5, we specialise to the situation where (G,P ) is a quasi-lattice ordered group.
In Lemma 5.1, we develop necessary and sufficient conditions for X(G) to be compactly
aligned and for the inclusion of X(G) in C∗r (G) to be Nica covariant. Combining this with
the results from Section 4, we have conditions for when C∗r (G) may be realised naturally
as a Cuntz–Nica–Pimsner algebra (Theorem 5.3). When (G,P ) = (Z,N) our conditions
coincide with those of Rennie, Robertson, and Sims in [24], and so our result generalises
[24, Theorem 12].
Finally, in Section 6 we present some examples of groupoids that satisfy our conditions.
In particular, we look at the path and boundary-path groupoids associated to a topological
higher-rank graph, as well as the groupoid associated to a directed semigroup action. In
the future, we hope to apply our results to more exotic examples. For example, in [2,
Proposition 2.23], using the results of [24], it is shown that the reduced groupoid C∗-
algebra associated to a one-dimensional Delone set may be realised as a Cuntz–Pimsner
algebra — the authors then ask if the reduced groupoid C∗-algebra associated to a k-
dimensional Delone set may be realised as the Cuntz–Nica–Pimsner algebra of a product
system over Nk.
2. Background and preliminaries
2.1. Hilbert bimodules. Let A be a C∗-algebra and X be a right inner-product A-
module with inner product 〈·, ·〉A : X × X → A. The formula ‖x‖X := ‖〈x, x〉A‖1/2A
defines a norm on X by [15, Proposition 1.1], and we say that X is a Hilbert A-module if
X is complete with respect to this norm. We write LA(X) for the C∗-algebra of adjointable
operators on a Hilbert A-module X.
For each x, y ∈ X there is an adjointable operator Θx,y defined by Θx,y(z) := x · 〈y, z〉A.
We call such operators generalised rank-one operators. The closed subspace
KA(X) := span{Θx,y : x, y ∈ X},
elements of which we call generalised compact operators, forms an essential ideal of LA(X).
A Hilbert A-bimodule (also known as a C∗-correspondence) is a Hilbert A-module X
equipped with a left action of A by adjointable operators, i.e. there exists a homomor-
phism φ : A → LA(X). To simplify notation, we will often write a · x for φ(a)(x). Since
each φ(a) is by definition adjointable, and so A-linear, we have that a · (x · b) = (a · x) · b
for each a, b ∈ A and x ∈ X.
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A particularly simple (and important) example occurs when X := A. Letting A act
on X by left and right multiplication, and equipping X with the A-valued inner product
〈a, b〉A := a∗b, gives a Hilbert A-bimodule, which we denote by AAA. The map Θa,b 7→ ab∗
extends to an isomorphism from KA(AAA) to A, whilst LA(AAA) is isomorphic to the
multiplier algebra of A, which we denote by M(A).
Every Hilbert A-module X is nondegenerate in the sense that the span of the set
{x · a : x ∈ X, a ∈ A} is dense in X. In particular, the Hewitt–Cohen–Blanchard
factorisation theorem [21, Proposition 2.31] says that for each x ∈ X, there exists a
unique x′ ∈ X such that x = x′ · 〈x′, x′〉A. In general, a Hilbert A-bimodule need not be
left nondegenerate in the sense that X = span{a · x : x ∈ X, a ∈ A}.
We can combine two Hilbert A-bimodules X and Y by taking their balanced tensor
product. We let XY denote the algebraic tensor product of X and Y as complex vector
spaces, and write X A Y for the quotient by
span{x · a y − x a · y : x ∈ X, y ∈ Y, a ∈ A}.
Writing xA y for the coset containing x y, the formula
〈xA y, w A z〉A := 〈y, 〈x,w〉A · z〉A
determines a bounded A-valued sesquilinear form on XAY . If we let N be the subspace
span{n ∈ X A Y : 〈n, n〉A = 0}, then the formula
‖z +N‖ := inf
n∈N
‖〈z + n, z + n〉A‖1/2A
defines a norm on (X A Y )/N . The balanced tensor product of X and Y , denoted by
X ⊗A Y , is then defined to be the completion of (X A Y )/N with respect to this norm.
Another way to combine Hilbert bimodules is to take their direct sum. Given an index-
ing set K and a collection {Xk : k ∈ K} of Hilbert A-bimodules, we let
⊕
k∈K Xk denote
the space of sequences (xk)k∈K such that xk ∈ Xk for each k ∈ K and
∑
k∈K〈xk, xk〉A
converges in A. Proposition 1.1 of [15] can be used to show that there exists an A-valued
inner product on
⊕
k∈K Xk such that
〈(xk)k∈K , (yk)k∈K〉A =
∑
k∈K
〈xk, yk〉A,
and
⊕
k∈K Xk is complete with respect to the induced norm. Letting A act pointwise
from the left and right gives
⊕
k∈K Xk the structure of a Hilbert A-bimodule.
2.2. Product systems and their representations.
Definition 2.1. Let P be a semigroup with identity e, and A a C∗-algebra. A product
system over P with coefficient algebra A is a semigroup X =
⊔
p∈P Xp such that:
(i) for each p ∈ P , Xp ⊆ X is a Hilbert A-bimodule;
(ii) Xe is equal to the Hilbert A-bimodule AAA;
(iii) for each p, q ∈ P \ {e}, there exists a Hilbert A-bimodule isomorphism Mp,q :
Xp ⊗A Xq → Xpq satisfying Mp,q(x⊗A y) = xy for each x ∈ Xp and y ∈ Xq; and
(iv) multiplication in X by elements of Xe = A implements the left and right actions
of A on each Xp; that is xa = x · a and ax = a · x for each p ∈ P , a ∈ A, and
x ∈ Xp.
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We write φp : A → LA(Xp) for the homomorphism that implements the left action of
A on Xp, i.e. φp(a)(x) = a · x = ax for each p ∈ P , a ∈ A, and x ∈ Xp. Multiplication in
X is associative since X is a semigroup. Hence, φpq(a)(xy) = (φp(a)x)y for all p, q ∈ P ,
a ∈ A, x ∈ Xp, and y ∈ Xq. We write Me,p and Mp,e for the maps that implement the left
and right actions of A on Xp, i.e. Me,p(a⊗A x) = φp(a)(x) and Mp,e(x⊗A a) = x ·a. Both
Me,p and Mp,e are inner-product preserving (and so injective), whilst Mp,e is surjective by
the Hewitt–Cohen–Blanchard factorisation theorem. Note: Me,p need not be surjective,
since Xp is not necessarily nondegenerate as a left A-module. We also write 〈·, ·〉pA for the
A-valued inner-product on Xp.
For each p ∈ P \ {e} and q ∈ P , we define a homomorphism ιpqp : LA (Xp)→ LA (Xpq)
by
ιpqp (S) := Mp,q ◦ (S ⊗A idXq) ◦M−1p,q
for each S ∈ LA (Xp). Equivalently, ιpqp is characterised by the formula ιpqp (S)(xy) = (Sx)y
for each S ∈ LA (Xp), x ∈ Xp, y ∈ Xq. For notational simplicity, we also define ιqe := φq
as a map from A ∼= KA(Xe) to LA(Xq). Given p, r ∈ P , we also define ιrp to be the zero
map if r 6∈ pP .
In order to associate C∗-algebras to product systems, we need the notion of a represen-
tation of a product system.
Definition 2.2. Let X be a product system over P with coefficient algebra A. A repre-
sentation of X in a C∗-algebra B is a map ψ : X→ B satisfying the following relations:
(T1) each ψp := ψ|Xp is a linear map, and ψe is a C∗-homomorphism;
(T2) ψp(x)ψq(y) = ψpq(xy) for all p, q ∈ P and x ∈ Xp, y ∈ Xq; and
(T3) ψp(x)
∗ψp(y) = ψe(〈x, y〉pA) for all p ∈ P and x, y ∈ Xp.
Given a representation ψ : X → B, [19, Proposition 8.11] gives the existence of a
homomorphism ψ(p) : KA (Xp) → B for each p ∈ P , such that ψ(p) (Θx,y) = ψp(x)ψp(y)∗
for all x, y ∈ Xp.
The Toeplitz algebra of X, which we denote by TX, is the universal C∗-algebra for
representations of X. We denote the universal representation of X by t˜. Using the
Hewitt–Cohen–Blanchard factorisation theorem, it is straightforward to show that
TX = span
{
t˜(xp1)t˜(xp2)
∗ · · · t˜(xpn−1)t˜(xpn)∗ : pi ∈ P, xpi ∈ Xpi
}
.
Given a discrete group G, the universal property of the group C∗-algebra C∗(G) induces
a homomorphism δG : C
∗(G) → C∗(G) ⊗ C∗(G) such that δG(iG(g)) = iG(g) ⊗ iG(g)
for each g ∈ G (we use an unadorned ⊗ to denote the minimal tensor product of C∗-
algebras). A (full) coaction of G on a C∗-algebra A is then an injective homomorphism
δ : A→ A⊗ C∗(G), that satisfies the coaction identity
(δ ⊗ idC∗(G)) ◦ δ = (idA ⊗ δG) ◦ δ,
and is nondegenerate in the sense that A⊗C∗(G) = span{δ(A)(1M(A) ⊗C∗(G))} (where
1M(A) is the identity of the multiplier algebra of A). A coaction of G on A provides
a topological G-grading of A (see for example [8]), for which the spectral subspace at
g ∈ G is Ag := {a ∈ A : δ(a) = a ⊗ iG(g)}. We refer to the spectral subspace Ae as the
generalised fixed-point algebra.
If X is a product system over a semigroup P , and P sits inside a group G, then the
universal property of TX induces a coaction δ˜ : TX → TX ⊗ C∗(G) such that
δ˜(t˜p(x)) = t˜p(x)⊗ iG(p) for each p ∈ P , x ∈ Xp.
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We call δ˜ the generalised gauge coaction of G on TX. One can show that the spectral
subspace T gX at g ∈ G is the closure of sums of the form
t˜(xp1)t˜(xp2)
∗ · · · t˜(xpn−1)t˜(xpn)∗
where p1, . . . , pn ∈ P are such that p1p−12 · · · pn−1p−1n = g, and xpi ∈ Xpi for i ∈ {1, . . . , n}.
2.3. Strongly covariant representations. We recall the construction of [25]. Suppose
that X is a product system over a semigroup P with coefficient algebra A, and P sits
inside a group G. Given a finite set F ⊆ G, we define
KF :=
⋂
g∈F
gP,
where gP := {gh : h ∈ P}. For p ∈ P , we define an ideal Ip−1(p∨F )CA as follows: Firstly,
for g ∈ F , let
Ip−1K{p,g} :=
{⋂
r∈K{p,g} ker(φp−1r) if K{p,g} 6= ∅ and p 6∈ gP
A otherwise.
We then set
Ip−1(p∨F ) :=
⋂
g∈F
Ip−1K{p,g} .
We use these ideals to define two new Hilbert A-bimodules. Firstly, we let
XF :=
⊕
p∈P
Xp · Ip−1(p∨F ).
In the proof of [25, Proposition 3.5] it is shown that the left action of A on XF is always
faithful. We also have the following useful characterisation of elements of XF . The proof
is almost exactly the same as that of [27, Lemma 3.2].
Lemma 2.3. Let G be a group and P ⊆ G a unital subsemigroup. Suppose X is a product
system over P with coefficient algebra A. Let F be a finite subset of G and suppose x ∈ Xp
for some p ∈ P . Then x ∈ Xp · Ip−1(p∨F ) if and only if xy = 0 whenever g ∈ F is such
that pP ∩ gP 6= ∅, p 6∈ gP , and y ∈ Xp−1r for some r ∈ pP ∩ gP .
Secondly, writing gF := {gh : h ∈ F} for each g ∈ G, we define
X+F :=
⊕
g∈G
XgF .
The product system X has a natural representation on LA(X+F ), which we now describe.
For p ∈ P and x ∈ Xp, there exists an operator tFp (x) : X+F → X+F such that
((tFp (x)(y)g)q =
{
x(yp−1g)p−1q if q ∈ pP
0 otherwise
for each y ∈ X+F , g ∈ G, q ∈ P . For this operation to be well-defined, we need to know
that x(yp−1g)p−1q ∈ Xq · Iq−1(q∨gF ) whenever q ∈ pP . This follows from the fact that
(yp−1g)p−1q ∈ Xp−1q · I(p−1q)−1(p−1q∨p−1gF ) and I(p−1q)−1(p−1q∨p−1gF ) = Iq−1(q∨gF ) for q ∈ pP .
We point out that the operator tFp (x) maps the direct summand XgF of X
+
F into the
direct summand XpgF for each g ∈ F . In particular, tFp (x) maps the direct summand
Xq · Iq−1(q∨gF ) of XgF into the direct summand Xpq · I(pq)−1(pq∨pgF ) of XpgF for each q ∈ P .
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To describe the adjoint of tFp (x), we first define a map Θ
∗
x,q : Xpq → Xq for each q ∈ P .
If p = e (so that x ∈ Xe = A), we let Θ∗x,q := φq(x∗). On the other hand if p 6= e, then
Θ∗x,q is determined by the formula Θ
∗
x,q(yw) = 〈x, y〉pA · w for each y ∈ Xp and w ∈ Xq.
The adjoint of tFp (x) is then given by
(tFp (x)
∗(y)g)q = Θ∗x,q((ypg)pq)
for each y ∈ X+F , g ∈ G, q ∈ P . For this operation to be well-defined, we need to know that
Θqx((ypg)pq) ∈ Xq · Iq−1(q∨gF ). This follows from the fact that (ypg)pq ∈ Xpq · I(pq)−1(pq∨pgF )
and I(pq)−1(pq∨pgF ) = Iq−1(q∨gF ). The adjoint tFp (x)
∗ maps the direct summand XgF of X+F
into the direct summand Xp−1gF for each g ∈ F . In particular, tFp (x)∗ maps the direct
summand Xq · Iq−1(q∨gF ) of XgF into the direct summand Xp−1q · I(p−1q)−1(p−1q∨p−1gF ) of
Xp−1gF if q ∈ pP , and maps Xq · Iq−1(q∨gF ) to zero if q /∈ pP .
Routine calculations show the collection of maps tF := {tFp }p∈P give a representation
of X in LA(X+F ), and so induces a homomorphism from TX to LA(X+F ), which we denote
by tF∗ .
For g ∈ G, we write QFg for the projection of X+F onto the direct summand XgF . It can
be shown that
tFp (x)Q
F
g = Q
F
pgt
F
p (x) and t
F
p (x)
∗QFg = Q
F
p−1gt
F
p (x)
∗
for any p ∈ P and x ∈ Xp. We use these projections to define an ideal Je of the generalised
fixed-point algebra T eX by
Je :=
{
b ∈ T eX : lim
F
‖b‖F = 0
}
,
where ‖b‖F := ‖QFe tF∗ (b)QFe ‖LA(X+F ) and the limit is taken over the directed set consisting
of all finite subsets of G. We are now ready to give the definition of strong covariance:
Definition 2.4 ([25], Definition 3.2). We say that a representation ψ : X→ B is strongly
covariant if the induced homomorphism ψ∗ : TX → B vanishes on Je.
The observant reader might be concerned that the strong covariance of a representation
depends on the choice of the group that we are embedding P into. Lemma 3.9 of [25]
shows that there is nothing to worry about: if G and H are groups that contain P as a
subsemigroup, then a representation is strongly covariant with respect to G if and only if
it is strongly covariant with respect to H.
Finally, we are ready to give the definition of the covariance algebra of a product system
and state some of its important properties.
Theorem 2.5 ([25], Theorem 3.10). Let X be a product system over a unital semigroup
P with coefficient algebra A. Suppose that P is embeddable into a group G. Then there
is a C∗-algebra A ×X P , called the covariance algebra of X, and a strongly covariant
representation jX : X→ A×X P such that:
(i) A×X P is generated as a C∗-algebra by the image of jX;
(ii) if ψ : X → B is any strongly covariant representation, then there exists a unique
homomorphism ψ̂ : A×X P → B such that ψ̂ ◦ jX = ψ;
(iii) the homomorphism jXe : A→ A×X P is faithful;
(iv) there is a coaction δ of G on A ×X P such that δ(jXp(x)) = jXp(x) ⊗ iG(p) for
each p ∈ P and x ∈ Xp;
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(v) a homomorphism from A ×X P to a C∗-algebra B is faithful on the generalised
fixed-point algebra (A×X P )δ if and only if it is faithful on jXe(A).
2.4. Quasi-lattice ordered groups and Cuntz–Nica–Pimsner algebras. Imposing
additional structure on the semigroup P allows us to consider representations of X satis-
fying additional constraints.
Recall that a quasi-lattice ordered group (G,P ) consists of a group G and a subsemi-
group P of G such that P ∩ P−1 = {e}, and, with respect to the partial order on G
induced by p ≤ q ⇔ p−1q ∈ P , any two elements p, q ∈ G which have a common upper
bound in P have a least common upper bound in P . It is straightforward to show that if
two elements in G have a least common upper bound in P , then this least common upper
bound is unique. Hence, if it exists, we write p ∨ q for the least common upper bound of
p, q ∈ G. For p, q ∈ G, we write p ∨ q = ∞ if p and q have no common upper bound in
P , and p ∨ q <∞ otherwise. We say that P is directed if p ∨ q <∞ for every p, q ∈ P .
Suppose that (G,P ) is a quasi-lattice ordered group and X is a product system over P
with coefficient algebra A. We say that X is compactly aligned if whenever p, q ∈ P with
p ∨ q <∞, we have that
ιp∨qp (S)ι
p∨q
q (T ) ∈ KA(Xp∨q) for all S ∈ KA(Xp), T ∈ KA(Xq).
It is important to note that this condition does not imply that either ιp∨qp (S) or ι
p∨q
q (T )
is compact.
We say that a representation ψ of a compactly aligned product system X is Nica
covariant if, for any p, q ∈ P and S ∈ KA(Xp), T ∈ KA(Xq), we have
ψ(p)(S)ψ(q)(T ) =
{
ψ(p∨q)
(
ιp∨qp (S)ι
p∨q
q (T )
)
if p ∨ q <∞
0 otherwise.
The Nica–Toeplitz algebra of a compactly aligned product system X, which we denote
by NT X, is the universal C∗-algebra for Nica covariant representations of X. Denoting
the universal Nica covariant representation of X by iX, it follows from the Hewitt–Cohen–
Blanchard factorisation theorem that
NT X = span {iX(x)iX(y)∗ : x, y ∈ X} .
In addition to Nica covariance, we can ask that a representation of a compactly aligned
product system satisfies an additional constraint called Cuntz–Pimsner covariance. For-
mulating this additional covariance relation requires some additional background material
and notation, which we now present.
For p ∈ P , define an ideal Ip C A by
Ip :=
{⋂
e<r≤p ker(φr) if p 6= e
A if p = e.
We use these ideals to define another Hilbert A-bimodule
X˜p :=
⊕
e≤r≤p
Xr · Ir−1p.
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For s ∈ P \ {e}, there exists a homomorphism ι˜ ps : LA(Xs)→ LA(X˜p) such that
ι˜ ps (T ) =
( ⊕
s≤r≤p
ιrs(T )|Xr·Ir−1p
)
⊕
( ⊕
s 6≤r≤p
0Xr·Ir−1p
)
for T ∈ LA(Xs).
We also define a homomorphism ι˜ pe : A
∼= KA(Xe)→ LA(X˜p) by
ι˜ pe (a) =
⊕
e≤r≤p
φr(a).
We say that X is φ˜-injective if, for each p ∈ P , the homomorphism ι˜ pe is injective. This
technical condition is often automatic — as shown in [27, Lemma 3.15], a compactly
aligned product system X over a quasi-lattice ordered group (G,P ) is φ˜-injective if φp is
injective for each p ∈ P or (G,P ) satisfies the following property:
(2.1)
If S ⊆ P is nonempty and there exists q ∈ P such that p ≤ q for all p ∈ S,
then there exists p ∈ S such that p 6≤ p′ for all p′ ∈ S \ {p}.
Before, we can discuss Cuntz–Pimsner covariance, we require one last definition. Given
a quasi-lattice ordered group (G,P ), we say that a predicate statement P(p) (where
p ∈ P ) is true for large p if, given any r ∈ P , there exists q ≥ r, such that P(p) is true
whenever p ≥ q.
Finally, we are ready to present the definition of Cuntz–Pimsner covariance originally
formulated by Sims and Yeend [27, Definition 3.9]. As in [27] we give a definition only
in the situation where X is φ˜-injective. We say that a representation ψ : X → B is
Cuntz–Pimsner covariant if, for any finite set F ⊆ P and any choice of compact operators
{Ts ∈ KA (Xs) : s ∈ F}, we have that∑
s∈F
ι˜ ps (Tp) = 0 for large p ⇒
∑
s∈F
ψ(s)(Ts) = 0.
We say that a representation is Cuntz–Nica–Pimsner covariant if it is both Nica co-
variant and Cuntz–Pimsner covariant. The Cuntz–Nica–Pimsner algebra of a compactly
aligned φ˜-injective product system X, which we denote by NOX, is the universal C∗-
algebra for Cuntz–Nica–Pimsner covariant representations of X.
In general, the relationship between the notions of Nica covariance, Cuntz–Pimsner
covariance, and strong covariance is quite subtle. Indeed, given a compactly aligned φ˜-
injective product system over a quasi-lattice ordered group, the associated Cuntz–Nica–
Pimsner algebra and covariance algebra need not coincide. However, as shown in [25,
Proposition 4.6], if X is a compactly aligned φ˜-injective product system over a quasi-
lattice ordered group (G,P ) with coefficient algebra A and either φp is injective for each
p ∈ P , or P is directed, then NOX and A×X P are canonically isomorphic.
2.5. Groupoids and their C∗-algebras. A groupoid G is a small category in which
every morphism is invertible. We define maps r, s : G → G, called the range and source
maps, by r(γ) := γγ−1 and s(γ) := γ−1γ. We define the unit space of G as G(0) := r(G) =
s(G). A pair γ, µ ∈ G is composable if and only if s(γ) = r(µ), and in this case γµ ∈ G.
We write G(2) := {(γ, µ) ∈ G × G : s(γ) = r(µ)} for the collection of all composable pairs
in G.
A topological groupoid is a groupoid equipped with a topology such that the inversion
and composition maps are continuous (using the subspace topology on G(2) inherited from
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the product topology on G × G). For our purposes we will only consider the situation
where the topology is second-countable, locally compact, and Hausdorff. We say that a
topological groupoid is e´tale if the range map (or equivalently the source map) is a local
homeomorphism. In particular, the range and source maps in an e´tale groupoid are open
maps. An open bisection of G is an open subset U ⊆ G such that the restrictions r|U , s|U
are homeomorphisms onto open subsets of G(0). It follows that G is e´tale if and only if
there exists a basis for the topology consisting of precompact (i.e. compact closure) open
bisections. Note that for precompact open bisections U and V , the product
UV = {γµ : γ ∈ U, µ ∈ V, s(γ) = r(µ)}
is also a precompact open bisection.
Given a second-countable locally compact Hausdorff e´tale groupoid G, we define the
reduced groupoid C∗-algebra of G to be a completion of the space Cc(G) of complex valued
compactly supported functions on G, which we describe briefly below. Notationally, if U
is a precompact open bisection, then we will view Cc(U) as a subset of Cc(G) by extending
functions to take value 0 outside of U .
Since G is e´tale, r−1(u) and s−1(u) are discrete for any u ∈ G(0). Thus, if f ∈ Cc(G)
and u ∈ G(0), then supp(f) ∩ r−1(u) is finite. Consequently, we can define a convolution
product and involution on Cc(G) by
(fg)(γ) :=
∑
α∈G:
r(α)=r(γ)
f(α)g(α−1γ) and f ∗(γ) := f(γ−1)
for each f, g ∈ Cc(G) and γ ∈ G. These operations give Cc(G) the structure of a ∗-algebra.
Given u ∈ G(0), there exists a representation piu : Cc(G)→ B(`2(s−1(u))) such that(
piu(f)(ξ)
)
(γ) :=
∑
α∈G:
r(α)=r(γ)
f(α)ξ(α−1γ)
for each f ∈ Cc(G), ξ ∈ `2(s−1(u)), and γ ∈ s−1(u). We define the reduced groupoid
C∗-algebra of G, denoted by C∗r (G), to be the completion of Cc(G) in the norm
‖f‖r := sup
{‖piu(f)‖B(`2(s−1(u))) : u ∈ G(0)}.
3. Constructing the product system
Suppose we have the following setup:
• G is a second-countable locally compact Hausdorff e´tale groupoid;
• G is a group (equipped with the discrete topology) with unit e, and P ⊆ G is a
unital subsemigroup;
• c : G → G is a continuous cocycle.
For each g ∈ G, we write Gg := c−1(g). Since c is a cocycle, we have that G(0) ⊆ Ge.
As c is continuous and G has the discrete topology, each Gg is a clopen second-countable
locally compact Hausdorff subspace of G. Since Ge is also closed under multiplication and
taking inverses, it forms an e´tale subgroupoid of G.
The goal of this paper is to find conditions on the groupoid G and the cocycle c such
that the reduced groupoid C∗-algebra C∗r (G) may be realised as the covariance algebra
of a product system over the semigroup P with coefficient algebra C∗r (Ge). The situation
when G = Z was investigated by Rennie, Robertson, and Sims in [24], and our results
GROUPOID ALGEBRAS AS COVARIANCE ALGEBRAS 11
generalise theirs. By [25, Theorem 3.10(C3)], a necessary condition is that C∗r (G) contains
a faithful copy of C∗r (Ge).
Lemma 3.1 ([24], Lemma 3). Let Ae denote the completion of Cc(Ge) = {f ∈ Cc(G) :
supp(f) ⊆ Ge} in C∗r (G). Then there exists an isomorphism Ie : C∗r (Ge)→ Ae that extends
the identity map on Cc(Ge).
We will frequently use the homomorphism Ie to identify C
∗
r (Ge) with its image in C∗r (G).
We define the fibres of our product system to be certain closed subspaces of C∗r (G). Before
we give the definition of the fibres (and show that each has the structure of Hilbert C∗r (Ge)-
bimodule), we state the following standard lemma. The proof is straightforward.
Lemma 3.2. For each f, g ∈ Cc(G), supp(fg) ⊆ supp(f)supp(g).
Proposition 3.3. For each p ∈ P \ {e}, let X(G)p denote the completion of Cc(Gp) =
{f ∈ Cc(G) : supp(f) ⊆ Gp} in C∗r (G). Then
(i) X(G)p ∩X(G)q = {0} for p 6= q; and
(ii) X(G)p is a Hilbert C∗r (Ge)-module with right action and inner product given by
(3.1) ξ · b = ξIe(b) and 〈ξ, η〉pC∗r (Ge) = I
−1
e (ξ
∗η) for ξ, η ∈ X(G)p and b ∈ C∗r (Ge).
The norm on X(G)p induced by the inner product 〈·, ·〉pC∗r (Ge) agrees
with the norm on C∗r (G). Furthermore, there exists a ∗-homomorphism
φp : C
∗
r (Ge)→ LC∗r (Ge)(X(G)p) such that
(3.2) φp(b)(ξ) = Ie(b)ξ for ξ ∈ X(G)p and b ∈ C∗r (Ge),
giving X(G)p the structure of a Hilbert C∗r (Ge)-bimodule.
Proof. To prove (i), we use the continuous, injective, linear map
j : C∗r (G)→ C0(G),
which is defined using the left-regular representation (see [26, Proposition 3.3.3], for ex-
ample). We also use that j restricts to the identity map on Cc(G). Fix a ∈ X(G)p∩X(G)q
with p 6= q. Then there exist sequences {fn} ⊆ Cc(Gp) and {gn} ⊆ Cc(Gq) that converge
to a in C∗r (G). By continuity of j, both sequences converge to the function j(a) (with re-
spect to the uniform norm) in C0(G). By way of contradiction, suppose that a is nonzero.
Then the injectivity and linearity of j implies that j(a) is a nonzero function. So there
exists γ ∈ G such that j(a)(γ) 6= 0. Thus, fn(γ) and gn(γ) are eventually nonzero and
hence γ ∈ Gp ∩ Gq, which is a contradiction.
For (ii), it follows from Lemma 3.2 that if p, q ∈ G and f, g ∈ Cc(G) with supp(f) ⊆ Gp
and supp(g) ⊆ Gq, then fg ∈ Cc(G) and supp(fg) ⊆ GpGq ⊆ Gpq (because c is a cocycle).
Hence,
Cc(Gp)Cc(Gq) ⊆ Cc(Gpq) for each p, q ∈ G.
In particular
Cc(Ge)Cc(Gp)Cc(Ge) ⊆ Cc(Gp) for each p ∈ P .
By continuity, it follows that if a, b ∈ C∗r (Ge) and ξ ∈ X(G)p , then Ie(a)ξIe(b) ∈ X(G)p.
It is also routine to show that Cc(Gp)∗ = Cc(Gp−1) for each p ∈ G. This follows from
the definition of the involution on Cc(G) and the fact that c is a cocycle: f ∗(γ) = f(γ−1)
and c(γ−1) = c(γ)−1 for each f ∈ Cc(G) and each γ ∈ G. Thus,
Cc(Gp)∗Cc(Gp) = Cc(G−p)Cc(Gp) ⊆ Cc(Ge) for each p ∈ P .
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By continuity, it follows that if ξ, η ∈ X(G)p , then ξ∗η ∈ Ie(C∗r (Ge)).
Since Ie is injective, it follows from the previous calculations and [18, Lemma 3.2(1)]
that X(G)p is a Hilbert C∗r (Ge)-module with right action and inner product given by
(3.1). Moreover, [18, Lemma 3.2(2)] implies that for each b ∈ C∗r (Ge), the map φp(b)
defined by (3.2) is adjointable. Since Ie is a ∗-homomorphism, it follows that φp is also a
∗-homomorphism. 
We want to show that the collection of Hilbert C∗r (Ge)-bimodules {X(G)p : p ∈ P \{e}}
given by Proposition 3.3 gives a product system over P with coefficient algebra C∗r (Ge). To
do this we will show that the multiplication of X(G)p and X(G)q in C∗r (G) gives a Hilbert
C∗r (Ge)-bimodule isomorphism with X(G)pq (for p, q ∈ P \ {e}). As we shall see, this map
is always inner-product preserving (and hence injective), but need not be surjective in
general. As such, we place an additional constraint on the cocycle c:
• if γ ∈ Gpq for some p, q ∈ P , then there exist composable γ′ ∈ Gp and γ′′ ∈ Gq such
that γ = γ′γ′′.
We call a cocycle satisfying this additional property unperforated. Note: if P ⊆ c(r−1(u))
for each u ∈ G(0) (this is almost saying that c is strongly surjective), then c is automatically
unperforated. (To see this observe that if γ ∈ Gpq, then p ∈ c(r−1(r(γ))). If we choose
γ′ ∈ r−1(r(γ)) such that c(γ′) = p and let γ′′ := γ′−1γ, then we get what we need.)
In order to show that the multiplication map from X(G)p×X(G)q to X(G)pq is surjective,
we need the following preliminary result. It is a generalisation of [24, Lemma 7].
Lemma 3.4. Suppose c is an unperforated cocycle. Then for each p, q ∈ P , the space
span{gh : g ∈ Cc(Gp), h ∈ Cc(Gq)} is dense in Cc(Gpq) in both the uniform norm and the
bimodule norm from Proposition 3.3.
Proof. Using an argument similar to [6, Lemma 3.10], we see that for each r ∈ P , Cc(Gr)
is equal to the span of functions f ∈ Cc(Gr) such that the support of f is contained in a
precompact open bisection. So to prove the lemma it suffices to show that if U ⊆ Gpq is
a a fixed precompact open bisection, then
S := span{gh : g ∈ Cc(Gp), h ∈ Cc(Gq) with supp(gh) ⊆ U}
is dense in
T := {f ∈ Cc(Gpq) : supp(f) ⊆ U}.
In T , the uniform norm and the bimodule norm (which is just the restriction of the
norm on C∗r (G)) coincide by [26, Corollary 3.3.4]. Thus, it is enough to show that S is
dense in T in the uniform norm. We do so using the Stone–Weierstrass theorem: for
distinct x, y ∈ Gpq ∩ U we find functions fp ∈ Cc(Gp) and fq ∈ Cc(Gq) such that fpfq ∈ S,
(fpfq)(x) = 1, and (fpfq)(y) = 0 (this shows that S separates points in T and vanishes
nowhere).
Since c is unperforated, we can choose xp ∈ Gp and xq ∈ Gq such that x = xpxq. Then
since G has a basis of precompact open bisections, we can find precompact open bisections
Uq ⊆ Gq containing xq and Up ⊆ Gp containing xp. Since multiplication in G is continuous,
we can arrange it so that UpUq ⊆ U by taking intersections. Further, if s(x) 6= s(y) then
using the Hausdorff property in G(0), we can arrange it so that s(y) 6∈ s(Uq) by taking an
intersection again.
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We claim that y 6∈ UpUq. First, suppose that s(x) = s(y). Since x 6= y and s|UpUq is
injective, we see that y 6∈ UpUq. Otherwise, if s(x) 6= s(y), then s(y) 6∈ s(Uq) by our choice
of Uq. Since s(UpUq) ⊆ s(Uq), we see that y 6∈ UpUq proving the claim.
Since G is locally compact and Hausdorff, it is completely regular, and we can separate
closed sets from points in their complements with continuous functions (in fact G is normal
because it is second-countable, and so we can separate disjoint closed sets with continuous
functions). Since xp and xq are contained in the open sets Up and Uq respectively, we can
find continuous functions fp, fq : G → [0, 1] such fp(xp) = 1, fq(xq) = 1 and fp|G\Up ≡ 0,
fq|G\Uq ≡ 0. Since Up and Uq are precompact, fp ∈ Cc(Up) ⊆ Cc(Gp) and fq ∈ Cc(Uq) ⊆
Cc(Gq). We also have supp(fpfq) ⊆ U by Lemma 3.2. It remains to show that (fpfq)(x) =
1 and (fpfq)(y) = 0. We have
(fpfq)(x) = (fpfq)(xpxq) =
∑
α∈G:
r(α)=r(xpxq)
fp(α)fq(α
−1xpxq).
Clearly, r(xp) = r(xpxq), and fp(xp)fq(x
−1
p xpxq) = fp(xp)fq(xq) = 1. If α ∈ G with
r(α) = r(xpxq), then r(α) = r(xp). If α 6∈ Up then fp(α) = 0 since supp(fp) ⊆ Up. On
the other hand, if α ∈ Up, then α = xp because r|Up is injective. Thus, (fpfq)(x) = 1.
By Lemma 3.2, supp(fpfq) ⊆ supp(fp)supp(fq) ⊆ UpUq , and so (fpfq)(y) = 0 because
y 6∈ UpUq. 
Proposition 3.5. For each p, q ∈ P \ {e}, there exists a C∗r (Ge)-linear inner-product
preserving map Mp,q : X(G)p ⊗C∗r (Ge) X(G)q → X(G)pq such that
Mp,q(ξ ⊗C∗r (Ge) η) = ξη for ξ ∈ X(G)p and η ∈ X(G)q
(where the multiplication on the right-hand side is occurring in C∗r (G)). The maps {Mp,q :
p, q ∈ P \ {e}} are surjective if and only if c is an unperforated cocycle.
Proof. We have already seen that Cc(Gp)Cc(Gq) ⊆ Cc(Gpq) for each p, q ∈ P . Next observe
that if f, h ∈ Cc(Gp) and g, k ∈ Cc(Gq), then
〈f ⊗C∗r (Ge) g, h⊗C∗r (Ge) k〉 = 〈g, 〈f, h〉C∗r (Ge) · k〉C∗r (Ge) = I−1e ((fg)∗hk) = 〈fg, hk〉pqC∗r (Ge).
It follows by linearity and continuity, that there exists an inner-product preserving map
Mp,q : X(G)p⊗C∗r (Ge) X(G)q → X(G)pq such that Mp,q(ξ⊗C∗r (Ge) η) = ξη for each ξ ∈ X(G)p
and η ∈ X(G)q. Clearly, Mp,q is left and right C∗r (Ge)-linear.
It remains to show that Mp,q is surjective for each p, q ∈ P \ {e} if and only if c is
unperforated. Firstly, suppose that c is unperforated. By continuity, to show that Mp,q is
surjective it suffices to show that Cc(Gpq) is contained in the range of Mp,q. This follows
from the fact that Mp,q is linear and isometric, and span{gh : g ∈ Cc(Gp), h ∈ Cc(Gq)} is
dense in Cc(Gpq) by Lemma 3.4.
Conversely, suppose that Mp,q is surjective for each p, q ∈ P \ {e}. Let p, q ∈ P and
suppose that γ ∈ Gpq. If p = e, then γ = r(γ)γ ∈ GpGq. Similarly, if q = e, then
γ = γs(γ) ∈ GpGq. Hence, we need only worry about the situation when p, q 6= e. Choose
a precompact open bisection U ⊆ Gpq containing γ, and f ∈ Cc(U) ⊆ Cc(Gpq) ⊆ X(G)pq
such that f(γ) = 1. Since Mp,q is surjective, we have that f = limi→∞
∑ni
ji=1
gjihji for
some choice of gji ∈ Cc(Gp) and hji ∈ Cc(Gq). Since f(γ) = 1, there must exist some ji
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such that
0 6= (gjihji)(γ) =
∑
α∈G:
r(α)=r(γ)
gji(α)hji(α
−1γ).
Hence, there exists α ∈ G with r(α) = r(γ) such that α ∈ supp(gji) ⊆ Gp and α−1γ ∈
supp(hji) ⊆ Gq. Thus, γ = α(α−1γ) ∈ GpGq, and we conclude that c is unperforated. 
Proposition 3.5 shows that if we let X(G)e := C∗r (Ge)C∗r (Ge)C∗r (Ge) (which we will identify
with Ae ⊆ C∗r (G) via Ie), then X(G) :=
⊔
p∈P X(G)p equipped with the multiplication
inherited from C∗r (G) is a product system over P with coefficient algebra C∗r (Ge).
4. Groupoid C∗-algebras as covariance algebras
Let X(G) be the product system over P with coefficient algebra C∗r (Ge) constructed in
Section 3. For simplicity, we identify C∗r (Ge) with Ie(C∗r (Ge)) ⊆ C∗r (G). Our ultimate goal
is to determine when the inclusion map I : X(G)→ C∗r (G) induces an isomorphism from
C∗r (Ge)×X(G) P to C∗r (G).
We begin by finding necessary and sufficient conditions for the inclusion of X(G) in
C∗r (G) to be a strongly covariant representation. Routine calculations show that I is
always a representation, and so we just need to worry about strong covariance. We will
shortly show that I is strongly covariant if and only if G satisfies the following condition:
for an odd integer n ≥ 1 and p, p1 . . . , pn ∈ P ,
(4.1) r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn) ⊆
⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm).
The closure operation in (4.1) plays two key roles. Firstly, the range map is in general
not a closed map (it is always an open map however). Hence, despite each Gm being closed,
r(Gm) need not be closed. Secondly, the set pP ∩ p1p−12 · · · p−1n−1pnP need not be finite,
and so even if we knew that each r(Gm) was closed, there would be no guarantee that⋃
m∈pP∩p1p−12 ···p−1n−1pnP r(Gm) was also closed. We point out that in certain situations the
union in (4.1) can be replaced by a finite union. For example, if (G,P ) is a quasi-lattice
ordered group, then for p, p1 . . . , pn ∈ P , we have
pP ∩ p1p−12 · · · p−1n−1pnP =
{
(p ∨ p1p−12 · · · p−1n−1pn)P if p ∨ p1p−12 · · · p−1n−1pn <∞
∅ otherwise,
and so it follows that⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm) =
{
r(Gp∨p1p−12 ···p−1n−1pn) if p ∨ p1p
−1
2 · · · p−1n−1pn <∞
∅ otherwise
because c is unperforated.
The following result shows that in situations where the closure operation is not required
to get the containment in (4.1) (for example, see Example 6.2), we have less to check.
Lemma 4.1. The following conditions are equivalent
(4.2) r(Gp) ∩ r(Gq) ⊆
⋃
m∈pP∩qP
r(Gm) for all p, q ∈ P ,
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(4.3)
r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn) ⊆
⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm)
for all n ≥ 1 odd and p, p1, . . . , pn ∈ P .
Proof. Clearly, (4.3) implies (4.2). Suppose that G satisfies (4.2). To prove that (4.3)
holds, we will use induction on n. If n = 1, then (4.3) is just (4.2) and so there is nothing to
prove. Now suppose that (4.3) holds for some odd n ≥ 1. Fix p, p1, . . . pn, pn+1, pn+2 ∈ P ,
and suppose that z ∈ r(Gp)∩ r(Gp1G−1p2 · · · G−1pn−1GpnG−1pn+1Gpn+2). Hence, there exist y ∈ Gp,
w ∈ Gp1G−1p2 · · · G−1pn−1Gpn , u ∈ Gpn+1 , and v ∈ Gpn+2 such that z = r(y) = r(wu−1v). Then
z = r(y) = r(w) ∈ r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn) and r(u) = r(v) ∈ r(Gpn+1) ∩ r(Gpn+2).
The inductive hypothesis says that there exists m ∈ pP ∩ p1p−12 · · · p−1n−1pnP and α ∈ Gm
such that z = r(α). Similarly, there exists n ∈ pn+1P ∩ pn+2P and β ∈ Gn such that
r(u) = r(β). Then s(w) = r(w−1α) = r(u−1β) ∈ r(G(p1p−12 ···p−1n−1pn)−1m) ∩ r(Gp−1n+1n), and
so (4.2) tells us that there exists r ∈ (p1p−12 · · · p−1n−1pn)−1mP ∩ p−1n+1nP and γ ∈ Gr
such that s(w) = r(γ). Since z = r(wγ) ∈ r(Gp1p−12 ···p−1n−1pnr) and p1p
−1
2 · · · p−1n−1pnr ∈
pP ∩ p1p−12 · · · p−1n−1pnp−1n+1pn+2P , we conclude that (4.3) holds for arbitrary odd n. 
Before proving that (4.1) is necessary and sufficient for the inclusion map to be strongly
covariant, we need a couple of preliminary results. The first is just a simple restatement
of condition (4.1) that is easier to work with.
Lemma 4.2. The groupoid G satisfies (4.1) if and only if for all odd n ≥ 1 and
p, p1 . . . , pn ∈ P ,
(4.4) int
(r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)) \ ⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm)
 = ∅.
Proof. We will prove both directions of the lemma by contraposition. Firstly, suppose
that G does not satisfy (4.1). Because r is an open map, it follows that for some choice
of p, p1 . . . , pn ∈ P ,(
r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)
) \ ⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm)
is a nonempty open subset of(
r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)
) \ ⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm).
Thus, (4.4) does not hold.
Now suppose that G does not satisfy (4.4). Choose p, p1 . . . , pn ∈ P and a
nonempty open set U ⊆ (r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)) \ ⋃m∈pP∩p1p−12 ···p−1n−1pnP r(Gm).
Looking for a contradiction, suppose that U 6⊆ (r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)) \⋃
m∈pP∩p1p−12 ···p−1n−1pnP r(Gm). Hence, we can choose x ∈ U and a sequence
(xn)
∞
n=1 ⊆
⋃
m∈pP∩p1p−12 ···p−1n−1pnP r(Gm) such that limn→∞ xn = x. Since U is open,
there exists N ∈ N such that xn ∈ U for all n ≥ N . But this is impossible by the choice
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of U . Thus, ∅ 6= U ⊆ (r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)) \ ⋃m∈pP∩p1p−12 ···p−1n−1pnP r(Gm), and
we conclude that
r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn) 6⊆
⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm).
Thus, G does not satisfy (4.1). 
The second preliminary lemma forms the key part of our argument that I is strongly
covariant when G satisfies (4.1).
Lemma 4.3. For n ≥ 2 even, let p1, . . . , pn ∈ P be such that and p1p−12 · · · pn−1p−1n = e.
For each i ∈ {1, . . . , n}, let ξpi ∈ Cc(Gpi) ⊆ X(G)pi. Suppose that F ⊆ G is finite and
p1p
−1
2 · · · p−1n−2k−2pn−2k−1 ∈ F for each k ∈
{
0, . . . , n−2
2
}
. If G satisfies (4.1), then
(4.5) QFe t
F
∗
(
t˜(ξp1)t˜(ξp2)
∗ · · · t˜(ξpn−1)t˜(ξpn)∗
)
QFe = t
F
e
(
ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn
)
QFe .
Proof. Recall that for any p ∈ P , ξ ∈ X(G)p, and g ∈ G, we have
(4.6) tFp (ξ)Q
F
g = Q
F
pgt
F
p (ξ) and t
F
p (ξ)
∗QFg = Q
F
p−1gt
F
p (ξ)
∗.
Since p1p
−1
2 · · · pn−1p−1n = e, repeatedly applying the two relations in (4.6), we see that
QFe t
F
∗
(
t˜(ξp1)t˜(ξp2)
∗ · · · t˜(ξpn−1)t˜(ξpn)∗
)
= QFe t
F
p1
(ξp1)t
F
p2
(ξp2)
∗ · · · tFpn−1(ξpn−1)tFpn(ξpn)∗
= tFp1(ξp1)t
F
p2
(ξp2)
∗ · · · tFpn−1(ξpn−1)tFpn(ξpn)∗QFpnp−1n−1···p2p−11
= tFp1(ξp1)t
F
p2
(ξp2)
∗ · · · tFpn−1(ξpn−1)tFpn(ξpn)∗QFe .
Hence, for (4.5) to hold, it suffices to verify that
(4.7) tFp1(ξp1)t
F
p2
(ξp2)
∗ · · · tFpn−1(ξpn−1)tFpn(ξpn)∗QFe = tFe
(
ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn
)
QFe .
Let x ∈ X(G)+F , and fix some g ∈ G and p ∈ P . Then(
(tFe
(
ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn
)
QFe x)g
)
p
=
{
ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn
(
xe)p if g = e
0 otherwise.
On the other hand,(
(tFp1(ξp1)t
F
p2
(ξp2)
∗ · · · tFpn−1(ξpn−1)tFpn(ξpn)∗QFe x)g
)
p
=

ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn
(
xe)p if g = e and p ∈ p1p−12 · · · p−1n−2k−2pn−2k−1P
for each k ∈ {0, . . . , n−2
2
}
0 otherwise.
Thus, to establish (4.7) it suffices to show that if p /∈ p1p−12 · · · p−1n−2k−2pn−2k−1P for some
k ∈ {0, . . . , n−2
2
}
, and x ∈ X(G)p · Ip−1(p∨F ), then ξp1ξ∗p2 · · · ξpn−1ξ∗pnx = 0.
Looking for a contradiction, suppose p ∈ P is such that p /∈ p1p−12 · · · p−1n−2k−2pn−2k−1P
for some k ∈ {0, . . . , n−2
2
}
, and x ∈ X(G)p · Ip−1(p∨F ) is such that ξp1ξ∗p2 · · · ξpn−1ξ∗pnx 6= 0.
Hence, there exists some f ∈ Cc(Gp) · Ip−1(p∨F ) such that ξp1ξ∗p2 · · · ξpn−1ξ∗pnf 6= 0. Thus,
supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf) is a nonempty open subset of Gp.
We claim that
(4.8) r(supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf)) ⊆ r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−2k−2Gpn−2k−1).
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Clearly, r(supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf)) ⊆ r(Gp), so we just need to verify that
(4.9) r(supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf)) ⊆ r(Gp1G−1p2 · · · G−1pn−2k−2Gpn−2k−1).
To see this, observe that if z ∈ supp(ξp1ξ∗p2 · · · ξpn−1ξ∗pnf), then
0 6= (ξp1ξ∗p2 · · · ξpn−1ξ∗pnf)(z)
=
∑
α∈G:
r(α)=r(z)
(ξp1ξ
∗
p2
· · · ξ∗pn−2k−2ξpn−2k−1)(α)(ξ∗pn−2kξpn−2k+1 · · · ξpn−1ξ∗pnf)(α−1z).
Hence, there exists α ∈ G with r(α) = r(z) such that α ∈ supp(ξp1ξ∗p2 · · · ξ∗pn−2k−2ξpn−2k−1).
Lemma 3.2 tells us that α ∈ Gp1G−1p2 · · · G−1pn−2k−2Gpn−2k−1 , and so r(z) = r(α) ∈
r(Gp1G−1p2 · · · G−1pn−2k−2Gpn−2k−1). Since z ∈ supp(ξp1ξ∗p2 · · · ξpn−1ξ∗pnf) was arbitrary, we
conclude that (4.9) holds
Next, we show that
(4.10) r(supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf)) ∩
 ⋃
m∈pP∩p1p−12 ···p−1n−2k−2pn−2k−1P
r(Gm)
 = ∅.
Looking for a contradiction, suppose that the intersection in (4.10) is nonempty. Hence,
we can choose m ∈ pP ∩ (p1p−12 · · · p−1n−2k−2pn−2k−1)P , α ∈ supp(ξp1ξ∗p2 · · · ξpn−1ξ∗pnf), and
β ∈ Gm such that r(α) = r(β). Let B ⊆ Gp−1m be a precompact open bisection containing
α−1β. Choose a continuous function τ : G → [0, 1] such that τ(α−1β) = 1 and τ |G\B ≡ 0.
Then τ ∈ Cc(B) ⊆ Cc(Gp−1m) ⊆ X(G)p−1m. Recall that f ∈ Cc(Gp) · Ip−1(p∨F ), and so
ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf ∈ X(G)p · Ip−1(p∨F ). Now because p1p−12 · · · p−1n−2k−2pn−2k−1 ∈ F (one of
the hypotheses of the lemma) and p 6∈ p1p−12 · · · p−1n−2k−2pn−2k−1P , Lemma 2.3 thus tells us
that ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnfτ = 0. But this is impossible, because
(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnfτ)(β) = (ξp1ξ∗p2 · · · ξpn−1ξ∗pnf)(α) 6= 0
by construction. Thus, we conclude that (4.10) holds.
Combining (4.8) and (4.10), we see that
r(supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf))
⊆
(
r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−2k−2Gpn−2k−1)
)
\
⋃
m∈pP∩p1p−12 ···p−1n−2k−2pn−2k−1P
r(Gm).
Since r(supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pnf)) is nonempty and open (recall r is a local homeomor-
phism, and so an open map), we see that
int
(r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−2k−2Gpn−2k−1)) \ ⋃
m∈pP∩p1p−12 ···p−1n−2k−2pn−2k−1P
r(Gm)
 6= ∅.
However, in light of Lemma 4.2, this is impossible because G satisfies (4.1).
Hence, we conclude that if p /∈ p1p−12 · · · p−1n−2k−2pn−2k−1P for some k ∈
{
0, . . . , n−2
2
}
,
and x ∈ X(G)p · Ip−1(p∨F ), then ξp1ξ∗p2 · · · ξpn−1ξ∗pnx = 0. Thus, (4.7) holds, which proves
the lemma. 
Finally, we are ready to show that (4.1) is necessary and sufficient for the inclusion map
to be strongly covariant.
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Proposition 4.4. The inclusion map I : X(G) → C∗r (G) is a strongly covariant repre-
sentation if and only if (4.1) holds.
Proof. Firstly, suppose that (4.1) holds. Let b ∈ Je, i.e. b ∈ T eX(G) and limF ‖b‖F = 0
(where F ranges over the directed set determined by all finite subsets of G). Recall
that ‖b‖F := ‖QFe tF∗ (b)QFe ‖LA(X(G)+F ). Write I∗ : TX(G) → C
∗
r (G) for the homomorphism
induced by the representation I. In order for I to be strongly covariant, we must show
that I∗(b) = 0.
Let ε > 0. Since b ∈ T eX(G), we can choose N ∈ N, nj ∈ N for j ∈ {1, . . . N}, pji ∈ P
for each j ∈ {1, . . . N} and i ∈ {1, . . . , nj} such that pj1(pj2)−1 · · · pjnj−1(pjnj)−1 = e, and
ξpji
∈ Cc(Gpji ) for each j ∈ {1, . . . N} and i ∈ {1, . . . , nj} such that∥∥∥b− N∑
j=1
t˜
(
ξpj1
)
t˜
(
ξpj2
)∗ · · · t˜(ξpjnj−1)t˜(ξpjnj )∗∥∥∥TX(G) < ε.
For simplicity, we write b′ :=
∑N
j=1 t˜
(
ξpj1
)
t˜
(
ξpj2
)∗ · · · t˜(ξpjnj−1)t˜(ξpjnj )∗.
Next choose a finite set F ⊆ G such that if F ′ ⊆ G is finite and F ⊆ F ′, then ‖b‖F ′ < ε.
For any such F ′, we have
(4.11)
‖b′‖F ′ = ‖QF ′e tF∗ (b′ − b+ b)QF
′
e ‖LA(X(G)+F )
≤ ‖QF ′e tF
′
∗ (b
′ − b)QF ′e ‖LA(X(G)+F ) + ‖Q
F ′
e t
F ′
∗ (b)Q
F ′
e ‖LA(X(G)+F )
≤ ‖tF ′∗ (b′ − b)‖LA(X(G)+F ) + ‖Q
F ′
e t
F ′
∗ (b)Q
F ′
e ‖LA(X(G)+F ) since Q
F ′
e is a projection
≤ ‖b′ − b‖TX(G) + ‖QF
′
e t
F ′
∗ (b)Q
F ′
e ‖LA(X(G)+F ) since t
F ′
∗ is a representation of TX(G)
= ‖b′ − b‖TX(G) + ‖b‖F ′
< 2ε.
By Lemma 4.3 we can choose a finite set F ′ ⊆ G with F ⊆ F ′ such that
(4.12) QF
′
e t
F
∗ (b
′)QF
′
e = t
F ′
e
( N∑
j=1
ξpj1
ξ∗
pj2
· · · ξpjnj−1ξ
∗
pjnj
)
QF
′
e .
Combining (4.11) and (4.12), and using the fact that C∗r (Ge) acts faithfully on X(G)F ′
(see the proof of [25, Proposition 3.5]) for the second equality, we have that
‖I∗(b′)‖C∗r (G) =
∥∥∥ N∑
j=1
ξpj1
ξ∗
pj2
· · · ξpjnj−1ξ
∗
pjnj
∥∥∥
C∗r (G)
=
∥∥∥tF ′e ( N∑
j=1
ξpj1
ξ∗
pj2
· · · ξpjnj−1ξ
∗
pjnj
)
QF
′
e
∥∥∥
LA(X(G)+F )
= ‖QF ′e tF∗ (b′)QF
′
e ‖LA(X(G)+F )
= ‖b′‖F ′
< 2ε.
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Thus,
‖I∗(b)‖C∗r (G) ≤ ‖I∗(b− b′)‖C∗r (G) + ‖I∗(b′)‖C∗r (G) ≤ ‖b− b′‖TX(G) + ‖I∗(b′)‖C∗r (G) < 3ε.
Since ε > 0 was arbitrary, we conclude that I∗(b) = 0 as required. Thus, I is strongly
covariant.
Now we prove the converse by contraposition. Suppose that (4.1) does not hold. By
Lemma 4.2, we can choose n ≥ 1 odd, p, p1 . . . , pn ∈ P , and a nonempty open set
U ⊆ (r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)) \ ⋃m∈pP∩p1p−12 ···p−1n−1pnP r(Gm). Choose y ∈ Gp and
zi ∈ Gpi such that r(y) = r(z1z−12 · · · z−1n−1zn) ∈ U . Choose a precompact open bisection
V ⊆ r−1(U) ∩ Gp that contains y, and construct f ∈ Cc(V ) ⊆ Cc(Gp) such that f(y) = 1.
Also choose precompact open bisections Vi ⊆ Gpi such that zi ∈ Vi, and construct fi ∈
Cc(Vi) ⊆ Cc(Gpi) such that fi(zi) = 1. Let
b := t˜(f)t˜(f)∗t˜(f1)t˜(f2)∗ · · · t˜(fn−1)∗t˜(fn)t˜(fn)∗t˜(fn−1) · · · t˜(f2)t˜(f1)∗.
We claim that b ∈ Je. Firstly, using [25, Lemma 2.2], it is easy to see that b ∈ T eX(G).
Thus, it remains to show that limF ‖b‖F = 0 (taking the limit over all finite subsets of
G). Let F ⊆ G be finite. Looking for a contradiction, suppose that tF∗ (b)QFe 6= 0. Thus,
there exists q ∈ pP ∩ p1p−12 · · · p−1n−1pnP and τ ∈ Cc(Gq) such that
ff ∗f1f ∗2 · · · f ∗n−1fnf ∗nfn−1 · · · f2f ∗1 τ 6= 0.
Using Lemma 3.2, we see that
r(supp(ff ∗f1f ∗2 · · · f ∗n−1fnf ∗nfn−1 · · · f2f ∗1 τ)) ⊆ r(V ) ∩ r(Gq),
and so r(V ) ∩ r(Gq) is nonempty. On the other hand,
r(V ) ⊆ U ⊆ (r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn)) \ ⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm)
by our choice of V and U . Hence we have our contradiction, and we con-
clude that tF∗ (b)Q
F
e = 0 for any finite subset F ⊆ G. Thus, limF ‖b‖F =
limF ‖QFe tF∗ (b)QFe ‖LA(X(G)+F ) = 0, and so b ∈ Je as claimed.
Finally, observe that
I∗(b) = ff ∗f1f ∗2 · · · f ∗n−1fnf ∗nfn−1 · · · f2f ∗1 ,
which is nonzero because
(ff ∗f1f ∗2 · · · f ∗n−1fnf ∗nfn−1 · · · f2f ∗1 )(r(y)) = 1
by construction. Thus, I∗ does not vanish on Je, and so I is not strongly covariant. 
When the inclusion map I : X(G) → C∗r (G) is a strongly covariant representation, we
get a homomorphism Î : C∗r (Ge) ×X(G) P → C∗r (G) such that Î(jX(G)p(x)) = x for each
p ∈ P and x ∈ X(G)p. We now need to determine when Î is an isomorphism. Firstly, we
find necessary and sufficient conditions for Î to be surjective.
Proposition 4.5. The homomorphism Î : C∗r (Ge) ×X(G) P → C∗r (G) is surjective if and
only if c−1(P ) generates G as a groupoid.
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Proof. Firstly, suppose that Î is surjective. Since every element of C∗r (Ge)×X(G) P can be
approximated by sums of elements of the form
jX(G)p1 (ξp1)jX(G)p2 (ξp2)
∗ · · · jX(G)pn−1 (ξpn−1)jX(G)pn (ξpn)∗
where pi ∈ P and ξpi ∈ Cc(Gpi), whilst Î(jX(G)p(ξ)) = ξ for each p ∈ P and ξ ∈ Cc(Gp),
we see that every element of C∗r (G) can be approximated by sums of elements of the form
ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn
where pi ∈ P and ξpi ∈ Cc(Gpi). Thus, if γ ∈ G, then there exist pi ∈ P and ξpi ∈ Cc(Gpi)
such that
(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn)(γ) 6= 0.
By Lemma 3.2, it follows that
γ ∈ supp(ξp1)supp(ξ∗p2) · · · supp(ξpn−1)supp(ξ∗pn) ⊆ Gp1G−1p2 · · · Gpn−1G−1pn .
Thus, γ belongs to the groupoid generated by c−1(P ). Since γ ∈ G was arbitrary, we
conclude that c−1(P ) generates G as a groupoid.
Conversely, suppose that c−1(P ) generates G as a groupoid. Since
Î
(
C∗r (Ge)×X(G) P
)
= span{ξp1ξ∗p2 · · · ξpn−1ξ∗pn : pi ∈ P, ξpi ∈ Cc(Gpi)}
and Cc(G) is dense in C∗r (G), in order to show that Î is surjective, we need only show
that span{ξp1ξ∗p2 · · · ξpn−1ξ∗pn : pi ∈ P, ξpi ∈ Cc(Gpi)} is dense in Cc(G). Like the proof of
Lemma 3.4, it suffices to show uniform density for functions supported on a precompact
open bisection U ⊆ G. We show that if x, y ∈ U are distinct, then there exist pi ∈ P
and ξpi ∈ Cc(Gpi) such that supp(ξp1ξ∗p2 · · · ξpn−1ξ∗pn) ⊆ U , (ξp1ξ∗p2 · · · ξpn−1ξ∗pn)(x) = 1 and
(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn)(y) = 0. Density will then follow by applying the Stone–Weierstrass
Theorem.
Since c−1(P ) generates G as a groupoid and P is a semigroup, there exist pi ∈ P
and xi ∈ Gpi such that x = x1x−12 . . . xn−1x−1n . As in Lemma 3.4, we can choose
precompact open bisections Ui ⊆ Gpi with xi ∈ Ui such that U1U−12 · · ·Un−1U−1n ⊆ U and
if s(x) 6= s(y), then s(y) 6∈ s(U−1n ). Next choose continuous functions ξpi : Gpi → [0, 1]
such that ξpi(xi) = 1 and ξpi |Gpi\Ui ≡ 0. Thus, ξpi ∈ Cc(Ui) ⊆ Cc(Gpi). We
have that supp(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn) ⊆ U by Lemma 3.2. One can then check that
(ξp1ξ
∗
p2
· · · ξpn−1ξ∗pn)(x) = 1 and (ξp1ξ∗p2 · · · ξpn−1ξ∗pn)(y) = 0 as required. 
With the additional assumption that the group G is amenable, it is routine to verify
that Î is injective. Recall that a coaction η of a group H on a C∗-algebra C is said to
be normal if (idC ⊗ λH) ◦ η is injective (where λH : C∗(H) → C∗r (H) is the left regular
representation). Observe that if H is amenable, then every coaction of H is normal
because λH is an isomorphism.
Theorem 4.6. Suppose that G is an amenable group. Then the inclusion of X(G) in
C∗r (G) induces an isomorphism from C∗r (Ge) ×X(G) P to C∗r (G) if and only if G satisfies
(4.1) and c−1(P ) generates G as a groupoid.
Proof. It follows from Proposition 4.4 and Proposition 4.5 that the inclusion of X(G) in
C∗r (G) induces a surjective homomorphism from C∗r (Ge)×X(G) P to C∗r (G) if and only if G
satisfies (4.1) and c−1(P ) generates G as a groupoid.
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Thus, to complete the proof, it remains to show that if G is amenable, and G sat-
isfies (4.1) and c−1(P ) generates G as a groupoid, then the induced homomorphism
Î : C∗r (Ge) ×X(G) P → C∗r (G) is injective. To do this we will use the abstract unique-
ness theorem given by [10, Corollary A.3]. Firstly, observe that Î ◦ jX(G)e = Ie, which is
injective by Lemma 3.1. Thus, by [25, Theorem 3.10(C3)], Î is faithful on the fixed-point
algebra (C∗r (Ge) ×X(G) P )δ. Since G is amenable, [17, Lemma 6.1] gives the existence of
a coaction β : C∗r (G) → C∗r (G) ⊗ C∗(G) such that β(f) = f ⊗ iG(g) for each g ∈ G and
f ∈ Cc(Gg) (note: we are making use of the amenability here because [17, Lemma 6.1]
only gives a reduced coaction). It is then routine to check that β ◦ Î and (Î ⊗ idC∗(G)) ◦ δ
agree on the generators of C∗r (Ge)×X(G) P , and so are equal as homomorphisms. Finally,
since G is amenable, the coactions δ and β are normal. Hence, [10, Corollary A.3] tells
us that Î is injective. 
5. Specialising to the situation where (G,P ) is quasi-lattice ordered
We now consider the situation where (G,P ) is a quasi-lattice ordered group. It is then
natural to ask when the product system X(G) is compactly aligned and whether C∗r (G)
is isomorphic to the Cuntz–Nica–Pimsner algebra of X(G).
Lemma 5.1. If
(5.1) r(Gp) ∩ r(Gq) =
{
r(Gp∨q) if p ∨ q <∞
∅ if p ∨ q =∞
for each p, q ∈ P , then X(G) is compactly aligned. If X(G) is compactly aligned and the
inclusion of X(G) in C∗r (G) is Nica covariant, then G satisfies (5.1).
Proof. Observe that since c is unperforated, if p, q ∈ P and p ≤ q, then r(Gq) ⊆ r(Gp).
Hence, we always have that r(Gp∨q) ⊆ r(Gp) ∩ r(Gq) for any p, q ∈ P with p ∨ q <∞.
We now show that if G satisfies (5.1), then X(G) is compactly aligned. Let p, q ∈ P
with p ∨ q < ∞ and suppose that f, g ∈ Cc(Gp) and h, k ∈ Cc(Gq). Routine calculations
show that supp(fg∗hk∗) ⊆ Ge ∩ s−1(r(Gp) ∩ r(Gq)) = Ge ∩ s−1(r(Gp∨q)) (where the last
equality comes from (5.1)). We claim that span{mn∗ : m,n ∈ Cc(Gp∨q)} is dense in
Cc(Ge ∩ s−1(r(Gp∨q))).
Once again, as in the proof of Lemma 3.4, it suffices to show uniform density for
functions supported on a precompact open bisection U . Since Ge∩s−1(r(Gp∨q))∩U is open,
it is locally compact, and so we can use the Stone–Weierstrass Theorem as before. Thus
it suffices to show that for distinct x, y ∈ s−1(r(Gp∨q))∩Ge∩U there exist m,n ∈ Cc(Gp∨q)
such that supp(mn∗) ⊆ U , (mn∗)(x) = 1 and (mn∗)(y) = 0.
Since x ∈ s−1(r(Gp∨q)) ∩ Ge, there exists α ∈ Gp∨q with r(α) = s(x), and for every
such α, we have that x = (xα)α−1 ∈ Gp∨qG−1p∨q. Choose a precompact open bisection
V ⊆ Gp∨q containing α such that if s(x) 6= s(y), then s(y) 6∈ s(V −1). We also choose
a precompact open bisection W inside Gp∨q containing xα. By taking intersections, we
can arrange it so that WV −1 ⊆ U . Now choose continuous functions m,n : G → C such
that m(xα) = 1, m|G\W ≡ 0 and n(α) = 1, n|G\V ≡ 0. Since W and V are precompact,
m ∈ Cc(W ) ⊆ Cc(Gp∨q) and n ∈ Cc(V ) ⊆ Cc(Gp∨q). By Lemma 3.2, supp(mn∗) ⊆ U . We
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now show that (mn∗)(x) = 1 and (mn∗)(y) = 0. Firstly,
(mn∗)(x) =
∑
γ∈G:
r(γ)=r(x)
m(γ)n(x−1γ).
Clearly, r(xα) = r(x). If γ ∈ G with r(γ) = r(x) and γ ∈ supp(m) ⊆ W , then γ = xα
since xα ∈ W by construction and W is a bisection. If γ = xα, then x−1γ = xx−1α = α.
Thus, (mn∗)(x) = m(xα)n(α) = 1. Since supp(mn∗) ⊆ supp(m)supp(n)−1 ⊆ WV −1, in
order to show that (mn∗)(y) = 0, it suffices to show that y 6∈ WV −1. Looking for a con-
tradiction, suppose that y ∈ WV −1. Then s(x) 6= s(y) since the source map is injective on
the bisection WV −1 (recall that the collection of bisections is closed under multiplication
and taking inverses) and x 6= y. Thus, by our choice of V , s(y) 6∈ s(V −1). But this is
impossible since s(WV −1) ⊆ s(V −1). Hence, (mn∗)(y) = 0. By the Stone–Weierstrass
Theorem, we conclude that span{mn∗ : m,n ∈ Cc(Gp∨q)} is dense in Cc(s−1(r(Gp∨q))∩Ge).
Hence, we may choose mji , nji ∈ Cc(Gp∨q) such that fg∗hk∗ = limi→∞
∑nj
ji=1
mjin
∗
ji
. It
is then straightforward to verify that
ιp∨qp (Θf,g)ι
p∨q
q (Θh,k) = φp∨q(fg
∗hk∗) = lim
i→∞
nj∑
ji=1
Θmji ,nji ∈ KC∗r (Ge)(X(G)p∨q).
By linearity and continuity, it follows that X(G) is compactly aligned.
To finish the proof, it remains to show that if X(G) is compactly aligned and the
representation of X(G) in C∗r (G) given by the inclusion map is Nica covariant, then (5.1)
holds. Let p, q ∈ P and suppose ξ ∈ r(Gp) ∩ r(Gq). Choose y ∈ Gp and z ∈ Gq such that
ξ = r(y) = r(z) (so ξ = yy−1 = zz−1). Fix precompact open bisections U ⊆ Gp and
V ⊆ Gq containing y and z respectively, and choose continuous functions f, g : G → [0, 1]
such that f(y) = 1 = g(z) and f |G\U ≡ 0 and g|G\V ≡ 0. Then f ∈ Cc(U) ⊆ Cc(Gp) and
g ∈ Cc(V ) ⊆ Cc(Gq). One can then show that
(5.2) I(p)(Θf,f )I
(q)(Θg,g)(ξ) = (ff
∗gg∗)(ξ) = 1.
If p ∨ q =∞, then the Nica covariance of I tells us that I(p)(Θf,f )I(q)(Θg,g) = 0, which is
impossible. Hence, the intersection r(Gp)∩ r(Gq) is empty whenever p∨ q =∞. Thus, to
establish that (5.1) holds, it remains to show that if p ∨ q < ∞, then ξ ∈ r(Gp∨q). Since
X(G) is compactly aligned, we can write ιp∨qp (Θf,f )ιp∨qq (Θg,g) = limi→∞
∑ni
ji=1
Θµji ,νji for
some choice of µji , νji ∈ Cc(Gp∨q). Using the Nica covariance of I, we have
1 = I(p)(Θf,f )I
(q)(Θg,g)(ξ) = I
(p∨q)
(
lim
i→∞
ni∑
ji=1
Θµji ,νji
)
(ξ)
= lim
i→∞
ni∑
ji=1
µjiν
∗
ji
(ξ)
= lim
i→∞
∑
1≤ji≤ni
α∈r−1(ξ)
µji(α)νji(α).
Thus, there exists ji such that ∅ 6= r−1(ξ)∩supp(µji). Since supp(µji) ⊆ Gp∨q, we conclude
that ξ ∈ r(Gp∨q), and so (5.1) holds. 
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The following example shows that (5.1) is not necessary if we just require X(G) to be
compactly aligned. The example also shows that in general the inclusion of X(G) in C∗r (G)
need not be Cuntz–Pimsner covariant (however, since G does not satisfy (5.1), Lemma 5.1
tells us that I is also not Nica covariant).
Example 5.2. Define α : Q∗+ → Aut(Q) by αh(g) := hg. One can show that for any
(x, y), (s, t) ∈ Qoα Q∗+,
(x, y)−1(s, t) =
(
s− x
y
,
t
y
)
.
It follows that if (x, y) ∈ Qoα Q∗+ and (s, t) ∈ Noα N∗+, then
(x, y)−1(s, t) ∈ Noα N∗+ ⇔ t ∈ yN+ and s ∈ x+ yN.
Consequently, the semidirect product (QoαQ∗+,NoαN∗+) is a quasi-lattice ordered group
with
(x, y) ∨ (u, v)
=
{(
min ((x+ yN) ∩ (u+ vN)) ,min (yN+ ∩ vN+)
)
if (x+ yN) ∩ (u+ vN) 6= ∅
∞ otherwise
for any (x, y), (u, v) ∈ Q oα Q∗+. It is easy to see that the subsemigroup N oα N∗+ is
not directed: for example (0, 2) ∨ (1, 2) = ∞. Let G := Q oα Q∗+ with the discrete
topology and let c : G → Q oα Q∗+ be the identity map. For each (m,n) ∈ N oα N∗+,
we have that X(G)(m,n) = Cc({(m,n)}) ∼= C. Thus, each φ(m,n) is injective and takes
values in KC∗r (Ge)(X(G)(m,n)). Hence, X(G) is compactly aligned by [9, Proposition 5.8].
Since r(G(m,n)) = {(0, 1)} for each (m,n) ∈ N oα N∗+, the groupoid G does not satisfy
(5.1). Hence, by Lemma 5.1, the inclusion of X(G) in C∗r (G) is not Nica covariant.
We now show that the inclusion map is also not Cuntz–Pimsner covariant. Let F :=
{(0, 1), (0, 2), (1, 2)} ⊆ Noα N∗+ and define T(0,1) := φ(0,1)(1), T(0,2) := φ(0,2)(−1), T(1,2) :=
φ(1,2)(−1). Then I(0,1)(T(0,1)) + I(0,2)(T(0,2)) + I(1,2)(T(1,2)) = −1 6= 0. However, as we shall
now show, ιp(0,1)(T(0,1)) + ι
p
(0,2)(T(0,2)) + ι
p
(1,2)(T(1,2)) = 0 for large p. Let (x, y) ∈ N oα N∗+
and choose z ∈ 2yN+ and w ∈ x + yN. Thus, (w, z) ≥ (x, y). If (u, v) ≥ (w, z), then
v ∈ zN+ ⊆ 2N+, and so either (u, v) ≥ (0, 2) (if u ∈ 2N) or (u, v) ≥ (1, 2) (if u ∈ 1 + 2N).
Since (0, 2) ∨ (1, 2) =∞, we have that
ι
(u,v)
(0,1)(T(0,1)) + ι
(u,v)
(0,2)(T(0,2)) + ι
(u,v)
(1,2)(T(1,2)) =
{
ι
(u,v)
(0,1)(T(0,1)) + ι
(u,v)
(0,2)(T(0,2)) if u ∈ 2N
ι
(u,v)
(0,1)(T(0,1)) + ι
(u,v)
(1,2)(T(1,2)) if u ∈ 1 + 2N
= φ(u,v)(1) + φ(u,v)(−1)
= 0.
Combining Lemma 5.1 and Theorem 4.6, we get the following.
Theorem 5.3. Suppose that (G,P ) is a quasi-lattice ordered group and G is amenable.
Additionally, suppose that X(G) is φ˜-injective, and that either the left actions on the fibres
of X(G) are all injective or that P is directed. Then X(G) is compactly aligned and the
inclusion of X(G) in C∗r (G) induces an isomorphism from NOX(G) to C∗r (G) if and only
if G satisfies (5.1) and c−1(P ) generates G as a groupoid.
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Proof. Recall that if X(G) is compactly aligned, then [25, Proposition 4.6] tells us that
NOX(G) and C∗r (Ge)×X(G) P are canonically isomorphic. Observe that if G satisfies (5.1),
then Lemma 4.1 tells us that
r(Gp) ∩ r(Gp1G−1p2 · · · G−1pn−1Gpn) ⊆
⋃
m∈pP∩p1p−12 ···p−1n−1pnP
r(Gm) for p, p1, . . . , pn ∈ P ,
and so G satisfies (4.1). Hence, it follows from Theorem 4.6 and Lemma 5.1 that X(G)
is compactly aligned and the inclusion of X(G) in C∗r (G) induces an isomorphism from
NOX(G) to C∗r (G) if and only if G satisfies (5.1) and c−1(P ) generates G as a groupoid. 
Remark 5.4. We point out that the technical condition of X(G) being φ˜-injective is auto-
matic when (G,P ) = (Zk,Nk) since (Zk,Nk) satisfies (2.1). Moreover, Nk is directed and
Zk is amenable, so Theorem 5.3 is applicable to groupoids with unperforated Zk-gradings.
Remark 5.5. We point out that if G satisfies (5.1), then c−1(P ) generating G as a groupoid
is equivalent to
(5.3) for all γ ∈ G there exist µ, ν ∈ c−1(P ) such that γ = µν−1.
Clearly, if G satisfies (5.3), then c−1(P ) generates G as a groupoid, so we just need to
worry about the converse. Suppose that c−1(P ) generates G as a groupoid and G satisfies
(5.1). Since P is a semigroup, in order to show that (5.3) holds, we need only show that if
µ, ν ∈ c−1(P ), then ν−1µ = ρτ−1 for some ρ, τ ∈ c−1(P ). Suppose that µ ∈ Gp and ν ∈ Gq
for some p, q ∈ P and ν−1µ is defined. Thus, r(µ) = r(ν) ∈ r(Gp) ∩ r(Gq). By (5.1) we
have that p ∨ q <∞ and there exists σ ∈ Gp∨q with r(µ) = r(ν) = r(σ). Then
ν−1µ = ν−1r(σ)µ = ν−1σσ−1µ = (ν−1σ)(µ−1σ)−1 ∈ Gq−1(p∨q)G−1p−1(p∨q)
as required.
However, in general c−1(P ) generating G need not imply (5.3). Recall Example 5.2.
We first show that c−1(N oα N∗+) = N oα N∗+ generates Q oα Q∗+ as a group(oid). Let
a, b ∈ Z (with b 6= 0) and c, d ∈ N+ so that
(
a
b
, c
d
) ∈ Q oα Q∗+. We claim that (ab , cd) =
(x, y)−1(w, z) =
(
w−x
y
, z
y
)
for some (x, y), (w, z) ∈ N oα N∗+. Without loss of generality,
we may assume that b > 0 (if b < 0, then just replace b by −b and a by −a). Let
y := bd ∈ N+ and z := bc ∈ N+. Then zy = cd . If a ≥ 0, let x := 0 and w := ad ∈ N, so
that w−x
y
= ad
bd
= a
b
. On the other hand, if a < 0, let w := 0 and x := −ad ∈ N, so that
w−x
y
= −(−ad)
bd
= a
b
. Thus, c−1(N oα N∗+) generates Q oα Q∗+ as a group(oid). However,
as we now show, this example does not satisfy (5.3). To see this suppose that there exist
(x, y), (w, z) ∈ NoαN∗+ such that
(
1
3
, 1
2
)
= (x, y)(w, z)−1 =
(
x− wy
z
, y
z
)
. Then z = 2y, and
so we must have that 2 = 6x− 3w. But this is impossible because the linear Diophantine
equation 6x − 3w = 2 cannot have an integer solution because gcd(6, 3) = 3 does not
divide 2.
6. Examples and Applications
In addition to our standing hypotheses from the start of Section 3, we now have a
number of additional conditions that our groupoid and cocycle need to satisfy in order
to apply Theorem 4.6 or Theorem 5.3. We now present a couple of examples that our
theorems can be applied to.
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6.1. Topological higher-rank graphs. We summarise the relevant background ma-
terial on topological higher-rank graphs and their associated groupoids from [28]. A
topological k-graph consists of a small category Λ and a functor d : Λ → Nk (called the
degree functor), such that
(i) Obj(Λ), Mor(Λ) are second-countable locally compact Hausdorff spaces;
(ii) r, s : Mor(Λ)→ Obj(Λ) are continuous and s is a local homeomorphism;
(iii) the composition map from Λ ×c Λ := {(λ, µ) ∈ Λ × Λ : s(λ) = r(µ)} to Λ is
continuous and open;
(iv) d is continuous (equipping Nk with the discrete topology);
(v) for all λ ∈ Λ and m,n ∈ Nk such that d(λ) = m + n, there exists a unique
(µ, ν) ∈ Λ×c Λ with d(µ) = m and d(ν) = n such that that λ = µν.
It follows from (v) that if λ ∈ Λ and m,n ∈ Nk with 0 ≤ m ≤ n ≤ d(λ), then there exist
unique µ, ν, ρ ∈ Λ with d(µ) = m, d(ν) = n−m, and d(ρ) = d(λ)− n such that λ = µνρ.
We write λ(0,m), λ(m,n), and λ(n, d(λ)) for µ, ν, and ρ respectively.
For n ∈ Nk, write Λn := d−1(n). We define Λ ×s Λ := {(λ, µ) ∈ Λ × Λ : s(λ) = s(µ)}.
Given subsets U, V ⊆ Λ, we write UV := {λµ : λ ∈ U, µ ∈ V, s(λ) = r(µ)} and U ×s V :=
(U × V ) ∩ (Λ×s Λ).
We say that Λ is compactly aligned if for all m,n ∈ Nk and compact sets U ⊆ Λm and
V ⊆ Λn, the set
U ∨ V := UΛm∨n−m ∩ V Λm∨n−n
is compact.
We now describe how to associate a groupoid to a topological k-graph Λ. We begin by
introducing the path space of Λ. For k ∈ N and m ∈ (N∪{∞})k, we define the topological
k-graph Ωk,m by equipping
Obj(Ωk,m) := {p ∈ Nk : p ≤ m}
and
Mor(Ωk,m) := {(p, q) ∈ Nk × Nk : p ≤ q ≤ m}
with the discrete topologies and defining
r(p, q) := p, s(p, q) := q, (p, q)(q, r) := (p, r), d(p, q) := q − p.
We say that a continuous functor from Ωk,m to Λ is a graph morphism if it preserves the
degree functor. The path space of Λ is then
XΛ :=
⋃
m∈(N∪{∞})k
{x : Ωk,m → Λ is a graph morphism}.
Given λ ∈ Λ, there exists a unique graph morphism xλ : Ωk,d(λ) → Λ such that
xλ(0, d(λ)) = λ. Consequently, we may view Λ as a subset of XΛ. We also extend
the range and degree maps to XΛ by setting r(x) := x(0) and d(x) := m for a graph
morphism x : Ωk,m → Λ.
We can add/remove finite paths to/from the end of elements of XΛ as follows. If x ∈ XΛ
and λ ∈ Λ with s(λ) = r(x), then there exists a unique λx ∈ XΛ with d(λx) = d(λ)+d(x)
such that
(λx)(0, p) =
{
λ(0, p) if p ≤ d(λ)
λx(0, p− d(λ)) if d(λ) ≤ p ≤ d(λx).
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If x ∈ XΛ and m ∈ Nk with m ≤ d(x), then there exists a unique σmx ∈ XΛ with
d(σmx) = d(x)−m such that
(σmx)(0, p) = x(m,m+ p) for p ≤ d(σmx).
Finally, we are ready to associate a groupoid to Λ. We set
GΛ : = {(λx, d(λ)− d(µ), µx) ∈ XΛ × Zk ×XΛ : λ, µ ∈ Λ, x ∈ XΛ, s(λ) = s(µ) = r(x)}
=
{
(x,m, y) ∈ XΛ × Zk ×XΛ : there exists p, q ∈ N
k such that m = p− q,
d(x) ≥ p, d(y) ≥ q, and σpx = σqy
}
.
Then GΛ has the structure of a groupoid, which we call the path groupoid, with operations
(x,m, y)(y, n, z) := (x,m+ n, z) and (x,m, y)−1 := (y,−m,x).
We identify the unit space G
(0)
Λ with XΛ via the map (x, 0, x) 7→ x.
We define a topology on GΛ as follows. For m ∈ Nk and F ⊆ Λ ×s Λ, we define
Z(F,m) ⊆ GΛ by
Z(F,m) := {(λx, d(λ)− d(µ), µx) ∈ GΛ : (λ, µ) ∈ F, d(λ)− d(µ) = m}.
The collection of sets Z(U ×s V,m) \ Z(F,m), where m ∈ Nk, U, V ⊆ Λ are open, and
F ⊆ Λ×sΛ is compact, forms a basis for a second-countable Hausdorff topology on GΛ. If
Λ is compactly aligned, then this topology is locally compact, and gives GΛ the structure
of a second-countable locally compact Hausdorff e´tale groupoid.
We note that there exists a cocycle c : GΛ → Zk given by c(x,m, y) := m. It is not
hard to see that c is continuous — for any m ∈ Nk, c−1(m) = Z(Λ ×s Λ,m) \ Z(∅,m),
which is a basic open set.
Given a compactly aligned topological k-graph, we also define another groupoid (called
the boundary-path groupoid) as a certain reduction of the path groupoid GΛ. First, we
need to introduce the notion of an exhaustive set.
For V ⊆ Λ0, we say that E ⊆ V Λ is exhaustive for V if for all λ ∈ V Λ there exists
µ ∈ E such that {λ}Λd(λ)∨d(µ)−d(λ) ∩ {µ}Λd(λ)∨d(µ)−d(µ) 6= ∅. For v ∈ Λ0, let vCE(Λ)
denote the set of all compact sets E ⊆ Λ such that r(E) is a neighbourhood of v and E
is exhaustive for r(E).
We say that a path x ∈ XΛ is a boundary-path if for all m ∈ Nk with m ≤ d(x), and for
all E ∈ x(m)CE(Λ), there exists λ ∈ E such that x(m,m + d(λ)) = λ. We write ∂Λ for
the set of all boundary paths. One can then show that ∂Λ is a closed invariant subset of
G
(0)
Λ = XΛ (i.e. if x ∈ ∂Λ, and m ∈ Nk with m ≤ d(x) and λ ∈ Λ with s(λ) = r(x), then
σm(x), λx ∈ ∂Λ). Consequently, we can define the reduction GΛ := GΛ|∂Λ. We call GΛ the
boundary-path groupoid. The cocycle c : GΛ → Zk descends to a continuous Zk-valued
cocycle on GΛ, which we denote by c′.
Example 6.1. Let Λ be a compactly aligned topological k-graph, and GΛ and GΛ be
the associated path and boundary-path groupoids. Then the cocycle c : GΛ → Zk is
unperforated, GΛ satisfies (5.1), and c
−1(Nk) generates GΛ as a groupoid. Similarly,
the cocycle c′ : GΛ → Zk is unperforated, GΛ satisfies (5.1), and c′−1(Nk) generates GΛ.
Consequently, by Theorem 5.3 both C∗r (GΛ) and C
∗
r (GΛ) may be realised as the Cuntz–
Nica–Pimsner algebras of compactly aligned product systems over Nk with coefficient
algebras C∗r ((GΛ)0) and C
∗
r ((GΛ)0) respectively.
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Proof. Firstly, let us consider the path groupoid GΛ. We begin by showing that c is
unperforated. Suppose γ ∈ (GΛ)m+n for some m,n ∈ Nk. Thus, γ = (x,m + n, y)
for some x, y ∈ XΛ, and there exist p, q ∈ Nk such that m + n = p − q, d(x) ≥ p,
d(y) ≥ q, and σp(x) = σq(y). Since d(x) ≥ p = m + n + q ≥ m, we see that σm(x) is
well-defined. Furthermore, since m = p − (q + n) and σp(x) = σq+n(σm(x)), we see that
(x,m, σm(x)) ∈ (GΛ)m. Also, since n = (p −m) − q and σp−m(σm(x)) = σp(x) = σq(y),
we see that (σm(x), n, y) ∈ (GΛ)n. As γ = (x,m + n, y) = (x,m, σm(x))(σm(x), n, y), we
conclude that c is unperforated.
It is not difficult to see that GΛ satisfies (5.1). Let m,n ∈ Nk. Since c is unperforated,
we know that r((GΛ)m∨n) ⊆ r((GΛ)m) ∩ r((GΛ)n), and so we just need to establish the
reverse containment. Suppose that x ∈ r((GΛ)m) ∩ r((GΛ)n). Hence, x ∈ XΛ and there
exist y, z ∈ XΛ such that (x,m, y) ∈ (GΛ)m and (x, n, z) ∈ (GΛ)n. Thus, there exist
p, q, s, t ∈ Nk such that m = p−q, n = s− t, and d(x) ≥ p, s. Since d(x) ≥ p = m+q ≥ m
and d(x) ≥ s = n+ t ≥ n, we have that d(x) ≥ m∨n. Hence, σm∨n(x) is well-defined and
(x,m∨ n, σm∨n(x)) ∈ (GΛ)m∨n. Thus, x ∈ r((GΛ)m∨n), and we conclude that (5.1) holds.
We now show that GΛ is generated by c
−1(Nk). Let (x,m, y) ∈ GΛ. Hence there exist
p, q ∈ Nk such that m = p−q, d(x) ≥ p, d(y) ≥ q, and σp(x) = σq(y). Thus, (x, p, σp(x)) ∈
(GΛ)p and (y, q, σ
q(y)) ∈ (GΛ)q. Since (x,m, y) = (x, p−q, y) = (x, p, σp(x))(y, q, σq(y))−1,
we conclude that c−1(Nk) generates GΛ.
It remains to consider the boundary-path groupoid. Recall that if x ∈ ∂Λ andm ≤ d(x),
then σm(x) ∈ ∂Λ. Hence, the same working as for the path groupoid GΛ shows that the
cocycle c′ : GΛ → Zk is unperforated, GΛ satisfies (5.1), and c′−1(Nk) generates GΛ. 
6.2. Semigroup action groupoids. We can generalise the previous example by consid-
ering semigroup action groupoids [23, §5]. For those interested in the relationship between
semigroup action groupoids and topological higher-rank graphs, see [23, §6] (in fact the
more general situation of topological P -graphs is considered). We now briefly summarise
the necessary background and definitions for semigroup action groupoids.
Let X be a set and P a unital semigroup. A right partial action of P on X consists of
a subset X ∗ P ⊆ X × P and a map T : X ∗ P → X that sends (x, p) to x · p, satisfying
the following conditions
(i) for all x ∈ X, (x, e) ∈ X ∗ P and x · e = x;
(ii) for all (x, p, q) ∈ X × P × P , (x, pq) ∈ X ∗ P if and only if (x, p) ∈ X ∗ P and
(x · p, q) ∈ X ∗ P ; if this holds then x · (pq) = (x · p) · q.
For p ∈ P , write U(p) := {x ∈ X : (x, p) ∈ X ∗P}, V (p) := {x ·p ∈ X : (x, p) ∈ X ∗P},
and define Tp : U(p)→ V (p) by Tp(x) := x·p. It follows from condition (ii) that if p, q ∈ P ,
then U(pq) ⊆ U(p). We call the triple (X,P, T ) a semigroup action. We say that (X,P, T )
is directed if for all p, q ∈ P such that U(p) ∩ U(q) 6= ∅, there exists r ∈ pP ∩ qP such
that U(p) ∩ U(q) = U(r).
As discussed in [23, Example 5.3], if (X,P, T ) is a semigroup action and X ∗P = X×P
(i.e. the action is everywhere defined), then the semigroup action is directed if and only if
P is directed (in the sense that pP ∩ qP 6= ∅ for each p, q ∈ P ). If P is a subsemigroup of
a group G, then P is directed if and only if P satisfies the Ore condition P−1P ⊆ PP−1.
Now assume that P is a subsemigroup of a group G and (X,P, T ) is a directed action.
We let G(X,P, T ) denote the collection of triples
{(x, g, y) ∈ X ×G×X : ∃m,n ∈ P s.t. g = mn−1, x ∈ U(m), y ∈ U(n), x ·m = y · n}.
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Then G(X,P, T ) has the structure of a groupoid, which we call the semidirect product
groupoid, with operations
(x, g, y)(y, h, z) = (x, gh, z) and (x, g, y)−1 = (y, g−1, x)
for x, y, z ∈ X, g, h ∈ G. The semidirect product groupoid carries a canonical cocycle
c : G(X,P, T )→ G defined by c(x, g, y) := g.
We say that a semigroup action (X,P, T ) is locally compact if
(i) X is a locally compact Hausdorff space;
(ii) G is a discrete group;
(iii) for each p ∈ P , U(p) and V (p) are open subsets of X and Tp : U(P )→ V (P ) is a
local homeomorphism.
Given a locally compact semigroup action (X,P, T ) we define a topology on G(X,P, T )
as follows. For p, q ∈ P and sets U, V ⊆ X, we let
Z(U, p, q, V ) := {(x, pq−1, y) ∈ G(X,P, T ) : x ∈ U, y ∈ V, x · p = y · q}.
The collection of sets Z(U, p, q, V ), where p, q ∈ P and U, V are open subsets of X forms
a basis for a topology on G(X,P, T ). This topology gives G(X,P, T ) the structure of
a locally compact Hausdorff e´tale groupoid. With respect to this topology the cocycle
c : G(X,P, T )→ G is continuous. If X is second-countable and P is countable, then this
topology on G(X,P, T ) is also second-countable.
Example 6.2. Let G be a group and P ⊆ G a unital subsemigroup. Suppose that
(X,P, T ) is a locally compact directed semigroup action and let G(X,P, T ) be the as-
sociated semidirect product groupoid. Then the continuous cocycle c : G(X,P, T ) → G
defined by c(x, g, y) := g is unperforated and c−1(P ) generates G(X,P, T ) as a groupoid.
Furthermore,
(6.1) r(G(X,P, T )p) ∩ r(G(X,P, T )q) =
⋃
r∈pP∩qP
r(G(X,P, T )r) for any p, q ∈ P .
Hence, by Lemma 4.1, G(X,P, T ) satisfies (4.1) (and if (G,P ) is quasi-lattice ordered,
G(X,P, T ) satisfies (5.1)). Thus, if G is an amenable group, Theorem 4.6 tells us that
C∗r (G(X,P, T )) may be realised as the covariance algebra of a product system over P
with coefficient algebra C∗r (G(X,P, T )e). Moreover, if G is an amenable group and (G,P )
is quasi-lattice ordered, then Theorem 5.3 tells us that C∗r (G(X,P, T )) may be realised
as the Cuntz–Nica–Pimsner algebra of a compactly aligned product system over P with
coefficient algebra C∗r (G(X,P, T )e)
Proof. We begin by showing that the cocycle c is unperforated. Suppose (x,mn, y) ∈
G(X,P, T ) where m,n ∈ P . Hence there exist s, t ∈ P such that mn = st−1 and x ∈ U(s),
y ∈ U(t) with x · s = y · t. Since nt ∈ P and s = m(nt), we have that x ∈ U(s) ⊆ U(m),
and so (x,m, x ·m) ∈ G(X,P, T )m. Furthermore, as y · t = x · s = (x ·m) · (nt), we see
that x · m ∈ U(nt). Since n = (nt)t−1, we see that (x · m,n, y) ∈ G(X,P, T )n. Finally
since, (x,mn, y) = (x,m, x ·m)(x ·m,n, y) we conclude that c is unperforated.
Secondly, we check that c−1(P ) generates G(X,P, T ) as a groupoid. Let (x, g, y) ∈
G(X,P, T ). Choose p, q ∈ P such that g = pq−1, x ∈ U(p), y ∈ U(q), and x · p = y · q.
Then (x, p, x · p) ∈ G(X,P, T )p and (y, q, y · q) ∈ G(X,P, T )q. Since
(x, g, y) = (x, pq−1, y) = (x, p, x · p)(y · q, q−1, y) = (x, p, x · p)(y, q, y · q)−1,
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we conclude that c−1(P ) generates G(X,P, T ) as a groupoid.
Finally, we show that G(X,P, T ) satisfies (6.1). The inclusion⋃r∈pP∩qP r(G(X,P, T )r) ⊆
r(G(X,P, T )p) ∩ r(G(X,P, T )q) for p, q ∈ P follows from the fact that c is un-
perforated. To see the reverse containment, fix p, q ∈ P and suppose that
x ∈ r(G(X,P, T )p) ∩ r(G(X,P, T )q). Hence, there exist y, z ∈ X such that
(x, p, y), (x, q, z) ∈ G(X,P, T ). Choose m,n, s, t ∈ P such that p = mn−1, q = st−1,
x ∈ U(m), y ∈ U(n), x ∈ U(s), z ∈ U(t), and x · m = y · n, x · s = z · t. Since
x ∈ U(m)∩U(s) and the semigroup action is directed, there exists r ∈ mP ∩sP such that
x ∈ U(r). Hence, (x, r, x · r) ∈ G(X,P, T )r, and we see that x ∈ r(G(X,P, T )r). Since
r ∈ mP ∩ sP = (pn)P ∩ (qt)P ⊆ pP ∩ qP , we conclude that x ∈ ⋃r∈pP∩qP r(G(X,P, T )r).
Hence, r(G(X,P, T )p) ∩ r(G(X,P, T )q) ⊆
⋃
r∈pP∩qP r(G(X,P, T )r), and we see that (6.1)
holds. 
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