In this paper, motivated by modelling currency exchange markets with matrix-valued stochastic processes, matrix-valued stochastic differential equations (SDEs) are formulated. This is done based on the matrix trace, as for the purpose of modelling currency exchange markets. To be more precise, we set up a Hilbert space structure for n × n square matrices via the trace of the Hadamard product of two matrices. With the help of this framework, one can then define stochastic integral of Itô type and Itô SDEs. Two types of sufficient conditions are discussed for the existence and uniqueness of solutions to the matrixvalued SDEs.
profoundly. The latter is linked to deep machine learning and data analysis, see, e.g. [8] and references therein.
The objective of the present paper is to set up a theoretical yet basic framework for the market dynamics of currency exchange markets with stochastic volatility, in which we aim to formulate matrix-valued SDEs for the market dynamics structure. Matrix-valued SDEs appear naturally as an important extension of vector-valued SDEs, as discussed by many authors, see e.g. [4, 9, 6, 7] and references therein. There are some considerations of matrix-valued SDEs applying to finance, cf. for instance [3, 2, 11] , just mention a few. The main difficult for matrix-valued SDEs is non-commutativity, as one needs to consider either left or right matrix-valued stochastic processes, or even employing Lie group and Lie algebra structures or random matrices such as Dyson Brownian motion, as investigations of matrix-valued SDEs in diffusion particle systems e.g. [5] . Here we formulate another type matrix-valued SDEs, yet simple but useful for currency market modelling, via certain symmetry operations of matrices. It is hoped that our framework could be useful for certain parameter (matrix) estimates with data analysis which we plan to carry out in our forthcoming work.
Let R n ⊗ R n be the totality of n × n square (real) matrices. Based on the observation of currency exchange markets, we use the matrix trace to define the Hilbert-Schmidt inner product ·, · HS (via the Hadamard product) of any two matrices so that (R n ⊗ R n , ·, · HS ) becomes a Hilbert space. This features the starting point of our study in this paper. With this Hilbert space in hand, we can define Itô stochastic integral for (adapted) square matrix-valued stochastic processes against matrix-valued Brownian motions and hence we can formulate matrix-valued stochastic integral equations rigorously. We are mainly concerned with the existence and uniqueness of the solutions of such matrix-valued SDEs. We will present two types of sufficient conditions for the existence and uniqueness results, those sufficient conditions are extensions of corresponding conditions in [1, 10] , respectively.
The rest of the paper is organised as follows. Preliminaries on currency market features, (square) matrices and the Hilbert space structure, matrixvalued Brownian motion and Itô stochastic calculus are presented in Section 2. We then establish, in Section 3, the existence and uniqueness of solutions to matrix-valued SDEs under the Lipschitz and growth conditions (in terms of || · || HS norm). Section 4, the final section, is devoted to the derivation of Itô formula for the solutions of our matrix-valued SDEs. And as an application of Itô formula, another set of sufficient conditions such as monotone and local Lipschitz conditions are discussed for the existence and uniqueness of solutions of our matrix-valued SDEs.
Preliminaries

Motivation of matrix-valued SDEs
To start with, we would like to set up the currency exchange market via matrix formulation. We assume that there are n(≥ 2) different currencies which are tradable in a currency exchange market. Set the (ordered) list of currencies by Λ 0 := {1, ..., n}. Just envisage a table that we list all currencies in a row and in a column in order, so that all the pairing exchange rates (including a currency exchanges with itself) form a matrix. Let Λ 1 := {1, ..., N } be the trading dates. There are two kind of the matrices related to the currency markets as following
• Foreign exchange rate S (k) and S (k+1) at date k and date k + 1 respectively,
and
where, for each pair (i, j) ∈ Λ 0 ×Λ 0 with i < j,s (·) ij denotes the currency exchange rate for the investor to buy the foreign currency j via the (home) currency i at the date k ∈ Λ 1 ; and for i > j, s (·) ij stands for the currency exchange rate for the investor to sell the foreign currency j to get the home currency i at the date k ∈ Λ 1 . The entries above the main diagonal are called the upper triangular part to show the bank quotations of selling and the entries below the main diagonal are named as the lower triangular part to show the bank quotations of buying. When i = j the value of s ij equals to one, as the currencies against itself is always one.
• With the foreign exchange market mechanism (showed in Figure) , when trading currencies, investors buy (or sell) foreign currencies at the date k and then sell (or buy) foreign currencies at the day k + 1.
Then we have following two combined matrices for investors to trade currencies at different time.
For more related matrices which linked to the real world transaction, the reader is refered to [8] .
Take a real world observation, one can have the following graph for the pairing exchange rate for any chosen pair of daily trading currencies.
This graph shows the foreign exchange rates for investor to buy (pink line) and sell (black line) foreign currencies.
We observe that the Benchmark (green line) in the graph is volatile so it consists the mean value part of the foreign exchange rates for buying and selling currencies and the volatile factors caused by uncertainty of the currency market, in which the volatility of the pink line and black line are followed proportionally by the green line. This suggests that the continuous time modelling should involve SDEs. Moreover, envisage the table of currency exchange rates, one ends up naturally with matrix-valued SDEs.
The value in the figure we can explicate in the matrices, then we can define a matrix-valued SDE as following R n ⊗ R n -valued SDE
Brownian motion we will define it later. Note that, b(t, S(t))dt can be represented as the macro-index such as consumer price index, inflation rate, interest rate, taxation, etc., which the mean value of the currency exchange rates and σ(t, S(t))dB t can be represented as the micro-index such as volume of transaction per day, transaction cost, etc., which influence the range of the high fluctuation based on the mean value of the currency exchange rates.
R
For arbitrarily fixed positive integer n ≥ 2, we let R n be the n-dimensional Euclidean space with the inner product ·, · which induces the norm | · | and R n ⊗ R n the totality of all n × n-matrices with real entries. For A = (a ij ) n×n ∈ R n ⊗R n , trace(A) means the trace of A, i.e., trace
where A T signifies the transpose of A. For any A, B, C ∈ R n ⊗ R n and λ ∈ R, a simple calculation shows that So (R n ⊗ R n , ·, · HS ) is a real (n 2 -dimensional) Hilbert space whose inner product induces the Hilbert Schmidt norm · HS . For 1 ≤ i, j ≤ n, let e ij ∈ R n ⊗ R n , in which the entry locates in the intersection of the i-th row and the j-th column is 1 and the other entries are equal to zero. Observe that e ij , e kl HS = 1 for i = k, j = l, otherwise e ij , e kl HS = 0. Hence e ij , i, j = 1, 2, ..., n, are linear independent and any A ∈ R n ⊗ R n can be represented by the family {e ij } 1≤i,j≤n . Therefore, {e ij } 1≤i,j≤n forms an orthogonal basis of R n ⊗ R n . For 1 ≤ i, j ≤ n, let {B (ij) t , t ≥ 0} i,j=1,2...,n be a family of independent R-valued Brownian motions defined on a given filtered probability space (Ω, F, (F t ) t≥0 , P). Set
For any x, y ∈ R n ⊗R n , the tensor product between x and y, which is a linear operator from R n ⊗ R n to R n ⊗ R n , is defined via the Kronecker product of matrices, by
The covariation matrix of B t is given by
Noting that EB t = 0, we then have from (4) that, for any u, v ∈ R n ⊗ R n ,
where in the second identity we have used the fact that B (ij) t and B
(kl) t are mutually independent in the case i = k or j = l. Therefore, we get that the covariation matrix of B t is tI n×n with I n×n being the n × n identical matrix. This clearly shows that (B(t)) t≥0 is an R n ⊗ R n -valued Brownian motion.
The Itô stochastic integrals
This subsection is devoted to the definition of the Itô stochastic integrals against R n ⊗ R n -valued Brownian motion, defined in (4). Let us fix T > 0
arbitrarily. An R n ⊗ R n -valued stochastic process (V (t)) t≥0 is said to be simple if there exists a partition 0
For the R n ⊗ R n -valued simple process (V (t)) t≥0 , the Itô stochastic integral of (V (t)) t≥0 with respect to (B(t)) t>0 is defined by
T (R n ⊗ R n ) with respect to (B(t)) t≥0 , we need the following approximation.
there exists a sequence of simple stochastic processes (V k (t)) k∈N such that
Proof. The proof is divided into three steps.
Step 1: If V ∈ µ 2 T (R n ⊗ R n ) is bounded and continuous, we then set
where
being the integer part of T , and
This, together with the dominated convergence theorem, leads to (6).
Step 2:
We remark that V k (t) is bounded and continuous due to the fact that φ k possesses compact support and that V is uniformly bounded. Moreover, according to the property of mollifier, we get that
Step 3:
A straightforward calculation shows that
This completes the proof.
With the help of Lemma 2.1, one can define the Itô stochastic integral
i.e.,
for any sequence of simple stochastic processes (V k (t)) k∈N such that
The quadratic variation process of stochastic integrals
Before presenting the quadratic variation process of the Itô stochastic integral t 0 V (s)dB(s), t ≥ 0, defined in (7), we need to introduce some notions.
• An n×n matrix A is nonnegative if Aa, a HS > 0 for any a ∈ R n ⊗R n .
• A : t → A(t) ∈ R n ⊗R n is non-decreasing, if A(t)−A(s) is nonnegative for t ≥ s ≥ 0. In this case, we then write A(t) ≥ A(s), t ≥ s ≥ 0.
• For M ∈ µ 2 T (R n ⊗ R n ) such that M (t), a HS for a ∈ R n ⊗ R n is an Rvalued F t -martingale, if there exists a nonnegative and non-decreasing A(t) ∈ R n ⊗ R n such that, for any a, b ∈ R n ⊗ R n ,
Proof. The first statement that, for any a ∈ R n ⊗ R n , ( M (t), a HS ) t≥0 is an R-valued (F t ) t≥0 -martingale is routine. Let us show the second statement. For any a, b ∈ R n ⊗ R n and t ≥ s, it follows from (4) that
Next we aim to show that, for any a, b ∈ R n
is a martingale, i.e., for any t ≥ s, E(Γ(t)|F s ) = Γ(s). For notation brevity, we set Λ(s,
where in the last display we have used (10) . Whence, (9) holds. The proof is therefore complete.
Itô isometry for stochastic integrals
In this subsection, we aim to establish the Itô isometry for stochastic integral established.
Proof. Firstly, we assume that (V (t)) t∈[0,T ] is a simple stochastic process in the form
where B k := B(t k+1 ) − B(t k ). From (3) and (5), we deduce that
Next, without loss of generality, we assume k > l. Then,
where in the second identity we have used the tower property of conditional expectation and in the last two identity we have utilized that B l , h T l e ij HS is adapted to F t l and that, for any A ∈ F t l ,
in which in the first identity we have utilized the tower property of conditional expectation, in the second identity we have used 1 A h k ∈ F t k and the third indentity is due to B k is independent of F t k . So, (12) holds. If V ∈ µ 2 T (R n ⊗ R n ), then, according to Lemma 2.1, there exists a sequence of simple stochastic processes (V k (t)) t≥0 such that
This, in addition to
due to Lemma 2.3 and, by virtue of (8),
gives the desired assertion.
3 Existence and uniqueness for R n ⊗R n -valued SDEs
We are concerned with the following R n ⊗ R n -valued SDE
where b, σ : R + × R n ⊗ R n → R n ⊗ R n are jointly measurable and (B t ) t≥0 is an R n ⊗ R n -valued Brownian motion defined as in (4) . For the fixed time horizontal T > 0, we assume that there exist integrable functions
. It is clear from (A1) and (A2) that
where κ(t) := κ 1 (t) + κ 2 (t). Therefore, under (A1) and (A2), b and σ are of linear growth. Theorem 3.1. Under (A1) and (A2), (13) has a unique global strong solution (X(t)) t≥0 , which satisfies that
Proof. The proof on existence and uniqueness of solutions to (13) is based on the classical Banach fixed point theorem, cf. e.g. [10] . To end this, we define the space
n is predictable and such that
which is a Banach space. Define the mapping Γ :
One can show that Γ : H 2 → H 2 is contractive whenever T > 0 is sufficiently small. To overcome the drawback of the approach above, for any λ > 0 to be determined, we redefine the following space:
n is predictable and such that u 2,λ := sup
which is also a Banach space. Define the mapping Γ :
In the sequel, we show that, for λ > 0 sufficiently large, the mapping Γ defined above possesses the following properties:
ii) Γ(u 1 ) − Γ(u 2 ) 2,λ ≤ α u 1 − u 2 2,λ for some α ∈ (0, 1).
If i) and ii) hold, respectively, then, according to the Banach fixed point theorem, the mapping Γ : H 2,λ → H 2,λ admits a unique fixed point u ∈ H 2,λ , i.e., Γ(u)(t) = u(t), t ∈ [0, T ]. This, together with (16), yields that (13) has a global unique strong solution (X(t)) t≥0 . So, it remains to show that i) and ii) hold, step-by-step. We start to show the property i). For any u ∈ H 2,λ , we deduce from (16) that
For the term I 1 , it follows that
With regard to I 2 , applying Hölder's inequality and (14), we derive that
Concerning I 3 , by Lemma 2.3, and (14), we infer that
By means of u ∈ H 2,λ and T 0 κ(t)dt < ∞, we therefore obtain from (17)-(20) that i) holds. Now, we aim to verify that ii) is also satisfied. For any u 1 , u 2 ∈ H 2 , it follows from (16) that
Applying Hölder's inequality and taking (A1) into account, we get
Next, by Lemma 2.3 and (A1), enable us to obtain that
As a consequence, taking (21) and (22) into consideration, we derive that
in which
Choosing λ > 0 sufficiently large so that α ∈ (0, 1), we infer from (23) that ii) holds. Let t ∈ [0, T ] be arbitrary. By the inequality: (a+b+c) 2 ≤ 3 (a 2 +b 2 +c 2 ) for any a, b, c ∈ R, For the term Ξ 1 (t), the Hölder inequality enables us to give that
As far as the term Ξ 2 (t) is concerned, using Doob's sub-martingale inequality followed by Lemma 2.3, we obtain that
Putting (25) and (26) into (24) and applying (14) yields that
This further implies that
Thus, by Gronwall's inequality one has
Consequently, the proof is complete by taking t = T .
The Itô formula for R n ⊗ R n -valued SDEs and an apllication
In this section, we intend to derive an Itô formula based on the solution of matrix valued SDE. Before proceeding, let us introduce gradient operator and second-order gradient operator for V ∈ C 2 (R n ⊗ R n ; R), the set of all twice Fréchet differentiable functions defined on R n ⊗ R n and taking value in R. The gradient of V , denoted by ∇V , is defined by, for X = (X ij ) n×n ∈ R n ⊗ R n ,
which obviously is an n × n matrix. The second-order gradient, which is named as Hessian operator and denoted by ∇ 2 V , is defined by
where each entry i.e., ∇
is an n × n matrix and is defined as in (27). Moreover, we remark that ∇ 2 V (X) is an n 2 × n 2 matrix which could be treated as an n × n block matrix in which each entry is an n × n square matrix. So we would like to introduce block matrix multiplication for our later calculations. For A ij ∈ R n ⊗ R n and B ij ∈ R with 1 ≤ i, j ≤ n, let
We then define the Hadamard product of A and B as follows
and further we define
The following lemma is concerned with the Taylor expansion of functions with matrix-valued arguments, which plays a crucial role in proving the Itô formula below.
for some s ∈ (0, 1).
Proof. For the sake of brevity, we here just show (29) holds true for the case n = 2 since the case n > 2 can be done similarly. In the sequel, we assume V ∈ C 2 (R n ⊗ R n ; R).
Note that φ(1) = V (X) and φ(0) = V (Y ). By the Taylor expansion, one has
for some ξ ∈ (0, 1). In what follows, we are going to calculate φ (s) and
From (3) and (27) , we further have
Next, following the procedure to derive (31), we deduce that
Observe that
By substituting this into (33) and combining with(30) and (31), thus (29) follows immediately.
We are now in the position to show Itô formula the solutions of the SDE (13), i.e.
We have the following Theorem 4.1. Assume that V ∈ C 1,2 (R + × R n ⊗ R n ; R) and ∂ ∂t V , ∇V and ∇ 2 V are continuous on bounded sets of R n ⊗ R n . Suppose further that (X(t)) t≥0 be the strong solution of (13). Then,
Proof. We first assume that the stochastic process (X(t)) t∈[0,T ] , T 0 b(t, X(t)) HS dt and T 0 σ(t, X(t)) 2 HS dt are bounded. To begin, we show (34) for the following R n ⊗ R n -valued SDE
Then we get that
By the Taylor expansion, we deduce that
wheret j := t j + θ 0j ∆t j with ∆t j := t j+1 − t j for some random variable θ 0j ∈ (0, 1), j = 0, · · · , k − 1. Let ∆t = max j=0,1,··· ,k−1 {∆t j }. By the definition of Riemann integral, note that P − a.s
as ∆t → 0. Next, due to the uniform continuity of ∂ ∂t V w.r.t the first variable, we have J 2 → 0 P − a.s as ∆t → 0. Next, applying Lemma 4.1 to deduce that
From (35), it follow that
where ∆B(t j ) := B(t j+1 ) − B(t j ). Now, taking (38) into consideration, we infer that
and that
As ∆t → 0, we obtain that Λ 11 + Λ 12 + Λ 13 → 0, P − a.s and that
Moreover, we have
So, we conclude that (34) holds for equation (35) . Also Itô's formula holds when b and σ are simple stochastic process. If b, σ ∈ µ 2 T (R n ⊗R n ), according to Lemma 2.1, there exist sequences of simple processes b k and σ k such that
as k → ∞. Then, (34) still holds by a standard approximation argument. For the general case, we adopt the standard stopping time approach.
As an application of the Itô formula, let us present anther set of sufficient conditions for the existence and uniqueness of the SDE (13). More precisely, we replace (A1) and (A2) by the following local Lipschitz condition and the monotone condition.
(H1) For all t ∈ [0, T ], R > 0 and x, y ∈ R n ⊗ R n with x HS ∨ y HS ≤ R, there exists a non-decreasing integrable function κ (R) · So, (A1) and (A2) implies the monotone condition (H2).
Theorem 4.2. Under (A2), (H1)and (H2), (13) has a unique global strong solution (X(t)) t≥0 . Furthermore, if there exists an integrable function κ 0 :
Proof. We take advantage of the standard truncation approach to show existence of a solution to (13), see, e.g., [1] . For any R > 0, t ∈ [0, T ], and x ∈ R n ⊗ R n , let's define
In lieu of (13), we consider the following R n ⊗ R n -valued SDE
with the initial value X R (0) = x ∈ R n ⊗ R n . A straightforward calculation shows that, for any x, y ∈ R n ⊗ R n , Namely, for fixed R > 0, b R and σ R satisfy the global Lipschitz condition (A1) with κ 1 (t) being replaced by 4k (R) t . Hence, besides (A2), we conclude that (42) has a unique strong solution (X R (t)) t≥0 according to Theorem 3.1.
For any R > x HS , define the stopping time as τ R = inf{t ≥ 0 : X R (t) HS ≥ R}.
Also, notice that dX R+1 (t) = b R (t, X R+1 (t))dt + σ R (t, X R+1 (t))dB(t), t ∈ [0, τ R ] (43) with the initial value X R+1 (0) = x ∈ R n ⊗ R n . In terms of the uniqueness of solution to (42), one has
which further implies that
That is, τ R is non-decreasing w.r.t. R. So, we can define τ ∞ = lim R→∞ τ R . Furthermore, let's define X(t) = X R (t), t ∈ [0, τ R ]. Then, (X(t)) 0≤t<τ∞ is a local maximal solution to (13). Next, we show that the local maximal solution is in fact a global solution, i.e., τ ∞ = ∞ or ρ k = ∞, a.s., where, for k > x HS , ρ k := inf{t ∈ (0, τ ∞ ) : X(t) HS ≥ k}. This, combining with the definition of the stopping time ρ k , further implies that
where I {·} denotes the indicator function associated with the set {·}. Thus, we obtain from Chebyshev's inequality that
Since ∞ k=1 P(t ≥ ρ k ) ≤ C t ∞ k=1 1 k 2 , which is convergent, the Borel-Cantelli lemma implies that P(t ≥ τ ∞ ) = 0.
So τ ∞ = ∞, a.s. due to the arbitrariness of t. Then we complete the existence and uniqueness for (13) under the conditions (A2), (H1) and (H2). Now, we show the second part of this theorem. Also, by Itô's formula (34), it follows that dX(t) = {2 X(t), b(t, X(t)) HS + σ(t, X(t)) 2 HS }dt+2 X(t), σ(t, X(t))dB(t) HS .
This, in addition to (H2), yields that 
