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Abstract
The affine and degenerate affine Birman-Murakami-Wenzl (BMW) algebras arise natu-
rally in the context of Schur-Weyl duality for orthogonal and symplectic quantum groups
and Lie algebras, respectively. Cyclotomic BMW algebras, affine and cyclotomic Hecke al-
gebras, and their degenerate versions are quotients. In this paper we explain how the affine
and degenerate affine BMW algebras are tantalizers (tensor power centralizer algebras) by
defining actions of the affine braid group and the degenerate affine braid algebra on tensor
space and showing that, in important cases, these actions induce actions of the affine and
degenerate affine BMW algebras. We then exploit the connection to quantum groups and
Lie algebras to determine universal parameters for the affine and degenerate affine BMW
algebras. Finally, we show that the universal parameters are central elements—the higher
Casimir elements for orthogonal and symplectic enveloping algebras and quantum groups.
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Introduction
This paper is a continuation of our study of the affine Birman-Murakami-Wenzl (BMW) algebras
Wk and their degenerate versions Wk. In [DRV] we defined the algebras Wk and Wk and
determined their centers. Each of these algebras contains a commuting family of “Jucys-Murphy
elements”; following Nazarov and Beliakova-Blanchet [Naz, BB] we derived generating function
formulas for specific central elements z
(`)
k ∈ Wk and Z(`)k ∈ Wk in terms of the Jucys-Murphy
elements.
In this paper we show that the algebras Wk and Wk have a natural action on tensor space
which provides a Schur-Weyl duality with the quantum group and enveloping algebras of classical
type Lie algebras. In particular, the algebras Wk and Wk arise in orthogonal and symplectic
type, though we treat all the classical type cases uniformly. In complete analogy with the fact
that affine BMW algebra is a quotient of the group algebra CBk of the affine braid group of type
A, the degenerate affine BMW algebra is a quotient of the degenerate affine braid algebra Bk
which we first defined in [DRV]. This analogy extends to the Schur-Weyl duality. In Theorem
1.2, we show that there is a natural action of Bk on tensor space which commutes with an
arbitrary finite-dimensional complex reductive Lie algebra g. In Theorem 3.3 we show that,
when g is of classical type and the tensor space is constructed from the n-dimensional defining
representation, the action of Bk becomes an action of familiar algebras : the degenerate affine
BMW algebra arises when g = son or spn, and the degenerate affine Hecke algebra arises when
g = gln or sln.
The affine and degenerate affine BMW algebras depend on the choice of an infinite number
of parameters. This is analogous to the way that the Iwahori-Hecke algebra depends on one
parameter, often called q. Unfortunately, the infinite collection of parameters for the BMW
algebras is not free; significant work has been done on when a collection is admissible [AMR,
WY1, WY2, Go2, Go3, GH1, GH2, GH3, Yu]. In this work, we take a different point of view
and produce universal parameters for the affine and degenerate affine BMW algebras. These
universal parameters are symmetric functions which satisfy the admissibility conditions. In
future work, we hope to show via representation theory that every choice of admissible complex
parameters is a specialization of our universal parameters.
To compute the symmetric functions which arise as universal parameters, we use the Schur-
Weyl duality to naturally identify them as elements of the center of the corresponding symplectic
or orthogonal enveloping algebra or quantum group (which, by the Harish-Chandra isomorphism,
is isomorphic to a ring of symmetric functions). Specifically, in Theorem 3.3 and Theorem 3.5
we execute computations which push the recursive formulas of Nazarov [Naz] and Beliakova-
Blanchet [BB] to the other side of the Schur-Weyl duality. This produces explicit formulas for
the Harish-Chandra images of the corresponding central elements z
(`)
V and Z
(`)
V of the orthogonal
and symplectic enveloping algebras and quantum groups. These computations are related to the
calculations in, for example, [Naz], [Mo, Ch. 7] and [MR].
In Section 4 we show that the central elements z
(`)
V and Z
(`)
V are the natural higher Casimir
elements for orthogonal and symplectic enveloping algebras and quantum groups. In fact, we
are able to show that the universal parameters z
(`)
V of the degenerate affine BMW algebras
coincide exactly with the higher Casimirs for orthogonal and symplectic Lie algebras given by
Perelomov-Popov [PP1, PP2]. Expositions of the Perelomov-Popov results are also found in [Zh,
AMS 2010 subject classifications: 17B37 (17B10 20C08)
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§127] and [Mo, §7.1]. Another computation shows that the universal parameters Z(`)V of the affine
BMW algebras coincide with the central elements in quantum groups defined by Reshetikhin-
Takhtajan-Faddeev central elements defined in [RTF, Theorem 14]. To execute our computation
we have relied on a remarkable identity of Baumann [Bau, Theorem 1].
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idence at the Mathematical Sciences Research Institute (MSRI) in 2008. We thank MSRI for
hospitality, support, and a wonderful working environment. We thank F. Goodman and A.
Molev for their helpful comments and references. This research has been partially supported by
the National Science Foundation DMS-0353038 and the Australian Research Council DP0986774
and DP120101942.
1 Actions of general type tantalizers
Our goal in Section 2 is to provide a tensor space action of the affine Birman-Murakami-Wenzl
(BMW) algebra Wk and its degenerate version Wk by way of the group algebra of the affine
braid group CBk and the degenerate affine braid algebra Bk, respectively. The definition of
the degenerate affine braid algebra Bk makes the Schur-Weyl duality framework completely
analogous in both the affine and degenerate affine cases.
In this section, we define CBk and Bk and show that both act on tensor space of the form
M⊗V ⊗k. In the degenerate affine case this action commutes with complex reductive Lie algebras
g; in the affine case this action commutes with the Drinfeld-Jimbo quantum group Uhg. As we
will see in Section 2, the affine and degenerate affine BMW algebras arise when g is orthogonal or
symplectic and V is the defining representation; similarly, the degenerate affine Hecke algebras
arise when g is of type gln or sln and V is the defining representation. In the case when M is
the trivial representation and g is son, the elements y1, . . . , yk in Bk become the Jucys-Murphy
elements for the Brauer algebras used in [Naz]; in the case that g = gln, these become the
classical Jucys-Murphy elements in the group algebra of the symmetric group.
The action of the degenerate affine braid algebra Bk and the action of the affine braid group
Bk on M ⊗ V ⊗k each provide Schur functors
F λV : {U -modules} −→
{
{Bk-modules}, if U = Ug,
{Bk-modules}, if U = Uhg.
M 7−→ HomU (M(λ),M ⊗ V ⊗k)
(1.1)
where in each case HomU (M(λ),M⊗V ⊗k) is the vector space of highest weight vectors of weight
λ in M ⊗ V ⊗k. These ubiquitous functors transfer representation theoretic information back
and forth either between Ug and Bk or between Uhg and CBk.
1.1 The degenerate affine braid algebra action
Let C be a commutative ring and let Sk denote the symmetric group on {1, . . . , k}. For i ∈
{1, . . . , k}, write si for the transposition in Sk that switches i and i+ 1. The degenerate affine
braid algebra is the algebra Bk over C generated by
tu (u ∈ Sk), κ0, κ1, and y1, . . . , yk, (1.2)
with relations
tutv = tuv, yiyj = yjyi, κ0κ1 = κ1κ0, κ0yi = yiκ0, κ1yi = yiκ1, (1.3)
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κ0tsi = tsiκ0, κ1ts1κ1ts1 = ts1κ1ts1κ1, and κ1tsj = tsjκ1, for j 6= 1, (1.4)
tsi(yi + yi+1) = (yi + yi+1)tsi , and yjtsi = tsiyj for j 6= i, i+ 1, (1.5)
and, for i = 1, . . . , k − 2,
tsitsi+1γi,i+1tsi+1tsi = γi+1,i+2, where γi,i+1 = yi+1 − tsiyitsi . (1.6)
This presentation highlights the “Jucys-Murphy” elements y1, . . . , yk for the degenerate affine
BMW algebra Wk as in [Naz]. However, the algebra Bk also admits the following presentation,
which highlights its natural action on tensor space (as we will see in Theorem 1.2).
Theorem 1.1. [DRV, Theorem 2.1] The degenerate affine braid algebra Bk has another presen-
tation by generators
tu (u ∈ Sk), κ0, . . . , κk and γi,j , for 0 ≤ i, j ≤ k with i 6= j, (1.7)
and relations
tutv = tuv, twκitw−1 = κw(i), twγi,jtw−1 = γw(i),w(j), (1.8)
κiκj = κjκi, κiγ`,m = γ`,mκi, (1.9)
γi,j = γj,i, γp,rγ`,m = γ`,mγp,r, and γi,j(γi,r + γj,r) = (γi,r + γj,r)γi,j , (1.10)
for p 6= ` and p 6= m and r 6= ` and r 6= m and i 6= j, i 6= r and j 6= r.
The conversion between the two presentations is given by the formulas κ0 = κ0, κ1 = κ1,
tw = tw,
yj =
1
2κj +
∑
0≤`<j
γ`,j , (1.11)
and the formulas in (1.8). Set
c0 = κ0 and cj = κ0 + 2(y1 + . . .+ yj), (1.12)
for j = 1, 2, . . . , k. Then c0, . . . , ck pairwise commute,
yj =
1
2(cj − cj−1) and cj =
j∑
i=0
κi + 2
∑
0≤`<m≤j
γ`,m. (1.13)
Let g be a finite-dimensional complex Lie algebra with a symmetric nondegenerate ad-
invariant bilinear form i.e.,
〈, 〉 : g⊗ g→ C, with 〈[x1, x2], x3〉+ 〈x2, [x1, x3]〉 = 0
and 〈x1, x2〉 = 〈x2, x1〉, for x1, x2, x3 ∈ g. Let B = {b1, . . . , bn} be a basis for g and let
{b∗1, . . . , b∗n} be the dual basis with respect to 〈, 〉. The Casimir is
κ = b1b
∗
1 + · · ·+ bnb∗n =
∑
b∈B
bb∗ and κ ∈ Z(Ug), (1.14)
where Z(Ug) is the center of the enveloping algebra Ug (see [Bou, I §3 Prop. 11]). Since the
coproduct on g is defined by ∆(x) = x⊗ 1 + 1⊗ x for x ∈ g,
∆(κ) = κ⊗ 1 + 1⊗ κ+ 2γ, where γ =
∑
b∈B
b⊗ b∗. (1.15)
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Theorem 1.2. Let g be a finite-dimensional complex Lie algebra with a symmetric nondegener-
ate ad-invariant bilinear form 〈, 〉, and let Ug be the universal enveloping algebra. Let C = Z(Ug)
be the center of Ug, κ be the Casimir in C, and γ =
∑
b b ⊗ b∗ as in (1.15). Let M and V be
g-modules and let s1 · (u⊗ v) = v ⊗ u, for u, v ∈ V .
The degenerate affine braid algebra Bk acts on M ⊗ V ⊗k via Φ : Bk → End(M ⊗ V ⊗k) defined
by
Φ(tsi) = idM ⊗ id⊗i−1V ⊗ s1 ⊗ id⊗k−i−1V so that Sk acts by permuting tensor factors of V ,
Φ(κi) is κ acting in the ith factor of V in M ⊗ V ⊗k and Φ(κ0) is κ acting on M ,
Φ(γ`,m) is γ acting in the `th and mth factors of V in M ⊗ V ⊗k,
Φ(γ0,`) is γ acting on M and the `th factor of V in M ⊗ V ⊗k,
Φ(ci) is κ acting on M and the first i factors of V ,
Φ(z) = z ⊗ id⊗kV for z ∈ C.
This action of Bk commutes with the Ug-action on M ⊗ V ⊗k.
Proof. Since κ ∈ Z(Ug) the operators Φ(κi) are in Endg(M ⊗ V ⊗k). From the relation 2γ =
∆(κ)− κ⊗ 1− 1⊗ κ it also follows that Φ(γ`,m) ∈ Endg(M ⊗ V ⊗k).
All of the relations in Theorem 1.1 except the last relations in (1.10) follow from consideration
of the tensor factors being acted upon. The last relations in (1.10) are established by the
computation
γ1,2(γ1,3 + γ2,3)(v ⊗ w ⊗ z) = γ1,2
(∑
i
biv ⊗ w ⊗ b∗i z + v ⊗ biw ⊗ b∗i z
)
= γ1,2
(∑
i
∆(bi)⊗ b∗i
)
(v ⊗ w ⊗ z) =
(∑
i
∆(bi)⊗ b∗i
)
γ1,2(v ⊗ w ⊗ z)
= (γ1,3 + γ2,3)γ1,2(v ⊗ w ⊗ z),
for v, w, z ∈ V . Recursively applying the coproduct formula from (1.15) connects the action of
ci with the action of κi and γ`,m as in the second formula in (1.13).
For a Ug-module M let
κM : M −→ M
m 7−→ κm where κ is the Casimir
as in (1.14). If M is a Ug-module generated by a highest weight vector v+λ of weight λ then
κM = 〈λ, λ+ 2ρ〉idM , where ρ = 12
∑
α∈R+
α (1.16)
is the half-sum of the positive roots (see [Bou, VIII §2 no. 3 Prop. 6 and VIII §6 no. 4 Cor. to
Prop. 7]). By equation (1.15), if M = L(µ) and N = L(ν) are finite-dimensional irreducible
Ug-modules of highest weights µ and ν respectively, then γ acts on the L(λ)-isotypic component
of the decomposition L(µ)⊗ L(ν) ∼= ⊕λ L(λ)⊕cλµν by the constant
1
2
(〈λ, λ+ 2ρ〉 − 〈µ, µ+ 2ρ〉 − 〈ν, ν + 2ρ〉). (1.17)
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Pictorially,
Φ(cj) =
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.
By (1.17) and (1.12), the eigenvalues of yj are functions of the eigenvalues of the Casimir.
1.2 The affine braid group action
The affine braid group Bk is the group given by generators T1, T2, . . . , Tk−1 and Xε1 , with
relations
TiTj = TjTi, if j 6= i± 1, (1.18)
TiTi+1Ti = Ti+1TiTi+1, for i = 1, 2, . . . , k − 2, (1.19)
Xε1T1X
ε1T1 = T1X
ε1T1X
ε1 , (1.20)
Xε1Ti = TiX
ε1 , for i = 2, 3, . . . , k − 1. (1.21)
The generators Ti and X
ε1 can be identified with the diagrams
Ti =
i i+1• • • • • • •
• • • • • • •
.............................................
.............................................
...
.....∗
.....
...........................
...........................
...........................
...........................
...............................
....
....
....
....
....
...........................
and Xε1 =
• • • • • • •
• • • • • • •
.........................
................
.........................
................
...
.....∗
......
...........................
...........................
...........................
...........................
...........................
...........................
...........................................................
....
....
.
..........
. (1.22)
For i = 1, . . . , k define
Xεi = Ti−1Ti−2 · · ·T2T1Xε1T1T2 · · ·Ti−2Ti−1 =
i• • • • • • •
• • • • • • •
.........................
................
.........................
................
...
.....∗
......
................
................
................
................
........
........
........
........
...........................
...........................
................. ........... ........... ........... ......
....................................................................
...........................................
.......
....
.
............
. (1.23)
The pictorial computation
XεjXεi =
ji• • • • • • •
• • • • • • •
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............................
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...............
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.....................................
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.
............
=
ji• • • • • • •
• • • • • • •
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...............
...
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......
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.....................
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................
.....................
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................
.......
..........................................
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...........................
......................................................
......................................................
................. ........... ......
.................................
.....................................
.......
....
.
...........
................. ........... ........... ........... ......
....................................................................
....................................................
......
..
............
= XεiXεj
shows that the Xεi pairwise commute.
Let g be a finite-dimensional complex Lie algebra with a symmetric nondegenerate ad-
invariant bilinear form, and let U = Uhg be the Drinfel’d-Jimbo quantum group corresponding
to g. The quantum group U is a ribbon Hopf algebra with invertible R-matrix
R =
∑
R
R1 ⊗R2 in U ⊗ U, and ribbon element v = e−hρu,
where u =
∑
R S(R2)R1 (see [LR, Corollary (2.15)]). For U -modules M and N , the map
RˇMN : M ⊗N −→ N ⊗M
m⊗ n 7−→
∑
R
R2n⊗R1m
M ⊗N
N ⊗M
• •
• •.............
..
........
....
...................................
(1.24)
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is a U -module isomorphism. The quasitriangularity of a ribbon Hopf algebra provides the braid
relation (see, for example, [OR, (2.12)]),
M ⊗N ⊗ P
P ⊗N ⊗M
• • •
• • •
................................................ ........................
....
.....
.....
.......
...
..................................
....
...
......
........
....
...............................
....
....
.......
.......
...
.................................
=
M ⊗N ⊗ P
P ⊗N ⊗M
• • •
• • •
........................ ................................................
....
...
......
........
....
.................................
....
.....
.....
.......
...
.................................
....
...
......
........
....
................................
(RˇMN ⊗ idP )(idN ⊗ RˇMP )(RˇNP ⊗ idM ) = (idM ⊗ RˇNP )(RˇMP ⊗ idN )(idP ⊗ RˇMN ).
Theorem 1.3. Let g be a finite-dimensional complex Lie algebra with a symmetric nondegener-
ate ad-invariant bilinear form, let U = Uhg be the corresponding Drinfeld-Jimbo quantum group
and let C = Z(U) be the center of Uhg. Let M and V be U -modules. Then M ⊗ V ⊗k is a
CBk-module with action given by
Φ: CBk −→ EndU (M ⊗ V ⊗k)
Ti 7−→ Rˇi, 1 ≤ i ≤ k − 1,
Xε1 7−→ Rˇ20,
z 7−→ zM ,
(1.25)
where zM = z ⊗ id⊗kV ,
Rˇi = idM ⊗ id⊗(i−1)V ⊗ RˇV V ⊗ id⊗(k−i−1)V and Rˇ20 = (RˇMV RˇVM )⊗ id⊗(k−1)V ,
with RˇMV as in (1.24). The CBk action commutes with the U -action on M ⊗ V ⊗k.
Proof. The relations (1.18) and (1.21) are consequences of the definition of the action of Ti and
Xε1 . The relations (1.19) and (1.20) follow from the following computations:
RˇiRˇi+1Rˇi =
............................. ..................
...
....
.................
....
..
....
.................
....
...
....
...............
=
.............. .............................
....
..
....
.................
....
...
....
..............
....
..
...
....
...............
= Rˇi+1RˇiRˇi+1
and
Rˇ20Rˇ1Rˇ
2
0Rˇ1 =
· · ·
· · ·
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........................................... ............................
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....
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....
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...............
....
..
....
.................
....
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...
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....
...
....
..............
=
· · ·
· · ·
............................ ............................. ............................
..... ......
..... ......
....
...
....
...............
....
..
....
................
....
...
....
..............
....
..
...
....
..............
....
...
....
..............
....
..
....
.................
=
· · ·
· · ·
.............. ............................ ............................. ..............
..... ......
....
...
....
..................
....
..
....
...............
....
...
...
................
....
..
...
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...............
....
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....
..............
....
..
....
................ =
· · ·
· · ·
.............. ........................................... ............................
....... ......
....... .........
...
...
.................
....
...
...
...
..............
....
...
...
................
....
..
...
....
...............
....
...
....
..............
....
...
....
.............. = Rˇ1Rˇ
2
0Rˇ1Rˇ
2
0.
Let v = e−hρu be the ribbon element in U = Uhg. For a Uhg-module M define
CM : M −→ M
m 7−→ vm so that CM⊗N = (RˇMN RˇNM )
−1(CM ⊗ CN ) (1.26)
(see [Dr, Prop. 3.2]). If M is a Uhg-module generated by a highest weight vector v
+
λ of weight
λ, then
CM = q
−〈λ,λ+2ρ〉idM , where q = eh/2 (1.27)
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(see [LR, Prop. 2.14] or [Dr, Prop. 5.1]). From (1.27) and the relation (1.26) it follows that
if M = L(µ) and N = L(ν) are finite-dimensional irreducible Uhg-modules of highest weights
µ and ν respectively, then RˇMN RˇNM acts on the L(λ)-isotypic component L(λ)
⊕cλµν of the
decomposition
L(µ)⊗ L(ν) =
⊕
λ
L(λ)⊕c
λ
µν by the scalar q〈λ,λ+2ρ〉−〈µ,µ+2ρ〉−〈ν,ν+2ρ〉. (1.28)
By the definition of Xεi in (1.23),
Φ(Xεi) = RˇM⊗V ⊗(i−1),V RˇV,M⊗V ⊗(i−1) =
i
• • • • • • •
• • • • • • •
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...
....
....
....
....
...
..
...
....
....
....
....
...
..
......
......
.....
...
...
.....
...
...
...
.....∗
.....
...............................
...............................
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...............
.............
.............................
............
......
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........
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............................
....... ..... ...... ....... ..... ....... ....... ..... ...... ....... ...... ..... ....... , (1.29)
so that, by (1.26), the eigenvalues of Φ(Xεi) are functions of the eigenvalues of the Casimir.
2 Actions of classical type tantalizers
In this section, we define the affine Birman-Murakami-Wenzl (BMW) algebra Wk and its degen-
erate version Wk, exactly following our treatment in [DRV]. Just as the affine BMW algebras
Wk and the affine Hecke algebras Hk are quotients of the group algebra of affine braid group
CBk, the degenerate affine BMW algebras Wk and the degenerate affine Hecke algebras Hk are
quotients of Bk. Moreover, the tensor space actions defined in Theorems 1.2 and Theorem 1.3
factor through these quotients in important cases. The affine and degenerate affine BMW alge-
bras arise when g is son or spn and V is the first fundamental representation; similarly, the affine
and degenerate affine Hecke algebras arise when g is gln or sln and V is the first fundamental
representation. In the case when M is the trivial representation and g is son, the Jucys-Murphy
elements y1, . . . , yk in Bk become the Jucys-Murphy elements for the Brauer algebras used in
[Naz]; in the case that g = sln, these become the classical Jucys-Murphy elements in the group
algebra of the symmetric group.
In defining the affine and degenerate affine BMW algebras, we must make a choice of infinite
families of parameters, Z
(`)
0 and z
(`)
0 , respectively. In order to avoid choices which yield the
zero algebra, we choose parameters in the ground ring C = Z(U) which arise naturally in each
of the action theorems below. As we will see in the proofs of Theorem 2.2 and Theorem 2.5
(specifically, the calculations in (2.33) and (2.44)), the natural actions of Bk and CBk on tensor
space in Theorems 1.2 and Theorem 1.3 force the parameters to be
z
(`)
0 = (id⊗ trV )((12y + γ)`) and Z
(`)
0 = (id⊗ qtrV )((zR21R)`).
Preliminaries on classical type combinatorics. Let V = Cr. The Lie algebras g = glr
and slr are given by
glr = End(V ) and slr = {x ∈ glr | tr(x) = 0},
with bracket [x, y] = xy − yx. Then
glr has basis {Eij | 1 ≤ i, j ≤ r},
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where Eij is the matrix with 1 in the (i.j) entry and 0 elsewhere. A Cartan subalgebra of glr is
hgl = {x ∈ glr | x is diagonal} with basis {E11, E22, . . . , Err},
and the dual basis {ε1, . . . , εr} of h∗gl is specified by
εi : hgl → C given by εi(Ejj) = δij .
The form
〈, 〉 : g⊗ g→ C given by 〈x, y〉 = trV (xy) (2.1)
is a nondegenerate ad-invariant symmetric bilinear form on g such that the restriction to hgl is
a nondegenerate form 〈, 〉 : hgl⊗ hgl → C. Since 〈, 〉 is nondegenerate, the map ν : hgl → h∗gl given
by ν(h) = 〈h, ·〉 is a vector space isomorphism which induces a nondegenerate form 〈, 〉 on h∗gl.
Further,
{E11, . . . , Err} and {ε1, . . . , εr} are orthonormal bases of hgl and h∗gl,
respectively. A Cartan subalgebra of slr is
hsl = (E11 + · · ·+ Err)⊥ = {x ∈ hgl | 〈x,E11 + · · ·+ Err〉 = 0},
the orthogonal subspace to C(E11 + · · ·+ Err). The dominant integral weights for glr,
P+ = {λ1ε1 + · · ·+ λrεr | λi ∈ Z, λ1 ≥ · · · ≥ λr},
index the irreducible finite-dimensional representations L(λ) of glr. The irreducible finite-
dimensional representations of slr are
L(λ¯) = Res
glr
slr
(L(λ)),
where λ¯ is the orthogonal projection of λ to h∗sl = (ε1 + · · ·+ εr)⊥.
The matrix units {Eij | 1 ≤ i, j ≤ r} form a basis of glr for which the dual basis with respect
to the form in (2.1) is {Eji | 1 ≤ i, j ≤ r}. So
γgl =
∑
1≤i,j≤r
Eij ⊗ Eji =
∑
1≤i,j≤r
i6=j
Eij ⊗ Eji +
∑
i=1
Eii ⊗ Eii, and (2.2)
γsl = γgl − E+ ⊗ E+, where E+ = E11 + · · ·+ Err. (2.3)
If the Casimir for glr,
κgl =
∑
1≤i,j≤r
EijEji, acts on L(λ) by the constant κ
gl(λ)
then the Casimir for slr,
κsl = κgl − E+E+, acts on L(λ¯) by the constant κgl(λ)− 1
r
|λ|2, (2.4)
where |λ| = λ1 + · · ·+ λr.
Let V = CN . The Lie algebras g = soN or spN are given by
g = {x ∈ gl(V ) | (xv1, v2) + (v1, xv2) = 0 for all v1, v2 ∈ V },
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where (, ) : V ⊗ V → C is a nondegenerate bilinear form satisfying
(v1, v2) = (v2, v1), where  =

1, if g = so2r+1,
−1, if g = sp2r,
1, if g = so2r.
(2.5)
Choose
a basis {vi | i ∈ Vˆ } of V , where Vˆ =

{−r, . . . ,−1, 0, 1, . . . , r}, if g = so2r+1,
{−r, . . . ,−1, 1, . . . , r}, if g = sp2r,
{−r, . . . ,−1, 1, . . . , r}, if g = so2r.
(2.6)
so that the matrix of the bilinear form (, ) : V ⊗ V → C is
J =
 1···1···
0
0
 , and g = {x ∈ glN | xtJ + Jx = 0},
where N = dim(V ) and xt is the transpose of x. Then, as in Molev [Mo, (7.9)] and [Bou, Ch. 8
§13 2.I, 3.I, 4.I],
g = span{Fij | i, j ∈ Vˆ } where Fij = Eij − θijE−j,−i, (2.7)
where Eij is the matrix with 1 in the (i, j)-entry and 0 elsewhere and
θij =

1, if g = so2r+1,
sgn(i) · sgn(j), if g = sp2r,
1, if g = so2r.
A Cartan subalgebra of g is
h = span{Fii | i ∈ Vˆ } with basis {F11, F22, . . . , Frr}. (2.8)
The dual basis {ε1, . . . , εr} of h∗ is specified by
εi : h→ C given by εi(Fjj) = δij . (2.9)
The form
〈, 〉 : g⊗ g→ C given by 〈x, y〉 = 12trV (xy) (2.10)
is a nondegenerate ad-invariant symmetric bilinear form on g such that the restriction to h is
a nondegenerate form 〈, 〉 : h ⊗ h → C on h. Since 〈, 〉 is nondegenerate, the map ν : h → h∗
given by ν(h) = 〈h, ·〉 is a vector space isomorphism which induces a nondegenerate form 〈, 〉
on h∗. Let 〈, 〉 : h∗ ⊗ h∗ → C be the form on h∗ induced by the form on h and the vector space
isomorphism ν : h→ h∗ given by ν(h) = 〈h, ·〉. Further,
{F11, . . . , Frr} and {ε1, . . . , εr} are orthonormal bases of h and h∗.
With Fij as in (2.7), g has basis
{Fi,i | 0 < i ∈ Vˆ } ∪ {F±i,±j | 0 < i < j ∈ Vˆ } ∪ {F0,±i | 0 < i ∈ Vˆ } if g = so2r+1,
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{Fi,i, F−i,i, Fi,−i | 0 < i ∈ Vˆ } ∪ {F±i,±j | 0 < i < j ∈ Vˆ } if g = sp2r,
{Fi,i | 0 < i ∈ Vˆ } ∪ {F±i,±j | 0 < i < j ∈ Vˆ } if g = so2r.
With respect to the nondegenerate ad-invariant symmetric bilinear form 〈, 〉 : g ⊗ g → C given
in (2.10), 〈x, y〉 = 12trV (xy), the dual basis with respect to 〈, 〉 is
F ∗ij = Fji if i 6= −j, and F ∗i,−i = 12F−i,i.
The sets
{F−i,−i | 0 < i ∈ Vˆ } ∪ {F±i,±j | 0 < j < i ∈ Vˆ } ∪ {F±i,0 | 0 < i ∈ Vˆ } if g = so2r+1,
{F−i,−i, F−i,i, Fi,−i | 0 < i ∈ Vˆ } ∪ {F±i,±j | 0 < j < i ∈ Vˆ } if g = sp2r,
{F−i,−i | 0 < i ∈ Vˆ } ∪ {F±i,±j | 0 < j < i ∈ Vˆ } if g = so2r,
are alternate bases, and Fi,−i = 0 when g = so2r+1 or g = so2r. So
2γ =
∑
i,j∈Vˆ
Fij ⊗ F ∗ji +
∑
i∈Vˆ
Fi,−i ⊗ F ∗i,−i =
∑
i,j∈Vˆ
Fij ⊗ Fji. (2.11)
To compute the value 12〈λ, λ+ 2ρ〉 in (1.17) choose positive roots
R+ =

{εi ± εj | 1 ≤ i < j ≤ r} ∪ {εi | 1 ≤ i ≤ r}, for g = so2r+1,
{εi ± εj | 1 ≤ i < j ≤ r} ∪ {2εi | 1 ≤ i ≤ r}, for g = sp2r,
{εi ± εj | 1 ≤ i < j ≤ r}, for g = so2r,
(2.12)
Since ∑
1≤i<j≤r
(εi − εj) +
∑
1≤i<j≤r
(εi + εj) +
r∑
i=1
εi +
r∑
i=1
εi
=
r∑
i=1
(r − 2i+ 1)εi +
r∑
i=1
(r − 1)εi +
r∑
i=1
εi +
r∑
i=1
εi,
it follows that
2ρ =
r∑
i=1
(y − 2i+ 1)εi, where y = 〈ε1, ε1 + 2ρ〉 =

2r, if g = so2r+1,
2r + 1, if g = sp2r,
2r − 1, if g = so2r,
(2.13)
is the value by which the Casimir κ acts on L(ε1). Set q = e
h/2. The quantum dimension of V
is
dimq(V ) = trV (e
hρ) = + [y], where [y] =
qy − q−y
q − q−1 , (2.14)
since, with respect to a weight basis of V , the eigenvalues of the diagonal matrix ehρ are
e
1
2h(y−2i+1) = q(y−2i+1).
Identify a weight λ = λ1ε1 + · · ·+ λrεr with the configuration of boxes with λi boxes in row
i. If b is a box in position (i, j) of λ then the content of b is
c(b) = j − i = the diagonal number of b, so that
−2
−1
0
0
1
1
2
(2.15)
11
are the contents of the boxes of λ = 3ε1 + 3ε2 + ε3. If λ = λ1ε1 + · · ·λnεn, then
〈λ, λ+ 2ρ〉 − 〈λ− εi, λ− εi + 2ρ〉 = 2λi + 2ρi − 1 = y + 2λi − 2i = y + 2c(λ/λ−),
where λ/λ− is the box at the end of row i in λ. By induction,
〈λ, λ+ 2ρ〉 = y|λ|+ 2
∑
b∈λ
c(b), (2.16)
for λ = λ1ε1 + · · ·+ λrεr with λi ∈ Z.
Let L(λ) be the irreducible highest weight g-module with highest weight λ, and let V = L(ε1).
Then, for g = so2r+1, sp2r or so2r,
V ∼= V ∗ and V ⊗ V ∼= L(0)⊕ L(2ε1)⊕ L(ε1 + ε2). (2.17)
For each component in the decomposition of V ⊗ V the values by which γ = ∑b∈B b ⊗ b∗ acts
(see (1.17)) are
〈0, 0 + 2ρ〉 − 〈ε1, ε1 + 2ρ〉 − 〈ε1, ε1 + 2ρ〉 = 0− y − y = −2y,
〈2ε1, 2ε1 + 2ρ〉 − 〈ε1, ε1 + 2ρ〉 − 〈ε1, ε1 + 2ρ〉 = 4 + 2(y − 1)− y − y = 2, (2.18)
〈ε1 + ε2, ε1 + ε2 + 2ρ〉 − 〈ε1, ε1 + 2ρ〉 − 〈ε1, ε1 + 2ρ〉 = 2 + (y − 1) + (y − 3)− y − y = −2.
The second symmetric and exterior powers of V are
S2(V ) =
{
L(2ε1)⊕ L(0), if g = so2r+1 or so2r,
L(2ε1), if g = sp2r,
(2.19)
and
Λ2(V ) =
{
L(ε1 + ε2), if g = so2r+1 or so2r,
L(ε1 + ε2)⊕ L(0), if g = sp2r.
(2.20)
For all dominant integral weights λ
L(λ)⊗ V =

L(λ)
⊕(⊕
λ±
L(λ±)
)
, if g = so2r+1 and λr > 0,
⊕
λ±
L(λ±), if g = sp2r, g = so2r, or
if g = so2r+1 and λr = 0,
(2.21)
where the sum over λ± denotes a sum over all dominant weights obtained by adding or removing
a box from λ (by a routine check using the product formula for Weyl characters in [Bou, VIII
§9 Prop. 2]). If g = so2r then addition and removal of a box should include the possibility of
addition and removal of a box marked with a − sign, and removal of a box from row r when
λr =
1
2 changes λr to −12 .
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Preliminaries on quantum trace. This paragraph provides a brief review of quantum traces
and quantum dimensions (see also [CP, 4.2.9]) in the form suitable to our needs for the proofs
of the main theorems of this section. If g is a finite-dimensional complex Lie algebra with a
symmetric nondegenerate ad-invariant bilinear form, and Uhg is the Drinfel’d-Jimbo quantum
group corresponding to g, then both
U = Ug with R = 1⊗ 1 and v = 1 and U = Uhg with v = e−hρu (2.22)
are ribbon Hopf algebras ([LR, Corollary (2.15)]). For U = Ug or Uhg, let V be a finite-
dimensional U -module, and let V ∗ be the dual module. Define
ev : V ∗ ⊗ V −→ 1
φ⊗ v 7−→ φ(v) and
coev : 1 −→ V ⊗ V ∗
1 7−→ ∑i vi ⊗ vi
where {v1, . . . , vn} is a basis of V and {v1, . . . , vn} is the dual basis in V ∗. Let EV be the
composition
EV : V ⊗ V ∗ v
−1⊗1−−−−→ V ⊗ V ∗ RˇV V ∗−−−−→ V ∗ ⊗ V ev−→ 1 coev−−−→ V ⊗ V ∗,
so that EV is a U -module homomorphism with image a submodule of V ⊗V ∗ isomorphic to the
trivial representation of U .
Let M be a U -module and let ψ ∈ EndU (M ⊗ V ). Then, as operators on M ⊗ V ⊗ V ∗,
(id⊗ EV )(ψ ⊗ id)(id⊗ EV ) = (id⊗ qtrV )(ψ)⊗ EV , (2.23)
where the quantum trace (id⊗ qtrV )(ψ) : M →M is given by
(id⊗ qtrV )(ψ) = (id⊗ trV )
(
(1⊗ uv−1)ψ). (2.24)
The special case when M = 1 and ψ = idV is the quantum dimension of V ,
dimq(V ) = qtrV (idV ), so that E
2
V = dimq(V )EV . (2.25)
If CV : V → V is the map defined in (1.26), then
(id⊗ qtrV )(RˇV V ) = C−1V (2.26)
(see, for example, [LR, Prop. 3.11]). In the case U = Ug, the ribbon element v = 1, so that
qtrV (ϕ) = trV (ϕ) and CV = idV .
Remark 2.1. The identity (2.23) and the second identity in (2.25) are the source of the con-
nection between quantum traces, the Jones basic construction and conditional expectations (see
[GHJ, Def. 2.6.6]). These tools are extremely powerful for the study of Temperley-Lieb algebras,
Brauer algebras, BMW algebras, and other algebras which arise as tantalizer algebras (tensor
power centralizer algebras).
2.1 The degenerate affine BMW algebra action
Define ei in the degenerate affine braid algebra Bk by
tsiyi = yi+1tsi − (1− ei), for i = 1, 2, . . . , k − 1, (2.27)
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so that, with γi,i+1 as in (1.6),
γi,i+1tsi = 1− ei. (2.28)
By definition, the algebra Bk is an algebra over a commutative base ring C. Fix constants
 = ±1 and z(`)0 ∈ C for ` ∈ Z≥0.
The degenerate affine Birman-Wenzl-Murakami (BMW) algebra Wk (with parameters  and z(`)0 )
is the quotient of the degenerate affine braid algebra Bk by the relations
eitsi = tsiei = ei, eitsi−1ei = eitsi+1ei = ei, (2.29)
e1y
`
1e1 = z
(`)
0 e1, ei(yi + yi+1) = 0 = (yi + yi+1)ei. (2.30)
The degenerate affine Hecke algebra Hk is the quotient of Wk by the relations
ei = 0, for i = 1, . . . , k − 1. (2.31)
Theorem 2.2. Let Φ : Bk → Endg(M ⊗ V ⊗k) be the representation defined in Theorem 1.2.
(a) Let g be so2r+1, sp2r or so2r and γ =
∑
b b ⊗ b∗ as in (2.11). Use notations for irreducible
representations as in (2.21). Let
y =

2r, if g = so2r+1,
2r + 1, if g = sp2r,
2r − 1, if g = so2r,
 =

1, if g = so2r+1,
−1, if g = sp2r,
1, if g = so2r,
V = L(ε1),
and let
z
(`)
0 = (id⊗ trV )((12y + γ)`), for ` ∈ Z≥0.
Then Φ: Bk → EndU (M ⊗ V ⊗k) is a representation of the degenerate affine BMW algebra Wk.
(b) If g = glr, γ =
∑
b b⊗ b∗ is as in (2.2), and V = L(ε1) then Φ: Bk → EndUg(M ⊗ V ⊗k) is a
representation of the degenerate affine Hecke algebra. If g = slr, γ =
∑
b b ⊗ b∗ is as in (2.3),
and V = L(ε1) then Φ
′ : Bk → EndUg(M ⊗ V ⊗k) given by
Φ′(tsi) = Φ(tsi), Φ
′(γ`,m) = 1r + Φ(γ`,m), and Φ
′(κi) = Φ(κi)
extends to a representation of the degenerate affine Hecke algebra.
Proof. (a) The action of γ on the tensor product of two simple modules is given in (1.17),
so the computations in (2.18) determine the action of γ on the components of V ⊗ V . The
decompositions of the second symmetric and exterior powers in (2.19) and (2.20) determine the
action of ts1 on V ⊗ V . The operator Φ(e1) is determined from Φ(ts1) and Φ(γ) via (2.28),
Φ(γ)Φ(ts1) = 1− Φ(e1).
In summary, Φ(ts1), Φ(e1), and Φ(γ) act on the components of V ⊗ V by
L(0) L(2ε1) L(ε1 + ε2)
Φ(γ1,2) −y 1 −1
Φ(ts1)  1 −1
Φ(e1) 1 + y 0 0
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where y and γ are as in (2.13) and (1.15), respectively. The first relation in (2.29) follows.
Since dim(V ) = + y, the first identity in (2.25) gives that
Φ(e1) = EV . (2.32)
By (2.22), (2.23), and (2.26),
Φ(eitsi−1ei) = (1⊗ EV )(RˇV V ⊗ 1)(1⊗ EV ) = (id⊗ trV )(RˇV V )⊗ EV
= C−1V ⊗ EV = id⊗ EV = Φ(ei),
which establishes the second relation in (2.29). Since y = 〈ε1, ε1 + 2ρ〉 = Φ(κi), it follows from
(1.11) that Φ(y1) = Φ(
1
2κ1 + γ0,1) =
1
2y + γ, and by (2.23),
Φ(e1y
`
1e1) = (id⊗ EV )(12y + γ)`(id⊗ EV ) = (id⊗ trV )((12y + γ)`)⊗ EV
=  (id⊗ trV )((12y + γ)`)Φ(e1) = z
(`)
0 Φ(e1), (2.33)
which gives the first relation in (2.30). Since the yi commute and tsi(yi + yi+1) = (yi + yi+1)tsi ,
it follows that
ei(yi + yi+1) = (tsiyi − yi+1tsi + 1)(yi + yi+1) = (yi + yi+1)(tsiyi − yi+1tsi + 1) = (yi + yi+1)ei.
For b ∈ Ug or Ug⊗Ug, let bi and bi,i+1 denote the action of an element b on the ith, respectively
ith and (i+ 1)st, factors of V in M ⊗ V ⊗(i+1). Then, as operators on M ⊗ V ⊗(i+1),
(yi + yi+1)ei =
(
1
2κi +
i−1∑
r=0
γr,i +
1
2κi+1 +
i∑
r=0
γr,i+1
)
ei =
(
1
2∆(κ)i,i+1 +
i−1∑
r=0
(γr,i + γr,i+1)
)
ei
=
(
1
2∆(κ)i,i+1 +
i−1∑
r=0
∑
b
b⊗∆(b∗)i,i+1
)
ei = 0,
because ei is a projection onto L(0) and the action of b
∗ and κ on L(0) is 0.
(b) In the case where g = glr and V = L(ε1),
V ⊗ V = L(2ε1)⊕ L(ε1 + ε2), with Λ2(V ) = L(ε1 + ε2) and S2(V ) = L(2ε1).
So by (1.17),
L(2ε1) L(ε1 + ε2)
Φ(γ1,2) 1 −1
Φ(ts1) 1 −1
and Φ(e1) = Φ(γ)− Φ(ts1) = 0. (2.34)
In the case where g = slr and V = L(ε¯1),
V ⊗ V = L(2ε1)⊕ L(ε1 + ε2), with Λ2(V ) = L(ε1 + ε2) and S2(V ) = L(2ε1).
As the map φ : Bk → Bk given by
tsi 7→ tsi , γi,j 7→ γi,j − a, κi 7→ κi, for fixed a ∈ C
is an automorphism, the result follows from (2.34) and (2.4).
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Remark 2.3. Fix b1, . . . , br ∈ C. The degenerate cyclotomic BMW algebra Wr,k(b1, . . . , br) is
the degenerate affine BMW algebra with the additional relation
(y1 − b1) · · · (y1 − br) = 0. (2.35)
The degenerate cyclotomic Hecke algebra Hr,k(b1, . . . , br) is the degenerate affine Hecke algebra
Hk with the additional relation (2.35). In Theorem 2.2, if Φ(y1) has eigenvalues u1, . . . , ur then
Φ is a representation of Wr,k(u1, . . . , ur) or Hr,k(u1, . . . , ur).
Remark 2.4. In general, for any constants a0, a, and c, the map φ : Bk → Bk given by
tsi 7→ tsi , γi,j 7→ γi,j − c, κ0 7→ κ0 − a0, and κj 7→ κj − a, for j = 1, . . . , k,
is an automorphism. So, following the proof of Theorem 2.2(b), Φ′ : Bk → EndUg(M ⊗ V ⊗k)
given by
Φ′(tsi) = Φ(tsi), Φ
′(γ`,m) = 1r + Φ(γ`,m),
Φ′(κ0) = a0 + Φ(κ0), and Φ′(κj) = a+ Φ(κj) for j = 1, . . . , k,
also extends to a representation of Hk when g = slr. When M = L(µ) is a finite-dimensional
highest weight module taking a0 =
|µ|
r and a =
1
r is combinatorially convenient.
2.2 The affine BMW algebra action
Let C be a commutative ring and let CBk be the group algebra of the affine braid group. Fix
constants
q, z ∈ C and Z(`)0 ∈ C, for ` ∈ Z,
with q and z invertible. Let Yi = zX
εi so that
Y1 = zX
ε1 , Yi = Ti−1Yi−1Ti−1, and YiYj = YjYi, for 1 ≤ i, j ≤ k. (2.36)
In the affine braid group
TiYiYi+1 = YiYi+1Ti. (2.37)
Assume q − q−1 is invertible in C. Define Ei ∈ CBk by
TiYi = Yi+1Ti − (q − q−1)Yi+1(1− Ei). (2.38)
The affine BMW algebra Wk is the quotient of the group algebra CBk by the relations
EiT
±1
i = T
±1
i Ei = z
∓1Ei, EiT±1i−1Ei = EiT
±1
i+1Ei = z
±1Ei, (2.39)
E1Y
`
1E1 = Z
(`)
0 E1, EiYiYi+1 = Ei = YiYi+1Ei. (2.40)
Left multiplying (2.38) by Y −1i+1 and using the second identity in (2.36) shows that (2.38) is
equivalent to Ti − T−1i = (q − q−1)(1− Ei). So
Ei = 1− Ti − T
−1
i
q − q−1 , and E
2
i =
(
1 +
z − z−1
q − q−1
)
Ei (2.41)
follows by multiplying the first equation in (2.41) by Ei and using (2.39).
The affine Hecke algebra Hk is the affine BMW algebra Wk with the additional relations
Ei = 0, for i = 1, . . . , k − 1. (2.42)
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Theorem 2.5. Let Φ : CBk → EndUhg(M⊗V ⊗k) be the representation defined in Theorem 1.3.
(a) Let g be so2r+1, sp2r or so2r and let γ =
∑
b b⊗ b∗ is as in (2.11). Let
y =

2r, if g = so2r+1,
2r + 1, if g = sp2r,
2r − 1, if g = so2r,
 =

1, if g = so2r+1,
−1, if g = sp2r,
1, if g = so2r,
V = L(ε1),
z =  qy, and
Z
(`)
0 =  (id⊗ qtrV )
(
(zR21R)`
)
, for ` ∈ Z.
Then Φ : CBk → EndU (M ⊗ V ⊗k) is a representation of the affine BMW algebra Wk.
(b) If g = glr, γ =
∑
b b ⊗ b∗ is as in (2.2), and V = L(ε1), then Φ: CBk → EndU (M ⊗ V ⊗k)
is a representation of the affine Hecke algebra. If g = slr, γ =
∑
b b ⊗ b∗ is as in (2.3), and
V = L(ε1), then
Φ′ : CBk → EndU (M ⊗ V ⊗k) given by Φ′(Ti) = q1/rΦ(Ti) and Φ′(Xεi) = Φ(Xεi),
extends to a representation of the affine Hecke algebra.
Proof. (a) By (1.28), the computations in (2.18) determine the action of Rˇ2V V on the components
of V ⊗ V . The operator Φ(T1) = RˇV V is the square root of Rˇ2V V and, at q = 1 , specializes to
ts1 , the operator that switches the factors in V ⊗V . Thus equations (2.19) and (2.20) determine
the sign of Φ(T1) on each component. The operator Φ(E1) is determined from Φ(T1) via the
first identity in (2.41),
Φ(Ei) = 1− Φ(Ti)− Φ(T
−1
i )
q − q−1 .
Then Rˇ2V V ,Φ(T1) and Φ(E1) act on the components of V ⊗ V by
L(0) L(2ε1) L(ε1 + ε2)
Rˇ2V V q
−2y q2 q−2
Φ(T1) q
−y q −q−1
Φ(E1) 1 + [y] 0 0
where [y] =
qy − q−y
q − q−1 .
The first relation in (2.39) follows from
Φ(E1T1) = q
−yΦ(E1) = z−1Φ(E1).
Since dimq(V ) = + [y], (2.25) gives
Φ(E1) = EV . (2.43)
By (2.23), (2.26), (1.27), and (2.13),
Φ(EiTi−1Ei) = (1⊗ EV )(RˇV V ⊗ 1)(1⊗ EV ) = (id⊗ qtrV )(RˇV V )⊗ EV
= C−1V ⊗ EV = q〈ε1,ε1+2ρ〉(id⊗ EV ) = qyΦ(Ei) = zΦ(Ei).
This establishes the second relation in (2.39). By (2.23),
Φ(E1Y
`
1E1) = (id⊗ EV )(zR21R)`(id⊗ EV ) = (id⊗ qtrV )((zR21R)`)⊗ EV
=  (id⊗ qtrV )((zR21R)`)Φ(E1) = Z(`)0 Φ(E1), (2.44)
17
which gives the first relation in (2.40). Since the Yi commute and TiYiYi+1 = YiYi+1Ti,
EiYiYi+1 =
(
1− Ti − T
−1
i
q − q−1
)
YiYi+1 = YiYi+1
(
1− Ti − T
−1
i
q − q−1
)
= YiYi+1Ei.
The proof that EiYiYi+1 = Ei is exactly as in the proof of [OR, Thm. 6.1(c)]: Since Φ(E1) =
EV , using E1T1 = z
−1E1 and the pictorial equalities
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....................
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it follows that Φ(E1Y1Y2T
−1
1 ) = (1⊗EV )Φ(zXε1)Φ(zT1Xε1) acts as z2z−1·RˇL(0),M RˇM,L(0)(idM⊗
EV ). By (1.26), this is equal to
z(CM ⊗ CL(0))C−1M⊗L(0)(idM ⊗ EV ) = z · CMC−1M (idM ⊗ EV ) = z · Φ(E1) = Φ(E1T−11 ),
so that Φ(E1Y1Y2T
−1
1 ) = Φ(E1T
−1
1 ). This establishes the second relation in (2.40).
(b) In the case where g = glr and V = L(ε1),
V ⊗ V = L(2ε1)⊕ L(ε1 + ε2) with S2(V ) = L(2ε1) and Λ2(V ) = L(ε1 + ε2).
So by (1.28),
L(2ε1) L(ε1 + ε2)
Φ(Rˇ2V V ) q
2 q−2
Φ(T1) q −q−1
so that Φ(E1) = 1− Φ(T1)− Φ(T1)
−1
q − q−1 = 0. (2.45)
In the case where g = slr and V = L(ε¯1),
V ⊗ V = L(2ε1)⊕ L(ε1 + ε2), with Λ2(V ) = L(ε1 + ε2) and S2(V ) = L(2ε1).
Since the map φ : Bk → Bk given by
Ti 7→ aTi, Xεi 7→ Xεi , for invertible a ∈ C
is an automorphism, the result then follows from (2.45) and (2.4) (also see [LR, Prop. 4.4]).
Remark 2.6. Fix b1, . . . , br ∈ C. The cyclotomic BMW algebra Wr,k(b1, . . . , br) is the affine
BMW algebra Wk with the additional relation
(Y1 − b1) · · · (Y1 − br) = 0. (2.46)
The cyclotomic Hecke algebra Hr,k(b1, . . . , br) is the affine Hecke algebra Hk with the additional
relation (2.46). In Theorem 2.5, if Φ(Y1) has eigenvalues u1, . . . , ur, then Φ is a representation
of Wr,k(u1, . . . , ur) or Hr,k(u1, . . . , ur).
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3 Central element transfer via Schur-Weyl duality
In Theorem 2.2 and Theorem 2.5, the parameters
z
(`)
0 = (id⊗ trV )((12y + γ)`) and Z
(`)
0 =  (id⊗ qtrV )
(
(zR21R)`
)
of the degenerate affine BMW algebra and affine BMW algebra, respectively, arise naturally
from the action on tensor space. It is a consequence of [Dr, Prop. 1.2] that these are central
elements of the enveloping algebra Ug and the quantum group Uhg, respectively:
z
(`)
0 ∈ Z(Ug) and Z(`)0 ∈ Z(Uhg).
The Harish-Chandra isomorphism provides isomorphisms between the centers Z(Ug) or Z(Uhg)
and rings of symmetric functions. In this section we show how to use the recursive formulas of
[Naz] and [BB] for the central elements z
(`)
k and Z
(`)
k in the degenerate affine and affine BMW
algebras (formulas (3.4) and (3.14)) to determine the Harish-Chandra images of z
(`)
0 and Z
(`)
0 .
Preliminaries on the Harish-Chandra isomorphisms. Let g be a finite-dimensional com-
plex Lie algebra with a symmetric nondegenerate ad-invariant bilinear form. The triangular
decomposition g = n− ⊕ h ⊕ n+ (see [Bou, VII §8 no. 3 Prop. 9]) yields triangular decompo-
sitions of both the enveloping algebra U = Ug and the quantum group U = Uhg in the form
U = U−U0U+. If U = Uhg then U0 = span{Kλ∨ | λ∨ ∈ hZ} with Kλ∨Kν∨ = Kλ∨+ν∨ , where hZ
is a lattice in h. Alternatively,
U0 = Uh = C[h1, . . . , hr] if U = Ug and U0 = C[L±11 , . . . , L
±1
r ] if U = Uhg,
where h1, . . . , hr is a basis of hZ, and Li = K
hi = qhi .
For µ ∈ h∗, define the ring homomorphisms evµ : U0 → C by
evµ(h) = 〈µ, h〉 and evµ(Kλ∨) = q〈µ,λ∨〉 (3.1)
for h ∈ h and Kλ∨ with λ∨ ∈ hZ. For ρ = 12
∑
α∈R+ α as in (1.16), let σρ be the algebra
automorphism given by
σρ(hi) = h+ 〈ρ, hi〉 and σρ(Li) = q〈ρ,hi〉Li. (3.2)
Define a vector space homomorphism by
pi0 : U −→ U0 by pi0 = ε− ⊗ id⊗ ε+ : U− ⊗ U0 ⊗ U+ −→ U0, (3.3)
where ε− : U− → C and ε+ : U+ → C are the algebra homomorphisms determined by
ε−(y) = 0 and ε+(x) = 0, for x ∈ n+ and y ∈ n−, or
ε−(Fi) = 0 and ε+(Ei) = 0, for i = 1, . . . , n.
The following important theorem says that both the center of Ug and the center of Uhg are
isomorphic to rings of symmetric functions.
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Theorem 3.1 (Harish-Chandra/Chevalley isomorphism, [Bou, VII §8 no. 5 Thm. 2] and [CP,
Thm. 9.1.6]). Let U = Ug or Uhg, so that
U0 = C[h1, . . . , hr] if U = Ug and U0 = C[L±11 , . . . , L
±1
r ] if U = Uhg.
Let L(µ) denote the irreducible U -module of highest weight µ. Then the restriction of pi0 to the
center of U ,
pi0 : Z(U) −→ σρ(UW00 ),
z 7−→ σρ(s) is an algebra isomorphism,
where s ∈ UW00 is the symmetric function determined by
z acts on L(µ) by evµ(σρ(s)) = evµ+ρ(s), for µ ∈ h∗.
3.1 Central elements z
(`)
V
Let z
(`)
0 and  be the parameters of the degenerate affine BMW algebra Wk. Let u be a variable
and define z
(`)
i ∈ Wk for i = 1, . . . , k − 1 by
zi(u) + u− 12 = (z0(u) + u− 12)
i∏
j=1
(u+ yj − 1)(u+ yj + 1)(u− yj)2
(u+ yj)2(u− yj + 1)(u− yj − 1) , (3.4)
where
zi(u) =
∑
`∈Z≥0
z
(`)
i u
−`, for i = 0, 1, . . . , k − 1.
The following proposition from [Naz, Lemma 3.8] is proved also in [DRV, Theorem 3.2 and
Remark 3.4]
Proposition 3.2. In the degenerate affine BMW algebra Wk,
ei+1y
`
i+1ei+1 = z
(`)
i ei+1, for i = 0, . . . , k − 1 and ` ∈ Z≥0.
The following theorem uses the identity (3.4) and the action of the degenerate affine BMW
algebra on tensor space to provide a formula for the Harish-Chandra images of the central ele-
ments z
(`)
V =  (id⊗trV )
((
1
2y + γ
)`)
in the enveloping algebra Ug for orthogonal and symplectic
Lie algebras g. By Theorem 2.2 these particular central elements are natural parameters for the
degenerate affine BMW algebras. The concept of the proof of Theorem 3.3 is, at its core, the
same as the pattern taken by Nazarov for the proof of [Naz, Theorem 3.9].
Theorem 3.3. Let g = so2r+1, sp2r or so2r, use notations for h
∗ as in (2.5)-(2.16) and let
h1, . . . , hr be the basis of h dual to the orthonormal basis ε1, . . . , εr of h
∗ (so that hi = Fii, where
Fii is as in (2.8)). With respect to the form 〈, 〉 in (2.10), let γ =
∑
b b⊗ b∗ as in (1.15). Let
y =

2r, if g = so2r+1,
2r + 1, if g = sp2r,
2r − 1, if g = so2r,
 =

1, if g = so2r+1,
−1, if g = sp2r,
1, if g = so2r,
V = L(ε1),
and let z
(`)
V be the central elements in Ug defined by
z
(`)
V =  (id⊗ trV )
((
1
2y + γ
)`)
, and write zV (u) =
∑
i∈Z≥0
z
(`)
V u
−`.
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Then
pi0(zV (u) + u− 12) = ( u+ 12)
(u+ 12y − r)
(u− 12y + r)
σρ
(
r∏
i=1
(u+ hi +
1
2)
(u+ hi − 12)
(u− hi + 12)
(u− hi − 12)
)
,
where σρ is the algebra automorphism given by σρ(hi) = hi + 〈ρ, εi〉 and pi0 is the isomorphism
in Theorem 3.1.
Proof. In the definition of the action of the degenerate affine BMW algebra in Theorem 2.2, y1
acts on M ⊗ V as 12y + γ, and
e1y
`
1e1 acts on M ⊗ V ⊗2 as z(`)V e1.
Also
e1 and y1 in W2 act on M ⊗ V ⊗2 with M = L(0)⊗ V ⊗(k−1)
in the same way that
ek and yk in Wk+1 act on M ⊗ V ⊗(k+1) with M = L(0).
By Proposition 3.2, z
(`)
k−1ek = eky
`
kek. Hence, as operators on L(0)⊗ V ⊗(k−1),
zV (u) +  u− 12 = zk−1(u) +  u− 12 (3.5)
We will use (3.4) to compute the action of this operator on the L(µ)⊗Wµk−1 isotypic component
in the Ug⊗Wk−1-module decomposition
L(0)⊗ V ⊗(k−1) ∼=
⊕
µ
L(µ)⊗Wµk−1. (3.6)
As an operator on L(0)⊗ V ,
γ = 12
(〈ε1, ε1 + 2ρ〉 − 〈ε1, ε1 + 2ρ〉+ 〈0, 0 + 2ρ〉) = 0 by (1.17),
and so
z
(`)
0 =  (id⊗ trV )((12y + γ)`) =  (id⊗ trV )((12y)`) = dim(V )(12y)`.
Therefore, since dim(V ) = + y,
z0(u) =
∑
`∈Z≥0
z
(`)
V u
−` =
∑
`∈Z≥0
dim(V )(12y)
`u−` =  dim(V )
1
1− 12yu−1
=
1 +  y
1− 12yu−1
.
Thus, as an operator on L(0)⊗ V ,
z0(u) +  u− 12 =
1 +  y
1− 12yu−1
+ u− 12 =
( u+ 12)(u+
1
2y)
u− 12y
. (3.7)
By the first identity in (1.11) and the definition of Φ in Theorem 1.2,
yk ∈ Wk acts on L(0)⊗ V ⊗k = (L(0)⊗ V ⊗(k−1))⊗ V as 12y + γ.
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If L(µ) is an irreducible Ug-module in L(0)⊗ V ⊗(k−1), then (1.17), (2.13), and (2.16) give that
yk acts on the L(λ) component of L(µ)⊗V by the constant c(λ, µ) = 0 when λ = µ, and by the
constant
c(λ, µ) = 12y +
1
2(〈µ± εi, µ± εi + 2ρ〉 − 〈µ, µ+ 2ρ〉 − 〈ε1, ε1 + 2ρ〉)
=
{
1
2y + c(λ/µ), if µ ⊆ λ,
−12y − c(µ/λ), if µ ⊇ λ,
where λ = µ± εi. (3.8)
As in [Naz, Theorem 2.6], the irreducible Wk-module Wµ/0k =Wµk has a basis {vT } indexed by
up-down tableaux T = (T (0), T (1), · · · , T (k)), where T (0) = ∅, T (k) = µ, and T (i) is a partition
obtained from T (i−1) by adding or removing a box (or, in some cases when g = so2r+1 leaving
the partition the same; see (2.21)) and
yivT =

(12y + c(b))vT , if b = T
(i)/T (i−1),
(−12y − c(b))vT , if b = T (i−1)/T (i),
0, if T (i−1) = T (i).
Thus the product on the right hand side of (3.4)
k−1∏
i=1
(u+ yi − 1)(u+ yi + 1)(u− yi)2
(u+ yi)2(u− yi + 1)(u− yi − 1) acts on L(µ)⊗W
µ
k−1 in (3.6)
by
k−1∏
i=1
(u+ c(T (i), T i−1)− 1)(u+ c(T (i), T (i−1)) + 1)(u− c(T (i), T (i−1)))2
(u+ c(T (i), T i−1))2(u− c(T (i), T i−1) + 1)(u− c(T (i), T i−1)− 1) (3.9)
for any up-down tableau T of length k and shape µ. If a box is added (or removed) at step i and
then removed (or added) at step j, then the i and j factors of this product cancel. Therefore
(3.9) is equal to
∏
b∈µ
(u+ 12y + c(b)− 1)(u+ 12y + c(b) + 1)(u− 12y − c(b))2
(u+ 12y + c(b))
2(u− 12y − c(b) + 1)(u− 12y − c(b)− 1)
(3.10)
(see [Naz, Lemma 3.8]). If µ = (µ1, . . . , µr), simplifying one row at a time,∏
b∈µ
(u+ 12y + c(b)− 1)(u+ 12y + c(b) + 1)
(u+ 12y + c(b))
2
=
r∏
i=1
(u+ 12y − i)(u+ 12y + µi − i+ 1)
(u+ 12y + 1− i)(u+ 12y + µi − i)
=
u+ 12y − r
u+ 12y
r∏
i=1
(u+ 12y + µi − i+ 1)
(u+ 12y + µi − i)
, (3.11)
(see the example following this proof). It follows that (3.10) is equal to
(u+ 12y − r)
(u+ 12y)
(u− 12y)
(u− 12y + r)
r∏
i=1
(u+ 12y + µi − i+ 1)
(u+ 12y + µi − i)
(u− 12y − (µi − i))
(u− 12y − (µi − i+ 1))
=
(u+ 12y − r)
(u+ 12y)
(u− 12y)
(u− 12y + r)
evµ+ρ
(
r∏
i=1
(u+ hi +
1
2)
(u+ hi − 12)
(u− hi + 12)
(u− hi − 12)
)
, (3.12)
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since evµ+ρ(hi) = µi + ρi = µi +
1
2(y − 2i+ 1) = 12y + 12 + µi − i.
Combining (3.7) and (3.12), the identity (3.5) gives that, as operators on L(µ) ⊗Wµk−1 in
(3.6),
zV (u) +  u− 12 = ( u+ 12)
(u+ 12y − r)
(u− 12y + r)
evµ+ρ
(
r∏
i=1
(u+ hi +
1
2)
(u+ hi − 12)
(u− hi + 12)
(u− hi − 12)
)
.
By Theorem 3.1, the desired result follows.
Example. To help illuminate the cancellation done in (3.11), let µ = (5, 5, 3, 3, 1, 1), where the
contents of boxes are
0 1 2 3 4
−1 0 1 2 3
−2 −1 0
−3 −2 −1
−4
−5
. (3.13)
In this example, the product over the boxes in the first row of the diagram is∏
b in first row of µ
(x+ c(b)− 1)(x+ c(b) + 1)
(x+ c(b))(x+ c(b))
=
(x− 1)(x+ 1)
(x+ 0)(x+ 0)
(x+ 0)(x+ 2)
(x+ 1)(x+ 1)
(x+ 1)(x+ 3)
(x+ 2)(x+ 2)
(x+ 2)(x+ 4)
(x+ 3)(x+ 3)
(x+ 3)(x+ 5)
(x+ 4)(x+ 4)
=
(x− 1)
(x+ 0)
(x+ 5)
(x+ 4)
, where x = u+ 12y.
Thus, simplifying the product one row at a time,∏
b∈µ
(x+ c(b)− 1)(x+ c(b) + 1)
(x+ c(b))(x+ c(b))
=
(x− 1)(x+ 5)
(x+ 0)(x+ 4)
(x− 2)(x+ 4)
(x− 1)(x+ 3)
(x− 3)(x+ 1)
(x− 2)(x+ 0)
(x− 4)(x+ 0)
(x− 3)(x− 1)
(x− 5)(x− 3)
(x− 4)(x− 4)
(x− 6)(x− 4)
(x− 5)(x− 5)
=
(x− 6)
(x+ 0)
(x+ 5)
(x+ 4)
· (x+ 4)
(x+ 3)
· (x+ 1)
(x+ 0)
· (x+ 0)
(x− 1) ·
(x− 3)
(x− 4) ·
(x− 4)
(x− 5)
leads to the identity
∏
b∈µ
(x+ c(b)− 1)(x+ c(b) + 1)
(x+ c(b))(x+ c(b))
=
x− r
x+ 0
r∏
i=1
x+ µi − i+ 1
x+ µi − i , where µ = (µ1, . . . , µr).
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3.2 Central elements Z
(`)
V
Let Z
(`)
0 , z and q be the parameters of the affine BMW algebra Wk. Let u be a variable and
define Z
(`)
i , Z
(−`)
i ∈Wk for i = 1, . . . , k − 1 by
Z+i (u)+
z−1
q − q−1 −
u2
u2 − 1
=
(
Z+0 +
z−1
q − q−1 −
u2
u2 − 1
) i∏
j=1
(u− Yj)2(u− q−2Y −1j )(u− q2Y −1j )
(u− Y −1j )2(u− q2Yj)(u− q−2Yj)
, (3.14)
Z−i (u)−
z
q − q−1 −
u2
u2 − 1
=
(
Z−0 −
z
q − q−1 −
u2
u2 − 1
) i∏
j=1
(u− Y −1j )2(u− q2Yj)(u− q−2Yj)
(u− Yj)2(u− q−2Y −1j )(u− q2Y −1j )
(3.15)
where
Z+i (u) =
∑
`∈Z≥0
Z
(`)
i u
−` and Z−i (u) =
∑
`∈Z≥0
Z
(−`)
i u
−` for i = 0, . . . , k − 1.
The following proposition is equivalent to [BB, Lemma 7.4] and is also proved in [DRV, Theorem
3.6 and Remark 3.8].
Proposition 3.4. In the affine BMW algebra Wk,
Ei+1Y
`
i Ei+1 = Z
(`)
i Ei+1, for i = 0, 1, . . . , k − 2 and ` ∈ Z.
The following theorem uses the identity (3.14) and the action of the affine BMW algebra
on tensor space to provide a formula for the Harish-Chandra images of the central elements
Z
(`)
V = (id ⊗ qtrV )
(
(zR21R)`)
)
in the Drinfeld-Jimbo quantum group Uhg for orthogonal and
symplectic Lie algebras g. By Theorem 2.5 these central elements are natural parameters for
the affine BMW algebras.
Theorem 3.5. Let U = Uhg be the Drinfeld-Jimbo quantum group corresponding to g =
so2r+1, sp2r or so2r and use notations for h
∗ as in (2.5)-(2.16). Identify U0 as a subalgebra
of C[L±11 , . . . , L±1r ] where evεi(Lj) = q〈εi,εj〉 = qδij (so that Li = e
1
2hFii, where Fii is as in (2.8)).
Let
y =

2r, if g = so2r+1,
2r + 1, if g = sp2r,
2r − 1, if g = so2r,
 =

1, if g = so2r+1,
−1, if g = sp2r,
1, if g = so2r,
V = L(ε1),
and z = qy. Let Z
(`)
V be the central elements in Uhg defined by
Z
(`)
V = (id⊗ qtrV )
(
(zR21R)`)
)
and write
Z+V (u) =
∑
`∈Z≥0
Z
(`)
V u
−` and Z−V (u) =
∑
`∈Z≥0
Z
(−`)
V u
−`.
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Then
pi0
(
Z+V (u) +
z−1
q − q−1 −
u2
u2 − 1
)
=
(
z
q − q−1
)
(u+ q)(u− q−1)
(u+ 1)(u− 1)
(u−  q2r−y)
(u−  qy−2r) σρ
(
r∏
i=1
(u−  L−2i q−1)(u−  L2i q−1)
(u− L−2i q)(u− L2i q)
)
and
pi0
(
Z−V (u)−
z
q − q−1 −
u2
u2 − 1
)
= − z
−1
(q − q−1)
(u− q)(u+ q−1)
(u+ 1)(u− 1)
(u−  qy−2r)
(u−  q2r−y)σρ
(
r∏
i=1
(u− L−2i q)(u− L2i q)
(u−  L−2i q−1)(u−  L2i q−1)
)
,
where σρ is the algebra automorphism given by σρ(Li) = q
〈ρ,εi〉Li and pi0 is the isomorphism in
Theorem 3.1.
Proof. In the definition of the action of the affine BMW algebra in Theorem 1.3, Y1 acts on
M ⊗ V as zR21R, and
E1Y
`
1E1 acts on M ⊗ V ⊗2 as Z(`)V E1.
Also
E1 and Y1 in W2 act on M ⊗ V ⊗2 with M = L(0)⊗ V ⊗(k−1)
in the same way that
Ek and Yk in Wk+1 act on M ⊗ V ⊗(k+1) with M = L(0).
By Proposition 3.4, Z
(`)
k−1Ek = EkY
`
kEk and so it follows that, as operators on L(0)⊗V ⊗(k−1),
Z+V (u)+
z−1
q − q−1 −
u2
u2 − 1 = Z
+
k−1(u) +
z−1
q − q−1 −
u2
u2 − 1 (3.16)
and
Z−V (u)−
z
q − q−1 −
u2
u2 − 1 = Z
−
k−1(u)−
z
q − q−1 −
u2
u2 − 1 (3.17)
We will use (3.14) and (3.15) to compute the action of these operators on the L(µ) ⊗ Wµk−1
isotypic component in the Uhg⊗Wk−1-module decomposition
L(0)⊗ V ⊗(k−1) ∼=
⊕
µ
L(µ)⊗Wµk−1. (3.18)
As an operator on L(0)⊗ V , z(R21R) = zq〈ε1,ε1+2ρ〉−〈ε1,ε1+2ρ〉+〈0,0+2ρ〉 = z. Hence
Z
(`)
V =  (id⊗ qtrV )((zR21R)`) = z`dimq(V ).
Therefore, since dimq(V ) =
z − z−1
q − q−1 + 1,
Z+V (u) =
∑
`∈Z≥0
dimq(V )z
`u−` =  dimq(V )
1
1− zu−1 =
z − z−1 + (q − q−1)
(q − q−1)(1− zu−1) .
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A similar computation of Z−V yields
Z−V (u) =
z − z−1 + q − q−1
(q − q−1)(1− z−1u−1) .
Thus, as operators on L(0)⊗ V ,
Z+V +
z−1
q − q−1 −
u2
u2 − 1 =
z
(q − q−1)
(1− z−1u−1)
(1− zu−1)
(u+ q)(u− q−1)
(u+ 1)(u− 1) (3.19)
and
Z−V −
z
q − q−1 −
u2
u2 − 1 =
−z−1
(q − q−1)
(1− zu−1)
(1− z−1u−1)
(u− q)(u+ q−1)
(u+ 1)(u− 1) . (3.20)
By (1.29) and the definition of Φ in Theorem 1.3,
Yk ∈Wk acts on L(0)⊗ V ⊗k = (L(0)⊗ V ⊗(k−1))⊗ V as zR21R.
If L(µ) is an irreducible Uhg-module in L(0)⊗V ⊗(k−1), then (1.28) and (2.16) give that Yk acts
on the L(λ) component of L(µ)⊗ V by the constant q2c(λ,µ) = 1 · q0 = 1, when g = so2r+1 and
λ = µ, and by the constant
q2c(λ,µ) =
{
qy+2c(λ/µ), if µ ⊆ λ,
q−y−2c(µ/λ), if µ ⊇ λ, =
{
zq2c(λ/µ), if µ ⊆ λ,
z−1q−2c(µ/λ), if µ ⊇ λ, , where λ = µ± εi.
and c(λ, µ) is as computed in (3.8). As in [OR, Theorem 6.3(b)], the irreducible Wk-module
W
µ/0
k = W
µ
k has a basis {vT } indexed by up-down tableaux T = (T (0), T (1), · · · , T (k)), where
T (0) = ∅, T (k) = µ, and T (i) is a partition obtained from T (i−1) by adding or removing a box,
and
YivT =

zq2c(b)vT , if b = T
(i)/T (i−1),
z−1q−2c(b)vT , if b = T (i−1)/T (i),
vT , if T
(i−1) = T (i).
Thus
k−1∏
i=1
(u− Yi)2(u− q−2Y −1i )(u− q2Y −1i )
(u− Y −1i )2(u− q2Yi)(u− q−2Yi)
acts on L(µ)⊗Wµk−1 in (3.18)
by
k−1∏
i=1
(u−  q2c(T (i),T (i−1)))2(u−  q−2q−2c(T (i),T (i−1)))(u−  q2q−2c(T (i),T (i−1)))
(u−  q−2c(T (i),T i−1))2(u−  q2q2c(T (i),T i−1))(u−  q−2q2c(T (i),T i−1)) (3.21)
for any up-down tableau T of length k and shape µ. If a box is added (or removed) at step i and
then removed (or added) at step j, then the i and j factors of this product cancel. Therefore
(3.21) is equal to
∏
b∈µ
(u− zq2c(b))2(u− z−1q−2(c(b)+1))(u− z−1q−2(c(b)−1))
(u− z−1q−2c(b))2(u− zq2(c(b)+1))(u− zq2(c(b)−1)) . (3.22)
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Simplifying one row at a time,
∏
b∈µ
(u− z−1q−2(c(b)−1))(u− z−1q−2(c(b)+1))
(u− z−1q−2c(b))(u− z−1q−2c(b)) =
r∏
i=1
(u− z−1q−2(−i))(u− z−1q−2(µi−i+1))
(u− z−1q−2(−(i−1)))(u− z−1q−2(µi−i))
=
u− z−1q2r
u− z−1q2·0
r∏
i=1
u− z−1q−2(µi−i+1)
u− z−1q−2(µi−i)
if µ = (µ1, . . . , µr). It follows that (3.22) is equal to
(u− z−1q2r)
(u− z−1)
(u− z)
(u− zq−2r)
r∏
i=1
(u− z−1q−2(µi−i+1))
(u− z−1q−2(µi−i)) ·
(u− zq2(µi−i))
(u− zq2(µi−i+1))
=
(u−  q−(y−2r))
(u− z−1)
(u− z)
(u−  qy−2r)evµ+ρ
(
r∏
i=1
(u−  L−2i q−1)(u−  L2i q−1)
(u− L−2i q)(u− L2i q)
)
, (3.23)
since z−1q2r = q−yq2r = q2r−y and
evµ+ρ(L
2
i ) = q
〈µ+ρ,2εi〉 = q2µi+(y−2i+1) = qy+1+2(µi−i) = zq2(µi−i)+1.
Combining (3.19) and (3.23), the identity (3.14) gives that, as operators on L(µ) ⊗ Wµk−1 in
(3.18),
Z+k +
z−1
q − q−1 −
u2
u2 − 1 (3.24)
=
z
(q − q−1)
(u+ q)(u− q−1)
(u+ 1)(u− 1)
(u−  q2r−y)
(u−  qy−2r)evµ+ρ
(
r∏
i=1
(u−  L−2i q−1)(u−  L2i q−1)
(u− L−2i q)(u− L2i q)
)
.
Similarly, Z−k − zq−q−1 + 1u2−1 acts on the L(µ)⊗Wµk−1 isotypic component in the Uhg⊗Wk−1-
module decomposition in (3.18) by
− z
−1
(q − q−1)
(u− q)(u+ q−1)
(u+ 1)(u− 1)
(u−  q2r−y)
(u−  qy−2r)evµ+ρ
(
r∏
i=1
(u− L−2i q)(u− L2i q)
(u−  L−2i q−1)(u−  L2i q−1)
)
.
By Theorem 3.1, the desired results follow.
In the following corollary, we shall repackage Theorem 3.5 to give a formula for the Harish-
Chandra image of Z
(`)
V in terms of “Weyl characters”. To do this we will use the universal
characters of [KT] following the notation in [HR, §6]. For a formal alphabet Y let saλ(Y ) be
the universal Weyl character for glr, spλ(Y ) the universal Weyl character for sp2r, and soλ(Y )
the universal Weyl character for the orthogonal cases.
The Cauchy-Littlewood identities (see [KT, Lemma 1.5.1], [We, Theorems 7.8FG and 7.9C],
and [HR, (6.4) and (6.5)]) are∏
i,j
1
1− xiyj = Ω(XY ) =
∑
λ
saλ(X)saλ(Y ),
∏
i≤j
1
1− yiyj
∏
i,j
1
1− xiyj = Ω(XY − sa(2)(Y )) =
∑
λ
saλ(Y )soλ(X),
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∏
i<j
1
1− yiyj
∏
i,j
1
1− xiyj = Ω(XY − sa(12)(Y )) =
∑
λ
saλ(Y )spλ(X),
where Ω is the Cauchy kernel (see [HR, (6.3)]) and the first equality in each line is for the formal
alphabets X =
∑
i xi and Y =
∑
j yj . The identity [HR, Lemma 6.7(a)] states
saλ((q − q−1)u−1) =
{
(q − q−1)u−`(−q−1)`−mqm−1, if λ = (m, 1`−m),
0, otherwise.
(3.25)
Corollary 3.6. In the same setting as in Theorem 3.5, let
y =

2r, if g = so2r+1,
2r + 1, if g = sp2r,
2r − 1, if g = so2r,
 =

1, if g = so2r+1,
−1, if g = sp2r,
1, if g = so2r,
V = L(ε1),
z = qy, and let Z
(`)
V be the central elements in the Drinfeld-Jimbo quantum group Uhg which are
given by Z
(`)
V = (id⊗ qtrL(ε1))((zR21R)`). Let X be the formal alphabet given by X =
∑
i∈Vˆ L
2
i
and fix c = 1 if ` is even and c = 0 if ` is odd. Then for ` ≥ 1,
pi0(Z
(`)
V ) = σρ
(
c+ z`
∑`
m=1
(q − q−1)(−1)`−mq−(`−2m+1)s(m,1`−m)(X)
)
where s(m,1`−m)(X) = so(m,1`−m)(X) in the orthogonal cases and s(m,1`−m)(X) = sp(m,1`−m)(X)
in the symplectic case.
Proof. Let Vˆ as in (2.6), L−i = L−1i where Li is as in the statement of Theorem 3.5, and let
Lε0 = 1. The identity in Theorem 3.5 can be rewritten as
pi0
(
Z+V (u) +
z−1
q − q−1 −
u2
u2 − 1
)
= σρ
 z
q − q−1
u2 − q2
u2 − 1
∏
j∈Vˆ
(1− L2wt(vj)q−1(u)−1)
(1− L2wt(vj)q(u)−1)
 . (3.26)
By (3.25),
sa(2)((q − q−1)(u)−1) = (q2 − 1)(u)−2 and sa(12)((q − q−1)(u)−1) = (q−2 − 1)(u)−2.
So the Cauchy-Littlewood identities give
(1− q2(u)−2)
1− (u)−2
∏
i∈Vˆ
(1− L2i q−1(u)−1)
(1− L2i q(u)−1)
= Ω
(
X(q − q−1)(u)−1 − sa(2)((q − q−1)(u)−1)
)
=
∑
λ
saλ((q − q−1)(u)−1)soλ(X)
=
∑
`∈Z≥0
(∑`
m=1
(q − q−1)(−q−1)`−mqm−1so(m,1`−m)(X)
)
(u)−`
=
∑
`∈Z≥0
`(q − q−1)
(∑`
m=1
(q − q−1)(−1)`−mq−(`−2m+1)so(m,1`−m)(X)
)
u−`
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in the orthogonal case, and
(1− q−2(u)−2)
1− (u)−2
∏
i∈Vˆ
(1− L2i q−1(u)−1)
(1− L2i q(u)−1)
= Ω
(
X(q − q−1)(u)−1 − sa(12)((q − q−1)(u)−1)
)
=
∑
λ
saλ((q − q−1)(u)−1)spλ(X)
=
∑
`∈Z≥0
(∑`
m=1
(q − q−1)(−q−1)`−mqm−1sp(m,1`−m)(X)
)
(u)−`
=
∑
`∈Z≥0
`(q − q−1)
(∑`
m=1
(−1)`−mq−(`−2m+1)sp(m,1`−m)(X)
)
u−`
in the symplectic case. The statement now follows by noting that u2/(u2 − 1) = 1/(1− u−2) =∑
k∈Z≥0 u
−2k and taking the coefficient of u−` on each side of (3.26).
4 Symplectic and orthogonal higher Casimir elements
Our final goal in this paper will be to connect the central elements appearing naturally as
parameters of the affine and degenerate affine BMW algebras (see Theorems 2.2 and 2.5) to
higher Casimir elements for orthogonal and symplectic Lie algebras and quantum groups. In
the degenerate case, we explain how the generating function for z
(`)
V derived in Theorem 3.3 can
be matched up with the generating functions for central elements given by Perelomov-Popov in
[PP1, PP2]. Expositions of the Perelomov-Popov results are also in [Mo, §7.1] and [Zh, §127].
In the affine case we show how the formula for Z
(`)
V in Corollary 3.6 can be derived as a special
case of a remarkable identity for central elements in quantum groups discovered by Baumann
[Bau, Thm. 1].
4.1 The central elements z
(`)
V as higher Casimir elements
Returning to the notation developed in the preliminaries of Section 2, let g = glr with nonde-
generate ad-invariant form 〈, 〉 as in (2.1) and operator γ = γgl as in (2.2). Then
(id⊗ trV )(γ`) =
∑
i1,i2,...,i`
Ei1i2Ei2i3 · · ·Ei`i1
are the central elements of Ugln found, for example, in Gelfand [Ge, (3)]. Perelomov-Popov
[PP1, PP2] generalized this construction to g = so2r+1, sp2r, and so2r, by letting Fij be the
natural spanning set for g given in (2.7), viewing F = (Fij)i,j∈Vˆ as a matrix with entries in g,
and writing
trF k =
∑
i1,i2,...,ik∈Vˆ
Fi1i2Fi2i3 · · ·Fiki1 for k ∈ Z>0, (4.1)
as an element of the enveloping algebra Ug (see [Mo, Thm. 7.1.7]). These elements are central
in Ug and Perelomov-Popov gave the following generating function formula for their Harish-
Chandra images (see [Zh, §127]). The proof we give below shows that the result of Perelemov-
Popov is equivalent to Theorem 3.3 (which we obtained from the degenerate affine BMW algebra
and Schur-Weyl duality). A proof of Theorem 4.1 using the theory of twisted Yangians is given
in [Mo, §7.1].
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Theorem 4.1. (Perelomov-Popov) [Mo, Cor. 7.1.8] Let g = so2r+1 or sp2r or so2r, use notations
for h∗ as in Section 2 and let h1, . . . , hr be the basis of h dual to the orthonormal basis ε1, . . . , εr
of h∗. Let ρ′r =
1
2 − 12y, l0 = 0 in the case that g = so2r+1 and let
li = −l−i = hi + ρi, for i = 1, 2, . . . , r, where ρi = 12(y − 2i+ 1).
Then
pi0
1 + x+ 12
x+ 12 − 12
( ∑
`∈Z≥0
(−1)`tr(F k)
(x+ ρ′r)`+1
) = ∏
i∈Vˆ
x+ li + 1
x+ li
. (4.2)
Proof. By (2.11),
γ = 12
∑
i,j∈Vˆ
Fij ⊗ Fji.
Let η : g→ End(V ) be the defining representation. Since F−j,−i = −θijFij ,
(id⊗ η)(γ) = 12
∑
i,j∈Vˆ
Fij ⊗ (Eji − θjiE−i,−j) = 12
∑
i,j∈Vˆ
(Fij ⊗ Eji − θjiF−j,−i ⊗ Eji)
= 12
∑
i,j∈Vˆ
(Fij − θjiF−j,−i)⊗ Eji = 12
∑
i,j∈Vˆ
(Fij + Fij)⊗ Eji
=
∑
i,j∈Vˆ
Fij ⊗ Eji = F t = −θFθ, where θ =
(
 id 0
0 id
)
.
Thus
(id⊗ trV )(γk) = tr((F t)k) = tr((−θFθ)k) = (−1)ktr(θ2F k) = (−1)ktr(F k), (4.3)
which provides the connection of the elements z
(`)
0 appearing in Theorems 2.2 and 3.3 to the
elements in (4.1).
In order to transform the generating function for the elements (id⊗ trV )(γ`) into the gener-
ating function for the elements (id⊗ trV )((12y + γ)`), notice
∑
`∈Z≥0
(id⊗ trV )
(
(12y + γ)
`
)
u−` = (id⊗ trV )
(
1
1− (12y + γ)u−1
)
= (id⊗ trV )
(
1
1− 12yu−1 − γu−1
)
= (id⊗ trV )
( 1
1− 12yu−1
)( 1
1− γ u−1
1−12yu−1
)
= (id⊗ trV )
 1
1− 12yu−1
∑
`∈Z≥0
γ`u−`
(1− 12yu−1)`
 = u
 ∑
`∈Z≥0
(id⊗ trV )(γ`)
(u− 12y)`+1

= u
 ∑
`∈Z≥0
(id⊗ trV )(γ`)
(u− 12 + ρ′r)`+1
 , where ρ′r = 12 − 12y.
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Then Theorem 3.3 is equivalent to
pi0
1 + u
u− 12
( ∑
`∈Z≥0
(id⊗ trV )(γ`)
(u− 12 + ρ′r)`+1
) = pi0(1 + 
u− 12
∑
`∈Z≥0
(id⊗ trV )
((
1
2y + γ
)`)
u−`
)
=
( u+ 12)
( u− 12)
(u+ 12y − r)
(u− 12y + r)
σρ
(
r∏
i=1
(u+ hi +
1
2)
(u+ hi − 12)
(u− hi + 12)
(u− hi − 12)
)
=
( u+ 12)
( u− 12)
(u+ 12y − r)
(u− 12y + r)
(
r∏
i=1
(u+ hi + ρi +
1
2)
(u+ hi + ρi − 12)
(u− hi − ρi + 12)
(u− hi − ρi − 12)
)
=
(u− 12 + 12+ 12)
(u− 12 − 12+ 12)
(u− 12 + 12y − r + 12)
(u− 12 − 12y + r + 12))
(
r∏
i=1
(u− 12 + hi + ρi + 1)
(u− 12 + hi + ρi)
(u− 12 − hi − ρi + 1)
(u− 12 − hi − ρi)
)
.
Replacing x = u− 12 ,
pi0
1 + x+ 12
x+ 12 − 12
( ∑
`∈Z≥0
(id⊗ trV )(γ`)
(x+ ρ′r)`+1
)
=
(x+ 12+
1
2)
(x− 12+ 12)
(x+ 12y − r + 12)
(x− 12y + r + 12))
(
r∏
i=1
(x+ hi + ρi + 1)
(x+ hi + ρi)
(x− hi − ρi + 1)
(x− hi − ρi)
)
Since
(x+ 12+
1
2)
(x− 12+ 12)
(x+ 12y − r + 12)
(x− 12y + r + 12))
=
{
x+l0+1
x+l0
, if g = so2r+1,
1, if g = sp2r or so2r,
it follows that
pi0
1 + x+ 12
x+ 12 − 12
( ∑
`∈Z≥0
(id⊗ trV )(γ`)
(x+ ρ′r)`+1
) = ∏
i∈Vˆ
x+ li + 1
x+ li
.
In combination with (4.3), this demonstrates the equivalence of the Perelomov-Popov theorem
and Theorem 3.3.
Remark 4.2. Since pi0 and ρ = ρ1ε1 + · · · + ρnεn are defined via a specific choice of positive
roots, each side of (4.2) depends on that choice, though the identity does not. The preferred
choice of positive roots in [Mo, p. 139] differs from our preferred choice in (2.12) by the action
of the Weyl group element w = (1,−r)(2,−(r − 1)) · · · (r − 1,−2)(r,−1), in cycle notation.
4.2 The central elements Z
(`)
V as quantum higher Casimir elements
In this section, we show how the formula for the central elements Z
(`)
V in Corollary 3.6 is related
to an identity for central elements in quantum groups discovered by Baumann in [Bau, Thm. 1].
To do this we rewrite the Baumann identity for g = sp2r, so2r+1 and so2r and λ = ε1 in terms
of Weyl characters indexed by partitions. Then a theorem of Turaev and Wenzl computing
(id ⊗ qtrL(ν))(R21R) provides a conversion between the expansion in Corollary 3.6 and the
expansion obtained from Baumann’s identity.
For λ ∈ h∗ define the Weyl character
sλ =
aλ+ρ
aρ
, where aµ =
∑
w∈W0
det(w)ewµ.
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The expressions sλ and aµ are elements of the group algebra of h
∗, C[h∗] = C-span{eν | ν ∈ h∗}
with eµeν = eµ+ν . If w ∈W0 then
awµ = det(w)aµ and sw◦µ = det(w)sµ, (4.4)
where the dot action of W0 on h
∗ is given by
w ◦ µ = w(µ+ ρ)− ρ, for w ∈W0, µ ∈ h∗. (4.5)
The W0-invariants in C[h∗] are C[h∗]W0 = C-span{sλ | λ dominant integral}. For ` ∈ Z≥0 let
Ψ` : C[h∗]W0 −→ Z(Uhg)
sν 7−→ (id⊗ qtrL(ν))((R21R)`). (4.6)
By [Dr, Prop. 1.2], the map Ψ` is a vector space isomorphism.
Theorem 4.3. [Bau, Thm. 1] For ` ∈ Z≥0 define
m
(`)
λ =
∑
w∈W0
q2`〈wλ,ρ〉swλ. Then Ψ`(m
(`)
λ ) = Ψ1(m
(1/`)
`λ ).
Corollary 4.4. In the same setting as in Theorem 3.5, let
y =

2r, if g = so2r+1,
2r + 1, if g = sp2r,
2r − 1, if g = so2r,
 =

1, if g = so2r+1,
−1, if g = sp2r,
1, if g = so2r,
V = L(ε1),
z = qy, and let Z
(`)
V be the central elements in the Drinfeld-Jimbo quantum group Uhg which
are given by Z
(`)
V = (id⊗ qtrL(ε1))((zR21R)`) Then, for ` ≥ 1,
Z
(`)
V = 
`Ψ1

c + z
∑`
m=max(`−r+1,1)
(−1)`−mq−(`−2m+1)s(m,1`−m+1−1)
+z
`−y+r∑
m=max(y−`+1,1)
q−(`−2m+1)(−1)m−`+ys(m,1m−`+y−1)
 ,
where c is given by
c =

1 if ` is even and ` < y,
or ` ≥ y and g = so2r+1,
0 otherwise.
Proof. The Weyl group W0 for g = so2r+1 or g = sp2r is the group of signed permutations. With
positive roots as in (2.12), the simple reflections are si = (i, i+ 1) (the transposition switching
εi and εi+1, for i = 1, 2, . . . , r − 1) and sr = (r,−r) (the transposition switching the sign of εr).
For g = so2r, the Weyl group W0 consists of signed permutations with an even number of signs,
with simple reflections si = (i, i+ 1) for i = 1, 2, . . . , r − 1, and sr = (r − 1,−r)(r,−(r − 1)).
To prove the desired identity, we will use the second identity in (4.4) to relabel the Weyl
characters swλ appearing in
m(`)ε1 =
∑
w∈W0
q2`〈wε1,ρ〉swε1 and m
(1/`)
`ε1
=
∑
w∈W0
q2〈wε1,ρ〉sw`ε1
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by dominant integral weights. By (2.13), ρi+1 = ρi − 1 and ρr = 12(y − 2r + 1). So if µ =
µ1ε1 + · · ·+ µrεr then
si ◦ µ = µ1ε1 + · · ·+ µi−1εi−1 + (µi+1 − 1)εi + (µi + 1)εi+1 + µi+2εi+2 + · · ·+ µrεr
for i = 1, 2, . . . , r − 1, and
sr ◦ µ = µ1ε1 + · · ·µr−1εr−1 + (−µr − (y − 2r + 1))εr, if g = so2r+1 or sp2r, and
sr ◦ µ = µ1ε1 + · · ·µr−1εr−2 + (−µr − 1)εr−1 + (−µr−1 − 1)εr, if g = so2r.
In particular, s`εi = 0 if 0 < ` < i, and
s`εi = ss1s2···si−1◦`εi = (−1)i−1s(`−i+1)ε1+ε2+···+εi = (−1)i−1s(`−i+1,1i−1) if 0 < i ≤ `. (4.7)
Furthermore, if g = so2r+1 or sp2r, then
si · · ·sr−1srsr−1 · · · si ◦ (−`εi) = si · · · sr−1sr ◦ (−(εi + · · ·+ εr−1)− (`− (r − i))εr)
= si · · · sr−1 ◦ (−(εi + · · ·+ εr−1) + (`− (r − i)− (y − 2r + 1))εr)
= (`− (r − i)− (y − 2r + 1)− (r − i))εi = (`+ 2i− y − 1)εi. (4.8)
Similarly, if g = so2r, then
si · · ·sr−2srsr−1 · · · si ◦ (−`εi) = si · · · sr−2sr ◦ (−(εi + · · ·+ εr−1)− (`− (r − i))εr)
= si · · · sr−2 ◦ (−(εi + · · ·+ εr−2) + (`− (r − i)− 1)εr−1)
= (`− (r − i)− 1− (r − i− 1))εi = (`+ 2i− y − 1)εi. (4.9)
So, letting Wε1 be the stabilizer of ε1, |Wε1 | = 2r−1(r− 1)!, and combining (4.7) and (4.8) gives
1
|Wε1 |
m(`)ε1 =
r∑
i=1
q2`〈εi,ρ〉sεi + q
2`〈−εi,ρ〉s−εi =
{
q2`〈ε1,ρ〉sε1 + q−2`〈εr,ρ〉sε−r if g = so2r+1,
q2`〈ε1,ρ〉sε1 if g = sp2r or g = so2r.
= q`(y−1)sε1 − a where a =
{
q−`s0 if g = so2r+1
0 otherwise,
(4.10)
since 1 + 2i− y − 1 = 0 has a solution exactly if i = r and g = so2r+1. If ` > 0 then using
det(si · · · sr−1srsr−1 · · · si) = −1 = −det(si · · · sr−2srsr−1 · · · si),
`+ 2i− y − 1− (i− 1) = `− y + i, and (4.7), equations (4.8) and (4.9) give
q2〈−εi,ρ〉s−`εi =

−q−`s0, if ` = y + 1− 2i and g = so2r+1 or sp2r,
q−`s0, if ` = y + 1− 2i and g = so2r,
(−1)iq−(y−2i+1)s(`−y+i,1i−1), if `− y + i ≥ 1,
0, otherwise.
Since `− y + i ≥ 1 when i ≥ y − `+ 1,
1
|Wε1 |
m
(1/`)
`ε1
=
r∑
i=1
q2〈εi,ρ〉s`εi + q
2〈−εi,ρ〉s−`εi
=
min(`,r)∑
i=1
qy−2i+1(−1)i−1s(`−i+1,1i−1)
− b+
 r∑
i=max(y−`+1,1)
q−(y−2i+1)(−1)is(`−y+i,1i−1)

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where b = 0 if ` ≥ y, and if ` < y then b is given by
` is odd ` is even
g = so2r+1 q
−`s0 0
g = sp2r 0 q
−`s0
g = so2r 0 −q−`s0
(so that b is nonzero exactly when ` = y+1−2i has a solution with 1 ≤ i ≤ r). Then reindexing
(with m = `− i+ 1 in the first sum and m = `− y + i in the second sum) gives
1
|Wε1 |
m
(1/`)
`ε1
= −b+
∑`
m=max(`−r+1,1)
(−1)`−mqy−2(`−m)−1s(m,1`−m+1−1)
+
`−y+r∑
m=max(y−`+1,1)
qy−2(`−m)−1(−1)m−`+ys(m,1m−`+y−1).
Notice that the last sum appears only if ` > y − r.
Theorem 4.3 applied in the case that λ = ε1 gives
Z
(`)
V = (id⊗ qtrV )((zR21R)`) = z`Ψ`(sε1) = (qy)`Ψ`
(
q−`(y−1)
(
1
|Wε1 |
m(`)ε1 + a
))
= `+1q`
(
1
|Wε1 |
Ψ`
(
m(`)ε1
)
+ a
)
= `+1q`
(
1
|Wε1 |
Ψ1
(
m
(1/`)
`ε1
)
+ a
)
= `Ψ1
(
q`
(
m
(1/`)
`ε1
|Wε1 |
+ a
))
= `Ψ1
q`(a− b) + z ∑`
m=max(`−r+1,1)
(−1)`−mq−(`−2m+1)s(m,1`−m+1−1)
+ z
`−y+r∑
m=max(y−`+1,1)
q−(`−2m+1)(−1)m−`+ys(m,1m−`+y−1)
 ,
since z = qy. The result follows since c = q`(a− b).
We would like to connect Corollary 4.4 to the Harish-Chandra images of the parameters Z
(`)
V
computed in Corollary 3.6. In order to do so, we will use the following result from [TW, Lemma
3.5.1] (also see [Dr, Prop. 5.3]).
Theorem 4.5. Let g be a finite-dimensional complex Lie algebra with a symmetric nondegen-
erate ad-invariant bilinear form and let U = Uhg be the corresponding Drinfeld-Jimbo quantum
group with R-matrix R. Let ν be a dominant integral weight so that the irreducible module L(ν)
of highest weight ν is finite-dimensional and let sν be the Weyl character of L(ν). Then
(id⊗ qtrL(ν))(R21R) acts on L(µ) by ev2(µ+ρ)(sν)idL(µ),
where evγ : C[h∗]→ C are the algebra homomorphisms given by evγ(eτ ) = q〈γ,τ〉 for γ, τ ∈ h∗.
For g = so2r+1, sp2r or so2r, the Turaev-Wenzl identity almost provides an inverse to the
Harish-Chandra homomorphism. With ε1, . . . , εr as in (2.9), converting variable alphabets from
Y =
∑
i∈Vˆ
eεi to X =
∑
i∈Vˆ
L2i , then ev2λ(sµ(Y )) = evλ(sµ(X)).
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Thus, Theorem 4.5 in combination with the Harish-Chandra isomorphism in Theorem 3.1 says
that evµ(pi0(Ψ1(sν))) = ev2(µ+ρ)sν(Y ) = evµ+ρsν(X) = evµ(σρ(sν(X))). Hence
pi0(Ψ1(sν)) = σρ(sν(X)). (4.11)
The modification rules of [KT, §2.4] are used to convert the universal Weyl characters appearing
in Corollary 3.6 to actual Weyl characters sλ. In general, either spλ(X) = 0 or there is a unique
dominant weight µ and a uniquely determined sign such that spλ(X) = ±sµ, and similarly for
the orthogonal cases. In particular, if `(λ) < r then spλ(X) = sλ in the symplectic case and
soλ(X) = sλ in the orthogonal case [KT, Prop. 2.2.1]. In view of (4.11), the conversion from
universal Weyl characters to actual Weyl characters provides the equivalence between Corollary
4.4 and Corollary 3.6.
References
[AMR] S. Ariki, A. Mathas and H. Rui, Cyclotomic Nazarov-Wenzl algebras, Nagoya Math. J.
182 (2006), 47–134, MR2235339, arXiv:math.QA/0506467.
[Bau] P. Baumann, On the center of quantized enveloping algebras, J. Algebra 203 no. 1 (1998)
244–260. MR1620662
[BB] A. Beliakova and C. Blanchet, Skein construction of idempotents in Birman-Murakami-
Wenzl algebras, Math. Ann. 321 no. 2 (2001), 347–373. MR 1866492
[Bou] N. Bourbaki, Groupes et alge`bres de Lie, Masson, Paris, 1990.
[CP] V. Chari, A. Pressley, A guide to quantum groups, Cambridge University Press, Cam-
bridge, 1995. MR1358358
[DRV] Z. Daugherty, A. Ram, R. Virk, Affine and graded BMW algebras: The center,
arXiv:1105.4207
[Dr] V. G. Drinfel’d, On almost cocommutative Hopf algebras, Leningrad Math. J. 1 (1990)
321–342. MR1025154
[Ge] I. M. Gelfand, Center of the infinitesimal group ring, Mat. Sb., Nov. Ser. 26 (68) (1950)
103-112. Zbl. 35:300.
[Go2] F. Goodman, Comparison of admissibility conditions for cyclotomic Birman-Wenzl-
Murakami algebras, J. Pure and Applied Algebra 214 (2010), 2009–2016. MR2645333
arXiv:0905.4258
[Go3] F. Goodman, Admissibility conditions for degenerate cyclotomic BMW algebras, Comm.
Algebra 39 (2011), no. 2, 452–461. MR2773313 arXiv:0905.4253
[GHJ] F. Goodman, P. de la Harpe and V.F.R. Jones, Coxeter graphs and towers of alge-
bras, Mathematical Sciences Research Institute Publications 14, Springer-Verlag, 1980.
MR0999799
[GH1] F. Goodman and H. Hauschild, Affine Birman-Wenzl-Murakami algebras and tan-
gles in the solid torus, Fundamenta Mathematicae 190 (2006), 77-137. MR2232856
arXiv:math.QA/0411155
35
[GH2] F. Goodman and H. Mosley, Cyclotomic Birman-Wenzl-Murakami algebras I: Freeness
and realization as tangle algebras, J. Knot Theory and Its Ramifications, 18, no. 8, (2009)
1089-1127. MR2554337 arXiv:math/0612064.
[GH3] F. Goodman and H. Mosley, Cyclotomic Birman-Wenzl-Murakami algebras II: Admissi-
bility relations and freeness, Algebr. Represent. Theory 14 (2011), no. 1, 139. MR2763289
arXiv:math.QA/0612065
[HR] T. Halverson and A. Ram, Characters of algebras containing a Jones basic construction:
The Temperley-Lieb, Brauer, Okada and Birman-Wenzl algebras, Adv. Math. 116 (1995)
263-321. MR1363766
[KT] K. Koike and I. Terada, Young diagrammatic methods for the representation theory of the
classical groups of type Bn, Cn, Dn, J. Algebra 107 (1987), 466-511. MR0885807
[LR] R. Leduc and A. Ram, A ribbon Hopf algebra approach to the irreducible representations
of centralizer algebras: The Brauer, Birman-Wenzl, and Type A Iwahori-Hecke algebras,
Advances Math. 125 (1997), 1-94. MR1427801
[Mo] A. Molev, Yangians and classical Lie algebras, Mathematical Surveys and Monographs
143, American Mathematical Society, Providence, RI, 2007. xviii+400 pp. ISBN: 978-0-
8218-4374-1 MR2355506
[MR] A. Molev and N. Rozhkovskaya, Characteristic maps for the Brauer algebra,
arXiv:1112.0620v1.
[Naz] M. Nazarov, Young’s Orthogonal Form for Brauer’s Centralizer Algebra, J. Algebra 182
(1996), 664–693. MR1398116
[OR] R. Orellana and A. Ram, Affine braids, Markov traces and the category O, in Proceedings
of the International Colloquium on Algebraic Groups and Homogeneous Spaces Mumbai
2004, V.B. Mehta ed., Tata Institute of Fundamental Research, Narosa Publishing House,
Amer. Math. Soc. (2007), 423–473. MR2348913 arXiv:math/0401317
[PP1] A. M. Perelomov and V. S. Popov, A generating function for Casimir operators, Dokl.
Akad. Nauk SSSR 174 (1967), 1021–1023 (Russian). MR0214703
[PP2] A. M. Perelomov and V. S. Popov, Casimir operators for the orthogonal and symplectic
groups, Jadernaja Fiz. 3 1127–1134 (Russian); translated as Soviet J. Nuclear Phys. 3
(1996) 819–824. MR0205621
[RTF] N. Yu. Reshetikhin, L.A. Takhtadzhyan and L.D. Faddeev, Quantization of Lie groups
and Lie algebras, Algebra i Analiz 1 (1989) 178-206 and Leningrad Math. J. 1 (1990),
193-225. MR1015339
[TW] V. Turaev and H. Wenzl, Quantum invariants of 3-manifolds associated with classical
simple Lie algebras, Int. J. of Math. 4, No. 2 (1993), 323–358. MR1217386
[We] H. Weyl, Classical groups, their invariants and representations, Princeton Univ. Press,
Princeton NJ, 1946. MR0000255
[WY1] S. Wilcox and S. Yu, The cyclotomic BMW algebra associated with the two string type
B braid group, to appear in Communications in Algebra, arXiv:math.RT/0611518.
36
[WY2] S. Wilcox and S. Yu, On the freeness of the cyclotomic BMW algebras: admissibility and
an isomorphism with the cyclotomic Kauffman tangle algebras, arXiv:0911.5284.
[Yu] S. Yu, The cyclotomic Birman-Murakami-Wenzl algebras, Ph.D. Thesis, University of Syd-
ney (2007). arXiv:0810.0069.
[Zh] D. P. Zhelobenko, Compact Lie groups and their representations, Translated from the
Russian by Israel Program for Scientific Translations. Translations of Mathematical Mono-
graphs, Vol. 40. American Mathematical Society, Providence, RI (1973). MR0473097
37
