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Resumen
Este trabajo conceptualiza el término big data y describe su importancia en el campo de la investigación científica en ciencias 
sociales y en las prácticas periodísticas. Se explican técnicas de análisis de datos textuales a gran escala como el análisis auto-
matizado de contenidos, la minería de datos (data mining), el aprendizaje automatizado (machine learning), el modelamiento 
de temas (topic modeling) y el análisis de sentimientos (sentiment analysis), que pueden servir para la generación de conoci-
miento en ciencias sociales y de noticias en periodismo. Se expone cuál es la infraestructura necesaria para el análisis de big 
data a través del despliegue de centros de cómputo distribuido y se valora el uso de las principales herramientas para la obten-
ción de información a través de software comerciales y de paquetes de programación como Python o R. 
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Abstract
This paper conceptualizes the term big data and describes its relevance in social research and journalistic practices. We 
explain large-scale text analysis techniques such as automated content analysis, data mining, machine learning, topic mo-
deling, and sentiment analysis, which may help scientific discovery in social sciences and news production in journalism. 
We explain the required e-infrastructure for big data analysis with the use of cloud computing and we asses the use of the 
main packages and libraries for information retrieval and analysis in commercial software and programming languages such 
as Python or R.
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1. Introducción
Existe un creciente interés tanto científico como periodís-
tico por la explotación de las grandes cantidades de datos 
textuales disponibles en internet gracias al uso masivo de 
los denominados medios sociales (Facebook, Twitter, blogs, 
etc.) y de otras fuentes textuales de información (medios 
de comunicación online, webs oficiales, libros electrónicos, 
documentos financieros, etc.). Un buen ejemplo de este in-
terés es el caso conocido como Panama papers o papeles de 
Panamá, en el que se han usado técnicas de ciencia de datos 
(Woodie, 2016) para revelar a la opinión pública fraude fis-
cal y financiero por parte de personajes importantes (jefes 
de estado, empresarios, políticos, etc.). 
Sin embargo, tanto en los campos de las humanidades di-
gitales, la comunicación e información (Verbeke et al., 
2014), como del periodismo de datos, existe poca claridad 
y consenso sobre el concepto de big data y sobre las técni-
cas para análisis de textos a gran escala. Este artículo tiene 
como objetivo sintetizar los principales enfoques existentes 
sobre big data y describir los principales métodos compu-
tacionales que científicos sociales y periodistas tienen a su 
disposición para la explotación y el análisis de información.
A pesar de que se ha intentado vincular el concepto de big 
data sólo con el tamaño de los datos, en términos de terab-
ytes o petabytes (por ejemplo, en los papeles de Panamá se 
usaron 2,6 terabytes), esta dimensión es insuficiente para 
caracterizarlo. El concepto de big data se refiere fundamen-
talmente a volúmenes masivos y complejos de información 
tanto estructurada como no estructurada, que es recogida 
durante cierto período de tiempo y que requiere de méto-
dos computacionales para extraer conocimiento.
Otros conceptos importantes ligados al estudio de los big 
data también aluden a su intencionalidad y utilidad (Mur-
phy; Barton; 2014). El objetivo principal en la generación 
de datos no contempla generalmente la posibilidad de ser 
combinados con otros, pues cuando se reúnen grandes can-
tidades de datos para una finalidad específica, éstos suelen 
perderse en un mar de información sin pensar en usos se-
cundarios. Por ello se suele sacar el mayor provecho de los 
datos recogidos sólo a partir de su reutilización básica, su 
fusión interna y el hallazgo de combinaciones dos por uno 
(Mayer-Schönberger; Cukier, 2013), en donde hasta los de-
sechos digitales pueden ser objeto de estudio. Es decir, se 
realiza una explotación al máximo de los recursos recogidos, 
pero luego no se suelen reutilizar.
Existen tres retos asociados al fenómeno big data (Nunan; 
Di-Domenico, 2013) que científicos sociales y periodistas de 
datos deben tener en cuenta: 
- problemas tecnológicos asociados al almacenamiento, se-
guridad y análisis de los siempre crecientes volúmenes de 
datos; 
- valor comercial que puede ser añadido a través de la ge-
neración de insights más efectivos; 
- impactos sociales, particularmente las implicaciones para 
la privacidad personal. 
Desde un punto de vista académico, estos retos están vincu-
lados a su vez a tres cambios de paradigma: 
- mayor importancia de la disponibilidad y acceso de los da-
tos;
- aceptación de niveles de imprecisión y desorden en los 
datos;
- centrarse más en las correlaciones, en vez de buscar cons-
tantemente la causalidad (Mayer-Schönberger; Cukier, 
2013). 
Estos cambios, junto con las conceptualizaciones menciona-
das, demuestran la inmensa potencialidad que tiene el tra-
bajo con grandes cantidades de datos, pero también dejan 
ver los problemas tanto técnicos como conceptuales que 
aún quedan por resolver.
Big data se refiere a volúmenes masivos 
y complejos de información estructura-
da y no estructurada que requiere de 
métodos computacionales para extraer 
conocimiento
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2. Métodos computacionales para el análisis de 
big data
Una vez recogida una importante cantidad de datos textua-
les (estructurados, semi-estructurados o sin estructura) por 
medio de procedimientos que van desde la recolección ma-
nual (texto por texto) y su digitalización, hasta los más au-
tomatizados (como web scrapping), y construida una base 
de datos (relacional, no relacional u orientada a grafos), son 
necesarios métodos computacionales para realizar un análi-
sis de datos y obtener cierto conocimiento o al menos infor-
mación relevante y novedosa para la sociedad. 
En el caso citado de los papeles de Panamá, se utilizó re-
conocimiento óptico de caracteres (OCR, por sus siglas en 
inglés: optical character recognition) para la digitalización 
de 11,5 millones de documentos que contenían el registro 
de cuatro décadas de negocios de la firma Mossack Fonse-
ca. Para realizar búsquedas flexibles a gran escala entre es-
tos documentos no estructurados se utilizó Apache Solr, a 
través de una interface más amigable para los periodistas 
conocida como Blacklight Project. Estos documentos fueron 
estructurados después en un esquema de relaciones (tipo 
nodo-arista) para crear una base de datos orientada a gra-
fos usando la tecnología Neo4j, lo que finalmente permitió 
hacer uso de técnicas de análisis de big data para encontrar 
las relaciones entre individuos y datos financieros que des-
taparon el escándalo mundial. 
Las técnicas de ciencia de datos se pueden aplicar, como en 
el ejemplo anterior, a datos previamente recogidos y traba-
jados, pero también se puede realizar análisis a gran escala 
con datos en tiempo real (en streaming), lo cual amplía las 
posibilidades de los científicos.
A continuación se describen y analizan algunas de las técni-
cas y programas más representativos utilizados en el análisis 
de grandes cantidades de datos textuales a través de una 
breve explicación conceptual-metodológica de cada uno.
2.1. Análisis automatizado de contenido
El análisis de contenido es un ejercicio analítico cuyo objeti-
vo es obtener información de cierto conjunto de datos, ge-
neralmente textos o grabaciones (Leetaru, 2012; Krippen-
dorff, 2004). Históricamente, el análisis de contenido se ha 
servido de otras técnicas que mejoran su alcance y se ha 
venido aplicando en marcos de investigación cuantitativos, 
cualitativos y mixtos, mientras “emplea un amplio rango de 
técnicas analíticas para generar descubrimientos y ponerlos 
en contexto” (White; Marsh, 2006, p. 22). 
A través de los métodos computacionales y del análisis de con-
tenido automatizado (ACA) se vencen limitaciones que tenían 
los análisis de contenido tradicionales. Además de mayores 
muestras y mejor codificación, la confiabilidad alcanzada a tra-
vés de la tecnología disminuye notablemente los sesgos que 
puedan desviar la interpretación, con lo que podemos replicar 
los estudios de manera más acertada y a distintas escalas.
No obstante, estas consideraciones generan argumentos a 
favor y en contra sobre la fiabilidad y validez de dichos aná-
lisis computarizados. Harwood y Garry (2003) recalcan que 
al no cumplirse estándares de validez, la generalización de 
los resultados puede quedar en tela de juicio, mientras que 
desde otras perspectivas la búsqueda instantánea entre los 
datos y el incremento en la amplitud de los estudios se con-
figuran como variables que justifican y dan valor al uso de 
las nuevas tecnologías (West, 2001).
Este tipo de análisis automatizados impulsan trabajos de in-
vestigación cada vez más diversos. Por ejemplo, Cheng et al. 
(2008, p. 2) destacan el incremento en el uso de “la lingüís-
tica computacional […] aplicada a dominios como los de la 
captura de datos de inteligencia, traducción con máquinas, 
análisis de contenido automatizado y la indexación y recu-
peración de bases de datos completas”. 
Estas técnicas son fundamentales para estudiar todo tipo de 
datos a nuestro alcance, incluyendo los miles de millones de 
mensajes publicados por medios digitales y redes sociales. 
Específicamente, se han realizado algunas aplicaciones que 
permiten la aplicación del análisis de contenido automati-
zado de forma rápida e intuitiva, entre ellas las más difun-
didas son Linguistic inquiry and word count (LIWC), Hamlet, 
WordStat y QDAMiner. Sin embargo existen cada vez más 
softwares para el análisis del lenguaje natural para entornos 
de programación como Python o R. En el caso de Python, 
destaca una serie de librerías bajo el nombre NLTK, y en R 
encontramos la librería ReadMe. 
En función del tamaño de la información y de las necesi-
dades de los científicos de datos, se pueden generar algo-
ritmos específicos (basados en librerías o con funciones 
nativas) ejecutados sobre entornos de programación, en es-
pecial Python. Estos algoritmos o scripts se suelen desarro-
llar también para análisis a gran escala mediante computa-
ción distribuida (ordenadores conectados usualmente en la 
nube) en entornos como Hadoop, Flink o Spark, requiriendo 
también programar en otros lenguajes como Java o Scala. 
Todas estas tecnologías utilizan la filosofía Map-Reduce para 
distribuir las tareas de análisis en diferentes nodos (Map) 
y luego juntar los resultados en un único archivo (Reduce). 
Además de las grids académicas, existen grandes compa-
ñías comerciales que proporcionan servicios de computa-
ción en la nube (eludiendo muchos problemas técnicos para 
el usuario final) como Amazon Web Services (AWS), Oracle 
Cloud Computing o Microsoft Azure. 
Un ejemplo de un análisis de contenido automatizado a 
gran escala es el conteo típico de palabras o frecuencias 
de aparición de un término en conjuntos de datos que se 
encuentran almacenados y que no pueden ser procesados 
por los programas comerciales (ejemplo: un dataset de 100 
GB). Para hacer este conteo se debe escribir un pequeño 
script Map-Reduce, por ejemplo en Python, que tokenice 
cada palabra por medio de la fórmula “clave, valor”, es 
decir, “palabra_X, 1”. Para ejecutar este script se debe 
desplegar un cluster de instancias (nodos master y esclavos) 
conectadas en la nube en donde se debe subir el archivo con 
los datos (en un formato también distribuido como HDFS, 
Hadoop distributed file system) y el algoritmo que permitirá 
el análisis. Este centro de cómputo en la nube, usando por 
ejemplo Hadoop, permitiría distribuir las tareas de análisis 
de forma equilibrada entre los nodos, paralelizando el 
análisis que en un solo ordenador hubiese sido imposible. 
Cuando son completadas las tareas de los nodos, se realiza 
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un proceso de resumen de los datos en forma “clave, valor” 
generados, mediante procedimientos sencillos de suma 
(SUM) o agrupamiento (GROUP BY). En el caso anterior 
obtendríamos por ejemplo: “palabra_X, 35”, indicando que 
palabra_X tuvo una frecuencia de 35 apariciones.
2.2. Análisis de sentimiento automatizado 
Una de las técnicas aplicadas a grandes cantidades de da-
tos y de mayor interés para científicos sociales y periodistas 
es probablemente el sentiment analysis o análisis de senti-
miento. Su objetivo se centra en analizar el vocabulario de 
un texto con el fin de determinar sus cargas emocionales, 
haciendo uso de un ordenador que a través de lexicons 
procese, reconozca y evalúe dichos sentimientos (Leetaru, 
2012), y así saber si los mensajes contienen emociones posi-
tivas, negativas o neutras en su estructura (Feldman, 2013). 
Opinion mining y sentiment analysis son dos cuestiones dis-
tintas (Kechaou; Ben Ammar; Alimi, 2013). Opinion mining 
se dirige a la detección de la polaridad, y sentiment analysis 
al reconocimiento de emociones, pero debido a que la iden-
tificación de sentimientos es a menudo explotada para la 
detección de la polaridad, los dos campos se suelen utilizar 
como sinónimos (Cambria et al., 2013). 
Destacan estudios tradicionales como el de Turney (2002), 
que aplica el análisis de sentimiento a reseñas (reviews) 
para clasificarlas en recomendadas o no recomendadas; 
o trabajos como los de Meena y Prabhakar (2007) que se 
centran en extraer sentimiento de frases u oraciones. Otros 
como Cai et al. (2010) llegan incluso a combinar las técnicas 
de sentiment analysis y topic modeling para extraer resulta-
dos más concretos sobre estas características (sentimiento 
y tema) y sus relaciones. 
Existen múltiples fuentes de datos a los cuales se puede apli-
car análisis de sentimiento, entre las que destacan los blogs, 
sitios especializados en reseñas, conjuntos de datos ya di-
señados y sitios de microblogging como Twitter (Vinodhini; 
Chandrasekaran, 2012). Éste último se ha convertido en el 
principal reto de los científicos sociales y periodistas, debi-
do a la enorme cantidad de información semi-estructurada 
en formado JSON (javascript object notation) que es posible 
obtener tanto del streaming (flujo en directo) como del ar-
chivo histórico a partir del uso de las APIs (Steaming y REST) 
que Twitter ofrece a sus usuarios de forma gratuita. En el 
mercado existe un gran número de programas comerciales 
para el análisis de sentimiento (MeaningCloud, Semantria, 
WordStat, etc.), aunque la mayoría sólo permite análisis de 
pequeñas cantidades de datos en servidores remotos u or-
denadores locales.
Un ejemplo de análisis de sentimiento a gran escala es el des-
pliegue de un cluster en Spark cuya fuente de datos sea el 
streaming de Twitter y que permita monitorizar en tiempo 
real el tono de los mensajes que se están emitiendo con una 
etiqueta o hashtag (como #AtentadosParís), clasificando es-
tos mensajes por zona geográfica para determinar el impacto 
en varias partes del mundo. Para ello se puede hacer uso de 
diccionarios de sentimientos, entre los que se encuentran el 
Afinn-111 que está disponible tanto en inglés como en caste-
llano y otros idiomas, y que da una valoración a cada palabra 
(“love = +3”; “war = -2”). El algoritmo de calificación funciona 
tokenizando palabras con la estructura “clave: valor” descrita 
en los párrafos anteriores, pero en vez de contar la aparición 
El sentiment analysis analiza el vocabu-
lario de un texto para determinar sus 
cargas emocionales
Figura 1. Algoritmo en Python para el análisis de sentimientos a textos a gran escala, utilizando MapReduce para ser desplegado sobre Hadoop
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de una palabra, el script debe asignar a cada mensaje un valor 
a partir de la suma aritmética de los sentimientos detectados 
(+3 -2 = +1). Esto permite realizar posteriores operaciones 
(distribuidas usando MapReduce) de agrupación (como paí-
ses con sentimientos más negativos hacia el hashtag) y de 
cruces estadísticos más sofisticados.
2.3. Data mining 
Implica la extracción de conocimiento a partir de datos ma-
sivos y las relaciones subyacentes que pueden existir entre 
ellos. El data mining se originó en 1990 a medida que la tec-
nología relacional de bases de datos maduró y los procesos 
de negocio crecieron en automatización (Dhar, 2013, p. 67), 
fomentando la creación de software orientado a aprovechar 
los datos sobre comportamiento y transacciones, para pre-
decir y planear de manera más acertada. Siguiendo la línea 
de Han, Kamber y Pei (2006), el knowledge discovery from 
data (término que se ha usado a la par de data mining) se 
puede dividir en siete fases: 
- limpieza de datos
- integración de los datos
- selección de datos
- transformación de los datos
- minería de datos
- evaluación de patrones
- presentación del conocimiento. 
Desde esta perspectiva, se identifica al data mining como 
sólo uno de varios momentos, si bien de suma importancia, 
para el conocimiento a partir de los datos, lo que no resta 
trascendencia a su posición como un instrumento de análi-
sis eficiente de grandes datos. Para Hand, Mannila y Smyth 
(2001, p. 6) en la minería de datos podemos encontrar datos 
observacionales que se relacionan con el hecho de que 
“la minería de datos típicamente trata con datos que ya 
han sido recopilados para algún propósito distinto al del 
análisis de minería de datos”. 
Kalina (2013) estima que no se debería concebir la extra-
polación de los descubrimientos particulares como finalidad 
primordial, pues cada conjunto de información habla de ese 
corpus en particular. Pero debemos tener cuidado y evitar 
pensar que este tipo de técnicas reemplazan totalmente 
nuestra labor como investigadores. 
Si bien los científicos sociales y los periodistas de datos ha-
cen uso frecuente de software estadístico comercial y de 
acceso libre (como Statistical Package for the Social Scien-
ces, SPSS, y su versión libre PSPP), para el análisis de datos a 
gran escala la mayoría de estos paquetes son insuficientes. 
Existen productos comerciales como MatLab que son esca-
lables (permite su ejecución en clusters y nubes), sin embar-
go, desde la limpieza de datos hasta la visualización final los 
científicos de datos prefieren la utilización de lenguajes de 
software libre como R o Python. 
En R, el lenguaje de programación estadístico en abierto más 
extendido, existen cientos de funciones nativas (sin necesidad 
de librerías adicionales) que permiten el análisis y minería de 
datos. Se han creado librerías específicas que facilitan y agilizan 
la minería de datos como car, Hmisc, ggplot2, dplyr o tidyr. In-
La minería de datos extrae conocimiento 
a partir de datos masivos y de las rela-
ciones subyacentes que pueden existir 
entre ellos
Figura 2. Mineria y visualización de datos en R, usando R Studio
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cluso se incluyen librerías que proveen la visualización de gra-
fos y el análisis de redes como igraph. Una de las limitaciones 
de la minería de datos de R es la paralelización de procesos 
(el cómputo distribuido en diferentes ordenadores), aunque 
en las últimas versiones de la plataforma Spark se incluye un 
módulo (aún limitado) de R que permite paralelizar los análisis. 
Por lo anterior, gran parte de la computación científica reque-
rida para la minería de datos a gran escala se sigue diseñando 
en scripts para Java, Scala o Python. Este último es proba-
blemente el más usado entre los científicos y periodistas de 
datos, ya que es un lenguaje de programación interpretado, 
lo que en cierta medida facilita la sintaxis y la ejecución de 
las funciones. Además existe un sinfín de librerías en Python 
que facilitan y maximizan funciones típicas y avanzadas de 
minerías de datos, entre las que destacan Pandas, Numpy, 
Matplotlib y SciPy. Python se entiende además en general 
bastante bien con los principales desarrollos de computación 
distribuida, y se ha convertido en un estándar dentro de mu-
chas comunidades científicas.
2.4. Machine learning 
Es un concepto derivado de la propia minería de datos que 
se refiere al diseño de programas o algoritmos que pueden 
aprender reglas a partir de datos, adaptarse a cambios y me-
jorar el rendimiento con la experiencia (Blum, 2003). Como 
campo multidisciplinar en donde confluye la estadística y la 
complejidad computacional (Mitchell, 1997), esta técnica 
reduce tiempos y costos. También obtiene resultados fia-
bles a través del aprendizaje que realiza la máquina al agre-
gársele parámetros y configuraciones específicas para cada 
estudio. Un ejemplo de machine learning es la clasificación 
automática de correo electrónico. Para su funcionamiento 
tenemos en primera instancia unos recursos de texto ya 
clasificados (ejemplo: correo spam vs. correo no spam) que 
son cargados al sistema de análisis (datos de entrenamien-
to o training), ya sea a través de una interfaz o una línea 
de códigos. Este sistema permite entonces generar un co-
nocimiento basado en el corpus introducido previamente, 
lo que se convierte en un algoritmo con el cual la máqui-
na aprende las reglas subyacentes en dichos documentos 
(ejemplo: aparición de términos como “lotería”, etc.). Tras 
este paso, estas reglas o patrones son ingresados nueva-
mente en el sistema de análisis y usados sobre una nueva 
muestra también clasificada (muestra de prueba o testing) 
para mejorar progresivamente los resultados y su precisión, 
forjando un análisis cada vez más robusto. 
El machine learning, usado fundamentalmente para la clasifi-
cación y la predicción, se ha aplicado en áreas tan diferentes 
como las búsquedas en internet y el diseño de medicamentos 
(Domingos, 2012), además de en situaciones puntuales que 
estimulan el uso de esta técnica, entre las que se puede men-
cionar, además del volumen de los datos: falta de expertos 
para resolver un problema a partir de datos, imposibilidad de 
exponer claramente las reglas de análisis de datos, alta ve-
locidad con que cambia un conjunto de datos, y labores de 
personalización de grandes conjuntos de información (Diette-
rich, 2003). Este último caso ha sido utilizado para situaciones 
en las que no existe un algoritmo único, como por ejemplo 
uno que permita diferenciar automáticamente correos elec-
trónicos no deseados de los legítimos (Alpaydin, 2010), tal 
como se explica en el párrafo anterior. 
Se puede dividir el machine learning en dos grandes grupos 
(Murphy, 2012): 
- aprendizaje supervisado o predictivo, en donde la máqui-
na aprende no sólo de los propios datos finales (inputs) 
sino que es posible darle modelos o datos adicionales ya 
categorizados (outputs) para que el aprendizaje sea mu-
cho más fiable; 
- aprendizaje no supervisado o descriptivo en el que sólo se 
Figura 3. Aplicación de regresión lineal de forma distribuida y en streaming con Spark, utilizando Jupyter como iNotebook de Python
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dan los inputs a la máquina para que encuentre patrones 
interesantes a partir de los datos. 
Desde el punto de vista del algoritmo utilizado (Kelleher; 
MacNamee; D’Arcy, 2015), las técnicas de machine learning 
se pueden dividir en aprendizaje basado en: 
- información: árboles de decisión con algoritmos como 
ID3, métodos de ensamblado como boosting o bagging, 
y bosques aleatorios o random forests; 
- similitud: análisis de cluster no jerárquico con el algorit-
mo K-Means, análisis de cluster jerárquico con extensio-
nes kernel usando máquinas de vectores soporte (SVM, 
por sus siglas en inglés: support vector machines) y redes 
neuronales;
- probabilidad: modelo Naive Bayes;
- error: regresión lineal múltiple con método del gradiente.
En la investigación científica de medios podemos mencio-
nar estudios que utilizan algunos de estos algoritmos como 
los de Pennacchiotti y Popescu (2011), quienes trabajan en 
las inmediaciones de los social media y el machine learning 
para detectar atributos como la inclinación política, la etnia 
o afinidades de negocio, o el trabajo de Téllez-Valero, Mon-
tes y Villaseñor-Pineda (2009) que aporta conocimientos 
metodológicos para recopilar y analizar datos sobre repor-
tes noticiosos a través del machine learning.
2.4.1. Aprendizaje supervisado
Las aplicaciones de aprendizaje supervisado requieren algo-
ritmos especializados que detecten patrones en los datos. 
Estos algoritmos pueden implementarse en lenguajes de 
programación como Python, pero al igual que en el análi-
sis de contenido automatizado, si se aplican sobre grandes 
cantidades de datos requieren plataformas distribuidas para 
el procesamiento en paralelo. Para superar las dificultades 
que implica el desarrollo de código y el despliegue de cen-
tros de cómputo en la nube, ha prosperado una serie de 
servicios comerciales que permiten el aprendizaje automá-
tico de manera mucho más sencilla. Entre los más extendi-
dos y de relativa facilidad de uso para científicos sociales 
y periodistas, encontramos la plataforma AWS que incluye 
un módulo llamado Amazon Machine Learning (AML) que 
incorpora tanto asistentes como software de visualización, 
o los servicios de la empresa Databrick que basan sus ser-
vicios de computación en la nube exclusivamente en Spark. 
Para el aprendizaje supervisado, modelos como el de pre-
dicción basado en máquinas de vectores soporte (SVM) que 
pasan nuestros datos a un espacio multidimensional, per-
miten crear algoritmos potentes a partir de datos existentes 
(un ejemplo: conjuntos de noticias ya separadas por tema) 
para crear patrones que permitan categorizar automática-
mente nuevos conjuntos de textos. Esto es muy útil para la 
clasificación automática de noticias. Lo mismo sucede para 
la generación de predicciones de comportamiento de la 
opinión pública a partir del uso de perfiles creados con en-
cuestas históricas, respondiendo preguntas como cuál es la 
probabilidad de que un conjunto de ciudadanos que votan 
al partido X aprueben o desaprueben un tema de agenda 
emergente. 
2.4.2. Aprendizaje no supervisado y topic modeling 
A diferencia del aprendizaje supervisado, el no supervisa-
do utiliza procedimientos inductivos, extrayendo conoci-
miento sólo de los datos, como en el caso del análisis de 
clusters para clasificación. Una de las aplicaciones especí-
ficas más útiles para científicos sociales y periodistas es el 
modelado de temas o topic modeling, que comprende la 
extracción de temáticas a partir de cuerpos de documen-
tos cuya envergadura vence nuestras competencias para 
obtener manualmente temas, relaciones temporales y pa-
trones en la clasificación (Arora et al., 2013). Esta meto-
Figura 4. Aplicación del algoritmo K-Means para creación de clusters y predicción usando datos en streaming (flujo en tiempo real), utilizando Spark, Kafka 
y Zookeeper
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dología parte de los mismos datos para obtener los temas 
(nombrados a posteriori por el investigador) en los que 
luego serán agrupados los documentos (o colecciones de 
éstos). Para llevar a cabo esta tarea se seleccionan auto-
máticamente palabras del corpus que aparecen frecuente-
mente, lo que indicaría que podrían pertenecer o no a cier-
to tema y, observando su presencia en los documentos, 
podemos buscarlos y clasificarlos sin intervención huma-
na. Ello diversifica el uso que se puede dar a esta técnica y, 
por ende, los resultados que arroja. Se usa un diccionario 
de “lista de parada” o stop list, cuya función es decirle a un 
algoritmo qué palabras no deben ser tomadas en cuenta 
para la creación de clusters.
Existen varios paquetes informáticos para el modelamien-
to de temas. Mallet es uno de los más difundidos, puede 
descargase gratuitamente y permite la clasificación de do-
cumentos, el clustering y la extracción de información (Mc-
Callum, 2002). Uno de los modelos más simples de topic 
modeling es el Latent Dirichlet Allocation (LDA), que cuenta 
con dos principios fundamentales: 
- patrones implícitos, y 
- conjuntos de términos que podríamos llamar temas (Blei, 
2012). 
También existen interfaces como Stanford topic modeling 
toolbox para realizar modelado de temas que, a diferencia 
de Mallet, proveen de un entorno gráfico más amigable 
para llevar a cabo los procesos sin necesidad de conocer la 
materia en su totalidad. Estos programas, sin embargo, no 
son escalables, por lo que para analizar datos a gran escala 
se debe desarrollar código o contratar servicios comercia-
les, como los de AWS o Microsoft Azure.
3. Conclusiones
Las grandes cantidades de datos fluyen a través de nuevos 
canales constituyéndolos en una fuente valiosa de informa-
ción. Esto da lugar a nuevos retos para las ciencias sociales 
y el periodismo en lo que a capacidad de procesamiento 
y análisis se refiere. Si bien es cierto que esta imbricación 
entre los métodos computacionales y otras disciplinas su-
pone cambios en el quehacer científico, los big data y las 
herramientas relacionadas invitan a repensar las lógicas de 
investigación social y del propio periodismo desde una pers-
pectiva más amplia, donde se desdibujan aún más los lími-
tes entre los campos de estudio y de obtención de informa-
ción. Las nuevas lógicas implican la necesidad de construir 
equipos interdisciplinares y centros de análisis de big data 
en las universidades y centros de investigación, que faciliten 
el desarrollo de proyectos de investigación para explotar el 
enorme potencial de análisis de estas fuentes para las cien-
cias sociales y el periodismo. 
A partir de los conceptos, teorías y metodologías que se han 
revisado en este texto, se observa que se necesita mayor 
profundización (tanto en la teoría como en la práctica), para 
hacer este campo más accesible (menos requerimientos 
técnicos y/o facilidad de uso de las plataformas de cómpu-
to distribuido) y que pueda aportar mayor conocimiento en 
ciencias sociales y en la investigación periodística.
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