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Abstract 
The feedback neural networks are significant: in the context of statistical mechanics, they 
belong to disordered magnetic systems; in the context of practical applications, they show great 
potential in the pattern recognitions and the associative memories. Hence, their thermodynamic 
and dynamic properties have attracted much attention in the past decades. 
Most of the previous investigations of the feedback neural networks are focus on studying 
their general properties in equilibrium state by employing the mean-field theory. Unfortunately, 
the mean-field theory is only suitable for analyzing the symmetric neural networks, but not for 
the asymmetric neural networks because Hamiltonian of such a system can not be defined. The 
fact is that acquaintance with asymmetric neural networks still lack. Based on the knowledge of 
nonlinear dynamic and random matrix theory, we explore the global properties of the asymmetric 
feedback neural networks with associative memories in this report. 
When the MCA rule is proposed (Phys. Rev. E 70, 066137), it is found that the asymmetric 
feedback neural networks with associative memories exhibit three dynamical phases: the “chaos 
phase”, the “memory phase”, and the “mixture phase”. In the chaos phase, almost all trajectories 
tend to a single chaotic attractor and the attraction basins of memories are shown to be isolated 
islands embedded in a chaotic sea. In the memory phase, almost all trajectories terminate in the 
memories, i.e., their attraction basins fill up the whole configuration space. In the mixture phase, 
spurious memories appear and their attraction basin increase with the control parameter. Those 
dynamical phases are important not only for the theoretical researches but also for the practical 
applications, therefore have been systemically studied in the present report. Conclusively, they 
are general property of feedback neural networks with associative memories and do not depend 
upon the states of neuron, the value range of synaptic matrix, and the probability distribution of 
the local field of memories as well. 
We also have carefully studied the relationship between the eigenvalue spectra of synaptic 
matrix and the global behavior of asymmetric feedback neural networks. It is notice that if neural 
network is designed in the chaos phase its eigenvalue spectrum look like that of a random matrix, 
that is, all eigenvalues uniformly lie within a circle of complex plan; while if it is designed in the 
memory phase the eigenvalue spectrum splits into two parts: one part corresponds to the random 
background, another part corresponds to the information of memories. The mechanism of those 
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受此启发，James Clerk Maxwell 在 1868 年撰写了《论调节器》(On Governor)一文。这篇
文章首次对反馈控制系统的稳定性进行了数学分析，开创了控制理论研究的先河[1]。1878
年，法国生理学家 Claude Bernard 把控制论应用到生物学中，提出了内环境守恒的概念。





是对大脑皮层功能区的定位。第一个定能区位功的例子可以追溯到1812年，当时 Julien Jean 
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定位法则。随后，Gustav Fritsch(1836 年)、Edward Hitzig(1870 年)和 David Ferrier(1876
年)通过刺激法和损伤法对大脑皮层的感觉与运动功能进行了精细的定位研究并绘制了定
位图(如图 1.1 所示)。对大脑皮层功能区定位的研究导致了 19 世纪神经科学的诞生。这







图 1.1 大脑主要功能区示意图(注：本图源自互联网) 
二十世纪初的两个主要研究成果对人类认识大脑的精细结构起了重要的启发性作用。
其中之一是西班牙学者 Santiago Ramon Cajal 对大脑的许多区域进行了细腻的研究，揭示
出不同区域的神经元组成了独特的网络结构。他用有力的解剖学证据回答了什么是神经系
统的基本单元这一问题。另一个源自是英国学者 Charles Sherrington 对反射行为的生理学
研究。他的成果为进一步理解神经元之间的相互作用(即神经突触的工作原理)提供了基
础。这两项工作都是在 1906 年完成的。随后在 1927 年，俄国人 Ivan Pavlov 把联想心理学
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早期关于神经网络的研究涉及到物理学、心理学、神经生理学以及神经解剖学等诸多学科，
着重于有关学习、视觉和条件反射等问题的一般理论，并没有包含有关神经元及神经网络




人工神经网络的研究可以追溯到 W. McCulloch 和 W. Pitts 的工作[2]。他们提出的具
有逻辑计算能力的神经元模型，从原理上证明了人工神经网络可以计算任何算术和逻辑函
数。通常认为他们的工作是神经网络领域研究的开始。 












以此模拟了 Hebb 学习规则。他们在 IBM701 计算机上进行试验并取得了成功。随后，在




















博士后研究工作报告                                                                   第 1 章 神经网络简介 
 - 4 -





Rosenblatt 和 Widrow 的网络模型都具有同样的局限性。这些局限性在 Marvin Minsky
和 Symour Papert 的书中有广泛的论述[6]。他们从感知机的功能及局限性入手，利用数学
分析的方法证明了感知机不能实现 XOR(异或)逻辑函数，同样也不能实现其它的谓词函
数。在这一时期，受 Minsky 和 Papert 的影响许多人相信神经网络的研究已经走入了死胡
同，同时由于当时没有功能强大的数字计算机来支持各种试验，从而导致许多研究者纷纷
离开这一研究领域。神经网络的研究因此而停滞了十几年。 
即便如此，20 世纪 70 年代仍然有少数天才的具有远见卓识的科学家仍在坚持不懈地
研究神经网络理论，更有一些科学家是在此期间才投入到这一研究领域的，为神经网络的
研究带来了新的活力。他们取得了神经网络理论上的一系列重要成果，其中较为知名的是
在 1972 年由 Teuvo Kohonen[7]和 James Anderson[8]分别独立提出的、能够实现记忆功能
的新型神经网络——线性联想器网络。同时，自组织网络其它方面的研究也取得了很大的








理学家 John Hopfield 的研究[13,14]详细论述了这些思想。其二是在这一时期几个不同的
研究者分别开发出用于训练多层感知机的反向传播算法(也称 BP 算法)。其中 具有影响
力的反传算法是 David Rumelhart 和 James McClelland 提出的[15]，这个算法有力地回答了
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本神经元”或“模式神经元”(如图 1.2 所示)。 
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其中， lg 为渗漏电导系数、 Nag 为钠离子电导系数、 Kg 为钾离子电导系数； lE 、 NaE 、 KE
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第一类生物学神经元模型是 Leaky Integrator 神经元[21]。我们知道，有些生物神经元
的是通过膜电位差在轴突上的被动传输来进行通讯的，而绝大多数的神经元则是通过动作
电位来完成信息交换的。前面提到这种动作电位的产生和传播满足 Hodgkin-Huxley 方程，
而 Leaky Integrator 模型恰恰忽略了这两种传输的细节差别。它是一个连续时间模型，以脉
冲的发射频率(Firing Rate)作为神经元连续的输出变量用来表征神经细胞的活动状态。具
体地说，神经元的内部状态由激发区的膜电位描述，而其输出状态则要求由一个简单的关
于膜电位的 S 形函数(Sigmoid)近似描述。也就是说,要引入一个以膜电位m 为变量的函数
( )m ，并要求其函数值在m 的取值区间  ,  +  内随m 的增大而由0 增加到 大值。一
个符合要求的函数形式是    expm k l m     ，它在  ,  +  区间的取值就是 0 到
大值 k 。此时神经细胞的激发频率 ( )M t 由下式给出 
     M t m t  (1.3) 
在这个模型中，膜电位的时间演化是由一个微分方程确定的。首先考虑一个 简单的情况 
 
   dm t m t h
dt
     (1.4) 
如果  m t 的数值在上述微分方程描述的动力学过程中不随时间变化，则称  m t 处于一个
平衡态。事实上，当且仅当  m t h 时，上式才有   0dm t dt  。由(1.4)式的解 
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m t J X t h
dt
k










其中，  iX t 表示第 i个输入的发射频率。因此，一个兴奋性的输入  0iJ  会使  dm t dt 的
值增加，而一个抑制性的输入  0iJ  则会导致相反的效果。由(1.5)式描述的神经元就称
为 Leaky Integrator 神经元。这是因为方程 
 





   (1.7) 
只表示所有输入信号的累积效果，即 







m T m J X t dt

    (1.8) 
而(1.6)式中的  m t 属于泄漏项(Leakage)，对输入信号的累积效应起了相反的作用，这
两种效果相互影响致使神经元产生不同频率的脉冲输出。 
另一类生物学神经元模型是 Spiking 神经元，一个典型的代表是 Integrate-and Fire 神经
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