In this paper, we analyze the semilocal convergence of k-steps Newton's method with frozen first derivative in Banach spaces. The method reaches order of convergence k +1. By imposing only the assumption that the Fréchet derivative satisfies the Lipschitz continuity, we define appropriate recurrence relations for obtaining the domains of convergence and uniqueness. We also define the accessibility regions for this iterative process in order to guarantee the semilocal convergence and perform a complete study of their efficiency. Our final aim is to apply these theoretical results to solve a special kind of conservative systems.
others, planetary motion, Newtonian mechanics, chemical reacts problems, electric circuits, heat conduction, vibratory motion, transmission of signals, problems on population growth, studies about gender-based violence, different types of rural crimes, etc. See, for instance, [2] and [16] . These differential equations, in most cases, cannot be solved analytically and then by using a adequate numerical method the problem is transformed in nonlinear equations.
We center our attention on conservative system like gravitational and electric fields. System in which work done by a force is independent of the path taken and is equal to the difference between the final and initial values of an energy function.
Specifically, we consider conservative systems where the damping force is null and then can be described as follows: Our aim is to use techniques of functional analysis in order to obtain domains that contains the solution of such problems; these domains are obtained in the infinite dimensional space that the function x(t) belongs to. Uniqueness conditions for these domains are also established. These are done by using iterative methods for nonlinear equations defined in Banach spaces.
This paper focuses on the resolution of these nonlinear equations F (x) = 0. The solutions of this equation, again, can rarely be found in a closed form, so that we usually look for numerical approximations. As a consequence, the methods for solving the previous equation are usually iterative. So, starting from one initial approximation of a solution x * of the equation F (x) = 0, a sequence {x n } of approximations is constructed such that the sequence { x n − x * } is decreasing and a better approximation to the solution x * is then obtained at every step. Obviously, the interest focuses on lim n x n = x * .
To give sufficient generality to the problem of approximating a solution of a nonlinear equation, we consider equations of the form F (x) = 0, where F is a nonlinear operator, F :
⊆ X −→ Y , defined on a nonempty open convex domain of a Banach space X with values in a Banach space Y , for this purpose see [10] and [13] .
In relation to the above, we can obtain the sequence of approximations {x n } by different ways, depending on the iterative methods that are applied. Between these, the best-known iteration is Newton's method, whose algorithm is the following:
x 0 given in , x n+1 = x n − [F (x n )] −1 F (x n ), n = 0, 1, 2 . . .
The choice of a method for solving F (x) = 0 usually depends on its efficiency, which links the speed of convergence (order of convergence) of the method to its computational cost. Two classic measurements of the efficiency, in the sense defined by Traub [17] and Ostrowski [14] , are the efficiency index (EI ) and the computatioal efficiency (CE), which are respectively defined by
where ρ is the order of convergence of the method, a represents the number of the evaluations of functions necessary to apply the method, and p is the number of operations (products and divisions) that are needed to compute each iteration of the method. If we consider one-point iterative methods without memory, i.e., x n+1 = G(x n ) with x 0 given in , as Newton's method (1), it is known that their order of convergence ρ is a natural number and, moreover, the algorithm of these methods depend explicitly of the first ρ − 1 derivatives of the function involved in the equation. So, if we want to consider iterative processes with high order of convergence, the computational cost increases as it is necessary to evaluate the successive derivatives of the function involved in the algorithm of the method. Then, in this paper, we are interested in numerical methods that avoid the expensive computation of the derivatives of the function F at each step but high order of convergence is reached. Therefore, we consider a k-steps iterative process with frozen first derivative given by the following algorithm:
n, and x n+1 = x (k) n , with k ≥ 1. It is well known that if we compose Newton's method with itself k times but with frozen the derivative, we obtain a method of order k + 1; this is a classical result obtained by Traub [17] . Moreover, being a iterative process of high order does not increase the expensive computation of derivatives because this iterative process only uses a first derivative in each step.
Three types of studies can be done when we are interested in proving the convergence of sequence (3): local, semilocal, and global. First, the local study of the convergence is based on demanding conditions to the solution x * , from certain conditions on the operator F , and provide the so-called ball of convergence of (3) , that shows the accessibility to x * from the initial approximation x 0 belonging to the ball, see [3] and [4] . Second, the semilocal study of the convergence is based on demanding conditions to the initial approximation x 0 , from certain conditions on the operator F , and provide the so-called domain of parameters corresponding to the conditions required to the initial approximation that guarantee the convergence of the sequence generates by the iterative method to the solution x * , see [5] and [7] . Third, the global study of the convergence guarantees, from certain conditions on the operator F , the convergence of the sequence to the solution x * in a domain and independently of the initial approximation x 0 , see [15] and [8] . The three studies demand conditions on the operator F . However, requirement of conditions to the solution, to the initial approximation, or to none of these, determines the different types of studies.
The local study of the convergence has the disadvantage of being able to guarantee that the solution, that is unknown, can satisfy certain conditions. In general, the global study of the convergence is very specific as regards the type of operators to consider, as a consequence of the absence of conditions on the initial approximations and on the solution.
We emphasize now that, although some authors have published k-steps iterative methods, like in [6] and [1] , as far as we know, the semilocal convergence study has not been performed for these general methods [19, 20] . This is the aim of our studies nowadays.
In this work, we focus our attention on the analysis of the semilocal convergence of k-steps Newton's method with frozen first derivative (3) . For this purpose only, conditions on F are imposed; however, we can reach order of convergence k + 1. Our final aim is to apply these theoretical results to solve efficiently a special kind of conservative systems.
The rest of paper is organized as follows. In Section 2, we present previous results and define appropriate recurrence relations for establishing the semilocal convergence study for this k-steps method that is completed in Section 3. Then, Section 4 is devoted to define the accessibility regions for this iterative process. Finally in Section 5, we apply the theoretical results obtained in order to solve a special case of conservative systems with maximum efficiency.
Semilocal convergence
The most popular semilocal convergence result for Newton's method (1) is the variant of the Newton-Kantorovich theorem [10] given by Ortega in [13] , which is established under the following conditions: Now, our aim it is to establish the semilocal convergence study for this k-steps method (3), demanding previous conditions to the initial approximation x 0 and from the operator F , i.e., let us assume the conditions (C 1 ) and (C 2 ). So, fixed a number of steps k ∈ N, we obtain a semilocal result for a iterative process (3) of order k + 1, k ≥ 1, in the same initial conditions that for an iterative process of second order, the Newton's method (1). For this, we modify condition (C 3 ) of Ortega. Observe that condition (C 1 ), required to the initial approximation x 0 , define the parameters β 0 and η 0 , and condition (C 2 ), required to the operator F , define the fixed parameter K. So, from these parameters, we modify the condition (C 3 ) [18] .
We state the semilocal convergence result for the k-steps iterative method proposed in the following terms. 
Before proving the main result, we need to obtain the following lemmas based on the recurrence relations for the state conditions.
Recurrence relations
We will first analyze the well definition of iterative process (3) for different numbers of steps, 1 ≤ j ≤ k, k ≥ 1. For these, we obtain the following result.
Lemma 1 Let us assume that exists
On the other hand, it is necessary that n = [F (x n )] −1 exists for all n ∈ N. For that purpose, we obtain:
Then, if βKηR < 1, we apply Banach's lemma and deduce the existence of n and it verifies:
Now, we are interested to obtain the recurrence relations necessary to prove the semilocal convergence of iterative process (3) . From now, let us assume the hypotheses of previous lemma.
In these conditions, for n = 0 and j = 1, we have:
We will use the following notation:
Now, by considering the Taylor expansion of F (x (1)
0 and using first step of (3), we have:
then, by taking norms and using (C 2 ), we get:
In the same way, for j = 2, we bound F (x (2) 0 ) by a similar process. First, we obtain:
and, by taking norms and using (C 2 ), we get:
where we have used that x (1)
∈ B(x 0 , Rη) and its convexity's property. By using this bound, we have:
, and
Then, from the previous reasonings, we can obtain the following result.
Lemma 2 For n = 0, the following relations are verified for
Then, these relations are verified for j = k.
Proof By considering the Taylor expansion of
and using j th step of (3), we have:
then, by taking norms and using that x
So that,
Then, the result is proved.
Moreover, for j = k, we can be obtain:
from previous results, we have that x
Now, we analyze the method (3) for n = 1. First of all, from Lemma 1, we obtain the existence of 1 = [F (x 1 )] −1 and denote
So, we can define x
(1)
,and we have:
Then, by taking
we have the same conditions that in before step, that is:
Then, following with the same previous notation, we consider h 1 = β 1 Kη 1 and
so, by same previous reasoning, we establish:
and moreover, for 1 ≤ j ≤ k − 1, it holds:
Then, it follows:
1 . Now, we can go on with n = 2. First of all, from Lemma 1, we obtain the existence of 2 = [F (x 2 )] −1 and denote
Let us observe that β 2 = β 1 .
2 , we have:
Then, by taking η 2 = 1 2 h k 1 R k−1 η 1 , we have a similar situation that in the previous case n = 1, see (7):
then, by a similar development than the performed previously, assuming the hypotheses of Lemma 1, and following with the same previous notation, we consider h 2 = β 2 Kη 2 and
we establish that x (j )
We are in conditions of declare the following system of recurrence relations:
The previous study drives us to establish the following result:
Lemma 3 If we assume the hypotheses of Lemma 1, then
Proof By a similar process that for cases n = 1, 2, we have that for n ∈ N:
and for 1 ≤ j ≤ k − 1:
So, the result is obtained.
In the following lemma, we obtain some basic property for the scalar sequences defined in the recurrence relations.
Lemma 4 If
, then {h n } and {S n (R)} are decreasing scalar sequences, n ∈ N.
Proof By the hypothesis, we deduce that h 0 R < 1. Then
On the other hand, by using β 2 = β 1 , it follows that:
where in the last inequality we have used that h 1 < h 0 . Analogously, by an induction procedure, it follows that the sequence {h n } is a decreasing scalar sequence. Notice that, from 1 < R < 2− √ 2h 0 2h 0 we obtain h 0 2 < 1; this fact establish certain relation between our restriction for R and condition (C 3 ), (pag 5), assumed by Ortega. Now, by using the previous result, obviously the sequence S n (R) also is a decreasing scalar sequence:
for all n ∈ N.
Main result
Now, for completing the semilocal convergence study, we have to prove the assumed assertions that we have made in our previous dissertation, (see Lemma 1), which are, x (j ) n ∈ B(x 0 , Rη n ), for 1 ≤ j ≤ k and for all n ∈ N , by defining the parameter R. For this, we observe that if 1 < R < 2− √ 2h 0 2h 0 , then h 0 R < 1. Therefore, for 1 ≤ j ≤ k and for all n ∈ N, we have:
where we have used that {h n } is a decreasing scalar sequence and added the sum of a geometric sequence of reason 1 2 h k 0 R k−1 , which is less than 1 by the hypothesis. So, the previous calculations let us to define an equation to obtain the parameter R, defined in Theorem 1, that we write again in order to prove it.
Theorem 2 Let F is a nonlinear operator, F : ⊆ X −→ Y , defined on a nonempty open convex domain of a Banach space X with values in a Banach space Y . Suppose that conditions (C 1 )-(C 2 ) are satisfied. For a fixed number of steps k, if the equation
has at least one positive real root and the smallest positive real root, denoted by R,
and B(x 0 , Rη) ⊂ , then iterative process given by (3) , converges to a solution x * of the equation F (x) = 0, starting at x 0 , and x (j ) n , x * ∈ B(x 0 , Rη), for 1 ≤ j ≤ k and for all n ∈ N. Moreover, the solution x * is unique in B(x 0 ,
Proof In first place, from Lemma 1 and the previous results, it is obvious that, for all n ∈ N and 1 ≤ j ≤ k, we obtain that x (j ) n and x (k) n = x n belong to B(x 0 , Rη).
Once we have seen that the sequence given by (3) is well-defined, we see that it is a Cauchy sequence. Indeed, since
Consequently, the sequence {x n } is convergent. Now, if lim n→∞ x n = x * , it follows that F (x * ) = 0 from the continuity of the operator F , since
To prove the uniqueness, let us assume some other solution z * of
we have to prove that the operator 1 0 F (x * + t (z * − x * )) dt is invertible and then z * = x * . Indeed, from
exists.
Notice that, as h 0 R < 1, then 2 Kβ − Rη > 0.
On the accessibility of the iterative process
In this section, we consider conditions imposed in Theorem 1, given by (12)- (18) for the starting point x 0 , in order to analyze when the semilocal convergence of iterative process (3) is guaranteed. That is, we obtain the domain of starting points for our iterative process. For this, we consider the smallest positive real root of the (12), denoted by R, and the parameter h 0 associated with the starting point x 0 . Then, in first place, we study when the (12) has solution. Second, we will analyze the relationship between the parameters R and h 0 from condition (18) . Note that the existence of R depends on the value h 0 , that we get from x 0 , and the number of prefixed steps, k. The aim of Fig. 1 is to see when the (12) (12) and so we can not apply Theorem 1. However, below the value h 0 = 0.4, we can see that there is always R. Now, we see the relationship between the parameters h 0 and R associated with the the starting point x 0 and the smallest positive real root of the (12) respectively. By choosing x = h 0 and y = R, we can draw the region of the xy-plane whose points satisfy the condition (18) (namely, x 2(1−xy) 2 < 1). This condition indicates the domain of parameters for the method (3). Moreover, notice that the convergence of the iterative process is guaranteed from this condition imposed in Theorem 2 that is shown in Fig. 2 (cyan region) .
In relation to the above, we can think that the larger the size of the domain of parameters is, we have more possibilities for choosing good starting points for iterative process (3), provided we have tested the existence of R. As we have already seen in Fig. 1 , to values lower than 0.4 always exists the R value. However, note that when h 0 = 0.4, the value of R is approximately 1.5; then, if we look at Fig. 2 , we see that for these parameter values cannot be verified the condition (18) . This fact can be seen more clearly at Fig. 3 , where we have drawn all the graphs obtained from the equation (12) and given in Fig. 1, seeing that for values lower than h 0 = 0.4 always it will exist R. However, for h 0 values close to this value may be not checked the condition (18) .
In addition, noting the domain of parameters given in the Fig. 4 , to values lower than h 0 = 0.4, there exists R and also verifies the condition (18), as you can clearly see in this figure.
On the numerical resolution of a special kind of conservative problems
We center our attention on a conservative system like gravitational and electric fields. System in which work done by a force is independent of the path taken and is equal to the difference between the final and initial values of an energy function. Specifically, we consider a conservative system where the damping force is null and then can be described as follows:
where
, with boundary conditions Boundary value problems have plenty of applications in science and engineering, as can be found in classical references [2] and [12] . Now, we first do a theoretical study of the formulated problem. So, from the continuous case, we study the existence and uniqueness of solution for problem (14) - (15) from the previous analysis. From optimizing the parameter k, we obtain the optimal domains of existence and uniqueness of solution. After that, problem (14)- (15) is discretized and a solution of the problem is numerically approximated. For this, from using the location of the solution previously done in the continuous case, we choose the optimal number of steps of iterative process (3) that provides the most efficient iterative process for approximating numerically a solution of problem (14)- (15) once it is discretized.
Existence and uniqueness of the solution
It is well known that the solution of (14)- (15) is a solution of the following Fredholm integral equation (see [16] ).
where the kernel G is the Green function in
A technique to solve these kind of equation consist in express it in a Banach space as a nonlinear operator, that is:
considering the max-norm ν = max
To obtain the existence of a unique solution of (17) by Theorem 1, observe that we need to evaluate K, β and η from the initial point x 0 , and define the domain .
In first place, we calculate the first Frechet derivative of the operator given by (17) :
then, we have: |φ (x(t))| < 8}. Moreover, we obtain:
In second place, ifK is the Lipschitz constant for φ , it follows
Finally, for an initial point x 0 (t), we obtain:
Consequently, a more explicit result on the existence and uniqueness of a solution of (17) is given in the next theorem, whose proof follows from that of Theorem 1.
Theorem 3
Following the previous notations, considering that x 0 ∈ andK is the Lipschitz constant for φ , assume that for a fixed number of steps k, the polynomial equation: P (k, t) = 0, where 
A particular case
Nonlinear differential equations of second-order occur frequently in connection with applied problems, a circumstance which has led to considerable interest in them in recent years. We show here the application to a simple example that has been studied by Jerome and Varga [9] and Keller [11] . The problem is:
Therefore, following the previous study, we consider the operator
in the space C[0, 1] of all continuous functions with the max-norm. To obtain a result on the existence and uniqueness of solutions of (20), we first consider
and take F :
According to standard differential (14), we have φ(x(t)) = −e x(t) . Then, for x 0 ∈ and by the previous study, we have that 0 exists and
where M = max t∈ [0, 1] e x 0 (t) , and
On the other hand, it is easy to check
From (19) , the solution is a convex function and satisfies the boundary conditions. We then consider the simplest case, a 2nd degree polynomial of the form mt (t − 1), m ≥ 0, as a first approximation to the solution of (19) . How it should be verified that mt (t − 1) < ln 8, for simplicity, we choose m = 1/2, that is, x 0 (t) = 1 2 t (t − 1). Thus
Therefore, a = 16/49 and then in Table 1 , we can see the corresponding radii of existence and uniqueness for different values of k, as can be observed the best results are obtained for k = 2, that correspond to the third order method. In this case, we obtain the smallest ball where the iterates remains and converge to the solution in this case the biggest ball for the uniqueness is also obtained. Notice that all the results improve the ones obtained for Newton's method.
That is, we have obtained that the iterates x n (t) and the solution x * (t) belong to B( 1 2 t (t − 1), 0.21088387) ⊆ , and x * (t) is the unique solution in B( 1 2 t (t − 1), 1.53911613) ∩ . Then, we have the solution localized and so we have also an idea in order to take starter conditions. 
Setting up a finite difference scheme
After the study, we have just performed for the continuous case, we use a discretization process to transform equations (14)- (15) into a finite-dimensional problem and look for an approximated solution of this when a particular function φ(x(t)) is considered. For this purpose, we approximate the second derivative by a standard numerical formula. First, we introduce the points t j = a + j (b − a)h, j = 0, 1, . . . , N + 1, where h = 1 N+1 and N is an appropriate integer. A scheme is then designed for the determination of numbers x j , it is hoped, approximate the values x(t j ) of the true solution at the points t j . A standard approximation for the second derivative at these points is
A natural way to obtain such a scheme is to demand that the x j satisfy at each interior mesh point t j the difference equation
Since x 0 and x N+1 are determined by the boundary conditions, the unknowns are
A further discussion is simplified by the use of matrix and vector notation. Introducing the vectors
the system of equations, arising from demanding that (22) holds for j = 1, 2, . . . , N, can be written compactly in the form:
where F is a function from R N into R N . From now on, the focus of our attention is to solve a particular system of form (23). As, in general, we consider that the function φ(x(t)) is nonlinear, one cannot hope to solve the system of equations given in (23) by algebraic methods. Some iterative procedure must be resorted to. We now analyze the family of iterative processes given by (3) for this purpose. First, note that the practical application of these iterative processes is performed from the following algorithm, depending on the chosen number of steps.
Notice that the first derivative of F is now the matrix
Now, we are going to choose the steps number that we will perform with the iterative method (3) so that maximum efficiency is reached.
To do this, we consider a combination of indexes considered previously, in (2), the efficiency index and the computational efficiency index. Note that, if we consider a particular problem, we can calculate the operational cost required to evaluate F and F . So, we consider another measure of the efficiency of an iterative process which takes into account both the operational cost of the functional evaluations that are required and the operational cost of doing an step of the algorithm.
Thus, we define the measure of the efficiency of an iterative process applied to an operator F given as follows where the operational cost of the functional evaluations and the operational cost of doing an step of the algorithm are denoted by μ and σ , respectively. Once we have chosen the number of steps making optimum efficiency of the iterative process (3), then we solve the nonlinear system raised previously.
A particular case
Now, our goal is to find an approach to a solution of the differential problem defined in (19) . In this case, the number of operations related to evaluate F (x n ) are 3N +1 and F (x n ) does not need any new operation. As each iteration of the iterative methods 
Conclusion
We have obtained semilocal convergence study for k-steps iterative method; this is a generic study that requires a procedure more intricate that the one needed for a fixed convergence order method. We can conclude that the numerical experience confirm the theoretical study performed in Section 2, allowing us to obtain the convergence ball where the approximation to the solution of a nonlinear problem has been obtained by using the most efficient iterative method of the k-steps iterative process with frozen first derivative described by (3) . Moreover, the accessibility of the iterative process have been analyzed obtaining the domain of starting points for setting the semilocal convergence of our iterative process.
