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Summary
The small wireless network devices in sensor and ad hoc networks can be de-
ployed for a plethora of ubiquitous and collaborative applications, such as health-
care monitoring and tactical surveillance. However, these network elements are
typically energy constrained as they have limited and/or irreplaceable battery
supplies. This necessitates the design and development of energy efficient com-
munication protocols in order to prolong the lifetimes of such networks.
In this dissertation, we first identify the caveats of existing networking pro-
tocols for energy constrained networks. Three novel algorithms, viz. A2-MAC,
IQAR and IQDEA, are then proposed to provide better energy efficiency for
both periodic monitoring as well as event driven sensor applications.
A2-MAC is an Adaptive, Anycast M edium Access Control protocol that
effectively reduces energy expenditure in generic low-powered wireless sensor
networks. It utilizes: (i) random wakeup schedules, such that each node can
independently and randomly wakeup in each cycle without coordination and time
synchronization; (ii) adaptive duty cycles based on network topology; and (iii)
adaptive anycast forwarder selection, which allows each node to transmit to any
member in its forwarding set. By allowing nodes to operate with different duty
cycles and forwarding sets based on a given local delay performance objective
and local network connectivity, A2-MAC achieves better energy-delay tradeoffs
and extends node lifetime substantially, while providing good end-to-end latency.
Upon the presence of Phenomena of Interest (PoI) in event driven sensor
v
vi
networks, multiple sensors may be activated, leading to data implosion and
redundancy. IQAR is an Information Quality Aware Routing protocol that
finds the least-cost routing tree that satisfies a given information quality (IQ)
constraint when a PoI occurs. As the optimal least-cost routing solution is a
variation of the classical NP-hard Steiner tree problem in graphs, IQAR uses:
(i) topology-aware histogram-based aggregation structure that encapsulates the
cost of including the IQ contribution of each activated node in a compact and
efficient way; and (ii) greedy heuristic to approximate and prune a least-cost
aggregation routing path.
Despite the existence of energy-delay tradeoffs, existing protocols tend to
optimize only energy efficiency and overlook the significance of end-to-end de-
lays. However, in mission critical applications such as intrusion detection and
tsunami detection, faster detection of the PoI translates to earlier deployment
of search-and-rescue operations and subsequently, significant reductions in casu-
alties and infrastructural damages. IQDEA is an Information Quality aware
Delay Efficient Aggregation scheme that minimizes PoI detection delays and
transmission costs in duty cycled networks while satisfying application-level IQ
requirements. Through the use of: (i) IQ-awareness; (ii) novel aggregation la-
tency function for each node; and (iii) selection of forwarding nodes based on
instantaneous expected end-to-end delays, IQDEA achieves a good balance be-
tween energy efficiency and delay efficiency.
Performance evaluations of the proposed schemes show that they can achieve
significant energy savings over existing protocols through the use of techniques
such as adaptation to network conditions, anycast forwarding and information
quality awareness. However, the design space for energy efficient communications
remains very large, and continued research efforts are required to identify an
integrated framework for the suite of these communication protocols.
List of Tables
1.1 Summary of Research Contributions . . . . . . . . . . . . . . . . 8
2.1 Current Draw of Different Motes (in mA) . . . . . . . . . . . . . 12
2.2 Techniques to Achieve Energy Efficiency in Communication Pro-
tocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Forwarding set and corresponding duty cycle requirements for N1. 38
3.2 Forwarding set and corresponding duty cycle requirements for N2. 38
3.3 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1 Minimum cost aggregation tree for various IQ threshold values in
the network topology of Figure 4.3. . . . . . . . . . . . . . . . . . 68
4.2 Baseline of actual IQ qi(c) and corresponding min-cost aggrega-
tion tree Mi(c) per incremental cost c, for each of the upstream
nodes of v0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Estimated and actual IQ gain per incremental cost c from per-
spective of v0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . 116
vii
List of Figures
1.1 Classification of sensor network applications. . . . . . . . . . . . 2
1.2 Cross-layer interactions between A2-MAC, IQAR and IQDEA
with the networking protocol stack. . . . . . . . . . . . . . . . . . 7
2.1 Nodes that are nearer to the fusion center (v1,v2,v3) and nodes
which act as bridges (v4,v5) for weakly connected nodes tend to
fail earlier than the rest of the network. . . . . . . . . . . . . . . 11
2.2 Simplified radio transition models. . . . . . . . . . . . . . . . . . 13
3.1 (10, 1, 2ms) random wakeup function with 3 unsynchronized nodes. 28
3.2 Data transfer in A2-MAC between 2 unsynchronized nodes. . . . 29
3.3 Protocol details of B-MAC, X-MAC and A2-MAC. . . . . . . . . 30
3.4 Uniform random distribution of active slots with varying
∑
vj∈Fi αij . 32
3.5 Sleep latency Ti with varying values of αij and |Fi| when ns = 100. 33
3.6 Computation of forwarding sets and duty cycles. . . . . . . . . . 36
3.7 αij versus ni for two different nodes N1 and N2. . . . . . . . . . 39
3.8 Minimum αij required to ensure that at least 1 forwarder is awake
with (1− β)% within a cycle. . . . . . . . . . . . . . . . . . . . . 39
3.9 Running behavior of the adaptation algorithms in a small network. 42
3.10 Delay tradeoff under varying delay constraints. . . . . . . . . . . 46
3.11 Performance of opt-MAC, X-MAC and A2-MAC under varying
delay constraints. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
viii
ix
3.12 Performance with varying network densities and dmax = 2. . . . . 48
3.13 Performance of opt-MAC, X-MAC and A2-MAC with varying
traffic loads. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.14 Performance with intermittent link connectivity. . . . . . . . . . 50
4.1 Event driven sensor network with set of activated nodes Va =
{v1, v2, v3, v4, v5, v6, v7, v8}. Vτ = {v1, v2, v3, v4} represents one
possible subset of activated nodes that can detect PoI with suffi-
cient IQ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Signal strength f(ri) with α = 0.5. . . . . . . . . . . . . . . . . . 60
4.3 Fusion center v0 with three upstream nodes v1, v2 and v3. . . . . 64
4.4 Cost functions of subtrees rooted at v1, v2 and v3 (from the per-
spective of v0) in Figure 4.3, with IQ threshold IT = 5 and number
of discretization levels φ = 5. . . . . . . . . . . . . . . . . . . . . 70
4.5 Sequence of pruning activities for subtree rooted at v3. . . . . . . 76
4.6 Performance with increasing per-sample false alarm probability p0. 79
4.7 Performance with increasing network density. . . . . . . . . . . . 81
4.8 Performance with increasing distance to event (PoI). . . . . . . . 82
4.9 Performance with varying suppression interval (delay). . . . . . . 83
4.10 Performance with varying event (PoI) mobility. . . . . . . . . . . 83
5.1 Illustration of the delays incurred by a structured aggregation tree. 87
5.2 Network with duty cycling, where the weight on each edge repre-
sents the expected sleep latency (in units) incurred in transmitting
along that particular link. . . . . . . . . . . . . . . . . . . . . . . 90
5.3 Energy consumption vs PoI detection delay for different classes of
aggregation schemes. . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4 Wakeup schedules of v1, v2 and v3 with α1 = 2, α2 = 1 and
α3 = 3, in a cycle with nc = 10 slots. . . . . . . . . . . . . . . . . 92
5.5 Probing mechanism in the asynchronous MAC model. . . . . . . 93
x5.6 Effect of Using Different Aggregation Latency Functions. . . . . . 101
5.7 Illustration of the delays incurred by a structured aggregation tree.102
5.8 Aggregation latency using Heuristic Hgood. . . . . . . . . . . . . . 103
5.9 Expected normalized progress per hop as a function of number of
nodes in the transmission range N . . . . . . . . . . . . . . . . . . 105
5.10 Aggregation latency as a function of routing metric h (with max-
imum per-hop delay ∆max = 1). . . . . . . . . . . . . . . . . . . . 105
5.11 Network is divided into concentric circles centered at the fusion
center v0. The radius of each circle differs from its adjacent circle
by ha∆. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.12 PoI detection delay Dp under different aggregation schemes (with
network diameter hmax = 30 and maximum per-hop delay ∆max =
1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.13 Performance with increasing distance from PoI (event). . . . . . 117
5.14 Performance with increasing network density. . . . . . . . . . . . 119
5.15 Performance with increasing decay factor. . . . . . . . . . . . . . 120
5.16 Performance with increasing targeted false alarm probability Pf . 122




Advancements in wireless networking and microelectromechanical systems (MEMS)
technology have led to the proliferation of tiny computing and sensing devices
that are often deployed in large numbers to perform collaborative tasks. A rep-
resentative class of these networks is Wireless Sensor Networks (WSNs) [1] [2],
which can be used for a multitude of applications - ranging from tactical or mil-
itary surveillance, intruder detection, industrial automation, wildlife tracking,
habitat monitoring, environmental monitoring, structural monitoring to health-
care monitoring. In these systems, characteristics of the physical environment
(e.g. temperature, pressure, humidity and salinity) are sensed and transmitted
via multihop links to a centralized fusion center (or sink) for processing and sta-
tistical analysis. As illustrated in Figure 1.1, such applications can generally be
classified into two main categories, viz. periodic monitoring and event detection.
In periodic monitoring applications, data is collected from all the sensor nodes
at regular intervals. The data is collected over a long period of time - in terms of
weeks, months or even years - and is generally delay tolerant. Such data is then
used to provide a statistical or analytical profiling of the terrain, environment
or objects of interest. In the ZebraNet project [3], sensory data is collected
1







Figure 1.1: Classification of sensor network applications.
from tracking collars worn on animals of interest to provide an understanding of
their migration patterns and inter-species interactions. On Great Duck Island
off the coast of Maine [4] [5], sensors are deployed to monitor the habitat and
nesting environment of seabirds, and provide live streaming data on the web.
As compared to conventional instrumentations and methods of monitoring, the
use of sensor networks for monitoring purposes has the advantage of providing
fine-grained data at high resolutions with minimal invasion to natural habitats.
In event detection applications [6] [7], the primary objective is to detect a
Phenomenon of Interest (PoI) when it occurs - such as an impending tsunami
along the coastline [8], flood [9], forest fire [10] or an elderly person falling down at
home [11]. Consequently, data collected for these applications is delay sensitive.
The detection of a PoI can be achieved via naive methods (such as a sensor
reading that is classified as an outlier in a statistical distribution), or via more
sophisticated methodologies involving data aggregation and fusion. With the
use of sensor networks for PoI detection, critical events can be reliably detected
within pre-specified delay constraints, leading to the timely initiation of search
and rescue operations.
Despite the apparent usefulness of wireless sensor networks, their successful
deployments and operations face many challenges. The connectivity of wireless
links [12] [13] is intermittent and temporal, and highly susceptible to environ-
mental influences, which diminishes the predictability and reliability of packet
transmissions. The limited radio range of sensor nodes and the large terrain of
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deployment necessitate the use of multihop communication where intermediate
relays are required to transmit data from each sensor source to the destination
(fusion center) [1]. Node failures and topological changes may be prevalent if
the network is deployed in harsh terrains such as mountainous or marine en-
vironments [14]. As sensor nodes are often densely deployed to provide data
redundancy and maximize sensing coverage [15], there exists severe medium
access contention during data transmissions. Even seemingly simple protocols
such as flooding can exhibit complex behaviors which deteriorate network per-
formance [16]. In particular, the severe energy constraints of sensor nodes have
received much limelight in the research community [17], and is the focal point
of the research in this dissertation.
1.2 The Case for Energy Efficient Communication
Sensor networks are expected to have a lifetime of several years; however, com-
monly used sensor platforms (such as Mica2, MicaZ, TelosB and Imote2 motes
from the Crossbow family [18]) are powered by AA batteries, which severely lim-
its their energy source. Furthermore, practical considerations such as inaccessible
terrains and dense network deployments make it labor-intensive and unrealistic
to physically replace each battery when it runs out. This leads to node failures
and network partitions, which hinder inter-nodal communication, reduce data
quality at the fusion center and deteriorate application-level performance.
In a sensor network, energy is expended through three main operations, viz.
sensing, computation and communication [17]. During sensing, each node sam-
ples the physical environment at periodic intervals and converts the raw data
into digital signals using Analog to Digital Converters (ADCs). Computational
tasks include processing, data compression, as well as data aggregation and/or
fusion. Inter-nodal communication, which take place in the form of packet trans-
missions and receptions, incur the bulk of total energy expenditure during the
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lifetime of a node. Consequently, it is essential that each sensor node minimizes
its energy consumption when communicating with its neighbor(s), in order to
prolong overall network lifetime.
There exists a significant amount of work on energy efficient communication
protocols for sensor networks in the literature [19] [20]. A key challenge in the de-
sign and development of such protocols is the ability to maximize energy savings
and prolong network lifetime without excessively trading-off other performance
metrics (such as delay and information quality of data at fusion center). This can
be achieved only with the integration of energy-awareness at every stage of the
network design and operation [17]. However, existing protocols typically consider
only one aspect of the networking protocol stack, with noticeably concentrated
efforts at the Medium Access Control (MAC) layer [21] [22] [23] [24] [25] [26] or
network layer [27] [28].
We assert that many of these existing solutions have potential for improve-
ments by incorporating the following techniques:
1. Adaptation to local or prevailing network characteristics: The net-
work conditions and characteristics experienced by each node in a wireless
sensor network vary with a wide range of factors - such as node location,
local topology, traffic pattern and physical conditions. For instance, the
underlying physical layer is subject to influences from the surrounding en-
vironment, leading to transient links that impede route establishment and
maintenance. By ignoring the dynamics of the underlying link layer, a
MAC protocol may repeatedly retransmit over the same intermittent link
while a network routing protocol may select unreliable paths to the fusion
center. This can lead to both excessive overheads and unnecessary en-
ergy consumption. Communication protocols that are adaptive to network
characteristics are expected to react better to dynamic changes and hence
provide better application-level performance.
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2. Exploitation of IQ-awareness: The deployment of each sensor network
is driven by an application-specific requirement on the information qual-
ity (IQ) of data that is collected at the fusion center. Existing literature
frequently assumes that: (i) all sensory data is of equal importance; and
(ii) all generated data is required at the fusion center. However, by lever-
aging the different IQ values provided by the sensory data, the system can
intelligently acquire data with higher IQ and eliminate the need to collect
data from all the nodes in the network. Energy expenditure can thus be
minimized while satisfying application requirements.
Although energy efficient mechanisms have been proposed in the context
of other classes of wireless networks - such as Wireless Local Area Networks
(WLANs) [29] [30] and Mobile Ad Hoc Networks (MANETs) [31] [32] - these
networks differ fromWSNs in a myriad of ways. Unlike WLANs, sensor networks
are decentralized, distributed and often have irreplaceable energy sources. While
communications in WLANs and MANETs are often independent and point-to-
point, data in sensor networks tends to be spatially and temporally correlated,
and flows unidirectionally towards the fusion center in a convergecast fashion.
Traffic in sensor networks is also sporadic in nature; it can either be triggered
periodically (in monitoring applications) or event driven (in PoI detection ap-
plications). Hence, network solutions for the general classes of wireless networks
are inadequate for sensor networks due to the unique characteristics of the latter.
1.3 Research Goals and Contributions
The main objective of our research work is to design and develop communica-
tion protocols for energy constrained networks to achieve energy efficiency while
maintaining good energy-delay tradeoffs. We focus on wireless sensor networks
as a class of energy constrained networks which are generally static, have little
or no mobility, and have limited battery supplies. Ideally, these protocols should
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prolong network lifetime, without overly compromising on other performance
metrics that are of interest to the application. In this dissertation, we present
three novel energy efficient communication protocols that not only address the
caveats of existing protocols, but also achieve good tradeoffs for energy con-
strained networks: (i) A2-MAC [33] - Adaptive, Anycast MAC protocol; (ii)
IQAR [34] - Information Quality Aware Routing protocol; and (iii) IQDEA -
Information Quality aware Delay Efficient Aggregation scheme.
The MAC protocol is the key mechanism to enable communications between
nodes in a network. A2-MAC is an asynchronous and adaptive MAC protocol
that utilizes: (i) random wakeup schedules, such that each node can indepen-
dently and randomly select its wakeup schedule without coordination and time
synchronization; (ii) adaptive duty cycles based on network topology; and (iii)
adaptive anycast forwarder selection, which allows each node to transmit to any
member in its forwarding set and effectively reduce expected sleep latency. By
exploiting the redundancy from typical dense sensor network deployments, as
well as combining random schedules and anycast mechanisms, nodes can oper-
ate with different duty-cycles and forwarding sets to reduce energy consumption,
subject to a given delay constraint.
Despite the energy savings achieved through the use of a duty cycled MAC
such as A2-MAC, energy can still be expended unnecessarily due to data implo-
sion and redundancy [35] arising from the activation of multiple sensors in event
driven sensor networks. IQAR is an information quality aware routing proto-
col that aims to find a least cost (minimum energy) routing tree that satisfies
a given IQ constraint within a delay bound. As the optimal least cost routing
solution is a variation of the classical NP-hard Steiner tree problem in graphs,
IQAR utilizes: (i) a topology-aware histogram-based aggregation structure that
encapsulates the cost of including the IQ contribution of each activated node
in a compact and efficient way; and (ii) a greedy heuristic to approximate and
prune a least cost aggregation routing path.









Figure 1.2: Cross-layer interactions between A2-MAC, IQAR and IQDEA with
the networking protocol stack.
In mission critical applications (such as intrusion detection or flood detec-
tion), PoI detection delay is a crucial performance metric as it determines how
quickly search and rescue operations can be initiated in response to the PoI. Due
to energy-delay tradeoffs that are inherent in data aggregation schemes [36], en-
ergy consumption is often minimized at the expense of longer detection delays.
IQDEA is a data aggregation scheme that aims to minimize the event detection
delay in a duty cycled network, without compromising on energy efficiency. A
novel aggregation schedule is used to allow nodes to aggregate data efficiently
while minimizing the PoI detection delay. Forwarding nodes are dynamically
selected at each hop based on the instantaneous expected end-to-end delay and
aggregated IQ at each neighbor. Through IQ-awareness, IQDEA terminates
data acquisition as soon as sufficient data has been collected for reliable and
accurate PoI detection. Hence, it is able to achieve good energy-delay tradeoffs
while satisfying IQ requirements at the fusion center.
Figure 1.2 illustrates the cross-layer interactions between A2-MAC, IQAR
and IQDEA with the different layers in the networking protocol stack. Although
A2-MAC resides in the link layer, it utilizes forwarding set information from
the network layer and feedback about the physical connectivity between links
from the physical layer to adapt duty cycles and make a forwarding decision
in real-time. Both IQAR and IQDEA reside in the network layer, and utilize
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Table 1.1: Summary of Research Contributions
Protocol Description
A2-MAC Adaptive, asynchronous MAC protocol that dynamically as-
signs a different duty cycle and forwarding set to each node
based on its local topology, in order to minimize energy con-
sumption subject to a delay constraint.
IQAR IQ-aware routing protocol that builds a least-cost aggregation
path in real-time to minimize energy consumption, subject to
IQ and delay constraints.
IQDEA IQ-aware data aggregation scheme that assigns aggregation
latencies and selects forwarding nodes dynamically based on
aggregated IQ and expected end-to-end delays, for the pur-
pose of achieving good energy-delay tradeoffs.
instantaneous connectivity information from the bottom layers to make dynamic
forwarding decisions. Through such loosely-coupled cross-layer interactions, A2-
MAC, IQAR and IQDEA are able improve overall network performance.
The contributions of this dissertation are summarized in Table 1.1. Although
we focus on sensor networks as a representative class of energy constrained net-
works in this dissertation, the design philosophies are applicable to other generic
networks with energy limitations.
1.4 Organization
The rest of this dissertation is organized as follows: Chapter 2 discusses back-
ground and related work on energy efficiency in wireless sensor networks. Proto-
col details and performance studies of A2-MAC are described in Chapter 3. In
Chapter 4, we present and evaluate IQAR, which constructs least-cost aggrega-
tion trees to achieve energy savings in real-time when phenomena of interest are
detected in event driven sensor networks. In Chapter 5, we propose IQDEA, an
IQ-aware data aggregation scheme that achieves a good balance between energy
efficiency and delay efficiency while satisfying application-level IQ constraints.
We conclude our work in Chapter 6 with directions for future research.
Chapter 2
Energy Efficiency in WSNs
While the development of energy efficient sensor network protocols is motivated
by the need to extend ‘network lifetime’, the term network lifetime per se has
taken on several definitions in the literature. In this chapter, we first discuss the
various definitions of network lifetime and energy consumption characteristics in
wireless sensor networks. We then present a survey of existing energy efficient
communication protocols in the sensor network literature.
2.1 The Definition of Network Lifetime
Multiple definitions of network lifetime exist in the literature. It has been defined
as time until the first node in the network dies [37] [38] [39] [40] [41], time until
a percentage of the network dies [42], as well as time until the network does not
satisfy application requirements [43] [44] [45]. In the following, we evaluate the
accuracy and limitations of each of these definitions in capturing the essence of
network lifetime.
The time until the first node of the network fails due to depletion of energy is
useful in studies that aim to provide an even distribution of energy consumption
and/or residual energy across all the sensors in the network. However, there is
high spatial and data redundancy in typical sensor networks where nodes are
9
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densely deployed in the monitored terrain. Nodes that are co-located within the
same geographical region tend to monitor the same environment and/or detect
the same phenomena of interest (PoI). A single node failure resulting from energy
drain is unlikely to have negative effects on information quality of data at the
fusion center or overall network performance. As such, defining network lifetime
as the time until the first node failure inordinately underestimates the length of
time during which the system is useful.
Conversely, defining the network lifetime as time until a certain percentage of
the nodes dies may be an over-optimistic estimation of the length of time which
the system is useful. In random node deployments, some nodes may form weakly
connected components in the network. When nodes that serve as ‘bridges’ (v4
and v5 in Figure 2.1) between these weakly connected nodes and the rest of
the network fail, partitions can ensue. In addition, nodes that are nearer to
the fusion center (v1, v2 and v3 in Figure 2.1) participate more frequently in
data forwarding. Consequently, these nodes are likely to deplete their energy
resources earlier than the rest of the nodes in the network. While the failure of
these small subsets of nodes may not be sufficient to quantify the “percentage of
nodes that die” before the network lifetime is reached, it can adversely impact
the functionality, connectivity and spatial coverage of the network, as well as the
quality of the data collected at the fusion center.
More recently, network lifetime has been defined to be the time duration
before the network fails to satisfy its application or quality requirements - such
as PDR (Packet Delivery Ratio), latency, throughput, connectivity, etc. Alfieri
et al [43] defines network lifetime to be “time period from the time instant when
the network starts functioning till the network runs satisfying its quality require-
ments”. Suzuki et al [44] considers it to be “period in which the data arrival ratio
is 100%”, while Tang and Xu [45] annotates it as “time duration before it (the
network) fails to carry out the mission due to insufficient number of alive sensor
nodes”. While these definitions appear to have more relevance to the application










Figure 2.1: Nodes that are nearer to the fusion center (v1,v2,v3) and nodes which
act as bridges (v4,v5) for weakly connected nodes tend to fail earlier than the
rest of the network.
scenario, care must be taken to define system requirements with sufficient com-
prehensiveness and completeness. For instance, an application requirement of
100% data arrival ratio is not particularly useful in real-time monitoring systems
if the average end-to-end delay incurred to achieve this arrival ratio is excessively
large.
Despite the many ambiguous definitions of network lifetime in current liter-
ature, it is unequivocal that the lifetime of a network is dependent on:
• energy expended in data transmission and reception;
• total energy expended in routing data from source to fusion center;
• statistical deviation of energy expended by nodes in the network; and
• amount of data required to meet application-specific performance (e.g. de-
livery ratio and detection accuracy).
As network lifetime is highly correlated with the energy expenditure by each
node, it is important that energy efficient protocols are used in WSNs. The
optimization of these protocols can be achieved only through a thorough under-
standing of energy consumption characteristics in each sensor node, as detailed
in the next section.
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Table 2.1: Current Draw of Different Motes (in mA)
Mica2 MicaZ Imote2
SLEEP 0.001 0.001 0.39
IDLE - 0.426 31
RX 10.0 19.7 44.0
TX 11.0 11.0 44.0
2.2 Energy Consumption in WSNs
According to [17], there are four subsystems in a canonical wireless sensor node:
(i) computing subsystem (or microcontroller); (ii) communication subsystem;
(iii) sensing subsystem; and (iv) power supply subsystem. In this dissertation,
we focus on the communication subsystem - which has the primary objective
of enabling wireless communications with other nodes - as it expends the most
energy during the node lifetime.
The radio transceiver of a sensor mote is the core component in its communi-
cation subsystem, with many factors influencing its energy consumption. Some
of these factors include modulation scheme, transmission range, data rate and
operational mode. At any one time, the radio is in one of the following four
operational modes - sleeping, idle, receiving and transmitting.
A node is in sleep (SLEEP) mode when its radio and voltage regulator are
turned off; in this mode, it consumes the least energy and does not participate in
any communication. In idle (IDLE) mode, the radio is turned on and the node is
ready to receive incoming signals or transmit outgoing signals. A node in receiv-
ing (RX) mode is in the process of receiving a signal, which will subsequently
be sent to the upper networking layers upon successful decoding. Finally, a node
in transmitting (TX) mode is in the process of transmitting a signal to one or
more of its neighbors.
Table 2.1 illustrates the typical values of the current drawn by some com-
monly used Crossbow motes when they are operating in the various modes,
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(b) CC2420 Radio Model
Figure 2.2: Simplified radio transition models.
while Figure 2.2 shows the simplified transition models of commonly used RF
transceivers, such as CC1000 and CC2420 from Texas Instruments [46] which are
used in Mica2 and MicaZ respectively. The timing on the edge of each transition
indicates the approximate delays when switching from one mode to another.
Based on the radio models as summarized in Table 2.1 and Figure 2.2, the
following key observations can be made:
• The SLEEP mode generally consumes the least amount of energy; hence
nodes should be put to SLEEP instead of IDLE mode whenever possible.
• Mica2 does not have an explicit IDLE mode; instead, its radio transceiver
is in RX mode when it is waiting to receive or transmit signals, which con-
sumes higher energy as compared to the IDLE state in MicaZ. In addition,
the cost of signal reception (RX) is higher than signal transmission (TX)
in MicaZ; the converse is true in Mica2. Consequently, the design of the
communication protocol should take into account the operating character-
istics of the radio transceiver - such as the energy consumption for each
mode and switching delays from one mode to another.
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2.3 Energy Efficient Communication Protocols
Having studied the energy consumption characteristics of sensor motes, we now
review some of the energy efficient communication protocols in current literature.
Most of these existing solutions belong to one of the layers in the networking
protocol stack, which comprises of the physical (PHY), data link (LINK),
network (NET), transport (TRANSPORT) and application (APP) layers.
2.3.1 Energy Efficiency at the PHY Layer
The PHY layer is responsible for the transfer of sequences of bits between nodes
sharing a wireless medium. At this layer, any transmission is subjected to in-
terference and noise from the environment, leading to asymmetric links and
frequent variations in signal quality. To aggravate the situation, the transmitted
signal undergoes pathloss, fading and attenuation, which are all dependent on
inter-nodal distance and the physical environment. Nevertheless, Shih et al [47]
advocates the use of PHY layer approaches in the design of energy efficient
protocols. Some of these schemes include advanced radio frequency circuits,
modulation and channel coding schemes, as well as power or topology control.
In topology control, the transmission power of each node is dynamically ad-
justed to minimize energy consumption while maintaining network connectivity.
Santi [48] provides a taxonomy of topology control techniques, which can broadly
be classified as: (i) homogenous, where all nodes have the same transmission
power; or (ii) non-homogenous, where nodes may have different transmission
powers. However, Burkhart et al [49] shows that majority of these algorithms
minimize energy consumption at the cost of increased interference, which may
severely deteriorate network performance. Furthermore, many of these algo-
rithms are centralized in nature, assume the knowledge of node locations, and
incur significant overheads during the exchange of neighboring information.
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2.3.2 Energy Efficiency at the LINK Layer
The LINK layer is responsible for the establishment of stable links over the
unreliable wireless medium; this is usually done in the form of ARQ (Automatic
Repeat reQuest) and FEC (Forward Error Correction) techniques. The Medium
Access Control (MAC) layer is a sub-layer of the LINK layer that arbitrates
access to the shared wireless channel among nodes in the network. Although
MAC schemes can be classified as contention-free, contention-based or hybrid,
sensor MAC protocols are typically contention-based due to the absence of a
centralized controller that allocates resources to nodes in a multihop network.
In the pioneering work on sensor MAC protocols, Ye et al [50] identifies the
main sources of energy consumption in any contention-based MAC protocol as:
(i) collision; (ii) overhearing; (iii) control packet overhead; and (iv) idle listening.
Collisions occur when nodes attempt to send packets over the shared wireless
medium concurrently, leading to packet corruptions and retransmissions. Due
to the broadcast nature of the channel, unicast packets may be overheard by
neighboring nodes that are not the intended destinations. Control packets that
are used for synchronization and network management compete with data pack-
ets for channel bandwidth. In sensor networks without energy awareness, nodes
expend most of their energy in idle listening due to the sporadic nature of data
traffic. Consequently, subsequent works on sensor MAC protocols always incor-
porate some form of wakeup scheduling such that nodes do not remain awake
throughout the entire network lifetime but wakeup at intervals for communica-
tion and to check for channel activity.
Wakeup mechanisms can be broadly classified as: (i) on-demand; (ii) syn-
chronous; and (iii) asynchronous. Sensor MAC protocols that make use of
on-demand wakeup mechanisms [51] require out-of-band signaling (using a low
power radio) in order to wake up nodes in time for data reception. At least
two radios are required in these schemes - a low-powered radio that is constantly
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awake to sense for any channel activity, and a high-powered radio which is awak-
ened on-demand by the former whenever any activity is detected. However, com-
plex algorithms are required to handle the differences in communication ranges
of low-powered and high-powered radios [52].
In synchronous wakeup (or scheduled rendezvous) schemes [50] [53] [54] [55]
[56], nodes wakeup during the same designated time slots to communicate. This
effectively reduces idle listening and achieves low power consumption, albeit at
the expense of long latency. Furthermore, tight time synchronization and pre-
negotiation of schedules are necessary, which incur high overheads.
In asynchronous wakeup schemes [57] [58] [59], schedules of senders and re-
ceivers are decoupled, thereby removing the need for synchronization. Using a
technique commonly known as LPL (Low Power Listening), nodes wake up peri-
odically to check for channel activity. A node remains awake if channel activity
is detected, and resumes sleeping otherwise. Extended preambles are required
for the correct detection of channel activity, which increases delay and energy
consumption.
2.3.3 Energy Efficiency at the NET Layer
At the NET layer, paths from the sensor sources to the fusion center are estab-
lished and maintained by the routing protocol. Due to the scale of the network
and limited transmission ranges of sensor nodes, communication typically takes
place through multiple hops, in a distributed manner.
Typical routing protocols are based on shortest path algorithms that opti-
mize performance metrics such as throughput and delay; however, they consider
neither energy efficiency nor information quality. In contrast, energy efficient
routing protocols aim to achieve one or both of the following goals while routing
a packet from the source to the fusion center: (i) minimizing total energy con-
sumption; and/or (ii) maximizing distribution of energy consumption such that
time until the first node depletes its energy is prolonged.
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In minimum energy routing schemes [60] [61] [62] [63], the edge of each node
is associated with the (energy) cost of transmitting across that particular link.
The routing algorithm will then select a route such that the sum of all the energy
costs along that path is the lowest among all other possible paths. As transmis-
sion power is highly correlated with distance, routes with the smallest energy
consumption are usually shortest-distance or smallest-hop paths. Although this
can effectively reduce the overall energy consumption, it may lead to network
partitions when nodes along paths that offer the least energy consumption are
frequently used to forward data packets, causing their early depletion.
To minimize network partitions while reducing energy consumption, routing
protocols that place emphasis on load or energy distribution have been proposed
[37] [40] [41]. Instead of selecting routes that maximize energy savings, these
routing protocols avoid routes through nodes with very low residual energy. This
prolongs the time before any node along a path depletes all its energy and allows
the network to degrade gracefully; however, this may lead to the establishment
of sub-optimal paths with poor network performance.
Multipath routing [64] [65] [66] has also been widely considered as a tech-
nique to achieve load balancing, alleviate congestion, as well as to distribute
energy consumption more evenly throughout the network. These routing proto-
cols establish multiple routes throughout the network; packets are then routed
through the paths in a round-robin or probabilistic manner.
2.3.4 Energy Efficiency at the TRANSPORT Layer
The need for a transport layer protocol to provide reliable data delivery in sen-
sor networks is discussed in [67], whereby the authors suggest that although
most sensor network applications are typically loss tolerant, messages that are
initiated from the fusion center to the sensor nodes require guaranteed packet de-
livery. PSFQ (Pump Slowly, Fetch Quickly) is proposed as a reliable transport
layer protocol for sink-to-source communications in wireless sensor networks.
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Although PSFQ can provide high error tolerance, low communication overhead
and support for loose delay bounds, it does not address energy constraints and
packet losses caused by congestions.
ESRT (Event-to-Sink Reliable Transport) is subsequently proposed by Akan
and Akyildiz [68], which aims to “achieve reliable event detection with minimum
energy expenditure and congestion resolution”. ESRT leverages temporal corre-
lations in sensory data to ensure that event features at the fusion center do not
exceed a particular distortion bound. It minimizes energy consumption by re-
ducing the reporting frequency of sensor nodes while maintaining an acceptable
level of data reliability.
aDapTN [69] aims to achieve energy efficiency by reducing the time spent on
idle listening. aDapTN is based on the Delay Tolerant Network (DTN) archi-
tecture and is suitable for both intermittently connected networks and networks
with long propagation delays. As part of a cross-layered design, it integrates
a store-and-forward transport approach with an asynchronous wakeup scheme.
Whenever a neighboring node along the routing path is asleep, aDapTN caches
the message at the intermediate node until connection is resumed. The authors
claim that this can achieve packet delivery reliability and reduce energy wastage
caused by idle listening.
2.3.5 Other Energy Efficient Strategies
Data Aggregation and/or Fusion
High communication cost and data redundancy in energy-constrained sensor
networks necessitate the use of in-network processing [35] [70] [71] to aggregate
spatio-temporally correlated data for the primary purpose of reducing energy
expenditure. Existing work on data aggregation can be classified as structured
or structureless approaches.
The energy-optimal data aggregation structure for a known set of sensor
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sources is the Steiner Minimum Tree (SMT) [72]. As construction of an op-
timal SMT is NP-hard and incurs significant overhead in large scale multihop
networks, the Minimum Spanning Tree (MST) is often used as an approxima-
tion. Several heuristics that approximate SMT to achieve energy efficiency have
also been proposed [73] [74] [75] [76] [77] [78]. Furthermore, there is significant
work on delay-optimal scheduling algorithms for given aggregation structures
in the literature [79] [80] [81] [82] [83] [84] [85]. Some cluster-based aggregation
schemes [86] [87] [88] have also been proposed, whereby each cluster head collects
data from multiple nodes within its cluster before forwarding the aggregated data
to the fusion center directly. However, these cluster-based aggregation schemes
are not popular as: (i) high transmission power levels are required to transfer
data from each cluster head to the fusion center in a single hop; and (ii) excessive
message overhead is incurred during periodic cluster head elections.
In many of these structured aggregation schemes, the aggregation latency at
each node is typically staggered to allow data from child nodes to be transmitted
to their corresponding parent nodes, so that the latter can aggregate the data
together before forwarding it towards the fusion center. Although these schemes
tend to minimize energy consumption due to ample aggregation opportunities,
they generally incur high PoI detection delays. Furthermore, these structured
protocols work on the premises that: (i) traffic pattern is invariant (e.g. in
periodic monitoring applications); and (ii) construction and maintenance of a
fixed data aggregation structure incur low overhead. Consequently, they are
unsuitable for delay-critical event-driven applications such as intrusion detection
systems [89] or bioterrorism detection systems [90] where sensor sources are not
known a priori.
In structureless aggregation [91] [92], data aggregation takes place oppor-
tunistically, only when data from multiple sources arrive at the same time at
a particular node. Due to this inefficiency in data aggregation, these schemes
incur high energy consumption and do not scale well. However, as no additional
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waiting latency is incurred due to aggregation, these schemes can achieve short
PoI detection delays. Although semi-structured approaches [93] [94] [95] have
been proposed to balance the tradeoff between aggregation efficiency and over-
heads incurred to maintain an aggregation structure, they do not exploit the
information quality content of sensory data to improve energy efficiency.
Multiple Fusion Centers
The primary role of the fusion center in a wireless sensor network is to acquire
data from sensor sources in the network. It is assumed to be a computing device
with higher capabilities than the rest of the network elements - it may have a
wired connection to other infrastructured networks such as the Internet, as well
as possess untethered power supply, processing abilities and unlimited storage.
Consequently, fusion centers are considered to be expensive devices that should
be deployed sparingly in a sensor network.
Existing works frequently assume the presence of only one fusion center in a
sensor network, placed either at the center or boundary of the monitored terrain.
However, the location of the fusion center is associated with several issues:
1. Long routing paths with large hop counts are required to reach a fusion
center that is placed far away from the sensor nodes. This may result in
frequent packet losses and long end-to-end delays.
2. The funneling effect [96] is a culmination of the many-to-one traffic pattern
in sensor networks, where multiple sensor sources transmit sensed data via
multiple hops to a single fusion center. It can lead to excessive congestion,
packet losses and energy wastage.
As such, the use of strategically located multiple sinks has been proposed as
a means of traffic redirection, load balancing, path length reduction and energy
reduction in sensor networks [44] [96] [97] [98] [99]. However, it may be unrealistic
CHAPTER 2. ENERGY EFFICIENCY IN WSNS 21
to deploy multiple sinks at optimally-computed locations due to the hostility of
the physical terrain and unavailability of a priori node locations.
2.3.6 Energy Efficiency in Other Wireless Networks
Besides wireless sensor networks, there exists a plethora of work on energy effi-
cient protocols for other types of wireless networks1, such as Wireless Personal
Area Networks (WPANs) and Mobile Ad Hoc Networks (MANETs). In the fol-
lowing, we outline some of the existing protocols that focus on energy efficiency
in these networks and discuss their applicability in WSNs.
Wireless Personal Area Networks (WPANs)
WPANs are made up of pervasive, mobile computing devices such as smart-
phones, laptops and Personal Digital Assistants (PDAs) that communicate via
wireless technologies such as Bluetooth [100]. As like sensor nodes, these devices
are small in size and battery-operated.
To minimize energy consumption during periods of low activity [101], three
modes of operation are introduced in the Bluetooth technology, viz. hold, park
and sniff. [102] evaluates each of these modes and show that the sniff mode has
the smallest response time while park mode incurs the least energy consumption.
[103] proposes ASP, an adaptive energy efficient polling algorithm for bluetooth
piconets in which sources send short data packets at constant rates.
As the operating ranges of these networks are expected to be small (in the
range of 10 to 20 meters), these energy aware schemes are typically designed for
single hop communication. For example, the conventional Bluetooth architecture
allows a master node to communicate with up to seven slave nodes in the same
piconet. Although multiple piconets can be interconnected to form scatternets,
energy efficient approaches [104] [105] [106] for this architecture tend to focus
1We focus only on wireless networks as wired networks are often implicitly assumed to be
connected to untethered energy supplies.
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on minimizing the energy required to: (i) form and maintain the scatternets;
and/or (ii) find routes between two nodes in the scatternet.
Mobile Ad Hoc Networks (MANETs)
MANETs are wireless networks that offer multi-hop connectivity between self-
organizing and self-configuring mobile hosts. As like in WSNs, each node in a
MANET functions as both a host as well as a router to forward packets to other
nodes. Many of the energy efficient works on MANETs in the literature focus on
the minimization of energy consumption during route discovery and maintenance
[107] [108] [109] and load balancing [110]. However, these schemes cannot be
directly applied to WSNs due to the differences in network characteristics. While
nodes in MANETs are assumed to have mobility, nodes in WSNs are assumed to
be relatively static. Link connectivity in MANETs is assumed to be intermittent
due to node mobility; in WSNs, link breakages occur due to duty cycling or node
failures resulting from energy drain.
2.3.7 Summary
In this chapter, we study the issue of energy efficiency in wireless sensor networks.
The discussion on network lifetime further accentuates the need for energy effi-
cient protocols, and establishes that network lifetime should be defined based on
a comprehensive set of application specific requirements. The main sources of
energy consumption in a wireless sensor node are identified, which provides a bet-
ter understanding of how effective energy efficient protocols should be designed.
We have also surveyed the existing energy efficient communication protocols and
provided a summary in Table 2.2. Based on our study, we observe that the de-
sign of many of these protocols can be improved upon by: (i) leveraging sensor
network characteristics such as dense node deployments and node redundancy;
(ii) incorporating information quality awareness; (iii) incorporating cross-layer
interactions; and (iv) adapting to network characteristics. In the next three
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chapters, we demonstrate that by taking these factors into consideration, the
energy efficiency of communication protocols can be further improved upon.






















































































































































































































































































































































































































































































































































































































































































































































































































































In this chapter, we detail the motivation, protocol design and performance stud-
ies of A2-MAC [33], an adaptive, anycast Medium Access Control (MAC) pro-
tocol for Wireless Sensor Networks.
3.1 The Case for Duty Cycling
Due to the sporadic nature of sensory traffic, sensor nodes are prone to idle lis-
tening - which has been identified as one of the primary sources of unnecessary
energy expenditure in WSNs [50]. By incorporating duty cycling into MAC op-
erations, nodes need not monitor the channel continuously for communications.
Each node remains in low-power sleep mode most of the time, and wakes up
periodically to sense for any channel activities.
Performance studies [21] [50] [53] [54] [55] [56] [57] [58] [59] show that while
wakeup schedules are effective in reducing energy consumption of sensor net-
works due to the sporadic characteristics of sensor traffic, the delay incurred by
waiting for the next-hop forwarding node to be awake, viz. sleep latency, can
be quite large. For example, a 1% duty cycle can potentially reduce the energy
25
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consumption of a network by 99% when no traffic is being generated. However,
the expected per-hop sleep latency of a packet is 50% of the cycle period, which
can be up to a few seconds or more.
The wakeup schedule is a key component in the design of a duty cycled MAC
to reduce energy consumption. Synchronous schemes such as S-MAC [21] [50]
[53], T-MAC [54], D-MAC [55] and R-MAC [56] require synchronization among
nodes, which can be complex and expensive especially in large multihop net-
works with clock drifts, low duty cycles and transient link qualities. Reduction
in sleep latency is thus achieved at the expense of substantial control overhead.
Asynchronous schemes such as B-MAC [57], X-MAC [58] and C-MAC [59] rely
on preambles to coordinate access to the channel and do not require synchro-
nization. Such schemes are energy efficient for low data traffic but incur long
sleep latencies. Thus, there exists an obvious tradeoff between energy savings
and latency incurred using wakeup scheduling.
3.2 The Case for Adaptive and Anycast Paradigms
A key difference between many existing duty cycled MAC protocols and A2-
MAC is that the latter employs adaptive and anycast paradigms in its protocol
design. In this section, we justify why these two methodologies are essential in
an energy efficient MAC protocol for wireless sensor networks.
In large-scale sensor networks, it is impractical to place each node in a strate-
gic, pre-planned location. Instead, sensor nodes are usually randomly distributed
in the monitored terrain with sufficiently high density to ensure coverage and
connectivity; hence, the distribution of the nodes in the network is likely to
be non-uniform, with varying local connectivity and density. However, existing
MAC protocols tend to assign the same duty cycle to each node in the network,
without taking into account the local network topology or exploiting the redun-
dancy resulting from the denseness of the deployment. In such scenarios, each
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node is assigned the same (high) duty cycle to meet the delay constraints, and
all the nodes in the network will fail from energy drain at about the same time,
resulting in premature termination of the usefulness of the network. A2-MAC
avoids this situation by: (i) adapting the duty cycles of each node based on its
local topology, which allows the network to fail gracefully over time; and (ii)
exploiting node redundancies to prolong network lifetime.
The wireless medium is also characterized by intermittent and temporal con-
nectivity [12] [13], leading to unreliable communication links that deteriorate
network performance. Gu and He [112] studies the impact of these unreliable
links on data forwarding in duty cycled networks and asserts that with low duty
cycles, link quality measurements performed previously are likely to be outdated.
Consequently, the use of a fixed forwarder or fixed forwarding set can be detri-
mental in a dynamically changing network, as a node may be forwarding data
to a neighbor that has permanently failed, or repetitively retransmitting data
across a link that has failed intermittently.
A2-MAC alleviates this situation through the utilization of an anycast mech-
anism, which exploits path diversity by allowing the transmitting node to send
packets to any one member in its forwarding set [59] [113] [114] [115]. To pre-
vent routing loops, the forwarding set typically includes only nodes with positive
‘progress’ towards the destination; the next-hop node is then chosen dynami-
cally based on prevailing link conditions. In [115], MAC and routing functions
are combined and utilized together with end-to-end connectivity information to
optimize sleep-wake scheduling as well as maximize time to first node failure.
However, the same duty cycle is used for all the nodes in the network.
In this chapter, we provide details of A2-MAC, an asynchronous Adaptive,
AnycastMAC protocol for low-powered sensor networks. It utilizes: (i) a random
wakeup schedule, such that each node can independently and randomly select its
wakeup schedule without coordination and time synchronization; (ii) adaptive
duty cycles based on network topology; and (iii) adaptive anycast forwarder
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selection, which allows each node to transmit to any member to its forwarding
set and effectively reducing expected sleep latency.
There are two key adaptations in A2-MAC: (i) each node adaptively varies its
duty cycle and set of forwarding nodes such that energy consumption is locally
minimized for a delay performance objective; and (ii) nodes cooperatively reduce
the duty cycles required of their forwarding nodes, depending on local network
connectivity. By exploiting the redundancy of dense network deployments as
well as combining random schedules and anycast mechanisms, nodes can operate
with different duty cycles and forwarding sets to reduce energy consumption. We
compare A2-MAC with X-MAC [58] and the optimal protocol in [115] (hereafter
referred to as opt-MAC for brevity) whereby all nodes use the same duty cycle.
Our performance evaluation shows that A2-MAC can achieve better energy-
latency trade-offs and extend node lifetime substantially while providing good
end-to-end latency.
3.3 Protocol Details of A2-MAC
3.3.1 System Model
The network is defined as a graph G = {V,E} where V denotes the set of n
sensor nodes and E denotes the set of edges. The wakeup schedule of A2-MAC
is based on an asynchronous slot model, which eliminates the need for costly
time synchronization among different nodes in the network. Instead, each node
only needs to maintain local synchronization such that slots within a node are
of the same length during the network lifetime. The schedule in each cycle is
divided into: (i) active (listening) slots, in which nodes wakeup and monitor the
channel for activities (analogous to Low Power Listening in asynchronous MAC
schemes); and (ii) inactive (sleep) slots, in which nodes switch to low-powered
sleep mode by default. In each cycle, ns is the total number of slots (chosen
to achieve a sleep latency constraint), and τ is the duration of each slot in the
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Figure 3.1: (10, 1, 2ms) random wakeup function with 3 unsynchronized nodes.
duty cycle such that cycle length is nsτ . Figure 3.1 illustrates a duty cycle with
ns = 10 slots and slot duration τ = 2ms. Due to the asynchronous nature of the
MAC model, slots of each node may be unsynchronized with other nodes.
3.3.2 Basic Mechanism
Each node vi follows a random wakeup scheduling function represented as a
(ns, αi, τ) design, where αi ≤ ns is the number of active listening slots per
cycle. At the beginning of each cycle, vi selects αi out of ns slots to be active
in, such that its active/awake probability in any slot is αins . The locations of
these αi slots are selected randomly and independently of other nodes to: (i)
eliminate coordination and synchronization overheads; and (ii) provide ease of
adaptation of duty cycles. However, the choice of αi is dependent on duty cycle
requirements of each neighbor vk that uses vi to forward packets to the fusion
center. We refer to vk as an upstream node of vi; in the same manner, vi is
considered a downstream node of vk.
Let αki be the duty cycle requirement of vi by vk; this refers to the duty
cycle that vk requires its downstream node vi to have, in order to satisfy delay
constraints1. The duty cycle of vi is then given by the maximum of all the duty
1The duty cycle requirement αki by vk is elaborated in further detail in subsequent sections.
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Figure 3.2: Data transfer in A2-MAC between 2 unsynchronized nodes.




where V ui is the set of upstream nodes of vi.
In the (10, 1, 2ms) random wakeup function of Figure 3.1 (with α1 = α2 =
α3 = 1), nodes v1, v2 and v3 each selects 1 active slot out of ns = 10 available
slots in a cycle. Note that it is also possible for each node to select a different
αi value.
Compared to synchronous schedules, the number of active one-hop neighbors
during an arbitrary time slot in A2-MAC is reduced, which effectively minimizes
collisions and reduces overhearing. However, the default active slots of each
node are unlikely to overlap, particularly when duty cycle is low. This can
result in the ‘lonely node’ problem [116] that is inherent in low duty cycled
asynchronous MAC protocols, in which nodes are unable to find any neighbors
to communicate with upon waking up. A2-MAC uses a probing mechanism
to guarantee communication between the transmitter and its forwarder (if one
exists) within a single cycle period.
In Figure 3.2, v1 wakes up at (its) slot t1 according to its wakeup function in
Figure 3.1 and resumes sleeping at t2. Upon a packet arrival at t3, v1 switches to
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Figure 3.3: Protocol details of B-MAC, X-MAC and A2-MAC.
active (listening) mode and continuously probes its neighbors using short pream-
bles P in every subsequent slot. Each preamble transmission lasts for less than
the duration of a slot length. Probing terminates when v1 receives a preamble
acknowledgement AP at t6 from a forwarder v2 that is awake. Transmission
completes when v1 transmits data to v2 during t7 and receives a corresponding
data acknowledgement AD in t8. Note that in order for v2 to detect that the
channel is busy and subsequently receive a preamble P from v1, it has to be
awake for at least one slot length τ each time it is scheduled to wakeup. If v2
senses that the carrier is not idle in its current active slot, it will stay awake in
the next consecutive time slot. This allows it to receive any potential packets
that may have been transmitted but not yet arrived, as is often the case with
nodes that have unsynchronized schedules.
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The probing for active neighbors does not incur additional delays or over-
heads as compared to existing asynchronous MAC protocols, as all such proto-
cols have to transmit preambles up to duration of a cycle period to guarantee
communication between nodes. Figure 3.3 illustrates behaviors of B-MAC [57],
X-MAC [58] and A2-MAC upon a packet arrival at time tA at v1. Due to the
unicast nature of B-MAC and X-MAC, v3 cannot forward packets for v1 even
though it wakes up before v2, as v2 is the designated forwarder for v1. In con-
trast, A2-MAC achieves shorter delays and incurs less overheads using anycast,
as it allows any node in its forwarding set to forward data to the fusion center.
Note that in Figure 3.3, v2 goes back to sleep upon overhearing the acknowl-
edgement AP from v3. In the case that v2 is not within the range of v3, it will
go back to sleep after v1 has finished its data transmission.
When collisions ofAP s occur due to the presence of multiple awake forwarders
that detect P and transmit their AP s at the same time, each forwarder backoffs
for a randomly chosen interval before attempting to retransmit its AP . However,
as the duty cycle and traffic load of the network are expected to be very low,
the corresponding probability of such collisions is low. When there is only one
forwarding node, A2-MAC behaves similarly to X-MAC.
3.3.3 Combination of Anycast with Random Schedules
Besides path diversity and multipath routing [59] [117] [118], the anycast mech-
anism used in A2-MAC can provide other advantages, such as: (i) robustness to
intermittent link connectivity; and (ii) latency reduction in a duty cycled MAC.
Robustness to Intermittent Link Connectivity
The transient characteristics of the physical layer leads to intermittent link con-
nectivity. Typical MAC protocols attempt multiple retransmissions across the
same temporally-broken link before a link failure is ascertained and an alterna-
tive routing path is utilized. With anycast, a node can dynamically select its
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Figure 3.4: Uniform random distribution of active slots with varying
∑
vj∈Fi αij .
forwarder based on prevailing link conditions and provide robustness to intermit-
tent connectivity. This achieves load balancing, alleviates effects of temporary
link failures, reduces delays and reduces retransmission overheads.
Reduction in Latency
In contrast to unicast schemes where a transmitter has to wait for a particular
forwarding node to be awake, A2-MAC enables the transmitter vi to send packets
to any node in its forwarding set Fi as soon as one of them is awake. Since the
active slots in a cycle are randomly chosen, they can be viewed as being uniformly
distributed among the remaining inactive slots, as illustrated in Figure 3.4.
We define average sleep latency Ti to be the time (measured in slots)




vj∈Fi αij + 1
, (3.2)
where αij is the duty cycle requirement of each forwarder vj ∈ Fi by vi.
In typical sensor networks, which have low duty cycles, the total number
of active slots required by a node is generally very small in comparison to the
number of slots in each cycle (i.e. ns = 100 >>
∑
vj∈Fi αij = 1). Consequently,
the sleep latency Ti in Equation 3.2 can be approximated by:
Ti ≈ ns∑
vj∈Fi αij + 1
. (3.3)



















Figure 3.5: Sleep latency Ti with varying values of αij and |Fi| when ns = 100.
With a larger number of forwarders in Fi, the sleep latency of node vi can be
reduced. As illustrated in Figure 3.5, sleep latency Ti (plotted using Equation
3.3) decreases with increasing number of forwarders |Fi| and/or average duty
cycle requirements αij (assumed to be same for all the forwarders in Fi.
3.3.4 Interaction with Routing Protocol
A2-MAC is inter-operable with any routing protocol that provides: (i) a set of
candidate forwarding nodes; and (2) a metric that indicates the progress made
by each forwarder. Examples of such metrics include hopcount to destination,
geographical distance [118] and ETX [119]. In this chapter, we use the Maximum
Forward Progress (MFP) [120] routing metric, which forwards packets based
on geographical locations. Each node is assumed to have locations of itself
and the fusion center, which can be obtained via GPS or existing localization
schemes. Only neighbors with positive progress (closer to the fusion center than
the transmitter) are considered to be eligible forwarders. As no state information
is required in MFP, this allows us to study the performance of A2-MAC without
having to take into account routing overheads.
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3.4 Adaptation in A2-MAC
The primary objective of A2-MAC is to reduce the energy consumption of nodes
through duty cycling, in order to extend network connectivity and coverage,
subject to a desired delay constraint dmax. In this section, we describe the two
key adaptation components of A2-MAC, viz. forwarder selection and duty cycle
selection, that help to achieve this objective.
The candidate set ℵi of an arbitrary node vi is the set of one-hop neighbors
with positive progress towards the fusion center (destination). Using MFP as
the routing protocol, neighbors with positive progress comprise the nodes that
are closer to the fusion center than vi is to the fusion center. ℵi can be learnt
via a simple neighbor discovery scheme during network initialization. For each
candidate node vj ∈ ℵi, pij denotes the progress made by vi when it transmits
data to the fusion center via vj . αij ∈ (0, ns] denotes the duty cycle required of
vj by vi (in a cycle with ns slots). The forwarding set Fi ⊆ ℵi is the set of
neighbors within the candidate set that are selected to forward packets from vi
to the fusion center.
















where Ti is the sleep latency in Equation 3.2. Generally, the inclusion of more
forwarders decreases Ti; however, inclusion of forwarders with small progress
(pij) decreases the average progress Pi and rate of progress Si.
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We denote the delay constraint (which is specified as an application require-
ment) as dmax; thus, any data that satisfies the delay constraint should incur
an end-to-end latency that is less than dmax. Taking sleep latency to be the
dominant component of end-to-end latency, the minimum average per-hop rate





where Pmax is the maximum multihop progress (‘distance’) from any node to
the fusion center. Consequently, the selection process in node vi is to find the
set of forwarders Fi and the associated duty cycles αij ∀vj ∈ Fi such that:
(i) Si ≥ Smin to meet the rate of progress and delay constraints; (ii) maximum
duty cycle required of each forwarder (maxαij) is minimized, to prolong network
connectivity and coverage.
3.4.1 Forwarding Set and Duty Cycle Selection
Recall that the forwarding set and associated duty cycles of each forwarder in A2-
MAC have to be selected such that: (i) rate of progress and delay constraints are
met; and (ii) maximum duty cycle of each forwarder is minimized. By reducing
the maximum duty cycle of any node, the likelihood that a node expends all
of its energy much earlier than other nodes and subsequently causing network
partitions is reduced.
We first present two lemmas that are useful in the selection process for the
forwarding set and duty cycle of each node.
Lemma 1. Let the set of candidate nodes ℵi of node vi be sorted in descending
order of progress, from 1 to |ℵi|. The optimal set of forwarders Fopt(i) ⊆ Fi that
minimizes the maximum duty cycle requirement of vi on its candidate nodes (i.e.
minmaxvj∈ℵi αij) is the first ni forwarders with the largest progress, where ni is
a constant that is dependent on the progress of each forwarder in Fi.
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Figure 3.6: Computation of forwarding sets and duty cycles.
Proof. We proof Lemma 1 by contradiction. Suppose one of the forwarders in
Fopt(i) is not one of the ni forwarders with the largest progress. We can swap this
node with another node that is not in Fopt(i), and which has larger progress.
We consider the small network topology in Figure 3.6, where:
• node N1 has three candidate forwarding nodes such that ℵ1 = {N3, N4, N5}
with corresponding progresses p13 = 1, p14 = 0.9 and p15 = 0.2; and
• node N2 has three candidate forwarding nodes such that ℵ2 = {N4, N5, N6}
with corresponding progresses p24 = 1, p25 = 0.75 and p26 = 0.5.
Based on Lemma 1, the possible forwarding sets for N1 are {N3}, {N3, N4}
and {N3, N4, N5} when n1 = 1, n1 = 2 and n1 = 3 forwarders (with largest
progress) respectively. Similarly for N2, the possible forwarding sets are {N4},
{N4, N5} and {N4, N5, N6} when n2 = 1, n2 = 2 and n2 = 3 forwarders (with
largest progress) respectively.
Lemma 2. To meet the per-hop rate of progress constraint Smin, the maximum
duty cycle requirement of vi on its candidate nodes is minimized among all for-
warders (i.e. minmaxvj∈ℵi αij) iff their associated duty cycles requirements from
vi are the same, i.e. αij = αik ∀vj , vk ∈ Fi.
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Proof. Again, we prove Lemma 2 by contradiction. Suppose that the duty cycles
required of the forwarding nodes in Fi are not the same, i.e. ∃αik 6= αij for some
vj , vk ∈ Fi. Let vj be the forwarder with the largest duty cycle requirement in Fi
such that αij > αik ∀vk ∈ Fi. If vj has the largest progress among all the other
forwarders such that pij > pik, then αij can always be reduced and the duty cycle
requirement of another node vk with smaller progress can be increased to ensure
that Si ≥ Smin. Conversely, if vj is not the node with the largest progress such
that pij < pjk, then we can reduce αij by increasing the duty cycle requirement
αik of another node vk with larger progress.
Based on Lemma 2, the minimum duty cycles required for each of the for-
warding set combinations can be computed using Equations 3.3, 3.4 and 3.5. We
assume that the minimum average per-hop rate of progress Smin = 2 and (nor-
malized) number of slots in each cycle ns = 1 in Figure 3.6. We then consider the
forwarding set {N3, N4} of Node N1 with n1 = 2 forwarders. The average sleep
latency is computed using T1 = 1α13+α14+1 and the average per-hop progress is
given by P1 = p13·α13+p14·α14α13+α14 =
α13+0.9α14
α13+α14
, where α13 = α14. Since S1 = P1T1 ≥
Smin is required to satisfy application constraints, α13+0.9·α14α13+α14 · α13+α14+11 ≥ 2.
Solving this gives us α13 = α14 = 0.5526.
As illustrated in Table 3.1 and Figure 3.7, the minimum duty cycle require-
ments for the three forwarding set combinations {N3}, {N3, N4} and {N3, N4,
N5} are α13 = 1, α13 = α14 = 0.5526 and α13 = α14 = α15 = 0.619 respectively.
Hence, the minimum duty cycle is obtained when only {N3, N4} are used as
forwarders. As N5 is not selected as a forwarding node of N1, the duty cycle
requirement of N5 by N1 is subsequently set to be α15 = 0.
As shown in Table 3.2, the minimum duty cycle requirements of node N2 are
computed to be α24 = 1, α24 = α25 = 0.6429 and α24 = α25 = α26 = 0.5556
respectively for the forwarding sets {N4}, {N4, N5} and {N4, N5, N6}. In this
case, all three forwarders should be used to obtain the minimum duty cycle. As
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Table 3.1: Forwarding set and corresponding duty cycle requirements for N1.
Forwarding set Duty cycle requirements
{N3} α13 = 1
{N3,N4} α13 = α14 = 0.5526
{N3,N4,N5} α13 = α14 = α15 = 0.619
Table 3.2: Forwarding set and corresponding duty cycle requirements for N2.
Forwarding set Duty cycle requirements
{N4} α24 = 1
{N4,N5} α24 = α25 = 0.6429
{N4,N5,N6} α24 = α25 = α26 = 0.5556
the duty cycles required of forwarder N4 by nodes N1 and N2 are different, the
final duty cycle of N4 is given by α4 = max{α14, α24} = 0.55562.
Notice that when nodes are uniformly distributed in the network, ni tends to
approach |ℵi| such that all the candidate nodes are included in the forwarding set
Fi. However, when the progresses of the candidate nodes have high variations,
nodes with smaller progresses are not included in the forwarding set, resulting
in smaller values of ni (as in the case of node N1).
By providing guidelines on how the forwarding set and duty cycle of each
node should be selected to achieve the objectives of A2-MAC, Lemmas 1 and 2
allow the search space of the combinations of forwarding sets and duty cycles
of each node to be substantially reduced. Initially, all the nodes in the candi-
date set ℵi are sorted in descending order of progress. Each candidate node is
then incrementally added into the forwarding set Fi. We use Fi(ϕ) to denote the
forwarding set containing the first ϕ nodes in ℵi with the most progress, where
1 ≤ ϕ ≤ |ℵi|. For each forwarding set Fi(ϕ) ⊆ ℵi, the minimum αij required
to ensure that Si ≥ Smin is computed. The forwarding set with the smallest
duty cycle requirement αij is considered to be optimal for node vi. The algo-
2Note that N4 retains the duty cycle requirement α14 by forwarding less frequently for N1
at a rate of α14
α4
during its active slots.
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Figure 3.8: Minimum αij required to ensure that at least 1 forwarder is awake
with (1− β)% within a cycle.
rithmic complexity for each node vi to obtain its forwarding set and duty cycle
requirements is in the order of Θ(ℵi).
3.4.2 Bounding the Maximum Sleep Latency
We note that when
∑
vj∈Fi αij is small, the maximum sleep latency Ti for vi
can be arbitrarily large. Ti can be bounded by ensuring that the probability of
having no forwarders active throughout a cycle with ns time slots is less than a






)]ns ≤ β. (3.7)
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Figure 3.8 illustrates the minimum average αij (as a percentage of ns) required
using varying values of ni, using Equation 3.7. As the number of forwarders ni
increases, the duty cycle requirement of each node decreases exponentially.
3.4.3 The Adaptation Algorithm
The adaptation algorithm forms the core design of A2-MAC, and allows each
node vi to compute: (i) its forwarding set Fi; (ii) duty cycles αij required of
each forwarder vj ∈ Fi; and (iii) its own duty cycle αi based on the requirements
from its upstream nodes. Adaptation is performed during network initialization
as well as topological changes (e.g. node failure or mobility).
Initially, the duty cycles of all nodes are considered to be undetermined;
for brevity, we refer to such nodes as ‘undetermined’ nodes. Similarly, a node
that has computed its duty cycle in subsequent computations is referred to as a
‘determined’ node. As such, an arbitrary node vi can always divide its candi-
date set ℵi into two disjoint sets such that ℵi = ℵui
⋃ℵdi , where ℵui denotes the
set of undetermined candidates and ℵdi denotes the set of determined candidates.
It is trivial to see that during network initialization, ℵui = ℵi and ℵdi = ∅.
Each execution of the adaptation algorithm proceeds in bi-phase rounds.
Algorithm 1 summarizes how, in the first phase of every round, a node vi with
Si < Smin and undetermined candidate nodes computes: (i) its forwarding set
Fi; and (ii) duty cycle requirements αij of each forwarder vj ∈ Fi. These
computations are based on the two lemmas presented in Section 3.4.1.
In each iteration of the while loop, the candidate node vb that has the largest
progress within the interim set of undetermined candidates Qui is added to the
current forwarding set Fϕi (Lines 5 - 7). The interim set of undetermined candi-
dates is then updated to exclude vb (Line 8). Based on the current forwarding set
Fϕi , the minimum duty cycle requirement α
(ϕ)
ij is computed (Line 9) while ensur-
ing that average per-hop rate of progress Si ≥ Smin (Equation 3.5) and Pn ≤ β
(Equation 3.7). The loop exits when the duty cycle requirements incorporating
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Algorithm 1 Computation of Fi and αij by vi in each round.
Require: Si < Smin; and ℵui 6= ∅.
1: Input: set of undetermined candidates ℵui , set of determined candidates ℵdi ,
set of candidates ℵi = ℵui
⋃ℵdi , progress pij ∀vj ∈ ℵi, duty cycle αij ∀vj ∈ ℵdi
2: Variable: ϕ = |ℵdi |; current forwarding set Fi(ϕ) = ℵdi ; interim set of un-
determined candidates Qui = ℵui ; duty cycles of undetermined candidates
αij = 0 ∀vj ∈ ℵui
3: Output: forwarding set Fi and duty cycle requirement αij ∀vj ∈ Fi
4: while Qui 6= ∅ do
5: b = argmax
j
pij , vj ∈ Qui







8: Qui = Q
u
i \ {vb}
9: Compute minα(ϕ)ij using F
(ϕ)
i such that Si ≥ Smin & Pn ≤ β
10: end while





12: Fi = F
(φ)
i
13: αij = α
(φ)
ij ∀vj ∈ ℵui
⋂
Fi
14: αij = 0 ∀vj ∈ ℵi \ Fi
each of the undetermined candidate nodes ℵui have been computed (Line 4). The
final forwarding set Fi and duty cycle requirement αij in the current round is
the configuration that provides the minimum duty cycle requirements.
A key feature of A2-MAC is that it exploits higher duty cycles of determined
nodes to reduce the duty cycles requirements of (additional) undetermined can-
didate nodes. This is done by including all determined candidate nodes ℵdi into
the current forwarding set F (ϕ)i whenever Algorithm 1 is executed (Line 2). For
instance, considering the network topology in Figure 3.6, once the larger α4 value
of 0.5556 is selected, α3 can be reduced slightly from 0.5526 to 0.551.
Algorithm 2 summarizes the second phase of every round, whereby each un-
determined node vj computes its interim duty cycle α̂j based on the duty cycle
requirements from its upstream nodes (computed from the first phase - Algo-
rithm 1). The undetermined node with the largest interim duty cycle among all
its undetermined neighbors then fixes its duty cycle to be that of the computed
interim, and is thereafter known as a ‘determined’ node. The next round then

















































































(i) Round 4 - Phase 2
Figure 3.9: Running behavior of the adaptation algorithms in a small network.
commences, until all the nodes in the network become determined. The adap-
tation algorithm is guaranteed to terminate, as at least one undetermined node
becomes determined in each round. Assuming the worst case scenario whereby
only one node becomes determined in each round, a total of n rounds are re-
quired to terminate the algorithm, where n is the total number of nodes in the
network. Hence, the overall complexity of the adaptation algorithm is in the
order of O(n ·max |ℵi|).
Figure 3.9 illustrates the running behavior of the adaptation algorithms (Al-
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Algorithm 2 Determination of duty cycle αj of each undetermined node vj .
1: Input: set of neighbors Zj ; duty cycle requirements αij from upstream nodes
vi ∈ Zj \ ℵj
2: Variable: interim duty cycle α̂j ; determined = FALSE
3: Output: determined; duty cycle αj (if determined = TRUE)
4: α̂j = max
vi∈Zj\ℵj
αij
5: Broadcast value of α̂j to set of neighbors Zj
6: Receive values of α̂i from vi ∈ Zj
7: if α̂j > max
vi∈Zj
α̂i then
8: αj = α̂j
9: determined = TRUE
10: end if
gorithms 1 and 2) in a small network with 8 nodes, v1 to v8. As illustrated in
Figure 3.9(a), all the nodes are undetermined during network initialization. Re-
call that the adaptation algorithms proceeds in bi-phase rounds. After Algorithm
1 is executed as part of Round 1 Phase 1, each node in the network broadcasts
its forwarding set and duty cycle requirements in Figure 3.9(b). After each un-
determined node has computed and broadcasted its interim duty cycle in Round
1 Phase 2, nodes v1, v5 and v7 become determined as they have the largest in-
terim duty cycles within their respective undetermined neighbors. These newly
determined nodes then broadcast their (fixed) duty cycles to their neighbors in
Figure 3.9(c). The process repeats until all the nodes in the network become
determined. Note that in each round, at least one node becomes determined;
however, each undetermined node that becomes determined in the same round
must be at least two hops away from one another.
3.5 Performance Evaluation
We evaluate the performance of A2-MAC using GloMoSim [121], a simulator for
large-scale wireless networks. The results shown in this section are averaged over
20 runs. The size of each data packet is 60 Bytes, and all traffic arrivals follow a
Poisson distribution. The transmission range of each node is approximately 60
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Table 3.3: Simulation Parameters
Parameter Value
Transmission range ≈ 60 meters
Bandwidth 250 kbps
SLEEP mode 0.001 mA
IDLE mode 0.426 mA
RX mode 19.7 mA
TX mode 11.0 mA
Control packet duration ≈ 0.5 ms
A2-MAC time slot length τ 20 ms
A2-MAC cycle length 2 s
Network size 100 to 300 nodes
Delay constraint dmax {2, 3, 4, 5, 6} s
meters, and the terrain has a size of 250 m × 250 m. The fusion center is placed
at the top right-hand corner of the terrain. The Maximum Forward Progress
(MFP) routing protocol [120] is used to forward data to the fusion center via
multihops. Some of the common simulation parameters are listed in Table 3.33.
We evaluate the performance of A2-MAC with: (i) X-MAC [58], a well-
known energy efficient asynchronous unicast MAC protocol; and (ii) opt-MAC
[115], which is optimal among approaches using the same duty cycle for all the
nodes and provides an average delay constraint. Sections 3.5.1 to 3.5.3 assume
that energy expended in packet transmission is negligible as compared to energy
expended through long periods of idle listening. In Sections 3.5.4 and 3.5.5, we
consider higher traffic loads where transmissions incur significant energy.
3.5.1 Delay Tradeoffs
We vary the delay constraint dmax from 2s to 6s and study the delay tradeoffs
of the three MAC protocols (A2-MAC, X-MAX and opt-MAC) in Figure 3.10.
150 nodes are uniform-randomly distributed in the network, yielding an average
3Based on Chipcon CC2420 RF transceiver specifications.
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node degree of approximately 20. As dmax increases, nodes are able to sleep
longer while satisfying the delay constraint, leading to lower duty cycles and
hence lower per-node energy consumption, as shown in Figure 3.10(a). A2-MAC
achieves better energy-delay tradeoffs particularly for smaller values of dmax,
which reflects tighter delay constraints and higher energy expenditure. With
the use of adaptive duty cycles, A2-MAC allows each node to vary its duty cycle
based on local network topology, thereby reducing energy consumption wherever
possible. In contrast, X-MAC and opt-MAC assign the same (maximum) duty
cycle to all the nodes, resulting in higher overall energy consumption. The
complementary use of anycast forwarder selection allows A2-MAC to reduce its
end-to-end delay significantly by forwarding data quickly to any neighbor that
is awake in the forwarding set, instead of waiting for a particular forwarder to
be awake. Due the the large number of neighbors (≈ 20) in the network, each
node is already using a very small duty cycle, resulting in a very small decrease
in the energy consumption incurred by A2-MAC as dmax increases.
As A2-MAC does not globally optimize the time to the first node failure,
it performs slightly worse than opt-MAC (which is optimized for this aspect)
for higher dmax values in Figure 3.10(b). In opt-MAC and X-MAC, nodes are
assigned the same duty cycles and fail at the same rate; in A2-MAC, nodes fail
gracefully over time. Consequently, the time to network partition for A2-MAC
- denoted as A2-MAC(p) - exceeds the time to first node failure of opt-MAC by
20% to 50%, as the network remains connected even when some nodes in the
(typically dense) sensor network has failed.
3.5.2 Connectivity and Coverage
Figure 3.11 illustrates the network connectivity and coverage over time with dmax
= {2, 5}s, in a network of 150 nodes. The percentage connectivity is the ratio
of nodes that remain alive and connected to the fusion center relative to total
number of nodes in the network. The percentage coverage is the ratio of the













































(b) Time to First Node Failure
Figure 3.10: Delay tradeoff under varying delay constraints.
terrain within the range of any connected and alive node relative to the initial
coverage area, under the assumption that the sensing and communication ranges
of a node are equal. These two metrics provide measures of how quickly network
connectivity and coverage deteriorate over time as nodes fail due to energy drain.
Due to the unicast nature of X-MAC, nodes do not exploit the redundancy
of neighbors to reduce duty cycles; hence its percentage connectivity deterio-
rates very quickly over time. Although opt-MAC utilizes an anycast mechanism
to minimize the maximum duty cycle required of its node to meet the delay
constraint, its network connectivity still deteriorates quickly as all nodes use
the same maximum required duty cycle. Figures 3.11(a) and 3.11(b) show that
A2-MAC has the best percentage connectivity as it: (i) minimizes the local max-
imum duty cycle; and (ii) adaptively assigns (different) duty cycles to each node
based on its local topology.
We note that the percentage of alive nodes in A2-MAC - denoted as A2-
MAC(a) - is higher than the percentage connectivity; this indicates that there
are nodes that are alive but have lost connectivity to the fusion center. Although
these nodes are disconnected from the fusion center, they are potentially useful
as they can transmit data to the fusion center when the network is repaired, or
through techniques such as message ferrying.
The higher network connectivity in A2-MAC allows it to achieve better per-































































































(d) Percentage coverage over time with dmax =
5s
Figure 3.11: Performance of opt-MAC, X-MAC and A2-MAC under varying
delay constraints.
centage coverage over time than opt-MAC and X-MAC in Figures 3.11(c) and
3.11(d). Notice that in A2-MAC, a small percentage of the nodes remain con-
nected and cover a small proportion of the network for a long time. These nodes
are close to the fusion center and have few upstream nodes. Their energy con-
sumption is extremely low as they perform minimal data forwarding for their
neighbors.
3.5.3 Random Topology with Varying Network Densities
The performance of the MAC protocols in networks with varying densities and
delay constraint dmax = 2s is shown in Figure 3.12. The network size is varied
from 100 to 300 nodes such that the node degree varies between 15 to 45.
Figure 3.12(a) indicates that energy consumption per node increases with













































(b) Time to first node failure.
Figure 3.12: Performance with varying network densities and dmax = 2.
increasing node degree. As X-MAC employs a unicast mechanism, it does not
exploit the availability of increased redundancy (or neighbors) to reduce the duty
cycles of nodes, resulting in high energy consumption. By utilizing larger for-
warding sets as node degree increases, both opt-MAC and A2-MAC can achieve
low energy consumption through the use of anycast forwarding mechanisms.
The latter consumes the least energy as it tends to select neighbors that provide
more progress as forwarders, and allows nodes to adapt (lower) their duty cycles
according to local topologies.
The time to the first node failure of X-MAC is independent of node degree,
as illustrated in Figure 3.12(b), as each node uses the same duty cycle and has
a single fixed neighbor in its forwarding set. Through the use of the anycast
forwarding mechanism, A2-MAC and opt-MAC can utilize more forwarders with
increasing node degrees, resulting in lowered duty cycles and longer times to
first node failure. A2-MAC can achieve longer time to first node failure than
opt-MAC as it does not require all the nodes to use the same (maximum) duty
cycle. In addition, it is able to achieve longer time to network partitions, as its
anycast and adaptive mechanisms maximize the benefit of network redundancy.


















Figure 3.13: Performance of opt-MAC, X-MAC and A2-MAC with varying traffic
loads.
3.5.4 Random Topology with Varying Traffic Loads
We evaluate the performance of the MAC protocols with varying traffic loads
and a delay constraint of dmax = 300ms. 50% of the nodes are randomly se-
lected to generate data packets; the traffic arrival rate for each of these selected
source node ranges from 20 to 120 pkts/hour. There are 100 uniform-randomly
distributed nodes in the network, yielding an average node degree of 15.
As traffic load increases, the energy consumed by all the MAC protocols
increases correspondingly in Figure 3.13, due to increased data transmissions. As
X-MAC employs a unicast technique, each transmitting node has to continuously
transmit strobed preambles until the pre-selected next-hop is awake, even though
there may exist multiple neighboring nodes with positive progress towards the
fusion center. This results in excessive overheads and subsequently, higher energy
consumption per node.
With the use of anycast during the data forwarding process, both A2-MAC
and opt-MAC are able to reduce the number of control packets transmitted
per data packet, and subsequently reducing the overall energy consumption.
Overall, the average energy savings of A2-MAC (and opt-MAC) over X-MAC is
approximately 40% to 50%.




































Figure 3.14: Performance with intermittent link connectivity.
3.5.5 Random Topology with Intermittent Link Connectivity
Figure 3.14 studies the robustness of the MAC protocols in a network with
intermittent link connectivity. 50% of the 100 nodes in the network are randomly
selected as data sources and 10% of the links are randomly selected to have link
error rates ranging from 0% to 50%. A link error rate of 0% indicates the
absence of artificially induced link errors, and the delay constraint is set to dmax
= 300ms when there is no link error. As opt-MAC utilizes a similar anycast
approach as A2-MAC, its performance in intermittently connected networks is
similar to A2-MAC and is not shown.
Generally, the number of retransmissions required for each data packet in-
creases with increasing link error rates. This results in the corresponding increase
in energy consumption in Figure 3.14(a). In the presence of packet losses caused
by link errors, X-MAC retransmits unsuccessfully over the same link with poor
quality, resulting in high energy consumption and low throughput. In contrast,
when transmission to a particular neighbor is unsuccessful, A2-MAC leverages
on the availability of multiple forwarding nodes to counter link failures by trans-
mitting data to another forwarder in subsequent time slots. By dynamically
selecting the next-hops forwarders based on prevailing network conditions, A2-
MAC is more resilient to intermittent link failures, enabling it to achieve higher
and more consistent throughputs than X-MAC, as illustrated in Figure 3.14(b).
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3.5.6 Discussion
In this section, we have evaluated A2-MAC by varying various network param-
eters such as delay constraints, network sizes, traffic loads and link error rates.
The performance of A2-MAC has been compared with: (i) X-MAC, an asyn-
chronous MAC protocol which is unicast in nature; and (ii) opt-MAC, an any-
cast MAC protocol that is optimal among approaches that utilize the same duty
cycle for all the nodes in the network.
Our simulation studies have verified the significance of utilizing an anycast
and adaptive mechanism for forwarder selection, especially when duty cycles are
low and in the presence of intermittent links (which are inherent in practical net-
work scenarios). Subsequently, both A2-MAC and opt-MAC are able to achieve
superior performance over X-MAC. In addition, while opt-MAC can achieve
slightly longer times to first node failure with utilization of end-to-end connec-
tivity information, significantly larger proportion of nodes remain connected in
A2-MAC over time, even though only local information is used. In sensor net-
works where there is often sufficient node redundancy resulting from dense node
deployments, we believe that the number of connected nodes over time is a more
relevant measure of network lifetime than time to first node failure.
3.6 Summary
The severe energy limitations in sensor motes accentuate the need for energy
efficient MAC protocols. However, duty cycling incurs higher latencies as trans-
mitters have to wait for forwarders to be awake before communication can com-
mence. In this chapter, we detail the design of A2-MAC, an adaptive, anycast-
based MAC protocol that utilizes an asynchronous random wakeup schedule,
anycast mechanism as well as adaptive forwarding set selection and duty cycle
selection. A2-MAC adapts its duty cycle and forwarding set based on local net-
work topology and a given delay constraint to achieve energy efficiency with low
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latencies. It can also achieve better connectivity and coverage, and significantly
outperforms existing asynchronous sensor MAC protocols.
As A2-MAC is designed for generic energy constrained networks, it can be
used for both periodic monitoring and event driven sensor applications. There
exists additional potential developments in the adaptation for A2-MAC, for ex-
ample, adapting the duty cycles depending on their distance from the fusion
center and traffic loads.
In the next two chapters, we look into the design of energy efficient communi-
cation protocols for event driven systems (as these generally have more stringent
application requirements than periodic monitoring systems), and which also in-




This chapter describes IQAR [34], an Information Quality Aware Routing pro-
tocol designed for the class of event driven sensor networks. It utilizes data
aggregation and IQ-awareness to achieve energy efficiency while meeting IQ con-
straints.
4.1 The Case for Data Aggregation and/or Fusion
Event driven sensor networks are deployed specifically for the detection of phe-
nomena of interest (PoI). Such networks have convergecast traffic characteris-
tics [122] and sensory data is typically generated only when a PoI is detected.
Upon the occurrence of a PoI (such as a fire hazard [10] or an elderly person
falling down in a monitored home environment [11]), multiple sensors may be
activated concurrently. As sensor networks tend to have dense deployments,
this can lead to severe data implosion and redundancy [35], and subsequently
excessive energy expenditure.
To reduce traffic load, as well as mitigate the effects of congestion and
medium access contention, data aggregation and/or fusion techniques are often
54
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used to combine data from multiple sensor sources enroute [123] [124] [91] [125].
These in-network processing techniques exploit the presence of spatio-temporal
correlation [126] among sensory data, based on the following principles:
Spatial Correlation: Nodes that are of the same geographical proximity tend
to sense the same physical phenomenon; hence, it is not necessary for all
of these nodes to send data back to the fusion center all the time.
Temporal Correlation: The physical environment sensed by each sensor node
is unlikely to have drastic changes within small time intervals; thus, it is
unnecessary for the sensor to transmit all its data back to the fusion center
at every sensing interval.
Generally, such aggregation/fusion techniques can be classified into two main
categories, viz. structure-less and structured.
In structure-less techniques [91] [74], data aggregation occurs opportunisti-
cally only when data flows happen to meet at the same time at the same in-
termediate forwarding node. There is no deliberate attempt to delay any trans-
mission or re-route packets such that these encounters take place. Consequently,
structure-less approaches incur shorter delays when the network is lightly loaded,
as data is forwarded towards the fusion center using an underlying shortest-path
or least-cost routing algorithm. However, such approaches do not scale well
with large networks or high traffic volumes as aggregation opportunities are not
maximized.
In structured techniques [127] [128] [129] [130], routing paths are computed
and maintained to allow efficient data aggregation. The routing path is influ-
enced primarily by the amount of data reduction that can be achieved by data
compression before it is forwarded to the fusion center. Such techniques incur
relatively higher overheads to maintain the network structure, and are associated
with a delay factor, as intermediate forwarding nodes have to wait for upstream
nodes to send data to them, before aggregating these data packets and forward-
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ing them to the fusion center. Nevertheless, structured techniques can achieve
significant energy savings, as data is maximally aggregated along the forward-
ing paths. They are well-suited for sensor networks with slow-varying traffic
characteristics, such as periodic monitoring. Many structured schemes adopt a
clustering approach [87] [88] [131], whereby sensory data is first transmitted to
a cluster head for aggregation before being forwarded to the fusion center.
Although these existing schemes are able to reduce transmission costs and en-
ergy consumption, they do not take the information quality of data into account
during the aggregation/fusion process. This can lead to one of the following
situations:
• Over-provisioning of IQ and high data redundancy at fusion center, result-
ing in unnecessary energy expenditure.
• Under-provisioning of IQ at fusion center, resulting in loss in event detec-
tion accuracy.
In the next section, we outline how the integration of IQ-awareness in data
aggregation/fusion can achieve energy efficiency in event driven sensor networks,
without compromising the information quality of data at the fusion center.
4.2 The Case for Information Quality Awareness
In event driven sensor networks, there exists an obvious tradeoff between energy
efficiency and information quality with the use of data aggregation and/or fusion
schemes [132]. Through the collection of more data from sensor sources, higher
information quality can be achieved at the fusion center, at the cost of higher
energy expenditure. Conversely, although energy consumption is reduced when
less data is collected from sensor sources, the information quality is lower at the
fusion center. This is equivalent to a loss in event detection accuracy, which may
result in overall lower system and network reliability.
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4.2.1 Existing IQ-Aware Schemes
Unlike aggregation based routing schemes, IQ-aware routing schemes consider
the information content of data during data aggregation and forwarding. Infor-
mation directed approaches such as IDSQ and CADR [133] [134] [135] utilize
energy efficient techniques to handle data querying and routing, while minimiz-
ing delay and bandwidth consumption. At each step along the routing path, the
neighboring node with the highest predicted information gain is selected to be
the next-hop forwarder, and the fused data is transmitted along a single path
to the fusion center as soon as it satisfies a given IQ threshold. However, these
protocols are query-based and targeted at tracking applications.
Although IQ-aware schemes for event detection sensor networks have also
been proposed in the literature [136] [137] [138] [139], their emphasis is on de-
signing energy efficient hypothesis testing models to detect the presence of the
PoI. In addition, most of these schemes are based on a centralized one-hop sen-
sor network topology, and do not consider multihop routing to the fusion center.
Consequently, there is a need for an IQ-aware multihop routing protocol for
event detection in wireless sensor networks.
4.2.2 A NP-Hard Routing Problem
We address the problem of finding a least cost (minimum energy) routing tree
that satisfies a given IQ constraint, to achieve energy efficiency in event detection
sensor networks. It is noted that the optimal least cost routing solution is a
variation of the classical NP-hard Steiner tree in graphs [72]. In the context
of event driven sensor networks, the original Steiner tree problem is to find a
Steiner Minimum Tree that spans the fusion center and entire set of activated
sensor nodes (denoted as Va) that detect the PoI. However, it is unnecessary and
expensive for all the sensors in Va to transmit their data to the fusion center.
Ideally, an IQ-aware event driven routing scheme only needs to aggregate suf-











Subset of activated nodes with sufficient IQ
Figure 4.1: Event driven sensor network with set of activated nodes Va =
{v1, v2, v3, v4, v5, v6, v7, v8}. Vτ = {v1, v2, v3, v4} represents one possible subset
of activated nodes that can detect PoI with sufficient IQ.
ficient sensory data from a subset of activated nodes Vτ ⊆ Va to meet the IQ con-
straint. Considering the event driven sensor network in Figure 4.1, suppose sen-
sor nodes v1 to v8 are activated when the PoI occurs, i.e. Va = {v1, v2, ..., v7, v8}.
Instead of aggregating data from all these nodes at the fusion center, nodes v1,
v2, v3 and v4 represent one possible subset of activated nodes that can detect
the PoI with sufficient IQ at the fusion center, such that Vτ = {v1, v2, v3, v4}.
This minimizes the cost (or energy) required to detect the PoI reliably in an
event driven sensor network.
We refer to this as a subset-τ Steiner Tree (SST) problem1. Clearly, the
latter is a harder problem than the Steiner tree, as the: (i) set of activated nodes
Va and IQ contribution of each activated node are not known a priori until the
PoI occurs; and (ii) subset of activated nodes Vτ whose aggregated IQ meets
the given constraint is not unique. Knowledge of the entire network topology
and individual IQ contributions of each activated sensor node are essential to
find the least-cost SST that satisfies the required IQ. Unfortunately, this incurs
extensive computational, storage as well as communication overheads, and is not
1We define the SST problem formally in Section 4.3.6
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a feasible approach in resource-constrained sensor networks.
We tackle the fundamental issues in constructing an optimal least-cost SST
in an IQ-aware event driven sensor network by proposing: (i) a topology-aware
histogram-based aggregation structure that encapsulates the cost of including
the IQ contribution of each activated node, in a compact and efficient way;
and (ii) a greedy heuristic to approximate and prune a least cost aggregation
routing path. The proposed IQ-Aware Routing (IQAR) protocol constructs
an initial distance-based aggregation tree that spans all the sensors in the sensor
network. When a PoI occurs, activated sensors forward their data to the fusion
center using the underlying pre-built distance-based aggregation tree. At each
hop along the routing path, the IQ contributions of each activated sensor and
its downstream (forwarding) nodes are discretized and incorporated together, to
form a topology-aware histogram-based aggregation structure.
When data packets (with incorporated histograms) reach the fusion center,
it utilizes a greedy heuristic to prune the original aggregation tree such that:
(i) aggregated IQ of the resulting pruned tree satisfies a given IQ constraint;
and (ii) total cost of collecting data from activated nodes in the pruned tree is
minimized. The pruning process is recursively executed at each forwarding node
along the initial aggregation tree.
Activated sensor nodes that are not part of the pruned routing tree suppress
their data for a time epoch. When the time epoch expires, activated nodes whose
data have been suppressed resume the forwarding of their data to the fusion
center. This allows the routing protocol to be adaptive to dynamic changes in
the network and phenomena of interest. Our studies show that the performance
of IQAR is upper bounded by a distance-based aggregation tree that collects
data from all the activated nodes, and comparable to another IQ-aware routing
protocol that uses an exhaustive brute-force search to approximate and prune
the least-cost aggregation tree.
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4.3 System Model
In an event-detection sensor network, the information quality of concern is re-
lated to the detection accuracy of the system. In this section, we detail how
IQ is mapped onto the targeted detection and false alarm probabilities Pd and
Pf using sequential detection [140] [141]. We also describe the Likelihood Ratio
Test (LRT) [142], which has been shown to be the optimal detection scheme that
maximizes detection probability.
The network is modeled as a graph G = {V,E}, where V = {v0, v1, v2, ..., vn}
denotes the set of n sensor nodes and fusion center v0, and E denotes the set of
edges (or links) between any two nodes. An edge eij ∈ E represents the existence
of a communication link between two arbitrary sensors vi and vj .
We let hypothesis H1 denote the presence of a PoI in the sensor network;
H0 denotes the corresponding absence of the PoI. The probabilities P (H1) =
p and P (H0) = 1 − p, where 0 < p < 1, are known a priori. Each node
independently senses and collects data about the environment periodically. When
conditioned upon the hypothesis Hi, i ∈ {0, 1}, sensor observations are assumed
to be independently and identically distributed (i.i.d.) at each sensor as well as
across sensors [141].
4.3.1 Event Detection at Sensor
The independent signal yi observed by a node vi is given by:
yi =
 wi if H0 (PoI is absent);f(ri) + wi if H1 (PoI is present), (4.1)
where wi ∼ N (0, σ2w) is the white Gaussian noise seen by vi that follows a
normal distribution with mean 0 and standard deviation σw; ri is the the distance
between vi and the PoI; and f is a function that monotonically decreases with
increasing ri. An example of such a function is the exponential sensing model












distance ri from PoI
ra
f(ri) = s0.e-δ (ri-ra)
Figure 4.2: Signal strength f(ri) with α = 0.5.
[143] [144] in Figure 4.2, which is defined by:
f(ri) =
 s0 if ri ≤ ra;s0 · e−δ(ri−ra) otherwise, (4.2)
where ra is the sensing range below which the signal generated by the PoI starts
to undergo attenuation; s0 is the signal strength of the PoI when measured within
a distance of ra from the PoI; and δ is the sensing capacity decay (reflecting the
attenuation of the signal generated by the PoI).
For each sampled signal yi, vi makes a per-sample binary decision bi ∈
{0, 1} such that:
bi =
 0 if yi < Ti;1 otherwise, (4.3)
where Ti is the per-sample threshold of vi.
The per-sample probability of false alarm pi0 by vi is independent of its loca-
tion, and given by [136]:




where Q(x) is the Gaussian Q-function of a standard normal distribution. The
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0) at vi is
dependent on the distance ri between vi and the PoI, and given by:




Although each node senses the environment at periodic intervals, it is infea-
sible for each of these samples to be transmitted to the fusion center v0, due to
limited network bandwidth and energy constraints of the sensors. Consequently,
a data packet generated by vi is transmitted to v0 only if vi detects the presence
of a PoI and becomes activated (when bi = 1).
4.3.2 Event Detection at Fusion Center
The role of the fusion center v0 is to detect the presence of the PoI by making a
global binary decision Hˆ = {H0, H1}, based on the data that it has received
from the set of activated nodes Va. Let B = {b1, b2, ..., b|Va|} be the set of per-
sample binary decisions that v0 receives from each activated node va ∈ Va in a
time epoch. The optimal fusion rule for v0 using data from all the activated
nodes is the Likelihood Ratio Test (LRT) [141] [142]:
Λ(B) =
P (b1, b2, ..., b|Va||H1)







Recall that p = P (H1) is the a priori probability that the PoI is present.
The LRT can be interpreted in this way: If Λ(B) ≥ 1−pp , then it is more
likely that H1 is true; otherwise, it is more likely that H0 is true. In practice,
1−p
p is selected such that P (Λ(B) <
1−p
p ) = α, where α is the probability that
the PoI is not detected when it occurs. Hence, v0 makes the decision that the
PoI is present (Hˆ = H1) if Λ(B) ≥ 1−pp , and the decision that the PoI is absent
(Hˆ = H0) otherwise. Notice that for small values of a priori probability p, the
likelihood ratio Λ(B) required for the PoI to be detected is much larger than for
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bigger values of p. As a numerical example, consider p = 0.01; then, the PoI can
be detected only when Λ(B) ≥ 1−0.010.01 = 99. In contrast, if p = 0.1, the PoI can
be detected when Λ(B) ≥ 1−0.10.1 = 9.
4.3.3 Sequential Detection
The event detection model in Section 4.3.2 requires data from all the activated
nodes to be collected at the fusion center. This can incur excessive overheads and
energy consumption, especially in dense networks where the number of activated
nodes can be quite large.
To reduce the amount of data that is collected for v0 to make an accurate
global binary decision Hˆ, we adopt the sequential detection model which is based
on the Sequential Probability Ratio Test (SPRT) proposed by A. Wald [140]. In
SPRT, the amount of data required is a random variable dependent on the prior
data that has been obtained thus far.
Let Xa = {x1, x2, ..., x|Va|} be the sequence whereby data is collected from
each activated node va ∈ Va. Using sequential detection, data acquisition can
terminate at the earliest subsequence of fused local data Xτ = {x1, x2, ..., xτ} ⊆
Xa when the decision Hˆ = {H0,H1} can be made, thus minimizing the cost of
data acquisition and PoI detection.
We denote the hopcount of an arbitrary node vi as hi. The neighboring
node vj with hopcount hj = hi + 1 and which uses vi to forward packets to the
fusion center is considered an upstream node of vi; the set of upstream nodes
of vi is denoted as V ui . In the same manner, vi is known as the downstream
node of vj . In Figure 4.3, v1, v2 and v3 are the upstream nodes of v0 such that
V u0 = {v1, v2, v3}.
Since observations across sensor nodes are i.i.d., the cumulative log-likelihood
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ratio S0 at the fusion center v0 is given by:




The corresponding cumulative log-likelihood ratio Si at vi comprises of its
log-likelihood ratio and the cumulative log-likelihood ratios of each upstream
node vj ∈ V ui , such that:




The stopping rule γi = {0, 1} is computed after each incorporated data
from vi, and is dependent on the targeted detection and false alarm probabilities
Pd and Pf . It determines if the current sequence of incorporated data along the
routing path is sufficient for the global decision Hˆ to be made at v0, and is given
by Wald’s Equation [140]:
γi =
 0 if A < Si < B;1 otherwise, (4.9)
where A = log( 1−Pd1−Pf ); and B = log(
Pd
Pf
). This stopping rule is considered to be
optimal in sequential detection, as it results in the least possible amount of data
required for decision making.
If γi = 0, the current sequence of data collected is insufficient for a global
decision Hˆ to be made and more data samples have to be acquired. However,
when γi = 1, the decision Hˆ can be made based on the current sequence of
incorporated data, according to:
Hˆ =
 H0 if Si ≤ A;H1 otherwise (Si ≥ B). (4.10)
Hence, additional data need not be collected from other sensor nodes and data
























Figure 4.3: Fusion center v0 with three upstream nodes v1, v2 and v3.
acquisition can be terminated to minimize the overall cost while satisfying the
Pd and Pf constraints.
Based on this sequential detection model, the minimum cumulative log-
likelihood ratio required for v0 to detect the PoI with sufficient accuracy is
S0 ≥ B. The IQ threshold IT can then be directly mapped to B such that IT = B.
The corresponding IQ provided by each node vi is hence qi = log Λ(bi). As an il-
lustration, the IQ provided by v7 and v8 in Figure 4.3 are q7 = logΛ(b7) = 0.4 and
q8 = logΛ(b8) = 0.6 respectively. The corresponding cumulative log-likelihood
ratio at v3 is S3 = log Λ(b3) + q7 + q8 = 1.2 + 0.4 + 0.6 = 2.2.
4.3.4 Delay Model
To maximize aggregation opportunities and thus minimize energy consumption,
a structured aggregation model is adopted in this work. Each node waits for a
delay (that linearly decreases with increasing distance/hopcount of the node from
the fusion center) before forwarding data to its downstream node. Essentially, an
arbitrary node vi has to wait for data from all the nodes in the subtree rooted at
vi to be transmitted to it, before it can forward data (if any) to its downstream
node vj . For instance, the subtree rooted at v2 in Figure 4.3 includes v6, v10,
v11 and v12. Therefore, v2 has to wait for data (if any) from all the nodes
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in its subtree to be forwarded to it, before it transmits the fused data to its
downstream node (and fusion center) v0.
We denote the maximum one-hop delay (inclusive of sleep latency, queu-
ing delay, processing delay, transmission delay and propagation delay) between
any two nodes in the network as ∆max. Then, a node vi with hopcount hi has
to transmit the aggregated data to its downstream node vj only at time:
t = [(2hmax − hi)∆max − tAi ] mod (hmax∆max), (4.11)
where tAi is the data arrival time at vi. This ensures that the fusion center v0
receives data from all the activated nodes within a delay bound of hmax∆max.
4.3.5 Cost Model
Each link between a pair of nodes vi and vj is associated with some cost Cij .
In the absence of power control, the per-hop link cost Cij is independent of the
distance between vi and vj , and can be computed as a function of: (i) process-
ing energy required to process and perform data aggregation on a data packet;
(ii) transmission energy expended by vi; and (iii) reception energy expended by
neighbors of vi upon reception of the packet in a wireless medium. One implicit
assumption in our cost model is that each data packet is of the same size, re-
gardless of the amount of data that has been fused together from different sensor
sources. We explain our assumptions behind this model in Section 4.4.
4.3.6 Problem Formulation
Given the network G = {V,E}, set of activated nodes Va, IQ contribution qa
of each activated node va ∈ Va and IQ threshold IT , our objective is to design
an IQ-aware routing protocol that detects the PoI with an IQ of at least IT
using minimal cost. Formally, we want to find a subset-τ Steiner Tree, which is
a Steiner Minimum Tree Gτ = {Vτ , Eτ} ⊆ G that spans the fusion center v0 and
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all nodes in Vτ ⊆ Va, such that: (i) aggregated IQ collected from Vτ exceeds IT ;
and (ii) total cost of the aggregation tree is minimum among all possible Steiner







qi ≥ IT . (4.13)
Lemma 3. The IQ-aware routing problem which finds the least-cost routing path
for a given subset Vτ ⊆ Va of the activated nodes that satisfies the IQ constraint
IT is NP-hard.
The proof for NP-hardness is as follows:
Proof. We show that our IQ-aware routing problem is NP-hard by reducing
the well-known Steiner tree problem in graphs to it. In the Steiner tree graph
problem, the input is a graph Gs = {Vs, Es,Ws} whereby Vs is the set of vertices
in the graph, Es is the set of edges, and Ws is a weighting function on the edges
in the graph. Given a set of terminals S ⊆ Vs, any tree in Gs that spans S is
considered to be a Steiner tree. The cost of the Steiner tree is defined to be the
sum of its edge costs (weights). Steiner points which are non-terminal vertices
(i.e. Vs \S) may be included in the Steiner tree to reduce its cost. The objective
of the Steiner tree problem is to find the Steiner Minimum Tree (SMT), which
is a least-cost tree spanning all the terminals S.
We map Gs to G by mapping Vs to V and Es to E. The weighting function
Ws is defined such that the weight of an edge in Es (and hence E) is always of
unit cost. This implies that a solution for the Steiner tree problem in graphs is
also a solution for the IQ-aware routing problem when the subset of activated
nodes Vτ ⊆ Va is given.
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In practice, Vτ is unknown and there can be many combinations of Vτ that
will satisfy the given IQ constraint. As the least-cost routing for each subset
of activated nodes Vτ is a Steiner tree problem, our IQ-aware routing protocol
is at least as hard as the NP-hard Steiner tree problem. Although there exists
distributed algorithms for the Minimum Spanning Tree (MST) [145] - which
provide 2-approximation solutions to the Steiner tree problem - it is difficult to
ascertain the set of activated nodes to construct a MST that provides a good
approximation for the subset-τ Steiner Tree.
In addition to the computational complexity on the fusion center, the acquisi-
tion of knowledge on the global network topology and individual IQ contribution
of each node incurs high overheads in both communication and computation.
Thus, such an approach is impractical in the context of wireless sensor networks
which are inherently resource-limited.
In the following sections, we describe a compact and efficient way of represent-
ing the network topology and IQ contributions of each node, and then propose
a heuristic for solving the NP-hard least-cost IQ-aware routing problem.
4.4 Topology-Aware Histogram-Based Aggregation
We first illustrate our approach using the network topology in Figure 4.3. All the
sensor nodes are assumed to be activated, such that Va = {v1, v2, ..., v11, v12}.
The number associated with each node vi represents its IQ contribution qi =
logΛ(bi). The cost of data transmission across each link is assumed to be of unit
cost, i.e. Cij = 1 ∀eij ∈ E, as: (i) packet size remains constant across each link in
our IQ aggregation scheme; and (ii) nodes are assumed to be uniform-randomly
distributed in the network.
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Table 4.1: Minimum cost aggregation tree for various IQ threshold values in the
network topology of Figure 4.3.
IQ threshold IT Min-cost aggregation tree Total IQ S0
1.0 {v3} 1.2
2.0
{v3, v7, v8} 2.2
{v2, v3, v8} 2.2
{v2, v3, v5} 2.6
{v1, v3, v8} 2.1
{v1, v4, v9} 2.1
4.5
{v2, v3, v5, v6, v8, v12} 4.5
{v1, v2, v3, v4, v5, v9} 4.7
4.4.1 Motivation
Using a direct (or brute force) approach, each activated sensor vi ∈ Va (with
bi = 1) forwards its data to the fusion center v0, which will then determine if the
PoI is present. Such an approach is inefficient as data acquisition from all the
activated nodes without any aggregation incurs high communication costs and
overloads the fusion center. Furthermore, even if all these data can be obtained
by v0, the optimal least-cost routing tree cannot be found efficiently.
Given a global view of the topology and knowledge of IQ contributions of
each sensor node in Figure 4.3, it is possible to compute the minimum cost ag-
gregation tree for various IQ thresholds IT , as detailed in Table 4.1. If the IQ
threshold IT = 1.0, the minimum cost aggregation tree comprises of only {v3} .
If IT = 2.0, the minimum cost aggregation tree can be {v3, v7, v8}, {v2, v3, v8},
{v2, v3, v5}, {v1, v3, v8} or {v1, v4, v9}. Similarly, if IT = 4.5, then the minimum
cost aggregation tree can be {v2, v3, v5, v6, v8, v12} or {v1, v2, v3, v5, v5, v9}. How-
ever, it is desirable to utilize an efficient and distributed way of computing a
minimum cost aggregation tree that meets the IQ constraint IT .
In the proposed approach, upon the detection of a PoI, activated nodes that
are further from the fusion center v0 initiate the transmission of hints towards
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it. These hints are aggregated by downstream nodes and further propagated
towards v0. The aggregated hint conveyed by an arbitrary node vi is designed to
present useful information about how IQ is distributed in the subtree rooted at
vi, without providing the detailed IQ values of each node and the actual topology
of the subtree. For the purpose of scalability, these hints are of constant size.
The objective is to design a scheme that generates sufficiently useful hints to v0,
so that a minimum cost tree can be constructed in the reverse direction, in a
distributed fashion. Our approach is based on the concept of a topology-aware
histogram-based (hints) aggregation.
4.4.2 Histogram-Based Representation
In our baseline histogram representation, the y-axis represents the cost (total
number of transmissions along routing path, which is proportional to
∑
Cij)
and the x-axis represents the IQ that can be accumulated with the given cost.
Depending on the routing path that is taken, different IQ values may be accu-
mulated for a given cost. In this baseline representation, the accumulated IQ is
the largest possible for a particular cost. Note that the computation of this max-
imum IQ for a given cost is similar to the original routing problem (which finds
the minimum cost of obtaining a particular IQ value), and cannot be computed
efficiently for a large network.
An exhaustive search can be used to compute the maximum aggregated IQ
values for each cost c in the small network in Figure 4.3. Table 4.2 lists the max-
imum IQ qi(c) and corresponding minimum-cost aggregation treeMi(c) for each
of the upstream nodes of v0 (i.e., v1, v2 and v3). These values are represented
as the solid lines (labeled as baseline) in Figure 4.4, which illustrate baseline
curves for cost vs maximum IQ. As highlighted previously, such a baseline rep-
resentation embeds detailed network topology and IQ distribution information,
at the cost of excessive computational and communication overheads. To reduce
information content and overheads of the representations, quantization levels are
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Table 4.2: Baseline of actual IQ qi(c) and corresponding min-cost aggregation
tree Mi(c) per incremental cost c, for each of the upstream nodes of v0.
v1 v2 v3
cost c M1(c) q1(c) M2(c) q2(c) M3(c) q3(c)
1 {v1} 0.3 {v2} 0.4 {v3} 1.2
2 {v1, v4} 0.4 {v2, v5} 1.4 {v3, v8} 1.8
3 {v1, v4, v9} 2.1 {v2, v5, v6} 1.9 {v3, v7, v8} 2.2
4 - - {v2, v5, v6, v12} 2.7 - -
5 - - {v2, v5, v6, v11, v12} 3.0 - -













































(c) Cost function of v3.
Figure 4.4: Cost functions of subtrees rooted at v1, v2 and v3 (from the perspec-
tive of v0) in Figure 4.3, with IQ threshold IT = 5 and number of discretization
levels φ = 5.
introduced.
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Quantization
Let φ be the number of quantization levels in the baseline representation. This
results in φ histograms, each of width ITφ , where IT is the IQ threshold required
for PoI detection. The range of IQ values represented by the ith block (i =
1, ..., φ) is (i− 1) · ITφ to i · ITφ (inclusive).
The number of points within the ith block is denoted as ni. The corresponding
cost ci for the ith block is ci =
∑j=i
j=1 nj . It can be deduced that with a cost of
ci+1 (where i < φ), the minimum IQ that is obtainable from the network is at
least i · ITφ . The dotted lines (labeled as histogram) in Figure 4.4 illustrate the
relationship between the baseline and histogram representations of nodes v1, v2
and v3 from the perspective of v0 in Figure 4.3.
IQ Estimation
After quantization, the (original) baseline representation of the IQ that is known
to an arbitrary node ve is substituted by a (compact) histogram representation,
to be transmitted to its downstream node vd. We now discuss how vd estimates
the IQ of the subtree rooted at ve, based on the histogram representation it
receives from ve.
Each of the ni points in the ith block of the histogram is associated with
cost cki = ci − ni + k, where 1 ≤ k ≤ ni. Assuming that each of these points
is uniformly distributed within the block range, the corresponding estimated IQ
qˆe(cki ) obtained with a cost of c
k




[(i− 1) + k
ni + 1
]. (4.14)
Given the IQ qe obtainable from the upstream node ve and the maximum
IQ qMe that can be obtained using the subtree rooted at ve, the estimated IQ in
Equation 4.14 can be further tightened by using qe and qMe as the lower and upper
bounds of the histogram. Note that ci and qˆe(cki ) are undefined ∀ i = dqMe · φIT e,
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Table 4.3: Estimated and actual IQ gain per incremental cost c from perspective
of v0.
v1 v2 v3
Cost c q1(c) qˆ1(c) q2(c) qˆ2(c) q3(c) qˆ3(c)
1 0.3 0.3 0.4 0.4 1.2 1.2
2 0.4 0.65 1.4 1.3 1.8 1.6
3 2.1 2.1 1.9 1.6 2.2 2.2
4 - - 2.7 2.3 - -
5 - - 3 2.6 - -
6 - - 3.2 3.2 - -
k ∈ Z+ as these are not regions of interest.
The dotted lines with points (labeled estimation) in Figure 4.4 plot the values
of estimated IQ qˆe(c) for each additional edge from the subtree rooted at ve,
from the perspective of its downstream node vd. The estimation plot can be
interpreted in this way: For a cost of c, it is likely that at least an IQ of qˆe(c)
can be obtained. Table 4.3 compares the baseline qe(c) and estimated qˆe(c)
values for each of the subtrees rooted at the upstream nodes of v0 in Figure 4.3.
Note that qe(c) can be larger or smaller than qˆe(c).
Finally, we discuss the selection of the parameter φ. In our IQ estimations,
each of the ni points in the ith block is assumed to be uniformly distributed; the
corresponding IQ estimations for each of the points is also uniformly distributed.
If this assumption is valid, then the value of φ can be small. However, if IQ values
vary significantly among nodes, then a larger φ value is required to increase
the accuracy of the piecewise linear approximation. We can now describe our
proposed IQ-aware routing protocol in the following section.
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4.5 IQ-Aware Routing Protocol
In an event-driven wireless sensor network, data generated by a sensor provides
information about the likelihood that a PoI has occurred. Section 4.3 describes
how this data is mapped to the information quality qa provided by an activated
node va ∈ Va. To minimize the cost of data transmission, activated nodes first
generate hints that are aggregated towards the fusion center v0 so that a min-
imum cost detection tree can be constructed. The IQ threshold IT required to
detect the PoI is assumed to be known.
Upon activation, each node vj transmits hints to its downstream node vi in
the form of a quadruple comprising:
1. information quality qj of vj ;
2. maximum information quality qMj that can be obtained using the subtree
rooted at vj ;
3. maximum cost CMj of the subtree rooted at vj ; and
4. histogram {n1j , n2j , ..., nφj } representing the topology-aware IQ obtainable
using the subtree rooted at vj .
4.5.1 Initialization
A distance-based aggregation tree is constructed using a shortest-path algorithm
during network initialization. To maximize aggregation opportunities, data gen-
erated by an activated node is transmitted only after a delay that linearly de-
creases with increasing distance of the node from v0. As an activated leaf node
(without activated upstream nodes) has only one data point, building the his-
togram is trivial using the method in Section 4.4.2. For example, the quadruples
transmitted by v10, v11 and v12 to their (common) downstream node v6 are
{0.2, 0.2, 1, {1, ∅, ∅, ∅, ∅}}, {0.3, 0.3, 1, {1, ∅, ∅, ∅, ∅}} and {0.8, 0.8, 1, {1, ∅, ∅, ∅, ∅}}
respectively. Non-leaf nodes can have multiple upstream nodes.
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4.5.2 Aggregation and Update
The histogram at node vi is updated in three main phases.
• In Phase 1, vi estimates the IQ qˆj(cj) that can be obtained for each cost
1 ≤ cj ≤ CMj , using the subtree rooted at each upstream node vj ∈ V ui .
• Phase 2 is triggered if vi has multiple (activated) upstream nodes. A greedy
heuristic is used to approximate the maximum IQ obtainable for each given
cost 1 ≤ ci ≤∑CMj .
• In Phase 3, vi incorporates its cost and IQ qi into the IQ estimations
obtained in earlier phase(s), and translates these estimations back into a
(new) histogram for transmission to its downstream node.
We now detail each of these phases, using numerical examples from the topology
in Figure 4.3, with IT = 5 and φ = 5.
Phase 1
Estimation of the IQ qˆj(cj) for the subtree rooted at each upstream node vj
is done by utilizing the histogram which is part of the quadruple transmitted
from vj to vi. Considering the subtree rooted at v3, the quadruples transmitted
by v7 and v8 to v3 are {0.4, 0.4, 1, {1, ∅, ∅, ∅, ∅}} and {0.6, 0.6, 1, {1, ∅, ∅, ∅, ∅}}
respectively. v3 then estimates the information quality qˆ7(c7) ∀1 ≤ c7 ≤ CM7 and
qˆ8(c8) ∀1 ≤ c8 ≤ CM8 using Equation 4.14. Since v7 and v8 are both activated
leaf nodes, v3 can easily and accurately estimate qˆ7(1) = 0.4 and qˆ8(1) = 0.6.
Phase 2
Since v3 has multiple upstream nodes, the second phase of the algorithm is
invoked. From a global perspective, it is trivial to see that with a cost of 1, only
v3 is included in the routing path. Similarly, with a cost of 3, all the three nodes
(v3, v7 and v8) in the subtree rooted at v3 are included. However, with a cost of
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Algorithm 3 IQ Approximation Algorithm in Phase 2
1: Input: IT , qˆj(cj) ∀vj ∈ V ui , 1 ≤ cj ≤ CMj
2: Variable: Itotal = 0, c¯j = 0 ∀vj





CMj OR Itotal < IT do
5: k ← argmax
j
[qˆj(c¯j + 1)− qˆj(c¯j)]
6: c¯k ← c¯k + 1





2, either v7 or v8 is included, with the latter yielding a higher cumulative IQ. The
general complexity of computing the highest IQ for each cost 1 ≤ ci ≤ ∑CMj





We approximate the maximum IQ for each cost using a greedy heuristic
that significantly reduces computational complexity while maintaining reason-
able IQ accuracy. Let Itotal be the estimated cumulative IQ of all sensors that
are included in the minimum cost tree Mi (initially empty). Recall that vi has
computed qˆj(cj) for each incremental cost 1 ≤ cj ≤ CMj along each subtree
rooted at vj ∈ V ui in Phase 1. Let c¯j denote the current cost of the subtree
rooted at vj , that has been included in Mi; initially, c¯j = 0 ∀vj .
At each iterative step, the estimated IQ qˆk(c¯k+1) that provides the maximum
IQ gain to Itotal is included inMi. The IQ gain is computed by qˆk(c¯k+1)−qˆk(c¯k).
This process repeats until: (i) all the subtrees rooted at the upstream nodes
have been added to Mi; or (ii) Itotal exceeds the IQ threshold IT . Based on the
subtree rooted at v3 (excluding itself) in Figure 4.3, the estimated maximum
IQ values for the different costs using this greedy heuristic, are qˆ3(1) = 0.6
and qˆ3(2) = 0.6 + 0.4 = 1.0. Algorithm 3 summarizes the IQ approximation
procedure that is executed by vi in Phase 2.
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Algorithm 4 Histogram Construction Algorithm in Phase 3
1: Input: qˆi(ci) 1 ≤ ci ≤ CMi
2: Variable: j = 0
3: Output: {n1i , n2i , ..., nφi }
4: nki ← 0 1 ≤ k ≤ φ
5: for k = 1 to CMi do
6: j ← dqˆi(ck) · φIT e
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 = 1.2+0.6
        =1.8 > 1.5












(b) v3 assigns the appropriate IQ thresholds to
its upstream nodes.
Figure 4.5: Sequence of pruning activities for subtree rooted at v3.
Phase 3
In the final step of the algorithm, the estimated maximum IQ obtained for the
subtree rooted at vi is updated to include its own cost and IQ qi. The values of
qˆ3(ci), where 1 ≤ ci ≤ CMi are updated such that qˆ3(1) = 1.2, qˆ3(2) = 1.2+0.6 =
1.8 and qˆ3(3) = 1.2 + 1.0 = 2.2. Based on this updated set of IQ estimations, a
new quantized histogram is constructed and forwarded to the downstream node
v0. Algorithm 4 summarizes the histogram construction procedure in Phase 3.
4.5.3 Pruning
The pruning phase commences after v0 receives data from its upstream nodes
vj ∈ V u0 . Its objective is to prune off as many nodes as possible from the initial
distance-based aggregation tree, such that: (i) IQ constraint IT is still satisfied;
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and (ii) total transmission cost of collecting data from the resulting pruned tree
is minimized. Hence, v0 has to allocate an IQ threshold Ij (with corresponding
estimated cost cˆj ≤ CMj ) to each upstream node vj such that: (i)
∑
Ij ≥ IT ; (ii)
qˆj(cˆj) ≥ Ij ; and (iii) ∑ cˆj is minimized.
The pruning algorithm adopts a greedy approach similar to that in Phase 2
of the data aggregation algorithm. Based on previous computations, each node
vi has the estimated maximum IQ qˆj(cj) of all its upstream nodes vj ∈ V ui
for each cost 1 ≤ cj ≤ CMj . The pruned routing tree is initially empty with
total IQ Itotal = 0. vi iteratively includes into its pruned tree, the value of
qˆj(cj) that provides maximum IQ increment. This process repeats at vi until:
(i) subtree rooted at each upstream node vj is included in the pruned tree; or
(ii) aggregated IQ Itotal of the pruned tree exceeds the IQ threshold Ii at vi.
The expected output of the pruning algorithm at vi is the assignment of Ij to
each upstream node vj . The pruning algorithm is executed recursively at each
upstream node vj along the initial aggregation tree using Ij .
An activated node vj with assigned IQ threshold Ij = 0 is considered to be
pruned off and not required to be part of the resulting pruned tree. Pruned
nodes suppress their data for a time epoch before resuming the forwarding of
data towards v0. The temporary suppression of data enables the aggregation
routing path to be adaptive towards dynamic changes in the network and PoI,
while reducing transmission costs.
Assuming that v0 has assigned I3 = 1.5 in Figure 4.3, we look at how v3
assigns I7 and I8 to its upstream nodes v7 and v8. Since qˆ8(1) > qˆ7(1), the
former is included into the pruned tree of v3 and Itotal = q3+ qˆ8(1) = 1.2+0.6 =
1.8 > 1.5 = I3, as in Figure 4.5(a). Since the IQ threshold at v3 is met, the
pruning algorithm at v3 terminates with I7 = 0 and I8 = 0.6, as shown in Figure
4.5(b). v7 is temporarily pruned off from the routing tree to minimize costs as
I7 = 0. Pruning terminates here as v7 and v8 are activated leaf nodes.
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4.5.4 Discussion
The advantage of the proposed aggregation scheme is that while the fusion cen-
ter sees a highly aggregated summary of how IQ is distributed in the sensor
network, the accuracy improves in the pruning process when specific subtrees
are selected. Hence, one can think of the aggregation process as building a dis-
tributed structure that allows IQ distribution information to be selective refined
as needed by the pruning process.
Finally, each sensor node has a low but non-zero probability of false positive
event detection. If the network is sufficiently large, aggregation of a large number
of sensors that falsely detect an event may be sufficient to trigger event detection.
Such false alarms can be handled by the fusion center using simple heuristics:
Since sensors with false positives are randomly distributed, the cost for event
detection is very large as compared to that of normal event detection; hence, a
simple cost threshold may be used to suppress such false positives.
4.6 Performance Evaluation
We evaluate the performance of IQAR in Qualnet 4.0 [146] and compare against
the following routing protocols:
1. aggTree: Distance-based aggregation tree that collects data from all acti-
vated sensors, to be processed at v0.
2. walk : IQ-aware routing protocol that routes data greedily towards next
hop with highest IQ. When no IQ can be further gained from neighbors of
the transmitter, or when aggregated data has sufficient IQ, data is routed
back to v0 using a shortest path algorithm. Routing process is initiated
from node with highest global IQ among all activated nodes, and there is
only one ongoing transmission (and routing path) at any time.
3. brute-force: IQ-aware routing protocol that is similar in operations to
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Figure 4.6: Performance with increasing per-sample false alarm probability p0.
IQAR, but uses an exhaustive brute-force search to compute the maxi-
mum IQ for each cost function during data aggregation and pruning.
The fusion center v0 is located near the bottom left hand corner of the terrain
of size {100m× 100m}. All the other sensors are uniform-randomly distributed
in the network. The performance result illustrated is averaged over the sensing
interval (1 second), and 20 seed runs. The target detection and false alarm
probabilities are Pd = 0.9 and Pf = 0.001 respectively, yielding a IQ threshold
of IT = log PdPf . The transmission range of each node is approximately 8 meters.
4.6.1 Varying Local Information Quality
The per-sample false alarm probability p0 is varied in Figure 4.6, which leads to:
(i) increase in number of activated nodes and detection region; and (ii) decrease
in local IQ of each node. The PoI occurs at a fixed location {80m × 80m} and
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the network has 250 nodes.
The aggregation cost in Figure 4.6(a) measures number of transmissions in-
volving aggregated data, and is highly correlated to the number of nodes with
aggregated data. Due to the lowered per-node IQ as p0 increases, more sensory
data have to be aggregated to meet the IQ threshold IT , resulting in increased
aggregation cost for all protocols. aggTree incurs the highest aggregation cost
as it fuses data from all the activated nodes. In contrast, the three IQ-aware
protocols - walk, brute-force and IQAR - aggregate data from only a subset of
the activated nodes and incur less aggregation costs.
The forwarding cost in Figure 4.6(b) measures number of transmissions re-
quired to forward data from the last aggregated node to v0, and is dependent on
activated node locations as well as PoI location. The enlarged detection region
resulting from the increase in p0 leads to a corresponding increase in forwarding
cost, especially for aggTree as it collects data from all the activated nodes. IQAR
incurs higher costs than brute-force as the former adopts a greedy approach that
may not yield the best routing path for a given IQ threshold. The gradual de-
crease in forwarding cost observed for all the protocols as p0 increases is due to
the activation of more sensor nodes that are nearer to v0, which decreases the
distance between v0 and first aggregated node along each routing path.
Figure 4.6(c) illustrates the total cost of aggregating and forwarding data
packets to v0. Since aggregation cost dominates over forwarding cost in a network
with a small network diameter, the total cost has a similar trend to aggregation
cost.
The delay incurred in Figure 4.6(d) is measured in terms of number of (se-
quential) transmissions. Despite the low transmission cost incurred by walk, it
incurs the highest delay as transmissions occur sequentially along a single path,
where aggregation occurs strictly before forwarding. Due to the presence of
multiple paths in brute-force and IQAR, multiple aggregation and forwarding of
data can take place simultaneously, thus reducing the overall delays.































Figure 4.7: Performance with increasing network density.
Note that the cost incurred by aggTree provides an upper bound for IQAR,
as the former collects data from all the sensors in the network. Although IQAR
does not make use of global information as like in walk, it is able to achieve
comparable performance to the latter.
4.6.2 Varying Network Density
In Figure 4.7, network size increases from 200 to 400 nodes and PoI is located at
{80m× 80m} with p0 = 0.35. Due to the increase in network size (and density),
the number of activated nodes increase. The total cost incurred by aggTree
increases correspondingly in Figure 4.7(a) as it collects data from all activated
nodes. The remaining three IQ-aware protocols do not collect data from all the
activated nodes and can achieve lower costs. The excessive delays incurred by
walk in Figure 4.7(b) highlights the caveat of having only a single routing path
that limits parallelism of data aggregation and forwarding.
4.6.3 Varying Distance between Event (PoI) and Fusion Center
We vary the distance between the PoI and fusion center v0 in a network of 250
nodes with p0 = 0.35 in Figure 4.8. The x/y coordinates of the PoI are varied
from 40m to 80m2.
2A distance of 60 to the PoI implies that the PoI is located at {60m× 60m}.












































Figure 4.8: Performance with increasing distance to event (PoI).
As distance to event increases, it is located nearer to edges of the terrain,
leading to decrease in number of activated nodes. Consequently, the number of
fused nodes and aggregation cost using aggTree decreases in Figure 4.8(a). The
aggregation costs remain relatively constant for the IQ-aware protocols as they
aggregate data from the minimum possible number of nodes to satisfy the IQ
threshold. Forwarding cost generally increases with increasing distance to PoI in
Figure 4.8(b), as more transmissions are required to forward data from activated
sensors to v0. IQAR uses a greedy heuristic to estimate IQ contributions of
nodes; hence it incurs higher forwarding cost than brute-force. Despite the low
aggregation cost incurred by walk, it incurs relatively higher forwarding costs as
the activated sensor with the highest global IQ may be further away from v0
than other activated nodes.
4.6.4 Varying Suppression Interval
In the above scenarios, the PoI is statically located throughout the monitoring
period. Both brute-force and IQAR can achieve significant cost and delay savings
over aggTree as they aggregate data from only a subset of activated nodes to
satisfy the IQ threshold. Data from the remaining activated nodes are suppressed
for a suppression interval to reduce transmission costs3. One main concern
3With a suppression interval of x seconds, an activated node suppresses its data for at least
x seconds after its last transmission.













































































Figure 4.10: Performance with varying event (PoI) mobility.
with such protocols (which utilize data suppression to reduce costs) is whether
a mobile PoI can be detected with sufficient IQ.
In Figure 4.9, the speed of the PoI is fixed at 2.5 ms−1 in a network of 250
nodes with p0 = 0.35. As suppression interval increases from 2s to 10s, the
amount of aggregated data decreases as nodes are suppressed for longer periods
of time. Subsequently, there is a decrease in total cost and delay of brute-force
and IQAR in Figures 4.9(a) and 4.9(b). However, it should be noted that due to
the suppression of data, the detection accuracies achieved by these two protocols
deteriorate by 5% to 10% with mobile PoIs. The total cost and delay incurred
by aggTree and walk remain constant as they do not suppress data.
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4.6.5 Varying Event Mobility
In Figure 4.10, the PoI moves with varying speeds from 0 ms−1 to 3.5 ms−1
diagonally across the network with 250 nodes and p0 = 0.35. The suppression
interval is fixed at 5 seconds.
As event mobility increases, forwarding cost in Figure 4.10(b) increases as
the PoI is located increasingly further away from v0. As the PoI also exits the
suppression region more quickly with higher event mobility, more sensors are
activated, leading to the increased aggregation cost incurred by brute-force and
IQAR in Figure 4.10(a). Since the PoI moves diagonally across the network, it
is much closer to the network edge at higher mobilities, which limits the number
of activated nodes. Hence, the aggregation costs incurred by aggTree, IQAR and
brute-force drop slightly when speed exceeds 2 ms−1.
4.7 Summary
In this work, we propose IQAR - an Information Quality Aware Routing protocol
for event-driven sensor networks. IQAR considers the individual IQ contribu-
tion of each sensory data, and collects only sufficient data for a phenomenon
of interest (PoI) to be detected reliably. Redundant data is suppressed for a
time interval to reduce traffic load and alleviate medium access contention. This
allows IQAR to achieve significant energy and delay savings while maintaining




Chapter 4 highlights the effectiveness of data aggregation in reducing energy ex-
penditure in energy constrained wireless sensor networks. However, there exists
an inevitable energy-delay tradeoff with the use of such in-network processing
techniques, as aggregation opportunities are increased (resulting in greater en-
ergy savings) at the cost of longer delays. This chapter focuses on how fast
and energy efficient data aggregation can be achieved in an event driven wireless
sensor network. We present IQDEA - an Information Quality Delay Efficient
Aggregation scheme which is able to strike a good balance between detection
latency and energy efficiency in these networks.
5.1 The Energy-Delay Tradeoff
By combining spatially and/or temporally correlated data from multiple sources
into a single packet before forwarding it to the fusion center, data aggregation
[123] [124] [91] [125] has the potential to bring about substantial reductions in
traffic volumes and thus communication costs. In event driven sensor networks,
aggregation can also help to alleviate the detrimental effects of data implosion
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and redundancy upon the occurrence of Phenomena of Interest (PoI). Generally,
by waiting for a longer period of time before forwarding data towards the fusion
center, there is a larger opportunity for data aggregation to take place. A natural
tradeoff therefore exists between increasing aggregation opportunity at each node
and reducing detection delay at the fusion center.
On one hand, there should be a minimum delay between local event detection
and data transmission at each node, so that PoI detection delay at the fusion
center can be minimized. On the other hand, without waiting or exploiting some
form of coordination, data aggregation becomes less likely and overall number of
transmissions increases. The task of introducing some structure in the waiting
period is a challenging problem since the PoI can occur anywhere. If the worst
scenario (that data has to be acquired from all the nodes in the network and
maximum delay is incurred at each hop along the routing path) is not assumed,
it is difficult to quantify the amount of data aggregation that is actually possible.
We highlight the varying energy-delay tradeoffs experienced by different data
aggregation schemes using the simple network topology in Figure 5.1(a), which
comprises of the fusion center v0 and sensor nodes v1, v2, ..., v9. The hopcount
of an arbitrary node vi is denoted as hi, and the network diameter is denoted as
hmax. The hopcounts of the sensor nodes are h1 = h2 = h3 = 1, h4 = h5 = h6 =
h7 = 2 and h8 = h9 = hmax = 3.
With the use of structured schemes such as aggregation trees, data trans-
missions are scheduled within periodic cycles (of length hmax∆max), where hmax
is the network diameter and ∆max is the maximum one hop delay across the
links. To maximize aggregation opportunities, transmission times of nodes are
staggered such that each node is scheduled for transmission only after it has re-
ceived data from all its upstream (children) nodes. We reference the start time
of a cycle by t0. As illustrated in Figure 5.1(b), nodes v8, v9 with hopcount hmax
are scheduled to transmit at time t0; v4, v5, v6, v7 with hopcount hmax − 1 are
scheduled to transmit at time t0 +∆max; and v1, v2, v3 with hopcount hmax − 2










(a) Aggregation paths with set of activated
nodes Va = {v1, v2, v5, v6}.
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(b) Timeline of scheduled transmissions in a struc-
tured aggregation tree.
Figure 5.1: Illustration of the delays incurred by a structured aggregation tree.
are scheduled to transmit at time t0 + 2∆max.
We assume that the set of activated nodes in Figure 5.1(a) is Va = {v1, v2, v5, v6}
when a PoI occurs at time t0. Then, using structured aggregation, the delay re-
quired to acquire data from all the activated nodes is hmax∆max = 3∆max with a
total cost of 5 transmissions. In structureless schemes such as opportunistic ag-
gregation, each node forwards data to its downstream (parent) node immediately
upon data arrival. As the maximum hopcount of the activated nodes in Figure
5.1(a) is 2, data from all the nodes in Va can be received at v0 within a shorter
delay of 2∆max1. However, this comes at higher cost of 6 data transmissions.
5.2 The Case for Energy and Delay Efficiency
Despite the existence of energy-delay tradeoffs, many existing protocols for en-
ergy constrained networks tend to optimize only energy efficiency, and overlook
the significance of the end-to-end delays. This is highlighted in Gu et al [36]:
“... many energy management protocols ... although are very ef-
fective to minimize energy consumption in the network, they rarely
1In the general case, the expected delay to acquire data from all the activated nodes using
structureless (opportunistic) aggregation is given by hmax∆max
2
.
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consider the impact of resulting node working schedules on commu-
nication delay.”
This work asserts that while end-to-end delay bounds are generally sufficient
for many systems, there are also many other event driven applications whereby
delay efficiency can vastly improve overall system performance. For example,
in intrusion detection systems or mission critical applications (such as tsunami
or fire detection systems), it is evident that the faster the PoI can be detected,
the earlier search-and-rescue operations can be deployed, leading to significant
reduction in casualties and infrastructural damages.
Our work is complementary to efforts that aim to minimize energy consump-
tion in day-to-day operations of the network - such as duty cycling mechanisms
which are effective in prolonging network lifetime in periodic monitoring net-
work applications. However, there exist shortcomings in existing energy efficient
protocols that lead to suboptimal delay performance in the system when a PoI
occurs, which we highlight as follows:
S1: Many existing aggregation schemes [35] [70] [71] [79] [80] [81] [82] [83] [84] [85]
[86] [87] [88] [91] [92] [93] [94] that aim to minimize energy consumption
assume that: (i) data is required from all nodes in the network for PoI
detection; and (ii) maximum per-hop delay is incurred at each hop.
S2: Information quality is not exploited to minimize the amount of data required
for PoI detection at the fusion center.
S3: Duty cycling schemes and routing protocols are designed independently.
[S1] Aggregation schemes that minimize energy consumption by increasing
aggregation opportunities are often structured in nature. In these schemes, the
aggregation schedule of each node is pre-defined during network initialization;
hence they are more suitable for periodic monitoring applications in which every
node has to report its data back to the fusion center at regular time intervals.
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In event driven sensor networks, only a subset of nodes may be activated and
have sensory data to forward to the fusion center upon the occurrence of the
PoI. However, as the locations of the PoI and activated nodes cannot be known
a priori, the aggregation schedules adopted by these networks assume the worst
case scenario whereby: (i) data is required from all the nodes in the network for
reliable and accurate PoI detection; and (ii) maximum per-hop delay is incurred
at each hop. Taking the earlier numerical example in Figure 5.1, we observe
that in the optimal case, the smallest possible cost of 5 data transmissions and
shortest possible delay of 2∆max to acquire data from all the activated nodes can
be achieved if: (i) v5, v6 transmit at time t0; and (ii) v1, v2, v3 transmit at time
t0+∆max. In addition, a smaller cost of 4 transmissions is incurred if forwarding
nodes are dynamically selected based on real-time aggregation opportunities,
which enables data from v6 to be aggregated and forwarded by v2 instead of
being forwarded by v3 without aggregation. However, these require all nodes in
the network to have a priori knowledge of activated sensor locations.
[S2] We further note that in many event driven sensor network applications:
(i) data generated by each activated sensor node has varying information quality
(IQ); and (ii) PoI can be detected with sufficient accuracy and reliability using
data from only a subset of the activated nodes (Chapter 4). Through exploitation
of IQ awareness, the amount of sensory data that has to be forwarded to the
fusion center can be reduced as data acquisition can terminate as soon as the
aggregated data satisfies a pre-determined IQ threshold. This minimizes energy
consumption as well as reduces the delay required for PoI detection. For example,
if only data from activated nodes v1, v2 and v5 in Figure 5.1(a) are required for
PoI detection, then total cost and delay can be reduced to 3 data transmissions
and 2∆max respectively.
[S3] Although existing duty cycling medium access schemes and routing pro-
tocols are generally interoperable with each other, most of them are designed
independently of the other without any cross layer interactions. Consequently,

















Figure 5.2: Network with duty cycling, where the weight on each edge repre-
sents the expected sleep latency (in units) incurred in transmitting along that
particular link.
end-to-end delays incurred during data forwarding are not optimized. We illus-
trate the inefficiency of delay performance arising from the independence between
duty cycling and routing designs, using the topology in Figure 5.2, where v0 is the
fusion center and v3 is the source node. The weight on each edge represents the
expected sleep latency (in units) incurred by the upstream node in transmitting
along that particular link. It is trivial to see that the least cost path (measured
in terms of number of hops, and which does not consider the sleep latencies
incurred by duty cycling) is v3 → v2 → v1 → v0, thereby incurring a cost of 3
hops and end-to-end delay of 4+8+5=17 units. Conversely, the least delay path
is v3 → v6 → v7 → v4 → v0, thereby incurring a slightly increased cost of 4 hops
and significantly reduced end-to-end delay of 2+6+1+4=13 units. However, the
computation of these two paths (least cost and least delay) requires knowledge
of the global network topology and global duty cycling schedule, which is costly
and therefore impractical, especially in large scale multihop networks.
Based on current literature, existing data aggregation schemes can be classi-
fied as structured or structureless approaches. Figure 5.3 shows that ‘Structured
aggregation’ schemes tend to minimize energy consumption at the expense of
long PoI detection delays, while structureless schemes such as ‘Opportunistic
aggregation’ tend to minimize PoI detection delays at the expense of higher
energy consumption. A good data aggregation scheme is therefore one whose
















Figure 5.3: Energy consumption vs PoI detection delay for different classes of
aggregation schemes.
performance falls within a ‘Good tradeoff region’ between energy consumption
and PoI detection delay. The main focus of this work is thus to introduce a novel
data aggregation scheme that provides good energy-delay tradeoffs, by address-
ing the three key shortcomings of existing protocols as described earlier. The
proposed IQDEA scheme is a distributed data aggregation algorithm for event
driven sensor networks that provides a good balance between energy and delay
efficiency, while taking into account application-layer IQ requirements.
5.3 Preliminaries
In this section, we describe our system model, define the minimum PoI detec-
tion delay DP in an event driven sensor network, and formulate the problem
statement.
5.3.1 System Model
The system model is similar to that described in Chapter 4.3. The network is
represented as a graph G = {V,E}, where V = {v0, v1, ..., vn} is the set of n
sensor nodes and fusion center v0; and E denotes the set of edges. An edge
eij ∈ E represents the existence of a communication link between an arbitrary
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Figure 5.4: Wakeup schedules of v1, v2 and v3 with α1 = 2, α2 = 1 and α3 = 3,
in a cycle with nc = 10 slots.
pair of nodes vi, vj ∈ V when they are both active (awake) at the same time.
IQDEA does not require a specific MAC or routing protocol; it is interoperable
with any (possibly duty cycled) MAC protocol that provides expected end-to-
end delay information from each neighboring node to the fusion center and any
routing protocol that uses a distance-based metric (such as hopcount or ETX).
However, for demonstrability, we describe how IQDEA is integrated with a duty
cycled MAC protocol and a hopcount-based routing protocol.
The duty cycling wakeup schedule adopts a generic asynchronous slot model
similar to that used in X-MAC [58] and A2-MAC (Chapter 3). The cycle is
composed of nc slots, each of which is of length τ . The corresponding cycle
length is given by ncτ . Each slot in the cycle can be an active (listening) slot
or inactive (sleep) slot. The number of active listening slots per cycle that is
associated with each node vi is denoted as αi, where 1 ≤ αi ≤ nc. As such, each
of the nc slots within a cycle has αinc probability of being an active slot. Figure
5.4 illustrates the wakeup schedules of 3 nodes v1, v2 and v3 with α1 = 2, α2 = 1
and α3 = 3 respectively, in a cycle with nc = 10 slots. Note that each node in
the network may have a different active probability.
The probing mechanism in A2-MAC is integrated into the medium access
control operation to guarantee communication between any pair of nodes vi and
vj , as illustrated in Figure 5.5. When a packet arrives at an arbitrary node vi,
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Figure 5.5: Probing mechanism in the asynchronous MAC model.
it wakes up and starts to broadcast small probes P at each subsequent slot to
indicate to any of its awake neighbors that it has data to forward to the fusion
center v0. When a potential forwarder vj in the forwarding set wakes up, it
stays awake for a short period of time (of at least one slot time τ) to receive
any incoming probes. When vj receives a probe from its upstream node vi, it
responds by transmitting a probe acknowledgement AP to vi, after a small delay.
This delay is randomized to minimize collisions when multiple forwarders of vi
are awake at the same time and receive the probe packet. When vi receives AP
from at least one forwarder, it forwards the data packet to it. Upon receipt of
the data packet, vj sends a corresponding data acknowledgement AD. vi resumes
its wakeup schedule after receiving AD from vj , while the latter has to continue
forwarding the packet to its downstream nodes towards the fusion center.
The event detection model in Chapter 4.3 is adopted, whereby hypothesis
H1 denotes presence of the PoI in the sensor network and H0 denotes the cor-
responding absence of the PoI. Sensor observations are i.i.d. at each sensor and
across sensors when conditioned upon the hypothesis Hi, i ∈ {0, 1}.
At periodic sensing intervals, each node vi observes an independent signal yi
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given by:
yi =
 wi if H0 (PoI is absent);f(ri) + wi if H1 (PoI is present), (5.1)
where wi ∼ N (µw, σ2w) is the white Gaussian noise seen by vi that follows a
normal distribution with mean µw and standard deviation σw; ri is the the
distance between vi and the PoI; and f is a function that monotonically decreases
with increasing ri. Recall that one such function is the exponential sensing
model [143] [144] defined by:
f(ri) =
 s0 if ri ≤ ra;s0 · e−δ(ri−ra) otherwise, (5.2)
where ra is the sensing range below which the signal generated by the PoI starts
to undergo attenuation; s0 is the signal strength of the PoI when measured within
a distance of ra from the PoI; and δ is the sensing capacity decay (reflecting the
attenuation of the signal generated by the PoI).
For each observed signal yi, vi makes a per-sample binary decision bi ∈
{0, 1} such that:
bi =
 0 if yi < T ;1 otherwise, (5.3)
where T is the per-sample threshold. The set of activated nodes that detect the
PoI (bi = 1) is denoted as Va ⊂ V .
The optimal fusion rule for fusion center v0 using data from all the activated
nodes when PoI is present is the Likelihood Ratio Test (LRT) [141] [142]:
Λ(B) =
P (b1, b2, ..., b|Va||H1)
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where 0 < p < 1 is the a priori probability P (H1); and B =
⋃
vi∈Va bi is the set
of per-sample binary decisions from all the activated nodes in Va. The targeted
detection and false alarm probabilities are denoted as Pd and Pf respectively.
Based on Sequential Probability Ratio Test (SPRT) [140], data acquisition for
reliable PoI detection can terminate as soon as the cumulative log-likelihood
ratio S0 at v0 satisfies a particular IQ threshold IT = log PdPf , such that:
S0 = log Λ(Bk) = log
∏
bi∈Bk
Λ(bi) ≥ IT , (5.5)
where Bk ⊆ B is the earliest ordered subsequence of data collected from the
activated nodes. The information quality qi provided by each activated node vi
can then be considered as its log-likelihood ratio, such that:
qi = log Λ(bi) = log
P (bi|H1)
P (bi|H0) . (5.6)
5.3.2 PoI Detection Delay with IQ-Awareness
Let ∆i be the aggregation latency that a node vi waits for after the first data
arrival, to allow data (if any) from its upstream nodes to be combined together
before forwarding the aggregated data to fusion center v0.
With the use of SPRT and IQ-awareness, only a subset of the activated nodes
is required to detect the PoI with sufficient reliability and accuracy. We let na be
the number of such subsets of activated nodes whose aggregated IQ meets the IQ
threshold IT , where na is bounded by 2|Va|. Each of these subsets V ai ⊆ Va can
then be uniquely labeled as V a1 , V
a
2 , ..., V
a
na , such that the aggregated information
quality from all the nodes in each subset is greater than the IQ threshold, i.e.∑
vj∈V ai qj ≥ IT ∀1 ≤ i ≤ na. Then, the minimum PoI detection delay Dp is
the time required to get data from all the activated nodes in any of the subsets
V ai ⊆ Va. Obviously, Dp depends on the values of ∆i.
There may be multiple routes to collect data from all the nodes in each
CHAPTER 5. IQDEA 97
subset V ai ; we denote the set of all possible routes for V
a
i as Ri =
⋃
Rji . The
corresponding PoI detection delay incurred by each route Rji is denoted D[R
j
i ].
Then, the minimum PoI detection delay incurred using the subset of activated
nodes V ai is given by:
D[V ai ] = min
Rji∈Ri
D[Rji ]. (5.7)
The minimum PoI detection delay Dp for the entire network is given by the
minimum delay required for any of the subsets V ai ⊆ Va:
Dp = min
V ai ⊆Va
D[V ai ]. (5.8)
5.3.3 Problem Formulation
Suppose we are given a network G = {V,E}; duty cycle of each node vi ∈ V ;
set of activated nodes Va ⊂ V ; IQ contribution qa of each activated node va ∈ Va;
and IQ threshold IT required for reliable and accurate PoI detection. Each link
eij between two arbitrary nodes vi, vj ∈ V is associated with a per-hop delay
that is dependent on the aggregation latency ∆i of the transmitter vi and duty
cycle of the receiver vj . The key objectives of our work are to: (i) dynamically
and distributively construct an IQ-aware aggregation tree in real-time; and (ii)
assign a corresponding aggregation latency ∆i to each node vi in the aggregation
tree, such that the PoI can be detected with an aggregated IQ of at least IT using
the least amount of energy and with the minimum PoI detection delay Dp.
Formally, this is equivalent to finding a minimum delay subset-τ Steiner Tree
(SST)2, which is a Steiner Tree Gτ = {Vτ , Eτ} ⊆ G that spans the fusion center
v0 and all nodes in Vτ ⊆ Va, such that:
• aggregated IQ collected from the activated nodes in Vτ exceeds IT ; and
• using Gτ as the aggregation tree gives the minimum PoI detection delay
among all possible subset-τ Steiner trees that meet the IQ constraint.
2The SST problem is defined earlier in Chapter 4.3.
CHAPTER 5. IQDEA 98
We denote the delay3 between v0 and an arbitrary node vi ∈ Vτ as D[vi]; the
corresponding PoI detection delay using Vτ is given by D[Vτ ] = maxvi∈Vτ D[vi].






qi ≥ IT ; (5.10)
∆i ≥ 0 ∀vi ∈ Vτ ; (5.11)
and
C(eij) = 1 ∀eij ∈ Eτ , (5.12)
where C(eij) denotes the number of times that edge eij has been traversed. The
first constraint (Equation 5.10) specifies the IQ requirement. The second con-
straint (Equation 5.11) specifies the feasible space for aggregation latencies. The
third constraint (Equation 5.12) expresses the goal of minimizing transmissions
and maximizing aggregation efficiency in order to minimize energy consumption.
Note that D[Vτ ] is the minimum PoI detection delay incurred using all possi-
ble aggregation paths that span all the activated nodes in Vτ . The key parameters
to be determined are the set of ∆is.
However, finding such a minimum delay subset-τ Steiner Tree for an event
driven sensor network in real-time is inherently difficult and intractably NP-hard,
for reasons which we detail as follows:
1. Computing the optimal aggregation structure that provides the global min-
imum PoI detection delay DP requires each node to acquire knowledge of:
(i) global network topology; (ii) global duty cycling wakeup schedule; and
(iii) IQ contributions of each activated node.
3Note that if all nodes use the same duty cycle, then this delay is proportional to the path
length.
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2. However, the PoI can occur at any point in time during network lifetime,
and at any location in the monitored terrain. Hence, the set of activated
nodes Va ⊂ V as well as location and individual IQ contribution qa of each
activated node va ∈ Va are not known a priori.
3. Acquiring this information in real-time incurs excessive overhead, which
can have detrimental impact on resource-constrained sensor networks.
4. The number of sets of activated nodes V ai ⊆ Va whose aggregated informa-
tion quality satisfies the IQ threshold IT is in the order of na = O(2|Va|).
For each of these na subsets, there exists multiple possible aggregation
paths to the fusion center. Subsequently, it is non-trivial to construct the
optimal minimum delay subset-τ Steiner Tree that provides both minimum
PoI detection delay and minimum energy consumption, in a distributed and
efficient manner in real-time.
In the next section, we detail IQDEA - an Information Quality aware Delay
Efficient Aggregation scheme that provides an efficient and distributed method-
ology to construct IQ-aware aggregation trees that incur small PoI detection
delays and low transmission costs in real-time.
5.4 Methodology
In an event driven sensor network, data arrival takes place due to: (i) data
generation resulting from PoI detection (i.e. vi ∈ Va); or (ii) data reception from
one or more upstream node(s). Upon data arrival, vi must decide on:
aggregation latency ∆i: Computed upon the first data arrival, this is the
length of time to wait for potential data to arrive from upstream node(s),
so that data may be aggregated before being forwarded to the fusion center
via the downstream node.
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forwarding decision fi: Computed when vi is ready to forward data towards
the fusion center, this is the downstream node that vi selects to transmit
its aggregated data to.
This section describes how IQDEA selects the aggregation latency and for-
warder of each node to achieve good energy-delay tradeoffs, while satisfying
information quality constraints at fusion center v0.
5.4.1 Aggregation Latency
Computing Aggregation Latency
The aggregation latency ∆i is determined with respect to the first data arrival
at vi. If another data packet arrives at vi when its data buffer is not empty,
aggregation takes place and ∆i need not be recomputed.
We make the following observations which are useful in the choice of aggre-
gation latency:
O1: To prevent routing loops and minimize path length, data typically flows
unidirectionally from a node with larger routing metric towards a node
with lower routing metric.
O2: As the PoI location is not known a priori, existing structured aggregation
schemes compute the aggregation latency of each node based on the worst
case scenario (that data is required from all nodes in the network for PoI
detection and the maximum per-hop delay is incurred at each hop), leading
to substantially longer PoI detection delays.
O3: Aggregation schemes without IQ-awareness assume that all activated nodes
in the network are required for PoI detection, thereby incurring higher en-
ergy expenditure and possibly longer PoI detection delays than necessary.
O4: Per-node IQ of a node generally decreases with increasing distance from
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PoI4.
Based on each of these observations, we draw the corresponding inferences:
I1: Aggregation opportunities can be maximized (hence reducing energy con-
sumption) if aggregation latency decreases linearly with the routing metric
of the node. This allows data from node vi with larger routing metric to
be aggregated at node vj with smaller routing metric, before vj forwards
data to v0.
I2: To reduce PoI detection delay, the aggregation latency of each node should
not be computed solely based on its location and network diameter.
I3: The optimal aggregation latency of each node is the minimum delay required
to obtain data from its activated (direct and indirect) upstream nodes from
a subset of the data collection tree (i.e. minimum delay subset-τ Steiner
Tree), and not all the activated nodes in the network. However, nodes that
are in this tree are not known a priori, and obtaining such knowledge in
real-time incurs excessive communication overheads.
I4: Aggregation latency cannot be computed based on IQ alone, as per-node IQ
generally decreases in a concentric circles centered around the PoI, instead
of a monotonic path towards v0.
We first consider two aggregation latency functions, viz. linear-based5 L(h)→
R and exponential-based E(h) → R, as illustrated in Figure 5.6. With the use
of L(h), each node along the aggregation tree waits for the maximum amount
of time to maximize aggregation opportunities. The difference between L(h)
and E(h), i.e. L(h) − E(h), provides an approximation of the reduction in ag-
gregation latency (and corresponding PoI detection delay) when E(h) is used
4Although this may not be true for all sensing models, typical physical sensing modalities
such as noise, pressure and visual light follow the exponential sensing model which exhibit such
characteristics.
5The linear-based function L(h) is commonly used in many data aggregation schemes.
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Figure 5.6: Effect of Using Different Aggregation Latency Functions.
in place of L(h). Hence, L(h) − E(h) should be maximized to achieve greater
reductions in aggregation latency and PoI detection delay, and a function of the
form E(h) = e−h would seem appropriate.
However, data aggregation can take place only if there is a minimum dif-
ference in aggregation latency between two nodes whose routing metrics differ
by some amount - say δ. For an arbitrary value of h in Figure 5.6, the dif-
ference in aggregation latency L(h) − L(h + δ) is a constant that is chosen to
ensure that maximal aggregation opportunities take place. With the use of
exponential-based aggregation function E(h), the aggregation latency difference
E(h) − E(h + δ) varies according to the value of h that is used. With large
values of h, E(h) − E(h + δ) becomes very small and may not be sufficiently
long for data aggregation to take place successfully. For example, dj > dk in
Figure 5.6. Thus, using an exponential-based E(h) as an aggregation function
may not achieve both energy and delay efficiency in data aggregation. This is
particularly true when the PoI is further away from the fusion center.
We now describe the intuition behind the aggregation latency used in IQDEA,
which is based on observations O1−O4 and inferences I1−I4, from which we note
that a good heuristic (Heuristic Hgood6) to approximate near-optimal energy-
6Hgood is optimal if data from all activated nodes are required at the fusion center.
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Figure 5.7: Illustration of the delays incurred by a structured aggregation tree.
delay tradeoff is to: (i) initiate data aggregation from the activated node with
largest routing metric hamax; and (ii) stagger the aggregation latency of each
node according to its routing metric, such that the (furthest) activated node
with metric hamax has an aggregation latency of 0, and each intermediate node vj
(with metric hj < hamax) involved in the forwarding process has an aggregation
latency of (hamax − hj) ·∆max.
Based on Heuristic Hgood, activated nodes v5 and v6 which have the largest
routing metric in Figure 5.7(a) should transmit at the start time of the cycle
t0. As illustrated in Figure 5.7(b), v1 and v2 (which are closer to fusion center
v0) should transmit at time t0 + ∆max after aggregating data from v5 and v6
respectively. Thus, v0 is able to receive data from the activated nodes after a
delay of 2∆max and a total of 4 transmissions.
We now consider Hgood in a generalized network setting. Suppose the follow-
ing information is known:
hamax: maximum routing metric of any activated node; and
ha∆: maximum difference in routing metric between any two activated nodes in
the network.
As illustrated in Figure 5.8, an activated node vi with routing metric hi =


























Figure 5.8: Aggregation latency using Heuristic Hgood.
hamax− j should then have an aggregation latency of ∆i = (ha∆− j) ·∆max, where
∆max is the maximum per-hop delay.
A key property that can be observed from the aggregation latency derived in
Hgood is that it is bounded by ha∆ ·∆max. This can be justified as follows: Since
the maximum difference in routing metric between any two activated nodes is
ha∆, it is not necessary for any node to have an aggregation latency beyond this
threshold.
However, we note that Hgood is:
• not delay-energy optimal as it acquires data from all activated nodes; and
• not practical as the location(s) of node(s) with the largest routing metric
is not known a priori.
The following describes how IQDEA applies the bounded aggregation latency in
Hgood in a realistic network setting whereby activated nodes in an event driven
sensor network are not known in advance.
We assume that each node vi has knowledge of the IQ threshold IT ; per-
sample threshold T ; monotonic sensing model f(ri) which affects signal yi re-
ceived at vi; routing metric hi of vi; and maximum value of the routing metric
hmax in the network.
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When the PoI occurs, an activated node vi ∈ Va can compute its IQ contri-
bution qi = log Λ(bi), according to Equation 5.6. It then estimates the maximum
distance E[rmax] of any activated node from the PoI as follows:
E[rmax] = f−1(T − wi), (5.13)
where f−1 is the inverse function of the monotonic sensing model; and wi ∼
N (µw, σ2w) is Gaussian noise with mean µw and standard deviation σw.
We denote the minimum and maximum values of the routing metric of an
activated node as hamin and h
a
max respectively. The next step is to estimate the
maximum difference in routing metric between any two activated nodes based
on the sensing model f(ri) in Equation 5.2 and estimated maximum distance
E[rmax] of any activated node from the PoI in Equation 5.13. In general, we
require a distance-based routing metric, such as hopcount, ETX or physical
distance (geographical routing). In the case of ETX, good links with high packet
reception ratios (PRRs) are preferred. If the selected links have high PRRs of
at least 0.9, ETX can be considered to be a close approximation of hopcount.
For simplicity, we assume that the routing metric used by IQDEA is hopcount.
Taking average transmission range to be r, the expected normalized progress per
hop pˆ can be estimated as [147]:







where N is average number of nodes in a transmission region. Figure 5.9 illus-
trates how the expected normalized progress per hop varies with N .
The expected maximum difference in hopcount ha∆ between any two activated
nodes can then be approximated by:
ha∆ = E[h
a
max − hamin] ≈ d
2 · E[rmax]
pˆ · r e, (5.15)























Figure 5.9: Expected normalized progress per hop as a function of number of




























Figure 5.10: Aggregation latency as a function of routing metric h (with maxi-
mum per-hop delay ∆max = 1).
where r is the transmission range.
The aggregation latency ∆i of each activated node vi ∈ Va (normalized to
the time of PoI occurrence) is then defined as:
∆i = [(hmax − hi) mod (ha∆ + 1)] ·∆max. (5.16)
Recall that ∆max is the expected maximum per-hop delay incurred by any node
in the network.
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Figure 5.10 illustrates how the aggregation latency of each activated node
varies according to its routing metric h for different values of ha∆. As compared
to the linear-based function L(h) shown in Figure 5.6, we can observe that:
• difference in aggregation latency incurred by L(h) and IQDEA is substan-
tial, particularly for small values of h - thus demonstrating that IQDEA
can significantly reduce the latencies incurred by L(h);
• difference in aggregation latency between two nodes with routing metrics
h and h + 1 is a constant7 - thereby enabling sufficient time for data ag-
gregation and hence improving energy efficiency in IQDEA; and
• good latency performance is achieved across all PoI locations.
In order to minimize collisions resulting from concurrent transmissions by
nodes with the same routing metric and to give higher priority to nodes (of the
same metric) with higher information quality, the aggregation latency of vi is
incremented by a factor of its IQ qi, such that:
∆i = [(hmax − hi) mod (ha∆ + 1) + k ·
qmax − qi
qmax − qmin ] ·∆max, (5.17)
where 0 < k < 1 is the weight allocated to IQ prioritization; qmin is the minimum
IQ that is obtainable in the activated region; and qmax is the maximum IQ that
is obtainable in the activated region.










7h ∈ Z+ and h 6= m · (ha∆ + 1) where m ∈ Z+.
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where Q(x) is the Gaussian Q-function of a standard normal distribution. Note
that Q( Tiσw ) is equivalent to the per-sample probability of false alarm of vi.
We denote the aggregated IQ at vi as Qi. Then, the aggregation latency ∆i
to be computed at an arbitrary node vi with hopcount hi in the network can be
summarized as follows:
∆i =
 0 if Qi ≥ IT or qi = 0;[(hmax − hi) mod (ha∆ + 1) + k · qmax−qiqmax−qmin ] ·∆max otherwise. (5.20)
Based on Equation 5.20, aggregation latency is not incurred when: (i) suf-
ficient data has been aggregated at vi; or (ii) vi is not an activated node. This
allows data to be forwarded towards fusion center v0 quickly when the PoI can be
detected reliably based on existing aggregated data (i.e. Qi ≥ IT ), thus reducing
PoI detection delay at v0. On the other hand, when data is being forwarded by
a non-activated node (i.e. qi = 0), it is likely that the aggregated data is no
longer within the activated region. Consequently, it is unlikely for aggregation
opportunities and IQ contributions to arrive from upstream nodes within the
next aggregation cycle, and existing aggregated data should be forwarded to v0
as soon as possible to minimize PoI detection delay.
The effectiveness of the given aggregation scheme requires knowledge of the
maximum difference in routing metric (or hopcount) ha∆ between any two acti-
vated nodes, which cannot be obtained a priori but has to be estimated. We
show in our performance evaluation that the algorithm is robust and good per-
formance can be obtained even if there exists some errors in the estimation.
Delay Bounds
In this section, we present performance bounds for PoI delay detection. We can
view the monitored terrain as a series of concentric circles centered at v0 (Figure
5.11), each of radius (ha∆+1) smaller than its adjacent larger (outer) circle. The
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Figure 5.11: Network is divided into concentric circles centered at the fusion
center v0. The radius of each circle differs from its adjacent circle by ha∆.
number of such concentric circles is given by nr = d hmaxha∆+1e; each concentric circle
can then be uniquely labeled as C1, C2, ..., Cnr . The hopcounts of nodes within
each circle Ci (1 ≤ i ≤ nr) is lower bounded by:
h(CLi ) = max(0, hmax − (nr − i+ 1)(ha∆ + 1) + 1); (5.21)
and upper bounded by:
h(CUi ) = hmax − (nr − i)(ha∆ + 1). (5.22)
We now consider an arbitrary concentric circle Ci. Suppose the PoI occurs
within the concentric circle Ci, such that the hopcounts of the activated nodes
span between h(CLi ) and h(C
U
i ). The aggregation latency of each node within
Ci is then staggered according to its hopcount - such that node vj with hopcount
hj = h(CUi ) has the least aggregation latency ∆j = 0 and node vk with hopcount
hk = h(CLi ) has the largest aggregation latency ∆k = h
a
max ·∆max. This is equiv-
alent to the aggregation latency function as defined in Equation 5.16. It is trivial
to see that when all the activated nodes fall within a single concentric circle, this
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aggregation latency model is similar to Heuristic Hgood that approximates the
near-optimal energy-delay tradeoff.
In realistic scenarios, the PoI can occur at any location in the network; thus,
the activated nodes in the network may span across more than a single concen-
tric circle. As the expected maximum difference in hopcount between any two
activated nodes is ha∆ and the radii of adjacent concentric circles differ by h
a
∆+1,
the maximum number of concentric circles spanned by the activated nodes is at
most 2 according to Lemma 4. The corresponding maximum penalty in terms
of additional aggregation latency incurred as compared to Hgood is therefore
bounded by ha∆ ·∆max, based on Lemma 5.
Lemma 4. Let the expected maximum difference in hopcount between any two
activated nodes be ha∆. The radii of adjacent concentric circles differ by h
a
∆ + 1.
Then, regardless of the location of the PoI, the maximum number of concentric
circles spanned by activated nodes is 2.
Proof. We prove Lemma 4 by contradiction. Suppose the number of concentric
circles spanned by activated nodes is more than 2. Then, the maximum difference
in hopcounts between any two activated nodes is at least ha∆ + 1 + 1 = h
a
∆ + 2,
which is greater than the expected maximum difference in hopcounts ha∆.
Lemma 5. The maximum penalty in terms of additional aggregation latency
incurred as compared to Hgood is bounded by ha∆ ·∆max.
Proof. A penalty in aggregation latency is incurred when the minimum hopcount
hamin of an activated node does not fall on the lower bound of the concentric
circle in which it lies in, i.e., (hmax − hamin) mod (ha∆ + 1) < ha∆. This causes
the activated nodes to span two concentric circles. The additional aggregation
latency incurred is the time taken to transmit the aggregated data from the
node with lowest hopcount in the outer concentric circle to the activated node
with the minimum hopcount (in the inner concentric circle), which is bounded
by ha∆ ·∆max as the radii difference of each circle is ha∆ + 1.
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Based on observations O3 − O4 and inferences I3 − I4, (i) utilization of in-
formation quality awareness in data aggregation schemes eliminates the need
for data to be collected from all the activated nodes in the network; and (ii)
priority in transmissions should therefore be given to nodes which have higher
IQ. Data from activated nodes are suppressed when sufficient data has been col-
lected for reliable and accurate PoI detection at fusion center. As such, even if
the activated nodes in the network span across two concentric circles, penalties
in aggregation latency may not be incurred if sufficient data for PoI detection
has been collected within the inner circle.
Baseline Comparison
We now present a simple comparison of the PoI detection delays incurred by the
three aggregation schemes - structured aggregation, structureless (opportunis-
tic) aggregation and IQDEA - based on their corresponding aggregation latency
functions. The PoI detection delay comprises of: (i) aggregation latency from
the furthest activated node (with hopcount hamax) to the nearest activated node
(with hopcount hamin); and (ii) forwarding latency from the nearest activated
node to the fusion center.
In structured aggregation schemes (denoted as AggTree), the maximum ag-
gregation latency is incurred by the activated node that is nearest to the fusion
center. The PoI detection latency incurred is given by:
Dp(AggTree) = (hmax − hamin) ·∆max + hamin ·∆max
= hmax ·∆max. (5.23)
Structureless (opportunistic) aggregation schemes do not incur any aggrega-
tion latencies. The PoI detection delay incurred by these schemes is bounded by
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Figure 5.12: PoI detection delay Dp under different aggregation schemes (with
network diameter hmax = 30 and maximum per-hop delay ∆max = 1).
the forwarding latency required to collect data from all the activated nodes:
Dp(OppAgg) ≤ 0 + max
vi∈Va
(hi ·∆max)
≤ hamax ·∆max. (5.24)
Finally in IQDEA, the PoI detection delay is bounded by the total time taken
to aggregate data from all the activated nodes in the network. Note that the
actual detection delay is typically less due to IQ-awareness in IQDEA, whereby
the PoI can be detected as soon as sufficient data been acquired.
Dp(IQDEA) ≤ [(hmax − hamax) mod (ha∆ + 1) + hamax] ·∆max. (5.25)
Figure 5.12 compares the PoI detection delay Dp incurred by various aggre-
gation schemes, when the hopcount of the furthest activated node hamax increases.
Note that OppAgg* and IQDEA* indicate the upper bounds of the detection
delays using these two aggregation schemes.
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5.4.2 Forwarder Selection
When aggregation latency ∆i = 0 at vi, it is ready to forward data to the
fusion center v0 through one of its downstream nodes. The forwarding decision
fi determines the downstream node that vi will transmit to, and is based on:
(i) expected end-to-end delay from vi to v0 via each downstream node; and (ii)
aggregation opportunities at each downstream node.
Recall that the set of one-hop neighbors of vi is denoted as Ni, and the
corresponding set of potential forwarders of vi is denoted as Fi ⊆ Ni, where
hj < hi ∀vj ∈ Fi. The aggregated IQ at vj ∈ Fi is denoted as Qj ≥ 0. The
expected minimum delay of vi to v0 via vj ∈ Fi is denoted as E[di(j)] and the
corresponding expected minimum delay of vi to v0 is denoted as E[di].
We now describe how E[di(j)] and E[di] are computed. During network
initialization, E[di(j)] = ∞ and E[di] = ∞ ∀vi ∈ V, vj ∈ Fi. The fusion center
v0 then updates E[d0] = 0 and broadcasts this value to its neighbors.
Upon receiving an update E[dj ] from vj ∈ Fi, vi updates E[di(j)] and E[di]
as follows:





where E[si(j)] is the expected sleep latency incurred by vi when transmitting
to vj . Here, it should be noted that no sleep latency is incurred when: (i) the
network is always-on (without duty cycling), i.e. E[si(j)] = 0 ∀vi, vj ∈ V ; or
(ii) transmitting to the fusion center v0 (which is assumed to be always-on), i.e.
E[si(0)] = 0 ∀vi ∈ V . In addition, the instantaneous expected sleep latency
E[s′i(j)] = 0 if the receiving node vj is currently awake. For an asynchronous
duty cycled MAC protocol such as that used in IQDEA, the expected sleep
latency experienced by vi when transmitting to vj is dependent on the duty
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Algorithm 5 Computing minimum expected delay E[di].
1: Input: G = {V,E}; αi ∀vi ∈ V
2: Variable: expected delay from vi to v0 through vj E[di(j)] =∞; expected
delay from vi to v0 E[di] =∞ ∀vi ∈ V, vj ∈ Fi
3: Output: E[di(j)], E[di]
4: v0 updates and broadcasts E[d0] = 0
5: while vi receives E[dj ] from vj ∈ Fi do
6: E[di(j)] = E[dj ] +
τ(nc−αj)
αj
7: E[di] = min
vj∈Fi
E[di(j)]













active probability of the receiving node vj as defined earlier in Chapter 5.3.1.
The value of E[di] is broadcasted by vi to its neighbors if it is updated.
Eventually, E[di] ∀vi ∈ V converges after hmax iterations, where hmax is the
network diameter. Algorithm 5 summarizes the procedure used by each node to
compute its minimum expected delay E[di].
Observe that E[di] and E[di(j)] remain the same if duty cycles of nodes
along the paths remain the same. However, the instantaneous value of di(j)
and hence di changes whenever: (i) a downstream node vj ∈ Fi wakes up;
and/or (ii) an intermediate forwarding node along any of the possible paths
from vj ∈ Fi to v0 wakes up. However, it is both costly and impractical to
update E[di(j)] and E[di] whenever any of these changes occur, especially when
the network is dense and/or network diameter is large. To reduce overheads, the
instantaneous expected delay E[d′i(j)] from vi to v0 through vj is updated
to be E[d′i(j)] = E[dj ] only when: (i) vi is ready to forward data to v0; and (ii)
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vj ∈ Fi wakes up8.
Node vi then makes the forwarding decision fi = vj ∈ Fi if any one of the
following conditions is satisfied:
C1: There exists aggregated data at vj , and it is the only potential forwarding
node that is currently awake.
C2: Among all the potential forwarding nodes that are currently awake, the
aggregated data at vj has the highest aggregated information quality.
C3: There is no aggregated data at vj . However, vj is currently awake and
has the least instantaneous expected delay towards the fusion center as
compared to all the other forwarding nodes.
These conditions can be summarized in mathematical notations as follows:
C1: Qj > 0, ∆′sij = 0 and ∆′
s
ik > 0 ∀vj , vk ∈ Fi.




ik = 0 ∀vj , vk ∈ Fi.
C3: Qj = 0, ∆′sij = 0, E[d′i(j)] ≤ E[d′i(k)] ∀vj , vk ∈ Fi.
If vj is not selected as a forwarding node in the current time slot and there are
no other awake forwarders, then vi will continue waiting for another forwarder
to be awake in the subsequent time slots.
5.5 Performance Evaluation
We consider the routing metric of each node to be its hopcount from fusion center
v0 and evaluate the performance of the following data aggregation schemes on
GloMoSim [121]:
1. AggTree: Structured aggregation tree whereby each node vi waits for ag-
gregation latency ∆i that is inversely proportional to its hopcount. This
8The instantaneous sleep latency ∆′sij = 0 as there is no sleep latency incurred by vi
when vj is awake.
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scheme is expected to provide highest energy efficiency in terms of trans-
mission and longest PoI detection delay.
2. OppAgg: Structureless aggregation scheme whereby each node vi forwards
data towards fusion center immediately upon data arrival (i.e. ∆i = 0).
The scheme is expected to provide earliest PoI detection and most number
of transmissions.
3. IQDEA: Aggregation scheme that provides fast PoI detection and uses
IQ-awareness to terminate data acquisition when sufficient data has been
acquired at fusion center. Aggregation delay at each node vi is computed
based on its hopcount hi, estimated maximum hopcount difference ha∆ be-
tween activated nodes and network diameter hmax. This scheme is expected
to provide good energy-delay tradeoffs.
4. IQDEA*: Aggregation scheme that is similar in operations to IQDEA,
with the following differences: (i) ha∆ is accurately estimated; and (ii) data
from all activated nodes is collected at fusion center.
The fusion center v0 is located near the bottom left hand corner of the ter-
rain of size {600m× 600m}. Sensor nodes are uniform-randomly distributed in
the network. The transmission range (as well as sensing range) of each node is
60 meters, and performance results are averaged over 50 seed runs. The adap-
tive and anycast algorithms of A2-MAC in Chapter 3 are used for duty cycle
assignment and medium access control. Table 5.1 summarizes the simulation
parameters used in the performance evaluation.
5.5.1 Varying Distance between PoI (Event) and Fusion Center
The distance between the PoI and v0 in a network with 350 sensor nodes and
average node degree of 10 neighbors is varied in Figure 5.13. The x/y coordinates
of the PoI is increased from 250 meters to 450 meters9. The network diameter
9A distance of 250m to the PoI implies that the PoI is located at {250m× 250m}.
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Table 5.1: Simulation Parameters
Parameter Value
Terrain size {600m× 600m}
Network density 350 to 950 nodes
Transmission range 60 meters
Minimum active probability αinc 0.01 (1 %)
MAC slot length τ 20 ms
Sensing interval 5 seconds
Signal strength s0 (measured within distance ra) 12.0
Minimum sensing range for signal attenuation ra 15.0
Sensing capacity decay δ 0.02 to 0.05
Per-sample false alarm probability p0 0.35
Targeted detection probability Pd 0.99
Targeted false alarm probability Pf 0.001 to 0.05
is approximately 18 hops. The minimum and maximum hopcounts (denoted as
min. activated and max. activated respectively) of the activated region increase
correspondingly as illustrated in Figure 5.13(a). The actual maximum difference
(denoted as actual difference) and estimated maximum difference using Equation
5.15 (denoted as est. difference) remain constant as the diameter of the activated
region does not vary with increasing distance between PoI and v010.
The total cost (measured as total number of data transmissions) in Figure
5.13(b) increases with increasing distance between the PoI and v0, due to the
larger number of hops that data has to travel before reaching v0. As data is max-
imally aggregated at each hop before transmission in AggTree, it incurs the least
cost among all the aggregation schemes. In contrast, data aggregation occurs
only opportunistically in OppAgg, leading to multiple forwarding paths between
the activated region and v0, and subsequently higher cost. By adapting the
aggregation latency of nodes according to the (actual/estimated) hopcount dif-
ference between activated nodes, both IQDEA* and IQDEA incur less cost than
10The actual and estimated maximum differences in hopcounts of activated nodes are used
in the computation of aggregation latencies of each node in IQDEA* and IQDEA respectively.
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Figure 5.13: Performance with increasing distance from PoI (event).
OppAgg. However, as up to two forwarding phases may be necessary in IQDEA*
and IQDEA, they incur higher cost than AggTree. Furthermore, IQDEA can
achieve better cost savings than IQDEA* as data acquisition terminates as soon
as sufficient data has been collected for reliable PoI detection11.
The aggregation latency of each node in AggTree is primarily dependent on
its hopcount, network diameter and maximum per-hop delay. Consequently, its
last packet delay (time taken for the last packet to reach fusion center) and
detection delay (time taken for fusion center to detect PoI) in Figures 5.13(c)
and 5.13(d) respectively, remain consistent despite the increasing distance of the
PoI from the fusion center. As OppAgg does not incur any aggregation latency,
its last packet delay and detection delay increase in proportion to the distance.
The aggregation latency model used by IQDEA* and IQDEA is independent
11An average of 67% of the IQ from all the activated nodes is collected in IQDEA.
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of absolute PoI location and network diameter; this results in significant delay
savings as compared to aggDelay. Although IQDEA incurs some errors in its
estimate of the maximum hopcount difference within the activated region, it can
achieve comparable detection delay performance to IQDEA*.
5.5.2 Varying Network Density
Figure 5.14 studies the performance of the protocols as the network density is
varied from 350 nodes to 950 nodes, yielding an average node degree from 10
to 27 neighbors as shown in Figure 5.14(a). As network density increases, the
spatial distance between nodes decrease, leading to an increase in number of
activated nodes in Figure 5.14(b). The PoI is located at {350m, 350m} in the
monitored terrain, such that the minimum and maximum activated hopcounts
are approximately 8 hops and 11 hops respectively in Figure 5.14(c).
As the number of activated nodes increases in proportion to network density,
the total cost incurred by all the protocols increase correspondingly in Figure
5.14(d), with OppAgg bounding the upper limit due to its opportunistic nature
in data aggregation. When data is collected from all the activated nodes in the
network, AggTree incurs the least cost as it maximizes aggregation opportunities
at each hop along the forwarding path. Through exploitation of IQ awareness
to suppress data when sufficient IQ has been acquired for reliable PoI detection,
IQDEA is able to incur less cost than AggTree. The ratio of the IQ that is
aggregated at the fusion center using IQDEA to total IQ generated at all the
activated nodes decreases with increasing network density in Figure 5.14(e).
As the location of the PoI is static, the detection delay for all the aggregation
schemes remain largely consistent in Figure 5.14(f), with AggTree and OppAgg
bounding the upper and lower limits due to maximal and minimal aggregation
opportunities respectively. Both IQDEA* and IQDEA are able to achieve low
detection delays using bounded aggregation latencies at each node.


































































































Figure 5.14: Performance with increasing network density.
5.5.3 Varying Decay Factor δ
We vary the size of the activated region by increasing the decay factor δ of the
sensing model in Equation 5.2 from 0.02 to 0.05 in Figure 5.15. There are 350
sensor nodes in the network and the PoI is statically located at {350m, 350m}
in the terrain. As δ increases, the number of activated nodes and hopcount
difference in the activated region decrease correspondingly in Figures 5.15(a)





































































Figure 5.15: Performance with increasing decay factor.
and 5.15(b) respectively.
Due to the reduction in number of activated nodes as δ increases, the total
cost incurred by all the aggregation schemes decrease in Figure 5.15(c). Op-
pAgg incurs the greatest cost as data is forwarded with minimal aggregation,
while AggTree incurs the least cost as data is maximally aggregated at each
hop towards the fusion center. IQDEA* and IQDEA reduce cost by aggregating
data from nodes within each concentric circle before forwarding the aggregated
data to the fusion center. The information quality awareness in IQDEA enables
nodes to suppress data when sufficient data has been aggregated for reliable PoI
detection, thereby further reducing the cost incurred by IQDEA*.
Due to the reduction in number of activated nodes and reduction in hopcount
difference of activated nodes as δ increases, more nodes that are further away
from the fusion center are required for PoI detection. This leads to slight in-
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crease in detection delays of OppAgg, IQDEA* and IQDEA, which do not have
rigid structures for data aggregation. However, the detection delay of AggTree
remains somewhat constant despite the increase in δ in Figure 5.15(d), as its
aggregation latency is independent of the characteristics of the activated region.
5.5.4 Varying Information Quality Threshold IT
The IQ threshold IT has an impact on the amount of data that is required for
reliable PoI detection at the fusion center. Recall that that IT is dependent on
the targeted detection Pd and false alarm Pf probabilities. In Figure 5.16, we
vary Pf from 0.1% to 5% in order to vary the IQ threshold for PoI detection.
Figure 5.16(a) illustrates how the IQ threshold IT decreases with increasing
values of Pf . There are 350 nodes in the network and the PoI is located at
{350m, 350m} in the terrain.
Due to the static location of the PoI, the minimum and maximum hopcounts
of activated nodes, as well as the maximum hopcount difference, remain con-
stant with increasing values of Pf in Figure 5.16(b). As AggTree, OppAgg and
IQDEA* acquire data from all the activated nodes in the network, the total costs
incurred by these aggregation schemes in Figure 5.16(c) do not vary significantly
with increasing Pf . In IQDEA, data acquisition terminates as soon as sufficient
data has been collected for PoI detection. Subsequently, less data is required
and total cost can be reduced by approximately 60% (from 92 to 38 transmis-
sions) when Pf increases from 0.01% to 5%. There is only slight variation in the
detection delays of the aggregation schemes as Pf increases in Figure 5.16(d)
as the PoI is statically located and maximum hopcount difference between the
activated nodes is very small.
5.5.5 Varying Errors in Hopcount Difference Estimation
We observe that the estimation of maximum hopcount difference ha∆ in the ac-
tivated region computed using Equation 5.15 and used in IQDEA is often a
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Figure 5.16: Performance with increasing targeted false alarm probability Pf .
deviation of the actual maximum hopcount difference. Figure 5.17 studies the
performance of IQDEA as the error deviation σ of this maximum hopcount es-
timation12 increases from 0 to 3. The network density is 350 nodes and the PoI
is located at {350m, 350m} in the terrain. The decay factor δ in Equation 5.2
- which influences the size of the activated region - is also varied; we present
results of δ = {0.02, 0.03}.
Figures 5.17(a) and 5.17(b) illustrate the minimum and maximum hopcounts
of the activated regions with δ = 0.02 and δ = 0.03 respectively. With a smaller
decay factor of δ = 0.02, a larger region of the terrain is activated, leading to
a larger average hopcount difference of 8 hops and approximately 100 activated
nodes; the average hopcount difference when δ = 0.03 is 5.4 hops with approxi-
mately 50 activated nodes.
12Note that each node may estimate the maximum hopcount difference with a different
absolute error.













































































































(f) Detection delay (δ = 0.03).
Figure 5.17: Performance with increasing error standard deviation.
As error deviation σ increases, the variance in hopcount difference estima-
tions of each node increases. The aggregation latency within each concentric
circle in IQDEA may no longer decrease with increasing distance from the fu-
sion center. This reduces aggregation opportunities in IQDEA, leading to in-
creased transmission costs in Figures 5.17(c) and 5.17(d). Although IQDEA*
uses accurate hopcount difference in the computation of aggregation latency at
each node, it incurs higher costs than IQDEA as the latter terminates data ac-
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quisition when sufficient data has been collected for PoI detection. A smaller
percentage increase of approximately 15% in cost as σ increases from 0 to 3 is
observed with δ = 0.02 as compared to the approximately 35% increase in cost
with δ = 0.03, as: (i) ratio of error deviation to actual hopcount difference is
smaller with δ = 0.02; and (ii) presence of greater number of activated nodes
when δ = 0.02 reduces the impact of errors in hopcount estimations as data from
only a small proportion of activated are required at the fusion center.
The detection delays of the various aggregation schemes with varying σ values
are presented in Figures 5.17(e) and 5.17(f). The increasing deviation of errors in
maximum hopcount difference estimations lead to increase in detection delays of
up to 70% and 50% with δ = 0.02 and δ = 0.03 respectively, when σ = 3. Despite
this increase, IQDEA generally incurs less than 50% of the delays incurred by
AggTree, thus exhibiting robustness to errors in the estimates.
5.6 Summary
This chapter presents and evaluates IQDEA - an Information Quality aware
Delay Efficient Aggregation scheme for energy constrained wireless sensor net-
works that are deployed for PoI detection. Existing energy efficient schemes that
perform data aggregation to minimize transmission costs tend to incur extremely
long detection latencies due to lack of knowledge of a priori PoI location.
In IQDEA, a novel function is proposed to compute the aggregation latency
of each node based on the estimated maximum hopcount difference of the ac-
tivated region; this eliminates the dependency of the aggregation latency on
network diameter and absolute PoI location. Coupled with IQ-awareness to ter-
minate data acquisition as soon as sufficient data has been collected for accurate
and reliable PoI detection, IQDEA achieves a good tradeoff between energy and
delay efficiency while satisfying IQ constraints. Through simulations, we vali-
date that IQDEA incurs significantly less energy cost and detection delay than
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opportunistic aggregation tree and structured aggregation tree respectively.
Chapter 6
Conclusion
In this chapter, we summarize the key research contributions and insights of this
dissertation, followed by discussions on open issues and future work.
6.1 Key Research Contributions
One of the primary factors that inhibit the successful deployment of Wireless
Sensor Networks is the severe energy constraints faced by the tiny computing
and sensing devices which form the building blocks of these networks. Although
sensor network applications are expected to have a lifetime of several years,
commonly used sensor motes (from the Crossbow family) are powered by AA
batteries, which severely limits their energy sources.
Among the various operations through which energy is expended in a sen-
sor network, the bulk of energy expenditure is consumed by inter-nodal com-
munications. We have identified the shortcomings of existing energy efficient
communication protocols in Chapter 2, and provided suggestions on how they
can be improved upon, via techniques such as: (i) leveraging on sensor network
characteristics; (ii) incorporating IQ-awareness; (iii) incorporating cross-layer
interactions; and (iv) adapting to network characteristics.
This dissertation therefore focuses on the design and development of commu-
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nication protocols in energy constrained networks, in order to maximize energy
efficiency and hence prolong network lifetime, without overly compromising on
other performance metrics that are of interest to the application. Our main
contributions are three novel energy efficient communication protocols that ad-
dress the caveats of existing protocols and achieve good energy delay tradeoffs
in energy constrained networks: (i) A2-MAC [33] - Adaptive, Anycast MAC
protocol; (ii) IQAR [34] - Information Quality Aware Routing protocol; and
(iii) IQDEA - Information Quality aware Delay Efficient Aggregation scheme.
6.1.1 A2-MAC
A2-MAC is an asynchronous and adaptive Medium Access Control (MAC) proto-
col that aims to arbitrate access to energy constrained nodes in a shared wireless
medium, in an energy efficient and delay efficient manner. It utilizes: (i) random
wakeup schedules; (ii) adaptive duty cycles; and (iii) adaptive anycast forwarder
selection.
In large scale sensor networks that may span multiple hops, it is costly and
impractical to provide fine-grained time synchronization to all the nodes. With
the use of random wakeup schedules, each node can independently and randomly
select its wakeup schedule without coordination and time synchronization.
Existing MAC protocols typically assign the same (high) duty cycle to each
node in the network; thus, all nodes will fail from energy drain at about the same
time, resulting in premature termination of the usefulness of the network. A2-
MAC allows each node to adopt a different duty cycle based on its local network
topology. As sensor networks are typically densely deployed with sufficient node
redundancy, this enables the network to fail gracefully over time although some
nodes may fail earlier than the rest of the network.
With duty cycling, long sleep latencies may be incurred in waiting for a po-
tential forwarding node to wake up. Through adaptive anycast selection of for-
warding nodes, A2-MAC can significantly reduce end-to-end delays and provide
CHAPTER 6. CONCLUSION 129
robustness to intermittent connectivity which is inherent of wireless networks.
Our performance evaluation of A2-MAC verifies the significance of utilizing
adaptive and anycast forwarder selection, particularly when duty cycles are low
and in the presence of intermittent link connectivity. Despite the use of only local
topological information in duty cycle adaptation and selection, A2-MAC allows
the network to fail gracefully over time and can provide longer connectivity
as compared to schemes that assign the same duty cycles to every node. As
compared to existing asynchronous MAC protocols, A2-MAC can achieve better
connectivity, higher coverage, as well as lower energy consumption and delays.
6.1.2 IQAR
IQAR is an information quality aware routing protocol that aims to find a least
cost (minimum energy) routing tree that satisfies a given IQ constraint within a
delay bound. It utilizes: (i) topology-aware histogram-based aggregation struc-
ture that encapsulates the cost of including the IQ contribution of each activated
node in a compact and efficient way; and (ii) greedy heuristic to approximate
and prune a least cost aggregation routing path.
When a phenomenon of interest (PoI) occurs, multiple sensor nodes may be
activated in a typically densely deployed sensor network, leading to data implo-
sion and redundancy. The optimal least cost routing solution that allows the PoI
to be detected with sufficient reliability and accuracy at the fusion center, is a
variation of the classical NP-hard Steiner tree problem in graphs - and requires
knowledge of the global network topology as well as individual IQ contributions
of each activated sensor node.
In IQAR, we propose a topology-aware histogram-based aggregation struc-
ture that can encapsulate the IQ contributions of each activated node in a com-
pact and efficient manner. This greatly reduces the computational costs incurred
in acquiring global network information at the fusion center. Upon obtaining an
approximate view of the topology and IQ contributions of the activated node,
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the fusion center then uses a greedy heuristic to approximate and prune a least-
cost aggregation routing path. Redundant data is suppressed for a time interval
to reduce traffic load and alleviate medium access contention.
Through simulations, we show that IQAR can achieve significant energy and
delay savings while maintaining information quality in event detection.
6.1.3 IQDEA
IQDEA is an information quality aware delay efficient aggregation scheme for
energy constrained wireless sensor networks that are deployed for PoI detection.
It aims to minimize the PoI detection delay in mission critical applications,
without compromising on energy efficiency. The information quality of data
provided by each activated node is used to determine: (i) aggregation latency;
and (ii) forwarding decision at each intermediate forwarding node.
In aggregation schemes, each node waits for an aggregation latency before
forwarding its data to the fusion center. This allows data from its upstream
nodes to be aggregated together before the forwarding process, thus minimiz-
ing the energy costs that are incurred during data acquisition. However, most
aggregation schemes ignore the existence of energy-delay tradeoffs and incur ex-
tremely long delays, especially in a duty cycled network where nodes are asleep
for most of the time and when PoI locations are not known a priori.
IQDEA minimizes the aggregation latency of each node by introducing a
novel aggregation latency function that is independent of absolute PoI location
and network diameter. Nodes are grouped into concentric circles centered at
the fusion center, and the aggregation latency is computed based on the relative
position of nodes in each circle as well as estimated hopcount difference in the
activated region. IQDEA exploits IQ awareness to: (i) minimize PoI latency
by forwarding data to fusion center immediately without additional aggregation
latency; and (ii) minimize energy expenditure by terminating data acquisition as
soon as sufficient data has been collected for reliable PoI detection. To further
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minimize PoI detection delay, the forwarding node is dynamically selected based
on the instantaneous expected end-to-end delay towards the fusion center.
Through our performance evaluation, we show that IQDEA achieves a good
tradeoff between energy and delay efficiency. In particular, it incurs significantly
less cost and detection latencies than structureless (opportunistic) aggregation
and structured aggregation respectively.
6.2 Insights
The following summarizes the key insights gained from the research work in this
dissertation.
1. Adaptation is necessary in non-uniform and/or dynamic envi-
ronments. Many existing protocols are designed with uniform and/or
static parameters in mind. However, the real environment is often full of
dynamics, and conforms to neither regularity nor uniformity. A typical
example is that of the inherent time-varying wireless link characteristics
and varying node degree of each node in the network. Without adapta-
tion, nodes cannot make use of the resources in an efficient manner. The
key distinction between A2-MAC and other MAC protocols is its adaptive
behavior towards local node topology, thus allowing it to reduce the duty
cycles of each node whenever possible. In both IQAR and IQDEA, routes
are adapted based on PoI location and current level of information quality
at each node.
2. Diversity can improve performance. Due to the unreliability of the
wireless channel and non-uniformity of the network, different channels and
routes display varying characteristics at different times. Intelligent ex-
ploitation of both channel and route diversity can lead to potential im-
provements in network performance. For example, the use of an anycast
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mechanism in A2-MAC allows nodes to exploit diversity by selecting any
awake nodes in their forwarding sets as the next hops, and thus minimize
end-to-end latencies.
3. Information quality can be used to reduce the amount of data
acquisition. Sensory data tends to exhibit spatio-temporal correlation,
especially in dense sensor network deployments. Conventional sensor net-
work protocols assume that all generated sensory data is required at the
fusion center; however, it is often the case that this form of complete data
acquisition is not only unnecessary but also incurs excessive overheads. By
pegging an information quality level to each sensory data, sensor network
algorithms can thus evaluate if the amount of aggregated data is suffi-
cient for post-processing at the fusion center. This reduces the amount of
data acquisition and increase the efficiency of resource utilization, thereby
improving network and application-level performance.
4. Topology-aware hints can provide suggestions for better route
establishment. While availability of global topological information en-
ables ‘optimal’ routes to be established, the acquisition of such knowledge
incurs significant overheads and is not be practical in dynamic environ-
ments. However, it is possible to provide topology-aware hints through a
compact histogram, as in the case of IQAR. These hints are small enough
to be piggybacked onto data packets, incur minimal overheads, and enable
better route establishment.
6.3 Open Issues and Future Work
The last decade has seen rapid proliferation of tiny computing and sensing de-
vices that are integrated into our daily lives via a wide spectrum of applications.
While these devices have increasingly sophisticated microprocessors as well as
CHAPTER 6. CONCLUSION 133
superior processing and sensing capabilities, energy expenditure remains a major
cause of concern as portable energy sources have limited capacities.
This dissertation focuses on the communication aspect of protocol design in
energy constrained networks and proposes three novel energy efficient protocols -
A2-MAC, IQAR and IQDEA, with the latter two being particularly designed for
event driven sensor networks, and A2-MAC being applicable to generic wireless
sensor networks. In the following, we outline some of the open issues related to
these three protocols and then discuss some directions for future work.
The adaptation of duty cycles in A2-MAC is currently based only on local
node topology. However, it is well known that: (i) nodes in WSNs have varying
traffic demands; and (ii) nodes that are nearer to the fusion center tend to have
higher data traffic and hence expend more energy than the rest of the nodes in
the network. One possible extension of A2-MAC is to incorporate both traffic
demand and some form of global topological information into the adaptation.
There are a few simplifying assumptions made in the sensing models used in
IQAR and IQDEA that may not apply across all classes of PoIs.
1. The signal strength associated with each observed signal monotonically
decreases with increasing distance from the PoI. While this model holds
true for most PoIs (such as light intensity, salinity, pressure and sound),
this assumption may not apply for other PoIs (such as motion and veloc-
ity). Furthermore, it is not trivial to determine each of the parameters in
the sensing model. It is worthwhile investigating how well the proposed
aggregation schemes will perform when the sensing model cannot fit the
actual sensing characteristics perfectly, and what types of modifications (if
any) are required to the aggregation schemes in such scenarios.
2. Each sensor reading is assumed to be independent and identically dis-
tributed (i.i.d.) across sensor nodes. However, it is often the case that
sensory data is spatially correlated, i.e. sensor nodes within the same ge-
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ographical vicinity tend to sense similar data. By taking such correlations
into account, anomalies in sensory data can be quickly detected. This can
lead to improvements in resource utilization and detection accuracy of the
entire system.
In general, each sensor network may also be deployed for the detection of
multiple PoIs. We have not yet evaluated the performance of IQAR and IQDEA
when multiple PoIs occur simultaneously at various locations within the same
network. The current performance studies of our proposed protocols are based
on simulations in network simulators such as GloMoSim and Qualnet. As part
of future work, one can implement these protocols on sensor mote testbeds to
evaluate their performance under more severe and realistic conditions.
On a broader scale, the design space for energy efficient communication pro-
tocols is still very large, and there exists room for continued research efforts in
the following:
1. An integrated framework for energy efficient communication pro-
tocols. Existing communication protocols for energy constrained networks
are mostly designed for a specific layer in the networking protocol stack.
Cross layer interactions are often ignored, despite increasing evidence that
the exploitation of information from lower level networking layers can
vastly improve system performance. At the current moment, there ex-
ists lack of a comprehensive framework that succinctly integrates energy
efficient protocols from the various layers in the networking protocol stack
together.
2. Energy efficient protocols for the evolving hardware. As MEMS
technology advances, it is likely that the various radio hardware models
that are popularly used today (such as CC2420 in the MicaZ and TelosB
motes) will become obsolete and be replaced by new hardware with vastly
different operating characteristics. While the SLEEP mode in new radios
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is still expected to consume significantly less energy than the other modes,
it is plausible that: (i) energy consumption levels of the transmitting (TX)
and/or receiving (RX) modes may be of some orders of magnitude lower
than it is today; and/or (ii) relative difference in energy consumption lev-
els of TX and RX mode may either increase or decrease. In either case,
it may be necessary to relook at existing protocols, which are predomi-
nantly transmitter-oriented, and evaluate if there is a need to modify their
operational methodologies.
3. Energy efficient protocols for ubiquitous sensors. With the increas-
ing penetration rates and ability of smartphones to provide various sensing
capabilities, it is likely that sensors of the future will become even more
ubiquitous than it is today. In contrast with the state-of-the-art sensors
that are large static in nature, smartphone sensors are mobile with pos-
sibly predictable mobility patterns. Communication between the smart-
phone sensors can take place either through: (i) short-range Bluetooth or
WiFi connectivity; and/or (ii) long-range 3G connectivity. Disconnections
in link connectivity can also be attributed to node mobility in addition
to duty cycling and unreliability of the wireless channel. A new suite of
protocols may then be necessary to provide energy efficiency in this new
class of sensors.
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