Abstract. We find projective invariants W n (g), where n ≥ 2 of a Riemannian metric. The first invariant W 2 (g) is the projective Weyl tensor. Therefore the new invariants are W n (g) for n ≥ 3.
1. Introduction. We consider natural differential operations on a manifold that transform a metric to a section of a tensor vector bundle. Such an operation χ is called projective invariant iff χ(g) = χ(g ′ ) for projective equivalent metrics g and g ′ . Recall that two metrics g and g ′ are called projective equivalent iff their geodesics coincides (as curves without parametrization on the manifold). If χ is a projective invariant operation, then the tensor χ(g) is called a projective invariant of the metric g.
The projective Weyl tensor is a projective invariant of a metric. In this article we construct a series of projective invariants W n (g), where n ≥ 2 such that W 2 (g) is the projective Weyl tensor. The tensor W n (g) is a section of the bundle
Two lemmas from the representation theory. For n ≥ 2 define a functor L n on a set of vector spaces such that L n (V ) is a subspace of
iff the symmetrization of T by the last n + 1 indexes is equal to zero.
Let e 1 , . . . , e d be a basis of V and y 1 , . . . , y d and z 1 , . . . , z d be two copies of the dual basis of the space V * . We consider the space S a V * ⊗ S b V * as a space of bihomogeneous polynomials f (y, z) of bidegree (a, b). It is easy to see that by this interpretation the subspace
* as a space of polyhomogeneous polynomials f (e, y, z) of polydegree (1, 2, n − 1) .
Consider a nondegenerated quadratic form g = g(z) ∈ S 2 V * and the corresponding orthogonal subgroup O(g) ⊂ GL(V ). For O(g)-module U denote by U =m the sum of irreducible O(g)-submoduli with the highest weight λ, where |λ| = m (we use the notation system from [2] ). Set
Consider the linear O(g)-equivariant mapping
where g −1 (e) ∈ S 2 V is a dual to g quadratic form and the linear GL(V )-equivariant mapping
It is not difficult to check that there exists a unique GL(V )-equivariant projector
by the following equations
Recall that the subspace ((V * ) ⊗(n+2) ) =n+2 coincides with the set of tensors T ∈ (V * ) ⊗(n+2) such that the following condition holds (see [2] ). ( * ) The complete contraction of the tensor g −1 ⊗ T by any set of indexes is equal to zero.
Therefore it is enough to prove that for 
as a polyhomogeneous polynomial F (e, y, z) of polydegree (1, 2, n − 1) what coefficients are functions in x. A metric tensor is a quadratic function g(z) in z what coefficients are functions in x and so on.
Let R(g) = R klij (x)y k ⊗ y l ⊗ y i ⊗ y j be a curvature tensor of type (0, 4) (see [1] ).
Consider the linear O(g)-equivariant mapping
where g −1 (e) is the dual metric tensor. Set
Consider the linear GL(T x M)-equivariant mapping
f (e, y, z) → ∂f (e, y, z) ∂y i dx i and the linear O(g)-equivariant mapping
where
is the Levi-Civita connection operator of the metric g,
is the GL(T x M)-equivariant projector (such a projector exists and uniquely determined).
Recall that two metrics g and g ′ are projective equivalent iff
for some 1-form ω on the manifold M. The following lemma is a corollary of (2) and lemma 1.
Lemma 3. Let g be a metric and η be a section of the bundle
(2) If a metric g ′ is projective equivalent to the metric g, then
Consider the tensor W n (g) = Ψ n (X n (g)), where the linear mapping
corresponds to the defined above projector ψ n .
Theorem 4. W n (g) is a projective invariant of the metric g.
Proof.
Suppose that g and g ′ are projective equivalent metrics. We prove by induction that (**) X n (g ′ ) = X n (g) + ε n , where ε n ∈ (T M ⊗ S 2 (T * M) ⊗ S n−1 (T * M)) n . From lemma 3 we obtain that D . From this and lemma 1 we obtain (**) for n = 2.
Using lemmas 1 and 3 for n ≥ 3 we obtain:
X n (g ′ ) = α n (Y n (g ′ )) = (α n • π n • γ n−1 • D g ′ • β n−1 )(X n−1 (g ′ )) = (α n • π n • γ n−1 • D g ′ • β n−1 )(X n−1 (g) + ε n−1 ) = X n (g) + ε n , where ε n ∈ (T M ⊗ S 2 (T * M) ⊗ S n−1 (T * M)) n . Using lemma 2 we obtain:
W n (g ′ ) = Ψ n (X n (g ′ )) = Ψ n (X n (g) + ε n ) = Ψ n (X n (g)) = W n (g).
