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Abstract
The well-known Constantin-Lax-Majda (CLM) equation, an important toy model of
the 3D Euler equations without convection, can develop finite time singularities [5]. De
Gregorio modified the CLM model by adding a convective term [6], which is known
important for fluid dynamics [10, 14]. Presented are two results on the De Gregorio
model. The first one is the global well-posedness of such a model for general initial
data with non-negative (or non-positive) vorticity which is based on a newly discovered
conserved quantity. This verifies the numerical observations for such class of initial data.
The second one is an exponential stability result of ground states, which is similar to the
recent significant work of Jia, Steward and Sverak [11], with the zero mean constraint
on the initial data being removable. The novelty of the method is the introduction of
the new solution space HDW together with a new basis and an effective inner product of
HDW .
1 Introduction
The classical Constantin-Lax-Majda (CLM) model is
∂tω = ωHω,
where ω : R+ × Ω → R with Ω being the whole real line R or the circle S1, and H is the
Hilbert transform. It is one of the famous models which are proposed to analyze the potential
singularities of 3D Euler equations [5], mimicking the essence of the 3D mechanism and, at
the same time, being feasible for mathematical analysis. On one hand, the blowup mechanism
for the CLM model has been well understood by experts (see, for instance, [5]). On the other
hand, as being pointed out by Okamoto [14], the CLM model ignores the role of convection,
which we now know is important, see [10, 14].
De Gregorio [6] suggested to include a convective term to the CLM model. The resulting
modified equation reads
∂tω + u∂θω = ω∂θu, ∂θu = Hω. (1.1)
Here H denotes the Hilbert transform defined as
Hω(θ) =
1
2π
P.V.
∫ π
−π
cot
θ − φ
2
ω(φ)dφ
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if ω is defined on the circle S1 and
Hω(θ) =
1
π
P.V.
∫ ∞
−∞
ω(φ)
θ − φdφ
if ω is defined on the whole line R. Note that (1.1) is still incomplete, since u is determined
by ω only up to a constant. One needs to impose certain gauge conditions on u such as∫
S1 udθ = 0 or u(t, 0) ≡ 0. Solutions to (1.1) under different gauges are equivalent up to
translations, see [11].
Numerical simulations of De Gregorio model [6] seem to suggest that there is no blow-up
from smooth initial data on S1. Moreover, as mentioned by authors in [11], their numerical
experiments seem to suggest that smooth solutions even converge to equilibria of (1.1)(and
usually to the ground states A sin(θ + θ0)). On the other hand, finite time singularity of De
Gregorio model on the whole line R has recently been proved for some smooth odd initial
data, see [3]. We also mention that one can have finite time blow-up for initial data with
lower regularity in which the equations are nevertheless still locally well-posed, see [7].
In this paper, we will establish global well-posedness for general initial data with non-
negative vorticity ω(0, ·) ≥ 0 (or non-positive) both on S1 and on R, but without any smallness
assumptions. In view of the work in [3] where finite time singularities of solutions are proven
for a class of sign-changing initial data, the sign condition on the initial data in the following
result can not be removed in the whole line case.
Theorem 1.1. Let Ω be the whole line R or the circle S1. Let k ≥ 1 be an integer, and
the initial data have a compact support and satisfy ωin ≥ 0, √ωin ∈ Hk(Ω). Suppose that u
satisfies the gauge
∫
S1 u(t, θ)dθ ≡ 0 if Ω = S1 or u(t, 0) ≡ 0 if Ω = R.Then the De Gregorio
modification of the CLM model (1.1) is globally well-posed in C([0, T ];Hk(Ω)) and∥∥∥√ω(t, ·)∥∥∥
H1(Ω)
= ‖√ωin‖H1(Ω)
for all t ≥ 0.
Remark 1.2. Our existence result holds true for different choices of gauges for the velocity
u. For Ω = S1, one could replace the condition ∫
S1
u(t, θ)dθ ≡ 0 with u(t, 0) ≡ 0. The latter
gauge will be convenient for our stability result in Section 3.
Remark 1.3. It is clear that ∂θ(
√
ωin) ∈ L2 is a reasonable assumption on the initial data ωin
if ωin is strictly positive or degenerates at its zeros at an order γ > 1. Our key observation
here is the a priori conservation of the quantity ‖∂θ(
√
ω(t, ·))‖L2 in time (see Section 2),
which seems totally new in the literatures (see [11] for other known conserved quantities).
Note that
∂t∂θω + u∂
2
θω = ω∂
2
θu,
which has been observed by Jia, Steward and Sverak [11]. Thus zeros of ω(t, ·) and the values
of ∂θω(t, ·) at these zeros are transported by u, which makes sense of ‖∂θ(
√
ω)‖L2 .
Remark 1.4. Theorem 1.1 also holds true for non-positive initial data ωin, in which case we
require that ωin ∈ L1(Ω) and ∂θ(
√−ωin) ∈ L2(Ω). In fact, we only need to consider ω¯ = −ω,
which satisfies:
− ∂tω¯ + u¯∂θω¯ = ω¯∂θu¯, ∂θu¯ = Hω¯. (1.2)
Note that equation (1.2) is simply a time reversed version of (1.1) and the proof of Theorem
1.1 in Section 2 still works.
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Our second result concerns the recent interesting work of Jia, Steward and Sverak [11] in
which the authors proved, under the mean zero constraint on the initial data, the exponential
stability of ground states of the De Gregorio modification of the CLMmodel (1.1) on the circle
for initial data θ−γηin ∈ L2, 32 < γ < 2, where ηin = ωin + sin θ. Their proof involves some
deep spectral theories and complex variable methods, together with many novel observations
on the structure of the De Gregorio model formulated as a dynamical system. Here we prove
a similar exponential stability result to theirs which implies Theorem 1.1 in [11], using a
direct energy method (the definition of the space HDW will be introduced after stating the
theorem).
Theorem 1.5. Let 0 < β < 38 be a given constant and ωin(θ) = − sin θ + ηin(θ) with θ ∈ S1.
Suppose that ηin ∈ HDW and
∫
S1 ηindθ = 0. There exists δ0 > 0 such that if ‖ηin‖HDW < δ0,
then the De Gregorio modification of the CLM model (1.1) under the gauge u(t, 0) ≡ 0 with
initial data ω(0, θ) = ωin(θ) is globally well-posed and ‖ω(t, ·) + sin θ‖HDW . e−βt‖ηin‖HDW
for all t ≥ 0.
There are two main ingredients in our proof. For simplicity, let us take the odd pertur-
bations as an example (the generic perturbations are a little bit more complicated and are
treated in Section 3). Firstly, we define a new effective Hilbert space by
HDW =
{
η ∈ H1(S1)∣∣ η(0) = 0, ∫ π
−π
|∂θη|2
sin2 θ2
dθ <∞}. (1.3)
The inner product of (HDW , g) is defined to be
〈ξ, η〉g = 1
4π
∫ π
−π
∂θξ∂θη
sin2 θ2
dθ. (1.4)
Secondly, by introducing the following new vectors
e˜
(o)
k =
sin[(k + 1)θ]
k + 1
− sin(kθ)
k
, k ≥ 1, (1.5)
we find that
〈e˜(o)k , e˜(o)l 〉g = δkl, k, l ≥ 1. (1.6)
We remark that the inner product in (1.4) and the exact form of the basis vectors in (1.5)
are still mysterious to us even though we are fortunate enough to find them accidentally.
With the above accidental discoveries, we are able to obtain the exponential decay for the
linearized equations by using a direct energy estimate, providing a different angle for the
highly non-trivial and interesting method of Jia, Steward and Sverak [11].
By removing the constraint
∫
S1 ωindθ = 0, Theorem 1.5 can be generalized as follows,
which will be proved based on the same ideas.
Theorem 1.6. Let 0 < β < 38 be a given constant and ωin(θ) = − sin θ + ζin(θ) with θ ∈ S1.
Suppose that ζin ∈ HDW . There exists δ1 > 0 such that if ‖ζin‖HDW < δ1, then the De
Gregorio modification of the CLM model (1.1) under the gauge u(t, 0) ≡ 0 with initial data
ω(0, θ) = ωin(θ) is globally well-posed and ‖ω(t, ·)+ sin θ+α(cos θ− 1)‖HDW . e−βt‖ζin‖HDW
for all t ≥ 0, where α = ∫S1 ζindθ.
3
For the first excited state sin(2θ), we have the following result on the linearized level, for
even initial data.
Theorem 1.7. The linearized equation of (1.1) at − sin 2θ reads
∂tη = L2η, (1.7)
with
L2η = −1
2
sin(2θ)∂θη + cos(2θ)η − sin(2θ)∂θv + 2cos(2θ)v, (1.8)
where v satisfies ∂θv = Hη and the gauge
∫
S1 v dθ ≡ 0. For even initial data η(0, θ) =∑
k≥1 ηk cos(kθ), (1.7) is well-posed in C([0, T ];H
3
2 ) for any 0 < T <∞ and satisfies
d
dt
‖η‖2X +
3
2
|η(e)1 |2 = 0, for η =
∑
k≥1
η
(e)
k cos(kθ). (1.9)
Here ‖η‖2X
∆
=
∑
k 6=2 g
(e)
k |η
(e)
k |2 with g
(e)
1 = 1 and g
(e)
k ∼ k3. η
(e)
2 grows at most linearly.
Remark 1.8. This result is analogous to an observation in [11] that the linearized equation
of (1.1) at − sin θ has a conserved (semi)norm. The exact forms of g(e)k will be given in Section
4. We did not find identities like (1.9) for linearization of (1.1) at higher excited states, i.e.
sin kθ with k ≥ 3. Besides, theorem 1.7 doesn’t hold for general odd initial data either.
There are some other aspects on the studies of the De Gregorio modification of the CLM
model, see for instance, [1, 2, 4, 8, 9, 15, 16]. The remaining part of this paper is organized as
follows: In Section 2, we derive an identity for the new conserved quantity
∥∥∂θ(√ω(t, ·) )∥∥L2
and prove Theorem 1.1. We introduce a new basis of functions in Section 3, which leads to
the linear stability of the ground state − sin θ. Then we prove nonlinear stability as stated
in Theorem 1.5 and Theorem 1.6. The last section is devoted to a careful analysis of the
linearized equation at the excited state − sin 2θ for both odd and even data and proving
Theorem 1.7.
2 Global Wellposedness with Non-negative Initial Vorticity
Proof of Theorem 1.1. First of all, let us assume that
√
ω is smooth enough, for example√
ω ∈ C([0, T ];H2(Ω)), where ω is a solution to (1.1), with ∫S1 u(t, θ)dθ ≡ 0 if Ω = S1 or
u(t, 0) ≡ 0 if Ω = R. We are going to derive some a priori estimates for ω.
By Sobolev imbedding, one has
√
ω ∈ L∞([0, T ]×Ω), which gives that ω ∈ L∞([0, T ]×Ω).
As a consequence, one has ω ∈ L∞([0, T ];H2(Ω)). By the anti-symmetry property of the
Hilbert transform, it is clear that
∂t
∫
Ω
ωdx =
∫
Ω
(−u∂θω +Hωω)dx = 2
∫
Ω
Hωωdx = 0.
Hence,
‖ω(t, ·)‖L1(Ω) = ‖ωin‖L1 . (2.1)
Next, using
∂t
√
ω = −u∂θ
√
ω +
1
2
√
wHω on {θ : ω > 0},
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we can take derivative on both sides of the above equation to derive that
∂t∂θ
√
ω = −u∂2θ
√
ω − ∂θu∂θ
√
ω +
1
2
∂θ
√
wHω +
1
2
√
w∂θHω on {θ : ω > 0}.
Further calculations give that
1
2
∂t(∂θ
√
ω)2 = −1
2
u∂θ((∂θ
√
ω)2)− ∂θu(∂θ
√
ω)2 +
1
2
(∂θ
√
ω)2Hω +
1
4
∂θω∂θHω
= −1
2
u∂θ((∂θ
√
ω)2)− 1
2
(∂θ
√
ω)2Hω +
1
4
∂θωH∂θω.
Note that the above equation is also true on {θ : ω = 0}, since at such points ω reaches its
minimum. Integrating over Ω and using the fact
∫
(H∂θω)∂θωdθ = 0, we finally arrive at
∂t
∫
Ω
(
∂θ
√
w
)2
dx = 0.
Hence, we also have
‖∂θ
√
ω(t, ·)‖L2(Ω) = ‖∂θ
√
ωin‖L2(Ω). (2.2)
The above argument certainly implies that sup0≤t≤T ‖ω‖H1(Ω) ≤ C0 for some constant C0
depending only on ‖ωin‖L1 and ‖∂θ
√
ωin‖L2 .
Note that uniqueness of C([0, T ];H1) solution for (1.1) can be easily obtained by per-
forming an L2 energy estimate (which is similar to the uniqueness of solutions to (2.3). See
the Appendix for details). To finish the proof of the theorem, it remains to establish a local
existence and uniqueness theory of (1.1) for initial data satisfying the constraints stated in
the theorem. Consider the evolution equation for f =
√
ω:{
∂tf = −u∂θf + 12fH(f2),
f(t = 0, ·) = fin = √ωin ≥ 0,
(2.3)
where u is determined by ∂θu = f
2 and the chosen gauge. The construction of local (non-
negative) strong solutions to (2.3) is similar to that for the vorticity formulation of 3D Euler
equations(See [13] for the standard vanishing viscosity method or particle trajectory method).
For completeness, we present a proof in the Appendix.
3 Stability of the Ground State
As has been observed in [11, 15], (1.1) has an infinite number of stationary solutions, of the
form sin kθ, ∀k ≥ 1 (up to trivial translations and multiplication by constants). We call sin θ
the ground state and sin kθ (k ≥ 2) the excited states (by translation cos kθ are ground state
for k = 1 and excited states for k ≥ 2).
3.1 Linearized equation at ω = − sin θ
Consider solutions to (1.1) of the form
ω = − sin θ + η, u = sin θ + v.
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Clearly, one has∂tη + sin θ∂θ(η + v)− (η + v) cos θ = η∂θv − v∂θη , −[v, η],Hη = ∂θv. (3.1)
In [11], J. Hao et al. carefully studied the linearized equation for η, which reads
∂tη = Lη, (3.2)
where L is the linear operator defined by
Lη = −[sin θ, η + v] = − sin θ∂θη + cos θη − sin θHη + cos θv. (3.3)
They worked with the gauge v(t, 0) = 0 and under the assumption∫
S1
ηdθ = 0. (3.4)
This assumption is reasonable since
∫
S1 ηdθ is an invariant both for the linear problem (3.2)
and for the nonlinear problem (1.1). We do not need (3.4) for now but it will be important
in Section 3.3. The representation of L on the Fourier side has been computed in [11]. For
odd data one has
Le
(o)
k = Ake
(o)
k+1 +Bke
(o)
k−1, k ≥ 2, (3.5)
where
e
(o)
k
∆
= sin(kθ),
and
Ak = −1
2
(k − 1)(1 − 1
k
), Bk =
1
2
(k + 1)(1 − 1
k
), k ≥ 2. (3.6)
For k = 1 one has
Le
(o)
1 = 0.
H. Jia et al. proved exponential decay of etL in a weighted L2 space based on a study of
spectral properties of L, see [11] for more details. We take a different approach from [11], by
introducing a sequence of new basis functions. Denote
e˜
(o)
k =
e
(o)
k+1
k + 1
− e
(o)
k
k
, k ≥ 1.
Then
Le˜
(o)
k =
Ak+1
k + 1
e
(o)
k+2 +
Bk+1
k + 1
e
(o)
k −
Ak
k
e
(o)
k+1 −
Bk
k
e
(o)
k−1
= − k
2
2(k + 1)2
e
(o)
k+2 +
k(k + 2)
2(k + 1)2
e
(o)
k +
(k − 1)2
2k2
e
(o)
k+1 −
(k + 1)(k − 1)
2k2
e
(o)
k−1
= −k
2(k + 2)
2(k + 1)2
(
e
(o)
k+2
k + 2
− e
(o)
k+1
k + 1
)
+
[
(k − 1)2(k + 1)
2k2
− k
2(k + 2)
2(k + 1)2
](
e
(o)
k+1
k + 1
− e
(o)
k
k
)
+
(k − 1)2(k + 1)
2k2
(
e
(o)
k
k
− e
(o)
k−1
k − 1
)
= −k
2(k + 2)
2(k + 1)2
e˜
(o)
k+1 +
[
(k − 1)2(k + 1)
2k2
− k
2(k + 2)
2(k + 1)2
]
e˜
(o)
k +
(k − 1)2(k + 1)
2k2
e˜
(o)
k−1
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i.e.
Le˜
(o)
k = −dk+1e˜(o)k+1 − (dk+1 − dk)e˜(o)k + dke˜(o)k−1, dk =
(k − 1)2(k + 1)
2k2
.
Note that d1 = 0. The above equality holds true for all k ≥ 1. We can also include even
perturbations by introducing
e
(e)
k = cos kθ − 1, k ≥ 1,
and
e˜
(e)
k =
cos(k + 1)θ − 1
k + 1
− cos kθ − 1
k
.
The constant −1 in the definitions are added to make sure that e(e)k (0) = e˜(e)k (0) = 0. Set
e˜
(e)
0 = cos θ − 1 = e(e)1 . Similarly we have
Le
(e)
k = Ake
(e)
k+1 +Bke
(e)
k−1 − (1−
1
k
)e
(e)
1 , k ≥ 2
and Le˜
(e)
0 = Le
(e)
1 = 0. It follows that for k ≥ 2,
Le˜
(e)
k =
Ak+1
k + 1
e
(e)
k+2 +
Bk+1
k + 1
e
(e)
k −
Ak
k
e
(e)
k+1 −
Bk
k
e
(e)
k−1 + (−
k
(k + 1)2
+
k − 1
k2
)e
(e)
1
= −dk+1e˜(e)k+1 − (dk+1 − dk)e˜
(e)
k + dke˜
(e)
k−1 +
k2 − k − 1
k2(k + 1)2
e˜
(e)
0 .
Direct computation shows the above holds for k = 1 as well:
Le˜
(e)
1 = −
3
8
e˜
(e)
2 −
3
8
e˜
(e)
1 −
1
4
e˜
(e)
0 .
Hence if we write η =
∑
k≥1 η˜
(o)
k e˜
(o)
k +
∑
k≥0 η˜
(e)
k e˜
(e)
k , then (3.2) can be written as the following
infinite dimensional ODE system{
∂tη˜
(o)
k = −dkη˜(o)k−1 − (dk+1 − dk)η˜(o)k + dk+1η˜(o)k+1, k ≥ 1,
∂tη˜
(e)
k = −dkη˜
(e)
k−1 − (dk+1 − dk)η˜
(e)
k + dk+1η˜
(e)
k+1, k ≥ 1,
where d1η˜
(o)
0 is understood to be 0. For the “0th mode”, we have
∂tη˜
(e)
0 =
∑
k≥1
k2 − k − 1
k2(k + 1)2
η˜
(e)
k .
Hence formally we deduce
1
2
∂t
∑
k≥1
(η˜
(o)
k )
2 ≤
∑
k≥1
−dkη˜(o)k−1η˜(o)k − (dk+1 − dk)(η˜(o)k )2 + dk+1η˜(o)k η˜(o)k+1
=
∑
k≥1
−(dk+1 − dk)(η˜(o)k )2
≤ −3
8
∑
k≥1
(η˜
(o)
k )
2. (3.7)
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For the even part, we also have
1
2
∂t
∑
k≥1
(η˜
(e)
k )
2 =
∑
k≥1
−(dk+1 − dk)(η˜(e)k )2
≤ −3
8
∑
k≥1
(η˜
(e)
k )
2. (3.8)
Here we have used the fact that for all k ≥ 1,
dk+1 − dk = k
2(k + 2)
2(k + 1)2
− (k − 1)
2(k + 1)
2k2
=
1
2
+
k2 − k − 1
2k2(k + 1)2
≥ 3
8
.
It is important to note that η˜
(e)
0 has no influence on the evolution of other modes. There are
a number of ways to make the calculations (3.7) and (3.8) rigorous (the summations involved
may not converge). For instance one may use basic linear semigroup theory as follows.
Consider the real Hilbert space Y formally spanned by the basis functions e˜
(o)
k , k ≥ 1 and
e˜
(e)
k , k ≥ 0 in which this basis is orthonormal, i.e.
Y = {η =
∑
k≥1
η˜
(o)
k e˜
(o)
k +
∑
k≥0
η˜
(e)
k e˜
(e)
k
∣∣ {η˜(o)k }k≥1, {η˜(e)k }k≥0 ∈ l2}.
Then L defines an unbounded closed operator on the Hilbert space Y˜
∆
= Y/Re˜
(e)
0 . (3.7) and
(3.8) implies, via a direct application of Hille-Yosida theorem that, L generates a strongly
continuous semigroup with the desired decay estimate∥∥etLη(0)∥∥
Y˜
≤ e− 38 t ‖η(0)‖Y˜ .
We now deal with η˜
(e)
0 separately.
|∂tη˜(e)0 | =
∣∣∑
k≥1
k2 − k − 1
k2(k + 1)2
η˜
(e)
k
∣∣
. ‖η‖Y˜ .
Hence η˜
(e)
0 converges exponentially to some limit, which we denote by η˜
(e)
0 (∞). So
far we have shown that a solution to our linearized equation converges exponentially to
η˜
(e)
0 (∞)(cos θ − 1) in Y . We state it as the following proposition.
Proposition 3.1. For any initial data ηin ∈ Y , there exists a finite number η˜(e)0 (∞) such
that ∥∥∥etLηin − η˜(e)0 (∞)(cos θ − 1)∥∥∥
Y
. e−
3
8
t ‖ηin‖Y˜ .
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3.2 Equivalence of norms
In this section, we point out that the Y -norm is actually equivalent to a weighted H˙1 norm.
This observation is essential for proving nonlinear stability, since our basis functions e˜
(o)
k and
e˜
(e)
k are not helpful for estimating the nonlinear terms. We recall the Hilbert space HDW
defined before:
HDW =
{
η ∈ H1(S1)∣∣η(0) = 0, ∫ π
−π
|∂θη|2
sin2 θ2
dθ <∞}.
And the corresponding inner product of (HDW , g) is defined to be
〈ξ, η〉g = 1
4π
∫ π
−π
∂θξ∂θη
sin2 θ2
dθ.
We claim that there is an isometry between Y and HDW , given by the following lemma:
Lemma 3.1. {e˜(o)k , k ≥ 1} ∪ {e˜
(e)
l , l ≥ 0} is a complete orthonormal basis for HDW .
Proof. First we notice that
∂θe˜
(o)
k
sin θ2
= −2 sin(k + 1
2
)θ,
∂θ e˜
(e)
l
sin θ2
= 2cos(l +
1
2
)θ, ∀ k ≥ 1, l ≥ 0.
Hence
〈e˜(o)k , e˜(o)l 〉g = δkl, k, l ≥ 1,
〈e˜(o)k , e˜(e)l 〉g = 0, k ≥ 1, l ≥ 0,
〈e˜(e)k , e˜
(e)
l 〉g = δkl, k, l ≥ 0.
It remains to show completeness. Assume that ξ ∈ HDW , satisfying
〈ξ, e˜(o)k 〉g = 0, 〈ξ, e˜(e)l 〉g = 0, ∀ k ≥ 1, l ≥ 0,
i.e., ∫ π
−π
∂θξ
sin θ2
sin(k +
1
2
)θdθ = 0, ∀k ≥ 1.
and ∫ π
−π
∂θξ
sin θ2
cos(l +
1
2
)θdθ = 0, ∀l ≥ 0.
We note that the first equality holds for k = 0 as well, since∫ π
−π
∂θξdθ = 0.
Since {sin(k + 12)θ, k ≥ 0} ∪ {cos(l + 12 )θ, l ≥ 0} forms a complete basis of L2(S1), thus we
have ∂θξ = 0, which implies ξ = 0.
Hence we can now identify Y as HDW . Clearly there is a continuous embedding Y =
HDW →֒ H1. Under the condition (3.4), proposition 3.1 can be improved using this embed-
ding along with the invariance of
∫ π
−π ηdθ.
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Proposition 3.2. For any initial data ηin ∈ HDW satisfying
∫ π
−π ηindθ = 0, we have∥∥etLηin∥∥HDW . e− 38 t ‖ηin‖HDW .
Proof. From (3.3) it is easy to see that
∫ π
−π e
tLηindθ ≡ 0 is conserved. Passing to limit, we
obtain ∫ π
−π
η˜
(e)
0 (∞)(cos θ − 1)dθ = 0.
Hence η˜
(e)
0 (∞) = 0.
The constraint
∫
S1
ηdθ = 0 for η ∈ HDW is equivalent to
η˜
(e)
0 =
∑
k≥1
1
k(k + 1)
η˜
(e)
k . (3.9)
Recall that the space Y˜ is defined as Y/Re˜
(e)
0 in which the norm is given by
‖η‖2
Y˜
=
∑
k≥1
|η˜(o)k |2 +
∑
l≥1
|η˜(e)l |2.
Hence (3.9) implies that
‖η‖HDW . ‖η‖Y˜ ≤ ‖η‖HDW . (3.10)
This observation will be useful in the next section.
3.3 Nonlinear stability
Proof of Theorem 1.5. Consider the nonlinear equation for η = ω + sinx,{
ηt = Lη + ∂θvη − v∂θη,
∂θv = Hη, v(t, 0) = 0.
(3.11)
To avoid the technical difficulties caused by the evolution of η˜
(e)
0 , we work with the natural
inner product g˜ in Y˜ . The discussion in Section 3.1 gives
〈Lη, η〉g˜ ≤ −
3
8
‖η‖2
Y˜
.
From (3.11), taking g˜-inner product with η, we get
1
2
d
dt
‖η‖2
Y˜
= 〈Lη, η〉g˜ + 〈∂θvη − v∂θη, η〉g˜
≤ −3
8
‖η‖2
Y˜
+ 〈∂θvη − v∂θη, η − η˜(e)0 (cos θ − 1)〉g.
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where g is the inner product in HDW . We estimate the second term as
〈∂θvη − v∂θη, η − η˜(e)0 (cos θ − 1)〉g =
1
4π
∫ π
−π
(∂2θvη − v∂2θη)(∂θη + η˜(e)0 sin θ)
sin2 θ2
dθ
=
1
4π
∫ π
−π
∂2θvη∂θη
sin2 θ2
dθ − 1
4π
∫ π
−π
v∂2θη∂θη
sin2 θ2
dθ
+
η˜
(e)
0
2π
∫ π
−π
(∂2θvη − v∂2θη)
cos θ2
sin θ2
dθ
=: I + II + III.
Estimate of I:
I .
∥∥∂2θv∥∥L2
∥∥∥∥∥ ηsin θ2
∥∥∥∥∥
L∞
∥∥∥∥∥ ∂θηsin θ2
∥∥∥∥∥
L2
. ‖∂θη‖L2 ‖η‖2HDW
. ‖η‖3HDW .
For the second line we have used the following estimate∣∣∣∣∣ ηsin θ2
∣∣∣∣∣ .
∣∣∣∣1θ
∫ θ
0
∂θη(τ)dτ
∣∣∣∣
.
1
θ
∥∥∥∥∥ ∂θηsin θ2
∥∥∥∥∥
L2
(∫ θ
0
sin2
τ
2
dτ
) 1
2
. ‖η‖HDW . (3.12)
Estimate of II:
II = − 1
8π
∫ π
−π
v∂θ(∂θη)
2
| sin θ2 |2
dθ
=
1
8π
∫ π
−π
∂θv(∂θη)
2
| sin θ2 |2
dθ +
1
8π
∫ π
−π
v(∂θη)
2∂θ
(
1
| sin θ2 |2
)
dθ
. ‖∂θv‖L∞
∥∥∥∥∥ ∂θηsin θ2
∥∥∥∥∥
2
L2
+
∫ π
−π
∣∣v(∂θη)2 cos θ2
sin3 θ2
∣∣dθ
. ‖∂θη‖L2 ‖η‖2HDW +
∥∥∥∥∥ vsin θ2
∥∥∥∥∥
L∞
‖η‖2HDW
. ‖η‖3HDW .
For the last inequality we have used Sobolev embedding as follows∥∥∥∥∥ vsin θ2
∥∥∥∥∥
L∞
. ‖∂θv‖L∞ .
∥∥∂2θv∥∥L2 . ‖∂θη‖L2 . (3.13)
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Estimate of III:
III . ‖η‖HDW
∫
S1
∣∣∣∣∣(η∂θHη + ∂θηHη) cos θ2sin θ2
∣∣∣∣∣+
∣∣∣∣∣ v∂θηsin2 θ2
∣∣∣∣∣ dθ
. ‖η‖HDW
( ∥∥∥∥∥ ηsin θ2
∥∥∥∥∥
L∞
‖∂θHη‖L2 + ‖η‖HDW ‖Hη‖L∞ +
∥∥∥∥∥ vsin θ2
∥∥∥∥∥
L∞
‖η‖HDW
)
. ‖η‖3HDW .
Combining the above estimates we arrive at
d
dt
‖η‖2
Y˜
≤ −3
4
‖η‖2
Y˜
+C ‖η‖3HDW , (3.14)
for some constant C > 0. Remembering that we are working under the condition
∫
S1 ηdθ = 0,
(3.10) is valid. Theorem 1.5 now follows easily from the above energy estimate.
Theorem 1.6 can be proved in a similar way, with a few additional terms to be estimated.
Proof of Theorem 1.6. Let η(t, θ) = ζ(t, θ)+α(cos θ−1) = ω(t, θ)+sin θ+α(cos θ−1), where
α =
∫
S1 ζindθ. Then we have
∫
S1 ηdθ = 0 and η satisfies the following evolution equations{
ηt = Lη + α((1 − cos θ)(∂θη + ∂θv)− sin θ(η + v)) + ∂θvη − v∂θη,
∂θv = Hη, v(t, 0) = 0.
Taking g˜-inner product with η and applying the estimates in the previous proof, we get
1
2
d
dt
‖η‖2
Y˜
= 〈Lη, η〉g˜ + α〈(1 − cos θ)(∂θη + ∂θv)− sin θ(η + v), η〉g˜ + 〈∂θvη − v∂θη, η〉g˜
≤ −3
4
‖η‖2
Y˜
+ α〈(1 − cos θ)(∂θη + ∂θv)− sin θ(η + v), η − η˜(e)0 (cos θ − 1)〉g
+C ‖η‖3HDW
Denote the second term on the right hand side by S. We handle it using integration by parts,
(3.12) and (3.13),
S =
α
4π
∫
S1
[
(1− cos θ)(∂2θη + ∂2θv)− cos θ(η + v)
] ∂θη + η˜(e)0 sin θ
sin2 θ2
dθ
=
αη˜
(e)
0
2π
∫
S1
(∂2θη + ∂
2
θv) sin θdθ −
α
4π
∫
S1
(η + v)
∂θη cos θ
sin2 θ2
dθ − αη˜
(e)
0
2π
∫
S1
(η + v)
cos θ2
sin θ2
dθ
. |α|η˜(e)0 (‖∂θη‖L2 + ‖H∂θη‖L2) + (|α| ‖η‖HDW + |α|η˜
(e)
0 )
( ∥∥∥∥∥ ηsin θ2
∥∥∥∥∥
L∞
+
∥∥∥∥∥ vsin θ2
∥∥∥∥∥
L∞
)
. |α| ‖η‖2HDW
It remains to use the estimate |α|+ ‖η(0, ·)‖HDW . ‖ζin‖HDW to finish the proof.
Remark 3.2. In our proof of Theorem 1.6, the smallness of α played an important role.
Based on the numerical behaviour of (1.1), we conjecture that the shifted ground states
− sin θ−α(cos θ− 1) are exponentially stable for all α ∈ R in some suitable spaces. For now,
we only know this is true in HDW for |α| small.
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4 Well-posedness of the Linearized Equation at − sin 2θ
Consider solutions of the form
w = − sin 2θ + η, u = 1
2
sin 2θ + v.
Then the linearized equation for η reads{
ηt +
1
2 sin 2θ∂θη − cos 2θη + sin 2θHη − 2 cos 2θv = 0,
∂θv = Hη.
(4.1)
Denote
Lη = −[sin 2θ, η
2
+ v],
then
ηt = Lη.
As before, we calculate the linearized operator L on the Fourier side. For odd data:
Le
(o)
k = Ake
(o)
k+2 +Bke
(o)
k−2, e
(o)
k = sin kθ, k ≥ 2,
and
Le
(o)
1 = −
1
4
e
(o)
3 +
3
4
e
(o)
1 ,
where the coefficients
Ak = −(k − 2)
2
4k
, Bk =
(k + 2)(k − 2)
4k
are different from those in Section 3.1. Similarly, for the even data we have
Le
(e)
k = Ake
(e)
k+2 +Bke
(e)
k−2, e
(e)
k = cos kθ, k ≥ 2,
and
Le
(e)
1 = −
1
4
e
(e)
3 −
3
4
e
(e)
1 .
Assume η =
∑
k≥1 η
(o)
k e
(o)
k + η
(e)
k e
(e)
k which satisfies
∫
S1
ηdθ = 0, then we have
∂tη
(o)
1 (t) =
3
4
η
(o)
1 +
5
12
η
(o)
3 , ∂tη
(o)
2 (t) =
3
4
η
(o)
4 ,
∂tη
(o)
k (t) = Ak−2η
(o)
k−2 +Bk+2η
(o)
k+2, k ≥ 3.
and
∂tη
(e)
1 (t) = −
3
4
η
(e)
1 +
5
12
η
(e)
3 , ∂tη
(e)
2 (t) =
3
4
η
(e)
4 ,
∂tη
(e)
k (t) = Ak−2η
(e)
k−2 +Bk+2η
(e)
k+2, k ≥ 3.
Define X j L2 to be the real Hilbert space with the following inner product
〈η, ξ〉X =
∑
k≥1
g
(o)
k η
(o)
k ξ
(o)
k + g
(e)
k η
(e)
k ξ
(e)
k ,
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where g
(o)
k , g
(e)
k are to be determined later. For odd data, one has
〈Lη, η〉X
= g
(o)
1 η
(o)
1 (
3
4
η
(o)
1 +
5
12
η
(o)
3 ) +
3
4
g
(o)
2 η
(o)
2 η
(o)
4 +
∑
k≥3
g
(o)
k η
(o)
k (Ak−2η
(o)
k−2 +Bk+2η
(o)
k+2)
=
3
4
g
(o)
1 (η
(o)
1 )
2 +
∑
k≥1
(g
(o)
k Bk+2 + g
(o)
k+2Ak)η
(o)
k η
(o)
k+2.
Unless we set g
(o)
2k−1 = 0, ∀k ≥ 1 and
g
(o)
2k B2k+2 + g
(o)
2k+2A2k = 0, k ≥ 1, (4.2)
〈Lη, η〉X changes sign in general. Hence there seems no natural conserved (or decreasing)
norm for odd perturbation at − sin 2θ. This accounts for the numerically observed instability
of − sin 2θ, as mentioned in [11].
We remark that if we only consider initial data of the form η =
∑
k≥1 η
(o)
2k e
(o)
2k , a conserved
(semi)norm can be found using (4.2). Furthermore, our methods in Section 3 can be easily
adapted to prove exponential decay for such data. More precisely we set
e˜
(o)
2k =
e
(o)
2k+2
2k + 2
− e
(o)
2k
2k
, k ≥ 1,
and compute L for such basis vectors. This will lead to exponential decay in the corresponding
weighted H˙1 space
HDW =
η =∑
k≥1
η
(o)
2k e
(o)
2k
∣∣∣ ∫
S1
|∂θη|2
| sin θ|2dθ
 .
Now we turn to consider even data η =
∑
k≥1 η
(e)
k e
(e)
k , for which the situation is quite
different. We prove Theorem 1.7 as follows.
〈Lη, η〉X
= −g(e)1 η(e)1 (
3
4
η
(e)
1 +
5
12
η
(e)
3 ) +
3
4
g
(e)
2 η
(e)
2 η
(e)
4 +
∑
k≥3
g
(e)
k η
(e)
k (Ak−2η
(e)
k−2 +Bk+2η
(e)
k+2)
= −3
4
g
(e)
1 (η
(e)
1 )
2 +
∑
k≥1
(g
(e)
k Bk+2 + g
(e)
k+2Ak)η
(e)
k η
(e)
k+2. (4.3)
Let g
(e)
1 = g
(e)
4 = 1, g
(e)
2 = 0 and set
g
(e)
k Bk+2 + g
(e)
k+2Ak = 0, k ≥ 1.
It is easy to check that
g
(e)
k ∼ k3, k →∞.
The (semi)norm defined by g
(e)
k will be decreasing for even data. More precisely from (4.3)
we have
〈Lη, η〉X = −3
4
(η
(e)
1 )
2. (4.4)
(4.4) clearly implies Theorem 1.7.
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Remark 4.1. Here we are not able to prove exponential decay, so nonlinear stability cannot
be deduced. However, according to our own numerical experiments, solution to (1.1) with
initial data of the form − sin 2θ + ǫ cos θ converges to some multiple of − sin 2θ instead of
ground states. This interesting phenomenon remains to be investigated in future works.
5 Appendix
Let us present a proof for the local wellposedness theory for (2.3), for completeness. We claim
the following:
Lemma 5.1. Let k ≥ 1 be an integer, and Ω = S1 or R. For any initial data fin ∈ Hk(Ω)
with a compact support, there exists a time T = T (k, ‖fin‖H1(Ω)) > 0 and a unique solution
f ∈ C([0, T ];Hk(Ω)) to (2.3), with ∂tf ∈ C([0, T ];Hk−1(Ω)). Moreover, f satisfies the
following identities for all 0 ≤ t ≤ T ,
‖f‖L2(Ω) = ‖fin‖L2(Ω),
and
‖f‖H1(Ω) = ‖fin‖H1(Ω).
Besides, if fin ≥ 0, then the solution f ≥ 0 for 0 ≤ t ≤ T .
Remark 5.1. In fact, one can even obtain similar results for fractional k by using Leibnitz
rules for fractional derivatives, say, the Li’s law or the classical Kato-Ponce inequalities. See
[12] for a complete presentation.
Proof. • Uniqueness. Assume that f, g ∈ C([0, T ];H1) solves (2.3) with the same initial
data fin. By L
2 energy estimate, we have
d
dt
‖f − g‖2L2 . ‖f − g‖2L2(‖f‖2C([0,T ];H1) + ‖g‖2C([0,T ];H1)).
By Gronwall’s inequality, for 0 ≤ t ≤ T ,
‖f − g‖L2 ≡ 0.
• Existence. Step 1. First, we work with smooth initial data fin ∈ H∞ = ∩N≥1HN .
We use the following iterative scheme to approximate the solution of (2.3):{
∂tf
(n+1) = −u(n)∂θf (n+1) + 12f (n+1)H((f (n))2),
f (n+1)(t = 0, ·) = fin.
At each stage n, f (n+1) can be solved using the method of characteristics, and is clearly
smooth for all times. By energy estimates, we have
d
dt
‖f (n+1)‖2H1 ≤ C⋆‖H((f (n))2)‖H1‖f (n+1)‖2H1
≤ C⋆‖f (n)‖2H1‖f (n+1)‖2H1 ,
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where C⋆ > 1 is an absolute positive constant whose meaning may change from line to
line (in the later C⋆ may depend on k). Gronwall’s inequality gives
‖f (n+1)‖2H1 ≤ ‖fin‖2H1eC⋆
∫
t
0
‖f(n)‖2
H1
ds.
An induction argument on n gives, for 0 ≤ t ≤ T1 = 1/(2eC⋆‖fin‖2H1),
‖f (n+1)‖2H1 ≤ 2e‖fin‖2H1 .
More generally, using the classical Gagliardo-Nirenberg inequality, we have
d
dt
‖f (n+1)‖2Hk ≤ C⋆‖fin‖2H1‖f (n+1)‖2Hk + C⋆‖fin‖2H1‖f (n)‖Hk‖f (n+1)‖Hk
≤ C⋆‖fin‖2H1‖f (n+1)‖2Hk + C⋆‖fin‖2H1‖f (n)‖2Hk .
Gronwall’s inequality gives
‖f (n+1)‖2
Hk
≤ (‖fin‖2Hk + C⋆‖fin‖2H1
∫ t
0
‖f (n)‖2
Hk
ds)eC⋆
∫
t
0
‖f(n)‖2
H1
ds
Induction on n gives, for 0 ≤ t ≤ Tk = 1/(2eC⋆‖fin‖2H1),
‖f (n+1)‖2
Hk
≤ 2e‖fin‖2Hk .
Hence f (n) is uniformly bounded in C([0, Tk];H
k) for n = 0, 1, 2, · · · .
Next we claim that f (n) is a Cauchy sequence in C([0, T0], L
2) for some T0 > 0. Note
that
∂t(f
(n+2) − f (n+1)) = −(u(n+1) − u(n))∂θf (n+2) − u(n)∂θ(f (n+2) − f (n+1))
+12(f
(n+2) − f (n+1))H((f (n+1))2)
+12(f
(n+1))H((f (n+1))2 − (f (n))2)
(f (n+2) − f (n+1))(t = 0, ·) = 0
Hence L2 estimate gives
d
dt
‖f (n+2) − f (n+1)‖L2 ≤ C⋆(‖f (n+2) − f (n+1)‖L2 + ‖f (n+1) − f (n)‖L2)‖fin‖2H1
Gronwall’s inequality gives
‖f (n+2) − f (n+1)‖L2 ≤ C⋆‖fin‖2H1
∫ t
0
‖f (n+1) − f (n)‖L2ds eC⋆t‖fin‖
2
H1
Thus, for 0 ≤ t ≤ T0 = 1/(2eC⋆‖fin‖2H1), we have
sup
0≤t≤T0
‖f (n+2) − f (n+1)‖L2 ≤
1
2
sup
0≤t≤T0
‖f (n+1) − f (n)‖L2
This proves the claim. Let us denote the limit function by f , then f ∈ C([0, T˜k];L2) ∩
L∞([0, T˜k];H
k), with T˜k = min{T0, T1, Tk}. Moreover, we have, for 0 ≤ t ≤ T˜k,
‖f‖2Hk ≤ 2e‖fin‖2Hk .
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It is easy to check that f satisfies the equation (2.3) in the sense of distributions. Using
the equation (2.3), we have ∂tf ∈ L∞([0, T˜k];Hk−1) and f ∈ C([0, T˜k];Hk−1).
According to the proof of (2.1) and (2.2), we have the identities
‖f‖L2(Ω) = ‖fin‖L2(Ω), (5.1)
and
‖f‖H1(Ω) = ‖fin‖H1(Ω). (5.2)
for 0 ≤ t ≤ T˜k. We emphasize here that T˜k depends only on k and ‖fin‖H1 .
Step 2. Next, given a general initial data fin ∈ Hk, we approximate fin with P≤Nfin
and prove a Hk stability result for (2.3). Here N is a dyadic number (i.e., log2N is an
integer) and P≤N is the standard Littlewood-Paley projection operator. Note that
‖P≤Nfin‖Hk ≤ ‖fin‖Hk .
Since P≤Nfin ∈ H∞, by Step 1, there exists T = T˜k+3 > 0 depending on ‖fin‖H1 and
k, and a sequence of solutions fN ∈ C([0, T ];Hk+2) with the initial data P≤Nfin, which
satisfy (5.1) and (5.2) with fin being replaced by P≤Nfin. We are going to take the
limit N →∞.
Let N ′ > N . By energy estimate, we have
d
dt
‖fN − fN ′‖2L2 ≤ C⋆‖fN − fN ′‖2L2‖fin‖2H1 .
This implies that for 0 ≤ t ≤ T ,
‖fN − fN ′‖2L2 ≤ C⋆‖P≤Nfin − P≤N ′fin‖2L2 .
More generally, we have
d
dt
‖fN − fN ′‖2Hk
≤ C⋆‖fin‖2Hk‖fN − fN ′‖2Hk
+ C⋆‖fin‖Hk‖P≤Nfin‖Hk+1‖fN − fN ′‖L2‖fN − fN ′‖Hk
≤ C⋆‖fin‖2Hk‖fN − fN ′‖2Hk
+ C⋆‖fin‖HkN‖P≤Nfin‖Hk‖P≤Nfin − P≤N ′fin‖L2‖fN − fN ′‖Hk
Note that as N,N ′ →∞,
N‖P≤Nfin − P≤N ′fin‖L2 ≤ ‖PN≤·≤N ′fin‖H1 → 0.
Using Gronwall’s inequality we obtain
sup
0≤t≤T
‖fN − fN ′‖2Hk → 0
Hence fN converges strongly in C([0, T ];H
k) to a limit function f ∈ C([0, T ];Hk) which
satisfies the equation (2.3) with initial data fin. The identities (5.1) and (5.2) for fN
and P≤Nfin can be passed to the limit.
Finally, we remark that if fin is non-negative, then using the method of characteristics,
f is also non-negative.
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