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QUASIMINIMALITY IN MIXED TSIRELSON SPACES
ANTONIS MANOUSSAKIS AND ANNA MARIA PELCZAR
Abstrat. We prove quasiminimality of the regular mixed Tsirelson spaes
T [(Sn, θn)n] with the sequene (
θn
θn
)n dereasing, where θ = limn θ
1/n
n , and
quasiminimality of all mixed Tsirelson spaes T [(An, θn)n]. We prove that
under ertain assumptions on the sequene (θn)n the dual spaes are quasi-
minimal.
Introdution
Mixed Tsirelson spaes form an important lass of spaes in the theory of Banah
spaes extensively studied with respet to their distortability, loal struture as well
as minimality properties.
Reall that an innite dimensional Banah spae X is minimal, if any losed
innite dimensional subspae of X ontains a further subspae isomorphi to X .
A innite dimensional Banah spae X is quasiminimal, if any two innite di-
mensional subspaes Y, Z of X ontains further two innite dimensional subspaes
Y ′ ⊂ Y, Z ′ ⊂ Z whih are isomorphi. The use of Ramsey theory in the fa-
mous Gowers' dihotomy inspired studies on minimality and related properties,
e.g. [11, 12, 10℄, in partiular in mixed Tsirelson spaes, f. also [13, 14, 17℄.
We reall here briey results onerning minimality properties of mixed Tsirelson
spaes. The famous Shlumpreht spae S = T [(An, 1/ log2(n + 1))n] is omple-
mentably minimal by [3℄, i.e. any losed innite dimensional subspae of S on-
tains a omplemented opy of the whole spae. This result was proved also for a
lass of superreexive spaes extending the onstrution of S in [9℄ and for ertain
types of mixed Tsirelson spaes T [(Akn , θn)n] in [17℄. On other hand Tzafriri spae
T [(An, 12√n )n] is not minimal [12℄.
In the original Tsirelson spae T [S1, 1/2] every normalized blok sequene is
equivalent to a subsequene of the basis. In ontext of mixed Tsirelson spaes
T [(Skn , θn)n] a more general property - subsequential minimality - was studied.
A spae with a basis is alled is subsequentially minimal, if any blok subspae
ontains a normalized blok sequene equivalent to a subsequene of the basis. In
[14℄ it was proved that if a regular sequene (θn) satises the ondition (⋆):
lim
m
lim sup
n
θm+n
θn
> 0
then the mixed Tsirelson spae X = T [(Sn, θn)n] is subsequentially minimal if and
only if any blok subspae of X admits an ℓ1 − Sω−spreading model, if and only
if any blok subspae of X has Bourgain ℓ1−index greater than ωω. In partiular
X is omplementably subsequentially minimal if sup θ
1/n
n = 1 [17℄, i.e. subspaes
shown to be isomorphi to subspaes generated by subsequenes of the basis are
omplemented in the spae. In [13℄ analogues of these results were studied in the
partly modied setting, in partiular it was shown that a partly modied mixed
Tsirelson spae is subsequentially minimal provided sup θ
1/n
n = 1. Also in [13℄ a
large lass of mixed Tsirelson spaes failing the subsequential minimality in a strong
sense was desribed.
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In the paper we study p−spaes T [(An, θn)n], as dened in [17℄, as well as mixed
Tsirelson spaes T [(Sn, θn)n] showing quasiminimality of all spaes of the rst type
and regular spaes of the seond type provided the sequene ( θnθn )n is dereasing,
where θ = limn θ
1/n
n , and we onsider related properties. Notie that for the spaes
of the seond type, in ase θ < 1, the monotoniity of the sequene ( θnθn )n exludes
the ondition (⋆) of [14℄ mentioned above.
In the study of spaes of both types speial averages provide the major tool. In
ase of p−spae we show that ℓp is nitely blok represented in all blok subspaes of
any p−spaes, i.e. p is in Krivine set of all blok subspaes of a p−spae. Equivalent
blok sequenes in these spaes are formed by long averages of ℓp−averages.
In ase of mixed Tsirelson spaes of type T [(Sn, θn)n] we use speial averages,
whose properties were studied in [2℄, vetors of the same type as speial onvex
ombinations used in [4, 5℄. In this ase, thanks to the higher omplexity of the
families (Sn)n, equivalent sequenes are formed by long speial averages (not av-
erages of speial averages, as it is in p−spaes ase). The reasoning proving the
quasiminimality of spaes T [(Sn, θn)n] implies also the result of [17℄ on subsequential
minimality of the spaes in ase sup θ
1/n
n = 1. In both ases the presented argument
gives saturation of onsidered mixed Tsirelson spaes T [(Sn, θn)n] or T [(An, θn)n]
with subsequentially minimal subspaes.
Notie that in both lasses of mixed Tsirelson spaes speial averages were used
in the proofs of arbitrary distortability of spaes under additional assumptions. The
observations presented in the paper indiates also similarities in the way spaes ℓp,
1 ≤ p <∞, and Tsirelson type spaes T [S1, θ], 0 < θ ≤ 1, are represented in spaes
T [(An, θn)n] and T [(Sn, θn)n].
Now we desribe the ontents of the paper. In Setion 1 we reall basi notions.
In Setion 2. we onsider p−spaes, state tehnial lemmas needed in the sequel and
desribe representation of ℓp in p−spaes T [(An, θn)n] depending on the behavior
of (θn)n. The essential tool for quasiminimality in p−spaes ase is provided by
Theorem 2.8 stating that the Krivine set of any subspae of a p−spae, 1 ≤ p <∞
ontains p. Reall here that by [17℄ Krivine set of a p−spae T [(An, θn)n] ontains
only p provided the sequene (θnn
1/q)n is dereasing, for 1/p+1/q = 1, while there
are p−spaes, p > 1, with 1 in the Krivine set. We present also analogues to obser-
vations onerning the original Tsirelson spae and mixed Tsirelson spaes given in
[19, 20℄, in partiular extending the result of [12℄ on saturation of Tzafriri spae by
ℓ2−asymptoti subspaes. Setion 3 ontains the proof of quasiminimality of arbi-
trary p−spaes (Theorem 3.1) and study of behavior of p−spaes, 1 < p <∞, and
their duals in ase infn θnn
1/q > 0 (Theorem 3.5), inluding in partiular Tzafriri
spae. Setion 4 is devoted to mixed Tsirelson spaes T [(Sn, θn)n]. After tehni-
al lemmas onerning Shreier families, we show the existene of speial averages
(Corollary 4.9), applying the reasoning of [2℄ in ase the sequene ( θnθn )n is dereas-
ing. Under this assumption, using speial averages we prove the quasiminimality of
a regular mixed Tsirelson spaes T [(Sn, θn)n] (Theorem 4.10). Setion 5 presents a
general argument enabling us to transfer the minimality and quasiminimality prop-
erties of spaes to their duals provided ertain omplementability property holds. In
partiular we prove quasiminimality of duals to mixed Tsirelson spaes T [(Sn, θn)n]
in ase sup θ
1/n
n = 1.
1. Preliminaries
We reall now the basi denitions and standard notation. Let X be a Banah
spae with a basis (ei). The support of a vetor x =
∑
i xiei is the set suppx =
{i ∈ N : xi 6= 0}, the range of a vetor x ∈ X - the smallest interval in N ontaining
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support of x. Given any x =
∑
i xiei and nite E ⊂ N put Ex = xE =
∑
i∈E xiai.
We write x < y for vetors x, y ∈ X , if max suppx < min supp y. A blok sequene
is any sequene (xi) ⊂ X satisfying x1 < x2 < . . . , a blok subspae of X - any
losed subspae spanned by an innite blok sequene. A subspae spanned by a
basi sequene (xn) we denote by [xn].
A Banah spae X is saturated with subspaes of type (∗), if any innite di-
mensional subspae of X ontains a further innite dimensional subspae of type
(∗).
A basi sequene (xn) C−dominates a basi sequene (yn), C ≥ 1, if for any
salars (an) we have
‖
∑
n
anyn‖ ≤ C‖
∑
n
anxn‖
Two basi sequenes (xn) and (yn) are C-equivalent, C ≥ 1, if (xn) C−dominates
(yn) and (yn) C−dominates (xn).
Let M be a family of nite subsets of N. We say that M is regular, if it is
hereditary, i.e. for any G ⊂ F , F ∈M also G ∈ M, spreading, i.e. for any integers
n1 < · · · < nk and m1 < · · · < mk with ni ≤ mi, i = 1, . . . , k, if (n1, . . . , nk) ∈ M
then also (m1, . . . ,mk) ∈ M, and ompat in the produt topology of 2N. Given a
spreading family M we say that a sequene E1 < · · · < En of nite subsets of N is
M-admissible, if (minEi)ni=1 ∈ M. For any two families M,N of nite subsets of
N we dene
M[N ] = {F1 ∪ · · · ∪ Fk : F1, . . . , Fk ∈ N , F1 < · · · < Fk −M− admissible}
We will work on two types of regular families: (An)n∈N and (Sα)α<ω1 . Let
An = {F ⊂ N : #F ≤ n}, n ∈ N
Shreier families (Sα)α<ω1 , introdued in [1℄, are dened by indution:
S0 = {{n} : n ∈ N} ∪ {∅}, Sα+1 = S1[Sα], α < ω1
If α is a limit ordinal, hoose αn ր α and set
Sα = {F : F ∈ Sαn and n ≤ F for some n ∈ N}
It is well known that all families (An)n∈N, (Sα)α<ω1 are regular.
Let X be a Banah spae with a basis. We say that a sequene x1 < · · · < xn is
M-admissible, if (suppxi)ni=1 is M-admissible.
Denition 1.1 (Tsirelson-type spae). Fix a regular family M and 0 < θ < 1. Let
K ⊂ c00 be the smallest set satisfying the following:
(1) (±e∗n)n ⊂ K,
(2) for any funtionals φ1 < · · · < φk in K, if (φi)ki=1 is M-admissible, then
θ(φ1 + · · ·+ φk) ∈ K.
We dene a norm on c00 by the formula ‖x‖ = sup{f(x) : f ∈ K}, x ∈ c00. Then
the Tsirelson-type spae T [M, θ] is the ompletion of (c00, ‖ · ‖).
It is standard to verify that the norm ‖ · ‖ is the unique norm on c00 satisfying
the equation
‖x‖ = max
{
‖x‖∞, sup
{
θ
k∑
i=1
‖Eix‖ : (Ei)ki=1 −M− admissible
}}
Reall that T [An, θ] = c0 if θ ≤ 1/n and T [An, θ] = ℓp, if θ = 1/ q√n for q satisfying
1/p + 1/q = 1. The spae T [S1, 1/2] is the Tsirelson spae, the rst disovered
non-lassial spae - not ontaining ℓp, 1 ≤ p <∞ or c0.
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Now we reall the denition of the mixed Tsirelson spaes, using not only one
familyM and parameter θ, but sequenes of these objets. Again the norm an be
dened by its norming set or as a solution of an equation.
Denition 1.2 (Mixed Tsirelson spae). Fix a sequene of regular families (Mn)
and sequene (θn) ⊂ (0, 1) with limn→∞ θn = 0. Let K ⊂ c00 be the smallest set
satisfying the following:
(1) (±e∗n)n ⊂ K,
(2) for any φ1 < · · · < φk in K, if (φi)ki=1 is Mn-admissible for some n ∈ N,
then θn(φ1 + · · ·+ φk) ∈ K.
We dene a norm on c00 by ‖x‖ = sup{f(x) : f ∈ K}, x ∈ c00. The mixed
Tsirelson spae T [(Mn, θn)n] is the ompletion of (c00, ‖ · ‖).
Again it is standard to verify that the norm ‖ · ‖ is the unique norm on c00
satisfying the equation
‖x‖ = max
{
‖x‖∞, sup
{
θn
k∑
i=1
‖Eix‖ : (Ei)ki=1 −Mn − admissible, n ∈ N
}}
It follows immediately that the unit vetor basis (en) is 1-unonditional in the
spae T [(Mn, θn)n]. It was proved in [4℄ that any T [(Skn , θn)n] is reexive, also
any T [(Akn , θn)n] is reexive, provided θn > 1kn for at least one n ∈ N. In this
setting Shlumpreht spae S is the spae T [(An, 1log2(n+1) )n], Tzafriri spae is
T [(An, c√n )n] for 0 < c < 1.
A tree is a partially ordered set (T,≺) suh that for any t ∈ T the set {s ∈
T : s ≺ t} is nite and linearly ordered. Given a tree T for any t ∈ T by succ t
we denote the set of immediate suessors of t in T . The height of a tree T is the
supremum of the length of branhes in the tree T (i.e. well ordered subsets of the
tree T ). The level of an element t of a tree T with a unique root (i.e. the minimal
element) is the length of the branh linking the root with t.
The following notion provides a useful tool for estimating norms in mixed Tsirelson
spaes:
Denition 1.3 (The tree-analysis of a norming funtional). Let φ ∈ K. By a
tree-analysis of φ we mean a nite family (φt)t∈T indexed by a tree T with a unique
root 0 ∈ T suh that the following hold
(1) φ0 = φ and φt ∈ K for all t ∈ T ,
(2) t ∈ T is maximal if and only if φt ∈ (±e∗n),
(3) for every t ∈ T not maximal there is some n ∈ N suh that (φs)s∈succ t is
anMn-admissible blok sequene and φt = θn(
∑
s∈succ t φs). We all θn the
weight of φt.
Notie that every funtional from a norming set K admits a tree-analysis, not
neessarily unique.
Denition 1.4. Let (yn) ⊂ X be a blok sequene.
a) Let φ ∈ K be a norming funtional with a tree-analysis (φt)t∈T . We say that
φt overs yn if t ∈ T is maximal in T with the property suppφt ⊃ supp yn∩ suppφ.
b) a nite sequene (Ek)
m
k=1 of subsets of N is said to be omparable with the
sequene (yn) if for every n and every k ≤ m we have
Ek ⊂ range yn or supp yn ∩
m⋃
i=1
Ei ⊂ Ek or rangeEk ∩ range yn = ∅.
) A norming funtional φ ∈ K with a tree-analysis (φt)t∈T is said to be omparable
with (yn)n if the sequene (supp φt)t∈T is omparable with (yn)n.
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2. Representability of ℓp in p−spaes
We desribe now the lass of p−spaes following the denition of [17℄. Reall
that any spae T [(Akn , θn)Nn=1], dened analogously to Tsirelson type spaes and
mixed Tsirelson spaes, with the use of nitely many families (Akn)Nn=1 and nitely
many salars (θn)
N
n=1 ⊂ (0, 1), is isomorphi to some ℓp, 1 ≤ p <∞ or c0 [7℄.
Denition 2.1. [17℄ A mixed Tsirelson spae T [(Akn , θn)n∈N] is alled a p-spae,
for p ∈ [1,∞), if there is a sequene (pN )N ⊂ (1,∞) suh that
(1) pN → p as N →∞, and pN ≥ pN+1 > p for any N ∈ N,
(2) T [(Akn , θn)Nn=1] is isomorphi to ℓpN for any N ∈ N.
A p−spae T [(An, θn)n∈N] is alled regular, if θn ց 0 and θnm ≥ θnθm for any
n,m ∈ N.
Notie that any mixed Tsirelson spae T [(Akn , θn)n∈N] is isometri to a spae
T [(An, θ̂n)n∈N], where
θ̂n = sup
{
l∏
i=1
θni :
l∏
i=1
ni ≥ n
}
, n ∈ N
It follows diretly that if T [(Akn , θn)n∈N] is a p−spae, then also T [(An, θ̂n)n∈N] is
a p−spae. Notie also that the sequene (θ̂n) satises θ̂n ց 0, θ̂nm ≥ θ̂nθ̂m for
any n,m ∈ N.
Therefore from now on we assume that p−spaes we onsider are regular.
Notation. Let T [(An, θn)n∈N] be a regular p−spae. If we set θn = 1/n1/qn with
qn ∈ (1,∞), n ∈ N, then q = limn qn = supn qn ∈ (0,∞], where 1/p+1/q = 1, with
usual onvention 1/∞ = 0.
In the situation as above let cn = θnn
1/q ∈ (0, 1), n ∈ N, if p > 1. To unify the
notation put cn = θn, n ∈ N, in ase p = 1.
Remark 2.2. In [17℄ in the denition in the p−spaes it was posed also that the
sequene (pn)n was stritly dereasing and hene θn also. It was also posed that
cn ց 0. In our setting, the sequenes (pn)n, (cn)n do not neessarily satisfy these
two onditions.
Remark 2.3. Notie that the norming set of a p−spae is ontained in the unit ball
of ℓq, hene ‖ · ‖ ≤ ‖ · ‖p.
First we present two tehnial observations.
Lemma 2.4. Let X be a p−spae, 1 ≤ p < ∞. Take a funtional φ with a
tree-analysis (φt)t∈T and any nite blok sequene (vn). Set v =
∑
n vn. Then
there is a funtional φ′ with a tree-analysis (φ′t)t∈T ′ omparable with (vn) satisfying
6φ′(v) ≥ φ(v).
Proof. We an assume that suppφ ⊂ ⋃n supp vn. For any n pik tn ∈ T so that
φtn overs vn. Let E1 < · · · < Ek be supports of all suessors φ1, . . . , φk of φtn
whih interset the support of vn.
CASE 1. There is i = 1, . . . , k so that Ei ⊂ supp vn. If E1 ∩ supp vn−1 6= ∅
and φ1(vn) ≥ φi(vn) then hange the tree: split φ1 into two parts supported on
E1∩supp vn and E1\supp vn and erase φi, put the part φ1|supp vn into tree instead of
φi, leave φ1|E1\supp vn in the plae of φ1. If E1∩supp vn−1 6= ∅ and φ1(vn) ≤ φi(vn)
then erase from φ the part supported on E1 ∩ supp vn. Analogously proeed, if
Ek ∩ supp vn+1 6= ∅. The ation of the modied funtional on vn is not less than
φ(vn)/3.
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CASE 2. k = 2, E1 ∩ supp vn−1 6= ∅, E2 ∩ supp vn+1 6= ∅. Let for example
φ1(vn) ≥ φ2(vn), then erase part of φ supported on E2 ∩ supp vn, and for the
modied funtional nd new tn - then we have only Case 1. 
Lemma 2.5. Let X be a p−spae, 1 ≤ p < ∞. Take any norming funtional φ
with a tree-analysis (φt)t∈T and some J1, . . . , JN ⊂ T so that
(1) Jn ⊂ succ tn for some tn ∈ T for any n = 1, . . . , N ,
(2) suppφi ∩ suppφj = ∅ for any i 6= j, i, j ∈
⋃
n Jn
(3) suppφ =
⋃{suppφi : i ∈ ⋃n Jn}
Let φ =
∑N
n=1 γn
∑
i∈Jn φi. Then for any salars a1, . . . , aN ≥ 0 we have
N∑
n=1
anγn(#Jn)
1/q ≤ (
N∑
n=1
apn)
1/p
Proof. The ase p = 1 is obvious. Assume p > 1. We proeed by indution on the
height of the tree T . For the height equal 0 (i.e. φ is a unit vetor) the result is
lear. Assume we have the result for funtionals with the tree-analysis of height
smaller than l for some l ≥ 1 and pik a funtional with the tree-analysis (φt)t∈T
of height l. Let J1, . . . , JN , γ1, . . . , γN , a1, . . . , aN be as in the Lemma.
Let φ = cm/m
1/q
∑
t∈succ 0 φt. Let I = {n = 1, . . . , N : Jn ⊂ succ 0}. Let
J = succ 0 \ ⋃n Jn. For any t ∈ J let It = {n 6∈ I : i ≻ t ∀i ∈ Jn}. By the
indutive assumption for φt, t ∈ J , and Hölder inequality we have
N∑
n=1
γnan(#Jn)
1/q ≤ 1
m1/q
∑
n∈I
an(#Jn)
1/q +
1
m1/q
∑
t∈J
∑
n∈It
anγnm
1/q(#Jn)
1/q
≤ 1
m1/q
(
∑
n∈I
apn)
1/p(
∑
n∈I
#Jn)
1/q +
1
m1/q
∑
t∈J
(
∑
n∈It
apn)
1/p
≤ 1
m1/q
(
∑
n∈I
apn)
1/p(
∑
n∈I
#Jn)
1/q +
1
m1/q
(#J)1/q(
∑
t∈J
∑
n∈It
apn)
1/p
Notie that I∪⋃t∈J It = {1, . . . , N} and#J+∑n∈I #Jn = #succ 0 ≤ m, hene
again by Hölder inequality we obtain the desired upper bound by (
∑N
n=1 a
p
n)
1/p
. 
We reall here the notion of ℓr−averages - the basi tool we will use in studying
the properties of p−spaes:
Denition 2.6. A vetor x ∈ X is alled a C − ℓr−average of length m, for
r ∈ [1,∞], m ∈ N and C ≥ 1 if x = ∑mn=1 xi/‖∑mn=1 xi‖ for some normalized
blok sequene (xn)
m
n=1 whih is C-equivalent to the unit vetor basis of ℓ
m
r .
The following lemma extends the standard result for ℓ1−averages.
Lemma 2.7. Fix 1 ≤ r < ∞ and M ∈ N. Let N ≥ (2M)r. Then for any
C − ℓr−average x ∈ X of length N and any j ≤M we have
j1/s
2C2
≤ sup
{∑
i
‖Eix‖ : (Ei) − Aj − admissible
}
≤ 2C2j1/s
where 1/s+ 1/r = 1.
Proof. Let x = (x1 + · · · + xN )/‖x1 + · · · + xN‖, for some normalized sequene
x1 < · · · < xN C-equivalent to the unit vetor basis of ℓNp . Fix j ≤ M . For the
lower estimate take subsets I1 < · · · < Ij of {1, . . . , N} suh that #Ii = [N/j], i.e.
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the integer part of N/j, let Ei =
⋃
n∈Ii suppxn and ompute
j∑
i=1
‖Eix‖ ≥
∑
i
‖
∑
n∈Ii
xn‖/CN1/r ≥ j
C2N1/r
[
N
j
]1/r
≥ j
1/s
21/rC2
≥ j
1/s
2C2
.
Now take any E1 < · · · < Ej for j ≤ M . For any i = 1, . . . , j pik Ii = {n :
suppxn ∩ Ei 6= ∅} and I ′i = {n ∈ Ii : suppxn ∩El = ∅ ∀i 6= l} and ompute
‖Ei(x1 + · · ·+ xN )‖ ≤ ‖xmin Ii‖+ ‖xmax Ii‖+ ‖Ei(
∑
n∈I′
i
xn)‖ ≤ 2 + C(#I ′i)1/r
Hene summing over i we get∑
i
‖Eix‖ ≤ 2M C
N1/r
+ C2
∑
i
(#I ′i)
1/r
N1/r
≤ 2C2j1/s

Now we study the way ℓp is represented in a p−spae. Reall that by Krivine
theorem for any Banah spae X with a basis there is some 1 ≤ p ≤ ∞ suh that ℓp
is nitely blok (almost isometrially) represented in X , i.e. for any ε > 0 and any
n ∈ N there is a normalized blok sequene x1 < · · · < xn in X whih is (1 + ε)-
equivalent to the unit vetor basis of ℓnp . The set of all suh p's is alled the Krivine
set of a given spae X . Reall that the Krivine set of a p−spae T [(An, θn)n∈N]
ontains only p provided the sequene (cn)n is dereasing (Prop. 1.6 [17℄), while
there are p−spaes with p > 1 and 1 in the Krivine set (Prop. 1.8 [17℄).
Theorem 2.8. Let X be a p−spae, 1 ≤ p <∞. Then the Krivine set of any blok
subspae of X ontains p.
Proof. By Lemma 1.5 [17℄ Krivine set of X is ontained in [1, p]. We will show
that for any N in any blok subspae Y of X there is a normalized blok sequene
y1, . . . , yN with ‖
∑
n∈J yn‖ ≤ D(#J)1/p for any J ⊂ {1, . . . , N} and for a universal
onstant D. Then by Corollary 5 [18℄ some p′ ≥ p is in the Krivine set of Y , thus
p′ = p whih ends the proof.
Fix N ∈ N and r ≤ p in the Krivine set of a blok subspae Y . Take a normalized
blok sequene (yn)
N
1 and sequene (mn)
N
1 ⊂ N with
(1) yn is a 2− ℓr−average of length greater than (2mn)r, for any n,
(2) Nθmn ≤ 1/2n+2, for any n,
(3) θmn
∑
i<n#supp yi ≤ 1/2n+2 for any n,
We laim that ‖∑Nn=1 yn‖ ≤ 99N1/p.
Take a funtional φ with the tree analysis (φt)t∈T . By Lemma 2.4 we an assume
that this tree-analysis is omparable with (yn). Let y =
∑
n yn.
Let A = {t ∈ T : φt overs some yn}. Given any t ∈ A let It = {n = 1, . . . , N :
φt overs yn}. Let θm be the weight of φt.
Now onsider ases:
CASE 1. m ≤ mn for all n ∈ It.
For any n ∈ It let Jn = {i ∈ succ t : suppφi ⊂ range yn}. By Lemma 2.7 we
have
∑
i∈Jn φi(y) =
∑
i∈Jn φi(yn) ≤ 8(#Jn)1/q.
CASE 2. There is some n ∈ It with m > mn. Let nt be the maximal element of
It with this property.
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First let Lt = {n 6∈ It : supp yn ∩ suppφ ⊂ suppφt}. Notie that for any n ∈ Lt
there is some φtn - suessor of φt so that supp yn ∩ suppφ ⊂ suppφtn . Hene
φt(
∑
n∈Lt
yn) ≤ θmnt (
∑
n∈Lt
φtn(yn)) ≤ Nθmnt ≤ 1/2nt+2
Hene φ(
∑
t∈A,n∈Lt yn) ≤ 1/4, thus we an erase this part for all t with error 1/4.
Now notie that by ondition 3. we have
φt(
∑
n∈It,n<nt
yn) ≤ θmnt
∑
n<nt
#supp yn ≤ 1/2nt+2
so we an again erase this part for all t with error 1/4.
Now we ompare the parts φt(ynt) and φt(
∑
n∈It,n>nt yn). If the rst one is
bigger, then set Jnt = {t}. Obviously we have φt(y) ≤ (#Jnt)1/q. If the seond one
is bigger, then erase the rst one and proeed as in Case 1 getting
∑
i∈Jn φi(y) ≤
8(#Jn)
1/q
for eah n ∈ It, n > nt.
Now by Lemma 2.5 we have φ(
∑N
n=1 yn) ≤ 2 ·8N1/p+ 12 , therefore ‖
∑N
n=1 yn‖ ≤
6 · 16 12N1/p = 99N1/p whih ends the proof of Theorem. 
Now we work under more restritive assumptions on (cn), giving additional in-
formation on representability of ℓp in p−spaes. Reall that a spae with a basis is
alled ℓp−asymptoti provided any normalized blok sequene n ≤ x1 < · · · < xn,
n ∈ N, is C−equivalent to the unit vetor basis of ℓnp , with some universal onstant
C. Now we show a result generalizing Corollary 3.8 [12℄.
Proposition 2.9. Let X be a p−spae, 1 < p <∞, with infn cn = c > 0. Then X
is saturated with ℓp−asymptoti subspaes.
To prove the Proposition it is enough to show the following Lemma (well-known
in ase of Tzafriri spae) similar to Proposition 1.6 [17℄.
Lemma 2.10. Assume infn cn = c > 0. Take a normalized blok sequene y1 <
· · · < yN in X. Then for any (an)Nn=1 we have ‖
∑
n anyn‖ ≤ 6c−1(
∑
n a
p
n)
1/p
.
Proof. Take any norming funtional φ with the tree-analysis (φt)t∈T , by Lemma 2.4
we an assume that the tree-analysis is omparable with (yn). For any n pik tn ∈ T
suh that φtn overs yn and let (φi)i∈Jn be the family of immediate suessors of φtn
with support ontained in supp yn. By assumption and denition of the norm we
have
∑
i∈Jn φi(yn) ≤ c−1(#Jn)1/q for any n. Now we apply Lemma 2.5 obtaining
φ(
∑
n anyn) ≤ 6c−1(
∑
n a
p
n)
1/p
. 
By this Lemma and the fat that for any normalized y1 < · · · < yN also
‖∑n yn‖ ≥ cN1/p, applying Theorem 3.7 [12℄, we obtain saturation of X by
ℓp−asymptoti subspaes.
Reall that by proof of Theorem 2.1 [17℄, if cn ց 0, then X does not ontain a
ℓp−asymptoti subspae.
The next two observations should be ompared with Proposition 3.9 [19℄ and
Example 5.12 [20℄, the idea of the proofs is analogous.
Proposition 2.11. Let X be a p−spae, 1 < p < ∞, with ∏n cn = d > 0 or
cn ր 1. Then X is saturated with ℓp.
Proof. By quasiminimality (Theorem 3.1) it is enough to show that there is a
subspae isomorphi to ℓp. Sine we have for any normalized blok sequene the
upper ℓp−estimate by Lemma 2.10, it is enough to produe a normalized blok
sequene with lower ℓp−estimate. We present the proof in ase
∏
n cn = d > 0, the
reasoning an be easily adapted to the ase cn ր 1.
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Take inreasing (in)n ⊂ N with in+1 > 5in and
∑
n 2
−in ≤ d/4, and take the
partition I1 < I2 < . . . of N with #In = 2
in
. Notie that by Remark 2.3 we have
‖∑i∈In ei‖ ≤ 2in/p.
Let xn = (‖
∑
i∈In ei‖)−1
∑
i∈In ei for any n. We laim that (xn) satises the
lower ℓp−estimate.
Take (jn)
N
n=1 ⊂ N with jn ≤ in and onsider the vetor x =
∑
n 2
−jn/pxn. Let
kn = jn + in for any n, then kn+1 > kn. Then the formula
φ =
N∑
n=1
∑
i∈In
(c2k1 c2k2−k1 . . . c2kn−kn−1 )2
−kn/qei
denes a funtional from the norming set with a tree-analysis all of whose elements
have weights in the set {θ2k1 , θ2k2−k1 , . . . , θ2kn−kn−1 : n = 1, . . . , N}. Moreover
kn+1 − kn > kn − kn−1 for any n, hene
‖x‖ ≥ φ(x) ≥
∑
n
(∏
k
ck
)(
2−kn/q2−jn/p#In/‖
∑
i∈In
ei‖
)
≥ d
∑
n
2−jn
For any salars (an)
N
n=1 ⊂ [0, 1] with
∑
n a
p
n = 1 pik (jn) with 2
(−jn−1)/p ≤ an ≤
2−jn/p. Let J = {n ∈ N : jn ≥ in}. Then by the hoie of in we have∑
n∈J
apn ≤
∑
n∈J
2−jn ≤
∑
n
2−in ≤ d/4
By the previous argument we have
‖
∑
n
anxn‖ ≥ ‖
∑
n6∈J
anxn‖ ≥ d
∑
n6∈J
2−jn−1 ≥ d
∑
n
apn/2− d/4 = d/4
Hene we proved the lower ℓp−estimate for (xn) and thus the proposition. 
Proposition 2.12. Let X be a p−spae, 1 ≤ p <∞, with supn cn = d < 1. Then
X does not ontain ℓp.
Proof. Given a normalized blok basis (xj) and k ∈ N dene a new norm ‖ · ‖k,(xj)
on [xj ] in the following way: for any x ∈ [xj ] let ‖x‖k,(xj) be the supremum of φ(x)
over all norming funtionals φ with a tree-analysis (φt)t∈T suh that for any t ∈ T
of level ≤ k and any j either suppφt ∩ suppxj = ∅ or rangeφt ⊃ suppxj .
Lemma 2.13. Let (xj) be a normalized blok basis in X, x ε > 0 and k ∈ N.
Then there is x ∈ [xj ] with ‖x‖ = 1 suh that ‖x‖k,(xj) > 1− ε.
Proof of Lemma. We will prove it rst for k = 1. Take a normalized blok sequene
(y1n)
N
n=1 of (xj) suh that
(1) y1n =
∑
j∈Fn xj/‖
∑
j∈Fn xj‖, where #Fn = mn for any n,
(2) mn
∑
i>n 1/θmimi ≤ ε/4 for any n,
(3) θmn
∑
i<n#supp y
1
i ≤ ε/4 for any n,
(4) 1/NθN ≤ ε/8.
Let y2 =
∑N
n=1 y
1
n/‖
∑N
n=1 y
1
n‖. Take (Ei)li=1 with ‖y2‖ = θl
∑
i ‖Eiy2‖. We
laim that with error at most ε we an assume that for any n there is at most one
i with suppxn ∩ Ei 6= ∅. Let Jn = {j ∈ Fn : suppxj intersets at least two Ei}.
Assume that there is some n0 suh that mn0 < l ≤ mn0+1. Then we let w1 be y2
restrited to supports of y1n for n < n0, w2 be y
2
restrited to supports of y1n0 and
y1n0+1. Then θl
∑
i ‖Eiw1‖ ≤ ε/4 by ondition 3., θl
∑
i ‖Eiw2‖ ≤ 2/NθN ≤ ε/4 by
ondition 4., and by ondition 1. we have∑
n>n0+1
∑
j∈Jn
‖y| suppxj‖ ≤ mn0+1
∑
n>n0+1
1/θmnmn ≤ ε/4
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Any other ase is a simpler modiation of the reasoning above.
For any k > 1 we iterate the proedure above, by taking as (yjn) suitable averages
of (yj−1n ) for some εj , j = 2, . . . , k, with
∏k
i=1(1− εi) > 1− ε. 
Now we go bak to the proof of the Proposition. Assume there is a normalized
blok basis (xj) D-equivalent to the unit vetor basis of ℓp. Take k ∈ N and by the
Lemma 2.13 pik a normalized x =
∑
j ajxj with ‖x‖k,(xj) > 1/2. Let
‖x‖k,(xj) =
∑
i
cni
1
cni
2
. . . cni
ki
(ni1 · · · · · niki)1/q
‖Eix‖
for some Ei suh that the sets Ji = {j : suppxj ∩Ei 6= ∅} are pairwise disjoint and
some ki ≤ k and (ni1, ni2, . . . niki)i with
∑
i 1/(n
i
1 · · · · · niki) ≤ 1. Then by Hölder
inequality
1/2 ≤ dk
∑
i
1/(ni1 . . . n
i
ki)
1/qD(
∑
j∈Ji
apj )
1/p ≤ dkD(
∑
j
apj )
1/p ≤ dkD2
whih for large k gives ontradition. 
3. Quasiminimality in p−spaes
In this setion we prove the following
Theorem 3.1. Any p−spae X, 1 ≤ p <∞, is quasiminimal.
We show also a stronger quasiminimality property of X and its dual spae un-
der additional assumption on (cn). The equivalent sequenes used in the proof of
Theorem 3.1 onsist of averages of ℓp−averages, whose properties are examined in
next Lemmas.
Lemma 3.2. Fix N ∈ N. Take nite normalized blok sequenes (yn)N1 and (zn)N1
in X and sequene (mn)
N
1 ⊂ N satisfying the following onditions:
(1) eah yn and zn are 2− ℓp−averages of length Nn ≥ (2mn)p,
(2) Nθmn ≤ 1/2n+5 for any n,
(3) θmn
∑
i<n#supp yi ≤ 1/2n+5, and θmn
∑
i<n#supp zi ≤ 1/2n+5 for any
n,
Then (yn)
N
1 and (zn)
N
1 are C-equivalent, for some universal onstant C.
Proof. We show that (zn)
N
1 dominates (yn)
N
1 . Fix salars 0 ≤ a1, . . . , aN ≤ 1 so
that the vetor y =
∑N
n=1 anyn has norm 1, and put z =
∑N
n=1 anzn. The proof
resembles the reasoning in the proof of Theorem 2.8.
By Lemma 2.4 we an take a norming funtional φ with a tree analysis (φt)t∈T
omparable with (yn) and φ(y) ≥ 1/6. We will pik ψ so that ‖ψ‖ ≤ 1 and
ψ(z) ≥ 2−11.
Let A = {t ∈ T : φt overs some yn}. Given any t ∈ A let It = {n = 1, . . . , N :
φt overs yn}. Let θm be the weight of φt.
Now onsider ases for eah t ∈ A:
CASE 1. m ≤ mn for all n ∈ It. For any n ∈ It let Jn = {i ∈ succ t :
suppφi ⊂ rangeyn}. By ondition 1. and Lemma 2.7 pik funtionals (ψi)i∈Kn ,
with #Kn ≤ #Jn so that
∑
i∈Kn ψi(zn) ≥
∑
i∈Jn φi(yn)2
−6
and hange the tree-
analysis of φ by putting (ψi)i∈Kn instead of (φi)i∈Jn for any i = 1, . . . , kn. Then
we have 26ψt(
∑
n∈It anzn) ≥ φt(
∑
n∈It anyn).
CASE 2. there is some n ∈ It with m > mn. Let nt be maximal with this
property.
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First let Lt = {n 6∈ It : supp yn ∩ suppφ ⊂ suppφt}. Notie that for any n ∈ Lt
there is some φtn - a suessor of φt so that supp yn ∩ suppφ ⊂ suppφtn . Hene
φt(
∑
n∈Lt
anyn) ≤ θmnt (
∑
n∈Lt
φtn(yn)) ≤ Nθmnt ≤ 1/2nt+5
Hene φ(
∑
n∈Lt,t∈B anyn) ≤ 1/25, where B = {t ∈ A : m > mk for some k ∈ It},
thus we an erase this part with error 1/25.
Now notie that by ondition 2. we have
φt(
∑
n∈It,n<nt
anyn) ≤ θmnt
∑
n<nt
#supp yn ≤ 1/2nt+5
so we an again erase this part for all t with error 1/25.
Now we ompare the part φt(antynt) and φt(
∑
n∈It,n>nt anyn). If the rst one
is bigger, then replae φt in the tree-analysis of φ by ψt satisfying ψt(znt) = 1. If
the seond one is bigger, then erase the rst one and proeed as in Case 1.
Altogether after all this hanges we obtained a new norming funtional ψ with
ψ(
∑
n anzn) ≥ 2−11. Indeed, from the above inequalities we have
(3.1)
1
6
≤ φ(
∑
n
yn) ≤ 2
25
+ 2 · 26ψ(
∑
n
anyn) ⇒ ψ(
∑
n
anyn) ≥ (1
6
− 1
24
)
1
27
.
Therefore C = 211 satises the assertion of the Lemma. 
Lemma 3.3. Fix N ∈ N. Take (yn)N1 , (zn)N1 as in Lemma 3.2 and let y =
y1 + · · · + yN , z = z1 + · · · + zN . Then for m ∈ N, any E1 < · · · < Em there are
F1 < · · · < Fl with l ≤ m
(3.2) θm(‖E1y‖+ · · ·+ ‖Emy‖) ≤ C′θm(‖F1z‖+ · · ·+ ‖Flz‖) + 6
for some universal onstant C′.
Proof. We an assume (up to multiplying by 3) that the sequene (Ej) are ompa-
rable with the sequene (yn). Let J = {j = 1, . . . ,m : rangeEj ⊃ supp yn for some
n} and for j ∈ J let Ij = {n : supp yn ∩
⋃
i Ei ⊂ Ej}. Then for any j ∈ J we put
Fj =
⋃
n∈Ij supp zn and we have by Lemma 3.2∑
j∈J
‖Ej
∑
n∈Ij
yn‖ ≤ C
∑
j∈J
‖Fj
∑
n∈Ij
zn‖
Symmetrially let L = {n : rangeyn ⊃ Ej for some j} and for any n ∈ L let
Jn = {j : Ej ⊂ range yn}. Consider ases:
CASE 1. m ≤ mn for any n. Then by the hoie of (yn), (zn) and Lemma 2.7
there are some (Fj)j∈Kn,n∈I , #Kn ≤ #Jn with∑
n∈L
∑
j∈Jn
‖Ejyn‖ ≤ 26
∑
n∈L
∑
j∈Kn
‖Fjzn‖
and {Fj}j∈J ∪ {Fj}j∈Kn,n∈L are the desired sets.
CASE 2. For some n we have m > mn. Let n0 be maximal with this property.
Then
θm
∑
n∈L,n<n0
∑
j∈Jn
‖Ejyn‖ ≤ θmn0
∑
n<n0
#supp yn ≤ 1/2n0.
Notie that
θm
∑
j∈Jn0
‖Ejyn0‖ ≤ ‖yn0‖ ≤ 1
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For (Ej)j∈Jn,n∈L,n>nt hoose (Fj) as in the Case 1. Thus we prove the Lemma
with onstant C′ = 3 · 26C. 
Proof of the Theorem 3.1. Take any blok subspaes Y, Z of X and pik by Theo-
rem 2.8 (yj) ⊂ Y , (zj) ⊂ Z so that eah yj = (yj1 + · · · + yjNj)/‖yj1 + · · · + yjNj‖,
zj = (z
j
1 + · · · + zjNj)/‖zj1 + · · · + zjNj‖, were (yjn), (zjn) are as in Lemmas 3.2, 3.3
and Nj are so big that ‖yj1 + · · · + yjNj‖, ‖zj1 + · · · + zjNj‖ ≥ 2j+7 (for example
NjθNj ≥ 2j+7). Take any salars (aj) ⊂ [0, 1] with ‖
∑
j ajyj‖ = 1. By Lemma 2.4
we pik a norming funtional φ with φ(
∑
j ajyj) ≥ 1/6 and a tree-analysis (φt)t∈T
omparable with (yn). We will pik norming ψ with ψ(
∑
j ajzj) ≥ 1/24C′.
For any j pik tj so that φtj overs yj. For any j let φ
j
1 < · · · < φjkj be all
the suessors of φtj whose supports are ontained in supp yj . Then by Lemma 3.3
pik for any j suitable F j1 < · · · < F jlj with lj ≤ kj satisfying (3.2). Replae in the
tree-analysis of φ eah φji by ψ
j
i so that ‖F ji zj‖ = ψji (zj) and suppψji ⊂ supp zj .
Then for any j
θkj
kj∑
i=1
φji (yj) ≤ C′θkj
lj∑
i=1
ψji (zj) + 6/2
j+7
hene
1/6 ≤ φ(
∑
j
ajyj) ≤ C′ψ(
∑
j
ajzj) + 1/2
4
whih ends the proof, sine ψ is from the norming set. 
Remark 3.4. Notie that the proof provides in every blok subspae of X some
subsequentially minimal blok subspae. Indeed any blok sequene of arbitrary
long averages of vetors of the form (y1+ · · ·+yN)/‖y1+ · · ·+yN‖, where y1, . . . , yN
are as in Lemma 3.2 for arbitrary big N and m1, . . . ,mN , spans a subsequentially
minimal subspae.
Moreover by Lemma 3.2 sequenes of long ℓp−averages generates equivalent
spreading models. In ase p = 1 the proof an be easily adapted to show that
the spreading models of sequenes of long ℓ1−averages are equivalent to the unit
vetor basis of the onsidered spae X .
Now we onsider speial ase: infn cn = c > 0. An example of suh spae is
Tzafriri spae T [(An, c/√n)n]. Reall that a Banah spae X with a basis belongs
to Class 2 dened by T.Shlumpreht [22℄, if any blok subspae Y of X ontains
normalized blok sequenes (xn), (yn) suh that the mapping arrying eah xn to yn
extends to a bounded stritly singular operator, i.e. operator whose no restrition
to an innite dimensional subspae is an isomorphism.
Theorem 3.5. Let X be a p−spae, 1 < p <∞, with infn cn = c > 0. Then
(1) the dual spae X∗ is quasiminimal,
(2) the spaes X and X∗ do not ontain a subspae of Class 2.
Remark 3.6. By the above theorem the lass of p−spaes with infn cn > 0 might
provide an example of a Banah spae ontaining neither a subspae of Class 2
nor a subspae of Class 1 (reall that a spae with a basis is of Class 1 if any its
normalized blok sequene admits a subsequene equivalent to some subsequene
of the basis, [22℄), answering the question (Q4), [22℄.
In order to prove the theorem we need the following
Lemma 3.7. Assume infn cn = c > 0. Take normalized blok sequenes (yn) and
(zn) in X suh that ‖zn‖∞ ≤ c/16(# suppyn)2 for any n. Then (zn) D−dominates
(yn) with some universal onstant D.
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Proof of Lemma 3.7. We prove two Claims:
Claim 1. Fix m ∈ N and 1 > δ > 0. Then for any z with ‖z‖ ≥ 1/2, ‖z‖∞ <
δ/8m2 there are F1 < · · · < Fm suh that
1− δ ≤ ‖Fiz‖/‖Fjz‖ ≤ 1 + δ, i, j = 1, . . . ,m
Proof of Claim 1. Fix ε > 0. We prove indution on m that for any z with ‖z‖∞ <
ε and m ≤ #supp z there are F1 < · · · < Fm suh that supi ‖Fiz‖ ≤ infi ‖Fiz‖ +
2mε and F1 ∪ · · · ∪ Fm = supp z.
For m = 2 the laim easily follows. Assume the laim holds for m − 1. Take
z with ‖z‖∞ < ε and #supp z ≥ m. We an assume that supp z = {1, . . . , J}
for some J ≥ m to simplify the notation. For any m − 1 ≤ j ≤ J let zj be the
restrition of z to the interval {1, . . . , j}. By the indutive assumption for m − 1
pik suitable F j1 < · · · < F jm−1 for vetors zj, m− 1 ≤ j ≤ J .
Notie that supi ‖F ji zj‖ ≤ supi ‖F j−1i zj−1‖+ (2m− 1)ε. Indeed, if not, then by
the hoie of F ji 's we have ‖F ji zj‖ > ‖F j−1k zj−1‖ + ε for any 1 ≤ i, k ≤ m − 1,
hene maxF ji > maxF
j−1
i + 1 for any i ≤ m − 1, whih by assumption on ‖z‖∞
ontradits max supp zj = max supp zj−1 + 1.
Notie also that ‖z − zj‖+ ε ≥ ‖z − zj−1‖ for any m− 1 ≤ j ≤ J .
Now if ‖z− zm−1‖ < ε, then {1}, . . . , {m− 1}, supp(z− zm−1) satisfy the laim.
Otherwise onsider funtion ξ(j) = ‖z − zj‖ − supi ‖F ji zj‖ for m − 1 ≤ j ≤ J .
We have that
ξ(m− 1) = ‖z − zm−1‖ − sup
i
‖Fm−1i zm−1‖ ≥ ‖z − zm−1‖ − ‖z‖∞ > 0
and ξ(J) < 0 and by previous observations ξ(j)+2mε ≥ ξ(j−1) for anym−1 < j ≤
J . Take the minimal J ≥ j0 > m−1with ξ(j0) ≤ 0, then 0 < ξ(j0−1) ≤ ξ(j0)+2mε,
hene
sup
i
‖F j0i zj0‖ − 2mε ≤ ‖z − zj0‖ ≤ sup
i
‖F j0i zj0‖
thus if we put Fi = F
j0
i for any 1 ≤ i < m and Fm = supp(z−zj0), then we have by
the indutive assumption and hoie of j0 that sup1≤i≤m ‖Fiz‖ ≤ inf1≤i≤m ‖Fiz‖+
2mε.
Take (Fi)
m
1 as above. Take z as in Claim, then also #supp z ≥ m. No-
tie that sup ‖Fiz‖ ≥ 1/2m. Hene inf ‖Fiz‖/ sup‖Fiz‖ ≥ 1 − 4m2ε thus also
sup ‖Fiz‖/ inf ‖Fiz‖ ≤ 1/(1− 4m2ε) whih ends the proof. 
Claim 2. Assume infn cn = c > 0. Take any normalized y, z ∈ X, assume that
‖z‖∞ ≤ c/16(# suppy)2. Then for m ∈ N, any E1 < · · · < Em there are F1 <
· · · < Fm with
‖E1y‖+ · · ·+ ‖Emy‖ ≤ 9c−2(‖F1z‖+ · · ·+ ‖Fmz‖)
Proof of Claim 2. Notie that by denition of the norm we have ‖E1y‖ + · · · +
‖Emy‖ ≤ m1/q/c. Of ourse we an assume that m ≤ #supp y. Now we pik
F1 < · · · < Fm by the Claim 1 for δ = 1/2. Then by Lemma 2.10 we have
c‖z‖/6 ≤ (
∑
i
‖Fiz‖p)1/p ≤ m1/p3 inf
i
‖Fiz‖/2
therefore ‖Fiz‖ ≥ c/9m1/p for any i, hene∑
i
‖Fiz‖ ≥ m1/qc/9
whih end the proof of the Claim. 
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This Claim shows in fat that Lemma 3.3 holds in X without error for muh
larger lass of vetors provided the speial assumption on (cn) holds. Hene oming
bak to the proof of Lemma 3.7 we proeed as in the proof of Theorem 3.1, the
situation is now simpler than in the general ase, enabling us to pass to the dual
spae. Take any a1, . . . , aN ∈ [0, 1]. Take any funtional φ from the norming set
with a tree-analysis (φt)t∈T , assume by Lemma 2.4 that (φt)t∈T is omparable with
y1, . . . , yN . We will show that there is a funtional ψ from the norming set suh
that φ(
∑
n anyn) ≤ 9c−4ψ(
∑
n anzn). For any n take tn suh that φtn overs yn
and let (φi)i∈Jn be immediate suessors of φtn with supports ontained in supp yn.
Using Claim 2 nd (ψi)i∈Jn with∑
i∈Jn
φi(yn) ≤ 9c−2
∑
i∈Jn
ψi(zn)
and replae in the tree-analysis of φ all (φi)i∈Jn with (ψi)i∈Jn obtaining in suh a
way a norming funtional ψ with the desired property. 
Proof of Theorem 3.5. We proeed to the proof of the rst part. We need the
following laims:
Claim 3. For any δ, α > 0 there is some ε > 0 suh that for any φ with ‖φ‖∞ < ε
and any x ∈ X with ‖x‖ ≤ 1 and φ(x) > α there is some I ⊂ N so that |φ(xI)| ≥
|φ(x)|/2 and ‖xI‖∞ < δ.
Proof of Claim 3. Fix δ, α > 0. Take φ with ‖φ‖∞ < ε for some ε > 0 and x with
‖x‖ ≤ 1 and put J = {i ∈ suppx : |x(i)| > δ}. Then c(#J)1/pδ ≤ ‖x‖ ≤ 1 from
the denition of the norm in X , hene
|φ(xJ )| =
∑
j∈J
|φ(j)x(j)| < ε#J ≤ ε/(cδ)p
Thus ε = (cδ)pα/2 and I = N \ J satisfy the desired property. 
Claim 4. Take normalized blok sequenes (φn), (ψn) in the norming set of X
suh that ‖ψn‖∞ < εn, where eah εn, n ∈ N, is hosen by Claim 3 for δ =
c/4n+3(# suppφn)
2
and α = 1/4n.
Then (φn) 4D-dominates (ψn), with D as in Lemma 3.7.
Proof of Claim 4. Take a1, . . . , aN and onsider φ = a1φ1+· · ·+aNφN , ψ = a1ψ1+
· · · + aNψN . Let ‖ψ‖ = 1 and take z ∈ X with ‖z‖ = 1 and ψ(z) = 1. We an
assume, by unonditionality of the unit vetor basis, that all oeients of φ and
z are non-negative, as well as a1, . . . , aN .
Let J = {n : ψn(z) ≤ 1/4n}. Then
∑
n∈J anψn(z) ≤ 1/2.
By the hoie of (εn) we an take for any n 6∈ J some vetor wn - a restri-
tion of zsuppψn - suh that ‖wn‖∞ ≤ c/4n+3(# suppφn)2 and ‖wn‖ ≥ ψn(wn) ≥
ψn(z)/2 ≥ 1/4n+1.
Take vn = wn/‖wn‖, n 6∈ J , and notie that ‖vn‖∞ ≤ c/16(# suppφn)2. Now
pik normalized blok sequene (yn) with φn(yn) = 1, supp yn ⊂ suppφn. By
Lemma 3.7 we have that (vn)D-dominates (yn), hene the vetor y =
∑
n6∈J ‖wn‖yn
satises ‖y‖ ≤ D‖∑n6∈J wn‖ ≤ D‖z‖ = D. Therefore
D‖φ‖ ≥ φ(y) =
∑
n6∈J
an‖wn‖ ≥
∑
n6∈J
anψn(wn) ≥
∑
n6∈J
anψn(z)/2 ≥ 1/4

Now take any blok subspae Y, Z ⊂ X∗. Pik indutively innite normalized
blok sequenes (φn) ⊂ Y , (ψn) ⊂ Z suh that
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(1) ‖ψn‖∞ < εn, where εn is hosen by Claim 3 for δ = c/4n+3(# supp φn)2
and α = 1/4n, for any n,
(2) ‖φn+1‖∞ < ε′n, where ε′n is hosen by Claim 3 for δ = c/4n+3(# suppψn)2
and α = 1/4n, for any n.
Then by Claim 4, (φn) 4D-dominates (ψn) and (ψn) 4D- dominates (φn+1). Now
split N into intervals I1 < I2 < . . . suh that ‖
∑
n∈Ij φn‖ ≥ 2j and ‖
∑
n∈Ij ψn‖ ≥
2j (this is possible, sine X∗ does not ontain c0). The following Lemma ends the
proof of the rst part of the Theorem:
Lemma 3.8. Let X be a Banah spae. Take normalized 1-unonditional basi
sequenes (un), (vn) ⊂ X so that (un) dominates (vn), (vn+1) dominates (un) and
sequene I1 < I2 < ... of intervals of N suh that ‖
∑
n∈Ij un‖ ≥ 2j, ‖
∑
n∈Ij vn‖ ≥
2j. Let yj =
∑
n∈Ij un/‖
∑
n∈Ij un‖, zj =
∑
n∈Ij vn/‖
∑
n∈Ij vn‖ for any j ∈ N.
Then (yj) and (zj) are equivalent.
Proof of Lemma. Let D ≥ 1 be the domination onstant. Notie rst that
‖
∑
n∈Ij
vn‖ ≤ D‖
∑
n∈Ij
un‖
and
‖
∑
n∈Ij
un‖ ≤ D‖
∑
n∈Ij
vn+1‖ ≤ D‖
∑
n∈Ij
vn‖+D‖vmax Ij+1‖ ≤ 2D‖
∑
n∈Ij
vn‖
Hene, by (un) dominating (vn), for any salars (aj) we have
‖
∑
j
ajzj‖ ≤ 2D2‖
∑
j
ajyj‖
To see the other domination take (aj) with ‖
∑
j ajzj‖ = 1. Then, by (vn+1)
dominating (un), we have
‖
∑
j
ajyj‖ ≤
∑
j
(|aj |/‖
∑
n∈Ij
un‖) + ‖
∑
j
aj(
∑
n∈Ij\{max Ij}
un)/‖
∑
n∈Ij
un‖‖
≤ 1 + 2D2‖
∑
j
ajzj‖ ≤ 3D2

In order to show the seond part of the Theorem in ase of spae X we prove
the following
Claim 5. Let infn cn = c > 0. Take a normalized blok sequenes (un), (vn) ⊂ X
with ‖un‖∞ → 0 and ‖vn‖∞ → 0. Then if the mapping vn → un extends to a
bounded linear operator T then there is an innite dimensional subspae Y of [un]
with T |Y an isomorphism.
Proof of Claim. Take (un), (vn) as above. Assume that T dened as above is
stritly singular. Pik indutively subsequene (uin) and (vjn) suh that ‖vjn‖∞ <
c/16(# supp vin) and ‖uin+1‖∞ < c/16(# supp vjn). Then by Lemma 3.7 (vjn)
dominates (vin), hene also (uin), and (uin+1) dominates (vjn). Denote the operator
arrying eah vin to uin by T
′
. As a omposition of a stritly singular operator and
a bounded right-hand shift operator T ′ is also stritly singular.
On the other hand we an onsider averages yj =
∑
n∈Ij uin/‖
∑
n∈Ij uin‖, zj =∑
n∈Ij vin/‖
∑
n∈Ij vin‖ for some suiently long (Ij). Then by Lemma 3.8 (yj),
(zj) are equivalent and moreover
1/D′ ≤ ‖
∑
n∈Ij
uin‖/‖
∑
n∈Ij
vin‖ ≤ D′
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for some D′ ≥ 1. Hene T ′ restrited to [zj ] is an isomorphism, whih gives on-
tradition. 
The ase of the dual spae X∗ follows analogously, by using Claim 4. 
4. Quasiminimality in mixed Tsirelson spaes T [(Sn, θn)n]
Notie ([2℄) that any mixed Tsirelson spae T [(Skn , θn)n∈N], with θ → 0, is
isometri to T [(Sn, θ̂n)n∈N], where
θ̂n = sup
{
l∏
i=1
θni :
l∑
i=1
ni ≥ n
}
, n ∈ N
Notie that in suh ase the sequene (θ̂n) satises θ̂n ց 0 and θ̂n+m ≥ θ̂nθ̂m for
any n,m ∈ N. We will assume in the paper that we work in suh a setting.
Denition 4.1. [2℄ A mixed Tsirelson spae T [(Sn, θn)n∈N] is alled regular if
θn ց 0 and θn+m ≥ θnθm for any n,m ∈ N.
Notation. Take a regular mixed Tsirelson spae T [(Sn, θn)∞n=1]. Then there exists
θ = limn θ
1/n
n = supn θ
1/n
n ∈ (0, 1]. We will use the following notation: θn = cnθn,
with cn ∈ (0, 1], n ∈ N. If cn = 1 for some n ∈ N then T [(Sn, θn)] is isomorphi to
Tsirelson spae T [S1, θ].
4.1. Two lemmas for the Shreier families. We prove rst tehnial lemmas
needed in the sequel.
Lemma 4.2. Let k,m ∈ N and l ∈ N suh that km < 2l. Then
(Sn[Ak])[Am] ⊂ Al[Sn] for any n ∈ N.
Proof. We prove the result by indution on n. For n = 1 we have
[S1[Ak]][Am] = S1[Ak[Am]] = S1[Akm]
Let j ≤ m1 < · · · < mj and
mi ≤ λ(i−1)km+1 < · · · < λ(i−1)km+km−1 < λkmi < mi+1
for every i = 1, . . . , j. We set G = {λ1, . . . , λkmj}. From the assumptions we have
that j ≤ G.
For i = 1, . . . , l onsider the sets
Fi = {2i−1j, 2i−1j + 1, . . . , 2ij − 1}
Eah of the sets Fi, i ≤ l belongs to the family S1 sine #Fi ≤ minFi. We may
write G ⊂ ⋃li=1Gi where Gi = {λr−j+1 : r ∈ Fi} for i ≤ l. Then eah Gi is a
spreading of Fi and hene belongs to the Shreier family S1. Thus G ∈ Al[S1].
Assume that the result holds for n, i.e. [Sn[Ak]][Am] ⊂ Al[Sn]. Then we have
that
[Sn+1[Ak]][Am] = S1[Sn[Ak]][Am] ⊂ S1[Al[Sn]] ⊂ Al[Sn+1]
The last inlusion follows immediately from the assoiativity of the operationM [N ]
and the fat that Al[Sn] = (Sn)l. 
Lemma 4.3. Let F ∈ Sm and (Fi)di=1 be a partition of F into suessive sets suh
that for every i ≤ d, Fi ∈ Smi \ Smi−1 for some mi ≤ m. For every i ≤ d let
Gi ∈ Smi−1 (in ase mi = 0 let Gi ∈ S0) with G1 < · · · < Gd. Then we have the
following:
(1) if 3maxFi < minGi+1 for every i = 1, . . . , d − 1, then
⋃d
i=2Gi ∈ Sm and⋃d
i=1Gi ∈ A2[Sm].
(2) if 2maxFi < minGi for every i = 1, . . . , d, then
⋃
i≤dGi ∈ Sm.
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Proof. We prove the rst part by indution on m. For m = 1 the result is lear
sine Gi ∈ S0 and also for i ≥ 2, Gi > minF .
Assume that the statement holds for m, and let F ∈ Sm+1 and (Fi)di=1 be a
partition of F into suessive subsets.
We have also that F =
⋃k
i=1Ai where Ai ∈ Sm and k ≤ A1 < A2 < · · · < Ak.
Let Ci = {j ∈ {2, 3 . . . , d} : Fj ⊂ Ai} for i = 1, . . . , k. We have that Fj ∈ Sm for
every j with Fj ⊂ Ai for some i. From indutive hypothesis we get that
Ui =
⋃
j∈Ci
Gj ∈ A2[Sm] for every i ≤ k.
Let Ui = Ui,1 ∪ Ui,2 with Ui,1 < Ui,2 in Sm. Let us observe that we have 3k ≤ Ui,1
for every i = 1, . . . , k.
Consider also B = {j ≤ d : Fj is not ontained in any Ai}. It follows that
#B ≤ k and therefore L = {Ui,1, Ui,2 : i = 1, . . . , k} ∪ {Gj : j ∈ B} ontains
at most 3k elements of Sm with 3k ≤ minsuppG2 ≤ minsuppL and therefore
∪L ∈ Sm+1.
Sine L ontains all Gj exept G1 we get that⋃
{Gj : j ≤ d} ∈ A2[Sm+1].
The proof of the seond part follows similarly, in a shorter way, sine we don't need
the partition of sets Ui into elements of Sm and treating separately the set G1. 
4.2. The quasiminimality. We assume that in the whole setion we work with a
regular mixed Tsirelson spae X = T [(Sn, θn)n∈N].
The arguments to prove the quasiminimality of the spae X will follow the
arguments we use for the p−spaes, showing the existene of speial averages and
forming from them equivalent sequenes.
We will need averages of a ertain type, playing the role of ℓp−averages in
p−spaes. The major tool providing these averages is Lemma 4.11 [2℄ stated in
general ase, however with a proof in [2℄ requiring an additional assumption - that
the sequene (cn)n is dereasing. Thus we need this assumption in the proof of
Theorem 4.10, and we use it only when applying Lemma 4.11 [2℄. Therefore any
mixed Tsirelson spae T [(Sn, θn)n] in whih Lemma 4.11 holds, is quasiminimal.
Let us mention that as observed by the rst named author and D. Leung (pri-
vate ommuniation) the proof of the main result of [2℄ on distortion of spaes
T [(Sn, θn)n] with cn → 0 an be adapted to work in all ases just following the
proof of the main result from the preprint version of [2℄ in arxiv.org.
In order to have an analogue to Lemma 2.4 we shall use the auxiliary spae Xk =
T [(Sn[Ak], θn)n], k ∈ N. It follows readily from the denition that ‖ · ‖X ≤ ‖ · ‖Xk .
In the next lemma we prove that the spaes are isomorphi.
Lemma 4.4. The spaes X and Xk are (k + 1)-isomorphi.
In partiular for every funtional f in the norming set of Xk there exists (k+1)
funtionals φ1 < · · · < φk+1 in the norming set of X suh that f = φ1 + · · ·+φk+1
and the restrition of the tree-analysis of f to the support of φi gives a tree-analysis
of φi, i = 1, . . . , k + 1.
Proof. We prove it by indution on the height of the tree-analysis. If f = θn
∑
i∈A ei,
with A ∈ Sn[Ak], then by Lemma 4.2 A ∈ Ak+1[Sn] hene A = A1 ∪ · · · ∪ Ak+1
for some At's from Sn, hene φt = θn
∑
i∈At ei, t = 1, . . . , k + 1, give the desired
partition.
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Now take f = θn
∑
i∈A fi for some A ∈ Sn[Ak] and some norming funtionals
(fi) of Xk. By indutive assumption
f = θn
∑
i∈A
(φi,1 + · · ·+ φi,k+1)
for some norming funtionals (φi,j)i∈A,j=1,...,k+1 of X .
Sine (fi)i∈A is Sn[Ak]-admissible and k(k + 1) < 2k+1, Lemma 4.2 yields
(φi,j)i∈A,j=1,...,k+1 is Ak+1[Sn]-admissible. Therefore there are some G1, . . . , Gk+1
suh that (φi,j)(i,j)∈Gt is Sn-admissible and setting φt = θn
∑
(i,j)∈Gt φi,j for t =
1, . . . , k + 1 we get (k + 1) funtionals φ1 < · · · < φk+1 in the norming set of X
with φ1 + · · ·+ φk+1 = f .
It follows that |f(u)| ≤ (k + 1)max{|φ1(u)|, . . . , |φk+1(u)|} for any u ∈ X . The
restrition of the tree-analysis of f to the support of eah φt gives the tree-analysis
of φt in X with the desired property. 
We prove now an analogue to Lemma 2.4.
Lemma 4.5. Take a funtional φ from the norming set of X and any nite blok
sequene (vn). Set v =
∑
n vn. Then there is a funtional φ
′
with the tree-analysis
(φ′t)t∈T ′ omparable with (vn) and 4φ
′(v) ≥ φ(v).
Proof. For the proof we onsider the auxiliary spae X3. Take φ in the norming set
of X with a tree-analysis (φt)t∈T . For any t ∈ T set It = {n : vn is overed by φt}
and set for every n ∈ It, Jt,n = {r ∈ succ t : rangeφr ∩ range vn 6= ∅}.
Observe that every r ∈ succ t belong to at most two sets Jt,n, say Jt,nr
1
, Jt,nr
2
. So
we an split eah suppφr into three norming funtionals of X with a tree-analysis
omparable to (vn): (φr)|supp vnr
1
, (φr)|supp vnr
2
and the remaining part.
Applying the above argument for all t ∈ T with It 6= ∅ and r ∈ succ t, start-
ing from the root and moving downward the tree, we produe a tree-analysis
omparable with (vn) of some funtional f in the norming set of X3.
By Lemma 4.4 the funtional f of X3 an be represented as the sum of four
norming funtionals φ1 < φ2 < φ3 < φ4 of X suh that restrition of the tree-
analysis of f to the support of eah φl gives the tree-analysis of φl. Therefore
eah φl has a tree-analysis omparable with (vn). To end the proof pik φ
′
from
{φ1, . . . , φ4} satisfying φ′(v) ≥ φ(v)/4. 
We reall now the notion of averages given in [2℄, Denition 4.5, with simplied
notation. Averages of this type, alled speial onvex ombinations, were also used
in studies of mixed Tsirelson spaes in partiular in [4, 5, 14, 13℄.
Denition 4.6. [2℄ Fix M ∈ N, ε > 0 and take a blok sequene (xn) ⊂ X. We say
that x ∈ X is an (M, ε) average of (xn) given by an averaging tree T = (xi,j)M,Njj=0,i=1
on X if
(1) 1 = NM < NM−1 < · · · < N0,
(2) x = x1,M is the root of T , the sequene (xi,0)N0i=1 of maximal nodes of T
form a subsequene of (xn),
(3) succxi,j = (xs,j−1)s∈Ii,j for some non-empty interval Ii,j ⊂ {1, . . . , Nj}
with (xs,j−1)s∈Ii,j a blok sequene S1-admissible with respet to (xn), for
any j = 0, . . . ,M , i = 1, . . . , Nj ,
(4) xi,j = 1ki,j
∑
s∈Ii,j x
s,j−1
, where ki,j = #Ii,j , for any j = 0, . . . ,M , i =
1, . . . , Nj,
(5) k1,j > 6 · 22+jθ−1ε−1, ki,j > 6 · 21+i+jθ−1ε−1 max suppxi−1,j for any i =
2, . . . , Nj, j = 0, . . . ,M .
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Remark 4.7. Reall that by Proposition 4.7, [2℄, for any normalized blok sequene
(xn), M ∈ N, ε > 0 there is a (M, ε)−average of (xn).
Lemma 4.8. For any blok subspae Y of X, any δ > 0, ε > 0 and any M ∈ N
there is a normalized blok sequene (xi) ⊂ Y and a (M, ε)−average x of (xi) given
by an averaging tree T = (xi,j)
M,Nj
j=0,i=1 suh that for any j = 1, . . . ,M we have
‖xi,j‖ ≥ (1− δ)jθj i = 1, . . . , Nj
Proof. We use the standard argument as in Lemma 2.8 [4℄, Lemma 4.12 [2℄. Assume
the ontrary and pik any normalized blok sequene (xn) in Y and let (yn,1) be a
blok sequene of (M, ε)−averages of (xn). Let any yn,1 be given by a tree (xi,jn,1)i,j .
For any n there is some 1 ≤ jn,1 ≤M and in,1 so that ‖xin,1,jn,1n,1 ‖ ≤ (1− δ)jn,1θjn,1 .
Hene there is an innite N1 ⊂ N and some 1 ≤ J1 ≤ M so that jn,1 = J1 for any
n ∈ N1.
Let zn = x
in,1,J1
n,1 /‖xin,1,J1n,1 ‖ for any n ∈ N1. Let (yn,2) be a blok sequene of
(M, ε)−averages of (zn)n∈N1 , eah yn,2 given by an averaging tree (xi,jn,2)i,j . Find
some innite N2 ⊂ N1, some sequene of integers (in,2) and some 1 ≤ J2 ≤ M
so that ‖xin,2,J2n,2 ‖ ≤ (1 − δ)J2θJ2 for any n ∈ N2. Notie that by denition of
averages eah xin,2,J2 is a onvex ombination of some SJ2 -admissible zn's, and reall
that any xi,jn,1 is a onvex ombination of some SJ1-admissible xn's, so xin,2,J2n,2 =∑
k∈Fn,2 akxk, for (xk)k∈Fn,2 SJ1+J2 -admissible and
∑
k∈Fn,2 ak ≥ (1− δ)−J1θ−J1 .
Normalize (xin,2,J2) and ontinue in this manner.
After m steps we end up with a vetor x = x
i1,m,Jm
1,m (rst of some sequene) so
that ‖x‖ = ‖xi1,m,Jm1,m ‖ ≤ (1− δ)JmθJm . On the other hand, x =
∑
k∈F1,m akxk, for
some (xk)k∈F1,m SJ1+···+Jm-admissible and∑
k∈F1,m
ak ≥ (1− δ)−(J1+···+Jm−1)θ−(J1+···+Jm−1)
Hene we get
(1− δ)JmθJm ≥ θJ1+···+Jm(1− δ)−(J1+···+Jm−1)θ−(J1+···+Jm−1)
whih yields θJ1+···+Jm ≤ (1 − δ)J1+···+JmθJ1+···+Jm , whih sine Ji ≥ 1, for large
m ontradits the denition of θ. 
Now we are ready to prove the existene of speial (M, ε)−averages in all blok
subspaes of a mixed Tsirelson spae. Reall that this fat is well-known and used
in ase of θ = 1, e.g. [4, 5, 17, 14, 13℄.
Corollary 4.9. Let X = T [(Sn, θn)n] be a regular mixed Tsirelson spae with the
sequene ( θnθn )n dereasing. Then for any blok subspae Y of X and any M ∈ N
there is a vetor y ∈ Y with ‖y‖ = 1 suh that for any 0 ≤ j ≤M
4θ−11 θ
−j−1 ≥ sup
{∑
i
‖Eiy‖ : (Ei) − Sj admissible
}
≥ θ1θ1−j/4
Proof. Pik the (M, ε)−average x of (xn) provided by Lemma 4.8, for δ with (1−
δ)M ≥ 1/2 and ε ≤ θM−1θM . It is enough to show that
2θM−1 ≥ ‖x‖ ≥ θ1θM−1/2
2θM−j−1 ≥ sup
{∑
i
‖Eix‖ : (Ei) − Sj admissible
}
≥ θM−j/2, j = 1, . . . ,M
The lower estimate for j = 1, . . . ,M is provided by Lemma 4.8. Let x be given by
a tree (xi,j)i,j . Notie that for any j = 1, . . . ,M − 1 we have x =
∑NM−j
i=1 a
j
ix
i,M−j
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for some (aji ) ⊂ [0, 1] with
∑NM−j
i=1 a
j
i = 1 and (x
i,M−j)NM−ji=1 is Sj-admissible, whih
ends the proof. For j = 0 it is enough to use estimation for j = 1 and denition of
the norm.
The upper estimate for any j = 1, . . . ,M follows from the proof of Lemma 4.11
(7), [2℄, in ase ( θnθn )n dereasing, for N = 1. The upper estimate for j = 0, i.e.
the estimate of ‖x‖ follows again from the proof Lemma 4.11 (6), [2℄, in ase ( θnθn )n
dereasing, for N = 1, J = M , i = 1. 
Thanks to more omplex struture of families (Sn)n∈N, whih an "absorb" fam-
ilies An as it is reeted in Lemma 4.2, the onstrution of equivalent sequenes in
the spaes T [(Sn, θn)n∈N] is simpler than the one in ase of p−spaes. Namely in
p−spaes ase we produe equivalent sequenes from averages of ℓp−averages. Now
the equivalent sequene onsist simply of speial averages provided by Corollary
4.9.
Theorem 4.10. Any regular mixed Tsirelson spae X = T [(Sn, θn)n∈N], with the
sequene ( θnθn )n dereasing, is quasiminimal.
By Corollary 4.9 in order to prove the Theorem it is enough to show the following
Lemma 4.11. Let (yn), (zn) ⊂ X be normalized blok sequenes satisfying for some
(mn) ⊂ N the following:
(1) 2maxsuppyn < zn and 3maxsupp zn < yn+1 for any n ∈ N,
(2) yn and zn satises the onlusion of Corollary 4.9 with M = mn for every
n ∈ N,
(3) θmn+1 maxsupp zn < 2
−n
, θmn+1 maxsupp yn < 2
−n
for any n ∈ N.
Then (yn)n and (zn)n are equivalent.
Proof of Lemma 4.11. We show rst that (zn)n dominates (yn)n with onstant C =
(4 · 2) · (2 · 42
θ2
1
θ3
). Take any salars (an)n∈D. We shall use again the auxiliary spae
X2 = T [(Sn[A2], θn)n. Namely for every funtional φ in the norming set of X with
a tree-analysis (φt)t∈T omparable with (yn) we shall produe two funtionals f1, f2
in the norming set of X2 suh that
(4.1) φ(
∑
n∈D
anyn) ≤ (2 · 4
2
θ21θ
3
)(f1 + f2)(
∑
n∈D
anzn)
By Lemma 4.4 and Lemma 4.5 this will prove that ‖∑n anyn‖ ≤ C‖∑n anzn‖.
For every t ∈ T we set
Dt = {n ∈ N : suppφt ∩ supp yn = suppφ ∩ supp yn}
and as usual It = {n ∈ Dt : φt overs yn}.
We shall produe indutively (on level of t ∈ T ) for any t ∈ T two funtionals
ft,1 < ft,2 in the norming set ofX2 with supports ontained in
⋃{supp zn : n ∈ Dt}
suh that (4.1) holds for φt, Dt and ft,1, ft,2.
Assume t is maximal, then φt = e
∗
i for some n0. If Dt = ∅ let ft,1 = ft,2 = 0,
otherwise Dt = It = {n} and let ft,1 be the norming funtional of zn in X , ft,2 = 0.
Assume that we have hosen suitable pairs of funtionals for any funtionals on
the levels l + 1, l+ 2, . . .height(T ) and take φt on level l. Let φt = θk
∑
s∈succ t φs.
As usual for n ∈ It we set Jn = {s ∈ succ t : suppφs ⊂ range yn}.
CASE 1. k ≤ mn for every n ∈ It.
Then if (φs)s∈Jn is Skn - and not Skn−1-admissible by ondition 2. in hoie of
(yn) we get ∑
s∈Jn
φs(yn) ≤ 4θ−11 θ−kn−1
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Hene by ondition 2. in hoie of (zn) we an take an Skn−1-admissible set of
funtionals (ψu)u∈Vn from the norming set of X with suppψu ⊂ supp zn, u ∈ Vn,
suh that ∑
s∈Jn
φs(yn) ≤ 4
2
θ21θ
3
∑
u∈Vn
ψu(zn)
>From the indutive hypothesis for every s ∈ succ t suh that Ds 6= ∅ we have take
two suitable funtionals fs,1 < fs,2 with supp fs,1, supp fs,2 ⊂ {supp zn : n ∈ Ds}.
From Lemma 4.3(b) we get that the set
{suppψu : u ∈ Vn, n ∈ It} ∪ {supp fs,1 : Ds 6= ∅}
is Sk-admissible and therefore the sequene⋃
n∈It
{ψu : u ∈ Vn} ∪
⋃
s∈succ t:Ds 6=∅
{fs,1, fs,2}
is Sk[A2]-admissible. It follows that
ft,1 = θk
∑
n
∑
u∈Vn
ψu +
∑
s:Dφs 6=∅
(fs,1 + fs,2)

is in the norming set of the set of the spae X2 and
φt(
∑
n∈Dt
yn) ≤ 4
2
θ21θ
3
ft,1(
∑
n∈Dt
anzn).
In this ase we set ft,2 = 0.
CASE 2. There exists n ∈ It suh that mn < k.
Then let n0 be the unique n ∈ It suh that mn ≤ k < mn+1. For every n ∈ Dt
with n < n0 we have θkmaxsupp(yn) ≤ 2−n so with errormax |an|
∑
n∈Dt,n<n0 2
−n
we an erase this part.
As usual we ompare φt(an0yn0) and φt(
∑
It∋n>n0 anyn). If the seond term
dominates the rst one we proeed as in Case 1, but multiplying by 2 the estimation
of φt(
∑
n∈It anyn).
If the rst term dominates the seond one, take the funtional
ft,2 = θk
∑
s∈succ t:Ds 6=∅
(fs,1 + fs,2).
Sine the set {φs : Ds 6= ∅} is Sk−admissible, it is lear that ft,2 is in the norming
set ofX2. Now take a funtional ft,1 that norms zn0 inX . Of ourse we may assume
that range ft,1 ⊂ range zn0 . We also have that ft,1 < ft,2 sine we have delete all
zn for n ∈ Dt and n < n0. Hene we have produe two funtionals ft,1 < ft,2 in
the norming set of X2 satisfying the desired onditions.
We prove now that (yn)n dominates (zn)n in an analogous way.
Fix salars (an)n∈D. Take any norming funtional φ and assume by Lemma 4.5
that φ has a tree-analysis (φt)t∈T omparable with (zn).
For every t ∈ T with Dt = {n : suppφt ∩ supp zn = suppφ ∩ supp zn} 6= ∅ we
shall produe two funtionals ft,1 < ft2 in the norming set of the spae X2 suh
that supp ft,1, supp ft,2 ⊂
⋃{supp yn : n ∈ Dt} and
φt(
∑
n∈Dt
anzn) ≤ C(ft,1 + ft,2)
(∑
n∈Dt
anyn
)
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If t is maximal we proeed as in the previous part. Assume we have done it for all
t ∈ T in levels l + 1, . . . , height(T ). Let φt = θk
∑
s∈succ t φs, for some {φs : s ∈
succ t} − Sk-admissible.
We set
It = {n ∈ Dt : φt overs zn} and B = {s ∈ succ t : Ds 6= ∅}.
For every n ∈ It we set Jn = {s ∈ succ t : suppφs ⊂ rangeyn}.
CASE 1. k ≤ mn for every n ∈ It.
We have that succ t =
⋃
n∈It{s : s ∈ Jn} ∪
⋃
s∈B{s}. By ondition 2. of hoie
of (yn) and (zn) for every n ∈ It we hoose {ψu : u ∈ Vn} and Skn−1-admissible
set, where Skn is the admissibility of the set{φs : s ∈ Jn}, suh that∑
s∈Jn
φs(zn) ≤ 4
2
θ21θ
3
∑
u∈Vn
ψu(yn).
By Lemma 4.3 we get that the set⋃
n∈It
{ψu : u ∈ Vn} ∪ {fs,1 : s ∈ B}
is A2[Sk]-admissible. Therefore we have partition the set⋃
n∈It
{ψu : u ∈ Vn} ∪ {fs,1 : s ∈ B}
= ({ψu : u ∈ V1} ∪ {fs,1 : s ∈ B1}) ∪ ({ψu : u ∈ V2} ∪ {fs,1 : s ∈ B2})
into two suessive Sk-admissible sequenes. Therefore the funtionals
ft,i = θk
(∑
u∈Vi
ψu +
∑
s∈Bi
(fs,1 + fs,2)
)
, i = 1, 2
are from the norming set of X2, satisfying the desired estimation. Indeed
φt(
∑
n∈Dt
anzn) = θk
∑
n∈It
∑
s∈Jn
φs(anzn) + θk
∑
s∈B
φs(
∑
n∈Ds
anzn)
≤ θk
∑
n∈It
∑
u∈Vn
Cψu(anyn) + θk
∑
s∈B
C(fs,1 + fs,2)(
∑
n∈Ds
anyn)
= C(ft,1 + ft,2)
(∑
n∈Dt
anyn
)
.
CASE 2. There exist n ∈ It suh that mn ≤ k.
Take n0 = max{n : mn ≤ k}. By ondition 3. in the hoie of the sequenes
(yn), (zn) we an erase the yn, n < n0, n ∈ Dt with error
∑
n∈Dt,n<n0 |an|2−n.
Now we ompare φt(an0zn0) and θk
∑
It∋n>n0
∑
s∈Jn φs(anzn). Assume that the
rst term dominates the seond. It follows
φt(an0zn0) + θk
∑
It∋n>n0
∑
s∈Jn
φs(anzn) ≤ 2φt(an0zn0).
In this ase we take a funtional ft,1 that norms yn0 and we set
ft,2 = θk
∑
s∈B
(fs,1 + fs,2).
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It is lear that ft,1 < ft,2 and by Lemma 4.3 we get that {fs,1 : s ∈ B} is Sk-
admissible hene ft,2 is in the norming set of X2. Therefore
φt(
∑
n∈Dt
anzn) = φt(an0zn0) + θk
∑
n0<n∈It
∑
s∈Jn
φs(anzn) + θk
∑
s∈B
φs(
∑
n∈Ds
anzn)
≤ 2φt(an0zn0) + θk
∑
s∈B
C(fs,1 + fs,2)(
∑
n∈Ds
anyn)
≤ Cft,1(an0yn0) + θk
∑
s∈B
C(fs,1 + fs,2)(
∑
n∈Ds
anyn)
= C(ft,1 + ft,2)
(∑
n∈Dt
anyn
)
.
If the seond term dominates the rst one we repeat the argument by multiplying
the estimation on φt(
∑
n∈It anzn) by 2. 
Remark 4.12. The reasoning presented in the proof of Theorem 4.10 an be adapted
in ase of θ = 1 to obtain a version of Proposition 5.7 [17℄, giving equivalene of
(yn) of long "speial" averages to some subsequene of the basis - it is enough to use
the fat that in this ase unit basis vetors (en) satises the assertion of Corollary
4.9.
Remark 4.13. Notie that as in the ase of p−spaes the above proof provides in
every blok subspae of X some subsequentially minimal blok subspae. Indeed
any blok sequene of vetors of the form (y1 + · · · + yN )/‖y1 + · · · + yN‖, where
y1, . . . , yN are hosen as in the beginning of the proof of Theorem 4.10 for arbitrary
big N and m1, . . . ,mN , spans a subsequentially minimal subspae.
We reall here that by Theorem 35 [13℄ if 0 < inf cn ≤ sup cn < 1 then the spae
X = T [(Sn, θn)n] fails to be a subsequentially minimal spae in a strong way: X
is saturated with blok subspaes in whih no blok sequene is equivalent to a
subsequene of the basis. It was also shown that the assumption supn cn < 1 is not
neessary to have the property desribed above.
5. A note for the quasiminimality of the dual spaes
In this setion we give a general result whih allows to transfer the minimality
and quasiminimality properties from a spae to its dual spae.
Theorem 5.1. Let X be a Banah spae with shrinking basis (en)n∈N and let
(x∗n)n∈N be a blok sequene of (e∗n)n suh that there exist a blok sequene (xn)n of
the basis suh that
(1)
1
1+ε ≤ ‖xn‖ ≤ 1 + ε and x∗n(xn) = 1.
(2) m‖∑n anekn‖ ≤ ‖∑n anxn‖ ≤M‖∑n anekn‖ for some kn →∞.
(3) The map P : X → [xn] dened by P (x) =
∑
n x
∗
n(x)xn is a bounded pro-
jetion.
Then (x∗n)n is equivalent to the subsequene (e
∗
kn
).
Proof. From the inequality ‖∑n anxn‖ ≤M‖∑n anekn‖ it follows that
‖
∑
n
cne
∗
kn‖ ≤M‖
∑
n
cnx
∗
n‖
For the onverse inequality let x ∈ SX be suh that
∑
n cnx
∗
n(x) ≥ (1+ε)−1‖
∑
n cnx
∗
n‖.
We have that
‖
∑
n
x∗n(x)ekn‖ ≤ ‖
∑
n
x∗n(x)xn‖ = ‖P (x)‖ ≤ ‖P‖
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It follows that
‖
∑
n
cne
∗
kn‖ ≥ ‖P‖−1
∑
n
cne
∗
kn(
∑
m
x∗m(x)ekm )
= ‖P‖−1
∑
n
cnx
∗
n(x) ≥ ((1 + ε)‖P‖)−1‖
∑
n
cnx
∗
n‖

Corollary 5.2. The dual spae of Shlumpreht spae S = T [(An, 1/ log2(n+1))n]
is minimal ([9℄). Dual spaes of mixed Tsirelson spaes T [(Sn, θn)n] with sup θ1/nn =
1 are quasiminimal.
Proof. In order to prove the Corollary we reall the following
Denition 5.3. Let X be a Banah spae with a basis. A normalized vetor x
is alled a (1 + ε) − cN0 −average, if x =
∑N
k=1 xk for some nite blok sequene
(xk)
N
k=1 with (1 + ε)
−1 ≤ ‖xk‖ ≤ 1 for all k.
Remark 5.4. Assume X is a Banah spae with a shrinking unonditional basis.
With any (1 + ε) − cN0 −average x∗ =
∑N
k=1 x
∗
k ∈ X∗ we an assoiate (1 + ε) −
ℓN1 −average in X in the following way: for every k pik a normalized xk ∈ X
be suh that suppxk = suppx
∗
k and x
∗
k(xk) = ‖x∗k‖ ≥ (1 + ε)−1. Then the vetor
x =
∑N
k=1 xk/‖
∑N
k=1 xk‖ is (1+ε)−ℓN1 −average, sine for any non-negative salars
(ak)
N
k=1 we have
‖
∑
k
akxk‖ ≥ x∗(
∑
k
akxk) =
N∑
k=1
akx
∗
k(xk) ≥ (1 + ε)−1
∑
k
ak.
Denition 5.5. [6℄ Let X be a Banah spae with the basis (ek)k∈N. Let ε > 0
and j ∈ N, j > 1. A onvex ombination ∑k∈F akek of the basis (ek)k∈N is alled
an (ε; j) basi speial onvex ombination if F ∈ Sj and
∑
k∈G ak < ε for every
G ∈ Sj−1.
Let (xk)k∈N be a blok sequene. A onvex ombination
∑
k∈F akxk of the se-
quene (xk)k∈N is alled an (ε; j) speial onvex ombination ((ε; j) s...) of
(xk)k∈N if
∑
k∈F aketk (where tk = min suppxk for eah k) is an (ε; j) basi speial
onvex ombination.
In order to apply Theorem 5.1 we need the following result.
Lemma 5.6. Let ε ∈ (0, 1) and Y ∗ be a subspae of S∗, the dual spae to Shlumpreht
spae. Then for every N ∈ N there exists a (1 + ε)− cN0 −average z∗ ∈ Y ∗.
Let ε ∈ (0, 1) and Y ∗ be a subspae of the dual spae of a mixed Tsirelson spae
X = T [(Sn, θn)n] with sup θ1/nn = 1. Then for every N ∈ N there exists an (ε,N)
s... z =
∑
i∈F aizi ∈ X and z∗ ∈ Y ∗ with z∗(z) ≥ 1− ε.
The above Lemma for mixed Tsirelson spaes T [(Sn, θn)n] has been proved in
[6℄, Proposition 5.4. For Shlumpreht spae this lemma appeared in [9℄, Prop. 5.
We are now ready to omplete the proof of the orollary.
Let (z∗k) be a blok sequene of 2 − cNk0 −averages in the blok subspae Y ∗ of
S∗ and (zk)k be the sequene of the assoiated ℓNk1 −averages (Remark 5.4). We
assume that the sequene Nk is fast inreasing. By [3℄, see also [17℄, the sequene
(zk)k is equivalent to the basis of S and moreover spans a omplemented subspae
of S. Theorem 5.1 implies the result for the spae S.
For the mixed Tsirelson spaes the analogous properties of a rapidly inreas-
ing sequene of s... averages have been proved for example in [17℄, thus again
appliation of Theorem 5.1 nishes the proof of Corollary. 
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Remark 5.7. The dual spaes of the spaes T [Sα, θ] are minimal. Indeed, we use
the following result:
Proposition 5.8. [15℄ Let normalized blok sequenes (xn), (yn) ⊂ T [Sα, θ] be suh
that xn < yn < xn+1 (n ∈ N). Then (xn) and (yn) are 24θ−2-equivalent.
Standard dual argument yields that the same property holds also in the dual
spae i.e. if any normalized blok sequenes (x∗n)n, (y
∗
n)n ⊂ T [Sα, θ] with x∗n <
y∗n < x∗n+1,n ∈ N are equivalent. Now sine c0 is blok nitely represented in the
dual spae T [Sα, θ]∗ we follow the proof of [8℄ for Tsirelson spae T [S1, θ] to obtain
the minimality.
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