ABSTRACT Polyadenylation (Poly(A)) plays crucial roles in gene regulation, especially in messenger RNA metabolism, protein diversification, and protein localization. Accurate prediction of polyadenylation sites and identification of motifs that controlling polyadenylation are fundamental for interpreting the patterns of gene expression, improving the accuracy of genome annotation and comprehending the mechanisms that governing gene regulation. Despite considerable advances in using machine learning techniques for this problem, its efficiency is still limited by the lack of experiences and domain knowledge to carefully design and generate useful features, especially for plants. With the increasing availability of extensive genomic data sets and leading computational techniques, deep learning methods, especially convolutional neural networks, have been applied to automatically identify and understand gene regulation directly from gene sequences and predict unknown sequence profiles. Here, we present DeepPolyA, a new deep convolutional neural network-based approach, to predict polyadenylation sites from the plant Arabidopsis thaliana gene sequences. We investigate various deep neural network architectures and evaluate their performance against classical machine learning algorithms and several popular deep learning models. Experimental results demonstrate that DeepPolyA is substantially better than competing methods regarding various performance metrics. We further visualize the learned motifs of DeepPolyA to provide insights of our model and learned polyadenylation signals.
I. INTRODUCTION
Polyadenylation is a vital process that occurs after gene transcription and produces mature messenger RNA (mRNA) for translation by synthesizing the polyadenylation tail at the RNA's 3'-end [1] . Recent discoveries have revealed that the 3'-end of most protein-coding and long-noncoding RNAs (lncRNAs; noncoding transcripts of 200 nucleotides or longer) is cleaved and polyadenylated [2] . In addition, alternative polyadenylation (APA) is prevalent in all eukaryotic species and plays critical roles in gene regulation, especially in the processes such as mRNA metabolism, protein diversification and protein localization [3] . Specifically, in addition to conducing to the intricacy of transcriptome by producing isoforms of distinct properties, it can regulate the translation efficiency, function, stability and localization of target RNAs [2] , [4] . The polyadenylation site, also called the poly(A) site, is defined by surrounding RNA segments and conserved across metazoans with some minor variations in mammals [1] - [3] . Accurate prediction of poly(A) sites and identification of motifs that controlling them are fundamental for interpreting the patterns of gene expression, improving the accuracy of genome annotation and comprehending the mechanisms that governing gene regulation [5] , [6] .
However, this remains a challenging problem, especially for plants, to precisely identify the poly(A) signals and predict poly(A) sites. Unlike animals, plants possess much less conserved signal sequences in such regions [7] . For example, the upstream element signal ''AAUAAA'' (or ''AATAAA'' in DNA sequence), which has been identified as the best signal in plants, can only be found in approximately 10% of Arabidopsis genes [8] , [9] . In contrast, the same signal is utilized by 50% of human genes [10] . The variable structures composed of functional motifs [11] , [12] also increase the difficulty in identifying poly(A) sites. In addition, because of the epidemic presence of alternative polyadenylation in intron and coding sequence (CDS), the poly(A) sites may locate in the genomic regions other than 3' untranslated region (3'-UTR). Thus, an ideal predictive model should be powerful and robust enough to overcome all barriers as mentioned above to achieve decent performance.
Quite a few methods have been proposed to predict poly(A) sites across diverse species. Among these studies, most of them focus on human sequences. Akhtar et al. [13] proposed POLYAR, which applied the linear discriminant function (LDF) to classify poly(A) sites into three groups with distinct poly(A) signals. A stand-alone program named polya_svm was developed for poly(A) sites prediction using the 15 cis-regulatory elements based on a Support Vector Machine (SVM) model [14] . Chang et al. [15] proposed a predictive model of two SVMs for features extraction and poly(A) sites prediction. All these three studies are conducted based on human genomic sequences dataset polya_DB 1 [16] . More recently, Xie et al. [17] proposed a novel machinelearning method by marrying generative learning (hidden Markov models) and discriminative learning (support vector machines). Methods for analyzing other species, such as yeast and plants, were also proposed. Graber et al. [18] proposed a contextual model to predict yeast poly(A) sites via a hidden Markov model (HMM). In view of the features of plant poly(A) signals, Ji et al. [7] proposed a generalized hidden Markov model (GHMM) to effectively predict the poly(A) sites in Arabidopsis genes. It yielded both high specificity and sensitivity in the testing datasets [8] . Later, the model was updated and re-trained for rice [19] . Recently, Ji et al. [20] proposed a user-friendly framework called poly(A) site classifier (PAC) for predicting poly(A) sites in Arabidopsis genes. PAC demonstrates the best performance with high specificity and sensitivity in the real data experiments. In addition, submodels, like feature generation, feature selection and classification in PAC, could be replaced and updated, making it adaptable to different datasets [20] .
Although methods mentioned above could achieve decent performance in solving the specific problem, researchers are required to carefully design and generate useful features based on their experiences and domain knowledge. Feature generation and extraction methods, including K-gram pattern, Z-curve, and position-specific scoring matrix, are critical components for previous SVM-based or HMM-based methods [7] , [20] , and the power of the method could be significantly reduced due to an inappropriate feature generation procedure. Thus, special efforts are needed to apply one method to another species.
With the increasing availability of extensive genomic datasets and leading computational techniques, deeplearning-based methods have been proposed to automatically 1 http://polya.umdnj.edu/PolyA_DB1/ identify and understand regulatory regions of the genome directly from DNA sequences, and predict the profile of unknown sequences based on learned knowledge [21] . Deep learning, in general, refers to methods that learn a hierarchical representation and detect complex patterns from feature-rich datasets through multiple layers of abstraction.
Amongst a set of deep neural networks, convolutional neural networks (CNN) are extensively employed in both academia and industry. It can achieve superb results in computer vision, video analysis and speech recognition for its efficient feature extraction capability [22] , [23] . CNN has also been applied as the premier model in piles of genomic problems, for example, motif discovery [24] , HLA class I-peptide binding prediction [25] , and identifying functional effects of noncoding variants [26] , [27] . Zeng et al. [28] proposed a series of CNN architectures to identify DNA sequence binding with a large compendium of transcription factor datasets. Basset, a powerful computational tool, was proposed to apply CNN to discover the functional activity of genomic sequences [29] . Zhou et al. [30] applied CNN model to capture the motif signals from the sequences around the target residues. DeepSEA is a recently developed algorithm that utilizes CNN for predicting chromatin effects of sequence alterations with single-nucleotide sensitivity [26] . DanQ, a hybrid framework that combines convolutional and recurrent neural networks, further improves the performance of DeepSEA [27] . CNN models have demonstrated their advantages in automatically learning hierarchical feature representations of raw input data in previous studies. Their successes motivate us to develop novel CNN-based methods to automatically learn poly(A)-related features, signals, and patterns for predicting poly(A) sites.
In this paper, we propose a computational method, DeepPolyA, based on deep CNN for predicting poly(A) sites in Arabidopsis species. DeepPolyA automatically combines the feature extraction and model training stages, and learns predictive DNA patterns and motifs in a data-driven manner. 
II. METHODS

A. BACKGROUND
Recent studies have demonstrated that deep learning can solve genomic problems in a more accurate way than traditional machine learning approaches. Recent works based on CNN allowed training directly on genomic sequences rather than extracting features beforehand [24] , [26] , [29] . In CNN, the number of model parameters is significantly decreased compared to fully connected neural networks via convolution operation and parameter sharing. In addition, convolutional layers could extract high-level features from the raw sequences, which has the similar function to the traditional position-weight matrices (PWMs) [32] . Neurons in a fully connected layer have full connections to all activations in the previous layer, while neurons in a convolutional layer share parameters in a particular feature map. The most relevant motifs are automatically inferred by the deeper layers during model training, and can be visualized and analyzed through heatmaps and sequence logos [33] .
B. CONSTRUCTION OF DeepPolyA MODEL
For the poly(A) site prediction problem, we illustrate the architecture of our DeepPolyA model in Figure 1 . It consists of two convolutional layers and one max-pooling layer to identify predictive motifs from the context of DNA sequences and one fully connected hidden layers with a ReLU activation function to model motif interactions [21] . Techniques, like dropout [34] , batch normalization [35] and early stopping, are employed to prevent overfitting. Table 1 shows the specification of each layer. The hyperparameters (e.g., convolution kernel size, number of layers, dropout rate, etc.) are selected based on the performance on a validation dataset. As shown in Figure 1 and Table 1 , DeepPolyA takes a 162-nucleotide (nt) length DNA sequence as input with the position 131 as the target poly(A) site. The raw DNA sequence is encoded into a bit matrix using one-hot encoding method. We encode the entire DNA nucleotides sequentially, where each nucleotide is encoded to a four-element binary vector with only one element set to one and others set to zero: A = (1,0,0,0), C = (0,1,0,0), G = (0,0,1,0), and T = (0,0,0,1). A 162-nt DNA sequence can then be represented as an encoded 4 × 162 bit matrix, with columns corresponding to A, C, G and T. With one-hot encoding method, we can preserve the vital position information of each nucleotide in DNA sequences. As shown in Table 1 , there are 16 and 64 kernels in the first and second convolutional layers, respectively. Note that the architecture parameters (e.g., the kernel size, the number of layers and the dropout rate) are carefully selected based on the optimization performance on the validation set. By applying several convolutional and pooling operations, CNN could automatically extract high-level features from high-dimensional input data while making the number of model weights manageable. Model parameters are randomly initialized as suggested by Glorot and Bengio [36] . Model hyperparameters (e.g., learning rate and the number of epochs) are optimized based on the performance of the validation data. Note that validation loss is measured after each training epoch to monitor convergence. Dropout (dropout rate 40%; i.e., randomly drop 40% neurons in each iteration) and batch normalization [35] are used for additional regularization. Note that dropout is not suitable to be put in the last fully-connected layer, because some significant features may be lost. Thus, we only apply dropout between the hidden layers.
The first convolutional layer operates directly on the encoded bit matrix, where the kernels scan for features across the matrix, compute the activation of multiple kernels at every position within the DNA sequence window and generate output matrices. To reduce dimensionality and accelerate convergence, max-pooling layer and batch normalization layer are applied subsequently, where the pooling size and stride size are both set to 2 to prevent any overlap. A second convolutional layer is added to model the interactions between motifs generated by previous layers and obtain high-level features and abstractions. The output of the convolutional layers is then flattened into vectors and fed to the fully connected layer. Finally, the outputs are converted into probabilities via ''sigmoid'' function.
The value of the proposed deep learning based method is two-fold. Firstly, classical machine learning methods require researchers' prior knowledge and experience to predefine and cultivate features by counting or summarizing known genomic patterns (e.g., regulatory variants, k-mer and structural elements). In contrast, our method can automatically learn the problem-related knowledge and extract high-level features from the raw sequence data. Therefore our approach could be readily applied to solve the same poly(A) prediction problem in different species. Secondly, the proposed method can capture nonlinear dependencies and interactions among the detected patterns and features at multiple genomic scales. It is challenging for even experienced researchers to design a schema of features including all potential interactions of different sub-signals and low-level features. Thus, it can yield better performance as demonstrated in the real data experiments.
III. EXPERIMENTS AND RESULTS
In this section, we describe the experimental environment, platform settings used for building models as well as the evaluation performance of the proposed model compared with the state-of-the-art approaches. The experiments show that DeepPolyA yields significantly more accurate predictions than existing baseline machine learning methods and other popular deep learning methods.
A. DATA SOURCE AND DATA PREPROCESSING
A large number of training samples are usually required to train deep neural networks in order to learn informative features and high-level representations from scratch. As a general guideline, the number of training samples should be at least as many as that of model parameters, although overfitting can be reduced through special architectures and model regularization techniques [37] . The same Arabidopsis datasets chosen from the baseline PAC's literature [8] were utilized for our experiments. Positive samples are randomly sampled from 16K dataset, which has over 16,000 Arabidopsis 3'-UTRs plus downstream sequences. 3 Following Ji et al [20] , we selected the sequences, whose lengths are longer than 162 nt, for further analysis. As a result, 13427 positive sequences, which are equally distributed among five chromosomes (chr 1-5), are obtained. Negative samples are generated by randomly sampling sequences from the Arabidopsis Information Resources (TAIR) database, 4 which consists of unequal-length introns, coding sequences and 5'-UTR sequences. The extracted negative samples contain 3222 introns, 9704 coding sequences and 501 5'-UTRs of Arabidopsis DNA sequences. Note that it maintains the same distribution of sequences as in the TAIR dataset and contributes 13427 negative sequences in total. As presented in [20] , each sequence is then trimmed into a sequence of size 162 nt, containing 131 nt upstream and 31 nt downstream of a poly(A) site. After preprocessing, all experimental samples are 162nt-long genomic sequences.
B. MODEL TRAINING AND TESTING
We divide the whole procedure of model training and testing into three steps: Firstly, we configure and apply different hyperparameters to train the models. Secondly, during the training process, we aim to discover the parameters (also called weights) that can minimize the objective function, which is challenging due to the high dimensionality and nonconvex. We tune the hyperparameters to find out the weights with the best performance on the validation set for the model. Finally, the model is evaluated against other machine learning models and popular deep learning models on the test set. The training performance significantly relies on parameter initialization, learning rate, and batch size of stochastic gradient descent. In our proposed model, model weights are initialized and sampled from a truncated normal distribution centered on zero with the square root of the average number of both the input units and the output units of the input layer [36] , [38] . Since the model aims to classify the input into two categories: sequences with poly(A) sites and sequences without poly(A) sites, it is a two-class logistic regression problem. Thus, we prefer to adopt a sigmoid function rather than a softmax function that is used for a multiclass problem. Advanced adaptive learning rate methods, such as RMSprop, Adagrad [39] , and Adam [40] , are also applied to reduce the effect of initial and potentially sub-optimal learning rate for model training. Based on the preliminary experiments, the hyperparameters, such as a standard stochastic gradient descent optimizer, a learning rate of 0.001, a batch size of 128 and a momentum rate of 0.9, are appropriate for our models. Regularization, ensemble learning and crossvalidated evaluation are always used for reducing overfitting. To reduce overfitting, we adopt the most common regularization technique -dropout with a dropout rate of 40%. Another popular method we employed is ''early stopping'', which means the training process will be stopped automatically at the best point. Thus, the latest parameters that perform best on the validation set are chosen as soon as the training process stopped.
We implement the proposed models with python, Keras (Version 2.0.8) [41] , and Theano (Version 0.9.0) [42] . Keras [41] is a powerful python library which can run on top of Theano [42] or TensorFlow [43] . It provides highly modularized APIs for building and training deep learning models. We configure the experiment environment and run the python codes on a Linux server with 4 Intel E5-2650 CPUs, 256 GB memory and 4 Nvidia GeForce GTX 1080 GPUs (2560 NVIDIA CUDA cores, 8 GB GDDR5X memory and 10Gbps memory speed).
C. PREDICTION ASSESSMENT
To evaluate competing methods, we adopt several metrics including sensitivity (Sn), specificity (Sp), overall accuracy (ACC), Matthew's correlation coefficient (MCC), area under the receiver operating characteristic curve (AUC) and F-score. Let TP, TN, FP and FN represent true positive, true negative, false positive and false negative, respectively. As shown in Equation (1)- (6), we consider the sequences containing poly(A) sites as the positive samples and the sequences without poly(A) sites as the negative samples, and compute all the metrics accordingly. Sensitivity (Sn), also called recall, measures the proportion of the true positives that are correctly predicted. Specificity (Sp) measures the proportion of the true negatives that are correctly predicted.
As a common metric in classification, the overall accuracy (ACC) is used to describe the closeness of a measurement to the true value and it fails when in the presence of highly imbalanced classes. MCC can describe the confusion matrix of TP, TN, FP and FN by a single number. MCC essentially is a correlation coefficient between the observed and predicted binary classifications, which could also be seen as a correlation coefficient between training and testing datasets. In addition, we adopt AUC and F-score to evaluate the performance and usability of all the models. Figure 2(b) shows a graphical illustration of the CNN-RNN model, which is built with two convolutional layers, one max-pooling layer, one LSTM layer followed by one fully connected layer. To build a CNN-RNN model, we add one LSTM layer to DeepPolyA model between its second convolutional layer and the final fully connected layer. We also consider some other popular deep learning models (e.g., DeepSEA [26] , DanQ [27] , VGG [31] ), fit them into our poly(A) problem, and compare them with our newly proposed CNN architecture (DeepPolyA). For the traditional machine learning approaches (PAC.SVM, PSC.NB and PAC.RF), we follow Ji et al. and extract features from DNA sequences, including 1) the frequency of some nearby nucleotides; 2) Hexamer weight of NUE region; 3) PSSM-based CIS score of NUE region or CS region; 4) components of Z-curve [20] . After feature extraction, we train the model based on different algorithms with the default parameter settings in Weka [44] . It should be noted that, as shown by the preliminary experiments, reasonable choices of the parameters (e.g. different type of kernels for Support Vector Machine, different number of decision trees for Random Forest) yield similar prediction results.
We divide the entire dataset into training, validation and testing sets. The training set is utilized to learn weights and parameters of the models, which are then evaluated on the validation set. The best model is selected and tested on the testing set to evaluate the model performance. Note that the data are partitioned on chromosome level and there is no overlap between training and testing data (i.e., three chromosomes for training, one for validation and one for testing). In each run, we randomly pick one chromosome as validation set and one chromosome as testing set, and leave the rest three chromosomes as the training set. We repeat the experiments several times to demonstrate that our model could achieve better performance, and it is not obtained by chance. All the hyperparameters of above-mentioned competing methods were selected based on the performance on the validation data. The model performance is then evaluated on the testing set.
As shown in Figure 3 , we repeat the experiment 5 times and show the prediction performance based on testing data. DeepPolyA achieves remarkable and stable performance in classification on the testing set with an accuracy of 91.28%, a recall of 93.01%, a specificity of 89.51%, a Matthews correlation coefficient of 82.60%, an area under a receiver operating characteristic (ROC) curve of 97.06% and an F-measure The RNN method can get a high performance sometimes, but the result fluctuates according to different training and testing set. We can also discover that the performance of three baseline machine learning methods is always worse than deep learning methods. Overall, the results indicate that DeepPolyA can automatically learn high-level features from the DNA sequences and yields more accurate predictions than classical approaches and other popular deep learning models. A major advantage of our model compared to previous methods is its convolutional architecture, which allows for discovering predictive motifs in larger DNA sequence contexts, as well as for capturing complex patterns around poly(A) sites. Figure 4 shows the area under receiver operating characteristics (ROC curve) and the area under precision-recall curve (PR curve) for deep neural network based methods. We can find from the curves that DeepPolyA demonstrates the best performance. The following methods are DanQ, DeepSEA, CNN-RNN, VGG and RNN.
We further investigate the impacts of the length of input sequences by varying the input DNA sequence length from 54 nt to 216 nt. As shown in Figure 5 , the performance of the proposed model increases when sequence length increases from 54 nt to 162 nt, and it keeps the same from 162 nt to 216 nt. Note that the performance will not increase if we further improve the input sequence length. These observations suggest that the sequences around poly(A) sites do contain the poly(A) signals and thus an appropriate input sequence length is critical for predicting the poly(A) sites (i.e., shorter sequence will miss some signals and longer sequences will include lots of noise).
We also evaluate the performance of our model in different genomic contexts. As shown in Figure 6 , the model yields the best performance in CDS, and the worst performance in intron, suggesting that poly(A) sites located in introns may have less conserved signals and therefore are harder to detect.
E. VISUALIZATION OF LEARNED MOTIFS
Model visualization is critical in computational biology. Several approaches have been proposed to interpret the parameters of neural networks and to obtain insights into learned features. Similar to conventional position weight matrices (PWMs), gene sequence motifs can be recognized by the filters of the first convolutional layer in DeepPolyA and visualized as sequence logos. Traditional approaches for visualizing convolutional filters could be generally classified into alignment-based and optimization-based methods. Alignment-based approaches [24] , [27] , [29] align DNA sequence fragments that maximize the activation of a certain convolutional filter and visualize the outcome alignments as sequence logos using WebLogo [45] . Optimization-based approaches [46] optimize the input gene sequence to maximize the activation of a certain convolutional filter by gradient descent. Following the alignment-based method, we accumulate the motifs for the total 16 filters in DeepPolyA and assess them through comparing against JASPAR database [47] , which has abundant known motifs and is widely applied as standard representation of transcription factor DNA-binding preferences. We utilize a tool named TOMTOM with predefined statistical measure of motifmotif similarity [48] , [49] to compare the motifs detected by DeepPolyA with those in JASPAR database and present an alignment for each pair of considerable matches. Our visualization results of extracted motifs and comparison with JASPAR are shown in Figure 7 . The second motif among them has the similar format with ''AATAAA'', which is a significant upstream element signal for poly(A) sites. Moreover, Figure 8 illustrates the saliency map [50] visualization of the entire testing DNA sequence. We can discover that the signal is strong around the poly(A) site. As shown in Figure 8 , the strongest signal is at position 131 nt, which is exactly the position of the target poly(A) sites in positive samples.
IV. CONCLUSION AND FUTURE WORKS
In this paper, we proposed DeepPolyA, a deep convolutional neural network approach, to automatically and accurately modeling the poly(A) signals. Using the plant Arabidopsis thaliana gene sequences datasets with one-hot encoding method, we trained several competing deep learning models with various architectures and compared the classification performance with baseline machine learning methods through several significant metrics. The evaluation results show that DeepPolyA outperforms all the competing methods without involving extensive manual feature engineering. We visualized the learned motifs of the first convolutional layer using TOMTOM against the JASPAR motif datasets to demonstrate that DeepPolyA can automatically extract poly(A) signals and features from the raw sequence data. He is currently a Professor of pediatrics with the School of Medicine, University of Pennsylvania, with research focused on human genetics. He has authored or co-authored numerous high-impact papers on genomic discoveries and their translations in some of the most prestigious scientific medical journals, including Nature, Nature Genetics, and The New England Journal of Medicine.
