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Abstract
Let T be an algebraic automorphism of Tm having the following property:
the characteristic polynomial of its matrix is irreducible over Q, and a Pisot
number β is one of its roots. We define the mapping ϕt acting from the two-
sided β-compactum onto Tm as follows:
ϕt(ε¯) =
∑
k∈Z
εkT
−k
t,
where t is a fundamental homoclinic point for T , i.e., a point homoclinic to 0
such that the linear span of its orbit is the whole homoclinic group (provided
such a point exists). We call such a mapping an arithmetic coding of T . This
paper is aimed to show that under some natural hypothesis on β (which is
apparently satisfied for all Pisot units) the mapping ϕt is bijective a.e. with
respect to the Haar measure on the torus. Besides, we study the case of more
general parameters t, not necessarily fundamental, and relate the number of
preimages of ϕt to certain number-theoretic quantities. We also give several
full criteria for T to admit a bijective arithmetic coding. This work continues
the study begun in [24] for the special case m = 2.
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1 Introduction
Let T be an algebraic automorphism of the torus Tm given by a matrixM ∈ GL(m,Z)
with the following property: the characteristic polynomial for M is irreducible over
Q, and a Pisot number β > 1 is its root (we recall that an algebraic integer is called
a Pisot number if it is greater than 1 and all its Galois conjugates are less than 1
in modulus). Since detM = ±1, β is a unit, i.e., an invertible element of the ring
Z[β] = Z[β−1]. We will call such an automorphism a Pisot automorphism. Note that
since none of the eigenvalues of M lies on the unit circle, T is hyperbolic.
Our goal is to present a symbolic coding of T which, roughly speaking, reveals
not just the structure of T itself but the natural action of the torus on itself as well.
Let us give more precise definitions.
Let Xβ denote the two-sided β-compactum, i.e., the space of all admissible two-
sided sequences in the alphabet {0, 1, . . . , [β]}. More precisely, a representation of
an x ∈ [0, 1) of the form
x = π(ε1, ε2, . . . ) :=
∞∑
1
εkβ
−k (1)
is called the β-expansion of x if the “digits” {εk}∞1 are obtained by means of the
greedy algorithm (similarly to the decimal expanions), i.e., ε1 = ε1(x) = [βx], εk =
εk(x) = [βτ
k(x)], where τ(x) = {βx} := βxmod1. The set of all possible sequences
{{εk(x)}∞1 : x ∈ [0, 1)} is called the (one-sided) β-compactum and denoted by X+β .
A sequence whose tail is 0∞ will be called finite.
The β-compactum can be described more explicitly. Let 1 =
∑∞
1 d
′
kβ
−k be the
expansion of 1 defined as follows: d′1 = [β], d
′
n = [βτ
n1], n ≥ 2. If the sequence
{d′n} is not finite, we put dn ≡ d′n. Otherwise let k = max {j : d′j > 0}, and
(d1, d2, . . . ) := (d′1, . . . , d
′
k−1, d
′
k − 1), where the bar denotes the period of a purely
periodic sequence.
We will write {xn}∞1 ≺ {yn}∞1 if {xn}∞1 6= {yn}∞1 and xn < yn for the smallest
n ≥ 1 such that xn 6= yn. Then by definition,
X+β = {{εn}∞1 : (εn, εn+1, . . . ) ≺ (d1, d2, . . . ) for all n ∈ N}
(see [17]). Similarly, we define the two-sided β-compactum as
Xβ = {{εn}∞−∞ : (εn, εn+1, . . . ) ≺ (d1, d2, . . . ) for all n ∈ Z}.
Both compacta are naturally endowed with the weak topology, i.e. with the topology
of coordinate-wise convergence, as well as with the natural shifts. Let the β-shift
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σβ : Xβ → Xβ act as follows: σβ(ε¯)k = εk+1, and σ+β be the corresponding one-sided
shift on X+β . For a Pisot β the properties of the β-shift are well-studied. Its main
property is that it is sofic, i.e., is a projection of a subshift of finite type. In fact this
is equivalent to {dn}∞1 being eventually periodic (see, e.g., the review [6]).
We extend the β-expansions to the nonnegative integers in the usual way (similarly
to the decimal expansions).
Lemma 1 (see [4], [20]) Any nonnegative element of the ring Z[β] has an eventually
periodic β-expansion if β is a Pisot number.
There is a natural operation of addition in Xβ, namely, if both sequences ε¯ and
ε¯′ are finite to the left (i.e., there exists N ∈ Z such that εk = ε′k = 0, k ≤ N),
then by definition, ε¯′ + ε¯ = ε¯′′ such that
∑
k ε
′′
kβ
−k =
∑
k(ε
′
k + εk)β
−k. Later we will
show that under some natural assumption on β this operation can be extended to
sequences which are not necessarily finite to the left.
Let Fin(β) denote the set of nonnegative x’s whose β-expansions are finite. Ob-
viously, Fin(β) ⊂ Z[β]+ := Z[β] ∩R+, but the inverse inclusion does not hold for an
arbitrary Pisot unit.
Definition 2 A Pisot unit β is called finitary if
Fin(β) = Z[β]+.
A large class of Pisot numbers considered in [11] is known to have this property.
A practical algorithm for checking whether a given Pisot number is finitary was
suggested in [1]. Here is a simple example showing that not every Pisot unit is
finitary. Let r ≥ 3, and β2 = rβ−1. Then Xβ = {ε¯ : 0 ≤ εk ≤ r−1, (εk, . . . , εk+n) 6=
(r−1, r−2, . . . , r−2, r−1), k ∈ Z, n ≥ 1} and 1−β−1 = (r−2)β−1+(r−2)β−2+. . . ,
i.e., β is not finitary.
Definition 3 A Pisot unit β is called weakly finitary if for any δ > 0 and any
x ∈ Z[β]+ there exists f ∈ Fin(β) ∩ [0, δ) such that x+ f ∈ Fin(β) as well.
This condition was considered in the recent work by Sh. Akiyama [3], in which
the author shows that the boundary of the natural sofic tiling generated by a weakly
finitary Pisot β has Lebesgue measure zero (moreover, these conditions are actually
equivalent). The author is grateful to Sh. Akiyama for drawing his attention to this
paper and for helpful discussions.
A slightly weaker (but possibly equivalent) condition
Z[β] = Fin(β)− Fin(β)
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together with the finiteness of {d′n} was used in the recent Ph.D. dissertation [13] to
show that the spectrum of the Pisot substitutional dynamical system
0→ 10d′1, 1→ 20d′2, . . . , l − 2→ (l − 1)0d′l−1 , l − 1→ 0d′l,
(where l = max {n : d′n 6= 0}), is purely discrete. This claim is a generalization of
the corresponding result for a finitary β from [26] (see also [27]).
Conjecture 4 Any Pisot unit is weakly finitary.
To support this conjecture, we are going to explain how to verify that a particular
Pisot unit is weakly finitary. Firstly, one needs to describe all the elements of the set
Zβ = {α ∈ Z[β] ∩ [0, 1) : α has a purely periodic β-expansion}. (2)
Lemma 5 (see [3]). The set Zβ is finite.
Proof. The sketch of the proof is as follows: basically, the claim follows from
Lemma 10, which implies that the denominator of any α ∈ Pβ in the standard basis
of Q(β) is uniformly bounded, whence the period of the β-expansion of α is bounded
as well.
Therefore, we have a finite collection of numbers {∑m−1j=0 yjβj : |yj| ≤ q} to
“check for periods” (here q is the denominator of ξ0 defined by (6) in the standard
basis of the ring). Next, it is easy to see that if suffices to check that Definition 3
holds for any x = α ∈ Zβ (see [3]). Moreover, we can confine ourselves to the case
f ∈ Fin(β)∩ [β−2p, β−p), where p is the period of α. Indeed, if such an f exists, β−pf
will do as well, and we will be able to make f arbitrarily small. All known examples
of Pisot units prove to be weakly finitary.
We will need the following technical result.
Lemma 6 A Pisot unit is weakly finitary if and only if the following condition is
satisfied: there exists η = η(β) ∈ (0, 1) such that for any δ > 0 and any x ∈ Z[β]+
there exists f ∈ Fin(β) ∩ [ηδ, δ) such that x+ f ∈ Fin(β) as well.
Proof. It suffices to show that if β is weakly finitary, then η in question does
exist. Let β be weakly finitary; then for any α ∈ Zβ there exists fα ∈ Fin(β) such
that α + fα ∈ Fin(β). Let α has the β-expansion (α1, . . . , αp) and α∗ =
∑p
1 αjβ
−j.
Without loss of generality we may regard p to be greater than the preperiod + the
period of the sequence {dn}∞1 (as p is not necessarily the smallest period of α). Since
fα can be made arbitrarily small, we may fix it such that
α + fα < α
∗ + β−pα. (3)
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Put η := min {fα : α ∈ Zβ}.
Let x ∈ Z[β]+. By Lemma 1 the β-expansion of x is eventually periodic, and
splitting it into the preperiodic and periodic parts, we have x = x0 + β
−kα, x0 ∈
Fin(β), k ∈ Z, α ∈ Zβ. Let for simplicity of notation k = 0 (the whole picture
is shift-invariant). It will suffice to check the condition for δ = δn = β
−pn. Put
f = fn := β
−pnfα. Then
x+ f = (x0 + α
∗ + β−pα∗ + · · ·+ β−(n−1)pα∗) + β−pn(α + fα) (4)
The expression in brackets in (4) belongs to Fin(β) and so does the second term. In
view of (3) and the definition of Xβ the whole sum in (4) belongs to Fin(β) as well,
because by our choice of p we have necessarily (α1, . . . , αp) ≺ (d1, . . . , dp). Since Zβ
is finite and the construction depends on α only, we are done.
2 Formulation of the main result and first steps of
the proof
We recall that the hyperbolicity of T implies that it has the stable and unstable
foliation and consequently the set of homoclinic points. More precisely, a point
t ∈Tm is called homoclinic to zero or simply homoclinic if T nt→ 0 as n→ ±∞ (as
is well known, the convergence to 0 in this case will be at exponential rate). In other
terms, a homoclinic point t must belong to the intersection of the leaves of the stable
foliation Ls and the unstable foliation Lu passing through 0. Let H(T ) denote the
set of all homoclinic points for T ; obviously, H(T ) is a group under addition. In [29]
it was shown that every homoclinic point can be obtained by applying the following
procedure: take a point n ∈ Zm and project it onto Lu along Ls. Let s denote this
projection; finally, project s onto the torus by taking the fractional parts of all its
coordinates. The correspondence n↔ s↔ t is one-to-one. We will call s = s(t) the
Rm-coordinate of a homoclinic point t and n the Zm-coordinate of t. Note that since
T is a Pisot automorphism, we have dimLu = 1, dimLs = m− 1.
We wish to find an arithmetic coding ϕ of T in the following sense: we choose
Xβ as a symbolic compact space and impose the following restrictions on a map
ϕ : Xβ → Tm:
1. ϕ is continuous and bounded-to-one;
2. ϕσβ = Tϕ;
3. ϕ(ε¯+ ε¯′) = ϕ(ε¯) + ϕ(ε¯′) for any pair of sequences finite to the left.
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In [24] it was shown that if m = 2, then there exists t ∈H(T ) such that ϕ = ϕt :
Xβ → Tm:
ϕt(ε¯) =
∑
k∈Z
εkT
−kt. (5)
The proof for an arbitrary m is basically the same, and we will omit it. Our primary
goal is to find an arithmetic coding that is bijective a.e. Let us make some remarks.
Note that the idea of using homoclinic points to “encode” ergodic toral automor-
phisms had been suggested by A. Vershik in [28] for M =
(
1 1
1 0
)
and was later
developed for a more general context in numerous works – see [29], [15], [23], [24],
[21]. The choice of Xβ as a “coding space” is special in the case in question; indeed,
the topological entropy of the shift σβ is known to be log β and so is the entropy
of T . In a more general context (for example, if M has two eigenvalues outside the
unit disc) it is still unclear, which compactum might replace Xβ. Indeed, since ϕ
is bounded-to-one, the topological entropy of the subshift on this compactum must
have the same topological entropy as T , i.e., log
∏
|βj |>1 |βj |, where βj , j = 1, . . . , m,
are the conjugates of β, and there is apparently no natural subshift associated with
β which has this entropy. However, it is worth noting that the existence of such
compacta in different settings has been shown in [29], [14], [21].
Return to our context. The mapping ϕt defined by (5) is indeed well defined
and continuous, as the series (5) converges at exponential rate. Furthermore, since
T kt = βtmodZm, we have by continuity ϕtσβ = Tϕt, i.e., ϕt does semiconjugate the
shift and a given automorphism T .
We will call ϕt a general arithmetic coding for T (parametrised by a homoclinic
point t).
Lemma 7 For any choice of t the mapping ϕt is bounded-to-one.
Proof. Let ‖·‖ denote the distance to the closest integer, s be the Rm-coordinate
of t and T˜ denote the linear transformation of Rm defined by the matrix M . Let ϕN,t
be the mapping acting from Xβ into R
m by the formula
φN,t(ε¯) :=
N∑
−N
εk(T˜ )
−ks.
Then by (5),
ϕt(ε¯) = lim
N→+∞
(φN,t(ε¯)mod Z
m),
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where (x1, . . . , xm)mod Z
m = ({x1}, . . . , {xm}). Therefore, it suffices to show that
the diameters of the sets φN,t(Xβ) are uniformly bounded for all N . We have (recall
that 0 ≤ εk ≤ [β]):
max {‖φN,t(ε)‖ : ε ∈ Xβ} ≤ [β]
∥∥∥∥∥
N∑
−N
(T˜ )−ks
∥∥∥∥∥ ≤ [β]
N∑
−N
∥∥∥(T˜ )−ks∥∥∥
≤ const ·
N∑
0
θk <∞,
where θ ∈ (0, 1) is the maximum of the absolute values of the conjugates of β that
do not coincide with β. This proves the lemma.
Let the characteristic equation for β be
βm = k1β
m−1 + k2βm−2 + · · ·+ km
and Tβ denote the toral automorphism given by the companion matrix Mβ for β, i.e.,
Mβ =


k1 k2 . . . km−1 km
1 0 . . . 0 0
0 1 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . 1 0

 .
We first assume the following conditions to be satisfied:
1. T is algebraically conjugate to Tβ, i.e., there exists a matrix C ∈ GL(m,Z)
such that CM = MβC (notation: T ∼ Tβ).
2. A homoclinic point t is fundamental, i.e., 〈T nt | n ∈ Z〉 = H(T ).
3. β is weakly finitary.
The notion of fundamental homoclinic point for general actions of expansive group
automorphisms was introduced in [16] (see also [21]).
Remark 8 Note that the second condition implies the first, as the mere existence of
a fundamental homoclinic point means that T ∼ Tβ (see Theorem 28 below). Con-
versely, if T ∼ Tβ, then there is always a fundamental homoclinic point for T . Indeed,
let n0 = (0, 0, . . . , 0, 1) be the Z
m-coordinate of t0. Then t0 is a fundamental for Tβ
and if CM = MβC, then C
−1t0 is fundamental for T .
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Now we are ready to formulate the main theorem of the present paper.
Theorem 9 Provided the above conditions are satisfied, the mapping ϕt defined by
(5) is bijective a.e. with respect to the Haar measure on the torus.
Remark. In [24] the claim of the theorem was shown for m = 2. We wish to follow
the line of exposition of that paper, though it is worth stressing that our approach
will be completely different (rather arithmetic than geometric). In [21] this claim
was proven for any finitary β and it was conjectured that it holds for any Pisot
automorphism satisfying conditions 1 and 2 above. We give further support for this
conjecture, as Theorem 9 implies that we actually reduced it to a general number-
theoretic conjecture verifiable for any given Pisot unit β (see Conjecture 4).
The rest of the section as well as the next section will be devoted to the proof of
Theorem 9; in the last section we will discuss the case when conditions 1 and 2 are
not necessarily satisfied.
We are going to need the following number-theoretic claim. Let
Pβ := {ξ : ‖ξβn‖ → 0, n→ +∞}.
It is obvious that Pβ is a group under addition.
Lemma 10 There exists ξ0 ∈ Q(β) \ Z[β] such that
Pβ = ξ0 · Z[β]. (6)
Proof. By the well-known result, for any Pisot β, ξ ∈ Pβ ⇔ ξ ∈ Q(β) and
Tr(βkξ) ∈ Z, k ≥ k0 (where Tr(ς) denotes the trace of an element ς of the extension
Q(β), i.e., the sum of all its Galois conjugates) – see, e.g., [8]. Since β is a unit,
Tr(ς) ∈ Z implies Tr(β−1ς) ∈ Z, whence
Pβ := {ξ ∈ Q(β) : Tr(aξ) ∈ Z ∀a ∈ Z[β]}. (7)
Thus, if we regard Z[β] as a lattice over Z, then by (7), Pβ is by definition the
dual lattice for Z[β]. Hence by the well known ramification theorem (see, e.g., [10,
Chapter III]) the equality (6) follows with ξ0 = 1/g
′(β), where g(x) = xm−k1xm−1−
· · · − km.
We will divide the proof of the main theorem into several steps.
Step 1 (description of the homoclinic group).
Lemma 11 Any homoclinic point t for Tβ has the R
m-coordinate
s(t) = ξ0u(1, β
−1, . . . , β−m+1), (8)
where u ∈ Z[β].
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Proof. We haveMβ v¯β = βv¯β, where v¯β = (1, β
−1, . . . , β−m+1). As was mentioned
above, the dimension of the unstable foliation Lu is 1, whence s(t) = kv¯β , and since
T nβ t→ 0, we have ‖kβn‖ → 0, i.e., k ∈ Pβ. Now the claim of the lemma follows from
(6).
Let Uβ denote the group of units (= invertible elements) of the ring Z[β].
Lemma 12 There is a one-to-one correspondence between the group Uβ and the set
of fundamental homoclinic points for Tβ. Namely, if t is fundamental, then u in (8)
is a unit and vice versa.
Proof. Suppose t is fundamental. Then the homoclinic point t0 whose R
m-
coordinate is s0 = (ξ0, ξ0β
−1, . . . , ξ0β−m+1) can be represented as a finite linear inte-
gral combination of the powers T kt, i.e.,
ξ0(1, β
−1, . . . , β−m+1) =
∑
k
ekβ
kξ0u(1, β
−1, . . . , β−m+1),
whence u
∑
k ekβ
k = 1. Therefore, u is invertible in the ring Z[β].
Conversely, if u ∈ Uβ , then using the same method, we show that the claim of
the lemma follows from the fact that the equation ux = u′ always has the solution in
Z[β], namely, x = u−1u′.
Step 2 (reduction to T = Tβ). To prove Theorem 9, we may without loss of
generality assume T = Tβ . Indeed, suppose M = C
−1MβC, where C ∈ GL(m,Z).
Then there is a natural one-to-one correspondence between H(T ) and H(Tβ), namely,
t ∈H(T ) ⇔ Ct ∈H(Tβ). Furthermore, if ϕt is bijective a.e., then so is ϕCt, as
ϕCt = Cϕt.
So, we assume first that T = Tβ, and t is a general fundamental homoclinic point
for Tβ given by (8). In this case the formula (5) becomes
ϕt(ε¯) = lim
N→+∞
+∞∑
k=−N
εkβ
−k


ξ0u
ξ0uβ
−1
...
ξ0uβ
−m+1

mod Zm.
Step 3 (the preimage of 0). Let Zβ be defined by (2).
Lemma 13 The preimage of 0 can be described as follows:
Oβ := ϕ−1t (0) = {ε¯ ∈ Xβ : ε¯ is purely periodic and
∞∑
1
εjβ
−j ∈ Zβ}.
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Proof. By Lemma 7, Oβ is finite and since it is shift-invariant, it must contain
purely periodic sequences only. Let α =
∑∞
1 εjβ
−j. Then by (2), ‖αuξ0βn‖ → 0 as
n→∞, whence from (6), therefore, αu ∈ Z[β], and α ∈ Z[β], because u ∈ Uβ.
Step 4 (description of the full preimage of any point of the torus). We are
going to show that ϕt is “linear” in the sense that for any two sequences ε¯, ε¯
′ ∈ ϕ−1
t
(x)
their “difference” will belong to Oβ . More precisely, let ε(N) denote both the sequence
(. . . , 0, 0, . . . , 0, ε−N , ε−N+1, . . . ) and its “value” e(N) :=
∑+∞
k=−N εkβ
−k
Lemma 14 If ϕt(ε¯) = ϕt(ε¯
′), then for any N ≥ 1 there exists α ∈ Zβ such that
|e(N) − (e′)(N)| = βNα.
Proof. Let E denote the set of all partial limits of the collection of sequences
|ε(N) − (ε′)(N)|, N ≥ 1, where |ε(N) − (ε′)(N)| is the sequence (. . . , 0, 0, . . . , 0, ε′′−N ,
ε′′−N+1, . . . ) whose “value” is |e(N) − (e′)(N)|. It suffices to show that E ⊂ Oβ. Let
δ¯ ∈ E ; by definition, there exists a sequence of positive integers {Nk} such that
δ(Nk) =
∣∣(ε′)(Nk) − ε(Nk)∣∣ , k = 1, 2, . . . Then ϕt(δ¯) = limk→∞ ϕt(δ(Nk)) = 0, and we
are done.
Therefore, if ε¯ ∈ ϕ−1
t
(x) for some x ∈ Tm, then we know that to obtain any
ε¯′ ∈ ϕ−1
t
(x), one may take one of the partial limits of the sequence {ε(N) + βNα} for
α ∈ Zβ, perhaps, depending on N . We will write
ε¯ ∼ ε¯′ iff ϕt(ε¯) = ϕt(ε¯′). (9)
Conclusion. Thus, we reduced the proof of Theorem 9 to a certain claim about the
two-sided β-compactum.
Basically, our goal now is to show that the procedure described above will not
change an arbitrarily long tail of a generic sequence ε¯ ∈ Xβ and therefore, will not
change ε¯ itself.
3 Final steps of the proof and examples
Let µβ denote the measure of maximal entropy for the shift (Xβ, σβ), and µ
+
β be its
one-sided analog. We wish to prove that
µβ{ε¯ ∈ Xβ : #[ε¯] = 1} = 1, (10)
where [ε¯] = {ε¯′ ∈ Xβ : ε¯′ ∼ ε¯}.
Step 5 (estimation of the measure of the “bad” set). We will need some basic
facts about the measure µβ. For technical reasons we prefer to deal with its one-sided
analog µ+β .
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Lemma 15 There exists a constant C1 = C1(β) ∈ (0, 1) such that for any n ≥ 2 and
any (i1, i2, . . . ) ∈ X+β ,
µ+β (εn = in | εn−1 = in−1, . . . , ε1 = i1) ≥ C1.
Proof. Let the mapping π : X+β → [0, 1) be given by formula (1) andm+β = π(µ+β ).
Let Cn(ε¯) = (εn = in, εn−1 = in−1, . . . , ε1 = i1) ⊂ X+β and ∆n(ε¯) = π(Cn(ε¯)). The
Garsia Separation Lemma [12] says that there exists a constant K = K(β) > 0
such that if ε¯ and ε¯′ are two sequences in X+β and
∑n
k=1 εkβ
−k 6= ∑nk=1 ε′kβ−k, then∣∣∑n
k=1(εk − ε′k)β−k
∣∣ ≥ Kβ−n. Hence
K ≤ βnL1(∆n(ε¯)) ≤ 1,
where L1 denotes the Lebesgue measure on [0, 1]. Since for any β > 1, m+β is equiva-
lent to L1 and the corresponding density is uniformly bounded away from 0 and ∞
(see [18]), we have for some K ′ > 1,
1/K ′ ≤ βnm+β (∆n(ε¯)) ≤ K ′,
whence by the fact that π is one-to-one except for a countable set of points,
1/K ′ ≤ βnµ+β (Cn(ε¯)) ≤ K ′
and the claim of the lemma holds with C1 = (βK
′)−2.
There is a natural arithmetic structure on X+β : the sum of two sequences ε¯ and
ε¯′ is defined as the sequence equal to the β-expansion of the sum {∑∞1 (εk+ ε′k)β−k}.
Let X
(n)
β denote the set of finite words of length n that are extendable to a sequence
in X+β by writing noughts at all places starting with n+1. We will sometimes identify
X
(n)
β with the set Finn(β) := {ε¯ : εk ≡ 0, k ≥ n + 1}.
By the sum (ε1, ε2, . . . , εn)+ ε¯
′, we will imply (ε1, ε2, . . . , εn, 0, 0, . . . )+ ε¯′. In [11]
it was shown that there exists a natural L1 = L1(β) such that if ε¯ ∈ Finn(β), ε¯′ ∈
Finn(β) and ε¯+ ε¯
′ ∈ Fin(β), then ε¯+ ε¯′ ∈ Finn+L1(β).
Recall that by Lemma 6 there exists η = η(β) ∈ (0, 1) such that the quantity f
in Definition 3 can be chosen in (ηδ, δ) instead of (0, δ). We set
L2 :=
log(1/η)
log β
.
Let L := max {L1, L2}. We can reformulate the hypothesis that β is weakly finitary
as follows (α¯ denotes the β-expansion of α):
for any (ε1, ε2, . . . , εn) ∈ X(n)β there exists (εn+1, . . . , εn+L) ∈ X(L)β : (11)
(ε1, . . . , εn+L) ∈ X(n+L)β , α¯+ (ε1, . . . , εn+L) ∈ Fin(β) for all α ∈ Zβ.
A direct consequence of Lemma 15 is
11
Corollary 16 For any (i1, i2, . . . ) ∈ X+β ,
µ+β (εn+L = in+L, εn+L−1 = in+L−1, . . . , ε1 = i1)
µ+β (εn = in, εn−1 = in−1, . . . , ε1 = i1)
≥ C2 = CL1 . (12)
Lemma 17 If (i1, . . . , in) ∈ X(n)β and (j1, . . . , jk) ∈ X(k)β , then (i1, . . . , in, 0, 0, 0, 0,
j1, . . . , jk) ∈ X(n+k+4)β .
Proof. The claim follows from the definition of Xβ (see Introduction) and the
fact that the positive root β0 of the equation x
3 = x+1 is the smallest Pisot number
[9]. Indeed, β50 = β
4
0 + 1 and Xβ0 is a subshift of finite type, namely,
Xβ0 =
{
ε¯ ∈
+∞∏
−∞
{0, 1} | εn = 1⇒ εn+1 = εn+2 = εn+3 = εn+4 = 0
}
.
Now the desired claim follows from [17, Lemma 3] asserting that if β ′ < β, then
(d1(β
′), d2(β ′), . . . ) ≺ (d1(β), d2(β), . . . ).
Let
A = {ε¯ ∈ X+β | ∃n ∈ N : ∀α ∈ Zβ, α¯+ (ε1, . . . , εn) ∈ Fin(β)},
An = {ε¯ ∈ X+β | ∀α ∈ Zβ, α¯ + (ε1, . . . , εn) ∈ Fin(β)},
A
′ = {ε¯ ∈ X+β | ∃n ∈ N : εn+1 = · · · = εn+L+4 = 0}.
We will write tail(ε¯) = tail(ε¯′) if there exists n ∈ N such that εk = ε′k, k ≥ n. The
meaning of the above definitions consists in the fact that if ε¯ ∈ A∩A′, then ε¯ ∈ An∩A′
for some n ≥ 1 and by the theorem from [11] mentioned above, (ε1, . . . , εn) + α¯ =
(ε′1, . . . , ε
′
n+L), whence by Lemma 17
tail(ε¯+ α¯) = tail(ε¯)
(more precisely, the tail will stay unchanged starting with the (n+L+1)’th symbol).
It is obvious that A = ∪nAn. We wish to prove that µ+β (A ∩ A′) = 1. By the
ergodicity of (X+β , µ
+
β , σ
+
β ), we have µ
+
β (A
′) = 1, it suffices to show that µ+β (A) = 1.
Let Bn = X
+
β \ An.
Proposition 18 There exists a constant γ = γ(β) ∈ (0, 1) such that
µ+β
(
n⋂
k=1
Bk
)
≤ γn. (13)
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Proof. We have
µ+β (B1 ∩B2 ∩ . . . ∩Bn) = µ+β (B1) ·
n∏
k=2
µ+β (Bk | Bk−1 ∩ . . . ∩B1)
≤
n∏
k=2
µ+β (Bk | Bk−1 ∩ . . . ∩B1).
Since
k∏
j=k−L
µ+β (Bj | Bj−1 ∩ . . . ∩B1) =
µ+β (Bk ∩ . . . ∩B1)
µ+β (Bk−L−1 ∩ . . . ∩B1)
≤ µ
+
β (Bk ∩Bk−L−1 ∩Bk−L−2 ∩ . . . ∩B1)
µ+β (Bk−L−1 ∩ . . . ∩B1)
= µ+β (Bk | Bk−L−1 ∩Bk−L−2 ∩ . . . ∩B1),
we have
µ+β (B1 ∩B2 ∩ . . . ∩Bn) ≤
[n/L]∏
k=2
µ+β (BLk | BLk−L−1 ∩BLk−L−2 ∩ . . . ∩B1). (14)
Now by the formula (12), β being weakly finitary (see (11)) and the deifnition of L
we have
µ+β (Ak+L | εk = ik, . . . , ε1 = i1) ≥ C2 > 0
for any (i1, . . . , ik) ∈ X(k)β . Hence
µ+β (BLk | BLk−L−1 ∩BLk−L−2 ∩ . . . ∩B1) ≤ 1− C2,
and from (14) we finally obtain the estimate
µ+β (B1 ∩B2 ∩ . . . ∩Bn) ≤ (1− C2)n/L,
whence one can take γ = (1− C2)1/L, and (13) is proven.
As a consequence we obtain the following claim about the irrational rotations of
the circle by the elements of Z[β]. Let, as above, α¯ denote the β-expansion of α.
Theorem 19 For a weakly finitary Pisot unit β and any α ∈ Z[β] ∩ [0, 1) we have
tail(ε¯+ α¯) = tail(ε¯)
for µ+β -a.e. ε¯ ∈ X+β .
13
Proof. We showed that µ+β (∩∞1 Bn) = 0, whence µ+β (A) = µ+β (∪∞1 An) = 1.
Conclusion of the proof of Theorem 9. Fix k ∈ N. To complete the proof of
Theorem 9, it suffices to show that the set
D(k) = {ε¯ ∈ Xβ | εj ≡ ε′j, j ≥ k ∀ε¯′ ∼ ε¯},
has the full measure µβ. By Proposition 18, for
D(k)N = {(ε−N , ε−N+1, . . . ) ∈ X+β | (. . . 0, 0, ε−N , ε−N+1, . . . ) ∈ D(k)},
µ+β (D(k)N ) ≥ 1− γk−N → 1 as N → +∞. Hence
µβ(D(k)) = lim
N→+∞
µ+β (D(k)N ) = 1,
and therefore
µβ
( ∞⋂
k=1
D(k)
)
= 1
which implies (10). We have thus shown that for µβ-a.e. ε¯ ∈ Xβ, #ϕ−1t (ϕt(ε¯)) = 1.
Let L denote the image of µβ under ϕt. Since µβ is ergodic, so is L and since
hµβ(σβ) = log β, we have hL(T ) = log β as well. Hence L = Lm is the Haar measure
on the torus, as it is the unique ergodic measure of maximal entropy. So, we proved
that
Lm{x ∈ Tm | #ϕ−1t (x) = 1} = 1,
which is the claim of Theorem 9.
As a corollary we obtain the following claim about the arithmetic structure of Xβ
itself.
Proposition 20 Let ∼ denote the equivalence relation on Xβ defined by (9) and
X ′β := Xβ/ ∼. Then X ′β is a group isomorphic to Tm.
Thus, Xβ is an almost group in the sense that it suffices to “glue” some k-tuples
(for k < ∞) within the set of measure zero to turn the two-sided β-compactum for
a weakly finitary Pisot unit β into a group (which will be isomorphic to the torus
of the corresponding dimension). Note that in dimension 2 this factorisation can be
described more explicitly – see [24, Section 1].
The following claim is a generalisation of Theorem 4 from [25]. Let D(T ) denotes
the centraliser for T , i.e.,
D(T ) = {A ∈ GL(m,Z) : AT = TA}.
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Proposition 21 For a Pisot automorphism whose matrix is algebraically conjugate
to the corresponding companion matrix there is a one-to-one correspondence between
the following sets:
1. the fundamental homoclinic points for T ;
2. the bijective arithmetic codings for T ;
3. the units of the ring Z[β];
4. the centraliser for T ;
Proof. We already know that any bijective arithmetic coding is parametrised
by a fundamental homoclinic point. Let t0 be such a point for T ; then any other
fundamental homoclinic point t satsifies s = us0, where s0 and s are the corresponding
Rm-coordinates and u ∈ Uβ – the proof is essentially the same as in Lemma 12. On
the other hand, if ϕt is a bijective arithmetic coding for T , then as easy to see,
A := ϕtϕ
−1
t0
is a toral automorphism commuting with T (this mapping is well defined
almost everywhere on the torus, hence it can be defined everywhere by continuity).
Finally, if u ∈ Uβ and u =
∑m−1
j=1 ujβ
j, then A :=
∑m−1
j=1 ujM
j belongs to GL(m,Z)
and commutes with M and vice versa.
Example 1. (see [23]) Let T be given by the matrix M =
(
1 1
1 0
)
. Here β is the
golden ratio, and. ξ0 =
1√
5
= −1+2β
5
, and
Uβ = {±βn, n ∈ Z}.
Any bijective arithmetic coding for T thus will be of the form
ϕ(ε) = lim
N→+∞
+∞∑
k=−N
εkβ
−k
(
ϑβn/
√
5
ϑβn−1/
√
5
)
modZ2,
where ϑ ∈ {±1} and n ∈ Z.
For more two-dimensional examples see [24].
Example 2. Let T be given by the matrix M =

1 1 11 0 0
0 1 0

. Here β is the real
root of the “tribonacci” equation x3 = x2 + x + 1; as is well known, β is finitary in
this case (see, e.g., [11]). We have ξ0 =
1
−1−2β+3β2 =
1+9β−4β2
22
, and since Z[β] is the
maximal order in the field Q(β) and both conjugates of β are complex, again
Uβ = {±βn, n ∈ Z}
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(recall that by Dirichlet’s Theorem, Uβ must be “one-dimensional”, see, e.g., [7]).
Hence any bijective arithmetic coding for T is of the form
ϕ(ε) = lim
N→+∞
+∞∑
k=−N
εkβ
−k

 ϑ
1+9β−4β2
22
βn
ϑ1+9β−4β
2
22
βn−1
ϑ 1+9β−4β
2
22
βn−2

modZ3,
where ϑ ∈ {±1} and n ∈ Z.
Example 3. Let M =

3 4 11 0 0
0 1 0

. Here β is the positive root of x3 = 3x2 +4x+ 1.
By the result from [2], β is finitary (see Introduction for the definition) and the
fundamental units of the ring are β and 3 + β−1, i.e.,
Uβ = {±βn,±(3 + β−1)n, n ∈ Z}.
Besides, ξ0 =
1
3β2−6β−4 =
−13−21β+6β2
7
. Hence any bijective arithmetic coding is either
ϕ(ε) = lim
N→+∞
+∞∑
k=−N
εkβ
−k

 ϑ
−13−21β+6β2
7
βn
ϑ−13−21β+6β
2
7
βn−1
ϑ −13−21β+6β
2
7
βn−2

modZ3
or
ϕ(ε) = lim
N→+∞
+∞∑
k=−N
εkβ
−k

 ϑ
−13−21β+6β2
7
(3 + β−1)n
ϑ−13−21β+6β
2
7
(3 + β−1)n−1
ϑ −13−21β+6β
2
7
(3 + β−1)n−2

modZ3,
where ϑ ∈ {±1} and n ∈ Z.
Example 4. Finally, let M =


1 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

. Here β satisfies x4 = x3 + 1. Let
us show that β is weakly finitary. A direct inspection shows that the only nonzero
tail for the positive elements of Z[β] is 10000. Hence Zβ = {0, β−2 + β−3, β−3 +
β−4, β−4 + β−5, β−5 + β−6, β−6 + β−7}. Let, for example, x = β−2 + β−3; since
x+ β−5 = β−1 + β−3 = β−1 + β−4 + β−7 = 1+ β−7 ∈ Fin(β), we have by periodicity
x + β−5n ∈ Fin(β) for any n ≥ 1. The other cases of α ∈ Zβ are similar. Hence
β is weakly finitary and we can apply Theorem 9. It suffices to compute Uβ ; by
the Dirichlet Theorem, it must be “two-dimensional” and it is easy to guess that the
second fundamental unit (besides β itself) is 1+β. Hence Uβ = {±βn,±(1+β)n, n ∈
Z} and the formula for a bijective arithmetic coding can be derived similarly to the
previous examples in view of ξ0 =
1
−3β2+4β3 =
−12−16β+73β2+9β3
283
.
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4 General arithmetic codings and related algebraic
results
In this section we will present some results for the case when t is not necessarily fun-
damental or T is not algebraically conjugate to the companion matrix automorphism.
We will still assume β to be weakly finitary. Let us begin with the case T = Tβ with
a general t. We recall that there is an isomorphism between the homoclinic group
H(T ) and the group Pβ , i.e., t↔ ξ. Let ϕξ : Xβ → Tm be defined as usual:
ϕξ(ε¯) = ϕt(ε¯) =
∑
k∈Z
εkT
−k
β t = lim
N→+∞
( ∞∑
k=−N
εkβ
−k
)
ξ
ξβ−1
...
ξβ−m+1

modZm,
where ξ = ξ(t) ∈ Pβ. The question is, what will be the value of #ϕ−1ξ (x) for a
Lm-typical x ∈ Tm?
The next assertion answers this question; it is a generalization of the corresponding
result proven in [24] for m = 2 and for a finitary β in [22]. Let D = D(β) denote
the discriminant of β in the field extension Q(β)/Q, i.e., the product
∏
i 6=j(βi− βj)2,
where {β1 = β, β2, . . . , βm} are the Galois conjugates of β.
Theorem 22 For an a.e. x ∈ Tm with respect to the Haar measure,
#ϕ−1ξ (x) ≡ |DN(ξ)|,
where N(·) denotes the norm of an element of the extension Q(β)/Q.
Proof. Let ϕ0 denote the bijective arithmetic coding for Tβ parametrised by
ξ0 and ℓ := ξ/ξ0 ∈ Z[β]. If ℓ =
∑m−1
i=0 ciβ
i, then one can consider the mapping
Aξ := ϕξϕ
−1
0 : T
m → Tm; it will be well defined on the dense set and we may extend
it to the whole torus. By the linearity of both maps, Aξ is a toral endomorphism.
Thus, we have
ϕξ = Aξϕ0. (15)
Let A′ξ is given by the formula A
′
ξ =
∑m−1
i=0 ciT
i
β. For the basis sequence f
(0) =
17
(. . . , 0, 0, . . . , 0, 1, 0, . . . , 0, 0, . . . ) with the unity at the first coordinate we have
(Aξϕ0)(f
(0)) = Aξ(ξ0, ξ0β
−1, . . . , ξ0β−m+1)modZm
=
m−1∑
i=0
ciT
i(ξ0, ξ0β
−1, . . . , ξ0β−m+1)modZm
=
m−1∑
i=0
ciβ
i(ξ0, ξ0β
−1, . . . , ξ0β−m+1)modZm
= (ξ, ξβ−1, . . . , ξβ−m+1)modZm = ϕξ(f (0)).
Therefore, by the linearity and continuty, we have Aξ = A
′
ξ =
∑m−1
i=0 ciT
i
β . As ϕ0
is 1-to-1 a.e., ϕξ will be K-to-1 a.e. with K = | detAξ|. By definition, N(ℓ) is the
determinant of the matrix of the multiplication operator x 7→ ℓx in the standard basis
ofQ(β), whenceN(ℓ) = detAξ, because Tβ is given by the companion matrix. Finally,
N(ℓ) = N(ξ)/N(ξ0) = DN(ξ), as by the result from [19, Section 2.7], N(ξ0) = 1/D
whenever ξ0 is as in formula (6).
Note that historically the first attempt to find an arithmetic coding for a Pisot
automorphism was undertaken in [5]. The author considered the case T = Tβ and t
given by the Rm-coordinate s = (1, β−1, . . . , β−m+1). From the above theorem follows
Corollary 23 The mapping
ϕt(ε¯) = lim
N→+∞
+∞∑
k=−N
εkβ
−k


1
β−1
...
β−m+1

mod Zm
is |D|-to-1 a.e.
Suppose now T is not necessarily algebraically conjugate to Tβ. Let M be, as
usual, the matrix of T , and for n ∈ Zm the matrix BM(n) be defined as follows (we
write it column-wise):
BM(n) = (Mn, (M
2 − k1M)n, (M3 − k1M2 − k2M)n, . . . ,
Mm−1 − k1Mm−2 − · · · − km−2M)n, kmn).
Lemma 24 Any integral square matrix satisfying the relation
BMβ =MB (16)
is B = BM(n) for some n ∈ Zm.
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Proof. Let B be written column-wise as follows: B = (n1, . . . ,nm). Then by
(16) and the definition of Mβ ,
(k1n1 + n2, k2n1 + n3, . . . , km−1n1 + nm, kmn1) = (Mn1, . . . ,Mnm),
whence by the fact that km = ±1, we have B = BM(n) for n = kmnm.
Definition 25 The integral m-form of m variables defined by the formula
fM(n) = detBM(n)
will be called the form associated with T .
Proposition 26 Let t ∈ H(T ). Then there exists n ∈ Zm such that
#ϕ−1
t
(x) ≡ |fM(n)|
for Lm-a.e. point x ∈ Tm. Hence the minimum of the number of preimages for an
arithmetic coding of a given automorphism T equals the arithmetic minimum of the
associated form fM .
Proof. Let B˜ := ϕtϕ
−1
0 , where ϕ0 is a certain bijective arithmetic coding for
Tβ. Then B˜ is a linear mapping from T
m onto itself defined a.e.; let the same letter
denote the corresponding toral endomorphism. Then B˜Tβ = ϕtϕ
−1
0 Tβ = ϕtσβϕ
−1
0 =
Tϕtϕ
−1
0 = TB˜. Therefore the matrix B of the endomorphism B˜ satisfies (16), whence
by Lemma 24, B = BM(n) for some n ∈ Zm. Hence ϕt = BM(n)ϕ0, and we are done.
Remark 27 It would be helpful to know whether there is any relationship between
the n in the proposition and the Zm-coordinate of t.
Theorem 28 The following conditions are equivalent:
1. An automorphism T admits a bijective arithmetic coding.
2. T is algebraically conjugate to Tβ.
3. The equation
fM(n) = ±1
has a solution in n ∈ Zm.
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4. There exists a homoclinic point t such that for its Zm-coordinate n,〈
Mkn | k ∈ Z〉 = Zm.
Proof. (2)⇒(1): see Remark 8;
(1)⇒(2): see the Proposition 26;
(2)⇔(3): also follows from Proposition 26;
(2)⇔(4): it is obvious that Mβ satisfies this property (take n = (0, 0, . . . , 0, 1)).
Hence so does any M which is conjugate to Mβ .
Recall that a matrix M ∈ GL(m,Z) is called primitive if there is no matrix
K ∈ GL(m,Z) such that M = Kn for n ≥ 2. Following [24], we ask the following
question: can a Pisot toral automorphism given by a non-primitive matrix admit a
bijective arithmetic coding?
Note first that one can simplify the formula for fM . Namely, since the determinant
of a matrix stays unchanged if we multiply one column by some number and add to
another column, we have
fM(n) = ± det (n,Mn, . . . ,Mm−1n). (17)
Proposition 29 There exists a sequence of integers Nn(β) such that
fMn = ±Nn(β) · fM .
More precisely,
Nn(β) = det


a
(1)
n . . . a
(m)
n
a
(1)
2n . . . a
(m)
2n
...
. . .
...
a
(1)
(m−1)n . . . a
(m)
(m−1)n

 ,
where {a(j)n }mj=1 are defined as the coefficients of the equation
βn = a(1)n β
m−1 + a(2)n β
m−2 + · · ·+ a(m−1)n β + a(m)n .
Proof. By (17), the definition of a
(j)
n and the Hamilton-Cayley Theorem,
fMn(n) = ± det (n,Mnn,M2nn, . . . ,M (m−1)nn)
= ± det
(
n,
(
m∑
j=1
a(j)n M
m−j
)
n, . . . ,
(
m∑
j=1
a
(j)
(m−1)nM
m−j
)
n
)
=
= ±Nn(β) · det (n,Mn,M2n, . . . ,Mnn).
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Corollary 30 A non-primitive matrix Mn ∈ GL(m,Z) is algebraically conjugate to
the corresponding companion matrix if and only if so is M , and Nn(β) = ±1.
Let us deduce some corollaries for smaller dimensions.
Corollary 31 (see [24]) For m = 2 the automorphism given by a non-primitive
matrix Mn admits a bijective arithmetic coding if and only if n = 2 and Tr(M) = ±1.
Corollary 32 For m = 3 the matrix K = M2,M ∈ GL(3,Z), is algebraically con-
jugate to the corresponding companion matrix if and only if β satisfies one of the
following equations:
1. β3 = rβ2 + 1, r ≥ 1;
2. β3 = rβ2 − 1, r ≥ 3;
3. β3 = 2β2 − β + 1.
Proof. We have N2(β) = det
(
1 k21 + k2
0 k1k2 + k3
)
= k1k2 + k3 = ±1. The case
k3 = +1 thus leads to subcases 1 and 3 and k3 = −1 yields subcase 2.
Note that if M is the matrix for the “tribonacci automorphism” (see Example 2),
then apparently the only power of M that is algebraically conjugate to the corre-
sponding companion matrix, is the cube! Indeed, N2(β) = 2,N3(β) = −1,N4(β) =
−8,N5(β) = 29, etc. It seems to be an easy exercise to prove this rigoriously; we
leave it to the reader.
Example 5. Let M =

1 1 02 3 1
1 1 1

. Here β satisfies x3 = 5x2 − 4x+ 1 and the form
associated with M is (we write n = (x, y, z)′)
fM(x, y, z) = x
3 + 2x2z − xy2 − xyz + 3xz2 + y3 − 3y2z + 2yz2 + z3.
Obviously, the Diophantine equation fM(x, y, z) = ±1 has a solution, namely, x =
1, y = z = 0. Hence by Theorem 28, M is algebraically conjugate to Mβ; for exam-
ple, B = BM(1, 0, 0) =

1 2 −12 −1 0
1 −1 0

 conjugates them. To show that T admits a
bijective arithmetic coding, it suffices to check that β is weakly finitary. We leave it
to the interested reader.
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In [24] the author together with A. Vershik considered the case m = 2. Here if
M =
(
a b
c d
)
, then for σ = detM = ±1,
fM(x, y) =
∣∣∣∣ ax+ by −σxcx+ dy −σy
∣∣∣∣ = σ(cx2 − (a− d)xy − by2),
and we related the problem of arithmetic codings to the classical theory of binary
quadratic forms. In particular, T admits a bijective arithmetic coding if and only if
the Diophantine equation
cx2 − (a− d)xy − by2 = ±1
is solvable.
The theory of general m-forms of m variables does not seem to be well developed;
nonetheless, we would like to mention a certain algebraic result which looks rele-
vant. Recall that two integral forms are called equivalent if there exists a unimodular
integral change of variables turning one form into another.
Proposition 33 Let M1,M2 in GL(m,Z) be conjugate, and
AM1A
−1 =M2,
where A ∈ GL(m,Z). Then fM1 is equivalent either to fM2 or to − fM2, and more-
over,
A′fM2A = detA · fM1 , (18)
where A′ is the transpose of A (we identify a form with the symmetric matrix which
defines it).
Proof. SinceM1 andM2 are conjugate, they have one and the same characteristic
polynomial. By the definition of fM we have
fM2(Av) = det(M2Av, (M
2
2 − k1M2)Av, . . . , Av)
= det(AM1v, A(M
2
1 − k1M1)v, . . . , Av)
= detA · fM1(v),
which is equivalent to (18).
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