The main focus of this paper is to present a numerical method for the solution of fractional differential equations. In this method, the properties of the Caputo derivative are used to reduce the given fractional differential equation into a Volterra integral equation. The entire domain is divided into several small domains, and by collocating the integral equation at two adjacent points a system of two algebraic equations in two unknowns is obtained. The method is applied to solve linear and nonlinear fractional differential equations. Also the error analysis is presented. Some examples are given and the numerical simulations are also provided to illustrate the effectiveness of the new method.
Introduction
Fractional calculus was first developed as a pure mathematical theory in the middle of the 19th century. About 100 years later, it has gradually found applications in many different fields of sciences and engineering. In recent decades, the field of fractional calculus provides an excellent instrument for the description of memory and hereditary properties of various materials and processes. An overview of the basic theory of fractional calculus, frac- 
We note that if α ∈ N, the Caputo fractional derivative coincides with the classical integer-order derivatives. Unlike the integer order derivatives, which are local operators, the presence of the integral in the noninteger order derivatives makes the problem global: that is the value of D α ( ) depends on all the values of in the interval [0 ] .
So, they can be used to represent the memory effects and long-range dispersion processes. Although this memory property allows very good modelling of various physical phenomena, it also increases complexity in the numerical treatment of the related differential equations, compared to the integer order case. This paper concerns numerical solutions of the single term fractional differential equations of the form
with standard initial conditions (0) = 0 (0) = 0 (4) where the second initial condition is only in the case α > 1. We assume the function of two variables to be such that a unique solution to the problem (3)-(4) exists on some interval [0 T ].
Note that in the current paper we follow the classic approach in the initial conditions. However, the interested reader can see [5, 7] for an alternative and interesting approach which is named "terminal value problems". Various applications of such problems imply a substantial demand for efficient schemes for their numerical handling [3, 4, 6, 10, 12] . Since few of the fractional differential equations encountered in practice can be solved explicitly, it is necessary to employ numerical techniques to find the approximate solution. In the last decade different numerical methods have been developed to solve fractional differential equations. Ford and Connolly [13] , Diethelm et al. [9, 14] and Magin et al. [11] have reviewed some of the existing methods and demonstrated their respective strengths and weaknesses. There are some further methods, such as fractional Adams method [15] , operational matrix [16] , product integration rules [17] , spectral collocation method [18] , a modified variational iteration method [19] and other methods [20] [21] [22] [23] [24] [25] [26] [27] . All these methods essentially deal with the non-locality of the fractional operator in the same way, namely, by sampling the function on a more or less regular grid in [0 T ]. Since these computations are expensive in terms of run time and memory required for storing those function values that are reused, the process is very costly. It is a well-known result [3, 5] that the initial value problem (3)-(4) can be rewritten in the form of the Volterra integral equation
where
Therefore, the numerical schemes for Volterra type integral equations can also be applied for the solution of fractional differential equations [28, 29] . Kumar and Agrawal [30] , smartly take advantage of this fact and designed a novel numerical approach. They divided [0 T ] into a set of small intervals, and between two successive intervals the unknown functions are approximated using the quadratic order polynomials. Whereas the classical polynomials work well for the numerical solution of conventional differential equations, their application for the fractional differential equations implies some difficulties. According to Theorems 6.33 and 6.38 in [5] , solutions of the initial value problem (3)- (4) can contain some fractional-power terms that the classical polynomials cannot match. Furthermore, the fractional integrals and derivatives of a classical polynomial are not polynomials, so we may not be able to obtain a good approximation for the fractional integrals and derivatives via the classical polynomials. However, the fractional order polynomials give more accurate results than the classical polynomials [18] . In the current article, a different approach for the numerical treatment of fractional differential equations is proposed. In particular, we construct a new quadrature formula that will be exact for some fractional order polynomials. The total time [0 T ] is divided into a set of small intervals and by collocating the Volterra integral equation at two successive points and applying a three-point quadrature formula in each subinterval, a system of two algebraic equations in two unknowns is obtained, which can be solved efficiently by the well-known methods.
The rest of the current paper is organized as follows: in Section 2 we give some preliminaries and derive some tools for developing the new method; Sections 3 and 4 include some numerical approaches for the fractional integral and the fractional differential equations respectively; an error analysis is given in Section 4. Finally, in Section 5 we present some numerical examples to show the effectiveness of the proposed method by means of some comparisons with other existing methods.
Mathematical preliminaries
We briefly review some basic material which will be used later in the paper. . The incomplete Beta function B ( ) is defined (see, for example, [31, 32] ) as follows:
Special functions
The incomplete Beta function B ( ) reduces to the usual Beta function B( ) when = 1. Moreover,
One of the important components of this method is presented in the following Lemma.
Lemma 1.
Let > > , then
Proof. Formula (6) yields
and
Applying the change of variables := + ( − ) leads to
Hereby, (7) and (8) complete the proof.
The regularized incomplete Beta function I ( ) is defined in terms of the incomplete Beta function and the complete Beta function:
Quadrature formulae
A quadrature formula is a numerical rule where the value of a definite integral is approximated by the use of information about the integrand only at a set of discrete points where the integrand is defined. Any formula doing this is an example of the quadrature rule [33] . The most widely investigated method for approximating a definite integral is
where the sum on the right-hand side of the equation provides an approximation to the integral and R (·) is the corresponding error. The numbers τ , assumed mutually distinct, are called the nodes (or points) and the are called weights (or coefficients) of the quadrature formula [33] . The simple trapezoidal rule, which integrates linear functions exactly, and Simpson's rule, which integrates the cubic order polynomials exactly, are the first two formulae in the Newton-Cotes integration formulae. In general, if the integral in (5) is approximated by a quadrature formula having a certain order of accuracy, then the approximate solution computed this way has the same order of accuracy [28] . Let α > 0 be given, by M 2 α we denote the set of all simple Müntz polynomials [18] of degree at most 2α, i.e.,
where the linear span is over the real numbers. Here we present a three-point quadrature formula by
Suppose our aim is that R 2 ( ) = 0 when ∈ M 2 α . To this end, we replace in (9) successively by 1, α and 2α .
Then the requirement that R 2 ( ) = 0 for these functions yields a system of linear equations in the unknownsˆ as
(10) If the integrals in (10) are known, then the weightsˆ can be found explicitly. In general, the integral on the lefthand side of (10) is in terms of the Gauss hypergeometric function. Because we did not find a reliable and fast code which evaluates the Gauss hypergeometric function, we use the special cases of (10) where the integral is in terms of the incomplete Beta function (see, Lemma 1).
Numerical approach for the fractional integral
In order to indicate the approach that we will use for fractional differential equations, we shall now construct an approximation to the fractional integral. Choose an integer , and divide the interval [0 T ] into subintervals [ 0 2 ], = 1 of equal length T . Based on this division we define the following nodes:
. Let I( ; ) be defined by
This equation can be written as
Applying the change of variables, leads to
To get an approximation of I( ; ), each of the integrals in (11) is evaluated using the quadrature formula (10) . More precisely, if we set = λ = 1 , µ = 0 and τ = in (10), the last integral can be approximated as follows:
The weightsˆ 0 are computed by solving a linear system as
where, in view of (7) we obtain
All weightsˆ 0 , exceptˆ 1 2 0 , are positive. We can obtain these weights in a closed form aŝ
Note that 2 =0
(τ) = 1 and for = 0 1 2
where C 0 (α) is a constant that depends only on α.
Similarly, if we set = 2 1 , λ = − +1 , µ = 0 and τ = in (10), the first integral can be approximated as follows:
( ) The weightsˆ are computed by solving a linear system as
and in view of Lemma 1 we obtain Ω ( ; α)
All weightsˆ are positive. We can obtain these weights in the closed form aŝ
where C (α) is a constant that depends on and α. Briefly, the approximation I ( ; ) to I( ; ) is as follows: function w=weight1(r,s,h,n,alpha) for k=1:n, t(1:3,k)=2*(k-1)*h+(0:2)*h; end f=@(r,s,j) t(r,s)^(j*alpha+alpha)*beta(alpha,1+j*alpha)*... betainc(t(r,1)/t(r,s),alpha,1+j*alpha); A=[1 1 1;t(1,s).^alpha t(2,s).^alpha t(3,s).^alpha;... t(1,s).^(2*alpha) t(2,s).^(2*alpha) t(3,s).^(2*alpha)]; b=[f(r,s,0) f(r,s,1) f(r,s,2)]; w=A\b'; w=w/gamma(alpha);
This program can be used for calculating the weights by some minor changes. Now we present two lemmas which will be used to obtain the truncation error of the cor-responding quadrature formulae. Also, we employ these lemmas to present an error analysis at the end of Section 4.
Lemma 2.
where C 0 (α) is a constant that depends on and α.
Proof. In this proof we will follow the main ideas developed in [15] . Applying the change of variables and (12), we have
We apply the Mean Value Theorem to the third factor of the integrand and derive
Lemma 3.
where C (α) is a constant that depends on , and α.
Proof. We will follow the main ideas developed in [15] .
Applying the change of variables and (14), we obtain
Numerical approach for fractional differential equations
We first use the fact that the initial value problem (3)-(4) is equivalent to (see, for example, [5, 15] ) the Volterra integral equation (5) . For simplicity in the following discussion, we write (5) as
The basic idea of the method is to numerically obtain at each step = 1 the values of the unknown function ( ) at the two next points 1 and 2 . Let us first determine the value of ( ) at 1 1 and 2 1 . This yields These equations are nothing else than a system of two equations for the two unknowns 1 1 and 2 1 that can be written in the form
where y 1 = ( 1 1 2 1 ) T and G 1 : R 2 → R 2 is defined as
The two unknowns 1 1 and 2 1 are obtained by solving this system of algebraic equations with one well-known method. When is sufficiently small, (19) can be solved by the simple fixed point iteration
with some given y
1 . Newton's method can also be used. These results are stored and be used in the next step. In the case of linear fractional differential equation, (19) becomes a linear system. Let us now assume that the values of ( ) are known at points −1 = 1 2 with some = 2 3
, and we want to determine 1 and 2 . Note that in each iteration, the time advances by 2 . Following the above approach, 1 and 2 can be determined by solving a system of two equations as y = G (y ) (20) where
The implementation of the algorithm yields the values of function at points and the approximate solution ( ) corresponding to the discretization parameter can be achieved.
Theorem 4.
Assume that the initial value problem solution satisfies Proof. Here we will follow the main ideas developed in [15, 36] . We will show that, for sufficiently small
for all ∈ {1 2 } and ∈ {0 1 2}, where C is a suitable constant. The proof will be based on mathematical induction. In view of the given initial condition we can write
So, the induction basis ( = 0 = 1) is presupposed. Now assume that (21) is true for = 0 1 2 and = 1 2 ν − 1 for some ν ≤ . We must then prove that the inequality also holds for = 1 2 and = ν. To do this
The Lipschitz property of and the induction hypothesis prove
where ( µ ν ) = ( µ ν ) − ( µ ν ) . On the other hand
We furthermore assume that = max ν { ν 0 ν }. Thus we obtain
This clearly forces
If we assume that L 1 ν 1 0 < 1, by using (22) and (23), we have
We assume again that the coefficients K 1 , K 2 and K are positive. By choosing T sufficiently small, the second summand in the parentheses is bounded by C /2. Having fixed this value for T , we can then make the sum of the remaining expressions in the parentheses smaller than C /2 by choosing C sufficiently large. It is then obvious that the entire upper bound does not exceed C . Similarly, from (22) and (24) we can bound ( 1 ν ) by C .
Numerical results
This section is devoted to presentation of some numerical simulations obtained by applying the presented method. The algorithm for the numerical approximation of solutions to the initial value problems for fractional differential equations that we discussed in the previous sections is implemented with M . In the case of nonlinear equations, the M function fsolve is used for solving the nonlinear systems (19) and (20) . In the case the exact solution to a problem is known, the dependence of approximation errors on the discretization parameter (or ) is estimated as
Example 5.
As the first example, we look at the fractional differential equation [2, 15, 30 ]
Equation (25) 
In our simulations, we used the M function mlf 1 and we implemented it according to the algorithm suggested in [35] . In Figures 1 and 2 , we plot the errors as a function of for three different sets of α. From these results we can observe the method apparently converges, that is, the approximate solution becomes more accurate as decreases. Table 1 compares the absolute errors in the solution at = 1 obtained by fractional Adams method in [15] and the errors using the presented method (NQM) for α = 0 5 and α = 1 5, and for different step sizes . Moreover, in the last line of Table 1 , we report the experimental order of convergence (indicated as EOC), evaluated as logarithm of the ratio of two consecutive errors, namely log 2 ( ( )/ 2 ( )). 
Example 6.
Consider the following initial value problem [15, 18] 
The analytical solution subject to the initial conditions (0) = 0 and (for α > 1) (0) = 0 is given by
The exact solution has a smooth derivative of order 0 < α < 2. In Figures 3 and 4 , we plot the errors as a function of for three different sets of α. From these results we can observe the method apparently converges, that is, the approximate solution becomes more accurate as decreases. Table 2 compares the absolute errors in the solution at = 1 obtained by the fractional Adams method (FAM) in [15] and the presented method (NQM) for α = 0 25 and α = 1 25 with a halving sequence of step sizes . In the last line of Table 2 , the experimental order of convergence is reported.
Example 7.
Consider the fractional oscillation equation [3] subject to the initial conditions (0) = (0) = 0. Unfortunately, an exact solution for this problem is not available. Thus we use as a reference solution, the numerical approximation given by Podlubny's matrix approach (PMA) in [20] with different step sizes . The results of the new method proposed in this paper and the method of [20] for Example 7 with α = 1 5 and T = 20 are reported in Figure 5 . This figure shows that the approximate solutions of the present method are in good agreement with those existing in the literature.
Example 8.
Consider the nonlinear problem [34] : 
Example 9.
The final example is the fractional Duffing equation [10, 37] : and α = 1 95 for T = 100 is plotted in Figure 6 . From this figure, we can see that the approximate solutions of the present method are in good agreement with those obtained by FAM.
Conclusions
In this paper, a numerical method is proposed to solve a class of fractional differential equations. Also an error analysis is presented and an error estimation is given for the new technique. This method can be easily implemented and is simple and effective. By means of the numerical experiments the accuracy and performance are examined. The method can be used both for linear and for nonlinear equations, and it may be extended to a system of fractional differential equations.
