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A NULL SPACE ANALYSIS OF THE ℓ1-SYNTHESIS METHOD IN
DICTIONARY-BASED COMPRESSED SENSING
XUEMEI CHEN, HAICHAO WANG, AND RONGRONG WANG
Abstract. An interesting topic in compressed sensing aims to recover signals with sparse
representations in a dictionary. Recently the performance of the ℓ1-analysis method has been
a focus, while some fundamental problems for the ℓ1-synthesis method are still unsolved.
For example, what are the conditions for it to stably recover compressible signals under
noise? Whether coherent dictionaries allow the existence of sensing matrices that guarantee
good performances of the ℓ1-synthesis method? To answer these questions, we build up a
framework for the ℓ1-synthesis method. In particular, we propose a dictionary-based null
space property (D-NSP) which, to the best of our knowledge, is the first sufficient and
necessary condition for the success of ℓ1-synthesis without measurement noise. With this
new property, we show that when the dictionary D is full spark, it cannot be too coherent
otherwise the ℓ1-synthesis method fails for all sensing matrices. We also prove that in the
real case, D-NSP is equivalent to the stability of ℓ1-synthesis under noise.
1. Introduction
Compressed sensing addresses the problem of recovering a sparse signal z0 ∈ Fd (F = C
or R) from its undersampled and corrupted linear measurements y = Az0 +w ∈ Fm, where
w is the noise vector such that ‖w‖2 ≤ ǫ. The number of measurements m is usually
much less than the ambient dimension d, which makes the problem ill-posed in general. A
vector is said to be s-sparse if it has at most s nonzero entries. The sparsity of z0 makes
the reconstruction possible. The following optimization algorithm, also known as the Basis
Pursuit, can reconstruct z0 efficiently from the perturbed observation y [5, 15]:
zˆ = argmin
z∈Fd
‖z‖1, s.t. ‖y −Az‖2 ≤ ǫ. (1)
A primary task of compressed sensing is to choose appropriate sensing matrixA in order to
achieve good performance of (1). Candes and Tao proposed the restricted isometry property
(RIP), and show that it provides stable reconstruction of approximately sparse signals via
(1) [7]. Moreover, many random matrices satisfy RIP with high probability [6, 25].
Another well-known condition on the measurement matrix is the null space property. A
matrix A is said to have the Null Space Property of order s (s-NSP) if
∀v ∈ kerA\{0}, ∀|T | ≤ s, ‖vT‖1 < ‖vT c‖1, (2)
where |T | is the cardinality for the index set T ∈ {1, 2, . . . , d}, T c is its complementary index
set and vT is the restriction of v on T . NSP is known to characterize the exact reconstruction
of all s-sparse vectors via (1) when there is no noise (ǫ = 0) [13, 16]. It has also been proven
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that the NSP matrices admit a similar stability result as RIP except that the constants may
be larger [2, 27].
In all of the above discussions, it is assumed that the signal z0 is sparse with respect
to an orthonormal basis. A recent direction of interest in compressed sensing concerns
problems where signals are sparse in an overcomplete dictionary D instead of a basis, see
[24, 4, 21, 2, 11]. Here D is a d × n matrix with full column rank. We also call D a frame
in the sense that the columns of D form a finite frame. A finite frame for Fd is a finite
collection of vectors that span Fd. We refer interested readers to [8] for a background on
frame theory.
In this setting, the signal z0 ∈ Fd can be represented as z0 = Dx0, where x0 is an s-sparse
vector in Fn. We refer to such signals as dictionary-sparse signals or frame-sparse signals.
When the dictionary D is specified, we also call them as D-sparse signals. We refer the
problem of recovering such z0 from the linear measurement y = Az0 as dictionary-based
compressed sensing, and the ordinary compressed sensing problem as basis-based compressed
sensing.
A natual way to obtain a good approximation zˆ of z0 is to use the following approach
(PD) xˆ = argmin ‖x‖1 s.t. ADx = y, (3)
zˆ = Dxˆ. (4)
The above method is called the ℓ1-synthesis or synthesis based method [21, 24] due to the
second synthesizing step. In the case when the measurements are perturbed, we naturally
solve the following:
(PD,ǫ) xˆ = argmin ‖x‖1 s.t. ‖ADx− y‖2 ≤ ǫ,
zˆ = Dxˆ.
The frame-based compressed sensing is motivated by the widespread use of overcomplete
dictionaries and frames in signal processing and data analysis. Many signals naturally possess
sparse frame coefficients, such as radar images (Gabor frames [23, 17, 26]), cartoon like images
(curvelets [20]), images with directional features (shearlets [19]), and etc. Other useful frames
include wavelet frames [12] and harmonic frames. If the underlying frame is unknown but
training data is available, the frame may also be constructed or approximated by learning.
The greater flexibility and stability of frames make them preferable for practical purposes
to achieve greater accuracy under imperfect measurements.
Despite the countless application of frame-sparse signals, the compressed sensing literature
is still lacking on this subject, especially on the issue whether the frame D can be allowed
to be highly coherent or not. Coherence is a quantity that measures the correlation between
frame vectors. When all the columns {dj} of D are normalized, its coherence is defined as
µ(D) = max
i 6=j
|〈di,dj〉|.
A highly coherent D is a frame with big coherence.
The work in [24] establishes conditions on A and D to make the compound AD satisfy
RIP. However, as has been pointed out in [4, 21], forcing AD to satisfy RIP or even the
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weaker property NSP implies the exact recovery of both z0 and x0, which is unnecessary if
we only care about obtaining a good estimate of z0. In particular, they argue that if D is
perfectly correlated (has two identical columns), then there are infinitely many minimizers
of (3), but all of them lead to the true signal z0 after (4) .
The work in [4] proposes the ℓ1-analysis method:
zˆ = arg min
z∈Rd
‖D∗z‖1, s.t. ‖y −Az‖2 ≤ ǫ. (5)
It is proved that if A satisfies a dictionary related RIP condition (DRIP), then the re-
construction is stable under the assumption that D∗z0 is sparse. In the case that D is a
Parseval frame, D∗z is the frame coefficients of z in the canonical dual. In the finite frame
setting, the columns of D form a Parseval frame if DD∗ = I, and F is a dual frame of D if
FD∗ = DF∗ = I.
The work [4] is the first result of compressed sensing that does not require a dictionary to
be highly incoherent. But it requires the sparsity of D∗z0, which does not seem to fit into
the original setting very well. The work in [21] proposes an optimal dual based ℓ1-analysis
approach along with an efficient algorithm, but the stability result does not hold universally
for all frame-sparse signals.
All of the work mentioned above take the Basis Pursuit approach. The work in [11] takes
a greedy algorithm approach to solve the frame-based compressed sensing problem. They
show that this greedy algorithm will recover the signal accurately under the DRIP condition.
This paper aims to build up a framework for the frame-based compressed sensing, which
the literature is lacking. We focus on the ℓ1-synthesis method for various reasons. We
introduce new conditions based on the null space of A and D, which will guarantee the
stable recovery via the ℓ1-synthesis method. Through this condition, we partially address
the question whether a frame-sparse signal can be accurately recovered via the ℓ1-synthesis
approach with a highly coherent frame.
1.1. Overview and main results. The first main result of this paper is to provide a frame-
work of the frame-based compressed sensing, where we try to answer some basic questions
of this subject. Section 2 studies the question of what is the minimum condition on a sens-
ing matrix such that a decoder exists. Section 3 explains why the ℓ1-synthesis method is a
reasonable algorithm. Section 4 explores what is the condition such that this algorithm will
recover frame-sparse signals from noiseless measurements, and what kind of matrices A will
satisfy this condition (D-NSP). Section 5 further shows how this condition performs under
noisy measurements. Section 6 studies how this condition compares to previously known
conditions such as AD having NSP. To the best of our knowledge, these results are the first
characterization of frame-based compressed sensing via the ℓ1-synthesis approach.
The second main result is related to the question whether the ℓ1-synthesis approach allows
a highly coherent frame. We prove that under the assumption that D is full spark, A
having D-NSP is equivalent to AD having NSP, which requires D itself to have NSP. As a
consequence, since full spark frames is a set of probability measure 1, we generally have to use
an incoherent frame if we expect the ℓ1-synthesis method to perform well. Section 8 provides
an error bound on the reconstructed signals when an inadmissible frame (see Definition 4.3)
is used. Some simulations are done in Section 9 to illustrate related theorems.
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1.2. Notations and setup. We use boldface lowercase letters to denote vectors and bold-
face uppercase letters to denote matrices. The signals that we are interested in recovering
live in Fd with F being C or R. All the results are for both complex and real cases except
Theorem 5.5.
The frames that we consider have n frame vectors. By slight abuse of notations, given a
frame D, we also use D as its synthesis operator, which is a d × n matrix. So the set of
frames of this size can be denoted as
F
d×n = {F valued matrices of size d× n}.
Given a frame D ∈ Fd×n, D−1(E) denotes the preimage of the set E under the operator D,
D∗ is the conjugate transpose of D, DT is the submatrix of D formed by taking columns
corresponding to the index set T , and νD is the smallest positive singular value of D.
We define
DΣs = {z ∈ Fd : ∃ x, such that z = Dx, ‖x‖0 ≤ s}.
In this paper, we are interested in recovering the signal z0 that isD-sparse (in the set ofDΣs)
or D-compressible(has small distance from the set DΣs). The term σs(w) = min
v∈Σs
‖w − v‖1
denotes the ℓ1 residue of the best s-term approximation to w.
For p > 0, we use ‖x‖p to denote the regular ℓp norm of a vector x (it is quasi-norm in the
case that p < 1). When p =∞, it is the largest component in magnitude. When p = 0, it is
defined as the cardinality of the nonzero components of x. We also use ‖x‖min to represent
the smallest nonzero component of x in magnitude.
2. Starting from the basic: ℓ0-minimization
This section deals with the noiseless case, and provides characterizations on when the
measurement vector y determines a unique signal z0. To extract the information that y
holds about z0 ∈ DΣs, we use a decoder ∆ which is a mapping from Fm to Fd. Thus,
∆(y) = ∆(Az0) is the reconstructed signal. Since we are only able to see the output
y = Az, to have any hope of recovering the true signal at all, we require A to be injective
on the set DΣs. One can show that this injectivity condition is equivalent to
kerA ∩DΣ2s = {0}. (6)
Once this necessary condition is satisfied, the following minimization scheme
(PD,0) xˆ = argmin ‖x‖0 s.t. ADx = y,
zˆ = Dxˆ.
is a perfect decoder in the sense that it has the unique solution zˆ = z0. Indeed, sup-
pose xˆ is any minimizer, therefore ADxˆ = ADx0. By injectivity of A on DΣs, we get
zˆ = Dxˆ = Dx0 = z0.
We summarize the above as the following proposition, which can be viewed as a general-
ization of Lemma 3.1 in [10].
Proposition 2.1. The following conditions are equivalent:
(a) For any z0 ∈ DΣs, there exists a decoder ∆ such that ∆(Az0) = z0.
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(b) kerA ∩DΣ2s = {0}.
(c) The problem (PD,0) has a unique solution zˆ and zˆ = z0.
(d) rank DT = rank ADT, for any index |T | ≤ 2s.
Proof. The equivalence of (a)(b)(c) has been discussed as above. We only need to prove the
equivalence of (d) with others.
(b)⇒(d) It suffices to show that kerADT ⊂ kerDT . Suppose ADTx′ = 0, if we let x ∈ Cn
be the 2s-sparse vector that equals to x′ on T and vanishes on T c, then ADx = 0⇒ Dx = 0
by (b). So we get DTx
′ = Dx = 0.
(d)⇒(b) Assume z ∈ kerA ∩DΣ2s, so we can write z as z = Dx1 −Dx2 where x1,x2
are both s-sparse. Let T be the support of x1 − x2 and |T | ≤ 2s. Now if we let x′ be a
vector of length |T | that is just the truncate of x1−x2 on T , then we have ADTx′ = 0. The
assumption of (d) tells us kerADT ⊂ kerDT , which means DTx′ = 0. This is equivalent to
z = 0. 
A natural question to ask is what is the minimum number of measurements needed so
that the equivalent conditions in Proposition 2.1 hold. One can imagine that this depends
on the specific frame. In the case when a frame is reduced to an orthonormal basis, we know
the absolute minimum number is 2s [14].
A surprising result is that the number of rows required of A is also 2s if the spark of the
frame is at least 2s + 1. The spark of a frame D is the smallest cardinality of the set of
linearly dependent columns from D. We refer interested readers to [9, Theorem IV.2.5] for
its proof. We choose not to elaborate the details here because as far as applications goes,
the theoretical lower bound 2s cannot be achieved. For one reason, the decoder (PD,0) is
not computationally feasible, therefore we solve the ℓ1 relaxation of (PD,0) instead, which is
exactly the proposed ℓ1-synthesis method.
3. Why ℓ1-synthesis?
Within the content of Basis pursuit, there are two major approaches to the frame-based
compressed sensing: the ℓ1-synthesis method and the ℓ1-analysis method. The present paper
focuses on the synthesis approach, and we would like to briefly explain why. We also refer
[22] for more discussion on these two methods.
First, as has been pointed out in Section 2, the synthesis approach is the ℓ1 relaxation of
(PD,0), therefore a very natural method to start with for the frame-based compressed sensing
problem. Second, the ℓ1-analysis approach requires that D
∗z0 to be sparse, instead of the
more general setting that z0 is D-sparse. It is argued in [4] that with certain condition on
D, z0 is D-sparse will imply D
∗z0 is sparse, however, this imposes more restrictions on D.
Third, it appears that the ℓ1-analysis method is a sub-problem of ℓ1-synthesis by the work
of Li et al. [21], which we will elaborate below.
In [21], a frame-based sparse signal is reconstructed by solving the optimal dual based
ℓ1-analysis problem:
zˆ = arg min
z∈Fd,DD˜∗=I
‖D˜∗z‖1, s.t. ‖y−Az‖2 ≤ ǫ. (7)
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To compare this minimization with the ℓ1-analysis (5), we see that (5) fixes the dual to
be the canonical dual whereas (7) searches through all feasible z’s and all dual frames of D.
The idea behind this can be explained by introducing a concept called sparse duals. For any
z0 = Dx0 with ‖x0‖0 ≤ s, one can always find a dual frame of D, denoted as D˜, such that
x0 = D˜
∗z0. This D˜ is called the sparse dual of z0. It depends on z0, and does not need to
be unique.
The ℓ1-analysis method (5) can only find signals that are sparse in the canonical dual,
whereas the optimal dual based ℓ1-analysis will find the appropriate sparse dual, and hence
get a more accurate reconstruction.
Theorem 2 in [21] shows that the optimal dual based ℓ1-analysis is equivalent to ℓ1-
synthesis, which implies that ℓ1-synthesis is a more thorough method than ℓ1-analysis. An
efficient split Bregman algorithm is used to solve (7) in [21] and the numerical experiments
also suggest that ℓ1-synthesis is more accurate.
4. The null space property for a frame
This section explores appropriate conditions on the sensing matrix A such that the frame-
based sparse signals can be reconstructed exactly via ℓ1-synthesis method (3).
One obvious solution is to require AD to satisfy the RIP condition or NSP condition.
However, as we mention earlier, this leads to an accurate recovery of the coefficients x0,
which is unnecessary. Moreover, either condition will inevitably require the frame D to be
incoherent. Therefore, our goal is to find conditions weaker than AD having RIP or NSP,
that will recover the signal accurately, but not necessarily the coefficients, and that will allow
coherent frames.
In basis-based compressed sensing, NSP is an equivalent condition for recovering exactly
sparse signals under no noise. Therefore we start with a null space property like condition
with the hope to characterize the successful recovery of noise-less ℓ1-synthesis.
Definition 4.1 (Null space property of a frame D (D-NSP)). Fix a dictionary D ∈ Fd×n, a
matrix A ∈ Fm×d is said to satisfy the D-NSP of order s (s-D-NSP) if for any index set T
with |T | ≤ s, and any v ∈ D−1(kerA\{0}), there exists u ∈ kerD, such that
‖vT + u‖1 < ‖vT c‖1. (8)
The intuition of D-NSP comes from the fact that we are only interested in recovering z0
rather than the representation x0. Comparing this new condition with AD having NSP,
the major difference is that here the left hand side of (8) is essentially the minimum of
‖vT + u‖1 over all u ∈ kerD, whereas u has to be 0 in the latter condition. Therefore this
new condition is weaker than AD having NSP.
Notice a different DNSP was introduced in [2], but that version is for the ℓ1-analysis model.
The following theorem asserts that s-D-NSP is a necessary and sufficient condition for (3)
to successfully recover all the D-sparse signals with sparsity s.
Theorem 4.2. Fix a frame D ∈ Fd×n, a matrix A ∈ Fm×d satisfies s-D-NSP if and only if
for any z0 ∈ DΣs, we have zˆ = z0, where zˆ is the reconstructed signal from y = Az0 using
the ℓ1-synthesis method (3).
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Proof. Suppose that ℓ1-synthesis is successful for all the signals in DΣs. Take any support T
such that |T | ≤ s and v ∈ D−1(kerA/{0}). Let z0 = DvT be the signal that we are trying
to recover, then by assumption, the minimizer must be vT + u with some u ∈ kerD.
Note that vT − v is also feasible for (3), that is, AD(vT − v) = ADvT . Then it cannot
be a minimizer since D(vT − v) 6= DvT , therefore
‖vT + u‖1 < ‖vT − v‖1 = ‖vT c‖1.
On the other hand, if A satisfies s-D-NSP, suppose by contradiction that (PD) is not
successful for some z0 = Dx0 with ‖x0‖0 ≤ s. This implies that some minimizer xˆ of (3)
satisfies Dxˆ 6= Dx0 and ‖xˆ‖1 < ‖x0‖1. Let v = x0 − xˆ, then v ∈ D−1(kerA/{0}). Take
T to be the support of x0, then there exists u ∈ kerD such that ‖vT + u‖1 < ‖vT c‖1, i.e.
‖x0 − xˆT + u‖1 < ‖xˆT c‖1, so
‖x0 + u‖1 ≤ ‖x0 − xˆT + u‖1 + ‖xˆT‖1 < ‖xˆT c‖1 + ‖xˆT‖1 = ‖xˆ‖1.
This contradicts to the fact that xˆ is a minimizer. 
One can easily define a D-NSP with the ℓq quasi-norm and generalize the above theorem
for the ℓq-synthesis method for 0 < q ≤ 1. However, this paper will focus on the ℓ1 case
since the analysis is the same for the ℓq case and the content adds very little to the work.
Notice that when D is the canonical basis of Fd, the D-NSP is reduced to the normal NSP
with the same order. In other words, D-NSP is a generalization of NSP for the frame-based
compressed sensing. It is, however, a nontrivial generalization.
For a fixed frame D, we just need to choose a sensing matrix A such that it satisfies
D-NSP. Obviously different frames will impose different D-NSP on the sensing matrix. For
certain frames, it is possible that no reasonable sensing matrices satisfy D-NSP at all. We
introduce the concept of admissibility.
Definition 4.3 (Admissibility). Given a frame D ∈ Fd×n, We call a frame D s-admissible
to A if A has s-D-NSP. We call a frame D s-admissible if there exists a sensing matrix with
rank strictly less than d (non-trivial) that is s-D-NSP. We call a frame D s-inadmissible if
it is not s-admissible.
Admissibility is D-NSP from the perspective of frames. It is the least condition that the
frame needs to have if the ℓ1-synthesis approach is taken. Hence it is expected that highly
coherent frames can be admissible.
Proposition 4.4. If D = [B,v] where B is a full rank d× (n− 1) matrix and v = Ba with
‖a‖1 ≤ 1 and ‖a‖0 = k, then
(1) If A has D-NSP, then A has B-NSP with the same sparsity s.
(2) If A has s-B-NSP, then A has D-NSP with sparsity s− k + 1. In particular, if v is
a column of B, then A has D-NSP with the same order s.
Proof. Both parts of the proof will use the following argument.
Given x0,y0 such that Bx0 = Dy0, consider the following two problems
xˆ = argmin‖x‖1, s.t. ABx = ABx0. (9)
yˆ = argmin‖y‖1, s.t. ADy = ADy0. (10)
Notice that [xˆT , 0]T is feasible in (10), therefore ‖yˆ‖1 ≤ ‖xˆ‖1.
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Write yˆ as yˆT = [wT , α]T where α is the n-th coordinate of yˆ, then the vector [(w +
αa)T , 0]T is feasible in (10) since
Dyˆ = Bw + αv = Bw + αBa = B(w + αa) = D([w + αa)T , 0]T ). (11)
Moreover,
‖[(w + αa)T , 0]T‖1 = ‖w + αa‖1 ≤ ‖w‖1 + |α|‖a‖1 ≤ ‖w‖1 + |α| = ‖yˆ‖1 ≤ ‖xˆ‖1,
indicating that [(w + αa)T , 0]T is a minimizer of (10), and w + αa is a minimizer of (9),
hence
‖xˆ‖1 = ‖w + αa‖1 = ‖[(w + αa)T , 0]T‖1 = ‖yˆ‖1 (12)
(1) Suppose A has s-D-NSP, take an arbitrary s sparse vector x0 ∈ Fn−1. We solve (9)
with this x0 and (10) with y
T
0 = [x
T
0 , 0]
T ∈ Fn. So Bx0 = Dy0.
Therefore [xˆT , 0]T is a minimizer of (10), and by our assumption and Theorem 4.2, Bxˆ =
D([xˆT , 0]T ) = Dy0 = Bx0, thus completes one direction of the proof again by Theorem 4.2.
(2) Suppose A has s-B-NSP, take an arbitrary s− k+1 sparse vector y0, since ‖a‖0 = k,
there exists x0 that is s sparse such that Dy0 = Bx0 (In fact, we use the same procedure as
in (11)).
We solve (9) and (10) with such x0, y0. Again write yˆ as yˆ
T = [wT , α]T , so we get w+αa
is a minimizer of (9), by Theorem 4.2, B(w + αa) = Bx0, hence Dyˆ = Dy0, which finishes
the proof by again using Theorem 4.2. 
A particular case of Proposition 4.4 (2) is when v is a column of B, in which case ‖a‖0 = 1,
so both D = [B,v] and B are s-admissible to A.
This proposition implies that if a frame is admissible to A, then a new frame formed by
deleting a column or adding a repeated column is still admissible to A. This is certainly not
the case for AD having RIP or NSP.
4.1. What dictionaries are admissible? With Proposition 4.4, we are able to find a class
of admissible dictionaries along with their compatible sensing matrices.
First, we already expect random matricesA and incoherent framesD to be admissible with
each other by [24], because such AD will have RIP (hence NSP) with very high probability.
Second, Proposition 4.4 tells us that it is fine to add a repeated column to D, and the
resultant frame is still admissible to the same sensing matrix A. One can also add a column
that is a combination of two frame vectors from D, but this will reduce the sparsity level
by 1. This way we have constructed a class of highly coherent dictionaries that will still be
admissible to random sensing matrices. We will discuss more interesting results on this topic
later.
5. Stability guarantees with D-NSP
It is known that the NSP is a sufficient and necessary condition not only for the sparse
and noiseless recovery, but also for compressible signals with noisy measurements [2, 27]. In
this section we will show that this result can generalize to D-NSP, but only in the real vector
space. For this, we introduce a stronger null space property first.
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Definition 5.1 (Strong null space property of a frame D (D-SNSP)). A sensing matrix A
is said to have D-SNSP of order s if there exists a positive constant c such that for every
v ∈ ker(AD),|T | ≤ s, there exists u ∈ kerD satisfying
‖vT c‖1 − ‖vT + u‖1 ≥ c‖Dv‖2. (13)
This new null space property is obviously no weaker than D-NSP, hence the name. With
this stronger D-NSP, sparse signals can be stably recovered via (PD,ǫ) as follows.
Theorem 5.2. If A satisfies D-SNSP of order s, then any solution zˆ of (PD,ǫ)satisfies
‖zˆ− z0‖2 ≤ 2
c
σs(x0) + ǫ
(
2
√
n
cνAνD
+
2
νA
)
.
where x0 is any representation of z0 in D, νA and νD are the smallest positive singular values
of A and D.
The following result will be used multiple times in this paper, so we put it as a lemma
whose proof makes use of standard properties of the singular value decomposition. We refer
the readers to [9, Lemma III.4.3] for the proof.
Lemma 5.3. Suppose M is an k × l matrix where k ≤ l, then any vector h ∈ Fl can be
decomposed as h = a+ b with a ∈ kerM, b ⊥ kerM, and ‖b‖2 ≤ 1
νM
‖Mh‖2, where νM is
the smallest positive singular value of M.
Proof. (Proof of Theorem 5.2)
Suppose z0 = Dx0 is the signal that we want to recover and T is the index set with k
largest coefficients in magnitude of x0. Let h = zˆ− z0 = D(xˆ− x0), and by Lemma 5.3 we
can decompose h as h = Dw + g, where Dw ∈ kerA and ‖g‖2 ≤ 1
νA
‖Ah‖2 ≤ 2ǫ
νA
with νA
being the smallest positive singular value of A.
Use Lemma 5.3 again with the matrix D, we can find f such that g = Df , and
‖f‖2 ≤ 1
νD
‖g‖2 ≤ 2ǫ
νAνD
. (14)
Since D(xˆ− x0) = h = D(w + f), then xˆ− x0 = w + f + u1 with some u1 ∈ kerD. Let
v = w + u1, then xˆ− x0 = v + f and we have Dv = Dw ∈ kerA.
Since v ∈ ker(AD), by the definition of D-SNSP, there exists u ∈ kerD such that (13)
holds. Therefore
‖v + x0,T‖1 − ‖ − u+ x0,T‖1
≥‖vT c‖1 + ‖vT + x0,T‖1 − ‖ − uT + x0,T‖1 − ‖uT c‖1
≥‖vT c‖1 − ‖vT + uT ‖ − ‖uT c‖1
=‖vT c‖1 − ‖vT + u‖1 ≥ c‖Dv‖2. (15)
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On the other hand, from the fact that xˆ is a minimizer, we get
‖ − u+ x0,T‖1 + ‖x0,T c‖1
≥‖ − u+ x0‖1 ≥ ‖xˆ‖1 = ‖v + x0 + f‖1
≥‖v + x0‖1 − ‖f‖1
≥‖v + x0,T‖1 − ‖x0,T c‖1 − ‖f‖1.
Rearrange the above inequality, we get
‖v + x0,T‖1 − ‖ − u+ x0,T‖1 ≤ 2‖x0,T c‖1 + ‖f‖1. (16)
Combining (15) and (16), we obtain
‖Dv‖2 ≤ 2
c
‖x0,T c‖1 + 1
c
‖f‖1 ≤ 2
c
‖x0,T c‖1 +
√
n
c
‖f‖2. (17)
In the end, (17) and (14) together imply,
‖h‖2 = ‖Dv +Df‖2 ≤ ‖Dv‖2 + ‖g‖2 ≤ 2
c
‖x0,T c‖1 +
√
n
c
‖f‖2 + 1
νA
2ǫ
≤ 2
c
‖x0,T c‖1 + 2
√
n
cνAνD
ǫ+
1
νA
2ǫ. (18)
The theorem then follows from the definition of T . 
Similar to D-NSP, the following proposition says that D-SNSP also allows perfectly cor-
related frames.
Proposition 5.4. If A has D-SNSP, then A has [D,v]-SNSP with the same sparsity s
where v is any column of D.
Proof. Without loss of generosity, assume v is the first column of D. Let D1 = [D,v].
Take any w ∈ kerAD1, and suppose a = wn+1 is the (n+ 1)-th coordinate of w,
D1w = D([w1 + a,w2, · · · ,wn]T ).
Denote w¯ = [w1 + a,w2, · · · ,wn]T , hence w¯ ∈ kerAD.
Take any support T ⊂ {1, 2, · · · , n + 1} whose cardinality is at most s, we consider the
following 4 cases
Case 1: 1 ∈ T, n+ 1 6∈ T
By our assumption, there exists u¯ ∈ kerD such that ‖w¯T c‖1−‖w¯T + u¯‖1 ≥ c‖Dw¯‖2. Let
u = [u¯T , 0]T ∈ kerD1, so
‖wT c‖1 − ‖wT + u‖1 ≥ ‖w¯T c‖1 + |a| − ‖w¯T + u¯‖1 − |a| ≥ c‖Dw¯‖2 = c‖D1w‖2.
Case 2: 1 /∈ T, n+ 1 6∈ T
By our assumption, there exists u¯ ∈ kerD such that ‖w¯T c‖1−‖w¯T + u¯‖1 ≥ c‖Dw¯‖2. Let
u = [u¯T , 0]T ∈ kerD1, so
‖wT c‖1 − ‖wT + u‖1 ≥ ‖w¯T c‖1 − ‖w¯T + u¯‖1 ≥ c‖Dw¯‖2 = c‖D1w‖2.
Case 3: {1, n+ 1} ∈ T
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Let S = T\{n+ 1}, by our assumption, there exists u¯ ∈ kerD such that ‖w¯Sc‖1−‖w¯S +
u¯‖1 ≥ c‖Dw¯‖2. Let u = [u¯T , 0]T ∈ kerD1, a := [a, 0, · · · , 0,−a]T also belongs to kerD1.
‖wT c‖1 − ‖wT + a+ u‖1 = ‖w¯Sc‖1 − ‖[(w¯S)T , 0]T + u‖1
=‖w¯Sc‖1 − ‖w¯S + u¯‖1 ≥ c‖Dw¯‖2 = c‖D1w‖2.
Case 4: 1 6∈ T, n+ 1 ∈ T
Let S = (T\{n + 1}) ∪ 1, by our assumption, there exists u¯ ∈ kerD such that ‖w¯Sc‖1 −
‖w¯S + u¯‖1 ≥ c‖Dw¯‖2. Let u = [u¯T , 0]T ∈ kerD1, a := [a, 0, · · · , 0,−a]T also belongs to
kerD1. Denote b = w{1} (only keep the first component, set others to zero), then
‖wT c‖1 − ‖wT + a+ u‖1 ≥ ‖w¯Sc‖1 + |w1| − ‖wT + a+ b+ u− b‖1
≥‖w¯Sc‖1 + |w1| − ‖wT + a+ b+ u‖1 − ‖b‖1
=‖w¯Sc‖1 − ‖w¯S + u¯‖1 ≥ c‖Dw¯‖2 = c‖D1w‖2.

One may wonder how strong this newly introduced D-SNSP is, or how much stronger it
is than D-NSP. The following theorem claims that these two conditions are completely the
same if we are in a real vector space.
Theorem 5.5. A matrix A satisfying D-NSP is equivalent to A satisfying D-SNSP with
the same order when A ∈ Rm×d and D ∈ Rd×n.
We postpone the proof to the last section because it is rather involved. Briefly speaking,
we need the function f(v) := (‖vT c‖1 − ‖vT + u‖1)/‖Dv‖2 to be bounded away from zero.
In the case when D is a basis, the justification is simple since we can restrict f to a compact
set kerA\{0} ∩ Sd−1 and apply the extreme value theorem. This is essentially the key step
in the stability analysis of [1]. In the general frame case D−1(kerA\{0})∩ Sn−1 is no longer
a compact set, therefore other constructions to overcome this difficulty are necessary. We
conjecture that this theorem is also true for the complex signals, but our proof techniques
cannot be generalized to that case.
This theorem indicates that in a real vector space, theD-NSP is also sufficient to guarantee
the stable recovery of almost frame-sparse signals under the perturbation of measurements.
6. D-NSP, D-SNSP, and NSP
In this section, we explore the differences between A having D-NSP, A having D-SNSP,
and AD having NSP. In the real case, we have the first two conditions equate to each other,
and the third condition being stronger, but we have not addressed how much stronger.
In general, it is expected that AD having NSP is stronger than A having D-SNSP. In
fact, the following proposition provides a stronger statement.
Proposition 6.1. If AD has NSP, then there exists a positive constant c such that for every
v ∈ ker(AD),
‖vT c‖1 − ‖vT‖1 ≥ c‖v‖2. (19)
Consequently, AD having NSP is stronger than A having D-SNSP.
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Proof. If v = 0, then (19) is true. So we can assume that v 6= 0.
We define a function
f(v) =
‖vT c‖1 − ‖vT‖1
‖v‖2
on the set kerAD \ {0}. This function is strictly positive by definition of NSP.
The continuous f(v) attains its minimum on the compact set B = {v : v ∈ kerAD, ‖v‖2 =
1}, i.e. f(v) ≥ c > 0 for v ∈ B. For any v ∈ kerAD \ {0}, v‖v‖2 ∈ B, so
f(v) = f(
v
‖v‖2 ) ≥ c.

Thus, as one would have guessed, the order of these three conditions are
AD has NSP =⇒ A has D-SNSP =⇒ A has D-NSP .
We would like to view the last two conditions being almost equal, so the question is what
exactly is the gap between the first and the third condition. If one looks at the definition of
these two conditions, the superfluous difference is that the third condition has a flexibility
in the null space of D. The following theorem describes the behavior of the null space of D
as a difference of these two conditions.
Theorem 6.2. Fix a sparsity level s, if for any u ∈ kerD and any index set |T | ≤ s, there
exists a u˜ ∈ kerD, such that
‖uT + u˜‖1 < ‖uT c‖1,
then A having D-NSP is equivalent to AD having NSP of the same order s.
This theorem is a result of the following two lemmas.
Lemma 6.3. Assume A satisfies s-D-NSP. If in addition, for any u ∈ kerD and any index
set |T | ≤ s, there exists a u˜ ∈ kerD, such that
‖uT + u˜‖1 < ‖uT c‖1, (20)
then for any v ∈ ker(AD) and any index set |T | ≤ s, there exists u ∈ kerD such that
‖vT c‖1 − ‖vT + u‖1 ≥ c‖v‖2. (21)
Proof. If v = 0, then (21) is true by choosing u = 0. So we can assume that v 6= 0.
Let
f(v) = sup
u∈kerD
‖vT c‖1 − ‖vT + u‖1
‖v‖2 .
be a function defined on the set kerAD \ {0}. The argument is rather similar to that of
Proposition 6.1. The definition of s-D-NSP and (20) imply that f is strictly positive on
its domain. The continuous f(v) attains its minimum on the compact set B = {v : v ∈
kerAD, ‖v‖2 = 1}, i.e. f(v) ≥ 2c > 0 for v ∈ B. For any v ∈ kerAD \ {0}, normalizing v
to
v
‖v‖2 ∈ B completes the proof. 
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Notice that (21) is a very strong property. It is stronger than D-SNSP. Not only will (21)
lead to a stable reconstruction of the signal, it also guarantees the accurate reconstruction
of the representation x0.
Lemma 6.4. If (21) is satisfied, then any minimizer xˆ of (PD,ǫ) satisfies
‖xˆ− x0‖2 ≤ 2
c
σk(x0) + 2νADǫ.
Proof. The proof of this Lemma is rather similar to that of Theorem 5.2. Define h = x˜−x0,
then ‖ADh‖2 ≤ 2ǫ. Decompose h = v + g where v ∈ kerAD and g ⊥ kerAD. Therefore
by Lemma 5.3, ‖g‖2 ≤ 2ǫ
2νAD
.
The assumption (21) implies there exists u ∈ kerD such that
‖vT c‖1 − ‖vT + u‖1 ≥ c‖v‖2.
The fact that xˆ is a minimizer indicates
‖ − u+ x0,T‖1 + ‖x0,T c‖1 ≥ ‖ − u+ x0‖1 ≥ ‖xˆ‖1 = ‖v + x0‖1 ≥ ‖v + x0,T‖1 − ‖x0,T c‖1.
Combining above and the same argument as in (15), we arrive at
c‖v‖2 ≤ 2‖x0,T c‖1.
hence
‖h‖2 ≤ ‖v‖2 + ‖g‖2 ≤ 2‖x0,T
c‖1
c
+
2ǫ
2νAD
.

The conclusion of Lemma 6.4 is equivalent to AD having NSP by [1].
7. Full spark case
This section focuses on an important question for the frame-based compressed sensing:
Can highly coherent dictionaries be admissible? We will see that the null space property
plays a key role.
It may seem at first that the answer is positive because we have constructed highly coherent
admissible frames in Section 4.1. However, these examples only represent a small class of
frames. The key feature the frames have is that there exist small number of columns that are
linearly dependent, in which case we say the frames have small spark (see end of Section 2).
Let us look at the following example where the frame has very big spark (in fact, it achieves
the maximum spark d+ 1).
Example 7.1. Suppose I is the identity matrix in Rd, and D is a frame formed by con-
catenating I with another vector w = [1 + ǫ, ǫ, · · · , ǫ]T . Assume ǫ > 0 is small so that w is
strongly correlated with the first column of I. It is easy to see that ker(D) is one dimensional
and generated by u = (wT ,−1)T . We assume ǫ is small enough such that for some index
set |T | ≥ 2 containing the first and the last indices, and for any u ∈ kerD, ‖uT‖1 > ‖uT c‖1.
We now show that such a frame is |T |-inadmissible.
Assume to the contrary that there exists a non-trivial sensing matrix A satisfying |T |-
D-SNSP, hence D−1(kerA\{0}) is not empty. Choose v ∈ D−1(kerA\{0}), and an α such
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that α‖u‖min > ‖v‖∞. The D-SNSP of A implies that for the vectors v + αu, −v + αu
∈ D−1(kerA\{0}), there exist c1, c2 ∈ R such that
‖vT + αuT − c1u‖1 < ‖vT c + αuT c‖1,
and
‖ − vT + αuT − c2u‖1 < ‖ − vT c + αuT c‖1.
Adding up the above two inequalities, we get
‖vT + αuT − c1u‖1 + ‖ − vT + αuT − c2u‖1 < ‖vT c + αuT c|1 + ‖ − vT c + αuT c‖1. (22)
The right hand side of (22) equals 2α‖uT c‖1 by our choice of α. The left hand side can be
bounded from below:
‖vT + αuT − c1u‖1 + ‖ − vT + αuT − c2u‖1
≥‖2αuT − c1u− c2u‖1
=|2α− c1 − c2|‖uT‖1 + (|c1 + c2|)‖uT c‖1.
Therefore
|2α− c1 − c2|‖uT‖1 < (2α− |c1 + c2|)‖uT c‖1 ≤ |2α− c1 − c2|‖uT c‖1,
or simply ‖uT ‖1 < ‖uT c‖1, which is a contradiction to our assumption on u.
Example 7.1 is not the most encouraging news for finding coherent and admissible frames.
But one can still hope that this is due to the special construction of this frame and perhaps
we are still able to find large class of highly coherent and admissible frames with a different
structure. The following theorem says otherwise. In fact, its proof can be viewed as a
generalization of Example 7.1.
Before stating the theorem, we introduce a special kind of frame. A finite frame of Cd
is called full spark if its spark reaches the maximum value d + 1. In other words, every d
columns of this matrix are linearly independent. In particular, the frame D in Example 7.1
is full spark.
Theorem 7.2. The following conditions are equivalent if D is full spark,
(a) AD has s-NSP;
(b) A has s-D-SNSP;
(c) A has s-D-NSP.
Remark 7.3. Full spark is not a strong assumption on frames. In fact, it is quite obvious
that if we randomly choose the entries of D according to any continuous distribution, then
with probability 1 we will get a full spark dictionary. Also in [3], it is proved that full spark
Parsevel frames are dense in the space of all Parsevel frames, and a large class of full spark
Harmonic frames is also constructed in [3].
Theorem 7.2 is a corollary of the following lemma and Theorem 6.2.
Lemma 7.4. If A satisfies s-D-NSP and D is full spark, then for any index set T with
|T | ≤ s and any u ∈ kerD, there exists a u˜ ∈ kerD, such that
‖uT + u˜‖1 < ‖uT c‖1. (23)
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Proof. To rule out the trivial case, suppose kerA 6= ∅.
First, we will show that for an index set T with |T | < d, and any u ∈ kerD, there exists
v ∈ D−1(kerA\{0}), such that suppuT c ⊂ suppvT c .
As a matter of fact, since spark(D) = d + 1 and u ∈ kerD, we have |suppu| ≥ d + 1,
and thus |suppuT c| ≥ d + 1 − |T | > d − |T |. Take any index set G ⊂ suppuT c with
|G| = d − |T |, then |G ∪ T | = d. Let DG∪T be the submatrix of D corresponding to the
index set G ∪ T . Then DG∪T is full rank by the full spark assumption. On the other hand,
kerA 6= ∅ implies D−1(kerA\{0}) 6= ∅. Assume v0 is an element in this nonempty set. Let
v be the vector defined by v(G∪T )c = 0 and vG∪T = D
−1
G∪TDv0. Then obviously we have
Dv = Dv0, suppvT c ⊂ suppuT c and v ∈ D−1(kerA\{0}).
Choose α big enough such that α‖u‖min > ‖v‖∞. Since A satisfies s-D-NSP, there exist
u1, u2 ∈ kerD, such that
‖(v + αu)T + u1‖1 < ‖(v + αu)T c‖1,
and
‖(−v + αu)T + u2‖1 < ‖(−v + αu)T c‖1.
Adding the above two inequalities, and by the choice of α, we get
‖2αuT + (u1 + u2)‖1 < 2α‖uT c‖1,
which implies (23). 
As we mentioned, full spark frames are dense and represent a large collection of frames.
Hence for “most” frames D, if we want to find a sensing matrix A such that D is admissible
to A, we have to require the composite AD to have NSP. While AD having NSP may
not directly imply the low coherence of D, as far as practice is concerned, this is basically
imposing an incoherence condition on D for two reasons: First of all, AD having NSP means
D having NSP, which, after some analysis (see Section 10.1), implies that
µ(D) < 1− 2A
2
nB
, (24)
where A,B are the frame bounds of D. Admittedly, the right hand side of (24) is not as
small as we hoped. Second of all, current techniques suggest that to verify whether D has
NSP, the most efficient way is to require D to have RIP, which implies a small incoherence
of D.
It is not yet clear what happens when the frame is of low spark. Of course Section 4.1
provides examples of highly coherent admissible frames with low spark, but we do not yet
have a general criteria for admissible frames. Nevertheless, some simulations are performed
in Section 9.1 for low spark frames. The results are very positive in the sense that low spark
frames are very likely to be admissible even with high coherence.
As a consequence, to solve a frame-based compressed sensing problem, if one takes the
ℓ1-synthesis approach, an incoherent frame D is required since D is very likely to be full
spark. One can argue that in the case of a non-full-spark frame, D may still be allowed to
be highly coherent. However, due to the denseness of full spark frames, a perturbation on
a frame can easily turn non-full-spark to full spark, which again falls into the case that D
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needs to be incoherent. We refer the work by [24] on quantitative bounds for how incoherent
a frame needs to be.
8. Recovery performance with inadmissible frames
The denseness of full spark frames leads to a very interesting phenomenon: the admis-
sibility of a frame is not stable with respect to perturbation. In Example 7.1, If the last
column of the above D were identical to the first column, by Proposition 4.4, this frame
would have been perfectly fine. However, the small perturbation ǫ leads to a completely
opposite situation.
But the good news is that even with an inadmissible frame, as long as it is close to an
admissible one, the reconstructed error is very small. This is due to the fact that the solution
of (PD,ǫ) is stable to the perturbation of D. Some related results can also be found in [2],
but with the ℓ1-analysis method. Please see Section 9 for some numerical experiments.
In what follows, ‖M‖1→2 denotes the norm of M as an operator from ℓ1 to ℓ2.
Theorem 8.1. Let z0 = D0x0 be the true signal with an s-sparse representation x0. Let
y = Az0 + w = AD0x0 + w be the noisy measurement with known noise level ‖w‖2 < ǫ.
Suppose there exists a frame D lying close to D0: ‖D0 −D‖1→2 ≤ δ, and D is s-admissible
to A. then we have the following stability result for the reconstruction of z0 from y.
I. Let zˆ be the solution of (PD,ǫ) with the frame D and ǫ replaced respectively by D0 and
ρ = 2δ‖A‖2‖x0‖1 + ǫ. Then we have
‖zˆ− z0‖ ≤ 2δ‖x0‖1 + 2
√
n
cνAνD
ρ+
2ρ
νA
.
II. If x0 is also a minimizer of
min ‖x‖1, s.t. Dx = Dx0,
(this is quite likely to hold since we assume x0 to be s-sparse). Then if zˆ is the solution
of (PD,ǫ) with the frame D0 and the original ǫ, we have
‖zˆ− z0‖2 ≤ 2δ‖x0‖1 + 2
√
n
cνAνD
ρ+
2ρ
νA
,
with the same definition for ρ.
Remark 8.2.
• Theorem 8.1 considers the effect of the perturbation in the frame D. The case when
there is a perturbed measurement matrix A has been studied before [2, 18].
• We note that the result of Theorem 8.1 is dependent on individual signals rather
than being universal for the set D0Σs. In fact, as the numerical experiments have
suggested, there seems to be no universality in this case.
We need the following lemma to prove Theorem 8.1.
Lemma 8.3. Given x ∈ Σs, Ψ ∈ Fd,n, and Φ ∈ Fm,d with Φ having s-Ψ-NSP. Let x˜ be such
that
(A1) ‖x˜‖1 ≤ ‖x+ u‖1 for all u ∈ ker Ψ;
ℓ1-SYNTHESIS METHOD IN COMPRESSED SENSING 17
(A2) ‖ΦΨx˜− ΦΨx‖ ≤ 2ǫ˜.
Then
‖Ψx˜−Ψx‖2 ≤ 2
√
n
cνΦνΨ
ǫ˜+
2ǫ˜
νΦ
.
The conclusion of this Lemma is the same as that of Theorem 5.2, except that x here is
exactly sparse. Notice in Theorem 5.2, the assumption that xˆ is a minimizer is actually too
strong, because in the proof, we only rely on the fact that xˆ satisfies (A1) and (A2).
Proof of Theorem 8.1. Part I. We prove this part by showing that the two assumptions
of Lemma 8.3 are fulfilled if the parameters (Φ,Ψ,y,x, x˜, ǫ˜) in that lemma are set to
(A,D,ADx0,x0, xˆ, ρ).
For assumption (A1), we need to show that ‖x0 + u‖1 ≥ ‖xˆ‖1 for all u ∈ kerD. Indeed,
for any u ∈ kerD, if ‖x0 + u‖1 ≥ ‖x0‖1, then ‖x0 + u‖1 ≥ ‖x0‖1 ≥ ‖xˆ‖1 by the definition
of xˆ; if ‖x0 + u‖1 < ‖x0‖1, then it must be ‖u‖1 ≤ 2‖x0‖1, so
‖A(D−D0)u‖2 ≤ 2‖A‖2‖D−D0‖1→2‖x0‖1 ≤ 2δ‖A‖2‖x0‖1,
and
‖AD0(u+ x0)− y‖2 ≤ ‖AD0x0 − y‖2 + ‖AD0u‖2 = ‖AD0x0 − y‖2 + ‖A(D−D0)u‖2
≤ǫ+ 2δ‖A‖2‖x0‖2 = ρ.
Hence u+ x0 is feasible in the minimization problem, which implies ‖xˆ‖1 ≤ ‖x0 + u‖1.
For assumption (A2), we need to show ‖ADxˆ − ADx0‖2 ≤ 2ρ. First observe that by
definition, we have
‖AD0xˆ−AD0x0‖2 ≤ ‖AD0xˆ− y‖2 + ‖AD0x0 − y‖2 ≤ ρ+ ǫ.
Then we can calculate that
‖ADxˆ−ADx0‖2 = ‖A(D−D0)xˆ−A(D−D0)x0 +AD0(xˆ− x0)‖2
≤ ‖A(D−D0)xˆ‖2 + ‖A(D−D0)x0‖2 + ‖AD0(xˆ− x0)‖2
≤ 2‖x0‖1‖A‖2‖D−D0‖1→2 + ǫ+ ρ
= 2δ‖A‖2‖x0‖1 + ǫ+ ρ = 2ρ (25)
Now that both assumptions of Lemma 8.3 are satisfied, we apply the lemma to obtain
‖Dxˆ−Dx0‖2 ≤ 2
√
n
cνAνD
ρ+
2ρ
νA
.
Hence,
‖zˆ− z0‖1 = ‖D0xˆ−D0x0‖2 ≤ ‖Dxˆ−Dx0‖2 + ‖(D−D0)xˆ‖2 + ‖(D−D0)x0‖2
≤ 2δ‖x0‖1 + 2
√
n
cνAνD
ρ+
2ρ
νA
.
This completes the proof of Part I.
Part II. Set the parameters (Φ,Ψ,y,x, x˜, ǫ˜) of Lemma 8.3 to (A,D,ADx0,x0, xˆ, ǫ). For
assumption (A1), the additional assumption on x0 implies that ‖x0‖1 ≤ ‖x0 + u‖1 for all
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u ∈ kerD. This together with the fact that x0 is feasible to the minimization problem
indicates that ‖xˆ‖1 ≤ ‖x0‖1 ≤ ‖x0 + u‖1 for all u ∈ kerD. For assumption (A2), we can
follow exactly the same argument as in Part I.
Applying the lemma, we get
‖Dxˆ−Dx0‖1 ≤ 2
√
n
cνAνD
ρ+
2ρ
νA
.
Therefore
‖zˆ− z0‖1 = ‖D0xˆ−D0x0‖2 ≤ ‖Dxˆ−Dx0‖2 + ‖(D−D0)xˆ‖2 + ‖(D−D0)x0‖2
≤ 2δ‖x0‖1 + 2
√
n
cνAνD
ρ+
2ρ
νA
.

9. Simulations
9.1. Reconstruction with low spark frames. We construct a 200×400 frame as follows:
D = [F,G], where F is the discrete cosine transform matrix with dimension 200× 200, and
G is another 200× 200 matrix whose columns are linear combinations of 3 columns of F. In
particular, each column of G is in the form of
a1fk1 + a2fk2 + a3fk3
‖a1fk1 + a2fk2 + a3fk3‖2
,
where a1, a2, a3 are N(0, 1) random variables, and fk1 , fk2, fk3 are 3 columns of F chosen
uniformly at random.
With such reconstruction, D is a highly coherent unit norm frame with low spark (≤ 4).
We want to test whether such a D is admissible to the Gaussian sensing matrix.
Let A be the 80× 200 random Gaussian matrix. The ℓ1-magic is used for reconstruction
with a tolerance level of 10−6. For each sparsity level s, we generate random signals z0 =
Dx0 with x being s-sparse having Gaussian entries. We run it 500 times, and take the
largest relative reconstruction error of signals among 500 trials, which is denoted as Ez,s =
max
500 trials
‖zˆ− z0‖2
‖z0‖2 .
The first row of Table 1 shows the values of Ez,s for various s. As we see, the first three
errors of the first row are at the tolerance level and thus can be considered as 0, indicating
that D is admissible to A with s ≤ 8. This empirical result suggests that when a frame is
low spark, a highly coherent frame can still be admissible, unlike the full spark case. But
this experiment cannot be explained by Proposition 4.4 since we have added 200 columns.
A future direction of research could be developing more theoretical results on low spark
admissible frames.
9.2. Reconstruction with inadmissible frames. With a small perturbation to the above
D, we can get highly coherent frames that is of full spark with probability 1. In particular,
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we still let D = [F,N], where F is the same but the columns of N draw from the following
distribution:
a1fk1 + a2fk2 + a3fk3 + ǫg
‖a1fk1 + a2fk2 + a3fk3 + ǫg‖2
, (26)
where a1, a2, a3 are N(0, 1) random variables, fk1, fk2 , fk3 are 3 columns of F chosen uniformly
at random, ǫ is some small positive number, and g is a 200× 1 random Gaussian vector so
that the term ǫg works as a perturbation.
We again run ℓ1-magic 500 times with randomly generated D-sparse signals. Row 2-5 of
Table 1 shows how the worst reconstruction error among 500 trials Ez,s changes with ǫ. All
the errors are bigger than the tolerance level. Therefore for each fixed sparsity level and ǫ,
some signals are not considered to be reconstructed, which implies D is not admissible to
A. This has been predicted by Theorem 7.2: coherent and full spark dictionaries are not
admissible.
However, we can see that as ǫ approaches 0, Ez,s is getting smaller and smaller, indicating
a smaller error when the frame is approaching an admissible one. This is supported by
Theorem 8.1.
We have also attached Table 2, which lists the biggest error of the coefficients Ez,s =
max
500 trials
‖xˆ− x0‖2
‖x0‖2 for the same frame and sparsity in comparison with Table 1. The errors
are all very big due to the high coherence of AD. But when ǫ = 0 and sparsity level is low,
this does not prevent the accurate reconstruction of the signal.
Table 1. Maximum reconstruction error of signals over 500 trials
ǫ µ(D) Ez,2 Ez,5 Ez,8 Ez,11 Ez,14 Ez,17
0 0.9999 2.64×10−6 5.08×10−6 7.58×10−6 28.76× 10−6 0.15 0.32
0.0001 0.9993 0.001 0.009 0.003 0.002 0.15 0.47
0.001 0.9965 0.007 0.020 0.020 0.026 0.11 0.38
0.003 0.9983 0.018 0.041 0.036 0.060 0.19 0.32
0.009 0.9961 0.068 0.100 0.170 0.145 0.22 0.35
Table 2. Maximum reconstruction error of coefficients over 500 trials
ǫ µ(D) Ex,2 Ex,5 Ex,8 Ex,11 Ex,14 Ex,17
0 0.9999 1.01 0.98 1.05 0.99 0.89 0.92
0.0001 0.9993 1.04 1.24 1.03 0.86 0.90 0.92
0.001 0.9965 1.18 0.98 0.91 1.09 0.95 0.96
0.003 0.9983 0.65 1.03 0.88 1.00 0.85 0.82
0.009 0.9961 1.18 0.80 0.99 0.66 0.72 0.81
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10. Some proofs
10.1. NSP and incoherence.
Theorem 10.1. If a unit norm frame D = {di}ni=1 ∈ Fd×n has 2-NSP, and has frame bounds
A,B > 0, that is, A‖x‖22 ≤
n∑
i=1
|〈x,di〉|2 ≤ B‖x‖2, then its coherence satisfies
µ(D) < 1− 2A
2
nB
.
Proof. WLOG, we assume |〈d1,d2〉| = µ, where d1 and d2 are the first two columns of D.
Let x = DT (DDT )−1(d1 − sgn(〈d1,d2〉)d2). It is easy to verify that
D(x+ e) = 0, e = [−1, sgn(〈d1,d2〉, 0, ..., 0]T ,
and
‖d1 − sgn(〈d1,d2〉)d2‖2 = 2− 2µ.
Since x+ e ∈ ker(D) and D has 2-NSP, we know that
‖(x+ e){1,2}‖1 ≤ ‖(x+ e){3,...,n}‖1,
which implies
2 ≤ ‖x‖1.
On the other hand, by the definition of x, we have
‖x‖1 ≤
√
n‖x‖2 ≤
√
n
√
B
A
√
2− 2µ.
The last two equations together imply the conclusion of the theorem. 
10.2. Proof of Theorem 5.5. We divide this proof into three Lemmas, of which the last
two are the main content of the proof. Moreover, our technique is not directly applicable to
complex vector spaces mainly because that the additivity of ℓ1 norm in complex spaces is
different from that of the real case.
Lemma 10.2. Fix a dictionary D ∈ Rd×n, suppose the measurement matrix A ∈ Rm×d
satisfies s-D-NSP and T is an index set with cardinality at most s. Define
h(w) = sup
u˜∈kerD
‖wT c‖1 − ‖wT + u˜‖1
‖Dw‖2 ,
then h(w) has positive lower bound on the set
W = {w : w ∈ D−1(kerA\{0}), ‖w‖2 ≤ C1‖Dw‖2},
where C1 is a positive constant such that W is not empty.
Proof. First, it is easy to see that h(w) > 0 onW because A hasD-NSP. h is also continuous
on W since sup
u˜∈kerD
−‖wT + u˜‖1 = − inf
u˜∈kerD
‖wT + u˜‖1, which is continuous.
Note that W ∩ Sn−1 = ker(AD) ∩ Sn−1 ∩ {‖w‖2 ≤ C1‖Dw‖2} is a non-empty compact
set, therefore h(w) ≥ C2 on W ∩ Sn−1 for some positive constant C2.
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For any w ∈ W , since h(w/‖w‖) ≥ C3, there exists u˜ ∈ kerD such that
‖wT c/‖w‖2‖1 − ‖wT/‖w‖2 + u˜‖1
‖Dw‖2/‖w‖2 > C2/2,
which implies
‖wT c‖1 − ‖wT + u˜ · ‖w‖2/‖1
‖Dw‖2 > C2/2,
hence h(w) > C2/2. 
Fix a support T , a vector v ∈ D−1(kerA\{0}), define
gv(u, t) = sup
u˜∈kerD
(‖(tv + u)T c‖1 − ‖(tv + u)T + u˜‖1)
and
fv(u, t) = gv(u, t)/t
for u ∈ kerD and t ≥ 0. Note that the fact A satisfies D-NSP implies that gv(u, t) > 0 and
fv(u, t) > 0 for any (u, t) in the domain.
Lemma 10.3. For any fixed v ∈ D−1(kerA\{0}) and index set T , suppose {ui}∞i=1, {ti}∞i=1,
{bi}∞i=1, and {wj}Li=1 satisfy
(1) ui → u0, ti > 0, ti → 0, and lim
i→∞
fv(ui, ti) = 0,
(2) bi = ui − u0 =
L∑
j=1
βi(j)wj with βi(j) ≥ 0 , and bi,wi are in the same orthant of Rn.
(3) sgn(wj(k) + u0(k)) = sgn(u0(k)) for all k ∈ supp(uo) and 1 ≤ j ≤ L,
then there must be a coordinate j0 ∈ {1, 2, . . . , L} such that βi(j0)
ti
6→ ∞.
Proof. Suppose by contradiction that
βi(j)
ti
→∞ for every coordinate j.
Choose K big enough whose value will be specified later. Set ci(j) = βi(j)− ti
tK
βK(j), so
bi − ti
tK
bK =
∑
ci(j)wj . By our assumption, ci(j) > 0 when i is big enough.
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Given any ǫ > 0, by definition of supremum, there exist u˜1, u˜2, and u˜3 ∈ kerD such that∑
j
ci(j)gv(wj + u0, 0) +
ti
tK
gv(uK , tK) + (1−
∑
j
ci(j)− ti
tK
)gv(u0, 0)
≤
∑
j
ci(j) [‖(wj + u0)T c‖1 − ‖(wj + u0)T + u˜1‖1] + ǫ
+
ti
tK
[‖(tKv + bK + u0)T c‖1 − ‖(tKv + bK + u0)T + u˜2‖1] + ǫ
+ (1−
∑
j
ci(j)− ti
tK
)[‖(u0)T c‖1 − ‖(u0)T + u˜3‖1] + ǫ
=‖
[∑
j
ci(j)(wj + u0) +
ti
tK
(tKv + bK + u0) + (1−
∑
j
ci(j)− ti
tK
)u0
]
T c
‖1 + 3ǫ (27)
−
∑
j
ci(j)‖(wj + u0)T + u˜1‖1 − ti
tK
‖(tKv + bK + u0)T + u˜2‖1 − ‖(u0)T + (1−
∑
j
ci(j)
− ti
tK
)u˜3‖1
≤gv(ui, ti) + 3ǫ, (28)
(28) is due to the triangle inequality, and (27) will be justified later. Now let ǫ → 0 in
(28), we get
gv(ui, ti) ≥ ti
tK
gv(uK , tK)⇒ fv(ui, ti) ≥ fv(uK , tK),
which contradicts to the first assumption.
The rest of this proof is to justify (27). Due to the fact that ci(j) > 0,
ti
tK
> 0, and
1 −
∑
ci(j)− ti
tK
> 0 (if i is big enough), a sufficient condition for (27) to hold is that for
each k ∈ T c, the signs of {wj(k) +u0(k)}Lj=1, tKv(k) +bK(k) + u0(k), and u0(k) are all the
same. This indeed holds because we can choose K such that
βK(j)
tK
>
|v(k)|
maxj |wj(k)| , for all index k ∈ T
c.
With such choice of K, we get |v(k)| <
m∑
j=1
|wj(k)|βK(j)
tK
= |
m∑
j=1
wj(k)
βK(j)
tK
| since all
wj’s are in the same orthant. Hence
sgn(tKv(k) +
m∑
j=1
βK(j)wj(k)) = sgn(
m∑
j=1
βK(j)wj(k)) = sgn(wj(k)).
If u0(k) = 0, then sgn(wj(k) + u0(k)) = sgn(wj(k)) = sgn(tKv(k) + bK(k) + u0(k)).
If u0(k) 6= 0, then sgn(wj(k) + u0(k)) = sgn(u0(k)) by the third assumption. Moreover,
sgn(tKv(k) + bK(k) + u0(k)) = sgn(u0(k)) when K is big enough since ti → 0,bi → 0. 
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Lemma 10.4. For any fixed v ∈ D−1(kerA\{0}) and index set T , we have
inf
u∈kerD,t>0
fv(u, t) > 0.
Proof. We first argue that it suffices to prove inf
‖u‖=1,u∈kerD,t>0
fv(u, t) > 0.
When u 6= 0, fv(u, t) = fv
(
u
‖u‖ ,
t
‖u‖
)
and when u = 0, fv(0, t) = fv(0, 1) > 0, so
inf
u∈kerD,t>0
fv(u, t) = min{ inf
‖u‖=1,u∈kerD,t>0
fv(u, t), fv(0, 1)}.
Suppose by contradiction that
inf
‖u‖=1,u∈kerD,t>0
fv(u, t) = 0, (29)
then there exists a sequence (ui, ti) with ‖ui‖ = 1, such that lim
i→∞
fv(ui, ti) = 0.
We will eventually construct specific sequences that satisfy the three assumptions of
Lemma 10.3, then arrive at a contradiction.
We first show that {ti} has a subsequence converging to 0. Otherwise, we have ti ≥ t0 > 0
for some t0, which results that
tiv + ui ∈ W = {w : w ∈ D−1(kerA\{0}), ‖w‖2 ≤ C1‖Dw‖2},
for some constant C1 (depending on v which is fixed in this lemma). Indeed,
‖tiv + ui‖ ≤ ‖tiv‖+ 1 ≤


‖v‖+ 1 ≤ ‖v‖+ 1
t0‖Dv‖‖D(tiv + ui)‖, ti ≤ 1
ti(‖v‖+ 1) = ‖v‖+ 1‖Dv‖ ‖D(tiv + ui)‖, ti > 1
.
Applying Lemma 10.2, we get fv(ui, ti) = h(tiv + ui)‖Dv‖ ≥ C‖Dv‖ which contradicts to
(29). Without loss of generality, we assume the original sequence ti → 0.
We can also assume without loss of generality that (ui, ti) → (u0, 0). There must be
infinitely many of {ui − u0} falling into some (closed) orthant of Rn, say O. Again for
convenience of notation, we assume all terms of bi := ui − u0 belong to O. The benefit of
staying in the same orthant is that for a fixed coordinate k, sgn(bi(k)) is the same for any i.
This is to satisfy the second assumption of Lemma 10.3.
Let {wj}Lj=1 be the extremal rays of the polyhedral cone kerD ∩ O, i.e., any vector in
kerD ∩ O can be expressed as a nonnegative linear combination of {wj}mj=1. We divide
each wj by a big enough constant to make the components of wj(k) small enough such that
sgn(wj(k) + u0(k)) = sgn(u0(k)) for all k ∈ supp(u0) and 1 ≤ j ≤ m. This is to satisfy the
third assumptions of Lemma 10.3.
We write bi = ui−u0 =
m∑
j=1
βi(j)wj , where βi(j) ≥ 0 and convergent to 0 as i→∞. For
a fixed 1 ≤ j ≤ m,
{
βi(j)
ti
}∞
i=1
must have a subsequence converging to a finite constant, or
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∞. Again we assume without loss of generality that the original sequence βi(j)
ti
converges
(to a constant or infinity) for every j.
If
βi(j0)
ti
→ aj0( 6=∞) for some j0, then with the triangle inequality,
gv(ui, ti) = sup
u˜∈kerD
‖(tiv + aj0tiwj0 +
∑
j 6=j0
βi(j)wj + u0 + (βi(j0)− aj0ti)wj0)T c‖1
− ‖(tiv + aj0tiwj0 +
∑
j 6=j0
βi(j)wj + u0 + (βi(j0)− aj0ti)wj0)T + u˜‖1
≤ o(ti) + gv+aj0wj0 (ui − βi(j0)wj0, ti) ≤ o(ti) + gv(ui, ti),
which leads to
lim
i→∞
fv+aj0wj0 (ui − βi(j0)wj0, ti) = limi→∞ fv(ui, ti) = 0.
In general, take J = {j : βi(j)
ti
→ aj( 6=∞)}, and we get
lim
i→0
fv′(u
′
i, ti) = 0,
where v′ = v +
∑
j∈J
ajwj ,u
′
i = ui −
∑
j∈J
βi(j)wj by the same argument as above.
Notice that the set of sequences {u′i}∞i=1, {ti}∞i=1, {b′i = u′i − u0}∞i=1, and {wj}Li=1 satisfy
the three assumptions of Lemma 10.3. However, b′i =
∑
j 6∈J
βi(j)wj with
βi(j)
ti
→ ∞ for all
j 6∈ J . This contradicts Lemma 10.3. 
Proof of Theorem 5.5. Suppose A satisfies s-D-NSP, we need to show the function
F (w) = sup
u˜∈kerD
‖wT c‖1 − ‖wT + u˜‖1
‖Dw‖2
has a positive lower bound on D−1(kerA\{0}) for every |T | ≤ s.
Decompose w as w = tv + u where u = PkerDw, tv = P(kerD)⊥w, with ‖v‖ = 1, and
t > 0. Therefore
inf
w∈D−1(kerA\{0})
F (w) = inf
v∈kerD⊥,‖v‖=1
inf
u∈kerD,t>0
fv(u, t)/‖Dv‖. (30)
By Lemma 10.4, the function inf
u∈kerD,t>0
fv(u, t) is always positive. Since the set (kerD)
⊥∩
S
n−1 is compact, it is sufficient to prove that the function inf
u∈kerD,t>0
fv(u, t) is lower-semi
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continuous with respect to v.
fv+e(u, t) = sup
u˜∈kerD
‖(tv + te+ u)T c‖1 − ‖(tv + te + u)T + u˜‖1
t
≥ sup
u˜∈kerD
‖(tv + u)T c‖1 − ‖(tv + u)T + u˜‖1 − ‖te‖1
t
Take the infimum over u, t of both sides, we get
inf
u∈kerD,t>0
fv+e(u, t) ≥ inf
u∈kerD,t>0
fv(u, t)− ‖e‖1,
which shows this function is lower-semi continuous. 
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