Abstract-We discuss a new robust convergence analysis of the well-known subspace iteration algorithm for computing the dominant singular vectors of a matrix, also known as simultaneous iteration or power method. The result characterizes the convergence behavior of the algorithm when a large amount noise is introduced after each matrix-vector multiplication. While interesting in its own right, the main motivation comes from the problem of privacy-preserving spectral analysis where noise is added in order to achieve the privacy guarantee known as differential privacy.
I. INTRODUCTION
Computing the dominant singular vectors of a matrix is one of the most fundamental algorithmic tasks underlying many important applications including low-rank approximation, PCA, spectral clustering, dimensionality reduction and topic modeling. Here we consider a noisy model of numerical linear algebra in which an input matrix A can only be accessed through noisy matrix vector products of the form Ax + g, where x is a chosen vector and g is a possibly adaptively chosen noise term. We consider the fundamental problem of computing the dominant singular vectors v 1 , . . . , v k of the matrix A, where we only assume a bound on the norm of the projection of the noise term g onto space spanned by the singular v 1 , . . . , v k , as well as its orthogonal complement. Our main algorithmic tool is the well-known orthogonal subspace iteration algorithm (often referred to as simultaneous iteration or power method). While interesting from the point of view of robust data analysis, our main motivation in this work stems from the field of privacypreserving data analysis.
Many of the applications for which spectral analysis is used heavily are plagued by the fact that the underlying matrix contains sensitive information about individuals. The re-identification of the Netflix Prize data is a perfect example [14] . A successful paradigm in privacy-preserving data analysis rests on the notion of Differential Privacy [7] . Differential privacy requires all access to the data set to be randomized in such a way that the presence or absence of a single data item is hidden. The notion of data item varies and could either refer to a single entry, a single row, or a rank-1 matrix. More formally, Differential Privacy requires that the output distribution of the algorithm changes only slightly with the addition or deletion of a single data item. This requirement often necessitates the introduction of significant levels of noise that make the computation of various objectives challenging. Surprisingly, research has shown that several sophisticated computations on the data remain feasible.
Differentially private spectral analysis has been studied actively since the work of Blum et al. [2] , [13] , [1] , [6] , [12] , [8] , [9] . There are two main objectives. The first is computational efficiency. The classical work of Blum et al. proceeds by adding a large dense noise matrix to the input matrix. This approach has the disadvantage that it converts sparse matrices into dense matrices. As a result the storage requirement becomes unrealistic in the common case where the number of entries of the matrix is huge yet only linear rather than quadratic in its dominant dimension. It is thus desirable to focus on algorithms that are sensitive to input sparsity.
The second objective is to minimize the amount of perturbation that the algorithm introduces. Unfortunately, there are lower bounds showing that in the worst-case a significant perturbation is necessary. Indeed, even for a symmetric n×n matrix a simple argument shows that it is impossible under differential privacy to compute a vector x ∈ R n such that |x Ax| |λ 1 |−o( √ n) where λ 1 is the dominant eigenvalue of the input matrix A. This holds when the entries of A are normalized to lie in [0, 1] and differential privacy hides the presence or absence of an arbitrary entry in the matrix. In other words, the loss in objective value of any differentially private algorithm grows with the dimension of the input as O( √ n) even in this simple setting. This answer is unsatisfactory when the matrix is large and sparse as is common in many applications. Hardt and Roth [8] , [9] suggested a way around this dilemma by considering the coherence of A, denoted as µ(A). Informally, the coherence is a well-studied parameter that varies between 1 and n, but is often observed to be small. In fact, many results on Matrix Completion and Robust PCA crucially rely on the assumption that the underlying matrix as low coherence [3] , [5] , [4] . Suprisingly, Hardt and Roth showed roughly speaking that it is possible under differential privacy to compute a unit vector x ∈ R n such that |x Ax| |λ 1 | − O( µ(A) log n). This error bound is essentially dimension free in that it only depends on the square root of the coherence which is typically much smaller than the dimension. For example, the coherence is poly-logarithmic in n in various random matrix models [5] .
In most applications of spectral analysis it is insuficent to compute only the dominant eigenvector of A, but rather we would like to compute k orthonormal vectors x 1 , . . . , x k such that the span of these k vectors is a good approximation to that of the dominant k eigenvectors. Unfortunately, the result of [9] no longer provides an improvement over the worst-case when the matrix has full rank.
A. Our Contributions
Here we discuss the contributions of the forthcoming paper by the author. The results deal with a natural differentially private version of orthogonal subspace iteration. The algorithm maintains an orthonormal matrix X ∈ R n×k and at each step computes the operation AX −1 +G , where G is a suitably scaled Gaussian noise matrix. The resulting matrix is then orthonormalized and the algorithm proceeds. Here and in the following we assume that A is a symmetric n × n matrix. This assumptions is without loss of generality for our applications as we will see. Our contributions can be summarized as follows.
1) We present a new robust convergence analysis of subspace iteration which leads to precise convergence bounds for the principal angle between the range of the matrix X and the space spanned by the first k eigenvectors of the input matrix in the presence of possibly adversarial and adaptively chosen perturbations at each step. 2) We show a tight connection between the coherence parameter µ(A) and the amount of noise (i.e., scaling of G ) necessary in order to guarantee differential privacy. This result relies on a non-trivial symmetry and independence property of the distribution of signs in the entries of X . 3) Taken together these results answer a question of Hardt and Roth [9] in the affirmative resulting in essentially optimal error bounds in spectral norm for the problem of differentially private low-rank approximation in terms of the matrix coherence. 4) The algorithm leads to strong improvements in running time while nearly matching existing worst-case lower bounds in the context of private principal component analysis as was studied by [6] , [12] . While the choice of the algorithm is quite natural, the analysis might have seemed elusive due to the iterative nature of the algorithm and the addition of a large amount of noise before the orthonormalization step. Moreover, to prove the conjecture, we need to relate the coherence of the underlying matrix to the magnitude of the noise at each step of the iterative process. 1 We stress that our algorithm is computationally as efficient as noise-free subspace iteration thus giving a simple and practical algorithm. This is a rather unusual situation in differential privacy where strong error bounds often (provably) come at the cost of computational hardness. Definition II.1 (Differential Privacy). An algorithm M : R m×n → R (where R is some arbitrary abstract range) is (ε, δ)-differentially private if for all pairs of matrices A, A ∈ R m×n differing in only one entry by at most 1 in absolute value, we have that for all subsets of the range S ⊆ R, the algorithm satisfies: Pr {M (A) ∈ S} exp(ε) Pr {M (A ) ∈ S} + δ .
II. PRIVACY-PRESERVING SUBSPACE ITERATION
Lemma II.2. PSI satisfies (ε, δ)-differential privacy.
For the analysis of the algorithm we refer to the forthcoming full version of this paper.
