In this paper we study some properties of sets, set-valued mappings, and extended-real-valued functions unified under the name of "sequential normal compactness." These properties automatically hold in finite-dimensional spaces, while they play a major role in infinite-dimensional variational analysis. In particular, they are essential for calculus rules involving generalized differential constructions, for stability and metric regularity results and their broad applications, for necessary optimality conditions in constrained optimization and optimal control, etc. This paper contains principal results ensuring the preservation of sequential normal compactness properties under various operations over sets, set-valued mappings, and functions.
Introduction
This paper is devoted to the study of certain normal compactness properties that play a crucial role in many aspects of variational analysis in infinite-dimensional spaces. One of the principal parts of variational analysis is the generalized differentiation theory dealing with nonsmooth and generally nonconvex objects like sets, functions, and set-valued mappings (multifunctions), which appear naturally and frequently in many areas of analysis and optimization. We refer the reader to the book by Rockafellar and Wets [28] that contains a systematic exposition and thorough developments of the key features of variational analysis in finite-dimensional spaces.
The development and applications of variational analysis in infinite-dimensional spaces require new concepts and tools in comparison with the finite-dimensional theory. In particular, one of the most crucial ingredients of the generalized differentiation and optimization theories, as well as metric regularity and stability issues in infinite dimensions is the presence of new conditions that contain sufficient amounts of compactness for performing limiting procedures. Such conditions, which are automatic in finite dimensions, allow us to obtain efficient calculus rules of generalized differentiation and apply them to infinite-dimensional problems in optimization, stability, control, economics, etc.; see, e.g., [2] [3] [4] and the references therein.
Despite a crucial significance of such compactness properties for infinite-dimensional variational analysis and its applications, it has not been systematically studied yet how they behave under various operations performed on sets, functions, and set-valued mappings. In particular, it is important to find conditions ensuring the preservation of these properties under intersections of sets, sums and other compositions of set-valued mappings and functions. Several results in this direction were obtained in our papers [21, 22] in the framework of Asplund spaces.
In this paper we conduct a systematic study of compactness-like properties associated with the concept of sequential normal compactness (SNC) formulated in Mordukhovich and Shao [19] . The latter notion for sets is closely related to the compactly epi-Lipschitzian property in the sense of Borwein and Strojwas [3] , but it may be less restrictive in some situations; see Section 2. We develop a comprehensive SNC calculus for sets, setvalued mappings, and extended-real-valued functions that provides efficient conditions for the preservation of the SNC and related properties under various operations. The results obtained involve qualification conditions expressed in terms of generalized normals, subgradients, and coderivatives. Some of these conditions have been previously used for calculus rules of generalized differentiation, the other ones are introduced here in the framework of SNC calculus.
To establish the main results, we employ a variational geometric approach based on the extremal principle that can be viewed as a variational counterpart of the classical separation principle in the case of nonconvex sets; see [17] for more details and references. The principal result of the SNC calculus gives efficient conditions ensuring the preservation of the SNC and related properties of set intersections. The other results obtained in the paper for sets, set-valued mappings, and functions reduce to this principal result.
The rest of the paper is organized as follows. Section 2 contains basic definitions and preliminaries. Section 3 is devoted to the SNC and related properties for sets. In Section 4 we derive calculus results for sums and intersections of set-valued mappings that imply the corresponding results for sums and maxima/minima of extended-real-valued functions. Section 5 concerns general compositions of set-valued mappings and some of their specific realizations including products and quotients operations.
Throughout the paper we use standard notation with some special symbols defined where they are introduced. Unless otherwise stated, all the spaces under consideration are Banach, and their norms are denoted by · . Given a set-valued mapping F : X ⇒ X * between a Banach space X and its topological dual X * , the symbol
stands for the sequential Painlevé-Kuratowski upper limit with respect to the norm topology in X and the weak * topology w * in X * . We also mention that R + Ω := {λx | λ 0, x ∈ Ω} for any nonempty subset Ω ⊂ X.
Basic definitions and preliminaries
Let Ω be a subset of a Banach space X, and let ·, · be the canonical pairing between X and its topological dual X * . Given ε 0, we define the set of ε-normals to Ω atx ∈ Ω by 
Note that the normal cone (2.2) is often nonconvex (even in finite dimensions) in contrast to the sets (2.1) for every ε 0. Due to [18, Theorem 2.9] we can equivalently put ε = 0 in (2.2) if Ω is locally closed aroundx and X is Asplund, i.e., every convex continuous function on X is generically Fréchet differentiable. This is a sufficiently broad class of Banach spaces including all spaces with Fréchet differentiable renorms or bump functions, hence all reflexive spaces; see [5] .
Following [21] , we define three kinds of sequential normal compactness properties used in this paper. Note that the last two properties in the next definition explore the product structure of spaces in question. This is crucial for applications to the case of mappings whose graphs are subsets of product spaces.
Definition 2.1.
Let Ω belong to the product m j =1 X j of Banach spaces, letx ∈ Ω, and let J ⊂ {1, . . ., m}. We say that:
(ii) Ω is partially sequentially normally compact (PSNC) atx with respect to {X j | j ∈ J } (i.e., with respect to j ∈J X j ) if for any sequences ε k ↓ 0, x k Ω −→x, and
It follows from the definitions that SNC ⇒ strong PSNC ⇒ PSNC for every set Ω and every pointx ∈ Ω. Let us mention the two extreme cases in Definition 2.1(ii), (iii):
(a) J = ∅ when any set Ω satisfies both properties in (ii) and (iii), and (b) J = {1, . . ., m} when both properties (ii) and (iii) reduce to the SNC property in (i).
One can equivalently put ε k = 0 in the above definition if all X j are Asplund and Ω is locally closed aroundx.
Every nonempty subset of a finite-dimensional space is obviously SNC at each of its points. In infinite dimensions, a set should be sufficiently "large" to possess this property. We have the following result whose proof is given in [24] . Recall that aff Ω denotes the smallest affine set containing Ω ⊂ X, that aff Ω stands for the closure of aff Ω, that codim aff Ω is defined as the dimension of the quotient space X/(aff Ω − x) (where the closed linear space aff Ω − x does not depend on the choice of x ∈ aff Ω), and that ri Ω denotes the interior of Ω with respect to aff Ω.
Proposition 2.2.
Let Ω be an nonempty subset of a Banach space X. The following assertions hold:
for any neighborhood U ofx. In particular, a singleton in X is SNC if and only if X is finite-dimensional.
(ii) Assume that Ω is convex and that ri Ω = ∅. Then the SNC property of Ω at everȳ x ∈ Ω is equivalent to the finite codimension condition codim aff Ω < ∞.
One can check (cf. the proof of Proposition 3.7 in Loewen [14] ) that Ω ⊂ X is SNC atx if it is compactly epi-Lipschitzian (CEL) at this point in the sense of Borwein and Strojwas [3] ; in particular, when it is epi-Lipschitzian atx in the sense of Rockafellar [27] . For convex sets Ω the latter is equivalent to int Ω = ∅. In contrast, the CEL property of closed convex sets is equivalent to the simultaneous fulfillments of aff Ω = aff Ω, codim(aff Ω) < ∞, and ri Ω = ∅; see Theorem 2.5 in [2, Theorem 2.5]. Combining this with the above Proposition 2.2, we conclude that the SNC and CEL properties agree in Banach spaces for any closed convex sets having closed affine hulls and nonempty relative interiors. On the other hand, it is shown in [13] that these properties may be different even for closed convex sets in Asplund spaces admitting a C ∞ -smooth renorm; furthermore, they never agree in every Banach space whose unit dual ball is not weak * sequentially compact. More discussions on relationships between these properties will be given in Remark 3.8. The other two properties from Definition 2.1 will be discussed in Section 4 for graphs of set-valued mappings, which provide the most interesting case for their applications.
SNC calculus for sets in Asplund spaces
In this section we establish results on the preservation of the properties in Definition 2.1 under set intersections and inverse images in the framework of Asplund spaces. We also obtain efficient conditions ensuring the SNC property for special classes of sets particularly important in applications to constrained optimization.
The main result, Theorem 3.3, deals with intersections of sets in products of Asplund spaces (which are also Asplund) and provides conditions ensuring the PSNC property from Definition 2.2(ii). First we present the following lemma, which is proved in [23, Theorem 3.2] based on the extremal principle. In this lemma B and B * stand, respectively, for the closed unit ball in the space and its dual space in question. 
Now we define two basic qualification conditions for set systems in product spaces. These conditions and their mapping counterparts are crucial for the whole SNC calculus developed in this paper. It is sufficient to consider the product of two spaces.
Definition 3.2.
Let Ω 1 and Ω 2 be subsets of the product X × Y of two Banach spaces, and let (x,ȳ) ∈ Ω 1 ∩ Ω 2 . Then we say that: 
As usual, we can omit ε k in the above definition if both X and Y are Asplund and Ω i are locally closed around (x,ȳ). It easily follows from (2.2) that (3.1) always implies the mixed qualification condition in Definition 3.2(ii), and that the latter may be essentially weaker in infinite-dimensional spaces. The main advantage of (3.1) is that it is expressed in terms of basic normals to Ω 1 and Ω 2 at the reference point (x,ȳ). We will see in Sections 4 and 5 that, in the case of set-valued mappings, the mixed qualification condition leads to point-based qualification conditions expressed in terms of mixed coderivatives. 
e., with respect to the product of these spaces).
Then
Proof. First observe that it is sufficient to prove the theorem in the case of m = 3 with J 1 = {1, 2} and J 2 = {1, 3}. (This case is the most important for applications in Sections 4 and 5.) Indeed, the general case can be reduced to this one by reordering X j and letting
In what follows we use the notation X, Y , Z for X j , j ∈ {1, 2, 3}, and (x, y, z) for the corresponding points. To justify the PSNC property in the conclusion of the theorem, one needs to show that for any sequences
Since we are dealing with arbitrary sequences satisfying the above convergence properties, it is sufficient to show that x * k → 0 along a subsequence. By (b), assume without loss of generality that Ω 1 is strongly PSNC at (x,ȳ,z) with respect to Y .
Given
, we fix a sequence ε k ↓ 0 and apply Lemma 3.1 for each k ∈ N. In this way we find sequences 
due to assumption (c) of the theorem. On the other hand, since Ω 1 is strongly PSNC at (x,ȳ,z) with respect to Y , it follows that y * 1k → 0, and hence y * 2k → 0 as k → ∞. By (a) the set Ω 2 is PSNC at (x,ȳ,z) with respect to {X, Z}, which gives x * 2k → 0 and z * 2k → 0. This yields z * 1k → 0 by (3.2) and z * k → 0. Using the PSNC property of Ω 1 at (x,ȳ,z) with respect to {X, Y }, we similarly obtain x * 1k → 0. Thus λ = 0 by the relations above. Combining this with (3.2), we conclude that
It is easy to see that assumptions (a) and (c) of Theorem 3.3 are essential for its conclusion. Let us show that the assumptions J 1 ∪ J 2 = {1, . . . , m} and (b) cannot be dropped as well. To demonstrate this for the first one, we take an arbitrary Asplund space X and consider the two closed subsets
of the product X 1 × X 2 with X 1 = X 2 = X. Then both Ω i are clearly PSNC at (0, 0) with respect to X 1 , and assumptions (a)-(c) of Theorem 3.3 hold. However, the set
In the case of (b) we take X 1 = X 2 = X 3 := X for an Asplund space X and consider the sets
It is easy to check that Ω 1 and Ω 2 are PSNC at (0, 0, 0) with respect to {X 1 , X 2 } and {X 1 , X 3 }, respectively. Moreover, all the other assumptions but (b) of Theorem 3.3 hold.
Nevertheless
is not PSNC at (0, 0, 0) with respect to X 1 in infinite dimensions.
Now we present two important corollaries of Theorem 3.3. The first one concerns subsets in products of two spaces. Proof. Suppose that Ω 1 is SNC at (x,ȳ). Then letting X 1 := X, X 2 := Y , J 1 := {1, 2}, and J 2 := {1}, we apply Theorem 3.3. ✷ The next corollary does not assume any product structure on a given Asplund space X, and thus provides an intersection rule for the SNC property, which is presented in the case of a finitely many sets under the normal qualification condition. Note that, in contrast to the intersection formula for basic normals (cf. [18, Corollary 4.5]), the SNC property is now required for all sets involved in the intersection. 
Proof. For n = 2 this follows from Corollary 3.5 by putting Y = {0}. In the general case we derive the result by induction. ✷ Intersection rules for the strong PSNC property in product spaces can be obtained similarly to the above PSNC results, although they are not used in the sequel. We present a "strong" counterpart of Corollary 3.5. 
while Ω 2 is strongly PSNC at this point with respect to X, and that the normal qualification condition (3.1) holds. Then the intersection Ω 1 ∩ Ω 2 is strongly PSNC at (x,ȳ) with respect to X.
Proof. It is similar to the proofs of Theorem 3.3 and Corollary 3.5. ✷
Next we obtain conditions ensuring the SNC property of inverse images
of sets under set-valued mappings. In what follows we use the construction of the normal coderivative of F at (x,ȳ) ∈ gph F , which is a set-valued mapping from Y * into X * defined by
We refer the reader to Mordukhovich [15] and the bibliography therein for various properties and calculus rules for this construction. Note that
In accordance with Definition 2.1 we say that a mapping F : X ⇒ Y is SNC at (x,ȳ) ∈ gph F if its graph is SNC at this point. Further, F is PSNC at (x,ȳ) if its graph is PSNC at this point with respect to X, which always happens, in particular, when dim X < ∞. There is no difference between the SNC and PSNC properties of F : X ⇒ Y if dim Y < ∞, but otherwise the PSNC property is strictly implied by the SNC one, even for linear continuous operators.
It follows from [15, Theorem 3.3 ] that a closed-graph multifunction F between Banach spaces is PSNC (but not SNC) at (x,ȳ) if it has the Aubin "pseudo-Lipschitzian" property around (x,ȳ) [1, 28] , i.e., there are neighborhoods U ofx and V ofȳ, and a number 0 such that
It is actually proved by Jourani and Thibault [10] that every mapping F : X ⇒ Y , which is partially CEL at (x,ȳ) in the sense of [10] , possesses the PSNC property at (x,ȳ) (even more: its graph is strongly PSNC at this point with respect to X).
Recall that a mapping S : X ⇒ Y is inner semicompact atx if for any sequence x k →x with S(x k ) = ∅ there is a sequence y k ∈ S(x k ) that contains a convergent subsequence; cf. [18] . Note that it always holds if S is locally compact aroundx (locally bounded in finite dimensions). 
Then the inverse image
, and x * k w * −→ 0. Using the inner semicompactness and closedness assumptions made, we select a subsequence of y k ∈ F (x k ) ∩ Θ that converges (without relabeling) to someȳ ∈ F (x) ∩ Θ. One easily gets
Let us apply Corollary 3.5 to the set intersection in (3.5). Observe that Ω 2 is always PSNC at (x,ȳ) with respect to X, and it is SNC at this point if and only if Θ is SNC atȳ. Hence the assumptions in (a) ensure the fulfillment of the corresponding assumptions in Corollary 3.5. Further, taking into account the special structure of the sets Ω 1 and Ω 2 in (3.5), we conclude that the mixed qualification condition in Corollary 3.5 is equivalent to the following: for any (x k , y 1k ,
which is implied by the qualification condition (b) of the theorem due to (2.2) and (3.3). Thus the set Ω 1 ∩ Ω 2 is PSNC at (x,ȳ) with respect to X by Corollary 3.5. It now follows from (3.5) that x * k → 0, i.e., the set F −1 (Θ) is SNC atx. ✷
To formulate the next and subsequent results, we need to recall some subdifferential notions for extended-real-valued functions associated with the normal constructions (2.1) and (2.2); see [18] and its references. Given ϕ : X → R := (−∞, ∞] andx ∈ dom ϕ := {x ∈ X | ϕ(x) < ∞}, we define the basic and singular subdifferentials of ϕ atx by, respectively,
If ϕ is lower semicontinuous (l.s.c.) aroundx, then
where x ϕ −→x means that x →x with ϕ(x) → ϕ(x), and wherê
One may equivalently put ε = 0 with∂ϕ :=∂ 0 ϕ if X is Asplund. In the latter case one also has
λ∂ϕ(x).
We say that ϕ : X → R is sequentially normally epi-compact (SNEC) atx if its epigraph epi ϕ is SNC at (x, ϕ(x)). The latter always holds (as well as the SNC property of ϕ : X → R) if ϕ is Lipschitz continuous aroundx. The next result, which follows from Theorem 3.8, is a generalization of [22, Theorem 5.2] to the case of non-Lipschitzian functions. Note that in [22] we provided a direct proof of both assertions below based on the extremal principle. 
(ii) Assume that ϕ is continuous aroundx and SNC at this point. Then the solution set
Proof. Assertion (i) follows from It is easy to see that the subdifferential conditions are essential for the SNC properties in both assertions of Corollary 3.9, even for smooth functions ϕ. A simple example is given by ϕ(x) = x 2 atx = 0 in any infinite-dimensional space.
The next result provides subdifferential conditions ensuring the SNC property for the class of constraint sets important in applications to optimization problems. 
. . , m, and every
x * i ∈ R + ∂ϕ i (x) ∪ ∂(−ϕ i )(x) ∪ ∂ ∞ ϕ i (x) ∪ ∂ ∞ (−ϕ i )(x), i = m + 1, . . . , m + r.
Consider the sets
Then their intersection Ω 1 ∩ · · · ∩ Ω m+r is SNC atx.
Proof. Let us show that under the assumptions in (a) one has the inclusions
for i = m + 1, . . . , m + r. To establish (3.8), we observe that {x ∈ X | ϕ(x) 0} × {0} = (epi ϕ) ∩ S with S := {(x, α) ∈ X × R | α = 0}. The assumption 0 / ∈ ∂ϕ(x) ensures that the pair {epi ϕ, S} satisfies the normal qualification condition (3.1). Applying to these sets the intersection formula for basic normals from [18, Corollary 4.5], we obtain inclusion (3.8) for each i = 1, . . . , m. To justify (3.9) for each i = m + 1, . . . , m + r, we apply the same procedure to the intersection {x ∈ X | ϕ(x) = 0} × {0} = (gph ϕ) ∩ S while taking into account that 
Then the set i∈I (x) Ω i is SNC atx.
Proof. Assume without loss of generality that I (x) = {1, . . ., m + r}. Then the result follows directly from Theorem 3.10 due to ∂ϕ(x) = {∇ϕ(x)} for strictly differentiable functions. ✷
Sequential normal compactness of sums and related properties
The main results of this section concern the preservation of the PSNC and SNC properties under summations of set-valued mappings between Asplund spaces. The sum operation has certain specific features that distinguish it from other compositions and allow us to obtain more delicate results in this case than those in Section 5. We also present here some consequences for summations, maxima, and minima of extended-real-valued functions. All the proofs are based on the SNC calculus for set intersections developed in Section 3.
To proceed, we need to recall the construction of the "mixed" coderivative for set-valued mappings. Given F : X ⇒ Y and (x,ȳ) ∈ gph F , the mixed coderivative 
and D * ε F (x, y)(y * ) = ∅ otherwise. Using the definition of the sequential Painlevé-Kuratowski upper limit, we can equivalently write
where one may put ε = 0 if X, Y are Asplund and if F is closed-graph around (x,ȳ). It follows from (3.3) and (4.1) that the only difference between the mixed and normal coderivatives is that the norm convergence of y * →ȳ * is used in (4.1) instead of the
, where the equality holds if dim Y < ∞. Note also that these coderivatives agree for some important classes of mappings into infinite-dimensional spaces (in particular, when F is either convex-graph or strictly differentiable atx), but in general they may be different even for Lipschitzian and Fréchet differentiable (atx) mappings into the Hilbert space 2 ; see [20, Example 2.9] .
The first theorem ensures the preservation of the PSNC property for sums of multifunctions under the mixed coderivative qualification condition. Its assumptions are parallel to those in [15, 20] ensuring sum rules for coderivatives, with the only difference that now the PSNC property is required for both mappings involved in summation. 
is inner semicompact at (x,ȳ), and that for every (ȳ 1 ,ȳ 2 ) ∈ S(x,ȳ) the following hold:
Proof. Take arbitrary sequences ε k ↓ 0, (x k , y k ) ∈ gph(F 1 + F 2 ), and F 2 at (x,ȳ) , it suffices to show that x * k → 0 along a subsequence of k ∈ N. Using the inner semicompactness of S and the closed-graph assumptions of the theorem, we select a subsequence of (y 1k , y 2k ) ∈ S(x k , y k ) that converges (without relabeling) to some (ȳ 1 ,ȳ 2 ) ∈ S(x,ȳ). Consider the two sets 
F (x,ȳ)(0) = {0} if it has the Aubin property around (x,ȳ). ✷
The next corollary provides efficient conditions ensuring the preservation of the sequential normal epi-compact (SNEC) property for sums of extended-real-valued functions. 
Proof. It follows from Theorem 4.1 applied to the epigraphical multifunctions
Now we present results on the preservation of the full SNC (not PSNC) property for sums of set-valued mappings and real-valued functions. These results are similar to the case of PSNC with more restrictive qualification conditions expressed in terms of the normal coderivative (3.3). inner semicompact at (x,ȳ) , and that for every (ȳ 1 ,ȳ 2 ) ∈ S(x,ȳ) the following hold: SNC at (x,ȳ) .
Proof. One can get this following the line in the proof of Theorem 4.1 with the use of Corollary 3.6 instead of Theorem 3.3. ✷ As a consequence of the latter result, we have a singular subdifferential condition ensuring the preservation of the SNC property for linear combinations of real-valued continuous functions. 
Proof. It follows from the above theorem due to representation (3.10). ✷ Our next goal is to study the SNEC and SNC properties of maximum functions in the form
with ϕ i : X → R, i = 1, 2. It happens that the SNEC property of such functions is closely related to the SNC property for intersections of sets and set-valued mappings. The equivalence result below provides, in particular, a singular subdifferential condition ensuring the preservation of the SNEC property under the maximum operation over l.s.c. functions in Asplund spaces.
Proposition 4.6. Let X be a collection of Banach spaces that is closed under finite products and contains finite-dimensional spaces. Then the following assertions are equivalent:
(i) Take arbitrary X ∈ X and functions ϕ i : X → R, i = 1, 2, which are l.s.c. around somē
and satisfy the qualification condition
Take arbitrary X ∈ X and sets Ω i , i = 1, 2, which are closed around somex ∈ Ω 1 ∩ Ω 2 and satisfy the qualification condition
Then Ω 1 ∩Ω 2 is SNC atx if each Ω i is SNC at this point. In particular, the above assertions hold if X is the collection of Asplund spaces. ȳ) and that the qualification condition in (ii) reduces to (4.3). Hence
Proof. Let us show that
To prove (i) ⇒ (iii), we apply (i) to the indicator functions ϕ i (x) = δ(x; Ω i ), i = 1, 2. Then each δ(· ; Ω i ) is obviously SNEC atx, and (4.3) reduces to the qualification condition in (iii). Since max{δ(x;
is SNEC atx, which is equivalent to the SNC property of Ω 1 ∩ Ω 2 at this point. The last conclusion of the proposition follows from Corollary 3.6. ✷
The result obtained allows us to derive subgradient conditions ensuring the preservation of the SNC for continuous maximum (and minimum) functions due to the following observation. (ii) min{ϕ 1 , ϕ 2 } is SNC atx provided that
Proof. It follows from Proposition 4.6 that max{ϕ 1 , ϕ 2 } is SNEC atx. By Proposition 4.7 it remains to show that − max{ϕ 1 , ϕ 2 } is SNEC at this point. Observe that epi(− max{ϕ 1 , ϕ 2 }) = epi(−ϕ 1 ) ∪ epi(−ϕ 2 ). Using Proposition 4.7 again, we conclude that the sets epi(−ϕ 1 ) and epi(−ϕ 2 ) are SNC at the point (x, ϕ 1 (x)) = (x, ϕ 2 (x)). It easily follows from the definition of SNC sets and the decreasing property
of the sets of ε-normals that epi(−ϕ 1 ) ∪ epi(−ϕ 2 ) is also SNC at this point, which implies the SNEC property of − max{ϕ 1 , ϕ 2 }. Asserting (ii) follows from (i) due to
Note that, in contrast to the sum operation in Corollary 4.5, the SNC property of maximum functions is ensured by the same qualification condition (4.3) as their SNEC property. Note also that (4.3) and (4.4) automatically hold if one of ϕ i is Lipschitz continuous aroundx.
Sequential normal compactness of compositions
In the final section of the paper we study the PSNC and SNC properties for compositions
of set-valued mappings G : X ⇒ Y and F : Y ⇒ Z between Asplund spaces and consider some special cases of such compositions. Based on geometric results of Section 3, we obtain efficient qualification conditions for the preservation of these and related properties under various compositions.
The first theorem provides conditions for the preservation of the PSNC property of setvalued mappings under their compositions. Note that the qualification condition in this theorem, involving a combination of the mixed and normal coderivatives of the components, is more restrictive than the mixed coderivative qualification conditions sufficient for the coderivative chain rules in [15, 20, 23] but less restrictive than the corresponding normal coderivative qualification conditions for chain rules imposed in [7, 11, 19] . 
is inner semicompact at (x,z). Assume also that for everyȳ ∈ S(x,z) the following hold:
Then the composition F • G is PSNC at (x,z).
Proof. Take sequences
To justify the PSNC property of F • G at (x,z), we need to show that x * k → 0 along some subsequence. From the first inclusion in (5.1) one has y k ∈ S(x k , z k ) for all k ∈ N. Using the inner semicompactness of S and the closed-graph assumptions made, we select a subsequence of y k that converges (without relabeling) to someȳ ∈ G(x) ∩ F −1 (z).
Consider subsets Ω 1 , Ω 2 ⊂ X × Y × Z defined by Ω 1 := gph G × Z and O 2 := X × gph F , which are locally closed around (x,ȳ,z) ∈ Ω 1 ∩ Ω 2 . It easily follows from the second inclusion in (5.1) that
One can check that all the assumptions of Theorem 3.3 hold for the above sets Ω 1 and Ω 2 with m = 3 and with either J 1 = {1, 3} and J 2 = {1, 2}, or with J 1 = {1, 2, 3} and J 2 = {1} depending on the alternative in (a). Applying Theorem 3.3, we conclude that the set Ω 1 ∩ Ω 2 is PSNC at (x,ȳ,z) with respect to X. This gives by ( 
is PSNC at (z,ȳ); this happens, in particular, when both G and F are SNC at the corresponding points.
(b) {F, G} satisfies the qualification condition
Then the composition F • G is SNC at (x,z).
Proof. To justify the SNC property of F • G at (x,z), we need to show that for any sequences
, and
one has (x * k , z * k ) → 0 along some subsequence. Following the proof of Theorem 5.1, we consider the sets Ω 1 and Ω 2 defined there and observe that [19] and [23] . For example, we present below some results concerning binary operations over real-valued continuous functions that include, in particular, their products and quotients. To proceed, we first establish the following relationship between the SNC property for continuous functions ϕ i : X → R and their aggregate mapping (ϕ 1 , ϕ 2 ) : X → R 2 . Ioffe [7] that the CEL property of closed sets in Asplund spaces can be equivalently described similarly to the SNC property in Definition 2.1(i) with ε k = 0, where the weak * sequential convergence of Fréchet normals is replaced by the weak * convergence of bounded nets. Using this and the results of Fabian and Mordukhovich [13] , we conclude that the SNC and CEL properties agree in weakly compactly generated (WCG) Asplund spaces (in particular, in either reflexive Banach spaces or separable Asplund spaces), while they may be different in the nonseparable setting. Thus the above results concerning the SNC property provide the corresponding CEL calculus in WCG Asplund spaces.
Furthermore, it is proved in [6] that such a weak * topological (bounded net) description of closed CEL sets holds true in arbitrary Banach spaces if the Fréchet normal cone is replaced by the bigger "approximate normal cone." Using this description and the procedure developed above, we can get results on the preservation of the CEL property under various operations on sets and mappings in Banach spaces similar to those obtained for the SNC property in Asplund spaces. The principal difference between these results is that in arbitrary Banach spaces one needs to use, instead of (2.2), (3.3), (3.6), and (3.7), the approximate normal cone, coderivative, and subdifferential of [6] for formulating the corresponding qualification conditions. In this way we get, in particular, analogs of Corollary 3.6, Theorems 3.8, 3.10 (for inequality and Lipschitzian equality constraints), Proposition 4.6, and Theorems 4.4 and 5.4 (with net counterparts of inner semicompactness) ensuring the preservation of the CEL property under general operations in arbitrary Banach spaces. Similar results in this direction related to Corollary 3.6 and a to special case of Theorem 3.8 are obtained by Jourani [9] with a different proof.
