Proteins are one of the most important molecules in organisms. Protein function can be inferred from its 3D structure. The gap between the number of discovered protein sequences and the number of structures determined by the experimental methods is increasing. Accurate prediction of protein contact map is an important step toward the reconstruction of the protein's 3D structure. In spite of continuous progress in developing contact map predictors, highly accurate prediction is still unresolved problem. In this paper, we introduce a new predictor, JUSTcon, which consists of multiple parallel stages that are based on adaptive neuro-fuzzy inference System (ANFIS) and K nearest neighbors (KNNs) classifier. A smart filtering operation is performed on the final outputs to ensure normal connectivity behaviors of amino acids pairs. The window size of the filter is selected by a simple expert system. The dataset was divided into testing dataset of 50 proteins and training dataset of 450 proteins. The system produced an average accuracy of 45.2% for the sequence separation of six amino acids. In addition, JUSTcon outperformed SVMcon and PROFcon predictors in the cases of large separation distances. JUSTcon produced an average accuracy of 15% for the sequence separation of 24 amino acids after applying it on CASP9 targets.
Introduction
Proteins play a vital role in our life because they perform important tasks such as catalysis of biochemical reactions, transport of nutrients, and transmission of signals [1] . The importance of proteins in our life drives biologists to discover more proteins and study their biological functions. The 3D structure of a protein can be used as a good indicator of its function. The determination of 3D structure by biological methods such as X-ray [3] and NMR [4] is very cumbersome and costly [2] .
Despite the improvement in experimental procedures to determine protein structure, the gap between the number of known protein sequences and their structures continues to increase [5] . Therefore, developing new machine learning approaches or improving current approaches to predict protein structure can decrease this gap.
Earlier studies indicate that developing an accurate protein contact map predictor will be very helpful in the reconstruction of protein 3D structure [6] [7] [8] 13] . Accordingly, much research is implemented in this problem due to the current low accuracy [9] [10] [11] .
Researchers have used several techniques to improve the accuracy of prediction. For example, Cheng and Baldi developed a new contact map predictor (SVMcon) that uses support vector machines (SVMs) to predict residues contact in the proteins [9] . Vullo et al. [14] separated the task into two stages. The first stage is devoted for the prediction of the contact map's principal eigenvector (PE) from the primary sequence using bi-directional recurrent neural networks. The second stage is dedicated for the reconstruction of the contact map from the PE and primary sequence based on DAG-RNNs that was described in [10] . The PROFcon method [11] was introduced by Punta and Rost. In this method, they combine information from sequence alignments, predictions of the secondary structure, predictions of solvent accessibility, the region between two residues, and from average properties of the entire protein. All of these inputs are fed to a simple feed-forward neural network with a back-propagation algorithm. Gobel et al. [16] used the correlated mutation approach to predict contact maps. Pollastri and Bladi proposed a new approach called GIOHMMs [10] . This method is based on 2D generalization of bi-directional inputoutput HMMs (BIOHMMs) and bi-directional recurrent neural networks (BRNNs).
CASP and protein contact map definition
Critical assessment of techniques for proteins structure prediction (CASP) is an organization that sets up the criteria for assessment of protein structure prediction in order to improve the quality of research [22] . According to CASP, two residues are considered to be in contact when the 3D physical distance between their C-beta atoms (C-alpha for GLY) is below a threshold value of 8 Å. Accordingly, the contact map for a protein sequence with N amino acids is N Â N binary symmetrical matrix. The (ith, jth) component of the map is 1 if the amino acid pair at ith and jth locations fulfills the connectivity condition. Protein 2D structure can be represented as a contact map as shown in Fig. 1 .
In CASP, three regions are classified according to the distance between an amino-acid contact pair: long-range (at least 24 residues along the sequence), Medium-range (12 6 separation < 24), and Short-range (6 6 separation < 12). Two metrics are used in CASP for measuring the performance: accuracy and coverage. Accuracy is defined as (1):
where True Positives (TPs) is the number of correctly predicted contacts and False Positives (FPs) is the number of incorrectly predicted contacts. Coverage or sensitivity is defined as (2):
Coverage ¼ TP=ðNative contactÞ ð 2Þ
where Native contact is the number of observed contacts. According to CASP, the predicted contact values for all amino acid pairs for a specific protein will be sorted descendingly according to the predicted value. After that, the top X values in the sorted list are used only to calculate the accuracy and coverage. X is usually selected as 2L, L, L/2, and L/5, where L is the protein length. Moreover, according to CASP, selecting X = L/5 is preferred over the others [23] .
Datasets
In order to produce reliable results, proteins used in a trusted benchmarking set are used in this work. Evaluation of automatic protein structure prediction servers (EVA) supports researchers with huge dataset of proteins under specific criteria. In this work, the dataset was downloaded on February 7, 2008 from the EVA servers. Mainly, no pair in a subset has more than 33% identical residues over more than 100 aligned residues [24, 25] . In addition, the preference is given to high-resolution structures. EVA lists on its servers a huge database of protein chains and their PDB files, FASTA files, PSI-Blast files, and other related useful files formats.
A filtering process is applied to eliminate unwanted protein PDB files [26] that have unusable data. These files may give misleading results during training stage. This process was adopted in many previous works [9] [10] [11] . It starts by removing the corrupted PDB files, which may contain erroneous or incomplete data. Then short and long proteins are removed. Short sequences with less than 30 amino acids are removed because most likely they do not have actual structure and may disrupt the system during the training stage, which may result in unreliable outputs for the testing dataset. Long proteins with sequences more 400 amino acids are also removed because they could compromise the computation process in term of processing time. All structures that were extracted using NMR method were removed from the list [27] . Furthermore, proteins that have broken chains were removed.
Generating training and testing datasets
The final dataset used in this work contains 500 proteins after eliminating all unwanted proteins from the original dataset. These proteins were divided into three groups: group-one training proteins, group-two training proteins, and test proteins. The size of each group dataset is 430, 20, and 50 proteins, respectively. For the full dataset and according to CASP criteria, the samples of amino acid pairs are defined as in contact or non-contact. The majority of samples were non-contact. To balance between contact and non-contact samples in the training datasets, all contact samples were used and only 5% of the non-contact samples were randomly selected and used.
Group-one training proteins
Group-one dataset is used to train the first layer of the system. Fig. 2 shows that the first layer contains three parts: Profile-KNN, the secondary structure and solvent accessibility (SSSA) KNN, and the first ANFIS (general information). In order to obtain more accurate results and to increase the generalization capability of the system during the training phase, each part in the first-layer of the system is trained by a dataset, which is 90% randomly, selected from group-one training dataset. Table 1 provides more details about each dataset and the associated number of contact and non-contact samples.
Group-two training proteins
Group-two training dataset is formed from 20 separate proteins. This dataset is generated with the same features and criteria that have been used for group-one training dataset. A 5% randomly selected non-contact samples are used with full contact samples as shown in Table 2 . This dataset is used to select the best K values for the KNN models in the first-layer of the model In addition, it is used as a validation dataset while training the ANFIS in first layer. Furthermore, this dataset is used to select the best model parameters like window size, window count, and factorization numbers (NMF). The full dataset in group two training proteins is used to select the best parameters for the expert system and a suitable filter window size. Finally, it is used to select the best output pattern. For this training group, the accuracy is calculated in a similar way to that for a full protein. After sorting the predicted values, the accuracy is calculated by checking the best 6182 highly predicted items since the number of contact samples in the original set was 6182.
Testing proteins
The testing dataset consists of 50 proteins. All samples should be presented to the model to get full outputs of the testing proteins. The distribution of samples was 22,024 for contact and 1,187,738 for non-contact. Fig. 2 shows the architecture of the new protein contact map prediction model (JUSTcon). It consists of multiple parallel stages of neuro-fuzzy inference system [17, 18] and KNN classifier [19] . Before using this model, one has to select the protein dataset, eliminate unwanted data, and preprocess it as mentioned previously. After the features are extracted, the KNN models are built, which are related to profiles, secondary structure [20, 21] , and solvent accessibility (SSSA). In parallel, An ANFIS model is trained by proteins and samples of amino acid pairs' general information. In the second layer, an ANFIS model works as a combiner that takes the outputs of KNNs and the previous ANFIS to provide an initial prediction of the contact map. Finally, a filtering operation is performed on the initial prediction, which is supervised by a simple expert system that determines the filter window size. This expert system uses the protein type and the needed sequence separation distance to ensure that the amino acid pairs are consistent and have a normal profile.
JUSTcon model

Model preview
The difficulty of building a predictor system comes from the complexity of the protein structure, the variety of features sources, and the huge dataset. These factors drive us to adopt a modular approach that divides the system into parallel-multi-stage systems. Selection of a specific machine leaning system is related to the type of the features; the features that have fuzziness behavior like the general information of amino acid pair should be fed to ANFIS system. On the other hand, the features that could be recognized by the similarity are fed to a KNN system. Furthermore, the second stage is an ANFIS system that works as a merger of the first layer outputs because of the uncertainty in their behavior.
Features selection
Some features have been identified and used by other researchers [9] [10] [11] . The same features are adopted in this work after some manipulation to fit with the machine-learning model. Some of these features are predicated by other servers like secondary structure and solvent accessibility, while the others are obtained from huge databases like PSI-Blast outputs [28, 29] . Using external prediction servers to prepare the features was used in previous research like SVMcon [9] and PROFcon [11] . The features can be categorized as local window features and general information about amino acid pair.
Local window features
This feature set includes information from the protein profile, secondary structure predictions, and solvent accessibility predictions. Five windows of size nine amino acids are used for studying every amino acid pair. Two windows are centered at each amino acid of the studied pair and three windows are selected at equidistance from the segment between the amino acid pair. 4.2.1.1. Protein profile. A protein profile is extracted from the PSIBlast file. This file is based on the output of sequence alignments on sequences stored in multi-databases. EVA server provided us with the PSI-Blast files for every protein included on the dataset. The profile comprises a matrix of 21 rows (20 amino acids and 1 for gab) and the length of the protein as columns. Each cell in the profile represents the frequency of specific amino acid in specific location of the profile.
4.2.1.2. Secondary structure predictions. The secondary structures are predicted using PROFsec tool [30] . This tool uses the PSI-Blast output file as input. According to EVA, the accuracy of the PROFsec is about 76%, which can make a good improvement in contact map prediction. Every amino acid position in a protein chain is represented by three values: Alpha-helix, Beta sheet, and coil. It represents the probability of being at that amino acid.
4.2.1.3. Solvent accessibility predictions. Solvent accessibility is used to increase the prediction accuracy of the contact map using PROFacc [24], which can achieve 78% accuracy. Two values are used from the output of PROFacc: predicted relative solvent (range 0-90) and reliability index (range 0-9).
Amino acid pairs general information
For specific amino acid pair, the general information is represented by six inputs. The length of the protein plays an important role as well as the distance between amino acid pair. Affinity score, which is a statistical value, represents how much specific amino acid is most likely to be in contact with other amino acids. Finally, the average of probabilities of Alpha-helix, Beta-sheet, and coil between the amino acid pair are used as three inputs.
Features vectors preprocessing
In order to reduce the size of features vectors and extract important features, Non-negative Matrix Factorization (NMF) [31] is used. In the case of profile features, the size of features vector is 21 times the window size. For that, the profile features vector is reduced using NMF with a 25% factorization factor. On the other hand, the size of the features vector in the case of the secondary structure is three times the window size, while it is twice the window size in the case of the solvent accessibility. In both cases, NMF will represent the features vector by a new one with a same size and extract hidden and important features.
One of the most known tools for NMF algorithm is bioNMF. This tool contains a user-friendly graphical interface to interactively explore results and facilitate the data analysis process. Standard NMF implements the classical Lee and Seung [32] NMF algorithm, which was used in this work.
KNN model
KNN model is a simple approach that selects the nearest K samples from the training dataset to the testing sample vector. After selecting the closest K training samples, their outputs are summed then divided by K. Selecting the best K value is obtained by applying a different dataset that is not included in the training set of KNN model. After that, the K value that has the largest accuracy is used on testing dataset.
In both KNN models, after selecting the main parameters including the window size, window count, and factorization factor, a simple operation is performed to select all possible windows from the first group of training dataset. These windows are used to train the NMF model to produce the H matrix (Encoding vector), which is used to convert any sample window to a new one.
In the training stage of the NMF model, some preprocessing was done on the NMF training windows. First, each vector's mean is mapped onto 0 and deviation onto 1. Then, an offset value is added to avoid negative values, which is a precondition of the NMF. The same operations are performed on all samples. Therefore, the same mapping parameters and the same offsets will be used in any window sample from the training or testing datasets to give correct results when it is multiplied by the encoding vector.
For example, in the case of profile KNN, assuming the window size is five, and the factorization factor is 25%. The original window Table 3 The affinity score matrix. size (profile size) is 105 (21 Â 5 = 105). After preprocessing, the encoding matrix of the profile NMF model will have a size of 105 Â 26 (25% Â 105 = 26). As a result, the profile NMF model will be trained using the all possible windows in the group-one training dataset to generate that Encoding matrix. Then, a protein with N Â 105 matrix, where N is the number of samples in that protein and 105 is the original window size is extracted. After that, the generated matrix N Â 105 will be multiplied by the encoding matrix (105 Â 26), a new reduced matrix will be generated with N Â 26 size. In the SSSA-KNN model, the feature vector consists of predicted secondary structure and solvent accessibility as one combined vector.
General information ANFIS
In this stage, an ANFIS model is used to predict the contact for given samples. One of the feature factors is affinity score. This feature was calculated statistically from Group 
where Contact (A, B) is the total number of contacts between (A) and (B) in the group-one full training dataset and NonContact (A, B) is the number of non-contacts between (A) and (B). The amino acid pair was calculated for pairs with separation distance P6. Table 3 shows the generated affinity score from the group-one full training dataset after scaling it in the range from 0 to 1. After generating the dataset for ANFIS-Layer one, fuzzy subtractive clustering with a cluster's center range of influence of 0.25 was used to determine the number of rules and antecedents membership functions [33, 34] . GenFis2 function in Matlab@Mathworks was used for this purpose. Using this function, six fuzzy rules were generated. After that, the ANFIS model is trained using the ANFIS training dataset and group-two training dataset for validation.
The initial contact prediction ANFIS model
In this step, we train the ANFIS in layer-two, which works as a merger of the outputs from the previous layers and provides the initial prediction of the contacts. The training is done by using group-two training dataset and 20 randomly selected proteins from group-one training dataset. The contact samples were 11,597 and non-contact samples were 25,314. Similar to the previous ANFIS model, GenFis2 was used to generate suitable fuzzy rules that comprise three rules. Then, the group-two training dataset was used to train the ANFIS model.
Post processing -filter
The final step after generating the initial contact image is to filter the output. The filtering is performed using N Â N special averaging windows. Fig. 3 shows an example of that filter with window size 2. The filtering operation is based on the idea that the contacting behavior of amino acid pairs, which are close to each other in a small window, could be generally consistent and have a normal profile. That is, if amino acid i is in contact with amino acid j, the connectivity should fall down or rise up gradually as we go away from j as can be seen in Figs. 4-6 . In all cases, the filter output is calculated as in Eq. (4). In general, the filter role is to give extra weight to the predicted contact value of amino acid pair that is in contact and has regular connectivity behavior around it. On the contrary, it will decrease the weight of the predicted contact value of amino acid pair that has irregular connectivity pattern. Consequently, the sort operation will set the predictions of amino acid pairs that have regular pattern on the top of the list to enter accuracy and coverage analysis. The output of the filter is given by:
where Wj is the type of the window (1 horizontal, 2 vertical, 3 parallel connection, and 4 anti-parallel connection), WS is the window size, Contact (k, l) is the value of contact map at specific index (k, l), k and l are calculated according to Wj and i, and Abs is the absolute value. It is clear that the cases of parallel (Wj = 3) and anti-parallel (Wj = 4) will not occur in the same sample. Therefore, the filter selects the higher value in calculating the final output for that specific amino acid pair. As a result, the final output is given by (5): 
Selecting the best parameters for the KNN Models
The parameters that play a major role in generating the KNN model are the window size, the window count, the NFM Fig. 7 . The contact output patterns, (1) the contact value in pattern 1 is calculated proportional to separation physical distance between amino acid pair. (2) The contact value in pattern 2 is 1 for all distances from 0 to 8 A and it then linearly decreases to zero at 16 A distance. (3) The contact values in pattern 3 are Boolean with a separation point at 8 A; the contact for distances <8 A is 1 and 0 otherwise.
Table 5
The accuracy (L/5) when changing the filter window size with separation P6, P12 and P24. factorization percentage, and the K value. In order to select the best parameters, group-two training dataset was applied to both systems by changing these parameters. In addition, the value of K in the KNN model is varied from 1 to 46 to select the value that produces the best accuracy. After studying the effect of changing the main parameters, the Profile KNN parameters were: window size = 9, window count = 5, and NMF factorization percentage = 25% and the parameters for the SSSA KNN model were: window size = 9 and window count = 5. The next step was selecting the best K values for both models as shown in Table 4 .
The first column shows the contact value pattern according to Fig. 6 , the second column shows the KNN model either for Profile or SSSA, the third column shows the best K value should be used, and the forth column shows the accuracy of testing that on the group-two data set
Contact output patterns
In this study, three output patterns were studied which represent the contact behavior between amino acid pairs. Fig. 7 shows the output patterns where X-axis represents the physical separation distance between amino acid pair in Angstrom and the Y-axis shows the contact value.
Selecting the best output pattern
In order to select the best output pattern to be used for the testing dataset, the full model is used on a protein dataset. This protein dataset is the same 20 proteins, which were used for generating the group-two training dataset. Using the best parameters that were found in last sections for each pattern, the accuracy of (L/5) is calculated for each pattern with changing the filter window size to study the full behavior of each pattern. Changing the filter window size will result in different accuracies that are averaged for each pattern. Table 5 shows the results after applying the full model on the 20 proteins using different filter window sizes and output patterns for different separations.
This table shows the accuracy after applying the system with preferred parameters on the full mode of the group-two dataset. The first column shows the pattern different types, the second column shows the separation distance between amino acids pair, and the other columns show the accuracy when changing the filter window size.
It is clear from the results that the average accuracy of the first pattern is better than the other patterns. Therefore, pattern one will be used for the rest of this study for generating final proteins contact map images. There is no conflict between JUSTcon and CASP or other prediction systems since they use pattern three and we use pattern one. We use pattern one as a representation of the data to feed the JUSTcon model so we do not break the rule by using different pattern. However, in this work we use pattern three to calculate the accuracy and coverage of the final output according to CASP criteria.
Building the expert system
In order to select the best window size for the filter, an expert system is added in the final stage, which selects the suitable window size based on two factors: the protein general class and the minimum sequence separation distance.
To build an unbiased expert system, we will use the same 20 proteins dataset that were used before to generate group-two dataset. This protein dataset was applied on the full model in order to study the effects of the protein type and the minimum separation distance on selecting the best filter window size. Table 6 shows the results after testing on group-two proteins. The rows show the window size according to a specific separation and the columns show the type of protein extracted from its prediction file, which was generated from PROFsec. In this experiment, the accuracy of (L/5) was used to decide the best window size.
First column shows the separation distance, the first row shows the type of the protein, and the internal cells shows the preferred window size for the filter.
The protein type is determined by calculating the predicted values of secondary structure from the output of PROFsec. The This table shows the full prediction output of the testing dataset. First column shows the protein name as PDB code and its chain, the second column shows the SCOP type (Alpha, Beta, Alpha/Beta and Alpha + Beta), the third column shows the length of the protein, the other columns show the accuracy and the coverage of the prediction for different separation sequence (P6, P12 and P24) and different number of select contact pairs (2L and L/5).
PROFsec predicts the secondary structure type on specific amino acid including more alpha, more beta, and others. Therefore, for each protein, a summation was done for each type in all amino acid sequence, and then the most frequent type was used to represent the type of the protein.
Results and comparisons
Testing JUSTcon and comparison with other predictors
After tuning the JUSTcon full model, it was tested and compared with other predictor servers. The testing dataset consists of 50 proteins. All samples should be presented to the model because of the need to get full outputs of the testing proteins. The outputs of the test dataset after presentation to the model are used to construct the contact map of the protein as shown in Table 7 . Table 8 shows all testing protein chains, protein length, SCOP type [5] , the number of contact pairs, the accuracy, and the coverage for 2L and L/5 under sequence separations P6, P12, and P24, respectively.
The performance of JUSTcon was compared with that of SVMcon [9] and PROFcon [11] in term of accuracy because they produced very good accuracy in CASP5 and CASP7. The comparisons will consider many factors to study the points of strengths and weaknesses of JUSTcon including the sequence separation distances (Separation P6, 12, 24), the length of the proteins for three categories: Short (Length < 153), Middle (l53 < length < 276) and Long (276 < length < 400), and the SCOP type (Alpha, Beta, Alpha + Beta, Alpha/Beta). Table 9 shows the accuracy and the coverage of the three predictors using different separation distance P6, P12 and P24 and different number of select contact pairs (2L, L, L/2 and L/5). These results prove that JUSTcon outperforms SVMcon on the average by 10% and PROFcon on the average by 35%, especially, when the separation distance P12 and 24. This is becoming more significant because CASP is focusing now on getting good accuracy for separation distance P24.
The other set of experiments were conducted to study the behavior of JUSTcon while changing the type and the length of testing proteins. Table 10 shows the accuracy of the three predictors for separation distance P6, P12, and P24 using different length types.
In addition, the effect of protein SCOP types is studied. Table 11 shows the accuracy of the three predictors for separation distances P6, P12, and P24 using different protein SCOP types.
These results also prove that JUSTcon outperforms SVMcon and PROFcon on the average by 48.7% and 89.4%, respectively in term of predictions for short proteins and it has an acceptable accuracy in the cases of middle and long proteins. Furthermore, the comparison shows that JUSTcon outperforms SVMcon and PROFcon on the average by 34.8% and 58.5%, respectively for Alpha + Beta type and Alpha/Beta protein SCOP types and it has an acceptable accuracy for Alph and Beta types. According to some previous studies [10] , generating a contact map using top L contacts with an accuracy >30% can be used to produce a 3D view of the protein with low resolution, which already has been achieved by JUSTcon.
Applying JUSTcon on CASP9 targets
JUSTcon was applied on the targets of CASP9 [12] to study its performance in comparison with the other state of the art predictors. The CASP9 evaluation criteria focuses on the contact between residues with sequence separation P24. Similar to CASP9, the analysis was performed on FM and TBM/FM domains only so 28 domains were tested. According to [15] the average accuracy of the participant groups where 16.5%, 18% and 20% for L/5, L/10 and Top 5 respectively. The average accuracy of JUSTcon was 15%, 19% and 23% for L/5, L/10 and Top 5 respectively.
In the Fig. 8 , the accuracy of the prediction per target is shown. We included the average prediction accuracy of CASP9 groups for (L/5). From the Fig. 8 , JUSTcon exceeds the average accuracy of CASP9 on several targets.
The previous analysis shows that JUSTcon is in a good level from the other competitor servers and located on the top third. So we believe that some minor improvements will make JUSTcon a high competitor.
In the Fig. 9 the top two accurately predicated targets by JUSTcon (T0604-D1 and T0553-D1) were represented as contact map images. The upper right side represents the predicated contact image and the left down side represents the actual contact map. Table 9 Accuracy and coverage comparison between JUSTcon, SVMcon and PROFcon with different separation sequences and different number of selected amino acids pairs.
Server
Separation Accuracy Coverage Table 10 Accuracy comparison between JUSTcon, SVMcon, and PROFcon with different protein lengths.
Server 
Conclusions
In this work, we have proposed a new machine-learning model (JUSTcon) for protein contact map prediction. The model is based on adaptive neuro-fuzzy inference system (ANFIS) and K nearest neighbors (KNN) algorithm. Our proposed model is novel in the domain for protein contact prediction in terms of its architecture and accuracy. The model has the ability to produce a set of amino-acid pairs predictions, which are more likely to be in contact.
The model uses many features that are extracted from the protein PDB files and other protein structure predictor. All of the proteins data are preprocessed and filtered to ensure correctness before the features are extracted. The features are then divided into three groups: profiles, secondary structure and solvent accessibility (SSSA), and general information. Each group is processed by its own phase that runs in parallel with the others. The first two groups, namely profiles and SSSA, are fed into their KNN models, while the amino acid pairs'general information features are processed by their own ANFIS model. The outputs from the KNN and ANFIS models are then passed to another ANFIS model in the second stage that works as a combiner and provides initial predictions. Finally, a filtering operation is applied on the final outputs and the window size of the filter is selected by a simple expert system. This expert system selects a suitable Filter window size based on the type of the protein and the targeted sequence separation distance. Generated contact map using top L contacts with an accuracy >30% can be used to produce a 3D view of the protein with low resolution, which already has been already achieved by JUSTcon since the average accuracy is 32% for L and can reach 45.5% for L/5. On the other side, the comparison with other competitor servers proves that JUSTcon outperforms the other predictor on the average by 10% for SVMcon and 35% for PROFcon. In addition, these results also prove that JUSTcon outperforms SVMcon and PROFcon on the average by 48.7% and 89.4%, respectively in term of predictions for short proteins and it has an acceptable accuracy in the cases of middle and long proteins. Furthermore, the comparison shows that JUSTcon outperforms SVMcon and PROFcon on the average by 34.8% and 58.8%, respectively for Alpha + Beta type and Alpha/Beta protein SCOP types and it has an acceptable accuracy for Alpha and Beta types. In other side, JUSTcon produced an average accuracy of 15% for the sequence separation of 24 amino acids after applying it on CASP9 targets. 
