Sierpinski's triangle is a fractal and the Prouhet-Thue-Morse word is sufficiently chaotic to avoid cubes. Here we observe that there is at least a tenuous connection between them: the Sierpinski triangle is evident in Pascal's triangle mod 2 whose inverse, as an infinite lower-triangular matrix, involves the Prouhet-Thue-Morse word.
Pascal's triangle mod 2 (Fig. 1b) is a discrete version of the fractal known as the Sierpinski triangle [1] . Left-justified, it forms an infinite lower-triangular (0,1)-matrix S with 1s on the diagonal (Fig. 1c ).
Pascal's triangle
Pascal's triangle mod 2
Pascal's triangle mod 2 as an infinite matrix S 1 1 1 1 2 1 1 3 3 1 1 4 6 4 1 . . . The Prouhet-Thue-Morse word on a 2-letter alphabet {a, b} can be formed as follows. Start with a, switch letters and append to get ab. Again switch letters and append to get abba. Repeat to get abbabaab and iterate. The result is the infinite Prouhet-Thue-Morse word t(a, b) (t for Thue) that crops up in diverse contexts [2] . Here we observe that the word t is related to the matrix S. Theorem 1. S −1 is a (−1, 0, 1)-matrix. It has the same pattern of zeroes as S and the nonzero entries in each column form the Prouhet-Thue-Morse word t(1, −1). This is an immediate corollary of a more general result, Theorem 4 below.
For nonnegative integers i and j, say i is (binary-)free of j if the binary expansion of i has 0s in the positions where j has 1s, equivalently, if the operation of adding i and j in base 2 involves no "carries". By Kummer's well known criterion for the power of a prime dividing a binomial coefficient [3, Ex. 5.36], i is free of j ⇔ i+j j is odd. Thus the matrix S has 0s precisely in the positions (i, j) where i − j is not free of j. For nonnegative integer n, let b(n) denote the sum of the binary digits of n. For example, 6 2 = 110 and b(6) = 2. The Prouhet-Thue-Morse word t(1, −1) has the explicit form (−1) b(n) n≥0 [2] . With x an indeterminate, let S(x) denote the infinite lower-triangular matrix defined by and   0 otherwise.
Thus Proof First, as an example, consider i = 47, j = 9 and k between j and i of the form displayed, where a, b, c are bits (0 or 1) and a prime superscript indicates the complementary bit: a ′ = 1 − a.
integer binary expansion
Here, i − j is free of j. Also, k has 1s where j has 1s and 0s where i has 0s. And so i − k is free of k and k − j is free of j and these are the only such k. In the sum i k=j S(x) ik S(y) kj for the (i, j) entry of S(x)S(y), k contributes x a ′ +b ′ +c ′ y a+b+c and the sum over all bits a, b, c is (x + y) 3 , the (i, j) entry of S(x + y). This works in general, as we now demonstrate.
Suppose i ≥ j. The (i, j) entry of S(x)S(y) is i k=j S(x) ik S(y) kj . For 0 ≤ k ≤ i, if i − k is free of k then both must have 0s in the positions where i has 0s. The bits of k in the positions where i has 1s are arbitrary, and then i − k has the complementary bits in these positions. For example, with i = 1 0 1 1 1 1 (in binary), k must have the binary form a 0 b c d e so that i − k = a ′ 0 b ′ c ′ d ′ e ′ . If, further, k ≥ j and k − j is free of j then the bits of k are further restricted: they must be 1 in each position where j has a 1. In short, if i − k is free of k and k − j is free of j, then k must have 0s where i has 0s and 1s where j has 1s and is unrestricted where i has a 1 and j has a 0. In particular, the existence of k ∈ [j, i] with i − k free of k and k − j free of j implies that i must have a 1 in each position where j has a 1 and hence i − j is free of j. So, if i − j is not free of j, then S(x)S(y) ij = i k=j 0 = 0 = S(x + y) ij . On the other hand, if i − j is free of j, suppose there are t ≥ 0 positions where i has a 1 and j has a 0 (and so b(i − j) = t). As above, the k ∈ [j, i] for which i − k is free of k and k − j is free of j are unrestricted in these positions and both i − k and k − j have 0s in all other positions. Hence 
