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Abstract 
In contrast to Hermitian systems, eigenstates of non-Hermitian ones are in general non-
orthogonal. This feature is most pronounced at exceptional points where several eigenstates are 
linearly dependent. In this work we show that near this point a new effect takes place. It exhibits 
in energy increases in the system when its parameters change periodically. This effect resembles 
parametric resonance in a Hermitian system but there is a fundamental difference. It comes from 
the unique properties of the exceptional point that leads to parametric instability that occurs 
almost at any change in a parameter, while in the case of Hermitian systems it is necessary to 
fulfill resonance conditions. We illustrate this phenomenon by the case of two coupling 
waveguides with gain and loss. This phenomenon opens a wide range of applications in optics, 
plasmonics, and optoelectronics, where the loss is an inevitable problem and plays a crucial role. 
 
Introduction 
Recent developments in nanoscience have led to dramatic decreases of system size. The 
inherent properties of such small-size systems are the impossibility of separation of the 
environment from the system under consideration. Interaction with the environment leads to the 
dissipation of energy in the system. For this reason, the investigation of open and, in particular, 
non-Hermitian systems has been the main topic of physics in the last decade [1-21]. 
Besides the problem of loss compensation, non-Hermitian systems attract attention due to 
their specific properties which do not occur in Hermitian ones. In general cases, the eigenstates 
  of non-Hermitian systems are not orthogonal [2, 3, 22], unlike those of Hermitian ones. The 
maximal degree of non-orthogonality is reached at the exceptional point (EP), where some of the 
eigenvectors become linearly dependent [3]. 
Non-orthogonality of eigenstates leads to non-reciprocal propagation and energy oscillations 
when the total energy in the system oscillates in the propagation in waveguides [2, 22]. Also, due 
to the non-orthogonality of eigenstates, non-Hermitian systems may exhibit non-exponential 
transient behavior [23] when all the eigenstates are decaying. In this case the field amplitude 
increases compared with the initial value in the first stage and decreases exponentially in the 
second stage [23]. Among other non-Hermitian systems the PT-symmetric ones are under active 
consideration [4-6]. An unique property of these systems is their spectrum may be both real and 
complex [1-6]. In PT-symmetric systems, the EP and the point of phase transition from real 
spectrum to complex one coincide [2, 3]. 
In this letter we investigate the behavior of a non-Hermitian system with parameters which 
change periodically. We show that in this type of system a new effect parametric instability near 
the exceptional point (PIEP) takes place. This effect is the increase of energy in the system due 
to periodical changing of parameters. This effect resembles parametric resonance in the 
Hermitian system but there are two fundamental differences. First, in a Hermitian system, energy 
increases simultaneously with changes in parameters and remains constant otherwise [21]. In the 
case of PIEP, energy increases take place when parameters do not change and all eigenmodes 
are decaying ( 1Im 0E  , 2Im 0E  ) and energy decreases when parameters change. The second 
difference comes from the unique properties of the exceptional point. When the system is near 
the exceptional point, parametric instability occurs when there is almost any change in a 
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parameter, while in the case of a Hermitian system it is necessary to fulfill certain conditions 
[24]. 
We illustrate the phenomenon of PIEP in the case of two coupling waveguides with gain 
and loss when the loss in one waveguide is more than the gain in the other. In this system, total 
energy may increase indefinitely even when all waveguide modes are always decaying. This 
phenomenon opens a wide range of applications in optics, plasmonics, and optoelectonics, where 
loss is an inevitable problem and plays a crucial role. 
 
Non-orthogonality of eigenstates of non-Hermitian systems: energy oscillations and non-
exponential transient behavior 
Before introducing the concept of PIEP, we recall the important properties of non-Hermitian 
systems. For simplicity, we consider a two-dimensional non-Hermitian system with two 
eigenstates 1  and 2  (here and later we use Dirac's notation). We use normalization 
1 1 2 2 1     . 
In a Hermitian system, 1 2 2 1 0      and 1 2Im Im 0E E  , so the energy is 
determined by the energy of each mode and does not depend on the time: 
2 2
1 1 2 2E E a E a  . (1) 
In a non-Hermitian system,  *1 2 2 1 0      and the energy of the system is 
determined not only by the mode amplitude but also by mode overlapping [25]. If the 
eigenvalues of the system are real, that is, 1 2Im Im 0E E  , then we have 
    2 21 1 2 2 1 2 cosE E a E a E E A t t       , (2) 
where 1,2a  are initial amplitudes of the eigenstates 1,2 ,  *1 2arg a a ,  1 2Re E E   and 
*
1 2 1 2A a a    (see Supplementary material). We suppose that the origin of time is 
1 2arg /t    . In other words, the energy of the system oscillates with frequency 
 1 2Re E E   [2, 22] (see Fig. S1 in Supplementary material). 
If all the eigenstates are decaying, that is, 1Im 0E   and 2Im 0E  , then non-Hermitian 
systems exhibits non-exponential transient behavior [23]. In this case the field amplitude 
increases compared with the initial value in the first stage and decreases exponentially in the 
second stage [23] (see Fig. S1 in Supplementary material). In other words, the energy has 
maxima. We designate the diagonal term in (2) as 
2 2
1 1 2 2
avE E a E a   and the non-diagonal 
ones in (2) as  cososcE t  . Note that avE  equals the time-average value of energy. 
 
Parametric amplification in the system with non-orthogonal eigenstates 
Energy oscillation, which we describe above, can be used for parametric amplification of the 
energy. To show this, we expose periodic perturbation in the system, which redistributes the 
energy between diagonal and non-diagonal terms. Let the perturbation turn on at time it t  and 
turn off at time ft t  so that the parameters of the system take unperturbed values. 
In addition, we require that this perturbation does not change the energy of the system. Then 
in the case in which 1 2Im Im 0E E  , from Eq. (2) we have the following relation: 
   cos cosav osc av osci i i i f f f fE E t E E t        , (3) 
where subscripts i  and f  correspond to initial and final values. Here  f ft   denotes the 
phase mismatch between the amplitudes of the first and second eigenmodes after perturbation. 
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Because oscillations during perturbation have a frequency which differs from  , the term ft  is 
not connected with system dynamics and is used for unification notation. The diagonal part of 
the energy avfE  equals 
   cos cosav av osc oscf i i i i f f fE E E t E t        . (4) 
Now we choose the perturbation such that at initial time it t  the non-diagonal part is 
positive, that is,  cos 0i it   , while at ft t  it is negative, that is,  cos 0f ft   . In 
such case the diagonal part of the energy at the end of the perturbation will be larger than that at 
the begin of the perturbation. Note that at the same time the total energy of the system does not 
change (see Fig. 1). The most favorable case for increasing the diagonal part of the energy is 
when  cos 1i it    and  cos 1f ft   . In this case the diagonal part of the energy after 
perturbation av av osc oscf i i fE E E E    is larger than both the diagonal part of the energy aviE  and 
the highest possible value of the total energy of the system av osci iE E  before perturbation. In 
other words, after perturbation, the diagonal part of the energy and the highest possible value of 
the total energy of the system increase. Now if we repeat such a perturbation with the period 
which is equal to an odd number of half periods of energy oscillation, e.g. 
 1 2/ 2 / ReT E E   , we will have permanent growth of the energy in the system (Fig. 
1). 
 
FIG. 1. (Color online) The dependence of the energy in a system with perturbation on time. 
Black dashed vertical lines denote the start and end times of the perturbations. Red horizontal 
dashed lines denote the average value of the energy (diagonal part) between perturbations. 
 
The growth of the energy in the system may take place even when all the eigenvalues are 
constant and have negative imaginary parts, that is, 1Im 0E  , 2Im 0E   (see Fig. S2 in 
Supplementary material). In this case perturbation in the system redistributes the energy between 
diagonal and non-diagonal terms, as in the previous case. The total energy of the system 
increases in the time interval when all the eigenvalues are constant and have negative imaginary 
parts ( 1Im 0E  , 2Im 0E  ), while during perturbation, energy decreases. This statement points 
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out the first difference between parametric instability in a non-Hermitian system and parametric 
resonance in a Hermitian one where energy increases simultaneously with changes in 
parameters. 
 
Describing suitable perturbation 
As we mentioned above, to realize the increase in energy in the system it is necessary that 
 cos 1i it    and  cos 1f ft   . In a non-Hermitian system such perturbation is 
simply realized near EP, where two eigenstates almost coincide with each other, 1 2  . Let 
us introduce the normalized state   which is orthogonal to that of the eigenstate: 
1 0   , 1    . Then the second eigenstate 2  can be written in the form 
*
2 11 c c c     , where 2c   . Note that near the EP we have 1c   (see 
Supplementary material). In time it t , let the system state be 
 21 1 2 2 1 1 2
1
expi
a
a a a i
a
     
        
, 
(5) 
where      22 1 2 1 1 2 1arg / arg / arga a a a a a a     . Note that we have the same phase   as in 
Eq. (2). 
Consider an external perturbation that changes the system parameters such that in time 
ft t  the system state takes the form 
1 1 2f b b    . (6) 
Expansion f  in the system eigenstate gives 
*2 2
1 1 21f
b b
b c c
c c
         . 
(7) 
From (7) we see that when perturbation is such that 2 1/b b c , the amplitudes of the 
eigenstates after perturbation (expansion coefficients of f  in (7)) are approximately equal by 
modulus and have opposite signs: 
*2 2
1 1
b b
b c c
c c
       . 
(8) 
Equations (8) show that the final state corresponds to the phases  cos 1f ft   . So, if the 
chosen the initial state corresponds to the phases  cos 1i it   , then perturbation satisfies all 
necessary conditions for observation of energy amplification. Note that after a half period of 
energy oscillation,  1 2/ 2 / ReT E E   , we have  cos 1t    and perturbation may 
be repeated. Here we point out the second difference between parametric resonance and 
parametric instability. Note that near EP, 2 0c     and condition 2 1/b b c  are 
satisfied automatically! This means that almost any perturbation results in increasing energy, 
while in the case of parametric resonance in the Hermitian system it is necessary to fulfill certain 
conditions [24]. This key point allows us to consider this effect as a new phenomenon: 
parametric instability near the exceptional point (PIEP). 
It is very important to emphasize that the non-Hermitian character of the system is crucial. 
Indeed, in the Hermitian system all eigenstates are orthogonal ( 2 1c    ) and the energy 
of the system does not depend on the phase mismatch between the amplitudes of eigenstates 
because of the orthogonality of the eigenstates. 
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To sum up, in a non-Hermitian system, a certain change of the system parameters leads to 
increasing energy. Note that in EP it happens at any change. Such an increase arises due to 
energy transfer from the oscillating non-diagonal part to the diagonal part. As a result, the 
diagonal part of the energy and the amplitude of the eigenstates also increase. 
If we change the system parameters periodically with the period which is equal to an odd 
number of half periods of energy oscillation, e.g.  1 2/ 2 / ReT E E   , then we will 
have permanent growth of the energy, which is limited only by nonlinear effects. 
 
PIEP in an optical system 
Above we define the conditions at which PIEP takes place. Now we give an example of a 
system with PIEP. Let us consider a system consisting of two coupling waveguides in which the 
real parts of the waveguides refractive index are equal, that is, 1 2Re Ren n , while the 
imaginary parts are different and have opposite signs, that is, 1Im 0n  , 2Im 0n  , and loss 
exceeds gain, 1 2Im Imn n  [14], and the distance between waveguides changes with the period 
see Fig. 2. 
 
FIG. 2. (Color online) The dependence of field intensity 1 0/u u  in the first waveguide (blue solid 
line) and 2 0/u u  in the second one (red dashed line) on the coordinate along waveguides z . 
   0 1 20 0u u z u z     is the initial amplitude in both waveguides. The distance between 
waveguides changes with the period  1 2/ 2 / ReT E E   , perturbation length z  , 
2 32.5 10g   , 35 10    and 2 21.01g   outside the perturbation region and 2 24 g   
inside the perturbation region. Inset: system under consideration. 
 
Let the z-axis be directed along the waveguides and let the amplitudes of the waveguides 
electric fields be 1u  and 2u . In coupled-mode theory [1, 14, 25], the dependence of the field 
amplitude on the coordinate z while it propagates is described by the following system: 
 
 
*
1 1
2 2
u ui ig zd
i
u uz i igdz
  
  
     
            
, 
 
(9) 
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where   is the real part of the wavenumbers. For symmetry, we introduce half of the sum of the 
imaginary parts of the wavenumbers   (which corresponds to common background damping or 
amplification) and half of the difference between the imaginary parts g .  z  is the coupling 
constant, which depends on the distance between waveguides. Equations (9) for the system of 
two coupled waveguides are equivalent to the Schrodinger equation for the two-level non-
Hermitian system with the replacement of time t  at inversion coordinate z . 
When the coupling constant   does not depend on coordinate z , the system energy 
2 2
1 2E u u   non-exponentially depends on the distance z : at first the energy grows due to 
non-orthogonal eigenmodes of the system; then this growth is changed by the exponential decay, 
and as a result the energy tends to zero when z  ; see also Fig. S1 in Supplementary material 
and [23]. 
We consider the case when the distance between waveguides is constant except for the 
region with length z  (a perturbation length), which are repeated with period z . In this 
situation parametric instability near the exceptional point may be observed. PIEP leads to the 
growth of energy in the system (Fig. 2). The energy growth may occur even if we choose the 
values of system parameters at which eigenmodes are always decaying. For example, imaginary 
parts of the eigenvalues of the system from Fig. 2 is always positive and the eigenmodes are 
decaying (see Supplementary material). Note that energy before perturbation iE  is no less than 
energy after perturbation fE , see Fig. 2. That points out the difference between PIEP and 
ordinary parametric resonance in the Hermitian system. 
To observe PIEP, it is necessary that before perturbation the state has the value 
 cos 1i iz   , while after perturbation the state has the value  cos 1f fz   . Here 
z   is the phase difference between the amplitudes of eigenmodes. 
In the previous section, it has been shown that near the EP any perturbation is suitable. This 
statement is confirmed by numerical simulation: condition  cos 1f fz    is satisfied for a 
wide range of perturbation lengths z  (Fig. 3). Moreover, when the system parameters tend to 
EP, the suitable perturbation length increases (Fig. 3). 
 
FIG. 3. (Color online) Red solid line: the dependence of the ratio (logarithmic scale) of the 
transmission coefficient of perturbed pertt  to unperturbed unpertt  systems on the perturbation 
length z . Blue dashed line: the dependence of the value  cos f fz   after perturbation on 
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the perturbation length z . For both lines (red and blue) 2 21.01g  . Black dotted line: the 
dependence of the value  cos f fz   after perturbation on the perturbation length z , in the 
case of 
2 21.001g  . EP corresponds to the case when 2 2g  . Other parameters are the 
same as in Fig. 2. The initial state is  1 2i a    . 
 
For a perturbation length z  for which  cos 1f fz   , the transmission coefficient of 
the perturbed system is larger than that of the unperturbed system (Fig. 3). 
The opposite situation is realized only for a small region z  at which  cos 1f fz    
(see Fig. 3). It is important that the transmission coefficient of the perturbed system is larger 
even if the period of perturbation var  does not coincide with its optimal value 
 1 2/ 2 / ReT E E    (Fig. 4). From Fig. 4 it is seen that energy amplification takes place 
at almost any perturbation. So, it is possible for the energy to be unlimitedly amplified in the 
system where loss is dominated by gain and all eigenmodes are decreasing. This effect is 
connected with the new physical phenomenon, parametric instability near the exceptional point, 
which was described in the previous sections. 
 
FIG. 4. (Color online) The dependence of the ratio (logarithmic scale) of the transmission 
coefficient of perturbed pertt  to unperturbed unpertt  systems on the perturbation period var  (in 
units of the optimal period  1 2/ 2 / ReT E E    and the perturbation length z , 
2 21.001g  . Other parameters are the same as in Fig. 2. 
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All previous consideration concerns a linear system. However, when the amplitude 1,2u  
increases it is necessary to take into account nonlinear effects which are connected with 
saturation of the active medium. PIEP takes place in this case too (see Supplementary). The 
difference is that the energy grows to some finite value (see Fig. S3 in Supplementary material), 
which depends on the perturbation parameters z  and  . More careful analysis we give in 
forthcoming paper. 
 
Conclusion 
In non-Hermitian systems, eigenstates are non-orthogonal. The maximal degree of non-
orthogonality corresponds to EP, where several eigenstates coincide. In the present work, we 
show that non-orthogonality allows us to observe a new effect, parametric instability near the 
exceptional point (PIEP), which results in increasing energy when the system parameters are 
periodically changed. This increase takes place even when all system eigenstates are decaying. 
This effect has two features which distinguish it from parametric resonance in a Hermitian 
system. First, in a Hermitian system, energy increases simultaneously with changes in 
parameters and remains constant otherwise. In the case of PIEP, on one hand, an increase in 
energy takes place when parameters do not change and all eigenstates are decaying, and on the 
other hand, a decrease in energy takes place when the parameters change. The second difference 
comes from the unique properties of the exceptional point. When system is near EP, parametric 
instability occurs with almost any parameter change, while in the case of Hermitian systems it is 
necessary to fulfill certain conditions [24]. 
As an example we consider two waveguides with loss and gain and a coupling constant 
which is periodically perturbed. This system manifests PIEP. Changing the coupling constant 
leads to increases in energy which are limited only by nonlinear effects. Moreover, we show that 
the transmission coefficient of such waveguides is larger that of a system with constant 
parameters. Near EP we have a wide range of changes in parameters at which parametric 
instability occurs (Fig. 4). These results correspond to the feature of parametric instability which 
we mentioned above. 
The phenomenon of PIEP may be used in metamaterial, plasmonic, and nanooptic devices 
where applicability is sufficiently restricted by losses. 
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Non-orthogonality of eigenstates of non-Hermitian systems: energy oscillations and non-
exponential transient behavior 
Non-orthogonality of eigenstates in a non-Hermitian system leads to energy oscillation [2, 
22]. This phenomenon is the consequence of the dependence of the system energy on both 
amplitude and (in contrast to a Hermitian system) the phase of eigenstates. For simplicity, we 
consider a two-dimensional non-Hermitian system with two eigenstates 1  and 2  (here and 
later we use Dirac's notation). Then the system state after time t  has the form 
   1 1 1 2 2 2exp expa iE t a iE t        , (S1) 
where ia  and iE  are initial amplitudes and eigenvalues of the eigenstates i , respectively. To 
determine the energy of the system we introduce the system Hamiltonian 
1 1 1 2 2 2Hˆ E E     . Then the energy of the system is given by the equation 
     
     
     
2 2
1 1 1 2 2 2
*
2 1 2 1 2 1 2 1 2
*
1 1 2 1 2 1 2 2 1
ˆ exp 2Im exp 2Im
exp Re exp Im
exp Re exp Im
E H E a E t E a E t
E a a i E E t E E t
E a a i E E t E E t
 
 
 
   
    
    
. 
 
 
(S2) 
Here we use normalization 1 1 2 2 1     . 
In a Hermitian system, 1 2 2 1 0      and 1 2Im Im 0E E  , so the energy is 
determined by the energy of each mode and does not depend on the time: 
2 2
1 1 2 2E E a E a  . (S3) 
In a non-Hermitian system,  *1 2 2 1 0      and the energy of the system is 
determined not only by the mode amplitude but also by mode overlapping. This energy oscillates 
with frequency  1 2Re E E   [2, 22]. 
We show later that these time oscillations can be used for parametric amplification of the 
field in the system without an external source. Such amplification is realized due to the non-
Hermitian character of the system. 
For simplicity, we rewrite Eq. (S2) in the form 
     
       
2 2
1 1 1 2 2 2
*
2 1 1 2
exp 2Im exp 2 Im
exp exp exp Im
E E a E t E a E t
E A i t E A i t E E t 
  
   
, 
(S4) 
where *1 2 1 2A a a   . The real part of E  describes the energy of the system while the 
imaginary part of E  corresponds to dissipation of the system. 
Behavior of the system strongly depends on the value of the system parameters. If the 
eigenvalues of the system are real, that is, 1 2Im Im 0E E   (as in a PT-symmetrical system 
below the exceptional point), then we have 
    2 21 1 2 2 1 2Re cosE E a E a E E A t t       , (S5) 
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where  *1 2arg a a  and 1 2argt   . In other words, the energy of the system oscillates 
with time (Fig. S1) [2]. 
 
 
FIG. S1. (Color online) (a) Red solid line: energy oscillation in the non-Hermitian system when 
its eigenvalues are real; blue dashed line: non-exponential transient behavior in the non-
Hermitian system when its eigenvalues are complex.  1 22 / ReT E E   is the oscillation 
period. 
 
If all the eigenstates are decaying, that is, 1Im 0E   and 2Im 0E  , then 
     
       
2 2
1 1 1 2 2 2
1 2 1 2
Re Re exp 2Im Re exp 2Im
Re cos exp Im
E E a E t E a E t
E E A t t E E t 
  
    
, 
(S6) 
where  *1 2arg a a  and 1 2argt   . We see that the system exhibits non-exponential 
transient behavior [23]. In other words, the energy has maxima (Fig. S1). Note that the growth of 
the energy in the system may take place even in this case, see Fig. S2. 
 
Properties of exceptional point 
At the exceptional point, the spectrum of the system is degenerate, that is, 1 2E E E  , and 
the eigenstates are equal to each other, that is, 1 2    ; i.e. they do not form the basis 
[26]. In other words, at this point they have the maximal degree of non-orthogonality. To 
construct the basis it is necessary to add to the eigenstate the adjoined one, adj , which is 
determined by the equation [4] 
 ˆ ˆ adjH E I     , (S7) 
 
and the time evolution of states of the system has the form 
   1 iEt iEtadj adj adjt a t a e a e      . (S8) 
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FIG. S2. (Color online) The dependence of the energy in a system with perturbation on time. 
Black dashed vertical lines denote the start and end of the perturbations. Red horizontal dashed 
lines denote the diagonal part of the energy between perturbations. 1Im 0E  , 2Im 0E   
 
Eigenvalues and eigenmodes 
The dependence of the field on the coordinate z  in the system with   does not depend on 
coordinate z , as follows: 
   1 1 1 1 2 2 2
2
exp exp
u
a iE z a iE z
u
 
 
  
 
. 
(S9) 
where constants 1u  and 2u  are determined by the initial conditions. The eigenvalues of the 
system (S9) are 
2 2
1,2E i g      . 
(S10) 
and their eigenmodes (waveguide modes) are 
2 2
1,2
*
1
ig g 

 
 
    
 
 
. 
(S11) 
Note that in this case, decaying eigenmodes have positive imaginary parts, that is, 1,2Im 0E  . 
If 
2 2g   then the imaginary parts of all eigenvalues are positive, 1,2Im 0E   and all 
eigenmodes are decay. In the main text we consider this case because the condition 
2 2g   is 
satisfied at all z , Fig. S3. So all eigenmodes of coupled waveguides considered in the text are 
decay. 
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Fig. S3. (Color online) The difference between the real parts of eigenvalues (blue solid line); 
Imaginary parts (red dashed line) of eigenvalues. For both parts of the figure, 2 32.5 10g   , 
35 10   , and  z  changes as in Fig. 2. 
 
Nonlinear effects 
When the amplitude of the waveguides electric fields 1,2u  increases it is necessary to take 
into account nonlinear effects which are connected with saturation of the active medium. To do 
this, let us suppose that amplification and losses in each waveguide depend on the field 
amplitude in the following [27, 28] 
 1,21,2 2
1,2
1
1
cgg
u
 

. 
(S12) 
where   is the nonlinearity coefficient. As follows from the results of numerical simulation 
PIEP takes place in this case too (Fig. S4). 
 
 
Fig. S4. (Color online) The dependence of field amplitudes 1 0/u u  and 2 0/u u  in the nonlinear 
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waveguides (see Eq. S12) on the coordinate along waveguides z  (in units of the optimal period 
 1 2/ Re E E  ). Here    0 1 20 0u u z u z     is the initial amplitude. The parameters 
are as follows:  1,21,2 2
1,2
1
1
cgg
u
 

, 0.05cg  , 
35 10   ,  1 2/ Re E E  , and 
410  . 
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