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Abstract The anisotropic quantum Heisenberg model with Curie-Weiss-type in-
teractions is studied analytically in several variants of the microcanonical ensem-
ble. (Non)equivalence of microcanonical and canonical ensembles is investigated
by studying the concavity properties of entropies. The microcanonical entropy
s(e,m) is obtained as a function of the energy e and the magnetization vector m
in the thermodynamic limit. Since, for this model, e is uniquely determined by
m, the same information can be encoded either in s(m) or s(e,m1,m2). Although
these two entropies correspond to the same physical setting of fixed e and m, their
concavity properties differ. The entropy sh(u), describing the model at fixed total
energy u and in a homogeneous external magnetic field h of arbitrary direction,
is obtained by reduction from the nonconcave entropy s(e,m1,m2). In doing so,
concavity, and therefore equivalence of ensembles, is restored. sh(u) has nonana-
lyticities on surfaces of co-dimension 1 in the (u,h)-space. Projecting these sur-
faces into lower-dimensional phase diagrams, we observe that the resulting phase
transition lines are situated in the positive-temperature region for some parameter
values, and in the negative-temperature region for others. In the canonical setting
of a system coupled to a heat bath of positive temperatures, the nonanalyticities in
the microcanonical negative-temperature region cannot be observed, and this leads
to a situation of effective nonequivalence even when formal equivalence holds.
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21 Introduction
In this paper we report a microcanonical study of the anisotropic quantum Heisen-
berg model with Curie-Weiss-type interactions in the presence of an external mag-
netic field. The study extends and generalizes the results reported in an earlier
work [12]. The model and the setting are motivated by recent and envisaged exper-
iments with trapped ions, or with ultracold atoms or molecules in optical lattices.
Dipolar gases in optical traps have been suggested as laboratory realizations of
lattice spin models where the coupling parameters can be tuned, allowing for the
realization of Hamiltonians which are of interest in condensed matter physics [16].
Recently, trapped ions have been used to engineer one- and two-dimensional lat-
tices of long-range interacting spins [5,9,14,1]. However, as distinguished from
their condensed matter counterparts, ultracold gases are extremely well isolated
from their environment. Accordingly, an appropriate description of their equilib-
rium properties should be within the microcanonical ensemble [8,11].
For systems with short-range interactions, the choice of the statistical ensem-
ble is typically of minor importance and can be considered a finite-size effect:
differences between, say, microcanonical and canonical quantities are known to
vanish in the thermodynamic limit of large system size, and the various statistical
ensembles become equivalent [22]. In the presence of long-range interactions this
is in general not the case, and microcanonical and canonical approaches can lead
to different thermodynamic properties even in the infinite-system limit [27]. Here,
long-range refers to interactions decaying asymptotically like r−α for large dis-
tances r, where the exponent α satisfies 0≤ α ≤ d and d is the spatial dimension
of the system. In the astrophysical context where long-range interactions prevail,
nonequivalence of ensembles and the importance of microcanonical calculations
have long been known for gravitational systems [15,23]. Nonequivalence of en-
sembles is usually accompanied by unfamiliar thermodynamical properties in the
microcanonical ensemble. An example is the occurrence of negative microcanon-
ical specific heat, indicating that—quite counterintuitively—temperature will de-
crease when energy is pumped into the system.
Nonequivalence of ensembles has been studied almost exclusively in the clas-
sical mechanical context. A notable example is the paper by Pflug [21] on grav-
itating fermions, where a negative specific heat is found for all negative values
of the energy. Inspired by experimental efforts to emulate long-range interacting
quantum spin systems by means of ultracold gases, the aim of the present paper
is to contribute to the understanding of nonequivalent ensembles in quantum spin
systems. In experimental realizations, the long-range exponent α is equal to 3 for
dipole–dipole interactions, but it can be as low as 0.05 for trapped ion-based quan-
tum simulators of long-range Ising models [1]. It is well-known that many equi-
librium properties of long-range interacting systems with small values of α are
well modeled by Curie-Weiss-type interactions, i.e. long-range interactions with
α = 0, and such a choice renders the model analytically solvable [20,6]. More-
over, the canonical free energy for a large class of long-range interacting models
has been shown to coincide with the Curie-Weiss results in the thermodynamic
limit [18,19].
In this paper we consider the anisotropic quantum Heisenberg model with
Curie-Weiss-type interactions, which is a model of anisotropically interacting spin-
31/2 degrees of freedom. In reference [12], the microcanonical entropy s(e,m3)
was computed in the thermodynamic limit as a function of the energy e and the 3-
component m3 of the magnetization.1 Depending on the values of the anisotropy
parameters in the Hamiltonian, this function was found to be concave in some
cases, and nonconcave in others. The latter is a hallmark of nonequivalent en-
sembles, implying that some of the equilibrium states of the (generalized) micro-
canonical ensemble at fixed e and m3 cannot be observed as canonical equilibrium
states at any temperature T and external magnetic field h = he3 in the 3-direction
[26]. However, in realistic physical situations the magnetization component m3 is
usually not conserved. This observation motivated the present work, namely the
study of an ensemble with fixed energy and magnetic field, but fluctuating mag-
netization.
Besides this motivation from the experimental side, the results reported in
this paper contribute several novel aspects, and reveal several pitfalls, related
to nonequivalent statistical ensembles. For the Curie-Weiss anisotropic quantum
Heisenberg model, e is uniquely determined by m. While both entropy functions,
s(m) and s(e,m1,m2), correspond to the same physical setting of fixed e and m,
the former is a concave function, while the latter is not. From the nonconcave
entropy s(e,m1,m2), a concave sh(u) is obtained by reduction, and equivalence
of ensembles is restored. Depending on the values of the anisotropy parameters,
sh(u) shows a continuous phase transition either in the positive-temperature re-
gion, or in the negative-temperature region. In the canonical setting of a system
coupled to a heat bath of positive temperatures, the nonanalyticities in the mi-
crocanonical negative-temperature region cannot be observed, and this leads to a
situation of effective nonequivalence even when formal equivalence holds. It is
remarkable to find in a single model such a variety of equivalence and nonequiva-
lence situations, some of which had not been discussed in this context before.
2 Curie-Weiss anisotropic quantum Heisenberg model
The model that we study consists of N spin-1/2 degrees of freedom, each of which
is interacting with every other at equal strength (Curie-Weiss-type interactions).
The corresponding Hilbert space H = (C2)⊗N is the tensor product of N copies
of the spin-1/2 Hilbert space C2, and the Hamiltonian operator is given by
Hh =− 12N
N
∑
k,l=1
(
λ1σ1k σ
1
l +λ2σ
2
k σ
2
l +λ3σ
3
k σ
3
l
)−h · N∑
k=1
σ k. (1)
The σαk are operators on H and act like the α-component of the Pauli spin-
1/2 operator on the kth factor of the tensor product space H , and like identity
operators 12 on all the other factors,
σαk = 12⊗·· ·⊗12⊗ σα︸︷︷︸
kth factor
⊗12⊗·· ·⊗12, α ∈ {1,2,3}. (2)
1 A referee of the present paper pointed out several nonrigorous steps in [12]. We will com-
ment on this in Sec. 3.
4The resulting commutation relation is[
σαk ,σ
β
l
]
= 2iδk,l εαβγσ
γ
k , α,β ,γ ∈ {1,2,3}, (3)
where δ denotes Kronecker’s symbol and ε is the Levi-Civita symbol. The pa-
rameter h in the Hamiltonian is the magnetic field vector, and the constants λ1,
λ2, and λ3 determine the coupling strengths in the various spatial directions and
allow to adjust the degree of anisotropy. It is convenient to introduce a collective
spin operator S with components
Sα =
1
2
N
∑
i=1
σαi , α ∈ {1,2,3}, (4)
which allows us to rewrite the Hamiltonian (1) in the form
Hh =− 2N
(
λ1S21 +λ2S
2
2 +λ3S
2
3
)−2h ·S. (5)
The Hamiltonian (1) or (5) differs from the one discussed in [12] by the fact that
the magnetic field vector h is not necessarily along the z-direction, but can have
any orientation in R3.
Here we consider the coupling constants λ1, λ2, and λ3 to be nonnegative,
but otherwise arbitrary. The exact expression for the canonical Gibbs free energy
g as a function of the inverse temperature β = 1/T and the magnetic field h is
known for this model and is reported for example in [20].2 The model is found to
display a transition from a ferromagnetic to a paramagnetic phase in the canonical
ensemble.
3 Microcanonical entropy s(e,m)
Owing to the long-range character of the interactions in the Hamiltonian (1), mi-
crocanonical and canonical ensembles do not necessarily yield equivalent results.
This also implies that in general the microcanonical entropy cannot be obtained
from the canonical free energy by Legendre transform, but has to be computed by
other methods [25]. Compared to the canonical case, such a calculation is known
to be usually more difficult, as was already observed by Gibbs in his classical
treatise [7].
Our aim is to compute the microcanonical entropy
s(e,m) = lim
N→∞
1
N
lnΩN(e,m) (6)
as a function of the energy (per spin) e and the vector of magnetization (per spin)
m, where ΩN denotes the density of states (or microcanonical partition function)
of the N-spin system. In general, the two operators H and S corresponding to
the thermodynamic variables e and m do not commute, and in this case there is
no consensus on the correct definition of ΩN(e,m). Several proposals, with their
2 Here and in the following Boltzmann’s constant is set to unity.
5advantages and drawbacks, have been discussed in Sec. 3 of reference [12]. Here
we take the canonical partition function
ZN(β ,−βh) = Tre−βHh (7)
as a starting point and define the density of states as its inverse Laplace transfor-
mation,
ΩN(e,m) =
1
(2pii)4
∫ a+i∞
a−i∞
d(Nβ )eNβe
×
(
3
∏
α=1
∫ bα+i∞
bα−i∞
d(−Nβhα)
)
e−Nβh·m Tre−βHh . (8)
The real constants a and bα have to be chosen such that, for each of the inte-
grations, all poles of the integrand lie to the left of the integration contour in the
complex plane, but otherwise the constants are arbitrary. This definition of ΩN
is not identical with the definition used in [12], but it yields the same result for
the entropy (6) in the thermodynamic limit. While the classical density of states
has the straightforward interpretation of counting the number of microstates with
a given constraint, no such obvious interpretation seems to exist for our defini-
tion. The virtue of definition (8), however, is that it preserves the familiar rela-
tion between microcanonical and canonical partition functions, the latter being the
Laplace transform of the former for all finite system sizes N. Note that this defini-
tion via an inverse Laplace transform is related to, but not identical to computing
the microcanonical entropy via Legendre-Fenchel transform from the canonical
free energy in the thermodynamic limit. Whereas the latter fails when ensembles
are nonequivalent, our definition (8) does not suffer from this shortcoming.
3.1 Evaluation of the trace
To further analyze the density of states, it is convenient to switch to real integra-
tions by means of the substitutions k = i(a−β ) and l = i(b+βh), yielding
ΩN(e,m) =
N4
(2pi)4
∫
dk
∫
d3l exp [N(a+ ik)e+N(b+ il) ·m]
×Tr
{
exp
[
2
N
(a+ ik)S 2−2(b+ il) ·S
]}
. (9)
Here the anisotropic collective spin operators
Sα =
√
λαSα (10)
andS 2 =S 21 +S
2
2 +S
2
3 have been introduced to ease the notation. Unless spec-
ified otherwise, domains of integration always extend overR (for one-dimensional
integrals) or R3 (for volume integrals).
To evaluate (9), we rewrite the density of states (9) in such a way that the N-
spin trace decouples into a product of one-spin traces. The necessary steps are an
6adaptation to our microcanonical setting of techniques that have been used by Tin-
demans and Capel [24] in a canonical calculation. These manipulations are anal-
ogous to those in Sec. 3.2.1 of [12] and are therefore not reported in detail here.3
Similar to equations (42) and (43) of [12], the result is a (3n+ 4)-dimensional
Laplace integral
ΩN(e,m) =
2NN4
(2pi)4
∫ a+i∞
a−i∞
ds
(
3
∏
α=1
∫ bα+i∞
bα−i∞
dtα
)
× lim
n→∞
(
N
2pins
)3n/2 ∫
· · ·
∫
d3x(1) · · ·d3x(n) exp
[
NF
(
s, t ,
{
x(i)
})]
(11)
in the limit n→ ∞, but with exponent
F (s, t ,{x(i)}) = es+m · t − 1
2ns
n
∑
i=1
x(i) · x(i)+ lncosh
[
r
(
t ,
{
x(i)
})]
, (12)
where
r ≡ r(t ,{x(i)})=√c21+ c22+ c23 (13)
and
cα ≡ cα
(
tα ,
{
x(i)α
})
=
1
n
√
λα
n
∑
i=1
x(i)α − tα . (14)
As expected, these expressions are similar to the corresponding ones in [12]. The
most noteworthy difference is that (14) is more symmetric than its counterpart
equation (39) in [12], and this will also reflect in the final result for the micro-
canonical entropy derived in the next section.
3.2 Asymptotic evaluation of the Laplace integral
In the canonical calculation by Tindemans and Capel [24], the multiple Laplace
integral corresponding to (11) is evaluated rigorously by constructing upper and
lower bounds on the canonical free energy and showing that both bounds coin-
cide with the maximum of the argument of the exponential function in the multi-
ple Laplace integral. We did not succeed in adapting this strategy of proof to the
microcanonical setting, mainly due to imaginary contributions in the exponent,
which hamper the application of certain inequalities.
To avoid these difficulties, we evaluate the integral (11) by a multi-dimensional
version of the method of steepest descent (see [17] for a textbook presentation),
considering N as the large parameter of the Laplace integral. This amounts to
performing the thermodynamic limit N → ∞ first, followed by the limit n→ ∞.
3 The derivation in Sec. 3.2.1 of [12] includes a step that is not rigorously justified, namely
the rewriting of a product of exponentials of operators as an exponential of a sum of operators
in Eq. (38) of [12]. While these two expressions clearly are not equal, it has been proved in
Appendix A of [24] that, in a similar situation, the neglected terms do not contribute in the
thermodynamic limit to the integral under investigation. While we were not able to adapt this
proof to our calculation, it appears plausible that a similar reasoning should also yield the correct
result in a microcanonical calculation.
7Unfortunately we were not able to justify this exchange of the order of the two
limiting procedures, so this step in the derivation (and also in Sec. 3.2.2 of [12])
is not rigorously justified.
To apply the method of steepest descent, we need to find a stationary point of
the functionF for which it is possible to smoothly deform the contours of the s-
and t-integrations such that the paths of integration correspond to constant (zero)
imaginary part ofF . Stationary points ofF need to satisfy the conditions
0 =
∂F
∂ s
= e+
1
2ns2
n
∑
i=1
x(i) · x(i), (15a)
0 =
∂F
∂ tα
= mα +
tanhr
r
(
tα −
√
λα
n
n
∑
i=1
x(i)α
)
, (15b)
0 =
∂F
∂x(u)α
=−x
(u)
α
ns
− tanhr
r
√
λα
n
(
tα −
√
λα
n
n
∑
i=1
x(i)α
)
, (15c)
where α ∈{1,2,3} and u∈{1, . . . ,n}. Inserting (15b) into (15c) and some straight-
forward manipulations allow us to rewrite these equations as
0 = 2nes2+
n
∑
i=1
x(i) · x(i), (16a)
0 = mαr+
(
tα −
√
λα
n
n
∑
i=1
x(i)α
)
tanhr, (16b)
0 = x(u)α −mαs
√
λα . (16c)
In contrast to the derivation in [12] where a homogeneous solution, i.e.
x(u) = x = (x1,x2,x3) ∀u ∈ {1, . . . ,n}, (17)
was postulated, we can now simply read off from (16c) that x(u)α = mαs
√
λα is
independent of u, which implies that (17) must hold true for any stationary point
ofF . Hence the stationary point equations simplify to
0 = 2es2+ x2, (18a)
0 = mαr+
(
tα −
√
λαxα
)
tanhr, (18b)
0 = xα −mαs
√
λα , (18c)
where
r = r(t ,x) =
√
3
∑
α=1
(
tα − xα
√
λα
)2
. (19)
For an asymptotic evaluation of the integrals in (11) by means of the method of
steepest descent, we have to evaluateF (s, t ,{x(m)}) as defined in (12) at the val-
ues of s, t , and {x(m)} specified by (18a)–(18c). ForF we obtain under condition
(17) the expression
F (s, t ,x) = 2es+m · t − 1
2
ln
[
1− tanh2 r(t ,x)] , (20)
8where additionally (18a) and the identity 2 lncoshx =− ln(1− tanh2 x) have been
used. Making use of (18a)–(18c), it is a matter of straightforward algebra to eval-
uate F at the values s0, t 0, and x0 which are solutions of these equations. The
result is
F (s0, t 0,x0) =−|m|arctanh |m|− 12 ln
(
1−m2) , (21)
and solutions of this type exist for all m satisfying |m| ≤ 1 (see A for a derivation).
According to the method of steepest descent, the asymptotic behavior of ΩN
in (11) is now given as exp[N(ln2+F )] times some prefactor (see for example
Sec. 3.7 of Miller’s textbook [17] for the prefactor of multidimensional Laplace
integrals, which can be adapted to the method of steepest descent of multidimen-
sional integrals). The prefactor, however, is subexponential in N. Since we are
interested in the microcanonical entropy (6) in the thermodynamic limit, subexpo-
nential terms do not contribute and we obtain
s(m) = ln2−|m|arctanh |m|− 1
2
ln
(
1−m2) (22)
as our final result for the microcanonical entropy of the anisotropic quantum
Heisenberg model in the thermodynamic limit.
At first sight, this expression may appear independent of the energy e, but this
is a matter of the viewpoint adopted. Inserting (18c) into (18a) gives the condition
e =−1
2
3
∑
α=1
λαm2α , (23)
indicating that the variables e and m are overdetermining a macrostate of our
model: Given all three components of the magnetization vector m, the energy is
already fixed. This implies that, in the four-dimensional parameter space (e,m),
the entropy lives only on a three-dimensional submanifold. From a geometric
point of view, equations (22) and (23) can be interpreted as follows: In the three-
dimensional parameter space (m1,m2,m3), the entropy (22) is a central symmetric
function. For a fixed value of the energy e, condition (23) defines an ellipsoid in
this space.
Because of its symmetry properties, the entropy (22) has a particularly simple
appearance. However, for what will be discussed in later sections of this article, it
is convenient to rewrite s as a function of energy e and two of the magnetization
components. To this purpose we solve (23) for m1, yielding
m1(e,m2,m3) =
√
−2e−λ2m22−λ3m23
λ1
(24)
and
|m(e,m2,m3)|=
√
1
λ1
[(λ1−λ2)m22+(λ1−λ3)m23−2e], (25)
where we have assumed λ1 6= 0.4 Inserting the latter expression into (22), the
entropy s(e,m2,m3) is obtained.5 In the prequel [12] to this article, an entropy
4 If λ1 happens to be zero, one chooses instead to solve for a magnetization component mα
corresponding to a nonzero λα .
5 With a slight abuse of notation, we use here the same symbol s for different entropy func-
tions.
9s(e,m3)was derived as a function of only two variables, namely the energy and the
3-component of the magnetization. This result can be recovered from s(e,m2,m3)
by contraction with respect to m2,
s(e,m3) = max
m2
s(e,m2,m3). (26)
3.3 Properties of the microcanonical entropy
Among the many properties of the microcanonical entropy, we want to focus in
particular on whether or not it is a concave function. This property, as alluded to
in the Introduction, is crucial for determining whether or not statistical ensembles
are equivalent: Finding a nonconcave microcanonical entropy will tell us that the
corresponding canonical ensemble are nonequivalent. For a function f of several
variables, concavity means that
1. The domainD of f is a convex set, i.e. (1−λ )x+λx′ ∈D whenever x,x′ ∈D
and λ ∈ [0,1].
2. For all x,x′ ∈D and λ ∈ (0,1), we have
f ((1−λ )x+λx′)≥ (1−λ ) f (x)+λ f (x′). (27)
The concavity properties will crucially depend on whether we consider the mi-
crocanonical entropy (22) as a function of (m1,m2,m3), (e,m2,m3), or the reduced
entropy (26) as a function of (e,m3). The latter has been studied in detail in [12],
finding that s(e,m3) is a concave function if at least one of the coupling constants
λ1, λ2 is larger than λ3. If, however, λ3 is the largest coupling constant, then the
microcanonical entropy s(e,m3) is nonconcave, indicating nonequivalence with
the canonical ensemble with the inverse temperature β and the 3-component h3 of
the magnetic field as control parameters.
For the more general entropy (22) derived in the present article, the concav-
ity properties are most easily discussed when considering s as a function of the
magnetization components (m1,m2,m3). As is evident from (22), the entropy de-
pends only on the modulus |m| of the magnetization vector. Calculating the second
derivative
∂ 2s(|m|)
∂ |m|2 =
1
m2−1 , (28)
we find that this second derivative is negative on the entire domain |m| ∈ [0,1]. By
symmetry, this implies that s(m1,m2,m3) is a concave function on its domain
Dm =
{
m ∈R3 ∣∣ |m| ≤ 1} . (29)
The situation changes when the microcanonical entropy is considered as a
function of the energy e and two of the magnetization components, say m2 and
m3. Graphically, we are limited to plotting the entropy as a function of two vari-
ables, but we will see that this is sufficient to get an idea of the concavity prop-
erties of s(e,m2,m3). Equation (27) defines concavity by comparing the function
values at two points in D to the function values at all points on a straight line
connecting these two endpoints. To show that s(e,m2,m3) can be nonconcave, it
10
Fig. 1 Graphs of the entropy s(e,0,m3), i.e. for one variable fixed to zero. Whether the re-
sulting two-variable function is concave or not depends on whether λ1/λ3 is smaller or greater
than 1. This behavior is illustrated for (λ1,λ2,λ3) = (1/2,0,
√
3/2) (left) and (λ1,λ2,λ3) =
(
√
3/2,0,1/2) (right).
is therefore sufficient to fix one of the variables (say, m2), and investigate s in
dependence of the remaining two variables. A nonconcavity in the two-variable
function s(e,m2,m3)|m2=const. then implies that also s(e,m2,m3) is nonconcave.
The plots in Fig. 1 illustrate that, for certain choices of the coupling constants,
s(e,m2,m3) is indeed a nonconcave function. Interestingly, although the entropies
s(m) and s(e,m2,m3) describe the same physical situation of fixed energy e and
magnetization vector m, the former is a concave function, while the latter is not.
We conclude this survey of properties of the microcanonical entropy by dis-
cussing the microcanonical magnetic susceptibility in the i-direction at constant
energy,
χi(e,m2,m3) =
(
∂h
∂mi
)−1
=
(
∂ s
∂e
)2( ∂ 2s
∂mi∂e
∂ s
∂mi
− ∂ s
∂e
∂ 2s
∂m2i
)−1
, (30)
where i∈{2,3}. This formula is a straightforward modification of equation (61) in
[2], obtained by replacing m by one of the magnetization components mi. A neg-
ative magnetic susceptibility, though usually considered a hallmark of nonequiv-
alent ensembles, is a sufficient, but not a necessary condition for the onset of a
nonconcavity of s (see Sec. 5.3 of [2] for a discussion). Evaluating (30) by mak-
ing use of (22) and (25), we obtain
χi =
1
λ1−λi . (31)
Remarkably, χi is independent of e, m2, and m3, so the magnetic susceptibility
does not even depend on the macrostate the system is in. Moreover, we observe
that the sign of χi depends only on whether λ1/λi is smaller or greater than 1.
Hence, for the model studied here, the magnetic susceptibility becomes negative
precisely when the microcanonical entropy develops a nonconcavity.
3.4 Comparison with earlier results
The results of Sec. 3, although for a more general model, are to a certain extent
similar to the ones reported in [12]. Before moving on to a different, and more
original, topic in Sec. 4, we briefly want to summarize and highlight the differ-
ences of the results.
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1. The external magnetic field h in the Hamiltonian (1) is not restricted to the
3-direction, but can be orientated in any spatial direction.
2. The microcanonical entropy s(e,m) is calculated as a function of the energy
e and the magnetization vector m = (m1,m2,m3), as compared to s(e,m3) in
[12].
3. The microcanonical density of states (8) is defined to be the inverse Laplace
transform of the canonical partition function, which is conceptually clearer
than the definition advocated in [12], but leads to identical results in the ther-
modynamic limit.
4. Whereas in [12] a homogeneous solution (17) of the Laplace integral (11) was
postulated, this is now proved to be the unique solution.
5. Expressed in terms of the magnetization vector m, the microcanonical entropy
is a more symmetric, and therefore simpler, function than the one reported in
[12].
The results of Ref. [12] and the present paper both share the shortcoming of two
nonrigorous steps in the derivation of the microcanonical entropy, as commented
on in Secs. 3.1 and 3.2. A related calculation of the microcanonical entropy of a
long-range spin model, yielding essentially the same result, has been reported in
[19]. However, according to our understanding of that paper, the microcanonical
proof is also incomplete, as the validity of certain mappings is demonstrated only
in the canonical context. This leaves the rigorous proof of (22) as an open problem.
4 Ensemble of fixed energy and magnetic field
The microcanonical entropies s(m) and s(e,m2,m3) discussed in this article de-
scribe the physical situation of fixed energy e and fixed magnetization m. It is
not immediately obvious how these constraints can be realized in experiment:
The quantum Heisenberg model was devised to model ferromagnetic spin systems
which, in their traditional condensed matter realizations, are typically coupled to a
thermal reservoir. As a consequence, the energy is not fixed, but fluctuates around
a certain mean value, and the canonical ensemble is appropriate for a statistical
equilibrium description of this situation.
Alternatively, quantum Heisenberg models can be emulated experimentally by
means of ultracold atoms or molecules in optical lattices, or by trapped ion crys-
tals. All these realizations of condensed matter-type systems by ultracold gases
possess the attractive feature of being highly controllable: the interaction type
and strength can be tuned, and even the character of the interaction force can be
switched from attractive to repulsive. The total energy and number of particles in
these experiments are conserved to a very good degree and, as a consequence, a
statistical description of the equilibrium properties of such systems should make
use of the microcanonical ensemble. The total magnetization in such systems,
however, is usually not a conserved quantity. As a consequence, the statistical
ensemble realized in such an experimental setting is a microcanonical one with
constant energy, but fluctuating magnetization (also called a mixed ensemble in
[4]).
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To account for this experimental situation, we switch to a statistical ensemble
in which the total energy6
u = e−h ·m =−1
2
3
∑
α=1
λαm2α −
3
∑
α=1
hαmα =−
3
∑
α=1
mα
(
λαmα
2
+hα
)
(32)
is fixed, while the magnetization is allowed to fluctuate. In the following, we will
use the information contained in the generalized microcanonical entropy s(e,m)
to compute, for a given fixed magnetic field h, the microcanonical entropy sh(u)
at constant total energy u.
4.1 Derivation of sh(u)
The strategy for the computation of sh(u) is as follows: We solve (32) for one of
the magnetization components, say
m1(u,m2,m3) =− 1λ1
(
h1±
√
h21−λ1
(
2u+λ2m22+λ3m
2
3+2h2m2+2h3m3
))
.
(33)
Inserting this expression into the generalized microcanonical entropy s(m) in (22),
we obtain an entropy s˜h(u,m2,m3) that depends on the total energy u, two magne-
tization components m2 and m3, and on all three components of the magnetic field
h. Since the magnetization is allowed to fluctuate, entropy will drive the system
towards those values of m2 and m3 for which s˜ is maximized. Hence, the micro-
canonical entropy
sh(u) = maxm2,m3
s˜h(u,m2,m3) (34)
describes, for a given magnetic field h, the system at fixed total energy u. The
maximization in (34) can be achieved by finding the stationary solutions m2(u)
and m3(u) which, simultaneously for j = 2,3, satisfy the equations
0 =
∂ s˜h(u,m2,m3)
∂m j
=− arctanh |m(u,m2,m3)|
2|m(u,m2,m3)|
∂m2(u,m2,m3)
∂m j
, (35)
where
m(u,m2,m3) =
m1(u,m2,m3)m2
m3
 . (36)
Since arctanh(x)/x≥ 1, this amounts to solving
0 =
∂m2(u,m2,m3)
∂m j
, j = 2,3, (37)
for m2 and m3. Inserting these solutions m2(u,h) and m3(u,h) into s˜h(u,m2,m3),
the microcanonical entropy sh(u) is obtained.
6 The reader be reminded that, according to (8), the energy e was defined as the interaction
energy per spin, but did not include the energy contribution originating from the Zeeman term
in the Hamiltonian (1). The total energy (per spin) u is defined such that it accounts for both
contributions.
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Fig. 2 For a magnetic field h = (h,0,0) in x-direction, the graph of the microcanonical entropy
sh(u) is shown as a function of the total energy u and the magnitude of the magnetic field
strength h. The three plots in the top row are for the Ising model in a longitudinal field (λ1 = 1,
λ2 = λ3 = 0), or for the isotropic Heisenberg model (λ1 = λ2 = λ3 = 1) whose entropies are
identical. The plots in the bottom row are for the Ising model in a transverse field (λ1 = λ3 = 0
and λ2 = 1). The hatched areas in the two-dimensional plots show the regions in the (u,h)-
plane for which the entropy is defined, the black lines in the interior of these regions indicate
nonanalyticities of the entropy.
4.2 sh(u) for special parameter values
It is instructive to first discuss the entropy sh(u) for three particularly simple spe-
cial cases: the Ising model in a longitudinal magnetic field, the Ising model in a
transverse magnetic field, and the isotropic Heisenberg model. We refrain from
presenting the analytic formulæ resulting from the evaluation of (37). Instead we
show in Fig. 2 exemplary plots of the entropy functions in the (u,h)-plane, where
h is the magnitude of a magnetic field h = (h,0,0) in x-direction. We will discuss
these plots in some detail, as variations and deformations of the features they dis-
play will show up also in the case of more general parameter values discussed in
Sec. 4.3.
For the Ising model in a longitudinal field (λ1 = 1, λ2 = λ3 = 0), the entropy is
shown in the top row of Fig. 2. Nonanalytic behavior occurs along the h = 0 line,
and this corresponds to a field-driven transition from a phase of positive magne-
tization to one of negative magnetization. Considering the entropy sh(u) along a
slice of constant h in the second plot of Fig. 2, it is a concave function of u for any
fixed value of h. Because of concavity in u, and since u is the only microcanonical
variable, we conclude that the microcanonical ensemble of constant total energy u
is equivalent to the canonical ensemble in which temperature is the variable con-
jugate to u. Along the line h = 0, the entropy shows a peculiar behavior, as it is
a strictly monotonous function of u, terminating at (u,h) = (0,0) with positive
slope. Such a behavior was discussed in detail in [3] under the name of partial
equivalence of ensembles (see in particular Figs. 4 and 6 of [3]). In this case, the
endpoint at (0,0) corresponds to the zero-field phase transition from a ferromag-
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netic to a paramagnetic phase. Remarkably, the single microcanonical macrostate
at (0,0) coincides with the canonical macrostates for all temperatures larger than
the Curie temperature. For any nonzero h, however, the entropy bends down to
negative slopes, similar to what was reported in Fig. A1 of [3].
For the isotropic Heisenberg model, the entropy is identical to that of the Ising
model in a longitudinal field (top row of Fig. 2).
For the Ising model in a transverse magnetic field (λ1 = λ3 = 0 and λ2 = 1),
the entropy is shown in the bottom row of Fig. 2. Nonanalytic behavior occurs
along the parabola u =−h2 in the (u,h)-plane. Inside the crescent-shaped region
bounded by this parabola, the system is in a ferromagnetic phase, characterized by
a nonvanishing 3-component of the magnetization. In the hatched region outside
this crescent-shape, the magnetization is fully orientated in the field-direction (1-
direction). As for the case of a longitudinal field, the entropy is again concave in
u for any fixed value of h.
4.3 General properties of sh(u)
For more general parameter values, the entropy sh(u) shows a combination of
the features we observed for the special cases in Fig. 2, i.e. both, the field-driven
straight transition line at h= 0 and the arc-shaped transition line of the transverse-
field Ising model are present. The shapes and sizes of the different regions (or
phases) change upon variation of the parameters. There are in principle six pa-
rameters to manipulate (λ1, λ2, λ3, h1, h2, and h3), although one of them can be
fixed without loss of generality (since an overall prefactor in the Hamiltonian only
leads to a trivial rescaling of the units of energy). Here we will be analyzing two
different submanifolds in parameter space.
4.3.1 Coupling in the (1,2)-plane, field in the 1-direction.
The first submanifold in (λ ,h) space is parametrized by an angle φ and by the
modulus h = |h| of the magnetic field, fixing the parameter values to λ1 = cosφ ,
λ2 = sinφ , λ3 = 0, h1 = h, and h2 = h3 = 0. This choice corresponds to a magnetic
field oriented along the 1-direction and spin–spin couplings in the (1,2)-plane.
Plots of the entropy sh(u) are shown in Fig. 3 (left two columns) for various val-
ues of the angle φ . The change of behavior is best understood by considering the
plots from bottom to top, i.e. by starting from the transverse-field Ising model
(φ = pi/2) and monitoring the changes upon rotation of the field into the lon-
gitudinal direction (φ = 0). In this sequence of plots, the bow-shaped transition
line of the transverse-field Ising model is narrowing to a hairpin, and eventually,
around φ = pi/4, collapsing into the zero-field transition line of the Ising model in
a longitudinal field.
4.3.2 Coupling in the 1-direction, field in the (1,2)-plane.
The second submanifold in (λ ,h) parameter space we consider is parametrized by
an angle χ and by the modulus h = |h| of the magnetic field, fixing the parameter
values to λ1 = 1, λ2 = λ3 = 0, h1 = hcosχ , h2 = hsinχ , and h3 = 0. This choice
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Fig. 3 Plots of the microcanonical entropy sh(u) for the field orientations and coupling strengths
described in Sec. 4.3. Left two columns: for a magnetic field oriented along the 1-direction and
spin–spin couplings λ1 = cosφ , λ2 = sinφ in the (1,2)-plane, with angles φ = 0, 1/10, 3/5, 1,
5/4, and pi/2 (from top to bottom). The hatched areas in the two-dimensional plots show the
regions in the (u,h)-plane for which the entropy is defined, the black lines in the interior of
these regions indicate nonanalyticities of the entropy. Right two columns: as on the left, but for
spin–spin couplings along the 1-direction and a magnetic field oriented in the (1,2)-plane, with
angles χ = 0, 13/100, arccos(7/9)/2, 3/5, 5/4, and pi/2 (from top to bottom).
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corresponds to a spin–spin coupling along the 1-direction and a magnetic field
oriented in the (1,2)-plane. Plots of the entropy sh(u) are shown in Fig. 3 (right
two columns) for various values of the angle χ . The special cases χ = 0 (top row;
coupling is aligned with the magnetic field) and χ = pi/2 (bottom row; coupling
transverse to the magnetic field) are identical to those in the preceding paragraph,
but this is not the case for intermediate angles. Starting again from the transverse-
field Ising model in the bottom row, we observe that, as soon as the angle deviates
from the transverse-field value of χ = pi/2, the zero-field transition line (familiar
from the Ising model in a longitudinal field) pops up. The bow-shaped transition
line of the transverse-field Ising model also persists, and its shape widens with
decreasing χ . At χ = arccos(7/9)/2 it turns into straight line, and bends further
for even smaller values of χ until it merges with the boundary of the domain at
χ = 0.
So while in the first scenario (Sec. 4.3.1) the bow-shaped transition line of
the transverse-field Ising model transforms into the zero-field transition line, both
transition lines are simultaneously present in the second scenario (Sec. 4.3.2).
This difference already indicates that the first scenario cannot be mapped onto the
second one by a simple rotation: Applying SO(3) rotation matrices to the spin
components in the Hamiltonian (1) with λ1 = 1 and λ2 = λ3 = 0, cross-coupling
terms proportional to σ1k σ
2
l emerge, and these appear to be responsible for the
differences between the left- and right-hand columns in Fig. 3.
5 Equivalence of microcanonical and canonical ensembles
On the formal level, equivalence of the microcanonical and the canonical ensem-
ble is related to the concavity of the microcanonical entropy in a straightforward
way: Concavity is a necessary and sufficient condition for the ensembles to be
equivalent. Notwithstanding, a naive study of concavity properties may lead to a
misjudgment of whether observable differences exist between microcanonical and
canonical results. A first example of this somewhat surprising statement was dis-
cussed in Sec. 3.3 of this paper: For the Curie-Weiss anisotropic quantum Heisen-
berg model, e is uniquely determined by m. For this reason, the same informa-
tion can be encoded either in s(m) or s(e,m1,m2) and both these entropies de-
scribe the same physical situation of fixed energy e and magnetization vector m.
Nonetheless, their concavity properties differ, as s(m) is a concave function, while
s(e,m1,m2) is not. So which is the correct function whose concavity properties
should be studied in order to draw conclusions about the (non)equivalence of en-
sembles? The answer depends on the choice of the ensemble one is comparing to.
Typically this will be a canonical (or possibly a mixed canonical) ensemble where
one of the thermodynamic variables is the inverse temperature β = 1/T . Since
β is thermodynamically conjugate to the energy, it is the concavity properties of
s(e,m1,m2) [or s(u,m1,m2), not discussed in this paper] that matter.
The entropy sh(u), derived in Sec. 4.1 via a maximization procedure from the
nonconcave entropy s(e,m1,m2), is a concave function. This is in agreement with
the fact that the Curie-Weiss anisotropic Heisenberg model (1) has a continuous
temperature-driven phase transition, as the Ga¨rtner-Ellis theorem [26] excludes the
possibility of a nonconcave entropy, and therefore of nonequivalent ensembles, in
the absence of a discontinuous transition in the canonical ensemble. Despite this
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formal equivalence, the physical behavior of a thermally isolated (microcanonical)
spin system can differ in an interesting way from its counterpart coupled to a heat
bath. The reason for this is the fact that a conventional thermal bath consists of
motional (or bosonic) degrees of freedom, and the inverse temperature β of such
a bath is positive. Microcanonically, positive inverse temperatures correspond to
energies u where
β =
∂ sh(u)
∂u
> 0. (38)
For all cases discussed in Sec. 4.3, and independently of h, this inequality is
satisfied for all u < 0. Therefore a system coupled to heat bath with positive
β can probe only those macrostates that correspond to negative energies. From
the plots in the right two columns of Fig. 3 it can be seen that, for angles χ ∈
(0,arccos(7/9)/2), the bow-shaped phase transition line is situated in the region
of positive energies, and is therefore inaccessible in a canonical setting with posi-
tive β . Microcanonically, by contrast, the entire range of energies u in the domain
of sh(u) is accessible, and the phase transition can be probed in this ensemble. A
similar situation of a phase transition line in the negative-temperature region of a
spin system has been described for the two-dimensional Ising model and for the
spherical model in [13,10].
Both situations discussed in this section have concave entropy functions. While
this implies some form of formal equivalence of ensembles, it does not necessarily
imply that in practice (in the sense of the above discussion) microcanonical and
canonical results will be identical, not even in the thermodynamic limit.
6 Conclusions
In this article, we reported an exact, analytic computation of the microcanonical
entropy sh(u) of the anisotropic Curie-Weiss quantum Heisenberg model in the
thermodynamic limit. The strategy of the calculation is to first obtain the entropy
s(m) as a function of the magnetization vector m. This is achieved by expressing,
by means of the Trotter formula and a Hubbard-Stratonovich transformation, the
microcanonical density of statesΩ(e,m) as a Laplace integral, and then evaluating
this integral asymptotically in the large-system limit. The result (22) for s(m) is
remarkably simple and symmetric. The entropy sh(u) as a function of the magnetic
field vector h and the total energy per spin, u= e−h ·m, is obtained by maximizing
s(m) under the constraint of fixed h and u.
On the basis of the plots in Figs. 2 and 3 we discussed the properties of sh(u),
and in particular the phase transition lines along which the entropy is nonanalytic.
We find two characteristic features: the zero-field transition line of the Ising model
in a longitudinal magnetic field, separating ferromagnetic phases of different ori-
entations; and the parabola-shaped transition line of the Ising model in a transverse
magnetic field, separating an coupling-dominated phase inside the parabola from
a field-dominated phase in the outside region. Varying the coupling constants and
magnetic field components between these two extreme cases, we found coexis-
tence of both types of transition lines, and coalescing or disappearing transition
lines in other cases. For certain ranges of the coupling constants and fields, the
phase transition line is situated in the region of negative absolute temperature.
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In a canonical setting with a heat bath restricted to positive temperatures, such a
transition is unobservable, while it can be probed in a microcanonical setting at
sufficiently large total energy u.
Physically, the entropy sh(u) describes a thermally isolated system with fixed
energy u in a magnetic field h, but with fluctuating magnetization. This kind of
study is motivated by recent experiments with cold atoms and ions that are iso-
lated from their environment to an excellent degree, resulting effectively in a mi-
crocanonical setting. For more realistic long-range models with interactions de-
caying like r−α with the distance r, the canonical free energy has been shown to
coincide with the Curie-Weiss results in the thermodynamic limit for exponents
α smaller than the lattice dimension. However, this does not hold for the micro-
canonical ensemble in the parameter region where microcanonical and canonical
ensembles are nonequivalent [18,19].
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A Evaluation ofF at the stationary points
It is shown how to evaluate F as given in (20) at a stationary point determined by equations
(18a)–(18c).
We start by writing (18b) in the form
− mα r
tanhr
= tα − xα
√
λα . (39)
Upon squaring, summing over α , and then taking the square root on both sides of this equation,
we obtain
|m|r
tanhr
=
√
3
∑
α=1
(
tα − xα
√
λα
)2
= r, (40)
where the second equality sign is due to definition (19). We therefore have tanhr = |m| and can
write
F (s, t ,x) = 2es+m · t − 1
2
ln
(
1−m2) . (41)
The first two terms on the right hand side of (41) can be written in the form
m · t +2es =
3
∑
α=1
(
mα tα − 1s xαxα
)
=
3
∑
α=1
mα
(
tα − xα
√
λα
)
, (42)
where first (18a) and then (18c) have been used. With (39) and (40), this expression simplifies
to
m · t +2es =− m
2r
tanhr
=−|m|r =−|m|arctanh |m|. (43)
Inserting this into (41), the derivation of (21) is complete.
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