Every Boolean function can be uniquely represented as a multilinear polynomial. The entropy and the total influence are two ways to measure the concentration of its Fourier coefficients, namely the monomial coefficients in this representation: the entropy roughly measures their spread, while the total influence measures their average level. The Fourier Entropy/Influence conjecture of Friedgut and Kalai from 1996 states that the entropy to influence ratio is bounded by a universal constant C.
Introduction
Let true = −1 and false = +1. Throughout this paper, we write [n] = {1, 2, . . . , n} and N = 2 n for an integer n ≥ 1. It is well known that any function f : {true, false} n → R can be expressed as f =
where χ S (x) = i∈S x i for S ⊆ [n] are the Fourier basis functions and
for S ⊆ [n] are called the Fourier coefficients of f . When f is a Boolean function, i.e., f : {true, false} n → {true, false}, we have S⊆[n]f (S) 2 = 1 by Parseval, so we can treat the Fourier coefficients' squares as a probability distribution p f on the N subsets of [n], which we call the spectral distribution of f . The following two parameters of the function f can be defined in terms of its spectral distribution.
Fact. For all S ⊆ [n] we havef † (S) = (−1)
|S|+1f (S). Remark. If f is monotone then f † is monotone too. Furthermore, given a monotone formula computing f , the formula obtained by swapping conjunctions and disjunctions computes f † .
Example. The dual of Or n (x 1 , . . . , x n ) = x 1 ∨ x 2 ∨ · · · ∨ x n is And n .
Past results and preliminary improvements
The current best lower bound on C was achieved by O'Donnell and Tan [9] . Using recursive composition they showed the following bound: Remark. Any balanced Boolean function g has I [g] ≥ 1 since p g (∅) = E [g] = 0; in case of equality we must have g = χ {i} for some i ∈ [n] and thus p g is supported on a single set S = {i} and its spectral entropy is zero.
By presenting a function on 6 variables with total influence I = 13/8 = 1.625 and entropy H > 3.92434, they established that C > 3.92434/ 5 8 = 6.278944. Although the specific function presented in [9] happens to be biased, their result stands as there exists a balanced Boolean function g 3 on 6 variables with the same total influence and entropy:
A slight improvement can be achieved by modifying the last clause of g 3 . Indeed, 
Sequences of balanced monotone functions
Staring at g 3 , g 4 and g ′ 4 for a moment (but not g ′ 3 ), we may see a common property: x 3 appears in all clauses except the first. Let us rewrite g 3 and g 4 in a slightly different form:
This generalizes easily to a sequence (g m ) m≥1 of balanced (to be shown below) monotone Boolean functions:
whose first two members are
the lower bound on C implied by g m . The first fifteen members of the sequence are explored in Table 1 . Note how even C 2 = 6 is much better than the C ≥ 4 bound of Subsection 1.1. The three sequences seem to be increasing and bounded, so let us denote their respective hypothetical limits by I * , H * and C * . If indeed I [g m ] = 1 3 5 − 2 3−2m for all m ∈ N then I * = 5/3. A prescient guess for the value of H * could be
for which we would get
as a lower bound for C. We will verify this guess in Section 2.
Recall that g ′ 3 and g ′ 4 gave rise to better lower bounds, respectively, than g 3 and g 4 . It is tempting perhaps to consider a generalization (g ′ m ) m≥3 , define C ′ m accordingly and examine the hypothetical limits I ′ * , H ′ * and C ′ * . It is indeed possible to do so, and we get
and C ′ m seem to converge towards the same H * and C * , respectively, so there is no real benefit in pursuing this further.
It remains to verify that g m is indeed balanced for all m ≥ 1. Let us write it as
where G m (y 1 , y 2 , . . . , y 2m−1 ) is defined recursively via
Remark. The function G m belongs to a class of monotone Boolean functions called lexicographic functions, as we will see in Section 2.1.
For simplicity of notation, we abbreviate and write
, it suffices to verify the following (see Appendix A for the calculation):
A Tale of Two Thirds
Although each of (C m ) 15 m=2 from Table 1 is a valid, explicit lower bound on C, the asymptotic discussion in Subsection 1.3 was more of a wishful thinking rather than a mathematically sound statement.
In this section we explore the class of lexicographic functions, develop tools to compute total influence and spectral entropy, and then rigorously calculate I * , H * and C * .
Lexicographic functions
Definition. Fix integers n ≥ 1 and 0 ≤ s ≤ N . Denote by L n s ⊆ {true, false} n the initial segment of cardinality s (with respect to the lexicographic order on {true, false} n ), and denote by ℓ n s : {true, false} n → {true, false} its characteristic function
Fact. The function ℓ n s is monotone and its dual is (ℓ n s )
Example. ℓ n 1 = And n and ℓ n N − 1 = Or n .
Fact.
If s is even then ℓ n s is isomorphic to ℓ n−1 s/2 (when the latter is extended from n − 1 to n variables by adding an influenceless variable).
Let 0 < s < N be an odd integer, and let s 1 s 2 · · · s n be its binary representation, where s 1 is the most significant bit and s n = 1 is the least significant bit. Denote the corresponding {true, false} n representation of s by s = ((−1)
By definition, to determine the value of ℓ n s for an input x, we need to compare x with s element by element. This gives a neat formula for ℓ n s :
where
Remark. The formula (1) shows that every monotone decision list, i.e., a monotone decision tree consisting of a single path, is isomorphic to a lexicographic function.
From (1) we derive an important property of lexicographic functions.
, the value of ℓ n s (x) only depends on x k with probability 2 1−k ; that is, when
Remark. This can be interpreted as saying that the average decision tree complexity of ℓ n s is 2 − (n + 2) /N .
We extend the definition of lexicographic functions by writing ℓ n µ = ℓ n ⌊µN ⌋ for some 0 ≤ µ ≤ 1. Note that ⌊µN ⌋ is not necessarily odd, so the effective number of variables can be smaller.
Example. For any n ≥ 2 we have ℓ n 3/4 (x) = x 1 ∨ x 2 ; that is, ℓ n 3/4 = Or 2 .
Example. For n = 2m − 1, we have ℓ n 2/3 = ℓ n ⌊2N/3⌋ = ℓ n (2N − 1) /3 . Observe that the binary representation of the odd integer s = (2N − 1) /3 has s i = i mod 2 for i ∈ [n] and thus
Fix 0 < µ < 1 and consider the sequence (ℓ n µ ) n≥1 . Whenever µ is a dyadic rational 2 , ℓ n µ converges to a fixed function ℓ µ (e.g., ℓ 3/4 = Or 2 in the example above). We would like to consider the limit object ℓ µ = lim n ℓ n µ for other values of µ as well.
It may sound intimidating; after all, ℓ µ : {true, false} N → {true, false} is a Boolean function on ℵ 0 variables, which is quite a lot. Nevertheless, by Fact 2.1, ℓ µ only reads two input bits on average.
Moreover, we care about the total influence and spectral entropy of functions. By Lemmata 5.1 and 5.2 from Section 5,
Indeed, ℓ n µ differs from ℓ n−1 µ (when considering the latter as a function on n variables by adding an influenceless variable) in at most one place, and thus (I [ℓ n µ ]) n≥1 and (H [ℓ n µ ]) n≥1 are Cauchy sequences.
Needless to say,
An even stronger statement holds (but will not be used or proved here): the spectral distributions of ℓ n µ converge in distribution to a limit distribution p µ , which we call the spectral distribution of ℓ µ . Note that p µ is supported on finite subsets of N. The expected cardinality and the entropy of
Total influence and lexicographic functions
The edge isoperimetric inequality in the discrete cube (by Harper [5] , with an addendum by Bernstein [2] , and independently Lindsey [7] ) gives a lower bound on the total influence of Boolean functions.
Theorem 2.2. Let f be a Boolean function with
In fact, they proved that lexicographic functions are the minimizers of total influence. In [6] , Hart exactly computed the total influence of lexicographic functions:
where wt (x) is the Hamming weight of x.
Let us rephrase Proposition 2.4 a bit.
Proof. By induction on t. For details see Appendix A.
This leads to the following observation:
Fact. For any 0 ≤ µ ≤ 1 we have
Example. For µ = Four-thirds is actually the maximum influence attainable by any lexicographic function, as the following claim shows:
. Denote by j the minimal i for which k i > i + 3. Now, by Corollary 2.6,
where the full calculation is in Appendix A.
Case 3. 
Disjoint composition
We now present the main tool we use to compute total influence and spectral entropy for our construction.
Definition. For two Boolean functions f 1 and f 2 on n 1 and n 2 variables, resp., define the Boolean functions on n = n 1 + n 2 variables f 1 ⊓ f 2 and
and denote by ι = ℓ 1/2 the one variable identity function.
Remark. The class of functions built using ι, ⊓, and ⊔ is called read-once monotone formulas. By (1) every lexicographic function is a read-once monotone formulas. As mentioned in the introduction, it was shown by [1, 9] that read-once formulas satisfy Conjecture 1.1 with the constant C ≤ 10.
for 0 < p < 1 and h (0) = h (1) = 0. We also make extensive use of its variant
Fact. Both h andh are symmetric about p = The following proposition is an easy corollary of [1, Lemmata 5.7 and 5.8]. Alternatively, it is a special case of Lemma 3.1 in Section 3, which is an adaptation of [9, Proposition 3.2].
Proposition 2.8. Let f 1 and f 2 be Boolean functions and let
Remark. Via the De Morgan equality
Proposition 2.8 gets simplified significantly when one of the functions is balanced, using the following observation (see Appendix A for the calculation): 
and
A first lower bound
We could use Claim 2.5 to compute the total influence of G m = ℓ 2m−1 2/3 , but we also need its spectral entropy, so we use its recursive definition and Corollary 2.10. Since we are interested in asymptotics, we prefer working directly with G = ℓ 2/3 , which satisfies the
, whereas for the entropy we have
and we can solve for
Note that it is possible to fully compute the total influence of G m :
and to write an expression for its spectral entropy:
but it is far easier to use the exponentially fast convergeance
Approximating I [ℓ p ] and H [ℓ p ] for an irrational p can be done, with exponentially decreasing error, via writing p as a limit of a sequence of dyadic rationals (e.g., truncated binary representations of p). (x 3 , . . . , x 2m , x 1 ) . By Fact 2.1, these are almost independent since the shared variable x 1 has exponentially small influence on G m .
Remark.
When considering the limit object g = lim m g m , the dependence disappears and we have g = Or 2 ⊓ G = ℓ 3/4 ⊓ ℓ 2/3 , so we can calculate its total influence and entropy using Proposition 2.8 (full details in Appendix A):
establishing our first lower bound: One technicality in the discussion above is that Proposition 1.2 supposedly only takes a finite function, so we cannot apply it directly to g, and we formally need to apply it to g m and let m → ∞. The slight dependence on x 1 prevents us from computing the total influence and spectral entropy of g m via a direct application of Proposition 2.8; we can, however, consider the slight perturbationg m = Or 2 ⊓ G m , for which Proposition 2.8 gives
, sog m is now slightly biased, and cannot be used in Proposition 1.2. To fix that, we only need to change a single entry ofg m from false to true to get g m (or a different balanced function). Once again, Lemmata 5.1 and 5.2 of Section 5 tell us that such a minuscule modification has little effect on the entropy and total influence, which vanishes in the limit.
NAND on the run
In this section we review O'Donnell and Tan's proof of Proposition 1.2 and apply it, in the biased case, to the function τ (x 1 , x 2 ) = ¬ (x 1 ∧ x 2 ) .
Generalizing the composition method
Here is a sketch of the proof of Proposition 1.2, as done in [9, Lemma 5.1]. A sequence of balanced Boolean functions is built by recursively composing independent copies of g. Although both the total influence and entropy of the sequence grow to infinity, the limit of their entropy/influence ratios is H [g] / (I [g] − 1). For these functions to be balanced, the base function g ought to be balanced. The same strategy could work for a biased function g as well, assuming its satisfies a condition that we shall immediately see.
Definition. Fix an integer n ≥ 1. A bias is a vector η = (η 1 , . . . , η n ) such that −1 < η i < 1 for i ∈ [n]. Every bias η induces a product measure on {true, false} n in which E [x i ] = η i for i ∈ [n] and they are pairwise independent. Denote this distribution by x ∼ η. Oftentimes we have η i = η for all i ∈ [n], and we denote this by x ∼ η.
Example. The zero bias induces the uniform distribution.
Definition. A Boolean function f on n variables is called η-balanced for some
Example. Balanced functions are 0-balanced.
Example. We seek a probability 0 ≤ p ≤ 1 such that τ is η-balanced for η = 1 − 2p, i.e.,
The polynomial x 2 + x − 1 = 0 has exactly two real roots in [−1, 1], which is
the reciprocal of the golden ratio. Thus, τ is (1 − 2Φ)-balanced.
Two changes are required to make the proof of Proposition 1.2 work when the base function g is η-balanced for η = 0:
1. Computing total influence and spectral entropy under a bias. This is provided by Lemma 3.1, adapted from [9, Proposition 3.2].
2. Instead of uniform input bits, we need to start from η-biased bits. These would be provided by lexicographic functions.
Biased Fourier analysis
Let us quickly recall biased Fourier analysis of Boolean functions.
Definition. Let f be a Boolean function on n variables. For S ⊆ [n], denote byχ S the η-biased basis functionχ
and denote byf (S) the η-biased Fourier coefficients of f
Sinceχ S for S ⊆ [n] form an orthonormal basis of {true, false} n under the η-biased product measure, we still have Sf (S) 2 = 1 and we can speak of the η-biased spectral distributionp f (S) =f (S) 2 of f , and consequently, the η-biased total influenceĨ [f ] and η-biased spectral entropyH [f ].
Example. Let η = 1 − 2Φ = −Φ 3 . Given that 1 − η 2 = 2 Φ (1 − Φ) = 2Φ 3/2 , the η-biased spectral distribution of τ is:
so its η-biased total influence and spectral entropy are (full details in Appendix A):
Composition lemma
To simplify the notation of Lemma 3.1, we introduce a variant of the total influence and entropy definitions.
Definition. Let f be a Boolean function and let S ∼ p f . The unbiased total influence and unbiased entropy of f , denoted respectively by
;
Example. For f = And n we have . . , g k ) on kn variables by
wherep F is the η-biased spectral distribution of F for the bias
A second lower bound
Define a sequence of functions (F m ) m≥0 by F 0 = ℓ Φ and
Recall that τ is (1 − 2Φ)-balanced and thus Pr [F m ] = Φ for all m ≥ 0. Via Lemma 3.1 we can compute the asymptotic entropy/influence ratio of F m (see Appendix A for details): Remark. Using any (1 − 2p)-balanced base function g for 0 < p < 1, the same computation yields the lower bound:
If g is balanced, i.e., p = 
To Infinity, and Beyond
In both Theorem 2.11 and Theorem 3.3 the notion of limit was used twice:
1. In creating an infinite lexicographic function (ℓ 2/3 and ℓ Φ , respectively); and 2. When taking the asymptotic entropy/influence ratio for the sequence of functions defined by recursive composition.
In this section we use limits a countable number times for a superior construction.
Limit of limits
The basic step is inspired by the NAND function τ of Section 3. Fix a Boolean function λ, and define a function κ using the equation κ = (λ ⊓ κ) † . Formally, we define a sequence (κ m ) m≥0 of functions via κ 0 = λ and κ m+1 = (λ ⊓ κ m )
† and let κ = lim m→∞ κ m . 
Proof. Apply Proposition 2.8 (see Appendix A for the computation).
Remark. Note that when λ is monotone, κ is monotone as well. 
These values naturally depend on the initial parameters (z, I, H). Nevertheless, the sequence q m converges to the same limit lim m q m = Φ regardless of the choice of 0 ≤ z ≤ 1.
In fact, q m is a linear rational function of z, as the following claim states. 
is the mth Fibonacci number.
Proof. By induction on m (see Appendix A for details).
Remark. Binet's formula (5) This can be used to define q m for negative m as well. Note that for m < 0 we are no longer promised that 0 ≤ q m ≤ 1. In particular, q −k is undefined for z = b k /b k+1 .
Corollary. For all n ≥ 0 we have
where π m is the cumulative product π m = m k=1 q k . In particular,
For notational convenience, write π −1 = π 0 /q 0 = 1/z and π −2 = π −1 /q −1 = 1/ (1 − z). The next claim computes the entropy/influence ratio of F m via (3b) and (3c):
Remark. Using (4) and (6) we can write β m as an explicit function of z for all m ∈ N.
Asymptotically the term (π m−1 + π m−2 )h (q m ) vanishes, and we obtain
By (7) Proof. Select F 0 = ι with parameters z = 1/2, I = 1 and H = 0. Alternatively, since for F 0 = ι we have F 1 = ℓ 2/3 , we could start with F 0 = ℓ 2/3 and get the same bound.
Afterthoughts
1. One may ask herself whether it would suffice to define a limit function T using the equation T = (T ⊓ T ) † . This is equivalent to the composition construction of Theorem 3.3, but we get a monotone function and are no longer limited to using T 0 = ℓ Φ . It is possible to show, via a computation quite similar to the one in previous subsection (see Appendix A), that
for a function γ slightly smaller than β. Picking T 0 = ℓ Φ is actually quite far from being optimal here; T 0 = ι or T 0 = ℓ 5/8 yield a lower bound of ≈ 6.44539, while T 0 = ℓ 2/3 seems to attain the best lower bound ≈ 6.453111 achievable using this method. This comes close, but is still less than β (1/2), since γ (2/3) < β (2/3).
2.
Recall that the decision tree complexity of an infinite lexicographic function is just two bits. By simple induction, it can be shown that the average decision tree complexity of F m is 2 m d for all m ≥ 0, where d is the average decision tree complexity of F 0 .
In particular, the average decision tree complexity of the sequence (F m ) m≥0 is unbounded, and thus the construction is not subject to the upper bound on constant average depth decision trees of [11] . Each F m is still computable by a read-once formula, though.
3. The half circle shape of β (z) = 4z (1 − z) ∞ k=−2 h (q k+2 ) π k is mostly dictated by the variance term 4z (1 − z), which is symmetric about z = 1 2 . One may thus guess that max z β (z) = β (1/2) . Surprisingly, the maximum of β is obtained at z * ≈ 0.50168825, giving a meager improvement of 0.006% over β (1/2).
Nevertheless, it seems this cannot be used to improve the bound of Theorem 4.4. Indeed, any change in z will have a negative effect on (8) by increasing both I andh (z), so to gain anything we need the initial function F 0 to provide a large entropy/influence ratio, which is what we were seeking all along.
Furthermore, any balanced function F 0 beating β (1/2) must have H > (I − 1) β (1/2), so we could have used it in Proposition 1.2 directly! 4. The function β can be simplified a bit further. Observe that
hence we can write
(π m log 2 q m+1 + π m+2 log 2 q m ) .
A Lipschitz-type condition for total influence and entropy
In this section we show that changing a single entry in a Boolean function has a negligible effect on its total influence and entropy.
Lemma 5.1. Let f and g be Boolean functions on n variables differing in a single entry
Proof. We use an equivalent definition of total influence as the average sensitivity
where S f (x) is the number of neighbors y ∼ x in the Boolean cube such that f (x) = f (y). Indeed, we have
Thus,
Remark. This is tight. Indeed, Or n differs from the all-true function in a single entry x = false n and
Lemma 5.2. Let f and g be Boolean functions on n variables differing in a single entry
Proof. This is trivial for n = 1 so assume n ≥ 2. Also assume without loss of generality that the differing entry is x 0 = false n ; that is, g = f + 2δ, where 
where Cauchy-Schwartz was used to derive (9d) from (9b) and (9c).
We express the difference of entropies in terms of (∆ k ) k∈[N/2] (details in Appendix A):
To bound the first term, note that the function ξ (x) = x 2 log 2 (x/ (1 − x)) − (2x − 1) / ln 4 is decreasing and positive for x > 1, and ξ (2) = 4 − 3/ ln 4 ≈ 1.836. Now
To bound the second term, note that the function ζ (x) = x log 2 x−1 2 is increasing, positive and convex for x > 3, so
Combining (10), (11) and (12), we get
establishing the proof of the lemma.
Corollary. Let f and g be Boolean functions on n variables, and let
Remark. One may wonder how tight is Lemma 5.2, since the largest distance obtained from natural examples seems to be
There exists, however, a algebraic construction in which the entropy difference is greater than 8/(3 √ N ), so the lemma is tight upto the logarithmic factor n: Niho [8] considered functions from GF (N ) to GF (2) of the form f (α) = Tr (α r ), where Tr : GF (N ) → GF (2) is the trace operator and r is some integer. These can naturally be interpreted as Boolean functions from {false, true} n to {false, true}.
The case when n ≡ 0 mod 4 and r = 2 √ N − 1 was analyzed in [8, . The Fourier spectrum of the resulting function f has four possible values, as summarized in Table 2 . Plugging these numbers in (10) shows that indeed This is far from being a coincidence, as lexicographic functions are the minimizers of total influence (for a given bias) by Theorem 2.3. It seems plausible to attempt proving Conjecture 1.1 for the class of monotone Boolean functions (or perhaps all Boolean functions) by proving an upper bound on what can be done using lexicographic functions.
2. It is possible that we can improve on Theorems 3.3 and 4.4 by finding a base function g better than τ . Of course, g should be η-balanced for some −1 < η < 1; that is, η should be a fixed point of E g (ρ) = E x∼ρ [g]. Preferably, η should be an attractive fixed point of E g , so g needs to be a non-monotone function. By exhaustive search, we have determined that no function on n ≤ 4 variables will do better than τ .
Nevertheless, all constructions based on disjoint composition belong to the class of read-once formulas, and thus cannot provide a lower bound better than 10.
3. One remaining gap worth closing is the asympotic behavior of the Lipschitz constant for the spectral entropy. Recall that Niho's function gave a lower bound of Ω(1/ √ N ), whereas the upper bound provided by Lemma 5.2 is O(n/ √ N ). We believe the upper bound is not tight. 
