Let F be a totally real number field, OF the ring of integers, a and
Let k be even and let f ∈ S k (Γ 0 (N )) be a holomorphic cuspidal modular form that is a Hecke eigenfunction. For each prime p ∤ N let λ p (f ) be the normalized Hecke eigenvalue defined by
The Ramanujan-Petersson conjecture, proved by Deligne [De73] , implies that |λ p (f )| ≤ 2 for any f ∈ S k (Γ 0 (N )). Serre studied the asymptotic distribution of the Hecke eigenvalues λ p (f ), when f is fixed and p varies and conjectured that for any f ∈ S k (Γ 0 (N )), as x → ∞, the λ p (f ) for p ≤ x are equidistributed in [−2, 2] with respect to the Sato-Tate measure (1.1) dµ ∞ (x) = Another point of view is the so called vertical problem of Sato-Tate. Namely, fixed a prime p, when the level N and/or the weight k vary, the eigenvalues λ p (f ) for f ∈ S k (Γ 0 (N )), follow distribution laws with respect to the Sato-Tate measure. In this direction Serre proved the following Theorem 1.1. [Se97] Let N, k be positive integers such that k is even, N + k → ∞ and p is prime, p ∤ N . Then the normalized Hecke eigenvalues λ p (f k,N ) are equidistributed in the interval Ω = [−2, 2] with respect to the p-adic Sato-Tate measure:
(1 − x 2 /4) 1/2 (p 1/2 + p −1/2 ) 2 − x 2 dx.
The distribution of the Hecke eigenvalues has been investigated by several authors, generalizing or supplementing Serre's results. For instance, in [KL08] , Knightly-Li give a result on weighted equidistribution for holomorphic forms over F a totally real number field, using a polynomial multiple of the Sato-Tate measure and further, in [KL13] , they extended the result to the case of Maass forms over Q. For totally real number fields F , in [BM13] a result of joint distribution of eigenvalues of the Hecke operators T p 2 and the Casimir operators C j in each archimedean component of F , is proved using a modification of the Sato-Tate measure. A recent far reaching generalization is due to ) who use the trace formula to prove distribution results to any reductive group split over Q (see also [MT15] and [KST20] ).
In this paper we extend the distribution results in [BM13] for F totally real, to Hecke operators T p for p a prime that is a square in the narrow class group, using a polynomial multiple of the Sato-Tate measure.
More precisely, given a family of compact boxes Ω t = d j=1 Ω t,j of R d satisfying some mild conditions (see (6.9)), where Ω t expands in at least one component as t → ∞, and an interval I p ⊆ [−2, 2] for p ∤ I a prime ideal that is a square in the narrow class group, for any r ∈ a −1 d −1 , d the inverse different of F , we prove the estimate f ∈Bχ,q:λ(f )∈Ω t λ p (f )∈I p |c a,r (f )
where B χ,q is an orthonormal basis of the space L 2,disc (GL 2 (F )\GL 2 (A F )/K 0 (I)) χ,q (satisfying the conditions in Definition 6.1), c a,r (f ) is the (a, r)-Fourier coefficient of f , λ(f ) = (λ j (f )) where λ j (f ) is the eigenvalue of C j and, finally, λ p (f ) is the eigenvalue of T p on f . Furthermore, Φ a,r (x) is a polynomial multiple of the Sato-Tate measure (see (6.12)) that coincides with the Sato-Tate measure for any r such that p ∤ rad, Pl denotes the Plancherel measure and V 1 is a measure on R d such that V 1 = O(Pl). This implies that
In particular, this says that there are infinitely many automorphic eigenforms with T p eigenvalues distributed according to the measure Φ a,r of I p , and with Casimir eigenvalues in the given region Ω t , distributed according to the Plancherel measure of the region. To prove the main results (Theorem 6.4 and Theorem 6.5), we use the Kuznetsov sum formula and, as a main tool, an asymptotic formula similar to one proved in [BM10] . In the proofs, we use results in [Ve04] , [BM10] and [BMP03] .
As an application, we obtain results on the distribution of eigenvalues of holomorphic Hilbert modular forms (Thm 7.1) and on weighted equidistribution of Hecke eigenvalues (Thm 7.4).
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Preliminaries
In this section we introduce some basic notions and notations that will be needed throughout this paper.
Let F be a totally real number field, [F : Q] = d and let O F be the ring of integers of F . Let σ (j) : F → R (j = 1, . . . , d) be the field embeddings from F into R and denote by σ : GL 2 (F ) → GL 2 (F ∞ ) ∼ = GL 2 (R) d the canonical embedding given by
We will make use of the following subgroups of GL
Then, one can write every g ∈ GL 2 (R) d uniquely as
where z ∈ Z ∞ , n ∈ N, a ∈ A and k ∈ K ∞ , hence GL(2,
The function S : R d → R given by S(x) = j x j extends the trace function Tr F/Q : F → Q. The inverse different ideal of F is the fractional ideal
Given integral ideals I and a of O F , consider the congruence subgroup of GL 2 (F ∞ ):
When a = O F , then Γ 0 (I, a) = Γ 0 (I). We will also make use of the subgroup Γ(I, a) N = N (F )∩Γ 0 (I, a) of N (F ).
Let A F , A F,f and A × F be the ring of adeles, the ring of finite adeles and the group of ideles of F . We have canonical embeddings of F into A F :
Denote by C F and C + F the class group and narrow class group of F , and by h F and h + F the class number and narrow class number of F respectively.
To each fractional ideal a of F we associate an idele π a ∈ A × F which at each non-archimedean place has the same valuation as a. Such an idele is unique up to multiplication by units. Let a 1 , . . . , a h F be representatives of the ideal classes in C F and let π a 1 , . . . , π a h F be corresponding ideles.
Let v be a place of F , let F v be the completion of F at v and O v the integral subring of F v . We set
Given I an integral ideal and a a fractional ideal, for each finite place v of F we consider the open compact subgroup of GL 2 (A F,f )
There is the following relation between Γ 0 (I, a) and K 0 (I, a) (2.10) i f (Γ 0 (I, a)) = K 0 (I, a) ∩ i f (GL 2 (F )).
We now recall strong approximation for number fields with class number h F .
Theorem 2.1. Let a 1 , . . . , a h F be integral representatives of the class group C F , with corresponding ideles π a 1 , . . . , π a h F . Then one has the following decompositions
If F has class number 1, one needs only consider the case a = O F . Furthermore, by strong approximation for the group SL 2 one has
for any compact open subgroup K f of SL 2 (A F,f ). We will make use of this fact quite often in Sections 4 and 5.
2.0.1. Characters. We fix χ a Hecke character of A × F /F × , I an ideal divisible by the conductor of χ and we denote by χ v , χ f , χ ∞ the restrictions of χ to F × v , A × F,f and F × ∞ respectively. Then χ induces a character of K 0 (I, a), still denoted by χ f , given by
and a character of Γ 0 (I, a), defined by χ(γ) = χ(i f (γ)). We shall assume that χ ∞ = 1 and
, on A F we use the measure dx that is the product of the normalized Lebesgue measure π −d dx 1 . . . dx d on F ∞ and the Haar measure on F p so that O p has measure 1, for each p. It induces the Haar measure on A F /F with total measure one. Also, on A × F we use the measure d × y that is the product of the Haar measure (dy 1 /|y 1 |) . . . (dy d /|y d |) on F × ∞ ∼ = R × d and the Haar measure on F × p so that O × p has measure 1. It induces a Haar measure on A × F /F × . On K = SO 2 (R) d K 0 (I) and its factors we use Haar probability measures and on Z(F ∞ )\GL 2 (F ∞ ) the Haar measure which satisfies
On GL 2 (F p ) we fix the Haar measure so that K 0,p (O p ) has measure 1 and on Z(F ∞ )\GL 2 (A F ) we use the product measure. This induces the Haar measure on Z(A × F )\GL 2 (A F ) satisfying
2.1. Adelic and classical square integrable automorphic forms. As in [Ve04] and in [BH10] , we consider the subspace FS of functions f :
We will also make use of the subspace FS χ of functions in FS satisfying the additional condition that f (g ( z 0 0 z )) = f (g)χ(z) for any z ∈ A × F . There is a standard correspondence between the space FS of adelic automorphic forms and spaces of classical automorphic forms. One has an isomorphism (see [BH10, (93) 
Note that f a i is independent of the choice of the idele π a i . Conversely, given f a i in L 2 Γ 0 (I, a i )\PGL 2 (R) d , χ −1 for i = 1, . . . , h F , we can recover f ∈ FS by defining its value in each component by
for γ ∈ GL 2 (F ) and g ∞ ∈ GL 2 (R) d . This map is well defined and both maps are the inverse of each other, thus we have (2.16). Furthermore, this correspondence is a (g, K ∞ )-morphism of the associated (g, K ∞ )-modules.
The group GL 2 (R) d acts unitarily on each Hilbert space L 2 (Γ 0 (I, a i )\PGL 2 (R) d , χ −1 ) by right translations and there is an orthogonal decomposition
The invariant subspace L 2,cont (Γ 0 (I, a j )\PGL 2 (R) d , χ −1 ) can be described by integrals of Eisenstein series and the orthogonal complement L 2,disc (Γ 0 (I, a i )\PGL 2 (R) d , χ −1 ) is an orthogonal direct sum of closed irreducible PGL 2 (R) d -invariant subspaces.
Furthermore, for each a i one has a decomposition
where ξ runs through the characters of the group M = : ζ j = ±1 satisfying the compatibility condition χ( −1 0 0 1 , . . . , −1 0 0 1 ) = d 1 (−1) ξ j = 1 with ξ j ∈ {0, 1}. 2.2. Fourier terms. We fix a maximal orthogonal system {V ̟ } ̟ of irreducible invariant subspaces of the Hilbert space L 2, disc (Γ 0 (I, a)\PGL 2 (R) d , χ). Each such subspace ̟ has finite multiplicity and splits as a tensor product ̟ ∼ = ⊗ j ̟ j of irreducible representations ̟ j of GL 2 (R), where j runs over the d archimedean places of F .
Set ψ ∞ (x) = e 2πiS(x) = e 2πi(x 1 +...+x d ) . Every classical automorphic form f for Γ 0 (I, a) has an expansion
and
(2.23)
in light of (2.6) and [BM09, §2.3.4] and where ǫ ̟ : {±1} d → {±1} is a character depending only on the representation ̟. Here W l,ν (y) denotes the W -Whittaker function and c a,r (f ) is the Fourier
By the discussion above, every component f a of f is a classical automorphic form of weight q ∈ Z d and hence has a Fourier-Whittaker expansion
Action of the center
In this section we recall the action of
Let g ∞ ∈ GL 2 (R) d , let a, b be fractional ideals of F and π a , π b be associated ideles. As a consequence of strong approximation in SL 2 we have
for some k γ ∈ K 0 (I) and γ ∈ GL 2 (F ). Furthermore we see that
Thus, (3.1) shows that translation by the central element π b 0 0 π b moves the component a in (2.12) to the component ab 2 . Now, as in [Ve04] , we denote by Γ(a → ab 2 ) the set of γ ∈ i(GL 2 (F )) satisfying (3.2). Then, one checks that for any γ a→ab 2 ∈ Γ(a → ab 2 ), one has
We will also need the following explicit description of the set Γ(a → ab 2 ).
, the big Bruhat cell.
Hecke operators
In this section we define the Hecke operators on adelic functions and then translate the action to the classical components of the given function.
Let p be a prime ideal in O F such that p ∤ I, let F p , O p be the completions of F and O at p respectively, and let π p be the uniformizer of the local ring O p .
Given f ∈ FS q and g ∈ GL 2 (A F ), the Hecke operator T p ℓ is defined by
where χ ∆(p ℓ ) (x) denotes the characteristic function of ∆(p ℓ ). We now determine the classical components (
We have that π a 0 0 1
π s p π a π ℓ p 0 0 1 , and furthermore, by strong approx-
Thus, we have expressed (T p ℓ f ) a in terms of values of f ap ℓ . Now, we shall see that, in light of (3.1),
can be expressed in terms of values of f a , again at the initial component a.
with γ β,s ∈ SL 2 (F ) and k s ∈ K 0 (I), and also the fact
We pick i f (η ℓ pb 2 ) as an idele associated to b 2ℓ p ℓ . Now we look carefully at the element γ −1 β,s ∈ SL 2 (F ) appearing in (4.6). We distinguish two cases: when p s b ℓ is a principal ideal and when it is not.
If s ∈ {0, 1, . . . , ℓ} is such that p s b ℓ is principal, then we can take γ β,s a diagonal matrix
1 .
and when we intersect with i f (GL 2 (F )) we have
On the other hand, 
Substituting (4.6) in the argument of ( π ℓ b T p ℓ f ) a = χ(π ℓ b )(T p ℓ f ) a , using (3.3) and in light of (4.8), (4.9) and (4.11), we obtain that
Fourier terms and Hecke operators
The goal of this section is to prove results on the Fourier terms of the components of T p ℓ f .
Proposition 5.1. In the notation of Proposition 4.1, the function f a,s in (4.4) is left Γ(I, a) Ninvariant and its Fourier terms are given by
Proof. The set 
Since
We now make the change of variables x → xη ℓ pb 2 a −2 s . Since η pb 2 ∈ pb 2 and a s ∈ p s b ℓ , then η −ℓ pb 2 a 2 s ap ℓ−2s ⊆ a, hence
We thus obtain, using the previous proposition and (4.1):
Corollary 5.2. Let p be a prime ideal, p ∤ I, as in Proposition 5.1, b an integral ideal such that
Since all T p ℓ are bounded selfadjoint operators commuting with the Casimir operators C j , we may choose an orthogonal system {V ̟ } of irreducible subspaces such that T p ℓ V ̟ ⊂ V ̟ for every ̟. Thus, Proof. Let q ∈ Z d . We use (2.21) in the expression in Corollary 5.2. Then 
and since η ℓ pb 2 is totally positive, then sign r j η ℓ pb 2 y j /a 2 s = sign (r j y j ). Hence we have the identity 
In particular, Pl ξ j gives zero measure to the set of exceptional eigenvalues in [0, 1 4 ). We also need another measure, denoted V 1 as in [BM10] , with a product structure V 1 = ⊗ j V 1,ξ j where The measure V 1 is comparable to the Plancherel measure Pl for sets that are at a positive distance off (0, 1/4) (see [BM10, §1.2.2]).
Often it is convenient to use, instead of λ(f ) ∈ R d , the corresponding spectral parameter ν(f ) ∈ ([0, ∞) ∪ i(0, ∞)) d , ν(f ) = 1 4 − λ(f ). We will use a tilde to indicate that the relevant measures like N r , Pl and V 1 are taken with respect to the variable ν, and we will write
In the ν-coordinate the Plancherel measure on Y ξ is now given by Pl ξ = ⊗ j Pl ξ j , where
Pl
βh(β). (6.3) 6.1.1. Test functions. We shall use test functions of product type ϕ(ν) = j ϕ j (ν j ), where the factor ϕ j is defined on a strip |Reν j | ≤ τ with 1 4 < τ < 1 2 , and also on the discrete set 1+ξ j 2 + N 0 . The j th -factor ϕ j satisfies ϕ j (ν j ) ≪ (1 + |ν j |) −a on its domain for some a > 2, and is even and holomorphic on the strip |Reν j | ≤ τ . The ν j occurring are related to spectral data. The eigenvalues λ j (̟) of the Casimir operators in V ̟ are of the form λ j
Thus, the test functions ϕ can be viewed as defined on a neighborhood of the set of possible values of the vectors ν(̟) = (ν j (̟)) j . 6.2. The asymptotic formula. In this subsection we will first review the Kuznetsov sum formula for GL 2 and then use it to derive the asymptotic formula (6.10), which will be a central tool in the proof of the main theorems in this paper.
A sum formula for SL 2 over a number field for K-spherical functions was given in [BM98, Theorem 6.1.]. In [BMP01] (see also [BM09, Theorem 3.21]) an extension valid for arbitrary K-types was given, still in the case of SL 2 . A spherical version for GL 2 (A F ) was proved in [Ve04, Proposition 1] and a GL 2 general version was derived in [Ma13, Theorem 1] (see also [BH10, §2.12]). Definition 6.1. Fix q ∈ Z d and χ a character of A × F /F × . Let B χ,q be an orthonormal basis of the space FS disc χ,q so that each f ∈ B χ,q has K ∞ -weight q and is an eigenfunction of all the Casimir operators C j , of all the Hecke operators T p and an eigenfunction of the center Z(A × F ) by the central character χ.
We define the twisted Kloosterman sum as in [Ve04, Definition 2], taken in the particular case a 1 = a 2 = a.
Let a be a fractional ideal of F and let c be any ideal so that c 2 ∼ a 2 in the class group. Fix c ∈ c −1 I, r ∈ a −1 d −1 and r ′ ∈ ad −1 c −2 . We set (6.4) KS(r, a; r ′ , a; c, c) =
where the summation runs through elements x generating (ac −1 /a(c)) as an O F -module, x −1 is the unique element in (a −1 c/a −1 (c)c 2 ) × such that xx −1 ∈ 1 + cc and χ is a character of A × F /F × with conductor dividing (c)c (then χ induces in a natural way a function (ac −1 /a(c)) × → C).
Twisted Kloosterman sums satisfy a Weil bound (see [Ve04, (13)] ). Namely (6.5) |KS(r, a; r ′ , a; c, c)| ≪ N (rad, r ′ c 2 a −1 d, cc) 1/2 N (cc) 1/2+ε
where the brackets (·, ·, ·) denote greatest common divisors of ideals. We now give the version of the Kuznetsov formula for PGL 2 that we shall use (see [Ve04, Prop.2 .1] in the spherical case and [Ma13, Thm. 1] for arbitrary K ∞ -types).
Let a be a fractional ideal, and r, r ′ ∈ a −1 d −1 .
Then, for any test function ϕ as in §6.1.1, we have
whereδ r,r ′ = 1, iff r −1 r ′ ∈ O * + F and is equal to 0 otherwise. Also, CSC denotes a contribution of the continuous spectrum and Bϕ is a Bessel transform of ϕ.
We now describe the main procedure in the derivation (see [Ma13, Section 4.2] ). For r, r ′ ∈ a −1 d −1 , nonzero elements with the property that r/r ′ is totally positive, let ψ ∞ (rx) and ψ ∞ (r ′ x), be characters on N (R) d which are trivial on Γ(I, a) N .
One now defines Poincaré series P 1 and P 2 on the h F classical components in the right-hand side of (2.16) in such a way that P a ′ 1 = 0 for a ′ = a, P a ′ 2 = 0 for a ′ = ab 2 and, furthermore,
The sum formula emerges by computing the inner product π b P 2 , P 1 in two ways, geometrically and spectrally and by averaging over b ∈ C F . We refer to [Ve04, sections 6.3, 6.4] and [Ma13, sections 5.1, 5.2] for the geometric description and for calculations on the spectral side, and to [BM98] or [BM09] for convergence considerations and for the integral formulas used. See also [BH10, §2.12].
As an application of formula (6.6) we will derive an asymptotic formula that is an adaptation of a result in [BMP03] and [BM10] , and which will be a main tool in the proof of Theorem 6.4. We fix a partition of the set of archimedean places of F
and we consider the automorphic irreducible subrepresentations ̟ in L 2,disc Γ 0 (I, a)\PGL 2 (R) d , χ with prescribed spectral parameters at the places j ∈ E, so that, for j ∈ Q − , ̟ j is in the discrete series and for j ∈ Q + , ̟ j is in the principal or complementary series. That is, we consider the set R of representations ̟ such that
Furthermore, the intervals [a j , b j ] ⊂ R are required to satisfy the condition that the endpoints a j , b j are not of the form b
where Ω t satisfies the conditions in Proposition 6.2 of [BM10] , in particular B j (t) → +∞ for at least one j ∈ Q + or C j (t) → −∞ for some j ∈ Q − . Theorem 6.2 (Asymptotic formula). Let t → Ω t be a family of bounded sets in R d as in (6.9). Let a be a fractional ideal, χ a unitary character of A × F /F × and q ∈ Z d . Let B χ,q be as in Definition 6.1.
The asymptotic formula is derived by using (6.6) (with the variable λ in place of ν) for a suitable choice of the test functions. We can adapt the method of proof of [BM10, Thm 1.3]. A main part of the argument involves showing that the CSC and the Kloosterman term of the Kuznetsov formula are of lower order than the delta term, which is the main term, given in (6.6). For simplicity we defer a sketch of these computations to the Appendix (see (8.7) and (8.10)).
In the proof, we choose the test functions in the same way as in [BM10, Lemma 2.2]. Then the asymptotic result follows by arguing as in [BM10, sections §2-5].
Remark 6.3. We note that the formula does not exclude exceptional eigenvalues but shows that the exceptional spectrum has lower density, since the interval (0, 1/4) is not in the support of the Plancherel measure appearing in the main term in (6.10).
6.3. Joint distribution of Hecke and Casimir eigenvalues. The main goal of this section will be to estimate the function N r (Ω t ), now including conditions on the Hecke eigenvalues λ p (f ).
Given a subinterval I p ⊆ [−2, 2] and an integral ideal a we study the asymptotic behavior of the function
with r ∈ a −1 d −1 \ {0} and f running through an orthogonal system of irreducible subspaces of L 2,cusp Γ 0 (I, a)\PGL 2 (R) d , χ .
Relative to the Hecke eigenvalues, one wishes to measure their distribution relative to the Sato-Tate measure (1.1). As in [KL08] and [Li09] we will use the following measure for any r ∈ F (6.12) Φ a,r (x) := ordp(rad)
where dµ ∞ is the Sato-Tate measure in [−2, 2] and X m (x) denotes the m th -Chebyshev polynomial. These polynomials are orthonormal with respect to the Sato-Tate measure in [−2, 2] and satisfy X ℓ (T p ) = T p ℓ for every prime ideal p (see [Se97, §2] ). In particular, for any r ∈ a −1 d −1 such that p ∤ rad, Φ a,r (x) is just the Sato-Tate measure. The following theorems are the main results in this paper.
Theorem 6.4. Let t → Ω t be a family of subsets of R d as in (6.9) and let B χ,q be as in Definition 6.1. Let p ∤ I, p a square in the narrow class group, a an integral ideal and, for each f ∈ B χ,q , let λ p (f ) be the eigenvalue of T p in f . Assume r ∈ p ℓ a −1 d −1 . Then, as t → ∞ we have
with Φ a,r as in (6.12) and V 1 as in Theorem 6.2.
Proof. Since X ℓ (λ p (f )) = λ p ℓ (f ), then, by Theorem 5.3 and Theorem 6.2
By definition,δ r,rη ℓ pb 2 /a 2 s = 1 if and only if η ℓ pb 2 /a 2 s ∈ (O × F ) + . We will see next that this can happen if and only if 2s = ℓ.
First, we assume that δ r,rη ℓ pb 2 /a 2
Thus ℓ must be even, and v p (a s ) = ℓ 2 + ℓv p (b) and v q (a s ) = ℓv q (b). Since the element a s ∈ F is such that v p (a s ) = s + ℓv p (b) (see Proposition 4.1) then necessarily s = ℓ 2 . Conversely, if ℓ is even, let s = ℓ 2 . We have that p ℓ/2 b ℓ = η ℓ/2 pb 2 O F , that is, we are in the case when p s b ℓ is principal, and therefore, we can use (4.7) and (4.8) to conclude that a s = η ℓ/2 Putting all these facts together we get that
Now 0 ≤ ℓ/2 ≤ ord p (rad), since r ∈ p ℓ a −1 d −1 . Thus, since ℓ is even Φ a,r (X ℓ ) = 1 by expression (6.12). This proves the first assertion in the theorem, Relative to the second assertion, if ℓ is odd, then Φ a,r (X ℓ ) = 0, again by (6.12). This completes the proof of the theorem.
As the Chebyshev polynomials {X ℓ } are a basis of the space of all polynomials and these are uniformly dense in C([−2, 2]), we may replace X ℓ by any continuous function f in Theorem 6.4 (see [BM13, Prop.4.8] or [KL13, Thm. 10.2]). Now, arguing as in [BM13, §4.3.2] to extend the formula to characteristic functions we obtain: Theorem 6.5. Let t → Ω t be a family of sets in R d as in (6.9) and let B χ,q be as in Definition 6.1. Let p be a prime ideal that is a square in C + F , p ∤ I, let λ p (f ) be the eigenvalue of T p on f ∈ B χ,q and let Φ a,r (x) be as in (6.12), with r ∈ p ℓ a −1 d −1 . Then, if t → ∞, given any interval I p ⊆ [−2, 2], we have that
In particular this implies that, if p is a square in the narrow class group, there are infinitely many automorphic eigenforms with eigenvalues of T p lying in I p , with density given by Φ a,r that coincides for r a.e. with the Sato-Tate measure, and with Casimir eigenvalues in the region Ω t , with density given by the Plancherel measure.
Remark 6.6. This result refines Theorem 1.1 in [BM13] which involves the eigenvalues λ p 2 (f ) in place of λ p (f ) and now using a polynomial multiple of the Sato-Tate measure in place of the variant used in [BM13] .
Applications
In this section we will give applications of Theorems 6.4 and 6.5, by using some results in [BM10] . 7.1. Distribution of holomorphic automorphic forms. The classical case of holomorphic forms is of special interest. That is, we restrict ourselves to representations ̟ = ⊗ d j=1 ̟ j , with ̟ j ∈ G in the discrete series. In this case, the Casimir eigenvalues are of the form
As often, it is convenient to use, instead of λ(̟) ∈ R d , the corresponding spectral parameter
We will use a tilde to indicate that the relevant measures like N r , Pl and V 1 are taken with respect to the variable ν, and we will write , with A > 2. As a consequence of Theorem 6.5 we thus obtain Theorem 7.1. Let Ω b = {b}. Let p ∤ I, p a square in C + F , let I p ⊆ [−2, 2] be an interval, and let Φ a,r be as in (6.12), with r ∈ p ℓ a −1 d −1 . Then, if the product d j=1 b j −1 2 tends to infinity we have
7.2. Weighted equidistribution of Hecke eigenvalues. As an application of Theorem 6.4 we also obtain a result of weighted equidistribution of Hecke eigenvalues.
Definition 7.2. Let (X, µ) be a Borel measure space. Let S 1 , S 2 , . . . be a sequence of non-empty finite subsets of X. Then one says that the sequence S i , i ∈ N is equidistributed with respect to dµ (or µ-equidistributed) if for any continuous function g on X we have
Example 7.3. If S i = {0, 1/i, 2/i, . . . , 1} then {S i } i∈N is equidistributed with respect to the Lebesgue measure on X = [0, 1].
If a 1 , a 2 , . . . is a sequence of points on X,
If to each element x ∈ S i we asign a weight w x ∈ R + , then the sequence {S i } is w-equidistributed if for any continuous function g : X → C, we have:
Theorem 7.4. Let t → Ω t be a family of subsets in R d as in (6.9). Let p ∤ I, p a square in C + F and let Φ a,r be as in (6.12) with r ∈ p ℓ a −1 d −1 . Then, if g is any continuous function on R, as t → ∞ we have
Proof. If we let ℓ = 0 in Theorem 6.4 then we get
For ℓ > 0 we have
By taking the quotient of (7.7) by (7.6) we obtain
As {X ℓ } generates the space of all polynomials and this space is uniformly dense in C([−2, 2]), we may replace X ℓ by any continuous function g and the theorem follows.
Remark 7.5. The above result implies that if t n is an increasing sequence tending to +∞, then the set n∈N {λ p (f ) : f ∈ B χ,q , λ(f ) ∈ Ω tn } is a dense subset of [−2, 2].
Remark 7.6. Theorem 7.1 extends results by Serre [Se97] for holomorphic forms for F = Q and by Knightly-Li [KL08] for holomorphic forms for F a totally real number field. We note that Theorem 7.4 includes all representations (not only the discrete series) and involves a spectral parameter tending to infinity in place of the level, as is the case in [Se97] and [KL08] .
Appendix
In this section we will explain the estimates necessary in the proof of Theorem 6.2. We will only give a sketch of the proofs, the arguments are similar to those given in [BM10] (using some facts proved in [BMP03] ). 8.1. Kloosterman term. We let as before {1, . . . , d} = E ⊔ Q + ⊔ Q − where Q + ⊔ Q − = ∅ and use test functions ϕ = ⊗ d j=1 ϕ j , with ϕ j as in [BM10, §2.1.1 and Lemma 2.2] and ϕ E = ⊗ j∈E ϕ j . We need to bound the sum
where γ ∈ O F is such that c 2 = γ a 2 . It will be sufficient to bound the inner sum since the other two sums are finite. We will use methods and results from [BM10, §2.2] or [BMP03, §4 and §5].
Set τ ∈ (1/4, 1/2), ρ ∈ (1 − τ, 1), γ ∈ (τ, 1/2), ρ 1 = 3/2 − γ − τ ∈ (1/2, 1), U ≥ 1 and A 1 > 0. Then, by [BM10, (52) ] or [BMP03, Lemma 4.3] we have that
and ϕ E E = j∈E ϕ j , ϕ j = sup ν,0≤ Re ν≤τ |ϕ(ν)|(1 + |ν|) a + b≡ξ j (2),b≥2 b a |ϕ j ( b−2 2 )|. For the second factor we use the Weil bound: In this way, we find the following estimate for the Kloosterman term: Under the additional assumption on ε that 2τ (1 − ε) + 1 2 − ε > 1, that is, ε(τ − 1/4) < τ + 1/2, the product converges and the Kloosterman term is bounded by ≪ F,I,r,r ′ ,ε e τ 2 (1+ε)U |Q + | 2
where ρ = ρ 1 + (1 − ρ 1 )ε, A = A 1 + (1 − A 1 )ε and t 0 = τ 2 (1+ε) 2 . 8.2. Eisenstein contribution. We now show that the Eisenstein contribution to the asymptotic formula is of smaller order than that of the Kloosterman term. In the first place, if Q − = ∅ the Eisenstein term is just zero ([BMP03, §5.3]) so we may assume that Q = Q + .
The Eisenstein series has the form (8.8) E(χ, ν, iµ, g, q) = γ∈GL 2 (F ) P \GL 2 (F ) ψ(γg) ν+iµ+ρ φ q (k ∞ (γg))χ(k f (γg))
where ψ = ⊗ v ψ v , with ψ v a b c d k = |a/d| v and k ∈ K v , for v a finite or infinite valuation of F . By the product formula ψ is left invariant by GL 2 (F ) P . The classical components E a of E are defined as in (2.17).
Thus, the Eisenstein contribution to the sum formula (6.6) is a sum of terms of the form
where ϕ is a test function as in [BM10, §2.1.1 and Lemma 2.2], D a,r (χ, ν, iµ) is the Fourier coefficient of order r of E a (χ, ν, iµ, g ∞ , q) and L χ is a lattice in the hyperplane d j=1 x j = 0 in R d . We argue as in [BMP03, §5] . Since the group Γ 0 (I, a) contains the principal congruence subgroup Γ(Ia), then the Eisenstein series with respect to Γ 0 (I, a) is a linear combination of Eisenstein series for Γ(Ia). Now to estimate the Fourier coefficients for Γ(Ia) we argue as in §5.1 and §5.2 of [BMP03] . As a first step, we express the Fourier coefficients in terms of L-series L(s, λ µ , χ). Secondly, we prove a bound for Re s = 1 of the type 1/L(t, λ µ , χ) ≪ log 7 (2 + t) + log µ ) if µ = 0 1/L(t, λ 0 , χ) ≪ log 7 (2 + t), which implies that D r (χ, it, iµ) ≪ N (r) ε (log 7 (2 + t) + log µ ) if µ = 0 D r (χ, it, 0) ≪ N (r) ε (log 7 (2 + t). (1 + (t j + µ j ) 2 ) ε e −U (t+µ−|q| 2 ) dt with the assumption that a/2−ε > 1. Now arguing as in [BM10, p.3859] 
