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Abstract. Bowditch’s JSJ tree for splittings over 2-ended subgroups is a quasi-isometry
invariant for 1-ended hyperbolic groups which are not cocompact Fuchsian [11]. Our main
result gives an explicit, computable “visual” construction of this tree for certain hyperbolic
right-angled Coxeter groups. As an application of our construction we identify a large class
of such groups for which the JSJ tree, and hence the visual boundary, is a complete quasiisometry invariant, and thus the quasi-isometry problem is decidable. We also give a direct
proof of the fact that among the Coxeter groups we consider, the cocompact Fuchsian groups
form a rigid quasi-isometry class. In Appendix B, written jointly with Christopher Cashen,
we show that the JSJ tree is not a complete quasi-isometry invariant for the entire class of
Coxeter groups we consider.

1. Introduction
In this paper we use Bowditch’s JSJ tree to investigate the quasi-isometry classification of
certain right-angled Coxeter groups. After describing our results, we review previous work
on this classification, about which surprisingly little is known.
Given a finite simplicial graph Γ, the associated right-angled Coxeter group WΓ has generating set S equal to the vertices of Γ, and relations s2 = 1 for all s ∈ S, and st = ts whenever
s, t ∈ S are adjacent vertices. We call Γ the defining graph of WΓ . We assume throughout
that WΓ is infinite, or equivalently that Γ is not a complete graph. We also assume that WΓ
is 2-dimensional, that is, that Γ has no triangles. This is equivalent to the Davis complex
for WΓ being 2-dimensional (see Section 2.1 for background on the Davis complex).
Recall that a special subgroup of WΓ is one generated by a subset of the generating set
S. For each T ⊆ S, the special subgroup hT i is also a right-angled Coxeter group, whose
defining graph has vertex set T and edge set consisting of all edges of Γ which have both
endpoints in T . By Proposition 8.8.2 of [19], if WΓ has infinitely many ends then WΓ has a
nontrivial decomposition as a finite tree of groups, in which each vertex group is a finite or 1ended special subgroup and each edge group is a finite special subgroup. It then follows from
Theorems 0.3 and 0.4 of Papasoglu and Whyte [34] that for WΓ and WΛ with infinitely many
ends, WΓ is quasi-isometric to WΛ if and only if their respective tree-of-groups decompositions
have the same set of quasi-isometry types of 1-ended vertex groups (without multiplicities).
In light of these results, we focus on the case that WΓ is 1-ended in this paper.
Date: October 20, 2017.
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JSJ decompositions of groups were introduced by Sela [36] and Rips and Sela [35]; see
Guirardel–Levitt [24] for an overview of the theory. In [11], Bowditch gives a construction of
a canonical JSJ splitting over 2-ended subgroups of any 1-ended hyperbolic group G which is
not cocompact Fuchsian. (A finitely generated group is Fuchsian if it is non-elementary and
acts properly discontinuously on the hyperbolic plane.) The JSJ tree TG for this splitting
is a quasi-isometry invariant, as it is defined in terms of the local cut point structure of
the boundary. The group G acts on its JSJ tree TG with finite quotient. We recall the
construction of Bowditch’s JSJ tree in Section 2.3.
Our main result gives an explicit construction of Bowditch’s JSJ tree TWΓ for certain WΓ ;
see Theorem 1.2 below. We restrict our attention to the class of 2-dimensional, 1-ended,
hyperbolic right-angled Coxeter groups WΓ , which are not cocompact Fuchsian and which
admit a non-trivial splitting over a 2-ended subgroup (if there is no such splitting then TWΓ
consists of a single vertex). Each of these assumptions corresponds to certain properties of
the (triangle-free) graph Γ, as follows. First, by a special case of [19, Theorem 8.7.2], the
group WΓ is 1-ended if and only if Γ is connected and has no separating vertices or edges.
Also, by a special case of [19, Corollary 12.6.3], the group WΓ is hyperbolic if and only if Γ
has no embedded cycles of length four.
A Coxeter group W (not necessarily right-angled) is cocompact Fuchsian if and only if W
is either a hyperbolic polygon reflection group, or the direct product of a hyperbolic polygon
reflection group with a finite Coxeter group. This result will not surprise experts, but as
we could not find it stated explicitly in the literature, we record a proof in Appendix A, as
Theorem A.2. For Γ triangle-free, this implies that WΓ is cocompact Fuchsian if and only if
Γ is a cycle of length ≥ 5.
As for splittings, Papasoglu showed in [33] that among 1-ended, finitely presented groups
that are not commensurable to surface groups, having a splitting over a 2-ended subgroup is
a quasi-isometry invariant. In [32] Mihalik and Tschantz characterised the Coxeter groups
which admit such splittings in terms of their defining graphs. A pair of vertices {a, b} in Γ is
called a cut pair if {a, b} separates Γ, meaning that Γ \ {a, b} has at least two components,
each of which contains at least one vertex. In our triangle-free setting, the main result of [32]
states that WΓ splits over a 2-ended subgroup if and only if there is a cut pair {a, b} in Γ
(see Section 2.2 for more details).
Correspondingly, we restrict to graphs Γ satisfying the following conditions.
Standing Assumptions 1.1. The graph Γ:
(1)
(2)
(3)
(4)
(5)

has no triangles (WΓ is 2-dimensional);
is connected and has no separating vertices or edges (WΓ is 1-ended);
has no squares (WΓ is hyperbolic);
is not a cycle of length ≥ 5 (WΓ is not cocompact Fuchsian); and
has a cut pair of vertices {a, b} (WΓ splits over a 2-ended subgroup).

The main result of this paper is a “visual” description of Bowditch’s JSJ tree for such WΓ :
Theorem 1.2. For Γ satisfying Standing Assumptions 1.1, the graph Γ visually determines
Bowditch’s JSJ tree TΓ = TWΓ , in the sense that the WΓ -orbits of vertices and edges of TΓ are
2
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in bijection with subsets of vertices of the defining graph Γ which satisfy certain explicit graphtheoretic conditions. Moreover, the stabilisers of the vertices and edges of TΓ are conjugates
of certain special subgroups of WΓ .
We prove Theorem 1.2 in Section 3, and an explicit statement of this theorem appears as
Theorem 3.37. A consequence of our description is:
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Corollary 1.3. For Γ satisfying Standing Assumptions 1.1, there exists an algorithm to
compute the JSJ tree of the right-angled Coxeter group WΓ .
In order to prove Theorem 1.2, we relate the separation properties of subsets of vertices
of Γ, of geodesics in the Davis complex, and of endpoints of geodesics in the visual boundary ∂WΓ . We are able to use a few arguments from Lafont’s papers [26, 27] in our proofs, but
substantial additional work is required. The vertices of Bowditch’s JSJ tree TΓ are of three
types. The first two types are defined in terms of subsets of ∂WΓ , and include the so-called
≈-pairs and ∼-classes. The vertices of the third type are called stars, and are defined as subsets of vertices of the first two types. As we explain further in Remark 3.34, the ≈-pairs and
certain ∼-classes in our setting correspond to key structures in the spaces investigated by Lafont in [26, 27]. Similar spaces have also been considered by Crisp–Paoluzzi [17], Malone [30]
and Stark [37]. However the situation for ∼-classes is more varied in our setting. Moreover,
there is no analogue of stars in [26, 27] and these other works. The subtleties of ∼-classes
and the identification of stars are the most difficult parts of the proof of Theorem 1.2.
Our requirement that the defining graph have no triangles (condition (1) in Standing Assumptions (1.1)) is a simplifying assumption. For instance, this assumption makes it easier
to characterise when WΓ is 1-ended, hyperbolic and not cocompact Fuchsian, and when
WΓ admits a splitting over a 2-ended subgroup (conditions (2)–(5) in Standing Assumptions (1.1)). These in turn lead to relatively straightforward descriptions of the JSJ tree in
the triangle-free case.
Although we anticipate that many of our arguments can be adapted to the higherdimensional setting, that is, where the graph Γ does contain triangles, such a generalisation
will not be immediate. As explained in Remark 3.9, the identification of the ≈-pair vertices
of the JSJ tree, and the determination of their valence, would become quite delicate. Modifying the characterisations of the ∼-class vertices and the stars would require even more
substantial work. For example, one condition in our description of the ∼-class vertices (in
Proposition 3.10) involves disallowing certain subgraphs which are subdivided copies of K4 ,
where K4 is the complete graph on 4 vertices. If Γ were not triangle-free, this description
would have to distinguish between K4 ’s that “matter” and those that don’t. Our proofs also
rely on a series of graph-theoretic preliminary results in Section 3.4, whose statements would
become more complicated in the presence of triangles.
We give some applications of our main result in Section 4. First, we show that the JSJ
tree is a complete invariant for a large subclass of groups. Let G be the class of graphs
satisfying Standing Assumptions 1.1 which have no induced subgraphs which are subdivided
copies of K4 .
3
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Theorem 1.4. Bowditch’s JSJ tree is a complete quasi-isometry invariant for WΓ with
Γ ∈ G. More precisely, given Λ, Γ ∈ G, the groups WΓ and WΛ are quasi-isometric if and
only if there is a type-preserving isomorphism from TΓ to TΛ .
By Theorem 3.9 of Cashen and Martin [14], the JSJ tree is a complete quasi-isometry
invariant for any class of groups in which the JSJ tree has no stars. Using this, in Section 4.1
we prove Theorem 1.4 by characterising the groups WΓ for which TΓ has no stars as exactly
those for which the corresponding graph Γ has no subdivided K4 subgraphs.
In Appendix B, which is joint work with Cashen, we use techniques from Cashen and
Macura [13] to show (in Theorem B.1) that if Γn+1 is a sufficiently subdivided copy of the
complete graph on n+1 vertices, then for n ≥ 3 the groups WΓn+1 all have the same JSJ tree,
but are pairwise not quasi-isometric. Hence the JSJ tree is not a complete quasi-isometry
invariant in general (i.e. for all graphs satisfying Standing Assumptions 1.1).
Combining Corollary 1.3 with Theorem 1.4, we immediately obtain the following computability result. This was pointed out to us by an anonymous referee and by Murray Elder.
Corollary 1.5. The quasi-isometry problem is decidable for the class of right-angled Coxeter
groups WΓ with Γ ∈ G.
As a consequence of Bowditch’s construction of the JSJ tree and Theorem 1.4, we also
obtain that the visual boundary is a complete invariant for the same class of groups.
Corollary 1.6. Let Γ, Λ ∈ G (where G is as defined above the statement of Theorem 1.4).
Then WΓ and WΛ are quasi-isometric if and only if ∂WΓ and ∂WΛ are homeomorphic.
The visual boundaries of hyperbolic groups have been investigated by Światkowski
and
,
coauthors in a series of papers [31, 39, 40, 41, 42]. In particular, in [31] Martin and
Światkowski
consider visual boundaries of fundamental groups of graphs of groups with finite
,
edge groups. Suppose now that WΓ and WΛ are 2-dimensional hyperbolic right-angled Coxeter groups with infinitely many ends. When applied to the above-mentioned tree-of-groups
decompositions for WΓ and WΛ , the results of [31] imply that ∂WΓ and ∂WΛ are homeomorphic if and only if the corresponding sets of homeomorphism types of visual boundaries of
1-ended vertex groups are the same. Our results thus have applications to determining the
homeomorphism type of ∂WΓ when WΓ has infinitely many ends.
The work of Tukia [44], Gabai [22], and Casson–Jungreis [15] shows that the cocompact
Fuchsian groups form a rigid quasi-isometry class, i.e., any finitely generated group which
is quasi-isometric to a Fuchsian group is cocompact Fuchsian. Our last application gives a
direct proof of this fact for 2-dimensional right-angled Coxeter groups.
Theorem 1.7. Any 2-dimensional right-angled Coxeter group which is quasi-isometric to a
cocompact Fuchsian group is cocompact Fuchsian.
We give a precise statement as Theorem 4.2 and prove this result in Section 4.2.
We now discuss several quasi-isometry invariants that have previously been considered
for right-angled Coxeter groups. In [18], we investigated divergence. Up to an equivalence
relation which identifies polynomials of the same degree, the rate of divergence is a quasiisometry invariant [23]. We characterised those WΓ with linear and quadratic divergence by
4
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properties of their defining graphs and showed that for every positive integer d, there is a WΓd
with divergence polynomial of degree d. Our characterisations were generalised to the nontriangle-free setting by Behrstock, Falgas-Ravry, Hagen and Susse [6] for linear divergence
and by Levcovitz [28] for quadratic divergence. Recently Tran [43] used a more refined
quasi-isometry invariant suggested by Charney, the divergence spectrum, to distinguish the
quasi-isometry classes in a family of right-angled Coxeter groups which all have exponential
divergence.
Thickness, a quasi-isometry invariant related to divergence, was introduced by Behrstock,
Druţu and Mosher in [5]. Behrstock–Druţu [4] show that thickness provides a polynomial
upper bound on divergence. In [7], Behrstock, Hagen, Sisto and Caprace give an effective
characterisation of the right-angled Coxeter groups WΓ (not just the 2-dimensional ones)
which are thick, and show that if WΓ is not thick then it is hyperbolic relative to a collection
of thick special subgroups, in which case its divergence is exponential. As discussed in [7],
this relative hyperbolicity result combined with results from [5] and [21] can be used for quasiisometry classification. Recently Levcovitz [29] has introduced a new quasi-isometry invariant
for 2-dimensional right-angled Coxeter groups, the hypergraph index, which is closely related
to the divergence and thickness of the group, and used it to produce examples of right-angled
Coxeter groups for which the orders of thickness and algebraic thickness do not coincide.
By Moussong’s Theorem [19, Theorem 12.3.3], right-angled Coxeter groups are CAT(0)
groups. Although the visual boundary is not a quasi-isometry invariant for CAT(0) groups,
Charney–Sultan [16] have introduced a boundary for CAT(0) spaces, called the contracting
boundary, which is a quasi-isometry invariant. In Section 5 of [16], the contracting boundary
is used to distinguish the quasi-isometry classes of two 1-ended non-hyperbolic right-angled
Coxeter groups.
Finally, we remark that although every right-angled Artin group is a finite-index subgroup
of some right-angled Coxeter group [20], there exist right-angled Coxeter groups which are
not quasi-isometric to any right-angled Artin group. For example, there are no 1-ended
hyperbolic right-angled Artin groups, since a right-angled Artin group is hyperbolic if and
only if it is a free group. In fact, by considering divergence we see that there are infinitely
many quasi-isometry classes of right-angled Coxeter groups which are not the quasi-isometry
class of any right-angled Artin group: in [18] we constructed right-angled Coxeter groups with
divergence polynomial of any degree, but the divergence of right-angled Artin groups can be
only linear or quadratic [1, 3]. Moreover, Behrstock [2] has recently constructed an example
of a right-angled Coxeter group with quadratic divergence which is not quasi-isometric to
any right-angled Artin group. Thus while results on the quasi-isometry classification of
right-angled Artin groups (for instance [8, 9, 10, 25]) yield some information about rightangled Coxeter groups with certain specific defining graphs, they don’t readily lead to a
quasi-isometry classification of right-angled Coxeter groups in general.
Acknowledgements. We thank Jason Behrstock, Murray Elder, Chris Hruska, Misha
Kapovich, Mike Mihalik and Kim Ruane for helpful conversations, and the anonymous referees for their comments. We are grateful to Anthony Henderson for helping to support a
visit by the first author to the University of Sydney, and to the University of Glasgow for
travel support for the second author. Some of the research for this paper was carried out at
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In this section, we recall the Davis complex for WΓ (Section 2.1), a splitting result due
to Mihalik and Tschantz [32] (Section 2.2), and the construction and key properties of
Bowditch’s JSJ tree (Section 2.3). We continue notation from the introduction and assume
that the defining graph Γ satisfies the Standing Assumptions 1.1.
2.1. The Davis complex. A reference for the material is this section is [19].
Let Γ0 be the barycentric subdivision of the defining graph Γ. Then the chamber K may
be defined as the simplicial complex obtained by coning on Γ0 . Since Γ is triangle-free, K
is 2-dimensional. Denote by σ0 the cone point of K. Since all vertices of Γ have valence at
least two, the boundary of K may be identified with Γ (or with Γ0 ). We can then naturally
define the radial projection of a path in K \ {σ0 } to ∂K, and so obtain a path in Γ. Similarly,
any point in K can be coned to σ0 .
For each s ∈ S, the mirror (of type s) of the chamber K is the subset Ks of ∂K = Γ0
given by the star of the vertex s in the graph Γ0 . The mirror Ks is thus the star graph of
valence n, where n = card{t ∈ S | st = ts, t 6= s} ≥ 2. Two mirrors Ks and Kt intersect (in
a point) if and only if st = ts, and the boundary ∂K may be viewed as the union of mirrors
∪s∈S Ks . For each x ∈ K let S(x) = {s ∈ S | x ∈ Ks } ⊂ S. Denote by WS(x) the subgroup
of W generated by the set S(x), with WS(x) trivial if S(x) = ∅.
The Davis complex Σ = ΣΓ is defined to be the following 2-dimensional simplicial complex:
Σ = W × K/ ∼

where (w, x) ∼ (w0 , x0 ) if and only if x = x0 and w−1 w0 ∈ WS(x) . We define a chamber of
Σ to be any copy of K in Σ, and a panel (of type s) in Σ to be any copy of the mirror Ks .
We write wσ0 or just w for the image of the cone point σ0 of the chamber K = (e, K) under
w ∈ W . Two chambers in Σ are then adjacent along a panel of type s if and only if their
cone points w and w0 satisfy w−1 w0 = s.
Since Γ is triangle-free, we can now re-cellulate Σ so that its vertex set is W , its 1-skeleton
is the Cayley graph CΓ of W with respect to the generating set S, and all 2-cells in Σ are
squares with boundary word stst = 1, where s and t are commuting generators. We call
this cellulation of Σ the cellulation by big squares, with the big squares being the 2-cells.
We also define the cellulation by small squares of Σ to be the first square subdivision of the
cellulation by big squares, with the small squares being the squares obtained on subdividing
each big square into four. In the cellulation by small squares, the chamber K is then the
“cubical cone” on the barycentric subdivision Γ0 of Γ.
The Davis complex Σ, with the cellulation by either big or small squares, may now be
metrised so that each big square is a unit Euclidean square. By [19, Theorem 12.2.1], this
piecewise Euclidean structure is CAT(0). In this metrisation, a geodesic γ in the Cayley
graph C = CΓ is a geodesic in the Davis complex Σ if and only if no two successive labels a
and b of γ are adjacent vertices in Γ. Also, each induced n-cycle in Γ, where n ≥ 5 since Γ
is triangle- and square-free, corresponds to a family of convex subcomplexes of Σ which are
6
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planes tiled by big squares so that n big squares meet at each vertex. Since n ≥ 5, each such
subcomplex is quasi-isometric to the hyperbolic plane.
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2.2. Splittings of right-angled Coxeter groups over 2-ended subgroups. Bowditch’s
JSJ tree has at least one edge if and only if G admits a splitting over a 2-ended subgroup.
As mentioned in the introduction, Mihalik and Tschantz characterised the Coxeter groups
which admit such splittings in [32]. We now state their result in our setting.
Let Γ be a finite simplicial graph which is triangle-free and has no separating vertices or
edges, i.e. Γ satisfies (1) and (2) from Standing Assumptions 1.1. It follows that if {a, b}
is a cut pair of Γ, then a and b are non-adjacent, and therefore generate a 2-ended special
subgroup. For such Γ, the relevant result from [32] can be stated as follows:
Theorem 2.1. [32] The right-angled Coxeter group WΓ defined by Γ as above splits over a
2-ended subgroup H if and only if there is a cut pair {a, b} in Γ; moreover, there is a unique
cut pair {a, b} so that some conjugate of H contains the special subgroup ha, bi, necessarily
with finite index, and WΓ also splits over ha, bi.
Thus up to conjugacy and finite index, all splittings of WΓ over 2-ended subgroups are
splittings over special subgroups generated by cut pairs.
2.3. Bowditch’s JSJ tree. Let G be a 1-ended hyperbolic group which is not cocompact
Fuchsian (as defined in the introduction). For such G, Bowditch [11] uses the structure of
local cut points of its boundary M = ∂G to define a canonical JSJ tree T = TG associated
to G. We now recall the construction and key properties of this tree T from [11].
We begin with some terminology from [11]. Given x ∈ M , define the valency val(x) of x
to be the number of ends of the locally compact space M \ {x}. A priori val(x) ∈ N ∪ {∞},
but Bowditch shows [11, Proposition 5.5] that if M is the boundary of a 1-ended hyperbolic
group, then val(x) is finite for all x ∈ M . The point x is a local cut point if val(x) ≥ 2.
Now given n ∈ N, let M (n) = {x ∈ M | val(x) = n} and M (n+) = {x ∈ M | val(x) ≥ n}.
Bowditch defines relations ∼ and ≈ on M (2) and M (3+) respectively, as in Definitions 2.2
and 2.3 below. For x, y ∈ M , let N (x, y) be the number of components of M \ {x, y}.
Definition 2.2. [The relation ∼] Given x, y ∈ M (2), let x ∼ y if and only if either x = y or
N (x, y) = 2.
The following are some properties of ∼.
(1) The relation ∼ is an equivalence relation on M (2) [11, Lemma 3.1].
(2) Every point of M (2) is in some ∼-class by definition.
(3) The ∼-equivalence classes are of two types: either they are pairs or they are infinite.
Moreover, the infinite ones are Cantor sets [11, Corollary 5.15 and Proposition 5.18].
Definition 2.3. [The relation ≈] Given x, y ∈ M (3+), let x ≈ y if x 6= y and N (x, y) =
val(x) = val(y) ≥ 3.
The following are some properties of ≈.
(1) If x ≈ y and x ≈ z then y = z [11, Lemma 3.8]. Thus a priori, a subset of M (3+) is
partitioned into pairs of the form {x, y} where x ≈ y.
7
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(2) Lemma 5.12 and Proposition 5.13 of [11] show that in fact, all of M (3+) is partitioned
into ≈-pairs.
Remark 2.4. By the above properties, it is evident that M (2+) is the disjoint union of the
∼-classes and the ≈-pairs in M .
Outline of the construction. The JSJ tree T is produced as follows. Denote by T the set of
of ∼-classes and ≈-pairs.

Author Manuscript

Definition 2.5. [Betweenness] Given three classes η, θ, ζ ∈ T , the class θ is between η and ζ
if there exist points x ∈ η and y ∈ ζ, and distinct points a, b ∈ θ, so that x and y are
separated in M by {a, b}.
Remark 2.6. By Lemma 3.18 of [11], if η and θ are distinct classes in T , then for all distinct
pairs of points a, b ∈ θ, the set η is contained in a single component of M \ {a, b}. Hence
θ is between η and ζ if and only if there exist distinct points a, b ∈ θ ⊂ M and distinct
components U and V of M \ {a, b} such that η ⊆ U and ζ ⊆ V .
Bowditch shows in [11] that the set T forms a pretree (i.e. a set with the betweenness
condition satisfying certain axioms) which is discrete (i.e. intervals between points are finite).
In [12], Bowditch proves that every discrete pretree can be embedded in a discrete median
pretree by adding in all possible stars of size at least 3.
Definition 2.7. [Stars] A star is a subset X of T with the property that no element of T
is between any pair of elements in X, and which is maximal with respect to this property.
Thus if η ∈ T \ X, then there exist ζ ∈ X and θ ∈ T such that θ is between η and ζ. The
size of a star is its cardinality.
Any discrete median pretree can be realised as the vertex set of a simplicial tree [12]. The
simplicial tree obtained in this way from T is essentially the JSJ tree T , although certain
additional vertices are added at the midpoints of some of the edges in order to get a cleaner
statement about stabilisers.
The JSJ tree. The properties of this tree T are summarised in Theorems 0.1 and 5.28 of [11]
and are explained in more detail in Sections 3 and 5 of that paper. The group G acts
minimally, simplicially and without edge inversions on T with finite quotient graph.
2.3.1. Vertices. The tree T has vertices of three types: V1 (T ), V2 (T ) and V3 (T ).
(1) The
•
•
•

vertices V1 (T ). The set of Type 1 vertices consists of:
the ∼-classes in M (2) consisting of exactly two elements;
all the ≈-pairs; and
the extra vertices mentioned at the end of the previous section, added at the
midpoints of any edges between stars of size at least 3 and infinite ∼-classes.
For all v ∈ V1 (T ), the stabiliser G(v) of v is a maximal 2-ended subgroup of G.
If v comes from a ∼- or a ≈-pair {x, y}, its degree in T is equal to N (x, y) < ∞.
The degree of the added vertices is 2 since they subdivide edges.
8
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(2) The vertices V2 (T ). The set of Type 2 vertices is in bijective correspondence with
the collection of infinite ∼-classes in M (2).
The stabiliser G(v) of a vertex v ∈ V2 (T ) is a maximal hanging Fuchsian (MHF)
subgroup of G. This means that there is a properly discontinuous action of G(v)
on the hyperbolic plane H2 , without parabolics, such that the quotient H2 /G(v) is
non-compact and further, there is an equivariant homeomorphism from the ∼-class
corresponding to v onto the limit set of the G-action in ∂H2 . The degree of a vertex
in V2 (T ) is infinite.
(3) The vertices V3 (T ). The set of Type 3 vertices consists of the added stars of size at
least 3 mentioned in the outline of the construction. The stabiliser of a vertex of this
type is an infinite non-elementary group which is not a maximal hanging Fuchsian
subgroup [11, Lemma 5.27]. The degree of a vertex of this type is infinite. From the
description of the edges below, one sees that the elements in the star are in bijection
with the edges incident to the corresponding vertex. In particular, stars of size at
least 3 are infinite.
2.3.2. Edges. Given v1 ∈ V1 (T ) coming from an ≈-pair ζ, and v2 ∈ V2 (T ) coming from an
infinite ∼-class θ, there is an edge between v1 and v2 if ζ ⊂ θ̄. Every edge of the pretree T
is of this form. The tree T has the following additional edges. Given v3 ∈ V3 (T ), there is an
edge between v3 and each vertex of V1 (T ) ∪ V2 (T ) in the star corresponding to v3 . Finally,
if there are edges between vertices of V3 (T ) and V2 (T ), they are subdivided by adding a
valence 2 vertex in the middle. It is evident from this construction that the two endpoints
of an edge of T are never of the same type, and that ∼-pair vertices (which are in V1 (T ))
are necessarily connected to vertices in V3 (T ). The stabiliser of every edge is a 2-ended
subgroup, and is the intersection of the stabilisers of the vertex groups incident to this edge.
Remark 2.8. (Quasi-isometry invariance) Let G and H be 1-ended hyperbolic groups which
are not cocompact Fuchsian. By the construction above if G and H are quasi-isometric, then
since ∂G and ∂H are homeomorphic, the JSJ trees TG and TH are equal as coloured trees.
That is, the JSJ tree is a quasi-isometry invariant.
3. JSJ tree for certain right-angled Coxeter groups
In this section, we prove our main result, Theorem 1.2, by giving an explicit construction
of the Bowditch JSJ tree T = TΓ associated to a right-angled Coxeter group W = WΓ such
that Γ satisfies our Standing Assumptions 1.1. That is, we show that for each class of vertices
in T , the W -orbits of this class are in bijection with subsets of vertices of Γ which satisfy
certain explicit graph-theoretic properties.
Throughout this section, we continue the notation of Section 2, and we assume that Γ
satisfies the Standing Assumptions 1.1. We begin with some conventions and definitions in
Section 3.1 and preliminary results in Section 3.2. In Section 3.3, we identify the ≈-pairs
and their stabilisers. We construct certain ∼-classes in Section 3.4. In Section 3.5 we show
that we have identified all ∼-classes, and so in fact constructed all the vertices of the pre-tree
T . We also determine the stabilisers of ∼-classes. In Section 3.6 we construct certain stars,
9

This article is protected by copyright. All rights reserved.

Author Manuscript

and in Section 3.7 prove that we have identified all the stars and determine their stabilisers.
Finally, we summarise the description of T in terms of Γ in Theorem 3.37 of Section 3.8.
3.1. Conventions and definitions. Throughout Section 3, we denote the Davis complex
of W by Σ. Recall that the 1-skeleton of the cellulation of Σ by big squares can be identified
with the Cayley graph of W . We use C to denote this Cayley graph, together with a choice
of base point in Σ, to be labelled by the identity e ∈ W . Now we identify ∂W = ∂Σ with
the set of geodesic rays in C emanating from e. However we also freely think of endpoints
of bi-infinite geodesics in C not passing through e as points of ∂W . Given any bi-infinite
geodesic γ in C, we denote its endpoints in ∂W by γ + and γ − , and put ∂γ = {γ + , γ − }.
Recall the definition of a cut pair from the introduction. A vertex of Γ is essential if it has
valence at least three, and a cut pair is essential if its two vertices are essential. A reduced
path is a path in Γ or in C which does not contain any loops or any backtracking. (Given
any path in Γ or in C, if such loops or backtracking exist, they can be cut out, eventually
leading to a reduced path.) Note that a reduced path does not have to be a shortest path.
Given a path τ in Γ or C, the subpath between two vertices p and q on τ is denoted by τ[p,q] .
A geodesic γ in C is bicoloured (by a and b) if it is labelled alternately by a pair of
(nonadjacent) vertices a, b of Γ. If a geodesic γ is bicoloured by a and b we may say that it
is (a, b)-bicoloured.
3.2. Preliminary results. In this section we show that endpoints of bicoloured geodesics
are distinguished elements of ∂W . We also establish two results which relate separation
properties of subsets of vertices in Γ, of subcomplexes of Σ, and of subsets of ∂W . The
proofs in this section use some standard facts about reduced words in (right-angled) Coxeter
groups, from [19].
For the proofs of Lemma 3.1 and Corollary 3.2 below, we do not need all of the Standing
Assumptions 1.1. Indeed, in Lemma 3.1 the conclusion that η is eventually (a, b)-bicoloured
holds for all right-angled Coxeter groups, and the entire conclusion of Lemma 3.1 and of
Corollary 3.2 holds for all hyperbolic right-angled Coxeter groups with square-free defining
graphs.
Lemma 3.1. Let γ be an (a, b)-bicoloured geodesic in C, and let η be any other geodesic in
C. If γ + = η + , then in the direction of η + , the geodesic η is eventually (a, b)-bicoloured, and
the geodesic η eventually coincides with either γ or γc, with the latter case occurring only if
there is a (unique) vertex c of Γ \ {a, b} which is adjacent to both a and b.
Proof. Let µ be a shortest path in C from γ to η, and let w be the (possibly empty) word
labelling µ. Then µ meets γ only at its starting point. We may assume, without loss of
generality, that this point is e (so in particular, γ passes through e). Write |w| for the length
of w.
Since γ + = η + , there is a D > 0 so that for all n ≥ 1, there is a shortest path µn in C
from the vertex (ab)n of γ (without loss of generality) to some vertex of η, such that µn has
length at most D. Let wn be the word labelling the path µn . Now only the endpoints of the
paths µ and µn lie on η, so if wn0 is the word labelling the subpath of η from the endpoint of
µ to the endpoint of µn , the concatenation wwn0 is reduced.
10
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By construction, the words wwn0 and (ab)n wn are the labels of paths in C from e to the same
vertex (the endpoint of µn ). Hence wwn0 = (ab)n wn in W . The right-hand concatenation
(ab)n wn might not be reduced, but we have (ab)n wn = zn wn , where zn is an initial subword
of (ab)n , wn is a subword of wn , and zn wn is reduced. Thus wwn0 and zn wn are reduced words
representing the same element of W .
We first claim that in the direction of η + , infinitely many edge-labels of η are drawn from
the set {a, b}. If not, then each word wn0 contains at most N instances of a or b, say. Hence
for all n, the number of instances of a or b in the reduced word wwn0 is bounded above by
|w| + N . However for n large enough, there are more than |w| + N instances of a and b in
zn . Any two reduced words for the same element of a Coxeter group have the same letters,
so this is a contradiction. This proves the claim.
Now suppose that η in the direction of η + is not eventually (a, b)-bicoloured. Then in the
direction of η + , starting from the endpoint of µ, the labels on η are g1 h1 g2 h2 . . . , where each
gi is a reduced word in a and b, with gi nonempty for i ≥ 2, and each hi is a nonempty
reduced word in Γ \ {a, b}. For n large enough, the word wn0 contains g1 h1 . . . gD+1 hD+1 , and
so the reduced word wwn0 contains more than D letters in Γ \ {a, b}. However the reduced
word zn wn contains at most D letters in Γ \ {a, b}, and again we obtain a contradiction.
We have shown that in the direction of η + , the geodesic η is eventually (a, b)-bicoloured.
Assume that in this direction, the geodesics η and γ do not eventually coincide. Then for
all large enough n, the path µn is not contained in the geodesic γ, and this path ends in the
(a, b)-bicoloured subray of η in the direction of η + . Thus the word wn is nonempty and its
0
first and last letters are not a or b. Fix such a large enough n, and choose m > n so that wm
0
0
0
has wn as an initial subword. Then the word wn,m obtained by cancelling wn from the start
0
0
contains both
is a word in a and b, and for large enough m, we may assume that wn,m
of wm
a and b. Similarly, if zn,m denotes the word obtained by cancelling zn from the start of zm ,
then zn,m is a word in a and b which we may assume contains both a and b. Denote by gn
the vertex of γ at which the subpath of µn labelled by wn begins. By considering paths in
0
= zn,m wm in W , and both of these
C from gn to the endpoint of µm , we obtain that wn wn,m
products are reduced.
Now we use the fact that any two reduced words representing the same element in a
right-angled Coxeter group are related by a sequence of moves replacing a subword st by
0
a subword ts, where s and t are commuting generators. Since both of the words wn,m
and
zn,m contain both a and b, it follows that every letter in wn commutes with both a and b, or
is equal to a or b. The graph Γ is square-free so there is at most one vertex c of Γ \ {a, b}
which commutes with both a and b. As wn is nonempty and reduced, and cannot start or
end with a or b, we deduce that wn = c. Note that this holds for all large enough n.
To complete the proof, observe that for all large enough n, the geodesic γc is the unique
(a, b)-bicoloured geodesic passing through the vertex gn c. Since the vertices gn approach
η + = γ + , and wn = c for all large enough n, it follows that the geodesic η in the direction of
η + eventually coincides with γc, as required.

Corollary 3.2. Let γ be an (a, b)-bicoloured geodesic in C, and let γ 0 be an (a0 , b0 )-bicoloured
geodesic in C. If ∂γ = ∂γ 0 then {a, b} = {a0 , b0 }, and either γ = γ 0 or there is a (unique)
vertex c of Γ \ {a, b} which is adjacent to both a and b, and γ 0 = γc.
11
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The next lemma produces separating pairs of points in ∂W from separating pairs of vertices
in Γ. Note that since Γ is square-free, given a cut pair {a, b} in Γ there is at most one
component of Γ \ {a, b} consisting of a single vertex c which commutes with both a and b.
For the remainder of this section, if Υ is a subcomplex of Σ, we denote by N (Υ) the union
of the chambers which have nontrivial intersection with Υ.
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Lemma 3.3. Let {a, b} be a cut pair in Γ and let γ be the (unique) (a, b)-bicoloured geodesic
passing through the identity. Suppose that Γ \ {a, b} has k components (with k ≥ 2).
(1) If no component of Γ \ {a, b} consists of a single vertex, then Σ \ γ, and consequently
∂W \ ∂γ, has exactly k components.
More precisely, if Γ \ {a, b} has k components Λ1 , . . . , Λk , none of which is a single
vertex, then Σ \ γ has k components Y1 , . . . , Yk . For 1 ≤ i ≤ k the component Yi
contains exactly the Cayley graph vertices which can be written in the form wab λi v,
where wab is a reduced word in a and b, λi is a generator corresponding to a vertex
of Λi , and v is any element of W so that the word wab λi v is reduced.
(2) If Γ \ {a, b} has a component consisting of a single vertex c, let γ 0 be the geodesic
γ 0 = γc = cγ and let Υ be the subcomplex of Σ bounded by γ and γ 0 . Then Σ \ Υ,
and consequently ∂W \ ∂γ, has exactly 2(k − 1) components.
More precisely, if Γ \ {a, b} has k components Λ1 , . . . , Λk , with Λ1 = {c}, then
Σ \ Υ has 2(k − 1) components Y2 , . . . , Yk , Y20 , . . . , Yk0 . For 2 ≤ i ≤ k the component
Yi (respectively, Yi0 ) contains exactly the Cayley graph vertices which can be written
in the form wab λi v (respectively, wab cλi v) where wab is a reduced word in a and b, λi
is a generator corresponding to a vertex of Λi , and v is any element of W so that the
word wab λi v (respectively, wab cλi v) is reduced.
Proof. Observe first that in both cases, since a and b are nonadjacent vertices in Γ, the
Cayley graph geodesic γ is also a geodesic in Σ.
To prove (1), assume that no component of Γ\{a, b} consists of a single vertex. Recall from
Section 2.1 that we may identify the boundary of each chamber of Σ with the barycentric
subdivision Γ0 of Γ, and that Γ0 may be viewed as the union of all mirrors. Now the complement of the mirrors Ka and Kb in Γ0 has exactly k components, with the ith component
being the union of the mirrors of type a vertex of Λi . The (infinite) union of chambers N (γ)
is obtained by gluing together chambers along panels of types a and b, and this gluing is
type-preserving. Hence the complement of γ in N (γ) has exactly k components, N1 , . . . , Nk ,
so that the boundary of Ni is the union of γ together with all panels in the boundary of
N (γ) with type a vertex of Λi .
We now define subsets Y1 , . . . , Yk of Σ \ γ as follows. Given a point x ∈ Σ \ γ let π(x)
denote its closest-point projection to the geodesic γ. There is then a unique geodesic from x
to π(x), and this geodesic passes through exactly one of N1 , . . . , Nk . Define x ∈ Yi if this
geodesic passes through Ni . The uniqueness of the projection geodesic implies that the Yi
are well-defined and disjoint. It is clear that each Yi is connected and that ∪1≤i≤k Yi is Σ \ γ.
Thus Σ \ γ has k components. By similar arguments to those in the proof of Lemmas 2.1
and 2.3 of Lafont [26], it follows that ∂γ separates ∂W into exactly k components as well.
12
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Now, given a Cayley graph vertex w in Yi , we construct a Cayley graph path from the
identity to w as follows. Consider the geodesic η in Σ from w to the projection π(w) ∈ γ. We
may choose a sequence of chambers K1 , . . . , Kn intersecting η so that consecutive chambers
in this sequence meet along a panel and the union ∪ni=1 Ki contains η. Since chambers are
convex in Σ, we may assume that the chambers in this sequence are pairwise distinct. Also,
if two chambers Kj and Kj 0 with j < j 0 meet along a panel, then Kj ∪ Kj 0 is convex,
so we may assume that this occurs only if j 0 = j + 1. Let the centres of these chambers
be w1 = w, . . . , wn respectively. Then wi and wi+1 are adjacent vertices of C, so we may
approximate the geodesic in Σ from w to π(w) by the path in the Cayley graph with vertex
set w1 , . . . , wn . The w1 , . . . , wn are pairwise distinct, since the corresponding chambers are
pairwise distinct, and the label on this path does not contain any subword sts where s and
t are commuting generators, since two chambers in this sequence meet along a panel only if
they are consecutive. Hence this path in the Cayley graph is a geodesic in the Cayley graph.
Now concatenate the reverse of this geodesic with a Cayley graph geodesic from the identity
to wn . The geodesic from e to wn in C is labelled by a reduced word of the form wab as in the
statement of the lemma. The geodesic from wn to w leaves N (γ) through a panel of type a
vertex λi ∈ Λi . Thus the concatenated path is labelled by a word of the form wab λi v as in
the statement. It is clear that if a Cayley graph vertex w can be written as a reduced word
wab λi v, then w is in Yi . Thus Yi consists of exactly the vertices described.
In case (2), since γ 0 is, like γ, bicoloured by a and b, both γ and γ 0 are geodesics in Σ.
Moreover the subcomplex Υ is convex in Σ. (The subcomplex Υ consists of a band of big
squares bounded by γ and γ 0 , and is isometric to R × [0, 1].) By a similar argument to that
in case (1), we see that N (Υ) \ Υ has exactly 2(k − 1) components, N2 , . . . , Nk , N20 , . . . , Nk0 ,
so that the boundary of Ni (respectively Ni0 ) is the union of γ (respectively γ 0 ) together with
all panels in the boundary of N (Υ) with type a vertex of Λi .
We define subsets Y2 , . . . , Yk , Y20 , . . . , Yk0 of Σ \ Υ as follows. Given a point x ∈ Σ \ Υ let
π(x) denote its closest-point projection to Υ. There is a unique geodesic from x to π(x),
which passes through exactly one of N2 , . . . , Nk , N20 , . . . , Nk0 . Define x ∈ Yi if this geodesic
passes through Ni (and so π(x) ∈ γ) and x ∈ Yi0 if it passes through Ni0 (and so π(x) ∈ γ 0 ).
An argument similar to the proof of (1) implies that ∂γ separates ∂W into exactly 2(k − 1)
components, and the description of these components is also similar to case (1).

The next result considers the separation properties of geodesics in the Cayley graph C.
Since an arbitrary geodesic γ in C need not be a geodesic in Σ, we cannot use projections to
γ in the following proof as we did in Lemma 3.3 above. Similarly, N (γ) need not be convex,
so we cannot use projections to N (γ). Instead, we use paths in C to approximate projections.
Lemma 3.4. Let γ be a geodesic in C. If γ separates N (γ) then γ separates Σ.
Proof. Suppose that Σ \ γ is connected, and let p and q be distinct points in N (γ) \ γ. We
will show that N (γ) \ γ is connected by constructing a path from p to q in N (γ) \ γ.
Since Σ \ γ is connected, there is a path η in Σ \ γ from p to q. Denote by p0 the first point
of intersection of η with the boundary of N (γ) and by q 0 the last point of intersection of η
with the boundary of N (γ). We may assume without loss of generality that the interiors of
13
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η[p,p0 ] and η[q0 ,q] lie in N (γ) \ γ and that the interior of η[p0 ,q0 ] lies in Σ \ N (γ), and that these
subpaths contain no loops or backtracking.
Let K1 , . . . , Kn be a sequence of pairwise adjacent chambers in the closure of Σ \ N (γ)
through which the interior of η[p0 ,q0 ] passes, so that p0 is in a panel shared by K1 and some
chamber in N (γ) and q 0 is in a panel shared by Kn and some chamber in N (γ). Then
similarly to the proof of Lemma 3.3, we may approximate η[p0 ,q0 ] by a reduced path τ in the
Cayley graph C with vertex set w1 , . . . , wn , where w1 , . . . , wn are the centres of the chambers
K1 , . . . , Kn respectively. We construct another reduced path σ in C from w1 to wn as follows.
Let u be the vertex of γ which is adjacent in C to w1 , so that the midpoint of u and w1 is
the centre of a panel of K1 which contains p0 , and let v be the vertex of γ which is adjacent
in C to wn , so that the midpoint of v and wn is the centre of a panel of Kn containing q 0 .
Then define σ to be the concatenation of the edge in C between w1 and u, the segment of γ
between u and v, and the edge in C between v and wn . Note that since γ is a Cayley graph
geodesic, the path σ is reduced.
Now we have that τ and σ are two distinct reduced paths in C from w1 to wn , which
intersect only at w1 and wn . So there is a filling by big squares of the loop in C obtained
by concatenating τ with σ. Denote by S1 , . . . , SN the pairwise adjacent big squares in this
filling which have at least one edge or vertex on γ[u,v] , so that w1 and u are adjacent vertices
of S1 and wn and v are adjacent vertices of SN . Then the boundary of ∪1≤i≤N Si is the union
of σ with a path σ 0 in C from w1 to wn so that σ 0 is entirely contained in chambers in the
closure of Σ \ N (γ) which share a panel or a vertex with ∂N (γ). Now by concatenating the
intersections of the squares S1 , . . . , SN with these panels we obtain a path in the intersection
of Σ with the boundary of N (γ) which goes from the midpoint of u and w1 to the midpoint
of v and wn . This path may be extended and/or restricted within panels to obtain a path
from p0 to q 0 which lies in N (γ) \ γ. Then by concatenating η[p,p0 ] , this path and η[q0 ,q] , we
obtain a path from p to q in N (γ) \ γ. Hence N (γ) \ γ is connected.

3.3. Identification of the ≈-pairs and their stabilisers. We now begin the construction
of the JSJ tree T , and the determination of stabilisers of vertices in T . In Remark 3.9, we
discuss how the results of this section may be generalised to higher dimensions.
Recall that one class of finite-valence vertices in T is given by ≈-pairs, which are pairs of
points in ∂W that separate ∂W into at least three components. The following immediate
corollary of Lemma 3.3 yields a collection of ≈-pairs. See Figure 3.1 for an example.

Corollary 3.5 (≈-pairs). Let {a, b} be a pair of essential vertices in Γ such that Γ \ {a, b}
has k ≥ 3 components. Then {a, b} corresponds to a W -orbit of ≈-pairs in T . Each ≈-pair
in this orbit consists of the endpoints of a geodesic bicoloured by a and b, and yields a vertex
of Type 1 in T of valence:
(1) k ≥ 3 if no component of Γ \ {a, b} consists of a single vertex; and
(2) 2(k − 1) ≥ 4 if Γ \ {a, b} has a component consisting of a single vertex.
We now show that every ≈-pair vertex of T arises as in Corollary 3.5.

Lemma 3.6. If ξ and ξ 0 are points of ∂W such that ξ ≈ ξ 0 , then there is an essential cut
pair {a, b} of Γ such that Γ \ {a, b} has at least three components, and a geodesic γ bicoloured
by a and b such that ∂γ = {ξ, ξ 0 }.
14
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Figure 3.1. In both graphs, {a, b} gives an orbit of ≈-pairs. On the left the correspond-
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ing Type 1 vertices of T have valence 6 = 2(4 − 1) and on the right, they have valence 4.

Proof. By Bowditch’s construction, the pair {ξ, ξ 0 } corresponds to a vertex v of Type 1
of the JSJ tree for W , the stabiliser H of v is 2-ended, and W splits over H. Now by
Theorem 2.1, there exists a unique cut pair {a, b} such that some conjugate of ha, bi is a
finite-index subgroup of H. It follows that there is a geodesic γ bicoloured by a and b such
that ∂γ = {ξ, ξ 0 }. Suppose Γ \ {a, b} had exactly two components. Then by applying the
appropriate case of Lemma 3.3, we see that ∂W \ {ξ, ξ 0 } also has two components, which
contradicts the assumption that ξ ≈ ξ 0 . Thus Γ \ {a, b} has at least three components.
We claim that a and b are both essential. By Standing Assumptions 1.1(2), Γ has no
valence one vertices. Suppose one of a and b, say a, has valence two, and let Λ be a component
of Γ \ {a, b} which does not contain either of the two edges attached to a. Then a and Λ are
necessarily in different components of Γ\{b}, which contradicts Standing Assumptions 1.1(2).
This proves the claim. Thus {a, b} satisfies the hypothesis of Corollary 3.5. Therefore the
≈-pair {ξ, ξ 0 } comes from the construction in Corollary 3.5.

We next determine the stabilisers of ≈-pairs.
Lemma 3.7. Let ξ and ξ 0 be points of ∂W such that ξ ≈ ξ 0 , and let γ be an (a, b)-bicoloured
geodesic so that ∂γ = {ξ, ξ 0 } (as guaranteed by Lemma 3.6). Then the stabiliser of the ≈-pair
{ξ, ξ 0 } is a conjugate of either ha, bi, if there is no vertex c of Γ adjacent to both a and b, or
of ha, b, ci, if there is such a vertex c.
Proof. The action of W on Σ preserves the labels of edges in C, so that if g ∈ W then gγ
is also an (a, b)-bicoloured geodesic. Conjugates of ha, bi obviously stabilise endpoints of
(a, b)-bicoloured geodesics, and by Corollary 3.2 the only other elements of W which can
stabilise these endpoints are those in conjugates of the subgroup ha, b, ci, in the cases where
there exists a (unique) vertex c which commutes with both a and b.

The following corollary of the results in this section will be used in the next section.
Corollary 3.8. Let A be a set of vertices of Γ and let CA be a copy of the Cayley graph of hAi
in C. Then ∂CA is an ≈-pair if and only if the following holds: there is an essential cut pair
{a, b} in Γ so that Γ \ {a, b} has at least three components, and A = {a, b} or A = {a, b, c},
with the latter occurring only if there is a vertex c of Γ adjacent to both a and b.
We finish this section by discussing the generalisation of our results on ≈-pairs to higher
dimensions, that is, where the defining graph Γ is not assumed to be triangle-free.
Remark 3.9. Let Γ be a finite, simplicial graph which is not a complete graph, and write Kn
for the complete graph on n vertices, n ≥ 1. The (infinite) right-angled Coxeter group
15
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W = WΓ is 1-ended if and only if Γ is connected and has no separating induced Kn subgraph,
by [19, Theorem 8.7.2]. Moreover, WΓ is hyperbolic if and only if Γ has no “empty squares”,
by [19, Corollary 12.6.3].
Assume that {a, b} is a pair of essential vertices in Γ so that Γ \ {a, b} has components
Λ1 , . . . , Λk , with k ≥ 2. As we now explain, determining whether the endpoints of (a, b)bicoloured geodesics form ≈-pair vertices in T , and the valence of these vertices, is quite
delicate. The easiest case is when none of the Λi contain a vertex which is adjacent to both
a and b. Then Lemma 3.3(1) generalises to show that the endpoints of (a, b)-bicoloured
geodesics are ≈-pair vertices in T if and only if k ≥ 3, and such vertices have valence k.
Suppose now that Λ = Λ1 does contain a vertex c which is adjacent to both a and b. (Note
that in this case, none of Λ2 , . . . , Λk contain a vertex adjacent to both a and b, as this would
yield an empty square.) If Λ consists of a complete graph on n ≥ 1 vertices, all n of which
are adjacent to both a and b, then Lemma 3.3(2) (which considers n = 1) generalises to
show that the endpoints of (a, b)-bicoloured geodesics are ≈-pair vertices in T if and only if
either k ≥ 3 or n ≥ 2, and such vertices have valence 2n (k − 1).
Other cases are also possible. For instance, suppose that Λ has 3 vertices c, x and y
forming a triangle, with c adjacent to both a and b, x adjacent to a but not b and y adjacent
to b but not a. Then it can be seen that the endpoints of (a, b)-bicoloured geodesics separate
∂W into 2(k − 1) + 1 components, with the 2(k − 1) coming from Λ2 , . . . , Λk , and the
remaining component coming from Λ. Thus in this case, {a, b} yields ≈-pairs of valence
2(k − 1) + 1 = 2k − 1 for all k ≥ 2. In fact, a careful analysis, with repeated use of the
“no separating Kn ” and “no empty square” conditions, shows that when Λ has exactly 3
vertices, the only possible valences of ≈-pairs coming from {a, b} are k ≥ 3, 23 (k − 1) ≥ 8
and 2k − 1 ≥ 3; for larger graphs Λ, the analysis will be even more involved. Thus in general,
the existence of ≈-pairs coming from {a, b}, and their valence, will depend on both k and
the finer structure of Γ.
Having determined the essential cut pairs {a, b} which yield ≈-pair vertices in T , and
their valence, other results in this section will generalise without too much trouble. The fact
that all ≈-pair vertices come from such essential cut pairs can be obtained by using similar
arguments to those in Lemma 3.6, together with a more general version of Theorem 2.1,
from Mihalik and Tschantz [32]. Moreover, using a suitable generalisation of Corollary 3.2,
it is not hard to see that the stabiliser of any ≈-pair vertex corresponding to the endpoints
of an (a, b)-bicoloured geodesic will be a conjugate of the subgroup of W generated by a, b
and any vertices which are adjacent to both a and b.
3.4. Construction of certain ∼-classes. Recall from Section 2.3 that the ∼-classes are
equivalence classes of points in ∂W (2) such that any pair of points in the set separates
∂W into exactly two components, and the set is maximal with respect to this property.
In Proposition 3.10 below, we describe a construction which yields ∼-classes. We show in
Section 3.5 that every ∼-class arises in this way.
Let |Γ| denote the geometric realisation of Γ. Note the distinction between Γ \ {a, b} and
|Γ| \ {a, b}, for an arbitrary pair of vertices a and b of Γ: a component of the former must
have a vertex, while a component of the latter is allowed to be an arc between adjacent
vertices a and b. In particular, if a and b are adjacent vertices of Γ, they do not separate Γ
16
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(by Standing Assumptions 1.1(2)) but they do separate |Γ|. A branch of Γ is a subgraph of
Γ consisting of a (closed) reduced path between a pair of essential vertices, which does not
contain any essential vertices in its interior. For example, both of the graphs in Figure 3.1
above contain 4 branches between a and b.
Proposition 3.10 (∼-classes). Let A be a set of (not necessarily essential) vertices of Γ
such that hAi is infinite and:
(A1) elements of A pairwise separate |Γ|;
(A2) given any subgraph Λ of Γ which is a subdivided copy of K4 , if Λ contains at least
three vertices of A then all the vertices of A lie on a single branch of Λ; and
(A3) the set A is maximal among all sets satisfying both (A1) and (A2).
Let CA be any copy of the Cayley graph of hAi in C, and let A≈ be the set of geodesics γ ⊂ CA
which are bicoloured by pairs {a, b} as in Corollary 3.5 (so that ∂γ is an ≈-pair). Assume
that ∂CA is not an ≈-pair. Then ∂CA \ ∂A≈ contains at least two points, and:
(1) If hAi is 2-ended, ∂CA \ ∂A≈ = ∂CA is a ∼-pair.
(2) Otherwise, ∂CA \ ∂A≈ is an infinite ∼-class.
Remark 3.11. Let A be a subset of vertices of Γ. Then hAi is infinite if and only if A
contains a pair of non-adjacent vertices; in particular, if hAi is infinite then card(A) ≥ 2.
Also, we can recognise whether ∂CA is an ≈-pair using the graph-theoretic criteria on A
given by Corollary 3.8. Finally, hAi is 2-ended if and only if either A = {a, b}, where a and
b are non-adjacent vertices of Γ, or A = {a, b, c}, where a and b are non-adjacent and c is
adjacent to both a and b. Thus all hypotheses of Proposition 3.10 can be verified in the
graph Γ.
Example 3.12. We now discuss some examples which illustrate the statement of Proposition 3.10. In the graphs in Figure 3.1 there are no subgraphs which are subdivided copies of
K4 , so a set of vertices A satisfying (A1)–(A3) is just required to be maximal with respect
to (A1). In the left-hand graph in this figure, if A is the union of {a, b} with the vertex
adjacent to both a and b, then A is maximal with respect to (A1). However by Corollary 3.8,
∂CA is an ≈-pair, so the set A does not provide a ∼-class in this case. Now suppose that
in either graph, A is a branch from a to b of length at least three. Then A is maximal with
respect to property (A1), hence properties (A1)–(A3) hold, and since card(A) ≥ 4 we have
by Corollary 3.8 that ∂CA is not an ≈-pair. Thus A provides an infinite ∼-class.
Now consider the examples in Figure 3.2. In this figure, the sets {a, b, c, d} and {a, d, f, g, e}
on the left, the set {a1 , a2 , a3 , a4 , a5 } in the centre and the set {p, q} on the right all satisfy
properties (A1)–(A3) in Proposition 3.10 and do not give ≈-pairs. The set {p, q} thus yields
a ∼-pair, while the other three correspond to infinite ∼-classes. On the left and in the
centre of Figure 3.2 there is no subdivided K4 subgraph, so (A3) just requires maximality
with respect to (A1). In the right-hand graph, the situation is more subtle. The set {p, q}
satisfies (A1) and (A2), but is not maximal with respect to (A1). Adding any non-essential
vertex to {p, q} means that (A1) fails, and adding any essential vertex to {p, q} means that
(A2) fails, so (A3) does hold for the set {p, q}. Now consider the set {u, q}. This satisfies
(A1) and (A2) but is maximal with respect to neither, since adding any vertex on the branch
between u and q results in a larger set also satisfying both (A1) and (A2). So {u, q} does not
17
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satisfy (A3) (but the branch between u and q does). Finally, the set {p, q, r, s} is maximal
with respect to (A1) but fails (A2), and so does not give a ∼-class.
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Figure 3.2. Examples to illustrate properties (A1)–(A3) in Proposition 3.10.
For the proof of Proposition 3.10, we need several preliminary results concerning the
structure of a set A satisfying properties (A1), (A2) and/or (A3). Lemma 3.13 shows that
subsets A which satisfy property (A1) have a “cyclic” configuration in Γ. In Lemma 3.15 we
prove that if in addition A satisfies (A2), then the cyclic ordering on A is well-defined, and
paths between pairs of points on induced cycles which contain A are strongly restricted. We
use this in Corollary 3.16 to show that if A also satisfies (A3), then for any vertex b 6∈ A,
there is an induced cycle in Γ which contains A but does not contain b.
Lemma 3.13. Let A be a set of vertices of Γ with hAi infinite and satisfying property (A1).
Then the elements of A lie on an induced cycle α in Γ.
Proof. The proof is by induction on card(A) = n ≥ 2. Since Γ is connected and has no
separating vertices or edges, the statement is satisfied when A has 2 elements.
Now let A be a set of n+1 elements satisfying property (A1). By the induction hypothesis,
after removing one element, say b, the remaining n elements lie on an induced cycle α. If b
also lies on α we are done, otherwise label the elements of A \ {b} going around α cyclically
as a1 , . . . , an and let β be the subpath of α from a1 to an which contains all of a2 , . . . , an−1 .
Since the pair {an , b} separates |Γ| there is a path η in Γ from an to b which meets α only
at an . Similarly, there is a path ζ in Γ from b to a1 which meets α ∪ β only at a1 and b. Then
α ∪ β ∪ ζ is an embedded cycle containing all elements of A, as desired. It is clear from the
construction that this cycle can be chosen to be an induced cycle.

Remark 3.14. Let A be as in Lemma 3.13 and let α be an induced cycle in Γ which contains
all elements of A. Consider any copy of the subcomplex Σα of Σ corresponding to the special
subgroup generated by all vertices in α. Since α contains at least 5 vertices and a copy of
the Cayley graph CA is contained in Σα , we see that any copy of CA embeds in a subcomplex
of Σ which is quasi-isometric to the hyperbolic plane.
Lemma 3.15. Let A be a set of vertices of Γ with hAi infinite and satisfying properties (A1)
and (A2). Let α be an induced cycle in Γ containing all elements of A (as guaranteed by
Lemma 3.13) and label the elements of A going around α cyclically as a1 , . . . , an . Let σ be
any other induced cycle containing all elements of A. Then:
(1) The cycle σ can be oriented so as to induce this same order on A. Thus up to
orientation, there is a well-defined cyclic ordering on the elements of A.
18

This article is protected by copyright. All rights reserved.

Author Manuscript

(2) Assuming card(A) ≥ 3, if x and y are points on σ (not necessarily vertices of Γ)
such that σ \ {x, y} partitions A into two nonempty sets {ai , ai+1 , . . . , aj−1 } and
{ai−1 , . . . , a1 , an , . . . , aj+1 , aj }, where i < j and x (respectively y) lies between ai
and ai−1 (respectively aj and aj−1 ), then any reduced path in Γ from x to y passes
through either all of ai , ai+1 , . . . , aj−1 , or all of ai−1 , . . . , a1 , an , . . . , aj+1 , aj .
Proof. Part (1) is immediate when A has 2 or 3 elements. If card(A) = n ≥ 4 suppose there
is an induced cycle σ containing all elements of A which cannot be oriented to induce the
same ordering. Then without loss of generality there is a vertex ai with i 6= 2, n so that a1
is adjacent to ai on σ. Since σ is an induced cycle and n ≥ 4 there is also some ak with
1 < k < i and some al with i < l ≤ n so that ak and al are adjacent on σ. Let σ1i be the
subpath of σ connecting a1 to ai and containing no other vertices of A, and similarly define
σkl . Notice that σ1i connects the two components of α \ {ak , al } and σkl connects the two
components of α \ {a1 , ai }.
0
Now there is a subpath σ1i
of σ1i which connects the two components of α \ {ak , al } and
0
of σkl . Consider the
intersects α only at its endpoints, and there is a similar subpath σkl
0
0
graph Λ = α ∪ σ1i ∪ σkl . This graph is a subdivided K4 , and since it contains α it contains
all vertices of A. But by construction, at most two of the four vertices a1 , ai , ak , al can lie
on any branch of Λ. This contradicts (A2), and so completes the proof of part (1).
For (2), assume card(A) = n ≥ 3 and let x and y be points as in the statement. Assume by
way of contradiction that there is a reduced path ξ in Γ from x to y which fails the condition.
Suppose that ξ misses some vertex, say ak , in the set {ai , ai+1 , . . . , aj−1 }, and some vertex,
say al , in the set {ai−1 , . . . , a1 , an , . . . , aj+1 , aj }. Then since ak and al separate |Γ|, there is a
reduced path β connecting ak and al which meets σ ∪ξ only at its endpoints. Now ξ connects
the two components of σ \ {ak , al }, so ξ contains a subpath ξ 0 which intersects σ only at its
endpoints and connects the two components of σ \ {ak , al }, as shown in Figure 3.3. Then
σ ∪ ξ 0 ∪ β forms a subdivided K4 in Γ, which contains all n ≥ 3 vertices of A. But the branch
β of this K4 contains only the two vertices ak and al , and this contradicts (A2). So ξ must
contain all of the vertices in at least one of the sets in the induced partition of A.

x

β

ξ0

ak
σ

y

al
ξ

Figure 3.3
Corollary 3.16. Let A be a set of vertices of Γ satisfying properties (A1), (A2) and (A3),
such that hAi is infinite and ∂CA is not an ≈-pair. Let b be a vertex of Γ which is not in A.
(1) If hAi is 2-ended, let {a1 , a2 } be the unique cut pair in A. Then there is an induced
cycle α in Γ which contains a1 and a2 and contains a vertex from both components
of Γ \ {a1 , a2 }, but does not contain b.
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(2) If hAi is not 2-ended, there is an induced cycle α in Γ which contains all elements of
A but does not contain b.
Proof. Assume first that hAi is 2-ended. Note that Γ \ {a1 , a2 } must have exactly two
components, say Λ1 and Λ2 , otherwise ∂CA would be an ≈-pair. Suppose b ∈ Λ1 and let
µ be a reduced path from a2 to a1 in Λ2 . To obtain the desired cycle α, it suffices to
concatenate µ with a reduced path from a1 to a2 in Λ1 which does not contain b. We assume
by contradiction that every reduced path from a1 to a2 in Λ1 passes through b. It follows
that property (A1) holds for the set {a1 , a2 , b}. Now suppose that there is a subgraph of Γ
which is a subdivided K4 and contains all three vertices a1 , a2 and b. Then as every reduced
path from a1 to a2 in Λ1 contains b, the vertices a1 , a2 and b lie on the same branch of this
K4 . Thus property (A2) also holds for the set {a1 , a2 , b}. Hence {a1 , a2 , b} is contained in a
maximal set which satisfies both (A1) and (A2). If A = {a1 , a2 } this contradicts (A3), since
b 6∈ A.
Since hAi is 2-ended the only other possibility is that A = {a1 , a2 , c} with c 6= b and c
adjacent to both a1 and a2 . Notice that as every reduced path from a1 to a2 in Λ1 passes
through b, the vertex c lies in Λ2 . In particular, b and c are non-adjacent. Now the set
{a1 , a2 , b, c} must fail at least one of (A1) and (A2). Suppose first that (A1) fails for this
set. Since (A1) does hold for {a1 , a2 , b} and {a1 , a2 , c}, the pair {b, c} is not a cut pair.
Thus there is a reduced path η from a1 to a2 in Γ \ {b, c}. If η is in Λ1 this contradicts
our assumption that every reduced path from a1 to a2 in Λ1 contains b, so η is in Λ2 . Now
c ∈ Λ2 is adjacent to both a1 and a2 , so there must be a reduced path in Λ2 , say β, from c
to some point in η. Notice that β does not contain either a1 or a2 , and η does not contain
c. Let Λ be the union of η, β, the edges between ai and c for i = 1, 2, and a path in Λ1 from
a1 to a2 (via b). Then Λ is a subdivided K4 subgraph which has a1 , a2 and c as three of its
essential vertices. Hence these three vertices are not contained in a single branch of Λ. This
contradicts property (A2) for the set {a1 , a2 , c}. Therefore property (A1) must hold for the
set {a1 , a2 , b, c}.
As (A1) holds for the set {a1 , a2 , b, c}, property (A2) must fail. Thus there is a subgraph
Λ of Γ which is a subdivided K4 and contains at least three vertices of {a1 , a2 , b, c}, so that
these vertices are not all on the same branch of Λ. Since (A2) holds for the sets {a1 , a2 , b}
and {a1 , a2 , c}, we may assume that the vertices a1 , b and c all lie on Λ, but they are not all
on the same branch. Note that then a2 cannot lie on Λ. However Λ \ {a1 } contains both b
and c, and is contained in a single component of Γ \ {a1 , a2 }. This contradicts b and c being
in different components of Γ \ {a1 , a2 }. We conclude that there is a reduced path from a1 to
a2 in Λ1 which does not pass through b, and so the required cycle α can be obtained.
Now suppose hAi is not 2-ended. Then card(A) ≥ 3. Consider an induced cycle α
containing all elements of A, and inducing the cyclic order a1 , . . . , an on the elements of A.
Suppose b is on the cycle α, say between ai and ai+1 . Since b is not in A, by property (A3)
the set A ∪ {b} fails either (A1) or (A2).
If (A1) fails, there is some ak ∈ A (possibly equal to ai or ai+1 ) so that {b, ak } does
not separate |Γ|. Then there is a path µ connecting the two components of α \ {b, ak } and
meeting α only at its endpoints x and y. We claim that both x and y lie on the (closed)
subpath of α between ai and ai+1 containing b. If not, then one possibility is that both x and
20
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y both lie on the (open) component of α \ {ai , ai+1 } which does not contain b (in this case,
ak must be distinct from both ai and ai+1 ). Then ak and ai (say) lie in different components
of α \ {x, y}. By slightly extending µ if either x or y is in A, we obtain a reduced path µ0
connecting two points x0 and y 0 in α \ A, so that ak and ai lie in different components of
α \ {x0 , y 0 }, but neither ai nor ak lies on µ0 . This contradicts Lemma 3.15(2). By a similar
argument we can rule out exactly one of x and y lying on the (closed) subpath of α between
ai and ai+1 containing b. This proves the claim. Since µ does not contain b, we can then use
µ to replace the subpath of α from x to y via b, and so obtain the required cycle.
Now suppose (A1) holds for the set A ∪ {b}, but (A2) fails. Then there is a subgraph Λ
of Γ which is a subdivided copy of K4 , and distinct vertices ak , al ∈ A such that ak , al and b
are not contained in the same branch of Λ. If ak and al are on different branches of Λ, then
by (A1) there is a path η from ak to al which meets Λ only at its endpoints. Then Λ ∪ η
contains a subgraph, say Λ0 , which is a subdivided K4 , and such that ak and al are on the
same branch of Λ0 . Moreover, Λ0 can be chosen so that b ∈ Λ0 , on a branch other than the
one containing ak and al . Thus we may assume that ak and al are on the same branch of Λ.
We now have that ak and al lie on the same branch of Λ, say β, and that b is not on β.
Then there is an induced cycle σ in Λ so that σ contains β but not b. If all elements of A
lie on β then σ is an induced cycle containing all elements of A but not b, so suppose that
there is some am ∈ A which does not lie on β. By property (A2) for A, the vertex am then
cannot lie on Λ. Recall that by assumption, the cycle α which contains all of A also contains
b. Then it is not hard to see that α ∪ Λ contains a subdivided K4 subgraph in which ak ,
al and am do not lie on the same branch. This contradicts property (A2) for A. Thus all
elements of A lie on the branch β, which completes the proof.

Finally, we consider separation properties of geodesics in C labelled by elements of a set
A satisfying (A1) and (A2).
Lemma 3.17. Let A be a set of vertices of Γ with hAi infinite satisfying properties (A1)
and (A2). Let γ be a bi-infinite geodesic in CA labelled by elements of A. Then γ separates
Σ and ∂γ separates ∂W .
Proof. If card(A) = 2, with A = {a, b}, then a and b are not adjacent in Γ (since hAi is
infinite), and so {a, b} is a cut pair by (A1). Hence by Lemma 3.3, γ separates Σ and ∂γ
separates ∂W .
Now assume card(A) ≥ 3. We first show that γ separates Σ. By Lemma 3.4, it is enough
to show that γ separates N (γ). If not, then given any pair of points x and y in N (γ) \ γ,
there is a path η in N (γ) \ γ connecting them. Since η misses γ, and in particular, the cone
points of the chambers that make up N (γ), we may assume that η (as well as x and y) lie
in ∂N (γ). We show below that this leads to a contradiction.
Write N (γ) as the union of chambers Ki , with −∞ ≤ i ≤ ∞, such that for each i, the
chambers Ki−1 and Ki intersect in the panel Pi , of type gi . Recall that each panel P is a
star, and denote by ∂P the set of endpoints of the spokes of this star. The boundary of any
chamber K can be identified with the graph Γ, and under this identification, the cone point
of a panel P of type g corresponds to the vertex g in Γ, while the points of ∂P correspond
to midpoints of the edges emanating from g in Γ.
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Identify the boundary of K0 with Γ as above. Fix an embedded cycle α containing A so
that α induces a cyclic ordering a1 , . . . , an on the elements of A with a1 = g0 . This order
on A induces a partition of ∂P0 into two sets P0+ and P0− , as follows. Let x ∈ ∂P0 , so that
x may be identified with the midpoint of an edge emanating from a1 in Γ. Let α1n be the
subpath of α connecting a1 to an and containing no other vertices of α, and similarly define
α12 . If x lies on α, then we put x in P0− if x lies on α1n , and x in P0+ if x lies on α12 .
If x does not lie on α, let b be the other vertex of the edge of Γ which has x as its midpoint.
As Γ has no separating vertices or edges, there is a reduced path η connecting b to some
vertex b0 of α other than a1 , so that η intersects α only at b0 . An argument similar to the
proof of Lemma 3.15(2), applied to the union of η with the edge containing x, implies that
b0 must lie on either α1n or α12 . Put x ∈ P0− if b0 lies on α1n , and x ∈ P0+ if b0 lies on α12 .
To see that this is well-defined, suppose that there are reduced paths ξ and ξ 0 connecting
a1 via b to vertices b0 6= a1 on α1n and b00 6= a1 on α12 respectively, so that ξ and ξ 0 meet α
only at their endpoints. Then the graph Λ = α ∪ ξ ∪ ξ 0 is a subdivided K4 containing all
of A, and its branch ξ contains at most two vertices of A. This contradicts (A2). Thus P0−
and P0+ are well-defined, and we have completed the partition of ∂P0 .
Now we inductively define a partition of ∂Pi into Pi+ and Pi− for each i 6= 0 such that:
(1) If ν is a path from ∂Pi to ∂Pi+1 in ∂Ki whose interior contains no points of ∂Pi ∪∂Pi+1 ,
+
−
then ν either connects Pi+ to Pi+1
or Pi− to Pi+1
.
(2) If ν is a path from Pi+ to Pi− in ∂Ki \Pi , then ν passes through the cone point of Pi+1 .
We first prove property (2) for i = 0. Suppose ν is a path from P0+ to P0− in ∂K0 \ P0 .
Consider ν under the identification of ∂K0 with Γ and call its endpoints x and y. Assume
ν is reduced. By our assumption, ν does not pass through the vertex of Γ labelled g0 = a1 .
Then by Lemma 3.15(2), ν must pass through all the other vertices of A. Translating back
to K0 , this means, in particular, that ν passes through the cone point of P1 .
±
±
Now suppose that P1± , . . . , Pi−1
have been defined satisfying (2), with P1± , . . . , Pi−2
satisfying (1). Identify ∂Ki with Γ, and let x correspond to a point of ∂Pi . Then there is a path
ν in Γ between the vertex labelled gi and the vertex labelled gi−1 passing through x. Put x
+
in Pi+ if ν passes through Pi−1
and in Pi− otherwise. If µ and ν are two such paths, entering
−
+
+
Pi−1 through Pi−1 and Pi−1 respectively, then µ ∪ ν reduces to a path connecting Pi−1
and
−
Pi−1
, which does not pass through the cone point of Pi . However, this contradicts property
(2) for Pi−1 . This shows that the partition on ∂Pi is well defined, and the partition on ∂Pi−1
satisfies property (1). The proof that the partition on ∂Pi satisfies property (2) is similar to
the proof in the base case. The definition of Pi± for i < 0 is similar.
Observe that an argument similar to the base case of (2) shows for all i
(3) If ν is a path from Pi+ to Pi− in ∂Ki−1 \ Pi , then ν passes through the cone point
of Pi−1 .
Now assume that the path η in ∂N (γ) constructed above connects some point x ∈ P0+ to
some point y ∈ P0− . Then η is a union of segments, each of which connects some point of
∂Pi to some point of ∂Pi or ∂Pi+1 for some i, and does not pass through the cone points of
the panels Pi and Pi±1 . Now since η connects x to y, it must (without loss of generality)
−
have some segment which connects a point of Pj+ to either Pj− or Pj+1
for some j. However
this contradicts one of properties (1), (2), and (3) above.
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It follows that γ does separate N (γ), and therefore γ separates Σ as required. By similar
arguments to those in Lemma 2.3 of Lafont [26], we obtain that ∂γ separates ∂W as well. 
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We are now ready to prove Proposition 3.10.
Proof of Proposition 3.10. Let CA be some copy of the Cayley graph of hAi in C. Assume
that hAi is infinite and that ∂CA is not an ≈-pair.
We first show that ∂CA \ ∂A≈ contains at least two points. Since hAi is infinite, the set
∂CA has at least two points. If hAi is 2-ended, then ∂CA has exactly two points, and by
the assumption that ∂CA is not an ≈-pair, it follows that no bicoloured geodesic in CA has
endpoints an ≈-pair. So the set A≈ is empty and ∂CA \ ∂A≈ = ∂CA has exactly two points.
If hAi is not 2-ended, we may construct a geodesic γ in CA so that neither direction of γ is
eventually bicoloured by a pair of vertices in A. Thus by Lemma 3.1, neither γ + nor γ − is
the endpoint of a bicoloured geodesic. So γ + and γ − are two distinct points in ∂CA \ ∂A≈ .
We next show that any two points in ∂CA \ ∂A≈ are in the same ∼-class. For this, let
ξ, η ∈ ∂CA \∂A≈ , with ξ 6= η. To show that ξ ∼ η, we must show that ∂W \{ξ, η} has exactly
two components. Since hAi is convex in W and ξ, η 6∈ ∂A≈ , the boundary points ξ and η
are the endpoints of some geodesic γ in CA \ A≈ . By Lemma 3.17, ∂γ = {ξ, η} separates
∂W . Thus ξ and η are in ∂W (2+). On the other hand, since ξ and η are not in ∂A≈ , by our
characterisation of ≈-pairs in Lemma 3.5 we know that neither of them is part of an ≈-pair.
It follows that neither ξ nor η is in ∂W (3+), by property (2) following Definition 2.3. So ξ
and η are both in ∂W (2), and they separate ∂W into exactly two components. Thus ξ ∼ η.
To complete the proof of Proposition 3.10, we show that ∂CA \ ∂A≈ is a full ∼-class, i.e,
that no point of ∂W (2) outside the set ∂CA \ ∂A≈ is equivalent to a point inside it. Assume
by contradiction that there are points ξ ∈ ∂CA \ ∂A≈ and η 6∈ ∂CA so that ξ ∼ η. Then
since ξ ∼ η, we have that {ξ, η} separates ∂W into exactly two components, say U1 and
U2 . Now ξ ∈ ∂W (2), so there is a neighbourhood V of ξ in ∂W so that V \ {ξ} has exactly
two components, say V1 and V2 . Suppose V intersects only one of U1 and U2 , say U1 . Then
∂W \ η is the union of the open sets V ∪ U1 and U2 , and hence η is a cut point of ∂W . This
contradicts the result from [38] that the boundary of a 1-ended hyperbolic group has no
global cut points, as discussed in the introduction to [11]. Thus V intersects both U1 and U2
nontrivially. On the other hand, if V1 has nonempty intersection with both U1 and U2 , this
contradicts the connectedness of V1 . So without loss of generality V1 = V ∩ U1 , and similarly
V2 = V ∩ U2 . We claim that there is a path in ∂W \ {ξ, η} which connects a point in V1 to
a point in V2 . This yields a contradiction, since this path connects U1 to U2 in ∂W \ {ξ, η}.
Let ξ 0 be a point of ∂CA \ ∂A≈ with ξ 0 6= ξ. We showed above that ξ ∼ ξ 0 . Let γ be
a geodesic in C connecting ξ to η. Since ξ ∈ ∂CA , in the direction of ξ the geodesic γ is
eventually labelled by elements of A. Now since η 6∈ ∂CA , not all of γ is contained in CA .
Starting at ξ and travelling back along γ, let b be the first label of γ which is not in A.
We first consider the case that hAi is 2-ended. Then ∂CA \ ∂A≈ = ∂CA consists of the two
endpoints ξ and ξ 0 of an (a1 , a2 )-bicoloured geodesic, where a1 , a2 ∈ A and {a1 , a2 } is a cut
pair in Γ. Let Λ1 and Λ2 be the two components of Γ \ {a1 , a2 }. Then by Corollary 3.16(1),
there is an induced cycle α in Γ which contains both a1 and a2 , does not contain b, and has
nonempty intersection with both Λ1 and Λ2 . Let Σα be the corresponding subcomplex of
23

This article is protected by copyright. All rights reserved.

Author Manuscript

Σ containing our chosen copy of CA , as in Remark 3.14. Then Σα is quasi-isometric to the
hyperbolic plane, and ξ, ξ 0 ∈ ∂Σα but η 6∈ ∂Σα since b is not on α. Let C1 and C2 be the
two components of ∂W \ {ξ, ξ 0 }. Since the cycle α contains vertices in both components of
Γ \ {a1 , a2 }, Lemma 3.3 implies that the circle ∂Σα has nonempty intersection with both C1
and C2 . Now if both C1 and C2 have nonempty intersection with V1 this contradicts the
connectedness of V1 , and so without loss of generality V ∩ Ci = Vi for i = 1, 2. Hence ∂Σα
has nonempty intersection with both V1 and V2 . Let pi ∈ ∂Σα ∩ Vi for i = 1, 2. Then the arc
of ∂Σα from p1 to p2 which misses ξ gives a path in ∂W \ {ξ, η} from V1 to V2 , proving the
claim in this case.
Now suppose that hAi is not 2-ended. By Corollary 3.16(2), there is an induced cycle α
in Γ which contains all elements of A but does not contain b. Let Σα be the corresponding
subcomplex of Σ which contains CA and is quasi-isometric to the hyperbolic plane. Then
ξ ∈ ∂Σα but η 6∈ ∂Σα . Similarly to the previous case, to prove the claim it suffices to show
that the sets ∂Σα ∩ V1 and ∂Σα ∩ V2 are both nonempty.
Since hAi is not 2-ended, there is a point ξ 00 ∈ ∂CA \ ∂A≈ with ξ 00 distinct from both ξ and
ξ 0 . Let C1 be the component of ∂W \ {ξ, ξ 0 } which does not contain ξ 00 and let C2 be the
component of ∂W \ {ξ, ξ 00 } which does not contain ξ 0 . Then similarly to the previous case,
we may assume that V ∩ Ci = Vi for i = 1, 2. Now the component C1 contains the interior of
the arc of ∂Σα from ξ to ξ 0 which misses ξ 00 , hence there is a point p1 ∈ ∂Σα ∩ V1 . Similarly,
we obtain a point p2 ∈ ∂Σα ∩ V2 , which completes the proof of the claim in this case.
We have shown that ∂CA \ ∂A≈ is a ∼-class in ∂W . Now this ∼-class is a ∼-pair if and
only if ∂CA contains exactly two points, which occurs if and only if hAi is 2-ended. This
completes the proof of Proposition 3.10.

Remark 3.18. We can now construct some edges in the pre-tree T . Let A be a set of vertices
of Γ so that hAi is infinite and not 2-ended and properties (A1)–(A3) from Proposition 3.10
hold. Let CA be a copy of the Cayley graph of hAi. Then since hAi is not 2-ended, ∂CA is not
a ≈-pair. Let v = ∂CA \ ∂A≈ be the corresponding infinite ∼-class. Then for each γ ∈ A≈ ,
the endpoints {γ + , γ − } form an ≈-pair which is in the closure of the set v. Hence there is
an edge in the pre-tree T connecting v to this ≈-pair vertex.
3.5. Identification of the ∼-classes and their stabilisers. We now show that we have
already constructed all the ∼-classes in ∂W . Together with our identification of the ≈-pairs
in Lemma 3.6 and the relation of betweenness, this means we have constructed the pretree
T . This section also identifies the stabilisers of ∼-classes.
Bowditch shows that ∂W (2+) is equal to the disjoint union of the ≈-pairs and ∼-classes in
∂W . (See Remark 2.4.) Observe that the constructions in Corollary 3.5 and Proposition 3.10
use exactly those points in ∂W (2+) which correspond to geodesic rays that are eventually
labelled by elements of some set A satisfying conditions (A1) and (A2) in Proposition 3.10.
(Given a ≈-pair associated to an (a, b)-bicoloured bi-infinite geodesic, the set {a, b} satisfies
(A1) and (A2).) The following proposition shows that such points in ∂W (2+) exhaust all of
∂W (2+). It then follows that there are no additional ∼-classes.
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Proposition 3.19. Let γ + ∈ ∂W be represented by a geodesic ray γ in C based at e. Then
γ + ∈ ∂W (2+) if and only if γ is eventually labelled by the elements of a set A satisfying
properties (A1) and (A2) in Proposition 3.10.
Proof. The “if” direction follows from the discussion in the paragraph above the statement.
For the converse, let C be the set of generators of W that occur infinitely often as labels
of γ (so that γ is eventually labelled by C), and suppose that C fails either (A1) or (A2).
To establish that γ + is not in ∂W (2+), it is enough to show that Un \ {γ + } is connected for
all n, where Un is the subset of ∂W represented by geodesic rays in C based at e which agree
with γ for the first n edges. Given η + , µ+ ∈ Un \ {γ + }, represented by geodesic rays η and
µ in C which agree with γ for the first n edges, we will construct a path between η + and µ+
in Un \ {γ + }.
We begin with two special cases. First, suppose that η and µ are both labelled, starting
at γ(n), exclusively by vertices of an induced cycle α of Γ. If Σα denotes the subcomplex
corresponding to α based at γ(n), then the parts of η and µ beyond γ(n) lie in Σα . Thus
η + and µ+ are in ∂Σα , which is homeomorphic to S 1 (see Remark 3.14). There are two arcs
connecting η + and µ+ in ∂Σα , and at least one of these is contained in Un ; call this arc ν.
If ν does not pass through γ + , then it is the desired path between η + and µ+ . Now suppose
γ + lies on ν. This means that if V ⊆ Un ∩ ∂Σα is such that V \ {γ + } has two components
V1 and V2 , then ν intersects both V1 and V2 . We will obtain a detour to ν by constructing
a path between V1 and V2 in Un \ {γ + }. Observe that since γ + lies on ν ⊂ ∂Σα , the set C
defined above, of eventual labels of γ, is a subset of the vertices of α.
If C fails (A1), then there exists a pair {c1 , c2 } ⊆ C which does not separate |Γ|. Then
c1 and c2 are nonadjacent, so the pair {c1 , c2 } does not separate Γ. It follows that there is
a path β in Γ which connects the two components of α \ {c1 , c2 } and meets α only at its
endpoints. Let τ be the cycle obtained by taking the union of β with the arc of α between
the endpoints of β which contains c1 . The path β can be chosen so that τ is induced. Now
for m ≥ n, let Στ,m be the subcomplex corresponding to τ based at γ(m). Since c2 is not
on τ , it follows that γ + does not lie on ∂Στ,m . Let x and y be two vertices of α which lie on
τ \ {c1 } and are such that c1 and c2 lie in distinct components of α \ {x, y}. Then Στ,m ∩ Σα
contains (at least) an (x, y)-bicoloured geodesic ζm passing through γ(m). We may choose
+
−
is in
and ζm
m large enough so that ∂ζm ⊂ V , and at least one arc of ∂Στ,m connecting ζm
Un . This arc will yield the required path between V1 and V2 , provided we can show that m
can be chosen so that ∂ζm has non-trivial intersection with V1 as well as V2 .
Assume m is large enough that the labels of γ beyond γ(m − 1) are in C. Now suppose
the two edges of γ incident to γ(m) are labelled c and c0 (so in particular, c and c0 lie on α),
and ξ1 , ξ2 are geodesic rays based at γ(m) such that ξ1+ , ξ2+ ∈ V . Observe that by similar
arguments to Lemma 3.3, carried out in the subcomplex Σα , if the first letters labelling ξ1
and ξ2 are in different components of α \ {c, c0 } then one of ξ1+ and ξ2+ lies in V1 , and the
other lies in V2 . We use this fact to choose m as follows.
Let C1 denote the elements of C which lie on the arc of α \ {x, y} containing c1 , and let C2
denote the remainder of C (which may include one or both of x and y). It follows from the
definition of C that γ is (eventually) labelled alternately by nonempty words in C1 and C2 .
Now if m is chosen as in the previous paragraphs with the additional property that at γ(m),
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the label of γ transitions from a word in C1 to a word in C2 , then the above observation
can be used to show that ∂ζm intersects both V1 and V2 , and therefore, as described above,
∂Στ,m contains the desired detour. Together with ν, this yields a path between η + and µ+
in Un \ {γ + } when C fails (A1).
If C fails (A2), then there is a subdivided K4 subgraph Λ of Γ (with α ⊂ Λ) and elements
c1 , c2 ∈ C which lie on distinct branches of Λ. Let β1 and β2 be the branches of Λ containing
c1 and c2 respectively. Without loss of generality, we may assume c1 is an interior vertex
of the branch β1 . We now apply a similar argument as in the case that C fails (A1), with
τ taken to be a cycle in Λ which contains β1 but not β2 , and x and y the endpoints of the
branch β1 . This completes the proof of the first special case.
The second special case we consider is when η (respectively µ) is labelled, starting at γ(n),
exclusively by the vertices of an induced cycle α (respectively β), with α 6= β. By Standing
Assumptions 1.1 and an elementary graph-theoretic argument, there exists a sequence of
induced cycles α = σ1 , σ2 , . . . , σk = β such that every consecutive pair of cycles intersects
in at least a pair of non-adjacent vertices. We claim that the σi can be chosen so that for
all 1 ≤ i < k, the intersection of σi and σi+1 generates a group with infinitely many ends
(that is, strictly speaking, this intersection is the defining graph of a special subgroup with
infinitely many ends).
To see this claim, observe that if the intersection of consecutive cycles generates a 2-ended
group, then the intersection is exactly a pair of non-adjacent vertices or a pair of adjacent
edges. For each pair σi , σi+1 which intersect in a pair of non-adjacent vertices, add an extra
cycle between σi and σi+1 consisting of one arc from σi connecting these vertices and one
from σi+1 . Then the intersection of this new cycle with σi or σi+1 either generates a group
with infinitely many ends, or consists of a pair of adjacent edges. Thus after reindexing we
have a sequence in which we only need to deal with the latter case. Now if σi and σi+1
intersect in a subpath  consisting of a pair of edges, then adding the cycle obtained by
deleting the interior of  from σi ∪ σi+1 results in the desired intersections between successive
cycles in the sequence.
Assume that σ1 , . . . , σk have been chosen to satisfy the above claim, and let Σi be the
subcomplexes corresponding to σi based at γ(n). Now for all 1 < i < k choose a geodesic
ray ηi in C based at e, which agrees with γ for the first n edges, lies in Σi ∩ Σi+1 beyond
γ(n), and is not equal to γ (this last criterion is possible because by construction Σi ∩ Σi+1
contains a tree with infinitely many ends). Finally, define η1 = η and ηk = µ. Observe that
+
ηi+ ∈ Un \ {γ + } for all i, and moreover, ηi+ and ηi+1
satisfy the hypotheses of the first special
case above. Now we can construct the desired path between η + and µ+ by concatenating
+
the paths obtained above between ηi+ and ηi+1
for all i.
+
+
+
+
In the general case, we consider arbitrary µ1 , µ+
2 ∈ Un \ {γ }. Write µ for either µ1 or
+
+
+
+
+
µ2 . It is enough to construct a path in Un \ {γ } from µ to some η ∈ Un \ {γ }, where
η is labelled, starting at γ(n), exclusively by vertices of an induced cycle α. Suppose µ is
labelled, starting at γ(n), by w1 w2 w3 . . . such that wi is a word in the letters contained in
some cycle βi for all i. We define geodesic rays ηi interpolating between η and µ as follows:
η0 = η and for i > 0, ηi agrees with γ until γ(n), and is labelled w1 w2 . . . wi ui beyond γ(n),
where ui is an infinite word in βi chosen so that the result is a geodesic ray not equal to γ.
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Then ηi+ ∈ Un \ {γ + } for all i. Beyond γ(n), the geodesics ηi and ηi+1 agree on a segment
labelled w1 w2 . . . wi , after which ηi is labelled by βi and ηi+1 is labelled by βi+1 . An argument
similar to the second special case (with an appropriate change of base point) shows that we
+
can construct a path in Un \ γ + between ηi+ and ηi+1
for all i. This completes the proof of
+
the proposition, as concatenating the paths obtained between ηi+ and ηi+1
for each i results
in a continuous path in Un \ {γ + } between η + = η0+ and µ+ .

Example 3.20. We can now describe the ∼-classes for Figures 3.1 and 3.2, and the ≈-pairs
to which they are adjacent in the pre-tree T (see also Example 3.12 and Remark 3.18).
First consider Figure 3.1. In the left-hand graph, there are three W -orbits of infinite
∼-classes, corresponding to the three branches between a and b which are of length at least
three. In the right-hand graph, there are four W -orbits of infinite ∼-classes, corresponding to
the four branches between a and b. In both cases, there are no ∼-pairs, all infinite ∼-classes
are adjacent in T to ≈-pairs, and all ≈-pairs correspond to (a, b)-bicoloured geodesics.
On the left of Figure 3.2, the W -orbits of infinite ∼-classes correspond to the three branches
between a and d, the two branches between a and e, and the set {a, d, f, g, e}, and there
are no ∼-pairs. The infinite ∼-classes for branches between a and d (respectively, a and
e) are adjacent in T to ≈-pairs of valence 4 corresponding to (a, d)-bicoloured geodesics
(respectively, valence 3 corresponding to (a, e)-bicoloured geodesics), while the infinite ∼classes for the set {a, d, f, g, e} are adjacent to ≈-pairs of both kinds.
In the centre of Figure 3.2, there is a W -orbit of infinite ∼-classes for each of the five
branches of length three, and a W -orbit of infinite ∼-classes corresponding to the set
{a1 , a2 , a3 , a4 , a5 }. There are no ∼-pairs. All ≈-pairs correspond to (ai , ai+1 )-bicoloured
geodesics. For each i, the infinite ∼-classes corresponding to the branch between ai and ai+1
are adjacent in T to ≈-pairs of valence 4 corresponding to (ai , ai+1 )-bicoloured geodesics.
The infinite ∼-classes for {a1 , a2 , a3 , a4 , a5 } are adjacent in T to all five kinds of ≈-pairs.
On the right of Figure 3.2, there is a W -orbit of infinite ∼-classes corresponding to each
branch of length three, as well as three W -orbits of ∼-pairs, corresponding to the set {p, q},
the branch between u and v, and the branch between r and s. There are no ≈-pairs.
The following results and observations concerning sets A which correspond to ∼-classes
will be used to identify the stabilisers of ∼-classes, and in later sections. In Lemma 3.21 we
prove that if A satisfies (A1)–(A3) and A contains an interior vertex of a branch of Γ, then
A contains all vertices of this branch. This is used to establish Corollary 3.22, which says
that A contains an essential cut pair {a, b} such that a and b are consecutive in the cyclic
order on A. Remark 3.23 then records some implications for Σ.
Lemma 3.21. Let A be a set of vertices of Γ satisfying properties (A1), (A2) and (A3),
and such that hAi is infinite. Suppose an element a ∈ A is an interior vertex of a branch of
Γ. Then A contains all vertices of this branch, including its endpoints.
Proof. Let α be an induced cycle in Γ containing all elements of A. Let β be the branch of
Γ containing a and let b and b0 be the essential vertices of Γ which are its endpoints.
First consider a non-essential vertex c 6= a which also lies between b and b0 on α. Then
{a, c} separates |Γ|, and for all a0 ∈ A \ {a}, the pair {a, a0 } separates |Γ| if and only if the
pair {c, a0 } separates |Γ|. Thus (A1) holds for A ∪ {c}.
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Now suppose there is a subgraph Λ of Γ which is a subdivided K4 and contains at least
three vertices of A ∪ {c}. Then Λ contains at least three vertices of A, or Λ contains c (these
cases are not mutually exclusive). In the former case, by (A1) all vertices of A lie on the
same branch of Λ. Since a and c are both interior vertices of β, the vertex c must lie on this
branch of Λ as well, and so in this case (A2) holds for A ∪ {c}.
In the case that Λ contains c, we claim that all elements of A lie on the same branch of
Λ as c. Since c is non-essential, Λ must contain the entire branch β, and so Λ contains a as
well. Now suppose there exists a0 ∈ A which does not lie on the branch of Λ containing a
and c. Then Λ \ {a, a0 } is connected but {a, a0 } separates |Γ|, so there is a path between a
and a0 which intersects Λ only at a, and possibly a0 , which contradicts a being non-essential.
This proves the claim. Thus (A2) holds for A ∪ {c} in this case as well. We have shown that
both (A1) and (A2) hold for the set A ∪ {c}, and so by (A3) we conclude that c ∈ A.
To show that b and b0 are both in A, notice first that {b, b0 } separates |Γ|, and for all
vertices c in the interior of the branch β, the pairs {b, c} and {b0 , c} separate |Γ|. Consider
the case that every vertex of A lies on the branch β. Then (A1) holds for A ∪ {b, b0 } by
the previous observations. For (A2), if any subgraph Λ which is a subdivided copy of K4
contains a triple of vertices of A then Λ must contain a non-essential vertex of β. It follows
that a branch of Λ contains all of β, and so all vertices of A ∪ {b, b0 } lie on the same branch
of Λ. Thus (A2) also holds for A ∪ {b, b0 } in this case, and so by (A3) we have b, b0 ∈ A.
Now suppose there is some a0 ∈ A which does not lie on the branch β. If {a0 , b} does not
separate |Γ| then a0 and b are non-adjacent and there must be a path η in Γ which connects
the two components of α\{a0 , b}. Since {a, a0 } separates |Γ|, there is a path between a and a0
which intersects α ∪ η only at its endpoints. This contradicts the fact that a is not essential.
So {a0 , b}, and similarly {a0 , b0 }, separates |Γ|. Thus A ∪ {b, b0 } satisfies (A1).
For (A2), to avoid trivial cases we may assume by contradiction that Γ has a subdivided
K4 subgraph Λ which contains three vertices of A ∪ {b, b0 }, so that for some vertex a0 of A
in this triple, a0 and b lie in different branches of Λ. If b0 is also on Λ, then Λ ∪ β \ {a, a0 } is
connected, and as before, this contradicts the fact that a is not essential. Finally, if b0 is not
on Λ, then there is another vertex a00 of A which is on Λ. If a00 is between a0 and b on α \ β,
then Λ ∪ α \ {a, a00 } is connected, and by the same argument as before, this contradicts the
fact that a is not essential. If a0 is between a00 and b on α \ β, then using a0 instead of a00 in
the previous sentence, we again have a contradiction. This completes every case, and shows
that A ∪ {b, b0 } satisfies (A2). By (A3) it follows that b, b0 ∈ A in this case as well.

Corollary 3.22. Let A be a set of vertices of Γ satisfying properties (A1), (A2) and (A3),
and such that hAi is infinite. Then A contains an essential cut pair {a, b} such that a and
b are consecutive in the cyclic order on A.

Proof. We first show that A contains an essential cut pair. If A contains an interior vertex
of a branch of Γ, then by Lemma 3.21, A contains the endpoints of this branch. These are
an essential cut pair. Otherwise, A consists only of essential vertices. Then as hAi is infinite
A must contain a pair of non-adjacent essential vertices, which by (A1) are a cut pair.
If card(A) = 2 or 3, let {a, b} be an essential cut pair in A. It is then immediate that a
and b are consecutive in any cyclic order on A. Now assume that card(A) = n ≥ 4. Let α
be an induced cycle containing all of A, and inducing the cyclic order a1 , . . . , an on A.
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We first show that α must contain a vertex which is not in A. If every vertex of α is in
A, then as Γ is not a cycle and has no separating vertices or edges, there is a path η which
connects a non-adjacent pair ai and aj in A, so that η intersects the cycle α only at ai and
aj . By slightly extending η to the midpoints of edges of α incident to ai and aj , we obtain
a path which contradicts Lemma 3.15(2). Thus α must contain a vertex which is not in A.
We now have that α contains a vertex c ∈
/ A. Then without loss of generality c lies on the
subpath of α between a1 and a2 which has no other elements of A. If a1 is non-essential then
by Lemma 3.21, A and thus α contains all vertices of the branch on which a1 lies. Using
Lemma 3.21 again, this contradicts either c 6∈ A or there being no vertex of A between c
and a1 on α. Thus a1 is essential, and similarly a2 is essential. By (A1), it now suffices
to show that a1 and a2 are not adjacent in Γ. If there is an edge  of Γ with endpoints a1
and a2 , then since  doesn’t separate Γ, there is a path η connecting the two components of
α \ {a1 , a2 } which meets α only at its endpoints. Now α ∪ η ∪  is a subdivided K4 which
does not contain all elements of A on a single branch. This contradicts (A2). Therefore a1
and a2 are not adjacent in Γ, and so {a1 , a2 } is the desired essential cut pair.

Remark 3.23. Let A be a set of vertices of Γ with hAi infinite and satisfying properties
(A1), (A2) and (A3). Write KA for the Davis complex chamber for the special subgroup hAi.
Developing this chamber and then imposing the cellulation by big squares gives a subcomplex
ΣA of Σ with 1-skeleton the copy of the Cayley graph CA of A which contains the identity. For
example, in Figure 3.2, if A = {a, b, c, d} then ΣA contains big squares with edges labelled
by commuting generators, and so ΣA properly contains CA , while if A = {a1 , a2 , a3 , a4 , a5 }
then KA is a star graph of valence 5, and CA = ΣA is a tree. Each coset of hAi in W also
corresponds to some copy of ΣA and to some copy of CA , with CA the 1-skeleton of ΣA .
Now fix a copy of ΣA , and let α be an induced cycle in Γ containing all vertices of A. We
define A+ to be the set of geodesics in CA ⊆ ΣA which are bicoloured by essential cut pairs
{a, b} in A so that a and b are consecutive in the cyclic order on A. By Corollary 3.22, the set
A+ is nonempty. Let γ be a geodesic in A+ , with γ bicoloured by a and b. Then by definition
of A+ , if A \ {a, b} is nonempty then all vertices of A \ {a, b} lie in the same component
of α \ {a, b}, and thus in the same component of Γ \ {a, b}. It follows from Lemma 3.3
that ΣA \ γ, if nonempty, is contained in a single component of Σ \ γ. We thus refer to the
elements of A+ as the frontier geodesics of ΣA . Now observe that for any component U of
Σ \ ΣA , there is a unique frontier geodesic γ ∈ A+ such that U is a component of Σ \ γ. We
then say that γ is the frontier geodesic corresponding to the component U of Σ \ ΣA .
We finish this section by determining the stabilisers of ∼-classes.
Proposition 3.24. Let v be a ∼-class in T , and let A be the corresponding set of vertices
of Γ as in Proposition 3.10, so that v = ∂CA \ ∂A≈ for some copy CA of the Cayley graph
of hAi.
(1) If v is a ∼-pair, let γ be an (a, b)-bicoloured geodesic such that v = ∂γ = ∂CA , hence
a, b ∈ A. Then the stabiliser of v is a conjugate of ha, bi, if there is no vertex c of Γ
adjacent to both a and b, or of ha, b, ci, if there is such a vertex c.
(2) If v is an infinite ∼-class, then the stabiliser of v is a conjugate of hAi.
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Proof. The proof of (1) is similar to that for stabilisers of ≈-pairs in Lemma 3.7. Now
suppose v is an infinite ∼-class, so hAi is not 2-ended, and let CA be the copy of the Cayley
graph of hAi which contains the identity. It suffices to show that the stabiliser of v is hAi.
Suppose that some g ∈ W \ hAi stabilises v. Then g stabilises ∂CA = ∂ΣA and the set of
endpoints of the frontier geodesics A+ , since these bound components of Σ \ ΣA . Let γ be
an (a, b)-bicoloured geodesic in A+ which passes through the identity. Then gγ is not in A+
since g 6∈ hAi. Hence there is a geodesic γ 0 ∈ A+ so that γ 0 and gγ have the same endpoints.
By Corollary 3.2, γ 0 is also (a, b)-bicoloured, and gγ = γ 0 c where c is a (unique) vertex of Γ
adjacent to both a and b. If there is no such vertex c we are done, otherwise let w ∈ hAi be
the label on a shortest path from e to γ 0 , so that γ 0 = wγ. Then gγ = wγc. Since γ passes
through the identity γc = cγ, so gγ = wcγ. As the stabiliser of γ is ha, bi, it follows that
g = wcz where w ∈ hAi and z ∈ ha, bi ≤ hAi. Since we assumed g 6∈ hAi, we have c 6∈ A.
However g, w and z all stabilise v, so c must as well.
Now let a0 ∈ A \ {a, b} be such that a0 does not commute with both a and b (since hAi
is not 2-ended, such an a0 exists). Using properties (A1) and (A2), we see that a0 cannot
be adjacent to c. Consider the geodesic ca0 γ. Since a0 γ ∈ A+ , c 6∈ A and c stabilises v, by
similar reasoning to the previous paragraph there is a γ 00 ∈ A+ with the same endpoints
as ca0 γ, and a vertex x of Γ which is adjacent to both a and b so that ca0 γ = γ 00 x. Now
Γ has no squares, so x = c and thus ca0 γ = γ 00 c. As γ 00 ∈ A+ and is (a, b)-bicoloured, we
can write γ 00 = w0 γ where w0 ∈ hAi is the label on a shortest path from γ to γ 00 . Then
ca0 γ = w0 γc = w0 cγ, hence c(w0 )−1 ca0 ∈ ha, bi. It follows that w0 contains an instance of
a0 , and every letter in w0 commutes with c. But a0 does not commute with c, so we have
obtained a contradiction. We conclude that the stabiliser of v is hAi.

3.6. Construction of certain stars. Recall that a star is a maximal set X of vertices in
the pretree T such that given any two vertices in X, no vertex in T is between them, in the
sense of Definition 2.5. Bowditch shows that stars of size at least 3 are in fact infinite. In
Proposition 3.25 below, we construct certain infinite stars. We will show in Section 3.7 that
we have identified all of the stars of size at least 3, and therefore all of the Type 3 vertices.
Proposition 3.25 (Stars of size at least 3). Let B be a set of essential vertices of Γ satisfying
the following properties:
(B1) if C = {c1 , c2 } is any pair of essential vertices of Γ (which possibly intersects B),
then B \ C is contained in a single component of Γ \ C;
(B2) the set B is maximal with respect to (B1); and
(B3) card(B) ≥ 4.
Then B corresponds to a W -orbit of stars of size at least 3 as follows: let GB denote the set
of (bi , bj )-bicoloured geodesics in C passing through e, where {bi , bj } ⊆ B is a cut pair. Let
B be the hBi-orbit of GB . Then for each η ∈ B, the endpoints ∂η are contained in a unique
≈-pair or ∼-class, and this containment induces a map Φ : B → T so that Φ(B) corresponds
to a star of size at least 3 in T .
Example 3.26. In Figure 3.2, the set {a, d, e} in the left-most graph satisfies (B1) and
(B2) but not (B3), and since there are only three essential vertices condition (B3) will never
be satisfied. Any subset of {a1 , a2 , a3 , a4 , a5 } in the middle graph which contains at least 4
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vertices fails (B1). The sets {u, v, p, q} and {p, q, r, s} in the right-most graph satisfy (B1),
(B2) and (B3), and each pair of vertices within these sets is a cut pair in Γ.
We begin with some preliminaries for the proof of Proposition 3.25.
Observation 3.27. Let B be a set of essential vertices of Γ which satisfies property (B1)
of Proposition 3.25, and y be an essential vertex of Γ. If there exist paths η, µ and ν in Γ
from y to B which intersect only at y, then B ∪ {y} satisfies property (B1). This is because
given any essential vertices c1 , c2 6= y, at least one of the paths η, µ and ν misses {c1 , c2 }, so
that y is in the same component as B \ {c1 , c2 } in Γ \ {c1 , c2 }.
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Lemma 3.28. Let B be a set of essential vertices satisfying (B1), (B2) and (B3). Then
there exists a cut pair in Γ consisting of vertices {b, b0 } ⊂ B.

Proof. By items (4) and (5) in Standing Assumptions 1.1, we have that Γ is not a cycle,
and has at least one cut pair. Since we may replace each vertex in the pair with a nearest
essential vertex if necessary, it follows that Γ has at least one essential cut pair. Thus if B
contains all the essential vertices of Γ, the lemma follows.
We may now assume that Γ \ B contains an essential vertex. Let x be an essential vertex
in Γ \ B “nearest to B” in the sense that there exists b ∈ B and a path τ in Γ between x
and b which does not contain any essential vertices in its interior. Since x ∈
/ B, there exists,
by property (B2), a pair of essential vertices which separate x from B. One of the vertices
in the pair must be b, for otherwise τ would connect x to B. Let c be the other vertex, so
that Γ \ {b, c} contains disjoint components Λx and ΛB , with x ∈ Λx and B \ {b, c} ⊂ ΛB . If
c ∈ B, then put b0 = c to obtain the desired cut pair {b, b0 } ⊂ B.
If c ∈
/ B, choose a reduced path η from c to B through ΛB , which meets B only at its
endpoint b0 ∈ B. Since b ∈
/ ΛB , we know that b 6= b0 . We claim that {b, b0 } is the desired
pair. If every path from c to B enters through either b or b0 , then clearly {b, b0 } separates
Γ (putting c and B \ {b, b0 } in different components). Assume, therefore, that there is a
reduced path ν from c to B, which intersects B only in its endpoint b00 6= b, b0 . It follows
that ν does not intersect Λx .
There exists a path µ from c to b in Λx which is disjoint from η and ν. Since c ∈
/ B,
Observation 3.27 implies that the paths η and ν must intersect. Let y be the last point of
η ∩ ν encountered while traveling along η from c to b0 (with y possibly equal to c), so that
the segment η[yb0 ] meets ν only at y, as in Figure 3.4.
x

Λx c ΛB
y

µ

η

ν
0

b

b

b

00

Figure 3.4.
We now have three paths from y to B which meet only at y: η[yb0 ] , ν[yb00 ] , and the concatenation of ν[yc] with µ = µ[cb] . Then by Observation 3.27, we have y ∈ B, which contradicts
our choice of η. It follows that {b, b0 } separates Γ.
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Lemma 3.29. Let B be a set of essential vertices satisfying (B1), (B2) and (B3). Suppose
that B contains three distinct vertices b1 , b2 and b3 which lie on an induced cycle σ in Γ. Then
b1 , b2 and b3 lie on a subdivided K4 subgraph of Γ. Moreover, the set {b1 , b2 , b3 } intersects at
least two branches of this subgraph.
Proof. By property (B3), card(B) ≥ 4, so there is b4 ∈ B distinct from b1 , b2 and b3 .
If b4 lies on σ, assume without loss of generality that b1 and b3 separate σ into two
components, one containing b2 and the other containing b4 . By property (B1), b2 and b4 lie
in the same component of Γ\{b1 , b3 }, so there is a path η which connects the two components
of σ \ {b1 , b3 }. We may assume η is reduced and meets σ only in a pair of essential vertices
x and y. Now b1 and b3 lie in different components of (σ ∪ η) \ {x, y}, but by property (B1),
they lie in the same component of Γ \ {x, y}. Thus there is a reduced path τ connecting the
component of σ \ {x, y} containing b1 with that containing b3 . Then if τ and η are disjoint,
σ ∪ τ ∪ η is a subdivided K4 subgraph containing b1 , b2 and b3 , and otherwise σ ∪ τ ∪ η
contains such a subgraph. It is clear from the construction that b1 , b2 , and b3 lie on at least
two distinct branches of this subgraph.
On the other hand, if b4 is not on σ then since Γ is connected, there is at least one (reduced)
path τ connecting b4 to σ. If τ first meets σ at z 6= b1 , b2 , b3 , then by Observation 3.27 and
property (B2) we conclude that z ∈ B, and apply the previous paragraph with b4 = z. So
we may assume that every reduced path from b4 to τ first meets σ at b1 , b2 or b3 . Now using
the same argument as in the preceding paragraph, we conclude that for 1 ≤ i ≤ 3, there is a
reduced path τi connecting b4 to bi in the complement of bi+1 and bi+2 (indices taken mod 3).
It is easy to see that σ ∪ τ1 ∪ τ2 ∪ τ3 either is or contains a subdivided K4 subgraph. Again,
it is also clear that b1 , b2 , and b3 lie on at least two distinct branches of this subgraph. 
Lemma 3.30. Let A and B be sets of vertices of Γ as in the statements of Propositions 3.10
and 3.25 respectively. Then card(A ∩ B) ≤ 2.
Proof. Suppose there are three distinct elements b1 , b2 and b3 in A ∩ B. By Lemma 3.13
there is an induced cycle α containing b1 , b2 and b3 . Then by Lemma 3.29, b1 , b2 and b3 lie
on at least two distinct branches of a subdivided K4 subgraph of Γ. This is a contradiction,
since A satisfies property (A2) of Proposition 3.10.

Lemma 3.31. If B is a set of essential vertices satisfying (B1) and (B2) with at least two
elements, and if z is an arbitrary vertex in Γ \ B, then (at least) one of the following is true:
(1) there exists a pair of essential vertices {c1 , c2 } and an element b ∈ B such that z and
b lie in different components of Γ \ {c1 , c2 }; or
(2) the vertex z is not essential and lies on a branch between a pair of vertices b1 and b2
in B.

Proof. If z is essential, then (1) follows easily from (B1) and (B2). Otherwise z lies on a
branch between two essential vertices c1 and c2 . If {c1 , c2 } ⊆ B then (2) holds. If not, then
since card(B) ≥ 2, there exists b ∈ B such that b ∈
/ {c1 , c2 }, and (1) holds, because b is
necessarily essential, and so cannot lie on the branch between c1 and c2 containing z.

We are now ready to prove Proposition 3.25.
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Proof of Proposition 3.25. Given η ∈ B, by definition of the sets GB and B and Lemma 3.3,
the endpoints ∂η separate ∂W , so that ∂η ⊂ ∂W (2+). We can thus define a map Φ : B → T
by letting Φ(η) be the unique ≈-pair or ∼-class containing ∂η. This map is well-defined
since Bowditch shows that the ≈-pairs and ∼-classes partition ∂W (2+).
We claim that:
(a) The map Φ : B → T satisfies card Φ−1 (v) ≤ 2 for all v ∈ T .
(b) No vertex in T is between any pair of vertices in Φ(B).
(c) The set Φ(B) is maximal with respect to condition (b).
Note that GB is nonempty by Lemma 3.28, and since card(B) ≥ 4 it follows that card B = ∞.
This, together with conditions (a), (b) and (c), implies that Φ(B) corresponds to a star of
size at least 3 in T .
Proof of (a): Suppose Φ(η) = v ∈ T where η ∈ B is labelled by b1 and b2 . If v is a ≈-pair
or a ∼-pair, and η 0 ∈ B with Φ(η 0 ) = v, then ∂η = ∂η 0 . As both η and η 0 are bicoloured, it
follows from Corollary 3.2 that there is at most one possibility for η 0 distinct from η.
Now suppose v is an infinite ∼-class, and Φ(η 0 ) = v. By left-multiplying by an element of
hBi if necessary, we may assume that η passes through the identity, and that η 0 = wγ, where
w ∈ hBi and γ ∈ GB passes through the identity. Since ∂η and ∂η 0 = ∂(wγ) are part of the
same ∼-class, the supports of w, η1 and γ are all part of the same set A as in Proposition 3.10
giving rise to this ∼-class. Then by Lemma 3.30 the union of these supports contains at
most two elements. It follows that η = η 0 .
Thus card Φ−1 (v) ≤ 2 for all v ∈ T .
Proof of (b): Let η, η 0 ∈ B be such that Φ(η) = v, Φ(η 0 ) = v 0 and v 6= v 0 . Suppose by way
of contradiction that there is a vertex v 00 of T between the vertices v and v 0 .
First assume v 00 is either a ∼- or ≈-pair. Then v 00 corresponds to ∂µ, where µ is a (c1 , c2 )bicoloured bi-infinite geodesic in C, so that Σ \ µ has at least two components. Since v 00
is between v = Φ(η) and v 0 = Φ(η 0 ), by Remark 2.6 the sets ∂η and ∂η 0 are in different
components of ∂W \ ∂µ. Thus η and η 0 are in different components of Σ \ µ.
Assume without loss of generality that η passes through e, and that η 0 is of the form wγ,
where w is a (possibly empty) reduced word in B labelling a shortest path ν from e to η 0 ,
and γ is a bi-infinite geodesic passing through e. Now ν necessarily crosses µ, and could
potentially travel along it for some distance. Let p and p0 be the points where it first meets
µ and leaves µ, respectively, and let u (respectively u0 ) be the reduced word labelling the
path starting at p (respectively p0 ) and ending at η (respectively η 0 ) along ν. Then every
vertex on η (respectively η 0 ) can be reached from µ by a path labelled by u (respectively u0 ),
followed by an alternating word in B. (This allows the possibility that u or u0 is empty.) By
the description of the components of Σ \ µ in Lemma 3.3, we see that all such paths lie in
the same component of Σ \ µ, since the initial letter labelling any such path is in B, and by
property (B1), B \ {c1 , c2 } lies in a single component of Γ \ {c1 , c2 }. This is a contradiction.
Thus the vertex v 00 cannot be either a ∼-pair or a ≈-pair.
If v 00 is an infinite ∼-class, then it comes from a set A as in Proposition 3.10 so that hAi
is not 2-ended. More precisely, C contains a copy CA of the Cayley graph of hAi so that
v 00 is the set ∂CA \ ∂A≈ = ∂CA \ ∂W (3+). As discussed in Remark 3.23, this copy of CA
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is contained in a copy of ΣA , the subcomplex of Σ corresponding to the special subgroup
generated by A. Recall from Remark 3.23 that A+ denotes the set of frontier geodesics of
ΣA , and that there is a unique frontier geodesic corresponding to any component of Σ \ ΣA .
We claim that v 00 being between v and v 0 implies that either η and η 0 are both in A+ , or
there exists µ ∈ A+ such that ∂µ separates ∂η from ∂η 0 . For this, assume that η ∈
/ A+ . By
+
[11, Lemma 3.18] (see Remark 2.6), η then cannot intersect any geodesic in A . Thus η lies
entirely in a single component of Σ \ ΣA . If η 0 is also in this component, or η 0 is the frontier
geodesic for this component, then no pair of points in ∂CA \ ∂W (3+) would separate ∂η from
∂η 0 , contradicting the fact that v 00 is between v and v 00 . Thus η and η 0 are either in distinct
components of Σ \ ΣA , or if η 0 ∈ A+ it corresponds to a different component of Σ \ ΣA to that
containing η. Then if µ is the geodesic in A+ corresponding to the component containing η,
it is clear that ∂µ separates ∂η from ∂η 0 . This proves the claim.
In the case that there exists µ in A+ such that ∂µ separates ∂η from ∂η 0 , the proof proceeds
as in the case that v 00 is in V1 (T ). Otherwise, η and η 0 are both in A+ ⊂ CA . By construction
η and η 0 are in B ⊂ CB . Since CA (respectively CB ) is convex, the shortest path between η
and η 0 is labelled by a word in A (respectively B). Thus the support of this path, together
with the supports of η and η 0 , are in A ∩ B. But the union of these supports must have at
least three elements, which contradicts Lemma 3.30.
Thus we have shown that no vertex of T is between v and v 0 .
Proof of (c): Consider an arbitrary vertex v ∈ T \ Φ(B). We wish to show that {v} ∪ Φ(B)
fails (b), i.e. that there is some vertex vη = Φ(η) in Φ(B) such that there exists a vertex
v 0 ∈ V1 (T ) ∪ V2 (T ) between v and vη .
Since v is in T , there is a bi-infinite geodesic µ which is bicoloured by a cut pair {x, y} in
Γ, such that µ separates Σ and ∂µ ⊆ v ⊂ ∂W . Let w be a (possibly empty) reduced word
labelling a shortest path from e to µ, so that every vertex along µ in C is labelled by a group
element consisting of w followed by a word in x and y. Since v is not in Φ(B), either a letter
in w or x or y is not in B. Starting from e along the chosen path to µ, let z denote the first
letter encountered that is not in B. Thus either z is some letter used in w or it is one of x
and y. Let u denote the (possibly empty) subword of w before the occurrence of z.
By Lemma 3.31, there exists an essential cut pair {c1 , c2 } (possibly intersecting B) which
separates z from B \ {c1 , c2 }. Let ν be the (c1 , c2 )-bicoloured geodesic passing through the
vertex of C labelled u (or e if u is empty). By Lemma 3.3, ν separates Σ, and so ∂ν is part
of the set defining some vertex v 0 in T .
Now by Lemma 3.28, there exists a cut pair {b1 , b2 } ⊂ B. We will construct a (b1 , b2 )bicoloured bi-infinite geodesic η based at the vertex of C labelled u0 , where u0 is chosen so
that the length of a shortest path between ν and η is at least 2, as follows. Since card(B) ≥ 4,
there exist b3 , b4 ∈ B distinct from b1 , b2 . If u is empty, then u0 = b3 b4 , and if u has length 1,
then u0 is one of b3 or b4 , chosen to be distinct from u (so that uu0 is reduced). Otherwise, u0
is empty (and η is based at e). It is easy to verify that the shortest path from ν to η passes
through e and has uu0 as its label. Now η defines a vertex vη = Φ(η) corresponding to ∂η.
We claim that v 0 and vη are distinct. Suppose not. Then if v 0 = vη is a ∼- or ≈-pair, the
geodesics ν and η are parallel, that is, {c1 , c2 } = {b1 , b2 } and uu0 consists of a single letter,
which is a contradiction. Thus v 0 = vη is an infinite ∼-class, in which case the labels of
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ν, η, u, and u0 are contained in a set A as in Proposition 3.10. Now by Lemma 3.30, we have
that card(A ∩ B) ≤ 2, which is a contradiction, since this intersection contains b1 , b2 , b3 , and
b4 . This proves the claim.
Finally, we observe that v 0 is between vη (which is in Φ(B)) and v. This is a consequence
of Definition 2.5 and Lemma 3.3, because at least one half of µ can be reached by a path
with first letter z, and at least one half of η can be reached by a path with first letter in
B \ {c1 , c2 }. It follows that Φ(B) is maximal with respect to property (b), as desired.
The above shows that the set Φ(B) ⊂ V1 (T ) ∪ V2 (T ) defined above yields one star. By
acting on this set on the left by elements of W , one obtains a W -orbit of stars.
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3.7. Identification of all stars and their stabilisers. In this section we prove that we
have identified all of the stars in the JSJ tree T , and determine their stabilisers.
Proposition 3.32. Every star of size at least 3 in T comes from a set B satisfying conditions
(B1), (B2) and (B3) in the statement of Proposition 3.25.
Proof. Suppose that v is a vertex of T corresponding to a star of size at least 3 in T . Then v
is an infinite collection of vertices in T . We now describe how to construct an associated set
of geodesics Bv by choosing, for each vertex in this collection, a bi-infinite geodesic which is
bicoloured by an essential cut pair.
For each ≈-pair or ∼-pair in the collection v, we add to the set Bv a (separating) bi-infinite
geodesic γ whose boundary is this ≈-pair or ∼-pair. We claim that γ may be chosen so that
the labels of this geodesic are essential vertices. This is immediate from Lemma 3.6 for
≈-pairs. For ∼-pairs, we have by Corollary 3.22 that the corresponding set A contains an
essential cut pair. Now since hAi is 2-ended, there is only one essential cut pair contained
in A. If card(A) = 2 the geodesic γ must be bicoloured by this cut pair, and if card(A) = 3
then A = {a, b, c} with {a, b} an essential cut pair and c commuting with both a and b; in
this case, we may take γ to be one of the two geodesics bicoloured by a and b with ∂γ = v.
Given an infinite ∼-class v 0 in v which comes from a set A as in Proposition 3.10, by
Remark 3.23, for each component of Σ \ ΣA there is a unique corresponding geodesic in the
set A+ . Now for any v 00 6= v 0 in the collection v, the subset of ∂W corresponding to v 00 lies in
a single component of Σ \ ΣA , as shown in the proof of Proposition 3.25(b). Moreover, there
is a unique component U of Σ \ ΣA which contains the subsets of ∂W corresponding to all of
the vertices in the collection v other than v 0 itself, for otherwise, v 0 would be between some
pair of vertices in v, contradicting the fact that v is a star. Let µv0 ∈ A+ be the frontier
geodesic corresponding to the component U . By the definition of A+ , µ is bicoloured by
essential vertices. For each such v 0 in v, add µv0 to the collection Bv .
Thus for each vertex in the star v, the set Bv contains a unique separating bi-infinite geodesic bicoloured by a pair of essential vertices. We claim that Bv arises from the construction
given in Proposition 3.25 associated to some set B satisfying (B1), (B2) and (B3).
Let B be the support of the geodesics in the set Bv , that is the union of all the pairs
labelling the geodesics in the set. We will show that B satisfies (B1), (B2) and (B3).
If (B1) fails, then there is a pair of vertices {c1 , c2 } and b1 , b2 ∈ B which are in different
components of Γ \ {c1 , c2 }. For i = 1, 2, let b0i ∈ B be such that there is a (bi , b0i )-bicoloured
geodesic γi in Bv . Without loss of generality γ1 passes through e. Let w be the label on
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a shortest path from e to γ2 . Write w as w1 w2 , where w1 is the maximal initial subword
consisting of generators from the same component of Γ \ {c1 , c2 } as b1 . (The subwords w1
and/or w2 could be empty.) Let γ be the (c1 , c2 )-bicoloured geodesic through the vertex w1 .
Then γ separates Σ by Lemma 3.3, and since the first letter of w2 (if it is nonempty) or the
generator b2 (if w2 is empty) lie in a separate component of Γ \ {c1 , c2 } from b1 , we get that
at least one endpoint of the geodesic γ2 is separated by ∂γ from at least one endpoint of the
geodesic γ1 . Since the endpoints of γ1 and γ2 are contained in vertices say v1 and v2 of T ,
and γ is also contained in a vertex vγ of T , this implies that vγ lies between v1 and v2 . (Note
that vγ is a distinct vertex from v1 and v2 since our procedure for choosing geodesics in Bv
involved choosing the geodesic closest to the star in each infinite ∼-class.) This contradicts
v1 and v2 being in the same star. We have shown that no {c1 , c2 } as above can exist.
Thus B satisfies property (B1) of Proposition 3.25. It is therefore contained in a maximal
set say B 0 satisfying (B1). Now if we run the procedure from Proposition 3.25 on the set B
we will recover all of the pre-tree vertices in v. But v is maximal since it is a star, so B = B 0
and hence B satisfies property (B2).
To show that (B3) holds, we need to rule out card(B) = 2, 3. In the first case, suppose b1
and b2 are the only labels of geodesics in Bv . Since stars are infinite, there are infinitely many
geodesics in Bv with these labels. If γ and γ 0 are two such geodesics, they are necessarily
disjoint. Let w be the (non-empty) word labelling a shortest path ν between γ and γ 0 and
let z be the first letter in w. Assume without loss of generality that γ and ν intersect at e.
We now use Lemma 3.31 to define a geodesic µ passing through some point along ν. If
Case (1) of the lemma holds, then define µ to be the (c1 , c2 )-bicoloured geodesic passing
through e. (Observe that in this case b from the lemma is necessarily one of b1 and b2 .) If
Case (2) of the lemma holds, then let u be the longest subword of w labelled by generators
from the branch β of Γ containing z guaranteed by the lemma. If u 6= w, then define µ to
be the (b1 , b2 )-bicoloured geodesic through the vertex of C labelled u. In both these cases,
we arrive at a contradiction by a proof similar to that of Proposition 3.25(c).
Finally, if u = w, then the vertices of β (which include b1 , b2 and the labels of u) are
contained in a set A as in Proposition 3.10, and it follows that γ and γ 0 are either both in
A≈ (which is a contradiction because then the vertex corresponding to A in T is between the
vertices corresponding to γ and γ 0 ) or they are both in A+ (which is a contradiction, since Bv
only contains one geodesic from each such set). This completes the proof that card(B) 6= 2.
Now suppose card(B) = 3, with B = {b1 , b2 , b3 }. Since B comes from bicoloured geodesics
which separate Σ, there are at least two cut pairs in B, say {b1 , b2 } and {b2 , b3 }.
Suppose that b1 and b3 don’t separate Γ. Starting with a path µ between them in Γ,
and using the separation properties of {b1 , b2 } and {b2 , b3 }, we can complete µ to a cycle σ
containing all elements of B. Since {b1 , b3 } doesn’t separate, there is a path connecting µ to
the other component of σ \ {b1 , b3 } which meets µ at an essential vertex c 6= b1 , b3 , and the
other component at a single point. Then there are three paths from c to B which meet only
at c, so by Observation 3.27, we have c ∈ B, which is a contradiction.
Thus we may assume that {b1 , b3 } also separates Γ, so that B satisfies (A1). If B also
satisfies (A2), then it is contained in a set A which is maximal among all sets satisfying
both (A1) and (A2). That is, B is contained in a set A which satisfies (A1), (A2) and (A3),
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and therefore defines an infinite ∼-class. However, Bv only contains one geodesic from each
∼-class in v, so this is a contradiction.
Thus B does not satisfy (A2). If there were no subdivided K4 subgraph containing B,
then (A2) would be vacuously true. It follows that there is a subdivided K4 subgraph Λ of
Γ containing B, and moreover, that b1 , b2 and b3 lie on at least two distinct branches of Λ.
Now if there is an essential vertex x of Λ \ B which admits three paths to B meeting only
at x, then by Observation 3.27, the maximality of B is violated, and this is a contradiction.
Thus no essential vertex of Λ \ B admits three such paths to B. This can only happen if B
is contained in a single branch of Λ. This is a contradiction.
We have shown that the set B satisfies properties (B1), (B2) and (B3) in Proposition 3.25.
It is then easy to verify that the geodesics in Bv , together with any geodesics parallel to them,
form the set B defined in the statement of Proposition 3.25, and that Φ(B) = Φ(Bv ). Hence
v = Φ(B) is one of the stars we have already constructed. This completes the proof.

Example 3.33. We now describe the stars (if any) for the graphs in Figures 3.1 and 3.2,
and their adjacencies in T . There are no sets of vertices B satisfying conditions (B1), (B2)
and (B3) in either graph in Figure 3.1, or in the left-hand and central graphs in Figure 3.2.
Hence by Proposition 3.32, the corresponding JSJ trees have no stars, and so T coincides
with the pre-tree T ; compare Example 3.20, which describes all ≈-pairs and ∼-classes, and
their adjacencies in T . The left-hand (respectively, right-hand) graph in Figure 3.1 has JSJ
tree which is particularly easy to describe: it is biregular with vertices alternating between
≈-pairs of valence 6 (respectively, 4) and infinite ∼-classes.
On the right of Figure 3.2, there are two W -orbits of stars, corresponding to the sets
{u, v, p, q} and {p, q, r, s}. There are no ≈-pairs. Each infinite ∼-class corresponds to a
branch of this graph of length three, and so is adjacent in T to a Type 1 vertex which is
added in to subdivide the edge between this infinite ∼-class (which is a Type 2 vertex) and
a representative of exactly one of these W -orbits of stars (which are Type 3 vertices). The
∼-pairs for the branch between u and v and the branch between r and s are adjacent in T
to a representative of exactly one W -orbit of stars, and the ∼-pairs which correspond to the
set {p, q} are adjacent in T to representatives of both W -orbits of stars.
Remark 3.34. Having identified all vertices of the JSJ tree T , we compare with the work
of Lafont [26, 27]. It is easy to see that the ≈-pairs in our setting are analogous to the
endpoints of branching geodesics in [27] (which are studied using some results from [26]).
Now suppose A is a set of vertices of Γ corresponding to an infinite ∼-class such that A
consists of all vertices in a single branch of Γ of length at least three. Then the ∼-classes
corresponding to A are analogous to the visual boundaries of chambers in [27]. The spaces
considered in [27] consist entirely of chambers glued together along branching geodesics, and
so when T consists entirely of “single branch” infinite ∼-classes alternating with ≈-pairs, as
in the case of the graphs in Figure 3.1, the situation is very similar to that in [27]. However
in our setting there may not be any ≈-pairs or any infinite ∼-classes, and there may also be
∼-pairs, infinite ∼-classes which do not come from a single branch, and stars.
We finish this section by determining the stabilisers of stars.
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Proposition 3.35. Let v be a vertex of T corresponding to a star of size at least 3 in T ,
and let B be the corresponding subset of vertices of Γ satisfying (B1), (B2) and (B3) in
Proposition 3.25. Then the stabiliser of v is a conjugate of hBi.
Proof. Let GB , B and Φ : B → T be as in the statement of Proposition 3.25. It suffices to
show that the stabiliser of the star Φ(B) is hBi. Let g ∈ W be in this stabiliser.
Let η be a geodesic in GB and let v 0 be the ≈-pair or ∼-class Φ(η). Since g stabilises v,
we have that g(v 0 ) = Φ(ξ) for some ξ ∈ B. Note that there are at most two choices for ξ,
and these choices have the same endpoints, by (a) in the proof of Proposition 3.25. We will
need the following result.

Author Manuscript

Lemma 3.36. The geodesics ξ and gη have the same endpoints.
Proof. If v 0 is an ≈-pair or a ∼-pair then v 0 = ∂η and g(v 0 ) = ∂ξ, hence ∂ξ = g(∂η) = ∂(gη)
as required. Now suppose v 0 is an infinite ∼-class and that ξ and gη do not have the same
endpoints. By Lemma 3.1, since ξ and gη are bicoloured, the sets ∂ξ and ∂(gη) are disjoint.
Let A be the set of vertices of Γ corresponding to v 0 as in Proposition 3.10, so that
0
v = ∂CA \ ∂A≈ for some copy CA of the Cayley graph of hAi. Then by similar arguments to
those in the proof of Proposition 3.32, η is the frontier geodesic of ΣA ⊇ CA corresponding
to the component of Σ \ ΣA which contains B \ {η}. Similarly, writing Σ0A for the copy of
ΣA for the infinite ∼-class g(v 0 ), we have that ξ is the frontier geodesic of Σ0A corresponding
to the component of Σ \ Σ0A which contains B \ {ξ}. By Proposition 3.24 the stabiliser of v 0
is hAi and the stabiliser of g(v 0 ) is ghAig −1 . It follows that g takes the frontier geodesic η
of ΣA to a frontier geodesic gη of Σ0A . The endpoints of gη are in g(v 0 ), so gη is the frontier
geodesic of Σ0A corresponding to the component of Σ \ Σ0A which contains gB \ {gη}.
Now v is a star of size at least 3, so there is a v 00 ∈ v with v 00 distinct from both v 0 and
g(v 0 ). Note that g(v 00 ) 6= g(v 0 ). Let µ ∈ B be such that Φ(µ) = v 00 . Then µ and gη lie in
distinct components of Σ \ ξ. Now the endpoints of gµ are contained in g(v 00 ), and g(v 00 ) is in
the star v. However gµ lies in gB \ {gη}, so gµ and µ are in distinct components of Σ \ Σ0A .
This means that g(v 0 ) separates g(v 00 ) from v 00 in T , which contradicts v being a star. Thus
ξ and gη have the same endpoints as required.

Assume now that there is a g ∈ W \ hBi which stabilises v. By Lemma 3.28, there exists
a cut pair {bi , bj } ⊂ B. Let η be the (unique) geodesic in GB which is (bi , bj )-bicoloured. By
similar arguments to those in the proof of Proposition 3.24, since g 6∈ hBi there is a (unique)
vertex x of Γ \ B so that x is adjacent to both bi and bj , and x stabilises v.
Since card(B) ≥ 4, there is an element bk ∈ B \ {bi , bj }. Consider the geodesic bk η ∈ B.
The group element x stabilises v but x 6∈ hBi, so we have by the same arguments as for g and
η above that the geodesic xbk η, which is not in B, has the same endpoints as some geodesic,
say ξ 0 , which is in B. Corollary 3.2 then implies that the geodesic ξ 0 is (bi , bj )-bicoloured and
xbk η = ξ 0 x. Now since ξ 0 is (bi , bj )-bicoloured and is in B, we have ξ 0 = hη for some h ∈ hBi.
Thus xbk η equals hηx = hxη for some h ∈ hBi. As the stabiliser of η is hbi , bj i, it follows
−1
that b−1
k x hx = bk xhx ∈ hbi , bj i. Now x and bk are not in hbi , bj i, so this means x commutes
with bk . Thus x is adjacent to all three elements of {bi , bj , bk }. Hence by Observation 3.27,
x ∈ B as well. This contradicts x ∈ Γ \ B, and so completes the proof.
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3.8. The tree T . We now list all vertices and edges in T , and describe their stabilisers.
Theorem 3.37. The vertices of T and their stabilisers are as follows.
(1) The W -orbits in V1 (T ) are in bijective correspondence with the following four families.
(a) (≈-pairs, valence k ≥ 3) Pairs {a, b} such that Γ \ {a, b} has k ≥ 3 components
and Γ \ {a, b} has no component consisting of a single vertex. The stabilisers
of these vertices are the conjugates of either ha, bi, if there is no vertex c of Γ
adjacent to both a and b, or of ha, b, ci, if there is such a vertex c.
(b) (≈-pairs, valence 2(k − 1) ≥ 4) Pairs {a, b} such that Γ \ {a, b} has k ≥ 3
components and Γ \ {a, b} has a component consisting of a single vertex c. The
stabilisers of these vertices are the conjugates of ha, b, ci.
(c) (∼-classes of size 2, valence 2) Sets A satisfying properties (A1), (A2) and
(A3) in Proposition 3.10 with hAi being 2-ended and which are not as in (1)(a)
or (1)(b). The stabilisers of these vertices are the conjugates of either hAi, if
card(A) = 3 or card(A) = 2 and there is no vertex c of Γ adjacent to both
elements of A, or of hA ∪ {c}i, if card(A) = 2 and there is such a vertex c.
(d) Valence 2 vertices added between Type 2 and Type 3 vertices (if any). The
stabilisers of these vertices are the intersections of stabilisers of their endpoints.
(2) The W -orbits in V2 (T ) are in bijective correspondence with sets A satisfying properties (A1), (A2) and (A3) in Proposition 3.10 with hAi infinite but not 2-ended. The
stabilisers of these vertices are conjugates of hAi.
(3) The W -orbits in V3 (T ) are in bijective correspondence with sets B satisfying properties (B1), (B2) and (B3) in Proposition 3.25. The stabilisers of these vertices are
conjugates of hBi.
The edges of T are as described in Section 2.3.2. Furthermore, there is an edge between
vertices v and v 0 if and only if the corresponding stabilisers intersect.
Proof. The identification of all vertices in T follows from the construction of the JSJ tree
together with Corollary 3.5 and Lemma 3.6 for the ≈-pairs, Propositions 3.10 and 3.19 for
the ∼-classes, and Propositions 3.25 and 3.32 for the stars of size at least 3. We determined
the stabilisers of ≈-pairs in Lemma 3.7, of ∼-classes in Proposition 3.24 and of stars in
Proposition 3.35. Finally the stabilisers of any valence 2 vertices added between Type 2
vertices and stars are the intersections of the stabilisers of the endpoints, since these vertices
are just subdividing edges of T .

See Figure 3.5 for an illustration of the quotient graph of groups obtained by the action
of W on T , for the examples in Figure 3.1.
4. Applications
In this section we give some applications of our main result. In Section 4.1 we prove
Theorem 1.4 and in Section 4.2 we provide a precise statement for and proof of Theorem 1.7.
4.1. A collection for which T is a complete invariant. In [30], Malone uses the quasiisometries of “fattened trees” from Behrstock–Neumann [9] to construct a quasi-isometry
between any pair of “geometric amalgams of free groups” which have the same Bowditch
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Figure 3.5. The quotient graphs of groups obtained via the action of W = WΓ on its
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JSJ tree T = TΓ , for the graphs Γ from Figure 3.1. Each edge group is the intersection of
the adjacent vertex groups, so all edge groups are ha, bi.

JSJ tree. Cashen and Martin observe that this argument generalises to any pair of 1-ended
hyperbolic groups which are not cocompact Fuchsian, so long as their corresponding JSJ
trees do not have any stars, in Theorem 3.9 of [14]. In light of this, to establish Theorem 1.4
it is enough to prove the following.
Proposition 4.1. Let Γ be a graph satisfying Standing Assumptions 1.1. Then the JSJ tree
T = TΓ has no stars if and only if Γ has no subdivided K4 subgraphs.
Proof. First we show that if Γ has a subdivided K4 subgraph Λ then there is a star in T .
Let b1 , b2 , b3 , b4 be the essential vertices of the K4 , considered as vertices in Λ. If c1 , c2 is
an arbitrary pair of essential vertices of Γ, then the subgraph Λ \ {c1 , c2 } of Γ \ {c1 , c2 } is a
(subdivided) K4 with at most two points missing, and is therefore connected. It follows that
{b1 , b2 , b3 , b4 } \ {c1 , c2 } is contained in a single component of Γ \ {c1 , c2 }. Thus {b1 , b2 , b3 , b4 }
satisfies properties (B1) and (B3) of Proposition 3.25. It is therefore contained in a set
satisfying (B2), yielding an orbit of stars.
Now suppose T has a star, which comes from a set of essential vertices B as in Proposition 3.25. By Lemma 3.29 it suffices to show that some three elements of B lie on an
induced cycle in Γ. By Lemma 3.28, there is a cut pair {b1 , b2 } ⊆ B. Then we may choose
b3 6= b1 , b2 in B, and reduced paths τ and µ such that τ connects b1 and b2 in the component
of Γ \ {b1 , b2 } which does not contain b3 , and µ connects b2 and b3 and misses b1 . By construction, τ ∩ µ = {b2 }. Now let η be a reduced path from b3 to b1 which misses b2 . Clearly
η ∩ τ = {b1 }. If η ∩ µ = {b3 } then τ ∪ µ ∪ η is an induced cycle containing b1 , b2 , and b3 .
If η ∩ µ contains points other than b3 , then let x be the first point of η ∩ µ that η meets,
starting from b1 , so that η[b1 x] ∩ µ = {x}. Then x is connected to b1 , b2 and b3 by the disjoint
paths η[b1 ,x] , µ[b2 ,x] and µ[b3 ,x] . Now by Observation 3.27, x ∈ B. Then σ = η[b1 ,x] ∪ µ[b2 ,x] ∪ τ
is an induced cycle containing b1 , b2 , x ∈ B, as desired.

4.2. Quasi-isometric rigidity. In this section we state and prove Theorem 4.2, which gives
a precise version of Theorem 1.7 of the introduction. Theorem 4.2 follows by combining the
work of Tukia [44], Gabai [22], and Casson–Jungreis [15] and Theorem A.2 of the Appendix,
which is well-known to experts. Below we give a direct proof of the theorem.
Recall the definition of a Fuchsian group from the introduction. Note that if G is Fuchsian
then so is G × F for any finite group F . Denote by Λn the n-cycle of length n ≥ 5 and put
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Wn = WΛn . Then Wn is the group generated by reflections in the sides of a right-angled
hyperbolic n-gon.
A generalised Θ graph is defined as follows. Let k ≥ 3 and n1 , . . . , nk ≥ 0 be integers. The
graph Θ(0, 0, . . . , 0) is the graph with two essential vertices a and b each of valence k, and
k edges e1 , e2 , . . . , ek connecting a and b. Then the graph Θ(n1 , n2 , . . . , nk ) is obtained by,
for each 1 ≤ i ≤ k, subdividing the edge ei into ni + 1 edges by inserting ni new vertices of
valence 2. For example, the graphs in Figure 3.1 are Θ(1, 2, 2, 3) and Θ(2, 2, 2, 3).
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Theorem 4.2. Let WΓ be 2-dimensional. The following are equivalent:
(1) WΓ is cocompact Fuchsian.
(2) WΓ is quasi-isometric to Wn for some n ≥ 5.
(3) Γ = Λn for some n ≥ 5.
Proof. The implications (1) =⇒ (2), (3) =⇒ (1) and (3) =⇒ (2) are obvious. In order
to establish (2) =⇒ (3) and so complete the proof, we will use the following lemma, whose
proof is an elementary exercise in graph theory.
Lemma 4.3. Suppose Γ is a triangle-free simplicial graph which has no separating vertices
or edges. If Γ is not a cycle graph or a single edge then Γ contains an induced subgraph
Θ(n1 , n2 , n3 ) with n1 , n2 , n3 ≥ 1.

Now suppose that WΓ is 2-dimensional and quasi-isometric to Wn for some n ≥ 5. Then
WΓ is 1-ended, so Γ has no separating vertices or edges. Also Γ is not a single edge, as then
WΓ would be finite. Assume that Γ is not a cycle graph. Then by Lemma 4.3, Γ contains an
induced subgraph Θ = Θ(n1 , n2 , n3 ). If more than one ni is 1, then Θ and hence Γ contains
a square, thus WΓ is not hyperbolic. This is a contradiction, so we may assume n2 , n3 ≥ 2.
Since WΘ is a 1-ended special subgroup of WΓ , its visual boundary ∂WΘ is a closed,
connected subset of ∂WΓ . Now ∂WΓ is homeomorphic to S 1 , so ∂WΘ is homeomorphic to
either S 1 or to a closed interval in S 1 . Let a and b be the two essential vertices of Θ and
let γ be an (a, b)-bicoloured geodesic in the Cayley graph of WΘ . Since Θ \ {a, b} has three
components, by Corollary 3.5 the endpoints of γ are in ∂WΘ (3+). Thus ∂WΘ cannot be
homeomorphic to either S 1 or an interval in S 1 . Hence Γ is a cycle graph Λn with n ≥ 5. 
Appendix A. Characterisation of cocompact Fuchsian Coxeter groups
In this appendix we prove Theorem A.2, which characterises cocompact Fuchsian groups
among all Coxeter groups. The proof of Theorem A.2 uses results from [19] which were
suggested to us by an anonymous referee.
In this appendix only, we consider general Coxeter groups. Recall that a Coxeter group is
a group with presentation
(A.1)

W = hS | s2i = 1 ∀ si ∈ S, (si sj )mij = 1 ∀ distinct si , sj ∈ Si

where S = {si }ni=1 is a finite set and mij = mji ∈ {2, 3, 4, . . . }∪{∞}, with mij = ∞ meaning
that there is no relation between si and sj . The pair (W, S) is called a Coxeter system. The
nerve of a Coxeter system (W, S) is the simplicial complex N (W, S) with vertex set S and
a k-simplex σT with vertex set T ⊂ S for each subset T of S such that hT i is finite and
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|T | = k + 1. The Coxeter system (W, S) is right-angled if each mij ∈ {2, ∞}, and if W = WΓ
is right-angled then its defining graph Γ is precisely the 1-skeleton of the nerve N (W, S).
Moreover, Γ is triangle-free if and only if Γ is equal to the nerve of WΓ .
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Example A.1. Let P be a compact convex hyperbolic polygon with edges labelled cyclically
e1 , . . . , en , so that for 1 ≤ i ≤ n the dihedral angle between ei and ei+1 is π/mi,i+1 with
mi,i+1 an integer ≥ 2. Put mi+1,i = mi,i+1 and if edges ei and ej are nonadjacent, put
mij = mji = ∞. Let S = {si }ni=1 where si is the reflection of H2 in the geodesic containing
ei . Let W = W (P ) be the group generated by this set of reflections S. Then W is cocompact
Fuchsian, and is a Coxeter group with presentation as in (A.1).
A Coxeter group W is a hyperbolic polygon reflection group if W = W (P ) for some
hyperbolic polygon P as in Example A.1. Following Definition 10.6.2 of [19] we say that a
Coxeter system (W, S) is of type HM2 if its nerve is a generalised homology 1-sphere (see
Definition 10.4.5 of [19] for the definition of this latter term.)
Theorem A.2. A Coxeter group W is cocompact Fuchsian if and only if W is either a
hyperbolic polygon reflection group, or the direct product of a hyperbolic polygon reflection
group with a finite Coxeter group.
Proof of Theorem A.2. Suppose that a Coxeter group W is cocompact Fuchsian. Then W
has a finite index torsion-free subgroup which is the fundamental group of a closed hyperbolic
surface. Hence by [19, Theorem 10.9.2], either (W, S) is of type HM2 , or (W, S) has a direct
product decomposition (W, S) = (W0 , S0 )×(W1 , S1 ) where W1 is a finite (nontrivial) Coxeter
group and (W0 , S0 ) is of type HM2 . It thus suffices to show that a Coxeter group of type HM2
must be a hyperbolic polygon reflection group. Now as remarked on p. 194 of [19], every
generalised homology 1-sphere is homeomorphic to the circle S 1 . Therefore the nerve of
(W, S) is an n-cycle for some n ≥ 3. Since W is hyperbolic, it follows that W is a hyperbolic
polygon reflection group as required.

Corollary A.3. Let Γ be a finite, simplicial, triangle-free graph. Then the associated rightangled Coxeter group WΓ is cocompact Fuchsian if and only if Γ is an n-cycle with n ≥ 5.
Corollary A.3 provides an alternative proof of (1) =⇒ (3) in Theorem 4.2.
Appendix B. Quasi-isometry classification for complete graphs
Christopher Cashen, Pallavi Dani, and Anne Thomas

In this appendix we use techniques from Behrstock and Neumann [9] and Cashen and
Macura [13] to give the quasi-isometric classification of all right-angled Coxeter groups whose
defining graphs are obtained by sufficiently subdividing a complete graph on at least 4
vertices. In particular, this classification shows that Bowditch’s JSJ tree is not a complete
quasi-isometry invariant in general (i.e. for all graphs satisfying Standing Assumptions 1.1).
We define a graph to be 3-convex if every path between a pair of essential vertices has at
least three edges. Recall that Kn denotes the complete graph on n vertices.
Theorem B.1. For each n ≥ 3, let K̂n+1 be a 3-convex graph which is a subdivided copy of
Kn+1 , and define Wn+1 to be the right-angled Coxeter group Wn+1 = WK̂n+1 .
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(1) For all n ≥ 3, all Wn+1 have isomorphic JSJ trees.
0
(2) For any two such subdivisions K̂n+1 and K̂n+1
, the corresponding groups Wn+1 =
0
WK̂n+1 and Wn+1 = WK̂n+1
are
quasi-isometric.
0
(3) Wm+1 is not quasi-isometric to Wn+1 when m 6= n.
Proof. We first obtain a description of the JSJ tree T := Tn+1 of any Wn+1 , using Theorem 3.37. Let x0 , . . . , xn be the essential vertices of K̂n+1 . For each 0 ≤ i < j ≤ n, there
is one Wn+1 -orbit in V2 (T ) corresponding to the branch of K̂n+1 between xi and xj . Also,
there is a single Wn+1 -orbit in V3 (T ), corresponding to the set {x0 , . . . , xn }. There are no
≈-pairs or ∼-classes of size 2. Thus V1 (T ) contains only the valence two vertices described
in (1)(d) of Theorem 3.37. It follows that T is a tripartite tree in which each vertex in V2 (T )
and in V3 (T ) is connected to countably infinitely many vertices in V1 (T ), and each vertex in
V1 (T ) is connected to one vertex in V2 (T ) and one vertex in V3 (T ). It is evident from this
description that there is a type-preserving isomorphism from Tn+1 to Tm+1 , for all m, n ≥ 3.
In other words, the JSJ trees of all Wn+1 are isomorphic for all n ≥ 3, and so (1) holds.
0
For (2), the type-preserving isomorphism between the two JSJ trees TWn+1 and TWn+1
induces, by techniques of Behrstock–Neumann [9], a quasi-isometry between the Davis com0
0
plexes Σ and Σ0 for Wn+1 and Wn+1
, respectively. Thus Wn+1 and Wn+1
are quasi-isometric.
0
The map Σ → Σ sends subcomplexes corresponding to Type 2 vertex stabilisers (that is,
branches) quasi-isometrically to subcomplexes corresponding to Type 2 vertex stabilisers.
The restriction of this map to any such subcomplex can be extended to a quasi-isometry
Σ → Σ0 because of the bijections between the branches and the essential vertices of the two
0
.
subdivisions K̂n+1 and K̂n+1
For (3), by Theorem 3.37 the stabilisers of the vertices in V3 (Tn+1 ) are conjugates of the
special subgroup
Rn+1 := hx0 , . . . , xn | x2i = 1i
of Wn+1 . Also, the stabilisers of the vertices in V1 (Tn+1 ) are conjugates of the infinite dihedral
groups Di,j := hxi , xj i for 0 ≤ i < j ≤ n; these distinguished subgroups are the maximal
2-ended subgroups that give a splitting of Wn+1 and that are universally elliptic, in the
terminology of [24]. By work of Papasoglu [33], a quasi-isometry φ : Wn+1 → Wm+1 must,
up to bounded distance, take Rn+1 quasi-isometrically to a Type 3 vertex stabiliser in the
image. Since there is only one Wm+1 -orbit of such vertices, we may assume, by postcomposing
with an element of Wm+1 , that this is the vertex stabilised by Rm+1 . Furthermore, φ gives
a bijection between the distinguished 2-ended subgroups over which Wn+1 splits and the
distinguished 2-ended subgroups over which Wm+1 splits. We know that such subgroups
are exactly the conjugates of the Di,j , so, in particular, φ|Rn+1 gives a quasi-isometry from
Rn+1 to Rm+1 that takes the collection Ln+1 of Rn+1 -conjugates of the various Di,j in Rn+1
bijectively to the collection Lm+1 of Rm+1 -conjugates of the Di,j in Rm+1 .
The group Rn+1 has an index two free subgroup Fn := hx0 x1 , . . . , x0 xn i, with Rn+1 =
Fn q Fn x0 (note that xi = (x0 xi )−1 x0 for 1 ≤ i ≤ n). The map ῑn : Rn+1 → Fn that forgets
the coset representative is a quasi-isometry inverse to the inclusion ιn : Fn ,→ Rn+1 . Let
yi := x0 xi for each 1 ≤ i ≤ n. Notice that for each 0 ≤ i < j ≤ n the dihedral group
Di,j = hxi , xj i contains an index two infinite cyclic subgroup hxi xj i. In the case i > 0 we
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have hxi xj i = hyi−1 yj i < Fn . Furthermore, each Rn+1 -conjugate of hyi−1 yj i is of the form
f −1 hyi−1 yj if or x0 f −1 hyi−1 yj if x0 , where f ∈ Fn . Both of these are, in fact, Fn -conjugates of
hyi−1 yj i. For the former this is clear. For the latter, note that for f 0 := x0 f x0 ∈ Fn we have
x0 f −1 yi−1 yj f x0 = (f 0 )−1 x0 xi xj x0 f 0 = (f 0 )−1 yi yj−1 f 0 = (yj−1 f 0 )−1 (yi−1 yj )−1 (yj−1 f 0 ). Similarly,
when i = 0 we have hxi xj i = hyj i < Fn and x0 f −1 yj f x0 = (f 0 )−1 yj−1 f 0 . Therefore, ιn and
ῑn induce inverse bijections between Ln+1 and the collection of Fn -conjugates of the cyclic
subgroups hyi i for 1 ≤ i ≤ n and hyi−1 yj i for 1 ≤ i < j ≤ n. We may then denote the
latter collection by ῑn (Ln+1 ). This means that the quasi-isometry φ induces a quasi-isometry
ῑm ◦ φ|Rn+1 ◦ ιn : Fn → Fm that takes ῑn (Ln+1 ) bijectively to ῑm (Lm+1 ). We use techniques
of [13] to show that such a quasi-isometry does not exist when n 6= m, as follows.
Such a quasi-isometry extends to a homeomorphism ∂(ῑm ◦ φ|Rn+1 ◦ ιn ) : ∂Fn → ∂Fm .
Each element of ῑn (Ln+1 ), being a cyclic subgroup of Fn , has two boundary points in ∂Fn ,
and the boundary pairs for distinct elements of ῑn (Ln+1 ) are disjoint. Since ῑm ◦ φ|Rn+1 ◦ ιn
takes ῑn (Ln+1 ) bijectively to ῑm (Lm+1 ), its extension to the boundary takes the collection
of boundary pairs of ∂Fn coming from ῑn (Ln+1 ) bijectively to the collection of boundary
pairs of ∂Fm coming from ῑm (Lm+1 ). Thus, ∂(ῑm ◦ φ|Rn+1 ◦ ιn ) descends to a homeomorphism
∂Fn / ∼→ ∂Fm / ∼ between ‘decomposition spaces’, where the decomposition space ∂Fn / ∼ is
the space obtained from ∂Fn by, for each element of ῑn (Ln+1 ), collapsing its pair of boundary
points to a single point.
The topology of the decomposition space is related to Whitehead graphs. See [13, Section
3.1] for the definition of the Whitehead graph for a set of words. For Wn+1 , we are interested
in the Whitehead graph for the set of words {yi , yj−1 yk | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n} in
Fn . This is a graph with 2n vertices labelled by the yi and yi−1 . For each i there is an edge
between (the vertices labelled) yi and yi−1 , and for each j 6= k there is an edge between yj
and yk and an edge between yj−1 and yk−1 . In this graph the cut sets of size n are of two
types: the n edges incident to some vertex or the n edges connecting the positive generators
to their inverses. One sees inductively that there are no smaller cut sets. Furthermore, by
the same kind of argument as in [13, Section 6.2], every cut set of size at most n in the
decomposition space belongs to the Fn -orbit of one corresponding to a cut set that is visible
in the Whitehead graph. In particular, the smallest cut sets in the decomposition space
have size exactly n. The size of the smallest cut set is a homeomorphism invariant, so the
topology of the decomposition space gives an obstruction to the existence of a quasi-isometry
between Wn+1 and Wm+1 when n 6= m.
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