The Czech Republic (and its manufacturing industry) has been a successful recipient of foreign direct investment over recent years. Therefore, it is important to understand the decisions made by foreign investors where to place their investments and how to decide on their location between alternative industries. The aim of this paper is to find and estimate an econometric model describing the determinants of foreign direct investment (FDI) in the manufacturing industry of the Czech Republic between 2000-2007 and to make a review of recent literature on the topic. The econometric model includes several economic variables (for example labor, physical capital, R&D, profits per labor, Balassa index). Together with simple techniques of estimation (OLS, fixed effects) we used a generalized method of moments (GMM). In an effort to improve the result we used also a least trimmed squares estimator (LTS) from the class of robust estimators as a diagnostic tool for the heterogeneous pattern of data.
Many authors of economic papers and empirical studies are interested in the problem of foreign direct investment and its determinants. Many analyses have considered the problem of the determinants of FDI in the Czech republic and have played an important role in the previous literature (Zamrazilová, 2007; Kadeřábková, 2007; Blonigen, 2005; Benáček, 2000; Benáček and Zemplinerová, 1997; Smarzynska and Spartareanu, 2004; Mody, 2004; Mody, 2007) . In the case of determinants, the thrust of the research has focused on why foreign investors prefer some countries over others (crosscountry analysis) or why some sectors dispose of higher flows of foreign capital (cross-industrial analysis) (Benáček, 2000) . The second approach has most of its hypotheses in microeconomic theories of production allocation. Many take the classical approach of the application of theories of comparative advantages. However, a substantial part is derived from the new theories of allocation and trade, theories of industry organization and economic geography (Krugman and Obstfeld, 1997 or Dunning, 1980 . Moreover, these analyses are based on the theory of specialization (Yang and Ng, 1993 ).
An econometric model for the analysis of FDI can therefore explain FDI as a function of many factors (Blonigen, 2004; Francis, Zheng, Mukherji, 2009) . One of these factors is the size of the market. Such results were presented in studies by Lankes and Venables (1997) , Savary (1997) , Pye (1998) , Walsh (2010) and Altzinger (1999) . In other empirical studies, the authors show the important role played by foreign investors in the expected growth of a market (Barrell and Holland 1999) or access to a market (Amiti and Smarzynska Javorcik, 2005) .
The size of foreign capital can be influenced also by labor costs (Savary, 1997; Pye, 1998; Holland and Pain, 1998; Bevan and Estrin, 2000; Benáček and Víšek, 1999) . Additionally, Pye (1998) also specified other important factors: profitability, the political and economic stability of a country or its access to markets. Stability was important also in the study of Lankes and Venables (1997) .
The decision of foreign investors also depends on the level of research and development of domestic firms. Benáček and Víšek (1999) presented in their study that foreign investors preferred investment into manufacturing sectors with higher expenditures in research and development. This contradicts Altzinger (1997) who showed in an earlier study that human capital and know-how were not significant factors in investors' decisions. In contrast, Savary (1997) and Pye (1998) described expert knowledge as very important. It is possible that research and development did not play such an important role as it does today.
Another deciding element within the cross-country analysis can be the process of privatization. In the countries of Central and Eastern Europe three different privatization processes were employed. The first (mostly used in the Czech Republic and Slovakia) was based on the principles of coupon books and the sale of state enterprises to domestic residents was preferred. The second (mainly in the Balkan states) sold state firms to their previous managers. The third (almost exclusively in Hungary) sold state enterprises to strategic partners and implemented certain restrictions on foreign agents. Savary (1997) showed that the regions of Central and Eastern Europe were more advantageous for inflows of .
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There are a number of other important determinants for the presence of FDI; for example in cross-country empirical analyses an important factor can be distance from the countries of Western Europe (Bevan and Estrin, 2000 or Holland and Pain, 1999) . Lankes and Venables did not confirm the importance of this factor. Other influences can be natural resources (Kinoshita and Campos, 2003) , total factor productivity (Benáček and Víšek, 1999 or Savary, 1997 or bureaucratic obstructions (Pomery, 1997) .
There exist two cross-industry studies describing determinants of FDI in the Czech manufacturing industry: Benáček and Víšek (1999) and Benáček and Víšek (1999a) . In the first study the authors described the determinants of FDI in the manufacturing sector in 1994, while in the second, they analyzed determinants between 1991 and 1997. The authors concluded that it was not possible to find a universal econometric model describing all the determinants of all sectors in the manufacturing industry. In the Czech economy, there existed two or three groups of industries where the investors behaved differently because their perspectives were different. With the help of robust estimation techniques, they managed to find in both studies that possible determinants of FDI could be, for example, price increases in the industry, total factor productivity, a skilled labor force and/or the profitability of the sectors.
In this paper we will analyze data on 23 sectors of the manufacturing industry between 2000-2007. Our aim is to describe the history of FDI in the Czech Republic and in the Czech manufacturing industry over the last 10 years, analyze important historical events and describe the relevant literature. Finally, we will find and estimate an econometric model describing the determinants of FDI in Czech manufacturing. Our aim is to continue in previous cross-industry empirical analyses and therefore base our study on theories of comparative advantages, theories of allocation and trade, industry organization and theories of specialization and focus in sector analysis.
The paper is organized as follows. Section 2 describes important historical events in Czech manufacturing. Section 3 describes the data and methodology of estimation. Section 4 reports results and section 5 concludes the paper. Republic and FDI 2000-2007 The privatization strategy of Czech Repoublic was three-pronged. Restitutions restored assets to those who had owned firms before they were natonalized by the communist regime in 1948. Small-scale privatization consisted primarily of small economic units that were sold at public auctions. The most important program in the Czech Repuoblic was the Large (Mass) privatization which began in 1991 and concluded in 1995 and covered firms not privatized through the first two programs. This privatization allowed for a combination of the following techniques: holding in tenders (typically small businesses), holding in tenders or to a predetermined buyer (medium-sized businesses) -direct sales, and transforming the largest firms into joint stock companies, whose shares were distributed through voucher privatization (almost one half of the total number of all shares), sold for cash or transferred for free to municipalities (Kočenka and Valachy, 2001 ).
Privatization in the Czech
According to the Annual Reports of CNB, the end of 1990s was characterized by extraordinary flows of foreign capital to the Czech Republic. Many large companies were privatized and large foreign trading companies expanded to the Czech Republic. Privatization-especially of financial institutions -and infrastructure contributed substantially to FDI growth.
In 1998, a system of state investment incentives was established and in 2000 a law for investment incentives was ratified. These measures introduced criteria for an award for incentives, for example an income-tax abatement limit for a specific period for newly established or for already existing companies, support for the buildup of infrastructure and/or subsidies for staff training. These incentives were awarded under certain conditions -especially if the investment targeted some preferred sector of the manufacturing industry or underdeveloped regions.
At the beginning of the millennium, the dominant manufacturing sectors were motor vehicles, electric machines, petroleum products, chemicals, and nonmetallic mineral products. In addition, investments in business machines, computers, paper and the food industry have been high. We should mention the year 2005, when more than half of the increase of FDI flows was due to investment in equity, of which the sales of state-owned stakes in Český Telecom and Unipetrol were the largest investment transactions. However, the expansion of existing foreign investments also accounted for a considerable share of foreign capital income.
At the end of the period under our consideration (2006 and 2007) there were no major investment projects. With regard to the sector structure of capital invested in the Czech Republic, the situation was the same for the several previous years: the most dominant were services, following by the manufacturing industry. The largest investments in manufacturing were allocated to motor vehicles, petroleum and chemical products.
In the period under consideration, in terms of geographical breakdown the Netherlands, Germany and Austria accounted for the largest share of FDI. Of the CNB statistics recorded between 3000-4000 foreign owned companies, about 70 companies accounted for around half the total FDI.
Data and Methodology of Estimation
In this paper, we used a panel of 23 sectors from the manufacturing industry (classified according to the Industrial Classification of Economic Activities --NACE-CZ divisions, the complete list of industries can be found in the Table 2 ) between 2000--2007. The number of observations is 184 (=23x8). The time-series aspect of our analysis is very important. Self-reinforcing effects of FDI can be addressed only if there is a time series of FDI. Industries can go through comprehensive reforms during long time periods and a newly made investment could be a follow-up function of past investment. The crosssectional aspect of this study can also be important due to the difficulty of obtaining sufficiently long FDI data (Kinoshita and Campos, 2003) . The data used in this paper come from different sources. The information about foreign capital flows (as a part of information on balance payment) is from the Czech National Bank (CNB). Direct investment according to the CNB includes equity capital, re-invested earnings and other capital covering the borrowing and lending of funds, including debt securities and trade credits, between direct investors and their subsidiaries, associations and branches. Information about the rest of variables is from the Czech Statistical Office (CSO). On this point it is important to stress the fact that data from the CSO each year undergo many methodological changes and revisions. Some data published by the CSO are classified only in NACE-CZ subsections, which are not as detailed as NACE-CZ divisions. Another problem is that some of the data are not accessible to the public. Moreover some data are not available and must be computed with the help of other data. The most substantial problem is the impossibility of obtaining complete data from the 1990's. In comparison with the CSO, information about FDI from the CNB is stable and the numerical data do not change over time.
Name of industry
Our dependent variable is the intensity of FDI. This intensity in the given industry $i$ in time $t$ is measured by the volume of foreign capital per value added: FDI/VA for each year and sector (Benáček and Víšek, 1999) , avoiding thus the problem of industry size. Normalization of the stock of FDI by the size of value added requires also that the explanatory variables reflect relative intensities, excluding all size effects. 
Regression Variables
Regression variables were chosen on the basis of the main economic theories of location in an open economy. This allocation can be explained primarily by the pure theory of trade. The location of FDI is closely related to comparative advantages of the industries provided the FDI enters a tradable sector of the economy. A foreign investor would not enter into an industry which has no comparative advantage or where returns are low. In our model we commence with a test of factor usage: capital and labor intensities of production, human capital, requirements of natural resources in the industry where FDI can enter. Because FDI entry should also minimize the cost of production, we also include in our analyses indicators for the cost of production -total factor productivity. The changes in relative prices use the Stolper-Samuelson theorem: the changes in relative prices after the opening-up can lead to extensive changes in the allocation of resources and investments (Benáček and Víšek, 1999 ). We will also include a variable describing profitability or wages. The following explanatory variables will be used in our tests:
Physical Capital and Labor
The first explanatory variable deals with the Heckscher-Ohlin explanation of investment due to comparative advantages given by the country's relative endowments and factor requirements in production. In this paper we will use the combination of the physical capital per unit of net production K/VA and of the labor per unit of net production (L/VA). This variable used in our study is denoted K/L (for each year and sector). Since there has been a general assumption that the presence of relatively skilled labor in post-Communist countries is a comparative advantage that attracts FDI, we expect a positive sign for L/VA: the higher the labor intensity of production is, the more competitive the production in international markets and the more attractive the industry for FDI. Physical capital per unit of net production, as an alternative for labor intensity, is a scarce and too expensive factor and we expect it to be a statistically significant variable with a negative sign (on the condition that there is no multicollinearity. Although multicollinearity does not bias the coefficients, it does make them more unstable and standard errors may be larger (Wooldridge, 2003) .
We checked for multicolinearity using a correlation matrix and using a variance inflation factor (VIF, see O'Brien, 2007) . The results suggest that there are no problems with collinearity in our regressions). With the combination of these two factors, we expect a negative sign for the estimated parameter of K/L, provided the assumption that the post-Communist economies in Central Europe have comparative advantage in labor is valid. K was measured in billions CZK.
Total Factor Productivity (TFP)
This variable is used as a proxy for the technical efficiency of factor usage: the higher TFP is, the lower the volume of factors necessary to produce a unit value of output (Benáček and Víšek, 2000) . This means that we expect a positive sign for this variable. There are a number of ways how to estimate TFP. By considering an aggregate Cobb-Douglas production function we get
where a denotes the capital`s share of the value added and b denotes the labor share of the value added. We suppose that a + b =1. It is often assumed that the reasonable estimate for a is between 0,25 (Prescott, 1998) and 0,35 (Collins, Bosworth and Rodrik, 1996) or a is set to 0,3 (Caselli, 2005 or Hall and Jones, 2003) . We will take the labor's share in the value added in industry as a proxy parameter b.
Change of Nominal Producer Prices over Time (PPI)
This inflationary indicator measures price changes by the producers for their output. The higher this index, the higher the potential for the growth of the industry and investments in this industry. The autonomous industrial price "hikes" can be explained by growing market power (e.g. due to the FDI entry) or the increase in the quality (or the image) of products or simply by a faster world-wide boost in demand for products in the given industry. Thus, a positive sign is expected. The Stolper-Samuelson theorems for location of trade and growth are consistent with this hypothesis.
Labor Cost in the Host Country Relative to the Investor Country (RULC)
Firms will be attracted to industries where labor cost in their sector of activity are low relative to producing elsewhere. A rise in the index indicates deterioration in competitivensess. Therefore, we expect a negative impact on FDI. Relative unit labor cost is computed as the ratio:
where ULC* it denotes unit labour cost in an appropriately selected partner's country or countries in industry i and year t and ULC it denotes unit labor cost in industry i and year t in the Czech Republic. As parnter countries we také EU15. Unit labor cost is defined as labor cost devided by labor productivity (Havlik, 2005) .
Research and Development (R&D)
The quality of the labor or quality of the production and products can also be an important factor for potential foreign investors. CSO offers different sources of information about R&D: the number of people employed in R&D, the number of research workers or the total amount of expenditures on research and development. We decided to use the number of people employed in R&D. The role of R&D has become more important in recent years, and high expenditures in R&D or a high number of workers employed in R&D can also be a sign of high quality. We expect a positive sign for this factor.
Profits per Labor
This variable was included as a proxy for general competitiveness. FDI should be attracted by more profitable firms or the presence of FDI can spill over to higher profits. Thus, a positive sign of this variable is expected. This variable was measured as profits per number of employees. Profits were measured in billions CZK.
Energy Intensity
Energy intensity was included as a proxy for natural resources. We have information about different energy requirements: coal, gas, oil, electricity and petrol. In the last ten years, the worldwide prices of these sources of energy have risen. The prices of energy have grown, especially at the end of the period under consideration. Nevertheless, for example in 2001, the prices of electricity for industry in the Czech Republic were among the lowest in the EU and this trend continued until 2004. The prices in 2005 were not nearly as high as those in some countries in Europe. After 2005, the situation had changed. We suppose that the Czech Republic still has a comparative advantage in natural resources. Thus, we expect a significant parameter of this factor with a positive sign. The variable was measured as energy consumption in gigajoules (GJ) and normalized by value added.
Wages A higher profitability in industries with higher FDI could spill over to higher wages, especially if there is an inelastic labor supply because of low mobility due to a shortage of flats (Benáček and Víšek, 1999) . We expect a significant parameter of this factor with a positive sign. This variable was measured as gross monthly wage in thousands CZK.
Balassa Index of Inter-Industrial Specialization (BAL)
A tendency to relate FDI with higher export specialization to industries is well observed, even though some high export FDI firms can also be important (Altzinger, 1998) . Thus we will test a hypothesis on what kind of revealed comparative advantage is associated with FDI. We expect a positive relationship between FDI and BAL.
The Balassa index is computed as the following ratio:
where X it denotes Czech export in industry i and year t and M it denotes Czech import in industry i and year t.
Methodology of Estimation
Among the different possibilities of how to organize and estimate an econometric model we decided to choose the approach of Kinoshita and Campos (2003) or Cheng and Kwan (2000) and to relate current values of FDI to past values of FDI along with other explanatory variables. According to previous studies, the role of past FDI values is formulated as the process of the partial stock adjustment and the time it takes for FDI to adjust to an equilibrium or desired level:
where Y it * is an equilibrium level of the FDI stock and α is less than 1 for stability. The equilibrium level of the FDI stock is determined by X it , a vector of k ∈ {1...K} explanatory variables described upwards in the previous subsections:
.
27
Determinants of FDI in Czech Manufacturing Industries between [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] where ν it is an error term including the individual (industry) specific effect and the time specific effect. By reformulating the econometric model (1) we will get:
where δ = 1-α and λ= αβ are coefficients to be estimated (β is a vector of dimension 1xK); ε it = αν it , μ i is an individual (industry) specific effect and η t is a time specific effect. We will analyze model (2) using simple ordinary least squares and fixed effects.
There is one serious problem with estimation of model (2) and error term ε it might be correlated and estimates of such a model could be then inconsistent. Therefore, we should estimate the model with first differences:
Since ΔY it-1 and Δε it might be still correlated we will use the generalized method of moments (GMM). This method is a general estimation principle, where estimators are derived from moment conditions. Arellano and Bond (1991) proposed the GMM (sometimes called difference, DIFF-GMM) estimator that treats the model as a system of equations, one for each time period. The equations differ only in their instrument/moment condition sets. The predetermined and endogenous variables in the first differences are instrumented with suitable lags of their own levels. Arellano and Bover (1995) or Blundell and Bond (1998) proposed the System GMM (SYS-GMM) estimator to give considerable improvements over DIFF-GMM in small samples. SYS-GMM is based on a system compound of first-differences instrumented on lagged levels, and of levels instrumented on lagged first-differences. Since we have a small sample we decided to use a third step of the estimation system GMM estimator. All GMM estimations are carried out using command "xtabond2" for Stata. The validity of instruments is checked by the Sargan test and the second-order correlation of the error term in the firstdifferenced equation is checked by Arellano-Bond statistics, which are asymptotically distributed as N(0,1) (Kinoshita and Campos, 2003 ). An additional empirical check for small-sample bias is to compare the estimated panel GMM with the corresponding estimates from OLS and simple fixed-effects regression.
However, we must take into account the possibility that our data set is a mixture of industries with heterogeneous behavior among investors (Benáček and Víšek, 1999) . This means that it would not be possible to estimate our data by using a simple OLS estimator (which includes all observations in one model). For example, Benáček and Víšek (1999b) analyzed 92 industries of the Czech economy and realized that this population appeared to consist of two segments. The first segment contained industries in which the majority of firms behaved as if in a functioning market economy while the second segment contained industries where firms behaved as if still under socialist paternalism.
Thus, we will use one of the robust techniques of estimation to solve the problem of heterogeneous patterns in data sets. Among the available possibilities we will use a simple Least Trimmed Square estimator (LTS). We can describe an algorithm of this estimator as follows. We consider the standard linear regression model where n/2 ≤ h ≤ n and the minimization is performed over all b∈R k (Rousseeuw and Leroy, 1987 , Ví\v{s}ek, 1996 . In other words, in this extremal problem we are looking for such an argument b∈R p for which sum of h smallest squared residuals is minimal. Finally, we built an OLS estimator for these h observations. Unfortunately, we are limited by the dynamic form of model (2). Because of the presence of a lagged value of response variable on the right side of the equation it is not so easy to exclude some observations out of the data set. Instead of this, we decided to exclude a whole industry or industries. Therefore, we will use this technique only as a diagnostic tool to ascertain if the LTS estimator would systematically exclude (almost) a whole industry or industries in (almost) all the years.
Results
In the first step, we report OLS estimation and fixedeffects panel estimates (Blanchard, Gaigné, Mathieu, 2008) . However, both pooled OLS and fixed effects of an autoregressive panel model are subject to biases in the estimation of all model parameters. Thus, we also report the results of the GMM system. Finally, in addition to the results of the GMM estimator we will also cement the results of OLS and fixed effects in an effort to compare the results in terms of an economic interpretation. In all regressions the response variable is FDI/VA. Table 3 reports the panel regressions: We report pooled OLS and fixed effects models in column (a) and (b) and the GMM model in column (c). All regressions include time dummies to control for time variation due to changes in the economic environment common across industries.
The coefficient of determination for model (a) and (b) is satisfactorily high (86% and 62%, respectively). We present three specification tests for GMM. The Sargan test does not reject the null hypothesis that the overidentifying restrictions are valid. The Arellano-Bond test for AR(2) determined that there is no second order serial correlation. It implies that the model is correctly specified. The coefficient of the lagged FDI/VA, , is 0.45 in regression (a), 0.19 in regression (b) and 0.32 in regression (c). This means that the coefficient of partial adjustment α is thus 0.55 in the case of model (a) and the net investment in one year is 55% of the difference between Y * and Y. If the steady-state level of the FDI/VA stock does not change it will take about 2 years for the gap between the equilibrium and the current value of FDI/VA to close.
We can make an analogous conclusion in the case of models (b) and (c) (Kinoshita and Campos, 2003) .
The results of all three indicate that physical capital and labor play an important role in the decision of foreign investors where to place an investment. It seems that in recent years investors have preferred a cheaper alternative -investments into labor intensive sectors while investors shunned capital intensive industries. This result agrees with findings of other studies (Benáček and Víšek, 1999 or Savary, 1997) and also is consistent with our expectations.
The variable describing profits in sectors is significant in all regressions with positive signs. According to our hypothesis, profits in industries attracting FDI should be greater than profits in industries with indigenous enterprises. The results of our tests are consistent with these expectations. In regressions (b) and (c), foreign investors emphasized research and development. The results correspond to our expectations: higher expenditures on R&D means higher investments from the side of foreign investors, with higher foreign investments spilling over to higher expenditures on R&D. This variable is significant only on the level of 10% in regression (a). Although this result is not very strong and conclusive, generally we can believe that R&D is important for investors.
The variable describing energy requirements is significant, with a positive sign for the estimated parameter. The prices of energy have risen in recent years, but these changes concerned countries throughout the world. The Czech Republic was characterized by lower prices of energy at the beginning of the period under .
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Relative unit labor cost is highly significant in all three regressions. It means that increases in relative production costs in the Czech manufacturing industry compared to EU15 countries are expected to have a negative effect on investments into these industries.
The variable describing gross monthly wage is significant for models (a) and (c). These results also conform to our expectations. The variable describing the efficiency of factor usage, total factor productivity, is not significant in any model. Surprisingly, the variable PPI, describing inflation rate, is significant only in regression (b). Our data and these results can be misrepresented by a heterogeneous pattern of foreign investors in some industries. We will try to eliminate this influence by using LTS.
As mentioned above, there exists a certain possibility that our data comes from two or more different sectors where investors behave differently. Moreover, some variables are not significant and the results of the fixed effects regression are not very good. Thus, we tried to apply a least trimmed square estimator to our data and monitored these industries which were deleted by most of the observations of the algorithm. Pursuant to the results, the question becomes whether to drop subsequently tobacco (industry 2) or motor vehicles, trailers and semi-trailers (industry 20). Afterwards we estimated these reduced data sets by using pooled OLS, a fixed effects panel estimator and system GMM. The results of these estimates are in Tables 4 and 5 . In terms of economic explanation, the manufacture of tobacco products is specific: there have been no workers employed in research and development, while on the other hand the ratio K/L and profits per labor are very high compared to other industries. The sector of motor vehicles, trailers and semi-trailers has a specific position in the Czech Republic and has cardinal importance for the whole Czech economy. The flows of FDI in this industry are extremely high as this sector emphasized research and development, and its profits are higher than those of other industries. After excluding industry 2 (tobacco) the results of regression (d) and (f) improve only in some details. The coefficient of determination for the model (d) remains high (88%), and the coefficient of determination increases (69%). This means that the models fit the data well. As well as in a previous analysis according to the ArellanoBond test, a second order correlation does not detect problems and the Sargan test rejects the null hypothesis. This means that the validity of instruments is correct. Overall, a comparison between OLS and GMM results shows a bias that in most variables is not as great as seen in similar sizes of coefficients in both specifications.
Variable K/L has a negative sign and is significant in models (d), (e) and (f). This result supports our previous findings, that investors probably avoid involvement in industries the expansion of which would require a large financial investment in their capital revamping, the alternative being to start expansion in labor intensive and profitable industries, because the variable profits per labor is also significant and positive (in all three models). Significance of R&D in all regression reamins unchanging. The level of significance in OLS regression is only 10%. Nevertheless, low p-values in regressions (e) and (f) support our hypothesis that foreign investors emphasize research and development. Variable RULC, which describes competitiveness, is significant in all three regressions with a negative sign. This implies that investors tend toward industries with low labor costs related to productivity.
OLS (d)
FE ( The variable describing the efficiency of factor usage (TFP) is significant on the level of 10% in regression (f) and this variable has a positive sign. These findings are consistent with our expectations: the higher the TFP, the lower the volume of factors necessary to produce a unitvalue of output, making the industry more attractive for foreign investment. However, this low significance does not bring strong conclusions.
The variable describing inflation (PPI) is significant only for regressions (a) and (b). However, the estimated parameter in regression (a) has a negative sign. According to our expectation, the sign should be positive. By a clear look at the data, we can see that this price index is decreasing for several industries, especially those where FDI flows were high during recent years. In industries with higher FDI, the prices can be pressed down and the negative sign can be the effect of the presence of FDI. There is also a statistical explanation of this problem. In general, if the sign of estimated parameters does not correspond to our expectation, this variable could compensate the non-linearity of some other (usually nonsignificant) variable. This means that the "bad" sign of a parameter does not need to be a problem and that we should not rely only on signs of estimated parameters. On the other hand, the level of significance is only 10%. In any case, we will monitor carefully the results of estimating this parameter in the following regression (without industry 20).
The Balassa index is positive and significant in model (f). A tendency to invest in industries with higher export / import orientation is consistent with this result.The rest of the variables are unchangeable. We can conclude that excluding industry 2 (tobacco) from our data set does not bring substantial improvement.
We will now briefly comment on the results of the last estimated model, where industry 20 (vehicles, trailers and semitrailers) is excluded. The results are summarized in table 5.
The coefficients of determination of model (g) and (h) are 86% and 64%. Two specification tests of the GMM show a satisfactory result. With the Sargan test we do not reject the null hypothesis that the instruments are well specified and the Arellano-Bond test does not detect second-order serial correlation. In other words, the model is correctly specified. Let us control the most problematic variables -PPI, TFP and Balassa index. PPI variables in regressions (g) and (h) are significant on the level of 10% and 1%, respectively, TFP is not significant in any model. Moreover, PPI is significant with a positive sign in regression (b). This means that the higher this index, the higher the potential for the growth of the industry and investments in this industry. On the other hand results from regressions (a) and (c) do not bring a similar conclusion. Thus we suppose that this factor is not important for investors.The Balassa index suggests that foreign investors are focused on industries which are export or import oriented. This conclusion supports estimates in regressions (h) and (i). The remaining variables are significant, mostly at a level of 1%.
Conclusion
This paper analyzes some aspects of the behavior of foreign investors in the Czech manufacturing industry to learn about the mechanism of allocation of FDI as a descriptive analysis of the decision-making process of investors who discriminate between manufacturing sectors in one single country. Therefore, we focused on sectoral analysis and estimated panel data of 23 sectors of the manufacturing industry over 8 years (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) by using different techniques of estimation: OLS, fixed effects and primarily by using a GMM estimator. Together with the GMM estimator, we provided several statistical 
