The characterization of shape in the brain is of great importance for understanding differences in structure and the relationship to function. Structural differences have been associated with, for example, age, sex, handedness, cognitive abilities and many neurologic and psychiatric conditions. Nonrigid registration methods enable the characterization of shape differences between images based on the transformation that relates them. Unlike methods which characterize shape in terms of geometric features computed from individual structures, transformation-based deformation description characterizes the entire space and therefore may better reflect the interrelationships between structures, as well as changes within and near structure. The transformation, as characterized by the local Jacobian, can yield an expressive description of local shape differences.
INTRODUCTION
While the primary goal of nonrigid registration is usually the alignment of images, soon after such methods were feasible, shape characterization methods based on the transformation that is determined were naturally considered [1]. Previously, shape had been characterized primarily by geometric features computed from the object itself. Transformation-based deformation description, based on the Jacobian of the transformation, is not limited to individual structures but characterizes the whole space. Such descriptions may be applied to individual objects, however, if desired. In this paper, we first discuss geometric measures as well as other volumetric methods. We then discuss tensor-based descriptions and some of the possibilities in their use for characterizing shape differences.
SHAPE AND DEFORMATION DESCRIPTION
The simplest geometric measures derived from structural images that are readily interpretable are volume and surface area. In the cerebral cortex, measures such as thickness (distance from a point on the outer cortical surface to the nearest point on the inner cortical surface) and sulcal depth (distance from the depth of the sulcus to the crest of the neighboring gyrus) are also used to characterize shape. The cortex is composed of columns of neurons aligned perpendicular to the cortical surface that serve as a basic unit of information processing in the brain. Cortical surface area is probably proportional to column number, and therefore is likely related to functional capacities. In addition, regional cortical thickness and gray matter volume, both cortical and subcortical, probably also relate to functional capacities and alterations in these properties in specific brain regions may be associated with certain neurologic and psychiatric disorders. Local white matter volume is also of great significance functionally as it likely represents the strength of connection along the corresponding tract [2] . Even cerebrospinal fluid (CSF) volume is of significance, primarily as an index of brain atrophy.
The study of shape abnormalities and normal variation of brain structures is likely to lead to an increased understanding of the origins of morphologic differences, especially in terms of development, aging and abnormalities.
Van Essen [3] hypothesizes that neuronal tension during development may explain cortical structure and folding patterns. Weakly connected regions can drift apart as strongly connected regions are pulled together, acting to keep wiring length short. Structural variations between individuals may be constrained by such forces and may be directly reflected in their functional organization. Thus, deformation maps can lead to a deeper understanding of the interaction of structure and function in the brain in an explicit way.
Cortical flattening is another tool for neuroimaging and much effort has been expended in developing methods for minimizing the inherent distortion that occurs. While there are advantages to reducing the dimensionality of the space, there is a corresponding limitation in the expressiveness of the technique. Such methods are thus less useful as descriptive tools but particularly effective for visualization allowing the entire cortical surface to be seen at once.
NON-VOLUMETRIC METHODS
Direct geometric properties, including volume, surface area and cortical thickness, and sulcal depth are useful for characterizing the brain morphologically and can be computed based on segmented structure. Another measure, curvature, is natural to consider. Mean curvature is extrinsic and reflects the manner in which the shape has been embedded in space.
Gaussian curvature is intrinsic and thus invariant to transformations which do not tear or stretch, and is thus, in some ways, more fundamental in characterizing shape [4] . However, curvature is not as easily interpretable; curvature only indirectly reflects the underlying structural change. Measures of compactness reflect the degree of gyrification. Compactness is defined as the ratio between the mean geodesic of the surface and the mean geodesic of a sphere of equal area, and is a useful intrinsic property [4] . Another measure of degree of gyrification is the isomorphy factor [5] , defined by:
2 /volume(s). These measures can be computed for the cortex as well as the subcortex.
Another useful comparison of shape can be given by first scaling and aligning the structures and then computing the signed distance between corresponding locations at all surface points [6, 7] . The relative bulges and dips provided by this comparison gives another way of indicating local relative volume differences. This method can be applied to the cortical surface or to individual subcortical structures. The simplest method for computing the distances uses the ICP (iterative closest point) method [8] . Wang et al. [6] developed a method for the determination of surface point correspondence based on curvature features and geodesic interpolation [9, 6] . Correspondence can also be determined using a nonrigid deformation to bring the brain surfaces into alignment [7] . Gerig et al. [10] uses a similar approach where correspondence is based on a parametric surface representation.
Joshi et al. [11] decompose shape based on principal component analysis (PCA) where the shape is described by surface of structure and probabilistic variations determined from a template. These are constructed using orthonormal bases from modes of vibration and PCA.
An alternative means for analyzing features is through the use of factor analysis in order to extract patterns of shape in a meaningful way. This technique has been applied to contour shape [12] and local expansion and shrinking [13] and accounts for the covariance among the variables rather than simply representing the modes of variance, as in PCA.
OTHER VOLUMETRIC METHODS
There are a number of methods for comparing shape over an entire volume based on registration. One of the most popular is voxel-based morphometry (VBM) [14] . VBM is a shape comparison methodology, designed for the gray matter of the brain, based on a voxel-by-voxel comparison and analysis of gray matter between two groups. The images are registered nonrigidly into a common space. The gray matter is segmented and the segments are smoothed. The method is intended to compare the local concentration of gray matter between two groups of subjects. Voxel-wise statistical comparisons of the smoothed gray matter segments are performed, with corrections for multiple comparisons using the theory of Gaussian random fields. The method relies on partial misregistration in order to reveal differences. If the registration were perfect to a high resolution, there would be no residual differences to detect. The method is therefore intended to only register at a lower resolution and then detect the higher resolution differences. Bookstein [15] argues that the method is uninformative wherever the registration has failed to align image gradients. VBM results can be quite sensitive to the amount of smoothing after registration and can change dramatically. In a VBM study in diffusion tensor imaging comparing fractional anisotropy, Jones et al. [16] found that over a range of smoothing parameters, they could conclude either that there were no significant differences or that there were changes in one or both of two different regions. Jones et al. also found that the Gaussian assumption was violated in a number of regions making valid statistical inference problematic.
Davatzikos [17] advocates against all such voxel-wise analyses for characterizing group differences because more complex difference may exist when considering the high dimensional space of all voxels at once. While VBM will likely be able to detect gross differences, it will not be able to characterize the difference or even localize it. For example, a local shifting of gray matter may appear to represent two separate changes: an increase and a decrease in gray matter on opposite sides of the change.
Given knowledge of the nonrigid transformation that relates two (or more) images, it may be considered to compare the transformations directly in a voxelwise manner. Again, the differences detected may be misleading. Local translations, for example, could appear to correspond to two separate changes. Measurement of deformation from the transformation based on the Jacobian does not suffer from this problem.
Procrustes distance, based on normalizing landmark points by similarity transformation [18] , can be applied to individual structures or volumes, given sufficient landmark points, and allows for the statistical comparison of shape, although limited to the sparse landmarks. The thin plate spline warping [19] allows for a visualization of these shape differences. The warps may be decomposed into their principal components as a useful description of deformation.
TENSOR-BASED DESCRIPTION
We would like to be able to characterize shape and deformation throughout the brain. Nonrigid warping [20] provides a framework for such a description. Local structural differences between individuals and groups can be characterized by the nonrigid transformations that bring the individual images into a common space. The determinant of the Jacobian of the corresponding displacement field (the deformation tensor) measures the local expansion or contraction [1]. The deformation gradient tensor allows the direct measurement of geometric properties of the deformation and can be computed at all locations from the transformation. While this representation can be used for simple measures of local expansion or contraction, it also allows a full characterization of the deformation by measures such as dilatation, principal direction of expansion/contraction, anisotropy of expansion/contraction, etc. [21] .
In a Lagrangian representation, we describe the current configuration in terms of the initial or reference configuration: x = x(X, t) , where x is the position at time t (current configuration) and X is the position at time t = 0 (reference configuration of the atlas). The deformation gradient tensor F is useful in the characterization of deformation and has components F iR = ∂xi ∂Xr [22] . This tensor also represents the Jacobian of the transformation. The determinant of F at each point, D(p) = det F(p), indicates whether there is local shrinking (D(p) < 1) or local expansion (D(p) > 1). D(p) will always be non-negative for valid deformations. Negative D(p) indicates a folding of the space. Zero D(p) would only be valid in the presence of structural abnormality, such as a missing or additional structure. For small deformations, D = 1 + ∆ where ∆ is the change of volume per unit initial volume or the dilatation. F can be decomposed into a rotation, R, and a symmetric deformation, U, F = RU where R and U can be determined from the eigendecomposition of F T F based on the polar decomposition theorem [22] . If P is the matrix whose columns are the eigenvectors of F T F and Λ is the diagonal matrix of eigenvalues of F T F, then
The measurement of shape deformation between individuals or groups is very similar to the measurement of strain in a biomechanical system. Such methods have been extensively used for cardiac deformation analysis (e.g. [23] ). Note that U is directly related to the finite strain E = 1 2 (U T U − I). Here we are measuring the strain as if the deformation truly occurred. Since there is no literal deformation, as in a true biomechanical model, it is impossible to define corresponding forces or stresses.
Local expansion and contraction from an atlas (based on the determinant) gives a good simple scalar measure of deformation [1, 13] throughout the brain. The divergence of the displacement field (trace of the Jacobian) is another useful measure of expansion. Thirion and Calmon [24] use the product of the divergence and the magnitude of the displacement to characterize multiple sclerosis lesions. To more fully characterize the deformation, compute the eigendecomposition of U to give the three magnitudes (λ 1 ,λ 2 ,λ 3 ) and directions ( 1 , 2 , 3 ) of principal stretching [22] . By analogy to the analysis of diffusion tensors [25] , we can also measure local anisotropy of expansion/contraction, for example, using
which ranges from 0 (isotropic), to 1 (extremely anisotropic). Deformation in a particular direction, v, given by v T Uv, such as perpendicular to the cortical surface, provides an index of cortical thickening. Measures such as these derived from the tensor, provide a rich descriptive tool for deformation. The directions of deformation are likely to lead to a better understanding regarding origins of deficits or aptitudes as well as connectivity and functional organization. An example deformation, visualized as ellipsoids at each location, is shown in Figure 1 . Fig. 1 . Top: Synthetically deformed image (left) and corresponding Jacobian visualization (right). Bottom: Example Jacobian visualization from subject group comparison showing both magnitude and direction information.
CONCLUSIONS
There are many ways to measure and characterize shape in the brain from images including those based on individual structures and their surfaces. However, those based on volumetric transformation provide the richest description that is most directly interpretable. The Jacobian of the transformation provides a full description of local change which can be analyzed in a number of ways.
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