















































































In	 this	 work,	 I	 use	 first-principles	 molecular	 dynamics	 (FPMD)	 to	 examine	 the	















My	analysis	of	 self-diffusion	over	a	very	 large	pressure-temperature	 range	may	
reveal	the	limitations	of	the	Arrhenius	form,	when	applied	to	self-diffusion	in	liquid	
silicates.	 Although	 the	Arrhenius	 form	describes	 diffusive	 behaviour	 across	 the						
T-P	 (temperature-pressure)	 regime	 of	 Earth’s	 mantle,	 I	 discovered	 that	 self-
diffusion	 coefficients	 in	 the	 conditions	 of	 super-Earth	mantles	 are	much	 larger	























events	 and	 super-Earth	 mantles.	 Throughout	 my	 time	 on	 this	 project,	 I	 was	




of	 ultra-high	 temperatures	 or	 pressures	 on	 their	 own	 experimental	 materials.	
Some	of	these	insights	were	technical	in	nature,	and	derived	from	my	attempts	to	
adequately	model	silicate	materials	 in	extreme	T-P	regimes	that	have	remained	




capacity;	 the	 ‘finite	 differences’	method,	 and	 the	 ‘fluctuations’	method.	 ‘Finite	








electronic	 contribution	 to	 the	 heat	 capacity	 –	 as	 required	 by	 the	 ‘fluctuations’	
method	 –	 broke	 down	 at	 high	 temperatures.	 A	 solution	was	 engineered	 by	 R.	
Scipioni,	 and	 reported	 in	 Scipioni	 et	 al.	 2017.	 Additionally,	 my	 self-diffusion	





silicate	 liquid	 properties	 in	 the	 conditions	 associated	with	 Earth’s	mantle	 is	 of	
considerable	importance	to	furthering	our	understanding	of	mantle	dynamics	and	
thermal	evolution	on	Earth.	These	processes	are	linked	to	tectonic	motion,	to	the	
transport	 properties	 of	 magma,	 and	 thus	 contribute	 to	 our	 understanding	 of	
volcanism	and	earthquakes.		
	
Finally,	 while	 research	 of	 this	 nature	 may	 not	 have	 practical	 applications	 to	
commerce,	 and	 nor	may	 it	 be	 particularly	 relevant	 to	 the	 great	 socio-political,	
economic,	or	technical	challenges	of	our	time,	it	 is	of	paramount	importance	to	
our	sense	of	wonder	and	curiosity	about	the	universe	around	us,	and	our	place	













































































































throughout	 the	 rest	 of	 the	 solar	 system	 too,	 occupying	 a	 wide	 range	 of	
environments,	 from	 the	 freezing	 conditions	 at	 the	 surface	 of	 asteroids,	 to	 the	




In	 the	 current	 work,	 we	 use	 first	 principles	 molecular	 dynamics	 (FPMD)	 to	
investigate	thermodynamic	properties	and	behaviours	of	fluid	silicates.	Here,	we	
place	an	emphasis	on	extending	the	results	of	previous	theoretical	work	spanning	









evolution.	When	 these	 cataclysmic	 events	occur,	 they	 can	 generate	 large	 scale	
melting	and	vapourisation	of	both	 the	 target	planet	 and	 the	 impactor,	 altering	
their	thermal,	chemical	and	dynamical	evolution.	Such	an	event	is	also	the	leading	





To	gain	 some	understanding	of	Earth’s	 response	 to	 impacts	 -	 from	post-impact	
mixing	to	the	cooling	and	crystallization	of	magma	oceans,	and	from	liquid	density	




work,	 there	 is	 currently	 a	 paucity	 of	 data	 with	 respect	 to	 more	 extreme	
environments,	due	to	the	relative	complexity	of	replicating	these	conditions.		
	
What,	more	 precisely,	 can	we	 learn	 from	directly	 studying	 silicates	 in	 extreme	
conditions?	Let’s	look	at	density,	in	the	first	instance.	Density	is	the	primary	factor	
that	 controls	 liquid	 silicate	 evolution	 at	 depth	 in	 the	mantle,	 which	 guides	 us	





depth.	 Certainly,	 there	 is	 seismological	 evidence	 of	 liquid	 silicates	 at	 the	 core-
mantle	 boundary	 (Williams	 &	 Garnero,	 1996),	 and	 theoretical	 evidence	 of	 the	










we	 can	 investigate	whether	 the	Grünisen	parameter	 of	 the	 liquid	 continues	 to	
increase	on	compression,	as	surprisingly	identified	by	Stixrude	&	Karki	(2005).	How	
does	the	heat	capacity	behave	with	respect	to	increases	in	temperature?	Does	it	
decrease,	 as	 per	 the	 fundamental	 measure	 theory	 (Rosenfeld	 and	 Tarazona,	
1998)?	Does	it	increase	with	pressure?	How	does	the	coordination	of	key	silicate	
bonds	 (such	as	Si-O)	behave	 in	 the	 liquid	under	 these	conditions?	Do	we	see	a	




et	 al.,	 2009)?	What	 if	we	 include	 common	 volatiles	 such	 as	H2O	 alongside	 our	





Constraining	 these	 thermodynamic	 and	 transport	 properties	 is	 key	 not	 only	 to	
understanding	Moon-formation,	 but	 early-Earth’s	 evolution	 too,	 particularly	 in	
terms	 of	 its	 differentiation	 into	 core,	 mantle	 and	 crust.	 In	 addition,	 further	
exploring	how	silicates	behave	in	extreme	conditions	will	also	allow	us	to	probe	




4.5	 TPa,	 and	 from	3000	 K	 to	 20,000	 K	 by	 performing	 first	 principles	molecular	
dynamics	 simulations	 using	 VASP.	 Our	 primary	 material	 of	 interest	 is	 MgSiO3	
liquid,	selected	both	for	its	abundance	in	the	Earth’s	mantle,	and	for	the	wealth	of	
previous	 experimental	 and	 theoretical	 data	 across	 a	 broad	 range	 of	 P	 and	 T	












relevant	 to	 both	 giant	 impacts	 (with	 a	 focus	 on	 the	 proposed	 Moon-forming	






some	 understanding	 of	 the	 temperature-pressure	 regime	 relevant	 to	 giant	















and	 freezing	processes	on	 the	magnetic	 field	 is	 regarded	by	some	as	especially	
important,	due	to	its	role	in	protecting	any	extant	surface	life	(as-we-know-it)	from	




Academic	 dialogue	 surrounding	 planetary	 impact	 events	 tends	 to	 pay	 special	
attention	to	 the	 formation	of	 the	Moon;	 the	Moon	 is,	after	all,	our	closest	and	
most	 familiar	 astronomical	 body,	 and	 has	 been	 the	 subject	 of	 folklore	 and	
mythology	 through	human	history.	 In	 the	modern	era,	 a	number	of	 competing	
theories	have	been	proposed	to	explain	the	origin	of	Earth’s	Moon,	ranging	from	
the	Moon	being	gravitationally	captured	by	the	proto-Earth	(Gerstenkorn,	1969;	
Öpik,	 1972;	 Mitler,	 1975),	 to	 dual-accretion	 (a.k.a.	 co-formation)	 from	 the	
protoplanetary	disk	(e.g.	Weidenschilling	et	al.,	1986).			
	
In	more	 recent	 years,	 a	 range	of	 compelling	evidence	has	 supported	 the	 ‘giant	




























remains	 incomplete.	 For	 example,	 if	 the	Moon	 accreted	 from	 ejected	material	
orbiting	 the	 Earth’s	 equator,	 then	 the	 Moon	 should	 orbit	 in	 the	 plane	 of	 the	
ecliptic,	when	it	is	instead	tilted	five	degrees	off.	This	implies	that,	although	models	
have	been	successful	in	matching	the	Moons	mass	and	the	rotational	rates	of	Earth	




In	addition,	 lunar	and	Earth	materials	are	more	 isotopically	similar	than	what	 is	
expected	in	the	aftermath	of	an	impact	that	does	not	violate	angular	momentum	
constraints.		In	other	words,	impact-based	models	that	most	accurately	replicate	
Earth-Moon	masses	 and	dynamics,	 are	 also	 those	 in	which	 the	 impactor	 is	 the	
primary	contributor	to	the	Moons	mass,	so	we	should	expect	to	see	more	clear	
chemical	 differentiation	 in	 the	 samples	 	 (Burkhardt,	 2014;	 Young	 et	 al.,	 2016).	
Despite	these	inconsistencies,	for	the	giant	impact	scenario	to	work,	researchers	
have,	 to-date,	 invoked	 sets	 of	 very	 specific	 conditions,	 each	 of	 which	 further	
reduce	the	probability	of	the	event.		
	
These	 evidential	 gaps	 have	 led	 some	 researchers	 to	 provide	 updated	 and	
alternative	 impact-oriented	 solutions	 to	 the	 Moon’s	 origin	 story,	 in	 order	 to	
account	 for	 these	 inconsistencies.	 Rufu	 et	 al.,	 (2017)	 suggest	 that	 the	 Moon	
originated	not	 from	a	single	 impact	event,	but	 from	a	series	of	smaller	 impacts	





creates	 a	 debris	 disk	 around	 the	 proto-Earth	 which	 then	 accretes	 to	 form	 a	
‘moonlet’.	They	find	that	sub-lunar	moonlets	occur	commonly	following	smaller	
impacts	that	are	expected	to	have	been	common	in	the	early	Solar	System,	and	
that	 planetary	 rotation	 limits	 the	 drain	 of	 impact	 angular	 momentum.	 Their	






Figure 1: A multiple-impact origin for the Moon. A series of smaller impacts each create debris disks, which 
accrete into ‘moonlets’. Moonlets migrate outward before eventually merging to become the Moon. Image from 



















albeit	 with	 variations	 that	 attempt	 to	 negate	 prior	 inconsistencies.	 Thus,	 we	
consider	it	justifiable	to	use	some	of	the	more	recent,	and	well-received	studies	in	
constraining	 the	 temperature-pressure	 environment	 of	 the	 current	 work.	 To	
model	 the	 Moon-forming	 giant	 impact,	 Canup	 (2004)	 conducts	 around	 100	
smooth	 particle	 hydrodynamic	 simulations;	 a	 Lagrangian	 technique	 whereby	 a	
large	number	of	overlapping	particles	which	are	 tracked	over	 time	 (in	 terms	of	
changes	in	e.g.	position,	velocity,	internal	energy)	and	used	to	represent	a	given	
material.	They	consider	impactors	and	targets	with	a	composition	of	30%	iron	and	








For	 a	 nearly-Earth	 sized	 target	with	 a	 nearly-Mars	 sized	 impactor,	 this	 process	
generates	temperatures	ranging	between	2000	K	and	20,000	K,	which	the	authors	
state	 would	 be	 expected	 temperatures	 if	 a	 planet	 had	 recently	 experienced	
another	 large	 impact,	 or	 had	 cooled	 inefficiently	 (they	 call	 this	 a	 ‘hot	 start’	






Figure 2: The post-impact proto-Earth. (a) The temperatures (K) of a 2000 km thick slice through the proto-
Earth, parallel with the equatorial plane of the planet. (b) The same slice, however, in this case colour scales 







waves.	 The	 Rankine-Hugoniot	 equations	 relate	 quantities	 in	 front	 of	 the	 shock	
(subscript	0)	to	quantities	behind	the	shock	(no	subscript),	as	shown	below:	
	
	 𝜌 𝑈 − 𝑢% = 𝜌'𝑈																																																																																																								[1]	
	 𝑃 − 𝑃' = 	𝜌'𝑢%𝑈																																																																																																										[2]	
	𝐸 − 𝐸' = 12 𝑃 + 𝑃' 1𝜌' − 1𝜌 																																																																																				[3]				
	
	






of	mass,	momentum	and	energy	across	 the	shock	 front.	 In	order	to	specify	 the	
outcome	of	(in	this	case)	an	impact,	we	must	supplement	these	relations	with	an	










	 Iron	on	Basalt	 Basalt	on	Basalt	 Serpentinite	on	Ice		
5	 78	 48	 22	
7.5	 150	 93	 44	
10	 250	 150	 73	
15	 500	 320	 160	
30	 1800	 1200	 580	






giant	 impacts,	 and	 in	 the	 interior	of	 super-Earths.	 Following	Tonks	 and	Melosh	
(1993),	 the	 author	 selected	 dunite	 as	 a	 reasonable	 and	 convenient	 analogue	




3).	 This	 is	 equivalent	 to	 the	 escape	 velocity	 for	 a	 planet	 of	 just	0.5𝑀⨁	 (Earth	
masses),	and	is	a	low	velocity	compared	with	typical	impact	velocities	of	late-stage	
accretion,	 which,	 according	 to	 the	 Nice	 model	 (Gomes	 et	 al.,	 (2005)),	 was	
approximately	 21 − 25	km/s.	 Thus,	 we	 can	 feasibly	 justify	 an	 exploration	 of	
impact-generated	 fluid	 silicates	 within	 a	 pressure-temperature	 regime	
constrained	up	to	20,000	K,	and	up	to	several	TPa.	
	
The	 analysis	 of	 Tonks	&	Melosh	 (1993)	was	 also	 applied	 by	 Stixrude	 (2014)	 to	
understanding	impact	melting	in	more	general	terms,	taking	into	account	a	wide	
range	of	rocky-planet	masses	–	from	sub-Earth	to	super-Earth	-	and	the	possibility	








Figure 3: The fraction of planetary mass melted during impact as a function of planetary mass, assuming the 
minimal impact velocity of 11.2 km/s.   =>=? = 0.1	for solid lines and  =>=? = 0.4 for dashed lines (where 𝑀A and 𝑀% are impactor and planet mass, respectively). The blue lines represent an initial temperature of 300 K while 




exoplanets,	and	do	we	expect	silicate	materials	 to	occupy	a	 fluid	state	 in	 these	
extreme	pressure	environments,	even	at	 temperatures	as	high	as	20,000	K?	To	
gain	 some	 understanding,	 particularly	 in	 terms	 of	 constraining	 the	 pressure-
temperature	regime	of	super-Earth	interiors,	we	turn	to	the	example	of	previous	
theoretical	 and	 experimental	 work	 in	 the	 literature.	 Among	 the	 more	 recent	
experimental	studies,	Millot	et	al.,	(2015)	used	laser-driven	shock	experiments	to	
emulate	 the	 pressure	 and	 temperature	 conditions	 expected	 within	 rocky	
exoplanets,	ranging	from	1	𝑀⨁to	roughly	15	𝑀⨁.	Here,	they	expose	a	variety	of	









Figure 4: Laser shock compression of silicate materials; experimental concept. (A) A large stishovite crystal 
is synthesized at 13.5 GPA and 1800 K. (B) Intense laser pulse is focused on the ablator layer and a shock 
wave is sent through the planar package. From Millot et., al. (2015) 
	 










Figure 5: Taken from Millot et al., 2015 (Fig. 3b). Experimental SiO2 melting line and core-mantle boundaries 
(gray circle) for Earth, Uranus, Neptune, Saturn and Jupiter (E, U, N, S, J, respectively). Melting lines of other 
materials (MgSiO3 line from Stixrude, 2014) shown for comparison. Dashed lined indicate extrapolation. Top 
scale gives core-mantle boundary pressure conditions for Earth-like exoplanets as a multiple of earth’s mass 
(e.g. 1 .. 15𝑀⨁). Inset shows discovered exoplanets and the mass-radius relation for pure iron, water, or Earth-







thus	 seems	 reasonable	 to	 explore	 temperatures	 ranging	 up	 to	 20,000	 K	 and	
pressures	up	to	several	TPa,	as	these	conditions	are	as	equally	applicable	to	the	


















body	 of	 work	 is	 supplemented	 with	 some	 preliminary	 results	 from	 a	 short	
investigation	 into	 how	 the	 addition	 of	 water	 can	 affect	 a	 variety	 of	 material	
properties	in	these	conditions.	Before	we	discuss	the	background	theory	of	first	
principles	molecular	dynamics	 (the	computational	approach	used	to	model	and	
investigate	 our	 chosen	 materials),	 and	 the	 specific	 methods	 employed	 in	
generating	 our	 results,	 we	 must	 first	 specify	 the	 properties	 of	 interest	 in	 the	
current	study,	and	explore	the	related	academic	landscape.		
	








melts	 produced	 during	 impacts	 or	 in	 the	 extreme	 conditions	 of	 super-Earth	
interiors,	and	whether	the	melts	are	likely	to	rise	or	sink	(Karki	et	al.,	2006).	Finally,	
the	dynamical	properties	of	interest	include	the	self-diffusion	coefficients	of	the	
material	 components,	 which	 relate	 to	 the	 rate	 of	 chemical	 reactions	 between	
liquids	and	their	surroundings,	and	which	can	be	related	to	viscosity	and	thus	rate	













distances	 that	 are	 larger	 than	 the	 sizes	 of	 the	 simulation	 cells.	 We	 can	 also	
calculate	the	partial	RDFs	between	specific	atomic	pairs	(such	as	Si-O,	Mg-O	or	O-
O)	to	determine	the	level	of	short	or	long	range	order	of	the	system.	In	this	study,	












between	 3000	 K	 and	 6000	 K.	With	 respect	 first	 to	 coordination	 number,	 they	
inspected	 the	 equilibrated	 liquid	 structure	 and	 found	 that	 compression	 had	 a	





















Figure 6: (Top) Mean Si-O coordination in MgSiO3 liquid at 3000 K (blue), 4000 K (green), 6000 K (red), with 
crystalline phases shown over approximate range of stability. (Bottom) Distribution of Si-O coordination 
environments along the 3000 K isotherm. Snapshots from V/Vx=1.0 (right) and V/Vx=0.5 (left) are also shown, 
with Si-O polyhedral in blue and Mg ions in yellow. Taken from Stixrude et al., (2005).  	
	
Stixrude	 et	 al.,	 (2005)	 also	 computed	 the	 isochoric	 heat	 capacity	 (Cv)	 and	 the	
Grüneisen	parameter	of	the	liquid	directly	from	their	simulations.	They	found	that	
the	isochoric	heat	capacity	decreases	by	around	10%	over	the	pressure	regime	of	







experimental	 data	 shows	 that	 compression	 reduces	 the	 value	 of	 𝛾	 in	 each	
individual	mineral	phase,	but	polymorphic	phase	 transformations	have	a	 larger	
and	 opposing	 effect,	 with	 the	 larger	 value	 of	 𝛾	 being	 shown	 by	 the	 higher	
coordinated	phase.	Given	that	the	coordination	number	of	the	liquid	increases	on	
compression,	 the	 liquid	 adopts	 values	 of	 𝛾	that	 are	 characteristic	 of	 the	more	
highly	 coordinated	 state;	 this	 is	 consistent	 with	 theoretical	 and	 experimental	









However,	 what	 is	 currently	 unknown,	 is	 whether	 this	 approximately	 linear	




Figure 7: Mie-Grüneisen equation of state for MgSiO3 liquid (lines) with FPMD results (open symbols) plotted 
at 3000 K, 4000 K and 6000 K (blue, green and red, respectively). (Inset) Grüneisen parameter of the liquid 
(open circles) and perovskite (open squares) from FPMD simulations, with experimental value for the liquid 
at ambient melting point.	𝛾	for	the	solidus	crystalline	phases	at	ambient	conditions	(filled	squares)	and	under	
compression	(dotted	lines)	also	shown.	From	Stixrude	et	al.,	(2005).	   
 
 
Figure 8: (b) Equation of State for MgSiO3 liquid, where purple circles are at 2000 K, blue is 3000 K, green is 
4000 K, yellow is 6000 K and red is 8000 K.   (d) is isochoric heat capacity and (e) is Grüneisen parameter, 
where in each case the white circles are average values from Stixrude and Karki (2005), except at the V/Vx=0.4 








mass	 transfer,	 and	 ultimately,	 the	 time	 taken	 for	 a	 system	 to	 reach	







self-diffusivities	 of	 Mg,	 Si	 and	 O	 in	 MgSiO3	 and	Mg2SiO4	 liquid,	 have	 shown	 a	
pressure	and	temperature	dependence	that	fits	very	well	to	an	Arrhenian	form,	
and	 the	 fit	 parameters	 are	 found	 to	 be	 independent	 of	 temperature	 over	 this	
range	(Lacks	et	al.,	2007;	De	Koker	et	al.,	2007;	Nevins	et	al.,	2009).	According	to	
the	FPMD	simulations	of	Karki	&	Stixrude	(2010),	the	overall	viscosity	of	MgSiO3	
liquid	 increases	 with	 temperature	 and	 pressure,	 with	 a	 10-fold	 increase	 along	
model	geotherms,	from	the	surface	to	the	base	of	the	mantle.	On	the	introduction	













Ghosh	 &	 Karki,	 (2017),	 demonstrated	 that	 dissolved	 CO2	 –	 thought	 to	 be	 the	








proton	 conductivity	 might	 be,	 in	 relation	 to	 the	 electrical	 conductivity	 of	 the	
system.	 It	 has	 been	 suggested	 that	 spontaneous,	 impact-generated	 magnetic	










to	 magnetic	 field	 generation	 in	 the	 interior	 of	 super-Earths,	 with	 the	 well-






Figure 9: Self-diffusion of Mg2SiO4 liquid over the temperature-pressure range of Earth’s mantle at 3000 K, 
4000 K and 6000 K (blue, green, red, respectively), fit with an Arrhenius relation. Open diamonds show 






Figure 10: Self-diffusion of hydrogen in hydrated MgSiO3 liquid at 3000 K, where blue is 3000 K, green is 
4000 K and red is 6000 K. Fitting performed via the Arrhenius relation. The value of diffusivity agrees well 
with that extrapolated to 3000 K from lower temperature, low pressure experiments on basaltic melt 
(Mookherjee et al., 2008) indicating that proton diffusivity is not strongly dependent on the composition of the 
melt. 	
	
	 𝝆(𝒈/𝒄𝒎𝟑) 𝑷(𝑮𝑷𝒂) 𝑫𝑶	𝟏𝟎𝟏𝟎𝒎𝟐/𝒔 𝑫𝑺𝒊	𝟏𝟎𝟏𝟎𝒎𝟐/𝒔 𝑫𝑴𝒈	𝟏𝟎𝟏𝟎𝒎𝟐/𝒔 
2.198 −1.09 23.1 15.5 114 
2.3624 −0.32 25.4 19.8 108 
2.6012 1.54 30.9 20.7 105 
2.7967 3.67 34.7 25.6 99.9 
2.9943 6.39 35.4 24.4 79.9 
3.401 14.3 26.2 17.7 47.7 
3.7982 26.9 12 7.66 24.2 
4.1939 46.8 2.53 1.76 7.31 
Table 2: Property data for MgSiO3 melt at 3000 K, from Lacks et al., (2007), including density, pressure, and 





















impact	 events	 –	 and	 to	 the	 interiors	 of	 Super	 Earth	 exoplanets	 –	 are	 largely	



























the	 repulsive/attractive	 forces	 between	 electrons-electrons,	 nuclei-nuclei,	 and	
electrons-nuclei,	all	interact	in	atomic	units	as	follows:	
	
	𝐻 = −VW ∇AWA +	 YZ[>\]ZA,^ + VW V[>\[_A`a −	 VW=Z^ ∇W^ + VW YZYb]Z\]b^`c 	,											[4]	
	
	
where	 𝐻	 is	 the	 many-body	 Hamiltonian	 operator,	 summations	 over	 i	 and	 j	
represent	the	electrons	of	the	system,	and	summations	over	I	and	J	represent	the	















	 − ∇AW2 	−A ∇W^2𝑀^ − 𝑍^𝑟A − 𝑅^ + 12 1𝑟A − 𝑟a + 12 𝑍^𝑍c𝑅^ − 𝑅c +	^`c 	A`aA,^^ Ψ = 𝐸emeΨ	
	





clearly	 showing	 that	only	atomic	numbers	and	masses	are	 required	as	external	
parameters	(Schrödinger,	1926).		
	



















&	Oppenheimer,	 1927),	 which	 effectively	 enables	 us	 to	 separate	 the	 electron-
nuclei	 interaction	 term	 in	 equation	 [5].	 In	 this	 approach,	 we	 assume	 that	 the	







applied	 force,	 whereas	 the	 nuclei	 may	 be	 considered	 as	 effectively	 stationary	
relative	 to	 the	 electron.	 We	 can	 further	 assume	 that,	 although	 the	 spatial	
configuration	of	 the	nuclei	may	change,	 the	relative	agility	of	 the	electrons	will	
allow	them	to	rapidly	respond	and	adjust	to	these	changes.		
	
As	such,	 in	 the	Born-Oppenheimer	Approximation,	 the	nuclei	 in	 the	system	are	
fixed	to	some	spatial	configuration	𝑅',	allowing	for	the	effective	parameterization	
of	 the	 equation	 [5],	 and	 simplifying	 our	 system	 to	 a	 sea	 of	 moving	 electrons	
interacting	 with	 each	 other,	 and	 with	 the	 stationary	 nuclei.	 Given	 the	 fixed	





	 − ∇AW2 +A 𝑉pqe 𝒓𝒊 + 12 1𝑟A − 𝑟aA`aA Ψ = 𝐸Ψ																																																		[6]	
	
	
where	 𝑉pqe(𝒓)	 is	 defined	 as	 the	 external	 Coulomb	 potential	 of	 the	 nuclei	 as	
experienced	by	the	electrons,	given	by:	
	




	𝐻 𝒓V …𝒓t = − ∇AW2 +A 𝑉pqe 𝒓𝒊 + 12 1𝑟A − 𝑟aA`aA 																																							[8]	
	
	




	𝐻 =	𝑇p 𝒓 +	𝑉pt 𝒓; 𝑹𝟎 + 𝑉pp 𝒓 + 𝐸tt																																																																		[9]	
	
	
where	 the	various	kinetic	𝑇	 and	potential	𝑉	operators	 refer	 to	electrons	𝑒	 and	





















Equation	 [9]	 demonstrates	 how	 a	 system	 of	 N	 electrons	 will	 behave	 in	 the	
presence	 of	 fixed	 atomic	 nuclei,	 as	 described	 by	 their	 spatial	 coordinates	 {𝑟A}.		
However,	 it	 does	 not	 include	 their	 spin	 state,	 an	 intrinsic	 angular	 momentum	
property	that	is	necessary	to	include	for	a	fuller	description.	In	order	to	do	so,	we	
must	include	a	fourth	degree	of	freedom	in	addition	to	the	three	spatial	degrees	
of	 freedom,	 as	 represented	 by	 the	 spin	 coordinate	𝜔.	 This	 addition	 does	 not	
directly	 affect	 equation	 [9],	 given	 that	 the	 electronic	 Hamiltonian	 is	 not	 spin-




will	 cause	 the	 many-body	 wavefunction,	Ψ,	 to	 change	 sign	 if	 they	 exchange	
variables	(position,	spin)	with	a	like	fermion.	In	other	words,	no	two	electrons	can	
occupy	the	same	quantum	state	in	the	same	position	in	space.	We	can	enforce	the	



















the	 many-body	 wavefunction	 can	 be	 broken	 into	 a	 series	 of	 single-particle	
wavefunctions,	and	how	these	single-particle	wavefunctions	can	be	combined	to	
find	 the	 total	 energy	 of	 a	 many-electron	 system,	 without	 having	 to	 deal	 with	






















for	 a	many-body	 system	 by	making	 further	 assumptions	 about	 the	 interaction	




can	 be	 satisfied	 for	 a	 two-electron	 system	 for	 any	 given	 orbital	 by	 the	
wavefunction:	
	












classical	 mean	 field	 approximation	 -	 coincides	 well	 with	 quantum	 mechanical	
principles,	 given	 that	 it	 allows	 for	 every	 electron	 to	 be	 associated	 with	 every	






















	 𝑑𝒓𝜙A∗(𝒓)𝜙a(𝒓) = 𝛿Aa																																																																																															[19]					
	
	
are	orthonormal,	where	𝛿Aa 	is	the	Kronecker	delta	which	is	equal	to	1	if	𝑖 = 𝑗	or	0	
when	 𝑖 ≠ 𝑗.	 As	we	will	 see,	 the	Hartree-Fock	 equations	 are	 distinguished	 from	




Fock	 exchange	 potential,	𝑉(𝒓, 𝒓),	which	 arises	 as	 a	 consequence	 of	 the	 Pauli	
Exclusion	 Principal,	 which	 forbids	 two	 electrons	 from	 occupying	 the	 same	
quantum	state,	and	which	is	given	as:	
	




level	 of	 detail	 is	 not	 the	 primary	 focus	 of	 this	 thesis,	we	will	merely	 state	 the	
equations	below:	
	





	𝑛 𝒓 = 𝜙A 𝒓 WA ,																																																																																																							 22 	
	









While	 the	 addition	 of	 this	 non-local	 Fock	 potential	makes	 progress	 toward	 the	

















turn	 to	a	calculation	of	 the	ground	state	electron	density.	 It	 turns	out	 that	 this	
allows	us	to	treat	the	many-body	Schrödinger	equation	as	a	numerically	solvable	
one-electron	equation,	and	effectively	to	go	from	having	a	3N	degrees	of	freedom	
to	 calculate	 over,	 down	 to	 3	 degrees	 of	 freedom	 for	 an	 N-electron	 system.	
Although	DFT	 is	unable	 to	handle	excited	states,	 it	does	provide	a	 theoretically	
precise	description	of	the	ground	state	of	the	system,	which	yields	many	useful	
properties.	 Nonetheless,	 and	 as	 we	 shall	 see,	 it	 requires	 that	 we	 use	 an	







We	 can	 obtain	 the	 total	 energy,	 𝐸,	 of	 a	 many-electron	 system	 according	 to	
equations	[11]	and	[12],	while	the	associated	many-electron	Hamiltonian	is	given	














determined	 –	 with	 the	 exception	 of	 a	 constant	 -	 by	 the	 ground	 state	 electron	
density	𝑛' 𝒓 	
	
If	 true,	we	 can	 see	how	 the	we	 can	obtain	 the	Hamiltonian	operator	 from	 the	
external	potential	and	total	number	of	electrons,	and	thus	the	wavefunctions	of	










To	 elaborate,	 an	 energy	 functional	 given	 in	 terms	 of	 the	 density	𝑛 𝒓 	 can	 be	
defined	 according	 to	 an	 external	 potential.	 The	 global	minimum	of	 the	 energy	
functional,	 is	 the	 ground	 state	 energy	 of	 the	 system,	 and	 the	 density	 that	
minimized	 the	 functional,	 is	 the	 groundstate	 density.	 In	 other	 words,	 𝑛 𝒓 	
determines	𝑉pqe(𝒓),	 while	𝑁	 and	𝑉pqe(𝒓)	 determine	𝐻	 and	 thus	Ψ,	 ergo:	𝐸 =𝐹 𝑛 .			
	
However,	 Hohenberg	 and	 Kohn’s	 seminal	 work	 is	 only	 applicable	 for	 non-
degenerate,	 zero	 temperature	 many-body	 systems.	 Later	 work	 by	 Mermin	
(Mermin,	1965),	Levy	(Levy,	1979)	and	Lieb	(Lieb,	1983)(Jones	and	Gunnarsson,	






While	 the	Hohenberg-Kohn	 theorem	developed	 in	1964	demonstrates	 that	 the	














same	 as	 that	 of	 a	 system	 of	 interacting	 electrons.	 Crucially,	 the	 Kohn-Sham	
approach	 leads	 to	 a	 Hamiltonian	 that	 preserves	 the	 original	 kinetic	 energy	
operator	𝑇 = 	− VW ∇	but	replaces	the	original	potential	with	an	effective	ficticious	
potential,	 and	 stipulates	 that	 a	 given	 electron	 at	 a	 given	 point	 in	 space	 will	
effectively	interact	with	only	its	nearest	neighbors.	
	

















exchanged	 symmetrically	 or	 unsymmetrically	 (changing	 sign),	 while	 the	
correlation	energy	can	be	thought	of	as	the	energy	associated	with	an	electron’s	




	𝐸 𝑛 = 𝑇 𝑛 −	𝑇' 𝑛 +	𝑈 𝑛 																																																																												[26]		
	
	
Where	𝑇 𝑛 −	𝑇' 𝑛 	is	the	kinectic	energy	difference	between	the	interacting	and	














principle,	 then	we	can	create	an	equation	 for	 the	 single-particle	wavefunctions	𝜙A 𝒓 	which	may	be	used	in	constructing	the	electron	density,	e.g:	
	







elaborated	 here,	 however,	 if	 we	 require	 the	 wavefunctions	 𝜙A 𝒓 	 to	 also	 be	










where	𝜀A	is	an	eigenvalue	of	 the	wavefunction	and	𝑉(𝒓)	 is	 the	exchange	and	
correlation	potential,	as	given	by:	
	

















with	 different	 groups	 producing	 different	 ‘flavours’	 of	 functional,	 the	 eventual	
usefulness	of	which	is	typically	measured	by	agreement	with	experiment,	where	
possible.	The	most	standardized	version	of	this	approximated	functional	is	known	





















gas	 of	 local	 density	𝑛 𝒓 	 	 at	 a	 particular	 point	𝒓.	 Each	 of	 these	 elements	 will	
contribute	an	exchange-correlation	energy	according	to:	
	




exchange	 and	 correlation	 energies.	 This	 equation	 defines	 the	 local	 density	
approximation.		
	
The	 exchange	 energy	 of	 the	 electron	 gas,	𝐸q,	 is	 given	 by	 the	 simple	 analytical	
equation	(given	in	Hartree	units)	below:	
	










































considered	 excellent	 for	 obtaining	 properties	 such	 as	 structure,	 vibrational	
properties,	 and	 elastic	 properties	 for	 a	 great	many	 systems.	 However,	 since	 it	
approximates	the	energy	of	the	actual	density	via	the	energy	of	the	local	density,	
























depends	on	 the	density,	 as	with	 LDA,	but	also	defines	a	 factor	–	known	as	 the	
enhancement	 factor	𝐹 	 -	 that	 takes	 into	 account	 the	 gradient	 of	 the	 density	∇𝑛(𝒓) ,	and	thus	the	non-homogenous	nature	of	the	true	electron	density:	
	
	𝐸  ¨ 𝑛 𝒓 		= 	 𝑛 𝒓 𝜀  𝑛 𝒓 𝐹 𝑛 𝒓 , ∇𝑛(𝒓)	 𝑑𝒓																																																														[36]	
	
		
where	𝐹 	 is	 typically	 defined	 in	 terms	 of	 the	Wigner-Seitz	 radius,	 𝑟¥,	 and	 the	
reduced	density	gradient,	given	as:	













Basis	 sets	 provide	 us	 with	 a	 practical,	 mathematical	 method	 for	 representing	
molecular	 orbitals	 in	 DFT	 calculations.	 We	 can	 represent	 the	 wavefunction	𝜙A 𝒓 	as	a	linear	expansion	of	basis	functions	in	a	unit	cell.	Bloch’s	theorem	states	











density	𝑛(𝒓)	 and,	 by	 extension,	 the	magnitude	of	 the	wavefunction,	 such	 that	𝑛 𝒓 = 𝜙(𝒓) W.	The	possible	wavefunctions	are	all	thus	quasi-periodic:	
	
	𝜙 𝒓 = 𝑒A𝐤∙𝒓𝑢° 𝒓 																																																																																																									 39 		
	
	




													𝜙° 𝒓 + 𝑳 = 𝑒A𝐤∙ 𝒓²𝑳 𝑢° 𝒓 + 𝑳 = 𝑒A𝐤∙𝑳𝜙° 𝒓 																																																							[40]	
	
	
The	periodicity	 of	𝑢° 𝒓 	 allows	us	 to	 express	 it	 as	 a	 three-dimensional	 Fourier	
series:	
		𝑢° 𝒓 = 𝑢°(𝑮)𝑒A𝐆∙𝐫			  																																																																																												[41]	
	
	
where	G	 is	 the	 reciprocal	 space	 lattice	of	 the	simulation	cell,	𝑢°(𝑮)	 represents	
complex	 Fourier	 coefficients	 –	 where	 the	 lowest	 eigenvectors	 decrease	
exponentially	with	the	kinetic	energy	(𝒌 + 𝑮)W/2	-	and	the	sum	is	over	all	vectors	
up	to	a	user-defined	cut-off	energy	(𝒌 + 𝑮)W/2 <	𝐸¶·e		;	i.e.	we	include	only	plane-
waves	with	energies	less	than	this	cut-off	in	order	to	achieve	a	finite	basis	set.	This	
value	 is	 selected	 on	 a	 trial-and-error	 basis,	 balancing	 the	 need	 for	 the	 total	
energies	to	converge,	with	the	need	to	reduce	computational	expense	and	thus	










electron	 in	 our	 calculations.	 However,	 it	 is	 not	 efficient	 to	 do	 so,	 as	 the	



























































correspondingly	 many	 orders	 of	 magnitude	 slower,	 that	 the	 electrons	 can	 be	









derivative	 of	 position	 with	 respect	 to	 time,	 ¼½𝒓𝑨¼e½ .	 For	 atomic	 propagation,	 and	
subsequently,	 to	obtain	each	new	set	of	atomic	trajectories,	 the	velocity	Verlet	
algorithm	(Swope	et	al.,	1982)	is	used	to	integrate	the	equation	of	motion,	and	the	
forces	 are	 recalculated	 after	 allows	 the	 electrons	 in	 the	 system	 to	 reach	 self-
consistently.	
	
For	 the	 simulations	 in	 this	 work,	 the	 canonical	 ensemble	 is	 used	 (where	 the	
number	of	molecules,	the	volume,	and	the	temperature	are	held	constant),	and	


































results.	 We	 begin	 this	 section	 with	 a	 description	 of	 ‘universal’	 processes	 and	











volume	 of	 the	 simulation	 cell	 and	 the	 temperature	 are	 held	 constant)	 with	 a	
periodic	boundary	condition.		We	use	the	generalized	gradient	approximation	of	
the	exchange-correlation	functional,	rather	than	the	LDA	,	primarily	to	avoid	the	
overbinding	 issue	 reported	 in	previous	work	on	silicate	oxides	 (e.g.	Karki	et	al.,	
2001),	among	others	(van	de	Walle	and	Ceder,	1999),	thus	eliminating	the	need	
for	semi-empirical	corrections.	Specifically,	we	use	the	recently	formulated	PBEsol	
functional	 (Perdew	 et	 al.,	 2008),	 selected	 for	 its	 improved	 accuracy	 regarding	
equilibrium	 properties	 for	 condensed	 matter	 (which	 may	 be	 a	 factor	 in	 high	




























then	explore	a	range	of	volumes	from	𝑉q = 1	to	𝑉q = 0.5	at	intervals	of	0.1,	and	
























find	 the	 number	 of	 H2O	molecules	 that	 is	 roughly	 equal	 in	molecular	mass	 to	3011.64 − 2710.48 = 301.16.	For	 the	MgSiO3	+	H2O	system,	we	add	17	water	







The	 initial	MgSiO3	perovskite	 computation	 cell	 is	 constructed	using	an	 intuitive	
software	package	called	Materials	Studio.	The	MgSiO3	unit	cell	is	first	built	using	
experimental	 values	 of	 the	 lattice	 parameters,	 in	 order	 to	 reduce	 the	
computational	 cost	 of	 static	 the	 calculations	 in	 VASP	 required	 for	 finding	 the	



















































Figure 11: Illustration of the Skew-Start method of Refson (2001). Top: Atoms are placed onto a line with a 
minimum separation distance, a. Bottom: The line is folded within the boundaries of the simulation cell with a 
separation distance, d..	
	
Initial	 velocities	are	assigned	via	a	Gaussian	distribution,	 and	applied	 to	a	base	
velocity,	𝑣ÅÆ¥p,	as	per	Allen	and	Tildesley	(1987),	given	by:	
	
















Figure 12: A snapshot from the MgSiO3 + H2O simulations at 3000 K and ~10 GPa. The yellow spheres 
represent Si atoms, the blue spheres are Mg, the red spheres are O and the white spheres are H. Images 




Simulations	 are	 conducted	 in	 the	 canonical	 ensemble,	 wherein	 the	 number	 of	
particles,	the	volume	and	the	temperature	are	held	constant	(NVT).	We	opt	for	a	
GGA	functional	throughout	all	the	primary	work	in	this	thesis,	given	the	nature	of	
the	 research,	 in	 terms	 of	 examining	 various	 static	 and	 dynamic	molecular	 and	
thermodynamic	properties	across	a	wide	range	of	 temperatures	and	pressures.	



































electronic	 iterations	 as	 the	 convergence	 limit;	 that	 is,	 if	 the	 system	 has	 not	
converged	to	the	stopping	criterion	before	200	iterations	have	lapsed,	then	the	
























In	 this	 section,	 we	 discuss	 the	 various	 techniques	 use	 to	 obtain	 the	 results	
reported	in	this	thesis,	beginning	with	the	checks	used	to	ascertain	the	structural	
and	 thermodynamic	 state	 of	 the	 system,	 and	 continuing	 with	 computing	













	 𝑔 𝒓 = 		 1𝑁𝜌 𝛿 𝒓 + 𝒓° − 𝒓At°`AtAÊV 																																																																				[45]	
	
	









and	 predictable	 spacing	 between	 atoms.	 In	 a	 liquid,	 however,	 this	 spacing	 is	
irregular,	and	neighbouring	atoms	are	identified	at	more	approximate	distances.	
Finally,	 in	 a	 gas,	 there	will	 be	 an	 absence	 of	 long	 or	 short	 term	ordering.	One	
important	point	to	consider	is	that	an	amorphous	solid	(such	as	a	glass)	will	have	
an	RDF	that	looks	very	similar	to	that	of	a	liquid,	so	further	steps	must	be	taken	to	









Figure 13: An RDF plot of the solid, liquid and gas states of Argon, 𝑎𝑡	𝑇 = 50	𝐾, 𝑇 = 80	𝐾 and 𝑇 = 300	𝐾, 
respectively. The radii are stated as reduced units of the molecular diameter (𝜎 = 3.822Å). The peaks 
represent favoured separation distances. At distances below that of an atomic diameter, 𝑔 𝒓  goes to zero, due 
to repulsive forces. The height of the peak is thus the probability that the reference atom will have a neighbor 
at that distance. Observing the solid line (blue), the first peak is the nearest neighbor shell, the second is the 
next nearest, and so on. This indicates the presence of both short and long range order. In the liquid plot, we 
can see that, although there is a reduced nearest neighbor peak, indicating the existence of molecular species, 




A	 more	 practical	 way	 to	 consider	 how	 we	 might	 calculate	 the	 RDF	 from	 our	
simulation,	it	is	useful	first	to	conceptualise	the	RDF	as:	
	











Figure 14: A visual illustration of the set-up and core components involved in calculating the radial distribution 









	𝑔 𝑟 = < 𝑁 𝑟 ± ∆𝑟2 >Ω 𝑟 ± ∆𝑟2 	1𝜌																																																																																									[47]	
	
	








Figure 11: A visualisation of the process of RDF calculation (image from Buehler (2011)). 	
	
	
With	 respect	 to	 the	 time	 over	 which	 the	 distances	 are	 averaged,	 we	must	 be	






Following	 an	 8	 ps	 melting	 period	 for	 all	 volumes	 from	 the	 crystalline	 initial	





























by	 Flyvbjerg	 and	 Petersen	 (1989).	 In	 this	 approach,	 the	 entire	 trajectory	 of	𝑁	
statistically	 independent	 snapshots	 is	 broken	 into	𝑀	 separate	 segments	 (or	
‘blocks’)	 of	 initially	 a	 very	 short	 block	 length,	 𝑛,	 for	 example	 𝑛 = 1.	 The	
relationship	is	thus	𝑁 = 𝑀 ∙ 𝑛,	and	the	average	of	the	observed	value	is	calculated	









for	 the	 observable	 value,	 in	 the	 estimate	 of	 the	 mean	 based	 on	 trajectory	
segments	of	block	length	𝑛.	When	block	lengths	are	small	(and	when	the	number	
of	 blocks	 is	 large)	 for	 highly	 correlated	 consecutive	 blocks,	 then	 𝐵𝑆𝐸	
underestimates	the	error,	since	the	expression	is	only	true	when	the	blocks	𝑀	are	















at	 temperature-pressure	 environments	 of	 interest.	 In	 order	 to	 compute	 the	








To	 describe	 this	 process	 mathematically,	 we	 must	 first	 extend	 our	 earlier	




at	 a	 distance	 between	𝒓	and	𝒓	 + 	𝑑𝒓.	When	we	 distinguish	 the	 species	 in	 the	
system,	we	find	the	partial	RDF	via:	
	
	 𝑔ÕÖ 𝒓 = 𝑑𝑛ÕÖ(𝒓)4𝜋𝑟W𝑑𝒓𝜌Õ 																																																																																																		[49]	
	
	
















Finally,	 we	 can	 obtain	 the	 mean	 separation	 𝒓 	over	 the	 first	 coordination	
according	to:	















describe	 the	 thermodynamic	 properties	 of	 our	 system	 in	 a	 given	 temperature-
pressure	environment.	Typically,	it	is	used	in	order	to	enable	correlation	between	
fluid	 system	densities	and	particular	 temperature	and	pressure	 regimes.	 In	 this	





	 𝑃 𝑉 = 3𝐵'2 𝑉'𝑉 Ü/¡ − 𝑉'𝑉 Ý/¡ 1 + 34 𝐵' − 4 𝑉'𝑉 W/¡ − 1 												[52]	
	
	
where	𝐵'	is	 the	 bulk	modulus,	𝑉'	 is	 a	 reference	 volume,	𝑉	 is	 the	 compressed	











A	material’s	 heat	 capacity	 informs	 us	 of	 the	 amount	 of	 energy	 that	 would	 be	
required	to	heat	a	given	mass	of	that	material	to	a	given	temperature;	that	is	to	
say,	 heat	 capacity	 is	 quantitatively	 linked	 to	 enthalpy	 and	 entropy,	 but	 is	 also	
directly	measurable.	Heat	 capacity	 can	 take	 two	 separate	 forms,	depending	on	
whether	 the	 system	 is	being	held	at	 constant	pressure,	or	 at	 constant	 volume.	










energy	 at	 the	 same	 volume,	 over	 different	 temperatures,	 according	 to	 the	
following	relation:	
	







contact	 with	 a	 thermal	 bath	 (in	 this	 case	 the	 Nosé	 thermostat)	 that	 gives	 the	
system	its	temperature.	Thus	the	system	is	no	longer	isolated	and	the	Hamiltonian	
(total	energy)	is	not	conserved,	so	we	should	expect	fluctuations.	Thus,	we	must	
consider	 the	 total	 energy	 in	 thermodynamics	 as	 the	 ensemble	 average	 of	 the	
Hamiltonian	in	statistical	mechanics.	In	other	words:	
	













itself	 has	 three	 contributions:	 the	 internal	 energy,	 primarily	 comprising	 the	
potential	 energy	 among	 atoms	 in	 the	 system;	 the	 kinetic	 energy	 from	 the	
translation-like	 motion	 of	 the	 atoms	 at	 finite	 temperature,	 and;	 the	 thermal	
energy	of	the	electrons.	In	our	simulations,	the	thermal	energy	of	the	electrons	is	
fixed	using	a	specific	tag	(SIGMA	in	VASP),	and	so	fluctuation	is	not	a	property	of	
the	 electronic	 subsystem.	 Thus,	we	 instead	use	 the	 internal	 energy	 from	VASP	





















	𝑆pê = 𝜁 𝑇 − 𝑇pê − 𝑇pêln 𝑇𝑇pê 																																																																																								[58]		
	
where	 𝑇pê 	 is	 the	 temperature	 in	 silicate	 liquids,	 above	 which	 electronic	
contributions	become	significant,	and	is	related	to	the	melting	temperature,	𝑇	is	
the	temperature	of	the	system,	and	𝜁	is	the	thermo-electronic	heat	capacity;	both		𝑇pê 	and	𝜁	must	be	assigned	initial	‘guess’	values.	We	calculate	𝑆pê 	separately	for	
the	 same	 volume	 across	 a	 range	 of	 temperatures,	 and	 fit	 the	 results	 to	 the	
following	expression	to	estimate	𝐶£çèçé:	
	
	𝐶£çèçé 𝑉, 𝑇= 𝜁 𝑉 𝑇 − 𝑇pê 𝑉 																												𝑇 ≥ 𝑇pê0																																																										𝑇 ≤ 𝑇pê	 																																																									[59]	
	
	




independent	 of	 temperature	 or	 internal	 energy,	 and	 is	 thus	 a	 one-parameter	












what	 rate.	 Thus,	we	 can	use	 the	MSD	 to	ascertain	dynamical	 convergence	and	
whether	or	not	our	system	is	a	fluid	state.	It	is	calculated	according	to:	
	












hydrogen	 is	 substantially	 lighter	 than	 any	 other	 component.	 Observing	 the	
respective	 MSD	 plots,	 we	 may	 be	 tempted	 to	 conclude	 that,	 at	 the	 same	





























section	 –	 possible	 future	 work.	 This	 section	 will	 be	 organized	 by	 composition	
(homogenous	 MgSiO3	 and	 MgSiO3	 +	 H2O)	 in	 the	 first	 instance,	 with	 each	








and	mean	Si-O	coordination	number	across	all	volumes	(𝑉 = 𝑉𝑥	𝑡𝑜	𝑉 = £qÝ )	and	
all	 isotherms	 (3000	 K,	 4000	 K,	 6000	 K,	 10,000	 K	 and	 20,000	 K).	 The	 Si-O	
coordination	 environments	 have	 also	 been	 plotted	 for	 the	 3000	 K	 and	 4000	 K	







Figure 16: The RDF of Si-O, Mg-O and O-O pairs in MgSiO3 at 3000K, for the volume  ££ñ = 1.0 (left) and ££ñ = 0.5 (right). Note that all species show nearest neighbour peaks, indicating strong charge ordering. 


















The	method	 for	 calculating	 bond	 lengths	 is	 outlined	 in	 section	 4.3.3.	 Here,	we	




























compared	 with	 the	 large	 volumes	 where	 the	 Si-O	 bond	 actually	 expands	 on	
compression.	 This	may	 be	 related,	 in	 some	 cases,	 to	 vitrified	 states,	 or	 it	may	
simply	be	a	function	of	reduced	degrees	of	freedom	due	to	extreme	pressures.	For	
the	 higher	 temperature,	 higher	 volume	 runs,	 the	 data	 behave	 erratically,	
especially	on	the	20,000	K	isotherm.	Further	investigation	is	required	to	determine	





Figure 12: Mean Si-O bond length (in Å) of MgSiO3 liquid at temperatures ranging 
from 3000 K to 20,000 K and pressures from 2 GPa to 2.9 TPa, where  𝑉q =	38.9	𝑐𝑚¡	𝑚𝑜𝑙\V	, the experimental value for the liquid at the ambient-pressure 
melting point (1830 K), as per Lange and Carmichael, 1987. Note that some of these 
data points may represent systems that have undergone vitrification, particularly as 
volumes decrease. Note also that this work was among the earliest that I completed, 
and I made an assumption that the error bars would be smaller than the size of the 
points, as per work from other researchers in my group. The higher temperature results 









to	 note	 that	 the	 coordination	 number,	 for	 all	 but	 the	 highest	 temperature	






Figure 13: Mean Si-O coordination number of MgSiO3 liquid at temperatures ranging from 3000 K to 20,000 
K and pressures from 2 GPa to 2.9 TPa. The same caveat applies to the results for bond length, e.g. that some 
data points may be vitrified. Note that this work was among the earliest that I completed, and I made an 
assumption that the error bars would be smaller than the size of the points, as per work from other researchers 
in my group. The higher temperature results seem to invalidate this assumption. 
 
Figure 19: Mean Si-O coordination number in MgSiO3 liquid, from Stixrude and Karki (2005). Red, green and 















Figure 14: Si-O coordination environment in MgSiO3 liquid at 3000K (this work). 	
 




















2008).	 The	 EOS	 at	 the	 higher	 temperatures	 and	 pressures	 of	 lower	 mantle	
environments	has	been	probed	by	several	shock	loading	and	multi-anvil	studies	
(e.g.	Rigden	et	al.	1989;	Chen	et	al.,	2002;	Sakamaki	et	al.,	2006),	but	little	exists	in	






Figure 22: The BM-EOS for MgSiO3 liquid, at temperatures ranging from 3000K to 20000K, and at pressures 
ranging from ~2 GPa to ~2.9 TPa. Note that the uncertainties in pressure are smaller than the FPMD symbols. 
Inset: A more close-up view of the higher-volume data points.  
The EOS parameters found at 3000 K are volume V0 of 1.45	𝑥	10¡𝐴¡ per cell, an 





















The	 heat	 capacity	 for	 each	 volume	 has	 been	 calculated	 using	 both	 the	 finite	
differences	 and	 fluctuation	methods	 described	 in	 4.3.5.,	 and	 plotted	 in	 Fig.	 23	
below.		
 
Figure 23: The average heat capacity for each volume, obtained using both the finite differences method 
(FinDiff, black) and the fluctuation formula (FDT, brown). Blue diamonds show values from De Koker & 







during	 which	 6000	 K	 and	 8000	 K	 were	 the	 largest	 temperatures	 examined,	
respectively,	we	calculated	averages	values	for	the	heat	capacity	using	only	3000	
K,	 4000	 K	 and	 6000	 K	 isotherms	 up	 to	 lower	mantle	 pressures	 (V/Vx	 =	 0.5,	 or	
roughly	~125	GPa).		
	
















Figure 24: Mean heat capacities obtained as the average values of the heat capacity between 6000 K and 
10,000 K results, using finite differences (black) and fluctuation methods (brown). Note that these plots (Fig. 
24 and 25) are for illustrative purposes only, and should not be considered as results, hence the lack of error 
bars. 
As we can see, when we use results from the 6000 K and 10,000 K runs, we retain 
good agreement between the heat capacity result obtained via each method. 
However, in Fig. 25 below, we begin to see a divergence.  
 
 
Figure 25: Mean heat capacities obtained as the average values of the heat capacity between 10,000 K and 









fluctuation	 method,	 it	 is	 necessary	 to	 separately	 estimate	 and	 include	 the	
electronic	contribution	to	the	heat	capacity.		This	estimate	may	be	the	source	of	
this	discrepancy.	To	examine	the	possibility,	we	plotted	the	heat	capacity	obtained	




Figure 26: Heat capacity of MgSiO3 liquid obtained from the fluctuation formula, including electronic and 
kinetic contributions to the total. 	
 
Figure 27: Ionic heat capacity of MgSiO3 liquid, obtained from fluctuations in the internal energy, as calculated 
directly from VASP results.  
 
From Fig. 26 and 27, we see that the electronic contribution to the heat capacity 
remains low for the 3000 K, 4000 K and 6000 K results, across volumes. However, 
this is not the case for the 10,000 K and especially for the 20,000 K results, where 




forward with this work, we intend to investigate and clarify the suitability – for the 
higher temperature regimes - of the fitting function we currently use for estimating 






respect	 to	 relating	 thermodynamic	 properties	 to	 lattice	 vibrational	 spectra.	
However,	 the	concept	has	 since	been	extended	 to	understanding	 the	structure	
and	 properties	 of	 liquids,	 include	 silicate	 melts	 (Arp	 et	 al.,	 1984).	 It	 has	 been	
consistently	 found	 that	 𝛾	 decreases	 upon	 compression	 in	 crystalline	 solids,	
including	mantle	materials	(Stixrude	&	Lithgow-Bertelloni,	2005),	yet,	according	to	
both	theory	and	experiment,	the	opposite	appears	to	be	true	for	silicate	liquids	







the	work	 of	 previous	 authors	where	 conditions	 overlap.	We	 also	 see	 that	 this	
increase	in	the	Grüneisen	parameter	on	compression	appears	to	reach	a	maximum	
of	between	~1.0	and	~1.15,	before	again	decreasing	with	pressure.	The	source	of	





Figure 28: Grüneisen parameter of MgSiO3 liquid, averaged across pressures ranging from ~2 GPa to ~2.9 
TPa, and across temperatures of between 3000 K and 20,000 K. The red circles are from the current work, and 





























Here,	 we	 investigate	 the	 transport	 properties	 of	 silicate	 liquids,	 and	 of	 their	




RDF).	 We	 first	 demonstrate	 the	 MSD	 results	 for	 each	 volume	 across	 each	






The	method	 for	calculating	MSD	results	 is	outlined	 in	section	4.3.6.	Results	are	
given	for	each	temperature	in	Fig.	29	below.	We	can	begin	to	diagnose	the	state	














Figure 29: Mean Squared Displacements for atoms in MgSiO3 liquid at temperatures ranging from 3000 K to 
20,000 K. In each case, the line with the steepest gradient represents V/Vx = 1.0, while the line with the 





Self-diffusion	 is	 a	measure	of	 the	 amount	of	 spontaneous	molecular	 or	 atomic	












(~1.5	 x	 10-10	 m)	 in	 any	 direction,	 the	 system	 may	 reasonably	 be	 considered	
vitrified.		Also	note	that	we	have	selected	a	log-log	plot,	as	opposed	to	the	more	
common	 log-linear,	 to	 display	 this	 data.	While	 the	 latter	may	 be	 adequate	 for	
pressure	regimes	that	span	less	widely	than	in	the	current	study	(see	Fig.	9	and	
10),	 we	 find	 the	 log-log	 plot	 more	 helpful	 in	 visualizing	 system	 transport	
behaviours	 in	 the	current	work.	Fig.	30	shows	each	plot	style	side-by-side	 for	a	




Figure 30: The mean diffusivity in MgSiO3 melt simulations, visualized on a log-linear plot (left) and a log-log 














hydrogen	 continues	 to	 diffuse	 aggressively	 long	 after	 the	 other	 system	
components	have	stopped.	This	can	skew	the	overall	diffusivity	rates,	and,	at	first	
glance,	 lead	 the	 observer	 to	 conclude	 that	 the	 hydrated	 system	 is	 significantly	
more	diffusive.	As	we	shall	see	in	a	later	set	of	results,	this	is	not	the	case.		Fig.	31	













Figure 31: Diffusivity of Mg, Si and O in MgSiO3 liquid, at temperatures ranging between 3000 K and 20,000 









Figure 32: Diffusivity of Mg, Si and O in MgSiO3 liquid, at temperatures ranging between 3000 K and 20,000 
K and pressures ranging from 2 GPa to ~2.9 TPa, organized by species. The blue dots are at 3000 K, green 
4000 K, red 6000 K, brown 10,000 K, black 20,000 K. Note that a formatting error removed the final ‘0’ on 













































Figure 33: The BM-EOS for hydrous MgSiO3 liquid, at temperatures ranging from 3000 K to 20000 K, and at 














Figure 34: Mean Squared Displacements for atoms in hydrated MgSiO3 liquid at temperatures ranging from 
3000 K to 20,000 K. In each case, the line with the steepest gradient represents V/Vx = 1.0, while the line with 
the shallowest gradient represents V/Vx = 0.2.  The blue lines are at 3000 K, green 4000 K, red 6000 K, brown 
10,000 K, black 20,000 K. 
	
Note	that,	as	discussed	earlier,	the	MSD’s	are	calculated	as	an	average	across	all	



























Figure 35: A log-log plot of the self-diffusion coefficient averaged across all atoms in the hydrated MgSiO3 
system, and across all temperatures. The area underneath the red line may be semi or fully vitrified, with a 
diffusion rate that averages roughly a typical Si-O bond length, or less.    	
	












Figure 36: Diffusivity of Mg, Si, O and H in hydrated MgSiO3 liquid, at temperatures ranging between 3000 K 













Figure 37: Diffusivity of Mg, Si, and O in hydrated MgSiO3 liquid, at temperatures ranging between 3000 K 
and 20,000 K and pressures ranging from 2 GPa to ~2.9 TPa, organised by species. Please note that a small 
formatting error has obscured the x-axis of the top plots – the range should be read as 10,000 GPa at its 
uppermost boundary. 	
 
Figure 38: Diffusivity of hydrogen in hydrated MgSiO3 liquid, shown in both log-log (left) and log-linear (right) 
format. Please note that a formatting error has obscured the x-axis of the top plot – the range should be read 
as 10,000 GPa at its uppermost boundary. The blue dots are at 3000 K, green 4000 K, red 6000 K, brown 
































that	 the	 heat	 capacity	 decreases	 on	 compression.	 The	 heat	 capacity	 always	
exceeds	 the	Dulong-Petit	 value	 characteristic	 of	 high	 temperature	 crystals,	 but	
closely	approaches	this	value	at	the	highest	compressions.		The	large	heat	capacity	










the	 adiabatic	 temperature	 gradient	 in	 Earth’s	magma	ocean,	 and	 the	 resultant	
initial	 crystallization	 from	 the	mid-mantle	 and	 development	 of	 a	 basal	magma	





















described	 the	 trends	 in	 the	 data.	 My	 initial	 finding	 that	 an	 Arrhenius	 fit	 is	
inappropriate	over	the	pressure	range	explored	in	this	work,	does	not	necessarily	
demonstrate	 the	 limitations	 of	 the	 Arrhenius	 form	 for	 describing	 diffusivity	 in	
ultra-high	pressure	 regimes,	but	 instead	 illustrates	 the	pressure-dependence	of	
the	activation	energy	is	not	linear	at	the	conditions	explored	herein.	The	activation	
energy	 for	 a	 diffusing	 atom	 describes	 the	 difference	 between	 its	 energy	 at	 a	
starting	 position,	 and	 the	 energy	 barrier	 preventing	 further	 diffusion,	 both	 of	
which	depend	on	quantum	mechanical	interactions	with	neighbouring	atoms.	We	
must	therefore	not	expect	the	activation	energy	to	be	linear	over	pressure	ranges	






the	 current	work,	 there	 are	 a	 number	 of	 key	 issues	 that	 should	 be	 addressed	
before	 any	 subsequent	 work	 is	 undertaken.	 One	 such	 issue	 involves	 how	 we	
identify	vitrification	in	the	system,	and	how	that	might	affect	the	treatment	of	the	
data,	and	interpretation	of	the	results.	In	this	work,	my	method	for	ascertaining	




the	MSD	 gradient	 was	 very	 low,	 if	 atoms	 were	moving,	 on	 average,	 less	 than	
roughly	an	atom’s-length	across	the	equilibrated	portion	of	the	simulation,	and	if	






used	 to	 inform	 the	 treatment	 of	 my	 data	 in	 performing	 calculations,	 or	 in	
interpreting	 my	 results.	 For	 instance,	 in	 calculating	 my	 heat	 capacities,	 I	 take	


















system	is	solid	or	 liquid.	As	discussed	previously,	 the	 limitations	of	this	method	
(taking	the	average	MSD	of	all	atoms	in	the	system)	becomes	apparent	when	the	
mass	disparity	between	atoms	in	the	system	is	relatively	large,	as	is	the	case	in	the	
simulations	 that	 include	 hydrogen.	 As	 such,	 these	 averaged	 MSD	 results	 are	
arguably	meaningless,	outside	of	being	a	simple	diagnostic	tool,	and	a	more	useful	
set	of	results	to	include	in	this	written	work,	would	have	been	the	MSD’s	for	each	




Finally,	 it	 is	 always	 desirable	 to	 ensure	 that	 the	 results	 generated	 through	 the	
course	of	a	given	investigation,	are	applied	to	understanding	the	original	questions	
and	context	of	the	research.	In	this	case,	the	original	goal	of	my	research	was	to	
use	 FPMD	 simulations	 to	 greater	 understand	 the	 nature	 of	 silicate	 liquids	 at	
temperature-pressure	 conditions	 relevant	 to	 giant	 impacts	 and	 super-Earth	
interiors.	Regarding	the	 latter,	 it	would	have	been	highly	 instructive	to	plot	our	
various	results	atop	relevant	geotherms,	and	thus	to	eliminate	data	points	that	do	
not	 further	 our	 understanding	 of	 the	 central	 questions	 of	 the	 research.	 For	










not	be	 sufficient	 for	 the	conditions	explored	 in	 this	work,	which	may	 require	a	






Given	 that	 we	 have	 already	 found	 good	 agreement	 between	 our	 MgSiO3	














water	 across	 mantle	 conditions	 hold	 for	 the	 pressure-temperature	 regime	 of	












the	 near-surface	 reservoirs	 combined	 (Shcheka	 et	 al.,	 2006).	 With	 careful	
processing,	 the	 data	 should	 provide	 some	 insight	 into	 the	 structural,	




all	 materials	 studied,	 including	 MgSiO3,	 and	 hydrated	 MgSiO3,	 across	 a	 wide	
temperature	and	pressure	regime.	Indeed,	throughout	the	course	of	this	work,	I	
have	identified	some	of	the	limitations	of	previously-used	analytical	methods	in	
addressing	 these	 extremes	 of	 temperature	 and	 pressure,	 and,	 in	 doing	 so,	my	
hope	is	that	I	will	have	helped	guide	future	research	in	the	field,	and	aided	in	the	
generation	of	more	reliable	results.	The	results	given	here,	and	that	of	any	future	
related	 work,	 may	 have	 important	 implications	 for	 our	 understanding	 of	 the	
behavior	of	silicate	liquids	in	super-Earth	magma	oceans,	and	as	the	result	of	high	
velocity	 impacts.	 The	work	being	produced	via	 FPMD	simulations	will	motivate	
experimental	 studies	 of	 the	 structure	 and	 physical	 properties	 of	 amorphous	







We	 use	 first-principles	 molecular	 dynamics	 to	 examine	 the	 structural,	
thermodynamic	 and	 transport	 properties	 of	 silicate	 liquids	 in	 the	 extreme	
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