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Computing the Homology of Hypergraphs
Shiquan Ren, Chengyuan Wu, Stephane Bressan, Jie Wu
Abstract
Hypergraph is a topological model for networks. In order to study
the topology of hypergraphs, the homology of the associated simplicial
complexes and the embedded homology have been invented. In this pa-
per, we give some algorithms to compute the homology of the associated
simplicial complexes and the embedded homology of hypergraphs as well
as some heuristics for efficient computations.
1 Introduction
Hypergraph is a generalization of graph from dimension two to general dimensions (cf. [3]).
In a hypergraph, a hyperedge can join any number of vertices, while in a graph each edge
joins two vertices. The topology of a hypergraph is the arrangement of the elements (called
vertices and hyperedges), regardless of the lengths, areas, precise locations and physical
designs. So far, a lot of applications of hypergraphs have been found in data science, for
example, the coauthorship network, the recommendation system, the online social network,
etc.
Mathematically, hypergraphs can be regarded as incomplete simplicial complexes with
missing faces. One efficient tool to study the topology of simplicial complexes is homology.
Hence people want to study the topology of hypergraphs in a similar way with simplicial
complexes, by detecting the homology as well. However, the homology theory of simplicial
complexes cannot be applied to hypergraphs directly.
In 1991, A.D. Parks and S.L. Lipscomb [13] defined the associated simplicial complexes
of hypergraphs and studied the topology of hypergraphs by investigating the homology of
the associated simplicial complexes. In 2016, S. Bressan, J. Li, S. Ren and J. Wu [4] gave
the definition of the embedded homology of hypergraphs, which is a generalization of the
simplicial homology of simplicial complexes. With the help of the work in [4] and [13], we
are able to use homology theory as a tool to study the topology of hypergraphs.
Suppose we have some datas which can be imposed with hypergraph structures. When
the size of the data is big, the computation of the homology of the associated simplicial
complexes in [13] as well as the embedded homology in [4] will become complicated. In this
case, it is essential to find efficient algorithms and heuristics to compute the homology of
the associated simplicial complexes as well as the embedded homology of hypergraphs on
computers.
In this paper, we compare the homology of the associated simplicial complexes and the
embedded homology of hypergraphs. We give some algorithms to compute the homology
of the associated simplicial complexes as well as the embedded homology of hypergraphs.
We also give some heuristics to improve the efficiency of computations. This paper is the
algorithm-realization of [4] and [13].
The main body of this paper is from Section 4 to Section 8. In Section 4, we compare
the homology of the associated simplicial complexes and the embedded homology of hyper-
graphs and illustrate their difference. In Section 5, we give some algorithms to compute
the embedded homology of hypergraphs as well as some heuristics to improve the efficiency
for the computations. In Section 6, we give some algorithms and heuristics to compute the
homology of associated simplicial complexes of hypergraphs. In Section 7, we estimate the
torsions of the homology of associated simplicial complexes as well as the embedded ho-
mology of hypergraphs. We give some upper bounds for the torsions. Finally, in Section 8,
we give some experimental results and show the efficiency of our computational heuristics.
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2 Related works
Given a data set of point cloud, the underlying topology can be approximated by various
methods. When the point cloud is in a metric space, G. Carlsson [5] and R. Ghrist [7]
used simplicial complexes to approximate the underlying topology of the point cloud. And
when the point cloud has binary relations, K. Demarsina, D. Vanderstraetenb, T. Volodinea
and D. Roose [6] have used graphs to visualize the point cloud and studied the underlying
topology of the point cloud by investigating the corresponding graphs. Moreover, when
the point cloud has multinary relations, hypergraph has been constructed as a model to
visualize the point cloud (cf. [11, 14, 16, 17, 19]). The coauthorship network, the recom-
mendation system and the online social network are typical representatives of such point
clouds.
The coauthorship network is the collection of all the authors of the publications in
a research area together with all the coauthorship relations among the authors. If we
use vertices to represent authors and assign a hyperedge whenever the authors have joint
publications, we get a hypergraph. In 2009, Y. Han, B. Zhou, J. Pei and Y. Jia [8] used
hypergraphs to characterize the coauthorship network. They studied the supportiveness
measure on the hypergraph and give a supportiveness-based author ranking scheme. And
in 2015, S. Roy and B. Ravindran [14] used hypergraphs to study network centrality.
The recommendation system is designed to recommend news, songs or goods to users,
and ask the users to vote for the recommendations. By regarding the news, songs or goods
as vertices and regarding the users as hyperedges, we can build up a database of user’s
preference, in the model of hypergraphs. In 2011, S. Tan, J. Bu, C. Chen, B. Xu, C. Wang
and X. He [16] proposed a music recommendation algorithm based on the hypergraph
model. In 2012, L. Lü, M. Medo, C.H. Yeung, Y. Zhang, Z. Zhang and T. Zhou [12]
compared and evaluated various algorithms in recommendation systems. They discussed
the recommendation systems based on bipartite networks. And in 2013, L. Li and T. Li
[11] proposed a news personalization framework and used hypergraphs to formulate news
recommendation algorithms.
The online social network is the collection of all internet users together with all the
connections and relations among them. If we use vertices to represent the internet users
and assign a hyperedge whenever the users are in an online-group, we get a hypergraph.
In 2013, based on the hypergraph model, D. Li, Z. Xu, S. Li, X. Sun [10] proposed a
link prediction method, and used this method to analyze the database of the Sina Weibo
users. And Y. Wang and B. Zheng [17] designed a hypergraph-based method to support
efficient approximated CANN search, which is a query to search over social networks based
on the network structure and the context information. And in 2016, W. Yang, G. Wang,
M. Bhuiyan and K.R. Choo [19] studied the hypergraph partitioning problem, which has
potential applications in queries of online social networks.
This paper has prospective applications in persistent homology and dynamical analysis
of network-evolutions. Persistent homology is found useful in analyzing the evolution of
networks with simplicial complex structures (cf. [20]). By investigating the persistence of
the homology groups of the associated simplicial complexes and the embedded homology
groups of hypergraphs, we will get a tool to analyze the evolutions of networks with hyper-
graph structures, such as the coauthorship network, the recommendation system, and the
online social network listed above.
3 Preliminaries
In this section, we review some backgrounds and give some definitions in topology and
combinatorics.
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3.1 Power sets
Let V be a finite set equipped with a total order ≺. The power set of V is defined to be
the collection of all the non-empty subsets of V , and is denoted as ∆[V ]. For any element
{v0, · · · , vn} of ∆[V ], we assume v0 ≺ · · · ≺ vn without extra claim.
3.2 Simplicial complexes
In this subsection, we review the definitions of simplicial complexes and the homology
groups of simplicial complexes.
Definition 1. [9, p. 107]. An (abstract) simplicial complex is a pair (VK ,K) where
VK is a set and K is a subset of ∆[VK ] satisfying the following conditions:
(a). for any v ∈ VK , the single-point set {v} is an element of K;
(b). for any σ ∈ K and any non-empty subset τ ⊆ σ, τ is an element of K.
The elements of VK are called vertices, and the elements of K are called simplices. A
simplex consisting of n + 1 elements in V , n ≥ 0, is called an n-simplex. For any n ≥ 0,
the collection of all n-simplices in K are denoted as Kn. The dimension of a simplicial
complex K is the largest integer n such that Kn is non-empty. For any n ≥ 1, a face of
an n-simplex is an (n− 1)-simplex obtained by removing one vertex in the n-simplex.
Throughout this paper, we assume that every vertex of VK emerges in certain simplex
of K. Hence we simply denote the simplicial complex (VK ,K) as K.
Example 3.1. [9, pp. 103 - 105] A standard n-simplex is denoted as
∆n = {v0, · · · , vn}.
The faces of the standard n-simplex ∆n are denoted as
∆n−1i = {v0, · · · , vˆi, · · · , vn}, 0 ≤ i ≤ n.
We have the face maps di sending ∆
n to ∆n−1i , for 0 ≤ i ≤ n. And we have the boundary
maps
∂n : Z(∆
n) −→ Z(∆n−10 , · · · ,∆n−1n )
given by ∂n =
∑n
i=0(−1)idi, which extends linearly over Z. The power set of ∆n is denoted
as ∆[n], called the standard simplicial complex spanned by n + 1 vertices. The notation
Z(−) denotes the free Z-module with generating set −.
Definition 2. [9, p. 106] Given a simplicial complex K and a non-negative integer n, we
define the n-th boundary map ∂n : Z(Kn) −→ Z(Kn−1) by letting it act on each simplex
in Kn as given in Example 3.1, then extending the action linearly over Z. It can be verified
that ∂n ◦ ∂n+1 = 0. The n-th homology group is defined as
Hn(K) = Ker∂n/Im∂n+1.
3.3 Hypergraphs
In this subsection, we review the definitions of hypergraphs, embedded homology groups
of hypergraphs and give the definition of path-connected components of hypergraphs.
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Definition 3. [4]. A hypergraph is a pair (VH,H) where VH is a finite and totally ordered
set and H is a subset of ∆[VH]. An element of VH is called a vertex and an element of H
is called a hyperedge. For any n ≥ 0, we call a hyperedge consisting of n+ 1 vertices an
n-hyperedge, and we denote Hn as the collection of all the n-hyperedges of H. We call
n the dimension of the hyperedges in Hn. We define the dimension of H as the largest
integer n such that Hn is non-empty.
Throughout this paper, we assume that every vertex of VH emerges in certain hyperedge
of H. Hence we simply denote the simplicial complex (VH,H) as H.
Definition 4. [13]. Let H be a hypergraph. The associated simplicial complex of H,
denoted as KH, is the smallest simplicial complex that H can be embedded in.
Definition 5. [4] Let H be a hypergraph. Let ∂n, n = 1, 2, · · · , be the boundary maps of
KH. Then the n-th embedded homology group of H is
Hn(H) = Ker(∂n|Z(Hn))/(Z(Hn) ∩ ∂n+1(Z(Hn+1))) (3.1)
where Z(−) denotes the free Z-module generated by the set −.
Remark 1: Simplicial complexes is a particular family of hypergraphs. In fact, Given
a hypergraph H, if for any σ ∈ H and any non-empty subset τ ⊆ σ, we have τ ∈ H,
then H is a simplicial complex. In this case, the associated simplicial complex of H
is itself, and the embedded homology of H given in Definition 5 is the same as the
homology of H given in Definition 1.
By [4, Proposition 3.3], the boundary maps in (3.1) can be chosen as the boundary
maps of any simplicial complex K that H can be embedded in. The embedded homology
of H does not depend on the choice of such simplicial complexes. For each n ≥ 0, we let
H(n) = Hn ∪Hn+1. (3.2)
Then with the help of Definition 5, we have
Hn(H) ∼= Hn(H(n)) (3.3)
∼= Ker(∂n|Z(Hn))/(Z(Hn) ∩ Im(∂n+1)) (3.4)
where the boundary maps of (3.4) is chosen to be the boundary maps of the simplicial
complex KH(n).
Definition 6. Let H be a hypergraph. A path γ in H is a sequence of hyperedges
σ0, σ1, · · · , σm such that for each 1 ≤ i ≤ m, σi−1 ∩ σi is a non-empty set. In this
case, we say that σ0 and σm are connected by γ.
Definition 7. Given a hypergraph H and a hyperedge σ ∈ H, the path-connected compo-
nent containing σ is the hypergraph
Component(H, σ) = {σ′ ∈ H | σ and σ′ can be connected by certain paths in H}.
For any hypergraph H, there is a unique way to decompose H into a disjoint union of
path-connected components, called the path-connected component decomposition of H.
4 Comparisons between the homology of the associated
simplicial complexes and the embedded homology
In this section, we compare the difference between the homology of the associated simpli-
cial complexes and the embedded homology. We introduce the notions of global properties
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and local properties of hypergraphs. We prove that the homology of the associated sim-
plicial complexes of hypergraphs is a global property of hypergraphs, while the embedded
homology is a local property of hypergraphs. Moreover, we give examples to show that
hypergraphs whose homology of the associated simplicial complexes are same may have
different embedded homology, and vice versa.
A property of hypergraphs is called local if the property depends only on the hyperedges
in a number d of dimensions, where d is fixed and does not depend on the dimensions of
the hypergraphs.
Theorem 4.1. For any n ≥ 0, the n-th embedded homology is a local property of hyper-
graphs.
Proof. Let n ≥ 0. It follows from (3.3) that the n-th embedded homology of a hypergraphH
only depends on the n-dimensional and the (n+1)-dimensional hyperedges of H, regardless
of the dimension of H. The assertion follows.
A property of hypergraphs is called global if the property depends on the hyperedges in
a number d of dimensions, where d depends on the dimensions N of the hypergraphs and
as N goes to infinity, d ∼ N .
Theorem 4.2. For any n ≥ 0, the n-th homology of the associated simplicial complexes is
a global property of hypergraphs.
Theorem 1 is a direct consequence of the following proposition.
Proposition 4.3. Let n ≥ 0. Then for any N ≥ n and any hypergraph H of dimension
N , Hn(KH) depends and only depends on Hn,Hn+1, · · · ,HN .
Proof. Let n ≥ 0, N ≥ n and H be an arbitrary hypergraph of dimension N . We divide
the proof of Proposition 4.3 into two steps.
Step 1. The group Hn(KH) does not depend on H0,H1, · · · ,Hn−1.
Proof of Step 1. Let ∂∗ be the boundary maps of KH. Since Hn(KH) = Ker∂n/Im∂n+1,
and both ∂n and ∂n+1 do not depend on H0,H1, · · · ,Hn−1, the assertion follows.
Step 2. For any n ≤ m ≤ N , the group Hn(KH) depends on Hm.
Proof of Step 2. In order to prove the assertion, we only need to construct a hypergraph
H′ such that
(i). H′ is obtained from H by adding some m-hyperedges;
(ii). Hn(KH) and Hn(KH′) are not isomorphic.
We construct H′ as follows. We consider the simplicial complex ∆[n+1] and denote all
its n-simplices as σ0, σ1, · · · , σn+1. We assign the m-hyperedges τ0, τ1, · · · , τn+1 such that
for any 0 ≤ i, j ≤ n+ 1, i 6= j,
(a). σi is a subset of τi;
(b). σj is not a subset of τi;
(c). τi ∩ τj = σi ∩ σj .
The constructions of σi’s and τi’s in the case m = 2 and n = 1 is illustrated in Figure 1.
By collapsing each τi to σi, we have the homotopy equivalence
K⋃n+1
i=0 τi
≃ K⋃n+1
i=0 σi
. (4.1)
Let
⊔
stand for the disjoint union and let
H′ = H
⊔
(
n+1⋃
i=0
τi). (4.2)
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τ0 τ1
τ2
σ0 σ1
σ2
Figure 1: Proof of Step 2 of Proposition 4.3, m = 2 and n = 1.
Then H′ satisfies (i). Moreover, it follows from (4.2) that
KH′ = KH
⊔
K⋃n+1
i=0 τi
. (4.3)
Furthermore, since
K⋃n+1
i=0 σi
≃ Sn,
we have
Hn(K⋃n+1
i=0 σi
) = Z. (4.4)
It follows from (4.1), (4.3) and (4.4) that
Hn(KH′) ∼= Hn(KH)⊕ Z.
Thus H′ satisfies (ii). The assertion follows.
Proposition 4.3 follows immediately from Step 1 and Step 2.
Hypergraphs whose associated simplicial complexes are same may have different em-
bedded homology groups. Some examples are as follows.
Example 4.4. We consider the hypergraphs
H1 = {{v0}, {v1}, {v2}, {v0, v1, v2}},
H2 = {{v0}, {v1}, {v2}, {v0, v1}, {v0, v1, v2}},
H3 = {{v0}, {v1}, {v2}, {v0, v1}, {v0, v2}, {v0, v1, v2}},
H4 = {{v0}, {v1}, {v2}, {v0, v1}, {v0, v2}, {v1, v2}, {v0, v1, v2}}.
The associated simplicial complexes are as follows.
KH1 = KH2 = KH3 = KH4 = H4. (4.5)
The embedded homology of Hi, i = 1, 2, 3, 4, follow from a straightforward computation with
the help of (3.1).
H0(H1) = Z⊕3,
H0(H2) = Z⊕2,
H0(H3) = Z,
H0(H4) = Z
and Hj(Hi) = 0 for any j ≥ 1 and i = 1, 2, 3, 4.
Even though two hypergraphs have isomorphic embedded homology, their associated
simplicial complexes may still have different homology. The following are some examples.
Example 4.5. (i). Let H5 = {{v0, v1, v3}, {v1, v2, v4}, {v3, v4, v5}}. Then the embedded
homology is Hj(H5) = 0 for all j ≥ 0 and H1(KH5) = Z.
(ii). Let H6 = {{v0, v1, v3}, {v1, v2, v4}, {v1, v3, v4}, {v3, v4, v5}}. Then the embedded
homology is Hj(H6) = 0 for all j ≥ 0 and H1(KH6) = 0.
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v0 v1
H1:
v2
v0 v1
H2:
v2
v0 v1
H3:
v2
v0 v1
H4:
v2
Figure 2: The hypergraphs H1, H2, H3, H4 in Example 4.4, where the shaded triangle
denotes the hyperedge {v0, v1, v2}.
v0 v1 v2
v3 v4
v5
H5:
v0 v1 v2
v3 v4
v5
KH5 :
v0 v1 v2
v3 v4
v5
H6:
v0 v1 v2
v3 v4
v5
KH6 :
Figure 3: The hypergraphsH5, H6 in Example 4.5 and their associated simplicial complexes
KH5 , KH6 .
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5 Algorithms and heuristics for the embedded homology
of hypergraphs
In this section, we give some algorithms to compute the embedded homology of hypergraphs
and develop some heuristics to improve the efficiency of the computations.
5.1 An algorithm for the embedded homology of dimension zero
In this subsection, our aim is to give an algorithm to compute the embedded homology of
dimension zero of hypergraphs.
Firstly, we give an algorithm to compute the path-connected decomposition of hyper-
graphs.
Algorithm 1
Input: a hypergraph H.
Choose σ1 ∈ H (we may choose the first hyperedge in H). Assign σ1 to H(σ1), the path-
connected component containing σ1.
while (∃ hyperedge not assigned to path component yet)
for i = 1 to |H|,
for σ′ ∈ H,
if σ′ ∩ σ′′ is non-empty for some σ′′ ∈ H(σ′′),
then σ′ is assigned to H(σ′′).
end if.
end for.
end for.
for σ′ ∈ H,
if σ′ is not assigned to any path component yet,
then σ′ is assigned to a new path component H(σ′).
break.
end if.
end for.
end while.
Output: a positive integer m and a sequence of hypergraphs H(σ1), · · · ,H(σm).
Secondly, we generalize [4, Proposition 3.5] in the next proposition and compute the
embedded homology of dimension zero of a hypergraph, removing the requirement in [4,
Proposition 3.5] that all the vertices of the hypergraph are hyperedges.
Proposition 5.1. Let H be a hypergraph such that H(0) consists of k path-connected
components. Then
H0(H) ∼= Z⊕k.
In order to prove Proposition 5.1, we first prove the following lemma.
Lemma 5.2. Suppose that H(0) is path-connected. Then H0(H) ∼= Z.
Proof. We suppose that H(0) is path-connected and define a homomorphism ǫ : Z(H0) −→
Z sending
∑
i nivi to
∑
i ni. Clearly, ǫ is an epimorphism. Hence in order to prove
Lemma 5.2, we only need to prove
Kerǫ = Z(H0) ∩ ∂1(Z(H1)). (5.1)
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Let
∑
j mjuj ∈ Z(H0) ∩ ∂1(Z(H1)). Then each uj is in H0 and there exists
∑
l tlσl ∈
Z(H1) such that
∂1(
∑
l
tlσl) =
∑
j
mjuj . (5.2)
For each σl, ∂1σl = 0. Thus ǫ∂1σl = 0. By the linear property of ǫ and (5.2), we have∑
j mj = 0. Thus
∑
j mjuj ∈ Kerǫ. Therefore,
Z(H0) ∩ ∂1(Z(H1)) ⊆ Kerǫ. (5.3)
Conversely, let
∑
j mjuj ∈ Kerǫ. Then by the definition of ǫ, each uj is in H0, and∑
j mj = 0. Since H(0) is assumed path-connected, any pair ui and uj can be connected
by a path γ consisting of hyperedges in H(0). Let σ1, · · · , σr be the collection of all the
1-hyperedges of γ. Then ∂1(
∑r
s=1 σs) = ui − uj . Therefore, ui − uj ∈ ∂1(Z(H1)). Since∑
j mj = 0, by decomposing
∑
j mjuj into a sum of (ui − uj)’s, we have
∑
j mjuj ∈
Z(H0) ∩ ∂1(Z(H1)). Therefore,
Kerǫ ⊆ Z(H0) ∩ ∂1(Z(H1)). (5.4)
(5.1) follows from (5.3) and (5.4) and Lemma 5.2 is proved.
Proof of Proposition 5.1. Suppose H(0) has k path-connected components, k ≥ 2. By the
long exact sequence of the embedded homology (cf. [4, Theorem 3.10]) and Lemma 5.2, we
have H0(H(0)) ∼= Zk. With the help of (3.3), we obtain Proposition 5.1.
Finally, an algorithm for the embedded homology of dimension zero of hypergraphs
follows.
Algorithm 2
Input: a hypergraph H.
Compute H(0).
By applying Algorithm 1, count how many path-connected components H(0) has, and give
this number as k.
Output: H0(H) = Z⊕k.
The complexity of Algorithm 2, with respect to the number of vertices N of the hy-
pergraphs, is no more than O(N3). Since the embedded homology of dimension zero is
straightforward to compute, we only consider the embedded homology of positive dimen-
sions in the remaining part of this section.
5.2 A naive algorithm for the embedded homology of positive di-
mensions
In this subsection, we give a naive algorithm to compute the embedded homology of hy-
pergraphs and discuss its computational complexity.
A naive algorithm computing the embedded homology of hypergraphs follows immedi-
ately from (3.1).
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Algorithm 3
Input: a hypergraph H and a positive integer n.
Let m be the dimension of H.
If n > m, then Hn(H) = 0.
If 1 ≤ n ≤ m, then
Compute the associated simplicial complex KH.
Compute the boundary maps ∂n and ∂n+1 of KH.
Compute ∂n|Z(Hn), the restriction of ∂n to Z(Hn).
Compute Ker(∂n|Z(Hn)).
Compute ∂n+1(Z(Hn+1)), the image of Z(Hn+1) under the map ∂n+1.
Compute the intersecting Z-module Z(Hn)∩ ∂n+1(Z(Hn+1)), which is a sub-Z-module
of Ker(∂n|Z(Hn)).
Hn(H) is the quotient Z-module Ker(∂n|Z(Hn))/(Z(Hn) ∩ ∂n+1(Z(Hn+1))).
Present Hn(H) in the form Z⊕t ⊕ (⊕p prime(Zp)⊕tp), by the Fundamental Theorem of
abelian groups.
Output: a finite sequence of integers t, tp, p primes.
Algorithm 3 has some shortages from a computational point of view. By applying
Algorithm 3, the complexity of the computation grows quickly as the number of vertices
of the hypergraph increases. In fact, in order to compute the embedded homology of a
hypergraph with N vertices, we need to compute the kernel and the image of a ρ(N)×ρ(N)
matrix, where ρ(N) is the number of hyperedges and ρ(N) ∼ 2N . Moreover, when we use
the Gauss elimination algorithm to compute the kernel and the image of a ρ(N) × ρ(N)
matrix, the complexity is O((ρ(N))3) ∼ O(23N ).
The computational complexity in Algorithm 3 is not necessary in many scenarios. For
example, we let the hypergraph be the standard n-simplex given in Example 3.1, for a
large n. Since the n-simplex is contractible, the embedded homology is trivial. The whole
complicated computation is redundant.
In order to make the computation more efficient, we need to find some heuristics. In
the remaining part of this section, we give some algorithms and heuristics to improve the
efficiency of the computation for the embedded homology of hypergraphs.
5.3 Heuristics to compute the embedded homology: the path-
connected component decompositions
In this subsection, by decomposing a hypergraph into path-connected components, we give
a heuristic to improve the efficiency for the computation of the embedded homology of
hypergraphs.
For a hypergraph H and for each n ≥ 1, suppose that H(n) has the path-connected
component decomposition
H(n) =
m⊔
k=1
H(n, k).
By the long exact sequence of the embedded homology (cf. [4, Theorem 3.10]),
Hn(H(n)) =
m⊕
k=1
Hn(H(n, k)).
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With the help of (3.3), we obtain
Hn(H) =
m⊕
k=1
Hn(H(n, k)).
Algorithm 4
Input: a hypergraph H and a positive integer n.
for σ ∈ H,
if dimσ = n or n+ 1,
then σ ∈ H(n).
else if dimσ < n or dimσ > n+ 1,
then σ /∈ H(n).
end if.
end for.
Apply Algorithm 1 for H(n) to give its path-connected components H(n, k), k =
1, 2, · · · ,m.
Output: a positive integer m and a sequence of hypergraphs H(n, k), k = 1, 2, · · · ,m.
The next example illustrates how Algorithm 4 makes the computation of the embedded
homology of hypergraphs more efficient.
Example 5.3. Let G be a graph with r vertices for some large number r. Suppose each
vertex of G has at most two edges. Let K be the simplicial complex obtained by substituting
each vertex of G with a ∆[n], n ≥ 3. Let H be the hypergraph obtained from K by deleting
some 0-simplices, 1-simplices, · · · , (n − 2)-simplices of K. Since r is large, according to
Algorithm 3, the computation of Hn−1(H) is complicated. However, with the help of the
heuristics in Algorithm 4, we have
Hn−1(H) ∼=
⊕
r
Hn−1(∆[n] \ {some 0-simplices, 1-simplices, · · · , (n− 2)-simplices of ∆[n]})
∼=
⊕
r
Hn−1(∆[n])
∼= 0.
The first isomorphism is obtained by Algorithm 4, the second isomorphism is obtained by
(3.3), and the third isomorphism follows from that ∆[n] is contractible.
5.4 Heuristics to compute the embedded homology: collapsing hy-
peredges
In this subsection, by collapsing certain hyperedges, we generalize the algorithm given in
[1, 2, 18] of the simplicial homology of simplicial complexes and give a heuristic to improve
the efficiency for the computation of the embedded homology of hypergraphs.
The definitions of stars, links, joins and simplicial cones can be found in [2, Section 2].
To be precise, we recall them in the next paragraph.
Given a simplicial complex K and a simplex σ ∈ K, the (closed) star of σ in K, denoted
by StKσ, is the subcomplex consisting of the simplices τ ∈ K such that τ ∪ σ is a simplex
of K. The link LkKσ is the sub-complex of StKσ consisting of the simplices of K disjoint
from σ. Let L be a sub-complex of K and v be a vertex not in L. The simplicial cone vL
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is the simplicial complex consisting of the simplices of L, the vertex v and the unions of v
and a simplex of L.
Given a hypergraphH and a hyperedge σ ∈ H, σ will be called simplicial-like if StKHσ ⊆
H. Let v be a vertex of a simplicial-like hyperedge σ. If LkKHσ is a simplicial cone v′L ,
then we delete all the hyperedges containing v. We denote the hypergraph obtained in this
way as Hd(v).
Proposition 5.4. For any hypergraph H and any vertex v of a simplicial-like hyperedge
σ ∈ H, if LkKHσ is a simplicial cone, then
H∗(H) ∼= H∗(Hd(v)).
Proposition 5.4 is a direct consequence of the following lemma, which generalizes the
homotopy invariance property from the simplicial homology of simplicial complexes to the
embedded homology of hypergraphs.
Lemma 5.5. Let H′ be a hypergraph. Let K and K ′ be simplicial complexes such that
(i). K ∩H′ = K ′ ∩H′,
(ii). K is homotopy equivalent to K ′ relative to K ∩H′,
(iii). for any hyperedge σ ∈ H′ and any simplex τ ∈ K (resp. τ ′ ∈ K ′), either σ ∩ τ is
empty (resp. σ ∩ τ ′ is empty) or σ ∩ τ ∈ K ∩H′ (resp. σ ∩ τ ′ ∈ K ′ ∩H′).
Then
H∗(K ∪H′) ∼= H∗(K ′ ∪H′). (5.5)
Proof. Since K is homotopy equivalent to K ′, it follows from [4, Proposition 3.5] that
H0(K ∪ H′) ∼= H0(K ′ ∪ H′). Let n ≥ 1. It follows from (ii) that there exists a map
f : K ∪ H′ −→ K ′ ∪ H′ such that f |H′ = idH′ and f |K is a homotopy equivalence from
K to K ′. The map f induces a homomorphism f∗ in the embedded homology. By [4,
Proposition 3.9 and Theorem 3.10], we have the following commutative diagram
Hn(K ∩ H
′) //

Hn(K)⊕Hn(H
′) //

Hn(K ∪ H
′) //
f∗

Hn−1(K ∩ H
′) //

Hn−1(K) ⊕Hn−1(H
′)

Hn(K
′
∩H
′) // Hn(K
′)⊕Hn(H
′) // Hn(K
′
∪H
′) // Hn−1(K
′
∩ H
′) // Hn−1(K
′)⊕Hn−1(H
′).
Here both rows are long exact sequences, and all the column maps except f∗ are isomor-
phisms of Z-modules. It follows from the Five Lemma that f∗ is also an isomorphism. The
isomorphism (5.5) is obtained.
Now we give the proof of Proposition 5.4.
Proof of Proposition 5.4. In the setting of Lemma 5.5, we let the hypergraph
H′ = (H \ StKHσ) ∪ LkKHσ
and let the simplicial complexes
K = StKHσ,
K ′ = Hd(v) ∩ StKHσ.
Then since H′, K and K ′ are contained in H, the condition (iii) in Lemma 5.5 is satisfied.
Moreover, both K ∩ H′ and K ′ ∩ H′ are LkKHσ. And according to [2], K is homotopy
equivalent to K ′. Hence by Lemma 5.5, we have (5.5). On the other hand, we notice that
H = K ∪H′ and Hd(v) = K ′ ∪H′. Hence by (5.5), Proposition 5.4 follows.
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By repeating the above procedure for finite times, there will be no further deletions that
can be done. We call the final hypergraph obtained in this way the core of H and denote
it as Cr(H). With the help of Proposition 5.4, it follows from an induction that
H∗(H) ∼= H∗(Cr(H)).
In particular, if H is a simplicial complex, then every hyperedge is simplicial-like and the
above procedure is the same as the collapsing algorithm of simplicial complexes given in
[2].
Algorithm 5
Input: a hypergraph H.
for v ∈ VH and σ ∈ H,
if StKHv ⊆ H, LkKHv is a simplicial cone, and v ∈ σ,
then σ /∈ Cr(H).
else σ ∈ Cr(H).
end if.
end for.
Loop (repeat the above procedure for all v ∈ VH and all σ ∈ H).
Output: a hypergraph Cr(H).
The next example illustrates how Algorithm 5 makes the computation of the embedded
homology of hypergraphs more efficiently.
Example 5.6. Let r be some large number and let v0 be a vertex of ∆[r]. Let H be
the hypergraph obtained by adding the hyperedges {v0, v1}, {v1, v2}, {v0, v2} to ∆[r], where
v1, v2 are not vertices of ∆[r]. Then by Algorithm 5, we can collapse ∆[r] to v0, and
the embedded homology of H is isomorphic to the embedded homology of the hypergraph
{{v0, v1}, {v1, v2}, {v0, v2}}. Thus we can avoid the computation of large ranks of Z-
modules.
5.5 An improved algorithm for the embedded homology of positive
dimensions
In this subsection, we summarize all the algorithms and heuristics given from Subsection 5.2
to Subsection 5.4 and give an entire algorithm to compute the embedded homology of
hypergraphs, with improved efficiency.
Given a hypergraph H and n ≥ 1, we first apply Algorithm 5 to H, then we apply
Algorithm 4 to Cr(H). In this way, we can compute Hn(H) as
Hn(H) ∼= Hn(Cr(H)) ∼=
m⊕
k=1
Hn(Cr(H)(n, k)). (5.6)
Moreover, the computation of Hn(Cr(H)(n, k)) can be improved to be more efficient, by
considering the following cases.
Case 1. KCr(H)(n,k) is ∆[n+ 1].
Then by [4, Proposition 5.9], we have Hn(Cr(H)(n, k)) = 0.
Case 2. KCr(H)(n,k) is not ∆[n+ 1].
Subcase 2.1. (Cr(H)(n, k))n is empty.
Then by the definition of the embedded homology of hypergraphs,Hn(Cr(H)(n, k)) = 0.
Subcase 2.2. (Cr(H)(n, k))n is non-empty.
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Subcase 2.2.1. (Cr(H)(n, k))n+1 is empty.
Then by the definition of the embedded homology of hypergraphs,
Hn(Cr(H)(n, k)) ∼= Hn((Cr(H)(n, k))n) ∼= Hn(KCr(H)(n,k)).
SinceK(Cr(H)(n,k)) is a simplicial complex, we can apply the collapsing methods of simplicial
complexes given in [1, 2, 18] (or we can apply the algorithms given in Section 5.4, as a
particular case) to find the core Cr(K(Cr(H)(n,k))). Then since
Hn(KCr(H)(n,k)) ∼= Hn(Cr(KCr(H)(n,k))),
we have
Hn(Cr(H)(n, k)) ∼= Hn(Cr(KCr(H)(n,k))).
Subcase 2.2.2. (Cr(H)(n, k))n+1 is non-empty.
Then we apply Algorithm 3 to compute Hn(Cr(H)(n, k)).
Summarizing all the above cases, we have
Hn(H) ∼=
⊕
1≤k≤m,
Cr(H)(n,k) has both n-hyperedges and (n+1)-hyperedges,
the associated simplicial complex of Cr(H)(n,k) is not ∆[n+1]
Hn(Cr(H)(n, k))
⊕
1≤k≤m,
Cr(H)(n,k) has n-hyperedges and has no (n+1)-hyperedges
Hn(Cr(KCr(H)(n,k))).
Algorithm 6
Input: a hypergraph H and a positive integer n.
apply Algorithm 5 to H,
a hypergraph Cr(H).
end apply.
apply Algorithm 4 to Cr(H),
a positive integer m and a sequence of hypergraphs Cr(H)(n, k), k = 1, 2, · · · ,m.
end apply.
For each k = 1, 2, · · · ,m,
if the associated simplicial complex of Cr(H)(n, k) is ∆[n+ 1],
then Hn(Cr(H)(n, k)) = 0.
otherwise
if (Cr(H)(n, k))n is empty,
then Hn(Cr(H)(n, k)) = 0.
otherwise
if (Cr(H)(n, k))n+1 is empty,
then Hn(Cr(H)(n, k)) ∼= Hn(Cr(KCr(H)(n,k))).
otherwise apply Algorithm 3.
A sequence of homology groups Hn(Cr(H)(n, k)), k = 1, 2, · · · ,m.
Output: Hn(H) (presented in a finite sequence t, tp, p primes) is the direct sum of
Hn(Cr(H)(n, k)), k = 1, 2, · · · ,m.
In the model of databases, there are two important types of hypergraphs: dense hyper-
graphs and sparse hypergraphs. Algorithm 6 is expected to work for both dense hypergraphs
and sparse hypergraphs.
14
Example 5.7. (i). A dense hypergraph H is a hypergraph such that most subsets of VH
are hyperedges. Given a dense hypergraph H, most subsets of each hyperedge are hyperedges
of H. Thus H is close to a simplicial complex. Algorithm 5 and Algorithm 6 are expected
to improve the computation of H∗(H) efficiently.
(ii). A sparse hypergraph H is a hypergraph such that most subsets of VH are not
hyperedges. Given a sparse hypergraph H, each H(n, k) is likely to be much smaller than
H, and the probability that either (Cr(H)(n, k))n is empty or (Cr(H)(n, k))n+1 is empty is
considerable. Thus Algorithm 4 and Algorithm 6 are expected to improve the computation
of H∗(H) efficiently.
6 Algorithms for the homology of the associated simpli-
cial complexes
In this section, we give some algorithms to compute the homology of the associated simpli-
cial complexes of hypergraphs. We also give some heuristics to improve the efficiency for
the computations.
A straightforward algorithm follows by the definition of the associated simplicial com-
plexes and the definition of homology.
Algorithm 7
Input: a hypergraph H.
Compute KH.
Compute H∗(KH).
Output: H∗(KH) (presented in a finite sequence t, tp, p primes).
In order to make Algorithm 7 more efficient, we first review some operations of hyper-
graphs studied in [4, Section 5].
(O1). if v is a vertex that belongs to only one hyperedge consisting of at least
two vertices, then delete v from the hyperedge containing it.
(O2). if σ ( σ′ are two hyperedges, then delete σ from the hypergraph.
It is proved in [4, Lemma 5.6] that the operations (O1) and (O2) do not change the
homotopy type of the associated simplicial complexes. Hence before computing the associ-
ated simplicial complex, we can firstly use (O1) and (O2) to reduce the number as well as
the dimensions of the hyperedges thus simplify the hypergraph. Therefore, the following
algorithm follows.
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Algorithm 8
Input: a hypergraph H.
for v ∈ VH and σ ∈ H,
if σ contains at least two vertices and for any σ′ ∈ H, v /∈ σ′,
then delete v from VH and replace σ with σ \ {v}.
end if.
for σ, σ′ ∈ H,
if σ ( σ′,
then delete σ from H.
end if.
Loop (repeat the above procedure for all v ∈ VH and all σ, σ′ ∈ H).
Return a reduced hypergraph r(H).
Compute Kr(H).
Compute Cr(Kr(H)).
Compute H∗(Cr(Kr(H))).
Output: H∗(KH) = H∗(Cr(Kr(H))) (presented in a finite sequence t, tp, p primes).
The next example illustrates how Algorithm 8 makes the computation of the homology
of the associated simplicial complexes more efficiently.
Example 6.1. Let G be a graph with s vertices for some small number s. Suppose each
vertex of G has at most two edges. Let K be the simplicial complex obtained by substituting
each vertex v of G with a certain ∆[n(v)], where n(v) is supposed to be large. Let H be the
hypergraph obtained from K by deleting certain hyperedges in
⋃
v∈VG
∆[n(v)] \ {∆n(v)}.
Then r(H) is a graph which is homotopy equivalent to G. Thus H∗(KH) ∼= H∗(G). The
computation of H∗(KH) by Algorithm 8 is simpler than the computation of H∗(KH) by
Algorithm 7.
Compared with the straightforward computation in Algorithm 7, Algorithm 8 is ex-
pected to work efficiently when the hypergraph is sparse and the dimensions of the hyper-
edges are large.
7 Estimations for the upper bounds of the torsions
Given a hypergraph, all the homology groups of the associated simplicial complex as well
as all the embedded homology groups of the hypergraph are presented as a direct sum of
Z’s (the free parts) and Zp’s (the torsion parts), where p are primes. Since the computer
can only count finitely many primes, it is essential to find upper bounds of the primes p.
In this section, we give some estimations for such upper bounds.
We first estimate the upper bounds of the primes p such that the homology of the
associated simplicial complex of a hypergraph is possible to contain p-torsions.
Let n ≥ 1 and let K be a simplcial complex. Then by [15, Proposition 3], we have
Sup {p prime | TorpHn(K) 6= 0} ≤ b(n)a(n) (7.1)
where
a(n) = Inf{|Kn+1|, |Kn|}
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and
b(n) =
√
n+ 2.
LetH be a hypergraph. An upper bound of the torsions of Hn(KH) is given in the following
algorithm.
Algorithm 9
Input: a hypergraph H and a positive integer n.
Compute Cr(Kr(H)).
Compute T = (n+ 2)Inf{|(Cr(Kr(H)))n+1|,|(Cr(Kr(H)))n|}/2.
Output: all the primes p such that 2 ≤ p ≤ T .
Now we estimate the upper bounds of the primes p such that the embedded homology
of a hypergraph is possible to contain p-torsions.
Let n ≥ 1 and let H be a hypergraph. Then there is a canonical projection
πn : Z((KH)n) −→ Z((KH)n)/Im∂n+1. (7.2)
Restricted to the free sub-Z-module Z(Hn), πn induces a projection
πn|Z(Hn) : Z(Hn) −→ Z(Hn)/Z(Hn) ∩ Im∂n+1. (7.3)
Suppose
∂n+1(Z(Hn+1)) = ∂n+1(Z((KH)n+1)). (7.4)
then by (7.2) - (7.4), we have
Hn(H) ⊆ Cokerπn.
Therefore, the argument in [15, Proposition 3] is still valid and
Sup {p prime | TorpHn(H) 6= 0} ≤ b(n)a(n)
where the simplicial complex in the expression of a(n) is KH.
On the other hand, we notice that for any hypergraph H, the hypergraph H(n) always
satisfies the condition (7.4). Consequently, with the help of (3.3), an upper bound of the
torsions of Hn(H) is given in the following algorithm.
Algorithm 10
Input: a hypergraph H and a positive integer n.
Compute Cr(H)(n, k), k = 1, 2, · · · ,m.
Compute KCr(H)(n,k), k = 1, 2, · · · ,m.
Compute Cr(KCr(H)(n,k)), k = 1, 2, · · · ,m.
Compute T = Sup{(n+ 2)Inf{|(Cr(KCr(H)(n,k)))n+1|,|(Cr(KCr(H)(n,k)))n|}/2 | k = 1, 2, · · · ,m}.
Output: all the primes p such that 2 ≤ p ≤ T .
Remark 2: The estimations of the upper bounds of the torsion part of Hn(KH) and
the torsion part of Hn(H) given in Algorithm 9 and Algorithm 10 are not tight.
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8 Experimental results
In this section, we give some experimental results about the efficiency of our algorithms.
From this section we can see that our computational heuristics for the homology of the
associated simplicial complexes and the embedded homology of hypergraphs are efficient.
Let 0 ≤ p ≤ 1. Let [N ] be the set of N + 1 points. A random hypergraph H of type
(N, p) is generated in the following way
(i). VH is a nonempty subset of [N ];
(ii). each nonempty subset of [N ] has the probability p to be a hyperedge of H.
Given an algorithm A on hypergraphs, we let the hypergraph H of type (N, p) be a
random variable and let fA(N, p) be the expectation of the time to run the algorithm A
on H.
The following tables illustrate the efficiency of our computational heuristics. In the
following tables, in order to approximate the expectations fA(N, p), we generate the random
hypergraphs H for 10 times and take the mean value of the times to run the algorithm A
on H.
Table 1: Table of the approximated values of fA(N, p) where A is Algorithm 3, and n runs
over all positive integers.
Time p = 0.01 p = 0.1 p = 0.2 p = 0.5 p = 0.8 p = 0.9 p = 0.99
N = 10 Data in progress
N = 20 Data in progress
N = 50 Data in progress
N = 100 Data in progress
N = 500 Data in progress
N = 1000 Data in progress
Table 2: Table of the approximated values of fA(N, p) where A is Algorithm 6, and n runs
over all positive integers.
Time p = 0.01 p = 0.1 p = 0.2 p = 0.5 p = 0.8 p = 0.9 p = 0.99
N = 10 Data in progress
N = 20 Data in progress
N = 50 Data in progress
N = 100 Data in progress
N = 500 Data in progress
N = 1000 Data in progress
Comparing Table 1 and Table 2, we see that Algorithm 6 is more efficient than Algo-
rithm 3.
Comparing Table 3 and Table 4, we see that Algorithm 8 is more efficient than Algo-
rithm 7.
9 Conclusion
Our algorithms can compute the homology of the associated simplicial complexes as well
as the embedded homology of all hypergraphs. For the hypergraphs with big number of
vertices (especially for the dense hypergraphs and the sparse hypergraphs), our heuristics
are helpful to improve the efficiency of the computations.
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Table 3: Table of the approximated values of fA(N, p) where A is Algorithm 7, and n runs
over all positive integers.
Time p = 0.01 p = 0.1 p = 0.2 p = 0.5 p = 0.8 p = 0.9 p = 0.99
N = 10 Data in progress
N = 20 Data in progress
N = 50 Data in progress
N = 100 Data in progress
N = 500 Data in progress
N = 1000 Data in progress
Table 4: Table of the approximated values of fA(N, p) where A is Algorithm 8, and n runs
over all positive integers.
Time p = 0.01 p = 0.1 p = 0.2 p = 0.5 p = 0.8 p = 0.9 p = 0.99
N = 10 Data in progress
N = 20 Data in progress
N = 50 Data in progress
N = 100 Data in progress
N = 500 Data in progress
N = 1000 Data in progress
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