Let X(t) = (X 1 (t), X 2 (s)), t = (t, s) be a correlated two-dimensional Brownian motion and let µ 1 , µ 2 > 0 be two constants. In this contribution, we derive the logarithmic asymptotics
Introduction
Let X(t), t = (t, s) be a two-parameter extension of correlated two-dimensional Brownian motion, given by (X 1 (t), X 2 (s)) = B 1 (t), ρB 1 (s) + 1 − ρ 2 B 2 (s) , t, s ≥ 0, with ρ ∈ (−1, 1) and mutually independent Brownian motions B 1 , B 2 . Consider two dependent insurance risk processes defined as R i (t) = u + µ i t − X i (t), t ≥ 0, i = 1, 2, where µ 1 , µ 2 > 0 are interpreted as the net premium income rates of the companies. We shall assume without loss of generality that µ 1 ≤ µ 2 . We refer to [1, 2, 3, 4, 7, 12] and references therein for related studies on multi-dimensional risk models. Of interest in the literature is the calculation of the joint infinite-time ruin probability P (u) :
In this contribution we shall derive the logarithmic asymptotics of P (u), i.e.,
which is the large deviation of component-wise extrema of two-dimensional Brownian motion with drift.
Let Q i (T ) = sup t∈[0,T ] (X i (t) − µ i t), for i = 1, 2. Due to its importance in, e.g., quantitative finance, there have been many contributions on the study of the component-wise maxima over finite-time horizon (Q 1 (T ), Q 2 (T )); see, e.g., [10, 13, 14, 15, 16] . To the best of our knowledge, there has been no explicit result Date: June 25, 2019.
regarding the infinite-time horizon. In a recent paper by Honnappa et al [11] , there is given a logarithmic asymptotics for component-wise extrema in a discrete model
where (X 1 i , . . . , X d i ) (i = 1, 2, . . . , n) are independent and identically distributed random vectors. For this they found dominating points in a related quadratic programming problem.
Notice that for ρ = 1, P (u) = P sup s≥0 (X 2 (s) − µ 2 s) > u = e −2µ2u , ∀u > 0, and, for ρ = 0,
To work out the case ρ = −1, one can use a result from [17] , to show that
where I (·) is the indicator function.
In this contribution, we shall focus on the logaritmic asymptotics of P (u) for ρ ∈ (−1, 1). The derivation of the exact asymptotics seems to be much more involved and will be discussed in a future work.
Note in pass that in [5] it was worked out the exact asymptotics of
which is the so-called simultaneous ruin probability.
The rest of this paper is organised as follows. In Section 2, we show the main result of this paper which is the logarithmic asymptotics for P (u) (Theorem 2.1) by solving a two-layer minimization problem. In Proposition 2.3 we make a list of dominating points, which depending on ρ ∈ (−1, 1), lead to the calculation of the logarithmic asymptotics.
We conclude this section by introducing some notation and conventions used in this work. All vectors here Let us briefly mention the following standard notation for two given positive functions f (·) and h(·). We
Main results
The following theorem constitutes the main result of this contribution. Theorem 2.1. For the joint infinite-time ruin probability (1) we have, as u → ∞,
Remark 2.2. Note that the above result is consistent with the results for ρ = −1, 0, 1 discussed in the Introduction.
Define
with t ∧ s = min(t, s) and ρ ∈ (−1, 1).
The proof of Theorem 2.1 follows from Theorem 1 in [6] , which implies that the logarithmic asymptotics for
where
and Proposition 2.3 below, wherein we list dominating points t 0 that optimize (6) .
In order to solve the two-layer minimization problem in (6) (see also (4)) we define for t, s > 0 the following functions:
Since t ∧ s appears in the above formula, we shall consider a partition of the quadrant (0, ∞) 2 , namely
For convenience we denote A = {s ≤ t} = A ∪ L and B = {s ≥ t} = B ∪ L. Hereafter, all the sets are defined on (0, ∞) 2 , so (t, s) ∈ (0, ∞) 2 will be omitted.
Notation: In the following, in order to keep the notation consistent, ρ ≤ µ 1 /µ 2 is understood as ρ < 1 if
Note that g 3 (t, s) can be represented in the following two different forms:
Denote further
In the next proposition we identify the so called dominating points, that is, points t 0 for which function defined in (4) achieves its minimum. This identification might also be useful for deriving a more subtle asymptotics for P (u).
µ2−2µ1ρ is the unique minimizer of g(t, s), (t, s) ∈ (0, ∞) 2 . For µ 1 = µ 2 =: µ we have
are the only two minimizers of g(t, s), (t, s) ∈ (0, ∞) 2 .
(ii). Suppose that 0 ≤ ρ <ρ 1 . We have
(iii). Suppose that ρ =ρ 1 . We have
(iv). Suppose thatρ 1 < ρ <ρ 2 . We have
(v). Suppose that ρ =ρ 2 . We have t * (ρ 2 ) = s * (ρ 2 ) = 1/µ 2 , and
where the unique minimum of g(t, s), (t, s) ∈ (0, ∞) 2 is attained at (1/µ 2 , 1/µ 2 ), with g 3 (1/µ 2 , 1/µ 2 ) = g 2 (1/µ 2 ), and 1/µ 2 is the unique minimizer of g 2 (s), s ∈ (0, ∞).
(vi). Suppose thatρ 2 < ρ < 1. We have
where the unique minimum of g(t, s), (t, s) ∈ (0, ∞) 2 is attained when g 3 (t, s) = g 2 (s).
Remark 2.4. In case that µ 1 = µ 2 , we haveρ 1 = 0,ρ 2 = 1, and thus scenarios (ii) and (vi) do not apply.
Proofs
As discussed in the previous section, Proposition 2.3 combined with (5), straightforwardly implies the thesis of Theorem 2.1. In what follows, we shall focus on the proof of Proposition 2.3, for which we need to find the dominating points by solving the two-layer minimization problem.
The solution of quadratic programming problem of the form (4) (inner minimization problem of (6)) has been well understood; e.g., [8, 9] (see also Lemma 2.1 of [5] ). For completeness and for reference, we present below Lemma 2.1 of [5] for the case where d = 2.
We introduce some more notation. If I ⊂ {1, 2}, then for a vector a ∈ R 2 we denote by a I = (a i , i ∈ I) 
For the solution of the quadratic programming problem (4) a suitable representation for g(t, s) is worked out in the following lemma.
, with boundary functions given by
and the unique intersection point of f 1 (s), w 1 (s), s ≥ 0, given by
as depicted in Figure 2 .
Lemma 3.2. Let g(t, s), t, s > 0 be given as in (4) . We have:
Proof: Referring to Lemma 3.1, we have, for any fixed t, s, there exists a unique index set
such that
and
Since I(t, s) = {1}, {2} or {1, 2}, we have that (S1). On the set
Clearly, if ρ ≤ 0 then
In this case,
Next, we focus on the case where ρ > 0. We consider the regions A and B separately.
Analysis on A. We have
Next we analyse the intersection situation of the functions f (s) = s, f 1 (s), f 2 (s) on region A.
Clearly, for any s > 0 we have f 2 (s) < s. Furthermore, f 1 (s) = f 2 (s) has a unique positive solution s 1 given by
.
Finally, for ρµ 2 ≤ µ 1 we have that f 1 (s) does not intersect with f (s) on (0, ∞), but for ρµ 2 > µ 1 the unique intersection point is given by s * 1 > s 1 (cf. (12)). To conclude, we have, for ρ ≤ µ 1 /µ 2 ,
and for ρ > µ 1 /µ 2 ,
Additionally, we have from Lemma 3.1 g 3 (f 1 (s), s) = g 2 (s) for all s ≥ s * 1 . Analysis on B. The two scenarios ρ ≤ µ 1 /µ 2 and ρ > µ 1 /µ 2 will be considered separately. For ρ ≤ µ 1 /µ 2 , we have
It is easy to check that For ρ > µ 1 /µ 2 , we have
Next we analyze the intersection situation of the functions w(s) = s, w 1 (s), w 2 (s) on region B.
Clearly, for any s > 0, w 2 (s) > s. w 1 (s) and w 2 (s) do not intersect on (0, ∞). w(s) and w 1 (s) has a unique intersection point s * 1 (cf. (12)). To conclude, we have, for ρ ≤ µ 1 /µ 2 ,
Additionally, it follows from Lemma 3.1 that g 3 (w 1 (s), s) = g 2 (s) for all s ≥ s * 1 . Consequently, the claim follows by a combination of the above results. This completes the proof.
3.1. Proof of Proposition 2.3. We shall discuss in order the case when −1 < ρ < 0 and the case when 0 ≤ ρ < 1 in the following two subsections. In both scenarios we shall first derive the minimizers of the function g(t, s) on regions A and B (see (7)) separately, and then look for a global minimizer by comparing the two minimum values. For clarity some scenarios are analysed in forms of lemmas.
3.1.1. Case −1 ≤ ρ < 0. By Lemma 3.2, we have that g(t, s) = g 3 (t, s), (t, s) ∈ (0, ∞) 2 .
We shall derive the minimizers of g 3 (t, s) on A, B separately.
Minimizers of g 3 (t, s) on A. We have, for any fixed s,
where the representation (9) is used. Two roots of the above equation are:
Note that, due to the form of the function g A (t, s) given in (9) , for any fixed s, there exists a unique minimizer of g A (t, s) on A which is either an inner point t 1 or t 2 (the one that is larger than s), or a boundary point s. Next, we check if any of t i , i = 1, 2, is larger than s. Since ρ < 0, t 1 < 0 < t 2 . So we check if t 2 > s. It can be shown that
Two scenarios µ 1 + ρµ 2 − 2µ 1 ρ 2 ≤ 0 and µ 1 + ρµ 2 − 2µ 1 ρ 2 > 0 will be distinguished.
Scenario µ 1 + ρµ 2 − 2µ 1 ρ 2 ≤ 0. We have from (16) that
Next, since
the unique minimizer of g 3 (t, s) on A is given by (t A , s A ) with
Scenario µ 1 + ρµ 2 − 2µ 1 ρ 2 > 0. We have from (16) that
and in this case,
where g L (s) is given in (10) . Note that
Next, we derive that
Therefore, by (19) we conclude that the unique minimizer of g 3 (t, s) on A is again given by (t A , s A ). Consequently, for all −1 < ρ < 0, we have that the unique minimizer of g 3 (t, s) on A is given by (t A , s A ), and inf (t,s)∈A
Minimizers of g 3 (t, s) on B. Similarly, we have, for any fixed t,
Two roots of the above equation are:
Next, we check if any of s i , i = 1, 2, is greater than t. Again s 1 < 0 < s 2 as ρ < 0. So we check if s 2 > t. It can be shown that
Thus, for Scenario µ 2 + ρµ 1 − 2µ 2 ρ 2 ≤ 0 we have that
Next, note that
Therefore, the unique minimizer of g 3 (t, s) on B is given by (t B , s B ) with
For Scenario µ 2 + ρµ 1 − 2µ 2 ρ 2 > 0 we have from (23) that
Though it is not easy to determine explicitly the optimizer, we can conclude that the minimizer should be taken at (t B , s B ), (t * , t * ) or (t * * , t * * ), where t * = t * (ρ) = s * (ρ). Further, we have from the discussion in (19) that g A (t A , s A ) < g L (s * ) = g L (t * ) = min(g L (t * ), g L (t * * )), and
Combining the above discussions on A, B, we conclude that Proposition 2.3 holds for −1 < ρ < 0.
3.1.2. Case 0 ≤ ρ < 1. We shall derive the minimizers of g(t, s) on A, B separately. We start with discussions on B, for which we give the following lemma. Recall t * (ρ) = s * (ρ) defined in (20) (see also (3)), t B (ρ) defined in (24), t * * (ρ) defined in (25), and s * 1 (ρ) defined in (12) for µ 1 /µ 2 < ρ < 1. Note that where it applies, 1/0 is understood as +∞ and 1/∞ is understood as 0. (b). The function t * * (ρ) decreases from 1/µ 2 at ρ = 0 to some positive value and then increases to 1/µ 2 at ρ 2 (defined in (2)), and then increases to +∞ at the rootρ 3 ∈ (0, 1] of the equation µ 2 + ρµ 1 − 2µ 2 ρ 2 = 0.
(c). For 0 ≤ ρ ≤ µ 1 /µ 2 , we have
where both equalities hold only when ρ = 0 and µ 1 = µ 2 .
(d). It holds that
Moreover, for µ 1 /µ 2 < ρ < 1 we have
Proof. (a). The claim for t * (ρ) follows by noting its following representation:
The claims for t B (ρ) and s * 1 (ρ) follow directly from their definition. (b). First note that t * * (0) = t * * (ρ 2 ) = 1 µ 2 .
Next it is calculated that
Thus, the claim of (b) follows by analysing the sign of ∂t * * (ρ) ∂ρ over (0,ρ 3 ).
(c). For any 0 ≤ ρ ≤ µ 1 /µ 2 we have |µ 1 − 2ρµ 2 | ≤ µ 1 and thus
Further, since
It is easy to check that (26) holds. For (i) we have
Analysing the properties of the above two functions, we have f 1 (ρ) is strictly decreasing on [0, 1] with
and thus there is a unique intersection point of the two curves t * (ρ) and s * 1 (ρ) which is ρ =ρ 2 . Therefore, the claim of (i) follows. Similarly, the claim of (ii) follows since
Finally, the claims of (iii), (iv) and (v) follow easily from (a), (b) and (26). This completes the proof.
Recall that by definition g L (s) = g A (s, s) = g B (s, s), s > 0 (cf. (10)). For the minimum of g(t, s) on B we have the following lemma.
Lemma 3.4. We have
where (t * , t * ) is the unique minimizer of g(t, s) on B.
(ii). If ρ =ρ 2 , then t * (ρ 2 ) = s * (ρ 2 ) = 1/µ 2 , and
where the unique minimum of g(t, s) on B is attained at (1/µ 2 , 1/µ 2 ), with g 3 (1/µ 2 , 1/µ 2 ) = g 2 (1/µ 2 ), and 1/µ 2 is the unique minimizer of g 2 (s), s ∈ (0, ∞).
where the unique minimum of g(t, s) on B is attained when g 3 (t, s) = g 2 (s) on D 2 .
Proof. Consider first the case where 0 ≤ ρ ≤ µ 1 /µ 2 . Recall (22). We check if any of s i , i = 1, 2, is greater than t. Clearly, s 1 ≤ t. Next, we see if s 2 > t. Note that
We have
Then inf (t,s)∈B g 3 (t, s) = min inf 0<t<t * * g B (t, s 2 (t)), inf t≥t * * g B (t, t) .
Consequently, it follows from (c) of Lemma 3.3 the claim of (i) holds for 0 ≤ ρ ≤ µ 1 /µ 2 .
Next, we consider µ 1 /µ 2 < ρ < 1. Recall the function w 1 (s) defined in (11) . Denote the inverse function of w 1 (s) byŵ
We have from Lemma 3.2 that
Further note that 1/µ 2 is the unique minimizer of g 2 (s), s > 0. For µ 1 /µ 2 < ρ <ρ 2 , we have from (d) in
where (t * , t * ) is the unique minimizer of g(t, s) on B. Therefore, the claim for µ 1 /µ 2 < ρ <ρ 2 is established.
For ρ =ρ 2 , because of (26) we have
and the unique minimum of g(t, s) on B is attained at (1/µ 2 , 1/µ 2 ). Moreover, for allρ 2 < ρ < 1 we have
Thus,
and the unique minimum of g(t, s) on B is attained when g(t, s) = g 2 (s) on D 2 . This completes the proof.
Next we consider the minimum of g(t, s) on A. Recall s * (ρ) defined in (20), s A (ρ) defined in (17), and s * * (ρ) defined in (18). We first give the following lemma. (c). For all µ 1 /µ 2 < ρ < 1, it holds that s * * (ρ) < s * 1 (ρ).
Proof. (a). The claim for s * (ρ) has been shown in the proof of (a) in Lemma 3.3. Next, we show the claim for s * * (ρ), for which it is sufficient to show that ∂s * * (ρ) ∂ρ < 0 for all ρ ∈ [0, 1]. In fact, we have
(b). In order to prove (i), the following two scenarios will be discussed separately:
(S1). µ 2 < 2µ 1 ; (S2). µ 2 ≥ 2µ 1 .
First consider (S1). If 0 ≤ ρ < µ2 2µ1 , then
Analysing the function f , we conclude that f (ρ) < 0, for ρ ∈ [0,ρ 1 ), f (ρ) > 0, for ρ ∈ (ρ 1 , µ 2 2µ 1 ).
Further, for µ2 2µ1 ≤ ρ < 1 we have
Thus, the claim in (i) is established for (S1). Similarly, the claim in (i) is valid for (S2) . Next, note that
Analysing the properties of the above two functions, we have f 1 (ρ) is strictly decreasing on [0, 1] with f 1 (0) = µ 2 1 + µ 2 2 2 ≥ µ 1 = f 2 (0), f 1 (1) = 0 ≤ µ 2 − µ 1 = f 2 (1), and thus there is a unique intersection point ρ ∈ (0, 1) of s * (ρ) and s * * (ρ). It seems not clear at the moment whether this unique point isρ 1 or not, since we have to solve a polynomial equation of order 4. Instead, it is sufficient to show that s A (ρ 1 ) = s * (ρ 1 ).
In fact, basic calculations show that the above is equivalent to (2µ 1ρ1 − (u 1 + µ 2 ))f (ρ 1 ) = 0 which is valid due to the fact that f (ρ 1 ) = 0. Finally, the claim in (c) follows since ρµ 2 − µ 1 < µ 1 + ρµ 2 − 2ρ 2 µ 1 .
This completes the proof.
For the minimum of g(t, s) on A we have the following lemma. = g A (1/µ 2 , 1/µ 2 ) = g L (1/µ 2 ) = g 2 (1/µ 2 ).
Furthermore, the unique minimum of g(t, s) on A is attained at (1/µ 2 , 1/µ 2 ), with g 3 (1/µ 2 , 1/µ 2 ) = g 2 (1/µ 2 ).
Finally, forρ 2 < ρ < 1, we have where the unique minimum of g(t, s) on A is attained when g 3 (t, s) = g 2 (s) on D 2 . This completes the proof.
Consequently, combining the results in Lemma 3.4 and Lemma 3.6, we conclude that Proposition 2.3 holds for 0 ≤ ρ < 1. Thus, the proof is complete.
