A framework for constructing robust classification models is proposed in the paper. An assumption about importance of one of the classes in comparison with other classes is incorporated into the models. It often takes place in the real application, for example, in reliability, in medical diagnostic, etc. A main idea underlying the models is to consider a set of probability distributions on training examples produced by the imprecise probability models such as linear-vacuous mixture and constant odd-ratio contaminated models. Extreme points of the sets of probability distributions are a main tool for constructing the robust classifiers. It is shown that algorithms for computing optimal classification parameters are reduced to a finite number of weighted support vector machines with weights determined by the extreme points. Experimental results with synthetic and real data illustrate the proposed models.
Introduction
The binary classification problem can be formally written as follows. Given n training data (examples, instances, patterns) S = {(x 1 , y 1 ), (x 2 , y 2 ), ..., (x n , y n )}, in which x i ∈ R m represents a feature vector involving m features and y i ∈ {−1, 1} represents the class of the associated examples, the task of classification is to construct an accurate classifier c : R m → {−1, 1} that maximizes the probability that c(x i ) = y i for i = 1, ..., n. Generally x i may belong to an arbitrary set X , but we consider the special case for simplicity X = R m . A classification problem is usually characterized by an unknown probability distribution p(x, y) on R m × {−1, +1} defined by the training set or examples x i and their corresponding class labels y i . We will call classes with labels y = −1 and 1 as negative and positive. The main problem is to find a decision function g(x) which accurately predicts the class label y of any example x that may or may not belong to the training set. In other words, we seek a function g that minimizes the classification error, which is given by the probability that g(x) = y. One of the possible approaches for solving the problem is the discriminant function approach which uses a realvalued function f (x), called the discriminant function, whose sign determines the class label prediction: g(x) = sgn(f (x)). The discriminant function f (x) may be parametrized with some parameters w 0 , w = (w 1 , ..., w m ), that are determined from the training examples by means of a learning algorithm. In particular, the function f (x) may be linear, i.e. f (x) = w, x + w 0 . We also introduce the notation x (k) i for the k-th element of the vector x i .
One of the commonly encountered problems in constructing an optimal classifier is the violation of one of the important assumptions accepted in classification that the training data and the testing data are sampled from the same or very similar sources. In real applications, the data might be taken from different processes. Moreover, another assumption underlying many classification models is that there exist a lot of training examples. This assumption is also violated in many applications. Simple examples are data sets in bioinformatics, for example, DNA microarrays. In order to take into account the above violated assumptions and to partially overcome the above difficulties, the robust classification models can be used.
Robust models have been exploited in classification problems due to the opportunity to avoid some strong assumptions underlying the standard classification models. There are several different definitions of robustness in literature. An exhaustive and interesting review of robust models in machine learning was proposed Xu et al. 30 . As pointed out in this review, the use of robust optimization in classification is not new. There are a lot of published results providing various robust classification and regression models (see, for instance, works 4, 5, 9, 12, 13, 14, 19, 31 ) in which box-type uncertainty sets are considered.
One of the popular robust classification models is based on the assumption that inputs are subject to an additive noise, i.e., x * i = x i + x i , where noise x i is governed by a certain distribution. The simplest way for dealing with noise is to consider a simple bounded uncertainty model x i ≤ δ i with uniform priors. According to this model, the data is uncertain, specifically, for every i, i-th "true" data point is only known to belong to the interior of an Euclidian ball of radius δ i centered at the "nominal" data point x i . This model has a very clear intuitive geometric interpretation 1 . The maximally robust classifier in this case is the one that maximizes the radius of balls, i.e., it corresponds to the largest radius such that the corresponding balls around each data point are still perfectly separated. Applying the above ideas to the support vector machine (SVM) with the hinge loss function provides the following optimization problem with variables w, ξ = (ξ 1 , ..., ξ n ), w 0 ,
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Robust classifiers using imprecise probability models 3 x i (see, for instance, a similar problem for the binary classification 3 ) min w,ξ,w0, xi
Here φ is a feature map such that the data points are mapped into an alternative higher-dimensional feature space 17, 27, 29 ; C is a constant "cost" parameter. It is often assumed that each point can move around within a box ( x i ≤ δ i ). In this case, we have linear constraints.
Another class of robust models is based on relaxing strong assumptions about a probability distribution of data points (see, for instance, 12 ). This class of robust models for one-class classification problems has been studied by Utkin 21 and by Utkin and Zhuk 25 . According to these models, the probability distributions of examples or their weights are assumed to be different and may vary within some predefined set of probability distributions P.
One of the possible sets of distributions P is produced by the ε-contaminated (robust) models 11 . It is constructed by eliciting a Bayesian prior distribution p = (p 1 , ..., p n ) over the sample space D as an estimate of the true prior distribution. The ε-contaminated model or linear-vacuous mixture 28 is a class P(ε, p) of probabilities such that for fixed ε ∈ (0, 1) and p i there holds P(ε, p) = {(1 − ε)p i + εq i }, where q i is arbitrary and q 1 + ... + q n = 1. In other words, we take an arbitrary probability distribution q = (q 1 , ..., q n ) from the unit simplex. The rate ε reflects how "close" we feel that π must be to p 2 . According to these models, for 0 < ε < 1, P(ε, p) is the set of all probabilities with the lower bound (1 − ε)p i and the upper bound (1 − ε)p i + ε. Of course, the assumption that q is restricted by the unit simplex is one of the possible types of ε-contaminated models.
By accepting the ε-contaminated model or other imprecise statistical models producing P, we assume that the probability of every example in the training set can move around within some subset which is defined by the lower and upper bounds defined above. In other words, while some robust models 1 assume that each point can move around within an Euclidean ball, the second type of robust models assumes that the probability of each point (but not a data point itself) can move around within some subset.
Let us rewrite the problem of minimizing the expected risk 27 in a general form taking into account that every example of the training set has some probability h i which is derived from the probability distribution h = (h 1 , ..., h n ) such that h ∈ P
Here l is the loss function depending on parameters w and training data x i . The standard SVM technique assumes that h is empirical (non-parametric) probability distribution whose use leads to the empirical expected risk
One of the possible ways for dealing with the set P of probability distributions produced by the above constraints is to use the minimax (pessimistic) strategy. According to the minimax strategy, we select a probability distribution from the set P such that the expected risk R(h, w) achieves its maximum over h for every fixed w. It should be noted that the "optimal" probability distributions may be different for different values of parameters w. The minimax strategy can be explained in a simple way. We do not know a precise probability distribution and every distribution from P can be selected. Therefore, we should take the "worst" distribution providing the largest value of the expected risk. The minimax criterion can be interpreted as an insurance against the worst case because it aims at minimizing the expected loss in the least favorable case 16 . This criterion of decision making can be regarded as the well-known Γ-minimax 2, 10, 20 . Let h = (h 1 , ..., h n ) be a probability distribution which belongs to the set P. The maximum value of the expected risk R(h, w) is
The minimax expected risk with respect to the minimax strategy is now of the form:
Of course, other strategies can be proposed, for instance, the minimin strategy. It can be regarded as a direct opposite to the minimax strategy. According to the minimin strategy, the expected risk is minimized over all probability distributions from the set P as well as over all values of parameters w. The strategy can be called optimistic because it selects the "best" probability distribution from the set P. Similarly to the minimax strategy, we can write R(w opt ) = min w min h∈P R(h, w).
Another strategy is the so-called cautious decision making which is a linear combination of the minimax and minimin strategies. It can be regarded as some intermediate strategy with a caution parameter. A method for cautious decision making under some assumptions concerning imprecise information about states of nature was proposed by Utkin and Augustin 22 . The use of the considered strategies, especially, the minimax strategy states a very important question. What is the sense of the proposed models? This question concerns also the robust models with the additive noise 30 . Suppose that we have observations of the reliability system behavior, which can be divided into two classes: working and failed. What do we get by constructing the separating function f in accordance with one of the robust approaches? We get the robust function f . Unfortunately, we do not have a clear answer what the robust function f means from the reliability point of view. Does it increase the failed region or the working region? This question is incorrect if we use one of the above robust models. It is important to use robust classification models. But it is more important to take into account the meaning of the considered applied problem for constructing the robust classifiers. It is also important to have a clear understanding of the constructed robust model.
Considering the above, we propose another robust minimax or pessimistic strategy which is also interpreted as an insurance against the worst case. However, the worst case here is defined by the applied problem. Let us return to the example with the system reliability analysis. The pessimistic strategy for this example is to assume the failed region as large as possible. Let us consider another example. We have a data set which is composed of biomedical measurements from healthy people and people with some disease. The pessimistic strategy is to prefer to attribute a person just in case to people with the disease. At least this person might take additional medical investigation. We again see from the example that the "disease" region should be as large as possible.
It should be also noted that the meaning of the robust one-class classification model is usually clear in contrast to the binary classification problems. The loss function takes non-zero positive values only at points which correspond to abnormal observations. The probabilities of abnormal observations increase in this case. Therefore, the minimax strategy increases the region of abnormal observations that is understandable in many applications. The minimin strategy as an optimistic one reduces this region because it minimizes probabilities of abnormal observations.
The main idea underlying the proposed robust models is to consider two expected loss measures. In the framework of the minimax strategy and the first standard expected loss measure R(h, w) is minimized over parameters w under condition that the second loss measure, say Q(h, w), is maximized. The measure Q may be a part of the measure R such that it deals with some subset of observations or training examples. The proposed approach is close to the well-known trade-off between measures of sensitivity and specificity. We indirectly control the sensitivityspecificity ratio by increasing the sensitivity measure in order to reduce the risk of incorrect identification, for example, of sick people. However, in contrast to models taking into account these statistical measures, we combine the robustness and the trade-off between measures of sensitivity and specificity to provide a meaning of the robustness in binary classification under condition of the small amount of training data.
Only two imprecise probability models are considered in the paper: the linearvacuous mixture, the constant odds-ratio model 28 . These models are selected due to the following reasons. First, these models are well known and have a simple explanation. Second, these models cover the most important and typical cases for constructing the robust classifiers.
The paper is organized as follows. Section 2 presents the formal problem state-ment and a draft algorithm of the robust classification. A way for getting a detailed algorithm of the robust classification with using extreme points of sets of probability distributions are given in Section 3. Incorporating the linear-vacuous mixture and the constant odds-ratio models into the robust classifiers is considered in Section 4. Sections 5 and 6 provide the modified SVM algorithms taking into account the above imprecise probability models. Numerical experiments with synthetic and real data illustrating performance of the proposed models and their comparison with the standard SVM model are given in Section 7.
The formal problem statement
Without loss of generality, we assume that training examples with numbers J 0 = (1, ..., n 0 ) belong to the negative class with y = −1 and examples with numbers J 1 = (n 0 + 1, ..., n) belong to the positive class with y = 1. We suppose that the expected risk measure has the form of (1). Let us introduce the "partial" expected loss
We omit the notation φ in some places for short. The expected loss Q characterizes the "negative" region and it is a part of the expected loss measure R(h, w). Its maximization over probabilities h leads to increasing this region and to reducing the "positive" region. If we return to the applied examples with the reliability behavior, then increase of Q means the pessimistic strategy. We prefer in this case to increase this measure as an insurance against the worst case which is a system failure. The same concerns the applied example with the disease. We pessimistically prefer to suppose that a person has the disease in order to avoid a fatal mistake.
The proposed robust classification problem can be formulated as follows:
such that
In other words, we have to find the optimal probability distribution maximizing the function Q and then to find the optimal parameters w minimizing the function R by the optimal probability distribution h * . We meet two obstacles by solving the above classification problem. First, the optimal function h * depends on w, i.e., we have the optimal function h * for every w. Second, the second optimization problem max h∈P Q(h, w opt ) defines only a part of elements of h, namely,
.., h n ) remain to be arbitrary and restricted only by the set P. This peculiarity leads to the ambiguity of the second problem min w R(h * , w) because we have infinitely many optimal distributions h * .
April
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In order to correctly state the classification problem, we introduce the second expected loss function S(h 1 , w) such that
This function depends only on the second part h 1 of the probability distribution h. So, we can write
It should be noted that the optimistic strategy is used for dealing with the positive class. The main reason for choosing it is that the pessimistic or minimax strategy is robust, but it may not provide an optimal solution in the sense of the smallest value of risk measure R. We do not need to provide the robustness for the positive class. Therefore, in order to compensate the nonoptimality of the robust strategy used for the negative class, we apply the optimistic strategy to the positive class.
A rough algorithm can be formulated as follows.
(1) For every w, we find the optimal vector h 0 w maximizing Q(h 0 , w). Here the index w indicates that the optimal vector h 0 depends on parameters w. 
An algorithm for solving the classification problem
In fact, the above sequence of steps can not be regarded as an algorithm because we have infinitely many vectors w and every optimal probability distribution depends on this vector. This sequence can be regarded as the formal classification problem statement. Therefore, we propose the following approach for solving the classification problem below.
Let us introduce two loss functions l 0 and l
Note that the above optimization problem is linear. This implies that the optimal solution of the problem can be found among the set of extreme points of the set P denoted as E(P). So, the above problem can be rewritten as follows: The same can be written for the loss function l 1 , i.e., there holds
It is important in the second optimization problem that the objective function is maximized not over all probability distributions h ∈ E(P), but over distributions with a fixed optimal part h 0 . This implies that the second optimization problem is solved by using only part of extreme points having the fixed part h 0 . It should be noted that for many well-known imprecise statistical models producing the set P, there exists a single extreme point from E(P) satisfying the above condition. In this case, the whole classification problem is significantly simplified.
Finally, we can write the classification problem as
Denote the set of unrepeated vectors h 0 from E(P) as E 0 and the subset of vectors h
1 from E(P) such that the distribution (h 0 , h 1 ) has the fixed vector h 0 as E 1 (h 0 ). Let us introduce the optimization variable G such that
Then we can rewrite the optimization problem as follows:
The main difficulty here is that the vector h 1 depends on the vector h 0 . Moreover, it is defined by the optimal vector h 0 maximizing Q(h 0 , w). Therefore, in order to solve the classification problem in a general case, the simplest way is to enumerate all different vectors h 1 from E(P) and to solve the following optimization problem for every h 1 from E(P):
subject to
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For every problem, we at first find the optimal vector h 0 by looking for an equality among inequalities (4) in constraints. Then we check whether the vector h 1 used for constructing the linear programming problem jointly with the optimal vector h 0 make up an extreme point from the set E(P). If it satisfies this condition, then the obtained solution (the vector w) is a candidate for the optimal solution of the whole problem. Among all candidates for the optimal solution, we select one that provides the smallest value of the expected loss measure R(w opt ).
The proposed algorithm requires a large amount of the computation time when the number of extreme points is large. Moreover, another computation problem we have is to find all extreme points of P. Nevertheless, the algorithm can be significantly simplified if to apply the well known imprecise statistical models for constructing the set P.
4. Imprecise statistical models and the classification problem
The linear-vacuous mixture
First of all, we consider the popular robust model called the linear-vacuous mixture or the imprecise ε-contaminated model 28 . We have mentioned in the previous sections that it produces the set of probabilities P(ε, p). It is simple to show that the set of extreme points of P(ε, p) for p = (n −1 , . . . , n −1 ) consists of n vectors such that the k-th vector has the k-th element (1 − ε)n −1 + ε and the other n − 1 elements are equal to (1 − ε)n −1 . First, we consider possible vectors h 0 . They can be of two types. Vectors of the first type contain an element (1 − ε)n −1 + ε, and vectors of the second type contain only elements (1−ε)n −1 . Let us prove that the largest value of Q(h 0 , w) is achieved when h 0 is a vector of the first type. Indeed, there holds for the first type
The same can be written for the second type
It is obvious that
as was to be proved. Hence, we can write that h
It is important to note that the vector h 1 does not depend on h 0 . As a result, we get the following linear programming problem: 
We get a simple optimization problem whose solution does not meet any difficulties when the loss function l(w, x) is linear.
It should be also noted that we do not need to consider the strategy taking into account the minimization of S(h 1 , w) over set of vectors h 1 . We deal only with maximization of the function Q(h 0 , w) over the set of h 0 or over the set P. Let us consider two special cases when ε = 0 (the precise case of probabilities of examples) and ε = 1 (the total ignorance about probabilities of examples). If ε = 0, then the above optimization problem is reduced to the problem
One can see from the above that the objective function is the standard empirical expected loss function. If ε = 1, then there holds max k=1,...,n0
This implies that only examples from the class y = −1 are used for constructing the classifier. Moreover, the decision is not unique because if we take an arbitrary separating function such that it is negative for all examples from the class y = −1, then all values of the loss function are 0. Let us imagine that there exist many examples which are linearly separable except for a single example from the negative class. Then the separating line in case of the linear classification passes across the point corresponding to this "abnormal" example.
It can be concluded from the consideration of two "extreme" cases that we should not take too small and too large values of the parameter ε for constructing the robust classifier.
The constant odds-ratio model
Another imprecise neighborhood model we consider is the so-called constant oddsratio (π, ε) model 28 . For this model, the set of probability distributions defined as the neighborhood of a given distribution p is
Here, ε ∈ [0, 1). Here, for all i ∈ {1, . . . , n}, the probabilities π i > 0 because otherwise P C (ε, p) is not well-defined. Under the constant odds-ratio model, the lower and upper weighting probabilities of the i-th point are given by
.
April
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According to Walley's work 28 , this model is convenient for statistical applications because its form is not changed by conditioning or statistical updating.
When we take the empirical distribution of the training data p = (n −1 , . . . , n −1 ) as the probability distribution of interest, the corresponding set P C (ε, p) has 2n extreme points. The first n points are such that the element (n(1−ε)+ε) −1 is located at the k-th position, while the other n−1 elements have value (1−ε)(n(1−ε)+ε) −1 . The other n extreme points have at the k-th position the element (1 − ε)(n − ε) −1 and (n − ε) −1 at the remaining positions. First, we analyze the first type of extreme points. The set of these extreme points can be divided into two subsets. The first subset contains such extreme points that the element (n(1 − ε) + ε) −1 is located at positions with indices from 1 to n 0 . The second subset consists of extreme points with the element (n(1 − ε) + ε) −1 located at positions with indices from n 0 + 1 to n. Since the element (n(1 − ε) + ε) −1 is larger than other elements, then this case is similar to the linear-vacuous mixture model, i.e., there holds
We see from (7)-(8) that the obtained problem differs from the similar problem (5)-(6) only by the multiplier before sums of loss functions. However, we have another type of extreme points. We again divide the set of extreme points of the second type into two subsets. The first subset contains such extreme points that the element (1 − ε)/(n − ε) is located at positions with indices from 1 to n 0 . The second subset consists of extreme points with the element (1 − ε)/(n − ε) located at positions with indices from n 0 +1 to n. It is simple to prove that the largest value of Q(h 0 , w) is achieved when h 0 is a vector of the second type because (1−ε)/(n−ε) is the smallest element among elements of the extreme points. It follows from (3)-(4) that we have to solve n − n 0 optimization problems
→ min w and to find the smallest value of R(h 1 , w opt (h 1 )) by different vectors h 1 . We remove constraints (4) because they do not depend on extreme points now. By substituting the vectors h 1 into the above problem, we get for k = n 0 + 1, ..., n, In sum, we have n 0 optimization problems (7)- (8) such that the optimal solution maximizing the objective function over k = 1, ..., n 0 is selected, and n − n 0 optimization problems (9) such that the optimal solution minimizing the objective function over k = n 0 + 1, ..., n is selected.
SVM for the linear-vacuous mixture
Now we apply the above ideas of the robust classifiers to the SVM with the hinge loss function under condition f (x, w) = w, φ(x) + w 0 . Let us add the standard Tikhonov regularization term 1 2 w, w (this is the most popular penalty or smoothness term) 18 to the objective function (5) and the constant "cost" parameter C. The smoothness (Tikhonov) term can be regarded as a constraint which enforces uniqueness by penalizing functions with wild oscillation and effectively restricting the space of admissible solutions (we refer to 6, 7, 17, 29 for a detailed analysis of regularization methods and SVMs). Moreover, we introduce the following optimization variables:
This leads to the quadratic programming problem
Instead of minimizing the primary objective function, a dual objective function, the so-called Lagrangian, can be formed of which the saddle point is the optimum. The Lagrangian is Robust classifiers using imprecise probability models 13
Here η i , ϕ i , λ i are positive Lagrange multipliers. The saddle point can be found by setting the derivatives equal to zero
By substituting the above conditions into the Lagrangian, we get the dual optimization problem:
Here K(x, y) = (φ(x), φ(y)) is some kernel satisfying the Mercer's condition 26 . One can see that the objective function does not differ from the objective function obtained in the standard SVM with the empirical probability distribution of the examples, i.e. by exploiting the empirical expected loss measure. However, the main difference is in the constraints. Let us replace the variable η k by ψ k = η k /C. Then we can rewrite the constraints with η k as follows:
The variable ψ i can be interpreted as the conditional probability of the i-th example under condition that it belongs to the class y = −1. This implies that the term in round brackets is the contaminated conditional probability. The function f (x i , w) can be rewritten in terms of Lagrange multipliers as
It is simple to see that the problem in the "precise" case ε = 0 is the standard SVM dual problem.
Let us write some of the Karush-Kuhn-Tucker complementarity conditions
It follows from the definition of Hence, we can replace the obtained dual optimization problem by n 0 problems substituting one of the above optimal vectors of variables η k , i.e., we get for s = 1, ..., n 0
Finally, we get n 0 problems corresponding to standard weighted SVM with the identical weights 1 − ε for all examples and with the weight 1 + (n − 1)ε assigned to the s-th example from the class y = −1. It is interesting to note that the increased weight is assigned to an example only from the negative class. We select a solution w opt such that w opt = arg max s∈J0 (L s (w)).
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SVM for the constant odds-ratio model
By using (7)- (8) and (9) and taking into account the derivation of the SVM for the linear-vacuous mixture model, we can similarly write a set of quadratic programming problems for the constant odds-ratio model. The objective function and one of the constraints coincide with (10) and (11), respectively, but other constraints take into account the weights or extreme points of the constant odds-ratio model.
If s = 1, ..., n 0 , then we have the following constraints:
If s = n 0 + 1, ..., n, the constraints are of the form:
So, we get n 0 optimization problems corresponding to standard weighted SVM with the identical weights n(1 − ε)/(n(1 − ε) + ε) for all examples and with the weight n/(n(1 − ε) + ε) assigned to the s-th example from the class y = −1. In addition, we get n − n 0 optimization problems corresponding to standard weighted SVM with the identical weights n/(1 − ε) for all examples and with the weight n(1 − ε)/(n − ε) assigned to the s-th example from the class y = 1. The optimal solution is selected by maximizing the Lagrangian L s over s = 1, ..., n 0 and by minimizing L s over s = n 0 + 1, ..., n. Suppose that we get solutions w * and w * * corresponding to the first and the second subsets of extreme points, respectively. Finally, we select a solution w opt such that
Numerical experiments
We illustrate the model proposed in this paper via several examples, all computations have been performed using the statistical software R 15 . We investigate the performance of the proposed model and compare it with the standard SVM by considering two error measures (E and E 10 ), which are the proportion of misclassified examples on a sample of data and the proportion of misclassified examples from the negative class with label y = −1. The first measure is often used to quantify the predictive performance of classification models. However, we are interested in the second measure because it is important for us to minimize errors in one of the classes, namely, in the negative class. The measures can formally be written as Here N T (N 01 ) is the number of all (negative) test examples for which the predicted class for an example does not coincide with its true class, N is the total number of test data. It should be noted that the measure E 10 is called very often as the false positive rate.
All experiments use a standard Gaussian radial basis function (RBF) kernel with the kernel parameter γ
Different values for the parameter γ have been tested, choosing those leading to the best results. Moreover, we use the linear-vacuous mixture with the parameter ε.
The number of instances for training will be denoted as n. The weighted version of the well known support vector machine (SVM) method is used in all experiments. First, we consider the performance of the proposed model with synthetic data having two features x 1 and x 2 . The training set consisting of two subsets is generated in accordance with the normal probability distributions such that n/2 examples (the first subset) are generated with mean values m 1 = (m 1 , m 1 ), and n/2 examples (the second subset) have mean values m 2 = (m 2 , m 2 ). Here we take identical mean values of features. The standard deviation is σ for both subsets and both features.
We investigate how the accuracy measures depend on the number of examples in the training set. We accept m 1 = 5, m 2 = 8, σ = 3, ε = 0.2, γ = 6. The "cost" parameter is C = 100. Three pictures illustrating the proposed model are shown in Figs. 1-3 . They correspond to cases of n = 20, 40, 80, respectively, and depict contours f (x) = 0 and generated data points with the above parameters. The solid curves correspond to the proposed model, the dashed curves correspond to the standard SVM with identical weights of training examples. Small triangles and circles correspond to training data from the negative and positive classes, respectively. One can see from the pictures that the difference between models is reduced with increase of n. Moreover, it can be seen from the first picture that the contour obtained from the proposed model covers all triangles. In other words, we prefer to extend the region of the negative examples in order to be sure that the test examples will be in this region. It should be noted that the synthetic training set is generated by using the precise model with normally distributed examples. However, the imprecision here is a result of a small amount of training data, for instance, n = 20. Moreover, a quite small number of training data (n = 10) will be studied in numerical experiments with real data. This imprecision can be taken into account by means of the proposed imprecise models.
In order to study how the dispersion of data impacts on the classification performance, we compute the measures E 10 and E for σ = 3 and σ = 4 by the same other parameters. The results are shown in Fig. 4 for different values of the parameter ε. It should be noted that the case ε = 0 corresponds to the standard model and it is given for comparison of the classification performance between two models. The first picture illustrates how the classification error Robust classifiers using imprecise probability models 17 correspond to the case σ = 3, the dashed curves correspond to the case σ A brief introduction about these data sets are given in Table 1 , while more detailed information can be found from, respectively, the data resources. It should be noted that the first two classes (carcinoma, fibro-adenoma) in the Breast Tissue data set are united and regarded as the negative class. Two classes (disk hernia, spondylolisthesis) in the Vertebral Column 2C data set are united and regarded as the negative class. The class CYT (cytosolic or cytoskeletal) in Yeast data set is regarded as negative. Other classes are united as the positive class. The first class in Seeds data set is regarded as negative.
Figs. 5-10 illustrate how the classification error E 10 depends on ε for the above data sets. The solid curve with triangle markers, the dashed curve with circle markers and the thin curve with cross markers correspond to cases n = 10, n = 20 and n = 40, respectively. We take n/2 examples from every class for training, which are randomly selected from the classes. The remaining instances in every data set are used for validation. One can see from the pictures that the most data sets demonstrate the apparent improvement of the classification performance in some intervals of the parameter ε. Moreover, we can see that this improvement depends on the Robust classifiers using imprecise probability models 19 The linear-vacuous mixture model is used for the experiments because this model is the most simple and is explainable in a simple way as a contaminated model. For some data sets (PID and Musk), we use also the constant odds-ratio model (see Fig. 11 ).
Conclusion
In this paper we have presented a new approach for robust classification under condition that one of the classes is more important in comparison with another class. Two well-known imprecise statistical models have been used for producing sets of probabilities which can be regarded as weights of examples from the training set. However, the approach can be extended on other imprecise statistical models, for example, pari-mutuel models 28 , Kolmogorov-Smirnov bounds 23, 24 , etc. Moreover, if we can determine all extreme points of a set of probability distributions produced by a statistical model, then the approach can be adapted to this set of distributions in a simple way.
It should be noted that the approach differs from the standard method in the framework of minimax strategies where we have a single objective function which has to be maximized over the set of probability distributions and minimized over the set of parameters w. Here we have two different objective functions. This is the main difficulty we had to overcome.
In order to numerically evaluate the proposed model, we have compared it with the standard classifier (SVM) by using some sets of real data, including well-known Pima Indian Diabetes, Haberman's Survival, Yeast, Ecoli and many other data Additional experiments have been made to test the model and to compare it with the standard SVM by using synthetic data and generating examples in accordance with the normal probability distribution.
We believe that this work opens ways for future work which is mainly directed towards three goals. Firstly, we are working on developing a set of models dealing with imbalanced data. Secondly, we are working on models which linearly combine two parts of the expected loss function in order to take into account the joint importance of the classes. Thirdly, we try to extend the proposed model to multiclass Finally, it is necessary to note that the choice of the best parameters of the imprecise statistical models is still an open question. Numerical experiments have illustrated that there are some optimal values of the parameters providing the smallest classification error. However, they can be found only by considering all 
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