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Abstract
We develop, validate, and apply an e cient multiscale method for the sim-
ulation of a large class of low-speed internal rarefied gas flows, which are critical
to a range of future technologies. The method is based on an existing multiscale
approach for the simulation of small-scale dense-fluid flows of high-aspect ratio, but
has been extended to support fluid compressibility, non-isothermal conditions, three-
dimensional domains, and transience. Furthermore, the method is able to treat a
broader range of flows: periodic, non-periodic, body-force-driven, pressure-driven,
thermally-driven, and shear-driven. It also incorporates pseudospectral methods,
and so boasts excellent convergence characteristics and accuracy.
All verification cases presented herein are designed to be amenable to solu-
tion by a full molecular treatment (where scale separation is not exploited). The
computationally demanding simulation technique known as direct simulation Monte
Carlo (DSMC) is employed to obtain reference solutions, allowing for comparison
with those computed by the multiscale method: excellent agreement is observed
throughout. The unsteady (time-marching) implementation of the method, which
allows for the resolution of transient flows, is validated by comparison with time-
dependent experimental data. Again, agreement is excellent.
The computational e ciency of the multiscale method is exceptional. It
provides e ciency gains of multiple orders of magnitude, relative to full molecular
simulations (by the DSMC method); in some cases, the multiscale method allows
for the solution of otherwise computationally intractable problems. Note, highly-
scale-separated systems are simulated with even greater e ciency.
Following the experimental validation of the method, it is applied to the
study of thermal-transpiration compressors (and implicitly Knudsen compressors).
We characterise the e↵ectiveness of these devices by considering the maximum pres-
sure di↵erence attainable for various combinations of (realistic) thermodynamic and
geometric conditions. The development time required to obtain this pressure di↵er-
ence, which is also considered as a performance indicator, is also computed.
vii
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Chapter 1
Introduction and background
Assume that we are interested in the behaviour of the low-speed flow of a rarefied
gas in the high-aspect-ratio conduit shown in Fig. 1.1. Flows of this type are of
critical importance to a range of future micro/nano-technologies, such as: micro-heat
exchangers for cooling integrated circuits, micro-jet actuators for flow control in
aerospace, hand-held gas chromatography systems, micro-reactors to generate small
quantities of chemicals, and a host of other ‘lab-on-a-chip’ devices. Clearly, due
to the many advantages associated with their use (reduction in the total resources
required, high system performance per unit cost and mass, ease of mass production,
high system reliability through redundancy, etc.), such systems are being developed
for applications in many industrial sectors (e.g. medicine, aeronautics, defence, etc.).
To understand how such flows may be modelled numerically, we must ap-
preciate that a rarefied gas cannot be modelled using the Navier-Stokes-Fourier
equations of continuum gas dynamics; to do so would require the system to be in
local thermodynamic equilibrium. For this to be true, the frequency of intermolecu-
lar collisions must be su cient to e↵ectively equilibrate the molecular distribution
(for consistency with local macroscopic properties). More explicitly, the typical fre-
quencies of a flow must be su ciently small compared to the mean collision rate;
alternatively, in terms of length scales, macroscopic gradients must be su ciently
large compared to the average distance travelled by molecules between successive
collisions (the mean free path  ). This condition is unsatisfied when treating gas
flows at small scales, i.e. the characteristic length scale is of the order of (or exceeds)
the mean free path. The implications form the motivation for the work presented
in this thesis, and require us to seek other means by which we can e ciently model
the low-speed flow of a rarefied gas in high-aspect-ratio conduits.
The degree of gas rarefaction, and the departure from local thermodynamic
equilibrium, is expressed by the Knudsen number:
Kn =
 
L
, (1.1)
1
Figure 1.1: Generic high-aspect-ratio conduit with square cross section.
where L is the characteristic length of the system. It is this dimensionless parameter
that we will use to identify a number of flow regimes, and quantify the validity of
various models. For Kn⌧ 1, the various conventional continuum based methods are
applicable. This condition does not hold when L ! 0, or   ! 1. If Kn   O (1),
the Boltzmann equation must be invoked to understand and compute the flow.
Therefore, in regard to Fig. 1.1, if the characteristic length, i.e. the height of the
conduit, is on the order of (or smaller than)  , we must obtain a solution to the flow
problem according to the Boltzmann equation: a task that requires considerable
computational e↵ort (in the form of main memory and processing requirements).
Before the Boltzmann equation is presented, and the numerical challenges of its
solution are described, the flow regimes are defined [Struchtrup, 2005]:
Kn < 10 2
The continuum limit: the Navier-Stokes equations (or Euler equations for
lower Kn) with classical no-slip boundary conditions are applicable.
10 2 . Kn . 10 1
The slip regime: the Navier-Stokes equations remain applicable, but rar-
efaction e↵ects at walls (the velocity ‘slip’ and temperature ‘jump’) must be
accounted for by the appropriate boundary conditions.
10 1 . Kn . 10
The transition regime: not in local thermodynamic equilibrium, and inter-
molecular collisions are considered. The Boltzmann equation is solved.
Kn & 10
The free molecular limit: relative to surface interactions, intermolecular
collisions are negligible. The (collisionless) Boltzmann equation is solved.
2
Note, the limits of these regimes are only approximate. For 10 1 . Kn . 1, the gas
can be modelled as a continuous medium by refined continuum models [Burnett,
1936; Reinecke and Kremer, 1990; Shavaliyev, 1993].
As even rarefied gases are likely to consist of a vast number of particles,
classical Newtonian mechanics cannot be used for their simulation. Instead, the
Boltzmann equation [Boltzmann, 1872], which is central to the kinetic theory of
gases, is used to describe the behaviour of a dilute gas. The quantity of primary
interest is the single particle distribution function f (x, c, t), where t is the time, and
x = {x1, x2, x3} and c = {c1, c2, c3} are the particle position and velocity vectors,
respectively. Therefore, f (x, c, t) is a function of seven variables and is such that
the number of particles N in the interval {x,x+ dx} with velocities {c, c+ dc}
(occupying the six-dimensional phase space element dx dc) at t is [Struchtrup, 2005]
dN = f (x, c, t) dx dc . (1.2)
We can see how the discretisation of phase space a↵ects accuracy, since we only know
the state of a particle within the finite size of the element. The low-order velocity
moments of f (x, c, t) give various macroscopic parameters at position x and time t,
such as mass density ⇢, flow velocity U = (u, v, w), temperature T , pressure p, etc.
The integro-di↵erential equation for f (functional dependencies are omitted
for clarity) known as the Boltzmann equation is introduced:
@f
@t
+ c · @f
@x
+ F · @f
@c
= J [f, f ] , (1.3)
where F is an external force per unit mass, and J [f, f ] is a non-linear integral,
known as the collision integral, that describes the change of f due to intermolecular
binary collisions. Note, with an increase in Kn, intermolecular collisions, and there-
fore J [f, f ], become decreasingly relevant. The Boltzmann equation describes the
spatio-temporal evolution of an ideal gas, and its complexity (which is primarily due
to the nature of the collision integral) is such that solutions are not easily obtained.
Before discussing methods for the solution of the Boltzmann equation, we
demonstrate why it is necessary by describing two distinct transport phenomena as-
sociated with rarefied gas dynamics. The first is observed as a clear minimum in the
pressure-driven (dimensionless) flow rate in a conduit as the degree of rarefaction
(Kn) increases. The Navier-Stokes equations with no-slip boundary conditions pre-
dict a vanishing flow as Kn!1. The second manifests as the apparent violation of
the second law of thermodynamics, causing gas transport to occur from (relatively)
low to high temperature regions: an e↵ect known as thermal transpiration.
3
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Figure 1.2: The Knudsen minimum as captured by solving (deterministically) the
Bhatnagar-Gross-Krook (BGK) [Bhatnagar et al., 1954] model equation ( ), and
Doi [2010] ( ) . The Navier-Stokes equations with first-order slip boundary condi-
tions ( ) fails to predict the correct behaviour as Kn!1.
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When a constant pressure di↵erence drives a rarefied gas through a conduit,
the dimensionless flow rate exhibits a characteristic minimum between continuum
and transition regimes (see Fig. 1.2). This phenomenon, referred to as the Knudsen
minimum [Knudsen, 1909a], is commonly used to benchmark solvers for the simula-
tion of rarefied gas flows. Generally, ‘coarse-grained’ (macroscale) models, such as
the Navier-Stokes equations with slip (or no-slip) boundary conditions, are unable
to capture this minimum (see Lockerby et al. [2004] for a discussion of slip).
Thermal transpiration is a phenomenon which induces the steady flow of a
rarefied gas solely by the application of a streamwise temperature gradient. This
flow vanishes as Kn! 0. The physical mechanism for this e↵ect is attributed to the
momentum exchange that occurs between gas molecules and a surface over which a
temperature gradient exists [Sone, 2000]. Consider a stationary gas in the vicinity of
a surface; a streamwise temperature gradient is imposed on this surface. Molecules
impinging on a small surface area dA are undistributed during their collisionless
free flight (of the order of  ), and thus keep the properties acquired at their origin.
Therefore, the average thermal speed of molecules arriving from (relatively) hot
regions is greater than that of molecules arriving from (relatively) cold regions. Due
to the resulting imbalance in the momentum transferred to dA, a reactionary force
is imparted on the gas in the direction of low to high temperature regions.
To reiterate, the equations of Navier-Stokes and Fourier lose their validity
as the characteristic length scale becomes comparable to the mean free path; these
models are unable to capture non-equilibrium e↵ects, such as those described above.
While other (more refined) generalised continuum models (such as the Burnett [Bur-
nett, 1936] and super-Burnett [Chapman and Cowling, 1991] equations, which can
be obtained from the Chapman-Enskog expansion of the Boltzmann equation to
second and third order [Struchtrup, 2005]) may be used to describe flows in the
transition regime (to an extent), they su↵er from some degree of physical inaccu-
racy, or are too computationally intensive to analyse numerically [Agarwal et al.,
2001]. Furthermore, much work is still required to assess the physical relevance,
range of applicability, and accuracy of these methods [Saint-Raymond, 2009].
The Boltzmann equation accurately describes rarefied gas flows (under the
assumptions of binary collisions and molecular chaos), but the computational e↵ort
required for its solution cannot be overstated. Note, we use the term ‘solution’ in
a broad sense, as the exceptionally popular direct simulation Monte Carlo (DSMC)
method [Bird, 1994] (used extensively herein) is not the application of standard
numerical analysis to the Boltzmann equation (for its numerical solution); it is a di-
rect physical simulation of the motion of representative molecules, and is consistent
5
with the Boltzmann equation [Bird, 1970; Wagner, 1992]. Broadly speaking, general
methods for the solution of the Boltzmann equation are computationally intensive,
and it is often the case that high performance computing facilities are required for
the timely computation of solutions. This presents a challenge, as scientists and
engineers concerned with the design of small-scale (or low-pressure) devices, where
rarefied gas flows are typical, require the use of these methods. In some cases, partic-
ularly when dealing with near-equilibrium flows in non-trivial multi-dimensional in-
ternal geometries, these methods are ine cient, or even computationally intractable.
For the e cient numerical study of rarefied flows, we must limit the use of these
methods. This is possible by exploiting the spatial and temporal scale separation of
certain problems to form a multiscale method that couples the physics of multiple
models with their associated benefits. Simply stated, when convenient and e cient
coarse-grained (macro) models fail as a result of their limited accuracy, we may
utilise more general (micro) models (i.e. the Boltzmann equation) in a controlled
manner (limiting computational intensity) to supplement or replace the former.
1.1 Multiscale modelling
As alluded to in the preceding section, a hierarchy of physical models of varying
fidelity and validity exist for the treatment of gas flows. The validity of these
models, when considered independently, is quantified by parameters such as the
Knudsen number (Kn), Reynolds number (Re), and Mach number (Ma). Based on
these parameters, a flow system tends to be described by employing a single valid
model. The computational e↵ort required for the solution of these models is highly
variable, and generally we would like to minimise our use of those which are com-
putationally intensive. Through the coupling of multiple models (that constitute
the aforementioned hierarchy), we adopt a multiscale representation, e↵ectively em-
ploying detailed (computationally intensive) micro models only where (and when)
e cient macro models are inadequate. By doing so, we limit the use of computa-
tionally intensive methods that would otherwise be used to fully describe a system
in thermodynamic non-equilibrium. Note, the term micro is used herein to define
regions where non-equilibrium e↵ects are resolved; other regions are termed macro.
Consider the flow of a rarefied gas in a generic internal-flow geometry, as de-
picted in Fig. 1.3a. As mentioned previously, the Boltzmann equation can be solved
(numerically or indirectly via the direction simulation of representative molecules) to
model a (rarefied) gas. Let us consider the well-established direct simulation Monte
Carlo method, which is used extensively for the scientific study of rarefied gas flows.
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(a) A generic internal-flow geometry.
(b) The domain decomposition method.
Figure 1.3: Various frameworks for multiscale (multiphysics, multifidelity) modelling
applied to a generic internal-flow geometry. A costly micro solver is employed for the
solution of a micro model in micro domains. A macro solver, with less computational
overhead, is used for the solution of a macro model in macro domains.
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(c) The heterogeneous multiscale method [Ren and E, 2005].
(d) The internal-flow multiscale method [Borg et al., 2013a].
Figure 1.3: Various frameworks for multiscale (multiphysics, multifidelity) modelling
applied to a generic internal-flow geometry. A costly micro solver is employed for the
solution of a micro model in micro domains. A macro solver, with less computational
overhead, is used for the solution of a macro model in macro domains.
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This method ‘directly simulates’ the Boltzmann equation by statistically modelling
the behaviour of representative molecules, and can be applied to accurately resolve
the flow within the conduit. Although it is widely used to simulate rarefied flows at
small scales, the computational intensity of the method is considerable, and (gener-
ally) far exceeds that of the familiar solvers of computational fluid dynamics (CFD).
If we choose to use this method alone, a full and unnecessarily detailed description of
the flow field is obtained at great computational expense. Alternatively, a multiscale
method may be applied for the e cient and accurate solution of the problem.
The classification system of Abdulle et al. [2012] is used to distinguish be-
tween various multiscale problems. Those which involve localised non-equilibrium ef-
fects are labelled as type I problems. To independently model regions where (costly)
micro (molecular) resolution is essential, the (physical) computational domain is de-
composed; a macro model adequately describes the flow in all other regions. Micro
and macro solvers are coupled at an interface. Type II problems require the micro
model to inform the macro model (e.g. for constitutive relations or boundary con-
ditions). Such problems may be solved e ciently by embedding micro subdomains
within the macro domain. Type III problems are similar to type II, but they involve
the high-aspect-ratio non-equilibrial flow through conduits. Such flows are highly
confined, and the size of the Knudsen layer (where non-equilibrium e↵ects manifest
near a solid surface) tends to be of the order of the characteristic length (which we
take to be the height) of the conduit, i.e. the entire flow field is non-equilibrial. In
the following section, we discuss (candidate) general frameworks for the design of a
multiscale method capable of solving type III problems (the focus of this thesis).
1.1.1 The domain decomposition method
Suppose we are able to identify the regions of a computational (physical) domain
where the localised non-equilibrium e↵ects of a type I problem are dominant. To
resolve these, a micro model is solved using a micro solver. All other regions are
accurately described by a macro model; the computational e↵ort required for its
solution is minimal in comparison. By coupling micro and macro solvers (through
fluxes or state variables) the flow field is resolved accurately and e ciently. This
basic strategy is what defines the domain decomposition method : a relatively simple
general framework for the design of multiscale methods (with various micro/macro
solver combinations, and levels of sophistication) that has been applied extensively
for the study of rarefied gas flows [Hash and Hassan, 1996; Le Tallec and Mallinger,
1997; Roveda et al., 1998; Tiwari and Klar, 1998; Wijesinghe and Hadjiconstantinou,
2004; Wijesinghe et al., 2004; Wu et al., 2006; Schwartzentruber et al., 2007].
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Because the literature covers a vast range of applications of the domain de-
composition method, we will only assess its suitability by considering the main
features that distinguish it (which are common to all applications). The domain
is decomposed to form subdomains in which disparate models are solved. These
subdomains are coupled at an interface, where the most conceptually elegant ap-
plications facilitate the communication of models of the same nature. For example,
the coupling of multiple particle-based methods [Burt and Boyd, 2009a,b], or the
direct numerical solution of the Boltzmann equation with kinetic schemes that are
derived by taking moments of the Boltzmann equation (see Sone [2007] for details).
The success of this approach is dependent on the chosen coupling strategy
and the imposition of suitable boundary conditions. In general, the boundary condi-
tions of each subdomain are set through the bi-directional exchange of information
between the solvers. At the micro/macro interface, which can been treated as a
shared boundary or zone, it is essential that the behaviour of the flow described
by independent models is consistent; even the subtlest inconsistencies can produce
significant errors. This presents a challenge, as we must parametrise the validity
of each model, and form a breakdown criteria that is typically dependent on the
problem. In addition, it is necessary to derive micro boundary conditions from
macroscopic properties in the correct manner. For example, if the DSMC method
and Navier-Stokes equations are loosely coupled at an interface, particle velocities
should generally be sampled from the Chapman-Enskog distribution [Chapman and
Cowling, 1991; Garcia and Alder, 1998] (defined using macroscopic properties), as
we are attempting to treat a near-equilibrium flow at the micro/macro interface
(where the Maxwellian distribution is not suitable). The solution is not always so
straightforward, as in the case of dense fluids (see Hadjiconstantinou [2005]).
Despite the success of the domain decomposition method, it should be avoided
when investigating certain classes of flow [Hadjiconstantinou, 2005]. As illustrated
in Fig. 1.3b, by the application of the domain decomposition method to the generic
(highly-confined high-aspect-ratio) flow geometry shown in Fig. 1.3a, the computa-
tional domain is decomposed to form two separate micro subdomains (assuming a
two-dimensional macro domain). In order to capture near-wall phenomena, such as
the velocity slip and temperature jump, these subdomains must extend the entire
length of the conduit. Consequently, to avoid the excessive use of the computation-
ally intensive micro solver, the maximum length of the conduit must be restricted.
Moreover, as the Knudsen number increases and the Knudsen layer expands further
into the bulk, we eventually find that the macro model is invalid everywhere; the
e ciency of the domain decomposition method is completely diminished.
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Figure 1.4: The heterogeneous multiscale method [E et al., 2007]: the general con-
figuration. Micro subdomains are embedded at the grid points of the macro domain.
1.1.2 The heterogeneous multiscale method
Type II problems require the use of a micro model to inform the macro model; the
micro model provides molecular resolution to derive accurate transport coe cients,
boundary conditions, or constitutive relations used by the macro model. Such prob-
lems can be solved by the application of the heterogeneous multiscale method (HMM)
[E et al., 2007; E and Li, 2004; Ren and E, 2005], which is outlined in the following.
A macro solver operates on a grid with resolution that is consistent with
the flow gradients in that dimension of the (physical macro) domain (illustrated
in Fig. 1.3a). At the nodes of this grid we evaluate some macro model (possibly
the continuum formulation of conservation of mass, momentum, and energy), using
some numerical method (macro solver), to obtain a macroscopic description of the
flow field. While this configuration is su cient when treating a flow system in local
thermodynamic equilibrium, it must be supplemented otherwise. Therefore, rarefied
gas flows through such geometries can be resolved by supplementing the incomplete
macro model with information derived from a micro model, which accounts for
the deficiencies in the former. E↵ectively, we embed micro subdomains (which are
physically decoupled from the macro domain) at the grid points of the macro domain,
as seen in Fig. 1.4. The size of a micro subdomain is such that we can guarantee
accuracy. Those which exist in the core of the macro domain make use of periodic
boundary conditions, solely. It is also important to note that micro-solver instances
do not communicate directly; all communication is facilitated by the macro solver.
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A potential coupling strategy, based on the work of Kessler et al. [2010], is
presented in the context of an example case: the viscous stress tensor   and heat
flux vector q of the generalised conservation equations,
@⇢
@t
+r· (⇢U) = 0 , (1.4)
@
@t
(⇢U) +r· (⇢UU) =  rp+r·  , (1.5)
@
@t
(⇢E) +r· (⇢EU) =  r(pU) +r· (  ·U) r· q , (1.6)
are calculated from the molecular velocity fluctuations of DSMC subdomain in-
stances, which are initialised such that macroscopic properties are consistent be-
tween models. As previously defined, ⇢ is the mass density, p is the pressure, t is
the time, U = (u, v, w) is the flow velocity; ⇢E is the total energy. A similar set
of equations can be derived from a molecular viewpoint by taking moments of the
Boltzmann equation. Terms that relate the motion of particles to the macroscopic
behaviour of the fluid are obtained by comparison of these two sets of equations (the
reader is referred to Kessler et al. [2010] for details). The inadequate constitutive
relations of the macro model for   and q, specifically the Navier-Newton viscosity
model and Fourier’s law of heat conduction, may be replaced with expressions for
  and q based on micro dynamics. When the distribution function f is known at
time t, these accurate closure relations can be solved explicitly.
Unsteady (transient) problems require greater attention, as multiple time
scales become relevant. In the simplest case, two time scales exist: the time scale
over which (1) the micro model equilibrates, and (2) the macroscopic properties of
the system evolve. If these are of the same order, time-scale separation cannot be
used to improve computational e ciency. Generally, however, the characteristic mi-
cro time scale is many orders of magnitude smaller, allowing us to apply a time-step
coupling scheme for the accelerated solution of the problem. The exploitation of
time-scale separation is discussed in Chapter 4 and Lockerby et al. [2013].
Let us apply the HMM to the generic flow geometry shown in Fig. 1.3a.
Figure 1.3c illustrates that the HMM is not suitable where the molecular scale (e.g.
the mean free path) is comparable to the transverse scale; micro subdomains, which
have a minimum size of the order of  , are forced to overlap. The e ciency of the
HMM su↵ers significantly as a result. Note, depending on the macro solver, the
underlying grid of the macro domain must be reasonably fine to ensure accuracy
and numerical stability. As the Knudsen number increases and the overlapping
of subdomains is exacerbated, we begin to encounter another, more serious issue:
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(a) The heterogeneous multiscale method. When Kn is small, the Knudsen
layer only exists near the walls of the conduit, and the HMM is adequate.
(b) The heterogeneous multiscale method. As Kn!1, the Knudsen layer
expands into the bulk. Even for a moderate Knudsen number, as shown in
the above, the HMM becomes ill-suited. Subdomains in the bulk will not
capture the non-equilibrium e↵ects that manifest in the Knudsen layer.
Figure 1.5: Limitations of the heterogeneous multiscale method [E et al., 2007] when
applied to highly confined non-equilibrial flows, as the Knudsen number is increased.
13
subdomains in the bulk (whose state is dictated by local macroscopic properties) are
not able to capture non-equilibrium e↵ects in the expanding Knudsen layer (see Fig.
1.5). The HMM may even be ill-suited to treat flows where Kn & O (0.1). For the
solution of problems by the HMM, the macro model must provide (locally) accurate
values of state variables to constrain the micro model. This is not possible when
the bulk flow is non-equilibrial. It is for these reasons that the HMM, when applied
to study flows within highly-confined small-scale conduits, is less accurate and less
e cient than a full microscopic treatment. Again, we must seek an alternative.
1.1.3 The internal-flow multiscale method
Hitherto, we have shown that general continuum models (for example, the Navier-
Stokes equations) cannot be used (reliably) to model rarefied gas flows, and that
the Boltzmann equation must be invoked. However, the numerical methods for the
(unnecessarily detailed) solution of the Boltzmann equation are computationally in-
tensive to employ. By coupling micro (i.e. the Boltzmann equation) and macro (i.e.
continuum formulations of conservation of mass, momentum, and energy) models, a
multiscale approach minimises the computational e↵ort required. Many multiscale
methods exist, but only recently has one been introduced that allows for the treat-
ment of non-equilibrial flows in high-aspect-ratio conduits (type III problems): the
internal-flow multiscale method (IMM) of Borg et al. [2013a], that was originally in-
tended to model incompressible dense-fluid flows in small-scale devices. As a degree
of length-scale separation exists between macroscopic variations in the streamwise
direction (s) and microscopic processes occurring in the transverse plane (xy-plane),
these flows are multiscale. As such, (equispaced) micro subdomains (in Borg et al.
[2013a]) that span the entire cross section of the conduit (representing the local
cross-sectional geometry of the macro domain), as illustrated in Fig. 1.3d, are dis-
tributed in the s-direction. In Borg et al. [2013a], the number of micro subdomains
⇧ is attributed to the discretisation of the macro domain. All subdomains may
be visualised as rectangular cuboids, with periodicity is enforced in the streamwise
direction. Like those of the HMM, the micro subdomains are constrained by the
macro model. Unlike the HMM, however, the macro model is not supplemented by
the micro model. Instead, coupling is enabled by enforcing mass conservation, since,
for a steady-state flow, the mass flow rate in each subdomain must be equal:
hm˙ii = const. = M˙ for i = 1, 2, . . . ,⇧ , (1.7)
where hm˙ii is the mass flow rate in the i th of ⇧ subdomains. Chevrons denote that
the mass flow rate is measured directly, and M˙ is the macroscopic mass flow rate.
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Because a streamwise-periodic subdomain cannot accommodate a streamwise
gradient, an equivalent body force is used to emulate a pressure gradient; this body
force (a pressure-gradient correction  i) generates a mass flow rate hm˙ii in the i th
subdomain. Through an iterative algorithm,  i is updated to satisfy equation (1.7).
The dimensionless number indicating the degree of length-scale separation is
SL = min
(     dLxds
     1,      dLyds
     1,     Lx⇤ d⇤ds
     1,     Ly⇤ d⇤ds
     1,     RxLx
    ,     RyLy
    
)
, (1.8)
where Lx and Ly are length scales in the transverse directions that characterise
the cross-sectional geometry, ⇤ is a state variable (e.g., temperature), and Rx and
Ry are the radii of curvature of the centre streamline. As SL ! 1, the number of
subdomains ⇧ must be increased. Conversely, as SL ! 1 (increasing length-scale
separation), ⇧ can be reduced. Although ⇧ is highly dependent on SL, the direct
relationship between SL and ⇧ is case dependent; a general relation does not exist.
If SL   1 it can be assumed that, in small streamwise sections of the con-
duit, the walls are parallel to the centre streamline (and consequently all other local
streamlines). This allows for the simulation domain to be represented by streamwise-
periodic subdomains (with boundaries that do not converge or diverge). Therefore,
SL e↵ectively determines the applicability of the IMM. Depending on the capabil-
ities of the micro solver utilised, these subdomains are three-dimensional (with a
length O ( ) in the s-direction) as illustrated in 1.3d, or two-dimensional, where the
subdomains are cross-sectional slices with no dimension in the s-direction.
The concept of gearing (G), which permits a compromise between computa-
tional e ciency and resolution, was introduced in Borg et al. [2013a]:
G = Ls
⇧  s
(1.9)
where Ls is the streamwise length of the macro domain and  s is the streamwise
length of a subdomain. This is an exceptionally attractive feature of the IMM. As G
is increased, ⇧ is reduced (for a fixed  s which is su cient such that spurious wrap-
around e↵ects do not occur) for greater computational economy at the expense of
accuracy (the numerical approximation of the continuous integral of   by Simpson’s
rule su↵ers). By reducing G the accuracy is improved, since ⇧ is increased at the
expense of computational e↵ort. The domain decomposition method discussed pre-
viously does not allow for such a level of control; this is a feature of the IMM (and
implicitly the HMM). As mentioned, the computational cost of the latter is directly
proportional to Ls, restricting the problems it can treat.
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1.1.4 Sequential and concurrent coupling
We end our discussion of multiscale methods by considering the suitability of se-
quential and concurrent coupling. If we limit our attention to type III problems,
which the IMM is tailored to treat, it is relatively straightforward to determine
whether information derived from the micro model can be pre-calculated (to allow
for sequential coupling). We must simply assess the number of variables (degrees of
freedom) that define the value of the mass flow rate hm˙ii (in the i th of ⇧ subdo-
mains). If hm˙ii can be regarded as a function of few variables, computations (which
are intended to be repeated) are tackled e ciently by resorting to a lookup table
approach. It is important to remember, however, that the intensive use of the micro
solver is still required to pre-calculate micro data, which must span many parameter
values for accurate interpolation. Because we rarely encounter problems which are
su ciently simple, concurrent coupling, by which the micro solver is instructed to
return data on demand, is the technique used in this thesis.
1.2 Solution of the Boltzmann equation
The analytical solution of the Boltzmann equation is limited to collisionless, rela-
tively trivial flow problems. The need to discretise phase space, as well as physical
space, is the primary reason for the complexity of its solution. If we just consider the
position x and velocity c, a six-dimensional representation of phase space is required
(assuming three-dimensional physical space). Modelling other parameters, such as
the internal energy modes, increases the dimensionality of phase space. The analyti-
cal solution of equation (1.3) for engineering relevant flows is completely intractable.
Therefore, the numerical solution of the Boltzmann equation is sought.
1.2.1 Deterministic methods
Most deterministic solvers used for the solution of the Boltzmann equation rely on
the discretisation of the distribution function f with respect to the velocity c (to
evaluate the five-fold collision integral J ). This approach defines the discrete veloc-
ity or discrete ordinate method: continuous and infinite velocity space is truncated
and discretised to form a set of discrete velocities. However, the direct numerical so-
lution of the Boltzmann equation is (still) computationally intensive; for monatomic
gases, the computational e↵ort required to evaluate the collision operator is usually
O  N7vel. , at the very least, where Nvel. is the number of grid points in each di-
mension of velocity space [Wu et al., 2015]. Because the accuracy of the solution is
dependent on Nvel., the discretisation of velocity space cannot be coarse.
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Many modifications which attempt to reduce the computational e↵ort asso-
ciated with evaluating the collision integral (by reducing the number of operations)
have been proposed. For instance, Morris et al. [2011] use a Monte Carlo method to
randomly sample a set of collision partners for each point in velocity space (strictly
speaking this is not a fully deterministic method). Kolobov et al. [2007] note that
the use of so-called Korobov sequences also reduces the number of operations.
The fast spectral method proposed by Mouhot and Pareschi [2006], which
has been extended to treat other collision kernels [Wu et al., 2013, 2014, 2015], is
a numerical scheme for the collision integral J [f, f ]. The computational e↵ort re-
quired to evaluate the collision operator can be reduced to O
⇣
N2ang.N
3
vel. logNvel.
⌘
,
where Nang. is the number of discrete solid angles in each dimension of velocity space.
These methods are computationally e cient and are exceedingly accurate, owing to
their use of spectral methods. They would certainly be useful for the simulation of
gas flows at small-scales, used either independently or in conjugation with the IMM
to eliminate the streamwise dimension in x and simplify the computation of f .
1.2.2 The direct simulation Monte Carlo method
As an alternative to deterministic methods for the solution of the Boltzmann equa-
tion, let us consider the stochastic particle-based simulation method known as the
direct simulation Monte Carlo (DSMC) method [Bird, 1994]. It is widely regarded
as a reliable, flexible, and e cient method (in the case of multi-dimensional flows)
for the direct simulation of the Boltzmann equation, with other rarefied gas models
frequently using DSMC as a benchmark for comparison. A large number of repre-
sentative molecules (N) are tracked through a computational mesh as they interact
with walls and each other. These representative molecules (which may be referred
to as DSMC particles) represent a number of real molecules. This o↵ers a degree of
control over the computational intensity of the method, but, as will be discussed in
the following, also a↵ects the statistical uncertainty in sampled quantities.
The DSMC method decouples the transport and collision of particles, e↵ec-
tively simulating the left- and right-hand sides of equation (1.3) in two separate
steps, for a time step  t. Assuming that F = 0, the particles are translated sim-
ply according to x (t+ t) = x (t) + c (t) t. This step also involves generation
or deletion of particles (if applicable), and particle-surface/boundary interaction.
The type of surface (impermeable boundary) dictates the behaviour of a reflecting
particle, and commonly we deal with either specular or di↵use reflection. The post-
collision velocities of a di↵usely reflected particle are sampled from an equilibrium
(or Maxwellian) distribution function based on the temperature T of the surface.
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Following the transport step, pairs of particles within the same computa-
tional cell are randomly selected to collide. Therefore, the spatial discretisation of
the physical domain is determined as a function of  , since it would be physically
inaccurate to allow particles separated by many mean free paths to collide. In gen-
eral, and for the simulations presented in this thesis, the maximum cell dimension
 x =  /3. Similarly, the mean free time (⌧¯ =  /c¯r, where c¯r is the mean (rela-
tive) speed of collisions) limits  t (⌧ ⌧¯), as particles should be advected without
colliding. It has been rigorously shown that as N ! 1 and the discretisation pa-
rameters tend to zero ( t! 0 and  x! 0), the DSMC method provides solutions
to the Boltzmann equation [Wagner, 1992]. A computational mesh is also required
for the statistical sampling of macroscopic quantities; once a steady-state condition
is achieved, the appropriate microscopic properties are averaged over a number of
time steps to obtain low-noise cell-centred values of macroscopic properties. If the
problem is unsteady, an ensemble average (the number of realisations required to
obtain the desired fractional error in macroscopic properties has been characterised
by Hadjiconstantinou et al. [2003]) is required to improve estimates.
In dilute gases, intermolecular collisions are assumed to always be binary.
The exact dynamics of a collision are dependent on the molecular model selected,
with those that are more realistic varying the collision cross section  T as a function
of the relative speed (cr) between colliding molecules (which includes monatomic,
diatomic, and polyatomic molecules). Figure 1.6 shows the e↵ective cylinder of
volume  T cr t that is formed by sweeping the collision cross section along the
trajectory of a particle. During the interval  t, a collision will occur if the centre
of any other particle exists within the cylinder; the probability that a collision will
occur between two molecules is P = W T cr t/Vcell, where W is the number of
real molecules represented by a DSMC particle, and Vcell is the volume of a cell.
All DSMC simulations presented in this thesis make use of the variable hard
sphere (VHS) model, where the molecular diameter d is a function of cr [Bird, 1994]:
d = dref.
 
cr, ref./cr
 ! 1/2
. (1.10)
The subscript ‘ref.’ denotes reference values, and ! is the viscosity index. This
model is able to reproduce the correct temperature dependence of viscosity:
µ = µref.
 
T/Tref.
 !
, (1.11)
where µ is the dynamic viscosity. For a thorough review of the various molecular
models, and the DSMC method, the reader is referred to Bird [1994, 2013].
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Figure 1.6: Over an interval of time which is much shorter than the mean colli-
sion time, assume that the molecule of interest moves through a field of stationary
molecules with speed cr. A collision will occur if the centre of any field molecule
exists within the (swept) cylinder of volume  T cr t. Adapted from Bird [1994].
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Statistical uncertainty
As macroscopic properties are sampled by averaging microscopic properties, the
DSMC method is inherently statistical. Hadjiconstantinou et al. [2003] present
predictions for the statistical uncertainty due to finite sampling in the presence of
thermal fluctuations, and show that relative statistical error can be expressed as
✏w =
 w
U
=
1p
Nsam.Ncell
1
Ma
p

, (1.12)
where  w is the standard deviation of the streamwise velocity w, U is the charac-
teristic velocity, Nsam. is the number of number of statistically independent samples
required to obtain an estimate of w, Ncell is the number of computational particles
per cell, and  is the adiabatic index. Therefore, the computational intensity asso-
ciated with estimating w with a relative uncertainty ✏w using the DSMC method
scales as (✏wMa)
 2; as Ma ! 0 the DSMC method becomes intractable. This has
led researchers to develop computationally e cient (variance-reduced) methods for
the simulation of low-speed (or more generally, low-signal) rarefied gas flows.
1.2.3 Low-variance deviational simulation Monte Carlo
Generally, rarefied gas flows at small scales are near thermodynamic equilibrium.
Therefore, we would prefer to utilise a method with a computational e ciency that
is independent of the relative statistical uncertainty (the ratio of the standard devi-
ation   to the magnitude of the characteristic signal). The low-variance deviational
simulation Monte Carlo (LVDSMC) method introduced by Homolle [2007]; Homolle
and Hadjiconstantinou [2007a,b], and more recently developed by Radtke [2011];
Radtke et al. [2011, 2013], is such a method. It provides considerable gains in com-
putational e ciency, and enables the solution of otherwise intractable problems.
Variance reduction
Previously it was shown that, due to the high dimensionality of f (x, c, t), stochastic
particle-based methods (such as the DSMC method) for the simulation of the Boltz-
mann equation may be preferred. The algorithm that dictates the time-accurate ad-
vancement of the LVDSMC procedure is similar to that of the DSMC method; both
methods provide solutions of the Boltzmann equation by decoupling particle trans-
port and collisions. However, unlike the DSMC method, which utilises N particles to
approximate f , the LVDSMC method uses N deviational particles to simulate (with
reduced variance) the deviation from a fixed (global) equilibrium distribution f0.
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f0 – equilibrium distribution
fd – deviation
negative
positive
Figure 1.7: Illustration showing deviation from an equilibrium state. The deviation
from equilibrium (fd) must be represented by signed particles.
For near-equilibrium flows this closely approximates the actual distribution function.
f0 (c) =
n0
⇡3/2c30
exp
 
 c
2
c20
!
, (1.13)
for a fixed (equilibrium value of) temperature T0 and number density n0. The most
probable thermal speed of the global equilibrium state is c0 =
p
2RT0, where R is
the specific gas constant. The distribution function is decomposed to form
f (x, c, t) = f0 (c) + fd (x, c, t) , (1.14)
where fd is represented by the simulation of deviational particles. The relationship
between the particle weight W (analogous to the number of real molecules rep-
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resented by a DSMC particle) and N is non-linear (unlike the linear relationship
between W and N of the DSMC method), and is expressed as
W = ✏ ⇢0 Vcell
m⌅
, (1.15)
where ✏ is a dimensionless parameter than quantifies the departure from equilibrium,
⇢0 is the equilibrium value of mass density ⇢, m is the molecular mass [kg], and ⌅
is approximately the average number of deviational particles per cell. In addition,
because fd can take either a positive or negative sign (see Fig. 1.7 for an illustration
of this concept), the particle sign sp 2 [ 1, 1] is introduced.
The implementation of the LVDSMC method used herein, employs Strang’s
splitting method (see Ohwada [1998]). For a time step  t, the procedure begins
by translating all particles over the interval 1/2 t. If a body force is applied, it
acts following this half advection step, again for the interval 1/2 t. A full collision
step then occurs over the interval  t. Next, the body force acts again for the
interval 1/2 t. Finally, all particles are again translated over the interval 1/2 t,
before properties are sampled. Clearly, as with the DSMC method, advection and
collision steps occur separately. If we considered the Boltzmann equation in terms
of the deviational distribution function fd, we obtain the following [Radtke, 2011]:
@fd
@t
+ c · @fd
@x
 
tran.
= 0 , (1.16)

@fd
@t
 
coll.
= J [f0 + fd, f0 + fd] = L [fd] + J [fd, fd] , (1.17)
where equations (1.16) and (1.17) describe the advection and collision of particles,
respectively. Like representative particles, deviational particles are translated ac-
cording to x (t+ t) = x (t) + c (t) t1/2, where  t1/2 is the half-time step.
The collision operator (in equation (1.17)), which is here defined by the
VHS model, is split to form linear
 L [fd]  and non-linear  J [fd, fd]  components.
The e↵ect of the latter is negligible when considering near-equilibrium flows, and is
disregarded. Therefore, the collision operator is L [fd], which is more dominant.
E↵ective body force
Using a technique introduced by Cercignani and Daneri [1963], the LVDSMCmethod
is able to represent streamwise gradients as an e↵ective body force. By assuming that
the streamwise dependence is carried by the underlying equilibrium state, this fea-
ture allows streamwise pressure and temperature gradients to be set independently.
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The scaled gradients
  p = 1
p
dp
ds
, and  T =
1
T
dT
ds
, (1.18)
are treated as input parameters, and are used directly to define an additional term
in the advection operator (equation (1.16)). All IMM computations presented in
this thesis make use of this feature. For further details, see Radtke [2011].
1.3 Thesis outline
In Chapter 2, a steady-state internal-flow multiscale method (IMM) for gas flows
(which is referred to herein as the steady-IMM) is developed. This method features
a number of extensions that di↵erentiates it from the dense-fluid-flow IMM of Borg
et al. [2013a]. These include: incorporation of fluid compressibility; support for
streamwise non-isothermality; adaptation to Monte Carlo simulation methods for
gases; and implementation of pseudospectral methods for far-improved accuracy.
In Chapter 3, the steady-IMM for gas flows is verified by comparison of
its solutions with those obtained by the DSMC method (alternative methods are
used when solution of the problem by the DSMC method is computationally in-
tractable). Six test cases are considered to verify the steady-IMM: cases one and
two involve the simulation of body-force-driven and pressure-driven flows through
a converging-diverging conduit, respectively; case three simulates a shear-driven
flow through a micro-gas journal bearing; cases four, five, and six consist of non-
isothermal (thermal-transpiration) flows through various geometries.
Chapter 4 outlines the numerical and multiscale methodology that consti-
tutes the unsteady-IMM for gas flows. This method is validated by comparison with
the time-dependent thermal-transpiration results of Rojas-Ca´rdenas et al. [2013] for
various streamwise temperature variations and values of Kn.
The influence of various geometric parameters on the performance of thermal-
transpiration compressors (and implicitly Knudsen compressors) is investigated in
Chapter 5. Both steady and unsteady implementations of the IMM for gas flows
(presented in this thesis) are employed to recommended compressor designs which
maximise performance. We demonstrate the IMM as an e↵ective tool for the design
optimisation of these devices, as opposed to a simulation tool.
The key developments and findings of this work are outlined in Chapter 6,
accompanied by a discussion of future work and potential applications of the IMM.
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Chapter 2
IMM for steady gas flows:
methodology
In this chapter, a method for modelling steady rarefied gas flows in high-aspect-
ratio conduits is developed. This method, referred to as the steady-internal-flow
multiscale method (steady-IMM), is an extension of the hybrid approach proposed
by Borg et al. [2013a] for the simulation of multiscale dense-fluid flows in conduits
of high aspect ratio. The need for the steady-IMM is apparent when considering the
many important and emerging micro/nano-technologies that involve the large class
of low-speed rarefied gas flows the method is designed to treat.
Like the IMM for dense-fluid flows, the steady-IMM (for gas flows) couples
particle-based ‘micro subdomain’ instances and a macro domain, the flow conditions
through which are described by continuum theory (the continuum formulation of
conservation of mass and momentum). These subdomains represent the local cross-
sectional geometry of the macro domain, and are distributed in the streamwise
direction with a spacing dictated by the configuration of the problem. Application
of the steady-IMM requires that a degree of length-scale separation exists between
macroscopic variations in the streamwise (s-)direction and microscopic processes oc-
curring in the transverse (xy-)plane. Rarefied gas flows in high-aspect-ratio conduits
(see Fig. 2.1) exhibit such scale-sepeartion. In the following, the major extensions
that distinguish the steady-IMM from that of Borg et al. [2013a] are outlined.
In Borg et al. [2013a] it is assumed that the low-speed dense-fluid flow in
microdevices is incompressible. However, despite the low Reynolds and Mach num-
bers (to which we restrict our attention) of such flows, significant compressiblity can
occur [Gad-el Hak, 2005], particularly in dilute gases. In Borg et al. [2013a], even
though a dense Lennard-Jones fluid was considered, a significant error due to the in-
compressibility assumption was identified. This observation is due to the significant
variations in density that occur as a result of the combination of high viscous losses
and the substantial streamwise length of the high-aspect-ratio conduits considered.
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Therefore, as will be shown, the steady-IMM incorporates fluid compressibility.
Since micro-solver instances (subdomains) require considerable computa-
tional e↵ort, continous variations of functions, such as the streamwise variation of
mass density, should be reconstructed from the values of mass flow rate (measured
directly from the streamwise-distributed subdomains) using a method that provides
excellent accuracy and convergence characteristcs. To this end, we adopt pseu-
dospectral methods, which exhibit so-called ‘exponential’ convergence: increasing
the number of collocation points (i.e. the number of subdomains ⇧ per streamwise
length, ⇧/Ls) decreases the error exponentially, i.e. /
 
Ls/⇧
 ⇧
. Finite-di↵erence
methods (which o↵er an alternative approach for the solution of problems by the
steady-IMM) do not share this rate of convergence; generally, the accuracy of finite-
di↵erence methods is inferior to that of pseudospectral methods.
To treat a gas flow, Monte Carlo methods (e.g. the direct simulation Monte
Carlo (DSMC) method or the low-variance deviational simulation Monte Carlo
(LVDSMC) method) provide micro resolution (by simulating the flow in micro sub-
domains). In Chapters 3, 4, and 5, the LVDSMC method is used solely (due to its
e cient treatment of low-signal flows). This method simulates streamwise gradients
as an e↵ective body force, and negates the need to include computational cells in the
streamwise direction. Therefore, in the case of a three-dimensional macro domain,
LVDSMC subdomain instances are simply two-dimensional ‘slices’ in the xy-plane
(of the macro domain). For a two-dimensional macro domain, a one-dimensional
implementation of the LVDSMC method is used.
Other major extensions allow for non-isothermal conditions (to model ther-
mal transpiration) and the treatment of a broader range of flow problems: periodic,
body-force-driven, pressure-driven, thermally-driven, and shear-driven. Support for
these is provided by the underlying equations that are presented in what follows.
2.1 Macro model
Consider the continuity equation,
@⇢
@t
+r · (⇢U) = 0 , (2.1)
where ⇢ is the mass density, U = (u, v, w) is the convective velocity, and t is time.
By the locally-parallel flow assumption (u = v = 0), equation (2.1) becomes
@⇢
@t
+
@
@s
(⇢w) = 0 . (2.2)
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Figure 2.1: A generic internal-flow geometry with the steady-IMM applied.
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Integrating equation (2.2) over the cross-sectional area A of the conduit gives
@⇢
@t
+
1
A
@m˙
@s
= 0 , (2.3)
where the mass flow rate is defined as
m˙ =
Z
A
⇢w dA . (2.4)
Combining equation (2.3) with an equation of state p = f (⇢, T ), where p is the
pressure and T is the temperature, constitutes the macro model. Assuming that
macro state variables are known at the boundaries of the flow/conduit, the mass flow
rate as a function of s is all that is required to close the macro model; this variation
is determined from ⇧ streamwise distributed micro-solver instances (subdomains),
which provide solutions of the micro model. We consider the temporal evolution of
the mass flow rate in each micro subdomain to be governed by
@m˙
@t
= F
✓
@T
@s
;
@p
@s
;X
◆
, (2.5)
where F represents the micro model, and the container X holds information regard-
ing the molecular structure of the gas being modelled.
Many problems involve spatial and temporal scale separation between the
micro and macro model. For such cases, the asynchronous time-step coupling ap-
proach described in E et al. [2009]; Lockerby et al. [2013] is adopted; the micro and
macro model are advanced at di↵erent rates with negligible accuracy penalty. For
the underlying methodology of the (transient) unsteady-IMM, refer to Chapter 4.
For steady-flow problems, the system does not evolve in time. Instead, the time-
dependent term in equation (2.3) is omitted, and the steady continuity equation can
be discretised at streamwise-distributed collocation points (subdomains):
1
Ai
@m˙
@s
    
i
= 0 for i = 1, 2, . . . ,⇧ . (2.6)
The collocation points (nodes on the centreline of the macro domain) are the ge-
ometric centres of ⇧ micro subdomains. Pseudospectral methods are employed by
the steady-IMM to obtain density and its spatial derivative (at these collocation
points) from the mass flow rate in subdomains. Equation (2.6) can be expressed as
hm˙ii = const. = M˙ for i = 1, 2, . . . ,⇧ , (2.7)
where hm˙ii is the mass flow rate generated (by a body force) in the i th of ⇧ subdo-
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mains. Chevrons denote that the mass flow rate is measured directly from the i th
micro subdomain. M˙ is the macroscopic mass flow rate through the conduit, which
is iteratively refined. Note, for steady-flow problems, a conservative rule-of-thumb
is to use ⇧ = d8/3SLe subdomains, where SL is the length-scale separation number.
2.2 Micro model
The equation for conservation of momentum is
⇢

@U
@t
+ (U ·r)U
 
=  rp+r · T+ f , (2.8)
where T is the shear stress tensor and f is a body force per unit volume, which
describes the momentum transport of a fluid. By restricting our attention to steady
laminar flows (low Reynolds and Mach numbers) in high-aspect-ratio conduits (i.e.
locally-parallel flow, u = v = 0), equation (2.8) can be linearised:
@p
@s
= rp = r · T+ f . (2.9)
For individual decoupled subdomains, a di↵erent momentum balance is formed
0 = r · T+ f . (2.10)
Due to the streamwise periodicity of the subdomains, the streamwise pressure gra-
dient occurring in equation (2.10) cannot exist. Equations (2.9) and (2.10) are
therefore inconsistent. To facilitate a coupling mechanism between micro and macro
models, a streamwise pressure gradient is emulated by the application of a fictitious
body force  , referred to as a pressure-gradient correction in Borg et al. [2013a].
2.3 Macro-micro coupling
The macro-micro coupling is stated in equation (2.7). The steady-IMM is iterative,
predicting values of  i and ⇢i for i = 1, 2, . . . ,⇧ which generate micro mass-flow
responses that, on convergence, satisfy equation (2.7). The macroscopic mass flow
rate M˙ and the (continuous) streamwise variation of mass density constitute the
basic outputs of the steady-IMM. Other macroscopic quantities, such as pressure,
are related to density by an equation of state. If the conduit is three-dimensional,
streamwise velocity profiles w (x, y) can be extracted from subdomain instances.
For two-dimensional conduits, one-dimensional velocity profiles w (y) are obtained.
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Consider the i th subdomain. The iterative solution of equation (2.7) requires
a prediction of the general response of the micro mass flow rate hm˙ii to changes of
 i and ⇢i. It is assumed that the di↵erence between hm˙ii and the mass flow rate
due directly to wall motion (⇢iQi) is separately proportional to the net momentum
flux (introduced by an external acceleration a and the pressure-gradient correction
 i) and the streamwise surface temperature gradient. This is stated as
hm˙ii = ki (⇢ia   i) + ⇢iQi + ji dT
ds
    
i
. (2.11)
The constant of proportionality ki is estimated prior to the first iteration. As will be
shown, the constant ji, determining the mass flow rate due to thermal transpiration,
does not require estimation. Note, the prediction implied by equation (2.11) only
determines the convergence characteristics of the method, and does not a↵ect the
accuracy of the final solution (provided one can be found). Equation (2.11) is used
to estimate the change in mass flow rate between successive iterations:
m˙`+1i  
D
m˙`i
E
= ki
⇣
⇢`+1i a  ⇢`ia   `+1i +  `i
⌘
+Qi
⇣
⇢`+1i   ⇢`i
⌘
, (2.12)
where ` is the iteration index. Because it is assumed that the surface tempera-
ture gradient, which enables thermal transpiration, is una↵ected by ⇢ and  , it
has been disregarded in equation (2.12). The simulations of Akhlaghi and Roohi
[2014] demonstrate that, for high degrees of rarefaction, this assumption is question-
able. However, as already stated, such an inaccuracy only a↵ects the convergence
characteristics of the iterative procedure, and not the accuracy of the final solution.
So that successive values of hm˙ii tend to a single macroscopic value:
M˙ + ki
⇣
 `+1i   ⇢`+1i a
⌘
 Qi⇢`+1i =
D
m˙`i
E
+ ki
⇣
 `i   ⇢`ia
⌘
 Qi⇢`i , (2.13)
where M˙ replaces m˙`+1i in equation (2.12). As ⇢i and  i converge (⇢
l+1
i ! ⇢li and
 l+1i !  li), equation (2.13) enforces macroscopic mass conservation,
D
m˙li
E
! M˙ .
By an equation of state,   includes the contribution of the surface tempera-
ture gradient. For ideal gases, the pressure-gradient correction is expressed as,
 `+1i = RTi
d⇢
ds
    `+1
i
+R
dT
ds
    
i
⇢`+1i , (2.14)
where R is the specific gas constant. Monatomic rarefied gases are modelled accu-
rately as ideal gases; a more complex equation of state is not necessary.
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Figure 2.2: Rate of ‘exponential’ convergence: comparison of the solutions from the
steady-IMM, with predictions of hm˙ii for i = 1, 2, . . . ,⇧ provided by a simple slip
solver. Trigonometric interpolation is used in ⇧ = 3 ( ), ⇧ = 5 ( ) and ⇧ = 9
( ) equispaced collocation points. The highly accurate solution is the dashed line.
At each iteration, equations (2.13) and (2.14) are solved simultaneously, pro-
ducing sequentially improving predictions of M˙ , ⇢i and  i; the latter two variables
are reapplied to update the individual subdomain states. From equation (2.14),
the density and its spatial derivative (the temperature and its spatial derivative do
not vary between iterations) are required at i = 1, 2, . . . ,⇧ points to obtain values
of  `+1i . To this end, pseudospectral methods (boasting exceptional accuracy and
convergence characteristics) are employed to obtain values of ⇢i and  i at `+ 1.
2.4 Pseudospectral methods
Since accuracy is crucial to the solution of problems by the steady-IMM, pseu-
dospectral methods are used to obtain numerical approximations of  `+1i and ⇢
`+1
i
in equation (2.14). For a su ciently smooth function, the typical convergence rate
is ‘exponential’ (or of ‘infinite order’), which is highly desirable (demonstrated in
Fig. 2.2). Minimising the number of collocation points (computationally intensive
micro-solver instances) required to precisely represent density and its derivative,
greatly enhances the computational e ciency of the steady-IMM.
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Figure 2.3: Comparison of interpolation of function in equispaced points ( ),
and Chebyshev points ( ). If a smooth function is interpolated by a polynomial
in equispaced points, error increases with the degree of the polynomial: Runge’s
phenomenon. By interpolating in Chebyshev points, error decreases geometrically.
The periodicity of the problem dictates the nature of the pseudospectral
method, and implicitly the spacing of the collocation points. Problems with streamwise-
periodic boundary conditions can be tackled by trigonometric interpolation in equi-
spaced points. For problems confined to non-periodic (macro) domains, polynomial
interpolation in Chebyshev points, defined on the interval [0, Ls] by
sk+1 =
Ls
2
"
1  cos
✓
k
⇧  1 ⇡
◆#
for k = 0, 1, . . . ,⇧  1 , (2.15)
is used. Polynomial interpolation in equispaced points will result in undesirable
oscillations at the limits of the interval (as shown in Fig. 2.3) [Runge, 1901]: this is
known as Runge’s phenomenon. However, polynomial interpolation in Chebyshev
points (Chebyshev interpolation), which are distributed more densely at the limits of
the interval (to compensate for the one-sided approximation of ⇢ (s), and implicitly
  (s), near s = 0, Ls [Boyd, 2001]), minimises this e↵ect and gives very uniform
accuracy over the entire interval [Boyd, 2001; Shizgal, 2015].
2.4.1 Trigonometric interpolation
For the calculation of a streamwise-periodic flow by the steady-IMM, a Fourier
series expansion is used to represent ⇢ (s) in terms of a sum of simple trigonometric
functions. The derivative of ⇢ (s) is obtained by the term by term di↵erentiation of
the expansion of ⇢ (s). The expansion of the streamwise-periodic function ⇢ (s) is
⇢ (s) = ⇢ˆ1 +
(⇧ 1)/2X
j = 1
⇣
⇢ˆ2j sin
 
2⇡s j/Ls
 
+ ⇢ˆ2j+1 cos
 
2⇡s j/Ls
 ⌘
, (2.16)
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where ⇢ˆ1,2,...,⇧ are the Fourier coe cients (note, ⇧ must be odd). Therefore,   (s)
is given by substituting equation (2.16) and its derivative into equation (2.14):
 (s) =
2⇡RT
Ls
(⇧ 1)/2X
j = 1
⇣
j⇢ˆ2j cos
 
2⇡s j/Ls
   j⇢ˆ2j+1 sin  2⇡s j/Ls ⌘
+R
dT
ds
24⇢ˆ1 + (⇧ 1)/2X
j = 1
⇣
⇢ˆ2j sin
 
2⇡s j/Ls
 
+ ⇢ˆ2j+1 cos
 
2⇡s j/Ls
 ⌘35 . (2.17)
Equations (2.16) and (2.17) are evaluated at
si = Ls (i  1) /⇧ for i = 1, 2, . . . ,⇧ , (2.18)
to give variables in physical space
⇢`+1i = ⇢ˆ1 +
(⇧ 1)/2X
j = 1
⇣
⇢ˆ2j sin
 
2⇡si j/Ls
 
+ ⇢ˆ2j+1 cos
 
2⇡si j/Ls
 ⌘
, (2.19)
and
 `+1i =
2⇡RTi
Ls
(⇧ 1)/2X
j = 1
⇣
j⇢ˆ2j cos
 
2⇡si j/Ls
   j⇢ˆ2j+1 sin  2⇡si j/Ls ⌘
+R
dT
ds
    
i
24⇢ˆ1 + (⇧ 1)/2X
j = 1
⇣
⇢ˆ2j sin
 
2⇡si j/Ls
 
+ ⇢ˆ2j+1 cos
 
2⇡si j/Ls
 ⌘35 , (2.20)
at the next iteration, `+1. Iteration indices for the Fourier coe cients are omitted
for clarity. Equations (2.19) and (2.20) are substituted into equation (2.13) to obtain
M˙ + ki
8<:2⇡RTiLs
(⇧ 1)/2X
j = 1
⇣
j⇢ˆ2j cos
 
2⇡si j/Ls
   j⇢ˆ2j+1 sin  2⇡si j/Ls ⌘
+R
dT
ds
    
i
24⇢ˆ1 + (⇧ 1)/2X
j = 1
⇣
⇢ˆ2j sin
 
2⇡si j/Ls
 
+ ⇢ˆ2j+1 cos
 
2⇡si j/Ls
 ⌘35
9>=>;
=
D
m˙`i
E
+ ki
⇣
 `i   ⇢`ia
⌘
 Qi⇢`i . (2.21)
Equation (2.21) represents ⇧ equations, consisting of ⇧ + 1 variables (⇢ˆ1,2,...,⇧ and
M˙). For a fully determined system, an equation for total mass is introduced (for
periodic problems this is known and fixed from the outset):
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M =
ZZZ
V
⇢ dx dy ds ⇡ Ls
⇧
⇧X
i= 1
Ai⇢
`+1
i
⇡ Ls
⇧
⇧X
i= 1
Ai
24⇢ˆ1 + (⇧ 1)/2X
j = 1
⇣
⇢ˆ2j sin
 
2⇡si j/Ls
 
+ ⇢ˆ2j+1 cos
 
2⇡si j/Ls
 ⌘35 ,
(2.22)
where Ai is the cross-sectional area of the geometry at the i th collocation point.
The trapezoidal rule, the rate of convergence of which is excellent for smooth and
periodic integrands [Weideman, 2002], is used to form equation (2.22) (the mean of
the variables at the collocation points multiplied by Ls).
The system of linear equations (formed by equations (2.21) and (2.22)), can
be solved at each iteration using LU decomposition, or similar. Once the Fourier
coe cients are known, values of ⇢i and  i (in physical space), at the i th node
(subdomain) can be obtained from equations (2.19) and (2.20).
2.4.2 Polynomial (Chebyshev) interpolation
If the macro domain is non-periodic, a Fourier series expansion for the approximation
of ⇢ (s) and   (s) is undesirable (a Fourier series can only faithfully represent periodic
functions). To evaluate the density and its derivative in equation (2.14), polynomial
interpolation is used. The density variation is represented by
⇢ (s) =
⇧X
j = 0
⇢ˆjs
j . (2.23)
From equation (2.14), a polynomial description of   (s) is formed
 (s) = RT (s)
⇧X
j = 1
j⇢ˆjs
j 1 +R
dT (s)
ds
⇧X
j = 0
⇢ˆjs
j . (2.24)
To minimise the e↵ect of Runge’s phenomenon (and ensure accuracy over the entire
interval [0, Ls] as with trigonometric interpolation), equations (2.23) and (2.24) are
evaluated at Chebyshev points (hence, more specifically, this is an application of
Chebyshev interpolation [Boyd, 2001]) defined on the interval [0, Ls] by
sk+1 =
Ls
2
"
1  cos
✓
k
⇧  1 ⇡
◆#
for k = 0, 1, . . . ,⇧  1 , (2.25)
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to give, for i = 1, 2, . . . ,⇧, variables in physical space
⇢`+1i =
⇧X
j = 0
⇢ˆjs
j
i , (2.26)
 `+1i = RTi
⇧X
j = 1
j⇢ˆjs
j 1
i +R
dT
ds
    
i
⇧X
j = 0
⇢ˆjs
j
i , (2.27)
at the next iteration, `+1. Iteration indices for the Fourier coe cients are omitted
for clarity. Equations (2.26) and (2.27) are substituted into equation (2.13) to obtain
M˙ + ki
0@RTi ⇧X
j = 1
j⇢ˆjs
j 1
i +R
dT
ds
    
i
⇧X
j = 0
⇢ˆjs
j
i
1A 
0@ ⇧X
j = 0
⇢ˆjs
j
i
1A (kia+Qi)
=
D
m˙li
E
+ ki
⇣
 li   ⇢lia
⌘
 Qi⇢li . (2.28)
Equation (2.28) represents ⇧ equations containing ⇧ + 2 variables. For a fully
determined system, the boundary conditions on pressure at the inlet and outlet,
p1 = RT1⇢ˆ0 , (2.29)
p⇧ = RT⇧
⇧X
j = 0
⇢ˆjL
j
s , (2.30)
must be considered.
The system of linear equations (formed by equations (2.28), (2.29) and
(2.30)), can be solved at each iteration using LU decomposition, or similar. Once
the coe cients of the polynomial are known, values of ⇢i and  i (in physical space)
at the i th node (subdomain) can be obtained from equations (2.26) and (2.27). An
alternative method of solution is to introduce a mass flow rate condition in place of
Dirichlet boundary conditions on pressure (equations (2.29) or (2.30)). For example,
M˙ = 0 . (2.31)
The ability to invert the problem in this manner is discussed in the following chapter.
2.5 Boundary conditions
It has been shown that the macro domain can be constrained (at the inlet/outlet)
by streamwise-periodic boundary conditions or boundary conditions on pressure.
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In addition to these boundary conditions, which are prescribed at the inlet/outlet,
a streamwise temperature gradient or velocity can be imposed on the surfaces of the
conduit. By prescribing a streamwise velocity (normal velocity is assumed zero),
a shear-driven flow can be modelled. This may be used to model gas lubrication
layers, for example. It may also be used to study the thin film of gas that has
recently been shown to exist between droplets and solid surfaces [de Ruiter et al.,
2015]. The imposition of a streamwise temperature gradient on the surfaces of the
conduit is useful in the study of thermal transpiration (and more generally, thermal
creep). This capability of the steady-IMM is used extensively throughout this thesis.
2.6 Coupling algorithm
The steady-IMM generates a sequence of improving approximate values of pressure-
gradient correction and density at collocation points (subdomain instances). A con-
vergence (stoppage) criterion is used to control the number of iterations. On conver-
gence, the mass flow rates generated in each subdomain are equal, and macroscopic
mass is conserved. The steady-IMM follows the procedure outlined below:
Algorithm 1 The steady internal-flow multiscale method
1: procedure steadyIMM . steady-IMM
Require: set Qi, T 0i , ai . boundary conditions for i = 1, . . . ,⇧
Require: set Ti, ⇢`= 0i . thermodynamic conditions for i = 1, . . . ,⇧
Require: set Ly,i, aint.,i, si . other conditions for i = 1, . . . ,⇧
Require: set V,⇧ . scalar values
2: for i 1,⇧ do . loop over all (⇧) subdomains
3: initialise(Ti, T 0i = 0, `= 0i , ⇢`= 0i ) . initialise i th subdomain
4: run(i) . command execution of i th subdomain
5: end for
6: block(⇧) . wait for time stepping of all subdomains to finish
7: for i 1,⇧ do . loop over all (⇧) subdomains
8: mdot(i,
D
m˙`= 0i
E
) . obtain
D
m˙`= 0i
E
for i th subdomain
9: ki  
✓D
m˙`= 0i
E
 Qi⇢`= 0i
◆
/
⇣
⇢`= 0i aint.,i
⌘
. ki for i th subdomain
10: end for
11: ` 1
Prior to initiation of the iteration loop (starting at the while loop in algorithm 2),
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a set of ⇧ simulations must be performed in order to generate values of ki. This is
achieved by applying no temperature gradient (even if non-zero) and an arbitrary
pressure gradient  i in each subdomain. The mass flow rate measured from each
subdomain is then used to obtain values of ki directly from equation (2.11).
Algorithm 2 Part II: the unsteady internal-flow multiscale method
12: while convergence criterion is unsatisfied do
13: for i 1,⇧ do . loop over all (⇧) subdomains
14: if periodic configuration then
. linear equations (2.21), (2.22) are used to solve:
15: solveFourier(Ti, T 0i , ki, 
` 1
i , ⇢
` 1
i , 
`
i , ⇢
`
i) . solve for  
`
i , ⇢
`
i
16: else
. linear equations (2.28), (2.29), (2.30) are used to solve:
17: solve(Ti, T 0i , ki, 
` 1
i , ⇢
` 1
i , 
`
i , ⇢
`
i) . solve for  
`
i , ⇢
`
i
18: end if
19: initialise(Ti, T 0i , `i , ⇢`i) . initialise i th subdomain at ` th iteration
20: run(i) . command execution of i th subdomain at ` th iteration
21: end for
22: block(⇧) . wait for time stepping of all subdomains to finish
23: for i 1,⇧ do . loop over all (⇧) subdomains
24: mdot(i,
D
m˙`i
E
) . obtain
D
m˙`i
E
for i th subdomain at ` th iteration
25: end for
26: ` `+ 1
27: end while
28: end procedure
The steady-IMM allows for the use of any suitable micro solver. Pipelines
(of Unix-like operating systems) are used to communicate instructions to the micro
solver. If, however, the micro solver (process) cannot read commands from standard
input (stdin), an alternative means of communication must be developed.
The computational requirements of the steady-IMM are trivial. The highly-
e cient Linear Algebra Package (LAPACK) software library is used to perform the
matrix inversion for the calculation of ⇢ˆ1,2,...,⇧ and M˙ every iteration.
In the next chapter, we apply the steady-IMM to model a number of flow
systems. To verify every aspect of the method’s implementation, pressure-driven,
shear-driven, and thermally-driven flows are all modelled. Due to its exceptionally
high computational e ciency in the low-signal limit, the low-variance deviational
simulation Monte Carlo method is used exclusively to provide micro resolution.
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Chapter 3
IMM for steady gas flows:
verification and results
In this chapter, the steady-internal-flow multiscale method (steady-IMM) for gas
flows, developed in Chapter 2, is verified. The solutions computed by the steady-
IMM are compared to those obtained by conventional particle-based (non-hybrid)
simulations; if it is computationally feasible to obtain, the direct simulation Monte
Carlo (DSMC) method provides the reference solution (for verification). When sim-
ulating low-signal (e.g. low-Mach number) flows, traditional particle-based methods,
such as the DSMC method, su↵er from overwhelming statistical noise; a large num-
ber of independent samples are required. In fact, some problems are too computa-
tionally intensive to solve using these standard methods. For this reason, we employ
the low-variance deviational simulation Monte Carlo (LVDSMC) method (highly ef-
ficient for low-signal flows) as our micro solver, and not the DSMC method.
3.1 Isothermal problems
The following cases verify the steady-IMM for isothermal conditions. For most cases,
reference solutions are obtained by the computationally demanding DSMC method.
Body-force-driven, pressure-driven, and shear-driven flows are all modelled.
3.1.1 Converging-diverging channel: external acceleration
To begin, the steady-IMM is applied to resolve the three-dimensional body-force-
driven flow in a converging-diverging channel (illustrated in Fig. 3.1a). The width
and streamwise length of the channel are Lx = 0.5 µm and Ls = 24 µm, respectively;
the height Ly ranges from 0.3 µm to 0.5 µm. The minimum value of the scale sep-
aration number, as calculated by equation (1.8), is SL = 23.5. The average mass
density (a constant value) is ⇢¯ = 42.93⇥ 10 3 kgm 3. The modelled gas is variable
hard sphere (VHS) argon (! = 0.81), and the temperature is T = 273K.
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(a) A converging-diverging channel.
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(b) For ⇧ = 21, a converging-diverging channel: streamwise periodic.
x
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(c) For ⇧ = 21, a converging-diverging channel: streamwise non-periodic.
Figure 3.1: Subdomain spacing in a converging-diverging channel.
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Figure 3.2: Case 1 – convergence of mass flow rates measured in ⇧ = 7 subdo-
mains (hm˙ii for i = 1, 2, . . . ,⇧) towards a single value. The steady-state mass flow
rate computed by the dsmcFoam solver is shown for comparison ( ). Because
uncertainty becomes negligibly small for ` > 1, error bars have been omitted.
To assess the accuracy of the steady-IMM, a conventional (non-hybrid) DSMC
simulation (using the dsmcFoam solver of Scanlon et al. [2010]) is performed using
Nf ⇡ 58 000 representative particles, chosen such that each cell of the mesh initially
contains ⇠ = 30 particles, with each cell having dimensions that are approximately
one fifth of the equilibrium mean free path. The time step is a small fraction of the
mean collision time. The applied acceleration is a = 1010ms 2 – a large value that
is used to obtain a manageable signal-to-noise ratio, as the simulation of low-signal
flows by the DSMC method is prohibitively intensive; a large number of statistically
independent samples would be required to accurately estimate flow responses.
The flow is characterised by a maximum Reynolds number Re = 11.21⇥ 10 3
(based on local surface separation Ly and centreline velocity), and a maximum Mach
number Ma = 45.47⇥ 10 3. The Knudsen number (at the centreline) ranges from
4.21 to 6.83. The mass flow rate obtained by the non-hybrid DSMC simulation is
M = 73.658± 0.012⇥ 10 15 kg s 1 (one standard-deviation error, throughout).
Since our focus is on low-signal flows, which the DSMC method is not suited
to treat, the LVDSMC method is selected as the micro solver. To demonstrate the
stability, accuracy, and e ciency of the steady-IMM, the number of subdomains ⇧
(providing flow rate data) is varied (⇧ = 5, 7, 9, 11, and 21). As the problem is
periodic (in the streamwise direction), subdomains are placed according to equation
(2.18). The multiscale configuration for ⇧ = 21 is illustrated in Fig. 3.1b (considered
to provide a highly accurate solution). For ⇧ = 7 and ` = 2 (iteration index),
m˙ = 73.920± 0.017⇥ 10 15 kg s 1, which is within 0.36% of M (see Fig. 3.2).
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Figure 3.3: Case 1 – streamwise variation of density computed by the steady-IMM
for ⇧ = 5 ( ), ⇧ = 7 ( ), ⇧ = 9 ( ), ⇧ = 11 ( ), ⇧ = 21 ( ). The
variation computed by the dsmcFoam solver is shown for comparison ( ).
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(a) i = 1
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(c) i = 5
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Figure 3.4: Case 1 – profiles of fluid velocity at various streamwise locations (a)-(d)
and at three transverse slices located at, x = x1, x2, x3. Data markers represent
velocities computed by the dsmcFoam solver, which used the method of bins to
sample the data presented. Solid lines represent velocity profiles obtained by the
steady-IMM. For ⇧ = 7 subdomains, x1 = 0.0750 µm ( ); x2 = 0.158 µm ( );
x3 = 0.242 µm ( ); (a) i = 1 (s/Ls = 0) (for which the two-dimensional velocity
profile w(x, y) is shown in Fig. 3.5a); (b) i = 3 (s/Ls = 0.286); (c) i = 5 (s/Ls =
0.571); (d) i = 7 (s/Ls = 0.857). Walls are located at x = 0, 0.500 µm; (a) y = 0,
0.500 µm; (b) y = 0, 0.329 µm; (c) y = 0, 0.303 µm; (d) y = 0, 0.403 µm. Owing to
symmetries in the y-direction, only half of the profile is shown. Note, interpolation
may be used to recover velocity profiles in the macro domain.
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(a) (Case 1): velocity profile w(x, y).
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(b) (Case 2): velocity profile w(x, y).
Figure 3.5: Full two-dimensional velocity profiles w(x, y) extracted from the first of
(a) ⇧ = 7 and (b) ⇧ = 11 subdomains. Walls are located at x = 0, 0.5 µm; y = 0,
0.5 µm. Owing to symmetries in the xy-plane, only a quarter of the subdomain is
simulated. Nodes of the mesh represent the cell centres of the computational mesh.
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The results obtained from the steady-IMM and the non-hybrid dsmcFoam
simulation are compared in Figs. 3.3 and 3.4. Figure 3.3 shows the streamwise
variation of density (at the centreline) through the channel for ⇧ = 5, 7, 9, 11, 21.
For ⇧ = 7, Fig. 3.4 compares velocity profiles at four di↵erent streamwise positions
(corresponding to the placement of subdomains i = 1, 3, 5, 7). At each streamwise
position, velocities are sampled along cell centres (see Fig. 3.5a). Agreement is
excellent between the steady-IMM and the non-hybrid dsmcFoam simulation. It is
perhaps counter-intuitive to see that the density is not constant despite the low Mach
number (the occurrence of this fluid-compressibility e↵ect is discussed in Gad-el Hak
[2005]). Furthermore, the position of maximum density does not occur at the throat
of the channel
 
s/Ls = 0.5
 
, but instead slightly upstream.
It would be preferable, for consistency, to assess the performance of the
steady-IMM relative to a three-dimensional (non-hybrid) LVDSMC simulation. How-
ever, because a three-dimensional implementation of the LVDSMC methodology
does not exist, it is not possible to precisely determine the considerable performance
improvement a↵orded by the steady-IMM, relative to a full molecular treatment of
the problem. An approximate, yet consistent, measure can be calculated by compar-
ison of the product (G) of the number of simulated deviational (or representative)
particles (dependent on the spatial discretisation and the desired number of particles
per cell) and the number of simulated time steps. For the full microscopic problem,
Gf = Nf
 T +Nsam.  , (3.1)
where Nf is the number of particles occupying the full domain, T is the number of
time steps required for the flow to reach steady-state conditions, and Nsam. = Nsam.,LV
is the number of statistically independent samples (not time steps) required by the
LVDSMC method to estimate the statistical mean value of the streamwise velocity
w with a desired fractional error (the value of Nsam. is predicted from the estimates
of Hadjiconstantinou et al. [2003]). Note, calculation of the correlation time, be-
yond which subsequent samples are essentially independent, is unnecessary for the
purposes of this comparison. For the multiscale representation of the problem,
Gm = Nm
 T +Nsam.  `+ 1  , (3.2)
where Nm is the product of ⇧ and the number of deviational particles in a represen-
tative subdomain, and `+1 is the number of times that ⇧ micro-solver instances are
generated; before iterating (at `   1), a set of ⇧ micro-solver instances are required
(at ` = 0) for the estimation of the constant of proportionality k in equation (2.11).
The convergence criterion (e↵ectively dictating ` ) is given by
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        m˙ `= 11,...,⇧
       < ⇣tol. , (3.3)
where   is the standard deviation of
D
m˙`1,...,⇧
E
, m˙
`= 1
1,...,⇧ is the mean of the mass
flow rates measured during the first iteration, and ⇣tol. = 0.001 is a predetermined
tolerance. The ratio of Gf (equation (3.1)) and Gm (equation (3.2)),
C =
Gf
Gm
=
Nf
Nm (`+ 1) , (3.4)
provides an improvement factor. By setting the same time-step size for both full and
multiscale problems,
 T +Nsam.  does not need to feature in equation (3.4). After
some simplification, the theoretical performance improvement of the steady-IMM
relative to a three-dimensional LVDSMC simulation is given by
C =
Ns
⇧ (`+ 1)
, (3.5)
where Ns is the number of cells in the streamwise direction. This assumes that the
number of computational cells in each subdomain is equal to the number in the
xy-plane of the non-hybrid simulation. The number of deviational particles per cell
⌅ must also be consistent. The performance of the steady-IMM is clearly depen-
dent on its rate of convergence, which is dictated by the proportionality constant
k and the convergence characteristics of the pseudospectral methods described in
Chapter 2. For Case 1, where Ns = 121, ⇧ = 7, and ` + 1 = 3 (Fig. 3.2 shows
convergence at ` = 2), the performance improvement of the steady-IMM, relative to
a three-dimensional LVDSMC simulation, is C = 5.8: this conservative estimate is
very encouraging. With minimal computational cost, three-dimensional low-signal
flows can be accurately resolved by the steady-IMM.
We now estimate the performance improvement of the steady-IMM relative
to the non-hybrid (three-dimensional) DSMC simulation described previously. In
the low-signal limit, the statistical uncertainty in macroscopic properties has been
characterised by Hadjiconstantinou et al. [2003]. As presented in Chapter 1, the
relative statistical error ✏w in cell-based streamwise velocity estimates, obtained by
non-deviational methods (such as the DSMC method), is given by
✏w =
 w
U
=
1p
Nsam.,DSNcell
1
Ma
p

, (3.6)
where  w is the standard deviation of the streamwise velocity w, U is the character-
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istic velocity, Nsam. is the number of statistically independent samples required to
estimate w, Ncell is the number of computational particles per cell, and  is the adi-
abatic index. For the DSMC method, equation (3.6) shows that ✏w is proportional to
(Nsam.Ncell) 1/2 and Ma 1. Thus as Ma! 0, the statistical error in cell-based mea-
sures becomes large. Conversely, for near-equilibrium flows, the LVDSMC method
is able to estimate macroscopic properties with small relative statistical error that
is independent of the departure from equilibrium [Hadjiconstantinou et al., 2010;
Radtke, 2011; Radtke et al., 2013]. Therefore, we neglect the departure from equi-
librium in equation (3.6), and estimate the value of Nsam.,LV for use in equation (3.2).
The improvement factor (for the same relative statistical error) is then
C =
Gf
Gm
=
Nsam.,DS
Nsam.,LV
⇠
⌅
Ns
⇧ (`+ 1)
, (3.7)
where ⌅ is the number of deviational particles per cell. Again, the time-step size is
equal for both full and hybrid cases. For the case being considered, where ⇠ = 30
and ⌅ ⇡ 10 (recommended quantity for e cient simulation in multiple spatial di-
mensions [Radtke, 2011]), the performance improvement of the steady-IMM relative
to the non-hybrid DSMC simulation is C = 450: an extremely impressive compu-
tational speed-up. Since the steady-IMM allows for the representation of the full
three-dimensional domain as a small number of micro subdomains, fewer particles
(relative to the full microscopic problem) are simulated. It is this feature of the
steady-IMM which considerably reduces the computational intensity of the method.
3.1.2 Converging-diverging channel: pressure driven
Case 2 also consists of a converging-diverging channel flow, but, unlike in §3.1.1,
the problem is constrained by Dirichlet boundary conditions on pressure. This
non-periodic configuration is illustrated in Fig. 3.1c. All physical parameters relating
to the geometry, including the minimum value of the scale separation number, are
identical to those of the first case. The pressure boundary conditions described in
Chapter 2 are used to generate the desired pressure gradient. The inlet pressure
is p1 = 2.439⇥ 103 Pa (Kn = 4), and the outlet pressure is p⇧ = 1.220⇥ 103 Pa
(Kn = 8). The gas is VHS argon and the temperature is T = 273K.
To assess the accuracy of the steady-IMM, a non-hybrid DSMC (dsmcFoam)
simulation is performed using Nf ⇡ 58 000 representative particles, chosen such that
each cell of the mesh initially contains approximately ⇠ = 30 particles. As in Case
1, the dimensions of each cell are approximately one fifth of the equilibrium mean
free path. The time step is selected as a small fraction of the mean collision time.
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Figure 3.6: Case 2 – convergence of mass flow rates measured in ⇧ = 11 subdomains
(hm˙ii for i = 1, 2, . . . ,⇧) towards a single value. The steady-state mass flow rate
computed by the dsmcFoam solver is shown for comparison ( ). For ` > 1, error
bars are not visible because uncertainty becomes negligibly small.
The flow is characterised by a maximum Reynolds number Re = 1.373⇥ 10 3
(based on local surface separation Ly and centreline velocity), and a maximum Mach
number Ma = 7.805⇥ 10 3, a much smaller value than that of the previous case.
The Knudsen number ranges from 4.00 to 9.85. As a consequence of the reduced
Mach number, the DSMC method is not used to capture transverse velocity profiles.
To do so, for a reasonable value of ✏w, requires a prohibitively large number of sam-
ples (according to equation (3.6)). The mass flow rate obtained by the non-hybrid
DSMC simulation is M = 8.705± 0.008⇥ 10 15 kg s 1 (see Fig. 3.6).
Again, microscale resolution is provided by the LVDSMC method. Because
this is not a periodic problem, subdomains are placed at Chebyshev points on the
interval [0, Ls], as defined by equation (2.25). This minimises the e↵ects of Runge’s
phenomenon (undesirable oscillation at the limits of the interval). For ⇧ = 11 and
` = 2, the steady-IMM predicts m˙ = 8.720± 0.002⇥ 10 15 kg s 1, which is within
0.18% of the value obtained by the non-hybrid dsmcFoam simulation.
For ⇧ = 11, Fig. 3.7 shows velocity profiles at four di↵erent streamwise
positions (corresponding to the placement of subdomains i = 1, 3, 5, 7). At each
streamwise position, velocity profiles are extracted along grid lines that extend in the
y-direction (see Fig. 3.5b). Figures 3.8 and 3.9 present the streamwise variation (at
the centreline) of density and pressure, and the streamwise velocity w, respectively.
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Figure 3.7: Case 2 – profiles of fluid velocity at various streamwise locations (a)-(d)
and at three transverse slices: x = x1, x2, x3. All profiles w(y) are obtained by
the steady-IMM, where x1 = 0.0750 µm ( ); x2 = 0.158 µm ( ); x3 = 0.242 µm
( ); (a) i = 1 (s/Ls = 0) (for which the two-dimensional velocity profile w(x, y)
is shown in Fig. 3.5b); (b) i = 3 (s/Ls = 0.0955); (c) i = 5 (s/Ls = 0.345); (d)
i = 7 (s/Ls = 0.655). Walls are located at x = 0, 0.500 µm; (a) y = 0, 0.500 µm; (b)
y = 0, 0.446 µm; (c) y = 0, 0.314 µm; (d) y = 0, 0.314 µm. Owing to symmetries in
the y-direction, only half of the profile is shown. Without excessive computational
e↵ort, profiles from the non-hybrid DSMC simulation cannot be resolved with an
acceptable level of statistical confidence, and are therefore not included.
47
0.020
0.025
0.030
0.035
0.040
0.045
m
as
s
d
en
si
ty
⇢
[k
g
m
 3
]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1,200
1,400
1,600
1,800
2,000
2,200
2,400
2,600
s/Ls
p
re
ss
u
re
p
[P
a]
Figure 3.8: Case 2 – streamwise variation of ⇢ (top) and p (bottom) computed by
the steady-IMM for ⇧ = 11 ( with dashed line) and ⇧ = 21 ( with solid line). The
continuous variation of ⇢ computed by the DSMC method ( ) is also shown. For
clarity, the continuous variation of ⇢ is only shown for ⇧ = 11, which is considered
to be less accurate. The continuous variation of p is shown for both values of ⇧.
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Figure 3.9: Case 2 – streamwise variation of velocity w at the centreline. Point
values of w at the geometric centres of ⇧ = 11 LVDSMC micro subdomains ( ) are
compared to the continuous variation of w obtained by the DSMC method ( ).
The results show an acceleration and expansion towards s/Ls = 1, and an increas-
ing level of slip as the Knudsen number increases with decreasing density. Excellent
agreement is observed between the steady-IMM and the non-hybrid DSMC calcu-
lation. The improvement factor relative to the non-hybrid DSMC simulation is
C = 290: an impressive speed-up despite a larger value of ⇧ (relative to Case 1).
3.1.3 Eccentric-cylinder shear-driven flow
As micro-machinery fabrication matures, accurately modelling the lubrication layer
in micro-gas journal bearings will become increasingly important. Generally, the
thickness (Ly) of such a film is extremely small relative to its dimension in the
s-direction (Ls): a length-scale separated problem that can be modelled using the
steady-IMM. Furthermore, if the Mach number is low, as is typical in small-scale
devices, the temperature variation (due to viscous heating) across the thickness of
the lubricant film can be neglected and isothermal conditions are valid.
The final isothermal verification case consists of a two-dimensional shear-
driven flow confined between eccentric circular cylinders (shown in Fig. 3.10): a
micro-gas journal bearing during operation. Surface motion conditions are specified
by the tangential velocities uB, 0 =  5m s 1 and uB, h = 0ms 1 for the inner and
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Figure 3.10: Case 3 – two-dimensional shear-driven flow confined between eccentric
circular cylinders. The x-direction is normal to the sy-plane. Subdomains are
one-dimensional LVDSMC instances, and as such are displayed as ⇧ = 21 lines.
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outer cylinders, respectively (wall velocities are chosen so that a DSMC simulation
is computationally feasible). The inner cylinder and outer cylinder have radii of
100 µm and 101 µm, respectively. The length of the geometry in the x-direction is
Lx = 1.5 µm. The inner cylinder rotates about its centre of mass. The maximum
and minimum distance between the two cylinders are 1.5 µm and 0.5 µm, respec-
tively. The gas confined between the cylinders is VHS argon, with average density
⇢¯ = 28.62⇥ 10 3 kgm 3. The temperature of both surfaces is T = 273K. For the
full molecular treatment by the DSMC method, T = 20 000, Nsam.,DS ⇡ 757.5⇥ 103,
and Nf ⇡ 94 800. Therefore, Gf = 72.78⇥ 109. The steady-state mass flow rate
computed by the DSMC method is M =  90.420± 0.329⇥ 10 15 kgm s 1.
Solution of the problem by the steady-IMM is achieved by the decomposition
of the domain to form ⇧ = 11, 21 equispaced subdomains. The multiscale configu-
ration for ⇧ = 21 is illustrated in Fig. 3.10, which is considered to provide the most
accurate solution. The circumferential positions si are given by equation (2.18)
where Ls = 631.5 µm. Based on the convergence criterion given in equation (3.3),
the steady-IMM reaches a solution at ` = 4 for ⇧ = 11; The predicted mass flow
rate is m˙ =  91.255± 0.072⇥ 10 15 kgm s 1. This value is within 0.92% of the
value obtained by the non-hybrid dsmcFoam simulation (M), again demonstrating
the accuracy of the steady-IMM. The performance improvement of the multiscale
method relative to the non-hybrid (two-dimensional) DSMC simulation, is given by
equation (3.7) as C ⇡ 1500. From equation (3.5), the performance improvement of
the steady-IMM relative to a non-hybrid LVDSMC simulation is C ⇡ 19
Figure 3.11 shows velocity profiles at a number of circumferential positions,
and Fig. 3.12 shows the circumferential variation of density. Close agreement is
found between the steady-IMM (for ⇧ = 11 and 21) and the non-hybrid DSMC
simulation. Statistical noise clearly dominates the velocity profiles (Fig. 3.11) com-
puted by the DSMC method, which required heavy use of high performance com-
puting facilities. The steady-IMM produces highly resolved velocity profiles, while
requiring minimal computational e↵ort. Only a workstation of modest computa-
tional performance is required. Due to the high degree of length-scale separation
and weak gradients in the streamwise direction (compared to those in the transverse
plane), the development period of the non-hybrid simulation is considerable. Be-
cause streamwise gradients in mass flow rate (which promote temporal changes in
density) are weak, development of the flow occurs slowly (relative to viscous-driven
development in the transverse direction). Not needing to simulate this lengthy de-
velopment period greatly enhances the performance of the steady-IMM, and results
from coupling the micro model to a steady form of the continuity equation.
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Figure 3.11: Case 3 – comparison of velocity profiles w(y) from the steady-IMM
( ) and the dsmcFoam solver ( ) at streamwise locations: (a) i = 1 (s/Ls = 0);
(b) i = 3 (s/Ls = 0.182); (c) i = 5 (s/Ls = 0.364); (d) i = 7 (s/Ls = 0.545); (e)
i = 9 (s/Ls = 0.727); (f) i = 11 (s/Ls = 0.909). Walls are located at y = 0
(uB, 0 =  5m s 1) and y = h (uB, h = 0ms 1) indicated by ( ).
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Figure 3.12: Case 3 – comparison of streamwise variation (s/Ls = 0 corresponds to
0 rad on the centreline in Fig. 3.10) of ⇢ computed by the steady-IMM for ⇧ = 11 (
with dashed line) and ⇧ = 21 ( with solid line), and the dsmcFoam solver ( ).
Note, due to the limited functionality of (current) two-dimensional implementations
of the LVDSMC method, a non-hybrid low-variance simulation is not possible.
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It has been shown that the steady-IMM is able to accurately simulate shear-
driven flows in a micro-gas journal bearing. To further demonstrate the methods
potential, the characteristic velocity is reduced. The tangential velocity of the inner
cylinder is set to uB, 0 =  0.1m s 1,  0.05m s 1, and  0.01m s 1. Note, accord-
ing to equation (3.6), to obtain a low-noise solution for Ma = 32.49⇥ 10 6, which
is approximately the Mach number when uB, 0 = 0.01m s 1, a prohibitively large
number of independent samples are needed: 189.4⇥ 109. With ⇧ = 11, Fig. 3.13a
shows the circumferential variation of density for uB, 0 =  0.1m s 1,  0.05m s 1,
and  0.01m s 1; the outer wall is stationary (i.e. uB, 0 = 0ms 1). As an aside,
when Ma! 0 the di↵erence in the behaviour of gas- and liquid-lubricated bearings
becomes negligible [Szeri, 1998]; this warrants further investigation. If the perfor-
mance of gas lubricants is similar to that of liquid lubricants, they may be used
interchangeably. Furthermore, due to the many advantages of gas lubricant films
(e.g. the absence of cavitation, chemical stability, small thermal gradients and neg-
ligible viscous heating, no ecological contamination, etc.), they should be studied to
assess how rarefaction and compressibility influences their behaviour.
Figures 3.13b and 3.14 reveal how modifying the Knudsen number can alter
the behaviour of the lubrication layer. For a particular circumferential position, all
velocity profiles pass through a common point, and the slip at both surfaces increases
with Kn. Under certain conditions, the phenomenon of velocity inversion [Einzel
et al., 1990], where the tangential velocity increases with distance from the rotating
inner cylinder to the stationary outer cylinder, will be observed. The steady-IMM
allows for the e cient study of this non-intuitive behaviour.
With support for symmetry boundary conditions, the steady-IMM can be
used to study the gas layer (of µ thickness) that forms between an impacting droplet
and a surface [Kolinski et al., 2012, 2014; de Ruiter et al., 2015]. Understanding
drop impact behaviour is critical to a variety of processes, such as anti-icing, spray
coating, and inkjet printing. The gas film (with an exceptionally high aspect ratio),
remains intact if the impact speed is less than 0.5m s 1 [de Ruiter et al., 2015]. The
impact speed is comparable to that at which the droplet spreads on the film.
3.2 Non-isothermal problems
In this section, thermally-driven flow cases are modelled using the steady-IMM, with
a focus on thermal-transpiration flows. The following cases are designed to verify
that the steady-state pressure di↵erence (and streamwise pressure variation) induced
by the rarefied gas e↵ect known as thermal-transpiration, are captured correctly.
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(a) Streamwise variation of mass density for three values
of inner wall velocity (outer wall is stationary): uB, 0 =
 0.1m s 1 ( ),  0.05m s 1 ( ),  0.01m s 1 ( ).
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(b) Streamwise variation of mass density (normalised with
respect to the average value ⇢¯) for three values of Knudsen
number: Kn = 2 ( ), Kn = 4 ( ), Kn = 8 ( ).
Figure 3.13: Streamwise variation (s/Ls = 0 corresponds to 0 rad on the centreline
in Fig. 3.10) of mass density computed by the steady-IMM for ⇧ = 11.
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Figure 3.14: Comparison of velocity profiles w(y) from the steady-IMM for (uB, 0 =
 1m s 1 and uB, h = 0ms 1) Kn = 2 ( ), Kn = 4 ( ), and Kn = 8 ( ) at
streamwise locations: (a) i = 1 (s/Ls = 0); (b) i = 3 (s/Ls = 0.182); (c) i = 5
(s/Ls = 0.364); (d) i = 7 (s/Ls = 0.545); (e) i = 9 (s/Ls = 0.727); (f) i = 11
(s/Ls = 0.909). Walls are located at y = 0 and y = h indicated by ( ).
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Figure 3.15: Case 4 – convergence for ⇧ = 7 to zero net mass flow rate. For ` > 1,
error bars are not visible because uncertainty becomes negligibly small.
The complexity of the problems is restricted to allow for the comparison of the
solution obtained by the steady-IMM with that calculated by the method of Sharipov
[1999]. This approximate method relies on the application of pre-calculated flow
coe cients Qp (reduced mass flow rate due to pressure gradient) and QT (reduced
mass flow rate due to thermal-transpiration), which are only applicable for a limited
parameter set. These flow coe cients are functions of the rarefaction parameter  .
3.2.1 Linear temperature gradient
The non-isothermal case considered here consists of a thermal-transpiration flow
driven by a linear streamwise surface temperature gradient. The length of the
geometry is Ls = 24 µm, with a square cross section of height Ly = 0.5 µm. The
streamwise temperature distribution [K] is given by T (s) = ↵s + 273, where ↵ =
4.2⇥ 106. The pressure at p1 = 2.439⇥ 103 Pa (Kn = 4). Subdomains (⇧ = 9, 21)
are placed at Chebyshev points on the interval [0, Ls], as defined by equation (2.25).
For ⇧ = 21 and ` = 3, m˙ =  14.690± 0.901⇥ 10 18 kg s 1 (see Fig. 3.15).
Verification cannot be achieved by comparison with a non-hybrid (three-
dimensional) DSMC simulation. The pressure boundary conditions of the dsmc-
Foam solver are unable to reliably calculate pressure in the presence of a low-signal
thermal-transpiration flow dominated by thermal fluctuations. To reliably calculate
the tangential and normal velocities at pressure boundary faces, the corresponding
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cell-centred values of the boundary cell must be clear of overwhelming statistical
error. With a satisfactory signal-to-noise ratio, the steady-state pressure di↵erence
producing zero net mass flow rate can be found by trial and error using the dsmc-
Foam solver – an incredibly arduous process. As discussed in §2.5, the steady-IMM
has the advantage of allowing M˙ = 0 to be set in place of a boundary condition
on pressure. Since the focus of attention is low-signal flows, the DSMC method
is not used. For verification, the streamwise variation of pressure obtained by the
steady-IMM is compared to that calculated by the model of Sharipov [1999]:
dp
ds
=
QT ( )
Qp ( )
p (s)
T (s)
dT
ds
, (3.8)
where   is the rarefaction parameter (inverse of the Knudsen number), and values
for the coe cients Qp and QT are obtained from the Shakhov model (or S-model)
equation [Shakhov, 1968]. Equation (3.8) is solved using a Runge-Kutta method,
with Qp and QT found by interpolation on values published by Sharipov [1999].
The steady-state pressure di↵erence (that satisfies M˙ = 0) computed by
the steady-IMM is used to gauge thermal-transpiration compressor (and implic-
itly Knudsen compressor) performance. Figure 3.16 shows the streamwise variation
of density and pressure (at the centreline) computed by the steady-IMM and the
method of Sharipov. For the linear temperature gradient applied, both methods
indicate that an approximately linear pressure variation is generated. The stream-
wise variation of pressure calculated by equation (3.8) deviates slightly from that
obtained by the steady-IMM, possibly due to the approximation inherent in the S-
model equation. Figure 3.17 shows the velocity profiles obtained by the steady-IMM
at di↵erent streamwise locations. The inverted flow profile, resulting from the op-
posing e↵ects of the pressure and temperature gradients, is observed. These results
provide confidence that the steady-IMM can be applied to investigate more general
thermal-transpiration flows, as is done in Chapter 5.
The same case is modified so that the surface temperature gradient is arti-
ficially large. The temperature di↵erence is increased from  T = 100K to 600K.
The streamwise temperature distribution [K] is given by T (s) = ↵s + 273, where
↵ = 25⇥ 106. The pressure p1 = 2.439⇥ 103 Pa is unchanged. Again, the stream-
wise variation of pressure (at the centreline) obtained by the steady-IMM is com-
pared to that calculated by equation (3.8). It is clear from Fig. 3.18 that an ap-
proximately linear pressure variation is generated. As expected, the steady-state
pressure di↵erence is enhanced by this increased temperature di↵erence. This re-
flects the e↵ect of the varying Knudsen number on the thermal-transpiration flow.
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Figure 3.16: Case 4 – streamwise variation of T (top), ⇢ (middle) and p (bottom)
computed by the steady-IMM for ⇧ = 7 ( with a dashed line) and ⇧ = 21 ( with a
solid line) in a simple channel with square cross section. The temperature variation
is an input and is shown only for reference. The pressure variation computed by the
method outlined in [Sharipov, 1999] ( ) (equation (3.8)) is shown for comparison.
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(c) i = 7
Figure 3.17: Case 4 – two-dimensional velocity profiles in the transverse plane at
streamwise locations: (a) i = 1 (s/Ls = 0); (b) i = 4 (s/Ls = 0.5); (c) i = 7
(s/Ls = 1). Walls are located at x = 0, 0.5 µm; y = 0, 0.5 µm. Owing to symmetries
in the x- and y-directions, only a quarter of the subdomain is simulated.
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Figure 3.18: Case 5 – streamwise variation of T (top), ⇢ (middle) and p (bottom)
computed by the steady-IMM for ⇧ = 7 ( with dashed line) and ⇧ = 21 ( with
solid line) in a simple channel with square cross section. The temperature variation
is an input, and is set to be artificially large. The pressure variation computed by the
method outlined in [Sharipov, 1999] ( ) (equation (3.8)) is shown for comparison.
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3.2.2 Non-linear temperature variation
In this section, the steady-IMM is applied to determine whether the steady-state
pressure di↵erence is enhanced by altering the temperature variation, whilst main-
taining the same total temperature di↵erence. All simulation conditions are identical
to those of the case of the previous section, except that a non-linear temperature dis-
tribution [K], given by T (s) = ↵s2+ s+273 (where ↵ = 160⇥ 109,   = 330⇥ 103),
is prescribed. Again, the steady-IMM is applied to calculate the pressure variation
that satisfies M˙ = 0; Fig. 3.19 shows the computed pressure variation. The Knudsen
number (at the centreline) ranges from 4 to 4.75. Clearly, the pressure di↵erence is
relatively una↵ected by the temperature variation. This result demonstrates the ro-
bustness (an insensitivity under the conditions considered) of thermal-transpiration
compressors: it is not necessary to precisely apply a surface temperature gradient
to achieve a desired steady-state (maximal) pressure di↵erence.
3.3 Summary
The accuracy, stability, and performance of the steady-internal-flow multiscale method
(steady-IMM) have been demonstrated. It has been shown that, for both isothermal
and non-isothermal conditions, the method can be used to e ciently and accurately
model periodic body-force-driven flows, pressure-driven flows, shear-driven flows,
and thermally-driven flows. The mass flow rate predicted by the steady-IMM is
consistently within < 1% of the value computed by simulating the full microscopic
problem. Furthermore, velocity measurements and the streamwise variations of
density and pressure obtained by the steady-IMM are also in excellent agreement
with those of conventional non-hybrid simulations. The performance improvement
a↵orded by the method, relative to multi-dimensional non-hybrid simulations (by
DSMC and LVDSMC), is considerable, with speed-ups of up to three orders of mag-
nitude (⇠ 1500). The lack of a three-dimensional implementation of the LVDSMC
method is inconsequential; generally, the steady-IMM (with an acceptable rate of
convergence) will outperform a full molecular (non-hybrid) treatment by the micro
solver (the total number of simulated particles considered during the execution of
the steady-IMM is less than that required to fill the entire macro domain).
Realistic steady-state thermal-transpiration flows, which are not reliably sim-
ulated by the DSMC method, have been resolved using the steady-IMM. The steady-
state pressure di↵erence is e ciently computed by inverting the flow problem and
calculating the downstream pressure with the macroscopic mass flow rate set to
zero, i.e. M˙ = 0. This strategy is utilised extensively in Chapter 5.
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Figure 3.19: Case 6 – streamwise variation of T (top), ⇢ (middle) and p (bottom)
computed by the steady-IMM for ⇧ = 7 ( with dashed line) and ⇧ = 21 ( with
solid line). The temperature variation is an input, and is non-linear (with T1 = 273
and T⇧ = 373, as defined in Case 4). The pressure variation computed by the
method outlined in [Sharipov, 1999] ( ) (equation (3.8)) is shown for comparison.
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Chapter 4
IMM for unsteady gas flows
To design many of the future technologies that exploit small-scale flows, it must be
possible to model processes at disparate spatial and temporal scales simultaneously:
a formidable multiscale problem, which is sometimes possible to treat by exploiting
scale separation. Although in princple it is possible to employ a suitable molecular
(or kinetic) fluid model to solve the entire flow field, this approach is impractable
when studying realistic engineering problems. Non-trivial unsteady (transient) cases
are likely to require the use of molecular simulation methods (e.g. direct simulation
Monte Carlo (DSMC) method), the results of which are inherently statistical. As
an ensemble of realisations are required to account for the statistical uncertainty in
estimates of macroscopic properties, the computational e↵ort required is consider-
able, and in some cases prohibitive. The unsteady-internal-flow multiscale method
(unsteady-IMM), developed in this chapter, can be used to e ciently solve such
problems, provided a degree of spatio-temporal-scale seperation exists. Typically,
the disparity of time scales is far greater than that of length scales; therefore, the
performance improvement of the unsteady-IMM (presented here) is expected to be
considerably greater than that of the steady-IMM presented in Chapter 2.
In this chapter, the multiscale methodology and validation of the newly-
proposed unsteady-IMM is presented, with a focus on time-dependent thermal tran-
spiration. Validation is accomplished by comparison of the (numerical) results with
those obtained using the experiment configuration of Rojas-Ca´rdenas et al. [2013].
4.1 Time-scale separation
Various time-step coupling schemes for hybrid methods exist. The reader is referred
to Lockerby et al. [2013] for an in-depth review of these schemes. The time-accurate
computations presented in this chapter are performed using the continuous asyn-
chronous (CA) scheme, although other schemes can be used.
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Consider a time-scale separated system consisting of M models, where the
k th model has a characteristic time scale ⌧k, and indexing is ordered such that
⌧k  ⌧k+1 for k = 1, 2, . . . ,M   1 . (4.1)
The micro and macro models are represented by k = 1 and k = M , respectively;
models k = 2 to k = M   1 are meso models. The degree of time-scale separation
St,k (independent of length-scale separation) between model k and k + 1 is
St,k =
⌧k+1
⌧k
  Stol. , (4.2)
where the tolerance Stol. dictates the degree of scale separation between the models
of the system. For example, Stol. = O(10). If this condition is not met, the two
models are treated as one and coupling is performed conventionally. Because only
time-scale separation is discussed in this chapter, St is written without its subscript.
In general, the temporal evolution of each model occurs on a separate time
scale. The time variable of the k th model is tk, and each model is represented by
dXk
dtk
= Fk
 
X (tk)
 
, (4.3)
where Xk are the set of variables of the k th model, and Fk is some function of the
complete system’s variables, X = {X1, X2, . . . , XM}. It is important to distinguish
between the characteristic time scale of the k th model in isolation (⌧k) and the time
scale of its variables within the coupled system, as they are potentially di↵erent.
To solve this set of models, the independent time variables must be related
to each other. The models are conventionally coupled if all time variables are equal
(i.e. t = t1,...,M ). However, models can be advanced at di↵erent rates with
t1 = t2/g2 = · · · = tM/gM , (4.4)
where gk is the rate that the k th model advances relative to the micro model.
This approximation provides a means to exchange fine time scale resolution for long
time-scale predictions. The extent to which this assumption is valid depends on the
magnitude of Sk. For coupled models that are highly scale separated (Sk > Stol.),
the smaller-scale model will remain quasi-equilibrated to the dynamics of the larger-
scale model: the system will essentially behave as if the models are conventionally
coupled. Thus, the aim is to represent the scale-separated system (> Stol.) with
one that is less, but still considerably, scale separated (= Stol.). Acceptable values
of gk are determined in this way; the procedure and constraints are outlined below.
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Figure 4.1: The continuous asynchronous (CA) coupling scheme extended to multi-
model multiscale systems. Recreated from Lockerby et al. [2015].
A detailed analysis of the error associated with this physical approximation (for a
two-model system) are given in [E et al., 2009; Lockerby et al., 2013].
The time step of the k th model is
 tk = gk t1 , (4.5)
where  t1 is the time step used to evolve the micro model (which is defined here as
a small fraction of the mean collision time). This forms the basis of the continuous
micro solution – asynchronous (CA) time-step coupling scheme, the numerical im-
plementation of which is illustrated in Fig. 4.1. Note, this is just one of several
schemes that may be used for the coupled time advancement of the unsteady-IMM.
Micro time-stepping is performed continuously while exploiting time-scale separa-
tion by advancing each model at a di↵erent rate (according to equation (4.5)). As
information is exchanged between the models at every time step, they are asyn-
chronously coupled. It is worth noting that if exchange instances are intermittent,
i.e. information is not exchanged at every time step, the continuous micro solution
– asynchronous intermittent (CAI) time-step coupling scheme is used. This scheme
provides additional control by allowing a number of micro-solver time steps to be
performed before the exchange of coupling variables (its use is not necessary here).
The aim of the asynchronous coupling scheme (used in this thesis) is to
maximise the period over which macro variations are predicted. This is accomplished
by maximising the time step in each model subject to the following constraints:
1. The physical approximation of equation (4.4) represents a highly scale-separated
system by one that is less so (i.e. has a scale separation of Stol.). This places
an upper limit on the enlargement of a time step relative to another:
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 tk  Sk 1Stol. tk 1 . (4.6)
2. Numerical accuracy is satisfactory and stability is ensured for each model:
 tk   tk, max , (4.7)
where tk,max is the maximum permissible time step for the k th model, and is
predicted as a small fraction of the characteristic time scale ⌧k.
Based on these constraints, the time step of each model can be set recursively:
 tk = min
⇢
 tk,max;
Sk 1
Stol.
 tk 1
 
for k = 2, 3, . . . ,M , (4.8)
where  t1 is set such that the micro model is accurate. Equation (4.8) is used to
determine the time step sizes that (temporally) advance the models that describe
the system. The cases that are presented illustrate the e↵ectiveness and challenges
of employing the physical approximation implied by equation (4.4).
4.2 Time-dependent thermal transpiration
The time-stepping scheme defined in the preceding section is applied to facilitate
the coupled time advancement of the unsteady-IMM, which in turn is used to model
the transient (macro) pressure response induced by thermal transpiration. Ther-
mal transpiration, which is the rarefied gas phenomenon exploited by the thermal-
transpiration compressors, is discussed in Chapter 1, and so is not discussed in
detail here. The experimental data of Rojas-Ca´rdenas et al. [2013] is used to vali-
date the unsteady-IMM; to begin, the experimental configuration is described. The
multiscale representation (by the unsteady-IMM) is then detailed and validated.
The experiment configuration of Rojas-Ca´rdenas et al. [2013] consisted of a
borosilicate (glass) channel of circular cross section with radius r = 242.5± 3.0 µm
connecting two reservoirs of volume Vc = 19.81± 0.54 cm3 and Vh = 14.85± 0.40 cm3.
The length of the channel in the streamwise (s-)direction was Ls = 52.7± 0.1mm.
One of the reservoirs was heated to generate a temperature distribution through the
channel (defined by an exponential function). The other reservoir was held at ambi-
ent temperature. Note, the subscripts c and h denote that the variable is associated
with the unheated and heated reservoirs, respectively. The pressure of the gas in the
reservoirs (pc and ph) was measured using capacitance diaphragm pressure gauges.
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Figure 4.2: A multiscale representation of the experimental configuration of Rojas-
Ca´rdenas et al. [2013], used to study time-dependent thermal transpiration. The
pressure gauges indicate where experimental values of pressure are measured. Only
the e↵ects of (instantaneously) opening/closing the valve are modelled. These com-
ponents are not included in the numerical representation of the system.
This system was used to study thermal transpiration as a time-dependent phe-
nomenon; from an initial stationary state where only a thermal-transpiration flow
was allowed to develop (pc ⇡ ph ⇡ const.), to a final stationary state where the net
mass flow rate in the channel was zero. This final state was reached by allowing pc
and ph to evolve, resulting in the generation of a pressure-driven flow which opposed
the thermally-driven flow. Argon gas is simulated in all cases.
The unsteady-IMM is used to replicate the experimental configuration and
procedure described. The need for the unsteady-IMM arises for the same reasons
as previously discussed: we are treating a non-equilibrial flow (thermal transpira-
tion is a non-equilibrium phenomenon [Reese et al., 2003]), and a full molecular or
gas-kinetic treatment is computationally intractable.
4.2.1 Macro model
The multiscale representation of the system is comprised of three coupled mod-
els, applying the appropriate modelling assumptions to each: the reservoir model
(macro, k = 3); the channel model (meso, k = 2); and the gas-kinetic model (micro,
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k = 1); see Fig. 4.2. The macro model defining the temporal evolution of pc and ph
is obtained from mass conservation and by assuming an ideal gas:
dpc
dt3
=  RTc
Vc
m˙s= 0 ,
dph
dt3
=  Th
Tc
Vc
Vh
dpc
dt3
. (4.9)
Although it can easily be accounted for, it is assumed that there is no considerable
change in the mass of gas within the channel.
4.2.2 Meso model
The meso model is derived from the continuity equation (2.2) integrated over the
cross-sectional area A of the channel. This relates the mass flow rate and pressure:
@p
@t2
+
RT
A
@m˙
@s
= 0 . (4.10)
The meso model is coupled to the macro model by the boundary conditions: p = pc,
m˙ = m˙(s= 0) at s = 0; and p = ph at s = Ls, where Ls = 52.7± 0.1mm. The
temperature variation is prescribed by [Rojas-Ca´rdenas et al., 2013]
T
⇣
sL 1s
⌘
= ✓a

exp
⇣
✓bsL
 1
s
⌘
  1
 
+ Tc , (4.11)
where the constants ✓a = 0.655, ✓b = 4.40, Tc = 300.0K (for cases where  T =
53.5K) and ✓a = 0.822, ✓b = 4.47, Tc = 301.0K (for cases where  T = 71.0K).
4.2.3 Micro model
By relating mass flow rate to pressure and temperature:
@m˙
@t
= F
✓
@T
@s
;
@p
@s
;X
◆
, (4.12)
the micro model F provides a means to close the entire system. The container X
holds information regarding the molecular structure of the gas. The micro model is
a streamwise-distributed array of low-variance deviational simulation Monte Carlo
(LVDSMC) subdomain instances (see Fig. 4.2). The flow in each (streamwise peri-
odic) subdomain is driven by an e↵ective body force, which represents the streamwise
pressure and temperature gradients occurring at the streamwise position si in the
meso domain (changes in density at si are also calculated, as with the steady-IMM).
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The micro model is thus coupled to the meso model by the streamwise pressure gra-
dient, pressure, and mass flow rate at Chebyshev points on the interval [0, Ls], as
defined by equation (2.25). For the simulations presented here, ⇧ = 8 subdomains
are used. For accuracy, the spatial derivatives in equations (4.10) and (4.12) are ob-
tained using a discrete cosine transform (DCT). The type-II DCT (FFTW REDFT00),
and its inverse (FFTW REDFT01), from the Fastest Fourier Transform in the West
(FFTW) software library are used, as they are highly optimised for arbitrary length
data, i.e. any ⇧. Note, there are no constraints on the real input data. Equation
(4.10) then provides ⇢ni in each subdomain at the proceeding time step n, via an
Euler approximation. The pressure gradient in each subdomain at the proceeding
time step is simply the spatial derivative of pressure, found by a DCT.
As the cross section of the channel (meso domain) connecting the reservoirs
is not rectangular, the original implementation of the LVDSMC method, which only
supports simulation on two-dimensional structured grids, was modified to allow
for the simulation on two-dimensional unstructured grids. This allows us to con-
sider arbitrarily complex (two-dimensional) geometries. In Chapter 5, this extended
implementation of the LVDSMC method (the ULVDSMC method is discussed in
Appendix A) is used to study the influence of the cross-sectional shape on thermal-
transpiration compressor (and implicitly Knudsen compressor) performance.
4.2.4 Characteristic time scales
Viscous development within the cross section of the channel defines the characteristic
time scale of the micro model (see Appendix B for derivation):
⌧1 =
⇢¯r2
µ¯
, (4.13)
where ⇢¯ and µ¯ are the average initial density and viscosity of the gas. By assuming
a quasi-steady velocity profile (which is only valid for t   ⌧1), the characteristic
time scales of the meso and macro models can be estimated from equations (4.10)
and (4.9), respectively (again, see Appendix B for derivation):
⌧2 =
µ¯L2s
p¯r2
, (4.14)
and,
⌧3 =
µ¯LsV
p¯r4
, (4.15)
where p¯ is the average initial pressure, and V = Vc + Vh. These variables are used
to calculate the degree of scale separation between the models of the system.
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By forcing the temporal derivative of pressure in equation (4.10) to be
zero, the initial stationary state of the experimental procedure is simulated by the
unsteady-IMM. To ensure that the thermal-transpiration flow is fully developed, the
duration of the initial stationary state is set to be much greater than ⌧2. The initial
pressure in a reservoir is calculated as the average of the experimentally measured
transient pressure variation (in that reservoir) obtained during the initial stationary
state. As stated in §4.1, time step sizes are set by equation (4.8). The time step of
the micro solver is  t1 =  x/
p
2RT , where  x is the minimum cell size.
4.2.5 Coupling algorithm
Pseudocode for the implementation of the unsteady-IMM (which utilises the Open
Message Passing Interface library to simultaneously run ⇧ micro-solver instances)
applied to study time-dependent thermal transpiration is presented below:
Algorithm 3 Part I: the unsteady internal-flow multiscale method
1: procedure unsteadyIMM . unsteady-IMM
2: MPI Init . initialise MPI
3: MPI Comm size(⇧) . get the number of processes, ⇧
4: MPI Comm rank(i) . get the process identifier, i
Require: set thermodynamic and flow conditions from file
Require: set the time-step sizes
The unsteady-IMM is implemented as a single program, multiple data (SPMD)
application: a ⇧-process parallel application, running ⇧ copies of the executable.
Each process, which operates on di↵erent data, simulates a single subdomain. Before
time stepping is initiated, the time-step sizes of the M = 3 models are determined
by equation (4.8). Following the initialisation of thermodynamic conditions, the
pressure gradient ps1 is calculated by a DCT. The program then proceeds with:
Algorithm 4 Part II: the unsteady internal-flow multiscale method
5: for step 1, Nt do . Nt is the total number of simulated time steps
6: t3  step t3 . macro time scale
7: t2  step t2 . meso time scale
8: t1  step t1 . micro time scale
9: timeStep(ps,Ts,✏,Kn) . perform micro time step using current values
10: properties . update hydrodynamic properties, including m˙i
11: MPI Gather(m˙, ⇢) . gather values from processes
1Subscripts s and t denote first derivatives with respect to s and t, respectively.
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A single micro time step (according to the CA time-stepping scheme) has been
performed, and (by calling the properties subroutine) each process (with a di↵erent
value of ps) has calculated a single value of m˙. MPI Gather instructs each process
to send the contents of its send bu↵er, which contains the local scalar variables m˙
and ⇢, to the root process, i = 1. Note, this collective communication operation is
blocking, meaning that all processes are synchronised at the call to MPI Gather. The
root process performs operations on the collected data to compute updated values of
temporally evolving variables that inform the micro model. The following procedures
are those which primarily di↵erentiate this implementation of the unsteady-IMM as
an approach to study time-dependent thermal transpiration:
Algorithm 5 Part III: the unsteady internal-flow multiscale method
12: if i == 1 then . ‘root’ process to update flow conditions
13: m˙s,i= 1,...,⇧  dctdiff(m˙i= 1,...,⇧) . m˙s is a vector of length ⇧
. MACRO MODEL
14: if step < Ntint. then . during initial stationary state
15: ⇢t,i= 1  0 . do not allow ⇢i= 1 to evolve
16: ⇢t,i= ⇧  0 . do not allow ⇢i= ⇧ to evolve
17: else . thermal-transpiration flow is fully developed
18: ⇢t,i= 1  m˙i= 1,...,⇧/Vc . allow ⇢i= 1 to evolve
19: ⇢t,i= ⇧  m˙i= 1,...,⇧/Vh . allow ⇢i= ⇧ to evolve
20: end if
21: ⇢i= 1  ⇢i= 1 + ⇢t,i= 1 t3 . update ⇢i= 1 using Euler method
22: ⇢i= ⇧  ⇢i= ⇧ + ⇢t,i= ⇧ t3 . update ⇢i= ⇧ using Euler method
. MESO MODEL
. update ⇢ according to equation (4.10): array operation for i = 2, . . . ,⇧  1
23: ⇢i= 2,...,⇧ 1  ⇢i= 2,...,⇧ 1 +
 
m˙s,i= 2,...,⇧ 1/Ai= 2,...,⇧ 1
 
 t2
24: pi= 1,...,⇧  ⇢i= 1,...,⇧RTi= 1,...,⇧ . ideal gas law
. spatial derivative of updated p
25: ps,i= 1,...,⇧  dctdiff(pi= 1,...,⇧) . ps is a vector of length ⇧
26: write . write variables to temporary array/file
27: end if
28: MPI Scatter(ps, ⇢) . scatter updated values to processes
29: update . update subdomain conditions
30: end for
31: MPI Finalize . termination of MPI execution environment
32: end procedure
The unsteady-IMM has been implemented in Fortran 95 (with, for e ciency, the
ULVDSMC micro solver embedded within the same program). The resulting pro-
gram has been used to produce the results presented in the following section.
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case figure  T [K] phi [Pa] pci [Pa] Stol.  t3/ t1
1 4.3a 53.5 161.88 161.99 20 25.22⇥ 103
2 4.3b 71.0 52.46 52.44 10 976.2⇥ 103
3 4.3c 71.0 108.06 107.91 20 57.77⇥ 103
4 4.3d 71.0 237.74 237.75 20 11.92⇥ 103
Table 4.1: Thermodynamic conditions and the parameter values relating to the
control and degree of time-scale separation for each validation case.
4.2.6 Discussion of results
For four separate cases, Fig. 4.3 shows the transient response of the pressure in each
reservoir after the system is instantaneously closed; there is good agreement between
the experimental measurements and the multiscale solution. The asymmetry of the
responses around the initial pressure is caused by the di↵erent reservoir volumes
(Vc > Vh). The thermodynamic conditions, Stol., and the degree of scale separation
between the micro and macro models are presented in Table 4.1.
All multiscale solutions were computed within less than three hours using
⇧ = 8 independent central processing units (cores). The frequent communication
between these cores is facilitated by the Open Message Passing Interface (MPI) li-
brary. If the time steps are set to be equal (i.e. a conventional synchronous coupling),
the execution time (utilising the same hardware) of case two is  t3/ t1 = 976,000⇥
greater: a computational saving that allows for the solution of an otherwise compu-
tationally intractable problem. In fact, if the saving due to spatial multiscaling is
also considered, the saving over conventional modelling is far greater than this.
Figure 4.5 demonstrates the impact of decreasing the value of ⇧; the accuracy
of the solution is unacceptable if ⇧ < 6. Figure 4.2 illustrates the coupling of
the M = 3 models, and shows that the subdomains at the limits of the interval
[0, Ls] are used to compute the temporal evolution of pressure in the reservoirs.
All other subdomains are used to inform and evolve the meso model. For small
values of ⇧, the number of collocation points is insu cient to accurately recover
the continuous spatial derivative of mass flow rate (equation (4.10)). Therefore, the
temporal derivative of mass density (or pressure) is also inaccurate.
Figure 4.4 shows the impact of increasing Stol.; a similar result is obtained in
all cases, but with lower noise at higher Stol.. This highlights an important general
limitation of multiscaling with stochastic models (e.g. DSMC) or inherently noisy
methods (e.g. MD): fewer time steps result in less sampling, and thus more noise.
The trade-o↵ in continuum-particle multiscaling is summarised as
fine-scale accuracy ! noise & large-scale prediction. (4.16)
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(a) Comparison of experimental data and multiscale solution
for time-dependent thermal transpiration with  T = 53.5K
and initial pressures phi = 161.99Pa, pci = 161.88Pa.
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(b) Comparison of experimental data and multiscale solution
for time-dependent thermal transpiration with  T = 71.0K
and initial pressures phi = 52.46Pa, pci = 52.44Pa.
Figure 4.3: Plots of reservoir pressure variation. Experimental data () of Rojas-
Ca´rdenas et al. [2013] and the solution from the multiscale simulation ( ).
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(c) Comparison of experimental data and multiscale solution
for time-dependent thermal transpiration with  T = 71.0K
and initial pressures phi = 108.06Pa, pci = 107.91Pa.
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(d) Comparison of experimental data and multiscale solution
for time-dependent thermal transpiration with  T = 71.0K
and initial pressures phi = 237.74Pa, pci = 237.75Pa.
Figure 4.3: Plots of reservoir pressure variation. Experimental data () of Rojas-
Ca´rdenas et al. [2013] and the solution from the multiscale simulation ( ).
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Figure 4.4: For Case 1: variation of reservoir pressure with time for variable Stol.:
Stol. = 10 ( ), Stol. = 20 ( ), Stol. = 30 ( ), and Stol. = 40 ( ).
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Figure 4.5: For Case 3: variation of reservoir pressure with time for variable ⇧:
⇧ = 12 ( ), ⇧ = 8 ( ), ⇧ = 6 ( ), ⇧ = 4 ( ), and ⇧ = 3 ( ).
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Chapter 5
Knudsen compressor design
The numerical methods outlined in Chapters 2 and 4 are applied to the design op-
timisation of thermal-transpiration compressors [Knudsen, 1909b, 1910], solid-state
devices that can facilitate the compression or pumping of a gas in microsystems.
The numerous aspects of their design reinforce the need for computationally e -
cient modelling techniques by which design optimisation can be performed. Before
we proceed, thermal-transpiration (and Knudsen) compressors are introduced.
5.1 Thermal-transpiration compressors
The ability to generate a vacuum by means of thermal-transpiration (a rarefied
gas phenomenon by which gas transport occurs in the direction of relatively low to
high temperature; see Chapter 1 for more details) allows us to overcome the many
challenges and limitations associated with the miniaturisation of conventional vac-
uum pumps, the reliability of which su↵ers due to the relative increase of frictional
forces over inertial forces at the microscale [McNamara and Gianchandani, 2005].
A micromachined pump that exploits thermal-transpiration has a variety of appli-
cations, from micro-gas chromatography [Liu et al., 2011] to the actuation of gases
for microplasma manufacturing [Wilson and Gianchandani, 2001].
Thermal-transpiration compressors consist of two reservoirs connected by a
‘capillary’ with height L of the order of the mean free path  . The temperature
of the gas in each reservoir is di↵erent; assume that one reservoir is heated to a
temperature Th and the other is held at ambient temperature Tc (as in the exper-
imental configuration of Rojas-Ca´rdenas et al. [2013], described in Chapter 4). A
streamwise temperature gradient then exists along the surfaces of the capillary. By
thermal transpiration, a flow will occur in the direction from Tc to Th. If the system
is closed, the pressure in the heated reservoir will increase as the pressure in the
other reservoir decreases: a pressure gradient is generated due to thermal transpira-
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tion. At the final stationary state where the pressure-driven and thermally-driven
mass flow rates balance, zero net mass flow rate is achieved, i.e. M˙ = 0. As will be
shown in this chapter, multiple capillaries can be used to increase the rate at which
the pressure di↵erence is maximised (we denote the maximum pressure di↵erence
at the final stationary state as  p˜: this is a gauge of performance).
The thermal-transpiration compressor (described above) is the basis for a
staged device: the Knudsen compressor (see Muntz et al. [2002]; Young et al. [2005]
for a brief overview of the origins of Knudsen compressors), which provides greater
compression. Each stage consists of a capillary section and connecting section. The
temperature increases in the capillary section (consisting of multiple capillaries),
causing a pressure increase by thermal transpiration. All capillaries end at a con-
nector section, where the pressure is approximately constant and the temperature
returns to that at the start of the stage (Tc). For Knudsen compressors to be e -
cient, it is important that the energy use (for heating) per unit mass of process gas
upflow is minimised. The problem of optimisation is investigated in this chapter.
In the following section, the steady-internal-flow multiscale method (steady-
IMM), which is presented in Chapter 2, is used to study the influence of a streamwise
variation in cross-sectional geometry on  p˜. Following this, an extended implemen-
tation of the low-variance deviational simulation Monte Carlo (LVDSMC) method
(that allows for the simulation of arbitrary two-dimensional geometries on unstruc-
tured meshes; see Appendix A for details) is used to inform the design of the capil-
laries of thermal-transpiration compressors. The trade-o↵ between two performance
indicators is studied by varying the cross-sectional geometry, and packing density
of a bundle of capillaries. Only simple cross-sectional shapes are considered, as
these are more easily manufactured by microfabrication techniques. Performance
indicators are: (a) the maximum pressure di↵erence  p˜; and (b) the time required
to obtain  p˜, referred to as the development time. The findings are verified by
applying the unsteady-internal-flow multiscale method (unsteady-IMM), presented
in Chapter 4, to compute the temporal evolution of pressure in the reservoirs.
5.2 Varying cross section
Consider a single channel in isolation, with conditions set such that the maxi-
mum pressure di↵erence  p˜ is generated. The question of how the cross section
of the channel a↵ects this pressure di↵erence is posed. In this section, the de-
velopment time is disregarded as a performance indicator, and the steady-IMM is
used. Three cases are presented, each consisting of a converging-diverging channel.
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The streamwise length Ls of the channel is varied, altering the streamwise slope of
its walls. The width Lx = 0.5 µm is constant for all cases. The height Ly ranges
from 0.3 µm to 0.5 µm at the throat and inlet/outlet of the channel, respectively.
5.2.1 Linear temperature variation
A linear streamwise temperature distribution [K] is prescribed: T (s) = ↵s + 273,
where ↵ = 4.2⇥ 106. Figure 5.1 shows the streamwise pressure variation at the
centreline of a converging-diverging channel, which is solved for by setting M˙ = 0
(discussed in Chapters 2 and 3), with Ls = 24 µm. With the variation in the
channel height Ly disregarded, the computation is repeated to obtain the pressure
variation in a (simple) channel with square cross section
 
Lx = Ly = 0.5 µm
 
. With
all other parameters unchanged, a negligible di↵erence in the pressure variation
is observed. The percentage di↵erence between the pressure at s/Ls = 1 in the
converging-diverging and simple channels is⌧ 0.01%. For the sake of accuracy, the
computations presented in this section are all performed with ⇧   21.
Figure 5.2 shows the streamwise pressure variation at the centreline of two
other converging-diverging channels, the streamwise lengths of which are Ls =
48 µm and 96 µm. For comparison, two simple channels with square cross section 
Lx = Ly = 0.5 µm
 
are also modelled. All other parameters are unchanged; the
streamwise pressure variation at the centreline of these channels is also shown in
Fig. 5.2. Again, the pressure variation appears to be relatively una↵ected by the
very significant modification to the geometry. For Ls = 48 µm, the percentage dif-
ference between the pressure at s/Ls = 1 in the converging-diverging and simple
channels is 0.30%. For Ls = 96 µm, this percentage di↵erence is 0.52%. This case
is repeated for ⇧ = 31 with no significant change in the solution (see Fig. 5.2).
Therefore, it is reasonable to assume that any discrepancy between the pressure at
s/Ls = 1 in the converging-diverging and simple channels is physical.
These results suggest that thermal-transpiration compressor design is fairly
insensitive to streamwise variations in cross-sectional geometry. A potential reason
for the lack of any change in the streamwise pressure variation (despite the signifi-
cant loss of internal surface area) may be due to the increased Knudsen number in
the vicinity of the constriction. As fewer molecules are present to obstruct the free
flight of other molecules, which carry the properties acquired at their origin, this
favours thermal transpiration. Further work should involve a thorough investigation
to verify this observation. As a preliminary check, however, the geometry shown
in Fig. 5.3a (which, although similar to the converging-diverging channel shown
in Fig. 3.1a, only converges to the constriction) with Ls = 24 µm and ⇧ = 21,
79
260
280
300
320
340
360
380
te
m
p
er
at
u
re
T
[K
]
0.036
0.038
0.040
0.042
0.044
m
as
s
d
en
si
ty
⇢
[k
g
m
 3
]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2,400
2,500
2,600
2,700
2,800
2,900
s/Ls
p
re
ss
u
re
p
[P
a]
Figure 5.1: Streamwise variation of T (top), ⇢ (middle) and p (bottom) computed
by the steady-IMM for ⇧ = 21 at the centreline of a converging-diverging channel (
with solid line). The case is repeated for a simple channel (with square cross section
Lx = Ly = 0.5 µm). The density variation at the centreline of this simple channel
( with dashed line) is also shown: a small di↵erence is observed. The temperature
variation is an input and is shown for reference; a linear variation is prescribed.
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Figure 5.2: Streamwise variation of T (top), ⇢ (middle) and p (bottom) computed
by the steady-IMM for ⇧ = 21. Two cases where Ls = 48 µm: simple channel (
with solid line), and converging-diverging channel ( with dashed line). Two cases
where Ls = 96 µm: simple channel ( with solid line), and converging-diverging
channel ( with dashed line). The case where Ls = 96 µm for a converging-diverging
channel is repeated for ⇧ = 31 ( ); the variations of ⇢ and p are unchanged.
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(a) A converging channel.
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(b) For ⇧ = 21, a converging channel: streamwise non-periodic.
Figure 5.3: Subdomain spacing in a converging channel.
is also considered. If our assumption is correct, simply modifying the cross-sectional
area at the outlet of the channel should not influence the maximum pressure dif-
ference  p˜. Figure 5.4 confirms this; no appreciable di↵erence is observed for a
simple channel, a converging-diverging channel (Fig. 3.1a), and a converging chan-
nel (Fig. 5.3a) (where Ls = 24 µm for all). In addition, the fundamental equa-
tion p˜h/p˜c =
p
Th/Tc [Reynolds, 1879] (which is only accurate in the limit of free-
molecular flow), suggests that no di↵erence should be observed as Kn!1.
5.2.2 Non-linear temperature variation
The temperature distribution [K] is modified: T (s) = ↵s2 +  s + 273, where ↵ =
160⇥ 109 and   = 330⇥ 103. Figure 5.5 shows the streamwise pressure variation at
the centreline of a converging-diverging channel with Ls = 24 µm. The simulation
is repeated to obtain the pressure variation in a (simple) channel with square cross
section. With all other parameters unchanged, a negligible di↵erence in the pressure
variation is observed. At s/Ls = 1 the di↵erence is ⌧ 0.01%.
The result further indicates a robustness of thermal-transpiration compres-
sors performance: it is not necessary to precisely apply a streamwise temperature
variation to achieve a desired  p˜. To understand why, assume that M˙ = 0 (at the
final stationary state with zero net mass flow rate). By conservation of mass:
0 = M˙ =  a dp
ds
+ b
dT
ds
. (5.1)
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Figure 5.4: Streamwise variation of T (top), ⇢ (middle) and Knudsen number (Kn)
(bottom) computed by the steady-IMM for ⇧ = 21. Three di↵erent geometries
(with Ls = 24 µm) are considered: a simple channel with square cross section (
with solid line), a converging-diverging channel ( with solid line) (Fig. 3.1a), and a
converging channel ( with solid line) (Fig. 5.3a). The temperature variation is an
input; the linear variation shown is prescribed in all cases.
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Figure 5.5: Streamwise variation of T (top), ⇢ (middle) and p (bottom) computed
by the steady-IMM for ⇧ = 21 at the centreline of a converging-diverging channel (
with solid line). The case is repeated for a simple channel (with square cross section
Lx = Ly = 0.5 µm). The density variation at the centreline of this simple channel
( with dashed line) is also shown: a small di↵erence is observed. The temperature
variation is an input and is shown for reference; a non-linear variation is prescribed.
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The local pressure and temperature gradients are then:
dp
ds
=
b
a
dT
ds
, (5.2)
where a and b are non-zero constants. If k = b/a is assumed to have a weak (or no)
streamwise dependence, it is possible to integrate this equation to give
 p˜ ⇡ k T , (5.3)
where  p˜ is dependent on  T , and not the temperature variation. Thus, for a fixed
 T and  p˜, but a variable temperature distribution, k (which groups macroscopic
quantities) must remain constant irrespective of T (s). If k is assumed to repre-
sent the average values of viscosity, p, and Kn (as in the analytical slip model of
Karniadakis et al. [2005]), then  p˜ should remain approximately constant.
5.3 Optimal cross-sectional geometry
We now consider how the cross-sectional geometry of the capillaries (assumed to be
identical) influences performance. The packing of multiple capillaries (as in Knudsen
compressors) is also studied. The unsteady-IMM is used to verify the findings.
5.3.1 Theory and implementation
LVDSMC simulations on two-dimensional unstructured grids are performed. Five
di↵erent cross-sectional geometries are considered: circular, hexagonal, rectangular
(2:1), square, and triangular. Attention is restricted to those cross-sectional shapes
that are relatively simple to fabricate using conventional micromachining techniques.
The mass flow rate generated by a streamwise pressure gradient and temper-
ature gradient are obtained separately for the cross-sectional geometries listed, as a
function of the Kn range of 0.08 to 100. Variable hard sphere air is modelled.
Reduced pressure-driven and thermally-driven mass flow rates are
Qp = m˙p

 
1
p
dp
ds
  1
, and QT = m˙T

 
1
T
dT
ds
  1
, (5.4)
respectively, where m˙p is the pressure-driven mass flow rate, m˙T is the thermally-
driven mass flow rate, and   = A ⇢
p
2RT . The ratio of these two variableseQ = QT /Qp is a reflection of the maximum pressure di↵erence ( p˜) attainable, for
a given temperature di↵erence. The use of multiple (parallel) capillaries is expected
to increase the rate at which  p is maximised (achieved at the final stationary state
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Figure 5.6: Schematic showing a bundle of capillaries with circular cross section in a
hexagonal packing arrangement. The cross section of the same array is also shown.
where M˙ = 0). As will be shown, this rate can be characterised by ⌘Qp, where ⌘ is
the packing density of the capillaries. This may be expressed as
⌘ =
internal cross-sectional area
tessellated area
=
A
a0
. (5.5)
Figure 5.6 illustrates the hexagonal packing of seven identical circular capillaries.
Calculation of ⌘ is demonstrated for hexagonal and circular cross-sectional
geometries (see Fig. 5.7). The area of a regular hexagon is simply
A =
3
p
3
2
✓
L
2
◆2
. (5.6)
With reference to Fig. 5.7, the tessellated area of a hexagon is
a0 =
3
p
3
2
d2 . (5.7)
The inradius r and side length d are
r =
p
3
2
L
2
, and (5.8)
d =
2p
3
✓
r +
 
2
◆
=
L
2
+
 p
3
, (5.9)
where   is the distance between the inner walls of adjacent capillaries (see Fig. 5.7).
When the cross section is circular,   is defined di↵erently, as circles do not tessellate.
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Figure 5.7: Cross section of hexagonal (top) and circular (bottom) capillaries, illus-
trating packing when   6= 0. Circles are in a hexagonal packing arrangement. The
highlighted regions represent the walls (with wall thickness  ) between capillaries.
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From this, ⌘ is
⌘ =
A
a0
=
L2
4
✓
L
2
+
 p
3
◆2 = 1✓
1 +
2p
3
Kn
 
◆2 , (5.10)
where the Knudsen number based on wall thickness ( ) is   =  / , or Kn/  =  /L.
In the case of circular cross-sectional geometries, identical circles are arranged in
the densest packing configuration possible. The tessellated area is found by
a0 =
p
3
2
(L+ 2 )2 = 2
p
3
✓
L
2
+  
◆2
. (5.11)
From this, ⌘ is
⌘ =
A
a0
=
⇡L2
8
p
3
✓
L
2
+  
◆2 = ⇡
2
p
3
✓
1 + 2
Kn
 
◆2 . (5.12)
The maximum value of ⌘, which is recovered when   = 1, is relatively low at
⇧/(2
p
3) ⇡ 0.9069. Therefore, a bundle of capillaries with circular cross section do
not pack e ciently, resulting in a sub-optimal configuration.
For the other cross-sectional shapes considered, the derivation of ⌘ can be
found in Appendix C. The packing density of rectangular cross sections is
⌘ =
1
1 + 2
✓
Kn
 
◆2
+ 3
Kn
 
. (5.13)
The packing density of square cross sections is
⌘ =
1✓
1 +
Kn
 
◆2 . (5.14)
The packing density of triangular cross sections is
⌘ =
1✓
1 +
Kn
2 
+
Knp
3 
◆2 . (5.15)
The value of Kn is determined by spline interpolation on eQ = f (Kn). The
results in the following section are obtained for the query points eQ = 0.15, 0.25,
and 0.35. The characteristic length L is then obtained for an average pressure p¯.
88
The area A is calculated based on L, and the number of capillaries is
Ncha. =
A0⌘
A
, (5.16)
where A0 is the total cross-sectional area that a bundle of capillaries can occupy.
The total pressure-driven mass flow rate M˙p and thermally-driven mass flow
rate M˙T of an ideal gas (through Ncha. capillaries) are related by mass conservation:
Vc
RT
dpc
dt3
= M˙p   M˙T =   Vh
RT
dph
dt3
. (5.17)
The above can be expressed separately as
dpc
dt3
=
RT
Vc
 
m˙p   m˙T
 
Ncha. , (5.18)
  dph
dt3
=
RT
Vh
 
m˙p   m˙T
 
Ncha. . (5.19)
If  p = ph   pc, then
d ( p)
dt3
=  RT
✓
1
Vc
+
1
Vh
◆ 
m˙p   m˙T
 
Ncha. , (5.20)
which, by equation (5.4), can be expressed as
d ( p)
dt3
=  RT
✓
1
Vc
+
1
Vh
◆✓
 m˙T +  Qp 1
p¯
 p
Ls
◆
Ncha. , (5.21)
where p¯ is the average pressure. Assuming the form
 p (t3) =   p˜
"
exp
✓
  t3e⌧
◆
  1
#
, (5.22)
where  p˜ is the stationary pressure di↵erence, the characteristic time (constant) is
1e⌧ / ANcha.Qp , (5.23)
found by expressing m˙T (in equation (5.21)) in terms of  p˜ when m˙T = m˙p (when
d( p)/ dt3 = 0). Equations (5.21) and (5.22) are equated to give equation (5.23),
which is su cient as the relative performance of each cross-sectional shape is of
interest. Furthermore, because A0 is fixed, and according to (5.16), the above is
1e⌧ / ⌘Qp . (5.24)
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Figure 5.8: The ratio of the reduced mass flow rates eQ = QT /Qp against Qp for
various cross-sectional shapes: circular ( ); hexagonal ( ); rectangular ( );
square ( ); triangular( ). The characteristic length is L = 1 µm for all cases.
It is possible to find e⌧ by fitting the model equation (5.22) to unsteady-IMM results.
In the following section, this is done to verify a steady-state analysis demonstrating
the influence of the cross-sectional shape (of capillaries) on performance.
5.3.2 Results
The reader is reminded that the maximum pressure di↵erence  p˜ per unit tem-
perature gradient (a measure of steady-state performance) increases with eQ (see
Fig. 5.8). Maximising Qp will reduce the time required to achieve the final sta-
tionary state. The best performance is provided by those cross-sectional shapes
that maximise both eQ and ⌘Qp, which, as shown in the preceding section, is in-
versely proportional to the characteristic time e⌧ . The characteristic length L = 1 µm
is set for all cases, which implies that the area A of the simulated geometries
is variable. Figures 5.9a and 5.9b show eQ = QT /Qp against ⌘Qp for the ideal
case   = 1, and for the realistic case   = 0.5, respectively. By comparing
Figs. 5.8 and 5.9a, it is clear that (for   = 1) ⌘ 6= 1 for circular cross sec-
tions; all other cross-sectional geometries tessellate (and thus ⌘ = 1). Because
the perimeter-area ratio is di↵erent for each cross-sectional shape, the curves in
Fig. 5.8 do not overlap. If the influence of the packing density is realised (Figs.
5.9a and 5.9b), a bundle of capillaries with circular cross section provides relatively
poor performance (despite the low perimeter-area ratio of circles being favourable).
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Figure 5.9: The ratio of the reduced mass flow rates eQ = QT /Qp against ⌘Qp for
various cross-sectional shapes: circular ( ); hexagonal ( ); rectangular ( );
square ( ); triangular ( ). The packing density ⌘ is a function of Kn and  .
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Figure 5.10: The ratio of the reduced mass flow rates eQ = QT /Qp against Kn for
various cross-sectional shapes: circular ( ); hexagonal ( ); rectangular ( );
square ( ); triangular ( ). The characteristic length is L = 1 µm for all cases.
As   ! 0 (the Knudsen number defined by the wall thickness  ), the packing den-
sity ⌘ ! 0. For a fixed value of A0, circular cross sections are the least desirable
for all values of  . Furthermore, it is worth noting that as Kn ! 1, eQ ! 0.5
holds irrespective of the cross-sectional shape [Sone, 2007]. The same is observed in
Sharipov [1999]; Doi [2010] for rectangular cross sections.
The unsteady-IMM is used to verify the above steady-state analysis. Two
values of   are considered: 0.5, and1. The query points, at which values of Kn are
found by spline interpolation on the data presented in Fig. 5.10, are eQ = 0.15, 0.25,
and 0.35. These values are independent of  . Input variables are derived from the
interpolated value of Kn, and include the number of identical capillaries Ncha., and
the characteristic length L (and hence cross-sectional area A) of each capillary. With
  treated as an input, L can be found by equation (1.1). The number of capillaries
is found by equation (5.16), where A0 = 0.0001m2 is fixed throughout. The packing
density ⌘ is a function of the interpolated value of Kn and  . All other parameters
are constant. The initial pressure is pint. = 100Pa in both reservoirs, the volumes
of which are Vc = Vh = 0.0015m3. A linear temperature variation is prescribed,
with the average temperature T = 323K. The streamwise length of the capillary is
Ls = 0.05m, and the number of subdomains is ⇧ = 8 for all computations. Note,
thermally-driven and pressure-driven flows develop simultaneously.
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Figure 5.11: Time evolution of  p for two values of   and eQ = 1.5 (circular ( );
square ( ); triangular ( )), eQ = 2.5 (circular ( ); square ( ); triangular
( )), and eQ = 3.5 (circular ( ); square ( ); triangular ( ).
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Figure 5.12: The relative performance ( eQ against 1/e⌧) of circular ( ); square ( ); and
triangular ( ) cross sections for   =1 (red markers), and   = 0.5 (blue markers).
The time evolution of the pressure di↵erence  p computed by the unsteady-
IMM is shown in Fig. 5.11. Only circular, square, and triangular cross-sectional
shapes are considered. As expected, the relative performance is essentially unaf-
fected by the cross-sectional geometry when   = 1 (see Fig. 5.11a). When the
wall thickness is vanishingly small (  ! 0), it is possible to achieve the desired
(maximum) pressure di↵erence  p˜ (in the stationary state where M˙ = 0) within
approximately the same time, irrespective of the cross-sectional shape. The charac-
teristic time is extracted by fitting equation (5.22) to the results presented in Fig.
5.11. Figure 5.12 shows the values of e⌧ 1 for eQ = 0.15, 0.25, and 0.35. The results
are consistent with equation (5.23). Because the case where   = 1 is not realis-
tic (the gap size   cannot physical be zero) the more realistic case where   = 0.5
(see Fig. 5.11b) is also considered. Since significantly fewer circular capillaries can
be packed under such conditions, the development time is greater. In Fig. 5.11b,
circular cross sections are shown to be sub-optimal (due to the lack of tessellation).
Triangular cross sections o↵er the best performance. In the case of square cross sec-
tions, the development time is slightly greater, relative to triangular cross sections.
Again, this holds for all values of eQ considered. Interestingly, the percentage di↵er-
ence between 1/e⌧ of triangular and square cross sections increases with eQ. WheneQ = 0.35, 0.25, and 0.15, the percentage di↵erence is 25%, 18%, 6.7%, respectively;
triangular cross sections become increasingly favourable as eQ! 0.5.
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eQ
  0.15 0.25 0.35
circular 0.5 0.3860 0.2043 0.0679
1 0.9069 0.9069 0.9069
square 0.5 0.5950 0.3827 0.1597
1 1 1 1
triangular 0.5 0.6614 0.4480 0.2020
1 1 1 1
Table 5.1: The packing density ⌘ for circular, square, and triangular cross sections,
as a function of   (=1 , 0.5), and eQ (= 0.35 , 0.25 , 0.15).
These observations can be attributed two factors, the primary of which is the
packing density ⌘ (smallest for circular cross sections due to the lack of tessellation).
The secondary factor is the perimeter-area ratio (where a small value is favourable).
When   = 0, i.e. when the wall thickness is zero (  =1), square and trian-
gular cross sections tessellate with ⌘ = 1. The performance of square cross sections
is slightly superior in the case of eQ = 0.15 due to the lower perimeter-area ratio of
squares. However, as observed in Fig. 5.12, when   = 1, triangular cross sections
become increasingly favourable with increasing eQ. Because ⌘ = 1 for both square
and triangular cross sections, this suggests that a third, less obvious factor may
have an influence, since the perimeter-area ratio of triangles is highest. Assuming
that this observation is not the result of numerical inaccuracies, further work should
attempt to identify this third factor, if it exists. In the case of circular cross sections,
performance is consistently poor due to the lack of tessellation.
When   = 0.5, triangular cross sections exhibit a higher packing density (the
dominant factor) than that of square cross sections (as seen in Table 5.1), and thus
provide better performance. This is likely to be the case for most non-ideal packing
configurations. Further work should involve a thorough investigation of this result,
and include the characterisation of hexagonal cross sections also.
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Chapter 6
Conclusion
In this thesis, an e cient and highly accurate multiscale method has been developed
for the accelerated solution of problems involving low-speed rarefied gas flows in
high-aspect-ratio (i.e. are extremely long, relative to their cross section) conduits.
The high aspect ratio creates a formidable multiscale problem: processes need to be
resolved occurring over the smallest characteristic scale of the geometry (e.g. the
height of the conduit), as well as over the largest characteristic scale of the geometry
(e.g. the streamwise length of the conduit), simultaneously. The method, known as
the internal-flow multiscale method (IMM) for gas flows (which is not be confused
with that of Borg et al. [2013a] for dense-fluid flows), will (generally) dramatically
outperform other methods for the simulation of rarefied gases. It allows for the
solution of otherwise computationally intractable problems, and has been shown to
provide performance improvements of orders of magnitude (relative to full molecular
treatment). The applicability of the method is clearly defined and simply requires
that a degree of spatial- or temporal-scale separation exists.
In addition to being highly e cient, the IMM for gas flows (which will be
referred to simply as the IMM in this chapter) can treat multi-dimensional problems
involving fluid compressibility, non-isothermal conditions, and transient flows, and,
due to its use of pseudospectral methods, boasts excellent convergence characteris-
tics and accuracy. It allows for the imposition of a variety of boundary conditions,
and supports body-force-driven, pressure-driven, thermally-driven, and shear-driven
flows. Molecular resolution is provided by the low-variance deviational simulation
Monte Carlo (LVDSMC) method which is able to treat low-signal flows.
The IMM is designed to be general, and is most suitable when the problem
is relatively complex with multiple degrees of freedom. Such problems (i.e. when
the pre-calculation of data, for interpolation at runtime, is too computationally in-
tensive) cannot be solved e ciently using a lookup table approach [Sharipov, 1999];
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the tractability of this approach scales exponentially with the degrees of freedom.
The ease with which problems can be posed by the IMM is an important ben-
efit; the complications associated with the use of pressure boundary conditions by
particle-based methods are avoided. For example, using the direct simulation Monte
Carlo (DSMC) method to simulate low-signal pressure-driven flows (for verification
purposes) proved to be unreliable. Also, it essential that care is taken when initial-
ising such problems, e.g. the sudden application of a pressure gradient (by pressure
boundary conditions) in high-aspect-ratio conduits may produce non-physical be-
haviour. The IMM greatly simplified the set-up of these flow configurations, and
does not require the user to carefully impose initial conditions (especially in the
case of the steady-IMM). Furthermore, because the DSMC method is inherently
unsteady (time marching), its e ciency, compared to that of the IMM, su↵ers when
simulating steady problems with lengthy development times.
The unsteady-IMM has been validated by comparison with the experimental
data of Rojas-Ca´rdenas et al. [2013]. In all cases, excellent agreement is observed,
providing confidence that the IMM may be used to inform the design of thermal-
transpiration compressors. In addition, the unsteady-IMM o↵ers a speed-up (rela-
tive to a simulation where scale separation is not exploited) of at least five orders of
magnitude: a saving that allows for the solution of problems that would otherwise
not be possible using a non-hybrid simulation by the (particle-based) micro solver.
The e ciency and accuracy of the (steady- and unsteady-)IMM allows for
the study of thermal-transpiration compressors (and implicitly Knudsen compres-
sors), solid state devices that rely on the phenomenon of thermal transpiration to
provide compression or pumping. This rarefied gas e↵ect, like much of the science
at small scales, presents many opportunities for the development of future technolo-
gies. For example, thermal transpiration has been discussed as a mechanism by
which satellite-on-a-chip attitude and position can be controlled in low Earth orbit
[White et al., 2013]. It has also been proposed as a means to separate a gaseous
mixture [Takata et al., 2007]. The analysis presented in this thesis suggests that the
performance of thermal-transpiration compressors is insensitive to some aspects of
capillary design. Specifically, (moderate) modifications to the streamwise temper-
ature gradient and cross-sectional geometry produced no change in the maximum
pressure di↵erence attainable (in the stationary state with zero net mass flow rate).
This robustness is highly desirable, and may allow for increased geometric tolerances
in manufacturing without adversely a↵ecting function.
For the purposes of engineering design, the transient behaviour of thermal-
transpiration (and Knudsen) compressors has been studied by applying the unsteady-
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IMM, and an implementation of the LVDSMC method that allows for the simulation
of arbitrary two-dimensional geometries on unstructured meshes. The development
time required to maximise the pressure di↵erence was characterised as a function of
the number of (parallel) capillaries connecting two reservoirs, and the wall thickness
between adjacent capillaries. It was found that the packing of these capillaries is the
dominant factor in determining the performance of thermal-transpiration compres-
sors (that make use of a bundle of capillaries). The perimeter-area ratio of the cross
section of these (identical) capillaries is of secondary importance. In addition, for a
Knudsen number (based on wall thickness) of 0.5, triangular cross sections provide
the best overall performance (in terms of maximum pressure di↵erence and shortest
development time), compared to circular and square cross sections.
6.1 Future work
Following the work presented in this thesis, future research related to the use of the
IMM to study thermal transpiration should involve:
• the investigate of the influence, if any, of the tangential momentum accommo-
dation coe cient on thermal-transpiration compressor performance.
• the study of streamwise modifications in temperature and cross-sectional ge-
ometry as factors that a↵ect the development time of the pressure-driven flow
that opposes the thermally-driven flow in thermal-transpiration compressors.
• the study of thermal transpiration for fluid-based, chip-level cooling of micro-
processors. Although, active microchannel cooling solutions have already been
proposed [Koo et al., 2005; Kenny et al., 2006], the passive cooling of micro-
processors using thermal transpiration has yet to be considered in literature.
In addition, recent work by de Beule et al. [2014] suggests that, at an average am-
bient pressure of 600Pa, gas flow through the porous surface of Mars by thermal
transpiration has an influence on the gas cycle and soil atmosphere interaction on
Mars. With modifications to the IMM to support multispecies flows, this natu-
ral thermal-transpiration pump can be investigated numerically. Furthermore, on
the subject of pumping, future research may involve the use of the IMM to study
accommodation pumping [Young et al., 2005] in small-scale devices.
The steady-IMM has been used to study rarefied lubrication in a micro-gas
journal bearing. Because the thickness (y-dimension) of lubricating gas films tends
to be extremely small compared to the length scales in the lateral dimensions (x-
and s-dimensions), the IMM is exceptionally well-suited to treat such problems.
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Predicting the pressure distribution in rarefied lubrication films, which the IMM
can e ciently compute, is necessary to determine its load-carrying capacity. Future
work related to the use of the IMM to study rarefied lubrication should involve:
• the investigation of unsteady low-speed rarefied Taylor-Couette flows.
• the study of the phenomenon of velocity inversion [Einzel et al., 1990]. The
flexibility of the IMM allows for the e cient study of this non-intuitive be-
haviour. The tangential momentum accommodation coe cient has been found
to influence velocity inversion [Yuhong et al., 2005], and as such it would ben-
eficial to gain additional insight into this behaviour using the IMM.
• the study of the lubricating gas layer (of micrometer thickness) that forms be-
tween an impacting droplet and a surface [Kolinski et al., 2012, 2014; de Ruiter
et al., 2015]. Understanding drop impact behaviour is critical to a variety of
processes, such as anti-icing, spray coating, and inkjet printing. The gas film,
the aspect ratio of which is exceedingly large, remains intact if the impact
speed is less than 0.5m s 1 [de Ruiter et al., 2015].
In terms of general development, the IMM for gas flows should be extended to
support multispecies flows (which are relevant to mixing applications) and chemistry
modelling (for the simulation of micro reactors). Further extension of the method
should incorporate machine learning approaches (e.g. neural networks or Gaussian
processes) to accurately predict the output of micro-solver instances, limiting the
invocation of the micro solver and increasing e ciency. In addition, the IMM should
accommodate flow regions where scale separation cannot be exploited. Such regions
must be fully described by the micro solver and are coupled to the scale-separated
regions, as detailed in Borg et al. [2013b]; Stephenson et al. [2014].
99
Appendix A
Unstructured LVDSMC
The implementation and verified of a two-dimensional unstructured-mesh based low-
variance deviational simulation Monte Carlo (LVDSMC) flow solver is presented.
This implementation (referred to as the ULVDSMC method) provides much greater
geometric flexibility. All preprocessing, including mesh generation, is currently han-
dled by a standalone method: DistMesh [Persson, 2004]. It is important that the
mesh is as uniform as possible. The degree of mesh refinement/smoothing, which is
the responsibility of the user, will dictate mesh uniformity.
The main modifications to the LVDSMC source code are contained within
the intersection and locate subroutines, since it is not possible to express an
unstructured mesh simply as a two-dimensional array in computer memory. The
Barycentric Technique [Ericson, 2005] can be used to test containment of a point
P in a triangle ABC, i.e. it provides e cient point-in-triangle testing. For e cient
simulation, the triangle ABC should not be found by bruteforce; it is computa-
tionally expensive and ine cient to simply consider every triangular element (cell)
when indexing P within the unstructured mesh of cells. An e cient data structure,
and an associated procedure for particle-in-cell location, are required. In terms of
computational performance, structure is beneficial. Locating P within a structured
(regular) mesh is a trivial task requiring little computational e↵ort. To drastically
reduce the number of unstructured cells that are tested, the cells of the unstructured
mesh are sorted into (structured) super-cells. This ‘binning’ is a preprocessing pro-
cedure, and is only performed once. If a particle leaves the simulation domain, it is
necessary to calculate the line-ray intersection of the boundary edge of the cell the
particle escaped from and the particle’s trajectory. It is from this intersection point
that the particle is reintroduced into the domain. To avoid the need to test every
boundary edge, the nearest edge to any super-cell is recorded during preprocessing.
In what follows, the ULVDSMC implementation is verified.
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(a) Rectangular geometry with l ⇡ 0.09.
(b) Rectangular geometry with l ⇡ 0.05.
Figure A.1: Velocity profile w(x, y) for rectangular cross section on approximately
uniform unstructured meshes of variable resolution. For both simulations, the Knud-
sen number is Kn = 0.5 and the viscosity index is ! = 0.5. Owing to symmetries in
the x- and y-directions, only a quarter of the cross section is simulated.
To verify the ULVDSMC method, the computed dimensionless mass flow rate
is compared to that reported in literature. The following cases are considered:
1. a unit square on an approximately uniform unstructured mesh (Fig. A.2b);
2. a rectangle on an approximately uniform unstructured mesh:
(a) edge length l ⇡ 0.09, Kn = 0.5 (Fig. A.1a);
(b) edge length l ⇡ 0.05, Kn = 0.5 (Fig. A.1b);
3. a unit circle on an approximately uniform unstructured mesh:
(a) edge length l ⇡ 0.018, Kn = 1 (Fig. A.2a);
(b) edge length l ⇡ 0.011, Kn = 10 (Fig. A.3);
For a conduit of infinite streamwise length and rectangular (aspect ratio of
5) cross section, in which we model a hard sphere gas (viscosity index ! = 0.5)
with Kn = 0.5, the dimensionless mass flow rate calculated on an unstructured
mesh (l ⇡ 0.09, see Fig. A.1a) by the ULVDSMC method is GULV = 0.673. For
comparison, the dimensionless mass flow rate reported by Doi [2010] is GDoi = 0.676
(to the reported accuracy). A small percentage error of 0.49% is observed. If we
repeat the simulation with a finer mesh (l ⇡ 0.05, see Fig. A.1b), GULV = 0.674,
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(a) Circular cross section with Kn = 1.0. (b) Square cross section with Kn = 0.5.
Figure A.2: Velocity profile w(x, y) for square and circular cross sections on approx-
imately uniform unstructured meshes with l ⇡ 0.018. Owing to symmetries in the
x- and y-directions, only a quarter of the cross section is simulated.
which gives a percentage error of 0.26%. As expected, the error is reduced; a finer
mesh will give better agreement, as with the DSMC method.
For a unit circle (see Fig. A.2a) the dimensionless mass flow rate on an
unstructured mesh GULV = 1.377 for Kn = 1 (R = 0.451, as defined by Loyalka
and Hamoodi [1990]). This result agree to within 0.15% (for GLoy. = 1.379) of that
reported in Loyalka and Hamoodi [1990]. If we repeat this simulation with a finer
mesh (l ⇡ 0.011), as shown in Fig. A.3, and a higher Knudsen number Kn = 10
(R = 0.0451), the dimensionless mass flow rate on an unstructured mesh is GULV =
1.4281. This result agrees to within 0.0048% (for GLoy. = 1.43) of that reported
in Loyalka and Hamoodi [1990]. The execution time is used to (approximately)
assess the computational e ciency of the ULVDSMC. For the case of a circular
cross section (on the mesh shown in Fig. A.3), where the total number of time
steps, Knudsen number, scaled pressure gradient, and deperature from equilibrium
are 102500, Kn = 10,  p = 1, ✏ = 0.0001, respectively, the execution time was 0.49 h.
For a unit square (on the mesh shown in Fig. A.2b) the dimensionless mass
flow rate on an unstructured mesh GULV = 0.39627 for Kn = 0.5. The results agree
with those of Doi [2010] (GDoi = 0.396), to the reported accuracy.
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Figure A.3: Velocity profile w(x, y) for circular cross section on an approximately
uniform unstructured mesh with l ⇡ 0.011 and Kn = 10. Owing to symmetries in
the x- and y-directions, only a quarter of the cross section is simulated.
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Appendix B
Derivation of ⌧k
B.1 ⌧1 – the characteristic micro time scale
We can obtain ⌧1 simply by dimensional analysis. The kinematic viscosity
⌫ =
µ
⇢
, (B.1)
where µ is the dynamic viscosity, and ⇢ is the mass density. With units of m2 s 1,
we multiply the kinematic viscosity by the square of the characteristic length scale,
which we take to be the radius of the channel. This gives
⌧ 11 =
µ¯
⇢¯r2
, (B.2)
where µ¯ and ⇢¯ are the average dynamic viscosity and mass density.
B.2 ⌧2 – the characteristic meso time scale
We can obtain ⌧2 from mass conservation and by assuming an ideal gas:
@p
@t
=  RT
⇡r2
@m˙
@s
. (B.3)
If we assume a Hagen-Poiseuille flow in the channel:
dp
ds
=
8µm˙
⇢⇡r4
. (B.4)
Rearrange the above and find the spatial derivative of mass flow rate:
dm˙
ds
=
d2p
ds2
⇢⇡r4
8µ
. (B.5)
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We may then combine equations (B.3) and (B.5) to give
dp
dt
=  RT
⇡r2
d2p
ds2
⇢⇡r4
8µ
. (B.6)
If we assume the form
 p (t2) = exp ( x) exp ( e⌧2t2) , (B.7)
where   = L 1s , the characteristic time constant is
e⌧2 =   2RT ⇢r2
8µ
, (B.8)
and since we are only interested in an order approximation:
⌧2 =
µ¯L2s
p¯r2
. (B.9)
B.3 ⌧3 – the characteristic macro time scale
We can obtain ⌧3 by assuming a Hagen-Poiseuille flow in the channel:
 p =
8µLsm˙
⇢⇡r4
. (B.10)
The temporal variation of the pressure di↵erence is
d ( p)
dt3
=  RT
V
m˙ , (B.11)
=  RT
V
 p⇢⇡r4
8µLs
. (B.12)
If we assume the form
 p (t3) =  ep exp ( e⌧3t3) , (B.13)
where  ep is the stationary pressure di↵erence, the characteristic time constant is
e⌧3 =  RT
V
⇢⇡r4
8µLs
, (B.14)
and since we are only interested in an order approximation:
⌧3 =
µ¯LsV
p¯r4
. (B.15)
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Appendix C
Derivation of ⌘
The derivation of formulations for the packing density ⌘, where
⌘ =
internal cross-sectional area
tessellated area
=
A
a0
, (C.1)
is presented here. The packing density is derived for rectangular, square, and trian-
gular cross sections. The wall thickness (between adjacent channels)   is as defined
for hexagonal cross sections in Chapter 5. The definition of   is di↵erent in the case
of circular cross sections, since circles do not tesselate.
C.1 Rectangular cross sections
The internal cross-sectional area A of a rectangle (2:1) is expressed as
A =
L2
2
. (C.2)
L is the length of the largest edge (parallel to the y-axis). The tessellated area is
a0 = (L+  )
✓
L
2
+  
◆
, (C.3)
a0 =
L2
2
+  2 + 3
L
2
  , (C.4)
where   is the wall thickness. Therefore, ⌘ is
⌘rec. =
A
a0
=
1
2
 
1
2
+
✓
 
L
◆2
+
3
2
 
L
! 1
, (C.5)
⌘rec. =
 
1 + 2
✓
Kn
 
◆2
+ 3
✓
Kn
 
◆! 1
, (C.6)
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where the Knudsen number based on wall thickness ( ) is   =  / , or Kn/  =  /L.
C.2 Square cross sections
The above is repeated for square cross sections to give:
⌘squ. =
A
a0
= L2 (L+  ) 2 , (C.7)
⌘squ. =
✓
1 +
 
L
◆ 2
=
✓
1 +
Kn
 
◆ 2
. (C.8)
C.3 Triangular cross sections
Finally, triangular cross sections are considered:
A =
L2p
3
, (C.9)
again, where L is the height of the triangular. The tessellated area is
a0 = 3 1/2
✓
L+
 
2
+
 p
3
◆ 2
. (C.10)
Therefore, the packing density is
⌘tri. =
A
a0
=
✓
1 +
 
2L
+
 p
3L
◆ 2
, (C.11)
⌘tri. =
✓
1 +
Kn
2 
+
Knp
3 
◆ 2
. (C.12)
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