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In this thesis we propose and discuss new ways to probe and
characterize fractional Josephson junctions and Majorana exci-
tations forming inside of such junctions.
First we propose a Josephson junction based on silicene. By
using the buckled structure of silicene, topological edge states can
be defined using electric fields. When mediating the Josephson
effect with such edge states, the resulting Josephson junction can
be tuned electrically between a fractional junction hosting two
Majorana excitations and a nonfractional junction hosting no
Majorana excitations. An experimental setup to use this effect
as an indicator for the topology of the junction is proposed and
discussed.
Such signatures will typically only be visible in measurements
if the quasiparticle poisoning is slow in these junctions. We ana-
lyze the effects that such poisoning events have on the dynamics
of fractional Josephson junctions. Using a Fokker-Planck equa-
tion approach, we consider thermal noise in the analysis as well
as discuss the effects poisoning events have on the current volt-
age characteristic in the zero temperature limit. Experimental
schemes to measure the poisoning rate through voltage measure-
ments are proposed for different parameter regimes. Extended
junctions where two sets of spin-helical topological edge states
mediate the Josephson effect are discussed as well. Considering
a constriction between these two sets of edge states allows for
tunneling of electrons between these two edges.
Many of the proposed setups use the fact that the Josephson
junction is in the long junction regime. We propose a setup in
which the topological edge states mediating the fractional Joseph-
son effect are coupled to additional states. As an example we
consider the cases where the edge states either couple to an ad-
ditional nondispersive channel or to a single level quantum dot.
Due to this coupling, the electrons and holes forming the Andreev
bound states pick up an additional phase during one round trip,
which alters their energy phase relation. The resulting setups
mimic junctions with an effective length that is longer than the
physical length of the junction. We characterize these junctions
including coupling to additional states by an effective junction
length and consider multiple limiting cases. By employing such
coupling short junctions can potentially be tuned to the long
junction regime, which would make many of the proposed mea-
surements possible even in junctions that are physically in the
short junction regime.
This thesis also contains a brief overview of the current ex-
perimental situation surrounding this field of study as well as a
short review of the Kane-Mele model as an example model featur-
ing a quantum spin Hall insulating phase including spin-helical
topological edge states.
Zusammenfassung
In dieser Dissertation schlagen wir neue Methoden zur Unter-
suchung und Charakterisierung sowohl von fraktionalen Joseph-
son Kontakten als auch von Majorana Anregungen, welche sich
in solchen Kontakten bilden, vor und diskutieren diese.
Als erstes schlagen wir einen Josephson Kontakt in Silicen
vor. Aufgrund der wellenförmigen Struktur von Silicen können
wir topologische Randkanäle mit Hilfe von elektrische Feldern
definieren. Wenn der Josephson Effekt über diese topologischen
Randkanäle vermittelt wird, kann der resultierende Josephson
Kontakt elektrisch zwischen einem fraktionalen Josephson Kon-
takt, in welchem sich zwei Majorana Anregungen bilden, und
einem nicht fraktionalen Josephson Kontakt, in welchem sich
keine Majorana Anregungen bilden, geschaltet werden. Ein ex-
perimenteller Aufbau, in welchem dieser Effekt als Indikator für
die Topologie des Kontaktes genutzt wird, wird vorgeschlagen
und diskutiert.
Solche Signaturen sind in Messungen typischerweise nur sicht-
bar, falls die Quasiteilchenvergiftung langsam ist. Wir unter-
suchen den Effekt, der eine solche Vergiftung auf die Dynamik
von fraktionalen Josephson Kontakten hat. Mit Hilfe eines An-
satzes über die Fokker-Planck Gleichung betrachten wir ther-
misches Rauschen. Ebenfalls wird der Effekt von Quasiteilchen-
vergiftung auf die Strom-Spannungs-Charakteristik im Limes ver-
schwindender Temperatur untersucht. Experimentelle Konstruk-
tionen zum Messen der Quasiteilchenvergiftungsrate über Span-
nungsmessungen werden für verschiedene Parameterbereiche vor-
geschlagen. Erweiterte Kontakte, wo zwei Sätze an Spin he-
likalen topologischen Randkanälen den Josephson Effekt vermit-
teln, werden ebenfalls diskutiert. Wenn weiterhin eine Verengung
in diesen Randkanäle angenommen wird, wird Tunneln von Elek-
tronen zwischen diesen zwei Sätzen an Randkanälen möglich.
Viele dieser vorgeschlagenen Konstruktionen basieren darauf,
dass sich die Josephson Kontakte in dem langen Kontakt Regime
befinden. Wir schlagen einen Aufbau vor, in dem die topolo-
gischen Randkanäle, welche den fraktionalen Josephson Effekt
vermitteln, an weitere Zustände gekoppelt werden. Als Beispiele
betrachten wir die Fälle, wo die Randkanäle entweder an einen
weiteren nicht dispersiven Kanal oder an einen Quantenpunkt
mit einem einzigen Zustand gekoppelt werden. Aufgrund dieser
Kopplung sammeln die Elektronen und Löcher, welche die gebun-
denen Andreev Zustände bilden, in einem vollen Umlauf eine
weitere Phase auf, wodurch sich ihre Energie-Phase-Beziehung
verändert. Die resultierenden Kontakte ähneln solchen, welche
länger sind als die ihnen unterliegenden Kontakte physisch sind.
Wir charakterisieren diese Kontakte mit Kopplungen an weitere
Zustände über eine effektive Länge und betrachten verschiedene
Grenzfälle. Mit Hilfe solcher Kopplungen können kurze Kon-
takte potentiell in den langen Kontakt Regime gebracht wer-
den, was viele der vorgeschlagenen Messungen selbst in Kontak-
ten, welche sich physisch im kurzen Kontakt Regime befinden,
möglich machen würde.
Diese Dissertation enthält ebenfalls sowohl einen kurzen Über-
blick über die experimentelle Lage des umliegenden Forschungs-
feldes als auch eine kleine Übersicht des Kane-Mele Modells als
ein Beispiel für ein Modell, welches eine Quanten-Spin-Hall isolie-
rende Phase inklusive Spin helikalen topologischen Randkanälen
besitzt.
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The beginning of the last century saw a big revolution in sci-
ence. With many experimental results contradicting the classical
theories of the time much work needed to be done to reconcile
these experiments with theoretical models. This work ultimately
culminated in the discovery of quantum mechanics in the early
1920s. While quantum mechanics was able to predict experimen-
tal results with very high accuracy, its rules and more importantly
its interpretation is often times counterintuitive and still puzzle
many physicists today. This counterintuitive nature of quantum
mechanics has driven physicists to try to gain full control over
individual quantum systems in order to probe its quantum me-
14
chanical properties.
While this development was mostly driven by general curios-
ity, an interesting question arose. Can these individual quantum
systems be used to perform computations such as classical phys-
ical systems can perform classical computations? For instance,
Feynman proposed to use quantum mechanical systems to sim-
ulate quantum properties [1]. In order to describe quantum me-
chanical problems in a classical computer, an exponentially large
number of complex values are needed. For instance, in order to
describe N two level systems, e.g. electronic spins, 2N complex
numbers are needed to fully describe the system quantum me-
chanically. This already exceeds the memory capacity of even
the largest supercomputers for multiple tens of spin 1/2’s. By
using quantum mechanical systems to perform these simulations
they can potentially be made accessible.
While this example of a quantum mechanical calculation is
of particular interest to physicists, there also exist examples of
quantum computations of much broader interest. The prime fac-
torization of an m-digit integer when performed on a classical
computer takes time on the order of ∼ exp(m1/3) to complete
[2]. The important thing to note here is that the time it takes to
find the prime factorization of such an integer increases exponen-
tially with the digit length of said integer. For long integers it
is therefore computationally unfeasible to calculate these prime
factors. On the other hand, it is computationally very simple,
to the point of being possible to be done manually on a piece
of paper, to verify that given prime factors multiply to a spe-
cific integer. This asymmetry in computational complexity is the
foundation of many encryption schemes used today in everyday
life. One of the most widely known quantum algorithm, often
called the Shor algorithm after its founder, removes exactly this
asymmetry. When performed on a quantum computer, it can find
the prime factors of an m-digit integer in times on the order of
∼ m2 log(m) log(log(m)) [2, 3]. This time is polynomial in m and
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is therefore much smaller for large integers. As many encryption
schemes depend on this problem to be hard to the point of being
impossible to do on a classical computer, quantum computation
has garnered general interest both inside and outside of science.
While the above examples suggest that quantum computers
are inherently more powerful than classical computers, this is
very much still an open question [4], one that will not be ad-
dressed in this thesis. The rest of this introductory chapter orga-
nizes as follows. We will first briefly review quantum computation
in general and address current difficulties in building a quantum
computer. Following that we shift our focus to the field of non-
abelian anyons and how they relate to quantum computation. As
an example of nonabelian anyons we will focus on Majorana exci-
tations next and discuss certain properties of nonabelian anyons
in a concrete example. We will then briefly review the current
situation on theoretical and experimental work that has been
done to create and manipulate Majorana excitations. Having set
the stage and described the context this thesis exists in, a brief
overview of how this thesis is structured will be given. The na-
ture of an introductory chapter, especially one that aims to cover
multiple different fields of study, is necessarily to be unthorough,
glossing over many details, and sometimes be a little bit vague.
For the interested reader additional literature will be cited in the
respective sections, which can be used as a jumping-off point to
enter deeper into the respective fields.
1.1 Quantum Computation
A quantum computation in the most general sense can be
thought of as three different steps: initialization, unitary evolu-
tion, and measurement [2, 5]. In the first step a quantum me-
16
chanical system is prepared in the state |ψ0〉. This state can be
thought of as the input to a quantum mechanical computation.
In the second step this state gets unitarily evolved to a state
U |ψ0〉. This unitary evolution U can be achieved, for instance,
by the time evolution of a state in a given quantum mechanical
system as the time evolution of closed quantum systems is always
unitary. This step can be thought of as performing the calcula-
tion on the quantum mechanical state. Finally, the final state
U |ψ0〉 gets measured and yields classical information.
To see how such a general process can get implemented it is
helpful to first think of how computations are done on a classi-
cal computer. The most basic unit of information in a classical
computer is a bit, a number, which has either the value 0 or 1.
Physically, it can get implemented through different systems that
can be in either of two states, such as flip-flop circuits, two di-
rections of magnetic polarization, or two distinct voltage levels.
These two states then get associated with either 0 or 1. Compu-
tations can be performed on these bits by using gates, which can
change the value of individual bits. An example is the not gate,
which transforms a 0 to a 1 and vice versa. Other gates like the
and gate combine two bits into one and implement basic truth
tables. More complicated computations on multiple bits can be
performed by combining these gates. It can be shown that only
a single gate, e.g. the nand gate, is necessary to build any ar-
bitrary computation on classical bits [4]. Such gates are known
as universal gates and will play an important roll in determining
the computations needed in general quantum computers.
The quantum mechanical analogon to these bits is the quan-
tum bit, or qubit for short. It is physically represented by a two
level quantum system such as an electron spin. The two states in
question are usually denoted with |0〉 and |1〉 and are sometimes
called the computational basis. Because the system is quantum
mechanical, the qubit cannot only be in these two states but in
17
any superposition of the two
|ψ〉 = α |0〉+ β |1〉 (1.1)
where α and β are two complex numbers with the constraint
|α|2 + |β|2 = 1. This fact that qubits can be in superpositions of
the computational basis, gives a first hint towards qubits some-
how ”storing more information” than a classical bit. In fact,
because both α and β are complex numbers they can take an
infinite number of different values, such that we should theoreti-
cally be able to encode an infinite amount of classical information
(infinite number of classical bits) into one qubit. However, we
need to measure the qubit at the end of the calculation to obtain
classical information. A single measurement will only yield ei-
ther 0 or 1 and the explicit values for α and β could only ever be
obtained, if we had an infinite number of qubits prepared in the
same state that we could measure. However, this superposition
lies at the heart of why quantum algorithms are sometimes much
faster than their classical counterparts.
Now that we have a basic understanding of the fundamen-
tal unit of information in quantum computers we can turn our
attention to performing computations on them, i.e. manipulat-
ing qubits through gates. The quantum mechanical analogon to
classical gates is sometimes called quantum gates1 and facilitates
changes to one or more qubits. Because the qubit state needs
to stay normalized during and after the calculation, these gates
are unitary transformations. As an example we can again take
a look at the not gate. In the classical case this gate flipped a
single bit such that 0→ 1 or 1→ 0. In the quantum mechanical
case we may define a not gate to act in a manner that changes
|0〉 → |1〉 and |1〉 → |0〉. When expressing the qubit states as
vectors, i.e. |0〉 → (1, 0)T and |1〉 → (0, 1)T , the not gate can
simply be expressed as the Pauli matrix σx. How such gates are
1 We will drop the ”quantum” and only call them gates from here on.
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physically implemented depends greatly on the physical realiza-
tion chosen for the qubit but generally involves a unitary time
evolution of a quantum mechanical system.
In the classical case we saw that only a single gate, the nand
gate, was necessary to any arbitrary bit manipulation. In quan-
tum computation there is no single gate that is universal. How-
ever, it can be shown that any unitary operation on multiple
qubits can be constructed by combining two types of gates, a
two qubit gate called the cnot (controlled not) gate and single
qubit gates [4]. The cnot gate can be summarized as |A,B〉 →
|A,A⊕B〉 where ⊕ is addition modulo 2. This gate will flip the
second qubit (target qubit), i.e. perform a not gate, if and only
if the first qubit (control qubit) is |1〉. The single qubit gates
can be further broken down and it can be shown that any arbi-
trary single qubit gate can be built in a fault-tolerant way out of
two single qubit gates, the Hadamard gate H and the σ1/4z gate
[6]. While the second gate can be understood as a π/4 rotation
around the z-axis in a Bloch sphere, the first is a bit more com-
plicated and first rotates the state by π/2 around the y-axis and
then by π around the x-axis. A universal set of quantum gates
can therefore be given by the set
{H,σ1/4z ,cnot} (1.2)
out of which any arbitrary multi-qubit manipulation can be built.
Equipped with an understanding of qubits and logic gates we
can address the question of how quantum computers may some-
times perform faster than their classical counterparts. A good
example of this is ”quantum parallelism” [4, 7]. Let f : {0, 1} →
{0, 1} be a function operating on a single bit. Using gates, it
is possible to implement a quantum circuit that operates on two
qubits and transforms them according to |A,B〉 → |A, f(A)⊕B〉
where ⊕ again is addition modulo 2. When we initialize the first
qubit in the superposition (|0〉 + |1〉)/
√
2 and the second qubit
in the state |0〉 is is easy to verify that the output of the circuit
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will be
|0, f(0)〉+ |1, f(1)〉√
2
. (1.3)
Part of the output contains f(0) while the other part contains
f(1). In a sense, both outputs have been calculated in parallel.
This is different from classical parallelism where multiple circuits
calculate the output of f for different input values in parallel.
In quantum parallelism, only a single circuit evaluated a single
calculation and still obtained information about both f(0) and
f(1).
One has to keep in mind that when we measure this state
we measure one state containing only one of f(0) and f(1). If
we measure the first qubit to be |0〉, then we can obtain f(0) by
measuring the second qubit. After that measurement the state
collapsed onto |0, f(0)〉 and the information about f(1) is lost.
We can however adapt the above described circuit to obtain a
global property of the function f . Instead of initializing the sec-
ond qubit in the state |0〉 we initialize it to also be in a superposi-
tion (|0〉−|1〉)/
√
2. Furthermore, we apply the Hadamard gate H
to the first qubit at the end of the calculation. A straightforward
calculation will show that the final state will be
± |f(0)⊕ f(1)〉




The first qubit now contains the global property f(0) ⊕ f(1),
which can be obtained by measuring the first qubit. So while
the end result of such a quantum computation will again only
give a single bit of classical information, we can obtain a global
property of the function f with just a single evaluation of the
calculation. To obtain the same result classically we would have
to perform two calculations, one to obtain f(0) and one to obtain
f(1) to get the same global property. This method of obtaining a
global property out of the function f is called Deutsch’s algorithm
20
[7–9] and is a good example of how additional steps are gener-
ally needed to make the computational advantages of quantum
computations accessible to measurements, which is necessary to
obtain useful information2.
Currently the biggest obstacle to quantum computation is er-
rors [2]. Errors occur during calculations and while storing data
both in quantum and classical computations. In classical compu-
tations this is usually addressed by storing the information in a
redundant way. By checking against this redundant information
erroneous bit flips, for instance, can be detected and corrected.
In quantum computations this is complicated by the fact that
when measuring a qubit, it collapses onto either |0〉 or |1〉 and
the superposition of the qubit is destroyed. However, error cor-
rection schemes are possible in quantum computers [10–13], for
instance, by saving one qubit in three two level systems and as-
sociating |0〉 ≡ |000〉 and |1〉 ≡ |111〉 [2]. Random bit flip errors
can now be detected by measuring whether or not all three two
level systems are in the same state. Because we never need to
measure the qubit, its superposition never gets destroyed by this
error correction scheme.
Other sources of errors, which are not present in classical
bits, come from unprecise operations and decoherence. When
we want to rotate a qubit by π/2, we may instead rotate it by
π/2 + ε where ε is a small but possibly finite angle. Such errors
are present due to the limited precision to which we can phys-
ically manipulate the system. Furthermore, because the qubit
couples to the environment over which we have no information,
the qubit can turn from a pure state to a mixed state. Because
we cannot measure the state of the environment, information is
lost to decoherence [2]. These types of errors arise due to our
limited ability to isolate the qubit from the environment.
As the error correcting schemes can be noisy and contain
2 A more thorough discussion of quantum parallelism and Deutsch’s al-
gorithm is presented in [4].
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errors themselves, there exists a threshold for how many errors
a quantum computation can withstand before it will fail due to
too many errors. The threshold depends on the particular error
correction scheme in question but ranges around ∼ 10−4 − 10−6
so that we will need to be able to perform calculations such that
we have only 1 error per ∼ 104 − 106 operations [2, 14].
1.2 Nonabelian Anyons
Having seen the potential prospects of quantum computation
and also its main obstacle in form of errors we now turn our atten-
tion to exotic particles called nonabelian anyons. At first these
two topics will seem disconnected from each other. However, as
we will see at the end of this section, these particles can be used
to implement qubits, which are intrinsically robust against er-
rors. To understand the existence of these particles we must first
go back to the distinction between fermions and bosons. When
exchanging two identical particles at positions x1,2 adiabatically,
the wave function describing both particles ψ(x1,x2) can change
its sign ψ(x1,x2)→ ±ψ(x1,x2). If the sign of the wave function
changes, we call these particles fermions, if it does not, we call
them bosons.
We can reformulate this in terms of particle paths in three
spatial dimensions. Exchanging two particles twice is equivalent
to moving one particle around the other while the other stays still
[2]. This path that the first particle takes can be adiabatically
modified to one where the first particle also did not move at all.
To see this imagine the path of the particle as a piece of string
whose ends come together at the initial (and final) position of the
particle forming a closed loop around the other particle. When
we start to slowly pull on the ends of the string while pinching
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the string together at the initial position of the first particle, the
loop slowly shrinks. Because we fixate the string at the initial
position of the particle, these new loops are also valid trajectories
of the first particle. This can be continued until the loop closes
entirely, which describes the path where the first particle also
did not move at all. The path where one particle encircles the
other is therefore adiabatically equivalent to the path where both
particles stand still [2]. The final states of both paths therefore
have to be described by the same wave function. Because of this,
an exchange of the two particles, which is ”half of” the process
described above, can only result in a change of sign of the wave
function.
The situation becomes very different in two spatial dimen-
sions [2, 15–17]. Again, let us imagine the path of the first par-
ticle moving around the second as a piece of string. Pulling on
the ends of the string again makes the loop shrink. However, as
soon as the string touches the second particle, we can no longer
make the loop smaller without having to rip the string apart at
the second particle, move these parts to the other side of the
second particle, and reattach them on the other side. Only then
can we close the loop further. This fundamental difference be-
tween loops encircling another particle and loops not encircling
another particle is why these two paths are called topologically
different. Because of this, the question ”How many times did one
particle encircle the other?” has a well-defined answer, unlike in
three spatial dimensions. As these situations are different, their
wave functions can also differ. Because the probability density
must stay unchanged (the initial and final positions of the indis-
tinguishable particles are the same), the wave function can only
pick up a phase 2θ when moving one particle around another
ψ(x1,x2) → ei2θψ(x1,x2). Like before, the exchange of these
two particles is ”half of” this path such that when two particles
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get exchanged their wave function can change according to
ψ(x1,x2)→ eiθψ(x1,x2). (1.5)
If this phase is either 0 or π (mod 2π), the particles are bosons
or fermions respectively. However, this phase can also differ from
0 and π. Such particles, which pick up a phase θ 6= 0, π upon
exchange, are called anyons with statistics θ.
When generalizing eq. (1.5) to N particles, this relation can
be thought of as a one-dimensional representation of the braid
group BN [2]. The braid group BN is similar to the permuta-
tion group SN but differs from it such that individual elements
of the braid group σi ∈ BN do not have to square to the unity
operation σ2i 6= 1. As the wave function only picks up a phase
when two particles are braided and the phases of different braid-
ing operations commute (multiplicative phase factors commute),
the corresponding particles are called abelian anyons.
In the above example we only considered one wave function
ψ({xi}) describing N anyons at positions xi. There can however
be multiple degenerate states ψα({xi}) with α = 1, . . . , g where g
is the degeneracy describing the particles at the same positions.
When this is the case, higher-dimensional representations of the
braid group are possible where the braid operations are repre-
sented by g× g unitary matrices acting on the subspace spanned
by the degenerate wave vectors ψα({xi}). These unitary matri-
ces can be noncommuting. When this is the case for at least one
pair of matrices, the corresponding anyons are called nonabelian
anyons.
The connection to quantum computing now becomes more
apparent. When we build a qubit out of states from the de-
generate subspace spanned by ψα({xi}), unitary operations can
be performed on them by braiding the corresponding particles
around one another [2]. Furthermore, unitary operations in this
subspace can only be achieved by braiding the particles around
each other, given that states in this subspace are separated to
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other states by an energy gap. Local perturbations can therefore
not have a finite matrix element in this subspace, which makes
qubits built out of nonabelian anyons particularly fault-tolerant
[2]. The precise path that the particle took around another par-
ticle is also not important to the unitary evolution. The only
important question is whether or not two particles were braided.
Either two particles were exchanged, or they were not exchanged.
There is no in-between. This therefore also removes small errors
acquired during the unitary operations [2, 18].
The picture for topological quantum computations is there-
fore the following. Qubits are made out of multiple nonabelian
anyons, which are far enough apart from each other to con-
sider them independent of each other, and are initialized, for
instance, through measurements. The computation is then per-
formed by physically moving the particles around each other
(braiding them), which performs unitary evolutions in the un-
derlying degenerate subspace (see Sec. 1.3). Finally, the qubits
can be measured, for instance, by moving them close together
such that the degeneracy of the subspace spanned by ψα({xi}) is
lifted. An energy measurement can now distinguish these states
and determine the final state of the qubit.
1.3 Majorana Excitations
Having seen how nonabelian anyons can be beneficial to quan-
tum computing let us turn to a specific example of such a non-
abelian anyon, the Majorana excitation. For this we have to go
back to the Dirac equation3
(i/∂ −m)ψ = 0 (1.6)
3 We have used natural units ~ = c = 1 here.
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which was published back in 1928 by Dirac to describe electrons
[19]. A remarkable feature of this equation is that it not only de-
scribes particles itself, but also their antiparticles. In the case of
the electron it therefore also describes positrons. However, nine
years later Majorana found different solutions to this equation,
which could be purely real [20]. This meant that the correspond-
ing particle would be its own antiparticle, similar to photons.
The existence of Majorana particles in nature is still an open
question [21]. Majorana himself proposed the neutrino as a pos-
sible candidate. However, the experimental picture is far from
clear-cut. Another proposal comes from supersymmetry where
it is predicted that every boson must have a heavier fermion
counterpart. The counterpart to the photon, the photino, is pre-
dicted to mimic the properties of the photon and is thus its own
antiparticle, a Majorana particle [21].
Despite the existence of Majorana particles in nature being
unclear, there have been many predictions of Majorana parti-
cles forming as many body quasiparticle excitations in condensed
matter [22–31]. These excitations follow the anticommutation re-
lation
{γα, γβ} = 2δαβ (1.7)
as well as the Majorana condition γ†α = γα, which follows from
the fact that Majorana excitations are their own antiparticle.
When these operators furthermore commute with a Hamiltonian
describing a certain physical system [H, γα] = 0, these excitations
are eigenstates of the Hamiltonian that lie at zero energy and
the corresponding Majorana excitations are called Majorana zero
modes.
To see that these excitations are nonabelian anyons and how
they can be used to build qubits, consider a system in which four
localized Majorana zero modes γi (i = 1, 2, 3, 4) can be freely






(γα − iγβ), (1.8)
which is only a change of basis. These excitations aαβ follow
typical fermionic anticommutation relations so that the particle
aαβ is usually called a Dirac fermion. However, unlike other
Dirac fermions like electrons, the particles aαβ are nonlocal in
space as long as the constituent Majorana excitations γα and γβ
are separated in space. This nonlocal Dirac fermion can either be
occupied or nonoccupied, which determines the two degenerate
states |±〉 of different parity that the combination of the two
Majorana excitations can be in. The parity operator
Pαβ = 1− 2a†αβaαβ = iγαγβ (1.9)
distinguishes between the two parity states.
In order to be able to perform computations with these ex-
citations, we need to consider an exchange of two such excita-
tions. Because the operators γα are hermitian, the exchange of
two operators can at most change their signs. The total parity
Pαβ = iγαγβ of the system cannot change during this exchange
process as excitations are only moved around in real space. The
signs picked up by the two operators must therefore be opposite
to each other. We end up at the transformation
γα → γβ, γβ → −γα (1.10)
after exchanging the excitations γα and γβ [33].
Now all the necessary pieces are in place to build a qubit
out of four Majorana excitations. Consider the first two excita-
tions to pair up to the two parity states |±〉 and the last two
excitations to pair up to another set of parity states. The state
of all four excitations can be one of the four degenerate states
|±〉 |±〉. As braiding cannot change the overall parity of the sys-
tem, such operations are limited to a two-dimensional subspace
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spanned by two states of equal total parity. Let’s assume we ini-
tialize the system in the state |+〉 |−〉 such that we are restricted
to the odd parity sector. We can associate |0〉 ≡ |+〉 |−〉 and
|1〉 ≡ |−〉 |+〉 for our computational basis. When moving excita-
tion γ2 around excitation γ3 both operators pick up a sign. Both
the parity P12 and P34 will therefore change so that the state
|0〉 will be transformed to |1〉 and vice versa. Moving the second
excitation around the third therefore performs a not gate on
the qubit. It is straightforward to verify that σx = iγ2γ3 = P23
is the corresponding operator performing this unitary evolution.
As the exchange of excitations γ2 and γ3 is ”half of” this full
braid, the operator corresponding to this exchange B23 must ful-
fill B223 = σx. The operator that fulfills this condition is given by
B23 =
√
i/2(1 + γ2γ3) and takes the computational basis states
to superpositions thereof [32].
Similar considerations show that moving the first excitation
around the second results in the basis states evolving according
to σz = iγ1γ2 = P12 while exchanging the two excitations per-
forms the operation B12 =
√
i/2(1 + γ1γ2) with B212 = σz. As
these braids do not commute [B12, B23] = iγ1γ3, the correspond-
ing particles, the Majorana excitations, are nonabelian anyons.
Combining these braids we can perform more complicated op-
erations such as the Hadamard gate H = e−iπ/4B12B23B12 and
even the cnot gate using an ancilla qubit [32].
As both the Hadamard gate H as well as the cnot gate
can be performed via braiding, this only leaves the π/4 rotation
around the z-axis in the Bloch sphere σ1/4z to make a universal
set of quantum gates. This gate however cannot be achieved via
braiding the Majorana excitations. We will therefore not be able
to perform every operation on the chosen qubit in a topologically
protected manner, i.e. through braiding. For that, we would have
to take parafermions, nonabelian anyons that can be thought of
as a sort of generalization of Majorana excitations [34–38], to
build our qubit. However, because parafermions are even more
28
exotic than Majorana excitations, much research up to now has
focused on Majorana excitations regardless.
1.4 Experimental Situation
Having seen how nonabelian anyons like Majorana excitations
can be used to implement fault-tolerant quantum computation,
we turn our attention to how to realize such Majorana excitations
in physical systems. In condensed matter systems the fundamen-
tal particle is the electron and quasiparticle excitations are made
out of superpositions of electrons4. Mathematically, we can al-








(γ1 − iγ2) (1.11)
where we have written the electronic excitation as a superposition
of γ1 and γ2 excitations. This transformation can be inverted
γ1 = c
† + c, γ2 = i(c
† − c) (1.12)
to see that these excitations are equal weight superpositions of
electrons and holes. Using the fact that c are fermionic operators,
it is straightforward to show that the operators γα are hermitian
and fulfill
{γα, γβ} = 2δαβ (1.13)
where α, β = 1, 2. The excitations γα are therefore Majorana
excitations.
4 We restrict ourselves to electronic excitations as there are also other







Figure 1.1: Dispersion relation of electrons in a nanowire with
(right) and without (left) a magnetic field aligned perpendicular
to the spin-orbit interaction direction.
To find systems in which such excitations are eigenstates we
again note that Majorana excitations are equal weight superpo-
sitions of electrons and holes. Such states naturally occur in
superconductors, which is why current proposals all include su-
perconductors in their systems. Another ingredient comes from
the toy model proposed by Kitaev [23]. The system needs to be
effectively spinless. While Kitaevs toy model assumed a single
spin polarization in combination with p-wave superconductivity,
other approaches combining spin-helical systems with s-wave su-
perconductivity have emerged [24–27].
One such system was proposed by Oreg et al. [27]5. This
proposal is based on nanowires where the electron movement is
restricted to one dimension. The dispersion relation of the elec-
trons is a parabola, which is degenerate due to spin. Upon in-
cluding spin-orbit interaction, the two parabolas associated with
the two spin directions get shifted in momentum space such that
they cross at the Γ point in momentum space (Fig. 1.1). When
a magnetic field perpendicular to the direction of the spin-orbit
interaction is applied to the nanowire, states of these two spin
5 It should be noted that Lutchyn et al. [26] have proposed a very similar
setup around the same time.
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directions mix and an energy gap opens at the Γ point. Tuning
the chemical potential such that it lies inside of this gap, only
two states exist around this chemical potential, one state with
negative group velocity and a given spin polarization, and an-
other state with positive group velocity and a spin polarization
exactly opposite to the first. For low energies around the chemi-
cal potential, the system is therefore spin-helical. When this wire
is brought into close proximity to an s-wave superconductor, this
superconductivity is induced in the wire through the proximity
effect. The two states of opposite spin polarization get paired and
a superconducting gap opens around the chemical potential. It
has been predicted that inside of this superconducting gap two
Majorana excitations lie at zero energy, which are furthermore
localized at the ends of the wire [27].
This proposal has been implemented first by Mourik et al. by
growing the superconductor niobium titanium nitride (NbTiN)
on top of indium antimonide (InSb) nanowires and connecting
it to a normal conducting electrode in order to perform tun-
neling spectroscopy [40]. The existence of Majorana excitations
should result in quantized differential conductance peaks [41, 42].
Mourik et al. reported on the existence of such zero bias peaks
in the differential conductance for a wide array of magnetic field
strengths and bias voltages. Furthermore, if the magnetic field
vanishes, gets aligned perpendicular to the wire, or if the super-
conductor is replaced with a normal metal, these zero bias peaks
will vanish, which is all consistent with these peaks resulting from
Majorana excitations.
A second setup in which experimental signatures of Majorana
excitations were found was built by depositing a one-dimensional
chain of iron atoms on top of a superconducting lead surface
[43, 44]. Scanning tunneling microscopy again showed zero bias
peaks at the ends of the chains. Furthermore, spatially resolved
tunneling spectroscopy showed that these peaks were localized
at the ends of the chain and were not present in the bulk of the
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chain.
Another proposal was published by Fu and Kane in 2009 in
which a superconductor is brought into close proximity to spin-
helical topological edge states of a quantum spin Hall insulator
[25]. By forming both the quantum spin Hall insulator and the
superconductor in a ring shape, the superconductor can be placed
on only one spin-helical set forming on one edge. A small gap
in the superconducting ring forms a Josephson junction that is
being mediated by the spin-helical topological edge states. By
threading a magnetic flux through the superconducting ring, the
phase difference across this junction can be tuned. Inside of the
junction two Andreev bound states will form due to consecutive
Andreev reflections at energies below the superconducting gap,
which feature a 4π periodic energy phase relation. When a mag-
netic field is applied inside of the Josephson junction (inside of
the small gap), these Andreev bound states localize at the two
boundaries to the superconductor. Otherwise they are entirely
delocalized inside of the junction. When tuning the threaded
magnetic flux such that the phase difference across the junction
is equal to π, the Andreev bound states lie at zero energy and
form two Majorana bound states.
Experiments trying to demonstrate the existence of Majorana
excitations inside of the junction have thus far focused on the 4π
periodicity of the energy phase and current phase relations [45–
49]. For instance, Wiedenmann et al. implemented a similar
system by depositing two superconducting niobium contacts on
top of mercury telluride (HgTe) quantum wells [46]. These quan-
tum wells are quantum spin Hall insulators featuring spin-helical
topological edge states [50] so that this setup forms a Josephson
junction similar to the one proposed by Fu and Kane. By driv-
ing the junction with an alternating current, Shapiro steps form
in the current voltage characteristic of the junction [51]. In 4π
periodic junctions odd Shapiro steps are predicted to vanish, an
effect which could be observed in the experiment. In a similar
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experiment performed by the same group Josephson radiation
emitted by the junction also shows a 4π periodicity consistent
with theoretical predictions [48].
1.5 Structure of this Thesis
In this introductory chapter we have seen how quantum com-
putation can potentially have huge impacts on physics but also
on the general public. We have seen how nonabelian anyons can
help solve the problem of errors during quantum computations
and have discussed a blueprint of how qubits and quantum gates
through braiding can be achieved using Majorana excitations.
We have also given a brief overview over current proposals and
experimental setups hosting such Majorana excitations.
Having seen the broader context this thesis exists in, we turn
our attention to this thesis, where we will follow the second ap-
proach described in the last section, i.e. Josephson junctions
mediated by spin-helical topological edge states of quantum spin
Hall insulators sometimes called fractional Josephson junctions.
The general goal pursued in this thesis is to find new ways to
characterize these junctions and experimental signatures of Ma-
jorana excitations forming in these junctions. We will start with
a review of the Kane-Mele model in Chap. 2. This model fea-
tures a quantum spin Hall insulating phase hosting spin-helical
topological edge states at the sample edges and will be used as
a basis for fractional junctions throughout this thesis. We then
turn our attention to the first proposed setup in Chap. 3 in which
we look at fractional Josephson junctions in silicene. Due to the
electric tunability of silicene, the fractional nature of the junc-
tions can be probed using electric fields. Using this tunability,
fermion parity breaking effects can be studied without having
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to fabricate multiple samples, potentially adding another exper-
imental signature of Majorana excitations forming in such junc-
tions. The results discussed in Chap. 3 have been published in
[52] and [53]. In Chap. 4 we study the effects that quasiparticle
poisoning, i.e. effects that break fermion parity conservation in-
side of the junction, has on the dynamics of fractional junctions.
These effects are important for the stability of qubits built out of
Majorana excitations as well as understanding the experimental
signatures of Majorana excitations in fractional junctions. We
propose experimental schemes by which the rates of these quasi-
particle poisoning effects can be measured via a voltage measure-
ment as well as study the effects that thermal noise has on the
setup. This chapter is based on [54]. In order to be able to per-
form some of the measurements that we propose, it is necessary
that the Josephson junctions lie in the long junction regime, i.e.
that the distance between the two superconductors is large com-
pared to the superconducting coherence length. In Chap. 5 we
address this limitation by proposing a junction in which the edge
states mediating the Josephson effect are coupled to additional
states. By doing so, the resulting junction effectively behaves like
a junction that is longer than the junction physically is. With
this scheme some of the proposed experiments can potentially be
achieved even in smaller junctions. We summarize the results of
this thesis as well as give a short overview of further unanswered




One of the goals of this thesis is to analyze possible manipulations
of fractional Josephson junctions. Such junctions can be made
by bringing a typical s-wave superconductor in close proximity
to the spin-helical edge states of a quantum spin Hall insulator
[25]. Kane and Mele proposed graphene as a possible candidate
for such a quantum spin Hall insulator [55] and devised a model
describing the low energy electronic states in graphene. How-
ever, the size of the gap turning the bulk of graphene into an
insulator has been reevaluated since the original publication by
Kane and Mele and at around ∼ 1µeV is much smaller than
initially thought. In experiments it should therefore only be ac-
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cessible at temperatures below ∼ 10 mK [56]. Nonetheless, there
exist structures similar to graphene like silicene, germanene, and
stanene which are, like graphene, 2D sheets of atoms arranged
in a honeycomb lattice albeit with silicon, germanium, and tin
atoms. These systems are also described by the same model as
graphene but also feature a much larger bulk energy gap so that
the quantum spin Hall insulating phase should be accessible at
much higher temperatures [57]. Therefore, should an explicit
model for a quantum spin Hall insulator be needed in this thesis,
we will revert to the model described by Kane and Mele in [55],
often referred to as the ”Kane-Mele model”.
In this introductory chapter we will give a short overview
over the Kane-Mele model. We will first start from a tight bind-
ing description of electronic states in graphene and approximate
this model around zero energy in Sec. 2.1. After also including
spin-orbit interaction we will give a brief overview of the energy
spectrum of this model. Following this discussion we will also
include superconductivity into the model as will be necessary for
the description of Josephson junctions in the following chapters.
To make numerical treatments possible, we will also discretize
the continuum model on a square lattice in Sec. 2.2 followed by a
short summary over the three different versions of the Kane-Mele
model used in this thesis in Sec. 2.3.
2.1 Low Energy Continuum Model
In their seminal paper [55] Kane and Mele proposed a model
describing electronic states of graphene near the Fermi energy.
They furthermore demonstrated that this model describes a time
reversal symmetric quantum spin Hall insulator including two
spin-helical edge states. Because this not only describes the elec-
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Figure 2.1: Lattice of graphene. Carbon atoms are arranged in
a hexagonal lattice with two sublattices A (blue) and B (red)
forming a honeycomb lattice.
tronic properties of graphene, but also similar compounds like
silicene and stanene [57], it is often used as an implementation
of a quantum spin Hall insulator.
2.1.1 Low Energy Approximation
The above-mentioned model can be deduced by starting from
a tight binding description and approximating it around the chem-
ical potential [58, 59]. Graphene is made up of carbon atoms
arranged in a hexagonal lattice containing two sublattices A and
B sometimes called a honeycomb lattice (Fig. 2.1). Considering
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where cis annihilates an electron at site i in spin polarization s
and εis is the onsite energy. The second sum runs over nearest
neighbors i, j and facilitates the electron hopping of strength t.
Since this model is translationally invariant, it can be diago-
















where δ are the vectors connecting nearest neighbors and cσqs
annihilates an electron in sublattice σ, at momentum q, and in
spin polarization s.












one can see that the low energy states lie around the corners of the
Brillouin zone. Of these corners only two are independent of each
other (i.e. are not simply separated by reciprocal lattice vectors)
and are commonly called the Dirac points or Dirac valleys K and
K ′. These points are time reversal partners (up to a reciprocal
lattice vector) and lie at opposite corners of the Brillouin zone
[59].
Approximating f(q) around these two points and absorbing






ψ†kHkψk, Hk = µ+~vF (τzσxkx+σyky)+mσz (2.5)
with
ψk = (ψk↑, ψk↓)
T , ψks = (cAKks, cBKks, cAK′ks, cBK′ks)
T
(2.6)
where cστks annihilates an electron on sublattice σ = A,B around
the τ = K,K ′ point in spin polarization s =↑, ↓ and the momen-
tum is measured as an offset to either K or K ′
q = K(′) + k. (2.7)
The σi and τi are Pauli matrices acting in the sublattice (A,B)
and valley (K,K ′) subspace respectively. The Fermi velocity
vF = 3ta/(2~) is determined by the hopping constant t and the
lattice spacing a and is approximately vF ≈ 106 m/s [57, 58].





H(x) = µ− i~vF (τzσx∂x + σy∂y) +mσz
(2.8)
where ψ(x) is connected to ψk by a Fourier transformation.
In the case of vanishing chemical potential µ and mass term
m, the Hamiltonian features a gapless linear spectrum Ek =
±~vF |k| around the two Dirac points often called Dirac cones
due to their shape. As the Hamiltonian (2.8) does not contain
spin-dependent contributions, the resulting Dirac cones are spin-
degenerate. While a finite chemical potential µ only shifts these
cones to higher or lower energies, a finite mass term m opens a
gap of 2m in the spectrum around the chemical potential. Clean
sheets of graphene are inversion symmetric and should have both
40
vanishing chemical potential and mass term [58–60]. However,
such terms can be induced by explicitly breaking this symmetry,
for instance, by growing graphene on specific substrates [60, 61]
or by applying a perpendicular electric field to silicene, another
2D system described by the Kane-Mele model [62–64].
2.1.2 Spin-Orbit Interaction
The description up to now assumes electrons of different spins
to be independent of each other. However, spin-orbit coupling
can generally be present and takes the form [55]
HSO = −∆SOszτzσz (2.9)
where si are Pauli matrices acting in the spin (↑, ↓) subspace1.
This term respects both the inversion symmetry as well as the
time reversal symmetry of intrinsic graphene and hence can be
generally present.




H(x) = µ− i~vF (τzσx∂x + σy∂y) +mσz −∆SOszτzσz
(2.10)
describes electrons in graphene around the Fermi energy and is
often referred to as the ”Kane-Mele model”, named after its pi-
oneers2.
Including the spin-orbit coupling turns the previously gapless




(~vFk)2 + (m− ξη∆SO)2 (2.11)
1 We chose a sign convention so that ∆SO > 0.
2 The original paper by Kane and Mele also described a mirror symmetry
breaking Rashba term. Such a term can result from perpendicular electric
fields or specific substrates.
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where ξ = 1(−1) in the case of spin up (down) polarized elec-
trons and η = 1(−1) for electrons around the K(K ′) Dirac point.
For vanishing (or small, see Chap. 3) mass term m the system
is in a quantum spin Hall insulating state which is a topologi-
cally nontrivial state [55, 63–65]. This means that in finite sys-
tems spin-helical edge states localized at the sample edge emerge.
Their propagation direction is locked to the electron spin so that
at a single edge only spin up polarized electrons can propagate,
for instance, to the left while spin down polarized electrons can
only propagate to the right. The situation is reversed at the op-
posite sample edge. These states are topologically protected in
the sense that because the states at a single edge are time re-
versal partners, any local perturbation preserving time reversal
symmetry cannot couple these states so that elastic backscatter-
ing is forbidden. Backscattering will still be possible however if
the scattering is inelastic [35, 55, 66–69] or occurs between the
two edges, e.g. if the distance between the two edges is small
enough to allow for a finite overlap between the states localized
at opposite sample edges [70, 71].
Recent considerations on the strength of the spin-orbit cou-
pling in graphene have predicted the gap opened by it to be on
the scale of ∼ 1µeV and is generally considered to be difficult
to observe in an experiment [56]. However, similar structures,
like silicene, are predicted to also be described by the Kane-Mele
model around the Fermi energy, albeit with a much larger spin-
orbit coupling of ∼ 3.9 meV [57].
2.1.3 Superconductivity
Kane and Mele did not consider superconductivity in their
original proposal of their model. However, because we will use
their model as the basis to form fractional Josephson junctions
throughout this thesis, it will be helpful to already include it at
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this point.
To include superconductivity into the Kane-Mele model we
change the basis to the Nambu basis






ψs(x) = (cAKs(x), cBKs(x), cAK′s(x), cBK′s(x))
T
ψ̄s(x) = (cAK′s(x), cBK′s(x), cAKs(x), cBKs(x))
T .
(2.12)







H(x) = µρz − i~vF (ρzτzσx∂x + ρzσy∂y) +mρzσz −∆SOρzszτzσz
(2.13)
where ρi are Pauli matrices acting in the particle hole subspace3.
The reason for this change of basis is that in this basis supercon-
ducting terms take the simple form
∆(cos(φ)ρx + sin(φ)ρy) (2.14)
where ∆ and φ are the superconducting gap and phase respec-







H(x) = µρz − i~vF (ρzτzσx∂x + ρzσy∂y) +mρzσz −∆SOρzszτzσz
+ ∆(cos(φ)ρx + sin(φ)ρy).
(2.15)
In general, the superconducting gap ∆ ≡ ∆(x) and phase φ ≡
φ(x) can be dependent on the position x. To form Josephson
junctions we will assume throughout this thesis that both the
3 We have neglected a constant in H(x).
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superconducting gap ∆ and phase φ will change sharply, i.e. with
a drop, instead of smoothly across boundaries of different regions
and be constant inside of these regions. Such superconducting
terms can for instance be induced by the proximity effect, i.e.
where the system described by the Kane-Mele model is brought
into close proximity to an s-wave superconductor [25].
2.2 Discretization of Continuum Model
The low energy continuum model described in Sec. 2.1 can
be solved analytically only for simple topologies of parameters.
For more complicated spatially varying mass parameters, for in-
stance, this model will need to be solved numerically. This can
be achieved by discretizing the continuous space to a lattice. In
general, any 2D lattice can be chosen to discretize this space. In
the following we chose the square lattice for its simplicity.
The discretization can be performed by Fourier transforming
the low energy model from momentum space to the discretized
real space4. On the square lattice symmetric nearest neighbor
hopping terms of the form c†icj + c
†
jci where the sites i and j
are nearest neighbors Fourier transform to terms proportional to
cos(kx,yb) in momentum space depending on whether the hop-
ping is in the x− or the y−direction. Here b is the lattice spacing
of the square lattice. Similarly anti-symmetric hopping of the
form i(c†icj − c
†
jci) where i and j are again nearest neighbors
Fourier transform to terms proportional to sin(kx,yb) in momen-
tum space. Furthermore, higher order hopping terms where i
and j are not nearest neighbors transform to higher orders of
4 This method is equivalent to starting from the continuum model in real
space (2.10) and approximating the derivatives ∂x,y with their central finite
differences.
44
sine and cosine functions (sin(nkx,yb) or cos(nkx,yb) with n being
an integer).
Therefore, it is helpful to first approximate the individual





Hk = µρz + ~vF (ρzτzσxkx + ρzσyky) +mρzσz −∆SOρzszτzσz
+ ∆(cos(φ)ρx + sin(φ)ρy).
(2.16)
Here the only k-dependent terms are linear in the momenta kx,y.








where b is the lattice constant of the square lattice used to dis-
cretize the continuum model. This approximation is good for
small arguments kx,yb, i.e. momenta small compared to b−1.
Substituting this approximation into the low energy contin-








where the sum runs over all lattice site positions R of the square
lattice and N is the number of lattice sites. Performing the
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Fourier transformation for the kinetic term yields∑
k















































are the Bravais lattice vectors of the square lattice and H.c. de-
notes the hermitian conjugate.
Solving this discretized Hamiltonian on a square lattice for
vanishing chemical potential, mass parameter and spin-orbit in-







which for momenta k close to the Γ point is linear in |k| and
forms a Dirac cone like in the continuum model. For large mo-
menta however the spectrum starts to deviate from the contin-
uum model and adds three additional spurious Dirac cones at
the corners of the Brillouin zone, an effect known from particle
physics as the fermion doubling problem [72–74]. Since we are in-
terested in the topology of our systems, which is intimately linked
to the number of gap openings and closings, these additional spu-
rious Dirac cones pose a problem. To rectify this problem, we
will need to add an additional term to the Hamiltonian, which
46
gaps these spurious Dirac cones, but leaves the Dirac cone at the
Γ point intact. Furthermore, the added term should also respect
all symmetries of the Kane-Mele model, i.e. time reversal sym-



















which has the form of a mass term5.






2(kyb) + (2− cos(kxb)− cos(kyb))2
(2.23)
again for vanishing chemical potential, mass parameter and spin-
orbit interaction µ = m = ∆SO = 0 is still linear in |k| to lowest
order in k around the Γ point and forms a Dirac cone. However,
the spurious Dirac cones at the corner of the Brillouin zone are
now gaped due to the added term (2.22). It is important to




, m = −4~vF
b
(2.24)
despite the continuum model having no zero energy states. Fur-









5 This is not the only possible term fulfilling these conditions.
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which does not put a real constraint on the system due to the fact
that one can simply choose a smaller lattice spacing b in order to
reach smaller mass parameters.






































Combining all the individual parts, we find the discretized low





















ε = µρz + (m+ 4ts)ρzσz −∆SOρzszτzσz





and where νRR′ = ±1 is a set of signs so that νRR′ = 1 if
the lattice site R is to the right or top of the lattice site R′
and νRR′ = −1 otherwise. The sum over 〈R,R′〉 runs over all
nearest neighbors while the sums 〈R,R′〉x and 〈R,R′〉y run only
over nearest neighbors in the x− and y−direction respectively.
48
2.3 Variations of the Kane-Mele Model
In this introductory chapter we have reviewed multiple ver-
sions of the Kane-Mele model, which due to their differences make
them particularly suitable in different scenarios.
First, we have the low energy continuum model as originally




H(x) = µρz − i~vF (ρzτzσx∂x + ρzσy∂y) +mρzσz
−∆SOρzszτzσz + ∆(cos(φ)ρx + sin(φ)ρy)
(2.30)
with the basis






ψs(x) = (cAKs(x), cBKs(x), cAK′s(x), cBK′s(x))
T
ψ̄s(x) = (cAK′s(x), cBK′s(x), cAKs(x), cBKs(x))
T
(2.31)
where cστs(x) annihilates an electron in sublattice σ, valley τ ,
spin polarization s, and at position x.
This version is best suited for analytical treatments as ana-
lytical solutions can be found for simple forms of the mass pa-
rameter m, which can in general depend on the position m(x).
For a constant mass parameter it features two twofold degener-
ate Dirac cones at the Γ point with gaps 2 |m±∆SO|. Should
the gap close due to changing mass parameter m, the system un-
dergoes a topological phase transition and changes its topology
[63–65] (see also Chap. 3).
6 The model in the original paper [55] did not include a chemical potential
µ, superconductivity, or a mass parameter m. However, especially the mass
parameter will become important in later implementations of this model.
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If the mass parameter m has a more complicated dependence
on the position x, the continuum model (2.30) can no longer
be solved analytically. However, solutions can still be obtained
numerically if we discretize this model. We have done this in
Sec. 2.2 for a square lattice and obtained the second variation of





















ε = µρz + (m+ 4ts)ρzσz −∆SOρzszτzσz





where the basis ψR is proportional to ψ(R)7. Like described in
Sec. 2.2, νRR′ = ±1 is a set of signs defined so that νRR′ = 1 if
the lattice site R is to the right or top of the lattice site R′ and
νRR′ = −1 otherwise. The sum over 〈R,R′〉 runs over all nearest
neighbors and the sums over 〈R,R′〉x and 〈R,R′〉y run only over
nearest neighbors in the x− and y−direction respectively.
This version of the Kane-Mele model is particularly well suited
for numerical treatment in the case where a spatially dependent
mass parameter m makes analytical solutions to the continuum
model unfeasible. In the case of a constant mass parameter this
model features the same Dirac cones as the continuum model
around the Γ point, but deviates from the linear dispersion re-
lation at higher momenta |k| ∼ π/b as it only approximates the
continuum model for small momenta.
7 The factor combining ψR with ψ(x) is determined by the definition of
the discretized expectation value.
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Finally, the third version of the Kane-Mele model is comprised

































where cisρ annihilates an electron (hole) at position i in spin po-
larization s when ρ = e (ρ = h). The first sum runs over all
lattice sites i of the honeycomb lattice implementing onsite en-
ergies8. The second sum runs over all nearest neighbors i and
j so that i and j will always belong to different sublattices and
implements the kinetic energy of electrons via nearest neighbor
hopping. The third sum 〈〈i, j〉〉 implements the spin-orbit cou-
pling on a hexagonal lattice and runs over next nearest neighbors
where the signs νij = ±1 are called Haldane phases and are de-
fined like in Fig. 2.2. Furthermore, (sz)ss′ corresponds to the
matrix element of the sz Pauli matrix at position ss′. Similarly,
(ρi)ρρ′ corresponds to the matrix element of the ρi Pauli matrix
at position ρρ′. The last two sums implement the superconduc-
tivity not present in the original model.
This third version of the Kane-Mele model is particularly
well suited for numerical treatments in cases where specific mi-
croscopic edge configurations might be important. It describes
graphene-like structures which are a possible physical implemen-
tation of the low energy continuum model (2.30). It features the
full dispersion relation, which for low energies approximates to
two Dirac cones at each of the independent corners K and K ′ of
8 The original publication [55] by Kane and Mele does not include this
term.
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Figure 2.2: Haldane Phases νij in graphene. Dark arrows corre-
spond to νij = 1 whereas light arrows correspond to νij = −1.
the Brillouin zone, but deviates from this linear relationship for
momenta further away from these points.
In the remainder of this thesis we will use the Kane-Mele
model as a possible implementation of a quantum spin Hall in-
sulator featuring spin-helical edge states. Where possible, ana-
lytical solutions will be based on the continuum model (2.30).
Should we require numerical solutions to this model, we will, de-
pending on the circumstances, revert to either the discretized low
energy model (2.32), or the full tight binding model (2.34). In
that case we will use the Kwant code to perform the numeri-






With the preliminary description of frequently used models out
of the way, we can focus on fractional Josephson junctions and
possible detection schemes. Josephson junctions, when mediated
by spin-helical topological edge states of quantum spin Hall in-
sulators, feature a 4π periodic energy phase and current phase
relation as opposed to the normal 2π periodicity [77], an effect
known as the fractional Josephson effect. An important feature
of such junctions is the existence of Majorana bound states [23,
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25, 78, 79] as low energy excitations localized between the two
superconductors should the phase difference across the junction
be equal to π. Such excitations have been proposed as a possible
building block for topological quantum computation [2, 80].
Despite the 4π periodicity being a striking signature of the
fractional Josephson effect and hence the existence of Majorana
bound states, experimental detection is complicated by the junc-
tion coupling to the external environment. Because the 4π pe-
riodicity is protected by fermion parity conservation inside the
junction, parity breaking effects called quasiparticle poisoning
[25, 81], where electrons can tunnel into or out of the junction,
break this symmetry and reduce the periodicity back to 2π. Cur-
rent experiments have therefore depended on ac properties of
fractional junctions [45, 46, 48].
However, there has been a proposal by Beenakker et al. [78]
to perform a critical current measurement, a dc measurement, in
long junctions where the distance between the two superconduc-
tors l is large compared to the superconducting coherence length
ξ0. In such junctions the critical current is predicted to differ by
a factor of 2 depending on whether the junction is topological
featuring a 4π periodicity, or nontopological featuring a 2π peri-
odicity. To support such an experiment, we propose a Josephson
junction which can be tuned from the topological fractional state
to the nontopological state by an external parameter. Using the
electric tunability of the energy gap in silicene [57, 63–65, 82–87],
we show that the topological edge states forming at mass domain
walls can be tuned from spin-helical to spin-degenerate, which in
turn changes a Josephson junction mediated by such edge states
from topological to nontopological.
We start by introducing the proposed setup and the model
we use to describe its electronic properties in Sec. 3.1. After that
we turn our attention to the system neglecting the two supercon-
ductors forming the Josephson junction in Sec. 3.2 and analyze in
detail edge states forming at mass domain walls in silicene. We
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calculate spin- and valley-dependent Chern numbers and show
how changing the electric fields applied perpendicular to the sil-
icene sheet can tune these edge states between being spin-helical
and spin-degenerate. We furthermore explicitly calculate the en-
ergy dispersion and wave function of the edge states. In Sec. 3.3
we then look at a Josephson junction mediated by the topological
edge states. We show that Andreev bound states form inside the
junction by directly calculating them analytically in the short
junction limit (l ξ0) and numerically in the long junction limit
(l  ξ0). In addition we show how including intervalley scat-
tering, which should generally be present, opens a gap in the
energy phase relation of the Andreev bound states and reduces
the periodicity of the junction from 4π to 2π, achieving the de-
sired tunability. We propose a scenario where artificial tunable
poisoning can be induced in a fractional Josephson junction in
silicene by introducing a lead in Sec. 3.4. Finally, we summarize
our findings in Sec. 3.5 and give a short overview of alternative
materials in which such tunability might also be possible.
3.1 Model
The system is made up of a single sheet of silicene that is
separated by the x-Axis into two regions (see Fig. 3.1). In these
two regions electric fields E1 and E2 are applied perpendicular to
the silicene sheet. Two superconductors with a phase difference
of φ are placed on top of the sheet of silicene. Superconductivity
is induced in the silicene sheet through the proximity effect [88]
so that the system forms a Josephson junction [87, 89].
At low temperatures the system can be described by extend-
ing the Kane-Mele model (see Chap. 2) to include superconduct-
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Figure 3.1: A single sheet of silicene is brought into close prox-
imity to two superconductors forming a Josephson junction. The
junction is facilitated by the edge states forming at the boundary
between the two regions of different electric fields E1,2. Figure








H(x) = H0 +HS +HI ,
H0 = −i~vF (ρzτzσx∂x + ρzσy∂y) +mρzσz −∆SOρzszτzσz,
HS = ∆(cos(φ)ρx + sin(φ)ρy),
HI = δρzτx
(3.1)
where we use the Nambu basis






ψs(x) = (cAKs(x), cBKs(x), cAK′s(x), cBK′s(x))
T
(3.2)
and ψ̄s(x) is obtained from ψs(x) by the substitution K ↔ K ′.
The matrices σi, τi, si, and ρi are Pauli matrices acting in the
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Figure 3.2: Side view of a sheet of silicene. The atoms of the A
and B sublattice are offset in the z-direction by ±0.23 Å. Due to
the electric field E, electrons will see different onsite energies for
the two sublattices resulting in a mass term m = 0.23 Å× Ez.
sublattice (A,B), valley (K,K ′), spin (↑, ↓), and particle hole
subspace. The field operators cστs(x) annihilate an electron at
position x in sublattice σ, valley τ , and spin polarization s.
The first partH0 of the Hamiltonian is made up a kinetic part,
a mass term, and spin-orbit interaction and has been adapted
from (2.30) to the Nambu basis as well as setting the chemi-
cal potential to zero. The Fermi velocity vF ≈ 5.5 × 105 m/s
and intrinsic spin-orbit interaction ∆SO ≈ 3.9 meV in silicene
[57, 63] are fixed and cannot be changed by external parameters.
The mass parameter m ≈ 0.23 Å× Ezi however results from the
atoms in the two sublattices A and B not being in a perfect 2D
plane, but rather being offset in the z-direction by ±0.23 Å(see
Fig. 3.2). The electric field Ezi parallel to this offset results in
electrons seeing different onsite energies for the two sublattices,
which according to (2.4) results in a finite mass term. Because
this mass parameter is proportional to the parallel electric field,
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it can be tuned by an external parameter.
The second part HS of the Hamiltonian describes the prox-
imity induced superconductivity. The superconducting paring
potential ∆eiφ is made up of the superconducting gap ∆ and the
superconducting phase φ, which can both depend on the position
x.
Finally, the third part HI describes intervalley scattering. In
clean silicene samples the two valleys should be independent of
each other, like in the original Kane-Mele model (2.30). How-
ever, atomic scale disorder, which can in general be present, will
induce scattering of strength δ between the two valleys. While
this form of intervalley scattering is only one of six possible time
reversal symmetric forms [90], only the presence of some kind of
backscattering is important for the following discussion.













where Λn is the 16-component eigenvector of H(x) with the
eigenvalue εn. Due to the particle hole symmetry of the Hamil-




3.2 Topological Edge States
To understand how the tunability of the proposed junction
arises, we first focus on a simplified system H0 while neglecting
the superconductivity HS and intervalley scattering HI . Because
H0 is symmetric in the spin and valley subspaces, we can treat
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them as signs η = ±1 and ξ = ±1 where η = 1(−1) for theK(K ′)
valley and ξ = 1(−1) for spin up (down) polarized electrons. The




h(x) = −i~vF (ησx∂x + σy∂y) + (m− ξη∆SO)σz
(3.4)
in the basis
ψ(x) = (cAτs(x), cBτs(x))
T . (3.5)
In the case of a constant mass parameter (only one constant






hk = ~vF (ηkxσx + kyσy) + (m− ξη∆SO)σz
(3.6)
now in the basis
ψk = (cAτsk, cBτsk)
T . (3.7)
The eigenvalues of hk read
εk = ±
√
(~vFk)2 + (m− ξη∆SO)2 (3.8)
so that the spectrum εk features a gap of 2 |m− ξη∆SO|. In
the case of spin up polarized electrons on the K valley (ξ =
η = 1) tuning the mass parameter m from m < ∆SO to m >
∆SO tunes the system from a gapped spectrum for m < ∆SO
through a gapless spectrum for the critical mass mc = ∆SO to a
spectrum that is again gapped for m > ∆SO. The critical mass




To see that this gap closing is accompanied by a topological






where the Berry curvature Fxy(k) is given by





where the sum runs over all filled bands |α〉. In a two level system
that can be expressed in the form∑
ab
kaAabσb +Mσz (3.11)












, M = m− ξη∆SO (3.13)






Here we can see that the gap closing and reopening described
above are indeed accompanied by a topological phase transition.
If this Chern number changes across a boundary for a given spin
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and valley configuration, then a topological edge state1 with this
configuration will exist localized at this boundary due to the bulk
boundary correspondence [91]. Because the Chern number (3.14)
is proportional to η, the edge states will always come in spin-
helical pairs in accordance with the time reversal symmetry of
the system.









sgn(m− ξη∆SO) = 0 (3.15)
vanishes like we would expect for a time reversal symmetric sys-
















[sgn(m−∆SO)− sgn(m+ ∆SO)] mod 2
=
{
0, |m| > ∆SO
1, |m| < ∆SO
(3.16)
can be determined and distinguishes between the topologically
trivial (ν = 0) and topologically nontrivial (ν = 1) regime. In the
topologically nontrivial regime there exists a set of spin-helical
topological edge states at the sample edge and the system is in
the quantum spin Hall insulating phase. Tuning the mass term
to |m| > ∆SO (by applying an electric field stronger than Ec),
the system gets tuned into a trivial phase with no topological
edge states at the sample edge.
1 The bulk boundary correspondence only assures there will, for instance,
be one more right moving edge state than there will be left moving edge
states.
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In the case of a single mass parameter either a single set of
spin-helical edge states can exist or no edge states at all will be
present in the system. The situation becomes richer when we con-
sider two different mass parameters m1 and m2 in two bordering
regions like in Fig. 3.1. Now, depending on the configuration of
the two mass parameters, three different scenarios can occur (see
Fig. 3.3).
In the first case (Fig. 3.3, blue) both mass parameters are ei-
ther smaller than the critical mass |m1,2| < mc, or both mass pa-
rameters are larger than the critical mass |m1,2| > mc with equal
signs sgn(m1) = sgn(m2). If |m1,2| < mc, then both regions will
be topologically nontrivial (ν = 1). While spin-helical edge states
will exist at the sample edge, no topological edge states will exist
at the boundary between the two regions because the topology
does not change across this boundary. Similarly, if |m1,2| > mc
and sgn(m1) = sgn(m2), both regions will be topologically trivial
(ν = 0) and no edge states will exist at the boundary.
In the second case (Fig. 3.3, orange) only one of the mass
parameters is smaller than the critical mass |mi| < mc while the
other one is larger |mi′ | > mc. The region where |mi| < mc
is topologically nontrivial (ν = 1) while the other one is topo-
logically trivial (ν = 0). Due to the change in topology across
the boundary, spin-helical topological edge states exist localized
at the boundary between the two regions. The edge states are
Kramers partners and are hence protected from backscattering
by time reversal symmetry.
Finally, in the third case (Fig. 3.3, green) both masses are
larger than the critical mass |m1,2| > mc, but have opposite
signs sgn(m1) = − sgn(m2). Here, both regions are topologi-
cally trivial (ν = 0) again. However, looking at the Chern num-
ber (3.14), we see that this number changes across the boundary
for all spin and valley configurations due to the two large masses
having opposite signs. This means that there will be topologi-














Figure 3.3: Phase diagram of silicene with two different mass
parameters in different regions. The number in the rectan-
gles indicates the number of sets of spin-helical edge states
forming at the boundary between the two regions of differ-
ent mass parameters. The black arrow is an example path
to tune the edge states from spin-helical to spin-degenerate.
Figure adapted from the original publication [53] which has
been published under the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/).
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polarizations. Overall, the edge states at this boundary are spin-
degenerate, which can be separated into two sets of spin-helical
edge states. The existence of these edge states does not contradict
the topological Z2 invariant not changing across the boundary
because these edge states are not topologically protected against
backscattering. This lack of topological protection will become
important again in the following sections.
Using these three regimes, we can make out an interesting
tunability of edge states at a boundary between two regions in
silicene (Fig. 3.3, black arrow). If one starts in a situation where
one of the two mass parameters is larger than the critical mass,
for instance m1 > mc, while the other one is vanishing m2 = 0,
spin-helical topologically protected edge states will exist at the
boundary between the two domains. By increasing the second
mass term (by applying an electric field), albeit with an opposite
sign to the first mass parameter, we can tune the system into a
regime where the edge states at the boundary are spin-degenerate
and not topologically protected (Fig. 3.3, black arrow). By intro-
ducing the second set of spin-helical edge states, we also intro-
duce backscattering into the channels without destroying their
existence.
3.2.2 Edge States
With the Chern number we can predict the existence of topo-
logical edge states and the parameter regimes in which they are
present. However, information like the energy dispersion as well
as the wave function of the edge states cannot be derived from the
Chern number. To obtain this information, we need to directly
calculate the edge states.
One way to do this is to solve the Schrödinger equation
h(x)Λ(x) = εΛ(x) in both half spaces y < 0 and y > 0 in-
dependent of each other and match their wave functions at the
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interface y = 0. Doing so reveals the linear energy dispersion
εkx = ±η~vFkx (3.17)
of the topological edge states. The sign is determined by the
concrete implementation of the mass parameters. Otherwise,
the energy dispersion is independent of both mass parameters
and spin-orbit interaction, unlike voltage induced gaps in similar
structures like bilayer graphene [92, 93].
In the case where |m1| < ∆SO < m2 the first region is topo-
logically nontrivial and the second is topologically trivial (see
Fig. 3.3, orange) so that one set of spin-helical edge states exists










where the basis is either (cAK↑(x), cBK↑(x))T for the first edge
state, or (cAK′↓(x), cBK′↓(x))T for the second edge state. The
first state therefore corresponds to a spin up polarized channel
at the K valley while the second corresponds to a spin down
polarized channel at the K ′ valley.





−|m−∆SO|~vF |y|, m =
{
m1 y < 0
m2 y > 0
(3.19)
where N is a normalization factor so that
∫
dy |f(y)|2 = 1 we
see that the topological edge states are indeed localized at the
boundary between the two regions y = 0 and decay exponentially
away from the boundary on the length scale ~vF / |m−∆SO|.
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3.3 Josephson Junction
With the ability of tuning topological edge states at the bound-
ary between the two regions shown in Fig. 3.1 from spin-helical to
spin-degenerate via the path shown as a black arrow in Fig. 3.3
we can turn our attention to Josephson junctions mediated by
these edge states by including the superconductivity HS , but
still neglecting intervalley scattering HI . Because the proximity
induced superconducting gap will generally be smaller than the
gap due to spin-orbit interaction and electric fields [46, 94], we
can focus on the topological edge states inside the gap. To that
end we first project the Hamiltonian onto the subspace spanned
by the edge states.
3.3.1 Projected Hamiltonian
Without loss of generality we assume the electric fields to be
configured so that |m1| < ∆SO < m2. The first region (y < 0)
is therefore topologically nontrivial (ν = 1) while the second one
(y > 0) is topologically trivial (ν = 0). While the gap parameter
M(y) will always be positive in the second region (M(y > 0) >
0), the gap parameter in the first region will be negative if ξη = 1
and positive if ξη = −1. Because the gap parameter must change
its sign across the boundary in order for edge states to exist
localized at the boundary, edge states only exist for ξη = 1. This
condition means that the edge state on valley K will be spin up
polarized while the edge state on the K ′ valley will be spin down
polarized. Using eq. (3.3) in conjunction with the wave function
of the topological edge states (3.18), we can write down the field
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annihilate an electron at position x along the channel in the spin
up polarized channel at valley K or in the spin down polarized
channel at valley K ′ respectively.
Using the linear dispersion of the topological edge states (3.17),
we can project the Hamiltonian onto the subspace spanned by the







i~vF∂x 0 ∆e−iφ 0
0 −i~vF∂x 0 ∆e−iφ
∆eiφ 0 −i~vF∂x 0
0 ∆eiφ 0 i~vF∂x

= i~vFρzsz∂x + ∆(cos(φ)ρx + sin(φ)ρy)
(3.22)
where we have used the basis






The Pauli matrices sz again act in the spin subspace and there-
fore distinguish between the two topological edge states (3.21)2.
Because the Hamiltonian h̃(x) is symmetric in the spin subspace,
2 Because the spin is locked to the valley, we could have also used τz
instead of sz to distinguish between the two edge states.
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T , ξ = 1
(c↓(x),−c†↑(x))T , ξ = −1.
(3.25)
This decoupling is a consequence of time reversal symmetry be-
cause the two topological edge states of opposite spins are Kramers
partners and coupling between them is hence forbidden by sym-
metry.
3.3.2 Short Junction
The Hamiltonian (3.24) is valid for general (spatially depen-
dent) forms of ∆ and φ and can therefore be used to analyze
Josephson junctions mediated by topological edge states like in
Fig. 3.1. We start by looking at a short junction, i.e. a junc-
tion where the length between the two superconductors l is small
compared to the superconducting coherence length ξ0 = ~vF /∆.




0, x < 0
φ, x > 0.
(3.26)
Solving the Schrödinger equation in both half spaces x < 0
and x > 0 independently of each other and matching their wave
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They are equal weight superpositions of electrons and holes. Look-












we see that they are exponentially localized at the boundary be-
tween the two superconductors. These bound states are called
Andreev bound states3. They obey the energy phase relation






which is 4π periodic in the phase difference across the junction φ
(Fig. 3.4, blue). This 4π periodicity is the hallmark of the frac-
tional Josephson effect and is often used as an indicator for the
existence of Majorana fermions. It is protected by fermion par-
ity conservation inside the junction. Because the current through
the junction is proportional to the derivative ∂φε [95], the current
phase relation should also be 4π periodic.
At phase difference φ = π the Andreev bound states lie at
zero energy ε = 0 so that θ = π/2. The Andreev bound state
3 The name arises from the possibility of explaining the existence of these










Figure 3.4: Energy phase relation of the Andreev bound states.
In the spin-helical case (blue) the energy phase relation crosses
zero energy at φ = π and is 4π periodic. When the edge states
are spin-degenerate, an energy gap of δ opens at zero energy due
to intervalley scattering and the resulting energy phase relation
is only 2π periodic. The solid lines are the analytic results (3.30)
and the dots are obtained by numerically diagonalizing the dis-
cretized Hamiltonian (2.32) (see App. A). Figure taken from the
original publication [52]. c©2018 American Physical Society
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so that it is easy to see that
Γ†1|ε=0 = Γ2|ε=0. (3.32)





































fulfill the Majorana condition
γ†1 = γ1, γ
†
2 = γ2. (3.34)
The Josephson junction mediated by spin-helical topological edge
states therefore hosts two Majorana excitations at zero energy
and features a 4π periodic energy phase relation.
3.3.3 Intervalley Scattering
When we now tune the electric field in the first region (y < 0)
from |m1| < ∆SO to m1 < −∆SO, the first region also becomes
4 Here we have included an additional sign in the definition of γ2 compared
to the convention in [52].
72
topologically trivial. However, as discussed in Sec. 3.2, the edge
states at the boundary between the two regions (y = 0) go from
being spin-helical to spin-degenerate. As a consequence, these
edge states are now no longer topologically protected.
Projecting the Hamiltonian onto the now spin-degenerate edge
states, one can see that in the absence of intervalley scattering
HI the projected Hamiltonian decouples into two independent
sets of Hamiltonians of the form (3.22). Therefore, the junction
will host four Andreev bound states with a twofold degenerate 4π
periodic energy phase relation (3.30). At phase difference φ = π
these four Andreev bound states all lie at zero energy and form
four Majorana excitations. While the two Majorana excitations
from one individual decoupled Hamiltonian cannot couple due to
being Kramers partners, finite matrix elements between Majo-
rana excitations of different decoupled Hamiltonians are allowed
by symmetry. The inclusion of intervalley scattering HI results
in such a matrix element of size |δ| and couples the four Andreev















which is now 2π periodic (Fig. 3.4, red). This gap opening is a
consequence of the edge states at the boundary between the two
regions (y = 0) no longer being topologically protected against
backscattering. This scattering in turn can change the fermion
parity and breaks the parity conservation, which protected the
crossing at zero energy.
Up to now we have neglected a finite chemical potential as it
would not have changed the results significantly. It does however
have a profound impact on the intervalley scattering. Including
a finite chemical potential µ, the wave function of the Andreev
bound states (3.29) acquires an additional phase e−iµx, which
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changes the size of the matrix element between the Andreev
bound states from |δ| to |δ| /(1 + (λµ)2) with λ−1 =
√
∆2 − ε2.
The scattering between the Andreev bound states therefore gets
suppressed at higher chemical potentials or at energies near the
superconducting gap ε→ ±∆.
Due to the Majorana excitations coupling and creating a gap
in the spectrum, these excitations no longer fulfill the Majorana
condition γ† = γ and are therefore rendered normal Andreev
bound states. We have therefore, by changing the strength of one
electric field applied perpendicular to the silicene sheet, tuned the
junction from a topological state hosting Majorana excitations to
a nontopological state without Majorana excitations.
3.3.4 Long Junction
The analytic calculation of the Andreev bound states was per-
formed in the short junction limit (l  ξ0). However, some ex-
perimental realizations of topological Josephson junctions have a
distance between the two superconductors of l ≈ 400 nm - 600 nm
[47, 48]. With a Fermi velocity vF ≈ 5.5× 105 m/s and a typical
superconducting gap ∆ ≈ 1 meV, the superconducting coherence
length ξ0 ≈ 357 nm would be shorter5 than these distances l,
which would in turn mean these junctions lie in the intermediate
to long regime.
To show that the above described tunability remains into the
long junction regime, we numerically diagonalize (see App. A) the
discretized Hamiltonian (2.32) for l ξ0 (Fig. 3.5). Unlike in the
short junction, we now find more than two Andreev bound states
5 This assumes that the gap of the induced superconductivity is as large
as the superconducting gap of the host superconductor. In real samples
however the induced superconducting gap will generally be smaller than the
superconducting gap of the host superconductor due to an imperfect interface
















Figure 3.5: Energy phase relation of a long Josephson junction
obtained by numerically diagonalizing the discretized Hamilto-
nian (2.32). In the spin-helical regime (top) the energies of the
Andreev bound states extend to zero energy with Majorana exci-
tations at zero energy. In the spin-degenerate regime (bottom) a
gap opens due to intervalley scattering and no Majorana excita-
tions at zero energy are present. Figure taken from the original
publication [52]. c©2018 American Physical Society
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localized inside the junction, which feature a linear energy phase
relation [78, 96–98]. In the spin-helical case (Fig. 3.5, top) two of
these Andreev bound states lie at zero energy at φ = π and are
Majorana excitations like in the short junction case. Similarly,
tuning the system to host spin-degenerate edge states (Fig. 3.5,
bottom) instead of spin-helical ones opens up a gap at zero energy
due to intervalley scattering. This gap opening again destroys the
Majorana excitations and turns them into simple Andreev bound
states. The ability to tune the Josephson junction from a topo-
logical one hosting two Majorana excitations to a nontopological
one hosting no Majorana excitations by changing an applied elec-
tric field is therefore not specific to the short junction regime but
is also present in the long junctions.
One way to build the proposed system is to apply the elec-
tric fields with top and bottom gates. In such a case the elec-
tric fields would not reach into the superconducting region due
to the screening effect of the superconductors. The mass pa-
rameters m1,2 would therefore vanish in the regions below the
superconductor and these regions would then become topologi-
cally nontrivial (ν = 1). We can treat this scenario numerically
by diagonalizing the tight binding Hamiltonian (2.34). Also, we
choose a setup with three electric fields where the regions with
E1 are topologically trivial and the region with E2 is topolog-
ically nontrivial so that no Andreev bound states are localized
along the sample edge to remove possible effects introduced by
the hard edge boundary condition in the tight binding model.
Looking at the energy phase relation in this scenario (Fig. 3.6,
top), we see that it is made up of two components. First, at
lower energies the energy phase relation resembles that of the
long junction where the electric fields reach into the supercon-
ductor (Fig. 3.5, top). However, at energies ε ≈ ±∆/2 we see
additional states which do not disperse with the phase difference
across the junction φ. Unlike the states at low energies (Fig. 3.6,

















































Figure 3.6: Energy phase relation (top) of a long junction without
electric fields below the superconductors obtained by numerically
diagonalizing the tight binding Hamiltonian (2.34). Additional
nondispersive states are present at ε ≈ ±∆/2. These states are
localized at the boundaries of the superconductors (middle) while
the dispersive states around ε ≈ 0 (bottom) are localized along
the channels defined by the electric fields. The boundaries be-
tween the different regions touch and are only drawn with a spa-
tial gap between them for better visibility. Figure taken from the
original publication [52]. c©2018 American Physical Society
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Figure 3.7: Wave function of topological edge states running
around the topologically nontrivial regions E2 and the region
below the superconductors (red rectangles) in the case of a van-
ishing superconducting gap ∆ = 0. A small region around the
edge of the sample was tuned to be topologically trivial to push
the edge states away from the sample edge to reduce edge specific
effects.
superconductor and the regions with finite electric fields (Fig. 3.6,
middle) and hence do not contribute to the Josephson current.
One way to understand the existence of these additional states
is to look at the system without superconductivity. The only
topologically trivial regimes in the setup Fig. 3.6 are the regions
with the electric field E1. Therefore, spin-helical edge states run
around the (topologically nontrivial) regions below the super-
conductors and bend into the sample at the boundaries between
the superconductors and the electric fields (Fig. 3.7). Therefore,
topological edge states exist at the boundary between the super-
conducting region and the topologically trivial regions with elec-
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tric field E1. Reintroducing the superconductivity, these states
get gapped. But since only part of their wave function lies in
the superconducting region, the gap opened is smaller than ∆.
Another way to explain the existence of these in-gap states is
to look at a boundary between a superconducting region and a
region with a finite electric field and calculate the in-gap states
analytically through solving the Schrödinger equation in both
half spaces independent of each other and matching their wave
functions at the interface.
However, in the case where the electric fields can reach 5 lat-
tice sites into the superconducting regions (Fig. 3.8) and vanish
beyond that point these additional states at ε =≈ ±∆/2 are no
longer present (Fig. 3.8, top). Furthermore, the wave function
at zero energy (Fig. 3.8, bottom) is now well localized in the y-
direction, even at the boundary to the superconducting region.
In comparison, the same state will have a finite wave function lo-
calized at the boundary to the superconductor if the electric field
vanishes uniformly inside the superconducting region (Fig. 3.6,
bottom). This in turn supports the hypothesis that the addi-
tional states are remnants of the topological edge states running
along the edge to the superconductors in the case of vanishing
superconducting gap ∆ = 0 (Fig. 3.7).
Because these additional states do not contribute to the Joseph-
son current due to their nondispersive energy phase relation and
because the spectrum is unchanged at low energies, the ability to
tune the junction from topologically nontrivial to topologically





























Figure 3.8: Energy phase relation (top) and wave function of
a zero energy state (bottom) for electric fields reaching only 5
lattice sites into the superconducting region obtained by numer-
ically diagonalizing the tight binding Hamiltonian (2.34). The
additional states at ε ≈ ±∆/2 are no longer present and the
wave function at zero energy is well localized in the y-direction.




In Sec. 3.3 we have shown how the tunability described in
Sec. 3.2 can be used to tune a Josephson junction in silicene
from topologically nontrivial to topologically trivial. One possi-
ble way to measure the change in periodicity of the energy phase
relation and therefore also the current phase relation is to look
at the change in critical current predicted by Beenakker et al. in
[78]. However, because the Josephson current is carried by two
sets of spin-helical edge states in the setup proposed above, the
critical current can be doubled depending on the overall parity
of the junction [79] complicating a measurement. To avoid this
problem, we propose a mass configuration shown in Fig. 3.9. In
such a setup a single set of spin-helical edge states connects to
the two superconductors carrying the Josephson current of the
topological Josephson junction. A second set of spin-helical edge
states connects to the first, but instead of connecting to the su-
perconductors it connects to a separate lead instead. Due to
intervalley scattering, electrons from the edge states connecting
the superconductors can scatter into the other set of spin-helical
edge states and tunnel into the lead. This process breaks par-
ity conservation inside the Josephson junction and should hence
also turn the junction topologically trivial with a 2π periodic en-
ergy phase relation. Because the second set of edge states does
not connect the superconductors, it does not contribute to the
Josephson current. Removing the second set of edge states, for
instance, by removing the electric field in the lower central region
of Fig. 3.9 in turn restores the topological nature of the Josephson
junction and the 4π periodicity of its energy phase relation.
To verify this hypothesis, we expand the low energy Hamil-
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Figure 3.9: Setup for tunable poisoning in a Josephson junc-
tion. Spin-helical (with blue and red representing spin up and
down polarization) edge states run from one superconductor to
the other facilitating the topological Josephson junction. A sec-
ond set of spin-helical edge states gets coupled to the first set but
does not connect to the superconductors but to a lead allowing
for dissipation. Figure taken from the original publication [52].
c©2018 American Physical Society
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where we have used the particle hole symmetry
ε1 = −ε2 ≡ ε, Γ1 = Γ†2 (3.37)
and we assume ε > 0 without loss of generality. The Hilbert space
is spanned by the two eigenstates |0〉 and |1〉 where |1〉 = Γ†1 |0〉
and Γ1 |0〉 = 0.






Rσ(0) + H.c. (3.38)
where t is a tunnel matrix element determined by microscopic
parameters. The field operators cL/Rσ annihilate an electron with
spin polarization σ in the edge state L/R where L denotes the
edge states facilitating the Josephson effect and R denotes the
edge states coupled to the lead.
If the tunneling between the two sets of edge states is weak,
we can treat it perturbatively using Fermi’s golden rule. To that
end we expand the edge states cLσ in terms of the Andreev bound






(eiθ, 0, 1, 0)Φ(x) (3.39)
where





















where l̄ is their quantization length.














The rate at which the ground state |0〉 goes to the excited state






ρi |〈f |HT |i〉|2 δ(Ei − Ef ) (3.44)
where ρi is the probability of finding the system in the initial
state |i〉 = |0〉 |φi〉 with |φi〉 being the initial state of the edge
states coupled to the lead.
Possible final states are
|f〉 = c†Rk↓ |1〉 |φi〉 and |f〉 = cRk↑ |1〉 |φi〉 . (3.45)
An excitation from |0〉 to |1〉 can therefore occur either by an-
nihilating, or creating an electron on the edge states connected
6 This approximation neglects the contributions from subgap states which
are localized not between the two superconductors but on the outer edges
of the superconductor. While these states can significantly contribute to
the expansion of the edge states Φ(x), they have a small wave function in
the scattering region between the two superconductors and hence do not
significantly contribute to the matrix element to be calculated.
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to the lead, which is a result of the Andreev bound states being
superpositions of both electrons and holes. The delta function in
the rate expresses the conservation of energy during a scattering
event. The energy of the initial state




is made up of the energy of the edge states connected to the lead
(first part) and the Andreev bound state (second part). The
energy of the final states are therefore




with εkσ being the energy of a single electron with wave vector k
and spin polarization σ in the edge states connected to the lead.
Combining this with∑
i
ρi 〈φi|c†RkσcRkσ|φi〉 = Tr[ρc
†
RkσcRkσ] = f(εkσ) (3.48)
where f(·) is the Fermi function in the edge states connected to
the lead, we can find the excitation rate due to the tunneling
between the two sets of edge states to be
W10 = γtϕ
2(0)f(ε) (3.49)
where γt = 2πν|t|2/~ and ν is the density of states per length
of the edge states connected to the lead at energy ε. Performing
the same steps for relaxation processes yields the rate
W01 = γtϕ
2(0)(1− f(ε)). (3.50)
The dynamics of the junction can be described with a master
equation
ρ̇00 = −W10ρ00 +W01ρ11,
ρ̇11 = W10ρ00 −W01ρ11
(3.51)
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where ρ00 and ρ11 are the diagonal elements of the reduced den-
sity matrix describing the Andreev bound states. The off-diagonal
elements decay exponentially. Using the normalization condition





which for low temperatures of the lead T → 0 and no voltage
drop between the superconductors and the lead is exponentially
suppressed ρ11 ∼ exp[−ε/(kBT )]. The system therefore stays
in the instantaneous ground state |0〉 and features a 2π periodic
energy phase relation.
Performing a critical current measurement of the system shown
in Fig. 3.9 therefore should yield two different critical currents de-
pending on whether or not the second set of edge states connected
to the lead couples to the first set facilitating the Josephson ef-
fect. In order for such a measurement to be possible we require
γ−1t  τJ  τqp where τJ and τqp are the intrinsic time scale
of the junction and the intrinsic quasiparticle poisoning time re-
spectively.
3.5 Conclusion
Josephson junctions mediated by topological edge states in
a sheet of silicene defined by electric fields offer a novel way to
access the properties of topological Josephson junctions. First,
we have shown in Sec. 3.2 by calculating the spin- and valley-
dependent Chern numbers that the topology of silicene can be
tuned by applying an electric field perpendicular to the silicene
sheet and directly manipulating the induced mass parameter. We
have further illustrated a way to tune topological edge states
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forming at boundaries between regions of different electric fields
from being valley-chiral and spin-helical to being valley-chiral
and spin-degenerate.
When these edge states are used to build a Josephson junc-
tion, Andreev bound states form inside the junction. We have cal-
culated these Andreev bound states analytically in the short junc-
tion limit and numerically in the long junction limit in Sec. 3.3.
In the case where the edge states are spin-helical the resulting
Andreev bound state energy phase relation resembles that of a
Josephson junction mediated by the topological edge states of a
quantum spin Hall insulator [25, 78]. Most notably, the energy
phase relation is 4π periodic resulting in a 4π periodic Josephson
current in the absence of fermion parity conservation breaking
quasiparticle poisoning effects. At a phase difference of φ = π
across the junction the Andreev bound states lie at zero energy
and can be linearly combined to form two Majorana excitations.
When tuning the topological edge states to the spin-degenerate
regime, the energy phase relation will generally be 2π periodic as
intervalley scattering opens a gap at zero energy by coupling the
Majorana excitations. In the absence of intervalley scattering the
junction exhibits two sets of decoupled Andreev bound states of
the form found in the spin-helical case. The periodicity of the
energy phase relation and the Josephson current would therefore
depend on the overall parity of the junction like in a Josephson
junction covering both edges of a quantum spin Hall insulator
[79]. However, because intervalley scattering is allowed by sym-
metry, we expect it to generally be present and couple these two
sets of Andreev bound states and in turn reduce the periodicity
to 2π. We have checked numerically that the main results will
stay unchanged if the electric fields defining the topological edge
states do not reach into the superconductors like we would expect
when using top and bottom gates to create the electric fields.
Furthermore, we have proposed a setup in which a first set
of spin-helical edge states mediates a Josephson junction and a
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second set of spin-helical edge states couples to them via inter-
valley scattering. However, instead of connecting to the super-
conductors, this second set of edge states connect to a separate
lead inducing dissipation in the first set of edge states (Fig. 3.9).
For small temperatures in the lead the junction will always relax
to its instantaneous ground state resulting in a nontopological
Josephson effect. Removing the second set of edge states con-
nected to the lead by changing the mass parameter configuration
in turn restores the topological nature of the Josephson junction.
In such a tunable junction we could measure the topology of the
junction by measuring the critical current as it should differ by
a factor of two in the two cases [78].
Finally, it is important to note that silicene is not the only
system featuring the described tunability. Aside from further
2D hexagonal lattices of group IV elements like germanene (Ge),
stanene (Sn), and plumbene (Pb), which are similar in struc-
ture to silicene, double layer quantum wells in HgTe [99] or
InAs/GaSb type II quantum wells [100, 101] are further sys-
tems in which mass domains can be defined by electric fields.
Electrically tunable coupling between topological edge states has
also been predicted in single HgTe quantum wells containing con-
strictions [102]. Furthermore, experimental signatures of topol-
ogy have already been demonstrated in both systems [46, 48, 50,
103, 104]. Voltage induced mass gaps have also been experimen-
tally realized in bilayer graphene [105–107] and been proposed to
be used as a Cooper pair splitter [93]. However, the edge states
forming at voltage domain walls are not topologically protected
as there are always two edge states of the same spin and chiral-
ity per valley. Using curved bilayer graphene [108] or combining
bilayer graphene with transition metal dichalcogenides [109–111]







In the last chapter we have proposed and analyzed in detail a
Josephson junction in silicene in which we can switch between a
Josephson junction that is topological and one that is nontopo-
logical by changing electric fields applied perpendicular to the
silicene sheet. Such a junction can potentially be used to find
experimental signatures of topological Josephson junctions. We
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briefly mentioned quasiparticle poisoning breaking conservation
of fermion parity and determined a parameter regime for the
proposed experiment. In this chapter we turn our focus to this
quasiparticle poisoning and its effects on the dynamical proper-
ties of fractional Josephson junctions.
Fractional Josephson junctions, that is Josephson junctions
that are mediated by spin-helical edge states of quantum spin
Hall insulators, feature a 4π periodic energy phase relation and
current phase relation [23, 25, 45, 49, 77, 112, 113]. This 4π peri-
odicity stands in stark contrast to the 2π periodicity of nontopo-
logical junctions. Despite this clear difference between the two
cases, experimental detection is complicated by the junctions cou-
pling to the environment. The 4π periodicity is a consequence of
the fermion parity, that is the number or fermions in the junction
modulo 2, being a conserved quantity [25]. In isolated junctions
this fermion parity is conserved so that one should be able to
measure a 4π periodicity. In realistic settings however the junc-
tion couples to the environment such that electrons can tunnel
between the junction and the environment [42, 114]. This pro-
cess, which is called quasiparticle poisoning, changes the number
of fermions in the junction by 1, so that the fermion parity is
changed [81, 115–117]. Fermion parity is hence not a conserved
quantity and the 4π periodicity is reduced to the usual 2π peri-
odicity.
To overcome this complication, experimental schemes mostly
focusing on dynamical properties of the junction have been theo-
retically proposed [118–126] and first experimental signatures of
the 4π have been reported [45–49]. One such dynamical prop-
erty can be observed by driving the junction with a time-periodic
current of frequency ω, which results in the formation of Shapiro
steps in the current voltage characteristic at voltages Vn = n~ω/2e
where n is an integer [51, 127, 128]. When performing such an ex-
periment with fractional junctions, odd Shapiro steps are missing
[23, 45], an effect which could be experimentally demonstrated
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[46] in Josephson junctions mediated by the helical edge states
of HgTe quantum wells.
Another proposal [78] instead focuses on dc measurements
in long Josephson junctions where the length between the two
superconductors L is large compared to the superconducting co-
herence length ξsc = ~vF /∆ with vF being the Fermi velocity
of the helical edge states [50, 103, 129] and ∆ the induced su-
perconducting gap. It has been proposed that in such junctions
the critical current should differ by a factor of 2 when comparing
topological with nontopological junctions as long as the quasi-
particle poisoning is slow and coming from a reservoir with low
temperature.
In this chapter we set out to analyze the effects that quasi-
particle poisoning has on the dynamics of fractional Josephson
junctions. We model the junction with the resistively shunted
junction (RSJ) model [128, 130, 131] in the overdamped limit
describing the junction in the absence of quasiparticle poison-
ing. We include the effects of poisoning via two methods. First,
we follow the analysis of [132] and rewrite the differential equa-
tion describing the RSJ model in terms of the Fokker-Planck
equation [132, 133] as well as include a random thermal driving
of the phase to model a finite junction temperature T . As the
Fokker-Planck equation has the form of a master equation, we
can include quasiparticle poisoning by introducing parity chang-
ing rates. We model these rates with a constant poisoning rate Γ
multiplied by an equilibrium Fermi distribution of temperature
Tb which can generally differ from the junction temperature.
While the Fokker-Planck equations are suitable for junctions
with finite junction temperature, recent experiments have reached
temperatures far below the superconducting gap ∆ as well as far
below the Thouless energy ET = ~vF /L. For such junctions we
will devise a second method to include quasiparticle poisoning
in the RSJ model valid at zero junction temperature. In this
second approach the poisoning events are assumed to occur in-
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stantaneously at specific times. Between these times the parity
of the junction is conserved such that the differential equation of
the RSJ model can be numerically solved. By iteratively solving
the differential equations between two times at which poison-
ing events occur, the time-dependent phase difference across the
junction and with it the voltage drop across the junction can be
determined.
We start in Sec. 4.1 by introducing the RSJ model and the
two numerical methods to include quasiparticle poisoning into the
RSJ model. Following that, in Sec. 4.2 we find the current voltage
characteristic of fractional Josephson junctions in the limits of
vanishing junction temperature and of fast or slow poisoning.
Finite junction temperatures as well as the effects of quasiparticle
poisoning onto the current voltage characteristic are discussed in
Sec. 4.3. With the proposal of [78] in mind we turn our focus to
the critical currents in the zero temperature limit in Sec. 4.4. In
Sec. 4.5 we devise multiple experimental schemes to measure the
rate with which poisoning events occur via voltage measurements.
After extending our model to extended junctions mediated by
two sets of spin-helical edge states with a constriction allowing
for electron tunneling between the two edges in Sec. 4.6, we finally
summarize our results and give a brief outlook to further possible
investigations in Sec. 4.7.
4.1 Model
We model a Josephson junction with the resistively shunted
junction (RSJ) model [128] where the junction is described by an
equivalent circuit (Fig. 4.1). An ideal Josephson junction is con-
nected in parallel to a resistance R. Here we neglect the existence
of a geometric capacity C, which is justified if the time scale of
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Figure 4.1: Equivalent circuit of a Josephson junction where an
ideal junction (cross) is connected with a resistance R in parallel.
The driving current I must be equal to the sum of the current
through the junction Ip and the current through the resistor.
Figure taken from the original publication [54]. c©2020 American
Physical Society
the corresponding RC-circuit τRC = RC is small compared to
the intrinsic time scale of the junction τJ = ~2e
1
IcR
where Ic is the
critical current of the junction [78, 128]. While the explicit val-
ues depend on the specific sample, typical values range between
R ∼ 50−150 Ω, C ∼ 1 fF −1 aF, and τJ ∼ 10 ps [46, 78, 94, 128].
Already fabricated junctions [46, 94] can therefore be described
with the RSJ model.
Using Kirchhoff’s rule, we can express the driving current
through the entire circuit as




where Ip(φ) is the current through the ideal Josephson junction
and φ is the phase difference across the junction. The second
term describes the current through the resistance described by
Ohm’s law where V is the voltage developing across the resistance
which is equal to the voltage developing across the entire circuit






we can express the voltage developing across the junction as the
time derivative of the phase difference across the junction. In-
serting this into Kirchhoff’s rule (4.1) yields




which is a differential equation describing the dynamics of the
Josephson junction. It holds for a fixed parity p = 0 (even) or
p = 1 (odd). In order to analyze the effects that quasiparticle
poisoning, which changes the parity p of the junction, has on the
dynamics of the junction, we will have to adapt the model to
allow for parity changes.
4.1.1 Fokker-Planck Equation
One way to introduce parity changing quasiparticle poisoning
is to rewrite the differential equation (4.3) in terms of a Fokker-
Planck equation. To that end, we can express the current flowing





where Ep(φ) is the energy phase relation of the Josephson junc-
tion and we assume low junction temperatures. Inserting this









Due to its form in short junctions, the potential Up is often called
the washboard potential [128].
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For finite junction temperatures T thermal fluctuations can
randomly drive the phase of the junction. Such effects can be
included in eq. (4.5) via
φ̇ = −µ
2
∂φUp + µζ(t) (4.7)





Solving the differential equation (4.7) is equivalent to solving the










where Pp is the probability density of finding the junction at
phase difference φ and in parity p.
Up to now this description does not include quasiparticle
poisoning as each parity sector is described by an independent
Fokker-Planck equation with an individual solution P0 or P1.
Parity changing effects can be included by coupling the two dif-
ferential equations of the two parity sectors. Because the Fokker-
Planck equations have the form of a master equation, we can in-
corporate such coupling by adding additional terms of the form














where Wpp′ is the rate the probability density Pp goes over into
the probability density Pp′1. Assuming the parity changing ef-
fects are due to electrons tunneling into or out of the junction,
1 Due to multiple Andreev bound states forming inside of long Josephson
junctions, there are multiple different states in a given parity sector. We
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where Γ is a constant poisoning rate specific to the system in
question and f [·] is the Fermi function. The electrons facilitating
the parity change come from a bath of temperature Tb which in
general can be different from the junction temperature T .
In the Fokker-Planck formalism the voltage developing across



















where we have used eq. (4.5).
4.1.2 Time-Dependent Parity
The description via the Fokker-Planck equations assumes a
finite junction temperature T . However, recent experiments in
Josephson junctions have reached temperatures far below both
the superconducting gap ∆ and the Thouless energy ET = ~vF /L
where vF is the Fermi velocity of the edge states facilitating the
Josephson effect and L is the distance between the two supercon-
ductors forming the Josephson junction [46, 94]. We will there-
fore also want to look at the zero temperature limit. However, the
Fokker-Planck equations no longer hold for low junction temper-
atures and driving currents below the critical current [135]. We
assume that the time it takes for the system to relax to the ground state
within a given parity sector is much faster than all other time scales [136] so
that the junction always evolves according to the ground state of each parity
sector.
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will therefore need to develop a new method to specifically look
at the zero temperature limit.
To that end, we model quasiparticle poisoning as individual
events that change the parity of the junction instantaneously, i.e.
much faster than the timescale of the junction τJ . Between the
individual poisoning events the parity of the junction stays fixed
so that the differential equation (4.3) holds. Numerically inte-
grating this differential equation between two poisoning events
yields the phase difference across the junction after this time in-
terval and can be used as the initial condition to numerically
solve the differential equation between the next two poisoning
events. Performing these steps iteratively, we can find the time-
dependent phase difference across the junction including poison-
ing events. Because the differential equation (4.3) holds at zero
junction temperature, this model also describes the junction at
zero temperature.
To implement this method, we start by randomly selecting
(uniform distribution) n = Int(Γτ) 2 times ti out of the time in-
terval [0, τ ]. At these times the parity of the junction can change
from p to p′ with the probability f [(Up′ − Up)/(kBTb)] while it
stays constant between these times. Iteratively solving the dif-
ferential equation (4.3) between two times ti and ti+1, evaluating
the probability of a parity flip at time ti+1, and performing said
parity change then results in the time-dependent phase φ(t) over
the entire time interval [0, τ ]. The voltage developing across the
















For this model to hold we require that τ  τJ ; Γ−1.
2 The function Int(·) rounds to the nearest integer.
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4.1.3 Energy Phase Relation of Topological Junctions
Both models described above can be applied to describe the
dynamics of any Josephson junction including quasiparticle poi-
soning. However, we will focus on topological junctions in either
the short junction (L ξsc) or the long junction (L ξsc) limit
where ξsc is the superconducting coherence length.
The only point at which the specific type of junction enters
our models is via its current phase relation Ip(φ) or its corre-
sponding energy phase relation Ep(φ). The energy phase relation
for short junction limit is given by [25]






and is 4π periodic since we consider topological Josephson junc-
tions. To obtain the energy phase relation of the long junction
limit, we can integrate the current phase relation given in [78] in






φ2 φ ∈ [0, 2π)
(φ− 4π)2 φ ∈ [2π, 4π)
p = 0
(φ− 2π)2 p = 1
(4.15)
for φ ∈ [0, 4π) mod 4π. While this energy phase relation was
evaluated in the limit T → 0, it will still be a good approximation
if kBT < ET . Like in the short junction limit, it is 4π periodic,
but now depends quadratically on the phase difference across the
junction φ.
For the remainder of the chapter it will be beneficial to intro-







, γ = ΓτJ (4.16)
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where Ic = (e/~)ξ and ξ = ∆ or ξ = ET in the short or long
junction limit respectively. It is important to note that in this
definition Ic is not equal to the critical current in the short junc-
tion limit, but rather equal to twice the critical current. The
intrinsic time scale of the junction τJ = 2/(µξ) [127] for junc-
tions in question are on the order of τJ ∼ 10 ps [46, 78, 94].
Intrinsic quasiparticle poisoning is expected to be on the order
of τqp ∼ 1µs [81] so that in this case the junction should al-
ways be in the slow poisoning regime (γ  1). However, artifi-
cial poisoning sources like described in Sec. 3.4 can potentially
achieve higher poisoning rates. Furthermore, we will later discuss
a scheme in which the normalized poisoning rate γ could poten-
tially be increased. It will therefore be important to also look at
the intermediate (γ ∼ 1) and fast (γ  1) poisoning regimes.
4.2 Effective Potentials
Both methods described in Sec. 4.1 can generally only be
solved numerically. However, analytical limits can be obtained
for T → 0 and fast poisoning rates (γ  1).
In this case we can treat the quasiparticle poisoning via ef-


















⇒P = 2c (∂φUe)−1
(4.18)
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where c is a constant with respect to φ. The voltage developing











































In the case where the poisoning electrons come from a low
temperature reservoir (kBTb  ξ), poisoning events will always
relax the junction to its instantaneous ground state. If these
poisoning events are frequent enough (γ  1), the junction will
always be in the lower of the two potentials so that the effective




In the opposite case where the electrons facilitating the poi-
soning events come from a reservoir with high temperature (kBTb
 ξ), poisoning events can both relax and excite the junction
with equal probability. If the poisoning events are again frequent
(γ  1), the junction will now spend an equal amount of time in
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Table 4.1: Current voltage characteristics for short and long
junctions with either no poisoning (γ = 0), low temperature
poisoning (kBTb  ∆, γ  1), or high temperature poisoning
(kBTb  ∆, γ  1). Table adapted from the original publication
[54]. c©2020 American Physical Society






With these effective potentials the integral in the expression
for the voltage (4.22) can be solved. The resulting voltage current
characteristics for both the short and long junction limit as well
as the case without poisoning are summarized in Tab. 4.1.
In a short junction the cases without poisoning (γ = 0) and
low temperature poisoning (kBTb  ∆, γ  1) are indistinguish-
able from each other in the current voltage characteristic. Only
102
the high temperature poisoning case (kBTb  ∆) results in a
resistive junction [132]. In contrast, the current voltage charac-
teristic for the long junction limit differs for the cases with and
without poisoning. More precisely, the critical current changes
by a factor of two between the two cases, an effect already pre-
dicted in [78] for low temperature poisoning. Because the cur-
rent voltage characteristic does not change when going from low
temperature (kBTb  ET ) to high temperature (kBTb  ET )
poisoning in the long junction, the result of [78] can be extended
to the high temperature poisoning case.
4.3 Finite Junction Temperature
The analytical solutions derived in Sec. 4.2 could only be ob-
tained in the limit of zero junction temperature T → 0. To
include thermal fluctuations, we need to numerically solve the
Fokker-Planck equations (4.10) and the expression for the volt-
age (4.12) (Fig. 4.2, dots).
For bias currents above the critical current where the junc-
tion becomes resistive the current voltage characteristic is well
described by the analytical limits (Fig. 4.2, solid lines) from
Tab. 4.1 in the cases of no (γ = 0) and fast (γ  1) poison-
ing. Looking at the differential equation (4.7), we see that the
time derivative of the phase difference across the junction φ̇ at
high bias currents is mostly determined by the first term includ-
ing the bias current and the thermal fluctuations µζ(t) become
negligible. At small bias currents however these fluctuations be-
come comparatively large and result in a ”smearing out” of the
current voltage characteristic around the critical current so that
a small but finite voltage will develop across the junction even
below the analytically predicted critical current. In this regime
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Figure 4.2: Current voltage characteristic for both short and
long junctions for both high ((a) and (b)) and low ((c) and
(d)) poisoning temperature at different poisoning rates γ. The
dots are numerical solutions obtained by numerically solving the
Fokker-Planck equations (4.10) for a finite junction temperature
kBT = 0.03ξ and evaluating eq. (4.12). The solid lines are the
analytical limits for T → 0 and γ = 0 or γ → ∞ taken from
Tab. 4.1. Figure taken from the original publication [54]. c©2020
American Physical Society
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the washboard potentials have minima at which ∂φUp = 0 so that
because of eq. (4.7) V ∝ φ̇ = 0 after the phase φ has evolved into
the minima (neglecting thermal fluctuations). No voltage should
therefore develop across the junction. However, thermal fluctu-
ations can randomly move the phase φ in both directions. At
bias currents below but close to the critical current these ther-
mal fluctuations are enough to move the phase out of the local
potential minimum so that the phase can evolve further result-
ing in a finite voltage. This effect has already been described in
nontopological junctions [134].
Intermediate poisoning rates (Fig. 4.2, orange and green) will
interpolate between the two limits of no (γ = 0) and fast (γ  1)
poisoning if the poisoning temperature is high compared to the
intrinsic energy scale of the junction kBTb  ξ (Fig. 4.2, (a)
and (b)). However, in the case of low poisoning temperature
kBTb  ξ (Fig. 4.2, (c) and (d)) an additional effect takes place
at bias currents above the critical current. When starting from
no poisoning (γ = 0) and increasing the poisoning rate, the volt-
age developing across the junction gets lowered for larger bias
currents. A possible explanation of this effect can be found by
looking at the corresponding washboard potentials (Fig. 4.3, (a)).
In the short junction (the long junction can be explained in a
similar fashion) the washboard potentials are 4π periodic. In the
region φ ∈ [−π, π] the washboard potential for p = 0 first has
a small slope for φ ∈ [−π, 0] and has a larger slope in the re-
gion φ ∈ [0, π]. The opposite is true for the potential for p = 1.
Because kBTb  ∆, only relaxation processes are possible. For
intermediate poisoning rates (γ ≈ 1) the time between individ-
ual poisoning events (Fig. 4.3, black arrows) is comparable to
the time it takes the junction to advance the phase φ by approxi-
mately 2π. Therefore, there will be approximately one poisoning
event per 2π interval. Applying this logic to the interval [−π, π],
we can see (Fig. 4.3, (a) left) that a relaxation event happening











































Figure 4.3: Example paths through which the short ((a) and (b))
and long ((c) and (d)) junctions can evolve. The two colors cor-
respond to the two parities p = 0, 1 while the solid (dashed) lines
correspond to the state the junction currently occupies (does not
occupy). Black arrows indicate poisoning events which change
the parity of the junction. Figure taken from the original publi-
cation [54]. c©2020 American Physical Society
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the potential for p = 0 with a small slope and continue to be
evolved by the small slope of the potential for p = 1 after the
poisoning event. In contrast, should the poisoning be fast γ  1
(Fig. 4.3, (a) right), the relaxation due to a poisoning event will
happen shortly after Up=1 < Up=0, which happens at φ = −π.
The junction therefore gets evolved by a steeper slope than in
the case for intermediate poisoning (γ ≈ 1) resulting in a higher
voltage V ∝ ∂φUp.
4.4 Zero Junction Temperature
Using the Fokker-Planck equations, we can analyze the cur-
rent voltage characteristic for finite junction temperatures T .
Current state of the art experiments however reach temperatures
far below the superconducting gap ∆ and Thouless energy ET
[46, 94]. To describe these experiments, it is therefore important
to also look at the zero temperature limit. For driving currents
below the critical current the Fokker-Planck equations no longer
hold for low junction temperatures [135]. To analyze the zero
temperature limit, we therefore employ the second method de-
scribed in Sec. 4.1.2.
The resulting current voltage characteristics (Fig. 4.4) resem-
ble those obtained via the Fokker-Planck equations (Fig. 4.2)
above the critical currents. At driving currents around and be-
low the critical currents the current voltage characteristic changes
significantly when neglecting thermal fluctuations. For vanishing
poisoning (γ = 0) and fast poisoning (γ  1) they follow the
analytical limits from Tab. 4.1 up to the critical currents and do
not show the effect of ”smearing out” like in the case for finite
junction temperature. This makes the current model well suited
to investigate the effects of poisoning at and below the critical
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Figure 4.4: Current voltage characteristics for short and long
junctions, high (kBTb  ξ) and low (kBTb  ξ) poisoning tem-
perature, and different poisoning rates γ obtained by numerically
implementing the second method described in Sec. 4.1.2 (dots).
The solid lines are the analytical limits taken from Tab. 4.1.
Adapted from [54]. c©2020 American Physical Society
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current.
In the short junction with high poisoning temperature kBTb 
∆ (Fig. 4.4, (a)) driving currents below the critical current (x <
1/2) result in a small but finite voltage drop across the junction
due to a small poisoning rate. This finite voltage drop extends up
to vanishing driving currents so that the critical current vanishes
for finite poisoning rates γ > 0. In contrast to this, the critical
current will stay unchanged if the temperature of the poison-
ing particles is small kBTb  ∆ (Fig. 4.4, (c)). To understand
this, we have to look at the corresponding washboard potentials
(Fig. 4.3, (b)). For bias currents below the critical current the
potential minimum for one parity coincides with a negative slope
of the potential for the other parity. If the poisoning is slow
(γ  1), the junction will generally stay in one parity and evolve
the phase to its corresponding potential minimum before a po-
tential poisoning event takes place. In order for a poisoning event
to change the parity of the junction, it must excite the junction
to a higher energy state. When such an excitation happens, the
junction then evolves the phase according to that potential of
higher energy, which always has a negative slope at the time of
the poisoning event. The phase will evolve to the next poten-
tial minimum at which point the process repeats itself. Because
each poisoning event advances the phase of the junction by 2π,
a small but finite average voltage will develop across the junc-
tion. Because the poisoning events need to excite the junction
to a higher energy state in order for this process to occur, the
particles facilitating the poisoning event must come from a bath
of high temperature (kBTb  ∆) where higher energy states are
occupied in order to ensure energy conservation. A finite voltage
therefore only develops in the case of high poisoning temperature
(kBTb  ∆) while no voltage develops when the temperature of
the poisoning particles is small (kBTb  ∆).
Similarly, in the long junction limit with high poisoning tem-
perature kBTb  ET (Fig. 4.4, (b)) small and finite poisoning
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(γ > 0) again results in a finite voltage below the critical cur-
rent. However, in contrast to the short junction limit, the same
thing happens for driving currents 1/2 < x < 1 in the case where
the poisoning particles come from a bath with low temperature
kBTb  ET (Fig. 4.4, (d)). Looking at the corresponding wash-
board potentials (Fig. 4.3, (c)), we note that the potential mini-
mum of the potential of one parity always coincides with a neg-
ative slope of the potential of the other parity, like in the short
junction. However, the cases x < 1/2 and 1/2 < x < 1 differ
in the energy spectrum of the two potentials. For x < 1/2 the
potential minimum of one potential always lies energetically be-
low the other potential so that poisoning events must excite the
junction in order to change the parity. For 1/2 < x < 1 the
potential minima always lie energetically above the other poten-
tial so that changes in parity coincide with a relaxation of the
junction. Because excitations require a high bath temperature of
the poisoning particles (kBTb  ET ), a finite voltage for driving
currents x < 1/2 only occurs in the case of high temperature
poisoning. Meanwhile, relaxation processes are always possible
so that a finite voltage due to poisoning develops for driving cur-
rents 1/2 < x < 1 regardless of the temperature of the poisoning
particles.
Like in short junctions, the critical current vanishes for inter-
mediate poisoning rates (γ ∼ 1) and high poisoning temperatures
(kBTb  ET ). However, unlike in the short junction case, a fi-
nite critical current at half the original value (x = 1/2) reemerges
when going to the fast poisoning regime (γ  1). To see how
the voltage drop for low driving currents x < 1/2 vanishes, we
take a look at the corresponding washboard potentials (Fig. 4.3,
(d)). The phase difference across the junction φ evolves to a po-
sition where the slopes of the potentials of both parities differ
only by their signs. As poisoning events are much faster than
the junction can evolve the phase in a given potential (γ  1),
the phase can never evolve away from this point and will only
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ever make small movements in both directions. This will result
in noise in the voltage signal which vanishes when averaged over
larger times.
When going from the case of no poisoning (γ = 0) to the case
of fast poisoning (γ  1) in the long junction, the critical current
changes from x = 1 to half its original value x = 1/2. This
effect has been predicted for low poisoning temperatures [78]. As
we have seen, this effect should also occur should the poisoning
particles come from a high temperature bath. Furthermore, this
effect can only be used as an indicator for the junction parity if
the quasiparticle poisoning rate is sufficiently small, as even small
poisoning rates will result in finite voltages developing across the
junction for driving currents x < 1.
4.5 Poisoning Rates
In the preceding sections we have seen how changing the poi-
soning rates can have an impact on the resulting current voltage
characteristics on Josephson junctions. These effects can also be
used to directly measure the poisoning rates.
One way to measure the poisoning rate is possible in long
junctions where the poisoning is fast (γ  1) and coming from
a high temperature bath (kBTb  ET ). At driving currents x <
1/2 the voltage developing across the junction vanishes due to the
junction changing its parity rapidly back and forth (Fig. 4.3, (d))
so that the phase φ gets trapped at a fixed point. Because the
two potentials corresponding to the two parities have opposite
slopes, the voltage V ∝ φ̇ ∝ ∂φUp also jumps between two values
which only differ in their sign. To determine the exact value
of the voltages, we first have to find the phase φ at which this
trapping of the phase occurs. The slopes of the two potentials
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meaning that the average current of the two parities must there-
fore equal the driving current. As this average always vanishes
in short junctions due to the currents of the two parities differing
only in their sign, this effect never happens in such junctions. In







+ 2πn, n ∈ Z. (4.26)
The voltage developing across the junction at this point in parity






































so that the voltage constantly jumps between the values V =






Figure 4.5: Time-dependent voltage signal of a long junction with
fast poisoning γ  1 and high poisoning temperature (kBTb 
ET ) obtained by numerically implementing the second method
described in Sec. 4.1.2. Figure taken from the original publication
[54]. c©2020 American Physical Society
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parity to the other (Fig. 4.5). By recording the time-dependent
voltage signal one can count the number of times the voltage
signal changes its sign in a fixed time frame and deduce the poi-
soning rate.
In case the poisoning is slow (γ  1), this first scheme cannot
be used to measure the poisoning rate. However, in this regime
the poisoning rate can be obtained through another method as
long as the junction is not in the short junction limit with low
poisoning temperature (kBTb  ∆). To see this we look at a long
junction where the poisoning particles come from a bath with low
temperature kBTb  ET (the high poisoning temperature cases
kBTb  ET can be explained in a similar fashion). For driving
currents 1/2 < x < 1 slow poisoning (γ  1) develops a small
but finite voltage across the junction. Because the poisoning is
slow, the junction will stay in one parity and evolve its phase
to the minimum of the corresponding washboard potential be-
fore a poisoning event takes place and changes the parity of the
junction (Fig. 4.3, (c)). After the poisoning event changed the
parity of the junction, the phase will again be advanced to the
next potential minimum. The phase difference between two po-
tential minima is always 2π and most notably independent of the
driving current. Because the poisoning is slow, we can assume
that the phase will always evolve to a potential minimum be-
fore a poisoning event changes the parity of the junction so that
each poisoning event corresponds to the phase being advanced
by 2π. The time-dependent voltage signal will therefore feature
voltage pulses right after a poisoning event with a vanishing volt-
age drop between the pulses when the phase stays in a potential
minimum waiting for a poisoning event to occur. By recording
the time-dependent voltage signal in a fixed time frame one can
again deduce the rate with which these poisoning events occur.
Furthermore, because the voltage pulses all have the same sign,
they add up to a finite time averaged voltage V = ~2πΓ/(2e)











Figure 4.6: Time averaged voltage of a long junction with slow
poisoning (γ/γ0 = 1, 2, 3, 4 with γ0 = 10−3 from bottom to top)
and low poisoning temperature (kBTb  ET ) obtained by numer-
ically implementing the second method described in Sec. 4.1.2.
Figure taken from the original publication [54]. c©2020 American
Physical Society
also be used to measure the poisoning rate.
These two methods to measure the poisoning rate both re-
quire the poisoning to either be fast (γ  1) or slow (γ  1).
However, there exists an experimental scheme (Fig. 4.7) in which
the intermediate regime (γ ∼ 1) can potentially be tuned into
the fast poisoning regime. By shunting the Josephson junction
with an external resistance Rext, we can again produce an RSJ
model with the effective resistance Rtot given by Kirchhoff’s rule
R−1tot = R
−1 + R−1ext, which in the case of small external resis-
tances Rext  R simplifies to Rtot ≈ Rext. Because the intrinsic
time scale of the junction is inversely proportional to the resis-
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Figure 4.7: Three equivalent circuits where an external resistance
Rext shunts the Josephson junction. The shunted circuit (left) is
equivalent with an RSJ model (right) with a modified resistance
Rtot. Figure taken from the original publication [54]. c©2020
American Physical Society
tance of the RSJ model τJ ∝ R−1tot, we can increase this time
scale τJ by shunting the junction with small resistances. As the
dimensionless poisoning rate γ = ΓτJ increases with longer in-
trinsic time scales of the junction, the junction can be tuned from
the slow or intermediate poisoning regime to the fast poisoning
regime. The poisoning rates with different resistances scale like
γ/γ′ = Rtot/R
′
tot. The intrinsic poisoning, for example, occurs
on a time scale τqp ∼ 1µs while τJ ∼ 10 ps for typical junctions so
that intrinsic quasiparticle poisoning γ ∼ 10−5 should always be
slow. When the intrinsic resistance is on the order of R ∼ 100 Ω,
the intrinsic quasiparticle poisoning can be tuned into the inter-
mediate regime (γ ∼ 1) by applying an external resistance of
Rext ∼ 1 mΩ. Similarly, to achieve the fast poisoning regime
γ ∼ 10 used in numerical calculations an external resistance of
Rext ∼ 0.1 mΩ would be necessary. However, as the effective re-
sistance is always going to be smaller than the intrinsic resistance
Rtot < R, we can only ever increase the dimensionless poisoning
rate γ by shunting the Josephson junction with a resistance.
118
4.6 Extended Josephson Junction
In the previous sections we have focused on Josephson junc-
tions that are mediated by a single helical edge state. However,
signatures of topology have been found in extended junctions
where the Josephson current is carried by two sets of spin-helical
edge states from opposite edges of a quantum spin Hall insula-
tor [129, 132, 137–140]. We furthermore consider a constriction
in the topological edge states [141] such that electrons from one
edge can tunnel into the other edge (Fig. 4.8). The energy phase
relation of the extended junction is given by3
Ep1,p2(φ) =
Ep1(φ) + Ep2(φ+ Φ)
2
(4.29)
where Epi(φ) is the energy phase relation of a single edge and pi
is the parity of the junction mediated by edge i = 1, 2. A flux
Φ is threaded between the superconductors so that an additional
phase difference exists between the two edges. Poisoning events
described by the rates Γi can occur in both edges independently
and change the parity pi → pi + 1 mod 2 of the corresponding
edge while leaving the other parity pi′ unchanged. In contrast to
this, the tunneling of electrons between the two edges described
by the rate Γc changes both parities p1 → p1 + 1 mod 2 and
p2 → p2 + 1 mod 2 while leaving the total parity of the junction
p1 + p2 unchanged.
3 An additional factor of 1/2 has been introduced in order to better com-
pare the results from the extended junction to a junction mediated by a single
edge.
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Figure 4.8: Josephson junction mediated by two sets of spin-
helical edge states. Quasiparticle poisoning in both edges Γi can
change the overall parity of the junction. Furthermore, electrons
can tunnel between the two edges Γc which leaves the overall par-
ity of the junction unchanged. A flux Φ is threaded between the
two superconductors. Figure taken from the original publication
[54]. c©2020 American Physical Society
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4.6.1 Tunneling Rate
The tunneling from one helical edge into the other can be






|〈f |HT |i〉|2 δ[εi − εf ] (4.30)
where
|i〉 = |p1〉 ⊗ |p2〉 and |f〉 = |p′1〉 ⊗ |p′2〉 (4.31)
are the initial and final states of the two edges with p1,2 being the
parity of the two edges. The tunneling Hamiltonian HT transfers
an electron from one edge to the other so that the parities of both
edges of the final state change
p′1,2 = p1,2 + 1 mod 2. (4.32)





dεp1ρp1 dεp2ρp2 dεp′1ρp′1 dεp′2ρp′2 |〈f |HT |i〉|
2
δ[(εp1 + εp2)− (εp′1 + εp′2)]
(4.33)
where ρα is the spectral density of the states α = p1, p2, p′1, p′2.
In a completely isolated system (with no poisoning) the spectral
density of the Andreev bound states would be a delta function.
However, due to coupling to the environment, the spectral density
will be broadened, for instance, through thermal broadening or
poisoning events and we assume the spectral density to have the





(εα − Eα)2 + γ2α
=: L[εα − Eα, γα] (4.34)
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with a full width at half maximum (FWHM) of 2γα around the
unperturbed energy Eα. When the matrix element of the tunnel-







dεp1ρp1 dεp2ρp2 dεp′1ρp′1 dεp′2ρp′2
δ[(εp1 + εp2)− (εp′1 + εp′2)].
(4.35)
Substituting the spectral densities and performing the integral
over the energy εp′2 yields
κ :=
∫
dεp1dεp2dεp′1dεp′2L[εp1 − Ep1 , γp1 ]L[εp2 − Ep2 , γp2 ]
L[εp′1 − Ep′1 , γp′1 ]L[εp′2 − Ep′2 , γp′2 ]δ[(εp1 + εp2)− (εp′1 + εp′2)]
=
∫
dεp1dεp2dεp′1L[εp1 − Ep1 , γp1 ]L[εp2 − Ep2 , γp2 ]
L[εp′1 − Ep′1 , γp′1 ]L[εp1 + εp2 − εp′1 − Ep′2 , γp′2 ].
(4.36)
Noting that the integral over two Lorentz-Cauchy distributions
is again a Lorentz-Cauchy distribution (see App. B)
∫
dεL[ε+ a, γ]L[ε+ b, δ] = L[a− b, γ + δ] (4.37)
and that it is symmetric in its first argument L[ε, γ] = L[−ε, γ],





dεp1dεp2L[εp1 − Ep1 , γp1 ]L[εp2 − Ep2 , γp2 ]
L[εp1 + εp2 − Ep′1 − Ep′2 , γp′1 + γp′2 ]
=
∫
dεp1L[εp1 − Ep1 , γp1 ]
L[−εp1 + Ep′1 + Ep′2 − Ep2 , γp2 + γp′1 + γp′2 ]
= L[−Ep1 + Ep′1 + Ep′2 − Ep2 , γp1 + γp2 + γp′1 + γp′2 ]
= L[(Ep′1 + Ep′2)− (Ep1 + Ep2), D/2]
= L[Ep′1,p′2 − Ep1,p2 , D/2]
(4.38)
where we have defined D/2 = γp1 + γp2 + γp′1 + γp′2 for the total
broadening4. Abbreviating the matrix element |tc| = 〈f |HT |i〉
and defining the dimensionless broadening d = D/ET the tun-















































































4 We have also neglected a factor of 2 in the energy argument of the
final Lorentz-Cauchy distribution so that our notation is consistent with the










The tunneling rate Wc has the form of a Lorentz-Cauchy distri-
bution with a FWHM of d centered around zero energy and has
a maximum value of Γc/d.
4.6.2 Two Critical Currents
With the tunneling rates evaluated we can adapt the second
method described in Sec. 4.1.2 and include the tunneling events
in analogy to the poisoning events. Numerically implementing
this method results in the current voltage characteristic shown
in Fig. 4.9 (top).
Including the tunneling events only adds a voltage peak
around x = 1/2 and leaves the current voltage characteristic un-
changed for driving currents away from x ≈ 1/2. Depending on
the flux Φ that gets threaded between the two superconductors,
we can make out two ”critical currents” just like in short junc-
tions [132]. For instance, looking at the specific case of vanishing
flux Φ = 0, there exists a critical current at x ≈ 1/2 at which
a finite voltage develops across the junction. However, a second
”critical current” exists around x ≈ 1 at which point the current
voltage characteristic shows a kink where the voltage increases
more rapidly than below x ≈ 1.
To understand this we need to look at the possible parity
states the junction can be in. The junction can be in one of four
states described by the vector p = (p1, p2) where pi = 0, 1 are the
parities of the two edges. The two even states (0, 0) and (1, 1)
feature a 4π periodic energy phase relation with a critical current
of x = 1. The overall odd states (1, 0) and (0, 1) however feature
a 2π periodic energy phase relation and have a critical current of
half that value x = 1/2 [79]. For bias currents 1/2 < x < 1 the
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Φ = 0, 2π










Figure 4.9: Current voltage characteristic for a long extended
junction obtained by numerically implementing the second
method described in Sec. 4.1.2. The poisoning rates are equal
in both edges and equal to γ1 = γ2 = 10−2 (10−4) while the
tunneling occurs at a rate of γc = ΓcτJ = 0.1 (10−5) at the top
(bottom). The dashed line (bottom) is the analytically predicted
value (4.49). Figure taken from the original publication [54].
c©2020 American Physical Society
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extended junction can therefore be either in a resistive state when
the overall parity of the junction is odd, or in a nonresistive state
when the overall parity is even. The voltage developing across
the junction in the resistive states can be evaluated similarly to









As the junction can freely move between the overall even and odd
states due to quasiparticle poisoning in both edges, the junction
will spend some time in the resistive states and some time in the
nonresistive states. When we denote the time spend in a resistive
state as τo, the average voltage developing for bias currents 1/2 <
x < 1 can be expressed as
ν = τoνo. (4.42)
When driving the junction with a current x > 1, the overall
even states also become resistive. The average voltage developing
across the junction will therefore increase significantly resulting
in the kink in the current voltage characteristic at x ≈ 1.
4.6.3 Voltage Peak due to Tunneling
The emergence of two ”critical currents” described above is
independent of the tunneling between the two edges. Includ-
ing tunneling events leaves the current voltage characteristic un-
changed for bias currents away from x ≈ 1/2 and only adds a
voltage peak around x = 1/2. This voltage peak is independent
of the threaded flux Φ (Fig. 4.9, top). However, for fluxes Φ = 0
and Φ = 2π the finite voltage drop for driving currents x > 1/2
discussed above overshadows this peak. As tunneling events need
to preserve energy conservation, such events can only occur at
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phases where the washboard potentials U00 and U11 or the po-
tentials U10 and U01 cross. Because the washboard potentials of
the overall odd states are equivalent to the overall even states
when shifting the flux by 2π so that Φ → Φ + 2π, we can focus
on the overall even junctions without loss of generality.
The two potentials U00 and U11 cross at the two phases
φc1 = π − Φ/2, φc2 = 3π − Φ/2. (4.43)
In order for the junction to switch from the state (0, 0) to (1, 1),
a tunneling event must occur at either of these two phases. In
the case of small tunneling rates (γc = ΓcτJ  1) the junction
will evolve the phase to a potential minimum before a potential
tunneling event can take place. Therefore, in order for tunneling
events to take place, the minimum of one potential must coincide
with one of the two phases (4.43) at which the potentials cross.
The potential minimum of U00 is located at
φmin = 2πx− Φ/2 (4.44)
so that the phase difference between the minimum and the first
crossing point
φmin − φc1 = π(2x− 1) (4.45)
is independent of the flux Φ and vanishes for a driving current
x = 1/2. The potential minimum of the potential U11
φ′min = 2πx− Φ/2 + 2π (4.46)
is located exactly 2π away from the minimum of the potential
U00 so that the phase difference between this minimum and the
second crossing point
φ′min − φc2 = π(2x− 1) (4.47)
is again independent of the flux Φ and vanishes at x = 1/2.
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When we drive the junction with a current x = 1/2, the
crossing points of the two potentials U00 and U11 therefore al-
ways coincide with the potential minima of the two potentials.
For slow tunneling (γc  1) the junction will therefore evolve
the phase to a potential minimum where the junction is going to
stay until a tunneling event occurs. Because the potential min-
imum coincides with a crossing point of the two potentials, the
tunneling event can take place and switch the junction to the
other overall even state. The junction will then evolve the phase
to the potential minimum of the second even state, which always
lies exactly 2π apart from the potential minimum of the first po-
tential. At this point the process can repeat itself so that the
phase φ can slowly diffuse down the two washboard potentials.
Because each tunneling event advances the phase by exactly 2π
and the tunneling events occur with a frequency of Γc/d, the
voltage developing due to tunneling is equal to ν = 2πγc/d.
If the driving current is close to but not equal to x = 1/2,
the phase difference between the crossing points and minima of
the potentials will be finite which results in an energy difference
of ≈ ETπ(2x − 1) between the two potentials at the potential
minima. In isolated systems where the spectral density is pro-
portional to a delta distribution no tunneling events could occur
and no additional voltage would develop across the junction due
to tunneling. However, when coupling to the environment, this
delta distribution gets broadened (see Sec. 4.6.1) so that tunnel-
ing events can still take place at a smaller rate. The voltage drop















which again has the form of a Lorentz-Cauchy distribution com-
ing from the spectral density with a FWHM of d/(2π) and max-
imum voltage of ν = 2πγc/d centered around the driving current
x = 1/2.
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As the poisoning events in each individual edge can also de-
velop a voltage drop of νpois = 2πγ1 (see Sec. 4.4) and because
these two effects are independent of each other, the overall volt-
age developing is given by (Fig. 4.9, bottom)













)2 + 2πγ1. (4.49)
In order to measure this voltage peak, we need to tune the flux
Φ away from Φ = 0 and Φ = 2π as the finite voltage developing
due to two of the four parity states of the junction being resistive
would overshadow this voltage peak.
4.7 Conclusion
In this chapter we have analyzed the effects that quasiparticle
poisoning has on the dynamics of fractional Josephson junctions
in both the long and short junction regimes. We described the dy-
namics of such junctions via an RSJ model and used two methods
to model the parity changing quasiparticle poisoning. First, we
have rewritten the differential equation describing the RSJ model
in the form of Fokker-Planck equations modeling the junction at
low but finite junction temperature and included poisoning in the
form of Fermi’s golden rule rates [132]. We assume the poison-
ing particles to come from a bath of temperature Tb, which can
generally differ from the junction temperature. However, simi-
lar results should occur if a nonequilibrium distribution of the
quasiparticles facilitating the parity changes is assumed as long
as they lie at energies ∼ kBTb. To describe Josephson junctions
at zero temperature, we developed a second method to obtain the
current voltage characteristics by iteratively solving the differen-
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tial equations of the RSJ model for small time intervals during
which the parity of the junction stays fixed.
We have seen that the halving of the critical current in long
junctions when going from topological to nontopological junc-
tions as predicted by [78] for low poisoning temperatures can
also be extended to the high poisoning temperature case. We
have furthermore devised schemes to measure the poisoning rate
in long junctions either by a time-resolved voltage measurement
in the case of fast poisoning, or a time-averaged voltage mea-
surement for slow poisoning. As the poisoning rate plays an
important role in the stability of topological qubits [2, 81, 113,
142, 143] formed out of Majorana excitations [23, 29–31, 40, 144],
knowledge of these poisoning rates is of great interest.
Finally, we have considered extended long junctions where
two sets of spin-helical edge states mediate the Josephson effect
and an additional flux is threaded between the two superconduc-
tors similar to [132]. We furthermore considered a constriction
in the two sets of edge states such that electrons can tunnel from
one edge to the other. The tunneling of electrons between the
edges results in a voltage peak at bias currents of one half of
the critical current with a height proportional to the tunneling
rate. The width of the peak is bounded from below by the sum
of the poisoning rates of all four parity states. This voltage peak
adds another way in which fractional Josephson junctions can be
characterized.
In future works it would be interesting to also include a time-
periodic part in the driving current in order to study the forma-
tion of Shapiro steps and the effect that quasiparticle poisoning
has on the emergence and disappearance of odd Shapiro steps.
Also, considering nonequilibrium distributions of poisoning par-
ticles as well as bias voltages between superconductors and the
bath the quasiparticles come from could offer new insights into





In the previous chapter we have discussed in detail the effects
that quasiparticle poisoning has on the current phase relation
of fractional Josephson junctions. Specifically, we have devised
schemes in which the poisoning rate can be obtained through
a voltage measurement. Often times these measurements relied
on the junction being in the long junction regime, that is the
regime in which the distance L between the two superconductors
is large compared to the superconducting coherence length ξ. In
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this chapter we turn our focus to this constraint and propose
possible schemes in which junctions that are physically in the
short junction regime can be tuned to resemble larger junctions.
Fractional Josephson junctions that are currently fabricated
typically have lengths of L ∼ 100 − 500 nm [46, 103, 105, 129].
The superconducting gap of the host superconductor is usually
around ∆ ∼ 1 meV so that considering typical Fermi veloci-
ties vF ∼ 105 m/s results in typical superconducting coherence
lengths of ξ = ~vF /∆ ∼ 65 nm. Therefore, the abovementioned
junctions should lie in the long junction limit. However, because
the superconductivity is induced through the proximity effect,
the induced superconducting gap is generally lower than the gap
of the host superconductor. When this induced superconduct-
ing gap is on the order of one magnitude smaller than the gap
of the host superconductor, the resulting superconducting coher-
ence length would be ξ ∼ 650 nm. In this case the abovemen-
tioned junctions would lie in the short to intermediate junction
regime. In these short junctions, many of the measurements pro-
posed in Chap. 3 would become inaccessible.
To overcome this problem, we propose a scheme in which we
couple the helical edge states facilitating the fractional Joseph-
son effect to an additional spin-degenerate channel or to a spin-
degenerate quantum dot. Due to this coupling, the energy phase
relation of the Josephson junction will be altered in a way that
is dependent on the chemical potential of the channel or on the
quantum dot level energy. The key observation is that the al-
tered energy phase relation resembles that of a Josephson junc-
tion which has a longer distance between the two superconductors
Le than the actual physical distance L. An intuitive way to un-
derstand this increase in effective junction length is to consider
the Fermi velocity under such a coupling. It has been shown
[145] that the Fermi velocity decreases by such a coupling in a
way that is dependent on the chemical potential. Because ξ ∝ vF ,
the system behaves like a system with a lowered superconducting
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coherence length, which in turn can be interpreted as a longer
effective junction length. By tuning the chemical potential or the
quantum dot level energy, we can then tune the effective length
Le of the junction.
In a related setup Vinkler-Aviv et al. [37] considered a sin-
gle spin impurity coupled to the helical edge states facilitating a
fractional Josephson effect. In this setup the periodicity of the
Josephson effect became 8π periodic and the junction hosted Z4
parafermions instead of Majorana excitations. However, the cou-
pling to a spin impurity considered by Vinkler-Aviv et al. is a
very different physical process from the one considered in this
chapter such that the results obtained here will differ quite sig-
nificantly.
We start by reviewing Andreev reflections and their resulting
Andreev bound states in Sec. 5.1. Noting that the slope of the en-
ergy phase relation at zero energy is significantly different for long
and short junctions, we derive a general expression for the slope
at zero energy. In Sec. 5.2 we propose a first scheme in which the
effective junction length can be increased by coupling the spin-
helical edge states to an additional spin-degenerate channel. We
calculate the slope of the energy phase relation analytically and
consider its limit at zero energy in order to define an effective
length of the junction. In the next section (Sec. 5.3) we show
that this effect is not unique to the system described in Sec. 5.2
by coupling the helical edge states to a single quantum dot and
showing that similar effects occur. By treating the coupling to
the dot with a scattering matrix approach, we again calculate
the slope of the energy phase relation analytically allowing us
to define an effective junction length. In Sec. 5.4 we propose to
realize the two described models by a Kane-Mele model, which
describes 2D hexagonal structures like graphene (with enhanced
spin-orbit interaction), silicene, and germanene. In this case the
energy phase relations are obtained by numerically diagonalizing
the Kane-Mele tight binding model illustrating the effect of in-
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Figure 5.1: Andreev reflection occurs when an electron e− coming
from a normally conducting region N is reflected as a hole h+ at
an interface to a superconductor S. A Cooper pair is created
inside of the superconductor in the process.
creasing the effective junction length. Finally, we give a short
summary of our findings and outlook in Sec. 5.5.
5.1 Andreev Bound States
When an electron coming from a normal conducting region
approaches an interface to a superconducting region, it cannot
tunnel into that region if its energy E lies below the supercon-
ducting gap ∆ as there are no states below that energy inside the
superconducting region. It can however enter the superconduc-
tor if a second electron with energy −E simultaneously enters the
superconductor and forms a Cooper pair with the first electron.
During this process called Andreev reflection a hole is reflected
at the interface to the superconducting region, which then propa-
gates in the opposite direction to the original electron (Fig. 5.1).
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5.1.1 General Case
During this reflection the wave function of the scattered hole
acquires a phase shift of [95]
− arccos(E/∆)− φi (5.1)
with respect to the wave function of the incident electron. Here E
is the energy of the electron and φi the phase of the superconduc-
tor at which the electron gets Andreev reflected. When connect-
ing two superconducting regions S with one normally conducting
region in an SNS Josephson junction, the Andreev reflected hole
will also get Andreev reflected as an electron at the interface to
the second superconductor. During this second Andreev reflec-
tion the wave function of the reflected electron will acquire an
additional phase shift of [95]
− arccos(E/∆) + φi′ (5.2)
with respect to the wave function of the incident hole where φi′
is the phase of the second superconductor.
If the phase picked up in an entire round trip is equal to an






± φ = 2πm, m ∈ Z, (5.3)
the wave functions will interfere constructively and a bound state
called an Andreev bound state will form. Here φ = φi−φi′ is the
phase difference between the two superconductors and ϕ is the
phase that the electron and hole pick up while propagating in the
normal region N. The sign in front of φ in eq. (5.3) results from
multiple Andreev bound states being able to form inside the junc-
tion. One Andreev bound state forms in the way described above.
As the normal region N supports electron transport in both di-
rections, another Andreev bound state can form by propagating
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in the opposite direction, i.e. first being Andreev reflected as a
hole at the second superconductor which is then being Andreev
reflected as an electron at the first superconductor. Solving the
relation (5.3) for the Andreev bound state energy E yields the
energy phase relation of the Andreev bound states.
As we will see in the remainder of this chapter, coupling the
states of the normal region to an additional nondispersive channel
or a quantum dot and letting electrons scatter between these
systems significantly alters the phase ϕ and therefore the energy
phase relation of the Andreev bound states. Because we want
to analyze the effects that such scattering in the normal region
has on the effective length of the junction, we will have to define
a measure for this effective length. To that end we notice that
the slope of the energy phase relation at zero energy in the long
junction limit ET /2 with the Thouless energy ET = ~vF /L is
much smaller than the slope in the short junction limit ∆/2. We
can therefore use the slope at zero energy to distinguish between
junctions that behave more like long junctions and those that
behave more like short junctions. Taking the derivative of (5.3)
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Using this relation, we can analytically obtain the slope of the
energy phase relation even in cases where analytical closed form
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solutions for the energy phase relation itself are not possible.
5.1.2 Propagation without Scattering
The eqs. (5.3) and (5.5) are valid in the general case where
ϕ can take any form depending on the system in question and
yield the energy phase relation and its slope respectively. When
considering the case where electrons and holes only propagate in
the normal region and are not coupled to additional systems, the
phase picked up during propagation is given by ϕ = k · x where
k = E/~vF is the wave vector of the electron / hole and x is the
distance it traveled. The phase picked up in an entire round trip

















± φ = 2πm, m ∈ Z, (5.7)
which cannot be solved analytically without further simplifica-
tions.
If the distance between the two superconductors L is short
compared to the superconducting coherence length ξ = ~vF /∆,
the phase ϕ can be neglected as |E| ≤ ∆  ET . The resulting
relation can be solved for the energy E analytically to yield the
well-known energy phase relation of short junctions [25, 95, 146]






In the opposite limit, where the distance between the two su-
perconductors is long compared to the superconducting coher-
ence length, we can approximate arccos(E/∆) ≈ π/2 for small
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|E|  ∆ so that we can again obtain the energy phase relation










which is valid for the first couple of Andreev bound states (|E| ∼
ET  ∆).
Inserting eq. (5.6) into eq. (5.5) we can evaluate the slope of




















































whereas in the opposite limit of long junctions (ET  ∆) we can





which is much smaller than the slop at zero energy of short junc-
tions. Comparing the slopes at zero energy with these two limits
of short and long junctions without scattering will allow us to
define effective lengths for junctions including scattering inside
the normal region.
139
Figure 5.2: Josephson junction mediated by helical edge states
(blue and red) that are coupled to an additional nondispersive
channel at energy ε0 (yellow).
5.2 Nondispersive Channel
To see how coupling the states facilitating the Josephson ef-
fect can result in a gate tunable effective length of the Joseph-
son junction, we consider a system where the helical edge states
facilitating the Josephson effect are coupled to a nondispersive
spin-degenerate channel at energy ε0 (Fig. 5.2). A proposal for a
physical realization of this model will be given in Sec. 5.4. The














where ψkσ and dkσ annihilate and electron with wave vector k
and spin polarization σ in the helical edge states and the nondis-
persive channel respectively. The first (second) term describes
the electrons in the helical edge states (nondispersive channel) at
chemical potential µ and the third describes tunneling of strength
t ∈ R between the two subsystems. Because the additional
nondispersive channel is not coupled to a lead, the number of
fermions and therefore the fermion parity inside the junction does
not change by this tunneling. The junction is therefore still frac-
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tional and we should expect a 4π periodicity in the energy phase
relation.
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we can perform a simple matrix diagonalization to find the eigen-
states with corresponding eigenenergies ε which are enumerated







ε0 − (ε+ µ)
)
. (5.16)
When building a Josephson junction mediated by these states
like in Fig. 5.2, Andreev bound states will form due to electrons
and holes being consecutively Andreev reflected. When propa-
gating in the eigenstates of the normal system, the electrons and
holes pick up a phase of k · x where x again is the distance trav-
eled. In an entire round trip the electrons and holes therefore







(ε0 − µ)− E
− t
2
(ε0 − µ) + E
)
. (5.17)
Here, we have replaced the eigenenergy ε with the Andreev bound
state energy E and neglected the overall sign σ as an additional
sign in ϕ does not result in additional solutions to eq. (5.3).
The first term is equivalent with the phase picked up in the case
without scattering (eq. (5.6)) while the second (third) term arises
due to electrons (holes) scattering into the nondispersive channel.
The phase ϕ diverges when the Andreev bound state energy is
in resonance with ±(ε0 − µ) which according to eq. (5.3) should
result in a vanishing slope of the energy phase relation at that
energy.
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When looking at the resulting slope of the energy phase rela-
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we see that it vanishes at the resonance energies E = ±(ε0 − µ)
in addition to vanishing at the superconducting gap E = ±∆.
For energies far away from the resonance energies the slope can
















The scattering into the nondispersive channel therefore only sig-
nificantly effects the energy phase relation around the resonance
energies ±(ε0 − µ).
The connection to the case without scattering becomes even




































































Around zero energy the junction of length L including scattering
into the nondispersive channel therefore features an energy phase
relation like a junction of length Le without scattering.
The effective length Le is bounded from below by the actual
length of the junction L, which can be achieved by tuning the
chemical potential far away from the channel energy |µ− ε0|  t.
When tuning the chemical potential to lie near the channel energy
however |µ− ε0|  t, the effective length of the junction near
zero energy increases and can even diverge. That way we can
electrically tune a junction that is physically in the short junction
limit L  ξ to either effectively behave around zero energy like
a short junction or like a long junction L ξ  Le.
This effect can be seen when numerically evaluating eq. (5.3)
for different chemical potentials (Fig. 5.3). Because the junction
is physically in the short junction regime (L = 0.1ξ), the energy
phase relation resembles that of a short junction when the chem-
ical potential is further away from the channel energy ε0. When
tuning the chemical potential closer to the channel energy how-
ever, the slope of the energy phase relation at zero decreases and







/∆ |ε0 − µ| = t
|ε0 − µ| = t/5
Figure 5.3: Energy phase relation of a Josephson junction of
length L = 0.1ξ mediated by spin-helical edge states that are cou-
pled to a nondispersive spin-degenerate channel like in Fig. 5.2
obtained by numerically solving eq. (5.3) together with eq. (5.17)
for two different chemical potentials. The numerical solution is
obtained by sampling both E and φ with equidistant points, cal-
culating both sides of eq. (5.3), and showing only the points, for
which the difference between the left and right sides of eq. (5.3)
are below a certain threshold. Only positive energies are shown.
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Figure 5.4: Josephson junction mediated by helical edge states
(blue and red) that are coupled to a quantum dot at energy ε0
(yellow).
5.3 Quantum Dot
To see that the system described in Sec. 5.2 is not the only
one in which such tunability is possible, we shift our focus to a
system in which the helical edge states mediating the Josephson
effect are coupled to a single quantum dot (Fig. 5.4) instead of

















ψ†σ(0)dσ + H.c.︸ ︷︷ ︸
V
(5.23)
where the first partH0 describes the helical edge states and quan-
tum dot whereas the second part V describes the coupling of
strength t between the two. The operators ψkσ and dσ annihilate
an electron in spin polarization σ either in the helical edge states
with a wave vector k or on the dot respectively. The coupling
is assumed to be local and spin-independent. A proposal for a
physical realization of this model will again be given in Sec. 5.4.
Because the system is no longer translationally invariant due
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to the local scattering, we can no longer employ the same method
to obtain the phase ϕ picked up while propagating between the
two superconductors. Instead, we will use a scattering matrix
approach to calculate the phase picked up by considering the
eigenstates of the helical edge states without scattering |kσ〉 as
incoming and outgoing waves and the dot as the scattering re-
gion. The scattering matrix at energy ε can be evaluated via the
Mahaux-Weidenmüller formula [147–149]
S = 1 + 2πiW †
1






















of the helical edge states1.
As the system is time-reversal symmetric and the helical edge
states are spin-helical, an incoming wave cannot be backscattered
at the quantum dot. Furthermore, due to energy conservation,
the outgoing wave must always have the same wave vector as the
incoming wave. The only finite matrix elements of the S-matrix
are therefore its diagonal elements
Sk := 〈k|S|k〉 = 1 + 2πi 〈k|W †
1
Hd0 − ε− iπWW †
W |k〉 (5.28)
1 Another approach is to express the S-matrix in terms of the T -matrix.
Using the Lippmann-Schwinger equation, one can calculate the T -matrix
elements via a geometric series.
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with |k〉 = ψ†kσ |0〉 where |0〉 denotes the vacuum state. We have
neglected the index σ in the helical edge states because the spin
is always preserved during a scattering event. The second part





where {|µ〉} is the complete and orthonormal set of all possible
single electron states, that is either |k〉 for an electron in a helical
edge state or |d〉 = d†σ |0〉 for an electron on the quantum dot.
Using this identity, we can find
〈k|W † 1





〈k|W †|µ′〉 〈µ′| 1
Hd0 − ε− iπWW †
|µ〉 〈µ|W |k〉 .
(5.30)

























〈µ|W |k〉 = √ρtδµ,d. (5.33)
Inserting this into eq. (5.30) yields
〈k|W † 1
Hd0 − ε− iπWW †
W |k〉 = ρt2 〈d| 1




ε0 − ε− iπρt2
(5.34)
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with which we can evaluate the S-matrix elements
Sk = 1 +
2πiρt2
ε0 − ε− iπρt2
. (5.35)
Using some basic algebra, one can show that
Sk = e







which for ε 6= ε0 simplifies to






and δ = ±π if ε = ε0.
The overall phase ϕ picked up by the electron and hole in a












2ET (E + ε0)
)
(5.38)
where the first term describes propagation without scattering
and the second (third) term describes scattering by the electrons

































it only vanishes at the superconducting gap E → ±∆, unlike
in the case with the nondispersive channel. In the weak cou-
pling limit t2  ET (E ± ε0) the second term of the denominator

























so that the slope has the same form as the case with the nondis-
persive channel where now the dot energy ε0 acts as the reso-
nance energies. The cases of electrons coupled to a nondispersive
channel and of electrons coupled to a single quantum dot can
therefore not be distinguished in the energy phase relation in the
weak coupling limit.
















the slope of the case without scattering is recovered. This at
first counterintuitive result can be understood by considering the
phase (5.38) in this limit. The phase picked up by an electron
or hole due to scattering approaches its maximum value of ±π
for strong couplings. As both the electron and hole scatter along
the dot, a total phase of 2πn with n ∈ Z is picked up in an entire
round trip. However, an additional phase of 2πn does not change
the energy phase relation (see eq. (5.3)) so that the energy phase
relation looks as if no scattering took place.
To determine the effective length of this junction, we calculate
149





















































Just like in the case with the nondispersive channel, the energy
phase relation around zero energy of a junction with physical
length L including the coupling with the dot looks like the energy
phase relation of a junction of length Le without scattering.
The effective length is again bounded from below by the phys-
ical length L of the junction. It can be electrically tuned by
changing the energy level of the quantum dot ε0 which is mea-
sured from the chemical potential. However, in contrast to the
case with a nondispersive channel, the effective length has a max-
imal value to which it can be electrically tuned by tuning ε0 = 0.

















Figure 5.5: Energy phase relation of a Josephson junction of
length L = 0.1ξ mediated by spin-helical edge states that are
coupled with strength t = 5∆ to a quantum dot like in Fig. 5.4
obtained by numerically solving eq. (5.3) together with eq. (5.38)
in a similar fashion to Fig. 5.3 for two different dot energies ε0.
Only positive energies are shown.
In the weak coupling limit this effective length diverges while it
approaches L in the strong coupling limit which is consistent with
our analysis in eq. (5.41).
The changing of the slope around zero energy when chaining
the energy level of the quantum dot can also be seen directly in
the energy phase relation (Fig. 5.5), which can be obtained by
numerically solving eq. (5.3) together with eq. (5.38). Because
the junction is physically in the short junction regime (L = 0.1ξ),
the energy phase relation resembles that of a short junction when
tuning the energy level of the quantum dot ε0 far away from the
Andreev bound states energies. When the dot energy level gets
lowered, the slope of the energy phase relation diminishes as more
Andreev bound states form inside of the junction and the junction
resembles a longer one.
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5.4 Kane-Mele Model
In the previous two sections we proposed two models in which
the effective length of a Josephson junction can be tuned elec-
trically by external gates. We now turn our attention to a po-
tential physical system in which such tunable junctions might be
possible. As a realization of spin-helical topological edge states
we chose the edge states of the Kane-Mele model (2.34) in the
quantum spin Hall insulating regime (see App. C), which de-
scribes graphene with enhanced spin-orbit interaction, silicene,
germanene, and similar 2D hexagonal structures. We choose the
edge to be zigzag terminated (see Fig. 5.6) while additional atoms
can be coupled to the zigzag edge [145].
5.4.1 Nondispersive Channel
In order to model the nondispersive channel discussed in
Sec. 5.2, we couple additional atoms to the edge like in Fig. 5.6.
Because the added atoms do not couple among each other, these
added atoms form a nondispersive channel which is coupled to the
edge of the sample hosting the topological edge states. By numer-
ically implementing this tight binding model, the energy phase
relation can be obtained via matrix diagonalization (Fig. 5.7).
For chemical potentials away from the channel energy ε0 the
energy phase relation around zero energy has a slope of ≈ ±∆/2
as the junction is physically in the short junction regime L = 0.1ξ.
Just like analytically predicted and also seen in the numerical so-
lution in Fig. 5.3, the slope around zero energy decreases when
tuning the chemical potential to be closer to the channel energy
ε0. However, the slope for |ε0 − µ| = t/5 in the Kane-Mele model
(Fig. 5.7) is still larger as analytically predicted. Furthermore,
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Figure 5.6: The spin-helical edge states are realized by the Kane-
Mele model describing a single sheet of graphene or similar struc-
tures (black) in a zigzag edge configuration. Additional atoms
(yellow) are coupled to the zigzag edge which do not couple to







|ε0 − µ| = t
|ε0 − µ| = t/5
Figure 5.7: Energy phase relation of a Josephson junction of
length L = 0.1ξ mediated by helical edge states coupled to a
nondispersive channel at energy ε0 obtained by numerically solv-
ing the Kane-Mele tight binding model for two different chemical
potentials µ.
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Figure 5.8: The spin-helical edge states are realized by the Kane-
Mele model describing a single sheet of graphene or similar struc-
tures (black) in a zigzag edge configuration. The quantum dot
coupled to the helical edge states can be modeled by a single
added atom (yellow) coupled to the zigzag edge.
according to eq. (5.21) the slope should approach zero when tun-
ing the chemical potential to coincide with the channel energy.
However, the slope stays finite in this case in the Kane-Mele
model. This discrepancy can be explained by the fact, that the
model discussed in Sec. 5.2 is only an idealized model for the
Kane-Mele model such that quantitatively equal results cannot
be expected. Regardless, the results observed in the Kane-Mele
model and the model discussed in Sec. 5.2 are qualitatively sim-
ilar.
5.4.2 Quantum Dot
A physical realization for the second model looked at in
Sec. 5.3 can be achieved in a similar fashion (Fig. 5.8). Instead of
coupling many atoms to the zigzag edge to form a nondispersive









Figure 5.9: Energy phase relation of a Josephson junction of
length L = 0.1ξ mediated by helical edge states coupled with
strength t = 5∆ to a quantum dot at energy ε0 obtained by
numerically solving the Kane-Mele tight binding model for two
different dot energies ε0.
single atom has a single energy level at energy ε0 and describes
a quantum dot. Just like in the case with the nondispersive
channel, we can obtain the energy phase relation via a matrix
diagonalization (Fig. 5.9)
The resulting energy phase relations match the ones obtained
by numerically solving eq. (5.3) (Fig. 5.5) and have slopes around
zero energy that follow the analytical prediction (5.43). Unlike
the case with the nondispersive channel, higher order hopping
terms do not effect the energy phase relation because there is
only a single quantum dot.
The Kane-Mele model in a zigzag edge configuration with ad-
ditional atoms added to the edge is therefore a possible physical
realization of two models described in Sec. 5.2 and 5.3. By chang-
ing either the chemical potential (first setup) or the quantum dot
energy (second setup) the energy phase relation gets changed in
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a way that resembles a different distance Le between the two
superconductors. This effective junction length is well described
by the analytical results obtained in Sec. 5.2 and 5.3 as long as
the hopping t between the channel and the zigzag edge is not to
large in the first case.
5.5 Conclusion
In this chapter we have proposed two models in which the
effective length of a Josephson junction mediated by spin-helical
edge states can be tuned electrically by external electric gates. In
the first proposed setup the spin-helical edge states are coupled
to a spin-degenerate nondispersive channel. When tuning the
chemical potential of the region between the two superconductors
to be far away from the energy of the channel, the coupling to
the channel does not change the energy phase relation of the
Andreev bound states of the junction. However, if the chemical
potential is tuned close to the channel energy, the energy phase
relation of the junction will change. The resulting energy phase
relation resembles that of a junction which has a longer distance
between the two superconductors than the studied junction. We
calculated the effective length of the junction by evaluating the
slope of the energy phase relation of the Andreev bound states
at zero energy.
In the second proposed setup the spin-helical edge states cou-
ple only to a single quantum dot. By tuning the dot energy by
an external electrical gate the effective length of the junction
can again be tuned. Similarly to the first setup, by tuning the
dot energy far away from the Andreev bound states the energy
phase relation of the Andreev bound states are unaffected by
the scattering between the helical edge states and the quantum
156
dot. However, by tuning the dot energy towards zero energy the
energy phase relation again changes in a way that resembles a
junction with an increased distance between the two supercon-
ductors. We again calculated the effective junction length by
analyzing the slope of the energy phase relation of the Andreev
bound states around zero energy. With both setups the effec-
tive length of the Josephson junction can be increased by exter-
nal electrical gates. This increase in effective junction length is
bound in the case with the quantum dot while it grows boundless
when the coupling is to a nondispersive channel.
As a possible physical realization of these models we proposed
the Kane-Mele model in the quantum spin Hall insulating regime
as a realization for the spin-helical edge states. This model de-
scribes the electronic properties of 2D systems such as graphene
(with enhanced spin-orbit interaction), silicene, germanene, and
similar 2D hexagonal structures. As an example realization of a
spin-degenerate nondispersive channel or a quantum dot we pro-
posed to couple additional atoms to a zigzag terminated edge.
These additional atoms in turn form a nondispersive channel. If
only a single atom is coupled to the zigzag edge, this atom will
realize a single level quantum dot. Such coupling of additional
atoms to the zigzag edge of the Kane-Mele model can potentially
be achieved by functionalizing structures like graphene. Both the
functionalization of the basal plane [150–153], as well as the edge
[154, 155] of graphene have received considerable attention in the
recent past.
We treated this model numerically and have seen that the
growth of the effective junction length is indeed observed in both
cases. However, the growth of the junction length is bounded by
a maximum effective junction length even in the case with many
atoms added to the zigzag edge as higher order hopping terms
effectively couple the added atoms and turn the modeled channel
dispersive.
Finally, it is important to note that adding atoms to the
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zigzag edge is not the only way to realize the additional channel
or quantum dot. Instead, by utilizing the electric tunability of
structures like silicene (see Chap. 3) spin-helical channels can be
defined by electric gates. Furthermore, when these edge states
form around a small region, these edge states quantize to discrete
energy levels [156–160]. If the size of the region around which
these edge states form is small enough, the energy gap between
energy levels will be large enough to neglect higher energy levels





In this thesis we have developed and discussed new methods of
characterizing fractional Josephson junctions hosting Majorana
excitations.
In the first setup we considered a Josephson junction in sil-
icene. Due to the buckled structure of silicene, we can tune
the topology of individual regions in silicene by external gates.
Using this tunability, we devised a scheme in which topological
edge states forming at the boundary of two such regions can be
electrically tuned between being spin-helical and spin-degenerate.
When building a Josephson junction mediated by these topolog-
ical edge states, Andreev bound states form inside of the junc-
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tion. While the energy phase relation of these Andreev bound
states is 4π periodic when the edge states are spin-helical, in-
tervalley scattering reduces this periodicity to 2π in the case of
spin-degenerate edge states. As this change in periodicity coin-
cides with the destruction of Majorana excitations inside of the
junction, it can be used to indicate the junction changing from
a fractional topological state hosting Majorana excitations to a
nonfractional nontopological state without Majorana excitations.
The 4π periodicity of the energy phase relation of fractional
Josephson junctions depends on the fermion parity being con-
served inside such junctions. Experiments to unveil this topolog-
ical nature of the Josephson junction are therefore dependent on
the fermion parity being conserved. This parity is however gen-
erally broken by quasiparticle poisoning. To analyze and charac-
terize this quasiparticle poisoning was the goal of the second pro-
posed setup where we described the dynamics of such topological
Josephson junctions with an RSJ model and included quasiparti-
cle poisoning events into this model through multiple means. We
found that the critical current in long junctions differs by a fac-
tor of two when switching between topological and nontopological
junctions even when the parity changes result in excitations of
the junction rather than relaxations. We furthermore developed
multiple schemes through which the quasiparticle poisoning rate
can be measured via voltage measurements. As the quasiparticle
poisoning rate plays an important role in the stability of topo-
logical qubits build out of Majorana excitations, this last result
is of particular interest to characterizing Josephson junctions.
Many of the proposed effects of the second setup rely on the
junction to be in the long junction limit. Some of the currently
manufactured junctions do however potentially lie in the short
to intermediate junction limit, making such measurements im-
possible. To overcome this limitation, we proposed to couple an
additional channel or a single quantum dot to the helical edge
states mediating the Josephson effect in a third setup. With
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such a coupling, the resulting energy phase relation changes in a
way that resembles a Josephson junction that is longer than it
physically is. By electrically tuning either the chemical potential
or the quantum dot level energy, we can tune the effective length
of the resulting Josephson junction. As a potential physical real-
ization we proposed the Kane-Mele model in the quantum spin
Hall insulating regime, which describes structures like graphene
with enhanced spin-orbit interaction. In this model the channel
and quantum dot can be achieved by coupling additional atoms
to the sample edge of a sheet of e.g. graphene. However, similar
setups can be achieved by again utilizing the electric tunability
of silicene to electrically define channels or localized levels inside
of a sheet of silicene.
All three setups discussed in this thesis represent a means
to characterize fractional Josephson junctions but approach the
problem from different angles. The first setup aims to provide an
experimental scheme by which we can electrically tune between
fractional and nonfractional Josephson junctions. That way, ex-
periments performed to distinguish the topology of a junction
can be done in a single sample rather than relying on multiple
manufactured samples that differ in some system parameter to
achieve both topological and nontopological junctions. The sec-
ond setup proposes a way to experimentally measure the quasi-
particle poisoning rate. Furthermore it addresses the question of
the parameter regime quasiparticle poisoning can be in while still
being able to determine the topology of long Josephson junctions
through measuring its critical current. As both of the first two
setups either benefit from or entirely rely on the junction to lie
in the long junction limit, our third setup addresses this limita-
tion by proposing a means to effectively increase the length of a
Josephson junction.
Finally, it is important to note that this study of means to
characterize fractional Josephson junctions is by no means ex-
haustive. First, the material system discussed in Chap. 3 is not
the only system in which a junction with the desired tunability
can be created. Setups based on double layer quantum wells in
HgTe or InAs/GaSb are predicted to be electrically tunable in
a similar manner to silicene [99–101]. It would be interesting to
generalize the concept devised in Chap. 3 to more readily avail-
able material systems. How the intervalley scattering necessary
to produce the desired results arises e.g. out of random disorder
is also an avenue for further investigations.
Furthermore, the analysis of Chap. 4 focused on dc measure-
ments. However, as many experiments rely on ac properties of
Josephson junctions, it is of general interest how the effects of
quasiparticle poisoning discussed in Chap. 4 apply to this ac
regime. Of particular interest is its effects on the existence of
Shapiro steps, specifically on the existence of odd Shapiro steps,
as the absence of these odd steps is an indication of topology of
the underlying Josephson junction.
Also, the setup discussed in Chap. 5 only looked at the energy
phase relation of junctions. Further research needs to be done
into how the described scattering affects other important quanti-
ties such as the total energy of the junction or the current phase
relation. The latter is particularly interesting as the current is a
directly measurable quantity. Another interesting question is if
and how other types of fermion parity preserving scattering can
potentially be engineered to achieve arbitrary tunability of the
effective junction length. Overall, the field of finding signatures
of topology in Josephson junctions and characterization of said
junctions is still ripe with unexplored avenues and possibilities






Simulation of Chap. 3
In Chap. 3 we perform numerical simulations based on the tight
binding models (2.32) and (2.34). When simulations were per-
formed with the discretized low energy model (2.32) both the
spin helical and spin degenerate regimes were considered and re-
sulted in two different parameter choices (see Tab. A.1). In both
regimes all energies are therefore measured in multiples of ~vF /b.
When simulations were performed with the tight binding model
on a hexagonal lattice (2.34) only the spin helical regime was con-














Table A.1: Numeric values chosen for the simulations in Chap. 3
using the discretized low energy model (2.32) for both the spin
helical and spin degenerate regime.
In this case all energies are measured in multiples of the hop-
ping energy t. Unless stated otherwise in the main text these







Table A.2: Numeric values chosen for the simulations in Chap. 3






In the derivation of the tunneling rate between two helical edges
in Sec. 4.6 we have used the relation
∫
dεL[ε+ a, γ]L[ε+ b, δ] = L[a− b, γ + δ] (B.1)
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(ε− iγ) , (B.2)
which has two poles at ε = ±iγ and is analytic elsewhere in the
complex plane. Inserting this into the left hand side of eq. (B.1)
we get ∫

















to be evaluated. The integrand has four poles at ε = −a± iγ and
ε = −b±iδ and is analytic elsewhere in the complex plane. When
performing a contour integral along the real axis and closing the
contour in the upper complex half plane (=(ε) > 0), two of the
four poles at ε = −a+iγ and ε = −b+iδ get enclosed in the closed
contour. Because the integrand vanishes in the upper complex
half plane for large absolute values |ε|, the integral χ is equal to





(b− a) + i(γ + δ)
1
(b− a) + i(γ − δ) (B.5)
at ε = −a+ iγ and
1
(a− b) + i(δ + γ)
1







(b− a)− i(δ + γ)
1
(b− a) + i(γ − δ) ,
(B.6)
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(b− a) + i(γ − δ)
1
γδ
δ[(b− a)− i(δ + γ)] + γ[(b− a) + i(γ + δ)]





(b− a) + i(γ − δ)
1
γδ
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(b− a) + i(γ − δ)
1
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(δ + γ)[(b− a) + i(γ − δ)]













L[a− b, γ + δ]
(B.7)






L[a− b, γ + δ] = π
2
γδ
L[a− b, γ + δ]. (B.8)
Inserting this into eq. (B.3) we finally get∫





L[a− b, γ + δ] = L[a− b, γ + δ]
(B.9)




Simulation of Chap. 5
In Chap. 5 we performed numerical simulations based on the tight
binding model of the hexagonal lattice (2.34). The values taken
for these simulations can be taken from Tab .C.1. All energies
are therefore measured in multiples of the spin orbit interaction
strength ∆SO. Here th refers to the hopping energy of the Kane-
Mele model on the hexagonal lattice and t to the hopping energy
between the zigzag edge of the Kane-Mele model and the atoms
coupled to the edge. It is important to note that especially in










Table C.1: Numeric values chosen for the simulations in Chap. 5
using the tight binding model on a hexagonal lattice (2.34).
realistic to change the chemical potential µ and leave the channel
energy ε0 unchanged. As all results shown only depend on the
absolute difference |ε0 − µ| we have chosen to fix the chemical
potential µ = 0 and instead vary the channel energy ε0. Unless
stated otherwise in the main text these parameters were chosen
for all simulations.
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