Abstract The q-profile control problem in the ramp-up phase of plasma discharges is considered in this work. The magnetic diffusion partial differential equation (PDE) models the dynamics of the poloidal magnetic flux profile, which is used in this work to formulate a PDE-constrained optimization problem under a quasi-static assumption. The minimum surface theory and constrained numeric optimization are then applied to achieve suboptimal solutions. Since the transient dynamics is pre-given by the minimum surface theory, then this method can dramatically accelerate the solution process. In order to be robust under external uncertainties in real implementations, PID (proportional-integral-derivative) controllers are used to force the actuators to follow the computational input trajectories. It has the potential to implement in real-time for long time discharges by combining this method with the magnetic equilibrium update.
Introduction
During the ramp-up phase of a tokamak discharge ( Fig. 1) , multiple external sources (e.g., Ohmic heating, neutral beam injection, radio frequency) can be used to control the spatial profile of many different plasma variables such as density, temperature, current, and rotation. Transport models usually governed by 1-D nonlinear coupled partial differential equations (PDEs) can be used to predict the plasma dynamics with certain degree of accuracy (e.g., Refs. [1, 2] ). Strong nonlinearities and model uncertainties add to the complexity of the problem. In addition to that, multi time scale phenomena make the problem even more challenging. For example, the NBI (neutral beam injection) creates high energy particles and is accompanied by the slowing down process, redistribution of the energy with the time scale of energy confinement. These time scales are different from both the particle confinement and the momentum confinement time scales in general. Thus, the approximated method of time scale separation (such as the singular perturbation method [3] ) has to be used to decouple various dynamic processes of different time scales.
Different from the prediction problem, where inputs and initial profiles are given to calculate the time response, the control problem is to find admissible inputs that can drive the plasma from given initial profiles to the vicinity of predefined desired profiles. The solution of this problem aims at saving long trial-and-error periods of time currently spent by fusion experimentalists trying to manually adjust the time evolutions of the actuators to achieve the desired plasma profiles at some time instant during the early stage of the flattop phase [4] . As an alternative approach, the data-driven modeling technique has been applied to the area of current profile control, which does not fully use the models and parameters from the first principle of plasma physics, e.g., the results from JET
[5∼7] , DIII-D [8] and the ASDEX Upgrade tokamaks [9] . We have recently proposed some advanced nonlinear optimization techniques (e.g., extremum-seeking [10] and sequential quadratic programming [11] ) to solve this very challenging problem, and we have used them for the control of the current profile evolution during the ramp-up phase of discharge in the DIII-D tokamak. Instead of solving the PDE-constrained optimization problem, which is often computationally costly, we can interpolate the transient dynamics by connecting the initial to the desired final profiles. By choosing two feasible curves satisfying the spatial boundary conditions to connect the initial to the desired final profiles at both boundary points, an optimal surface spanned by the four-edge frame (two boundary curves, initial and desired final profiles, see Fig. 2 ) can be obtained by solving a 2-D nonlinear elliptical PDE arising from the minimal surface theory in differential geometry (see, e.g., Refs. [12, 13] ). This surface, which represents the desired transient dynamics, satisfies the boundary conditions and minimizes the dynamic fluctuations. Thus, the ramp-up-phase final-time optimal control problem becomes a trajectory tracking problem. The computational optimal trajectories can be directly implemented to the current profile control but it can not attenuate external noises and the errors driven by the modeling uncertainties. Thus, feedback control should be used to enhance the system robustness. Besides the feedback control synthesis based on the data-driven identification models in Refs.
[5∼7], the robust optimal control approach [14] has been applied to the current profile control at DIII-D [15∼18] . Knowing the desired temporal-spatial evolutions, both spatial and temporal derivatives of the distributed profiles can be computed. Thus, at each time instant the transport PDEs degenerate to algebraic equations at every spatial point where the control values are the only unknowns. Optimization problems can be formulated to solve the algebraic equations by taking into account the control constraints (see, e.g., Refs. [19, 20] ). By using this proposed technique, the ramp-up current profile optimal control problem can be formulated into a least-square problem with algebraic constraints, which is much less computationally demanding.
The paper is organized as follows. The optimal control problem for the current profile system is introduced in section 2. The transient dynamics defined by the minimal surface theory is presented in section 3. In section 4, algebraic equations for the unknown control values are formulated at each time instant and are later solved by the least square method. Simulation studies are presented in section 5. The paper is closed in section 6 by stating conclusions and future research remarks.
2 Statement of the control problem
Control-oriented model
Dynamics of tokamak fusion plasmas is quite complicated and the main reason is the coupling between various physical responses of different time scales. In addition to the accuracy of actuators, the discrepancies between the desired control trajectories and the actual ones are unavoidable. Thus, compensation based on advanced control techniques is needed to enhance the robustness. To enable model-based control of the current profile at DIII-D, a control-oriented model for the dynamic evolution of the poloidal flux profile during and just after the ramp-up of the plasma current has been recently proposed [21] . During "Phase I" (see Fig. 1 ), mainly governed by the ramp-up phase, the plasma current is mostly driven by induction. In this case, it is possible to decouple the equation for the evolution of the poloidal flux ψ(ρ, t) from the equation for the evolution of the temperature T e (ρ, t). The magnetic diffusion equation is combined with empirical correlations obtained at DIII-D for the temperature and non-inductive current to introduce a simplified dynamic model describing the evolution of the poloidal flux during the inductive phase of the discharge. The technique using separation of time scales has been already applied to the current profile control of tokamak fusion plasmas, such as JET [4∼6] and DIII-D [10, 21] . The current density j, that flows toroidally around the tokamak and whose profile must be controlled, is related to spatial derivatives of the poloidal magnetic flux ψ. We let ρ be an arbitrary coordinate indexing the magnetic surface. Any quantity constant on each magnetic surface could be chosen as the variable ρ. We choose the mean geometric radius of the magnetic surface as the variable ρ, i.e., πB φ,0 ρ 2 = Φ, where B φ,0 is the reference toroidal magnetic field at the geometric plasma center R 0 . The variableρ denotes the normalized radius
, and ρ b is the radius of the last closed flux surface. The evolution of the poloidal flux in normalized cylindrical coordinates is given by the magnetic diffusion equation,
where t is the time, ψ is the poloidal magnetic flux, η is the plasma resistivity, T e is the plasma electron temperature, µ 0 is the vacuum permeability,j NI is the noninductive source of current density (neutral beam, electron cyclotron, etc.),B is the toroidal magnetic field, and <> denotes flux-surface average.F ,Ĝ,Ĥ are geometric factors, which are functions ofρ, independent of the time variable for a given magnetic equilibrium. The boundary conditions of Eq. (1) are given by
where I(t) denotes the total plasma current. Highly simplified models for the temperature and non-inductive toroidal current density are chosen for the inductive phase of the discharge. Based on experimental observations at DIII-D, the shapes of the profiles are assumed to remain fixed and equal to the so-called reference profiles, which are identified from DIII-D discharges associated with the experiment of interest. The responses to the actuators are simply scalar multiples of the reference profiles.
The temperature T e is assumed to follow
where the reference profile T profile e is identified from DIII-D through Thomson scattering, and k T e = 1.7295 × 10 10 m
n(ρ, t)dρ, where n denotes the plasma density and P the total power of non-inductive current drive.
The non-inductive toroidal current density
is assumed to follow
where the reference profile j profile NIpar is identified from DIII-D through a combination of MSE (motional Stark effect [22] ) diagnostics and the EFIT equilibrium reconstruction code [23, 24] , and k NIpar = 1.2139 × presented above considers neutral beams as the only source of current and heating. In the case where more heating and current sources are considered, Eqs. (3) and (4) should include the weighted contributions of the different sources, and reference profiles need to be identified for each heating and current source. The resistivity η scales with the temperature T e as η(
, where Z eff = 1.5, and k eff = 4.2702×10
the normalized poloidal magnetic flux can be rewritten as 1
(5) All the parameters mentioned above are listed in Table 1. The control inputs u 1 and u 2 are functions of physical actuators such as the total power P of the non-inductive current drive, the total plasma current I, and the average densityn, i.e., The poloidal magnetic flux at the spatial boundaries is determined by the Neumann conditions
where k is a constant. The initial condition for the magnetic flux profile is given by ψ(ρ, t 0 ) = ψ 0 (ρ). This proposed method takes advantage of the time scale discrepancies between various physical variables, mainly the normalized poloidal magnetic flux ψ(ρ, t) and the temperature profile T e (ρ, t), by neglecting the time evolution of T e (ρ, t) and replacing it by a rigid empirical relationship (i.e., without considering the response delays in Eqs. (3) and (4), respectively). A further combination of the current quasi-static assumption and the sequential update of the magnetic equilibrium is needed when the evolution of equilibrium at the initial current ramp up phase is not negligible.
Cost functional and constraints
In practice, the toroidal current density is usually specified indirectly by the safety factor which is defined as q(ρ, t) = The control objective is to find control inputs P (t) and I(t) that minimize the cost functional
where q d (ρ) is the desired target profile at time t f , and the positive constants γ I , γ P and γn are control weighting factors. The control actuators may need to satisfy constraints such as:
Magnitude saturation :
u ;
Initial and final values :
where I represent the upper bound of rate. P l and P u represent the lower and upper bounds of the total power.n l and n u represent the lower and upper bounds of the line average density. This is set to prevent density instabilities and disruptions. The upper limit of the line average density is approximately half of the Greenwald limit at DIII-D. More interestingly, we have fixed starting and ending values (I 0 and I f , respectively) for the current actuation function.
The waveforms generated by the proposed optimization algorithm in this work are the references for the controllers associated with the plasma current I(t), line averaged densityn(t), and beam power P (t). In the case of the plasma current, a PID loop regulates the ohmic coil voltage V loop at DIII-D to make the plasma current measured by a Rogowski loop (which includes both inductive and non-inductive current components) follow the desired waveform generated by the optimization algorithm. Similarly, a PID loop regulates gas puffing and pumping to make the line averaged density measured by a CO 2 interferometer follow the optimal waveform. The power of the current drive is directly controlled by the power supplies associated with the drive. Recent experiments in DIII-D have shown the possibility of controlling both plasma current and beam power very accurately. However, the control of the evolution of the line average density appears as more challenging.
3 Transient dynamics design 
where either ψ d (0) or ψ d (1) need to be fixed to obtain the desired ψ d -curve shown in Fig. 2 . We can determine the left (ψ(0, t 0 ) ψ(0, t f )) and right (ψ (1, t 0 ), ψ(1, t f ) ) boundary values by using the compatibility conditions:
. Thus, we add a sequence of points {ψ(0,
, T i ∈ (t 0 , t f ), between ψ(0, t 0 ) and ψ(0, t f ), and a sequence of points {ψ(1, T j )} J j=1 , T j ∈ (t 0 , t f ), between ψ(1, t 0 ) and ψ(1, t f ) to represent the left and right boundary evolution conditions (Dirichlet boundary conditions) via spline interpolations. Therefore, we obtain the four-edge frame shown in Fig. 2 , where the surface within this frame representing the desired transient dynamics still needs to be defined.
Minimal surface
In Fig. 3 , we define M = {0 ≤ρ ≤ 1, t 0 ≤ t ≤ t f } in theρt-plane with the boundary denoted by ∂M. We define a three dimensional curve ∂S E F G H E over ∂M, which can span a surface S in infinite ways. In this work, the minimal surface theory is used to define a unique surface within the frame and minimize transient fluctuations. We discuss the detailed theory and algorithms in the rest of this subsection. Besides the minimal surface theory, other approaches such as the spline interpolation surface methods can be also used to construct the transient dynamics. The construction of transient dynamics can utilize the priori experience from historic data to achieve smooth transition in an off-line fashion. 
We use z = ψ(ρ, t) to express the surface S. As shown in Fig. 3 , the minimal surface problem can be stated as the following optimization problem:
subject to:
where ∂M is the boundary of the domain M and satisfies ∂ψ(ρ, t)/∂ρ|ρ =0 = 0. There are very few examples of minimal surfaces that can be expressed analytically. Nonlinear programming (NLP) can be used in general to find a numerical solution minimizing the area functional, but it is often computationally costly. Alternatively, by using the Euler-Lagrange equation in the calculus of variations [13] , the minimal surface problem (12) can be reformulated as a nonlinear elliptic PDE:
This is called the minimal surface equation, which is impossible to solve analytically in general and numerical algorithms such as the finite element method (FEM) [25] or the finite difference method (FDM) [26] can be used to obtain numerical solutions.
One challenge arising from the implementation of the minimal surface theory for the definition of the transient dynamics of the magnetic flux is the satisfaction of the boundary conditions. In this problem, a Neumann boundary condition atρ = 0 must be satisfied. However, such a spatial derivative requirement is not taken into account by the minimal surface Eq. (13) . To overcome this challenge, we decompose the domain into sub-domains and solve the minimal surface equation (nonlinear elliptic PDE) over each sub-domain with overlapping boundaries. In order to define a transient dynamics satisfying the zero Neumann boundary condition atρ = 0, we split the domain into two sub-domains M = M 1 ∪ M 2 , where M 1 is a narrow region of width ∆ρ along theρ = 0 boundary (Fig. 3) . By properly defining the Dirichlet boundary conditions for M 1 , it is possible to approximately satisfy the zero Neumann boundary condition atρ = 0.
Control computations 4.1 Scalar analysis
In plasma discharge experiments at the DIII-D tokamak, the total power P (t), the total plasma current I(t), and the average densityn(t) are of order 10 6 W, 10 6 A, and 10 19 m −3 respectively. The coefficients ϑ 1 (ρ) and ϑ 2 (ρ), which vary with respect toρ, are of order 10 −15 and 10 13 , respectively. The poloidal magnetic flux ψ(ρ, t), which varies with respect to both the normalized radius and time, is of order 10 −1 . The other variables in Eq. (5) are of order 1. Thus, we can estimate the orders of all the terms in Eqs. (5) and (6):
14 , u 2 (t) ∼ 10 −3 and ϑ 2 (ρ)u 2 (t) ∼ 10 10 . Therefore, the interior control term ϑ 2 (ρ)u 2 (t) is small in comparison to other terms in Eq. (5).
Least square scheme
We consider a grid division (ρ i , t j ) in the temporal-
We assume that the desired transient dynamics is obtained by solving the minimal surface Eq. (13) and is denoted byψ(ρ, t) over M. Then, we can compute the boundary control through the Neumann boundary condition (7),
Based on the results of our order analysis, we let the interior control u 2 = 10 −3 and rewrite the PDE system (5) as the following linear system
where u 1 must be obtained at t n , n = 1, 2, . . . , N . For each t n , n = 1, 2, . . . , N , Eq. (14) can be satisfied at
where
Without considering any actuation constraint, we can obtain the least square solution of the linear system (15) as
In general, we can formulate the following optimization problem in the presence of actuation constraints:
T , β 1 and β 2,n are positive weighting constants and U is the admissible control set defined by Eqs. (8)∼(10) at t = t n , n = 1, 2, . . . , N. This is a quadratic programming problem which can be solved relatively quickly.
Computational derivatives
The matrices in Eq. (15) include both the temporal and spatial derivatives of the desired transient dynamicsψ(ρ, t) over M m,n = (ρ m , t n ), m = 1, 2, . . . , M and n = 1, 2, . . . , N . Using the discrete valuesψ(ρ m−1 , t n ), ψ(ρ m , t n ) andψ(ρ m+1 , t n ) defined on a uniform grid, we can obtain the spatial second-order difference formulas:
where ∆ρ is the spatial step length. The term 
Numerical example
The geometrical parameters D(ρ), ϑ 1 (ρ) and ϑ 2 (ρ) in model (5) are shown in Fig. 4 , which are identified from experimental data. Given the initial and desired profiles of the magnetic flux ψ(ρ, t) in Fig. 5 , we use splines to define the boundary evolutions over ∂M, which are shown in Fig. 6 . This formulates a four-edge frame without giving the detailed transient dynamics. The minimum surface theory is proposed in this work to generate a smooth dynamic evolution incorporating priori experimental experience and constraints. However, it is not necessarily feasible to find a unique surface minimizing the area functional of the surface spanned by a general framework according to the differential geometry theory. Thus, in this work we make domain decompositions to obtain sub-patches and implement minimum surfaces over each patch. For example, we decompose the whole time-space domain into two subdomains M 1 and M 2 , as shown in Fig. 7 . Alternatively, spline interpolation of surfaces is also a good method to the surface generation but it requires more control points over the domain compared to the minimum surface theory. We generate a triangular grid division over the domain M = M 1 ∪ M 2 , as shown in Fig. 7 . Then, we use the finite element method to solve the minimal surface equation over both M 1 and M 2 . We solve the minimal surface Eq. (13) over the discrete nodes in both M 1 and M 2 using the finite element method. 
Therefore, the L'Hopital law has to be used to compute the q-profile at the origin, i.e.,
We obtain the control functions shown in Fig. 9 where we let u 2 (t) = 10 −3 . Thus, we can obtain the physical actuators (denoted by P a , I a and n a ) taking into account the definitions (6) and (7) . Using the obtained actuator functions, we simulate the PDE system (5) with boundary conditions (6) . The obtained control functions can drive the system to the vicinity of the desired profile with a shape similar to the desired profile. This is illustrated in Fig. 10 , where desired and actual flux profiles are compared to the initial profile. The error of ψ-profiles at the final time t f seems to be rather constant with respect to space, which implies that the desired shape for the q-profile is achieved. Fig. 11 compares the desired q-profile with the actual q-profile at time t f . As shown in Fig. 11 , one can observe that the controlled q-profile at t = t f has a much better match to the desired target over the interval 0.05 ≤ρ ≤ 1 and is sensitive over the interval 0 ≤ρ ≤ 0.05 due to boundary singularity compared to the initial q-profile. The explanation is that the PDE system (1)-(2) is a simplified model oriented for control that could not capture the exact physics on the boundaries but provides a good approximation within the interval. The rather constant flux error may be used to redefine
) during the definition of the desired magnetic flux target profile.
Conclusion
The open-loop finite-time optimal current profile control problem arising in tokamak plasmas during the ramp-up phase of the discharge is solved by using the minimal surface theory and the least square method (or the quadratic programming method when actuation constraints are taken into account). The minimal surface theory is used to generate the desired transient dynamics and then a tracking problem can be formulated for the current profile control. Knowing the transient dynamics, every term containing both temporal and spatial derivatives in the control-oriented PDE model can be computed using the finite difference method. Thus, the control-oriented PDE model becomes a set of algebraic equations where the only unknowns are the control functions at different instants of time.
Taking into account the control constraints, we can reformulate these algebraic equations as a quadratic programming problem. When no actuator constraint needs to be taken into account, the quadratic programming problem is simplified to a simple least square problem. Numerical studies demonstrate that this approach can significantly reduce computational effort, showing potential for real-time implementation in a closed-loop receding-horizon scheme, particularly for long-discharge tokamaks such as ITER.
Simulation results show that the numerical optimization procedure can generate control trajectories driving the final ψ-profile to the proximity of a predefined desired profile. Future work includes the implementation of this method directly in terms of the q variable in order to eliminate relatively spatially-constant matching errors that can appear in the ψ variable, which are indeed not important. Alternatively, an iterative scheme can be designed where the matching error is used to redefine the desired magnetic flux target profile, and therefore the transient dynamics, for the following iteration.
The quasi-static magnetic equilibrium assumption is used in this work and the update of equilibrium evolution can be incorporated directly in this framework. In the real experimental implementation, we also need to develop a feedback controller to track the nominal trajectory generated by the open-loop computation due to external noise and uncertainties. The PID control is the most popular model-free methodology used in practise and very easy to implement. When the computational trajectories are implemented in real experiments, PID controllers dynamically change the actuators to remain the optimal computational results.
