For a fixed k-uniform hypergraph D (k-graph for short, k > 3), we say that a k-graph H satisfies property PD (resp. P~) if it contains no copy (resp. induced copy) of D. Our goM in this paper is to classify the k-graphs D for which there are property-testers for testing PD and P~ whose query complexity is polynomial in 1/e. For such k~graphs, we say that PD (or P~) is easily testable.
there are property-testers for testing PD and P~ whose query complexity is polynomial in 1/e. For such k~graphs, we say that PD (or P~) is easily testable.
For P~, we prove that aside from a single 3-graph, P~ is easily testable if and only if D is a single k-edge. For large k, we obtain stronger lower bounds than those obtained tbr the general case on the query complexity of testing P~ for any D other than the single k-edge. These bounds are proved by applying a more sophisticated technique than the basic one that works for all k. These results extend and improve previous results about graphs [5] and k-graphs [18] .
For PD, we show that for any k-partite k-graph D,
PD is easily testable, by giving an efficient one-sided errorproperty tester, which improves the one obtained by [18] . We further prove a nearly matching lower bound on the query complexity of such a property-tester. Finally, we give a sufficient condition for inferring that Po is not easily testable. Though our results do not supply a complete characterization of the k-graphs for which PD is easily testable, they are a natural extension of the previous results about graphs [1] . Our proofs combine results and arguments from additive number theory, linear algebra and extrenml hypergraph theory. We also develop new techniques, which are of independent interest.
The first is a construction of a dense set of integers, which does not contain a subset that satisfies a certain set of linear equations. The second is an algebraic construction of certain extremal hypergraphs. We demonstrate the applicability of this last construction by resolving several cases of an open problem raised by Brown, ErdSs and Sds in 1973. These two techniques have already been applied in two recent subsequent papers [6] , [27] . 1 
Definitions and Background
All the hypergraphs considered here are finite and have no parallel edges. A k-uniform hypergraph (=k-graph for short) H = (V,E), is a hypergraph in which each edge contains precisely k distinct vertices of V. As usual, we will call a 2-graph, a graph. Let P be a property of k-graphs, that is, a family of k-graphs closed under isomorphism. A k-graph H with n vertices is efar from satisfying P if one must add or delete at least cn k edges in order to turn H into a k-graph satisfying P. An c-tester, or property tester, for P is a randomized algorithm which, given the quantity n and the ability to make queries whether a desired set of k vertices spans an edge in H, distinguishes with high probability (say, 2/3), between the case of H satisfying P and the case of H being c-far from satisfying P. Such an e-tester is a one-sided c-tester if" when H satisfies P the e-tester determines that this is the case (with probability 1).
The e-tester is a two-sided c-tester if it nmy determine that H does not satisfy P even if H satisfies it. The property P is called strongly-testable, if for every fixed e > 0 there exists a one-sided e-tester for P whose total number of queries is bounded only by a flmction of e, which is independent of the size of the input graph. This means that the running time of the algorithm is also bounded by a function of e only, and is independent of the input size. We measure query-complexity by the number of vertices sampled, assuming we always examine all edges spanned by them. For a. fixed k-graph D, let P~ denote the property of being induced D-fi'ee. Therefore, H satisfies P~ if and only if it contains no induced sub-hypergraph isomorphic to D. We define PD to be the property of being (not necessarily induced) Dfree. Therefore, H satisfies PD if and only if it contains no copy of D.
The general notion of property testing was first formulated by Rubinfeld and Sudan [24] . The study of the notion of testability for combinatorial objects, and mainly for labelled graphs, was introduced by Goldreich, Goldwasser and Ron [14] . See [13] , [23] and [11] for surveys and additional references on the topic.
2
The Main Results
2.1
Previous results In [3] it is shown that every first order graph property without a quantifier alternation of type "V3" has e-testers whose query complexity is independent of the size of the input graph. It follows from the main result of [3] that for every fixed graph D, the property P~ is strongly testable. Although the query complexity is independent of n, it has a huge dependency on 1/e (tile fourth function in the Acker-man Hierarchy, which is a tower of towers of exponents of height polynomial in 1/~). In [2] it was shown, using Szemer~di's Regularity Lemma, that fox' every fixed graph D, the property PD is also strongly testable. This result was generalized to the case of directed graphs (=digraphs) in [4] , by first proving a directed version of the regularity lemma. In the above two cases the query complexity is also huge, a tower of 2's of height polynomial in 1/e.
As in many cases, moving fi'om graphs to hypergraphs has many unexpected difficulties. While for graphs, the strong testability of PD and P~ follows quite easily fi'om an appropriate regularity lemma [28] , [3] , until very recently there was no strong enough regularity lemma suitable for proving that for any hypergraph D, PD and P~ are strongly testable. In fact, as observed by [18] , showing that PD is strongly testable fox' any kgraph D will imply Szemer6di's celebrated theorem [29] . The only results for k-graphs were obtained by Frankl and Rhdl [12] , who (implicitly) showed that for any 3-graph D, PD is strongly testable (see also [20] ), and by Kohayakawa, Nagle and Rhdl in [18] , where it was shown that for any 3-graph D, P~ is strongly testable. Recent works of Gowers [17] and independently of Nagle, Rhdl, Schacht and Skokan [22] , [21] , suggest that a powerful hypergraph regularity lemma implies that P~ and PD are both strongly testable for any k-graph D, for arbitrary value of k.
For some k-graphs, however, there are obviously nmch more efficient property testers than the ones guaranteed by the general results. For example, for any k, if D is a single k-edge, then there is obviously a one-sided error property tester fox' PD = P~, whose query complexity is O(1/e). We simply sample O(1/e) vertices, and see if they contain an edge. A natural question is therefore, to decide for which k-graphs D, there is a one-sided error property tester for PD or P~, whose query complexity is bounded by a polynomial of 1/e. We call a property P easily testable if there is a one-sided error property tester for P whose query complexity is polynomial in 1/c. If no such property tester exists, we say that P is hard to test.
In [1] it is shown that for an undirected graph D, PD is easily testable if and only if D is bipartite. The authors of [4] obtain a precise characterization of all the directed graphs D for which PD is easily testable. In [5] it was shown that for any graph D other than the paths of length 1,2,3 (which have 2,3,4 vertices respectively) the cycle of length 4, and their complements, P~ is not easily testable. A similar result was also proved for directed gx'aphs. For k > 2, the only result in the direction of classifying the k-graphs for which PD/P~ is easily testable was obtained in [18] , where it was shown that for any k, the complete k-graph on k + 1 vertices is not easily testable. A natural step is therefore to classify all the k-graphs D for which P~ and PD are easily testable. As noted above, for any k, there is an obvious one-sided error property tester for the case of D being a single kedge, whose query complexity is O(1/~). We therefore get that Theorem 2.1 gives a complete characterization of the k-graphs D, for which P~ is easily testable, besides the case of D3,2.
Our second result states that for large k, we can significantly improve the lower bounds fox" testing P~ for almost all k-graphs. In fact, the lower bounds in the above theorem apply also to some k-graphs on less than r(k) vertices, amongst them all the k-graphs that contain F k, which is the complete k-graph on k + 1 vertices. As a special case, we thus improve the lower bound fox" the case of F k obtained in [18] , which was similar to the lower bound in Theorem 2.1. Moreover, our technique supplies a similar improved lower bound fox' any k-graph D on more than k vertices. Note, that the bounds of Theorem 2.2 are super-polynomial in the bounds of Theorem 2.1, thus for large k we obtain substantially better lower bounds.
Our next two results concern testing PD. We first give an efficient one-sided error property tester for any k-partite k-graph. Recall, that a k-graph is k-partite, if its vertex set can be partitioned into k sets, such that each edge has precisely one vertex in each of the partition classes. The upper bound in the above theorem improves the one obtained by [18] Note that we do not require the copy of the hypercycle to be induced. Also, observe that the core of any k-partite k-graph is a single edge, which does not satisfy the definition of a hyper-cycle. It is important to note that though Theorem 2.4 establishes that for a large family of non k-partite k-graphs D, property PD is not easily testable, it does not cover all the non kpartite k-graphs, as the core of some of them does not contain a hyper-cycle. However, for k = 2, Theorem 2.4 does cover all the non-bipartite graphs, as it is easy to see that the core of any non-bipartite graph nmst contain a cycle, namely, one of the shortest odd cycles of the graph. As we have mentioned above, for k = 2, this is precisely the definition of a hyper-cycle. Thus, Theorems 2.3 and 2.4 imply that for k = 2, property PD is easily testable if and only if D is bipartite, extending the result of [1] in which the characterization for graphs was first obtained. We can finally show that the lower bounds of Theorems 2.1, 2.2 and 2.4 can also be extended to the cases of two-sided error e-testers.
THEOREM 2.5. The lower bounds of Theorems 2.1, 2.2 and 2.~ hold for two-sided error e-testers as well.
2.3 Techniques Our main results in this paper, Theorems 2.1, 2.2 and 2.4, are based on two novel constructions. All the previous results on testing P9 and P~ ( [1] , [4] , [5] , [18] ) were based on constructions of sets of integers, which do not contain small subsets that satisfy a certain single equation. In our case, however, we consider sets of integers that do not contain smM1 subsets that satisfy a certain set of equations. The key benefit of this consideration is that requiring the set of integers to satisfy a set of equations, rather than a single one, allows us to construct much denser sets than the ones used in previous papers. This benefit translates to significantly improved lower bounds. The proof of this new construction appears in Section 3. Some of the techniques we apply in the proof of this result are motivated by the work of Laba and Lacey in [19] , where they constructed large sets of integers without k-term arithmetic progressions. The ideas used in our number theoretic construction have been further applied in another recent paper [27] .
Our second technical contribution is an algebraic construction of k-graphs. The goal of this construction is to resolve the main technical difficulty in the proof of our main results. The main benefit of this construction is that it allows us to infer certain linear equations between the integers that are used in the definition of these k-graph. In previous papers about testing subgraphs in graphs, ( [1] , [4] , [5] ) inferring these linear equations was trivial. This construction can be viewed as an extension of a construction of Frankl and R6dl [12] , but ours is far more complicated to analyze. It is also much more applicable than the construction of [12] , which, for example, can only be used to show that the complete k-graph on k + 1 vertices is not easily testable and with a lower bound as in Theorem 2.1, rather than the one in Theorem 2.2. Our new algebraic technique is applied in Sections 4 and 7. In order to further demonstrate the novelty of this technique we use it in Section 8 to resolve solne cases of a problem raised by Brown, Erd6s and S6s in 1973. The ideas used in our algebraic construction of extremal k-graphs have been further applied in another recent paper [6] .
Organization
In Sections 3 and 4 we discuss tile main machinery needed in order to prove Theorems 2.1 and 2.2. In Section 3 we describe a new number theoretic construction.
In Section 4 we describe a new algebraic construction of extremal k-graphs. In Section 5 we state two useful lemmas, which use the constructions of Sections 3 and 4 in order to obtain the lower bounds of Tlmorems 2.1 and 2.2. The proof of Theorem 2.2, which follows quite easily by combining the main lemmas of Sections 3, 4 and 5, is given in Section 6. In Section 7 we apply our algebraic technique again, this time to construct extremal k-graphs, which are a central tool in the proof of Theorem 2.4. In Section 8 we describe how the main ideas behind the algebraic constructions of Sections 3 and 7 can be used to resolve some cases of an open problem raised by Brown, ErdSs and Sds. Section 9 contains some concluding remarks and open problems. Due to space limitations, many proofs such as those of Theorems 2.1, 2.3, 2.4 and 2.5 are omitted. When we later refer to a graph D as being easy/hard to test, we mean that P~ (or PD) is easy/hard to test.
Arithmetic Progressions and Linear Equations
In this section we discuss our new number theoretic construction. Call a set of k -2 linear equations g = {el,...,ek_2} with integer coefficients in k unknowns xl,...,xk a (k,h)-gadget if it satisfies the following properties: (i) Each of the unknowns Xl, ..., xk appears in at least one of the equations. 
IZl _> ec(logn)l/Ll,,~2kJ
As we have explained before, note that for large]' k the above theorem guarantees the existence of a substantially larger set Z. The special case of the above theorem, where k = 2, was proved and used in [5] and [10] . As the details of the proof of Theorem 3.1 will reveal, the main idea is to somehow reduce the construction required to prove Theorem 3.1 to a construction related to a notion very similar to arithmetic progressions. The main idea of this reduction will be to show that integers satisfying the linear equations of a gadget, nearly form an arithmetic progression. Our notion of "near" arithmetic progression is the following: We say that k integers Zl < z2 < ... < za form a (k, h)-progression if there are integers d, n2,..., nk with 'ui < h, such that for 2 <i< k, wehave
The fact that a (k, h)-progression is "nearly" an arithmetic progressions comes from the fact that in an arithmetic progression one requires n2 ..... at: = 1. Also, d is analogous to the difference between consecutive integers in an arithmetic progression. In other words, a kterm arithmetic progression is a (k, 1)-progression. Due to space limitations we do not include the proof of Theorem 3.1 in these proceedings. We just mention that the proof has two main steps. In the first, we show how to transform the problem from one that deals with linear equations and gadgets to an analogous problem about (k, h)-progressions. We also show how the solution of the problem about (k, h)-progressions implies Theorem 3.1. In the second, we use the method of Laba and Lacey [19] , to solve the problem about (k, h)-progressions.
Linear Equations and Extremal Hypergraphs
In this section we describe the first algebraic construction of an extremal k-graph, which will play an im- In what follows we denote by C(z0,..., zk-l), the copy of T defined using the integers z0,...,zk-1. Note, that each of these IZ[ k copies of D has precisely one vertex in each of the sets V~,..., Uk+l. Note also that for every Zo,...,zk-1 and pi, the function E satisfies 1 < E(zo,...,Zk-l,pi) < kdk-lm < dkm, thus the vertices "fit" into the sets V1,..., Vk+l. Our first goal in this section is to prove the following lemma. Using the above lemma, we will construct the following extremal k-graph, which will be a key ingredient in the lower bounds of Theorem 2.1 and 2.2. 2. Each pair of these essential copies share at most k -1 common vertices.
Every copy of T belongs to one of the essential copies of D.
It is important to note that we do not claim that F does not contain any copies of D other than the IZI k essential copies, nor will we claim so later on in this section. As the statement of the above lemma is rather technical, the reader can find in Subsection 4.2 a short intuitive explanation of it.
We next give a brief overview of the proof of Lemma 4.2.
As in Lemma 4.1, the main idea will be to use an algebraic construction, where we view each of the vertices of the hypergraph as a linear equation in unknowns z0,...,zk-~.
A critical property of these linear equations will be that each k of them are linearly independent. This will quickly imply (1) and (2) . For the proof of (3) we will use Lemma 4.1 to infer that certain sets of integers satisfy an (r, d 3du)-gadget. We will then use the fact that Z is (r, d 3da)-gadget-free. The proofs of the above Lemmas appear in the following subsections.
Proof of
be three edges spanned by k+l vertices. As any k-graph on k + 1 vertices that contains at least 3 edges is a core, the k + 1 vertices must belong to distinct sets V/. Call these vertices vl c V1,...,vk+l E Vk+l. Assume, without loss of generality, that E1 = {vl .... ,vk+l} \ Vk+h E2 = {vl,...,Vk+l}\'vk and E3 = {vl,...,vk+l}\vk-l. Recall, that every edge in S belongs to one of the copies of T, defined using some k integers fi'om Z. Suppose  E1 E C(ao,... ,ak-1), E2 c C(bo,... ,bk-1) , and E 3 E C(CO,...,ck-1).
As vl E Vtl,...,vk_l • Vt~,_l, are common to both E1 and E2 we conclude that for every i 
.,ak-l,pi) = v~ = E(co,...,Ck-l,pi).
We could have written k -1 equations for the common vertices of E2 and E3, however, all but one of them follow from the previous equations. The only independent equation is due to vk+l:
E(bo,..., bk-l,Pk+l) = vk+l = E(Co,..., Ck-l,Pk+l).
We get a set of 2k -1 equations in 3k unknowns, ao,... ,ak-1, bo,... ,bk-1 and co,... ,ck-1. In order to simplify the rest of this subsection, we substitute the definition of E from (4.2) and write our set of equations as follows: In what fbllows we denote by T the set of equations Ai,..., Ak-1, B1,.
•., Bk-1, Ci,.
•., Ck-1. We will need the following well known result that follows from Cramer's rule and Hadamard Inequality (see, e.g., [16] ). Thus, if b0 and co vanish we may conclude that we used a lineal' combination with zero coefficients, which contradicts our assumption.
Note, that as in each of the equations of • the stun of the coefficients in the right hand side is equal to the sum of the coefficients in the left hand side, this property must also hold in a linear combination of ~. Hence, there is no linear combination in which precisely one of a0, b0, Co does not vanish. It also follows that if precisely two of ao, bo, co do not vanish, then they must be equal. However, if for example ao = b0, then we can "replace" b0 with ao in the last equation, and use the last k equations to infer that for 1 < i < k -1 we have ai = ci. We would thus get that a0 = b0 = b0, which satisfies the requirement of the lemma. If, on the other hand, a0, b0 and co do not vanish, then using again the fact that in the resultant equation the sums of the coefficients in each side are qual we get the required equation. 1), the lelnma claims that we can construct the following non trivial graph: It has m vertices and IZ] 2 = m 2-°(1) essential copies of K4 that are pail'wise edge disjoint, such that each triangle in the graph belongs to one of these copies of K4. As eactl K4 contains at most 4 triangles, this graph contains less than m 2 triangles. As any triangle appears in at most m copies of K4 such a graph has at most m a copies of K4. Note that any trivial such construction (e.g. random) will contain roughly m 4-°(1) copies of K4. The fact that we can construct graphs that contain many induced copies of a graph, where each two copies have at most 1 common vertex (or k -1 vertices in the case of k-graphs) while containing relatively few copies of it, will be crucial in the proofs of Theorems 2.1 and 2.2. E(zo,...,Zk-l,i) .
In order to specify the edges of this copy, we simply regard the vertices vt, • • •, Vd as if they were the vertices of a regular copy of D and put the corresponding edges. Namely, for every edge (p],... ,Pk) • E(T), we put in F an edge that for 1 < i < k contains vertex
In what follows we denote by C(z0,..., zk-1), the copy of D defined using the integers z0,. • •, z~_ 1. This defines [Z[ k copies of D. These IZI k copies of D will be the essential copies of D in F in the statement of the lemma (but we will still have to show that they are induced copies of D in F). Observe that any essential copy D has precisely one vertex in each of the sets V1,..., Vd. Note also that for every zo,...,zk-1 and 1 _< i _< d, the function E satisfies 1 < E(zo,...,zk-~,i) <_ kdk-~m/d ~+2 _< m/k, thus the vertices "fit" into the sets V1,..., Vd.
We now turn to prove the assertions of the lemma. Let Vl,.. •, vk be k vertices that belong to one of the essential copies of D in F.
As the vertices of an essential copy belong to different sets Vi, there are 
=vi,
If we view the above as a set of k linear equations with unknowns zo,...,zk-1, they correspond to the matrix equation Ax = b, where b = {Vl,...,vk}, x = {z0,...,z~-l}, and Aij = p~-X. As A is an invertible Vandermonde matrix (here we use the fact that the pis are distinct), we conclude that z0,..., z~-i are uniquely defined by these sets of equations. Hence, they belong to precisely one of the essential copies of D, namely, C(zo,.. •, zk_~). We have thus shown that each pair of essential copies share at most k -1 common vertices. As F is a k-graph, the essential copies of D are in particular edge disjoint. As by definition, every edge in D belongs to one of the essential copies of D, we conclude that the essential copies of D in F are ill fact induced. We have thus proved items (1) and (2). We now turn to prove item (3). Suppose vl,...,Vk+l are k + 1 vertices that span a copy of T, namely, they span r edges.
As any mernber of T k contains at least 3 edges, T is a core. Hence, there are distinct Pl,.-.,Pk+~ such that vl E Vpl,...,Vk+l E Vp~+~. Suppose the r edges of T are el • C(zo,1,...,Zk-l,1) ,...,er E C(zo,~,...,Zk-l,r). In order to show that each copy of T belongs to one of the essential copies of D we may show that for 0 < i < k -1 we have zi,1 ..... z w. = zi. This will mean that the r edges belong to C(z0,..., zk-1). For ease of notation we show that z1,1 .....
Zl,r. The other cases are identical.
An important observation at this point is that the subgraph of F induced on Vp~,...,Vp~:+ 1 is precisely the k-graph S defined in Lemma 4.1 with Pd = {Pl,...,Pk+I}-Consider any three distinct integers jl,j2,ja from {1,...,r}, such that Zl,j~ <_ zl,j2 <_ zl,j~. By Lemma 4.1, either zl,j~ = zl,j2 = zl,j~ or there are positive ill, j32 _< d 3d~ such that the following holds 31Z1,jl -~-~2ZI,j~ "~ (31 -[-~2)Zl,j2 " Assume first that for some choice of jl,J2,j3 we have zl,j, = z~,j~ = zl,j~ and assume for simplicity that jl = 1,j~ = 2,j3 = 3. Consider any other 4 _< j < r and assume wlog that zl _< zj < z2. By the above, either z1,1 = zl,2 = zl,j or there are positive fll,/32 <_ d 3d~ such that fllzl,1 +~2Zl,2 = (ill +t32)zl,j. However, as by assumption z1,1 = z1,2 and t31,/32 > 0 we can conclude that zj = Zl,1 = zl,2 in the later case as well. We thus conclude that in this case we have Zl,1 ..... zl,~. Assume now that none of jl,j2,j3 are such that Zl,j~ = Zl,j~ = zl,y3. Suppose we rename the integers zl,1,...,zl,r such that z1,1 < ... < zl,,.. By Lemma 4.1, we have for every 2 < i < r -1 there are positive fli~,fli2 --< d3d2 such that
holds (Note that by our ordering of zl,1,...,zl,r we satisfy the requirement of Lemma 4.1 that ai <_ e~ < bi). But this means that z~,~,... ,Zl,~ satisfy the (r, d3d~) -gadget E = {e2,..., e~-l} where
(it is easy to verify that this is indeed a (r, d 3d~ )-gadget ) . However, as by assumption Z is (r, d3d2)-gadget-fl'ee Zl,~,..-,Z~,r cannot be distinct. Assume, wlog, that z~,l = Zl,2. As z~,l, zl,2, Zl,3 satisfy the linear equations given in (4.3) for r = 2 and as by assumption z~,~ = z1,2 it must be the case that zL3 = z1,1 = Zl, 2. This contradicts our assumption that there is no triple of equal integers zj, , z£~ , zja.
Extremal Hypergraphs and Lower Bounds for P~
The following is the main lemma of this section. 
We also need the following lemma, which follows from the canonical graph p'rvperty tester of Goldreich and Trevisan in [15] (see also [3] ).
LEMMA 5.2. Suppose there is a k-graph on n vertices that is e-far fflvm satisfying P~ (or PD) and yet contains O(nd/q(e)) copies of D. Then the query complexity of arty one-sided error property-tester for P~ (or PD) is f~(q(e)l/d), where d is the size of D. In particular, if q(e) is super-polynomial in 1/e, then so is the query complexity of the property tester ]br P~ (or PD).
The proof of the above two lemmas use ideas similar to the ones used in [5] and are therefore postponed to the full version of the paper. As is evident fi'om the statement of Lamina 5.2, in order to obtain a high lower bound for testing P~, one would want to apply it to a k-graph H that is e-far from satisfying P~ and contains O(nd/q(e)) copies of D with q growing as fast as possible. Inspecting the statement of Lamina 5.1 we see that it supplies such a k-graph, but in this case the function f should grow as slow as possible (note that ill some sense q is f-l).
Note, that one can use the output of Lamina 4.2 as an input to Lamina 5.1. Finally, requiring f in Lemma 5.1 to grow slowly, means requiring the set Z in Lemma 4.2 to be as large as possible. Finally, observe that we can use the number theoretic construction of Theorem 3.1, which supplies such a set of size n/f(n) with f being subpolynomial. This will give a super-polynomial q, and thus super-polynomial lower bounds, which are our ultimate goals. In Section 6 we indeed apply the above two laminas, along with Lamina 4.2 and the number theoretic construction of Theorem 3.1, in order to prove Theorem 2.2. Note, that though the statement of Theorem 2.2 states the improved lower bounds only for k-graphs on at least r(k) vertices, it is clear that the same lower bound also applies to any k-graph on less than r(k) vertices such that either the k-graph or its complement spans a copy of F k. This, in particular, applies to F '~ itself, thus, as mentioned after the statement of Theorem 2.2, we indeed get an irnprovement on the lower bound for testing P~ fl'om [18] .
More on Linear Equations and Extremal Hypergraphs
In this section we discuss the main tools for the proof of Theorem 2.4. We note that the definition of a hypercycle as it appeared in Section 2 is more restricted than the definition of a hyper-cycle with which we can prove Theorem 2.4. Namely, we can just require the first two vertices of e~ to be i,i + 1. The details of the more general definition will appear in the full version. Our goal in this section is to show that for any hyper-cycle . We omit the details of such a construction here.
The main difficulty in proving Lemma 7.1 is two fold. While we still have to show that we can extract a linear combination of the integers, as we did in Lemma 4.1, we are faced with the following problem; suppose we manage to extract a linear equation but it is of the form zt + z2 -z3 = z4. In Lemma 4.1 this was not an issue, as in that lemma the required equation only relates 3 integers, thus if we get an equation of the form 3a-2b = c we can simply move 2b to the other side and get the required equation. This is not possible in our case. The problem is even more serious; as we mentioned above, our ultimate goal will be to apply the above with a (k, h)-linear-free set of size m 1-°(1) . However, it follows from the pigeon-hole principle that the largest subset of [m] without solutions to zl + z2 -z3 = z4 is O(x/~ ). Thus, we must make sure that all the coefficients in the linear equation we extract are positive. One may also ask, why we cannot prove our lower bounds for PD by using only linear equations with 3 unknowns, like we use for P~. The main reason for that is that for P~ we can prove a lower bound either for D or its complement, and one of them must contain a copy of T k. For PD, however, we cannot use this transformation, and have to deal with D itself, which does not necessarily contain a copy of T k.
The proof of Theorem 2.4 will follow by using this lemma together with lemmas similar to Lemmas 4.2 and 5.1 along with Lemma 5.2.
On a problem of Brown, Erd6s and Sds
Denote by fk(n,v,e) the largest number of edges in a k-uniform hypergraph oll n vertices, which contains no e edges on v vertices. Estimating the asymptotic growth of this function for fixed integers k, e and v is a well studied problem in graph theory. For example, when e = (~) we get tile well known Turgn problem of the maximum possible number of edges is a k-graph that contains no complete k-graph on v vertices. Ill 1973, Brown, Erdhs and Sds [8] , [9] initiated the study of the function f for k-graphs. The simplest case they managed to resolve was that for every k > r _> 2 and e > 3 fk('n,e(k-r)+r,e) = G(nr). They were not, however, able to resolve the value of (8.5) fk(n, elk -r) + r + 1, e).
Even in the simplest case of (8.5), where k = e = 3 and r = 2 they only proved ft(n 3/2) = J:3(n, 6, 3) = O(n2). This problem became known as the (6,3)-problem. In one of the classical results in extremal combinatorics, Ruzsa and Szemer6di [25] resolved the (6,3)-problem by proving that 'n 2-°(1) < f3(n,6, 3) = o(n2). In 1986, Erdhs, Frankl and Rhdl [10] extended tile result of [25] to arbitrary k (and e = 3, r = 2 as in [25] ), by showing that n 2-°0) < fk(n, 3(k -2) + 3, 3) = o(n2). Since then, the only progress on the asymptotic value of (8.5) was obtained by S£rk6zy and Selkow [26] , who showed that fk(n, 3(k -r) + r + 1, 3) = o(nr). No lower bounds were given since the result of [10] . Using the techniques of this paper we can resolve (8.5) for arbitrary k and e = 3,r = k -1, and thus extend the result of Ruzsa and Szemer~di [25] , by proving the following. Just recently, we have managed to use the main ideas of this paper, together with several additional ideas, to generalize Theorem 8.1. This appears in [6] .
Concluding Remarks and Open Problems
The most interesting problem related to this paper is to give a complete characterization of the k-graphs D for which PD is easily testable. We believe that the techniques presented in this paper should be useful in resolving this problem. It is known that for k = 2, PD is easily testable iff D is bipartite. It seems likely that the "right" chm'acterization is that for larger k, PD is easily testable iff D is k-partite.
In light of Theorem 2.1 one may hope to show that the only k-graphs D, for which P~ is easily testable are the single edges. However, this is false. As shown in [5] , in case D is a path of length 2, P~ has a one-sided error tester, whose query complexity is O(log(1/e)/e). It would thus be interesting to decide if 03,2 (see Theorem 2.1) is easily testable.
