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Quantum fields in cosmological spacetimes can experience particle production due to their inter-
action with the expanding background. This effect is particularly relevant for models of the very
early Universe, when the energy density generated through this process may back-react on the cos-
mological expansion. Yet, these scenarios have not been fully explored due to the several technical
hurdles imposed by the back-reaction calculations. In this work we review the basics of cosmologi-
cal quantum particle production and demonstrate a numerical algorithm to solve the back-reaction
problem in regimes dominated by particle production. As an illustration, we compute the effects of
a massive quantized scalar field on a cosmological bounce scenario, explicitly showing that quantum
particle production can cause the contracting phase to end in a radiation crunch, or can delay the
bounce. Finally, we discuss the relevance of quantum particle production/annihilation to bounce
and inflationary models of the early Universe.
I. INTRODUCTION
In his pioneering 1968 Ph.D. thesis, Leonard Parker
discovered the surprising phenomenon that evolving cos-
mological spacetimes can produce quantum particles [1–
3]. This work laid much of the theoretical framework for
our current understanding of quantum fields in curved
spacetimes (see, e.g., the textbooks [4, 5]). The phe-
nomenon has since been investigated in astrophysical and
cosmological contexts, leading to fundamental theoreti-
cal results including the emission of Hawking radiation by
blackholes [6–14] and the generation of primordial fluc-
tuations during inflation [15–21].
Cosmological quantum particle production results
from the shifting quantum vacuum state due to spacetime
expansion. A given mode of a quantum field can begin in
a state with no particles, but at a later time have a non-
zero particle number expectation value. Parker showed
that while this does not happen for massless conformally-
coupled fields, it is generic for massive scalar fields of ar-
bitrary coupling to the spacetime curvature. Typically,
the particle production is significant when the particle
mass m is of the order of the expansion rate H, or when
m2 ' H˙. Simple dimensional arguments show that in a
Universe with critical density ρc ' 3H2/8piG, quantum
particle production can contribute significantly to the en-
ergy density of the Universe at early epochs when H is
not too far below the Planck scale.
This effect naturally suggests that quantum particle
production may have a significant impact on the ex-
pansion rate of the Universe at early times. The back-
reaction problem consists in understanding how the en-
ergy density generated through this process alters the
evolution of the background spacetime. This seemingly
straightforward calculation is actually subtle due to two
technical challenges of quantum fields in curved space-
times. First, the definition of the quantum vacuum and
∗ fernando.zago@pitt.edu
† kosowsky@pitt.edu
particle are not formally well defined in time-varying
spacetimes. Second, the energy-momentum tensor of a
quantized field propagating on a curved background pos-
sesses a formally infinite expectation value, and must be
regularized to yield physically sensible results. In homo-
geneous and isotropic spacetimes, both problems can be
addressed via the method of adiabatic regularization [22–
27], which is particularly useful for numerical computa-
tions. The adiabatic notion of particle offers a clear way
to track particle number in a spacetime which is expand-
ing sufficiently slowly. This representation has the special
property of defining a vacuum state which comes clos-
est to the Minkowski vacuum when the background ex-
pansion is sufficiently slow. However, adiabatic regular-
ization introduces several technical complications to the
back-reaction problem. As a consequence, ambiguities
arise in specifying initial conditions, and computation-
ally the problem becomes very complicated with poten-
tial numerical instabilities [28–32]. In practice, the am-
biguities and complexities together have prevented any
general numerical solution, although the test-field limit
in which back-reaction effects are neglected has been in-
vestigated in several studies [33–37].
Formal developments clarified aspects of the adiabatic
regularization approach, offering a clear separation be-
tween the energy density due to the field particle content
and the divergent contributions from the zero-point en-
ergy [37–40]. However, the notion of adiabatic particle
appearing in the energy density suffers from ambiguities.
For a typical mode of a quantum field, its associated
particle number during times of significant particle pro-
duction depends on the perturbative order of adiabatic
regularization employed. This is obviously an unphysi-
cal result, since the dominant term in the energy density
is often just a simple function of the particle number
density. Typically, successive orders of adiabatic regular-
ization gives the particle number in a given mode as a
divergent asymptotic series. Recent important papers by
Dabrowski and Dunne [41, 42] employed a remarkable re-
sult of asymptotic analysis [43–47] to sum the divergent
series and provide a sensible notion of particle which is
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2valid at all times. Since any remaining physical ambigu-
ity is then removed from the problem, this result points
the way to a general numerical solution.
We combine these recent results into an approach
which numerically solves the quantum back-reaction
problem in regimes with field energy density dominated
by particle production. We then apply this technique
to a toy cosmological model, that of a positive-curvature
spacetime with a constant energy density (the closed de
Sitter model). In the absence of any quantum fields or
other particle content, this spacetime exhibits a bounce
behavior, contracting to a minimum scale factor and then
expanding again. Here we show explicitly that the exis-
tence of a massive scalar field in a particular mass range
will cause large changes in the spacetime evolution: even
if the contracting spacetime initially contains a quantum
field in its adiabatic vacuum state, quantum particle pro-
duction can create enough energy density to push the
spacetime into a radiation crunch. Special values of the
field mass can also delay but not eliminate the bounce.
This appears to be the first general solution for the quan-
tum back-reaction problem in cosmology.
In Section II we review standard results for quan-
tized scalar fields propagating in cosmological space-
times, while Section III discusses the adiabatic field rep-
resentation and the semi-classical notion of adiabatic
particle number. Section IV recasts quantum particle
production in terms of the Stokes phenomenon of the
complex-plane wave equation for specific modes, includ-
ing interference between different modes. Section V for-
mulates the back-reaction problem for scenarios in which
the field particle content or particle production domi-
nates the field energy density. Section VI outlines our
numerical implementation of the mathematical results in
Sections IV and V. Physical results for a closed de Sit-
ter model are presented in Section VII. Finally, in Sec-
tion VIII we discuss the prospects for more general situa-
tions, including quantum fields with spin and interacting
quantum fields, and the possible relevance of quantum
particle production to early-Universe models, including
inflationary and bounce scenarios. Salient technical de-
tails are summarized in the Appendix. Natural units
with ~ = c = 1 are adopted throughout.
II. SCALAR FIELDS IN FLRW SPACETIMES
We first summarize basic results for scalar fields in spa-
tially isotropic and homogeneous spacetimes (see, e.g.,
[4, 5]). Consider a Universe described by the Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) metric
ds2 = gabdx
adxb = −dt2 + a2(t)gijdxidxj , (1)
with
gijdx
idxj =
dr2
1−Kr2 + r
2dθ2 + r2 sin2 θ dϕ2 . (2)
Here a(t) is the scale factor which describes the cosmolog-
ical expansion history, and K = −1, 0, +1 corresponds
to the curvature parameter of an open, flat, and closed
Universe, respectively. The non-vanishing components of
the Ricci tensor Rab are
R00(t) = 3
[
H˙(t) +H2(t)
]
g00 , (3a)
Rij(t) =
[
H˙(t) + 3H2(t) + 2K/a2(t)
]
gij , (3b)
and the Ricci scalar R = gabRab is
R(t) = 6
[
H˙(t) + 2H2(t) +K/a2(t)
]
(4)
where
H(t) ≡ a˙(t)
a(t)
(5)
is the Hubble parameter. Overdots indicate differentia-
tion with respect to proper time t.
We are interested in the evolution of a free scalar field
Φ(t, x) of arbitrary mass and curvature coupling in this
spacetime. The action for such a field can be expressed
generically as
S = −1
2
∫ √−g d4x[(∇aΦ)gab(∇bΦ)+ (6)
+m2Φ2 + ξRΦ2
]
,
where ∇a is the covariant derivative, g = det (gab), m is
the field mass, and ξ is the field coupling to the space-
time curvature. Applying the variational principle to this
action yields the equation of motion[
−m2 − ξR(t)
]
Φ(t, x) = 0 , (7)
where  = gab∇a∇b is the d’Alembert operator associ-
ated with the spacetime.
Due to the homogeneity and isotropy of the back-
ground metric, the solutions of Eq. (7) can be separated
into purely temporal and spatial parts. As a consequence,
the quantized field operator can be written as
Φˆ(t, x) = a−3/2(t)
∫
dµ(k)
[
akfk(t)Yk(x) + (8)
+ a†kf
∗
k (t)Y
∗
k (x)
]
,
where the raising and lowering operators a†k and ak sat-
isfy the canonical commutation relations[
ak , a
†
k′
]
= δk,k′ , (9)
and dµ(k) is a geometry-dependent integration measure
given by
∫
dµ(k) =

∞∑
k=1
k2 , for K = +1∫ ∞
0
k2 dk , for K = 0, −1 .
(10)
3The functions Yk(x) and fk(t) contain the spatial
and temporal dependence of each k-mode. The har-
monic functions Yk(x) are eigenfunctions of the Laplace-
Beltrami operator associated with the geometry of spatial
hypersurfaces, while the mode functions fk(t) obey the
harmnonic oscillator equation
f¨k(t) + Ω
2
k(t)fk(t) = 0 (11)
with the time-dependent frequency function
Ω2k(t) = ω
2
k(t) +
(
ξ − 1
6
)
R(t)−
[
H˙(t)
2
+
H2(t)
4
]
, (12)
where
ωk(t) =
[
k2
a2(t)
+m2
]1/2
. (13)
The complex mode functions fk(t) and f
∗
k (t) also satisfy
the Wronskian condition
fk(t)f˙
∗
k (t)− f˙k(t)f∗k (t) = i . (14)
If Eq. (14) holds at some particular time t, then Eq. (11)
guarantees it will also hold at all future times.
The quantization procedure outlined above naturally
leads to the construction of the Fock space of field states.
The base element of this space is the vacuum state, which
is defined as the normalized state that is annihilated by
all lowering operators:
ak |0〉 = 0 and 〈0|0〉 = 1 . (15)
All remaining states are generated from the vacuum by
the successive application of raising operators, such as
|k1, k2, . . . 〉 = a†k1a
†
k2
. . . |0〉 , (16)
and normalized by the requirement of mutual orthonor-
mality. In what follows, we will be interested in the fam-
ily of field states which are spatially isotropic and homo-
geneous, as these constitute viable sources of the FLRW
metric.
The field operator Φˆ(t, x) admits numerous represen-
tations of the form shown in Eq. (8), each of which is
associated with a different mode function pertaining to
the set of solutions of Eq. (11). These representations
are related: the complex mode functions fk(t) and hk(t)
belonging to any two different representations can be ex-
pressed in terms of one another through the Bogolyubov
transformations
fk(t) = αkhk(t) + βkh
∗
k(t) , (17a)
f∗k (t) = β
∗
khk(t) + α
∗
kh
∗
k(t) , (17b)
where αk and βk are known as Bogolyubov coefficients.
Due to homogeneity and isotropy, these coefficients de-
pend only on k = |k|. Substituting these expressions into
Eq. (8) leads to similar transformations relating the rais-
ing and lowering operators belonging to these represen-
tations:
ak = α
∗
kbk − β∗kb†k , (18a)
a†k = αkb
†
k − βkbk , (18b)
from which it follows that the Bogolyubov coefficients
must satisfy ∣∣αk∣∣2 − ∣∣βk∣∣2 = 1 (19)
in order to guarantee that the commutation relations of
Eq. (9) are valid across all representations.
A direct consequence of Eqs. (18) is that the notion
of vacuum is not unique for a quantized field defined on
a FLRW spacetime [4, 5]. This is evident from the fol-
lowing simple calculation, which shows that the vacuum
defined in Eq. (15) is not necessarily devoid of particles
according to the number operator belonging to a different
field representation:
Nk =
〈
0
∣∣b†kbk∣∣0〉
=
∣∣αk∣∣2〈0∣∣a†kak∣∣0〉+ ∣∣βk∣∣2〈0∣∣aka†k∣∣0〉 (20)
=
∣∣βk∣∣2 .
Therefore, different choices of representation inevitably
lead to distinct notions of vacuum and, consequently, to
distinct notions of particle. This result is a quite gen-
eral feature of quantum field theory defined on curved
spacetimes, and although it initially seems troublesome,
it actually becomes useful in numerical back-reaction cal-
culations. To that end, we introduce in the next section a
particularly useful representation which defines the most
physical notion of particle in a FLRW spacetime.
III. ADIABATIC REPRESENTATION
Despite the multitude of available representations for
a quantized scalar field defined on a FLRW spacetime,
one particular choice referred to as the adiabatic repre-
sentation stands out. This representation has the special
property of defining a vacuum state which comes clos-
est to the Minkowski vacuum when the background ex-
pansion is sufficiently slow. As a consequence, the adia-
batic representation provides the most meaningful notion
of physical particle in an expanding homogeneous and
isotropic Universe. Here we discuss this representation
closely following Ref. [37].
The adiabatic representation is characterized by mode
functions which are the phase-integral solutions [1–3] of
Eq. (11):
hk(t) =
1√
2Wk(t)
exp
(
− i
∫ t
Wk(s) ds
)
, (21)
4where the integral in the exponent can be computed from
any convenient reference time, and the function Wk(t) is
given by the formal asymptotic series
Wk(t) ≡ Ωk(t)
∞∑
n=0
ϕk, 2n(t) . (22)
The terms ϕk, 2n(t) are obtained by substituting Eqs. (22)
and (21) into Eq. (11). The expressions which ensue from
these substitutions are standard results of the phase-
integral method [48, 49]; up to fourth order they are
ϕk, 0(t) = 1 , (23a)
ϕk, 2(t) =
1
2
εk, 0(t) , (23b)
ϕk, 4(t) = −1
8
[
ε2k, 0(t) + εk, 2(t)
]
, (23c)
for which the quantities appearing on the right-hand sides
are given by
εk, 0(t) ≡ Ω−3/2k (t)
d2
dt2
[
Ω
−1/2
k (t)
]
, (24a)
εk,m(t) ≡
[
Ω−1k (t)
d
dt
]m
εk, 0(t) . (24b)
In a sense, the functions Wk(t) capture the overall time
dependence of each k-mode due the evolving FLRW met-
ric, leaving behind only the Minkowski-like mode oscilla-
tions which take place on top of this background [41, 42].
It is this property that makes the adiabatic mode func-
tions hk(t) and h
∗
k(t) such good templates for probing the
particle content of fields evolving in cosmological space-
times. This template role is made precise by the following
time-dependent generalization of Eqs. (17) [1–3], which
expresses the field modes fk(t) as linear combinations of
the adiabatic mode functions:
fk(t) = αk(t)hk(t) + βk(t)h
∗
k(t) , (25)
where the Bogolyubov coefficients αk(t) and βk(t) are
analogous to those appearing in Eqs. (17) and (18), but
are here regarded as time-dependent quantities due to
the fact that hk(t) and h
∗
k(t) are merely approximate so-
lutions of Eq. (11). In order to completely specify these
coefficient functions, an additional expression must be
provided. For that purpose, it is common to introduce
a condition on the time derivative of the mode function
which preserves the Wronskian relation of Eq. (14). In
its most general form, this condition can be stated as [37]
f˙k(t) =
[
− iWk(t) + Vk(t)
2
]
αk(t)hk(t) (26)
+
[
iWk(t) +
Vk(t)
2
]
βk(t)h
∗
k(t) .
Here the arbitrary function Vk(t) contains the residual
freedom in the definition of the adiabatic vacuum. In
this work we will choose this function to be
Vk(t) = −W˙k(t)
Wk(t)
, (27)
as this choice leads to important simplifications in the
back-reaction problem.
Gathering Eqs. (8) and (25), we find that the ladder
operators associated with the adiabatic representation
satisfy the transformations
ak = α
∗
k(t)bk(t)− β∗k(t)b†k(t) , (28a)
a†k = αk(t)b
†
k(t)− βk(t)bk(t) , (28b)
which in turn imply a time-dependent version of Eq. (19),∣∣αk(t)∣∣2 − ∣∣βk(t)∣∣2 = 1 . (29)
Finally, it is useful to characterize field states accord-
ing to the values of the non-trivial adiabatic bilinears〈
b†k(t)bk(t)
〉
and
〈
bk(t)bk(t)
〉
. The first of these bilin-
ears tracks the adiabatic particle content per comoving
volume in the k-mode under consideration. Using the
transformations established above by Eqs. (28), it follows
that
Nk(t) =
〈
b†k(t)bk(t)
〉
=
∣∣αk(t)∣∣2〈a†kak〉+ ∣∣βk(t)∣∣2〈aka†k〉 (30)
= Nk + σk
∣∣βk(t)∣∣2 ,
where Nk =
〈
a†kak
〉
is a constant of motion which can
be understood as the initial number of adiabatic parti-
cles per comoving volume populating the field mode of
wavenumber k, and σk = 1 + 2Nk is the Bose-Einstein
parameter responsible for stimulated particle production.
The second bilinear can be expressed as
Mk(t) =
〈
bk(t)bk(t)
〉
= αk(t)β
∗
k(t)
〈
a†kak
〉
+ αk(t)β
∗
k(t)
〈
aka
†
k
〉
(31)
= σk αk(t)β
∗
k(t) .
In principle, these bilinears contain all the required in-
formation to track the field evolution and, consequently,
the time dependence of the field energy density and pres-
sure. In practice, however, these quantities suffer from an
irreducible ambiguity which is particularly pronounced
whenNk(t) andMk(t) incur rapid changes, such as when
particle production occurs. The root of this issue can be
traced back to the asymptotic representation of Wk(t),
which is usually handled by simply truncating the se-
ries in Eq. (22) at a finite order. However, the values
of the bilinears depend strongly on where the series is
truncated if they are rapidly changing (see Ref. [41] for
striking graphical representations). In the next Section,
we discuss a technique for finding the exact universal evo-
lution for both adiabatic bilinears which the asymptotic
series represents.
5IV. PARTICLE PRODUCTION AND THE
STOKES PHENOMENON
The adiabatic representation introduced in the previ-
ous section provides an accurate description of the bi-
linears Nk(t) and Mk(t) whenever |εk, 0|  1. The
more severely this condition is violated, the more unreli-
able these adiabatic quantities become. Adiabatic parti-
cle production, for instance, coincides with the momen-
tary violation of this condition, implying that the notion
of particle remains uncertain until particle production
ceases. Nonetheless, a universal notion of particle can be
restored for all times when particle production events are
understood in terms of the Stokes phenomenon.
The sharp transitions between asymptotic solutions of
a given differential equation which are valid in different
regions of the complex plane are termed the Stokes phe-
nomenon. These regions are bounded by the so-called
Stokes and anti-Stokes lines. In the context of a scalar
field evolving in a FLRW spacetime, the differential equa-
tion of interest is the equation of motion for a given field
mode extended to a complex time variable z:
f ′′k (z) + Ω
2
k(z)fk(z) = 0 , (32)
in which the primes stand for differentiation with respect
to z, the proper time is given by t ≡ Re z, and Ωk(z) rep-
resents the analytic continuation of the time-dependent
frequency of Eq. (12). The Stokes lines associated with
Eq. (32) are those lines which emanate from the zeros
(also known as turning points) and poles of Ωk(z) and
along which Re
[
Ωkdz
]
= 0. An illustration of such a line
is shown in Fig. 1. The asymptotic solutions susceptible
to the Stokes phenomenon are given by
fk(z) = αk(z)hk(z) + βk(z)h
∗
k(z) , (33)
where hk(z) and h
∗
k(z) are the complex extensions of the
adiabatic mode functions defined in the previous section.
As this solution evolves across a Stokes line, the values
of the Bogolyubov coefficients αk(z) and βk(z) change
abruptly. By Eqs. (30) and (31), this implies a sud-
den change in the adiabatic bilinears and, in particular,
the production of adiabatic particles. Remarkably, a re-
sult from asymptotic analysis guarantees the existence
of a smooth universal form for this rapid transition be-
tween different asymptotic regimes. Below we outline the
derivation of this important result and summarize the
quantities which determine the functional form of such
smooth Stokes jumps.
We start by defining Dingle’s singulant variable [43]
anchored at z0:
F
(0)
k (z) = 2i
∫ z
z0
Ωk(w) dw , (34)
where z0 is a solution of Ωk(z) = 0 which sources the
Stokes line of interest, is closest to the real axis, and is
located in the upper half-plane. The singulant is a con-
venient variable for tracking the change incurred by the
Re z
Im
z
FIG. 1. A depiction of the Stokes line sourced by a conjugate
pair of simple turning points
(
z0, z
∗
0
)
of a frequency function
Ωk(z). Here the Stokes line crosses the real axis at the point
s0, which corresponds to the time at which particle production
occurs for the mode of wavenumber k. The guiding lines show
the directions for which the condition Re
[
Ωkdz
]
= 0 is locally
satisfied.
Bogolyubov coefficients αk(z) and βk(z) across a Stokes
line. Indeed, it was shown by Berry [44–47] that these
coefficients satisfy the following differential equations in
the vicinity of a Stokes line:
dβk
dF
(0)
k
= C
(0)
β, k αk , (35a)
dαk
dF
(0)
k
= C
(0)
α, k βk , (35b)
where C
(0)
β, k and C
(0)
α, k are coupling functions which de-
pend on the order at which the series representation of
Wk(z) is truncated. A remarkable discovery by Dingle
[43] states that the large-order terms in the asymptotic
series of Eq. (22) have a closed form given by
ϕk, 2n(z) ∼ − (2n− 1)!
piF
(0) 2n
k
for n 1 . (36)
It is clear from this result that the smallest term in such a
series corresponds to n ≈ ∣∣F (0)k ∣∣. Terminating the series
at this order leads to optimal closed form expressions for
C
(0)
β, k and C
(0)
α, k, which can be substituted in Eqs. (35)
to yield the following universal behaviors for βk(t) and
αk(t) along the real axis and across the Stokes line under
6consideration:
βk(t) ≈ i
2
Erfc
(
− ϑ(0)k (t)
)
δ
(0)
k , (37a)
αk(t) ≈
√
1 +
∣∣βk(t)∣∣2 , (37b)
where ϑ
(0)
k (t) is a natural time evolution parameter which
determines the sharpness of the Stokes jump, and δ
(0)
k
corresponds to the jump’s amplitude. Both of these pa-
rameters are expressible in terms of the singulant variable
evaluated over the real axis:
ϑ
(0)
k (t) =
Im
[
F
(0)
k (t)
]
√
2 Re
[
F
(0)
k (t)
] , (38a)
δ
(0)
k = exp
(
− F (0)k (s0)
)
. (38b)
Here F
(0)
k (s0) is simply the singulant computed at the
point z = s0, where the Stokes line sourced by z0 inter-
sects the real axis, i.e.,
F
(0)
k (s0) = 2i
∫ s0
z0
Ωk(w) dw = i
∫ z∗0
z0
Ωk(w) dw , (39)
where the last equality follows from the reality of Ωk(z)
over the real axis. Putting together Eqs. (30), (31), and
(37) yields a universal functional form which describes
the time evolution of the adiabatic bilinears associated
with the field mode of wavenumber k:
Nk ≈ Nk + σk
4
∣∣∣Erfc(− ϑ(0)k )δ(0)k ∣∣∣2 , (40a)
Mk ≈ −i σk
2
[
Erfc
(
− ϑ(0)k
)
δ
(0)
k
][
1 +Nk
]1/2
. (40b)
These results can be further generalized to account for
multiple Stokes line crossings, as well as the interference
effects between them [41]. Define the accumulated phase
between the first and the p-th pair of zeros of Ωk(z) as
θ
(p)
k =
∫ sp
s0
Ωk(w) dw (41)
where sp corresponds to the point where the Stokes line
associated with the p-th conjugate pair of zeros crosses
the real axis. The functions which describe both adia-
batic bilinears are then given by
Nk ≈ Nk + σk
4
∣∣∣∣∑
p
Erfc
(
− ϑ(p)k
)
δ
(p)
k exp
(
2iθ
(p)
k
)∣∣∣∣2 ,
(42a)
Mk ≈ −i σk
2
[∑
p
Erfc
(
− ϑ(p)k
)
δ
(p)
k exp
(
− 2iθ(p)k
)]
×
×
[
1 +Nk
]1/2
(42b)
with δ
(p)
k and ϑ
(p)
k (t) being the amplitude and time evo-
lution parameter associated with the p-th Stokes line.
Therefore, by monitoring the turning points and Stokes
lines which accompany each mode’s frequency function
on the complex plane, we can track the evolution of the
adiabatic bilinears related to any physically acceptable
field state. In the next section we examine how this
evolution affects the Universe’s scale factor through the
semi-classical Einstein equations.
V. THE SEMI-CLASSICAL EINSTEIN EQUATIONS
If cosmological quantum particle production occurs at a sufficiently high rate, it can in principle back-react on the
cosmic evolution through the semi-classical Einstein equations
Rab − 1
2
Rgab + Λ gab = M
−2〈Tˆab〉 (43)
where Λ represents the cosmological constant, M = (8piG)−1/2 stands for the reduced Planck mass, and
〈
Tˆab
〉
cor-
responds to the expectation value of the energy-momentum tensor operator, including contributions both from the
scalar field we are considering plus any other stress-energy sources. The canonical expression for Tˆab due to the scalar
field is constructed by varying the action in Eq. (6) with respect to the metric gab, and subsequently substituting the
field operator Φˆ from Eq. (8) into the resulting expression:
Tˆab =
(∇aΦˆ)(∇bΦˆ)− 1
2
gab
(∇cΦˆ)(∇cΦˆ)+ ξ[gab−∇a∇b +Rab − 1
2
Rgab − m
2
2
gab
]
Φˆ2 . (44)
For a statistically homogeneous and isotropic field state,
〈
Tˆab
〉
is equivalent to the energy-momentum tensor of a perfect
fluid for which the field energy density and pressure are given, respectively, by ρ(t) =
〈
Tˆ00
〉
and P (t) = 13g
ij
〈
Tˆij
〉
. As
7a consequence, such a state naturally sources an FLRW metric, reducing Eq. (43) to the usual Friedmann equations:
H2(t) =
1
3
M−2ρ(t) +
Λ
3
− K
a2(t)
(45a)
H˙(t) +H2(t) = −1
6
M−2
[
ρ(t) + 3P (t)
]
+
Λ
3
. (45b)
Furthermore, it can be shown that
〈
Tˆab
〉
is covariantly conserved, resulting in the cosmological continuity equation
ρ˙(t) + 3H(t)
[
ρ(t) + P (t)
]
= 0 . (46)
However, at this stage these equations are merely formal, because both the pressure and energy density of a
quantized field are in general divergent and need to be regularized. In a FLRW spacetime, these divergencies can be
partially isolated by expressing ρ(t) and P (t) in terms of the adiabatic bilinears Nk(t) and Mk(t) [37]. Substituting
Eqs. (8), (25), and (26) into the expectation value of Eq. (44) and collecting terms with the same adiabatic factor
gives
ρ(t) =
〈
Tˆ00
〉
=
1
4pia3(t)
∫
dµ(k)
{
ρNk (t)
[
Nk(t) + 1
2
]
+ ρRk (t)Rk(t) + ρIk (t) Ik(t)
}
(47a)
P (t) =
1
3
gij
〈
Tˆij
〉
=
1
4pia3(t)
∫
dµ(k)
{
PNk (t)
[
Nk(t) + 1
2
]
+ PRk (t)Rk(t) + P Ik (t) Ik(t)
}
. (47b)
The terms proportional to Nk(t) capture the contribution to the energy density and pressure due to the evolv-
ing distribution of adiabatic particles populating the field modes, while the quantum interference terms contain
Rk(t) = Re
[Mk(t)] and Ik(t) = Im[Mk(t)] [50]. The prefactors in each of these terms are defined as
ρNk (t) ≡
1
Wk(t)
{
W 2k (t) + ω
2
k(t) +
1
4
[
Vk(t)−H(t)
]2
+
(
6ξ − 1)[H(t)Vk(t)− 2H2(t) + K
a2(t)
]}
, (48a)
ρRk (t) ≡
1
Wk(t)
{
−W 2k (t) + ω2k(t) +
1
4
[
Vk(t)−H(t)
]2
+
(
6ξ − 1)[H(t)Vk(t)− 2H2(t) + K
a2(t)
]}
, (48b)
ρIk (t) ≡ Vk(t)−H(t) + 2H(t)
(
6ξ − 1) , (48c)
PNk (t) ≡
1
3Wk(t)
{
W 2k (t) + ω
2
k(t)− 2m2 +
1
4
[
Vk(t)−H(t)
]2
+
1
3
(
6ξ − 1)2R(t) + (48d)
+
(
6ξ − 1)[− 2W 2k (t)− 12V 2k (t) + 4H(t)Vk(t) + 2ω2k(t) + 2H˙(t) + Ka2(t) − 52H2(t)
]}
,
PRk (t) ≡
1
3Wk(t)
{
−W 2k (t) + ω2k(t)− 2m2 +
1
4
[
Vk(t)−H(t)
]2
+
1
3
(
6ξ − 1)2R(t) + (48e)
+
(
6ξ − 1)[2W 2k (t)− 12V 2k (t) + 4H(t)Vk(t) + 2ω2k(t) + 2H˙(t) + Ka2(t) − 52H2(t)
]}
,
P Ik (t) ≡
1
3
[
Vk(t)−H(t)
]
+
2
3
(
6ξ − 1)[4H(t)− Vk(t)] . (48f)
For adiabatic field states, the contributions to the energy density and pressure due to the real bilinears Nk(t), Rk(t),
and Ik(t) are always finite. This implies that the divergencies in Eqs. (47a) and (47b) are isolated in the vacuum-like
8terms characterized by the 12 factors, henceforth identified as
ρvac(t) ≡ 1
8pia3(t)
∫
dµ(k) ρNk (t) (49a)
Pvac(t) ≡ 1
8pia3(t)
∫
dµ(k)PNk (t) . (49b)
Regularization consists precisely in controlling the divergent behavior of ρvac(t) and Pvac(t) so as to obtain finite
expressions for ρ(t) and P (t) which still satisfy the cosmological continuity equation. Adiabatic regularization achieves
this result by subtracting the fourth-order phase-integral expansions of ρNk (t) and P
N
k (t) from the integrands of
Eqs. (49a) and (49b), respectively [22, 27]. From a technical perspective, however, this procedure introduces significant
challenges to the numerical implementation of the semi-classical Friedmann equations. Chief among these is the
appearance of higher-order time derivatives of H(t) in the integrands of Eqs. (47), turning the semi-classical Friedmann
equations into a system of integro-differential equations which is not amenable to standard numerical treatments. We
circumvent this difficulty by employing an alternative regularization scheme which, albeit cruder, yields a good
approximation to ρ(t) and P (t) in regimes dominated by particle production.
Central to the regularization approach adopted here is the realization that ρvac(t) and Pvac(t) independently satisfy
the cosmological continuity equation as long as the function Vk(t) has the form established in Eq. (27) (see the
Appendix). It follows that the vacuum contributions to ρ(t) and P (t) can be discarded in their entirety while still
ensuring that Eq. (46) remains valid. Despite its simplicity, this procedure yields a good approximation to the field
energy density and pressure provided the adiabatically regularized integrands of Eqs. (47) are dominated by the real
adiabatic bilinears Nk(t), Rk(t), and Ik(t). Therefore, in what follows we take the regularized expressions for the
energy density and pressure to be
ρ(t) ≈ 1
4pia3(t)
∫
dµ(k)
{
ρNk (t)Nk(t) + ρRk (t)Rk(t) + ρIk (t) Ik(t)
}
(50a)
P (t) ≈ 1
4pia3(t)
∫
dµ(k)
{
PNk (t)Nk(t) + PRk (t)Rk(t) + P Ik (t) Ik(t)
}
, (50b)
where the factors ρNk (t), ρ
R
k (t), and ρ
I
k (t), P
N
k (t), P
R
k (t), and P
I
k (t) are computed by truncating the asymptotic series
Eq. (22) for Wk(t) at its optimal order.
Finally, the regularization of
〈
Tˆab
〉
also induces the renormalization of the gravitational coupling constants G
and Λ. Moreover, self-consistency demands the introduction of a covariantly conserved tensor composed of fourth-
order derivatives of the metric into the semi-classical Einstein equations [23, 24]. This tensor is accompanied by
a new unknown coupling constant whose renormalization assimilates the ultra-violet divergence in the field energy-
momentum tensor. For simplicity, in this work we assume this new coupling constant to be renormalized to zero, thus
preserving the form of Eq. (43). Non-zero values for this coupling constant will be considered elsewhere.
Taken together, Eqs. (42), (45), and (50) describe the coupled field evolution and cosmic evolution in regimes
dominated by particle production. In the next section we present an algorithm which numerically solves this system
of equations.
VI. NUMERICAL IMPLEMENTATION
The semi-classical Friedmann equations can be formu-
lated as a discretized initial value problem. We take
the domain of numerical integration to be a band of the
complex plane which is bisected by the real t axis. As
illustrated in Figure 2, this band is discretized by a uni-
formly spaced grid where the real-valued entries tj label
the physical time. Initial conditions are set by an ap-
propriately chosen functional form for the scale factor
a(t) which not only admits an adiabatic field state at
the initial time t0, but which is also consistent with our
choice for the initial distribution of adiabatic particles
Nk(t0) = Nk populating the field modes. In addition, we
require that
Nk < O(k−3) as k →∞ (51)
in order to ensure that both the energy density and pres-
sure associated with the initial particle distribution are
finite.
We use a standard finite-difference scheme to step a(t),
H(t), and H˙(t) along the real axis, and employ B-splines
to scan the Stokes geometry on the complex plane. The
latter is accomplished by generating a numerical sample
of Ωk(t) through Eq. (12), and subsequently performing
high-order B-spline interpolations to construct a trun-
cated Taylor polynomial for this function over the real
line up to the value of t in the current time step. Due
9Re z
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 ⌧
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zij
tj
FIG. 2. A grid of uniformly spaced points covering a band
of the complex plane. The grid points lying over the real
axis mark the discretization of physical time. Numerically
constructing the Taylor polynomial associated with the fre-
quency function around the point tj allows for the optimal
evaluation of Ωk(zij) at grid points zij for which Re zij = tj .
to the analyticity of Ωk(t), this series representation is
also valid on the complex plane, and thus encodes the
analytical continuation of the frequency function. Ex-
plicitly, given a grid point zij on the discretized plane,
we compute Ωk(zij) through the expression
Ωk(zij) ≈
T∑
n=0
1
n!
(
zij − tj
)n
Ω
(n)
k (tj) , (52)
where tj = Re zij , as depicted in Figure 2. The numeri-
cal derivatives Ω
(n)
k are extracted from B-spline interpo-
lations over the real axis, and T corresponds to a trun-
cation order which depends on the density of grid points
lying over the real axis. In addition, we feed Eq. (52) to
a Pade´ approximant [51] routine to accelerate its conver-
gence and improve its accuracy. Once this approximate
representation of the frequency function has been com-
puted over the discretized plane, it can be interpolated
and used in the monitoring of turning points and Stokes
lines.
While the turning points of Ωk(z) can be located with
the aid of root-finding algorithms designed for multi-
valued functions, the problem of determining the Stokes
lines sourced by these points requires the numerical in-
tegration of an ordinary differential equation. This is
evident from the Stokes lines definition Re
[
Ωkdz
]
= 0,
which implies that, locally, its line element must satisfy
dz ∝ i/Ωk(z). Defining t = Re z and τ = Im z, this con-
dition can be rewritten as
dz = dt+ idτ ∝ i
Ωk(z)
. (53)
Taking the ratio between the matched real and imagi-
nary parts of this proportionality relation leads to the
differential equation
dt
dτ
=
Im Ωk(z)
Re Ωk(z)
(54)
for the Stokes line, which can be numerically integrated
from the turning point of interest to yield t(τ).
Here is a summary of the minimal set of tasks per-
formed by our algorithm while evolving the physical
quantities of interest by one time step:
1. Take samples of a(t), H(t), and H˙(t) describing
the metric along an interval of the real axis. Over
this same interval, sample and interpolate the field
energy density ρ(t) and pressure P (t).
2. Numerically integrate the semi-classical Friedmann
equations so as to enlarge the input metric samples
a(t), H(t), and H˙(t) by a time step ∆t.
3. For each field mode, generate a sample of the fre-
quency function Ωk(t) over the real axis, and nu-
merically extend this function onto the complex
plane to obtain Ωk(z).
4. Search for complex turning points of each frequency
function Ωk(z), and numerically trace their corre-
sponding Stokes lines.
5. If a Stokes line associated with a mode of wavenum-
ber k is found to intersect the real axis, update the
real bilinears Nk(t), Rk(t) and Ik(t) accordingly.
6. For each field mode, compute Wk(t) and Vk(t) up to
the optimal truncation order set by the last Stokes
line crossing.
7. Gather the results from all previous steps to evolve
the input samples for the field energy density ρ(t)
and pressure P (t) by a time step ∆t.
In general, the Stokes lines associated with field modes
of comparable wavenumber will cross the real axis within
close proximity of one another, giving rise to overlapping
particle production events. In order to correctly capture
the influence that such events might have on each other,
we apply the stepping algorithm outlined above in an it-
erative fashion. In other words, once the quantities of
interest have been forward-stepped up to tj , the follow-
ing iteration backtracks to t0 and then proceeds to step
the problem up to tj+1 = tj + ∆t using as sources for
the semi-classical Friedmann equations the field energy
density and pressure obtained in the previous iteration.
In summary, our numerical implementation allows for
the scale factor and the Stokes geometry to reconfigure
themselves with each iteration and thereby construct a
self-consistent solution to the back-reaction problem.
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VII. NUMERICAL RESULTS
To assess the accuracy of our numerical approach, we
first neglect back-reaction effects and compare numerical
results to known analytic solutions for a quantized scalar
field evolving in a closed de Sitter spacetime [52]. This
case is characterized by a positive cosmological constant
Λ and a curvature parameter of K = 1, which together
lead to a bouncing scale factor evolution
a(t) = H¯−1 cosh
(
H¯t
)
with H¯ =
√
Λ/3 . (55)
Here H¯ is the asymptotic value of the Hubble parameter
in the infinite future,
lim
t→±∞H(t) = ±H¯ . (56)
This model Universe contracts for t < 0, reaches its min-
imum size at t = 0, and subsequently expands for the
t > 0.
Substituting Eq. (55) into Eq. (12) yields
Ω2k(t) = H¯
2
[(
k2− 1
4
)
sech2
(
H¯t
)
+
m2
H¯2
+12 ξ− 9
4
]
(57)
for the mode frequency function. Analytically extending
this function to the complex plane, locating its turning
points, and tracing its Stokes lines are straightforward.
We verify our numerical calculations against these ana-
lytic results. For definiteness, we choose a scalar field
of mass m = 0.1M which is conformally coupled to the
scalar curvature, ξ = 16 . We set the cosmological con-
stant to Λ = 3m2, so that H¯ = 1m. All dimensional
quantities are thus expressed in terms of the field mass.
A comparison between the analytic extension of
Eq. (57) and the numerical analytic continuation pro-
duced by our algorithm is displayed in Figure 3 for the
field mode of wavenumber k = 5m. The left panel shows
the absolute value of the numerically obtained frequency
function, while the right panel exhibits how this result
deviates from the analytic expression for Ωk(z). In ad-
dition to correctly reproducing the function’s conjugate
pair of zeroes
(
z0, z
∗
0
)
located in this region, the numer-
ical analytic continuation differs from the analytic value
by at most 2% in the vicinity of these points. As a result,
the Stokes lines which occupy this area of the complex
plane can be traced with high fidelity. This is demon-
strated in the left panel of Figure 4, where the Stokes
lines sourced by the pairs of turning points
(
z0, z
∗
0
)
and(
z1, z
∗
1
)
are superimposed over the numerically obtained
frequency function. The effects of each Stokes line on the
adiabatic bilinear Nk(t) are displayed in the right panel
of Figure 4, wherein this quantity is tracked as a function
of time. Each burst of particle production is prompted
by a Stokes line crossing, the first of which occurs as
the Universe contracts and the field mode under con-
sideration becomes sub-horizon; while the second burst
happens after the bounce, when the mode reverts back to
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FIG. 3. A comparison between the numerical analytic con-
tinuation of Ωk(z) produced by our algorithm and the ex-
pected analytic expression for this function in a closed de Sit-
ter spacetime. The field parameters are m = 0.1M , ξ = 1
6
,
and k = 5m, while the spacetime is characterized by Λ = 3m2
and K = 1. The left panel shows the absolute value of the
numerically produced frequency function in the vicinity of
the pair of conjugate turning points
(
z0, z
∗
0
)
, while the right
panel exhibits the relative difference between the analytic and
numerical results.
being super-horizon due to the Universe’s expansion [37].
Despite the symmetry between these events, constructive
interference expressed by Eq. (42) causes more particles
to be produced in the second burst. The expected val-
ues for the particle number plateaus are indicated by the
square markers on the vertical axis, both of which agree
well with the numerical curve.
By tracing the Stokes geometry of every field mode,
we can also track the evolution of the field energy den-
sity as the spacetime evolves. Even though back-reaction
effects are being neglected, this quantity shows whether
the effects of particle production will eventually become
comparable to the contributions from Λ and K which
source the background de Sitter spacetime. To that end,
we track every term appearing on the right-hand side of
the semi-classical Friedmann Eq. (45a), identifying each
contribution according to the notation
H2N ,R, I ≡
ρ
3M2
, H2Λ ≡
Λ
3
, and H2K ≡ −
K
a2
.
Additionally, we define H2R, I as the contribution to the
right-hand side of Eq. (45a) which stems solely from
terms proportional to the real bilinears Rk and Ik.
The left panel of Figure 5 displays the evolution of
the above-defined quantities for a bounce that starts at
t0 = −5m−1 with an initial particle distribution given
by Nk(t0) = 0. Being the only true sources in this
case, H2Λ and H
2
K behave in the standard way, acting in
concert to produce the de Sitter bounce. Because back-
reaction effects are neglected, the Hubble parameter H
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FIG. 4. The numerically traced Stokes geometry associated with the frequency function Ωk(z), and the adiabatic particle
number evolution Nk(t) extracted from it. The field parameters are set to m = 0.1M , ξ = 16 , k = 5m, and Nk = 0, while
the spacetime is characterized by Λ = 3m2 and K = 1. The left panel shows the Stokes lines sourced by the pairs of turning
points
(
z0, z
∗
0
)
and
(
z1, z
∗
1
)
superimposed over the absolute value of the numerically obtained frequency function. The real axis
corresponds to the central dashed line. The effects of each Stokes line on the adiabatic particle number Nk(t) are illustrated
on the right panel, wherein this quantity is tracked as a function of time. Each burst of particle production is prompted by
a Stokes line crossing, indicated here by the circular markers on the horizontal axis. The expected values for the particle
number plateaus featuring in this image are indicated by the square markers on the vertical axis, both of which show very good
agreement with the numerically produced curve for Nk(t). Constructive interference causes more particles to be produced in
the second burst.
shown on the right panel of Figure 5 is entirely charac-
terized by these two quantities, i.e., H2 = H2Λ + H
2
K .
On the other hand, the field-related quantities H2N ,R, I
and H2R, I display an interesting behavior which mirrors
the result found in Ref. [38]. While H2R, I remains neg-
ligible throughout, H2N ,R, I grows exponentially as the
Universe progresses toward the bounce. In other words,
the field energy density eventually becomes dominated
by Nk – the field particle content. Physically, the soar-
ing field energy density is due to the blueshift experienced
by particles produced in the contracting phase. As a re-
sult, the Universe is filled with relativistic particles which
effectively behave as radiation, making the field energy
density grow as ρ ∝ a−4. This trend is then reversed in
the ensuing expanding phase, during which the field en-
ergy density drops rapidly as particles are continuously
redshifted.
The preceding calculations demonstrate that back-
reaction effects due to particle production can become
dynamically significant in an initially closed de Sitter
spacetime. A full account of these effects is shown in Fig-
ure 6, using the algorithm for computing back-reaction
effects described in the previous Section. In this case, the
metric evolution initially matches that of a closed de Sit-
ter spacetime at t0 = −5m−1, while the initial particle
distribution is given by Nk(t0) = 0. These initial con-
ditions self-consistently satisfy the semi-classical Fried-
mann equations at the initial time t0 within our approxi-
mations. As in the case without back reaction, the quan-
tity H2R, I remains sub-dominant throughout the evolu-
tion, while H2N ,R, I grows exponentially as newly-created
particles are continuously blueshifted. Since they quickly
become relativistic, these particles behave as an addi-
tional radiation-like component, destabilizing the initial
de Sitter phase. This is illustrated in the right panels
of Figure 6, where the scale factor and Hubble param-
eter can be seen transitioning from a de Sitter bounce
to a radiation-dominated behavior. The contributions
from the regularized vacuum terms discarded in our ap-
proximations remain negligible at all times. We stop the
numerical integration at t = −1.3m−1, since beyond this
time the Hubble parameter becomes of order H 'M−1,
invalidating the semi-classical picture of gravity on which
our calculations rely.
The de Sitter bounce is not always disrupted by par-
ticle production. For sufficiently low values of the field
mass, the bounce is merely delayed. Figure 7 illustrates
a near-limiting case with m = 0.0145M for which an ini-
tial de Sitter evolution is still driven toward a radiation
dominated phase. The contributions due to particle pro-
duction H2N ,R, I only come to dominate over the com-
bined H2Λ and H
2
K near the bounce at t = 0m
−1. For
field masses m <∼ 0.0142M , the negative curvature con-
tributions H2K neutralize the growth of H
2
N ,R, I for long
enough to preserve the bounce. The resulting bounce is
pushed to a slightly later time and occurs at a smaller
value of the scale factor.
VIII. DISCUSSION
The back-reaction problem addressed in this work im-
poses several technical hurdles which have resisted a sat-
isfactory solution for decades. These difficulties stem pri-
marily from the necessity to control the divergent nature
of the vacuum energy. Adiabatic regularization accom-
plishes this at the cost of increasing the problem’s com-
plexity. As a result, ambiguities arise in the specification
of initial conditions and in the value of physical quantities
when particle production is rapid, and computationally
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FIG. 5. The evolution of every term appearing on the right-hand side of the semi-classical Friedmann Eq. (45a) in a closed de
Sitter spacetime evolution, as well as the quantities describing the metric for this spacetime in the absence of back reaction.
The field parameters are set to m = 0.1M and ξ = 1
6
, while the spacetime is characterized by Λ = 3m2 and K = 1. The bounce
starts at t0 = −5m−1 with an initial particle distribution given by Nk(t0) = 0. The left panel follows the evolution of H2N ,R, I
(solid line), H2R, I (dot-dashed line), H
2
Λ (dotted line), and H
2
K (dashed line). While H
2
R, I remains negligible throughout,
H2N ,R, I grows exponentially and eventually comes to dominate over all other contributions. The right panels illustrate the
scale factor a(t) and Hubble parameter H(t) which describe the de Sitter bounce. Because back-reaction effects are being
neglected, the Hubble parameter is just H2 = H2Λ +H
2
K .
the problem becomes susceptible to potential numerical
instabilities. In this work we have shown that these issues
can be circumvented in scenarios dominated by particle
production. Our approach relies on a particular choice
of adiabatic mode functions which isolate the vacuum
contributions into a separate covariantly conserved com-
ponent of the total stress-energy. In regimes dominated
by particle production, this vacuum component is sub-
dominant and can be discarded in its entirety. By defini-
tion, the remaining covariantly conserved portion of the
stress-energy dominates, as it encapsulates the effects of
particle production. This component can be expressed
in terms of the particle number density as described by
Berry’s universal form, resolving the ambiguity in physi-
cal quantities, and computed from the analytic continua-
tion of each mode’s frequency function onto the complex
plane (Figures 4 and 5). The resulting stress-energy is a
calculable source term for the semi-classical Friedmann
equations, and can be used to obtain a numerical solu-
tion to the back-reaction problem. We have performed
this calculation for an initially closed de Sitter spacetime,
demonstrating that the effects of particle production in
this scenario can become strong enough to drive the cos-
mic evolution into a radiation-dominated phase (Figures
6 and 7). Our results illustrate the reliability of our nu-
merical implementation, and open the possibility of the
systematic investigation of cosmological scenarios domi-
nated by quantum particle production.
On a technical level, our method relies on some pre-
vious knowledge of the Stokes geometry associated with
the spacetime evolution. For the case studied in this
work, all Stokes lines are sufficiently separated from each
other so that Berry’s universal form for particle produc-
tion applies without corrections. In general, however,
the spacetime evolution might result in near-lying Stokes
lines for which higher-order Stokes corrections are re-
quired for an accurate description of particle produc-
tion. Although not included in this work, such correc-
tions are well-documented in the literature [53–55] and
could in principle be added to our numerical implementa-
tion. More fundamentally, our method is based on a well-
defined semi-classical notion of particle. Mathematically,
this notion is tied to the existence of a phase-integral ex-
pansion for the field mode functions. Such a represen-
tation can always be constructed as long as |εk, 0|  1.
Physically, this requirement typically translates to an ap-
proximate bound on the Hubble rate H <∼ m set by the
mass of the field under consideration. Nonetheless, some
scenarios exist for which |εk, 0|  1 is satisfied even when
H > m.
Quantum backreaction is potentially important in
models of the very early Universe. Quantum particle
13
10 1
100
101
C
on
tr
ib
u
ti
on
s
to
H
2
  m2 
H2N ,R, I H
2
R, I H
2
⇤ H
2
K
 10 2
0
10 2
 4  3.5  3  2.5  2  1.5
t
 
m 1
 
 100
 10 1
 3  2.5  2  1.5
t
 
m 1
 
 1.3
 1
 0.7
H
( m
)
100
101
a
Without Back-reaction With Back-reaction
FIG. 6. The evolution of every term appearing on the right-hand side of the semi-classical Friedmann Eq. (45a) and the
quantities describing the metric evolution in a full back-reacting calculation. The field parameters are m = 0.1M and ξ = 1
6
,
while the cosmological constant and curvature parameter are Λ = 3m2 and K = 1. The closed de Sitter initial conditions
are set at t0 = −5m−1, along with an initial particle distribution given by Nk(t0) = 0. The left panel follows the evolution
of H2N ,R, I (solid line), H
2
R, I (dot-dashed line), H
2
Λ (dotted line), and H
2
K (dashed line). The exponential growth of H
2
N ,R, I
effectively fills the Universe with relativistic particles, introducing an instability to the initial de Sitter phase. The right panels
illustrate the scale factor a(t) and Hubble parameter H(t) transitioning from a Sitter bounce to a radiation dominated phase.
Here the solid lines represent the solutions to the back-reaction problem, while the dashed lines trace the pure de Sitter bounce.
production is actually quite familiar in the context of
inflation, as it provides the standard mechanism for the
generation of perturbations in an inflating spacetime [15–
21]. Interestingly, it has been suggested that these same
ideas could be applied to the problem of driving infla-
tion itself [56–62]. Indeed, a phase of accelerated expan-
sion can result if particles are produced at a high enough
rate. A time derivative of the usual Friedmann Equation
H2(t) = 13M
−2ρ(t) shows that an accelerating expansion
a¨ > 0 occurs when
ρ˙(t) > − 2√
3
M−1ρ3/2(t) . (59)
Such a scenario has the potential to sidestep some of
the conceptual problems of the standard inflationary
paradigm. For instance, it has been argued that stan-
dard inflation cannot generically start in a patch which
is smaller than the cosmological horizon without violat-
ing either causality or the weak energy condition [63, 64].
However, if inflation is initially driven by an increasing
energy density due to particle production, the weak en-
ergy condition is effectively violated. Therefore, inflation
driven by such a mechanism could generically start in
small patches contained within the cosmological horizon
without violating causality. Inflation driven by particle
production would also clarify the meaning of the inflaton
effective potential by making manifest the high mass-
scale physics it represents.
The same conditions which lead to quantum particle
production can also result in particle annihilation. If suf-
ficiently pronounced, this effect can drive a contracting
spacetime toward a bounce phase. Indeed, it follows from
the cosmological continuity equation that ρ(t)+P (t) < 0
provided the particle annihilation rates are high enough
to cause the field energy density to decrease as the Uni-
verse contracts. In other words, the null energy condi-
tion is effectively violated, making H˙(t) > 0 according
to the Friedmann equations [65, 66]. Thus, a classical
bounce can emerge provided enough energy density is
sequestered by quantum particle annihilation during a
phase of cosmological contraction. If realized, such a
mechanism could provide a natural description for cos-
mological bounce scenarios which does not require new
physics. Also, successful bounces require constraints on
high mass-scale quantum fields, so that quantum back-
reaction does not push the contracting phase into a radi-
ation crunch, as with the example solved in this paper.
Another possibly interesting effect is the production
of a relativistic condensate in the early universe. Un-
der certain circumstances, quantum particle production
can lead to large occupation numbers for some scalar
field modes, representing condensate formation. This
phenomenon could lead to additional interesting phe-
nomenology [67–69].
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FIG. 7. The evolution of every source term featuring on the right-hand side of the semi-classical Friedmann Eq. (45a) and the
quantities describing the metric evolution in a full back-reacting calculation. The field parameters are set to m = 0.0145M
and ξ = 1
6
, while the cosmological constant and curvature parameter are characterized by Λ = 3m2 and K = 1. The closed de
Sitter initial conditions are set at t0 = −5m−1, along with an initial particle distribution given by Nk(t0) = 0. The left panel
follows the evolution of H2N ,R, I (solid line), H
2
R, I (dot-dashed line), H
2
Λ (dotted line), and H
2
K (dashed line). The growth
of H2N ,R, I fills the Universe with just enough relativistic particles to destabilize the initial de Sitter phase. The right panels
illustrate the scale factor a(t) and Hubble parameter H(t) transitioning from a de Sitter bounce to a radiation dominated
phase. Here the solid lines represent the solutions to the back-reaction problem, while the dashed lines trace the pure de Sitter
bounce. Had the field mass been set to a value m <∼ 0.0142M , a bounce would still take place, albeit at a slightly later time
and for a smaller value of the scale factor.
A number of technical questions remain to be an-
swered. Fermion fields require more complex calculations
than scalar fields, and may present some different physics
[70, 71]. How to handle interacting fields remains an open
question, and multiple fields offer additional possibilities
[72–77]. We have a long road to travel before the range
of interesting early-Universe dynamical scenarios driven
by quantum particle production has been fully explored.
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Appendix
In order to avoid the technical difficulties introduced
by adiabatic regularization, we employ an alternative
scheme which discards the vacuum contributions to the
field energy-momentum tensor in their entirety. Albeit
cruder, this method yields a good approximation to the
field energy density ρ(t) and pressure P (t) in regimes
dominated by particle production. Care must be taken,
however, to ensure that the resulting expressions for these
quantities satisfy the cosmological continuity equation.
Below we demonstrate that this can be achieved by se-
lecting an appropriate definition for the adiabatic vac-
uum.
The residual freedom that exists in the definition of
the adiabatic mode functions allows for a slight shift in
the balance between particle and vacuum contributions
to energy density and pressure expressed in Eqs. (47).
Although small, this latitude can be exploited to ensure
that the vacuum contributions ρvac(t) and Pvac(t) defined
by Eqs. (49) independently satisfy the cosmological con-
tinuity equation.
Underlying this separation between particle and vac-
uum components are the functions Wk(t) and Vk(t). The
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first of these is given by the asymptotic series in Eq. (22),
which is the solution to the differential equation
W 2k (t) = Ω
2
k(t) +
3
4
W˙ 2k (t)
W 2k (t)
− 1
2
W¨k(t)
Wk(t)
, (A.1)
obtained from the substitution of Eq. (21) into Eq. (11).
The function Vk(t), on the other hand, encapsulates the
remaining freedom in the definition of the adiabatic vac-
uum, and can be chosen to have any convenient func-
tional form which satisfies the following constraint:
Vk(t)−H(t) < O(k−2) as k →∞ . (A.2)
A natural choice which meets the above requirement is
given by
Vk(t) = −W˙k(t)
Wk(t)
. (A.3)
Interestingly, this functional form also guarantees that
the vacuum contributions ρvac(t) and Pvac(t) satisfy the
cosmological continuity equation: it can be verified with
the aid of Eqs. (A.1) and (A.3) that
ρ˙vac(t) = −3H(t)
[
ρvac(t) + Pvac(t)
]
, (A.4)
where the right-hand side follows from the left-hand side
by explicit calculation. It is worth noting that this result
is valid for all truncation orders of Wk(t) as given by
Eq. (22).
Hence, provided the function Vk(t) has the form estab-
lished in Eq. (A.3), it follows directly from Eqs. (46) and
(A.4) that the vacuum and particle contributions to the
field energy density and pressure independently satisfy
the cosmological continuity equation.
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