Abstract-This paper extends the reach of dynamic programming to general multiple linearquadratic control problems in discrete-time systems, where the overall objective is a nonlinear function of multiple quadratic performance indices. A multilevel dynamic programming solution procedure is proposed to obtain an analytical linear control law for this nonseparable control problem. At the lower level the formulated auxiliary Lagrangian problem is of a parametric linear-quadratic structure and is solved by dynamic programming. The weighting vector in the auxiliary Lagrangian problem is adjusted by the upper level iteratively. This two-level process repeats until an optimal condition is satisfied.
INTRODUCTION
Due to its wide applications and its mathematical elegance in tractability, the linear-quadratic control formulation and its solution [I] have played a significant role in development of the modern control theory. Dynamic programming [2] , without doubt, is one of the most powerful means to generate the analytical feedback control law for linear-quadratic control problems. Well-justified by various real-world control problems, the adoption of multiple performance indices in linearquadratic control has been witnessed in the last two decades. There are three main research directions in the literature:
(i) characterization of the set of noninferior solutions for multiojective linear-quadratic control [3-61, (ii) search for a specific noninferior solution for multiple linear-quadratic control, for example, the minimax solution [7-lo] , the ideal point [11, 12] and the hierarchical ordering [13] , and (iii) development of solution procedures to general multiple linear-quadratic control problems [14] , where there exists an overall objective function that is a nonlinear function of multiple quadratic performance indices.
While generating the set of noninferior solutions provides most valuable information about properties of multiple linear-quadratic control when the first research direction is adopted, the final implementing control is left undecided. The solution methodologies developed in the second research direction are very much dependent on specific selection criteria. The overall objective function in general multiple linear-quadratic control can be viewed as a decision maker's disutility 60 D. Lr AND J. A. BURGER function in most general cases when more than one system performance index are present. The formulation of general multiple linear-quadratic control in the third research direction, thus covers a general class of multiple linear-quadratic control problems and includes certain scalarization formulations in the second research direction as its special cases. By assuming certain knowledge of decision maker's preference or disutility function, computational effort is less in the second and the third research directions than in the first research direction.
In [14] , a multilevel solution procedure was developed to obtain an analytical linear control law for the general multiple linear-quadratic control problems in continuous-time systems. In this paper, parallel results will be derived for discrete-time systems. This extension is of significance through facilitating real-time implementation of general multiple linear-quadratic control in computer controlled systems.
The dynamics of a discrete-time control system are assumed to be governed by a system of first-order linear difference equations with a known initial state z(0):
where t is the time index, T is the terminal time, z(t) E R" is the state vector, u(t) E RP is the control vector, and A(t) and B(t) are matrices of appropriate dimensions. Multiple performance indices .Ji (i = 1,2,. . . , k) are assumed to be used to measure the systems performance and each performance index to be minimized is of a quadratic form:
J, = ; z'(T) Si z(T) + f Tc [d(t) &z(t) z(t) + u'(t) Ri(t) u(t)], t=o
where Si and Qi(t) (i = 1,2,. . . , k) are positive semidefinite symmetric n x n matrices, and IQ(t) (i = 1,2,. . , k) are positive definite symmetric p x p matrices. It is assumed that each Ji has a finite minimum value. The overall objective function, J, is a second-order differentiable nonlinear function of the Ic quadratic performance indices:
and is assumed to be a strictly increasing function of Ji, i.e., i = 1,2 ,..., k.
The overall objective function J reflects the decision maker's disutility function over the system. The interpretation of (4) is that improving each individual performance index leads to an improvement of the overall performance measure. The general multiple linear-quadratic control problem in discrete-time systems is formulated now as min J(J1, J2, . . . , Jk), subject to equation (1).
The problem formulation in (5) covers a general class of multiple linear-quadratic control problems in discrete-time systems. The problem posed in (5), however, is nonseperable in the sense of dynamic programming and is not in a form ready to be handled by the discrete maximum principle [15] if the overall objective function, J, is not of an additive form with respect to all performance indices, Ji (i = 1,2,. . . , k). Introducting a set of new state variables
with ~~(0) equal to zero may reduce problem (5) into a Mayer form. The state augmentation will, however, make the original linear system nonlinear, which makes in most cases the analytical solution impossible to obtain.
In Section 2, the optimal solution of a general multiple linear-quadratic discrete-time control problem is shown to be attained by a linear control law which is the solution of an auxiliary Lagrangian problem with a parametric linear-quadratic structure.
A multilevel dynamic programming solution procedure is then developed. At the lower level dynamic programming generates an analytical solution for the auxiliary Lagrangian problem.
The upper level in turn adjusts iteratively the value of the weighting vector for the auxiliary Lagrangian problem. This twolevel process continues until an optimal stopping condition is satisfied. An illustrative example problem is presented in Section 3. Discussion of a feedback control scheme in the presence of disturbance is provided in Section 4.
MULTILEVEL DYNAMIC PROGRAMMING SOLUTION SCHEME
Multiobjective optimization has been successfully used as a separation strategy for certain kinds of nonseparable dynamic control problems [5, 14, 16, 17] . The following associated multiobjective linear-quadratic control problem is first formed for (5): min[Jl(z,~),J2(2,U),...,Jk(2,U)11, subject to equation (l), (7) where compact notations
are used. Solving a multiobjective control problem entails finding the noninferior solutions [18] . A solution (x*, u') of (7) is said to be noninferior if there exists no other feasible (z,u) such that Ji(Z,U) 5 J2(x*, u') for all i = 1,2,. . . , k, with strict inequality for at least one i.
Similar to [14] and [17] , it can be shown by contradiction based on the assumption in (4) that the optimal solution of (5) is attained by a noninferior solution of (7). Note also that each noninferior solution of (7) is attainable based on the assumptions for matrices, Si, Qi(t), and &(t) (i = 1,2,. . . , k). The important conclusion is that the search for the optimal solution of (5) can be confined on the noninferior frontier in the k-dimensional performance index space {JI, 52,. . . , J/c).
Problem (7) is R$ convex [19] . Each noninferior solution of (7) can be generated by solving the following Lagrangian formulation [18] :
where A1 is always set to one and )ci (i = 2,3,. . . , k) are nonnegative weighting coefficients. The Lagrangian formulation in (8) is of a parametric linear-quadratic structure and is ready to be solved by dynamic programming. Similar to [3] , the analytical solution to problem (8) can be derived using dynamic programming. The difference is that in [3] the weighting form is used to generate the noninferior solutions, while the Lagrangian formulation is used in this paper. The reason to adopt the Lagrangian formulation is to facilitate an establishment of a corresponding adjustment algorithm for the weighting vector. For a given value of A, the optimal control is generated by dynamic programming:
where the feedback gain matrix K,(X) is given by 
(12)
The optimal value of the ith performance index for a given value of X can be proven to be of a quadratic form with respect to the initial state vector z(0):
From the above derivation, we conclude that the optimal control of a general multiple linearquadratic control problem can be expressed by an analytical solution of an auxiliary Lagrangian problem. The optimal control law is linear with respect to the current state vector, although the feedback gain matrix depends on the selected value of weighting vector X. An iterative solution scheme is necessary to search for the specific value of X with which the solution of (8) reaches the solution of (5).
The search scheme for the optimal weighting vector used in this paper was proposed in [14] . The search scheme in [14] is quite general, depending only on the assumption of J being a strictly increasing function and the R$-convexity of multiobjective problem (7). The application to general multiple linear-quadratic control problems in discrete-time systems can be seen as a special case.
The set of noninferior solutions of (7) is expressed in a parametric form given in (13). The optimal solution of (5) is attained by a specific member in the set of noninferior solutions. The overall objective function J becomes a function of X when substituting J,(X) in (13) 
(14
The optimal condition in (14) requires the knowledge of %, which is not available in solving Lagrangian formulation. An alternative optimum condition [14] is given in the following, which uses only point-wise values of J,'s and Xis available in the iterative solution process.
If the tangent plane on the noninferior frontier of problem (7) is of (k -1) dimension and the optimal solution of problem (5) is attained by a noninferior solution with all weighting coeffecients strictly positive, the following necessary condition must be satisfied for optimal X [12,14]:
The geometric interpretation of (15) is that at the optimal solution of (5) the contour of J is tangent to the noninferior frontier in the k-dimensional performance index space. In the necessary condition given in (15), the nondegenerate cases are assumed where the optimal solution of (5) is attained by a solution of (8) with all weighting coefficients strictly positive. In degenerate cases where the optimal solution of (5) is attained by a solution of (8) with one or more weighting coefficient equal to zero, two or more performance indices do not conflict each other in the neighborhood of the optimal solution of problem (5). Thus, it is always possible to convert a degenerate case to a nondegenerate one by reducing the number of performance indices to be placed in problem (7).
The algorithm of multilevel dynamic programming is devised to search the optimal solution of (5) It is easy to verify that AJ vanishes when (15) is satisfied. In order to realize a feasible descent direction at iteration s + 1, the corresponding new values of Xj (j = 2,3, . . . , k) can be obtained using the following formula [14]:
where Q is a strictly positive step-size parameter which can be adjusted during the iteration process to guarantee a decrement of the overall objective function. The general multiple linear-quadratic control problems in discrete-time systems can be thus solved using multilevel dynamic programming. At the lower level, Lagrangian problem (8) is solved analytically using dynamic programming for a fixed value of X set by the upper level. The upper level adjusts the weighting vector according to (16) 
ILLUSTRATIVE EXAMPLE
Consider the following general multiple linear-quadratic discrete-time control problem: The initial value for X is selected as X2 = 8. For each given value of A, Lagrangian formulation is solved using (9)- (13). The value of X is adjusted using (16)- (18) where the nominal value of step-size parameter cy is set to 10. When a decrement of the overall objective function is not observed, Q will be replaced by a/2. For this specific problem, the gradient of J is given as Jf+0.5J; o.5] '.
(21) Figure 2 shows the iteration process to reach the optimal point. The value of e, which is the absolute value of the difference between $$ and v, reduces to less than 0.001 at the thirteenth iteration when X2 is set to 0.466034. The corresponding optimal value of the overall objective function is equal to 12718.57. 
EXTENSION TO CASES WITH DISTURBANCES
The analytical optimal solution to general multiple linear-quadratic discrete-time control problems is derived using multilevel dynamic programming. The optimal control law is linear with respect to the current state vector. The optimal control law is, however, a function of the selected value of A, which in turn is a function of the initial state z(0). The control law in (9) is thus nonlinear with respect to the initial system state. When the optimal value of X is determined off-line, it will be used to generate K(t; X) and u(t) for t E [0, T] before real implementation. Therefore, the derived control law is of a partial open loop nature. A feedback control scheme will be discussed in this section, which is a counterpart of the feedback control scheme for the general multiple linear-quadratic control in continuous-time systems [14] . At time t, each performance index Ji is consisted of two parts,
where J!'" is the value of the ith performance index already incurred before time t:
r=O and J)' is the cost-to-go for the ith performance index from the present state z(t):
The overall objective function J in (3) is now a function of both costs incurred and costs-to-go of all Ic performance indices. The overall objective function J is a strictly increasing function of
Jly' (i = 1,2,. . . , k). The optimal control at time t can be still achieved through an auxiliary Lagrangian formulation in (8), except the starting point is s(t). More specifically, for given value of X, the optimal value of Ji" takes the form of i s'(t) Pi(t; A) z(t). Due to the nonlinearity of J, the optimal value of the weighting vector at time t for the auxiliary Lagrangian problem, however, depends not only on the current state vector, but also on the values of performance indices already incurred. If the system has been perturbed off its optimal course calculated previously, the feedback control scheme will identify a new optimal value of the weighting vector X and the control law will be modified accordingly. In the absence of disturbance, the weighting vector remains a constant along the whole trajectory.
The structure of feedback control scheme of general multiple linear-quadratic control in discretetime systems is depicted in Figure 3 . One important observation is that for general multiple linearquadratic discrete-time control problems, in order to achieve a feedback control law, necessary information includes not only the current state vector, but also the costs of performance indices already incurred.
