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Comme les recherches qui relèvent de la seule intellectualité et qui ont pour objet
un savoir abstrait et général, [la recherche de son humanité] nécessite, elle aussi, des
connaissances exactes et des déductions rigoureuses, mais elle exige beaucoup plus du
chercheur lui-même. [...] La réussite d’un savant est étroitement conditionnée par la
réussite de ceux qui l’ont précédé, soit parce que leurs travaux orientent sa recherche,
soit parce que ses propres recherches prolongent les résultats acquis dont elles ont profité.
[...] La société n’a guère d’action directe sur le chercheur de l’humain. [...] Les recherches
humaines sont exclusivement le fait des hommes fidèles au plus profond d’eux-mêmes.
Marcel Légaut, L’homme à la recherche de son humanité
Xam-xam bu borom di titaru du ko jariñe dara bissu ëllëg, kuy yé fitnaa, wala di ko
woné si xuloo, ak xiroo ak ñayoo. Xam-xam bi jariñé, moy bi xamal nit ki ay ñawtèfam
si nimu gëna leeré. Bëgga dëgg, di sellal fo tulu, di jangate, di xalaat ak fo tolu di def lu
baax. Xamxam du joxe nit daraja wala mu xañe ko ko
Cheikh Ahmadou Bamba, Massàlik al Jinàn
( d’après une traduction de Serigne Sam Mbaye et Baye Same Mbaye)
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Introduction
La présente thèse comporte quatre chapitres et a pour sujet principal l’étude des
valeurs friables de formes binaires. Dans cette introduction, nous commençons par don-
ner un survol historique sur les entiers friables et leur représentation par des polynômes.
Dans un second temps, nous présentons les résultats nouveaux obtenus dans ce travail.
Désignons par P+(n) (resp. P−(n)) le plus grand (resp. plus petit) facteur premier
d’un entier naturel non nul n avec la convention P+(1) = 1 et P−(1) = +∞. Étant donné
y > 1, un entier est dit y-friable (resp. y-criblé) s’il satisfait P+(n) 6 y (resp. P−(n) > y).
Le théorème fondamental de l’arithmétique, en assurant l’existence et l’unicité de la
décomposition en facteurs premiers des entiers naturels, permet d’introduire les parties
y-friable et y-criblée d’un entier n, à travers l’écriture
n = n−(y)n+(y)
où n−(y) (resp. n+(y)) est y-friable (resp. y-criblé).
Cette dualité entre entiers friables et entiers criblés joue un rôle central en théorie
multiplicative des nombres. Cette observation a naturellement conduit au développement
conjoint de deux domaines de la théorie analytique des nombres, à savoir l’étude de la
répartition des entiers sans grand facteur premier et celle des entiers sans petit facteur
premier à travers l’estimation des cardinaux
Ψ(x, y) := #
{
1 6 n 6 x : P+(n) 6 y
}
et Φ(x, y) := #
{
1 6 n 6 x : P−(n) > y
}
.
Dickman [Dic30] initie l’étude de Ψ(x, y) en observant que la densité asymptotique
des entiers y-friables inférieurs à x est égale à ρ(u) où u := log xlog y
1 est fixé et ρ désigne la
fonction de Dickman définie par l’équation différentielle aux différences{
ρ(u) = 1 si 0 6 u 6 1,
uρ′(u) + ρ(u− 1) = 0 si u > 1.
Dans [Hil86], Hildebrand précise ce résultat en montrant que, pour tout ε > 0 et
uniformément dans le domaine
(Hε) x > 3, exp
(
(log log x)5/3+ε
)
6 y 6 x,
le comportement des entiers y-friables est donné par la formule
(1) Ψ(x, y) = xρ(u)
(
1 +O
( log(u+ 1)
log y
))
.
Par la suite, Saias [Sai89] précise la formule (1) en approchant Ψ(x, y) à l’aide de la
méthode du col par la quantité plus régulière Λ(x, y) où
Λ(x, y) :=
 x
∫+∞
0 ρ(u− v) d
(
byvc
yv
)
si x 6∈ N,
lim
t→x+
Λ(t, y) si x ∈ N.
1. Dans toute la thèse, u désignera le rapport log xlog y .
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Pour tout ε > 0 et uniformément dans le domaine (Hε), il obtient en particulier la
formule
(2) Ψ(x, y) = Λ(x, y)
(
1 +O
(
exp
(
−(log y)3/5−ε
)))
qui lui permet d’en déduire un développement asymptotique du cardinal Ψ(x, y). À
défaut d’établir dans cette introduction un panorama exhaustif des résultats portant sur
les entiers y-friables, le lecteur trouvera dans [HT93] et [Gra08] une description détaillée
de résultats liés à la répartition des entiers friables, contenant notamment des estimations
de Ψ(x, y) en dehors du domaine (Hε) ainsi que des formules semi-asymptotiques valables
dans de petits intervalles.
L’étude des entiers sans petit facteur premier a suivi un développement similaire,
depuis le travail de Buchstab [Buc37] qui a prouvé l’équivalent asymptotique
(3) Φ(x, y) ∼
x→+∞
xω(u)
log y
pour u > 1 fixé, où ω désigne la fonction de Buchstab définie comme la solution continue
du système {
uω(u) = 1 si 1 6 u 6 2,
{uω(u)}′ = ω(u− 1) si u > 2.
À la suite de de Bruijn [dB50], Tenenbaum [Ten08] utilise la méthode du col pour
préciser le terme d’erreur impliqué dans (3) et obtient, pour tout ε > 0 et uniformément
dans le domaine (Hε), la formule asymptotique
Φ(x, y) = xµy(u)
eγ log y
ζ(1, y) +O (Ψ(x, y)E(u, y))
où γ désigne la constante d’Euler,
ζ(1, y) :=
∏
p6y
(
1− 1
p
)−1
, µy(u) :=
∫ +∞
0
ω(u− v)y−v dv
et
E(u, y) H(u)−c1 exp
(
−(log y)3/5−ε
)
+ exp
(
−(log y)3/2−ε
)
pour une constante c1 > 0 2 avec H(u) := exp
(
u/(log(u+ 2))2
)
.
Étant donné une propriété multiplicative P, un problème récurrent en arithmétique
consiste à étudier les entiers satisfaisant P et appartenant à un ensemble V ⊂ Z défini
par des objets de nature algébrique, afin d’obtenir des informations sur la corrélation
entre ces deux structures. Dans le cadre des entiers friables et des entiers criblés, il est
ainsi naturel de considérer, pour un polynôme F ∈ Z[X], les cardinaux
ΨF (x, y) := #
{
1 6 n 6 x : F (n) 6= 0 et P+(|F (n)|) 6 y
}
et
ΦF (x, y) := #
{
1 6 n 6 x : F (n) 6= 0 et P−(|F (n)|) > y
}
.
Introduisons encore, pour un polynôme F := F1 · · ·Ft où F1, . . . , Ft ∈ Z[X] sont des
polynômes irréductibles sur Z, deux à deux distincts et sans diviseur fixe 3, le cardinal
πF (x) := # {1 6 n 6 x : F (n) 6= 0 et |F1(n)|, . . . , |Ft(n)| sont premiers} .
Puisqu’un entier n ∈
]
x1/2, x
]
est premier si et seulement s’il est x1/2-criblé, cette der-
nière quantité est étroitement liée à ΦF (x, y). L’étude de πF (x) a fait l’objet de nombreux
travaux et a constitué l’une des motivations au développement des méthodes de cribles
2. Tenenbaum [Ten99] montre que l’on peut prendre c1 = π
2
2 − ε pour tout ε > 0.
3. Si F est irréductible et possède un diviseur fixe, alors πF (x) 6 1.
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(voir [HR74]). Par exemple, Bateman et Horn conjecturent dans [BH62, BH65] la
formule asymptotique
(4) πF (x) ∼
x→+∞
(g1 · · · gt)−1
∏
p
(
1− 1
p
)−t (
1− νp
p
)
x
(log x)t
où gi > 1 désigne le degré de Fi et, pour tout entier m, la quantité νm désigne le nombre
de solutions modulo m de la congruence F (n) ≡ 0 (mod m).
En supposant que les différents événements "Fi(n) est y-friable" soient décrits par
(1) et soient deux à deux indépendants pour tout i ∈ {1, . . . , t}, on peut conjecturer que
la formule
(5) ΨF (x, y) ∼
x→+∞
xρ(g1u) · · · ρ(gtu)
est valide dans un domaine en (x, y) qu’il conviendrait de préciser. Sous l’hypothèse
qu’une version effective de (4) soit vraie uniformément pour les polynômes F dont les
coefficients sont bornés par des puissances de x, Martin [Mar02] démontre que la formule
asymptotique (5) est valide pour tout ε > 0 et dans le domaine y > xg−1/tg+ε où
g := max{g1, . . . , gt} et tg désigne le nombre de polynômes Fi de degré g.
Dans le cas où F (X) = a + qX c’est-à-dire t = g = 1, le théorème de Siegel-
Walfisz [Wal36] assure que, pour tout A > 0, la formule (4) est vraie uniformément
pour les entiers a, q 6 (log x)A tels que (a, q) = 1. Par analogie, l’étude des entiers
friables en progressions arithmétiques a donné lieu à de nombreux travaux (voir l’article
de Hildebrand et Tenenbaum [HT93] ainsi que la thèse de Drappeau [Dra13a] pour un
panorama des résultats). En particulier, Fouvry et Tenenbaum prouvent dans [FT91]
que la formule (5) est vraie uniformément pour les entiers a, q 6 (log x)A et dans le
domaine exp
(
c(A)(log log x)2
)
6 y pour une certaine constante c(A) > 0.
Établir les formules conjecturales (4) et (5) pour des polynômes F de degré g > 2
semble hors d’atteinte dans l’état actuel des connaissances : la question de l’existence
d’une infinité d’entiers n pour lesquels |F1(n)|, . . . , |Ft(n)| soient simultanément premiers
demeure encore ouverte. À défaut de disposer d’un équivalent asymptotique pour le
nombre de valeurs friables de F pour les polynômes de degré au moins 2, il est naturel
de chercher des minorations de ΨF (x, y). Dans cette optique, définissons, pour F fixé,
la quantité
(6) αF := inf {α : ΨF (x, xα)α,F x uniformément pour x > x0(α, F )} ∈ [0, g]
avec de nouveau la notation g := max {g1, . . . , gt}. La formule conjecturale (5) laisse
espérer que αF = 0 pour tout polynôme F . La littérature contient une succession de
travaux où sont obtenues des majorations non triviales de αF :
– si F (X) = X(qX + a), alors αF = 0 (Balog et Ruzsa [BR97]) ;
– si F (X) = (X + 1) · · · (X + t), alors αF 6 exp (−1/(t− 1)) (Hildebrand [Hil89]) ;
– si F (X) = X2 + 1, alors αF 6 149179 (Dartyge [Dar96]) puis αF 6
4
5 (Har-
man [Har08]) ;
– si F est quelconque, alors αF 6 g− 1tg où tg désigne là encore le nombre de facteurs
irréductibles de F de degrés g (Dartyge, Martin et Tenenbaum [DMT01]).
Dans une direction parallèle, la théorie des cribles (voir [HR74]) permet d’obtenir
des résultats similaires pour ΦF (x, y). Si βF est défini, de manière analogue à αF , par
la formule
(7) βF := sup
{
β : ΦF
(
x, xβ
)
β,F
x
(log x)t uniformément pour x > x0(β, F )
}
où t est le nombre de facteurs irréductibles distincts de F , il est possible de minorer βF en
utilisant des méthodes de cribles. À titre d’exemple, le crible de Jurkat-Richert [JR65]
permet de montrer que βF > 1/2 lorsque F est irréductible dans Z[X]. Une immersion
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dans la preuve de [DMT01] ainsi que dans les principes des différents cribles exposés
dans [HR74] révèle le rôle central joué par les cardinaux
Am(x) := # {1 6 n 6 x : m|F (n)} .
D’une part, quitte à supposer que F est le produit de t polynômes irréductibles de degré
g, il est possible de minorer le nombre de valeurs friables de F à l’aide de l’estimation
suivante, issue de [DMT01] et valide pour tout ε > 0,
(8) ΨF
(
x, xg−1/t+ε
)
ε,F
∑
x1/t−ε/(2t)6p16x1/t−ε/(4t)
...
x1/t−ε/(2t)6pt6x1/t−ε/(4t)
Ap1···pt(x).
D’autre part, les lemmes de crible reposent sur l’introduction d’un poids de crible ξ tel
que la convolution 1 ∗ ξ soit un minorant de la convolution 1 ∗ µ où µ est la fonction
de Möbius, de sorte à pouvoir exploiter la relation suivante, conséquence du principe
d’inclusion-exclusion,
(9) ΦF (x, y) =
∑
P+(m)6y
µ(m)Am(x) >
∑
P+(m)6y
ξ(m)Am(x).
En découpant l’ensemble [1, x] ∩ Z en classes de congruences, il est naturel d’approcher
Am(x) par la quantité νmm x où νm a été introduit dans la formule (4). La somme
(10)
∑
m6M
∣∣∣∣Am(x)− νmm x
∣∣∣∣ ,
dite de Type I, est négligeable tant que M 6 x1−ε, pour tout ε > 0. Ceci permet de
remplacer Am(x) par son approximation régulière dans (8) et dans (9) – la fonction ξ
est en général à support sur les entiers m 6 M – pour ainsi se ramener à l’estimation
d’une somme de la forme
∑
p6t
νp
p . Évaluer une telle quantité est standard (voir par
exemple [Nag21]) : les travaux de Dedekind sur la décomposition des idéaux en facteurs
premiers, combinés au théorème des idéaux premiers, impliquent l’estimation suivante,
valide pour t2 > t1 > 2, ∑
t1<p6t2
νp log p
p
= log
(
t2
t1
)
+O
( 1
log t1
)
.
Il est légitime de se demander dans quelle mesure l’utilisation de formules combina-
toires plus complexes ne faisant intervenir que les cardinaux Am(x) permettrait d’obte-
nir des majorations (resp. minorations) plus fortes de αF (resp. βF ). Les comportements
des entiers friables et criblés révèlent ici une différence essentielle connue sous le nom
de phénomène de parité. Ce principe, mis en lumière par Selberg [Sel52] puis étudié
par Bombieri [Bom76] (voir aussi le chapitre 16 de [FI10]), stipule essentiellement que
la seule utilisation d’estimations de sommes de Type I similaires à (10) ne permet pas
de distinguer les entiers dont le nombre de facteurs premiers est pair de ceux ayant un
nombre impair de facteurs premiers. Notons que ce phénomène n’intervient pas directe-
ment dans l’étude de ΨF (x, y).
Considérons à présent la généralisation du problème précédent aux polynômes à
plusieurs variables. Soient d > 2, F = F1 · · ·Ft ∈ Z[X1, . . . , Xd] un polynôme sans
facteur carré où F1, . . . , Ft sont des polynômes irréductibles sur Z de degrés respectifs
g1, . . . , gt et K ⊂ [0, 1]d un compact dont le bord est paramétré par un lacet de classe
C1 par morceaux et satisfaisant Fi(K) ⊂ [0, 1] pour tout i ∈ {1, . . . , t} 4. Par analogie à
4. Il est possible de traiter le cas général K ⊂ [−1, 1]d et Fi(K) ⊂ [−1, 1] en effectuant un découpage
de K.
12
Introduction
Z[X], définissons
ΨF (K.x, y) := #
{
n ∈ K.x ∩ Zd : F (n) 6= 0 et P+(F (n)) 6 y
}
,
ΦF (K.x, y) := #
{
n ∈ K.x ∩ Zd : F (n) 6= 0 et P−(F (n)) > y
}
,
πF (K.x) := #
{
n ∈ K.x ∩ Zd : F1(n), . . . , Ft(n) sont premiers
}
,
αF := inf
{
α : ΨF
(
[1, x]d, xα
)
α,F xd uniformément pour x > x0(α, F )
}
et
βF := sup
{
β : ΦF
(
[1, x]d, xβ
)
β,F
xd
(log x)t uniformément pour x ≥ x0(β, F )
}
où t désigne le nombre de facteurs irréductibles distincts de F .
Dans [BBDT12], Balog, Blomer, Dartyge et Tenenbaum étendent aux formes bi-
naires de degré au moins 2 la méthode employée dans [DMT01] de manière systéma-
tique. Ils obtiennent en particulier la minoration
αF 6

0 si F est cubique et réductible dans Z[X1, X2],
e−1/2 si F est cubique et irréductible dans Z[X1, X2],
g − 2/tg si tg > 2,
g − 1− 1/(tg−1 + 1) sinon.
où g := max {g1, . . . , gt} et tg (resp. tg−1) désigne le nombre de facteurs irréductibles
distincts de F de degré g (resp. g − 1). Le problème dual, à savoir l’étude de βF , peut
être abordé par des résultats de crible, à l’image des polynômes en une variable. En
combinant l’utilisation d’un crible standard de minoration (voir [HR74]) aux résultats
de Greaves [Gre71] sur le niveau de distribution de la suite des valeurs F (n1, n2) d’une
forme binaire irréductible F de degré au moins 2, il apparaît que βF > 1 pour de tels
polynômes.
Par la suite, Fouvry [Fou10] considère le cas général F ∈ Z[X1, . . . , Xd] avec d > 2.
En s’inspirant en partie de l’argument de [BBDT12], il établit entre autres la borne
supérieure αF 6 g−4/3 pour tout polynôme absolument irréductible 5 de degré g > 3. Le
cas du polynôme F (X1, . . . , Xd) = Xa11 · · ·X
ad
d −1 où a1, . . . , ad > 1 a été étudié par une
approche complémentaire dans [FS11] : Fouvry et Shparlinski montrent en particulier
la majoration αF 6 a1 + · · ·+ ad − d/2.
Dans cette thèse, nous nous proposons d’étudier asymptotiquement ΨF (K.x, y) pour
deux classes de polynômes : les formes binaires de degré au plus 3 et les produits de
polynômes de degré 1 (ou formes affines) deux à deux affinement indépendants sur Q.
Considérons dans un premier temps les formes binaires F ∈ Z[X1, X2] irréductibles
sur Z. Les valeurs friables de formes binaires interviennent de manière fondamentale
dans l’algorithme de factorisation du crible algébrique (NFS) dont le lecteur trouvera un
exposé dans la monographie [CP05]. Étant donné un entier N à factoriser, on cherche
une forme binaire irréductible F (X1, X2) ∈ Z[X1, X2] et un entierm tels que F (m, 1) ≡ 0
(mod N). L’étape suivante consiste à détecter un grand nombre d’entiers n1, n2 tels que
(n1, n2) = 1 et pour lesquels F (n1, n2) et n1 −mn2 soient simultanément friables. Il est
donc important, en vue d’optimiser le choix des paramètres et de calculer la complexité
de l’algorithme, d’obtenir des minorations de ΨF (K.x, y) suffisamment précises.
5. Un polynôme est absolument irréductible s’il est irréductible dans l’anneau factoriel C[X1, . . . , Xd].
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Dans le cadre des entiers friables, le crible de Legendre-Ératosthène, basé sur la
formule d’inversion de Möbius entrevue dans (9), prend la forme
(11) ΨF (K.x, y) =
∑
P−(m)>y
µ(m)Am(K.x)
où
Am(K.x) := #
{
(n1, n2) ∈ K.x ∩ Z2 : m|F (n1, n2)
}
.
En approchant Am(K.X) par son approximation naturelle
γF (m)
m2
Vol(K)x2 où γF (m) := # {1 6 n1, n2 6 m : m|F (n1, n2)} ,
on s’attend à pouvoir approcher le cardinal ΨF (K.x, y) par la quantité
Vol(K)x2
∑
m6xg
P−(m)>y
µ(m)γF (m)
m2
.
À l’image de νm, l’étude de la fonction µ(m)γF (m)m fait intervenir un corps de rupture
K du polynôme F (1, X). En effet, la série de Dirichlet engendrée par µ(m)γF (m)m s’écrit,
pour Re(s) > 1, sous la forme
(12)
∑
m>1
µ(m)γF (m)
ms+1
= G(s)ζK(s)−1
où G(s) est une série développable en un produit eulérien absolument convergent pour
Re(s) > 1/2. En conséquence, l’estimation de moyennes associées à µ(m)γF (m)m s’inscrit
dans l’étude générale des fonctions multiplicatives dont la série de Dirichlet est analyti-
quement proche d’une puissance ζκK(s) de ζK(s).
Le chapitre 1 expose différents résultats issus entre autres de [HTW08] et [BBDT12]
sur les moyennes le long des entiers friables ou criblés de fonctions multiplicatives h dont
la série de Dirichlet H(s) se décompose sous la forme H(s) = G(s)ζK(s)κ où G est pro-
longeable à gauche de l’axe Re(s) = 1. Le cas κ = −1 a fait l’objet d’un travail commun
entre Gérald Tenenbaum et l’auteur. Le fruit de cette collaboration a donné lieu à une
note reproduite dans l’annexe A et publiée au Quarterly Journal of Mathematics [LT14].
En appliquant ces résultats à la fonction γF (m)m , on montre au chapitre 2 la validité
de la formule
(13)
∑
m6x
P−(m)>y
µ(m)γF (m)
m2
= ρ(u)
(
1 +O
( log(u+ 1)
log y
))
dans le domaine 1 6 u 6 (log x)3/8−ε ce qui fournit une heuristique pour la conjecture
suivante.
Conjecture 1. Soit F ∈ Z[X1, X2] une forme binaire irréductible sur Z et K ⊂ [0, 1]2 un
compact dont le bord est paramétré par un lacet de classe C1 par morceaux et satisfaisant
F (K) ⊂ [0, 1] . Pour tout ε > 0 et uniformément pour y > xε, on a
ΨF (K.x, y) ∼
x→+∞
Vol(K)x2ρ(gu).
Démontrer un tel résultat pour toute forme binaire F constituerait en soi un résul-
tat remarquable et demeure là encore hors d’atteinte des techniques actuelles. L’un des
objectifs de cette thèse consiste à obtenir des domaines en (x, y) pour lesquels une telle
formule est vérifiée lorsque F est de degré au plus 3.
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Un réflexe naturel pour aborder cette conjecture consiste à étudier la contribution
des termes de restes qui interviennent en remplaçant dans (11) les cardinaux Am(K.x)
par leur approximation γF (m)
m2 Vol(K)x
2. L’estimation de sommes de Type I analogues à
(10) et adaptées au cadre des formes binaires a donné lieu à une succession de travaux
[Gre70, Gre71, Dan99, Mar10, dlBT13]. Daniel [Dan99] obtient par exemple la
majoration
(14)
∑
m6M
∣∣∣∣Am(x)− γF (m)m2 Vol(K)x2
∣∣∣∣ x√M (log 2M)g(1+2g)g+1 +M(log 2M)3g−1
pour les formes binaires F de degré g et irréductibles dans Z[X1, X2]. Il est donc légi-
time d’utiliser cette approximation pour les entiers m 6 M = x2−τ où τ = o(1) décroît
de manière suffisamment lente. En évaluant la contribution des entiers m dans l’inter-
valle
[
x2−τ , x2
]
à l’aide d’un lemme de crible, on montre au chapitre 2 que la conjecture
1 est vraie dans le domaine
exp
(
log x(log log log x)1+ε
log log x
)
6 y,
pour les formes quadratiques irréductibles.
Si K :=
{
(x1, x2) : x21 + x22 6 1
}
, il est possible de montrer que la conjecture 1 est
vraie dans le domaine (Hε) pour la forme X21 + X22 et de donner un développement
asymptotique de ΨX21 +X22 (K.x, y). En effet, la formule
X21 +X22 = NQ(i)/Q(X1 + iX2)
réduit le problème à l’estimation du nombre d’idéaux de Z[i] dont la norme est y-friable
et inférieure à x. Les travaux de Hanrot, Tenenbaum et Wu [HTW08] (voir aussi l’article
de Krause [Kra90]) sur la répartition sur les entiers friables d’une fonction arithmétique
dont la série de Dirichlet est analytiquement proche de ζQ(i)(s) permettent d’estimer une
telle quantité et d’obtenir une formule pour ΨX21 +X22 (K.x, y) de la précision de (2). Cette
démarche est en particulier généralisée au cours du chapitre 1 à toute forme quadratique
irréductible dans Z[X1, X2] dont le discriminant est négatif et fondamental.
Il est possible de reprendre l’argument développé ci-dessus en l’adaptant aux formes
binaires cubiques réductibles F := F1F2 où F1 est linéaire et F2 est quadratique et
irréductible. Compte tenu de la formule
ΨF (K.x, y) =
∑
m6x2
P−(m)>y
µ(m)Am(K.x;F1, y)
où
Am(K.x;F1, y) := #
{
(n1, n2) ∈ K.x ∩ Z2 : P+(F1(n1, n2)) 6 y et m|F2(n1, n2)
}
,
le problème se ramène essentiellement à montrer que les cardinauxAm(K.x;F1, y) peuvent
être approchés par γF (m)
m2 Vol(K)x
2ρ(u) pour les entiersm 6 x2−τ et que le terme d’erreur
qui en résulte reste négligeable. Pour ce faire, nous prolongeons au chapitre 2 les travaux
décrits dans [FI97], où Fouvry et Iwaniec démontrent, pour tout A > 0, la formule
asymptotique
(15)
∑
n21+n226x
Λ(n21 + n22)Λ(n1) = 2
∏
p
(
1− χ(p)(p− 1)(p− χ(p))
)
x+O
(
x(log x)−A
)
où Λ désigne la fonction de von Mangoldt et χ le caractère non trivial modulo 4. Leur
argument repose entre autres sur les deux inégalités suivantes :
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– une estimation de sommes de Type I de la forme
(16)
∑
m6D
∣∣∣∣∣∣∣∣∣∣
∑
n21+n226x
m|n21+n22
Λ(n1)− x
π
4
νm
m
∣∣∣∣∣∣∣∣∣∣
6 D1/4x3/4+ε
où νm désigne le nombre de solutions de la congruence n2 + 1 ≡ 0 (mod m) ;
– une estimation de sommes, dites de Type II, de la forme
(17)
∑
M1<m162M1
∣∣∣∣∣∣
∑
M2<m262M2
µ(m2)δ(m1,m2)
∣∣∣∣∣∣ M1M2(logM1M2)A
où M1 et M2 sont des paramètres réels, A > 0 et
δ(m1,m2) :=
{
1 si m1m2 = n21 + n22 avec n1 premier,
0 sinon.
La borne supérieure (17) constitue l’un des éléments clés de [FI97] : Fouvry et Iwaniec
l’utilisent de manière judicieuse pour contourner le phénomène de parité. Pour obtenir la
majoration (16), ils s’appuient notamment sur une inégalité de grand crible, démontrée
en utilisant la régularité de la répartition sur le tore des racines de X2 + 1 modulo d. La
généralisation de cette inégalité de grand crible à toute forme quadratique irréductible
F2 ∈ Z[X1, X2] est due à Balog et al [BBDT12]. Dans la mesure où le principe de
parité a une incidence moindre sur la détection des entiers friables, il n’est pas nécessaire
pour le problème considéré ici de disposer d’un analogue de (17). Le résultat suivant,
obtenu comme conclusion du chapitre 2 apparaît d’après ce qui précède comme une
conséquence de l’application du crible d’Ératosthène, de l’utilisation de sommes de Type
I et d’estimations d’ordres moyens de fonctions multiplicatives. Ce travail fait l’objet
d’une publication au Quarterly Journal of Mathematics [Lac14].
Théorème 2. Soient F1 ∈ Z[X1, X2] une forme linéaire primitive, F2 ∈ Z[X1, X2] une
forme binaire quadratique et irréductible sur Z, K ⊂ [0, 1]2 un compact dont le bord est
paramétré par un lacet de classe C1 par morceaux tel que F1(K), F2(K) ⊂ [0, 1]. Pour
tout ε > 0 et dans le domaine
(18) exp
(
log x (log log log x)1+ε
log log x
)
6 y 6 x2,
on a uniformément
#
{
(n1, n2) ∈ K.x ∩ Z2 : P+(F1(n1, n2)F2(n1, n2)) 6 y
}
∼
x→+∞
Vol(K)x2ρ(u)ρ(2u)(19)
et
#
{
(n1, n2) ∈ K.x ∩ Z2 :
F1(n1, n2) premier
et P+(F2(n1, n2)) 6 y
}
∼
x→+∞
Vol(K) x
2
log xρ(2u).(20)
Il convient de noter que ce résultat constitue un pas supplémentaire en vue de
prouver l’algorithme de factorisation du crible quadratique (QFS) introduit par Pome-
rance [Pom82]. La borne de friabilité y = exp
(
2−1/2+o(1)
√
log x log log x
)
reste toutefois
en dehors du domaine d’application du théorème 2.
Il est possible d’étendre la méthode employée pour démontrer le résultat précédent
à des cardinaux de la forme
#
{
(n1, n2) ∈ K.x ∩ Z2 : P+(F2(n1, n2)) 6 y et F1(n1, n2) ∈ R
}
où R est un ensemble d’entiers suffisamment dense, c’est-à-dire satisfaisant l’une ou
l’autre des conditions suivantes :
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– # (R∩ [1, x]) x log log xlog y ;
– R ⊂ {n : P−(n) > z} avec z > exp
(
(log log x)1+ε
)
et # (R∩ [1, x]) x log log xlog y log z .
Il convient de mentionner le tour de force réalisé par Friedlander et Iwaniec [FI98b].
Considérant l’ensemble éparse R =
{
n2, n ∈ N
}
qui satisfait # (R∩ [1, x]) 6 x1/2, ils
parviennent à démontrer la formule asymptotique∑
n21+n426x
Λ(n21 + n42) = Γ
(1
4
)2 √2
3π3/2
x3/4
(
1 +O
( log log x
log x
))
.
Il serait intéressant d’étudier dans quelle mesure les arguments utilisés par Friedlander
et Iwaniec peuvent être employés pour étudier ΨX21 +X42 (K.x, y).
L’approche développée pour obtenir le théorème 2 ne s’applique plus lorsque F est
un polynôme irréductible dans Z[X1, X2] de degré g > 3 : la contribution à (11) des
entiers x2−τ 6 m 6 xg ne peut pas être traitée en utilisant directement (14) ni considérée
comme un terme d’erreur. Dans le chapitre 3, nous développons une démarche alternative
et adaptée au cas des formes cubiques qui conduit au théorème suivant, validant en
particulier la conjecture 1 lorsque u 6 (log log x)1/2−ε.
Théorème 3. Soient ε > 0, A > 0, F ∈ Z[X1, X2] une forme binaire irréductible sur
Z, de degré 3 et K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de classe
C1 par morceaux tel que F (K) ⊂ [0, 1]. Dans le domaine
(21) x > 3, exp
( log x
(log log x)1−ε
)
6 y
et uniformément pour q 6 (log x)A et 0 6 a1, a2 6 q des entiers tels que (a1, a2, q) = 1,
on a
ΨF (a1+qX1,a2+qX2)(K.x, y) = Vol(K)x
2ρ(3u) +O
(
x2
(log log x)1−ε
)
.(22)
De plus, si (x, y) parcourt le domaine
(23) x > 3, exp
( log x
(log log x)1/2−ε
)
6 y 6 x1/2−ε,
alors le terme d’erreur dans (22) peut être remplacé par x2 exp
(
−(log log x)1/2−ε
)
.
La méthode employée dans la preuve de ce théorème s’inspire largement des travaux
de Heath-Brown et Moroz [HB01, HBM02, HBM04] relatifs aux nombres premiers
représentés pas des formes cubiques irréductibles. Dans l’esprit des travaux de Fried-
lander et Iwaniec [FI98b], quoiqu’avec des arguments différents, ils obtiennent dans
[HBM04] la formule asymptotique suivante, comme aboutissement de leurs travaux,
πF (a1+qX1,a2+qX2)(K.x) ∼ C(F ; a1, a2, q)Vol(K)
x2
3 log x
où F ∈ Z[X1, X2] est une forme binaire cubique irréductible dans Z[X1, X2], a1, a2 et q
sont des entiers tels que F (a1+qX1, a2+qX2) soit sans diviseur fixe et C(F ; a1, a2, q) > 0.
Nous décrivons succinctement dans ce qui suit les différentes étapes de l’argument
conduisant au théorème 3 dans le cas de la forme F (X1, X2) = X31 + 2X32 . Au vu de la
formule
X31 + 2X32 = NQ( 3√2)/Q
(
X1 + 3
√
2X2
)
,
le problème semble a priori analogue à l’étude des idéaux j de Z
[
3√2
]
engendrés par un
élément du Z-module Z + 3
√
2Z et dont la norme N(j) est y-friable. Dans la mesure où
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tout idéal de l’anneau des entiers Z
[
3√2
]
est principal, l’un des points clés de la méthode
de Heath-Brown [HB01] consiste à approcher le cardinal
S
(
X31 + 2X32 ;K.x;m, C(j)m
)
:= #
{
(n1, n2) ∈ K.x ∩ Z2 : m|
(
n31 + 2n32
)
,
n31 + 2n32
m
∈ C(j)m
}
par un multiple de
S
(
Z
[
3√2
]
;x3;m, C(j)m
)
:= #
{
j idéal de Z
[
3√2
]
: N(j) 6 x3,m|N(j) et N(j)
m
∈ C(j)m
}
,
en moyenne sur les entiers X3/2+τ 6 m 6 x2−τ satisfaisant P−(m) > xτ , où τ = o(1) et
C(j)m est un ensemble de la forme
C(j)m :=
{
s : ω(s) = j : xτ < P−(s) < P−(m) et s
P−(s) 6 x
1+τ
}
(24)
pour un entier j > 1 donné.
Nous généralisons ce raisonnement au chapitre 3 en montrant, pour une certaine
fonction multiplicative σ et une constante C0 > 0, la validité de la formule
S
(
X31 + 2X32 ;K.x;m, C(j)m
)
∼
x→+∞
C0
Vol(K)
x
σ(m)
m
S
(
Z
[
3√2
]
;x3;m, C(j)m
)
en moyenne sur les entiers X3/2+τ 6 m 6 x2−τ et sans hypothèse sur P−(m), et pour
une grande classe d’ensembles C(j)m , contenant en particulier les parties de la forme{
s : ω(s) = j : xτ < P−(s) et y1P1(s) 6 P2(m) 6 y2P1(s)
}
où y1, y2 > 0 sont des réels dépendant éventuellement de x tels que l’intervalle [y1, y2]
soit de taille suffisamment grande et P1(s) (resp. P2(m)) désigne s, P−(s) ou P+(s)
(resp m, P−(m) ou P+(m)). La démonstration d’une telle formule se base là encore sur
deux types d’outils distincts :
– des estimations de sommes de Type I de la précision de (14) ;
– des estimations de sommes de Type II de la forme
(25)
∑
M1<m162M1
∣∣∣∣∣∣
∑
M2<m262M2
am1bm2δ(m1,m2)
∣∣∣∣∣∣ M1M2(logM1M2)A
où M1 et M2 sont des paramètres réels, A > 0,
δ(m1,m2) :=
{
1 si m1m2 = n31 + 2n32,
0 sinon,
et (am) et (bm) sont des suites telles que (bm) soit régulière dans les progressions
arithmétiques. L’obtention d’une telle estimation constitue l’apport essentiel de
[HB01] et se révèle être l’argument clé permettant de s’affranchir du phénomène
de parité dans le cas de la forme X31 + 2X32 .
Un raisonnement combinatoire permet d’écrire la formule
ΨX31 +2X32 (K.x, y) =
∑
j
∑
m∈Ej
S
(
X31 + 2X32 ,K.x;m, C(j)m
)
+R
où les Ej ⊂
]
x3/2+τ , x2−τ
[
sont des ensembles d’entiers, les C(j)m sont de la forme (24) et
R est un terme de reste négligeable. À titre d’exemple, si y 6 x1/2−τ , une telle formule
est vraie avec les choix
Ej =
{
x3/2+τ < m < x2−τ : P+(m) 6 y
}
et
C(j)m :=
{
s : ω(s) = j : P+(m) 6 P−(s), P+(s) 6 y, s
P−(s) 6 x
1−τ
}
.
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Ce qui précède suggère donc la validité de l’équivalent
ΨX31 +2X32 (K.x, y) ∼x→+∞ C0
Vol(K)
x
∑
m6x3
P+(m)6y
σ(m)
m
La fonction σ engendre une série de Dirichlet analytiquement proche de ζQ( 3√2)(s). En
conséquence, il est possible d’évaluer la somme de droite de cette dernière formule en
utilisant les résultats de [HTW08], ce qui fournit l’équivalent attendu de ΨX31 +2X32 (x, y).
La méthode précédente, détaillée rigoureusement au chapitre 3, permet également
d’évaluer asymptotiquement l’ordre moyen
Mh(x;F ) :=
∑
16n1,n26x
h(F (n1, n2))
pour les fonctions h multiplicatives, bornées par 1 et satisfaisant h(p) = w pour tout
premier p, où w est un complexe de module 1. Avec le choix z = −1, ceci permet d’obtenir
une preuve de la conjecture de Chowla pour les formes cubiques irréductibles, à savoir
Mµ(x;F ) = o(x2).
Ce résultat avait été auparavant obtenu par Helfgott dans un article non publié [Hel],
par une méthode différente quoique fondée sur l’estimation (25) et avec un terme impli-
qué dans le membre de droite plus précis.
Dans le dernier chapitre de cette thèse, nous considérons le problème de la représen-
tation des entiers friables par les formes affines en étudiant asymptotiquement le cardinal
ΨF (K.x, y) pour les polynômes F := F1 · · ·Ft qui se décomposent dans Z[X1, . . . , Xd]
comme produit de t facteurs de degré 1 deux à deux affinement indépendants sur Q.
Le cas où F := (F1, . . . , Ft) est une famille libre pouvant être traité directement
à partir d’un changement de variables du type Yi = Fi(X1, . . . , Xd) et de (1), on
peut se restreindre aux systèmes de rang au plus t − 1. Dans la première partie du
chapitre en question, nous présentons les résultats obtenus dans la littérature lorsque
(F1, . . . , Ft−1) forme une base du Q-espace vectoriel engendré par F . À l’aide d’un chan-
gement de variables, on peut supposer que Fi(X1, . . . , Xd) = Xi pour i ∈ {1, . . . , t− 1}
et Ft(X1, . . . , Xd) = X1 + · · · + Xt−1. La méthode du cercle (voir [Vau97]), initiale-
ment développée par Hardy et Littlewood dans leurs travaux sur le problème de Waring,
permet d’approcher le problème en considérant la formule
ΨX1···Xt−1(X1+···+Xt−1)
(
[1, x]t−1 , y
)
=
∫ 1
0
E(x, y;ϑ)t−1E((t− 1)x, y;−ϑ) dϑ
où
E(x, y;ϑ) :=
∑
n6x
P+(n)6y
e (nϑ)
avec la notation e(t) := exp (2iπt). En évaluant asymptotiquement la somme d’expo-
nentielles E(x, y;ϑ) selon que ϑ appartienne à un arc majeur (c’est-à-dire ϑ ≈ aq où
q est un petit dénominateur) ou un arc mineur, il est possible d’obtenir un équivalent
de ΨX1···Xt−1(X1+···+Xt−1)
(
[1, x]t−1 , y
)
. Dans ces dernières décennies, cette approche a
connu de nombreuses avancées spectaculaires dans le cas t = 3 [dlB99, LS12, dlBG14,
Dra13b, Dra14, Har] à travers diverses utilisations de la méthode du col. Dans la pre-
mière partie du chapitre 4, nous retraçons plus en détail les avancées de ces dernières
années et nous ne citons dans cette introduction que le résultat récent de Harper [Har].
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Il établit entre autres la validité de la formule
#
{
1 6 n1, n2 6 x :
n1 + n2 6 x et
P+ (n1n2(n1 + n2)) 6 y
}
= Ψ (x, y)
3
2x
(
1 +O
( log(u+ 1)
log y
))
dans le domaine exp
(
(log log x)1+ε
)
6 y 6 x 6.
Si le rang de F est compris entre 2 et t − 2, la méthode précédente ne permet
plus de conclure. Pour de tels systèmes, on adapte dans la dernière partie du cha-
pitre 4 la méthode dite "nilpotente de Hardy-Littlewood" et développée par Green et
Tao. Accompagnés de Ziegler pour la dernière étape, ceux-ci démontrent dans [GT10b,
GT12a, GTZ12], la conjecture généralisée de Hardy-Littlewood lorsque F1, . . . , Ft sont
des formes primitives affines deux à deux affinement indépendantes, en obtenant la for-
mule
πF1···Ft(K.x) ∼x→+∞
∏
p
(
1− 1
p
)−t (
1− νp
pd
)
Vol(K) x
d
(log x)t
où νm désigne le nombre de solutions de la congruence F1(n) · · ·Ft(n) ≡ 0 (mod m).
Soulignons que l’hypothèse d’indépendance entre les polynômes est nécessaire à la réus-
site de la méthode de Green et Tao et ne permet pas de considérer les systèmes de
complexité dite infinie comme ceux de la forme (X,X + m) avec m > 2 un entier pair,
liés à la conjecture de Polignac. À travers l’introduction des normes de Gowers, leurs
arguments permettent en fait de ramener de manière générale l’évaluation des ordres
moyens des fonctions arithmétiques h définis par
Mh(K.x;F ) :=
∑
n∈K.x∩Zd
h(F1(n)) · · ·h(Ft(n))
à l’estimation des corrélations de h avec les nilsuites∑
n6x
h(n)F (g(n)Γ) .
La réussite de l’application de la méthode de Green et Tao à diverses fonctions mul-
tiplicatives h [GT10b, Mat12a, Mat13, FH] montre sa pertinence pour aborder le
problème de l’estimation de ΨF (K.x, y). Une telle approche, suggérée par Trevor Wooley,
est effectivement concluante et conduit au résultat suivant, soumis pour publication.
Théorème 4. Soient d, t > 1, F = (F1, . . . , Ft) : Zd −→ Zt un système de formes
affines deux à deux affinement indépendants et K ⊂ [0, 1]d un compact dont le bord est
paramétré par un lacet de classe C1 par morceaux et satisfaisant F (K) ⊂ [0, 1]t. Pour
tout u0 > 1 et uniformément en y > x1/u0, on a
(26) ΨF1···Ft (K.x, y) ∼x→+∞ Vol(K)x
dρ(u)t
où la fonction impliquée dans le terme d’erreur ne dépend que des coefficients non
constants de F , de K et de u0.
Sauf mention explicite du contraire, les termes d’erreur des résultats présentés dans
cette thèse dépendent de manière forte de F . Dans la perspective d’étudier l’algorithme
NFS, il serait intéressant de considérer l’influence des coefficients de la forme binaire F (et
en particulier de son discriminant) sur ΨF (K.x, y). À l’image de ce qu’il advient dans le
cas des formes quadratiques, connaître un développement asymptotique de ΨF (K.x, y)
où interviennent les puissances de 1log y permettrait en théorie de détecter les "bons
polynômes" pour le crible algébrique. La question de l’existence de résultats uniformes en
6. Harper obtient en fait dans [Har] une évaluation asymptotique du membre de droite dans le
domaine (log x)c 6 y pour une constante c > 0 assez grande.
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F a été le sujet d’un travail de Razvan Barbulescu et de l’auteur à travers une étude [BL]
qui propose une approche heuristique permettant de conjecturer des formules du type
ΨF (K.x, y)
Vol(K)x2 ≈
Ψ
(
x, yec(F,K)
)
x
pour une constante explicite c(F,K).
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Ordres moyens de certaines fonctions multiplicatives
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Dans ce chapitre, on étudie l’ordre moyen de certaines fonctions multiplicatives dont
la série de Dirichlet associée est analytiquement proche d’une puissance complexe d’une
fonction zêta de Dedekind. Les résultats décrits dans ce qui suit sont essentiellement
issus de la littérature, à l’exception du théorème 3.2 qui a été obtenu avec Gérald Te-
nenbaum [LT14] (voir l’annexe A).
La détermination d’ordres moyens pour de telles fonctions arithmétiques possède un
intérêt intrinsèque. En outre, certaines formules obtenues dans ce chapitre constituent
des ingrédients essentiels de la discussion du paragraphe 3 du chapitre 2 et du paragraphe
8 du chapitre 3.
1. La formule de Perron et la méthode de Selberg-Delange
Soit K un corps de nombres de degré g. On rappelle que la fonction zêta de Dedekind
ζK(s) associée à K, définie pour Re(s) > 1 par le produit eulérien
ζK(s) :=
∑
j
1
N(j)s =
∏
p
(
1− 1
N(p)s
)−1
,
admet un prolongement analytique sur le plan complexe tout entier, avec pour seul
singularité un pôle simple en s = 1, dont le résidu est noté λK.
Depuis les travaux de Mitsui [Mit68] et Sokolovskii [Sok68], on connaît l’existence
d’une constante c(K) > 0 telle que ζK(s) ne possède pas de zéro dans la région
(1.1) Re(s) > 1− c(K)
(log(|Im(s)|+ 3))2/3 (log log(|Im(s)|+ 3))1/3
.
Dans un tel domaine, on dispose de majorations précises de ζK(s), comme le montre
le résultat suivant, dû à Wu.
Lemme 1.1 ([Wu96], Lemma 7). Uniformément pour z ∈ C et s dans la région
1− 10c(K)
(log(|Im(s)|+ 3))2/3 (log log(|Im(s)|+ 3))1/3
6 Re(s) 6 2, |Im(s)| > 3,
on a l’estimation
(1.2) ζK(s)z K (log |Im(s)|)g|z|.
Il convient de souligner que la constante implicite impliquée dans le symbole de
Vinogradov dépend du corps de nombres K, convention qui sera conservée dans ce qui
suit. Déterminer l’uniformité d’une telle formule en fonction du degré g et du discriminant
Disc(K) dans l’estimation de ζK(s) constitue une question à la source de nombreux
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travaux. Le lecteur trouvera dans les notes du chapitre 7 de [Nar04] une abondante
bibliographie relative à ce problème.
En travaillant à partir des majorations de ζK(s) sur la droite critique Re(s) = 12 de
Kaufman [Kau79], on peut déduire des estimations dans l’ensemble de la bande critique
1
2 6 Re(s) 6 1.
Lemme 1.2. Pour tout ε > 0 et uniformément en
Re(s) > 12 , |Im(s)| > 3,
on a l’estimation
(1.3) ζK(s)K |Im(s)|g(1−Re(s))/3+ε.
Démonstration. D’après [Kau79] (voir aussi [HB88] et [HB96]), on a
(1.4) ζK
(1
2 + it
)
K (|t|+ 1)g/6.
Au regard de (1.2), on en déduit le résultat en utilisant le théorème de Phragmén-Lindelöf
(voir le paragraphe 6 du chapitre II.1 de [Ten08]). 
Étant donné des réels M > 1, c0 ∈]0, 1[ et un complexe z ∈ C, on définit – adaptant
ainsi à notre problème les notations de [HTW08] – la classe E∗K (z; c0;M) des fonctions
multiplicatives h dont la série de Dirichlet H(s) :=
∑
n>1
h(n)
ns s’écrit sous la forme
(1.5) H(s) = G(s)ζK(s)z
où la série de Dirichlet G(s) :=
∑
n>1
g(n)
ns est développable en un produit eulérien abso-
lument convergent pour Re(s) > 1− c0 et satisfait
(1.6)
∑
n>1
|g(n)|
n1−c0
6M.
Introduisons encore, pour tout réel z0 > 0, le sous-ensemble EK (z0, z; c0;M) des fonctions
arithmétiques h dans E∗K (z; c0;M) pour lesquelles il existe une fonction à valeurs réelles
positives h̃ dans E∗K (z0; c0;M) satisfaisant |h(n)| 6 h̃(n) pour tout entier n.
Conséquence immédiate de la définition, un élément h de EK (z0, z; c0;M) possède
une série de Dirichlet H(s) qui présente un comportement analytique semblable à celui
de la puissance ζK(s)z. En particulier, la série de DirichletH(s) possède un prolongement
analytique dans la région de type "Korobov-Vinogradov" (1.1), dans laquelle elle possède
une unique singularité en s = 1. Cette observation, combinée à l’utilisation d’outils
d’intégration complexe (théorème des résidus, formule de Perron, etc.) est à la base
de la méthode dite de Selberg-Delange, détaillée dans le chapitre II.5 de l’ouvrage de
Tenenbaum [Ten08]. Les articles originels [Sel54], [Del59] et [Del71a] ne concernaient
initialement que des éléments de EQ (z0, z; c0;M) mais la généralisation de cette méthode
à des corps de nombres quelconques est aujourd’hui standard, comme en témoignent les
résultats de l’article de Wu [Wu96].
En vue d’évaluer asymptotiquement la fonction sommatoire de h définie par
Mh(x) :=
∑
n6x
h(n),
on peut appliquer la formule de Perron et obtenir la validité de la formule
(1.7) Mh(x) =
1
2iπ
∫ κ+i∞
κ−i∞
H(s)xsds
s
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pour toute abscisse κ > 1. Ceci laisse augurer que les coefficients λk(h; z), définis par le
développement de Taylor en s = 1
(1.8) (s− 1)
zH(s)
s
=
∑
k>0
λk(h; z)(s− 1)k,
vont intervenir dans l’étude de Mh(x). Le théorème ci-dessous, application effective de
la méthode de Selberg-Delange, donne un développement asymptotique de la fonction
sommatoire de h.
Théorème 1.3. Soient c0 ∈]0, 1[ et A > 0 des réels. Pour |z|, |z0| 6 A, N > 0, M > 1,
h ∈ EK (z0, z; c0;M) et x > 3, on a
(1.9) Mh(x) = x(log x)z−1
(
N∑
k=0
λk(h; z)
Γ(z − k)(log x)k +O (MRN (x))
)
où RN (x) := exp
(
−c1(log x)3/5(log log x)−1/5
)
+
(
c2N+1
log x
)N+1
. Les constantes c1, c2 > 0
et la constante implicite dans le symbole de Landau ne dépendent que de c0, A et K.
De plus, si z, z0 ∈ N∗, alors la formule (1.9) est valide en posant
(1.10) Rz−1(x) := M
(
x1−c0/2+ε + x1−3/(2gz)+ε
)
.
Démonstration. On reprend essentiellement la preuve du théorème II.5.2 de [Ten08]
en soulignant les adaptations nécessaires. La formule de Perron [[Ten08], formule (II.2.10)]
permet d’écrire, en posant κ := 1 + 1/ log x, la formule
(1.11)
∫ x
0
Mh(t) dt =
1
2iπ
∫ κ+i∞
κ−i∞
H(s) x
s+1
s(s+ 1) ds.
Soit T > 2 un paramètre qui sera rendu explicite ultérieurement. On intègre sur le
contour symétrique par rapport à l’axe réel, formé pour sa partie supérieure des quatre
chemins suivants (inspirés du contour utilisé dans [[Wu96], p.8]) :
– la courbe, définie pour 0 6 Im(s) 6 T par Re(s) = 1 − σ(Im(s)) où σ est défini
par
σ(t) := min (c0/2, cK/2)
1 + (log(|t|+ 3))2/3 (log log(|t|+ 3))1/3
;
– le contour de Hankel tronqué Γ entourant le point s = 1, de rayon 1/(2 log x) et
de partie rectiligne le segment horizontal joignant 1− 1/(2 log x) à 1− σ(0) ;
– le segment horizontal [1− σ(T ) + iT, κ+ iT ] ;
– la droite verticale [κ+ iT, κ+ i∞[.
En utilisant successivement le théorème des résidus et l’estimation (1.2) et en effectuant
le choix T := exp
(
−c(log x)3/5(log log x)−1/5
)
pour une constante c > 0 convenable, il
s’ensuit que l’on a∫ x
0
Mh(t) dt =
1
2iπ
∫
Γ
H(s) x
s+1
s(s+ 1) ds+O
(
Mx2 exp
(
−c3(log x)3/5(log log x)−1/5
))
.
où c3 > 0. La preuve du théorème II.5.2 de [Ten08] s’adapte alors mutatis mutandis et
permet d’estimer la contribution du contour de Hankel pour en déduire (1.9).
Supposons à présent que z et z0 sont des entiers positifs non nuls. Compte tenu de
(1.10), il suffit de considérer le cas où c0 < 3/(gz). Partant de la formule de Perron
(1.11), intégrons cette fois-ci sur le contour symétrique par rapport à l’axe réel, formé
pour sa partie supérieure des trois chemins suivants :
– le segment vertical [1− c0, 1− c0 + iT ] ;
– le segment horizontal [1− c0 + iT, κ+ iT ] ;
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– la droite verticale [κ+ iT, κ+ i∞[.
En utilisant les estimations du lemme 1.2 et en effectuant le choix T := xc0 , on peut en
déduire que l’on a
(1.12)
∫ x
0
Mh(t) dt =
1
2iπ
∫
R
H(s) x
s+1
s(s+ 1) ds+O
(
Mx2−c0+ε
)
où R désigne le contour rectangulaire de sommets 1 − c0 ± iT et κ ± iT . Compte tenu
de la définition (1.8) de λk(h; z), le théorème des résidus assure que la dérivée du terme
principal du membre de droite de (1.12), qui est une fonction de classe C∞ sur ]0,+∞[,
est égale à
(1.13) 12iπ
∫
R
H(s)x
s
s
ds = x(log x)z−1
z−1∑
k=0
λk(h; z)
Γ(z − k)(log x)k .
En suivant alors l’argument détaillé dans la fin de la preuve du théorème II.5.2 de
[Ten08], on obtient le résultat attendu. 
Remarque. Dans le théorème précédent, nous n’avons pas cherché à couvrir une vaste
généralité ni à obtenir des résultats optimaux. La méthode, plus que le résultat, importait
ici et peut être modifiée selon plusieurs axes :
(1) en affaiblissant les hypothèses sur G(s). En supposant par exemple que G(s) est
prolongeable analytiquement dans le domaine Re(s) > 1 − c/ log(|Im(s)| + 2)
ou en remplaçant (1.6) par une estimation du type G(s)M(1 + Im(s))δ avec
δ > 0, on peut obtenir un résultat similaire avec des termes d’erreur moins
précis, en modifiant le contour d’intégration de manière adéquate (voir dans
cette direction le théorème III.5.2 de [Ten08] ou [BT98]).
(2) en supposant que l’on dispose de majorations ponctuelles pour h du type
|h(n)| 6 τ(n)c. On peut alors utiliser le corollaire II.2.4 de [Ten08] et ainsi
considérer directement Mh(x) sans passer par l’estimation intermédiaire de∫ x
0 Mh(t) dt ce qui permet d’améliorer le terme d’erreur (1.10).
(3) lorsque K = Q, on peut remplacer (1.4) par l’estimation de [Hux05] de ζ(s)
sur la droite critique, à savoir
ζ
(1
2 + it
)
 |t|32/305+ε, (|t| > 3),
et ainsi préciser (1.10).
2. Ordres moyens sur les entiers y-friables
Un problème qui apparaît comme naturel dans le sillage du paragraphe précédent
consiste à étudier le fonction sommatoire Mh(x) pour des fonctions multiplicatives h qui
dépendent de x. Dans cette direction, on considère l’ordre moyen d’une fonction arith-
métique h sur les entiers friables en définissant, pour 2 6 y 6 x, la fonction sommatoire
Ψh(x, y) :=
∑
n6x
P+(n)6y
h(n).
L’apparition du paramètre y introduit une nouvelle difficulté : la détermination d’un
domaine en (x, y) dans lequel les estimations soient uniformes. Dans le meilleur des
cas – c’est à dire en prenant K = Q et h(n) = 1 pour tout n – et compte tenu des
connaissances actuelles sur la fonction zêta de Riemann 1, on ne peut pas espérer faire
mieux que le résultat de Saias [Sai89] qui énonce que, uniformément dans le domaine
(Hε) x > 3, exp
(
(log log x)5/3+ε
)
6 y 6 x,
1. Hildebrand étudie dans [Hil84] le lien entre la conjecture de Riemann et les entiers friables.
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on a
(2.1) Ψ(x, y) = Λ(x, y)
(
1 +O
( 1
Lε(y)
))
où
Λ(x, y) :=
 x
∫+∞
0 ρ(u− v) d
(
byvc
yv
)
si x /∈ N,
lim
t→x+
Λ(t, y) si x ∈ N,
et Lε(y) := exp
(
(log y)3/5−ε
)
.
Hanrot, Tenenbaum et Wu ont étudié Ψh(x, y) dans [HTW08] de manière approfon-
die pour une large classe de fonctions h, généralisant ainsi de manière systématique la for-
mule (2.1). Leurs résultats s’appliquent en particulier aux éléments h de EK(z0, z; c0;M)
avec z ∈]0,+∞[ mais n’explicitent pas la dépendance en M . Soucieux de préciser l’uni-
formité en M et de rendre la lecture de ce chapitre plus fluide, nous redonnons ici les
grandes lignes de la preuve du théorème 1.2 de [HTW08] en omettant des calculs.
D’autres parts, motivés par nos applications futures et pour ne pas alourdir les argu-
ments, nous ne considérerons dans ce paragraphe que des éléments de EK(1, 1; c0;M).
En vue d’utiliser une version y-friable de la formule de Perron (1.7), il est naturel de
considérer la série de Dirichlet engendrée par h et restreinte aux entiers y-friables définie
pour Re(s) > 1− c0 par
(2.2) H(s, y) :=
∑
P+(n)6y
h(n)
ns
.
La formule de Perron nous permet alors d’écrire
(2.3) Ψh(x, y) =
1
2iπ
∫ α0+i∞
α0−i∞
H(s, y)xsds
s
où α0 = 1− ξ(u)log y et ξ(u) est l’unique racine réelle de l’équation e
ξ(u) = 1 + uξ(u).
L’étape suivante consiste à approcher H(s, y) par une quantité dans laquelle la fonc-
tion h et le paramètre y se comportent de manière indépendante. C’est l’objet du lemme
suivant.
Lemme 2.1 ([HTW08],Lemme 4.1). Soient c0 ∈]0, 1[ et ε > 0. Uniformément pour
M > 1, h ∈ EK(1, 1; c0;M), y > 3 satisfaisant yc0Lε(y)−2 >M et dans le domaine
(2.4) |Im(s)| 6 Lε(y), Re(s) > 1−
1
(log y)2/5+ε
,
on a
(2.5) H(s, y) = H(s)(s− 1) log y ρ̂((s− 1) log y)
(
1 +O
( 1
Lε(y)
))
.
Démonstration. La formule (4.2) de [HTW08] assure que, dans le domaine (2.4),
on a
(2.6) ζK(s, y) = ζK(s)(s− 1) log y ρ̂((s− 1) log y)
(
1 +O
( 1
Lε(y)
))
.
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On observe également que, pour toute abscisse σ > 1− c0, on a∑
n>y
|g(n)|
nσ
=
∫ +∞
y
1
tσ−(1−c0)
d
∑
n6t
|g(n)|
n1−c0

= − 1
yσ−(1−c0)
∑
n6y
|g(n)|
n1−c0
+ (σ − (1− c0))
∫ +∞
y
1
tσ+c0
∑
n6t
|g(n)|
n1−c0
 dt
 M
yσ−(1−c0)
.(2.7)
En utilisant le fait que g est multiplicative, on en déduit que, pour Re(s) > 1− c0, on a
G(s)
G(s, y) =
∑
n>1
P−(n)>y
g(n)
ns
= 1 +O
(
M
yRe(s)−(1−c0)
)
.(2.8)
ce qui implique le résultat. 
Cette formule nous conduit à approcher Ψh(x, y) par l’intégrale
1
2iπ
∫ α0+i∞
α0−i∞
H(s)(s− 1) log y ρ̂((s− 1) log y)xsds
s
.
Au vu de la formule (3.9) de [HTW08], à savoir, pour Re(s) > 1− c0,∫ +∞
0−
e(1−s)v d
(
Mh (ev)
ev
)
= (s− 1)H(s)
s
,
on peut utiliser le théorème de convolution et le théorème d’inversion de Laplace pour
en déduire que
(2.9) 12iπ
∫ α0+i∞
α0−i∞
H(s)(s−1) log y ρ̂((s−1) log y)xsds
s
= x
∫ +∞
0
ρ(u−v) d
(
Mh (yv)
yv
)
.
En précisant les termes d’erreur qui résultent de l’argument précédent en fonction
de M , on obtient la version suivante du théorème 1.2 de [HTW08].
Théorème 2.2. Soient c0 ∈]0, 1[ et ε > 0 . Uniformément enM > 1, h ∈ EK(1, 1; c0;M),
y > 2 tel que yc0Lε(y)−2 >M et dans le domaine (Hε), on a
(2.10) Ψh(x, y) = Λh(x, y) +O
(
Mxρ(u)
Lε(y)
)
où
Λh(x, y) :=
 x
∫+∞
0 ρ(u− v) d
(
Mh(yv)
yv
)
si x /∈ N,
lim
t→x+
Λh(t, y) si x ∈ N,
=λ0(h; 1)ρ(u)x+O
(
Mx
ρ(u) log(u+ 1)
log y
)
(2.11)
et λ0(h; 1) est défini par (1.8).
Démonstration. Ce résultat s’obtient en reprenant un par un les arguments de
la preuve du théorème 1.2 de [HTW08] et en tenant compte, à chaque étape de la
démonstration, de l’uniformité en M . Pour montrer (2.11), on effectue une sommation
d’Abel. En supposant sans perte de généralité que c0 < 3/g et en utilisant le théorème
1.3, on obtient ainsi la formule
Λh(x, y) = xλ0(h; 1)ρ(u)+Mh(x)−xλ0(h; 1)+x
∫ u
0
ρ′(u−v)
(
Mh(yv)y−v−λ0(h; 1)
)
dv
= xλ0(h; 1)ρ(u)+O
(
M
(
x1−c0/2+ε − x
∫ u
0
ρ′(u−v)y−v(c0/2−ε) dv
))
,
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pour tout ε > 0. On conclut en utilisant l’estimation (III.5.82) de [Ten08], à savoir∫ u
0
ρ′(u− v)y−v dv  ρ(u) log(u+ 1)log y .

Terminons ce paragraphe en présentant une première utilisation du résultat pré-
cédent dans l’étude des valeurs friables de formes binaires. Balog, Blomer, Dartyge et
Tenenbaum mentionnent dans l’introduction de [BBDT12] qu’il est possible d’utiliser
les caractères de Hecke du groupe de classes G(K) ainsi que le théorème 1.2 de [HTW08]
pour en déduire un équivalent asymptotique de
ΨF (KF .x, y) := #
{
(n1, n2) ∈ KF .x ∩ Z2 : P+(|F (n1, n2)|) 6 y
}
où F est une forme binaire quadratique irréductible et KF := {x1, x2 : |F (x1, x2)| 6 1}.
On précise cette observation dans le théorème suivant, dans le cas où le discriminant
Disc(F ) de F est négatif et fondamental, c’est-à-dire s’il satisfait l’une des conditions
suivantes :
– Disc(F ) ≡ 1 (mod 4) et est sans facteur carré,
– Disc(F ) = 4m où m ≡ 2 ou 3 (mod 4) et m est sans facteur carré.
Théorème 2.3. Soit F (X1, X2) ∈ Z[X1, X2] une forme quadratique primitive et irré-
ductible dont le discriminant Disc(F ) est négatif et fondamental. On a, pour tout ε > 0
et uniformément dans le domaine (Hε),
ΨF (KF .x, y) =
|U(K)|
|G(K)|ΛK(x
2, y)
(
1 +O
( 1
Lε(y)
))
où K désigne le corps de décomposition de F (X, 1), U(K) le groupe des unités de K,
G(K) le groupe de classes de K et
ΛK(x, y) :=
 x
∫+∞
0 ρ(u− v) d
(
{j:N(j)6yv}
yv
)
si x /∈ N,
lim
t→x+
ΛK(t, y) si x ∈ N.
On a en particulier
ΨF (KF .x, y) =
2π√
|Disc(K)|
ρ(2u)x2
(
1 +O
( log(u+ 1)
log y
))
.(2.12)
Démonstration. La preuve reprend essentiellement la démonstration du théorème
4.2 de [BL] dans lequel est étudié le cardinal
Ψ(1)F (KF .x, y) := #
{
(n1, n2) : pgcd(n1, n2) = 1, |F (n1, n2)| 6 x2, P+(|F (n1, n2)|) 6 y
}
.
À la lecture de la démonstration du théorème 6.20 de [Bue89], on observe que les
hypothèses faites sur Disc(F ) impliquent l’existence d’un idéal d de base (ω1, ω2) tel que
l’on ait
F (X1, X2) =
NK/Q(X1ω1 +X2ω2)
N(d) .
Le groupe des unités U(K) de l’anneau des entiers OK étant fini, on peut écrire
ΨF (KF .x, y) =#
{
(a, b) :
|NK/Q(aω1 + bω2)|
N(d) 6 x
2, P+
(
|NK/Q(aω1 + bω2)|
N(d)
)
6 y
}
= |U(K)|#
{
j idéal principal : d|j, N
(
jd−1
)
6 x2, P+
(
N
(
jd−1
))
6 y
}
.
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Afin de ne sélectionner que les idéaux principaux, on considère le groupe Ĝ(K) des
caractères multiplicatifs du groupe de classe G(K). Par la propriété d’orthogonalité des
caractères, on a la formule
#
{
j principal : d|j, N
(
jd−1
)
6 x2, P+
(
N
(
jd−1
))
6 y
}
= 1
|G(K)|
∑
χ∈Ĝ(K)
χ(d)Ψχ
(
x2, y
)
,
où
Ψχ
(
x2, y
)
=
∑
N(j)6x2
P (N(j))6y
χ(j).
La contribution principale provient du caractère trivial, noté χ0. En utilisant le
théorème 2.2, on en déduit que, uniformément dans le domaine (Hε), on a
Ψχ0
(
x2, y
)
= ΛK
(
x2, y
)
+O
(
x2ρ(2u)
Lε(y)
)
.
Les caractères non triviaux contribuent quant à eux en tant que terme d’erreur. En
effet, il est possible d’adapter mutatis mutandis les arguments de [Ten90a] et [FT91] en
considérant la fonction L de Dirichlet engendrée par un caractère de Hecke non trivial
χ pour montrer que, uniformément dans le domaine (Hε), on a
Ψχ
(
x2, y
)
 x
2ρ(2u)
Lε(y)
.
La formule (2.12) est une conséquence de (2.11) et de la formule du nombre de
classes. 
Remarque. En utilisant le théorème 1.1 de [HTW08], on peut en fait déduire un
développement asymptotique de ΛK(x, y) en fonction des puissances inverses de log y et
ainsi préciser (2.12).
3. Ordres moyens sur les entiers y-criblés
Le problème dual, à savoir l’étude de l’ordre moyen de h sur les entiers y-criblés
Φh(x, y) :=
∑
n6x
P−(n)>y
h(n),
a été abordé par Balog, Blomer, Dartyge et Tenenbaum dans le paragraphe 2.2 de
[BBDT12], pour les fonctions h appartenant à EK(1, 1; c0;M). Comme précédemment,
on peut reprendre leurs arguments dont on rappelle les grandes lignes ci-dessous – essen-
tiellement inspirées par le chapitre III.6 de [Ten08] – pour en déduire une uniformité en
M . On exprimera les termes d’erreur obtenus en fonction de Lε(y) := exp
(
(log y)3/5−ε
)
,
Yε := exp
(
(log y)3/2−ε
)
et H(u) := exp
(
u
(1+log u)2
)
.
En premier lieu, rappelons que la multiplicativité de h implique que l’on a, pour
Re(s) > 1,
(3.1) H(s)
H(s, y) =
∑
P−(n)>y
h(n)
ns
,
d’où l’on déduit la formule
(3.2) Φh(x, y) =
1
2iπ
∫ κ+i∞
κ−i∞
H(s)
H(s, y)x
sds
s
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avec κ := 1 + 1/ log x. En décalant l’axe d’intégration jusqu’à la droite Re(s) = α0
et en tenant compte de la contribution du pôle simple s = 1, on obtient, en utilisant
l’estimation (2.8),
(3.3) Φh(x, y) =
1
2iπ
∫ α0+i∞
α0−i∞
H(s)
H(s, y)x
sds
s
+ xλK
ζK(1, y)
(
1 +O
(
M
yc0
))
.
On remplace alors H(s, y) par l’approximation du lemme 2.1, ce qui amène à approcher
Φh(x, y) par
WK(x, y) :=
xλK
ζK(1, y)
+ 12iπ
∫ α0+i∞
α0−i∞
xs
(s− 1) log y ρ̂((s− 1) log y)
ds
s
.
En remarquant que, pour s 6= 0, on a
1
sρ̂(s) = 1 + ω̂(s)
où ω̂ désigne la transformée de Laplace de la fonction ω de Buchstab, on peut alors écrire
WK(x, y) :=
xλK
ζK(1, y)
+ x2iπ
∫ −ξ(u)+i∞
−ξ(u)−i∞
1 + ω̂(s)
s+ log y e
us ds.
Dans la mesure où ω̂(s) possède un pôle simple en s = 0 de résidu e−γ , on peut décaler
l’axe d’intégration jusqu’à Re(s) = 1/ log x de sorte à avoir
WK(x, y) =
xλK
ζK(1, y)
− xe
−γ
log y +
x
2iπ
∫ 1/ log x+i∞
1/ log x−i∞
1 + ω̂(s)
s+ log y e
us ds.
Par inversion de Laplace (voir [Ten08] p. 542), il s’ensuit que
WK(x, y) = 1 + x
(
λK
ζK(1, y)
− e
−γ
log y + µy(u)
)
où
µy(u) :=
∫ +∞
0
ω(u− v)y−v dv.
En utilisant le lemme III.6.11 de [Ten08] et en remarquant que l’on peut déduire d’un
article de Lebacque [Leb07] la formule de Mertens généralisée
(3.4) ζK(1, y)−1 =
∏
N(p)6y
(
1− 1
N(p)
)
= e
−γ
λK log y
+O
( 1
Lε(y)
)
,
il s’ensuit que, dans le domaine (Hε), on obtient l’analogue de la formule (6.61) de
[Ten08] suivante
WK(x, y)− xµy(u)
λKe
γ log y
ζK(1, y)
= 1 + x
(
λK
ζK(1, y)
− e
−γ
log y
)
(1− µy(u)eγ log y)
 xρ(u)
H(u)c1Lε(y)
où c1 > 0 est une constante absolue.
En récupérant les différents termes d’erreur engendrés par la démarche précédente,
on obtient le résultat suivant.
Théorème 3.1 ([BBDT12], Proposition 1). Soient M > 1, c0 > 0 et ε > 0. Uni-
formément pour h ∈ EK(1, 1; c0;M), dans le domaine (Hε) avec yc0Lε(y)−2 > M , on
a
(3.5) Φh(x, y) = xµy(u)
λKe
γ log y
ζK(1, y)
+O
(
Mxρ(u)
(
H(u)−c1Lε(y)−1 + Y −1ε
))
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où
µy(u) :=
∫ +∞
0
ω(u− v)y−v dv
et c1 > 0 est une constante absolue ne dépendant que de c0 et K.
En particulier, on a, dans le domaine (Hε),
(3.6) Φh(x, y) = (xω(u)− y)
eγ
ζ(1, y) +O
(
Mxρ(u)
(log y)2
(
H(u)−c1 + Y −1ε
))
.
Motivés par les applications du chapitre 2, on étend à présent les méthodes pré-
cédemment décrites en vue d’obtenir une formule asymptotique de Φh(x, y) lorsque
h ∈ EK(1,−1; c0;M), c’est-à-dire pour les fonctions multiplicatives h dont la série de
Dirichlet est analytiquement proche de ζK(s)−1. Ce travail a été effectué en commun
avec Gérald Tenenbaum et a donné lieu à la rédaction conjointe d’une note qui est pla-
cée dans l’annexe A. Le théorème suivant reprend le résultat principal obtenu dans la
note, en précisant la dépendance en M .
Théorème 3.2. Soient c0 ∈]0, 1[ et ε > 0. Uniformément pourM > 1, yc0Lε(y)−2 >M ,
h ∈ EK(1,−1; c0;M), et dans le domaine
(Gε) x > 2, exp
(
(log x)2/5+ε
)
6 y 6 x,
on a
(3.7) Φh(x, y) = x
∫ u−1
0
ρ′(u− v)
yv
dv +O
(
M
xρ(u)
Lε(y)
)
.
Démonstration. La preuve consiste à reprendre la démonstration du théorème 1.1
de l’annexe A en tenant compte de la dépendance en M . Tous calculs faits, on obtient
l’analogue suivant de la formule (2.11) de l’annexe A, estimation en fait valide non
seulement dans le domaine exp
(
(log x)2/5+ε
)
6 y 6 x/2 considéré dans ladite annexe,
mais aussi lorsque x/2 6 y 6 x,
Φh(x, y) =
x
2iπ
∫ α0+i∞
α0−i∞
sρ̂(s)eus
s+ log y ds+O
(
M
xρ(u)
Lε(y)
)
,
où α0 a été défini dans le paragraphe 2 du présent chapitre. Le résultat suit en remarquant
que sρ̂(s)/(s+ log y) est la transformée de Laplace de
∫∞
0
ρ′(u−v)
yv dv. 
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Dans ce chapitre, on utilise le crible d’Ératosthène pour étudier la quantité
ΨF (K.x, y) := #
{
(n1, n2) ∈ K.x ∩ Z2 : P+(F (n1, n2)) 6 y
}
pour une forme binaire F irréductible dans Z[X1, X2] et de degré g > 2 et K ⊂ [0, 1] un
compact dont le bord est paramétré par un lacet de classe C1 par morceaux et vérifiant
F (K) ⊂ [0, 1]. On décrit en particulier un argument heuristique en faveur de la pertinence
de la formule conjecturale
ΨF (K.x, y) ∼
x→+∞
Vol(K)x2ρ(gu).
À la fin de ce chapitre, on établit la validité d’une telle formule dans le cas des
formes quadratiques irréductibles avant de généraliser la méthode ainsi développée à
l’étude de ΨF (K.x, y) où F = F1F2 est le produit d’une forme linéaire F1 et d’une forme
quadratique F2 irréductible dans Z[X1, X2].
1. Crible de Legendre-Ératosthène
Étant donné un ensemble fini de nombres premiers P, un problème récurrent en
arithmétique consiste à estimer le cardinal de l’ensemble des valeurs de F criblées par
les éléments de P, à savoir
SF (K.x;P) := #
{
(n1, n2) ∈ K.x ∩ Z2 : p|F (n1, n2)⇒ p /∈ P
}
.
Compte tenu de l’hypothèse F (K) ⊂ [0, 1], le principe d’inclusion-exclusion permet
de réécrire SF (K.x;P) sous la forme
(1.1) SF (K.x;P) =
∑
16d6xg
p|d⇒p∈P
µ(d)Ad(K.x)
où
Ad(K.x) := #
{
(n1, n2) ∈ K.x ∩ Z2 : d|F (n1, n2)
}
,
réduisant ainsi a priori notre étude à l’estimation de ces derniers cardinaux.
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En découpant l’ensemble K.x∩Z2 en classes de congruences modulo d, un argument
basé sur les réseaux de Z2 permet de montrer que l’on a
(1.2) Ad(K.x) =
γF (d)
d2
Vol(K)x2 + rd(K.x)
où
γF (d) := # {1 6 n1, n2 6 d : d|F (n1, n2)}
et
rd(K.x)K γF (d)x
en raison de la régularité de K.
Sous sa forme standard, le crible de Legendre-Ératosthène consiste à introduire l’ap-
proximation (1.2) dans la formule (1.1), ce qui conduit à la formule
(1.3) SF (K.x;P) = Vol(K)x2TF (xg;P) +
∑
16d6xg
p|d⇒p∈P
µ(d)rd(K.x).
où, pour tout t > 1,
(1.4) TF (t;P) :=
∑
16d6t
p|d⇒p∈P
µ(d)γF (d)
d2
.
2. Généralités sur la fonction arithmétique γF
La définition de la somme TF (t;P) suggère de s’attarder sur le comportement de la
fonction arithmétique γF . Celui-ci a été considéré en détail dans la littérature relative
aux formes binaires : citons entre autres le paragraphe 5 de [Gre70], le paragraphe 7 de
[Dan99] ainsi que le paragraphe 2 de [dlBT12].
Compte tenu de la multiplicativité de γF , conséquence du théorème des restes chinois,
il suffit d’étudier γF (pk) pour p premier et k > 1. À l’aide d’une partition de l’ensemble
des points entiers du carré [1, pk]2 en fonction des valeurs du plus grand diviseur commun
de (n1, n2, pk), on retrouve la formule (2.3) de [dlBT12], à savoir
(2.1) γF
(
pk
)
=
∑
06j6dk/ge
γ
(1)
F
(
pmax(k−gj,0)
)
p2 min(k,gj)−2j
où
(2.2) γ(1)F
(
pk
)
:= #
{
1 6 n1, n2 6 pk :
(
n1, n2, p
k
)
= 1 et pk|F (n1, n2)
}
.
En profitant de l’homogénéité de F , on a
(2.3) γ(1)F
(
pk
)
= (p− 1)pk−1
(
#
{
1 6 n2 6 pk : pk|F (1, n2)
}
+#
{
1 6 n1 6 pk : p|n1 et pk|F (n1, 1)
})
.
Il apparaît ainsi que le comportement de γF est lié à la résolubilité de congruences
polynomiales en une variable.
L’étude de cette dernière – qui s’inscrit dans la lignée du lemme de Hensel – a fait l’ob-
jet de nombreux articles. En particulier, Nagell [Nag21], Ore [Ore21], Huxley [Hux81]
et Stewart [Ste91] ont établi des majorations du nombre de racines modulo pk d’un élé-
ment de Z[X]. Rappelons dans ce sens un résultat de Stewart, essentiellement optimal.
Lemme 2.1 ([Ste91], Corollary 2). Soit F ∈ Z[X] un polynôme primitif de discriminant
Disc(F ) 6= 0 et de degré g > 2. Pour tout nombre premier p et k > 1, on a
#
{
1 6 n 6 pk : pk|F (n)
}
6 2pvalp(Disc(F ))/2 + g − 2.
34
2. Généralités sur la fonction arithmétique γF
En injectant cette majoration dans les formules (2.3) et en utilisant (2.1), Da-
niel [Dan99] en déduit une borne supérieure de γF
(
pk
)
uniforme en p et k, estimation
dont l’uniformité en F a été précisée dans le lemme 2.2 de [dlBT12]. Nous donnons ici
une version faible de ces résultats, suffisante pour notre utilisation.
Lemme 2.2. Soit F ∈ Z[X1, X2] une forme binaire irréductible sur Z de degré g > 2.
On a, uniformément en p et k > 1,
(2.4) γF
(
pk
)
F

p si k = 1,
kpk si g = 2 et k > 2,
p2k−2 si g > 3 et 2 6 k 6 g,
p2k(1−1/g) si g > 3 et k > g.
De plus, si p ne divise pas F (0, 1), alors
(2.5) γF (p) = (p− 1)νp + 1
où νp est le nombre de racines de la congruence F (1, X) ≡ 0 (mod p).
Démonstration. Lorsque g > 3, il s’agit du lemme 3.1 de [Dan99]. Les estimations
pour g = 2 sont issues du lemme 2.2 de [dlBT12] (voir aussi le lemme 2.2 de [Mar06]).

Soient θ0 une racine de F (1, X) et Oθ0 l’anneau des entiers de Q(θ0). La proposition
suivante, due à Dedekind, relie νp aux nombres d’idéaux premiers de Oθ0 au dessus de
p.
Proposition 2.3 ([Ded78]). Soient F ∈ Z[X] un polynôme irréductible sur Z, p un
nombre premier et
F (X) ≡ F1(X)e1 . . . Ft(X)et (mod p)
la décomposition de F (X) en facteurs irréductibles modulo p.
Si p ne divise pas l’indice [Oθ0 ,Z[θ0]], on a la décomposition de pOθ0 en idéaux
premiers suivante
pOθ0 = p
e1
1 . . . p
et
t
où pi est l’idéal de Oθ0 engendré par p et Fi(θ0).
En particulier et sous ces conditions, νp est le nombre d’idéaux p au-dessus de p tels
que N(p) = p.
La discussion précédente illustre l’interaction entre la distribution des idéaux pre-
miers de Oθ0 et la régularité de γF . Nous verrons au paragraphe suivant l’importance
de cette observation dans l’étude de sommes où intervient la fonction de densité γF . À
titre d’exemple, le théorème des idéaux premiers entraîne la formule suivante, uniforme
en x > 2,
(2.6)
∑
p6x
γF (p)
p
log p = x
(
1 +O
( 1
Lε(x)
))
où Lε(x) := exp
(
(log x)3/5−ε
)
.
Dans la mesure où la fonction arithmétique γF apparaît dans de nombreux problèmes
liés aux formes binaires, l’importance de son étude dépasse le seul cadre de notre propos.
Par exemple, La Bretèche et Browning [dlBB06] ont obtenu une majoration de l’ordre
moyen d’une fonction arithmétique h sur les formes binaires, dans laquelle intervenait
γF . À titre de référence future, on donne dans le théorème suivant une version de leur
résultat sans préciser la dépendance en F qui était explicitée dans leurs travaux.
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Théorème 2.4 ([dlBB06], Corollary 1). Soient A > 0, B : [0, 1]→ R, F ∈ Z[X1, X2]
une forme binaire irréductible sur Z de degré g et h une fonction positive et sous-
multiplicative satisfaisant h(p) 6 A pour tout premier p et h(n) 6 B(ε)nε pour tout
entier n et tout ε > 0. On a, uniformément en x > 2, l’estimation
(2.7)
∑
|n1|,|n2|6x
h(F (n1, n2))A,B,F x2
∏
g<p6x
(
1 + γF (p)
p2
(h(p)− 1)
)
+ x(log x)Ag−1.
Soulignons que La Bretèche et Tenenbaum ont donné dans [dlBT12] une générali-
sation de ce résultat aux sommes courtes de la forme∑
x6n1,n26x+xα
h(F1(n1, n2), · · · , Ft(n1, n2))
où F1, . . . , Ft sont des formes binaires irréductibles dans Z[X1, X2], α ∈]0, 1] et h est
une fonction arithmétique satisfaisant certaines conditions de croissance et de sous-
multiplicativité.
3. Une formule conjecturale pour ΨF (K.x, y) pour une forme binaire F
irréductible
En appliquant la formule (1.3) avec l’ensemble de premiers criblant P := {p > y},
on obtient la relation
(3.1) ΨF (K.x, y) = Vol(K)x2TF (xg; {p > y}) +
∑
d6xg
P−(d)>y
µ(d)rd(K.x).
Sous réserve de montrer que la fonction multiplicative n 7→ µ(n)γF (n)n est un élément
de EQ(θ0)(1,−1; c0;M) pour des constantes c0 et M convenables – ce que laisse présager
la distribution de γF étudiée dans le paragraphe précédent –, on peut utiliser les résultats
du chapitre 1 pour évaluer la quantité TF (xg; {p > y}) définie par (1.4).
À l’aide du lemme 2.2, on observe que la série de Dirichlet engendrée par la fonction
n 7→ µ(n)γF (n)n , à savoir
HF (s) :=
∑
n
µ(n)γF (n)
ns+1
,
est absolument convergente lorsque Re(s) > 1. De plus, pour 0 < σ 6 1 et uniformément
en p premier, on a l’estimation∑
k>1
p−kσ
∣∣∣∣#{j : N(j) = pk}−#{j : N(j) = pk−1} γF (p)p
∣∣∣∣
 1
pσ+1
+
∑
k>2
#
{
j : N(j) 6 pk
}
pkσ
 1
pσ+1
+ 1
p2σ
.
En remarquant que, pour Re(s) > 1, on a
HF (s)ζQ(θ0)(s)=
∏
p
1 + ∑
k>1
p−ks
(
#
{
j : N(j) = pk
}
−#
{
j : N(j) = pk−1
} γF (p)
p
),
on en déduit que HF (s)ζQ(θ0)(s) est développable en un produit eulérien absolument
convergent pour Re(s) > 1/2 et un raisonnement similaire permet de montrer un résultat
analogue pour la série
(∑
n γF (n)/ns+1
)
ζQ(θ0)(s)−1. Par suite, ceci entraîne que, pour
tout ε > 0, il existe une constanteMF (ε) telle que la fonction n 7→ µ(n)γF (n)n appartienne
à l’ensemble EQ(θ0)(1,−1; 1/2 + ε;MF (ε)).
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Appliquons à présent le théorème 3.2 du chapitre 1 à la fonction n 7→ µ(n)γF (n)n . Il
s’ensuit la formule asymptotique, valide uniformément dans le domaine
(Gε) x > 2, exp
(
(log x)2/5+ε
)
6 y 6 x,
(3.2) Φ
n7→µ(n) γF (n)
n
(x, y) :=
∑
n6x
P−(n)>y
µ(n)γF (n)
n
= x
∫ u−1
0
ρ′(u− v)
yv
dv +O
(
xρ(u)
Lε(y)
)
.
À partir de ce résultat, une sommation d’Abel permet d’obtenir un équivalent asymp-
totique de TF (x; {p > y}).
Proposition 3.1. Uniformément dans le domaine (Gε), on a
(3.3) TF (x; {p > y}) = ρ(u) +O
(
ρ(u) log(u+ 1)log y +
1
Lε(y)
)
.
Démonstration. On remarque dans un premier temps que, pour t ∈ [1, y[, on a
trivialement Φ
n 7→µ(n) γF (n)
n
(t, y) = 1. À l’aide de la formule (3.2) et d’une sommation
d’Abel, on peut donc écrire
TF (x; {p > y}) =
Φ
n 7→µ(n) γF (n)
n
(x, y)
x
+
∫ y
1
1
t2
dt+
∫ x
y
Φ
n7→µ(n) γF (n)
n
(t, y)
t2
dt.
=
∫ u−1
0
ρ′(u− v)
yv
dv +1+
∫ x
y
∫ log t
log y−1
0
ρ′
(
log t
log y − v
)
tyv
dv dt+O
( 1
Lε(y)
)
=
∫ u−1
0
ρ′(u− v)
yv
dv +1+ log y
∫ u−1
0
∫ u
v+1
ρ′ (w − v)
yv
dw dv +O
( 1
Lε(y)
)
.
On peut majorer la première intégrale en utilisant l’estimation (voir la formule (III.5.82)
de [Ten08]) ∫ u
0
ρ′(u− v)
yv
dv  ρ(u) log(u+ 1)log y .
Pour la seconde intégrale, on observe à l’aide d’une intégration par parties que l’on a
log y
∫ u−1
0
∫ u
v+1
ρ′ (w − v)
yv
dw dv = log y
∫ u−1
0
ρ(u− v)− 1
yv
dv
= ρ(u)− 1 +O
(
ρ(u) log(u+ 1)log y
)
,
ce qui implique le résultat. 
Remarque. Compte tenu de la présence de 1Lε(y) dans le terme d’erreur de (3.3), on
observe que l’équivalent∑
n6x
P−(n)>y
µ(n)γF (n)
n2
= ρ(u)
(
1 +O
( log(u+ 1)
log y
))
est valide uniformément dans le domaine
exp
(
(log x)5/8+ε
)
6 y 6 x.
En injectant le résultat précédent dans (3.1), on obtient la formule suivante, uniforme
en (Gε),
(3.4)
ΨF (K.x, y) = Vol(K)x2ρ(gu) +
∑
d6xg
P−(d)>y
µ(d)rd(K.x) +O
(
x2ρ(u) log(u+ 1)log y +
x2
Lε(y)
)
.
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En supposant que la somme des rd(K.x) contribue comme un terme de reste négligeable
dès que y > xε, on peut formuler la conjecture suivante.
Conjecture 3.2. Soient F ∈ Z[X1, X2] une forme binaire irréductible sur Z et de degré
g > 2, K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de classe C1 par
morceaux et vérifiant F (K) ⊂ [0, 1] et ε > 0. On a, uniformément en y > xε, la formule
(3.5) ΨF (K.x, y) ∼
x→+∞
Vol(K)x2ρ(gu).
4. Étude de ΨF (K.x, y) avec F une forme quadratique irréductible
La discussion du paragraphe précédent a permis de réduire l’étude de ΨF (K.x, y) a
une estimation des termes de reste rd(K.x) définis par (1.2) en moyenne sur les entiers
d 6 xg. La distribution multiplicative des valeurs d’une forme binaire, à travers l’étude
de rd(K.x), a fait l’objet de divers travaux. Dans [Gre70] et [Gre71], Greaves établit
l’estimation suivante, valide pour tout ε > 0, toute forme F irréductible de degré g > 2
et uniforme en x,D > 1,
(4.1)
∑
d6D
∣∣∣rd([0, x]2)∣∣∣F,ε Dε(x+D).
Daniel [Dan99] précise la majoration de cette somme, dite de Type I, tout en l’étendant
à des compacts K plus généraux à travers le résultat suivant.
Lemme 4.1 ([Dan99], Lemma 3.3). Soient F ∈ Z[X1, X2] une forme binaire irréduc-
tible sur Z de degré g > 2 et K ⊂ [0, 1]2 un compact dont le bord est paramétré par un
lacet de classe C1 par morceaux et vérifiant F (K) ⊂ [0, 1]. On a, uniformément en x > 1
et D > 1, l’estimation∑
d6D
|rd(K.x)| F,K x
√
D(log 2D)g(1+2g)g+1 +D(log 2D)3g−1.(4.2)
À la lumière de ce lemme, on observe que l’on peut atteindre un niveau de distri-
bution D = x2(log x)−A pour A > 0 assez grand. Il convient de souligner que, pour
certaines formes quadriques, La Bretèche et Tenenbaum [dlBT13], parviennent à rem-
placer dans (4.2) les puissances de (log 2D) par (log log x)2, permettant ainsi le choix
D = x2(log x)−A sans restriction de taille sur A > 0. Il demeure cependant que x2 est la
limite du niveau de distribution des valeurs de F et qu’il n’est pas possible d’établir la
conjecture 3.2 par la seule utilisation du lemme 4.1 dans (3.4) lorsque g > 3. Pour cette
raison, on suppose à présent que F est une forme quadratique irréductible.
Soit τ ∈
[
(log x)−1, 2
]
un paramètre qui sera précisé ultérieurement. On approche
dans la formule (1.1) le cardinal Ad(K.x) par Vol(K)x2 γF (d)d pour d 6 x
2−τ , de sorte à
avoir
ΨF (K.x, y) = Vol(K)x2TF
(
x2−τ ; {p > y}
)
+RF
(
K.x;x2−τ , y
)
(4.3)
où
RF
(
K.x;x2−τ , y
)

∑
d6x2−τ
|rd(K.x)|+
∑
d>x2−τ
P−(d)>y
Ad(K.x).(4.4)
En appliquant le lemme 4.1 avec le paramètre D = x2−τ , il vient immédiatement
que
(4.5)
∑
d6x2−τ
|rd(K.x)|  x2−τ/2(log 2x)250.
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Écrivons les termes restants sous la forme F (n1, n2) = md avec x2−τ < d 6 x2,
P−(d) > y et m 6 xτ . On observe ainsi que l’on a
(4.6)
∑
d>x2−τ
P−(d)>y
Ad(K.x) 6
∑
m6xτ
S(K.x;m; y)
où
S(K.x;m; y) := #
{
(n1, n2) ∈ K.x ∩ Z2 : m|F (n1, n2) et (pm|F (n1, n2)⇒ p > y)
}
.
On utilise un lemme de crible pour majorer cette dernière quantité. Au vu du lemme
2.2 et de (2.6), les hypothèses (Ω1) et (Ω2(1)) de [HR74] sont vérifiées, à savoir qu’il
existe une constante C > 0 telle que, si p n’est pas un diviseur fixe de F (c’est-à-dire si
γF (p) 6= p2), on ait
(Ω1)
γF (p)
p2
6 1− 1
C
et, pour 2 6 x1 6 x2,
(Ω2(1))
∑
x16p6x2
γF (p) log p
p2
6 log x2
x1
+ C.
On peut donc appliquer le théorème 4.1 de [HR74] basé sur le crible de Selberg pour
en déduire que∑
m6xτ
S(K.x;m; y)
∑
m6xτ
S
(
K.x;m; min
(
y, x1/2
))
x2
∑
m6xτ
γF (m)
m2
∏
p6min(y,x1/2)
p-m
(
1− γF (p)
p2
)
+
∑
m6x1+τ
τ(m)3 |rm(K.x)| .(4.7)
En utilisant (2.4) et (2.5), on peut observer la validité des bornes supérieures sui-
vantes, uniformes en t > 2,
(4.8)
∑
m6t
γF (m)
m2
∏
p|m
γF (p)6=p2
(
1− γF (p)
p2
)−1

∏
p6t
(
1 + γF (p)
p2
)
 log t
et
(4.9)
∏
p6t
γF (p)6=p2
(
1− γF (p)
p2
)
 (log t)−1.
Il suit alors de ces estimations que∑
m6xτ
γF (m)
m2
∏
p6min(y,x1/2)
p-m
(
1− γF (p)
p2
)

∏
p6min(y,x1/2)
γF (p)6=p2
(
1− γF (p)
p2
) ∑
m6xτ
γF (m)
m2
∏
p|m
γF (p)6=p2
(
1− γF (p)
p2
)−1
 τ log xlog y .
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Pour traiter la seconde somme de (4.7), on observe tout d’abord que, pour tout
A > 0, le théorème 1.3 du chapitre 1 entraîne la majoration∑
m6x1+τ
τ(m)AγF (m)
m2
 (log x)2A−1
tandis que le théorème 2.4 permet de montrer que∑
m6x1+τ
τ(m)AAm(K.x)
∑
|n1|,|n2|6x
τ(F (n1, n2))A+1  x2(log x)2
A+1−1.
En utilisant l’inégalité de Cauchy-Schwarz, on déduit du lemme 4.1 et de ces deux
estimations l’existence d’une constante c > 0 telle que
(4.10)
∑
m6x1+τ
τ(m)3 |rm(K.x)|  x7/4+τ/4(log x)c.
Il s’ensuit finalement que∑
m6xτ
S(K.x;m; y) τx2 log xlog y + x
7/4+τ/4(log x)c.(4.11)
La proposition 3.1 implique alors que, dans le domaine (Gε), on a
TF
(
x2−τ ; {p > y}
)
= ρ((2− τ)u) +O
(
ρ((2− τ)u) log(u+ 1)log y +
1
Lε(y)
)
.
Dans la mesure où la formule (III.5.114) de [Ten08] assure que, uniformément pour
u > 0 et 0 6 v 6 min
(
u, 1log(u+2)
)
, on a
ρ(u− v) = ρ(u) (1 +O (v log(u+ 1))) ,(4.12)
il vient, sous le choix τ := c1 log log xlog x avec c1 > 0 assez grand et dans le domaine (Gε), la
formule
TF
(
x2−τ ; {p > y}
)
= ρ(2u) +O
(
ρ(2u) log(u+ 1)
( log log x
log y +
1
log y
)
+ 1
Lε(y)
)
.
(4.13)
On obtient finalement le théorème suivant.
Théorème 4.2. Soient F ∈ Z[X1, X2] une forme binaire irréductible sur Z de degré 2 et
K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de classe C1 par morceaux
et vérifiant F (K) ⊂ [0, 1]. On a, uniformément dans le domaine (Gε),
(4.14) ΨF (K.x, y) = Vol(K)x2ρ(2u) +O
(
x2
log log x
log y
)
.
Démonstration. Compte tenu de la formule (4.3), le résultat est une conséquence
des estimations (4.4), (4.5), (4.11) et (4.13). 
Observons que le théorème précédent ne fournit un équivalent de ΨF (K.x, y) que
dans le domaine
x > 3, exp
(
log x(log log log x)1+ε
log log x
)
6 y 6 x2.
Ceci est à mettre en comparaison avec le théorème 2.3 qui donne une formule asympto-
tique de ΨF (K.x, y) lorsque le discriminant de F est négatif et fondamental et pour le
compact K := {x1, x2 : |F (x1, x2)| 6 1}, dans le domaine plus vaste
(Hε) x > 3, exp
(
(log log x)5/3+ε
)
6 y 6 x.
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5. Étude de ΨF1F2(K.x, y) avec F1 une forme linéaire et F2 une forme
quadratique irréductible
Dans le sillon du paragraphe précédent, il est naturel de se demander pour quels
ensembles d’entiers R la méthode employée se généralise-t-elle pour obtenir une formule
asymptotique du nombre de valeurs y-friables F (n1, n2) où F est une forme quadratique
irréductible dans Z[X1, X2] et n1 est restreint à R, c’est-à-dire
(5.1) ΨF (K.x, y;R) := #
{
(n1, n2) ∈ K.x ∩ Z2 : n1 ∈ R et P+(F (n1, n2)) 6 y
}
.
Ce problème trouve son origine dans un article de Fouvry et Iwaniec [FI97] sur les
premiers de Gauss qui s’écrivent sous la forme n21 + n22 avec n1 premier. En particulier,
ils montrent que, pour tout A > 0, on a la formule
(5.2)
∑
n21+n226x
Λ
(
n21 + n22
)
Λ(n1) = 2
∏
p
(
1− χ(p)(p− 1)(p− χ(p))
)
x+O
(
x(log x)−A
)
où χ désigne le caractère non trivial modulo 4.
Peu de temps après, Friedlander et Iwaniec [FI98b] effectuent le tour de force de
restreindre la variable n1 dans un ensemble très lacunaire. En particulier, ils démontrent
la formule asymptotique
(5.3)
∑
n41+n226x
Λ
(
n41 + n22
)
= 4
π
∫ 1
0
(
1− t4
)1/2
dt x3/4
(
1 +O
( log log x
log x
))
.
Dans ses travaux sur le problème de parité et la conjecture de Chowla, Helfgott étudie
un problème analogue en remplaçant la fonction de von Mangoldt Λ par la fonction de
Liouville λ. Dans [Hel06], il montre en particulier que, pour tout convexe K ⊂ [−1, 1],
toute forme linéaire F1(X1, X2) et toute forme quadratique F2(X1, X2) irréductible dans
Z[X1, X2], on a uniformément en x > 3,
(5.4)
∑
(n1,n2)∈K.x∩Z2
λ(F1(n1, n2)F2(n1, n2))
x2 log log x
log x .
Un prolongement logique de l’étude consiste à imposer une condition sur chacune des
deux variables. Un prototype de cette situation est considéré par La Bretèche et Brow-
ning [dlBB10] qui résolvent le problème des diviseurs pour certaines formes quartiques.
En particulier, le théorème 2 de [dlBB10] stipule que, si F1 et F2 sont deux formes li-
néaires non proportionnelles sur Q, F3 est une forme quadratique irréductible et K ⊂ R2
est un compact suffisamment régulier tel que Fi(K) ⊂]0, 1] pour tout i ∈ {1, 2, 3}, alors
il existe une constante C(F1, F2, F3) > 0 telle que, pour tout ε > 0, on ait, uniformément
en x > 2,
(5.5) ∑
(n1,n2)∈K.x∩Z2
3∏
i=1
τ(Fi(n1, n2)) = C(F1, F2, F3)Vol(K)x2(log x)3 +O
(
x2(log x)2+ε
)
.
Énonçons à présent le résultat principal de ce paragraphe, relatif à l’estimation
asymptotique de ΨF (K.x, y;R) défini par (5.1), dont la démonstration constituera l’objet
de la suite de ce chapitre.
Théorème 5.1. Soient F ∈ Z[X1, X2] une forme binaire quadratique et irréductible sur
Z, K ⊂ [0, 1] un compact dont le bord est paramétré par un lacet de classe C1 par morceaux
tel que F (K) ⊂ [0, 1] et R un ensemble d’entiers. Pour tout ε > 0 et uniformément dans
le domaine (Gε), on a
ΨF (K.x, y;R) =#
{
(n1, n2) ∈ K.x ∩ Z2 : n1 ∈ R
}
ρ(2u) +O
(
x2
log log x
log y
)
.(5.6)
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De plus, s’il existe ε > 0 tel que R ⊂ {P−(n1) > z} avec z > exp
(
(log log x)1+ε
)
, alors
on a
ΨF (K.x, y;R) =#
{
(n1, n2) ∈ K.x ∩ Z2 : n1 ∈ R
}
ρ(2u) +O
(
x2
log z
log log x
log y
)
.(5.7)
En raison du phénomène de parité, la seule utilisation du principe d’inclusion-
exclusion ne suffit pas pour parvenir aux résultats de [FI97], [FI98b] et [Hel06]. Pour
surmonter cette difficulté, il est possible d’utiliser l’identité de Vaughan (voir le para-
graphe 7 de [FI97] et [FI98a]) pour faire apparaître des sommes bilinéaires de Type II.
Une estimation suffisamment précise de telles sommes constitue le point clé des argu-
ments conduisant aux preuves des résultats précédemment énoncés. À titre d’exemple,
Fouvry et Iwaniec montrent que, pour tout A > 0, on a
(5.8)
∑
M1<m162M1
∣∣∣∣∣∣
∑
M2<m262M2
µ(m2)δ(m1,m2)
∣∣∣∣∣∣ M1M2(logM1M2)A
où
δ(m1,m2) :=
{
1 si m1m2 = n21 + n22 avec n1 premier,
0 sinon,
et M1 et M2 sont des paramètres réels.
Dans le cas présent, quitte à considérer un paramètre de friabilité y suffisamment
grand, le phénomène de parité n’a pas d’incidence : on peut donc espérer étudier le
cardinal ΨF (K.x, y;R) en utilisant le crible de Legendre-Ératosthène et écrire comme
point de départ la formule
(5.9) ΨF (K.x, y;R) =
∑
16d6x2
P−(d)>y
µ(d)Ad(K.x,R)
où
Ad(K.x,R) := #
{
(n1, n2) ∈ K.x ∩ Z2 : n1 ∈ R, d|F (n1, n2)
}
.
Pour exploiter cette identité, on étudie la distribution multiplicative des valeurs
F (n1, n2) lorsque n1 ∈ R. Pour des raisons techniques qui apparaîtront au cours de
l’argument, on s’intéresse dans un premier temps aux cardinaux
A
(1)
d (K.x,R) := #
{
(n1, n2) ∈ K.x ∩ Z2 : n1 ∈ R, (n1, d) = 1 et d|F (n1, n2)
}
.
Lemme 5.2. Soient B > 0, F ∈ Z[X1, X2] une forme binaire quadratique et irréductible
sur Z, K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de classe C1 par
morceaux tel que F (K) ⊂ [0, 1] et R un ensemble d’entiers. Il existe c(B) > 0 tel que,
uniformément en 1 6 D 6 x2, on ait∑
d6D
τ(d)B
∣∣∣A(1)d (K.x,R)− νdd #{(n1, n2) ∈ K.x ∩ Z2, n1 ∈ R, (n1, d) = 1}∣∣∣x5/3D1/6 log(2x)c(B)
où νd est défini dans l’énoncé du lemme 2.2.
La preuve de ce lemme – que nous détaillons ci-dessous – consiste essentiellement à
adapter les parties 2 et 3 de [FI97] et le chapitre 20.3 de [FI10] où un analogue de ce
résultat est établi pour la forme quadratique F (X1, X2) = X21 +X22 . Une généralisation
à des formes quadratiques quelconques s’appuie en particulier sur les parties 5.2 et 5.3
de [BBDT12] dans lesquelles Balog et al. obtiennent essentiellement le lemme 5.2 avec
xε au lieu de log(2x).
Démonstration. Soit ∆ ∈ [1, x] un paramètre dont le choix sera rendu explicite
au cours de la preuve. En effectuant la convolution de l’indicatrice de K.x et d’une suite
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régularisante (voir l’annexe B), on montre l’existence d’une fonction lisse χK.x à valeurs
dans [0, 1] telle que
∂jχK.x
∂sj
(x1, x2) ∆−j pour j ∈ {0, 1, 2},
supp χK.x ⊂ K.x,
χK.x(x1, x2) = 1 dès que inf
{
d2((x1, x2), (y1, y2)) : (y1, y2) ∈ R2 \ K.x)
}
> ∆
où d2 est la distance euclidienne. On approche A(1)d (K.x,R) par la quantité
A
(1)
d (χK.x,R) :=
∑
(n1,n2)∈R×Z
(n1,d)=1
d|F (n1,n2)
χK.x(n1, n2),
l’apparition de χK.x en lieu et place de l’indicatrice de K.x fournissant un cadre propice
à l’utilisation de l’analyse de Fourier.
Le terme d’erreur qui apparaît sous l’effet d’une telle démarche est négligeable. En
effet, d’après l’inégalité de Cauchy-Schwarz et les hypothèses de régularité faites sur le
bord de K, on a
∑
d6D
∣∣∣A(1)d (K.x,R)−A(1)d (χK.x,R)∣∣∣
 ∑
|n1|,|n2|6x
τ(F (n1, n2))2
 12
×#{(n1, n2) ∈ K.x ∩ Z2 : χK.x(n1, n2) 6= 1}
1
2 .
Dans la mesure où la fonction τ2 satisfait les hypothèses du théorème 1 de [dlBB06]
(que nous avons rappelé dans le théorème 2.4), on peut estimer la somme du membre
de droite. Compte tenu de la régularité du bord de K, on en déduit ainsi que∑
d6D
∣∣∣A(1)d (K.x,R)−A(1)d (χK.x,R)∣∣∣ x 32 ∆ 12 (log x)3/2.(5.10)
Étudions à présent la quantité A(1)d (χK.x,R). En utilisant la formule sommatoire de
Poisson, il vient l’identité
(5.11) A(1)d (χK.x,R) =
1
d
∑
n1∈R
(n1,d)=1
∑
k∈Z
αk,n1(d)
∫ +∞
−∞
χK.x(n1, t)e
(
− tk
d
)
dt
où e(t) := exp(2iπt) et
αk,n1(d) =
∑
n2 mod d
d|F (n1,n2)
e
(
n2k
d
)
.
Au vu de la condition (n1, d) = 1, on remarque que l’on a notamment
αk,n1(d) =
∑
ν mod d
d|F (1,ν)
e
(
νkn1
d
)
ce qui entraîne l’identité α0,n1(d) = νd.
Le terme principal, provenant de la fréquence k = 0, est donné par la quantité
νd
d
∑
n1∈R
(n1,d)=1
∫ +∞
−∞
χK.x(n1, t) dt.
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Par suite, on retrouve le terme principal attendu dans l’énoncé du lemme en remarquant
que ∑
d6D
νd
d
∑
n1∈R
(n1,d)=1
∣∣∣∣∫ +∞
−∞
χK.x(n1, t)dt−#
{
n2 : (n1, n2) ∈ K.x ∩ Z2
}∣∣∣∣

∑
d6D
νd
d
∑
n1∈R
(
#{n2 : (n1, n2) ∈ K.x ∩ Z2 : χK.x(n1, n2) 6= 1}+O(1)
)
∆x log(2D).(5.12)
Le cas des fréquences non nulles fait appel à une inégalité de grand crible, essentielle-
ment énoncée dans la proposition 3 de [BBDT12]. On précise dans le lemme qui suit ce
résultat en remplaçant le terme (DKR)δ obtenu dans [BBDT12] par log(2D), modifi-
cation qui permettra d’utiliser le lemme 5.2 avec un niveau de distribution suffisamment
petit, à savoir D = x2−τ .
Lemme 5.3. On a, uniformément pour tous entiers D,K, x > 1 et toute suite de com-
plexes (ξk,n), l’estimation
(5.13)
∑
d6D
∣∣∣∣∣∣∣∣
∑
k6K
∑
n6x
(n,d)=1
ξk,nαk,n(d)
∣∣∣∣∣∣∣∣ D
1/2 (D +Kx)1/2
∑
k,n
|ξk,n|2 τ(kn)
1/2 log(2D).
Démonstration. D’après la preuve de la proposition 3 de [BBDT12], on a, pour
toute suite de complexes (ξn),
∑
D6d62D
∑
F (1,ν)≡0 (mod d)
∣∣∣∣∣∣
∑
n6x
ξne
(
νn
d
)∣∣∣∣∣∣
2
 (D + x)
∑
n6x
|ξn|2 ,
ce qui constitue une généralisation du lemme 2 de [FI97] à des polynômes quadratiques
irréductibles quelconques. En reproduisant le raisonnement développé à la page 253 de
[FI97] basé sur la formule d’inversion de Möbius, il s’ensuit alors que
∑
d6D
∑
F (1,ν)≡0 (mod d)
∣∣∣∣∣∣∣∣∣
∑
k6K,n6x
(n,d)=1
ξk,ne
(
νkn
d
)∣∣∣∣∣∣∣∣∣

∑
b6D
νb
∑
d6D/b
∑
F (1,ν)≡0 (mod d)
∣∣∣∣∣∣
∑
k6K,n6x/b
ξk,nbe
(
νkn
d
)∣∣∣∣∣∣
D1/2(D +Kx)1/2
∑
k,n
|ξk,n|2 τ(kn)
1/2 log(2D)
ce qui implique le résultat attendu. 
Reprenons la preuve du lemme 5.2 et découpons l’intervalle de sommation des fré-
quences k en intervalles dyadiques K < k 6 2K. En effectuant le changement de variable
w = tkx afin de séparer les variables k et d dans l’intégrale, on obtient∫ +∞
−∞
χK.x(n1, t)e
(
− tk
d
)
dt = x
k
∫ K
−K
χK.x
(
n1,
wx
k
)
e
(
−wx
d
)
dw.
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On déduit alors du lemme 5.3 que
∑
D<d62D
∣∣∣∣∣∣∣∣
∑
n1∈R
(n1,d)=1
∑
K<k62K
x
dk
αk,n1(d)
∫ K
−K
χK.x
(
n1,
wx
k
)
e
(
−wx
d
)
dw
∣∣∣∣∣∣∣∣
6
∑
D<d62D
∫ K
−K
∣∣∣∣∣∣∣∣
∑
n1∈R
(n1,d)=1
∑
K<k62K
x
dk
αk,n1(d)χK.x
(
n1,
wx
k
)∣∣∣∣∣∣∣∣ dw
xD−
1
2 (D +Kx)
1
2 log(2D)
 ∑
k62K,n1x
τ(kn1)
1/2
x
3
2D−
1
2K
1
2 (D +Kx)
1
2 log(2DKx)5/2.(5.14)
Pour les grandes valeurs de K, une telle estimation n’est pas suffisante. En intégrant
deux fois par parties, on obtient la formule∫ K
−K
χK.x
(
n1,
wx
k
)
e
(
−wx
d
)
dw = 14π2
d2
k2
∫ K
−K
∂2χK.x
∂s2
(
n1,
wx
k
)
e
(
−wx
d
)
dw.
En utilisant là encore l’inégalité du grand crible du lemme 5.3, on en déduit
∑
D<d62D
∣∣∣∣∣∣∣∣
∑
n1∈R
(n1,d)=1
∑
K<k62K
x
dk
αk,n1(d)
∫ K
−K
χK.x
(
n1,
wx
k
)
e
(
−wx
d
)
dw
∣∣∣∣∣∣∣∣
6
x
4π2
∑
D<d62D
∫ K
−K
∣∣∣∣∣∣∣∣
∑
n1∈R
(n1,d)=1
∑
K<k62K
d
k3
αk,n1(d)
∂2χK.x
∂s2
(
n1,
wx
k
)∣∣∣∣∣∣∣∣ dw
xD
3
2K−2 (D +Kx)
1
2 ∆−2 log(2D)
 ∑
k62K,n1x
τ(kn1)
1/2
x
3
2D
3
2K−
3
2 (D +Kx)
1
2 ∆−2 log(2DKx)5/2.(5.15)
En utilisant (5.14) si K 6 D∆−1 et (5.15) sinon, et en sommant sur les puissances de 2
issues des découpages dyadiques en d et k, on en déduit
∑
d6D
∣∣∣∣∣∣∣∣
∑
n1∈R
(n1,d)=1
∑
k 6=0
x
dk
αk,n1(d)
∫ K
−K
χK.x
(
n1,
wx
k
)
e
(
−wx
k
)∣∣∣∣∣∣∣∣ dw

(
x3/2D1/2∆−1/2 + x2D1/2∆−1
)
log(2x)5/2.(5.16)
En choisissant ∆ = x
1
3D
1
3 et en collectant les termes d’erreur (5.10), (5.12) et (5.16),
on en déduit que∑
d6D
∣∣∣∣A(1)d (K.x,R)− νdd #
{
(n1, n2)∈K.x ∩ Z2, n1∈R, (n1, d) = 1
}∣∣∣∣x5/3D1/6 log(2x)5/2.
On peut alors utiliser l’inégalité de Cauchy-Schwarz et reproduire l’argument qui avait
conduit à (4.10) pour en déduire le lemme. 
On peut déduire facilement des estimations de A(1)d (K.x,R) des résultats concernant
le cardinal Ad(K.x,R) lorsque P−(d) > y, en vue de les utiliser dans (5.9). On concentre
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dans les deux propositions suivantes les résultats concernant la distribution multiplicative
de Ad(K.x,R) que nous utiliserons dans la suite.
Proposition 5.4. Soient F ∈ Z[X1, X2] une forme binaire quadratique et irréductible
sur Z et K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de classe C1
par morceaux tel que F (K) ⊂ [0, 1]. Il existe c > 0 tel que, uniformément en x, y > 1 et
1 6 D 6 x2, on ait
(5.17)∑
d6D
P−(d)>y
∣∣∣∣Ad(K.x,R)− γF (d)d2 #
{
(n1, n2) ∈ K.x ∩ Z2, n1 ∈ R
}∣∣∣∣ x5/3D1/6 log(2x)c
+ x
2
y
(
log(2x) +
( log(2x)
log(2y)
)c)
.
Proposition 5.5. Soient B > 0 et F ∈ Z[X1, X2] une forme binaire quadratique et
irréductible sur Z et K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de
classe C1 par morceaux tel que F (K) ⊂ [0, 1]. Il existe une constante c(B) > 0 telle que,
uniformément en x, z > 1, 1 6 D 6 x2 et R ⊂ {n1 : P−(n1) > z}, on ait
(5.18)∑
d6D
τ(d)B
∣∣∣Ad(K.x,R)− νd
d
#
{
(n1, n2) ∈ K.x ∩ Z2, n1 ∈ R
}∣∣∣ (x5/3D1/6 + x2
z
)
log(2x)c(B).
Démonstration des propositions 5.4 et 5.5. À partir du lemme 2.2, on ob-
serve que
γF (p)
p2
= νp
p
+O
( 1
p2
)
,
d’où l’on peut déduire que
∑
d6x2
P−(d)>y
∣∣∣∣νdd − γF (d)d2
∣∣∣∣ 1y ∑
d6x2
P−(d)>y
µ(d)2 τ(d)
c
d
 1
y
∑
k>0
1
k!
 ∑
y<p6x2
2c
p
k 1
y
( log(2x)
log(2y)
)2c
pour une constante c > 0. Au vu du lemme 5.2, il suffit donc de montrer que, pour tout
B > 0, on a
(5.19)∑
d6x2
τ(d)B
∣∣∣#{(n1, n2) ∈ K.x ∩ Z2 : (n1, d) 6= 1, P−((n1, d)) > y et d|F (n1, n2)}
− νd
d
#
{
(n1, n2) ∈ K.x ∩ Z2 : (n1, d) 6= 1, P−((n1, d)) > y
}∣∣∣∣ x2y log(2x)c(B)
pour une certaine constante c(B) > 0. On remarque d’une part que l’on a∑
d6x2
τ(d)B νd
d
#
{
(n1, n2) ∈ K.x ∩ Z2 : (n1, d) 6= 1, P−((n1, d)) > y
}

∑
p>y
1
p
#
{
(n1, n2) ∈ K.x ∩ Z2 : p|x1
} ∑
dx2
τ(d)B νd
d
x
2
y
log(2x)c(B).
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D’autre part, si y est plus grand que les coefficients de F , on peut observer que les
hypothèses p|(n1, F (n1, n2)) et p > y impliquent p|n2 et donc∑
d6x2
τ(d)B#
{
(n1, n2) ∈ K.x ∩ Z2 : (n1, d) 6= 1, P−((n1, d)) > y et d|F (n1, n2)
}

∑
p>y
∑
n1,n26x
p|(n1,n2)
τ(F (n1, n2))B+1
x
2
y
log(2x)c(B).
En observant que cette dernière estimation est aussi valable trivialement pour y borné
d’après le théorème 2.4, on en déduit que (5.19) est vrai pour tout y > 1 ce qui achève
la preuve. 
Étudions à présent comment déduire des lemmes précédents le théorème 5.1 en
conservant le choix τ := c1 log log xlog x du paragraphe précédent. En utilisant (5.17) dans
la formule du crible de Legendre-Ératosthène (5.9), on obtient la formule analogue de
(4.3) suivante, valide pour y > xτ ,
(5.20) ΨF (K.x, y;R) = TF
(
x2−τ ; {p > y}
)
#
{
(n1, n2) ∈ K.x ∩ Z2, n1 ∈ R
}
+O
x2−τ/6 log(2x)c + ∑
m6xτ
S(K.x;m; y;R)

où S(K.x;m; y;R) désigne le cardinal
#
{
(n1, n2)∈K.x ∩ Z2 : n1∈R,m|F (n1, n2) et (pm|F (n1, n2)⇒ p > y)
}
.
À l’aide de la majoration triviale
(5.21) S(K.x;m; y;R) 6 S(K.x;m; y),
on peut utiliser (4.11) pour estimer la somme dans le terme d’erreur de (5.20). En
utilisant l’estimation (4.13) de TF
(
x2−τ ; {p > y}
)
, on en déduit bien (5.6).
Dans le cas où R ⊂ {P−(n1) > z} avec z > exp
(
(log log x)1+ε
)
, on peut remplacer
(5.21) par l’inégalité
S(K.x;m; y;R) 6 S
(
K.x;m; y;
{
P−(n1) > z
})
.
Il est alors possible de reproduire l’argument de crible détaillé dans le paragraphe précé-
dent qui a conduit à l’estimation (4.11) en utilisant l’estimation (5.18) au lieu du lemme
4.1. Compte tenu des hypothèses sur z, il s’ensuit que∑
mxτ
S
(
K.x;m; y;
{
P−(n1) > z
})
 τ log xlog y
x2
log z ,
ce qui permet d’obtenir (5.7) et ainsi de conclure la preuve du théorème 5.1.
On peut déduire de manière assez directe du théorème 5.1 une formule asymptotique
concernant le nombre de valeurs y-friables d’une forme cubique F = F1F2 qui s’écrit
comme produit d’une forme linéaire F1(X1, X2) et d’une forme quadratique irréductible
F2(X1, X2).
Théorème 5.6. Soient F1 ∈ Z[X1, X2] une forme linéaire primitive, F2 ∈ Z[X1, X2]
une forme binaire quadratique et irréductible sur Z, K ⊂ [0, 1]2 un compact dont le bord
47
Chapitre 2. Entiers friables, formes binaires et crible de Legendre-Ératosthène
est paramétré par un lacet de classe C1 par morceaux tel que F1(K), F2(K) ⊂ [0, 1]. Pour
tout ε > 0 et dans le domaine
(5.22) exp
(
log x (log log log x)1+ε
log log x
)
6 y,
on a uniformément
#
{
(n1, n2) ∈ K.x ∩ Z2 : P+(F1(n1, n2)F2(n1, n2)) 6 y
}
∼
x→+∞
Vol(K)x2ρ(u)ρ(2u)
(5.23)
et
#
{
(n1, n2) ∈ K.x ∩ Z2 :
F1(n1, n2) premier
et P+(F2(n1, n2)) 6 y
}
∼
x→+∞
Vol(K) x
2
log xρ(2u).(5.24)
Ce résultat constitue un pas supplémentaire vers la preuve de l’algorithme de facto-
risation du crible quadratique (voir [Pom08]). Une hypothèse importante dans celui-ci
consiste en effet à supposer que la formule (5.23) est valide avec le choix
(5.25) y = exp
(
2−1/2+o(1)
√
log x log log x
)
.
En raison des méthodes employées, notre résultat ne permet pas de couvrir ce domaine en
(x, y), mais constitue un argument de plus en faveur de la pertinence d’une telle heuris-
tique. Il améliore aussi sensiblement l’estimation de ΨF (x, y) obtenue dans [BBDT12]
dans le cas où F est une forme cubique réductible.
Démonstration. Puisque la forme linéaire F1(X1, X2) est primitive, écrivons-la
sous la forme F1(X1, X2) = a11X1 + a12X2 avec (a11, a12) = 1. Le théorème de Bachet-
Bézout assure l’existence de deux entiers a21 et a22 tels que
∣∣∣∣a11 a12a21 a22
∣∣∣∣ = 1. Sous l’effet du
changement de variables
(
n′1
n′2
)
= A
(
n1
n2
)
où A :=
(
a11 a12
a21 a22
)
∈ SL2(Z), on remarque
alors que l’on a l’identité
(5.26)
#
{
(n1, n2) ∈ K.x ∩ Z2 : F1(n1, n2) ∈ R et P+(F2(n1, n2)) 6 y
}
= ΨG(A(K).x, y;R)
où G(X1, X2) := F2
(
A−1(X1, X2)
)
définit une forme quadratique irréductible dans
Z[X1, X2].
En prenantR l’ensemble des entiers y-friables dans (5.6), on peut utiliser l’estimation
de Hildebrand
(5.27) Ψ(x, y) = xρ(u)
(
1 +O
( log(u+ 1)
log y)
))
valide dans le domaine (Hε) pour évaluer #
{
(n1, n2) ∈ A(K).x ∩ Z2 : P+(n1) 6 y
}
. Pour
ce faire, introduisons la fonction f qui à tout réel x1 associe la mesure de l’ensemble
{x2 ∈ R : (x1, x2) ∈ A(K).x}. Compte tenu des hypothèses faites sur le bord de K, on
peut écrire f comme la somme de OK(1) fonctions continues, de classe C1 par morceaux.
Par suite, quitte à effectuer une homothétie, on peut supposer sans perte de généralité
que f a pour support [0, x], intervalle sur lequel elle est de classe C1. En utilisant une
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sommation d’Abel et (5.27), on obtient ainsi
#
{
(n1, n2) ∈ A(K).x ∩ Z2 : P+(n1) 6 y
}
=
∑
x/(log x)2<n16x
P+(n1)6y
(f(n1) +O(1)) +O
(
x2
(log x)2
)
=f(x−)Ψ(x, y)−
∫ x
x/(log x)2
Ψ(t, y)f ′(t) dt+O
(
x2
(log x)2
)
=xf(x−)ρ(u)−
∫ x
x/(log x)2
tρ
( log t
log y
)
f ′(t) dt
(
1 +O
( log(u+ 1)
log y
))
+O
(
x2
(log x)2
)
.
La formule (4.12) assure que, dans le domaine (5.22), on a
ρ
(
u− log log xlog y
)
= ρ(u)
(
1 +O
( log log x log(u+ 1)
log y
))
.
Puisque la fonction de Dickman ρ est décroissante, il suit finalement que
#
{
(n1, n2) ∈ A(K).x ∩ Z2 : P+(n1) 6 y
}
=ρ(u)
(
xf(x−)−
∫ x
x/(log x)2
tf ′(t) dt
)(
1 +O
( log log x log(u+ 1)
log y
))
+O
(
x2
(log x)2
)
=ρ(u)Vol(A(K))x2 +O
(
x2ρ(u) log log x log(u+ 1)log y +
x2
(log x)2
)
.
Dans la mesure où Vol(A(K)) = Vol(K), on déduit de la formule (5.26) et du théorème
5.1 que l’on a
#
{
(n1, n2) ∈ K.x ∩ Z2 : P+(F1(n1, n2)F2(n1, n2)) 6 y
}
= Vol(K)x2ρ(u)ρ(2u)
+O
(
x2
log log x
log y
)
.
Le terme d’erreur reste finalement négligeable tant que (x, y) parcourt le domaine (5.22),
au vu de l’estimation ρ(u)−1 = exp (O (u log(u+ 1))).
Un raisonnement analogue, basé sur l’utilisation de (5.7) et du théorème des nombres
premiers en lieu et place de (5.27) permet de déduire la formule (5.24) où l’attention est
portée sur les valeurs premières de F1(X1, X2). 
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1. Introduction
Soient F (X1, X2) ∈ Z[X1, X2] une forme binaire irréductible sur Z de degré 3 et h une
fonction arithmétique. L’objet de ce chapitre est l’obtention de formules asymptotiques
de l’ordre moyen
Mh(x;F ) :=
∑
16n1,n26x
h(F (n1, n2))
pour diverses fonctions arithmétiques h dont l’indicatrice des entiers friables.
L’intérêt de considérer de telles sommes est multiple. La quantité Mh(x;F ) appa-
raît dans de nombreux problèmes arithmétiques (conjecture de Manin dans [dlBT12] et
[dlBT13], crible algébrique (NFS) exposé dans le chapitre 6 de [CP05], etc.). D’autre
part, il s’agit d’un angle d’attaque efficace pour étudier l’indépendance entre une pro-
priété arithmétique relative à h et la représentation d’un entier par la forme binaire F .
Enfin, les valeurs de F forment un ensemble lacunaire d’entiers, dans la mesure où
log # {(n1, n2) : |F (n1, n2)| 6 x}
log #{|n| 6 x} →x→+∞
2
3
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et la persistance d’un phénomène arithmétique dans un ensemble de densité asympto-
tique nulle est un sujet important de la théorie des nombres, à l’origine de nombreuses
conjectures.
Greaves [Gre70] initie l’étude de telles sommes en considérant h = τ la fonction de
compte des diviseurs. À partir de la convolution τ = 1 ∗ 1, il montre ainsi que, pour tout
ε > 0 et toute forme cubique et irréductible F , il existe des constantes réelles c0(F ) > 0
et c1(F ) telles que l’on ait, uniformément en x > 2, l’estimation
Mτ (x;F ) = c0(F )x2 log x+ c1(F )x2 +Oε,F
(
x27/14+ε
)
,
formule asymptotique précisée par Daniel [Dan99] qui améliore sensiblement le terme
d’erreur précédent en le remplaçant par x15/8+ε.
Dans cette direction, il convient de rappeler les travaux de La Bretèche et Brow-
ning [dlBB06] déjà mentionnés dans le chapitre précédent, où ils obtiennent une borne
supérieure deMh(x;F ) uniforme pour une large classe de fonctions h soumises à certaines
conditions de croissance et de sous-multiplicativité, majoration dans laquelle intervient
la fonction γF définie par la formule
γF (d) := #{1 6 n1, n2 6 d : d|F (n1, n2)}
qui a été étudiée au chapitre 2.
Théorème 1.1 ([dlBB06], Corollary 1). Soient A > 0, B : [0, 1]→ R, F ∈ Z[X1, X2]
une forme binaire irréductible sur Z de degré g > 1 et h une fonction positive et sous-
multiplicative satisfaisant h(p) 6 A pour tout premier p et h(n) 6 B(ε)nε pour tout
entier n et ε > 0. On a, pour tout x > 2, l’estimation
(1.1) Mh(x;F )A,B,F x2
∏
g<p6x
(
1 + γF (p)
p2
(h(p)− 1)
)
+ x(log x)Ag−1.
Lorsque h est l’indicatrice 1E d’un ensemble d’entiers E , l’estimation précédente
fournit une borne supérieure non triviale lorsque E est un ensemble criblé. La question
de la détermination d’une minoration de M1E (x;F ) est en général difficile et dépend
fortement de l’ensemble E en question.
Dans [Gre92], Greaves considère l’ensemble Ek des entiers qui ne sont divisibles par
aucune puissance k-ième de nombres premiers. Il montre ainsi que, pour tout k > 2 et
toute forme cubique irréductible F , on a la formule asymptotique, uniforme en x > 2,
M1Ek (x;F ) =
∏
p
(
1− γF (p
k)
p2k
)
x2 +OF,k
(
x2
log x
)
(1.2)
et obtient également des estimations similaires pour les formes F de degré g > 4 (voir
aussi le travail de Browning [Bro11]).
On peut également considérer le choix h := 1S(y) où S(y) désigne l’ensemble des
entiers y-friables. On retrouve dans ce cas la fonction de comptage des valeurs friables
de F , dans la mesure où
M1S(y)(x;F ) = ΨF
(
[1, x]2, y
)
.
Au cours de leur étude du cardinal ΨF
(
[1, x]2, y
)
, Balog, Blomer, Dartyge et Tenen-
baum [[BBDT12], Theorem 1] ont montré entre autres que, pour toute forme binaire
irréductible F de degré g > 1, on dispose de l’estimation non triviale
(1.3) αF := inf
{
α : ΨF
(
[1, x]2, xα
)
α,F x2 uniformément pour x > x0(α, F )
}
< g.
En particulier, quand F est de degré 3, ils montrent que αF 6 e−1/2 est admissible.
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La motivation principale de ce chapitre est de préciser ce résultat, dans le cas des
formes cubiques irréductibles, à travers l’étude de la conjecture 3.2 du chapitre 2, c’est-
à-dire de la formule
(1.4) M1S(y)(x;F ) ∼x→+∞ x
2ρ(3u)
où u := log xlog y .
L’ensemble des résultats cités ci-dessus ont en commun l’emploi récurrent de sommes
de Type I, c’est-à-dire des estimations des cardinaux
Ad
(
[1, x]2
)
= # {1 6 n1, n2 6 x : d|F (n1, n2)}
en moyenne sur d 6 x2−ε où ε > 0. Comme observé au chapitre 2, il est naturel d’ap-
procher Ad([1, x]2) par la quantité γF (d)d2 x
2. En posant
(1.5) rd
(
[1, x]2
)
:= Ad
(
[1, x]2
)
− γF (d)
d2
x2,
le lemme 3.3 de [Dan99], rappelé dans le lemme 4.1 du chapitre 2, entraîne que, dans
le cas où F est une forme cubique irréductible, on dispose de l’estimation de sommes de
Type I suivante
(1.6)
∑
d6D
∣∣∣rd ([1, x]2)∣∣∣ x√D(log 2D)7203 +D(log 2D)8.
Lorsque h(m) présente un caractère oscillant au regard du nombre de facteurs pre-
miers de m comptés avec multiplicité, noté Ω(m), il n’est en général pas possible de
déduire des résultats satisfaisants à partir des seules estimations de sommes de Type I :
c’est là l’incidence du phénomène de parité, mentionné dans l’introduction de cette thèse.
En principe, il est possible de contourner ce problème si l’on dispose d’une estimation
de sommes de Type II, c’est-à-dire d’une majoration non triviale de sommes bilinéaires
de la forme ∑
U<r62U
∑
V <s62V
arbs#{1 6 n1, n2 6 x : rs = F (n1, n2)}
pour des choix convenables de U et V , où bs satisfait une hypothèse de type Siegel-
Walfisz, c’est-à-dire présentant un comportement suffisamment régulier dans les pro-
gressions arithmétiques de petits modules.
Heath-Brown [HB01] estime une telle quantité pour la forme F (X1, X2) = X31 +2X32
à l’aide entre autres d’une inégalité de grand crible et d’un comptage de points sur une
hypersurface. Il en déduit l’existence d’une infinité de nombres premiers de la forme
n31 + 2n32 à travers la formule asymptotique
#
{
x < n1, n2 6 x
(
1 + (log x)−c0
)
: n
3
1 + 2n32
premier
}
∼
x→+∞
∏
p
(
1− νp − 1
p
)
x2
3(log x)2c0+1
pour une constante c0 > 0 convenablement choisie, où νp a été défini au chapitre 2
comme le nombre de racines de la congruence X3 + 2 ≡ 0 (mod p). Par la suite, une
généralisation de ce travail aux valeurs des polynômes de la forme F (a1 +X1q, a2 +X2q)
où F est une forme cubique irréductible sur Z à coefficients entiers et (a1, a2, q) = 1 a
été effectuée par Heath-Brown et Moroz [HBM02, HBM04].
Enfin, les estimations de Type II obtenues dans [HBM02] ont été utilisées par Helf-
gott pour établir la validité de la conjecture de Chowla [Cho65], bien que les identités
combinatoires mises en œuvre soient différentes de celles intervenant dans les travaux de
Heath-Brown et Moroz 1. Dans le théorème principal de [Hel], il montre en particulier
1. Helfgott utilise des itérations de l’identité de Vaughan en lieu et place de l’identité de Buchstab.
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la formule suivante, valide pour toute forme irréductible F ∈ Z[X1, X2] de degré 3 et
ε > 0, et uniforme en x > 16,
Mµ(x;F ) =
∑
16n1,n26x
µ(F (n1, n2))F,ε
(log log x)4(log log log x)ε
log x x
2.(1.7)
Soient q > 1 et 1 6 a1, a2 6 q des entiers tels que (a1, a2, q) = 1. Étant donnés
une fonction arithmétique h, une forme binaire F et un compact K ⊂ [0, 1]2 tel que
F (K) ⊂ [0, 1], on définit
M
(1)
h (K.x;F ; a1, a2, q) :=
∑
(n1,n2)∈K.x
(a1+n1q,a2+n2q)=1
h(F (a1 + n1q, a2 + n2q)).
On cherche une estimation asymptotique de cet ordre moyen, avec une uniformité en
q 6 (log x)A pour tout A > 0 fixé (c’est-à-dire de type Siegel-Walfisz). À l’aide d’un ar-
gument standard de convolution, on pourra en général déduire des informations relatives
à Mh(x;F ) à partir de M
(1)
h (K.x;F ; a1, a2, q).
Dans ce travail, nous étudions la somme M (1)h (K.x;F ; a1, a2, q) pour diverses fonc-
tions multiplicatives h. En considérant le cas h = 1S(y) de l’indicatrice des friables, nous
retrouvons le cardinal
Ψ(1)F (K.x, y; a1, a2, q) := #
{
(n1, n2) ∈ K.x ∩ Z2 : (a1 + n1q, a2 + n2q) = 1
et P+(F (a1 + n1q, a2 + n2q)) 6 y
}
,
quantité qui intervient directement dans l’algorithme de factorisation du crible algébrique
(voir le chapitre 6.2 de [CP05]).
Théorème 1.2. Soient ε > 0, A > 0, F ∈ Z[X1, X2] une forme binaire irréductible sur
Z de degré 3 et K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de classe
C1 par morceaux tel que F (K) ⊂ [0, 1]. Dans le domaine
(1.8) x > 3, exp
( log x
(log log x)1−ε
)
6 y
et uniformément pour q 6 (log x)A et 0 6 a1, a2 6 q des entiers tels que (a1, a2, q) = 1,
on a
Ψ(1)F (K.x, y; a1, a2, q) =
∏
p-q
(
1− 1
p2
)
Vol(K)x2ρ(3u) +O
(
x2
(log log x)1−ε
)
.(1.9)
De plus, si (x, y) parcourt le domaine
(1.10) x > 3, exp
( log x
(log log x)1/2−ε
)
6 y 6 x1/2−ε,
alors le terme d’erreur dans (1.9) peut être remplacé par x2 exp
(
−(log log x)1/2−ε
)
.
Compte tenu de l’estimation
ρ(u) = exp (−u log u(1 + o(1))) (u→ +∞) ,
on observe aussi que le théorème 1.2 ne donne un équivalent de Ψ(1)F (K.x, y; a1, a2, q) que
dans le domaine exp
(
log x
(log log x)1/2−ε
)
6 y.
En prenant q = 1, a1 = a2 = 0 et en utilisant une convolution pour enlever la
condition de coprimalité, on peut en déduire le corollaire suivant, qui améliore les ré-
sultats de [BBDT12] dans le cas des formes cubiques irréductibles, en établissant la
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validité de (1.4) et en augmentant la région dans laquelle on dispose d’une estimation
de ΨF
(
[1, x]2, y
)
.
Corollaire 1.3. Soient ε > 0, F ∈ Z[X1, X2] une forme binaire irréductible sur Z de
degré 3 et K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de classe C1
par morceaux tel que F (K) ⊂ [0, 1]. On a, uniformément en x, y > 3,
ΨF (K.x, y) = Vol(K)x2ρ(3u) +O
(
x2
(log log x)1−ε
)
.(1.11)
De plus, si (x, y) parcourt le domaine (1.10), alors le terme d’erreur dans (1.11) peut
être remplacé par x2 exp
(
−(log log x)1/2−ε
)
.
Dans le domaine y 6 exp
(
log x
(log log x)1−ε
)
, l’estimation (1.11) est une conséquence du
corollaire 1 de [dlBB06] (voir le théorème 1.1). On observe en effet que l’estimation
ΨF
(
[1, x]2, y
)
 x2
∏
y<p6x
(
1− γF (p)
p2
)
+ x x
2
u
+ x
implique (1.11) dès que u > (log log x)1−ε.
Au premier abord, il peut paraître surprenant d’obtenir un résultat plus précis pour
les grandes valeurs de u, à savoir lorsque u > 2. Ceci est dû notamment à la méthode
employée : une partie de la contribution des termes impliqués dans l’identité combinatoire
introduite dans le paragraphe 5 disparaît lorsque u devient suffisamment grand (voir
aussi le théorème 1.5 infra).
Considérons également l’ensembleM(w) des fonctions h multiplicatives, bornées par
1 et satisfaisant h(p) = w pour tout premier p où w 6= 1 est un complexe de module
1. La méthode développée dans ce chapitre permet d’évaluer M (1)h (K.x;F ; a1, a2, q) avec
une certaine uniformité en w.
Théorème 1.4. Soient A > 0, ε > 0, F ∈ Z[X1, X2] une forme binaire irréductible
sur Z de degré 3 et K ⊂ [0, 1]2 un compact dont le bord est paramétré par un lacet de
classe C1 par morceaux tel que F (K) ⊂ [0, 1]. On a, uniformément en w un complexe
de module 1 satisfaisant |Re(w) − 1| > 1(log log x)1−ε , h ∈ M(w), x > 3, q 6 (log x)
A et
0 6 a1, a2 6 q des entiers tels que (a1, a2, q) = 1,
(1.12) M (1)h (K.x;F ; a1, a2, q)
x2
(log log x)1−ε .
En effectuant le choix h(n) = µ(n), ce résultat permet de retrouver la formule (1.7)
due à Helfgott [Hel] avec un terme d’erreur plus faible.
On peut en déduire aussi la majoration de la somme d’exponentielles
(1.13)
∑
(n1,n2)∈K.x
(n1,n2)=1
e (iθω(F (n1, n2)))
x2
(log log x)1−ε
avec e(t) := exp(2iπt), valide uniformément pour θ satisfaisant ‖θ−1‖R/Z > 1(log log x)1/2−ε
où ‖ · ‖R/Z désigne la distance à l’entier le plus proche.
Soulignons que, pour tout complexe w satisfaisant |w| < 1, le corollaire 1 de [dlBB06]
(voir le théorème 1.1) permet d’obtenir la borne supérieure
Mh(x;F ) 6
∑
n1,n26x
|h(F (n1, n2))|  x2(log x)|w|−1
pour toute fonction h multiplicative, bornée par 1 et satisfaisant h(p) = w pour tout
premier p.
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D’autre part, les estimations de sommes de Type I permettent de déterminer un équi-
valent asymptotique de M (1)h (K.x;F ; a1, a2, q) pour les fonctions h dansM(1) (c’est-à-
dire multiplicatives, bornées par 1 et satisfaisant h(p) = 1 pour tout premier p), à l’image
de l’argument détaillé par Greaves [Gre92] pour obtenir la formule (1.2).
Soient w un complexe de module 1, y1, y2 > 1 deux réels (pouvant dépendre de x)
ou y2 = +∞ etM(w; y1, y2) l’ensemble des fonctions h multiplicatives, bornées par 1 et
satisfaisant les conditions suivantes :
(1) h est à support sur les entiers m tels que P−(m) > y1 et P+(m) 6 y2,
(2) pour tout premier p dans l’intervalle ]y1, y2], on a h(p) = w.
Avec ces notations, on vérifie que 1S(y) ∈ M(1; 1, y) et que les fonctions h ∈ M(w)
considérées dans le théorème 1.4 sont des éléments deM(w; 1,+∞).
Reprenant les travaux de Heath-Brown et Moroz, l’étape cruciale des preuves des
théorèmes 1.2 et 1.4 consiste à réduire l’estimation de M (1)h (K.x;F ; a1, a2, q) à l’étude
asymptotique de l’ordre moyen
(1.14) MσZq h(x) :=
∑
m6x
h(m)σZq (m)
où σZq est une fonction de densité définie par la formule (4.13) au paragraphe 4.1 dont
la série de Dirichlet associée
∑
m
σZq (m)
ms est analytiquement proche de la fonction zêta de
Dedekind ζK(s) d’un corps cubique K.
Il nous est apparu plus commode de présenter cette étape dans le cadre plus général
des fonctions M(w; y1, y2). Nous espérons que cette généralisation trouvera des appli-
cations supplémentaires dans d’autres circonstances. Le théorème 1.5 ci-dessous décrit
ce qui précède quand les entiers (n1, n2) parcourent un carré de côté x/(log x)−c0 avec
c0 > 0 suffisamment grand pour des raisons techniques exposées au paragraphe 2.
Théorème 1.5. Soient A, ε > 0 et F ∈ Z[X1, X2] une forme binaire irréductible sur Z de
degré 3. Pour toute constante c0 F 1 suffisamment grande et uniformément en x > 2,
(M1,M2) ∈ [1, x]2 tels que F (M1,M2) > x3/(log x)3c0/4, q 6 (log x)A, 0 6 a1, a2 6 q
des entiers tels que (a1, a2, q) = 1, y2 > exp
(
log x
(log log x)1−ε
)
, w un complexe de module 1
et h ∈M(w; 1, y2), on a
(1.15) ∑
Mi6ni6Mi+x/(log x)−c0
(n1,n2)=1
h(F (a1+n1q, a2+n2q) = σq(F )
x2
(log x)c0 ∆σZq h(F (M1,M2), (log x)
−c0)
+O
(
x2(log x)−2c0
(log log x)1−ε
)
où σq(F ) > 0 est défini par (4.9) et, pour tout t > 0,
∆σZq h(F (M1,M2), t) :=
MσZq h ((1 + t)F (M1,M2))
F (M1,M2)
−
MσZq h (F (M1,M2))
F (M1,M2)
.
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D’autre part, si h ∈M(w; y1, y2) où y1, y2 > exp
(
log x
(log log x)1−ε
)
, alors on a
(1.16) ∑
Mi6ni6Mi+x/(log x)−c0
(n1,n2)=1
h(F (a1+n1q, a2+n2q) = σq(F )
x2
(log x)c0 ∆σZq h(F (M1,M2), (log x)
−c0)
+O
(
x2(log x)−2c0
log y1
log x
log y1(log log x)1−ε
)
.
Si, de plus, exp
(
log x
(log log x)1/2−ε
)
6 y1 6 y2 6 x1/2−ε, alors on peut remplacer dans
(1.15) et (1.16) le terme 1/(log log x)1−ε par exp
(
−(log log x)1/2−ε
)
.
En général, diverses méthodes d’analyse complexe (méthode de Selberg-Delange,
méthode du col, etc.) permettent d’estimer l’ordre (1.14) et donc d’évaluer la différence
∆σZq h(F (M1,M2), t). Dans la mesure où ces outils dépendent de la fonction h considé-
rée, nous n’avons pas donné un résultat général pour estimer cette dernière quantité.
Au paragraphe 8, nous montrons comment les théorèmes 1.2 et 1.4 s’obtiennent comme
conséquence du théorème 1.5 en utilisant les travaux du chapitre 1.
Convention. Dans la suite de ce chapitre, on fixe A > 0. Les entiers q apparaissant
dans la forme F (a1 + X1q, a2 + X2q) vérifieront toujours l’inégalité q 6 (log x)A. En-
fin, les constantes impliquées dans les symboles de Vinogradov et de Landau dépendent
toutes de F et de A et, sauf mention explicite du contraire, tous les résultats sont va-
lides uniformément en q 6 (log x)A. On emploie les notations en usage dans les travaux
de Heath-Brown et Moroz, à savoir que la lettre c désignera une constante positive dé-
pendant de A et de la forme F et pouvant varier à chaque occurrence. De même, pour
tout paramètre B, la lettre c(B) désignera une fonction de B, A et F , éventuellement
différente à chaque apparition. Il convient de souligner que, dans [HB01], [HBM02],
[HBM04], [Hel] et dans le présent travail, les constantes ne sont pas effectives, en raison
de l’incidence du zéro de Siegel dans les arguments utilisés pour établir les estimations
de sommes de Type II (voir le paragraphe 7).
Le chapitre présente l’organisation suivante. Au paragraphe 2, nous réduisons le pro-
blème à l’étude d’une fonction arithmétique sur les idéaux d’un corps cubique K ce qui
nous conduit, au paragraphe 3, à l’étude la distribution multiplicative de certains en-
sembles d’idéaux deOK. Le paragraphe 4 contient la définition et les premières propriétés
de la fonction de densité σZq déjà mentionnée dans cette introduction. Au paragraphe 5,
nous donnons un argument combinatoire qui a pour but d’adapter les méthodes d’Heath-
Brown et Moroz à notre problème. Les paragraphes 6 et 7 sont essentiellement consacrés
à l’estimation des termes d’erreur qui apparaissent dans la discussion du paragraphe
qui les précède. Enfin, on illustre l’utilisation de la méthode dans le paragraphe 8 en
l’appliquant pour démontrer les théorèmes 1.2 et 1.4.
2. Formes cubiques et normes d’idéaux dans un corps cubique
Dans de nombreuses situations, un problème de nature multiplicative portant sur
les valeurs d’un polynôme trouve un cadre de traitement plus flexible une fois transcrit
dans le langage des corps de nombres. On peut justifier le passage entre forme cubique
irréductible et corps de nombres à l’aide du lemme 2.1 de [HBM02].
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Lemme 2.1 ([HBM02], Lemma 2.1). Soit F ∈ Z[X1, X2] une forme binaire cubique,
primitive et irréductible sur Z. Il existe un corps de nombres réel K de degré 3, d’anneau
d’entiers OK et des entiers ω1, ω2 ∈ OK satisfaisant les conditions suivantes :
– le sous-module Λ(ω1, ω2) :=
{
n1ω1 + n2ω2 : (n1, n2) ∈ Z2
}
est de rang 2,
– K = Q(θ0) où θ0 := ω2ω1 ,
– si d désigne l’idéal de OK engendré par Λ(ω1, ω2), NK/Q la norme de K sur Q et
N la norme des idéaux de OK, alors
(2.1) F (X1, X2) =
NK/Q(X1ω1 +X2ω2)
N(d) .
Réciproquement, l’équation (2.1) définit une forme binaire cubique, primitive et irréduc-
tible sur Z.
En vue de garder notre exposition autonome, nous détaillons ci-dessous les arguments
de preuve du lemme précédent, issus de [HBM02].
Démonstration. Soit F ∈ Q[X1, X2] la forme binaire cubique définie par la for-
mule (2.1). En considérant les valeurs de F aux points (1, 0), (0, 1), (1, 1) et (1,−1), on
peut observer que
(2.2)
F (X1, X2)=X31
NK/Q(ω1)
N(d) +X
2
1X2
(
NK/Q(ω1 + ω2)−NK/Q(ω1 − ω2)
2N(d) −
NK/Q(ω2)
N(d)
)
+X1X22
(
NK/Q(ω1 + ω2) +NK/Q(ω1 − ω2)
2N(d) −
NK/Q(ω1)
N(d)
)
+X32
NK/Q(ω2)
N(d) .
À partir des observations triviales d|ω1±ω2 et ω1 +ω2 = (ω1−ω2) + 2ω2, il s’ensuit que
NK/Q(ω1+ω2)
N(d) et
NK/Q(ω1−ω2)
N(d) sont des entiers ayant la même parité. On déduit donc de
(2.2) que F est à coefficients entiers.
On remarque que F (X1, 1) est un polynôme de degré au plus 3 qui s’annule en −θ0,
nombre algébrique de degré 3. Par suite, F (X1, 1) est un polynôme irréductible de degré
3. Il en est donc de même de F (X1, X2).
Soit p un diviseur fixe de F , de sorte que p divise NK/Q(ω1)N(d) ,
NK/Q(ω2)
N(d) et
NK/Q(ω1±ω2)
N(d) .
Compte tenu de la définition de d, il s’ensuit que pOK = p1p2p3 est un idéal totale-
ment décomposé avec p1|ω1d−1, p2|ω2d−1 et p3|(ω1 ± ω2)d−1. Observons finalement que
p3|2ω1d−1 bien que p3 - ω1d−1 d’où p3|2 et p = 2 donc 2 est l’unique diviseur fixe éventuel
de F .
Montrons à présent que F est primitive en vérifiant que 2 ne divise pas tous les
coefficients de F . Si tel était le cas, dans la mesure où p3 - ω1d−1, on aurait nécessairement
ω1 +ω2 6= ω1−ω2 (mod p23d). Étant donnée la définition de la norme N , cela entraînerait
une différence de parité entre NK/Q(ω1+ω2)2N(d) et
NK/Q(ω1−ω2)
2N(d) . Finalement, on observe à l’aide
de la formule (2.2) que les coefficients de X21X2, X1X22 , X31 et X32 ne sont pas tous pairs,
d’où la primitivité de F .
Réciproquement, soit F (X1, X2) ∈ Z[X1, X2] une forme binaire cubique, irréductible
et primitive. Le polynôme F (X1, 1) étant irréductible de degré 3, il existe a ∈ Z, θ0 ∈ R
et θ1, θ2 ∈ C tels que
F (X1, 1) = a
2∏
i=0
(X1 − θi).
Soient m ∈ N tel que mθ0 soit un entier algébrique, K := Q(θ0), ω1 = m, ω2 = −mθ0 et
d = (ω1, ω2). D’après ce qui a été précédemment démontré, le polynôme
NK/Q(ω1X1+ω2)
N(d)
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est cubique, irréductible, primitif et s’annule en θ0. Par unicité du polynôme minimal
de θ0, on en déduit que F (X1, 1) = ±
NK/Q(ω1X1+ω2)
N(d) , c’est-à-dire que F est bien de la
forme (2.1), quitte à multiplier ω1 et ω2 par −1. 
Dans toute la suite, on considère un corps de nombres réel K de degré 3. On note
OK son anneau d’entiers, U(K) le groupe des unités de OK, J (K) le monoïde des
idéaux entiers non nuls de OK, G(K) le groupe des idéaux fractionnaires, P (K) le sous-
groupe des idéaux principaux de G(K) et H(K) = G(K)/P (K) le groupe de classes.
Introduisons également h(K) le nombre de classes de K, λK le résidu de la fonction zêta
de Dedekind ζK(s) en s = 1, σ1, σ2 et σ3 les trois plongements de K et r(K) ∈ {1, 3}
le nombre de plongements réels. Si r(K) = 1 (resp. r(K) = 3), on désigne par ε1
l’unité fondamentale satisfaisant ε1 > 1 (resp. on se donne deux unités fondamentales
multiplicativement indépendantes ε1 et ε2 telles que NK/Q(ε1) = NK/Q(ε2) = 1). Dans
toute la suite p désignera un idéal premier au dessus de p et i, j, l, q, r et s des idéaux
entiers.
En général, l’anneau des entiers OK n’est pas principal, d’où l’absence de bijection
canonique entre J (K) et OK/U(K). En reprenant les arguments du paragraphe 6 de
[HBM02] (p. 275–277), on peut néanmoins faire apparaître une correspondance entre
idéaux et entiers algébriques qui sera utilisée dans le paragraphe 7 pour l’étude des
sommes de Type II. Le groupe de classes H(K) étant abélien et d’ordre fini h(K), il
existe des entiers t > 1 et h1, . . . , ht > 1 tels que
h1 · · ·ht = h(K) et H(K) ' Z/(h1Z)× · · · × Z/(htZ).
Par suite, il existe des idéaux entiers a1, . . . , at tels que tout idéal fractionnaire non
nul j se décompose sous la forme j = (α)al11 · · · a
lt
t où α ∈ K∗ et 0 6 lj < hj pour
j ∈ {1, . . . , t}. On fixe un entier αj ∈ OK tel que a
hj
j = (αj) et γj une solution de
l’équation algébrique γhjj = αj ce qui permet de construire l’extension L :=K(γ1, . . . , γt).
Pour tout plongement σ de K dans C, on fixe un prolongement à L, noté encore σ.
Soulignons que, par construction, il n’y a pas nécessairement unicité d’une telle extension.
Désignons par I(K) le sous-groupe multiplicatif de L engendré par K∗ et {γ1, . . . ,γt}.
On peut remarquer que l’on a un isomorphisme canonique I(K)/U(K) ' G(K). Pour
tout γ ∈ I(K), on note (γ) l’idéal de G(K) qui lui est associé par cet isomorphisme et
on fixe δ un générateur de d. Notons que la relation N((γ)) =
∣∣∣∏3i=1 σi(γ)∣∣∣ pour tout
γ ∈ I(K) est une conséquence du fait que N((γj))hj =
∣∣∣∏3i=1 σi(αj)∣∣∣ pour j ∈ {1, . . . , t}.
La décomposition de G(K) en classes d’idéaux, intrinsèque à la définition de H(K),
induit canoniquement une partition de I(K) en h(K) classes d’équivalence, l’ensemble
de ces classes étant naturellement muni d’une structure de groupe abélien, compatible
avec le produit du corps L. Pour tout γ ∈ I(K), l’ensemble Cl(γ) ∪ {0} présente une
structure naturelle de Q-espace vectoriel de dimension 3. Dans la mesure où la forme
bilinéaire
Cl(γ)× Cl
(
γ−1
)
−→ Q
(u, v) 7→ TrK/Q(uv)
n’est pas dégénérée, il existe, pour toute base (u1, u2, u3) de Cl(γ)∪ {0}, une base duale
(u∗1, u∗2, u∗3) de Cl
(
γ−1
)
∪ {0} satisfaisant
(2.3) TrK/Q
(
uiu
∗
j
)
=
{
1 si i = j,
0 sinon.
En adaptant la preuve standard du fait que OK est un Z-module libre de rang 3 (voir
le théorème 1 de [Sam67]), on observe que l’on peut choisir la base (u1, u2, u3) de
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Cl(γ) ∪ {0} de sorte à avoir
(Cl(γ) ∪ {0}) ∩ OL = {a1u1 + a2u2 + a3u3 : ai ∈ Z pour tout i ∈ {1, 2, 3}} .
La base duale (u∗1, u∗2, u∗3) trouvera son utilité au paragraphe 7 où elle facilitera la détec-
tion des congruences dans OK.
2.1. Fonctions arithmétiques sur les idéaux. Conséquence de la théorie des
anneaux de Dedekind, l’existence et l’unicité de la décomposition d’un idéal en idéaux
premiers permet d’étendre aux éléments de J (K) des notions arithmétiques initialement
définies sur les anneaux factoriels 2. Aussi les notions de valuation p-adique, notée vp,
et de plus grand diviseur commun, déjà utilisée dans la définition de d, sont-elles sans
équivoque. Dans cette direction, on dira qu’une fonction g : J (K)→ C est multiplicative
si g(j1j2) = g(j1)g(j2) dès que (j1, j2) = OK. Des exemples de fonctions multiplicatives
sur les idéaux sont donnés par la fonction de Möbius µK et la fonction diviseur τK sur
J (K), définies comme les fonctions multiplicatives satisfaisant, pour un idéal premier p
et k > 1, la formule
µK
(
pk
)
:=
{
−1 si k = 1,
0 sinon, τK
(
pk
)
:= k + 1.
On introduit également les fonctions ΩK et ωK qui comptent le nombre de facteurs
premiers avec ou sans leur ordre de multiplicité, définies par
Ω(j) :=
∑
p|j
vp(j) et ω(j) := # {p|j} .
Étant donné une fonction arithmétique g définie sur Z, on lui associe naturellement une
fonction définie sur J (K) notée encore g par la formule g(j) := g(N(j)). Réciproquement,
on associe à une fonction g définie sur J (K) la fonction gZdéfinie par
gZ(n) :=
∑
N(j)=n
g(j).
Dans la preuve du lemme 4.2 de [HB01], Heath-Brown énonce les inégalités sui-
vantes, conséquences de la décomposition des idéaux en idéaux premiers,
(2.4) τK(j) 6 τ(N(j))3 et # {j ∈ J (K) : N(j) = n} 6 τ(n)2.
où τ := τQ désigne la fonction diviseur standard.
Le lemme 6.1 de [HBM02], reformulé ci-dessous, s’inspire de la preuve de Landreau
de l’inégalité de Van der Corput relative à la somme des diviseurs (voir [Lan89]) et
fournit une première estimation de l’ordre moyen de τK sur les idéaux de la forme
(n1ω1 + n2ω2).
Lemme 2.2 ([HBM02], Lemma 6.1). Soient x1 > x2 > 1 et α, β deux éléments de
I(K)∩OL tels que Cl(α) = Cl(β). Supposons qu’il existe r > 1 tel que |σ(α)|, |σ(β)| 6 xr1
pour tout plongement σ de K dans C. Alors, pour tout entier B > 0, il existe une
constante c(B, r) > 0 telle que
(2.5)
∑
|n1|6x1,|n2|6x2
n2 6=0
∣∣∣τK((n1α+ n2β))B∣∣∣ 6 τK((α) + (β))Bx1x2(log(2x1))c(B,r).
2. Voir à ce sujet la note 5 du chapitre 9 de [Nar04].
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2.2. Notations et définition des idéaux admissibles. Comme observé dans
le paragraphe 2 de [HBM02], certains nombres premiers présentent un comportement
particulier et nécessiteront un traitement spécifique. On dira qu’un nombre premier est
q-singulier s’il est ramifié dans OK ou s’il divise q, N(ω1ω2) ou l’indice [OK,Z[θ]]
avec θ := θ0N(ω1d−1), et q-régulier sinon. Par extension, un idéal premier p est dit
q-singulier (resp. q-régulier) s’il est situé au-dessus d’un nombre premier q-singulier
(resp. q-régulier). Un entier ou un idéal dont tous les diviseurs premiers sont q-singuliers
(resp. q-réguliers) est également dit q-singulier (resp. q-régulier). L’unicité de la dé-
composition en idéaux premiers dans les anneaux de Dedekind permet de définir, pour
un idéal j et un entier m, les parties q-singulières et q-régulières par les formules
jq-r :=
∏
p q-régulier
pvp(j), jq-s :=
∏
p q-singulier
pvp(j),
mq-r :=
∏
p q-régulier
pvp(m) et mq-s :=
∏
m q-singulier
mvp(m).
où vp désigne la valuation p-adique rationnelle. D’une manière analogue, on définit la
composante y-friable et la composante y-criblée par
j−(y) :=
∏
p6y
∏
p|p
pvp(j), j+(y) :=
∏
p>y
∏
p|p
pvp(j),
m−(y) :=
∏
p6y
pvp(m) et m+(y) :=
∏
p>y
pvp(m).
On introduit enfin la composante p-adique d’un idéal j, notée jp, comme l’unique
diviseur de j satisfaisant N(jp) = pvp(N(j)), de sorte que j =
∏
p jp.
Le comportement des idéaux premiers 1-réguliers qui interviennent dans la décom-
position des idéaux (n1ω1 + n2ω2) fait l’objet du lemme 2.2 de [HBM02].
Lemme 2.3 ([HBM02], Lemma 2.2). Soient n1 et n2 deux entiers premiers entre eux,
p un nombre premier 1-régulier, p1 et p2 deux idéaux premiers au dessus de p tels que
p1 et p2 divisent (n1ω1 + n2ω2)d−1. Alors p1 = p2 et N(p1) = p.
Démonstration. Dans la mesure où p1 - ω1ω2 et (n1, n2) = 1, on observe que
(n1n2, p) = 1. Par suite, on a
θ0 ≡ −n1n−12 (mod p1)
où n−1 est défini comme la solution de la congruence nn−1 ≡ 1 (mod p). Il s’ensuit que
tout élément de Z[θ0] est congru à un entier rationnel modulo p1. Étant donné que p
ne divise pas l’indice [OK,Z[θ]] et que [OK, p1] = [OK,Z[θ] + p1][Z[θ] + p1, p1], on en
déduit qu’il y a p classes modulo p1, c’est-à-dire que N(p1) = p d’après la définition de
la norme d’un idéal.
Puisque p - n2NK/Q(ω1), il s’avère que −n1n−12 est racine modulo p de NK/Q(X−θ0)
qui est le polynôme minimal de θ0. En effet, on a
NK/Q(−n1n−12 − θ0) = −
(
n−12
)3
N(d−1ω1OK)−1N((n1ω1 + n2ω2)d−1) = 0 (mod p).
D’après la proposition 2.3 du chapitre 2, il s’ensuit que l’idéal (p, θ0 +n1n−12 ) est premier
et N((p, θ0 + n1n−12 )) = p. Par suite, (p, θ0 + n1n
−1
2 ) = p1 et un raisonnement analogue
avec p2 permet de déduire que p1 = p2. 
Au regard du lemme 2.3, on dira qu’un idéal j est admissible si sa partie 1-régulière
est de la forme
j1-r = pk11 · · · pknn
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où N(pi) est premier et N(pi) 6= N(pj) dès que 1 6 i < j 6 n.
2.3. Transformation des sommes M (1)h (K.x;F ; a1, a2, q) en sommes sur des
idéaux admissibles. Soit K ⊂ [0, 1]2 un compact dont le bord est paramétré par un
lacet de classe C1 par morceaux tel que F (K) ⊂ [0, 1]. Recouvrons K.x en carrés de la
forme
C(N1, N2) := {(n1, n2) : xηNi 6 ni < xη(Ni + 1) pour i = 1, 2}
où η := (log x)−c0 pour une constante c0 > 0 que l’on déterminera a posteriori et
0 6 Ni 6 η−1 pour i = 1, 2. On s’attend à ce que les éléments de K mis à l’écart par
cette approche contribuent de manière négligeable puisque l’on a
(2.6) #{0 6 N1, N2 6 η−1 : ∅ ( C(N1, N2) ∩ K.x ( C(N1, N2)}  η−1.
On définit
(2.7) c(N1, N2) := |F (N1η,N2η)| .
Pour s’assurer que c(N1, N2) soit suffisamment grand, on introduit l’ensemble
N (η) :=
1 6 N1, N2 6 η−1 : C(N1, N2) ⊂ K.x, (N1η,N2η) 6∈
2⋃
j=0
S(θj)

où θ1, θ2 et θ3 désignent les racines de F (X1, 1) et
S(θ) :=
{
0 6 y1, y2 6 1 : |y1 − y2θ| 6 η
1
4
}
.
On a alors, uniformément en (N1, N2) ∈ N (η),
(2.8) c(N1, N2)
2∏
j=0
|N1η −N2ηθj | > η
3
4
et
(2.9) #
0 6 N1, N2 6 η−1 : (N1η,N2η) ∈
2⋃
j=0
S(θj)
 η− 74 .
Considérons l’ensemble d’idéaux
(2.10)
A(N1, N2; a1, a2, q) :=
{
((a1 + n1q)ω1 + (a2 + n2q)ω2)d−1 : (n1, n2) ∈ C(N1, N2)
et (a1 + n1q, a2 + n2q) = 1
}
que l’on notera plus simplement A dans la suite, s’il n’y a pas d’ambiguïté. En s’inspirant
du lemme 2.3 de [HBM02], on peut montrer que les éléments de A sont tous distincts
et que c(N1, N2)q3x3 est proche des valeurs de |F | sur C(N1, N2).
Lemme 2.4. On a uniformément en x > 2, (N1, N2) ∈ N (η) et (n1, n2) ∈ C(N1, N2)
l’estimation
(2.11) |F (a1 + n1q, a2 + n2q)| = c(N1, N2)q3x3
(
1 +O
(
η
1
4
))
.
De plus, il existe x0 > 1 tel que la relation
(2.12)
{(n1, n2) ∈ C(N1, N2) : (a1 + n1q, a2 + n2q) = 1} −→ A
(n1, n2) 7→ ((a1 + n1q)ω1 + (a2 + n2q)ω2)d−1
induise une bijection dès que x > x0.
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Démonstration. La relation (2.11) est une conséquence de la formule de Taylor et
de la définition (2.7).
Pour établir le caractère bijectif de la correspondance (2.12), on suppose que (n1, n2)
et (m1,m2) ∈ C(N1, N2) engendrent le même idéal et l’on considère l’entier algébrique
α = ((a1 + n1q)ω1 + (a2 + n2q)ω2)((a1 +m1q)ω1 + (a2 +m2q)ω2)−1
inversible dans OK. D’après (2.1), il s’ensuit que
TrK/Q(α) =σ1(α) + σ2(α) + σ3(α)
=
3∑
i=1
((a1 + n1q)σi(ω1) + (a2 + n2q)σi(ω2))
×
∏
j 6=i((a1 +m1q)σj(ω1) + (a2 +m2q)σj(ω2))
NK/Q((a1 +m1q)ω1 + (a2 +m2q)ω2)
= (a1+n1q)∂1F (a1+m1q, a2+m2q)+(a2+n2q)∂2F (a1+m1q, a2+m2q))
F (a1+m1q, a2+m2q)
.(2.13)
Par suite, (2.8), (2.11) et (2.13) entraînent que
TrK/Q(α) =
(a1 +m1q)∂1F (a1 +m1q, a2 +m2q) + (a2 +m2q)∂2F (a1 +m1q, a2 +m2q))
F (a1 +m1q, a2 +m2q)
+O
(
η
1
4
)
= 3 +O
(
η
1
4
)
.
Puisque Tr(α) ∈ Z, il s’ensuit que, TrK/Q(α) = 3 dès que x est assez grand puis
TrK/Q(α−1) = 3 par un raisonnement analogue. Supposons par l’absurde que α 6= 1. Si
NK/Q(α) = 1, alors le polynôme minimal Pα(X) de α est de la forme X3−3X2 +aX−1
avec a ∈ Z, c’est à dire α3 − 3α2 + aα − 1 = 0. Dans la mesure où TrK/Q(α−1) = 3,
on en déduit en multipliant par α−3 que a = 3 puis que α et α−1 sont deux com-
plexes conjugués. Finalement, si β désigne la troisième racine de Pα, alors on a l’égalité
1 = NK/Q(α) = αα−1β = β ce qui est absurde. Un argument similaire permet de traiter
le cas N(α) = −1. 
Compte tenu des observations précédentes, on peut majorer trivialement la contri-
bution des (n1, n2) ∈ C(N1, N2) tels que (N1, N2) /∈ N (η) pour écrire
(2.14) M (1)h (K.x;F ; a1, a2, q) =
∑
(N1,N2)∈N (η)
Mh(A(N1, N2; a1, a2, q)) + O
(
η1/4x2
)
où
(2.15) Mh(A) :=
∑
j∈A
h(j).
Comme souligné dans l’introduction, on verra au paragraphe 5 que la relation (2.11) per-
met de comparerMh(A(N1, N2; a1, a2, q)) à la quantité plus régulièreMhσq(B(N1, N2; q))
où σq est une fonction de densité qui sera introduite au paragraphe 4,
(2.16)
B = B(N1, N2; q) :=
{
j ∈ J (K) : c(N1, N2)q3x3 < N(j) 6 c(N1, N2)q3x3(1 + η)
}
.
et
(2.17) Mhσq(B) :=
∑
j∈B
h(j)σq(j).
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3. Sommes de Type I et niveau de distribution
Dans cette partie, on étudie la distribution multiplicative des éléments de A et B
définis par (2.10) et (2.16) en adaptant essentiellement les arguments du paragraphe 5
de [HB01], du paragraphe 3 de [HBM02] ainsi que du paragraphe 2 de [HBM04].
3.1. Sommes d’exponentielles. Étant donné des entiers g1 et g2 et un idéal ad-
missible i, considérons la somme d’exponentielles
E (g1, g2; i) = E (a1, a2, q; g1, g2; i) :=
∑
16n1,n26N(i)
i|((a1+n1q)ω1+(a2+n2q)ω2)d−1
e
(
g1n1 + g2n2
N(i)
)
où e(t) := exp(2iπt). L’estimation d’une telle quantité constitue un ingrédient de base
dans de nombreux travaux relatifs aux formes cubiques (voir par exemple le paragraphe
2.4 de [Gre71] ou le paragraphe 5 de [HB01]) et intervient fréquemment dans la majo-
ration des sommes de Type I.
Une étude de E(g1, g2; i) s’initie en observant la relation de multiplicativité
E(g1, g2; i1i2) = E(g1, g2; i1)E(g1, g2; i2)(3.1)
valable dès que (N(i1), N(i2)) = 1. Conséquence directe du théorème des restes chinois
(voir le lemme 2.1 de [HBM04]), l’identité (3.1) permet essentiellement de ramener
l’étude de E (g1, g2; i) à la démonstration du lemme suivant.
Lemme 3.1. Soient p un idéal premier non ramifié tel que N(p) = p avec p - qN(ω1ω2)
et k > 1. On a
E
(
g1, g2; pk
)
=
{
pke
(
− (a1g1+a2g2)q
−1
pk
)
si pk|(g2ω1 − g1ω2),
0 sinon,
où q−1 est la solution modulo pk du système qq−1 ≡ 1 (mod pk).
En vue d’établir ce résultat, nous étudions dans un premier temps la somme d’ex-
ponentielles
E(1)
(
g1, g2; pk
)
:=
∑
16n1,n26N(pk)
(n1,n2,N(p))=1
pk|(n1ω1+n2ω2)
e
(
g1n1 + g2n2
N(pk)
)
.
Lemme 3.2. Soient p un idéal premier non ramifié tel que N(p) = p, p - N(ω1ω2) et
k > 1.
Si (g1, g2, p) = 1, alors on a
(3.2) E(1)
(
g1, g2; pk
)
=

(p− 1) pk−1 si pk|(g2ω1 − g1ω2),
−pk−1 si pk−1 ‖ (g2ω1 − g1ω2),
0 sinon.
De plus, si (g1, g2, pk) = pk0 avec k0 < k, alors on a
(3.3) E(1)
(
g1, g2; pk
)
= pk0E(1)
(
g1
pk0
,
g2
pk0
, pk−k0
)
.
Démonstration. La preuve s’articule essentiellement autour de l’argument déve-
loppé dans le paragraphe 6 de [Gre70]. On remarque tout d’abord que
E(1)
(
g1, g2; pk
)
=
∑
16m6pk
N (1)
(
pk,m
)
e
(
m
pk
)
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où N (1)(pk,m) désigne le nombre de couples (n1, n2) modulo pk tels que
(n1, n2, p) = 1, pk|(n1ω1 + n2ω2) et g1n1 + g2n2 ≡ m (mod pk).
Pour tout couple (m,m′) satisfaisant (m, pk) = (m′, pk), il existe un entier λ premier à
p tel que m′ ≡ λm (mod pk). Ainsi, la relation
(n1 (mod pk), n2 (mod pk))→ (λn1 (mod pk), λn2 (mod pk))
définit une bijection, d’où N (1)
(
pk,m
)
= N (1)
(
pk,m′
)
. Il s’ensuit que
E(1)
(
g1, g2; pk
)
=
∑
06j6k
N (1)
(
pk, pj
) ∑
16λ6pk−j
(λ,pk−j)=1
e
(
λ
pk−j
)
= N (1)
(
pk, pk
)
−N (1)
(
pk, pk−1
)
.(3.4)
Les rôles de g1 et g2 étant symétriques, l’hypothèse (g1, g2, p) = 1 permet de supposer
sans perte de généralité que (g1, p) = 1. Il s’ensuit que N (1)
(
pk, pk
)
est égal au cardinal
#
{
1 6 n1, n2 6 pk, (n2, p) = 1, pk|(n1ω1 + n2ω2), n1 ≡ −g2n2g−11 (mod pk)
}
d’où l’on déduit que
(3.5) N (1)
(
pk, pk
)
=
{
(p− 1)pk−1 si pk|(g2ω1 − g1ω2),
0 sinon.
De manière similaire, les conditions p - N(ω1) et p non ramifié entraînent que
N (1)
(
pk, pk−1
)
=#
{
1 6 n1, n2 6 pk : (n2, p) = 1, pk|
(
pk−1ω1 − n2(g2ω1 − g1ω2)
)
,
n1 ≡
(
pk−1 − g2n2
)
g−11 (mod pk)
}
=
{
pk−1 si pk−1 ‖ (g2ω1 − g1ω2),
0 sinon.(3.6)
La relation (3.2) est une simple conséquence de (3.4), (3.5) et (3.6).
Supposons à présent que (g1, g2, pk) = pk0 . Sous l’hypothèse k0 < k, on a
E(1)
(
g1, g2; pk
)
=
∑
16n′1,n′2<pk−k0
(n′1,n′2,p)=1
e
( g1
pk0
n′1 +
g2
pk0
n′2
pk−k0
)
N
(
n′1, n
′
2, p
k, pk0
)
(3.7)
où N
(
n′1, n
′
2, p
k, pk0
)
désigne le nombre de couples (n1, n2) modulo pk tels que
(n1, n2) ≡ (n′1, n′2) (mod pk−k0) et pk|(n1ω1 + n2ω2).
Puisque p n’est pas ramifié, on a
N
(
n′1, n
′
2, p
k, pk0
)
= #
{
0 6 n∗1, n∗2 < pk0 , pk|
(
(n′1 + n∗1pk−k0)ω1 + (n′2 + n∗2pk−k0)ω2
)}
= #
{
0 6 n∗1, n∗2 < pk0 , pk|
(
(n′1ω1 + n′2ω2) + (n∗1ω1 + n∗2ω2)pk−k0
)}
=
{
pk0 si pk−k0 |(n′1ω1 + n′2ω2)
0 sinon.(3.8)
La relation (3.3) est donc une conséquence directe de (3.7) et (3.8). 
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Preuve du lemme 3.1. Définissons k0 et k1 par les relations
(
g1, g2, p
k
)
= pk0 et
pk1 ‖ (g2ω1 − g1ω2), de sorte que k0 6 k1. Au vu des hypothèses sur p, il vient
E
(
0, 0, 1; g1, g2; pk
)
=
∑
06j6k
∑
16n1,n26pk
(n1,n2,pk)=pj
pk|(n1ω1+n2ω2)
e
(
g1n1 + g2n2
pk
)
= 1 +
∑
16j6k
E(1)
(
g1, g2; pj
)
.(3.9)
Si 1 6 j 6 k0, on observe que
E(1)
(
g1, g2; pj
)
= #{1 6 n1, n2 6 pj , (n1, n2, p) = 1, pj |(n1ω1 + n2ω2)}
= (p− 1)pj−1.(3.10)
Dans le cas où k0 < j 6 k, on applique le lemme 3.2 pour obtenir que
E(1)
(
g1, g2; pj
)
=

(p− 1) pj−1 si j 6 k1,
−pk1 si j = k1 + 1,
0 sinon.
(3.11)
La combinaison des formules (3.9), (3.10) et (3.11) entraîne alors la relation
(3.12) E
(
0, 0, 1; g1, g2; pk
)
=
{
pk si k 6 k1,
0 sinon.
Puisque (p, q) = 1, le lemme 3.1 est une conséquence de la formule (3.12) et de la relation
E
(
a1, a2, q; g1, g2; pk
)
= e
(
−(a1g1 + a2g2)q
−1
pk
)
E(0, 0, 1; g1q−1, g2q−1; pk).

3.2. Niveau de distribution de A. Dans ce paragraphe, on cherche des estima-
tions, en moyenne sur i, du cardinal de
Ai := {j ∈ A : i|j} .
Dans le lemme 2.2 de [HBM04], de tels résultats sont obtenus en moyenne sur des idéaux
i sans facteur carré. Nous généralisons ici la démonstration de Heath-Brown et Moroz à
des idéaux quelconques en y introduisant les estimations de sommes d’exponentielles du
paragraphe précédent.
Afin de faciliter le traitement de la partie q-singulière des idéaux, introduisons, pour
tout réel z > 1, l’ensemble d’idéaux
J −(z) := {j ∈ J (K) : N(jq-s) 6 z et j admissible} .
Omettant dans un premier temps la condition (a1 + n1q, a2 + n2q) = 1, étudions,
pour tous réels η̃ > 1 et x1, x2 > 0, le cardinal de l’ensemble
(3.13) S (η̃, x1, x2; a1, a2, q; i) :=
{
(n1, n2) : η̃xi 6 ni < η̃(xi + 1) pour i = 1, 2
et i|((a1 + n1q)ω1 + (a2 + n2q)ω2)d−1
}
,
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noté encore S(i). En effectuant une partition de S(i) en classes de congruence modulo
N(i), on peut écrire
#S(i) = 1
N(i)2
∑
16g1,g26N(i)
E (g1, g2; i)
∑
η̃x16n1<η̃(x1+1)
η̃x26n2<η̃(x2+1)
e
(−g1n1 − g2n2
N(i)
)
=E(0, 0; i)
N(i)2
(
η̃2 +O(η̃)
)
+O

∑
(g1,g2) 6=(0,0) mod N(i)
|g1|,|g2|6N(i)2
|E(g1, g2; i)|
N(i)2 min
(
η̃,
N(i)
|g1|
)
min
(
η̃,
N(i)
|g2|
) .(3.14)
Compte tenu de la définition des idéaux admissibles, on peut observer que, pour tout
idéal admissible i et tout premier 1-régulier p, on a
E(0, 0; ip) ∈
{
0,min
(
pvp(q)N(ip), N(ip)2
)}
(3.15)
tandis que E(0, 0; ip) = 0 n’est possible que si p|q. De plus, en utilisant les estimations
de [[Dan99], lemme 3.1], à savoir, uniformément en p premier et k > 1,
(3.16) γF (pk) p4k/3 et γF (p) = pνp +O(1),
on a, uniformément en p premier et i un idéal tel que N(ip) > pvp(q),
E(0, 0; ip) 6 # {1 6 n1, n2 6 N(ip) : N(ip)|F (a1 + n1q, a2 + n2q)}
6 p2vp(q)γF (N(ip))
 N(ip)4/3p2vp(q).
Cette estimation, combinée à la la majoration triviale E(0, 0; ip) 6 N(ip)2 lorsque
N(ip) 6 pvp(q) entraîne finalement la borne supérieure, uniforme en p premier,
(3.17) E(0, 0; ip) N(ip)4/3 min(p2vp(q), N(ip)2/3).
Le terme d’erreur, relatif aux fréquences non nulles de (3.14), est estimé dans le
lemme suivant.
Lemme 3.3. Soient B > 0 et ε > 0. Il existe c(B) > 0 tel que, uniformément en
x1, x2 > 0, η̃ > 1, z > 1 et D > 1, on ait
Σ1 :=
∑
i∈J−(z)
D<N(i)62D
τK(i)B
∣∣∣∣∣#S(i)− E(0, 0; i)η̃2N(i)2
∣∣∣∣∣ (η̃ +D)z1+ε(log(2D))c(B)
Démonstration. Au vu de (3.14), on peut écrire Σ1  Σ11 + Σ12 où
Σ11 :=
∑
i∈J−(z)
D<N(i)62D
τK(i)B
E(0, 0; i)
N(i)2 η̃
et
Σ12 :=
∑
i∈J−(z)
D<N(i)62D
τK(i)B
∑
(g1,g2)6=(0,0) mod N(i)
|g1|,|g2|6N(i)2
|E(g1, g2; i)|
N(i)2 min
(
η̃,
N(i)
|g1|
)
min
(
η̃,
N(i)
|g2|
)
.
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Sous l’hypothèse i ∈ J −(z), les relations (3.15), (3.17) et (2.4) entraînent que
Σ11 = η̃
∑
i1 q-singulier
N(i1)6z
E(0, 0; i1)
N(i1)
∑
i2 q-régulier
D<N(i1i2)62D
E(0, 0; i2)
N(i2)
τK(i1i2)B
N(i1i2)
6 η̃z
∑
D<N(i)62D
τK(i)c(B)
N(i)
 η̃z(log(2D))c(B).(3.18)
En suivant l’argument développé dans la preuve du lemme 3.1 de [HBM02], on écrit la
décomposition Σ12 := Σ13 + Σ14 où la sommation Σ13 (resp. Σ14) porte sur les phases
(g1, g2) satisfaisant g1g2 = 0 (resp. g1g2 6= 0). En utilisant successivement le fait que
(N(iq-r), qN(ω1ω2)) = 1, le lemme 3.1, l’inégalité τK(i)B B,ε N(i)ε et (2.4), il vient
Σ13  η̃z
∑
0<g6D
1
g
∑
i∈J−(z)
D<N(i)62D
iq-r|g
τK(i)B
 η̃z1+ε
∑
0<g6D
τ(g)c(B)
g
 η̃z1+ε(log(2D))c(B).(3.19)
On remarque de même que
Σ14  Dz
∑
16|g1|,|g2|6D
1
|g1g2|
∑
D<N(i)62D
i∈J−(z)
iq-r|g2ω1−g1ω2
τK(i)B
 Dz1+ε
∑
16|g1|,|g2|6D
τK((g2ω1 − g1ω2))c(B)
|g1g2|
.
En découpant le domaine de sommation des variables g1 et g2 de manière dyadique et
en faisant appel au lemme 2.2, il suit que
Σ14  Dz1+ε(log(2D))c(B).(3.20)
Le résultat annoncé est alors une conséquence des estimations (3.18), (3.19) et (3.20). 
Il est possible de relier le cardinal de S(i) à celui de Ai par un argument de convolu-
tion. Remarquons pour cela que la formule d’inversion de Möbius permet d’écrire, sous
la condition (a1, a2, q) = 1, la relation
(3.21) #Ai =
∑
(q,d)=1
µ(d)#
{
(n1, n2) ∈ C(N1, N2) : i|((a1 + n1q)ω1 + (a2 + n2q)ω2)d−1
et d|(a1 + n1q, a2 + n2q)
}
.
Pour tout d premier à q et i = 1, 2, on définit l’entier bi(d) ∈ {1, . . . , d} comme l’unique
solution de la congruence ai − bi(d)q ≡ 0 (mod d), ce qui permet d’introduire la corres-
pondance (n1, n2) 7→
(
n1+b1(d)
d ,
n2+b2(d)
d
)
entre les ensembles{
(n1, n2) ∈ C(N1, N2) : i|((a1 + n1q)ω1 + (a2 + n2q)ω2)d−1 et d|(a1 + n1q, a2 + n2q)
}
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et
S
(
ηx
d
,N1 +
b1(d)
ηx
,N2 +
b2(d)
ηx
; a1(d), a2(d), q;
i
(i, d)
)
où S est défini par (3.13) et ai(d) := ai−bi(d)qd . Au vu du lemme 3.3 et de la convolution
(3.21), on peut ainsi espérer approcher le cardinal de Ai par∑
(d,q)=1
µ(d) η
2x2Sd(i)
d2N
(
i
(i,d)
)2
où Sd(i) désigne le nombre de couples (n1, n2) modulo N
(
i
(i,d)
)
tels que
i
(i, d)
∣∣∣((a1(d) + n1q)ω1 + (a2(d) + n2q)ω2) d−1 .
Si S1(i) 6= 0, le théorème des restes chinois implique que d 7→ Sd(i)S1(i) est multiplicative.
Ceci permet de faire apparaître un produit eulérien que l’on décompose en 4 parties
selon que p|q ou non, p|N(i) ou non. On obtient ainsi
∑
(d,q)=1
µ(d) Sd(i)
d2N
(
i
(i,d)
)2 = S1(i)N(i)2 ∏
p|q
(
1− Sp(i)N((i, p))
2
S1(i)p2
)
= αq(i)
ζq(2)N(i)
(3.22)
où
ζq(s) := ζ(s)
∏
p|q
(
1− 1
ps
)
et αq est la fonction multiplicative à support sur les idéaux admissibles définie, pour
tout idéal admissible i, par
(3.23) αq(i) :=
∏
p|N(i)
p-q
(
1− 1
p2
)−1(S1(ip)
N(ip)
− Sp(ip)N((ip, p)
2)
p2N(ip)
) ∏
p|(N(i),q)
S1(ip)
N(ip)
.
La formule (3.22) demeure vraie si S1(i) = 0 puisque l’on a alors Sd(i) = 0 pour tout d.
On observe que la relation (3.15) et le fait que N((ip, p)) = p pour tout idéal i admissible
et tout p premier 1-régulier entraînent que l’on a
(3.24) αq(ip) =
{
(1 + p−1)−1 si p - q,
0 ou min
(
pvp(q), N(ip)
)
si p|q.
De même, les majorations (3.17) et Sp(ip) 6 S1
(
ip
(ip,p)
)
permettent d’établir la borne
supérieure suivante, uniforme pour p premier et i admissible,
|αq(ip)| 6
(
1− 1
p2
)−1
max
(
S1(ip)
N(ip)
,
Sp(ip)N((ip, p))2
p2N(ip)
)
 N(ip)1/3 min(p2vp(q), N(ip)2/3).(3.25)
On déduit finalement de ce qui précède que
(3.26) #Ai =
η2x2
ζq(2)
αq(i)
N(i) + r(A, i)
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où
(3.27) |r(A, i)| 6
∑
(d,q)=1
µ2(d)
∣∣∣∣∣∣∣#S
(
ηx
d
,N1 +
b1(d)
ηx
,N2 +
b2(d)
ηx
; a1(d), a2(d), q;
i
(i, d)
)
− η
2x2Sd (i)
d2N
(
i
(i,d)
)2
∣∣∣∣∣∣∣ .
Le lemme suivant montre que, sous la condition i ∈ J −(z), on a effectivement le
niveau de distribution attendu.
Lemme 3.4. Soient B > 0 et ε > 0. Il existe c(B) > 0 tel que, uniformément en x > 2,
(N1, N2) ∈ N (η), z > 1 et 1 6 D 6 x2, on ait
Σ2 :=
∑
D<N(i)62D
i∈J−(z)
τK(i)B|r(A, i)| 
(
x3/2 + xD1/2
)
z1+ε(log x)c(B).
Démonstration. Soit 1 6 ∆ 6 x1/2 un paramètre qui sera explicité en toute fin
de preuve. La formule (3.27) permet d’écrire la majoration Σ2  Σ21 + Σ22 + Σ23 où
Σ21 :=
∑
i∈J−(z)
D<N(i)62D
d6∆,(d,q)=1
τK(i)B
∣∣∣∣∣∣∣#S
(
ηx
d
,N1 +
b1(d)
ηx
,N2 +
b2(d)
ηx
; a1(d), a2(d), q;
i
(i, d)
)
− η
2x2Sd (i)
d2N
(
i
(i,d)
)2
∣∣∣∣∣∣∣ ,
Σ22 :=
∑
i∈J−(z)
D<N(i)62D
d>∆,(d,q)=1
τK(i)B#S
(
ηx
d
,N1 +
b1(d)
ηx
,N2 +
b2(d)
ηx
; a1(d), a2(d), q;
i
(i, d)
)
et
Σ23 :=
∑
i∈J−(z)
D<N(i)62D
d>∆
µ2(d)τK(i)B
∣∣∣∣∣∣∣
η2x2Sd (i)
d2N
(
i
(i,d)
)2
∣∣∣∣∣∣∣ .
En écrivant i = ab avec a = (i, d), on observe que les facteurs a et b demeurent dans
J −(z). L’hypothèse sur ∆ entraîne que ηxd > 1 si d 6 ∆ ce qui nous permet d’utiliser le
lemme 3.3 avec les choix η̃ = ηxd et xi = Ni +
bi(d)
ηx pour i = 1, 2. On peut ainsi majorer
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Σ21 par

∑
a,b∈J−(z)
D<N(ab)62D
d6∆,(d,q)=1
N(a)|d3
τK(ab)B
∣∣∣∣∣#S
(
ηx
d
,N1+
b1(d)
ηx
,N2+
b2(d)
ηx
; a1(d), a2(d), q; b
)
− η
2x2Sd (ab)
d2N (b)2
∣∣∣∣∣

∑
d6∆
∑
N(a)|d3
τK(a)B
(
D
N(a) +
x
d
)
z1+ε(log x)c(B)
 z1+ε(x+D)(log x)c(B)
∑
d6∆
τ(d)c(B)
 ∆z1+ε(x+D)(log x)c(B).
(3.28)
À l’aide du lemme 2.2, on dispose d’autre part de l’estimation
Σ22 
∑
d>∆
τ(d)c(B)
∑
16n1,n26q(x+1)/d
τK((n1ω1 + n2ω2))c(B)
 x2∆−1(log x)c(B).(3.29)
Enfin, en reprenant la décomposition i = ab introduite au cous de l’étude de Σ21 et
en écrivant d = N(a1-r)e, on remarque que d  N(a)e et Sd(i) 6 N(b)z. Il s’ensuit que
Σ23  zx2
∑
ab∈J−(z)
D<N(ab)62D
τK(ab)B
N(a)2N(b)
∑
e∆N(a)−1
1
e2
 ∆−1zx2
∑
ab∈J−(z)
D<N(ab)62D
τK(ab)B
N(ab)
 ∆−1zx2(log x)c(B).(3.30)
En combinant les estimations (3.28), (3.29) et (3.30), il suit
Σ2 
(
∆−1zx2 + ∆(x+D)z1+ε
)
(log x)c(B).
Le choix ∆ := min(x1/2, xD−1/2) conduit au résultat annoncé. 
Au vu de la définition de J −(z), on peut montrer que la contribution des éléments
de Ai avec i /∈ J −(z) est négligeable lorsque z est convenablement choisi.
Lemme 3.5. Soit B > 0. Il existe c(B) > 0 tel que, uniformément pour x > 2,
(N1, N2) ∈ N (η) et 1 6 D 6 x2, on ait
Σ3 :=
∑
D<N(i)62D
τK(i)B |r(A, i)| 
(
x15/8 + x7/4D1/8
)
(log x)c(B)
où les r(A, i) sont définis par (3.26).
Démonstration. Au regard du lemme 2.3 et de la définition de αq pour les idéaux
non admissibles, on observe que la somme Σ3 ne porte que sur les idéaux admissibles i.
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Remarquons dans un premier temps que les relations (2.4) et (1.5) entraînent
∑
i 6∈J−(z)
D<N(i)62D
τK(i)B#Ai 
∑
D6d62D
dq-s>z
τ(d)c(B)# {1 6 n1, n2 6 2qx : d|F (n1, n2)}
 q2x2
∑
D<d62D
dq-s>z
τ(d)c(B)γF (d)
d2
+
∑
D<d62D
dq-s>z
τ(d)c(B)
∣∣∣rd ([1, 2qx]2)∣∣∣ .(3.31)
La première somme du membre de droite peut être majorée à l’aide de l’inégalité
(3.32)
∑
D<d62D
dq-s>z
τ(d)c(B)γF (d)
d2
6
∑
z<d162D
d1 q-singulier
τ(d1)c(B)
γF (d1)
d21
∑
d26 2Dd1
τ(d2)c(B)
γF (d2)
d22
.
En utilisant l’estimation (3.16), on obtient pour la somme sur d2 la borne supérieure
suivante, uniforme en D > 2,
∑
d6D
τ(d)c(B)γF (d)
d2

∏
p6D
(
1 + 2c(B)γF (p)
p2
)

∏
p6D
(
1 + 1
p
)c(B)
 (log(2D))c(B).(3.33)
Pour estimer la contribution des entiers d1, on utilise la méthode de Rankin. Compte
tenu de (3.16), on observe ainsi que
∑
z<d62D
d q-singulier
τ(d)c(B)γF (d)
d2

∑
z<d62D
d q-singulier
τ(d)c(B)
d2/3
(
d
z
)1/2
 z−1/2(log x)c(B)(3.34)
où l’on a utilisé le fait que ω(q)  log log x dans la dernière estimation. On déduit de
l’inégalité de Cauchy-Schwarz, de (1.6), du corollaire 1 de [dlBB06] et de (3.33) que
l’on peut estimer le terme de reste de (3.31) par
∑
D<d62D
dq-s>z
τ(d)c(B) |rd(qx)| 6
 ∑
D<d62D
dq-s>z
τ(d)c(B) |rd(qx)|

1/2 ∑
D<d62D
dq-s>z
|rd(qx)|

1/2
 x
(
x1/2D1/4 +D1/2
)
(log x)c(B).(3.35)
En combinant les majorations (3.31), (3.32), (3.34) et (3.35), on obtient finalement l’es-
timation
(3.36)
∑
i 6∈J−(z)
D<N(i)62D
τK(i)B#Ai 
(
x2
z1/2
+ x3/2D1/4 + xD1/2
)
(log x)c(B).
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En utilisant la multiplicativité de αq et les estimations (3.24) , (3.25) et (3.34), on a
d’autre part que∑
i6∈J−(z)
D<N(i)62D
τK(i)B
αq(i)
N(i) 
∑
D<d62D
dq-s>z
τ(d)c(B)
∑
N(i)=d
αq(i)
N(i)

∑
z<d62D
d q-singulier
τ(d)c(B)
∑
N(i)=d
αq(i)
N(i) (log x)
c(B)
 z−1/2(log x)c(B)
∑
z<d62D
d q-singulier
τ(d)c(B)d−1/6
 z−1/2(log x)c(B).(3.37)
On obtient finalement le résultat escompté en utilisant le lemme 3.4 avec ε = 12 , les
estimations (3.36) et (3.37) et en choisissant z = min
(
x1/4, x1/2D−1/4
)
. 
En conclusion de notre étude relative à la distribution multiplicative de A, nous
considérons le cardinal de l’ensemble
Ai,d :=
{
j ∈ Ai : d|N(ji−1)
}
où d est sans facteur carré. Suivant l’argument développé à la page 265 de [HBM02],
le principe d’inclusion-exclusion permet d’écrire la formule
(3.38) µ(d)
∑
j1|(j2,d)
d|N(j1)
µK(j1) =
{
1 si d|N(j2),
0 sinon.
Compte tenu du lemme 3.5, la relation (3.38) suggère d’écrire
#Ai,d = µ(d)
∑
j|d
d|N(j)
µK(j)#Aij =
η2x2
ζq(2)
αq(i)ξq(i, d)
N(i) + r(A, i, d)(3.39)
où
(3.40) ξq(i, d) =
 µ(d)
∑
j|d
d|N(j)
µK(j)αq(ij)
αq(i)N(j) si αq(i) 6= 0,
0 sinon,
et
|r(A, i, d)| 6
∑
j|d
d|N(j)
µ2(d)
∣∣∣∣∣#Aij − η2x2ζq(2) αq(ij)N(ij)
∣∣∣∣∣ .(3.41)
Il s’ensuit que, si αq(i) 6= 0, la fonction arithmétique ξq(i, ·) est multiplicative et à support
sur les entiers sans facteur carré. Pour p un nombre premier q-régulier, on a notamment
par (3.24) que
(3.42) ξq(i, p) =
{ 1
p si p|N(i),
νp
1+p sinon,
où νp est le nombre d’idéaux p tels que N(p) = p. De plus, si p|q est 1-régulier, alors
(3.43) ξq(i, p) ∈
{
0, 1
p
, 1
}
.
Dans le cas où i = OK, on pose ξq(d) := ξq(OK, d) pour tout entier d > 1.
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Lemme 3.6. Soit B > 0. Il existe c(B) > 0 tel que, uniformément pour x > 2,
(N1, N2) ∈ N (η), et 1 6 D 6 x2, on ait
Σ3 :=
∑
i,d
D<N(i)d62D
µ(d)2τ(N(i)d)B |r(A, i, d)| 
(
x15/8 + x7/4D1/8
)
(log x)c(B).
Démonstration. Puisque la sommation (3.41) ne fait intervenir que des idéaux j
admissibles et des entiers d sans facteur carré, on observe à l’aide du lemme 2.3 que,
dans la sommation de (3.41), on a N(j)  d. Par suite, on déduit du lemme 3.5 que
Σ3 
∑
N(l)D
τK(l)c(B)
∣∣∣∣∣#Al − η2x2ζq(2) αq(l)N(l)
∣∣∣∣∣

(
x15/8 + x7/4D1/8
)
(log x)c(B).

3.3. Niveau de distribution de B. Par analogie à Ai, on considère dans ce pa-
ragraphe le cardinal de l’ensemble
Bi := {j ∈ B : i|j} .
L’étude de la distribution des idéaux de OK se base sur l’ordre moyen suivant, dû à
Weber 3.
Théorème 3.7 ([Web99]). On a, uniformément pour x > 1,
# {j ∈ J (K) : N(j) 6 x} = λKx+O
(
x2/3
)
.
On définit
Bi,d :=
{
j ∈ Bi : d|N(ji−1)
}
.
L’estimation de Type I relative à Bi,d contenue dans le lemme ci-dessous est une géné-
ralisation du lemme 3.6 de [HBM02] qui suggère décrire
(3.44) #Bi,d = λK
c(N1, N2)ηq3x3
N(i) β(d) + r(B, i, d)
où β est la fonction multiplicative à support sur les entiers sans facteur carré définie par
(3.45) β(p) = 1−
∏
p|p
(
1− 1
N(p)
)
.
Lemme 3.8. Soit B > 0. Il existe c(B) > 0 tel que, uniformément pour x > 2,
(N1, N2) ∈ N (η), D > 1 et i un idéal de J (K), on ait∑
D<d62D
τ(d)Bµ(d)2 |r(B, i, d)|  x
2D1/3
N(i)2/3
(log(2D))c(B).
Démonstration. Au vu de la formule (3.38), on a la formule
#Bi,d = µ(d)
∑
j|d
d|N(j)
µK(j)#
{
b ∈ J (K) : c(N1, N2)q
3x3
N(ij) < N(b) 6 (1 + η)
c(N1, N2)q3x3
N(ij)
}
3. On peut également déduire ce résultat du théorème 1.3 du chapitre 1, avec un terme d’erreur
différent.
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Au vu du théorème 3.7, le résultat se déduit de la suite d’estimations
∑
D<d62D
τ(d)Bµ(d)2
∑
j|d
d|N(j)
q2x2
N(ij)2/3
 q
2x2
N(i)2/3
∑
D<d62D
τ(d)c(B)
d2/3
 x
2D1/3
N(i)2/3
(log(2D))c(B).

4. La fonction de densité σq
4.1. Définition et premières propriétés. Étant donné un sous-ensemble C de N
et un idéal i, on considère le cardinal
(4.1) S(A, i, C) := # {q : iq ∈ A et N(q) ∈ C} .
En général, on ne peut espérer évaluer S(A, i, C) en utilisant uniquement les majo-
rations de sommes de Type I obtenues dans la partie précédente. La seule connaissance
de ces estimations est par exemple insuffisante pour approcher S(A, i, C) lorsque les élé-
ments de l’ensemble C ont un nombre fixe de facteurs premiers : c’est là l’incidence du
phénomène de parité, mentionné en introduction.
À la suite de Heath-Brown et Moroz, on introduit le cardinal
(4.2) S(B, i, C) := # {q : iq ∈ B et N(q) ∈ C}
et l’on cherche à montrer l’existence d’une constante σq(F ) > 0 et d’une fonction de
densité σq : J (K)→ R telles que l’approximation
(4.3) S(A, i, C) ∼
x→+∞
σq(F )η
c(N1, N2)q3x
σq(i)S(B, i, C)
soit vraie, en moyenne sur les idéaux i et pour une certaine classe d’ensembles d’entiers
C inclus dans l’ensemble criblé
(4.4) C−(xτ ) :=
{
d : P−(d) > xτ
}
où τ = o(1) est un paramètre qui sera précisé ultérieurement.
Dans ce paragraphe, on obtient des valeurs heuristiques pour σq(F ) et σq(i) en étu-
diant S(A, i, C−(xτ )) et S(B, i, C−(xτ )). Au vu des estimations de sommes de Type I
contenues dans les lemmes 3.6 et 3.8, l’application d’un lemme fondamental de crible -
démarche qui sera effectuée en détail au paragraphe 6 - suggère que l’on a
(4.5) S(A, i, C−(xτ )) ∼
x→+∞
η2x2
ζq(2)
αq(i)
N(i)
∏
p6xτ
(1− ξq(i, p))
et
S(B, i, C−(xτ )) ∼
x→+∞
λKc(N1, N2)
ηq3x3
N(i)
∏
p6xτ
(1− β(p)) .(4.6)
L’étude de la singularité de ζK(s) en s = 1 permet d’obtenir l’analogue suivant de
la formule (6.8) de [HB01], uniforme pour t > 2,
(4.7)
∏
p6t
(
1− β(p)
p
)(
1− 1
p
)−1
= λ−1K
(
1 +O
(
(log t)−2
))
.
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Comme observé dans le lemme 3.4 de [HBM02], la formule (3.42) et le théorème
des idéaux premiers impliquent de même l’estimation suivante, valide uniformément pour
t > max ({1} ∪ {p : p est q-singulier}),
(4.8)
∏
p>t
(1− ξq(p))
(
1 + 1
p
)
=
(
1 +O
(
(log t)−2
))
,
où ξq est défini par (3.40), d’où l’on déduit la convergence du produit eulérien
σq(F ) :=
 ∏
ξq(p)6=1
(1− ξq(p))
(
1 + 1
p
) ∏
ξq(p)=1
(
1 + 1
p
)∏
p|q
(
1− 1
p2
)−1
.(4.9)
Ce produit eulérien, strictement positif d’après le lemme 3.4 de [HBM02], satisfait, au
vu de (3.43), l’estimation uniforme en q > 1,
(4.10) σq(F ), σq(F )−1 
q
ϕ(q)  log log(q + 2).
On observe également que la formule (3.42) implique les estimations suivantes, uni-
formes pour N(i) q3x3 et xτ > q,∏
p>xτ
p|N(i)
(1− ξq(i, p)) = 1 +O
( 1
τxτ
)
et
∏
p>xτ
p|N(i)
(1− ξq(p)) = 1 +O
( 1
τxτ
)
.(4.11)
Sous réserve d’établir les formules (4.5) et (4.6), il s’ensuit la formule uniforme pour
N(i) q3x3 suivante
S(A, i, C−(xτ )) ∼ η2x2σq(F )
σq(i)
N(i)
∏
p6xτ
(
1− 1
p
)
(4.12)
avec
(4.13)
σq(i) := σ̃q(i)
∏
ξq(p)=1
(1− ξq(i, p)) et σ̃q(i) := αq(i)
∏
p|N(i)
ξq(p)6=1
(1− ξq(i, p)) (1− ξq(p))−1 .
On observe en particulier, pour p un premier q-régulier et k > 1, la formule
(4.14) σZq (pk) = νp
(
p− 1
p+ 1
)(
1− νp1 + p
)−1
= νp +O
(1
p
)
.
De plus, on peut déduire de l’estimation (3.25) la majoration uniforme en p premier
(4.15) σ̃q(ip) αq(ip) N(ip)1/3 min
(
p2vp(q), N(ip)2/3
)
.
Finalement, au vu de la formule asymptotique (4.7), on a également
S(B, i, C−(xτ )) ∼ c(N1, N2)
ηq3x3
N(i)
∏
p6xτ
(
1− 1
p
)
(4.16)
ce qui justifie la pertinence de (4.3) lorsque C = C−(xτ ).
4.2. Ordre moyen de σq. On étudie dans ce paragraphe l’ordre moyen Mσqh(B)
défini par la formule (2.17) pour toute fonction arithmétique h ∈ M(w) où w est un
complexe de module 1, c’est-à-dire h multiplicative, à valeur dans le disque unité et
satisfaisant h(p) = w pour tout premier p. Comme souligné dans l’introduction de ce
chapitre, la preuve du théorème 1.4 repose en partie sur une estimation asymptotique
de Mσqh(B). D’autre part, les majorations de Mσqh(B) que nous développons ici seront
utilisées à de nombreuses reprises dans les parties 6 et 7.
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Compte tenu de la formule (4.14) relative à la valeur de σZq aux entiers q-réguliers,
on observe que, uniformément pour p un premier q-régulier et 0 6 Re(s) 6 1, on a
(4.17)
σZq (p)
ps
=
∑
p|p
1
N(p)s +O
( 1
p2Re(s)
)
.
Il suit alors de (4.14) que la série Hq(s)ζK(s)−w où
Hq(s) :=
∑
n>1
n q-régulier
σZq (n)h(n)
ns
(4.18)
est développable en un produit eulérien absolument convergent pour Re(s) > 1/2.
De plus, la relation (4.17) entraîne que, uniformément pour q > 1 et Re(s) > 1/2,
Hq(s)ζK(s)−w Re(s)
∏
p|q
(
1 +O
( 1
pRe(s)
))
Re(s) 2ω(q)(4.19)
et
Hq(s)ζK(s)−w
∣∣
s=1 
∏
p|q
(
1 +O
(1
p
))

(
q
ϕ(q)
)c
 (log log(q + 2))c
La méthode de Selberg-Delange, sous la forme du théorème 1.3 du chapitre 1 per-
met d’établir le résultat central de ce paragraphe, à savoir la formule asymptotique de
Mσqh(B) contenue dans la proposition suivante.
Proposition 4.1. Il existe des constantes c et C > 0 telles que l’on ait, uniformément
pour w un nombre complexe tel que |w| = 1, h ∈M(w), x > 2 et (N1, N2) ∈ N (η),
(4.20)
Mσqh(B) = c(N1, N2)ηq3x3 log
(
c(N1, N2)q3x3
)w−1(σq(F, h)
Γ(w) +O
(
Cω(q)(log(q + 1))c
log x
))
où
σq(F, h) :=
∏
ξq(p)6=1
(
1− 1
p
)w1 + (1− ξq(p))−1
∑
k>1
h(pk)
pk
∑
N(i)=pk
αq(i) (1− ξq(i, p))

×
∏
ξq(p)=1
(
1− 1
p
)w∑
k>1
h(pk)
pk
∑
N(i)=pk
αq(i) (1− ξq(i, p))
(4.21)
et αq(·) et ξq(·, ·) sont définis respectivement par (3.23) et (3.40).
On a en particulier σq(F,1) = σq(F )−1ζq(2)−1 et, uniformément pour x > 3,
(4.22)
∑
N(i)6x
σq(i)
N(i) =
1
ζq(2)σq(F )
log x+O
(
Cω(q)(log log x)c
)
.
Démonstration. On étudie dans un premier temps σqh sur les entiers q-réguliers
avant de se ramener au cas général par convolution. Au vu de ce qui précède, pour tout
ε > 0, il existe c(ε) > 0 telle que, pour tout q > 1, la fonction
n 7→
{
h(n)σZq (n) si n est q-régulier,
0 sinon,
soit un élément de l’ensemble EK
(
1, w; 1/2 + ε, c(ε)2ω(q)
)
introduit dans le chapitre 1.
Par suite, le théorème 1.3 du chapitre 1 entraîne que l’on a, pour tout entier N > 0 fixé
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et uniformément en |w| = 1, x > 2 et q > 1,∑
n6x
n q-régulier
σZq (n)h(n) = x(log x)w−1
(
N∑
k=0
λk(h)
Γ(w − k)(log x)k +O
(
2ω(q)
(log x)N+1
))
(4.23)
où les λk(h) sont définis à l’aide du développement de Taylor en s = 1
(s− 1)wHq(s)
s
:=
∑
k>0
λk(h)(s− 1)k.(4.24)
En particulier, on a
(4.25) λ0(h) = λwK Hq(s)ζK(s)−w
∣∣
s=1
tandis que l’estimation (4.19) et l’inégalité de Cauchy entraînent les majorations
(4.26) |λk(h)|  sup
|s−1|6 14
{
|Hq(s)ζK(s)−w|
}
 2ω(q).
Avec le choix h(n) = 1 pour tout entier n > 1, une sommation par parties entraîne
directement la formule uniforme en q > 1 et x > 3 suivante
(4.27)
∑
n6x
n q-régulier
σZq (n)
n
= λ0(1) log x+O
(
2ω(q) log log x
)
avec
(4.28) λ0(1) =
∏
p q-régulier
(
1− 1
p
)(
1 + νp
p+ 1− νp
)
.
Attardons-nous à présent sur la contribution des entiers q-singuliers et montrons que
pour tout σ > 1/3, il existe des constantes c et C(σ) > 0 telles que
(4.29)
∑
d q-singulier
σZq (d) log d
dσ
6 q3(1−σ)(log(q + 1))cC(σ)ω(q)+1.
D’une part, on peut écrire à l’aide de (2.4) et (3.25) les estimations suivantes, valides
pour p premier et 1/3 < σ < 1 fixés,∑
k>0
∑
N(i)=pk
αq(i)
N(i)σ 
∑
k63vp(q)
τ(pk)2pk(1−σ) + p2vp(q)
∑
k>3vp(q)
τ(pk)2pk(1/3−σ)
σ (log(q + 1))3p3vp(q)(1−σ).
En outre, on observe que (3.24) entraîne l’estimation, uniforme pour p un idéal premier
1-régulier et 0 < σ < 1, ci-dessous
∑
k>0
αq
(
pk
)
(1− ξq(pk, N(p)))
N(p)kσ  N(p)
vp(q)(1−σ).
On en déduit alors en utilisant la définition (4.13) de σq que, pour 1/3 < σ < 1, on a
∑
d q-singulier
σZq (d)
dσ
σ C(σ)ω(q)
∏
p q-singulier
∑
k>0
∑
N(i)=pk
αq(i)(1− ξq(i, p))
N(i)σ

σ q3(1−σ)(log(q + 1))cC(σ)ω(q)
pour des constantes c et C(σ) suffisamment grandes. Puisque
∑
d q-singulier
σZq (d) log d
ds est
la dérivée de la série
∑
d q-singulier
σZq (d)
ds , on obtient l’estimation (4.29) en appliquant
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l’inégalité de Cauchy dans le cercle de centre σ et de rayon c(σ)log(q+1) avec c(σ) > 0
suffisamment petit. Ceci permet de déduire la convergence absolue de σq(F, h) ainsi que
l’estimation suivante, conséquence de la méthode de Rankin,
∑
d>t
d q-singulier
σZq (d)
d
6 tσ−1
∑
d>t
d q-singulier
σZq (d)
dσ
σ tσ−1q3(1−σ)(log(q + 1))cC(σ)ω(q)(4.30)
où 1/3 < σ < 1.
En utilisant (4.27) et (4.30), il s’ensuit alors que, uniformément en q 6 (log x)A,
∑
n6x
σZq (n)
n
=
∑
d6x1/2
d q-singulier
σZq (d)
d
∑
n6x/d
n q-régulier
σZq (n)
n
+O
 ∑
d>x1/2
d q-singulier
σZq (d)
d
∑
n6x
n q-régulier
σZq (n)
n

=
∑
d6x1/2
d q-singulier
σZq (d)
d
λ0(1) log
(
x
d
)
+O
(
Cω(q)(log log x)c
)
= σq(F,1) log x+O
(
Cω(q)(log log x)c
)
,
en remarquant que ∑
d q-singulier
σZq (d)
d
λ0(1) = σq(F,1).
Pour montrer que σq(F,1) = σq(F )−1ζq(2)−1 et ainsi établir (4.22), on commence
par remarquer que, pour tout premier p, la définition (3.40) entraîne la formule
∑
k>1
∑
N(i)=pk
αq(i)
N(i) (1− ξq(i, p)) =
∑
k>1
∑
N(i)=pk
αq(i)N(i) + ∑
j|p
p|N(j)
µK(j)
αq(ij)
N(ij)

=
∑
k>1
∑
N(i)=pk
αq(i)
N(i)
1 +
∑
j|(i,p)
p|N(j)
i 6=j
µK(j)
 .(4.31)
En injectant la formule d’inclusion-exclusion (3.38) dans (4.31), on obtient ainsi l’égalité
∑
k>1
∑
N(i)=pk
αq(i)
N(i) (1− ξq(i, p)) = −
∑
k>1
∑
N(i)=pk
µK(i)
αq(i)
N(i) = ξq(p).(4.32)
Compte tenu des définitions (4.21) et (4.9), il s’ensuit que σq(F,1) = σq(F )−1ζq(2)−1.
On conclut la preuve de la proposition en montrant la formule (4.20). Compte tenu
des définitions (2.17) et (4.13), on peut écrire
(4.33) Mσqh(B) =
∑
d q-singulier
σZq (d)h(d)
∑
n q-régulier
c(N1,N2)q3x3<dn6c(N1,N2)q3x3(1+η)
σZq (n)h(n).
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Pour estimer la contribution des entiers q-singuliers d 6 x, on utilise (4.23) sous la forme∑
n q-régulier
x<n6x(1+(log x)−B)
σZq (n)h(n) =
x(log x)w−1
(log x)B
(
λ0(h)
Γ(w) +O
(
2ω(q)
log x
))
valide dès que B > 1. En majorant trivialement la contribution des entiers q-singuliers
d > x, on peut vérifier que l’on a, uniformément en |w| = 1, x > 2, q 6 (log x)A et
(N1, N2) ∈ N (η),
Mσqh(B) = c(N1, N2)q3ηx3
(
log
(
c(N1, N2)q3x3
))w−1 λ0(h)
Γ(w)
∑
d q-singulier
σZq (d)
d
+R1 +R2 +R3
où
|R1|  c(N1, N2)q3ηx3
(
log
(
c(N1, N2)q3x3
))Re(w)−1 Cω(q)
log x
∑
d6x
d q-singulier
σZq (d) log d
d
,
|R2|  c(N1, N2)q3ηx3
(
log
(
c(N1, N2)q3x3
))Re(w)−1
|λ0(h)|
∑
d>x
d q-singulier
σZq (d)
d
et
|R3| 6
∑
n6c(N1,N2)q3x3(1+η)
nq-s>x
σZq (n).
En utilisant les estimations (4.29) et (4.30), on obtient
|R1|, |R2|  c(N1, N2)q3ηx3
(
log
(
c(N1, N2)q3x3
))Re(w)−1 (log(q + 1))cCω(q)
log x .
On remarque d’autre part en utilisant la méthode de Rankin et les estimations (4.22),
(2.4) et (4.15) que, si ω1-s désigne le nombre de premiers 1-singuliers, alors
|R3| 
∑
nq3x3
σZq (n)
∑
p q-singulier
x1/(ω(q)+ω1-s)<pkq3x3/n
σZq (pk)
 q3x3
∑
nq3x3
σZq (n)
n
∑
p q-singulier
x1/(ω(q)+ω1-s)<pk
σZq (pk)
pk
 (log x)cx3−2/3(ω(q)+ω1-s),
ce qui permet de déduire (4.20) dans la mesure où ω(q) log log(x+ 3). 
5. Description de la méthode
Dans toute la suite du chapitre, fixons $0 dans ]0, 1[ et introduisons le paramètre
τ := (log log x)−$0 . Dans la série d’articles [HB01, HBM02, HBM04], Heath-Brown
et Moroz réalisent le tour de force de montrer la validité de la formule (avec les notations
(4.1) et (4.2))
S (A,OK, C) ∼
x→+∞
σq(F )η
c(N1, N2)q3x
S (B,OK, C) ,(5.1)
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pour certains ensembles C inclus dans
(5.2)
C(m,n) :=
{
rs : Ω(r) = ω(r) = m et Ω(s) = ω(s) = n, P−(rs) > xτ , x1+τ 6 s 6 x
3
2−τ
}
.
En adaptant les arguments de Heath-Brown et Moroz, on montrera dans le para-
graphe 7 que la formule (5.1) se généralise sous la forme
(5.3) S (A, i, E ∩ C(m,n)) ∼
x→+∞
σq(F )η
c(N1, N2)q3x
σq(i)S (B, i, E ∩ C(m,n))
uniformément pour les ensembles E ∈ E(m+n) avec la définition de E(m+n) suivante.
Pour tout entier k, on désigne par E(k) l’ensemble des parties de N qui s’écrivent sous
la forme
(5.4) E =
Dk⋂
j=1
Ej(k)
où Dk > 1 et les Ej(k) sont des ensembles de la forme
(5.5) Ej(k) = Ej(k; y,−→α ,
−→
β ,≺) :=
{
m : Ω(m) = ω(m) = k, yP (
−→α )(m) ≺ P (
−→
β )(m)
}
où y > 0, ≺ désigne l’ordre < ou 6, −→α := (α1, . . . , αl1) avec 1 6 α1 < · · · < αl1 et−→
β := (β1, . . . , βl2) avec 1 6 β1 < · · · < βl2 et les termes P (
−→α )(m) et P (
−→
β )(m) sont les
produits
P (
−→α )(m) := P (α1)(m) · · ·P (αl1 )(m) et P (
−→
β )(m) := P (β1)(m) · · ·P (βl2 )(m),
(5.6)
les P (i)(m) étant définis par la décomposition de m en facteurs premiers
m = P (1)(m) · · ·P (Ω(m))(m) avec P (i)(m) 6 P (i+1)(m)
avec la convention P (−→α )(m) = 1 (resp. P (
−→
β )(m) = 1) si l1 = 0 (resp. l2 = 0) 4. Soulignons
que de tels ensembles apparaîtront naturellement au cours de l’argument qui conduit au
théorème 5.2 infra. Obtenus à l’issue de multiples itérations de l’identité de Buchstab,
ils étaient en particulier implicites dans [HB01].
Soient w un complexe de module 1, y1, y2 deux réels tels que y1 = 1 ou y1 > xτ
et y2 > xτ . Soit h un élément de M(w; y1, y2), c’est-à-dire une fonction multiplicative
bornée par 1 satisfaisant les conditions suivantes :
(1) h est à support sur les entiers m tels que P−(m) > y1 et P+(m) 6 y2,
(2) pour tout premier p dans l’intervalle ]y1, y2], on a h(p) = w.
En isolant les idéaux de A tels que j+(xτ ) possède au moins un facteur carré, on
peut réécrire l’ordre moyen Mh(A) défini par (2.15) sous la forme
(5.7) Mh(A) =
∑
P+(N(i))6xτ
h(i)
∑
k>0
wkS(A, i, (∗k) ∩ C−(xτ )) +O
 ∑
j∈A
N(j)∈Υ(x2τ )
|h(j)|

où
(5.8) (∗k) :=
{
m : Ω(m) = ω(m) = k, y1 < P−(m), P+(m) 6 y2
}
4. On peut ainsi considérer les inégalités du type y ≺ P (
−→α )(m) ou P (
−→α )(m) ≺ y.
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et
Υ(z) :=
⋃
p
⋃
k>2
pk>z
pkZ.(5.9)
Sous réserve de la validité de (4.3) et en remarquant que (4.11) implique l’estimation
(5.10) σq(j) = σq(j−(xτ ))
(
1 +O
( 1
τxτ
))
dès que N(j) q3x3, on peut espérer approcher Mh(A) par
σq(F )η
c(N1, N2)q3x
∑
P+(N(i))6xτ
h(i)σq(i)
∑
k>0
wkS(B, i, (∗k) ∩ C−(xτ ))
= σq(F )η
c(N1, N2)q3x
Mσqh(B)
(
1 +O
( 1
τxτ
))
+O
 ∑
j∈B
N(j)∈Υ(x2τ )
σq(j)|h(j)|


où Mσqh(B) est défini par (2.17).
Dans la suite de ce paragraphe, on établit un raisonnement combinatoire qui conduira
au théorème 5.2, étape intermédiaire en vue de prouver le théorème 1.5. Celui-ci ramène
le problème de l’estimation de Mh(A) (resp. Mσqh(B)) à l’estimation des cardinaux
S (A, i, E ∩ C(m,n)) (resp. S (B, i, E ∩ C(m,n))) pour des ensembles E ∈ E(m+ n).
Soit $1 ∈]0, $0[. On introduit un paramètre τ1 > (log log x)−$1 suffisamment petit
qui sera rendu explicite au cours de l’argument, en vue de contrôler la contribution des
idéaux j satisfaisant N(j+(xτ )) > xτ1 .
Considérons, pour un idéal admissible j de OK donné, la décomposition de sa partie
xτ -criblée en produits d’idéaux premiers
j+(xτ ) = p1 · · · pk avec N(pi) 6 N(pi+1).(5.11)
On effectue une partition de OK sous la forme OK = O(1)K ∪· · ·∪O
(5)
K où les O
(i)
K sont
des ensembles d’idéaux définis par des conditions sur la norme de pk et pk−1, à savoir
O(1)K :=
{
j : x2 < N(pk)
}
, O(2)K :=
{
j : x3/2 < N(pk) 6 x2
}
,
O(3)K :=
{
j : x < N(pk) 6 x3/2
}
, O(4)K :=
{
j : N(pk) 6 x et x3/2 < N(pk−1pk)
}
et O(5)K :=
{
j : N(pk) 6 x et N(pk−1pk) 6 x3/2
}
.
Il s’ensuit que
Mh(A) =
5∑
i=1
Mh
(
A ∩O(i)K
)
avec Mh
(
A ∩O(i)K
)
:=
∑
j∈A∩O(i)K
h(j).
Pour i ∈ {2, . . . , 5}, on peut remplacer le terme Mh
(
A ∩O(i)K
)
par une formule où
interviennent des cardinaux de la forme S
(
A, i, C(i)(m,n)
)
où C(i)(m,n) ⊂ C(m,n).
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Lemme 5.1. Uniformément en x > 2 et (N1, N2) ∈ N (η), on a
(5.12) Mh(A) = Mh
(
A ∩O(1)K
)
+
5∑
i=2
∑
N(i)∈I
h(i)
∑
m,n
wm+nS
(
A, i, C(i)(m,n)
)
+O
 ∑
j∈A
N(j)∈Υ(x2τ )
|h(j)|+
∑
j∈A
N(j−(xτ ))>xτ1
|h(j)|+ ∆1 (A; |h|) + ∆2 (A; |h|)

où
I :=
{
m 6 xτ1 et P+(m) 6 xτ
}
,(5.13)
C(2)(m,n) :=
{ {
rs ∈ C(m,n) : y1 < P−(s), P+(s) 6 P−(r), P+(r) 6 y2
}
si m = 1,
∅ sinon,
(5.14)
C(3)(m,n) :=
{ {
rs ∈ C(m,n) : y1 < P−(r), P+(r) 6 P−(s), P+(s) 6 y2
}
si n = 1,
∅ sinon,
(5.15)
C(4)(m,n) :=
{{
rs ∈ C(m,n) :y1 < P−(s), P+(s) 6 P−(r), P+(r) 6 max(x1−τ1 , y2)
}
si m = 2,
∅ sinon,
(5.16)
(5.17)
C(5)(m,n) :=
{
rs ∈ C(m,n) : y1 < P−(r), P+(r) 6 P−(s), P+(s) 6 max(x1−τ1 , y2),
s
P−(s) < x
1+τ
}
∆1 (A; |h|) := max
Y >x
3
2−τ1
∑
x1/26N(p1)6N(p2)
Y 6N(p1p2)6Y xτ1
∑
N(i)∈I
|h(i)|S
(
A, ip1p2,max(xτ ,min(y1, x1/2))
)(5.18)
et
∆2 (A; |h|) := max
Y >x
1
2−τ1
∑
Y 6N(p)6Y xτ1
∑
N(i)∈I
|h(i)|S
(
A, ip,max(xτ ,min(y1, x1/2−τ1))
)
.
(5.19)
Démonstration. À l’image de (5.7), on peut écrire, pour tout i ∈ {2, . . . , 5},
Mh
(
A ∩O(i)K
)
=
∑
P+(N(i))6xτ
h(i)
∑
k>0
wkS
(
A ∩O(i)K , i, (∗k) ∩ C
− (xτ )
)
+O

∑
j∈A∩O(i)K
N(j)∈Υ(x2τ )
|h(j)|
.
Soit j un idéal de O(2)K . En utilisant la décomposition (5.11) et sous l’hypothèse
supplémentaire que N(j−(xτ )) 6 xτ1 , l’encadrement
x3/2 < N(pk) 6 x2
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entraîne largement que
x1−2τ1  N(p1 · · · pk−1) x3/2+τ1 .
En posant r = N(pk), s = N(p1 · · · pk−1) et n = k − 1, on déduit ainsi des définitions
(5.13) et (5.14) que
Mh
(
A ∩O(2)K
)
=
∑
N(i)∈I
h(i)
∑
n>0
w1+nS
(
A ∩O(2)K , i, C
(2)(1, n)
)
+O

∑
j∈A∩O(2)K
N(j)∈Υ(x2τ )
|h(j)| +
∑
j∈A∩O(2)K
N(j−(xτ ))>xτ1
|h(j)|+
∑
x3/26N(pk)6x3/2+τ1
ou x2−2τ16N(pk)6x2
∑
j∈Apk
|h(j)|
 .
De même, on peut écrire, en posant maintenant s = N(pk), la formule
Mh
(
A ∩O(3)K
)
=
∑
N(i)∈I
h(i)
∑
m>0
wm+1S
(
A ∩O(3)K , i, C
(3)(m, 1)
)
+O

∑
j∈A∩O(3)K
N(j)∈Υ(x2τ )
|h(j)| +
∑
j∈A∩O(3)K
N(j−(xτ ))>xτ1
|h(j)| +
∑
x6N(pk)6x1+τ
ou x3/2−τ6N(pk)6x3/2
∑
j∈Apk
|h(j)|

et, avec s = N(p1 · · · pk−2),
Mh
(
A ∩O(4)K
)
=
∑
N(i)∈I
h(i)
∑
n>0
w2+nS
(
A ∩O(4)K , i, C
(4)(2, n)
)
+O

∑
j∈A∩O(4)K
N(j)∈Υ(x2τ )
|h(j)| +
∑
j∈A∩O(4)K
N(j−(xτ ))>xτ1
|h(j)|+
∑
x1−τ16N(pk)6x
∑
j∈Apk
|h(j)|
+
∑
x1/26N(pk−1)<N(pk)
x3/26N(pk−1pk)6x3/2+τ1
∑
j∈Apk−1pk
|h(j)|
 .
Considérons enfin j ∈ O(5)K . Si N(pk−1pk) < x1+τ et N(pk−2) > x1/2−2τ , on observe les
inégalités
x1/2−2τ < N(pk−2) 6 N(pk−1) 6 N(pk) < x1/2+3τ .
D’autre part, siN(pk−1pk) < x1+τ etN(pk−2) 6 x1/2−2τ , alors l’hypothèse de majoration
N(j−(xτ )) 6 xτ1 implique l’existence d’un indice j > 2 tel que
N(pk−j+1 · · · pk) < x1+τ 6 N(pk−j · · · pk) < x3/2−τ .
Enfin, si N(pk−1pk) > x1+τ , alors on a trivialement
x1+τ 6 N(pk−1pk) < x3/2.
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En posant s = N(pk−j · · · pk), on en déduit que
Mh
(
A ∩O(5)K
)
=
∑
N(i)∈I
h(i)
∑
m,n>0
wm+nS
(
A ∩O(5)K , i, C
(5)(m,n)
)
+O

∑
j∈A∩O(5)K
N(j)∈Υ(x2τ )
|h(j)|+
∑
j∈A∩O(5)K
N(j−(xτ ))>xτ1
|h(j)|
+
∑
x1−τ16N(pk)6x
ou x1/2−2τ6N(pk)6x1/2+3τ
∑
j∈Apk
|h(j)|
+
∑
x1/26N(pk−1)<N(pk)
x3/2−τ6N(pk−1pk)6x3/2
∑
j∈Apk−1pk
|h(j)|

ce qui achève la preuve. 
Le traitement de Mh
(
A ∩O(1)K
)
nécessite davantage de travail pour faire apparaître
des sous-ensembles de C(m,n). Au vu du lemme 2.4, on a
N(pk) =
c(N1, N2)q3x3
N(j−(xτ )p1 · · · pk−1)
(
1 +O
(
η1/4
))
ce qui suggère de remplacer la condition N(pk) 6 y2 par l’inégalité
N(j−(xτ )p1 · · · pk−1) >
c(N1, N2)q3x3
y2
.
Dans la mesure où les éléments de A ∩ O(1)K satisfont N(pk) > x2, on peut écrire, en
posant q = p1 · · · pk−1,
Mh
(
A ∩O(1)K
)
=
∑
N(i)∈I
h(i)
∑
k
wk
∑i,k
q
π(A, iq)
+O

∑
j∈A∩O(1)K
N(j)∈Υ(x2τ )
|h(j)|+
∑
j∈A∩O(1)K
N(j−(xτ ))>xτ1
|h(j)|+ ∆2(A; |h|)

où la sommation
∑i,k
porte sur les idéaux q à k − 1 facteurs premiers satisfaisant
c(N1,N2)q3x3
y2N(i) 6 N(q) 6 x
1−4τ1 et P−(N(q)) > max(xτ , y1),
π(A, l) := # {p premier : lp ∈ A} .
Pour estimer π(A, l), on reproduit le raisonnement combinatoire à l’origine du lemme
4.1 de [HBM02]. En utilisant la notation (4.4), l’identité de Buchstab et le lemme 2.3
assurent que, si
max
(
{1} ∪ {p3 : p premier 1-singulier}
)
< z1 6 z2,
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alors on a
(5.20) S
(
A, l, C−(z1)
)
− S
(
A, l, C−(z2)
)
=
∑
z1<N(p)6z2
S
(
A, lp, C−(N(p)
)
+O
 ∑
z1<N(p)6z2
∑
k>2
S
(
A, lpk, C−(N(p))
) .
Ceci permet d’établir par récurrence la formule combinatoire suivante, analogue des
formules (4.3) et (4.4) de [HBM02],
π(A, l) = S
(
A, l, C−(x3/2+τ )
)
=
∑
n>0
(−1)nT (n) (A, l) +
∑
n>1
(−1)nU (n)(A, l)
− S1(A, l)− S2(A, l) +O
(
#
(
Al ∩Υ(x2τ )
))
où
S1(A, l) :=
∑
x1−τ6N(p)<x1+τ
S(A, lp, C−(N(p))),
S2(A, l) :=
∑
x3/2−τ<N(p)6x3/2+τ
S(A, lp, C−(N(p))),
T (0)(A, l) := S(A, l, C−(xτ )), U (1)(A, l) :=
∑
x1+τ6N(p)6x
3
2−τ
S(A, lp, C−(N(p))),(5.21)
T (n)(A, l) :=
∑
xτ<N(p1)<···<N(pn)<x1−τ
N(p1···pn)<x1+τ
S(A, lp1 · · · pn, C−(xτ )) si n > 1(5.22)
et
U (n)(A, l) :=
∑
xτ<N(p1)<···<N(pn)<x1−τ
N(p2···pn)<x1+τ6N(p1···pn)
S(A, lp1 · · · pn, C−(N(p1))) si n > 2.
Le niveau de crible xτ impliqué dans la définition de T (n)(A, l) étant suffisamment
petit, on établira la formule asymptotique (4.5) en moyenne sur les idéaux i tels que
N(l) 6 x1−3τ1 au lemme 6.7 en utilisant le crible de Selberg.
Si n > 4, les conditions
xτ < N(p1) < · · · < N(pn) < x1−τ
et
N(p2 · · · pn) 6 x1+τ < N(p1 · · · pn)
entraînent que
N(p1 · · · pn) 6 x
3
2−τ .
Par suite, on peut espérer évaluer la contribution de U (n)(A, iq) lorsque n > 4 ou n = 1
avec N(i) ∈ I, en utilisant l’estimation (5.3) puisque l’on peut écrire, en posant m1 = k,∑
k
wk
∑i,k
q
U (n)(A, iq) =
∑
m
wm1S
(
A, i, C(1)(m, n, i)
)
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où m := (m1,m2),
C(m, n) :=
{
r1r2s : ω(ri) = Ω(ri) = mi pour i = 1, 2, ω(s) = Ω(s) = n ,
P−(r1r2s) > xτ , x1+τ 6 s 6 x3/2−τ
}
,
(5.23) C(1)(m, 1, i) :=
{
r1r2s ∈ C((m1 − 1,m2), 1) : P−(r2) > s,
c(N1, N2)q3x3
y2N(i)
6 r1 6 x
1−4τ1 et P−(r1) > y1
}
et, pour n > 2,
(5.24) C(1)(m, n, i) :=
{
r1r2s ∈ C((m1 − 1,m2), n) : P−(r2) > P−(s), P+(s) < x1−τ ,
s
P−(s) < x
1+τ ,
c(N1, N2)q3x3
y2N(i)
6 r1 6 x
1−4τ1 et P−(r1) > y1
}
,
où les triplets (r1, r2, s) sont comptés avec multiplicité, en posant s = N(p1 · · · pn) et
r1 = N(q) avec les notations de la définition de U (n)(A, l).
Si n = 2 ou 3, l’inégalité
N(p1 · · · pn) 6 x3/2−τ
peut faire défaut. On s’inspire alors des identités (4.5) et (4.6) de [HBM02] en écrivant
U (2)(A, l) := U (2,1)(A, l) + U (2,2)(A, l)
et
U (3)(A, l) := U (3,1)(A, l) + S3(A, l)
où
U (2,1)(A, l) :=
∑
xτ<N(p1)<N(p2)<x1−τ
x1+τ6N(p1p2)6x
3
2−τ
S(A, lp1p2, C−(N(p1))),
U (2,2)(A, l) :=
∑
xτ<N(p1)<N(p2)<x1−τ
x
3
2−τ<N(p1p2)
S(A, lp1p2, C−(N(p1))),
U (3,1)(A, l) :=
∑
xτ<N(p1)<N(p2)<N(p3)<x1−τ
N(p2p3)<x1+τ6N(p1p2p3)6x
3
2−τ
S(A, lp1p2p3, C−(N(p1)))
et
S3(A, l) :=
∑
xτ<N(p1)<N(p2)<N(p3)<x1−τ
N(p2p3)<x1+τ
N(p1p2p3)>x
3
2−τ
S(A, lp1p2p3, C−(N(p1))).
On peut observer que∑
k
wk
∑i,k
q
U (2,1)(A, iq) =
∑
m
wm1S
(
A, i, C(1)(m, 2, i)
)
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et ∑
k
wk
∑i,k
q
U (3,1)(A, iq) =
∑
m
wm1S
(
A, i, C(1)(m, 3, i)
)
où C(1)(m, 2, i) et C(1)(m, 3, i) sont définis par (5.24).
De plus, on remarque que, si un idéal j intervient dans U (2,2)(A, iq), alors j est de la
forme j = iqlp1p2 avec
x3/2−τ < N(p1p2) 6 x2−2τ et P−(N(l)) > N(p1).
Il s’ensuit que
x1−τ1 6 N(ql) 6 x3/2+2τ
ce qui suggère d’écrire, en posant r = N(p1p2), s1 = N(q), s2 = N(l) et n1 = k,
∑
k
wk
∑i,k
q
U (2,2)(A, iq) =
∑
n
wn1S
(
A, i, C(1)(2,n, i)
)
+O

∑
c(N1,N2)q
3x3
y2
6N(q)6x1−4τ1
P−(N(q))>max(y1,xτ )
∑
x1/2<N(p1)<N(p2)
x3/2−τ6N(p1p2)6x3/2+τ1
ou x2−2τ16N(p1p2)6x2−2τ
S(A, iqp1p2, C−(N(p1)))

où
C(m,n) :=
{
rs1s2 : ω(r) = Ω(r) = m,ω(si) = Ω(si) = ni pour i = 1, 2,
P−(rs1s2) > xτ , x1+τ 6 s1s2 6 x3/2−τ
}
.
et
(5.25) C(1)(2,n, i) :=
{
rs1s2 ∈ C(2, (n1 − 1, n2)),
c(N1, N2)q3x3
y2N(i)
6 s1 6 x
1−4τ1 ,
P+(r)<x1−τ , P−(r)<P−(s2), P−(s1) > y1
}
où les triplets (r, s1, s2) sont comptés avec multiplicité.
On observe que l’on peut majorer la somme sur i du terme d’erreur précédent par
la quantité ∆1(A; |h|) défini par (5.18). De même, en remarquant que les conditions de
sommations définissant S3(A, i) impliquent
x1/2−2τ < N(p1) < x1/2+τ/2,
on a, pour i ∈ {1, 2, 3}, l’estimation∑
N(i)∈I
|h(i)|
∑
c(N1,N2)q
3x3
y2
6N(q)6x1−4τ1
P−(N(q))>max(xτ ,y1)
Si(A, iq) ∆2(A; |h|).
où ∆2(A; |h|) est défini par (5.18).
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On déduit finalement de ce qui précède la formule
(5.26) Mh
(
A ∩O(1)K
)
=
∑
N(i)∈I
h(i)
∑
k
wk
∑i,k
q
∑
n>0
(−1)nT (n) (A, iq)
+
∑
n>1
(−1)n
∑
m
wm1S
(
A, i, C(1)(m, n, i)
)
+
∑
n
wn1S
(
A, i, C(1)(2,n, i)
)
+O
+ ∆1(A; |h|) + ∆2(A; |h|) + ∑
j∈A
N(j)∈Υ(x2τ )
|h(j)|+
∑
j∈A
N(j−(xτ ))>xτ1
|h(j)|
 .
L’argument développé ci-dessus s’adapte mutatis mutandis pour réécrire Mσqh(B)
à l’aide de cardinaux de la forme S (B, i, E ∩ C(m,n)). En l’absence d’un analogue du
lemme 2.3 adapté aux idéaux de B, il convient toutefois d’user de précaution en considé-
rant également la contribution des idéaux non admissibles dans l’utilisation de (5.20) au
cours du traitement de Mσqh
(
B ∩ O(1)K
)
. Cette nouveauté dans la transcription à B de
l’argument combinatoire précédent était déjà implicitement contenue dans les travaux
de Heath-Brown et Moroz, à l’image de la formule (6.4) de [HB01] ou encore lors de
l’introduction de l’ordre total sur les idéaux premiers de OK dans le paragraphe 4 de
[HBM02].
Avant d’énoncer la proposition qui résume la discussion de cette partie, on harmonise
les notations précédentes en introduisant, pour m := (m1,m2), n := (n1, n2), i un idéal
et D = A ou B, les notations
C(i)(m,n, i) :=

{
(r, 1, s, 1) : rs ∈ C(i)(m1, n1)
}
si 2 6 i 6 5 et m2 = n2 = 0,{
(r1, r2, s, 1) : r1r2s ∈ C(1)((m1,m2), n1, i)
}
si i = 1 et n2 = 0,{
(r, 1, s1, s2) : rs1s2 ∈ C(1)(m1, (n1, n2), i)
}
si i = 1 et m2 = 0,
∅ sinon,
(5.27)
et
S
(
D, i, C(i)(m,n, i)
)
:= #
{
(r1, r2, s1, s2) : (N(r1), N(r2), N(s1), N(s2)) ∈ C(i)(m,n, i)
et ir1r2s1s2 ∈ D
}
.
Théorème 5.2. On a, uniformément en x > 2, (N1, N2) ∈ N (η), y2 > xτ , y1 = 1 ou
y1 > x
τ , w un complexe de module 1 et h ∈M(w; y1, y2), l’estimation
Mh(A)−
ησq(F )
c(N1, N2)q3x
MσqhS(B) T (|h|) + S(|h|) + Θ(|h|, xτ , xτ1) + ∆0
(
|h|, x2τ/3
)
+ ∆1(|h|) + ∆2(|h|) + ∆̃1(|h|) + ∆̃2(|h|)
où
T (|h|) :=
∑
N(i)∈I
|h(i)|
∑
N(q)6x1−4τ1
P−(N(q))>xτ
∑
n>0
∣∣∣∣T (n)(A, iq)− ησq(F )c(N1, N2)q3xσq(i)T (n)(B, iq)
∣∣∣∣ ,
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T (n)(A, i) et T (n)(B, i) étant définis par (5.22),
(5.28) S(|h|) :=
∑
N(i)∈I
|h(i)|
5∑
i=1
∑
m,n
∣∣∣S (A, i, C(i)(m,n, i))
− ησq(F )
c(N1, N2)q3x
σq(i)S
(
B, i, C(i)(m,n, i)
)∣∣∣∣ ,
les C(i)(m,n, i) étant définis par (5.14), (5.15), (5.16), (5.17),(5.23), (5.24) et (5.25),
Θ(|h|, xτ , xτ1) :=
∑
j∈A
N(j−(xτ ))>xτ1
|h(j)|+ ησq(F )
c(N1, N2)q3x
∑
j∈B
N(j−(xτ ))>xτ1
σq(j)|h(j)|,(5.29)
∆0
(
|h|, x2τ/3
)
:=
∑
j∈A
N(j)∈Υ(x2τ/3)
|h(j)|+ ησq(F )
c(N1, N2)q3x
 ∑
j∈B
N(j)∈Υ(x2τ/3)
σq(j)|h(j)|
 ,(5.30)
(5.31)
∆1(|h|) := max
Y >x
3
2−τ1
∑
x1/26N(p1)6N(p2)
Y 6N(p1p2)6Y xτ1
∑
N(i)∈I
|h(i)|
(
S
(
A, ip1p2,max(xτ ,min(y1, x1/2))
)
+σq(i)
ησq(F )
c(N1, N2)q3x
S
(
B, ip1p2,max(xτ ,min(y1, x1/2))
))
et
(5.32)
∆2(|h|) := max
Y >x
1
2−τ1
∑
Y 6N(p)6Yxτ1
∑
N(i)∈I
|h(i)|
(
S
(
A, ip,max(xτ ,min(y1, x1/2−τ1))
)
+σq(i)
ησq(F )
c(N1, N2)q3x
S
(
B, ip,max(xτ ,min(y1, x1/2−τ1))
))
.
Au cours des paragraphes 6 et 7, on établira des bornes supérieures des différents
termes d’erreur impliqués dans le théorème 5.2.
6. Premières applications des estimations de sommes de Type I
Dans cette partie, on utilise les estimations de sommes de Type I du paragraphe
3 pour établir des bornes supérieures des différents termes d’erreur impliqués dans le
théorème 5.2, à l’exception de S(|h|) qui fera l’objet du paragraphe 7 sur les estimations
de sommes de Type II.
Le lemme ci-dessous donne une majoration de la contribution des idéaux dont la
norme appartient à Υ ((log x)c), c’est-à-dire est divisible par un pk > (log x)c avec k > 2.
Il en découle une majoration du terme ∆0(|h|, x2τ/3) défini par (5.30).
Lemme 6.1. Soit B > 0. Il existe c(B) > 0 tel que, uniformément en x > 2, on ait
(6.1) #
{
1 6 n1, n2 6 x : F (n1, n2) ∈ Υ
(
(log x)c(B)
)
)
}
 x2(log x)−B
et
(6.2)
∑
N(j)6x
N(j)∈Υ((log x)c(B))
σq(j) x(log x)−B.
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En particulier, uniformément en x > 2, w un complexe de module 1, y1, y2 > 1 des réels
et h ∈M(w; y1, y2), on a
∆0
(
|h|, x2τ/3
)
 x2(log x)−B.(6.3)
Ce résultat – largement inspiré du lemme 2 de [Gre92] – peut être considéré comme
une extension du lemme 5 de [Del71b] aux formes binaires.
Démonstration. Soit C > 0. Pour tout nombre premier p, posons
k(p) := max
(
2,
⌊
C log log x
log p
⌋
+ 1
)
.
Étant donné des entiers n1 et n2 tels que (p, n1n2) = 1 et pk(p)|F (n1, n2), il existe ω tel
que
F (ω, 1) ≡ 0 (mod pk(p)) et n1 ≡ ωn2 (mod pk(p)).
Par suite, on peut écrire à l’aide du lemme 1 de [Gre92] les inégalités
#
{
1 6 n1, n2 6 x : (p, n1n2) = 1, pk(p)|F (n1, n2)
}
6
∑
16ω6pk(p)
F (ω,1)≡0 (mod pk(p))
#
{
0 6 n1, n2 6 x : n1 ≡ ωn2 (mod pk(p))
}
6
∑
16ω6pk(p)
F (ω,1)≡0 (mod pk(p))
(
x2
pk(p)
+O
(
x
M0(ω, pk(p))
))
(6.4)
où
M0(ω, pk) := min
(n1,n2) 6=(0,0)
n1≡ωn2 (mod pk)
max(|n1|, |n2|).
Considérons tout d’abord les premiers p - F (1, 0)F (0, 1). On peut écrire
#
{
1 6 n1, n2 6 x : pk(p)|F (n1, n2)
}
6
x2
p2k(p)/3
+
∑
06k<k(p)/3
#
{
1 6 n1, n2 6
x
pk
: (p, n1n2) = 1, pk(p)−3k|F (n1, n2)
}
.
Dans la mesure où le nombre de racines modulo pk du polynôme F (X1, 1) est borné
uniformément pour p premier et k > 1, il suit de (6.4) que l’on a∑
p-F (1,0)F (0,1)
#
{
1 6 n1, n2 6 x : pk(p)|F (n1, n2)
}

∑
px3/2
x2
p2k(p)/3
+ S1 + S2 + S3
où
S1 =
∑
p6x1/2
∑
06k<k(p)/3
∑
16ω6pk(p)−3k
F (ω,1)≡0 (mod pk(p)−3k)
x
pkM0(ω, pk(p)−3k)
,
S2 =
∑
x1/2<px3/2
∑
06k<k(p)/3
∑
16ω6pk(p)−3k
F (ω,1)≡0 (mod pk(p)−3k)
pkM0(ω,pk(p)−3k)>x3/4
x
pkM0(ω, pk(p)−3k)
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et
S3 =
∑
x1/2<px3/2
∑
06k<k(p)/3
∑
16ω6pk(p)−3k
F (ω,1)≡0 (mod pk(p)−3k)
pkM0(ω,pk(p)−3k)6x3/4
x
pkM0(ω, pk(p)−3k)
.
Observons que∑
p
x2
p2k(p)/3

∑
p6(log x)C/2
x2
(log x)2C/3
+
∑
p>(log x)C/2
x2
p4/3
 x
2
(log x)C/6
.
En utilisant le fait que k(p)  log log x, l’estimation triviale M0(ω, pk(p)−3k) > 1 pour
S1 et l’hypothèse pkM0(ω, pk(p)−3k) > x3/4 pour S2, il vient aussi les majorations
S1 
x3/2 log log x
log x et S2 
x7/4
log x.
De l’estimation
S3 
∑
16n16x3/4
x
n1
∑
06n26n1
∑
x
1
2<p
p2|F (n1,n2)
1 x7/4,
on déduit finalement que∑
p-F (1,0)F (0,1)
#
{
1 6 n1, n2 6 x : pk(p)|F (n1, n2)
}
 x2(log x)−C/6.
Étudions à présent la contribution des p, n1 et n2 tels que p|F (1, 0)F (0, 1). Les estima-
tions (1.6) et (3.16) entraînent alors la majoration
#
{
1 6 n1, n2 6 x : pk(p)|F (n1, n2)
}
 x2γF (p
k(p))
p2k(p)
+ x(log x)C/2(log log x)7203
 x2(log x)−2C/3.
En choisissant C suffisamment grand, il s’ensuit l’estimation (6.1).
Pour établir (6.2), on utilise la méthode de Rankin pour écrire∑
N(j)6x
N(j)∈Υ((log x)C)
σq(j)
∑
p
∑
k(p)6k
σZq (pk)
∑
N(j)6x/pk
σq(j)
 x
∑
p
∑
k(p)6k
σZq (pk)
pk
∑
N(j)6x
σq(j)
N(j) .
Au vu de (4.22) et (4.15), il suit∑
N(j)6x
N(j)∈Υ((log x)C)
σq(j)
x log x
σq(F )
∑
p
∑
k(p)6k
σZq (pk)
pk
 x(log x)
2A+1
σq(F )
 ∑
p6(log x)C/2
1
(log x)2C/3
+
∑
(log x)C/2<p
1
p4/3

 x(log x)
2A+1−C/6
σq(F )
,
ce qui implique (6.2) quitte à choisir C suffisamment grand.
L’estimation (6.3) découle alors de (6.1) et (6.2). 
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Les estimations de Type I établies dans la section 3 permettent, au moyen d’un lemme
de crible, de donner des bornes supérieures du bon ordre de grandeur des cardinaux
S(A, i, C−(z)) et S(B, i, C−(z)) définies au paragraphe 4.1. De telles estimations seront
centrales dans les majorations de Θ (|h|, xτ , xτ1), ∆1(|h|), ∆2(|h|).
Lemme 6.2. Soient B1 et B2 > 0. Il existe c(B1, B2) > 0 tel que, uniformément pour
z > log x, on ait
S(A, i, C−(z)) σq(F )
η2x2
log z
σq(i−(z))
N(i) +RA(i, z)(6.5)
et
S(B, i, C−(z)) ηc(N1, N2)q
3x3
N(i) log z +RB(i, z)(6.6)
où RA(i, z) et RB(i, z) sont définis par (6.7) infra et satisfont∑
N(i)z26x2(log x)−c(B1,B2)
τK(i)B1RA(i, z) x2(log x)−B2
et ∑
N(i)z26x3(log x)−c(B1,B2)
τK(i)B1σq(i)RB(i, z) x3(log x)−B2 .
Démonstration. Puisque la fonction de densité ξq(i, ·) définie par (3.40) satisfait
(3.42) et (3.43), elle vérifie les hypothèses de crible (Ω0) et (Ω1) de [HR74], dans la
mesure où la formule (3.1) du chapitre 3 de [HR74] est satisfaite, à savoir l’existence
d’un réel A > 0 tel que, uniformément en q, i et p, on ait
ξq(i, p) 6
A
p+A,
excepté pour les premiers p tels que ξq(i, p) = 1, auquel cas S(A, i, C−(z)) = 0 dès que
z > p.
On peut donc appliquer le théorème 4.1 de [HR74] ce qui entraîne l’estimation
S(A, i, C−(z)) η2x2αq(i)
N(i)
∏
p6z
(1− ξq(i, p)) +RA(i, z)
où, pour D = A ou B,
(6.7) RD(i, z) :=
∑
d6z2
τ(d)2µ(d)2|r(D, i, d)|
et r(D, i, d) est défini par (3.39) et (3.44). En estimant le terme de reste à l’aide du
lemme 3.6, on en déduit l’existence d’une constante c(B1, B2) > 0 pour laquelle on ait∑
N(i)z26x2(log x)−c(B1,B2)
τK(i)B1RA(i, z) x2(log x)−B2 .
Sous l’hypothèse z > log x, la formule de crible (6.5) est une conséquence de l’estimation
uniforme en N(i) 6 x2 suivante
αq(i)
∏
p6z
(1− ξq(i, p))
σq(F )σq(i−(z))
log z
∏
p|q
p>z
(
1 +O
(1
p
))
qui vient de (4.8), (4.9) et (4.13).
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Pour établir (6.6), il suffit de reproduire le même argument en utilisant le lemme 3.8
(resp. (4.7)) en lieu et place du lemme 3.6 (resp. (4.8), (4.9) et (4.13)). Il suit ainsi que,
pour c(B2) > 0 suffisamment grand, on a∑
N(i)z26x3(log x)−c(B2)
τK(i)B1σq(i)RB(i, z) x3(log x)−B2
∑
N(i)6x3
τK(i)B1σq(i)
N(i) .
En utilisant l’estimation σZq (m)  τ(m) valide pour tout entier q-régulier m ainsi que
(4.29), il s’ensuit que l’on a∑
N(i)6x3
τK(i)B1σq(i)
N(i) 
∑
d q-singulier
τ(d)c(B1)
σZq (d)
d
∑
m6x3
τ(m)c(B1)
m
 (log x)c(B1).(6.8)

Une borne supérieure de la quantité Θ (|h|, xτ , xτ1) définie par (5.29) peut être obte-
nue en s’inspirant de travaux antérieurs concernant les ordres moyens de fonctions arith-
métiques sur les valeurs polynomiales. Par exemple, Tenenbaum [[Ten90b], Lemme 3.7]
montre que, pour tout polynôme F ∈ Z[X], il existe c(F ) > 0 tel que, uniformément en
z > y > 2 et x > 2, on ait
#
n 6 x :
∏
p6y
pν‖F (n)
pν > z
 x exp
(
−c(F ) log zlog y
)
.
En vue d’obtenir un analogue de ce résultat au cas des formes binaires et de remplacer
le terme log zlog y par
log z
log y log
(
log z
log y
)
, on peut adapter la preuve du théorème 1 de [Shi80],
démarche à l’origine du résultat suivant.
Lemme 6.3. Soit ε > 0. Il existe des constantes c1, c2 > 0 telles que, uniformément
pour x > 2, (N1, N2) ∈ N (η), et z > y > exp
(
log x
(log log x)1−ε
)
, on ait
#
{
j ∈ A : N(j−(y)) > z
}
 η2x2(log log(q + 2))c1 exp
(
−c2
log z
log y log
( log z
log y
))
(6.9)
et ∑
j∈B
N(j−(y))>z
σq(j) ηc(N1, N2)q3x3(log log(q + 2))c1 exp
(
−c2
log z
log y log
( log z
log y
))
.(6.10)
En particulier, on a, sous les conditions précédentes et uniformément en w un complexe
de module 1, y2 > 1 et h ∈M(w; 1, y2),
Θ (|h|, xτ , xτ1) η2x2(log log(q + 2))c1 exp
(
−c2
τ1
τ
log
(
τ1
τ
))
.
Démonstration. Sans perte de généralité, on peut supposer que l’on a y 6 z1/4 et
z 6 x, le résultat étant trivial autrement, au vu de (4.10). Étant donné un idéal j et la
décomposition de la norme de sa partie q-régulière et y-friable
N(j−q-r(y)) = p
α1
1 · · · p
αk
k , pi < pi+1,
considérons j > 0 le plus grand entier, s’il existe, tel que
pα11 · · · p
αj
j 6 z
1/2
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et définissons les diviseurs j1 et j2 de j−q-r(y) par les conditions
N(j1) = pα11 · · · p
αj
j et N(j2) = p
αj+1
j+1 · · · p
αk
k .
On scinde l’ensemble des différents j tels que N(j−(y)) > z en quatre classes :
– classe I : N(jq-s) > z1/2,
– classe II : N(j1) 6 z1/4 et N(jq-s) 6 z1/2,
– classe III : pj+1 6 log x log log x, N(j1) > z1/4 et N(jq-s) 6 z1/2,
– classe IV : log x log log x < pj+1 6 y, N(j1) > z1/4 et N(jq-s) 6 z1/2,
et on estime la contribution de chacune de ces classes séparément.
Contribution de la classe I. Compte tenu de l’hypothèse N(jq-s) > z1/2, il existe
un premier q-singulier p et un entier k > 1 tels que pk > z1/(2ω(q)+2ω1-s) où ω1-s dé-
signe le nombre de premiers 1-singuliers. Au regard des conditions q 6 (log x)A et
z > exp
(
log x
(log log x)1−ε
)
, on en déduit que l’estimation pk c (log x)c est valide pour
tout c > 0, ce qui implique k > 2. Par suite, le lemme 6.1 entraîne que, pour tout B > 0,
on ait
#
{
j ∈ A : N(jq-s) > z1/2
}
 x2(log x)−B
et ∑
j∈B
N(jq-s)>z1/2
σq(j) x3(log x)−B.
Contribution de la classe II. Dans la mesure où les idéaux de cette classe vérifient les
inégalités N(j1) 6 z1/4 et N(j−q-r(y)) > z1/2, il s’ensuit que p
αj+1
j+1 > z
1/4. Sous l’hypothèse
y 6 z1/4, on a également αj+1 > 2 ce qui signifie que les idéaux de cette classe ont leur
norme dans Υ(z1/4). En utilisant là encore le lemme 6.1, on en déduit que, pour tout
B > 0, on a
# {j ∈ A : j est dans la classe II}  x2(log x)−B
et ∑
j∈B
j dans la classe II
σq(j) x3(log x)−B.
Contribution de la classe III. En utilisant successivement le lemme 3.5 puis la ma-
joration αZq (m) m1/2(log x)c consécutive à (3.25), on remarque que, sous l’hypothèse
z 6 x, on obtient par la méthode de Rankin l’estimation
# {j ∈ A : j est dans la classe III}
η2x2
∑
z1/4<N(i)6z1/2
P+(N(i))6log x log log x
αq(i)
N(i) + x
15/8(log x)c
x2(log x)c
∑
m6x1/2
P+(m)6log x log log x
1
m1/2
(
m
z1/4
)1/2
+ x15/8(log x)c
x2z−1/8Ψ(x1/2, log x log log x)(log x)c + x15/8(log x)c.
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L’estimation de Ψ(x, t) due à de Bruijn [[dB66], Theorem 1] et uniforme en x > t > 2,
à savoir
log Ψ(x, t) =
( log x
log t log
(
1 + tlog x
)
+ tlog t log
(
1 + log x
t
))
×
(
1 +O
( 1
log t +
1
log log(x+ 2)
))
,
entraîne la majoration Ψ(x1/2, log x log log x)  exp
(
O
(
log x log log log x
log log x
))
. Par suite, il
suit de l’hypothèse z > exp
(
log x
(log log x)1−ε
)
, que l’on a, pour tout B > 0,
# {j ∈ A : j est dans la classe III}  x2(log x)−B.
De façon similaire, le théorème 3.7 et les estimations (4.15), (5.10) et (4.22) im-
pliquent
∑
j∈B
J dans la classe III
σq(j) x3(log x)c
∑
z1/4<m6z1/2
P+(m)6log x log log x
σZq (m)
m
+ x7/3(log x)c
 x3(log x)c
∑
m6x1/2
P+(m)6log x log log x
1
m1/2
(
m
z1/4
)1/2
+ x7/3(log x)c
 x3(log x)−B.
On déduit de ce qui précède que les contributions des classes I, II et III sont négli-
geables dans (6.9) et (6.10). La contribution principale proviendra ainsi des idéaux de la
classe IV.
Contribution de la classe IV. Commençons par découper l’ensemble des pj+1 en sous-
intervalles du type
]
z1/(s+1), z1/s
]
avec s1 6 s 6 s2 où
s1 :=
⌊ log z
log y
⌋
et s2 :=
⌊ log z
log (log x log log x)
⌋
.
On observe alors que
# {j ∈ A : j est dans la classe IV}

∑
s16s6s2
∑
i q-singulier
N(i)6z1/2
∑
j1 q-régulier
z1/46N(j1)<z1/2
P+(N(j1))<z1/s
S
(
A, ij1, C−(z1/(s+1))
)
.
Puisque z1/(s+1) > log x si s 6 s2, on peut utiliser la formule (6.5) du lemme 6.2 pour
en déduire que, pour tout B > 0, la contribution des idéaux de la classe IV est majorée
par
η2x2σq(F )
log z
∑
s16s6s2
(s+ 1)
∑
d q-singulier
σZq (d−(z1/(s+1)))
d
∑
m q-régulier
z1/46m<z1/2
P+(m)6z1/s
σZq (m)
m
+ x2(log x)−B.
Dans la mesure où la fonction σZq restreinte aux entiers q-réguliers satisfait les hypothèses
du lemme 4 de [Shi80], celui-ci entraîne l’estimation de la somme intérieure, uniforme
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en s 6 log z/ log log z, suivante
∑
m q-régulier
z1/46m
P+(m)6z1/s
σZq (m)
m
 exp
 ∑
p q-régulier
p6z1/s
σZq (p)
p
− 120s log (s/2)

 log z
s
exp
(
− 120s log (s/2) .
)
De plus, si s 6 log z/ log log x, on remarque que
∑
d q-singulier
σZq (d−(z1/(s+1)))
d
=
∏
p q-singulier
p6z1/(s+1)
∑
k>0
σZq (pk)
pk
 ∏
p q-singulier
p>z1/(s+1)
(
1− 1
p
)−1

∑
d q-singulier
σZq (d)
d
 log log(q + 2)c
d’après (4.10) ce qui implique finalement l’estimation
# {j ∈ A : j est dans la classe IV}
η
2x2σq(F )
log z log log(q + 2)
c
∑
s16s6s2
exp
(
− 120s log (s/2)
)
+ x2(log x)−B.
Au vu de l’hypothèse z > y > exp
(
log x
(log log x)1−ε
)
et de l’estimation (4.10), on en déduit
que
# {j ∈ A : j est dans la classe IV}η2x2(log log(q + 2))c exp
(
− 120
log z
log y log
( log z
2 log y
))
.
En utilisant (6.6) au lieu de (6.5), on obtient de même que
∑
j∈B
J dans la classe IV
σq(j) ηc(N1, N2)q3x3(log log(q + 2))c exp
(
− 120
log z
log y log
( log z
2 log y
))
ce qui permet de déduire (6.10). 
À partir de maintenant, nous n’emploierons le lemme 6.2 qu’avec un niveau de crible
z > xτ . Le lemme suivant précise la borne supérieure disponible dans un tel cadre.
Lemme 6.4. Soit B > 0. Il existe c1(B) et c2(B) > 0 tels que, uniformément en x > 2,
(N1, N2) ∈ N (η), z > (log x)c1(B) et C ⊂
(
C−
(
(log x)c1(B)
))2
où C−(·) est défini par
(4.4), et, pour tout idéal i tel que N(i) ∈ I, on ait∑
q1,q2∈J (K)
(N(q1),N(q2))∈C
N(iq1q2)z26x2(log x)−c2(B)
S(A, iq1q2, C−(z))
η
2x2σq(F )
log z
σq(i)
N(i)
∑
(d1,d2)∈C
µ2(d1d2)
νd1d2
d1d2
+RA(i).(6.11)
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et ∑
q1,q2∈J (K)
(N(q1),N(q2))∈C
N(iq1q2)z26x3(log x)−c2(B)
S(B, iq1q2, C−(z))
c(N1, N2)ηq
3x3
N(i) log z
∑
(d1,d2)∈C
µ2(d1d2)
νd1d2
d1d2
+RB(i)(6.12)
où νd est le nombre d’idéaux j tels que N(j) = d et∑
N(i)∈I
|RA(i)|  x2(log x)−B et
∑
N(i)∈I
σq(i) |RB(i)|  x3(log x)−B.
Démonstration. Une application directe du lemme 6.2 donne
S(A, iq1q2, C−(z))
η2x2σq(F )
log z
σq((iq1q2)−(z))
N(iq1q2)
+RA(iq1q2, z)
avec ∑
i,q1,q2∈J (K)
N(iq1q2)z26x2(log x)−c2(B)
RA(iq1q2, z) x2(log x)−B.
Quitte à supposer z > (log x)max(A,1), on remarque que, uniformément pour les
idéaux q1 et q2 satisfaisant N(iq1q2) 6 x2, on a
σq((iq1q2)−(z)) σq(i).
En choisissant c1(B) suffisamment grand, on peut alors majorer la contribution des q1q2
avec facteur carré par∑
i,q1,q2
P−(N(q1q2))>(log x)c1(B)
µ(N(q1q2))=0
N(iq1q2)x2
σq(i)
N(iq1q2)
 (log x)−c1(B)
∑
N(j)x2
τ(j)2σq(j)
N(j)  (log x)
−B
ce qui achève la preuve de (6.11), compte tenu de (6.8). Un raisonnement similaire permet
d’établir (6.12). 
Le lemme suivant, qui rappelle essentiellement les estimations (7.1) et (7.2) de
[HB01], sera utilisé pour estimer les membres de droite de (6.11) et (6.12).
Lemme 6.5. On a, uniformément en t > z > 2
(6.13)
∑
t6p6tz
νp
p
 log zlog t
et
∑
z6p1<···<pk6t
νp1···pk
p1 · · · pk

(
log log tlog z +O(1)
)k
k! .
Démonstration. La première majoration, analogue de la formule (7.1) de [HB01],
est une conséquence du théorème des idéaux premiers. Au vu de la multiplicativité de
νd, la seconde estimation provient de l’inégalité
∑
z6p1<···<pk6t
νp1
p1
· · · νpk
pk
6
1
k!
 ∑
z6p6t
νp
p
k 
(
log log tlog z +O(1)
)k
k! .

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On établit dans le lemme suivant des estimations de ∆1(|h|) et ∆2(|h|) définies par
les formules (5.31) et (5.32), suffisantes pour nos applications mais qui pourraient être
précisées pour des fonctions h spécifiques.
Lemme 6.6. Uniformément en x > 2, (N1, N2) ∈ N (η), y2 > xτ , w un complexe de
module 1 et h ∈M(w; 1, y2), on a
∆1(|h|),∆2(|h|) τ1η2x2.(6.14)
D’autre part, uniformément en x > 2, (N1, N2) ∈ N (η), y2 > y1 > xτ , w un
complexe de module 1 et h ∈M(w; y1, y2), on a
∆1(|h|),∆2(|h|) σq(F )η2x2
τ1 log x
(log y1)2
.(6.15)
Démonstration. Observant qu’un idéal ne contribue qu’un nombre fini de fois dans
chaque ∆1(|h|) et ∆2(|h|), il vient
∆1(|h|) max
Y 6x
3
2 +2τ1
∑
Y 6N(j)6Y xτ1
(
S
(
A, j, C−(x1/2)
)
+ ησq(F )
c(N1, N2)q3x
σq(j)S
(
B, j, C−(x1/2)
))
et
∆2(|h|) max
Y >x
1
2−τ1
∑
Y 6N(p)6Y xτ1
∑
N(i)∈I
(
S
(
A, ip, C−(xτ )
)
+ ησq(F )
c(N1, N2)q3x
σq(i)S
(
B, ip, C−(xτ )
))
.
Pour majorer ∆2(|h|), on peut faire appel aux lemmes 6.4 et 6.5. Dans l’intervalle
x1/2−τ1 6 Y 6 x
3
2−τ1 , on a la majoration suivante, valide pour tout B > 0,∑
Y 6N(p)6Y xτ1
∑
N(i)∈I
(
S
(
A, ip, C−(xτ )
)
+ ησq(F )
c(N1, N2)q3x
σq(i)S
(
B, ip, C−(xτ )
))
 σq(F )
η2x2
τ log x max
x1/2−τ16Y 6x
3
2−τ1
∑
Y 6p6Y xτ1
νp
p
∑
N(i)∈I
σq(i)
N(i) + x
2(log x)−B
 τ1η2x2,
où l’on a utilisé la majoration∑
N(i)∈I
σq(i)
N(i) 6
∏
p6xτ
∑
k
σZq (pk)
pk
 τ log x
σq(F )
(6.16)
qui découle de (4.27. En utilisant (4.22), on peut borner la contribution des Y > x
3
2−τ1
par
max
Y 6x
3
2 +2τ1
∑
Y 6N(j)6Y xτ1
(
S
(
A, j, C−(x3/2−τ1)
)
+ ησq(F )
c(N1, N2)q3x
σq(j)S
(
B, j, C−(x3/2−τ1)
))
σq(F )
η2x2
log x max
Y 6x
3
2 +2τ1
∑
Y 6N(j)6Y xτ1
σq(j)
N(j) + x
2(log x)−B
τ1η2x2
et on montre de même que ∆1(|h|) τ1η2x2.
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Supposons désormais que h est à support sur les entiers y1-criblés. En procédant
comme précédemment, on peut majorer ∆2(|h|) par
 max
x1/2−τ16Y 6x
3
2−τ1
∑
Y 6N(p)6Y xτ1
(
S
(
A, p, C−(y1)
)
+ ησq(F )
c(N1, N2)q3x
S
(
B, p, C−(y1)
))
+ max
Y 6x
3
2 +2τ1
∑
Y 6N(j)6Y xτ1
P−(N(j))>y1
(
S
(
A, j, C−(x3/2−τ1)
)
+ ησq(F )
c(N1, N2)q3x
S
(
B, j, C−(x3/2−τ1)
))
σq(F )
η2x2
log y1
max
x1/2−τ16Y 6x
3
2−τ1
∑
Y 6p6Y xτ1
νp
p
+ σq(F )
η2x2
log x
∑
k
∑
y1<p2<···<pk6x3/2
νp2···pk
p2 · · · pk
max
y1<Y
∑
Y 6p16Y xτ1
νp1
p1
+ x2(log x)−B
σq(F )η2x2
τ1 log x
(log y1)2
.
Une estimation identique est valable pour ∆1(|h|). 
Avec le choix de paramètre de crible z = xτ , on peut reproduire l’argument du pa-
ragraphe 6 de[HB01], basé sur le crible de Selberg, pour obtenir un équivalent asymp-
totique de S(D, i, C−(xτ )). Ceci valide en particulier la pertinence de (4.3) avec le choix
de l’ensemble C = C−(xτ ), conduisant ainsi à une borne supérieure de
T (|h|) :=
∑
N(i)∈I
|h(i)|
∑
N(q)6x1−4τ1
P−(N(q))>xτ
∑
n>0
∣∣∣∣T (n)(A, iq)− ησq(F )c(N1, N2)q3xσq(i)T (n)(B, iq)
∣∣∣∣
où T (n)(A, ·) et T (n)(B, ·) sont définis par (5.22).
Lemme 6.7. Soit B > 0. Uniformément en x > 2, (N1, N2) ∈ N (η), y2 > xτ , y1 = 1
ou y1 > xτ , w un complexe de module 1 et h ∈M(w; y1, y2), on a
T (|h|) η
2x2
τ3 log x exp
(
−τ1
τ
) ∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B.
Démonstration. Ayant remarqué au cours de la preuve du lemme 6.2 que γ(i, ·)
et β satisfont les hypothèses (Ω0) et (Ω1) de [HR74], on peut appliquer le théorème 7.1
de [HR74] avec les choix de paramètres z = xτ et ξ = xτ1 . On obtient ainsi les formules
S(A, iqp1 · · · pn, C−(xτ )) = η2x2σq(F )
σq(i)αq(qp1 · · · pn)
N(iqp1 · · · pn)
∏
p6xτ
(
1− 1
p
)
×
(
1 +O
(
exp
(
−τ1
τ
)))
+O
 ∑
d6x2τ1
µ(d)2τ(d)2|r(A, iqp1 · · · pn, d)|

et
S(B, iqp1 · · · pn, C−(xτ )) =
c(N1, N2)ηq3x3
N(iqp1 · · · pn)
∏
p6xτ
(
1− 1
p
)(
1 +O
(
exp
(
−τ1
τ
)))
+O
 ∑
d6x2τ1
µ(d)2τ(d)2|r(B, iqp1 · · · pn, d)|
 .
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Au vu de la définition (3.24), on observe alors que, pour tout idéal xτ -criblé j admis-
sible tel que N(j) x2, on a αq(j) = 1 +O
(
1
τxτ
)
.
La contribution des idéaux qp1 · · · pn dont la norme possède des facteurs carrés peut
être majorée par

∑
N(j)x2
τK(j)
N(j)
 ∑
p>xτ/2
1
p2
+
∑
p>xτ/3
1
p3
 x−τ/2 ∑
N(j)x2
τK(j)
N(j) ,(6.17)
ce qui permet de déduire que∑
N(q)6x1−4τ1
P−(N(q))>xτ
∑
n
∑
xτ<N(p1)<···<N(pn)
N(p1···pn)6x1+τ
|αq(qp1 · · · pn)− 1|
N(qp1 · · · pn)

(
τ−1x−τ + x−τ/2
) ∑
N(j)x2
τK(j)
N(j)
x−τ/2(log x)c.
Dans la mesure où N(iqp1 · · · pn) 6 x2−3τ1+τ , la contribution des termes de restes
|r(D, iqp1 · · · pn, d)| est négligeable au vu des lemmes 3.6 et 3.8. On en déduit alors que,
pour tout B > 0,
T (|h|) η
2x2σq(F )
τ log x exp
(
−τ1
τ
) ∑
N(i)∈I
|h(i)|σq(i)
N(i)
∑
N(j)x2
P−(N(j))>xτ
τK(j)
N(j) + x
2(log x)−B.
En utilisant le lemme 6.5 pour estimer la contribution des idéaux j dont la norme
est sans facteur carré et la majoration (6.17) pour les autres idéaux, il suit
∑
N(j)6x2
P−(N(j))>xτ
τK(j)
N(j) 
∑
N(j)x2
τK(j)
N(j)
 ∑
p>xτ/2
1
p2
+
∑
p>xτ/3
1
p3
+ ∑
N(j)x2
P−(N(j))>xτ
µ2(N(j))τK(j)
N(j)
x−τ/2(log x)c +
∑
n
2n
∑
xτ<p1<···<pnx2
νp1···pn
p1 · · · pn
x−τ/2(log x)c +
∑
n
2n
n! (− log τ +O(1))
n  τ−2,(6.18)
ce qui achève la preuve du lemme. 
7. Estimations de sommes de Type II
Dans cette partie, on établit (cf. Proposition 7.7 infra) une majoration de
S(|h|) :=
∑
N(i)∈I
|h(i)|
5∑
i=1
∑
m,n
∣∣∣S (A, i, C(i)(m,n, i))
− ησq(F )
c(N1, N2)q3x
σq(i)S
(
B, i, C(i)(m,n, i)
)∣∣∣∣
où les C(i)(m,n, i) sont définis par (5.27) et (5.14), (5.15), (5.16), (5.17) (5.23), (5.24)
et (5.25), ce qui permet de valider (5.3). On étend pour ce faire l’approche développée
dans les travaux de Heath-Brown et Moroz [HB01, HBM02], à travers l’introduction
de sommes de Type II adéquates.
On peut réécrire les différents ensembles C(i)(m,n, i) sous la forme
C(i)(m,n, i) =
⋃
(s1,s2)∈S(i)(n,i)
R(i)(m, (s1, s2), i)× {(s1, s2)}
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avec
S(i)(n, i) :=
{
(s1, s2) : Ω(si) = ω(si) = ni, (s1, s2) satisfait (E(i)j (n, i)) pour 1 6 j  1
}
où (E(i)j (n, i)) désigne une inégalité du type
Y N(i)ε ≺ P (
−→α (1))(s1)P (
−→α (2))(s2)
avec Y > 0, ε ∈ {0, 1}, ≺ désigne l’ordre 6, <, > ou > et les P (−→α ) sont définis dans
(5.6), et
R(i)(m, (s1, s2), i) :=
{
(r1, r2) : Ω(ri) = ω(ri) = mi, P−(r1r2) > xτ ,
(r1, r2) satisfait (F (i)j (m, (s1, s2), i)) pour 1 6 j  1
}
où (F (i)j (m, (s1, s2), i)) désigne une inégalité du type
Y N(i)εP (
−→
β (1))(r1)P (
−→
β (2))(r2) ≺ P (
−→γ (1))(s1)P (
−→γ (2))(s2).
Soulignons que les (E(i)j (n, i)) et (F
(i)
j (m, (s1, s2), i)) introduits ci-dessus correspondent
non seulement aux hypothèses sur le support de h mais aussi aux contraintes relatives
à la définition des C(i)(m,n, i), en particulier aux conditions x1+τ 6 s1s2 6 x3/2−τ et
P−(s1s2) > xτ .
La première étape dans l’estimation de S
(
D, C(i)(m,n, i)
)
consiste à rendre les
ensembles R(i)(m, (s1, s2), i) indépendants de (s1, s2) et i. Pour ce faire, on introduit un
paramètre ξ = o(τ) que l’on explicitera dans les applications du paragraphe 8. Dans leurs
travaux, Heath-Brown et Moroz effectuent le choix ξ = (log log x)−$2 où $0 < $2 < 1.
À la lecture de [HB01] et [HBM02], il apparaît en fait que leurs arguments demeurent
valables pour des ξ satisfaisant (log x)−$2 6 ξ où 0 < $2 < 1, hypothèse que l’on suppose
à présent. Une étape importante dans l’estimation de S
(
D, i, C(i)(m,n, i)
)
consiste à
trier les facteurs P (−→α )(si) dans des intervalles du type
[
xvξ, x(v+1)ξ
[
puis à remplacer les
occurrences de P (−→α )(si) par xvξ dans les inégalités, procédure que l’on détaille ci-dessous.
Posant v0 :=
⌊
logN(i)
ξ log x
⌋
, on introduit les ensembles d’exposants
(7.1) ι(S(i)(n, v0)) :=
{
−→v ∈ Zn1 × Zn2 : −→v satisfait (Êj
(i)(n, v0)) pour 1 6 j  1
et vi 6= vj si i 6= j
}
où −→v := (−→v (1),−→v (2)) et (Êj
(i)(n, v0)) désigne l’inégalité associée à (E(i)j (n, i)) définie
par
log Y
ξ log x + (εv0 + 1) <
k1∑
k=1
v
(1)
α
(1)
k
+
k2∑
k=1
v
(2)
α
(2)
k
si ≺ désigne < ou 6 et
log Y
ξ log x + (εv0) >
k1∑
k=1
(v(1)
α
(1)
k
+ 1) +
k2∑
k=1
(v(2)
α
(2)
k
+ 1)
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sinon, ainsi que
R(i)(m,−→v , v0) :=
{
(r1, r2) : Ω(ri) = ω(ri) = mi, P−(r1r2) > xτ ,
(r1, r2) satisfait (F̂j
(i)(m,−→v , v0)) pour 1 6 j  1
}
où (F̂j
(i)(m,−→v , v0)) désigne l’inégalité associée à (F (i)j (m, (s1, s2), i)) définie par
log
(
Y P (
−→
β (1))(r1)P (
−→
β (2))(r2)
)
ξ log x + (εv0 + 1) <
l1∑
l=1
v
(1)
γ
(1)
l
+
l2∑
l=1
v
(2)
γ
(2)
l
.
si ≺ désigne 6 ou < et
log
(
Y P (
−→
β (1))(r1)P (
−→
β (2))(r2)
)
ξ log x + εv0 >
l1∑
l=1
(v(1)
γ
(1)
l
+ 1) +
l2∑
l=1
(v(2)
γ
(2)
l
+ 1).
sinon.
Dans ce qui suit, nous adaptons la méthode du paragraphe 3 de [HB01] et du
paragraphe 5 de [HBM02]. Introduisons, pour −→v ∈ Nn1 ×Nn2 , le poids dn
(
s,−→v
)
en
posant
dn
(
s,−→v
)
= logN(p
(1)
1 ) · · · logN(p
(1)
n1 ) logN(p
(2)
1 ) · · · logN(p
(2)
n2 )
v
(1)
1 · · · v
(1)
n1 v
(2)
1 · · · v
(2)
n2 (ξ log x)n1+n2
(7.2)
si s = s1s2 où Ω(N(si)) = ΩK(si) = ni, si = p(i)1 · · · p
(i)
ni avec xv
(i)
k
ξ 6 N(p(i)k ) < x
(v(i)
k
+1)ξ
pour 1 6 k 6 ni et i ∈ {1, 2}, et dn
(
s,−→v
)
= 0 sinon. Posons également, pour tout
sous-ensemble R de N2 et toute paire d’idéaux (r1, r2) la quantité,
(7.3) b(r1, r2,R) =
{
1 si (N(r1), N(r2)) ∈ R,
0 sinon.
Dans l’esprit du lemme 3.7 de [HB01] et du lemme 5.1 de [HBM02], il est naturel
d’approcher S
(
D, i, C(i)(m,n, i)
)
par la quantité
Ŝ
(
D, i, C(i)(m,n, i)
)
:=
∑
−→v ∈ι(S(i)(n,v0))
Ŝ
(
D, i,R(i)(m,−→v , v0)
)
où
(7.4) Ŝ
(
D, i,R(i)(m,−→v , v0)
)
:=
∑
r1,r2,s∈J (K)
ir1r2s∈D
b(r1, r2,R(i)(m,−→v , v0))dn
(
s,−→v
)
.
Il en résulte l’apparition de termes d’erreur
(7.5) R(i)(m,n) :=
∑
N(i)∈I
|h(i)|
(
R
(
A, i, C(i)(m,n, i)
)
+ σq(F )η
c(N1, N2)q3x
σq(i)R
(
B, i, C(i)(m,n, i)
))
où, pour D = A ou B,
R
(
D, i, C(i)(m,n, i)
)
=
∣∣∣S (D, i, C(i)(m,n, i))− Ŝ (D, i, C(i)(m,n), i)∣∣∣ .
On peut obtenir une borne supérieure de telles quantités en reproduisant les différentes
étapes de la démonstration du lemme 3.7 de [HB01].
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Lemme 7.1. Soit B > 0. Uniformément en x > 2, (N1, N2) ∈ N (η), y1 = 1 ou
y1 > x
τ , y2 > xτ , w un complexe de module 1, h ∈ M(w; y1, y2) et ξ 6 τ2, on a pour
tout i ∈ {1, . . . , 5},∑
m,n
R(i)(m,n) ξτ−6σq(F )η
2x2
log x
∑
N(i)∈I
σq(i)
|h(i)|
N(i) + x
2(log x)−B.(7.6)
Démonstration. On ne décrit ci-dessous que la contribution des termes d’erreur
R
(
A, i, C(i)(m,n, i)
)
, le traitement de R
(
B, i, C(i)(m,n, i)
)
étant en tout point simi-
laire. Soient i un idéal tel que N(i) ∈ I et v0 =
⌊
logN(i)
ξ log x
⌋
. Écrivons le terme d’erreur
R
(
A, i, C(i)(m,n, i)
)
sous la forme
R
(
A, i, C(i)(m,n, i)
)
6 R1
(
A, i, C(i)(m,n, i)
)
+R2
(
A, i, C(i)(m,n, i)
)
+R3
(
A, i, C(i)(m,n, i)
)
où le terme R1
(
A, i, C(i)(m,n, i)
)
est défini comme la différence∣∣∣∣∣∣∣∣∣∣∣
S
(
A, i, C(i)(m,n, i)
)
−
∑
−→v ∈ι(S(i)(n,v0))
∑
s1,s2,r1,r2
ir1r2s1s2∈A
dn(s1s2,−→v )6=0
b(r1, r2,R(i)(m, (N(s1), N(s2)), i))
∣∣∣∣∣∣∣∣∣∣∣
et résulte de l’introduction de ι(S(i)(n, v0)), le terme R2
(
A, i, C(i)(m,n, i)
)
provient du
remplacement de 1 par dn(s1s2,−→v ) et vaut ainsi∑
−→v ∈ι(S(i)(n,v0))
∑
s1,s2,r1,r2
ir1r2s1s2∈A
dn(s1s2,−→v ) 6=0
∣∣1− dn(s1s2,−→v )∣∣ b(r1, r2,R(i)(m, (N(s1), N(s2)), i))
et le terme R3
(
A, i, C(i)(m,n, i)
)
apparaît en remplaçant R(i)(m, (N(s1), N(s2)), i) par
l’ensemble R(i)(m,−→v , v0), c’est-à-dire
R3
(
A, i, C(i)(m,n, i)
)
:=
∑
−→v ∈ι(S(i)(n,v0))
∑
s1,s2
dn(s1s2,−→v )∆(A,m, s1, s2, i)
où
∆(A,m, s1, s2, i) := #
{
(r1, r2) : ir1r2s1s2 ∈ A
(N(r1), N(r2)) ∈ R(i)(m, (N(s1), N(s2)), i)∆symR(i)(m,−→v , v0)
}
,
où ∆sym désigne la différence symétrique.
Au vu de la définition des (Ê(i)j (n, v0)), on observe que tous les idéaux s1 et s2
comptés dans Ŝ
(
A, i, C(i)(m,n, i)
)
apparaissent dans S
(
A, i, C(i)(m,n, i)
)
. Par suite,
dans la mesure où
1− dn(p(1)1 · · · p(1)n1 p
(2)
1 · · · p
(2)
n2 ,
−→v )
=1− logN(p
(1)
1 )
v
(1)
1 ξ log x
· · · logN(p
(1)
n1 )
v
(1)
n1 ξ log x
logN(p(2)1 )
v
(2)
1 ξ log x
· · · logN(p
(2)
n2 )
v
(2)
n2 ξ log x
ξτ−2(7.7)
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dès que xv
(i)
k
ξ 6 N(p(i)k ) < x
(v(i)
k
+1)ξ (cf [[HB01] p.44]), il vient l’inégalité
R2
(
A, i, C(i)(m,n, i)
)
) ξτ−2S
(
A, i, C(i)(m,n, i)
)
.(7.8)
On sépare la suite de la démonstration en deux parties selon que i = 1 ou non.
Cas i ∈ {2, . . . , 5}. Au vu des définitions (5.14), (5.15), (5.16) et (5.17) de C(i)(m,n),
il existe au plus un couple (m,n) pour lequel un idéal rs donné appartienne à C(i)(m,n).
Par suite, on peut observer, en suivant l’argument de la preuve du lemme 3.7 de [HB01]
que l’on a, pour tout N(i) ∈ I et D = A ou B, l’estimation∑
m
R1
(
A, i, C(i)(m, (n, 0), i)
)

∑
jτ−1
∑
(N(p1),...,N(pn))∈∆(i)j (n)
S(A, ip1 · · · pn, C−(xτ ))
où
∆(i)j (n) := {(p1, . . . , pn) : x
τ < p1 6 · · · 6 pn,
x1+τ < p1 · · · pn 6 x3/2−τ , (p1, . . . , pn) satisfait E(i)j (n)
}
et E(i)j (n) désigne une inégalité de la forme
y1 6 p1 6 y1x
ξ, y2x
−ξ 6 pn 6 y2, x
1−τ1−ξ 6 pn 6 x
1−τ1 , p1 · · · pn−1 = x1+τ+O(ξτ
−1)
p1 · · · pn = x3/2−τ+O(ξτ
−1), p1 · · · pn = x1+τ+O(ξτ
−1) ou pj 6 pj+1 6 xξpj .
En utilisant les lemmes 6.4 et 6.5, il suit ainsi l’estimation∑
N(i)∈I
|h(i)|
∑
m,n
R1(A, i, C(i)(m,n, i)) ξτ−5
σq(F )η2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) +x
2(log x)−B
valide pour tout B > 0.
Compte tenu de la borne triviale
∑
m,n S
(
A, i, C(i)(m,n)
)
6 S(A, i, C−(xτ )), la ma-
joration∑
N(i)∈I
|h(i)|
∑
m,n
R2(A, i, C(i)(m,n, i))ξτ−3
σq(F )η2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) +x
2(log x)−B
est aussi une conséquence immédiate du lemme 6.4 combiné à (7.8).
Considérons à présent R3(A, i, C(i)(m,n, i)). On remarque que les termes d’erreur
qui apparaissent proviennent des idéaux irs qui satisfont les conditions
P−(N(s))x−ξ 6 P+(N(r)) 6 P−(N(s)) ou P+(N(s)) 6 P−(N(r)) 6 P+(N(s))xξ.
Lorsque i ∈ {4, 5}, on a alors, d’après les lemmes 2.4, 6.4 et 6.5, l’estimation suivante,
valide pour B > 0,∑
N(i)∈I
∑
m,n
R3
(
A, i, C(i)(m,n, i)
)

∑
N(i)∈I
∑
xτ<N(p1)6x1−τ1
N(p2)=xO(ξ)N(p1)
S(A, ip1p2, C−(xτ ))
η
2x2σq(F )
τ log x
∑
N(i)∈I
|h(i)|σq(i)
N(i)
∑
xτ<p16x1−τ1
p2=p1xO(ξ)
νp1p2
p1p2
+ x2(log x)−B
ξτ−3σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B.
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D’autre part, si j ∈ {2, 3}, les lemmes 2.4, 6.4 et 6.5 permettent d’obtenir, en posant
j = ip1p2l, la majoration∑
N(i)∈I
∑
m,n
R3
(
A, i, C(i)(m,n, i)
)

∑
x1+τ<N(p1)
N(p2)=xO(ξ)N(p1)
S(A, ip1p2, C−(xτ ))

∑
N(i)∈I
|h(i)|
∑
x1+τ<N(p1)
N(ip1l)6x2−τ (log x)c
N(p1)=x
3+O(ξ)
N(il)
P−(N(p1l))>xτ
S(A, ip1l, C−(xτ ))
ξτ−4σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B
valide pour tout B > 0.
Ceci achève l’estimation de R(i)(m,n) lorsque i ∈ {2, . . . , 5}.
Cas i = 1. Dans un premier temps, considérons la contribution issue des ensembles
C(1)(m, (1, 0), i) et C(1)((2, 0),n, i). En observant que le nombre de couples (m,n) dans
lequel intervient chaque idéal r1r2s1s2 est borné si N(r1r2s1s2)  x3(log x)c, les argu-
ments précédents s’adaptent sans difficulté nouvelle, conduisant aux bornes supérieures∑
m
R(1)(m, (1, 0)) ξτ−3σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B
et ∑
n
R(1)((2, 0),n) ξτ−4σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B
pour tout B > 0.
Supposons donc à présent que n > 2. Au vu de la définition (5.24) de C(1)(m, (n, 0), i),
on a la majoration∑
m
R1
(
A, i, C(1)(m, (n, 0), i
)

∑
jτ−1
∑
N(r1)6x1−4τ1
P−(N(r1))>xτ
∑
(N(p1),...,N(pn))∈∆j(n)
S(A, ir1p1 · · · pn, C−(N(p1)))
où
∆j(n) :=
{
(p1, . . . , pn) : xτ < p1 6 · · · 6 pn < x1−τ ,
p2 · · · pn 6 x1+τ < p1 · · · pn 6 x3/2−τ , (p1, . . . , pn) satisfait Ej(n)
}
et Ej(n) désigne une inégalité de la forme :
xτ 6 p1 6 x
τ+ξ, p2 · · · pn = x1+τ+O(ξτ
−1), p1 · · · pn = x1+τ+O(ξτ
−1),
p1 · · · pn = x3/2−τ+O(ξτ
−1) ou pj 6 pj+1 6 xξpj .
On traite la contribution des inégalités
p1 · · · pn = x1+τ+O(ξτ
−1) et p1 · · · pn = x3/2−τ+O(ξτ
−1)
en utilisant les lemmes 6.4 et 6.5. En effet, le lemme 2.4 nous amène à estimer la contri-
bution des idéaux i, r1 et r2 satisfaisant
N(ir1r2) = Y xO(ξτ
−1)(log x)c,
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avec Y = x3/2+τ ou x2−τ et l’on observe que l’on a alors∑
N(i)∈I
|h(i)|
∑
P−(N(r1r2))>xτ
N(ir1r2)=Y x
O(ξτ−1)(log x)c
S(A, ir1r2, C−(xτ ))
ξτ−5σq(F )
η2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B.
Supposons n > 3. Pour les ensembles ∆j(n) restants, au moins l’un des pi n’apparaît
pas dans la définition de E(n), disons pn. Observant que∑
N(r1)6x1−4τ1
P−(N(r1))>xτ
∑
(N(p1),...,N(pn))∈∆j(n)
S(A, ir1p1 · · · pn, C−(N(p1)))
τ−1
∑
N(r1)6x1−4τ1
P−(N(r1))>xτ
∑
xτ<N(p1)6···6N(pn−1)
(N(p1),...,N(pn−1),1) satisfait Ej(n)
N(p1···pn−1)6x1+τ
S(A, ir1p1 · · · pn−1, C−(xτ )),
on déduit, en utilisant les lemmes 6.4 et 6.5, l’estimation∑
N(i)∈I
|h(i)|
∑
m
∑
n>3
R1
(
A, i, C(1)(m, (n, 0), i)
)
ξτ−6σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B.
Si n = 2, l’argument précédent échoue uniquement pour l’inégalité p1 < p2 6 p1xξ.
Le cas échéant, il apparaît que x1/2 < p1 < x3/4−τ/2 ce qui permet de majorer cette
contribution par

∑
N(i)∈I
|h(i)|
∑
x1/2<N(p1)6N(p2)6N(p1)xξ6x
3
4
S(A, ip1p2, C−(xτ ))
ξτ−1σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B.
Par des arguments similaires, les estimations (7.7) et (7.8) permettent de majorer la
contribution des termes R2
(
A, i, C(1)(m, (n, 0), i
)
par
ξτ−2
∑
N(i)∈I
|h(i)|
∑
N(r1)6x1−4τ1
P−(N(r1))>xτ
∑
n>2
∑
xτ<N(p2)6···6N(pn)
N(p2···pn)6x1+τ
S(A, ir1p2 · · · pn, C−(xτ ))
ξτ−5σq(F )η
2x2
log x
∑
N(i)∈I
σq(i)
|h(i)|
N(i) + x
2(log x)−B.
Achevons la démonstration du lemme en étudiant R3
(
A, i, C(1)(m, (n, 0), i
)
. Les ar-
guments précédents s’adaptent sans difficulté pour estimer les différentes contributions,
à l’exception de l’inégalité
P−(s) 6 P−(r2) 6 P−(s)xξ.
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Si n > 3, on majore ce terme d’erreur par∑
N(i)∈I
|h(i)|
∑
N(r1)6x1−4τ1
P−(N(r1))>xτ
∑
xτ<N(p1)6···6N(pn)
N(p1···pn−1)6x1+τ
∑
N(p1)6N(p)6N(p1)xξ
S(A, ir1pp1 · · · pn, C−(N(p)))
τ−2
∑
N(i)∈I
|h(i)|
∑
N(r1)6x1−4τ1
P−(N(r1))>xτ
∑
xτ<N(p1)6···6N(pn−2)
N(p1)<N(p)6N(p1)xξ
N(pp1···pn−2)6x1+τ
S(A, ir1pp1 · · · pn−2, C−(xτ ))
ξτ−6σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B.
Lorsque n = 2, il advient que P−(s) 6 x3/4 et la contribution de tels idéaux est inférieure
à

∑
N(i)∈I
|h(i)|
∑
N(r1)6x1−4τ1
P−(N(r1))>xτ
∑
xτ<N(p1)6x1/2
∑
N(p1)6N(p)6N(p1)xξ
S(A, ir1pp1, C−(N(p1)))
+
∑
N(i)∈I
|h(i)|
∑
x1/2<N(p1)6x3/4
∑
N(p1)6N(p)6N(p1)xξ
S(A, ipp1, C−(xτ ))
ξτ−4σq(F )η
2x2
log x
∑
N(i)∈I
|h(i)|σq(i)
N(i) + x
2(log x)−B.

Au vu du lemme précédent, il convient de montrer que, en moyenne sur m et i,
la quantité ησq(F )
c(N1,N2)q3x3σq(i)Ŝ
(
B, i, C(i)(m,n, i)
)
constitue une bonne approximation de
Ŝ
(
A, i, C(i)(m,n, i)
)
. Estimer Ŝ
(
B, i, C(i)(m,n, i)
)
se réduit essentiellement à étudier les
idéaux p1 · · · pn1+n2 tels que le n-uplet (N(p1), . . . , N(pn1+n2)) appartienne à l’ensemble
G(−→v , t) :=
{
−→x ∈ Rn1+n2 : xi ∈
[
xviξ, x(vi+1)ξ
[
pour 1 6 i 6 n1 + n2 et
n1+n2∏
i=1
xi 6 t
}
Pour considérer de tels idéaux, Heath-Brown obtient dans [HB01] la généralisation
suivante du théorème des idéaux premiers.
Lemme 7.2 ([HB01], Lemma 4.10). Il existe c > 0 tel que, uniformément en t > 1,
x > 2, 1 6 n τ−1 et −→v ∈ Nn satisfaisant τ 6 vjξ pour j ∈ {1, . . . , n}, on ait
(7.9)
∑
(N(p1),...,N(pn))∈G(−→v ,t)
n∏
i=1
logN(pi) = w(t) +O
(
t exp
(
−c
√
log xτ
))
où w(t) = w(−→v , t) désigne la mesure de G(−→v , t).
Le comportement analytique de la fonction w définie dans le lemme 7.2 a été étudié
dans le paragraphe 8 de [HB01].
Lemme 7.3 (Formules (8.3) et (8.4) de [HB01]). Pour t > 0, h > 0 et n > 2, on a∣∣w′(t+ h)− w′(t)∣∣ 6 h
t
(ξ log x)n−2
et
0 6 w′(t) 6 (ξ log x)n−1.
De plus, si n = 1, alors la dérivée à droite w′(v1, t) est la fonction caractéristique de
l’intervalle
[
xv1ξ, x(v1+1)ξ
[
.
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En reproduisant l’argument développé dans le paragraphe 10 de [HB01], on peut
utiliser les lemmes 7.2 et 7.3 pour obtenir une estimation de Ŝ
(
B, i, C(i)(m,n, i)
)
.
Lemme 7.4. Soit i ∈ {1, . . . , 5}. Uniformément pour x > 2, (N1, N2) ∈ N (η), v0 > 0
et I ∈ I tel que N(i) ∈
[
xv0ξ, x(v0+1)ξ)
[
, on a l’estimation
∑
m,n
∣∣∣∣∣∣Ŝ
(
B, i, C(i)(m,n, i)
)
− ηc(N1, N2)q
3x3
N(i)
∑
−→v ∈ι(S(i)(n,v0))
Σ
(
i,R(i)(m,−→v , v0),−→v
)∣∣∣∣∣∣
η
2c(N1, N2)q3x3
ξ2N(i)
(7.10)
où, pour tout sous-ensemble R ⊂ N2,
(7.11)
Σ(i,R,−→v ) :=
∑
r1,r2
b(r1, r2,R)
v
(1)
1 · · · v
(1)
n1 v
(2)
1 · · · v
(2)
n2 (ξ log x)n1+n2N(r1r2)
w′
(
c(N1, N2)q3x3
N(ir1r2)
)
.
Démonstration. Compte tenu des définitions (7.1), (7.4) et (7.3), il suffit de mon-
trer que, uniformément pour n > 1, −→v ∈ Nn tel que vi 6= vj si i 6= j, τ 6 ξvi et tout
ensemble R(m) tel que
R(m) ⊂
{
(r1, r2) : Ω(r1) = ω(r1) = m1,Ω(r2) = ω(r2) = m2 et P−(r1r2) > xτ
}
,
on a
(7.12)
∑
m
∣∣∣∣∣Ŝ(B, i,R(m),−→v )− c(N1, N2)q3x3ηΣ(i,R(m),−→v )N(i)
∣∣∣∣∣ η2c(N1, N2)q3x3N(i)v1 · · · vn
où
Ŝ(B, i,R(m),−→v ) :=
∑
ir1r2s∈B
b(r1, r2,R(m))dn(s,−→v ),
dn(s,−→v ) =
{ logN(p1)··· logN(pn)
v1···vn(ξ log x)n si s = p1 · · · pn avec N(pi) ∈
[
xviξ, x(vi+1)ξ
[
,
0 sinon,
et
Σ(i,R(m),−→v ) =
∑
r1,r2
b(r1, r2,R(m))
v1 · · · vn(ξ log x)nN(r1r2)
w′
(
c(N1, N2)q3x3
N(ir1r2)
)
.
Une fois cette estimation établie, la majoration (7.10) se déduira directement de l’inéga-
lité
∑
n
∑
−→v ∈S(i)(n,v0)
1
v
(1)
1 · · · v
(1)
n1 v
(2)
1 · · · v
(2)
n2
6
∑
n
1
n!
 ∑
vξ−1
1
v
n2  ξ−2.(7.13)
Observons tout d’abord que
Ŝ(B, i,R(m),−→v )
=
∑
r1,r2
b(r1, r2,R(m))
v1 · · · vn(ξ log x)n
∑
xv1ξ6N(p1)<x(v1+1)ξ
···
xvnξ6N(pn)<x(vn+1)ξ
c(N1,N2)q
3x3
N(ir1r2)
<N(p1···pn)6 c(N1,N2)q
3x3
N(ir1r2)
(1+η)
n∏
i=1
logN(pi).(7.14)
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Estimant la somme intérieure à l’aide du lemme 7.2, il vient∑
xv1ξ6N(p1)<x(v1+1)ξ
···
xvnξ6N(pn)<x(vn+1)ξ
c(N1,N2)q
3x3
N(ir1r2)
<N(p1···pn)6 c(N1,N2)q
3x3
N(ir1r2)
(1+η)
n∏
i=1
logN(pi)
=w
(
c(N1, N2)q3x3(1 + η)
N(ir1r2)
)
− w
(
c(N1, N2)q3x3
N(ir1r2)
)
+O
(
c(N1, N2)q3x3
N(ir1r2)
exp
(
−c
√
log xτ
))
.(7.15)
En utilisant les hypothèses faites sur R(m), les formules (7.14), (7.15) et (6.18)
permettent d’écrire∑
m
∣∣∣∣ ∑
r1,r2
b(r1, r2,R(m))
(
w
(
c(N1, N2)q3x3(1 + η)
N(ir1r2)
)
− w
(
c(N1, N2)q3x3
N(ir1r2)
))
−Ŝ(B, i,R(m),−→v )
∣∣∣∣
 c(N1, N2)q
3x3
N(i)v1 · · · vn
exp
(
−c
√
log xτ
)
.
(7.16)
Supposons que n 6= 1. En utilisant le théorème des accroissements finis et le lemme
7.3, on remarque que
w
(
c(N1, N2)q3x3(1 + η)
N(ir1r2)
)
− w
(
c(N1, N2)q3x3
N(ir1r2)
)
=c(N1, N2)ηq
3x3
N(ir1r2)
(
w′
(
c(N1, N2)q3x3
N(ir1r2)
)
+O
(
η(ξ log x)n−2
))
.(7.17)
Au vu de (7.16), (7.17) et (6.18), il s’ensuit que∑
m
∣∣∣∣∣Ŝ(B, i,R(m),−→v )− ηc(N1, N2)q3x3 Σ(i,R(m),−→v )N(i)
∣∣∣∣∣η2c(N1, N2)q3x3N(i)v1 · · · vn .
Supposons à présent que n = 1. La dérivée à droite w′ étant la fonction caractéristique
de
[
xv1ξ, x(v1+1)ξ
[
, on en déduit que l’estimation
w
(
c(N1, N2)q3x3
N(ir1r2)
(1 + η)
)
− w
(
c(N1, N2)q3x3
N(ir1r2)
)
= η c(N1, N2)q
3x3
N(ir1r2)
w′
(
c(N1, N2)q3x3
N(ir1r2)
)
est valide sauf éventuellement lorsque c(N1,N2)q
3x3
N(ir1r2) 6 x
vξ 6 c(N1,N2)q
3x3(1+η)
N(ir1r2) avec v = v1
ou v1 + 1, auquel cas on dispose de la borne triviale
w
(
c(N1, N2)q3x3
N(ir1r2)
(1 + η)
)
− w
(
c(N1, N2)q3x3
N(ir1r2)
)
 η c(N1, N2)q
3x3
N(ir1r2)
.
Par suite, il vient l’estimation∑
m
∣∣∣∣Ŝ(B, i,R(m), v1)− ηc(N1, N2)q3x3 Σ(i,R(m), v1)N(i)
∣∣∣∣
ηc(N1, N2)q
3x3
N(i)v1ξ log x
∑(i)
r1,r2
b(r1, r2,R(m))
N(r1r2)
+ c(N1, N2)q
3x3
N(i)v1
exp(−c
√
log xτ )
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où la sommation
∑(i)
porte sur les idéaux r1 et r2 satisfaisant
c(N1, N2)q3x3−vξ
N(i) 6 N(r1r2) 6
c(N1, N2)q3x3−vξ
N(i) (1 + η)
avec v = v1 ou v1 + 1. En utilisant le fait que τK(j−(xτ )) eO(τ
−1) si N(j) q3x3 ainsi
que la majoration ∑
Y 6N(j)6Y (1+η)
1
N(j)  η + Y
−1/3,
estimation valide pour Y > 1 et conséquence du théorème 3.7, on en déduit finalement
(7.12). 
L’argument de la preuve précédente ne permet pas d’estimer l’analogue de (7.14)
avec A, à savoir ∑
xv1ξ6N(p1)<x(v1+1)ξ
···
xvnξ6N(pn)<x(vn+1)ξ
ip1···pnr1r2∈A
n∏
i=1
logN(pi).
Le rôle manifeste du phénomène de parité dans une telle somme rend caduque la pos-
sibilité de l’étudier directement à partir des seules estimations de Type I obtenues au
paragraphe 3. En vue de lever cette obstruction et de contourner partiellement la dé-
pendance en n dans la somme précédente, introduisons, en nous inspirant des notations
(5.10), (5.11) et (5.12) de [HBM02], les quantités
Ŝe
(
A, i, C(i)(m,n, i)
)
:=
∑
−→v ∈ι(S(i)(n,v0))
Ŝe
(
A, i,R(i)(m,−→v , v0)
)
où
Ŝe
(
A, i,R(i)(m,−→v , v0)
)
:=
∑
ir1r2s∈A
b
(
r1, r2,R(i)(m,−→v , v0)
)
)en
(
s,−→v
)
avec
(7.18) en
(
s,−→v
)
:= w
′(N(s))
v
(1)
1 · · · v
(1)
n1 v
(2)
1 · · · v
(2)
n2 (ξ log x)n1+n2
∑
j|s
N(j)<xτ/2
µK(j) log
(
xτ/2
N(j)
)
.
Compte tenu de la définition de w et du lemme 7.3, on peut observer que en
(
s,−→v
)
et dn
(
s,−→v
)
sont
(7.19){
 τK(s) log x si 0 6 logN(s)ξ log x −
(
v
(1)
1 + · · ·+ v
(1)
n1 + v
(2)
1 + · · ·+ v
(2)
n2
)
6 n1 + n2,
= 0 sinon.
Une étape importante dans l’estimation de S
(
A, i, C(i)(m,n, i)
)
consiste à montrer
que l’erreur introduite en remplaçant dn
(
s,−→v
)
par en
(
s,−→v
)
est suffisamment petite,
ce qui fera l’objet du lemme 7.6 et permettra ainsi de résoudre le problème de parité.
On peut justifier de manière heuristique l’introduction de Ŝe
(
A, i, C(i)(m,n, i)
)
lorsque
n1 + n2 = 1. Dans ce cas, le poids dn
(
s,−→v
)
est égal, à un facteur (v1ξ log x)−1 près, à
la quantité {
w′(N(s)) log(N(s)) si s est premier,
0 sinon.
Une fois remplacée la fonction log par la fonction de von Mangoldt Λ, le terme en
(
s,−→v
)
apparaît en tronquant la convolution Λ(n) = −
∑
d|n µ(d) log d.
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Dans le lemme suivant, nous nous attachons à estimer asymptotiquement la quan-
tité Ŝe
(
A, i, C(i)(m,n, i)
)
. Les estimations de Type I combinées à la formule de Perron
permettent en particulier de la relier à Ŝ
(
B, i, C(i)(m,n, i)
)
en suivant essentiellement
l’argument développé au paragraphe 8 de [HB01].
Lemme 7.5. Soit i ∈ {1, . . . , 5}. Uniformément pour x > 2, (N1, N2) ∈ N (η) et v0 > 1,
on a l’estimation
∑
N(i)∈I
xv06N(i)<x(v0+1)ξ
∑
m,n
∣∣∣∣∣∣Ŝe
(
A, i, C(i)(m,n, i)
)
−σq(F )η2x2
σq(i)
N(i)
∑
−→v ∈ι(S(i)(n,v0))
Σ
(
i,R(i)(m,−→v , v0),−→v
)∣∣∣∣∣∣ η 115 x2(log x)c
où Σ(i,R,−→v ) est défini par (7.11).
Démonstration. Dans l’esprit de la preuve du lemme 3.9 de [HB01] et compte
tenu du lemme 2.4, commençons par remplacer w′(N(s1s2)) par w′
(
c(N1,N2)q3x3
N(ir1r2)
)
. Si
n1 + n2 > 2, on utilise successivement le lemme 2.4, le lemme 7.3, l’inégalité de Hölder
et le lemme 2.2 de sorte que
∑
i,r1,r2,s1,s2
ir1r2s1s2∈A
b (· · · )
(ξ log x)n1+n2
∣∣∣∣∣w′(N(s1s2))− w′
(
c(N1, N2)q3x3
N(ir1r2)
)∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∑
j|s1s2
N(j)<xτ/2
µK(j) log
(
xτ/2
N(j)
)∣∣∣∣∣∣∣∣∣
 η
1
4
ξ2 log x
∑
j∈A
τK(j)5
 η
1
4
ξ2 log x#A
39/40
 ∑
16n1,n262qx
τK((n1ω1 + n2ω2))200
1/40
 η
11
5 x2(log x)c.
On considère à présent le cas n1 + n2 = 1. Le lemme 2.4 entraîne la validité
de la formule w′(N(s1s2)) = w′
(
c(N1,N2)q3x3
N(ir1r2)
)
excepté pour les idéaux qui satisfont
N(ir1r2) = c(N1, N2)q3x3−vξ(1 + O(η
1
4 )) pour v = v1 ou v1 + 1. Par suite, on peut
reproduire l’argument développé au cours de la preuve du lemme 7.4 conduisant à l’esti-
mation de
∑(i) b(r1,r2,R(m))
N(r1r2) . En utilisant le lemme 3.5, on peut majorer le terme d’erreur
ainsi engendré par
ξ−1
∑
i,s
N(i)∈I
τK(s)
∑(i)
r
irs∈A
τK(r)
ξ−1
 ∑
N(i)∈I
∑(i)
N(ri)x2−τ/2(log x)c
#Air

44/45 ∑
16n1,n262qx
τK((n1ω1 + n2ω2))135
1/45
η
11
5 x2(log x)c.
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Définissons
Σ1
(
i,R(i)(m,−→v , v0)
)
:=
∑
r1,r2
b
(
r1, r2,R(i)(m,−→v , v0)
)
v
(1)
1 · · · v
(1)
n1 v
(2)
1 · · · v
(2)
n2 (ξ log x)n1+n2
w′
(
c(N1, N2)q3x3
N(ir1r2)
)
×
∑
N(j)<xτ/2
µK(j)#Ar1r2ij log
(
xτ/2
N(j)
)
.
Dans la mesure où N(ir1r2j)  x2−τ/2(log x)c, le lemme 3.5 combiné à l’estimation
αq(r1r2) = 1 +O
(
1
τxτ
)
entraînent, pour tout B > 0, l’inégalité suivante
∑
N(i)∈I
∑
m
∣∣∣∣∣Σ1 (i,R(i)(m,−→v , v0))
− η
2x2
ζq(2)
Σ
(
i,R(i)(m,−→v , v0),−→v
) ∑
N(j)<xτ/2
αq(ij)
N(ij) µK(j) log
(
xτ/2
N(j)
)∣∣∣∣∣∣∣
 x
2
v
(1)
1 · · · v
(1)
n1 v
(2)
1 · · · v
(2)
n2
(log x)−B.
(7.20)
Montrons à présent, pour tout B > 0, l’estimation
∑
N(i)∈I
∑
m
Σ
(
i,R(i)(m,−→v , v0
)
,−→v )
N(i)
∣∣∣∣∣∣∣ζq(2)−1
∑
N(j)<xτ/2
αq(ij)
N(j) µK(j) log
(
xτ/2
N(j)
)
−σq(F )σq(i)
∣∣∣∣∣∣∣
 1
v
(1)
1 · · · v
(1)
n1 v
(2)
1 · · · v
(2)
n2
(log x)−B
(7.21)
ce qui conclura la preuve du lemme au vu de (7.13).
Dans cette direction, écrivons∑
N(j)<xτ/2
αq(ij)
N(j) µK(j) log
(
xτ/2
N(j)
)
= αq(i)
∑
m<xτ/2
ξ̂q(i,m)
m
log
(
xτ/2
m
)
(7.22)
où ξ̂q(i,m) = 0 si αq(i) = 0 et ξ̂q(i, ·) est la fonction multiplicative définie par
ξ̂q(i, pk) :=
∑
N(j)=pk
µK(j)
αq(ij)
αq(i)
(7.23)
sinon. Compte tenu de la décomposition des idéaux premiers dans J (K), on observe
que, pour tout premier p et k > 4,
(7.24) ξ̂q(i, pk) = 0.
De plus, si αq(i) 6= 0, p est un premier q-régulier et k > 1, la formule (3.24) entraîne que
(7.25) ξ̂q(i, pk) =

− νp1+p−1 si k = 1 et p - N(i),
−1 si k = 1 et p|N(i),
0 sinon
Soit i un idéal tel que αq(i) 6= 0. La formule de Perron (voir le théorème II.2.5 de
[Ten08]) permet d’établir (7.21). En effet, au vu de (7.24) et (7.25), la série de Dirichlet
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ζ
ξ̂q(i,·)
(s) définie par
ζ
ξ̂q(i,·)
(s) :=
∑
n>1
ξ̂q(i, n)
ns
,
est telle que ζ
ξ̂q(i,·)
ζK(s) définit un produit eulérien absolument convergent si σ > 12 . Par
suite, on a
∑
N(j)<xτ/2
αq(ij)
αq(i)N(j)
µK(j) log
(
xτ/2
N(j)
)
= 12iπ
∫ 1
log x+i∞
1
log x−i∞
ζ
ξ̂q(i,·)
(s+ 1)xsτ/2ds
s2
.(7.26)
Compte tenu des propriétés analytiques de la série ζK(s) mentionnées au chapitre 1,
l’application du théorème des résidus conduit à la formule
∑
N(j)<xτ/2
αq(ij)
αq(i)N(j)
µK(j) log
(
xτ/2
N(j)
)
= Res
(
ζ
ξ̂q(i,·)
(s+ 1)xsτ/2s−2
)
s=0
+R(i)
= λ−1K (ζξ̂q(i,·)ζK)(1) +R(i)
où
R(i) := 12iπ
∫
V
ζ
ξ̂q(i,·)
(s+ 1)xsτ/2ds
s2
et V est le chemin de sommets 1log x − i∞,
1
log x − iT , −
c
log T − iT , −
c
log T + iT ,
1
log x + iT ,
1
log x + i∞ où T = exp(
√
log xτ/2). Un calcul direct de produit eulérien conduit à la
formule
αq(i)
ζq(2)λK
(
ζ
ξ̂q(i,·)
ζK
)
(1) = σq(F )σq(i).
Pour traiter R(i), on peut remarquer à l’aide de (3.25) et (7.25) que l’on a, dès que
Re(s) > 1/2, l’estimation
αq(i)(ζξ̂q(i,·)ζK)(s)Re(s) αq(i)
∏
p|qN(i)
(
1 +O
( 1
pRe(s)
)) ∏
p q-singulier
( 3∑
k=0
ξq(ip, pk)
pkRe(s)
)
Re(s) τK(i)cN(iq-s)1/3(log x)c.
Il suit alors de la majoration de ζ−1K (s) due à Wu [Wu96] – rappelée dans le lemme 1.1
du chapitre 1 – que l’on a
αq(i)R(i) αq(i)
∫
V
∣∣∣(ζ
ξ̂q(i,·)
ζK
)
(s+ 1)
∣∣∣ ∣∣∣ζ−1K (s+ 1)∣∣∣xsτ/2dss2
 τK(i)cN(iq-s)1/3 exp
(
−c
√
log xτ/2
)
.
En sommant sur i, on obtient alors que, pour tout ε > 0, on a∑
N(i)x2
αq(i)
N(i)R(i) exp
(
−c
√
log xτ/2
) ∑
N(i1)x2
i1 q-régulier
τK(i1)c
N(i1)
∑
i2 q-singulier
τK(i2)c
N(i2)2/3
 exp
(
−c
√
log xτ/2
)
ce qui établit (7.21). 
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L’estimation du terme d’erreur qui apparaît avec le remplacement de dn
(
s,−→v
)
par
en
(
s,−→v
)
a constitué le tour de force majeur des travaux de Heath-Brown et Moroz (voir
à ce sujet les paragraphes 8 et 10 à 12 de [HB01], les paragraphes 6 et 7 de [HBM02]
et les paragraphes 4 et 5 de [HBM04]). De telles estimations de sommes, dites de Type
II, se révèlent être l’ingrédient nécessaire pour s’affranchir du phénomène de parité.
Lemme 7.6. Soient B > 0, C une classe d’idéaux. Uniformément pour h : J (K)→ C
et b : J (K)2 → C deux fonctions bornées par 1,x > 2, x1+τ 6V 6 x
3
2−τ et ξ 6 τ , on a
SV :=
∑
s∈C∩J (K)
i,r1,r2∈J (K)
ir1r2s∈A
V <N(s)62V
h(i)b(r1, r2)
(
dn
(
s,−→v
)
− en
(
s,−→v
))
 x2(log x)−B
où la constante implicite dépend du zéro de Siegel.
Démonstration. D’après la discussion algébrique du paragraphe 2 et le théorème
des facteurs invariants, il existe des entiers z1, z2 > 1 et une base entière (w1, w2, w3) de
Cl
(
δ−1
)
tels que z1|z2 et (z1w1δ, z2w2δ) soit une base entière de Λ(ω1, ω2). Au vu de la
formule (2.1), on peut supposer sans perte de généralité que z1 = 1. En considérant le
changement de base ainsi induit, le problème général se réduit à considérer les valeurs
NK/Q ((a′1 + n′1q)w1δ + (a′2 + n′2q)z2w2δ))
N(d)
avec (a′1, a′2, q) = 1 sous les conditions (n′1, n′2) ∈ K′.X où K′ est un compact dont le
bord est paramétré par un lacet de classe C1 par morceaux et (a′1 + n′1q, a′2 + n′2q) = 1.
En scindant l’ensemble des n′1 en classes de congruences modulo z2, on se ramène ainsi
à étudier
NK/Q ((a′′1 + n′′1qz2)w1δ + (a′2z2 + n′2qz2)w2δ))
N(d) .
Par un argument de convolution, on peut finalement supposer que les entiers a′′1 +n′′1qz2
et a′2z2 + n′2qz2 sont premiers entre eux. En résumé, on peut supposer sans perte de
généralité que F est défini par (2.1) et qu’il existe une base entière (w1, w2, w3) de
Cl
(
δ−1
)
telle que wiδ = ωi pour i = 1, 2.
Grâce à ces réductions et en utilisant la définition de (w1, w2, w3), observons que
l’existence d’un premier p tel que pOK|(n1ω1 +n2ω2)d−1 entraînerait que p|(n1, n2). Par
suite, on a A ⊂ P où P désigne l’ensemble des idéaux primitifs, à savoir
P := {j ∈ J (K) : pOK - j pour tout premier p} .
En vue de s’affranchir de la condition de coprimalité dans la définition de A, écrivons,
à l’aide du principe d’inclusion-exclusion, la relation
SV =
∑
i,r1,r2∈J (K)
ir1r2∈P
h(i)b(r1, r2)
∑
s∈P∩C
V <N(s)62V
ir1r2s∈A
fn
(
s,−→v
)
=
∑
m>1
µ(m)SV (m)
où
fn
(
s,−→v
)
:= dn
(
s,−→v
)
− en
(
s,−→v
)
,(7.27)
SV (m) :=
∑
i,r1,r2∈J (K)
ir1r2∈P
h(i)b(r1, r2)
∑
s∈P∩C
V <N(s)62V
ir1r2s∈A(m)
fn
(
s,−→v
)
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et
A(m)=
{
((a1+n1q)ω1+(a2+n2q)ω2)d−1 : (n1, n2) ∈ C(N1, N2),m|(a1 + n1q, a2 + n2q)
}
.
Soit M > 1 un paramètre qui sera explicité plus tard. Au vu de (7.19), du lemme
2.2 et de la borne sur b et h, on peut estimer la contribution des entiers m > M en
s’inspirant de la majoration (11.2) de [HB01] par
∑
m>M
∣∣∣∣∣∣∣∣∣∣∣
∑
ir1r2∈P
h(i)b(r1, r2)
∑
s∈P∩C
V <N(s)62V
ir1r2s∈A(m)
fn
(
s,−→v
)
∣∣∣∣∣∣∣∣∣∣∣
6 log x
∑
m>M
∑
j∈A(m)
τK(j)4
 x
2
M
(log x)c.(7.28)
Pour traiter les entiers m 6M , on suit essentiellement la démarche développée dans
la preuve du lemme 3.10 de [HB01], de la proposition 6.1 de [HBM02] ainsi que de la
proposition 4.2 de [HBM04]. En appliquant l’inégalité de Cauchy-Schwarz, on observe
tout d’abord que
SV (m) 6
 ∑
N(j) q3x3
V
τK(j)4

1
2
S
(0)
V (m)
1
2

(
x3
V
) 1
2
S
(0)
V (m)
1
2 (log x)c
où
S
(0)
V (m) :=
∑
j∈P
∣∣∣∣∣∣∣∣∣∣∣
∑
s∈P∩C
V <N(s)62V
js∈A(m)
fn(s,−→v )
∣∣∣∣∣∣∣∣∣∣∣
2
.
En développant le carré et en isolant les termes diagonaux, on obtient la décomposition
S
(0)
V (m) = S
(1)
V (m) + S
(2)
V (m) avec
S
(1)
V (m) :=
∑
j∈P
∑
s∈P∩C
V <N(s)62V
js∈A(m)
fn
(
s,−→v
)2
,
S
(2)
V (m) :=
∑
s1,s2∈P∩C
fn
(
s1,
−→v
)
fn
(
s2,
−→v
)
δV,m(s1, s2)
et
δV,m(s1, s2) :=
{
# {j : js1, js2 ∈ A(m)} si V < N(s1), N(s2) 6 2V et s1 6= s2,
0 sinon.
(7.29)
La somme S(1)V (m) peut être majorée en utilisant (7.19) et le lemme 2.2. Il vient ainsi la
majoration
S
(1)
V (m) (log x)
2τ(m)c
∑
n1,n2 qXm
τK(n1ω1 + n2ω2)3 
τ(m)c
m2
x2(log x)c.(7.30)
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La difficulté essentielle qui apparaît dans l’estimation de S(2)V (m) réside dans le carac-
tère éparse de A(m). Une idée originale développée par Heath-Brown et Moroz consiste
à réécrire δV,m(s1, s2) en exploitant le fait que A(m) est inclus dans un sous-module de
Cl
(
δ−1
)
de rang 2.
Pour chaque idéal s, considérons le représentant de s introduit dans [HBM02], à
savoir l’unique entier β(s) de I(K) associé à s par l’isomorphisme I(K)/O∗K ' G(K)
défini dans le paragraphe 2 et satisfaisant en outre, si r(K) = 1,
(7.31) |β(s)| = N(s)
1
3 εz1 où z ∈
]
−12 ,
1
2
]
et, si r(K) = 3,
(7.32) |σj(β(s))| = N(s)
1
3 |σj(ε1)|z1 |σj(ε2)|z2 où z1, z2 ∈
]
−12 ,
1
2
]
et j ∈ {1, 2, 3},
ε1 et ε2 désignant des unités fondamentales multiplicativement indépendantes.
L’application trace TrK/Q facilite la détection de la condition js ∈ A(m). En effet,
compte tenu de la définition (2.3) de la base duale (w∗1, w∗2, w∗3) de (w1, w2, w3), l’idéal js
est de la forme (n1w1 + n2w2) si et seulement s’il existe α ∈ I(K) tel que (α) = j et
(7.33) Tr(αβ(s)w∗3) = 0.
Fixons une base (v1, v2, v3) de (C Cl(δ))−1. Si α = α1v1 + α2v2 + α3v3 pour des entiers
α1, α2 et α3, alors l’équation (7.33) est équivalente à la relation linéaire
(7.34)
3∑
j=1
αj Tr(vjβ(s)w∗3) = 0.
Étant donnés deux idéaux s1 et s2, posons βi = β(si) pour i = 1, 2 et introduisons
les systèmes de coordonnées
β̂i := (Tr(v1βiw∗3),Tr(v2βiw∗3),Tr(v3βiw∗3)) et α̂ := (α1, α2, α3).
Supposons que jsi =
((
a1 + n(i)1 q
)
ω1 +
(
a2 + n(i)2 q
)
ω2
)
d−1 pour i = 1, 2. En écrivant
les équations (7.34) associées à s1 et s2, on obtient un système linéaire de rang 2 (puisque
s1 6= s2) dont la résolution permet d’exprimer α̂ en fonction de β̂1 et β̂2, compte tenu de
la primitivité de α. On a ainsi
(7.35) α̂ = ± β̂1 ∧ β̂2
D
(
β̂1 ∧ β̂2
)
où D(b1, b2, b3) = p.g.c.d(b1, b2, b3). La condition m|
(
a1 + n(i)1 q, a2 + n
(i)
2 q
)
peut être
récupérée en remarquant que (7.35) implique que
aj + n(i)j q =
∣∣∣∣D (β̂1 ∧ β̂2)−1 hij (β̂1, β̂2)∣∣∣∣
où hij désigne la forme cubique à coefficients rationnels définie par la formule (6.4) de
[HBM02], à savoir
(7.36) hij
(
β̂1, β̂2
)
:= Tr
(
βi
3∑
k=1
(
β̂1 ∧ β̂2
)
k
vkw
∗
j
)
.
Au vu de ces préliminaires, on dispose des analogues des formules (11.5), (11,6) et
(11.7) de [HB01], à savoir
(7.37) |β̂1|, |β̂2|  V
1
3 , |α̂|  qxV −
1
3 et D
(
β̂1 ∧ β̂2
)
 V x−1.
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On étend finalement les définitions (7.27) et (7.29) de fn(·,−→v ) et δV,m(·, ·) aux entiers
algébriques de I(K) en posant
fn
(
β,−→v
)
:=
{
fn
(
s,−→v
)
si s est primitif et β(s) = β,
0 sinon,
δV,m(β1, β2) :=
{
δV,m(s1, s2) si βi = β(si) pour i = 1, 2,
0 sinon,
et on définit la norme N sur R3 comme le polynôme dont les valeurs en b ∈ Q3 satisfont
N (b) = N (β (b)) où β (b) désigne l’entier algébrique de C satisfaisant β̂ (b) = b.
Soit Y un paramètre qui sera explicité plus tard tel que q
1
2 6 Y  x
τ
3 . La contri-
bution des vecteurs satisfaisant D
(
β̂1 ∧ β̂2
)
6 V x−1Y −1 peut être traitée par un argu-
ment de découpage d’une région de R3 en cubes suffisamment petits et en classes de
congruences (voir le lemme 11.1 de [HB01]). En reproduisant la preuve du lemme 11.2
de [HB01], l’inégalité fβ1fβ2 6 f2β1 + f
2
β2
implique l’estimation suivante, analogue de la
majoration de S3 de [[HB01], pp. 70–71],
S
(3)
V (m) :=
∑
(β1),(β2)∈P∩C
D
(
β̂1∧β̂2
)
6V x−1Y −1
fn
(
β1,
−→v
)
fn
(
β2,
−→v
)
δV,m(β1, β2)
 (log x)2
∑
β1,β2
D
(
β̂1∧β̂2
)
6V x−1Y −1
τK((β1))2δV,m(β1, β2) V xY −1(log x)c.
L’estimation de la contribution des termes β1 et β2 tels que D
(
β̂1 ∧ β̂2
)
> V x−1Y −1
consiste principalement à reprendre les arguments de la preuve du lemme 4.3 et du
paragraphe 5 de [HBM04] en tenant compte de la dépendance en m et q, pour obtenir
un résultat uniforme en q 6 (log x)A. On est donc conduit à considérer la quantité
S
(4)
V (m) :=
∑
(β1),(β2)∈P∩C
D
(
β̂1∧β̂2
)
>V x−1Y −1
fn
(
β1,
−→v
)
fn
(
β2,
−→v
)
δV,m(β1, β2).
En découpant la région de sommation de D
(
β̂1 ∧ β̂2
)
en intervalles ]∆, 2∆] où ∆ par-
court un ensemble de puissances de 2, puis en sous-intervalles
]
(Z − 1)Y −2∆, ZY −2∆
]
,
on observe l’existence de V x−1Y −1 < ∆ V x−1 et Y 2 < Z 6 2Y 2 tels que l’on ait
S
(4)
V (m) S
(5)
V (m,Z,∆)Y
2 log x
où
S
(5)
V (m,Z,∆) :=
∑
D∈
]
Z−1
Y 2
∆, Z
Y 2
∆
]
∣∣∣∣∣∣∣∣∣∣
∑
(β1),(β2)∈P∩C
D
(
β̂1∧β̂2
)
=D
fn
(
β1,
−→v
)
fn
(
β2,
−→v
)
δV,m(β1, β2)
∣∣∣∣∣∣∣∣∣∣
.
Au vu de ce qui précède, on peut écrire δV,m(β1, β2) = 1RD,V
(
β̂1, β̂2
)
εq,m
(
β̂1, β̂2, D
)
où RD,V est l’ensemble des
(
β̂1, β̂2
)
satisfaisant les contraintes (7.31) (resp. (7.32)) si
r(K) = 1 (resp. r(K) = 3) ainsi que les conditions
V < N
(
β̂1
)
, N
(
β̂2
)
6 2V et 0 <
∣∣∣∣∣∣
hij
(
β̂1, β̂2
)
D
∣∣∣∣∣∣− (aj + qxηNj) 6 qηx pour i, j = 1, 2,
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tandis que εq,m est l’indicatrice définie par
εq,m
(
β̂1, β̂2, D
)
:=
{
1 si mD|hij
(
β̂1, β̂2
)
et D−1
∣∣∣hij (β̂1, β̂2)∣∣∣ ≡ aj (mod q),
0 sinon.
Au regard de (7.37), on recouvre RD,V en domaines du type C := C1 × C2 où C1 et
C2 sont des cubes de la forme
(7.38)
3∏
j=1
]
V 1/3
nj − 1
Y 2
, V 1/3
nj
Y 2
]
avec n1, n2, n3  Y 2.
Considérons les C intersectant la frontière de la région RD,V (dits de classe II dans
les travaux de Heath-Brown et Moroz) ou dans lesquels hij change de signe.
Lorsque r(K) = 1, on réitère l’argument de comptage de points sur une hypersurface
développé dans le paragraphe 12 de [HB01] et le paragraphe 6 de [HBM02]. Pour
éclaircir l’exposé, attardons-nous sur les cubes C1(n1, n2, n3) × C2(n4, n5, n6) sus-cités
qui possèdent un point ne vérifiant pas l’inégalité
0 6
∣∣∣∣∣∣
hij
(
β̂1, β̂2
)
D
∣∣∣∣∣∣− (aj + qxηNj).
pour un D ∈
]
(Z − 1)Y −2∆, ZY −2∆
]
. Puisque D = ZY −2∆ + O
(
Y −2∆
)
et hij est
cubique, il s’ensuit que, dans les cubes considérés, on a
hij(n1, . . . , n6) = ∆ZY 4V −1(aj + qxηNj) +O
(
qY 4
)
et ∇hij(n1, . . . , n6)  Y 4. En appliquant alors le lemme 4.9 de [HB01] avec les choix
S0 = q et R = R0 = Y 2 et en utilisant l’hypothèse q 6 Y 2, on en déduit qu’il y a
O
(
Y 10q−5
)
hypercubes de côté q contenant de tels 6-uplets d’entiers (n1, . . . , n6). Par
suite, il y a O
(
qY 10
)
cubes C1 × C2 intersectant la frontière de RD,V ou sur lesquels hij
change de signe.
Le cas r(K) = 3 est traité de la même manière, à l’exception de l’inégalité (7.32).
Comme il est indiqué p. 282 de [HBM02], le problème peut alors se ramener à compter
les cubes C contenant des couples
(
β̂1, β̂2
)
satisfaisant une équation du type
A log |σ1(βi)|+B log |σ2(βi)|+ C log |σ3(βi)| = 0 i = 1 ou 2
pour des réels A, B et C.
En utilisant (7.19) et le lemme 11.1 de [HB01] pour majorer la contribution des
cubes précédemment étudiés, on en déduit qu’il existe deux cubes C1 et C2 de la forme
(7.38) tels que C1 × C2 soit inclus dans RD,V pour tout D ∈
]
(Z − 1)Y −2∆, ZY −2∆
]
,
hij soit de signe constant (disons positif) sur C1 × C2 et
S
(5)
V (m,Z,∆) V xY
−3(log x)c + Y 12S(6)V (m,Z,∆,C1 × C2)
où
S
(6)
V (m,Z,∆,C1 × C2) :=
∑
D∈
]
Z−1
Y 2
∆, Z
Y 2
∆
]
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(β1),(β2)∈P∩C(
β̂1,β̂2
)
∈C1×C2
D
(
β̂1∧β̂2
)
=D
fn
(
β1,
−→v
)
fn
(
β2,
−→v
)
εq,m
(
β̂1, β̂2, D
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Par convolution, on peut réécrire S(6)V (m,Z,∆,C1 × C2) sous la forme
S
(6)
V (m,Z,∆,C1 × C2))
=
∑
D∈
]
Z−1
Y 2
∆, Z
Y 2
∆
]
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
d>1
µ(d)
∑
(β1),(β2)∈P∩C(
β̂1,β̂2
)
∈C1×C2
dD|β̂1∧β̂2
fn
(
β1,
−→v
)
fn
(
β2,
−→v
)
εq,m
(
β̂1, β̂2, D
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Dans le paragraphe 12 de [HB01] et p. 282 de [HBM02], Heath-Brown et Moroz dé-
veloppent un argument de réseau qui permet d’estimer la contribution des entiers satis-
faisant dD > d0 où d0 = Y 15V x−1 + V
1
6 . Ils obtiennent en particulier l’estimation∑
D∈
]
Z−1
Y 2
∆, Z
Y 2
∆
] ∑
dD>d0
∑
(β1),(β2)∈P(
β̂1,β̂2
)
∈C1×C2
dD|β̂1∧β̂2
∣∣fn (β1,−→v ) fn (β2,−→v )∣∣ V xY −15(log x)c.
On en déduit donc que
S
(6)
V (m,Z,∆,C1 × C2) V xY
−15(log x)c + S(7)V (m,Z,∆,C1 × C2)
où S(7)V (m, z,∆,C1 × C2) est la somme définie par
∑
D∈
]
Z−1
Y 2
∆, Z
Y 2
∆
]
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
dD6d0
µ(d)
∑
(β1),(β2)∈P∩C(
β̂1,β̂2
)
∈C1×C2
dD|β̂1∧β̂2
fn
(
β1,
−→v
)
fn
(
β2,
−→v
)
εq,m
(
β̂1, β̂2, D
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Soit d∗ le dénominateur commun des hij . On peut écrire hij = (d∗)−1Hij où Hij est
une forme cubique à coefficients entiers qui satisfait Hij(β̂, λβ̂) = 0 pour tout λ au vu de
la définition (7.36). En introduisant des caractères additifs, on peut reformuler, en vue
de l’utilisation d’une inégalité de grand crible, les congruences définissant εq,m(·, ·) ainsi
que la condition dD|β̂1∧ β̂2. On obtient ainsi l’analogue de la formule (5.2) de [HBM04]
suivante
S
(7)
V (m,Z,∆,C1 × C2) =
∑
D∈
]
Z−1
Y 2
∆, Z
Y 2
∆
]
∣∣∣∣∣∣
∑
dD6d0
µ(d)S(8)(m, d,D,C1 × C2)
∣∣∣∣∣∣ ,
où
S(8)(m, d,D,C1 × C2) :=
1
(d∗qmdD)6
∑∗
b1,b2,η1,η2∈(Z/(d∗qmdD)Z)3
e
(
−b1.η1 + b2.η2
d∗qmdD
)
× S (d∗qmdD, b1,C1)S (d∗qmdD, b2,C2)
où
∑∗
indique que la sommation porte sur les vecteurs η1, η2 primitifs satisfaisant
dD|η1 ∧ η2, Hij (η1,η2) ≡ Dd∗ai (mod qDd∗) et Hij (η1,η2) ≡ 0 (mod mDd∗),
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et
S (l, b,C) =
∑
β̂∈C∩Z3
(β)∈P∩C
e
(
b.β̂
l
)
fn
(
β,−→v
)
.
La condition dD|η1 ∧ η2 est équivalente à l’existence d’un entier 1 6 λ 6 dD tel que
η2 ≡ λη1 mod dD et (λ, dD) = 1 en raison de la primitivité de η1 et η2. En écrivant
η2 = λη1 + dDη3 et η1 = η4 + d∗qmη5, on remarque que η3 et η4 sont solutions des
congruences {
Hij (η4, λη4 + dDη3) ≡ Dd∗ai (mod qDd∗),
Hij (η4, λη4 + dDη3) ≡ 0 (mod mDd∗).
En effet, d’après la formule de Taylor, il existe un polynôme H̃ij tel que
Hij(η1, λη1 + dDη3) = Hij(η1, λη1) + dDH̃ij(η1,η3, λ, dD).
Dans la mesure où Hij(η1, λη1) = 0, on observe que{
Hij (η1,η2) ≡ Dd∗ai (mod qDd∗),
Hij (η1,η2) ≡ 0 (mod mDd∗)
si et seulement si {
dH̃ij(η1,η3, λ, dD) ≡ d∗ai (mod qd∗),
dH̃ij(η1,η3, λ, dD) ≡ 0 (mod md∗).
Ce dernier système ne dépendant que des classes de η1 et η3 modulo mqd∗, on en déduit
qu’il est équivalent à {
dH̃ij(η4,η3, λ, dD) ≡ d∗ai (mod qd∗),
dH̃ij(η4,η3, λ, dD) ≡ 0 (mod md∗).
En effectuant le raisonnement en sens inverse, il s’ensuit finalement que les congruences
initiales sont équivalentes au système{
Hij (η4, λη4 + dDη3) ≡ Dd∗ai (mod qDd∗),
Hij (η4, λη4 + dDη3) ≡ 0 (mod mDd∗).
Dans la mesure où la somme définissant S(l, b,C) porte sur les vecteurs β̂ primitifs, la
propriété d’orthogonalité des caractères additifs entraîne que, si η n’est pas primitif,
alors ∑
b∈(Z/(d∗qmdD)Z)3
e
(
− b.η
d∗qmdD
)
S (d∗qmdD, b,C) = 0.
Au vu de ce qui précède, on peut donc écrire
S(8)(m, d,D,C1 × C2) =
1
(d∗qmdD)6
∑
λ∈(Z/(dD)Z)∗
b1,b2∈(Z/(d∗qmdD)Z)3
T (λ, b1, b2)
× S (d∗qmdD, b1,C1)S (d∗qmdD, b2,C2)
avec
T (λ, b1, b2) :=
∑
η3,η4,η5
e
(
−(b1 + λb2) .η5
dD
)
e
(
−(b1 + λb2) .η4 + dDb2.η3
d∗qmdD
)
où η3,η4 ∈ Z/(d∗qm)Z et η5 ∈ Z/(dD)Z satisfont
Hij (η4, λη4+dDη3)≡Dd∗ai (mod qDd∗) et Hij (η4, λη4+dDη3) ≡ 0 (mod mDd∗).
121
Chapitre 3. Fonctions arithmétiques et formes binaires irréductibles de degré 3
La propriété d’orthogonalité des caractères additifs et la majoration triviale entraînent
que
|T (λ, b1, b2)| 6
{
(dD)3(d∗qm)6 si b1 + λb2 ≡ 0 (mod dD),
0 sinon.
De plus, si T (λ, b1, b2) 6= 0, alors b2 est déterminé de manière unique modulo dD par la
donnée de λ et de b1. L’inégalité de Cauchy-Schwarz entraîne alors l’estimation∣∣∣S(8)(m, d,D,C1 × C2)∣∣∣ (qm)3(dD)2 maxi=1,2 ∑
b (mod d∗qmdD)
|S (d∗qmdD, b,Ci)|2 .
Afin d’appliquer une inégalité de grand crible, on réduit les phases b(d∗qmdD)−1 à des
phases irréductibles bl−1, c’est-à-dire telles que (l, b1, b2, b3) = 1. On remarque pour cela
qu’une phase irréductible bl−1 apparaît avec un poids qui peut être majoré uniformément
en q et m par
∑
D>V x−1Y −1
∑
d
l|d∗qmdD
(qm)3
(dD)2  (qm)
5 ∑
v>V x−1Y −1
l|v
τ(v)
v2
 (qm)5 τ(l)
l
xY
log V
V
.
Puisque S(7)V correspond à la contribution des termes satisfaisant dD 6 d0, on en déduit
que
S
(7)
V (m, z,∆,C1 × C2)
m5xY (log x)c
V
max
i=1,2
∑
l6mqd∗d0
τ(l)
l
∑(l)
b (mod l)
|S (l, b,Ci)|2(7.39)
où la sommation
∑(l)
porte sur les vecteurs b tels que (l, b1, b2, b3) = 1.
On peut alors reproduire étape par étape les arguments du paragraphe 13 de [HB01]
pour majorer la somme du membre de droite de (7.39). Il s’ensuit l’estimation
S
(7)
V (m,Z,∆,C1 × C2) m
8xV
(
Y Q
−1/4
1 + Y 46x−τ/2
)
(log x)c
où Q1 := (log x)c(B) avec c(B) > 0 une constante qui peut-être choisie arbitrairement
grande. Par suite, en collectant les différents termes d’erreur, il vient, pour m 6 M , la
borne supérieure
SV (m) x2
(
Y −1/2 +m4
(
Y 15/2Q
−1/8
1 + Y 30x−τ/4
))
(log x)c
et donc, d’après (7.28),
SV  x2
(
M−1 +MY −
1
2 +M5
(
Y 15/2Q
−1/8
1 + Y 30x−τ/4
))
(log x)c.
Quitte à supposer la constante c1 introduite dans la définition de Q1 suffisamment grande
en fonction de A et de B, les choix Y = M4 et M = Q1/2881 assurent que q
1
2 6 Y et
impliquent finalement que
SV  x2(log x)−B.
L’uniformité du résultat en (log x)−$2 6 ξ 6 τ ainsi que la non-effectivité de la constante
implicite sont des conséquences directes de la preuve du lemme 3.8 de [HB01]. 
En conclusion de cette partie, on peut énoncer une borne supérieure du terme d’erreur
S(|h|) défini par (5.28).
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Proposition 7.7. Soit B > 0. Il existe une constante c(B) > 0 telle que, uniformément
en x > 2, (N1, N2) ∈ N (η), y2 > xτ , y1 = 1 ou y1 > xτ , w un complexe de module 1,
h ∈M(w; y1, y2), (log x)−τ 6 ξ 6 τ2 et η = (log x)−c0 où c0 > c(B), on ait
S(|h|) η2x2(log x)−B +
5∑
i=1
∑
m,n
R(i)(m,n)
où les R(i)(m,n) sont définis par (7.5).
Démonstration. Soit c1 > 0. Puisqu’il y a au plus O
(
ξ−1
)
choix possibles pour
chaque vi, les lemmes 7.4, 7.5 et 7.6 entraînent l’existence d’une constante c > 0 indé-
pendante de c1 et η telle que, pour i ∈ {1, . . . , 5},∑
m,n
∑
N(i)∈I
∣∣∣∣Ŝ(A, C(i)(m,n, i)− ησq(F )c(N1, N2)q3xσq(i)Ŝ(B, C(i)(m,n, i))
∣∣∣∣
c1 x2
(
η
11
5 + ξ−cτ−1(log x)−c1
)
(log x)c.
En remarquant que la condition (log x)−τ 6 ξ 6 τ2 entraîne que ξ−cτ−1 6 (log x)c, on
en déduit l’existence de c2 > 0 tel que∑
m,n
∑
N(i)∈I
∣∣∣∣Ŝ(A, C(i)(m,n, i)− ησq(F )c(N1, N2)q3xσq(i)Ŝ(B, C(i)(m,n, i))
∣∣∣∣
c1 x2
(
η
11
5 + (log x)−c1
)
(log x)c2 .
En choisissant c(B) = 5(c2 +B) et c1 = 11(c2 +B) et en utilisant la formule
S(|h|) 6
5∑
i=1
∑
m,n
∑
N(i)∈I
∣∣∣∣Ŝ(A, C(i)(m,n, i)− ησq(F )c(N1, N2)q3xσq(i)Ŝ(B, C(i)(m,n, i))
∣∣∣∣
+
5∑
i=1
∑
m,n
R(i)(m,n),
on en déduit le résultat. 
8. Démonstration du théorème 1.5 et applications
8.1. Démonstration des théorèmes 1.5 et 1.4. Compte tenu des résultats des
paragraphes précédents, il est possible d’estimer les différentes quantités intervenant dans
le théorème 5.2. On obtient alors le résultat suivant qui consiste en une reformulation
du théorème 1.5 en tenant compte de la notation η = (log x)−c0 .
Proposition 8.1. Soit ε > 0. Uniformément en x > 2, y2 > exp
(
log x
(log log x)1−ε
)
, w un
complexe de module 1, h ∈M(w; 1, y2) et (N1, N2) ∈ N (η), on a
(8.1) Mh(A)−
ησq(F )
c(N1, N2)q3x
Mσqh(B)
η2x2
(log log x)1−ε .
D’autre part, si h ∈M(w; y1, y2) où y1 > exp
(
log x
(log log x)1−ε
)
, alors on a
(8.2) Mh(A)−
ησq(F )
c(N1, N2)q3x
Mσqh(B)
η2x2
log y1
log x
log y1(log log x)1−ε
.
Si, de plus, exp
(
log x
(log log x)1/2−ε
)
6 y1 6 y2 6 x1/2−ε, alors on peut remplacer dans
(8.1) et (8.2) le terme 1/(log log x)1−ε par exp
(
−(log log x)1/2−ε
)
.
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Démonstration. Soient τ := (log log x)ε/2−1 et τ1 := (log log x)ε−1. Les lemmes
6.1, 6.3 et 6.7 fournissent une borne supérieure des quantités ∆0(|h|, x2τ/3), Θ(|h|, xτ , xτ1)
et T (|h|) qui est négligeable, compte tenu des choix de τ et τ1. En utilisant la proposition
7.7 avec le choix ξ = τ7, le lemme 7.1, ainsi que la majoration (6.16), on obtient d’autre
part, pour tout B > 0, l’estimation
S(|h|) τη2x2.
En utilisant le lemme 6.6 pour estimer ∆1(|h|) et ∆2(|h|), on en déduit finalement (8.1).
L’estimation (8.2) s’obtient en utilisant (6.15) en lieu et place de (6.14) et en notant
que Θ(|h|, xτ , xτ1) = 0.
Supposons à présent que y2 6 x1/2−ε et posons τ := (log log x)ε/2−1/2 et τ1 := ε/2.
Sous ces conditions, on observe que seuls interviennent les éléments de O(5)K . On a alors
Mh(A)−
ησq(F )
c(N1, N2)q3x
MσqhS(B) S(|h|) + Θ(|h|, xτ , xτ1) + ∆0
(
|h|, x2τ/3
)
.
On en déduit le résultat en utilisant là encore les lemmes 6.1, 6.3 et 6.7, la proposition
7.7 avec le choix ξ := (log x)−τ ainsi que le lemme 7.1. 
Preuve du théorème 1.4. Soit h ∈ M(w). La proposition 4.1 permet d’évaluer
Mσqh(B). Dans la mesure où ω(q)
log log x
log log log x , il vient
Mσqh(B) = c(N1, N2)ηq3x3 (3 log x)
w−1
(
σq(F, h)
Γ(w) +O
( 1
(log x)1−ε
))
Le théorème 1.4 apparaît alors comme une conséquence directe de la proposition 8.1
et de (2.14), dans la mesure où l’hypothèse |w − 1| > 1(log log x)1−ε implique l’estimation
(log x)w−1  1(log log x)1−ε . 
8.2. Valeurs friables de formes binaires cubiques : preuves du théorème
1.2 et du corollaire 1.3. Considérons le cas h = 1S(y) ∈M(1; 1, y). D’après la propo-
sition 8.1, le problème se réduit essentiellement à évaluer Mσq1S(y) (B). Dans la proposi-
tion suivante, nous obtenons une telle estimation comme conséquence du théorème 2.2
du chapitre 1.
Proposition 8.2. Il existe C et c > 0 tels que, pour tout ε > 0 et uniformément pour
(N1, N2) ∈ N (η), x > 3 et exp
(
(log log x)2+ε
)
6 y  q3x3, on ait
Mσq1S(y) (B) =
1
ζq(2)σq(F )
ηc(N1, N2)q3x3ρ (3u)
+O
((
Cω(q) log(q + 1)c + log log x
)
ηc(N1, N2)q3x3ρ(3u)
log(u+ 1)
log y + η
2x3
)
où u = log xlog y .
Démonstration. Rappelons qu’il a été observé, dans la preuve de la proposi-
tion 4.1, que la fonction σZq restreinte aux entiers q-réguliers est un élément de l’en-
semble EK
(
1, 1; 1/2 + ε, c(ε)2ω(q)
)
– en reprenant les notations du chapitre 1 – pour une
constante c(ε) > 0 assez grande. Le théorème 2.2 du chapitre 1 implique que, uniformé-
ment en x > 3 et exp
(
(log log x)5/3+ε)
)
6 y 6 x, on a
(8.3)
∑
n6x
P+(n)6y
n q-régulier
σZq (n) = Λ(q-r)σq (x, y) +O
(
xρ (u)
Lε(y)
)
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où
Lε(y) := exp
(
(log y)3/5−ε
)
, Λ(q-r)σq (x, y) :=

x
∫+∞
0 ρ(u− v) d
(
M
(q-r)
σq (yv)
yv
)
si x /∈ N,
lim
t→x+
Λ(q-r)σq (t, y) si x ∈ N,
et
M (q-r)σq (y
v) :=
∑
n6yv
n q-régulier
σZq (n).
Rappelons que le théorème 1.3 du chapitre 1 assure l’existence de c > 0 tel que, unifor-
mément pour q > 1 et t > 1, on ait l’estimation
M (q-r)σq (t) = λ0(1)t
(
1 +O
(
2ω(q)t−c
))
,(8.4)
où λ0(1) est défini par (4.28). En utilisant une intégration par parties, il vient alors la
formule
Λ(q-r)σq (x, y) = xλ0(1)ρ (u) + x
∫ u
0
ρ′ (u− v)
M
(q-r)
σq (yv)− λ0(1)yv
yv
dv +O
(
2ω(q)x1−c
)
.
(8.5)
Compte tenu de l’estimation uniforme en 0 6 v 6 u suivante
ρ(j)(u− v) log(u+ 1)jρ(u) exp (O(v log(u+ 1)))
établie en suivant [[Ten08], p.507] pour tout j > 0, on obtient l’estimation∫ u
0
ρ′ (u− v)
M
(q-r)
σq (yv)− λ0(1)yv
yv
dv  2ω(q) ρ(u) log(u+ 1)log y(8.6)
qui permet de déduire une formule asymptotique pour Λ(q-r)σq (u, y) valide dans le domaine
1 6 u 6 y1−ε. Le corollaire III.5.14 de [Ten08] impliquant pour tout j > 0 la majoration
(8.7) ρ(j)(u+ v)− ρ(j)(u) vρ(u) (log(u+ 1))j+1
valide pour u, v > 0, il s’ensuit que l’on a, dans le domaine exp
(
(log log x)5/3+ε
)
6 y 6 x,
∫ u
0
(
ρ′
(
u− v + log(1 + η)log y
)
− ρ′ (u− v)
)
M
(q-r)
σq (yv)− λ0(1)yv
yv
dv
2ω(q) ηlog y (log(u+ 1))
2
∫ u
0
ρ(u− v)
ycv
dv
2ω(q)ηρ(u)
( log(u+ 1)
log y
)2
.(8.8)
Il s’ensuit finalement que la formule
∑
x<n6(1+η)x
P+(n)6y
n q-régulier
σZq (n) = λ0(1)ηxρ (u)
(
1 +O
(
2ω(q) log(u+ 1)
log y
))
(8.9)
est valide dans le domaine exp
(
(log log x)5/3+ε
)
6 y 6 x, puis, au vu de (8.4), dans le
domaine x 6 y 6 x2.
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Afin d’évaluer la quantitéMσq1S(y)(B), on écrit la convolution suivante, qui est l’ana-
logue de (4.33), ∑
x<n6(1+η)x
P+(n)6y
σZq (n) =
∑
d6x(1+η)
d q-singulier
σZq (d)
∑
x/d<n6(1+η)x/d
P+(n)6y
n q-régulier
σZq (n).(8.10)
On traite la contributions des entiers nq où d 6 (log x)B est q-singulier en utilisant (8.9).
Compte tenu de l’estimation
ρ(u− v) = ρ(u) (1 +O (v log(u+ 2))) ,(8.11)
valide pour u > 0 et 0 6 v 6 1log(u+2) et conséquence de la formule (III.5.114) de [Ten08],
on observe à l’aide de (4.29) que l’on a, dans le domaine exp
(
(log log x)2+ε
)
6 y  q3x3,
la formule∑
d6(log x)B
d q-singulier
σZq (d)
∑
x/d<n6(1+η)x/d
P+(n)6y
n q-régulier
σZq (n) =
∑
d6(log x)B
d q-singulier
σZq (d)
d
λ0(1)ηxρ(u)
+O
(
ηxρ(u)Cω(q) log(q + 1)c log(u+ 1)log y
)
.
On complète la somme sur d ci-dessus en estimant l’erreur ainsi produite à l’aide de la
méthode de Rankin et de (4.30). Quitte à choisir B suffisamment grand, il vient ainsi
∑
d6(log x)c
d q-singulier
σZq (d)
d
∑
x/d<n6(1+η)x/d
P+(n)6y
n q-régulier
σZq (n) =
ηxρ(u)
ζq(2)σq(F )
+O
(
ηxρ(u)Cω(q) log(q + 1)c log(u+ 1)log y
)
.
Au vu de la majoration triviale∑
x/d<n6(1+η)x/d
P+(n)6y
n q-régulier
σZq (n) 6M (q-r)σq ((1 + η)x/d),
on peut estimer la contribution des entiers q-singuliers d > (log x)B en utilisant (8.4),
(4.29) et la méthode de Rankin pour obtenir finalement l’estimation∑
x<n6(1+η)x
P+(n)6y
σZq (n) =
ηxρ(u)
ζq(2)σq(F )
+O
(
ηx
(
ρ(u)Cω(q) log(q + 1)c log(u+ 1)log y + η
))
,
quitte à choisir B suffisamment grand. En observant que la formule (8.11) entraîne
l’estimation
ρ
(
u+ log(c(N1, N2)q
3)
log y
)
= ρ(u)
(
1 +O
( log log x log(u+ 2)
log y
))
uniformément pour (N1, N2) ∈ N (η), on en déduit le résultat. 
La proposition précédente entraîne que, uniformément en (N1, N2) ∈ N (η) et dans
le domaine (1.8) défini par
x > 3, exp
( log x
(log log x)1−ε
)
6 y,
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on a
ησq(F )
c(N1, N2)q3x
Mσq1S(y)(B) =
η2x2
ζq(2)
ρ (3u)
(
1 +O
(
η2x2 exp
(
−(log log x)1−ε
)))
.
En sommant sur les différents (N1, N2) ∈ N (η), on en déduit le théorème 1.2.
Pour démontrer le corollaire 1.3, on peut se restreindre au domaine (1.8), le résultat
étant une conséquence du corollaire 1 de [dlBB06] lorsque u > (log log x)1−ε (voir la
remarque qui suit le corollaire 1.3). Considérons la convolution
ΨF (K.x, y) =
∑
m6(log x)B
Ψ(1)F
(
K. x
m
, y; 0, 0, 1
)
+O
(
#
{
1 6 n1, n2 6 x : F (n1, n2) ∈ Υ
(
(log x)B
)})
.
Quitte à choisir B suffisamment grand, le terme de reste est O
(
x2(log x)−1
)
d’après le
lemme 6.1. Le corollaire s’obtient comme conséquence du théorème 1.2, puisque l’on a,
d’après (8.11), la suite d’estimations
∑
m6(log x)B
ρ
(
3u− logmlog y
)
m2
= ρ(3u)
∑
m6(log x)B
1
m2
(
1 +O
( logm log(u+ 1)
log y )
))
= π
2
6 ρ(3u)
(
1 +O
( log(u+ 1)
log y
))
.
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Formes affines
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Soient d, t > 1 des entiers, F1, . . . , Ft ∈ Z[X1, . . . , Xd] des formes affines, primitives 1
et deux à deux distinctes et K ⊂ [0, 1]d un compact dont le bord est paramétré par un
lacet de classe C1 par morceaux et satisfaisant Fi(K) ⊂ [0, 1] pour tout i ∈ {1, . . . , t}.
On étudie dans ce chapitre le cardinal
ΨF1···Ft (K.x, y) := #
{
n ∈ K.x ∩ Zd : P+(F1(n) · · ·Ft(n)) 6 y
}
.
De par la dualité entre entiers friables et entiers criblés mentionnée dans l’introduction
de cette thèse, il est intéressant à plus d’un titre de considérer la quantité analogue
πF1···Ft(K.x) := #
{
n ∈ K.x ∩ Zd : F1(n), . . . , Ft(n) sont premiers
}
.
L’approche que nous détaillons ici pour estimer ΨF1···Ft(K.x, y) consiste à étudier dans
quelle mesure certaines méthodes récentes développées pour évaluer πF1···Ft(K.x) peuvent
s’adapter pour détecter la friabilité des valeurs des Fi.
Rappelons les minorations de la quantité
αF := inf
{
α : ΨF
(
[1, x]d, xα
)
α,F xd uniformément pour x > x0(α, F )
}
citées dans l’introduction de cette thèse, dans le cas des polynômes de degré 1, à savoir :
– si F (X) = X(qX + a), alors αF = 0 (Balog et Ruzsa [BR97]) ;
– si F (X) = (X + 1) · · · (X + t), alors αF 6 exp (−1/(t− 1)) (Hildebrand [Hil89]) ;
– si d = 2 et t 6 3, alors αF = 0 (Balog et al [BBDT12]) ;
– si d = 2 et t > 4, alors αF 6 1− 2/t (Balog et al [BBDT12]).
Au cours de leurs travaux sur la conjecture généralisée de Hardy-Littlewood, à savoir
la formule
(0.1) πF1···Ft(K.x) ∼x→+∞
∏
p
(
1− 1
p
)−t (
1− νp
pd
)
Vol(K) x
d
(log x)t
pour des formes affines F1, . . . , Ft sans diviseur fixe, où νp désigne le nombre de solutions
modulo p de F1 · · ·Ft(n) ≡ 0 (mod p), Green et Tao introduisent dans [GT10b] la
notion de complexité de Cauchy-Schwarz.
Définition. Soit F = (F1, . . . , Ft) : Zd → Zt un système de formes affines deux à deux
distinctes. On dit que F est de complexité de Cauchy-Schwarz au plus s en i s’il
existe une partition de l’ensemble
{−→
Fj , j 6= i
}
en s + 1 classes telles que −→Fi ne soit pas
1. Rappelons qu’un élément de Z[X1, . . . , Xd] est dit primitif si ses coefficients sont premiers entre
eux.
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dans le Q-sous-espace vectoriel engendré par une de ces classes, −→Fj désignant la partie
linéaire de la forme affine Fj. On définit la complexité de Cauchy-Schwarz de F ,
notée CC-S(F ) par
CC-S(F ) := inf{s : F est de complexité de Cauchy-Schwarz au plus s en i
pour tout 1 6 i 6 t}
avec la convention inf ∅ = +∞.
Remarques. – Le système (X1, X1+X2, . . . , X1+(k−1)X2) associé au progressions
arithmétiques de longueur k est de complexité de Cauchy-Schwarz k−2 pour k > 2.
– Le système (X1 +
∑
i∈I Xi)I⊂{2,...,d} qui représente le cube de dimension (d − 1)
est de complexité de Cauchy-Schwarz d− 2.
– Un raisonnement d’algèbre linéaire, détaillé dans le lemme 1.6 de [GT10b], permet
d’obtenir l’inégalité CC-S(F ) 6 t− rang(F ) pour tout système F de complexité de
Cauchy-Schwarz finie.
La difficulté de l’étude des systèmes F := (F1, . . . , Ft) croît avec la complexité de
Cauchy-Schwarz CC-S(F ). Différentes approches – décrites ci-dessous – ont été dévelop-
pées en vue d’établir (0.1), permettant de prouver la conjecture généralisée de Hardy-
Littlewood pour les systèmes de complexité de Cauchy-Schwarz finie.
Si F est un système de formes affines de complexité de Cauchy-Schwarz nulle, alors le
Q-espace vectoriel engendré par les parties linéaires des formes affines constituant F est
de dimension t. Un changement de variables réduit essentiellement le problème à l’étude
des entiers friables (resp. premiers) dans les progressions arithmétiques (voir [dlVP97]
et[FT91]). On peut ainsi montrer que, pour tout ε > 0 et dans le domaine
(Hε) x > 3, exp
(
(log log x)
5
3 +ε
)
6 y 6 x,
on a les formules asymptotiques
ΨF1···Ft(K.x, y) = Vol(K)xdρ(u)t
(
1 +OK,F
( log(u+ 1)
log y
))
et
πF1···Ft(K.x) =
∏
p
(
1− 1
p
)−t (
1− νp
pd
)
Vol(K) x
d
(log x)t
(
1 +OK,F
( 1
log x
))
.
Considérons le cas extrême opposé, à savoir les systèmes de complexité de Cauchy-
Schwarz infinie. Il existe alors deux formes affines, disons F1 et F2, ainsi que des entiers
a, b et c non nuls tels que aF1 = bF2 + c. Les travaux relatifs à la conjecture de Polignac
et aux entiers friables translatés tombent notamment dans ce cadre.
Lorsque CC-S(F ) = 1, le problème peut-être attaqué par la méthode du cercle de
Hardy-Littlewood. Dans la première partie de ce chapitre, nous considérons à travers
cette approche les systèmes F := (F1, F2, F3) où F1, F2, F3 ∈ Z[X1, X2] sont des formes
affines.
Il reste à considérer le cas CC-S(F ) ∈ N \ {0, 1}. Les travaux récents de Green, Tao
et Ziegler [GT10b, GT12a, GTZ12] ont permis de prouver (0.1), tout en ouvrant une
voie à l’étude des ordres moyens
(0.2) Mh(K.x;F ) :=
∑
n∈K.x∩Zd
h(F1(n)) · · ·h(Ft(n))
pour des fonctions arithmétiques h générales (voir [Mat12a, Mat13, FH] ou infra). On
étudiera ΨF1···Ft(K.x, y) en utilisant la méthode de Green-Tao dans la deuxième partie
de ce chapitre.
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1. La méthode du cercle de Hardy-Littlewood
La méthode du cercle de Hardy-littlewood constitue un outil adéquat pour étudier
les systèmes de complexité de Cauchy-Schwarz 1. On trouvera dans l’ouvrage [Vau97]
une exposition détaillée de cette méthode contenant différents exemples d’utilisation.
Le point de départ dans son application à l’étude du système (X1, X2, X1 + X2) est la
formule
(1.1) Mh
(
KX1X2(X1+X2).x;X1X2(X1 +X2)
)
=
∫ 1
0
E(x, h;ϑ)2E(x, h;−ϑ) dϑ
où KX1X2(X1+X2) := {(x1, x2) : 0 6 x1, x2, x1 + x2 6 1}, e(t) := exp(2iπt) et
E(x, h;ϑ) :=
∑
n6x
h(n)e (ϑn) ,
valide pour toute fonction arithmétique h.
Pour tout q > 1, εq > 0 et 1 6 a 6 q un entier premier à q, définissons l’arc ma-
jeur M(a, q, εq) comme l’ensemble des réels ϑ ∈ [0, 1] tels que
∣∣∣ϑ− aq ∣∣∣ 6 εq. L’étape
suivante consiste à découper l’intervalle [0, 1] en une composante formée d’arcs majeurs
M =
⋃
a,q6QM(a, q, εq) et un arc mineur m = [0, 1] \M, pour des choix de εq et Q > 1
convenables. En général, il convient de rechercher une formule asymptotique de E(x, h;ϑ)
lorsque ϑ ∈M en vue d’obtenir un terme principal, tandis que les arcs mineurs contri-
buent en tant que termes d’erreur. La précision du terme final obtenue dépend ainsi
directement de la finesse des estimations de la somme d’exponentielles E(x, h;ϑ) utili-
sées.
Dans l’article [vdC39] (voir aussi [Cho44]), van der Corput emploie la méthode du
cercle pour montrer l’existence d’une infinité de progressions arithmétiques de longueur
3 dans l’ensemble des nombres premiers. En 1982, Grosswald [Gro82] donne une version
quantitative de ce résultat en montrant la formule
(1.2) πF3-PA(X1,X2) (K3-PA.x) =
1
2
∏
p>3
(
1− 1(p− 1)2
)
x2
(log x)3
(
1 +O
( 1
log x
))
où
F3-PA(X1, X2)=X1(X1+X2)(X1+2X2) et K3-PA :=
{
(x1, x2) ∈ [0, 1]2 : et x1+2x2 6 1
}
.
Considérons à présent le problème analogue sur les entiers friables à travers l’étude de
ΨX1X2(X1+X2)
(
KX1X2(X1+X2).x, y
)
. Ceci conduit à l’étude de la somme d’exponentielles
E (x, y;ϑ) :=
∑
n6x
P+(n)6y
e (ϑn) .
Dans le domaine
(1.3) x > 3, exp
(
(log x)2/3+ε
)
6 y 6 x,
La Bretèche [dlB98, dlB99] obtient l’estimation
E (x, y;ϑ) = ρ(u)
(
E (x, x;ϑ) +O
(
x
log(u+ 1)
log y
))
.
Il peut en déduire alors la formule
(1.4) ΨX1X2(X1+X2)
(
KX1X2(X1+X2).x, y
)
= Ψ(x, y)
3
2x
(
1 +O
( log(u+ 1)
ρ(u) log y
))
.
En particulier, on observe que ce résultat fournit, pour tout ε ∈]0, 1[, un équivalent de
ΨX1X2(X1+X2)
(
KX1X2(X1+X2).x, y
)
dans le domaine exp
(
log x log log log x
ε log log x
)
6 y.
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Ces toutes dernières années, il y a eu plusieurs avancées spectaculaires sur ce sujet.
Dans [dlBG14], La Bretèche et Granville précisent l’estimation de E (x, y;ϑ) en fonction
de l’approximation rationnelle a/q de ϑ, selon que ϑ soit dans un arc majeur ou non. Ils
en déduisent que la formule
(1.5) ΨX1X2(X1+X2)
(
KX1X2(X1+X2).x, y
)
= Ψ(x, y)
3
2x
(
1 +O
( log(u+ 1)
log y
))
a lieu uniformément dans le domaine (1.3).
En vue d’obtenir un analogue de (1.5) dans un domaine plus large, Lagarias et
Soundararajan supposent l’hypothèse de Riemann généralisée et étudient dans [LS12]
la quantité
(1.6)
∑
P+(n1n2(n1+n2))6y
Φ
(
n1
x
)
Φ
(
n2
x
)
Φ
(
n1 + n2
x
)
.
où Φ est une fonction de classe C∞ à support compact inclus dans ]0,+∞[. L’hypothèse
de Riemann généralisée et le caractère régulier de Φ leur permettent d’établir, au moyen
de la méthode du col, des formules précises de la somme d’exponentielles E (x; Φx,y;ϑ)
où
Φx,y(n) =
{
Φ(n/x) si P+(n) 6 y,
0 sinon,
valides dans le domaine (log x)8+ε 6 y. En approchant 1]0,1] par des approximations
lisses Φ vérifiant les hypothèses précédentes, ils obtiennent comme conséquence de leurs
travaux et uniformément dans le domaine
2 6 (log x)8+ε 6 y 6 exp
(
(log x)1/2−ε
)
,
la borne inférieure suivante
(1.7) ΨX1X2(X1+X2)
(
KX1X2(X1+X2).x, y
)
> S0 (α, y)S1(α)
Ψ(x, y)3
x
(1 + oε(1))
où α = α(x, y) désigne l’unique solution réelle de l’équation∑
p6y
log p
pα − 1 = log x,
S0(α, y) :=
∏
p6y
(
1 + (p− p
α)3
p(p− 1)2(p3α−1 − 1)
) ∏
p>y
(
1− 1(p− 1)2
)
et
S1(α) :=
∫ 1
0
∫ 1−t1
0
α3(t1t2(t1 + t2))α−1 dt2 dt1.
Drappeau [Dra13b] améliore l’estimation de E (x; Φx,y;ϑ) de Lagarias et Sounda-
rajan en affinant entre autres le contour utilisé dans la méthode du col. Il parvient à
couvrir également le domaine (log x)1/3−ε 6 u 6 (log x)1/2+ε qui se situait hors du
champ d’application de [dlBG14] et [LS12]. Sous l’hypothèse de Riemann généralisée
et uniformément dans le domaine
2 6 (log x)8+ε 6 y 6 x,
il démontre en particulier la formule
(1.8) ΨX1X2(X1+X2)
(
KX1X2(X1+X2).x, y
)
= S0 (α, y)S1(α)
Ψ(x, y)3
x
(1 + oε(1)) .
Une telle formule reste cohérente avec (1.5) compte tenu de la relation (voir [Dra13b])
S0(α, y)S1(α) =
1
2 +O
( log(u+ 1)
log y
)
.
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Dans [Dra14], Drappeau montre également que (1.5) est vraie dans le domaine
exp
(
c(log x)1/2 log2 x
)
6 y 6 x
pour une certaine constante c > 0, sans utiliser l’hypothèse de Riemann généralisée.
Très récemment, Harper [Har], en combinant ses estimations sur les arcs mineurs à
celles de Drappeau sur les arcs majeurs, parvient à établir la formule asymptotique (1.8)
dans le domaine
(log x)c 6 y 6 x
où c > 0 est une constante suffisamment grande.
2. La méthode nilpotente de Hardy-Littlewood (ou méthode de Green-Tao)
Dans ses travaux sur le théorème de Szemerédi 2, Gowers [Gow98, Gow01] observe
que l’étude de la corrélation d’une fonction arithmétique h avec des phases linéaires, à
travers la quantité ∑
n6x
h(n)e (αn)
où α ∈ R/Z, n’est en général pas suffisante pour obtenir des estimations convenables de
l’ordre moyen Mh(K.x;F ) dans le cas des systèmes de formes affines F := (F1, . . . , Ft)
de complexité de Cauchy-Schwarz finie s > 2. Afin de pallier l’échec de la méthode du
cercle pour aborder de tels problèmes, Gowers introduit la notion de normes de Gowers.
Celles-ci lui permettent de contrôler les systèmes (X1, X1 + X2, . . . , X1 + (k − 1)X2)
associés aux k-progressions arithmétiques, lorsque k > 4.
Définition 2.1 (Norme U s de Gowers). Soient s > 0 un entier et G un groupe fini
abélien. Pour toute fonction h : G → C, on définit la norme U s(G) de Gowers de h
par
‖h‖2sUs(G) :=
1
|G|s+1
∑
x∈G,y∈Gs
∏
ω∈{0,1}s
C|ω|h(x+ ω.y)
où ω.y = ω1y1 + · · ·+ ωsys et C|ω| est l’opérateur de conjugaison
C|ω|h =
{
h si |ω| := ω1 + · · ·+ ωs est pair,
h sinon.
On peut déduire de l’inégalité de Cauchy-Schwarz des informations non triviales sur
les normes de Gowers (voir le chapitre 3 de [Gow01] et le paragraphe 1 de [GT08a]).
En particulier, pour s > 2, ‖ · ‖Us(G) est effectivement une norme tandis que ‖.‖U1(G) est
une semi-norme. De plus, on a les relations de récurrence
(2.1) ‖h‖Us(G) =
 1
|G|
∑
y∈G
∥∥∥(T yh)h∥∥∥2s−1
Us−1(G)
1/2s et ‖h‖Us−1(G) 6 ‖h‖Us(G)
où
T yh : G −→ C
x 7→ h(x+ y) .
Remarquons enfin l’invariance des normes de Gowers sous l’action de l’opérateur T y :
pour tout y ∈ G et s > 0, on a
(2.2) ‖h‖Us(G) = ‖T yh‖Us(G).
2. Le théorème de Szemerédi [Sze75] énonce l’existence d’une infinité de k-progressions arithmétiques
dans tout ensemble d’entiers de densité asymptotique non nulle.
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Définition 2.2. Soient G un groupe abélien fini et s > 0. On dit qu’une fonction
φ : G→ R/Z est polynomiale d’ordre au plus s si on a, pour tout x, y1, . . . , ys+1 ∈ G,(
∂y1
(
· · · ∂ys+1φ
))
(x) = 0
où l’opérateur ∂y := T y − Id est défini par la formule (∂yφ)(x) = φ(x+ y)− φ(x).
Une conséquence directe des remarques précédentes est l’invariance de la norme
U s(G) sous l’action des phases polynomiales d’ordre au plus s − 1 : pour toute phase
polynomiale φ d’ordre au plus s− 1 et toute fonction f : G→ C, on a
(2.3) ‖e(φ)f‖Us(G) = ‖f‖Us(G).
Cette propriété laisse augurer que la norme U s+1(G) constitue le bon outil pour
étudier les systèmes de complexité de Cauchy-Schwarz s. C’est l’objet du théorème
de von Neumann généralisé, établi dans le cas des progressions arithmétiques par Go-
wers [[Gow01],Theorem 3.2] dont la généralisation à des systèmes quelconques est due
à Green et Tao. Afin d’énoncer ce résultat, étendons la définition des normes de Gowers
à [1, x] par la formule
(2.4) ‖h‖Us[x] :=
∥∥∥h̃∥∥∥
Us(Z/NZ)
‖1[1,x]‖Us(Z/NZ)
où N > 2s+1x est un entier et h̃(n) := h(n) si n ∈ [1, x]∩Z et 0 sinon – une telle quantité
étant indépendante de N .
Théorème 2.3 ([GT10b], Proposition 7.1). Soient d, t, s > 1 des entiers, F : Zd → Zt
un système de formes affines de complexité de Cauchy-Schwarz finie s et K ⊂ [0, 1]d
un compact dont le bord est paramétré par un lacet de classe C1 par morceaux tel que
F (K) ⊂ [0, 1]t. Si x > 1 et ε ∈]0, 1[ sont des réels et h1, . . . , ht : Z/pZ → C sont des
fonctions bornées par 1 telles que
min
16i6t
‖hi‖Us+1[x] 6 ε,
alors ∣∣∣∣∣∣
∑
n∈K.x∩Zd
t∏
i=1
hi(Fi(n))
∣∣∣∣∣∣ = oε(xd) + κ(ε)xd
où lim
ε→0
κ(ε) = 0.
Au vu de la définition 2.1 des normes de Gowers, le théorème précédent ( de Von Neu-
mann généralisé) réduit le problème à étudier les systèmes de la forme F = (Fω)ω∈{0,1}s+1
où Fω(X0, X1, . . . , Xs+1) = X0 +
∑
ωiXi et il n’est pas évident a priori de voir la simpli-
fication qui en résulte. Green, Tao et Ziegler ont établi une caractérisation de la norme
de Gowers à l’aide des nilvariétés, en exhibant un lien entre la taille de ‖h‖Us+1[x] et
la corrélation de h avec des nilsuites polynomiales, objets qui seront introduits dans le
paragraphe 2.1.2.
Théorème 2.4 ([GTZ12],Theorem 1.3). Soient s > 0 un entier et δ ∈]0, 1[. Il existe
une nilvariété G/Γ équipée d’une métrique riemannienne lisse dG/Γ et des constantes
C(s, δ), c(s, δ) > 0 satisfaisant la propriété suivante : si x > 1 et h : [0, x] → C est une
fonction bornée par 1 telle que
‖h‖Us+1[x] > δ,
alors il existe une fonction F : G/Γ → C bornée par 1 et de constante de Lipschitz au
plus C(s, δ) ainsi que des éléments g, a ∈ G/Γ tels que l’on ait∣∣∣∣∣∣
∑
06n6x
h(n)F (gnaΓ)
∣∣∣∣∣∣ > c(s, δ)x.
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Aboutissement d’un travail qui a fait l’objet de plusieurs articles [GT08a, GT12b,
GTZ11, GTZ12, GT14], ce résultat résout la conjecture inverse de la norme de Gowers
(GI(s)) dans le cas s > 2, formulée dans [GT10b]. En construisant une mesure pseudo-
aléatoire sur les nombres premiers et en appliquant le principe de transfert, Green et Tao
développent dans [GT10b] une méthode – dite méthode nilpotente de Hardy-Littlewood
– pour aborder la conjecture généralisée de Hardy-Littlewood. En particulier, celle-ci
leur permet de montrer la formule (0.1) en supposant vraie la conjecture (GI(s)) et la
conjecture (MN(s)) qui assure que, pour tout A > 0, toute nilvariété G/Γ, toute fonction
lipschitzienne F : G/Γ→ [−1, 1] et uniformément en g, a ∈ G/Γ et x > 2, on a
(2.5)
∑
n6x
µ(n)F (gna)G/Γ,A (1 + ‖F‖Lip)
x
(log x)A .
La démonstration de (2.5) dans [GT12a] et la résolution de (GI(s)) achèvent ainsi
l’étude de la conjecture généralisée de Hardy-Littlewood pour les systèmes de complexité
de Cauchy-Schwarz finie.
Le développement de la méthode de Green-Tao laisse entrevoir la possibilité d’obte-
nir une estimation asymptotique de l’ordre moyen Mh(K.x;F ) défini par (0.2) lorsque
CC-S(F ) < +∞. Plusieurs résultats ont été obtenus dans cette direction :
– dans le cas où h désigne la fonction de Möbius µ ou la fonction de Liouville λ,
Green et Tao établissent dans [GT10b] l’estimation
Mh(K.x;F ) = o(xd);
– la corrélation de la fonction diviseur τ avec les formes linéaires est étudiée par
Matthiesen dans [Mat12a] qui établit l’existence d’une constante CF > 0 telle
que
Mτ (K.x;F ) = CFVol(K)xd(log x)t + o
(
xd(log x)t
)
;
– en considérant h = rG le nombre de représentation d’un entier par une forme
quadratique G primitive et irréductible, Matthiesen [Mat12b, Mat13] montre la
formule
MrG(K.x;F ) = CF (G)Vol(K)xd + o
(
xd
)
;
pour une constante CF (G) > 0 ;
– si F1, . . . , Ft ∈ Z[X1, X2] sont des formes linéaires, primitives et deux à deux
distinctes et G est une forme quadratique équivalente à
Gd(n1, n2) :=
{
n21 + n1n2 + d−14 n
2
2 si d ≡ 1 (mod 4),
n21 − dn22 sinon,
où d ∈ {−1,−2,−3,−7,−11,−19,−43,−67,−163}, alors Frantzikinakis et Host
[FH] obtiennent la formule∑
16n1,n26x
h(G(n1, n2)rF1(n1, n2) · · ·Ft(n1, n2)) = o
(
x2
)
pour tout entier r > 1 et toute fonction h multiplicative de module au plus 1
satisfaisant
∑
n6x h(a+ qn) = o(x) pour tous entiers a et q.
Le résultat principal que nous obtenons dans ce chapitre est donné par le théorème
suivant.
Théorème 2.5. Soient d, t > 1 et s > 0 des entiers et K ⊂ [0, 1]d un compact dont le
bord est paramétré par un lacet de classe C1 par morceaux. Pour tout u0 > 1, tout système
F = (F1, . . . , Ft) : Zd −→ Zt de formes affines de complexité de Cauchy-Schwarz finie s
satisfaisant F (K) ⊂ [0, 1]t et uniformément en x > y > x1/u0, on a
(2.6) ΨF1···Ft (K.x, y) = Vol(K)xdρ(u)t + o
(
xd
)
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où la fonction impliquée dans le terme d’erreur ne dépend que de u0, de K et des coeffi-
cients non constants de F .
Il convient de souligner le manque d’effectivité du théorème 2.5, essentiellement dû
à la non effectivité du théorème inverse de la norme de Gowers.
Nous nous sommes restreints ici au cas où le paramètre u := log xlog y est borné. On sait
en effet que, pour u borné, l’ensemble des entiers friables est de densité positive, ce qui
permet d’utiliser les normes de Gowers sans avoir recours au principe de transfert (voir
les paragraphes 6 et 10 de [GT10b]), ce qui était nécessaire pour les nombres premiers.
La démonstration du théorème 2.5 constitue la suite de ce chapitre. Le paragraphe
2.1 rappelle les arguments détaillés par Green et Tao [GT10b] permettant de réduire
le problème à l’estimation d’une norme de Gowers. Finalement, on adapte dans le para-
graphe 2.2 des arguments de Green et Tao [GT12a] et de Matthiesen [Mat12a] pour
établir la non-corrélation des nilsuites avec l’indicatrice des entiers friables.
2.1. Description de la méthode de Green et Tao. On décrit dans cette partie
la méthode de Green et Tao. Dans l’optique de rendre l’exposé autonome à l’exception
du théorème inverse de la norme de Gowers, on redonne en particulier la démonstration
de certains résultats de [GT10b].
2.1.1. Théorème de von Neumann généralisée. La démonstration du théorème 2.3
repose principalement sur le résultat suivant qui illustre, par des applications multiples
de l’inégalité de Cauchy-Schwarz, l’importance des normes de Gowers dans l’étude des
corrélations linéaires d’un groupe cyclique.
Théorème 2.6 (Théorème de von Neumann généralisé). Soit F : Zd → Zt un système
de formes affines de complexité de Cauchy-Schwarz finie s > 0. Pour tout premier p
suffisamment grand en fonction des coefficients non-constants de F et toutes fonctions
h1, . . . , ht : Z/pZ→ C bornées par 1, on a∣∣∣∣∣∣∣
∑
n∈(Z/pZ)d
t∏
i=1
hi(Fi(n))
∣∣∣∣∣∣∣ 6 pd mini=1,...,t ‖hi‖Us+1(Z/pZ).
Démonstration. Au vu de la définition 2.1, on peut supposer que F1, . . . , Ft sont
des formes linéaires. Quitte à changer l’indexation, on fait l’hypothèse supplémentaire
que mini=1,...,t ‖hi‖Us+1(Z/pZ) = ‖h1‖Us+1(Z/pZ). Puisque F est de complexité de Cauchy-
Schwarz au plus s en 1, on note l’existence de vecteurs f1, . . . ,f s+1 de Zd qui satisfont
F1(f j) 6= 0 et G(f j) = 0 pour tout G ∈ Aj où
⋃s+1
j=1Aj désigne la partition introduite
dans la définition de la complexité de Cauchy-Schwarz. On écrit alors
∑
n∈(Z/pZ)d
t∏
i=1
hi(Fi(n)) =
1
ps+1
∑
(m,n)∈(Z/pZ)s+1×(Z/pZ)d
t∏
i=1
hi
s+1∑
j=1
mjFi(f j) + Fi(n)
 .
En observant que Fi ∈ Aj implique Fi(f j) = 0, il s’ensuit que, pour tout i ∈ {2, . . . , t},
la forme
(∑s+1
j=1XjFi(f j) + Fi(n)
)
ne dépend pas de toutes les variables Xj . Par suite,
pour tout n ∈ Zd et m ∈ Zs+1, on peut écrire
t∏
i=1
hi
s+1∑
j=1
mjFi(f j) + Fi(n)
 =h1
s+1∑
j=1
mjF1(f j) + F1(n)
 s+1∏
j=1
gj,n(m)
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où gj,n : (Z/pZ)s+1 → C est bornée par 1 et indépendante de mj . Il suffit alors d’établir
que
(2.7)
∣∣∣∣∣∣
∑
m∈(Z/pZ)s+1
h1(m1 + · · ·+ms+1)
s+1∏
j=1
gj(m)
∣∣∣∣∣∣ 6 ps+1‖h1‖Us+1(Z/pZ)
pour toutes fonctions gj : (Z/pZ)s+1 → C bornées par 1 et indépendantes de mj où
j ∈ {1, . . . , s+1}. Sous l’hypothèse que p ne divise pas F1(f j) pour tout j ∈ {1, . . . , s+1}
et compte tenu de la relation (2.2), on pourra en effet en déduire que
∑
n∈(Z/pZ)d
∣∣∣∣∣∣
∑
m∈(Z/pZ)s+1
h1
s+1∑
j=1
mjF1(f j) + F1(n)
 s+1∏
j=1
gj,n(m)
∣∣∣∣∣∣
6ps+1
∑
n∈(Z/pZ)d
∥∥∥TF1(n)h1∥∥∥
Us+1(Z/pZ)
6pd+s+1‖h1‖Us+1(Z/pZ)
ce qui implique le résultat.
On montre (2.7) par récurrence sur s, l’initialisation s = 0 étant triviale. Supposons
donc s > 1 et le résultat vrai jusqu’au rang s − 1. L’inégalité triangulaire, la borne sur
g1 et l’inégalité de Cauchy-Schwarz impliquent que∣∣∣∣∣∣
∑
m∈(Z/pZ)s+1
h1(m1 + · · ·+ms+1)
s+1∏
j=1
gj(m)
∣∣∣∣∣∣
6
∑
(m2,...,ms+1)∈(Z/pZ)s
∣∣∣∣∣∣
∑
m1∈Z/pZ
h1(m1 + · · ·+ms+1)
s+1∏
j=2
gj(m)
∣∣∣∣∣∣
6p
s
2
 ∑
m∈(Z/pZ)s+1
∑
l∈Z/pZ
(
(T lh1)h1
)
(m1 + · · ·+ms+1)
×
s+1∏
j=2
gj(m1 + l, . . . ,ms+1)gj(m1, . . . ,ms+1)
1/2 .
Il suit alors de l’hypothèse de récurrence, de (2.2), de l’inégalité de Hölder (ou d’une
application multiple de l’inégalité de Cauchy-Schwarz) et de (2.1) que∣∣∣∣∣∣
∑
m∈(Z/pZ)s+1
h1(m1 + · · ·+ms+1)
s+1∏
j=1
gj(m)
∣∣∣∣∣∣
6p
s
2
ps ∑
m1,l∈Z/pZ
∥∥∥Tm1 ((T lh1)h1)∥∥∥
Us(Z/pZ)
1/2
6ps+
1
2
 ∑
l∈Z/pZ
∥∥∥(T lh1)h1∥∥∥
Us(Z/pZ)
 12
6ps+1−
1
2s+1
 ∑
l∈(Z/pZ)
∥∥∥(T lh1)h1∥∥∥2s
Us(Z/pZ)
 12s+1
=ps+1‖h1‖Us+1(Z/pZ).

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De manière générale, la difficulté de l’étude de ‖h‖Us(Z/pZ) croit avec s. On verra dans
la suite que le théorème inverse de la norme U s+1 de Gowers est effectif pour s ∈ {0, 1, 2}
mais ne l’est plus pour s > 3. Il apparaît donc intéressant d’étudier l’existence ou non
de systèmes de formes affines de complexité de Cauchy-Schwarz s dont le comportement
puisse être contrôlé par la norme U s(Z/pZ), c’est-à-dire pour lesquels la norme U s de
Gowers intervient dans l’estimation de la somme∑
n∈(Z/pZ)d
h(F1(n)) · · ·h(Ft(n)).
Ceci justifie la définition suivante de la vraie complexité.
Définition 2.7 ([GW10], Definition 2.4). Soit F : Zd → Zt un système de formes
affines deux à deux linéairement indépendantes. On définit la vraie complexité de F
comme le plus petit entier s > 0 satisfaisant la propriété suivante : pour tout ε > 0, il
existe δs(ε) > 0 tel que, pour tout groupe abélien G fini et pour toute fonction h : G→ C
bornée par 1 et satisfaisant ‖h‖Us+1(G) 6 δs(ε), on ait∣∣∣∣∣∣
∑
n∈Gd
h(F1(n)) · · ·h(Ft(n))
∣∣∣∣∣∣ 6 ε|G|d.
La caractérisation de la vraie complexité de F a fait l’objet de différents travaux.
Dans [GW11], Gowers et Wolf formulent la conjecture suivante.
Conjecture 2.8. Soit F : Zd → Zt un système de formes linéaires deux à deux linéai-
rement indépendantes. La vraie complexité de F est le plus petit entier s > 0 tel que le
système F s+1 :=
(
F s+11 , . . . , F
s+1
d
)
soit de rang d.
En restreignant la définition de la vraie complexité aux groupes cycliques de la forme
G = Z/NZ, cette conjecture a été démontrée pour s = 1 dans [GW11] où une dépen-
dance effective entre ε et δs(ε) est explicitée. Le cas s > 2 a été prouvé par Green
et Tao dans [GT10a] par des méthodes différentes de celles employées par Gowers et
Wolf et sans préciser de lien entre ε et δs(ε). Notons que les deux notions de com-
plexité précédemment définies ne coïncident pas : la vraie complexité est strictement
plus fine que la complexité de Cauchy-Schwarz. On peut ainsi montrer que les systèmes
(x, y, z, x+ y+ z, x+ 2y− z, x+ 2z− y), (x, x+ y, x+ z, x+ y+ z, x+ y− z, x+ z− y) ou
(x, x+a, x+ b, x+ c, x+a+ b, x+a+ c, x+ b+ c) sont de complexité de Cauchy-Schwarz
2 et de vraie complexité 1 (voir [GW10]).
Dans la fin de ce paragraphe, nous reprenons en détail les arguments de Green et
Tao [GT10b] qui conduisent à la démonstration du théorème 2.3.
Preuve du théorème 2.3. La démonstration du théorème 2.6 repose en partie sur
des propriétés spécifiques à Z/pZ. Il convient à présent de transférer le problème initial
dans Z/pZ, en reproduisant l’argument développé dans l’appendice C de [GT10b].
Soient ε ∈
]
x−1, 1
[
un paramètre suffisamment petit et χ(ε)K.x une fonction lisse à
valeurs dans [0, 1] satisfaisant les propriétés suivantes :
– le support de χ(ε)K.x est inclus dans K.x,
– χ(ε)K.x(x) = 1 dès que inf
{
d2(x,y) : y ∈ Rd \ K.x
}
> εx où d2 désigne la distance
euclidienne de Rd.
– χ(ε)K.x est O(1/(εx))-lipschitzienne.
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En remplaçant 1K.x par son approximation régulière χ(ε)K.x (voir la construction de
l’annexe B) et dans la mesure où les hi sont bornés par 1, on obtient la formule∑
n∈K.x∩Zd
t∏
i=1
hi(Fi(n)) =
∑
n∈Zd
χ
(ε)
K.x(n)
t∏
i=1
hi(Fi(n)) +O
(
εxd
)
.
Soit p ∈ [2s+1x, 2s+2x] un nombre premier satisfaisant les hypothèses du théorème
2.6, son existence étant assurée par le théorème de Tchebychev. Compte tenu des hypo-
thèses K ⊂ [0, 1]d et F (K) ⊂ [0, 1]t, le plongement [0, x] ∩ Z → Z/pZ
n 7→ n (mod p) permet
d’écrire ∑
n∈Zd
χ
(ε)
K.x(n)
t∏
i=1
hi(Fi(n)) =
∑
n∈(Z/pZ)d
χ
(ε,p)
K.x (n)
t∏
i=1
h
(p)
i (Fi(n))
où l’on a posé χ(ε,p)K.x (n (mod p)) = χ
(ε)
K.x(n) pour tout entier n ∈ {0, . . . , p}, mais aussi
h
(p)
i (n (mod p)) = hi(n) si 1 6 n 6 x et 0 sinon. L’injection
Z/pZ → R/Z
n 7→ 14 +
n
p
nous
amène à considérer la fonction
χ
(ε,R/Z)
K.x : (R/Z)
d → [0, 1]
x ∈ [0, 1]d 7→ χ(ε)K.x
(
p(x−
(
1
4 , . . . ,
1
4
))
qui est O
(
1
ε
)
-lipschitzienne pour la métrique ‖x‖(R/Z)d := supi ‖xi‖R/Z. En utilisant
son approximation de Fourier (voir par exemple le lemme A.9 de [GT08b]), il s’ensuit
que, pour tout X > 1, il existe J = O
(
Xd
)
, des coefficients c1, . . . , cJ = O(1) et des
phases m1, . . . ,mJ ∈ Zd tels que, uniformément en x ∈ (R/Z)d, on ait
χε,K.x(x) =
J∑
j=1
cje (mj .x) +O
( logX
εX
)
.
Par suite, il vient la formule
(2.8)∑
n∈K.x
t∏
i=1
hi(Fi(n)) =
J∑
j=1
cj
∑
n∈(Z/pZ)d
e
(
mj .n
p
) t∏
i=1
h
(p)
i (Fi(n)) +O
(
xd logX
εX
+ εxd
)
.
Lorsque la forme linéaire n 7→ mj .n n’appartient pas au sous-espace engendré par
les parties linéaires des Fi, on peut observer après un changement de variables adéquat
que la somme intérieure du membre de droite de (2.8) est nulle, grâce à la propriété
d’orthogonalité des caractères additifs. Autrement, on peut écrire mj .n sous la forme
mj .n =
∑t
i=1mi,j(Fi(n) − Fi(0)) pour tout n ∈ Z/pZ, où mi,j ∈ Z/pZ. On obtient
ainsi, pour tout j ∈ {1, . . . , J}, la formule
∑
n∈(Z/pZ)d
e
(
mj .n
p
) t∏
i=1
h
(p)
i (Fi(n)) =
∑
n∈(Z/pZ)d
t∏
i=1
h
(p)
i,j (Fi(n))
où h(p)i,j (n) = e
(
mi,j(n−Fi(0))
p
)
h
(p)
i (n).
Une utilisation successive du théorème 2.6 et de la formule d’invariance (2.3) pour
les phases linéaires – sous l’hypothèse s > 1 – entraînent∣∣∣∣∣∣
∑
n∈(Z/pZ)d
t∏
i=1
h
(p)
i,j (Fi(n))
∣∣∣∣∣∣ 6 pd mini=1,...,t
∥∥∥h(p)i ∥∥∥Us+1(Z/pZ) ,
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d’où découle l’estimation∣∣∣∣∣ ∑
n∈K.x
t∏
i=1
h
(p)
i (Fi(n))
∣∣∣∣∣ xdXd mini=1,...,t
∥∥∥h(p)i ∥∥∥Us+1(Z/pZ) + xd logXεX + εxd.
En choisissant
X = min
i=1,...,t
∥∥∥h(p)i ∥∥∥−2/(2d+1)Us+1(Z/pZ) et ε = max
(1
x
, min
i=1,...,t
∥∥∥h(p)i ∥∥∥1/(2d+1)Us+1(Z/pZ)
)
,
on obtient finalement∣∣∣∣∣ ∑
n∈K.x
t∏
i=1
hi(Fi(n))
∣∣∣∣∣ xd + xd−1
(
min
i=1,...,t
∥∥∥h(p)i ∥∥∥Us+1(Z/pZ)
)1/(2d+1)
×
∣∣∣∣log mini=1,...,t
∥∥∥h(p)i ∥∥∥Us+1(Z/pZ)
∣∣∣∣
ce qui achève la démonstration du théorème 2.3 compte tenu du la définition (2.4). 
2.1.2. Problème inverse de la norme de Gowers. On introduit dans ce paragraphe les
notions de nilvariété et de nilsuite polynomiale en suivant essentiellement l’exposition de
[GT12b] tout en gardant en ligne de mire l’énoncé du théorème inverse pour la norme
de Gowers.
Définition 2.9 (Nilvariétés). Soient G un groupe de Lie connexe et simplement connexe
et s > 1. On dit que G est un groupe de Lie nilpotent d’ordre s s’il existe une filtration
de degré s, c’est-à-dire une suite décroissante GN := (Gi)i∈N de sous-groupes connexes
fermés
G = G0 = G1 ⊇ G2 ⊇ · · · ⊇ Gs ⊇ Gs+1 = {IdG}
satisfaisant l’inclusion [Gi, Gj ] ⊆ Gi+j pour tous entiers i, j > 0, où [Gi, Gj ] désigne
le sous-groupe engendré par les commutateurs issus de Gi et Gj, c.-à-d. engendré par
l’ensemble
{
gigjg
−1
i g
−1
j : gi ∈ Gi, gj ∈ Gj
}
.
Soit Γ un sous-groupe discret de G tel que le sous-groupe Γi := Γ ∩Gi soit un sous-
groupe cocompact de Gi pour tout i ∈ N. On dit que (G/Γ, GN) est une nilvariété
filtrée d’ordre s. On note λG/Γ l’unique mesure de Haar normalisée sur le groupe
compact G/Γ.
Exemples. – Un groupe de Lie G est nilpotent d’ordre s si et seulement si la suite
centrale descendante définie par G0 = G1 = G et Gi+1 = [G,Gi] pour i > 1 définit
une filtration de degré s.
– Le tore. Un groupe de Lie G nilpotent est commutatif si et seulement s’il est d’ordre
1. Les nilvariétés G/Γ de dimension m construites à partir de G sont isomorphes
au tore Rm/Zm.
– La nilvariété d’Heisenberg. Il s’agit de la nilvariété d’ordre 2 et de dimension 3
définie en prenant G = H3(R) :=
1 R R0 1 R
0 0 1
 et Γ = H3(Z) :=
1 Z Z0 1 Z
0 0 1
.
L’hypothèse de connexité simple faite sur G assure que, si g désigne l’algèbre de Lie
associée à G, alors l’application exponentielle exp : g −→ G est un difféomorphisme.
L’utilisation de ce dernier, combiné à la formule de Baker-Campbell-Hausdorff, permet
notamment l’introduction d’un système de coordonnées pour caractériser les éléments
de G, via l’utilisation des bases de Mal’cev.
Définition 2.10 (Bases de Mal’cev). Soient (G/Γ, GN) une nilvariété filtrée de dimen-
sion m et d’ordre s et X := {X1, . . . , Xm} une base de l’algèbre de Lie g de G. On dit
que X est une base de Mal’cev de G/Γ adaptée à la filtration GN si elle satisfait les
conditions suivantes :
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– Pour tout j ∈ {0, . . . ,m}, hj := Vect (Xj+1, . . . , Xm) est un idéal de Lie de g.
– Pour tout i ∈ {0, . . . , s+ 1}, on a Gi = exp (hm−mi) où mi := dimGi.
– Pour tout g ∈ G, il existe un unique m-uplet ψX (g) := (t1, . . . , tm) ∈ Rm tel que
g = exp(t1X1) · · · exp(tmXm).
– Γ = {g ∈ G : ψX (g) ∈ Zm}.
Le m-uplet ψX (g) est appelé le système de coordonnées de Mal’cev de g.
Comme souligné dans la remarque consécutive à la définition 2.1 de [GT12b], pour
toute nilvariété filtrée (G/Γ, GN), il existe une base de Mal’cev de G/Γ adaptée à GN.
Exemple. La nilvariété d’Heisenberg. L’application exponentielle est définie par
exp
0 x z0 0 y
0 0 0
 =
1 x z + 12xy0 1 y
0 0 1
 .
Le système X1 =
0 1 00 0 0
0 0 0
, X2 =
0 0 00 0 1
0 0 0
 et X3 =
0 0 10 0 0
0 0 0
 définit une base de
Mal’cev qui induit le système de coordonnées
ψX
1 x z0 1 y
0 0 1
 = (x, y, z − xy).
La notion de suite polynomiale adaptée à une filtration est un objet central dans
l’étude des nilvariétés.
Définition 2.11 (Suite polynomiale). Soit (G/Γ, GN) une nilvariété filtrée d’ordre s.
On dit qu’une suite g : Z → G est une suite polynomiale adaptée à GN (de degré
s) si, pour tout i 6 s + 1 et pour tout y1, . . . , yi ∈ Z, on a (∂y1 (· · · ∂yig)) (n) ∈ Gi pour
tout n ∈ Z, où (∂yg)(n) = g(n + y)g(n)−1. On note poly(Z, GN) l’ensemble des suites
polynomiales adaptées à GN.
La proposition suivante montre que les coordonnées d’une suite polynomiale dans
une base de Mal’cev sont effectivement des éléments de R[X] de degré au plus s. Il s’en
déduit une définition des suites polynomiales relevant d’un degré d’abstraction moindre.
Proposition 2.12 ([GT12b], Lemma 6.7). Soient (G/Γ, GN) une nilvariété filtrée de
dimension m et d’ordre s et X une base de Mal’cev adaptée à GN. Alors g ∈ poly(Z, GN)
si et seulement si les coordonnées de Mal’cev de g(n) sont de la forme
ψX (g(n)) =
∑
j
tj
(
n
j
)
,
où tj ∈ Rm satisfait (tj)i = 0 si i 6 m−mj avec mj := dimGj.
Comme corollaire du résultat précédent, Green et Tao obtiennent une autre carac-
térisation des suites polynomiales, à savoir la formule (6.4) de [GT12b] rappelée dans
le corollaire ci-dessous.
Corollaire 2.13. Soit (G/Γ, GN) une nilvariété filtrée d’ordre s. Alors g ∈ poly(Z, GN)
si et seulement s’il existe un entier k > 1, des polynômes P1[X], . . . , Pk[X] ∈ Z[X] et
a1, . . . , ak ∈ G tels que
(2.9) g(n) = aP1(n)1 · · · a
Pk(n)
k
pour tout entier n.
Exemples.
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Les suites affines Soient (G/Γ, GN) une nilvariété filtrée d’ordre s. Les suites affines,
c.-à-d. les suites de la forme g(n) = gna avec a, g ∈ G, sont des suites polynomiales de
degré au plus s.
Le tore. Les suites polynomiales adaptées à Rm/Zm muni de la suite centrale descendante
sont exactement les suites affines. On a en particulier g(n) ≡ an+ b (mod Zm).
La nilvariété d’Heisenberg. Soit g un élément de G tel que ψX (g) = (x, y, z). Alors, pour
tout n > 1, on a ψX (gn) = (nx, ny, nz + 12n(n+ 1)xy).
Les bases de Mal’cev permettent également de munir G/Γ d’une métrique rieman-
nienne lisse et de donner ainsi un cadre rigoureux à la notion de fonctions lipschitziennes
sur les nilvariétés.
Définition 2.14 ([GT12b], Lemma A.15). Soient (G/Γ, GN) une nilvariété filtrée
d’ordre s et X une base de Mal’cev de G/Γ adaptée à GN.
On définit sur G la distance dX comme la plus grande distance satisfaisant, pour tous
x, y ∈ G, dX (x, y) 6 ‖ψX (xy−1)‖∞. Cette distance induit naturellement une distance
sur G/Γ en posant
dX (xΓ, yΓ) = inf
γ∈Γ
dX (x, yγ).
On définit la norme de Lipchitz associée à X d’une fonction F : G/Γ −→ C par
‖F‖Lip,X = ‖F‖∞ + sup
x,y∈G/Γ,x 6=y
|F (x)− F (y)|
dX (x, y)
.
À l’image de [GT12b], il convient d’introduire la notion de Q-rationalité en vue de
rendre les résultats quantitatifs pour ainsi énoncer le théorème inverse de la norme de
Gowers.
Définition 2.15. Soient Q > 0, (G/Γ, GN) une nilvariété filtrée d’ordre s et X une
base de Mal’cev de G/Γ adaptée à GN.
On dit qu’un élément de Q est de taille au plus Q s’il s’écrit a/b avec max(|a|, |b|) 6 Q.
On dit que X est Q-rationnelle si les constantes de structure qijk définies par la relation
[Xi, Xj ] =
∑
k qijkXk, où [·, ·] désigne le crochet de Lie de l’algèbre g, sont des rationnels
de taille au plus Q.
On dit que la filtration GN est Q-rationnelle relativement à X = {X1, . . . , Xm} si,
pour tout i 6 s, il existe une base de Mal’cev de Gi/(Γ ∩ Gi) formée de combinaisons
linéaires
∑
j qijXj où les qij sont des rationnels de taille au plus Q.
Un élément gΓ de G/Γ est dit Q-rationnel s’il existe 0 < r 6 Q tel que grΓ = Γ.
En conclusion de ce paragraphe, énonçons à nouveau le théorème inverse pour la
norme de Gowers U s+1[x] sous sa forme faible, où les suites affines sont remplacées par
des suites polynomiales quelconques.
Théorème 2.16 ([GTZ12], Theorem 1.3). Soient s > 0 un entier et δ ∈]0, 1[. Il existe
une nilvariété G/Γ équipée d’une métrique riemannienne lisse dG/Γ et des constantes
C(s, δ), c(s, δ) > 0 satisfaisant la propriété suivante : si x > 1 et h : [0, x] → C est une
fonction bornée par 1 telle que
‖h‖Us+1[x] > δ,
alors il existe une fonction F : G/Γ → C bornée par 1 et de constante de Lipschitz au
plus C(s, δ) et une suite polynomiale g ∈ poly(Z, GN) telles que∣∣∣∣∣∣
∑
06n6x
h(n)F (g(n)Γ)
∣∣∣∣∣∣ > c(s, δ)x.
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Sous une formulation différente, la démonstration du cas s = 2 a donné lieu à un
résultat effectif dans [GT08a]. Dans [GTZ11] et [GTZ12], Green, Tao et Ziegler ont
recours à l’analyse non standard pour montrer ce théorème lorsque s > 3. Comme ils
soulignent dans l’introduction de [GTZ11], il en résulte qu’il est possible en théorie d’en
déduire des bornes effectives, albeit extremely weak ones. La détermination de constantes
c(s, δ) et C(s, δ) suffisamment précises pour être utiles en pratique semble constituer une
question ouverte. Elle est d’importance car cela pourrait permettre d’obtenir la validité
de (2.6) dans un domaine non borné en u, tout en précisant le terme d’erreur résiduel.
À titre d’exhaustivité, signalons que la réciproque de ce résultat est également vraie.
Proposition 2.17 ([GTZ11], Proposition 1.4). Soient m > 1 et s > 0 des entiers,
Q, δ > 0 des réels, (G/Γ, GN) une nilvariété filtrée de dimension m et d’ordre s, X une
base de Mal’cev adaptée à GN et Q-rationnelle, g ∈ poly(Z, GN) une suite polynomiale
Q-rationnelle et F : G/Γ −→ C une fonction lipschitzienne bornée par 1. Si x > 1 et
h : Z −→ C est une fonction bornée par 1 satisfaisant∑
n6x
F (g(n)Γ)h(n) > δx,
alors ‖h‖Us+1[x]  1 où la constante implicite dépend de m, δ, Q, s et ‖F‖Lip,X .
2.2. Application aux entiers friables. Dans l’optique de démontrer le théo-
rème 2.5, on applique dans ce qui suit la méthode de Green-Tao sous la forme détaillée
dans le paragraphe 2.1. En posant u := log xlog y et en désignant par S(y) l’ensemble des
entiers y-friables, l’estimation∣∣∣∣∣∣
∑
n∈K.x∩Zd
t∏
i=1
1S(y)(Fi(n))−Vol(K)xd
t∏
i=1
ρ(u)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
n∈K.x∩Zd
(
t∏
i=1
1S(y)(Fi(n))−
t∏
i=1
ρ(u)
)∣∣∣∣∣∣+O
(
xd−1
)
6
∑
I⊂{1,...,t}
I 6=∅
∣∣∣∣∣∣
∑
n∈K.x∩Zd
∏
i∈I
(
1S(y)(Fi(n))− ρ(u)
)∣∣∣∣∣∣+O
(
xd−1
)
réduit le problème à l’étude des corrélations linéaires de la fonction centrée 1S(y)(·)−ρ(u).
Au vu du théorème 2.3 et dans la mesure où 1S(y)(·) − ρ(u) est bornée par 1, il suffit
désormais de montrer que, pour tout u0 > 1 et uniformément en x > y > x1/u0 , on a
l’estimation asymptotique
‖1S(y)(·)− ρ(u)‖Us+1[x] = o(1).(2.10)
2.2.1. Corrélation de l’indicatrice des friables avec les nilsuites. Soient s,m > 1 des
entiers, (G/Γ, GN) une nilvariété filtrée d’ordre s, dG/Γ une métrique riemannienne lisse
de G/Γ et X une base de Mal’cev de G/Γ adaptée à GN. Dans la fin de ce chapitre, on
cherche à établir la formule
(2.11)
∑
16n6x
(
1S(y)(n)− ρ(u)
)
F (g(n)Γ) = o (x (1 + ‖F‖Lip,X ))
uniformément pour toute fonction F : G/Γ −→ C lipschitzienne et bornée par 1 et toute
suite polynomiale g ∈ poly(Z, GN). Puisque les distances dG/Γ et dX sont équivalentes
(voir la quatrième note de bas de page de [GT12b]), ceci impliquera la formule (2.10)
d’après le théorème 2.16.
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La formule d’inversion de Möbius entraîne la validité de la formule
1S(y)(n) =
∑
P−(k)>y
µ(k)1k|n.(2.12)
Approchons la fonction n 7→ 1k|n par son espérance 1k lorsque k 6 x
1−τ où le paramètre
τ = τ(x) ∈]1/ log x, 1/2[ sera choisi ultérieurement, pour écrire∑
16n6x
(
1S(y)(n)− ρ(u)
)
F (g(n)Γ) = Σ1(F, g) + Σ2(F, g)
où
Σ1(F, g) :=
∑
16n6x
hτ (n)F (g(n)Γ) avec hτ (n) =
∑
k6x1−τ
P−(k)>y
µ(k)
(
1k|n −
1
k
)
 2u
(2.13)
et
Σ2(F, g) :=
∑
16n6x
 ∑
k>x1−τ
P−(k)>y
µ(k)1k|n +
∑
k6x1−τ
P−(k)>y
µ(k)
k
− ρ(u)
F (g(n)Γ).
Concentrons-nous d’abord sur le terme Σ2(F, g). En utilisant le principe d’inclusion-
exclusion (2.12) et la formule de Hildebrand [Hil86]
(2.14)
∑
n6x
1S(y)(n) = xρ(u)
(
1 +Oε
( log(u+ 1)
log y
))
uniforme dans le domaine (Hε), on observe que
∑
16n6x
 ∑
P−(k)>y
µ(k)1k|n − ρ(u)
 = Ψ (x, y)− xρ(u) +O(1) xρ(u) log(u+ 1)log y .
(2.15)
De plus, l’estimation classique du cardinal des entiers y-criblés et inférieurs à x (voir
[[Ten08], Théorème III.6.4])
#
{
n 6 x : P−(n) > y
}
 xlog y ,
valide dès que x > y > 2, implique la borne supérieure
∑
k6x1−τ
P−(k)>y
∣∣∣∣∣∣xk −
∑
n6x
1k|n
∣∣∣∣∣∣ x
1−τ
log y .(2.16)
Compte tenu de la suite d’estimations∑
x1−τ<k6x
P−(k)>y
µ2(k)
k

∑
j
∑
y<p2<···<pj6x
1
p2 · · · pj
∑
max
(
y, x
1−τ
p2···pj
)
<p16 xp2···pj
1
p1
 τu
∑
j
1
j!
 ∑
y<p6x
1
p
j
 τu
∑
j
1
j! (log(u) +O (1))
j−1  τu2,
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valide pour y > xτ , on dispose également de la majoration∑
16n6x
∑
k>x1−τ
P−(k)>y
µ2(k)1k|n  τu2x.(2.17)
On déduit finalement de (2.15), (2.16), (2.17) et du fait que F est borné par 1 que,
uniformément en xτ 6 y 6 x, on a
Σ2(F, g)
∑
16n6x
∑
k>x1−τ
P−(k)>y
µ2(k)1k|n+
∑
k6x1−τ
P−(k)>y
x
k
−
∑
n6x
1k|n
+
∣∣∣∣∣∣∣∣∣
∑
k6x
P−(k)>y
∑
n6x
1k|n − xρ(u)
∣∣∣∣∣∣∣∣∣
 x
(
τu2 + 1
xτ log y + ρ(u)
log(u+ 1)
log y
)
.(2.18)
La proposition suivante fournit une borne supérieure de Σ1(F, g).
Proposition 2.18. Soient m, s > 1 des entiers et A > 0. Il existe une constante
c(m, s,A) > 0 satisfaisant la propriété suivante : si x, y,Q > 2 et τ ∈]0, 1/2[ sont
des réels satisfaisant y > xτ > (log x)c(m,s,A), (G/Γ, GN) est une nilvariété filtrée de
dimension m et d’ordre s, X est une base de Mal’cev Q-rationnelle de G/Γ adaptée à
GN, g ∈ poly(Z, GN) et F : G/Γ → C est une fonction bornée par 1 et lipschitzienne
pour la distance dX , alors on a
(2.19)
∑
16n6x
hτ (n)F (g(n)Γ) 6 xQc(m,s,A) (1 + ‖F‖Lip,X ) 2u(log x)−A.
La démonstration de cette proposition constituera l’essentiel de la suite de notre
discussion et suivra essentiellement les travaux détaillés dans [GT12a]. En effectuant
le choix de paramètre τ = o(1) avec xτ > (log x)c(m,s,1), la formule (2.11) se déduira
directement des estimations (2.18) et (2.19) pour tout u borné.
2.2.2. Réduction du problème aux suites équidistribuées. Il existe principalement trois
catégories de suites polynomiales – lisses, totalement équidistribuées et périodiques – qui
engendrent le groupe poly(Z, GN). La notion de suite périodique étant standard, on in-
troduit les deux autres types dans la définition suivante.
Définition 2.19. Soient δ ∈]0, 1/2[, (G/Γ, GN) une nilvariété filtrée, X une base de
Mal’cev de G/Γ adaptée à GN et (g(n))n∈Z une suite de G/Γ.
On dit que (g(n))n∈Z est (M,x)-lisse si on a les majorations dX (g(n), idG/Γ) 6 M et
dX (g(n), g(n− 1)) 6M/x pour tout n ∈ [1, x].
On dit que la suite g est δ-équidistribuée sur [1, x] si, pour toute fonction lipschitzienne
F : G/Γ −→ C bornée par 1, on a∣∣∣∣∣∣1x
∑
n6x
F (g(n)Γ)−
∫
G/Γ
F dλG/Γ
∣∣∣∣∣∣ 6 δ‖F‖Lip,X .
On dit que g est totalement δ-équidistribuée sur [1, x] si, pour toute fonction lipschit-
zienne F : G/Γ −→ C bornée par 1 et toute progression arithmétique P ⊂ [1, x] ∩N de
taille au moins δx, on a∣∣∣∣∣ 1|P | ∑
n∈P
F (g(n)Γ)−
∫
G/Γ
F dλG/Γ
∣∣∣∣∣ 6 δ‖F‖Lip,X .
Remarque. Le tore. Si G/Γ = Rm/Zm, alors la définition d’équidistribution précé-
demment introduite est analogue à la notion classique d’après le critère de Weyl (voir la
proposition 2.22 infra).
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Les notions précédentes ont été étudiées en détail par Green et Tao dans [GT12b].
Leur résultat central est le théorème suivant qui permet de décomposer toute suite
polynomiale comme produit d’une suite lisse, d’une suite totalement équidistribuée et
d’une suite périodique.
Théorème 2.20 ([GT12b],Theorem 1.19). Soient m, s > 1 des entiers et B > 0. Il
existe une constante c(m, s,B) > 0 satisfaisant la propriété suivante : si M0, x > 2,
(G/Γ, GN) est une nilvariété filtrée de dimension m et d’ordre s, X est une base de
Mal’cev M0-rationnelle de G/Γ adaptée à GN et g ∈ poly(Z, GN), alors il existe un
entier M tel que M0 6 M 6 M c(m,s,B)0 , un sous-groupe rationnel G′ de G et une base
de Mal’cev X ′ de G′/(Γ∩G′) dont les éléments sont des combinaisons M -rationnels des
éléments de X , tels que l’on ait une décomposition de g sous la forme
g = εg′γ
où
(1) ε ∈ poly(Z, GN) est (M,x)-lisse ;
(2) g′ ∈ poly(Z, GN) est à valeurs dans G′ et la suite (g′(n))n∈Z est totalement
M−B-équidistribuée sur [1, x] dans G′/(G′ ∩ Γ) pour la distance dX ′ ;
(3) γ ∈ poly(Z, GN) est périodique de période au plus M et, pour tout n ∈ Z, γ(n)
est M -rationnel.
S’inscrivant dans la lignée de [GT12a, Mat12a], la stratégie de preuve de la pro-
position 2.18 qui sera détaillée par la suite consiste à utiliser le théorème 2.20 pour
se ramener au cas où g(n) est une suite totalement équidistribuée. Ce dernier point
fait l’objet du résultat suivant, analogue de [[GT12a], Proposition 2.1] et [[Mat12a],
Proposition 9.3] dont la démonstration sera donnée au paragraphe 2.2.3.
Proposition 2.21. Soient m, s > 1 des entiers. Il existe des constantes c0(m, s) et
c1(m, s) > 0 satisfaisant la propriété suivante : si x, y,Q > 2 et δ, τ ∈]0, 12 [ sont des réels
satisfaisant δ−c0(m,s) 6 xτ 6 y, (G/Γ, GN) est une nilvariété filtrée de dimension m et
d’ordre s, X est une base de Mal’cev adaptée à GN et Q-rationnelle, g ∈ poly(Z, GN)
est totalement δ-équidistribuée sur [1, x] et F : G/Γ→ C est une fonction lipschitzienne
bornée par 1 telle que
∫
G/Γ F dλG/Γ = 0, alors, pour toute progression arithmétique
P ⊂ [1, x] ∩N de taille au moins x/Q, on a
(2.20)
∣∣∣∣∣∣
∑
n6x
hτ (n)1P (n)F (g(n)Γ)
∣∣∣∣∣∣ 6 δc1(m,s)‖F‖Lip,XQx (2u + log x) .
Preuve que la proposition 2.21 implique la proposition 2.18. La démons-
tration reproduit essentiellement les arguments de [GT12a]. Sans perte de généralité,
on peut supposer que ‖F‖Lip,X = 1 et Q 6 log x. Soit B > 2 un paramètre dépendant
de A qui sera explicité en fin de preuve. En appliquant le théorème 2.20 avec le choix
′M ′0 = log x rendu possible car X est (log x)-rationnelle sous l’hypothèse Q 6 log x, on
obtient l’existence d’un entier M ∈
[
log x, (log x)c(m,s,B)
]
tel que l’on ait la décomposi-
tion de g sous la forme g = εg′γ où
(1) ε ∈ poly(Z, GN) est (M,x)-lisse ;
(2) g′ ∈ poly(Z, GN) est à valeurs dans G′ et la suite (g′(n))n∈N est totalement
M−B-équidistribuée sur [1, x] dans G′/(G′ ∩ Γ) pour la distance dX ′ ;
(3) γ ∈ poly(Z, GN) est périodique de période q 6M et, pour tout n ∈ Z, γ(n) est
M -rationnel.
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Après avoir effectué une partition de l’ensemble [1, x] ∩ Z en classes de congruence
modulo q, la périodicité de γ entraîne l’existence de γ1, . . . , γq ∈ G tels que ψχ(γi) ∈ [0, 1]
et ∑
16n6x
hτ (n)F (g(n)Γ) =
q∑
i=1
∑
16n6x
n≡i (mod q)
hτ (n)F (ε(n)g′(n)γiΓ).
D’autre part, le caractère 1-lipschitzien de F , l’invariance à droite de dX et le caractère
(M,x)-lisse de ε impliquent que l’on a, pour tous entiers 1 6 n0, n 6 x,∣∣F (ε(n)g′(n)γiΓ)− F (ε(n0)g′(n)γiΓ)∣∣ 6 dX (ε(n)g′(n)γiΓ, ε(n0)g′(n)γiΓ)
6 dX (ε(n)Γ, ε(n0)Γ)
6
M
x
|n− n0|.(2.21)
Cela suggère de découper chaque classe de congruence {n ≡ i (mod q)} en progressions
arithmétiques Pi,j de raison q et de diamètre au plus xM logA x . Pour toute paire (i, j),
fixons un élément n0,i,j de la progression Pi,j . L’inégalité (2.21) permet alors d’écrire
pour tout n ∈ Pi,j la relation
F (g(n)) = Fi,j(gi(n)Λi) +O
(
(log x)−A
)
où gi(n) := γ−1i g′(n)γi et
Fi,j : Hi/Λi −→ C
xΛi 7→ F (ε(n0,i,j)γixΓ)
avec Λi := Γ∩Hi etHi := γ−1i G′γi. Par construction, le groupe (Hi/Λi, γ
−1
i GNγi) est une
nilvariété d’ordre s pour tout i ∈ {1, . . . , q} et, d’autre part, gi ∈ poly(Z, γ−1i GNγi). En
choisissant x assez grand en fonction de A et B et en construisant chaque progression Pi,j
de sorte à avoir |Pi,j | > x/(2qM(log x)A), on peut observer qu’il y a au plus 2qM(log x)A
progressions Pi,j . Par suite, il suffit de montrer que, pour toute paire (i, j), on a
(2.22)
∑
16n6x
hτ (n)1Pi,j (n)Fi,j(gi(n)Λi) 6 2u−1x/(M2(log x)2A).
Green et Tao soulignent dans [[GT12a], p. 547] que les hypothèses faites sur Hi/Λi
permettent de construire pour tout i ∈ {1, . . . , q} une base de Mal’cev Yi formée de
combinaisons M c1(m,s)-rationnelles des éléments de X où c1(m, s) > 0. En considérant
la métrique dYi associée à cette base, ils remarquent que la suite gi ∈ poly(Z, GN) est
totalement M−c2(m,s)B+c1(m,s)-équidistribuée sur [1, x] pour une constante c2(m, s) > 0
et que les fonctions Fi,j sont M c1(m,s)-lipschitzienne.
Supposons dans un premier temps que
∫
Hi/Γi Fi,j dλHi/Γi = 0. Les différents Pi,j étant
de taille au moins x/(2qM(log x)A) > x/(2M2(log x)A), la proposition 2.21 appliquée
avec les choix ′δ′ = M−c2(m,s)B+c1(m,s) et ′Q′ = M c1(m,s)(log x)A, justifie l’existence de
constantes c3(m, s) et c4(m, s) > 0 pour lesquelles on ait
(2.23)
∑
16n6N
hτ (n)1Pi,j (n)Fi,j(gi(n)Λi)M−c3(m,s)B+c4(m,s)x(2u + log x)
dès que M c4(m,s) 6 xτ . Compte tenu de la condition log x 6 M 6 (log x)c(m,s,B), on
peut choisir B assez grand en fonction de A, m et s pour que (2.23) implique (2.22) puis
c(m, s,A) suffisamment grand pour que (2.23) soit vraie.
Lorsque l’on considère une fonction Fi,j quelconque, on peut se ramener au cas pré-
cédent en écrivant Fi,j =
(
Fi,j −
∫
Hi/Λi Fi,j dλHi/Λi
)
+
∫
Hi/Λi Fi,j dλHi/Λi . En observant
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que
∣∣∣∫Hi/Λi Fi,j dλHi/Λi ∣∣∣ 6 1, on remarque que la définition (2.13) de hτ et l’hypothèse
q 6 xτ 6 y entraînent l’estimation
∑
16n6x
hτ (n)1Pi,j (n) 6
∑
k6x1−τ
P−(k)>y
∣∣∣∣∣∣
∑
16n6x
(
1k|n −
1
k
)
1Pi,j (n)
∣∣∣∣∣∣
6 #
{
k 6 x1−τ : P−(k) > y
}
 x
1−τ
log y
ce qui implique (2.22) au vu de l’hypothèse xτ > (log x)c(m,s,A). 
2.2.3. Suites polynomiales équidistribuées. Le paragraphe précédent a réduit le pro-
blème à considérer les suites g ∈ poly(Z, GN) totalement équidistribuées. Une étude
approfondie de tels objets est contenue dans [GT12b] et l’on rappelle ci-après certains
de leurs résultats relatifs à l’équidistribution dans les nilvariétés.
Considérons d’abord les nilvariétés commutatives (c’est-à-dire d’ordre 1), en étu-
diant le cas du tore unidimensionnel G/Γ = R/Z. La proposition suivante consiste es-
sentiellement en une reformulation du critère d’équidistribution de Weyl sous une forme
quantitative.
Proposition 2.22 ([GT12b], Proposition 4.3). Soit d > 0 un entier. Il existe une
constante c(d) > 0 qui satisfait la propriété suivante : si x > 1, δ ∈]0, 1/2[ et g ∈ R[X]
est un polynôme de degré d qui n’est pas δ-équidistribué sur [1, x], alors il existe un entier
1 6 k 6 δ−c(d) tel que, pour tout j ∈ {0, . . . , d}, on ait
‖k∂jg(0)‖R/Z 6 δ−c(d)x−j .
Comme le soulignent Green et Tao dans [GT12b], ce résultat permet de montrer
par récurrence sur m le théorème 2.20 dans le cas du tore Rm/Zm. Une conséquence de
cette proposition est le résultat d’équidistribution suivant que nous utiliserons dans la
démonstration de la proposition 2.21.
Lemme 2.23 ([GT12b], Lemma 4.5). Soit d > 0 un entier. Il existe une constante
c(d) > 0 satisfaisant la propriété suivante. Si g ∈ R[X] est un polynôme de degré d,
x > 1, δ ∈]0, 1/2[ et ε 6 δ/2 sont des réels et I ⊂ R/Z est un intervalle de taille ε tel
que g(n) (mod Z) ∈ I pour au moins δx valeurs de [1, x] ∩N, alors il existe un entier
1 6 k 6 δ−c(d) tel que, pour tout j ∈ {0, . . . , d}, on ait
‖k∂jg(0)‖R/Z 6 εδ−c(d)x−j .
En vue de généraliser de tels résultats aux nilvariétés d’ordre s > 2, rappelons la
définition des caractères horizontaux.
Définition 2.24. Soient (G/Γ, GN) une nilvariété filtrée et X une base de Mal’cev
adaptée à GN. On appelle caractère horizontal sur G tout morphisme de groupes
η : G −→ R/Z tel que η(Γ) = 0. Au vu de la définition des coordonnées de Mal’cev, il
existe alors un unique ηX ∈ Zm tel que η(g) = ηX · ψX (g) pour tout g ∈ G. On appelle
|ηX |∞ la magnitude de η relativement à X .
Disposant d’un cadre adéquat pour énoncer une généralisation de la proposition 2.22
aux nilvariétés d’ordre quelconque, Green et Tao obtiennent le résultat suivant.
Théorème 2.25 ([GT12b], Theorem 2.9). Soient m, s > 1 des entiers. Il existe une
constante c(m, s) > 0 qui satisfait la propriété suivante : si x > 1, δ ∈]0, 1/2[, (G/Γ, GN)
est une nilvariété filtrée d’ordre s et de dimension m, X est une base de Mal’cev δ−1-
rationnelle adaptée à GN et g ∈ poly(Z, GN) n’est pas δ-équidistribuée sur [1, x], alors il
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existe un caractère horizontal η de magnitude |ηX |∞ 6 δ−c(m,s) tel que, pour tout entier
j > 0, on ait
‖∂j(η ◦ g)(0)‖R/Z 6 δ−c(m,s)x−j .
Pour conclure cette partie, revenons à la démonstration de la proposition 2.21 que
l’on rappelle ci-dessous.
Proposition 2.21. Soient m, s > 1 des entiers. Il existe des constantes c0(m, s) et
c1(m, s) > 0 satisfaisant la propriété suivante : si x, y,Q > 2 et δ, τ ∈]0, 12 [ sont des réels
satisfaisant δ−c0(m,s) 6 xτ 6 y, (G/Γ, GN) est une nilvariété filtrée de dimension m et
d’ordre s, X est une base de Mal’cev adaptée à GN et Q-rationnelle, g ∈ poly(Z, GN)
est totalement δ-équidistribuée sur [1, x] et F : G/Γ→ C est une fonction lipschitzienne
bornée par 1 telle que
∫
G/Γ F dλG/Γ = 0, alors, pour toute progression arithmétique
P ⊂ [1, x] ∩N de taille au moins x/Q, on a
(2.20)
∣∣∣∣∣∣
∑
n6x
hτ (n)1P (n)F (g(n)Γ)
∣∣∣∣∣∣ 6 δc1(m,s)‖F‖Lip,XQx (2u + log x) .
Démonstration. Dans cette preuve, on adapte essentiellement les arguments de la
démonstration de [[Mat12a], Proposition 9.2] elle-même en partie inspirée de [GT12a].
On peut supposer sans perte de généralité que ‖F‖Lip,X = 1 et que Q 6 δ−c1(m,s). En
utilisant la majoration (2.13), il vient∣∣∣∣∣∣
∑
n6x1−τ/2
hτ (n)1P (n)F (g(n)Γ)
∣∣∣∣∣∣ 6 x1−τ/22u
et il suffit donc, compte tenu de l’hypothèse δ−c0(m,s) 6 xτ , de se concentrer uniquement
sur les entiers n > x1−τ/2.
Définissons pour tout ξ ∈]0, 1/2[ l’ensemble Sj(ξ) des entiers k pour lesquels∣∣∣∣∣∣
∑
2j/k<n62j+1/k
1P (kn)F (g(kn)Γ)
∣∣∣∣∣∣ > ξ 2
j
k
.
À la suite de [Mat12a], on effectue un découpage dyadique sur les variables k et n pour
écrire ∣∣∣∣∣∣
∑
x1−τ/2<n6x
hτ (n)1P (n)F (g(n)Γ)
∣∣∣∣∣∣
6
∑
2i6x1−τ
∑
2i6k<2i+1
P−(k)>y
∑
x1−τ/2
2 62j6x
∣∣∣∣∣∣∣
∑
2j
k
<n6 2
j+1
k
1P (kn)F (g(kn)Γ)
∣∣∣∣∣∣∣
6
∑
2i6x1−τ
∑
x1−τ/2
2 62j6x
2j

∑
2i6k<2i+1
P−(k)>y
ξ
k
+
∑
2i6k<2i+1
P−(k)>y
k∈Sj(ξ)
1
k


∑
x1−τ/2
2 62j6x
2j
ξ log x+ ∑
2i6x1−τ
1
2i card
(
Sj(ξ) ∩
[
2i, 2i+1
]) .
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Chapitre 4. Formes affines
La fin de la preuve consiste à montrer que, si 2K 6 x1−τ et ξ := δc1(m,s) 6 Q−1 pour un
choix de c1(m, s) suffisamment petit, alors on a
(2.24) card (Sj(ξ) ∩ [K, 2K]) 6 ξK
dès que x1−τ/22 6 2
j 6 x. On reproduit pour ce faire l’argument, dit de Type I, développé
dans [GT12a] et dans le lemme 9.3 de [Mat12a].
Soit l la raison de la progression arithmétique P , de sorte que l 6 Q, au vu des
hypothèses sur la taille de P . Raisonnons par l’absurde en supposant l’existence d’entiers
naturels K 6 x1−τ et j tel que x1−τ/22 6 2
j 6 x pour lesquels l’estimation (2.24) ne
soit pas valide. En appliquant le principe des tiroirs, on note l’existence d’un entier
b ∈ {1, . . . , l} pour lequel au moins ξKQ−1 valeurs de k ∈]K, 2K] satisfont∣∣∣∣∣∣∣
∑
2j
kl
<n+ b
l
6 2
j+1
kl
F (g̃k(n)Γ)
∣∣∣∣∣∣∣ > ξ
2j
kl
où g̃k(n) = g(k(b + ln)) définit un élément de poly(Z, GN) d’après le corollaire 6.8 de
[GT12b].
Soit k un entier satisfaisant cette inégalité. Il apparaît que la suite g̃k n’est pas
ξ
4 -équidistribuée sur [1, xk] pour l’un des choix xk =
2j
kl −
b
l ou
2j+1
kl −
b
l . D’après le
théorème 2.25 dû à Green et Tao [GT12b], il existe une constante c2(m, s) > 0 et un
caractère horizontal ηk : G→ R/Z de magnitude |(ηk)X |∞ 6 ξ−c2(m,s) satisfaisant, pour
tout entier r > 1,
‖∂r(ηk ◦ g̃k)(0)‖R/Z 6 ξ−c2(m,s)
(
K/2j
)r
.
D’après le lemme 8.4 de [GT12b], il existe un entier qk 6 ξ−c3(m,s) tel que, pour tout
r > 1,
‖qk∂r(ηk ◦ gk)(0)‖R/Z 6 ξ−c3(m,s)
(
K/2j
)r
où gk(n) = g(kn) et c3(m, s) > 0 est une constante suffisamment grande.
Une application du lemme des tiroirs aux différents qkηk entraîne l’existence d’une
constante c4(m, s) > 0 et d’un caractère horizontal η de magnitude |ηX |∞ 6 ξ−c4(m,s)
satisfaisant
(2.25) ‖∂r(η ◦ gk)(0)‖R/Z 6 ξ−c4(m,s)
(
K/2j
)r
pour tout entier r > 1 et pour au moins ξc4(m,s)K valeurs de k. En écrivant
(2.26) η ◦ g(n) = βdnd + · · ·+ β0,
il suit de (2.25) qu’il existe un entier 1 6 q d 1 tel que
(2.27) ‖qkrβr‖R/Z  ξ−c5(m,s)(K/2j)r
pour un ensemble T de valeurs de k de cardinal au moins ξc5(m,s)K et pour tout entier
r > 1.
On cherche à présent à obtenir (2.27) pour des entiers quelconques et non plus
uniquement pour les puissances r-ième en vue d’utiliser le lemme 2.23. Reproduisons
pour cela la démonstration du lemme 3.3 de [GT12a]. On observe que l’on peut minorer
le cardinal de
tT r := {1 6 n 6 t(2K)r : n = kr1 + · · ·+ krt : k1, . . . , kt ∈ T }
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2. La méthode nilpotente de Hardy-Littlewood (ou méthode de Green-Tao)
à l’aide des estimations
(#T )2t =
(∑
n
# {(k1, . . . , kt) ∈ T × · · · × T : n = kr1 + · · ·+ krt }
)2
6 # (tT r)
∑
n
# {(k1, . . . , kt) ∈ T × · · · × T : n = kr1 + · · ·+ krt }
2
t,r # (tT r)K2t−r(2.28)
valides dès que t > 2r + 1 et obtenues en utilisant l’inégalité de Cauchy-Schwarz et les
estimations uniformes en n du nombre de solutions de kr1 + · · · + krt = n issues de la
méthode du cercle (voir [Vau97]). En prenant t = 5d, il suit l’existence une constante
c6(m, s) > 0 pour laquelle la formule
‖qnβr‖R/Z 6 ξ−c6(m,s)(K/2j)r.
est valide pour au moins ξc6(m,s)Kr entiers n 6 10dKr et tout entier r > 1.
Pour déduire des informations diophantiennes relatives aux βr, on utilise le lemme
2.23 en suivant [GT12a]. Pour vérifier que les hypothèses sont satisfaites, on observe
que r > 1 et donc ξ
2c6(m,s)
10d  x
−τ/2 
(
K
2j
)r
à condition que la constante c1(m, s) soit
suffisamment petite. Il en résulte que l’on peut trouver un entier q′ 6 ξ−c7(m,s) tel que
‖q′βr‖R/Z 6 ξ−c7(m,s)2−jr
pour tout entier r > 1 et pour une constante c7(m, s) > 0. En utilisant finalement la
définition (2.26), on obtient l’existence d’une constante c8(m, s) > c7(m, s) pour laquelle
la relation
(2.29) ‖q′(η ◦ g)(n)‖R/Z 6 1/10
est valide dès que n 6 ξc8(m,s)x.
Soit φ : R/Z −→ [−1, 1] une fonction O(1)-lipschitzienne, de moyenne nulle et qui
vaut 1 sur [−1/10, 1/10] de sorte que∫
G/Γ
φ ◦ (q′η) dλG/Γ = 0 et ‖φ ◦ (q′η)‖Lip,X  ξ−c8(m,s).
Au vu de (2.29), on a∣∣∣∣∣∣
∑
n6ξc8(m,s)x
φ(q′η(g(n)Γ))
∣∣∣∣∣∣ > ξc8(m,s)x− 1 > δ‖φ ◦ (q′η)‖Lip,X ξ−c8(m,s)x
sous réserve de choisir c1(m, s) assez petite. En considérant comme progression arithmé-
tique l’ensemble des entiers inférieurs à ξc8(m,s)x, ceci contredit le fait que la suite (g(n))n
soit totalement δ-équidistribuée sur [1, x] et achève ainsi la preuve de la proposition. 
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ANNEXE A
Note sur les valeurs moyennes criblées de certaines
fonctions arithmétiques
A. Lachand et G.Tenenbaum
1. Introduction et énoncés
Soient K un corps de nombres et ζK sa fonction zêta de Dedekind. Nous nous
proposons ici d’apporter des précisions sur le comportement asymptotique des valeurs
moyennes criblées de fonctions arithmétiques dont la série de Dirichlet est analytique-
ment proche d’une puissance réelle ζκK de ζK. Par souci de simplicité, et compte tenu de
l’application visée dans le travail [Lac14], nous nous limitons au cas κ = −1, mais la
méthode est facilement adaptable au cas général.
Plus précisément, pour c0 ∈]0, 1] et κ ∈ Z∗, désignons par E∗K(κ; c0) la classe des
fonctions multiplicatives h dont la série de Dirichlet associée H(s) :=
∑
n>1 h(n)/ns
s’écrit sous la forme
(1.1) H(s) = G(s)ζK(s)κ
où la série G(s) :=
∑
n>1 g(n)/ns est développable en un produit eulérien absolument
convergent pour Re(s) > 1 − c0. Introduisons encore, pour κ0 ∈ N∗ le sous-ensemble
EK(κ0, κ; c0) de E∗K(κ; c0) constitué des fonctions arithmétiques h dont la série de Di-
richlet H(s) possède une série majorante associée à une fonction h̃ de E∗K(κ0; c0). Des
hypothèses moins restrictives sont considérées dans [HTW08] : ici encore, il serait facile,
si nécessaire, d’étendre nos résultats au cadre considéré dans ce travail.
Notant P−(n) le plus petit facteur premier d’un entier naturel n avec la conven-
tion P−(1) =∞, notre résultat principal consiste à fournir, dans un large domaine, une
formule asymptotique pour la quantité
Φh(x, y) :=
∑
n6x
P−(n)>y
h(n)
lorsque h ∈ EK(1,−1; c0). La présente étude s’inscrit notamment dans le prolonge-
ment des travaux correspondants apparaissant dans [HTW08] et au paragraphe 2 de
[BBDT12], où les valeurs moyennes friables et criblées des éléments de EK(κ0, κ; c0)
sont considérées sous les hypothèses respectives κ > 0 et κ = 1.
Nous obtenons le résultat suivant. Ici et dans la suite, nous désignons par ρ la fonction
de Dickman (voir par exemple le chapitre III.5 de [Ten08]) et employons systématique-
ment la notation traditionnelle u := (log x)/ log y (x > 2, y > 2).
Théorème 1.1. Soient c0 > 0 et ε > 0. Sous la condition
(G∗ε) x > 2, exp
{
(log x)2/5+ε
}
6 y 6 x/2,
et uniformément pour h ∈ EK(1,−1; c0), nous avons
(1.2) Φh(x, y) =
{
1 +O
( 1
Lε(y)
)}
x
∫ u−1
0
ρ′(u− v)
yv
dv
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où Lε(y) := e(log y)
3/5−ε. En particulier, nous avons, uniformément dans le domaine G∗ε,
(1.3) Φh(x, y) =
{
1 +O
( log(u+ 1)
log y
)}
xρ′(u) + y
log y ·
Il est à noter que, dans le domaine x/2 < y 6 x non couvert par G∗ε, nous avons
Φh(x, y) = π(y)− π(x) +O
(
x/Lε(x)
)
.
Le cas particulier donné par h := µ, la fonction de Möbius, est emblématique. Nous
obtenons alors, dans le domaine G∗ε,
(1.4)
∑
n6x
P−(n)>y
µ(n) = x
{
1 +O
( 1
Lε(y)
)}∫ ∞
0
ρ′(u− v)
yv
dv
=
{
1 +O
( log(u+ 1)
log y
)}
xρ′(u) + y
log y ·
La seconde formule découle de la première par intégration par parties. Une sommation
d’Abel supplémentaire tenant compte de la convention P−(1) =∞ fournit alors, à partir
de la première évaluation,
(1.5)
∑
n6x
P−(n)>y
µ(n)
n
=
{
1 +O
( log(u+ 1)
log y
)}
ρ(u) +O
( 1
Lε(y)
)
((x, y) ∈ Gε)
où Gε désigne le domaine obtenu en adjoignant à G∗ε l’ensemble des couples (x, y) tels
que x/2 < y 6 x. 1 Cette formule peut être comparée à l’évaluation suivante, décou-
lant immédiatement de la formule asymptotique de Hildebrand [Hil86] pour le nombre
Ψ(x, y) des entiers y-friables n’excédant pas x,
(1.6)
∑
n6x
P−(n)>y
µ(n)
x
⌊
x
n
⌋
=
{
1 +O
( log(u+ 1)
log y
)}
ρ(u) ((x, y) ∈ Hε),
où l’on a posé
(Hε) x > 2, exp
{
(log2 x)5/3+ε
}
6 y 6 x.
Mentionnons incidemment qu’à partir des résultats de [Ten90a], une sommation
d’Abel fournit la formule duale de (1.5)
(1.7)∑
n∈S(x,y)
µ(n)
n
= 1log y
{
ω(u)− y
x
−
∫ x/y
1
M(t)
t
dt
}
+O
( 1
(log y)2
)
(x > y > 2),
où S(x, y) désigne l’ensemble des entiers y-friables n’excédant pas x, ω désigne la fonction
de Buchstab, et M(t) est la fonction sommatoire de la fonction de Möbius,
2. Preuve
La démonstration du Théorème 1.1 est essentiellement fondée sur des arguments
détaillés aux chapitres III.5 et III.6 de l’ouvrage [Ten08].
Posons κ := 1 + 1/ log x, α0 := 1− ξ(u)/ log y où ξ(u) est défini, pour u > 1, comme
l’unique solution réelle de l’équation eξ = 1+uξ, et où l’on convient que ξ(1) = 0. Notons
encore
T = T (x, y) :=
{
Lε/2(y) si u 6 (log y)3(1−ε)/5,
Yε := e(log y)
3/2−ε/3 dans le cas contraire,
1. L’extension est triviale car la somme est dominée par la contribution du terme correspondant à
n = 1 lorsque x/2 < y 6 x.
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de sorte que l’intérieur du contour rectangulaire R de sommets κ±iT , α0±iT , est inclus
dans le domaine de Vinogradov
(2.1) σ > 1− c(K)
{log(|τ |+ 3)}2/3 {log log(|τ |+ 3)}1/3
(s = σ + iτ),
sans zéro de ζK(s) dès lors que la constante c(K) est convenablement choisie [Mit68,
Sok68].
La formule de Perron effective (voir par exemple le théorème II.2.3 de [Ten08]),
permet d’écrire
(2.2) Φh(x, y) =
1
2iπ
∫ κ+iT
κ−iT
xsH(s)
sH(s, y) ds+R1
avec
H(s, y) :=
∏
p6y
∑
ν>0
h(pν)
pνs
, R1  x
∑
n>1
P−(n)>y
|h(n)|
nκ (1 + T |log (x/n)|) ·
Désignons par g le degré de K. Par la méthode standard d’intégration complexe, nos
hypothèses fournissent, pour tout σ, 0 < σ < c0/max(g, 2), et uniformément en x > 2,
H̃(x) :=
∑
n6x
h̃(n) = λKG̃(1)x+O
(
x1−σ
)
(2.3)
où λK dénote le résidu de ζK(s) en s = 1 et G̃(1) := lims→1 H̃(s)/ζK(s). Une manipula-
tion classique (voir par exemple la démonstration du lemme 4.4 de [HTW08]) fournit
alors R1  x(log x)/T .
Le quotient H(s)/H(s, y) étant holomorphe à l’intérieur du contour R, nous pouvons
déplacer l’abscisse d’intégration du terme principal de (2.2) jusque σ = α0 au prix d’un
terme d’erreur
R2 :=
∫ α0−iT
κ−iT
H(s)xs
sH(s, y) ds+
∫ κ+iT
α0+iT
H(s)xs
sH(s, y) ds.
Posons systématiquement s = σ + iτ . L’inégalité triviale
(2.4) |ζK(s, y)| 6 ζK(α0, y) (σ > α0),
et l’estimation classique (voir par exemple le lemme 4 de [Wu96])
(2.5) 1/ζK(s)K (log |τ |)g (|τ | > 3),
valide dans le domaine (2.1), fournissent aisément la majoration
R2 
xζK(α0, y)(log y)c
T
·
Lorsque T = Yε, nous tronquons l’intégrale sur le segment déplacé de manière à ne
conserver que le segment |τ | 6 Lε/2(y). Cela induit un nouveau terme résiduel
R3 
∫
Lε/2(y)6|τ |6T
xα0+iτH(α0 + iτ)
τH(α0 + iτ, y)
dτ 
∫
Lε/2(y)6|τ |6T
xα0 |τζK(α0 + iτ, y)|
|ζK(α0 + iτ)|
dτ.
Les arguments du lemme III.6.12 de [Ten08] sont valides mutatis mutandis en rem-
plaçant ζ(s) par ζK(s). Nous obtenons ainsi, pour une constante positive convenable
c = cK,
(2.6) ζK(α0 + it, y) ζK(α0, y) exp
(
− cτ
2u
(1− α0)2 + τ2
) ( 1
log y 6 |τ | 6 Yε
)
.
En faisant appel à la majoration (2.5) et compte tenu de l’hypothèse u > (log y)3(1−ε)/5,
nous obtenons
R3 
xα0ζK(α0, y)
L4ε/5(y)
·
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Il reste à évaluer le nouveau terme principal
(2.7) P := 12iπ
∫ α0+iL
α0−iL
xsH(s)
sH(s, y) ds
où l’on a posé L := Lε/2(y). La formule (4.1) de [HTW08] permet alors d’écrire, pour
tout s du segment d’intégration,
(2.8) H(s) = H(s, y)(s− 1)(log y)ρ̂((s− 1) log y)
{
1 +O
( 1
Lε(y)
)}
où ρ̂ désigne la transformée de Laplace de la fonction de Dickman ρ.
La contribution à P du terme d’erreur est
 R4 :=
xα0
L
∫ L
−L
∣∣∣∣ H(α0 + iτ)H(α0 + iτ, y)
∣∣∣∣ dt|τ |+ 1  x
α0ζK(α0, y)
L4ε/5(y)
·
Pour évaluer celle du terme principal, nous étendons le domaine d’intégration à la
droite σ = α0 tout entière au prix d’une erreur
 R5 :=
∫
|τ |>L
xs(s− 1)(log y)ρ̂((s− 1) log y)ds
s
·
La formule (III.5.50) de [Ten08], soit
(2.9) sρ̂(s) = 1 +O
(1 + uξ(u)
s
)
(|τ | > 1 + uξ(u),
et la seconde formule de la moyenne fournissent alors, comme dans la dernière partie de
la preuve du théorème III.6.10 de [Ten08],
R5 
xα0
L4ε/5(y)
·
En rassemblant les termes d’erreur successifs et en utilisant la formule (III.6.62) de
[Ten08] sous la forme
(2.10) ζK(α0, y)  ρ(u)euξ(u)
√
u log y,
nous obtenons
(2.11) Φh(x, y) =
x
2iπ
∫ α0+i∞
α0−i∞
sρ̂(s)eus
s+ log y ds+O
(
xρ(u)
Lε(y)
)
.
Comme sρ̂(s)/(s+ log y) est la transformée de Laplace de∫ ∞
0
ρ′(u− v)
yv
dv = ρ
′(u)− y/x
log y −
1
log y
∫ ∞
0
ρ′′(u− v)
yv log y dv
=
{
1 +O
( log(u+ 1)
log y
)}
ρ′(u)− y/x
log y
(
(x, y) ∈ G∗ε
)
,
nous obtenons bien (1.2) et (1.3).
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ANNEXE B
Sur l’approximation lisse des indicatrices
Dans cette annexe, nous construisons une approximation lisse de l’indicatrice 1K
d’un compact K ⊂ [0, 1]d dont le bord est paramétré par un lacet de classe C1 par
morceaux. Utilisée dans la preuve du lemme 5.2 du chapitre 2 et dans le paragraphe
2.1.1 du chapitre 4, une telle construction est standard dans la littérature.
Théorème. Soient d > 1 et K ⊂ [0, 1]d un compact dont le bord est paramétré par un
lacet de classe C1 par morceaux. Il existe une famille
(
χ
(ε)
K
)
ε>0
d’applications lisses de
Rd dans [0, 1] satisfaisant, pour tout ε > 0, les propriétés suivantes :
– la fonction χ(ε)K est à support sur K ;
– si d
(
x,Rd \ K
)
:= inf
{
d2(x,y) : y ∈ Rd \ K
}
> ε où d2 désigne la distance eu-
clidienne, alors χ(ε)K = 1 ;
– pour tout opérateur différentiel D d’ordre i > 1 et uniformément en ε > 0 et
x ∈ Rd, on a D
(
χ
(ε)
K
)
(x)D ε−i.
Démonstration. Définissons la suite de fonctions (γk)k>1 par les formules
γ1(x) :=
(∫
B2(0,1)
exp
(
− 1
1− ‖t‖22
)
dt
)−1
×
{
exp
(
− 11−‖x‖22
)
si x ∈ B2(0, 1),
0 sinon,
où B2(0, 1) désigne la boule unité de Rd pour la distance d2 et γk(x) = γ1(kx)‖γ1(k.)‖L1 pour
tout x ∈ Rd.
La suite (γk)k est régularisante :
– γk > 0 pour tout k > 1 ;
– le support de γk est inclus dans B2(0, 1/k) pour tout k > 1 ;
– ‖γk‖L1 = 1 pour tout k > 1.
Considérons la convolution χ(1/k)K = 1K ∗ γk avec
1K ∗ γk(x) =
∫
Kk
γk(x− y) dy,
avec Rd \ Kk := B2(1, 1/k) + Rd \ K, de sorte que χ
(1/k)
K soit à valeur dans [0, 1] pour
tout k > 1.
Soit k > 1 tel que K2k ne soit pas vide. La fonction χ
(1/2k)
K est à support sur K et
vérifie χ(1/2k)K (x) = 1 dès que d
(
x,Rd \ K
)
> 1/k. Dans la mesure où γk est de classe
C∞, il s’ensuit que χ(1/2k)K est de classe C∞ et, par dérivation de la convolution, que, pour
tout opérateur différentiel D d’ordre i > 1, on a
D
(
χ
(1/2k)
K
)
(x)D ki.
En prenant k suffisamment grand, on en déduit le résultat. 
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Résumé – Un entier est dit y-friable si tous ses facteurs premiers n’excèdent pas y.
Les valeurs friables de formes binaires interviennent de manière essentielle dans l’algorithme
de factorisation du crible algébrique (NFS). Dans cette thèse, nous obtenons des formules
asymptotiques pour le nombre de représentations des entiers friables par différentes familles
de polynômes.
Nous considérons dans la première partie les formes binaires qui se décomposent comme
produit d’une forme linéaire et d’une forme quadratique. Nous combinons pour cela le principe
d’inclusion-exclusion à des idées issues de travaux sur la distribution multiplicative de certaines
suites d’entiers représentés par des formes quadratiques développés par Fouvry et Iwaniec, puis
Balog, Blomer, Dartyge et Tenenbaum.
Dans un second temps, nous nous concentrons sur les valeurs friables de formes cubiques
irréductibles. En adaptant les travaux de Heath-Brown et Moroz sur les nombres premiers
représentés par de tels polynômes, nous obtenons des formules asymptotiques valides dans un
vaste domaine de friabilité. Notre méthode permet également d’évaluer des moyennes sur les
valeurs d’une forme cubique pour d’autres fonctions arithmétiques comprenant en particulier
les fonctions de Möbius et de Liouville.
Dans le dernier chapitre, nous étudions les corrélations de l’indicatrice des friables avec les
nilsuites. En employant la méthode nilpotente de Green et Tao, nous en déduisons une for-
mule pour le nombre de valeurs friables d’un produit de formes affines deux à deux affinement
indépendantes.
Abstract – An integer is called y-friable if its largest prime factor does not exceed y.
Friable values of binary forms play a central role in the integer factoring algorithm NFS
(Number Field Sieve). In this thesis, we obtain some asymptotic formulas for the number of
representations of friable integers by various classes of polynomials.
In the first part, we focus on binary forms which split as a product of a linear form and a
quadratic form. To achieve this, we combine the inclusion-exclusion principle with ideas based
on works of Fouvry and Iwaniec and Balog, Blomer, Dartyge and Tenenbaum related to the
distribution of some sequences of integers represented by quadratic forms.
We then take a closer look at friable values of irreducible cubic forms. Extending some
previous works of Heath-Brown and Moroz concerning primes represented by such polynomials,
we provide some asymptotic formulas which hold in a large range of friability. With this
method, we also evaluate some means over the values of an irreducible cubic form for other
multiplicative functions including the Möbius function and the Liouville function.
In the last chapter, we investigate the correlations between nilsequences and the characte-
ristic function of friable integers. By using the nilpotent method of Green and Tao, our work
provides a formula for the number of friable integers represented by a product of affine forms
such that any two forms are affinely independent.
Mots clés – Entiers friables, formes binaires, fonctions multiplicatives, méthodes de
cribles, méthode nilpotente de Green et Tao, sommes de Type I et de Type II.
Keywords – Friable integers, binary forms, multiplicative functions, sieve methods, nil-
potent method of Green and Tao, Type I and Type II sums.
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