Perceptual image quality metrics have explicitly accounted for human visual system (HVS) 
INTRODUCTION

We examine objective criteria for the evaluation of image quality based on both low-level models of visual perception and high-level characteristics of the human visual system (HVS). The term "image quality" is quite general and covers the entire range from reference-free quality evaluation to perceptual image fidelity, i.e., how perceptually close an image is to a given original or reference image. Most existing objective fidelity metrics compare the reference and distorted images on a point-by-point basis, whether this is done in the original image domain, as in mean squared error based metrics such as peak signal to noise ratio (PSNR), or in a transform
domain, such as the perceptually weighted subband/wavelet or discrete cosine transform (DCT) domain. 1 
The most advanced of these metrics are based on low-level models of the HVS. On the other hand, a recently proposed class of quality metrics, known as Structural SIMilarity (SSIM), 2 accounts for high-level HVS characteristics, and allows substantial point-by-point distortions that are not perceptible, such as spatial and intensity shifts, as well as contrast and scale changes. Our primary goal is to evaluate SSIM metrics and to compare their performance to traditional approaches in the context of realistic distortions that arise from compression and error concealment in video transmission applications. In order to better explore this space of distortions, we also propose models for typical distortions encountered in such applications.
Perceptual image quality metrics have relied on explicit low-level models of human perception that account for sensitivity to subband noise as a function of frequency, local luminance, and contrast/texture masking. 1, 3 Typically, the signal is analyzed into components (e.g., spatial and/or temporal subbands), and the role of the perceptual model is to provide the maximum amount of distortion that can be introduced to each component without resulting in any perceived distortion. This is usually referred to as the just noticeable distortion level or JND. While these metrics were developed for near-threshold applications, they have also been used in suprathreshold applications. 4, 5 The main idea is to normalize the distortion by the JND. 6, 7 More systematic studies of the suprathreshold case have been conducted by Hemami' 
contrast is estimated using standard deviation as
and structure is estimated from the image vector x by removing the mean and normalizing by the standard deviation
Then, the measurements µ x , µ y , σ x , σ y , ς x , ς y are combined using a luminance comparison function l(x, y), a contrast comparison function c(x, y), and a structure comparison function s(x, y) to give a composite measure of structural similarity:
where α, β, γ are positive constants used to weight each comparison function.
The comparison functions are given as:
where is the inner-product operator defining the correlation between the structure of the two images.
In this paper, we follow the example in Ref. 2 setting α = β = γ = 1 and C 3 = C 2 /2 to get the specific SSIM quality metric 15 for which phase information is available.
CWSSIM Review
As suggested in Ref. 14, it is straightforward to implement a structural similarity metric in the complex wavelet domain. As more wavelet-based image and video coding techniques are coming into use, it makes sense to be able to implement image quality metrics in this domain. In addition, if an application requires an image quality metric that is unresponsive to spatial translation, this extension of SSIM can be adapted in a way such that it has low sensitivity to small translations. This requires an overcomplete wavelet transform such as the steerable pyramid,
Given complex wavelet coefficients c x and c y that correspond to image patches x and y that are being compared, the complex wavelet structural similarity (CWSSIM) is given by:
where K is a small positive constant set to 0.03 in this paper. This equation differs from (8) 
Wang and Simoncelli note that the wavelet coefficient phase is the key factor that determines the results of CWSSIM: "the structural information of local image features is mainly contained in the relative phase patterns of the wavelet coefficients".
14 Linear and uniform phase changes correspond to lighting (brightness and contrast) distortions to which CWSSIM is not sensitive because the structure is not perturbed. Phase changes that vary irregularly from one coefficient to the next produce structural distortion and therefore low CWSSIM. Figures 2 and 3 . The first image in the top row of Figure 2 depicts the "Lena" image distorted with white Gaussian noise giving a P SNR = 28.5dB (where P SNR = 10log 10 The relationship between SSIM and window size is also shown in Figure 3 , which plots the overall quality pooled over the image for each window size. This plot is derived from the same data set that was used in Figure 2 . Our experiments indicate that the operating region 7 ≤ W ≤ 16 works well for a variety of images and distortions.
USING SSIM TO ASSESS IMAGE QUALITY
Suprathreshold Effectiveness
Structural similarity can distinguish between structural and non-structural distortions, giving results that agree with perception for very strongly distorted images (suprathreshold distortions
Effect of Window Size
When using SSIM metrics to compare the quality between two images, it is useful to calculate the local distortion between corresponding image patches at many locations. This allows the metric to adapt to the local statistical characteristics at different image locations. The individual quality measurements can then
The effect of window size on SSIM is illustrated in
USING SSIM TO ASSESS VIDEO QUALITY
Motivation for Exploring Space of Realistic Distortions
The goal of the objective quality metrics that we examine in this paper is to provide a measure of perceptual similarity between a distorted and a reference image (perceptual image fidelity). Of course since the images are intended to be viewed by human observers, the metric predictions should agree with subjective evaluations. N × N pixels (typically N = 16) 
Subjective evaluation studies collect opinion scores for a database of distorted images and use statistical analysis to compute a mean opinion score (MOS) for each image. The MOS data can then be compared with the quality metric predictions to validate the effectiveness of the metric (e.g., see Ref. 17). The selection of the database of distorted images is critical for the success of such subjective evaluations, which are quite cumbersome and expensive, as an inadequate selection can lead to inconclusive results. In addition, when designing a metric, an appropriate choice of distorted test images can significantly improve the process of metric design, by providing intuitive insights into ways for improving the metric and eliminating the need for lengthy subjective evaluations after each modification of the metric parameters.
An alternate way of evaluating image quality metrics was proposed in Ref. 18, where the authors suggest a stimulus synthesis approach. The idea is to compare two metrics by exploring the image space of metric A while holding metric B constant. This is done via a gradient descent algorithm, producing the "best" and "worst" images in terms of metric A for constant metric B and vice-versa. This allows for efficient evaluation of metrics because the observer only has to look at a few images (the best and worst) to find weaknesses of a metric. A limitation of this approach, however, is that the iterative approach produces distortions that are unlikely to be encountered in compressed video communication systems.
We propose a method of evaluating quality metrics in which we explore the space of realistic distortions that are likely in video compression and communication applications. In our method we hold metric A constant, then examine the results given by metric B with different distortions. This approach provides efficient and valuable intuition for the further improvement of an image quality metric. Section 4.2 explains details of our realistic distortion models, Section 4.3 shows an example distortion space result, and Sections 4.4-4.5 describe specific examples of CWSSIM's performance for degraded images in the distortion space.
Coding and Concealment Distortion Models
A variety of distortions can be created in video transmission applications due to source coding or packet loss and concealment. Lossy video compression distorts the video before it is transmitted. If the channel is lossy, the error concealment techniques necessary to reconstruct the video introduce further distortion. In this paper, we propose a set of realistic models for the distortions that are likely in a video transmission system.
We develop models that can be used to simulate video coding and concealment artifacts using a still image. The advantage of this approach is that it allows the study of video distortions in detail without
We assume a block-based compression technique where the basic units susceptible to distortion are square macroblocks (MB) with
Block blur is modeled as the convolution of the MB image patch x with a 2-D (N + 1) × (N + 1) smoothing filter f :
x blur (x, f ) = x(n 1 , n 2 ) * f (n 1 , n 2 ),(10)
where " * " is the 2-D convolution operator. This is a model of simple spatial interpolation concealment techniques that may use bilinear interpolation to recreate the lost macroblock data. Of course more sophisticated spatial interpolation techniques exist, but this provides a first order approximation.
Block spatial shift is modeled as a uniform distribution of spatial shifts with a maximum shift of ±B pixels. The spatially shifted image patch is described as
where b 1 and b 2 are independent random values chosen from the uniform distribution described by f x (x) = 1/(2B) with −B < x < +B. This models the effect of temporal replacement concealment techniques that can be used when motion vectors are lost or corrupted, such as motion-compensated temporal replacement. Figure 4 shows a single frame from a video with spatial translation and intensity shift distortions that occur when using a spatial replacement error concealment approach. This example corresponds to the techniques described in Ref. 20 . It is more difficult to pick the least objectionable distortion as we move toward the more highly corrupted images. For example, Figure 6 shows the full-size images that correspond to the left column of Figure 5 . Here, one might still argue that the block spatial shift is the least objectionable distortion, but the choice is not as obvious. Figure 7, Figure 8 cyc deg superimposed on the complex steerable pyramid filter responses. 21 The area under the curves is used to calculate weights for each subband of WCWSSIM, according to (13 
19
Block intensity shift is modeled as a uniform distribution of block mean shifts with a maximum shift of ±L percent with the equation
x level (x, L) = x(n 1 , n 2 ) + L,(12)
Examples where CWSSIM Accurately Predicts Perceived Quality
One interesting result from the exploration of the space of realistic distortions with the CWSSIM metric is illustrated in
Another intriguing result of our approach is depicted in
CWSSIM Problem With Local Mean Shifts
Weighted Subband Extension of CWSSIM: WCWSSIM
In order to address the weakness described in section 4.5, we propose an extension of CWSSIM that is able to better account for the low frequency distortions evident in Figure 9 . We extend CWSSIM to combine the results from multiple wavelet scales using an approach similar to that used in Wang's multi-scale SSIM experiments. 22 
However, we derive the subband weights and combine the subbands differently, creating a weighted complex wavelet SSIM implementation (WCWSSIM).
We derive our weights from the Mannos and Sakrinson curve 23 for the HVS contrast sensitivity function (CSF) leveled off at frequencies lower than the peak response, similar to the Daly 24 curve. Figure 10 shows the leveled CSF response superimposed on the complex wavelet steerable filters 21 
Conclusions
We have examined the use of structural similarity metrics in suprathreshold video compression/transmission applications, and found that, in general, they agree with subjective evaluations. In order to better explore the space of distortions, we proposed models for typical distortions encountered in these applications. We found that the translation-insensitive complex wavelet SSIM is superior to other SSIM implementations, and proposed a multi-scale HVS weighted extension that accounts for the effects of local mean shift distortions.
