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Introduc¸a˜o
Este trabalho de conclusa˜o de curso foi desenvolvido ao longo do ano de 2012 e
apresentaduas aplicac¸o˜es deAna´lise Funcional a`GeometriaDiferencial. Oobjetivo
do trabalho, no entanto, foi desenvolver a habilidade da autora em pesquisa e
aumentar seu conhecimento nas a´reas envolvidas. Partimos de duas aplicac¸o˜es
descritasdemodobastante sucintonoartigo ”The inverse function theoremofNash
andMoser ” deHamilton [1], e procuramos os elementosmatema´ticos presentes na
construc¸a˜o e resoluc¸a˜o dos problemas, o que trouxe bastante interdisciplinaridade
ao trabalho.
O primeiro e mais simples resultado que estudamos foi o teorema da func¸a˜o
inversa, que ja´ nos era conhecido, mas ate´ enta˜o com aplicac¸o˜es bemmais simples.
Este teorema nos diz que dada uma func¸a˜o f de classe Ck (1  k  1) entre espac¸os
de Banach X e Y, tal que f 0(x0) e´ um homeomorfismo linear para algum ponto
x0 2 X, podemos concluir que f e´ localmente invertı´vel e sua inversa local possui
a mesma classe de diferenciabilidade de f : Esse resultado e´ u´til para investigar a
existeˆncia e unicidade de soluc¸o˜es de certas EDP’s na˜o-lineares.
Para analisar a derivada de uma func¸a˜o definida em um espac¸o de Banach e´
necessa´rio o estudo de operadores lineares em espac¸os de Banach. De forma geral,
estamos interessados em provar que um operador e´ um homeomorfismo linear,
para que satisfac¸a as condic¸o˜es do teorema da func¸a˜o inversa.
Uma classe de operadores com propriedades interessantes desse ponto de vista
sa˜o os chamados operadores de Fredholm. Operadores de Fredholm possuem
nu´cleo de dimensa˜o finita, codimensa˜o da imagem finita, e imagem fechada. Essas
condic¸o˜es garantem uma certa proximidade desses operadores com operadores
invertı´veis, apesar de abranger um nu´mero bem maior de operadores.
A classe de operadores de Fredholm se mostra interessante pelo teorema da
alternativa de Fredholm. Este teorema afirma que dado um operador Fredholm
de ı´ndice zero, este sera´ injetivo se e somente se for sobrejetivo. Alguns teoremas
auxiliares facilitam a prova de que certos operadores sa˜o de Fredholm.
Uma estrate´gia geral e´ a seguinte: dados X;Y espac¸os de Banach em um deter-
minado contexto, e uma func¸a˜o f : X ! Y que desejamos que seja invertı´vel (com
inversa contı´nua e de mesma classe de diferenciabilidade do que f), utilizaremos o
teorema da func¸a˜o inversa para provar o que queremos. O caminho mais natural
e´ provarmos que para todo ponto x 2 X; f 0(x) e´ um isomorfismo linear, e provar-
mos que f e´ bijetiva. Para provarmos que f 0(x) e´ um operador linear invertı´vel,
provamos primeiro que este e´ Fredholm de ı´ndice zero, e depois, utilizando a al-
ternativa de Fredholm, provamos que ele e´ injetivo ou sobrejetivo, de acordo com
as dificuldades impostas pelo problema.
Essa ide´ia foi aplicada em dois contextos diferentes neste trabalho. Em ambos
foi utilizada a teoria de espac¸os de Ho¨lder Ck;(
); com 
  Rn aberto, que sa˜o
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espac¸os de Banach. Utilizamos algumas imerso˜es compactas que foram bastante
u´teis no decorrer da resoluc¸a˜o dos problemas. A mais utilizada foi a imersa˜o
i : Ck;(
) ,! Ck;(
) para 0 <  <  < 1:
Obviamente, a estrate´gia geral delineada acima envolveu, na pra´tica, uma
ana´lise detalhada de diversos aspectos especı´ficos de casa problema. Boa parte
do trabalho foi de fato estudar os contextos especı´ficos das aplicac¸o˜es. Os dois
problemas propostos envolviam uma se´rie conteu´dos que na˜o esta˜o presentes no
curso de graduac¸a˜o.
O primeiro problema estudado e´ o de perturbac¸a˜o de geode´sicas em uma va-
riedade Riemanniana, para o qual existem pontos a e b entre os quais ha´ uma
geode´sica  ligando-os. A pergunta e´ se podemos variar a e b e localmente ainda
conseguirmos uma geode´sica ligando esses pontos. Esse problema esta´ relacio-
nado a` equac¸a˜o que define uma geode´sica em uma variedade Riemanniana. Na
teoria de equac¸o˜es diferenciais existem teoremas que, dadas algumas condic¸o˜es,
demonstram a existeˆncia dessas geode´sicas. Aqui utilizando o teorema da func¸a˜o
inversa e a teoria de operadores de Fredholm, pudemos estudar pertubac¸o˜es des-
sas equac¸o˜es quanto a`s suas condic¸o˜es iniciais e seus paraˆmetros para resolver o
problema.
O outro problema apresentado no trabalho e´ o problema de Plateau. Este
famoso problema, busca encontrar a superfı´cie de menor a´rea dado um determi-
nado bordo. Aqui nos restringimos ao caso em que o bordo e´ o gra´fico de uma
func¸a˜o. Muitos elementos de equac¸o˜es diferenciais parciais entraram no estudo
do problema de Plateau, tais como: me´todo de Perron, o Princı´pio do Ma´ximo
para equac¸o˜es quase-lineares elı´pticas, regularidade de soluc¸o˜es cla´ssicas para o
problema do Laplaciano e o me´todo da continuidade.
Este trabalho conte´m quatro capı´tulos e umapeˆndice. O primeiro capı´tulo apre-
senta o teorema da func¸a˜o inversa para espac¸os de Banach. O segundo capı´tulo
trata dos pre´-requisitos em Ana´lise Funcional necessa´rios para o entendimento da
soluc¸a˜o dos problemas propostos; boa parte do capı´tulo dedica-se ao estudo de
operados de Fredholm. O terceiro capı´tulo comec¸a apresentando o problema da
perturbac¸a˜o de geode´sicas e introduzindo as ide´ias que preciamos para resolveˆ-lo.
Nele sa˜o apresentados alguns elementos de geometria necessa´rios para entender-
mos o problema, tais como: variedades diferencia´veis, espac¸os tangentes, me´trica
Rieamanniana, conexo˜es e geode´sicas. O quarto capı´tulo trata do problema de
Plateau, ale´m de apresentar e resolver o problema, tambe´m sa˜o apresentados os
elementosmatema´ticos necessa´rios para entendeˆ-lo e revolveˆ-lo a partir domodelo
proposto. Por fim, no apeˆndice apresentamos demonstrac¸o˜es que na˜o entraram no
texto para que na˜o nos desviassemos demais do objetivo principal e para melhor
organizac¸a˜o do trabalho.
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Capı´tulo 1
O teorema da func¸a˜o inversa para
espac¸os de Banach
Neste capı´tulo X; Y sera˜o sempre espac¸os de Banach. Sera´ assumida a teoria
ba´sica de diferenciabilidade nesses espac¸os como expostos em [12].
Definica˜o 1.1. Sejam U  X e V  Y abertos. Um difeomorfismo de classe Ck
(1  k  1) entre U e V, e´ uma bijec¸a˜o f : U ! V de classe Ck cuja inversa e´ de
classe Ck.
Estamos interessados em saber quando uma bijec¸a˜o de classe Ck e´ um difeo-
morfismo. Um exemplo comum de que isso nem sempre e´ verdade e´ f : R ! R;
f (x) = x3; que e´ C1 mas sua inversa na˜o e´ sequer diferencia´vel no ponto 0:
Exemplo 1.2. A aplicac¸a˜o f : R2 ! R2 dada por f (x; y) = ex(cos y; sin y) e´ de classe C1:
A matriz jacobiana de f no ponto (x; y) tem a forma: 
ex cos y  ex sin y
ex sin y ex cos y
!
O determinante do jacobiano de f e´ e2x , 0: Ora, f na˜o e´ injetiva: f (x1; y1) =
f (x‘2; y2) , x1 = x2 e y2 = y1 + 2k; k 2 Z: Tambe´m temos f (R2) = R2   f0g:
Entretanto veremos adiante que 8(x; y) 2 R2; existem abertos U e V tais que f jUU ! V e´
difeomorfismo de classe C1:
Definica˜o 1.3. Seja (M; d) um espac¸o me´trico. P : M!M e´ dita ser uma contrac¸a˜o,
se existe  2 [0; 1) tal que
d(P(x);P(y))  d(x; y); 8x; y 2 U
Teorema 1.4. (Teorema do ponto fixo para contrac¸o˜es) Seja M um espac¸o me´trico
completo e P : M!M uma contrac¸a˜o. Enta˜o existe um u´nico x 2M; tal que P(x) = x:
Demonstrac¸a˜o. Seja x0 2 M; defina uma sequeˆncia fxng  M tal que x1 = p(x0) e
xn = P(xn 1) para n > 1: Enta˜o d(xn+1; xn)  nd(x1; x0): Como Pn e´ convergente
para  < 1; verificamos que a sequeˆncia fxng e´ de Cauchy. Como o espac¸o me´trico
e´ completo, temos que xn ! x; para algum x 2 M: d(P(xn); xn) = d(xn+1; xn) )
d(P(x); x) = 0; enta˜o P(x) = x: Se existirem dois pontos x1; x2 tal que P(x1) = x1 e
P(x2) = x2 enta˜o, se d(x1; x2) , 0;
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d(x1; x2) = d(P(x1);P(x2))  d(x1; x2) < d(x1; x2);
uma contradic¸a˜o.

Corola´rio 1.5. SejamM eN espac¸os me´tricos comM completo e P : MN !Mcontı´nuo
satisfazendo:
dM(P(x1; y);P(x2; y))  d(x1; x2);
para algum 0   < 1: Enta˜o para todo y 2 N existe um u´nico xy 2 M tal que
P(xy; y) = xy: Se considerarmos S : N ! M a func¸a˜o S : N ! M tal que S(y) = xy enta˜o
S e´ contı´nua.
Demonstrac¸a˜o. So´ precisamosdemonstrar que S e´ contı´nua. Escolhemos um x0 2M:
Para cada y; seja xyn+1 = P(x
y
n; y); x
y
1 = x0: Enta˜o a func¸a˜o Sn : N ! M; tal que
Sn(y) = x
y
n e´ contı´nua pois P e´ contı´nua. Queremos ver que Sn ! S; isso fica claro
pela desigualdade:
d(Sn+1(y);Sn(y))  d(S1(y);S0(y))n = C(y)n:
Em que C : Y ! R e´ uma func¸a˜o contı´nua. Enta˜o Sn 7! S uniformemente em
uma vizinhanc¸a de qualquer y0 2 Y fixado. Segue enta˜o que S e´ contı´nua.

Lema 1.6. Suponha que f : U  X ! X satisfaz k f (x)  f (y)k  kx yk. com  2 [0; 1):
Se U conte´m a bola fechada B[a; r]; tal que a 2 U e k f (a)   ak  (1   )r; enta˜o f admite
um ponto fixo em B[a; r]:
Demonstrac¸a˜o. Basta provar que f (B[a; r])  B[a; r]: Para isso, observamos que
x 2 B[a; r]) kx ak  r) k f (x) ak  k f (x)  f (a)k+k f (a) ak  kx ak+(1 )r  r:

Teorema 1.7. (Teorema da perturbac¸a˜o da identidade.) Seja ' : U  X ! X; para
U aberto, uma contrac¸a˜o. A aplicac¸a˜o f : U ! X; dada por f (x) = x + '(x); e´ um
homeomorfismo de U sobre o conjunto aberto f (U)  X: Ale´m disso, se U = X temos
f (U) = X:
Demonstrac¸a˜o. Para x; y 2 U quaisquer, temos:
k f (x)  f (y)k = kx  y+'(x) '(y)k  kx  yk   k'(x) '(y)k  kx  yk   kx  yk =
(1   )kx   yk;
com 0 < p < 1: Daı´ segue que f e´ bijec¸a˜o de U sobre f (U); e que a aplicac¸a˜o
inversa f  1 : f (U)! U; cumpre a condic¸a˜o de Lipschitz k f  1(w)  f  1(z)k  ckw zk;
em que c = 1(1 ) : Isso implica que f e´ homeomorfismo deU sobre f (U): Para provar
que f (U) e´ aberto seja b 2 f (U); ou seja b = a + '(a) para algum a 2 U: Queremos
mostrar que dado y suficientemente pro´ximo de b; a equac¸a˜o y = x + '(x); possui
soluc¸a˜o. Recorreremos, novamente, a contrac¸o˜es. Seja r > 0 tal que B[a; r]  U; e
fixe y 2 X: Consideremos a aplicac¸a˜o
y : B[a; r]! X
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x 7! y   '(x):
Enta˜o y(x) = x , f (x) = y: Notemos que y e´ uma contrac¸a˜o para todo y:
Enta˜o, pelo lema 1:6 y tem um ponto fixo se ky(a)   ak  (1   )r: Temos
y(a)   a = y   '(a)   a = y   b:
Enta˜o desde que ky  bk  (1 )r; existe x0 tal que f (x0) = y; provando que f (X)
e´ aberto.
Para a segunda parte suponha U = X; (xn)  X e b 2 X com f (xn)! y: Temos:
kxn   xmk = kxn + u(xn)   '(xm)   xm + '(xm)   '(xn)k  k f (xn)   f (xm)k + kxn   xmk
) kxn   xmk  11 k f (xn)   f (xm)k ! 0:
(xn) e´ de Cauchy, e xn ! x para algum x 2 X: Logo y = f (x) da continuidade de
f ; e f (X) e´ portanto aberto e fechado em Y, isto e´ f (X) = Y:

Corola´rio 1.8. Seja U  X aberto e f : U ! Y uma aplicac¸a˜o da forma: f (x) = Tx+'(x);
em que T : X ! Y e´ um homeomorfismo linear e ' : U ! Y satisfaz k'(x)   '(y)k 
kx   yk; com kT 1k < 1: Enta˜o f e´ um homeomorfismo de U sobre o conjunto aberto
f (U)  X: Se U = X; tem-se f (U) = Y:
Demonstrac¸a˜o. Considere a aplicac¸a˜o  = T 1  ' : U  X ! X; temos que
k (x)    (y)k = kT 1['(x)   '(y)]k  kT 1kk'(x)   '(y)k  kT 1kkx   yk:
Como kT 1k < 1; vemos que = T 1' e´ uma contrac¸a˜o. Sendo T 1 f = x+ ;
seque do teorema acima que T 1  f e´ um homeomorfismo de U sobre o aberto
T 1( f (U)); donde f e´ um homeomorfismo de U em f (U): Se U = X enta˜o, pelo
teorema 1:7, (T 1  f )(U) = X; e f (U) = T(X) = Y:

Lema 1.9. Seja f : U ! V; com U  X; V  Y; abertos um homeomorfismo. Se f e´
diferencia´vel em um ponto a 2 U e a derivada f 0(a) : X ! Y e´ um homeomorfismo lienar e
o homeomorfismo inverso f  1 : V ! U e´ diferencia´vel no ponto b = f (a):
Demonstrac¸a˜o. Para simplificar a notac¸a˜o escreveremos g = f  1: Como o u´nico
candidato possı´vel para derivada de g no ponto b e´ f 0(a) 1; escrevemos
g(b + w)   g(b) = f 0(a) 1w + s(w); (1.1)
8w 2 Y tal que b + w 2 V: Mostremos que limw 7!0 s(w)kwk = 0: Escrevemos v =
g(b+w)  g(b): Enta˜o f (a+v)  f (a) = f ([g(b)+ g(b+w)  g(b)]) b = f (g(b+w)) b =
b + w   b = w: Como f e g sa˜o contı´nuas, w ! 0; se e somente se, v ! 0: A
diferenciabilidade de f no ponto a nos da´:
f (a + v)   f (a) = f 0(a):v + r(v); em que lim
v7!0
r(v)
kvk = 0 (1.2)
Na igualdade 1.1, substituimos o lado esquerdo por v; e no lado direito subs-
tituı´mos w = f (a + v)   f (a) pela igualdade dada em 1.2. Ficamos com
v = v + f 0(a):r(v) + s(w);
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donde:
s(w) =   f 0(a) 1:r(v) e s(w)kwk =   f 0(a) 1: r(v)kvk kvkkwk :
Ale´m disso, pelo teorema, o quociente kvkkwk =
kvk
k f (a+v)  f (a)k e´ limitado nas proxi-
midades de v = 0: Como a transformac¸a˜o linear f 0(a) 1 e´ contı´nua e se anula na
origem, segue da expressa˜o:
s(w)
kwk =   f (a) 1 r(v)kvk kvkkwk
que limw7!0
s(w)
kwk = 0; donde: g = f
 1 e´ diferencia´vel no ponto b = f (a):

Lema 1.10. O conjunto (I(X;Y) = fT : X ! Y : T e´ homeomorfismo linear g e´ aberto no
conjunto B(X;Y) de X em Y: Ale´m disso, a aplicac¸a˜o inversa˜o I : I(X;Y)! I(X;Y) tal que
I(T) = T 1 e´ de classe C1:
Demonstrac¸a˜o. Comec¸amos vendo que se kI  Ak < 1 enta˜o A e´ invertı´vel. Temos a
fo´rmula:
A 1 = I +
P1
n=1(I   A)n:
Sabemos que esta soma converge pois assumimos que kI Ak < 1: Para ver que
de fato converge para A1 escrevemos: A = I   (I   A); considemos o produto:
(A  (I A))(I+ (I A)+ (I A)2+ :::) = I+ (I A)+ (I A)2+ :::  (I A)  (I A)2  ::::
Como a se´rie e´ absolutamente convergente podemos trocar a ordem dos termos
da maneira que quisermos, donde podemos ver que a se´rie acima converge para I:
Para o caso geral, dada A uma aplicac¸a˜o invertı´vel, se S 2 B(X;Y) e kS   Tk 
kT 1k 1 enta˜o kT 1S   Ik  1 implicando T 1S invertı´vel, o implica S invertı´vel.
Seja
I : I(X;Y)! I(X;Y)
TT 1
Note que
f (A +H)   f (A) = (A +H) 1   A 1 = (A(I + A 1H) 1   A 1 = (I +H) 1A 1   A 1 =P1
n=1(A 1H)nA 1   A 1 = A 1HA 1 +
P1
n=1( A 1H)n:
Como P1n=2( A 1H)n  P1n=2 k( A 1H)kn  kAk 1k2kHk21 kA 1Hk
Chegamos a conclusa˜o que
f (A +H)   f (A) = A 1HA + r(H);
Tal que limkHk7!1
kr(H)k
kHk = 0:
Note que I0(A)(B) =  I(A)BI(A); donde, por induc¸a˜o, concluı´mos que I e´ C1:

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Teorema 1.11. (Teorema da func¸a˜o inversa para espac¸os de Banach) Seja f : U 
X ! V  Y; uma aplicac¸a˜o de classe C1. Seja x0 2 U tal que D f (x0) : X ! Y seja uma
aplicac¸a˜o linear invertı´vel. Enta˜o existe uma vizinhanc¸a U0  U de f0 e uma vizinhanc¸a
V0  V de g0 = f (x0) tal que f : U0 ! V0 e´ bijetivo e P 1 : V0 ! U0 e´ diferencia´vel. Ou
seja f jU0 e´ um difeomorfismo.
Demonstrac¸a˜o. Para simplificar a notac¸a˜o, suponhamos, sem perda de generali-
dade, que a = f (a) = 0; Escrevendo: f (x) = f 0(a)x + r(x) temos que r e´ de classe
Ck em a e r0(a) = f 0(a)   f 0(a) = 0; como r0 e´ contı´nua, temos que existe uma bola
aberta B (em torno de a = 0) tal que jr0(x)j < ; daı´ pela desigualdade do valor
me´dio, existe uma bola B0 tal que x; y 2 B0 ) kr(x)   r(y)k  kx   yk: Seja  tal
que k f 0(a)1k < 1; pelo corola´rio 1:8; f e´ um homeomorfismo de V sobre o aberto
W = f (V) e, pelo lema acima (1:9), a inversa f  1 : W ! V e´ diferencia´vel no ponto
f (a): Como f 2 C1 a aplicac¸a˜o f 0 : U ! B(X;Y) e´ contı´nua. Como o conjunto dos
isomorfismos lineares entre espac¸os de Banach e´ aberto em B(X;Y) e f 0(a) e´ isomor-
fismo, o aberto V pode ser tomado pequeno o suficiente para que para todo x 2 V
f 0(x) : X ! Y seja ainda um isomorfismo, pelo lema f  1 : W ! V e´ diferencia´vel,
logo f e´ difeomorfismo. 
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Capı´tulo 2
Pre´-requisitos em Ana´lise Funcional
2.1 Espac¸os de Ho¨lder
Seja u : 
  Rn ! R uma func¸a˜o k vezes diferencia´vel. Utilizaremos nesse
capı´tulo e no decorrer do texto a notac¸a˜o de multiindices  = (1; 2; :::; n) 2 Zn+
para que possamos escrever de maneira mais compacta Du = @
jju
@x11 x
2
2 :::@x
n
n
em que
1 + ::: + n = jj  k:
Definica˜o 2.1. Seja 
 2 Rn; aberto. Definimos, para k 2N:
Ck(
) = fu : 
! R : 8 2 Zn+; jj  k;Du existe, e´ limitada e uniformemente
contı´nuag
Nesse espac¸o, definimos a norma:
kukCk = maxjjk supx2
 jD(x)uj:
De fato, k:kCk e´ uma norma, e (Ck(
); k:kCk) e´ um espac¸o de Banach, como esta´
provado em [9].
Definica˜o 2.2. Seja 
  Rn aberto. Definimos para k 2N e  2 [0; 1]:
Ck;(
) =

u 2 Ck(
) : [u];k = supjj=k

supx;y2
;x,y
jDu(x) Du(y)j
kx ykRn

< 1:

Com a norma dada por:
kukCk; := kukCk + [u];k:
Os espac¸os Ck;(
) sa˜o chamados espac¸os de Hoˆlder.
Teorema 2.3. Seja 
  Rn um subconjunto aberto, enta˜o:
1. Todo elemento u 2 C0;(
) possui uma u´nica extensa˜o, a qual continuaremos de-
notando por u; para o espac¸o C0;(
): Por esse motivo muitas vezes identificaremos
C0;(
) e C0;(
):
2. C0;(
) e´ um espac¸o de Banach com a norma k:kC0; : C0; ! [0;1)
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Demonstrac¸a˜o. (1) Seja u 2 C0;(
); enta˜o [u] < 1: Seja x0 2 @
; e (xn) uma
sequeˆncia tal que xn ! x0: Sabemos que:
ju(xn)   u(xm)j  [u]jxn   xmj ! 0 (2.1)
O que mostra que (u(xn)) e´ uma sequeˆncia de Cauchy, e portanto, u(xn) !
u(x0) (uniformamente). Gostarı´amos de mostrar que essa definic¸a˜o independe da
sequeˆncia escolhida. Ora, se ha´ outra sequeˆncia (yn) tal que yn ! x0 enta˜o:
ju(xn)   u(yn)j  [u]jxn   ynj ! 0 (2.2)
Donde u(yn) ! u(x0): Podemos enta˜o definir a func¸a˜o u : 
 ! R; tal que
u(x) = u(x) se x 2 
 e u(x) = limn7!1 u(xn) em que xn ! x; se x 2 @
:
Tomando o limite quando xn ! x em 2.1 e 2.2 temos que para qualquer 
pode-se achar m;n suficientemente grandes, tal que:
ju(x)   u(y)j  ju(x)   u(xm)j + ju(y)   u(yn)j + ju(xm)   u(yn)j   +  + [u]jxn   xmj
Fazendo m;n 7! 1 segue que:
ju(x)   u(y)j  [u]jx   yj
Oquemostra queu temamesmanormadeu; emespecialu 2 C0;(
) concluindo
a demonstrac¸a˜o.
(2) E` simples ver que kukC0; e´ uma norma. Basicamente:
[u + v] = supx;y2

u(x)+v(x) u(y) v(y)
jx yj  supx;y2
 u(x) u(y)jx yj + supx;y2
 v(x) v(y)jx yj = [u] + [v]
Para ver que Ck; e´ completo seja (un) uma sequeˆncia de Cauchy em C0;(
);
utilizamos o fato de C0(
) ser completo para inferir que existe u 2 C0(
) tal que
kun   uk0 7! 0: Temos que para todo x; y 2 
 tal que x , y :
u(x) u(y)
jx yj = limn7!1
un(x) un(y)
jx yj  lim sup[un]  limn7!1 kunkC0;  1
O que implica u 2 C0;(
): De maneira parecida:
u(x) un(x) un(y)+u(y)
jx yj = limn7!1
(un um)(x) (un um)(y)j
jx yj  lim sup[un   um] 
limn7!1 kun   umkC0; 7! 0:
E portanto limn7!1 kun   uk 7! 0; o que conclui a demonstrac¸a˜o.

Observac¸a˜o E´ fa´cil ver que o teorema anterior pode facilmente ser generalizado para
func¸o˜es Ck;(
) ao inve´s de func¸o˜es C0;(
); para isso basta usar a completude de Ck(
) ao
inve´s da completude de C0(
):
No decorrer do trabalho sera´ muito u´til o fato de que ha´ uma imersa˜o compacta
Ck;(
) ,! Ck;(
) para 0 <  <  < 1:
Para provar a existeˆncia da imersa˜o, temos que para u 2 Ck;(
) e jj  k :
supx;y2
;0<jx yj<1
jDu(x) Du(y)j
jx yj  supx;y2
 jD
u(x) Du(y)j
jx yj
e
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supx;y2
;jx yj1
jDu(x) Du(y)j
jx yj  2 supx2
 jDu(x)j
Donde podemos concluir que:
kukCk;  2kukCk;
Para vermos que a inclusa˜o e´ de fato compacta escolhemos (un)n2N uma sequeˆncia
limitada em C0;(
): Como (un) e´ limitada, podemos, por Arzela´ Ascoli, supor que un ! u
(passando por uma subsequeˆncia) em C0(
): Por simplicidade consideremos u = 0; enta˜o:
jun(x)   un(y)j
jx   yj  (
jun(x)   un(y)j
jx   yj )

 jun(x)   un(y)j1   (2.3)
 [un]


 (2kunkC0)1 

 7! 0 (2.4)
Provando que a imersa˜o e´ compacta. Para o caso geral em que k  1 temos que se um
subconjunto A  Ck;(
) e´ limitado enta˜o A e´ limitado em C0;(
) e portanto existe uma
sequeˆncia fung  A tal que un ! u em C(
); tambe´m fD1ung e´ limitada em C0;(
) e
portanto existe uma subsequeˆncia, que por simplicidade sera´ denotada tambe´m por fung; tal
que D1un ! u1 em C(
): Como temos convergeˆncia uniforme sabemos que u1 = D1u; por
esse mesmo processo existe uma sequeˆncia un tal que Dun ! Du em C(
); para todo 
satisfazendo 0  jj  k:
Finalmente, temos que a desigualdade 2.3 aplicada a func¸a˜o Du nos mostra que toda
sequeˆncia limitada em Ck;(
) e convergente em Ck(
) e´ de Cauchy em Ck;(
); e portanto
convergente nesse espac¸o. Como A e´ um subconjunto limitado arbitra´rio seque enta˜o que
a imersa˜o e´ de fato compacta.
2.2 Teoremas ba´sicos
Alguns teoremas fundamentais nos cursos de ana´lise funcional sera˜o utilizados na
pro´xima sessa˜o. As demonstrac¸o˜es frequentemente sera˜o omitidas pois e´ bastante simples
encontra´-las e entendeˆ-las nos livros sugeridos.Ao longo desse capı´tulo K = R ou C
Teorema 2.4. (Teorema de Hanh Banach) Seja V um espac¸o vetorial sobre K e p um
funcional sublinear em V; ou seja p(x) = jjp(x);8; x 2 V e p(x + y)  p(x) + p(y) para
todos x; y 2 V: Seja M um subespac¸o de V e seja f : M ! K um funcional linear em M
satisfazendo:
j f (x)j  p(x); 8x 2M
Enta˜o existum funcional linear F emV tal que F(x) = f (x); 8x 2Me jF(x)j  p(x); x 2 V:
Demonstrac¸a˜o. Ver Bachman e Lawrence ”Functional Analysis”, [6] capı´tulo 11,
pag. 165 
O seguinte corola´rio do Teorema de Hanh Banach sera´ usado frequentemente no que
segue e por abuso de linguagem nos referimos a ele como O teorema de Hanh Banach
Corola´rio 2.5. Seja X um espac¸o normado e xzinX f0g: Enta˜o existe um funcional f :
X ! K contı´nuo com k f k := supkxk=1 j f (x)j = 1 e f (x) = kxk:
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Demonstrac¸a˜o. SejaM = fx :  2 Kg:M e´ um subespac¸o. Defina f  : M! K pondo
f (x) := kxk: f  e´ claramente limitado e podemos notar que
j f (x)j = jjkxk = kxk;
e tomando p = k:k no teorema de Hanh-Banach, existe f : X ! K funcional
linear tal que f jM = f  e
j f (y)j  kyk; 8y 2 X;
ou seja, f e´ ´contı´nuo e k f k  1: Mas f (x) = f (x) = kxk ! f ( xkxk ) = 1; dondek f k = 1; como querı´amos. 
Definica˜o 2.6. (Espac¸o dual) Seja X espac¸o de Banach sobre K. Denotamos X =
f f : Y ! R : f contı´nuag; X e´ chamado espac¸o dual topolo´gico de X
Definica˜o 2.7. Sejam X e Y espac¸os de Banach. Denotamos B(X;Y) o conjunto dos
operadores lineares contı´nuos T : X ! Y:
Proposica˜o 2.8. Um operador linear T : X ! Y em que X e Y sa˜o espac¸os de Banach e´
contı´nuo se e somente se e´ limitado, ou seja, existe K 2 R tal que kTxk  Kkxk:
Demonstrac¸a˜o. Ver Bachman e Lawrance ”Functional Analysis”, [6] capı´tulo 11,
pag. 176. 
Teorema 2.9. B(X;Y) = fT : X ! YjT´ e´ linear e limitada g e´ espac¸o de Banach com a
norma: kTkB(X;Y) = supkxkX=1 kTxkY
Demonstrac¸a˜o. Ver Bachman e Lawrence ”Functional Analysis”, [6] capı´tulo 15, pag
254. 
Definica˜o 2.10. SejamX e Y espac¸os topolo´gicos. Enta˜o T : X ! Y e´ uma aplicac¸a˜o
aberta se para todo conjunto aberto em U  X a imagem T(U) e´ aberta em Y:
Teorema 2.11. (Teorema da aplicac¸a˜o aberta) Sejam X;Y espac¸os de Banach e T : X !
Y linear contı´nuo e sobrejetivo. Enta˜o a aplicac¸a˜o T e´ aberta.
Demonstrac¸a˜o. Ver Brezis, ”Fcuntional Analysis, Sobolev Spaces and Partial Die-
rential Equations ” [7] capı´tulo 2, pag. 35 
Teorema 2.12. Sejam X;Y espac¸os de topolo´gicos f : U ! V bijec¸a˜o contı´nua com U  X
e V  Y abertos. Enta˜o se f e´ uma aplicac¸a˜o aberta enta˜o T 1 e´ contı´nua.
Demonstrac¸a˜o. Ver Brezis ” Functional Analysis, Sobolev Spaces and Partial Die-
rential Equations” [7] capı´tulo 2, pa´g. 36. 
Definica˜o 2.13. SejamX eY espac¸os normados. Umoperador linearT : D  X ! Y;
sendo D um subespac¸o, e´ fechado se seu gra´fico:
G(T) = f(x; y)jx 2 D; y = Txg
for um subespac¸o fechado em X  Y:
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Teorema 2.14. (Teorema do gra´fico fechado) Sejam X e Y espac¸os de Banach e T : D 
X ! Y um operador linear fechado, em que D e´ subespac¸o de X: Enta˜o se D e´ fechado em
X; o operador T e´ limitado.
Demonstrac¸a˜o. Ver Brezis ”Functional Analysis, Sobolev Spaces and Partial Die-
rential Equations”, [7] capı´tulo 2, pag. 37. 
Lema 2.15. Seja X um espac¸o de Banach e M  X um subespac¸o vetorial. Enta˜o:
1. Se dimM < 1; enta˜o existe um espac¸o vetorial fechado N  X tal que M N = X:
2. Se dim( XM ) < 1; enta˜o existe espac¸o vetorial fechado N  X tal que M N = X:
Demonstrac¸a˜o. (1) Seja fe1; :::; eng  M uma base de M: M e´ fechado pois possui
dimensa˜o finita. Sejam i : M! R funcionais lineares contı´nuos tal que
x =
Pn
i=1 i(x)ei; 8x 2M:
Pelo teorema de Hanh-Banach existe funcional linear contı´nuo i : X ! R
extendendo i; 8i 2 f1; 2; :::; ng:
Seja
N =
Tn
i=1N(i)
Como cadai e´ contı´nuo,N e´ fechado. Dado x 2M\N; temos x = Pni=1 i(x)ei =Pn
i=1i(x)ei = 0X; e portantoM \N = f0Xg:
Agora, dado qualquer x 2 X seja yx = x   Pni=1i(x)ei: 8 j 2 f1; :::; ng; temos
 j(yx) =  j(x)   Pni=1i(x) j(ei) =  j(x)    j(x) = 0: Portanto yx 2 N; enta˜o x =
yx +
P
i(x)ei; implicandoM N = X:
(2) Seja fe1; :::; eng  X tal que  = f e1M ; :::; enM g  XM e´ uma base de XM : Seja N =
spanfe1; :::; eng: N e´ de dimensa˜o finita e portanto fechado.
Dado x 2 N \M; temos xM = 0XM = 0 XM : Como x 2 N existem 1; :::; n 2 R tal
que x =
Pn
i=1 iei; donde
x
M =
Pn
i=1 i
ei
M ) 1 = ::: = n = 0; pois  e´ linearmente
independente. Logo x = 0X; ou seja N \M = f0Xg:
Dado x 2 X arbitra´rio, existe 1; :::; n 2 K tal que
x
M =
Pn
i=1 i(
ei
M );
temos que yx = x  Pni=1 iei 2M) x = yx +Pni=1 iei e portantoM N = X:

2.3 Operadores de Fredholm
Neste capı´tulo denotaremos a imagem de um operador T por =(T):
Definica˜o 2.16. Sejam X, Y espac¸os de Banach, e T 2 B(X;Y): T e´ dito operador de
Fredholm se:
1. O nu´cleo do operador T; denotado por N(T) possui dimensa˜o finita.
2. Coker(T) := Y=(T) possui dimensa˜o finita.
3. =(T) e´ um subespac¸o fechado de Y:
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Se T : X ! Y e´ operador de Fredholm, definimos o ı´ndice de Fredholm por:
ind(T) = dim(N(T))   dim(Coker(T)):
Veremos alguns exemplos de operadores de Fredholm no contexto que estamos procu-
rando. Estes exemplos ilustram o qua˜o sensı´vel a definic¸a˜o de operador de Fredholm e´ ao
espac¸o para o qual o operador esta´ definido.
Exemplo 2.17. Sejam V e W dois espac¸os vetoriais de dimensa˜o finita. Enta˜o qualquer
operador T : V ! W e´ de Fredholm e´ ind(T) = dim(W)   dim(V): A saber, temos que
dim(CokerT) = dim(W)   dim(=(T)): Pelo teorema do Nu´cleo e imagem (Ver [15] cap.
6 pag. 68) temos que dim(V) = dim(N(T)) + dim(=(T)); logo ind(T) = dim(CoketT)  
dim(N(T)) = dim(W)   dim(V):
Exemplo 2.18. Seja [a; b]  R: Seja Ck[a; b] = f f : [a; b]! R : f de classe Ckg; Ck[a; b] e´
espac¸o de Banach com a norma
k f kCk := supx2[a;b];0lkj f l(x)j
Considere o operador
d
dx : C
1[a; b]! C0[a; b]
f 7! f 0
Enta˜o k d fdxkC0  k f kC1 ; 8 f 2 C1[a; b]: Portanto ddx e´ um operador linear limitado.
Tambe´m
f 0 = 0) f = cte
O espac¸o das func¸o˜es constantes tem dimensa˜o um, gerado pela func¸a˜o f = 1: Daı´
dim(N(T)) = 1: Ale´m disso, para g 2 C0 definimos:
fg(x) =
R x
a
g(s)ds;8x 2 [a; b]
Logo, d fgdx = g; e =( ddx) = C0[a; b]: Portanto, Coker( ddx ) e´ trivial e concluı´mos que ddx e´
Fredholm ind( ddx) = 1:
Exemplo 2.19. Seja 
  Rn (n  2) um conjunto limitado aberto e conexo, em que @

uma variedade C3 compacta.
Considere o operador
 : C3(
)! C3(
)
f 7! Pni=1 @2 f@x2i :
 e´ claramente limitado.
Veremos que  na˜o e´ Fredholm a partir do teorema da existeˆncia e unicidade para o
problema de Dirichlet para o Laplaciano (aqui sa˜o usadas as especificac¸o˜es do conjunto 
)
Ver em [2] capı´tulo 6: Sabemos que 8' 2 C2;(
) existe uma u´nica u' 2 C2(
) tal que
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u' = 0; u'j@
 = 'j@

implicando que
C2;(@
)! N()
' 7! u'
e´ isomorfismo. Isso nos diz, em particular, que dim(N()) = +1; e portanto  na˜o e´
Fredholm.
Exemplo 2.20. Sejam 
  Rn (n  2) e  2 (0; 1) como no exemplo 2:17: Seja:
X = f f 2 C2;(
) : f j@
 = 0g
com a norma induzida pelo espac¸o Ck;(
): X e´ subespac¸o fechado e logo um espac¸o de
Banach por si so´.
Definimos o operador
 : X ! C0;(
)
f 7! Pni=1 @ f@x2i
Novamente, pela existeˆncia e unicidade de soluc¸a˜o para o problema de Dirichlet, existe
uma u´nica func¸a˜o u 2 C2;(
) tal que:Pn
i=1
@2u
@x2i
= 0 uj@
 = 0
Mas como essa equac¸a˜o e´ satisfeita pela soluc¸a˜o nula, segue que essa u´nica soluc¸a˜o e´
u = 0; isto e´,  e´ inejetora. Tambe´m dada f 2 C(
); existe uma u´nica u f 2 C2;(
) tal
que:
u f = f e u f j@
 = 0
Isto e´,  e´ sobrejetiva. Logo pelo teorema da aplicac¸a˜o aberta  e´ um homeomorfismo
linear; em particular, e´ Fredholm e ind() = 0:
Daremos agora uma nova visa˜o do conjunto de operadores de Fredholm dentro do
conjunto de operadores contı´nuos. Queremos ver o conjunto de operadores de Fredholm e´
aberto em B(X;Y); e tambe´m entender melhor o compotamento da func¸a˜o ı´ndice.
Lema 2.21. Sejam X;Y espac¸os de Banach e T 2 B(X;Y): Suponha que existe N  Y um
subespac¸o fechado tal que N  =T = Y; enta˜o:
CokerT  N
Demonstrac¸a˜o. Definimos ' :
' : N ! CokerT
y 7! y=T
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E´ claro que' e´ linear e sobrejetiva. Tambe´m, se'(y) = 0) y 2 =T\N ) y = 0
donde ' e´ injetora.
E´ fa´cil ver que CokerT e´ um espac¸o de Banach com a norma:
k y=TkCokerT := infx2X ky   TxkY
Mas enta˜o, k y=TkCokerT  kykY; 8y 2 N;
portanto' e´ contı´nua. Pelo teoremadaaplicac¸a˜o aberta' e´ umhomeomorfismo
linear. 
Teorema 2.22. Sejam X;Y operadores de Banach e T 2 B(X;Y) um operador de Fredholm.
Enta˜o existe  > 0 tal que para qualquer P 2 B(X;Y) com kPk <  existe um operador
linear:
Ap : N(T)! CokerT
tal que:
dim(N(T + P)) = dim(N(AP)) e dim(Coker(T + P)) = dim(CokerAP):
Demonstrac¸a˜o. Como temos dimN(T) < 1 e dim( Y=T ) < 1; pelo lema 2:14 existem
subespac¸os fechadosM  X; N  Y tal que: X =M N(T); Y = =T N: Seja:
T0 : M! =T
x 7! Tx
E´ fa´cil ver que T0 e´ um isomorfismo linear. ComoM  X; e=T  Y sa˜o fechados,
tambe´m sa˜o espac¸os de Banach, e portanto T0 e´ um homeomorfismo linear pelo
teorema da aplicac¸a˜o aberta. Como o conjunto dos operadores lineares invertı´veis
e´ aberto em B(X;Y); sabemos que existe 0 > 0 tal que sempre que a : M ! =T for
operador linear cumprindo kak < 0; T0 + a e´ tambe´m um homeomorfismo linear
entreM e =T:
E´ fa´cil vermos que as projec¸o˜es 1 : Y ! =T; 2 : Y ! N; sa˜o contı´nuas
(utilizando para tanto o teorema do gra´fico fechado). Seja  := 
0
k1k+k2k+1 e seja
P : X ! Y um operador linear contı´nuo tal que: kPk < : Sejam i : M ,! X; e
j : N(T) ,! X as incluso˜es canoˆnicas. Definimos os operadores: ap : M ! =T;
bp : N(T)! =T; cp : M! N e dp : N(T)! N; por:
ap := 1  p  i; bp := 1  p  j
cp := 2  p  i; dp := 2  p  j:
Pela escolha de  e´ claro que kapk < 0; enta˜o T + ap : M! =T e´ um homeomor-
fismo linear.
Sejam x 2 X e y 2 Y: Podemos escrever: x = xm + xN(T); y = y=T + yN de maneira
u´nica. (com os subespac¸os indicados nos subı´ndices.) Definimos G : X ! X e
H : Y ! Y como:
Gx = xM   (T0 + ap) 1  bp(xN(T)) + xN(T)
Hy = y=T   cp  (T0 + ap) 1(y=T) + yN
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Afirmac¸a˜o 1: G e H sa˜o homeomorfismos lineares.
E´ simples ver que H e G sa˜o lineares. A continuidade segue da continuidade
de 1 e 2 e das projec¸o˜es: 01 : X !M; 02 : X ! N(T):
Ale´m disso:
Gx = 0X ) xM   (T0 + ap) 1  bp(xN(T)) + xN(T) = 0X ) xM   (T0 + ap) 1  bp(xN(T)) = 0X
e xN(T) = 0X ) xM = 0X:
e
Hy = 0Y ) y=T   cp  (T + ap) 1(y=(T)) + yN = 0X ) y=(T) = 0Y e
cp  (T0 + ap) 1(y=T) + yN = 0Y ) yN = 0Y ) y = 0Y;
e isso prova que G e H sa˜o injetivas.
Finalmente, dados x0 2 X e y0 2 Y escrevemos novamente: x0 = x0M + x0N(T) e
y0 = y0=T + y
0
N(T); e definimos: x = (T
0 + ap) 1  bp(x0N(T)) + x0M + x0N(T) e y = cp  (T0 +
ap) 1(y0=T) + y
0
=T + y
0
N(T): E´ fa´cil conferir que Gx = x
0 e Hy = y0: Sendo assim G e
H sa˜o sobrejetivos e portanto homeomorfismos lineares pelo teorema da aplicac¸a˜o
aberta. Isso mostra a afirmac¸a˜o 1:
Seja A0p : N(T)! N dado por A0p =  cp  (T0 + ap) 1  bp + dp:
Afirmac¸a˜o 2: H  (T + P)  G = (T0 + ap)  A0p:
De fato, dado x = xM + xN(T) 2 X; temos:
H  (T + P)  G(x) = H  (T + P)(xM   (T0 + ap) 1  bp(xN(T)) + xN(T)) =
H[T0xM   T0(T0 + ap) 1  bp  (xN(T)) + ap(xM) + cp(xM)   ap(T0 + ap) 1  bp(xN(T))  
cp(T0 + ap) 1  bp(xN(T)) + bp(xN(T)) + dp(xN(T))] = H[(T0 + ap)xM + cp(xM) + A0p(xN(T))] =
(T0 + ap)xM   cp(T0 + ap) 1(T0 + ap)xM + cp(xM) + A0p(xM + xN(T));
o que prova a afirmac¸a˜o 2.
Agora, seja
 : N(T + P)! N(A0p)
x 7! [G 1(x)]N(T):
Precisamos verificar que  esta´ bem definida, vejamos que:
(T + P)x = 0Y ) [H  (T + P)  G](G 1(x)) = 0Y (2.5)
) (T0 + ap)  A0p([G 1(x)]M + [G 1(x)]N(T)) = 0Y (2.6)
) (T0 + ap)([G 1(x)]M) = 0YeA0p([G 1(x)]K = 0Y (2.7)
) [G 1(x)]N(T) 2 N(A0x);
e enta˜o  esta´ bem definida.
Ale´m disso, note que (x) = 0X ) [G 1(x)]N(T) = X ) (T0 + ap)([G 1(x)]M) =
0Y ) [G 1(x)]M = 0X (aproveitando o que foi feito na equac¸a˜o 2.7). Concluindo que
 e´ injetiva.
Para concluir que  e´ isomorfismo, observamos que dado x 2 N(A0P); em parti-
cular x 2 N(T): Seja x0 = Gx: Enta˜o x0 = x e portanto  e´ sobrejetora.
Podemos, enta˜o, concluir que
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dim(N(T + P)) = dim(N(A0p)):
Vamos agora analisar a func¸a˜o
Coker(T + P)! Coker(H  (T + P)  G)
y
=(T) 7! H(y)=(H(T+P)G)
e´ simples ver que a func¸a˜o acima e´ um isomorfismo, e portanto que:
Coker(T + P)  Coker((T0 + ap)  A0p);
utilizando para isso a afirmac¸a˜o 2:
Seja
 : Coker((T0 + ap)  A0p)! CokerA0p
y
=(T0+ap)A0p 7!
yN
=A0p :
 e´ bem definida, pois
[(T0 + ap)  A0p(xM + xN(T))]N = A0p(xN(T)));
Se yN=A0p =
0Y
=A0p ) yN 2 =A0p; enta˜o yN = A0p(xN(T); para algum xN(T) 2 N(T):
Escrevemos
y = y=T + yN = (T0 + ap)  A0p((T0 + ap) 1(y=T + xN(T)) 2 =((T0 + ap)  A0p)
enta˜o y=(T0+ap)A0p =
0Y
=(T0+ap)A0p ; e portanto  e´ injetiva. Como  e´ claramente
sobrejetiva, segue que
dim[Coker(T + P)] = dim(CokerA0p):
Finalmente como N  CokerT pelo 2.21 podemos definir  : N ! CokerT como
sendo esse isomorfismo, e definir Ap : N(T) ! CokerT por Ap =   A0p: Temos
N(Ap) = N(A0p) e CokerAp = CokerA0p: Enta˜o,
dimN(T + P) = dim(N(Ap))
dim(Coker(T + P)) = dim(CokerAp)
o que conclui a demonstrac¸a˜o.

Corola´rio 2.23. Sejam X;Y espac¸os de Banach , e Fred(X;Y) = fT 2 B(X;Y) : T e´
Fredholm g: Enta˜o, na topologia da norma em B(X;Y); Fred(X;Y)  B(X;Y) e´ aberto, e a
func¸a˜o ind : T 2 Fred(X;Y) 7! indT 2 R e´ localmente constante.
Demonstrac¸a˜o. Seja T 2 Fred(X;Y) pelo teorema anterior existe  > 0 tal que 8P 2
B(X;Y) com kPk < ; existe uma aplicac¸a˜o Ap : N(T)! CokerT tal que:
dim(N(T + P)) = dimN(Ap) < 1
dim(Coker(T + P)) = dim(CokerAp) < 1
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Enta˜o sabemos que existe subespac¸o fechado N tal que N  =T = X; pelo lema
2:13: Consideremos a func¸a˜o
S : ( X=T ) N ! Y
x
N(T) 7! T(x) + z
Vejamos que S e´ homeomorfismo. Para ver que S e´ contı´nuo basta notar que
kS( xN(T) ; z)k  kTkk xN(T)k xN(T) +kzkY  (kTk+1)k( xN(T) ; z)k:Ale´m disso S e´ bijetivo donde,
pelo teorema da aplicac¸a˜o aberta, S e´ homeomorfismo linear. Em particular, S leva
espac¸os fechados em espac¸os fechados, e enta˜o
=T = S( xN(T)  f0Yg)
Portanto=T e´ fechada eT+P e´ operadorde Fredholm, concluindoqueFred(X;Y)
e´ aberto.
Pela construc¸a˜o de Ap (teorema 2:20) esta e´ uma aplicac¸a˜o linear entre espac¸os
de dimensa˜o finita, e portanto e´ um operador de Fredholm. Tambe´m:
ind(T + P) = indAp = dim(N(T))   dim(CokerT) = ind(T)
Sempre que kPk < ; provando o teorema.

Algumas das propriedades interessantes de operadores de Fredholm relacionan-se com
operadores compactos, os quais definiremos a seguir.
Definica˜o 2.24. Sejam X;Y espac¸os de Banach. Um operador linear T : X ! Y e´
dito compacto se dado E  X limitado, tivermos T(E)  Y pre´-compacto.
Note que todo operador compacto e´ limitado, e T 2 B(X;Y) e´ compacto se e somente se
T(BX) e´ pre´-compacto em Y onde BX = fx 2 X : kxk  1g:
Proposica˜o 2.25. Seja X um espac¸o de Banach. Seja T 2 B(X;Y); T compacto e =(T)
fechada. Enta˜o dim(=(T)) < 1:
Demonstrac¸a˜o. Temos que=(T) e´ um espac¸o de Banach com a norma induzida. Daı´
pelo teorema da aplicac¸a˜o aberta, T(BX) e´ aberto. Por outro lado, T(BX) possui
fecho compacto em =(T); implicando que =(T) e´ localmente compacto, e portanto
possui dimensa˜o finita. 
Proposica˜o 2.26. Seja T 2 B(X) operador compacto e  2 Rn0; enta˜o dim(N(T IX)) <
1
Demonstrac¸a˜o. Temos que N(T   IX)  X e´ fechado, e portanto um espac¸o de
Banach. SejaN = N(T IX); enta˜o TN := TjN e´ compacto. Provemos que=TN = N:
Sabemos que y 2 =TN ) y = Tx; x 2 X Enta˜o como y 2 N(T   IX); temos y =
Tx = x 2 N: Por outro lado se y 2 N ) Ty = y) y = T y = TN( y )) y 2 =TN: O
resultado segue aplicando a proposic¸a˜o anterior a TN:

Aprimeira observac¸a˜o sobre operadores compactos relacionada a operadores de Fredholm
e´ que um operador compacto T : X ! Y com dim(Y) = 1; jamais sera´ um operador de
Fredholm. A saber, se T fosse operador de Fredholm, este possuiria imagem fechada, o
que significa que teria imagem com dimensa˜o finita (ver [9]). Ale´m disso a dimensa˜o da
co-imagem seria finita, o que implicaria que a dimensa˜o de Y e´ finita.
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2.4 Topologia fraca*
A prova de algumas propriedades e teoremas relacionados a operadores de Fredholm e
operadores compactos envolve uma ana´lise um pouco mais profunda dos espac¸os de Banach,
inclusive topologicamente. E´ fato que os funcionais lineares teˆm uma grande importaˆncia
no estudo desses espac¸os. Consideremos para uma topologia neste espac¸o, na qual sabemos
a forma dos funcionais contı´nuos em X = f f : X ! Kj f e´ contı´nua na norma g:.
Sabemos que quanto mais abertos possui um espac¸o topolo´gico mais fa´cil e´ uma func¸a˜o
ser contı´nua deste espac¸o para um outro fixado. De uma maneira geral o contra´rio acontece
com compactos, quando mais abertos ha´, maior a possibilidade de coberturas abertas, e
portanto menos compactos. A topologia fraca * e´ uma topologia no espac¸o dual com menos
elementos do que a topologia com a norma usual, e portanto com mais compactos o que
muitas vezes e´ u´til, por exemplo quando queremos achar mı´nimos de funcionais.
A caminho de definir a topologia fraca* (leˆ-se ”fraca-estrela”) no espac¸o dual, conside-
remos a seguinte func¸a˜o:
J : X ! X
x 7! J(x) : X ! R (2.8)
x 7! x(x)
Para vermos que J e´ isometria, notemos que:
kJ(x)kX = supkykX=1jJ(x)(y)j = supkykX=1jy(x)j  kxkX
A u´ltima desigualdade e´, na verdade, uma igualdade, ja´ que pelo teorema de Hanh-
Banach podemos achar y 2 X tal que y(x) = kxkX e jyj = 1, concluindo que de fato
kJ(x)kX = kxkX, donde segue que J e´ isometria e portanto contı´nua e injetiva.
Na˜o ha´ raza˜o, no caso geral, para que J(X) = X.
Definica˜o 2.27. X e´ dito ser espac¸o reflexivo se tivermos X = J(X)
Definica˜o 2.28. A topologia fraca* definida no espac¸o dual X e´ a topologia menos
fina que torna os funcionais em J(X) contı´nuos.
Assim uma sequeˆncia (ou net) ( fi)  X converge para algum f 2 X na topologia
fraca* se e somente se fi(x)! f (x); 8x 2 X:
2.5 A alternativa de Fredholm.
Operadores de Fredholm possuem uma certa similaridade com operadores invertı´veis.
Na verdade, quando pensamos em operadores de Fredholm, estamos ”limitando” o quanto
o operador pode ser na˜o invertı´vel. O resultado que ilustra essa proximidade de opera-
dores de Fredholm com operadores invertı´veis e´ o teorema da alternativa de Fredholm.
Desenvolveremos, nessa sessa˜o, os elementos necessa´rios para prova´-la.
Definica˜o 2.29. Dados X;Y espac¸os de Banach, T 2 B(X;Y) satisfaz a alternativa de
Fredholm se satisfaz uma das duas alternativas:
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1. Se dim(N(T)) = 0 enta˜o 8y 2 Y;9x 2 X tal que: T(x) = y
2. Se 0 < dim(N(T)) < 1 e n = dim(N(T)); enta˜o existe um subconjunto do dual
de Y; f f1; f2; :::; fng  Y; linearmente independente, tal que dado y 2 Y :
9x 2 X tal que T(x) = y, fi(y) = 0; i = 1; 2; :::; n:
Definica˜o 2.30. Sejam X;Y espac¸os de Banach e T 2 B(X;Y): O operador adjunto de
T e´ o operador linear dado por
T : Y ! X
f 7! f  T
Proposica˜o 2.31. Se X;Y sa˜o espac¸os de Banach e T 2 B(X;Y), enta˜o T 2 B(Y;X) e
ainda
kTk = kTk:
Demonstrac¸a˜o. Seja x 2 X tal que kxkX  1: Enta˜o 8 f 2 Y :
j(T f )xj = j f (Tx)j  kTkk f kY ;
donde
kT f kX  kTkk f kY :
Logo, T 2 B(Y;X) e kTk  kTk:
Por Hanh Banach, se Tx , 0Y enta˜o 9 f 2 Y tal que k f kY = 1 e f (Tx) = kTxkY:
Enta˜o, se kxk  1;
kTxkY = j f (Tx)j = j(T f )(x)j  kT f kX  kTk;
donde concluı´mos que kTk  kTk:

Teorema 2.32. Se X;Y sa˜o espac¸os de Banach e T 2 B(X;Y) enta˜o
T e´ compacto, T e´ compacto.
Demonstrac¸a˜o. ()) Seja U = BY = f f 2 Y : k f kY  1g; e seja (gn)  U:
Enta˜o jgn(y)  gn(y0)j  kgnkYky  y0kY  ky  y0kY; e em particular, jgn(y)j  kykY:
Logo a sequeˆncia (gn) e´ equicontı´nua e pontualmente limitada. Seja U = fx 2 X :
kxk  1g: Temos por hipo´tese que T(U) e´ pre´-compacto, e portanto, fn := fnjT(U) :
T(U) ! K; possui subsequeˆncia que converge uniformemente, pelo teorema de
Arzela´-Ascoli. Seja essa sequeˆncia ( fm); temos:
k fm   fm0kC0  supy2T(U) k fm(y)   fm0(y)k  supx2U kgm(Tx)   gm0(Tx)k =
supx2U kTgm(x)   Tgm0(x)k = kTgm   Tgm0kY ;
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implicando (Tgm) sequeˆncia de Cauchy em Y; logo convergente pela comple-
tude de X: Portanto T(U) e´ pre´-compacto em X:
( ) Sejam: J : X ! X e J0 : Y ! Y as imerso˜es canoˆnicas como na equac¸a˜o
2.8. Seja E  X um conjunto limitado. Sabemos que J(E) e´ limitado pois a func¸a˜o J
e´ contı´nua. Observe que para todo x 2 X; e para toda f 2 Y; temos:
(J0  Tx)( f ) = f (Tx) = T f (x) = J(x)(T f ) = T(J(x))( f );
concluindo que: J0  T = T  J
Lembrando da primeira parte do teorema, se T e´ compacto, enta˜o T tambe´m o
e´. Sendo assim T(J(E))  Y e´ pre´-compacto, donde J0(T(E))  Y e´ pre´-compacto.
Em particular J0(T(E)) e´ totalmente limitado. Dado  > 0; para certos x1; :::; xn 2 E;
J0(T(E))  Sni=1 BY (J0(Txi));
Dado x 2 E; para algum i 2 f1; :::; ng temos kTx   TxikY = kJ(Tx)   J(Txi)kY < ;
ja´ que J0 e´ isometria, segue que
T(E)  Sni=1 BY(Txi);
e assim T(E) e´ totalmente limitado, e enta˜o pre´-compacto, o que implica T
compacto.

Teorema 2.33. Sejam X;Y sa˜o espac¸os de Banach e T 2 B(X;Y) tem imagem fechada,
enta˜o
(CokerT)  N(T)
Demonstrac¸a˜o. Sabemos que CokerT := YIm(T) e´ um espac¸o de Banach, pois Im(T) e´
fechada. (Ver resultado em [6] , capı´tulo 8, pag. 126). A norma desse espac¸o e´
dada por
k y=(T)k Y=(T) := infx2X ky   TxkY (y 2 Y):
E portanto o espac¸o dual (CokerT) e´ tambe´m um espac¸o de Banach. Pela
proposic¸a˜o 2:29 T 2 B(Y;X); e enta˜o N(T) e´ um subespac¸o fechado de Y; o que
tambe´m significa que N(T) e´ um espac¸o de Banach com a norma induzida.
Definimos a func¸a˜o,
 : N(T)! (CokerT)
f 7! ( f ) : CokerT ! K
y
=(T) 7! f (y):
 esta´ bem definida, pois f (Tx) = (T f )(x) = 0; 8x 2 X: Queremos provar que
 e´ isomorfismo linear. De fato,  e´ linear e k( f )( yIm(T))k = j f (y)j = j f (y   Tx)j 
k f kYky   Txk; 8x 2 X:
)
( f )( y=(T) )  k f kY  y=(T)CokerT :
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E enta˜o k( f )k  k f kY ; donde  e´ limitada (contı´nua).
Seja
 : (CokerT) ! N(T)
g 7!  (g) : Y ! K
y 7! g
 
y
=(T)
!
E´ claro que  e´ linear.  esta´ bem definida, pois para g 2 (CokerT); temos:
(T( (g)))(x) =  (g)(Tx) = g

Tx
Im(T)

= 0;
8x 2 X: Portanto, T( (g)) = 0 )  (g) 2 N(T): Enta˜o dada g 2 (CokerT); para
todo y 2 Y; temos ( (g)) = g; o que nos diz que  e´ sobrejetiva.
Para ver que  e´ injetiva basta notar que se f 2 N(T); e ( f ) = 0 enta˜o f (y) =
0; 8y 2 Y; o que nos da´ f = 0:
Conclui-se, portanto que  e´ um homeomorfismo linear (Usando o teorema da
aplicac¸a˜o aberta).

Teorema 2.34. Se X e´ um espac¸o de Banach, T 2 B(X) e´ compacto, e  2 K n f0g; enta˜o
T   IX e´ um operador de Fredholm.
Demonstrac¸a˜o. Comec¸amos notando que para toda f 2 X e 8x 2 X; temos que
((T   IX)) f (x) = f (Tx   x) = f (Tx)    f (x) = [(T f   IX) f ]x:
Ou seja, (T   IX) = T f   IX : Como T e compacto pelo teorema 2.32, temos
pela proposic¸a˜o 2.26 que: dim(Im(N(T   IX)) < 1; e dim(N(T   IX)) < 1:
Queremos provar que =(T   IX) < 1 e´ fechada, neste caso, pelo teorema 2.33:
dim(Coker(T   IX)) = dim(N(T   IX)) < 1:
dim(Coker(T   IX)) = dim(Coker(T   IX)) < 1; como gostarı´amos. Enta˜o,
mostremos que =(T   IX) e´ fechada.
Primeiramente notemos que existe M  X fechado (Lema 2:13) tal que M 
N(T   IX) = X: Definimos
S : M! X
x 7! Tx   x
E´ claro que S e´ linear, contı´nuo e injetivo. Tambe´m e´ clara a inclusa˜o =(S) 
=(T   IX): Queremos provar a igualdade entre esses conjuntos. Para isso, seja
y 2 =(T   IX); enta˜o y = Tx   x para algum x 2 X: Por propriedade da soma
direta, existe um u´nico xm 2 M e x0 2 N(T   IX); tal que x = xm + x0: Enta˜o
y = Txm   xm = Sxm e enta˜o y 2 (S); o que prova a inclusa˜o: =(S)  =(T   IX):
Provaremos a seguir que =(S) e´ fechada.
Afirmac¸a˜o: Existe r > 0 tal que rkxk  kSxk:
Suponha que na˜o, enta˜o existe uma sequeˆncia x0n comapropriedade que
1
nkx0nk >
kSx0nk:Normalizando essa sequeˆncia, temos que xn = x
0
n
kxnk :Temos enta˜o que kxnk = 1;
e kS(xn)k < 1n ! 0: Como T e´ compacto temos que para alguma subsequeˆncia (xm);
Txm ! x0 2 X: Note que
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xm = xm   Txm + Txm =  Sxm + Txm ! x0 2M:
Temos ainda que S(x0) = S(limm7!1 xm) = limn7!0 Sxm = 0; implicando, pela
injetividade de S; que x0 = 0: Por outro lado kxmk = 1; um absurdo. Isso prova a
afirmac¸a˜o.
Seja r > 0 tal que rkxk  kTxk; 8x 2M:Dado (xn) M com Sxn 7! y; segue que
(xn) e´ de Cauchy e portanto xn ! x; para algum x 2M; daı´ Sxn 7! Sx e enta˜o y = Sx:
Mas isso e´ dizer que =S = =(T   IX) e´ fechada, como querı´amos, completando a
demonstrac¸a˜o.

Proposica˜o 2.35. Seja X espac¸o de Banach. Sejam T 2 B(X) um operador compacto e
 2 Rnf0g; enta˜o T   I satisfaz a alternativa de Fredholm.
Demonstrac¸a˜o. Veja E. Kreyszig,[?] ”introductory Functional Analysis with appli-
cations” cap. 8. 
Teorema 2.36. Sejam X;Y espac¸os de Banach, enta˜o T 2 B(X;Y) e´ operador de Fredholm
se e somente se existe R 2 B(Y;X) tal que:
R  T   IX e T  R   IY
sa˜o operadores compactos.
Demonstrac¸a˜o. ()) Se T e´ operador de Fredholm existe M  X; N  Y subespac¸os
fechados tais que: X =M N(T); Y = =T N: (Lema 2.15)
Seja:
T0 : M! N
x! Tx
T0 e´ claramente um homeomorfismo linear. Seja R0 : N ! M sua inversa.
Definimos R : Y ! X da seguinte maneira, dado y 2 Y; existem xm 2M e yn 2 =(T)
tal que y = Txm + yn; enta˜o podemos definir Ry = xm + R0yn: Segue que R esta´ bem
definido, e´ linear e contı´nuo, pois kRyk = kR0T0xm+R0ynk = kR0(T0xm+yn)k  kR0kkyk:
Seja x = xm + xN(T) 2 X: Enta˜o:
R  Tx = R(T0xm) = xm ) (R  T   IX)x = xm   (xm + xN(T))) (R  T   IX) 2 N(T)
Enta˜o concluı´mos que dim(=(R T   IX)) < 1: Isso implica R T   IX compacto
pois se U e´ um subconjunto limitado de Y; enta˜o (R  T   IX)(U) e´ limitado, e seu
feˆcho esta´ contido em um espac¸o de dimensa˜o finita (que e´ fechado), portanto
(R  T   IX)(U) e´ compacto.
Para y = T0xm + yn T  Ry = T0xm + T0  R0yn = T0xm + yn; enta˜o T  R   IY = 0;
que e´ trivialmente compacto.
( ) SeR 2 B(Y;X) nomeamos: K = RT IX;K0 = TR IY; enta˜o, RT = K+IX,
TR = K0+IY:Pelo teorema2.34,RT eTR sa˜o Fredholm. Note queN(T)  N(RT)
e CokerT  Coker(T  R);mostrando que T e´ Fredholm.

Lema 2.37. Sejam X;Y;Z espac¸os de Banach enta˜o:
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1. O conjunto K(X;Y)  B(X;Y) dos operadores compactos de X em Y e´ um subespac¸o
vetorial fechado na topologia da norma.
2. Se S 2 B(X;Y); T 2 B(Y;Z) e ao menos um deles e´ compacto, enta˜o T  S tambe´m e´
compacto.
Demonstrac¸a˜o. (1) Se T e´ compacto, e´ claro que para todo  2 R T e´ compacto.
Se T e S sa˜o compactos, e´ claro que T + S e´ compacto. Seja Tn uma sequeˆncia de
operadores compactos e T 2 B(X;Y) tal que kTn   TkB(X;Y) ! 0: Queremos mostrar
que T e´ comapcto. Como Y e´ completo basta mostrar que para todo  > 0 temos
uma cobertura finita de T(BX) de bolas de raio  (Ver J.R Munkeres [?] sessa˜o 7:3).
Dado  > 0 fixamos um natural n tal que kT Tnk  2 :Como Tn(BX) e´ pre´-compacto
temos uma colec¸a˜o finita de bolas de raio 2 cobrindo Tn(BX); podemos escrever
Tn(BX)  Sni=1 B(xi; 2 ); para xi 2 X: enta˜o segue que T(BX)  Sni=1 B(xi; )
(2) Se U  X e´ limitado (T  S)U = T(S(U)); que e´ pre´-compacto.

Teorema 2.38. Sejam X;Y;Z espac¸os de Banach e T 2 B(X;Y); S 2 B(T;Z): Se T e S sa˜o
operadores de Fredholm enta˜o S  T e´ operador de Fredholm e ainda:
ind(S  T) = ind(S) + ind(T)
Demonstrac¸a˜o. Sabemos pelo teorema 2:33 que existem RT 2 B(Y;X) e RS 2 B(Z;Y)
tal que os operadoresKT = RTT IX;K0T = TRT IY;KS = RSS IY;K0S = SRS IZ
sa˜o compactos.
Temos que:
S  K0T = S  T  RT   S) S  K0T  RS = (S  T)  (RT  RS) + K0S   IZ )
(S  T)  (RT  RS)   IZ = S  K0T  RS   K0S:
Assim como:
RT  KS = RT  RS  S   RT ) RT  KS  T = RT  RS  S  T   RT  T + IX   IX )
(RT  RS)  (S  T)   IX = RT  KS  T + KT:
Enta˜o pelo lema 2:34 e o teorema 2:33 S  T e´ Fredholm.
Definimos, para t 2 [0; 2 ] :
At : Y  X ! Z  T
[x; y] 7!
 
cos tS   sin tS  T
sin tIY cos tT
!
A func¸a˜o: t 2 [0; 2 ] 7! At 2 B(Y  X;Z  Y) e´ contı´nua com a topologia da norma.
Para ver isso basta abrir a aplicac¸a˜o considerando o supk(x;y)k=1At(x; y) e majorar de acordo
com as normas dos operadores envolvidos.
Podemos escrever: At =
 
S 0
0 IY
!

 
cos tIY   sin IY
sin tIY cos tIY
!

 
IYS 0
0 T
!
E´ fa´cil ver que esta´ e´ uma composic¸a˜o de operadores de Fredholm, que e´,
portanto, Fredholm. Como o ı´ndice e´ localmente constante temos que indAt e´
constante. Em particular indA0 = indA 2 : Temos
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A0 =
 
S 0
Q T
!
A 
2
=
 
0  S  T
Iy 0
!
Sabemos que (x; y) 2 N(A0), y 2 S e x 2 N(T); enta˜o
N(S) +N(T)! A0
[x; y] 7! [y; x];
e´ um isomorfismo e dim(N(A0)) = dim(N(S)) + dim(N(T)):
Tambe´m definimos:
' : CokerS  CokerT ! CokerA0 z
=S ;
y
=T

7! (z; y)=A0
Vejamos que ' esta´ bem definida: Suponha z = Sy0; y = Tx0;
(z; y) =
 
S 0
0 T
!  
y0
x0
!
= A0
 
y0  T
x0
!
2 =A0
E´ claro que ' e´ linear e limitada, ' e´ um isomorfismo. Enta˜o:
dim(CokerA0) = dim(CokerS) + dim(CokerT)
) indA0 = indS + indT:
Ale´m disso, as func¸o˜es:
 1 : N(S  T)! N(A 2 )
x 7! (0Y; x)
 2 : Coker(S  T)! CokerA pi
2
y
=(S  T) 7!
(z; 0Y)
=(A 
2
)
sa˜o isomorfismos. A demonstrac¸a˜o que  1 e´ de fato um isomorfismo e´ clara. Ja´
para vermos que  2 esta´ bem definida temos que:
z = S  Tx)
 
z
0Y
 
0  S  T
IY 0
!  
0Y
 x
!
2 =(A 
2
):
Ademais, claro que  2 e´ linear, e: 
z
0Y
!  
0  S  T
IY 0
!  
y
x
!
) z = S  T( x)
) z 2 =(S  T): Portanto  2 e´ injetora. Finalmente, dado (z; y) 2 Z  Y; 
z
y
!  
0  S  T
IY 0
!  
y  T
0X
!
Enta˜o:
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(z;y)
=(A2 =  2(
z
=(ST) )
e  2 e´ sobrejetiva. Portanto
ind(A 
2
) = ind(S  T);
e concluı´mos
ind(S  T) = indS + indT:

Definica˜o 2.39. Dados X espac¸o de Banach, M  X; um subespac¸o de X e N  X
um subesespac¸o X; definimos seus anuladores como:
M? = f f 2 X : f (x) = 0;8x 2Mg
?N = fx 2 X : g(x) = 0;8g 2 Ng
Teorema 2.40. Seja X espac¸o de Banach, M  X; um subespac¸o de X e N  X um
subesespac¸o X; enta˜o:
1. M? e´ fechado na topologia fraca* em X:
2. ?N e´ fechado na topologia dada pela norma em X:
3. ?(M?) =M; considerando a topologia dada pela norma em X:
4. (?N)? = N na topologia fraca* de X
Demonstrac¸a˜o. E´ fa´cil verificar queM? e ?N sa˜o subespac¸os vetoriais.
1. M? =
T
x2MN(x); em que:
x : X ! R
f 7! f (x)
sa˜o func¸o˜es contı´nuas na topologia fraca*, logo N(x); 8x 2 M e´ fechado, e
portantoM? e´ fechado.
2. Provaremos que toda sequeˆncia converge em ?N possui limite em ?N: Seja
(xn) ? N uma sequeˆncia com xn 7! x: Para qualquer g 2 N e´ fato que
g(xn) 7! g(x); como g(xn) = 0;8n 2N; enta˜o x 2? N:
3. Se x 2 M; enta˜o para toda f 2 M? temos f (x) = 0; implicando x 2? (M?): Por
(2) sabemos que M ? (M?): Suponha que x < M; pelo teorema de Hanh-
Banach, 9 f 2 X tal que f jM = 0 e f (x) = kxk > 0: Em particular, f 2 M? e
x <? (M?): Portanto: M =? (M?):
4. Demonstra-se de maneira ana´loga ao item (3); apenas trocando a topologia
dada pela norma pela topologia fraca*.
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Teorema 2.41. Suponha X;Y espac¸os de Banach e T 2 B(X;Y): enta˜o:
N(T) = Im(T)? e N(T) =? (Im(T)):
Demonstrac¸a˜o. Temos que f 2 N(T), T f = 0X , 8x 2 X; f (Tx) = 0, f 2 =(T)?
Para a outra afirmac¸a˜o temos que: x 2 N(T), Tx = 0Y , 8 f 2 Y; f (Tx) = 0,
8 f 2 Y;T f (x) = 0, x 2? Im(T):

Teorema2.42. (Alternativade Fredholm.) SejamX;Y espac¸os de Banach, e T 2 B(X;Y);
enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
1. T satisfaz a alternativa de Fredholm.
2. T e´ operador de Fredholm de ı´ndice 0:
Demonstrac¸a˜o. (1) ) (2) Se vale (1) na definic¸a˜o 2:26 enta˜o T e´ um isomorfismo e
portanto um homeomorfismo linear pelo teorema da aplicac¸a˜o aberta. Mas enta˜o
T e´ Fredholm e ind(T) = 0:
Se vale (2) na definic¸a˜o 2:26 enta˜o temos que mostrar que dim(cokerT) < 1;
e que dim(cokerT) = dimN(T) = n: Seja f f1; :::; fng  Y um conjunto linearmente
independente tal que:
y 2 =(T), fi(y) = 0; i = 1; :::; n: (2.9)
Definimos
N = spanf f1; :::; fng;
N e´ um subespac¸o de Y de dimensa˜o n; em particular,N e´ fechado na topologia
da norma e na topologia fraca*. Sabemos que (2.9) e´ equivalente a
=(T) ? N; (2.10)
E como ?N e´ fechado na topologia induzida pela norma em Y; (Teorema 2:37)
enta˜o =(T) e´ fechado na topologia da norma. Enta˜o, pelo teorema 2:30
dim[(CokerT)] = dim(N(T);
Tambe´m, por 2.10 segue que
=(T)? = (?N)?
O teorema 2.40 nos diz que (?N)? e´ o fecho de N em Y; mas como vimos
anterioremente, N e´ fechado na topologia fraca*, donde
(=(T))?  N;
e portanto pelo teorema 2.41 dim(N(T)) = n: Isso mostra que (CokerT) possui
dimensa˜o finita e dim(CokerT) = dim((CokerT)) = dim(N(T)) = n; o que conclui a
primeira parte da demonstrac¸a˜o.
(2)) (1) Se tivermos dim(N(T)) = 0 enta˜o T e´ um homeomorfismo linear, enta˜o
vale (1) na definic¸a˜o 2:26:
Caso tenhamos dim(N(T)) = n > 0; pelo fato de =(T) ser fechada temos (Teo-
rema 2:30)
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dim(N(T)) = dim(CokerT) = n
Onde a u´ltima igualdade segue do fato de dimCokerT = dimN(T); seja f f1; :::; fng 
Y uma base de N(T): Enta˜o pelo teorema 2:37;
?N(T) = ?(ImT)? = =T
Pois pelo teorema 2.40 ?(ImT)? e´ fechado na topologia da norma. Enta˜o:
9x 2 X; y = Tx, fi(y) = 0; 8i = f1; :::; ng:
O que prova o teorema.

Teorema 2.43. Sejam X;Y espac¸os de Banach. Seja T operador de Fredholm e K operador
compacto. Enta˜o T + K e´ Fredholm e ind(T + K) = ind(T):
Demonstrac¸a˜o. Pelo teorema 2.36, existe operador linear contı´nuo R 2 B(Y;X) tal
que R  T   IX e T  R   IY sa˜o operadores compactos. Enta˜o
R  (T + K)   IX = [(R  T)   IX] + R  K
(T + K)  R   IY = [T  R   IX] + K  R
e ambos os lados direitos dessa equac¸a˜o sa˜o compactos.
Mas enta˜o T + K e´ Fredholm (teorema 2.36), e ale´m disso, R e´ operador de
Fredholm. Enta˜o pelo teorema 2.38 temos:
ind(R  (T + K)) = indR + ind(T + K)
ind(R  T) = indR + indT
Escrevemos:
K0X = R  (T + K)   IX
KX = R  T   IX
Enta˜o:
indR + ind(T + K) = ind(K0X + IX); indR + indT = ind(KX + IX)
Pela proposic¸a˜o 2:32 com o teorema 2.42 concluı´mos que os ı´ndices dos segun-
dos membros acima sa˜o 0; ou seja,
ind(K0X + IX) = ind(KX + IX) = 0:
donde segue o resultado.

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Capı´tulo 3
Geode´sicas em variedades
Riemannianas
3.1 Apresentac¸a˜o do problema
DadaumavariedadeRiemannianaMgostarı´amosde saber sedadaumageode´sica
entre dois pontos a; b 2 M isso significa que localmente teremos a existeˆncia de
geode´sicas na variedade entre pontos p 2 U e q 2 U; onde U e V sa˜o vizinhanc¸as
de a e b respectivamente. Geode´sicas sa˜o curvas que intuitivamente representam
a menor distaˆncia entre dois pontos. Desenvolveremos na pro´xima sessa˜o uma
parte introduto´ria da teoria de geometria Riemanniana que nos permitira´ chegar
em uma equac¸a˜o diferencial parcial que da´ra condic¸o˜es necessa´rias e suficientes
para que uma curva  seja uma geode´sica. Tambe´m daremos significado preciso
para o que e´ escrever ”localmente” essa curva.
Para termos uma primeira ide´ia do que seria esse problema, imaginando que
temos  expressa localmente por:  = (x1(t); x2(t); :::; xn(t)) enta˜o  e´ geode´sica se e
somente se satisfizer as seguintes n equac¸o˜es diferenciais parciais:
d2xk
dt2 +
P
i; j  
k
i jv
j dxi
dt
dx j
dt
k = 1; 2; ::; n: Em que v j e  ki j sera˜o dados.
Queremos ver esse problema como uma aplicac¸a˜o do teorema da func¸a˜o in-
versa. Nosso objetivo e´ enta˜o trabalhar com o operador:
P : A! B
 7! d2xkdt2 +
P
i; j  
k
i jv
j dxi
dt
dx j
dt = 0
k = 1; 2; :::; n Onde A e B sa˜o espac¸os de Banach.
Tambe´m e´ necessa´rio dizermos quais os pontos envolvidos, para os quais que-
remos buscar a geode´sica. Enta˜o nosso objetivo final e´ provar que:
B : A! B M M
 7! (P(); (0); (1))
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e´ um difeomorfismo se restrita a um aberto em torno de uma geode´sica pre´
definida, para isso utilizaremos o teorema da func¸a˜o inversa, ou seja, provando
que DB() e´ homeorfismo linear para toda  geode´sica.
Mesmo sem definir os espac¸os os quais vamos trabalhar, podemos a partir da
nossa noc¸a˜o de ca´lculo em espac¸os de Banach inferir que:
DB()h = (DP()h; h(0); h0(0))
Em que:
fDP( f )hgi = d2hidt2 +
P
j 2 kj;k
dx j
dt
dhk
dt +
P
j
 ij;k
xi
x j
dt
dxk
dt h
l:
Neste ponto utilizaremos a alternativa de Fredholm, buscando simplificar a
prova de que DB() e´ um isomorfismo.
3.2 Variedades Riemannianas
Faremos agora uma pequena apresentac¸a˜o de conceitos ba´sicos em geometria
que esta˜o presentes em nosso primeiro problema. Nosso objetivo e´ provar a
existeˆncia de geode´sicas em variedades Riemannianas. Geode´sicas sa˜o em muitos
casos o caminho mais curto entre um ponto e outro, como retas em um espac¸o
euclidiano. Em uma variedade Riemanniana quem determina o comprimento de
uma curva e´ a me´trica assim como no Rn quem faz esse papel e´ a norma usual.
Quando pensamos em variedades, pensamos em objetos que localmente se
parecem com o Rn; no sentido topolo´gico, e para os quais podemos dar uma
estrutura onde se possa fazer ca´lculo. Buscamos noc¸o˜es intrı´nsecas a esses objetos,
que na˜o dependam das func¸o˜es que os identificam com o Rn:
Definica˜o 3.1. (Cartas) Dado um espac¸o topolo´gico M; uma carta de dimensa˜o
n e´ um par (U; '); onde U e´ um conjunto aberto de M; e ' : U ! Rn e´ um
homeomorfismo de U em um aberto '(U)  Rn:
Dadas duas cartas de dimensa˜o n (U1; '1) e (U2'2) ao espac¸o topolo´gico M em
que U1 \U2 , ;; chamamos de mapas de transic¸a˜o as func¸o˜es:
'21 : '1(U1 \U2)! '2(U1 \U2)
y 7! '2  ' 11 (y)
'12 : '2(U1 \U2)! '1(U1 \U2)
y 7! '1  ' 12 (y)
Observe que sa˜o homeomorfismos entre abertos de Rn:
Definica˜o 3.2. (Atlas). Dado um espac¸o topolo´gico M; um atlas A de classe Ck
(1  k  1) de dimensa˜o n e´ um conjunto de cartas fUi; 'igi de dimensa˜o n tal que:

S
iUi =M
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 Sempre que Ui \U j , ; enta˜o os mapas de transic¸a˜o ' ji ; 'ij sa˜o Ck difeomor-
fismos.
Doravante omitiremos a` refereˆncia a` dimensa˜o quando na˜o houver risco de
confusa˜o. Dadas duas cartas (U; ') e (U;  ) de classe Ck; dizemos que sa˜o com-
patı´veis se houver intersecc¸a˜o U \ V , ; temos que os mapas de transic¸a˜o '    1
e   ' 1 sa˜o difeomorfismos de classe Ck:
Definica˜o 3.3. Dois atlas A e A0 sa˜o equivalentes se todas as cartas de A forem
compatı´veis com cada carta de A0:
E´ fa´cil ver que a compatibilidade ente atlas induz uma relac¸a˜o de equivaleˆncia
no conjunto dos atlas de um espac¸o topolo´gicoM.
Definica˜o 3.4. (Atlas Maximal). Um atlas A de classe Ck diz-se maximal quando
dado um outro atlas qualquer de classe Ck A0 A  A0 ) A = A0:
De fato a unia˜o de atlas e´ ainda um atlas. Dada uma classe de equivaleˆncia
a unia˜o de todo os atlas da classe e´ um atlas maximal. compatı´vel com todos os
outros atlas. Portanto todo atlas esta´ contido em um u´nico atlas maximal.
Definica˜o 3.5. (Variedade). Uma variedade de classe Ck e de dimensa˜o n e´ um
espac¸o topolo´gicoM;munida de um atlas maximal de classe Ck e dimensa˜o n:
Notequeparadescreverumavariedade, bastadefinir umatlas, subentendendo-
se que este ha´ de ser incluı´do em um u´nico atlas ma´ximo.
Exemplo 3.6. (O espac¸o projetivo RPn.) Definimos RPn como um subconjunto de
Rn+1   f0g mo´dulo a seguinte relac¸a˜o de equivaleˆncia:
u v v, u = v para algum  , 0 2 R:
Podemos veˆ-lo como o espac¸o das ”direc¸o˜es” em Rn; munido de topologia quociente.
Dado um ponto p = [x1; ::; xn+1] 2 RPn chamamos as componentes da classe de equi-
valeˆncia (x1; :::; xn+1) de coordenadas homogeˆneas de RPn
Definimos o conjunto de abertos Ui = f[x1; :::; xn+1] 2 RPn j xi , 0g: Esses abertos esta˜o
bem definidos pois se [x1; :::; xn+1] = [y1; :::; yn+1] enta˜o xi = yi e  , 0:
Definimos as cartas:
'i : Ui ! Rn
[x1; :::; xn+1] 7! ( x1xi ; x2xi ; :::; xi 1xi ; xi+1xi ; :::; xn+1xi )
'i esta´ bem definida porque todas suas componentes sa˜o definidas atrave´s de diviso˜es.
Notemos que ' e´ homeomorfismo atrave´s da expressa˜o de sua inversa:
' 1i : R
n ! RPn
(x1; x2; :::; xn) 7! [x1; :::; xi; 1; xi+1; :::; xn]
E´ bastante simples verificar que de fato sa˜o inversas.
Devemos verificar os mapas de transic¸a˜o. Na intersecc¸a˜o de duas cartas temos que,
assumindo sem perda de generalidade que i < j :
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('i  ' 1j )(x1; :::; xn) = ( x1x j ; :::; xi 1x j ; 1x j ; xix j ; :::;
x j 1
x j
;
x j+1
x j
; :::; xnx j )
Que e´ um difeomorfismo de classe C1:Note o domı´nio'i(Ui\U j) e imagem' j(Ui\U j)
de ('i  ' 1j ) sa˜o ambos abertos de Rn
Exemplo 3.7. (Esfera em Rn) A esfera em Rn+1 = fx 2 Rn+1 : jxj = 1g e´ uma variedade
compacta (com a topologia induzida). Para cobrir Sn sa˜o necessa´rias pelo menos duas
cartas, as chamadas projec¸o˜es estereogra´ficas. Denotaremos N (”polo norte”) o conjunto
formado pelo ponto (0; :::; 0; 1) 2 Sn e por S (”polo sul”) o conjunto formado pelo ponto
(0; :::; 0; 1) 2 Sn. As cartas sa˜o:
1 : Sn  N ! Rn
(x1; x2; :::; xn+1) 7! 11 xn+1 (x1; :::; xn)
e
1 : Sn   S! Rn
(x1; x2; :::; xn+1) 7! 11+xn+1 (x1; :::; xn)
A medida que nos aproximamos do po´lo norte o mo´dulo de 1 aumenta. A direc¸a˜o
do vetor fica determinada pelas coordenadas anteriores. Para S3 e´ possı´vel enxergar o
comportamento dessa func¸a˜o commaior clareza, imaginando um plano tangente a esfera no
po´lo sul, por exemplo. Cada ponto s desse plano esta´ relacionado a uma reta que intersecta
a esfera em um ponto S0, sendo esse ponto a imagem inversa de s por :
Queremos que i e 2 sejam homomorfiamos. Para isso exibimos suas inversas:
1 1 : Rn ! Sn  N
(x1; x2; :::xn) 7! ( 1Pn
i=1 x
2
i +1
(2x1; :::; 2xn);
Pn
i=1(x2i   1))
e
2 1 : Rn ! Sn   S
(x1; x2; :::xn) 7! ( 1Pn
i=1 x
2
i +1
(2x1; :::; 2xn); (Pni=1 x2i + 1))
Sendo simples verificar que estas sa˜o de fato as inversas. Tambe´m e´ simples a verificac¸a˜o
de que na intersecc¸a˜o dos domı´nios, ou seja, em Sn   fN;Sg as func¸o˜es de transic¸a˜o
1   12 = 2   11
sa˜o difeomorfismos de classe C1: Ambas tem a seguinte expresssa˜o:
(x1; :::; xn) 7! 1Pn
i=1 x
2
i
(x1; :::; xn)
Que e´ uma func¸a˜o C1 a menos do ponto (0; :::; 0): Concluı´mos que Sn e´ variedade de
dimensa˜o n e classe C1:
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Antes de falarmos em espac¸os tangentes, estenteremos a noc¸a˜o de diferen-
ciabilidade para func¸o˜es entre variedades. A partir de agora, ”variedade” ou
”variedade diferencia´vel” sera´ sempre entendida como de classe C1; que sa˜o as
mais relevantes para a Geometria.
Definica˜o 3.8. SejamM1 eM2 duas variedades de dimensa˜o n em respectivamente
e h : M1 ! M2 contı´nua. Dizemos que h e´ de classe Ck (1  k  1) se para todo
p 2 M1 existe uma carta (U; ') em M1 com p 2 U e uma carta (V;  ) em M2 com
q = h(p) 2 V; com f (U)  V; e
  h  ' 1 : '(U)  Rn !  (V)Rn
e´ uma func¸a˜o de classe Ck:
Exemplo 3.9. Seja M uma variedade. Dada uma curva  : (a; b) ! M temos que pela
definic¸a˜o  e´ de classe Ck se para cada p 2 R pudermos achar cartas (U; ') em (a; b) tal que
p 2 U e (V;  ) em M tal que (p) 2 V tal que     ' 1 e´ de classe Ck: Pore´m a carta
(U; ') pode ser tomada como U = (a; b) ' = Id, donde precisamos apenas verificar que:
   : (a; b)!  (V)
e´ uma func¸a˜o Ck
A partir de agora, uma aplicac¸a˜o ser diferencia´vel sera´ sinoˆnimo de ser C1:
Gostarı´amos de introduzir o conceito de espac¸o tangente a uma variedade M:
Uma das formas de fazer isso e´ pensarmos em uma curva  sobre essa variedade.
Quando imaginamos uma variedade como a esfera S2; e´ intuitivo que ao passar
em determinado ponto p o vetor 0(p) tangeˆncia a esfera, e portanto faz parte de
seu espac¸o tangente. A forma mais natural de trazermos essa curva para o Rn;
quando a variedade na˜o esta´ imersa la´, e´ utilizando as cartas da variedade M:
Surgiu assim a ide´ia de, dada uma carta ' , associar duas curvas 1 e 2 tal que
1(0) = 2(0) = p 2 M; ao valor da derivada ('  1)0(0); ('  1)0(0): E´ fa´cil ver que
esse valor na˜o depende das cartas, e assim poderia-se definir o espac¸o tangente
como a classe de equivaleˆncia de curvas. Essa construc¸a˜o existe; no entanto, outras
definic¸o˜es equivalentes e mais fa´ceis de trabalhar apareceram.
Deixaremos de trabalhar com classes de equivaleˆncia de curvas para trabalhar-
mos com a derivada direcional de func¸o˜es da variedade com valores reais. Para
o conceito de derivada direcional aparecem novamente as curvas, de forma que
a ide´ia continua sendo parecida. Se ('  1)0(0) = ('  2)0(0) essas curvas dara˜o
origem a` mesma func¸a˜o, como e´ possı´vel observar a partir da definic¸a˜o abaixo.
Definica˜o 3.10. (Vetor tangente) Sejam M uma variedade diferencia´vel. Uma
aplicac¸a˜o diferencia´vel  : ( ; ) ! M e´ uma curva diferencia´vel em M: Suponha
(0) = p 2M; e sejaD(M) = f f : M! R : f e´ diferencia´vel gO vetor tangente a` curva
em t = 0 e´ a func¸a˜o 0(0) : D(M)! R dada por: 0(0) f = d( f)dt jt=0:
Definica˜o 3.11. (Espac¸o Tangente) Sejam M uma variedade e p 2 M: Definimos o
espac¸o tangente a p; denotado por TpM como o espac¸o vetorial dos vetores tangentes
a p:
A dimensa˜o de TpM fica determinada atrave´s de um isomorfismo com o Rn:
Novamente usaremos uma carta ' : U M! Rn e definimos:
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(d')p : TpM! Rn
v = 0(0) 7! ('  )0(0)
De fato, dado v = (a1; a2; :::; an) 2 Rn se considerarmos as curvas ' 1v (t) =
' 1i (a1t; a2t; :::; ant; :::; 0); enta˜o ('  'v)0(0) = v: Mostrando que a func¸a˜o e´ sobre-
jetiva. Para ver que d'p e´ injetiva vejmos que se ('  )0(0) = ('  )0(0) enta˜o
( f  )0(0) = ( f  )0(0) para toda f 2 D(M): A saber:
( f  )0(0) = ( f  ' 1  '  )0(0) = ( f  ' 1)0(('  )(0))('  )0(0) =
( f  ' 1)0((' 1  )(0))('  )0(0) = ( f  )0(0)
Assim 0(0) + 0(0) e´ a imagem inversa de ('  ( + ))0(0):
Vamos construir uma base para TpM; chamada base coordenada.
Seja ' uma carta ' : U M! Rn
Considere xi : t 7! ' 1(0; :::; 0; t; 0; :::; 0); com t na i-e´sima posic¸a˜o. xi e´ uma
curva chamada curva coordenada, para todo i = 1; 2; ::; n: Queremos mostrar que
o conjunto fx0i (0) : i = 1; 2; :::; ng e´ uma base para TpM: Note que:
x0i (0) : D(M)! R
f 7! ( f  xi)0(0)
Denotaremos tambe´m x0i (0) =
@
@xi
jp ou simplesmente @@xi se na˜o houver risco de
confusa˜o.
Queremos expressar qualquer vetor tangente como combinac¸a˜o de vetores x0i (0):
Para utilizarmos a regra da cadeia utilizaremos a carta ' e sua inversa ' 1 com
objetivo de obtermos func¸o˜es emRn: Temos que dada f 2 D(M); f ' 1 : '(U)! R
e tambe´m:
'   : R! Rn
t 7! (x1(t); :::; xn(t))
enta˜o:
0(0) f = ddt( f  ' 1  '  )jt=0 = ddt f  ' 1((x1(t); :::; xn(t)))jt=0 =
Pn
i=1 x0i(0)(
@ f ' 1
@xi
) =
(
P
i x0i(0)(
@
@xi
)) f
Logo o vetor tangente ou a aplicac¸a˜o 0(0) pode ser escrito apenas em termos
nas aplicac¸o˜es x0i (0) :
0(0) =
P
i x0i(0)(
@
@xi
):
Mostrando assim que de fato temos n vetores tangentes como base do espac¸o.
Observac¸a˜o: Dada uma variedade M e um atlas fU; 'g; se p 2 U chamare-
mos de curvas coordenadas as curvas xi : t 7! (') 1(0; :::; t; :::; 0): com t na i-e´sima
coordenada.
37
Exemplo 3.12. (Fibrado tangente) Seja M uma variedade de dimensa˜o n: Chamamos
TM o conjunto de todos os espac¸os tangentes
S
p2M TpM: Podemos ver um ponto em TM
como um par (p; v) onde p e´ um ponto de M e v e´ um vetor tangente a esse ponto. Sendo
assim ha´ uma projec¸a˜o natural:
 : TM!M
(p; v) 7! p:
Gostarı´amos de ver TM como uma variedade diferencia´vel. Ao mesmo tempo introduzire-
mos TM como espac¸o topolo´gico, utilizando para isso a topologia induzida pelas cartas que
definiremos.
Seja fU; xg um atlas maximal de M: Denotamos as coordenadas de U por (x1 ; :::; xn)
e as bases de cada espac¸o tangente a p 2 U por f @@x1 ; :::;
@
@xn
g:
Para cada  2 A; definimos:
y : U Rn ! TM
(x1 ; :::; x

n;u1; :::; un) 7! (x(x1 ; :::; xn);
Pn
i=1 ui
@
@xi
)
Gostarı´amos de mostrar que (TM;
S
(U; y)) e´ uma variedade difencia´vel.
Como f @@x1 jp; :::;
@
@xn
jpg e´ uma base para TM; p 2 U; e´ claro queS y((URn) = TM:
Tambe´m e´ claro que y e´ uma bijec¸a˜o. Tambe´m y e´ automaticamente um homeo-
morfismo, ja´ que a topologia em questa˜o e´ a topologia induzida pela famı´lia de func¸o˜es
fyg:
Assim basta verificarmos osmapas de transic¸a˜o. Seja (p; v) 2 y(URn)\y(URn):
Enta˜o:
(p; v) = (x(q); dx(v)) = (x(q); dx(v))
Onde q 2 U; q 2 U e v; v 2 Rn:
Enta˜o:
y 1  y(q; v) = y 1 (x(q); dx(v)) = ((x 1  x)((q); d(x  x)(v)):
Agora, recorrendo ao fato de
S
(U; x) ser um atlas, temos que (x 1 x) e´ diferencia´vel
e d(x  x) tambe´m o e´.
Proposica˜o 3.13. Sejam M1 e M2 duas variedades de dimensa˜o n e m respectivamente e
' : M1 ! M2 uma func¸a˜o diferencia´vel. Para cada p 2 M1 e para cada v 2 TpM escolha
uma curva diferencia´vel  : ( ; ) ! M1 com (p) = 0 e 0(0) = v: Seja  = '  .
Defina a func¸a˜o:
d'p : TpM1 ! T'(p)M2
v 7! d'(v) = 0(0)
Enta˜o d'p e´ linear e na˜o depende da escolha de :
Demonstrac¸a˜o. Sejam  1 : U M1 ! Rn e  2 : V M2 ! Rn cartas, tais ques p 2 U
e '(p) 2 V: Sendo q = (x1; x2; :::; xn): Podemos escrever:
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 2  '    11 (q) = (y1(x1; :::; xn); :::; ym(x1; :::; xn))
y1; :::; yn : U ! V:
Por outro lado tambe´m podemos podemos expressar os elementos de U utili-
zando  e a carta  1 :
 1  (t) = (x1(1); :::; xn(t))
Compondo, temos:
  12  (t) = (y1(x1(t); :::; xn(t)); ::; yn(x1(t); :::; xn(t))
E portanto:
0(0) = (
Pn
i=1
@y1
@xi
x0i(0); :::;
Pn
i=1
@ym
@xi
x0i(0))
O que mostra a independeˆncia de 0(0) com :
Tambe´m podemos escrever:
0(0) = d'p(v) = (
@yi
@x j
)(x0j)
i = 1; 2; :::; n; j = 1; 2; :::;n
Onde
@y j
x j
sa˜o os elementos de uma matriz mxn e x0j indica uma coluna com n
elementos. Enta˜o d'p e´ uma aplicac¸a˜o linear de TpM em T'(p)M:

Definica˜o 3.14. A aplicac¸a˜o linear d'p e´ chamada derivada de ' em p:
Definica˜o 3.15. Um campo vetorial em uma variedade e´ uma func¸a˜o diferencia´vel
F : M! TM tal que   F = I em que
 : TM!M
(p; v) 7! p:
Se f 2 D(M) chamamos de derivada de f ao longo do campo X a aplicac¸a˜o:
X( f ) : M! R
p 7! ddt f ((t))jt=0
em que  : I  R!M e´ diferencia´vel e tal que ddt(t) = X(t) e p = (0):
Definica˜o 3.16. Uma variedade Riemanniana e´ uma variedade diferencia´vel onde cada
espac¸o tangente TpM e´ munido de umproduto interno gp; que variam suavemente,
no sentido de que, para quaisquer campos vetoriais X e Y
g : M! R
p 7! gp(X(p);Y(p))
E´ uma func¸a˜o C1: A func¸a˜o g : p 2M 7! gp e´ uma me´trica Riemaniana emM:
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Exemplo 3.17. (Me´trica induzida por imerso˜es) Sejam M uma variedade de dimensa˜o
n e f : M ! Rn+k uma imersa˜o, ou seja, f diferencia´vel e sua derivada d fp : TpM !
T f (p)Rn+k ' Rn+k e´ injetora para todo p 2 M: Enta˜o podemos definir uma estrutura
Riemanniana em M da seguinte maneira: gp(u; v) = hd fpu; d fpvi para todo p 2 M;
u; v 2 TpM: Em particular como f e´ injetiva gp e´ positiva definida e temos um produto
interno para cada ponto. Dados dois campos vetoriais X e Y em M gostarı´amos que a
func¸a˜o
g : M! R
p 7! hd fpX(p); d fpX(p)i
fosse diferencia´vel. Isso e´ verdade porque essa func¸a˜o pode ser decomposta em func¸o˜es C1:
O produto interno em Rn e´ uma func¸a˜o C1 assim como a derivada de f e´ diferencia´vel. S
A mesma coisa pode ser feita para uma variedade Riemanniana N no lugar de Rn+k:
Exemplo 3.18. (A me´trica em S2) Consideremos a inclusa˜o da esfera em R3 da maneira
canoˆnica: I : S2 ! R3 a identidade restrita a S2:
Consideremos a parametrizac¸a˜o:
 : (2 ;

2 )  ( ; )  R2 ! S2
(;') 7! (sin() cos('); sin() sin('); cos())
Enta˜o analogamente ao exemplo anterior, podemos induzir na esfera uma me´trica g a
partir da me´trica euclidiana em R3; chamada me´tria padra˜o ou usual em S2:
gp(u; v) = hdIp(u); dIp(v)i
Utilizaremos enta˜o nosso conhecimento sobre derivac¸a˜o de func¸o˜es entre variedades.
dIp : TpM1 ! TI(p)M2
v 7! 0(0) = (I  )0(0)
onde 0(0) = v:
Para determinarmos essa forma bilinear usando coordenadas locais e´ conveniente saber-
mos onde a base do espac¸o TpM e´ mandada por ela. Escreveremos essa base como: f dd ; dg;
onde essa e´ a base do vetor tangente associada a` parametrizac¸a˜o  com p 2 = Enta˜o:
dIp( dd ) = (I  )0(0)
Mas (I  ')0(0) = d'd no sentido usual de R3:
Daı´ ficamos com
dpI( dd ) = (cos() cos('); cos() sin(');  sin())
Pelo processo ana´logo, temos:
dpI( dd' ) = (  sin(') sin(); cos(') sin(); 0)
Daı´:
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gp( dd ;
d
d' ) = hdpI( dd ); dpI( dd' )i = 0
gp( dd ;
d
d ) = hdpI( dd ); dpI( dd )i = 1
gp( dd' ;
d
d' ) = hdpI( dd' ); dpI( dd' )i = sin2()
Ou seja, podemos representa´r o produto interno em p pela matriz
A =
"
1 0
0 sin2()
#
22
3.3 Conexo˜es, derivada covariante e geode´sicas
Para introduzirmos a ide´ia de conexa˜o, precisaremos trabalhar com bases para os espac¸os
tangentes. Daqui para frente trabalharemos frequeˆntemente com campos.
Note que, na definic¸a˜o anterior tı´nhamos que @@xi como a derivada da curva coordenada,
associada a sua carta (U; ') emM:Na verdade podemos escrever a definic¸a˜o anterior como:
@
@xi
: D(M)! R
f 7! ( f  xi)0(0)
em que xi = ' 1(0; :::; t; ::; 0) com t na i-e´sima coordenada, e´ a curva coordenada
associada a uma carta '; e xi(0) = p: podemos escever: ( f xi)0(0) = ( f ' 1 'xi)0(0) =
h( f  ' 1)0('  xi)(0); ('  xi)0(0)i = h( f  ' 1)0('(p); (0; ::; 1; ::; 0)i = @ f' 1@xi ('(p))
Logo podemos pensar @@xi como:
@
@xi
(p) : D(M)! R
f 7! @( f 1)@xi ('(p));
em cada p 2M: Podemos, enta˜o, ver
´
@
@xi
: U ! TM
p 7! @
@xi
(p)
como um campo vetorial localmente definido. Em prı´ncipio, @@xi e´ um campo definida
locamente em U: Algumas vezes utilizaremos propriedades que so´ estara˜o definidas para
campos definidos em toda a variedade. Por isso e´ interessante falarmos na extenssa˜o desse
campo para toda variedade.
Extenso˜es de campos sa˜o feitas utilizando uma ”bump function” cuja existeˆncia e´
provada em [14]. Por definic¸a˜o, dizemos que f e´ uma ”bump function” para um ponto
p 2 U; com relac¸a˜o ao campo @@xi : U ! TM enta˜o f 2 C1(M) = D(M); f = 1 para um
aberto V  U; p 2 V; e ale´m disso o suporte de f esta´ contido em U: Seja f enta˜o com essas
propriedades. Defina Z : M! TM por:
Zi(q) = 0 2 TqM; q < U e Zi(q) = f (q) @@xi ; q 2 U
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Enta˜o Zi e´ um campo, cuja restric¸a˜o a V e´ @@xi : E´ claro que Zi e´ diferencia´vel.
Usaremos constantemente a notac¸a˜o @@xi simbolizando, na verdade Zi:
Definica˜o 3.19. Seja c : I  R ! M uma curva. Dizemos que V e´ um campo ao
longo de c se: V : I  R ! TM for tal que V(t) 2 Tc(t)M; 8t 2 I Dada uma carta
'c(t) : U M! Rn em que =c  U podemos escrever V como:
V(t) =
P
iVi(t)
@
@xi
(c(t))
Em que Vi : I ! R:
Dizemos que V e´ diferencia´vel se Vi e´ diferencia´vel para todo i = 1; 2; :::; n:
Quando estudamos geometria de superfı´cies, dada uma superfı´cie S  R3 e um campo
V; a maneira de definir derivac¸a˜o e´ utilizando a derivada usual em R3 e projetando-a no
espac¸o tangente. Se quisermos definir esse conceito em variedades na˜o podemos utilizar a
derivada usual.
O que faremos a partir de agora e´ motivado por definirmos a noc¸a˜o de derivada para
um campo ao longo de uma curva. Para isso utilizaremos uma definic¸a˜o bastante abstrata,
a de conexo˜es. A ide´ia por tra´s dessas definic¸o˜es e´ a de definir uma maneira natural de
transportar vetores de um espac¸o tangente a outro, para que possa fazer sentido somar dois
pontos na imagem de V:
Seja (M) o conjunto de todos os campos vetoriais diferencia´veis de uma variedade M
e D(M) o conjunto das func¸o˜es em R de classe C1:
Definica˜o 3.20. Uma conexa˜o afim emuma variedade diferencia´velM e´ uma func¸a˜o:
r : (M)  (M)! (M)
(X;Y) 7! rXY
satisfazendo as seguintes propriedades:
1. r fX+gYZ = frXZ + grYZ
2. rX(Y + Z) = rXY + rXZ
3. rX( fY) = frXY + X( f )Y
8X;Y;Z 2 (M) e 8 f ; g 2 D(M)
Onde X( f ) denomina a derivada de f com relac¸a˜o ao campo X:
Observac¸a˜o: A conexa˜o afim e´ um conceito local, no sentido que para calcular rXY(p)
precisamos apenas do valor de X(p) de X em p e de Y em um aberto U M; tal que p 2 U:
Para demonstrar isso, comecemos verificando que dados dois campos Y1 e Y2 tais que
Y1 = Y2 em um aberto U  M;, p 2 U enta˜o rXY1(p) = rXY2(p): Seja W = Y1   Y2;
de modo que W = 0 em U: Seja f : M ! R uma ”bump function,” ou seja, func¸a˜o
diferencia´vel tal que f = 1 em um aberto V  U; em que p 2 V; e f = 0 fora de U: Enta˜o
fW = 0: Pela propriedade (2) inferimos que: rX( fW) = 0: Por outro lado
rX( fW) = frXW + X( f )W ) rX( fW)(p) = rXW(p);
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e portanto: rXW(p) = 0:
Fazendo o mesmo processo para cada p 2 M; temos que a conexa˜o depende apenas do
valor do campo Y em um aberto.
Agora veremos a afirmac¸a˜o mais especı´fica de que rXY(p) depende apenas do valor de
X no ponto p: Escrevendo os campos X e Y em coordendas, a partir de uma parametrizac¸a˜o
x : U M! Rn; em torno de p; temos:
X(p) =
P
iXi(p)
@
@xi
(p); Y(p) =
P
j Y j(p)
@
@xj
(p)
Estamos descrevendo o campo localmente, faremos novamente uma extensa˜o para que
possamos aplicar as propriedades de conexa˜o. Essa extensa˜o depende novamente de uma
”bump function” f ; e como anteriormente: f = 1 em V  U e suporte de f esta´ contido
em U: Seja enta˜o a extensa˜o xi : M! R definida por:
Xi(q) = 0; q < U e Xi(q) = f (q)xi(q); q 2 U:
E enta˜o: X(q) =
P
iXi(q)
@
@xi
(q); 8q 2 M: lembrando que ja´ estamos considerando @@xi
estendido.
O mesmo pode ser feito com Y: Por simplicidade, novamente, continuaremos denotando
X e Y em coordenadas. Agora sim, utilizando as propriedades de conexa˜o:
rP
j Y j
@
@xj
P
iXi
@
@xi
=
P
iXir @
@xi
(
P
j Y j
@
@x j
) =
P
i; jXiY jr @
@xi
@
@xi
+
P
i; jXi
@
@xi
(Y j) @@x j :
Nesse ponto, para facilitar a notac¸a˜o e podermos evoluir nos ca´lculos, introduziremos
aqui os sı´mbolos de Christoel.
Definica˜o 3.21. (Sı´mbolos de Christoel.) Escolhida uma carta x : U  M ! Rn
podemos escrever:
r @
@xi
@
@x j
=
P
k  
k
i j
@
@xk
:
Enta˜o  ki j : M! R sa˜o func¸o˜es diferencia´veis chamadas sı´mbolos de Christoel.
Reescrevendo com os sı´mbolos de Cristhoel temos:
rXY = Pi; jXiY jPk  ki j @@xk +Pi jXi @@xi (Y j) @@x j
e trocando j por k no segundo somato´rio finalmente obtemos:
rXY = Pk(Pi; jXiY j ki j + X(Yk)) @@xk :
Isso mostra que rXY(p) depende apenas do valor de X de ponto p ja´ que do lado direito
da igualdade na˜o aparece a nenhum coeficiente relacionado a derivada de X: A saber rXY
depende apenas de Xi(p), Yk(p) e X(Yk)(p); donde rXY depende do valor de Y ao longo de
uma curva tangente a p:
E´ tambe´m interessante observar que um exemplo de conexa˜o em um espac¸o euclidiano
e´ a derivada usual, que encontra-se representada pela por:
P
k X(Yk)
@
@xk
: Dessa forma os
sı´mbolos de Cristoel podem ser vistos como uma ”correc¸a˜o” desta derivada de acordo com
a conexa˜o dada.
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Apesar da definic¸a˜o abstrata, o que estamos definindo fica mais claro a partir da pro´xima
proposic¸a˜o, que visa a relacionar a noc¸a˜o de derivada de um campo V ao longo de uma curva
a` ide´ia de conexo˜es afins. Basicamente a cada conexa˜o poderemos associar uma noc¸a˜o de
derivada para V; que chamaremos sua derivada covariante. A relac¸a˜o entre esses dois objetos
esta´ em podermos ver um campo vetorial restrito a imagem de uma curva c como um campo
ao longo de uma curva e relacionar enta˜o a conexa˜o deste campo com relac¸a˜o ao campo c0 a
sua derivada covariante, como mostra a terceira propriedade da proposic¸a˜o seguinte.
Proposica˜o 3.22. Seja M uma variedade diferencia´vel com uma conexa˜o afim O: Existe
uma u´nica correspondeˆncia que associa um campo vetorial V ao longo de uma curva
c : I !M a outro campo vetorial DVdt a cada c tal que:
1. Ddt (V +W) =
DV
dt +
DW
dt ; 8V;W(c)
2. Ddt ( fV) =
d f
dtV + f
DV
dt 8V 2 (c)8 f 2 D(M)
3. Se V(t) = Y(c(t)) enta˜o DVdt = r dcdtY; 8t 2 I; em que Y 2 (M)
Essa correspondeˆncia e´ chamada derivada covariante de V ao longo de c:
Observe que (3) faz sentido pois, como ja´ vimos, rXY depende apenas do valor de X no
ponto p 2M
Demonstrac¸a˜o. Primeiramente provaremos que se a derivada covariante existe ela
e´ u´nica. Seja x : U  M ! Rn uma carta com c(I) \ U , ;: Podemos escrever
V(t) =
P
j v j(t)
@
@x j
(c(t)):
Da primeira e segunda propriedades podemos inferir que:
DV
dt =
P
j
dv j
dt
@
@x j
 c +P j v j @xj cdt
x  c(t) = (x1(t); :::; xn(t)); enta˜o utilizando a terceira propriedade, e os sı´mbolos
de Christoel, vem
DV
dt
=
X
j
dv j
dt
@
@x j
 c +
X
i; j;k
dxi
dt
v j( ki j)(
@
@xk
 c); (3.1)
o que mostra a unicidade de DVdt :
Para demonstrar a existeˆncia, definimos DVdt emU por 3.1 E´ claro que 3.1 possui
as propriedades de derivada covariante. Para provar que esta definic¸a˜o independe
da escolha de coordenadas escolhemos outra carta y : W  M ! Rn tal que
W \ U , ;; as definic¸o˜es atrave´s de x e y sa˜o, na verdade, a mesma definic¸a˜o em
W\Upela unicidadede DVdt em x(U): Segue enta˜o que adefinic¸a˜o pode ser estendida
para toda a curvaM (utilizando um conjunto de cartas cobrindo a imagem de c), o
que conclui a demonstrac¸a˜o.

Definica˜o 3.23. SejaM uma variedade diferencia´vel com uma conexa˜o afim r:Um
campo vetorial V ao longo de uma curva c : I ! M e´ chamado paralelo quando
DV
dt = 0 para todo u 2 I:
Em coordenadas ( @@x1 ; :::;
@
@xn
); um campo vetorial V ao longo de c ser paralelo significa
que:
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0 = DVdt =
P
j
dv j
dt (t)
@
@x j
(c(t)) +
P
i; j
dxi
dt (t)v
j(t)r @
@xi
@
@x j
(c(t))
Escrevendor @
@xi
@
@x j
; em termos dos sı´mbolos de Christoel, e trocando j por k na primeira
soma, ficamos com:
DV
dt =
P
kfdvkdt (t) +
P
i; j v j(t)
dxi
dt (t) 
k
i j(c(t))g @@xk :
Com isso estamos em condic¸o˜es de provar a existeˆncia de um campo de vetores paralelo
ao longo de uma curva c; como diz a pro´xima proposic¸a˜o.
Proposica˜o 3.24. Seja M uma variedade diferencia´vel com uma conexa˜o afim r: Sejam
c : I ! M uma curva diferencia´vel em M e V0 um vetor tangente a M em c(t0); t0 2 I (ou
seja, V0 2 Tc(t0)M). Enta˜o existe um u´nico campo de vetores paralelo V ao longo de c tal
que V(t0) = V0. V(t) e´ chamado o transporte paralelo de V(t0) ao longo de c.
Demonstrac¸a˜o. Primeiro nos preucuparemos com o casomais simples em que c(I) 
U para uma carta x : U M! Rn: Seja x(c(t)) = (x1(t); :::; xn(t)) a expressa˜o local de
c(t) e seja V0 =
P
j v
j
0X j onde X j =
@
@x j
(c(t0)): Suponhamos que existe um V sobre c
que e´ paralelo ao longo de c comV(t0) = V0 enta˜o, escrevendo isto em coordenadas:
0 = DVdt =
P
kf dvkdt (t) +
P
i; j v j(t)
dxi
dtt 
k
i j(c(t))g @@xk
logo temos o seguinte sistema de EDO0s :
0 = dv
k
dt (t) +
P
i; j  
k
i; j(c(t))v
j(t) dxidt (t); k = 1; 2; :::; n:
Note que os sı´mbolos deChristoel sa˜o dados, associados a` conexa˜or e que xi(t)
tambe´m e´ dado, associado a curva c: Enta˜o temos um sistema linear de equac¸o˜es
diferenciais de primeira ordem. Podemos, enta˜o utilizar, enta˜o, os teoremas de
existeˆncia e unicidade para EDO’s de primeira ordem. Em particular dada uma
condic¸a˜o unicial vk(t0) = vk0 temos uma u´nica soluc¸a˜o. Daı´ segue enta˜o a existeˆncia
e unicidade de V:
No caso em que c(I) na˜o esta´ contido na imagem de nenhuma parametrizac¸a˜o,
sabemos que para todo t1 2 I o segmento c[t0; t1]  M pode ser coberto por um
nu´mero finito de vizinhanc¸as coordenadas (imagens de parametrizac¸o˜es) para
as quais V pode ser definido como na construc¸a˜o acima. Como cada uma das
definic¸o˜es e´ unica, na˜o temos problema com as que eventualmente coincidirem
nas intersecc¸o˜es, e portanto podemos definir V para [t0; t1]:

Para o que fizemos ate´ agora na˜o foi necessa´ria a definic¸a˜o de variedade Riemanniana. A
pegunta natural agora e´ como contruir uma conexa˜o afim em uma variedade Riemanniana.
Introduziremos, enta˜o, uma noc¸a˜o de compatibilidade entre uma me´trica e uma conexa˜o.
Definica˜o 3.25. Compatibilidade entre me´trica e conexa˜o. Sejam M uma varie-
dade diferencia´vel com uma conexa˜o afim r e uma me´trica Riemanniana h; i: A
conexa˜o e´ dita compatı´vel com a me´trica g = h; i; se:
Para enunciarmos o teorema de Levi-Civita precisamos da definic¸a˜o de uma
conexa˜o sime´trica.
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Definica˜o 3.26. Uma conexa˜o afim r em uma variedade diferencia´vel M e´ dita
sime´trica quando:
rXY   rYX = [X;Y] para todo X;Y 2 (M):
Teorema 3.27. Levi- Civita. Dada uma variedade Riemanniana M existe uma u´nica
conexa˜o afim r em M satisfazendo as condic¸o˜es:
1. r e´ sime´trica.
2. r e´ compatı´vel com a me´trica Riemanniana.
Esta sera´ chamada conexa˜o de Levi-Civita ou Riemanniana de M:
Demonstrac¸a˜o. Primeiramente suponhamos que tal conexa˜o r exista. Enta˜o:
XhY;Zi = hrXY;Zi + hY;rXZi (3.2)
YhZ;Xi = hrYZ;Xi + hZ;rYXi (3.3)
ZhX;Yi = hrZX;Yi + hX;rZYi (3.4)
Somando 3:2 e 3:3; subtraindo 3:4 e ainda utilizando a simetria de r; segue que:
XhY;Zi + YhZ;Xi   ZhX;Yi = h[X;Z];Yi + h[Y;Z];Xi + h[X;Y];Zi + 2hZ;rYXi:
Isolando, obtemos a identidade de Koszul
hZ;rYXi = 12fXhy;Zi+YhZ;Xi ZhX;Yi h[X;Z];Yi h[Y;Z];Xi h[X;Y];Zig: (3.5)
Mas enta˜o, por Z ser arbitra´rio e sabermos o valor de hZ;rYXi para todo o Z;
sabemos da a´lgebra linear que rYX esta´ totalmente definido. Isso prova que caso
r exista, ela sera´ u´nica.
Novamente, para mostrar a existeˆncia, definiremos r por 3:5; e´, enta˜o, claro
que r possui as propriedades que querı´amos.

Seja M uma variedade Riemanniana com me´trica h; i; x : U  M ! Rn carta
local e p 2 U: Sendo que gi j(p) = h @@xi (p); @@x j (p)ip: De identidade de Koszul, temos
que: P
l  
l
i jglk =
1
2 f @@xi g jk + @@x j gki   @@xk gi jg
Escrevemos (gkm) para inversa da matriz (gkm) e temos
 mi j =
1
2
P
kf @@xi g jk + @@x j gki   @@xk gi jggkm
Sendo essa a expressa˜o cla´ssica para os sı´mbolos de Christoel, em termos da
me´trica.
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Definica˜o 3.28. (Geode´sica) Uma curva  : I !M e´ uma geode´sica se Ddt ( ddt ) = 0: Se
[a; b]  I e  : I ! M e´ uma geode´sica, a restric¸a˜o de  a [a:b] e´ chamada geode´sica
ligando (a) a (b):
Vamos deduzir as equac¸o˜es locais satisfeitas por uma geode´sica  : I !MDada
uma carta x0 = (U; x) em torno de (t0); t0 2 I descrevemos  em U por:
(t) = (x1(t); ::::; xn(t)):
Enta˜o  sera´ geode´sica se e somente se:
0 =
D
dt
(
d
dt
) =
X
k
fd
2xk
dt2
+
X
i; j
 ki j()
dxi
dt
dx j
dt
g @
@xk
 c (3.6)
Temos o sistema de equac¸o˜es de segunda ordem:
d2xk
dt2 +
P
i; j  
k
i j()
dxi
dt
dx j
dt = 0 ; k = 1; :::; n:
3.4 Resoluc¸a˜o do problema
Por simplicidade, consideraremos a variedade M como um aberto de Rn: De
fato, algumas variedades ou grandeparte delas, podemser vistas atrave´s de apenas
uma carta, como a esfera menos um ponto, por exemplo. Entretanto, e´ claro que,
se limitamos nossa ana´lise a apenas uma carta, o resultado pode ser diferente do
que considerando a variedade inteira. Nesse sentido o resultado que obtemos e´
local.
Vimos neste capı´tulo que uma geode´sica em uma variedade Riemanniana 
escrita localmente como circ = (x1(t); x2(t); :::; xn(t)) onde x : U  M ! Rn e´ uma
cara local, deve cumprir o sistema de equac¸o˜es
d2xk
dt2 +
P
i; j  
k
i j((t))
dxi
dt
dx j
dt = 0 ; k = 1; :::; n:
Esse sistema foi deduzido em 3.6.  ki j; sa˜o dados, chamados sı´mbolos de Ch-
risthofell, que representam informac¸o˜es sobre os campos r @
@xi
@
@x j
:
Veremos esse sistema como um operador para cada coordenada, para isso
denotaremos Ck[0; 1]n = f f : [0; 1] ! Rn : f 2 Ckg; e´ claro que se f 2 C2[0; 1]n enta˜o
f i 2 Ck[0; 1]: E´ fa´cil ver que Ck[0; 1]n e´ de Banach com a norma suplk;t2[0;1] k f l(t)kRn :
Nesse espac¸o considere o subconjunto V = f f 2 C2[0; 1]n : f ([0; 1]  Ug em que
U  Rn e´ um aberto.
Afirmac¸a˜o V e´ um conjunto aberto.
Gostarı´amos de ver que V e´ aberto. A demonstrac¸a˜o e´ simples. Seja f0 2 V:
Seja f i0 uma componente de f0: Enta˜o como f
i
0 esta´ definida em um subconjunto
compacto, sabemos que existe sup f i0(x) = a e tambe´m sabemos que a projec¸a˜o p
i(U)
e´ um aberto de R: Como pi(U) e´ uma unia˜o enumera´vel de intervalos, podemos
imaginar, sem perda de generalidade que U e´ um intervalo. Enta˜o a 2 pi(U) e
a < supfpi(U)g: Seja i = supfpi(U)g   a: Enta˜o se sup j f i   f i0j < i e´ claro que
f ([0; 1]n)  pi(U):Assim, aplicandoomesmopara cada componente de f e tomando
 = minfig temos que se k f   f0k < ) f 2 V; o que prova a afirmac¸a˜o.
Definiremos um operador
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P : V ! C0[0; 1]n
f 7! ( d2 f 1dt2 +
P
i; j  
k
i j( f )
d f 1i
dt
d f 1j
dt ; :::;
d2 f n
dt +
P
i; j  
k
i j( f )
d f ni
dt
d f nj
dt
Queremos um operador que dada uma func¸a˜o nos deˆ as informac¸o˜es ne-
cessa´rias para sabermos se f e´ uma geode´sica e que tambe´m nos diga que pontos
f esta´ ligando. Isso porque pensando em nosso objetivo final, queremos um ope-
rador invertı´vel, para o qual dados dois pontos na variedade possamos inverteˆ-lo
e achar a geode´sica que os liga. O operador a ser considerado e´, portanto:
B : V  C2[0; 1]n ! C0[0; 1]n Rn Rn
f 7! (P( f ); f (0); f (1))
Verifica-se facilmente que B e´ diferencia´vel e que sua derivada em f 2 V e´ dada
por
DB( f )h = (DP( f )h; h(0); h(1)); 8h 2 C2[0; 1]n
Onde:
fDP( f )hgi : C2[0; 1]! C0[0; 1]
h 7! d2hidt2 +
P
j;k 2 kj;k
d f j
dt
dhk
dt +
P
j;k
@ ij;k( f )
@xl
f j
dt
d f k
dt h
l:
Provaremos que DB( f ) e´ Fredholm de ı´ndice 0:
Aqui entra uma hipo´tese importante. Vamos supor que existem pontos a; b 2
U  Rn tal que exista uma geode´sica f ligando a e b: Supomos que f na˜o possui
pontos conjulgados, (ver apeˆndice, sessa˜o 1):
Queremos, enta˜o, olhar para o operador num todo comoa somadeumoperador
Fredholm de ı´ndice zero a um operador compacto, o que mante´m o ı´ndice do
operador, como vimos no segundo capı´tulo, teorema 2.43.
Primeiramente observemos o operador:
D2 : C2[0; 1]n ! C0[0; 1]n Rn Rn
h 7! (h00; h(0); h(1))
O nu´cleo desse operador sa˜o as func¸o˜es h 2 C2[0; 1] tal que: h00 = 0; h(0) =
0; h(1) = 0 ) h = 0 (nu´cleo trivial). Donde dim(N(T)) = 0: Por outro lado, e´ fato
que esse operador linear e´ sobrejetivo, pois se g 2 C0[0; 1]n sejam: f (y) + K1 =R y
0
g(x)dx e h(z)+K2 =
R z
0
( f (y)+K1)dy; escolhendo apropriadamente K1;K2 teremos
que D(h) = (g; g(0); g(1)): Portanto, D2 e´ homeomorfismo linear (pelo teorema da
aplicac¸a˜o aberta), e em particular e´ Fredholm de ı´ndice 0:
O pro´ximo operador a ser observado e´:
D1 : C2[0; 1]n ! C0[0; 1]n Rn Rn
h 7! (h0; 0; 0)
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Este operador e´ compacto, ja´ que dada uma sequeˆncia fhng  C2[0; 1]n; tal que
khnkC2  K; enta˜o como supx2[0;1]kh00n (x)k  K 8n 2 N; temos, pela desigualdade do
valor me´dio,
jh0n(x)   h0n(y)j  Kjx   yj; e kh0nkC0  1; 8n 2N; 8x; y 2 [0; 1]
Nessa situac¸a˜opodemosusarArzela´-Ascoli para concluir que existe subsequeˆncia
convergente em C[0; 1]n para (h0n); concluindo que o operador D e´ compacto.
Sabemos do primeiro capı´tulo que a imersa˜o i de C2[0; 1]n em C0[0; 1]n e´ com-
pacta. Se  2 C0[0; 1]n enta˜o o seguinte operador:
M : C2[0; 1]! C0[0; 1] Rn Rn
h 7! (:h; 0; 0)
tambe´m o e´. A saber se tivermos uma sequeˆncia fhng  C2[0; 1]; com khnkC2  1
existe subsequeˆncia hnk convergente em C
0; hnk 7! h (Dada pela compacidade da
imersa˜o). Segue enta˜o que (hnk)n2N tambe´m converge. (khnk hk  kk(khnk hk):
Escolhendo  como sendo (t) =
P
i j
@ ki j( f )
@xl (t)
d f k
dt (t)
d f i
dt (t); podemos introduzir M
como dado por:
M(h) = (
P
i j
@ ki j( f )
@xl
d f k
dt
d f i
dt h
l; 0; 0)
Enta˜o para provar queM(h) e´ compacto, basta vermos que  2 C0[0; 1] De fato,
lembremos que  ki j e´ dado pelo campo r @@xi
@
@x j
; de maneira que:
r @
@xi
@
@x j
(p) =
P
k  
k
i j(p)
@
@xk
(p):
Como por definic¸a˜o: r @
@xi
@
@x j
e´ um campo de classe C1; enta˜o  ki j : M  Rn ! R;
e´ diferencia´vel. Como f 2 C2 e´ fato que a composic¸a˜o  ki j( f ) e´ contı´nua. O mesmo
vale para a derivada em relac¸a˜o a qualquer coordenada, ja´ que o campo e´ C1:
Por u´ltimo definimos:
M0 : C0[0; 1] Rn Rn ! C0[0; 1] Rn Rn
(h; a; b) 7! (Pi j 2 ki j d f jdt h; 0; 0)
Enta˜o (M0  D0) e´ uma composic¸a˜o de operador contı´nuo com operador com-
pacto, portanto compacto.
Juntando todas essas informac¸o˜es temos:
DB( f )(h) = D2(h) + (M0 D1)(h) +M(h)
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Temos enta˜o a soma de um operador de Fredholm de ı´ndice zero com dois
operadores compactos o que implica queDB( f ) e´ Fredholm de ı´ndice 0, e portanto
podemos usar a alternativa de Fredholm.
Provemos enta˜o que DB( f ) e´ injetiva. Sabemos que f e´ geode´sica sem pontos
conjulgados. As soluc¸o˜es de: DB( f )h = 0; sa˜o os chamados Campos de Jacobi.
Sabemos que se f na˜o possui pontos conjulgados enta˜o a u´nica soluc¸a˜o para este
campo e´ a soluc¸a˜o h  0; (Ver Manfredo ”Geometria Riemanniana” ,[3], pag. 129.)
daı´ segue que DB( f ) e´ injetiva.
Comesse resultado emma˜os sabemos que existe umavizinhanc¸aV0W1W2 
C0[0; 1]n Rn Rn contendo o ponto (0; a; b); tal que B e´ um difeomorfismo. Sendo
assim, sabemos que para quaisquer potnos a0 2 W1 e b0 2 W2 existe geode´sica
B 1(0; a0; b0) de classe C1 ligando a0 a b0:
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Capı´tulo 4
O Problema de Plateau
4.1 Apresentac¸a˜o do Problema
O conhecido problema de Plateau e´ o problema de, dada uma curva de Jordan
J  R3 encontrar a superfı´cie de a´rea mı´nima com essa fronteira. O problema de
Plateau pode ser abordado num contexto de Ca´lculo Variacional. Daremos aqui
uma visa˜o em termos de EDP0s para essa problema.
Consideraremos uma func¸a˜o f do disco D  R2 fechado unita´rio em R: A
fronteira a ser considerada sera´ o gra´fico de f j@D em R3 Consideramos o operador
(com 0 <  < 1 fixado)
P : C2;(D)! C(D)
f 7! (1 + f 2y ) fxx   2 fx fy fyx + (1 + f 2x ) fy
A equac¸a˜o diferencial (1+ fyy) fxx 2 fx fy fyx+ (1+ fxx) fy = 0 e´ condic¸a˜o necessa´rio
para que f tenha a´rea mı´nima.
Temos tambe´m o operador:
B : C2;(D)! C(D)  C2;(@D)
( f 7! P( f ); f j@)
Gostarı´amos, portanto, que o operador B fosse invertı´vel nos pontos da forma
0  g: Inicialmente investigaremos o operador derivada:
DB( f )h = DP( f )h  h@D f ; h 2 C2;(D)
em que, dada f 2 C2;(D); :
DP( f )h = (1+ f 2y )hxx 2 fx fyhxy(1+ f 2x )hyy+2( fx fyy  fy fxy)hx+2( fy fxx  fx fxy)hy: 8h 2 C2;(D)
Queremos ver que DB( f ) e´ um homeomorfismo linear, e isso envolve, clara-
mente, um estudo sobre o tipo de equac¸a˜o diferencial que ela se encaixa, veremos
na resoluc¸a˜o do problema queDB( f )h = 0 e´ uma equac¸a˜o diferencial eliptica. Para
ficarmais fa´cil de trabalharmos com ela, dividiremos nosso esforc¸o emduas partes,
e trabalharemos apenas com a parte principal; o restante sera´ trabalhado com a
teoria de operadores compactos.
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Buscamos, portanto, resultados que mostrem a bijetividade do operador:
A : C2;(D)! C(D)  C2;(@D)
h 7! ((1 + f 2y )hxx   2 fx fyhxy(1 + f 2x )hyy; hj@D)
para uma f 2 C2;(D) fixada.
Ale´m disso, tambe´m provaremos que B e´ injetiva, e sobrejetiva em para os
pontos da forma 0  g: Vamos estudar uma se´rie de resultados te´cnicos em EDP’s
elı´pticas que nos auxiliara˜o na resoluc¸a˜o de nosso problema.
4.2 Equac¸o˜es diferenciais parciais Elı´pticas, estimati-
vas para o caso linear.
Definica˜o 4.1. (Equac¸a˜o diferencial linear elı´ptica de segunda ordem)
Uma equac¸a˜o diferencial do tipo:
ai j(x)Di ju + biDiu + c(x)u = f ;
em que ai j; bi; c e f sa˜o func¸o˜es dadas, e´ dita uma equac¸a˜o diferencial linear
de segunda ordem. Os ı´ndices i; j quando colocados em cima e embaixo suben-
tendera˜o uma soma nos mesmos. Muitas vezes veremos essa equac¸a˜o como um
operador linear L tal que:
Lu = ai j(x)Di ju + biDiu + c(x)u:
Se u pertence a um espac¸o de func¸o˜es definidas em um aberto 
  Rn o
operador L e´ dito elı´ptico se para todo x 2 
 a matriz de entradas [ai j(x)] for
positiva. Equivalentemente se para (x);(x) denotando o mı´nimo e o ma´ximo
dos autovalores de [ai j(x)]; :
0 < (x)jj2  ai j(x)i j  (x)jj2
para qualquer  = (1; :::; n) 2 Rn   f0g:
Se existir um nu´mero 0 tal que:   0 > 0 enta˜o L e´ dito estritamente elı´ptico.
O problema de Plateau nos apresenta uma equac¸a˜o linear (derivada da func¸a˜o
B) na˜o muito familiar. Para provar que esse operador linear e´ invertı´vel, precisare-
mos de um pouco de conhecimento em equac¸o˜es lineares elı´pticas e estritamente
elı´pticas.
Comec¸aremos essa capı´tulo estudando o chamadome´todo da contuidade, um teo-
rema que utiliza apenas Ana´lise Funcional. Nosso objetivo e´ deixar a solubilidade
de um problema do tipo: Lu = f em que L e´ linear e estritamente elı´ptico, em
func¸a˜o da soluvabilidade do problema u = f ; para o qual existem me´todos de
soluc¸a˜o, que podemos estudar posteriormente.
Teorema 4.2. (Me´todo da continuidade) Seja X um espac¸o de Banach, Y um espac¸o
linear normado e sejam L0;L1 : X ! Y operadores contı´nuos de X emY: Para cada t 2 [0; 1]
temos:
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Lt = (1   t)L0 + tL1
Suponha que existe constante C > 0 tal que:
kxkX  CkLtxkY; 8t 2 [0; 1]:
(C independe de t:) Enta˜o L1 e´ sobrejetivo se e somente se L0 e´ sobrejetivo.
Demonstrac¸a˜o. Suponha que Ls e´ sobrejetivo para algum s 2 [0; 1]: Por 4.2, Ls e´
bijetivo e sua inversa L 1s : Y ! X existe pelo teorema da aplicac¸a˜o aberta. Para
t 2 [0; 1] e y 2 Y; a equac¸a˜o Ltx = y e´ equivalente a:
Ls(x) = y + (Ls   Lt)x = y + (t   s)L0x   (t   s)L1x
O que por sua vez e´ equivalente a:
x = L 1s y + (t   s)L 1s (L0   L1)x (4.1)
Considerando a aplicac¸a˜o T : X ! Y em que Tx = L 1s y + (t   s)L 1s (L0   L1)x;
notemos que ela e´ uma contrac¸a˜o se js   tj   = [C(kL0k + kL1k)] 1:
Logo pelo teorema do ponto fixo de Banach podemos resolver 4.1 para todo
t 2 [0; 1] que satisfaz js  tj  : Podemos, enta˜o, dividir o intervalo [0; 1] em subin-
tervalos abertos de tamanho : Como esses intervalos tera˜o intersecc¸a˜o usamos o
mesmo princı´pio para provar que Lt e´ sobrejetivo para todo t 2 [0; 1]; em particular
para t = 0; t = 1:

Fazendo uso do teorema acima, dado L estritamente elı´ptico com certa regula-
ridade (a ser especificada) em seus coeficientes, em um aberto 
  Rn; desejamos
considerar a curva:
Ltu = tLu + (1   t)u; 0  t  1;
em que L  L1; e provar que estamos nas condic¸o˜es dome´todo da continuidade
para que valha: L sobrejetivo,  sobrejetivo.
Provar que estamos nas condic¸o˜es do me´todo da continuidade envolve va´rias
estimativas.Consideremos L definida em espac¸os de Ho¨lder. Queremos achar uma
constante C tal que:
kxkC2;  CkLtxkC
O domı´nio 
  Rn tambe´m colabora nessas estimativas, devemos, portanto,
comec¸ar a estudar a fronteira de 
 e sua regularidade.
Definica˜o 4.3. Um aberto limitado 
 em Rn e´ dito ser de classe Ck; (0   
1; k  1) se cada ponto x 2 @
 existe uma bola aberta com centro em x B(x); e um
difeomorfismo  : B! D  Rn; D aberto tal que:
1.  (B \
)  f(x1; :::; xn) 2 Rn : xn > 0g
2.  (B \ @
)  D \ f(x1; :::; xn) 2 Rn : xn = 0gRn
3.  2 Ck;(B);   1 2 Ck;(D):
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Definica˜o 4.4. Umdomı´nio
 tem porc¸a˜o de fronteira T  @
 de classeCk; se para
cada ponto x0 2 T existir uma bola B = B(x0) na qual as condic¸o˜es de definic¸a˜o sa˜o
satisfeitas e B \ @
  T:
Observac¸a˜o: Note que um domı´nio limitado 
 em Rn e´ de classe Ck; se cada
ponto x 2 @
 possui uma vizinhanc¸a que pode ser vista como o gra´fico de uma
func¸a˜o fx : Rn 1 ! R de classe Ck;:
Sejam k; j; ;  tal que: j +  < k +  e 0 <  <  < 1: Enta˜o, se 
 e´ um domı´nio
de classe Ck;; enta˜o 
 e´ tambe´m um domı´nio de classe C j;:
Muitas vezes ao trabalharmos com estimativas, e´ preciso definir alguma quanti-
dade que naturalmente aparece como uma boa estimativa, e assim acontece va´rias
vezes nas estimativas a seguir. Va´rias normas sera˜o definidas, pois estas apare-
cera˜o como majorantes ou minorantes em desigualdades, mas nosso objetivo final
e´ voltar para a norma ”usual” dos espac¸os Ck;:
Definica˜o 4.5. Seja u 2 Ck;(
); definimos dx = dist(x; @
) e dx;y = min(dx; dy):
Definimos ainda as seguintes quantidades:
[u]k;0;
 = [u]

k;
 = supx2
;jj=k d
k
xjDu(x)j; k = 0; 1; ::::; jujk;0;
 = jujk;
 =
Pk
j=0[u]j;
;
[u]k;;
 = supx;y2
;jj=k d
k+
x;y
jDu(x) Du(y)j
jx yj ; jujk;;
 = jujk;
 + [u]k;;

Observac¸a˜o:[u]k;;
 sa˜o seminormas em C
k;(
): enquanto que jujk;;
; jujk;;0;
;
[u]k;;
 sa˜o tambe´m normas em C
k;(
):
Comec¸aremos as estimativas por um lema que sera´ bastante u´til, relacionando
as seminormas definidas acima.
Lema 4.6. Suponha j+ < k+; em que j; k = 0; 1; 2; ::: e 0 < ;   1: Seja
 um aberto
de Rn e u 2 Ck;(
): Enta˜o para todo  > 0 existe uma constante C(; k; j) tal que:
[u]j;;
  Cjuj0;
 + [u]k;;
: (4.2)
jujj;;
  Cjuj0;
 + [u]k;;
: (4.3)
Demonstrac¸a˜o. A demonstrac¸a˜o para estas desigualdades encontra-se no apeˆndice.

Para conseguirmos estimativas mais precisas, precisaremos, mais uma vez,
definir um conjunto de seminormas.
Definica˜o 4.7. Seja f 2 Ck;(
); seja  um nu´mero real, e k um inteiro, enta˜o:
[ f ]()k;0;
 = [ f ]
()
k;
 = supx2
;jj=k d
k+
x jD f (x)j; [ f ]()k;;
 = supx;y2
;jj=k dk++x;y jD
 f (x) D f (y)j
jx yj :
j f j()k;
 =
P()
j=0[ f ]
()
j;
; j f j()k;;
 = j f j()k;
 + [ f ]()k;;
:
Observac¸a˜o: [ f ]()k;0;
; [ f ]
()
k;;
 sa˜o seminormas em C
k(
); e j f j()k;
 e j f j()k;;
; sa˜o
normas em Ck(
):
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Lema 4.8. Para toda f ; g 2 Ck;(
) verifica-se:
j f gj+0;;
  j f j0;;
jgj0;;

Em que  +   0:
Lema 4.9. Suponha L0 = Ai jDi ju = f (x) em que Ai j 2 R;Ai j = A ji; e [Ai j] e´ uma matriz
tal que existem constantes ; tal que:
jjj2  Ai ji j  jj2; 8 2 Rn
Se 
 e´ um conjunto aberto de Rn seja u 2 C2(
); f 2 C(
) satisfazendo L0u = f :
Enta˜o existe C = C(n; ; ;); tal que:
juj2;;
  C(juj0;
 + j f j(2)0;;
):
Demonstrac¸a˜o. A demonstrac¸a˜o encontra-se em .... 
O pro´ximo teorema e´ parte essencial da soluc¸a˜o final do problema, ele introduz
uma estimativa bastante forte, poismajora a normaC2; da soluc¸a˜o de uma equac¸a˜o
do tipo Lu = f em termos da norma de u em C0 e da norma de f em C; que e´ o que
estamos buscando. A demonstrac¸a˜o do teorema e´ bastante tecnica, e foi incluı´da
no apeˆndice pela importaˆncia do teorema.
Teorema 4.10. Seja 
 um subconjunto aberto de Rn, e seja u 2 C2;(
) uma para a
equac¸a˜o:
Lu = ai; jDi ju + biDiu + du = f
ai j; bi; c 2 C(
); e f 2 C(
): Suponha tambe´m que existem constantes positivas ;
tal que:
1. ai ji j  jj2;8x 2 
;  2 Rn
2. jai jj00;;
; jbij10;;
; jcj20;;
  
Enta˜o:
juj2;;
  C(juj0;
 + j f j(2)0;;
)
Em que C = C(n; ; ;):
Corola´rio 4.11. Seja u 2 C2;(
) satisfazendo Lu = f em um domı´nio limitado 
 em
que L e´ estritamente elı´ptico e seus coedicientes esta˜o em C(
): Enta˜o se 
0  
 com
dist(
0; @
)  d; enta˜o existe constante C tal que:
djDuj0;
 + d2jD2uj0;
0 + d2+[D2u];
0  C(juj0;
 + j f j0;;
); (4.4)
em que C(L;n; ;
):
Demonstrac¸a˜o. Segue diretamente do teorema 4:10 
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E´ interessante que essa desigualdade valha tambe´m para a fronteira de um
domı´nio
:A regularidade na fronteira de um domı´nio entra como parte essencial
nas desigualdades.
O que faremos agora e´ trabalhar primeiramente com porc¸o˜es de fronteira con-
tidas em um subespac¸o de Rn: Enunciaremos um lema ana´logo ao anterior. A
demonstrac¸a˜o sera´ omtiida, pois na˜o acrescenta muito ao objetivo do texto. A
demonstrac¸a˜o assemelha-se com a do lema anterior, o fato da fronteira estar em
umaubespac¸o e´ bastant u´til porquepodemosutilizar projec¸o˜es e suas propriedades
para ”dividir” distaˆncias.
Lema 4.12. Suponha j+ < k+: Em que j; k = 0; 1; 2; ::: e 0 <  <   1: Seja
 aberto
em Rn+ com porc¸a˜o de fronteira T em xn = 0: Seja u 2 Ck;(
 [ T): Enta˜o para todo  > 0
existe uma constante C = C(; j; k); tal que:
[u]j;;
[T  Cjuj0;
 + [u]k;;
[T:
jujj;;
[T  Cjuj0;
 + [u]k;;
[T:
Observac¸a˜o: Apesar da notac¸a˜o sermantida, as seminormas utilizadas no lema
4.12 sa˜o um pouco diferentes, no sentido que o peso das seminormas da definic¸a˜o
devem mudar pela entrada da porc¸a˜o de fronteira T: A mudanc¸a e´ a troca de dx;y
por dx;y = dis(x; @
   T): No entanto esta mudanc¸a na˜o tera´ grande influeˆncia no
decorrer do texto.
Teorema 4.13. Seja
 um conjunto aberto de Rn+ com fronteira portion T em xn = 0: Seja
L um operador linear elı´ptico. Suponha que u 2 C2+(
 \ T) e´ uma soluc¸a˜o limitada de
Lu = f em 
; e que u = 0 em T; ale´m disso existe  tal que:
jai jj0;;
\T; jbij(1)0;;
\T; jcj(2)0;;
\T  ; j f j(2)0;;
\T < 1: (4.5)
Enta˜o
juj2;;
[T  C(juj0;
 + j f j(2)0;;
[T)
Em que C = C(n; ; ; ):
Demonstrac¸a˜o. A prova para este lema e´ a mesma prova do teorema, as mudanc¸as
sa˜o apenas para o contexto 
 [ T ao inve´s de 
: Enta˜o dx passa a ser dx; (Ver
demonstrac¸a˜o do lema 5:6 no apeˆndice), troca-se o uso do lema 5:5 pelo lema 5:6:

Nosso pro´ximo passo e´ estendermos nossas definic¸o˜es para conjuntos onde a
porc¸a˜o de fronteira na˜o e´ necessariamente um semiplano.
E´ bastante razoa´vel que essa generalizac¸a˜o para um domı´nio qualquer 
 de
classe Ck; utilize o fato de que podemos vincular um domı´nio 
0 com porc¸a˜o
de fronteira em um hiperplano, com um domı´nio qualquer. Este vı´nculo e´ feito
a partir do difeomorfismo 	 presente na definic¸a˜o de domo´nios Ck;: Feito isso,
devemos investigar a relac¸a˜o das normas de func¸o˜es u : 
 ! R com normas da
func¸a˜o u 	 1 : D ! R: Note que, como 	 e 	 1 sa˜o de classe Ck; elas possuem
extensa˜o para o feˆcho de 
; (Ver capı´tulo 2 sessa˜o 2:1): Em particular 	; 	 1 sa˜o
diferencia´veis, o que garante, portanto, pelo teorema do valor me´dio para func¸o˜es
de va´rias varia´veis, garantindo que existe uma constante K tal que:
56
j	(x)  	(y)j  Kjx   yj j	 1(x)  	 1(y)j  Kjx   yj:
Este resultado, com alguns ca´lculos a mais, nos fornece va´rias majorac¸o˜es rela-
cionas a`s normas que estamos trabalhando . Para facilitar a notac¸a˜o pensaremos
em x0 = 	(x) e y0 = 	(y): Tambe´m u(x0) = u  1(x):No lema a seguir utilizaremos
as seguintes desigualdades:
K 1ju(x)j j;;
  ju(x0)j j;;
0  Kju(x)j j;;
: (4.6)
K 1ju(x)jj;;
[T  ju(x0)jj;;
0[T0  Kju(x)jj;;
[T: (4.7)
K 1ju(x)jj;;
[T  ju(x0)jj;;
0[T0  Kju(x)jj;;
[T: (4.8)
Lembrando que K depende de	 e do domı´nio 
:
Mais uma vez deixaremos a demonstrac¸a˜o do lema para o apeˆndice por ser
uma prova bastante te´cnica.
Lema 4.14. Seja
 um domı´nio C2+ emRn e sejam u 2 C2+(
) soluc¸a˜o para o problema
Lu = f ; u = 0 em @
; em que f 2 C(
); e L e´ operador elı´ptico tal que existe  tal que:
jai jj0;;
; jbij0;;
; jcj0;;
  : (4.9)
Entta˜o para algum  existe uma bola B = B(x0) para cada ponto x0 2 @
 tal que:
juj2;;B\
  C(juj0;
 + j f j0;;
) (4.10)
Em que C = C(n; ; ;;
):
Observac¸a˜o: Note que a dependeˆncia deC em relac¸a˜o a
 no lema anterior esta´
diretamente relacionada a constante K; que depende do difeomorfismo escolhido,
e portanto de 
:
Finalmente, o enunciado final que nos permitira´ provar o teorema principal
desse capı´tulo. Sua demonstrac¸a˜o, tambe´m bastante te´cnica, esta´ feita no apeˆndice.
Teorema 4.15. Seja 
 um domı´nio C2; em Rn e seja u 2 C2;(
 uma soluc¸a˜o de Lu = f
em 
, em que f 2 C(
) bem como os coeficientes de L esta˜o em C e os coeficientes de L
satisfazem, pra constantes positivas ; :
ai ji j  jj28x 2 
;  2 Rn (4.11)
e
jai jj0;;
; jbij0;;
; jcj0;;
   (4.12)
Seja ' 2 C2;(
); e suponha que u = ' em @
: Enta˜o:
juj2;;
  C(juj0;
 + j'j2;;
 + j f j0;;
) (4.13)
Em que C = C(n; ; ;;
):
Finalmente, provaremos que a solubilidade de uma equac¸a˜o do tipo Lu = f
(com L nas condic¸o˜es adequadas) depende apenas da soluvabilidade de u = f
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Teorema 4.16. Seja 
 um domı´nio C2+ em Rn: Seja L estritamente elı´ptico en 
 com
coeficientes em C(
) e com c  0 enta˜o se o problema de Dirichlet para a equac¸a˜o de
Poisson u = f em
; u = ' em @
; tem soluc¸a˜o em C2+(
) para toda f 2 C(
) e toda
' 2 C2;(
) o problema:
Lu = f ; uj@
 = ' (4.14)
tambe´m tem soluc¸a˜o u´nica em C2+(
) para toda f e ':
Demonstrac¸a˜o. Pela hipo´tese sabemos que:
jj2  ai ji j;8x 2 
;  2 Rn (4.15)
jai jj0;; jbij0;; jcj0;  ; (4.16)
para constantes positivas, ;:
Primeiramente podemos restringir o problema ao caso em que u = 0 em @
;
pois de forma geral, o problema 4.14 e´ equivalente ao problema: Lv = f   L'  f 0
em 
; v = 0 em @

Considere a famı´lia de equac¸o˜es:
Ltu  tLu + (1   t)u = f ; 0  t  1: (4.17)
Enta˜o L0 = ; L1 = L: Para cada t fixo, os coeficientes de Lt satisfazem as
desigualdades (4.15), (4:27) sendo que t = min(1; ); t = max(1; ):
Tambe´m se X = C2;(
)g e Y = C(
); enta˜o:
Lt : X ! Y
w 7! Ltw:
A existeˆncia de soluc¸a˜o u 2 C2;(
) e´ equivalente a` invertibilidade de L: Dada
f 2 C(
); suponha ut uma soluc¸a˜o para Lut = f : Pelo teorema 4:15 , temos a
desigualdade:
jutj0  C sup
 j f j  Cj f j0;;
Em que C = C(;) e C depende do diaˆmetro de 
: Agora pelo teorema (4:19)
temos:
jutj2;  Cj f j0;;
Ou seja:
kukX  CkLtkY;
Sendo que C independe de t: Agora como L0; por hipo´tese, e´ sobrejetivo, pode-
mos aplicar o me´todo da continuidade, donde segue o teorema,

Resolvemos parte do problema, mas deixamos pendente a questa˜o de como
resolver u = f para uma f dada. Temos que investigar tambe´m a regularidade
desta soluc¸a˜o. Isso sera´ feito na pro´xima sessa˜o.
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4.3 Estudo do Laplaciano
Agora temos a necessidade de desenvolver uma teoria para a existeˆncia de
soluc¸o˜es para o Laplaciano nas condic¸o˜es do teorema acima. Essa teoria envolve
a convoluc¸a˜o de func¸o˜es e o chamado potencial Newtoniano, ale´m de lemas que
garantam a regularidade que desejamos. Para definir o potencial Newtoniano
vamos definir e estudar a soluc¸a˜o fundamental da equac¸a˜o de Laplace
u = 0
Definimos como soluc¸a˜o fundamental para equac¸a˜o de Laplace emRn; a func¸a˜o
 (x   y) =  (jx   yj) = 1
n(2   n)!n jx   yj
2 n; (n > 2); (4.18)
 (x   y) =  (jx   yj) = 1
2
log(jx   yj); (n = 2): (4.19)
Em que !n e´ o volume da bola unita´ria em Rn:
Podemos verificar derivando diretamente que:
Di (x   y) = 1n!n (xi   yi)jx   yj
 n; (4.20)
Di j (x   y) = 1n!n fjx   yj
2i j   n(x j   y j)gjx   yj n 2 (4.21)
Temos enta˜o que   e´ a harmoˆnica (satisfaz a equac¸a˜o de Laplace). Vamos fazer
algumas estimativas imediatas em relac¸a˜o a`s derivadas de   :
jDi (x   y)j  1!n jx   yj
1 n; (4.22)
jDi j (x   y)j  1!n jx   yj
 n; (4.23)
jD (x   y)j  Cjx   yj2 n jj; (4.24)
Em que C = C(n; jj):
Definica˜o 4.17. Seja f definida em um domı´nio 
  Rn uma func¸a˜o integra´vel. O
potencial Newtoniano de f e´ a func¸a˜o
w(x) =
R


 (x   y) f (y)dy:
Lema 4.18. Seja f limitada e integra´vel em um domı´nio w; e seja! o potencial Newtoniano
de f : Enta˜o w 2 C1(Rn); e para x 2 
;
Diw(x) =
R


Di (x   y) f (y)dy; i = 1; 2; :::; n:
Demonstrac¸a˜o. Queremos provar queDiw e´ contı´nua. Olhando para as estimativas
que temos, parece natural que a func¸a˜o:
v(x) =
R


Di (x   y) f (y)dy
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seja tal que v = Diw: Para provar isso precisamos reduzir o domı´nio onde e´
calculada a integral, pois para um determinado x fixo, limy7!x  (x   y)!1; (basta
observar 4.18).
Fixe uma func¸a˜o  2 C1(R) tal que: 0    1; 0  0  2; (t) = 0 para t  1;
(t) = 1 para t  2: Defina para  > 0 :
w =
R


 (x   y)(jx   yj) f (y)dy; (jx   yj) = ( jx yj )
Enta˜o, quando y esta´ muito pro´ximo a x; (jx   yj) = 0; e assim, como f e´
limitada podemos ver que ! 2 C1(Rn); pois:
limt 7!0
!(x+tei) !(x)
t = limt 7!0
R


 (x+tei y)(jx+tei yj)  (x y)(jx yj
t f (y)dy
Para t < 2 temos:
= limt 7!0
R
jx yj> 2
 (x+tei y)(jx+tei yj)  (x y)(jx yj)
t f (y)dy =
R
jx yjDi  f (y)dy:
Tambe´m podemos observar que:
v(x)  Diw(x) =
R
jx yj2Dif(1   ) g f (y)dy
Ja´ que w = v se jx   yj  2:
Enta˜o, lembrando de 4.22 e utilizando coordenadas polares:
jv(x)  Diw(x)j  sup j f j
R
jx yj2(jDi  + 2 j j)dy 
R


1
n!n
jx   yj1 n =
sup j f j R !n R 20 ( 1n!n r1 n + 2r2 nn(2 n)!n )422 rn 1dr = sup j f j!n(R 20 1!ndr + 2n(2 n)!n R 20 rdr) =
sup j f j !nn!n (2 + 2(n 2)2)  2 !nn!n(1 + 1n 2 )  sup j f j 2nn 2 ;
(Para n > 2)
Analogamente obtemos para n = 2:
sup j f j Rjx yj2(jDi j + 2 j j)dy  4(1 + j log 2j)
Tambe´m e´ verdade que:
jw(x)   v(x)j =
R
jx yj2(     ) f (y)dy +
R
jx yj(sup j f j2j j + j j)dy
Enta˜o, segue que w;Diw; convergem uniformemente em subconjuntos com-
pactos do Rn para w e v quando ! 0: Provando que ! 2 C1(Rn) e Diw = v: 
Observac¸a˜o: Note que se f 2 C10 (
); (possui suporte compacto e e´ infinitamente
diferencia´vel) podemos escrever:
w(x) =
R


 (x   y) f (y)dy = R
Rn
 (x   y) f (y)dy = R
Rn
 (z) f (x   z)dz
E enta˜o ! 2 C1(
):Note tambe´m que se f e´ so´ contı´nua, so´ podemos garantir que
! e´ diferencia´vel. Em busca de propriedades mais amiga´veis para ! encontramos
novamente os espac¸os de Ho¨lder.
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Lema 4.19. Seja f limitada, Hoˆlder contı´nua em
; e seja w o potencial Newtoniano de f :
enta˜o w 2 C2(
); w = f e tambe´m, para 
0  

Di jw(x) =
Z

0
Di j (x   y)( f (y)   f (x))dy   f (x)
Z
@
0
Di (x   y)v j(y)dsy ; (4.25)
sendo 
0 um domı´nio apropriado onde valha o teorema da divergeˆncia. f e´ estendida
valendo 0 fora de 
0:
Demonstrac¸a˜o. Pela estimativa paraD2  e como f e´ Ho¨lder contı´nua em
 a func¸a˜o:
u(x) =
R

0
Di j ( f (y)   f (x))dy   f (x)
R
@
0
Di v j(y)dsy
esta´ bem definida. Para ver isso e´ preciso fazer uma mudanc¸a de varia´veis
ana´loga a feita no lema anterior.
Seja v = Di! e defina para  > 0
v(x) =
R


Di  f (y)dy;
emque ; comono lemaanterior, e´ tal que:  = (
jx yj
 ); e  temaspropriedades:
0    1; 0  0  2; (t) = 1 para t > 2:
Seja X = Di ; utilizaremos o teorema da divergeˆncia aplicado ao campo:
 =
P
k DkXk = (0; 0; :::;Di ; 0; :::; 0):
Enta˜o: R


div =
R


D j(Di ) =
R
@

kvkdS =
R
@

Di v jdS;
em que vk representa a normal a superfı´cie de 
:
Podemos dizer enta˜o que
D jv(x) =
R


D j(Di ) f (y)dy =
R


D j(Di )( f (y)   f (x))dy + f (x)
R

0
D j(Di )dy =R

0
D j(Di )( f (y)   f (x))dy   f (x)
R
@
0
Di v j(y)dsy
para  suficientemente pequeno.
Para a u´ltima majorac¸a˜o utilizaremos que f 2 C(
):
ju(x)  D jv(x)j = j
R
jx yj2D jf(1   )Di g( f (y)   f (x))dyj 
[ f ];x
R
jx yj2(jDi j j + 2 jDi j)jx   yjdy  ( n + 4)[ f ];x(2):
Note que a menor regularidade que pode ser exigida de f para o tipo de
majorac¸a˜o exigido e´ f 2 C
Se tomarmos  < dist(x; @
): Enta˜o temos que D jv converge uniformemente
para u em subconjuntos compactos de 
 quando  7! 1; e como v converge
uniformemente para v = Diw em
; obtemos quew 2 C2(
) e u = Di jw: Finalmente
tomando 
0 = BR(x) em 4.25, temos que para um R suficientemente grande:
w(x) = 1!nRn 1 f (x)
R
jx yj=R vi(y)vi(y)dsy = f (x):
completando a demonstrac¸a˜o. 
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O pro´ximo teorema pode ser provado utilizado o me´todo de Perron (ver
apeˆndice). Em seu anunciado ha´ a exigeˆncia de ”regularidade da fronteira com res-
peito ao Laplaciano”. A regularidade da fronteira e´ definida apartir da existeˆncia
de uma func¸a˜o w 2 C0(
) tal que para toda bola B  
 e toda func¸a˜o harmoˆnica h
tal que h  w em @B; tem-se h  w em 
: Uma tal func¸a˜o e´ dita superharmoˆnica.
Mais especificamente um ponto  2 @
 e´ regular com respeito ao Laplaciano se
existe w com as propriedades citadas e ale´m disso:
1. w > 0 em 
   fg
2. w() = 0
Teorema 4.20. Seja 
 um dominio limitado e suponha que cada ponto de @
 e´ regular
(com respeito ao Laplaciano). Enta˜o se f e´ limitada, Ho¨lder contı´nua em 
; o problema de
Dirichlet u = f em 
 e u = ' em @
; tem soluc¸a˜o u´nica para qualquer ' 2 C0(
):
Demonstrac¸a˜o. Definimos o potencial Newtoniano de f e fixamos v = u   w: A
equac¸a˜o diferencial u = f em 
; u = ' em @
 e´, enta˜o, equivalente a` equac¸a˜o
v = 0 em 
; v = '   w em @
: A existeˆncia de soluc¸a˜o para este problema segue
pelo me´todo de Perron (ver apeˆndice) 
Vamosagora ao lemaqueprova a regularidadequegostarı´amosparaopotencial
Newtoniano em termos da regularidade de f : Este teorema garante a regularidade
para compactos contidos em 
: Iremos provar, na verdade, que u 2 C2;loc (
):
Lema 4.21. Seja B1 = BR(x0);B2 = B2R(x0) bolas conceˆntricas emRn: Seja f 2 C(B2); 0 <
 < 1; e seja ! o potencial Newtoaniano de f em B2: Enta˜o w 2 C2; e:
jD2wj0;B1 + R[D2w];B1  C(j f j0;B2 + R[ f ];B2 (4.26)
Em que C = C(n; ):
Demonstrac¸a˜o. Pelo lema 4:20 temos a fo´rmula 4.25:
Di jw(x)j  j f (x)jn!n R1 n
R
@B2
dsy +
[ f ]
!n
R
B2
jx   yj ndy  2n 1j f (x)j + n (3R)[ f ] 
C1(j f (x)j + R[ f ])
Em que C1 = C1(n; ):
Para um ponto x 2 B1 temos novamente por 4.25:
Di jw(x) =
Z
B2
Di j (x   y)( f (y)   f (x))dy   f (x)
Z
@B2
Di (x   y)v j(y)dsy: (4.27)
Escrevendo  = jx   xj;  = 12 (x + x); escrevemos:
Di jw(x)  Di jw(x) = f (x)I1 + ( f (x)   f (x))I2 + I3 + I4 + ( f (x)   f (x))I5 + I6;
em que:
I1 = (Di (x   y)  Di (x   y))v j(y)dsy
I2 =
R
@B2
Di (x   y)v j(y)dsy
62
I3 =
R
B()
Di j (x   y)( f (y)   f (x))dy
I4 =
R
B()
Di j (x   y)( f (y)   f (x))dy
I5 =
R
B2 B()Di j (x   y)dy
I6 =
R
B2 B()(Di j (x   y)  Di j (x   y))( f (x)   f (y))dy:
Vamos estimar essas integrais.
Primeiramente, note que para algum x0 entre x e x; temos:
jI1j  jx   xj
R
@B2
jDDi (x0   y)jdsy  n2n 1jx xjR ;
lembrando de 4.25 pois jx0   yj  R para y 2 @B2:
Portanto:
jI1j  n22n ( R );
ja´ que  = jx   xj  2R:
Para I2 :
jI2j  1n!nR1 n
R
@B2
dsy = 2n 1:
jI3j 
R
B()
jDi j (x   y)jj f (x)   f (y)jdy  1!n [ f ]
R
B 3
2 (x)
jx   yj ndy = n ( 32 )[ f ]
Para I4 (de forma ana´loga a I3) :
jI4j  n( 32 )[ f ];
Para I5 :
jI5j = j
R
@(B2 B())Di (x   y)v j(y)dsy 
j R
@B2
Di (x   y)v j(y)dsyj + j
R
@B()
Di (x   y)v j(y)dsyj  2n 1 + 1n!n ( 2 )1 n
R
@B()
dsy = 2n
Finalmente para I6 :
jI6j  jx   xj
R
B2 B() jDDi j (x0   y)jj f (x)   f (y)jdy
Para algum x0 no segmento que liga x a x: Continuando a majorac¸a˜o, para
c = n(n+5)!n :
 c Rjy j j f (x)  f (y)jjx0 yjn+1 dy  c[ f ] Rjy j jx0 yjjx0 yjn+1dy  c( 32 )2n+1[ f ] Rjy j j   yj n 1dy
Ja´ que jx   yj  32 j   yj  3jx0   yj: Concluindo enta˜o:
I6  c01 2n+1(32 )[ f ];
em que c0 = n2(n + 5):
Juntando todas as majorac¸o˜es temos:
jDi jw(x)  Di jw(x)j  C2(R j f (x)j + 2[ f ])jx   xj; (4.28)
em que C2 e´ um aconstante dependendo apenas de n e :
O resultado final segue de 4.28 e 4.27.

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Neste ponto provamos que a equac¸a˜o u = f com f 2 C(
) possui soluc¸a˜o
u 2 C2;(B) em que B e´ uma bola e B  
: Isso certamente resolve o problema
quando 
 e´ um circulo. Os demais casos tambe´m poserm ser comtemplados pelo
teorema abaixo, cuja demonstrac¸a˜o sera´ omitida.
Teorema 4.22. Seja
 um domı´nio C2; limitado. Sejam f 2 C(
); e ' 2 C2;(
): Enta˜o
o problema de Dirichlet:
u = f em 
; u = ' em @

possui u´nica soluc¸a˜o em C2;(
):
4.4 O Prı´ncipio do Ma´ximo
OPrincı´piodoma´ximo e´muitas vezes associadoa func¸o˜es analı´ticas, ou func¸o˜es
diferencia´veis no sentido complexo. Na verdade, podemos veˆ-lo em um contexto
bem mais amplo, que e´ o que faremos a seguir. Teremos verso˜es do Prı´ncı´pio
do Ma´ximo para va´rios tipos de equac¸o˜es diferenciais, nosso objetivo e´ trabalhar
com equac¸o˜es quasilineares, inspirados pelo exemplo do operador do problema
de Plateau:
P( f ) = (1 + f 2x ) fyy + 2 fx fy fxy + (1 + f 2y ) fxx
Faremos enta˜o duas verso˜es do princı´pio do ma´ximo. Uma sera´ usada para
provar a outra. Comec¸aremos trabalhando com equac¸o˜es lineares.
Escrevendo um operador linear L na forma;
Lu = ai j(x)Di ju + bi(x)Diu + c(x)u; ai j = a ji:
em um aberto 
  Rn: Sabemos que ele e´ eliptico se a matriz [ai j(x)] e´ positiva.
Enta˜o esta´ bem definida a func¸a˜o  : 
! R; que para cada x 2 
 associa o menor
autovalor de [ai j(x)]; e que portanto:
(x)jj2  ai j(x)i j; (4.29)
para toda  = (1; :::; n) 2 Rn   0:
Feitas essas observac¸o˜es podemos enunciar o princı´pio do ma´ximo fraco.
Teorema4.23. (Prı´ncipio doMa´ximoFraco) Seja L umoperador elı´ptico emumdomı´nio
limitado 
: Escrevemos L na forma:
Lu = ai j(x)Di ju + bi(x)Diu + c(x)u; ai j = ai j:
Em que x 2 
  Rn; e ai j 2 C(
):
Suponha que:
Lu  0( 0); c = 0 (4.30)
em 
;
e u 2 C2(
) \ C0(
): Suponha ainda que existe b0 2 R tal que:
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jbi(x)j
(x)
 b0 < 1; i = 1; :::;n; x 2 
 (4.31)
Enta˜o o ma´ximo (mı´nimo) de u em 
 e´ atingido em @
; ou seja:
sup


u = sup
@

u(inf


u = inf
@

u): (4.32)
Demonstrac¸a˜o. Note que se Lu > 0 em
 (desigualdade estrita) e se supusermos que
u atinge um ma´ximo em x0 2 
; enta˜o Du(x0) = 0; e portanto a matriz D2u(x0) ou
seja, a matriz com coeficientes [Di j(x0)] e´ na˜o positiva. Como L e´ elı´ptico segue que
amatriz de coeficientes [ai j(x0)] e´ positiva. Sabemos que Lu(x0) = ai j(x0)Di ju(x0)  0;
(ja´ que biDi(x0) = 0) contradizendo Lu > 0 e portanto vale o teorema.
Por (4.31), jb
i(x)j
(x)  b0: Como a11(x)  (x) existe uma constante  > 0 suficiente-
mente grande tal que:
Lex1 = (2a11 + b1)ex1  (2   b0)ex1 > 0
Enta˜o para qualquer  > 0 temos: L(u + ex1) > 0 em 
; e
sup
(u + e
x1) = sup@
(u + e
x1);
fazendo ! 0; segue que sup
 u = sup@
 u; como querı´amos. 
Observac¸a˜o: E´ fa´cil ver que o resultado contı´nua va´lido se b
i
 e´ localmente
limitada, isto e´, se 8x 2 
; existe bx 2 R e 
x  
 contendo x tal que: bi(y)(y)   bx; 8y 2 
x:
Em particular, o resultado vale se ai j; bi sa˜o contı´nuas.
Definica˜o 4.24. (Equac¸o˜es Quase-lineares) Uma EDP de segunda ordem e´ dita
quase-linear quando pode ser escrita na forma:
Qu = ai j(x;u;Du)Di ju + b(x;u;Du); ai j = ai j (4.33)
Em que x = (x1; x2; :::; xn) 2 
  Rn; n  2; e u 2 C2(
): Os coeficientes de Q sa˜o
func¸o˜es ai j; b : 
 R Rn ! R
Definica˜o 4.25. Uma equac¸a˜o quase-linear Q e´ dita elı´ptica em 
 se a matriz de
seus coeficientes [ai j(x; z; p)] for positiva para todo (x; z; p) 2 
RRn: Se (x; z; p)
e (x; z; p) denotarem o mı´nimo e o ma´ximo autovalor de [ai j(x; z; p)] enta˜o temos:
0 < (x; z; p)  ai j(x; z; p)i j  (x; z; p)jj2
para toda  = (1; :::; n) 2 Rn   f0g e para todo (x; z; p) 2 
 R Rn:
Definica˜o 4.26. Uma equac¸a˜o quasilinear Q e´ dita elı´ptica com respeito a uma func¸a˜o
u : 
! R se 8x 2 
 a matriz [ai j(x;u(x);Du(x))] for positiva.
Teorema4.27. (Princı´pioda comparac¸a˜o) Sejamu; v2 C0(
)\C2(
); tal queQu  Qv
em 
; u  v em @
; em que:
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1. O operador Q e´ elı´ptico com respeito a u e v;
2. Os coeficientes ai j : 
 R Rn ! R; ou ai j(x; z; p); sa˜o independentes da varia´vel
z;
3. Os coeficientes b : 
RRn ! R sa˜o na˜o crescentes em z para cada (x; p) 2 
Rn;
4. Os coeficientes ai j; b sa˜o continuamente diferencia´veis com respeito a` varia´vel p; em

 R Rn:
Enta˜o u  v em 
: Ale´m disso se Qu > Qv e u  v em @
 e valem as condic¸o˜es
(1); (2); (3); enta˜o temos a desigualdade estrita u < v; em 
:
Demonstrac¸a˜o. Sabemos que Q e´ elı´ptico com relac¸a˜o a u; enta˜o temos (Somando e
subtraindo o termo ai j(x;Du)Di jv e b(x;u;Dv) :
Qu  Qv = ai j(x;Du)Di j(u   v) + (ai j(x;Du)   ai j(x;Dv))Di jv + b(x;u;Du)  
b(x;u;Dv) + b(x; u;Dv)   b(x; v;Dv)  0
Como pela hipo´tese (2) os coeficientes ai j independemda varia´vel z abusaremos
da notac¸a˜o e escreveremos ai j(x; y) para x 2 
 e y 2 Rn:
Faremos um truque a fimde tornar a equac¸a˜o na˜o linear emuma equac¸a˜o linear.
Escreveremos: w = u v; ai j(x) = ai j(x;Du(x)); ou seja, consideraremos a composic¸a˜o
comouma func¸a˜o apenas de x; e [ai j(x;Du) ai j(x;Dv)]Di jv+b(x;u;Du) b(x;u;Dv) =
bi(x)Diw: Para justificar a existeˆncia de coeficientes (func¸o˜es) bi usamos a condic¸a˜o
(4) e o teorema do valor me´dio, ja´ que para cada x existe x0 (sendo que x0 depende
continuamente de x); tal que:
b(x;u(x);Du(x))   b(x; u(x);Dv(x)) = @b@x3 (x; u(x); x0)(D(u   v)) = b0(x)Dw
e
[ai j(x;Du(x))   ai j(x;Dv(x))]Di jv(x) = [@ai j@x2 (x; x0)D(u(x)   v(x))]Di jv(x) =
ci j(x)Dw(x)Di jv(x) = [
P
j ci j(x)Di jv(x)]iDiw(x) = ci0Diw(x)
Em que
@ai j
@x2
e´, na verdade, a derivada de ai j em relac¸a˜o as u´ltimas entradas
relativas ao vetor Du(x):
Observanmos que a convexidade do domı´nio exigida pelo teorema do valor
me´dio e´ satisfeita ja´ que estamos em Rn:
Em suma temos que existe a func¸a˜o bi; a saber bi = ci0Div + b
0
Utilizando a hipo´tese (3); e substituindo as func¸o˜es definidas acima podemos
concluir que:
Lw = ai j(x)Di jw + biDiw  0
em 
+ = fx 2 
j!(x) > 0g e w  0 em @
:
Notemos que ai j(x;Dv(x)); ai j(x;Du(x)) 2 C0(
) e u; v 2 C0(
); podemos estender
ai j e bi para
: Sendo assim b
i
 2 C0(
)) b
i
  kpara algum k 2 R:Portanto podemos
usar o princı´pio do ma´cimo para equac¸o˜es lineares para concluir que w  0 em 
:
Se Qu > Qv em 
; a func¸a˜o w na˜o pode assumir valor na˜o negativo em 
 (Ver
prova do princı´pio do ma´ximo para equac¸o˜es lineares). Enta˜o w < 0 em 
: 
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Corola´rio 4.28. Seja Q um operador elı´ptico. Sejam u; v 2 C0(
) \ C2(
); satisfazendo
Qu = Qv em 
; e u = v em @
; enta˜o, supondo va´lidas as condic¸o˜es do teorema , u = v
Demonstrac¸a˜o. Segue diretamente do teorema anterior. 
4.5 Teorema do ponto fixo de Leray-Schauder
Nesa sessa˜o, utilizaremos o teorema do ponto fixo de Schauder para provar
a existeˆncia de soluc¸a˜o para equac¸o˜es quasilineares elı´pticas, o que na pro´xima
sessa˜o nos auxiliara´ na demontrac¸a˜o de que os pontos do tipo 0 f j@
 fazem parte
da imagem do operador B do problema de Plateau.
Seja uma equac¸a˜o quase-linear elı´ptica da forma:
Qu = ai j(x;u;Du)Di ju + b(x; u:Du) = 0
Em que Q e´ eliptica. Dada a regularidade necessa´ria para os coeficientes e
uma func¸a˜o ' tambe´m regular o suficiente, utilizaremos teoremas para equac¸o˜es
lineares para afirmar que se v possui certa regulridade, o problema:
ai j(x; v;Dv)Di ju + b(x; v;Dv) = 0; em 
 e u = ' em @
:
Possui soluc¸a˜o em certo espac¸o. A ide´ia e´ utilizar o teorema do ponto fixo neste
operador, a fim de encontrar uma soluc¸a˜o para a equac¸a˜o quasilinear Q:
Comec¸amos enta˜o enunciando o teorema do ponto fixo de Schauder:
Teorema 4.29. (do ponto fixo de Leray-Schauder) Seja K um conjunto compacto e
convexo em um espac¸o de Banach X e seja T : K ! K contı´nio. Enta˜o T possui um ponto
fixo, isto e´, Tx = x para todo x 2 K:
Ademonstrac¸a˜o do teorema esta´ fora do objetivo desta sessa˜o, (Veja emGilbarg
” Elliptic Partial Dierential Equations of Second Order”, [2], pag 280:)
Corola´rio 4.30. Seja K um conjunto fechado e convexo em um espac¸o de Banach X e seja
T : K ! K uma aplicac¸a˜o contı´nua tal que a imagem T(K) e´ pre´-compacta. Enta˜o T possui
um ponto fixo.
Vamos agora ao teorema que sera´ utilizado na aplicac¸a˜o:
Teorema 4.31. Seja T uma aplicac¸a˜o linear compacta de um espac¸o de Banach X nele
mesmo, e suponha que exista uma constante M tal que:
kxkX < M
para todo x 2 X satisfazendo x = Tx para  2 [0; 1]: Enta˜o T possui um ponto fixo.
Demonstrac¸a˜o. Assimos, sem perda de generalidade que M = 1: Definimos a
aplicac¸a˜o:
Tx = Tx; se kTxk  1 Tx = TxkTxk ; se kTxk  1
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Enta˜o T e´ contı´nuo da bola unita´ria B = fx 2 X : kxk  1g nela mesma. Vejamos
que T(B) tambe´m e´ pre´-compacto. Note que y 2 T(B)) y = Tx; x 2 B; se kTxk < 1
enta˜o Tx = Tx por outro lado se kTxk > 1 enta˜o Tx = T( xkTxk e como k xkTxkk  1
temos que Tx 2 T(B); donde concluı´mos que T(B)  T(B) e portanto T(B) e´
pre´-compacto.
Pelo corola´rio 4.30 T possui um ponto fixo x: Devemos mostrar que x tambe´m
e´ ponto fixo de T: Se kTxk  1 o teorema esta´ demonstrado. Se kTxk  1 enta˜o
x = Tx = Tx; em que  = 1kTxk ; enquanto que kxk = kTxk = 1; o que contradiz a
hipo´tese: kxk < M = 1: Portanto kTxk  1 e conseguentemente x = Tx = Tx: 
Pelo teorema acima, parece interesante saber o que seria o operador T no caso
em que estamos estudando. Para 0 <  < 1 defina
T : C1;(
)! C2;(
) (4.34)
v 7! u
Em que u e´ u´nica soluc¸a˜o da equac¸a˜o linear:
Q = ai j(x; v;Dv)Di ju + b(x; v;Dv) = 0 em 
 u = ' em @
:
A garantia que u 2 C2;(
) esta´ no teorema de soluc¸a˜o para equac¸o˜es lineares,
(teorema 4:17 e 4.22) A equac¸a˜o u = Tu e´ equivalente a equac¸a˜o
u = Tu, Qu = ai j(x;u;Du)Di ju + b(x;u;Du) = 0 (4.35)
u = ' em @
:
Teorema 4.32. Seja 
 um domı´nio limitado em Rn e suponha que Q e´ elı´ptica em 
 com
coeficientes ai j; b 2 C(
  R  Rn); 0 <  < 1: Seja @
 2 C2; e ' 2 C2;(
): Enta˜o se
para algum  > 0 existir constante M; independente de u e ; tal que para qualquer soluc¸a˜o
do problema de Dirichlet, Qu = 0; u = ' em @
; 0 <   1 satisfizer
kukC1;(
) < M; (4.36)
enta˜o o problema de Dirichlet Qu = 0 u = ' em @
 possui soluc¸a˜o em C2;(
)
Demonstrac¸a˜o. Consideramos o operador T como definido em 4.34. Mostremos
que T e´ compacto. Relembraremos a estimativa do teorema 5.5, temos que se os
coeficientes de Q tem regularidade C0; enta˜o:
juj2;;
  C(juj0;
 + j'j2;;
 + j f j0;;
) (4.37)
Em nosso caso f = 0: para concluir essa estimativa observamos que se v 2 C1;
enta˜o os coeficientes deQ que sa˜o composic¸o˜es de ai j comderivadas de vpertencem
a C (e´ fundamental entender que importaˆncia de v 2 C esta´ na regularidade dos
coeficientes). E portanto com a regularidade necessa´ria temos que vale a equac¸a˜o
acima.
O C que aparece em 4.37 depende da limitac¸a˜o dos coeficientes da equac¸a˜o.
Em nosso caso dependem das normas: jai j(x; v;Dv)j0;
 e jbi(x; v;Dv)j0;;
: Dado
um conjunto limitado A em C1; temos que v 2 A ) kvkC0(
)  c1 e kDvkC0(
)  c2;
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c1; c2 2 R: Sejam Bc1  R e Bc2  Rn bolas fechadas de raio c1 e c2 respectivamente.
Consideremos a extensa˜o da func¸a˜o ai j para
 e sua restric¸a˜o nas outras coordendas
ai j : 
  Bc1  Bc2
Enta˜o se v 2 A ) v 2 ai j(
  Bc1  Bc2): o conjunto 
  Bc1  Bc2 e´ compacto,
somado ao fato deQ ser elı´ptica, isso significa que podemos enta˜o achar constantes
 > 0 e   1 de maneira que
ai ji j  jj2 8x 2 
;  2 Rn:
e
jai jj0;;
  
sendo assim podemos aplicar o teorema 4:15 para concluir que T leva conjuntos
limitados de C1;(
) em conjuntos limitados de C2;(
)
Por Arzela Ascoli, temos que conjuntos limitados de C2;(
) em C2(
) sa˜o pre´
compactos. Isso prova que T e´ compacto se considerarmos seu contradominio
como C2:
Aplicando o teorema 4.31 para o operador T : C1;(
) ! C2(
), temos que
existe ponto fixo u; e enta˜o u 2 C2:
Seja u 2 C1;(
) nosso ponto fixo: u = Tu:Ora, como agora os coeficientes ficam
em C, usamos novamente 4.37 trocando  por ; temos que u 2 C2;: Mas por
definic¸a˜o de T, u = Tu; e portanto nosso ponto fixo, que e´ a soluc¸a˜o buscada, esta´
em C2;; como desejado.

Precisamos agora provar a existeˆncia de um  com a limitac¸a˜o pedida no teo-
rema anterior. Infelizmente a demonstrac¸a˜o para esse teorema esta fora do escopo
do trabalho, pois envolve tecnicas geome´tricas mais avanc¸adas, ja´ que as hipo´teses
envolvem restric¸o˜es no bordo do domı´nio 
: Vamos, portanto, apenas enunciar
este teorema.
Teorema 4.33. Seja Q = ai j(x;u;Du)Di ju; supondo que os coeficientes ai j 2 C(
);
0 <  < 1: Seja ' 2 C2;(
): Suponha que 
 2 C2; e que a curvatura me´dia H0 de @
 e´
na˜o negativa em todos os pontos de 
: Enta˜o existe  > 0 tal que:
kukC1; < M;
sempre que Qu = 0 e u = ' para algum  2 [0; 1]:
E portanto podemos concluir que:
Teorema 4.34. Seja 
 um domı´nio C2; limitado em Rn: Enta˜o o problema de Dirichlet
Qu = 0; u = ' em @
; para ' 2 C2;; possui soluc¸a˜o se e somente se a curvatura me´dia H0
de @
 e´ na˜o negativa para todo ponto de @
:
Demonstrac¸a˜o. Segue diretamente de 4.33 e 4.32. 
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4.6 Resoluc¸a˜o do Problema de Plateau
Apo´s todos os resultados relativos a teoria de equac¸o˜es lineares elı´pticas de
segunda ordem, temos que juntar as pec¸as para resolver nosso problema inicial.
Queremos provar que o operador:
B : C2;(D)! C(D)  C2;(@D)
f (7! P( f ); f j@
)
e´ um difeomorfismo local, e´ injetivo, e alcanc¸a todos os pontos da forma 0  g;
com g 2 C2;(@D): E´ importante frisar aqui que estamos vendo func¸o˜es em C2;(@D)
como restric¸o˜es de func¸o˜es em C2;(D); em que D e´ o disco fechado.
Lembramos que:
P : C2;(D)! C(D)
f 7! (1 + f 2y ) fxx   2 fx fy fyx + (1 + f 2x ) fy:
O primeiro passo e´ provar que a derivada:
DB( f )h = (1+ f 2y )hxx   2 fx fyhxy(1+ f 2x )hyy + 2( fx fyy   fy fxy)hx + 2( fy fxx   fx fxy)hy; hj@

e´ bijetiva.
Separaremos a derivada em duas aplicac¸o˜es:
A1f : C
2;(D)! C(D)  C2;(@D)
h 7! ((1 + f 2y )hxx   2 fx fyhxy(1 + f 2x )hyy; hj@
)
e,
A2f : C
2;(D)! C(D)  C2;(@D)
h 7! 2( fx fyy   fy fxy)hx + 2( fy fxx   fx fxy)hy  0):
Enta˜o: A1f + A
2
f = DB( f ): Primeiramente provaremos que DB( f ) possui ı´ndice
de Fredholm zero. Para isso veremos que A1f possui ı´ndice de Fredholm zero e que
A2f e´ um operador compacto, e utilizaremos o teorema 2.43 que nos diz que a soma
de um operador compacto com um operador de Fredholm e´ Fredholm de mesmo
ı´ndice.
Demonstraremos que a aplicac¸a˜o A2f e´ compacta. Nos basearemos na imersa˜o
compacta i : C2; ! C0; (Ver capı´tulo 1): Para demonstrar que A2f e´ compacta
escolhemos arbitrariamente (hn) uma sequeˆncia limitada em C2;(D): Pela imersa˜o
compacta em C0;(D) sabemos que existe subsequeˆncia convergente para hnxx; hnyy
e hnxy; podemos tomar uma u´nica subsequeˆncia na qual todas sejam convergentes
utizando o truque de tomar uma como subsequeˆncia da anterior. Como os coefi-
cientes envolvendo f esta˜o em C0;(D) eles na˜o interferem na convergeˆncia, donde
existe subsequeˆncia (hnk) tal que (A2f (h
nk)) e´ convergente. Como (hn) e´ arbitra´ria
segue que A2f e´ compacto.
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Agora vejamos queA1f e´ Fredholmde ı´ndice zero. Comec¸amosprovandoqueA
1
f
e´ estritamente elı´ptico. Definimos: a11 = (1 + f 2y ); a21 = a12 =   fx fy e a22 = (1 + f 2x ):
Sabemos que um operador e´ elı´ptico. Se os autovalores da matriz de sua parte
principal com componentes [ai j(x)] sa˜o positivos para todo x: Para ver que A1f e´
elı´ptico basta ver que o determinante da matriz [ai j(x)] e´ positivo, pois este e´ o
produto de seus autovalores. Temos a matriz:
M(x) =
 
(1 + f 2y )(x)   fx(x) fy(x)
  fx fy(x) (1 + f 2x )(x)
!
,
donde det(M) = f 2x + f 2y + 1 > 0: Logo segue que A1f e´ elı´ptico.
Para ver que A1f e´ estritamente elı´ptica, notemos que as derivadas de f esta˜o
definidas continuamente em 
 o que significa que a func¸a˜o (x) = minf :  e´
autovalor de M(x)g pode ser definida em 
; donde existe um mı´nimo para  e
portanto existe 0 tal que 0 < 0 < (x) para todo x 2 
:
Vejamos o enunciado do teorema 4:17 :
Seja L estritamente elı´ptico e 
 um domı´nio C2; limitado. Suponha que f e os
coeficientes de L estejam emC(
): Seja' 2 C2;(
): Enta˜o o problema deDirichlet:
Lu = f em 
; u = ' em @

possui u´nica soluc¸a˜o em C2;(
) se e somente se o problema:
u = f em 
; u = ' em @

possui u´nica soluc¸a˜o em C2;(
):
Dessa maneira podemos utilizar o teorema citado acima, e concluir que a
soluc¸a˜o para o problema:
A1fh = f em 
 h = ' em @

depende do estudo da soluc¸a˜o de h = f e hj@
 = ':
Pela sessa˜o 4:3 e em especial pelo teorema 4.22 temos o resultado que precisa-
mos. Vejamos o enunciado de 4.22:
Seja 
 um domı´nio C2; limitado. Sejam f 2 C(
); e ' 2 C2;(
): Enta˜o o
problema de Dirichlet:
u = f em 
; u = ' em @

possui u´nica soluc¸a˜o em C2;(
):
Enta˜o juntando o teorema 4:17 como teorema 4:23, concluı´mos queA1f e´ bijetiva,
e portanto Fredholm de ı´ndice zero. Assim, sabemos que A1f + A
2
f = DB( f ) e´ de
Fredholm de ı´ndice zero para toda f 2 C2;(D):
Pelo fato de DB( f ) possuir ı´ndice de Fredholm zero podemos utilizar a al-
ternativa de Fredholm, ou seja, DB( f ) e´ injetiva se e somente se e´ sobrejetiva.
Provaremos que DB( f ) e´ injetiva utilizando o Princı´pio do Ma´ximo para equac¸o˜es
lineares, apresentado na sessa˜o 4:4: Usaremos o teorema 4.23 :
Seja Lumoperador elı´ptico emumdomı´nio limitado
:Escrevemos Lna forma:
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Lu = ai j(x)Di ju + bi(x)Diu + c(x)u; ai j = ai j:
Em que x 2 
  Rn;
Suponha que:
Lu  0( 0); c = 0 (4.38)
em 
;
e u 2 C2(
) \ C0(
): Tambe´m que existe b0 tal que:
jbi(x)j
(x)
 b0 < 1; i = 1; :::; n; x 2 
 (4.39)
Enta˜o o ma´ximo (mı´nimo) de u em 
 e´ atingido em @
; ou seja:
sup


u = sup
@

u(inf


u = inf
@

u): (4.40)
No caso de DB( f ) ; temos que bi envolve apenas as primeiras derivadas de f :
Como f 2 C2;(
); temos que as derivadas de primeira ordem de f esta˜o continu-
amente definidas em 
 bem como a func¸a˜o ; assim: bi(x)(x)  K; para algum K 2 R;
para todo x 2 
:
Agora suponhaqueDB( f )h = 0 enta˜o hj@
 = 0;donde, peloPrincı´piodoMa´ximo
temos que h = 0: Com isso terminamos a demonstrac¸a˜o de que DB( f ) e´ bijetiva.
Para ver que B e´ injetiva utilizaremos o Principio do ma´ximo, trabalhado na
sessa˜o 4:4 Em especial, o teorema 4.27 e seu corola´rio 4.28 . Lembraremos o
enunciado do corola´rio 4:29
Corola´rio: Seja Q um operador elı´ptico. Sejam u; v 2 C0(
) \ C2(
); satisfa-
zendo Qu = Qv em 
; e u = v em @
; enta˜o, supondo va´lidas as condic¸o˜es do
teorema , u = v:
As ”condic¸o˜es do teorema” citadas acima, sa˜o:
1. O operador Q e´ elı´ptico com respeito a u e v;
2. Os coeficientes ai j : 
 R Rn ! R; sa˜o independentes da varia´vel z;
3. Os coeficientes b : 
  R  Rn ! R sa˜o na˜o crescentes em z para cada
(x; p) 2 
 Rn;
4. Os coeficientes ai j; b sa˜o continuamente diferencia´veis com respeito a varia´vel
p; em 
 R Rn:
Analisando o operador B; se supusermos B( f1) = B( f2) temos que f1j@D = f2j@D e
que P( f1) = P( f2): desde que P esteja nas condic¸o˜es do Corola´rio. Em especial se P
e´ elı´ptico em relac¸a˜o a qualquer func¸a˜o f 2 C2;(D):
Agora na˜o estamosmais no caso linear. Para P; temos que que ai j : 
RR2 !
R e´ dada por:
a11(x; p; z) = (1 + z22) a
12 (x; p; z) = a21(x; y; z) = z1z2 a22(x; p; z) = (1 + z21):
72
O fato que a matriz [ai j(x; f ;Df )] e´ positiva para toda f foi visto no caso linear,
ja´ que a matriz coincide com a matriz M analisada acima. Portanto A2f e´ elı´ptica
com relac¸a˜o a f para qualquer f 2 C2;(
):
A fim de utilizar o Corola´rio citato precisamos observar que P e´ dado por uma
equac¸a˜o quasilinear. De fato a equac¸a˜o: (1+ f 2y ) fxx 2 fx fy fyx+(1+ f 2x ) fy = g pode ser
escrita como: ai j(x; f ; v)Di j f = g; para ai j definidos acima. Tambe´m ai j claramente
na˜o depende da coordenada p; bem como e´ uma func¸a˜o diferencia´vel em relac¸a˜o
a todas as varia´veis. Cabe tambe´m observar que b = 0 o que implica cumprir a
condic¸a˜o (3):
Finalmente, se B( f1) = B( f2) ) P( f1) = P( f2) e f1 = f2 em @D: Logo, utlizando o
corola´rio do princı´pio doma´ximo, citado acima, temos que f1 = f2 emD; provando
a injetividade de B:
Resta-nos provar que B atinge os pontos do tipo 0  g para g 2 C2;(@D): Para
isso utilizaremos os resultados da sec¸a˜o 5:5: Lembramos que esses resultados sa˜o
construı´dos a partir do teorema do ponto fixo de Schauder. Ao final da sec¸a˜o,
temos o teorema o teorema 4.34
Seja
 um domı´nio C2; limitado emRn: Enta˜o o problema de DirichletQu = 0;
u = ' em @
; para ' 2 C2;; possui soluc¸a˜o u 2 C2;(
) se e somente se a curvatura
me´dia H0 de @
 e´ na˜o negativa para todo ponto de @
:
Como estamos trabalhando com 
 = D e o circulo possui curvatura constante
igual ao inverso de seu raio, o Teorema 4 e´ trivialmente satisfeito. Donde prova-se
diretamente que B atinge os pontos da forma 0  g; g 2 C2;(@D):
Com todos esses resultados em ma˜os, concluı´mos que o problema de Plateau
possui soluc¸a˜o, e ale´m disso que dada g 2 C2;(@D) podemos achar uma vizinhanc¸a
para qual essa soluc¸a˜o esta´ em f 2 C2;(
) e restrito a essa vizinhanc¸a, essa soluc¸a˜o
e´ dada a partir de um difeomorfismo. Isto estabelece dependeˆncia diferencia´vel
da soluc¸a˜o em relac¸a˜o a`s condic¸o˜es de contorno.
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Capı´tulo 5
Apeˆndice
5.1 Pontos Conjulgados.
Entender realmente o que sa˜o pontos conjulgados seriamuito trabalhoso para o
tempo limitado do TCC. Como essa condic¸a˜o apareceu naturalmente no problema,
falaremos apenas um pouco sobre sua definic¸a˜o.
Um campo vetorial J em uma geode´sica  e´ dito um campo de Jacobi se satisfaz
a equac¸a˜o:
D2
dt J(t) + R(J(t); 
0(t))0(t)0
Em que R e´ o tensor de curvatura. (Ver Manfredo ”Geometria Riemanniana”
[3] Capı´tulo 5).
Assim dois pontos p; q 2 M em que p = (0) e q = (t0) e  e´ geode´sica ligando
p e q; sa˜o ditos conjugados, se existe um campo se Jacobi J na˜o identicamente nulo
em  tal que J(0) = J(t0) = 0:
Exemplo 5.1. Na esfera S2 os pontos conjulgados sa˜o pontos antipodais.
Exemplo 5.2. Rn na˜o possui pontos conjulgados.
5.2 Relac¸o˜es entre seminormas em espac¸os de Ho¨lder
No terceiro capı´tulo vimos no lema que relacionada as seminormas utilizadas
em Ck; e demonstrac¸a˜o segue abaixo.
Lema 5.3. Suponha j +  < k + ; em que j; k = 0; 1; 2; ::: e 0  ;   1: Seja 
 um
subconjunto de Rn e u 2 Ck;(
): Enta˜o para todo  > 0 existe uma constante C(; k; j) tal
que:
[u]j;;
  Cjuj0;
 + [u]k;;
: (5.1)
jujj;;
  Cjuj0;
 + [u]k;;
: (5.2)
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Demonstrac¸a˜o. Faremos a demonstrac¸a˜o apenas para os casos j; k = 0; 1; 2 pois
apenas esses sera˜o utilizados nos resultados a seguintes. O caso geral inclui as
mesmas ide´ias por um processo de induc¸a˜o.
Primeiramente, note que a prova de 5.1 implica a prova de 5.2 ja´ que jujj;;
 =
jujj;
+[u]k;;
 =
P j
k=0[u]

k;
+[u]

k;;
; e [u]k;
 = [u]k;0;
  C(juj0;
+[u]k;;
); (l < j+ <
k + ):
Omitiremos, a partir de agora, o subı´ndice
; ja´ que este sera´ o mesmo durante
toda a demonstrac¸a˜o.
Separaremos a prova em casos:
(i) j = 1; k = 2;  =  = 0: Queremos, enta˜o, mostrar que, para todo  > 0
[u]1  C()juj0 + [u]2: (5.3)
Seja x 2 
 e seja dx a distaˆncia desse ponto para a fronteira de 
: Para cada
  12 definimos d = dx: Escolheremos posteriormente a constante  para que o
resultado final seja obtido. Para i = 1; 2:::;n considere x0; x00 como sendo os pontos
inicial e final, respectivamente, do segmento de comprimento 2d paralelo ao eixo
xi e com centro em x: Enta˜o, pelo teorema do valor me´dio, para algum x nesse
segmento, temos:
jDiu(x)j = ju(x0) u(x00)j2d  1d juj0:
Tambe´m:
jDiu(x)j = jDiu(x)+
Z x
x
Diiudxij  1d juj0+d supB jDiiuj 
1
d
juj0+d sup
y2B
d 2y sup
y2B
d2yjDiiu(y)j:
(5.4)
Seja Bd(x) a bola com centro em x e raio d: Observe que, pela desigualdade
triaˆngular, para todo y 2 B e para todo z 2 @
 : jx   zj  jx   yj + jy   zj ) jx   zj 
d + dy 8z 2 @
; ) dx  d + dy , dy > dx   d = (1   )dx  dx2 : Sendo assim:
1
d2y
 4d2x ,
dx
d2y
 4:
Multiplicando 5.4 por dx e utilizando essas majorac¸o˜es, segue que:
dxjDiu(x)j   1juj0 + 4 supy2
 d2yjDiiu(y)j   1juj0 + 4[u]2
Portanto:
[u]1 = supx2
;i=1;:::;n dxjDiu(x)j   1juj0 + 4[u]2:
Agora podemos escolher  adequadamente, ou seja,   4 e C =  1:
(ii) j  k;  = 0;  > 0:Demaneira parecida com o caso anterior, sejam x 2 
; 0 <
  12 ; d = dx;B = Bd(x); e, finalmente, x0; x00 pontos extremos do segmento de
comprimento 2d paralelo ao eixo xi; com centro em x: Novamente, pelo teorema
do valor me´dio, existe x tal que:
jDilu(x)j = jDiu(x0) Diu(x00)j2d  1d jDiuj0:
75
E sendo dx;y = min(dx; dy); a distaˆncia do conjunto fx; yg a fronteira de
; temos:
jDilu(x)j  jDilu(x)j + jDilu(x)  Dilu(x)j (5.5)
 1
d
sup
y2B
dy 1 sup
y2B
dyjDiu(y)j + d sup
y2B
d 2 x;y sup
y2B
d2+x;y
jDilu(x)  Dilu(y)j
jx   yj (5.6)
A u´ltima desigualdade segue pois: djx yj  1: Novamente, como dy; dx;y > dx2
para y 2 B; temos: dxdy  2 : Utilizando essas duas desigualdades e lembrando que
d = dx; tambe´m obtemos:
d2xd
d2+x;y
 22+ d2+x d2+x  ()22+: Seque que, multiplicando
5.6 por d2x :
d2xjDilu(x)j  [u]1 + 22+[u]2;:
Tomando o supremo em i; l e x 2 
; e escolhendo  tal que 8  ; C = 2 ;
obtemos:
[u]2  C()[u]1 + [u]2;:
Se substituirmos Diu por u; obtemos, em um caso mais fa´cil e fazendo as
modificac¸o˜es necessa´rias:
[u]1  C()juj0 + [u]1;:
Sendo assim, aqui fica resolvido tambe´m o caso j = k = 1;  = 0;  > 0:
Utilizaremos no caso (iii) e (iv) o fato que:
[u]j; = sup
x;y2
;jj= j
d j+x;y
jDu(x)  Du(y)j
jx   yj  supx;y2
;jj= j d
j+
x
jDu(x)  Du(y)j
jx   yj (5.7)
(iii) j < k;  > 0;  = 0: Sejam x; y 2 
; e sejam ; d e B definidos como no caso (i)
e (ii): Vamos comec¸ar com j = 0; lembrando que queremos provar que:
[u]0;  C()juj0 + [u]1
Se y 2 B; obtemos do teorema do valor me´dio que, para 0 <   1:
dx
ju(x) u(y)j
jx yj = d

x
ju(x) u(y)j
jx yj jx   yj1   (dx)1 dxjDuj0;B = 1 dxjDuj0;B  21 [u]1;
Se y < B temos:
dx
ju(x)   u(y)j
jx   yj  2
 juj0; (5.8)
pois jx   yj  d = dx) dxjx yj  
Com essas duas inequac¸o˜es e 5.7 obtemos:
[u]0; = sup
x;y2

dx;y
ju(x)   u(y)j
jx   yj  2
 juj0 + 21 [u]1: (5.9)
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Isso implica 5.1 quando  < 1 e 21   : Se aplicarmos 5.3 na parte direita de
5.9 e escolhermos  adequadamente, obtemos 5.1 para j = 0; k = 2;  = 0; 0 <   1:
A prova para j = 1; k = 2 segue da mesma maneira se trocarmos Diu por u; no
lugar de 5.8 ebc teremos:
d1+x
jDiu(x) Diu(y)j
jx yj   [dxjDiu(x)j + dyjDiu(y)j]  2 [u]1:
Basta enta˜o aplicar enta˜o 5.3.
(iv) j  k;;  > 0: Note que e´ suficiente provar o caso j = k e portanto  > ;
isto porque se j  k podemos utilizar o caso j = k para obtermos o ı´ndice j do lado
direito de 5:1 e assim trivialmente [u]j;;
  [u]k;;
:
Novamente, com a mesma notac¸a˜o dos casos anteriores, se y 2 B :
dx
ju(x) u(y)j
jx yj   dx ju(x) u(y)jjx yj :
Note que se y 2 B enta˜o min(dx; dy)  min(dx; dx   d) = min(dx; dx(1   ))  12dx:
Donde para y 2 B sup dx;y ju(x) u(y)jjx yj  ( 12 ) ju(x) u(y)jjx yj :
(5.10)
Se y < B;
dx
ju(x) u(y)j
jx yj  2juj0:
Tomando o supremo para x; y e considerando 5.7 e 5.10, podemos escolher
 =
 
2 ; C =
2
mu ,enta˜o obtemos:
[u]  Cjuj0 + [u]
Ou seja, 5.1 para j = k = 0
Se j = k = 1; 2 enta˜o procedemos de maneira parecida a anterior, por exemplo,
para k = j = 2; temos que, se y 2 B:
d2+x
jDilu(x) Dilu(y)j
jx yj   d2+x jDilu(x) Dilu(y)jjx yj ;
Se y < B; enta˜o:
Por outro lado, se y < B :
d2+x
jDiu(x) Diu(y)j
jx yj  2 d2x sup jDil(u(x)j:
Pela parte (ii)
supx2
 d
2
xjDil(u(x))j  2[u]1 + [u]2;
Essas equac¸o˜es junto a equac¸a˜o 5.7 e 5.10 conclui a desigualdade para este caso,
encerrando a demonstrac¸a˜o.

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5.3 Teoremas para estimativas.
Dados dois conjuntos
1 e
2 emRn utilizaremos por vezes a notac¸a˜o
1  
2
se infx2
1 d(x; @
2) > 0:
Outro teoremaapresentadoede importaˆncia bastantegrandepara ademonstrac¸a˜o
final e´:
Teorema 5.4. Seja 
 um subconjunto aberto de Rn, e seja u 2 C2+(
) uma soluc¸a˜o
limitada em 
 para a equac¸a˜o:
Lu = ai; jDi ju + biDiu + du = f
ai j; bi; c 2 C; e enta˜o f 2 C(
): Suponha tambe´m que existem constantes positivas
;  tal que:
1. ai ji j  jj2;8x 2 
;  2 Rn
2. jai jj00;;
; jbij10;;
; jcj20;;

Enta˜o:
juj2;;
  C(juj0;
 + j f j(2)0;;
)
Em que C = C(n; ; ; ):
Demonstrac¸a˜o. Note que, grac¸as ao lema 4:6 e´ suficiente provar que [u]2;;
 
C(juj0;
+ j f j(2)0;;
):Mostraremos que e´ suficiente provar a desigualdade para um sub-
conjunto compacto em
: Seja f
iguma sequeˆncia de subconjuntos compactos de

tal que
i  
i+1  
 eS
i = 
: (E´ fato que essa sequeˆncia sempre existe quando

 e´ umdomı´nio limitado. Basta tomar, por exemplo,
i = fx 2 
 : dist(x; @
)  1i g):
Supomos enta˜o que existeC(n; ; ; ) tal que: [u]2;;
i  C(juj0;
i+j f j
(2)
0;;
i
);para todo
i = 1; 2; ::; n: Enta˜o dados x; y 2 
; existe um i tal que para todo j; k = 1; 2; :::; n :
(d(i)x;y)2+
jD jku(x) D jku(y)j
jx yj  [u]2;;
  C(juj0;
i + j f j(2)0;;
i)  C(juj0;
 + j f j
(2)
0;;
)
Lambrando que d(i)x;y = minfdist(x; @
); dist(y; @
)g: Fazendo i 7! 1; como a
u´ltima desigualdade na˜o depende de i obtemos:
d2+x;y
jD jku(x) D jku(y)j
jx yj  C(juj0;
 + j f j(2)0;;
); 8x; y 2 
:
Como o supremo do lado esquerdo e´, por definic¸a˜o [u]2;;
; segue que basta
provarmos o resultado para um compacto dentro de 
:
Sejam x0; y0 pontos de 
: Definimos dx = dist(x; @
): Suponha que dx0 = dx0;y0 =
min(dx0 ; dy0): Seja   12 uma constante positiva que especificaremos depois. Seja
d = dx0 ; B = Bd(x0): Por hipo´tese u e´ tal que Lu = f ;´podemos reescrever esta
equac¸a˜o da seguinte maneira:
ai j(x0)Di ju = (ai j(x0)   ai j)Di ju   biDiu   cu + f = F;
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Podemos olhar essa equac¸a˜o como uma equac¸a˜o de coeficientes constantes
ai j(x0);para assimusarmos o lema 4:9. Se y0 2 B d
2
(x0) sabemos que se considerarmos
B como o domı´nio onde estamos trabalhando, enta˜o dist(x0;B) = dx0 =
d
2 ; e o
mesmo vale para dx0;y0 pela hipo´tese inicial. Enta˜o utilizando o lema 4:9, para todo
j; k = 1; 2; :::; n
(d2 )
2+
jD2jku(x0) D2jk(y0)j
jx0 y0j  C(juj0;B + jFj(2)0;;B);
Como d = dx0; temos que
d2+x0
jD2jku(x0) D2jk(y0)j
jx0 y0j  C2+ (juj0;B + jFj(2)0;;B);
No caso em que y0 < B d
2
; temos:
d2+x0
jD2jku(x0) D2jk(y0)j
jx0 y0j  ( 2)(d2x0 jD2jku(x0)j + d2y0 jD2jku(y0)j)  4 [u]2;
:
Juntando as duas u´ltimas majorac¸o˜es, para os dois casos complementares, ob-
temos:
d2+x0
jD2jku(x0) D2jk(y0)j
jx0 y0j  C2+ (juj0;B + jFj(2)0;;B) + 4 [u]2;
:
Agora vamosparauma segundaparte, onde buscamos estimar jFj(2)0;;B em termos
de juj0;
 e [u]2;;
: Sabemos que:
jFj(2)0;;B 
X
i j
j(ai j(x0)   ai j(x))Di juj(2)0;;B +
X
i
jbiDiuj(2)0;;B + jcuj(2)0;;B + j f j(2)0;;B: (5.11)
Vamos enta˜o estimar os termos a direita da inequac¸a˜o. Se x 2 B; enta˜o dx  d e
1
2dx0  (1   )dx0  dx: Ultilizando isso, Para g 2 C(
) :
jgj(2)0;;B  d2jgj0;B + d2+[g];B 
2
(1   )2 [g]
(2)
0;
 +
2+
(1   )2+ [g]
(2)
0;;
 (5.12)
 42[g](2)0;
 + 82+[g](2)0;;
  82jgj(2)0;;
: (5.13)
Vamos justificar essas inequac¸o˜es commais detalhes. Para provar, por exemplo
que d2jgj0;B  2(1 )2 ; temos que:
d2jgj0;
 = d2 supx2B jg(x)j = (dx0)2 supx2B jg(x)j  
2
(1 )2d
2
x supx2B jg(x)j;8x 2 B:)
d2jgj0;
  2(1 )2 supx2B d2x supx2B jg(x)j  
2
(1 )2 supx2B d
2
xjg(x)j  
2
(1 )2 [g]
(2)
0;
:
Analogamente podemos justificar d2+[g];B  2+(1 )2+ [g]0;
:
Ja´ a u´ltima desigualdade 42[g](2)0
+8
2+[g](2)0;;
  82jgj(2)0;;
; justifica-se apenas
pela definic¸a˜o, lembrando que: jgj(2)0;;
 = [g](2)0;
 + [g](2)0;;
:
Note que a desigualdade jgj(2)0;;B  82jgj(2)0;;
; e´ muito mais precisa do que a
simples desigualdade jgj(2)0;;B  jgj(2)0;;
; considerando que  pode tomar valores
bastante pequenos.
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Para simplicar a notac¸a˜o, denotaremos (a(x0)   a(x))D2u  (ai j(x0)   ai j(x))D2i ju
para cada par i; j: Lembremos que [u]2;;
 = supx;y2
;jj=k d
k+
x;y
jDu(x) Du(y)j
jx yj e que
[u]2;
 = supx2
;jj=k d
2
xjDu(x)j: Enta˜o, e´ fa´cil ver que: [D2u](2)0;
  [u]2;
; e [D2u](2)0;
 
[u]2;;
: Sendo assim, de 5.3 e do fato de para toda f ; g 2 C(
) termos: j f gj(+)0;;
 
j f j()0;;
jgj()0;;
 obtemos:
j(a(x0)   a(x))D2uj(2)0;;B  ja(x0)   a(x)j(0)0;;BjD2uj(2)0;;B 
ja(x0)   a(x)j(0)0;;B(42[u]2;
 + 82+[u]2;;
):
Tambe´m para simplificar a notac¸a˜o faremos ai j = a: Da hipo´tese sabemos que
jaj(0)0;;
  ; isto e´:   jaj(0)0;
+[a](0)0;;
 = supx2
 ja(x)j+supx;y2
 supx;y2
;jj=k dx ja(x) a(y)jjx yj =
supx2
 ja(x)j + [a];
: Lembrando novamente que j f j()k;;
 = j f j()k;
 + [ f ]()k;;
; temos
ja(x0)   a(x)j00;;B  supx2B ja(x0)   a(x)j + d[a];B  2djaj;B  21+jaj0;;
(0)  4:
A penu´ltima desigualdade e´ justificada por: 2d[a];B = 2d supx;y
ja(x) a(y)j
jx yj 
2(2dx) supx;y
ja(x) a(y)j
jx yj ;8x 2 B; donde: 2d[a];B  21+[a]0;;
:
Vamos agora estimar o termo principal de 5.11 utilizando 5.1X
i j
j(ai j(x0)   ai j(x))Di juj(2)0;
;B  32n22+([u]2;
 + [u]2;;
) (5.14)
 322+(C()juj0;
 + 2[u]2;;
): (5.15)
A u´ltima desigualdade e´ obtida se colocarmos  =  na desigualdade 5.1.
Mais uma vez, para simplificarmos a notac¸a˜o, escreveremos bDu = biDiu para
cada i = 1:2; :::; n; obtemos de 5.3 e da hipo´tese sobre b:
jbDuj(2)0;;B  82jbDuj(2)0;;
  82jbj(1)0;;
jDuj(1)0;;
 (5.16)
 82juj1;;
  82(C()juj0;
 + 2[u]2;;
); (5.17)
a u´ltima equac¸a˜o ocorre se tomarmos  = 2 em 5.2.
jbiDiuj(2)0;;B  8n2(C()juj0;
 + 2[u]2;;
)
De mesma maneira utilizando , e 5.2 obtemos:
jcuj(2)0;;B  82jcj(2)0;;
juj(0)0;;
  82(C()juj0;
 + 2[u]2;;
)
E finalmente:
j f j(2)0;;B  82j f j0;;
: (5.18)
Seja C = C(n; ; ;) e C() = C(n; ; ;; ): Juntando os resultados em 5.14,
5.18 obtemos:
jFj(2)0;;B  C2+2[u]2;;
 + C()(juj0;
 + j f j(2)0;;
)
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Com essa desigualdade em ma˜os, podemos combina´-la a parte direita da
equac¸a˜o ??, com a equac¸a˜o (4:2) com  = 2 para estimarmos [u]2;
; de ?? ob-
temos:
d2+x0;y0
jD2u(x0) D2u(y0)j
jx0 y0j  C[u]2;;
 + C()(juj0;
 + j f j(2)0;;
):
Sendo que o a parte direita da equac¸a˜o na˜o depende de x0; y0; donde podemos
tomar o supremo em x0; y0 2 
 e ficamos com:
[u]2;;
  C[u]2;;
 + C()(juj0;
 + j f j(2)0;;
):
Note que nossa hipo´tese inicial de dx0 = dx0;y0 ; utilizada em alguns passos, na˜o
interfere no resultado final, dado que podemos trocar x0 por y0 afim de obteˆ-la.
Finalmente podemos escolher  adequadamente tal que: C0  12 : Obtemos
enta˜o o resultado desejado:
[u]2;;
  C(juj0;
 + j f j(2)0;;
):

Teorema 5.5. Seja 
 um domı´nio C2; em Rn e seja u 2 C2;(
 uma soluc¸a˜o de Lu = f
em 
, em que f 2 C(
) bem como os coeficientes de L esta˜o em C e os coeficientes de L
satisfazem, pra constantes positivas ; :
ai ji j  jj28x 2 
;  2 Rn (5.19)
e
jai jj0;;
; jbij0;;
; jcj0;;
   (5.20)
Seja ' 2 C2;(
); e suponha que u = ' em @
: Enta˜o:
juj2;;
  C(juj0;
 + j'j2;;
 + j f j0;;
) (5.21)
Em que C = C(n; ; ;;
):
Demonstrac¸a˜o. Primeiramente notemos que e´ suficiente provar para o caso u = 0
em @
 e ' = 0: Isso porque, no caso geral, se fizermos v = u   ' ) vj@
 = 0; e
fixarmos f 0 = f   L'; enta˜o Lu = f , Lv = f 0: A partir disso, se supusermos esse
caso especial ja´ provado, temos que:
jvj2;;
  C(jvj0;
 + j0j2;;
 + j f 0j0;;
)  C(juj0;
 + j'j0;
 + j f 0j0;;
): (5.22)
Enta˜o, utilizando a desigualdade triaˆngular reversa, e que jL'j0;;
  C0j'j0;;
 
j'j2;;
; temos:
juj2;;
C + 1(juj0;
 + j'j0;
 + j f j0;;
); (5.23)
o que nos da´ o que gostarı´amos no caso geral. Consideremos enta˜o que ' = 0:
Obteremos adesgigualdade invocando resultados anteriores e separandoospontos
em casos. Para o caso de umponto na fronteira, lembraremos do lema anterior, que
nos diz, entre outras coisas, que para cada x0 2 @
; existe uma bola de raio  (em
que  independe de x0) tal que x 2 B(x0)) juj2;;B\
  C(juj0;
+ j f j0;;
):Utilizando
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este ; que por convenieˆncia escreveremos  = 2; separaremos os pontos de
 em
dois casos: (i)x 2 fx 2 
 j dist(x; @
)  g e (ii)x 2 
 n
 = fx 2 
 j dist(x; @
) > g:
No caso (i) temos que existe um x0 2 @
 tal que x 2 B(x0); enta˜o vale a
desigualdade:
jDu(x)j + jD2u(x)j  C(juj0;
 + j f j0;) (5.24)
Para x 2 B(x0)
Para o caso (ii) lembremos do corola´rio 5:11: Substituindo d =  temos 5.24
para o caso (ii); na˜o necessariamente para o mesmo C: Escolhendo a maior das
constantes podemos supor 5.24 va´lida para todo x 2 
:
Para avaliar a norma ; vamos separar os pontos de 
 em treˆs casos: (i)x; y 2
B(x0); para algum x0; (ii)x; y 2 
; (iii)x ou y 2 
 n 
; mas x e y na˜o esta˜o na
mesma bola B(x0):Assim, todas as possibilidades foram consideradas. Queremos
considerar o quociente jD
2u(x) D2u(y)j
jx yj : No caso (i); o lema nos da´ a a desigualdade:
jD2u(x)  D2u(y)j
jx   yj  C1(juj0;
 + j f j0;;
) (5.25)
No caso (ii) pelo corola´rio 5:11 obtemos amesma inequac¸a˜o para outra constante
C2: Ja´ no caso (iii) temos que d(x; y)  ; enta˜o:
jD2u(x)  D2u(y)j
jx   yj  
 (jD2u(x)j + jD2u(y)j)  C3(juj0 + j f j0;); (5.26)
a u´ltima inequac¸a˜o e´ va´lida por 5.24.
Agora , escolhendo C = max(C1;C2;C3); e tomando o supremo em x; y 2 
;
obetemos:
[D2u]  C(juj0 + j f j0;)
Junto a 5.24, segue o teorema.

Lema 5.6. Seja 
 um domı´nio C2+ em Rn e sejam u 2 C2+(
) soluc¸a˜o para o problema
Lu = f ; u = 0 em @
; em que f 2 C(
); e L e´ operador elı´ptico tal que existe  tal que:
jai jj0;;
; jbij0;;
; jcj0;;
  : (5.27)
Entta˜o para algum  existe uma bola B = B(x0) para cada ponto x0 2 @
 tal que:
juj2;;B\
  C(juj0;
 + j f j0;;
) (5.28)
Em que C = C(n; ; ;;
):
Demonstrac¸a˜o. Pela definic¸a˜o de domı´nio C2;; cada ponto x0 2 @
 possui uma
vizinhanc¸aB(x0) tal que existe umdifeomorfismo	 2 C2;(
) tal que: 	(Bx0) = D 
Rn:ComoD e´ a imagemde uma bola por umdifeomorfismo,D e´ um aberto conexo.
Denotamos: B0 = B(x0) \ 
; D0 = 	(B0): Podemos, sem perda de generalidade,
supor que D0 possui porc¸a˜o de fronteira em em um hiperplano do Rn: (Caso
contra´rio comporı´amos 	 com um difeomorfismo adequado, que leve D em um
conjunto contido em um hiperplano). Sendo assim: T = B(x0) \ @
  @B0 e
T0 = 	(T)  @D0 (T0 e´ uma porc¸a˜o de fronteira em um hiperplano).
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Fazemos a mudanc¸a de varia´veis y = (	1(x); :::;	n(x)): Seja u(y) = u(x) (utiliza-
mos essa notac¸a˜o para u(y) = u 	 1(y)): E seja Lu(y) = Lu(x); em que:
Lu = ai jDi ju + biDiu + cu = f (y)
Em que, naturalmente:
ai j(y) =
Pn
r;s=1
@	i
@xr
@	 j
@xs
ars(x); bi(y) =
Pn
r;s=1
@2	i
@xrxs
ars(x) + @	i@xr b
r(x);
c(y) = c(x); f (y) = f (x)
Por 4:10 temos que em D0 :
jj2  Pi: j ai ji j
8 2 Rn; em que  = K :
Sabemos que a constante K depende de	 e B0: Tambe´m para essa escolha de K
adequada temos que:
jai jj0;;D0 ; jbij0;;D0 ; jcj0;;D0   = K; j f j0;;D0  1 (5.29)
Portanto estamos nas condic¸o˜es do teorema 4:13 e Lu = f em D0; que possui
porc¸a˜o de pronteira T0 (em um hiperplano). Enta˜o:
juj2;;D0[T0  C(juj0;D0 + j f j(2)0;;D0[T0);
lembrando que C = C(n; ; ;):
Tambe´m por 4.7 4.8, para um possı´vel novo calor de C :
juj2;;B[T  C(juj0;B0 + j f j(2)0;;B0[T)  C(juj0;B0 + j f j0;;B0)  C(juj0;
 + j f j0;;
): (5.30)
Notando que agora C tambe´m depende de B0: Seja B00 = B 
2
(x0)\
 observe que:
min(1;

2
)juj2;;B00  juj2;;B0[T (5.31)
Obtemos enta˜o, para um possı´vel novo valor de C :
juj2;;B00  C(juj0;
 + j f j0;;
):
Temos a desigualdade em ma˜os, entretanto, devemos lembrar que o raio  da
bola que escolhemos, esta´ relacionado com a vizinhanc¸a para o qual esta´ definido
o difeomorfismo 	; e esta depende de x0: Para corrigir esse problema tomemos a
cobertura aberta de todas as bolas para cada x; fB 
4
(x)gx2@
:Como @
 e´ um conjunto
compacto para 
 domı´nio, enta˜o existe subcobertura finita formada pelas bolas
B i
4
(xi); i = 1; 2; :::;N: Escolhemos, enta˜o,  = min(
i
4 ); e temos enta˜o que C = maxCi;
em que Ci correponde a constante da desigualdade para xi: Sendo assim, para todo
x 2 @
 existe um i tal que x 2 B i
4
(xi); enta˜o B(xi)  B i
2
(xi); e vale a desigualdade:
juj2;;B\
  juj2;;B\
  C(juj0;
 + j f j0;;
);
em que C = C(n; ; ;;
): 
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5.4 Func¸o˜es superharmoˆnicas e o Me´todo de Perron.
Apresentaremosumpequeno resumodome´tododePerron assumindoalgumas
afirmac¸o˜es e teoremas sem demonstrac¸a˜o. Sendo 
 um domı´nio, o me´todo de
Perron prova a existeˆncia de soluc¸a˜o para a equac¸a˜o de Dirichlet: u = 0 com
condic¸a˜o de fronteira u = ' em @
 e ' contı´nua.
Definica˜o 5.7. Seja
 um domı´nio. Uma func¸a˜o u 2 C0(
) e´ dita ser subharmoˆnica
(superhamoˆnica) se para toda bola B  
 e toda func¸a˜o h harmoˆnica em B satisfa-
zendo u  h (u  h) em @
 tambe´m tivermos u  h (u  h) em B:
A definic¸a˜o, bem como as propriedades de func¸o˜es subharmoˆnicas, esta˜o
bastante envolvidas com o princı´pio do mo´dulo ma´ximo, resultado que traba-
lhamos no capitulo anterior. Vamos enunciar uma versa˜o um pouco mais es-
pecı´fica desse princı´pio para utilizarmos agora nas deduc¸o˜es em relac¸a˜o a func¸o˜es
subharmoˆnicas.
Teorema 5.8. (Princı´pio ma´ximo para func¸o˜es harmoˆnicas) Seja u 2 C2(
) tal que
u  0 (u  0) em 
: Enta˜o u assume seu ma´ximo (mı´nimo) em @
:
Tambe´m iremos assumir algumas propriedades sobre a integral de Poisson
apresentada a seguir.
Seja u 2 C2(BR) \ C0(BR) enta˜o temos a fo´rmula da integral de Poisson:
u(y) = R
2 jyj2
n!nR
R
@BR
u
jx yjn
Para y 2 
:
Teorema 5.9. Seja B = BR(0) e seja ' uma func¸a˜o contı´nua em @B; enta˜o a func¸a˜o u
definida por:
u(x) = R
2 jyj2
n!nR
R
@BR
'
jx yjn ; x 2 B u(x) = '(x); x 2 @B
e´ tal que u 2 C2(B) \ C0(B) e satisfaz u = 0 em B:
'(x) = u(x); x 2 

Vamos listar algumas propriedades de func¸o˜es subharmoˆnicas. Se u e´ superharmoˆnica
em 
 enta˜o:
1. Se v e´ subharmoˆnica em um domı´nio limitado 
0 tal que v  u em @
 enta˜o v > u
em 
 ou v  u:
Para ver porque isso e´ verdade suponhamos por contradic¸a˜o que exista um ponto
x0 2 
 tal que (u   v)(x0) = sup
(u   v) = M  0: Podemos assumir que existe
uma bola B = B(x0) tal que u   v , M em @B: Sejam u; v; as func¸o˜es harmoˆnicas
que se igualam a u; v; respectivamente, em @B; (ilsutradas no teorema 6:4) temos as
seguintes desigualdades:
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M = (u - v)(x0)  (u   v)(x0)  sup@B(u   v) M; (5.32)
A u´ltima desigualdade vale porque o valor de u   v em @
 e´ sempre menor do que
M; bem como o valor de u   v:
Assim vale a igualdade em 5.32. Note que e´ importante que M  0 para usarmos
o princı´pio do mo´dulo ma´ximo. Pelo prı´ncipio do mo´dulo ma´ximo para func¸o˜es
harmoˆnicas temos que u   v M em B; o contradiz a escolha de B:
2. Se u na˜o e´ constante enta˜o so´ atinge ma´ximos (mı´nimos) na fronteira de 
:
Por contradic¸a˜o suponha que existe x0 2 
 tal que sup
 u = u(x0): Considere uma
bola B(x0)  
 e v = u(x0): enta˜o u  v em @
 e pelo item anterior se u na˜o e´
constante enta˜o u < v em B; contradizendo a existeˆncia de x0:
3. Seja B  
 e´ uma bola. Denotaremos u a func¸a˜o definida atrave´s da integrac¸a˜o de
Poisson em @B; que satisfaz u = u em @B: Definimos:
U(x) = u(x); x 2 B; U(x) = u(x); x 2 
 n B;
enta˜o a func¸a˜o U e´ subharmoˆnica em 
:
Para provar esta afirmac¸a˜o escolhemos arbitrariamente uma bola B0  
 e seja h uma
func¸a˜o harmoˆnica em B0 tal que h  U em @B0: Como u  U em B0; enta˜o temos
u  h em B0:Como u e´ subharmoˆnica vale que U  h em B0 B:ComoU e´ harmoˆnica
em B; temos pelo princı´pio do mo´dulo ma´ximo segue que U  h em B \ B0: Assim
U  h em B0 e U e´ subharmoˆnica em 
:
4. Sejamu1;u2; :::; uN func¸o˜es subharmoˆnicas em
:Enta˜o a func¸a˜o u(x) = maxfu1(x); :::;uN(x)g
e´ subhamoˆnica em 
:
Seja 
 um domı´nio limitado e ' uma func¸a˜o limitada em @
: Uma func¸a˜o u 2 C0(
)
e´ dita ser uma subfunc¸a˜o se for subharmoˆnica e u  ' em @
: De maneira ana´loga uma
func¸a˜o v e´ chamada superfunc¸a˜o se v fo superharmoˆnica e v  ' em @
: Seja S' o conjunto
das subfunc¸o˜es relativas a '; vamos enunciar agora o principal teorema do me´todo de
Perron.
Teorema 5.10. A func¸a˜o u(x) = supv2S' v(x) e´ harmoˆnica em 
:
Demonstrac¸a˜o. Pelo princı´pio do mo´dulo ma´ximo se v 2 S' enta˜o v  sup'; o
que significa que u esta´ bem definida. Fixemos um ponto y 2 
: Pela definic¸a˜o
de u existe uma sequeˆncia fvng; tal que vn(y) 7! u(y): Substituiremos vn por v0n =
maxfvn; inf'g; claro que v0n continua sendo contı´nua. fv0ng e´, enta˜o, uma sequeˆncia
limitada. Seja BR(y)  
; definiremos Vn como na observac¸a˜o (3): Pela observac¸a˜o,
Vn 2 S'; e Vn(y) 7! u(y): Sabemos tambe´m que a sequeˆncia fVng conte´m uma
subsequeˆncia fVnkg convergente uniformemente em qualquer bola B  BR(y) e que
a func¸a˜o limite v e´ harmoˆnica em B. E´ claro que v  u e que v(y) = u(y):
Nosso objetivo e´ provar que u = v em B: Suponha, por contradic¸a˜o, que exista
z 2 B tal que: v(z) < u(z) para algum z 2 B: Enta˜o, pela definic¸a˜o de u; existe uma
func¸a˜o u tal que v(z) < u(z) < u(z): Vamos definir wk = max(u;Vnk); e Wk como
sendo a func¸a˜o definida analogamente a observac¸a˜o (3): Analogamente ao passo
anterior fWkg possui subsequeˆncia convergente Wnk 7! w; e v  w  u em B: Claro
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que u(y) = v(y) = w(y); mas pelo princı´pio do mo´dulo ma´ximo, se considerarmos
a func¸a˜o w   v  0 temos que ela atinge um mı´nimo em y 2 
 donde w = v: Sendo
assim conclu´mos que v = u em B e portanto u e´ harmoˆnica em 
: 
Lema 5.11. Seja u a func¸a˜o harmoˆnica definida em
 pelo me´todo de Perron. Seja  2 @
;
e ' contı´nua em ; enta˜o sempre que x 7!  temos u(x) 7! '()
Demonstrac¸a˜o. 
Teorema 5.12. Se
 e´ um domı´nio em que todos os pontos da fronteira sa˜o regulares, enta˜o
a equac¸a˜o de Dirichlet em um domı´nio limitado possui soluc¸a˜o para condic¸a˜o de fronteira
contı´nua
Este teorema conclui o me´todo de Poission, atingindo seu objetivo final de provar a
existeˆncia de soluc¸o˜es para o problema de Dirichlet com fronteira contı´nua.
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Considerac¸o˜es finais
Apo´s desenvolver este trabalho de conclusa˜o de curso acredito conhecer melhor o me´todo
para resolver um problema em matema´tica bem como para entender uma resoluc¸a˜o um
pouco mais complexa. Foi necessa´rio procurar muitos resultados e principalmente novas
definic¸o˜es. Saber lidar com novas definic¸o˜es e tentar torna´-las mais claras e´, a meu ver, um
dos grandes ganhos do trabalho de conclusa˜o de curso.
Muitas vezes foi necessa´rio lidar com teoremas para os quais a demonstrac¸a˜o estava
fora do escopo do trabalho, o que e´ incomum para um aluno de graduac¸a˜o. Esta situac¸a˜o
tambe´m foi um grande aprendizado visto que a pesquisa em matema´tica exige que deixemos
certas ”caixas pretas” (como explicou o professor orientador Ivan Pontual).
Durante o trabalho foi necessa´rio buscar va´rios elementos matema´ticos que enriquece-
ram meu conhecimento em algumas a´reas. Tive a oportunidade de conhecer um pouco de
Geometria Riemanniana, que nunca havia estudado, e equac¸o˜es diferenciais parciais de um
aˆngulo bem diferente do visto na graduac¸a˜o. O contato com essas definic¸o˜es e teoremas foi
bastante importante para minha formac¸a˜o.
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I´ndice Remissivo
introduc¸a˜o, 4
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