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INTRODUCTION
Accurate load forecasting is essential for the proper planning of power system expansion and operation. Box-Jenkins models have been applied in timeseries forecasting for a long time, and the literature clearly indicates that they are superior to standard time-series forecasting methodologies. However, there are still some reluctance to use Box-Jenkins forecasting in practice owin_e to the difficulties associated with model identification. Most of the identifications are made by human. Therefore, the human bias could affect the decisions seriously [j] . For the advanced methodologies. every intelligent technique has their own particular computational properties. For example, neural networks are good at recognizing patterns but they are not good at explaining how they achieve their decisions and the learning process is relatively slow and analysis of the trained network is difficult (black box) [lO] . On rhe other hand, fuzzy logic systems, which can reason with imprecise information, are good at explaining their decisions but they cannot automatically acquire the rules they use to make decisions.
No standard method exists for transforming human knowledge or experience into the rule base and database of a fuzzy inference system. There is a need for effective methods for tuning the membership functions so a to minimize the output error measure or maximize performance index. Therefore, the Artificial Neuro-Fuzzy Inference System (ANFIS)[l] [2] , which is the combination of fuzzy inference system and neural network is proposed. To overcome the problem of knowledge acquisition, neural networks are extended to automatically extract fuzzy rules from numerical data. Neural networks are used to tune membership functions of fuzzy systems.that are employed as decision-making systems \Cith lesser development time and cost than by fuzzy logic only. In this paper, the use of FNN to identify appropriate Box-Jenkins models for the electricity load forecasting of Hong Kong are presented. On the following section, theory of AKIM.4 and FNN are given. The details of implementation are explained in section 3 . The training data set is providcd in section 4. The result is reported in section 5. Finally, conclusion is given in section 6 .
THEORY
2.1 Overall System Actually, the classical parameters modeling of BoxJenkins time series analysis can provide very accurate forecast results. These kinds of modeling methods are based on a set of historical load and the random shock data. To get the accurate forecast results, the models of the time series have to be estimated. For the model identification will be divided into two parts. The first part of the model identification is a Stationary Process , which is a system to make sure all the input series to be stationary ; the second part of the model identification is a ARMA Process , which is a system to classify the stationary series into random shock. AR( I), AR(2), MA( l), MA(?) and A R W ( I , I). Then, the combined system can identify the inputted series into an ARIbIA models[4J. After the model is estimated, the classical model of the Box-Jenkins models can use the Least-Square methods to estimate parameters of the model. There are three main types of the models to be implemented. In this paper, the difference-equation form has been used.
Box-Jenkins time series modeling
Using the Box-Jenkins models to forecast a series, the main problem is the modeling. After, the modeling, the coefficients of the model can be found by the Least-square method or other. Therefore, the method of modeling is very important. MA process, an observed time series is described as function of a finite number of previous random shocks. MA(q) is expressed as follows:
ARIMA(p
The third component is the I element. The integration term is use to denote the number of regular differences taken in a time series to achieve stationary. The order of I is denoted as d.
The basic tools for Box-Jenkins models are correlograms of auto-correlation coefficients and partial auto-correlation coefficients. Training Algorithm: The algorithm of training by Cauchy's method of steepest descent or gradient method IS described below.
Fuzzy Neural Network using
where Z=(zl,z2,z3 ._,_.., zm ), i=1,2 ..._._ m, E(2) is the errors of outDuts. t is a number of iteration of learning and K is the learning rate. The objective function E which is defined as follow:
Initialization of the Parameters: One of the important things, that the FNN can be faster than the neural network, is that FNN can have well pre-defined and reasonable initial parameters rather than the neural network use the randomly chosen. The mean values C of the new rule are set to the inputs. Moreover, the overlapping of the new rule with the old rules is set to
Equation 10
Equation 11 ci M+1= x . p
p the least acceptable degree of excitation of the existing fuzzy rule. y the overlapping factor.
IMPLEMENTATIONS
3.1Box-Jenkins models
Z(t)(l-B)d(l-$iB-$2B2)=e(t)( 1-6lB-82B2) Equation 12
The overall project is based on the model Box- 
Stage I1 (ARMA Process)
Using the series, which has been difference enough to be stationary, input to the Stave 11 system to identify the corresponding model. This stage can resolve the stationary series into one of the six basic Box-Jenkins Models [4] [5], Therefore, the input of the network fundamental structure will be 36 inputs and 6 outputs. The inputs of the 36 inputs will be 12 estimated auto-correlation 12 standard errors and 12 estimated partial auto-correlation. The 6 outputs will classify the input series is which of the model. the corresponding digital will be one when it is that model. The training data is using the TrainingSetI 4.2.
Stage 111 (Forecasting Process)
After all of the fuzzy neural network identifications, this part is going to find the parameters of the specified model from the previous process and then do the forecasting. Therefore. the inputs of this part is the model value and the series. Forming the model is according the input's model kind. The backcasting of the random shock also uses the estimated parameters to determine the necessav random shock in past and may be the starting values. The final block IS the Forecasting, which is using the model and the parameters and past random shock to forecast the series. There is a note that all of the future random shock would be set to zero completely[-l].
TRAINING DATA SET
For standardization of the notations, the names of the sections in this chapter are the same name of the objects in the program.
Training Set
To generate the training sets, the Box-Jenkins models have to be classified into more details. Actually. there are total 19 series for the six basic Box-Jenkins models[.l].
To cover all the cases, the training set should be concerned all the possible cases have the same numbers. Also, all the generated series would be at least 50 in length [j] [h]. Gaussian noise model (white noise) has been used to generate the random shock series in variance is one and the mean is zero (mean=O, variance = I). <. This part gener;iies only 10 sets of time series while each 11as 50 eli:Tients. At the same time. there are 190 model parameters have been generated such that there are 10 random sets for each above cases.
of the principles to be invertible [4] . After the I O series have been generated, all of them are passed
All thc pararnctcrs arc according to the restrictions into each of the above 19 cases. Thus, the 190 stationary series have been generated. In the generation loop, series is generated by using the Gaussian noise functions. The program checks the series whether mean is zero and variance is one. If they are far from expectancy, that series has to be abonded. Therefore, the number of stationary series is equal to the non-stationary and the first order and second order cases can also be included.
Training Set I for
The used equations are as follows:
+Notes:
is the final series and U(() is the input from Tralning Set ithe I90 stationary series)
For a model to identify a series whether stationary or non-stationary. the auto-correlation coefficients are good enough to do so. However, the theoretical auto-correlation coefficients cannot be found. so the standard errors of the corresponding ACF have to be included in the training set. After the 380 series have been generated, these series will not be used as the inputs for the system Stationary Process directly. All of the 3SO series have to be generated the auto-correlation coefficients and the estimated standard errors of the corresponding series. The Barlett's approximation is used to find the standard errors of auto-correlation coefficients of the series. 
RESULTS
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Figure 4. Electricity Consumption in Hong Kong
The data set has been chosen from 1979 to 1 9 3 and the program is trying to forecast 2 years ah& ( 199 1 to 1992).
a seasonal term has been added into the AR side 
The twelve years data would be handled by program.
There is one more term has been inserted 1 x 1 formula, the seasonal component. For this section 3, this FNN is the most complex compared with the Stationary Process. The size of the inputs is the triple of the previous one. The size of the outputs is also trebled. The result is also acceptable (90.7% right).
Fuzzy
Stage IiI(Forecasting Process)
The model is identified as a ,MA(I) model. The following graph show the measured and forecasting load. The mean of the absolute error is 5.75% and the inas. absolute error is 15.81%. This is a good result for forecasting. Therefore. the overall system is a good electricity load consumption forecasting model. 
