Abstract-In this paper, we introduce a shaping concept to reduce average transmit energy for channel inversion techniques in multiple antenna broadcast systems. Based on the probabilistic view point for the input constellations, the optimal probability distribution for the data vectors in the channel inversion techniques is found. We have also introduced a theoretical Selective Mapping (SLM) technique (based on random coding arguments) in channel inversion techniques to reduce the transmit average energy. The asymptotic gain that the SLM technique can provide is derived. The proposed technique results in a significant saving in energy as the corresponding shaping gain can be much higher than the upper bound of 1.53, known for the conventional shaping. The exact gain depends on the orthogonality defect of the channel.
I. INTRODUCTION
Recently, there has been a considerable interest in MultiInput Multi-Output (MIMO) antenna systems due to achieving a high capacity as compared to single-antenna systems [1] .
Multiuser MIMO systems can also exploit most of the advantages of multiple-antenna systems. In a MIMO broadcast system, the sum-capacity grows linearly with the minimum number of the transmit and receive antennas [2] .
In a broadcast system, when an access point with multiple antennas is used to communicate with many users, each with one antenna, the communication problem is complicated by the fact that each user must decode its signal independently from the remaining users. As a simple precoding scheme for MIMO broadcast systems, the channel inversion technique (or zero-forcing beam-forming [3] ) can be used at the transmitter to separate the data for different users. However, this method is vulnerable to the poor channel conditions which are due to the near-singularity of the channel matrix (having at least one small eigenvalue).
In [4] , the authors have introduced a vector perturbation technique which has a good performance in terms of symbol error rate, but has a high complexity. In [5] , the authors have used lattice-basis reduction to reduce the average transmitted energy of the method in [4] by reducing the second moment of the fundamental region of the transmitted lattice.
In this paper, we introduce a shaping concept for average transmit energy for the channel inversion techniques. By using the fact that the channel is not orthogonal, the gain that we can achieved is significantly higher than the regular shaping gains that can be achieved in methods like [4] .
Relying on continuous approximation, a probability distribution along with a support region is defined for different input constellations. Based on the defined distribution, the corresponding theoretical average transmit energy is computed. For a given channel matrix, we have also found the optimal probability distribution for the data vectors in the channel inversion technique to minimize the average transmit energy.
We have also introduced a theoretical Selective Mapping (SLM) technique (based on random coding arguments) in channel inversion techniques to reduce the transmit average energy. The effect of applying this technique to the mentioned probability distribution on the average transmit energy is investigated. Using strong literature in quantization, the asymptotic gain that the SLM technique can provide is also derived.
The rest of the paper is organized as follows. The system model is introduced in Section II. In Section III, the average transmit energy for different probabilistic constellations is investigated. Section IV finds the optimal probability distribution for transmit data. Section V is devoted to introducing the theoretical SLM technique. Some asymptotic analysis for maximum gain of average transmit energy by using SLM technique is derived in Section VI. Finally, Section VII concludes the paper with some simulation results.
II. SYSTEM MODEL
A multiple antenna broadcast system withÑ transmit antennas andM single-antenna users is modeled as
whereH = h ij is theM ×Ñ channel matrix composed of independent, identically distributed complex Gaussian random elements with zero mean and unit variance,ñ is anM × 1 complex additive white Gaussian noise vector with zero mean and unit variance, andx is anÑ × 1 data vector with E { x } = 1. The parameter SNR in (1) is the SNR per receive antenna. To avoid using complex matrices, the system model (1) is represented by real matrices in (2) [6] .
where y is the received vector, x is the input vector,M = 2M , andN = 2Ñ .
In broadcast systems, the receivers should decode their respective data independently and without any cooperation with each other. The main strategy in dealing with this restriction is to apply an appropriate precoding scheme at the transmitter. The simplest method in this category is using the channel inversion technique at the transmitter to separate the data for different users. When the number of transmit antennas equals the number of users,M =N := M , the transmitted signal is
As in [4] , the normalized transmitted signal would be x = s E{γ} , where γ = s 2 .
The problem arises when H is poorly conditioned and γ becomes very large, resulting in a high power consumption. This situation occurs when at least one of the eigenvalues of H is very small which results in vectors with large norms as the columns of H −1 . In other words, when det(H) is too small, the communication is not possible.
In a multiple antenna system, it is assumed that the data vector u is selected from a constellation with discrete points. However, through this paper we investigate the probabilistic behavior of the transmitted signal x. Assuming a large constellation, continuous approximation provides a probability distribution for each constellation, resulting in different E{γ}. The challenge is finding the best probability distribution with minimum E{γ}. Note that the expectation in E{γ} is over u and H −1 is assumed to be constant.
III. AVERAGE TRANSMIT ENERGY OF PROBABILISTIC CONSTELLATIONS
In this section, we evaluate the average energy of transmit signals corresponding to different probability distributions for data vector u ∈ R M in a broadcast system with channel inversion, defined in (2).
Let
where U is the unitary matrix of eigenvectors of Q and Λ is the diagonal matrix of the corresponding eigenvalues,
M be a random vector with mean E{u} = µ and covariance
The average energy of the transmit signal can be written as [6] 
Assume that u is a random vector in R M such that its elements are i.i.d random variables with a uniform distribution between −A and A (this case is equivalent to selecting the data vector u from a QAM constellation). In order to have an entropy of H, we should have H = log 2A.
In [6] , it is shown that the average energy of transmit vector corresponding to u is
It can be shown that the average energy of the transmit signal corresponding to u is [6] 
Note that when a random vector is uniformly selected in an
In [4] , a perturbation method is introduced to reduce the average energy of the transmit signal. The data is transmitted by judiciously adding an integer vector offset. If the data vector is selected from a QAM constellation, it is shown that the average transmit energy of perturbation technique would be [6] 
where F (x) is the uniform distribution over V(H −1 ) and
Since the probability distribution over the voronoi region is uniform, the average energy in (7) can be formulated by the second moment of H −1 [7] . The dimensionless second moment of the voronoi region V(H −1 ) is defined as
Therefore,
where
In [7] , it is shown that G(V(H −1 )) ≥ G M and
It is clear that E perturb ≤ E cube [4] . However, the relation between E sphere and E perturb completely depends on the achieved voronoi region of H −1 .
According to (5) and (6),
which is known as the shaping gain. The general purpose of constellation shaping is to reduce the average energy of the signals without reducing the minimum Euclidean distance. Since H −1 is not orthogonal, the gain is significantly higher than the known upper bound of πe 6 , conventional shaping gain. The exact gain also depends on the orthogonality defect of the channel. This gain can be achieved by introducing correlation among Gaussian elements of vector u.
IV. OPTIMUM PROBABILISTIC DATA
In designing input constellations for communication systems, the objective is to reduce the average energy of the transmit signal, while keeping a fixed entropy or rate and minimum distance for the constellation.
Theorem 1: Let u ∈ R M be a random vector with mean E{u} = µ and covariance E{uu T } = Σ > 0 in a broadcast system introduced in (2) . Let H(u) denote the entropy of the data vector u. Then, a Gaussian random vector u with µ = 0 and covariance matrix
will minimize the energy of the transmit signal given a fixed maximum entropy per real dimension 1 , H, where σ 2 is the variance of a Gaussian random variable with entropy H.
Proof: The matrix Q is positive semi-definite (µ T Qµ ≥ 0 for any vector µ). Therefore, in order to minimize E{γ} in (4), E{u} = µ = 0.
Instead of minimizing E{γ} = tr(QΣ) given H(u) = fixed, we consider the equivalent problem of maximization of H(u) given E{γ} = tr(QΣ) = fixed. The constraint is on the values of Σ. In [8] , it has been shown that for a random vector u with zero mean and covariance matrix Σ
with equality iff u is a Gaussian vector. Therefore, we are looking for a Gaussian random vector with zero mean and covariance Σ such that
By considering Q = UΛU T and Σ ′ = U T ΣU, it is easy to show that the optimization problem (13) is equivalent to
where K is the limiting value for the average energy. The Hadamard inequality states that for a Hermitian positive definite matrix
ii with equality iff Σ ′ is a diagonal matrix. Therefore, in order to maximize the entropy, we assume the covariance matrix Σ ′ is a diagonal matrix with diagonal elements σ 2 i . Hence, the optimization problem (14) can be written as
If the entropy per real dimension is H, for independent Gaussian random variables with variance σ 2 i in (15), we have [6] 
Therefore, the optimum solution of (13) would be
This choice of Σ suggests that the minimum value of the average energy among transmit signals with different probability distributions is
Note that the minimum value of the average energy of the transmit signal in (18) corresponds to the average energy of an M -dimensional Gaussian random vector with independent elements with zero mean and variance
Channel Shaping Gain -According to (6) and (18),
where the geometric mean of a data set is always smaller than or equal to the set's arithmetic mean (the two means are equal if and only if all members of the data set are equal).
On the other hand, without the channel matrix, we have the conventional shaping gain. However, the presence of H −1 will affect the shaping gain by the Channel Shaping Gain, G H , defined in (19).
V. SELECTIVE MAPPING
The idea of Selective Mapping (SLM) is to generate a large set of data vectors that represent the same information, where the data vector resulting in the lowest transmit energy will be selected for transmission.
In the sequel, we use a random coding argument to explain the SLM method, its analysis, and the maximum theoretical gain that can be achieved. In the system model (2), the entropy is fixed. In order to provide multiple choices for the SLM method, the entropy is increased such that for each data vector there are N choices available. Then, among each set of N points the one corresponding to the lowest transmit energy is selected. Assume that the entropy is increased to H ′ . In each dimension, the number of points is increased by a factor of 2 H ′ −H . Therefore, we have
In the SLM method, N i.i.d. samples of u are generated, {u 1 , u 2 , · · · , u N }, and s l with the lowest transmit energy is selected for transmission. In other words, γ l = min{γ 1 , γ 2 , · · · , γ N }. We are looking for the probabilistic behavior of γ l . The energy γ = u T Qu is a quadratic expression of random vector u. There are a lot of research on the probabilistic [10, and ref. therein] , the relations between the probability behavior of u l and u are discussed. It is shown that [9] 
where F γ (x) is the probability distribution of γ. It is clear that
which shows that applying SLM method will reduce the average energy with a fixed probability distribution. On the other hand, by applying SLM method on the mentioned cases in Section III, we have
VI. ASYMPTOTIC ANALYSIS
In the proposed method, N i.i.d. samples of u are generated, {u 1 , u 2 , · · · , u N }, and among the corresponding transmit vectors, s i = H −1 u i , the vector s l with the lowest transmit energy is selected for transmission. In other words, in the SLM method, we are looking for
where . represents the square norm. Let s 1 , s 2 , · · · , s N , be i.i.d. R M -valued random variables with distribution Q, i.e.
For any region R, the probability Q(R) is the probability that there is at least one code point in the region R, i.e.
Define the r th order transmit energy as
where based on our previous notation γ l = γ 
Proof: See [6] . Lemma 4: For any ρ > 0, we can define A ρ = {v ∈ R + ; v 1/r /N 1/M ≤ ρ} and set
Then,
(29) Note that λ is the M -dimensional Lebesgue measure, which here it is defined as the M -dimensional volume of a region. Proof: See [6] .
Theorem 5:
Proof: According to Lemma 3, we have
For any ρ > 0 defineĀ ρ as the complement region of A.
Based on Lemma 4,
Note that the integral in (33) is limited (The proof is easy and it is similar to the approach in [11] ). As N −→ ∞, we have ) the same transmit data vector is negligible. In the case of this event, we have an error in our broadcast system. However, since the probability of this event is small, the average transmit energy would not change.
VII. SIMULATION RESULTS
In this section, a broadcast system with different probability distribution for transmit data is presented. In this system, we have considered M = 4. The entropy per each real dimension is considered H = 6. We generated 1000 different random channel matrix, and for each sample we have found the average transmit energy. The average transmit energy for a broadcast system with uniform distribution is used as the benchmark for comparison. The gain of different methods compared to this benchmark is computed and the complementary cumulative density function for these gains is calculated and depicted in Fig. 1 . In this simulation, the number of points for SLM is N = 256. By increasing N to 4096, it is observed that the gap between curves for SLM methods with optimal PDF and Gaussian PDF is decreased. Maximum Gain of Average Transmitting Energy for Different Methods vs. that in a Broadcast System with Uniform PDF
