Abstract. We are given a two-dimensional square grid of size N N, where N := 2 n and n 0. A space lling curve (SFC) is a numbering of the cells of this grid with numbers from c + 1 to c + N 2 , for some c 0.
Introduction
Data structures for maintaining sets of multidimensional points on external storage play an important role in many non-standard database systems, where query performance is still a major bottleneck. In contrast to the one-dimensional case, the situation in higher dimension is far more complex, since there is no obvious total order on the points that serves all purposes.
The most frequent type of queries on these multidimensional point sets are range queries: Given the set of points and a multidimensional query interval, report all points lying in the interval. Since the query intervals (or aligned rectangles, as they are often called) may have arbitrary size, aspect ratio, and position, an obvious possibility for a multidimensional data structure is to map multidimensional points to one dimension, and to maintain the resulting onedimensional points in one of the well-known data structures (such as, for instance, B + -trees). The mapping should be such that the query corresponding to the image of a multidimensional range in the given, original space can be supported by a data structure in image space. The ideal mapping (that does not exist) would map each multidimensional interval into a one-dimensional interval containing precisely the images of the corresponding points. With the goal of approximating this ideal in some way, several mappings have been proposed. The most prominent ones include the z-order 13, 15, 16, 17] , the Gray code 6, 7] , and Hilbert's curve 8, 12] . The z-order is also known as Morton 1] .
The various embeddings of multidimensional space into one dimension have mostly been studied experimentally; there are, however, theoretical studies with a di erent focus 18]. It seems that z-order and Hilbert's curve are the best known numbering schemes in general 2, 12, 20] . They typically map a multidimensional interval into quite a large number of one-dimensional intervals. In order to achieve better range query e ciency, it may be worthwhile to map a multidimensional interval into as few as possible one-dimensional intervals. The reason is that the time for moving the read-write-head of a disk to the proper track, the seek time, is typically much higher than latency or transfer time spent in waiting for the proper block to pass by the head and in transferring the block between internal and external storage, and that for each one-dimensional interval of blocks, only one disk seek operation is needed. As a consequence, data structures that aim at minimizing the number of seek operations (and not the number of block accesses) have been proposed 10, 11] .
In this paper, we consider the problem of nding a mapping from multidimensional space into one dimension in such a way that the number of seek operations for the image of a range query is low. To keep the number of disk seek operations low, we tolerate the transfer of a number of unnecessary blocks, when a range query is answered. We put, however, a bound on this number: For each seek operation, the number of unnecessary blocks that are transferred to avoid extra seeks is not allowed to exceed the number of necessary block transfers by more than a constant factor. In our study, we investigate the proximity preservation properties of such mappings, de ned to suit the above purpose.
In the next section, we lay the formal foundations for our results. Section 3 describes the cost model in detail. Section 4 recalls a known result on proximity preserving numberings. Section 5 uses this result to conclude that when the size of the query range is xed in advance, a space lling curve can be de ned that answers each query with no more than two disk seek operations. Section 6 looks at recursively de ned space lling curves and square queries of varying sizes; it concludes that three disk seek operations are necessary and su cient in this case.
Preliminaries
This section provides the de nitions for our results on space lling curves. We are given a number N = 2 n , n 0, and a two-dimensional square grid The distance between two cells (i; j) and (i 0 ; j 0 ) in the numbering P is de ned to be j P(i; j) ? P(i 0 ; j 0 ) j. We can display the numbering by connecting any two cells (i; j) and (i 0 ; j 0 ) via an edge i they have consecutive numbers in a numbering P. This results in a graph in which each node represents a cell and the distance between nodes (u; v) and (u 0 ; v 0 ) is the same as the distance in the P numbering. So, one can think of these numberings as curves that cover all cells of a 2-dimensional array. This motivates the term space-lling curves (SFC) that we often use instead of the term numbering.
We call a SFC P with numbers c + 1; : : :; c + N 2 , for some c 0, recursive (RSFC) if N = 1 or P can be divided into four square RSFCs P 0 ; : : :; P 3 of equal size in the following way. There exists a permutation : f0; : : :; 3g ! f0; : : :; 3g such that P (i) is a RSFC containing the numbers fc + iN RSFCs have several advantages over SFCs in general; e.g., they allow a compact representation of all numbers without storing the entire SFC explicitly. In fact, the number P(i; j) assigned to a speci c cell (i; j) on the grid can be determined in O(log N) time. As a matter of fact, all well-known RSFCs, as e.g. the Hilbert curve, the z-curve, or the Gray code are generated by very regular permutation rules, as we shall see in the following. For each cell of the grid, we de ne the k-neighborhood, k 2 f0; : : :N ? 1g, as the set of the at most (2k + 1) 2 cells that can be reached from the current cell in a L 1 -distance of at most k. As a consequence, in a closed SFC, any two adjacent cell members appear in a 1-neighborhood. For any given k, a cell is called a k-interior cell i its k-neighborhood does not contain boundary cells of the grid.
The construction of RSFCs can be visualized easily by means of a grammar (replacement rules), in the following way. A variable of the grammar represents a cell. We start with a variable that initially represents the area of the entire N N grid as one cell. The grammar is an EOL-type (extended zero-sided Lindenmayer 21]), that is, we force rewriting to take place simultaneously at every cell of the partition, and each syntactic variable is a terminal symbol of the grammar at the same time.
Hence, we can view the rewriting process as going through a number of iterations, where each iteration rewrites all cells. In the i-th iteration, i = 0; : : :; n?1 (recall that N = 2 n ), we get a partition of the area of the N N grid into 2 i 2 i blocks, each of size 2 n?i 2 n?i . In each iteration, each block is replaced by four blocks of size 2 n?i?1 2 n?i?1 according to an applicable production of the grammar. Our grammar allows to rotate blocks (displayed by a rotation of the corresponding symbols A , A , A ). Two dots denote the entry and exit points of the curve into a cell. In a cell that is not re ned further, both dots coincide at the center of the cell; in each re nement, the dots lie at the corresponding corner cells of the re ned partition. Finally, lines between dots on the right hand side of the productions represent subsequent blocks in the numbering. Figures 1, 2 and 3 display the productions and the rst few iterations of the Hilbert curve, the z-curve, and the Gray code. Notice that a single re nement rule is su cient for each of them. 3 The Model
The Hilbert Curve
Recall that one important application of SFCs is their use as an index structure for embedding multidimensional points into one dimension while preserving spatial proximity to some extent. Since there is no proximity preserving total ordering of points in two (or more) dimensions, we aim at a best possible mapping of two-dimensional points to one dimension. In order to support two-dimensional orthogonal range queries, the mapping should preserve proximity, in the sense that neighboring cells should ideally be neighbors on the one-dimensional storage. In the ideal case, any two-dimensional rectangular query region should be mapped by the SFC to an interval on the one-dimensional storage. However, this is not possible, as we'll see in the next section. We shall assume that our queries are given (on-line) by a two-dimensional k k query square Q covering k 2 cells. 5 Since we aim at keeping disk seek operations low, we decide to allow the redundant transfer of a constant fraction of all blocks queried, in response to a window query. More precisely, for some constant C, up to C k 2 blocks may be transferred. In the following sections, we prove lower and upper bounds on the number of seek operations, and we design optimal classes of SFCs that minimize this number.
Preserving Proximity
In what follows, we repeat a combinatorial result concerning the preservation of proximity of SFCs which is due to 4] and serves as a starting point for our investigation. More precisely, we answer the question of how many neighbors of each cell can be drawn in the SFC within a given constant distance d in the numbering. For that we consider the k-neighborhood of each cell. The latter is achieved by the so-called snake curves. A snake curve is de ned by partitioning the N N grid into horizontal stripes of height 2k+1 (we assume for simplicity that N is a multiple of 2k + 1). Each of these stripes is covered by a snake-like curve of the type depicted in Figure 4 . An easy analysis proves that this class of curves obeys the preceding lemma. Fig.4 . The snake curve.
Optimal Space Filling Curves for Fixed Size Queries
Now, let us x the size of our query window. Especially, let Q be some xed k k window. In this case, we can use a snake curve (Figure 4) , with a height of k if k is odd, and a width of k + 1 if k is even, respectively. Obviously, this results in two seek operations in the worst-case.
On the other hand, two seek operations are already optimal, because for any numbering, there is a path of length at most N ? 1 on the grid that connects the cells with the numbers 1 and N 2 , there always exist two directly neighboring cells whose numbers di er by at least N + 1. Now, if we query these two cells with a 2 2 window, we obviously need at least two seek operations in our model of computation. With that we obtain the following result.
Theorem2. For xed k, there exists a closed SFC such that each square query region requires only 2 seek operations in the worst-case. This is optimal.
Optimal Space Filling Curves for Variable Size Queries
In this section, we de ne a closed RSFC that outperforms all known RSFCs with respect to the number of seek operations required in the worst-case. We use an E0L-type grammar to describe the new class. In addition, we give a lower bound of three seek operations for RSFCs, thereby proving that the new SFC is optimal. In contrast, all previously known SFCs require at least four seek operations in the worst-case. To prove the lower bound for RSFCs, we consider a partitioning step with an N N grid which is divided into four parts, each of size N=2 N=2. There always exist two parts that share a common boundary, with their numbers having a distance of (N 2 ); the distance between two parts is de ned as the smallest of the absolute values of the di erence between two numbers, one from each part. We inspect the boundaries at which two of these distant parts touch (see Figure 5 ). For the sake of contradiction, assume that there is a RSFC and a constant C such that for all \square" queries it is possible to access all relevant information with at most two seek operations (one above and one below the separating line), thereby reading at most C k . Since the row below the separating line belongs to the area covered by the (k + 1) (k + 1) windows, the cell numbers in the k N=2 stripe can deviate from those in the top row by at most C(k + 1) 2 upwards and downwards. Hence, by transitivity we get that the maximum distance between any two numbers in the k N=2 stripe is at most 2CN ? 4C + 2C(k + 1) 2 . But, since 2CN ? 4C + 2C(k + 1) 2 < k N=2 for su ciently large k and N, we get a contradiction. Thus, three seek operations are necessary in the worst-case.
Next, we outline a class of RSFCs that achieve this bound. However, before that, we prove that every RSFC achieves already an upper bound of four seek operations. This can be seen by the following observation. For each k k query window Q, we select the minimal i with k 2 i and consider the partitioning of the 2 n 2 n grid into blocks of size 2 i 2 i . Obviously, Q is covered by at most 4 blocks of size 2 i 2 i . Thus, four seek operations with at most 4 2 i 2 i < 2 2 log k+4 = 16 k 2 grid cells in total su ces to read all elements of Q. This proves that C can be selected as 16.
To improve the number of seek operations, we design a SFC with the following property. For any point in which four blocks of size 2 n?i 2 n?i at the i-th level of the re nement meet, we guarantee two of the four blocks to be direct neighbors in the numbering of the SFC. This brings the number of seek operations down to three in the worst-case.
We can prove that the presented class of SFCs (see Figure 6 and 7) has the desired property by induction on the level of the re nement. To our knowledge, this is the rst class of RSFCs where a number of replacement rules are used to obtain a RSFC.
The AR 2 W 2 -SFC This is optimal for RSFCs.
Proof. To prove the theorem, we present a RSFC that has the desired properties. Our RSFC is given by the eight productions in Figure 6 . Even though there is an inherent symmetry in these productions that makes it possible to describe the RSFC with only four productions and a ip-operation, we chose to describe it with this larger, but more explicit and more readily understood set of productions. First of all, the application of the productions R := fA1; A2; B1; : : :; D2g to any start variable de nes a closed RSFC. Recall that the i-th level of re nement of the RSFC, i = 0; : : :; n, decomposes the RSFC into blocks of size 2 n?i 2 n?i thus generating (2 i ?1)
At rst, it is easy to see that all vertices of level i = 1 and i = 2 are transition vertices for any start variable. Now, any vertex v of level i 3 lies either in the center or on the boundary of some block B of level i ? 1 as shown in Figure 8 .
In the rst case, v is a transition vertex, because all productions in R generate central points which are transition vertices. In the second case, v lies on the boundary of B. In fact, v may also lie on the boundary of two neighboring blocks of lower levels. Thus, we consider the lowest level j i ? 1 that has this property. Therefore, v lies on the common boundary of two neighboring blocks of level j which are both contained in a block of level j ? 1 which is represented by a variable X 2 R (cf. Figure 9 ). Therefore, we have reduced our problem to the one of proving that for any start variable of R, all vertices in all subsequent levels that lie on one of the two bisecting lines of the rst level with respect to X are transition points. This can be shown by looking at the common boundary of each pair of adjacent cells that occur in some derivation, starting from an arbitrary cell. For instance, within the rst production, we see that the lower boundary of C1 touches the right boundary of B2. It is, however, not su cient to merely consider the set of boundary pairs occurring directly in the productions, because the repeated application of the productions creates new boundary pairs. For instance, after applying the productions a second time namely to the right hand side of production A1 we get the boundary pair A2 j C1 which is not directly in the productions. An exhaustive application of the productions, however, shows that after three derivations a xpoint is reached in the set of pairs of touching boundaries. Figure 10 shows all patterns of transition vertices that appear on a region boundary after up to three derivations, where the vertices of level one and two are marked with solid lines, and those of level three by dashed lines, respectively. The rst pattern is marked with A1; A1 ; : : :, indicating that it appears after three derivations of the upper boundary of A1, the lower boundary of A1, etc. 
Open Problems and Remarks
Naturally, our results can be extended to rectangles with constant aspect ratio, as well. For non-constant aspect ratio r, however, the number of seek operations by our approach goes up to O(r) by partitioning the rectangle into squares. In fact, for non-constant aspect ratio, we could prove a tighter lower bound of three seek operations for arbitrary SFCs.
Up to now, it is an open problem whether there exists a non-recursive SFC that uses only two seek operations for an arbitrary k k query square for variable k.
It would also be interesting to apply our techniques to SFCs on the torus where all cells are interior cells.
