Let A be a semisimple unital commutative Banach algebra. We say that a Banach A-module M is nice if every proper closed submodule of M is contained in a closed submodule of M of codimension 1. We provide examples of nice and non-nice modules.
Note that Example 1.4 is rather cheatish since the non-nicety comes from the lack of characters. A really interesting situation is when a non-nice module possesses a separating set of characters. The following result says that this is quite possible. Recall that the Sobolev space (f (t)g(t) + f ′ (t)g ′ (t)) dt is a separable Hilbert space. We denote f 1,2 = f, f 1,2 . Apart from being a Hilbert space, W 1,2 [0, 1] is also a Banach algebra with respect to the pointwise multiplication (if one strives for the submultiplicativity of the norm together with the identity 1 = 1, he or she has to pass to an equivalent norm).
We say that a function f defined on [0, 1] and taking values in a Banach space X is absolutely continuous if there exists an (automatically unique up to a Lebesgue-null set) Borel measurable function g : [0, 1] → X such that ( f (t), 
Proof of Proposition 1.6
It is easy to see that a character on C(Ω, X) is exactly a functional of the form
, where ω ∈ Ω and ϕ ∈ X * \ {0}.
The following lemma describes all closed submodules of C(Ω, X).
with M ω being the closure in X of M ω .
Proof. Since M ⊆ M and M is closed, we have M ⊆ M . Let f ∈ M and ε > 0. The desired equality will be verified if we show that there is g ∈ M such that f − g < ε. Indeed, in this case M ⊆ M and
Since for every open covering of a Hausdorff compact topological space, there is a finite partition of unity consisting of continuous functions and subordinate to the covering [4] , there are ω 1 , . . . , ω n ∈ Ω and ρ 1 , . . . , ρ n ∈ C(Ω) such that 0 ρ j (s) 1 for every 1 j n and s ∈ Ω; ρ j (s) = 0 whenever 1 j n and s ∈ Ω \ V ω j ;
Now we set g = ρ 1 g ω 1 + . . . + ρ n g ωn . Since M is a C(Ω)-module and g ω ∈ M , we have g ∈ M . Using (2.3) together with the inequality f (s) − g ω j (s) X < ε for s ∈ V ω j , we easily see that f (s) − g(s) X < ε for each s ∈ Ω. Hence g ∈ M and f − g < ε, which completes the proof.
We are ready to prove Proposition 1.6. Let M be a closed submodule of C(Ω, X) such that none of the characters on C(Ω, X) vanishes on M . According to (2.1), the latter means that every M ω = {f (ω) : f ∈ M } is dense in X and therefore M ω = X for each ω ∈ Ω. Since M is closed, Lemma 2.1 says that M = C(Ω, X). The proof is complete.
Proof of Propositions 1.5
We start with the following easy observation. Let κ ∈ Ω(A). Then the A-module morphisms ψ : A n → C κ are all given by
We shall prove a statement slightly stronger than Proposition 1.5.
Proposition 3.1. Let n ∈ N and M be an A-submodule of the free A-module A n . Assume also that none of the characters on A n vanishes on M . Then M = A n .
Proof. We use induction with respect to n. The case n = 1 is trivial (see the remark at the very start of the article). Assume now that n 2 and that the conclusion of Proposition 1.5 holds for every smaller n. We interpret A n as A n = A × A n−1 . The induction hypothesis easily implies that that the projection of M onto A n−1 is onto. Let J ⊆ A be defined by M ∩ (A × {0}) = J × {0}. Then J is an ideal in A. If J = A, we can factor out the first component in the product A × A n−1 = A n and then use the induction hypothesis to conclude that M = A n . Thus it remains to consider the case J = A. Then there is κ ∈ Ω(A) such that J ⊆ ker κ. Using the definition of J, and the facts that M is an A-module, M projects onto the entire A n−1 and κ vanishes on J, we can define ψ :
It is easy to see that ψ is a well-defined continuous linear functional and that ψ : A n−1 → C κ is an A-module morphism. According to the above display there are c 1 , . . . , c n−1 ∈ C such that ψ(a 1 , . . . , a n−1 ) = n−1 j=1 c j κ(a j ) for every a 1 , . . . , a n−1 ∈ A. By definition of ψ, we now see that ϕ : A n → C vanishes on M , where ϕ is defined by the formula ϕ(a 1 , . . . , a n ) = n j=1 c j κ(a j ) with c n = −1.
By the above display, ϕ : A n → C κ is an A-module morphism. Since c n = 0, ϕ = 0 and therefore ϕ is a character on A n . We have produced a character on A n vanishing on M , which contradicts the assumptions. Thus the case J = A does not occur, which completes the proof.
Proof of Theorem 1.7
In this section, for a function f on an interval I of the real line f 2 will always denote the L 2 -norm of f (with respect to the Lebesgue measure), while f ∞ always stands for the L ∞ -norm of f .
Proof. Let ϕ ∈ C 1 [0, ∞) be a monotonically non-increasing function such that ϕ(0) = 1, ϕ ′ (0) = 0 and ϕ(x) = 0 for x 1. For any δ ∈ (0,
Hence the function f = f δ for δ < ε/ max{|a|, |b|} satisfies all desired conditions.
Proof. Since C 1 [0, 1] is dense in the Banach space C[0, 1], we can, without loss of generality, assume that f ∈ C 1 [0, 1]. Since any continuous function on K admits a continuous extension to [0, 1] (one can apply, for instance, the Tietze theorem [4] ), there exists h ∈ C[0, 1] such that h(x) = a(x) − f ′ (x) for any x ∈ K. Let δ > 0. Since K is nowhere dense, there exist 0 = α 1 < β 1 < α 2 < β 2 < · · · < α n < β n = 1 such that β j − α j < ε for any j = 1, . . . , n and K ⊂ n j=1 I j , where
The values of ϕ ′ j at β j and α j+1 were chosen in such a way that
Proof. If the Lebesgue measure µ(K) of K is zero, the statement is trivially true since the function f ≡ 0 satisfies the desired conditions for any ε > 0. Thus, we can assume that µ(K) > 0. Let n ∈ N. Since K is nowhere dense and has positive Lebesgue measure, we can choose n ∈ N and α k , β k , a k , b k , u k , v k ∈ [0, 1]\K for 1 k n in such a way that
Consider the function f : K → R defined by the formula
Obviously f ∈ C(K) and
From the definition of f it follows that |g(x)| 1 for any
Hence the set Ω = {x ∈ [0, 1] : g(x) + χ(x) = 0} is contained in the union
Using (4.1) and (4.2), we see that µ(Ω 1 ) ε 2 /4. Hence g + χ 2 ε.
Lemma 4.4. Let {e n } n∈Z + be an orthonormal basis in a separable Hilbert space H and scalar sequences {γ n } n∈N and {δ n } n∈N be such that
γ n e n and f n = e n − δ n e 0 for n ∈ N. Then the linear span of {f n : n ∈ Z + } is dense in H if and only if
Proof. Condition (4.3) implies that the linear operator T :
γ n e n and T e n = −δ n e 0 for n ∈ N is bounded. Since the range of T is at most two-dimensional, T is compact. By the Fredholm theorem [3] , the operator S = I + T has dense range if and only if S is injective. Since Se n = f n for n ∈ Z + , the linear span of {f n } n∈Z + is dense in H if and only if the operator S injective. The equation Sx = 0, x ∈ H can be rewritten as
γ n δ n = 0 and x, e n = γ n x, e 0 for any n ∈ N.
γ n δ n = −1, the first equation implies x, e 0 = 0 and the rest yield x, e n = 0 for each n ∈ N.
Thus in this case x = 0. That is, S is injective and therefore the linear span of {f n :
γ n δ n = −1, the system of the equations in the above display has the non-zero solution
γ n e n ∈ H. Hence S is not injective and therefore the linear span of {f n : n ∈ Z + } is non-dense.
We are ready to prove Theorem 1.7. First, if n ∈ N and H is n-dimensional, then 
We also set A 0 = 0, B 0 = 0 and S 0 = 1. By Lemma 4.2, there exist S n ∈ C 1 [0, 1] such that
Denote ρ n = n 2 (S n − S n−1 ) for n ∈ N. Then ρ n ∈ C 1 [0, 1] and according to (4.7),
Let also {e n } n∈Z + be the standard orthonormal basis in ℓ 2 . Consider the functions 
By Lemma 4.4 with γ n = n −2 and δ n = ρ n (t), the linear span of {f [n] (t)} n∈Z + is dense in ℓ 2 . Since
Thus none of the characters on
, where ρ 0 is assumed to be identically 1.
We start with estimating the norms of the functionals g n . Clearly,
By (4.5) and (4.6), B n (0) = B n (1) = 0 for n ∈ Z + .
Integrating by parts and using the above display, we obtain
This formula together with (4.10) yields
Since ρ n 2 3n 2 2 −n and B n − B n−1 2 B n + χ 2 + B n−1 + χ 2 2 1−n + 2 −n = 3 · 2 −n , we have |g n (ϕ)| 6n 2 2 −n ϕ 1,2 . Hence g n 6n 2 2 −n for each n ∈ N. Therefore For this it is enough to check that g(ϕf [n] ) = 0 for every ϕ ∈ W 1,2 [0, 1] and n ∈ Z + . First, let n ∈ N. Then by definition of g n , we immediately have
It remains to prove that g(ϕf [0] ) = 0. Using the uniform convergence of the series
n −2 ρ n provided by the estimate (4.8), we have
By (4.9),
n −2 ρ n (x) ≡ 0. On the other hand, using (4.7) and the equality S 0 = 1, we have 
