Fosgerau and Karlström [The value of reliability. Transportation Research Part B, Vol. 43 (8-9), pp. 813-820, 2010] presented a derivation of the value of travel time variability (VTTV) with a number of desirable properties. This definition of the VTTV depends on certain properties of the distribution of random travel times that require empirical verification. This paper therefore provides a detailed empirical investigation of the distribution of travel times on an urban road.
Introduction
The importance of reducing TTV on urban and interurban roads is considered a major objective This background motivates the present paper, which aims to carry out a check of the empirical The first empirical question investigated in this paper is the validity of the FK assumption that 58 the standardized travel time can be considered to be independent of the travelers' departure time.
59
Independence of the standardized travel time of the time of day is also a great simplification since 60 it becomes unnecessary to account for different travel time distributions at different times of day.
σ when travelers choose departure time to minimize expected cost. Thus, the scheduling model is equivalent to the mean-variance model. In the more general case where both µ and σ depend 118 linearly on D, the expected cost is more complicated. Even so, the result of the first simple case 119 can still be used as an approximation of the second case. This is briefly described in the next two 120 subsections. 
Because the expected cost function is globally concave, the optimization problem (1) has a unique 125 minimum and the optimal head start is given by
Thus the optimal head start is linear in the location µ and the scale σ of the travel time distribution.
The minimal expected cost is found by substituting (2) into (1) as EC * = (η + ω)m + λσ
Now, define the functional H as:
Note that σH is the mean lateness, such that H is the mean lateness in standardized travel time.
128
We can rewrite the minimal expected cost as
The minimal expected cost is also linear in µ and σ for a given H(·). The H can be computed for 
Time-varying mean and scale of travel times

139
The assumption that the mean and the scale of the travel time distribution are constant over to be independent of the time of day. In this case they found that the value of travel time is
147
exactly the same as in the simple case but the expression for the VTTV is more complicated.
148
They also showed that the VTTV for the case of a linearly varying mean and scale of travel time 149 distribution can be approximated well using the VTTV for the case of constant mean and scale.
150
They demonstrated in their empirical example, using the same data set as in the present paper,
151
that the approximation error of the VTTV is relatively small. This result implies that it is still 
Remarks on the use of the theoretical model in empirical applications
155
The FK model is useful to define and compute the VTTV because it applies for any standardized 
where E(X t ) = 0 and σ(t) is the interquartile range of travel time at time t. This is always possible.
More precisely, the two functions are defined as follows: prediction, but at estimating the travel time distribution conditional on a given time of day.
193
We begin by considering the regression model: 
where h t is the bandwidth corresponding to the time of day,
is the kernel density estimator of p(t). The bandwidth h t determines the size of the neighborhood over which an average is taken. The selection of h t is explained later. We use a standard normal kernel throughout the paper.
The asymptotic normality of the estimatedμ(t) is generally guaranteed (Li and Racine 2007, p. 63) and we can compute the confidence intervals of the mean regression using the following relationship : 
where We estimate the conditional distribution of travel time against the time of day. Another use for the nonparametric conditional distribution is to check the independence of the standardized travel time over the time of day. This is described later.
of the conditional distribution
The estimateq ρ (t) of q ρ (t) is computed usinĝ
whereF (q|t) is taken from (7).
222
Finally, the interquartile range of the travel time T conditional on the time of day t is estimated, 223 using the estimated quantile functions, byÎQR(t) =q 0.75 (t) −q 0.25 (t). We use this expression to 224 estimate the scale function σ(t). for the case of the conditional travel time distribution, the conditional standardized travel time
where h X is the bandwidth associated with standardized travel times.
233
Given values of h X and h t , it is easy to compute the conditional distribution with (9). Fur-234 thermore, it is possible to inspect the overall shape of the conditional probability density or the 235 conditional distribution by drawing graphs such as contours or iso-quantiles of the probabilities.
236
Recall that the FK model requires that the standardized travel time distribution is independent of 237 the time of day. In this case, the contours of the distribution would be completely horizontal. We 
Bandwidth selection
While nonparametric kernel estimation is relatively insensitive to the choice of kernel, the given by
where σ t , the standard deviation of travel times in the population, is replaced by the sample 251 standard deviation.
252
The plug-in bandwidths in the nonparametric conditional distribution, which are used for estimating the interquartile curves, are computed as
where σ T is the standard deviation of travel times, and also estimated by the sample standard 253 deviation. regression.) However, the bandwidths for the time of day (ht) in the mean regressions from the least squares crossvalidation turned out to be less than three minutes for our all data sets. Furthermore, we found that the bandwidths of travel times in the quantile regressions (hT ), which were computed using log-likelihood cross validation for the conditional distribution, were around 0.1 minutes, which is less than the bin-width of 1 minute. These very small bandwidths lead to unlikely patterns of the estimated mean and interquartile range of travel times. For example, we observed many large bumps in the mean or interquartile range of travel time, which might be caused by a small number of incidents that occurred during the observation period. Hence, we find that the cross-validation method tends to select unreasonably small bandwidths for our large data sets. For this reason we do not use cross-validation to compute an exact test of independence.
Fitting stable distributions to standardized travel times
Consider now the case where we accept the independence of the standardized travel times of the parameter α governs the tail behavior of the distribution; the tail becomes heavier as α decreases.
265
The parameter β describes the degree of skewness. In the case of β = −1, the distribution is property. This property implies that the sum of independent stable random variables also follows parameters.
.., J be J mutually independent random variables that follow stable distributions with common stability parameter α. In our analysis, these random variables would correspond to the travel times for a set of consecutive road links. The average of the independent stable random variablesT = (1/J) ∑ J j=1 T j also follows a stable distribution (Nolan, in press ). The distribution of the average of these random variables is
It is useful for our purposes to note that linear combinations of stable random variables with 275 the same stability parameter α is also stable with the same α. In particular, if σ ̸ = 0 and 
The function ϕ(τ ) characterizes the stable distribution of X. Based on (13), Nolan (1997) gave 
315
The Frederikssundsvej data are recorded on four consecutive links with a total length of 11.263 316 km. It is a main radial road in Greater Copenhagen connecting the city center and the north-west 317 region. Figure 1 shows the location of the targeted road.
318
The data comprise minute-by-minute observations of average travel time on each link over curves indicate that µ is quite precisely estimated because of our large data set. In Figure 2 , we see clear variation in IQR(t) over the time of day. We also confirm the clear correlation between µ and IQR as it is evident from the scatter plot of IQR against µ in Figure   343 3. There are significant positive correlations between µ and IQR meaning that the larger the 344 mean travel time, the larger the variation in travel time. In many cases, we also find that: (1) the 345 variation in travel time measured as the interquartile range increases more slowly than the mean 346 travel time; (2) they almost simultaneously reach their maximum in the peak period; and (3) the 347 mean travel time decreases faster than the scale of it after the peak period. 9 348
Checking the standardized travel times conditional on time of day 349
Next, we standardize the travel times following the procedure described in Section 3.3. contrary, all of our estimates of the αs are significantly greater than one. of each histogram is given by 3.5σ X /n 1/3 which is known as "Scott's choice rule" (Scott, 1979) .
Density estimation of standardized travel times
379
The representation of data sets as histograms shows heavy tails on the right.
380
In Table 3 , we observe that the estimatedα for the four consecutive links (1-4) take similar 381 values with an average average ofᾱ = 1/4 ∑ 4 j=1α j = 1.1320. We conduct a likelihood ratio test 382 to check the equality of the stable parameter α across the four road links. To do this, we compute 383 the maximal log likelihood of stable distributions (LL α max ) under the restriction that α =ᾱ and 384 compute the test statistic −2(LL α max −LL max ) as shown in Table 3 . Because of the very large sample 385 size, the statistical power in our empirical analysis is quite strong. Hence, the null hypothesis that 386 the stable parameter is equal toᾱ is rejected even at the 0.1% significance level (< χ 2 d.f.=1 = 10.83), 387 except for link 2. We conclude that difference is statistically significant but not large.
388
We sketch the overall shapes of the estimated density curves in Figure 5 . It seems that the Figures 6 and 7 show variance stabilized P-P (probability-probability) plots (Michael, 1983) and Q-Q (quantile-quantile) plots of each data set respectively. Because too 393 many data points add little to the plots, we show thinned P-P and Q-Q plots with 1,000 values.
394
Nolan (2001) recommended using the variance stabilized P-P plots instead of standard P-P plots 395 arguing that the use of the variance stabilized P-P plot is better than the standard P-P plot 396 because it detects a poor fit near the extremes of the data.
397
The variance stabilized P-P plots show a reasonable fit around the modes for all data. However, 398 we see in Figure 6 that there is a slight discrepancy between the data and the fitted distributions 399 around the tail probabilities (i.e., 0 or 1) in all road links. This is more distinctive in the Q-Q 400 plots in Figure 7 . It can be seen that there is too much mass in the stable tails compared to the 401 empirical distribution. 
Computing H 403
We further compute the value of the functional H, defined by (3) for various values of η/λ under 404 different distributional assumptions on standardized travel times. We consider three distributions:
405
(1) normal; (2) empirical; and (3) stable. We compute H for the normal distributions using 
26
The computed H for the stable distributions in any road links are larger than for normal and empirical. We find that the computed H are notably larger than that for the empirical. There exists 
Discussion
425
The main purpose of the present paper is to investigate to which degree the empirical charac- 
Fitting standard travel times to stable distributions
445
The second hypothesis we investigate is that the standardized travel time follows a stable properties of stable distributions. To check stability, we estimate stable parameters for each road link using maximum likelihood and evaluated some diagnostics.
449
The parameter estimates (Table 3) there would be a small but significant possibility that severe incidents might occur.
461
As for the behavior of the tails on the other hand, there seem to be significant differences 462 between the data and the estimated stable distributions. The Q-Q plots in Figure 7 show that the evaluates the expected cost. We assume that the traveler only considers travel times below this maximum. This assumption corresponds to replacing the upper integral limit in (1) by a finite positive number.
479
Denote the maximum of standardized travel times as X max . Furthermore, denote the probability that a standardized travel time is equal to or less than X max as p Xmax = Prob(x ≤ X max ) = Φ(X max ). The scheduling model (1) is rewritten as:
The first order condition of the scheduling model (2) is replaced by the following similar formula:
Furthermore, the new functional H ′ becomes:
Notice that 
499
Recall that the standardized travel times should be independent in the convolutions of stable First, we found that the FK assumption that the standardized travel time is independent of 512 the time of day seems reasonable as an approximation. This is crucial for the application of the 513 FK model.
514
Second, the standardized travel time distribution is far from normal but close to a stable 515 distribution. Like the normal distribution, the stable distribution arises in a central limit theorem, 516 but requires weaker assumptions on the variances of the random variables of which it is a limit.
517
The stable distribution is able to reproduce the high skewness and fat tails of empirical travel time 518 distributions.
519
Third, the extreme right tails of the stable distribution are fatter than in the empirical distri- 
