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第1章 はじめに 
近年、iPhone や Android などのスマートフォンをはじめとしてタッチパネル
操作を用いた携帯端末であるスマートデバイスを多くの人々が持ち、日常の中
の様々な場面で利用している。しかし入力方法がタッチパネルに大きく依存し
ているため画面の大きさの限界やボタン等の少なさを避けることはできず、ア
プリケーションの開発には多くの工夫が必要になり、使い勝手の面でも指が届
くかどうかや操作の際に画面が隠れてしまうことや、画面を見ずに操作を行う
事が難しいといった問題を常に抱えている。これによってアプリケーションを
利用した際のユーザ体験(UX)に悪影響が与えられる場合もあるため、解決の方
法として入力方法の追加を行う事を提案したい。 
追加の操作方法としてはジャイロセンサやアイトラッキングによるもの、ヘッ
ドマウントディスプレイといった技術やデバイスが挙げられる。しかしこれら
を利用するためには画面や手元を動かす必要がある事、カメラや新たなデバイ
スが必要になる等とスマートデバイス本来の利点が失われてしまう場合が多い。
本研究では、これらの携帯可能なスマートデバイスに対する新たな入力方法と
して「頭の動き」(頭部動作)による入力に注目する。 
 本研究においてはスマートデバイスの中でも基本的に片手もしくは片手で持
ってもう片方の手で操作する程度の大きさのものをスマートフォンと定義した
上で、そこで利用するアプリケーション(今後アプリケーションとする場合はこ
れを指す)に対して頭部動作による操作方法の追加をし、その前後でのユーザビ
リティ問題と UX の変化の観察を行う。これによって頭部動作による操作の追
加によって UX が向上する事を確認し、より良い UX を与えるために開発にお
いて注意すべき問題について明らかにする。 
 本稿は全 8 章で構成されており、以降は 2 章で関連研究のについて触れ、3 章
では本研究において重要な前提知識となるユーザ体験と頭部動作について述べ
る。4 章で本研究の特徴、5 章では実装例として扱ったアプリケーションと実
装をどのように行ったかを述べる。6 章では実装例のアプリケーションに対し
て行った UX に関するテストの詳細を、7 章ではテストの結果とそこから得ら
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れる評価・考察について言及した。最後に本論文において得られた知見と、本
研究の今後の課題について述べる。 
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第2章 関連研究 
2.1 JINS MEME によるアイインターフェース 
 Murtaza Dhuliawala らは本研究でも利用している JINS MEME を使用して
目と頭の動きから画面上のポインタを操作するシステムの較正することを提案
した[1]。アイインターフェースとは画面上のポインタを視線等の動きを元に操
作する事で、手を使うことなく PC 等を操作するためのインターフェースであ
る。このようなシステムを使用する場合、ユーザの目の動きとポインタの動きを
同期させるためにまず画面上を動く点(Orbit)[2]をユーザが目で追い、その
Orbit の動きとユーザ個人の目の動きの大きさの関連性を測定する事で較正を
行う。この研究では JINS MEME の持つ 3 点式眼電位センサによる眼球の動き
の測定と 6 軸モーションセンサによる頭の動きの測定を組み合わせてこの較正
を行っている。このシステムは手を使わない状態での操作を想定しており、また
画面上を動く Orbit を追った場合に測定されたデータの関連性の調査に留まっ
ていてポインタを JINS MEME を利用して動かしている訳ではない。本研究で
はスマートフォンを通常に使用する場合での UX の向上を目指すものである。 
 
2.2 GlassGesture 
 Shanhe Yi らの研究ではメガネ型のウェアラブルコンピュータである Google 
Glass のインターフェースとして頭部動作を扱うために、機械学習を用いて歩行
中等でも各頭部動作を判定することや個人差を指紋のように利用してセキュリ
ティに利用する事を提案している[3]。機械学習によって頷きや首振り等だけで
なく、アルファベット等も頭部動作によって判定できるようになり、個人差の学
習によるセキュリティも他人がパターンを真似る事がほぼ不可能という段階ま
で判定が可能となっている。この研究は GoogleGlass でのインターフェースで
ある事や、実際にアプリケーションに適用した場合のユーザビリティ等は言及
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されていない。本研究では実際のスマートフォンのアプリケーションに対して
頭部動作での操作によって UX の向上を行っている。 
 
2.3 カメラによる頭部動作の判定 
 Pei Chi Ng らはカメラによって撮影された 20fps の連続したノイズの多い画
像から、離散隠れマルコフモデルを用いてユーザが行った頭部動作の判定を提
案した[4]。このシステムは目の動きを画像から抽出する事によって頭部動作を
判定しているが、本研究では 6 軸モーションセンサから頭部の動きを測定する
ため適用できる環境が広い。また、認識した動作を実際の操作に反映させる段階
まで研究を行っている。 
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第3章 前提知識 
 
3.1 ユーザ体験(UX) 
3.1.1 UX とは 
UX とは言葉の通りに「ユーザが製品やサービスを通して得られる体験」を指
し、現在大きなくくりでは入手する前から使用あるいは使用し続けて最後に処
分するまでのあらゆる段階においてユーザが製品を通して何を感じたのかを総
称する[5][6]。すなわち UX を考慮するという場合には機能そのものやその使い
やすさだけでなく、買いやすさや運びやすさ、捨てやすさといったといった運用
のしやすさの部分も含まれる[7]。しかし我々の研究においてはスマートデバイ
スにおけるアプリケーションを利用した際の UX の向上を目指すため、基本的
には製品の運用のしやすさではなく実際に使用した際の体験を考える形となる。
一般に同じ目的を持つ製品の市場における競争においては、機能の違いだけで
はなくこの UX が大きな影響を与えるといわれている。 
この UX を向上させるための設計に重要なのは、ユーザが製品を見て「このよ
うに扱うのだろう」と思った通りに扱う事ができる自然さに加えて、エラー・操
作ミスが発生した際のリカバリーのしやすさやそれらが少なくなるデザイン等
が挙げられる。すなわち使いやすさというだけではなく見ただけで使い方がわ
かる事、さらに言えば他の使い方が思い浮かばないようなインターフェースデ
ザインが望ましく、それでも発生するミスに関してはそれを予期して影響が最
小限になるようにする事が UX の向上につながるといえる。 
 
3.1.2 ユーザビリティとの違い 
 製品の使いやすさを示すユーザビリティは UX と強い関連があり、良いユーザ
ビリティは良い UX を生み、ユーザビリティに問題があれば UX にも大きく置
く影響を与える事となる。従って UX を向上させる場合にはまずユーザビリテ
ィを見直す事となる。ユーザビリティとはあくまで製品を使うことによる有効
さ・効率のよさが元となっておりユーザの満足度といった項目もあるが、UX は
これらと比べて更にユーザの感情に依る部分も大きく所謂「演出」によっても左
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右される点で異なるといえる。 
 例えば、コミュニケーションアプリの LINE[8]ではメッセージをやり取りする
際に自分のアイコンとそこからのびる吹き出しの中にメッセージを表示する事
によって、それまでのメールの形と交換できる情報自体は大差ないままに「会話」
という状況を演出した。更に UX におけるポイントとしてはスタンプ機能によ
って視覚的に感情を伝える事は勿論、同じ情報を伝えるスタンプであっても多
くの種類やキャラクターを用意する事によってユーザ個人の好みや相手に合わ
せた楽しみを提供する事に繋がっている。 
 
図 3.1.1 LINE のトーク画面の例(https://line.me/ja/) 
 
このようにスタンプ機能にあるような個人に合わせたものや「人間味」を感じ
られるデザインというのは UX においても重要な部分であるが、やり過ぎや特
に使用する際に速さを求められる場合にはマイナスの要素にもなる。例えばか
つての Microsoft Office ソフトウェア[9]のヘルプ表示機能に登場したイルカの
キャラクターはヘルプ機能に人間味を加えたものであったが、その機能自体の
使い勝手の悪さと速度に対する悪影響から多くのユーザに嫌われる結果となっ
ていた。しかし逆に強くユーザの印象に残ったため、現在の製品ではアシスタン
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ト機能[10]でこれに関する有名な質問をすると特別な受け答えをする事でまた
UX の向上に繋げている。 
 
図 3.1.2 Windows10 のアシスタント機能「Cortana」 
 
このようにユーザの感情や驚き等が影響を与える事も UX の特徴であるが、本
研究の目的をユーザビリティではなく UX の向上としているのは、新しい入力
方法を体験した時のユーザの感情やそれに慣れた後にどう感じるかも調査の対
象とするためである。 
 
3.1.3 スマートフォンにおける UX 
スマーフォンが PC と比べて有利な点としては、持ち運びが簡単にできてどの
ような場所でも利用できる「公共性」とタッチ操作によって実現される「直感的
な操作」であるといえる。インターフェースにおける特徴としては画面が小さい
事とタッチパネルによる操作が行われる事が挙げられる[11]。回線や端末の性能
の差もあるが、技術の発展によって解消される事や程度の差はあれ PC にも同
様の問題は存在するため本研究では扱わないものとする。特にタッチパネルで
の操作であるという点に関しては PC のマウスアイコンがボタン等に重なると
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形を変える事でクリックが可能かどうかを示す事が出来る事に対して、スマー
トフォン上でのボタン等はタッチによって操作が出来るという事を見た目のみ
で示す必要がある。またタッチの操作にはタップ・スワイプ・ピンチ・フリック
等の特有の操作も存在する。 
 以上 PC と比較した際のスマートフォンの UI 上の利点と問題であるが、アプ
リケーションに操作を追加する上で UX を向上させるにはこの利点を損なう事
が無いように留意する必要がある。 
 
3.2 頭部動作 
3.2.1 頭部動作の定義 
 本研究において頭部動作とは首から上の頭の部分の動きの事であり、なんらか
のセンサ(本研究では JINS 社のメガネ型ウェアラブルデバイスである JINS 
MEME ES[12])によって得られる頭部の pitch・row・roll の値の特定の変化に
よって検出される動作を示すこととする。この特定の変化によって検出される
本研究で扱う動きはスマートデバイスに対する直感的な操作のしやすさを考慮
して「右への振り向き(turn right)」「左への首振り(turn left)」「頷き(tilt)」「左
右への首振り(shake)」の 4 種類とし、頭部動作による操作というのはこれらの
動作のいずれかが検出される事をトリガーとしてアプリケーションになんらか
の操作が反映される事を指す。 
 
3.2.2 頭部動作を利用する製品 
 手を使う事が出来ない状態でアイトラッキングや頭部動作の測定から PC やス
マートフォンを扱う事を可能にするデバイス・システムは多くあるが、本項では
健常者向けの製品で他の操作と組み合わせてインターフェースの質を向上させ
ているものを紹介する。 
 Xperia Ear[13] 
 こちらは SONY 社が販売しているイヤホン型のスマートデバイスであり、音
声と頭部動作によってスマートフォンのハンズフリー操作をアシスタントす
るものである。頭部動作では頷き・首振り・左右振り向きといった直感的な操
作が可能なものが採用されている。 
 
 Tilted[14] 
2018 年度 修士論文          早稲田大学大学院基幹理工学研究科 深澤研究室 
 
 
 
 
9 
  ヘッドホンの上部に取り付ける事で頭の動きを測定して操作に反映する PC
ゲーム用の入力デバイスで、8 種類のキーの割り当てが可能。ゲームというユー
ザとシステムの密接なインタラクションが必要となる分野の製品であり、直感
的かつ高速な反応を可能にしている。 
 
図 3.2.1 Tileted の操作イメージ
(https://www.kickstarter.com/projects/lorenzosantos/tilted-the-worlds-most-
versatile-pc-gaming-wearabl) 
 
3.2.3 頭部動作の利点 
 本項では新たな入力方法として頭部動作を用いるに至った理由を述べる。 
 まず本研究において解決すべき問題として iPhone や Android をはじめとした
スマートフォンが持つ根本的な UI の問題点が存在する。それは主たる操作をタ
ッチパネルで行うという点が原因であり、画面の大きさによって見やすさと操
作のしやすさという端末を購入する際に重視される傾向のある項目[15]が同時
に変動する。見やすくするためには画面を大きくしたいが、ある程度以上に大き
くなると操作しづらくなり更に言えば持ち運びも難しくなっていく。加えて、画
面自体がタッチパネルの操作領域であるが故に操作する度にユーザ自ら画面を
隠す必要が出てくる。 
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図 3.2.2 「スマホを選ぶポイントランキング」
(https://www.au.com/mobile/product/selection/ranking/) 
 
よくある対応としては片手で持ちもう片方の手で操作する両手持ちや机や台に
固定しての操作、端末の機能で画面を小さくするような方法があるが、これらは
スマートフォンが想定できる操作方法の可能性を狭めてしまう事に他ならない
といえる。以上を踏まえてタッチパネル以外、できれば手を使わないで操作する
方法が求められる。 
 次にタッチパネル以外の操作方法の比較であるが、候補として頭部動作の他に
は画面のどこを見ているのかを測定して視線による入力を可能にするアイトラ
ッカーや音声による入力が挙げられた。まずアイトラッカーであるが、問題とし
てあるのが現状の物は基本的にカメラが必要となるため「持ち運んで様々な場
所で使用する」というスマートフォンの利用スタイルに合わない点がある。また
公共の場でカメラを利用する事はプライバシー侵害になると判断される場合が
ある事はメガネ型のウェアラブルコンピュータを使用禁止とするという声明
[16]があったことからも予想される。しかしこれらの問題は内蔵されているカメ
ラによってアイトラッキングが可能になるようなソフトウェアの開発も進んで
いる事[17]や、一般ユーザに限らず言えば Google Glass の利用はある事を鑑み
れば将来的には解決される可能性がある。ではスマートフォンのみでアイトラ
ッカーをどこでも利用できるようになった場合に、この視線による入力をアプ
リケーションに追加することによって UX は向上するのかを考える。確かに手
を使わずに入力が必要になった場合、マウスのようにポインタを操作する事が
出来れば細かい入力も可能となるため手の代わりにスマートフォンを操作する
事は可能であるといえる。しかし手を使った上で視線で入力する事を考えると
一定時間見つめるという操作は不要であり、視線を動かすという事は操作のた
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めにユーザが見たい箇所を見ることが出来なくなるという事でもある。更には
手で画面が隠れる場合があるという問題もアイトラッカーでの入力には影響が
大きいと考えられる。 
 
図 3.2.2 スマートフォンに対する視線による入力例 
 
次には音声での入力であるがこちらも精度やデバイス、公共性の問題があり、騒
音によるノイズや自分がどのような操作をしているかが周りにも分かってしま
うという事が考えられるが、これらの問題は将来的に技術で解決される可能性
はある。現在利用されている音声入力の技術としては iPhone のアシスタント機
能である Siri[18][19]や、音声を文字に起こして文章を入力する技術は Google
によって API 化もされている[20]。しかし音声での操作も手で操作する事が出
来る場合には必要性が薄く、アシスタント機能や文章の入力ではなく追加の操
作方法としては遅く直感的でないといえる。 
 以上の点を踏まえてアイトラッカーや音声による操作はアプリケーションの
UX 向上には不向きであるとするが、頭部動作による入力について考える。まず
デバイスの問題だが、こちらにはスマートフォン以外に頭部の動きを測定する
ジャイロセンサや加速度センサが必要となる。本研究ではメガネ型のものを用
いているが、この問題には耳に付けるイヤホン型のものや頭に付けるような帽
子型、あるいは帽子に付けるアクセサリのようなものまで様々考えられ、デバイ
スの形が自由になるため環境やユーザ個人に合わせて変化させることで十分に
解決可能であるといえる。次に公共性の問題に関しては、スマートフォンに向か
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って振り向いたり頷いたりする事で迷惑になる事や自分が何を行っているかが
周りの人間に知られることに関して大きな問題はないと考えられる。最後に操
作性の問題については、精度は関連研究で紹介している通り[3]開発されている
もので十分に高く、日常で使うジェスチャを操作に反映させることができれば
直感的で素早い操作も可能になる。以上の点からスマートフォンのアプリケー
ションに対してタッチパネル以外の追加の操作方法によって UX を向上させる
場合には頭部動作による入力方法が適していると結論付ける。 
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第4章 本研究の特徴 
 本研究では既に存在しているアプリケーションに対して UX 調査を行い、その
際に発見された問題を頭部動作による入力方法を追加することによって解決す
る。この時に「実際に問題は解決されたか」「新たな問題は何か」「操作の体験は
どう変化したか」を調査する。 
4.1 頭部動作による入力の種類 
 まず頭部動作によってどのような入力を行うかであるが、タッチパネルによる
操作が同時に行われる事があるという想定があるためそれほど多くの入力方法
は必要としない。具体的には前章で述べた通り「右振り向き」「左振り向き」「首
振り」「頷き」を検出する。これらは直感的には「ページ送り」や「はい/いいえ」
のジェスチャに対応しているといってよい。頭を傾ける操作を入力としていな
いのは、直感的にスマートフォンに対する操作として対応付けることが難しい
と考えたからである。 
 また複雑な入力方法やあるいは ShanheYi ら[3]の研究のように機械学習によ
る判定によって文字入力を行うことができたとしてもそれが現在使われている
フリックでの文字入力に対して、入力のしやすさや速さで上回る事は考えにく
いため操作方法の追加や代替を行う場合にも、複雑な操作ではなく単純で直感
的に操作を省略できるものが望ましい。 
 
4.2 頭部動作の判定 
 頭部動作が行われたかどうかの判定に関しては頭部に取り付けているジャイ
ロセンサの pitch・row・roll 値を元にして行われる。頷きの場合のこれらの値
の変化を図 4.2.1 に示す。本研究で扱うセンサが値を取る頻度は約 20Hz であ
り、図 4.2.1 では 3 秒間の間の変化を記録している。また縦軸は各値の変化量を
示し単位は度である。グラフを見ると横軸の 20 から 36 の間に頷くという動作
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が行われ、pitch 値の変化を見ると 18 度から 41 度の間を変化している事が見て
取れる。 
 
 
図 4.2.1 頷き(Nod)を行った際の値の変化 
 
逆に roll 値と yaw 値に関してはほぼ変化が見られないため、頷きを判定する際
にはここの変化が少ない事も条件とする。 
 これらの観察より、一定の時間の間に pitch 値にある程度以上の変化がありか
つ roll 値と yaw 値に大きな変化がない場合に頷きと判定する。更に各時間量と
変化量の閾値をパラメータとして変更できるようにする事で各個人に合わせて
判定率を上昇させる。これらの判定手順は左右の振り向きに関しても同様であ
る。しかし首振りに関しては左右の振り向きを組み合わせた動作になるため判
定の方法としては、左右どちらかの振り向きの検出があった後に一定時間以内
に同じ方向への振り向き動作が判定された場合に首振り動作を判定する事とす
る。 
 
4.3 UX の調査 
 本研究では頭部動作を用いた操作の追加による UX の向上を目的とするため、
追加以前のアプリケーションに関してインターフェース上の問題点あるいは改
善点を発見する事が必要となる。このために前章で述べたようにスマートフォ
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ンの問題点である画面の大きさや片手で操作をしきれない部分などに注目し、
それらを補うような操作の追加を考える。 
 次に操作の追加後の UX の調査においては、実際に操作が効率的になる事を示
す為に一定のタスクをユーザに与え、その達成時間を比較する。その上で頭部動
作による入力に関しての体験や問題点等の聞き取りを行う事で問題となる点や
技術によって解決できる点の調査を行う。 
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第5章 研究の実装例 
 この章ではテストに用いた本研究の実装例を紹介する。 
5.1 使用するデバイスとアプリケーション 
5.1.1 スマートフォン 
 実験ではモデル番号 SCV40、Galaxy Note9[21]という Android 端末を利用す
る。Android の OS バージョンは 8.1.0、画面のサイズは一般的なスマートフォ
ン比較してかなり大きめの 6.4 インチであり多くのユーザが片手だけで操作す
る事は難しいと感じる可能性がある端末となる。 
 
5.1.2 アプリケーション 
実験のアプリケーションとしてはオープンソースソフトウェアのプラットフ
ォームの F-Droid[22]から選択したメモ用のテキストエディタ[23]を利用する。 
  
図 5.1.1. テキストエディタアプリの画面 
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機能としてはシンプルで、タイトルとテキストや音声などの内容を持つメモを
複数保存する事ができそれをユーザで設定したカテゴリに分けて保存し、その
カテゴリ毎に保存されたメモの一覧を参照する事で目的別にメモの整理や編集
が可能になるというものである。 
このアプリケーションについてインターフェース上の問題点を調査した結
果、あるカテゴリから別のカテゴリへ移動する際には左上のメニューボタンを
タップしカテゴリの一覧を開いてその中から選択する必要がある事が注目され
た。特に大きめの端末においては右手のみで操作する場合に左側をタップする
には労力がかかり、1 度や 2 度であればよいがどのカテゴリにメモを保存した
かが分からなくなってしまう場合等には何度もカテゴリを移動しなければなら
なくなる。こういった場合には隣のカテゴリに簡単に移動できるような操作が
あると改善点となると考え、追加の操作として左右の振り向きによって隣接す
るカテゴリにページ送りをできるように実装を行った。 
 
5.1.3 センサ 
 頭部動作による入力を実現するために、頭部の動きを測定するセンサとして
JINS MEME ES[12]を用いた。これは JINS 社の販売するメガネ型ウェアラブ
ルデバイスで頭部の姿勢を計測数 6 軸モーションセンサ(図 5.1.2)と眼球や瞼の
動きを検知する 3 点式眼電位センサを搭載している。この実験においては利用
するのは各軸周りの角速度から得られる姿勢のデータのみであるが、このデバ
イスであれば例えば瞬きによる入力や眼球の動きから端末を見ているかを判断
して入力としての動きか操作と関係ない日常の動作かを判定するような発展も
考えられる。 
 
図 5.1.2 6 軸モーションセンサの測定するデータ 
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 JINS 社がこのデバイスを通して利用するためのアプリケーションとしては瞬
きの状態から集中力の推察を行うものや、モーションセンサによって姿勢を検
知する事で健康や運動に関してアドバイスを行うもの等、日常の健康状態に関
してアシスタントとなるものが開発されている。 
 また、このデバイスを用いたアプリケーションの開発を行いたい開発者向け
に JINS MEME SDK[24]が用意されており、主に iOS と Android 向けに利用
可能である(2019 年 1 月 30 日 現在 Cordova や Node.js 向けの SDK も追加さ
れている)。本研究においてもこちらの Android 向け SDK を用いて開発を行
う。約 20Hz でデータを取得し、得られるデータは次の通りである。 
 
 眼に関するデータ 
 視線移動の強さ 
 瞬きのスピード 
 瞬きの強さ 
 動きに関するデータ 
 相対角度 
 加速度 
 歩行判定 
 機器に関するデータ 
 ノイズ判定 
 電池残量 
 装着状態 
 
5.2 操作の追加に関する実装 
5.2.1 追加部分の構成 
 実装は Android アプリケーショ開発用の公式な統合開発環境である Android 
Studio[25]を用いて行った。 
 まず、元となるアプリケーション部分となる「オリジナル部分」がありそこに
対して JINS MEME SDK をライブラリに追加する。その後 JINS MEME ES
と通信を行う「Connect 部分」、そこからデータの受け取りを行う「データ受け
取り部分」データ受け取り部分からデータを取得し頭部動作の判定を行う
「Check 部分」、最後にオリジナル部分に手を加えて Check 部分での判定をデ
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ータ受け取り部分を通して受け取り操作に反映させる「操作部分」に大別される。
これらの関係の概要を図 5.2.1 に示す。 
 
図 5.2.1 実装追加部分の構成概要 
 
 実際に利用する際には Connect 部分を通して作成されたデータ受け取り部分
となるフィールドに対して一定時間置きに Check 部分にデータを受け渡し、そ
のデータから判定された頭部動作の情報がデータ受け取り部分に返される。そ
の情報をデータ受け取り部分が操作部分に受け渡すことによって、オリジナル
部分に変更を受けた操作部分が入力を反映させる形となる。 
 
5.2.2 各部分の詳細 
 オリジナル部分 
 基本的に MainActivity にて Connect 部分を介して生成されたデータ受け取り
部分のフィールドを保持し、そこから判断された入力情報を必要に応じて各イ
ンターフェースのクラスに送信する。また後述の操作部分に関してはこのオリ
ジナル部分で持つデータ受け取り部分のフィールドとやり取りを行い、インタ
ーフェースに反映させるためにオリジナル部分への直接の変更を行っている。 
 Connect 部分 
 JINS MEME SDK を用いてセンサとなる JINS MEME ES の認識と SDK 利
用のライセンスの認証を得る。そしてデータ受け取り部分となる MemeLib クラ
スの生成を行う。この実装には JINS MEME SDK の利用サンプルアプリケー
ションにあるレイアウトファイルを利用し、これを使用するためにオリジナル
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クラスのインターフェースにもボタンとレイアウトの追加を行った。 
 
  
図 5.2.2 追加されたボタンとレイアウト 
 
 データ受け取り部分 
 データ受け取り部分はオリジナル部分でフィールドとして保持する、JINS 
MEME SDK にて定義される MemeLib クラスというクラスとそこから Check
部分と操作部分に関連する記述を指す。具体的な動作については、
MemeRealtimeListener というリスナークラスによって呼び出される関数によ
ってセンサから約 20Hz の頻度でデータの受け取りを行い、またその時同時に
Check 部分への各データの受け渡しとその結果の操作部分への反映を行う。 
 実装例においてはこの部分は元のアプリケーションの MainActivity 内にて記
述している。 
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 Check 部分 
 この構成部分は元となるアプリケーションからも JINS MEME SDK からも独
立しており、我々のみの開発となっている。動作の概要としてはデータ受け取り
部分から取得したデータ数秒分の保持と更新をし、各頭部動作それぞれについ
てデータ更新の度に判定を行う。その結果をデータ受け取り部分に返すという
ものである。 
 基本となる DataChecker クラスはデータ受け取り部分とデータのやり取りを
行い、各頭部動作の判定に関して CheckMovement インターフェースを持つ。
CheckMovement インターフェースを実現した各クラスにおいてはそれぞれ該
当する頭部動作に関しての判定を行うが、各クラスは独立しているためこの時
点では首振り等の複数の動作が組み合わされた動作の判定はできない。また、実
現された各インターフェースは角度計算用に MathDegree クラスを持つ。この
部分のクラス図を図 5.2.3 に示す。 
 
図 5.2.3 Check 部分のクラス図 
 
 操作部分 
 この部分はオリジナル部分に対して直接変更を行っておりデータ受け取り部
分と元のアプリケーションのインターフェースを繋ぐ部分となっている。本実
験における実際の動作としては左右の振り向きがあったという判定をデータ受
け取り部分から受け取った際に、いずれかのカテゴリ内のメモ一覧を表示する
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ページを開いていた場合には隣接するカテゴリ内のメモ一覧を表示する画面に
更新を行うというものである。ただし、振り向きの判定には一定時間待機して首
振りでない事を確認してからの動作となる。 
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第6章 実験 
 本章では本研究の実装例に対して行った実験の詳細とその結果を記述する。 
6.1 実験内容 
 頭部動作による操作を有効にした状態とそうでない状態でテスト参加者に実
装例のアプリケーション内でタスクを与え、タスク完了までの時間の比較と UX
の聞き取りを行う。また学習効果によるタスク完了時間の変化を確認するため、
同様のタスクを 3 回繰り返すこととする。 
 
6.1.1 タスク 
 まず、実装例のアプリケーションに 10 のカテゴリを用意し、各カテゴリに 5
つの「カテゴリの名前に即したタイトルのメモ」(グループ 1)と 1 つの「カテ
ゴリの名前と無関係なタイトルのメモ」(グループ 2)を用意する。以降次の手
順でテストを行う。 
1. テスト参加者にメモのタイトルを伝える。 
2. テスト参加者が各カテゴリのメモ一覧を見るページから該当
のメモを発見し、選択する。 
3. 1 でタイトルを伝えてから 2 で選択を行うまでの時間を計測
する。 
4. 以上の 1~3 をグループ 1 のメモとグループ２のメモに対して
１回ずつ行う事を 1 セットとする。但しセットの中でグルー
プ 1 とグループ 2 のメモのどちらを先に選択させるかは決定
しない。 
5. 頭部動作による操作を使用する場合とそうでない場合で 3 セ
ットずつタスクを行う。この時の順番も参加者によって変更
する。 
6. 頭部動作での操作の際は、必要であればセット毎にパラメー
タの調整を行う。 
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図 6.1.1 カテゴリの一覧と楽器カテゴリ内のメモ一覧の例 
 
 
6.1.2 テスト参加者 
 20 台前半の 6 人の学生(男性 5 人、女性 1 人)がテストに参加した。 
 基本的にテスト中に手でアプリケーションの操作をする場合は全員が両手で
操作を行っており、始めに右手で操作していた参加者もすぐに両手での操作に
切り替えていた。3 人は頭部動作が無い場合のセットを先に、3 人は頭部動作が
ある場合のセットを先に行った。また、タスクの 6 番の頭部動作のパラメータ
調整は 1 人目のみ行い、2 人目以降は同じ設定で大きな問題はなく進める事が
できた。 
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6.1.3 質問項目 
 UX の調査として全てのタスクが完了した後に表 6.1.1 に示す項目をアンケー
トとして質問し、テスト中・テスト後に口頭での聞き取りも行った。 
「1: そう思わない」「2: あまりそう思わない」「3: どちらでもない」「4: 少しそう思
う」「5: そう思う」 として以下の質問を行った 
1. 頭部動作での操作は面白い・楽しいと感じた 
2. 頭部動作での操作は簡単であった 
3. 他のアプリケーションも頭部で操作してみたい 
4. 頭部動作での操作は邪魔だと思った 
5. 4 で「少しそう思う」「そう思う」と答えた方は、邪魔だと
思った理由をお願いします 
6. 頭部動作での操作をしてみた感想をお願いします 
表 6.1.1 UX に関する質問事項 
 
6.2 実験結果 
本項では実装例のアプリケーションに関する UX 実験の結果を示す。 
 
6.2.1 ユーザビリティ評価結果 
 ユーザビリティの評価として、参加者のタスク完了時間の平均を示す。 
 頭部動作なし 頭部動作 1 度
目 
頭部動作 2 度
目 
頭部動作 3 度
目 
グループ 1 4.642778 18.87667 8.368333 10.02833 
グループ 2 27.78889 22.26667 11.73833 14.76333 
表 6.2.1 平均タスク完了時間(秒) 
 
6.2.2 UX 評価結果 
 UX に対する評価として UX 質問の結果の平均点を表 6.2.2 に示す。 
4 番の質問に 1, 2 と答えた参加者は 2 人で、どちらの参加者も質問 5 で答えた
理由として「頭を振る動作を行う際に目線や画面がぶれてしまい、操作がしづら
くなる」と答えていた。 
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1. 頭部動作での操作は面白い・楽しいと感じた 4.83 
2. 頭部動作での操作は簡単であった 2.83 
3. 他のアプリケーションも頭部で操作してみた
い 
4.00 
4. 頭部動作での操作は邪魔だと思った 2.83 
表 6.2.2 UX 質問項目の点数 
 
 質問 6 に関しては、頭部動作での操作の際に特に時間が掛かったタスクのある
参加者の 2 人は「頭や首を動かし続ける事が疲れてしまう」と意見があった。他
に見られた否定的な感想としては「慣れないと難しい」「ページの移動がわかり
づらい」といったものがあった。肯定的な感想で複数あったものでは 2 人が「手
を使う頻度を減らす事が出来るのは便利だ」と答えていた。 
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第7章 評価と考察 
7.1 ユーザビリティ上の評価 
7.1.1 指による操作と頭部動作による操作の比較 
表 6.2.1 を見ると、グループ 1 のタスクを完了する時間は明確に頭部動作がな
い場合の方が短い。これは指定されたタイトルのメモをカテゴリ一覧から選ん
だページで直接発見できるためだと考えられる。逆に、グループ 2 に関しては
頭部動作による探索の方が速いという結果が出た。1 度目で慣れていない状態で
の頭部動作においても短い時間で達成されていたため、一つずつのカテゴリを
探していくという操作は指で行う操作よりも頭部動作による操作の方が優れて
いると考えられる。 
 グループ 2 で指定されたタイトルのメモを探す探索に関しては見逃しが頭部
操作有り無しに関わらず発生していた。特に指による操作に関しては始めに確
認するカテゴリに存在しない時に参加者が困惑して操作が止まっている様子が
見られた。 
 
7.1.2 頭部動作による操作の評価 
 図 7.1.1 より、頭部動作による操作でのタスク完了時間はグループ 1 とグルー
プ2のいずれも一度目の平均時間に比較して2度目と3度目が短くなっている。
これは学習効果によるものと考えられ、5 人の参加者が 1 度目のセットのグル
ープ 1 もしくはグループ 2 の段階でうまく操作できない状態になり 40 秒以上
の時間が掛かるタスクが存在したためである。2 度目のタスクより 3 度目のタ
スクの方が時間が掛かっている理由としては、参加者のうち 3 人が探索中に見
逃しを起こし 15 秒以上掛かるタスクが存在したためと思われる。この見逃しに
関しては 3 人のうち 2 人はグループ 2 で発生していたため、全ての段階を通し
てグループ 1よりもグループ 2の方がタスクの時間が掛かる結果となっている。 
 次に表 6.2.2 のアンケートの結果を見ると、2 番目の質問の平均点は 2.83 とな
っており 6 番目の感想の中に慣れることが出来ればというものもある事から今
の時点の頭部動作の判定率では学習なしの直感的な操作で簡単に扱う事が出来
たとは言えない。しかしタスクの 2 度目 3 度目ではユーザが学習して操作が止
まってしまう状況は少なくなったため、ユーザがある程度以上使用し続けるか
判定率を向上させることが出来れば操作の難しさによる問題は少ないと考えら
れる。 
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図 7.1.1 頭部動作による操作でのタスク完了時間の推移(秒) 
 
 他に UX 上の問題として発見されたものとしては、「頭を振る動作によって目
や首が疲れる」「頭部動作の際は自分がカテゴリを移動したのか、どのカテゴリ
を参照しているのかが分かりづらい」という問題があった。前者の問題はデバイ
スがメガネ型である事も関していると考えられ、参加者のうち普段からメガネ
を掛けている者は 2 人であり「目が疲れる」という意見を出した参加者は 2 人
共メガネを掛けていなかった。尚、この意見があった後の 3 人の参加者には口
頭で目が疲れる事はなかったかの確認をしたが問題は無かったようである。「首
が疲れる」という問題に関しては頭部動作による操作の問題点として挙げられ
る。ある程度慣れることが出来れば小さい動きでも操作できるようになる可能
性はあるが、連続で同じ操作を行う場合には注意が必要であるといえる。もう一
つの「カテゴリを移動したのか分かりづらい」という問題はユーザビリティの課
題として普遍的にある大きなものの一つ[5][6]であるが、視界が外れてしまう頭
部動作による操作であるからこそ更に気を付ける必要のある問題である。 
 UX の向上が可能であったかの評価であるが、アンケートの結果を見ると全て
の参加者は面白い・楽しいと感じたに 4 以上の評価をしており、他のアプリケ
ーションの操作を頭部動作によってしたいと感じるかという質問は 5 人が 4 以
上の評価で 2 以下の評価は存在しなかった。以上から現時点の頭部動作の操作
によってアプリケーションの UX を向上させる事は可能であると判断できる。
また、他のポジティブな意見としては手を使わずとも操作できる事や手で画面
0
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が隠れてしまう問題を避けられるというものがあった。前者は本研究において
は目的とするものではないが、必要に応じて頭部動作のみでアプリケーション
を操作できるように切り替える事が可能になれば更なるUXの向上が見込める。
手で画面が隠れないように操作できるようにするという事は本研究で解決すべ
き問題の 1 つであったが、口頭での聞き取りを行ったところはじめ片手で操作
していた参加者の 1 人が両手で操作するように切り替えた背景にこの問題があ
ったという。 
 
7.2 問題点の解決方法の考察 
 今回の実験で挙げられた頭部動作の問題点は以下の 4 点である。 
問題点 1. ユーザ側の学習が必要になる 
問題点 2. 目が疲れる 
問題点 3. 首が疲れる 
問題点 4. 操作の結果が分かりづらい 
 
7.2.1 問題点 1 の解決 
 まずは判定率の向上が解決策となるが、その方法としては「ユーザ毎の較正に
よるパラメータの調整」や「視線移動の値を判定に取り入れる」、「機械学習によ
る較正」等が挙げられる。まずユーザ毎の較正であるが、今回の実験の際にはパ
ラメータの調整は 1 人目のみで大きな問題は発生しなかった事を考えると判定
のアルゴリズムそのものを改善した上でなければ効果は薄いと思われる。視線
移動の値を判定に取り入れる方法は振り向きの際に右か左かが逆になってしま
うという判定ミスが発生していたことと、操作目的でない頭部の動きでも判定
が行われていた事の 2 点を考えると操作中の判定率は改善が見込める。しかし
これを実現する為には眼電位センサもしくは目の動きを撮影するカメラといっ
たデバイスが必要になるため、頭部動作のみの場合に比べてデバイスの制限が
大きくなる。最後に機械学習による解決であるが、ShanheYi らの研究では頭部
動作を測定するジャイロセンサを用いて機械学習を行う事によって操作を目的
とする動作のみを頭部動作として判定し、歩行中であっても判定率を保つ事に
成功している。そのため問題の解決法としてはかなり有力あるが、こちらはユー
ザが学習のために較正と同じく準備をする必要がある。 
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7.2.2 問題点 2 の解決 
 目が疲れる場合というのは首を振る動作を行う際にユーザが必要以上に大き
な動作をしている事やデバイスがメガネ型である事が原因と考えられる。まず、
ユーザの動作の大きさの解決方法としては「ユーザ側の学習」「振り向き以外で
の操作方法」の 2 つが挙げられる。ユーザ側が十分に操作に慣れる事ができて
必要最低限の動きで操作を行えるようになれば疲れの問題は小さくなると考え
られる。更に、初めて操作を行う際に振り向きの動作をどこまで小さくても問題
がないかを正しくユーザに伝える事が出来ればユーザの学習においての効果も
期待できる。また振り向き以外の操作方法に関しては、今回の実装例のように左
右のどちらかを選択するような操作の場合には「左右の振り向き」以外に「左右
へ首を傾ける」といった操作方法が考えられる。今回はこの方法では実装を行わ
なかったが、このような操作を行う場合にどちらがユーザにとって楽であるか
を検証し、また選択肢とする価値はあると考えられる。 
 次にメガネ型である事による問題であるが、メガネというのは普段から使用し
ている人にとっては自然なものであるがそうでない人々には視界にフレームが
入る事や目の近くに異物感がある事で余計に疲れを感じさせてしまうと考えら
れる。従ってこの解決方法は「ユーザがメガネに慣れる程使用し続ける」事か「セ
ンサとして他のデバイスを使用する」事が挙げられる。他のデバイスに関しては
イヤホン型や帽子型等が挙げられるが、いずれも各ユーザが普段から慣れ親し
んでいるものが望ましい。 
 
7.2.3 問題点 3 の解決 
 首が疲れるという問題は頭部動作を利用する上である程度避けられないが、前
項でも述べた通りユーザの学習や操作に用いる動作を変更する事である程度の
軽減が可能であると考えられる。また、デバイスの変更や性能の向上によって重
量を減らす事が出来ればより自然な動きでユーザへの負担を減らす事に繋がる。
本研究で使用した JINS MEME ES の重量は約 36g であった。これはメガネと
してはかなり重い部類であるため、実際に日常で掛け続けるのであれば更なる
軽量化が望まれる。 
 
7.2.4 問題点 4 の解決 
 操作の結果をユーザに知らせるというフィードバックの問題は通常のシステ
ムのインターフェースにおいても非常に重要な問題[5][6]である。頭部動作によ
る操作の場合は通常のタッチのみによる操作に比べて、操作を行ったタイミン
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グで特定の位置への注目が難しいという問題が挙げられていた。従って通常の
操作を想定しているアプリケーション以上にこの問題には注意を払う必要があ
るといえる。解決方法としてはフィードバックをより強いものにする事になる
が、例えば頭部動作での操作の場合にはアニメーションを付ける事等が挙げら
れる。またセンサとしてデバイスを増やしているという事を活かし、メガネ型の
デバイスであれば振動する機能や音を出す機能等を付与してフィードバックを
与える事も考えられる。 
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第8章 おわりに 
 本研究では、スマートフォンのアプリケーションにおいて頭部動作による操作
を追加する事で UX を向上させる事に関しての提案を行った。本研究にて実装
例として UX テストを行ったアプリケーションに関しては、テストの参加者と
なったユーザははじめは操作方法に戸惑いやミスが発生していたが結果として
はポジティブな UX を得た上で、実施されたタスクの実行に関してもタッチパ
ネルのみの操作より短い時間で完了した。 
 頭部動作特有の問題として発見されたのが「実行における学習の問題」「目の疲
れの問題」「首の疲れの問題」「フィードバックの問題」の 4 点であるが、これら
に留意してアプリケーションの開発を行う事でより良い UX をユーザに与える
事を達成できると考えられる。 
 以上の事から挙げられる本研究の今後の課題を以下に示す。 
 判定率の強化 
 使用環境の変化への対応 
 デバイスの種類や適用アプリケーションを拡大しての実験 
 フィードバックの強化 
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