Improving users' quality of experience (QoE) is crucial for sustaining the advertisement and subscription based revenue models that enable the growth of Internet video. Despite the rich literature on video and QoE measurement, our understanding of Internet video QoE is limited because of the shift from traditional methods of measuring video quality (e.g., Peak Signal-to-Noise Ratio) and user experience (e.g., opinion scores). These have been replaced by new quality metrics (e.g., rate of buffering, bitrate) and new engagement-centric measures of user experience (e.g., viewing time and number of visits). The goal of this paper is to develop a predictive model of Internet video QoE. To this end, we identify two key requirements for the QoE model: (1) it has to be tied in to observable user engagement and (2) it should be actionable to guide practical system design decisions. Achieving this goal is challenging because the quality metrics are interdependent, they have complex and counter-intuitive relationships to engagement measures, and there are many external factors that confound the relationship between quality and engagement (e.g., type of video, user connectivity). To address these challenges, we present a data-driven approach to model the metric interdependencies and their complex relationships to engagement, and propose a systematic framework to identify and account for the confounding factors. We show that a delivery infrastructure that uses our proposed model to choose CDN and bitrates can achieve more than 20% improvement in overall user engagement compared to strawman approaches.
INTRODUCTION
The growth of Internet video has been driven by the confluence of low content delivery costs and the success of subscription-and advertisement-based revenue models [2] . Given this context, there is agreement among leading industry and academic initiatives that improving users' quality of experience (QoE) is crucial to sustain these revenue models, especially as user expectations of video quality are steadily rising [3, 20, 26] .
Despite this broad consensus, our understanding of Internet video QoE is limited. This may surprise some, especially since QoE has a very rich history in the multimedia community [5, 6, 11] . The reason is that Internet video introduces new effects with respect to both quality and experience. First, traditional quality indices (e.g., Peak Signal-to-Noise Ratio (PSNR) [7] ) are now replaced by metrics that capture delivery-related effects such as rate of buffering, bitrate delivered, bitrate switching, and join time [3, 15, 20, 28, 36] . Second, traditional methods of quantifying experience through user opinion scores are replaced by new measurable engagement measures such as viewing time and number of visits that more directly impact content providers' business objectives [3, 36] .
The goal of this paper is to develop a predictive model of user QoE in viewing Internet video. To this end, we identify two key requirements that any such model should satisfy. First, we want an engagement-centric model that accurately predicts user engagement in the wild (e.g., measured in terms of video play time, number of user visits). Second, the model should be actionable and useful to guide the design of video delivery mechanisms; e.g., adaptive video player designers can use this model to tradeoff bitrate, join time, and buffering [12, 13, 21] and content providers can use it to evaluate cost-performance tradeoffs of different CDNs and bitrates [1, 28] .
Meeting these requirements, however, is challenging because of three key factors (Section 2):
• Complex relationship between quality and engagement: Prior measurement studies have shown complex and counter-intuitive effects in the relationship between quality metrics and engagement. For instance, one might assume that increasing bitrate should increase engagement. However, the relationship between bitrate and engagement is strangely non-monotonic [20] .
• Dependencies between quality metrics: The metrics have subtle interdependencies and have implicit tradeoffs. For example, bitrate switching can reduce buffering. Similarly, aggressively choosing a high bitrate can increase join time and also cause more buffering.
• Confounding factors: There are several potential confounding factors that impact the relationship between quality and engagement: the nature of the content (e.g., live vs. Video on Demand Engagement-centric Actionable PSNR-like (e.g., [17] ) Opinion Scores(e.g., [6] ) Network-level (e.g., bandwidth, latency [35] ) Single metric (e.g., bitrate, buffering) Naive learning Our approach Table 1 : A summary of prior models for video QoE and how they fall short of our requirements (VOD), popularity), temporal effects (e.g., prime time vs. offpeak), and user-specific attributes (e.g., connectivity, device, user interest) [26] .
As Table 1 shows, past approaches fail on one or more of these requirements. For instance, user opinion scores may be reflective of actual engagement, but these metrics may not be actionable because these do not directly relate to system design decisions. On the other hand, network-and encoding-related metrics are actionable but do not directly reflect the actual user engagement. Similarly, one may choose a single quality metric like buffering or bitrate, but this ignores the complex metric interdependencies and relationships of other metrics to engagement. Finally, none of the past approaches take into account the wide range of confounding factors that impact user engagement in the wild.
In order to tackle these challenges, we present a data-driven approach to develop a robust model to predict user engagement. We leverage large-scale measurements of user engagement and video session quality to run machine learning algorithms to automatically capture the complex relationships and dependencies [23] . A direct application of machine learning, however, may result in models that are not intuitive or actionable, especially because of the confounding factors. To this end, we develop a systematic framework to identify and account for these confounding factors.
Our main observations are: • Compared to machine learning algorithms like naive Bayes and simple regression, a decision tree is sufficiently expressive enough to capture the complex relationships and interdependencies and provides close to 45% accuracy in predicting engagement. Furthermore, decision trees provide an intuitive understanding into these relationships and dependencies.
• Type of video (live vs. VOD) , device (PC vs. mobile devices vs. TV) and connectivity (cable/DSL vs. wireless) are the three most important confounding factors that affect engagement. In fact, the QoE model is considerably different across different types of videos.
• Refining the decision tree model that we developed by incorporating these confounding factors can further improve the accuracy to as much as 70%.
• Using a QoE-aware delivery infrastructure that uses our proposed model to choose CDN and bitrates can lead to more than 20% improvement in overall user engagement compared to other approaches for optimizing video delivery. Figure 1: Our goal is to develop a predictive model of engagement that accounts for the complex relationship between quality and engagement, the interdependencies between quality metrics, and the confounding factors that impact different aspects of this learning. We do not attempt to model the impact of the control parameters on quality or engagement in this paper.
Contributions and
• A roadmap for developing Internet video QoE that leverages machine learning (Section 3); • A methodology for identifying and addressing the confounding factors that affect engagement (Section 4 and Section 5); and • A practical demonstration of the utility of our QoE models to improve engagement (Section 6)
We discuss outstanding issues in Section 7 and related work in Section 8 before concluding in Section 9.
MOTIVATION AND CHALLENGES
In this section, we provide a brief background of the problem space and highlight the key challenges in developing a unified QoE model using data-driven techniques.
Problem scope
Multiple measurement studies have shown that video quality impacts user engagement [20, 26] . Given that engagement directly affects advertisement-and subscription-based revenue streams, there is broad consensus across the different players in the Internet video ecosystem (content providers, video player designers, third-party optimizers, CDNs) on the need to optimize video quality according to these metrics. In this paper, we focus on the fraction of video that the user viewed before quitting as the measure of engagement and the following industry-standard quality metrics:
• Average bitrate: Video players typically switch between different bitrate streams during a single video session. Average bitrate, measured in kilobits per second, is the time average of the bitrates played during a session weighted by the time duration each bitrate was played.
• Join time: This represents the time it takes for the video to start playing after the user initiates a request to play the video and is measured in seconds.
• Buffering ratio: It is computed as the ratio of the time the video player spends buffering to the sum of the buffering and play time and is measured in percentage.
• Rate of buffering: It captures the frequency at which buffering events occur during the session and is computed as the ratio of the number of buffering events to the duration of the session.
In this paper, we are not reporting the impact of rate of bitrate switching due to two reasons. First, we were unable to collect this data for the large time frames that we are working on. Second, the providers use specific bitrate adaptation algorithms and we want to avoid reaching conclusions based on them. That said, the framework and the techniques that we propose are applicable if we want to later include more quality metrics to the above list.
Our goal in this paper is to develop a principled predictive model of the user engagement as a function of these quality metrics. Such a model can then be used to inform the system design decisions that different entities in the video ecosystem make in order to tune the video according to the quality metrics to maximize engagement. For example, a video control plane may choose the CDN and bitrate for a video session based on a global optimization scheme [28] , CDNs choose the servers and the specific bitrates [3] , video player designers can adaptively switch bitrates [13] and so on.
An alternative direction one may consider is building a predictive model that relates the control parameters used (e.g., CDN, CDN server, adaptive bitrate selection logic) to the user engagement. While this is certainly a viable approach that a specific entity in the video delivery chain (e.g., CDN, player, "meta-CDN") 1 can employ, we believe that we can decouple this into two problems: (a) learning the relationship between the quality metrics and engagement (quality → engagement) and (b) learning the relationship between the control parameters and engagement (knobs→ quality). We do so because these two relationships evolve at fundamentally different timescales and depend on diverse factors (e.g., user behavior vs. network/server artifacts). First, the control parameters available to different entities in the ecosystem may be very different; e.g., the control plane [28] operates at a coarse granularity of choosing the CDN whereas the CDN can choose a specific server. Second, the control knobs for each entity may themselves change over time; e.g., new layered codecs or more fine-grained bitrates. One can view this as a natural layering argument-decoupling the two problems allows control logics to evolve independently and helps us reuse a reference QoE model across different contexts (e.g., control plane, CDN, video player).
While modeling the knobs→quality problem is itself an interesting research challenge, this is outside the scope of this paper; the focus of this paper is on the problem of modeling the quality → engagement relationship.
2 As we discuss next, there are three key challenges in addressing this problem.
Dataset
The data used in this paper was collected by conviva.com in real time using a client-side instrumentation library. This library gets loaded when users watch video on conviva.com's affiliate content providers' websites. We collect all the quality metrics described earlier as well as play time for each individual session. In addition we also collect a range of user-specific (e.g., location, device, connectivity), content (e.g., live vs. VOD, popularity), and temporal attributes (e.g., hour of the day).
The dataset that is used for various analysis in this paper is based on 40 million video viewing sessions collected over 3 months spanning two popular video content providers (based in the US). The first provider serves mostly VOD content that are between 35 minutes and 60 minutes long. The second provider serves sports events that are broadcast while the event is happening. Our study is limited to clients in the United States. 3 1 Some services offer CDN switching services across multiple physical CDNs to offer better cost-performance tradeoffs (e.g., [9] ). 2 To evaluate the potential improvement due to our approach, however, we need to model this relationship as well. We use a simple quality prediction model in Section 6. 3 These are distinct providers and there is no content overlap; i.e., none of the VOD videos is a replay of a live event. 
Challenges in developing video QoE
We use our dataset to highlight the main challenges in developing an engagement-centric of model for video QoE. Although past measurement studies (e.g., [10, 15, 20, 22, 32, 33, 40, 41] ) have also presented some of these observations in a different context, our contribution lies in synthesizing these observations in the context of Internet video QoE.
Complex relationships:
The relationships between different individual quality metrics and user engagement are very complex. These were shown by Dobrian et al., and we reconfirm some of their observations [20] . For example, one might assume that higher bitrate should result in higher user engagement. Surprisingly, there is a non-monotonic relationship between them as shown in Figure 2a . The reason is that videos are served at specific bitrates and hence the values of average bitrates in between these standard bitrates correspond to clients that had to switch bitrates during the session. These clients likely experienced higher buffering, which led to a drop in engagement. Similarly, engagement linearly decreases with increasing rate of buffering up to a certain threshold (0.3 buffering events/minute). Beyond this, users get annoyed and they quit early as shown in Figure 2b .
Interaction between metrics: Naturally, the various quality metrics are interdependent on each other. For example, streaming video at a higher bitrate would lead to better quality. However, as shown in Figure 3a , it would take longer for the video player buffer to sufficiently fill up in order to start playback leading to higher join times. Similarly, streaming video at higher bitrates leads to higher rates of buffering as shown in Figure 3b .
Confounding factors:
In addition to the quality metrics, several external factors also directly or indirectly affect user engagement [26] . For instance, user-attributes like user interest, content attributes like genre and temporal attributes like age of the content have effects on user engagement. A confounding factor could affect engagement and quality metrics in the following three ways Figure 4a shows that live and VOD video sessions have significantly different viewing patterns. While a significant fraction of the users view VOD videos to completion, live sessions are more short-lived. Second, the confounding factor can impact the quality metric. As Figure 4b shows, the join time distribution for live and VOD sessions are considerably different. Finally, and perhaps most importantly, the confounding factor can affect the relationship between the quality metrics and engagement. For example, we see in Figure 4c that users on wireless connectivity are more tolerant to rate of buffering compared to users on DSL/cable connectivity.
APPROACH OVERVIEW
At a high-level, our goal is to express user engagement as a function of the quality metrics. That is, we want to capture a relationship Engagement = f ({QualityMetric i }), where Engagement can be the video playtime, number of visits to a website, and each QualityMetric i represents observed metrics such as buffering ra- Figure 5: High level overview of our approach. We begin by using standard machine learning approaches to build a basic predictive model and also to extract the key confounding factors. Having identified the confounding factors, we refine our predictive model to improve the accuracy.
tio, average bitrate etc. Ideally, we want this function f to be accurate, intuitive, and actionable in order to be adopted by content providers, video player designers, CDNs, and third-party optimization services to evaluate different provisioning and resource management tradeoffs (e.g., choosing different CDNs and bitrates).
As we saw in the motivating measurements in the previous section, developing such a model is challenging because of the complex relationships between the quality metrics and engagement, interdependencies between different quality metrics, and the presence of various confounding factors that affect the relationship between the quality metrics and engagement. In this section, we begin by presenting a high-level methodology for systematically tackling these challenges. While the specific quality and engagement metrics of interest may change over time and the output of the prediction model may evolve as the video delivery infrastructure evolves, we believe that the data-driven and machine learning based roadmap and techniques we envision will continue to apply. Figure 5 provides a high-level overview showing three main components in our approach. A key enabler for the viability of our approach is that several content providers, CDNs and third-party optimization services today collect data regarding individual video sessions using client-side instrumentation on many popular video sites. This enables a data-driven machine learning approach to tackle the above challenges.
Roadmap
Tackling complex relationships and interdependencies: We need to be careful in using machine learning as a black-box on two accounts. First, the learning algorithms must be expressive enough to tackle our challenges. For instance, naive approaches that assume that the quality metrics are independent variables or simple regression techniques that implicitly assume that the relationships be- Figure 6 : Decision tree is more expressible than naive Bayes and regression based schemes tween quality and engagement are linear are unlikely to work. Second, we do not want an overly complex machine learning algorithm that becomes unintuitive or unusable for practitioners. Fortunately, as we discuss in Section 3.2 we find that decision trees, which are generally perceived as usable intuitive models [24, 27, 37, 39] 4 are also the most accurate. In some sense, we are exploiting the observation that given large datasets, simple non-parametric machine learning algorithms (e.g., decision trees) actually work [23] .
Identifying the important confounding factors: Even though past studies have shown that external factors such as users' device and connectivity affect engagement [26] , there is no systematic method to identify these factors. In Section 4, we propose a taxonomy for classifying potentially confounding factors. As we saw in the previous section, the confounding factors can affect our understanding in all three respects: affecting quality, affecting engagement, and also affecting how quality impacts engagement. Thus, we need a systematic methodology to identify the factors that have an impact on all three dimensions.
Refinement to account for confounding factors: As we will show in Section 3.2, decision trees are expressive enough to capture the relationships between quality metrics and engagement. It may not, however, be expressive enough to capture the impact of all the confounding factors on engagement. In Section 5, we evaluate different ways by which we can incorporate these confounding factors to form a unified model.
Machine learning building blocks
Decision trees as predictive models: We cast the problem of modeling the relationship between the different quality metrics as a discrete classification problem. We begin by categorizing engagement into different classes based on the fraction of video that the user viewed before quitting. For example, when the number of classes is set to 5 the model tries to predict if the user viewed 0-20% or 20-40% or 40-60% or 60-80% or 80-100% of the video before quitting. We can select the granularity at which the model predicts engagement by appropriately setting the number of classes (e.g., 5 classes means 20% bins vs. 20 classes means 5% bins). We use similar domain-specific discrete classes to bin the different quality metrics. For join time, we use bins of 1 second interval; for buffering ratio we use 1% bins; for rate of buffering we use 0.1/minute bins; and for average bitrate we use 100 kbps-sized bins. Figure 6 compares the performance of three different machine learning algorithms: binary decision trees, naive Bayes, and classification based on linear regression. The results are based on 10-fold 4 Decision trees can be directly mapped into event processing rules that system designers are typically familiar with [39] .
cross-validation-the data is divided into 10 equally sized subsets and the model is trained 10 times, leaving out one of the subsets each time from training and tested on the omitted subset [31] . Naturally, the prediction accuracy decreases when the model has to predict at a higher granularity. We observe that decision trees perform better than naive Bayes and linear regression. This is because naive Bayes algorithm assumes that the quality metrics are independent of each other and hence it does not attempt to capture interdependencies between them. Similarly, linear regression is not expressible enough to capture the complex relationships between quality metrics and engagement. Also, as shown in Figure 6 , performing linear regression based on just a single "best" metric (average bitrate) yields even lower accuracy since we are ignoring the complex metric interdependencies and the relationships between other metrics and engagement.
Information gain analysis: Information gain is a standard approach for uncovering hidden relationships between variables. More importantly, it does so without making any assumption about the nature of these relationships (e.g., monotone, linear effects); it merely identifies that there is some potential relationship. Information gain is a standard technique used in machine learning for feature extraction-i.e., identifying the key features that we need to use in a prediction task. Thus, it is a natural starting point for systematically identifying confounding factors.
The information gain is based on the idea of entropy of a random variable Y which is defined as
where P [Y = yi] is the probability that Y = yi. It represents the number of bits that would have to be transmitted to identify Y from n equally likely possibilities. The lesser the entropy the more uniform the distribution is. The conditional entropy of Y given another random variable X is
It represents the number of bits that would be required to be transmitted to identify Y given that both the sender and the receiver know the corresponding value of X. Information gain is defined as H(Y ) − H(Y |X) and it is the number of bits saved on average when we transmit Y and both sender and receiver know X. The relative information gain can then be defined as
. In the next section, we use the information gain analysis to reason if a confounding factor impacts either engagement or quality.
Compacted decision trees: Decision trees help in categorizing and generalizing the data given in the dataset and provide a visual model representing various if-then rules. One main drawback while dealing with multi-dimensional large datasets is that these techniques produce too many rules making it difficult to understand and use the discovered rules with just manual inspection or other analysis techniques [27] . In order to get a high-level intuitive understanding of the impact of different quality metrics on engagement, we compact the decision tree. First, we group the quality metrics into more coarse-grained bins. For instance, we classify average bitrate into three classes-very low, low, and high. The other quality metrics (buffering ratio, buffering rate, and join time) and engagement are classified as either high or low. We then run the decision tree algorithm and compact the resulting structure to form general rules using the technique described in [27] . The highlevel idea is to prune the nodes whose majority classes are significant; e.g., if more than 75% of the data points that follow a particular rule belong to a particular engagement class then we prune the tree at that level. The tree formed using this technique may not be highly accurate. Note that the goal of compacting the decision tree is only to get a high-level understanding of what quality metrics affect engagement the most and form simple rules of how they impact engagement. Our predictive model uses the original (i.e., uncompressed) decision tree; we do not sacrifice any expressive power. In the next section, we use this technique to test if a confounding factor impacts the relationship between quality metrics and engagement-particularly to check if it changes the relative importance of the quality metrics.
Limitations
We acknowledge three potential limitations in our study that could apply more broadly to video QoE measurement.
• Fraction of video viewed as a metric for engagement: While fraction of video viewed before quitting may translate into revenue associated from actual advertisement impressions, it does not capture various psychological factors that affect engagement (e.g., user may not be interested in the video and might be playing the video in the background). We use fraction of video viewed as a measure of engagement since it can be easily and objectively measured and it provides a concrete starting point. The high-level framework that we propose can be applied to other notions of engagement.
• Coverage over confounding factors: There might be several confounding factors that affect engagement that are not captured in our dataset (e.g., user interest in the content). Our model provides the baseline in terms of accuracy-uncovering other confounding factors and incorporating them into the model will lead to better models and higher prediction accuracy.
• Early quitters: A large fraction of users quit the session after watching the video for a short duration. These users might be either "sampling" the video or quitting the session because of quality issues. They can be treated in three ways: (1) Remove them completely from the analysis, (2) Separate them into two groups based on their quality metrics (high quality population and low quality population) and learn a separate model for each group (3) Profile users based on their viewing history and predict whether they will quit early or not based on their interest in the video content. We use (1) in this paper as it provides a clearer understanding of how quality impacts engagement. That said, approaches (2) and (3) are likely to be useful and complementary in a system-design context; e.g., to guide resourcedriven tradeoffs on which users to prioritize.
IDENTIFYING CONFOUNDING FACTORS
In this section, we propose a framework for identifying confounding factors. To this end, we begin with a taxonomy of potentially confounding factors. Then, we use the machine learning building blocks described in the previous section to identify the factors that have a non-trivial impact on engagement.
Approach
We identify three categories of potential confounding factors from our dataset:
• Content attributes: This includes the type of video (i.e., live vs. VOD) and the overall popularity (i.e., number of views).
• User attributes: This includes the user's location (region within continental US), device (e.g., smartphones, tablets, PC, TV), and connectivity (e.g., DSL, cable, mobile or wireless).
• Temporal attributes: Unlike live content that is viewed during the event, VOD objects in the dataset are available to be accessed at any point in time since its release. This opens up various temporal attributes that can possibly affect engagement including the time of day and day of week of the session and the time since release for the object (e.g., day of release vs. not). Table 2 : Relative information gain (%) between different potential confounding factors and the engagement and quality metrics. We mark any factor with more than 5% information gain as a potential confounding factor
We acknowledge that this list is only representative as we are only accounting for factors that can be measured directly and objectively. For example, the user's interest in the particular content is also a potential confounding factors that we cannot directly measure. Our goal here is to develop a systematic methodology to identify and account for these factors. Given more fine-grained instrumentation to measure other types of factors (e.g., use of gaze tracking in HCI), we can use our framework to evaluate these other factors as well.
In Section 2, we saw that confounding factors can act in three possible ways:
1. They can affect the observed engagement (e.g., Figure 4a ) 2. They can affect the observed quality metric and thus indirectly impact engagement (e.g., Figure 4b ); 3. They can impact the nature and magnitude of quality → engagement relationship (e.g., Figure 4c ).
For (1) and (2) we use information gain analysis to identify if there is a hidden relationship between the potential confounding factor w.r.t engagement or the quality metrics. For (3), we identify two sub-effects: the impact of the confounding factor on the quality → engagement relationship can be qualitative (i.e., the relative importance of the different quality metrics may change) or it can be quantitative (i.e., the tolerance to one or more of the quality metrics might be different). For the qualitative effect, we use the compacted decision tree separately for each class (e.g., TV vs. mobile vs. PC) using the method described in Section 3.2 and compare their structure. Finally, for the quantitative sub-effect in (3), we simply check if there is any significant difference in tolerance.
Analysis results
Next, for each user, content, and temporal attribute we run the different identification techniques to check if it needs to be flagged as a potential confounding factor. Table 2 presents the information gain between each factor with respect to engagement (fraction of video viewed before quitting) and the four quality metrics. Table 2 shows, the type of video has high information gain with respect to engagement confirming our earlier observation that the viewing behavior for live and VOD are different (Section 2.3). Again, since join time distributions for live and VOD sessions are also different (Section 2.3), it is not surprising that we observe high information gain in join time. Similarly, the set of bitrates used by the live provider and the VOD provider are quite different leading to high information gain for average bitrate as well.
Type of video: Classified as live or VOD session, as
We learn the compacted decision tree for VOD and live sessions separately as shown in Figure 7 and see that the trees are structurally different. While buffering ratio and rate of buffering have the highest impact for VOD, average bitrate has the highest impact for live events. Somewhat surprisingly, some live users tolerate very low bitrates. We believe this is related to an observation from prior work which showed that users viewing live sporting events may run the video in background and the player automatically switches to lower quality to reduce CPU consumption [20] .
Since the differences between live and VOD sessions are considerably large, for the remaining attributes, we perform the analysis separately for live and VOD data.
Device: We classify the devices as PC (desktops and laptops) or mobile devices (smartphones and tablets) or TV (e.g., via Xbox). In the VOD dataset, 66% of the traffic were initiated from PC and around 33% were from TV. Mobile users formed a small fraction. However, in the live dataset, 80% of the traffic were initiated from PCs and almost 20% of the traffic from mobile users-users on TV formed a small fraction.
For a subset of the VOD data, we observed that the compacted decision tree for the TV users was different from that of mobile and PC users. While PC and mobile users showed a tree structure similar to Figure 7a , we observed Figure 9 in the case of TV. Intrigued by this difference, we visualized the impact of bitrate on engagement. Curiously, we find in Figure 8 that increased bitrate led to lower engagement in the case of TV. This is especially surprising as one would expect that users would prefer higher bitrates on larger screens. Investigating this further, we saw complaints on the specific content provider's forum regarding contrast issues at higher bitrate when viewing the video on TV. This issue was later corrected by the provider and the newer data did not show this anomaly. As shown in Table 2 , we observe a high information gain in terms of join time and average bitrate for VOD data.
Even though the compacted tree was similar in structure for TV, PC and mobile users (not shown), Figure 10 and 11 show substantial differences in tolerance levels for average bitrate and rate of buffering. This is consistent with a recent measurement study that shows that mobile users are more tolerant toward low quality [26] . The one difference with live data, however, is that device does not lead to high information gain for engagement or any of the quality metrics (Table 2) . Because of the differences in tolerance, we consider device as an important confounding factor.
Connectivity: Based on the origin ISP, we classify the video session as originating from a DSL/cable provider or from a wireless provider. In the VOD dataset, 95% of the sessions were initiated from DSL/cable providers. In the live dataset, 90% were from DSL/cable providers. We see that sessions with wireless connection had slightly lower bitrates and higher buffering values compared to the sessions in cable and DSL connection. This accounts for the slight information gain that we observe in Table 2 . The compacted decision trees had the same structure for cable vs. wireless providers for both live and VOD data. But we observed difference in tolerance to rate of buffering for both live and VOD content. As we observed earlier in Section 2.3, users were more tolerant to buffering rate when they were on a wireless provider for VOD content. For live content, as shown in Figure 12 , we observed difference in tolerance for rate of buffering. Due to these differences, we consider connectivity as a confounding factor.
Time of day:
Based on the time of the day, the sessions were classified as during night time (midnight-9am), day time (9am-6pm) or peak hours(6pm-midnight). We observed that 15% of the traffic were during night time, 30% during day time and 55% during peak hours. We also observed that users experienced slightly more buffering during peak hours when compared to late nights and day time. The compacted decision trees were similar for peak hours vs. day vs. night. Users were, however, slightly more tolerant to rate of buffering during peak hours as shown in Figure 13 . Since we want to take a conservative stance while shortlisting confounding factors, we consider time of day to be a confounding factor.
Other factors: We did not observe high information gain or significant differences in the compacted decision tree or the tolerance to quality for other factors such as region, popularity, day of week, Table 3 summarizes our findings from the analysis of various potential confounding factors. Our main findings are:
Summary of main observations
• The main confounding factors are type of video, device, and connectivity.
• The four techniques that we proposed for detecting confounding factors are complementary and expose different facets of the confounding factors.
• Our model also reconfirmed prior observations on player-specific optimizations for background video sessions. It was also able to reveal interesting anomalies due to specific player bugs.
ADDRESSING CONFOUNDING FACTORS
Next, we describe how we refine the basic decision tree model we saw in Section 3.2 to take into account the key confounding factors from the previous section. We begin by describing two candidate approaches for model refinement and the tradeoffs involved. We study the impact of both candidate approaches and choose a heuristic "splitting" based approach.
Candidate approaches
There are two candidate approaches to incorporate the confounding factors into the predictive model:
• Add as new feature: The simplest approach is to add the key confounding factors as additional features in the input to the machine learning algorithm and relearn the prediction model. Both approaches have pros and cons. The feature-addition approach has the appeal of being simple and requiring minimal modifications to the machine learning framework. (This assumes that the learning algorithm is robust enough to capture the effects caused by the confounding factors). Furthermore, it will learn a single unified model over all the data. The augmented model we learn, however, might be less intuitive and less amenable to compact representations. Specifically, in the context of the decision tree, mixing quality metrics with confounding factors may result in different levels of the tree branching out on different types of variables. This makes it harder to visually reason about the implications for system design. For instance, consider the scenario where we want to know the impact of quality on engagement for mobile users in order to design a new mobile-specific bitrate adaptation algorithm for live sports content. This is a natural and pertinent question that a practitioner would face. To answer this question, we would in effect have to create a new "projection" of the tree that loses the original structure of the decision tree. Moreover, we would have to create this projection for every such system design question.
In contrast, the split data approach will explicitly generate these intuitive projections for different combinations of the confounding factors by construction. It also avoids any doubts we may have about the expressiveness of the machine learning algorithm. The challenge with the split approach is the "curse of dimensionality". As we have more factors to split, the available data per split becomes progressively sparser. Consequently, the model learned may not have sufficient data samples to create a robust enough model. 5 Fortunately, we have two reasons to be hopeful in our setting. First, we have already pruned the set of possibly confounding external factors to the key confounding factors. Second, as Internet video grows, we will have larger datasets to run these algorithms and that will alleviate concerns with limited data for multiple splits.
Following in the data-driven spirit of our approach, we analyze the improvements in prediction accuracy that each approach gives before choosing one of these techniques.
Results
5 Note that this dimensionality problem is not unique to the split data approach. A decision tree (or any learning algorithm for that matter) faces the same problem as we go deeper into the tree as well. The split approach just elevates the dimensionality problem to the first stage of the learning itself. Table 4 : Summary of the model refinements and resultant accuracy when number of classes for engagement is 10
For this study, we set the number of classes for engagement to 10. We observe similar results for other number of classes as well. Figure 14 compares the increase in accuracy using the feature and the split approach for the three key confounding factors.
As shown in Figure 14 , splitting based on type of video vs. adding it as a feature (Type) results in the same increase in accuracy. In the case of the split approach, we observe that both splits (live and VOD) do not have the same accuracy-live is more predictable than VOD. However, splitting based on the device type gives better improvement compared to adding device as a feature for both VOD and live (VOD-Device, VOD-Device-2 and LiveDevice). But, we observed that the accuracy across the splits were not the same. For the VOD dataset, splits corresponding to TV and PC had higher accuracy compared to the split corresponding to smartphones. This is because, as we saw in Section 4, only a small fraction of users viewed VOD content on mobile phones in our dataset. VOD-Device-2 corresponds to the data in which we observed an anomalous trend in viewing behavior on TV. Here, we observed that the split corresponding to TV had very high accuracy leading to better gains from splitting. For the live dataset, we however observed that the TV split had lower gains compared to mobile and smartphones. This is again because of the inadequate amount of data-the fraction of users watching live content on TV in our dataset was negligible.
Splitting works better than feature addition for both live (LiveConn) and VOD (VOD-Conn) in the case of connectivity and for time of day in the case of VOD (VOD-Time of day). Time of day did not lead to a huge improvement in improvement in accuracy and hence we ignore it. The other external factors that we considered in Section 4 led to negligible increase in accuracy when addressed using both these approaches.
Why does split perform better? Across the various confounding factors, we see that the split data approach is better (or equivalent) to the feature addition approach. The reason for this is related to the decision tree algorithm. Decision trees use information gain for identifying the best attribute to branch on. Information gain based schemes, however, are biased towards attributes that have multiple levels [19] . While we bin all the quality metrics at an extremely fine level, the confounding factors have only few categories (e.g., TV or PC/laptop or smartphone/tablet in the case of devices). This biases the decision tree towards always selecting the quality metrics to be more important. In the case of type of video, the information gain in engagement is very high since user viewing behavior is very different (i.e, it satisfies criteria number (1) that we have for identifying confounding factors). So it gets chosen at the top level and hence splitting and adding as a feature led to same gain.
Proposed predictive model
As mentioned in Section 3.3, we observed many users who "sample" the video and quit early if it is not of interest [41] . Taking into account this domain-specific observation, we ignore these earlyquitter sessions from our dataset and relearn the model leading to ≈ 6% increase in accuracy.
Further incorporating the three key confounding factors (type of device, device and connectivity), we propose a unified QoE model based on splitting the dataset for various confounding factors and learning multiple decision trees-one for each split. Accounting for all the confounding factors further leads to around 18% improvement. Table 4 summarizes the overall accuracies when number of classes for engagement is set to 10. This implies that about 70% of the predictions are within the same 10% bucket as the actual user viewing duration.
IMPLICATIONS FOR SYSTEM DESIGN
In this section, we demonstrate the practical utility of the QoE model using trace-driven simulations. We simulate a video control plane setting similar to previous work and use our QoE model to guide the choice of CDN and bitrate [28] . We compare the potential improvement in engagement using our QoE model against other strawman solutions.
Overview of a video control plane
The QoE model that we developed can be used by various principals in the Internet video ecosystem to guide system design decisions. For instance, video player designers can use the model to guide the design of efficient bitrate adaptation algorithms. Similarly, CDNs can optimize overall engagement by assigning bitrates for each individual client using our QoE model.
Prior work makes the case for a coordinated control plane for Internet video based on their observation that a purely client-or server-driven bitrate and CDN adaptation scheme for video sessions might be suboptimal [28] . This (hypothetical) control plane design uses a global view of the network and CDN performance to choose the CDN and bitrates for each session based on a global optimization framework. The goal of the optimization is to pick the right control parameters (in this case, CDN and bitrate) in order to maximize the overall engagement. As shown in Figure 15 , this control plane takes as input control parameters (CDN, bitrate) and other attributes (device, region, ISP etc.) as input and predicts the expected engagement.
Our QoE model can be used to guide the design of such a video control plane. Note, however, that the QoE model from Section 5 takes various quality metrics and attributes that are confounding as input and predicts the expected engagement. Thus, as discussed in Section 2, we also need to develop a quality model which takes CDN, bitrate, and client attributes as input and predicts the quality metrics (buffering ratio, rate of buffering and join time) in order to fully realize this control plane design. Figure 15 shows the various components and their inputs and outputs. Our key contribution here is in demonstrating the use of the QoE model within this control plane framework and showing that a QoE-aware delivery infrastructure could further improve the overall engagement.
Quality model
We use a simplified version of the quality prediction model proposed from prior work [28] . It computes the mean performance (buffering ratio, rate of buffering and join time) for each combination of attributes (e.g., type of video, ISP, region, device) and control parameters (e.g., bitrate and CDN) using empirical estimation. For example, we estimate the performance of all Comcast clients in the east coast of the United States that streamed live content over an Xbox from Akamai at 2500 Kbps by computing the empirical mean for each of the quality metrics.
When queried with specific attributes (CDN and bitrate) the models returns the estimated performance. One challenge, however, is that adding more attributes to model often leads to data sparsity. In this case, we use a hierarchical estimation heuristic-i.e, if we do not have sufficient data to compute the mean performance value for a specific attribute, CDN and bitrate combination, we use a coarsergrained granularity of attribute elements [28] . For example, if we do not have enough data regarding the performance of Xbox over Akamai over Comcast connection from the east coast at 2500 Kbps, we return the mean performance that we observed over all the devices over Akamai at 2500 Kbps over Comcast connection from the east coast. We follow the following hierarchy for this estimation: {Type of video, ISP, region, device} < {Type of video, ISP, region} < {Type of video, ISP}.
Strategies
We compare the following strategies to pick the control parameters (CDN and bitrate): 1. Smart QoE approach: For our smart QoE approach, we use a predicted quality model and a predicted QoE model based on historical data. For choosing the best control parameters for a particular session, we employ the following brute force approach. We estimate the expected engagement for all possible combinations of CDNs and bitrates by querying the predicted quality model and the predicted QoE model with the appropriate attributes (ISP, device etc.). This approach assigns the CDN, bitrate combination that gives the best predicted engagement. 2. Smart CDN approaches: We find the best CDN for a given combination of attributes (region, ISP and device) using the predicted quality model by comparing the mean performance of each CDN in terms of buffering ratio across all bitrates and assign clients to this CDN. We implement three variants for picking the bitrate: 2(a) Smart CDN, highest bitrate: The client always chooses to stream at the highest bitrate that is available. 2(b) Smart CDN, lowest buffering ratio: The client is assigned the bitrate that is expected to cause the lowest buffering ratio based on the predicted quality model 2(c) Smart CDN, control plane utility function: The client is assigned the bitrate that would maximize the utility function (−3.7 × Buf f Ratio + Bitrate 20
) [28] . 3. Baseline: We implemented a naive approach where the client picks a CDN and bitrate randomly.
Evaluation
To quantitatively evaluate the benefit of using the QoE model, we perform a trace based simulation. We use week-long trace to simulate client attributes and arrival times. In each epoch (one hour time slots), a number of clients with varying attributes (type of video, ISP, device) arrive. For each client session, we assign the CDN and bitrate based on the various strategies mentioned earlier.
For simplicity, we assume the CDNs are sufficiently provisioned and do not degrade their performance throughout our simulation. To evaluate the performance of these strategies, we develop actual engagement models and an actual quality models based on the empirical data from the current measurement epoch and compare the engagement predicted by these models for each session. the models that we use for prediction are based on historical data). Since the arrival patterns and the client attributes are the same for all the strategies, they have the same denominator in each epoch. Figure 16 compares the performance of the different strategies for live and VOD datasets broken down by performance on each device type. As expected, the baseline scheme has the worst performance. The smart QoE approach can potentially improve user engagement by up to 2× compared to the baseline scheme. We observed that the smart CDN and lowest buffering ratio scheme picks the lowest bitrates and hence the expected engagements are lower compared to the other smart schemes (except in the case of VOD on mobile phones where it outperforms the other smart CDN approaches). The smart CDN with utility function approach and smart CDN highest bitrate approaches have very comparable performances. This is because the utility function favors the highest bitrate in most cases. Our smart QoE approach picks intermediate bitrates and dynamically shifts between picking the lower and the higher bitrates based on the various attributes and the predicted quality. Thus, it can potentially improve user engagement by more than 20% compared to the other strategies.
DISCUSSION
Other engagement measures: Content providers are also interested in other measures of engagement involving different time scales of user involvement such as customer return probability to the particular service. The quality metrics might impact these other engagement measures differently [20] ; e.g., join time may affect the return probability of the customer even though it does not have a huge impact on the user engagement during a particular session. We may have to weigh in these different notions of engagement to compute an aggregate engagement index. Having said that, we believe the high-level data-driven approach we propose can be applied to other notions of engagement as well.
Evolution of the QoE model: As the network and the user expectations for quality change with time, the QoE model also needs to evolve to capture these effects. For instance, the specific bitrates at which providers serve content might change with time. Similarly, with time, users might have higher expectations with respect to quality from the video delivery system. In this context, we envision a live refinement system that constantly observes and analyzes the user viewing habits and continuously adapts the QoE model based on these observations. QoE model for other Internet services: The methodology that we proposed can be generalized to be used for developing QoE models for other Internet services as well. The specific metrics, confounding factors and inferences might be different, but the general methodology of developing a data-driven predictive QoE model using machine learning techniques can be applied to new domains like VoIP, online gaming etc.
RELATED WORK
Engagement in Internet video: Past measurement studies have shown that video quality impacts user engagement [20, 26] . However, they provide a simple quantitative understanding of the impact of individual quality metrics (e.g., buffering) on engagement. We shed further light and provide a unified understanding of how all the quality metrics when put together impact engagement by developing a QoE model. Similarly, previous studies have also shown that a few external factors (e.g., connectivity) affect user engagement [26] . Recent work suggests the use of Quasi Experimental Design (QED) to eliminate any possible bias that can be caused by confounding factors and establish causal relationships [26] . However, these factors have to be provided a priori and there does not exist any techniques to identify if an external factor is potentially confounding or not. We extend our previous work [15] by developing techniques to identify external factors that are confounding and incorporate these factors to form a unified QoE model.
User studies: Prior work by the multimedia community try to assess video quality by performing subjective user studies and validating objective video quality models against the user study scores [11, 18, 25, 30, 32] . User studies are typically done at a small-scale with a few hundred users and the perceptual scores given by users under a controlled setting may not translate into measures of user engagement in the wild. The data-driven approach that we proposed is scalable and it produces an engagement-centric model.
Control plane: Liu et al., make a case for a co-ordinated video control plane that uses measurement-driven parameters to improve video quality by adapting CDN and bitrate of clients using a global optimization scheme [28] . As we showed, our QoE model can be used under a similar framework to further improve the benefits.
Adaptive video players design: Commercial video players today perform client-side bitrate adaptation based on current bandwidth conditions [4] . Studies that have analyzed these players have found that there is significant scope for improving their adaptation schemes [13] . Video player designers typically use ad hoc mechanisms to trade-off between various network parameters [12, 13] . Our video QoE model can be potentially used to develop engagement-centric video player adaptation algorithms.
Diagnosis: Past work has looked at techniques to proactively diagnose quality issues in video delivery in order to minimize its impact on users [29, 38] . In Section 4.2, we show that our model can also detect anomalous behavior among users watching VOD content on TV, and potentially other quality issues as well.
QoE metrics in other media: There have been attempts to study the impact of network factors on user engagement and user satisfaction in the context of other media technologies. For example, in [16] , the authors study the impact of bitrate, jitter and delay on call duration in Skype and propose a unified user satisfaction metric as a combination of these factors. Our approach derives a unified QoE model in the context of Internet video and it is very timely given that Internet video has gone mainstream in the past few years.
Other video measurement studies: Several measurement studies of Internet video have focused on content popularity, user behavior and viewing patterns [22, 41] . The observations made in these works have implications on understanding measurement-driven insights and performing domain-specific refinements to improve the QoE model. For instance, Yu et al., also observed that users sample videos and quit the session early [41] . Similarly, we observed that some users tolerate low bitrate while watching live content. Previous work also observed this phenomena which is a result of the player running in the background [20] .
CONCLUSIONS
An imminent challenge that the Internet video ecosystem-content providers, content delivery networks, analytics services, video player designers, and users-face is the lack of a reference methodology to measure the Quality-of-Experience (QoE) that different solutions provide. With the "coming of age" of this technology and the establishment of industry standard groups (e.g., [34] ), such a measure will become a fundamental requirement to promote further innovation by allowing us to objectively compare different competing designs [8, 14] .
Internet video presents both a challenge and an opportunity for QoE measurement. On one hand, the nature of the delivery infrastructure introduces new complex relationships between quality and engagement and between quality metrics themselves. To further make matters worse, there are many confounding factors introduced by different aspects of this ecosystem that directly or indirectly impact engagement (e.g., genre, popularity, device). At the same time, however, we have an unprecedented opportunity to obtain a systematic understanding of QoE because of the ability to collect large client-and server-side measurements of actual user behavior in the wild. This paper is a significant first step in seizing this opportunity and addressing the above challenges. We developed a data-driven machine learning approach to capture the complex interactions as well as confounding effects. We also demonstrated significant practical benefits that content providers can obtain by using an improved QoE prediction model over current ad hoc approaches.
