Brazil is the world leader in sugarcane production and the largest sugar exporter. Developing new varieties is one of the main factors that contribute to yield increase. In order to select the best genotypes, during the final selection stage, varieties are tested in different environments (locations and years), and breeders need to estimate the phenotypic performance for main traits such as tons of cane yield per hectare (TCH) considering the genotype × environment interaction (GEI) effect. Geneticists and biometricians have used different methods and there is no clear consensus of the best method. In this study, we present a comparison of three methods, viz. Eberhart-Russel (ER), additive main effects and multiplicative interaction (AMMI) and mixed model (REML/BLUP), in a simulation study performed in the R computing environment to verify the effectiveness of each method in detecting GEI, and assess the particularities of each method from a statistical standpoint. In total, 63 cases representing different conditions were simulated, generating more than 34 million data points for analysis by each of the three methods. The results show that each method detects GEI differently in a different way, and each has some limitations. All three methods detected GEI effectively, but the mixed model showed higher sensitivity. When applying the GEI analysis, firstly it is important to verify the assumptions inherent in each method and these limitations should be taken into account when choosing the method to be used.
Introduction
Sugarcane produces energy and food for the world and the sugarcane sector plays a very important role in the Brazilian agribusiness. Currently, Brazil is the world's largest sugar exporter.
Reference [1] used data from trials conducted at Agronomic Institute (IAC) Sugarcane Center, Brazil, and showed that, between 1994-2006, genetic gain provided increases of 1.25 tons of cane yield per hectare per year (TCH) (1.16% yearly for TCH and 1.28% yearly for tons of sucrose yield per hectare (TPH)) in the plant cane (first harvest). In the first ratoon (second harvest), gains reached 0.59% yearly for TCH and 1.43% yearly for TPH. Yield increase is attributed to several factors and the development of new sugarcane cultivars stands out as one of the main aspects, highlighting the importance of the plant breeding for the sugarcane.
In the final stages of selection in breeding programs, where there is a great amount of material available for each advanced genotype, it is possible to characterize genotypes in terms of genotype × environment interaction (GEI). The genotypes are planted in different environments (locations and years) to identify the best genotype, based on phenotypic performance of interest such as TCH, which is the main trait to measure sugarcane yield. For the breeder, understanding the aspects that affect GEI is essential to implement an efficient selection process and to select sites for evaluation [2] .
The complexity of GEI makes it difficult for breeders to recommend superior genotypes as it is a field of research with plenty of room for further studies. Various methods have been used to evaluate GEI in different crops, however there is no consensus regarding the best method to be used. Reference [3] reported that GEI has been the object of research of biometricians and quantitative geneticists since the beginning of the 20 th century and a number of stability indices have been developed to quantify and select genotypes taking into account GEI. Among the main methods used to evaluate GEI, the following can be highlighted: 1) Eberhart-Russel (ER) [4] ; 2) Additive main effects and multiplicative interaction (AMMI) [5] - [12] ; and 3) mixed model [13] - [16] . The literature shows several studies on the use of these three methods to assess GEI in sugarcane [2] [17]- [20] as well as in other crops [21] - [25] . However, no studies containing simulations comparing the three methods (ER, AMMI and mixed model) have been reported. Therefore, because of the different scenarios obtained from the simulation data, the objectives of this study were: 1) to determine the efficiency of each method (ER, AMMI and mixed model) in detecting GEI; and 2) to discuss the specificities of the methods.
Materials and Methods

Simulation Data
Initially, 1000 trials (replicas, in the terminology of simulation studies) were simulated containing 15 genotypes in 12 environments and within each environment, three replications (blocks), according to the method of analysis of experiments following the randomized complete block design (RCBD) for each environment. The trait (response variable) simulated was TCH, which is used to measure sugarcane yield. All the simulation conditions aimed to represent the different practical situations inherent in experiments of breeding programs for sugarcane.
The block effects were generated from a Normal probability distribution with zero mean and standard deviation equal to two, that is, N(0,2 2 ). The effects of the twelve environments were generated from the following Normal probability distributions . A systematic variation is observed from -20 to +20 for the mean. The null effect was considered in four environments, and the standard deviation for the twelve environments was fixed and equal to 4 t•ha −1 . The Normal probability distributions to the block and environment effects are shown in Figure 1 .
The genotypes formed three groups based on the average yield and the corresponding Normal probability distributions for each of the three simulation scenarios: 1) simulation scenario 1-random and coefficient of variation equals to 5% (RCV); 2) simulation scenario 2-random and standard deviation equals to 8 t•ha −1 (RSD); and 3) simulation scenario 3-ystematic and standard deviation equals to 8 t•ha −1 (SySD) are shown in Table 1 and Figure 2 .
All simulations of such effects followed the Normal probability distribution, and the simulations were independent from one another. In the Normal probability distributions, the mean was dependent on the genotype condition, the block effect and the environment. Figure 1 . Normal theoretical probability distributions to the block simulated effects (a) and environments (b).
(a) (b) (c) Figure 2 . Normal theoretical probability distributions for the different genotypes groups and simulation scenarios (Scenario 1-RCV (a); Scenario 2-RSD (b); Scenario 3-SySD (c)).
In RCV, the increase in the mean (location parameter) is accompanied by the increase of the variance (scale parameter) of the data, meaning that the smaller the mean, the lower the data variability. In other words, the mean and the variability of group of genotype H are greater than the average and the variability of group MD, which, in turn, are greater than the mean and the variability of group L.
Distribution in group L is well-concentrated (low variability) around the mean. There is overlap of distributions with the same mean and variance within each group of genotype (H, MD and L). RCV is the only simulation scenario that shows heterogeneity of variance among the genotypes groups.
For RSD, there is displacement of the mean in the distributions, however, the variance remains constant (homogeneity of variance). Again, there is overlap of distributions within each genotype group (H, MD and L). For SySD, there is greater displacement of the mean in distributions when compared to distributions in RCV and RSD scenarios, however, the variance remains constant in SySD as well as in RSD. In SySD, there is no overlap of distributions with the same mean and variance within each group of genotype (H, MD and L); however, it shows a larger number of distributions with different means within each genotype group. This displacement of distributions is due to the systematic addition over the mean condition of each genotype within each genotype group (H, MD and L), indicating that there is genotypic effect within each genotypes group.
Nevertheless, the simulation data in accordance with the conditions in each scenario through the described pseudo-random distributions do not show GEI. Thus, there would be no conditions to ensure that the objectives of this work could be achieved. Therefore, it was necessary to add (force) GEI to the simulation conditions. GEI was created by exchanging (inversion) the responses between the genotypes of different groups (H, MD and L), varying the environments where GEI occurred.
The following strategies were used to assess the inversions: 1. EG_1HMD: inversion of a genotype of high yield (H) with one of medium yield (MD); 2. EG_1HL: inversion of an H genotype with a genotype of low yield (L); 3. EG_1MDL: inversion of an MD with an L genotype; 4. EG_2HMD: inversion of two H with two MD genotypes; 5. EG_2HL: inversion of two H with two L genotypes; 6. EG_2MDL: inversion of two MD with two L genotypes; 7. EG_3HMD: inversion of three H with three MD genotypes; 8. EG_3HL: inversion of three H with three L genotypes; 9. EG_3MDL: inversion of three MD with three L genotypes.
The genotypes inversion was performed by exchanging the names of genotypes considering the three groups of environments: 1) within the neutral environments (E1): Env5, Env6, Env7 and Env8; 2) between the worst and the best environments (E2): when the exchange involved two genotypes belonging to different groups of genotypes, the inversion was made between the groups of environments-Env1, Env2, Env3 and Env4 versus Env9, Env10, Env11 and Env12 versus Env1 and Env12; and 3) unstructured exchanges within each group of environments (E3): this type of exchange aimed to accomplish more complex interactions. When the exchange involved two genotypes belonging to different groups of genotypes, the inversion was made between the groups of environments-Env1, Env2, Env8, Env10 and Env12 versus Env3, Env9 and Env11; and, when the exchange involved three genotypes, belonging to different groups, the inversion was carried out between the groups of environments-Env1
In this manner all the situations that led to the construction of the final simulation cases were created. Genotypes had three scenarios ( Table 1) . Blocks had a single scenario-random zero mean and standard deviation equal to 2. Three groups of environments were created (E1, E2 and E3), where the exchanges were evaluated. Within group E1, we made all exchanges evaluated, from one to three exchanges of genotypes among the genotypes groups (H, MD and L), totaling 27 cases. Within groups E2 and E3, we carried out exchanges between two and three genotypes, totaling 18 exchanges in E2 and 18, in E3. Adding all the cases (27 in E1 + 18 in E2 + 18 in E3), we obtained the 63 final cases that were simulated and will be discussed below. The first five columns of Table 2 refer to the cases, the number of exchanges carried out, the group of environments where the exchanges were made, the abbreviations of each simulation scenario and the type of exchange between genotypes and the exchange that was introduced in each case. These columns aim to clarify the procedures carried out in each simulation case. Table 2 . Percentage of statistical significance (p-value < 0.05) of GEI for the following statistics: F of GEI in usual univariate ANOVA; regression deviations in ER; scores of genotypes in AMMI outside the confidence interval (AMMI1) or the confidence region (AMMI2 or AMMI3); t associated to BLUPs of GEI effects for genotypes that were exchanged in environments where exchanges occurred (BLUP GenCEnvC); t associated to BLUPs of GEI effects for genotypes that were exchanged in environments where no exchanges occurred (BLUP GenCEnvNC) and t associated to BLUPs of GEI effects for genotypes that did not undergo any type of exchange in all environments (BLUP GenNC) in each simulation case. Therefore, each of the 63 simulation cases shows a sampling distribution of the particular TCH values due to the different conditions and exchanges described in this section. The data are balanced and there is no correlation structure between the effects.
In total, 63 cases were evaluated and for each case, we simulated 540 observations (15 genotypes × 12 environments × 3 replications = 540) and 1,000 replicas and each case was analyzed by the three methods. Thus, each of the three methods evaluated 34,020,000 data points (540 observations × 1000 replicas × 63 cases = 34,020,000).
GEI Evaluation Methods
In this study the following methods were used: 1) ER; 2) AMMI; and 3) mixed model (restricted maximum likelihood (REML)/best linear unbiased prediction (BLUP)).
The ER Method
The use of linear regression to identify stable genotypes was initially proposed by [26] . The authors proposed separating GEI into a multiplicative term and a deviation to verify whether GEI is a linear function of the additive environmental component.
In theory, a sufficient condition for linear regression is that the joint distribution of yield and the environmental index be a bivariate Normal [27] . The authors showed that the expected value for the linear regression coefficient (straight line slope) is ( )
, where ρ is the correlation coefficient, 2 σ and 1 σ are the standard deviations of the environmental index and yield, respectively, allowing to predict the responses if these parameters were known. The greater the ρ and 2 σ and the smaller the 1 σ , the larger the b linear regression coefficient (straight line slope). The higher the ρ the greater plasticity (adaptation ability) to all environments.
Further details about the ER model are given in [4] and [28] .
The AMMI Method
Plant breeding programs commonly analyze the existence of a two-way table (genotypes and environments). This type of table features multi-environment trials (MET), where it is important to test general and specific adaptation of genotypes. The genotypes are influenced by different environmental conditions and may show significant variation in the yield performance in relation to other genotypes. This type of behavior is known as GEI.
The AMMI method, recommended by [23] [29] , is nothing more than a combination between the usual univariate analysis of variance (ANOVA) and principal components analysis (PCA), which can be treated directly through the mathematical technique called singular value decomposition (SVD). AMMI relies, initially, on the estimation of additive effects of genotypes and environments by the method of conventional variance analysis. The residuals obtained from this matrix constitute the interactions matrix where the GEI effects are estimated, considered multiplicative, using PCA.
To determine the optimal number of multiplicative terms in the AMMI method, only the method of [5] was used, based on the approximate F test. The selection of the number of components was made considering 0.05 s retrieves all variation. After defining the optimal number of significant components, we can explain the AMMI family model that was used in this study. For example, if no component is considered significant by the procedure of [5] , we have the AMMI0 model that contains only the additive effects of genotypes and environments, without GEI. If a component is considered significant, we have the AMMI1 model, which contains a component that explains GEI, beyond the additive genotypes × environments effects. For two significant components, we have the AMMI2 model that contains two components, which explain GEI, beyond the additive genotypes × environments effects, and so forth.
Confidence Interval or Region in the AMMI Method
There is a certain difficulty to establish criteria to quantify scores as "low", which are typical of genotypes × en-vironments that contributed little or almost nothing to GEI, aiming to obtain stability of genotypes. In practice, many times, this criterion is subjective based on the researcher's experience. For the AMMI1 method as well as for the AMMI2 and AMMI3 models, we can build confidence interval or region, respectively, to determine the stability of genotypes x environments [30] .
Therefore, the user can set a confidence interval or region where the genotypes that belong to it can be considered statistically stable.
For the AMMI1 model, we set the confidence interval of 95% for the mean of scores in IPCA1 ( )
IPCA1
X of genotypes x environments by:
where: n in the number of scores involved ( g scores for genotypes and e scores for environments); 
where: k g = or e k = for genotypes or environments, respectively; n is the number of scores involved ( g scores for genotypes and e scores for environments); k θ is the mean vector of scores (null vector); k θ is the vector of observed scores; and
is the inverse of the covariance matrix of scores. To identify whether a genotype or environment belongs to an established confidence interval or region, we should observe whether the values ( ) ( )
. If confirmed, the values are considered stable; otherwise, they are unstable, which indicates that the genotype or environment shows specific features. Further details about the AMMI method are given by [12] .
The Mixed Model (REML/BLUP)
According to [31] , in GEI evaluation studies, data show a structure of error much more complex than that considered in usual linear models for conventional data. Thus, in GEI evaluation studies, the REML/BLUP method, also known as the mixed model, has great ability to explain GEI, to inform about specific positive or negative interactions with environments and to decompose the interaction in terms of "pattern" or "noise" [15] . The REML/BLUP method allows the consideration of different structures of variance and covariance for the genotypes × environments effects, which makes the model more realistic. For the GEI evaluation by mixed model, the following statistical model was used:
where: y is the vector of observed data; b is the vector of block effects within each environment (assumed as fixed); g is the vector of genotype effects (assumed as random); η is the vector of GEI effect (assumed as random); and ε is the error vector (random). The uppercase letters represent the matrices of incidence for the referred effects. The distribution of the random effects were: During the analysis, the statistical significance of the prediction solution for random effects in the mixed model was verified using the following hypothesis: Further details about mixed models are given by [32] .
Criteria to Detect GEI in Each Method
To detect GEI in each of the methods (ER, AMMI and mixed model), the following criteria we used: 1) in the ER method, the statistical significance (p-value 0.05 < ) of regression deviations ( )i j d ; 2) in the AMMI method, not belonging to the confidence interval (AMMI1) or the confidence region (AMMI2 and AMMI3); 3) in the mixed model, the statistical significance (p-value 0.05 < ) of the prediction solution for random effect.
Computing Environment to Simulation and Data Analysis
In this study, the R computing environment was used [33] , version 3.0.1, to generate data belonging to the different simulation scenarios and for the statistical analysis of the data. Besides the packages of base distribution, the packages "agricolae" [34] was used for the AMMI method and "lme4" [35] was used for mixed model.
Results and Discussion
Simulation Results
The results in Table 2 show that only in two cases (10 and 12) GEI was not significant in all replicas (1000). The two cases have in common a single exchange between genotypes within the neutral environments (E1-null effect of environment). The high percentage of GEI significance in the simulation cases shows that, in a way, GEI was generated successfully. Only a few replicas within cases 10 and 12 did not show significant GEI, that is, in these situations the exchanges were not sufficient to make GEI significant.
After verifying the statistical significance of GEI by the usual univariate ANOVA, we applied the three methods (ER, AMMI and mixed model) to assess GEI. The evaluation of GEI was verified, initially, by the traditional ER method based on the regression analysis.
In all 63 cases, except for the genotypes where exchanges were carried out, estimates of the linear regression For all 63 cases, considering the genotypes that were exchanged (either one or two or three exchanges), deviation estimates ( )i j d were significant in 100% of the cases ( Table 2) . Therefore, there is no reason to interpret the i b obtained by the ER method, since there is a significant deviation of regression. In other words, for a certain genotype, if there is lack of fit, the linear regression becomes inadequate to explain the behavior of this genotype against the environmental variation. Next, we applied the AMMI method. For cases 1-27 (all types of exchange within the neutral environments-E1), only the first principal component was significant, therefore, the AMMI method in these cases would be AMMI1, and stability is evaluated by checking the scores of the first principal component (IPCA1).
The cases 28, 29 and 30; 34, 35 and 36; 40, 41 and 42; 46, 47 and 48; 52, 53 and 54; 58, 59 and 60 had, in common, exchanges between two genotypes within E2 and E3 environments. For these cases, the first two principal components were significant, therefore, the AMMI method for these cases would be AMMI2, and the more stable genotypes and environments are those whose points are near the origin (0, 0), that is, with scores virtually null for the two axes of GEI (IPCA1 and IPCA2), which are inherent in genotypes x environments that contributed little or almost nothing to GEI. Cases 28, 29 and 30; 34, 35 and 36; 40, 41 and 42; 46, 47 and 48; 52, 53 and 54; 58, 59 and 60 characterized 1) by the occurrence of two genotype exchanges to force GEI; and 2) because these exchanges occurred between the best and worst environments (E2) or they are structured within each group of environment (E3), that is, slightly more rigorous exchanges than those carried out in cases 1-27.
At last, cases 31, 32 and 33; 37, 38 and 39; 43, 44 and 45; 49, 50 and 51; 55, 56 and 57; 61, 62 and 63 had, in common, the exchanges between three genotypes within E2 and E3 environments. For these cases, the first three principal components were significant, therefore, the AMMI method would be AMMI3, and the more stable genotypes and environments are those whose points are near the origin (0, 0, 0), that is, with scores virtually null for the three axes of GEI (IPCA1, IPCA2 and IPCA3), which are the genotypes and environments that contributed little or almost nothing to GEI. Cases 31, 32 and 33; 37, 38 and 39; 43, 44 and 45; 49, 50 and 51; 55, 56 and 57; 61, 62 and 63 characterized 1) by the occurrence of three exchanges of genotypes to force GEI; and 2) because these exchanges occurred between the best and worst environments (E2) or they are unstructured within each environment group (E3). These exchanges were even more rigorous than those carried out in cases 1-27 and, slightly more rigorous than those performed in cases 28 This result corroborates [36] cited by [23] in the evaluation of GEI in trials with wheat. The greater the number of axes (principal components) necessary to explain GEI, the more complex is the interaction pattern. On the other hand, cases 1-27; 28, 29 and 30; 34, 35 and 36; 40, 41 and 42; 46, 47 and 48; 52, 53 and 54; 58, 59 and 60 required the first or the first two principal components to detect most of the existing pattern in the data, thus, featuring an interaction pattern of less complexity in these cases.
In terms of the statistical stability of the genotypes, we can observe in Table 2 that for all 63 cases analyzed, the AMMI method identified effectively (100% of the cases) the GEI, as the genotypes that did not undergo exchanges within each case were not significant. This method, through the confidence interval (AMMI1) or the confidence region (AMMI2 and AMMI3) detected GEI caused by the exchange between the genotypes. In other words, in each of the 63 cases, the genotypes that had exchanges were not included either in the confidence interval (AMMI1) or in the confidence region (AMMI2 and AMMI3) characterizing, thus, the presence of GEI. Because these genotypes were far from the origin, they showed specific features, different from the other genotypes that had no exchanges of any type.
Regarding the statistical stability of the environments, all environments were included in or occurred within the confidence interval (AMMI1) or within the confidence region (AMMI2 and AMMI3).
Finally, we applied the REML/BLUP method (mixed model). Initially, we analyzed the 27 first cases (all types of exchanges within E1) and, for these cases, the environments where exchanges occurred (Env5, Env6, Env7 and Env8). The results in the column "BLUP/GenCEnvC" ( Table 2) , in all 27 cases related to E1, with the GEI effects of exchanged genotypes in these environments showed statistical significance (p-value 0.05 < ), 100%, except in cases 10 and 12. In these two cases, the GEI effect of exchanged genotype was detected at 95% and 94%, respectively, in environments where exchanges occurred.
Considering the values in the column "BLUP/GenCEnvNC" of the same 27 cases in Table 2 , which considers the same genotypes that were exchanged in each case, however, in environments where no exchanges of these genotypes occurred, we observed statistical significance of GEI at lower percentage. Cases 10, 12, 13, 15, 16 and 18 showed the lowest percentage of statistical significance of the GEI effect for environments where no exchanges of genotypes occurred. Cases 10 and 12 showed the lowest percentages of statistical significance of the GEI effect, 78% and 77%, respectively, considering the 27 cases ( Table 2 ). Cases 13, 15, 16 and 18 showed, on average, 91% of statistical significance of the GEI effect. Cases 10, 12, 13, 15, 16 and 18 belong to RSD. Cases 13 and 15 had, in common, the exchange between two genotypes and cases 16 and 18, the exchange between three genotypes.
Next, we analyzed 18 following cases (from 28 -45 where there were all types of exchanges within E2, as shown in Table 2 ). The GEI effect of exchanged genotypes was detected efficiently with a minimum of 98% in cases 28, 29, 30, 32, 35, 38, 40 , 41, 42 and 44, and for these 10 cases, the GEI effect of the same genotypes was significant (greater than or equal to 98%) even in environments where exchanges were not performed (Env5, Env6, Env7 and Env8).
For cases 31, 33, 34, 36, 37, 39, 43 and 45, the efficiency (percentage) in the detection of the GEI effect was reduced. Of these eight cases, only in cases 34 and 36 occurred two exchanges between genotypes. The percentage of statistical significance of the GEI effect of genotypes that had exchanges in environments where they occurred was 91% and 90%, for cases 34 and 36, respectively, and 96% and 95%, respectively, for the same genotypes in environments where no exchanges occurred.
For the other cases (31, 33, 37, 39, 43 and 45) , where three exchanges between genotypes were performed, we obtained on average 67% of statistical difference of the GEI effect of genotypes that underwent exchanges in environments where the exchanges occurred, while, on average, for the same genotypes in environments where no exchanges occurred, the significance was 76%.
Finally, we analyzed the last 18 cases (from 46 -63 where all types of exchanges occurred within E3, as shown in Table 2 ). The GEI effect of exchanged genotypes was detected with 100% efficiency, for cases 47, 50, 53, 56, 58, 59 and 62 in environments where exchanges were performed as well as in environments where no exchanges occurred.
For cases 46, 48, 49, 51, 60, 61 and 63, the detection of the GEI effects for the exchanged genotypes was, on average, 97% in environments where exchanges occurred and 98% in environments where no exchanges were performed. For cases 52, 54, 55 and 57, the detection of the GEI effects for the exchanged genotypes was reduced, on average, to 79% in environments where exchanges occurred and 86% in environments where no exchanges were carried out.
As shown in the column "BLUP/GenNC" ( Table 2 ), for the genotypes that underwent exchanges within each of the 63 cases, the GEI effects were not detected by the mixed model in any of the cases, and the same occurred with the ER and AMMI methods. As expected, for the genotypes that did not undergo any type of exchange (G14 and G15), the GEI effects were not detected in any of the 63 cases considering the three methods (ER, AMMI and mixed model).
In summary, the results allow to verify that the model ER may be a straight line (linear regression model). A sufficient condition for this to happen, according to [27] , is that the joint distribution of yield, TCH, and the environmental index be a bivariate Normal. This condition was observed for genotypes that were exchanged, and the respective values of the deviations ( )i j d
were significant, which invalidated the interpretation of ˆi b from such genotypes in the ER method. Reference [23] added that these procedures, based on regression models, in general, do not inform about specific interactions of genotypes with environments (whether positive or negative) making it difficult to explore the advantageous effects of this interaction. Reference [15] reported that the ER and AMMI methods act at the phenotypic level, while the mixed model, at the genotypic level. In this study, information about specific interactions was explored advantageously from 1) the AMMI method and 2) the mixed model. For [15] , the use of the mixed model and the AMMI method allows to report on positive or negative specific interactions with environments and to decompose the interaction in terms of "pattern" and "noise". However, information on specific interactions is detected differently by the methods. The AMMI method estimates only the principal effects of genotypes and environments and uses the PCA, which is an exploratory data analysis. The method is based on the scores signs (distant from the origin) and in geometric proximity visualized in a biplot between a given genotype with a given environment to describe the type of interaction (positive or negative), which makes the interpretation of specific interactions subjective.
The geometric proximity between genotypes and environments with scores of the same sign informs about specific properties of the interaction between them. On the other hand, as the mixed model estimates the multiplicative effects of specific interactions, there is an effect for each specific interaction between a genotype and an environment and an uncertainty associated with it.
The results obtained in this study allowed the establishment of three general conditions: showing more sensitivity compared with the other methods used. This sensitivity of the mixed model in detecting the GEI effects allowed this method to show statistical significance of the effects of specific interactions of genotypes that underwent exchanges with environments where no exchanges occurred.
Conclusion
In short, each method detects the GEI effect in a different way. Therefore, the methods can be used in a com-plementary way to a better understanding of the complex phenomenon that is the GEI, provided that they are carried out in accordance with the limitations inherent in each of the methods and that the assumptions are verified during the practical application of each method.
