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We report on the variability of task execution times
for the expected system congurations. In addition, we
have executed a system library for an important task
inside the performance model simulator. We report on
the measured algorithm convergence as a function of
the number of vessel thrusters. We have also studied
the system architecture adaptability by comparing the
documented system architecture and the implemented
source code. We report on the adaptability ndings and
the recommendations we were able to provide to the
system's architect. Finally, we have developed models
of hardware and software reliability. We report on hard-
ware and software reliability results based on the eval-
uation of the system architecture.
1 Introduction
In this paper, we present our experience with the ap-
plication of performance, reliability, and architecture
modeling approaches to the assessment of a Dynamic
Positioning System (DPS) architecture. The DPS un-
der study is a software prototype that has been in de-
velopment at Siemens-Chemtech for several years and is
targeted to be deployed to control large mission-critical
vessels. Its main task is to use the vessel's thrusters to
control the vessel position and heading. Specically, it is
being designed to be deployed for monitoring and con-
trolling deep-water oil-drilling vessels. These systems
have very stringent performance and reliability require-
ments that need to be demonstrated prior to obtain-
ing the required quality certications. Therefore, mod-
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eling of performance and reliability is a very important
project objective.
The main contribution of this paper is the presen-
tation of a detailed experience report of the application
of several complementary performance, reliability and
adaptability models to the architecture assessment of a
complex mission-critical system. This experience report
illustrates the breadth and depth of expertise required
to model performance, reliability and architecture of
large industrial systems.
In a companion paper [14], we have presented a new
architecture review process that used a globally dis-
tributed review team to perform architecture risk as-
sessment of this system. We employed a team of experts
to identify and categorize the architecture risks related
to the performance, reliability and adaptability non-
functional requirements. The results presented in [14]
were based on teleconference discussions and face-to-
face interviews of the architects and domain experts.
In contrast, in this paper we present experimental
results that were obtained by modeling performance,
reliability and adaptability using data derived from the
implementation of the DPS system architecture. Specif-
ically, the performance modeling results presented in
this paper were based on actual measurements per-
formed on the implemented software prototype. The
measurement results were analyzed and used to cali-
brate the models. In one instance, the actual imple-
mented software library was executed inside the simu-
lation model. The reliability modeling results presented
for the hardware and the software reliability assess-
ments were based on the analysis of the system archi-
tecture using hardware failure rates obtained from the
hardware vendors and from the black-box software ex-
ecution in a simulated environment. The adaptability
modeling approach was performed by generating De-
sign Structure Matrixes (DSMs) from the Enterprise
Architect (EA) documentation tool and from the ac-
tual DPS prototype source code. This paper extends a
previous publication [20] by providing a black-box reli-
ability analysis and extending the adaptability analysis
taking into account design structure. Furthermore, the
lessons learned were extended with recent insights.
In summary, we have built several models to assess
dierent aspects of the DPS architecture. These mod-
els were instrumented by measuring the performance of
parts of the implemented software. The execution of the
models provided both positive and negative feedback
to the project. As a result of this eort, the project
learned that the tasks as implemented could be proven
to be schedulable. In addition, the sensitivity analysis
showed that the system would perform well even for ves-
sels with a larger number of thrusters. The evaluation
of convergence characteristics of the thruster allocation
under six scenarios that were designed by domain ex-
perts was benecial as it showed good convergence for
these scenarios. The dierence in convergence behavior
for dierent number of thrusters indicates a need to test
additional scenarios before a production version of the
DPS system is certied for production deployment. The
framework developed for the thruster allocation evalu-
ation is very ecient and could be used to test hun-
dreds of scenarios. The adaptability assessment evalua-
tion uncovered several discrepancies between documen-
tation and implementation. We were able to provide
good feedback to the project about the need to contin-
uously maintain the architecture documentation up to
date.
The outline of the paper is as follows. In Section 2 we
present an overview of the work related to the modeling
approaches used in this paper. In Section 3 we present
an overview of the Dynamic Positioning System archi-
tecture and the information ow from the sensors to the
thrusters. We describe the most important task types,
their responsibilities, and how these tasks are activated.
In Section 4 we present the three dierent approaches
that were used to analyze system performance: worst
case analysis Real-Time modeling, Stochastic Model-
ing, and Tangram-II actual implementation simulation
modeling. The objectives of the three dierent perfor-
mance modeling approaches are:
1. In the Real-Time modeling performance sub-
section, we report on the results that were obtained
from the DPS prototype system. Data was collected
on 1,000,000 execution instances, for three dier-
ent vessel congurations. The worst-case execution
times were computed and we were able to show that
the system is schedulable under the Rate Monotonic
Scheduling discipline (RM),
2. In the Stochastic Modeling performance sub-section,
we report on experiments that were conducted us-
ing a Palladio Component Model (PCM) based
high-level simulation model. This model was instru-
mented using data that was obtained from measure-
ments of the system tasks execution time. The ob-
jective of running experiments using the Palladio
Component Model (PCM) was to understand the
full-distribution of tasks execution time and to as-
sess the impact of number of sensors and thrusters
on the tasks execution time.
3. In the Tangram-II implementation based model-
ing approach the actual library implemented for
the thruster allocation was executed inside the
Tangram-II model to evaluate some of the thruster
allocation important characteristics such as the
number of iterations required for convergence, and
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the force distribution among the dierent thrusters
as a function of the number of thrusters actually
used by the vessel. The framework created for run-
ning the library is very useful as it allows for a con-
trolled and ecient execution of the thruster allo-
cation model.
In Section 5 we present results of our experiments us-
ing an architecture adaptability modeling approach. We
compared source code based and design based Design
Structure Matrixes (DSNs), and we report on our ex-
perience with adaptability assessment of the system ar-
chitecture. In Section 6 we present software reliabil-
ity experimental results based on the black-box exe-
cution of the complex industrial system and an addi-
tional Tangram-II model representing hardware relia-
bility. The hardware reliability model was created using
the system architecture and it was instrumented with
hardware failure data. In the software reliability part of
Section 6 we present cumulative failure data obtained
from the execution of the complex industrial system.
Section 7 contains our conclusions and lessons learned.
2 Related Work and Background
In this section we present a brief overview of previous
work that is related to the non-functional requirement
modeling approaches used in this paper.
2.1 Architecture Assessment
In this section we present a brief overview of the Non-
functional requirement modeling approaches used in
this paper.
In this section we also summarize the architec-
ture assessment process used for identifying the non-
functional requirement models that were used to evalu-
ate this complex industrial system. A detailed descrip-
tion of the process used and the architecture assessment
results can be found in [14].
We used a globally distributed review team with
performance analysis and architecture expertise in the
dierent non-functional domains being probed, as for
example, real-time, hardware and software reliability,
performance, and architecture design structure.
The project quality attributes most important to
the business were dened by the customer, and were
later rened into operational scenarios by the domain
experts. Several meetings were held to categorize the
operational scenarios according to risk and the business
utility, using an operational scenario-based analysis of
the software architecture as described in [22].
The non-functional requirements analysis of the
complex industrial system, as reported in [14], was fo-
cused on the following domains:
{ Adaptability - the property of being able to add new
features quickly to the system,
{ Reliability - the probability of correct operation
without failures for a given time under a specic
environment,
{ Real-Time - a property that enables the system
architect to reason about the probability of tasks
meeting hard deadlines,
{ Fault-Tolerance - mechanisms to prevent faults from
propagating to the service boundary,
{ Performance - the ability to control the total re-
sponse time of the tasks executing in a control loop.
The result of the scenario-based analysis process was
the identication of the most important scenarios and
the associated domains. The most important domains
identied for further analysis were adaptability, robust-
ness (reliability, fault-tolerance), performance, and real-
time. The remainder of this paper presents the details
of the non-functional requirement models that were de-
veloped as result of the architecture assessment of the
complex industrial architecture.
2.2 Real-Time
The periodic real-time scheduling problem has been
studied extensively for uniprocessors. There are two
types of task priorities that can be considered in real-
time systems, namely dynamic priority and static pri-
ority. In the former, two optimal dynamic scheduling
algorithms have been devised on uniprocessors, namely
Earliest Deadline First (EDF) and Least Laxity First
(LLF). Both guarantee that each task meets its dead-
line if the sum of task utilizations is less than 100%,
that is, if the processor is not overutilized. Formally,
a set of n tasks will be accepted into the system, and
guaranteed to meet all deadlines, if [25]:
nX
i=1
WCETi
Ti
 1 (1)
where WCET is the worst-case execution time of the
task, Ti is the task period and n the number of tasks,
then the system is guaranteed to be schedulable. The
deadline of the tasks is considered to be equal to their
periods. Note that WCETiTi represents the utilization of
a task, or the percentage of the processor being used
by task i. Researchers have noted that some task sets
scheduled by LLF may suer from a high number of
preemptions. Although EDF is an optimal scheduling
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algorithm, it also has some overhead, due to the order-
ing of tasks by deadlines every period.
To avoid the overhead of dynamic priorities, static-
priority algorithm Rate Monotonic Scheduling (RMS)
is optimal among all xed-priority scheduling algo-
rithms. A xed-priority algorithm such as RMS asso-
ciates each task i with a xed priority pi / 1=Ti,
that is, the inverse of the period of the task, and exe-
cutes the available task with the highest priority. The
benet of this scheme is that it is simple: tasks never
have to change priority and they execute periodically
at their own priority1; in addition, many operating sys-
tems (e.g., QNX) implement xed priority schemes. The
original admission control for RMS was proposed in [25]
(and is very well described in [8]) and it accepts a set of
n tasks into the system, and guarantees that all dead-
lines will be met if
nX
i=1
WCETi
Ti
 n(21=n   1) (2)
the system is guaranteed to be schedulable. The restric-
tion expressed in Equation 2 is a sucient condition.
Note that Equation 2 has a smaller bound than Equa-
tion 1 due to the interference of the xed priority tasks
on one another: even though a task i may have an
earlier deadline than another task j at a specic time
instant, the priority of j might be higher than that of
i, causing i to have to wait for j , requiring a smaller
bound to account for such interference.
There are some restrictions on the task sets con-
sidered in these bounds (for all above algorithms and
bounds), namely that it be preemptable (which most
tasks are) and that each task is independent from each
other. The use of shared resources among RT tasks
may lead to priority inversion and subsequently to un-
bounded blocking times. Several resource access proto-
cols such as the Priority Inheritance Protocol [29], the
Priority Ceiling Protocol [29] and the Stack Resource
Policy [3] have been proposed to solve this problem.
The schedulability analysis for these protocols take the
eect of shared resources into account by adding an ex-
tra term in the formula for a task response time that is
at most maxni=1WCETi for higher priority tasks.
In our system, tasks are periodic (actually all tasks
have the same period, making it even more ecient) but
they do use shared resources, therefore making some
tasks dependent on each other. A work around this re-
striction is due to the nature of the DPS system, with
its large time delays for the physical movement of the
vessels, which allows for stale data (1-2 periods old)
to be used without changing signicantly the physical
1 Tasks can also be dispatched by hardware, given the sim-
ple xed-priority scheme.
characteristics of the system. In addition, in our system,
the WCET of the tasks is very small in comparison to
the period of the tasks, and adding one extra WCET
would not make a big dierence in the total utilization
of the system, and would still keep it under the bound
required for all tasks to meet their deadlines. Thus, we
need not be concerned with the priority inversion prob-
lem.
Other utilization bounds have been proposed, for
example in [7] the bound takes into account the tasks
periods and exact admission controls are given in [2,
24]. Due to the nature and utilization of our system,
these more advanced bounds need not be used.
2.3 Adaptability Model
As an emerging design model, design structure matrix
(DSM) [4,30,10] has been used to visualize the depen-
dency and modular structure within software systems.
In this study, we use DSMs to model both designed
architecture structure and its implementation for the
purpose of assessing the system's adaptability when the
software changes.
A design structure matrix is a square matrix where
the columns and rows are labeled with the same set,
in the same order, of design dimensions where deci-
sions are needed. We refer to each design dimension
as a variable. A variable can model a component in
a design model, a class in source code, or a method
within a class. If a cell in a DSM is marked, it means
that the variable on the row depends on the variable on
the column. A module in a DSM represents a group of
variables, modeled as a block along the diagonal. For
example, all the classes related to the same feature can
be aggregated into one module.
To address the problem that manually constructing
a DSM can be time-consuming and error-prone, Cai
and Sullivan developed the Augmented Constraint Net-
work (ACN) model to represent the dependency rela-
tions among design dimensions (variables) using logi-
cal expressions [9,10,33]. From an ACN, the semantics
of pair-wise dependency can be formally dened and a
DSM can be automatically derived. In order for design-
ers trained with UML modeling to leverage these tech-
niques, Cai and her students have formalized and im-
plemented the transformation of prevailing design mod-
els and software artifacts, such as UML class diagram,
UML component diagram and source code into ACN
models [33]. After that, the structures of these artifacts
can be automatically represented as DSMs.
To further analyze the modularity and adaptability
of the system, we also clustered these DSMs into a spe-
cial hierarchy, the design rule hierarchy (DRH) [32].
Title Suppressed Due to Excessive Length 5
The top level of the hierarchy models most inuen-
tial design decisions that only inuence other parts of
the system but are not inuenced by them. For exam-
ple, most systems applying architectural or design pat-
terns, such as model-view-controller pattern, publisher-
subscriber pattern, or abstract factory pattern, usually
employ a group of key interfaces (e.g. an abstract fac-
tory interface) to lead the pattern. These interfaces are
modeled as design rules{the design decisions that de-
couple the rest of the system into modules [4]. These
design rules should remain stable because many other
components depend on it.
In a DSM, these design rules are modeled as special
variables that do not depend on non-design-rule vari-
ables, but only dominate (inuence) other variables. In
a DRH-clustered DSM, the subsequent layers contain
design dimensions that only depend on the previous
layers. The nal layer contains modules that do not in-
uence any other components of the system, and can be
changed freely as long as the design rules before it are
stable. Another feature of the hierarchy is that each
layer contains a set of modules that are independent
from each other.
DSM modeling makes it easy to assess the adapt-
ability of the system. If an existing component needs to
be changed, we just need to calculate which and how
many other elements depend on it and hence may be
subject to change. The fewer number of elements are
aected, the more adaptable it is. If a new component
is to be added or deleted, we can estimate at which
level these components will be added or deleted. If these
components only impact the bottom layer as indepen-
dent modules, it means that the open to extension close
to modication principle can be followed, and the sys-
tem is easily adapted to the given change. On the other
hand, if a change will aect the top level design rules,
or will aect several other components, then the system
is not very adaptive to the given changes. By compar-
ing the designed and implemented modular structure,
we can verify that the implementation realizes the de-
signed adaptability.
Based on the design rule hierarchy, the overall
adaptability can be assessed using the independence
level [31] metric. This metric measures the percentage
of the system contained in the bottom layer of a design
rule hierarchy, the larger the portion, the more adapt-
able the system is because the more modules can be
changed, or even substituted with new versions with-
out inuencing the rest of the system. By contrast, if
the portion of the system in the bottom layer is small,
it means that most of the system depend and inuence
each other, and changing part of it will often inuences
the many other elements.
2.4 Black-Box Software Reliability
In black-box software reliability estimation the system
is executed as a whole, and the system failure rate is
statistically estimated based on the measured failure
data [18]. The execution of accurate black-box software
reliability testing requires that software be completely
developed and be stable. Black-box software reliabil-
ity models are dicult to apply in practice because
a production-like environment needs to be built with
enough detail to reveal service impacting failures. In ad-
dition, the test environment needs to drive the system
under test using a production-like operational prole,
as described in [26]. Section 6.2 presents the black-box
reliability estimation of the complex industrial system
analyzed in this paper.
In the following sub-section we describe, for the sake
of completeness, a software reliability estimation ap-
proach based on the analysis of software architecture.
For a systematic review of architecture-based software
reliability estimation approaches, see [19].
2.5 Component-Based Software Reliability Model
In contrast to the black-box software reliability estima-
tion approaches, reliability models based on the soft-
ware architecture need to be aware of the structure of
the software components and the way they are inter-
connected. For this reason, even though such models
are able to capture more details of a system, they are
not always applicable, because several model parame-
ters are either unknown, when the approach is applied
early in the software lifecycle, or dicult to collect from
running systems.
We describe in this section the preliminary models
and the associated parameters required by the reliabil-
ity analysis methodology described in [11].
In Figure 1 we give a visual representation of the
parameters of our component-based software reliability
model, as associated to model elements, that are:
{ the internal failure probability (intf(i)) is the prob-
ability that a component generates a failure caused
by some internal fault;
{ the error propagation probability (ep(i)) is the prob-
ability that a component propagates to its output
interface an erroneous input it has received;
{ the propagation path probability (p(i,j)) is the tran-
sition probability from the output interface of com-
ponent i to the input of component j.
The REL index represents the reliability of the sys-
tem model in Figure 1, that is a function of the above
parameters.
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Fig. 1 Reliability attributes of a component-based model.
Values for these parameters can be estimated as fol-
lows:
{ the internal failure probabilities can be roughly esti-
mated from the KLOC (thousands of lines of code)
of the corresponding source code artifacts. This and
other estimation techniques are described in [15];
{ the error propagation probabilities can be set: (i)
to 0 for the components that lack error masking
mechanisms, i.e. components that always propagate
to their output interfaces erroneous inputs they re-
ceive, (ii) to 1 when the most eective error masking
mechanism is implemented for a component so that
no errors propagate to its output interface; (iii) all
intermediate values (between 0 and 1) represent dif-
ferent capabilities of component error masking, and
they can be estimated with dierent techniques (e.g.
[1]);
{ the propagation path probabilities can be derived at
early design stages from the system models that
are available at that time, or from software arti-
facts (e.g. UML interaction diagrams), possibly an-
notated with stochastic data applied on interaction
patterns [12].
Fig. 2 The software architecture of DPS controller.
The UML Component Diagram in Figure 2 shows
the software architecture of the DPS controller (aka
IPU). These components are arranged according to the
tasks they are involved in, namely DataRetrieval and
DynamicPositioning (see Section 3).
The required reliability parameters (i.e., intf(i),
ep(i), p(i,j)) are annotated as variables (i.e. $-prexed
terms in the gure) within tags of stereotypes
(i.e., DaComponent::failure, DaComponent::errorProb
and GaStep::prob, respectively). These stereotypes are
dened in UML proles suitably devised to support
model-based analysis methodologies2. Details on how
to compute the REL system reliability for such an ar-
chitectural description, as a function of the above pa-
rameters, are provided in [11].
We could not apply the component-based reliability
approach to the DPS system, because the DPS system
testing infrastructure was not instrumented to collected
the data required for the estimation required parame-
ters. We retain relevant to briey report on this experi-
ence, because it allows us to focus on the obstacles that
can be encountered in this direction.
The DPS system simulation model kept track of
messages and data exchanged among software compo-
nents. However, no probes were implemented to collect
data related to internal failures, error and path prop-
agation probabilities, which are necessary to compute
the component-based reliability. In addition, the DPS
system simulation did not collect the error propagation
probabilities due to the lack of a complete system spec-
ication oracle.
Our experience on DPS resulted in the denition of
a hierarchy among parameters, according to the increas-
ing complexity of the collection approaches. Speci-
cally:
{ internal failure probabilities intf(i): data to collect
for such parameters are only related to the com-
ponent Ci, in that such probability can be locally
computed as the number of deviations of compo-
nent output from a given specication oracle;
{ propagation path probabilities p(i,j): data to collect
for such parameters are related to the amount of
messages exchanged between components Ci and
Cj , hence they can be probed on the connector
among each pair of interacting components;
{ error propagation probabilities ep(i): dierently
from the above parameters, the values of this one de-
pend on the system execution as a whole (i.e. they
cannot be detected locally). In fact ep(i) requires
that, during the system execution/simulation, an
oracle exists for each component that determines if
the current input, though within the feasible range
for the considered component, represents an error
for the whole computation. This occurs if the cur-
rent input is not the one that should be produced by
the processing that precedes this component along
2 MARTE (Modeling and Analysis of Real-Time and Em-
bedded systems [27]) and its extension DAM (Dependability
Analysis Modeling) [6]
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the current path. Therefore, a whole system spec-
ication oracle is needed to detect the amount of
erroneous inputs a certain component propagates
ahead.
2.6 Palladio Component Model
The implementation of the Stochastic Performance
Analysis approach is based on an architectural mod-
eling language called Palladio Component Model
(PCM) [5,21]. The PCM is a modeling language
specically designed for performance prediction of
component-based systems, with an automatic trans-
formation into a discrete-event simulation of general-
ized queuing networks. Its available tool support (PCM
Bench) allows performance engineers to predict various
performance metrics, including response time, through-
put and resource utilization. The PCM has been de-
signed for performance prediction of component-based
business information systems, focusing on the reusabil-
ity of performance specication in dierent contexts
and on enabling stochastic performance analysis by pro-
viding distribution functions for performance metrics.
The PCM supports explicit modeling of dierent
context inuences on performance properties (such as
operational prole, available external services, and used
hardware platform) to achieve reusable specications.
The PCM component performance specications can be
parametrized for these context inuences, so that they
can be reused together with the component implemen-
tation in dierent contexts. For example, the resource
demand of a component can be modeled as a function
of the amount of processed data, so that the same com-
ponent specication can be reused in dierent systems
and settings with varying amount of data being pro-
cessed. Similarly, the control ow within components
is modeled parametrically and can depend upon input
parameters or results of other called components.
The goal of PCM predictions is to provide distribu-
tion functions of performance metrics, which can be
used to for example determine whether service level
agreements such as "the systems responds within 5 sec-
ond in 90% of all cases" under a given operational pro-
le is fullled. Such percentile requirements cannot be
answered with mean-value based prediction approaches,
and are yet relevant for performance requirements be-
cause they better reect the user perception of the sys-
tem's performance.
In a PCM model, time consumptions of single tasks
can be modeled as generalized distribution functions,
approximated using stepwise functions as shown in Fig-
ure 3. Every type of distribution function can be ap-
proximated in this way. In the gure, the distribution
x
f(x)
10 73 79 84 93
Fig. 3 Approximating a generalised distribution function
with a stepwise dened function (from [23])
function, shown as a black probability density function,
is approximated by the stepwise function, shown as red
rectangles. The approximation is dened by dening a
interval ]a; b] (e.g. from 10 seconds to 73 seconds) and
the probability p that the random variable takes a value
v with a < v  b (e.g. 0.6 for the mentioned interval).
Graphically, the area of each rectangle reects the prob-
ability of the interval. The approximated distribution
function is dened by enumerating the upper right cor-
ners of the red rectangles. Thus, accurate distributions
of the overall performance metrics can be derived by
simulation.
Such distribution functions are used to model the
resource demands and other performance-relevant pa-
rameters of software components (cf. [5]). Several anal-
ysis approaches are supported to derive performance
metrics of the overall system based on the such com-
ponent performance models. In this work, we use the
SimuCom simulation to retrieve performance metrics.
In addition to the PCM's primary domain of busi-
ness information system, the main concept of reusable
component performance specications and prediction of
distribution functions is relevant for other types of sys-
tems as well. In this work, we studied the applicability
of the PCM in a system with real-time constraints. Our
research questions was whether the abstractions used in
PCM component performance models and analyses al-
low to answer relevant performance questions.
If combined with worst case analysis, a PCM pre-
diction can give further insight into the distribution of
response times. Potentially, the created component per-
formance models can be reused in dierent contexts,
e.g. in a product line of DPS systems for dierent ship
congurations with varying hardware equipment and
varying operational prole.
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3 Dynamic Positioning System
The non-functional requirement models presented in
this paper were applied to the Dynamic Positioning
System (DPS) project. An overview of the DPS project
architecture was presented in [14]. Figure 4 shows the
physical architecture of the system. The system con-
sists of sensors, controllers (aka IPU), human-machine
interfaces (HMI) and thrusters. This paper focus is in
the system's main ow, where the IPU plays the major
role.
The IPU houses the system core, being responsible
for consolidating the data from all sensors, computing
the force needed to keep the vessel in the desired posi-
tion, commanding the thrusters, and making important
process data available. The IPU uses the QNX Neutrino
Real-Time Operating System [28]. There are four kinds
of tasks running in the IPU:
1. The DataRetrieval task (DR) is responsible for get-
ting data from a specic sensor. There are three
kinds of sensors in the system, each one of them with
triple redundancy, which gives a total of 9 DataRe-
trieval tasks,
2. The DataLayer task (DL) stores the real-time val-
ues collected from sensors, from control tasks, and
from the operator. The DataLayer task makes the
collected data available for every other task that
needs to access this data. It is essentially a memory-
resident database that can be used to synchronize
the tasks (passing information from one task to an-
other),
3. The DynamicPositioning task (DP) is the main sys-
tem task. It is responsible for running the mathe-
matical algorithms [17] that compose the dynamic
positioning system (in particular the thruster allo-
cation algorithm), and also for sending commands
to the thruster system,
4. The IPUManager task (IPUM) is responsible for co-
ordinating the IPU redundancy. The IPUManager
is responsible for selecting one and only one IPU
to be the master, leaving the other two as backup
stations. Since this selection is done periodically it
is also used to keep all three IPUs synchronized.
However, we do not consider the IPUM task in the
timing analysis since it has a very low execution
time.
The IPU information ow is illustrated in Figure 5.
A DataRetrieval task is instantiated for each sensor that
is connected to the system. The measurements collected
by the DataRetrieval tasks are transferred to the Data-
Layer task and are routed to the DynamicPositioning
task.
Fig. 4 Architecture overview of the Dynamic Positioning
System
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The control loop is the ow that begins in the Sen-
sors, passes through the DataRetrieval and the Dynam-
icPositioning tasks and ends in the Thrusters. The di-
agram in Figure 6 shows the relationships between the
tasks.
4 Performance
In this section we present the three performance model-
ing approaches that were developed to assess real-time
performance, task execution time as a function of the
number of system interfaces, and the thruster allocation
convergence characteristics.
The real-time task model level of abstraction as-
sesses the impact of worst case control loop execution
time on the system ability to satisfy the real-time re-
quirement, as the the control loop must be executed
in one second. The stochastic analysis model studies
the impact of the number of sensors and thrusters on
the control loop execution time distribution. The ac-
tual implementation approach executes the thruster al-
location module inside a performance model to assess
the impact of the number of thrusters on the conver-
gence characteristics of the thruster allocation library,
because the most critical task in the control loop is the
thruster allocation algorithm. The thruster allocation
algorithm is based on an iterative solution of an opti-
mization problem. It is a small part of the control loop,
but the investigation of the convergence characteristics
of the thruster allocation algorithm is a very important
modeling objective as bad convergence characteristics
could have a signicant impact on the ability of the DP
system to control the vessel's position.
4.1 Real-time Analysis
Real-time is a property that allows reasoning about
time and temporal characteristics of the system. In par-
ticular, for this DP system, the approach adopted in the
DP architecture to implement real-time was to use a
periodic task set that repeats execution at specic mo-
ments in time. The xed-priority scheduling discipline
used is known as Rate Monotonic Scheduling [8].
Fig. 6 DP tasks relationships
All the described tasks are periodic, with a 1s pe-
riod, and this period was chosen also as the cycle exe-
cution. Experiments were conducted with a prototype
system that executes each of the tasks individually and
independently, and measures the execution time (ET)
of a task for each instance executed. We measured the
ETs of each task from 1,000,000 executions instances,
for 3 dierent vessel congurations. These congura-
tions are based on the number of thrusters in the ves-
sel, and we used typical values of 4, 6, and 8 thrusters.
In all cases, only the DP task has dierent worst-case
execution time (WCET), DL and DR keeping the same
execution times. The DP WCETs obtained were, ap-
proximately, 106:0ms, 107:8ms, and 168:9ms, for 4, 6,
and 8 thrusters, respectively. In Table 1, we show the
worst-case, the average case and other statistical mea-
sures of the ETs of the tasks, for an 8 thrusters cong-
uration, i.e., the most demanding one.
As indicated in Table 1, in 99% of the cases the ex-
ecution times are well below the WCETs, and this in-
dicates the existence of an additional spare capacity for
running background (non-critical) tasks. We note that
even if there is a major reduction in execution times of
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Table 1 Execution times (ET) (s)
Measure DL DR DP
Worst-case ET 2039.6 1038.8 168875.0
Minimum ET 21.8 71.1 97596.0
Average ET 155.0 152.6 109268.7
Standard deviation 55.2 102.3 4841.7
Median 145.1 110.8 108877.0
Percentile (0.99) 286.27 394.7 122783.0
the DR and DL tasks, the DP task is the dominant in
terms of WCET and therefore dwarves the other tasks.
The OS used in the DP system is QNX, which al-
lows for specication of real-time tasks, that is, critical
tasks that have xed high priorities and can pre-empt
lower priority tasks. It should be noted that the tasks
are independent. Since the system is periodic and all
tasks have the same period, we can simply add their
WCETs and compare the sum with the period/cycle
length (task switching overhead is negligible in this sys-
tem). In this case, the total execution time is less then
181ms for the 12 tasks (9 DR, 1 DL, 1 DP, and 1 IPUM
tasks), corresponding to a total CPU utilization of less
than 19%.
It has been shown in [25] that in Equation 2 in Sec-
tion 2.2, for large values of n, the right-hand side con-
verges to 69:3%. Since the computed DP utilization of
all the tasks running in the processor add up to 18:03%,
which is less than the bound of the rate-monotonic anal-
ysis, it is clear that the DP system is schedulable and
all deadlines will be met.
4.2 Stochastic Performance Analysis
In addition to reasoning on the worst-case execution
time as presented in the previous section, we study the
execution time distribution for the tasks on the IPU
node. Studying the execution time distribution gives
additional insight into the timing behavior of the sys-
tem, and enables us to estimate how quickly the control
loop executes in most cases (e.g. in 95% of all cases).
For systems where rare misses of the deadline are ac-
ceptable, stochastic analysis can give less conservative
estimates for performance and thus avoid oversizing of
resources. In the DPS system, rare misses would be ac-
ceptable because the system can continue to function
with the results of the previous control loop iteration.
For the current system design the results from the
previous section show that the control loop deadline is
satised in the worst case. The analysis in this subsec-
tion provides additional results concerning the sensitiv-
ity of the control loop execution time to changes in the
vessel conguration.
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Fig. 7 Measured execution times of tasks for stochastic per-
formance analysis
We modeled the DataRetrieval, DataLayer, and Dy-
namicPositioning components using measurements of
the IPU tasks on a PCM model. The input data were
execution time measurements for the DataRetrieval
tasks of three dierent types of sensors (Gyro, GPS,
Anemometer), for the DataLayer setDataPoint opera-
tion, and for the DynamicPositioning task, which con-
tains the thruster allocation. We approximated the
measured execution time distributions by step functions
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Fig. 8 Visualization of an PCM model excerpt: Measured ex-
ecution times from Fig. 7 are annotated to the PCM behavior
model
(some are shown in Fig. 7) and fed them into the PCM
model. Figure 8 visualizes an excerpt of the resulting
PCMmodel: each component's behavior is modeled and
annotated with the measured execution time distribu-
tions.
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Fig. 9 Execution time distribution of the control loop with
3 sensors and 8 thrusters
Simulation results with the predicted execution time
distribution are shown in Figure 9. The execution time
varies between 110 ms and 130 ms. The distribution
has two modes and positive skew (i.e. a longer tail on
the right side). The quantiles of the distribution tell
us how likely it is for the execution time to be below
a given threshold. For example, the execution time is
lower than 125ms in more than 98% of all cases (marked
in the gure).
4.3 Sensitivity Analysis
In this section, we analyze the impact that added com-
ponents have on the tasks execution times using the
parametrized PCM performance models. The two stud-
ied extension scenarios are (1) new types of sensors are
added for further calculations, which leads to an in-
crease of input data and messages, and (2) the num-
ber of thrusters of the vessel varies. For both extension
scenarios, we perform a sensitivity analysis by rst re-
evaluating the real-time performance and then deter-
mining the execution time distributions by running the
PCM simulation.
If new types of sensors are added to the system (rst
extension scenario), more DataRetrieval tasks (one per
added sensor) have to be executed on the IPU node.
As every sensor is triple redundant, adding one more
functional sensor would require the addition of three
new physical sensors. Domain experts estimate that up
to six dierent functional sensors could be required on
a vessel, leading to up to 18 physical sensors. We as-
sume that new types of sensors will have similar com-
putational demands as the existing ones. In the PCM
model, we vary the number of functional sensors from
the currently existing three sensors to a maximum of
nine sensors and study system performance. The num-
ber of thrusters is set to eight.
From a hard real-time point of view, where just
WCETs are taken into account, a conguration with 8
thrusters and 9 dierent kinds of sensors (and thus 27
DataRetrieval tasks) would imply in a maximum pro-
cessor utilization of 19:9%, and this would satisfy the
condition indicated by Equation 2.
The results of the stochastic analysis are shown in
Figure 10: the number of sensors has small impact on
the overall execution time of the three IPU tasks. Again
we observe that, even if 9 functional sensors are used,
the execution time stays well below the one second
deadline. Extrapolating our predictions linearly, we es-
timate that the critical amount of deployed sensors for
the required 1 second deadline lies higher than 1000
functional sensors.
For the case that the numbers of thrusters varies
(second extension scenario), the time required for the
call to the thruster allocation algorithm changes. Do-
main experts estimate that vessels have typically from
4 to 8 thrusters.
We measured the execution time of the calls to the
prototypical thruster allocation algorithm for 4, 6, and
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Fig. 10 The execution time distribution of the IPU tasks is
shown for three dierent amount of functional sensors. In-
creasing the number of functional sensors to 6 (middle box)
or 9 (right box) leads to an increased execution time, which
is well below the deadline of 1 sec.
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Fig. 11 Approximated density functions of sensor number
change for 3 sensors (red solid line), 6 sensors (green dashed
line), and 9 sensors (blue dotted line).
8 thrusters and fed the dierent measured execution
time distributions into the PCM model. The execu-
tion time distribution as a function of the number of
thrusters was estimated from the simulation model. The
number of sensors is set to six.
The results of the stochastic analysis are shown in
Figure 12: the number of thrusters has a higher impact
on the execution time of the IPU node tasks. Thus,
vessels with less thrusters than the initial conguration
with eight thrusters require signicantly less execution
time; increasing the number of thrusters to more than
eight would signicantly increase execution time.
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Fig. 12 Impact of thruster number change in a boxplot: The
execution time distribution of the IPU tasks is shown for three
dierent amount of thrusters. The current system has eight
thrusters (rightmost box). Decreasing the number of thrusters
to 6 (middle box) or 4 (left box), as expected for some vessel
types, lead to an decreased execution time.
4.4 Thruster Allocation Algorithm Analysis
Sections 4.1, 4.2 and 4.3 analyze the worst-case execu-
tion time and the execution time probability distribu-
tion for the control loop of the Dynamic Positioning
System (DPS). The control loop analysis is based on
measurements taken from experiments conducted with
a prototype system. One of the conclusions of that anal-
ysis was that the control loop execution time is im-
pacted by the number of vessel thrusters.
In contrast, in this sub-section we simulate several
realistic vessel scenarios, and analyze the number of
steps required for the vessel thruster to converge to the
desired position. The analysis contained in this sub-
section takes into account the interactions between the
force that needs to be applied to turn the vessel and the
number of thrusters the vessel can use to produce the
required force. Therefore, the goals of this sub-section
are to study the thruster algorithm convergence char-
acteristics under dierent scenarios and to analyze the
distribution of the force among the thrusters when the
number of working thrusters varies with time. The anal-
ysis is based on a simulation model which uses the al-
gorithm implementation.
The main goal of the algorithm is to compute the
force and the angle that each thruster must have to
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meet the resultant force demanded. The desired resul-
tant force is represented by three components: (i) Surge:
the vessel movement in forward or backward directions,
(ii) Sway: the vessel movement in left or right directions,
and (iii) Yaw: the vessel rotational movement in clock-
wise or counterclockwise directions on the plane formed
by surge and sway. These parameters are the inputs of
the algorithm.
We used the Tangram-II modeling environment [13,
16] in our evaluation. The tool provides the ability to
construct from simple to complex models, and solve
these by several analytical or simulation methods and
to support experimentation via active measurements in
computer networks. A large set of methods to calculate
the measures of interest is also available. In addition,
there are features that help the user to visualize the evo-
lution of the model variables with time, useful both for
developing an analytical or simulation model. A rich set
of analytical solution techniques, both for steady state
and transient analysis, are available, as well as, event
driven and uid simulators.
The simulation engine of Tangram-II has a feature
called the modeling tool kit (MTK), which is a frame-
work where users can develop customized algorithms as
self contained plugins and use those in the simulation
engine. Just like a class in the object oriented paradigm,
each plugin is composed of attributes and methods,
which all models created from that plugin share, and
which can be accessed or executed by the user. Users
can create and delete the MTK plugins (called MTK
objects), set and get their attribute values, and execute
their methods. In this way, users can develop complex
algorithms in C++ and execute them. The simulation
engine sees any MTK plugin as a black box, which cor-
responds to a new Tangram variable type (the MTK
object).
We built a MTK plugin for the thruster allocation
algorithm. The MTK plugin contains the C++ code of
the algorithm implemented in the prototype system.
Table 2 shows the scenarios evaluated. The scenar-
ios were designed to test the behavior of the algorithm
in critical situations. The rst six scenarios represent
a sequence of vessel movements. The objective of these
scenarios is to analyze the convergence time of the al-
gorithm. In scenarios one to four, after each one of the
movements, there is always a stop command. The goal
is to study the algorithm behavior if the vessel stops af-
ter each movement. Scenario 6 evaluates the case when
the vessel does not stop between two consecutive move-
ments. In the seventh scenario we evaluate the behav-
ior of the algorithm when the vessel rotates and some
thrusters are turned o. Our goal is to analyze the case
where some thrusters stop working.
The second column of Table 2 shows the vessel
movement and the force in that direction. These are
the input parameters of the algorithm. In the rst sce-
nario, for example, the resultant force demanded is rep-
resented only by the sway parameter, and in the fourth
scenario, the demand is represented by the sway and
surge parameters.
For each scenario and required movement, the al-
gorithm is executed a certain number of times (It is
an iterative algorithm.). The stop condition is the dif-
ference between the resultant force demanded and the
resultant of the allocated force computed by the algo-
rithm. When this dierence is less or equal to 10 1, the
algorithm is stopped. The algorithm output is the force
and the angle to be applied by each one of the thrusters
and the sum of these vectors, i.e. the resultant vector.
For example, for the rst movement of scenario
1 (right(40)), the input parameters were surge=0,
sway=40, and yaw=0, the required number of itera-
tions was equal to 3, and the output was surge=0.01,
sway=40, and yaw=0.
Figure 13 shows the thrusters position (Cartesian
coordinates) in the vessel and the thruster ID. Each
thruster can produce a force which varies from 1 to 10,
in unitary steps, and rotate 360, in 30 steps.
Fig. 13 Vessel's thrusters position.
We simulate each scenario 100 times and compute
a 95% condence interval. We choose not to show the
condence intervals in the gures to make the plots
more readable.
Figure 14 displays the mean number of algorithm
iterations for the scenarios one to six varying the num-
ber of working thrusters from 4 to 8. We consider that
when the number of working thrusters is equal to n, the
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Table 2 Scenarios
Scenario Description Required Movement(Force)
1 Left to right right(40), left(40), right(40), left(40), right(40)
2 Forward and backward forward(40), backwards(40), forward(40), backwards(40), forward(40)
3 Rotation counterclockwise(10), clockwise(10), counterclockwise(10), clockwise(10)
4 Left-backwards and forward (26.7) and right(26.7), backwards(26.7) and left(26.7), forward (26.7) and right(26.7),
right-forward backwards(26.7) and left(26.7), forward (26.7) and right(26.7)
5 Keep position stop(0)
6 All movements left(40), right(40), forward(40),backwards(40), left(40), right(40), forward(40), backwards(40)
7 Rotation turning counterclockwise(5) during all the scenario; all th on, turn o th 8, turn o th 7
in and o thrusters turn o th 6, turn o th 5, turn o th 4, turn o th 3, turn on th 3, turn on th 4,
turn on th 5, turn on th 6, turn on th 7, turn on th 8
working thrusters are 1; 2; :::; n (see the thruster ID in
Figure 13). For all the results in Figure 14, the length
of the condence interval is less than 6%.
Note that for the majority of scenarios, the num-
ber of iterations when only 4 thrusters are working is
greater than when all thrusters are operational. The
increase in the number of iterations goes from 10%
(scenario 3) to 70% (scenario 1). Scenario 5, where the
vessel needs only to maintain its position, is the only
one where the number of iterations does not vary with
the number of working thrusters. These results shows
that there is a trade o between the number of working
thrusters and the number of algorithm iterations. On
the one hand, all thrusters must be operational to get
a faster algorithm response, on the other hand, there
will be more power consumption.
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Fig. 14 Number of iterations for each scenario.
Figure 15 displays the mean force that each thruster
must produce considering scenario 7, i.e., when the
vessel rotates counterclockwise and each one of the
thrusters is turned o and after turned on. For all the
results in Figure 15, the length of the condence inter-
val is less than 13%.
The main goal of this analysis is to evaluate the
distribution of the force among the thrusters when the
number of working thrusters varies with time. Note that
when only thrusters 1 and 2 are working, the force they
must produce is almost the same and near the maxi-
mum value, on the other side, when all thrusters are
working, each thruster have to produce a force near the
minimum value. The results show that the algorithm
tries to uniformly distribute the force among the work-
ing thrusters.
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4.5 Lessons Learned
The three dierent approaches for performance analysis
provided a comprehensive performance assessment of
the DPS architecture.
The real-time analysis has shown that all tasks are
schedulable. The sensitivity analysis of tasks schedu-
lability was performed by increasing the number of
thrusters and sensors. Even for these larger congura-
tions we have shown that all the tasks are schedulable
and all deadlines will be met, as shown in Section 4.3.
The control loop execution time is impacted when
control loop components are extended with additional
functionality. The stochastic performance analysis can
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be used to assess the impact of component changes on
the control loop execution time.
We have shown in this paper that embedded
real-time systems can be modeled with the PCM
component-based approach, when task precedence can
be simplied into to a task sequence. In addition,
stochastic performance analysis can complement worst-
case predictions. However, tasks with more complex
scheduling behavior could not be predicted with the
PCM approach without taking into account task prior-
ities.
We used the Tangram-II tool to simulate several
realistic vessel scenarios, and analyze the number of
steps required for the vessel thruster to converge to the
desired position. One distinct feature of the approach
is to allow the use of the real implementation code as
a black box and embedded in the simulator tool. Thus,
we can use the full power of the simulation engine to
test the code.
5 Adaptability and Evolution Assessment
It is highly possible that the requirements of the system
will change. For example, the program may need to be
deployed in dierent types of vessels or a new type of
sensor needs to be installed. We need to assess if the
architecture is adaptive enough so that these new fea-
tures can be accommodated quickly. There can be busi-
ness metrics to assess the time needed to deliver these
new features, for example, by specifying the maximum
number of months that can be spent on implement-
ing, testing, and deploying new features. In order to
make such estimations, we rst need to calculate which
and how many components will be added, deleted, or
modied, given a specied change. Neither design-level
component diagrams nor the source code support such
calculation directly. We thus leverage the design struc-
ture matrix (DSM) [4] model to achieve this purpose.
We created DSMs to represent both the design archi-
tecture and the implemented structure for each release.
The DSMs shown in Figure 16, 17 and 18 are all
derived from ACN models. The design ACN model is
transformed from the component diagrams modeled us-
ing a commercial tool called Enterprise Architect (EA),
and the source DSM is transformed from the imple-
mented source code. These DSMs represent dierent
ways the modular structure of the same system can be
modeled. A module in a DSM is a group of variables
that can be represented as a block along the diagonal,
or clustered and represented as a compound variable in
a DSM. In Figure 16 and 17, for example, elements 5
(Chemtech.DP.DataPoints) to 11 (Chemtech.DP.HMI)
represent modules clustered according to the names-
paces. For example, Chemtech.DP.HMI contains all the
components within the Chemtech.DP.HMI namespace.
In Figure 18, blocks along the diagonal are the modules
automatically aggregated using our design rule hierar-
chy algorithm [32].
We use the design rule hierarchy in Figure 18 to as-
sess the designed adaptability. The top level of the hier-
archy (element 1-10) are the top level design rules that
only inuence other parts of the system but are not in-
uenced by them. As we can see, the top level contains
the communication infrastructure and the abstract in-
terfaces for sensors and devices. The gure also shows
that in the designed architecture, elements that have
signicant, cross-cutting inuences are all at the rst
two layers, which are mainly communication infrastruc-
ture or the high-level architecture framework. About
72% (Independence Level [31]) of the components are
in the third layer, which means that these modules can
be implemented and changed independently from each
other, as long as the design rules in the rst two layers
are stable.
As indicated in our prior work [31], the more lay-
ers are there in the system, the worse it is modularized
because more parts of the system are vertically con-
strained. The larger the last layer, the better it is mod-
ularized because more parts of the system can evolve
independently from each other. To assess how well the
design can accommodate particular changes, such as
adding or changing a sensor or adding an error masking
mechanism to the vessel control system, we just need to
see which and how many other components will be af-
fected. From the design DSM, we can see that changes
to sensors only aect at most two other components,
and adding error masking mechanism only aects the
main function. As another example, if a YoungSerial de-
vice is added or changed, then only the YoungDataRe-
trieval component will be aected. From these analyses,
we conclude that the system is designed to be well mod-
ularized and adaptive to these envisioned changes.
Next we assess whether the implementation of the
system is consistent with the design and maintains the
same level of adaptability. Figure 17 shows DSM mod-
eling the rst release of the source code, clustered in the
same way as the design DSM (Figure 16). In this DSM,
the cells with dark background indicate the discrepan-
cies between design and implementation. If a dark cell
is empty, it means the dependency exists in design, but
not in implementation. If a dark cell is not empty, it
means that dependency in the source code does not ex-
ist in design. Figure 17 shows the discrepancies among
clusters. The numbers in the cell are the total number
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Fig. 16 Design level DSM
Fig. 17 Source level DSM
of dependencies between modules clustered according
to source code namespace.
The analysis shows that the main discrepancies are
that in the implementation the data points and sen-
sors are accessed by more components than designed.
These discrepancies are caused by the following reasons:
more dependencies are found to be necessary during
implementation than recorded in the component dia-
gram, the system have evolved in code but the design
is not updated, or a part of the design has not been
implemented yet. However, the majority of the source
code realized the design faithfully. When comparing the
source code DSM to the design DSM, we found that the
source code also has a layered structure, and each type
of sensor only had at most one more dependency than
designed. Basically, the rst version of implementation
indicates similar level of modularity and adaptability
between design and implementation.
It is common practice for the system implementa-
tion to keep evolving. We studied ve consecutive re-
leases of the system to assess (1) if the implementa-
tion has deviated from the design; (2) how the system
adaptability changes over time. Our approach was to
compare the source code DSMs from release 2 to release
5, against the DSM of release 1. We checked how many
and at which level components were added, deleted or
changed. We also calculate how the independence level
varies over these releases. We summarize the results as
follows:
Release 2 has the same three layers as release 1. Two
top-level design rules were added to the top layer, seven
interfaces were added to the second layer, and fteen
components were added to the bottom layer. There-
fore, the architecture of the system has changed from
release 1. Comparing with release 2, release 3 just has
minor changes: one component was moved from layer
3 to layer 2 and four new dependencies were added.
From release 3 to release 5, the top 2 layers were not
changed. Fifteen new components were added in re-
lease 4, and four more components were added in re-
lease 5. Besides the dependencies added with the new
components, eight new dependencies were added and
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Fig. 18 Design DSM expanded
two existing dependencies were deleted. We also clus-
tered these ve DSMs using design rule hierarchy and
calculated their Independence Levels, which are 76.5%,
72.8%, 71.7%, 75.7%, 75.7% from release 1 to release 5.
As a result of this analysis we make the following
observations. First, although the architectural-level de-
sign rules of the system have changed, especially in re-
lease 2, the architecture component diagram was not
updated. Ideally, when valid changes are made to the
source code the component diagram should be updated
as well. We recommend that valid changes should be
initiated at the component diagram and be followed by
an evaluation step, before being propagated to imple-
mentation. Second, several components were added to
the source code but not to the design. As a result, it is
hard to tell if these changes are valid. Finally, although
the architecture has been changed, the adaptability of
the system was not degraded signicantly. Except for
release 2, components were added to the bottom layer
of the DSM without signicant impact on the existing
components or the design rules.
6 Reliability/Availability
6.1 Hardware
In this section we analyze the reliability of the overall
DP system hardware architecture (Rh(t)). Our goal is
to obtain the repair rates that satisfy the condition:
system reliability is greater than 0.9999 for a mission
time equal to 3 months. In other words, we compute the
probability of the DP system being operational at t =
3 months for some values of repair rates. We select the
repair rates where Rh(3)  0:9999.
We created a Tangram-II hardware model shown
in Figure 19 for the hardware reliability analysis. The
model has ve dierent components: gyro sensor, GPS,
anemometer, IPU and local network. All components,
except the local network (which is dual redundant), are
triple redundant.
Figure 20 shows the reliability of the system in the
interval from 1 hour to 3 months. We note that for the
repair rates equal to 1 day and 15 days, the probability
of the DP system being operational at t = 3 months is
0.999999 and 0.9999, respectively. For the repair rates
equal to one and three months, Rh(3)  0:9999. We
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Fig. 19 System reliability model.
conclude that the system reliability goal is met for a
repair rate less or equal to 15 days.
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Fig. 20 System reliability.
6.2 Software
The software reliability was tested using a black-box
approach. A simulator was developed by the Siemens-
Chemtech team to test the DPS without the need of a
real vessel. The simulator mimics the vessel and the en-
vironment where it is immersed. Figure 21 shows how
the simulator replaces the sensors and the thrusters,
providing the information ow that should come from
the sensors and the thrusters and consuming the infor-
mation ow that should go to the thrusters.
There are three main environmental forces that act
on the vessel: wind, current and tides. The simulator
models each one of the environmental forces numeri-
cally. The models are congured a priori according to
the desired scenario parameters. In addition to the envi-
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Fig. 21 IPU information ow with simulator
ronmental forces, the simulator considers the allocation
of each thruster required by the DPS. The positioning
and environmental data are sent to the DPS using the
default protocols of each kind of sensor. Additionally,
noise is applied to each sensor instance.
The simulator provides functionality to congure
alarms when the vessel loses its position. There are
two levels of alarms to deviations in the surge, sway
and heading. Any time the vessel surpass one of these
thresholds, one alarm is opened, and when the vessel
returns to the designated position, the alarm is closed
and logged. The second level alarms are also referred to
as critical alarms.
The rst simulation run imposed very stringent po-
sition and heading constraints, because the DPS rst
priority is to keep the vessel position. The surge and
sway alarms were set to 1 meter and the associated
critical alarms were set to 2 meters. The heading alarm
was set to 1 degree and its critical alarm was set to 2
degrees. The simulation was executed for 160000 sec-
onds (1 day, 20 hours, 26 minutes and 40 seconds) and
the cumulative alarm count per alarm type is shown in
Figure 22. No heading alarms were generated in this
run.
The rst simulation run accounted 4.1625 rst level
alarms per hour and 0.315 second level alarms per hour.
For the rst level alarms, 76% were surge alarms and
24% were sway alarms. For the second level alarms,
71% were surge alarms and 29% were sway alarms. In
this simulation, as the vessel has its bow facing towards
the direction of the greatest environmental force, it is
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expected that there is more displacement in the surge
axis, even if the demanded thruster allocation is met.
In this case, the sway displacement is a consequence of
the vessel's surge position adjustment. The algorithm
prioritizes the maintenance of the heading, hence no
heading alarms occurred in this run.
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Fig. 22 Black-box rst simulation run results
The second simulation run imposed more usual po-
sition and heading constraints in the same scenario of
rst run. The surge and sway alarms were set to 2 me-
ters and the associated critical alarms were set to 4
meters. The heading alarm was set to 1 degree and its
critical alarm was set to 2 degrees. The simulation was
executed for 110000 seconds (1 day, 6 hours, 33 min-
utes and 20 seconds) and the cumulative alarm count
per alarm type is shown in Figure 23.
The second simulation run accounted 0.2618 rst
level alarms per hour and 0.0655 second level alarms
per hour. For the rst level alarms, 62.5% were surge
alarms, 25% were sway alarms and 12.5% were heading
alarms. These results are consistent with the rst run
results, as the rst level alarms for positioning in the
second run are equal to the second level alarms for po-
sitioning in the rst run. A lower occurence of second
level alarms was also expected due to the more relaxed
constraints. The distribution of the alarms in terms of
position and heading are also consistent with the rst
run.
There are 3 well dened alarms groupings in the sec-
ond run: one surge alarm in the time 2645, one surge
alarm in the time 18478 and a group of alarms rang-
ing from time 90540 to time 92028. This third group of
alarms should be considered as an event where the posi-
tion and heading were lost for a period of 1488 seconds
(24 minutes and 48 seconds). In other words, there were
3 failure events in the simulation, accounting 0.0982
failures per hour or 2.3568 failures per day.
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Fig. 23 Black-box second simulation run results
The DPS is still a prototype system and further ad-
justments to the modules' tuning should improve their
response to the environmental disturbances, increasing
the system reliability. For future work, improved ver-
sions of the system should be tested and it is also de-
sirable to test the DPS in other simulators to compare
the reliability results.
7 Conclusions
We have presented several performance, reliability and
adaptability models that were used to comprehen-
sively assess the Dynamic Positioning System archi-
tecture. The three performance models presented were
instrumented using data collected from the Siemens-
Chemtech software prototype. These modeling activi-
ties were conducted after an extensive system architec-
ture review uncovered several architecture risks. These
risks were reported in a companion paper [14]. The
results obtained from the experiments using the non-
functional requirement models presented in this paper
were of great value to the project in several ways. As
a result of the extensive performance modeling exper-
iments reported in this paper, the team has now an
increased understanding of the system's ability to meet
its real-time deadlines, of the impact of dierent system
congurations on the control loop execution time dis-
tribution, and the system congurations impact on the
convergence characteristics of the thruster allocation
algorithm. The real-time analysis has shown that all
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tasks are schedulable and that the system will meet its
deadlines. The Tangram-II implementation based sim-
ulation approach was able to execute several tests us-
ing the thruster allocation module and conrmed that
the thruster algorithm is stable and generates a well-
balanced mean force allocation. The Tangram-II based
framework could be used to execute several additional
test scenarios to further test the Dynamic Positioning
System. A black-box reliability testing approach of the
implemented system was executed using a simulation
environment. Failure rates were derived for two dier-
ent set-points for two long running simulation experi-
ments. Reliability data was collected and recommenda-
tions for reliability improvement were provided to the
development team. As a result we were able to estimate
the Dynamic Positioning System software reliability us-
ing actual system testing results.
In addition, as a result of the system architecture
adaptability assessment, the project has received feed-
back on the importance of maintaining the system ar-
chitecture documentation up to date. The adaptability
assessment model has shown that the system is very
modularized, has a layered structure, and that the sys-
tem implementation complies with the guidelines pro-
vided by the system architecture document. This as-
sessment certies that the system architecture is adapt-
able and extensible.
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