Abstract. This paper deals with state-constrained optimal control problems governed by a semilinear multistate equation. The authors prove the existence of solutions and derive optimality conditions.
problems governed by a semilinear elliptic operator. As we make no monotonicity assumption, the state equation may be unsolvable or may have several solutions. These kinds of ill-posed systems may arise in connection with bifurcation theory; some models arising in enzymatic reactions, plasma physics, and chemistry have this property (see some examples in Crandall and Rabinowitz [11] and Lions [15] ). However, this paper studies only a model problem. Our aim is to obtain existence results and to derive the optimality system.
There exists a vast literature on the control of well-posed state-constrained systems. The subdifferential calculus of convex analysis is a useful tool for dealing with linear state equations (see Mackenroth [16] , [17] , Bonnans and Casas [7] , and Casas [8] , [9] ). In the nonlinear case, Bonnans and Casas [4] [5] [6] derived the optimality system using the results of Clarke [10] .
The control of nonmonotone elliptic systems, but without state constraints, has been studied by Lions [15] (see also Komornik 14] ). The optimality system is derived there by penalizing the state equation and passing to the limit in the optimality conditions of the penalized problem.
The novelty of this paper lies in the simultaneous presence of state constraints and of an ill-posed system. Our method consists of approximating the problem by removing the nonlinearity from the state equation and penalizing a part of the state constraints. We formulate the problem and obtain an existence result in 2, derive the optimality system in 3, and study several examples in 4. O'R-R is Let K be a nonempty, convex, closed subset of L2(t)), cr be greater than or equal to 2, N be nonnegative, and Ya in L(I)) be given, and let J" L(I))x L:()a be the In fact all our results still hold if we assume that fl is bounded, Y is compactly embedded in Co(fl), and (2.6) holds. This is the case, for instance, if A is symmetric and satisfies (2.2) and fl is bounded and convex (Grisvard [13] ).
Remark 2. The existence of several states associated to the same control has been obtained, e.g., with cubic nonlinearities [11] . The inclusion of Y in C0(l-l) for n=<3 (Adams [1] (i) There exists (y, u) satisfying the constraints of (P) (i.e., (P) is feasible).
(ii) Either N > 0 or K is bounded in (iii) We may write th(t) thl(t) + 492( t), with 49i continuous, 1, 2, 41(t) nondecreasing, and such that for some C > 0 14,(t)l C(1 + Itl/Z).
Then problem (P) has (at least) one solution.
Proof As (P) is feasible, there exists a minimizing sequence {(y,, u,)} in Y x K. Because of (ii), {u,} is bounded in Lz(f). We are going to prove that {Ay,} is bounded in L2(f), and for this we may assume that 4 is ditterentiable. Otherwise, we would approximate 4 by a standard convolution technique and then pass to the limit. We also may assume without loss of generality that 41(0)-0. , (p+aNa)(v-a) dxO VvK.
Remark 3. Since B has a nonempty interior, we deduce from (2.5) that R(L)
.T his implies (see Barbu and Precupanu [2] , Ekeland and Teman [12] ) that 0(In L).
(fi)= L*OIs(Ly 
Proof A straightforward application of the definition of the subdifferential [12] allows us to verify the equivalence of the two statements of the conclusion. Now consider x'= if+ t(x-X) for in ]0, 1[. We have, using the convexity of g: f(x')+ g(x ) <=f(x') + (1 t)g() + tg(x); hence, as X is a solution of the problem above, (2) ).
Dividing by and passing to the limit, we obtain the result. We now consider the following approximate problem. Let the state equation be Ay u + w in (3.6) y=0 onF. [12] to apply the rules of subdifferential calculus to the mapping g and we get the equality Og(u, w)= *OIu(Ly)+OI(u, w). We obtain the result with p=qc+r and Ac=(1/e)(Ty-a). As A'pc is in M(), p is in W'S() for all s < n/(n-1) (see [9] , [21] ). LEMMA 3. Let {(Yc, uc, w)} be a sequence of solutions of (Pc). Then
Proof. From the inequality J(yc, uc, w)<--L(g tT, -q(y)) J(p, 7) and the form of J, we deduce that {(y, u, we) is bounded in L(12)x L2(f/)x L2(2); hence {y} is bounded in Y by (3.6) and (2.6) . This We now are in position to prove Theorem 2, by passing to the limit in the optimality system of (Pc).
Proof of Theorem 2. Let (Yc, uc, we) denote a solution of (Pc) and (Pc,/xc, h,) be given by Theorem 3. If {(Pc,/xc, he)} is bounded we obtain the result with c 1 by passing to the limit in the optimality system of (Pc) with the help of Lemma 3 
