In his childhood, John was an avid explorer of the Exe and Barle valleys and their neighbouring woods, and he later described his lifelong interest in birdwatching as having begun in these childhood forays into the Exmoor countryside. Another interest, in railways, started through his journey to school. John was taught initially at home by his mother, Edith (née Briggs), and then in a private primary school and then tutored again privately, but he then won a scholarship to Old Blundell's in Tiverton. At the time a branch line of the Great Western Railway linked Dulverton to Exeter via Tiverton. 1 The station for Dulverton was right outside the Carnarvon Arms, so John had an easy journey to school along one of the most beautiful railway lines in England.
John started his interest in music young. At age five and a half, according to his own account, he demanded to learn the piano (Senn 2003) . He was sent to a local teacher in Dulverton and progressed through the various grades of the Royal Academy of Music and won a gold medal for the best mark at grade 6, which was presented to him by the then Duke of York.
Old Blundell's had a scholarship to Sidney Sussex, Cambridge, and although John did not win this, it determined his choice of college and he went up in 1942 to study mathematics.
Cambridge and war service
At this time, the conditions of being allowed to study at university were that you also did your war training. Afternoons were spent with the Air Squadron and mornings were taken up with lectures on according to John's own account, mechanics, electricity and magnetism, analysis, matrix algebra and geometry, including projective geometry, a subject that he considered fell out of fashion subsequently (Senn 2003) . At the end of the year he took part 1 of the mathematics Tripos.
John joined the music club and learned to play chamber music. He joined the bird club and went birdwatching, the best location to do so being the local sewage farm. Despite having no Scottish connections, he also joined the Scottish country dancing club. He went to Mathematical Society talks and recalled having heard J. E. Littlewood FRS lecture on a snowball's chance in hell (Senn 2003) . (This may have been in connection with Littlewood's law of miracles, which states that on average humans will experience a one in a million event once a month.)
John joined the Royal Air Force in 1943 and was sent out to South Africa for training as a navigator. It took six weeks for him to get to Durban and he lost 20 lbs weight during the voyage, later describing it as the only time that he was really hungry.
In 1946 he was de-mobbed and returned to Cambridge to find it full of ex-officers who had returned from the services to finish their degrees. He attended lectures by the astronomers R. A. Lyttleton (FRS 1955 ), Fred Hoyle (FRS 1957 and Herman Bondi (FRS 1959) . Mathematics lectures were given by Abram Samoilovich Besicovitch FRS, who employed a Socratic form of teaching involving his making challenging statements, succeeding in getting half the class to affirm them and half to repudiate them, and then saying, 'is it or is it not?' John later claimed that, although Besicovitch was supposed to be teaching from the book by G. H. Hardy (Hardy 1952) , he favoured, instead, examples from his own work, thus obliging the students to read Hardy in their spare time; however, John also opined that this was not a bad thing. He also attended lectures by Harold Jeffreys FRS and found, as others had done before and did subsequently, that he was a very poor lecturer with an unhelpful habit of turning and whispering to the blackboard at the denouement of the proof of a theorem. Few students stayed the lecture course and John was one who dropped out.
John's college-based tutoring-or supervision, to use the Cambridge term-was with Shaun Wiley, one of the Bletchley Park codebreakers. A fellow student was John Hammersley (FRS 1976) , and he and John Nelder were later to publish a paper together (1)*.
John Nelder graduated in 1948 a wrangler (i.e. with a first-class degree) in mathematics. He decided that he wanted a job in which he could use mathematics in connection with biology and chose to train in statistics by taking the Cambridge diploma.
Career
John's career as a statistician can be divided into three periods corresponding to the places in which he worked: Wellesbourne, Rothamsted and Imperial College London. Corresponding (roughly) to these three periods are his three major statistical contributions: general balance, generalized linear models (GLMs) and hierarchical generalized linear models (HGLMs). On obtaining his Cambridge diploma, John went to work at the National Vegetable Research Station in Wellesbourne, starting in 1950. The conditions were primitive: accommodation consisted of some army huts at the end of a muddy lane and, although the equipment boasted a Monroe electrical calculating machine, there was no electricity.
In order to train him for the job, John was sent to Rothamsted Experimental Station, an agricultural research institution in Harpenden founded by John Bennett Lawes in 1843, where the great statistician, geneticist and evolutionary biologist R. A. Fisher FRS had first made his mark on statistics and where Frank Yates FRS his one-time collaborator and deputy, was now head of statistics. At Rothamsted John got to know various statisticians with whom he subsequently kept in touch, including George Dyke, Mike Grundy and Michael Healy. He was then seconded from Rothamsted for half a year to a French agricultural research station at Versailles. There he learned a lot about biology but not much about statistics, which was not a subject much favoured by the French. He returned to Rothamsted and then moved back to Wellesbourne when the facility was in a fit state to house statisticians.
Wellesbourne established the lines of John's life in many ways. He met his wife Mary through a local ornithology club, and they married in 1955 (figure 1). Both their children were born during his time there: a son, Jan, in 1956 and a daughter, Ros, in 1958.
In 1968 John was appointed head of statistics at the agricultural research station in Rothamsted. Statistics had been established there by Fisher in 1919 and when he left to take up a chair at University College London (UCL), he was succeeded by his deputy and collaborator Frank Yates in 1935, who was to become a leading figure in experimental design and statistical computing. Yates had been a surveyor in the Gold Coast and was highly skilled at computation in linear algebra, but also had never seen the value of matrices (Healy 1995) . Many of Yates's staff at Rothamsted did not share his views and had been making important contributions to statistics using the theory of matrices and vector spaces; they now had, in John Nelder, a head who had been doing the same.
A member of John's staff at Rothamsted was the brilliant and precocious statistician Robert Wedderburn, born 1947 in Edinburgh and educated at Fettes and Cambridge. Together, he and John developed a unified modelling framework, for which many of the then current statistical models could be regarded as special cases, fitted using a single common algorithm and incorporated into a single inferential framework. They named the field they were opening up 'generalized linear models'.
An annual musical matinée was established, and every summer John, together with other amateur musicians from the Oxford and Cambridge musical club, would entertain guests with a varied programme of classical music in Cumberland Cottage, his home in Redbourn. In the interval, tea and a magnificent selection of cakes would be provided by Mary and, weather permitting, there would also be a stroll through the grounds of the beautiful garden, which Mary had created with John's help since their arrival in Hertfordshire.
John's period at Rothamsted was one in which he received many honours. He was awarded the Guy Medal in Silver of the Royal Statistical Society in 1977, was elected FRS in 1981 and in the same year was awarded an honorary DSc by the Université Paul Sabatier, Toulouse. He also served the International Biometric Society as its president. He retired early from Rothamsted in 1984. As he later explained:
They started getting rid of people at 60 as a way of reducing numbers. This was the best thing that ever happened to me in the sense that, shortly afterwards, the squeeze was really on and I would have been telling people that they'd been made redundant and so on. Whole departments disappeared from Rothamsted. It was all really rather sad. I'm pleased, I must say, not to have had to be involved in that sort of activity. (Senn 2003, pp. 11) During his time at Rothamsted, John started giving courses at Imperial, where he was appointed as a visiting professor. This connection led to an important collaboration with Peter McCullagh (FRS 1994) . Their 1983 book, Generalized linear models, extended and established the work that John had begun with Wedderburn and is regarded as a statistical classic (10).
Statistical computing
The state of electronic computing at that time is illustrated with an explanation by John Gower, the man who was to succeed John Nelder as head of statistics at Rothamsted, at an Royal Statistical Society meeting of 1956, as to how he programmed a simulation for Maurice Bartlett (FRS 1961) , a leading figure of twentieth-century statistics. Gower refers to 'The Manchester Computer', taking it for granted that everybody would know which machine this was (Bartlett 1957) . Access to computing facilities was not plentiful; however, in April 1954 an Elliot 401 was installed at Rothamsted (Yates & Rees 1958) . John Gower provides a useful account of programming at Rothamsted in the late 1950s and early 1960s, showing that there was quite a lot of activity (Gower 2015) ; John Nelder was not involved in this. In 1963, however, an Orion machine (first created by Ferranti in 1961) was acquired by Rothamsted; John started using it and he soon became an important figure in statistical computing.
John's contributions in computing can be considered under various headings. First, he had both interest and flair in devising algorithms for computing whether or not these involved computers per se. For example, in 1961 he described an algorithm for fitting a generalized four parameter logistic curve and briefly considered the extension to the five parameter case, warning the reader that this would be too much effort to fit unless one had access to a computer (2). Another paper, of 1963, describes an extension of Yates' algorithm for full factorial experiments to fractional ones (3). Second, he developed firm views, well ahead of the time, on general principles that ought to guide development of statistical packages in order that they not only could afford solutions to standard problems that the developer might anticipate the user wanting, but could also provide the flexibility to permit the user to take the package beyond what the developer had anticipated. Third, he had a major part in developing two important statistical packages, Genstat ® and GLIM ® . John spent a year, 1965-1966, at the Waite Research Institute at the University of Adelaide, collaborating with Graham Wilkinson. On the boat to Australia he was able to write the code for programming the now famous Nelder-Mead algorithm for direct function optimization in Mercury Autocode for the Orion (Payne 2004 ). The paper with Roger Mead (6) has become a citation classic (more than 27 000 citations by September 2018 according to Google Scholar).
In his work on general balance, John had provided a single powerful mathematical representation of most of the common experimental designs to which analysis of variance (ANOVA) might be applied. Graham Wilkinson set about providing a general computational algorithm (Wilkinson 1970) to implement this and it eventually formed part of the computer package Genstat, development of which truly got going with John's arrival at Rothamsted in 1968 (Payne 2009 ). In developing Genstat, John insisted that the 'silo mentality' had to be avoided, whereby each routine was developed independently with no thought to interdependencies, whether in terms of common approach or usability of outputs. A key feature of Genstat was agreed, namely standard data structures on which routines could operate: scalars, vectors, matrices in various forms, tables, strings to represent texts, a special structure to store latent (eigen) roots and vectors, and a device called a 'pointer' that could act as a means of indexing any of these, thus permitting a high degree of flexibility in calling up objects in looping and branching (Payne 2004) . Some form of Genstat seems to have been available at Rothamsted from about 1970; although, in fact, John had referred to it already in 1967 in a Royal Statistical Society meeting on statistical computing, and at a time when he was still at Wellesbourne.
Wilkinson joined Rothamsted for a few years in the early 1970s; Roger Payne was appointed in 1972, and from 1974 set to work on implementing and extending John's ideas, a task he has worked on for over 40 years.
The work in John's 1972 paper with Wedderburn (8) was rapidly turned into a computer program. The general framework they provided means that a very wide set of models, including many standard ones, could be expressed in terms of an error function describing the member of the exponential family of distributions that was to be employed to represent the stochasticity of the 'Y ' variable and the link function relating the linear predictor to the mean. The iteratively reweighted least squares algorithm did the actual fitting, analysis of deviance provided the basic inferential framework and residual plots a way of checking models. The Royal Statistical Society set up a working party to implement a program, with John as its chairman.
A stand-alone package, GLIM, was developed, rather than, say, adding some algorithms to Genstat, because John was concerned to make the system requirements as spare as possible and also because he had become very enamoured of the idea of interactive computing, to which the then version of Genstat did not lend itself.
GLIM was rapidly implemented and was a run-away hit among modellers in the 1970s, 1980s and well into the 1990s. There was a time when it was more or less taken for granted that any applied statistics modelling problem, especially but not only if proposed by a British applied statistician, would be tweaked, sometimes with a disproportionate degree of ingenuity, so that it could be expressed as a GLM and hence analysed by GLIM. Eventually, every statistical package worthy of the name came to implement its own version, Genstat being an early example, and GLIM is now rather a relic.
Despite its excellent initial principles, Genstat had acquired some inconsistencies and limitations. During 1983, with support and advice provided by John, Roger Payne began work, aided by various colleagues, in particular Peter Lane, on a structured programming version with procedures replacing macros and a general approach that made interactive programming easier. This led to the launch of version 5 in 1985, which, in addition to this fundamental rethink, provided the user with many new procedures and features and high-resolution plotting facilities. At the time of writing (2019), the general soundness of the new approach has proved itself over more than 30 years with many useful procedures having been added for users to employ, including, for example, the first implementation anywhere of the HGLMs that John developed with Youngjo Lee.
It was in 1977, during his time at Rothamsted, that John delivered an extremely important read paper to the Royal Statistical Society that expressed strong opinions as to how fixed and random effect models should be taught and understood to avoid errors in inference and to bring the greatest unity possible, and hence also clarity, to the linear model (9). This was viewed positively by most, but at the time also attracted some controversy, echoes of which can still be found in modern work.
In all of this, the general guiding spirit of John is evident: programs are there to help modellers express their creativity in a principled and logical way, letting them concentrate on what matters, and not to dictate what they can do in terms of predictive templates. There is no doubt that, directly or indirectly, this has been extremely influential in the development of R and that where developments in that package have occasionally diverged from these principles, it has not always been a good idea.
General balance
John described the genesis of this work as follows:
During my first employment at Rothamsted, I was given the job of analyzing some relatively complex structured experiments on trace elements. There were crossed and nested classifications with confounding and all the rest of it, and I could produce analyses of variance for these designs. I then began to wonder how I knew what the proper analyses were and I thought that there must be some general principles that would allow one to deduce the form of the analysis from the structure of the design. The idea went underground for about 10 years. I finally resurrected it and constructed the theory of generally balanced designs, which took in virtually all the work of Fisher and Yates and Finney and put them into a single framework so that any design could be described in terms of two formulas. The first was for the block structure, which was the structure of the experimental units before the treatments were inserted. The second was the treatment structurethe treatments that were put on these units. The specification was completed by the data matrix showing which treatments went on to which unit. I published two papers in 1965 [(3, 4) ], in the Proceedings of the Royal Society of London, at the end of which I postulated that it should be possible to write a general computer program, which, given these two structures, could deduce the form of the analysis of variance, the number of different kinds of contrasts of treatments in terms of their standard errors and so on. (Senn 2003, p. 7) This work of John's has all the hallmarks of genius. The basic idea is so simple and wonderful that, once grasped, it seems in retrospect so right that it attains the status of obvious. On the other hand, the detailed investigation of it was far from simple and it required a formidable attack by John to address it, including inventing an appropriate algebra, and subsequent work by others to make it a computing reality. For many years, Genstat was the only package to implement it and this means that those using other software were either condemned to do much complicated algorithmic sorting out themselves or to producing doubtful analyses with many hidden assumptions (Bailey 2004) . Finally, the work provided a general solution to analysis that not only subsumed as special cases many common designs in use, but also provided a general line of attack that could be used for designs not hitherto considered, provided that they conformed to the principles of general balance.
John had an early demonstration of the power of the approach:
I went to Adelaide at the invitation of Graham Wilkinson, specifically to work on the general balance algorithm. He did most of the actual implementation of this. One of the first examples that came along was an experiment with a Greco-Latin square that had balanced incomplete blocks in its cells. I thought the design was a misplaced piece of ingenuity. Anyway, we gave this design to the algorithm, which produced correctly the analysis of variance, and in one case one of the interactions came out in a higher stratum of error than the main effects that contributed to it. If you had asked me previously, I would have said that this would never happen, but that was what the algorithm produced and when we looked at it, it was entirely right. We regarded that as something of a triumph. (Senn 2003, pp. 7-8) The work was divided into two papers. The first concerns what John called block structure and describes the inherent variability in the experimental units: that which might be assumed to vary even if no treatment were applied (4). The second concerns treatment structure, and this describes the structure of the treatments the experimenter will apply to the design (5).
To understand to what extent the treatment structure has affected the experimental material it is necessary to understand its inherent (often complex) pattern of variation first. This is what is called the null analysis of variance and it is described by the block structure. John proposes two operators to describe common features of block structures: 'nesting (denoted by →) and crossing (denoted by ×)' (Senn 2003, p. 149) with, for example B1→B2 representing the basic structure of a randomized blocks design (the plots B2 are nested within the blocks B1) whereas, for example, B1 × B2 would represent two blocking factors such that each level of one could appear with every level of the other. Rows and columns of a field are the classical example in agricultural experiments. He shows that many more complicated block structures can be represented using these two operators and proposes rules as to how they may be combined. He also shows how all the common ingredients of an analysis of variance table as defined by Fisher, degrees of freedom, means, sums-of-squares etc. can be related to this using matrix algebra. A restriction, however, is that every block must have the same number of plots. John refers to such combinations of nested and crossed blocks as having 'simple block structure'.
Having defined the 'null analysis of variance' (a concept due to Anscombe 1948), and having developed an array of tools for mounting a general attack in the first paper, in the second he explains how the treatment structure, which might in agricultural trials involve complicated combinations of varieties, sowing policies and different compounds to be used in dressing the fields, can also be described and how the two parts together with data can generate the full analysis of variance. This structure does not have the same restriction of equal size. For example, a common situation in agriculture can be handled, where all combinations of two or more levels of all factors are augmented by a 'no treatment' control factor. The treatment structure partitions the overall effects of treatments into meaningful elements such as main effects and interactions and the single contrast comparing the average of all treatments with control.
A further matter is covered in the second paper: a third aspect of the experimental design is the function allocating one treatment to each experimental unit. Given block structure, treatment structure and this design function, the basic form of an experiment can be defined. The papers thus provide a general way of discussing experimental designs that is not limited to a finite list.
Another achievement is the introduction of the somewhat technical but very useful concept of general balance, which, when satisfied, permits a general attack on analysis also. Suppose that we have an orthogonal block structure and an orthogonal treatment structure, and we know the design function. Then, the design is generally balanced if, for each stratum specified by the block structure and each subspace specified by the treatment structure, the chosen design function ensures that every treatment contrast in that treatment subspace has the same amount of information in that stratum.
The later implementation of these ideas in Genstat through the ANOVA algorithm exploits both simple (orthogonal) block structure and general balance. A useful feature is that if no outcome variable is provided, a skeleton ANOVA with sources of variation and degrees of freedom is given.
The two papers are a veritable tour de force. Although Fisher, Yates and Finney are acknowledged, there is no question that John's development added to the ANOVA of Fisher and his followers an extraordinary depth and power. The work has led to much fruitful further development. Whether developing ANOVA further, as for example by Bailey and Brien to cover multi-tiered experiments (Bailey & Brien 2016) (Houtman & Speed 1983; Speed 1987; Dawid 1988 ), John's work on general balance has had to be discussed. If not a hit with the masses, it has been with the elite.
Generalized linear models
In conversation in 2000 John described the genesis of GLMs as follows:
People keep asking me this and I'm not sure that I really know. I wrote a paper which was published in 1968 in Biometrics (Nelder 1968) . I have only met one person who ever read it. I noticed that there was a certain similarity in the algorithm for probit analysis and for a gammaerror-type model that I had introduced for spacing experiments. I didn't get any further than to say that these things were rather similar, but I think that's where the original idea came from, that there was a set of models which had a single algorithm for their fitting. I think Wedderburn's knowledge about the exponential families then came in and resulted in our 1972 JRSS A paper [(6)] . (Senn 2003, p. 127) Before proceeding to discuss their contribution, a brief note on likelihood, a concept due to R. A. Fisher, may be helpful.
Given a completely specified probability model dependent on some parameter θ , which may be multivalued, the probability of a given set of data taking on given values can be calculated. The sum (or integral) over all possible sets of data of this probability will be 1. In problems of statistical estimation, however, the data are known and, in a sense, fixed, but the parameter is not. If the very same probabilistic quantity is now considered as a function of the parameter for given data, then it can be used as a guide to inference. This function is what Fisher called the likelihood and has many uses. For example, the value of θ for which it is a maximum can be regarded as that which is best supported by the data and hence used as an estimate.
Nelder and Wedderburn considered a class of models with the following three features. First, a dependent variable z that had a probability distribution of the exponential class dependent on some parameter θ . Second, a linear predictor β i X i for which the predicted value, Y, could be related to z. Third. a so-called linking function (subsequently often referred to as the link function), θ = f (Y ), that connected the linear predictor via the predicted value Y to the parameter θ of z. (Note that in this formulation Y is not a random variable, but its expectation.) They showed how using the general fitting criterion of maximizing the likelihood, estimates for the parameters of models in this class could obtained using the same general algorithm, an iterative weighted least squares procedure.
They also proposed a statistic, the deviance, that could be used to compare models, minus twice the log-likelihood at the maximum, thereby generalizing the ANOVA to the wider members of the GLM class.
Wedderburn's tragic early death cut short this partnership. However, John was fortunate that his part-time position at Imperial brought him into contact with another precocious statistical talent, Peter McCullagh. Their then head of department, David Cox FRS (later Sir David Cox), suggested that they contribute a book to the Chapman and Hall series, 'Monographs on Statistics and Applied Probability'. The book they wrote together, Generalized linear models (8) (1st edition 1983, 2nd 1989) , is widely regarded as a classic that provides a definitive account of the subject, covering the essential theory with extensions to modelling of mean and dispersion, non-linear parameters, model checking and survival analysis, but also including an account of many other related topics, such as Wedderburn's notion of quasi-likelihood. It also provides many practical examples with helpful advice on and illustrations of model-fitting. Thirty years after the second edition it was still selling about 400 copies a year. In addition to being a citation hit, in 2013 it was the inaugural winner of the Karl Pearson prize; the prize citation included the following statement:
Generalized Linear Models has changed forever teaching, research and practice in statistics. It provides a unified and self-contained treatment of linear models for analyzing continuous, binary, count, categorical, survival, and other types of data, and illustrates the methods on applications from different areas. The monograph is based on several groundbreaking papers, including "Generalized linear models," by Nelder and Wedderburn, JRSS-A (1972) [ (6)], "Quasi-likelihood functions, generalized linear models, and the Gauss-Newton method," by Wedderburn, Biometrika (1974) , and "Regression models for ordinal data," by P. McCullagh, JRSS-B [(McCullagh 1980) ].
Hierarchical generalized linear models
This development of John's was a result of a great partnership, in terms of extent, output and harmonious collaboration, the statistical equivalent of that of mathematicians GH Hardy (1877 -1947 , FRS 1910 ) and JE Littlewood (1885 -1977 , FRS 1916 . From their very first meeting, Youngjo Lee and John became firm friends and active collaborators (figure 2). The partnership was to last more than 20 years, from 1989 to John's death in 2010, and covers 21 publications from their first paper together, on models for Taguchi type experiments in 1991, to their last on using HGLMs for quality improvement, which was published one year after John's death (16) , via a key paper in 1996 (11), and including a book together with Yudi Pawitan published in 2006 (15); this last was revised after John's death by Yudi and Youngjo and published in 2017 (17) .
John often introduced his work on HGLMs by referring to the two directions in which the basic theory of linear models, involving many predictors, but independent, identically distributed Normal random errors, had been extended. One direction was hierarchical; error terms could enter at various levels. The other direction was the choice of error distributions. This left an obvious challenge, however, and it was that of finding approaches to non-Normal random terms in hierarchical data. His theory of HGLMs with Lee was developed to answer this. In many statistical approaches it is not convenient to treat all unobservables as fixed but unknown for various reasons, including that there may be very many of them and, hence, there will be an unwelcome increase in the dimensions of the parameter space. One solution is to treat them as random realizations from a common distribution. Many individual parameters are thus replaced by a few common ones.
Such random quantities are usually referred to as random effects. There has not been agreement among statisticians as to how to handle them; one common approach is to integrate them out to form a marginal likelihood, the problem being that it does not provide estimates of the random effects. The fully likelihood-based approach that Nelder and Lee used was to adopt what Bjørnstad, around about the same time, called the extended likelihood principle (Bjørnstad 1996) . They worked with the joint likelihood, factorizing this as the product of (i) the marginal likelihood of the random effects and (ii) the conditional likelihood for the fixed and random effects together based on the conditional probability of the outcome given the random effects. They called this the H-likelihood.
Under certain conditions involving the scale of the random effects, the approach is computationally more tractable than the classical approach and, more importantly, it becomes essential if estimates of random effects are of interest. Unfortunately, owing to the misunderstanding of the importance of scale in the random effects, its reception by statisticians was often negative, as it was often interpreted as being a computational device only and hence suspect when its results disagreed with the classical approach. In fact, it was not developed as an approximation to the classic approach because Lee and Nelder considered the H-likelihood, in accordance with the extended likelihood principle, to be the correct way to capture the information in the data with respect to both the fixed and random parameters.
Interests beyond statistics
John was far more than just a statistician. Music and birdwatching were his two most important interests outside of statistics. Gardening was another, although most of the work in their very fine garden at Cumberland Cottage in Redbourn was carried out by Mary.
His children, Jan and Ros, note that his statistical interests seemed to extend into his hobbies. Ros recounts how she came across a neatly written loose-leaf folder with garden notes for the late fifties and early sixties during which period he was experimenting on crops and recording the successes, failures and damage by fungi or insects. She says that there were even occasional mentions of flowers! Jan recalls that from 1962 to 1965 every Sunday morning they went duck counting at Charlecote Park near Wellesbourne, possibly in order to collect data for the British Trust for Ornithology. An interesting application by John of statistics to ornithology was his analysis in 1962 of the Hasting Rarities data (13), in which he used statistical methods to cast doubt on some claims to rare bird sightings in the vicinity of Hastings, Sussex, during the period 1890-1930. Jan also describes having been set the exercise of watching cars passing the house which were returning from an airshow in order to count how many drivers were wearing seatbelts, a lesson in both safety and practical statistics.
The whole family were involved in John's love of classical music. Jan recalls being taken to chamber music concerts at a young age, to which he partly attributes his continuing interest. At the musical matinées that were an annual feature in Redbourn, Jan would be charged with recording the concerts. These were always extremely enjoyable live amateur performances of a high standard and whether or not anybody subsequently listened to the recordings, one assumes that John would have thought it highly appropriate that these musical data should be preserved.
In her funeral eulogy, his daughter Ros wrote:
John enjoyed setting his two grandchildren, Eleanor and Laurence, suitably stretching puzzles of a mathematical or linguistic nature, ever anxious that the younger generation should expand their minds! Right until the very end of his long and active life he maintained a close interest in national and international affairs and fairly regularly sent letters packed full of what he thought were good ideas and/or constructive criticism to a wide range of bodies.
. . .
My general memories are of a constantly active, enquiring mind with a wide spread of interests, an excellent memory and a penchant for accuracy and absence of waffle . . . It was so good that he retained such lucidity until the very end. I still greatly miss our conversations. Later life and a personal note
In 1995 I was appointed to a chair at UCL and moved with my family from Switzerland to Harpenden. I became a regular commuter to London and one day noticed John Nelder, a striking and unmistakeable figure, standing on the platform to catch the first off-peak (and hence cheaper) train of the day. I plucked up courage and introduced myself. The reason I hesitated was that John had a formidable reputation as a scourge of woolly thinking. My fears were unfounded. I felt that I could count myself as a friend from almost the moment we met. We subsequently often travelled to London together, sometimes in the company of Michael Healy, a great statistician of John's generation, and one who shared his interests not only in statistics but also in music (figure 3). I left UCL for Glasgow in 2003, but the eight years we travelled together have left me with firm memories of John. First, of his continued enthusiasm for statistics, which, at a time when one might have expected a gradual retreat from research, could not be doubted. A frequent topic of discussion was whatever work he was currently up to and this nearly always involved his very great friend Youngjo Lee, who was also a regular visitor to Harpenden. John also maintained a keen interest in politics and had strong, sometimes controversial but always interesting opinions on many matters to do with society. For example, he was an advocate of legalizing heroin, pointing out that in an earlier era many of the addicts had been physicians who continued to function normally; in legislating, we were creating an illegal market and associated criminality to no good purpose. Retirement afforded John the possibility to indulge his hobby of birdwatching, an interest he shared with Mary and, indeed, which had initially brought them together. They went on various cruises to exotic locations, although John went to Kamchatka on his own (figure 4).
His acuteness of mind seemed unaffected by age, but it was noticeable that during this last period his physical health was declining and he began to have shortness of breath. This was initially diagnosed as emphysema, but subsequently, even more alarmingly, as pulmonary hypertension. He continued to collaborate energetically with Youngjo Lee, they had a joint read paper to the Royal Statistical Society in 2006 (14) and their book together with Yudi Pawitan appeared in the same year (15); and in 2011, there was a paper by both, together with Heejin Park, on applying HGLMs to quality improvement (16) .
In early August 2010, John suffered a fall at his home in Redbourn. He was treated in the nearby hospital in Dunstable but died on 7 August. His wife Mary died just over a year later. He is survived by his son Jan and his daughter Ros and her children.
Legacy
John Nelder was a leading figure in statistical computing. His biggest immediate direct success was the introduction of GLMs. This was an extremely fashionable statistical topic from its first development in 1972 and throughout that decade and into the next two, but it also strongly influenced much subsequent development in modelling. Part and parcel of that was the development of the GLIM program. However, by the 1990s the algorithms were beginning to be incorporated in other packages, Genstat being an early example, and GLIM was no longer the way that applied statisticians fitted GLMs. Also, with benefit of hindsight, one can now see that although GLMs provide a unification of great theoretical interest and some elegance, the practical unity is perhaps not so great as once supposed. To give some examples, statisticians in the pharmaceutical industry frequently fit Normal models. They could do so using the GLM module, proc genmod ® of SAS ® but in practice will always use proc mixed ® , the standard linear regression model being treated as a simple (degenerate) case of hierarchical models rather than as a special case of GLMs. In fact, the Normal model is in many ways a very atypical GLM. Similarly, count data in clinical trials are almost never analysed using Poisson regression, one of the standard GLMs, unless rescaling of standard errors using residual deviance is used. On the other hand, the GLM development has been a template for further model generalization so that GLMs have spawned generalized additive models (Hastie & Tibshirani 1987) , generalized linear mixed models (Schall 1991; Breslow & Clayton 1993) , generalized additive models for location scale and shape (Stasinopoulos & Rigby 2007 ) and so forth, not to mention John's contributions with Youngjo to create HGLMs and DHGLMs (11, 12) . It is thus no exaggeration to say that his paper with Wedderburn (8) and subsequent book with McCullagh (10) changed the modelling world forever.
John's work on general balance was profound in a way that goes right to the heart of the relationship between design and inference and was key to further development. Its algorithmic expression is fundamental to the Genstat approach to inference and encapsulates what might be called the Rothamsted Approach to design and analysis. In fact, it has a causal aspect that is underappreciated and that has even proved illuminating in understanding Lord's paradox (Lord 1967; Senn 2018) . However, Genstat, although an excellent package, is not as widely used as, say, SAS ® , SPSS ® or R. Unlike GLMs, the implementation of the theory of general balance has not generally found its way into other packages. However, any serious treatment of the relationship between design and analysis of experiments must take account of this work and it has great potential to reappear as a real force in practical analysis. Although it does not extend to analysis, Chris Brien's R package 'dae' can provide skeleton ANOVA tables for a wide variety of designs, not just those covered by general balance (Brien 2018) . Brian Cullis and Alison Smith are working on an implementation in R of a package called Design Tableau and, given the widespread use of R, an assessment of the eventual practical impact of John's approach is therefore premature.
To the very last, John had been fighting to get his work on HGLMs with Youngjo Lee understood more widely. Youngjo has written about this:
In spring 2010, Yudi Pawitan sent me an e-mail that it would be better to see John because he had become weaker. Roger Payne arranged a lunch at John's house on 4 July 2010. Yudi Pawitan, Roger Payne, Mike Kenward, James Roger and myself attended lunch and chatted with him and his wife Mary. When we left, John asked me to stay a little longer to talk. He thought that his works on generalized linear models, general balance, simplex algorithm etc had been well recognized, but his most important contributions, the H-likelihood and hierarchical generalized linear models (HGLMs), had not been well received. He asked me that instead of papers hard to understand, I should write expository papers to explain ideas to spread these important innovations. I replied "yes I will do". Then, one month later, I had a news that he passed away and then the last conversation became his final wish to me. Then, I realized that I promised to do a mission impossible. (Y. Lee, personal communication, 2018) Impossible, or not, HGLMs, which at one time were only available in Genstat, largely thanks to the enthusiasm of Roger Payne, have now also been implemented by Youngjo and colleagues in R, and their monograph (Lee et al. 2017 ) makes good Youngjo's promise to John. It will be interesting to see what the next decade brings. For any serious student of modelling, design and analysis of experiments and statistical computing, John Nelder's work is, as the French would day, incontournable.
